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Abstrakt
V dnešní době je v molekulární biologii velice důležité zkoumat mechanismus regulace genové 
exprese. Genová exprese je mimo jiné regulována pomocí transkripčních faktorů, které se vážou do 
specifických sekvencí v regulačních regionech genů. Vyhledávání těchto specifických sekvencí je 
náročné, protože tyto sekvence mohou být vysoce degenerativní. Existuje několik způsobů jak 
vyhledávání vazebních míst transkripčních faktorů realizovat. První část práce obsahuje popis 
algoritmů pro vyhledávání vazebních míst, zatímco ve druhé je popsán návrh a implementace 
vlastního řešení pro vyhledávání vazebních míst transkripčního faktoru p53.
Abstract
Nowadays, it is very important to study gene expression mechanism in molecular biology. Gene 
expression is also regulated by sequence specific transcription factors which binds to regulatory 
regions of the genes. Searching for this specific sequences can be very problematic because 
transcription factor binding sites can be very degenerative. There are several possible methods that 
can be aplied to this problem. First part of this paper describes few algorithms for transcription 
binding sites search. Second part contains design and implementation of algorithm for searching 
binding sites of transcription factor p53.
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1 Úvod
V  posledních  letech  došlo  k obrovskému  nárůstu  dat  získaných  sekvenováním genomů  různých 
organismů.  S pomocí těchto dat a různých experimentů se zjistilo, že úroveň genové exprese je různá 
a závisí na čase a prostředí. V různých fázích genové exprese je gen v určitém rozsahu regulován. 
Klíčová je fáze iniciace transkripce. V této fázi mohou transkripční faktory regulovat gen tím, že se 
navážou na vazební místa poblíž sekvence, kde začíná transkripce daného genu. Studování cílových 
genů  a vazebních  míst  transkripčních  faktorů  (TF)  je  potřebné  pro  pochopení  regulačního 
mechanismu,  který  je  spouštěn  transkripčními  faktory.  Navázání  TF do  jeho vazebního místa  je 
klíčový krok při aktivaci nebo represi genu. Použití moderních experimentálních metod pro určení  
vazebních míst TF je nejen vysoce časově náročné, ale navíc drahé. Populární a nejčastěji používanou 
experimentální  metodou  je  chromatinová  imunoprecipiace  (chromatin  immunoprecipiation) 
označovaná jako ChIP-chip a ChIP-seq. Hlavním problémem aplikace imunoprecipiace, proti všem 
TF zakódovaných v genomu, je momentálně nedostupnost protilátek ke každému TF. Bylo vyvinuto 
značné  úsilí  pro  označení  všech  TF,  nicméně  se  podařilo  označkovat  pouze  omezený  počet  TF 
v genomech  savců.  Z těchto  důvodů  je  žádoucí  vyhledávat  vazební  místa  transkripčních  faktorů 
pomocí výpočetních metod.
Cílem této práce je seznámit se s různými výpočetními metodami vyhledávání transkripčních 
faktorů,  zejména  pak  transkripčního  faktoru  p53.  Ze  získaných  informací  navrhnout  způsob 
vyhledávání transkripčního faktoru p53.
Ve druhé kapitole jsou popsány základy regulace genové exprese, popis činnosti transkripčních 
faktorů a postup metody experimentálního ověřování vazebních míst TF ChIP-chip. Třetí kapitola se 
věnuje  popisu  základních  nástrojů  pro  vyhledávání  transkripčních  faktorů  jako  jsou  pozičně 
specifické  matice  a  skryté  Markovovy modely.  Ve  čtvrté  kapitole  jsou  rozebrány algoritmy  pro  
vyhledávání  libovolných transkripčních faktorů. V páté kapitole je popsán transkripční faktor p53 
a algoritmy pro vyhledávání jeho vazebních míst. Šestá kapitola pojednává o vlastním návrhu a řešení  
vyhledávání vazebního místa transkripčního faktoru p53.
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2 Základy molekulární biologie
2.1 Regulace genové exprese
 Regulace genové exprese může probíhat na několika úrovních [1]:
1. Na úrovni transkripce – kdy a jak často je gen přepisován.
2. Na úrovni sestřihu a dalších úprav primárního transkriptu.
3. Na úrovni translace – výběrem mRNA, která bude překládána na protein.
4. Na úrovni aktivace nebo inaktivace vzniklých proteinů.
Nás bude zajímat  regulace na úrovni transkripce, neboť zde hrají  klíčovou roli  transkripční  
faktory.  Tento typ  regulace také převažuje u většiny genů,  ačkoli  jsou známé konkrétní  příklady 
všech uvedených regulací. 
Při transkripci je nejčastějším regulovaným krokem její  iniciace. V promotoru bakteriálních  
i eukaryotních genů je zahrnuto iniciační místo, ve kterém začíná transkripce, a sekvence přibližně 50 
nukleotidů  proti  směru  transkripce  před  tímto  iniciačním  místem.  Tato  sekvence  je  nutná  pro 
navázání RNA-polymerázy na promotor. Kromě promotoru mají téměř všechny geny (prokaryotní 
i eukaryotní) regulační sekvence. Tyto sekvence řídí zapínání a vypínaní genu. Tyto sekvence však 
nemohou pracovat samostatně. Aby měly nějaký efekt, musí být rozpoznány regulačními proteiny,  
jenž se vážou na DNA. Pouze tato kombinace regulačních sekvencí a regulačních proteinů, které tyto  
sekvence  rozpoznávají,  zaručuje  kontrolu  iniciace  transkripce.  Bylo  identifikováno  mnoho 
regulačních sekvencí,  z  nichž je každá rozpoznávána jedním nebo větším množstvím regulačních 
proteinů.
Díky svým povrchům mohou proteiny rozpoznávat určité sekvence DNA a pevně se vážou na  
určité  specifické  rysy  konkrétního  úseku  dvojšroubovice  DNA.  Tvar  šroubovice  je  závislý  na 
nukleotidové  sekvenci  v  dané  oblasti,  a  proto  různé  regulační  proteiny  rozpoznávají  odlišné 
nukleotidové sekvence.
Rozpoznáváme dva druhy regulačních proteinů, represory a aktivátory. Represor, jak z názvu 
vyplývá, je protein, který zastavuje transkripci genů neboli jí reprimuje. Aktivátory mají naproti tomu 
úlohu přesně opačnou. Aktivátory jsou potřeba při transkripci z promotorů, které jen slabě vážou 
RNA-polymerázu.  Slabě  fungující  promotory  se  po  navázání  aktivátoru  stávají  plně  funkčními,  
protože aktivátor se naváže v blízkosti promotoru a pomáhá RNA-polymeráze iniciovat transkripci.  
Místa v DNA kam se vážou represory se nazývají  silencery a místa  kam se vážou aktivátory se  
nazývají enhancery.
Regulace prokaryotních genů
Nejjednodušší  a  dobře prostudovaný příklad regulace genů je  kontrola  genové exprese u bakterií  
a jejich virů. Genom bakterie  E. coli je tvořen jednou cirkulární molekulou DNA o délce přibližně 
4,6x106 bází  a  kóduje  asi  4000  různých  druhů  proteinů.  V  každém  okamžiku  je  z  nich  ale 
syntetizována pouze malá část. Bakterie E. coli reguluje expresi mnoha svých genů podle nutričního 
zdroje ve svém okolí. Kupříkladu všech pět genů E. coli z metabolické dráhy pro syntézu tryptofanu 
je  organizováno  v  jedné  skupině  na  chromozomu.  Tyto  geny  jsou  transkribovány  z  jediného 
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promotoru jako dlouhá molekula mRNA, ze které jsou pak překládány všechny proteiny této dráhy.  
Geny uspořádané stejným způsobem a které jsou přepisovány do jedné molekuly mRNA se nazývají 
operony. Operony se velice často vyskytují  u prokaryot, ale nikdy ne u eukaryot.  U eukaryot jsou  
geny regulovány jednotlivě. Pokud je tryptofan v okolí bakterie přítomen a je dopraven do buňky,  
nejsou enzymy pro jeho syntézu potřebné,  a proto je celý operon vypnut.  K této situaci  dochází  
například u bakterií, jenž žijí ve střevech savců krátce po přijetí potravy obsahující proteiny.
Regulace  tryptofanového  operonu je  dnes  velice  dobře prozkoumána.  Uvnitř  promotoru  se 
nachází  krátká  sekvence  (15 nukleotidů),  která  je  rozpoznávána regulačním proteinem.  Pokud je 
regulační protein na tuto sekvenci navázán, zabraňuje RNA-polymeráze nasednout na promotor a tím 
iniciovat  transkripci  tohoto  operonu.  Tento  regulační  protein  se  nazývá  tryptofanový  represor.  
Tryptofanový represor se na DNA může navázat pouze tehdy, pokud má na sobě navázáno několik 
molekul tryptofanu.
Tryptofanový represor je allosterický protein – navázání tryptofanu způsobuje změny v jeho 
3D struktuře, které nyní  umožňují proteinu navázat se na operátor v DNA. Pokud je koncentrace 
tryptofanu v buňce nízká, tryptofan se uvolní z represoru a dojde ke změně konformace proteinu,  
který se poté uvolní z DNA. Nyní může docházet k transkripci všech genů operonu. Bakterie tak 
může  velice rychle  odpovídat  na změnu koncentrace tryptofanu,  protože tryptofanový represor je  
v buňce vždy přítomný.
Regulace eukaryotních genů
Regulace genů u eukaryot je, v porovnání s regulací genů u prokaryot, značně složitější. U eukaryot  
je gen transkribován jako odpověď na mnoho různých signálů a z toho plyne větší komplexnost jeho 
regulace.
Tento odstavec je převzat z  [1].  Iniciace transkripce u eukaryot se od bakterií liší ve čtyřech 
zásadních bodech.
1. První  odlišnost  spočívá  v  samotné  RNA-polymeráze.  Bakterie  mají  pouze  jednu zatímco 
u eukaryot  jsou tři  (RNA-polymeráza  I,II  a  III).  Naprostá  většina genů je  transkribována 
pomocí RNA-polymerázy II.
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Obr. 2.1: Regulace tryptofanového operonu [1]
2. Bakteriální  RNA-polymeráza  je  schopna  zahájit  transkripci  bez  pomoci  jiných  proteinů, 
kdežto  eukaryotní  RNA-polymerázy  vyžadují  přítomnost  dalších  proteinů.  Tyto  obecné 
transkripční faktory se vážou na promotor genu spolu s polymerázou a pomáhají ji při iniciaci 
transkripce.
3. Dalším rozdílem u eukaryot je možnost ovlivňovat iniciaci transkripce pomocí regulačních 
proteinů (represorů a aktivátorů), které jsou navázány v DNA i několik tisíc nukleotidů od 
promotoru.  To  umožňuje  regulovat  jeden  promotor  mnoha  regulačními  sekvencemi 
rozptýlenými  v  DNA.  U bakterií  jsou  geny regulovány pouze  jedinou sekvencí,  která  se 
většinou nachází poblíž promotoru.
4. Posledním rozdílem je, že k iniciaci transkripce u eukaryot musí docházet na DNA sbalené do 
nukleosomů a v mnohem kompaktnějším chromatinu.
Bylo zjištěno, že purifikovaná eukaryotní RNA-polymeráza II (na rozdíl od bakteriální) není 
schopna  začít  transkribovat  geny  in  vitro.  Při  hledání  příčin  byly  objeveny  obecné  transkripční 
faktory,  které pravděpodobně pomáhají RNA-polymeráze v nasednutí na promotor, oddělení obou 
řetězců DNA a po iniciaci transkripce i v jejím uvolnění z promotoru, aby mohlo začít prodlužování  
RNA.
Pojem "obecné"  odráží  fakt,  že  tyto  transkripční  faktory  rozpoznávají  všechny  promotory 
přepisované  RNA-polymerázou  II.  Tím  se  liší  od  aktivátorů  a  represorů  v  bakeriích,  které 
rozpoznávají pouze určitý gen a od eukaryotních transkripčních faktorů, jenž ovlivňují expresi pouze 
některých genů.
Eukaryotní  obecné  transkripční  faktory  mohou  společně  s  RNA-polymerázou  iniciovat 
transkripci  in  vitro,  uvnitř  buňky je  však  takováto  iniciace  neúčinná.  Téměř  všechny eukaryotní 
promotory  vyžadují  přítomnost  dalších  aktivačních  proteinů.  Tyto  proteiny  pomáhají  obecným 
transkripčním faktorům a RNA-polymeráze uspořádat se do iniciačního komplexu.
Místa  v DNA,  do  kterých  se  tyto  obecné  transkripční  faktory,  se  nazývají  stejně  jako 
u prokaryot enhancery (aktivátory) a silencery (represory). Avšak na rozdíl od prokaryot se mohou 
vyskytovat  až  tisíce  bází  daleko  od  promotoru.  Navíc  mohou  eukaryotní  transkripční  faktory 
ovlivňovat expresi genu nezávisle na tom, zda se nacházejí před nebo za genem.
Pro vysvětlení  tohoto jevu bylo  navrženo mnoho  modelů,  nejjednodušší  z  nich se  zdá být 
použitelný pro většinu případů. Předpokládá se, že DNA mezi promotorem a enhancerem se stáčí do  
smyčky,  díky  čemuž  dovoluje  kontakt  mezi  aktivátorovým  proteinem  na  enhanceru 
a RNA-polymerázou nebo jedním z obecných transkripčních faktorů navázaných na promotoru. DNA 
tedy funguje jako nosné vlákno, jenž umožňuje interakci proteinů navázaných několik tisíc bází od 
sebe.
Eukaryotní  regulační  proteiny  navázané  na  vzdálených  regulačních  sekvencích  mohou 
zvyšovat nebo snižovat aktivitu RNA-polymerázy navázané na promotoru. Jeden ze způsobů, jakým 
mohou  regulovat  transkripci,  je  ten,  že  mohou  ovlivňovat  uspořádání  transkripčního  iniciačního 
komplexu. Aktivátory usnadňují jeho vznik a represory mohou jeho vznik zpomalovat nebo blokovat.
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2.2 ChIP-chip
ChIP-chip  (nebo  ChIP-on-chip)  [2] je  technologie  pro  izolování  genomických  míst,  která  jsou 
okupována specifickými proteiny, jenž se vážou k DNA v živých buňkách. Tato strategie může být  
použita  k nalezení  funkčních  míst  (jako  jsou  promotory,  aktivátory,  represory  a izolátory) 
v genomech tak, že se namapují lokace značkovačů proteinů asociovaných s těmito místy.
Ve  výrazu  ChIP-chip,  "ChIP"  znamená  chromatinovou  imunoprecipiaci  (chromatin 
immunoprecipitation),  což je metoda  pro izolování  DNA fragmentů,  ke kterým je navázán určitý 
protein. "Chip"pak označuje technologii DNA microarray pro měření koncentrací předchozích DNA 
fragmentů. Sondy DNA microarray jsou schopny pokrýt celý genom, takže ChIP-chip data mohou 
být  získána nad celým genomem formou jedno-dimenzionálního signálu,  v němž  jsou maximální 
vrcholy v místech, kde se váže protein. Vazební místa proteinů tedy získáváme vyhledáváním vrcholů 
v signálu.
Postup ChIP-chip procesu:
1. Necháme  proteiny  navázat  na  DNA.  Navázané  transkripční  faktory  a další  proteiny 
asociované s DNA jsou příčně vázány k DNA pomocí formaldehydu.
2. Rozdělíme DNA sekvence  na malé fragmenty: Ultrazvukem rozdělíme genomickou DNA na 
malé fragmenty DNA, zatímco transkripční faktory jsou stále navázány k DNA. K některým 
DNA fragmentům je tedy protein navázán, kdežto u nějakých není nic.
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Obr. 2.2: Iniciace transkripce u eukaryot [1]
3. Použijeme  chromatinovou  imunoprecipiaci  pro  izolování  DNA  fragmentů  (nebo  DNA 
fragmentů, které obsahují vazební místo proteinu), k nimž je navázán protein. Tyto fragemnty 
jsou brány jako IP-obohaceny (IP-enriched).
4. Příčné vazby mezi DNA a proteinem jsou reverzovány a DNA je uvolněna, zesílena LM-PCR 
a označena fluorescenčním barvivem (Cy5).  Zároveň jsou také vzorky DNA, které nejsou 
obohaceny  imunoprecipiačním  procesem,  zesíleny  pomocí  LM-PCR  a  označený  jiným 
fluorescenčním barvivem (Cy3).
5. Obě IP-obohaceny a -neobohaceny DNA jsou hybridizovány do oligonukleotidových polí  
(chip) stejné hustoty. Mikropole (microarray) jsou pak skenovány a extrahujeme z nich dva 
obrázky odpovídající Cy5 a Cy3.
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Obr. 2.3: Postup procesu ChIP-chip [11]
3 Základní metody vyhledávání
3.1 Pozičně specifická matice
Dosud bylo prezentováno mnoho algoritmů, jenž jsou schopny identifikovat vazební místa TF. Pro 
reprezentování specifik vazebního místa TF se hojně používá koncept vzorové sekvence (consensus 
sequence).  Například  vazební  místo  TF  fadR  organismu  E.coli se  dá  popsat  jako 
A[A/G]CTGGTCCGATCTGTT, kde A nebo G jsou přípustné nukleotidy na druhé pozici sekvence. 
Některá  potenciální  vazební  místa  mohou být  určena jednoduchým oskenováním cílové sekvence 
vzorovým místem.  Predikční  metody založené  na tomto  jednoduchém vyhledávání  fungují  dobře 
pouze pro krátké a vysoce zakonzervované sekvence. Pro vysoce degenerativní TF jsou tyto metody 
prakticky  nepoužitelné.  Asi  nejpopulárnější  metoda  reprezentace  vazebního  místa  TF  je  pomocí 
pozičně specifické matice (PSM, PWM, PSSM). Pozičně specifická matice pro daný TF udává skóre  
každého  nukleotidu  na  jednotlivých  pozicích  vazebního  místa  a  obvykle  je  založeno  na 
logaritmickém  poměru  frekvencí  výskytu  nukleotidů.  Jak  moc  je  kandidátní  sekvence  podobná 
vazebnímu  místu  se  zjistí  jednoduchým  ohodnocením  každého  nukleotidu  sekvence  hodnotou 
z odpovídající pozice matice. Po ohodnocení každého nukleotidu tyto hodnoty sečteme a dostaneme 
výsledné  skóre  kandidátní  sekvence.  Hlavní  databáze,  kde  jsou  tyto  matice  uchovány  jsou 
TRANSFAC a JASPAR.
Zde  si  ukážeme  příklad  sestavení  matice  a  sekvenčního  loga  ze  sekvencí:  ACTG,  TGCA, 
ATGC, AGCC, AGTC, TTCG, AACG a AGGC. Tyto sekvence budeme pokládat za vazební místa 
transkripčního faktoru. Frekvenční matici spočítáme sečtením nukleotidů na jednotlivých pozicích. 
Dostaneme pak frekvenční matici:
1. 2. 3. 4.
A 6 1 0 1
C 0 1 4 4
G 0 4 2 3
T 2 2 2 0
Jednoduchá pozičně specifická matice pak obsahuje relativní frekvence v rozsahu 0-1 a jedná 
se tedy vlastně o pravděpodobnost  výskytu  symbolu  na daném místě.  Pro náš příklad by matice  
vypadala následovně:
1. 2. 3. 4.
A 0.75 0.125 0 0.125
C 0 0.125 0.5 0.5
G 0 0.5 0.25 0.375
T 0.25 0.25 0.25 0
Sekvenční  logo  se  z  výše  uvedené  matice  sestaví  za  použití  tohoto  vzorce:  
Ri=2−(−∑ f a ,i⋅log 2 f a ,i) , kde Ri je obsah informace na dané pozici a je zobrazen na ose y.  
Na obrázku 3.1 je uvedeno výsledné logo.
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Následuje  příklad  použití  pozičně  specifické  matice.  Mějme  nyní  dvě  sekvence  AGCA 
a GAAG. Budeme u nich chtít zjistit jestli jsou potenciálním vazebním místem našeho smyšleného  
transkripčního faktoru. Ohodnotíme jednotlivé pozice sekvencí podle první matice a prahové skóre si 
nastavíme například 10. Pro první sekvenci dostáváme skóre 6+4+4+1=15 a pro druhou 0+1+0+3=4. 
Po porovnání  s prahovou hodnou nám vychází,  že sekvence AGCA je potenciální  vazební  místo  
našeho transkripčního faktoru. Pokud chceme vyhledávat v delší sekvenci, provedeme to následovně. 
Mějme  sekvenci  TAGCAG.  Metodou  posuvného  okénka  o  velikosti  4  projdeme  tuto  sekvenci. 
Dostaneme tak vlastně tři sekvence TAGC, AGCA a GCAG. Jejich skóre jsou 9, 15 a 4. Sekvence 
AGCA je tedy označena jako potenciální vazební místo.
Výsledky vyhledávání  pomocí  pozičně  specifických  matic  jsou  vysoce  závislé  na  hodnotě 
prahu. Pro malou hodnotu prahu budeme mít velký počet falešně pozitivních nálezů, kdežto s velkou 
hodnotou prahu nemusíme nalézt sekvence, které by nás mohli zajímat. Uživatel zadává významností  
práh.  Očekávaný  počet  shodných  bází  v  náhodné  sekvenci  se  většinou  používá  pro  určení  
významnosti (E-hodnota). E-hodnotu můžeme vypočítat pomocí dynamického programování.
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Obr. 3.1: Logo výše uvedených sekvencí
3.2 Skryté Markovovy modely
Hojně  využívanou  alternativou  k  pozičně  specifickým  maticím  jsou  skryté  Markovovy  modely 
(hidden markov models – HMM). Definujme si dvě množiny St a Sy. St představuje množinu všech 
možných  stavů HMM a  Sy je  množina  všech  možných  symbolů,  jenž  mohou  být  emitovány ve 
stavech z  množiny  St.  Výstupem HMM je sekvence emitovaných symbolů,  posloupnost  stavů je 
skrytá,  a proto název skryté  Markovovy modely.  HMM popisuje rozdělení  pravděpodobnosti  nad 
potenciálně nekonečnou množinou sekvencí. Skóre, které HMM přiřazuje jednotlivým sekvencím je 
omezené, protože součet těchto hodnot musí být roven 1. Pravděpodobnost výskytu jedné sekvence 
nejde zvýšit bez snížení pravděpodobnosti výskytu jiné sekvence.
Nyní se podíváme na formální notaci HMM a odvodíme pravděpodobnost dané sekvence stavů 
a symbolů. Musíme odlišovat mezi sekvencí stavů a sekvencí symbolů. Označme si sekvenci stavů 
jako  cestu  π.  Tato  cesta  následuje  jednoduchý  Markovův  řetězec  (sekvence  stavů),  takže 
pravděpodobnost výskytu stavu závisí pouze na předchozím stavu (HMM prvního řádu). Pokud závisí 
na více předchozích stavech jedná se o HMM vyššího řádu. I-tý stav označujeme πi. Přechody mezi 
dvěma stavy k a l jsou dány podmíněnou pravděpodobností:
(3.1)
Množina  těchto  pravděpodobností  nám  udává  jednotlivé  pravděpodobnosti  přechodů  mezi 
stavy.
Pro modelování začátku procesu se používá počáteční stav. Přechodová pravděpodobnost  a0k 
z tohoto počátečního stavu do stavu k udává pravděpodobnost, že počáteční stav bude stav k. Konce 
stavové sekvence je možné modelovat pomocí koncového stavu. Všechny sekvence pak budou končit 
přechodem do tohoto stavu. Oba stavy můžeme označovat jako stav 0. Nedochází zde ke konfliktu, 
protože z počátečního stavu můžeme přejít pouze ven, zatímco do koncového stavu můžeme pouze 
vstoupit  a  proměnná  tedy  nebude  použita  více  než  jednou.  Nicméně  tyto  stavy  se  většinou 
zanedbávají a udávají se pouze počáteční pravděpodobnosti jednotlivých stavů modelu.
Jelikož máme množinu symbolů a stavů oddělenou, musíme zavést další množinu parametrů 
modelu ek(b). Každý stav může emitovat symbol z dané množiny symbolů. Proto si definujeme:
(3.2)
Jedná se o pravděpodobnost, že symbol  b je emitován ve stavu  k. Tyto pravděpodobnosti se 
nazývají  jako  emisní  pravděpodobnosti.  V  další  části  si  ukážeme  zřejmě  nejrozšířenější  příklad 
použití HMM.
Dishonest Casino
Uvažujme následující příklad: V kasinu mají dvě mince, které používají. Férovou (F) a podvrženou 
(B).  Výsledkem hodu mincí  je  buď pana  (heads  -  H)  nebo  orel  (tails  –  T).  U férové  mince  je 
pravděpodobnost, že padne pana nebo orel, stejná a to 0.5 ( P (H∣F )=P (T∣F )=0.5 ). Pokud se 
jedná  o  minci  podvrženou,  pravděpodobnosti  stejné  nejsou.  Zvolme  si  např.  P (H∣B)=0.75
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akl=P (π i=l∣π i−1=k )
ek (b)=P (x i=b∣π i=k )
a P (T∣B)=0.25 .  Krupiér,  který  mincí  hází,  střídá  mezi  férovou  a  podvrženou  mincí 
s pravděpodobností  0.1.  Pravděpodobnost,  že  krupiér  začne  s  férovou  mincí  je  stejná  jako 
u podvržené mince  a0F =  a0B = 0.5. Výsledný model je uveden na obrázku 3.2.
Na  výstupu pak  pozorujeme  výsledky jednotlivých hodů,  ale  posloupnost  stavů,  která  tuto 
sekvenci generovala je nám skrytá. Výpočet všech možných sekvencí stavů a jejich pravděpodobností 
je časově velice náročný. Počet všech možných sekvencí je obecně NT, kde N je počet stavů a  T je 
délka sekvence. Časová složitost tohoto postupu hrubou silou je O(NT)  a je možné ho aplikovat na 
sekvence dlouhé zhruba 100 znaků při pěti stavech. Většinou nás zajímá pouze sekvence stavů, jenž 
má nejvyšší pravděpodobnost. Tu získáme pomocí Viterbiho algoritmu.
Pravděpodobnost  pozorované  sekvence  x při  sekvenci  stavů  π  lze  vypočítat  následujícím 
způsobem:
(3.3)
kde a0 π1 je počáteční pravděpodobnost stavu π1 a L je délka sekvence symbolů. Sekvence stavů 
je při použití speciálního počátečního a koncového stavu delší o dva znaky (počáteční a koncový stav  
0)
Viterbiho algoritmus
Predikovaná sekvence stavů nám řekne kdy byla použita férová mince a kdy byla použita podvržená.  
Zřejmě si budeme chtít vybrat tu nejpravděpodobnější:
(3.4)
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Obr 3.2: Dishonest casino HMM
P (x ,π )=a0π 1∏
i=1
L
eπ i( x i)aπ iπi+1
π p=argmaxπ P ( x ,π)
Nejpravděpodobnější sekvence  πp lze najít  rekurzivně. Předpokládejme, že pravděpodobnost 
vk(i)  nejpravděpodobnější  sekvence končící  ve stavu  k a  pozorovaným symbolem  i je  známá pro 
všechny stavy k. Pak lze tyto pravděpodobnosti pro pozorovaný symbol xi+1 spočítat jako:
(3.5)
Budeme-li uvažovat počáteční stav 0, pak v něm musí začínat všechny sekvence a počáteční  
podmínka tedy je  v0(0)=1 .  Tím,  že si  budeme ukládat zpáteční ukazatele, můžeme sekvenci 
stavů najít backtrackingem. Celý algoritmus pak vypadá takto:
• Inicializace (i = 0): v0(0)=1,vk (0)=0 pro k>0
• Rekurze (i = 1...L): v l (i)=el( xi)max k (vk (i−1)akl)  
ptr i(l )=argmaxk (vk (i−1)akl )
• Ukončení: P (x ,π p)=max k (vk (L)ak0 ) π L
p=argmax k (vk (L)ak0)
• Zpětný průchod (i = L...1): π i−1
p = ptri(π i
p)
V tomto postupu je v kroku ukončení rekurze uvažován koncový stav  ak0.  Pokud by konec 
nebyl modelován, toto a ve vzorci nebude. Časová složitost algoritmu je O(T|N|2).
Násobením mnoha pravděpodobností dává velice malá čísla a téměř na každém počítači tak  
dochází k podtečení.  Tento nejvýznamnější  praktický problém tohoto algoritmu se řeší tím, že se  
počítá v logaritmickém prostoru (počítáme log(vl(i))). Ze součinu se nám tak stanou sumy a čísla 
zůstávají v rozumných mezích.
Trénování modelu
V předchozím příkladě dishonest casino jsme uvažovali, že známe jednotlivé emisní a přechodové 
pravděpodobnosti. V praxi ale tyto hodnoty většinou nemáme, a proto je musíme nějak získat. Proto 
je potřeba model natrénovat na nějaké množině trénovacích sekvencí.  Pokud u těchto trénovacích  
sekvencí  neznáme  jim  odpovídající  sekvenci  stavů  používá  se  buď  Viterbiho  trénování,  nebo 
Baum-Welchovo  trénování.  Jestliže  ale  sekvence  stavů  pro  každou  trénovací  sekvenci  známe, 
můžeme spočítat kolikrát se daný přechod nebo emise vyskytuje v trénovací množině a podle toho 
odvodit parametry modelu.
Trénování počítáním četností
Pravděpodobnost přechodu akl spočteme jako poměr počtu přechodů ze stavu k do stavu l, 
vyskytujících se v rámci trénovací množiny, oproti všem přechodům ze stavu k:
(3.6)
Q zde označuje množinu všech stavů modelu.
Emisní pravděpodobnosti se odvodí podobným způsobem. Emisní pravděpodobnost symbolu x 
ve stavu k (ek(x)) je vypočítána jako poměr počtu symbolů x emitovaných ve stavu k (opět v rámci 
trénovací množiny) oproti všem symbolům generovaným ve stavu k:
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v l (i+1)=e l( xi+1)
max
k
(vk (i)akl )
akl=
Akl
∑
m∈Q
Aℑ
(3.7)
α značí množinu všech symbolů, které lze v daném stavu emitovat.
Jak je u těchto odhadů běžné i zde hrozí přetrénování v důsledku malé trénovací množiny.  
Pokud v trénovací množině není zastoupen stav  k,  pak jsou jeho odhady nedefinovány, protože je 
čitatel  i  jmenovatel  zlomku  roven nule.  Tento problém se řeší  přidáním  počátečních  počtů k  Akl 
a Ek(x) ještě před samotným výpočtem podle vzorců (3.6) a (3.7).
Akl= počet přechodů z k do l v trénovací množině +r kl
E k ( x)=počet emisí symbolu x ve stavu k ve trénovací množině+r k (x )
Počáteční počty rkl  a rk(x) musí být kladné, ale nemusí to být celá čísla. Měla odpovídat našim 
odhadům o výsledných pravděpodobnostech.
Viterbiho trénování
Pokud  neznáme  sekvenci  stavů  pro  jednotlivé  trénovací  sekvence,  musíme  pro  získání  hodnot 
parametrů modelu použít  jednu z iteračních metod.  Dají  se použít  v podstatě všechny standardní  
algoritmy  pro  optimalizaci  spojité  funkce.  Nejčastěji  se  používá  Viterbiho  a  Baum-Welchovo 
trénování.
Viterbiho  trénování  využívá  pro  trénování  Viterbiho  algoritmus.  Nad  trénovací  sekvencí 
provedeme Viterbiho algoritmus a podle výsledné sekvence nejpravděpodobnějších stavů upravíme 
parametry  modelu.  Jakmile  odvodíme  nové  parametry,  provádíme  další  iteraci.  Algoritmus  plně 
konverguje a hodnoty parametrů se mezi iteracemi již nemění. Kvůli možnému uváznutí v lokálním 
extrému je dobré trénovací proces spustit vícekrát a s různými počátečními nastaveními.
Postup algoritmu:
1. Nastavení počátečních parametrů modelu.
2. Pro každou vstupní  sekvenci  symbolů  z  trénovací  množiny vypočteme  pomocí  Viterbiho 
algoritmu nejpravděpodobnější sekvenci stavů.
3. Za použití techniky počítání četností upravíme přechodové a emisní pravděpodobnosti.
4. Opakujeme od bodu 2 dokud dochází ke zlepšení.
Baum-Welchovo trénování
Druhým často používaným algoritmem trénování HMM je Baum-Welchův algoritmus. Algoritmus 
počítá  hodnoty  Akl a  Ek(x)  jako  očekávaný  počet  výskytů  daného  přechodu  nebo  emise  v  dané 
trénovací  sekvenci.  Je  možné  dokázat,  že  každá  iterace  vede  ke  zlepšení  parametrů  modelu 
a algoritmus konverguje směrem k lokálnímu maximu. Stejně jako v předchozím případě můžeme 
skončit  v  jakémkoli  lokálním  extrému.  Ve  kterém  skončíme  je  nejvíce  ovlivněno  počátečním 
nastavením modelu. Baum-Welchovo trénování dává obecně lepší výsledky než Viterbiho trénování
Profile HMM
V roce 1994 [8] byla zveřejněna architektura HMM, která byla dobře uzpůsobena pro reprezentování 
profilů vícenásobného zarovnání sekvencí. Pro každý sloupec vícenásobného zarovnání zde máme 
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ek ( x)=
Ek (x)
∑
y∈α
E k ( y)
″match″ stav, který modeluje rozdělení povolených reziduí na tomto místě. ″Insert″ a ″delete″ stavy 
umožňují  modelování  vložených bází (vložení bází se označuje jako inzerce) mezi  sloupci (insert 
stav) nebo  nepřítomnost báze na  příslušném místě.  Tato nepřítomnost báze se běžně označuje jako 
delece. Stav delece je tzv. ″tichý″ stav a není v něm emitován žádný symbol. Na rozdíl od obecných 
HMM jsou profilované HMM striktně lineární.  Postup mezi  stavy je vždy zleva-doprava. Příklad 
jednoduchého modelu pro sekvenci o třech znacích je na obrázku 3.3.
Profilované HMM lze modelovat i pomocí obecných HMM a bez tichých stavů. Obecný HMM 
pak  nemá  pro  každou  pozici  3  stavy,  ale  pouze  2  (match  a  inzerce).  Stav  delece  je  simulován 
přechodem.  Pokud chceme  povolit  jakoukoli  chybějící  bázi,  pak  musíme  zajistit  úplné  dopředné 
spojení. Toto řešení je ale vhodné pouze pro menší počet stavů. Pokud bychom měli např. 200 stavů, 
budeme potřebovat přibližně 20 000 přechodů. Na obrázku 3.4 je ukázáno, jak se dá model s tichými  
stavy převést na model bez tichých stavů.
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Obr 3.3: Profile HMM pro sekvenci o třech znacích. Čtvercem jsou označeny stavy shody. Mohou zde  
být emitovány všechny symboly vstupní abecedy. Kosočtvercem jsou označeny stavy inzerce. I-0  
reprezentuje inzerce před stavem M-1, I-1 mezi stavy M-1 a M-2, I-2 mezi M-2 a M-3, I-3 pak  
modeluje inzerce za stavem M-3. Také v těchto stavech mohou být emitovány všechny symboly.  
Kruhové stavy pak označují chybějící nukleotidy a jsou tzv. ″tiché″ (silent) stavy, nejsou v nich tedy  
emitovány žádné symboly.
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Obr. 3.4: Převod modelu s tichými stavy na model bez tichých stavů.
4 Univerzální algoritmy
V této kapitole bude popsáno několik algoritmů, které se nespecializují na jeden určitý transkripční 
faktor, ale mohou vyhledávat kterýkoli jim uživatel zadá.
4.1 Match
Match je jedním ze základních algoritmů pro vyhledávání TF. K vyhledávání využívá pouze PSM. 
Vstupem tedy je knihovna PSM a sekvence, ve které chceme vyhledávat. Výstupem je potom seznam 
potenciálních vazebních míst a vizualizace jejich lokace ve vstupní sekvenci. Algoritmus počítá dvě 
hodnoty skóre:
1. Skóre podobnosti s maticí (MSS – matrix similarity score)
2. Skóre podobnosti jádra (CSS – core similarity score) – jádrem se rozumí prvních pět po sobě 
jdoucích nejzakonzervovanějších pozic matice.
Tyto  dvě  hodnoty  určují  kvalitu  shody  mezi  maticí  a subsekvencí  ze  vstupní  sekvence. 
Hodnoty  jsou  v  intervalu  0.0  až  1.0,  kde  1.0  značí  přesnou  shodu.  Obě  skóre,  CSS  a MSS,  se 
vypočítávají podle stejného vzorce (uveden níže). Zatímco MSS je spočteno s využitím všech pozic 
matice, CSS je spočteno pouze za použití jádrových pozic. Pro obě skóre jsou stanoveny prahové  
hodnoty (definovány uživatelem nebo ponechány implicitní hodnotě). Algoritmus uvádí na výstup 
pouze ty subsekvence, které mají obě skóre vyšší než odpovídající prahové hodnoty. Pro urychlení 
algoritmu  se  sestaví  hashovací  tabulka  pro  všechny  pentanukleotidy  ze  sekvence,  v které 
vyhledáváme. Všem pentanukleotidům je vypočteno CSS skóre a program vloží odpovídající hodnoty 
do hashovací tabulky. Každý záznam hashovací tabulky, jenž má hodnotu CSS skóre vyšší než daný 
práh,  je  vyhledán  ve  vstupní  sekvenci  (každá  pětice  nukleotidů,  která  má  CSS  vyšší  než  práh).  
Všechny nálezy jsou potom na obou koncích prodlouženy, aby jejich délka odpovídala délce matice. 
Až nyní  se u těchto nalezených subsekvencí počítá MSS. Subsekvence, jejichž skóre je vyšší  než 
MSS jsou dány na výstup programu.
MSS skóre (stejně jako CSS skóre) pro subsekvenci x délky L se počítá následovně:
(4.1)
(4.2)
fi,B je hodnota nukleotidu B v matici na pozici i ( B∈{A ,T ,G ,C } )
(4.3)
fimin je hodnota nukleotidu, který se v matici na pozici i objevuje nejméně často
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MSS=Current−Min
Max−Min
Current :∑
i=1
L
I (i) f i ,bi
Min :∑
i=1
L
I (i) f i
min
(4.4)
fimax je hodnota nukleotidu, který se v matici na pozici i objevuje nejvíce často
(4.5)
Informační  vektor I(i)  (4.5)  popisuje konzervaci  jednotlivých pozic v matici.  Vynásobením 
hodnot  z matice  s tímto  informačním  vektorem  vede  k větší  toleranci  neshod  v  méně 
zakonzervovaných pozicích, kdežto neshody ve vysoce zakonzervovaných pozicích jsou tolerovány 
méně. To vede ke zlepšení identifikaci TF v porovnání s metodami, které tento vektor nepoužívají.
4.2 P-Match
P-Match  je  nástroj  pro  vyhledávání  domnělých  vazebních  míst  transkripčních  faktorů  v DNA. 
Efektivně kombinuje  metody rozpoznávání  vzorů a pozičně specifických matic.  P-Match  využívá 
pozičně  specifické  matice  z databáze  TRANSFAC®  a zároveň  množiny  (pro  každý  TF  je  jedna 
množina)  zarovnaných  známých  vazebních  míst  transkripčního  faktoru.  Algoritmus  v  DNA 
vyhledává subsekvence, které odpovídají jednomu ze známých vazebních míst TF z každé množiny.  
Následně vypočítává skóre za použití pozičně specifické matice, odpovídající právě vyhledávanému 
TF,  což je  hlavní  novinka v algoritmu ve srovnání  s klasickými  metodami  vyhledávání  (jež jsou 
založeny na porovnávání sekvencí), které pouze počítají skóre na základě nesouhlasných pozic. 
Vyhledávací algoritmus P-Match využívá PSM z TRANSFAC a počítá hodnotu d-skóre, která 
měří míru podobnosti mezi subsekvencí X délky L v DNA a vazebního místa S daného TF z množiny 
známých vazebních míst  Ω ( S∈Ω ) tohoto hledaného TF.  D-skóre je spočteno za použití vah 
nukleotidů, na jednotlivých pozicích sekvence, vybraných z odpovídající váhové matice:
(4.6)
(4.7)
Aplikace rozpoznávání vzorů je v tomto rozdílu ∣w i , B ( X i )−w i , B (S i)∣ . Neporovnává se pouze 
shoda/neshoda pozice, ale váhy pozic. MaxWeight je součet nejvyšších vah na jednotlivých pozicích  
matice.  D-skóre je spočteno jako rozdíl této maximální váhy a součtu rozdílu vah (rozdíl je dán do 
absolutní hodnoty,  aby součet nemohl být záporný) na jednotlivých pozicích mezi  subsekvencí X 
a známým vazebním místem S.
B(Xi)  a B(Si)  jsou  nukleotidy  na  i-té  pozici  subsekvence  X respektive  vazebního  místa  S. 
D-skóre je v intervalu 0.0 až 1.0, kde 1.0 značí přesnou shodu nukleotidových vah vazebního místa S 
a odpovídajících  vah  subsekvence  X.  Stejně  jako  u algoritmu  Match  vypočítáváme  dvě  odlišné 
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Max :∑
i=1
L
I (i) f i
max
I ( i)= ∑
B∈{A , T ,G ,C }
f i , B ln(4f i , B) , i=1,2 , ... , L
d=
MaxWeight− ∑
i=(1, L)
∣wi , B (X i)−wi , B (Si)∣
MaxWeight
MaxWeight= ∑
i=(1, L)
max( B∈{A ,C ,G ,T })(w i , B)
d-skóre: dmatrix – pro celé místo a dcore – pro pozice v jádře sekvence, což je pět nejzakonzervovanějších 
pozic  v zarovnání.  Při  vyhledávání  volíme  dvě  nezávislé  prahové  hodnoty  pro  tyto  dvě  d-skóre 
(v každé množině vazebních míst je tato hodnota stejná pro každou sekvenci v množině). Na konci 
jsou zveřejněny pouze ty položky, u kterých obě d-skóre (dmatrix a dcore) překročí odpovídající práh.
Množina zarovnaných vazebních míst obsahuje mnoho sekvencí, jenž si jsou podobné. Z toho 
důvodu  může  přímá  aplikace  algoritmu  P-Match  na  sekvenci  DNA produkovat  několik  různých 
sekvencí z množiny, které odpovídají stejnému místu v DNA. Tato redundance může být odstraněna 
z výstupu za použití speciální volby v programu, která dá na výstup pouze jednu shodu s nejvyšším 
d-skóre z několika překrývajících se.
P-Match bere jako vstup tři soubory:
1. Knihovnu PSM matic ve formátu TRANSFAC. Každá z těchto matic obsahuje jak samotnou 
PSM tak i zarovnání vazebních míst použitých ke konstrukci této matice.
2. Soubor, který obsahuje přístupová čísla k maticím a dvě prahové hodnoty pro d-skóre (jednu 
pro dmatrix a jednu pro dcore).
3. Soubor se sekvencí DNA. Tento soubor může obsahovat jednu nebo více sekvencí ve formátu 
FASTA  nebo  EMBL.  P-Match  v těchto  sekvencích  vyhledá  potenciální  vazební  místa 
a všechny nalezené  subsekvence  vypíše  v tabulce.  Tabulka  obsahuje  identifikátor  matice, 
pozici,  vlákno (+, -),  obě hodnoty  d-skóre, samotnou subsekvenci,  jméno TF a přístupové 
číslo.
Výstupem programu je tabulka zmíněná v bodu 3.
4.3 BSS-HMM3
Jedna z nevýhod PSM je ta,  že zachází s každou pozicí vazebního místa jako s pozicí,  která není 
závislá  na žádné  další  pozici  ve  vazebním místě.  Matice  nezachycují  potenciální  závislosti,  jenž 
mohou existovat mezi pozicemi a nemusí proto správně pracovat, pokud jsou na sobě pozice silně 
závislé. Tento fakt lze obejít za pomoci skrytých Markovových modelů (HMM). Následující metoda 
se  nazývá  BSS-HMM3  (Binding  site  search  based  on  third-order  HMMs).  V  této  metodě  jsou 
sestaveny  dva  HMM  modely  třetího  řádu,  které  zachycují  charakteristiky  vazebních  míst  
transkripčních  faktorů.  Dále  byl  použit  test  poměru  pravděpodobnosti,  pomocí  něhož  se  určuje 
závislost mezi jednotlivými pozicemi vazebního místa. Vstupem algoritmu je množina kandidátních 
sekvencí.
Abychom  mohli  predikovat  potenciální  vazební  místa  transkripčních  faktorů  ve  vstupní 
sekvenci DNA, sestavíme dva HMM modely třetího řádu. První nazveme True Binding Site Module 
a druhý False Binding Site  Module.  Nechť M(t)  značí  True Binding Site  Module  a M(f)  pak False 
Binding  Site  Module.  M(t)  je  natrénován  na  pozitivní  množině,  zatímco  M(f)  je  natrénováno  na 
negativní množině. 
Po natrénování obou modelů je sestavena matice, která v sobě uchovává informaci o vzájemné 
závislosti jednotlivých pozic transkripčního faktoru. Pro kandidátní Scand sekvenci získáme pomocí 
modelů  M(t) a M(f)  její  výstupní  pravděpodobnosti  (pro  každý  model  jednu).  Na  základě  těchto 
pravděpodobností  a  skóre  závislosti  pozic  se  dá  snad  rozhodnout  jestli  je  kandidátní  sekvence 
potenciální vazební místo TF.
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Jakmile máme topologickou strukturu (obr. 4.2) modelů M(t) a M(f) (model má počet stavů podle 
délky  TF),  musíme  nějak  získat  emisní  pravděpodobnosti  jednotlivých  symbolů  na  jednotlivých 
pozicích  modelu  (tyto  pravděpodobnosti  se  dají  pro  model  zapsat  do  matice).  Například  matice 
emisních pravděpodobností symbolů pro model M(t) se dá získat tím, že spočítáme přímo z pozitivních 
dat frekvence výskytů nukleotidů na každé pozici. Iniciální frekvence každého symbolu je nastavena 
do  intervalu  (0.00,  0.01).  Díky  tomu  se  nám  nestane,  že  by  měl  nějaký  nukleotid  nulovou 
pravděpodobnost výskytu.
Ačkoli  HMM  vysokého  řádu  umožňují  zachytit  závislosti  mezi  pozicemi  v přechodových 
pravděpodobnostech stavů, ne na všechny závislosti  je nahlíženo stejně. Intuitivně, závislost mezi 
dvěma pozicemi je přímo reprezentována v HMM pokud jsou pozice sousední nebo v těsné blízkosti 
(v případě  HMM  vyšších  řádů,  v jiném  případě  jsou  závislosti  reprezentovány  pouze  nepřímo). 
Korelace mezi nesousedními pozicemi je důležitá pro vazební místa transkripčních faktorů, protože 
vazba mezi molekulou DNA a molekulou proteinu je vlastně 3D geometrický proces párování, který 
může zahrnovat kooperaci mezi nukleotidy (residui aminokyselin) na nesousedních pozicích primární 
DNA (proteinové) sekvence. Proto je tuto informaci brát v potaz při predikci vazebních míst TF. 
Test  poměru  pravděpodobností  je  standardní  metoda  pro studování  nezávislosti  mezi  třemi 
vzorky.  V  našem  případě  nás  zajímá,  místo  nezávislosti,  závislost  mezi  třemi  pozicemi  uvnitř 
vazebního místa TF. Definujeme si hodnotu závislosti libovolných tří pozic (z pozitivních dat) jako 
LR-Value:
(4.8)
x1, x2, x3∈(A ,G ,C ,T ) :Oi , j ,k (x1 x2 x3) je  sjednocená  frekvence  výskytu  nukleotidu  x1 
vyskytujícího se na pozici i, nukleotidu x2 na pozici j a nukleotidu x3 na pozici k. Tečky značí, že na 
této pozici může být jakýkoli ze čtyř druhů nukleotidů.  C je celkový počet pozitivních nálezů tzn. 
počet  kandidátních  sekvencí,  které  splňují  podmínku  P (S cand , M
(t ))> P (S cand , M
( f ))  (bude 
popsáno dále).
Jakmile spočítáme LR-Value pro všechny kombinace tří pozic podle rovnice, vybereme nejvíce 
závislou kombinaci pozic (i, j, k) a sestavíme matici pro ohodnocení závislosti G(i, j, k). Za použití 
této  matice  spočítáme  skóre  kandidátní  sekvence  a pomocí  něj  vyfiltrujeme  výsledky  predikce 
(v diagramu na obr. 4.3 se jedná o druhou podmínku).
Zavedeme si symbolickou proměnou Y, která má hodnotu Y=1, pokud je kandidátní sekvence 
Scand vazební místo TF. Jestliže se o vazební místo nejedná Y bude mít hodnotu 0. Nechť P(Scand| Y=1, 
M(t))  označuje  pravděpodobnost,  že  kandidátní  sekvence je  vazební  místo  TF a P(Scand| Y=0,  M(f)) 
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Obr. 4.2: BLOCKS [8] rámec, ze kterého vychází topologie modelů.
LR−Value (i , j , k )=−2∑
x1
∑
x2
∑
x3
Oi , j , k (x1 x2 x3)
ln(O i , j , k ( x1 ° °)Oi , j , k (° x2 °)Oi , j , k (° ° x3)C2 Oi , j ,k (x1 x2 x3) )
pravděpodobnost, že kandidátní sekvence není vazební místo. Za použití forward algoritmu spočteme 
hodnoty P(Scand| Y=1, M(t)) a P(Scand| Y=0, M(f)).
Pravděpodobnost,  zda kandidátní  sekvence je či  není  vazebním místem TF, se vypočítá na 
základě Bayesova teorému:
(4.9)
(4.10)
kde:
P (S cand )=P (S cand∣Y=1, M
(t ))P (Y =1)+ P(S cand∣Y=0, M
( f ))P (Y =0)
P (Y=1)=P(Y=0)=0.5
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Obr. 4.3: Postup algoritmu BSS-HMM [4]
P (Y=1∣S cand ,M
(t ))=
P (Scand∣Y=1,M
(t))P (Y =1)
P (Scand )
P (Y=0∣S cand , M
( f ))=
P (S cand∣Y=0,M
( f ))P (Y =0)
P (S cand)
Jestliže P(Scand| Y=1, M(t))  ≥  P(Scand| Y=0, M(f)), pak můžeme předběžně tvrdit, že kandidátní 
sekvence Scand bude potenciální vazební místo TF. Následně je vypočteno skóre závislosti pozic podle 
matice G(i, j, k) a je provedena finální filtrace. Pokud je toto skóre větší než zadaná hodnota prahu, 
pak je konečně kandidátní sekvence Scand označena jako potenciální vazební místo TF.
4.4 SiTaR
I přes velký počet dostupných metod a nástrojů pro predikci vazebních míst transkripčních faktorů, 
zůstává problém nálezu vysokého počtu  falešně pozitivních (FP)  predikcí  nevyřešen.  Pokusy pro 
predikci  vazebních  míst  transkripčních  faktorů  mají  dlouhou  historii  a  nejvíce  se  v  této  oblasti  
používají  pozičně  specifické  matice  nebo skryté  Markovovy  modely  (HMM).  Další  zpřesnění 
predikování  můžeme  dosáhnout  zprostředkováním  dalších  informací  jako  jsou  genetické 
a epigenetické faktory ve zkoumaném regionu. Např. přítomnost kódovacích regionů, fylogenetický 
vztah,  expresní  data  v  šíři  celého genomu.  Tyto  přístupy jsou  slibné  a  mají  své  pole  uplatnění. 
Zároveň však mají zásadní nevýhodu v podobě nutné přítomnosti těchto informací navíc, které ne 
vždy můžeme získat.
Za účelem nalezení optimálního poměru mezi specializací poskytnutou metodami založených 
na vzorech a vysokou citlivostí  PSM, bylo učiněno několik pokusů, které se snažily obě metody 
kombinovat.  Tyto  pokusy byly  implementovány v  nástrojích AliBaba2 (Grabe,  2002)  a  P-Match 
(Chekmenev, 2005). AliBaba2 je založena na prozkoumání kontextu vazebních míst aplikací Berg 
a von Hippelova modelu (1987).  Zahrnuje krok zarovnání známých vazebních míst s danou sekvencí 
a zároveň konstruuje PSM odpovídající každému nalezenému motivu. Algoritmus P-Match používá 
individuální vazební místa spolu s odpovídající PSM. Prohledává DNA a vyhledává subsekvence, 
jenž odpovídají jednomu z vazebních míst z dané množiny a vypočítává skóre za použití PSM. Ačkoli 
obě metody obsahují povinný krok konstrukce PSM, jsou výrazným krokem kupředu v porovnání 
s metodami založenými čistě na PSM. AliBaba2 není udržována od roku 2002 a obě metody jsou 
závislé na dostupných knihovnách PSM, které jsou ve veřejně přístupných verzích poměrně zaostalé. 
SiTaR (site tracking and recoginiton)[5] je metoda založená na myšlence, že můžeme spočítat 
počet motivů v náhodné sekvenci (se známou kompozicí nukleotidů) pokud známe kompozici bází 
a zadaný počet  nepřesností  (mismatches).  Tyto  predikované čísla  mohou být  následně porovnány 
s reálnými výskyty motivu v dané sekvenci.
Nechť  L značí délku náhodné sekvence,  l délku motivu,  fi  udává podíl nukleotidu  i  v motivu 
a Fi podíl nukleotidu i pro celou sekvenci. Celkový počet výskytů nukleotidu i v motivu se dá zapsat 
jako mi=l⋅ f i . Pak se dá predikovat počet motivů s 0 chybami:
(4.11)
S jednou chybou pak:
(4.12)
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M ( μ, 0)=(L−l+1)∏
i=1
4
F i
(lf i )
M (μ ,1 )=l⋅M (μ , 0)∑
i=1
4 ( f i (1−F i)F i )
Výsledky pak můžeme  porovnat  s  reálným počtem výskytů  motivu.  Pro  spočtení  reálných 
výskytů prohlédneme sekvenci metodou klouzajícího okna (sliding window). Každý motiv vstupní 
množiny  známých  vazebních míst  transkripčního  faktoru (searching  motif  -  SM)  je  použit  jako 
hledaný prvek s rozdílným počtem chyb (ne více než je třetina délky motivu,  reálně pak do čtyř 
chyb).
Pro výpočet  skóre hledaných motivů musíme prvně přiřadit  váhu všem hledaným motivům 
SM. Váha pro hledaný motiv μ s tolerovaným počtem chyb x je definována:
(4.13)
kde Mpočet a Mpred jsou změřené a predikované výskyty.
Poté, co jsou přiřazeny váhy,  se vypočítá skóre motivu  A (nalezeného ve vstupní sekvenci) 
následovně:
(4.14)
kde maxμ  (Wμ,X(μ)) značí maximální váhu pro všechny hledané motivy,  α je část množiny hledaných 
motivů, které odpovídaly A a měly pozitivní váhu. β je maximální shoda (maximální část symbolů A, 
které jsou identické symbolům hledaného motivu).
Po proběhnutí vyhledávání (obr. 4.4 krok 1), predikci domnělých motivů a určení jejich skóre 
(obr  4.4 kroky 2-5) by měl být seznam predikovaných motivů vyfiltrován (pro získání optimálních  
výsledků).  
Pro vybrání  nejlepších výsledků je u každého motivu skóre. Motivy s malým  ohodnocením 
jsou  automaticky zahozeny,  ale  rozhodnutí  o  tom,  který  motiv  je  ″dobrý″  a  ″špatný″,  závisí  na 
specifických okolnostech vyhledávání,  obzvláště  pak na spolehlivosti  vstupní  množiny vazebních 
míst hledaného transkripčního faktoru. Proto je zde možnost nastavit filtrovací práh tak, abychom 
získali požadovaný počet true positive (TP) nálezů (dosaženo reidentifikací pravých vazebních míst 
vložených  do  náhodných  sekvencí,  bude  diskutováno dále)  a  přijatelný  počet  FP  (získáno  na 
vyhledávání  v "prázdné" náhodné sekvenci).  Implicitně je  hodnota prahu nastavena na 100% TP 
s jednou povolenou chybou  na  vazební  místo.  Korespondující  počet  FP k  této  hodnotě  prahu je 
zobrazen na výstupu. Pokud nejsou výsledky uspokojující, uživatel je může ovlivnit: (1) změnit počet 
povolených  chyb;  a  (2)  vybráním  optimálního  skóre.  Výsledek  vyhledávání  je  doplněn  grafem 
zobrazujícím závislost počtu TP a FP na hodnotě skóre. 
SiTaR principiálně nepotřebuje mít vstupní sekvence vazebních míst hledaného transkripčního 
faktoru zarovnané nebo dokonce sekvence stejné délky. Nicméně občas se můžeme setkat s dlouhými 
TFBS (do 50-ti  bází)  uvedenými  v literatuře  a tedy i  v  databázích (Normální  délka TFBS bývá 
6-12 bp, výjimečně až 18bp. Pokud je TFBS dlouhý (30-50 bp), pak to pravděpodobně znamená, že 
autoři nedefinovali vazební místo přesně a jedná se o přibližný region TFBS s okolím). V takových 
případech  je  pak  potřeba  pro  získání  vyhledávaných  rozumně  dlouhých  motivů  dané  sekvence 
zarovnat tyto dlouhé úseky s ostatními sekvencemi ze vstupní množiny TFBS. Pokud jsou vazební 
místa vstupní množiny dobře definovány a mají srovnatelnou délku, není potřeba je nějak zarovnávat 
a mohou se přímo předat programu.
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W ( μ, x)=
(M (μ , x)
počet−M ( μ, x)
pred )
√M (μ, x)pred
S (A)=maxμ(W ( μ, X (μ)))α β
Je  potřeba  zdůraznit,  že  hledání  motivů,  které  jsou  kratší  jak  6  bází  se  nedoporučuje. 
Pravděpodobnost,  že  se  takto krátký motiv shoduje  čistě náhodou je  příliš  veliká.  Toto platí  pro 
všechny aplikace a nezáleží na použité metodě (SiTaR, PWM a další).Pro testování  byly použity 
záznamy TFBS z databáze Jaspar (http://jaspar.genereg.net/).  Tyto záznamy byly použity do vstupní 
množiny  hledaných  motivů  a  také  jako  pozitivní  nálezy  (TP).  Testy  probíhaly  nad  náhodnými 
sekvencemi  délky 10 kb do kterých byly vloženy motivy ze vstupní  množiny.  Tyto motivy byly 
následně reidentifikovány. Z výsledků byly odstraněny redundance (např. predikce motivů ve stejné 
lokaci. Lokace je brána stejná, pokud se motivy překrývají více jak  v  polovině své délky). Všechny 
nálezy, které nebyly součástí vložených motivů, jsou brány jako false positive (FP). Při testování byly 
porovnávány tyto tři metody: SiTaR, Jaspar a P-Match.
Důkaz, že modely u SiTaRu nejsou přetrénované a umí predikovat nové motivy, byl proveden 
následovně: Daná množina vazebních míst transkripčního faktoru je rozdělena na dvě půlky. Jedna 
slouží jako trénovací množina (SM) a druhá je "schována" do náhodné sekvence. Celá procedura byla  
opakována  100krát.  Hlavní  myšlenkou  tohoto  testu  je  zkontrolovat  zda  se  tímto  přístupem dají 
reidentifikovat  ty  unikátní  motivy,  které  nebyly  použit  v  trénovací  množině.  Experiment  byl 
opakován pro pět  libovolně zvolených TF z databáze TRANSFAC a příkladu vybraného z práce 
věnující  se  vazebním  místům  transkripčního  faktoru  Rlm1.  Průměrná  citlivost  a  účinnost  při 
znovuobjevení "nových motivů" byla v obou případech 99.9%.
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Obr. 4.4: Postup algoritmu SiTaR [5]
5 Algoritmy pro vyhledávání p53
5.1 Protein p53
Protein p53 funguje jako transkripční faktor zabraňující vzniku nádorů a je kódovaný genem TP53. 
p53 je v mnohobuněčných organismech velice důležitý, protože reguluje buněčný cyklus a funguje 
jako tumor supresor, který je součástí  mechanismu zabraňujícímu vzniku rakoviny.  Také pomáhá 
regulovat stovky genů jako odpověď na různé typy buněčného stresu. p53 zabraňuje vzniku rakoviny 
pomocí několika mechanismů:
• může aktivovat opravu DNA v případě, že došlo k poškození DNA
• může zastavit růst buňky tím, že zastaví buněčný cyklus ve fázi G1/S, pokud bylo zjištěno 
poškození DNA (pokud zde zadrží buňku dostatečně dlouho, proteiny, které opravují DNA, 
budou mít čas opravit DNA a poté může buňka ve svém cyklu pokračovat)
• pokud se poškození DNA ukáže neschopné opravy, spouští apoptózu (programovaná buněčná 
smrt)
Tetramerní protein p53 se váže ke dvěma opakování DNA sekvence 5'-PuPuPuC(A/T)-3', kde 
(T/A)GPyPyPy je inverzí této sekvence. Sekvence je obyčejně uspořádána jako inverzní opakování, 
→←...→← , přičemž "→←" značí PuPuPuC(A/T)(T/A)GPyPyPy a "…" označuje oddělující region 
skládající se obvykle z 1-14-ti bází. Některé analýzy ovšem uvádějí, že je tento region většinou délky 
nula  [10].  V šesté kapitole je provedena analýza v rámci  trénovací  množiny a oddělovací  region 
obsahuje více jak polovina vazebních míst. Vazební místo proteinu p53 je vysoce degenerativní, což 
činí jeho vyhledávání netriviální úlohou.
Přítomnost vazební sekvence proteinu p53 poblíž nebo uvnitř genu ještě neimplikuje, že je 
tento gen regulován p53 in vivo. Nicméně tyto sekvence, zvláště pokud jsou nalezeny v regulačním 
regionu  genu,  můžou  sloužit  jako  vodítko  pro  experimentální  testy,  které  ověří  funkční  vztah 
k proteinu p53.
5.2 p53MH
Degenerativní povaha DNA vazebního místa p53 komplikuje vyhledávání těchto vazebních míst. Ve 
výpočetním schématu  tohoto  algoritmu  jsou  implementovány  tři  atributy,  které  nejsou  v  jiných 
metodách.  Za  prvé:  ačkoli  se  vazební  motivy  mohou  lišit  od  vzoru,  opakování  několika  míst  
PuPuPuC(A/T) tvoří shluk, který je rozpoznáván proteinem p53 a bylo dokázáno, že stabilizuje vazbu 
a zprostředkovává expresi (jako příklad se uvádí geny MDM2 a p21). Za druhé: region oddělující oba  
členy palindromu (→←) se skládá z 0 až 14-ti nukleotidů. Za třetí: pro každý daný gen libovolné 
délky je potřeba nestranné kritérium pro určení celkové vazební pravděpodobnosti. Tyto tři podmínky 
byli v algoritmu implementovány. Jedná se o vazební náchylnost shluků (binding propensity plots),  
vážené skóre a statická důležitost nejpravděpodobnějších vazebních míst.
Jak bylo řečeno výše, v DNA jsou vazební místa proteinu p53 více či méně podobné vzorové 
sekvenci.  Tato variabilita  nebo degenerace může  být  zachycena  v pozičně specifické matici,  kde 
každý řádek odpovídá jedné ze čtyř bází a  záznamy v každém sloupci udávají relativní četnost bází 
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na dané pozici ve známých vazebních místech. Pozičně specifická matice v p53MH byla odvozena 
z kombinace  dat  20 klonů z  el-Deiry  et  al.  a 17  klonů z  Funk  et  al. [6].  S  váhou jako vstupní 
informací  můžeme  dopočítat  vazební  pravděpodobnost  nebo vazební  skóre  pro  daný úsek  DNA. 
V závislosti na vzoru motivu dosahují různé metody skórování rozdílného stupně přesnosti. Zde byla 
použita metoda založená na analýze diskrétního diskriminantu, jenž je konceptuálně přímočará a má 
vynikající vlastnosti v případě p53. Předchozí experimenty navíc ukázaly, že určité báze, například A, 
T nebo C na pozicích 8 a 18 (X v (T/A)XPyPyPy), nejsou kompatibilní s vázáním proteinu p53. Tyto 
báze  jsou  zachyceny  ve  filtrovací  matici  a  sekvence  obsahující  tyto  báze  dostanou  přiřazeno  
minimální  skóre.  Algoritmus  může  být  shrnut  do  tří  základních  elementů:  vážení,  ohodnocení  
a filtrování.  Pro testování  efektivnosti  algoritmu byli  použity experimentálně  ověřené geny,  které 
spolu s p53 interagují. Klonové sekvence, použité pro tvorbu pozičně specifické matice, jsou rozdílné 
oproti známým genům, jenž interagují s proteinem p53.
Nyní následuje popis skórovací metody. Nechť x = (x1 .. xL ) označuje nukleotidovou sekvenci 
délky L a obsahuje oddělovací region nějaké délky za 10. elementem. Pro dané x je potřeba zjistit zda 
se  jedná  o  vazební  místo.  Analýza  diskrétního  diskriminantu  ukazuje,  že  optimální  přiřazení  je 
založeno na pravděpodobnostním poměru P(x(b))/P(x(r)). P(x(b)) a P(x(r)) značí multinomiální rozdělení 
sekvencí,  jenž  se  vážou  resp.  nevážou  k  p53.  Zacházení  s  domnělými  vazebními  místy  jako 
s dichotomními  prvky  je  aproximací.  Reálně  však  může  být  vazební  síla  kvantitativní.  Protože 
experimentální  poznatky  o  DNA  vázání  p53  jsou  skrovné,  musíme  nějakými  kroky  zmenšit 
rozměrnost multinomiálního P(x). Jedna z možností je vyjádřit multinomiální hustotu v malém počtu 
ortogonálních základních funkcí. V praxi se často používají nezávislé modely, tzn.  P(x(b))/P(x(r))  se 
vyjádří  jako  Πi (  fi  /  gi),  kde bude  pro jednoduchost  fi a gi reprezentuje četnost  výskytu i-tého 
nukleotidu  v  x.  Protože  jsou  však  podle  všeho  vazební  místa  p53  v  DNA  relativně  vzácné 
v porovnání s celkovou délkou genu, gi může být jednoduše podle pravděpodobnosti, že i-tý nukleotid 
odpovídá vzoru náhodou. Např. gi je odhadnuto P(A)  + P(G), kde P(A) a  P(G) jsou příslušné počty 
výskytů nukleotidů A a G v zahrnuté sekvenci.
Tyto  předpoklady vedou k  ohodnocování  kandidátních míst  x následujícím způsobem.  Pro 
i- tou pozici báze v x je skóre definováno jako
(5.1)
Rovnice  (5.1)  a  její  původ je  v  článku  [5].  Sečtením logaritmů  si přes  všech  20  bází  v x 
dostaneme výsledné skóre místa. Báze v oddělovacím regionu se přeskakují. Vzorec vypadá takto 
S (x ; w( l))=w (l)×∑i log (si) , kde w(l)je váha mezery délky l.
Parametry ξ a η v rovnici 1 jsou důležité pro získání optimálního výsledku. Vyhlazovací faktor 
ξ má zamezit tomu, aby skóre bylo drasticky ovlivněno nepřesnostmi odhadu marginálních frekvencí 
fi. Tyto nepřesnosti jsou způsobeny omezenými experimentálními důkazy. Hodnota  ξ je volena tak, 
aby  maximální  a  minimální  skóre  bylo  symetrické  kolem  nuly,  |Smin|  =  Smax.  Tato  rovnice  činí 
numerické řešení rovnice pro  ξ: ∑ log ( f i / g i+ξ )[(1− f i)/(1−g i)+ξ ]=0 . Maximální skóre 
Smax je skóre všech míst, jenž jsou shodná se vzorem, a minimální skóre Smin pro všechny místa, která 
nejsou shodná se vzorem. Podle zkoumaných genů v tomto článku [6] je hodnota  ξ  přibližně 0.25. 
Jádrový  faktor   η  slouží  k  vyjádření  biologické  důležitosti  osmi  nukleotidů  (CWWG  v  obou 
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si={ η i [( f i/ g i)+ ξ i ] pokud je báze i vzorováη i[(1− f 1)/(1−g i)+ ξ i] pokud báze i není vzorová}
palindromech),  které  nejvíce  reagují  s  proteinem p53.  Při  absenci  tohoto faktoru  má  každá  báze 
stejnou pravděpodobnost vázání proteinu p53. Z krystalografických výsledků je patrné, že jedna nebo 
dvě mutaci v jádrové sekvenci můžou zabránit vázání proteinu p53 i když zbytek sekvence odpovídá 
vzorové sekvenci. Hodnota  η  je rovna 2 a 1 pro jádrové resp. nejádrové báze. Poměr 2 ku 1 byl 
odvozen spočtením počtu nul mezi jádrovými a nejádrovými nukleotidy v pozičně specifické matici.
Celkové skóre místa je vyjádřeno jako procento maximálního možného skóre (S(x; w((l))/Smax) 
tak, aby bylo v rozmezí od 0 do 100.
Výsledky a diskuze
Porovnání s ostatními algoritmy
Ačkoli  je  známo  mnoho  počítačových  programů,  které  dokážou  vyhledávat  vazební  místa 
transkripčních  faktorů,  jejich  výsledky  pro  p53  jsou  nedostačující.  Programy  selhávají  protože 
hodnotící systém,  který  funguje  pro  ostatní  transkripční  faktory,  musí  být  změněn  nebo  úplně 
vyměněn za nový model, aby se efektivně vyrovnal s vysoce degenerativním vzorovým vazebním 
místem p53 a proměnou délkou oddělovacího regionu. Existující programy se soustředí na přibližnou 
oblast promotoru kdežto mnoho genů má vazební místa p53 uvnitř intronů, 3' netranslačních regionů 
nebo v dalších vzdálených regionech. 
Asymetrie ve váhové a filtrovací matici
Obě matice (filtrovací a váhová) nejsou symetrické vzhledem ke dvěma palindromům "→←...→←" 
nebo uvnitř palindromu "→←". Například ze dvou "→←" uvnitř "→←...→←" je levý palindrom 
věrnější vzorové sekvenci než pravý palindrom a zároveň uvnitř palindromu "→←" je "←" věrnější  
než "→".  Nicméně  tento trend je  poměrně  slabý a  statisticky nedůležitý.  Může se  jednat  i  čistě  
o náhodu z důvodu malého počtu vzorku dat.
Vazební náchylnost shluků
Mnoho experimentálně ověřených vazebních míst  proteinu p53 má tendenci se shlukovat  k sobě.  
U tohoto algoritmu byl publikován postup pro zobrazení takových shluků v daném genu. Prvně je 
spočten vazební index pro každou pozici v sekvenci. Vazební index je průměrné skóre (Rovnice 1) 
v okně dlouhém například 100-bp. Pokud je vazební index vysoký pro několik za sebou jdoucích 
pozic v genu, znamená to, že je zde větší sklon vázat p53 než je sklon u jednoho samotného místa. 
Tento shluk může být identifikován z oblasti s velkými extrémy, kdy jsou vazební indexy položeny 
proti nukleotidovým číslům. Příklad tohoto grafu je na obrázku 1 a jedná se o region promotoru genu 
MDM2. Na obrázku jsou vidět dvě experimentálně ověřené vazební místa proteinu p53, které jsou 
situovány v okně největšího extrému zatímco skóre jednotlivých vazebních míst je někde kolem 70-ti.
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5.3 p53HMM
7 z 20-ti (35%) [7] vazebních míst proteinu p53, obsahuje po zarovnání alespoň jednu chybějící bázi 
nebo  vloženou  bází oproti  vzorovému  vazebnímu  místu.  Zarovnání  zhruba  160-ti  dosud 
experimentálně ověřených vazebních míst p53 také ukazuje, že přibližně 30% míst obsahuje alespoň 
jedno odstranění nebo vložení nukleotidu [9]. Kvůli takové degeneraci nelze spolehlivě pro určování 
vazebních míst použít jenom pozičně specifické matice. Kvůli vloženým a odstraněným nukleotidům 
je  rozladěn  čtecí  rámec  matice  a  to  má  za  následek  špatné  ohodnocení.  Algoritmy  založené  na 
pozičně specifických maticích tedy špatně ohodnotí minimálně 30% známých vazebních míst.
Profilované skryté  Markovovy modely (profile hidden markov models)  poskytují  teorii  pro 
pravděpodobnostní  modelování  degenerativních  vazebních  míst,  kde  je na  určitých  pozicích 
tolerováno vložení a  odstranění náhodných  nukleotidů.  Přirozený  výběr  naznačuje,  že  důležité 
nukleotidy jsou časem zakonzervovány kdežto nedůležité nukleotidy (zahrnuje tolerované  vložené 
báze v  motivu)  konzervovány  nejsou.  Emisní  pravděpodobnosti  shodného  stavu  PHMM  slouží  
k modelování kritických pozic v motivu s jejich pozorovanými počty výskytů nukleotidů. Další skryté 
stavy odstraněných a vložených nukleotidů na každé pozici umožňují model natrénovat pro (relativně 
vzácné) pozorované chybějící a vložené báze na různých pozicích v motivu. Ačkoli pravděpodobnost 
nějakého konkrétního vložení nebo odstranění nukleotidu na určité pozici ve funkčním motivu může 
být vzácná, celková pravděpodobnost, spočtená přes všechny pozice v motivu, toho, že se vyskytne  
chybějící nebo  vložený  nukleotid,  může  být  nezanedbatelná.  Trénovací  množina  pozorovaných 
vložených a odstraněných bází slouží k doladění modelu tak, aby byl korektně citlivý k tolerovaným 
odchylkám od vzorového motivu. Hlavní silou PHMM je tato trénovací flexibilita, díky které dokáže 
správně modelovat motivy různé délky. Hlavní nevýhoda pak spočívá v nutnosti dalších dat, jenž jsou 
potřebná k trénování extra parametrů, které nejsou v pozičně specifických maticích.
Stejně  jako  PSM  mohou  být  skryté  Markovovy  modely  použity  pro  určení  přibližného 
vazebního sklonu proteinu pro určité vazební místo. Za ideálních podmínek je logaritmické skóre 
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Obr. 5.1: Graf vazebního sklonu u genu MDM2. Šipky ukazují experimentálně 
ověřené vazební místa p53 na pozicích 10733 a 10771 [6].
GS (x),  které spočte PHHM trénovaný na množině S pro kandidátní místo  x,  přímo úměrné volné 
energii -ΔG(x) TF-proteinu, který se k danému kandidátnímu místu váže. Skóre je dáno:
(5.2)
kde definujeme:
(5.3)
• j = pozice v sekvenci x, j ∈ {1..délka(x)}
• b = příslušná nukleotidová báze, b ∈ {A, C, T, G}
• Phmm (j, b) = pravděpodobnost báze b na pozici j v PHMM modelu
• Pbackground (j, b) = pravděpodobnost báze b na pozici j v null modelu
S těmito definicemi (za předpokladu nezávislosti pozic) dostáváme:
• Phmm (x) = pravděpodobnost kandidátního místa x v PHHM modelu
• Pbackground (x) = pravděpodobnost kandidátního místa x v null modelu
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GS( x)= ln( Phmm(x )Pbackground (x ))= ∑j=1
délka(x)
G j
S (b)
G j
S(b)=ln( Phmm( j ,b)Pbackground ( j ,b))
Pro spočítání  pravděpodobností  Phmm  (x)  a  Phmm  (j,  b)  jsou  použity algoritmy dynamického 
programování  forward a  backward.  Tyto  dvě  pravděpodobnosti  jsou  získány  součtem 
pravděpodobnosti nalezení sekvence x a báze b na pozici j pro všechny cesty skrze lineární PHHM. 
Pro zarovnání kandidátní  sítě  x s  motivem modelovaným PHMM je použit  Viterbiho algoritmus. 
Optimální  zarovnání  sekvence  x se  získá  nalezením  cesty  skrze  PHHM,  jenž  dává  nejvyšší 
logaritmické skóre. Dříve než může být PHHM použit k určení vazebních sklonů daného vazebního 
místa, musíme PHHM natrénovat, aby správně modeloval vazební místo. Cílem trénování PHHM pro 
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Obr. 5.2: Topologie modelů [7]
určitý  motiv  je  získání  parametrů  modelu  za  účelem maximalizování  podobnosti  se  sekvencemi 
z trénovací množiny, aniž bychom model přetrénovali. K trénování parametrů modelu se nejčastěji 
používá Baum-Welchova metoda.  Jedná se  o iterativní  metodu.  Na obrázku 2 je  vidět  topologie 
modelů, které algoritmus využívá. 
(a) Profilovaný  skrytý  Markovův  model  obsahuje  u  každé  pozice  vzorové  sekvence  délky 
n 3 stavy: stav shody (zelené čtverce),  stav vložení nukleotidu (oranžové kosočtverce) a stav 
odstranění nukleotidu (šedé kruhy). Šipky reprezentují povolené přechody mez stavy a mají 
příslušné pravděpodobnosti. Stavy shody a inzerce mají také přidělené nukleotidové emisní 
pravděpodobnosti. První a poslední stav inzerce (I-0 a I-n) a přidružené přechody (červeně) 
jsou zobrazeny pro kompletnost.  Nicméně v modelech p53 nejsou přítomny,  protože jsou 
nahrazeny modely FIM a FEM.
(b) Topologie konečného emisního modulu (FEM – Finite Emission Module) délky N umožňuje 
modelovat  jakékoli  rozložení  délky mezer  v rozsahu 1 a  N.  Pro modely p53 jsou model 
a pravděpodobnosti uvnitř modulu FEM  shodně jednotné tak, aby zde mohly být umístěny 
mezery v rozsahu 1 a N.
(c) Topologie volného  vkládacího modulu (FIM - Free Insertion Module) umožňuje ignorovat 
mezery libovolné délky  před první  a za druhou polovinou vazebního místa.  Tato inzerce 
nemá vliv na výsledné skóre.
(d) Hlavní komponenty modelu p53 pro samostatné vazební místo (Single site) jsou levý a pravý 
model (a). Tyto dva modely jsou odděleny FEM modelem, jenž limituje délku oddělovací 
sekvence  na  20  párů  bází.  Oba  modely  jsou  navíc  obaleny  dvěma  FIM  modely,  které 
umožňují  Viterbiho  algoritmu  nalézt  nejlepší  shodné  motivy  kdekoli  v  kandidátních 
sekvencích.
(e) Topologie  modelu  p53  pro  vyhledávání  shluků  vazebních  míst  (Cluster  site)  se  skládá 
z jednoho  PHHM,  jenž  modeluje  obecnou  polovinu  vazebního  místa  a  dvěma  zpětnými 
přechody,  které  umožňují  modelování  neomezeného  počtu  vazebních  míst  uvnitř  shluku. 
Zpětný přechod přes FEM-14 limituje mezeru mezi dvěma polovinami sekvence na 14 párů 
bází.
Výsledky
Algoritmus P53HMM byl použit pro vyhledávání domnělých vazebních míst p53 v endosomálním 
prostoru genů, což vedlo k objevení funkčního místa p53 a novému genu, který je regulován pomocí  
p53, CHMP4C. Sekvence AAACAAGCCC  agtagcagcagctgctcc GAGCTTGCCC byla predikována 
v oblasti  promotoru genu CHMP4C. Data z chromatinové immunoprecipiace a luciferačního testu 
ukázali, že protein p53 se váže k této sekvenci a indukuje expresi genu CHMP4C.  Další analýza 
nalezla alternativní domnělé vazební místo p53 v genu LIF. Toto místo koresponduje k posunutí dolní  
poloviny nedávno publikovaného vazebního místa v intronu o 6 bází směrem k 5' konci. Algoritmus  
predikoval  sekvenci  GGACATGTCG  GGACA-GCTC,  která  odpovídá  vzoru  PuPuPuC(A/T)
(T/A)GPyPyPyPuPuPuC(A/T)(T/A)GPyPyPy  perfektně  kromě  málo  konzervované  pozice  10 
a mezeře ("-"  chybějící  báze) na pozici 16. Při použití  PSM byla  predikována posunutá sekvence 
GGACTGTCGggacagCTCCCAGCTC, jenž je nejlepší místo bez chybějící báze v regionu, ale stále 
odpovídá vzoru velmi slabě, protože obsahuje 5 chyb. 
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6 Návrh vlastního řešení
Z  výše uvedených algoritmů vyplývá,  že máme  několik možností,  jak řešit  problém vyhledávání 
vazebního  místa  transkripčního  faktoru  p53.  Můžeme  použít  pozičně  specifickou matici  (Match,  
p53MH), její kombinaci s  rozpoznáváním vzorů (P-Match), skryté  Markovovy modely (p53HMM, 
BSS-HMM) nebo zkusit aplikovat zcela novou a netradiční metodu (SiTaR). 
Jak již bylo zmíněno výše, vazební místo transkripčního faktoru p53 má degenerativní povahu 
a navíc ještě může mezi levou a pravou částí obsahovat mezeru o délce 0-14 párů bází. Tuto mezeru  
obsahuje  přibližně  53%  experimentálně  ověřených  vazebních  míst  [9].  Dalším  problémem  jsou 
vložené  a  chybějící  nukleotidy v  částech  vazebního  místa,  které  se  vyskytují  u  přibližně  40% 
vazebních míst  [9].  Z těchto  důvodů  se  jeví  jako  nejlepší  možné  řešení  přes  skryté  Markovovy 
modely, jelikož jsme si výše ukazovali, že tyto problémy dokáží řešit.
Bylo  ukázáno,  že  algoritmus  p53MH,  který  vyhledává  vazební  místa  pomocí  pozičně 
specifické  matice,  dává  nekvalitní  výsledky  v  porovnání  s  p53HMM  [7].  Jeho  matice  nejsou 
symetrické a filtrovací matice byla přeučena na v té době aktuální data. To vedlo k výsledku, že  
algoritmus nenašel 58 ze 160 experimentálně ověřených vazebních míst (byly ohodnoceny skórem 
0 ze 100, kde 100 je maximální sklon k vázání proteinu p53). Dalším důsledkem této nesymetrie  
bylo, že některá místa dosáhla téměř ideálního skóre zatímco jejich reverzní komplement měl skóre 0. 
Proto  by  bylo  dobré  kdyby  byl  navržený algoritmus  symetrický  a  ohodnocoval  stejně  domnělá 
vazební místa a jejich reverzní komplement.
6.1 Implementace
Původní plán byl  použít k implementaci jazyk R, ale knihovny pro práci s HMM v tomto jazyce 
nevyhovovaly  povaze  úlohy.  Žádná  z  knihoven  pro  jazyk  R  neumožňovala  potřebné  trénování 
pomocí četností (balík HMM), nebo neumožňovala sestavit vlastní model a tento model natrénovat 
(balíky Rhmm a HiddenMarkov). Nakonec byl vybrán programovací jazyk python a balík BioPython, 
který obsahuje celou řadu modulů použitelných v různých úlohách z okruhu bioinformatiky,  např. 
načítání  sekvencí  ze  souborů různých formátů  (zde použity FASTA a GenBank),  mnohonásobné 
zarovnání (ClustalW, Muscle), BLAST. V neposlední řadě obsahuje modul pro práci s HMM. Modul 
obsahuje trénování pomocí četností a Baum-Welchovo trénování.
Struktura modelu
Vzhledem  k  možný  vloženým a  odstraněným  nukleotidům ve  vazebním  místě  jsem 
k vyhledávání  použil  skryté  Markovovy  modely.  Výsledný  model  vychází  z  modelu  použitého 
v algoritmu P53HMM. Jelikož se mi nepodařilo nalézt knihovnu, která by umožňovala konstrukci,  
trénování  a  použití  profilovaných  HMM,  bylo  nutné  tento  model  převést  na  klasický  HMM. 
Jednotlivé části modelu jsou popsány na obrázcích 6.1, 6.2 a 6.3. Model je na obrázcích pro ilustraci  
značně  zjednodušen.  Pokud  by  měl  být  ilustrován  kompletně,  nebyl  by  obrázek  přehledný.  Na 
obrázku  ilustrujícím  polovinu  vazebního  místa  (6.1)  nejsou  vyznačeny  přechody  modelující 
odstraněné nukleotidy. Jen ze stavu M-1 by mělo být zobrazeno 17 přechodů modelující všechny 
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možné  chybějící  báze v rámci  této vazební  poloviny.  Některá vzorová vazební  místa  z trénovací  
množiny obsahovaly v jedné polovině i více než 10 bází ke kterým se protein váže. Proto je v modelu 
stav M-11 a M-0, který má modelovat vzácná vazební místa, která mají více než 10 bází v  jedné 
polovině. Více jak 10 bází má (alespoň v jedné polovině vazebního místa) v celé trénovací množině 
11 trénovacích sekvencí. Dva stavy navíc jsou tu protože je možné delší místo zarovnat oproti vzoru 
dvěma způsoby, buď s posunem o jednu pozici doleva, nebo doprava.
Obrázky 6.1 a 6.2 se věnují konkrétním částem modelu (modelování poloviny vazebního místa 
a oddělovacího regionu mezi polovinami). 
Obrázek 6.3 popisuje model jako celek.
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Obr. 6.1: Obrázek popisuje část HMM, která modeluje polovinu vazebního místa. Zde se konkrétně  
jedná o první polovinu (druhá by měla pouze jinak pojmenované stavy). Model je zjednodušen a  
nejsou v něm vyznačeny přechody, jenž modelují chybějící báze. Jak bylo popsáno v kapitole 3.2,  
chybějící báze by zde byly vyznačeno jako všechny možné dopředné přechody (např. ze stavu M-1 do  
všech ostatních kromě stavu Z). Stav Z zde simuluje báze před vazebním místem, S1 pak značí první  
stav další části modelu. Může se jednat o oddělovací region nebo druhou polovinu vazebního místa.
Obr. 6.2: Část modelu, jenž se zabývá simulací oddělovacího regionu mezi polovinami vazebního  
místa. Je zde 20 stavů umožňujících modelovat délku mezery v rozsahu 1-20 bází. Přechod je možný  
vždy pouze do následujícího stavu nebo na konec, kde je umístěna další část modelující druhou  
polovinu vazebního místa.
. 
Celkově má model 63 stavů:
• Jeden stav pro modelování sekvencí mezi vazebními místy.
• 10 stavů pro modelování shodných pozic v první polovině vazebního místa.
• 9 stavů pro modelování inzercí v první polovině vazebního místa.
• 2 stavy pro modelování první poloviny vazebního místa delší než 10 bází.
• 20 stavů pro modelování mezery mezi vazebními místy.
• 10 stavů pro modelování shodných pozic ve druhé polovině vazebního místa.
• 9 stavů pro modelování inzercí v první polovině vazebního místa.
• 2 stavy pro modelování druhé poloviny vazebního místa delší než 10 bází.
Vstupy a výstupy
Program využívá 4 různé vstupy v závislosti na typu požadované úlohy.  Prvním typem vstupu je  
soubor  se vzorovými  vazebními  místy,  ze  kterých  se  má  model  natrénovat.  Druhým  možným 
vstupem  je  soubor  s  již  natrénovaným  modelem.  Tento  soubor  se  dá  získat  pomocí  výstupu 
z programu. Tyto první dvě volby se navzájem vylučují, ale alespoň jedna z nich musí být přítomná. 
Pokud zvolíme jako vstup trénování, není možné použít jako vstup soubor s modelem. 
Další dva vstupy jsou sekvence ve kterých se mají podle modelu vyhledávat vazební místa 
proteinu p53. Jedna z možností je použít soubor ve formátu FASTA. V tomto souboru může být více 
sekvencí. Druhá možnost je použít vstup ve formátu GenBank.
Výstupy programu závisí na zvolených vstupech. Pro vstupní sekvence ve formátu  FASTA 
a GenBank  je  výstup  textový  i  grafický.  Textová  část  výstupu  zahrnuje  sekvenci  nalezeného 
vazebního místa, pozici v rámci vstupní sekvence, počet nepřesností (mismatchů), součet vložených 
a chybějících bází, délku oddělovacího regionu a nakonec počty různých typů párování (kapitola 6.2) 
se seznamem, který udává k jakému párování na dané pozici docházelo. Grafický výstup je soubor ve 
formátu SVG. Pro soubor ve formátu  FASTA jsou v něm pouze vyznačeny pozice vazebních míst 
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Obr. 6.3: Výsledný model poskládaný z jednotlivých modulů. Stav Z simuluje báze vyskytující se mezi  
vazebními místy. Z něj můžeme přejít do modelování první poloviny vazebního místa nebo do druhé  
poloviny v případě, že první polovina vazebního místa není přítomná. Z části, která modeluje první  
polovinu vazebního místa je možný přechod buď do části, která modeluje mezeru mezi polovinami,  
nebo rovnou do části, jenž modeluje druhou polovinu vazebního místa a to v případě, že není  
přítomný oddělovací region.
v rámci sekvence. Soubory ve formátu GenBank ovšem mohou nést více informací než jen samotnou 
sekvenci a pokud nesou informaci o exonech, jsou v rámci sekvence vyznačeny i exony (obr. 6.4). 
Dalším výstupem pro oba formáty je soubor BED.  Jedná se o ″track″ soubor,  který lze  zobrazit 
v GenomeBrowseru.  Z formátu GenBank bohužel není možné pomocí knihovny BioPython získat 
informace  o  umístění  v  chromozomu,  tudíž  není  výsledný  BED  soubor  zobrazitelný 
v GenomeBrowseru.  Pokud máme sekvenci ve formátu  FASTA a její  hlavička má potřebný tvar, 
který se dá získat s GenomeBrowseru, je výstupní soubor BED zobrazitelný v GenomeBrowseru.
Obr. 6.5 ukazuje vstupy a výstupy aplikace.
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Obr 6.4: Ukázka grafického výstupu pro vstupní soubor ve formátu GenBank. Jedná se o prvních pět  
tisíc bází genu VDR. Bleděmodře je označen exon a červeně nalezená vazební místa.
6.2 Analýza trénovací množiny
Pro natrénování modelu byla použita známá vazební místa (v lidské DNA) proteinu p53, která jsou 
uvedena v dodatečných materiálech k  práci [9] a jsou i v příloze této práce (pouze sekvence a gen). 
Ověřených  vazebních  je  zde  160.  U  každého  místa  je  evidován  gen,  jenž  je  tímto  proteinem 
regulován,  a identifikátor,  pod kterým lze příslušný gen vyhledat  např.  pomocí  GenBank.  Je zde 
zobrazena i celá sekvence vazebního místa (včetně oddělovacího regionu) s označenými  vloženými 
nukleotidy v rámci obou polovin motivu.  Odstraněné báze zde bohužel nejsou nijak vyznačeny, ale 
jejich počet  lze  získat a  místa,  kde zřejmě  došlo k odstranění  báze lze  odvodit  při  porovnání  se 
vzorovou sekvencí vazebního místa proteinu p53. V další části  je zmíněna regulační role proteinu 
p53, zda se jedná o represor, aktivátor nebo obojí. Následuje umístění v genu (promotor, 1.  exon, 1. 
intron atd.) a vzdálenost od počátečního místa transkripce (TSS). Pro trénování modelu však bylo  
použito  pouze  157  sekvencí, jelikož zbývající tři místa jsou velké shluky a nebyla u nich uvedena 
sekvence nukleotidů s vyznačenými vloženými a chybějícími nukleotidy. 
Analýza vložených a chybějících bází
V rámci trénovací množiny proběhla analýza vazebních míst,  kde bylo spočítáno kolik vazebních 
míst obsahuje  neshod se vzorovým vazebním místem, oddělovací region, kolik obsahuje  vložených 
nebo odstraněných bází. Celkem 62 ze 157-mi vstupních vazebních míst obsahovalo vloženou nebo 
chybějící bázi, což činí 39,5%. Oddělovací region se vyskytoval  u 86-ti  vazebních míst trénovací 
množiny a nejdelší z nich se skládá z 18-ti bází. Celkový počet vložených bází byl 135, chybějících 
nukleotidů bylo 149 a neshod (oproti vzorovému vazebnímu místu) bylo 506.
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Obr. 6.5: Vstupy a výstupy programu.
Graf 6.1 zobrazuje histogram, který udává kolik vazebních míst  obsahovalo příslušný počet 
odstraněných nukleotidů. Nejvyšší počet chybějících bází (12) obsahovalo vazební místo genu MET 
(met proto-oncogene).
Graf 6.2 představuje histogram, jenž  udává kolik vazebních míst obsahovalo příslušný počet 
inzercí. Stejně jako v předchozím případě obsahovalo nejvíce inzercí vazební místo genu MET.
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Graf 6.1: Histogram zobrazující kolik vazebních míst z trénovací množiny mělo chybějící daný počet  
bází.
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Graf 6.3 se zabývá délkou oddělovacího regionu. Udávaná délka oddělovacího regionu bývá 
většinou 0-14 bází,  ale  z  histogramu můžeme  vidět,  že  se  v  trénovací  množině  vyskytují  i delší 
případy. Konkrétně u genů ATF3 (17) a Chmp4c (18).
Garf 6.4 se zabývá počtem  neshod vůči vzorovému místu v jednotlivých vazebních místech 
trénovací  množiny.  Vazebních míst  bez jediné  nepřesnosti je  v  celé  trénovací  množině pouze 7. 
Všech  ostatních  150  vazebních  míst  obsahuje  alespoň  jednu  neshodu  oproti  vzorovému  místu.  
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Graf 6.3: Histogram s rozdělením vazebních míst podle délky oddělovacího regionu.
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Graf 6.2: Histogram zobrazující kolik vazebních míst ze vstupní množiny mělo příslušný počet  
vložených nukleotidů.
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Vazební  místa,  která  neobsahují  žádnou neshodu,  regulují  tyto  geny:  C12orf5,  CHMP4c,  DDB2, 
MMP2, PLK2 SNK, PPM1J MGC19531 a PTEN.
Párování bází
Ve vazebním místě proteinu p53 lze specifikovat tři druhy párování bází palindromatické v rámci 
jednotlivých  polovin  a  celého  místa,  další  pak  klasifikuje  poloviny  vazebního  místa  jako  přímé  
repetice. U každého vazebního místa, ze vstupní trénovací množiny, jsou spočteny všechny tři druhy 
párování.
Q-párování
Prvním  typem  párování  je  Q-párování  a  měří  jak  je  vazební  místo  palindromatické  v  rámci 
jednotlivých polovin. Jedná se vlastně o počet invertovaných bází na odpovídajících pozicích  (i až 
11-i a 10+i až 21-i) mezi 1. a 2. plus mezi 3. a 4. čtvrtinou vazebního místa (obr. 6.6):
(6.1)
kde N i až (11−i ) je počet invertovaných párů bází v první polovině vazebního místa (mezi Q1 
a Q2 na pozicích i až 11-i) a  N (10+ i)až (21−i)  je počet invertovaných párů bází ve druhé polovině 
vazebního místa (mezi Q3 a Q4 na pozicích 10+i až 21-i).
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Graf 6.4: Histogram zobrazující kolik vazebních míst mělo daný počet nepřesností.
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Q− párování (i)=N i až (11−i)nebo N (10+ i )až (21−i) ,i=1−5
H-párování
Druhým  případem  je  H-párování  a  měří  jak  je  místo  palindromatické  v  rámci  obou  polovin 
(Q-párování porovnávalo báze pouze v rámci jedné poloviny). Zde se počítají komplementární báze 
mezi polovinami vazebního místa (obr. 6.6):
(6.2)
kde N i ,(21−i) udává celkový počet invertovaných párů bází. Vyšší počet H-párů naznačuje, 
že vazební místo má tvar komplementární repetice.
T-párování
Posledním typem je T-párování, které měří počet shodných odpovídajících pozic v rámci vazebního 
místa (obr. 6.7):
(6.3)
kde  N i ,(10+ i) je  součet  identických  párů.  T-párování  měří  korelaci  mezi  první  a druhou 
polovinou vazebního místa na pozicích i a 10+i.
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Obr. 6.6: Spojitou čarou je na obrázku vyznačeno Q-párovaní, přerušovanou je pak vyznačeno  
H-párování.
H− párování (i)=N i ,(21−i ) , i=1−10
T−coupling (i)=N i ,(10+ i) ,i=1−10
Jednotlivé typy párování byly vypočítány pro všechny sekvence z trénovací množiny a hodnoty 
jednotlivých párování byly sečteny. Výsledné počty párování jsou zobrazeny na grafu 6.5.
Vliv párování na vazební sklony
Autoři práce  [10]  se zabývali vlivem různých druhů párování na schopnost vazebního místa vázat 
protein  p53.  Existuje  nejméně  pět  různých  korelací  mezi  čtvrtinami  vazebního  místa.  První  je 
palindrom v rámci jedné poloviny vazebního místa: první čtvrtina vazebního místa koreluje s druhou 
čtvrtinou a zároveň třetí čtvrtina koreluje se čtvrtou čtvrtinou. Tato korelace se označuje Q1234 a je 
popsána  Q-párováním.  Zbylé  korelace  se  již  zabývají  korelací  mezi  jednotlivými  polovinami 
vazebního místa. Repeticemi v rámci polovin se zabývají korelace T13 (zabývá se korelací mezi 1.  
čtvrtinou a 3. čtvrtinou vazebního místa) a T24 (zabývá se korelací mezi 2. čtvrtinou a 4. čtvrtinou  
vazebního místa). Palindrom v rámci celého vazebního místa je vyhodnocován korelacemi H14 (1. 
a 4. čtvrtina vazebního místa) a H23 (2. a 3. čtvrtina vazebního místa) (párování H14 a H23 je na obr. 
6.8).
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Obr 6.7: T-párování vazebního místa. Zde se zjišťuje, zda jsou na odpovídajících si pozicích shodné  
báze.
Porovnáním různých párovacích způsobů (Q-, T- a H-párování) s vazebními sklony proteinu 
p53  k  různým  vazebním  elementům  došli  k  závěru,  že  největší  vliv  na  vázání  proteinu  má 
H-párování. Čím větší je H14 párování a čím menší je H23 párování, tím větší je sklon vazebního  
místa  vázat  na  sebe protein p53.  Tyto  výsledky naznačují,  že  párování  H14 má  největší  vliv  na  
interakci mezi proteinem p53 a DNA. Z toho vyplývá, že palindrom v rámci celého vazebního místa  
je důležitý z hlediska interakcí mezi p53 a DNA.
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Obr. 6.8: Na obrázku je označeno párování H14 a H23. H14 má největší vliv na  
vazební sklony sekvence.
6.3 Testování a výsledky
Jelikož je trénovací množina velice malá, jsou ke trénování použity vždy všechny její prvky a není 
tedy použita metoda, kdy se část prvků z trénovací množiny vyřadí a tyto vyřazené prvky se následně 
vyhledávají. Místo toho se každý prvek z trénovací sekvence vloží do náhodné sekvence a v té se poté 
vyhledává. Náhodná sekvence (obr. 6.9) se tvoří velice podobným způsobem jako trénovací:
1. Vygenerování náhodné sekvence v délce menší než 1000 bází.
2. Zařazení vzorové sekvence.
3. Vygenerování náhodné sekvence bází do konečné celkové délky 1000 bází.
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Graf 6.5: Na grafu jsou znázorněny součty párování na jednotlivých pozicích vazebního místa.
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
0
20
40
60
80
100
120
140
160
Q – párování
H – párování
T – párování
Pozice ve vazebním místě
P
oč
et
 p
ár
ov
án
í
Celkem  bylo  vygenerováno  157  takovýchto  sekvencí  (pro  každé  vzorové  místo  jedna). 
Následně  byl  spuštěn  trénovací  algoritmus  a  nad  výsledným  modelem  byl  spuštěn  Viterbiho 
algoritmus, jehož vstupem bylo 157 výše uvedených náhodných sekvencí.
Trénování
Pro natrénování modelu bylo použity ověřená vazební místa získaná ze zdroje [9]. Jedná se 
o 160 experimentálně ověřených vazebních míst proteinu p53. Před vlastním trénováním bylo potřeba 
tato  data  zpracovat  a  doplnit  o  informace,  na  které  pozici  chybí  nukleotidy.  Vložené  báze 
a oddělovací sekvence mezi polovinami vazebního místa jsou ve zdroji vyznačeny. Nedostatkem této 
trénovací  množiny  je  její  malý  rozsah,  což  vzhledem  k  velké  diverzitě  vazebního  místa  vede 
k nepříliš přesvědčivým výsledkům. Více se tomuto tématu budeme věnovat v následujících částech 
práce.
Jelikož známe průběhy stavů u trénovacích sekvencí,  bylo  pro natrénování  modelu použito 
trénování pomocí počítání četností. Díky tomu je možné model do jisté míry parametrizovat. Jak bylo 
popsáno v kapitole 3.2,  nastavením  počátečních počtů se dá ovlivňovat  výsledná podoba modelu 
(vzorce 3.6 a 3.7).
Z trénovací množiny 160-ti experimentálně ověřených vazebních míst mohlo být pro trénování 
použito  pouze  157.  Zbývající  tři  sekvence  nebyly  pro  trénování  použity,  jelikož  u  nich  nebyla 
uvedena  sekvence  DNA a  jednalo  se  o  větší  shluky vazebních  míst  (nejednalo  se  pouze  o  dvě 
poloviny vazebního místa, ale více částí za sebou).
Trénování probíhalo následujícím způsobem:
1. U trénovacích sekvencí došlo k doplnění stavů  chybějících nukleotidů a jejich vložení do 
jednoho souboru.
2. Z tohoto souboru byly sekvence postupně vybírány a pro každou trénovací sekvenci byla 
vytvořena  náhodná  sekvence  obsahující  toto  vazební  místo.  Zároveň  byla  pro  náhodné 
sekvence vytvořena posloupnost stavů.
3. Pomocí  těchto  vytvořených  sekvencí  byl  model  natrénován  pomocí  algoritmu  počítání 
četností.
Náhodná sekvence byla generována tímto způsobem:
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Obr. 6.9: Ukázka náhodné sekvence pro testování modelu. X značí náhodně generované  
báze. Celkem jich je generováno 1000 a kolik jich bude vlevo nebo vpravo od vazebního  
místa je také náhodně generováno. Vazební místo je tedy v sekvenci různě ″vycentrované″. S  
označuje mezeru mezi polovina vazebního místa (pro sekvence ze trénovací množiny je to  
0-18 bází).
1. Vygenerování náhodných bází v určitém rozsahu.
2. Vložení trénovací sekvence za tuto náhodnou sekvenci.
3. Vygenerování náhodných bází v určitém rozsahu a jejich vložení za trénovací sekvenci.
4. Opakuj od bodu jedna dokud není trénovací sekvence vložena x-krát.
Příklad trénovací sekvence je na obr. 6.10.
Délka náhodně generované sekvence a počet  vložení  daného vzorového místa do trénovací  
sekvence  má  největší  vliv  na  výslednou  úspěšnost  modelu  (Podrobněji  bude  popsáno v  další 
kapitole).
Testovací konfigurace
Testování bylo spuštěno na několika konfiguracích modelu.  Přesnost modelu lze ovlivňovat třemi 
způsoby:
1. Velikostí náhodné sekvence mezi vazebními místy v trénovací sekvenci.
2. Kolikrát je vzorové vazební místo do trénovací sekvence vloženo (umělé zvětšení trénovací 
množiny).
3. Nastavením počátečních počtů u jednotlivých přechodů a u emisí symbolů v daném stavu.
Pro  ilustraci  bylo  vybráno  šest  konfigurací  modelu  u  nichž  byla  testována  specificita 
a sensitivita:
• Sensitivita  (true  positive  rate):  Formálně  se  jedná  o  počet  pozitivních  nálezů  správně 
označených jako pozitivní nález. Údaj měřící počet sekvencí označených jako vazební místo,  
které opravdu vazebním místem jsou.
Sensitivita= nalezené TP
počet všech pozitivních (6.5)
• Specificita  (true  negative  rate):  Jedná  se  o  počet negativních  nálezů,  které  jsou  správně 
označené jako negativní.
Specificita= počet TN
celkový počet negativních  (6.6)
 Výsledky jsou uvedeny v tabulce 6.1. První písmeno ve sloupci nastavení udává zda bylo pro 
trénování  použito  dodatečné  upravení  pomocí  nastavení  počátečních  počtů  přechodů  a  emisí 
(B znamená, že nastavení počátečních počtů nebylo použito). Toto nastavení umožňuje více tolerovat 
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Obr. 6.10: Schéma trénovací sekvence. X jsou náhodně generované nukleotidy a jejich délka je dána  
náhodně ve zvoleném rozsahu. Šipky označují vzorové vazební místo.
báze neshodné se vzorem a vložení/odstranění nukleotidů na jednotlivých pozicích. První číslo udává 
kolikrát byla vzorová sekvence vložena do trénovací sekvence. Tyto dvě nastavení nemají na přesnost 
modelu  zásadní  vliv.  Co  má,  ale  zásadní  vliv  je  poslední  dvojčíslí,  které  udává  délku  náhodné 
sekvence mezi vzorovými vazebními místy v trénovací sekvenci (obr. 6.11). Tento rozsah ovlivňuje 
při trénování pravděpodobnost přechodu ze stavu Z do stavu M-1 (obr. 6.1) a ta má, jak je z tabulky 
6.1 patrno, největší vliv na sensitivitu a specificitu.
Za true positive  nález  je považován takový nález,  kdy se nalezené místo  alespoň částečně 
překrývá s vložným vzorovým místem. Pokud bychom za true positive nález považovali pouze přesné 
překryvy, je sensitivita řádově o 15-20% menší. Jakýkoli jiný nález je považován za false positive.
Nastavení Specificita Sensitivita Přesné Částečné
B 20 1-20 88,31% 85,75% 98,1 36,54
B 20 20-40 97,84% 76,61% 92,56 27,72
B 50 20-40 97,78% 76,71% 92,16 28,28
P 20 1-20 86.31% 86,03% 94,98 40,08
P 20 20-40 99,13% 63,91% 80,2 20,14
P 50 20-40 97,8% 77,49% 98,36 23,3
Tabulka 6.1: Tato tabulka udává specificitu a sensitivitu jednotlivých nastavení modelu. Měření  
probíhalo na vytvořených trénovacích sekvencích a pro každý případ bylo provedeno 50x. Výsledné  
hodnoty byly z těchto měření zprůměrovány. Sloupec přesné vyjadřuje počet přesně nalezených  
vzorových vazebních míst. Částečné pak nálezy kdy došlo k překryvu nalezeného a vzorového místa.  
Modely
Sekvence, které nebyly nikdy nalezeny se většinou velice liší od vzorového vazebního místa.  
Počet  nepřesností u  těchto  míst  byl  4  a  více,  pokud bylo  neshod méně  pak  se  jednalo  o  místo 
obsahující  nepřesnosti na  nejzakonzervovanějších  pozicích  4,  7,  14  a  17,  nebo obsahovalo  větší  
množství vložených nebo odstraněných bází. Tyto sekvence měli skóre v algoritmu p53HMM menší 
jak 70 (maximum a nejlepší shoda je 100). Naproti tomu sekvence s nízkým počtem nepřesností, či 
s malým počtem vložených a odstraněných bází byly nalezeny relativně spolehlivě. Z míst, která měli 
dvě neshody nebylo nalezeno pouze jedno a to zřejmě kvůli velmi specifické sekvenci v oddělovacím 
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Obr. 6.11: Délka L náhodné sekvence mezi vazebními místy nejvíce ovlivňuje pravděpodobnost  
přechodu ze stavu S do stavu M-1.
regionu,  která  obsahovala  častou  repetici  thyminu,  a  ve  druhé  polovině  obsahovala  neshodu  na 
nejdůležitějších pozicích 4 a 7.  Míst, jenž obsahovala tři neshody,  nebylo nalezeno osm.  Problém 
s inzercemi  spočívá v jejich řídkém výskytu.  To vede k tomu,  že natrénovaný model  má emisní  
pravděpodobnosti v těchto stavech inzerce natrénované specificky podle trénovací množiny. Emisní  
pravděpodobnosti je možné upravit pomocí nastavení počátečních počtů. Tato úprava může vést k 
lepší predikci neznámých vazebních míst, ale vede ke zhoršení výsledků při vyhledávání sekvencí z 
trénovací množiny.
Použitý model nejde přímo porovnat s algoritmem  p53HMM, protože  v této práci navržený 
algoritmus  neobsahuje  žádný  skórovací  systém  a  vychází  pouze  z výstupu  Viterbiho  algoritmu. 
Z toho  vyplývá,  že  není  možné  nijak  nastavovat  práh  filtrování  výsledků.  Jediná  možnost  jak 
ovlivňovat výsledky je manipulace se samotným modelem. Určité srovnání algoritmů nicméně lze 
provést.  V kapitole  5.3  byla  zmíněna  dvě  vazební  místa,  která  se  pomocí  algoritmu  p53HMM 
podařilo najít a zároveň jsou obsažená v použité trénovací množině. Obě vazební místa genů LIF 
a CHMP4C byly při testování přesně nalezeny.
Viterbiho algoritmus je v knihovně BioPython realizován pomocí rekurze a kvůli paměťovým 
nárokům není možné zpracovávat delší sekvence. Na testovacím pc s 8-mi GB RAM měla nejdelší 
zpracovaná sekvence tři  sta  tisíc  bází.  Toto omezení  lze  obejít  tak,  že  budeme vstupní  sekvenci 
zpracovávat  vždy po blocích.  Délka bloku je nastavena na sto tisíc bází,  ale může  být  libovolně  
změněna. Díky tomuto zpracování po blocích lze zpracovávat libovolně dlouhé sekvence, nicméně  
zpracování dlouhých sekvencí může být časově velice náročné.
Výskyt vazebního místa v náhodné sekvenci
Pravděpodobnost výskytu vazebního místa v náhodné sekvenci je dána tímto vzorcem:
P=( p(AG )3⋅p (C)⋅p(AT )2⋅p (G)⋅p (CT )3)2⋅21 (6.7)
p(X) vyjadřuje pravděpodobnost výskytu báze X na daném místě (p(XY) pak báze X nebo Y). 
Násobení číslem 21 značí 21 různých kombinací  délky mezery (0-20 bází),  či-li  21 možností  jak 
sekvence bez  neshod uspořádána. Pokud do vzorce dosadíme dostáváme pravděpodobnost výskytu 
sekvence  p=1,25⋅10−6 .  Pokud  chceme  dostat  očekávaný  počet  výskytů,  vynásobíme 
pravděpodobnost  délkou sekvence,  ve  které  budeme  vyhledávat.  Např.  máme-li  sekvenci  o  délce 
jeden milion bází je očekávaný počet výskytů vazebního místa proteinu p53 roven přibližně 1,25.  
Jedná se o místo, jenž neobsahuje žádnou neshodu se vzorem. U místa, kde bychom počítali s jednou 
nepřesností  vůči  vzoru  je  vzorec  odlišný.  Vzorec 6.7 musíme  rozdělit  na  dvě  části  místo  pouze 
umocnění a musíme simulovat výpadek jedné pozice. Nakonec dostáváme pravděpodobnost výskytu 
místa s jednou chybou jako p=60,08⋅10−6 .
Pro  ověření  správnosti  těchto  vzorců  byl  proveden  test  s  vyhledáváním  vazebního  místa 
pomocí regulárního výrazu v náhodně generované sekvenci dlouhé právě jeden milion bází. Test byl  
spuštěn stokrát a výsledné počty nalezených míst byli zprůměrovány. Došlo se k výsledku, že přesné 
vazební místo bylo v sekvenci 1,22-krát a vazební místo s jednou nepřesností 59,85-krát.
Testování na reálných datech
Testování v rámci reálných dat bylo provedeno na sekvencích genů VDR, CHMP4C a LIF. Gen VDR 
obsahuje dvě experimentálně ověřená vazební místa  proteinu p53.  Tyto místa  se však překrývají,  
a tak je není možné pomocí Viterbiho algoritmu identifikovat zároveň. Z těchto dvou míst bylo vždy 
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nalezeno místo, které mělo v algoritmu p53HMM lepší skóre. Nalezená sekvence (skóre z p53HMM 
73.09)  vypadá takto: TAACTAGTTT GAACAAGTTG (levá polovina je společná pro obě ověřená 
vazební místa tohoto genu).  Celkem bylo v sekvenci genu VDR predikováno 129 vazebních míst.  V 
sekvenci  genu LIF bylo  predikováno 15 vazebních míst  a experimentálně ověřené vazební  místo 
GGACATGTCG GGACA-GCTC bylo  mezi  nimi.  Posledním testovanou sekvencí  byla  sekvence 
genu  Chmp4C.  Vzorové  vazební  místo  AAACAAGCCC  AGTAGCAGCAGCTGCTCC 
GAGCTTGCCC  bylo  správně  nalezeno  a  celkem bylo  v  sekvenci  tohoto  genu  predikováno  20 
vazebních míst.
Algoritmus byl  spuštěn i  nad částí  chromozomu 21. Vyhledávalo se v části  31 500 001 až  
35 800 000 a bylo zde predikováno 4434 vazebních míst proteinu p53.
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7 Závěr
Vyhledávání vazebních míst transkripčních faktorů v DNA je netriviální problém.  Cílem této práce 
bylo seznámit se se základní problematikou regulace genů, seznámit se s algoritmy pro vyhledávání  
transkripčních faktorů v DNA, použít již existující nebo navrhnout vlastní algoritmus pro vyhledávání 
vysoce  degenerativního vazebního místa  transkripčního faktoru p53.  Seznámení  se  se  základními 
principy regulace genů bylo popsáno v kapitole dvě. V další kapitole jsme se věnovali základním 
nástrojům, které lze pro vyhledávání použít. Čtvrtá kapitola se věnovala algoritmům, které dokáží  
vyhledávat  vazební  místa  více  transkripčních  faktorů  a  nesoustředí  se  pouze  na  jeden  konkrétní 
transkripční faktor. Kapitola pět popisovala dva algoritmy pro vyhledávání vazebních míst proteinu 
p53.  V  šesté  kapitole  je  pak  návrh  algoritmu,  popis  jeho  implementace  a  otestování.  Testování 
probíhalo na náhodných sekvencích a několika vybraných reálných (sekvence genů VDR, Chmp4C, 
LIF  a  část  chromozomu  21).  Vizualizace  nálezů  je  realizována  pomocí  GenomeBrowseru 
a výstupního souboru ve formátu SVG.
Další pokračování projektu je možné v několika bodech:
1. Náhrada  Viterbiho  algoritmu  za  nějaký  jiný  postup  vyhodnocování,  který  by umožňoval 
mimo jiné zavedení hodnotícího systému.
2. Zpřesnění  trénování  modelu  a  větší  důraz  na  možné  vložené a  chybějící  nukleotidy ve 
vazebním místě. V trénovací množině je zastoupen pouze zlomek možných míst kde dochází 
k odstranění nebo vložení báze.
3. Vytvoření  nástroje  pro  tvorbu a  trénovaní  profilovaných HMM, což  by velice  usnadnilo 
trénování míst kde dochází k odstranění nebo vložení nukleotidu.
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Seznam příloh
Příloha 1. Seznam vazebních míst použitých pro trénování.
Příloha 2. CD s testovacími daty a zdrojovými kódy.
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Seznam trénovacích sekvencí
Gen 1. polovina vaz. místa Mezera 2. polovina vaz. místa
ABCB1, MDR1 GGGCAGGAACA GCGCCGGGGCGT GGGCTGAGCA
ACTA2 AACCATGCCT GCATCTGCCC
AIFM2, AMID AGGCATGAGC CACCGTGCCT GGCCATGCCC
AIFM2, AMID AGGTCTCGCTA TGTTGCCC AGGCTGGTCT
ANLN GAACTGGCTT TTCTGA GGGCCAGGCC
APAF1 AGACATGTCT GGAGACCCTAGGA CGACAAGCCC
APC GGGCATACCC CCGAGGGGTACG GGGCTAGGGCt
ARID3A, E2FBP1 GGACACGCTG GGACATGCCT
ATF3 AGTCATGCCG CTGGCTTGGGCACCATT GGTCATGCCT
BAI1 tGGCTGCCT GGACATGTTC
BAX GGGCAGGCCC GGGCTTGTCG
BBC3, PUMA CTGCAAGTCC TGACTTGTCC
BCL2L14, BCL-G AGCCAAGGCT GGTCTTGAAC
BCL6 AGACAGTGCTT GGGGGGTGATTC GGGCTAGTCT
BDKRB2, BK2 GGAagTGCCC AGGaggcTga
BID GGGCATGATG GTGCATGCCT
BIRC5, survivin GGGCGTGCGC TCC CGACATGCCC
BNIP3L AAGCTAGTCT CAGTG GcGCATGCCT
BTG2, TIS21 AGTCCGGGCA G AGCCCGAGCA
C12orf5 AGACATGTCC AC AGACTTGTCT
C13orf15, RGC32 AGGCgAGTTT AAG cAGCTTGTCC
CASP1 AGACATGCAT ATGCATGCAca
CASP10 AAACTTGCTg GTTTA AAtCTTGgCT
CASP6 AGGCAAGGAG TTTG AGACAAGTCT
CAV1 GCCCAAGCAC CCCAGCGCG GGAGAaACGTTC
CCNG1 GcACAAGCCC AGGCTAGTCC
CCNK AAACTAGCTT GC AGACATGCTg
CD82, KAI1 AGGCAAGCT GGGGCA GctCAAGCCT
CDC25C GGGCAAGTCT TACCATTTCCA GAGCAAGCaC
CDKN1A, p21 AGACTGGGCA TGTCTGGGCA
CDKN1A, p21 GAAgAAGaCT GGGCATGTCT
CDKN1A, p21 GAACATGTCC cAACATGTTg
Chmp4C AAACAAGCCC AGTAGCAGCAGCTGCTCC GAGCTTGCCC
COL18A1 TGACATGTGT GAGCATGTAT
COL18A1 TGACATGTGT GAGCATGTAT
CRYZ ctGCAAGTCC ATT AAACcTGTTT
CTSD, IRDD AAcCTTGgTT tgcAAgAgGCTT
CTSD, IRDD AAGCTgGgCC GGGCTgaCCC
CX3CL1, fractalkine GGGCATGTTC C CAGCTTGTGG
DDB2 GAACAAGCCC T GGGCATGTTT
DDIT4, REDD1 AAACAAGTCT TTCCTTGATC
DDR1 GAGCTGGTCC AGGCTTATCT
DKK1 AGCCAAGCTT TTAATG AACCAAGTTC
51
DNMT1 GCGCATGCGT GTTCCCT GGGCATGGCC
DUSP1, MKP1 GGTCCTGCCC A GGCAAATGGG
DUSP5 CAACAAGCCC T TGTCTAGTGC
EDN2 CTGCAAGCCC GGGCATGCCC
EEF1A1 GGGCAGACCC GA GAGCATGCCC
EEF1A1 GGACACGTAG ATTC GGGCAAGTCC
EEF1A1 AAACATGATT AC AGGGACATCT
EGFR GAGCTAGACG TCC GGGCAGCCCC
EphA2 CACCATGTTG GCC AGGCATGTCT
FANCC, FAC GGACATGTTT AAATACTTGA GAGCTATTTT
FAS, CD95 GGACAAGCCC TGACAAGCCA
FDXR GGGCAgGagC GGGCTTGCCC
GADD45A GAACATGTCT AAGCATGCTG
GDF15, MIC-1 AGCCATGCCC GGGCAAGAAC
GDF15, MIC-1 CATCTTGCCC AGACTTGTCT
GML AtGCTTGCCC AGGCATGTCC
GPX1 GGGCCAGACC AGACATGCCT
HBV TTGCATGTAT ACAAGCT AAACAGGCTT
HD, Huntington ATGCTTGTTC TACAGAA GAGCATGTTA
HD, Huntington CGCCATGTTG GCC AGGCTGGTCT
HD, Huntington GGGCCTGCTT CCAGTT AAGCTTGCTT
HGF, SF ACACATGTAT TTTCCTGTTT
HIC1 GGGCGCTGCCC TGGCACAGCTC
HSP90AB1, 
hsp90beta GGGACTGTCT GGGTATCGGA AAGCAAGCCT
HSPA8 GcACTAGTTC TGGACCTC GcGCgTGCTT
IBRDC2, p53RFP AGACAGGTCC TGACAAGCAG
IER3, IEX-1 GCCACATGCCT CGACATGTGCC
IGFBP3 GGGCAAGACC TGCCAAGCCT
IGFBP3 AAACAAGCCA C CAACATGCTT
IRF5 AGGCATGCCa CA AGGCATGgTC
KRT8, CK8 ccGCcTGCCT CC ActCcTGCCT
LGALS3, galectin-3 GGGCTTGCAA GCTG GAGCCTTGTTT
LIF GGACATGTCG GGACAGCTC
LRDD, PIDD AGGCcTGCCT GCGTGCTG GGACATGTCT
MAD1L1, MAD1 GATTCAAGCTG ATACTGAGT
mdm2 AGTTAAGTCC TGACTTGTCT
mdm2 GGTCAAGTTC AGACACGTTC
MET ggacggacag CACGCGAGGCAGAC AGACAcGTgC
MLH1 AGGCATGTAC A GCGCATGCCC
MMP2 AGACAAGCCT GAACTTGTCT
MSH2 GAcCTAGgCg C AGGCATGCgC
MSH2 AGGCTAGTTT TTTTTTTGTTTTC AAGTTTCCTT
NDRG1 CCACATGCAC ACGCACGAGCGC GCACATGAAC
NLRC4, Ipaf AGACATGTTC CTGGTAGTTT
NOS3 GAGCcTcCCa GCC GGGCTTGTTC
ODC1 GGACcAGTTC CAGGC GGGCgAGaCC
52
ODC1 GGGCTcGCCT TGGTACAGAC GAGCggGCCC
P2RXL1 GAACAAGggC AT GAGCTTGTCT
P53AIP1 TCTCTTGCCC GGGCTTGTCG
PCBP4, MCG10 GgtCTTGgCCC AGACTTAGCaC
PCBP4, MCG10 GAACTT AAGACCGAGGCTCT GGACAAGTT
PCNA GAACAAGTCC GGGCATaTgT
PERP AGGCAAGCTC CAGCTTGTTC
PLAGL1, ZAC CAACTAGACT AGACTAGCTT
PLK2, SNK AGACATGgTg TGT AAACTAGCTT
PLK2, SNK GGtCATGaTT CCT tAACTTGCCT
PLK2, SNK AAACATGCCT GGACTTGCCC
PLK3 TAACATGCCC GGGCAA AAGCGAGCGC
PML GcGCTgGCCT GGAGCCAG GGGCATGTCC
PMS2 ATACTTGATT TG TTTCTTGTAA
PPM1J, MGC19531 GAACATGCCT GAGCAAGCCC
PRDM1, BLIMP1 GTGCAAGTCT GGACATGTTT
PRKAB1, 
AMPKbeta1 GTTCTTGCCG CGGCTTGCCT
PTEN GAGCAAGCCC CAGGCAGCTACACT GGGCATGCTC
PTK2, FAK AAGCAAGCC
PYCARD, ASC GTGCAAGCCC AG AGACAAGCAG
RABGGTA CCTCTTGTGG AACGTGCA AAGCCTGTCC
RB1 GGGCGTGCCC CGAC GTGCgcGCgC
RFWD2, COP1 AGACTTGCCT GT GAACAGTCAC
RPS27L GGGCATGTAG TGACTTGCCC
RRM2B, p53R2 tGACATGCCC AGGCATGTCT
S100A2 GGGCATGTgT GGGCAcGTTC
SCARA3, CSR1 GGGCAAGCCC AGACAAGTTg
SCD GGGCcgGTCC T GGGCTAGgCT
SCN3B TGACTTGCTC TGCCTTGCCT
SCN3B TGGCAAGGCT GAGCTAGTTC
SERPINB5, maspin GAACATGTTg G AGGCcTtTTg
SERPINE1 AcACATGCCT cAGCAAGTCC
SESN1, PA26 GGACAAGTCT CCACAAGTCa
SFN, 14-3-3sigma AGCATTAGCCC AGACATGTCC
SH2D1A, SAP GGCTGGCTC AGCTGT CAGCTTGCTT
SH2D1A, SAP GGGCTGGCTC GGCTGGCTC
SH2D1A, SAP CAACACTGCAC TAGT GGGCTGGCTC
SLC38A2 AAcCATGCTg TTACACGCACC AGCTTGTCC
STEAP3, TSAP6 AGACAAGCAT AG GGACATGCTC
TAP1 GGGCTTGgCC CTGCCG GGACTTGCCT
TGFA GGGCAGGCCC TGCCTAGTCT
TNFRSF10A, DR4 GGGCATGTCC GGGCAgGagg
TNFRSF10B, DR5 GGGCATGTCC GGGCAAGaCg
TNFRSF10C, DcR1 GGGCATGTCC GGGCAGGACG
TNFRSF10D, DcR2 GGGCATGTCT GGGCAGGACG
TP53, p53 TTACTTGCCC TTACTTGTCA
53
TP53INP1 GAACTTGggg GAACATGTTT
TP63, TP73L TAACTTGTTA TTG AAACATGCTC
TP73, p73 GtACTTGCCg TCCGGGGA GAACTTGCag
TP73, p73 GAACTTGCag AGTAAGCTGGA GAGCTTGaaT
Tp73:Delta GGGCAAGCT GAGGCCTGCCCC GGACTTGGAT
TRIAP1, p53CSV CTTCATGTCC GTGCATGCCT
TRIM22, Staf50 TGACATGTCT AGGCATGTAG
TRPM2 GGCCTTGCCT TGCTC AGGCCTGCTT
TRPM2 GAGCAGGTCT GACCTGCTTCCCA GGGCCTGCTT
TRPM2 TGCCTTGCTC AGGCCTGCTT
TSC2 TAACAAGCTC G GGGCTAGCCC
TSC2 AGGCTAGTCT GAAACTCCTGGGC TGACGTGAC
TSC2 GGGCATGGTG GCACATGCCT
TYRP1, TRP-1 CGCCTAGTTT GGGT GAGCAGATT
TYRP1, TRP-1 GAGCAGATT TGGGATTAATTATC AGGCAGCAA
TYRP1, TRP-1 CCACATGCAC T TAACAGTTC
TYRP1, TRP-1 AGACCAGCCC CC CGCCTAGTTT
TYRP1, TRP-1 AGGCAGCAA T CCACATGCAC
UBD, FAT10 AGGCATGCTC AGTGGCGTGG
VCAN, CSPG2 AGACTTGCC A CAGACAAGTCC
VDR TAACTAGTTT GAACAAGTTG
VDR AGGTTAGATG TAC TAACTAGTTT
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