We prove a local monodromy theorem for p-adic differential equations on an annulus, answering a question of R. Crew. Specifically, suppose given a finite free module over the Robba ring (the ring of germs of functions analytic on some open p-adic annulus with outer radius 1) with a connection and a compatible Frobenius structure. We prove that the module admits a basis over a finite extension of the Robba ring (induced by a finite cover of the open p-adic unit disc) on which the connection acts via a nilpotent matrix.
Introduction
The role of p-adic differential equations in algebraic geometry was first pursued systematically by Dwork; the modern manifestation of this role comes via the theory of isocrystals and Fisocrystals, which over a field of characteristic p > 0 attempt to play the part of local systems for the classical topology on complex varieties and lisse sheaves for the l-adic topology when l = p. In order to get a usable theory, however, an additional "overconvergence" condition must be imposed, which has no analogue in either the complex or l-adic cases. For example, the cohomology of the affine line is infinite dimensional if computed using convergent isocrystals, but has the expected dimension if computed using overconvergent isocrystals. This phenomenon was generalized by Monsky and Washnitzer [MW] into a cohomology theory for smooth affine varieties, and then generalized further by Berthelot to the theory of rigid cohomology, which has good behavior for arbitrary varieties (see for example [Be1] ).
Unfortunately, the use of overconvergent isocrystals to date has been hampered by a gap in the local theory of these objects; for example, it has not yet been possible to prove finite dimensionality of Berthelot's rigid cohomology with arbitrary coefficients (the case of constant coefficients is treated by Berthelot in [Be2] ). This gap can be described as a p-adic analogue of Grothendieck's local monodromy theorem for l-adic cohomology; the purpose of the present paper is to fill this gap.
The best conceivable analogue of Grothendieck's theorem would be that an F -isocrystal becomes a successive extension of trivial isocrystals after a finiteétale base extension. Unfortunately, this assertion is not correct; for example, it fails for the pushforward of the constant isocrystal on a family of ordinary elliptic curves degenerating to a supersingular elliptic curve.
The correct analogue of the local monodromy theorem was formulated conjecturally by Crew [Cr, Section 10.1] , and reformulated in a purely local form by Tsuzuki [T2, Theorem 5.2 .1]; we now introduce some notation needed to describe it. Let k be a field of characteristic p > 0, and O a finite totally ramified extension of a Cohen ring C(k). The Robba ring Γ an,con is defined as the set of Laurent series over O[ ] which converge on some open annulus with outer radius 1; its subring Γ con consists of series which take integral values on some open annulus with outer radius 1, and is a discrete valuation ring. (See Section 2 to find out where the notations come from.) We say a ring endomorphism σ : Γ an,con → Γ an,con is a Frobenius for Γ an,con if it is a composition power of a map preserving Γ con and reducing modulo a uniformizer of Γ con to the p-th power map. For example, one can choose t ∈ Γ con whose reduction is a uniformizer in the ring of Laurent series over k, then set t σ = t q . Given a ring R in which p = 0 and an endomorphism σ : R → R, we define a σ-module M as a finite locally free module equipped with an R-linear map F : M ⊗ R,σ R → M that becomes an isomorphism over R[ ]; the tensor product notation indicates that R is viewed as an R-module via σ. For the rings considered in this paper, a finite locally free module is automatically free; see Proposition 2.13. Then F can be viewed as an additive, σ-linear map F : M → M that acts on any basis of M by a matrix invertible over R[
We define a (σ, ∇)-module as a σ-module plus a connection ∇ : M → M ⊗ Ω 1 R/O (that is, an additive map satisfying the Leibniz rule ∇(cv) = c∇(v) + v ⊗ dc) that makes the following diagram commute:
We say a (σ, ∇)-module over Γ an,con is quasi-unipotent if, after tensoring Γ an,con over Γ con with a finite extension of Γ con whose corresponding residue field extension is separable, the module admits a filtration by (σ, ∇)-submodules such that each successive quotient admits a basis of elements in the kernel of ∇. In these notations, our main result is the following theorem. (This theorem actually follows from the more precise Theorem 5.7, but we defer the statement of the latter to the end of the paper.) Theorem 1.1 (Local monodromy theorem). Let σ be any Frobenius for the Robba ring Γ an,con . Then every (σ, ∇)-module over Γ an,con is quasi-unipotent.
Briefly put, a p-adic differential equation on an annulus with a Frobenius structure has quasi-unipotent monodromy. It is worth noting (though not needed in this paper) that for a given ∇, whether there exists a compatible F does not depend on the choice of the Frobenius map σ. This follows from the existence of change of Frobenius functors [T2, Theorem 3.4.10] .
Our approach to proving Theorem 1.1 is to carefully study the Frobenius structure of a σ-module over the Robba ring, constructing a trivialization of this structure over a large auxiliary ring. We then partially descend this trivialization to a filtration defined over the Robba ring, in which each successive quotient is a unit-root σ-module. Finally, we bring in the connection structure using a theorem of Tsuzuki [T1] , that proves Theorem 1.1 (and more) for unit-root (σ, ∇)-modules. The overall approach is inspired by de Jong's proof [dJ] of the extension theorem for p-divisible groups in equal characteristic, as well as Tsuzuki's construction of the slope filtration for Frobenius structures of F -isocrystals [T2] and his aforementioned proof of Theorem 1.1 in the unit-root case.
Proofs of Theorem 1.1 have also been given recently by André [A] and by Mebkhout [M] , using techniques that are in a sense diametrically opposite to those of this paper. Rather than studying Frobenius structures, André and Mebkhout rely on results of Christol and Mebkhout [CM1] , [CM2] , [CM3] , [CM4] on the local structure of p-adic differential equations, which do not depend on the existence of a Frobenius structure.
Consequences of the local monodromy theorem arise both in algebraic geometry and in number theory. On one hand, it is needed to prove the finite dimensionality of rigid cohomology with coefficients in an overconvergent F -isocrystal. As noted earlier, Berthelot [Be2] proved finite dimensionality for cohomology with coefficients in a trivial F -isocrystal; Tsuzuki [T3] generalized this to unit-root F -isocrystals. Assuming Theorem 1.1, Crew [Cr] proved finite dimensionality for cohomology of a curve with coefficients in an arbitrary overconvergent F -isocrystal; this has been generalized to an arbitrary base by Shiho [S, Theorem 3.1.9 ], but only under the assumption of a global version of Theorem 1.1 that is not yet known.
On the other hand, the work of Berger [Bg] has exposed a close relationship between F -isocrystals and p-adic Galois representations. For example, Fontaine's "conjecture de monodromie p-adique" for p-adic Galois representations (that every de Rham representation is potentially semistable) follows from Theorem 1.1.
In a companion paper [Ke6] , we deduce from the local monodromy theorem Tsuzuki's full faithfulness conjecture [T4] , which asserts that convergent morphisms between overconvergent F -isocrystals are themselves overconvergent. In a subsequent paper, we plan to describe local and global results on extending overconvergent F -isocrystals to log-F -isocrystals after a genericallyétale base change (addressing the hypothesis of Shiho mentioned above).
The structure of this paper is as follows. In Section 2 we define a number of auxiliary rings used in the rest of the paper as well as σ-modules. (It may be easiest to skim this section on first reading and return to it as needed.) In Section 3 we construct the special Newton polygon of a σ-module over Γ an,con and some associated structures. In Section 4 we construct the generic Newton polygon of a σ-module over Γ and some associated structures. (Note that Sections 3 and 4 are logically independent of each other, except for the comparison of the Newton polygons at the end of Section 4.) We complete the proof of Theorem 1.1, and prove some more refined results, in Section 5.
Note that most of the material in this paper has appeared previously in the author's doctoral dissertation [Ke1] , written under Johan de Jong, and/or a sequence of preprints [Ke2] , [Ke3] , [Ke4] , [Ke5] . However, all necessary results from those sources have been repeated here, so as to remove any logical dependence on unpublished results. 
Some auxiliary rings
In this section, we define a number of auxiliary rings used in the local study of p-adic differential equations, and set some notations that will be used throughout the paper.
Preliminary notations
Recall that for every field K of characteristic p > 0, there exists a complete discrete valuation ring with fraction field of characteristic 0, maximal ideal generated by p, and residue field isomorphic to K, and that this ring is unique up to noncanonical isomorphism. Such a ring is called a Cohen ring for K; see [Bo] for the basic properties of such rings.
Let k be a field of characteristic p > 0, and C(k) a Cohen ring for k. Let O be a finite totally ramified extension of C(k), let π be a uniformizer of O, and fix once and for all a ring endomorphism σ 0 on O lifting the absolute Frobenius x → x p on k. Let q = p f be a power of p and put σ = σ f 0 . Let O 0 denote the fixed ring of σ; if k is algebraically closed, then O 0 has the same value group as O, in which case we may assume π ∈ O 0 . Let v p denote the valuation on O normalized so that v p (p) = 1, and let | · | denote the norm on O given by |x| = p −vp(x) . For convenience we introduce a bit of terminology concerning fields with valuations. For K and k fields with k ⊂ K, we say K is a valued field over k if K comes equipped with a Q-valued valuation that restricts to the null valuation on k, with valuation ring isomorphic to k via the inclusion k ⊂ K.
We also make a notational warning: the expression (x −1 ) σ , for x a ring element or matrix, will often be abbreviated x −σ . This is not to be confused with x σ −1 ; the former is the image under σ of the multiplicative inverse of x, the latter is the image of x under the inverse of σ. Similarly, if A is a matrix, then A T will denote the transpose of T , and the expression (A −1 ) T will be abbreviated A −T .
Cohen rings
For K a field containing k, let Γ K be a discrete valuation ring containing O with residue field K, in which π generates the maximal ideal. (For example, choose a Cohen ring C(K) of K and an embedding C(k) → C(K), and tensor C(K) with O over C(k).) Again put q = p f . By a Frobenius σ on Γ K , we mean a ring endomorphism which is the f -th composition power of an endomorphism restricting to σ 0 on O and acting as the absolute Frobenius x → x p modulo π. When K is perfect, σ is uniquely determined: if [x] denotes the Teichmüller lift of x, then [x] σ is congruent to x q modulo π and has p n -th roots for all n, so must equal [x q ]. That is, Γ K can be canonically identified with the Witt ring W (K) equipped with its Frobenius map.
The association L → Γ L is not functorial, but some compatibilities are available. Here are the ones we we will need.
(a) If L/K is an extension of perfect fields, then Γ K and Γ L can be identified with
(b) Given an algebraic separable extension L/K, there exists an embedding of Γ K in Γ L , and given any Frobenius σ on Γ K , there is a unique extension of σ to Γ L . It suffices to prove this for L/K finite; in this case, any such embedding identifies Γ L with Γ K [x]/(P (x)) for some polynomial P (x) whose reduction modulo π is separable. Now x σ can and must be taken as the unique root of P σ (x) congruent to x p modulo π (guaranteed to exist by Hensel's lemma).
(c) With notation as in (b), every automorphism of L over K extends to a unique automorphism of Γ L over Γ K commuting with Frobenius. Namely, again assuming L/K is finite without loss of generality, if x generates Γ L over Γ K with minimal polynomial P (x), and τ is an automorphism of L over K, we can and must define x τ as the unique root of P (x) congruent to x τ modulo π.
(d) If L is perfect and Γ K is endowed with a Frobenius σ, then Γ K perf can be identified with the p-adic completion of the direct limit of the system Γ
(e) If k ′ is an algebraic extension of k, and k is integrally closed in K, let L be the compositum of k ′ and K over k. Then Γ L is isomorphic to the p-adic completion of
We will often fix a field K (typically k((t))), in which case we may write Γ instead of Γ K . In this case, we will frequently refer to Γ L for various canonical extensions L of K, namely L = K sep the separable closure of K, L = K perf the perfect closure of K, and L = K alg the algebraic closure of K. In all of these cases, we will drop the K from the notation where it is understood, writing Γ perf for Γ K perf and so forth.
Overconvergent rings
Assume that K is a valued field over k, whose valuation will be denoted v K , and suppose σ : Γ K → Γ K is a ring endomorphism lifting the p-power Frobenius on K. We define a subring of Γ K of "overconvergent" elements, whenever possible; the possibility depends on the choice of σ.
First assume K is perfect. For
, where the brackets again denote Teichmüller lifts. For n in the value group of O, we define the "partial valuations"
where the bar denotes reduction to K. It is worth recalling the basic properties of the partial valuations:
For each r > 0, let Γ K r denote the subring of x ∈ Γ K such that lim n→∞ (v n (x) + rn) = ∞, and let Γ K con = ∪ r>0 Γ K r . Warning: σ acts on Γ K con but does not send Γ K r into itself; rather, it sends Γ K r into Γ K rq . Now let K be arbitrary; whether these constructions can be descended from K perf to K depends on σ, or equivalently on the embedding of Γ K into Γ perf . We say that σ is overconvergent if Γ K ∩ Γ perf con has residue field K. In this case we put Γ
Proof. By a lemma of Nagata [N, 43.2] , it suffices to show that if P (x) = x n +a 1 x n−1 +· · ·+a n is a polynomial over Γ con such that a 1 ≡ 0 (mod π) and a i ≡ 0 (mod π) for i > 1, then P (x) has a root r in Γ such that r ≡ −a 1 (mod π). By replacing P (x) by P (−x/a 1 ), we may reduce to the case a 1 = −1; by Hensel's lemma, P has a root r in Γ congruent to 1 modulo π, and P ′ (r) ≡ nr n−1 − (n − 1)r n−2 ≡ 1 (mod π). Choose a constant c > 0 such that v n (a i ) ≥ −cn for all n, and define the sequence {r j } ∞ j=0 by the Newton iteration, putting r 0 = 1 and r j+1 = r j − P (r j )/P ′ (r j ). Then {r j } converges π-adically to r, and by induction on j, we can show that v n (r j ) ≥ −cn for all n and all j. Namely, this is obvious for r 0 , and given v r (r j ) ≥ −cn for all j, it follows that v n (P (r j )) ≥ −cn, v n (P ′ (r j )) ≥ −cn, and v n (1/P ′ (r j )) ≥ −cn (the last because v 0 (P ′ (r j )) = 0). These together imply v n (r j+1 ) ≥ −cn for all n, completing the induction. We conclude that r ∈ Γ con and Γ con is Henselian, as desired.
The overconvergent rings satisfy a set of compatibilities analogous to those satisfied by the Cohen rings containing them, as follows.
(b) If L/K is an algebraic separable extension and σ is an overconvergent Frobenius on Γ K , then its extension to Γ L is also overconvergent. It suffices to check this for L/K finite. Pick a polynomial P (x) over Γ K con whose reduction P is separable and such that (e) If k ′ is an algebraic extension of k, and k is integrally closed in K, let L be the compositum of k ′ and K over k. We extend the valuation on K to L so that all elements of k
, and the map is an isomorphism if k ′ is a finite extension of k. Moreover, the Galois group Gal(C(k ′ )/C(k)) acts on Γ L con compatibly with this embedding.
For further reference, we record the behavior of a simple type of equation involving σ; this will be vastly generalized by Proposition 4.7 later.
Proposition 2.2. Suppose x ∈ Γ alg con is not congruent to 0 modulo π. Then there exists y ∈ Γ alg con such that y σ = xy.
Proof. First note that there exists y ∈ Γ alg such that y σ = xy. Namely, choose y 0 ∈ Γ alg such that y
, and set y l+1 = y l z l . Next, we check that in fact y ∈ Γ alg con ; there is no loss of generality in assuming x, y ≡ 1 (mod π), since we could have chosen each of the y i in Γ alg con . Then v n (y) ≤ 0 for all n ≥ 0, and
Choose r > 0 such that v n (x) ≥ −rn for all n ≥ 0. Then we can prove v n (y) ≥ −rn by induction on n. Namely, this evidently holds for n = 0. For n > 0, if the minimum in the above equation is achieved by m = 0, we have pv n (y) ≥ v n (y), or v n (y) ≥ 0 ≥ −rn. If the minimum is achieved by some m > 0, we have qv n (y) ≥ −rm − r(n − m) = −rn. Thus the induction goes through, and we may conclude y ∈ Γ alg con .
Analytic rings: generalizing the Robba ring
Assume now that K is a valued field over k and that σ is an overconvergent Frobenius on Γ K , so that Γ K con is defined. Assume moreover that there exists r > 0 such that Γ
has units congruent to all nonzero elements of K. For example, this holds for K = k((t)): choose r such that t lifts to a unit in Γ K r . It also holds if K is perfect: take r arbitrary and use Teichmüller lifts as the desired units. (It does not hold in general if K is separably closed, even if K = k((t))
sep . In this case, each unit in K admits a lift, but r cannot be chosen uniformly.) Under this hypothesis, we generalize the construction of the Robba ring from k((t)) to more general K; the case K = k((t)) alg is particularly crucial for our results. For 0 < s ≤ r, define the valuation w s on Γ 
We can extend the functions v n to Γ K an,r by continuity: if x i → x in the Fréchet topology, then v n (x i ) either stabilizes at some finite value or tends to +∞ as i → ∞, and we may put
We define a semiunit of Γ r as any element which is either a unit or zero. If K is perfect, we define a strong semiunit in Γ r as any element x such that v n (x) = v 0 (x) for all n ≥ 0. Every Teichmüller lift is a strong semiunit, so every element of K lifts to a strong semiunit.
Lemma 2.3. For x ∈ Γ an,r , there exist semiunits u n for n ∈ Z such that N n=−N π n u n converges to x in the Fréchet topology as N → ∞. If K is perfect, we may take the u n to be strong semiunits.
Proof. Note that any element of Γ r can be written as ∞ n=0 π n u n for some semiunits u n : choose a semiunit congruent to x modulo π, subtract it off, divide by π, and repeat. In fact, we may assume that if m > n and u m and u n are both nonzero, that w r (π m u m ) ≤ w r (π n u n ), otherwise we can replace u n by u n + π m−n u m and the latter is still a unit. Now given x ∈ Γ an,r , let n 0 be the smallest n in the value group of O that minimizes n + rv n (x). For i = 0, 1, . . . , let n i+1 be the smallest value of n less than n i that minimizes n + rv n (x). Pick x 0 ∈ Γ r such that w r (x − x 0 ) ≥ n 1 + rv n 1 (x), and express x 0 as a sum of powers of π times semiunits as described in the first paragraph. Let y 0 be the sum of the monomials m = π n u n in this expansion of x 0 for which w r (m) = w r (x).
, express it as a sum of powers of π times semiunits, and let y i+1 be the sum of the monomials m in this expansion for which w r (m) = w r (x − y 0 − · · · − y i ). The sum ∞ i=0 y i can be reordered to give a sum of powers of π times semiunits converging to x. This proves the first assertion; for the second assertion, simply note that if K is perfect, the word "semiunit" can be replaced by "strong semiunit" everywhere in the argument.
Although the decomposition as a sum of semiunits is not unique, in a certain sense the "leading terms" are unique. Namely, choose a multiplicative map λ :
equal to the lowest nonzero coefficient of x, viewed as a Laurent series in t.) Then define the leading terms map L r : Γ an,r → ∪ ∞ n=1 k[t 1/n , t −1/n ] as follows. For x ∈ Γ an,r nonzero, find a finite sum y = N j=−N π j u j such that each u j is a semiunit, w r (π j u j ) = w r (x) for all j such that u j = 0, and
; this definition does not depend on the choice of y. Moreover, the leading terms map is multiplicative, that is,
We define the upper degree and lower degree of a nonzero element of ∪ ∞ n=1 k[t 1/n , t −1/n ] as the largest and smallest powers of t, respectively, occurring in the element; we define the length of an element as the upper degree minus the lower degree. We extend all of these definitions to Γ an,r through the map L r .
Before leaving this subsection, we record the behavior of a simple type of equation involving σ.
Proposition 2.4. (a) Assume K is separably closed. For λ ∈ O 0 a unit and x ∈ Γ con (resp. x ∈ Γ an,con ), there exists y ∈ Γ con (resp. y ∈ Γ an,con ) such that y σ − λy = x.
(b) Assume K is perfect. For λ ∈ O 0 not a unit and x ∈ Γ con (resp. x ∈ Γ an,con ), there exists y ∈ Γ con (resp. y ∈ Γ an,con ) such that y σ − λy = x.
(c) For λ ∈ O 0 not a unit and x ∈ Γ an,con , there is at most one solution of the equation λy σ − y = x, and if x ∈ Γ con , then y ∈ Γ con as well.
(d) For λ ∈ O 0 not a unit and x ∈ Γ an,con such that v n (x) ≥ 0 for all n, there exists y ∈ Γ an,con such that λy
Proof. (a) If x ∈ Γ con , we can find y ∈ Γ such that y σ − λy = x. Namely, define the sequence {y i } ∞ i=0 by putting y 0 = 0 and choosing y i such that
To see that in fact y ∈ Γ con , note that
In any case, we have y ∈ Γ con .
For x ∈ Γ an,con , choose r > 0 such that x ∈ Γ an,r , and write x = ∞ i=−∞ u i π i for some semiunits u i . Using the argument above, choose v i ∈ Γ con such that v σ i − λv i = u i , and such that for any i and n, either
i converges with respect to | · | s for 0 < s < r, and its Fréchet limit y is the desired soluiton.
(b) We next treat the case where λ is not a unit. If x ∈ Γ con , we simply take
since the series converges π-adically to an element of Γ con . Suppose now that x ∈ Γ an,con ; by Lemma 2.3, we may write x = n π n u n for some strong semiunits u n . Let N be the largest value of n for which v 0 (u n ) ≤ 0. We may then take
(c) We prove the second assertion first. Namely, assume x ∈ Γ con and y ∈ Γ an,con satisfy λy σ − y = x; we show that y ∈ Γ con . First suppose 0 < v n (y) < ∞ for some n < 0. Then
contradiction. Thus v n (y) is either nonpositive or ∞ for all n < 0; in particular,
For the first assertion, suppose x ∈ Γ an,con and y 1 , y 2 ∈ Γ an,con satisfy λy
σ − (y 1 − y 2 ) = 0; by the previous paragraph, this implies 
Analytic rings are Bezout rings
The rings Γ K an,con are ill-behaved in certain ways; for starters, they are not Noetherian. However, Lazard [L] proved that Γ k((t)) an,con is a Bezout ring, that is, a ring in which every finitely generated ideal is principal. The purpose of this subsection is to generalize Lazard's result as follows.
Theorem 2.5. Let K be a valued field over k, and assume that for some r > 0, Γ K r has units congruent to all nonzero elements of K. Then every finitely generated ideal in Γ K an,con is principal.
Our approach resembles that of Lazard, with "pure elements" standing in for the divisors in his theory. Before beginning the proof of the proposition, we collect some preliminary results; throughout this section, we assume K satisfies the hypotheses of the proposition.
For x ∈ Γ an,r nonzero, define the Newton polygon of x as the lower convex hull of the set of points (v n (x), n) and the slopes of x as the negatives of the slopes of the Newton polygon of x, disregarding any slopes greater than r if they occur. (The negation is to ensure that all slopes are positive.) Also define the multiplicity of a slope s ∈ (0, r] of x as the difference in y-coordinates between the endpoints of the segment of the Newton polygon of slope −s, or 0 if s is not a slope of x. If x has only one slope s, we say x is pure of slope s. Note that the multiplicity of s as a slope of x is equal to s times the length of L s (x), where L s is the leading terms map in Γ an,s .
Lemma 2.6. Let x and y be nonzero elements of Γ an,r . Then the multiplicity of a slope s of xy is the sum of its multiplicities as a slope of x and of y.
Proof. This follows immediately from the multiplicativity of the leading terms map L s .
Corollary 2.7. The units of Γ an,con are precisely the nonzero elements of
The next lemma may be viewed as a version of the Weierstrass preparation theorem.
Lemma 2.8. Let x be a nonzero element of Γ an,r whose largest slope is s with multiplicity m. Then there exists y pure of slope s with multiplicity m such that y divides x.
Proof. We may assume without loss of generality (after multiplying by a suitable unit) that w r (x) = 0, v 0 (x) = 0, and v n (x) > −rn for n > 0. By Lemma 2.3, we may write
and set c = w r (x − y 0 z 0 ). Given y l and z l for some l > 0, write x − y l z l = ∞ n=−∞ π −n a n for some semiunits a n by Lemma 2.3, and set
Then w r (y l+1 − y l ) and w r (z l+1 − z l ) are both at least w r (x − y l z l ), and so
In particular, y l and z l converge to limits y and z, with y pure of slope s and multiplicity m, such that yz = x.
A slope factorization of a nonzero element x of Γ an,r is a Fréchet-convergent product x = N j=1 x j for N a positive integer or ∞, where x j is pure of slope s j for some s j , where s i > s j when i < j.
Lemma 2.9. Every nonzero element of Γ an,r has a slope factorization.
Proof. Let x be a nonzero element. By Lemma 2.8, we can find y 1 pure of slope equal to the largest slope of x such that y 1 divides x. Likewise, we can find y 2 pure of slope equal to the largest slope of x/y 1 such that y 2 divides x/y 1 , y 3 pure of slope equal to the largest slope of x/(y 1 y 2 ) such that y 3 divides x/(y 1 y 2 ), and so on. In fact, we can choose y i of the form 1 + m n=1 π −n u n , which forces i y i to converge. Then putting z j = j i=1 y i , the sequence x/z j also converges to a limit u. Now u i y i = x, and x and i y i have the same Newton polygon. Thus u cannot have any slopes, so must be a unit, and (uy 1 ) i>1 y i is a slope factorization of x.
Lemma 2.10. Let x and y be elements of Γ an,r with x pure of slope s. Proof.
(a) Without loss of generality, we may write
Let t be the smallest slope of y, and assume without loss of generality that y = 1 + i>0 π i y i for some semiunits y i . Then for l = 0, 1, . . . , we can write (1 − y) l = i≥l π −i u l,i , and put z l = i≥l u l,i c i . Now
and the lower bound tends to ∞ as l does. Thus w r (z l ) → ∞, and so (since z l ∈ Γ r ) l z l converges to some z.
then the sequence b i converges to a limit b, and we have bx = lim i→∞ a i y − 1 + z i+1 = yz − 1. Therefore the ideal (x, y) is trivial, as desired.
(b) Let m and n be the multiplicities of s as a slope of x and y; we induct on m + n.
Without loss of generality, assume m ≤ n, and
then the multiplicity of s as a slope of z is strictly less than n. If we use Lemma 2.9 to write z = a 1 · · · a l bc, where a 1 , . . . , a l are pure of slopes greater than s, b is pure of slope s (or a unit), and c has all slopes less than s, we have (a 1 , x) = · · · = (a l , x) = (x, c) = 1 by (a), so (x, y) = (x, z) = (x, b). By the induction hypothesis, (x, b) is trivial or generated by a pure element of slope s, as desired.
Lemma 2.11 (Principal parts theorem). Let s n be a decreasing sequence of positive rationals and suppose x n ∈ Γ K an,r is pure of slope s n for all n. Then for any sequence y n of elements of Γ K an,r , there exists y ∈ Γ K an,r such that y ≡ y n (mod x n ) for all n. Proof. Let x = n x n and let u n = x/x n . By Lemma 2.10, x n is coprime to i>n x i and to each of x 1 , . . . , x n−1 , hence also to u n . We construct a sequence {z n } ∞ n=1 such that u n z n ≡ y n (mod x n ) and u n z n converges; then we may set y = u n z n and be done. First, choose v n with u n v n ≡ y n (mod x n ). It suffices to show that for any ǫ > 0, there exists c such that for all s ≥ s n−1 , |1 + cx n | s < ǫ; for example, one can then choose such an ǫ with ǫ|u n v n | s < 1/n for all s ≥ s n−1 , and set z n = v n (1 + cx n ).
Note that |1 − x n | s < 1 for s > s n , so in those norms, the sequence
m is Cauchy. In particular, there exists m such that |u n v n (1 + cx n )| s < ǫ for all s ≥ s n−1 . Set z n = v n (1 + cx n ); it is now clear that the series u n z n is Cauchy for all of the w s , and thus convergent. We then take y = u n z n and the proof is complete.
At last we are ready to prove the generalization of Lazard's result.
Proof of Theorem 2.5. By induction, it suffices to prove that if x, y ∈ Γ K an,con are nonzero, then the ideal (x, y) is principal. Choose r > 0 small enough that Γ K r has units congruent to every nonzero element of K and x, y ∈ Γ K an,r . It suffices to prove that the ideal (x, y) in Γ K an,r is principal.
First suppose x is pure of slope s. Using a slope factorization of y, we can write y = a 1 · · · a l bc, where each a i is pure of slope greater than s, b is pure of slope s (or a unit), and c has all slopes less than s. Then (x, a 1 ) = · · · = (x, a l ) = (x, c) = (1) and (x, b) is principal by Lemma 2.10, so (x, y) = (x, b) is principal.
Now suppose x and y are arbitrary. Pick a slope factorization u j y j of y. By the previous paragraph, we can choose a generator d j of (x, y j ) for each j, such that d j is either 1 or is pure of the same slope as y j . Since any two of the y j generate the unit ideal (again by Lemma 2.10), x is divisible by the product of any finite subset of the d j , and hence by j d j . Choose a j and b j such that a j x + b j y j = d j , and apply Lemma 2.11 to find z such that z ≡ a j k =j d j (mod y j ) for each j. Then zx − j d j is divisible by each y j , so it is divisible by y, and so j d j generates the ideal (x, y). Thus (x, y) is principal and the proof is complete.
It will be useful to record some consequences of the Bezout property here. Given a finite free module M over a domain R, we may regard M as a subset of M ⊗ R Frac(R); given a subset S of M, we define the saturated span SatSpan(S) of S as the intersection of M with the Frac(R)-span of S within M ⊗ R Frac(R). Proof. We proceed by induction on the rank of M, the case of rank 0 being trivial. Choose a basis e 1 , . . . , e n of M. If S is empty, there is nothing to prove; otherwise, choose v ∈ S and write v = i c i e i . Since R is a Bezout ring, the ideal generated by c 1 , . . . , c n is principal; let r be a generator of it. Put w = i (c i /r)e i ; then w ∈ SatSpan(S) since rw = v. Moreover, since c 1 /r, . . . , c n /r generate the unit ideal, w generates a direct summand of M. Applying the induction hypothesis to M/ SatSpan(w), we see that the span of the image of S admits a basis x 1 , . . . , x r . Together with w, any lifts of x 1 , . . . , x r to M form a basis of SatSpan (S) that extends to a basis of M, as desired.
Proposition 2.13. Let R be an integral domain in which every finitely generated ideal is principal. Then every finite locally free module over R is free.
Proof. Let M be a finite locally free module over R. Since Spec R is connected, the localizations of M all have the same rank r. Choose a surjection φ : F → M, where F is a finite free R-module, and let N = SatSpan(ker(φ)). Then we have a surjection M ∼ = F/ ker(φ) → F/N, and F/N is free. Tensoring φ with Frac(R), we obtain a surjection
of vector spaces of dimensions n and r. Thus the kernel of this map has dimension n − r, which implies that SatSpan(ker(φ)) has rank n − r and F/N is free of rank r.
Now localizing at each prime p of R, we obtain a surjection M p → (F/N) p of free modules of the same rank. By a standard result, this map is in fact a bijection. Thus M → F/N is locally bijective, hence is bijective, and M is free as desired.
Another consequence will allow us to perform Galois descent on analytic rings.
Proposition 2.14. Let L/K be a finite Galois extension of valued fields over
an,con is a Bezout ring by Theorem 2.5, we can find a generator ] such that c τ = y τ /y, and x/y ∈ Γ K an,con generates I, as desired.
σ-modules and (σ, ∇)-modules
The basic object in the local study of p-adic differential equations is a module with connection and Frobenius structure. In our approach, we separate these two structures and study the Frobenius structure closely before linking it with the connection. To this end, in this subsection we introduce σ-modules and (σ, ∇)-modules, and outline some basic facts of what might be dubbed "semilinear algebra". These foundations, in part, date back to Katz [Ka] and were expanded by de Jong [dJ] . For R an integral domain in which p = 0 and σ a ring endomorphism of R, we define a σ-module over R to be a finite locally free R-module M equipped with an R-linear map
]; the tensor product notation indicates that R is viewed as an R-module via σ. Note that all rings R considered in this paper are either discrete valuation rings or at least have the Bezout property (every finitely generated ideal is principal); for such rings, every finite locally free R-module is actually free by Proposition 2.13. Then to specify F , it is equivalent to specify an additive, σ-linear map from M to M that acts on any basis of M by a matrix invertible over R[
]. We abuse notation and refer to this map as F as well; since we will only use the σ-linear map in what follows, there should not be any confusion induced by this.
We define a (σ, ∇)-module over R relative to a subring S to be a σ-module M plus a connection ∇ :
, an additive map satisfying the Leibniz rule ∇(cv) = c∇(v) + v ⊗ dc) that makes the following diagram commute:
In all cases in this paper, R will be one of the rings constructed in Section 2 and S will be the image of O contained therein; this being understood, we will omit explicit mention of the subring S.
A morphism of σ-modules or (σ, ∇)-modules is a homomorphism of the underlying Rmodules compatible with the additional structure in the obvious fashion. An isomorphism is of course a morphism admitting an inverse; an isogeny is a morphism that becomes an isomorphism over R[
]. Direct sums, tensor products, and subobjects are defined in the obvious fashion, as are duals if p −1 ∈ R; quotients also make sense provided that the quotient R-module is locally free. In particular, if M 1 ⊆ M 2 is an inclusion of σ-modules, define the saturation of M 1 in M 2 as the σ-submodule of M 2 consisting of those v such that rv ∈ M 1 for some nonzero r ∈ R. We say M 1 is saturated in M 2 , in which case the quotient M 2 /M 1 is locally free and hence is a σ-module.
We say a σ-module M is standard if it is isogenous to a σ-module with a basis v 1 , . . . , v n such that F v i = v i+1 for i = 1, . . . , n − 1 and F v n = λv 1 for some λ ∈ R fixed by σ. If M is actually a (σ, ∇)-module, we say M is standard as a (σ, ∇)-module if the same condition holds with the additional restriction that ∇v i = 0 for i = 1, . . . , n (i.e., the v i are "horizontal sections" for the connection). If v is an element of M such that F v = λv for some λ fixed by σ, we say v is an eigenvector of M of eigenvalue λ and slope v p (λ).
Warning: elsewhere in the literature, the slope may be normalized differently, namely as v p (λ)/v p (q). Since we will hold q fixed, this normalization will not affect our results.
The following lemma is a weak form of Galois descent for σ-modules; its key value is that it does not require that the ring extension be finite.
Lemma 2.15. Let R 1 /R 2 be an extension of Bezout rings and G a group of automorphisms of R 1 over R 2 . Assume that the fixed ring of G equals R 2 , and that every G-stable finitely generated ideal of R 1 is generated by an element of R 2 . Let M be a finite free module over
Proof. We induct on the dimension of M, the case of dimension 0 being trivial. Let e 1 , . . . , e n be a basis of M over R 2 , and let P be the intersection of N with the span of e 2 , . . . , e n ; then P = Q ⊗ R 2 R 1 for a unique submodule Q of this span over R 2 , by the induction hypothesis. If N = P , we are done. Otherwise, N/P is a G-stable, finitely generated ideal in R 1 , which is thus generated by an element of R 2 . Pick v ∈ N reducing to such an element of N/P , pick generators w 1 , . . . , w m of Q, and pick x 1 , . . . , x n−m−1 over R 2 so that e 1 , w 1 , . . . , w m , x 1 , . . . , x n−m−1 is a basis of M. In this basis, we may write
, so on one hand, y τ − y is a linear combination of x 1 , . . . , x n−m−1 . On the other hand, y τ − y belongs to N and so is a linear combination of w 1 , . . . , w m . This forces y τ − y = 0 for all τ ∈ G; since G has fixed ring R 2 , we conclude y is defined over R 2 . Thus we may take L to be the span of y, w 1 , . . . , w m .
Corollary 2.16. Let R 1 /R 2 be an unramified extension of discrete valuation rings in which p generates a power of the maximal ideal, and let σ be a ring endomorphism of R 1 carrying R 2 into itself. Let Gal σ (R 1 /R 2 ) be the group of automorphisms of R 1 over R 2 commuting with σ; assume that this group has fixed ring R 2 . Let M be a σ-module over
Proof. The previous lemma shows that N is equal to L ⊗ R 2 R 1 for a unique submodule L of M. (The condition on G-stable ideals is automatically satisfiesd because R 1 /R 2 is an unramified extension of discrete valuation rings.) Since σ maps N into itself, and L is unique, σ must map L into itself.
Proof. The condition of Lemma 2.15 is met by Proposition 2.14.
The special Newton polygon
In this section, we construct a Newton polygon for σ-modules over Γ an,con , the "special Newton polygon". More precisely, we give a slope filtration over Γ alg an,con that, in case the σ-module is quasi-unipotent, is precisely the filtration that makes it quasi-unipotent.
Throughout this section, we assume k is algebraically closed and K is a valued field over k for which Γ K an,con is defined.
Properties of eigenvectors
Our method of constructing the special Newton polygon of a σ-module over Γ alg an,con is to exhibit a basis of eigenvectors after enlarging O suitably. Before proceeding, then, it behooves us to catalog some basic properties of eigenvectors of σ-modules over Γ alg an,con . For M a σ-module over Γ an,con , we say v ∈ M is primitive if v extends to a basis of M. Equivalently, if e 1 , . . . , e n is a basis of M and v = c i e i , then v is primitive if and only if the c i generate the unit ideal.
Lemma 3.1. Let M be a σ-module over Γ alg an,con . Then every eigenvector of M is a multiple of a primitive eigenvector.
Proof. Suppose F v = λv. Choose a basis e 1 , . . . , e n , put v = i c i e i , and let I be the ideal generated by the c i . Then I is invariant under σ and σ −1 . By Theorem 2.5, I is principal; if r is a generator of I, then r σ is also a generator. Put r σ = cr, with c a unit, and write c = µd, with µ ∈ O 0 [ such that s σ = ds; then (r/s) σ = µ(r/s). Therefore i s(c i /r)e i is a primitive eigenvector of M of which v is a multiple, as desired.
. . , v m and w 1 , . . . , w n of eigenvectors such that the slope of v i is less than or equal to the slope for w j for 1 ≤ i ≤ m and 1 ≤ j ≤ n. Then the exact sequence splits over Γ an,con .
Proof. Choose a basis
since the equation λ i c σ ij − µ j c ij + A ij = 0 has a solution for all i and j by Proposition 2.4, we can find a basis v 1 , . . . , v m , y 1 , . . . , y n of eigenvectors, and the exact sequence splits as desired.
Recall that a sequence (a 1 , . . . , a n ) of real numbers is said to majorize another sequence (b 1 , . . . , b n ) if a 1 + · · · + a n = b 1 + · · · + b n and for i = 1, . . . , n − 1, the sum of the i smallest of a 1 , . . . , a n is less than or equal to the sum of the i smallest of b 1 , . . . , b n . Note that two sequences majorize each other if and only if they are equal up to permutation. Proposition 3.3. Let M be a σ-module over Γ an,con with a basis w 1 , . . . , w n such that F w i = µ i w i + j<i A ij w j for some µ i ∈ O 0 and A ij ∈ Γ an,con . Then any eigenvector of M has slope at least min i {v p (µ i )}.
Proof. Let v be any eigenvector of M, with
Comparing the coefficients of w n yields λb n = µ n b σ n , which implies b n = 0 by Proposition 2.4. Then comparing the coefficients of w n−1 yields λb n−1 = µ n−1 b σ n−1 , so b n−1 = 0. Continuing in this fashion, we deduce
Proposition 3.4. Let M be a σ-module over Γ an,con with a basis v 1 , . . . , v n of eigenvectors, with
Proof. Assume without loss of generality that
since both are equal to the slope of ∧ n M. Note also that ∧ i M satisfies the conditions of the previous proposition for all i, using the exterior products of the w j as the basis and the corresponding products of the µ j as the diagonal matrix entries. (More precisely, view the exterior products as being partially ordered by sum of indices; any total ordering of the products refining this partial order satisfies the conditions of the proposition.)
, this slope is greater than or equal to the smallest valuation of an i-term product of the µ j , i.e., the sum of the i smallest of v p (µ 1 ), . . . , v p (µ n ). This is precisely the desired majorization.
Corollary 3.5. Let M be a σ-module over Γ an,con . If v 1 , . . . , v n and w 1 , . . . , w n are bases of M such that
Finally, we observe that the existence of an eigenvector of a specified slope does not depend on what ring of scalars O is used, so long as the value group of O contains the desired slope. 
Existence of eigenvectors
In this subsection, we prove that every σ-module over Γ alg an,con has an eigenvector.
Proposition 3.7. For every σ-module M over Γ alg an,con , there exist λ ∈ O 0 and v ∈ M, both nonzero, such that F v = λv.
Proof. Let t be the Teichmüller lift of an element of valuation 1 in K perf (rescaling the valuation if needed to ensure such an element exists). Let e 1 , . . . , e n be a basis for M, and suppose F e i = j A ij e j . Choose r > 0 so that the entries of A ij all lie in Γ alg an,r , and let c be an integer less than min{w r (A), w r ((A −1 ) σ −1 )}. For 0 < s ≤ r, we define the valuations w s on M in terms of the basis e 1 , . . . , e n . That is, w s ( i c i e i ) = min i {w s (c i )}.
Notice that for λ ∈ O 0 ,
Choose λ ∈ O 0 of small enough norm so that −c+v p (λ) < qc+qv p (λ), and let d be a rational number such that 
By the observations of the previous paragraph, there exists ǫ > 0 such that
By the final remark of the previous paragraph, we see that w r (w l ) and w r (v l+1 − v l ) are strictly increasing functions of l that tend to ∞.
We claim that in the Fréchet topology, w l converges to 0 and so v l converges to a limit v, from which it follows that F v − λv = lim l→∞ w l = 0. It suffices to show that lim inf l→∞ min{w s (λF
,m e i with each a l,i,m a strong semiunit, necessarily satisfying
In particular, w s (λF
Choose e > 0 such that |sq − r|e + w s (λ
Now pick L and suppose lim inf l→∞ w s (b(w l )) < L. For l sufficiently large, we have w r (b(w l )) > L; by the previous paragraph, this implies
This implies that w s (b(w l )) is bounded below; if the limit inferior is M < L, then M ≥ min{L, M +e}, so M ≥ L, contradiction. Thus w s (b(w l )) → ∞, and so w s (λ −1 F b(w l )) → ∞. We conclude that w l → 0 in the Fréchet topology, and v l converges to a limit v satisfying Proof. Combine the previous corollary with Proposition 3.3.
Raising the Newton polygon
In the previous subsection, we produced within any σ-module over Γ alg an,con a basis on which F acts by a triangular matrix. By Proposition 3.4, if there is a basis of eigenvectors, the sequence of the valuations of the diagonal entries of this matrix majorizes the slopes of the eigenvectors. Thus to produce these eigenvectors from the basis we have, we need to "raise the Newton polygon" by finding eigenvectors whose eigenvalues have smaller slopes than the ones we started with. In this subsection, we carry this process out by direct computation in an important special case; the general process, using this case in some basic steps, will follow in the next subsection.
For x a semiunit, we refer to v 0 (x) as the valuation of x. We also point out a notational convention: we may write 
has a solution with a, b ∈ Γ alg an,con not both zero.
Proof. For i ∈ {0, . . . , n}, l ∈ Z and m ∈ R + , put
Note that for fixed i and m, f (i, l, m) approaches 0 from below as l → +∞, and tends to +∞ as l → −∞. Thus it makes sense to put h(m) = min i,l {f (i, l, m)}. Observe that the map h : R + → R is continuous and piecewise linear with everywhere positive slope, and takes negative values for all m; in addition, h(qm) = q −n h(m). We conclude that h is a continuous bijection of R + onto R − . Pick t ∈ R + at which h changes slope, let S be the finite set of ordered pairs (i, l) for which f (i, l, t) < q −n h(t), and let T be the set of ordered pairs (i, l) for which f (i, l, t) ≤ 0; then T is infinite (and contains S), but the values of l for pairs (i, l) ∈ T are bounded below. For each pair (i, l) ∈ T , put s(i, l) = ⌊log q n (h(t)/f (i, l, t))⌋, so that s(i, l) ≥ 0 and
carries U t into U h(t) . Moreover, the reduction of r(z) modulo π is congruent to the sum only over pairs (i, l) ∈ S, so it is a "Puiseux polynomial" (a linear combination of z n as n varies over the nonnegative rationals). Since s(i, l) = 0 for all such pairs and −ni − (n + 1)l is different for each pair (i, l) (because i runs over {0, . . . , n}), we get a distinct monomial modulo π for each pair (i, l) ∈ S.
As for ordinary polynomials, the slopes of Puiseux polynomials are computed by Newton polygons. Namely, if i c i z i is a Puiseux polynomial over a perfect valued field K, then there exists a root of valuation l if and only if there exists a segment of slope l in the lower convex hull of the points (−i, v K (c i )). (The claim follows by applying the usual theory of Newton polygons to i c i z N i for N sufficiently divisible.) We apply this fact to the reduction of r(z) − w for w ∈ U h(t) . The pair (i, l) ∈ S contributes the point (−q −ni−(n+1)l , v 0 (u i )q −ni−nl ) and the line y = tx + h(t) either passes through or lies below this point, depending on whether f (i, l, t) is equal to or strictly greater than h(t). Moreover, w contributes the point (0, v 0 (w)), which lies on or above the line because v 0 (w) ≥ h(t). Since h changes slope at t, there must be at least two of the points on the line, so the Puiseux polynomial has a root of valuation l. Therefore, there exists z ∈ U t with v 0 (z) = t such that r(z) ≡ w (mod π).
As a consequence of the above reasoning, we see that the image of U t is dense in U f (t) with respect to the p-adic topology. Since the domain U t is complete, U t must surject onto U f (t) . Moreover, we can take w = 0 and obtain z 0 ∈ U t with v 0 (z 0 ) = t such that r(z 0 ) ≡ 0 (mod π); in particular, z 0 is nonzero modulo π. We may then obtain z 1 ∈ U t such that r(z 1 ) = r(z 0 )/π. Put z = z 0 − πz 1 ; then z ≡ 0 (mod π) and so is nonzero, but r(z) = 0.
Let A and B denote the two sums in the last line; then v m (B) > 0 for all m, so by Proposition 2.4, B can be written as πb
an,con . On the other hand, we claim that A can be rewritten as r(z) − πb
we must check that this series converges p-adically and that its limit is overconvergent. Note that as l → +∞ for i fixed, f (i, l, m) is asymptotic to v 0 (u i )q −i−l . Therefore i + l − s(i, l) is bounded, so the possible values of k are uniformly bounded over all pairs (i, l) ∈ T . This implies on one hand that the series converges p-adically (since s(i, l) → ∞ as l → ∞), and on the other hand that v m (b 2 ) is bounded below uniformly in m (since the quantity in parentheses in the second sum belongs to U f (t) ), so b 2 ∈ Γ alg an,con . Since r(z) = 0 by construction, we have πb σ n = b − ax for b = b 2 − b 1 . Thus (a, b) constitute a solution of (1), as desired. 
Then there exists y ∈ M such that F y = y.
What makes this case easier than the general case is that if SatSpan(v 1 , . . . , v n ) does not admit an F -stable complement in M (i.e., is not a direct summand of M in the category of σ-modules), then the map y → F y − y is actually surjective, as predicted by the expected behavior of the special Newton polygon.
. . , n − 1; if we use these relations to eliminate b 2 , . . . , b n , the other relations read
conversely, from any nonzero solution of (2) we may construct a nonzero y ∈ M such that F y = y.
We will construct such a solution with d = ae, such that a σ = πa and e σ = π n−1 e. Put c = e(π m c n + π 2m c
with a, b not both zero, we may obtain a nonzero solution of (2) by taking b 1 = b and d = ae. The system (3) is precisely of the form of (1) with x = c, so all we need to do is reduce to an instance in which c satisfies the condition on x in the statement of Lemma 3.10. Notice that replacing c by c + π n+1 y σ n − y does not alter whether (3) has a solution: for any a such that a σ = πa, a(π n+1 y σ n − y) = π(ay) σ n − ay. 
) without affecting whether (2) has a solution. We may now write x as
, and the quantity in parentheses is a strong semiunit of the same valuation as u 0 , since
) for all j. Thus x satisfies the condition of Lemma 3.10, so we may conclude that (3) has a nonzero solution if we replace c by x. As noted above, this implies that (3) has a nonzero solution as originally written, which implies that the desired y exists.
Construction of the special Newton polygon
We now assemble the results of the previous subsections into the following theorem, the main result of this section of the paper.
Theorem 3.12. Let M be a σ-module over Γ alg an,con . Then M can be expressed as a direct sum of standard σ-submodules.
As the proof of this theorem is somewhat intricate, we break off parts of the argument into separate lemmas. In these lemmas, a "suitable extension" of O means one whose value group contains whatever slope one is trying to achieve as the slope of an eigenvector. Proof. We proceed by induction on n. The case n = 1 follows from Proposition 2.2; we treat the case n = 2 separately to simplify the discussion. Let O ′ be a finite extension of O, v a generator of the value group of O ′ , s the smallest element of the value group of O ′ greater than d/2, and t the smallest element of the value group of O ′ that occurs as the slope of an eigenvector; it suffices to show s ≥ t. In fact, if s < t, let v be an eigenvector of slope t, which must be primitive, and let v, w be a basis of M; we can then apply Proposition 3.11 to deduce that M has an eigenvector of slope t − v, contradicting the definition of t. Now suppose n > 2 and that the lemma has been proved for all smaller values of n. Let s be the greatest lower bound of the set of rational numbers that occur as slopes of eigenvectors of M over all finite extensions of O; this makes sense because the set is bounded below by Corollary 3.9. For each ǫ > 0, there exist over a suitable extension of O an eigenvector v of M of slope s + ǫ and (by the induction hypothesis) an eigenvector w of M/ SatSpan(v) of slope s ′ = (d − s − ǫ)/(n − 1) + ǫ. Applying the induction hypothesis again, this time to the preimage of w in M (valid because n > 2), we see this preimage contains an eigenvector of slope
for each δ > 0. This expression must be greater than or equal to s, by the definition of the latter; letting ǫ and δ go to 0 in the resulting inequality yields
Lemma 3.14. Let M be a σ-module M of dimension n, and let d be the slope of ∧ n M.
Then M contains an eigenvector of slope d/n over a suitable extension of O.
Proof. We proceed by induction on n; the case n = 1 follows from Proposition 2.2. Without loss of generality, we may assume the value group of O contains d/n. Let v 0 generate the value group of O. By the previous lemma, there exists an eigenvector v of M of slope d/n + v 0 /(n − 1) over an extension of O of degree n − 1. The saturated span of v and its conjugates over O has dimension m ≤ n−1 and sum of slopes at most md/n+mv 0 /(n−1). If m < n−1, then the sum of slopes must actually be at most md/n, since 0 < mv 0 /(n−1) < 1, and in this case the induction hypothesis implies that the span contains an eigenvector of slope at most d/n. The same argument applies if m = n − 1 and the sum of slopes is not equal to (n − 1)d/n + v 0 . Finally, if m = n − 1 and the sum of slopes is equal to (n − 1)d/n + v 0 , then v and its conjugates must form a basis of their span, so the span has all slopes equal to d/n + v 0 /(n − 1). Let N be this span, and suppose without loss of generality that
v n−1 with each v i defined over Γ alg an,con (with no extension of O); then v 1 , . . . , v n−1 form a basis of N, F v i = v i+1 for i = 1, . . . , n − 1 and F v n−1 = λ n−1 v 1 . By Proposition 2.2, we can choose w ∈ M whose image is an eigenvector of M/N of slope d/n − v 0 . Now Proposition 3.11 implies that M contains an eigenvector of slope d/n, as desired.
Proof of Theorem 3.12.
We proceed by induction on the dimension of M. If dim M = 1, then M is standard by Proposition 2.2. Suppose dim M = n > 1, and that the proposition has been established for all σ-modules of dimension less than n. For any rational number s, define the O-index of s as the smallest integer m such that ms lies in the value group of O. Let r denote the smallest rational number of O-index less than or equal to n that occurs as the slope of an eigenvector of M; such a number exists because the set of rationals with O-index less than or equal to n is discrete, and the set of rationals that occur as slopes of eigenvectors is bounded below by Corollary 3.9.
By Lemma 3.14, we have r ≤ d/n. Let s be the O-index of r, and let λ be an element of a degree s extension of O of slope r. Choose an eigenvector v of slope r over a degree s extension of O, and write v = s−1 i=0 λ −i w i , so that F w i = w i+1 for i = 0, . . . , s − 2 and F w rs−1 = λ s w 0 . Let N be the saturated span of the w i , and put m = dim N; then the slope of ∧ m N is at most mr, since N is the saturated span of eigenvectors of slope r. If m = n, then also s = n and w 0 ∧· · ·∧w n−1 is an eigenvector of ∧ n M of slope rn. Thus rn ≥ d; since r ≤ d/n as shown earlier, we conclude r = n, w 0 , . . . , w n−1 form a basis of M, and M is standard, completing the proof in this case. Thus we assume m < n hereafter.
Given that m < n, we may apply the induction hypothesis to N, deducing in particular that its smallest slope is less than r and has O-index not greater than s. This yields a contradiction unless that slope is r, which is only possible if the slope of ∧ m N is mr. In turn, mr belongs to the value group of O only if m = s. Thus m = s, and since w 0 ∧· · ·∧w s−1 is an eigenvector of N of slope rs, w 0 , . . . , w s−1 form a basis of N, and N is standard.
Apply the induction hypothesis to M/N to express it as a sum P 1 ⊕ · · · ⊕ P l of standard σ-submodules; note that the O-index of the slope of P i divides the dimension of P i , and so is at most n. Let M i be the preimage of P i under the projection M → M/N. If l = 1, then the slope of P 1 cannot be less than r (else the slope of ∧ n M would be less than d), so by Proposition 3.2, M can be split as a direct sum of N with a standard σ-module. If l > 1, again the slope of each P i cannot be less than r, else the induction hypothesis would imply that M i contains an eigenvector of slope less than r and O-index not exceeding n, contradiction. Thus by Proposition 3.2 again, each P i can be split as a direct sum N ⊕ N i of σ-submodules, and we may decompose M as N ⊕N 1 ⊕· · ·⊕N l . This completes the induction in all cases. By Corollary 3.5, the multiset union of the slopes of the standard summands of a σ-module M over Γ alg an,con does not depend on the decomposition. Thus we define the special Newton polygon of M as the polygon with vertices (i, y i ) (i = 0, . . . , n), where y i = 0 and y i − y i−1 is the i-th smallest slope of M (counting multiplicity). We extend this definition to σ-modules over Γ K an,con by the obvious base extension.
The generic Newton polygon
In this section, we recall the construction of the generic Newton polygon associated to a σ-module over Γ. The construction uses a classification result, the Dieudonné-Manin classification, for σ-modules over a complete discrete valuation ring with algebraically closed residue field. This classification does not descend very well, so we describe some weaker versions of the classification that can be accomplished under less restrictive conditions.
The Dieudonné-Manin classification
Throughout this section, suppose that R is a discrete valuation ring in which p generates a power of the maximal ideal. We first recall the Dieudoné-Manin classification theorem (see Katz [Ka] ).
Proposition 4.1 (Dieudonné-Manin). Suppose R is complete with algebraically closed residue field. Then every σ-module over R is canonically isogenous to the direct sum of σ-modules, each with a single slope, with all of these slopes distinct. Moreover, every σ-module of a single slope is isogenous to a direct sum of standard σ-modules of that slope.
Thus over a sufficiently large extension of R, a σ-module M over R admits a basis of eigenvectors. Define the generic slopes of M as the slopes of these eigenvectors, and the generic Newton polygon of M as the union of the segments with vertices (i − 1, y i−1 ) and (i, y i ) for i = 1, . . . , dim M, where y 0 = 0 and y i − y i−1 equals the i-th smallest slope of M (counting multiplicity). If M has all slopes equal to 0, we say M is unit-root. To define the generic slopes and generic Newton polygon for arbitrary R, we simply extend scalars from R to the Witt ring of the algebraic closure of its residue field.
The generic Newton polygon can be easily calculated from a suitable basis of the σ-module, as demonstrated by the following proposition. In fact, this proposition can be used to establish the Dieudonné-Manin classification, but we will not do so here.
Proposition 4.2. Given elements a 0 , . . . , a n−1 of R with a 0 nonzero, let M be the σ-module with basis v 1 , . . . , v n such that
Then the generic Newton polygon of M is the same as the Newton polygon of the polynomial
Proof. Let s be a slope of the polynomial x n + a n−1 x n−1 + · · · + a 0 with multiplicity m. Let l = min j {−js + v p (a n−j )}; then there exists an index i such that l = −js + v p (a n−j ) for j = i, j = i + m, and possibly for some values of j ∈ {i + 1, . . . , i + m − 1}, but not for any other values.
Without loss of generality, we may assume R is complete with algebraically closed residue field, and that its value group contains s; let λ be an element of valuation s. Suppose w = j c j v j satisfies F w = λw. Then λc 1 = a 0 c σ n and λc j + c σ j−1 = a j−1 c σ n for j = 2, . . . , n. Solving for c n yields f (c n ) = 0, where
The coefficients of f of minimal valuation are on x σ i , x σ i+m , and possibly some in between. Thus we can find m values of x, whose residues modulo π are linearly independent over F q , such that f (x) ≡ 0 (mod π); by a Hensel-type argument, these can be lifted to values of x such that f (x) = 0.
We conclude that each slope of the polynomial occurs at least as often as a slope of the σ-module; since the total number of slopes is n in both cases, the sets of slopes must coincide. ], not over R. On the other hand, there exists an integer ℓ (depending on M) such that M * (ℓ) is isomorphic to a σ-module defined over R. . . , w m must be linearly independent, otherwise any eigenvalue of their span would lie in an extension of O of degree strictly less than m.) Next, choose an eigenvector linearly independent from w 1 , . . . , w m and repeat; continue until the resulting standard σ-submodules span a submodule of the same dimension as M.
The following proposition was inspired by an observation of Kevin Buzzard and Frank Calegari, in their work on the Newton polygons of Hecke operators acting on spaces of overconvergent modular forms. Proof. Without loss of generality we may assume R is complete with algebraically closed residue field. Let I n denote the n × n identity matrix. We produce a sequence of matrices
; the p-adic limit U of the U l will satisfy AU σ = UD, proving the proposition. The conditions for l = 1 are satisfied by the assumption that AD −1 ≡ I n (mod π).
Thus the conditions for U l+1 are satisfied, and the proposition follows.
Slope filtrations
The Dieudonné-Manin classification holds over Γ K only if K is algebraically closed, and even then does not descend to Γ K con in general. In this section, we exhibit two partial versions of the classification that hold with weaker conditions on the coefficient ring. One (the descending filtration) is due to de Jong [dJ, Proposition 5.8] ; for symmetry, we present independent proofs of both results.
The following filtration result applies for any K but does not descend to Γ con . Proof. By the Dieudonné-Manin classification, M is canonically isogenous to a direct sum of σ-submodules, each of a different single slope. By Corollary 2.16, these submodules descend to Γ perf ; let M 1 be the submodule of minimum slope. It suffices to prove that M 1 is defined over Γ, and that if K is separably closed, it is isogenous to the direct sum of standard σ-modules; one then proves the full strength of the lemma by induction, applying the induction hypothesis to M/M 1 . In fact, it suffices to consider K separably closed; once this is done, for general K, we will know that M 1 descends to Γ sep , and so descends to Γ by Corollary 2.16. Moreover, by Proposition 4.4, we may enlarge O 0 to contain the generic slopes of M, and proving the result in this setting implies the original result.
To summarize, we may assume without loss of generality that K is separably closed and that O 0 contains all of the generic slopes of M, and we must prove that M 1 is spanned by eigenvectors over Γ. In this case, we can apply an isogeny, then take a Tate twist if needed to ensure that M has lowest slope 0. This means that, if r is the multiplicity of 0 as a generic slope of M, then on a basis e 1 , . . . , e n of M, F acts via a matrix A whose reduction modulo π has rank r.
Let v 1 , . . . , v r be the eigenvectors of M over Γ alg of slope 0. We will show that each v i is congruent to an element of M modulo π m , by induction on m. The case m = 0 is vacuous, so assume the result is known for some m, that is, v i = w i + π n x i with w i ∈ M and
d j e j , and let s be the smallest nonnegative integer such that the reduction of c j lies in
shows that the reduction of c j lies in K 1/q s−1 for all j, contradiction. Thus s = 0, and x i is congruent modulo π to an element of M, completing the induction.
We conclude that each v i is in the π-adic closure of M in M ⊗ Γ Γ alg , which is in fact equal to M. Thus M 1 is spanned by eigenvectors over Γ, as desired.
The following filtration result applies over Γ con , not just over Γ, but requires that K be perfect. 
con be the saturation of the sum of the standard summands in the Dieudonné-Manin decomposition of M. As in the previous lemma, we may assume that K is algebraically closed and that O 0 contains all of the generic slopes of M, and it suffices to prove that M 1 descends from Γ alg to Γ alg con . Let ℓ be the maximum slope of M and let λ be an element of O 0 of valuation ℓ. After replacing M by an isogenous σ-module, we can find a basis v 1 , . . . , v n of eigenvectors of M over Γ alg , where v 1 , . . . , v m are eigenvectors of eigenvalue λ and the remaining eigenvectors have slope less than ℓ. Choose a basis w 1 , . . . , w n of M over Γ alg con such that v i − w i ≡ 0 (mod π) for i = 1, . . . , n. If A is the basis through which F acts on w 1 , . . . , w n , then λA −1 is congruent modulo π to the diagonal matrix whose first m diagonal entries are equal to 1 and whose other diagonal entries are equal to 0.
Put v 1 = i c i w i and put B = λA −1 , so that c σ i = j B ij c j . By the choice of the w i , we can find r such that w r (B) ≥ 0. For l ≥ 0 in the value group of O,
(That is, write c i as a sum of powers of π times strong semiunits, then truncate the sum.) We claim that w r (d i,l ) ≥ 0 for all i and m. Indeed, choose i to minimize
contradiction. Thus w r (d i,l ) ≥ 0 for all i and l; since c i is the π-adic limit of the d i,l , we have that c i ∈ Γ r and w r (c i ) ≥ 0. Thus v 1 descends to Γ con , as do v 2 , . . . , v m by the same argument, as desired. 
Comparison of the Newton polygons
A σ-module over Γ con can be base-extended both to Γ and to Γ an,con ; as a result, it admits both a generic and a special Newton polygon. In this subsection, we compare these two polygons. The main results are that the special polygon lies above the generic polygon, and that when the two coincide, the σ-module admits a partial decomposition over Γ con .
Proposition 4.9. Let M and N be σ-modules over Γ con . Let r 1 , . . . , r m and s 1 , . . . , s n be the generic (resp. special) slopes of M and N.
1. The generic (resp. special) slopes of M ⊕ N are r 1 , . . . , r m , s 1 , . . . , s n .
2. The generic (resp. special) slopes of M ⊗ N are r i s j for i = 1, . . . , m and j = 1, . . . , n.
The generic (resp. special) slopes of
∧ l M are i 1 <···<i l r i 1 · · · r i l .
Proof. These results follow immediately from the definition of the generic (resp. special) Newton polygon as the multiset of valuations of the eigenvalues of a basis of eigenvectors of M over Γ alg (resp. Γ alg an,con ).
Proposition 4.10. Let M be a σ-module over Γ con admitting a special Newton polygon. Then the special Newton polygon lies above the generic Newton polygon, and both have the same endpoint.
Proof. The Newton polygons clearly coincide for M of dimension 1, so coincide for ∧ n M if n = dim M. Thus for general M, the Newton polygons have the same endpoint. The fact that the special polygon lies above the generic polygon follows from Proposition 3.4 and the descending slope filtration (Proposition 4.7). Proof. The least generic slope of M 2 is less than or equal to its least special slope, and the greatest generic slope of M 1 is greater than or equal to its greatest special slope, both by Proposition 4.10. Thus we may apply Proposition 3.2 (after extending O suitably) to deduce the desired result.
Proposition 4.12. Let M be a σ-module over Γ con whose generic and special Newton polygons coincide. Then M admits an ascending slope filtration over Γ con .
Proof. There is no loss of generality in assuming that the value group of O contains all of the slopes of M. Let v 1 , . . . , v n be a basis of eigenvectors of M over Γ alg an,con , with F v i = λ i v i for λ i ∈ O 0 such that |λ 1 | ≤ · · · ≤ |λ n |. By the descending slope filtration (Proposition 4.7) we can find elements w 1 , . . . , w n of M over Γ alg con such that
con ; then applying F to both sides, we have
. . , n. For i = n, this implies b n ∈ O 0 . By Proposition 2.4 and descending induction on i, we obtain b i ∈ Γ alg con for i = 1, . . . , n − 1, and so v n is defined over Γ alg con . On the other hand, by the ascending slope filtration (Proposition 4.6), the eigenvectors v of M over Γ alg satisfying F v = λ n v are defined over Γ sep . Thus v n is defined over Γ alg con ∩ Γ sep = Γ sep con . By descending induction on i and repeating the above reasoning, we see that the image of v i in M/ SatSpan(v i+1 , . . . , v n ) is defined over Γ sep con for i = 1, . . . , n. Thus the ascending slope filtration is defined over Γ sep con ; by Corollary 2.16, it is in fact defined over Γ con .
From a slope filtration to quasi-unipotence
In this section we complete the proof of Theorem 1.1. Our approach is to partially descend the special slope filtration obtained over Γ alg an,con in the previous section. Specifically, we show that by changing basis over a finite extension of Γ an,con , we can make Frobenius act by a matrix with entries in a finite extension of Γ con , whose generic Newton polygon coincides with the special Newton polygon. Then one can reduce the theorem to the quasi-unipotence of unit-root (σ, ∇)-modules over Γ con , which has been demonstrated by Tsuzuki [T1] .
Until otherwise specified, k will be taken to be algebraically closed; we defer discussion of general k until the proof is complete in the algebraically closed case. Also, I n will always denote the n × n identity matrix (over any ring).
Approximation of matrices
By an elementary operation on a matrix, we mean one of the following operations:
(a) adding a multiple of one row to another; (b) multiplying one row by a unit; (c) interchanging two rows.
An elementary matrix is one obtained from the identity matrix by a single elementary operation; multiplying a matrix on the right by an elementary matrix has the same effect as performing the corresponding elementary operation.
Lemma 5.1. Let K be a valued field over k, and assume that for some r > 0, Γ K r has units congruent to all nonzero elements of K. Pick s such that 0 < s < r, and let U be an n × n matrix over Γ alg an,r such that
Proof. We proceed by induction on n, the case n = 1 being vacuous. Let M i denote the cofactor of U in in U, so that det(U) = i M i U in . Let d be a generator of the ideal (M 1 , . . . , M n ). Then d divides det(U), so by hypothesis has no Newton slopes greater than or equal to s. In particular, we may assume
for each i, and such that β 1 , . . . , β n generate the unit ideal in Γ K an,r . (Given β 1 , . . . , β n−1 , the second condition holds for a "generic" choice of β n subject to the first condition.) Let A be an n × n matrix of determinant 1 such that A in = β i for i = 1, . . . , n, and replace U with A −1 U. This has the effect of replacing M n by i β i M i . By construction, we now have w l (M n − 1) > 0 for s ≤ l ≤ r. That means we can apply the induction hypothesis to the upper left (n − 1) × (n − 1) submatrix. This reduces us to the case where w l (U ii − 1) > 0 for 1 ≤ i ≤ n − 1 and w l (U ij ) > 0 if 1 ≤ i, j ≤ n − 1 and i = j.
In this case, we will exhibit a sequence of elementary operations which can be performed on U to obtain w l (U − I n ) > 0; converting this sequence into a product of elementary matrices, then approximating each elementary matrix with one defined over Γ ] for a suitable finite extension L of K, yields the desired V . Namely, for i = 1, . . . , n − 1 in succession, repeatedly subtract U ni times the i-th row from the n-th row until w l (U ni ) > − min j {w l (U jn )} for s ≤ l ≤ r. Then we must have w l (U nn − 1) > 0 since w l (det(U) − 1) > 0; now repeatedly subtract U in times the n-th row from the i-th row until w l (U in ) > 0, for i = 1, . . . , n − 1 in succession. We end up with a matrix U with w l (U − I n ) > 0, as desired.
A matrix factorization
Throughout this subsection, we take K = k((t)) and fix a lift u of t into Γ con = Γ K con . Let Γ u and Γ an,u denote the subrings of Γ con and Γ an,con , respectively, consisting of elements x of the form
Lemma 5.2. For r > 0 and c > 0, let A be an n × n matrix over Γ an,con such that w r (A − I n ) ≥ c. Then there exists a unique pair of n × n matrices
as follows. Begin by setting B (0) = I n . Given
and put
Since D (j) has only positive powers of u, C (j+1) is equal to the sum of the nonpositive powers of u occurring in
completing the induction. Since C (j) converges to I n , we see that B (j) converges to a limit B, such that AB −1 has no negative powers of u. We may now take U = AB −1 and V = B; then U and V have the desired forms, w r (U − I n ) ≥ c, w r (V − I n ) ≥ c, and A = UV . This establishes the existence of the desired factorization. To establish uniqueness, simply note that if A = UV = U ′ V ′ are two factorizations of the desired form, then within the completion of Γ r [ ] with respect to | · | r , the matrices U, V, U ′ , V ′ are invertible and
On the other hand, the left side consists of I n plus positive powers of u, while the right side consists of nonpositive powers of u. Thus both sides must equal I n , so U = U ′ and V = V ′ .
The following proposition may be of interest outside of its use to prove the results of this paper. For example, Berger's proof [Bg, Corollaire 0.3] that any crystalline representation is of finite height uses a lemma from [Ke1] ] such that A = UV . Moreover, if w r (A − I n ) ≥ c for some r > 0 and some c > 0, we can ensure that w r (U − I n ) ≥ c, w r (V − I n ) ≥ c, and V has no positive powers of u.
Proof. Pick r > 0 such that A has entries in Γ an,r . By Lemma 5.1, there exists an invertible matrix W over Γ con [
1 p ] such that w r (AW − I n ) > 0. Now we can apply Lemma 5.2 to AW to express it as a product UV with U over Γ an,u and V over Γ con . We can apply the same lemma to (AW ) −T to express it as U ′ V ′ with U ′ over Γ an,u and V ′ over Γ con . Now
Thus this matrix is invertible over Γ u , and U is invertible over Γ an,u , not just over Γ an,con . Our desired factorization is now A = U(V W −1 ). If w r (A − I n ) ≥ c, we may take W = I n and deduce the desired conditions from Lemma 5.2.
Descending the special slope filtration
In this subsection, we refine the decomposition given by Theorem 3.12 in the case of a σ-module defined over Γ K an,con with K = k((t)). As a first approximation, we get a structure result that applies after replacing K with a finite extension.
Proposition 5.4. Let M be a σ-module over Γ an,con = Γ K an,con with K = k((t)) whose special Newton slopes lie in the value group of O. Then there exists a finite (separable) extension
con whose generic and special Newton polygons coincide.
Note that the proposition holds without the word "separable" if and only if it holds with it: if F acts on a basis e 1 , . . . , e n of M via the matrix A, then F acts on F e 1 , . . . , F e n via the matrix A σ , so from a basis where F has matrix entries in Γ
we can obtain one where F has matrix entries in Γ L con . Indeed, we will prove the proposition without requiring L to be separable, but will invoke it with that additional restriction in place.
Proof. Pick a basis of M over Γ an,r for some r > 0, and suppose F acts on this basis via the matrix A. By Theorem 3.12, after possibly decreasing r, there exists a matrix U over Γ alg an,rp such that AU σ = UD for some diagonal matrix D over O 0 ; we rewrite this equation
}, and choose s with 0 < s < v p (π)r/(cq −c). By Lemma 5.1, after replacing K by a suitable finite extension, we can make a change of basis over Γ an,con , such that in the new basis, w l (U − I n ) > 0 for s ≤ l ≤ rq; it also follows that w l (U −1 − I n ) > 0 for s ≤ l ≤ rq. Then v m (U) ≥ −m/s ≥ c(q − 1)/r − m/r for m < 0; thus any matrix V over Γ alg r such that w r (U − V ) ≥ c(q − 1) is invertible. We can choose V with that property and also satisfying w qr (U − V ) ≥ cq, all over Γ L r for some finite extension L of K. After replacing K by L, we can then replace U by UV −1 ; the upshot is that we may assume without loss of generality that w r (U − I n ) ≥ c(q − 1) and
Choose an element u of Γ L r whose reduction modulo π is a uniformizer of L, and again let Γ an,u denote the subring of Γ L an,con consisting of elements x of the form ∞ i=0 x i u i . Given that w qr (U) ≥ cq, we have w r (U −σ − I n ) ≥ cq, and w r (DU 
has no nonpositive powers of u, and V i has no positive powers of u. Now set
for all i, so that the iteration continues to be possible, and that w r (X i − I n ) → ∞. Note that
For starters, this means w r (DU
) and the iteration never breaks down. Next, we analyze more closely how U i+1 is related to U i . First write
is defined as the sum of the terms of
, we may conclude that w r (U i − I n ) → ∞. Having shown that w r (U i − I n ) → ∞, we may deduce that v 0 (U i − I n ) → ∞. Choose N large enough that v 0 (U i − I n ) ≥ 2c/(q − 1) for all i ≥ N; for 0 < r ′ ≤ r, we may mimic the above reasoning and deduce that
Putting it all together, we have that U i → I n in the Fréchet topology. Setting U = U 0 U 1 · · · , we may conclude that U −1 AU σ D −1 has entries in Γ L con and is congruent to I n modulo π. If we change basis by X and let M 1 be the σ-module over Γ L con spanned by the new basis vectors, we have by Proposition 4.5 that the generic Newton slopes of M 1 are the valuations of the entries of D, so they coincide with the special Newton slopes.
We can now deduce a slope filtration theorem for σ-modules over Γ K an,con with K = k((t)).
Moreover, conditions (a) and (b) determine the filtration uniquely, and the submodule in (c) is also unique.
Proof. It suffices to prove everything for M 1 , since we can then quotient by M 1 and repeat. More precisely, we must show that there exists a unique σ-submodule M 1 whose slopes are precisely the lowest slope of M with the same multiplicity, and that M 1 admits a unique
]-submodule of the same dimension, which spans M 1 over Γ K an,con . By Theorem 3.12, over Γ alg an,con , M splits as the direct sum of standard σ-modules. Let N 1 be the direct sum of those standard σ-modules of slope equal to the lowest special slope of M. Then by Proposition 3.3, every eigenvector of M of that slope must map to zero in the quotient M/N 1 , and so must be contained in N 1 . Thus if the desired M 1 exists, we have
We now prove that there exists a σ-submodule M 1 of M whose slopes are precisely the lowest slope of M with the same multiplicity. Let O ′ be a Galois extension of O containing all of the special slopes of M. By Proposition 5.4, for some finite separable extension 
, and so P = P ′ . That is, P is unique.
Finally, we prove existence of the F -stable Γ 
, so by Galois descent, it descends to a σ-module over Γ K con of the same dimension as M 1 which spans M 1 over Γ K an,con . This is the desired existence, and it completes the proof.
One consequence of this proposition which we will not use here, but which bears noting, is that it implies that the lowest slope eigenvectors of a σ-module over Γ K an,con are defined not just over Γ alg an,con , but over the subring Γ K an,con ⊗ Γ K con Γ sep con .
Reduction to the unit-root case
In this subsection, we complete the proof of Theorem 1.1 under the assumption that the field of coefficients k is algebraically closed. In fact, what we will prove is slightly more precise, even for general k. 
Moreover, conditions (a) and (b) uniquely determine the filtration, and the submodule in (c) is also unique.
Proof. We will show that the filtration of Proposition 5.5 satisfies the desired conditions. It suffices to show that M 1 is stable under ∇, and is isogenous to a direct sum of standard (σ, ∇)-modules over Γ L con for some finite separable extension L of K; then we may repeat the argument applied to M 2 /M 1 ⊆ M/M 1 , and so on.
We first check that M 1 is stable under ∇; it suffices to check this under the assumption that the special slopes of M belong to the value group of O 0 . Moreover, by applying a suitable Tate twist, we may reduce to the case where M 1 has slope 0. Choose a basis for the
]-submodule of M 1 described by Proposition 5.5, extend this basis to a basis of M, and suppose F acts on this basis via the matrix X Y 0 Z over Γ con . Choose u ∈ Γ con which reduces to a uniformizer of K; as above, we map = µx for some µ ∈ O 0 and x an invertible element of Γ con ; since u σ ≡ u q (mod π), we have |µ| < 1. By Proposition 2.2, there exists y ∈ Γ alg con such that y σ = xy. Now rewrite the equation at the top of the paragraph as yV RU −1 = µD(yV RU −1 ) σ ; by Proposition 2.4 applied entrywise to this matrix equation, we deduce yV RU −1 = 0 and so R = 0. In other words, M 1 is stable under ∇. As noted earlier, Proposition 5.5 implies that M 1 admits a basis v 1 , . . . , v n whose Γ ]-span is F -stable. We next prove that this span is also ∇-stable; again, we may assume that the special slopes of M belong to the value group of O, then that M 1 has slope 0, and then (by Proposition 4.3) that the Γ K con -span N of v 1 , . . . , v n is also F -stable. In this case, the fact that N is ∇-stable is due to Berger [Bg, Lemme V.14] , but for completeness we give a self-contained proof (slightly different from Berger's). Let X and P be the matrices by which F and ∇ act on v 1 , . . . , v n , and put X 1 = dX du . Then P X +X 1 = du σ du XP σ ; by Proposition 4.7, we have X = U −1 U σ for some invertible matrix U over Γ sep con , so P U −1 U σ + X 1 = du σ du XP σ . With µ, x, y as above, we can rewrite this equation as yUP U −1 + yX 1 = µ(yUP U −1 ) σ . By Proposition 2.4, each entry of yUP U −1 lies in Γ alg con , so the entries of P lie in Γ alg con ∩ Γ an,con = Γ con . Thus N is stable under ∇, and (c) is verified.
Under the same assumptions as the previous paragraph, we may apply Tsuzuki's finite monodromy theorem for unit-root F -crystals [T1, Theorem 5.1.1]. It states (in our notation) that if p = q, then for a unit-root (σ, ∇)-module over Γ K con , there exists a finite separable extension L of K such that over Γ L con , the module admits a basis whose elements are eigenvectors in the kernel of ∇. The same assertion follows at once for q general: if q = p f and M is a unit-root (σ, ∇)-module over Γ If we now relax the assumption that the special slopes of M belong to the value group of O, we deduce that for a suitable extension O ′ of O, N is spanned over Γ ] of slope less than v p (λ), an impossibility unless ∇w = 0. Since ∇w = r i=1 λ −(i−1)/r ∇v i , we deduce ∇v i = 0 for i = 1, . . . , r. Thus v 1 , . . . , v r span a standard (σ, ∇)-module, and N is isogenous to a direct sum of these, as claimed. This completes the proof.
The case of arbitrary residue field
The proof of Theorem 1.1 is now complete in the case where k is algebraically closed. We conclude by using this case to handle the case of k arbitrary. Note that in this case, one cannot expect that the Frobenius structure can be trivialized over a finite extension of Γ con , only the connection structure. However, we can still prove a more refined statement than Theorem 1.1. ] of elements in the kernel of ∇.
Moreover, conditions (a) and (b) uniquely determine the filtration, and the submodule in (c) is also unique.
As in Proposition 5.4, it suffices to prove the theorem without the condition that L be separable, as one can apply F to a basis defined over Γ ] to reduce the inseparable degree.
Proof. Put K 1 = k alg ((t)). Applying Theorem 5.6 gives a unique filtration over Γ ]. We prove that M 1 admits a basis of elements defined over Γ L an,con in the kernel of ∇. Let e 1 , . . . , e n be a basis of M over Γ L an,con , and let v 1 , . . . , v r be a basis of M 1 over Γ L 1 an,con of elements in the kernel of ∇. For each pair (j, l) with j ∈ {1, . . . , n} and l ∈ Z, we can define
an,con that sends v to its coefficient of u l e j ; this functional extends in the obvious fashion to a C[
an,con ⊗ O alg C. These functionals have no common kernel, so we can find n functionals λ 1 , . . . , λ r having no common kernel when restricted to SatSpan(v 1 , . . . , v r ).
For i, j = 1, . . . , r, let B ij = λ i (v j ), let C be the inverse of the matrix B, and let w i = j C ji v j , so that λ i (w j ) = 1 if i = j and 0 otherwise. Then the w i are in the kernel of ∇, and we claim that they in fact are defined over Γ Recall from calculus that every expression of the form u l (log u) m can be written as the derivative, with respect to u, of a linear combination of such expressions. (If l = −1, the expression is the derivative of a power of log u times a scalar. Otherwise, integration by parts can be used to reduce the power of the logarithm.) Thus there exists e j ∈ Γ L log,an,con such that d du e j = c j . Put w i = v i − j<i e j w j ; then ∇w i = 0. This process thus ends with a basis w 1 , . . . , w n of elements in the kernel of ∇. The whole kernel of ∇ must equal the O-span of w 1 , . . . , w n , so σ acts on this span. Thus if k is algebraically closed, we may apply the Dieudonné-Manin classification to decompose this span as the sum of standard (σ, ∇)-modules, as desired.
