Question answering systems over knowledge graphs commonly consist of multiple components such as shallow parser, entity/relation linker, query generation and answer retrieval. We focus on the first task, shallow parsing, which so far received little attention in the QA community. Despite the lack of gold annotations for shallow parsing in question answering datasets, we devise a Reinforcement Learning based model called MDP-Parser, and show that it outperforms the current state-ofthe-art approaches. Furthermore, it can be easily embedded into the existing entity/relation linking tools to boost the overall accuracy. 4 The prefix dbr is bound to http://dbpedia.org/property/ 5 The prefix dbr is bound to http://dbpedia.org/resource/
Introduction
Question Answering (QA) systems are designed to automatically answer questions in natural language from available unstructured textual data on the web. In the recent years, large-scale Knowledge Graphs (KGs), such as DBpedia [1] and Freebase [2] , are emerged which allow to utilize the well-structured information on the knowledge graphs for developing higher standard QA systems.
The question answering methods, which operate over knowledge graphs, can be divided into two main categories: end-to-end methods and approaches based on semantic parsing. With recent advancement in neural networks and deep learning, deep neural networks have been employed in building end-to-end QA systems. However, these approaches contain several shortcomings: First, the trained model is not interpretable, as a result, it is hard to conduct error analysis and improve the model. Secondly, as the model is offered as a single module, other systems cannot benefit from the sub-tasks which are being carried out by the model such as entity recognition and linking. Furthermore, it is challenging to include human feedback in an interactive manner to facilitate the mistakes made by the model as there is no intermediate output or an interpretable internal status.
On the other hand, approaches based on semantic parsing usually consist of several sequential steps such as syntactic analysis, entity and relation linking, arXiv:1909.12566v1 [cs. LG] 27 Sep 2019 query generation and ranking, and answer retrieval. Comparing to the end-toend systems, the main drawback of semantic parsing approach is the possibility of error propagation throughout the pipeline. Nevertheless, due to possibility of interactive learning and interpretability of the model, we focus on semantic parsing approaches.
In semantic parsing approaches, the first component of the pipeline is commonly a shallow parsing (a.k.a. syntactic analysis). The goal of shallow parser is to annotate the utterances of the question with appropriate labels, which later will be used in the entity/relation linking step. In other words, a shallow parser scans the input questions and decides whether a word/phrase is a potential entity/relation or it is irrelevant. In the next step, given the labeled utterances, the linker is supposed to find the entity/relation from the underlying knowledge graph. Finally, the query generator produces a formal query to retrieve the answer from the knowledge graph.
Although shallow parsing is an important step in such QA systems, it has received little attention in the related works. It is either being carried out by a simple pattern/template matching technique [3] or an existing shallow parser from the Natural Language Processing (NLP) community [4] . However, the wellknown shallow parsing methods in NLP do not completely admit the requirements for shallow parsing in QA systems. Natural language questions have particular characteristics in terms of the syntactical structure and the required granularity of the annotation. Therefore, tools such as [5] , which are commonly used in NLP and are trained using free text corpora, are not properly tuned for questions, which have different syntactical structure. Nonetheless, a trivial idea would be to simply benefit from the successful approaches in the field of NLP by training a well-performing model on the question-answer (Q/A) datasets, if and only if Q/A datasets have required annotation for this task. However, to the best of our knowledge, none of the commonly used Q/A datasets provides the required annotations to train a model for shallow parsing. Thus, we aim to focus on shallow parsing for question answering over knowledge graph.
In this paper, we deal with the task of shallow parsing in QA systems, which is to annotate the spans of entities and predicates in the input question with separate tags. Given the pair of natural language question and the corresponding query, we aim to learn a Reinforcement Learning (RL-) based model that predicts which span corresponds to one of the linked items in the query. For instance, consider the question "Who are currently playing for Barcelona FC?" with corresponding SPARQL query "SELECT ?uri WHERE {?uri <dbp:currentclub> 4 <dbr:FC Barcelona> 5 } ", the trained model is expected to annotate the input question as follows: "Who are [currently playing] relation for [Barcelona FC] entity ?".
As the target entity/relations spans are unavailable, supervised learning approaches fall short in addressing the shallow parsing problems in these scenarios. However, the obtainable weak (or distant) supervision suits the problem to the class of Reinforcement Learning (RL) algorithms which are neither fully supervised nor unsupervised.
Contributions
We introduce a novel RL-based model, which is a fine-tuned shallow parser for question answering over knowledge graph. Moreover, using an ad-hoc entity/relation linker, we show that our model can easily exceed state-ofthe-art results in entity/relation recognition and linking on two popular benchmark datasets. Note it can be trained using a small amount of data and still achieve state-of-the-art results (see Section 3 for more details). We also show it can be easily be integrated into existing entity/relation linking tools and boost their accuracy, consequently improve the overall performance of the QA system. Additionally, considering generic question answering platforms such as KBQA [6] and Frankenstein [7] , it can also be easily used as an independent component to build new semantic parsing QA systems.
Reproducibility The source code, intermediate files, and logs of our method will be available on GitHub to facilitate reproducibility and transparency.
The remainder of our paper is structured as follows: We introduce the detail of the approach in Section 2 and yield the empirical results in Section 3. Section 4 briefly discusses the related works on entity and relation detection and linking approaches, and related technique used in QA systems using knowledge graphs. Section 5 concludes our findings.
Shallow Parsing Framework
In this section, we present our approach for shallow parsing of natural questions in distantly supervised question answering systems, which operate over knowledge graphs. The problem is phrased as a reinforcement learning model and is formulated using a Markov Decision Process (MDP).
Problem Setting
We are given a set of questions Q and the set of their corresponding formal queries Z. Each question q i ∈ Q consists of a sequence of n i words, q i = [w i 1 , w i 2 , . . . , w i ni ], which are determined as an arbitrary vectorized representation of size d, w i j ∈ R d . On the other hand, the formal queries contain the so-called distant labels in our setting. A query z i ∈ Z is formed from a set of m i linked items, z i = {l i 1 , l i 2 , . . . , l i mi }, where a linked item l i j is defined as a triple of input, URI, and label that links a part of the question (one or more words) to an entry in the knowledge graph (i.e., URI) with a label of either relation or entity. For instance, given an example question of "Who are currently playing for Barcelona FC?", the linked items are as follows. {(dbp:currentclub, "current club", relation), (dbo:FC Barcelona, "FC Barcelona", entity)}
We aim to design a shallow parsing approach, which receives a question q i ∈ Q in natural language and identifies its entities and relations by classifying every word into entity, relation, or none. Therefore, every word w i j in the question is assigned to a label y i j ∈ {2, 1, 0} where respectively determines entity, relation, and none. Consequentially, the output of the parser for the above example is [who : 0, are : 0, currently : 1, playing : 1, for : 0, Barcelona : 2, FC : 2].
Note that the entity FC Barcelona is specified by separately labeling two words Barcelona and FC. However, as the example illustrates, there is no one-to-one mapping between a URI and a word or set of words in the question, e.g., currentclub and currently playing. In addition, the true labels, i.e., entity/relation mentions in the question, are not available in our problem. We thus propose a method to learn the labels via distant supervision.
Intuitively, we aim to find the utterances of the question which provide the best clue for each target linked item. Assume thatŷ i j is a predicted label from our approach which is either entity or relation, i.e.,ŷ i j = 0. Using an arbitrary similarity function k : X × X → [−1, 1], we seek to find the linked item from the corresponding query, which is of the same label asŷ i j and its URI's title is the most similar to w i j score(ŷ i j ) = max
Therefore, score(ŷ i j ) computes how relevant the predicted label is to the true target value. Continuing with the question in the above example, if the model labels the word "are" as an entity, dbo:FC Barcelona will be the matching entity, though with a negative score. In contrast, if the word "Barcelona" is marked as an entity, it will be matched to dbo:FC Barcelona with a very high score. The weak labels are hence obtained by normalizing the similarity scores of the words of the same label, using min-max technique to form a probability distributionȳ
.
Given the questions and the weak labels, the goal is to learn a function f that optimizes the following cross entropy loss function
where p(ŷ i j ) is the probability of optingŷ i j for w i j ∈ q i . Hence, the objective function aims to learn a model that increases the probability ofŷ i j when it achieves a high similarity score from k(l i k , w i j ), which means that w i j corresponds to l i k . In the remainder of this section, we propose an approach based on reinforcement learning, in which uncertainty regarding the label of utterances in the question is minimized by trading off exploration versus exploitation.
The MDP Framework
The circle of learning in a Reinforcement Learning (RL) problem consists of the RL agent perceives the state of the environment, provides an action, accordingly, and receives feedback to evaluate its action. The feedback acts as a learning signal for optimizing the internal model in the RL framework. An RL problem is mathematically described via Markov Decision Processes (MDPs) [8] .
An MDP is represented as a five-tuple S, A, P, R, γ , where S is the state space, A is the set of actions, P : S × A × S → [0, 1] is the transition probability function where P(s, a, s ) indicates the probability of going to s after taking action a in state s and s, s ∈ S and a ∈ A, R(s, a) is the reward of (s, a) pair where R : S × A → R, and 0 ≤ γ ≤ 1 is the discount factor. A policy network π θ (s, a) is used to represent the policy of agent for choosing the next action in the current state. In the following, we characterize our shallow parsing problem in an MDP framework, and we discard the superscript i for simplicity in the notation.
States. In our setting, the state space is defined as a subsequence of the question at each time step t, containing the previous, current, and the next word, as well as the last chosen action. Recall that the words are represented using an arbitrary vectorized form, w j ∈ R d . Therefore, the state s t is given by s t = [w t−1 ; w t ; w t+1 ; a t−1 ], which indicates a three-words running window over the input question.
Actions. We aim to find the relation and entity spans of questions by classifying their words into a possible set of actions, a t ∈ {2, 1, 0}, in order to determine whether the current word specifies an entity or a relation, or it is out of our interest. At the end of the episode (question), the selected actions, A q = [a 1 , . . . , a n ], which are taken for the underlying question form a sequence of mentioned labels for the corresponding words. Note that an action is equivalent to a predicted label, i.e., a j =ŷ j .
Transition function. We consider a deterministic transition function, which means that the next state s t+1 consists of the last three words and the last chosen action.
Reward function. The entity/relation mentions of the questions might consist of multiple words and such words need to be linked to the entities/relations in the knowledge graph at the end of an episode. Therefore, there is no immediate reward signal after every time step. To determine the delayed reward, we first group the words within the same annotation to construct the set of entity and relation mentions; for instance, if (a j−1 = a j ) ∧ (a j = a j+1 = 2) ∧ (a j+1 = a j+2 ), we concatenate the two words into one entity, p i = [w j ; w j+1 ]. As a result, a set of entity and relation mentions are obtained which are annotated from the model, P = {p 1 , . . . , p g }, where g ≤ n. Using k, an arbitrary similarity measure, we aim to find a linked item l ∈ z for each phrase p j ∈ P , which its URI is the most similar to p j .
We define the reward at two levels: the detailed reward, which provides finegrained feedback directly from the scores and the overall reward, which is the average of the fine-grained rewards. The former gives a direct feedback for the utterances that has been proposed as a potential entity/relation mention, while the latter (total reward of the episode) is further discounted by the discount factor and is used to specify a feedback for the overall episode, especially the utterances that are not used in any entity/relation mention.
Learning the Policy Network
Once the shallow parsing task is successfully phrased in an MDP framework, we aim to learn a stochastic policy, π θ : S × A → [0, 1], which gives the probability distribution over the actions given the actual state. We thus take a deep learning method with parameters θ to learn a model via optimizing the objective function defined in Equation 1. To do so, we design a deep fully connected neural network as the policy network. Figure 1 illustrates the architecture of the deep network. First, the words are vectorized using a word vectorization technique e.g., word embedding [9, 10] . The state is then created using the previous, current and the next vectorized words along with the last chosen action, which is a numerical value. The successive layers are linear transformations with ReLU, Sigmoid and Softmax activation functions, respectively. The output layer provides the final action distributions, from which the agent would sample the next action a t+1 ∼ π θ (s t , a) = sof tmax(θ π s t ).
Empirical Study
The available datasets on question answering systems over knowledge graphs lack the gold entity/relation mentions, which are necessary for directly evaluating the performance of the model. Therefore, we propose two distinct techniques to measure the performance of MDP-Parser. First, we plug-in a simple linking tool to the model, in order to find the most similar URIs from the knowledge graph, given the generated spans. As a result, the system becomes a tool for extracting entity/relation as well as linking that can be evaluated against baseline approaches. Second, we substitute our method in an existing entity/relation linking tool to show the impact of using MDP-Parser in contrast to its original parsing tool.
Datasets
We conduct our experiments on two popular benchmarking datasets: 1) LC-QuAD [11] dataset which consists of 5,000 manually crafted question-query pairs. The dataset covers a wide range of vocabulary, semantic complexity, spelling and grammar mistakes, and type of questions. 2) QALD-7 [12] dataset from QALD challenge series, which contains 215 training questions as well as 50 questions in the test set.
Experiment Settings
We optimized the hyper-parameters such as learning rate, gamma, negative and positive reward on the validation set using SigOpt 6 [13] . Furthermore, we considered three different types of function to re-rank the index output. First, we employ string metrics, namely levenshtein distance (LEV). Second, we make use of used Glove vectors [10] to initialize word embedding (EMB) and compute the cosine similarity to support the words that are semantically close to each other. Finally, we combine both of them via a linear function (LEV+EMB). Table 1 shows the effect of using different similarity functions.
As for the linking component, we used Apache Lucene to create a full-text index of the character-level tri-grams of the entities and the relations of the KB. These indices provide a list of candidate URIs given the input words. We re-rank the output according to pair-wise ranking function which utilizes the aforementioned similarity functions. Furthermore, in order to increase the accuracy of the relation linking, we augment the output of the relation index with the relations that are in a one-hop distance of the top-entity of each entity span.
Evaluation Metrics
We employ accuracy to evaluate the performance in different settings. A match is regarded as correct when the top candidate is equal to the target item. Furthermore, employ Mean Reciprocal Rank (MRR) in cases where a list of candidates with length l are present:
where rank i specifies the position of the target item in the list of candidates.
Baseline Systems
As mentioned before, Q/A datasets over KB commonly provide question-queryanswer triple, thus, it is not possible to directly measure the accuracy of the proposed model. As a result, we expand the model with an index-based linker to establish a complete linking tool. Thus we can assess the system and compare its performance to other linking tools. For entity linking task, we consider Babelfy [14] , AIDA [15] , FOX [16] , TagMe [17] and DBpedia Spotlight [18] . In addition, we also report the performance of SIBKB and ReMatch for the task of relation linking. Furthermore, we assess EARL [3] and Falcon [19] , which performs joint entity and relation linking, as our baseline systems since they reported the state-of-the-art accuracy for both entity and relation linking tasks. Entity Linking Evaluation Table 2 presents the performance of our system in comparison with baseline entity linking systems on the test-set of LC-QuAD [11] and QALD-7 [12] . Our method beats the baseline systems in both datasets, except for Falon [19] in LC-QuAD [11] dataset. Note that Falon [19] is a rulebased system which requires manual rule-extraction. The authors reportedly used other datasets to extract the rules and reported an accuracy of 78% on the QALD-7 [12] train-set. However, we evaluate the accuracy of Falcon [19] on the train-set and test-set of QALD-7 [12] using their public API 7 . We obtain an accuracy of 75% on train-set of QALD-7 [12] which is quite close to what the authors originally reported, nevertheless, the accuracy on Falcon [19] the QALD-7 [12] test-set drops significantly to 38%. Table 3 summarizes the performance of our method along with the baseline systems. Despite the simplicity of the linking part of our approach, it outdoes all the baseline systems. Note that despite limited training data in QALD-7 (215 questions), MDP-Parser achieved a better result with no further tuning or manual intervention. Results Analysis So far, we limited to consider only the top-1 candidate in order to compute the accuracy. We further expand the list of generated candidate to consider Top-K items and report the MRR in Figure 2 . despite increasing K, the MRR levels out for EARL in both entity and relation linking. However, we observe a significant enhancement in the relation linking task of MDP-Parser. We further investigate the roots of it and discover that it is due to the fact that there are linked item with a very similar label (e.g. dbr:school and dbr:schools). This improvement can very useful when it is integrated into a full question answering pipeline where the query generator can process multiple candidates per each utterance (for instance SQG [22] ). Consequently, it can lead to an increase in the performance of the whole QA pipeline. Success and Failure Analysis In order to shed light on the success and failure cases of MDP-Parser and the baseline systems, we randomly selected 250 out 1,000 questions from the LC-QuAD [11] test-set and performed a thorough manual assessment of failure cases for MDP-Parser, EARL [4] and Falcon [19] . We categorize them into four groups: Linker Failure, Missing/No Relation Span, Incomplete Entity Span and others. The main reason for failure in all three methods are those cases where the correct phrase was identified, but the entity/relation linker failed to retrieve the target item or failed to rank it within top-K items of its output (see Figure 3 ). For instance, in the question "To which places do the flights go by airlines headquartered in the UK", the phrase "UK" was identified as an potential entity, yet the linker failed to find "dbr:United Kingdom". The second most common case for MDP-Parser is where it failed to extract at least one relation in the question. As an example, given the question "Who are the stockholder of the road tunnels operated by the Massachusetts Department of Transportation?" with target relation set ["dbp:owner", "dbp:operator", "dbo:RoadTunnel"], MDP-Parser correctly identified "stockholder" and "operated" as candidate relation spans, however, it ignored "road tunnels". In comparison to the baseline systems, we notice that EARL [4] and Falcon [19] tend to offer more relation spans than MDP-Parser, which caused them to falsely suggest the utterances which are not related to the target relations. The next most frequent reason for MDP-Parser, which is the second most common case for EARL [4] and Falcon [19] , is incomplete entity span which usually occurs for long entity mentions. For instance, in question "Who created the Women in the Garden and also the L'Enfant a la tasse ?", MDP-Parser correctly identified "L'Enfant a la tasse" as one entity, however, failed to cast "Women in the Garden" as an entity mention, instead it presented "woman" and "garden" as two separated entity mentions. Still, MDP-Parser generally handles long entity mentions better than the baseline systems. Lastly, there are less frequent cases such as the instances where two entity/relation mentions reported as one, or where there is no entity mention, etc. and we reported them together.
Empirical Results

Relation Linking Evaluation
Fig. 3. Error analysis of MDP-Parser
In order to measure the robustness of our method, we manipulated the questions in LC-QuAD [11] to lowercase and re-evaluate MDP-Parser, EARL [4] and Falcon [19] . Table 4 shows that the performance of two baseline systems fall remarkably: EARL [4] accuracy drops by 54% and 12%, and the accuracy of Falcon [19] drops by 29% and 24% for entity linking and relation linking, respectively. While, the accuracy of MDP-Parser for relation linking is almost the same as before, however, the accuracy of entity linking drops by 12%.
Integration with Existing Entity/Relation Linking System In order to show the effectiveness of using our approach in an existing entity/relation tool, we manipulated EARL [4] and replace its shallow parsing tool with MDP-Parser. We further evaluate it on LC-QuAD [11] dataset. As can be observed in Table 5 , not only it remarkably boosted both the accuracy of entity linking and relation linking of EARL [4] by more than 10%, but it also outperformed the previously reported the-state-of-the-art results for the relation linking (see Table 3 ). 
Related Works
To the best of our knowledge, there are no research works that focus specifically on shallow parsing for question answering system over knowledge graphs. However, shallow parsing is an integral part of Named Entity Recognition/Disambiguation (NER/NED) and Relation Extraction/Linking task. Traditionally, entity linking and relation linking where treated independently. Consequently, there are many works that focus on entity recognition and linking [15, 18, 17, 14, 16, 23] . These approaches exert a wide range of techniques and methods from heuristics and rule-based methods to supervised learning, and most recently deep neural networks. [24] provides a survey on various approaches and tools for entity disambiguation and linking and their application in different fields such as question answering. They concluded that a common entity linking pipeline commence with the generation of candidate entities, in which irrelevant items are filtered out, then a supervised or unsupervised ranking method is leveraged to arrange the candidates accordingly.
On the other hand, some scholars concentrate only on relation detection and linking [21, 25, 26] . In contrast to relation extraction that have been an active field of research in natural language processing [27, 28, 29, 30] , relation linking has received less attention, though it has a crucial role in various applications such as question answering, knowledge graph completion, etc. Legacy methods such as PATTY [26] and BOA [25] provided natural language patterns and taxonomy to provide a different representation of the predicates knowledge graph. Though simple, they are used in other fields such as question answering quite often [31, 32, 33, 3] .
However, these tasks are inherently codependent. In recent years, researchers attempted to exploit the relationship between entity and relation by jointly linking the entities and relations to improve the state-of-the-art results [4, 19] . EARL [4] used SENNA [34] to extract the entity and relation spans, which is a commonly used tool to perform Part of Speech (POS), chunking, NER, etc. They maps the task of entity and relation linking to Generalized Travelling Salesman Problem (GTSP) to exploit the relation between entities and relations in the question. Although SENNA [34] attained state-of-the-art results in multiple tasks, its performance in the Q/A dataset is limited as it was trained on long documents from Wikipedia, whereas the questions in Q/A dataset are quite short, for instance the average length of questions in LC-QuAD [11] dataset is 12.3. Falcon [19] is based on a set of manually crafted rules and benefits from general principles of English language structure to detect the entity/relation mentions. They further merged multiple existing knowledge graphs to increase the lexical diversity of the knowledge graph, which can result in better supporting the semantic gap. However, it does not generalize well on other datasets as its sets of rules are limited and required manual work to tune it to the task at hand. simultaneously, a similar line of work to our research is presented in [35] , where the main objective is identify the relation types. It leverages a two level RL-based framework to first detect a relation in the top level, which triggers the lower level model to find the corresponding entities that are semantically associated via selected relation. They evaluated their proposed method on two datasets in which the number relation types are very limited (29, 11) . However, the choices for the MDP components are quite different from us as well as the network architecture for the policy network.
Conclusions and Future Work
We were motivated by the fact that the shallow parsing in question answering over knowledge graph has not been well-studied and analyzed. In this work, we presented an RL-based shallow parser along which can be trained using a limited training data. We extend it with a ad-hoc linking module and show that our method, though using a very simple linking module, can exceed the baseline systems. We also integrated our method into an existing linker and provided empirical evidence that it boosted the linker performance remarkably, which shows that this research field needs more attention. Furthermore, we presented elaborated success and failure analysis on the results of MDP-Parser, EARL [4] and Falcon [19] that can help the community to work on the deficiencies of the existing works.
As future work, we plan to utilize transfer learning to study the effectiveness of our approach on a very small dataset, when we train the model using a different training set. We further aim to integrate the linking module into the RL-based model such that the model can benefit from information that is available by potential linked items from the underlying knowledge graph, in order to increase the accuracy of entity/relation span detection and linking simultaneously.
