Online (and Offline) Robust PCA: Novel Algorithms and Performance
  Guarantees by Zhan, Jinchun et al.
1Online (and Offline) Robust PCA: Novel
Algorithms and Performance Guarantees
Jinchun Zhan, Brian Lois, and Namrata Vaswani
Abstract
In this work, we study the online robust principal components’ analysis (RPCA) problem. In recent work, RPCA has been
defined as a problem of separating a low-rank matrix (true data), L := [`1, `2, . . . `t, . . . , `tmax ], and a sparse matrix (outliers),
S := [x1, x2, . . . xt, . . . , xtmax ], from their sum, M := L + S. A more general version of this problem is to recover L and
S from M := L + S +W where W is the matrix of unstructured small noise/corruptions. An important application where
this problem occurs is in video analytics in trying to separate sparse foregrounds (e.g., moving objects) from slowly changing
backgrounds. While there has been a large amount of recent work on solutions and guarantees for the batch RPCA problem, the
online problem is largely open.“Online” RPCA is the problem of doing the above on-the-fly with the extra assumptions that the
initial subspace is accurately known and that the subspace from which `t is generated changes slowly over time.
We develop and study a novel “online” RPCA algorithm based on the recently introduced Recursive Projected Compressive
Sensing (ReProCS) framework. Our algorithm improves upon the original ReProCS algorithm and it also returns even more
accurate offline estimates. The key contribution of this work is a correctness result (complete performance guarantee) for this
algorithm under reasonably mild assumptions. By using extra assumptions – accurate initial subspace knowledge, slow subspace
change, and clustered eigenvalues – we are able to remove one important limitation of batch RPCA results and two key limitations
of a recent result for ReProCS for online RPCA. To our knowledge, this work is among the first few correctness results for online
RPCA. Most earlier results were only partial results, i.e., they required an assumption on intermediate algorithm estimates.
I. INTRODUCTION
Principal Components Analysis (PCA) is a tool that is frequently used for dimension reduction. Given a matrix of data,
PCA computes a small number of orthogonal directions that contain most of the variability of the data. PCA for relatively
noise-free data is easily accomplished via singular value decomposition (SVD). The robust PCA (RPCA) problem, which is
the problem of PCA in the presence of outliers, is much harder. In recent work, Cande`s et al. [1] posed it as a problem of
separating a low-rank matrix, L, (true data) and a sparse matrix, S, (outliers1) from their sum, M := L+ S. They proposed
a convex program called principal components’ pursuit (PCP) that provided a provably correct batch solution to this problem
under mild assumptions. The same program was also analyzed in Chandrasekharan et al. [2] and later in Hsu et al. [3]. Since
these works, there has been a large amount of work on batch RPCA methods and performance guarantees. The more general
case, M := L+ S +W where W is unstructured small noise/corruptions, has also been studied in later works, e.g., [4].
When RPCA needs to be solved in a recursive fashion for sequentially arriving data vectors it is referred to as incremental or
recursive or dynamic or “online” RPCA. “Online” RPCA assumes that (i) a short sequence of outlier-free (sparse component
free) data vectors is available or that there is another way to get an estimate of the initial subspace of the true data (without
outliers); and that (ii) the subspace from which `t is generated is either fixed or changes slowly over time. We put “online” in
quotes here to stress that the “online” problem formulation uses extra assumptions beyond what are used by batch RPCA. An
important application where the RPCA problem occurs is one of separating a video sequence into foreground and background
layers [1]. Video layering is a key first step to simplifying many video analytics and computer vision tasks, e.g., video
surveillance (to track moving foreground objects), background video recovery and subspace tracking in the presence of frequent
foreground occlusions or low-bandwidth mobile video chats or video conferencing (can transmit only the foreground layer).
In videos, the foreground typically consists of one or more moving persons or objects and hence is a sparse image. The
background images (in a static camera video) usually change only gradually over time, e.g., moving lake waters or moving
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1Since an outlier is something that occurs occasionally, it is well modeled using a sparse matrix of corruptions.
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Fig. 1: The first column shows the video of a moving rectangular object against moving lake waters’ background. The object and its
motion are simulated while the background is real. In the next two columns, we show the recovered background ( ˆ`t) and the recovered
foreground support (Tˆt) using Automatic ReProCS-cPCA (labeled ReProCS in the figure). The algorithm parameters are set differently for
the experiments (see Sec. VIII) than in our theoretical result. Notice that the foreground support is recovered mostly correctly with only a
few extra pixels and the background appears correct too (does not contain the moving block). The quantitative comparison is shown later in
Fig. 4. The next few columns show background and foreground-support recovery using some of the existing methods discussed in Sec. I-B.
trees in a forest, and the changes are global [1]. Hence they are well modeled as being dense and lying in a low-dimensional
subspace that is fixed or slowly changing. We show an example in Fig. 1. In many videos, it is also valid to assume that a short
initial sequence is available without any foreground objects, i.e., (i) holds. Other RPCA applications include recommendation
system design, survey data analysis [1], anomaly detection in dynamic social (or computer) networks [5] or dynamic magnetic
resonance imaging (MRI) based region-of-interest tracking [6]. In many of these, an online solution is desirable.
A. Problem Definition
At time t we observe a data vector mt ∈ Rn that satisfies
mt = `t + xt +wt, for t = ttrain + 1, ttrain + 2, . . . , tmax. (1)
For t = 1, 2, . . . , ttrain, xt = 0, i.e., mt = `t +wt. Here `t is a vector that lies in a low-dimensional subspace that is fixed
or slowly changing in such a way that the matrix Lt := [`1, `2, . . . , `t] is a low-rank matrix for all but very small values of
t; xt is a sparse (outlier) vector; and wt is small modeling error or noise. We use Tt to denote the support set of xt and we
use Pt to denote a basis matrix for the subspace from which `t is generated. For t > ttrain, the goal of online RPCA is to
recursively estimate `t and its subspace range(Pt), and xt and its support, Tt, as soon as a new data vector mt arrives or
within a short delay2. Sometimes, e.g., in video analytics, it is often also desirable to get an improved offline estimate of xt
and `t when possible. We show that this is an easy by-product of our solution approach.
The initial ttrain outlier-free measurements are used to get an accurate estimate of the initial subspace via PCA. For video,
this assumption corresponds to having a short initial sequence of background-only images, which can often be obtained.
In many applications, it is actually the sparse outlier xt that is the quantity of interest. The above problem can thus also
be interpreted as one of online sparse matrix recovery in large but structured noise `t and unstructured small noise wt. The
unstructured noise, wt, often models the modeling error. For example, when some of the corruptions/outliers are small enough
to not significantly increase the subspace recovery error, these can be included into wt rather than xt. Another example is
when the `t’s form an approximately low-rank matrix.
B. Related Work
Solutions for online RPCA have been analyzed in recent works [7], [8], [9], [10]. The work of [7] introduced the Recursive
Projected Compressive Sensing (ReProCS) algorithmic framework and obtained a partial result for it. Another approach for
online RPCA (defined differently from above) and a partial result for it were provided in [8]. We use the term partial result
2By definition, a subspace of dimension r > 1 cannot be estimated immediately since it needs at least r data points to estimate
3to refer to a performance guarantee that depends on intermediate algorithm estimates satisfying certain properties. We will
see examples of this in Sec. II-G when we discuss the above results. In very recent work [9], [10], a correctness result for
ReProCS was obtained. The term correctness result refers to a complete performance guarantee, i.e., a guarantee that only puts
assumptions on the input data (here mt) and/or on the algorithm initialization, but not on intermediate algorithm estimates.
Other somewhat related work includes [11] (online PCA with contaminated data that is not modeled as being sparse) and
[12] (modified-PCP, a piecewise batch method). All the above results are discussed Sec. II-G.
Some other works, such as [13](GRASTA), [14] (adaptive-iSVD), [15] (incremental Robust Subspace Learning) or [16]
(GOSUS), [5], [17], [18], [19], [20] only provide an online RPCA algorithm without guarantees. We do not discuss these
here. As demonstrated by the experimental comparisons shown in [21] and in [12, Fig 6], when the outlier support is large
and changes in a correlated fashion over time, ReProCS-based algorithms significantly outperform most of these, besides also
outperforming batch methods such as PCP and robust subspace learning (RSL) [1], [22]. This is also evident from Fig. 1 and
Fig. 4.
C. Contributions
In this work we develop and study an algorithm based on the ReProCS idea introduced and studied in [7], [9], [10]. We call it
Automatic ReProCS with cluster PCA (ReProCS-cPCA). This is an improved ReProCS algorithm compared to the ones studied
in previous work. (1) It is able to automatically detect subspace changes within a short delay; is able to correctly estimate
the number of directions added or deleted; and is also able to correctly estimate the clusters of eigenvalues along the existing
directions. This is important because it is impractical to assume that a subspace change time or the exact number of added
or removed directions is known. Additionally, these estimates themselves are relevant for applications such as understanding
dynamic social networks’ structural changes in the presence of outliers. While many heuristics exist to detect sudden subspace
changes, we provide an approach for correctly detecting slow subspace changes within a short delay. (2) Moreover it is able to
accurately estimate both the newly added subspace as well as the newly deleted subspace. The latter is done by re-estimating
the current subspace using an approach called cluster PCA (cPCA). The basic cPCA idea was introduced in [7]. The current
work uses that idea to develop an automatic algorithm. The cPCA step ensures that the estimated subspace dimension does
not keep increasing with time. (3) The current algorithm also returns more accurate offline estimates. The algorithms studied
in [7], [9] could not do (1) and (3). The algorithms studied in [9], [10] did not do (2) and (3).
The main contribution of this work is a correctness result (complete performance guarantee) for the proposed algorithm
under relatively mild assumptions on `t, xt, and wt. To our knowledge, this and [9], [10] are the first correctness results for
online RPCA. The result obtained here removes two key limitations of [9], [10]. (1) First, we obtain a result for the case where
the `t’s can be correlated over time (follow an autoregressive (AR) model) where as the result of [9], [10] needed mutual
independence of the `t’s. This models mostly static backgrounds in which changes are only due to independent variations at
each time, e.g., light flickers. However, a large class of background image sequences change due to factors that are correlated
over time, e.g., moving waters. This can be better modeled using an AR model. (2) Second, with one extra assumption –
that the eigenvalues of the covariance matrix of `t are clustered for a period of time after the previous subspace change has
stabilized – we are able to remove another significant limitation of [9], [10]. That result needed the rank of L to grow as
O(log n) while our result allows it to grow as O(n). Batch methods such as PCP allow the rank to grow almost linearly with
n. The clustered eigenvalues assumption is valid for data that has variability at different scales - large scale variations would
result in the first (largest eigenvalues’) cluster and the smaller scale variations would form the later clusters.
Because we use extra assumptions – accurate initial subspace knowledge, slow subspace change, and clustered eigenvalues
– we are able to remove an important limitation of batch methods [1], [2], [3]. As we explain in Sec. II-G, our result requires
an order-wise looser bound on the number of time instants for which a particular index i can be outlier-corrupted compared to
these results. In other words, it allows significantly more correlated changes of the outlier support over time. This is important
in practice, e.g., in video, foreground objects do not randomly jump around; in social networks, once an anomalous pattern
starts to occur, it remains on many of the same edges for a while. The clustered eigenvalues assumption is discussed above.
Accurate initial subspace knowledge and slow subspace change were discussed earlier (just above Sec. I-A).
The novelty in the proof techniques used in this work is summarized in Sec. IV-A. The proof relies on the sin θ theorem
[23] (that bounds the effect of a perturbation on a Hermitian matrix’s top eigenvectors) and the matrix Azuma inequality [24].
4D. Notation
We use the interval notation [a, b] to mean all of the integers between a and b, inclusive, and similarly for [a, b) etc. For a
set T , |T | denotes its cardinality and T¯ denotes its complement set. We use ∅ to denote the empty set.
We use ′ to denote a vector or matrix transpose. The lp-norm of a vector and the induced lp-norm of a matrix are denoted
by ‖ · ‖p. For a vector x and set T , xT is a smaller vector containing the entries of x indexed by entries in T . We use I
to denote the identity matrix. Define IT to be an n × |T | matrix of those columns of the identity matrix indexed by entries
in T . For a matrix A, define AT := AIT . For matrices P , Q where the columns of Q are a subset of the columns of P ,
P \Q refers to the matrix of columns in P and not in Q. For a matrix H , H EVD= UΛU ′ denotes its reduced eigenvalue
decomposition. For Hermitian matrices A and B, the notation A  B means that B −A is positive semi-definite.
For a matrix A, the restricted isometry constant (RIC) δs(A) is the smallest real number δs such that
(1− δs)‖x‖22 ≤ ‖Ax‖22 ≤ (1 + δs)‖x‖22
for all s-sparse vectors x [25]. A vector x is s-sparse if it has s or fewer non-zero entries.
We refer to a matrix with orthonormal columns as a basis matrix. Thus, for a basis matrix P , P ′P = I . For basis matrices
Pˆ and P , dif(Pˆ ,P ) := ‖(I − Pˆ Pˆ ′)P ‖2 quantifies error between their range spaces.
E. Paper organization
This paper is organized as follows. We discuss the data models and the main results for the proposed algorithm in Sec.
II. The Automatic ReProCS-cPCA algorithm is developed in Sec. III. The stepwise algorithm is summarized in Algorithm 1.
The proof outline of our main result is given in Sec. IV. This section also helps understand the algorithm better and explains
the novelty in the proof techniques. The lemmas for proving the main result, the proof of the main result and the proofs of
the main lemmas are given in Sec. V. The key lemmas needed to prove the main lemmas are proved in Sec. VI (lemmas
for analyzing the projection-PCA based subspace addition step) and in Sec. VII (lemmas for analyzing the cluster PCA based
subspace deletion step). These are the long sections that contain the new proofs that rely on the matrix Azuma inequality [24].
This is needed because the `t’s are now correlated over time. Simulation experiments comparing the proposed algorithm to
some existing batch and online RPCA algorithms are described in Sec. VIII. Conclusions are given in Sec. IX.
II. DATA MODELS AND MAIN RESULTS
In this section, we give the data models and correctness results for our proposed algorithm, Automatic ReProCS-cPCA, and
for its simplification, Automatic ReProCS. The algorithm itself is developed in Sec III and the complete stepwise algorithm
is summarized in Algorithm 1. We give below the model on the outlier support sets Tt, the model on `t, and the denseness
assumption. Using these, we state the result for Automatic ReProCS in Sec. II-E. In Sec. II-F, we state the clustering assumption
and give the correctness result for Automatic ReProCS-cPCA. The results are discussed in Sec. II-G.
A. Model on the outlier support set, Tt
We give here one simple and practically relevant special case of the most general assumptions (Model 5.4) on the outlier
support sets Tt. It requires that the Tt’s have some changes over time and have size less than s. An example of this is a video
application consisting of a foreground with a 1D object of length s or less that remains static for at most β frames at a time.
When it moves, it moves downwards (or upwards, but always in one direction) by at least sρ pixels, and at most
s
ρ2
pixels.
Once it reaches the bottom of the scene, it disappears. The maximum motion is such that, if the object were to move at each
frame, it still does not go from the top to the bottom of the scene in a time interval of length α. This is ensured if sρ2α ≤ n.
Anytime after it has disappeared another object could appear. A visual depiction of this model is shown in Fig. 2. We have
used this “one object moving in one direction” example to only explain the idea in a simple fashion. Instead, one could also
have multiple moving objects and arbitrary motions, as long as the union of their supports follows the assumptions of Model
2.1 below or those given later in Model 5.4. These models were introduced in [10].
Model 2.1 (model on Tt). Let tk, with tk < tk+1, denote the times at which Tt changes and let T [k] denote the distinct sets.
For an integer α,
5T [1]
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(a) ρ = 3 and β = 5 case
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(b) ρ = 1 and β = 1 case
Fig. 2: Examples of Model 2.1. (a) shows a 1D object of length s that moves by at least s/3 pixels at least once every 5 frames (i.e., ρ = 3
and β = 5). (b) shows the object moving by s pixels at every frame (i.e., ρ = 1 and β = 1). (b) is an example of the best case for our
result - the case with the smallest ρ, β (Tt’s mutually disjoint)
1) assume that Tt = T [k] for all times t ∈ [tk, tk+1) with (tk+1 − tk) < β and |T [k]| ≤ s;
2) let ρ be a positive integer so that for any k, T [k] ∩ T [k+ρ] = ∅; assume that ρ2β ≤ 0.0001α;
3) for any k,
∑k+α
i=k+1
∣∣T [i] \ T [i+1]∣∣ ≤ n and for any k < i ≤ k + α, (T [k] \ T [k+1]) ∩ (T [i] \ T [i+1]) = ∅ (one way to
ensure the first condition is to require that for all i, |T [i] \ T [i+1]| ≤ sρ2 with sρ2α ≤ n).
In this model, k takes values 1, 2, . . . ; the largest value it can take is tmax. We set α in the Theorem.
B. Model on `t
A common model for data that lies in a low-dimensional subspace is to assume that, at all times, it is independent and
identically distributed (iid) Gaussian with zero mean and a fixed low-rank covariance matrix Σ. However this can be restrictive
since, in many applications, data statistics change with time, albeit slowly. To model this perfectly, one would need to assume
that `t is zero mean with covariance matrix Σt at time t. If Σt
EVD
= PtΛtP
′
t , this means that both Pt and Λt can change at
each time t, though slowly. This is the most general model but it has an identifiability problem if the goal is to estimate the
subspace from which `t was generated, range(Pt). The subspace cannot be estimated with one data point. If it is r-dimensional,
it needs at least r data points. So, if Pt changes at each time, it is not clear how one can estimate all the subspaces. To resolve
this issue, a general enough but tractable option is to assume that Pt is piecewise constant with time and Λt can change at
each time. To ensure that Σt changes “slowly”, we assume that, when Pt changes, the eigenvalues along the newly added
directions are small initially for the first d frames, and after that they can increase gradually or suddenly to any large value.
One precise model for this is specified next.
The model below assumes boundedness of `t. This is more practically valid than the usual Gaussian assumption since most
sensor data or noise is bounded. We also replace independence of `t’s by an AR model with independent perturbations νt and
we place the above assumptions on νt. As explained earlier, this is a more practical model and includes independence as a
special case.
Model 2.2 (Model on `t). Assume the following.
1) Let `0 = 0 and for t = 1, 2, . . . tmax, assume that
`t = b`t−1 + νt
for a b < 1. Assume that the νt are zero mean, mutually independent and bounded random vectors with covariance matrix
Cov(νt) = Σt
EVD
= PtΛtPt
′.
2) Let t1, t2, . . . tJ denote the subspace change times. The basis matrices Pt change as
Pt =
[(Pt−1Rt \ Pt,old) Pt,new] if t = t1, t2, . . . tJPt−1 otherwise.
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Pt = P(0)
t1
Pt = P(1) = [(P(0)R1) \ P(1),old P(1),new]
t2
. . .
tj
Pt = P(j) = [(P(j−1)Rj) \ P(j),old P(j),new]
tj+1
Fig. 3: A diagram of Model 2.2
where Rt is a rotation matrix, Ptj ,new and Ptj ,old are basis matrices of size n×rj,new and n×rj,old respectively, Ptj ,old
contains a subset of columns of Ptj−1Rt, and Ptj ,new
′Ptj−1 = 0 (new directions are orthogonal to previous subspace).
3) Define
λ− := λmin
(
1
ttrain
ttrain∑
t=1
Λt
)
and λ+ := λmax
(
1
ttrain
ttrain∑
t=1
Λt
)
.
The eigenvalues’ matrices Λt are such that (i) λmax(Λt) ≤ λ+ and (ii) for a d < tj+1 − tj ,
0 < λ− ≤ λ−new ≤ λ+new ≤ 3λ− where
λ−new := min
j
min
t∈[tj ,tj+d]
λmin
(
Ptj ,new
′ΣtPtj ,new
)
,
λ+new := max
j
max
t∈[tj ,tj+d]
λmax
(
Ptj ,new
′ΣtPtj ,new
)
. (2)
4) Assume that d ≥ (K + 2)α. This also implies that tj+1 − tj > d ≥ (K + 2)α. We set K and α in the Theorem. This
along with (2) quantifies “slow subspace change”.
5) Other assumptions: (i) define t0 := 1 and assume that ttrain ∈ [t0, t1); (ii) for j = 0, 1, 2, . . . , J , define rj :=
rank(Ptj ), rj,new := rank(Ptj ,new), rj,old := rank(Ptj ,old) Clearly, rj = rj−1 + rj,new − rj,old. Assume that rj,new
is small enough compared to rj,old so that rj ≤ r and rj,new ≤ rnew for all j for constants r and rnew. Assume that
r + rnew < min(n, tj+1 − tj) and rnew ≤ r0.
6) Since the νt’s are bounded random variables, there exists a γ <∞ and a γnew ≤ γ such that
max
t
‖Pt′νt‖2 ≤ γ, max
j
max
t∈[tj ,tj+d]
‖Ptj ,new′νt‖∞ ≤ γnew.
We assume an upper bound on γnew in the Thoerem.
A visual depiction of Model 2.2 is shown in Figure 3. The above model is similar to the ones introduced in [7], [10]. Various
low-rank and “slow changing” models on Σt are special cases of the above model. One interesting special case is one that
allows the variance along new directions to increase slowly as follows: for t ∈ [tj , tj + d], let Λt,new := Ptj ,new′ΣtPtj ,new
and assume that (Λt,new)i,i = (vi)t−tjqiλ− for i = 1, . . . , rj,new. Here qi ≥ 1 and vi > 1. An upper bound on vi of the
form qi(vi)d ≤ 3 ensures that (2) holds.
Remark 2.3. Model 2.2 requires the upper bound on the eigenvalues along the new directions to hold only for the first d time
instants after tj . At any time t > tj + d, the eigenvalues along Ptj ,new could increase to any large value up to λ
+ either
gradually or suddenly.
The above model requires the directions to get deleted and added at the same set of times t = tj . This is assumed for
simplicity. In general, directions from range(Ptj−1) could get deleted at any other time as well. The lower bound in (2)
requires the energy of `t along the new directions at all times t ∈ [tj , tj + d] to be above λ−. With very minor changes to
the proof (of Lemma 5.36), we can relax this to the following: we can let λ−new be the minimum eigenvalue along the new
directions of any α-frame average covariance matrix over the period [tj , tj + d] and require this to be larger than λ−. For
video analytics, this translates to requiring that, after a subspace change, enough (but not necessarily all) background frames
have “detectable” energy along the new directions, so that the minimum eigenvalue of the average covariance along the new
directions is above a threshold. For the recommendation systems’ application, this means that the initial set of users may only
be influenced by a few, say five, factors, but as more users come in to the system, some (not necessarily all) of them may also
get influenced by a sixth factor (newly added direction).
There is a trade off between the upper bound on λ+new in (2) in Model 2.2 above and the bound on ρ
2β assumed in Model
2.1. Allowing a larger value of λ+new will require a tighter bound on ρ
2β. We chose one set of bounds, but many other pairs
7would also work. For video analytics, this means that if the background subspace changes are faster, then we also need the
foreground objects to be moving more so we can ‘see’ enough of the background behind them.
C. Denseness
To separate sparse xt’s from the `t’s, the basis vectors for the subspace from which the `t’s are generated cannot be sparse.
We quantify this using an incoherence condition similar to [1].
Model 2.4 (Denseness). Let µ be the smallest real number such that maxi ‖Ptj ′Ii‖22 ≤ µrjn and maxi ‖Ptj ,new′Ii‖22 ≤
µrj,new
n for all j (Ii is the i
th column of the identity matrix; thus P ′Ii is the i-th row of P ). Assume that
2srµ ≤ 0.09n and 2srnewµ ≤ 0.0004n.
Fact 2.5. Model 2.4 is one way to ensure that ‖Ptj ′IT ‖2 ≤ 0.3 and ‖Ptj ,new′IT ‖2 ≤ 0.02 for all sets T with |T | ≤ 2s. This
follows using the fact that for an r × s matrix M , ‖M‖2 ≤
√
smaxi ‖Mi‖2 where Mi is the i-th column vector of M .
D. Assumption on the unstructured noise wt
Model 2.6. Assume that the noise wt is zero mean, mutually independent over time, and bounded with ‖wt‖2 ≤ w.
E. Main result for Automatic ReProCS
In this section, we give a correctness result for Automatic ReproCS, i.e., for Algorithm 1 with the cluster PCA (cPCA)
step removed. This is exactly the algorithm studied in our earlier work [10]. The result given in [10] for it required mutual
independence of the `t’s over time. For the video application, this means that background changes at different times are due
to independent causes, e.g., independent light flickers. This is often a restrictive assumption. The current result replaces this
requirement with an autoregressive model which is a much better model for background changes due to correlated factors such
as moving lake or sea waters.
The main idea of Automatic ReProCS is as follows. It estimates the initial subspace as the top r0 left singular vectors of
[m1,m2, . . . ,mttrain ]. At time t, if the previous subspace estimate, Pˆt−1, is accurate enough, because of the “slow subspace
change” assumption, projecting mt = xt + `t + wt onto its orthogonal complement nullifies most of `t. Specifically, we
compute yt := Φtmt where Φt := I − Pˆt−1Pˆt−1′. Clearly, yt = Φtxt + bt with ‖bt‖2 being small. Thus recovering xt
from yt is a traditional sparse recovery problem in small noise [25]. We recover xt by l1 minimization with the constraint
‖yt −Φtx‖2 ≤ ξ and estimate its support by thresholding using a threshold ω. We use the estimated support, Tˆt, to get an
improved debiased estimate of xt, denoted xˆt, by least squares (LS) estimation on Tˆt [26]. We then estimate `t as ˆ`t = mt−xˆt.
The estimates ˆ`t are used in the subspace estimation step which involves (i) detecting subspace change; and (ii) K steps of
projection-PCA, each done with a new set of α frames of ˆ`t, to get an accurate enough estimate of the new subspace. This
step is explained in detail later in Sec. III. Automatic ReProCS has four algorithm parameters - α, K, ξ, ω - whose values
will be set in the result below.
Theorem 2.7. Consider Algorithm 1 without the cluster PCA step. Assume that, for t > ttrain, mt = `t +wt + xt and, for
t ≤ ttrain, mt = `t +wt. Pick a ζ that satisfies
ζ ≤ min
{
10−4
(r0 + Jrnew)2
,
0.003λ−
(r0 + Jrnew)2λ+
,
1
(r0 + Jrnew)3γ2
,
0.05λ−
(r0 + Jrnew)3γ2
}
.
Let b0 = 0.1. Suppose that the following hold.
1) enough initial training data is available: ttrain ≥ 32(2(r0+Jrnew)γ
2)2
(1−b0)2(0.001rnewζλ−)2 (11 log n+ log 8)
2) algorithm parameters are set as:
ξ = ξcor := w +
2
√
ζ+
√
rnewγnew
1−b0 ; ω = 7ξ; K =
⌈
log(0.85rnewζ)
log(0.2)
⌉
;
α = αadd where αadd ≥ 32 1.2
2(2
√
ζ+
√
rnewγnew+2w)
4
(1−b0)6
(1−b20)2
(0.001rnewζλ−)2
(11 log n+ log((52K + 44)J))
3) model on Tt: Model 2.1 holds;
4) model on `t:
Model 2.2 holds with Ptj ,new
′[P0,Pt1,new,Pt2,new, . . .Ptj−1,new] = 0, b ≤ b0 = 0.1, and with
√
rnewγnew small enough
8so that 14ξ ≤ mint mini∈Tt |(xt)i|;
Model 2.4 (denseness) holds with r replaced by (r0 + Jrnew).
5) model on wt: Model 2.6 holds with 2w ≤ 0.03ζλ−
6) independence: Let T := {Tt˜}t˜=1,2,...,tmax . Assume that T ,w1,w2, . . . ,wtmax ,ν1,ν2, . . . ,νtmax are mutually independent
random variables.
Then, with probability ≥ 1− 2n−10, at all times t,
1) Tt is exactly recovered, i.e. Tˆt = Tt for all t;
2) ‖xt − xˆt‖2 ≤ 1.34
(
2
√
ζ +
√
rnewγnew + w
)
and ‖ ˆ`t − `t‖2 ≤ ‖xt − xˆt‖2 + w;
3) the subspace error SEt := ‖(I − PˆtPˆt′)Pt‖2 ≤ 10−2
√
ζ for all t ∈ [tj + d, tj+1).
4) the subspace change time estimates satisfy tj ≤ tˆj ≤ tj + 2α; and its estimates of the number of new directions are
correct: rˆj,new,k = rj,new for j = 1, . . . , J .
Proof: The above result follows as a corollary of the more general result, Theorem 2.13, that is given below. For its proof,
please see Appendix F.
Remark 2.8. Consider condition 6). If it is not practical to assume that wt’s are independent of T (e.g., if wt contains the
smaller magnitude outlier entries and xt the larger ones and so Tt = support(xt) cannot be independent of wt), the following
weaker assumption can be used with small changes to the proof (see Fact 6.1 in Sec. VI-B). Let Q := {T , {wt}t=1,2,...,tmax}.
Assume that Q,ν1,ν2, . . . ,νtmax are mutually independent.
Theorem 2.7 says the following. If an accurate estimate of the initial subspace is available (ttrain is large enough); the
algorithm parameters are set appropriately; the outlier support at time t, Tt, has enough changes over time; `t follows an AR
model with parameter b ≤ b0 = 0.1 (i.e., the `t’s are not too correlated over time); the low-dimensional subspace from which
νt is generated (this is also approximately the subspace from which `t is generated) is fixed or changes “slowly” enough, i.e.
(i) the delay between change times is large enough (tj+1− tj > d ≥ (K+2)α) and (ii) the eigenvalues along the newly added
directions are small enough for d frames after a subspace change; the basis vectors whose span defines the low-dimensional
subspaces are dense enough; the noise wt is small enough; then, with high probability (whp), the error in estimating `t or xt
will be bounded by a small value at all times t. Also, whp, the outlier support will be exactly recovered at all times; and the
error in estimating the low-dimensional subspace will decay to a small constant times
√
ζ within a finite delay of a subspace
change. Moreover, subspace changes will get detected within a short delay, and the dimension of the newly added subspaces
will get correctly estimated.
The condition “14ξ ≤ mint mini∈Tt |(xt)i|” in condition 4) can be interpreted either as another slow subspace change
condition or as a requirement that the minimum magnitude nonzero entry of xt (the smallest magnitude outlier) be large
enough compared to w +
√
rnewγnew. Interpreted this way, it says the following. If `t is the true data, mt − `t = wt + xt
is the vector of corruptions with wt being the small corruptions and the nonzero entries of xt being the large ones (outliers).
We need wt to be small enough to not affect subspace recovery error too much (‖wt‖2 ≤ w ≤
√
0.03ζλ−) and we need the
nonzero entries of xt to be large enough to be detectable (mint mini∈Tt |(xt)i| ≥ 14ξ ≈ 14(w +
√
rnewγnew)).
F. Eigenvalues’ clustering assumption and main result for Automatic ReProCS-cPCA
The ReProCS algorithm studied above (which is the same as the one introduced in [10]) does not include a step to delete
old directions from the subspace estimate. As a result, its estimated subspace dimension can only increase over time. This
necessitates a bound on the number of subspace changes, J . The bound is imposed by the denseness assumption - notice
that Theorem 2.7 requires the bound in Model 2.4 to hold with r replaced by r0 + Jrnew. In this section, we relax this
requirement by analyzing automatic ReProCS-cPCA (Algorithm 1) which includes cluster PCA to delete the old directions
from the subspace estimate. This is done by re-estimating the current subspace.
In order to be able to design an accurate algorithm to delete the old directions by re-estimating the current subspace, we
need one of the following for a period of d2 frames within the interval [tj , tj+1). We either need the condition number of Λt
(or equivalently of Σt) to be small, or we need a generalization of it: we need its eigenvalues to be “clustered” into a few (at
most ϑ) clusters in such a way that the condition number within each cluster is small and the distance between consecutive
clusters is large (clusters are well separated). The problem with requiring a small upper bound on the condition number of Σt
9is that it disallows situations where the `t’s constitute large but structured noise. This is why the “clustered” generalization is
needed. This would be valid for data that has variations at different scales. For example, for data that has variations at two
scales, there would be two clusters, the large scale variations would form the first cluster and the small scale ones the second
cluster. These clusters would naturally be well separated.
Let ϑ denote the maximum number of clusters. As we will explain in Sec. III, the subspace deletion via re-estimation
step is done after the new directions are accurately estimated. As explained later, with high probability (whp), this will not
happen until tj +Kα. Thus, we assume that the clustering assumption holds for the period [tj +Kα+ 1, tj +Kα+ d2] with
d2 > (ϑ+ 3)α and tj+1 − tj > Kα+ d2. In the algorithm, cluster PCA is done starting at tˆj +Kα.
Model 2.9. Assume the following.
1) Assume that tj+1 − tj > Kα + d2 for an integer d2 ≥ (ϑ + 3)α (where ϑ is defined below). Assume that for all
t ∈ [tj +Kα+ 1, tj +Kα+ d2], Λt is constant; let Λ(j) be this constant matrix and assume that λmin(Λ(j)) ≥ λ−.
2) Define a partition of the index set {1, 2, . . . rj} into sets Gj,1,Gj,2, . . . ,Gj,ϑj as follows. Sort the eigenvalues of Λ(j) in
decreasing order of magnitude. To define Gj,1, start with the first (largest) eigenvalue and keep adding smaller eigenvalues
to the set. Stop when the ratio of the maximum to the minimum eigenvalue first exceeds g+ = 3 or when there are no
more nonzero eigenvalues. Suppose this happens for the i-th eigenvalue. Then, define Gj,1 = {1, 2, . . . i − 1}. For Gj,2,
start with the i-th eigenvalue and repeat the same procedure. Keep doing this until there are no more nonzero eigenvalues.
Let ϑj denote the number of clusters for the j-th subspace and let ϑ := maxj ϑj . Define
λ+j,k := maxi∈Gj,k
λi
(
Λ(j)
)
, λ−j,k := mini∈Gj,k
λi
(
Λ(j)
)
Assume that the clusters are well-separated, i.e.,
λ+j,k+1
λ−j,k
≤ χ+ = 0.2 (3)
Fact 2.10. The above way of defining the clusters is one way to ensure that the condition number of the eigenvalues within
each cluster (ratio of the maximum to minimum eigenvalue of the cluster) is below g+ = 3, i.e., for all k = 1, 2, . . . , ϑj ,
λ+j,k
λ−j,k
≤ g+ = 3. (4)
A model similar to Model 2.9 was first introduced in [7] where the cluster PCA idea was introduced.
Remark 2.11. The case when, for the entire period [tj +Kα+ 1, tj +Kα+ d2], the condition number of Σt is below g+ is
a special case of Model 2.9 with ϑj = ϑ = 1 and χ+ = 0.
Remark 2.12. Model 2.2 requires the eigenvalues along Ptj ,new to be small for t ∈ [tj , tj + d] with d ≥ (K + 2)α while
Model 2.9 requires all eigenvalues to be constant for t ∈ [tj +Kα+ 1, tj +Kα+ d2]. Taken together, this means that for all
t ∈ [tj , tj +Kα+ d2], we are requiring that the eigenvalues along Ptj ,new be small. However after t = tj +Kα+ d2, there
is no constraint on its eigenvalues until t = tj+1 +Kα at which time Model 2.9 again requires all eigenvalues to be constant.
Thus, in the interval [tj +Kα+ d2 + 1, tj+1 +Kα], or in later intervals of the form [tj+j′ +Kα+ d2 + 1, tj+j′+1 +Kα] for
any j′ > 0, the eigenvalues along Ptj ,new could increase to any large value up to λ
+ either gradually or suddenly. Or they
could also decrease to any small value.
With small changes to the proof, one can relax the Λt constant requirement to the following. Let ClustInterval denote
the interval [tj + Kα + 1, tj + Kα + d2] and let t0 denote the first time instant of ClustInterval. Define a partition of the
index set {1, 2, . . . rj} into sets Gj,1,Gj,2, . . . ,Gj,ϑj as in Model 2.9 but by using Λt0 to replace Λ(j). Assume that for all
k = 1, 2, . . . , ϑj , λ−j,k ≤ mini∈Gj,k mint∈ClustInterval λi(Λt) ≤ maxi∈Gj,k maxt∈ClustInterval λi(Λt) ≤ λ+j,k.
At the cost of making our model more complicated, the requirement discussed in Remark 2.12 can also be relaxed, i.e., we
can allow the eigenvalues along Ptj ,new to increase to a large value before imposing Model 2.9. To do this we need to assume
an upper bound on d. Suppose that (K+ 2)α ≤ d ≤ (K+ 3)α. Suppose also that we allow a period of ∆ = 4α frames for the
new eigenvalues to increase. We can assume Model 2.9 holds for the period [tj +Kα+ 3α+ ∆ + 1, tj +Kα+ 3α+ ∆ + d2]
with d2 > (ϑ + 3)α. In addition, we would also need tj+1 − tj > (K + 3)α + ∆ + d2. With this, we would run the cluster
PCA algorithm starting at tˆj +Kα+ 3α+ ∆ instead of at tˆj +Kα as we do now.
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We give below a correctness result for Automatic ReproCS-cPCA (Algorithm 1) that uses the above model. It has one extra
parameter, gˆ+, other than the four used by Automatic ReProCS. gˆ+ is used to estimate the eigenvalue clusters automatically
from an empirical covariance matrix computed using an appropriate set of ˆ`t’s.
Theorem 2.13. Consider Algorithm 1. Assume that, for t > ttrain, mt = `t +wt + xt and, for t ≤ ttrain, mt = `t +wt.
Pick a ζ that satisfies
ζ ≤ min
{
10−4
(r + rnew)2
,
0.003λ−
(r + rnew)2λ+
,
1
(r + rnew)3γ2
,
0.05λ−
(r + rnew)3γ2
}
.
Let b0 = 0.1. Suppose that the following hold.
1) enough initial training data is available: ttrain ≥ 32(2rγ
2)2
(1−b0)2(0.001rnewζλ−)2 (11 log n+ log 8)
2) algorithm parameters are set as:
ξ = ξcor := w +
2
√
ζ+
√
rnewγnew
1−b0 ; ω = 7ξ; K =
⌈
log(0.85rnewζ)
log(0.2)
⌉
; gˆ+ := g
++0.06
1−0.06 = 3.26;
α = max{αadd, αdel} where αadd ≥ 32 1.2
4(2
√
ζ+
√
rnewγnew+2w)
4
(1−b0)6
(1−b20)2
(0.001rnewζλ−)2
(11 log n + log((52K + 44)J)) and
αdel ≥ 32 1.2
4r2γ4
(1−b0)6
(1−b20)2
(0.001rnewζλ−)2
(11 log n+ log((52ϑ+ 36)J));
3) model on Tt: Model 2.1 holds;
4) model on `t:
Model 2.2 holds with b ≤ b0 = 0.1 and with √rnewγnew small enough so that 14ξ ≤ mint mini∈Tt |(xt)i|;
Model 2.9 holds with |Gj,k| ≥ 0.15(r + rnew);
Model 2.4 (denseness) holds.
5) model on wt: Model 2.6 holds with 2w ≤ 0.03ζλ−
6) independence: Let T := {Tt˜}t˜=1,2,...,tmax . Assume that T ,w1,w2, . . . ,wtmax ,ν1,ν2, . . . ,νtmax are mutually independent
random variables.
Then, with probability ≥ 1− 3n−10, at all times t,
1) Tt is exactly recovered, i.e. Tˆt = Tt for all t;
2) ‖xt − xˆt‖2 ≤ 1.34
(
2
√
ζ +
√
rnewγnew + w
)
and ‖ ˆ`t − `t‖2 ≤ ‖xt − xˆt‖2 + w;
3) the subspace error SEt := ‖(I − PˆtPˆt′)Pt‖2 ≤ 10−2
√
ζ for all t ∈ [tj + d, tj+1);
4) the subspace change time estimates given by Algorithm 1 satisfy tj ≤ tˆj ≤ tj + 2α;
5) its estimates of the number of new directions are correct: rˆj,new,k = rj,new for j = 1, . . . , J;
6) eigenvalue clusters are recovered exactly: Gˆj,k = Gj,k for all j and k; thus its estimate of the number of deleted directions
is also correct.
Proof: The proof outline is given in Section IV. The proof is given in Sections V, VI, VII.
Remark 2.14. Notice that the lower bound |Gj,k| ≥ 0.15(r + rnew) can hold only if the number of clusters ϑj is at most 6.
This is one choice that works along with the given bounds on other quantities such as ρ2β. It can be made larger if we assume
a tighter bound on ρ2β for example. But what will remain true is that our result requires the number of clusters to be O(1).
Remark 2.15. The independence assumption can again be replaced by the weaker one of Remark 2.8.
The extra assumption needed by the above result compared to Theorem 2.7 is the clustering one. Using this, ReProCS-cPCA
is able to correctly estimate the current subspace. Thus,for t ∈ [tj , tˆj +α], Pˆt−1 is an accurate estimate of range(Ptj−1) where
as when using ReProCS (and Theorem 2.7), it is an estimate of range([P0,Pt1,new,Pt2,new, . . .Ptj−1,new]). Because of this,
(i) the above result needs a much weaker denseness assumption, (ii) it does not need a bound on J , and (iii) it requires the
new directions to only be orthogonal to range(Ptj−1).We discuss the results in detail in Sec. II-G.
Corollary 2.16. The following conclusions also hold under the assumptions of Theorem 2.13 with probability at least 1−3n−10.
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1) The recovery error satisfies ‖ ˆ`t − `t‖2 ≤ ‖xt − xˆt‖2 + w and
‖xt − xˆt‖2 ≤

1.34
(
2
√
ζ +
√
rnewγnew + w
)
t ∈ [tj , tˆj + α]
1.34
(
2.15
√
ζ + 0.19 · (0.1)k−1√rnewγnew + w
)
t ∈ [tˆj + (k − 1)α+ 1, tˆj + kα] , k = 2, 3, . . . ,K
2.67(
√
ζ + w) t ∈
[
tˆj +Kα+ 1, tˆj +Kα+ (ϑ+ 1)α
]
2.67( rr+rnew
√
ζ + w) t ∈
[
tˆj +Kα+ (ϑ+ 1)α+ 1, tj+1 − 1
]
;
2) The subspace error satisfies,
SEt ≤

1 t ∈ [tj , tˆj + α]
10−2
√
ζ + 0.19 · 0.1k−1 t ∈ [tˆj + (k − 1)α+ 1, tˆj + kα] , k = 2, 3, . . . ,K
10−2
√
ζ t ∈ [tˆj +Kα+ 1, tˆj +Kα+ (ϑ+ 1)α]
10−2 rr+rnew
√
ζ t ∈ [tˆj +Kα+ (ϑ+ 1)α+ 1, tj+1 − 1] ;
Online matrix completion (MC). MC can be interpreted as a special case of RPCA and hence the same is true for online
MC and online RPCA [1], [10]. In [10], we explicitly stated results for both. In a similar fashion, an analog of either of the
above results can also be obtained for online MC.
Offline RPCA. In certain applications such as video analytics, an improved offline estimate of both the background and
the foreground is desirable. In some other applications, there is no real need for an online solution. We show here that, with
a delay of at most (K + 2)α frames, by using essentially the same ReProCS algorithm with one extra step, it is possible to
recover xt and `t with close to zero error.
Corollary 2.17 (Offline RPCA). Consider the estimates given in the last two lines of Algorithm 1. Under the assumptions
of Theorem 2.13, with probability at least 1 − 3n−10, at all times t, ‖xt − xˆofflinet ‖2 ≤ 2.67(
√
ζ + w), ‖ ˆ`offlinet − `t‖2 ≤
2.67(
√
ζ + 2w), and all its other conclusions hold.
Observe that the offline recovery error can be made smaller and smaller by reducing ζ (this, in turn, will result in an
increased delay between subspace change times). As can be seen from the last two lines of Algorithm 1, the offline estimates
are obtained at t = tˆj + Kα. Since tˆj ≤ tj + 2α, this means that the offline estimates are obtained after a delay of at most
(K + 2)α frames.
G. Discussion
Online versus offline. We analyze an online algorithm that is faster and needs less storage. It needs to store only a few
n × α or n × r matrices, while PCP needs to store matrices of size n × tmax. Other results for online algorithms include
correctness results from [9], [10] (discussed below), and partial results of Qiu et al. [7] and Feng et al. [8]. In [8], Feng et al.
proposed a method for online RPCA and proved a partial result for their algorithm. Their approach was to reformulate the PCP
program and to use this reformulation to develop a recursive algorithm that converged asymptotically to the solution of PCP as
long as the basis estimate Pˆt was full rank at each time t. Since this result assumed something about an intermediate algorithm
estimate, Pˆt, it was a partial result. In [7], Qiu et al. obtained a performance guarantee for ReProCS and ReProCS-cPCA
that also needed intermediate algorithm estimates to satisfy certain properties. In particular, their result required that the basis
vectors for the currently unestimated subspace, range((I − Pˆt−1Pˆt−1′)Ptj ,new), be dense vectors. Thus, their result was also
a partial result. In the current work, we remove this requirement and provide a correctness result for both ReProCS and
ReProCS-cPCA. The assumption that helps us get this is Model 2.1 on Tt (or its generalization given in Model 5.4 later).
Secondly, unlike [7], we provide a correctness result for an automatic algorithm that does not assume knowledge of subspace
change times, number of directions added or removed, or of the eigenvalue-based subspace clusters. Thirdly, we allow the `t’s
to follow an AR model where as [7] required independence over time.
To our knowledge, our work and [9], [10] are the only correctness results for an online RPCA method. Our work significantly
improves upon the results of [9], [10]. We allow the `t’s to be correlated over time and use a first order AR model to model the
correlation. As discussed earlier, this is significantly more practically valid than the independence assumption used in [9], [10].
It includes independence as a special case. Moreover, with the extra clustering assumption, we are able to analyze Automatic
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ReProCS-cPCA in Theorem 2.13. It needs a much weaker rank-sparsity assumption than what is needed by the result of [10],
and it does not need a bound on J . We discuss this below.
Bounds on rank and sparsity. Let L := [`1, `2 . . . `tmax ], S := [x1, x2 . . . xtmax ], rmat := rank(L) and let smat be the
number of nonzero entries in S. With our models, smat ≤ stmax and rmat ≤ r0 + Jrnew with both bounds being tight.
Models 2.1 and 2.4 constrain s and s, r, rnew respectively. Model 2.1 needs s ≤ ρ2n/α and Model 2.4 needs rs ∈ O(n)
and rnews ∈ O(n). Using the expression for α, it is easy to see that if J ∈ O(n), rnew ∈ O(1) and r ∈ O(log n), then
1
α ∈ O( ζ
2
r2 logn ) = O( 1(logn)9 ) Alternatively, if r ∈ O(1), then 1α ∈ O( 1logn ). Thus, Theorem 2.13 definitely holds in two
regimes of interest. The first is J ∈ O(n), rnew ∈ O(1), r ∈ O(log n), smat ∈ O( ntmax(logn)9 ) and rmat ∈ O(n). The second is
J ∈ O(n), rnew ∈ O(1), r ∈ O(1), smat ∈ O(ntmaxlogn ) and rmat ∈ O(n). The second regime is more favorable when comparing
bounds on smat and rmat, but, it also implies that the dimension of the subspace at any given time is O(1). This can be
restrictive. The first regime allows the subspace dimension at any time to be O(log n) which is more reasonable, but, because
of this, it needs a tighter bound on s and hence on smat.
In either regime, our requirements are weaker than those of the PCP results from [2], [3]: they need rmats = O(n) which
implies rmatsmat ∈ O(ntmax); thus if smat ∈ O(ntmaxlogn ), they would require rmat to be O(log n). In the first regime, our
conditions are slightly stronger than those of the PCP result from [1] while in the second, they are comparable: [1] needs
rmat ∈ O( n(logn)2 ) and smat ∈ O(ntmax).
Either set of requirements for Theorem 2.13 is significantly weaker than what is needed by Theorem 2.7 or by the results
of [9], [10]: both need rmat ∈ O(log n). This is because both analyze ReProCS without the cluster PCA based subspace
deletion step. Suppose that rj,new = rnew for each j. For ReProCS without cluster PCA, this means that the dimension of the
estimated subspace grows by rnew with each subspace change time. Thus, the maximum dimension of the estimated subspace
is rmat = r0 + Jrnew and this is what was used in place of r in the denseness assumption as well in the bound on ζ. This is
why these results need rmat to be O(log n). However, in Theorem 2.13, we analyze ReProCS with cluster PCA. Cluster PCA
is used to re-estimate the current subspace and thus effectively delete the subspace corresponding to the old directions. This
ensures that the rank of the estimated subspace is also bounded by the rank of the true subspace at any time, i.e. by r. Thus,
Theorem 2.13 only needs r ∈ O(log n) while rmat can as large as O(n).
No bound on the number of subspace changes, J . Notice that the result for ReProCS-cPCA given in Theorem 2.13
does not require an upper bound on the number of subspace changes, J . On the other hand, the results for ReProCS (both
Theorem 2.7 and the results from [9], [10]) require a bound on J that is imposed by the denseness assumption: they need
(r0 + Jrnew)2sµ ≤ 0.09n. All results for PCP need a bound on rmat. Under our model of subspace change, rmat is at most
r0 + Jrnew with the bound being tight and hence the PCP results also need a bound on J . Of course, even for Theorem 2.13,
J does affect bounds on other quantities: the result needs tj+1− tj > d > Kα+ (ϑ+ 3)α where α is an algorithm parameter
that depends linearly on log J . Thus, for any given value of J , the delay between subspace change times, tj+1 − tj , and the
duration for which the eigenvalues along the new directions need to be small (quantified in (2)), d, need to grow as log J .
Assumptions on how often the outlier support Tt needs to change. An important advantage of our work over PCP and
other batch methods is that we allow more correlated changes of the set of outliers over time. From the assumption on Tt, it
is easy to see that we allow the number of outliers per row of L to be O(tmax), as long as the sets follow Model 2.13. This
is the same as what our previous results [9], [10] also allowed. On the other hand, the PCP results from [2], [3] need this
number to be O( tmaxrmat ) which is stronger. The PCP result from [1] needs that the set ∪
tmax
t=1 Tt should be generated uniformly
at random which is even stronger.
Other assumptions. The above advantages are obtained because we use extra assumptions on `t. We assume (i) accurate
knowledge of the initial subspace (or available outlier free data from which this can be obtained), (ii) slow subspace change
as quantified by (2) and the lower bound on the delay between subspace change times, and (iii) for a period of time after the
previous subspace change has stabilized, we assume that the eigenvalues along the various subspace directions can be clustered
into a few clusters. The result of [10] required (i) and (ii) but not (iii). On the other hand, the PCP results [1], [2], [3] do not
need any of the above. But they need other extra assumptions. They require denseness of the right singular vectors of L and
3In a period of length α, the set Tt can occupy index i for at most ρβ time instants, and this pattern is allowed to repeat every α time instants. So an
index can be in the support for a total of ρβ tmax
α
time instants and the model assumes ρβ ≤ 0.0001α
ρ
for a constant ρ. Thus an index i can be part of the
support Tt for at most 0.0001ρ tmax ∈ O(tmax) time instants.
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a bound on the maximum absolute entry of the matrix UV ′ where U is the matrix of left singular vectors of L and V is the
matrix of its right singular vectors. In our notation range(U) = range([P0, P1,new, . . . PJ,new]). We assume denseness of U
but not of the right singular vectors.
Setting algorithm parameters. Our result needs five algorithm parameters to be appropriately set. Some of these require
knowing at least an upper bound on the model parameters. Our result needs to know upper bounds on γ, γnew, r0, r, rnew, b,
and g+. The PCP results need this for none [1] or at most one [2], [3] algorithm parameter. We briefly explain in Sec. VIII-A
how to set algorithm parameters automatically for practical experiments.
Other work. A recent work that uses knowledge of the initial subspace estimate but performs recovery in a piecewise
batch fashion is modified-PCP [27]. Like PCP, the result for modified PCP also needs uniformly randomly generated support
sets which is stronger than what we need. But, like PCP, it does not need the other extra assumptions that ReProCS needs.
Another somewhat related work is the algorithm and correctness result of Feng et al. [11] on online PCA with contaminated
data. This does not model the outlier as a sparse vector but defines anything that is far from the data subspace as an outlier.
III. AUTOMATIC REPROCS-CPCA
The automatic ReProCS-cPCA algorithm is summarized in Algorithm 1. It proceeds as follows. It begins by estimating the
initial subspace as the top r0 left singular vectors of [m1,m2, . . . ,mttrain ]. Let Pˆt denote the basis matrix for the subspace
estimate at time t. At time t, if the previous subspace estimate, Pˆt−1, is accurate enough, because of the “slow subspace
change” assumption, projecting mt = xt + `t + wt onto its orthogonal complement nullifies most of `t. Specifically, we
compute yt := Φtmt where Φt := I − Pˆt−1Pˆt−1′. Clearly, yt = Φtxt + bt where bt := Φt`t + Φtwt and it can be argued
that ‖bt‖2 is small: ‖Φt`t‖2 is small due to the slow subspace change assumption and ‖wt‖2 ≤ w. Thus recovering xt from
yt becomes a traditional sparse recovery problem in small noise [25]. We recover xt by l1 minimization with the constraint
‖yt −Φtx‖2 ≤ ξ and estimate its support by thresholding using a threshold ω. We use the estimated support, Tˆt, to get an
improved debiased estimate of xt, denoted xˆt, by least squares (LS) estimation on Tˆt. We then estimate `t as ˆ`t = mt−xˆt. By
the denseness assumption given in Model 2.4, it can be argued that the restricted isometry constant (RIC) of Φt will be small.
Under the theorem’s assumptions, we can bound it by 0.14. This ensures that a sparse xt is indeed accurately recoverable
from yt. With the support estimation threshold ω set as in Theorem 2.13, it can be argued that the support will be exactly
recovered, i.e., Tˆt = Tt. Let et := `t − ˆ`t. With this, it is clear that et = (xˆt − xt)−wt satisfies
et = ITt [(Φt)Tt
′(Φt)Tt ]
−1ITt
′bt −wt = ITt [(Φt)Tt ′(Φt)Tt ]−1ITt ′Φt(`t +wt)−wt. (5)
Using the bound on the RIC of Φt, clearly ‖(Φt)Tt ′(Φt)−1Tt ‖2 ≤ (1− 0.14)−1 < 1.2. Thus, ‖et‖2 ≤ 1.2‖bt‖2 + w, i.e., it is
small too. In other words, `t is accurately recovered.
The estimates ˆ`t are used in the subspace estimation step which involves (i) detecting subspace change; (ii) K steps of
projection-PCA, each done with a new set of α frames of ˆ`t, to get an accurate enough estimate of the newly added subspace;
and (iii) cluster PCA to delete the old subspace by re-estimating the current subspace. At the end of the projection PCA step,
the estimated subspace dimension is at most r + rnew, and after cluster PCA, it comes down to at most r.
Subspace update. In the subspace update step, the algorithm switches between the “detect” phase, the “pPCA” phase and
the “cPCA” phase. It starts in the “detect” phase. When a subspace change is detected, i.e. at t = tˆj , it enters the “pPCA”
phase. After K iterations of projection-PCA, i.e. at t = tˆj + Kα, the new subspace has been accurately estimated. At this
time, it enters the “cPCA” phase. At t = tˆj + Kα + (ϑ + 1)α, cluster PCA is done. At this time, it enters the “detect”
phase again and remains in it until the next subspace change is detected. We detect the j-th subspace change as follows. Let
Pˆ∗ := Pˆtˆj−1+Kα+(ϑ+1)α. We detect change by comparing the eigenvalues of
1
α
∑
t(I − Pˆ∗Pˆ∗′) ˆ`t ˆ`′t(I − Pˆ∗Pˆ∗′) to a chosen
threshold at every t = uα when the algorithm is in the “detect” phase.
Projection-PCA (p-PCA). We use projection-PCA to estimate the newly added subspace. The reason this cannot be done
using standard PCA is as follows [7]. Let
∑
t denote a sum over an α length time interval. Because of how `t is recovered,
the error, et, in the estimate of `t, ˆ`t, is correlated with `t. This is evident from (5). Due to this, the dominant terms in the
perturbation seen by standard PCA, 1α
∑
t
ˆ`
t
ˆ`
t
′ − 1α
∑
t `t`t
′, are 1α
∑
t `tet
′ and its transpose4. Thus, when the condition
4When `t and et are uncorrelated and one of them is zero mean, it can be argued by law of large numbers that, whp, these two terms will be close to
zero and 1
α
∑
t etet
′ will be the dominant term.
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Algorithm 1 Automatic ReProCS-cPCA
Parameters: α, K, ξ, ω, gˆ+, Inputs: mt for each t, Output: xˆt, ˆ`t, Pˆt, tˆj , rˆj,new,k, Gˆj,k
Compute λˆ−train as the r0-th eigenvalue of
1
ttrain
∑ttrain
t=1 mtm
′
t and Pˆttrain as its top r0 eigenvectors.
Set thresh = λˆ
−
train
2 . Set Pˆt,∗ ← Pˆttrain , Pˆt,new ← [.], j ← 0, phase← detect.
For every t > ttrain, do
1) Estimate Tt and xt:
a) compute Φt ← I − Pˆt−1Pˆt−1′ and yt ← Φtmt
b) solve minx ‖x‖1 s.t. ‖yt −Φtx‖2 ≤ ξ and let xˆt,cs denote its solution
c) compute Tˆt = {i : |(xˆt,cs)i| > ω}
d) LS: compute xˆt = ITˆt((Φt)Tˆt)
†yt
2) Estimate `t: ˆ`t ←mt − xˆt
3) Subspace Update:
If t mod α 6= 0 then Pˆt,∗ ← Pˆt−1,∗, Pˆt,new ← Pˆt−1,new, Pˆt ← [Pˆt,∗ Pˆt,new]
If t mod α = 0 then
if phase = detect then
a) Set u = tα and compute Du = (I − Pˆuα−1,∗Pˆuα−1,∗′)[ ˆ`(u−1)α+1, . . . ˆ`uα]
b) Pˆt,∗ ← Pˆt−1,∗, Pˆt,new ← Pˆt−1,new, Pˆt ← [Pˆt,∗ Pˆt,new]
c) If λmax( 1αDuDu′) ≥ thresh then
i) phase← pPCA, j ← j + 1, k ← 0, tˆj = t
else if phase = pPCA then
a) Set u = tα and compute Du = (I − Pˆuα−1,∗Pˆuα−1,∗′)[ ˆ`(u−1)α+1, . . . ˆ`uα]
b) Pˆt,new ← eigenvectors
(
1
αDuDu′, thresh
)
, Pˆt,∗ ← Pˆt−1,∗, Pˆt ← [Pˆt,∗ Pˆt,new]
c) k ← k + 1, set rˆj,new,k = rank(Pˆt,new)
d) If k == K, then
i) phase← cPCA, reset k ← 0
else if phase = cPCA then
a) cluster PCA (summarized in Algorithm 2);
b) set Pˆt,∗ ← Pˆt, Pˆt,new ← [.],
c) phase← detect, reset k ← 0
end-if
eigenvectors(M, thresh) returns a basis matrix for the span of eigenvectors with eigenvalue above thresh.
eigenvectors(M, , r) returns a basis matrix for the span of the top r eigenvectors.
Offline RPCA: at t = tˆj +Kα, for all t ∈ [tˆj−1 +Kα+ 1, tˆj +Kα], compute
xˆofflinet ← ITˆt((Φtˆj+Kα)Tˆt)†Φtˆj+Kαmt and ˆ`offlinet ←mt − xt
number of Cov(`t) is large, it is not possible to argue that the perturbation will be small compared to the smallest eigenvalue
of Cov(`t). With a large perturbation, either the sin θ theorem [23] (that bounds the subspace error between the eigenvectors
of the true and estimated sample covariance matrices) cannot be applied or it gives a very large and useless bound.
Projection-PCA addresses the above issue as follows. Consider the j-th subspace change. Let P∗ := Ptj−1 , Pnew := Ptj ,new,
and Pˆ∗ := Pˆtˆj−1+Kα+(ϑ+1)α. Denote the time at which this change is detected by tˆj . As explained in [10], it is easy to show
that, whp, tj ≤ tˆj ≤ tj + 2α. After tˆj we use SVD on K different sets of α frames of the ˆ`t’s projected orthogonal to
Pˆ∗ to get K estimates of the new subspace range(Pnew). We get the k-th estimate, Pˆnew,k, as the left singular vectors of
(I − Pˆ∗Pˆ∗′)[ ˆ`ˆtj+(k−1)α+1, . . . , ˆ`ˆtj+kα] with singular values above a threshold. After each projection-PCA step, we update Pˆt
as Pˆt = [Pˆ∗ Pˆnew,k]. This ensures that the error et is smaller for the next projection-PCA interval compared to the previous
one and hence the subspace estimates also improve with each iteration. The above is done K times with K chosen so that,
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Algorithm 2 cluster PCA
1) If k == 0, estimate the clusters
a) Set u = tα and compute Σˆsample =
1
α
∑uα
t=(u−1)α+1 ˆ`t ˆ`t
′. Let λˆi denote its i-th largest eigenvalue.
b) To get the first cluster Gˆj,1, we start with the index of the first (largest) eigenvalue and keep adding indices of the
smaller eigenvalues to it until λˆ1
λˆi+1
> gˆ+ but λˆ1
λˆi
≤ gˆ+ or until λˆi+1 < 0.25λˆ−train. We set Gˆj,1 = {1, 2, . . . i}.
For Gˆj,2, start with the (i + 1)-th eigenvalue and repeat the above procedure. Repeat the above for each new cluster
and stop when there are no more eigenvalues larger than 0.25λˆ−train.
c) k ← k + 1, Pˆt,∗ ← Pˆt−1,∗, Pˆt,new ← Pˆt−1,new, Pˆt ← [Pˆt,∗ Pˆt,new]
2) If 1 ≤ k ≤ ϑ, estimate the k-th cluster’s subspace by cluster PCA
a) Set u = tα , set Gˆj,0 ← [.].
• let Gˆj,det,k := [Gˆj,0, Gˆj,1, . . . Gˆj,k−1] and let Ψk := (I − Gˆj,det,kGˆj,det,k′) (notice that Ψj,1 = I); compute
Mcpca = Ψk
(
1
α
∑uα
t∈(u−1)α+1 ˆ`t ˆ`t
′
)
Ψk
• compute Gˆj,k ← eigenvectors(Mcpca, , |Gˆj,k|)
b) k ← k + 1, Pˆt,∗ ← Pˆt−1,∗, Pˆt,new ← Pˆt−1,new, Pˆt ← [Pˆt,∗ Pˆt,new]
3) If k == ϑ, set Pˆt ← [Gˆj,1 · · · Gˆj,ϑ].
by t = tˆj +Kα, the error in estimating the new subspace is below rnewζ. This ensures that, at this time, SEt ≤ rζ + rnewζ.
Cluster PCA for deleting directions by re-estimating the subspace. The next step is to delete the subspace range(Pj,old)
from Pˆt. The goal of doing this is to reduce the subspace error from (r + rnew)ζ to rζ. The simplest way to do this would
be to re-estimate range(Pt) by standard PCA, i.e. compute the eigenvectors of 1α
∑t=tˆj+Kα+α
t=tˆj+Kα+1
ˆ`
t
ˆ`′
t with eigenvalues above
a threshold. However, since `t and et are correlated, this will cause a problem similar to the one described above. It will
work only if the condition number of Cov(`t) is small. This is impractical though since we assume that `t can be large but
structured noise. Hence we re-estimate the subspace by developing a generalization of the projection-PCA idea that we call
cluster PCA (cPCA). This relies on the clustering assumption given in Model 2.9.
cPCA proceeds as follows. We first estimate the clusters as follows. We compute the empirical covariance matrix of ˆ`t’s
after the new subspace is accurately estimated: Σˆsample = 1α
∑t=tˆj+Kα+α
t=tˆj+Kα+1
ˆ`
t
ˆ`′
t and obtain its EVD. Let λˆi denote its i-
th largest eigenvalue. To get the first cluster Gˆj,1, we start with the index of the first (largest) eigenvalue and keep adding
indices of the smaller eigenvalues to it until λˆ1
λˆi+1
> gˆ+ but λˆ1
λˆi
≤ gˆ+ or until the next eigenvalue λˆi+1 < 0.25λˆ−train. We set
Gˆj,1 = {1, 2, . . . i}. To get the second cluster we repeat the same procedure but starting with the (i + 1)-th eigenvalue. We
repeat this until there is no eigenvalue larger than 0.25λˆ−train. Observe that gˆ
+ is set to a value that is a little larger than g+
(see Theorem 2.13). This is needed to allow for the fact that λˆi is not equal to the i-th eigenvalue of Λ(j) but is within a
small margin of it. For the same reason, we need to also use a “zeroing” threshold of 0.25λˆ−train (notice that Σˆsample is not
exactly low rank). This, along with appropriately setting gˆ+, and with using the separation condition from Model 2.9 ensures
that, whp, all the clusters are correctly recovered.
Let Gj,k := (Pj)Gˆj,k . Next, we estimate the subspace corresponding to the first cluster, range(Gj,1) by standard PCA on
[ ˆ`ˆtj+(K+1)α+1, . . . ,
ˆ`ˆ
tj+(K+1)α+α
], i.e., by computing its top |Gˆj,1| left singular vectors. Since the cluster’s condition number is
small (bounded by g+), this works. Denote the basis for the estimated subspace by Gˆj,1. To estimate the subspace corresponding
to the second cluster, we project the next set of α ˆ`t’s orthogonal to Gˆj,1, followed by standard PCA to compute the top |Gˆj,2|
left singular vectors [7]. To estimate the k-th cluster’s subspace, we do a similar thing but with projecting orthogonal to the
estimated subspace corresponding to the previous k − 1 clusters [7].
IV. PROOF OUTLINE FOR THEOREM 2.13 AND COROLLARY 2.16
The proof proceeds by induction. Consider the j-the subspace change interval. Let P∗ := Ptj−1 = Ptj−1, Pnew := Ptj ,new,
and Pˆ∗ := Pˆtˆj−1+Kα+(ϑ+1)α. Assume that there have been no (false) change detects in the interval [tˆj−1 +Kα+ (ϑ+ 1)α+
1, tj − 1]. Thus, Pˆtj−1 = Pˆ∗. Assume also that the subspace, range(Ptj−1) = range(P∗), has been accurately recovered, i.e.,
SEtj−1 = dif(Pˆ∗,P∗) ≤ rζ. Conditioned on this, we use the following steps to show that, whp, the same conclusions hold at
t = tj+1 − 1 as well.
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1) First, we show that the subspace change is detected within a short delay of tj . We show that tj ≤ tˆj ≤ tj + 2α whp.
This is done in Lemma 5.30.
2) At t = tˆj + α, the first projection-PCA step is done to get the first estimate, Pˆnew,1, of range(Pnew). This computes the
top singular vectors of [ ˆ`ˆtj+1,
ˆ`ˆ
tj+2
, . . . , ˆ`ˆtj+α] projected orthogonal to range(Pˆ∗). In the interval [tj , tˆj + α − 1], the
new subspace is not estimated at all, i.e., Pˆt = Pˆ∗ while Pt = [P∗ Pnew] and so SEt ≤ 1. Thus, the noise seen by the
projected sparse recovery step, bt, is the largest in this interval. Hence the error et is also the largest for the ˆ`t’s used in
the first projection-PCA step. However, due to slow subspace change, even this error is not too large. Because of this, and
because Pnew is dense, we can argue that Pˆnew,1 is a good estimate. We show that dif([Pˆ∗ Pˆnew,1],Pnew) ≤ 0.19 < 1.
Thus, at this time, SEt = dif([Pˆ∗ Pˆnew,1], [P∗ Pnew]) ≤ rζ + 0.19. This is shown in Lemmas 5.31 and 5.23.
3) At t = tˆj +kα, for k = 1, 2, . . . ,K, the k-th projection-PCA step is done to get the k-th estimate, Pˆnew,k. This computes
the top singular vectors of [ ˆ`ˆtj+(k−1)α+1,
ˆ`ˆ
tj+(k−1)α+2, . . . ,
ˆ`ˆ
tj+kα
] projected orthogonal to range(Pˆ∗). After the first
projection-PCA step, Pˆt = [Pˆ∗ Pˆnew,1] and this reduces bt and hence et for the ˆ`t’s in the next α frames. This fact, along
with the fact that et is approximately sparse with support Tt and Tt follows Model 2.1, in turn, imply that the perturbation
seen by the second projection-PCA step is even smaller. So Pˆnew,2 is a more accurate estimate of range(Pnew) than Pˆnew,1.
Repeating the same argument, the third estimate is even better and so on. Under the theorem’s assumptions, we can show
that dif([Pˆ∗ Pˆnew,k],Pnew) ≤ 0.19 · 0.1k−1 + 0.15rnewζ and so, at t = tˆj + kα, SEt ≤ rζ + 0.19 · 0.1k−1 + 0.15rnewζ.
This is shown in Lemmas 5.31 and 5.23. The most important idea here is to use the fact that et is approximately supported
on Tt (shown in Lemma 5.27) and the support change model on Tt (this is used in Lemma 5.24).
4) The above is repeated K times with K set to ensure that, by t = tˆj +Kα, dif([Pˆ∗ Pˆnew,K ],Pnew) ≤ rnewζ and so, at
this time, SEt ≤ (r + rnew)ζ.
5) In the interval [tˆj +Kα+ 1, tˆj +Kα+ (ϑ+ 1)α], cluster PCA is done to delete range(Ptj ,old). At the end of this step,
we can show that the bound on SEt has reduces from (r+ rnew)ζ to rζ. This is proved in Lemmas 5.32, 5.33 and 5.23.
6) Finally, we also argue that there are no (false) subspace change detects for any t ∈ [tˆj +Kα+ (ϑ+ 1)α+ 1, tj+1 − 1].
This ensures that tˆj+1 ≥ tj+1. This is done in Lemma 5.29.
To prove the theorem, we first show that the initial subspace is recovered accurately enough, i.e., SEt ≤ rζ at t = ttrain + 1,
whp. This is done in Lemma 5.22. Then, repeating the above argument for each subspace change period, we can obtain the
subspace error bounds of the theorem. We set ttrain and α to ensure that the probability of the good events is at least 1−3n−10.
The sparse recovery error bounds can be obtained by using these bounds and quantifying the discussion of Sec. III. This is
done in Lemma 5.27.
The main part of the proof is the analysis of the projection-PCA steps (for subspace addition) and the cluster PCA
steps (for subspace deletion). We explain its key ideas next. Assume for this approximate analysis that wt = 0 and
that dif(Pˆ∗,P∗) = 0 (previous subspace is perfectly estimated). In the k-th projection-PCA step the goal is to bound
ζnew,k := dif([Pˆ∗, Pˆnew,k],Pnew) conditioned on “accurate recovery so far”. Here “accurate recovery so far” means
dif(Pˆ∗,P∗) ≈ 0 and ζnew,k−1 ≤ ζ+new,k−1. Before k = 1, there is no estimate of Pnew and thus we have ζnew,0 ≤ ζ+new,0 = 1.
We first use the sin θ theorem [23] (Theorem A.3) to get a bound on ζnew,k. This is done in Lemma 5.35. We then bound the
terms in this bound using the matrix Azuma inequality from [24] (Corollaries A.13 and A.14). This is done in Lemmas 5.36, 5.37
and 5.38. Using the sin θ theorem followed by using matrix Azuma for lower bounding λmin( 1α
∑
t(I−Pˆ∗Pˆ∗′)`t`′t(I−Pˆ∗Pˆ∗′)),
we can conclude that
ζnew,k .
‖perturbation‖2
1
1−b2λ
−
new − − ‖perturbation‖2
.
2
∥∥ 1
α
∑
t(I − Pˆ∗Pˆ∗′)`te′t
∥∥
2
+
∥∥ 1
α
∑
t ete
′
t
∥∥
2
1
1−b2λ
−
new − − (2‖ 1α
∑
t(I − Pˆ∗Pˆ∗′)`te′t
∥∥
2
+ 2
∥∥ 1
α
∑
t ete
′
t
∥∥
2
)
(6)
Here perturbation = 1α
∑
t(I − Pˆ∗Pˆ∗′) ˆ`t ˆ`′t(I − Pˆ∗Pˆ∗′) − 1α
∑
t(I − Pˆ∗Pˆ∗′)`t`′t(I − Pˆ∗Pˆ∗′). Since
∑
t(
ˆ`
t
ˆ`′
t − `t`′t) =∑
t(`te
′
t+et`
′
t+ete
′
t), the bound used in the second inequality above follows. The next task is to bound the two perturbation
terms using the matrix Azuma inequality. This is done in Lemma 5.38. As explained in Sec III, under “accurate recovery so
far”, it can be shown that et satisfies (5) and that
∥∥[(Φt)Tt ′(Φt)Tt ]−1∥∥2 ≤ 1.2. This is proved in Lemma 5.27. Notice that,
when wt = 0, et is exactly supported on Tt. Using the expression for et, expanding `t in terms of ντ ’s, manipulating the
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resulting terms carefully (as explained in Sec VI-A), and applying the matrix Azuma inequality, one can show that, whp,∥∥ 1
α
t0+α−1∑
t=t0
(I − Pˆ∗Pˆ∗′)`te′t
∥∥
2
≤ 4+ 1
α
b2
1− b2 (rγ
2) + LargeTermk
where t0 = tˆj + (k − 1)α+ 1 is the first time instant of the k-the projection-PCA interval and
LargeTermk :=
∥∥ 1
α
t0+α−1∑
t=t0
t∑
τ=t0
b2t−2τPnewΛt,newP ′new(I − Pˆ∗Pˆ∗′ − Pˆnew,k−1Pˆnew,k−1′)ITt [(Φt)Tt ′(Φt)Tt ]−1ITt ′
∥∥
2
.
In the above,  is very small (comes from applying Azuma for zero-mean terms). The second term is also very small since 1/α ≤
(rnewζ)
2. Thus, LargeTermk is the only significant term. To bound it, for k = 1, we use the fact that Pˆnew,k−1 = Pˆnew,0 = [.]
and hence (I − Pˆ∗Pˆ∗′ − Pˆnew,k−1Pˆnew,k−1′)Pnew ≈ Pnew and Pnew is dense. From Model 2.4,
∥∥Pnew′ITt∥∥2 ≤ 0.02. Thus,
using
∥∥[(Φt)Tt ′(Φt)Tt ]−1∥∥2 ≤ 1.2 and slow subspace change, (2), we get that, for k = 1,∥∥ 1
α
t0+α−1∑
t=t0
(I − Pˆ∗Pˆ∗′)`te′t
∥∥
2
.
∥∥LargeTerm1∥∥2 ≤ 11− b2 1.2 · 0.02 · λ+new ≤ 11− b2 1.2 · 0.02 · 3λ− = 0.072 11− b2λ−.
For k > 1, we cannot show that (I−Pˆ∗Pˆ∗′−Pˆnew,k−1Pˆnew,k−1′)Pnew is dense5. Thus we use a different approach. We apply
the Cauchy-Schwartz inequality (Lemma A.6) with Xt :=
∑t
τ=t0
b2t−2τPnewΛt,newP ′new(I − Pˆ∗Pˆ∗′ − Pˆnew,k−1Pˆnew,k−1′)
and Yt := ITt [(Φt)Tt
′(Φt)Tt ]
−1ITt
′, followed by using Model 2.1 on Tt to bound λmax( 1α
∑t0+α−1
t=t0
YtY
′
t ).
It is easy to see that λmax(
1
α
t0+α−1∑
t=t0
XtX
′
t) ≤ max
t
‖Xt‖22 and ‖Xt‖2 ≤
1
1− b2λ
+
newζ
+
new,k−1 ≤ 3ζ+new,k−1
1
1− b2λ
−.
We bound λmax(
1
α
t0+α−1∑
t=t0
YtY
′
t ) by using Model 2.1 on support change. This is done in Lemma 5.24. This lemma exploits
the fact that
1
α
∑
t
YtY
′
t =
1
α
∑
t
ITt([(Φt)Tt
′(Φt)Tt ]
−1)2ITt
′ is a block-banded matrix and, for each block, the summation is
not over α frames but only over β frames with β being much smaller. For example, if Model 2.1 holds with ρ = 1, this matrix
is block diagonal; if it holds with ρ = 2, then it is block-tridiagonal and so on. Thus, using ‖[(Φt)Tt ′(Φt)Tt ]−1‖2 ≤ 1.2, we
can show that λmax( 1α
∑t0+α−1
t=t0
YtY
′
t ) ≤ 1αρ2β(1.2)2 ≤ 0.0001 · (1.2)2.
By Cauchy-Schwartz and the above bounds, we can conclude that, for k > 1,∥∥ 1
α
t0+α−1∑
t=t0
(I − Pˆ∗Pˆ∗′)`te′t
∥∥
2
.
∥∥LargeTermk∥∥2 ≤√0.0001 · (1.2)2 · 3 · ζ+new,k−1 11− b2λ− = 0.036 · ζ+new,k−1 11− b2λ−
Using an approach similar to the one outlined above one can also bound the ete′t term. This is actually easier to bound
because one does not need Cauchy-Schwartz. For k = 1, we get∥∥ 1
α
t0+α−1∑
t=t0
ete
′
t
∥∥
2
. ρ2β(1.2)2 · 0.022 1
1− b2 3λ
− ≤ 0.0001 · 1.44 · 0.022 · 3 1
1− b2λ
− < 0.00002
1
1− b2λ
−.
and for k > 1,∥∥ 1
α
t0+α−1∑
t=t0
ete
′
t
∥∥
2
. ρ2β(1.2)2 ·(ζ+new,k−1)2
1
1− b2 3λ
− ≤ 0.0001·1.44·3·(ζ+new,k−1)2
1
1− b2λ
− < 0.075(ζ+new,k−1)
2 1
1− b2λ
−
Using the above bounds in (6) and using λ−new ≥ λ−, we can conclude that,
ζ+new,1 . 0.19, ζ+new,k .
2 · 0.036 · ζ+new,k−1 + 0.075(ζ+new,k−1)2
1−NumeratorTerm
Here NumeratorTerm refers to the expression from the numerator. From the above, it is easy to see that ζ+new,2 . 0.19 and,
proceeding similarly, ζ+new,k . 0.19. Using this to get a loose bound on NumeratorTerm, we can conclude that ζ+new,k .
0.1ζ+new,k−1 ≤ 0.19 · 0.1k−1.
The above approximate analysis ignores the fact that range(Pˆ∗) 6= range(P∗). It also ignores the unstructured noise term
wt and the other small terms that come with each application of matrix Azuma. With incorporating all this, and with using
5The partial result of [7] assumed that this holds and then used the above approach to get a performance guarantee.
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dif(Pˆ∗,P∗) ≤ rζ (instead of zero), we can conclude that ζnew,k ≤ ζ+new,k ≤ 0.19 ·0.1k−1 +0.15rnewζ. By picking K carefully,
we get that ζnew,K ≤ rnewζ and thus SEt ≤ (r + rnew)ζ after the K-the projection PCA step.
The analysis of cluster PCA is a significant generalization of the above ideas. The slow subspace change assumption is
replaced by the clustering assumption at various places in its proof.
A. Novelty in proof techniques
This work has two key contributions - it analyzes ReProCS with the deletion step (done via cluster PCA), and it obtains a
complete result for ReProCS and ReProCS-cPCA for the case when the `t’s are correlated over time.
While the overall proof structure described above is similar to that used in [10], the proof approach for proving the “main
lemmas” is quite different for the correlated `t’s case. The first such difference is seen in Fact 5.28 which shows how
to bound ‖(I − Pˆt−1Pˆt−1′)`t‖2 for when `t is correlated over time. This is used to prove Lemma 5.27. The second and
most significant difference is in proving the matrix-Azuma-based lemmas for projection-PCA and for cluster PCA. These are
proved in Sec VI and VII. The matrix Azuma inequality [24, Theorem 7.1] is significantly harder to apply than the matrix
Hoeffding [24]. There are two reasons for this. First we need to get the sums of conditional expectations of quantities needed
to apply this result in a form that can be bounded easily. The simplest way of doing this can lead to loose bounds. To get
the desired bounds, we need to rewrite `t in terms of past νt’s and use the fact that bα < (rnewζ) (is very small) and that∑t
τ=t−α+1 b
t ≤ 1/(1− b) ≤ 1/(1− b0) < 1.12. In words, the contribution of very old νt’s is negligible and the contribution
due to the last α νt’s is only slightly larger than that of one νt.
The third main difference is the analysis of the automatic cluster estimation step and of the cluster PCA algorithm for deleting
the subspace. The fact that the former is correct whp is shown in Lemma 5.32. This uses Lemma 5.40 and the separation
condition from Model 2.9 to show that, whp, the clusters obtained by using a threshold of gˆ+ on the condition numbers of
the eigenvalues of the empirical covariance matrix computed with the ˆ`t’s are exactly the same as the true clusters defined in
Model 2.9. The analysis of cluster PCA (Lemma 5.33) relies on matrix-Azuma-based Lemmas 5.41, 5.42, and 5.43. These are
new too and are proved using a significant generalization of the approach used for analyzing the projection-PCA step.
V. PROOF OF THEOREM 2.13 AND COROLLARY 2.16
We first give the most general denseness assumption and the most general model on Tt in Sec. V-A below. Next, we define
quantities that will be used in the proofs in Sec. V-B. The basic lemmas that are used several times in the proof are stated next
in Sec. V-C. The five main lemmas leading to the proof and the proof itself are given in Sec. V-D. We then give the seven
key lemmas that are used to prove the main lemmas in Sec. V-E, followed by the proofs of the main lemmas in Sec. V-F. The
proofs of the key lemmas are the long ones and these are given in Sec. VI and VII.
A. Generalizations
Consider the denseness assumption in Model 2.4. This can be generalized as follows.
Model 5.1. For a basis matrix P , define the (un)denseness coefficient
κs(P ) := max|T |≤s
‖IT ′P ‖2
Assume that
κ2s,∗ := max
j
κ2s(Ptj ) ≤ 0.3 and κ2s,new := max
j
κ2s(Ptj ,new) ≤ 0.02. (7)
Lemma 5.2. Model 2.4 is a special case of Model 5.1.
Proof: Recall Model 2.4. For any basis matrix P , [κ1(P )]
2
= maxi ‖P ′Ii‖22. Using the triangle inequality, it is easy to
show that κs(P ) ≤
√
sκ1(P ) [7]. Using this, the claim follows.
The proof of Theorem 2.13 only uses (7) for the denseness assumption.
The reason for defining the (un)denseness coefficient κs(P ) as above is the following lemma from [7].
Lemma 5.3 ([7]). For a basis matrix P , δs(I − PP ′) = (κs(P ))2.
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Next consider the support change model given in Model 2.1. This is one special case of the most general model that works
for our result. This model was introduced in [10]. We explain it here. What we need to prevent is Tt occupying the same
indices for too many time instants in a given interval. If Tt does not change ‘enough’ in a time interval of length α, we will
be unable to see enough entries of a given index of `t in order to be able to accurately fill in the missing ones. The following
model quantifies ‘enough’ for our purposes. The number of time instants for which an index is part of Tt is determined both
by how often this set changes, and by how much it moves when it changes. The latter is parameterized by ρ which controls
how much the set moves when it changes. For example ρ = 1 would require that distinct sets be disjoint, and ρ = 2 would
mean that at least half of the set is displaced whenever it changes. The parameter h+ ∈ (0, 1) represents the maximum fraction
of time for which the set remains in a given area in a time interval of length α. The smaller h+, the more frequently the set
will need to change in order to satisfy the model. Our result requires a bound on the product ρ2h+.
Model 5.4. Let ρ be a positive integer. Split [1, tmax] into intervals of length α. Use Ju := [(u − 1)α + 1, uα] to denote
the u-th interval. For a given interval, Ju, let T(i),u for i = 1, . . . , lu be mutually disjoint subsets of {1, . . . , n} and let
J(i),u, i = 1, 2, . . . , lu be a partition6 of the interval Ju so that
for all t ∈ J(i),u, Tt ⊆ T(i),u ∪ T(i+1),u ∪ · · · ∪ T(i+ρ−1),u (8)
Define
hu
(
α; {T(i),u}i=1,...,lu , {J(i),u}i=1,...,lu
)
:= max
i=1,2,...lu
∣∣J(i),u∣∣ (9)
and define h∗u(α) as the minimum over all choices of T(i),u and over all choices of the partition J(i),u.
h∗u(α) := minall choices of mutually disjoint T(i),u, i = 1, 2, . . . lu
and all choices of mutually disjoint J(i),u, i = 1, 2, . . . lu
so that ∪lui=1J(i),u = Ju and (8) holds
hu
(
α; {T(i),u}i=1,...,lu , {J(i),u}i=1,...,lu
)
(10)
Assume that |Tt| ≤ s and that for all u = 1, . . . ,
⌈
tmax
α
⌉
,
h∗u(α) ≤ h+α with h+ ≤
0.0001
ρ2
.
In the above model, h∗u(α) provides a bound on how long Tt remains in a given “area”, T(i),u ∪ T(i+1),u ∪ · · · ∪ T(i+ρ−1),u
during the interval Ju, for the best allocation of Tt’s to a given “area” and the best choice of the “areas.”
Notice that (8) can always be trivially satisfied by choosing lu = 1, T(1),u = {1, . . . , n} and J(1),u = Ju, but this will give
hu(α; .) = α and hence is not a good choice. This is why we take a minimum over all choices.
Lemma 5.5. [[10]] Model 2.1 is a special case of Model 5.4 above with h+ = βα .
B. Definitions
Remark 5.6. Recall that ϑ is the maximum number of clusters from Model 2.9. For ease of notation, henceforth, we will
assume that there are ϑ clusters for all j. If ϑj < ϑ, it will just mean that the last (ϑ− ϑj + 1) clusters are empty.
Definition 5.7. Define bt := Φtmt −Φtxt = Φt(`t +wt). This is the “noise” seen by the projected sparse recovery step of
the algorithm.
Define et to be the error made in estimating `t. That is et := `t − ˆ`t. Thus, from the algorithm, et = (xˆt − xt)−wt
Definition 5.8. Define the intervals
Ju := [(u− 1)α+ 1, uα].
Define uj to be the u such that tj ∈ Ju. That is uj :=
⌈
tj
α
⌉
. For the purposes of describing events before the first subspace
change, let u0 := 0.
Define uˆj :=
tˆj
α . Notice from the algorithm that this will be an integer, because detection only occurs when t mod α = 0.
We will show that, under appropriate conditioning, whp, uˆj = uj or uˆj = uj + 1.
6i.e. the J(i),u’s are mutually disjoint intervals and their union equals Ju
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For the cluster-PCA step, define the following intervals for k = 0, 1, 2, . . . ϑ.
I˜j,k := [tˆj + (K + 1)α+ (k − 1)α+ 1, tˆj + (K + 1)α+ kα]
Notice that I˜j,0 is where the clusters are determined, and I˜j,k is where cluster k is recovered.
Definition 5.9. Define P(j) := Ptj ,
P(j),∗ := P(j−1) = Ptj−1 and P(j),new := Ptj ,new for j = 1, . . . , J
at,∗ := P(j),∗
′νt and at,new := P(j),new
′νt for t ∈ [tj , tj+1).
Notice that at,∗ is a vector of length rj−1, whose last (rj−1 − rj,old) entries are zeroes. Also define
P(j),add := [P(j),∗ P(j),new]
Thus, for t ∈ [tj , tj + d], νt can be written as
νt = P(j)at = [P(j),∗ P(j),new]
[
at,∗
at,new
]
and Cov(νt) = Σt can be rewritten as
Σt = P(j)ΛtP(j)
′ =
[
P(j),∗ P(j),new
] [ Λt,∗ 0
0 Λt,new
][
P(j),∗
′
P(j),new
′
]
Notice that the last (rj−1 − rj,old) diagonal entries of Λt,∗ are zeroes.
Remark 5.10. From Model 2.2, P(j),∗ is orthogonal to P(j),new.
Definition 5.11. For j = 1, 2, . . . , J and k = 1, 2, . . . ,K define
1) Pˆ(j),∗ := Pˆtˆj−1+Kα+(ϑ+1)α. If all subspace changes are correctly detected, this is the final estimate of P(j),∗ = P(j−1)
and Pˆ(j),∗ = Pˆtj−1. Let Pˆ(1),∗ := Pˆttrain (the initial estimate).
2) Pˆ(j),new,0 := [.] and Pˆ(j),new,k := Pˆtˆj+kα,new. This is the k
th estimate of P(j),new (again, conditioned on correct change
time detection).
3) Pˆ(j),add := [Pˆ(j),∗ Pˆ(j),new,K ] is the final estimate of P(j),add.
Notice from the algorithm that,
1) Pˆt,∗ = Pˆ(j),∗ for all t ∈ [tˆj−1 +Kα+ (ϑ+ 1)α, tˆj +Kα+ (ϑ+ 1)α− 1]
2) Pˆt,new = Pˆ(j),new,k−1 for all t ∈ Juˆj+k for k = 1, 2, . . .K, Pˆt,new = Pˆ(j),new,K for t ∈ [tˆj+Kα, tˆj+Kα+(ϑ+1)α−1],
and Pˆt,new = [.] at all other times.
3) At all times, Pˆt = [Pˆt,∗ Pˆt,new].
4) Pˆt−1,∗ ⊥ Pˆt,new at t = tˆj + kα and so Pˆ(j),∗ ⊥ Pˆ(j),new,k
Definition 5.12. Define Gj,k := (Ptj )Gj,k for k = 1, 2, . . . , ϑ. The clusters Gj,k were defined in Model 2.9. Thus P(j+1),∗ =
P(j) = Ptj = [Gj,1, Gj,2, . . . Gj,ϑ].
Recall that Gˆj,k is obtained in the cluster-PCA routine of Algorithm 1. From the definition of Pˆ(j),∗, Pˆ(j+1),∗ =
[Gˆj,1, Gˆj,2, . . . Gˆj,ϑ].
Definition 5.13. Define
1) ζj,∗ := dif(Pˆ(j),∗,P(j),∗)
2) ζj,new,k := dif([Pˆ(j),∗ Pˆ(j),new,k],P(j),new)
3) ζj,add := dif(Pˆ(j),add,P(j),add)
4) ζ˜j,k := dif([Gˆj,1 . . . Gˆj,k],Gj,k).
Using the previous definition, clearly ζj+1,∗ ≤
∑ϑ
k=1 ζ˜j,k.
Definition 5.14. Define
1) ζ+j,∗ := rζ
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2) ζ+j,new,0 := 1, ζ
+
j,new,k :=
bH,k
bA − bA,⊥ − bH,k for k = 1, 2, . . . ,K where bA, bA,⊥, and bH,k are defined in Lemmas 5.36,
5.37, and 5.38 respectively. Their expressions use  given by (15).
3) ζ+j,add := (r + rnew)ζ.
4) ζ˜+k :=
bH˜,k
bA˜,k − bA˜,k,⊥ − bH˜,k
where bH˜,k, bA˜,k, and bA˜,k,⊥ are defined in Lemmas 5.41, 5.42, and 5.43 respectively.
We will show that these are high probability upper bounds on ζj,∗, ζj,new,k, ζj,add, and ζ˜j,k under appropriate conditioning.
We should point out that ζ+j,∗, ζ
+
j,add, and ζ
+
j,new,k do not actually depend on j. However, when analyzing Algorithm 1 without
the c-PCA step, they do depend on j.
Definition 5.15. Define the random variable
Xu := {{ν1,ν2, . . .νuα}, {Tt}t=1,2,...tmax}.
This is the random variable that we condition on (with appropriate choice of u) when analyzing the subspace update steps -
detection or projection-PCA or cluster-PCA.
Definition 5.16. Recall from Algorithm 1 that
thresh =
λˆ−train
2
.
Also, recall the definition of Du from Algorithm 1. For j = 1, . . . , J , and for a = uj or a = uj +1, define the following events
• DETaj := {uˆj = a}
• PPCAaj,k :=
{
uˆj = a and rank(Pˆ(j),new,k) = rj,new and ζj,new,k ≤ ζ+j,new,k
}
for k = 1, . . . ,K,
• CLUSTERaj :=
{
uˆj = a and Gˆj,k = Gj,k for k = 1, . . . , ϑ
}
• CPCAaj,k :=
{
uˆj = a and ζ˜j,k ≤ ζ˜+k
}
for k = 1, . . . , ϑ,
• NODETSaj :=
{
uˆj = a and λmax
(
1
αDuDu′
)
< thresh for all u ∈ [uˆj +K + (ϑ+ 1) + 1, uj+1 − 1]
}
• Γ0,end := {ζ1,∗ ≤ r0ζ} ∩
{
λmax
(
1
αDuDu′
)
< thresh for all u ∈ [1, u1 − 1]
}
• Γaj,0 := Γj−1,end ∩DETaj
• Γaj,k := Γ
a
j,k−1 ∩ PPCAaj,k for k = 1, 2, . . .K
• Γ˜aj,0 := Γ
a
j,K ∩ CLUSTERaj
• Γ˜aj,k := Γ˜
a
j,k−1 ∩ CPCAaj,k for k = 1, 2 . . . ϑ
• Γj,end :=
(
Γ˜
uj
j,ϑ ∩NODETSujj
)
∪
(
Γ˜
uj+1
j,ϑ ∩NODETSuj+1j
)
We misuse notation as follows. Suppose that a set Γ is a subset of all possible values that a r.v. X can take. For two r.v.s’
{X,Y }, when we need to say “X ∈ Γ and Y can be anything” we will sometimes misuse notation and just say “{X,Y } ∈ Γ.”
For example, we sometimes say Xuj ∈ Γj,end. This means Xuj−1 ∈ Γj,end and at for t ∈ Juj are unconstrained.
Definition 5.17. Define
1) Let Dj,new := (I − Pˆ(j),∗Pˆ(j),∗′)P(j),new QR= Ej,newRj,new denote its reduced QR decomposition, i.e. let Ej,new be a
basis matrix for range (Dj,new) and let Rj,new = Ej,new′Dj,new.
2) Let Ej,new,⊥ be a basis matrix for the orthogonal complement of range(Ej,new). To be precise, Ej,new,⊥ is an n×(n−rj)
basis matrix so that [Ej,new Ej,new,⊥] is unitary.
3) For u = uˆj + k for k = 1, . . . ,K, define Au, Au,⊥, Au as
Au :=
1
α
∑
t∈Ju
Ej,new
′(I − Pˆ(j),∗Pˆ(j),∗′)`t`t′(I − Pˆ(j),∗Pˆ(j),∗′)Ej,new
Au,⊥ :=
1
α
∑
t∈Ju
Ej,new,⊥′(I − Pˆ(j),∗Pˆ(j),∗′)`t`t′(I − Pˆ(j),∗Pˆ(j),∗′)Ej,new,⊥
and let
Au :=
[
Ej,new Ej,new,⊥
] [ Au 0
0 Au,⊥
][
Ej,new
′
Ej,new,⊥′
]
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4) For u = uˆj + k for k = 1, . . . ,K, define Mu and Hu as
Mu = (I − Pˆ(j),∗Pˆ(j),∗′)
(
1
α
∑
t∈Ju
ˆ`
t
ˆ`
t
′
)
(I − Pˆ(j),∗Pˆ(j),∗′)
and
Hu := Mu −Au
Remark 5.18. Recall the definition of Du from Algorithm 1. Conditioned on Γuˆjj,0, for u = uˆj+k, k = 1, 2, . . . ,K, Pˆuα−1,∗ =
Pˆ(j),∗ and thus, for these values of u
1
α
DuDu′ = Mu.
For these u’s Mu is the matrix whose eigenvectors with eigenvalue above thresh form Pˆ(j),new,k (see step 3b of Algorithm
1). In other words, Mu has eigendecomposition
Mu EVD=
[
Pˆ(j),new,k Pˆ(j),new,k,⊥
] [ Λˆu 0
0 Λˆu,⊥
][
Pˆ(j),new,k
′
Pˆ(j),new,k,⊥′
]
.
Definition 5.19. Define
1) κs,∗ := maxj κs(P(j),∗) and κs,new := maxj κs(P(j),new).
2) κ+s,∗ := 0.3 and κ
+
s,new := 0.0215. As we will show later in Lemma 5.25, κ
+
s,new upper bounds ‖ITt ′Dj,new‖2 under
appropriate conditioning.
3) φ+ := 1.2. As we will show later in Lemma 5.27, this upper bounds φt := ‖[(Φt)Tt ′(Φt)Tt ]−1‖2 under appropriate
conditioning.
Definition 5.20. Define Φ(j),0 := (I−Pˆ(j),∗Pˆ(j),∗′) and Φ(j),k := (I−Pˆ(j),∗Pˆ ′(j),∗−Pˆ(j),new,kPˆ(j),new,k′) for k = 1, 2, . . .K.
Thus for t ∈ [tj , tˆj + α] (before the first proj-PCA step), Φt = Φ(j),0, for t ∈ Juˆj+k (during interval used for k-th
proj-PCA step), Φt = Φ(j),k−1, for t ∈ [tˆj + Kα, tˆj + Kα + (ϑ + 1)α] (after K-th proj-PCA step), Φt = Φ(j),K and for
t ∈ [tˆj +Kα+ (ϑ+ 1)α, tj+1 − 1] (after cluster-PCA step), Φt = Φ(j+1),0.
Remark 5.21. The proof uses Model 5.4 on Tt. By Lemma 5.5, Model 2.1 is a special case of it. In particular, this means that
(a) Model 2.1 also implies ρ2h+ ≤ 0.01 and (b) Model 2.1 also allows us to use the support change lemma, Lemma 5.24.
This lemma and the sparse recovery lemma, Lemma 5.27, are used to get bounds on quantities containing et in the proof of
Lemma 5.38.
C. Basic Lemmas
Lemma 5.22. Consider Algorithm 1. Under Theorem 2.13 assumptions,
dif(Pˆttrain ,Pttrain) ≤ r0ζ and
0.8λ− ≤ λˆ−train ≤ 1.2λ−
with probability at least 1− n−10.
This lemma follows in a fashion analogous to the proof of the p-PCA lemma, Lemma 5.31 (or actually just the proof of
Lemma 5.36 which is one of the lemmas used to prove Lemma 5.31). Its proof is in Appendix B.
Lemma 5.23. [Bounds on bA, bA,⊥, bH,k, ζj,new,k and ζ˜+k ] Consider the quantities defined in Defnition 5.13. Under the
conditions of Theorem 2.13,
1) bA − bH,1 ≥ 0.8λ− > 0.5λˆ−train = thresh and bA,⊥ + bH,1 ≤ 0.2λ− < 0.35λˆ−train < thresh.
2) ζ+new,0 = 1, ζ
+
new,1 ≤ 0.19, ζ+new,k ≤ 0.19 · 0.1k−1 + 0.15rnewζ for all k ≥ 1.
3) ζ˜+k ≤ rj,kζ where rj,k = |Gj,k|.
This lemma essentially follows using simple algebra. We provide the proof in Appendix C. The proof of the second part is
similar to that of Lemma 6.14 of [10].
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Lemma 5.24. [Support change lemma [10, Lemma 5.3]] Let st = |Tt|. Consider a sequence of st × st symmetric positive-
semidefinite matrices At such that ‖At‖2 ≤ σ+ for all t. Assume that the Tt obey Model 5.4. Let M =
∑
t∈Ju
ITtAtITt
′ be
an n× n matrix (I is an n× n identity matrix). Then
‖M‖2 ≤ ρ2h+ασ+ ≤ 0.0001σ+α
Lemma 5.25. [[10]] Assume that the assumptions of Theorem 2.13 hold. Conditioned on Xuˆj+k−1, for Xuˆj+k−1 ∈ Γuˆjj,k−1,
for uˆj = uj or uˆj = uj + 1,
‖IT ′Dj,new‖2 ≤ κ+s,new := .0215 (11)
for all T such that |T | ≤ s.
The following summarizes many simple facts.
Fact 5.26.
1) Observe that Γaj,0 both for a = uj and a = uj + 1 implies that uj ≤ uˆj ≤ uj + 1. Thus, since tˆj = uˆjα, in both
cases, tj ≤ tˆj ≤ tj + 2α. So with the model assumption that d ≥ (K + 2)α, we have that Juˆj+k ⊆ [tj , tj + d] for
k = 1, 2, . . . ,K, i.e., for all the projection-PCA intervals, (2) holds and we can bound ‖at,new‖∞ by γnew.
2) Since, Γaj,K ⊆ Γaj,0, Γaj,K also implies that tj ≤ tˆj ≤ tj + 2α. This along with d2 > (ϑ+ 3)α implies that all the intervals
used for the cluster-estimation or the cluster-PCA steps are subsets of the interval in which the clustering assumption
holds, i.e., [tˆj +Kα+ 1, tˆj +Kα+ (ϑ+ 1)α] ⊆ [tj +Kα+ 1, tj +Kα+ d2].
3) Lemma 5.23, item 3, implies that, if ζ˜j,k ≤ ζ˜+k for k = 1, . . . , ϑ, then ζj+1,∗ := dif(Pˆ(j+1),∗,P(j+1),∗) ≤
∑ϑ
k=1 ζ˜j,k ≤∑ϑ
k=1 rj,kζ = rjζ ≤ ζ+j+1,∗. This follows by triangle inequality and the fact that Pˆ(j+1),∗ = [Gˆj,1, Gˆj,2, . . . Gˆj,ϑ] and
P(j+1),∗ = P(j) = [Gj,1, Gj,2, . . . Gj,ϑ].
4) Thus the event Γj,end implies ζj+1,∗ ≤ ζ+j+1,∗. Equivalently, Γj−1,end implies ζj,∗ ≤ ζ+j,∗
5) Thus, the event Γaj,0 implies ζj,∗ ≤ ζ+j,∗ = rζ for a = uj or a = uj+1.
6) Thus the event Γaj,k−1 also implies this.
7) Lemma 5.23, item 2, and the choice of K in the theorem imply that ζ+j,new,K ≤ rnewζ.
8) Using the previous two items, the event Γuˆjj,K , both for uˆj = uj and uˆj = uj + 1, implies that
dif(Pˆ(j),add,P(j),add) ≤ ζ+j,∗ + rnewζ = ζ+j,add.
9) 1α ≤ (rnewζ)2. To see this, observe that the lower bound for α has (rnewζ)2 in the denominator, and everything else in
the expression is greater than or equal to 1. (Notice that γnew
2
λ− ≥ 1)
10) bα ≤ (rnewζ). This follows because b ≤ b0 = 0.1 and so − log(rnewζ)− log b ≤ − log(rnewζ)− log b0 =
log 1rnewζ
2.3 ≤ 12.3 1rnewζ ≤ 1(rnewζ)2 ≤
α.
Lemma 5.27 (Sparse Recovery Lemma (similar to [7, Lemma 6.4] and [10])). Assume that all of the conditions of Theorem
2.13 hold. Recall that SEt = dif(Pˆt,Pt).
1) Conditioned on Γj−1,end, for t ∈ [tj , (uˆj + 1)α]
a) φt := ‖[(Φt)Tt ′(Φt)Tt ]−1‖2 ≤ φ+ := 1.2.
b) the support of xt is recovered exactly i.e. Tˆt = Tt and et satisfies:
et := `t − ˆ`t = (xˆt − xt)−wt = ITt [(Φt)Tt ′(Φt)Tt ]−1ITt ′Φt(`t +wt)−wt (12)
c) Furthermore,
SEt ≤ 1 , and
‖et‖2 ≤ φ
+
1− b (2ζ
+
,∗
√
rγ +
√
rnewγnew + 2w) ≤ 1.34
(
2
√
ζ +
√
rnewγnew + 2w
)
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2) For k = 2, 3, . . . ,K and uˆj = uj or uˆj = uj+1, conditioned on Γ
uˆj
j,k−1, for t ∈ Juˆj+k = [(uˆj + k − 1)α+ 1, (uˆj + k)α],
the first two conclusions above hold. That is, φt ≤ φ+ and et satisfies (12). Furthermore,
SEt ≤ ζ+j,∗ + ζ+j,new,k−1 , and
‖et‖2 ≤ φ
+
1− b (2ζ
+
j,∗
√
rγ + ζ+j,new,k−1
√
rnewγnew + 2w) ≤ 1.34
(
2.15
√
ζ + 0.19 · (0.1)k−1√rnewγnew + 2w
)
3) For uˆj = uj or uˆj = uj + 1, conditioned on Γ
uˆj
j,K , for t ∈
[
tˆj +Kα+ 1, tˆj +Kα+ (ϑ+ 1)α
]
, the first two conclusions
above hold (φt ≤ φ+ and et satisfies (12)). Furthermore,
SEt ≤ ζ+j,add , and
‖et‖2 ≤ φ
+
1− b (2ζ
+
j,add
√
rγ + 2w) ≤ 2.67(
√
ζ + w)
4) For uˆj = uj or uˆj = uj + 1, conditioned on Γ˜
uˆj
j,ϑ, for t ∈
[
tˆj +Kα+ (ϑ+ 1)α+ 1, tj+1 − 1
]
, the first two conclusions
above hold (φt ≤ φ+ and et satisfies (12)). Furthermore,
SEt ≤ ζ+j+1,∗ , and
‖et‖2 ≤ φ
+
1− b (2ζ
+
j+1,∗
√
rγ + 2w) ≤ 2.67(
√
ζ + w)
Notice that cases 1) and 4) of the above lemma occur when the algorithm is in the detection phase; during the intervals for
case 2) the algorithm is performing projection-PCA; during the interval for case 3), the algorithm is performing cluster-PCA.
In case 1) new directions have been added but not estimated, so the error, et, is the largest. In case 2), the error is decaying
exponentially with each estimation step. Case 3) occurs after the new directions have been successfully estimated but the old
directions are not deleted yet. Case 4) occurs after the latter has been done too (after cluster-PCA is done). Case 4) contains
the smallest error bound, with case 3) bounds being only slightly larger. The proof of this lemma is similar to the proof of
Lemma 6.15 of [10]. It is given in Appendix D. The main extra fact that we need to use now because the `t’s follow an AR
model is the following.
Fact 5.28. From Model 2.2, clearly ‖`t‖2 ≤
√
rγ
1−b . Moreover, `t can be expanded as follows.
`t = `t,small +
t∑
τ=t−α+1
bt−τPτaτ where `t,small :=
t−α∑
τ=0
bt−τντ
Using the geometric series sum formula, bα ≤ rnewζ, and the bound on ζ from the theorem,
‖`t,small‖2 ≤ b
α
√
rγ
1− b ≤
rnewζ
√
rγ
1− b ≤
√
ζ
1− b
For t ∈ [tj , (uˆj + 1)α), conditioned on Γj−1,end,
‖Φt`t‖2 = ‖Φ(j),0`t‖2 ≤ rnewζ
√
rγ
1− b +
1
1− b maxτ∈[t−α+1,t] ‖Φ0Pτaτ‖2 ≤
2rζ
√
rγ +
√
rnewγnew
1− b ≤
2
√
ζ +
√
rnewγnew
1− b
For a t ∈ Juˆj+k for k = 2, 3, . . .K, conditioned on Γuˆjj,k−1, for uˆj = uj or uˆj = uj + 1,
‖Φt`t‖2 = ‖Φ(j),k−1`t‖2 ≤ rnewζ
√
rγ
1− b +
1
1− b maxτ∈[t−α+1,t] ‖Φk−1Pτaτ‖2 ≤
2rζ
√
rγ + ζ+new,k−1
√
rnewγnew
1− b
and the above can further be bounded by
2
√
ζ+ζ+new,k−1
√
rnewγnew
1−b .
Using ζ+new,K ≤ rnewζ (follows using Lemma 5.23 and expression for K) and the bound on ζ, for t ∈ [tˆj +Kα + 1, tˆj +
Kα+ (ϑ+ 1)α], conditioned on Γuˆjj,K ,
‖Φt`t‖2 = ‖Φ(j),K`t‖2 ≤ (2rζ + rnewζ)
√
rγ
1− b ≤
2
√
ζ
1− b
Using Fact 5.26, item 3, for t ∈ [tˆj +Kα+ (ϑ+ 1)α+ 1, tj+1 − 1], conditioned on Γ˜uˆjj,ϑ, ζj+1,∗ ≤ ζ+j+1,∗ = rζ and so
‖Φt`t‖2 = ‖Φ(j+1),0`t‖2 ≤ 2rζ
√
rγ
1− b ≤
2
√
ζ
1− b
Recall that bt := Φt(`t+wt). Thus, using the above, we get that ‖bt‖2 ≤ ‖Φt`t‖2 +‖wt‖2 ≤ ξ (ξ is set in Theorem 2.13).
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D. Main lemmas for proving Theorem 2.13 and proof of Theorem 2.13
The first three lemmas below deal with analyzing the addition step. They have statements which are exactly the same as the
corresponding lemmas in [10]. But the proofs of the key lemmas needed for proving them are very different since the `t’s are
now correlated over time. We thus relegate the proofs of these lemmas to the appendix. The proofs of the key lemmas needed
for these are given in the main text though. The fourth and the fifth lemma below deal with the deletion step (cluster-PCA)
and these are new. These are proved in this section itself.
Lemma 5.29 (No false detection of subspace changes). P
(
NODETSaj | Γ˜aj,ϑ
)
= 1 for a = uj or a = uj + 1.
Lemma 5.30 (Subspace change detected within 2α frames). For j = 1, . . . , J ,
P
(
DET
uj+1
j | Γj−1,end,DETuj
)
≥ pdet,1 := 1− pA − pH.
The definitions of pA and pH can be found in the proofs of Lemmas 5.36 and 5.38 respectively.
Lemma 5.31 (k-th iteration of pPCA works well).
P
(
Γaj,k | Γaj,k−1
)
= P
(
PPCAaj,k | Γaj,k−1
) ≥ pppca := 1− pA − pA,⊥ − pH
for a = uj or a = uj + 1. The definitions of pA, pA,⊥, and pH can be found in the proofs of Lemmas 5.36, 5.37, and 5.38
respectively.
Lemma 5.32 (Clusters are correctly estimated).
P
(
CLUSTERaj
∣∣ Γaj,K) ≥ pcluster = 1− pcl − pl˜e − pe˜e
for a = uj or a = uj + 1. The definition of pcl can be found in the proof of Lemma 5.40 and definition of pl˜e, pe˜e can be
found in the proof of Lemma 5.43.
Lemma 5.33 (Subspaces corresponding to each cluster are correctly estimated).
P
(
CPCAaj,k | Γ˜aj,k−1
)
≥ pcpca := 1− pA˜ − pA˜,⊥ − pH˜
for a = uj+1 or a = uj+1 + 1. The probabilities pA˜, pA˜,⊥, pH˜ are defined in the proofs of Lemmas 5.41, 5.42, and 5.43
respectively.
Using Fact 5.26,
⋂ϑ
k=1 CPCA
a
j,k implies that ζ(j+1),∗ ≤ ζ+(j+1),∗ = rζ. Thus, Γaj,end also implies this.
Corollary 5.34. Let pdet,0 := P
(
DET
uj
j | Γj−1,end
)
. Combining Lemmas 5.29, 5.30, 5.31, 5.32, and 5.33 gives
P (Γj,end | Γj−1,end) = P
((
DET
uj
j
K⋂
k=1
PPCA
uj
j,k
⋂
CLUSTER
uj
j
ϑ⋂
k=1
CPCA
uj
j,k
)⋃
(
DET
uj
j ∩DETuj+1j
K⋂
k=1
PPCA
uj+1
j,k
⋂
CLUSTER
uj+1
j
ϑ⋂
k=1
CPCA
uj+1
j,k
) ∣∣ Γj−1,end)
≥ pdet,0 · (pppca)K · (pcluster) · (pcpca)ϑ + (1− pdet,0) · pdet,1 · (pppca)K · (pcluster) · (pcpca)ϑ
≥ pdet,1(pppca)K · pcluster(pcpca)ϑ
Proof of Theorem 2.13 and Corollary 2.16: Using the fact that Γj−1,end ⊆ Γj−2,end ⊆ · · · ⊆ Γ1,end ⊆ Γ0,end, P(ΓJ,end) =
P(Γ0,end)
∏J
j=1 P(Γj,end | Γj−1,end).
By Lemma 5.22 and the argument used to prove Lemmas 5.27 and 5.29, we get that P(Γ0,end) ≥ 1 − n−10. Thus, using
Corollary 5.34, and the lower bound on α,
P(ΓJ,end) ≥ (1−n−10)
(
pdet,1(pppca)
K · pcluster(pcpca)ϑ
)J ≥ (1−n−10)(pppca)(K+1)J(pcluster(pcpca)ϑ)J ≥ (1−n−10)3 ≥ 1−3n−10.
By Fact 5.26, Lemma 5.27, and Lemma 5.23, ΓJ,end implies that Tˆt = Tt for all times t; and that all the bounds on the
subspace error SEt and on et hold.
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E. Key lemmas needed for proving the main lemmas
The following lemma follows from the sin θ theorem [23] (Theorem A.3 in Appendix A) and Weyl’s inequality. It is taken
from [7].
Lemma 5.35 ([7], Lemma 6.9). At u = uˆj + k, if rank(Pˆ(j),new,k) = rj,new, and if λmin(Au)−‖Au,⊥‖2−‖Hu‖2 > 0, then
ζj,new,k ≤ ‖Hu‖2
λmin(Au)− ‖Au,⊥‖2 − ‖Hu‖2 . (13)
Similarly, if Gˆj,k = Gj,k and λmin(A˜j,k)− ‖A˜j,k,⊥‖2 − ‖H˜j,k‖2 > 0, then
ζ˜j,k ≤ ‖H˜j,k‖2
λmin(A˜j,k)− ‖A˜j,k,⊥‖2 − ‖H˜j,k‖2
(14)
The next three lemmas (5.36, 5.37, and 5.38) each assert a high probability bound for one of the terms in (13). These, along
with Lemma 5.35, are used to prove Lemmas 5.30 and 5.31. The proofs of these lemmas use the matrix Azuma inequalities
(Lemmas A.12, A.13 or A.14 in the Appendix) and hence we refer to them as the “addition Azuma” lemmas. Let
 =
1
1− b2 0.001rnewζλ
− (15)
Lemma 5.36. Define
bA :=
1
1− b2
(
(1− (ζ+∗ )2)λ−new − (rnewζ)2
b2
1− b2 (1− ζ
+
∗ )
2λ−new
)
− 4
For k = 1, . . . ,K, for all Xuˆj+k−1 ∈ Γuˆjj,k−1 with uˆj = uj or uˆj = uj + 1,
P
(
λmin
(
Auˆj+k
) ≥ bA ∣∣ Xuˆj+k−1) ≥ 1− pA
where pA is defined in the proof.
Lemma 5.37. Define
bA,⊥ :=
1
1− b2 (ζ
+
∗ )
2λ+ +
0.05(rnewζ)
2b2λ−
(1− b2)(1− b)2 + 4
For k = 1, . . . ,K, for all Xuˆj+k−1 ∈ Γuˆjj,k−1 with uˆj = uj or uˆj = uj + 1,
P
(
λmax
(
Auˆj+k,⊥
) ≤ bA,⊥ ∣∣ Xuˆj+k−1) ≥ 1− pA,⊥
where pA,⊥ is defined in the proof.
Lemma 5.38. Define
bH,k := 2b`e,k + bee,k + 2bFk
where for k ≥ 2,
b`e,k :=
1
1− b2 (
√
ρ2h+φ+(ζ+∗ )
2λ+ +
√
ρ2h+φ+ζ+new,k−1λ
+
new) +
0.05(rnewζ)b
2λ−
(1− b2)(1− b)2 + 6
bee,k :=
1
1− b2 (ρ
2h+ (φ+)2(ζ+∗ )
2λ+ + ρ2h+ (φ+)2(ζ+new,k−1)
2λ+new) +
0.05(rnewζ)b
2λ−
(1− b2)(1− b)2 + (φ
+)2(0.06rnewζλ
−) + 8
bF ,k :=
1
1− b2 (ζ
+
∗ )
2λ+ +
0.05(rnewζ)b
2λ−
(1− b2)(1− b)2 + 4
and for k = 1,
b`e,1 :=
1
1− b2 (
√
ρ2h+φ+(ζ+∗ )
2λ+ + φ+κ+s,newλ
+
new) +
0.05(rnewζ)b
2λ−
(1− b2)(1− b)2 + 6
bee,1 :=
1
1− b2 (ρ
2h+ (φ+)2(ζ+∗ )
2λ+ + ρ2h+ (φ+)2(κ+s,new)
2λ+new) +
0.05(rnewζ)b
2λ−
(1− b2)(1− b)2 ρ
2h+ + (φ+)2(0.06rnewζλ
−) + 8
bF ,1 :=
1
1− b2 (ζ
+
∗ )
2λ+ +
0.05(rnewζ)b
2λ−
(1− b2)(1− b)2 + 4
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For k = 1, . . . ,K, for all Xuˆj+k−1 ∈ Γuˆjj,k−1 with uˆj = uj or uˆj = uj + 1,
P
(‖Huˆj+k‖2 ≤ bH,k ∣∣ Xuˆj+k−1) ≥ 1− pH (16)
where pH := p`e + pee + pF and p`e, pee and pF are defined in the proof.
Fact 5.39. Using ρ2h+ ≤ 10−4, λ+newλ− ≤ 3, λ−new ≥ λ−, φ+ = 1.2, κ+s,new = 0.0215, b ≤ 0.1, ζ ≤ min{ 10
−4
(r+rnew)2
, 0.003λ
−
(r+rnew)2λ+
},
ζ+∗ = rζ,  =
1
1−b2 0.001rnewζ,
bA ≥ λ
−
1− b2 (0.9999− 0.005rnewζ)
bA,⊥ ≤ 0.008rnewζλ
−
1− b2
bH,1 ≤ λ
−
1− b2 (0.156 + 0.1rnewζ)
bH,k ≤ λ
−
1− b2 (0.073ζ
+
new,k−1 + 0.1rnewζ)
The following lemma is needed for the proof of Lemma 5.32.
Lemma 5.40. Let tˆcl := tˆj +Kα+ 1. Let q2 := 0.05λ−.
P
‖ 1
α
tˆcl+α−1∑
t=tˆcl
`t`t
′ − 1
1− b2 Σ(j)‖ ≤ q2
∣∣ Xuˆj+K
 ≥ 1− pcl.
for all Xuˆj+K ∈ Γuˆjj,K for uˆj = uj or uj + 1 In the above, pcl is defined in the proof.
The next three lemmas are needed for the proof of Lemma 5.33. The third one below is also used in the proof of Lemma
5.32.
Lemma 5.41. Define
bA˜,k := (1− r2ζ2)(1−
(rnewζ)
2b2
1− b2 )
1
1− b2λ
−
j,k − 4
For j = 1, . . . , J and k = 1, . . . , ϑ, for a = uj or a = uj + 1, for all X(uˆj+K+1)+k−1 ∈ Γ˜aj,k−1,
P
(
λmin(A˜j,k) ≥ bA˜,k
∣∣ X(uˆj+K+1)+k−1) > 1− pA˜
where pA˜ is defined in the proof.
Lemma 5.42. Define
bA˜,⊥,k :=
1
1− b2 (2(rζ)
2λ+ + λ+k+1) +
0.05(rnewζ)b
2
(1− b2)(1− b)2 + 4
For j = 1, . . . , J and k = 1, . . . , ϑ, for a = uj or a = uj + 1, for all X(uˆj+K+1)+k−1 ∈ Γ˜aj,k−1,
P
(
λmax(A˜j,k,⊥) ≤ bA˜,⊥,k
∣∣ X(uˆj+K+1)+k−1) > 1− pA˜,⊥,k
where pA˜,⊥,k is defined in the proof.
Lemma 5.43. Define
bH˜,k := 2b ˜`e,k + be˜e,k + 2bF˜ ,k
where b ˜`e,k :=
√
ρ2h+(φ+)2( 11−b2 (r + rnew)ζ((rζ)λ
+ + λ+k )) +
0.05(rnewζ)b
2λ−
(1−b2)(1−b)2 + 6
be˜e,k := ρ
2h+ (φ+)2 11−b2 (rζ)(r + rnew)ζλ
+ + 0.05(rnewζ)b
2λ−
(1−b2)(1−b)2 + (φ
+)22(0.03ζλ−) + 8
bF˜ ,k :=
1
1−b2
(
(rζ)2λ+ + (rζ)
2√
1−(rζ)2λ
+
k+1
)
+ 0.05(rnewζ)b
2λ−
(1−b2)(1−b)2 + 4
For k = 1, . . . , k, for a = uj or a = uj + 1, for all X(uˆj+K+1)+k−1 ∈ Γ˜aj,k−1,
P
(
‖H˜k‖2 ≤ bH˜,k
∣∣ X(uˆj+K+1)+k−1) ≥ 1− pH˜
where pH˜ := p ˜`e + pe˜e + pF˜ and p ˜`e, pe˜e, pF˜ are defined in the proof.
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Also, for a = uj or a = uj + 1, for all Xuˆj+K ∈ Γaj,K ,
P
2‖ 1
α
tˆj+(K+1)α+1∑
t=tˆj+Kα+1
`te
′
t‖2 + ‖
1
α
∑
t
ete
′
t‖2 ≤ bH˜,1
∣∣ Xuˆj+K
 ≥ 1− p ˜`e − pe˜e
(This is used in the proof of Lemma 5.40. It follows using the exact same approach as that used to bound ‖H˜1‖2.)
Fact 5.44. Using ρ2h+ ≤ 10−4, λ
+
k
λ−k
≤ g+ = 3, φ+ = 1.2, κ+s,new = 0.0215, b ≤ 0.1,
λ+k+1
λ−k
≤ χ+ = 0.2,
ζ ≤ min{ 10−4(r+rnew)2 , 0.003λ
−
(r+rnew)2λ+
}, ζ+∗ = rζ,  = 11−b2 0.001rnewζ, we have
bA˜,k ≥
λ−k
1− b2 (0.9999− 0.005rnewζ) (17)
bA˜,⊥,k ≤
λ−k
1− b2 (0.2 + 0.07rnewζ) (18)
bH˜,k ≤
λ−k
1− b2 (0.072(r + rnew)ζ + 0.095rnewζ) (19)
F. Proofs of the main lemmas
Lemmas 5.29, 5.30, and 5.31 are proved in Appendix E. These use the first three lemmas from the above subsection.
Proof of Lemma 5.32: In this proof, all of the probabilistic statements are conditioned on Xuˆj+K ∈ Γuˆjj,K for uˆj = uj
or uj + 1.
Let tˆcl := tˆj +Kα+ 1. Recall from Algorithm 1 that Σˆsample :=
1
α
tˆcl+α−1∑
t=tˆcl
ˆ`
t
ˆ`
t
′. Define Σsample :=
1
α
tˆcl+α−1∑
t=tˆcl
`t`t
′.
By Lemma 5.40 and Lemma A.11, under the given conditioning, with probability (w.p.) at least 1− pcl,
λmax(Σsample − 1
1− b2 Σ(j)) ≤ q2 := 0.05λ
− (20)
Let k0 = 0. Let ki denote the last index of cluster i. Thus true cluster 1, Gj,1 = {1, 2, . . . k1}, true cluster 2, Gj,2 =
{k1 + 1, k1 + 2, . . . k2} and so on for all i = 1, 2, . . . ϑj . Recall that Σ(j) has rank rj and so kϑj = rj .
Consider “true cluster” 1. We need to show that “estimated cluster” 1, Gˆj,1 = {1, 2, . . . k1}. Let λˆi := λi
(
Σˆsample
)
. We
will be done if we can show that
1)
λˆ1
λˆk1
≤ gˆ+ and
2)
λˆ1
λˆk1+1
> gˆ+
Define
q :=
∥∥∥Σsample − Σˆsample∥∥∥
2
Using the fact that ˆ`t = `t − et we get that
q ≤ 2
∥∥∥∥ 1α∑
t
`tet
′
∥∥∥∥+ ∥∥∥∥ 1α∑
t
etet
′
∥∥∥∥
Using Lemma 5.43, Fact 5.44 and (r + rnew)ζλ−k ≤ (r + rnew)ζλ+ ≤ 0.0003λ− (from the bound on ζ), under the given
conditioning,
q ≤ λ
−
k
1−b2 (0.072(r + rnew)ζ + 0.095rnewζ)
< 0.01λ−
with probability at least 1− pl˜e − pe˜e where pl˜e, pe˜e are defined in Lemma 5.43.
Using Weyl’s inequality and (20), for i = 1, . . . , n
λˆi := λi(Σˆsample) ≤ λi(Σsample) + λmax(Σˆsample −Σsample)
≤ λi( 1
1− b2 Σ(j)) + λmax(Σsample −
1
1− b2 Σ(j)) + q
≤ λi( 1
1− b2 Σ(j)) + q2 + q
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and
λˆi := λi(Σˆsample) ≥ λi(Σsample)− λmax(Σˆsample −Σsample)
≥ λi( 1
1− b2 Σ(j))− λmax(Σsample −
1
1− b2 Σ(j))− q
≥ λi( 1
1− b2 Σ(j))− q2 − q
The above strategy to bound λi(Σˆsample) was suggested in [28].
Thus, using the the fact that λ1(Λ(j))λk1 (Λ(j)) ≤ g
+ = 3 and λk1(Λ(j)) ≥ λ−, we have that
λˆ1
λˆk1
≤
1
1−b2λ1(Λ(j)) + q2 + q
1
1−b2λk1(Λ(j))− q2 − q
≤
g+ + (q2+q)(1−b
2)
λk1 (Λ(j))
1− (q2+q)(1−b2)λk1 (Λ(j))
≤ g
+ + (q2+q)λ−
1− (q2+q)λ−
≤ 3 + 0.06
1− 0.06 = gˆ
+.
Similarly, using the lower bound λ1(Λ(j))λk1+1(Λ(j)) ≥
1
χ+ = 5 from Model 2.9,
λˆ1
λˆk1+1
≥
1
1−b2λ1(Λ(j))− q2 − q
1
1−b2λk1+1(Λ(j)) + q2 + q
≥
λ1(Λ(j))
λk1+1(Λ(j))
− (q2+q)(1−b2)λk1+1(Λ(j))
1 + (q2+q)(1−b
2)
λk1+1(Λ(j))
≥
λk1 (Λ(j))
λk1+1(Λ(j))
− (q2+q)λ−
1 + (q2+q)λ−
≥
1
χ+ − (q2+q)λ−
1 + (q2+q)λ−
≥ 5− 0.06
1 + 0.06
= 4.67 > gˆ+
This shows that the first cluster is correctly recovered. Proceeding in the same manner,
λˆki−1+1
λˆki
≤ g
+ + (q2+q)λ−
1− (q2+q)λ−
≤ 3 + 0.06
1− 0.06 = gˆ
+.
and
λˆki−1+1
λˆki+1
≥
1
χ+ − (q2+q)λ−
1 + (q2+q)λ−
=
5− 0.06
1 + 0.06
= 4.67 > gˆ+.
Recall that the clustering algorithm excludes all eigenvalues below 0.25λˆ−train. Recall also that Σ(j) has rank rank rj = kϑj .
Thus from the upper and lower bounds on λˆi given above and using Lemma 5.22, we can also conclude that,
λˆkϑj ≥ λkϑj − q2 − q ≥ λ− − 0.06λ− > 0.75λ− > 0.25λˆ−train
and
λˆkϑj+1 ≤ λkϑj+1 + q2 + q ≤ 0 + 0.06λ− < 0.25λˆ−train
Thus, the algorithm also stops at the correct place. We have shown that all of the clusters will be recovered exactly and no
extra clusters will be formed (algorithm stops at the correct place). Thus,
P
(
CLUSTERaj
∣∣ Γaj,K) ≥ pcluster := 1− pcl − pl˜e − pe˜e
for a = uj or a = uj + 1. This proves the lemma.
Proof of Lemma 5.33: Since we condition on the event Γuˆjj,k−1 and Γ
uˆj
j,k−1 ⊆ CLUSTERuˆjj , the clusters are correctly
recovered, i.e. Gˆj,k = Gj,k. This lemma then follows by combining Lemma 5.35 with the bounds from Lemmas 5.41, 5.41,
5.43 and finally using Lemma A.11.
VI. PROOF OF THE ADDITION AZUMA LEMMAS
A. A general decomposition used in all the proofs
A general decomposition will be developed here. We will use this in all the proofs that follow. Consider an interval Ju and
let t0 denote the first time instant of this interval. Let X ≡ X(t0−1)/α = {ν0,ν1, . . .νt0−1, {Tt}t=1,2,...tmax}. Let Mt and Nt
be matrices that are deterministic given X . Consider bounding
1
α
t0+α−1∑
t=t0
Nt`t`t
′Mt
conditioned on X for X ∈ Γ.
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From our model, notice that
`t = b
t−t0+1`t0−1 +
t∑
τ=t0
bt−τντ
Thus,
1
α
t0+α−1∑
t=t0
Nt`t`t
′Mt =
1
α
t0+α−1∑
t=t0
Nt
(
bt−t0+1`t0−1 +
t∑
τ=t0
bt−τντ
)(
bt−t0+1`t0−1 +
t∑
τ˜=t0
bt−τ˜ντ˜
)′
Mt
:= term1 + term2 + term3
where
term1 =
1
α
t0+α−1∑
t=t0
b2(t−t0)+2Nt(`t0−1`t0−1
′)Mt
term3 =
1
α
t0+α−1∑
t=t0
t∑
τ=t0
b2t−t0−τ+1Nt(ντ`t0−1
′ + `t0−1ν
′
τ )Mt
term2 =
1
α
t0+α−1∑
t=t0
Nt
(
t∑
τ=t0
bt−τντ
)(
t∑
τ˜=t0
bt−τ˜ντ˜
)′
Mt
:= term21 + term22 + term23 where
term21 =
1
α
t0+α−1∑
t=t0
t∑
τ=t0
b2t−2τNt(ντν′τ )Mt
term22 =
1
α
t0+α−1∑
t=t0
t∑
τ=t0
τ−1∑
τ˜=t0
b2t−τ−τ˜Nt(ντν′τ˜ )Mt
term23 =
1
α
t0+α−1∑
t=t0
t∑
τ=t0
t∑
τ˜=τ+1
b2t−τ−τ˜Nt(ντν′τ˜ )Mt
We will show that term22, term23, term3 are close to zero whp, and that term1 can be bounded by a very small value
(proportional to 1/α). The only non-trivial term is term21 and we will show how to (i) bound its spectral norm whp and, (ii)
when Nt = M ′t (so that this term is symmetric), how to also bound its minimum eigenvalue whp. For all terms, except term1
(which is a constant when conditioning on X), we will use the matrix Azuma inequalities (given in Appendix A).
We first show how to bound the near-zero terms. Consider term22. By Lemma A.8 (exchange order of double sum),
term22 =
1
α
t0+α−1∑
τ=t0
t0+α−1∑
t=τ
τ−1∑
τ˜=t0
b2t−τ−τ˜Nt(ντν′τ˜ )Mt
:=
1
α
t0+α−1∑
τ=t0
Zτ
To apply matrix Azuma (Lemma A.14), we need to bound ‖ 1α
∑t0+α−1
τ=t0
E[Zτ |Zt0 ,Zt0+1, . . . ,Zτ−1, X]‖2 and ‖Zτ‖
conditioned on X . Now,
E[Zτ |Zt0 ,Zt0+1, . . . ,Zτ−1, X] =
t0+α−1∑
t=τ
τ−1∑
τ˜=t0
b2t−τ−τ˜NtE[ντν′τ˜ |Zt0 ,Zt0+1, . . . ,Zτ−1, X]Mt
Consider E[ντν′τ˜ |Zt0 ,Zt0+1, . . . ,Zτ−1, X]. Notice that here τ˜ ≤ τ − 1. Thus, this is a case a of E[WY |Z] where W
is independent of {Y,Z} with W ≡ ντ , Y ≡ ντ˜ and Z ≡ {Zt0 ,Zt0+1, . . . ,Zτ−1, X}. This is true because Zτ is a
function of νt0 ,νt0+1, . . . ,ντ and thus {Zt0 ,Zt0+1, . . . ,Zτ−1, X} = f(ν0,ν1, . . .ντ−1, {Tt˜}t˜=1,2,...,tmax). So {Y,Z} =
g(ν0,ν1, . . .ντ−1, {Tt˜}t˜=1,2,...,tmax) and this is independent of ντ (by the independence assumption from the theorem). Thus,
by Lemma A.10, since ντ is zero mean,
E[ντν′τ˜ |Zt0 ,Zt0+1, . . . ,Zτ−1, X] = E[ντ ]E[ν′τ˜ |Zt0 ,Zt0+1, . . . ,Zτ−1, X] = 0
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Also,
‖Zτ‖2 ≤ (max
τ
t0+α−1∑
t=τ
τ−1∑
τ˜=t0
b2t−τ−τ˜ ) max
t,τ,τ˜
‖Ntντν′τ˜Mt‖2 ≤ bprob,term22 :=
b
(1− b2)(1− b) maxt,τ,τ˜ ‖Ntντν
′
τ˜Mt‖2
Thus by Azuma, conditioned on X , ‖term22‖2 ≤  w.p. at least 1− (2n) exp
(
−α2
32(bprob,term22)2
)
.
Consider term23. By Lemma A.8 (exchange order of double sum),
term23 =
1
α
t0+α−1∑
τ=t0
t0+α−1∑
t=τ
t∑
τ˜=τ+1
b2t−τ−τ˜Nt(ντν′τ˜ )Mt
This term is not in a form where we can apply the matrix Azuma inequalities to get a useful bound. But we can get it into a
nicer form by a simple change of variables. Let p = (t0 + α− 1)− τ and use this to replace τ . Then,
term23 =
1
α
α−1∑
p=0
t0+α−1∑
t=t0+α−1−p
t∑
τ˜=t0+α−p
b2t−t0−α+p−τ˜+1Nt(νt0+α−1−pν
′
τ˜ )Mt
:=
1
α
α−1∑
p=0
Zp
To apply Azuma (Lemma A.14), we need to bound ‖ 1α
∑α−1
p=0 E[Zp|Z0,Z1, . . . ,Zp−1, X]‖2 and ‖Zp‖ conditioned on X .
Now,
E[Zp|Z0,Z1, . . . ,Zp−1, X] =
t0+α−1∑
t=t0+α−1−p
t∑
τ˜=t0+α−p
b2t−t0−α+1−τ˜NtE[νt0+α−1−pν′τ˜ |Z0,Z1, . . . ,Zp−1, X]Mt
Notice that Zp is a function of νt0+α−p−1,νt0+α−p, . . . ,νt0+α−1. Also recall that X = {ν0,ν1, . . .νt0−1}. Thus,
{Z0,Z1, . . . ,Zp−1, X} = f(ν0,ν1, . . .νt0−1, νt0+α−p,νt0+α−p+1, . . .νt0+α−1). Notice also that τ˜ ≥ t0 + α − p. Thus,
the expectation above is again a case of E[WY |Z] where W is independent of {Y,Z} with W = νt0+α−p−1, Y = ντ˜ (for a
τ˜ ≥ t0 + α− p) and Z = {Z0,Z1, . . . ,Zp−1, X} = f(ν0,ν1, . . .νt0−1, νt0+α−p,νt0+α−p+1, . . . ,νt0+α−1). Using, this, by
Lemma A.10, E[νt0+α−1−pν′τ˜ |Z0,Z1, . . . ,Zp−1, X] = 0. Also,
‖Zp‖ ≤ (max
p
t0+α−1∑
t=t0+α−1−p
t∑
τ˜=t0+α−p
b2t−t0−α+1−τ˜ ) max
t,p,τ˜
‖Ntνt0+α−1−pν′τ˜Mt‖2 ≤ bprob,term23 :=
1
(1− b)2 maxt,τ,τ˜ ‖Ntντν
′
τ˜Mt‖2
Thus by Azuma, conditioned on X , ‖term23‖2 ≤  w.p. at least 1− (2n) exp
(
−α2
32(bprob,term23)2
)
.
Consider term3. By Lemma A.8 (exchange order of double sum),
term3 =
1
α
t0+α−1∑
τ=t0
t0+α−1∑
t=τ
b2t−t0−τ+1Nt(ντ`t0−1
′ + `t0−1ν
′
τ )Mt
:=
1
α
t0+α−1∑
τ=t0
Zτ
To apply Azuma (Lemma A.14), we need to bound ‖ 1α
∑t0+α−1
τ=t0
E[Zτ |Zt0 ,Zt0+1, . . . ,Zτ−1, X]‖2 and ‖Zτ‖2 conditioned
on X . We can show that
E[Zτ |Zt0 ,Zt0+1, . . . ,Zτ−1, X] =
t0+α−1∑
t=τ
b2t−t0−τ+1NtE[(ντ`t0−1′ + `t0−1ν′τ )|Zt0 ,Zt0+1, . . . ,Zτ−1, X]Mt = 0.
This follows because Zτ = f(ντ , X) and thus, {Zt0 ,Zt0+1, . . . ,Zτ−1, X} = f˜(ν0,ν1, . . . ,ντ−1). Also, `t0−1 = g(X) =
g˜(ν0,ν1, . . . ,νt0−1). Thus, this is again a case of E[WY |Z] with W = ντ , Y = `t0−1 = g˜(ν0,ν1, . . . ,νt0−1) and Z =
{Zt0 ,Zt0+1, . . . ,Zτ−1, X} = f˜(ν0,ν1, . . . ,ντ−1).
Also,
‖Zτ‖ ≤ bprob,term3 := 1
(1− b2) maxt,τ (‖Ntντ`t0−1
′Mt‖2 + ‖Nt`t0−1ν′τMt‖2)
Thus by Azuma, conditioned on X , ‖term3‖2 ≤  w.p. at least 1− (2n) exp
(
−α2
32(bprob,term3)2
)
.
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Consider term1. Since `t0−1 = f(X) and everything else in this term is also a function of X , this term is a constant given
X . Thus we can bound it directly. We have
‖term1‖2 ≤ 1
α
t0+α−1∑
t=t0
b2(t−t0)+2 max
t∈[t0,t0+α−1]
‖Nt(`t0−1`t0−1′)Mt‖2 (21)
≤ b
2
α(1− b2) maxt∈[t0,t0+α−1] ‖Nt(`t0−1`t0−1
′)Mt‖2 ≤ (rnewζ)
2b2
(1− b2) maxt∈[t0,t0+α−1] ‖Nt(`t0−1`t0−1
′)Mt‖2 := bterm1
(22)
Consider term21. By Lemma A.8 (exchange summation order),
term21 =
1
α
t0+α−1∑
τ=t0
t0+α−1∑
t=τ
b2t−2τNt(ντν′τ )Mt
:=
1
α
t0+α−1∑
τ=t0
Zτ
To obtain an upper bound on its spectral norm using Azuma, we need to upper bound
‖ 1α
∑t0+α−1
τ=t0
E[Zτ |Zt0 ,Zt0+1, . . . ,Zτ−1, X]‖2 and ‖Zτ‖2. To get a lower bound on its minimum eigenvalue we
need to lower bound λmin( 1α
∑t0+α−1
τ=t0
E[Zτ |Zt0 ,Zt0+1, . . . ,Zτ−1, X]) as well. We have
E[Zτ |Zt0 ,Zt0+1, . . . ,Zτ−1, X] =
t0+α−1∑
t=τ
b2t−2τNtE[ντν′τ |Zt0 ,Zt0+1, . . . ,Zτ−1, X]Mt
=
t0+α−1∑
t=τ
b2t−2τNtΣτMt
The last row follows because we condition on a function of {ν0,ν1, . . . ,ντ−1}, ντ is independent of all these and E[ντν′τ ] =
Στ . Then by applying Lemma A.8 in reverse order, we get
1
α
t0+α−1∑
τ=t0
E[Zτ |Zt0 ,Zt0+1, . . . ,Zτ−1, X] :=
1
α
t0+α−1∑
τ=t0
t0+α−1∑
t=τ
b2t−2τNtΣτMt
=
1
α
t0+α−1∑
t=t0
t∑
τ=t0
b2t−2τNtΣτMt
Also,
‖Zτ‖2 ≤ (max
τ
t0+α−1∑
t=τ
b2t−2τ ) max
t,τ
‖Ntντν′τMt‖2 ≤ bprob,term21 :=
1
(1− b2) maxt,τ ‖Ntντν
′
τMt‖2
Thus by Azuma (Lemma A.14), conditioned on X ,
‖term21‖2 ≤ ‖ 1
α
t0+α−1∑
t=t0
t∑
τ=t0
b2t−2τNtΣτMt‖2 +  (23)
w.p. at least 1− (2n) exp
(
−α2
32(bprob,term21)2
)
.
Let bterm21 denote the upper bound on the first term in the RHS of (23). Then, conditioned on X ,
‖ 1
α
t0+α−1∑
t=t0
Nt`t`t
′Mt‖2 ≤ bterm1 + bterm21 + 4 (24)
with probability obtained from a union bound.
Consider the special case when N ′t = Mt. In this case,
1
α
∑t0+α−1
t=t0
Nt`t`t
′Mt is a symmetric matrix and so is term21.
We can lower bound its minimum eigenvalue using Azuma Lemma A.13 to get that, conditioned on X ,
λmin(term21) ≥ λmin( 1
α
t0+α−1∑
t=t0
t∑
τ=t0
b2t−2τNtΣτN ′t)−  (25)
33
w.p. at least 1− (2n) exp
(
−α2
32(bprob,term21)2
)
. Let blower,term21 denote the lower bound on the first term in the RHS of (25).
Then, conditioned on X , we can conclude that
λmin(
1
α
t0+α−1∑
t=t0
Nt`t`t
′Mt) ≥ blower,term21 − 4 (26)
with probability obtained from a union bound. We get the above because of the following reason. Since term1 is symmetric
positive semi-definite, λmin(term1) ≥ 0. Since term3 is symmetric, λmin(term3) ≥ −‖term3‖ ≥ −. Since term2 is
also a symmetric matrix in this case, it follows that term22 + term23 = term2 − term21 is a symmetric matrix. Thus
λmin(term22 + term23) ≥ −‖term22 + term23‖ ≥ −‖term22‖ − ‖term23‖ ≥ −2.
In the special case when N ′t = Mt = M0, using Lemma A.9, the RHS in (25) can be lower bounded by
1
1−b2 (1 −
b2
α(1−b2) ) minτ∈[t0,t0+α−1] λmin(M
′
0ΣτM0)− .
In the special case when Nt = N0 and Mt = M0, the RHS in (23) can be upper bounded by
1
1−b2 maxτ∈[t0,t0+α−1] ‖N0ΣτM0‖2 + .
In the special case when Nt = Φ0 and Mt = Φk−1ITt [(Φt)Tt
′(Φt)Tt ]
−1ITt
′, we can apply Cauchy-Schwartz for matrices
followed by Lemma 5.24 (support change lemma) to the RHS of (23) to get the final upper bound.
In the special case when N ′t = Mt = Φk−1ITt [(Φt)Tt
′(Φt)Tt ]
−1ITt
′, we can directly apply Lemma 5.24 (support change
lemma) to the RHS of (23) to get the upper bound.
B. A general decomposition for terms containing wt
Consider bounding 1α
∑t0+α−1
t=t0
Nt`twt
′Mt conditioned on X . Here X contains νt’s for all t ≤ t0− 1 and contains all the
Tt’s. Using the independence assumption from the theorem,
E[Zt|Zt−1,Zt−2, . . . ,Zt0 , X] = E[`t|Zt−1,Zt−2, . . . ,Zt0 , X]E[w′t] = 0
This follows by Lemma A.10 with W ≡ wt, Y ≡ `t = g(ν0,ν1, . . . ,νt) and Z ≡ {Zt−1,Zt−2, . . . ,Zt0 , X} =
f(wt0 ,wt0+1, . . . ,wt−1,ν0,ν1, . . . ,νt−1, Tτ˜ , τ˜ = 1, 2, . . . , tmax} and using the fact that wt is zero mean. Also,
‖Nt`twt′Mt‖2 ≤ bprob,`twt := max
t
‖Nt`twt′Mt‖2
Thus we can conclude by Azuma Lemma A.14 that
‖ 1
α
t0+α−1∑
t=t0
Nt`twt
′Mt‖2 ≤ 
w.p. at least 1− (2n) exp
(
−α2
32(bprob,`twt )
2
)
.
Fact 6.1. In situations where it is not practical to assume that wt is independent of Tt, the assumption of Re-
mark 2.8 can be used. With this, we can proceed as in Sec. VI-A above. There will be only two terms, term1 =
1
α
∑t0+α−1
t=t0
Ntb
t−t0+1`t0−1wt
′Mt and term2 = 1α
∑t0+α−1
t=t0
∑t
τ=t0
Ntb
t−τντw′t. We can bound term1 as before by
(rnewζ)
2b
1−b
√
rγw‖Nt‖2‖Mt‖2. Everywhere where we use this, ‖Nt‖2‖Mt‖2 ≤ 1.22 = 1.44. With this and with using the
bounds on w and ζ, this is smaller than 0.001rnewζλ− = . By Lemma A.8, term2 = 1α
∑t0+α−1
τ=t0
∑t0+α−1
t=τ Ntb
t−τντw′t :=
1
α
∑t0+α−1
τ=t0
Zτ . Notice that {Zt0 ,Zt0+1, . . . ,Zτ−1, X} = f(ν0,ν1, . . . ,ντ−1,wt0 ,wt0+1, . . . ,wt0+α−1, Tτ˜ , τ˜ =
1, 2, . . . , tmax) and so E[Zτ |Zt0 ,Zt0+1, . . . ,Zτ−1, X] is an example of of E[WY |Z] with W independent of {Y,Z} if we let
W = ντ , Y = wt and Z = {Zt0 ,Zt0+1, . . . ,Zτ−1, X}. Hence it is equal to zero. Thus, using Azuma Lemma A.14 we can
bound term2 by  whp. With this, whenever ‖Nt‖2‖Mt‖2 ≤ 1.22 = 1.44, ‖ 1α
∑t0+α−1
t=t0
Nt`twt
′Mt‖2 < 2 (instead of ).
C. Proofs of the Addition Azuma Bounds: Lemmas 5.36, 5.37, and 5.38
We remove the subscript j at various places in this and later sections. Thus, for example, Φ(j),k−1 is replaced by Φk−1 for
k = 1, 2, . . .K.
Definition 6.2. Let X ≡ Xk−1 ≡ Xuˆj+k−1.
34
Fact 6.3. Let Dnew,k−1 := Φk−1Pnew and D∗,k−1 := Φk−1P∗. Recall that Dnew = Dnew,0 = Φ0Pnew. When Xuˆj+k−1 ∈
Γaj,k−1 for a = uj or a = uj + 1,
1) ‖D∗,k−1‖2 ≤ ζ+j,∗ for k = 1, . . . ,K (this follows using Fact 5.26).
2) ‖Dnew,k−1‖2 ≤ ζ+new,k−1 for k = 1, . . . ,K + 1 (by definition of Γuˆjj,k−1).
3) Recall that ζ+new,0 = 1.
4) λmin(RnewRnew′) ≥ 1− (ζ+∗ )2 (this follows because ‖Pˆ∗′Pnew‖2 = ‖Pˆ∗′(I − P∗P∗′)Pnew‖2 ≤ ζ∗)
5) Enew′Dnew = Enew′EnewRnew = Rnew and Enew,⊥′Dnew = 0.
6) ‖[(Φt)Tt ′(Φt)Tt ]−1‖2 ≤ φ+ (using Lemma 5.27)
7) et satisfies (12) with probability one (using Lemma 5.27).
Proof of Lemma 5.36: In this proof all probabilistic statements are conditioned on Xuˆj+k−1 for Xuˆj+k−1 ∈ Γuˆjj,k−1 for
uˆj = uj or uj +1. We need a lower bound on the minimum eigenvalue of Au for u = uˆj +k for k = 1, 2, . . . ,K and uˆj = uj
or uj + 1. For u = uˆj + k, recall that
Au :=
1
α
∑
t∈Ju
Enew
′Φ0`t`t′Φ0Enew
Let t0 be the first time instant of Juˆj+k. We proceed as in Section VI-A with N ′t = Mt = Φ0Ej,new. Thus,
bprob,term2 := max(bprob,term21, bprob,term22, bprob,term23) ≤ 1
(1− b)2 (rζ
√
rγ +
√
rnewγnew)
2
bprob,term3 ≤ 1
(1− b)2
(2rζ
√
rγ +
√
rnewγnew)
1− b (rζ
√
rγ +
√
rnewγnew) ≤ 1
(1− b)3 (2rζ
√
rγ +
√
rnewγnew)
2
Use bprob to denote an upper bound on max(bprob,term2, bprob,term3). Then
bprob =
1
(1− b)3 (2rζ
√
rγ +
√
rnewγnew)
2
Using (26), (25) and Lemma A.9,
λmin(Au) ≥ λmin( 1
α
t0+α−1∑
t=t0
t∑
τ=t0
b2t−2τEnew′Φ0ΣτΦ0Enew)− 4
≥ 1
1− b2 (1−
b2
α(1− b2) ) minτ∈[t0,t0+α−1]λmin(Enew
′Φ0ΣτΦ0Enew)− 4
w.p. at least 1− 4 · (2n) exp
(
−α2
32(bprob)2
)
. Using Fact 6.3, and Ostrowski’s theorem, we get
λmin(Enew
′Φ0ΣτΦ0Enew) ≥ λmin(RnewΛτ,newR′new) ≥ λmin(RnewR′new)λmin(Λτ,new) ≥ (1− (ζ+∗ )2)λ−new
Thus, using 1/α ≤ (rnewζ)2,
λmin(Au) ≥ (1− b
2
α(1− b2) )(1−(ζ
+
∗ )
2)
λ−new
1− b2−4 ≥ bA :=
1
1− b2
(
(1− (ζ+∗ )2)λ−new − (rnewζ)2
b2
1− b2 (1− (ζ
+
∗ )
2)λ−new
)
−4
w.p. at least 1− pA with pA := 4 · (2n) exp
(
−α2
32(bprob)2
)
.
Proof of Lemma 5.37: In this proof all probabilistic statements are conditioned on Xuˆj+k−1 for Xuˆj+k−1 ∈ Γuˆjj,k−1 for
uˆj = uj or uj + 1. We need to upper bound the maximum eigenvalue of
Au,⊥ :=
1
α
∑
t∈Ju
Enew,⊥′Φ0`t`t′Φ0Enew,⊥.
Let t0 be the first time instant of Juˆj+k. We proceed as in Section VI-A with N ′t = Mt = Φ0Enew,⊥. Thus,
bprob,term2 = max(bprob,term21, bprob,term22, bprob,term23) =
1
(1− b)2 (rζ)
2rγ2
bprob,term3 ≤ 1
(1− b)3 (2rζ
√
rγ)2.
Use bprob to denote the upper bound on max(bprob,term2, bprob,term3). Then
bprob =
1
(1− b)3 (2rζ
√
rγ)2
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Using (24), (23) and (22)
bterm1 =
(rnewζ)
2b2
(1− b2) maxt∈[t0,t0+α−1]λmax(Enew,⊥
′Φ0(`t0−1`t0−1
′)Φ0Enew,⊥) ≤ (rnewζ)
2b2
(1− b2)
(rγ2)
(1− b)2 ≤
0.05(rnewζ)b
2λ−
(1− b2)(1− b)2
(we can get a tighter bound for the above, but do not need it and hence do not pursue it) and
λmax(Au,⊥) ≤ λmax( 1
α
t0+α−1∑
t=t0
t∑
τ=t0
b2t−2τEnew,⊥′Φ0ΣτΦ0Enew,⊥) + bterm1 + 4
≤ 1
1− b2 maxτ∈[t0,t0+α−1]λmax(Enew,⊥
′Φ0ΣτΦ0Enew,⊥)) + bterm1 + 4
w.p. at least 1− 4 · (2n) exp
(
−α2
32(bprob)2
)
Using Fact 6.3, λmax(Enew,⊥′Φ0ΣτΦ0Enew,⊥)) ≤ (rζ)2λ+. Thus,
λmax(Au,⊥) ≤ 1
1− b2 (rζ)
2λ+ +
0.05(rnewζ)b
2λ−
(1− b2)(1− b)2 + 4 ≤ bA,⊥
w.p. at least 1− pA,⊥ with pA,⊥ := 4 · (2n) exp
(
−α2
32(bprob)2
)
Proof of Lemma 5.38: In this proof all probabilistic statements are conditioned on Xuˆj+k−1 for Xuˆj+k−1 ∈ Γuˆjj,k−1 for
uˆj = uj or uj+1. Using the expression forHu given in Definition 5.17, and noting that for a basis matrix E, EE′+E⊥E⊥′ =
I we get that
Hu = 1
α
∑
t∈Ju
(
Φ0etet
′Φ0 − (Φ0`tet′Φ0 + Φ0et`t′Φ0) + (Ft + Ft′)
)
where
Ft = Enew,⊥Enew,⊥′Φ0`t`′tΦ0EnewEnew
′.
Thus,
‖Hu‖2 ≤ 2
∥∥∥∥ 1α∑
t
Φ0`tet
′
∥∥∥∥
2
+
∥∥∥∥ 1α∑
t
etet
′
∥∥∥∥
2
+ 2
∥∥∥∥ 1α∑
t
Ft
∥∥∥∥
2
(27)
Next we obtain high probability bounds on each of the three terms on the right hand side of (27) using the Azuma corollaries.
The `te′t term. Consider the first term. Using Fact 6.3 and the expression for et from (12),
1
α
∑
t
Φ0`tet
′ =
1
α
∑
t
Φ0`t(`t +wt)
′Φk−1ITt [(Φt)Tt
′(Φt)Tt ]
−1ITt
′ − 1
α
∑
t
Φ0`tw
′
t
:= term + termw, where
term :=
1
α
∑
t
Φ0`t`
′
tΦk−1ITt [(Φt)Tt
′(Φt)Tt ]
−1ITt
′,
termw :=
1
α
∑
t
Φ0`tw
′
tΦk−1ITt [(Φt)Tt
′(Φt)Tt ]
−1ITt
′ − 1
α
∑
t
Φ0`tw
′
t
Here we use termw to refer to the sum of all terms containing wt.
By following the approach of Section VI-B, under the given conditioning,
‖termw‖2 ≤ 2
w.p. at least 1− 2 · (2n) exp
(
−α2
32(bprob,termw)2
)
where
bprob,termw = (φ
+)
(2rγ
√
rγ +
√
rnewγnew)w
1− b
We proceed as in Section VI-A for term. In this case, Nt = Φ0 and Mt = Φk−1ITt [(Φt)Tt
′(Φt)Tt ]
−1ITt
′. Thus
bprob,term2 = max(bprob,term21, bprob,term22, bprob,term23) ≤ 1
(1− b)2φ
+(ζ+∗
√
rγ +
√
rnewγnew)
2
bprob,term3 ≤ 1
(1− b)3φ
+(2rζ
√
rγ +
√
rnewγnew)
2
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Use bprob to denote the upper bound on max(bprob,term2, bprob,term3). Then
bprob =
1
(1− b)3φ
+(2rζ
√
rγ +
√
rnewγnew)
2
Using (22), (24) and (23),
bterm1 =
(rnewζ)
2b2
(1− b2) maxt ‖Φ0`t0−1`
′
t0−1Φk−1ITt [(Φt)Tt
′(Φt)Tt ]
−1ITt
′‖2 ≤ (rnewζ)
2b2
(1− b2)
(rγ2)
(1− b)2 ≤
0.05(rnewζ)b
2λ−
(1− b2)(1− b)2
(we can get a tighter bound for the above, but do not need it and hence do not pursue it) and
‖term‖2 ≤ ‖ 1
α
t0+α−1∑
t=t0
t∑
τ=t0
b2t−2τΦ0ΣτΦk−1ITt [(Φt)Tt
′(Φt)Tt ]
−1ITt
′‖2 + bterm1 + 4
w.p. at least 1− 4 · (2n) exp
(
−α2
32(bprob)2
)
.
First consider the k = 1 case. In this case, Φk−1 = Φ0. By Lemma 5.25, under the given conditioning, ‖Pnew′Φ0ITt‖2 =
‖ITt ′Φ0Pnew‖2 ≤ κ+s,new = 0.0215. Using this and Fact 6.3,
‖ 1
α
t0+α−1∑
t=t0
t∑
τ=t0
b2t−2τΦ0ΣτΦk−1ITt [(Φt)Tt
′(Φt)Tt ]
−1ITt
′‖2 ≤ 1
1− b2φ
+((ζ+∗ )
2λ+ + κ+s,newλ
+
new)
and so for k = 1,
‖ 1
α
∑
t
Φ0`tet
′‖2 ≤ 1
1− b2φ
+((ζ+∗ )
2λ+ + κ+s,newλ
+
new) +
0.05(rnewζ)b
2λ−
(1− b2)(1− b)2 + 6
w.p. at least 1− p`e with p`e := 4 · (2n) exp
(
−α2
32(bprob)2
)
+ 2 · (2n) exp
(
−α2
32(bprob,termw)2
)
.
For k > 1, we cannot use Lemma 5.25. Thus, we follow a different approach - we use Lemma A.6 (Cauchy-Schwartz
for sums of matrices) followed by Lemma 5.24 (support change lemma). Let Xt :=
∑t
τ=t0
b2t−2τΦ0ΣτΦk−1 and Yt :=
ITt [(Φt)Tt
′(Φt)Tt ]
−1ITt
′. Then by Lemma A.6 (Cauchy-Schwartz),
‖ 1
α
t0+α−1∑
t=t0
t∑
τ=t0
b2t−2τΦ0ΣτΦk−1ITt [(Φt)Tt
′(Φt)Tt ]
−1ITt
′‖2 ≤
√√√√λmax( 1
α
t0+α−1∑
t=t0
XtX ′t)λmax(
1
α
t0+α−1∑
t=t0
YtY ′t )
Now,
λmax(
1
α
t0+α−1∑
t=t0
XtX
′
t) ≤ max
t
‖Xt‖2 ≤
(
t∑
τ=t0
b2t−2τ max
τ
‖Φ0ΣτΦk−1‖2
)2
≤
(
1
1− b2 ((ζ
+
∗ )
2λ+ + ζ+new,k−1λ
+
new)
)2
By Lemma 5.24 (support change lemma)
λmax(
1
α
t0+α−1∑
t=t0
YtY
′
t ) ≤ ρ2h+(φ+)2
Thus,
‖ 1
α
t0+α−1∑
t=t0
t∑
τ=t0
b2t−2τΦ0ΣτΦk−1ITt [(Φt)Tt
′(Φt)Tt ]
−1ITt
′‖2 ≤
√
ρ2h+(φ+)2
(
1
1− b2 ((ζ
+
∗ )
2λ+ + ζ+new,k−1λ
+
new)
)
and so for k > 1,
‖ 1
α
∑
t
Φ0`tet
′‖2 ≤
√
ρ2h+(φ+)2
1
1− b2
(
(ζ+∗ )
2λ+ + ζ+new,k−1λ
+
new
)
+
0.05(rnewζ)b
2λ−
(1− b2)(1− b)2 + 6
w.p. at least 1− p`e with p`e := 4 · (2n) exp
(
−α2
32(bprob)2
)
+ 2 · (2n) exp
(
−α2
32(bprob,termw)2
)
.
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The ete′t term. Consider the second term. Using Fact 6.3 and the expression for et from (12),
1
α
∑
t
ete
′
t = term + termw, where
term :=
1
α
∑
t
ITt [(Φt)Tt
′(Φt)Tt ]
−1ITt
′Φk−1(`t`′t)Φk−1ITt [(Φt)Tt
′(Φt)Tt ]
−1ITt
′
termw :=
1
α
∑
t
ITt [(Φt)Tt
′(Φt)Tt ]
−1ITt
′Φk−1(−wtw′t − `tw′t) +wtw′t+
1
α
∑
t
(−wtw′t −wt`′t)Φk−1ITt [(Φt)Tt ′(Φt)Tt ]−1ITt ′+
1
α
∑
t
ITt [(Φt)Tt
′(Φt)Tt ]
−1ITt
′Φk−1(`tw′t +wtw
′
t +wt`
′
t)Φk−1ITt [(Φt)Tt
′(Φt)Tt ]
−1ITt
′
Consider the wtw′t part of termw. Let Nt = ITt [(Φt)Tt
′(Φt)Tt ]
−1ITt
′Φk−1. Using Lemma 5.24 (support change lemma),
the bound on 2w and Lemma A.6 (Cauchy-Schwartz),
‖ 1
α
∑
t
Ntwtw
′
t‖2 ≤
√
‖ 1
α
∑
t
NtN ′t‖2‖
1
α
∑
t
wtw′twtw′t‖2 ≤
√
ρ2h+(φ+)22w
Using Lemma 5.24 (support change lemma), we have
‖ 1
α
∑
t
Ntwtw
′
tN
′
t‖2 ≤ ρ2h+(φ+)22w
The `tw′t in termw can be bounded by  using the approach of Section VI-B. Thus, using the bound on 
2
w from the theorem,
‖termw‖2 ≤ (1 + 2
√
ρ2h+φ+ + 2ρ2h+(φ+)2)(0.03ζλ−) + 4 ≤ 2(φ+)2(0.03ζλ−) + 4
w.p. at least 1− 4 · (2n) exp
(
−α2
32(bprob,termw)2
)
. Here
bprob,termw = (φ
+)2
(2rζ
√
rγ +
√
rnewγnew)w
1− b .
For term, we proceed as in Section VI-A with N ′t = Mt = Φk−1ITt [(Φt)Tt
′(Φt)Tt ]
−1ITt
′. Thus,
bprob,term2 = max(bprob,term21, bprob,term22, bprob,term23) ≤ 1
(1− b)2 (φ
+)2(ζ+∗
√
rγ +
√
rnewγnew)
2
bprob,term3 ≤ 1
(1− b)3 (φ
+)2(2rζ
√
rγ +
√
rnewγnew)
2
Use bprob to denote the upper bound on max(bprob,term2, bprob,term3). Then
bprob =
1
(1− b)3 (φ
+)2(2rζ
√
rγ +
√
rnewγnew)
2
Using (22), (24), (23), we get
bterm1 ≤ (rnewζ)
2b2
(1− b2)
rγ2
(1− b)2 ≤
0.05(rnewζ)b
2λ−
(1− b2)(1− b)2
(we can get a tighter bound for the above, but do not need it and hence do not pursue it) and
‖term‖2 ≤ ‖ 1
α
t0+α−1∑
t=t0
ITt
(
t∑
τ=t0
b2t−2τ [(Φt)Tt
′(Φt)Tt ]
−1ITt
′Φk−1ΣτΦk−1ITt [(Φt)Tt
′(Φt)Tt ]
−1
)
ITt
′‖2 + bterm1 + 4
w.p. at least 1− 4 · (2n) exp
(
−α2
32(bprob)2
)
. By using Lemma 5.24 (support change lemma) and Lemma 5.25 for k = 1 and by
using only Lemma 5.24 (support change lemma) for k > 1, we get
‖ 1
α
∑
t
ete
′
t‖2 ≤ bee
w.p. at least 1− pee with pee := 4 · (2n) exp
(
−α2
32(bprob)2
)
+ 4 · (2n) exp
(
−α2
32(bprob,termw)2
)
.
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The Ft term. Consider the smallest term,
∥∥ 1
α
∑
t Ft
∥∥
2
= ‖Enew,⊥Enew,⊥′Φ0`t`′tΦ0EnewEnew′‖2. We again proceed as
in Section VI-A. In this case Nt = Enew,⊥Enew,⊥′Φ0 and Mt = Φ0EnewEnew′. Thus,
bprob,term2 ≤ 1
(1− b)2 (ζ
+
∗
√
rγ)(2ζ+∗
√
rγ +
√
rnewγnew)
bprob,term3 ≤ 1
(1− b)3 (ζ
+
∗
√
rγ)(2ζ+∗
√
rγ +
√
rnewγnew)
and so
bprob =
1
(1− b)3 (ζ
+
∗
√
rγ)(2ζ+∗
√
rγ +
√
rnewγnew)
‖ 1
α
∑
t
Ft‖2 ≤ 1
1− b2 (ζ
+
∗ )
2λ+ +
0.05(rnewζ)b
2λ−
(1− b2)(1− b)2 + 4
w.p. at least 1 − pF with pF := 4 · (2n) exp
(
−α2
32(bprob)2
)
. Combining the bounds on the three terms on the RHS of (27) we
get the final result of this lemma.
VII. PROOF OF DELETION AZUMA LEMMAS - LEMMA 5.40 AND LEMMAS 5.41, 5.42, 5.43
A. Proof of Lemma 5.40
Proof of Lemma 5.40: In this proof, all of the probabilistic statements are conditioned on Xuˆj+K for Xuˆj+K ∈ Γuˆjj,K for
uˆj = uj or uj + 1.
Let t0 := tˆcl. Using Fact 5.26, under the given conditioning, for all t ∈ [t0, t0 + α− 1],
E[νtν′t] = Σt = Σ(j) := P(j)Λ(j)P(j)′ (28)
We need to bound f = ‖ 1α
∑t0+α−1
t=t0
`t`t
′ − 11−b2Σ(j)‖2. Let
 :=
1
1− b2 0.001rnewζλ
−
To do this we can proceed as in Section VI-A with Nt = M ′t = I but with one change. We include the constant term
− 11−b2Σ(j) in term21. Thus,
bprob,term2 ≤ 2
(1− b)2 (
√
rγ)2
bprob,term3 ≤ 1
(1− b)3 (
√
rγ)2
Let
fterm21 := ‖ 1
α
t0+α−1∑
t=t0
t∑
τ=t0
b2t−2τΣτ − 1
1− b2 Σ(j)‖2.
Using (22), (24), (23), we get
bterm1 =
(rnewζ)
2b2
(1− b2) maxt ‖`t0−1`t0−1
′‖2 ≤ (rnewζ)
2b2
(1− b2)
(rγ2)
(1− b)2 ≤
0.05(rnewζ)b
2λ−
(1− b2)(1− b)2
and
f ≤ fterm21 + bterm1 + 4
w.p. at least 1− 3 · (2n) exp
(
−α2
32(bprob,term2)2
)
− (2n) exp
(
−α2
32(bprob,term3)2
)
.
Since Στ = Σ(j) := P(j)Λ(j)P(j)′ for this interval, using Lemma A.9 and using the bound on 1/α from Fact 5.26,
fterm21 = ‖ 1
α
t0+α−1∑
t=t0
t∑
τ=t0
b2t−2τΣ(j) − 1
1− b2 Σ(j)‖2
= ‖ 1
1− b2 (1−
1
α
b2(1− b2α)
1− b2 )Σ(j) −
1
1− b2 Σ(j)‖2
≤ 1
α
b2
(1− b2)2 ‖Σ(j)‖2 ≤ (rnewζ)
2 b
2
(1− b2)2λ
+ ≤ (rnewζ) b
2
(1− b2)2 0.05λ
−
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Thus,
f ≤ (rnewζ) b
2
(1− b2)2 0.05λ
− +
0.05(rnewζ)b
2λ−
(1− b2)(1− b)2 + 4 ≤ q2
w.p. at least 1− pcl where pcl := 4 · (2n) exp
(
−α2(1−b)632·4r2γ4
)
.
B. Definitions and preliminaries for proofs of Lemmas 5.41, 5.42, 5.43
Definition 7.1. Define
1) Gj,1,det := [.] and for k = 2, 3, . . . ϑ, Gj,k,det := [Gj,1 Gj,2 . . . Gj,k−1].
2) Define Gj,k,undet := [Gj,k+1 Gj,k+2 . . . Gj,ϑj ], Gj,k,cur := Gj,k;
3) Define Gˆj,1,det = [.] and Gˆj,k,det := [Gˆj,1 Gˆj,2 . . . Gˆj,k−1]
4) Ψj,k := (I − Gˆj,k,detGˆj,k,det′); thus Ψj,1 = I
5) Dj,k,cur := Ψj,kGj,k,cur, Dj,k,det := Ψj,kGj,k,det, Dj,k,undet := Ψj,kGj,k,undet;
Definition 7.2.
1) Let Dj,k,cur := Ψj,kGj,k,cur
QR
= Ej,k,curRj,k,cur denote its reduced QR decomposition. So Ej,k,cur is a basis matrix,
and Rj,k,cur is upper triangular. Let Ej,k,cur,⊥ be a basis matrix for the orthogonal complement of range(Ej,k,cur).
2) Using Ej,k,cur and Ej,k,cur,⊥ , define
A˜j,k :=
1
α
∑
t∈I˜j,k
Ej,k,cur
′Ψj,k`t`t′Ψj,kEj,k,cur
A˜j,k,⊥ :=
1
α
∑
t∈I˜j,k
Ej,k,cur,⊥′Ψj,k`t`t′Ψj,kEj,k,cur,⊥
and let
A˜j,k :=
[
Ej,k,cur Ej,k,cur,⊥
] [ A˜j,k 0
0 A˜j,k,⊥
][
Ej,k,cur
′
Ej,k,cur,⊥′
]
3) Define
H˜j,k = 1
α
∑
t∈I˜j,k
Ψj,k ˆ`t ˆ`t
′Ψj,k − A˜j,k
From Algorithm 1,
1
α
∑
t∈I˜j,k
Ψj,k ˆ`t ˆ`t
′Ψj,k
EVD
=
[
Gˆj,k Gˆj,k,⊥
] [ Λˆt 0
0 Λˆt,⊥
][
Gˆj,k
′
Gˆj,k,⊥′
]
.
Lemma 7.3. [7] When X(uˆj+K+1)+k−1 ∈ Γ˜aj,k−1 with a = uj or a = uj + 1,
1) ‖Dj,k,det‖2 ≤ rζ
2)
√
1− (r)2ζ2 ≤ σi(Rj,k,cur) = σi(Dk,cur) ≤ 1
3) ‖Ej,k,cur′Dj,k,undet‖2 ≤ (rζ)
2√
1− (r)2ζ2
4)
Ψj,kΣtΨj,k = [Dj,k,det Dj,k,cur Dj,k,undet]
 Λt,det 0 00 Λt,cur
0 0 Λt,undet

 Dj,k,detDj,k,cur
Dj,k,undet

′
with λmax(Λt,det) ≤ λ+, λ−j,k ≤ λmin(Λt,cur) ≤ λmax(Λt,cur) ≤ λ+j,k, λmax(Λt,undet) ≤ λ+j,k+1.
5) Using the first four claims, it is easy to see that
a) ‖Ej,k,cur,⊥′Ψj,kΣtΨj,kEj,k,cur,⊥‖2 ≤ (rζ)2λ+ + λ+k+1 (when k = 1, the first term disappears)
b) ‖Ej,k,cur,⊥′Ψj,kΣtΨj,kEj,k,cur‖2 ≤ (rζ)2λ+ + (rζ)
2√
1−(r)2ζ2λ
+
k+1 (when k = 1, the bound equals zero)
c) ‖Ψj,kΣtΦj,K‖2 ≤ ((rζ)λ+ + λ+k )(r + rnew)ζ
d) ‖Φj,KΣtΦj,K‖2 ≤ ((r + rnew)ζ)2λ+
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Proof: Consider the first claim. When k = 1, Gk,det = [.] and hence Dj,k,det = [.]. Thus ‖Dj,k,det‖2 = 0 ≤ rζ.
For k > 1, it follows by applying Lemmas 5.33 and 5.23 applied for k˜ = 1, 2, . . . , k − 1. The next two claims follow
using Lemma A.1. Notice that Dk,cur = Ψj,kGj,k,cur where Ψj,k = (I − Gˆj,k,detGˆj,k,det′). Use item 4 of Lemma A.1
and the fact that Gj,k,det′Gj,k,cur = 0 to get the second claim. For the third claim, notice that Ej,k,cur′Dj,k,undet =
R−1j,k,curGj,k,cur
′Ψj,kΨj,kGj,k,undet. Use the previous claim to bound ‖R−1j,k,cur‖2. Use item 3 of Lemma A.1 and the facts
that Gj,k,det′Gj,k,cur = 0 and Gj,k,det′Gk,undet = 0 to bound ‖Gj,k,cur′Ψj,k‖2 and ‖Ψj,kGj,k,undet‖2 respectively. When
k = 1, both the above claims follow even more easily: Dk,cur = Gk,cur and so σi(Dk,cur) = 1 and thus satisfies the given
bounds; also, Ek,cur = Gk,cur and Dk,undet = Gk,undet and thus, ‖Ej,k,cur′Dj,k,undet‖2 = 0 ≤ (rζ)
2√
1−(r)2ζ2 .
The fourth claim just uses the definitions and Model 2.9.
C. Proofs of Lemmas 5.41, 5.42, 5.43
We remove the subscript j at various places in this section.
Proof of Lemma 5.41: In this proof all probabilistic statements are conditioned on X(uˆj+K+1)+k−1 for all
X(uˆj+K+1)+k−1 ∈ Γ˜aj,k−1 with a = uj or a = uj + 1.
Recall that A˜k := 1α
∑
t∈I˜j,k Ek,cur
′Ψk`t`t′ΨkEk,cur.
We proceed as in Section VI-A. In this case N ′t = Mt = ΨkEk,cur and t0 is the first time instant of I˜j,k. Thus,
λmin(A˜k) ≥ λmin( 1
α
t0+α−1∑
t=t0
t∑
τ=t0
b2t−2τEk,cur′ΨkΣτΨkEk,cur)− 4
≥ 1
1− b2 (1−
b2
α(1− b2) ) minτ∈[t0,t0+α−1]λmin(Ek,cur
′ΨkΣτΨkEk,cur)− 4
with probability at least 1− 4 · (2n) exp
(
− α2
32b2prob
)
, where bprob = rγ
2
(1−b)2 .
Finally, using Lemma 7.3 and Ostrowski’s theorem,
λmin(A˜k) ≥ 1
1− b2 (1−
b2
α(1− b2) )(1− (rζ)
2)λ−k
Proof of Lemma 5.42: In this proof all probabilistic statements are conditioned on X(uˆj+K+1)+k−1 for all
X(uˆj+K+1)+k−1 ∈ Γ˜aj,k−1 with a = uj or a = uj + 1.
Recall that A˜k,⊥ := 1α
∑
tEk,cur,⊥
′Ψk`t`t′ΨkEk,cur,⊥.
We proceed as in Section VI-A. In this case N ′t = Mt = ΨkEk,cur,⊥. Thus,
bterm1 =
(rnewζ)
2b2
(1− b2) maxt∈[t0,t0+α−1]λmax(Ek,cur,⊥
′Ψk(`t0−1`t0−1
′)ΨkEk,cur,⊥) ≤ (rnewζ)
2b2
(1− b2)
(rγ2)
(1− b)2 ≤
0.05(rnewζ)b
2λ−
(1− b2)(1− b)2
(we can get a tighter bound for the above, but do not need it and hence do not pursue it) and
λmax(A˜k,⊥) ≤ λmax( 1
α
t0+α−1∑
t=t0
t∑
τ=t0
b2t−2τEk,cur,⊥′ΨkΣτΨkEk,cur,⊥) + bterm1 + 4
≤ 1
1− b2 maxτ∈[t0,t0+α−1]λmax(Ek,cur,⊥
′ΨkΣτΨkEk,cur,⊥) + bterm1 + 4
with probability at least 1− 4 · (2n) exp
(
− α2
32b2prob
)
, where bprob = rγ
2
(1−b)2 .
Thus, using Lemma 7.3,
λmax(A˜k,⊥) ≤ 1
1− b2 ((rζ)
2λ+ + λ+k+1) +
0.05(rnewζ)b
2λ−
(1− b2)(1− b)2 + 4
Proof of Lemma 5.43: In this proof all probabilistic statements are conditioned on X(uˆj+K+1)+k−1 for all
X(uˆj+K+1)+k−1 ∈ Γ˜aj,k−1 with a = uj or a = uj + 1. Recall that Ψj,1 = I .
In a fashion similar to the proof of Lemma 5.38, we can show that
‖H˜k‖2 ≤ 2
∥∥∥∥ 1α∑
t
Ψk`tet
′
∥∥∥∥
2
+
∥∥∥∥ 1α∑
t
etet
′
∥∥∥∥
2
+ 2
∥∥∥∥ 1α∑
t
Ft
∥∥∥∥
2
(29)
41
where
Ft = Ek,curEk,cur
′Ψk`t`t′ΨkEk,cur,⊥Ek,cur,⊥′.
We now bound the three terms above.
Consider ‖ 1α
∑
t Ψk`tet
′‖2. Using Lemma 5.27, et satisfies (12) with probability one under the given conditioning. Thus,
1
α
∑
t
Ψk`tet
′ =
1
α
∑
t
Ψk`t(`t +wt)
′ΦKITt [(Φt)Tt
′(Φt)Tt ]
−1ITt
′ − 1
α
∑
t
Ψk`tw
′
t
=
1
α
∑
t
Ψk`t`
′
tΦKITt [(Φt)Tt
′(Φt)Tt ]
−1ITt
′ +
1
α
∑
t
Ψk`tw
′
tΦKITt [(Φt)Tt
′(Φt)Tt ]
−1ITt
′ − 1
α
∑
t
Ψk`tw
′
t
:= term + termw
Here termw refers to the terms containing wt. By following the approach of Section VI-B, under given conditions,
‖termw‖2 ≤ 2
w.p. at least 1− 2 · (2n) exp
(
−α2
32(bprob,termw)2
)
, where
bprob,termw =
φ+
√
rγw
1− b .
We proceed as in Section VI-A for term. In this case Nt = N0 = Ψk and Mt = ΦKITt [(Φt)Tt
′(Φt)Tt ]
−1ITt
′. Thus,
bterm1 ≤ (rnewζ)
2b2
(1− b2)
φ+(rγ2)
(1− b)2 ≤
0.05(rnewζ)b
2λ−
(1− b2)(1− b)2
(we can get a tighter bound for the above, but do not need it and hence do not pursue it) and
‖term‖2 ≤ ‖ 1
α
t0+α−1∑
t=t0
t∑
τ=t0
b2t−2τΨkΣτΦKITt [(Φt)Tt
′(Φt)Tt ]
−1ITt
′‖2 + bterm1 + 4
w.p. at least 1− 4 · (2n) exp
(
−α2
32(bprob)2
)
, where
bprob =
φ+rγ2(r + rnew)ζ
(1− b)2 .
Let
1
α
t0+α−1∑
t=t0
t∑
τ=t0
b2t−2τΨkΣτΦKITt [(Φt)Tt
′(Φt)Tt ]
−1ITt
′ :=
1
α
t0+α−1∑
t=t0
XtY
′
t
where Xt :=
∑t
τ=t0
b2t−2τΨkΣτΦK and Yt := ITt [(Φt)Tt
′(Φt)Tt ]
−1ITt
′. By Lemma 5.24 (support change lemma)
λmax(
1
α
∑t0+α−1
t=t0
YtY
′
t ) ≤ ρ2h+(φ+)2.
By Lemma 7.3 and the fact that ‖ΦKP∗‖2 ≤ ζ+∗ = rζ and ‖ΦKPnew‖2 ≤ rnewζ,
λmax(
1
α
t0+α−1∑
t=t0
XtX
′
t) ≤ max
t
‖Xt‖2 ≤ ( 1
1− b2 (r + rnew)ζ((rζ)λ
+ + λ+k ))
2
Thus, by Cauchy-Schwartz for matrices,
‖ 1
α
t0+α−1∑
t=t0
t∑
τ=t0
b2t−2τΨkΣτΦKITt [(Φt)Tt
′(Φt)Tt ]
−1ITt
′‖2 ≤
√
ρ2h+(φ+)2(
1
1− b2 (r + rnew)ζ((rζ)λ
+ + λ+k ))
Thus, with probability at least 1− pl˜e,∥∥∥∥ 1α∑
t
Ψk`tet
′
∥∥∥∥
2
≤
√
ρ2h+(φ+)2(
1
1− b2 (r + rnew)ζ((rζ)λ
+ + λ+k )) +
0.05(rnewζ)b
2λ−
(1− b2)(1− b)2 + 6
where pl˜e = 2 · (2n) exp
(
−α2
32(bprob,termw)2
)
+ 4 · (2n) exp
(
−α2
32(bprob,term)2
)
.
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Next consider the ete′t term. Recall that, under the given conditioning, et = ITt [(Φt)Tt
′(Φt)Tt ]
−1ITt
′ΦK(`t +wt)−wt.
Thus,
1
α
∑
t
ete
′
t = term + termw, where
term :=
1
α
∑
t
ITt [(Φt)Tt
′(Φt)Tt ]
−1ITt
′ΦK(`t`′t)ΦKITt [(Φt)Tt
′(Φt)Tt ]
−1ITt
′
termw :=
1
α
∑
t
ITt [(Φt)Tt
′(Φt)Tt ]
−1ITt
′ΦK(−wtw′t − `tw′t) +wtw′t+
1
α
∑
t
(−wtw′t −wt`′t)ΦKITt [(Φt)Tt ′(Φt)Tt ]−1ITt ′+
1
α
∑
t
ITt [(Φt)Tt
′(Φt)Tt ]
−1ITt
′ΦK(`tw′t +wtw
′
t +wt`
′
t)ΦKITt [(Φt)Tt
′(Φt)Tt ]
−1ITt
′
For the wtw′t part of termw, let Nt = ITt [(Φt)Tt
′(Φt)Tt ]
−1ITt
′ΦK . Using Lemma A.6 (Cauchy-Schwartz), Lemma 5.24
(support change lemma) and the bound on 2w, we have
‖ 1
α
∑
t
Ntwtw
′
t‖2 ≤
√
‖ 1
α
∑
t
NtN ′t‖2‖
1
α
∑
t
wtw′twtw′t‖2 ≤
√
ρ2h+(φ+)22w
Using Lemma 5.24 (support change lemma), we have
‖ 1
α
∑
t
Ntwtw
′
tΦKN
′
t‖2 ≤ ρ2h+(φ+)22w
The `tw′t in termw can be bounded by  using the approach of Section VI-B. Thus,
‖termw‖2 ≤ (1 + 2
√
ρ2h+φ+ + 2ρ2h+(φ+)2)(0.03ζλ−) + 4 ≤ 2(φ+)2(0.03ζλ−)
w.p. at least 1− 4 · (2n) exp
(
−α2
32(bprob,termw)2
)
where
bprob,termw = (φ
+)2
(2rγ
√
rγ +
√
rnewγnew)w
1− b .
For term, we proceed as in Section VI-A with N ′t = Mt = ΦKITt [(Φt)Tt
′(Φt)Tt ]
−1ITt
′. Thus,
bprob,term2 = max(bprob,term21, bprob,term22, bprob,term23) ≤ 1
(1− b)2 (φ
+)2(ζ+∗
√
rγ +
√
rnewγnew)
2
bprob,term3 ≤ 1
(1− b)3 (φ
+)2(2rζ
√
rγ +
√
rnewγnew)
2
Use bprob to denote the upper bound on max(bprob,term2, bprob,term3). Then
bprob =
1
(1− b)3 (φ
+)2(2rζ
√
rγ +
√
rnewγnew)
2
Using (22), (24), (23), we get
bterm1 ≤ (rnewζ)
2b2
(1− b2)
(rγ2)
(1− b)2 ≤
0.05(rnewζ)b
2λ−
(1− b2)(1− b)2
(we can get a tighter bound for the above, but do not need it and hence do not pursue it) and
‖term‖2 ≤ ‖ 1
α
t0+α−1∑
t=t0
ITt
(
t∑
τ=t0
b2t−2τ [(Φt)Tt
′(Φt)Tt ]
−1ITt
′ΦKΣτΦKITt [(Φt)Tt
′(Φt)Tt ]
−1
)
ITt
′‖2 + bterm1 + 4
w.p. at least 1−4 · (2n) exp
(
−α2
32(bprob)2
)
. By Lemma 5.24 (support change lemma), Lemma 7.3, and the fact that ‖ΦKP∗‖2 ≤
ζ+∗ = rζ and ‖ΦKPnew‖2 ≤ rnewζ,
‖ 1
α
t0+α−1∑
t=t0
ITt
(
t∑
τ=t0
b2t−2τ [(Φt)Tt
′(Φt)Tt ]
−1ITt
′ΦKΣτΦKITt [(Φt)Tt
′(Φt)Tt ]
−1
)
ITt
′‖2
≤ ρ2h+ (φ+)2 1
1− b2 ((r + rnew)ζ)
2λ+
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Combining all the bounds from above,
‖ 1
α
∑
t
ete
′
t‖2 ≤ ρ2h+ (φ+)2
1
1− b2 ((r + rnew)ζ)
2λ+ +
0.05(rnewζ)b
2λ−
(1− b2)(1− b)2 + (φ
+)22(0.03ζλ−) + 8
w.p. at least 1− pe˜e with pe˜e := 4 · (2n) exp
(
−α2
32(bprob)2
)
+ 4 · (2n) exp
(
−α2
32(bprob,termw)2
)
.
Finally consider
∥∥∥∥ 1α∑t Ft∥∥∥∥
2
= ‖ 1α
∑
tEk,curEk,cur
′Ψk`t`t′ΨkEk,cur,⊥Ek,cur,⊥′‖2. We proceed as in Section VI-A. Here
Nt = Ek,curEk,cur
′Ψk and Mt = ΨkEk,cur,⊥Ek,cur,⊥′. Thus, we get
bterm1 ≤ (rnewζ)
2b2
(1− b2)
(rγ2)
(1− b)2 ≤
0.05(rnewζ)b
2λ−
(1− b2)(1− b)2
(we can get a tighter bound for the above, but do not need it and hence do not pursue it) and
‖ 1
α
∑
t
Ft‖2 ≤ 1
1− b2 maxτ∈[t0,t0+α−1] ‖Ek,curEk,cur
′ΨkΣτΨkEk,cur,⊥Ek,cur,⊥′‖2 + bterm1 + 4
By Lemma 7.3,
‖Ek,curEk,cur′ΨkΣτΨkEk,cur,⊥Ek,cur,⊥′‖2 ≤ (rζ)2λ+ + (rζ)
2√
1− (rζ)2λ
+
k+1
Thus,
‖ 1
α
∑
t
Ft‖2 ≤ 1
1− b2
(
(rζ)2λ+ +
(rζ)2√
1− (rζ)2λ
+
k+1
)
+
0.05(rnewζ)b
2λ−
(1− b2)(1− b)2 + 4
with probability at least 1− pF˜ , where pF˜ = 4 · (2n) exp
(
−α2
32(bprob)2
)
, with bprob = rγ
2
(1−b)2 .
Combining the bounds on the three terms above, we get the final result of the lemma.
VIII. AUTOMATICALLY SETTING ALGORITHM PARAMETERS AND SIMULATION EXPERIMENTS
A. Automatically setting algorithm parameters
The algorithm has five parameters. As explained in [21], one can set ξt = ‖Φt ˆ`t−1‖2. One can either set ωt = 7ξt or
one can use the average image pixel intensity to set it. In [21], they used ω = q
√
‖mt‖22/n with q = 1 when it was known
that ‖xt‖2 is of the same order as ‖`t‖2; and q = 0.25 when ‖xt‖2 was known to be much smaller (the case of foreground
moving objects whose intensity is very similar to that of background objects). There is no good heuristic to pick α except
that αadd should be large enough compared to rnew and αdel should be large enough compared to r. We used α = 100 and
K = 12 in our experiments. We need K to be large enough so that the new subspace is accurately recovered at the end of
K projection-PCA iterations. Thus, one way to set K indirectly is as follows: do projection-PCA for at least Kmin times, but
after that stop when there is not much difference between Pˆj,new,k′ ˆ`t and Pˆj,new,k+1′ ˆ`t [7], [21]. This, along with imposing
an upper bound on K works well in practice [21]. We can set gˆ+ as suggested in [7]; by applying any clustering algorithm
from literature, e.g., k-means clustering or split-and-merge and then finding the maximum condition number of any cluster.
This can be applied to the empirical covariance matrix used in the clustering step of cluster-PCA.
B. Simulated data
Here we used simulated data to compare performance of PCP [1], mod-PCP [12], GRASTA [13], RSL [22] and Automatic
ReProCS-cPCA. We generated data as explained in Sec. II, with n = 256, J = 3, r0 = 40, ttrain = 200, tmax = 8200. We
generated `t as in Model 2.2 and Model 2.9 with rj,new = 4, rj,old = 4, j = 1, 2, 3, t1 = 700, t2 = 3700, t3 = 6200, ϑ = 3,
b = 0.1. The subspace [P0,Pt1,new,Pt2,new,Pt3,new] was generated by orthonormalizing an n× (r0 +r1,new +r2,new +r3,new)
matrix of iid Gaussian entries. The coefficients at,∗ := P ∗j,∗νt, were generated as follows. They were divided into three clusters.
The coefficeints of the first cluster were iid uniformly distributed over [−100, 100], those of the second cluster were iid uniform
over [−10, 10], and those of the third cluster were iid uniform over [−1, 1]. We generated at,new := P ∗j,newνt iid uniform over
[−1, 1] for the first 1700 time units after the subspace change. After that, it was in one of the three intervals. The sparse matrix S
was generated as in Model 2.1 with s = 10, ρ = 2. The support of xt started from the top, and moved down by 5 indices every
β = 25 time instants. Once it reached the bottom, it started from the top again. We set (xt)i ∼ Unif[xmin, 3xmin] for all i ∈ Tt
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Fig. 4: Average error comparisons for fully simulated data and for the sequence with the lake background and simulated block object
with xmin = 20. We ran Automatic ReProCS-cPCA with α = 100, K = 12, ξ =
√
rnew/2γnew, ω = (xmin−14ξ)/2. We used
Pˆ0 for modified-PCP as partial knowledge. We solved PCP and modified-PCP every 200 frames by using the observations of
the last 200 frames as the matrix M. In Fig. 4, where the averaged sparse part errors over 50 Monte Carlo simulations are
shown, we can see Automatic ReProCS-cPCA outperforms all the other algorithms. We can also see jumps in the Automatic
ReProCS-cPCA error at the time instants at which there is a subspace change, and then decays exponentially. This is what is
seen from the bounds given in Theorem 2.13 and Corollary 2.16.
C. Lake background sequence with simulated foreground
The lake background sequence used is the same as the one used in [21]. The background consisted of a video of moving lake
waters. The foreground is a simulated moving rectangular object. The sequence is of size 72×90×1500, and we used the first
1420 frames as training data (after subtracting the empirical mean of the training images). The rest 80 frames (after subtracting
the same mean image) served as the background L for the test data. For the first frame of test data, we generated a rectangular
foreground support with upper left vertex (20, 5 + j0) and lower right vertex (40 + i1, 30 + j0), where j0 ∼ Unif[0, 30] and
i1 ∼ Unif[0, 5], and the foreground moves to the right 1 column each time. Then we stacked each image as a long vector
`t of size 6480 × 1. For each index i belonging to the support set of foreground xt, we assign (xt)i = 185 − (`t)i. We set
M = L + S. For mod-PCP, ReProCS and GRASTA, we used the approach used in [21] to estimate the initial background
subspace (partial knowledge): do SVD on training data and keep the left singular vectors corresponding to 95% energy as the
matrix P0. The averaged normalized mean squared error (NMSE) of the sparse part over 50 Monte Carlo realizations is shown
in Fig. 4. As can be seen, in this case, ReProCS performs the best. In Fig. 1, we show the lake with simulated foreground at
t = 20, 40, 60, and corresponding foreground and background recovered by different algorithms, and we can see that ReProCS
successfully separated foreground and background apart while others did not.
IX. CONCLUSIONS
In this work, we developed and studied the Automatic ReProCS-cPCA algorithm for incremental or recursive or dynamic or
“online” robust PCA. Our result needed the following assumptions: accurate initial subspace knowledge and a slow subspace
change change assumption on the `t’s; the basis vectors for its subspaces are dense (non-sparse) enough; the eigenvalues of
the covariance matrix of `t’s are clustered for a certain period of time (this would happen if data has variations across different
scales); the outlier support sets Tt have some changes over time (as quantified in Model 2.1 or Model 5.4); the square of
the smallest outlier magnitude is large enough compared to the energy in the unstructured small noise plus the energy in
the changed subspace; and the algorithm parameters are appropriately set. Ongoing work includes studying the undersampled
measurements’ case, i.e., the case mt = Atxt +Bt`t +wt. Besides this, we expect the cluster-PCA algorithm and the proof
techniques developed here to apply to various other problems involving PCA with data and noise terms being correlated.
APPENDIX A
PRELIMINARIES
Lemma A.1. [7, Lemma 2.10] Suppose that P , Pˆ and Q are three basis matrices. Also, P and Pˆ are of the same size,
Q′P = 0 and ‖(I − Pˆ Pˆ ′)P ‖2 = ζ∗. Then,
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1) ‖(I − Pˆ Pˆ ′)PP ′‖2 = ‖(I − PP ′)Pˆ Pˆ ′‖2 = ‖(I − PP ′)Pˆ ‖2 = ‖(I − Pˆ Pˆ ′)P ‖2 = ζ∗
2) ‖PP ′ − Pˆ Pˆ ′‖2 ≤ 2‖(I − Pˆ Pˆ ′)P ‖2 = 2ζ∗
3) ‖Pˆ ′Q‖2 ≤ ζ∗
4)
√
1− ζ2∗ ≤ σi
(
(I − Pˆ Pˆ ′)Q
)
≤ 1
Weyl’s inequality [29] (simplified version) states the following
Theorem A.2. Given two Hermitian matrices A and H,
λi(A)− ‖H‖2 ≤ λi(A)− λmin(H) ≤ λi(A+H) ≤ λi(A) + λmax(H) ≤ λi(A) + ‖H‖2
Davis and Kahan’s sin θ theorem [23] studies the rotation of eigenvectors by perturbation.
Theorem A.3 (sin θ theorem [23]). Given two Hermitian matrices A and H and suppose that A satisfies
A =
[
E E⊥
] [ A 0
0 A⊥
][
E′
E⊥′
]
where [E E⊥] is an orthonormal matrix. Suppose that A+H can be decomposed as
A+H =
[
F F⊥
] [ Λ 0
0 Λ⊥
][
F ′
F⊥′
]
where [F F⊥] is another orthonormal matrix and is such that rank(F ) = rank(E). Let R := (A +H)E − AE = HE. If
λmin(A) > λmax(Λ⊥), then
‖(I − FF ′)E‖2 ≤ ‖R‖2
λmin(A)− λmax(Λ⊥) ≤
‖H‖2
λmin(A)− λmax(Λ⊥) .
Remark A.4. In the above theorem, let r = rank(F ). If the decomposition of A+H is obtained by EVD, then λmax(Λ⊥) =
λr+1(A +H) ≤ λr+1(A) + ‖H‖2. The inequality follows using Weyl. Moreover, if λmin(A) > λmax(A⊥), then λr+1(A) =
λmax(A⊥). Thus a useful corollary of the above result is the following. If λmin(A)− λmax(A⊥)− ‖H‖2 > 0, then
‖(I − FF ′)E‖2 ≤ ‖H‖2
λmin(A)− λmax(A⊥)− ‖H‖2 .
Lemma A.5 (Cauchy-Schwarz for a sum of vectors). For vectors xt and yt,(
α∑
t=1
xt
′yt
)2
≤
(∑
t
‖xt‖22
)(∑
t
‖yt‖22
)
Lemma A.6 (Cauchy-Schwarz for a sum of matrices). For matrices Xt and Yt,∥∥∥∥∥ 1α
α∑
t=1
XtYt
′
∥∥∥∥∥
2
2
≤ λmax
(
1
α
α∑
t=1
XtXt
′
)
λmax
(
1
α
α∑
t=1
YtYt
′
)
Proof of Lemma A.6: ∥∥∥∥∥
α∑
t=1
XtYt
′
∥∥∥∥∥
2
2
= max
‖x‖=1
‖y‖=1
∣∣∣∣∣x′
(∑
t
XtYt
′
)
y
∣∣∣∣∣
2
= max
‖x‖=1
‖y‖=1
∣∣∣∣∣
α∑
t=1
(Xt
′x)′(Yt′y)
∣∣∣∣∣
2
≤ max
‖x‖=1
‖y‖=1
(
α∑
t=1
∥∥Xt′x∥∥22
)(
α∑
t=1
∥∥Yt′y∥∥22
)
= max
‖x‖=1
x′
α∑
t=1
XtXt
′ x · max
‖y‖=1
y′
α∑
t=1
YtYt
′ y
= λmax
(
α∑
t=1
XtXt
′
)
λmax
(
α∑
t=1
YtYt
′
)
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The inequality is by Lemma A.5. The penultimate line is because ‖x‖22 = x′x. Multiplying both sides by
(
1
α
)2
gives the
desired result.
Lemma A.7 (Exchanging the order of a double sum).
α−1∑
t=0
t∑
τ=0
ft,τ =
α−1∑
τ=0
α−1∑
t=τ
ft,τ
Proof: Define [statement] to be the Boolean value of statement
α−1∑
t=0
t∑
τ=0
ft,τ =
∑
t,τ
[0 ≤ τ ≤ t][0 ≤ t ≤ α− 1]ft,τ
=
∑
t,τ
[0 ≤ τ ≤ t ≤ α− 1]ft,τ
=
∑
t,τ
[0 ≤ τ ≤ α− 1][τ ≤ t ≤ α− 1]ft,τ
=
α−1∑
τ=0
α−1∑
t=τ
ft,τ
The following lemma follows in an exactly analogous fashion.
Lemma A.8 (Exchanging the order of a double sum).
t0+α−1∑
t=t0
t∑
τ=t0
ft,τ =
t0+α−1∑
τ=t0
t0+α−1∑
t=τ
ft,τ
Lemma A.9 (A summation used very often). We have
1
α
t0+α−1∑
t=t0
t∑
τ=t0
b2(t−τ) =
1
1− b2 (1−
1
α
b2(1− b2α)
1− b2 )
Thus
1
1− b2 (1−
1
α
b2
1− b2 ) ≤
1
α
t0+α−1∑
t=t0
t∑
τ=t0
b2(t−τ) ≤ 1
1− b2
Proof:
∑t
τ=t0
b2(t−τ) = 11−b2 (1− b2(t−t0+1)). And
∑t0+α−1
t=t0
1
1−b2 (1− b2(t−t0+1)) = 11−b2 (α− b
2(1−b2α)
1−b2 )
Lemma A.10. Let W , Y , and Z be random variables. Assume that W is independent of {Y,Z}. Then
E[WY |Z] = E[W ]E[Y |Z]
Proof: By the chain rule, fW,Y |Z(w, y|z) = fW |Y,Z(w|y, z)fY |Z(y|z). Because W is independent of both Y and Z,
fW |Y,Z(w|y, z) = fW (w).
Lemma A.11. For an event E and random variable X , P(E|X) ≥ p for all X ∈ C implies that P(E|X ∈ C) ≥ p.
Theorem A.12 (Matrix Azuma). [24, Theorem 7.1] Consider a finite adapted sequence Zt, t = 1, 2, . . . α, of n×n Hermitian
matrices, and a fixed sequence At of Hermitian matrices that satisfy
E[Zt|Z1,Z2, . . . ,Zt−1] = 0 and Zt2  At2 with probability 1.
Define the variance parameter
sigma2 :=
∥∥∥∑
t
At
2
∥∥∥
2
.
Then, for all  > 0,
P
(
λmax
(∑
t
Zt
)
≥ 
)
≤ n exp
(−2
8σ2
)
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The following corollary extends the above result to the case where the conditional expectation is not zero and when we also
condition on another random variable.
Corollary A.13 (Matrix Azuma conditioned on another random variable for a nonzero mean Hermitian matrix). Consider an
α-length sequence {Zt}t=1,2,...,α of random Hermitian matrices of size n×n and a random variable X that we condition on.
Assume that, for all X ∈ C, (i) P(b1I  Zt  b2I|X) = 1, for 1 ≤ t ≤ α and (ii) b3I  1α
∑α
t=1 E[Zt|Z1,Z2, . . . ,Zt−1, X] 
b4I . Then for all  > 0,
P
(
λmax
(
1
α
α∑
t=1
Zt
)
≤ b4 + 
∣∣∣X) ≥ 1− n exp( −α2
8(b2 − b1)2
)
P
(
λmin
(
1
α
α∑
t=1
Zt
)
≥ b3 − 
∣∣∣X) ≥ 1− n exp( −α2
8(b2 − b1)2
)
Proof: At certain places, where the meaning is clear, we use Et−1[Zt|X] to refer to E[Zt|Z1,Z2, . . . ,Zt−1, X]
1) Let Yt := Zt−Et−1(Zt|X). Clearly Et−1(Yt|X) = 0. Since for all X ∈ C, P(b1I  Zt  b2I|X) = 1 and since for an
Hermitian matrix, λmax(.) is a convex function, and λmin(.) is a concave function, b1I  Et−1(Zt|X)  b2I for all X ∈ C.
Therefore, P(Yt2  (b2−b1)2I|X) = 1 for all X ∈ C. Thus, for Theorem A.12, σ2 = ‖
∑α
t=1(b2−b1)2I‖2 = α(b2−b1)2.
For any X ∈ C, applying Theorem A.12 for {Yt}t=1,...,α conditioned on X , we get that, for any  > 0,
P
(
λmax
(
1
α
α∑
t=1
Yt
)
≤ 
∣∣∣X) > 1− n exp( −α2
8(b2 − b1)2
)
for all X ∈ C
By Weyl’s inequality, λmax( 1α
∑α
t=1 Yt) = λmax(
1
α
∑α
t=1(Zt − Et−1(Zt|X)) ≥ λmax( 1α
∑α
t=1Zt) +
λmin(
1
α
∑α
t=1−Et−1(Zt|X)).
Since λmin( 1α
∑α
t=1−Et−1(Zt|X)) = −λmax( 1α
∑α
t=1 Et−1(Zt|X)) ≥ −b4, thus λmax( 1α
∑α
t=1 Yt) ≥
λmax(
1
α
∑α
t=1Zt)− b4. Therefore,
P
(
λmax
(
1
α
α∑
t=1
Zt
)
≤ b4 + 
∣∣∣X) > 1− n exp( −α2
8(b2 − b1)2
)
for all X ∈ C
2) Now let Yt = Et−1(Zt|X)−Zt. As before, Et−1(Yt|X) = 0 and conditioned on any X ∈ C, P(Y 2t  (b2−b1)2I|X) = 1.
As before, applying Theorem A.12, we get that for any  > 0,
P
(
λmax
(
1
α
α∑
t=1
Yt
)
≤ 
∣∣∣X) > 1− n exp( −α2
8(b2 − b1)2
)
for all X ∈ C
By Weyl’s inequality, λmax( 1α
∑α
t=1 Yt) = λmax(
1
α
∑α
t=1(Et−1(Zt|X) − Zt)) ≥ λmin( 1α
∑α
t=1 Et−1(Zt|X)) +
λmax(
1
α
∑α
t=1−Zt) = λmin( 1α
∑α
t=1 Et−1(Zt|X)) − λmin( 1α
∑α
t=1Zt) ≥ b3 − λmin( 1α
∑α
t=1Zt) Therefore, for any
 > 0,
P
(
λmin
(
1
α
α∑
t=1
Zt
)
≥ b3 − 
∣∣∣X) ≥ 1− n exp( −α2
8(b2 − b1)2
)
for all X ∈ C
We can further extend this to the case of a matrix which is not necessarily Hermitian.
Corollary A.14 (Matrix Azuma conditioned on another random variable for an arbitrary matrix). Consider an α-length adapted
sequence {Zt}t=1,2,...,α of random matrices of size n1×n2 and a random variable X that we condition on. Assume that, for
all X ∈ C, (i) P(‖Zt‖2 ≤ b1|X) = 1 and (ii) ‖ 1α
∑α
t=1 E[Zt|Z1,Z2, . . . ,Zt−1, X]‖2 ≤ b2. Then, for all  > 0,
P
(∥∥∥ 1
α
α∑
t=1
Zt
∥∥∥
2
≤ b2 + 
∣∣∣X) ≥ 1− (n1 + n2) exp( −α2
8(2b1)2
)
Proof: At certain places, where the meaning is clear, we use Et−1[Zt|X] to refer to E[Zt|Z1,Z2, . . . ,Zt−1, X]
Define the dilation of an n1×n2 matrix M as dilation(M) :=
[
0 M ′
M 0
]
. Notice that this is an (n1 +n2)× (n1 +n2)
Hermitian matrix [24] . As shown in [24, equation 2.12],
λmax
(
dilation(M)
)
= ‖ dilation(M)‖2 = ‖M‖2 (30)
48
Thus, the corollary assumptions imply that P(‖ dilation(Zt)‖2 ≤ b1|X) = 1 for all X ∈ C. By (30) and the definition of
dilation,
1
α
∑
t
Et−1[dilation(Zt)|X] = dilation
(
1
α
∑
t
Et−1[Zt|X]
)
 b2I
Thus, applying Corollary A.13 to the sequence {dilation(Zt)}t=1,...,α, we get that,
P
(
λmax
(
1
α
α∑
t=1
dilation(Zt)
)
≤ b2 + 
∣∣∣X) ≥ 1− (n1 + n2) exp(−α2
32b21
)
for all X ∈ C
Using (30), λmax
(
1
α
∑α
t=1 dilation(Zt)
)
= λmax
(
dilation( 1α
∑α
t=1Zt)
)
= ‖ 1α
∑α
t=1Zt‖2 gives the final result.
APPENDIX B
PROOF OF LEMMA 5.22 (INITIAL SUBSPACE IS ACCURATELY RECOVERED)
Proof of Lemma 5.22: Define M := 1ttrain
∑ttrain
t=1 mtmt
′, A := 1ttrain
∑ttrain
t=1 `t`t
′ and perturb :=M−A.
Using Theorem A.3 (sin theta theorem) followed by Weyl’s inequality for λmax(Λ⊥) = λmax(M), if λr0(A)−λr0+1(A)−
‖perturb‖ > 0, then
dif(Pˆtrain,Ptrain) ≤ ‖perturb‖2
λr0(A)− λr0+1(A)− ‖perturb‖2
(31)
We will use Azuma to lower and upper bound λr0(A), to upper bound λr0+1(A) and to upper bound ‖perturb‖2. Let
 =
1
1− b2 0.001rnewζλ
−
To get the first three bounds, we need to bound λmax(A − 1ttrain
∑ttrain
t=1
∑t
τ=0 b
2(t−τ)Στ ) and then use Weyl’s inequality.
Now A = 1ttrain
∑ttrain
t=1
∑t
τ=0
∑t
τ˜=0 b
2t−τ−τ˜ντντ˜ ′. We proceed as in Section VI-A but with the difference that we include
− 1ttrain
∑ttrain
t=1
∑t
τ=0 b
2(t−τ)Στ into term21. Another difference is that t0 = 1 and so `t0−1 = 0 (and so term1 = 0 and
term3 = 0). Thus we get
−3 ≤ λmax(A− 1
ttrain
ttrain∑
t=1
t∑
τ=0
b2(t−τ)Στ ) ≤ 3
with probability 1−3 · (2n) exp
(
−ttrain2(1−b2)2(1−b)2
32(2rγ2)2
)
. Thus, with the above probability, using Weyl’s inequality and Lemma
A.9,
λr0(A) ≥ λr0(
1
ttrain
ttrain∑
t=1
t∑
τ=0
b2(t−τ)Στ )− 3 ≥ 1
1− b2 (1−
b2
ttrain(1− b2) )λ
− − 3
λr0(A) ≤ λr0(
1
ttrain
ttrain∑
t=1
t∑
τ=0
b2(t−τ)Στ ) + 3 ≤ 1
1− b2λ
− + 3
λr0+1(A) ≤ λr0+1(
1
ttrain
ttrain∑
t=1
t∑
τ=0
b2(t−τ)Στ ) + 3 = 0 + 3
(the above follows because Στ has rank r0 for all t ≤ ttrain). Next consider ‖perturb‖2. It is easy to see that
‖perturb‖2 ≤ 2‖ 1
ttrain
∑
t
`tw
′
t‖+ ‖
1
ttrain
∑
t
wtw
′
t‖2
Proceeding as in Section VI-B for the first term and using the deterministic bound of 0.03ζλ− for the second term, we get
‖perturb‖2 ≤ 0.03ζλ− + 2
with probability 1− (2n) exp
(
−ttrain2(1−b)2
32·rγ22w
)
. Using the above bounds and Weyl’s inequality, we can conclude that
λˆ−train := λr0(M) ≤ λr0(A) + ‖perturb‖2 ≤
1
1− b2λ
− + 0.08rζλ−
λˆ−train := λr0(M) ≥ λr0(A)− ‖perturb‖2 ≥
1
1− b2 (1−
b2
ttrain(1− b2) )λ
− − 0.08rζλ−
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w.p. at least 1−3 · (2n) exp
(
−ttrain2(1−b2)2(1−b)2
32(2rγ2)2
)
− (2n) exp
(
−ttrain2(1−b)2
32rγ22w
)
≥ 1−4 · (2n) exp
(
−ttrain2(1−b2)2(1−b)2
32(2rγ2)2
)
≥
1− n−10. The last inequality follows because ttrain ≥ 128(rγ
2)2
(1−b)2(0.001rnewζλ−)2 (11 log n+ log 8).
Thus, using the fact that 1/ttrain < (rζ)2, (1− b2ttrain(1−b2) ) ≥ (1−
(rζ)2b2
(1−b2) ) and so we get: with probability at least 1−n−10,
1) λˆ−train ≤ 11−b2λ− + 0.08rζλ− < 1.2 λ
−
1−b2
2) λˆ−train ≥ 11−b2 (1− (rζ)
2b2
(1−b2) )λ
− − 0.08rζλ− ≥ 0.8 λ−1−b2
3) and
dif(Pˆtrain,Ptrain) ≤ 0.03ζλ
− + 2
1
1−b2 (1− b
2
ttrain(1−b2) )λ
− − 0.08rζλ− ≤ 0.031rnewζ ≤ r0ζ
APPENDIX C
PROOF OF LEMMA 5.23 (BOUNDS ON ζ+j,new,k AND ζ˜
+
j,k)
Proof of Lemma 5.23:
Proof of item 1 of the lemma: This follows directly from the bounds for bA, bA,⊥, bH,k in Fact 5.39, and by using Lemma
5.22.
Proof of item 2 of the lemma: Recall that ζ+j,new,k :=
bH,k
bA − bA,⊥ − bH,k with the terms on the RHS defined in Lemmas
5.36, 5.37, 5.38. The proof approach is similar to that of [7, Lemma 6.1] and almost exactly the same as that of [10, Lemma
6.14]. The proof is as follows. With the bound in Fact 5.39, and since ζ+new,k is an increasing function of bA,⊥ and bH,k, and
a decreasing function of bA, we have
ζ+new,1 ≤
0.156 + 0.1rnewζ
0.9999− 0.005rnewζ − (0.156 + 0.12rnewζ) < 0.19 because rnewζ ≤ 10
−4.
For k ≥ 2, we have
ζ+new,k ≤
0.073ζ+new,k−1 + 0.1rnewζ
0.9999− 0.005rnewζ − (0.073ζ+new,k−1 + 0.12rnewζ)
Using ζ+new,1 ≤ 0.19 and rnewζ ≤ 10−4 in the above, it is easy to see that ζ+new,k ≤ 0.19 for all k ≥ 1. Using this and
rnewζ ≤ 10−4 to bound the denominator, we can get
ζ+new,k ≤ 0.1ζ+new,k−1 + 0.15rnewζ.
Proof of item 3 of the lemma: Recall that
ζ˜+k :=
bH˜,k
bA˜,k − bA˜,k,⊥ − bH˜,k
.
Substituting in the bounds for bH˜,k, bA˜,k, and bA˜,k,⊥ from Fact 5.44 gives
ζ˜+k ≤
0.072(r + rnew)ζ + 0.19rnewζ
0.9999− (0.2 + 0.265rnewζ + 0.072(r + rnew)ζ) ≤ 0.09(r + rnew)ζ + 0.119rnewζ < 0.15(r + rnew)ζ
where we use rnew < r to get the last inequality. Using the theorem’s assumption rj,k := |Gj,k| ≥ 0.15(r + rnew), the claim
follows.
APPENDIX D
PROOF OF LEMMA 5.27 (COMPRESSED SENSING LEMMA)
This proof’s approach is similar to that of [7, Lemma 6.4]. The proof uses the denseness assumption and subspace error
bounds ζj,∗ ≤ ζ+j,∗ and ζj,new,k−1 ≤ ζ+j,new,k−1, that hold when Xuˆj+k−1 ∈ Γuˆjj,k−1 for uˆj = uj or uˆj = uj + 1, to obtain
bounds on the restricted isometry constant (RIC) of the sparse recovery matrix Φt and the sparse recovery error ‖bt‖2. Applying
the noisy compressed sensing (CS) result from [25] and the assumed bounds on ζ and γ, the lemma follows.
Lemma D.1 (Bounding the RIC of Φt [7, Lemma 6.6], [10]). Recall that ζj,∗ := ‖(I − Pˆ(j),∗Pˆ(j),∗′)P(j),∗‖2.
1) Suppose that a basis matrix P can be split as P = [P1 P2] where P1 and P2 are also basis matrices. Then κ2s(P ) =
maxT :|T |≤s ‖IT ′P ‖22 ≤ κ2s(P1) + κ2s(P2).
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2) κ2s(Pˆ(j),∗) ≤ (κs,∗)2 + 2ζ∗ for all j
3) κs(Pˆ(j),new,k) ≤ κs,new + ζj,new,k + ζj,∗ for all j and k.
4) For t ∈ [(uj−1 +K)α+ 1, (uˆj + 1)α), δs(Φt) = κ2s(Pˆ(j),∗) ≤ (κs,∗)2 + 2ζj,∗.
5) For k = 1, . . . ,K − 1, for t ∈ [(uˆj + k)α + 1, (uˆj + k + 1)α] δs(Φt) = κ2s([Pˆ(j),∗ Pˆ(j),new,k]) ≤ κ2s(Pˆ(j),∗) +
κ2s(Pˆ(j),new,k) ≤ (κs,∗)2 + 2ζj,∗ + (κs,new + ζj,new,k + ζj,∗)2.
Corollary D.2.
1) Conditioned on Γj−1,end, for t ∈ [tj , (uˆj + 1)α], δs(Φt) ≤ δ2s(Φt) ≤ (κ2s,∗)2 + 2ζ+j,∗ < 0.1 < 0.1479, and
‖[(Φt)Tt ′(Φt)Tt ]−1‖2 ≤ 11−δs(Φt) < 1.2 := φ+.
2) For k = 2, . . . ,K and uˆj = uj or uˆj = uj + 1, conditioned on Γ
uˆj
j,k−1, for t ∈ [(uˆj + k− 1)α+ 1, (uˆj + k)α], δs(Φt) ≤
δ2s(Φt) ≤ (κ2s,∗)2 +2ζ+j,∗+(κ2s,new +ζ+j,new,k−1 +ζ+j,∗)2 < 0.1479, and ‖[(Φt)Tt ′(Φt)Tt ]−1‖2 ≤ 11−δs(Φt) < 1.2 := φ+.
3) For uˆj = uj or uˆj = uj+1, conditioned on Γ
uˆj
j,K , for t ∈ [(uˆj+K)α+1, tj+1−1], δs(Φt) ≤ δ2s(Φt) ≤ (κ2s,∗)2+2ζ+j,∗ <
0.1 < 0.1479, and ‖[(Φt)Tt ′(Φt)Tt ]−1‖2 ≤ 11−δs(Φt) < 1.2 := φ+.
Proof: This follows using Lemma D.1, the definitions of Γj−1,end and Γ
uˆj
j,k, and Fact 5.26.
Proof of Lemma 5.27: We will prove claim 2). The others are done in the same way.
By Fact 5.26, Γuˆjj,k−1 implies that ζj,∗ ≤ ζ+j,∗ and ζj,new,k−1 ≤ ζ+j,new,k−1.
a) For t ∈ [(uˆj + k − 1)α+ 1, (uˆj + k)α], bt := (I − Pˆt−1Pˆt−1′)(`t +wt). Thus, using Fact 5.28,
‖bt‖2 ≤ ξcor = ξ
b) By Corollary D.2, δ2s(Φt) < 0.15 <
√
2− 1. Given |Tt| ≤ s, ‖bt‖2 ≤ ξ, by [25, Theorem 1.1], the CS error satisfies
‖xˆt,cs − xt‖2 ≤ 4
√
1 + δ2s(Φt)
1− (√2 + 1)δ2s(Φt)
ξ < 7ξ.
c) Using the above, ‖xˆt,cs − xt‖∞ ≤ 7ξ. Since mini∈Tt |(xt)i| ≥ xmin and (xt)T ct = 0, mini∈Tt |(xˆt,cs)i| ≥ xmin − 7ξ and
maxi∈T¯t |(xˆt,cs)i| ≤ 7ξ. If ω ≤ xmin − 7ξ, then Tˆt ⊇ Tt. On the other hand, if ω ≥ 7ξ, then Tˆt ⊆ Tt. Since ω satisfies
7ξ ≤ ω ≤ xmin − 7ξ, the support of xt is exactly recovered, i.e. Tˆt = Tt.
d) Given Tˆt = Tt, the least squares estimate of xt satisfies (xˆt)Tt = [(Φt)Tt ]†yt = [(Φt)Tt ]†(Φtxt + Φt`t + Φtwt) and
(xˆt)T¯t = 0. Also, (Φt)Tt
′
Φt = ITt
′Φt (this follows since (Φt)Tt = ΦtITt and Φt
′Φt = Φt). Using this, the error
et := xˆt − xt satisfies (12).
e) Using Fact 5.28 we get the bound on ‖et‖2.
APPENDIX E
PROOF OF LEMMAS 5.29, 5.30, 5.31
Proof of Lemma 5.29: This proof is similar to that of Lemma 6.16 of [10].
Notice that P(NODETSuˆjj | Γ˜uˆjj,ϑ) = P
(
λmax
(
1
αDuDu′
)
< thresh for all u ∈ [uˆj + K + (ϑ + 1) + 1, uj+1 − 1] | Γ˜uˆjj,ϑ
)
for uˆj = uj or uˆj = uj + 1.
Recall that Γj,end :=
(
Γ˜
uj
j,ϑ ∩ NODETSujj
)
∪
(
Γ˜
uj+1
j,ϑ ∩NODETSuj+1j
)
. Recall from Fact 5.26 that Γj,end implies that
dif(Pˆ(j),∗,P(j),∗) ≤ rζ.
Also, for u ∈ [uˆj+K+(ϑ+1)+1, uj+1−1], Pˆuα−1,∗ = Pˆ(j+1),∗ and for all t ∈ Ju for these u’s, νt = P(j)at = P(j+1),∗at.
Using Lemma 5.27, under the given conditioning, ‖et‖2 ≤ φ
+
1−b (2ζ
+
j,∗
√
rγ + 2w) for times t ∈ Ju for all these u’s.
51
Therefore,
λmax
(
1
α
DuDu′
)
= λmax
(
1
α
∑
t∈Ju
(I − Pˆuα−1,∗Pˆuα−1,∗′) ˆ`t ˆ`t′(I − Pˆuα−1,∗Pˆuα−1,∗′)
)
= λmax
(
1
α
∑
t∈Ju
(I − Pˆ(j+1),∗Pˆ(j+1),∗′)(`t − et)(`t − et)′(I − Pˆ(j+1),∗Pˆ(j+1),∗′)
)
≤ (2ζ
+
j,∗)
2rγ2
(1− b)2 + 2φ
+(2ζ+j,∗
√
rγ + 2w)
2ζ+j,∗
√
rγ
(1− b)2 +
(φ+(2ζ+j,∗
√
rγ + 2w))
2
(1− b)2
≤ 0.05ζλ
−
0.81
+
2.4 · (0.05 +√0.006)ζλ−
0.81
+
1.44 · (√0.05 +√0.03)2ζλ−
0.81
< 0.5λˆ−train = thresh
The first inequality uses the bound on ‖(I − Pˆ(j+1),∗Pˆ(j+1),∗′)`t‖2 = ‖Φ(j+1),0`t‖2 from Fact 5.28 and the bound on ‖et‖2
from Lemma 5.27. The second inequality uses the bound on w from Model 2.6 and the Theorem; the bound ζ ≤ 0.05λ−(r+rnew)3γ2
from the Theorem and the lower bound on λˆ−train from Lemma 5.22.
Proof of Lemma 5.30: This proof is similar to that of the corresponding lemma from [10]. We will prove that
P
(
DETuj+1 | Xuj
)
> pdet,1 for all Xuj ∈ Γj−1,end. In particular, this will imply that P(DETuj+1 | Xuj ) > pdet,1 for
all Xuj ∈ Γj−1,end ∩DETuj and so, by Lemma A.11, we can conclude that P(DETuj+1 | Γj−1,end,DETuj ) > pdet,1.
The following claim is a direct corollary of Lemmas 5.36 and 5.38. It follows exactly as the proof of these lemmas for the
k = 1 case but with using u = uj + 1 instead of u = uˆj + 1.
P
(
λmin
(
Auj+1
) ≥ bA ∣∣ Xuj) ≥ 1− pA,
P
(‖Huj+1‖2 ≤ bH,1 ∣∣ Xuj) ≥ 1− pH
for all Xuj ∈ Γj−1,end. By Lemma 5.23, bA − bH,1 ≥ thresh.
From the algorithm, notice that, Mu = 1αDuDu′. Thus,
P
(
DETuj+1 | Xuj
)
= P
(
λmax(Muj+1) > thresh | Xuj
)
By Weyl’s inequality and the above,
λmax(Muj+1) ≥ λmax(Auj+1)− ‖Huj+1‖2
≥ λmin(Auj+1)− ‖Huj+1‖2
≥ bA − bH,1 ≥ thresh
with probability at least 1− pA − pH = pdet,1, whenever Xuj ∈ Γj−1,end. Thus the result follows.
Proof of Lemma 5.31 (p-PCA lemma): This proof is similar to that of the corresponding lemma from [10]. To prove this
lemma we need to show two things. First, conditioned on Γuˆjj,k−1, the k
th estimate of the number of new directions is correct.
That is: rˆj,new,k = rj,new. Second, we must show ζj,new,k ≤ ζ+j,new,k, again conditioned on Γuˆjj,k−1.
Notice that rˆj,new,k = rank(Pˆ(j),new,k). To show that rank(Pˆ(j),new,k) = rj,new, we need to show that for u = uˆj + k,
k = 1, . . . ,K, λrj,new(Mu) > thresh and λrj,new+1(Mu) < thresh. Observe that, Mu = Au + Hu. By Lemma 5.23,
Lemmas 5.36 and 5.37 followed by Lemma A.11, λmin(Au) ≥ bA > bA,⊥ ≥ λmax(Au,⊥) with probability at least 1 −
pA − pA,⊥ under the given conditioning. Since Au is of size rj,new × rj,new, this means that λrj,new(Au) = λmin(Au) and
λrj,new+1(Au) = λmax(Au,⊥). Using these facts, Weyl’s inequality, Lemmas 5.36, 5.37 and 5.38, and the bounds from Lemma
5.23, we can conclude that with probability at least pppca, under the given conditioning,
λrj,new(Mu) ≥ λrj,new(Au)− ‖Hu‖2
= λmin(Au)− ‖Hu‖2 ≥ bA − bH,k ≥ thresh
and
λrj,new+1(Mu) ≤ λrj,new+1(Au) + ‖Hu‖2
= λmax(Au,⊥) + ‖Hu‖2 ≤ bA,⊥ + bH,k < thresh
Therefore rank(Pˆ(j),new,k) = rj,new with probability greater than pppca under the given conditioning.
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To show that ζj,new,k ≤ ζ+j,new,k, we use Lemmas 5.36, 5.37, and 5.38. Using rank(Pˆ(j),new,k) = rj,new and applying
Lemma 5.35 with these bounds; using λ−new ≥ λ−; and finally using Lemma A.11 gives the desired result.
APPENDIX F
PROOF OF THEOREM 2.7
The proof follows with the following re-definitions. Redefine Γj,end as
Γj,end :=
(
Γ
uj
j,K ∩NODETSujj
)
∪
(
Γ
uj+1
j,K ∩NODETSuj+1j
)
.
We get Corollary 5.34 then by just combining Lemmas 5.29, 5.30, 5.31. The rest of the argument needed is the same as that
used to prove Theorem 2.13 in Sec. V-D. Proofs of Lemmas 5.29, 5.30, 5.31 follow using the following redefinitions. Re-define
1) P(j),∗ := [P0,Pt1,new,Pt2,new, . . .Ptj−1,new]. By the assumption given in the theorem, P(j),∗ is orthogonal to P(j),new.
2) Pˆ(j+1),∗ := Pˆtˆj+Kα. Thus, given all subspace change times are correctly detected, Pˆ(j+1),∗ = [Pˆ(j),∗, Pˆ(j),new,K ]. Thus,
Γaj,end implies ζj+1,∗ ≤ ζj,∗ + ζj,new,K . Use this fact to replace the third item of Fact 5.26.
3) ζ+j,∗ := (r0 + (j − 1)rnew)ζ and ζ+j,add := (r0 + jrnew)ζ. Thus, ζj+1,∗ ≤ ζj,∗ + ζj,new,K ≤ ζ+j+1,∗.
REFERENCES
[1] E. J. Cande`s, X. Li, Y. Ma, and J. Wright, “Robust principal component analysis?,” Journal of ACM, vol. 58, no. 3, 2011.
[2] V. Chandrasekaran, S. Sanghavi, P. A. Parrilo, and A. S. Willsky, “Rank-sparsity incoherence for matrix decomposition,” SIAM Journal on Optimization,
vol. 21, 2011.
[3] D. Hsu, S.M. Kakade, and T. Zhang, “Robust matrix decomposition with sparse corruptions,” IEEE Trans. Info. Th., Nov. 2011.
[4] Zihan Zhou, Xiaodong Li, John Wright, Emmanuel Candes, and Yi Ma, “Stable principal component pursuit,” in Information Theory Proceedings (ISIT),
2010 IEEE International Symposium on. IEEE, 2010, pp. 1518–1522.
[5] Morteza Mardani, Gonzalo Mateos, and G Giannakis, “Dynamic anomalography: Tracking network anomalies via sparsity and low rank,” J. Sel. Topics
in Sig. Proc., Feb 2013.
[6] Ricardo Otazo, Emmanuel Candes, and Daniel K. Sodickson, “Low-rank and sparse matrix decomposition for accelerated dynamic MRI with separation
of background and dynamic components,” Submitted to Magnetic Resonance in Medicine, 2013.
[7] C. Qiu, N. Vaswani, B. Lois, and L. Hogben, “Recursive robust pca or recursive sparse recovery in large but structured noise,” IEEE Trans. Info. Th.,
early versions in ICASSP 2013 and ISIT 2013, vol. 60, no. 8, pp. 5007–5039, August 2014.
[8] J. Feng, H. Xu, and S. Yan, “Online robust pca via stochastic optimization,” in Adv. Neural Info. Proc. Sys. (NIPS), 2013.
[9] B. Lois and N. Vaswani, “A correctness result for online robust pca,” in IEEE Intl. Conf. Acoustics, Speech, Sig. Proc. (ICASSP), 2015.
[10] B. Lois and N. Vaswani, “Online matrix completion and online robust pca,” in IEEE Intl. Symp. Info. Th. (ISIT), 2015 (posted at at arXiv[cs.IT]:1503.03525
and under submission to IEEE Trans. on Info. Th.).
[11] J. Feng, H. Xu, S. Mannor, and S. Yan, “Online pca for contaminated data,” in Adv. Neural Info. Proc. Sys. (NIPS), 2013.
[12] J. Zhan and N. Vaswani, “Robust pca with partial subspace knowledge,” IEEE Trans. Sig. Proc., 2015, to appear.
[13] J. He, L. Balzano, and A. Szlam, “Incremental gradient on the grassmannian for online foreground and background separation in subsampled video,”
in IEEE Conf. on Comp. Vis. Pat. Rec. (CVPR), 2012.
[14] M. Brand, “Incremental singular value decomposition of uncertain data with missing values,” in Eur. Conf. on Comp. Vis. (ECCV), 2002.
[15] Y. Li, L. Xu, J. Morphett, and R. Jacobs, “An integrated algorithm of incremental and robust pca,” in IEEE Intl. Conf. Image Proc. (ICIP), 2003, pp.
245–248.
[16] J. Xu, V. K Ithapu, L. Mukherjee, J. M Rehg, and V. Singh, “Gosus: Grassmannian online subspace updates with structured-sparsity,” in Computer
Vision (ICCV), 2013 IEEE International Conference on. IEEE, 2013, pp. 3376–3383.
[17] G. Mateos and G. Giannakis, “Robust pca as bilinear decomposition with outlier-sparsity regularization,” IEEE Trans. Sig. Proc., Oct 2012.
[18] Symeon Chouvardas, Yannis Kopsinis, and Sergios Theodoridis, “Robust subspace tracking with missing entries: a set–theoretic approach,” IEEE Trans.
Sig. Proc., vol. 63, no. 19, pp. 5060–5070, 2015.
[19] Wenjie Song, Jianke Zhu, Yang Li, and Chun Chen, “Image alignment by online robust pca via stochastic gradient descent,” Circuits and Systems for
Video Technology, IEEE Transactions on, 2015.
[20] Vinuthna Vinjamuri, Ranjitha Prasad, and Chandra R Murthy, “Sparse signal recovery in the presence of colored noise and rank-deficient noise covariance
matrix: An sbl approach,” in Acoustics, Speech and Signal Processing (ICASSP), 2015 IEEE International Conference on. IEEE, 2015, pp. 3761–3765.
[21] H. Guo, C. Qiu, and N. Vaswani, “An online algorithm for separating sparse and low-dimensional signal sequences from their sum,” IEEE Trans. Sig.
Proc., vol. 62, no. 16, pp. 4284–4297, 2014.
[22] F. De La Torre and M. J. Black, “A framework for robust subspace learning,” International Journal of Computer Vision, vol. 54, pp. 117–142, 2003.
[23] C. Davis and W. M. Kahan, “The rotation of eigenvectors by a perturbation. iii,” SIAM Journal on Numerical Analysis, vol. 7, pp. 1–46, Mar. 1970.
[24] J. A. Tropp, “User-friendly tail bounds for sums of random matrices,” Foundations of Computational Mathematics, vol. 12, no. 4, 2012.
[25] E. Candes, “The restricted isometry property and its implications for compressed sensing,” Compte Rendus de l’Academie des Sciences, Paris, Serie I,
pp. 589–592, 2008.
[26] E. Candes and T. Tao, “The dantzig selector: statistical estimation when p is much larger than n,” Annals of Statistics, vol. 35 (6), pp. 2313–2351, 2007.
[27] J. Zhan and N. Vaswani, “Robust pca with partial subspace knowledge,” in IEEE Intl. Symp. Info. Th. (ISIT), 2014.
[28] “Email communication with Joel Tropp,” .
[29] R. Horn and C. Johnson, Matrix Analysis, Cambridge Univ. Press, 1985.
