We introduce a nonstationary spatio-temporal model for gridded data on the sphere. The model specifies a computationally convenient covariance structure that depends on heterogeneous geography. Widely used statistical models on a spherical domain are nonstationary for different latitudes, but stationary at the same latitude (axial symmetry). This assumption has been acknowledged to be too restrictive for quantities such as surface temperature, whose statistical behavior is influenced by large scale geographical descriptors such as land and ocean. We propose an evolutionary spectrum approach that is able to account for different regimes across the Earth's geography, and results in a more general and flexible class of models that vastly outperforms axially symmetric models and captures longitudinal patterns that would otherwise be assumed constant. The model can be estimated with a multi-step conditional likelihood approximation that preserves the nonstationary features while allowing for easily distributed computations: we show how the model can be fit to more than 20 million data points in less than one day on a state-of-the-art workstation. The resulting estimates from the statistical model can be regarded as a synthetic description (i.e. a compression) of the space-time characteristics of an entire initial condition ensemble.
Introduction
Providing efficient and flexible models for data on a spherical domain is a topic of great importance in climate science, as the statistical model can be used to fit global data. In particular, in the context of Earth System Models (ESMs), this could lead to efficient methods for compressing large quantities of data. Isotropic models have been widely acknowledged as being inadequate for data on a spherical domain (Gneiting, 2013a) , and defining valid nonstationary processes is listed among the sixteen open problems in modeling spherical data in Gneiting (2013b) . By regarding a random field as solution of a stochastic partial differential equation ) on a spherical domain, Bolin and Lindgren (2011) proposed a nested stochastic partial differential equations approach, which yielded a field with Matérn-like covariance structure but could also be extended beyond axial symmetry to nonstationary models by allowing flexible differential operators in the stochastic equation. Jun and Stein (2007, 2008) ; Jun et al. (2008) ; Jun (2011) restrict three-dimensional isotropic fields to a sphere and apply partial derivatives with respect to latitude and longitude, obtaining a model which assumes stationarity if the data are at the same latitude, and nonstationarity otherwise (axially symmetric (Jones, 1963) , see theoretical details in Hitczenko and Stein (2012) ; Huang et al. (2012) ). Such models are conceptually attractive for data such as surface temperature, whose statistical properties clearly depend on latitude. Castruccio and Stein (2013) and Castruccio and Genton (2014) proposed a spectral approach that is flexible and computationally efficient when the data are on a regular grid over the sphere. This method proposes to separately consider the process by latitudinal bands, fit a Matérn-like covariance across longitudes, and then estimate the multi-band dependence, thus reducing the likelihood evaluation with the full dataset to a low dimensional parameter space. The main limitation of these models, as acknowledged in the aforementioned literature, is the assumption of stationarity in longitude at each latitude.
For physical quantities such as surface temperature, it is expected that large scale geographical descriptors such as land/ocean will impact the statistical behavior of the data.
Recently Jun (2014) proposed a modified Matérn process with smoothness changing over land and ocean, which showed dramatic improvements over the axially symmetric model.
The model parameters, however, were not simple to interpret given their definition through a differential operator over an isotropic process and the fitting procedure was not computationally feasible for analyzing millions of data points.
This work introduces a new class of covariance functions on spheres that includes axially symmetric models as special cases and is capable of incorporating geographic covariates into the model. For the surface temperature data we consider, the most prominent and influential large scale geographic descriptor is land versus ocean, so we focus our work on this covariate, but as we describe in Section 3.2, the ideas generalize to other covariates as well. We also propose a reformulation of the latitudinal dependence of the model in terms of a stationary AR(1) process, and introduce a nonstationary generalization which is more flexible in capturing different behaviors in the tropics.
For inference, we devise a step-wise conditional likelihood approach that fully exploits the gridded geometry of climate model output and is able to achieve a fit of more than 20 million data points in less than one day by allowing code parallelization on a state-of-the-art workstation. The proposed method vastly outperforms the axially symmetric model in terms of standard model selection metrics, and is also able to capture patterns in the longitudinal contrasts that would be otherwise assumed constant. The set of estimated parameters can then be used to almost instantaneously produce new surrogate simulations on a common laptop, thus allowing an end user to conveniently test initial scientific hypotheses on a high (spatial) resolution ensemble without downloading it, or remotely aggregating data in space or time and losing valuable information at fine scale. Besides, the estimated parameters can be regarded as descriptors of the information for every member of the given initial ensemble (Castruccio and Genton, 2016) , and thus as a compression algorithm (Rissanen, 1989; Hansen and Yu, 2001) . The proposed statistical model achieves a compression rate of approximately 3:100, which is vastly superior to traditional bit-by-bit compression algorithms that can achieve at most a 1:5 ratio.
The model can also be viewed as an emulator of an initial condition ensemble (Castruccio and Genton, 2016) , under the assumption that runs are independent for different initial conditions (Lorenz, 1963; Collins and Allen, 2002; Collins, 2002; Branstator and Teng, 2010) . The use of emulators as data compressors is, to our knowledge, new to the climate community as they are traditionally used for calibration and sensitivity analysis (Sansó et al., 2008; Sansó and Forest, 2009; Bhat et al., 2012; Drignei et al., 2008; Chang et al., 2015) or scenario extrapolation (Holden and Edwards, 2010; Holden et al., 2013; . Having statistical models (emulators) that accurately describe the model output allows us to avoid storing the entire initial condition ensemble, whose individual member requires significant storage space. This proposed methodology has shown promising results and can be generalized to multiple variables (not necessarily in the atmospheric part of the model), climate models and scenarios, and to finer temporal scales. In all these cases, the benefits of a statistical-based data compression will be even more evident as the size of the data, and consequently the expected time of downloading the full climate run, will significantly increase.
The remainder of the paper is organized as follows. Section 2 introduces the data set and discusses nonstationarity across longitude. Section 3 describes the statistical model, discusses the computational challenges that arise when fitting this with very large data sets and suggests a stepwise model-fitting approach to address these challenges in a way that exploits the geometry of the sphere. Section 4 shows the comparison with the axially symmetric model. Section 5 shows how the fitted model can be used to compress the initial condition ensemble and how to generate surrogate runs from the estimated parameters.
Section 6 concludes with a discussion.
The CMIP5-CCSM4 ensemble
The Coupled Model Intercomparison Project phase 5 (CMIP5 Taylor et al., 2012 ) is a set of coordinated experiments from many modeling groups to provide uniform and comparable assessment of climate response under different climate models for the latest IPCC Assessment Report (IPCC, 2013) . In this work we focus on the NCAR Community Climate System Model 4 (CCSM4 Gent et al., 2011) , under the Representative Concentration Pathway 8.5
(rcp85 Van Vuuren et al., 2011 ) from 2006 to 2100, for a total of 95 years. We consider annual temperature at surface (considered at a standard height of 2 meters above ground level), which is on a regular 192 × 288 grid over latitude and longitude. We remove the bands near the poles (south of 62 degrees south and north of 70 degrees north) so that each spatial field consists of 142 × 288 points. The removal of the Arctic and Antarctic bands was performed to avoid inference on latitudes where two locations at one longitudinal lag were very close, consistently with Castruccio and Stein (2013) ; Castruccio and Genton (2014) and Castruccio and Genton (2016) . This would have led to very smooth spatial processes, and consequently computational challenges that would have added to the already substantial complexity of the inference scheme. Under rcp85, the CCSM4 was run under 6 different sets of initial conditions, therefore generating 6 independent realizations (Lorenz, 1963; Collins and Allen, 2002; Collins, 2002; Branstator and Teng, 2010) . The total size of the dataset is therefore 142×288×95×6 = 23.3 million points. The movie movie cm.avi in the supplementary material shows a realization of this climate model. The annual temperature shows evidence of normality, as reported in the supplementary material.
We denote by T r the temperature for realization r = 1, . . . , R, by L m ∈ (−π/2, π/2), m = 1, . . . , M the latitude, by ℓ n = 2πn/N, n = 1, . . . , N the longitude, by t k , k = 1, . . . , K the year, where R = 6, M = 142, N = 288 and K = 95. Thus, the temperature for realization r is represented as
The defining assumption of axially symmetric models is that the process is stationary across longitude at each latitude. In this work, we relax this assumption to allow geographic covariates to be incorporated into the covariance function and inform more complex spatial dependence structures. Local geography can have a strong impact on the statistical characteristics of surface temperature data, so a natural deviation from the stationary assumption is to allow the statistical properties of the process to differ over land and ocean, which is the most dramatic geographic descriptor at large scales. A simple modeling solution is to divide the temperature at each location (L m , ℓ n ) by the standard deviation s Lm,ℓn obtained from a simulation from the same climate model but with no forcing (a control run in geoscience terminology), as proposed in Castruccio and Stein (2013) , to obtain more realistic conditional simulations. While producing improved results, this approach does not allow for a changing correlation structure across longitude, and in particular across land and ocean. Indeed, empirical estimates of the second-order (covariance) structure show a strong dependence on the land/ocean variable. To see this, we consider the difference between two realizations T 1 − T 2 (to remove any trend), normalize it by s Lm,ℓn , and compute
for j = 1, 2, which is the periodogram of a tapered version of the data averaged over time at latitude L m , where the taper h 1 is a smooth function that is equal to zero when ℓ n ∈ ocean, and h 2 is a smooth function that is equal to zero when ℓ n ∈ land, and p(h j ) is a normalizing constant. Thus we can view |f Figure 1 , we plot log(|f
• . Because the two log periodograms in Figure 1 are not parallel-which would indicate similar correlation structure over land and ocean-it is clear that the data exhibit land/ocean nonstationary correlation, and that the process over the ocean is much smoother than the process over the land at this latitude. In this work, we define a nonstationary model with changing spectrum across these two domains, denoted as evolutionary spectrum. The details are provided in Section 3.2
The space time model
In this section we describe the global space-time model. We first introduce in Section 3.1 a fundamental result that allows us to fit the stochastic component of the statistical model without defining a parametric form for the mean. In Section 3.2 we describe the model. Section 3.3 shows the results and discusses the computational challenges of fitting the proposed model on a dataset with tens of millions of data points.
Preliminaries
Denote by E(T r ) = µ the mean temperature across realizations. Since realizations differ just in their initial condition, and since climate models tend to forget their initial state after a short number of temporal steps (Lorenz, 1963; Collins and Allen, 2002; Collins, 2002; Branstator and Teng, 2010) , we can assume that the space-time field T r is independent across r:
where θ is a vector of unknown covariance parameters. The noticeable advantage of having independent realizations is that θ can be estimated without any parametrization of µ via restricted loglikelihood. Castruccio and Stein (2013) proved the following result, which formulates the restricted loglikelihood for T r in a computationally convenient form.
Result 1 Denote with
1 R R r=1 T r =T the average temperature across realizations. Let
Also, the corresponding estimator for µ obtained by generalized least squares isμ =T.
Throughout this work we make use of (3) to estimate the space/time structure of the data.
Sphere-Time Covariance
Denote by ε(
} the vector of the stochastic term of (2) at time t k , by T(t k ; r) the temperature at year t k for realization r and by D(t k ; r) = T(t k ; r) −T(t k ; r). We assume that ε(t k ; r) is correlated across time, and previous work (Castruccio and Genton, 2014) has shown that an AR(2) model with different coefficients for every grid point is sufficiently flexible, as no evidence of cross-temporal dependence or nonseparability between space and time was found on annual scale:
where Φ 1 and Φ 2 are two NM × NM diagonal matrices with the autoregressive coefficients for each location, and S is a NM × NM diagonal matrix with the associated standard deviations.
The unscaled innovations H r (L m , ℓ n , t k ) are independent across time and describe the spatial dependence across the sphere. We propose to model the process in the spectral domain across longitudes, and then to model the dependence across latitudes:
where c is a wavenumber. If f Lm,ℓn = f Lm for every L m , than this would be a standard stationary model with spectral density |f Lm | 2 . This proposed model assumes that the spectral density is not exactly constant in longitude, but evolves (hence the term evolutionary spectrum) according to |f Lm,ℓn | 2 . Models with evolutionary spectra allow us to flexibly specify the local covariance properties at every location while ensuring that the resulting covariance function is positive definite. Evolutionary spectra were first introduced by Priestley (1965) to model nonstationary time series data, and Guinness and Stein (2013) provided computationally efficient methods for fitting models with evolutionary spectra to nonstationary time series data. In this work, we adapt the evolutionary spectra to model nonstationarity over longitude rather than over time, which requires a discrete spectrum because of the circular domain on which the data at a single latitude fall.
Certain regularity conditions can be imposed on f Lm,ℓn near the poles to achieve mean square continuity (see supplementary material). ρ Lm,L m ′ is the correlation in the spectral domain (or coherence in spectral analysis) between latitudes L m and L m ′ among H r for the same wavenumber, time and realization. Alternatively, one could deviate from the stationary assumption across longitude by introducing dependence across wavenumber in H r . Our choice to use evolutionary spectra to model the nonstationarities is motivated by the need to include geographic covariates.
The typical approach (Priestley, 1965) for f Lm,ℓn (c) is to describe the dependence on ℓ n
In this work, we propose a novel model where land and ocean are included as covariates to allow for different statistical behaviors across these two domains. Thus, f Lm,ℓn (c) can be expressed as
where the component spectra are modeled according to the parametric form
and b land is a function between 0 and 1 that modulates the relative contribution of the land regime. (8) is a Matérn-like spectrum, which is modified for the case of data on a circle to allow for a smooth transition at high wavenumbers and has been shown to adequately capture the longitudinal behavior of temperature at surface for different latitudes better than the traditional Matérn-like spectrum (Castruccio and Stein, 2013; Poppick and Stein, 2014) .
Choosing an indicator function for b land would result in abrupt transitions between the two regimes at land/ocean boundaries and in misfit of the data, as shown in the supplementary material. We therefore introduce a smoother taper function to transition between land and ocean:
• Let I m (ℓ n ) denote the indicator function of land at latitude L m and longitude ℓ n .
Wherever there is a land/ocean transition, we modify I m (ℓ n ) so that is equal to one for g Lm more grid points, where g Lm is an integer number that can also be negative.
The modified indicator is denoted byĨ m (ℓ n ; g Lm ).
• Compute the Tukey taper function (Tukey, 1967) with range γ Lm :
• ConvolveĨ m (ℓ n ; g Lm ) with w m (ℓ n ; γ Lm ):
This formulation imposes a symmetric land/ocean transition (i.e. land/ocean and ocean/land transitions are equally smooth); however, more sophisticated models with asymmetric transitions have been tested but have not yielded significantly better results. Similarly, no significant improvements have been observed if a different taper is used (as shown in the supplementary material) or g Lm and γ Lm are assumed different across oceans. If we con-
then in (5) f Lm,ℓn = f Lm and the model becomes stationary across longitude.
Castruccio and Stein (2013); Genton (2014, 2016) propose the following
with ϕ(c) =
This process is equivalent to the following AR(1) process in latitude:
where var(e Lm (c)) = 1 − ϕ(c) 2 to allow unit variance on H Lm (c). While the coherence in (12) has been previously used in literature, the formulation of the latitudinal dependence in terms of an autoregressive process has never been acknowledged.
The formulation of the dependence as a stationary AR(1) process allows for generalization to nonstationary latitudinal processes to increase the model flexibility. In particular, in addition (12) we also propose a novel nonstationary AR(1) model for the coherences, with latitudinally-varying autoregressive parameters, that is
Our diagnostics have shown that the coherences are nearly stationary outside of the tropics, so we fit nonstationary coherences within −23
• (i.e. in the tropics), while we assume a constant outside this region.
Thus, the model consists of three sets of parameters to be estimated
• The temporal parameters, consisting of all the entries in Φ 1 , Φ 2 and S in (4), which will be denoted as θ time .
• The longitudinal parameters, consisting of (φ • The latitudinal parameters, consisting of (ξ Lm , τ Lm ) in (14) m = 1, . . . , M. We denote them as θ lat .
Model fit and computational considerations
Despite the computationally convenient form in (3) (which can be further simplified as shown in the supplementary material) it is not feasible to perform a global optimization, since this would imply maximizing the likelihood over more than 100,000 parameters (the temporal part requires 3 parameters for each of the 142 × 288 ≈ 41, 000 locations, the spatial part requires a total number of parameters shown in the first row of Table 1 ). We therefore propose successive conditional approximations of (3) by assuming independence across increasingly large subsets, each approximation assuming the parameters from previous steps to be known and fixed.
1. Estimate the temporally autoregressive parameters θ time , assuming that the innovations H(t k ; r) are independent across latitude and longitude.
2. Consider θ time fixed at their estimated values and estimate θ lon , assuming the innovations H(t k ; r) are independent across latitudes.
3. Consider θ time and θ lon fixed at their estimated values and estimate θ lat .
The choice of the blocks in the approximation, as well as the approximation order is dictated by the geometry of the problem as well as from physical considerations. Estimating the temporal structure for each location assuming no cross-correlation allows for a very fast (and scalable) computation of approximation 1. The choice of latitudinal bands in approximation 2 allows flexible estimation of the statistical parameters across latitude, which is the main descriptor of surface temperature. Further, this choice results in exactly circulant matrices across longitudes in the axially symmetric case, a feature that allows very fast computations in the spectral domain. This conditional approximation scheme can be generalized to allow for vertical profile of temperatures as in Castruccio and Genton (2016) , and can also be applied to any large space-time data set where the geometry, as well as the physics of the problem suggest the blocks, e.g. regions of interest in functional Magnetic Resonance
Imaging (Castruccio et al., 2016 ).
The sequential model-fitting procedure can also be used to fit axially symmetric versions of the model for the innovations. This involves imposing the constraint (11) in approximation 2. In Figure 2 we see a comparison of the evolutionary spectrum model with the axially symmetric model (i.e. with constraint (11) Comparison of the models with evolutionary spectrum (7) and the axially symmetric model with constraint (11) in terms of (a) log(φ Lm ) and log(φ points is not feasible, we first consider (14) for adjacent bands, obtain their estimates independently for every pair of bands, which we denote asξ
Lm , and consider these estimates as fixed in approximation 3. (Since every band is involved in two fits, by convention at latitude L m we plug in the estimates from bands (L m , L m+1 )). The fitted parameters for (13) and (14), along withξ
Lm , can be found in Figure S4 in the supplement.
The stationary model shows some misfit, especially for ξ: this is due to model assuming a constant value across latitude for the coherence, while this is significantly smaller in the southernmost regions and at some tropical latitudes. The parameters of the nonstationary AR(1) model (14) instead are fixed and equal toξ Lm in the tropical regions (by construction) and, while still not capturing nontrivial latitudinal patterns outside the tropics, it results in a larger and more satisfactory estimate for ξ. Table 1 shows a comparison among a model that assumes spatial independence (denoted ind ), the axially symmetric model (denoted ax ), a model with land/ocean evolutionary spectrum with a stationary AR(1) latitudinal process (12) (denoted ev-st) and one with a nonstationary latitudinal AR(1) process (14) (denoted ev-nst). Comparison between different models in terms of number of parameters (excluding the temporal ones), computational time (hours), normalized restricted loglikelihood (3), and Bayesian Information Criterion (Schwarz, 1978) . The model assuming independence is clearly the fastest to fit, as once the temporal part is estimated, the full likelihood can be evaluated just once. The axially symmetric model requires spatial parameters, but the computational time is almost equivalent and the improvement both in terms of normalized likelihood and BIC is noticeable. The evolutionary spectrum model requires approximately three times more parameters than the axially symmetric model and a noticeable increase of computational time (mostly because of the 2-band step). The resulting model, however, shows a dramatic improvement; the loglikelihood improves by 0.6 units per observation, and improves the BIC despite the large increase in the number of parameters. ev-nst requires more parameters (the plug-in estimatesξ To assess the quality of the fit, we compute the contrast variance We now proceed with simulating surrogate (emulated) runs according to the evolutionary spectrum with nonstationarity in latitude (14). From (3), the mean can be estimated asμ =T. For each location, we fit a cubic polynomial smoothing spline T m,n
with mild penalty term λ = 0.01 since the climate is slowly varying (Castruccio and Genton, 2016) , and we denote by T = ( T 1,1 , . . . , T M,N ). To generate a simulation, the following steps are required:
• generate e Lm (c)
2 ) with ϕ Lm (c) as in (14),
• compute H Lm (c) with (13) and (14),
• compute H r (L m , ℓ n , t k ) with (5),
• compute ε r with (4),
• obtain the surrogate run as T + ε r .
Once the parameters have been estimated, a common laptop can generate hundreds of surrogate runs almost instantaneously with the aforementioned steps.
In Figure 5 we show a comparison of the six runs from the climate model ensemble and the surrogate runs in terms of temperature series near London. In panel (a), the six climate model runs are compared with six surrogate runs (offset by 2 C • to avoid superimposition).
The two groups show the same trend and the same variance, but the statistical model allows to generate more runs, so that it is possible to have a better assessment of the temperature uncertainty at a given year. (In this context, by "uncertainty" we mean "uncertainty due to initial conditions". We do not consider the uncertainty due to physical parameter calibration or forcing scenario.) In panel (b), we see how having just six climate model runs is poorly Although a comparison on a single location does not inform about the ability of the statistical model to capture the spatial variability, it is possible to produce animations of surrogate runs to detect if the spatial patterns are qualitatively consistent. Genton et al. (2015) have discussed in detail how climate model output and statistical surrogates can be compared in the case of three dimensional annual temperatures by using a virtual reality environment. In this work, we produce movies for one climate model run and a surrogate run (both in the supplementary material), which qualitatively shows similar large-scale features.
In this work we introduced a new class of spectral models that is able to incorporate geographical information to capture the nonstationary behavior of global data across longitude.
We further introduced a nonstationary structure across latitude that allows for a more flexible and general description of the dependence among different bands. The evolutionary spectrum model we developed vastly outperforms axially symmetric models, showing improved performance under common model selection metrics and the estimation of the contrast variances.
By using appropriate diagnostics, we show how this model is able to capture patterns across longitude that would be constant under the assumption of axial symmetry. The proposed model can be also used to incorporate further geographical information, such as orography, or can be applied to other physical quantities whose dynamics are known to be influenced by large scale geographical features, such as precipitation or winds.
The likelihood of the proposed model can be written in a computationally convenient form, which is almost as fast as in the axially symmetric case and can be successively approximated with a highly parallelizable algorithm while still preserving the main space-time structure, as shown in the diagnostics. While in this work the approximation blocks and the order of approximation (time, longitude, latitude) have been suggested by the particular problem, the multi-step approximation presented can be applied to any large space-time data set where the nature of the problem suggests blocks: for example, in functional Magnetic Resonance Imaging the brain can be naturally divided into regions of interests when monitoring cognitive tasks. The analysis was performed on a state-of-the-art workstation, allowing distributed computing to optimize the efficiency, and achieving a fit in less than one day for more than 20 million data points. This model consists of 1234 spatial parameters and 121824 temporal parameters (three for each location), thus achieving a compression rate of 3:100, which is vastly superior to traditional compression algorithms which can achieve at most a 1:5 rate. The fit requires substantial computational power, but the estimates can then be used to generate surrogate runs almost instantaneously on a laptop.
Estimating all the parameters at once would require maximizing a likelihood over more than 100,000 parameters for more than 20 million data points, a extremely challenging task to perform within a reasonable time even with the most advanced computational facilities.
Thus, we devised a step-wise estimation procedure with plug-in estimates from previous stages, which result in error propagation across stages that needs to be detected and mitigated. Bias propagation can be detected with diagnostic figures such as 3 and 4, and can be mitigated with an intermediate 2-band step before the latitudinal modeling to adjust the single band point estimates. Estimation uncertainty propagation in this context is of less concern, as given the considerable size of the data set, the estimated standard deviation is several orders of magnitude smaller than point estimates and the bias largely dominates the error propagation.
Despite the substantial improvements in flexibility, statistics-based compression is intrinsically dependent on the statistical model assumptions. The proposed methodology cannot generate surrogate runs that substitute the climate model, as the complex nonlinear dynamics of annual surface temperatures cannot be fully represented by a Gaussian process. As for emulators, our statistical model is to be regarded as a useful stochastic approximation that could help climate model users to test initial scientific hypotheses, but should not be used to perform a full geophysical investigation.
