Abstract-In this paper, we propose a variational model of multiphase image segmentation using n binary label functions for n regions. This framework is subject to a constraint to avoid the vacuum and overlapping problem. Firstly, we solve the simple problem without the constraint. In order to improve the computation efficiency of the unconstrained problem, we design the Split Bregman algorithm in the alternating minimization, which transforms the unconstrained model into a series of simple Euler-Lagrange equations. These equations are solved via Gauss-Seidel iterative method or expressed as generalized thresholding formulas in analytical forms. Secondly, we project the results above onto the constraint using Lagrange multiplier method. Due to the linear structure of the constraint, we can also solve the projection scheme quickly. Finally, numerical results on 2D and 3D images demonstrate that our proposed Split-Bregman-Projection (SBP) algorithm is competitive in terms of quality and efficiency compared to other methods.
I. INTRODUCTION
The task of image segmentation is to partition an image into a finite number of regions according to different image properties. Multiphase image segmentation can be considered the extension from two phase segmentation. Due to the significance in various image processing applications such as in medical image analysis [1] , image segmentation has received more and more attention by researchers in recent years. One of the important problems of image segmentation is how to design the characteristic function of each region.
In general, the existing characteristic functions can be categorized into three classes. The first class is designed using the concept of Gamma-convergence [2] - [4] and the classic Mumford-Shah model [5] . The second one expresses the active contours using zero level sets of signed distance functions [6] . The third one uses label functions to achieve the goal [7] . We focus on the last two classes here.
Based on reduced Mumford-Shah model and level set method, Chan and Vese [8] proposed the popular variational level set model of two phase image segmentation, usually called Chan-Vese model. It has been extended to multiphase image segmentation, such as Vese and Chan [9] used n level set functions to represent 2 n regions, Pan et al. [10] introduced n-1 level set functions for n regions, Samson et al. [11] used n level set functions for n regions, and Chung and Vese [12] used only one level set function to represent contours.
Label function methods have good correspondence with level set methods because the Heaviside expression of a level set function is a typical label function. Besides, Bresson et al. [13] proposed a binary label function for two phase image segmentation, Lie et al. proposed a scheme using n label functions for 2 n regions [14] and a scalar label function for n regions [15] .
For the two phase image segmentation using a binary label function, Bresson et al. [13] verified that the global optimization can be realized based on convex relaxation and thresholding techniques, which have been used to solve the models of multiphase image segmentation [7] , [16] and [18] , although it has not yet the feature of globalization.
In order to improve the computation efficiency, Bresson et al. [13] designed a dual method and Goldstein et al. [17] introduced the Split Bregman algorithm for two phase image segmentation. Also, these two methods have been used to solve multiphase image segmentation [16] and [18] respectively. In this paper, we'll propose a fast algorithm for multiphase image segmentation combing the Split Bregman algorithm and constraint projection method.
The remainder of this paper is organized as follows. In Section II, some related models and algorithms are reviewed. In Section III, a variational model for multiphase image segmentation using n binary label functions for n regions is proposed and its Split-Bregman-Projection (SBP) algorithm is designed. Some experiments are given in Section IV. The concluding remarks are presented in Section V. 
II. FAST GLOBAL MINIMIZATION OF TWO PHASE SEGMENTATION MODEL

A. Globally Convex Segmentation Models
, ,
where φ is a standard level set function. The minimization of (1) can be solved by the standard PDE method. Its gradient descent equation is
where δ is the Delta function with ( ) ( ) .
Due to the local nature of (1), its result depends on initialization of the level set function. In order to solve this problem, Bresson et al. [13] transformed (1) into a globally convex segmentation (GCS) model. We remind the general ideas.
Considering ( ) 0, δ φ ≥ we replace ( ) δ φ with 1, which does not affect the result of the evolution equation (2) . This leads to the equivalent equation as follows
The flow (3) represents the gradient descent for minimizing the energy
where ψ is a binary label function: {0,1}.
ψ ∈
We change the notation φ into ψ to avoid any confusion with the standard level set function here. Equation (4) 
In addition, the authors [13] used the geodesic length [19] and proposed the enhanced convex energy minimization model combining edge and region terms
1 2 0
where 0 ( ) g u is an edge detection function, and one common choice for the edge detector is ( )
G σ is a Gaussian kernel, and 0 G u σ * is a smoother to 0 .
u B. The Split Bregman Algorithm
The Split Bregman algorithm was initially introduced for solving general L1-norm problems [20] . In [17] , this method was applied to the GCS model.
Energy (6) 
The energy minimization with respect toψ is
Based on [20] , Goldstein et al. [17] introduced auxiliary variable d and Bregman iterative parameter b to transform (9) into the following form
Using the variational method,
we can obtain the Euler-Lagrange equations of ψ and d as
and ( )
Equation (11) can be solved using Gauss-Seidel iterative method, and (12) can be presented as the following generalized soft thresholding formula in analytical form
Finally, the result of global minimization can be obtained via the following formula
III. THE SPLIT-BREGMAN-PROJECTION ALGORITHM
A. The Proposed Energy
Under the variational level set framework, Samson et al. [11] proposed the following level set energy minimization functional 
where the first term of the right-hand side of (15) is used to enforce the regularity of the interface, the second one is a data fidelity term, and the third one is a penalty term used to avoid the vacuum and overlapping problem. See [11] for more details. Based on [20] , [13] and [17] , we replace the level set function , 1,... , 
where i ψ satisfies two constraints
Together with the constraints (17) and (18), energy (16) can be rewritten as the following compact form
B. Computation Strategy Obviously, energy (19) is a minimization problem with constraints, which usually can be solved through Lagrange Multiplier method [14] , penalty function method or augmented Lagrange method [15] . In this paper, we propose a simple and fast algorithm without introducing too many parameters as the methods mentioned above.
Firstly, we'll solve the following simple problem without the constraint (18)
Then we use Lagrange multiplier method project ψ onto the constraint (18), i. e. 
where λ is the Lagrange multiplier.
C. Solving ψ Using the Split Bregman Algorithm
After ( ) ( )
The solution of (23) is given by the following PDEs:
( )
We also obtain 
Secondly, we fix
Minimization with respect to
can be performed explicitly using the generalized soft thresholding formula: From (18) and (28), we get 
E. Algorithm Details
The Split-Bregman-Projection minimization scheme is placed into algorithm 1, we get the following scheme for segmentation. -while ( ) 
IV. EXPERIMENTAL RESULTS
In this section, a large set of comparison experiments is presented to test the performance of multiphase segmentation using the proposed SBP algorithm. Our results are compared with other related works [11] and [15] in quality and efficiency. All the tests are performed on a laptop which is equipped with the Intel (R) core (TM) 2 Duo CPU E7400 @ 2.80 GHz processors and 2 GB of RAM. We build the whole system under Windows XP using MATLAB v7.0 library.
A. Parameter Settings
There are a number of parameters that must be appropriately determined. Some of them have default values. We give the description as follows: The time step and the space step used by (15) are always held as 0.2 and 1 respectively; the parameters ε and η used by (19) are fixed as 0.001 and 0.5 respectively; the other parameters should be determined manually.
For quantitative comparison of the following experimental results, the accuracy of clustering is analyzed by the Classification accuracy. All computation time are reported in seconds.
B. Comparison and Analysis of 2D Experiments
In this part, we consider two-dimensional cases and restrict ourselves to gray-scale images.
The first experiment tries to verify the superior performance of our proposed SBP algorithm over the traditional Samson et al.'s algorithm [11] . Fig. 1(e)-(j) show that our proposed SBP model improves the accuracy of clustering. Additionally, table I demonstrates that the SBP algorithm can really speed up the convergence rate of Samson et al.'s algorithm.
In Fig. 2 , we compare the piecewise constant level set method (PCLSM) in [15] with our SBP algorithm. The phases of both methods are displayed in the last two rows. Our method gives better segmentation results than PCLSM does from Fig. 2(d)-(k) .
In Fig. 3 , we test our method with four-phase image segmentation. The image in Fig. 3(a) is available to the public at http://www.bic.mni.mcgill.ca/brainweb/. There are four classes that should be identified: cerebrospinal fluid (CSF), gray matter (GM), white matter (WM) and the background. But we do not depict the background phase here. Compared with the exact results (Fig. 3 (c)-(e) ) from the website above, our results ( Fig. 3 (f) -(h)) are satisfactory.
C. Comparison and Analysis of 3D Experiments
In this part, we extend our mode to three-dimensional segmentation and reconstruction. Fig. 4 shows the 3D segmentation and reconstruction of an artificial Palace with three phases. We designed 95 2D synthetic images as the original input data for the 3D segmentation and reconstruction. We do not depict the background here. The size of each image is 150*150 pixels.
The data presented on Fig. 5 is provided by The National Library of Medicine's Visible Human Project. We select 105 2D images as the original input data. The size of each image is 150*128 pixels. There are three phases that should be identified: mandible, teeth and the background. Also, we do not depict the background phase here.
Computation time and number of iterations required for convergence are shown in table II. As can be seen, our proposed SBP algorithm is easy to extend to three-dimensional problems, and the results seem as good as for two-dimensional problems. Fig. 1(c) 219 25.63 99.27% Fig. 1(d) 405 35.67 98.76%
The SBP method 
V. CONCLUSION
We have presented a variational model based on the binary label functions for multiphase image segmentation. Also, we proposed an efficient and fast numerical scheme to minimize the variational segmentation framework. The proposed Split-Bregman-Projection algorithm is easy to implement and allows us to avoid the usual drawback in the some traditional approaches to ensure a correct computation. But he energy functional for our approach is locally convex, which means that proper initial guesses are needed. Future works are how to choice good initial contours and to investigate the global minimization approach of multiphase image segmentation. 
