Abstract. Consider a relation schema with a set of dependency constraints. A fundamental question is what is the minimum space where the possible instances of the schema can be "stored". We study the following model. Encode the instances by giving a function which maps the set of possible instances into the set of words of a given length over the binary alphabet in a decodable way. The problem is to find the minimum length needed. This minimum is called the information content of the database.
Introduction
Let ÔR, ΣÕ be a dependency schema in the relational database model ([1] ) where R is a relational schema with a single relation and Σ is a set of dependencies on the set of attributes Ω of size Ω n. Suppose that all the domains of the attributes are finite. Then the number of possible tuples is also finite. Hence the number of possible instances I is finite, too. A fundamental question is "what is the minimum space where a database can be stored?". Some of the possible applications are efficient and error-tolerant data transmission or achiving.
Let us repeat the problem for readers not so familiar with the notations above. A database is a table (matrix) of n columns. A row or a record contains the data of one object or person, where the ith element of the row is the ith attribute, the ith type of data of the object. The number of possible values in one place in a row is finite. There are some constraints, rules, connections among the values in a row, given by Σ. There are only finitely many possible rows satisfying these constraints.
An actual situation in the database is a collection of these possible tuples. This is called an instance I of the relation. We need to store the instances in such a way that different instances have different "stored forms". On the other hand the "stored forms" should be relatively small. Our goal is to give a model of this situation.
The following model is suggested. Encode the instances by 0,1 sequences of length , that is, give a function c : IÔR, ΣÕ Ø0, 1Ù which maps the set of possible instances IÔR, ΣÕ into Ø0, 1Ù . Of course the map should be decodable, c should give different sequences for different instances.
c is called the code length. The problem is to find the minimum of . This minimum can be called the information content of the database schema: InfÔR, ΣÕ. Of course, this is nothing else but the log of the total number of of possible instances, Ölog 2 IÔR, ΣÕ ×.
Although the definition is simple and natural, there are difficulties in its implementation. In most cases it is impossible to give an exact number for the total number of instances. We will show a simple-looking example of a trivial multivalued dependency when it is not easy to determine even the asymptotical number of instances.
Our other toy-example is when there is only one minimal key in the dependency schema. In that case we were able to give an exact formula for the number of possible instances using elementary steps. Of course there is a code with length InfÔR, ΣÕ. But this code is useful only when it can be obtained by a simple algorithm and can be similarly decoded, that is the instance can be obtained from the code by another easy algorithm. We do not know if this can be done in our case of only-one-key. However we can show a very natural code which is only slightly longer than InfÔR, ΣÕ.
The next problem arises when the instance is subject to an elementary modification. There is a very natural requirement on these codes. If two instances are similar then their codes should also be similar. More precisely we should write "close" in the previous sentence rather than "similar". If this condition is not satisfied it might happen that making a little change in the database (instance) the changes in the encoded version are big, we have to work too much to get the changes.
Consider some elementary changes in I, like deleting or adding a row, replacing one entry in one of the rows. We would like to have a small change in the code of an instance if it is a subject of one of such elementary changes. The changes in the codes are measured by the Hamming distance that is the number of different digits.
We will show that if this requirement takes place in a fairly strict manner then the code is much longer.
Let us introduce some basic notations that are used in the paper. For an n-tuple t Ôt A1 , . . . , t An Õ and X Ω ØA 1 , . . . , A n Ù let π X ÔtÕ denote the
