In this paper we consider an extension of the half-normal distribution based on the distribution of the maximum of a random sample. It is shown that this distribution belongs to the family of beta generalized half-normal distributions. Properties of its density are investigated, maximum likelihood estimation is discussed and the Fisher information matrix is derived. A real data illustration is presented, and comparisons with alternative extensions of the half-normal distribution reveal good performance of the proposed model.
Introduction
proposes an asymmetric family of distributions with distribution function (d.f.) F F (z; α) = {F(z)} α , z ∈ R (1.1) from such a distribution is given by
We use the notation Z ∼ FO F (α).
Remark 1.
It follows that function (1.2) is a density function provided z ∈ R or z ∈ R + , from which alternative distributions can be defined with support R or R + . Durrans (1992) considered the case of (1.2) in which F is the d.f. of the standard normal distribution, Φ, referring to the resulting distribution, FO Φ (α), with density ϕ Φ (z; α) = αφ (z){Φ(z)} α−1 , z ∈ R, α ∈ R + , (
as being the generalized Gaussian distribution. Gupta and Gupta (2008) also considered the FO Φ (α) distribution in some detail. They referred to the class of distributions with density (1.3) as the power-normal model. Lehmann (1953) , Durrans (1992) and Gupta and Gupta (2008) can be consulted for the fundamental properties of the FO Φ (α) distribution. Pewsey et al. (2012) show that the Fisher information matrix for the location-scale extension of the power-normal model is nonsingular for α = 1, that is, the ordinary location-scale normal model.
In Durrans (1992) , the generalized Gaussian distribution is also a special case of the so-called Beta-normal distribution of Eugene et al. (2002) . Jones (2004) considered an extension of the construction in Eugene et al. (2002) which includes any distribution function and not just the standard normal distribution.
On the other hand, the generalized half-normal distribution is introduced in Cooray and Ananda (2008) as an alternative to the Gamma, Weibull, log-normal and Birnbaum-Saunders distributions to model positive life time data. We say that X is a random variable with generalized half-normal (GHN) distribution with scale parameter σ and shape parameter α, if its density function is given by
, that is, one obtains the half-normal model with scale parameter σ . This family is extended in Pescim et al. (2010) , where a four parameter family is generated. This paper focuses on studying the distribution that is generated when we consider the density (distribution) function in (1.2) as the density (distribution) function of the half-normal distribution. The half-normal distribution introduced is called the power half-normal (PHN) distribution. The PHN family is a subfamily of the distributions considered in Pescim et al. (2010) . The distribution PHN has only two parameters and can be used for fitting positive data from reliability or survival experiments being thus an alternative to half-normal, gamma and Weibull distributions, among others.
The paper is organized as follows. In Sec. 2 we present the power-half-normal distribution. Basic properties such as quantiles, risk functions, characterizations and moments derivation are discussed. Sec. 3 deals with inferential aspects such as likelihood function, likelihood equations and Fisher information matrix. In Sec. 4, we illustrate the importance of the new distribution by applying it to three real data sets using maximum likelihood estimation. Results reveal that the proposed PHN model can outperform competing alternatives previously proposed.
2. Power half-normal distribution Definition 1. A random variable Z is said to follow a power half-normal distribution with scale parameter σ and shape parameter α if its probability density function (pdf) is given by:
where σ > 0, α > 0, z > 0 and φ (·) (Φ(·)) denotes the density (distribution) function for the standard normal density (distribution) function. We use the notation Z ∼ PHN(σ , α). 
Main properties
In the following, quantiles, hazard and survival functions are derived for model PHN. Thus, letting Z ∼ PHN(σ , α), we have
The corresponding survival and the hazard rate functions are, respectively, given by
Fig . 4 and 5 depicts plots for the survival and hazard rate functions for the half power-normal distribution. Notice that there are instances that the hazard function is initially decreasing and then increasing being thus of the bathtub shape. Note that the functions
. So, they can be easily calculated.
Characterizations of PHN distribution
In designing a stochastic model for a particular modeling problem, investigators will be vitally interested to know if their model fits the requirements of a specific underlying probability distribution. To this end, the investigator will rely on the characterizations of the selected distribution. Generally speaking, the problem of characterizing a distribution is an important problem in various fields and has recently attracted the attention of many researchers. Consequently, various characterizations results have been reported in the literature. These characterizations have been established in many different directions. In this Section, we present yet another characterizations of PHN distribution. These characterizations are based on conditional expectations of a function of the random variable.
Here, we employ a single function ψ of X and state characterization results in terms of ψ (X) .
if and only if
Proof. Is straightforward. 
Taking derivatives from both sides of the above equation and rearranging terms, we arrive at
Integrating both sides of this equation from x to b and using the condition lim x→b − ψ (x) = ∞, we obtain Eq. , Proposition 2 gives a characterization of PHN distribution.
Moments
Moments of the PHN model can be computed numerically using routine "integrate" from software R. The following proposition presents r-th moments of a random variable following the PHN distribution. Proof. The definition of moment implies
The result follows after making the variable change u = 2Φ z σ − 1. 2 Therefore, the first four moments are given by
Corollary 1. The asymmetry and kurtosis coefficients are given, respectively, by 
Shannon entropy
The entropy of a random variable Z is a measure of its uncertainty Shannon entropy measure is defined by
If follows, after extensive algebraic manipulations that Shannon entropy for the PHN model is:
with κ 2 as given above. Notice that as α = 1 (half-normal distribution),
2σ 2 and E(Z 2 ) = σ 2 , where E(Z 2 ) is the second moment of the half-normal distribution. Then one obtains, as a particular case, the Shannon entropy for the half-normal distribution (see Ahsanullah et al. 2014) , which is given by
Inference
In this section we discuss moments, maximum likelihood estimation, Fisher information matrix and present results of a simulation study.
Moment estimators
Using the first two moments, the moments equations are given by
and
Solving for σ in equation (3.1), it follows that
Thus, replacing σ , given in Eq. (3.3), in the Eq. (3.2), it follows that:
Solving the Eq. given in (3.2) for α we obtain α M , and hence replacing α by α M in Eq. (3.3) one obtain σ M . This leads to the moments estimators ( σ M , α M ) for (σ , α). The Eq. given in (3.4), is solved numerically using function solve available in software MAPLE.
The log-likelihood function
Let Z 1 , ..., Z n be a random sample from random variable Z ∼ PHN(σ , α). The likelihood function
, where l(θ ; z) is the log-likelihood function for θ based on the observation z, such that,
Score function
Some standard algebraic manipulations show that the score function is
S θ (θ , z) = ∂ l(θ , z)/∂ θ is the vector (S σ , S α ) with elements
The second derivatives of l(θ ; z) are:
.
Fisher information matrix
Using the second derivatives above, the Fisher information matrix for the distribution PHN can be written as
with elements given by
σ ,
where
can be computed numerically.
Simulation study
A simple algorithm can be formulated for generating from the PHN distribution. 
(iii) Return to (i). Table 1 shows results of simulations studies, illustrating the behaviour of the MLEs for 1000 generated samples of sizes n = 20, 50 and 100 from population distributed as PHN(1, α) . For each generated sample, MLEs were computed numerically using a Newton-Raphson procedure. Means, standard deviations (SD) and root mean squared errors (RMSEs) are reported. Observe that as the sample size increases, estimates are closer to the true values and, moreover standard deviations and RMSEs become smaller.
Illustration
Hereafter, for illustration purposes, we analyze three data sets. We consider now the computation of the maximum likelihood estimates for the models GHN and PHN based one a real data set.
Description of the data sets.
(1) I1 Volcanoes data( Table 2) : The real data corresponds to heights (in 100× feet) of 219 volcanoes studied in Tukey (1977) . This data set has been recently analyzed in Castillo et al. (2011) . (2) I2 Survival times (Table 3) Table 4) : The real data set analysis using a data set previously analyzed in Birnbaum and Saunders (1969) , related to the lifetimes in cycles 10 −3 of aluminium 6061 − T 6 pieces cut in parallel angle with the rotation direction, oscillating at the rate of 18 cycles/s at maximum pressure 31,000psi, with a total sample size of 101 units. Table 5 presents basic descriptive statistics for the data sets. Using results from Section 3.1, moments modified estimators used as initial estimates for the maximum likelihood approach. Table 6 shows parameters estimates by maximum likelihood using the bbmle package in program R (2012). For each model we report the value of maximum likelihood estimate and the corresponding Akaike information criterion (AIC), according to Akaike (1976) , we consider also Finally, we apply the Cramér-von Mises (W * ) and Anderson-Darling (A * ) test statistics. The W* and A* test statistics are described in details in Chen and Balakrishnan (1995) . In general, the smaller the values of W * and A * statistics, the better the fit to the data. The values of these statistics for all models are given in Table 7 . As expected, the values of W * and A * for the PHN model fits better than the GHN model for the data analyzed. 
Concluding remarks
This paper focuses on studying a submodel of the family of models introduced in Pescim et al. (2010) . This model has two parameters and is an alternative to the generalized half-normal (GHN) studied in Cooray and Ananda (2008) . Most of the results present explicit expressions which are easily computable. A simulation study is conducted for the shape parameter and show that the MLE present small bias for small and moderate sample sizes. In the application, Akaike's AIC, CAIC and BIC criterion is used for model comparison which shows that the proposed model presents better fit to the data sets analyzed than the model proposed in Cooray and Ananda (2008) .
