Abstract: Equations to predict Eucalyptus timber volume are continuously updated, but most of them cannot be used for certain locations. Thus, equations of similar strata are applied to clonal plantations where trees cannot be felled to fit volumetric models. The objective of this study was to use linear regression and artificial neural networks (ANN) to reduce the number of trees sampled while maintaining the accuracy of commercial volume predictions with bark up to 4 cm in diameter at the top (v) of Eucalyptus clones. Two methods were evaluated in two scenarios: (a) regression model fit and ANN training with 80% of the data (533 trees) and per clone group with 80% of the trees in each group; and (b) model fit and ANN training with trees of only one clone group at ages two and three, with sample intensities of six, five, four, three, two, and one tree per diameter class. The real and predicted v averages did not differ in sample intensities from six to two trees per diameter class with different methods. The frequency distribution of individuals by volume class by the two methods (regression and ANN) compared to the real values were similar in scenarios (a) and (b) by the Kolmogorov-Smirnov test (p-value > 0.01). The application of ANN was more effective for total data analysis with non-linear behavior, without sampled environment stratification. The Prodan model also generates estimates with accuracy, and, among the regression models, is the best fit to the data. The volume with bark up to 4 cm in diameter at the top of Eucalyptus clones can be predicted with at least three trees per diameter class with regression (root mean square error in percentage, RMSE = 12.32%), and at least four trees per class with ANN (RMSE = 11.73%).
Introduction
Eucalyptus plantations are located all over the world [1] . In Brazil, most tree species used to supply the forest industry are of the genus Eucalyptus; they have favorable characteristics for the industry and can adapt to different edaphic and climatic conditions [2, 3] . In the Amazon region, forest plantations with Eucalyptus are expanding, especially in pasture areas [4] , where volumetric timber stock should be constantly evaluated. Despite the importance of Eucalyptus in Brazil, there is a lack of technical and scientific information on cultures in the Amazon region [5, 6] . This is also the case for the availability of volumetric equations. 
Methods for Estimation of the Tree Attributes
A total of 666 sample trees, from 14 clones of different species and hybrids, were felled in 2010, 2011, 2012, and 2013 (Appendix A- Table A1 ). The felled trees were selected in rectangular plots of 24 × 21 m, allocated in areas of all regions.
The diameter at breast height (dbh) in cm of the trees were measured with a tape measure. After harvesting the sample trees, the total height (h; m) was measured with long tape and the diameter with bark were measured in the positions of height (in meters) equal to 0.0, 0.5, 1.0, 1.3, 2.0, 4.0, and so on every two meters to the diameter with bark equal to 4.0 cm. The real volume with bark up to 4 cm in diameter at the top (v) of felled trees was obtained by the Smalian method [25] .
Clone Cluster Analysis
The cluster analysis was performed to divide the clones into homogeneous groups and allow the comparison between the regression model and ANN in different scenarios. The variables dbh, h, and v (means per clone) were used in the clustering analysis. The Euclidean distance [26] , the measure 
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The cluster analysis was performed to divide the clones into homogeneous groups and allow the comparison between the regression model and ANN in different scenarios. The variables dbh, h, and v (means per clone) were used in the clustering analysis. The Euclidean distance [26] , the measure of dissimilarity used to distinguish between groups, and Ward's method [27] , an agglomerative hierarchical technique, were both used to obtain data using the statistics package in R version 3.4.1 (R Core Team, Vienna, Austria).
The efficiency of the grouping method was evaluated with the cophenetic correlation coefficient. A horizontal line between branches was plotted on the resulting dendrogram, forming three groups of clones.
Settings to Select the Best Model
The 666 trees were used in five statistical models to identify the one with the best fit ( Table 2) . Table 2 . Volumetric models tested to predict volume with bark up to 4 cm in diameter at the top of Eucalyptus clone trees.
No.
Author * Model
Ln = natural logarithm; β i = model parameters, where i: 0, 1, 2, 3, and 4; v = commercial volume with bark up to 4 cm in diameter at the top of the tree; h = total height (m); dbh = diameter at breast height (cm); and ε i~N (0, σ 2 ) = random error; * Models found in: Camolesi et al. [28] ; Schneider and Tonini [29] ; and Rolim et al. [30] .
The model's parameters were estimated by the ordinary least squares (OLS) method with the "lm" function in R. The individual volume predicted by logarithmic models was multiplied by the Meyer correction factor [31] [F = e 0.5 × MS res ] to correct the logarithmic discrepancy, where: F = Meyer correction factor; e = base of natural logarithms; and MS res = mean square of the residuals. The variance inflation factor (VIF) was calculated for models 2, 4, and 5, to verify the presence of multicollinearity in the predictor variables.
The models were compared using the adjusted coefficient of determination (R 2 adj ), residual standard error (S y.x ), variation coefficient (VC%), Student's t-test for the estimated parameters (5% significance), Akaike's Information Criterion (AIC), graphical analysis of percentage relative errors (E%) vs. real volumes, and histogram of frequency of E%.
ANN Training
The trained ANNs were of the multilayer perceptron type (MLP). The typical MLP architecture consists of one input layer containing the predictor variables, one or more hidden layers, and one output layer containing the predicted variable. The layers have a high degree of connectivity, whose strength of the connection is determined by the synaptic weights [32] . In the present study, the ANNs were trained with one hidden layer.
The dbh (cm), h (m), and age (months) were the quantitative input variables, and the region (Dom Eliseu, Paragominas, and Ulianópolis), farm (located in each region), and clone group were the qualitative variables. The clone group was inserted only in the model fit and ANN training with the general data. The number of categories for the qualitative variables varied per scenario, with maximums of 3, 3, and 39 for the region, clone group, and farm, respectively. The v (m 3 ) was the output variable. The activation functions used in training were exponential, identity, logistic, and hyperbolic tangent. The Broyden-Fletcher-Goldfarb-Shanno (BFGS) training algorithm was used. The minimum learning rate was 0.0001, while the maximum was 0.001.
Two hundred ANN were trained by approaches from the two scenarios, totaling 2000 ANN trained. After the training, the five best ANNs were retained per approach based on the correlation coefficient between the real and predicted volumes (r yŷ ): r yŷ = cov(y,ŷ)/[s 2 (y) × s 2 (ŷ)] 1/2 , where: s 2 = variance; cov = covariance; y = real commercial volume with bark v (m 3 ), andŷ = predicted commercial volume with bark v (m 3 ).
The initial ANN weights were randomly generated. The ANNs were obtained with the Neural Networks tool in Statistica 13.2 Trial version (StatSoft Inc., Tulsa, OK, USA).
Selection of the Best ANN
The ANNs retained in the training stage were applied in the generalization dataset and compared to each other by statistics: r yŷ , root mean square error in percentage, RMSE% = 100/ 
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The best network, per approach, was selected using the weighted value method [33] ; n = total number of observations; Nri = number of records with the ith placement; and Wi = weight of the ith placement.
Experimental Scenarios
The methods were applied and evaluated in two scenarios: (a) the regression model fit and ANN training with 80% of the data (533 trees), and per clone group, after cluster analysis, with 80% of the trees in each group; and (b) model fit and ANN training with trees of only one clone group at the ages of 2 and 3 years, with six, five, four, three, two, and one tree per diameter class as sample intensities ( Figure 3 ). The datasets for the model fit and ANN training in the two scenarios were randomly selected. The age, in months, was included in the fit of the volumetric model in both scenarios to obtain more accurate predictions.
Methods Analysis
The analysis of the method predictions (regression and ANN) in both scenarios was based on the statistics cited: ryŷ, RMSE%, bias and error variance. Scatter plots of the standardized residuals as a function of the predicted v were plotted using the following equation:
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Methods Analysis
The analysis of the method predictions (regression and ANN) in both scenarios was based on the statistics cited: ryŷ, RMSE%, bias and error variance. Scatter plots of the standardized residuals as a function of the predicted v were plotted using the following equation: sr = ŷi − yi/(∑ei − ē/n − 1) 0.5 , where sr = standardized residuals; yi = real commercial volume with bark v (m 3 ); ŷi = predicted commercial volume with bark v (m 3 ); ei = difference between the real and predicted volume of the ith tree (m 3 ); ē = mean of the difference between the real and predicted volume (m 3 ); and n = total number of observations.
In scenario (b), an analysis of variance (ANOVA) was performed with a 3 × 5 factorial arrangement: three treatments (regression, ANN, and real) and five sample intensity levels (six to two trees/class) were used to evaluate the differences between the means of the predicted and real values in the sample intensities. The datasets for the model fit and ANN training in the two scenarios were randomly selected. The age, in months, was included in the fit of the volumetric model in both scenarios to obtain more accurate predictions.
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Before ANOVA, the normality of the data was verified with the Lilliefors test and the homogeneity of variance (homoscedasticity) with the Bartlett's test at the 1% significance level. The "lillie.test" function of the 'nortest' package was used in the normality test and the "bartlett.test" function of the statistics package was used in the homoscedasticity test, both in R.
Methods Validation
The regression and ANN predictions, at the 5% significance level, were tested with the Kolmogorov-Smirnov test [20] . The hypothesis tested was as follows: Hn = the frequency distribution of individuals by volume class was equal, and Ha = the frequency distribution of individuals by volume class was different. This statistic was calculated with the "ks.test" function of the statistics package inside R. The trees used to validate the datasets were those that did not participate in the ANN training and regression fit; thus, biases in the predictions were avoided.
Results

Clone Grouping
In the evaluation of the resulting dendrogram, the cophenetic correlation coefficient was 0.8031, representing good reliability and low distortion in the generation of the dendrogram from the data. The groups formed were named A, B, and C, with v averages of 0.1444, 0.1161, and 0.0758 m 3 , respectively. The horizontal line intercepted the dendrogram between the two and four Euclidean distances, configuring the following groups of clones: group A formed by clones C2, C3, C4, C5, C8, C9, and C11 (n = 222); B by C1, C7, and C13 (n = 373); and C by C6, C10, C12, and C14 (n = 71) (Figure 4) . The union of clones by clustering, with high, medium, and low values of v in groups A, B, and C, respectively, reduced the variability of v within the groups. Due to the greater number of clones and a sufficient number of trees to reduce the sample intensity, clone group A was chosen for the model fit and ANN training in scenario (b) ( Table A2) . Before ANOVA, the normality of the data was verified with the Lilliefors test and the homogeneity of variance (homoscedasticity) with the Bartlett's test at the 1% significance level. The "lillie.test" function of the 'nortest' package was used in the normality test and the "bartlett.test" function of the statistics package was used in the homoscedasticity test, both in R.
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Best Model Selection
According to the statistical result, the Model 5 (Prodan) presented a higher R 2 adj value and smaller Sy.x, VC%, and AIC (Table 3 ). The distribution frequency of E% was more concentrated in the zero value for Model 5. The variation in errors of Model 5 was also smaller than that in the other 
According to the statistical result, the Model 5 (Prodan) presented a higher R 2 adj value and smaller S y.x , VC%, and AIC (Table 3 ). The distribution frequency of E% was more concentrated in the zero value for Model 5. The variation in errors of Model 5 was also smaller than that in the other models, and therefore, this model was selected for evaluation with ANN in the later stages ( Figure 5 ). Models 2 and 5 presented VIF > 10, indicating the presence of multicollinearity. 
ANN Retained in Scenarios (a) and (b)
The selected ANNs presented a high degree of correlation between the predicted and real v in the generalization, with ryŷ > 0.9860 (Table 4) . The exponential activation function was the most frequent and the identity was the least frequent in the selected ANNs. The neuron number in the hidden layer varied from 3-25 in scenario (a) and from 1-30 in (b). In scenario (a), the number of input variables of ANNs with the general data was higher than the other approaches of this same scenario and, in scenario (b), the number of input variables in the intensity of the one tree per diameter class was lower (13) (14) (15) (16) (17) (18) (19) . 
The selected ANNs presented a high degree of correlation between the predicted and real v in the generalization, with r yŷ > 0.9860 (Table 4) . The exponential activation function was the most frequent and the identity was the least frequent in the selected ANNs. The neuron number in the hidden layer varied from 3-25 in scenario (a) and from 1-30 in (b). In scenario (a), the number of input variables of ANNs with the general data was higher than the other approaches of this same scenario and, in scenario (b), the number of input variables in the intensity of the one tree per diameter class was lower (13) (14) (15) (16) (17) (18) (19) . 
Predictions Assessment in Scenario (a)
The volume predictions of Model 5 and the best ANN selected for the general data and for each clone group showed a high correlation between real volumes, with r yŷ ≥ 0.9940 (Table 5 ). The ANN was modeled more efficiently in the approach with the general data, with an RMSE smaller than 8%. The error variations of Model 5 in clone groups A and B were smaller than those of ANN. The accuracy in the v predictions of upper classes was lower in both methods ( Figure 6 ). 
Predictions Assessment in Scenario (b)
As in scenario (a), the ryŷ values in the two methods were relatively high (≥0.9843) ( Table 6 ). The RMSE% values of ANN with five, four, and two trees per class, and of Model 5 with six, three, and one tree per class were smaller. The dispersion of the residuals, for both methods, was more accurate along the zero axis in the smaller and intermediate values of v and less accurate in the larger values ( Figure 7) . 
As in scenario (a), the r yŷ values in the two methods were relatively high (≥0.9843) ( Table 6 ). The RMSE% values of ANN with five, four, and two trees per class, and of Model 5 with six, three, and one tree per class were smaller. The dispersion of the residuals, for both methods, was more accurate along the zero axis in the smaller and intermediate values of v and less accurate in the larger values ( Figure 7) . Table 6 . Correlation coefficient (r yŷ ), root mean square error (RMSE%), bias, and error variance (EV) of the artificial neural networks, and equations for Model 5 in the sample intensities of scenario (b). 
Method
ANN Bias −0.00039 0.00154 −0.00099 −0.00136 0.00222 0.00339 EV 0.00005 0.00003 0.00005 0.00007 0.00011 0.00009 Model 5 ryŷ 0.9914 0.9913 0.9910 0.9907 0.9871 0.9843 RMSE% 11.78 12.17 12.42 12.32 14.33 16.21 Bias −0.00001 0.00051 0.00047 0.00009 0.00001 −0.00095 EV 0.00005 0.00005 0.00005 0.00005 0.00007 0.00009
Variance Analysis for Means in Scenario (b)
In the normality test, values of v with Model 5 and ANN were significant at 1%, except for the intensity of five and four trees per diameter class, respectively (Table A3) . Therefore, the values were transformed into natural logarithms and submitted to a new Lilliefors test. After the transformation, the real and predicted values in the intensities of six to two trees per diameter class presented normality. In the homoscedasticity test, the v values of all sample intensities presented homogeneity of variance, with p-values greater than 0.01. The mean values of v in ANOVA did not differ between treatments and intensities, with F cal = 0.25 and p-value = 0.98 (Table A4) .
Predictions Validation in Both Scenarios
The predicted v distributions relative to the real values in scenarios (a) and (b) with the Kolmogorov-Smirnov test were similar in both methods (Model 5 and ANN), with p-values greater than 1% (Table A5) , thus, the hypothesis Hn was not rejected.
Discussion
New methods for predicting timber volume without reducing accuracy are needed to reduce the costs of felling sample trees. ANN has advantages over linear regression models due to factors such as the ability to learn and generalize, noise tolerance, and modeling of non-linear relationships between variables [34] [35] [36] [37] . However, in the present study, it was observed that linear regression may also overcome the ANNs, contrary to other studies [21, 38, 39] . In addition, regression models are easier to implement and can provide logical estimates under extrapolation [1, 40] . Thus, the comparison between the two methods is valid to investigate which is more appropriate for data modeling.
The overestimation of some smaller values of v in the five fitted models ( Figure 5 ) indicated the presence of outliers [41] [42] [43] , however, this did not significantly influence the predictions of the best model. The selection of Model 5 for ANN evaluation was due to the good statistical fit, more compact residual distribution, and lower variability and bias in the predictions. This choice reinforces the importance of testing more than one model per situation, despite the Schumacher-Hall model being reported as the best model to predict tree volume [44] [45] [46] . Thus, Model 5 best fits the data of this study, being the most suitable to predict commercial volume at the regional level. The presence of multicollinearity was expected for the independent variables of Models 2 and 5. Thus, the models should be used with caution for data coming from different locations and differing from the range of variables presented in this study.
The high r yŷ of ANN retained in both scenarios was due to their ability to model complex relationships between qualitative and quantitative variables [47] [48] [49] . The largest neuron number in the hidden layer for the general data was due to the modeling complexity with qualitative variables (region, farm, and groups of clones) [50] . The input number reduction in ANN up to the one tree per class intensity was due to data randomization without the inclusion of some categories of qualitative variables in the training (region and farm). According to Silva et al. [51] , obtaining the appropriate architecture of the neural network is optimized by successive attempts that produce satisfactory results. Görgens et al. [15] argue that architecture is directly related to the learning power of the network, and, in more complex data, the demand for neurons and even for layers increases. In the present study, the non-linear behavior of the data required the use of more complex variables, and, therefore, influenced the number of neurons in the input and hidden layers. Thus, it is important to test as many architectures as possible to find the best fit for the data distribution.
Analyzing scenario (a), the highest r yŷ value and lowest RMSE% of the ANN, with the general data, indicate that the precision increases with the inclusion of the clone group as a qualitative variable [22, 23, 52] . The smaller error variations in the equations with Model 5 in the predictions per clone group are necessary to reduce the data variability by stratification, generating an equation per clone group. Similar results were obtained by Ribeiro et al. [23] using the Schumacher-Hall model and ANNs for estimation of the bole volume for different species in the Tapajós National Forest. After stratifying the data for the regression, they observed an improvement in the parameter estimates in comparison to the use of a single equation. The need to generate an equation per approach requires more time for data collection and fit [23] and, therefore, v can be predicted with an ANN for the general data. The smaller precision in the upper classes of v for the approach of both methods in scenario (a) was due to the greater data variation in these classes.
The high r yŷ value in scenario (b) indicates a good fit of the methods in predicting the data. The highest r yŷ value and lowest RMSE% of the equations with Model 5 compared to ANN in the intensities of six and three trees per class suggested that a greater number of trees decreased the quadratic error and increased the accuracy of the predictions. For Model 5, at least three trees per class are better for predicting v, while for ANN, at least four trees per class are better for prediction, based on the increase in RMSE% in the intensities of two and three trees per class, respectively. This result was similar to that found by David et al. [53] , in which they affirmed that it is possible to predict stem volume of Eucalyptus grandis W. Hill ex Maiden × Eucalyptus urophylla ST Blake by measuring at least two trees per class. However, these authors used sampling proportional to the frequency of trees by diameter class; the present study used the same number of trees per class, except for the intensity with only one tree in the class.
The mean similarities of v in ANOVA between treatments and intensities of six to two trees per diameter class indicates that the reduction in the number of trees did not significantly decrease the accuracy of the estimates. The reduction in the sampling intensity may be feasible for the prediction of v, representing time and cost savings in the collection of volume data [17] . The increase in the error for volume prediction using one tree per diameter class indicates the difficulty in this sampling to represent all variations in the data. Therefore, further studies on volume estimation at different sample intensities can be performed locally or regionally in order to verify the gains in the optimization of the sampling and in the precision and accuracy of the estimates. In addition, tests of parameterization of ANNs and evaluation of possible gain by changing the algorithm to others such as the resilient propagation, backpropagation, and Levenberg-Marquardt, as well as normalization and equalization tests can bring better results when estimating commercial volume [23] .
Concerning the Kolmogorov-Smirnov test, the similarities in the predicted v distribution relative to the real values indicated ANN and Model 5 as the most appropriate methods to predict timber volume of Eucalyptus clones at the tested sample intensities due to the accuracy [20] . The v distribution with the trend of real data, even with their complexity, resulted in a good quality fit for Model 5.
Conclusions
The ANN and linear regression proved to be efficient in predicting commercial volume in scenarios (a) and (b). The ANN more efficiently predicted data at more general levels (all clone groups). Model 5 (Prodan) also generated predictions with accuracy, and, among the regression models, was the best fit to the data.
The volume with bark up to 4 cm in diameter at the top of Eucalyptus clones in the southeast mesoregion of Pará State, Brazil, can be predicted with at least three sample trees per diameter class by regression and four trees per class by ANN.
In addition to the accuracy of the estimates using ANN and the model of Prodan, their performance in predicting volume using smaller samples represents costs and time reduction for forest inventory practices. ns non-significant value; n = number of observations.
