Accurate models of robots' dynamics are critical for control, stability, motion optimization, and interaction. Semi-Parametric approaches to dynamics learning combine physics-based Parametric models with unstructured Non-Parametric regression with the hope to achieve both accuracy and generalizablity. In this paper we highlight the nonstationary problem created when attempting to adapt both Parametric and Non-Parametric components simultaneously. We present a consistency transform designed to compensate for this non-stationary effect, such that the contributions of both models can adapt simultaneously without adversely affecting the performance of the platform. Thus we are able to apply the Semi-Parametric learning approach for continuous iterative online adaptation, without relying on batch or offline updates. We validate the transform via a perfect virtual model as well as by applying the overall system on a Kuka LWR IV manipulator. We demonstrate improved tracking performance during online learning and show a clear transference of contribution between the two components with a learning bias towards the Parametric component.
I. INTRODUCTION
Robot platforms are becoming more capable with major advancements in actuator/robot mechanical design. These advancements are evident in the slew of new robotic platforms such as Valkyrie, ANYmal, Franka Panda manipulator, etc. These robots, whilst capable, can display several problems which limit their performance with existing controllers. One of the limitations present is the inaccuracy of their dynamics models. This inaccuracy can affect many aspects of robots such as; control, stability, motion optimization, and interaction. Any task which is dependent on accurate force control or prediction are subject to issues such as: robots falling over, instability, and dangerous behaviour. As such there has been a drive to improve the dynamics models through better measurements and data-driven learning.
Dynamics Models can be split into three major model types: Parametric [1] , [2] , [3] , Non-Parametric [4] , [5] , [6] , and Semi-Parametric [7] , [8] , [9] , [10] . Whether the models are Parametric or not depends on the use, or not, of parameters based on known physics.
In particular, Parametric models typically use the classical rigid body dynamics equation to model the forces of the robot and heavily rely on reformulations, known as regressors [1] , [11] . Parametric models tend to demonstrate strong ability in generalizing over the state space of the robot, with a small enough parameter error and state feedback control. Some examples also benefit from rigorous mathematical proofs of stability [2] . The Parametric models do suffer from non-modelled forces when implemented on real platforms which can negatively affect their performance and learning.
Non-Parametric models fall more under the context of machine learning. The Non-Parametric models tend to view the problem as a mapping function from the input state to the output torque. These models typically do not enforce any strict structure based on physics. This non-physics based structure allows the model to learn any non-linear function which can encapsulate all and any forces present in the dynamics of the robot. Non-Parametric methods are normally data-driven as in the case of Gaussian Process Regression [5] , Neural Networks and Gaussian Mixture Models [6] . The data-driven nature of the algorithms can cause issues if the data is of poor quality or limited in quantity. These methods also tend to have issues with generalizability, as the models tend to fair poorly in areas of limited/no data.
Semi-Parametric models are one of the most recent categories proposed to model dynamics. The general concept of Semi-Parametric model are that they are a combination of both the previous methods, Parametric and Non-Parametric. The implementations vary in structure, but generally the Parametric component is designed to handle the traditional rigid body dynamics, whilst the Non-Parametric component designed for a non-linear error which represents all forces not defined in the Parametric component. As an example in [8] the authors use Semi-Parametric Gaussian Processes to learn the dynamics. [8] uses data in batches to estimate hyperparameters and to learn the Gaussian Process.
The main focus will be on the issue of online simultaneous model updates. We focus on an online algorithm due to faster learning of the dynamics model. The online aspect will also allow faster reaction to any physical changes in the dynamics model. Whilst batch-based methods can update to long term physical changes in the dynamics model, they are restricted by the time it takes to collect a batch before applying an update to the model.
Simultaneously updating both parts of the model introduces the issue of a non-stationary target for the Non-Parametric component, which shall be described in the next section. We aim to solve this using a consistency transform that will avoid the need to retrain the Non-Parametric component, or the need to ignore previous data. The contribution of this work are as follows:
• Introduction of the non-stationary issue during simultaneous learning for Semi-Parametric models. • Proposal of an approximate consistency transform. • Defining and analyzing an online simultaneous Semi-Parametric algorithm.
II. PROBLEM STATEMENT
The true dynamics of a fixed robotic platform can be represented as:
Where M represents the inertia matrix, C the Coriolis and centrifugal matrix, G the gravity vector and F the coulomb friction vector, which combined form the Parametric contribution of the model. The ε vector represents any other forces present, such as friction effects not in the coulomb model. τ is the joint torques due to the sum of these forces which are the full torques experienced/measured by the platform. As mentioned the two components of the Semi-Parametric model learns the full torque model, τ, where ε is learned by the Non-Parametric component which has the following form:
Thus ε represents the torque error between the current state's (q,q,q) Parametric modelled torque, τ c , and the full measured torque output, τ. With the formulation of the model in (2), when we update the Parametric model the target function of the Non-Parametric model will change. Due to change in the Non-Parametric target function the function is classed as non-stationary with respect to change in the inertial parameters. This non-stationary function means that the previously learned model can be inconsistent with new errors, when the Parametric model is updated, leading to incorrect predictions. These incorrect predictions can have unpredictable effects on the robot causing instabilities due to incorrect torques for a given desired state. The inaccurate predictions can increase errors in trajectory tracking relying on state feedback to control these incorrect torques.
The non-stationary nature of the function is an important problem if we wish to maximize the contribution of the Parametric model such that the model becomes more state generalizable. The same issue can occur if we want to also improve estimations of the inertial parameters through the Parametric model, which can be used by other model predictive controllers.
To solve the issue of the non-stationary target function we propose an online Semi-Parametric algorithm with a consistency transform for the Non-Parametric model with respect to the known inertial parameter change. The consistency transform will allow the previously learned model to approximately remain consistent with the new target function without further learning or retraining.
III. METHODOLOGY
In the implementation of this paper we have used Composite Adaptive Control [2] and Gaussian Mixture Models [12] (GMMs) for the Parametric and Non-Parametric components respectively. The Parametric component can be freely chosen, however, [2] was chosen due to the proven stable adaptation. The Composite Adaptive Control algorithm also defines two sources of learning, the state and torque errors. Having two errors can be beneficial for Semi-Parametric controllers, as often the state errors are driven towards zero quickly, due to both models learning the correct torque combined. When the state errors approach zero the learning using this error stalls, meaning that the Parametric model will stop learning even if the inertial parameters are incorrect. By using the torque errors as well we can still drive the Parametric learning even if the state errors tend towards zero, allowing us to maximize the Parametric model contribution and to minimize the error on the inertial parameters.
GMMs were chosen for the Non-Parametric component for several reasons. Firstly, efficient implementations of the algorithm exist as evidenced in [12] , which compared against other methods such as Gaussian Process Regression, have a significantly smaller complexity. Secondly, the representation is statistically significant, which can reduce the amount of memory required due to previous data being described by the statistics. The last reason is due to the GMM's statistical nature, the space is easier to understand allowing a linear transformation to be defined and applied.
A. Parametric Model
The basic approach for the Parametric learning component is to rearrange the rigid body dynamics equations to be linear with respect to the dynamic parameters, creating a regressor. The regressor can then be inverted or used in an iterative least squares algorithm to find the inertial parameters given input data. . This shows that the covariances adjust to the new slopes of the function much more accurately and the new GMM is now consistent with the change in the function. It is important to note that no learning is done between (a) -(c), only the consistency transform applied.
Composite Adaptive control [2] learns through two sources of data using two different regressors. These regressors are defined as direct and indirect in [2] . The direct regressor formulation uses resolved acceleration and velocity measurements. With the resolved accelerations and velocities we can reformulate the rigid body dynamics equation to:
Where • d is the desired value of •, K is a positive definite gain matrix, Y is the regressor matrix, and π is the inertial parameter vector.
The indirect formulation uses a filtering approach reformulate the equation into a regressor that represents the filtered torque.
Where w(r) is the impulse response from a first order filter and W is the filtered regressor.
When the control law in [2] and (8) are combined the controller can be shown to be stable in the Lyapunov sense with convergence in the parameters, velocity and position [2] .
Where• is the estimated value of •, s is the weighted position and velocity errors, e is the measured torque error, and P and R are positive definite matrices.
B. Non-Parametric Model
The general concept of the Gaussian Mixture Model is to represent a non-linear function through a sum of multidimensional Gaussian models. This represents the full joint probability space for the inputs and outputs, as each Gaussian has the dimension of the input dimension plus the output dimension. To actually define these Gaussian models, to learn a function, they need to be placed throughout the state space following the training data. An example of a trained GMM on a Sine Wave is be shown in figure 2a.
The GMM learning was implemented using the Iterative Gaussian Mixture Model (IGMM) algorithm defined in [12] . The IGMM algorithm attempts to create an adaptive GMM that can be learned iteratively at low computational cost. The algorithm also defines a metric for adding and removing components. Detail on the algorithm can be found in [12] .
Using the GMM we can apply a regression algorithm, known as Gaussian Mixture Regression, to predict an output based on a given input. The regression uses the fact that each Gaussian is defined as a prior, a mean vector (µ), and a covariance matrix (Σ). As each Gaussian also represents the joint probability of the inputs and outputs, we can decompose it as such representing the mean and covariance as (9) and (10) . Using this structure we can condition each Gaussian on the input dimensions, with a given input, to create a conditional mean for the output dimensions (11) .
Where the • j indicates the Gaussian • belongs to, p( j|x i ) is the posterior probability of the input given the jth Gaussian, i and o represent the input (q,q,q for dynamics) and output (τ for dynamics) dimensions respectively, µ i and µ o represent the input and output dimension means, Σ k,l represents the covariance between the dimensions k and l, andx o represents the conditioned prediction output of the GMR algorithm.
C. Semi-Parametric Model
The Semi-Parametric model takes both of these components and combines them such that the Parametric model describes the forces related to the dynamic parameters (M(q), C(q,q), G(q), F(q,q)), whilst the Non-Parametric target is the error between the actual torque and the Parametric model. As mentioned in section II this can create an inconsistency between the models if both are updated, which could potentially cause erratic or dangerous behaviour through poor predictions.
D. Semi-Parametric Consistency
When the Parametric model updates are known with respect to the inertial parameters, we can determine the change in torque in any given state given the change in parameters. In the following we demonstrate the linear transformation in the Non-Parametric function with respect to the inertial parameters.
Using (15) we can approximately update each Gaussian in the GMM in their local space by linearly approximating the change in torque with respect to state and parameter update.
In particular noting that each of the Gaussian components are described through two main variables; the mean, and the covariance, which we can update with linearly approximated space transformations. Figure 2 gives a visual example of the transformation. The mean is particularly straightforward to update using:
The covariance is not as straightforward as it lies across the relevant space that changes non-linearly. We should be able to make a rough assumption that the covariance matrix in this situation roughly is equivalent to (17) for the case of dynamics.     
Where n is the number of degrees of freedom the robot in question has.
Using the fact the covariance should describe how those variables should change with respect to the other dimensions, the off-diagonal terms should be equal to the partial derivatives of those dimensions. In the context of this paper we can omit the effect of the diagonal and off-diagonal terms on q, q,q as they should not change with respect to the inertial parameters. The important terms to consider are those on the off-diagonal terms involving the τ.
Using (17) as assumption of the covariance layout, the update to the covariance matrix is as follows:
The covariance matrix can be updated by this matrix by:
Using these equations with a trained GMM model you can maintain the consistency between the two models. By keeping the models consistent with each other you can freely update both online and simulataneously with minimal conflict between the models or invalidating the previously learned model. This should reduce the risk of unstable behaviour due to a conflict in the models.
It is important to note at this point that the mean update is exact, however, the covariance update is only approximate in nature due to the Gaussian components being a first order approximation to the data. This can mean that if the Gaussian approximates an area where the inertial parameters have a large effect the approximation can deteriorate with large changes of these parameters.
E. Implementation
The implementation of this system was done using the OROCOS framework [13] which specializes in real-time execution. The calculation for the dynamics, regressors, and the state derivatives of the regressor was done using a custom dynamics library using equations inspired by [11] . The velocity and acceleration of the joints was estimated through the use of a single dimensional kalman filter and PLL filter respectively [14] . Figure 3 shows the control system in the entirety with each component implemented as described in section III with only the key input and outputs shown. It is key to note that the current model component is using the same model as the Parametric component and replicates the change in the inertial parameters.
IV. EXPERIMENTAL VALIDATION
To demonstrate the use of the consistency transformation we define two main experiments. The first will use a pretrained GMM model trained solely on artificial model data. The second shall train the proposed model with the transformation online on a real platform.
A. Virtual Model Experiement
To demonstrate the transformation on the GMM model we shall use a virtual robot, a Kuka LWR 4 with simulated inertial parameters (π), to generate the required data. State data will be generated from seven pre-defined exciting trajectories appended to the end of each other. This state will contain q,q,q, and τ.
Initially the Parametric model uses 0π for the inertial parameters, such that it produces zero torque. The GMM model is then trained on the error as stated in (2) using every third data point. Effectively, the GMM is trained to learn the entire robot dynamics.
The Parametric model is then updated to use 0.5π as inertial parameters. We then compare the output of the Parametric plus GMM before and after the GMM is transformed with respect to this update to the inertial parameters.
The metrics that will then be analysed will be the initial GMM torque prediction error on the full dynamics, and the The trajectories that will be used will be several different Modified Fourier trajectories (MFTs) [15] . The Modified Fourier trajectory is a cyclic trajectory that guarantees a particular starting state.
The ideal result from this experiment shall be that the torque RMSE should be reduced when using the proposed consistency transform compared with using no transform.
B. Real Platform Experiement
To demonstrate the online simultaneous Semi-Parametric controller we aim to show three key features. First, the Non-Parameteric model can learn the desired function, online, starting with an incorrect Parametric model. Second, applying the transform without updating the Non-Parametric model does not significantly increase the tracking or torque errors. Third, to show that both can be learned simultaneously with the same effect.
To do this we shall use a Kuka LWR IV to execute five repeating trajectories for 10 minutes. The following phases are designed to show the initial errors due to the initial incorrect model, followed by the previously defined features.
1) Starting from an incorrect Parametric model and an empty Non-Parametric model, the trajectory will be executed. The Non-Parametric model will be updated iteratively but not outputted to the control. The Parametric model does not update. (0-90 seconds) 2) The Non-Parametric model will then continue to be updated iteratively and will output the learned torque error. The Parametric model does not update. (90-180 seconds) 3) The Parametric model will then be updated iteratively with the Non-Parametric model being transformed accordingly but not updated. (180-360 seconds) 4) The Parametric model will continue to be updated. The Non-Parametric model will both be updated iteratively and transformed continuously. (360-600 seconds) The phases will also be modified to show the effects of not applying the consistency transform. In particular phase 3 will no longer apply the transformation for the GMM.
With the real robot we have a lack of ground truth for the model parameters and the existence of non-modelled forces. Due to the lack of ground truth we cannot directly use the torque as an performance metric, as we lack the ideal desired torque. We can use other metrics as indirect indicators of performance. In particular we shall look at the state errors for position and velocity, which provide the feedback signal for the controller, and the error between the measured torque and the estimate of the current torque from the Semi-Parametric model.
The exemplar trajectory, shown in figure 1, will be shown in a graph with and without the transform. The main evidence will be provided as RMSE of the performance metrics. These metrics are calculated from the concatenated data from each phase of each trajectory. The desired outcome of this experiment should show minimal change to the RMSE or a reduced RMSE.
V. RESULTS

A. Transformation Validation
The results from the simulated experiment are shown in table I. The table shows three main results: 1) The torque RMSE where the GMM learns the entire model of the torque. 2) The non-transformed torque RMSE where the GMM is not transformed and shows the recall error with the parameter update.
3) The transformed torque RMSE where the GMM is transformed to the parameter update with the consistency transform. From these results we can see that the RMSE does rise in both cases of transforming and non-transforming. The magnitude of this increased error though is stark between the two with the transforming case having reduced RMSE over all the joints. This shows that the transformation, whilst not perfect due to the approximate nature of the transform, adjusts the model to the change in parameters allowing the old data to remain relatively consistent. From figure 4b we can see that during Phase 1, where the Non-Parametric model is not outputting, the errors are at the maximum they can be with respect to the high feedback gains. The torque RMSE in this phase is particularly high. During Phase 2 we can notice a drop in most of the metrics. The torque RMSE in this phase again is quite high, especially in joint 2. Finally in Phase 3 and 4 we can see that the RMSE I: Virtual Model Adaptation -When the GMM is trained with the inertial parameters set to 0π the output RMSE is low across all joints. When the inertial parameters are updated to 0.5π we can also see a clear difference when updating the GMM with the consistency transform as the errors are significantly smaller than not transforming the GMM in any way. This is indication that the transformation helps to keep the GMM consistent. metrics are of a similar or less order than in Phase 2. There is a small increase that can be noticed in some metrics from Phase 3 to 4, however, these are relatively small and are most likely the cause of the GMM having local models that sub-optimally represent the area in the target function. Figure 4a shows the same experiment as figure 4b but without the consistency transform in Phase 3 and 4. We can see that Phase 1 and 2 are very similar in scale to figure 4b. The difference however, are the behaviours we can infer from Phase 3 and 4. The position and velocity RMSE show an increase in both phases approaching the errors demonstrated from the incorrect model and feedback that the trial starts from. The increase in error is more evident in the torque RMSE where the magnitude of torque approaches the Phase 1 torque RMSE values.
B. Real Platform Experiment
VI. CONCLUSION
This paper addresses the non-stationary issue when updating both models of a Semi-Parametric model simultaneously and online. We have verified that a consistency transform of the Non-Parametric model with respect to changes in parameters can reduce errors caused by the non-stationary problem.
When implemented on a Kuka LWR IV, we can see that the consistency behaviour holds particularly in Phase 3 which replicates the virtual model experiment by applying the transform without an update to the Non-Parametric model. Velocity Error (rad s −1 ) Position Error (rad) (b) Joint 2 -Position and Velocity Error -As the Parametric models continues to learn we can see that the errors increase due to this inconsistency and forces being magnified in power between the two models due to being included in both models. Phase changes indicated by background.
Fig. 6: Non-Consistent Transform Exemplar
The RMSE maintains a similar or less order to Phase 2, indicating that the Parametric model updates without causing significant conflicts with the Non-Parametric model. Further evidence is provided in the counterexample where the transform is not applied to the model. In this scenario we can see a noticable increase in error across the metrics from Phase 3. This indicates that the simultaneous updates of both models deteriorate their performances.
Using the trajectory shown in figure 1 , we can provide a specific run's evolution over the experiement, shown in figures 5 and 6. Figure 5 maintains the trajectory tracking performance whilst learning both models. Figure 5a shows clearly the transference behaviour between the two models. We can see that as the Parametric component gets updated iteratively, the torque contribution is increased. With the Non-Parametric torque we can see a relative decrease in torque contribution of a similar magnitude as the increase in Parametric torque. This behaviour indicates that the models are being adapted with respect to each other so that their output is consistent. Figure 6 is the opposite with no transform. The learning appears to stall, with the sum of the two models being much greater than the output of the controller indicating high feedback torques. The deteriorating trajectory tracking also indicates the higher feedback torques needed to compensate for the incorrect model torque.
Overall, from sections V-A and V-B and figures 5 and 6, we can show using the consistency transform we are able to maintain performance whilst adapting both models online without explicit retraining of the Non-Parametric component. The expriements also show that the Semi-Parametric model biases the learning towards the Parametric component, hence reducing the contribution of the Non-Parametric component. The bias in the Semi-Parametric should allow greater ability in terms of generalization, as the Parametric model typically does a better job at generalizing over the state space. The reduced contribution of the Non-Parametric component will also reduce the effect of incorrect predictions as they should be relatively small compared to the Parametric component.
VII. DISCUSSION
Overall the proposed transform with this particular implementation works well. There can be some issues that can arise especially with the GMM components becoming near singular. The singularities can cause numerical instability as well as causing the covariance transformation to fail.
In future these issues around the Gaussians can be looked into through a number of possibilites. One can be adding robustness to singularities to the GMM. Another possibility would be to adapt this idea of consistency to other models, such as neural networks that are better suited for pure regression problems.
One feature of this method not overly highlighted in this work is that as the Parametric model learns it can have an effect of simplifying the Non-Parametric model. Evidence of this can be shown in the relative increase in components from Phase 3 to the end of each trajectory. On average the runs without the consistency transform produced eight more components, whereas the consistently transformed runs only increased by a single component. This indicates that more components are kept relevant, keeping the GMM more concise.
