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CUBE PACKINGS IN EUCLIDEAN SPACES
HAN YU
Abstract. In this paper we study some cube packing problems. In particular we are
interested in compact subsets of Rn, n ≥ 2, which contain boundaries of cubes with all
side lengths in (0, 1). We show here that such sets must have lower box dimension at
least n− 0.5 and we will also provide sharp examples. We also show here that such sets
must be large in general in a precise sense which is also introduced in this paper.
1. Cube packings
The central topic of this paper is cube packing in Rn, n ≥ 2. Consider the unit cube
K = [−0.5, 0.5]n, we denote Kn−1 = ∂K to be its boundary which is a union of 2n faces.
In general, we use Ki, 0 ≤ i ≤ n for the i-skeleton of the unit cube. In this paper we shall
only study Kn−1. In particular, our cubes are aligned with the coordinate axes.
The problem we are interested in is how to pack cubes of different sizes economically in
the sense of box dimension. We need to formally define the term ’packing’.
Definition 1.1 (Cube packing: different sizes). A size cube packing is defined as a map:
fp : (0, 1)→ [0, 1]n
The image of packing fp is
T (fp) =
⋃
t∈(0,1)
tKn−1 + fp(t) ⊂ Rn.
We call the packing measurable if fp is Borel measurable.
Intuitively speaking, fp(t) is the centre of a cube with side length t and T (fp) is the union
of the n− 1 skeletons of all such cubes. Similarly we can also consider the following notion.
Definition 1.2 (Cube packing: different centres). A centre cube packing is defined as a
map:
gp : [0, 1]
n → (0, 1)
The image of packing gp is
T (gp) =
⋃
x∈[0,1]n
gp(x)Kn−1 + x ⊂ Rn.
We call the packing measurable if gp is Borel measurable.
2010 Mathematics Subject Classification. Primary: 05B30,28A78 Secondary: 52C17.
Key words and phrases. Cube set, geometric packing.
1
2 HAN YU
Such packing problems can be dated back to Bourgain [Bou86] and Marstrand [Mar87]
and later by Wolff [Wol97] and Schlag [Sch97]. They considered sphere packings, namely,
Kn−1 is replaced by S
n−1 in Definition 1.2. Now it is known that if A ⊂ R2 has Hausdorff
dimension larger than 1, then any set which contains circles with centre set precisely A must
have positive measure.
For packing spheres with different sizes, it is known by Kolasa and Wolff [KW99] and
Wolff [Wol97] that for any n ≥ 2, any compact subset of Rn which contains sphere of all
radii in [1/2, 1] has full Hausdorff dimension. It turns out that the most difficult case is
when n = 2. Kolasa and Wolff developed a method involving cone constructions and cell
decompositions. This method relies heavily on the non-vanishing curvature of circles.
For cube packing with different centres, such problems were considered by Keleti, Nagy,
Shmerkin [KNS14], Thornton [Tho17] and Chang, Cso¨rnyei, He´ra, Keleti [CCHK17]. In
particular in R2 they showed that a set which contains cubes with all centres in [0, 1]× [0, 1]
has Hausdorff dimension at least 1 and lower box dimension at least 7/4. Their result is
sharp.
From now on we shall focus on cube packings with different sizes (Definition 1.1).
Theorem 1.3. For any n ≥ 2, consider an arbitrary size cube packing fp. Denote T (fp) as
G then we have the following results:
dimAG ≥ dimBG ≥ n− 0.5.
dimHG ≥ n− 1.
The above result is sharp and we shall provide example to illustrate this.
Theorem 1.4. For any n ≥ 2 and ǫ > 0, there exist size cubes packings with images
G1, G2, G3 such that
dimHG1 = n− 1.
dimBG2 = n− 0.5.
dimAG3 ≤ n− 0.5 + ǫ.
By knowing the results of sphere packings( They are usually full dimension or positive
Lebesgue measure) we do intuitively think images of size cube packings must be in some
sense large. Towards this direction we consider the original motivation of circle maximal
problems. Given a wave equation, the solution can be presented as ’wave-fronts’, if the
source set is given, then how large is the ’wave-front’ set in relation with time? Then we
can consider similar problem with ’cube-front’ and the precise formulation is included in the
following theorems.
Theorem 1.5. For any n ≥ 2, consider a measurable size cube packing fp. Let G = T (fp)
and for each r ∈ (0, 1) we construct the following set
Gr =
⋃
t∈(0,1)
rtKn−1 + fp(t).
Then for Lebesgue almost all r ∈ (0, 1), dimHGr = n.
Remark 1.6. Intuitively speaking, Gr is a set obtained by shrinking each cube in G by ratio
r and keeping the centre.
CUBE PACKINGS IN EUCLIDEAN SPACES 3
2. Notations and preliminaries
Here we list some notions of dimensions that will be used in this paper. We refer [Mat99,
chapter 4,5], [Fal04, chapter 2,3] for more details and properties of these dimensions.
We shall use Nr(F ) for the minimal covering number of a set F in R
n with cubes of side
length r > 0.
Hausdorff dimension: For any s ∈ R+, for any δ > 0 define the following quantity:
Hsδ(F ) = inf
{
∞∑
i=1
(diam(Ui))
s :
⋃
i
Ui ⊃ F, diam(Ui) < δ
}
.
Then the s-Hausdorff measure of F is:
Hs(F ) = lim
δ→0
Hsδ(F ).
The Hausdorff dimension of F is:
dimH F = inf{s ≥ 0 : Hs(F ) = 0} = sup{s ≥ 0 : Hs(F ) =∞}.
Box dimensions: The upper/lower box dimension of F is:
dimB resp. dimB(F ) = lim sup
r→0
resp. lim inf
r→0
(
− logNr(F )
log r
)
.
If the limsup and liminf are equal we call this value the box dimension of F .
Throughout this paper, we shall discuss cubes or squares. To be precise when we have an
Euclidean space Rn, we fix a Cartesian coordinate system. A cube centred at x ∈ Rn with
side length r is the following ’layer’ set of the supreme norm in Euclidean space:
{y ∈ Rn : ‖y − x‖∞ = r/2}.
So we see that such a cube is aligned with the coordinate axis.
We shall also consider the Assouad dimension in this paper, see [Fra14] for more details.
Assouad dimension: The Assouad dimension of F is
dimA F = inf
{
s ≥ 0 : (∃C > 0) (∀R > 0) (∀r ∈ (0, R)) (∀x ∈ F )
Nr(B(x,R) ∩ F ) ≤ C
(
R
r
)s}
where B(x,R) denotes the closed ball of centre x and radius R.
Approximation symbols: When counting covering numbers, it is convenient to in-
troduce notions ≈,/,' for approximately equal, approximately smaller and approximately
larger.
As our box counting procedure always involves scales, later we use 1 > δ > 0 to denote a
particular scale. Then for two quantifies f(δ), g(δ) we define the following:
f / g ⇐⇒ ∀ǫ > 0, ∃Cǫ > 0 such that ∀δ > 0, f(δ) ≤ Cǫδ−ǫg(δ).
f ' g ⇐⇒ g / f.
f ≈ g ⇐⇒ f / g and g / f.
Thus f ≈ g in our box counting procedure can be intuitively read as ”f and g give the
same box dimension”. Later in context, f, g can be either box covering number of scale δ or
Lebesgue measure of a δ neighbourhood of a set.
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3. Proof of theorem 1.3
We shall focus on R2. in this situation we have a clear picture of what is going on. The
arguments work for other cases after some modification. From now on we fix n = 2 and let
G be a set which contains cubes of all side lengths in (0, 1).
The analogous result for Hausdorff dimension is obvious since G contains boundary of a
cube and therefore has Hausdorff dimension at least 1.
We now consider the box dimension result. Let δ > 0 be a small positive number. Then
we can find approximately 1100δ many 100δ-separated points in [1/2, 1]. We denote those
points from small to large as:
r1 < r2 < · · · < rk, k ≈ (100δ)−1
For each ri, i ∈ [1, k], there is a cube Cri of side length ri contained in G. Any cube
contains 4 sides, therefore there are ≈ 4k many sides of length in [1/2, 2]. Now we can focus
on for example the right most side Iri of each cube Cri . We know that the obstruction of
G having high dimension is the heavy overlap of sides. Then we consider δ-neighbourhood
Cδri of each Cri . Consider the characteristic function χIδri
. If there exist a x ∈ R2 and an
integer M > 0 such that: ∑
i
χIδ
ri
(x) ≥M,
then there areM cubes whose right sides are 2δ close to each other. Because different cubes
have side length at least 100δ difference, we see that the left sides of those M cubes stays at
least 96δ away from each other. This implies that we can find M sides which are 96δ away
from each other therefore union of the δ-neighbourhood of those sides takes area at least:
0.5Mδ.
Now let M be such that: ∥∥∥∥∥
∑
i
χIδ
ri
∥∥∥∥∥
∞
=M,
we see that: ∥∥∥χ⋃
i
Iδ
ri
∥∥∥
L1
≥ 1
M
∥∥∥∥∥
∑
i
χIδ
ri
∥∥∥∥∥
L1
'
0.5δ × 1100δ
M
=
1
200M
.
From the above argument we see that Gδ takes area at least:
max
{
0.5Mδ,
1
200M
}
'
1
40
√
δ.
This gives us the lower bound of the lower box dimension of G:
dimBG ≥ 1.5.
For other cases, ”sides” of cubes are replaced by ”faces” which are subsets of n − 1
dimensional affine hyperplanes (here we allow the case n = 1). Arguing as above we see
that there is a constant c > 0:
|Gδ| ≥ cmax
{
Mδ,
1
M
}
'
√
δ.
This implies that dimBG ≥ n− 0.5. Therefore we established the lower bound for lower box
dimension, the Assouad dimension result follows because the Assouad dimension is always
greater or equal to the lower box dimension.
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4. Proof of theorem 1.4
Dimension one:
We want to find F1, F2 such that dimH F1 = 0, dimB F2 = 0.5 and the distance set
|F1 − F1|, |F2 − F2| contain [0, 1]. And for every σ > 0 we want to find F3 such that
dimA F3 ≤ 1/2 + σ and |F3 − F3| contains [0, 1].
The construction of F1, F2 can be found in [DHL
+13]. For Assouad dimension, we shall
use a result in [Nat92] by Nathanson which says that for all integer n > 1 there exists a subset
B ⊂ {0, . . . , n− 1} such that B +B mod n = {0, . . . , n− 1} and |B| ≤ 2(n logn)1/2 + 2.
Now for any integer n > 1, we find such set B, then we let C = B ∪ (n−B mod n). We
can now construct Cantor set in [0, 1] by restricting n-ary digital expansions. Precisely, we
let
Cn = {x ∈ [0, 1] : n-ary expansion of x contains only digits in C}
Then it is easy to see that |Cn − Cn| contains [0, 1]. We also have the following result
concerning the Assouad dimension of Cn:
dimA Cn = dimH Cn =
log |B|
log n
≤ log(4(n logn)
1/2 + 4)
logn
.
Let F3 = Cn for a large enough n we see that dimA F3 ≤ 1/2 + σ.
Remark 4.1. For set F3, we can also apply Solomyak’s result [Sol97] on Palis conjecture
if we only require |F3 − F3| to have positive measure.
Higher dimensional cases:
Having settled the one dimensional case, we shall see that we can extend the one dimen-
sional case to higher dimensional cases. Again we focus here on R2 and similar arguments
lead us the corresponding results in Rn, n ≥ 3.
Pick F ⊂ [0, 1] × {0} ⊂ R2 whose property we shall require later. Then for x ∈ F we
construct two lines passing through x with slope ±1. Denote L(F ) be the union of all such
lines. Let r ∈ |F − F |, then there exist x1, x2 ∈ F with |x1 − x2| = r. Then the lines
passing through x1, x2 with slope ±1 (there are four of them) will enclose a cube of side
length r/
√
2.
Now it is easy to see that L(F ) can be written as a union of two subsets with lines of
slope 1 or −1. Each of those two sets can be viewed as the Cartesian product of F and R
with a certain affine transformation. From this fact it is easy to see that:
dim(L(F )) = dimF + 1,
here dim can be any dimension we considered above. For example we see that:
dimH L(F1) = 1
and L(F1) contains cubes of all side length in [0,
√
2/2]. After some rescaling, we can obtain
a set of Hausdorff dimension 1 which contains boundaries of cubes with all side lengths in
(0, 1).
The box and Assouad dimension results follow in a similar way.
For higher dimensions, instead of drawing lines through points in F we shall draw hyper-
planes and this concludes Theorem 1.4.
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5. Largeness in general, proof of theorem 1.5
We will work now in R2 and the argument can be modified to Rn.
Denote π1, π2 for the coordinate projections. Let fp, G,Gr be described as in the state-
ment of this theorem.
We denote the stripes of width 1100 as
Si = [0, 1]×
(
i
100
,
i+ 1
100
]
where i ∈ {0, . . . , 99}. Later we shall choose thinner and thinner strips.
For each i, we want to find cubes that pass through Si. Denote the following set
Ci =
{
t ∈ (0, 1) :
(
i
100
,
i + 1
100
]
⊂
(
π2(fp(t))− t
4
, π2(fp(t)) +
t
4
)}
For t ∈ Ci, the cube tK1 + fp(t) has two of its sides crossing over the stripe Si. The t/4
appeared above ensures that t2K1 + fp(t) also has two of its sides crossing over the stripe
Si. We need this fact to study the set Gr for r ∈ (1/2, 1).
Because fp is Borel measurable, Ci, i ∈ {0, . . . , 99} are all Borel measurable. We also see
that because ∪iCi = (0, 1), there exist one i such that Ci has positive Lebesgue measure.
Now we focus on what is happening in stripe Si. Because Ci consists t such that tK1+fp(t)
passes through Si, we see that
{t+ π1(fp(t)) : t ∈ Ci} ×
(
i
100
,
i+ 1
100
]
⊂ G.
We now consider the scaling ratio r ∈ [1/2, 1) and the set Gr. We see that
{rt+ π1(fp(t)) : t ∈ Ci} ×
(
i
100
,
i+ 1
100
]
⊂ Gr.
So we now need to study the set
Fr = {rt+ π1(fp(t)) : i ∈ Ci} .
Consider the following union of line segments
F =
⋃
t∈Ct
{(x, y) : x ∈ (1/2, 1), y = tx+ π1(fp(t))}.
Then Fr is precisely the slicing of F with {x = r}. By the duality principle [Fal04,
Chapter 12, section 1] we see that from the fact that dimH Ci = 1
dimH Fr = 1
for Lebesgue almost all r ∈ (1/2, 1). For this argument we need Ci to be a Borel set because
Marstrand projection theorem is used in the duality principle.
This implies that
dimHGr = 2
for Lebesgue almost all r ∈ (1/2, 1). For other values of r, we need to consider thinner
stripes and stronger passing through conditions. More precisely we replace 1/100 by 1/k
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with some integer k ≥ 101, and
Ci =
{
t ∈ (0, 1) :
(
i
k
,
i+ 1
k
]
⊂
(
π2(fp(t)) − t
log k
, π2(fp(t)) +
t
log k
)}
.
Then we obtain full Lebesgue measure of r ∈
(
2
log k , 1
)
such that
dimHGr = 2.
We can choose arbitrarily large k and therefore Theorem 1.5 follows when n = 2.
For n ≥ 3, the argument is completely similar. We need to decompose [0, 1]3 into thin
blocks of width 1/100
Si,j = [0, 1]×
(
i
100
,
i+ 1
100
]
×
(
j
100
,
j + 1
100
]
from here the rest of the proof should be clear and we omit the full details.
6. Further comments
The centre cube packing:
We defined two ways of cube packings in definition 1.1, definition 1.2. We only showed
the largeness in general for size cube packings. It is natural to consider also the largeness
in general for centre cube packings. It turns out that we can follow a similar approach and
obtain a similar result. For convenience we put the statement here although we will not give
a proof.
Theorem. For any n ≥ 2, consider an measurable centre cube packing gp. Let G = T (gp)
and for each r ∈ (0, 1) we construct the following set
Gr =
⋃
x∈[0,1]n
rgp(x)Kn−1 + x.
Then for Lebesgue almost all r ∈ (0, 1), dimHGr = n.
Size cube packings with a subset of sizes:
It is also natural to consider the size cube packing in the following sense
Definition 6.1. A restricted size cube packing is defined as a map fp from a parameter set
E ⊂ (0, 1) to [0, 1]n:
fp : E → Rn
The image of packing fp is
T (fp) =
⋃
t∈(0,1)
tKn−1 + fp(t) ⊂ Rn.
We call the packing measurable if E is a Borel set and fp is Borel measurable.
When E is a set of Hausdorff dimension s ∈ (0, 1) similar argument of proof of theorem
1.3, 1.5 gives us the following result whose proof we omit.
Theorem. For any n ≥ 2, consider an measurable restricted size cube packing fp. Let
G = T (fp) and for each r ∈ (0, 1) we construct the following set
Gr =
⋃
t∈E
rtKn−1 + fp(t).
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Then dimBG ≥ n − 1 + s2 and for Lebesgue almost all r ∈ (0, 1), dimHGr = n − 1 + s.
Where s is the Hausdorff dimension of E.
We shall point out some main steps. The first step is to construct a Frostman measure
supported on E. Then we can argue as in Theorem 1.5 but with Lebesgue measure replaced
by this Frostman measure. In the duality argument, we are in the situation of finding good
directions of projecting a set of Hausdorff dimension s. The good directions form a large set
because the exceptional set has Hausdorff diemnsion at most s.
7. Further questions
In this section we mention some problems which are related with the topic in this paper
and seem to be interesting for further study.
Dimension balancing
Although we have constructed size cube packing sets in Rn with Hausdorff dimension
n− 1, box dimension n − 0.5. Those two values are often not simultaneously attained. As
we can see from the sharp example, when the Hausdorff dimension is n − 1 the upper box
dimension is actually n.
It is quite possible that the Hausdorff dimension and the upper box dimension for the
packing problems considered in this paper have some balancing.
We posed the following question
Question 7.1. For a size cube packing fp and the set G = T (fp). Is it true that
dimHG+ dimBG ≥ 2n− 1.
In [CCHK17], a dense Gδ set argument was used to show that typically such set G has
Hausdorff dimension n − 1. At the same time we from the same dense Gδ set argument
we can also see that typically such set G has upper box dimension n. So the dimension
balancing holds at least typically.
Skeleton packings
In this paper we only considered the packings of n− 1 skeletons of n dimensional cubes.
It is also interesting to consider k-skeletons for 0 ≤ k ≤ n − 2. There are some considera-
tions for Hausdorff dimension of these packing problems using Baire category arguments in
[CCHK17], [Tho17] and [KNS14]. What about box dimensions? How large they must be?
To be precise we can define the following size skeleton packing:
Definition 7.2 (Vertex cube packing: different sizes). A size cube packing is defined as a
map:
fp : (0, 1)→ [0, 1]n.
For an integer k such that 0 ≤ k ≤ n. The k skeleton image of packing fp is
Tk(fp) =
⋃
t∈(0,1)
tKk + fp(t) ⊂ Rn.
We call the packing measurable if fp is Borel measurable.
We can pose the following question:
Question 7.3. Let fp be a size cube packing, then what is the sharp lower bound for
dimBTk(fp)?
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