Abstract-Neural networks have been used for modeling the nonlinear characteristics of memoryless nonlinear channels using backpropagation (BP) learning with experimental training data. In order to better understand this neural network application, this paper studies the transient and convergence properties of a simplified two-layer neural network that uses the BP algorithm and is trained with zero mean Gaussian data. The paper studies the effects of the neural net structure, weights, initial conditions, and algorithm step size on the mean square error (MSE) of the neural net approximation. The performance analysis is based on the derivation of recursions for the mean weight update that can be used to predict the weights and the MSE over time. Monte Carlo simulations display good to excellent agreement between the actual behavior and the predictions of the theoretical model.
I. INTRODUCTION

S
EVERAL NONLINEAR channels (e.g., satellite communication channels) [1] are equipped with memoryless nonlinear devices such as traveling-wave tube (TWT) amplifiers. 1 These devices exhibit two kinds of nonlinearities: amplitude distortion (AM/AM conversion) and phase distortion (AM/PM conversion). Reference [8] proposes to adaptively model these nonlinear functions using multilayer neural nets (MLNN) [10] , [12] . The neural networks were trained using the backpropagation (BP) algorithm [10] , [12] . The BP algorithm is a supervised learning procedure that uses the measured TWT input and output signals to iteratively adjust the neural network weights. The simulation results indicated that the MLNN approach performs better than classical approximation techniques [2] , [5] , [9] , [13] , [14] , [16] .
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neural network parameters on the learning and convergence behavior of the algorithm.
The paper is organized as follows. Section II serves as an introduction to the problem. Section III analyzes the transient and convergence performance of a simplified two-layer neural network without a bias term. Section IV studies the case with bias term. The performance analysis is based on the derivation of recursions for the mean weight update that can be used to predict the weights and the MSE over time. Monte Carlo simulations display good to excellent agreement between the actual behavior and the predictions of the theoretical model.
II. PROBLEM STATEMENT
It has been demonstrated (see, e.g., [6] ) that a two-layer neural network with a sigmoidal activation function and a scalar output can approximate any continuous function arbitrarily well, provided a sufficient number of output neurons are available ( Fig. 1(a) ). Each output neuron consists of an input weight, a bias, a threshold function, and an output weight. Thus, for output neurons, the neural network has three degrees of freedom.
This paper analyzes the statistical learning behavior for the case for a neural network comprised of a single neuron with a scalar input and output (i.e., one input weight and one output weight; see Fig. 1(b) ), which is trained using the BP algortihm. The analysis technique is similar to that used in [3] , [4] , and [15] . The network is used to approximate an unknown TWT amplitude characteristic as given in [7] and [8] for a single neuron network. Because of the complexity of the analysis, the general case for an arbitrary will be analyzed in a forthcoming paper.
The analytical results for the simple case show the effect of the neural net parameters on the BP algorithm learning behavior and MSE performance. The effects of these parameters are much more obvious for the single neuron case than for large number of neurons. A further simplification is also made. The theoretical analysis requires a simple analytic model for the TWT nonlinearity . To easily apply the theory in [3] and [4] , is chosen to be the parameterized nonlinear function example, Fig. 2 shows for and and Salah's amplitude model 2 [13] , for and . Thus, for this comparison, it can be seen that for analysis purposes, is a good approximation for Saleh's model. The differences in the two nonlinear characteristics should not cause a significant difference in any conclusions based on the subsequent analysis.
The sigmoid activation function is modeled by the erf function (2.2) again for analytic simplicity (see [15] for a detailed discussion of this selection). The input sequence is an independent Gaussian sequence with zero mean and unit variance. The network is trained as follows. An input sample is presented to the network at time , The corresponding reference (or desired output) signal is (2. 3)
The network output is (2.4) The output error is the difference between the reference and the network output Consider now two cases: the zero bias case ( for all ) studied in Section III and the adjustable bias case studied in Section IV.
III. ZERO BIAS LEARNING BEHAVIOR
The two weights are trained using the BP algorithm with weight update recursions
A. Stationary Points
The stationary points can be determined from the behavior of the mean weight recursions. Taking the expectation of both sides of (3.1) and (3. The stationary points can be determined by solving (3.9) and (3.10) for . The expectations require the evaluation of the four integrals below: (3.11) (3.12) (3.13) (3.14)
These integrals are evaluated in Appendix I. Inserting (3.11)-(3.14) into (3.9) and (3.10) yields the following pair of nonlinear equations for :
The MSE surface is evaluated using the same approach as given in Appendix III for the nonzero bias case. However, for , the last bracketed term of (4.5) can be evaluated in closed form, yielding MSE (3.17)
As an example, Fig. 3 shows the error surface defined by (3.17) for the case . The minimum occurs at two symmetric points and . In order to determine the properties of the solutions to (3.15) and (3.16) (say and ), it is necessary to study the properties of (3.17). Appendix II shows that the MSE surface has two symmetrical global minima at and Hence, for these parameter values, the simplified two-layer NN with one threshold function performs between 6 and 10 dB better than the optimum linear characteristic. The reason for the NN performance improvement can be seen in Fig. 4 . It is clear that NN nonlinear characteristic is a much better approximation to the idealized TWT nonlinearity. This result would suggest that additional significant performance improvement can be obtained from multilayer NN's with many degrees of freedom.
B. Mean Transient Behavior
The expectations evaluated in Appendix I for thru are really conditional expectations, conditioned on and . The expectations in (3.3) and (3.4) are also over the random variables of and . However, this average cannot be performed since the joint probability density function of and is not known. However, if one assumes that is sufficiently small so that the fluctuations of and about and are small, then random variables and can be approximated by and in (3.3) and (3.4). Thus, replacing the conditioning variables in the results in Appendix I by their means, (3.3) and (3.4) can be written as , and initial conditions. In all the cases, excellent agreement was obtained. This result supports the conditional expectations arguments made above.
IV. NONZERO BIAS LEARNING BEHAVIOR
The two weights and the bias are trained using the BP algorithm with update recursions All three expectations are evaluated in Appendix III. The first two expectations can be evaluated in closed form by straightforward integration. The third expectation is partially evaluated using Price's Theorem [11] , but the result involves a definite integral over . Thus erf (4.5)
where (4.6)
Thus, the third expectation in (4.4) has been simplified to the square of the mean plus . Taking the gradient of yields a set of recursions for the two mean weights and bias that are equivalent to directly taking the average of 1)-(4.3) . With the various means represented by the variable with a bar over it, i.e., , we have (4.7), shown at the bottom of the page, and These expressions cannot be simplified any further. Thus, it is necessary to numerically evaluate the remaining integrals in (4.6), (4.10), (4.11) and erf at each iteration of the recursions in (4.7)-(4.9).
The recursions were run for several values of and initial conditions and compared to Monte Carlo simulations. Figs. 6 and 7 display the learning curves for , and initial conditions . Figs. 6(a) and 7(a) show a comparison of one sample function with the theory and display reasonable statistical agreement. Figs. 6(b) and 7(b) show that the theory and MC simulations (100 runs) are virtually indistinguishable. In each case, the intial value of quickly converges to zero, and and converge to the same values as in the zero bias case studied in Section III.
The reason for the behavior of is that the idealized channel nonlinearity in (1.1) is an odd function as is the threshold function in (1.2) when the bias . Hence, the BP algorithm quickly learns that is required for minimizing the MSE (see Fig. 8 ). However, if is too large (say, , for example), the initial MSE is so large that the algorithm tries to turn off by setting (see Figs. 9-11). Appendix II discusses in more detail the properties of the error surface for nonzero .
V. CONCLUSION
This paper has studied the statistical learning behavior of a simple two-layer neural network used for modeling a nonlinear TWT characteristic. The neural network was trained using the BP algorithm. The training data consisted of independent zeromean Gaussian that were inputs to both the TWT and the neural network. A stochastic learning model was developed that accurately predicted the observed statistical behavior of the learning process. Both the theory and Monte Carlo simulations showed that even for such a simple network, a 6-to 10-dB reduction in the MSE (in comparison with the linear characteristic) can be obtained in a relatively few number of training samples (on the order of 2000).
The theoretical analysis will be extended to the -neuron case and to neural networks that model nonlinear channels with memory [7] .
APPENDIX I
The stationary points for the zero bias case are determined by the integrals in (3.11)-(3.14). This appendix evaluates these integrals. The first integral is given by 
APPENDIX II
A. Stationary Points for the Zero Bias Case
The stationary points can be obtained either from (3.5) and (3.6) (which yield (3.15) and (3.16)) or by setting the derivatives of the MSE surface (3.17) with respect to and to 0 (which also yield (3.15) and (3.16) The sign of the Hessian will indicate which solutions of (3.15) and (3.16) are minima. Note the following:
1) The solutions and to the system of (3.15) and (3.16) have the same sign . 2) is a solution to the system of (3.15) and (3.16) if and only if is a solution too. 3)
. The following studies the case when and are both positive. The global solution will be composed of the positive solution(s) and the corresponding negative one(s) . The point is a solution to the system of (3.15) and (3.16), but the Hessian is which is strictly positive if . This implies that is a saddle point (see Fig. 3 ). Note that if the backpropagation algorithm is initialized at , then the weights will not change (see the update equations (3.1) and (3.2) 
B. Stationary Points for the Bias Case
The MSE surface depends on three variables: and . It is difficult to mathematically study the stationary points because the two of the variables of the error surface and are contained inside the integrals in (4.6)-(4.13). Instead, this part studies the qualitative behavior of the algorithm. The analysis is based on the recursions in (4.7)-(4.9) and on the projection of the MSE surface for a fixed variable.
MSE Surface for a Fixed (Figs. 8-9 ): For small (e.g., and Fig. 8 ), the error surface MSE has the same shape as the zero bias case: a saddle point in and two global minima. Computer simulations show that the minimum MSE (obtained for these two global minima) increases as increases. Below are some numerical values for
is the optimum value of because the function to be approximated is an odd function. This insight is confirmed by the above results. The algorithm tries to go to the "instantanous" global minima (i.e., the global minima for given ) while decreasing . The algorithm converges easily to the optimum point . For large values of (e.g., and Fig. 9 ), the projection of the error surface MSE changes shape. It becomes a paraboloid. The straight line is a global minima. If the algorithm is initialized with a large , it tries to go to the "instantaneous" straight line global minimum. approaches rapidly and stays there while remains large. These conclusions also follow directly from the the stationary point equations (obtained by setting to zero the second term of the right-hand sides of (4.7)-(4.9)).
MSE Surface for a Fixed (Fig. 10): The projection of the error surface MSE has a single global minimum at (the corresponding value of depends on the fixed ). For large values of , the error surface consists of two symmetric flat regions. This shape implies that if , then and remain in the flat region. will decrease to 0 (as in the previous paragraph). Therefore, in order to converge to the optimum point , the algorithm should be initialized with a small value of .
MSE Surface for a Fixed ( Combining the terms in the exponential and completing the square, after some algebra, the integral can be performed, yielding (III.10)
Finally, the evaluation of (III.6) requires integration of (III. 
