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Abstract
The main results of this paper are derived by using only simple Gro¨bner basis techniques.
We present a new construction of evaluation codes from Miura–Kamiya curves Cab: We
estimate the minimum distance of the codes and estimate the minimum distance of a class of
related one-point geometric Goppa codes. With respect to these estimates the new codes
perform at least as well as the related geometric Goppa codes. In particular we consider codes
from norm–trace curves. We show that our estimates give actually the true minimum distance
of these codes. The new codes from norm–trace curves perform rather well. In many cases
much better than the corresponding geometric Goppa codes. It turns out that an alternative
description of the new codes from norm–trace curves can be made by using H^holdt et al.’s in:
V.S. Pless, W.C. Huffman (Eds.), Handbook of Coding Theory, Vol. 1, Elsevier, Amsterdam,
1998, pp. 871–961 (Chapter 10) construction of improved dual codes.
r 2003 Elsevier Science (USA). All rights reserved.
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1. Introduction
In [17], Saints and Heegard considered a class of codes called hyperbolic cascaded
Reed–Solomon codes which can be seen as a considerable improvement of the
generalized Reed–Muller codes RMqðr; 2Þ for q42: The construction was further
generalized by Feng and Rao [2] to a considerable improvement of the generalized
Reed–Muller codes RMqðr; mÞ for arbitrary mX2 and q42: In [11], H^holdt et al.
named these codes hyperbolic codes. In [5,6,11] the codes were treated by use of
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order domain theory. The codes were viewed as improved dual codes (see [11,
Section 4.3]) coming from the order domain Fq½X1;y; Xm: That is the codes were
described by means of parity check matrices and their minimum distances were
estimated by the order bound. The generator matrices of the codes were not known.
In [8] Geil and H^holdt gave a new description of a class of evaluation codes related
to the factor ring Fq½X1;y; Xm=/X q1  X1;y; X qm  XmS: These codes are
described by their generator matrices and their minimum distances are easily found.
The description of the codes involves nothing but simple Gro¨bner basis theory. It
was shown in [8] that the class of codes is actually equal to the class of hyperbolic
codes. Hence, the new description solves the problem of ﬁnding generator matrices
for the hyperbolic codes and solves the problem of ﬁnding the actual minimum
distances of these codes. It turns out that the order bound gives the true minimum
distance of the hyperbolic codes.
It is obvious to try to use the techniques from [8] on more complicated algebraic
structures than the ones studied in [8]. In this paper we use the methods from [8] to
construct evaluation codes from Miura–Kamiya curves Cab (see [14,15]). That is, we
consider the factor ring
R ¼ Fq½X ; Y =/X a  mY b  F 0ðX ; YÞ; X q  X ; Y q  YS; ð1Þ
where a and b are relatively prime, where m is nonzero, and where any monomial
X aYb in the support of F 0ðX ; YÞ satisﬁes ab þ baoab: We consider two classes of
codes. Namely the codes EðsÞ and the codes E˜ðsÞ: The codes EðsÞ are examples of
one-point geometric Goppa codes whereas the code construction E˜ðsÞ is new. The
description is given in Section 2. It involves an estimation of the minimum distance
of the codes. With respect to this estimation the codes E˜ðsÞ are at least as good and
sometimes better than the codes EðsÞ: An introduction to the necessary Gro¨bner
basis theoretical concepts is included. In the remaining part of the paper we
concentrate on a particular subset of the algebraic structures (1), namely the ones
given by
Fqr ½X ; Y =/X ðqr1Þ=ðq1Þ  Y qr1  Y qr2 ? Y ; X qr  X ; Y qr  YS: ð2Þ
We will call the corresponding curves norm–trace curves. In Section 3 we show that
the estimation of the minimum distance of the codes from norm–trace curves
actually gives the true minimum distance. We demonstrate that many of the codes
perform rather well in terms of their length, minimum distance and dimension. In
some cases the codes E˜ðsÞ perform much better than the corresponding one-point
geometric Goppa codes EðsÞ: In Section 4 we show that the codes E˜ðsÞ can also be
described as improved dual codes (see [11]) related to the order domain
Fqr ½X ; Y =/X ðqr1Þ=ðq1Þ  Y qr1  Y qr2 ? YS:
It turns out that the order bound gives the true minimum distance for these codes.
These results are identical to the results in [8] concerning the hyperbolic codes.
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Section 5 is the conclusion. Appendix A contains proofs of some results that are
needed in Section 3 and Appendix B contains a proof of the main result in Section 4.
2. A new class of evaluation codes
Throughout this section let FðX ; YÞ :¼ X a  mY b  F 0ðX ; YÞAFq½X ; Y  be chosen
such that a and b are relatively prime, such that m is nonzero, and such that any
monomial X aY b in the support of F 0ðX ; Y Þ satisﬁes ab þ baoab: We deﬁne the ideal
J :¼ /FðX ; Y Þ; X q  X ; Y q  YSDFq½X ; Y : With this notation the algebraic
structure in (1) can be written as R ¼ Fq½X ; Y =J: Denote by Flq the l-dimensional
vector space over Fq: Consider the variety fP1;y; Png ¼ fPAF2qjFðPÞ ¼ 0g: It is
well known that the map j :R-Fnq given by jðH þ JÞ :¼ ðHðP1Þ;y; HðPnÞÞ is well
deﬁned and is an isomorphism (see [4]). We will consider codes deﬁned as the image
under j of certain subspaces of R: That is, we will consider some particular examples
of what Fitzgerald and Lax [4] call afﬁne variety codes. As a ﬁrst step in describing
the subspaces of R that we are interested in we will restrict ourselves to consider a
particular basis B for R as a vector space over Fq: To describe this basis we will need
some deﬁnitions and results. In the following let MðX1;y; XmÞ denote the set of
monomials in the variables X1;y; Xm:
Deﬁnition 1. Given positive integers a; b let!w denote the weighted graded ordering
on MðX ; YÞ deﬁned as follows. We have X aYb!wX gY d if one of the following
conditions holds:
ð1Þ ab þ baogb þ da; ð2Þ ab þ ba ¼ gb þ da and bod:
Let!0w be the weighted graded ordering deﬁned as!w but with the equality in (2)
reversed.
Deﬁnition 2. Let k be a ﬁeld and let IDk½X1;y; Xm be an ideal. Given a monomial
ordering ! on MðX1;y; XmÞ the set
D!ðIÞ :¼ fX a11 ?X amm jX a11 ?X amm is not a leading monomial
of any polynomial in Ig
is called the footprint of I with respect to!:
The name ‘‘footprint’’ was suggested by D. Blahut in 1991. The footprint was
previously called the delta-set, the excluded point set and other things (see [10]). In
the examples of this paper the footprints are easily found. In more complicated cases
one will need to ﬁnd a Gro¨bner basis for I by use of Buchberger’s algorithm to be
able to detect the footprint. By Cox et al. [1, Proposition 4 in Paragraph 5.3] we have.
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Proposition 1. Let I and ! be given as in Definition 2. The set fM þ I jMAD!ðIÞg
is a basis for k½X1;y; Xm=I as a vector space over k:
Applying Proposition 1 we see that B :¼ fM þ JjMAD!wðJÞg is a basis for R as a
vector space over Fq: The subvector spaces of R that we will consider in the
construction of the evaluation codes are generated by certain subsets of B: We are
now in the position that we can deﬁne the codes.
Deﬁnition 3. Let D :MðX ; YÞ-N0 be the map given by
DðX iY jÞ :¼ minfbq  ðb  jÞðq  iÞ; aq  ða  iÞðq  jÞ; bi þ ajg;
and let r :MðX ; YÞ-N0 be the map given by rðX iY jÞ :¼ bi þ aj: For sAN0 deﬁne
Ks :¼ spanFqfM þ JjMAD!wðJÞ; DðMÞpsg and deﬁne Ls :¼ spanFqfM þ Jj
MAD!wðJÞ; rðMÞpsg: Deﬁne the code E˜ðsÞ :¼ jðKsÞ and the code EðsÞ :¼ jðLsÞ:
As explained in the following remark, FðX ; Y Þ is a smooth curve and the map r
(respectively, the spaces Ls) is closely related to the valuation associated with the
place at inﬁnity (respectively, the corresponding L-spaces). In particular, the codes
EðsÞ are one-point geometric Goppa codes. The map D is new and so are
the corresponding codes E˜ðsÞ: The parameters of the new codes are discussed in
Lemma 1 and Theorem 1 below.
The reader that is not familiar with geometric Goppa codes may want to skip the
following remark. The reader interested in establishing the proofs herein may want
to consult [5, Proposition 1]; [13, Theorem, 1]; [16, Theorem 5.11].
Remark 1. Write T :¼ Fq½X ; Y =/FðX ; Y ÞS then T is an integral domain and the
quotient ﬁeld of T is an algebraic function ﬁeld of transcendence degree one. Also T
is an order domain of transcendence degree one (notion as in [9]). The curve FðX ; YÞ
has a single place PN at inﬁnity and T is the union of L-spaces corresponding to
PN: The discrete valuation corresponding to the place PN is given as follows. Given
a residue class hAT let HðX ; YÞ be the polynomial with support contained in
D!wð/FðX ; YÞSÞ such that h ¼ HðX ; Y Þ þ/FðX ; YÞS (the existence and unique-
ness of H is guaranteed by Proposition 1). We have
vPNðhÞ ¼ maxfrðMÞjM is in the support of Hg:
The points P1;y; Pn correspond to rational places P1;y;Pn: Deﬁne D0 :¼ P1 þ
?þPn: The code EðsÞ is equal to the one-point geometric Goppa code
CLðD0; sPNÞ: Let 0 ¼ s1os2o?osn be the n numbers such that Lsi1aLsi holds
for i ¼ 2;y; n then the codes Eðs1Þ;y; EðsnÞ constitutes all the geometric Goppa
codes CLðD0; mPNÞ:
To describe the parameters of the codes E˜ðsÞ and the codes EðsÞ we will need some
results. First we state a well-known corollary to Proposition 1.
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Corollary 1. Consider an ideal
I ¼/F1ðX1;y; XmÞ;y; FlðX1;y; XmÞ; X q1  X1;y; X qm  XmS
D Fq½X1;y; Xm:
Let ! be any monomial ordering on MðX1;y; XmÞ and let VFqðIÞ denote the variety
of I : The footprint D!ðIÞ is finite and #VFqðIÞ ¼ #D!ðIÞ holds.
Proof. Let VFqðIÞ ¼ fQ1;y; QNg: It is well-known that the map f :
Fq½X1;y; Xm=I-FNq given by fðH þ IÞ ¼ ðHðQ1Þ;y; HðQNÞÞ is well deﬁned
and is an isomorphism (see [4]). The corollary now follows immediately from
Proposition 1. &
Given a polynomial G; let SuppðGÞ denote the support of G: The following lemma
is an improvement of [3, Theorem 4.1]; [7, Proposition 4].
Lemma 1. Consider a polynomial GðX ; YÞAFq½X ; Y  such that
SuppðGÞDD!wðJÞ: ð3Þ
Let X iY j be the leading monomial of G with respect to !w: The equation set
FðX ; YÞ ¼ GðX ; Y Þ ¼ 0 has at most DðX iY jÞ solutions in F2q:
Proof. By Corollary 1 the equation set has
#D!wð/FðX ; YÞ; X q  X ; Y q  Y ; GðX ; YÞSÞ
¼ #D!0wð/FðX ; YÞ; X q  X ; Y q  Y ; GðX ; YÞSÞ ð4Þ
solutions. The strategy of the proof is to establish three upper bounds on this
number. The leading monomial of FðX ; YÞ with respect to !w is Y b: Hence the
above number is upper bounded by #D!wð/Y b; X q; Y q; X iY jSÞ: As by (3) we have
ioq and jomin fb; qg this number is at most bq  ðb  jÞðq  iÞ: To derive the
second bound we observe that no two different monomials in D!wðJÞ are of the same
weight, therefore if M1; M2AD!wðJÞ and M1!wM2 then also M1!0wM2 holds. In
particular X iY j is the leading monomial of GðX ; YÞ with respect to!0w: The leading
monomial of FðX ; YÞ with respect to !0w is X a: Hence, (4) is upper bounded
by #D!0wð/X a; X q; Y q; X iY jSÞ: This number is at most aq  ða  iÞðq  jÞ: The
last bound
#D!ð/FðX ; Y Þ; X q  X ; Y q  Y ; GðX ; YÞSÞpbi þ aj
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is shown in the proof of [7, Proposition 4]. By deﬁnition the smallest value of
bq  ðb  jÞðq  iÞ; aq  ða  iÞðq  jÞ and bi þ aj is DðX iY jÞ: The proof is
complete. &
Deﬁnition 4. For sAN0 we deﬁne sðsÞ :¼ maxfDðMÞjMAD!wðJÞ; rðMÞpsg:
We are now in the position that we can describe the parameters of the evaluation
codes.
Theorem 1. The codes E˜ðsÞ and EðsÞ are of length n ¼ #D!wðJÞ ¼ #VFqðJÞ: The
dimension of E˜ðsÞ is #fMAD!wðJÞjDðMÞpsg and the dimension of EðsÞ is
#fMAD!wðJÞjrðMÞpsg: The minimum distance of E˜ðsÞ is at least n  s: The
minimum distance of EðsÞ is at least n  sðsÞ: In particular the minimum distance of
EðsÞ is at least n  s:
Proof. The result concerning the length of the codes is obvious. The result
concerning the dimension of the codes is a consequence of Proposition 1 and the fact
that the map j is an isomorphism from R to Fnq: To see the result concerning the
minimum distance of the E˜ðsÞ code consider any code word c in E˜ðsÞ: It is of the
form c ¼ ðGðP1Þ;y; GðPnÞÞ where G is a polynomial in Fq½X ; Y  with
SuppðGÞDfMjMAD!wðJÞ; DðMÞpsg: Let X iY j be the leading monomial of G
with respect to !w: By Lemma 1 there are at most DðX iY jÞ indices lAf1; y; ng
such that GðPlÞ ¼ 0: Therefore wtðcÞXn  DðX iY jÞ holds. But DðX iY jÞ is at most
equal to s and the bound on the minimum distance follows. The proof of the ﬁrst
bound on the minimum distance of the EðsÞ code follows the same lines. Clearly
sðsÞps and the last result follows. &
The reader familiar with geometric Goppa codes may observe that the very last result
concerning the codes EðsÞ in Theorem 1 is just an example of the Goppa bound.
Remark 2. It is clear by Deﬁnition 3 that EðsÞDE˜ðsðsÞÞ holds. By Theorem 1 both
codes are of minimum distance at least n  sðsÞ: We conclude that if Theorem 1 gives
the true minimum distance of EðsÞ and E˜ðsðsÞÞ then E˜ðsðsÞÞ will have parameters
at least as good as EðsÞ: If further EðsÞD! E˜ðsðsÞÞ holds then E˜ðsðsÞÞ can be viewed
as an improvement of EðsÞ:
In the next section we will see that Theorem 1 allows us to ﬁnd the true minimum
distance of the codes deﬁned from the algebraic structure (2).
3. The codes from norm–trace curves
Consider the polynomial
X ðq
r1Þ=ðq1Þ  Y qr1  Y qr2 ? Y ; ð5Þ
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over Fqr ; where q is a prime power and r is a positive integer rX2: Clearly
ðqr  1Þ=ðq  1Þ and qr1 are relatively prime and any monomial X aYb in the
support of Y qr2 ? Y satisﬁes aqr1 þ bðqr  1Þ=ðq  1Þoððqr  1Þ=
ðq  1ÞÞqr1: Hence, the polynomial described in (5) is an example of the polynomial
FðX ; YÞ from Section 2. In the remaining part of this paper we will always assume
that FðX ; YÞ is of the form (5). Hence given q and r; from now on we have a ¼
ðqr  1Þ=ðq  1Þ and b ¼ qr1; J ¼ /FðX ; YÞ; X qr  X ; Y qr  YS and R ¼
Fqr ½X ; Y =J: To treat the corresponding codes we will need some results and a
deﬁnition.
Deﬁnition 5. For aAFqr the norm NFqr =FqðaÞ of a over Fq is deﬁned by NFqr =FqðaÞ :¼
aðq
r1Þ=ðq1Þ: The trace TrFqr =FqðaÞ of a over Fq is deﬁned by TrFqr =FqðaÞ :¼ aq
r1 þ
aq
r2 þ?þ aq þ a:
Hence, the zeros of FðX ; YÞ in F2qr are the points ða; bÞ such that NFqr =FqðaÞ ¼
TrFqr =FqðbÞ:
Lemma 2. The equation FðX ; YÞ ¼ 0 has precisely q2r1 solutions in F2qr :
Proof. The lemma is proved in Appendix A. &
Lemma 3. We have D!wðJÞ ¼ fX aYbjaoqr; bobg:
Proof. Consider the monomial ordering !w: The leading monomial of FðX ; Y Þ is
Y b and the leading monomial of X q
r  X is X qr : We therefore have
D!wðJÞDfX aY bjaoqr; bobg: ð6Þ
By Lemma 2 and Proposition 1 the set on the left-hand side of (6) is at least of size
q2r1: It is easily recognized that the set on the right-hand side is of size q2r1: Hence,
the two sets must be equal. &
Applying the notation from Deﬁnition 3 we have
Ks ¼ spanFqr fX aY b þ Jjaoqr; bob; DðX aY bÞpsg:
Lemma 4. For X iY jAD!wðJÞ there exists a polynomial GðX ; YÞ that satisfies the
following conditions. The leading monomial of G with respect to !w is X iY j and any
monomial M in the support of G satisfies DðMÞpDðX iY jÞ and satisfies
rðMÞprðX iY jÞ: Finally if X iY j is in the set
fX aY bjapqr  a; bobg,fX aYbjaoqr; b ¼ 0g; ð7Þ
O. Geil / Finite Fields and Their Applications 9 (2003) 351–371 357
then the equation set FðX ; YÞ ¼ GðX ; YÞ ¼ 0 has bi þ aj solutions in F2qr ; and if X iY j
is in the set
fX aYbjqr  aoaoqr; 0obobg; ð8Þ
then the equation set FðX ; YÞ ¼ GðX ; Y Þ ¼ 0 has
bqr  ðb  jÞðqr  iÞ ¼ bi þ qrj  ij
solutions in F2qr :
Proof. The lemma is proved in Appendix A. &
Lemma 5. Let X iY jAD!wðJÞ; then
DðX iY jÞ ¼ bi þ aj for ipq
r  a;
bi þ qrj  ij for i4qr  a:
(
Proof. By inspection of Deﬁnition 3. &
It is now an easy task to construct the various codes E˜ðsÞ: The next theorem gives
the precise parameters of the E˜ðsÞ codes and the EðsÞ codes.
Theorem 2. The codes E˜ðsÞ and the codes EðsÞ related to R are of length n ¼ q2r1: If
the index s is chosen such that an MAD!wðJÞ exists with DðMÞ ¼ s; then the minimum
distance of E˜ðsÞ is d ¼ n  s: The minimum distance of EðsÞ is d ¼ n  sðsÞ:
Proof. The result concerning the length follows immediately from Lemma 2. To see
that d ¼ n  s holds for the code E˜ðsÞ we need by Theorem 1 only to ﬁnd a code
word in E˜ðsÞ of Hamming weight equal to n  s: That is we need only to ﬁnd a
polynomial GðX ; Y Þ such that any monomial M in the support of G satisﬁes
MAD!wðJÞ; DðMÞps and such that the equation set GðX ; Y Þ ¼ FðX ; YÞ ¼ 0
has s solutions in F2qr : The existence of such a polynomial is guaranteed by Lemma 4.
To prove the result concerning the minimum distance of the code EðsÞ we need
only ﬁnd a polynomial GðX ; Y Þ such that any monomial M in the support
of G satisﬁes MAD!wðJÞ; rðMÞps and such that the equation set GðX ; Y Þ ¼
FðX ; YÞ ¼ 0 has sðsÞ solutions in F2qr : The existence of such a polynomial is
guaranteed by Lemma 4. &
In the case of r ¼ 2 the quotient ﬁeld of Fqr ½X ; Y =/FðX ; YÞS is the Hermitian
function ﬁeld. We note that the true parameters of the geometric Goppa codes EðsÞ
corresponding to the Hermitian function ﬁeld are described in [19,20]. We further
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note that for qX3; rX3 the true parameters of the geometric Goppa codes EðsÞ can
be found by applying [15, Theorem 6].
By Remark 2 and Theorem 2 the parameters of the code E˜ðsðsÞÞ are indeed at least
as good as the parameters of the code EðsÞ: The next example illustrates the fact that
the former is in many cases actually much better than the latter.
Example 1. Consider the ﬁeld extension F27=F2: The corresponding codes over F27
are of length n ¼ 213: The parameters of the codes are plotted in Fig. 1. The point set
marked with þ is the set of the best geometric Goppa codes EðsÞ (more precisely, if
one code EðsÞ has parameters ½n; k0; d 0 and another has parameters ½n; k00; d 0 where
k0ok00 then the point ðk0=n; d 0=nÞ is not included in the ﬁgure). The point set marked
with } is the set of E˜ðsÞ codes. For most rates the codes E˜ðsÞ perform much better
than the codes EðsÞ:
Example 2. In this example we consider the codes EðsÞ in the case q ¼ 2 and r is
arbitrary. It is easily veriﬁed that for i ¼ 0;y; 2r  1 the minimum distance of
EðDðX iÞÞ is equal to n  DðX iÞ ¼ 22r1  i2r1: Using the fact
2rðX Þ ¼ rðYÞ þ 1 ð9Þ
it is possible to verify that the dimension is 1 x
4
þ i þ i2
4
where x ¼ 1 if i is odd and
x ¼ 0 if i is even. Hence, if EðsÞ is a code such that d
n
A½2r; 1 and r is not too
GF(2^7)
0
0.2
0.4
0.6
0.8
1
d/
n
0.2 0.4 0.6 0.8 1
k/n
Fig. 1.
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small then
k
n
E22
rþ1 þ 2rþ1 1 d
n
 
þ 1
2
1 d
n
 2
ð10Þ
is a good approximation. It is easily veriﬁed that for j ¼ 0;y; 2r1  1 the minimum
distance of EðDðX 2r1Y jÞÞ is equal to n  DðX 2r1Y jÞ ¼ 2r1  j: Using (9) it is
possible to verify that the dimension is 22r2 þ 2r1 þ 2r1j  j2: Hence, if EðsÞ is a
code such that d
n
A½0; 2r and r is not too small then
k
n
E1þ d
n
 22r1 d
n
 2
ð11Þ
is a good approximation. Consider the plot in Fig. 1 of the parameters of the codes
EðsÞ from Example 1. The steep part of the curve corresponds to (10) and the ﬂat
part of the curve corresponds to (11).
Example 3. By Remark 1 the quotient ﬁeld of Fqr ½X ; Y =/FðX ; Y ÞS is an algebraic
function ﬁeld and the codes EðsÞ are corresponding geometric Goppa codes.
By [11, Proposition 5.11] the function ﬁeld is of genus g ¼ ða  1Þðb  1Þ=2:
A version of the geometric Goppa bound states that
d
n
þ k
n
X1 g
n
þ 1
n
holds for the codes EðsÞ with son: That is, we have
d
n
þ k
n
X1 q
2r1  2qr þ q
2q2r  2q2r1 þ
1
q2r1
:
Hence, for r ﬁxed and q-N the codes perform nearly as good as MDS-codes. For
r ¼ 3 already for q ¼ 4 the geometric Goppa bound states that d=n þ k=nX0:8545
holds for the codes EðsÞ: These codes are of length n ¼ 45: Nevertheless, Fig. 2
illustrates that there is still room for improvement. The þ’s are the best codes EðsÞ
over F43 corresponding to the ﬁeld extension F43=F4 (the phrase ‘‘best’’ is explained in
Example 1) and the }’s are the corresponding codes E˜ðsÞ: For r ¼ 4 already for
q ¼ 4 we have for the codes EðsÞ d=n þ k=nX0:8386: These codes are of length
n ¼ 47: For q ﬁxed we have
lim inf r-N
d
n
þ k
n
 
X
2q  3
2q  2: ð12Þ
Example 4. In this example we consider codes over F64: In Fig. 3 the point set
marked with þ is the set of codes E˜ðsÞ corresponding to the ﬁeld extension F64=F8:
These codes are of length n ¼ 29: The point set marked with } is the set of codes
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E˜ðsÞ corresponding to the ﬁeld extension F64=F4: These codes are of length n ¼ 210:
The point set marked with & is the set of codes E˜ðsÞ corresponding to the ﬁeld
extension F64=F2: These codes are of length n ¼ 211: Finally, the point set marked
withJ is the set of hyperbolic codes Hyp64ðs; 2Þ: These codes are of length n ¼ 212:
We see that the codes E˜ðsÞ over F64 get worse as n increases. However, never worse
than the hyperbolic codes.
Example 5. In this example we consider the codes E˜ðsÞ in the case q ¼ 2 and r is
arbitrary. Studying Lemma 5 we see that for this particular case all but a negligible
number of the elements X iY jAD!wðJÞ satisfy DðX iY jÞ ¼ 2r1i þ 2rj  ij (observe
that for j ¼ 0 as well as for i ¼ qr  a the two expressions in Lemma 5 coincide).
That is, all but a negligible number of elements satisfy j ¼ DðX iY jÞ2r1i
2ri : Hence, if
r is large and s satisﬁes 0pspDðX 2r2Þ ¼ n  2r then the dimension of E˜ðsÞ
is approximately
Z s=2r1
0
s  2r1i
2r  i di ¼ n  d þ d lnð
d
n
Þ:
We conclude that if r is large then for any code E˜ðsÞ
k
n
E1 d
n
þ d
n
lnðd
n
Þ ð13Þ
is a good approximation. Observe for comparison, that the bound (12) only
predicts that
lim inf r-N ðdn þ knÞX12
holds. Using similar arguments as above one can show that if q0-N then
any hyperbolic code Hypq0 ðs; 2Þ approximately satisﬁes (13). Consider the plot
in Fig. 3 of the parameters of the codes from Example 4. The above observations
explain why the point sets & and J almost coincide. The curve described by
the point set & as well as the curve described by J is very close to the curve
described in (13).
4. The codes E˜ðSÞ from norm–trace curves are improved dual codes
In this section we derive parity check matrices for the codes E˜ðsÞ from the
norm–trace curve. More precisely we show that the codes E˜ðsÞ can be viewed
as an example of the improved dual code construction that are described by H^holdt
et al. [11].
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Deﬁnition 6. For X iY jAD!wðJÞ deﬁne mðX iY jÞ to be the number of ordered pairs
ðX i0Y j0 ; X i00Y j00 Þ such that X i0Y j0 ; X i00Y j00AD!wð/JSÞ and rðX i
0
Y j
0 Þ þ rðX i00Y j00 Þ ¼
rðX iY jÞ:
Recall from Section 2 that the map
j : R ¼ Fqr ½X ; Y =/FðX ; Y Þ; X qr  X ; Y qr  YS-Fnq
is given by jðH þ JÞ :¼ ðHðP1Þ;y; HðPnÞÞ; where fP1;y; Png is the set of zeros of
FðX ; YÞ in F2qr :
Deﬁnition 7. Deﬁne the code
C˜jðdÞ :¼ fcAFnqr j/c;jðM þ JÞS ¼ 0;
for all MAD!wðJÞ that satisfies mðMÞodg:
Here /;S denotes the standard inner product in Fnq:
For readers familiar with the terminology in [11] we include the following remark.
We do not include a proof of the result mentioned in the remark. The reader
interested in establishing the proof may want to consult Remark 1 and [6,
Proposition 6].
Remark 3. The code C˜jðdÞ is an example of the improved dual code construction
that is described in [11, Deﬁnition 4.22]. It is related to the order domain
Fqr ½X ; Y =/FðX ; YÞS: By the order bound (see [11, Proposition 4.23]) the minimum
distance of C˜jðdÞ is at least d:
We leave the proof of the following lemma for the reader.
Lemma 6. Let X iY jAD!wðJÞ; then
mðX iY jÞ ¼ ði þ 1Þðj þ 1Þ for ioa  1;
ib þ aj  ab þ a þ b for iXa  1:
(
It turns out that there is a strong connection between the code constructions E˜ðsÞ
and C˜jðdÞ: We have
Theorem 3. E˜ðq2r1  dÞ ¼ C˜jðdÞ:
Proof. The theorem is proved in Appendix B. &
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Remark 4. From Theorems 2 and 3 it follows immediately that if d is chosen in
such a way that dAmðD!wðJÞÞ then the minimum distance of C˜jðdÞ is d: Hence,
by Remark 3 the order bound actually gives the true minimum distance
of C˜jðdÞ:
As by Remark 3 the codes C˜jðdÞ are of the type described in [11] they can be
decoded up to half the minimum distance by applying the fast decoding algorithm
in [11, Section 7] and [18].
5. Conclusion
In this paper we have modiﬁed the methods from [8] to derive new descriptions
of evaluation codes related to Miura–Kamiya curves Cab: We have presented
estimates on the minimum distance of the new codes and presented estimates on
the minimum distance of a class of related one-point geometric Goppa codes.
With respect to these estimates the new codes are always at least as good as the one-
point geometric Goppa codes. In particular we have considered codes from norm–
trace curves. For these codes our estimates of the minimum distance turn out to
give the true value of the minimum distance. Many of the new codes from
norm–trace curves perform rather well. Many of them perform much better than
the corresponding one-point geometric Goppa codes. We have shown that the
new codes from norm–trace curves can also be constructed by the improved
dual code construction from order domain theory. In particular we have established
a new large class of cases where the order bound gives the true minimum distance
of the improved dual codes. The paper [8] and the present paper deals with the
same problems, but are concerned with constructing evaluation codes from
different algebraic structures. The algebraic structures considered in [8] are very
simple. The algebraic structures considered in the present paper are a little
more complicated, but still rather simple. It is obvious to try to use the methods
on other algebraic structures than the already considered ones. Also it is
obvious to investigate more examples of the Miura–Kamiya curves in details.
The paper [8] and the present paper give examples of families of codes for which the
order bound from order domain theory actually gives the true minimum distance.
One may try to derive some general conditions that ensure that a code has
this behavior.
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Appendix A. Proof of Lemmas 2 and 4
Recall that the zeros of FðX ; YÞ in F2qr are the points ða; bÞ such that NFqr =FqðaÞ ¼
TrFqr =FqðbÞ: It is well known that NFqr =Fq and TrFqr =Fq map Fqr onto Fq (see [12,
Theorems 2,23 and 2.28]).
Lemma A.1. The only element in Fqr that is mapped to 0 under NFqr =Fq is 0: Given
cAFq\f0g there are precisely a ¼ ðqr  1Þ=ðq  1Þ elements in Fqr that are mapped to c
under NFqr =Fq : Given any cAFq there are precisely b ¼ qr1 elements in Fqr that are
mapped to c under TrFqr =Fq :
Proof. The lemma is a consequence of the fact that NFqr =Fq is a homomorphism from
the multiplicative group Fqr\f0g to the multiplicative group Fq\f0g; and that TrFqr =Fq
is a homomorphism from the additive group Fqr to the additive group Fq (see [12,
Theorem 2.23]). &
Deﬁnition A.1. For cAFq we denote by Nðq; r; cÞ the set of elements in Fqr that are
mapped to c under NFqr =Fq : Similarly, we denote byTðq; r; cÞ the set of elements that
are mapped to c under TrFqr =Fq :
Proof of Lemma 2. The result follows from Lemma A.1. &
Proof of Lemma 4. Let X iY jAD!wðJÞ be given. That is, let i; j satisfy 0pioqr;
0pjob: Consider any two sets A; BDFqr such that #A ¼ i and #B ¼ j: The
polynomial
Y
aAA
ðX  aÞ
Y
bAB
ðY  bÞ ðA:1Þ
clearly has X iY j as leading monomial and any monomial in the support of (A.1)
satisﬁes DðMÞpDðX iY jÞ and satisﬁes rðMÞprðX iY jÞ: We next want to choose A
and B in such a way that the number of solutions of FðX ; Y Þ ¼QaAA ðX 
aÞ QbAB ðY  bÞ ¼ 0 is maximized. We start by introducing some notation and
recalling some results. Write Fq\f0g ¼ fc2;y; cqg; and recall from Lemma A.1 that
we have #Nðq; r; 0Þ ¼ 1 and #Nðq; r; ciÞ ¼ a for i ¼ 2;y; q: Recall also that
#Tðq; r; 0Þ ¼ #Tðq; r; c2Þ ¼? ¼ #Tðq; r; cqÞ ¼ b holds. Write a1 :¼ 0 and let the
elements of Fqr \f0g be enumerated a2;y; aqr such that the ﬁrst a elements of lowest
index constitute the set Nðq; r; c2Þ; the next a elements of lowest index constitute
the set Nðq; r; c3Þ and so on. Write Tðq; r; cqÞ ¼ fb1;y; bbg: Now choose
A :¼ fa1;y; aig and B :¼ fb1;y; bjg and deﬁne GðX ; Y Þ :¼
Q
aAAðX  aÞ
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Q
bAB ðY  bÞ: The solutions of FðX ; YÞ ¼ GðX ; Y Þ ¼ 0 are SA,SB where
SA :¼ fða; ZÞjaAA;TrFqr =FqðZÞ ¼ NFqr =FqðaÞg;
SB :¼ fðz; bÞjbAB; NFqr =FqðzÞ ¼ TrFqr =FqðbÞg:
If X iY j is in the set (7) then SA and SB are disjoint. Hence, the number of solutions
simply is #SA þ#SB ¼ bi þ aj: If X iY j is in the set (8) then SA and SB are no longer
disjoint. Counting the number #ðSA,SBÞ carefully we get that the equation set
FðX ; YÞ ¼ GðX ; Y Þ ¼ 0 has
ðqr  aÞb þ ja þ ði  ðqr  aÞÞðb  jÞ ¼ bi þ qrj  ij
solutions. &
Appendix B. Proof of Theorem 3
In this appendix we give a proof of Theorem 3. We start by observing that the
maps m and D are strongly related.
Lemma B.1. If X iY jAD!wðJÞ then X q
r1iY q
r11jAD!wðJÞ; and
mðX iY jÞ þ DðX qr1iY qr11jÞ ¼ q2r1: ðB:1Þ
Proof. Combine Lemmas 5 and 6 and recall that b ¼ qr1 holds. &
To show that any code E˜ðsÞ from a norm–trace curve is actually a C˜jðdÞ
code we will need the following lemma. A proof of the lemma is given at
the end.
Lemma B.2. Let i; j; s; t be integers such that 0pi; soqr; 0pj; toqr1 and such that
DðX iY jÞ þ mðX sY tÞoq2r1: We haveX
cAFq
X
aANðq;r;cÞ
X
bATðq;r;cÞ
aiþsbjþt ¼ 0:
Proof of Theorem 3. Let M1ðX ; Y Þ ¼ X iY j be any element in D!wðJÞ such that
mðX iY jÞod and let M2ðX ; Y Þ ¼ X sY t be any element in D!wðJÞ such that
DðX sY tÞpq2r1  d: Recall, that the variety fP1;y; Png of J consists of those
ða; bÞ such that NFqr =FqðaÞ ¼ TrFqr =FqðbÞ holds. By Lemma B.2 we have
/ðM1ðP1Þ;y; M1ðPnÞÞ; ðM2ðP1Þ;y; M2ðPnÞÞS ¼ 0: With the deﬁnitions of the
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codes in mind we conclude that
E˜ðq2r1  dÞDC˜jðdÞ: ðB:2Þ
The dimension of C˜jðdÞ is n ¼ q2r1 minus the number of elements in D!wðJÞ that
are of m value smaller than d: In other words the dimension is equal to the number of
elements N1 in D!wðJÞ such that mðN1ÞXd: The dimension of E˜ðq2r1  dÞ is equal to
the number of elements N2 in D!wðJÞ such that DðN2Þpq2r1  d: Hence, by Lemma
B.1 the two codes are of the same dimension. Therefore the two codes must be
identical. &
What remains is to give a proof of Lemma 9. The proof calls for some other
lemmas.
Lemma B.3. Assume cAFq and that i is an integer, 0pioqr1  1: We haveX
bAT ðq;r;cÞ
bi ¼ 0: ðB:3Þ
Proof. We ﬁrst observe that if i ¼ 0; then
X
bAT ðq;r;cÞ
bi ¼
Xqr1
j¼1
1 ¼ 0:
In the following we assume i40: Let the characteristic of Fqr be p: If i ¼ kp where k is
a positive integer, then
X
bATðq;r;cÞ
bi ¼
X
bATðq;r;cÞ
bk
0
@
1
A
p
:
Hence, by induction the proof will be complete if we can show (B.3) in the
case of i being not divisible by p; i40: Assume in the following that such an i is
given. Deﬁne
PcðXÞ :¼
Yi
j¼1
ðTrFqr =FqðejXÞ  cÞ; ðB:4Þ
where e is a primitive ith root of unity in Fqs : For any j the set of roots of
TrFqr =FqðejXÞ  c is fejbjbATðq; r; cÞg: So if we write Tðq; r; cÞ ¼ fb1;y; bqr1g;
then we have
PcðX Þ ¼
Yi
j¼1
ðX  ejb1Þ?ðX  ejbqr1Þ
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¼
Yqr1
s¼1
Yi
j¼1
ðX  ejbsÞ
¼
Yqr1
s¼1
ðX i  bisÞ; ðB:5Þ
where the last equality follows from the observation that ejbs is a root of X i  bis
for any j ¼ 1;y; i: From (B.5) it is clear that the coefﬁcient to X iðqr11Þ in
PcðXÞ is

Xqr1
s¼1
bis ¼ 
X
bAT ðq;r;cÞ
bi:
Hence, if we can show that the coefﬁcient to X iðq
r11Þ in PcðXÞ is zero, then we will
be done. We have iðqr1  1Þ ¼ ði  1Þqr1 þ ðqr1  iÞ and by assumptions
0oioqr1  1 holds. Therefore qr1  iAf2;y; qr1  1g: Combining these ob-
servations with a study of the very deﬁnition of PcðX Þ (see (B.4)) we conclude that if
the coefﬁcient of X iðq
r11Þ is nonzero then
iðqr1  1Þ ¼ ði  1Þqr1 þ qh ðB:6Þ
holds for some hAf1;y; r  2g: But then by (B.6) i must be divisible by q and
therefore in particular by p: This is impossible by our assumptions. The proof is
complete. &
Recall from Section 3 that a ¼ ðqr  1Þ=ðq  1Þ:
Lemma B.4. Given cAFq consider an integer i40 such that ic0 mod a: We haveX
aANðq;r;cÞ
ai ¼ 0:
Proof. If c ¼ 0 then the result follows immediately. Assume in the following that
ca0: Let g be an element in Nðq; r; cÞ: We have
Nðq; r; cÞ ¼ fg; gtq1; gt2ðq1Þ;y; gtða1Þðq1Þg;
where t is a primitive element of Fqr with respect to the ﬁeld extension Fqr=Fq:
Hence,
X
aAN ðq;r;cÞ
ai ¼ gi
Xa1
j¼0
tjðiðq1ÞÞ ¼ gi 1 t
iðqr1Þ
1 tiðq1Þ
 
¼ 0: &
O. Geil / Finite Fields and Their Applications 9 (2003) 351–371368
Lemma B.5. Let j be an integer 0pjp2ðqr1  1Þ we have
X
cAFq
X
bATðq;r;cÞ
bj ¼ 0: ðB:7Þ
Proof. The left hand side of (B.7) is equal to
P
bAFqr
bj which in turn is equal to 0 as
joqr  1 holds. &
Lemma B.6. Write Fq\f0g ¼ fc2;y; cqg: Let j be an integer, qr1  1pjp2
ðqr1  1Þ: We have
X
bATðq;r;c2Þ
bj ¼? ¼
X
bATðq;r;cqÞ
bj :
Proof. Throughout the proof let c be any element in Fq\f0g: We ﬁrst consider the
case j ¼ qr1  1: If Tðq; r; 1Þ ¼ fg1;y; gqr1g then Tðq; r; cÞ ¼ fcg1;y; cgqr1g
holds. We have
X
bATðq;r;cÞ
bq
r11 ¼ cqr11
X
bATðq;r;1Þ
bq
r11 ¼
X
bATðq;r;1Þ
bq
r11:
This concludes the proof for the case j ¼ qr1  1: In the following we consider an
arbitrary integer j; qr1pjp2ðqr1  1Þ: For bATðq; r; cÞ we have bqr1 ¼ c  bqr2 
? bq  b: Therefore
bj ¼ s1bþ s2b2 þ?þ sqr11bq
r11 þ cðZ1bþ Z2b2 þ?þ Zqr12bq
r12Þ;
where s1;y; sqr11; Z1;y; Zqr12AFq are independent of the actual choice of c: We
conclude
X
bATðq;r;cÞ
bj ¼
X
bATðq;r;cÞ
sqr11b
qr11 ¼ sqr11
X
bATðq;r;1Þ
bq
r11: ðB:8Þ
The last expression in (B.8) is independent of the actual choice of c and we are
through. &
Lemma B.7. Let s; j be integers 1pspq  2; qr1  1pjp2ðqr1  1Þ: The following
holds:
X
cAFq
X
aANðq;r;cÞ
X
bATðq;r;cÞ
asabj ¼ 0:
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Proof. Denote k ¼ PbATðq;r;1Þ bj: We haveX
cAFq
X
aANðq;r;cÞ
X
bATðq;r;cÞ
asabj ¼
X
cAFq\f0g
X
aANðq;r;cÞ
X
bATðq;r;cÞ
csbj
¼
X
cAFq\f0g
X
aANðq;r;cÞ
csk
¼ ak
X
cAFq
cs ¼ 0:
Here the second equality follows from Lemma B.6. The proof is complete. &
Proof of Lemma B.2. By Lemma B.1 the conditions implies that not both i þ
sXqr  1 and j þ tXqr1  1 holds. The lemma now follows by applying Lemmas
B.3, B.4, B.5 and B.7 in turn. &
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