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Let A be a prime ring of characteristic not 2, with center Z(A)
and with involution ∗. Let S be the set of symmetric elements ofA.
Suppose that f : S → A is an additivemap such that [f (x), f (y)] =
[x, y] for all x, y ∈ S. Then unless A is an order in a 4-dimensional
central simple algebra, there exists an additivemapμ : S → Z(A)
such that f (x) = x + μ(x) for all x ∈ S or f (x) = −x + μ(x) for all
x ∈ S.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction and results
LetAbea ring. Forx, y ∈ A,wedenote [x, y] = xy − yx thecommutatorofx andy.Wesay thatamap
f : A → A preserves commutativity if [f (x), f (y)] = 0 whenever [x, y] = 0 for x, y ∈ A. The problem
of describing bijective additive (or linear) commutativity preserving maps is initiated by Watkins
[41] in the case when A is a matrix algebra. Later, maps preserve the commutativity of symmetric
matrices (and operators) were investigated in [17,23,35,36]. On the other hand, the ﬁrst ring-theoretic
result was obtained by Brešar [10] who characterized the bijective commutativity preserving linear
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maps between centrally closed prime algebras. Recently, similar results obtained for maps between
symmetric elements of prime ringswith involutionwere treated in [5,6,13,19]. These results have been
now generalized in various directions (see for example [1,14,15,18,20–22,24,30,34,37–40]).
In [9] Bell and Daif introduced a certain kind of commutativity preserving map as follows: Let U be
a subset ofA. A map f : U → A is called strong commutativity preserving (SCP) on U if [f (x), f (y)] =
[x, y] for all x, y ∈ U . Further, they proved that A must be commutative if a prime ring A admits a
nonzero derivation or a non-identity endomorphism which is SCP on a right ideal of A. Later Brešar
andMiers [12] characterized an additive map f : A → Awhich is SCP on the entire semiprime ringA
and showed that f must be of the form f (x) = λx + μ(x), where λ ∈ C, λ2 = 1 and μ : A → C is an
additive map where C is the extended centroid ofA. Recently, the authors [33] extended this result to
Lie ideals of prime rings. In this paper, we continue to study SCP maps in prime rings with involution.
The study of additivemaps in ringswith involutionwas initiated by Brešar et al. [11] to describe the
centralizingmaps on the skew-symmetric elements in prime rings. Later some related generalizations
were obtained in [7,29,31,32]. Motivated by these results, Beidar and Martindale [4] investigated the
theory of functional identities in prime ringswith involution and then simultaneous generalized those
previous results. According to [16], a functional identity can be informally described as an identical
relation involving some elements in a ring, together with some maps of the ring. The general goal
of the functional identity theory is to determine the maps appearing in the identity, or when this
is not possible, to determine the structure of the ring admitting the identity in question. Hence to
characterize SCPmaps can be viewed as solving a special functional identity. The purpose of this paper
is to apply the powerful theory of functional identities to describe the structure of SCP maps of the
symmetric elements in prime rings with involution. Our main result is
Theorem 1.1. LetA be a prime ring of characteristic not 2, with center Z(A) and with involution ∗. Let S
be the set of symmetric elements ofA. Suppose that f : S → A is an additive map such that [f (x), f (y)] =
[x, y] for all x, y ∈ S. Then unless A is an order in a 4-dimensional central simple algebra, there exists an
additivemapμ : S → Z(A) such that f (x) = x + μ(x) for all x ∈ S or f (x) = −x + μ(x) for all x ∈ S.
As an application of Theorem 1.1 we extend Bell and Daif’s result as follows.
Corollary 1.2. Let A be a prime ring of characteristic not 2, with involution ∗ and let S be the set of
symmetric elements of A. Suppose that d : A → A is a nonzeo derivation such that [d(x), d(y)] = [x, y]
for all x, y ∈ S. Then A is a commutative domain or an order in a 4-dimensional central simple algebra.
2. Preliminaries
Throughout this section A is a prime ring with involution ∗, with center Z(A) and with maximal
right ring of quotients Q = Qmr(A). The center C of Q is a ﬁeld and is called the extended centroid
of A (see [8] for details). Moreover, Z(A) ⊆ C. By S , we denote the set of symmetric elements of A,
that is, S = {x ∈ A|x∗ = x} and by K, we denote the set of skew symmetric elements of A, that is,
K = {x ∈ A|x∗ = −x}. By Stn we denote the standard identity of degree n. The involution ∗ is said to
be of the ﬁrst kind if α∗ = α for all α ∈ C and of the second kind otherwise. We include three results of
functional identities on symmetric elements which can be obtained directly from [2,3].
Lemma 2.1. Let Ei, Fi : S × S → Q be maps such that
E1(x2, x3)x1 + E2(x1, x3)x2 + E3(x1, x2)x3 + x1F1(x2, x3) + x2F2(x1, x3) + x3F3(x1, x2) = 0
for all x1, x2, x3 ∈ S. Suppose that A does not satisfy St14. Then there exist maps p, p′, q, q′ : S → Q
and ν : S × S → C such that E1(x2, x3) = x2p(x3) + x3p′(x2) + ν(x2, x3) and F1(x2, x3) = q(x3)x2 +
q′(x2)x3 − ν(x2, x3) for all x2, x3 ∈ S.
Lemma 2.2. Suppose thatA does not satisfy St14 and E1, E2, F1, F2 : S → Q are maps satisfying E1(x2)x1+ E2(x1)x2 + x1F1(x2) + x2F2(x1) ∈ C for all x1, x2 ∈ S. Then there exist a ∈ Q andmapsω1,ω2 : S →
C such that E1(x2) = x2a + ω1(x2) and F2(x1) = −ax1 + ω2(x1) for all x2, x3 ∈ S.
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Lemma 2.3. Let a, b ∈ Q. If A does not satisfy St6 and ax − xb ∈ C for all x ∈ S , then a = b ∈ C.
Moreover, we need the next two facts.
Lemma 2.4 ([27], Corollary p. 358). If [S , S] = 0, then A satisﬁes St4.
Lemma 2.5 ([28], Theorem 1). If there is a nonzero derivation d ofA such that [d(x), x] = 0 for all x ∈ S ,
then A is a commutative domain or an order in a 4-dimensional central simple algebra.
3. The matrix algebra case
Throughout this section, let F be an algebraically closed ﬁeld of characteristic not 2 and let A =
Mm(F) be them × mmatrix algebra over F with involution ∗ of the ﬁrst kind, that is, α∗ = α for all
α ∈ F . It is known that in this case ∗ is either the ordinary transpose or the sympletic involution [8,
Corollary 4.6.13]. In this section, we determine all linear maps f : S → A satisfying
[f (x), [y, z]] + [f (y), [z, x]] + [f (z), [x, y]] = 0 (3.1)
for all x, y, z ∈ S .
We ﬁrst considerA = Mm(F) under transpose involution. For A ∈ Mm(F), let At denote the trans-
pose of A. Then S = {A ∈ Mm(F)|At = A}. As usual, we let {eij|1 i, jm} be the set of matrix units
inMm(F). Clearly {eii, eij + eji|1 i < jm} forms a basis of S .
Lemma 3.1. Let A = Mm(F) under transpose involution, m 3. If f : S → A is a linear map satisfying
(3.1), then there exist λ ∈ F and a linear mapμ : S → F such that f (x) = λx + μ(x) · Im for all x ∈ S ,
where Im denotes the identity matrix of A.
Proof. Let i, j,  be three distinct positive integers and 1 i, j, m. Write f (eii) = ∑ms,t=1 astest and
f (e) = ∑ms,t=1 bstest , where ast , bst ∈ F . Setting x = eii, y = ejj , z = ej + ej in (3.1), since [y, z] =
ej − ej , [z, x] = 0 and [x, y] = 0, we obtain [f (eii), ej − ej] = 0. That is, f (eii)(ej − ej) − (ej −
ej)f (eii) = 0. Hence eiif (eii)(ej − ej) = 0, (ej − ej)f (eii)eii = 0 and ejjf (eii)ej − ejf (eii)e = 0.
This implies that aij = ai = 0 = aji = ai and ajj = a. Similarly, we may obtain bi = bj = 0 =
bi = bj and bii = bjj . Next setting x = eii, y = ei + ei, z = e in (3.1) and using [y, z] = ei − ei,[z, x] = 0 and [x, y] = ei − ei, we obtain [f (eii), ei − ei] + [f (e), ei − ei] = 0. Thus
(f (eii) + f (e))(ei − ei) − (ei − ei)(f (eii) + f (e)) = 0. (3.2)
Then ejj(f (eii) + f (e))ei = 0. Recall that bj = 0. So aj = 0. Now we have aij = ai = aji = ai =
aj = 0 and ajj = a for all j,  /= i, j /= . Consequently, for  /= i, f (eii) = ∑ms=1 assess = (aii −
a)eii +∑ms=1 aess. Thus f (eii) − αeii ∈ F · Im,whereα = aii − a ∈ F . Similarly, f (e) − βe ∈
F · Im, for some β ∈ F . From (3.2), it is easy to see that α = β . So we conclude that f (eii) − αeii ∈
F · Im for all 1 im.
Let i, j,  be three distinct positive integers and 1 i, j, m. Write f (eij + eji) = ∑ms,t=1 cstest ,
where cst ∈ F . Setting x = eij + eji, y = e, z = ej + ej in (3.1), since [y, z] = ej − ej, [z, x] =
ei − ei and [x, y] = 0,we obtain [f (eij + eji), ej − ej] + [f (e), ei − ei] = 0. Recall that f (e) −
αe ∈ F · Im. Thus [f (eij + eji), ej − ej] + [αe, ei − ei] = 0. So
f (eij + eji)(ej − ej) − (ej − ej)f (eij + eji) + αei + αei = 0.
Hence eiif (eij + eji)ej = ejf (eij + eji)eii = 0, −ejf (eij + eji)eii + αei = 0, ejjf (eij + eji)ej − ej
f (eij + eji)e = 0 and −eiif (eij + eji)ej + αei = 0. This implies that ci = ci = 0, cjj = c and
cij = cji = α. Next setting x = eij + eji, y = e, z = ei + ei in (3.1), since [y, z] = ei − ei, [z, x] =
ej − ej and [x, y] = 0, we obtain [f (eij + eji), ei − ei] + [f (e), ej − ej] = 0. Then [f (eij + eji),
ei − ei] + [αe, ej − ej] = 0. So
f (eij + eji)(ei − ei) − (ei − ei)f (eij + eji) + αej + αej = 0.
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Hence ejjf (eij + eji)ei = eif (eij + eji)ejj = 0, eiif (eij + eji)ei − eif (eij + eji)e = 0 and ekkf (eij +
eji)ei = 0 for k /= i, j, . Thus cj = cj = 0, cii = c and ck = 0 for k /= i, j, . Now we have ci =
ci = cj = cj = 0, cii = cjj = c and cij = cji = α for all j,  /= i and j /= . Further, ck = 0 for all
k /= , k /= i, j and  /= i, j. Thus f (eij + eji) − α(eij + eji) ∈ F · Im. By the linearity of f , f (x) − αx ∈
F · Im for all x ∈ S , as desired. 
NextweconsiderA = Mm(F)under sympletic involution. In this case, it iswell-knownthatm = 2k
and the involution ∗ is given by(
A B
C D
)∗
=
(
Dt −Bt
−Ct At
)
where A, B, C,D ∈ Mk(F). Thus S consists of all matrices of the form(
A M
N At
)
where A,M,N ∈ Mk(F),Mt = −M and Nt = −N.
Lemma 3.2. Let A = Mm(F) under sympletic involution, where m 6. If f : S → A is a linear map
satisfying (3.1), then there exist λ ∈ F and a linear map μ : S → F such that f (x) = λx + μ(x) · Im for
all x ∈ S , where Im is the identity matrix of A.
Proof. Recall that m = 2k for k 3. Let W = {P ∈ Mk(F)|Pt = −P}; then {Eij|1 i < j k} forms a
basis ofW , where Eij = eij − eji. For A ∈ Mk(F),M,N ∈ W , we write f
((
A 0
0 At
))
=
(
ϕ1(A) χ1(A)
χ2(A) ϕ2(A)
)
,
f
((
0 M
0 0
))
=
(
φ1(M) ρ1(M)
ρ2(M) φ2(M)
)
and f
((
0 0
N 0
))
=
(
ψ1(N) η1(N)
η2(N) ψ2(N)
)
,whereϕi : Mk(F) → Mk(F),χi :
Mk(F) → Mk(F), φi : W → Mk(F), ρi : W → Mk(F), ψi : W → Mk(F), ηi : W → Mk(F) are lin-
ear maps.
Set x =
(
A 0
0 At
)
, y =
(
B 0
0 Bt
)
and z =
(
C 0
0 Ct
)
in (3.1), where A, B, C ∈ Mk(F); then we obtain
[ϕ1(A), [B, C]]+[ϕ1(B), [C, A]]+[ϕ1(C), [A, B]]=0 and [ϕ2(A), [Bt , Ct]]+ [ϕ2(B), [Ct , At]]+ [ϕ2(C),[At , Bt]] = 0 for all A, B, C ∈ Mk(F). The latter is equivalent to [ϕ2(A)t , [B, C]]+ [ϕ2(B)t , [C, A]]+[
ϕ2(C)
t , [A, B]] = 0 By Lemma 3.1, there exist αi ∈ F and linear maps μi : Mk(F) → F for i = 1, 2
such that ϕ1(A) = α1A + μ1(A) · Ik and ϕ2(A) = α2At + μ2(A) · Ik .
Set x =
(
A 0
0 At
)
, y =
(
B 0
0 Bt
)
and z =
(
0 M
0 0
)
in (3.1), where A, B ∈ Mk(F),M ∈ W; then we
obtain ρ2(M)[A, B] − [At , Bt]ρ2(M) = 0 for all A, B ∈ Mk(F),M ∈ W . Fixing M and replacing A, B by
eii, eij , respectively, where 1 i, j k and i /= j, we get ρ2(M)eij + ejiρ2(M) = 0. Hence eiiρ2(M)eij =
0 and eρ2(M)eij = 0 for  /= i, j. This implies that ρ2(M) = 0. Consequently, ρ2 = 0. Similarly,
setting x =
(
A 0
0 At
)
, y =
(
B 0
0 Bt
)
and z =
(
0 0
N 0
)
in (3.1), η1 = 0 follows.
Set x =
(
A 0
0 At
)
, y =
(
0 M1
0 0
)
and z =
(
0 M2
0 0
)
in (3.1), where A ∈ Mk(F),M1,M2 ∈ W; then
we obtain
φ1(M1)(M2A
t − AM2) − (M2At − AM2)φ2(M1)
+φ1(M2)(AM1 − M1At) − (AM1 − M1At)φ2(M2) = 0. (3.3)
Pick 1 i, j k, i /= j. Write φ1(Eij) = ∑ks,t=1 astest and φ2(Eij) = ∑ks,t=1 bstest . Let  /= i, j and
1  k. Replacing M1,M2, A by Eij , Ei, ei respectively in (3.3) and using M2At − AM2 = 2eii and
AM1 − M1At = 0,wehaveφ1(Eij)(2eii) − (2eii)φ2(Eij) = 0. Consequently, aii = bii and ahi = bih = 0
for all 1 h k, h /= i. Similarly, replacing M1,M2, A by Eij , Ej, ej, respectively in (3.3), we obtain
ajj = bjj and ahj = bjh = 0 for all 1 h k, h /= j. Next replacingM1,M2, A by Eij , Ei, e, respectively
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in (3.3), we have φ1(Eij)(ei + ei) − (ei + ei)φ2(Eij) = 0. Then eiiφ1(Eij)ei − eiφ2(Eij)e = 0,
eφ1(Eij)ei − eiφ2(Eij)eii = 0 and for h /= i, , ehhφ1(Eij)(ei + ei) = 0, implying that aii = b,
a = bii and ah = 0. Particularly, aj = 0. Similarly, bh = 0 for all h /= i, . Next replacingM1,M2, A
by Eij , Ej, e, respectively in (3.3), we have ajj = b, a = bjj and ah = 0 for h /= j, . Particularly,
ai = 0. Similarly, bh = 0 for all h /= j, . Now we have aii = b = ajj = bjj = a = bii for all dis-
tinct 1 i, j,  k, ahi = 0 for all h /= i, ahj = 0 for all h /= j and ah = 0 for all h /= . Similarly,
bih = 0 for allh /= i, bjh = 0 for allh /= j and bh = 0 for allh /= . Consequently,φ1(Eij) = φ2(Eij) ∈
F · Ik . Thusφ1(M) = φ2(M) ∈ F · Ik for allM ∈ W . Similarly, setting x =
(
A 0
0 At
)
, y =
(
0 0
N1 0
)
and
z =
(
0 0
N2 0
)
in (3.1), where A ∈ Mk(F),N1,N2 ∈ W , we may obtain ψ1(N) = ψ2(N) ∈ F · Ik for all
N ∈ W .
Set x =
(
A 0
0 At
)
, y =
(
0 M
0 0
)
and z =
(
0 0
N 0
)
in (3.1), where A ∈ Mk(F),M,N ∈ W , then we
obtain
χ1(A)NM + MNχ1(A) = 0 and χ2(A)MN + NMχ2(A) = 0, (3.4)
ρ1(M)(NA − AtN) − (AM − MAt)η2(N) + α1AMN − α1MNA = 0. (3.5)
and
− (NA − AtN)ρ1(M) + η2(N)(AM − MAt) − α2AtNM + α2NMAt = 0. (3.6)
Fix A and write χ1(A) = ∑ks,t=1 cijeij . Let M = N = Eij , i /= j in (3.4); then χ1(A)(eii + ejj) + (eii +
ejj)χ1(A) = 0. Hence aii = ajj = aij = aji = 0, implying thatχ1(A) = 0. Soχ1 = 0. Similarly,χ2 = 0.
Pick 1 i, j k, i /= j and let 1  k,  /= i, j. Write ρ1(Eij) = ∑ks,t=1 astest . ReplacingM,N, A by
Eij , Ei, e in (3.5), we have ρ1(Eij)ei = 0. Thus as = 0 for all 1 s k. Next replacing M,N, A by
Eij , Ei, e in (3.5), we obtain ρ1(Eij)(ei + ei) + α1ej = 0. This implies that aji = −α1 and asi = 0
for all 1 s k, s /= j. Similarly, replacingM,N, A by Eij , Ej, e in (3.5), we obtain aij = α1 and asj = 0
for all 1 s k, s /= j. Now we conclude that ρ1(Eij) = α1Eij . Hence ρ1(M) = α1M for all M ∈ W .
Similarly, by (3.5),η2(N) = α1N for allN ∈ W . From (3.6), it follows thatρ1(M) = α2M for allM ∈ W .
Thus α1 = α2.
Finally, Set x =
(
A 0
0 At
)
, y =
(
B 0
0 Bt
)
and z =
(
0 M
0 0
)
in (3.1), where A, B ∈ Mk(F),M ∈ W;
then we obtain (μ1(A) − μ2(A))(BM − MBt) + (μ1(B) − μ2(B))(MAt − AM) = 0. Let i, j,  be dis-
tinct and 1 i, j,  k. Replacing A, B,M by eii, ejj , Ej respectively, we get (μ1(eii) − μ2(eii))(ej +
ej) = 0. Thusμ1(eii) = μ2(eii). ReplacingA, B,M by eij , eii, Ej respectively,we get (μ1(eij) − μ2(eij))
(ei + ei) = 0. Thus μ1(eij) = μ2(eij). Consequently, μ1 = μ2. Hence f (x) − α1x ∈ F · Im for all
x ∈ S , as desired. 
4. Proof of Theorem 1.1
We begin with a proposition which plays a key role in the proof of Theorem 1.1.
Proposition 4.1. LetA be a prime ring of characteristic not 2,with involution ∗,with extended centroid C
and let S be the set of symmetric elements of A. In case ∗ is of the ﬁrst kind, we assume that A is not an
order in a 4 or 16-dimensional central simple algebra. In case ∗ is of the second kind, we assume that A is
not an order in a 4-dimensional central simple algebra. Suppose that an additive map f : S → Q satisﬁes
[f (x), [y, z]] + [f (y), [z, x]] + [f (z), [x, y]] = 0 for all x, y, z ∈ S. Then there exist λ ∈ C and an additive
map μ : S → C such that f (x) = λx + μ(x) for all x ∈ S.
Proof. Suppose ﬁrst thatA does not satisfy Stm for anym 1. A direct expansion of [f (x1), [x2, x3]] +[f (x2), [x3, x1]] + [f (x3), [x1, x2]] = 0 yields
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0= f (x1)x2x3 − f (x1)x3x2 − x2x3f (x1) + x3x2f (x1) + f (x2)x3x1 − f (x2)x1x3
− x3x1f (x2) + x1x3f (x2) + f (x3)x1x2 − f (x3)x2x1 − x1x2f (x3) + x2x1f (x3)
=(f (x2)x3 − f (x3)x2)x1 + (f (x3)x1 − f (x1)x3)x2 + (f (x1)x2 − f (x2)x1)x3
+ x1(x3f (x2) − x2f (x3)) + x2(x1f (x3) − x3f (x1)) + x3(x2f (x1) − x1f (x2)).
Set E(x2, x3) = f (x2)x3 − f (x3)x2 and F(x2, x3) = x3f (x2) − x2f (x3). Then by Lemma 2.1, there ex-
ist maps p, p′, q, q′ : S → Q and ν : S × S → C such that E(x2, x3) = x2p(x3) + x3p′(x2) + ν(x2, x3)
and F(x2, x3) = q(x3)x2 + q′(x2)x3 − ν(x2, x3) for all x2, x3 ∈ S . Hence f (x2)x3 − f (x3)x2 − x2p(x3)− x3p′(x2) ∈ C and x3f (x2) − x2f (x3) − q(x3)x2 − q′(x2)x3 ∈ C. FromLemma2.2 it follows that there
exist a, b ∈ Q such that f (x2) − x2a ∈ C and f (x2) − bx2 ∈ C. So we have bx2 − x2a ∈ C for all x2 ∈ S .
By Lemma 2.3, a = b ∈ C, proving the theorem.
Suppose now that A satisﬁes Stm for some m 1, where m is as minimal as possible. By Posner’s
Theorem [25,26],Q = AC is am2-dimensional central simple C-algebra andA is an order inQ. Denote
by F the algebraic closure of C. Then AC ⊗C F ∼= Mm(F) for somem 1. Clearly, if m = 1, then Q is
commutative. In this case, Q = C and f (x) ∈ C for all x ∈ S . Hence f (x) = 0 · x + f (x) for all x ∈ S ,
proving the theorem. So we may assumem 2. Moreover, by assumption,m /= 2, 4 if ∗ is of the ﬁrst
kind and m /= 2 if ∗ is of the second kind. Note that there exist m1,m2 ∈ S \ C such that m1 and m2
are C-independent; otherwise [S, S] = 0 and then by Lemma 2.4,m 2, a contradiction.
Choose a subset {mi}i∈I of S to form a basis of SC over C with m1,m2 ∈ {mi}i∈I . Deﬁne a C-linear
map g : SC → AC by the rule g(∑i αimi) = ∑i αif (mi) for αi ∈ C. Since⎡
⎣∑
i
αif (mi),
⎡
⎣∑
j
βjmj ,
∑
k
γkmk
⎤
⎦
⎤
⎦ = ∑
i
∑
j
∑
k
αiβjγk[f (mi), [mj ,mk]]
for allαi,βj , γk ∈ C, we have [g(x), [y, z]] + [g(y), [z, x]] + [g(z), [x, y]] = 0 for all x, y, z ∈ SC. Extend
g to SC ⊗C F by the rule g (∑i xi ⊗ βi) = ∑i g(xi) ⊗ βi for xi ∈ SC and βi ∈ F . Then g is F-linear
and [g(x), [y, z]] + [g(y), [z, x]] + [g(z), [x, y]] = 0 for all x, y, z ∈ SC ⊗C F .
Assume ﬁrst that ∗ is of the ﬁrst kind, that is, α∗ = α for all α ∈ C. In this case, ∗ can be extended
fromA toAC ⊗C F ∼= Mm(F) givenby (αa ⊗ β)∗ = αa∗ ⊗ β for a ∈ A,α ∈ C andβ ∈ F . Obviously,
SC ⊗C F is exactly the setof symmetric elementsofAC ⊗C F . Recall thatm /= 2, 4.ByLemmas3.1and
3.2, there exists γ ∈ F such that g(x) − γ x ∈ F for all x ∈ SC ⊗C F . Particularly, f (m1) − γm1 ∈ F
and f (m2) − γm2 ∈ F . Moreover, 1,m1, f (m1) ∈ AC are F-dependent. Since 1,m1, f (m1) ∈ AC, it is
easy to see that 1,m1, f (m1) are C-dependent. Using the fact that m1 /∈ C, we have γ ∈ C. For any
0 /= x ∈ S, either x and m1 are C-independent or x and m2 are C-independent. For short, assume x
and m1 are C-independent. Replacing m2 by x and proceeding with the same argument as above, we
see that there exists γ ′ ∈ C such that f (m1) − γ ′m1 ∈ C and f (x) − γ ′x ∈ C. Fromm1 /∈ C, it follows
that γ = γ ′. Hence we conclude that f (x) − γ x ∈ C for all x ∈ S , proving the theorem.
Assume now that ∗ is of the second kind. Then α∗ /= α for some α ∈ C. Let β = α−α∗
2
; then
0 /= β ∈ C and β∗ = −β . Pick a nonzero ideal I of A such that βI ⊆ A and set J = II∗. Then J
is a ∗-ideal of A, that is, J ∗ = J and βJ ⊆ A. Thus β(J ∩ K) ⊆ S and then J ∩ K ⊆ Sβ−1 ⊆ SC,
implying that (J ∩ K)C ⊆ SC. Clearly, (J ∩ S)C ⊆ SC. From 2J ⊆ (J ∩ S) + (J ∩ K), it follows
thatJC ⊆ SC. Recall thatAC is a simple algebra. SoJC = AC and thenAC = SC. Hence [g(x), [y, z]] +
[g(y), [z, x]] + [g(z), [x, y]] = 0 for all x, y, z ∈ SC = AC. Using [33, Proposition 2.1] and proceeding
with the same argument as above, the proof is thereby complete. 
We are now in a position to give
Proof of Theorem 1.1. IfA is commutative, thenA = Z(A) and hence f (x) − x ∈ Z(A) for all x ∈ A,
proving the theorem. Thus we assume A is noncommutative. Further, by assumption we may as-
sume A is not an order in a 4-dimensional central simple algebra. This is equivalent to that A does
not satisfy St4 by Posner’s theorem [26, Theorem 1.4.3]. From the Jacobi identity, it follows that
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[f (x), [f (y), f (z)]] + [f (y), [f (z), f (x)]] + [f (z), [f (x), f (y)]] = 0 for all x, y, z ∈ S . Since [f (x), f (y)] =
[x, y] for all x, y ∈ S , we may obtain [f (x), [y, z]] + [f (y), [z, x]] + [f (z), [x, y]] = 0 for all x, y, z ∈ S .
Suppose that∗ is of the secondkindorA isnotanorder ina16-dimensional central simplealgebra. Then
by Proposition 4.1, there exist λ ∈ C and an additive map μ : S → C such that f (x) = λx + μ(x) for
all x ∈ S . Hence (λ2 − 1)[x, y] = [λx, λy] − [x, y] = [f (x), f (y)] − [x, y] = 0 for all x, y ∈ S . Equiva-
lently, (λ2 − 1)[S , S] = 0. Note that [S , S] /= 0 by Lemma 2.4. Thus λ2 − 1 = 0 and then λ = 1 or
λ = −1. This proves the theorem.
Now we assume ∗ is of the ﬁrst kind and A is an order in a 16-dimensional central simple algebra.
So dimCAC = 16. Denote by F the algebraic closure of C. Then A˜ = AC ⊗C F ∼= M4(F). Clearly, ∗
can be extended from A to A˜ given by (αa ⊗ β)∗ = αa∗ ⊗ β for a ∈ A, α ∈ C and β ∈ F . Also S˜ =
SC ⊗C F is exactly the set of symmetric elements of A˜. For m ∈ S , we may choose a subset {mi}i∈I
of S to form a basis of SC over C with m ∈ {mi}i∈I . Deﬁne a C-linear map g : SC → AC by the rule
g (
∑
i αimi) = ∑i αif (mi) for αi ∈ C. For x, y ∈ SC, write x = ∑i αimi and y = ∑j βjmj . Then
[g(x), g(y)] − [x, y] =
[
g (
∑
i αimi) , g
(∑
j βjmj
)]
−
[∑
i αimi,
∑
j βjmj
]
=
[∑
i αif (mi),
∑
j βjf (mj)
]
−
[∑
i αimi,
∑
j βjmj
]
= ∑i ∑j αiβj([f (mi), f (mj)] − [mi,mj]) = 0.
Extend g to S˜ = SC⊗C F by the rule g (∑i xi ⊗ βi) = ∑i g(xi) ⊗ βi for xi ∈ SC and βi ∈ F . Then g
is F-linear and
[g(x), g(y)] = [x, y] for all x, y ∈ S˜. (4.1)
Recall that we have
[g(x), [y, z]] + [g(y), [z, x]] + [g(z), [x, y]] = 0 for all x, y, z ∈ S˜. (4.2)
Suppose ﬁrst that ∗ is of transpose type. Then by Lemma 3.1, there exists λ ∈ F and an additive
map μ : S˜ → C such that g(x) = λx + μ(x) for all x ∈ S˜ . Hence
(λ2 − 1)[x, y] = [λx, λy] − [x, y] = [g(x), g(y)] − [x, y] = 0
for all x, y ∈ S˜ . Equivalently, (λ2 − 1)[S˜ , S˜] = 0. Thus λ2 − 1 = 0 and then λ = 1 or λ = −1. Partic-
ularly, f (m) − λm ∈ Z(A), that is, [f (m) − λm, y] = 0 for all y ∈ A. Let U = {x ∈ S|[f (x) − x, y] =
0 for ally ∈ A}andV = {x ∈ S|[f (x) + x, y] = 0 for ally ∈ A}. Clearly,U andV areadditive subgroups
of S and S = U ∪ V . Hence either S = U or S = V . This implies that f (x) − x ∈ Z(A) for all x ∈ S or
f (x) + x ∈ Z(A) for all x ∈ S , proving the theorem.
Suppose next that ∗ is of sympletic type. In this case,
S˜ =
{(
A M
N At
)
|A,M,N ∈ M2(F), Mt = −M and Nt = −N
}
.
Clearly,W = {P ∈ M2(F)|Pt = −P} = F · E12. We write
g
((
A 0
0 At
))
=
(
ϕ1(A) χ1(A)
χ2(A) ϕ2(A)
)
for A ∈ M2(F),
g
((
0 E12
0 0
))
=
(
φ1 ρ1
ρ2 φ2
)
and g
((
0 0
E12 0
))
=
(
ψ1 η1
η2 ψ2
)
,
where ϕi : M2(F) → M2(F), χi : M2(F) → M2(F) are linear maps and φi, ρi,ψi, ηi ∈ M2(F).
Set x =
(
A 0
0 At
)
, y =
(
B 0
0 Bt
)
and z =
(
0 E12
0 0
)
in (4.2), where A, B ∈ M2(F); then we obtain
ϕ1(A)
(
BE12 − E12Bt
)
−
(
BE12 − E12Bt
)
ϕ2(A) + ϕ1(B)
(
E12A
t − AE12
)
−
(
E12A
t − AE12
)
ϕ2(B) + ρ1[At , Bt] − [A, B]ρ1 = 0, (4.3)
−
(
BE12 − E12Bt
)
χ2(A) −
(
E12A
t − AE12
)
χ2(B) + φ1[A, B] − [A, B]φ1 = 0, (4.4)
χ2(A)
(
BE12 − E12Bt
)
+ χ2(B)
(
E12A
t − AE12
)
+ φ2[At , Bt] − [At , Bt]φ2 = 0, (4.5)
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and
ρ2[A, B] = [At , Bt]ρ2 (4.6)
for all A, B ∈ M2(F). Also set x =
(
A 0
0 At
)
, y =
(
B 0
0 Bt
)
and z =
(
0 0
E12 0
)
in (4.2), where A, B ∈
M2(F); then we have
χ1(A)
(
BtE12 − E12B
)
+ χ1(B)
(
E12A − AtE12
)
+ ψ1[A, B] − [A, B]ψ1 = 0, (4.7)
−
(
BtE12 − E12B
)
χ1(A) −
(
E12A − AtE12
)
χ1(B) + ψ2[At , Bt] − [At , Bt]ψ2 = 0 (4.8)
and
η1[At , Bt] = [A, B]η1 (4.9)
for all A, B ∈ M2(F).
Next set x =
(
A 0
0 At
)
, y =
(
0 E12
0 0
)
and z =
(
0 0
E12 0
)
in (4.2), where A, B ∈ M2(F); then we
have
ρ1
(
E12A − AtE12
)
=
(
AE12 − E12At
)
η2, (4.10)
2χ1(A) + ψ1
(
AE12 − E12At
)
−
(
AE12 − E12At
)
ψ2 = 0, (4.11)
and
− 2χ2(A) + φ2
(
E12A − AtE12
)
−
(
E12A − AtE12
)
φ1 = 0 (4.12)
for all A ∈ M2(F).
Let A = e11 and B = e12 in (4.6); then ρ2e12 + e21ρ2 = 0. Thus e21ρ2e11 = 0 and e22ρ2e11 +
e21ρ2e21 = 0. And letting A = e11 and B = e21, we have e22ρ2e21 = 0. Thus ρ2 ∈ F · E12. Similarly,
η1 ∈ F · E12 by (4.9).
Let A = e21 in (4.10); then ρ1(2e11) = (2e22)η2. Thus e11ρ1e11 = e22η2e22 = 0 and e22ρ1e11 =
e22η2e11. Also letting A = e12 in (4.10), we obtain e22ρ1e22 = e11η1e11 = 0 and e11ρ1e22 = e11η2e22.
Set A = e11 in (4.10); then ρ1(−e12 − e21) = (e12 + e21)η2. So−e22ρ1e12 = e21η2e22 and−e11ρ1e21= e12η2e11. Consequently, ρ1 = η2 ∈ F · E12. Write ρ1 = τE12 for some τ ∈ F .
Write χ2(e11)=
(
a11 a12
a21 a22
)
, χ2(e22)=
(
a′11 a′12
a′21 a′22
)
, χ2(e12) =
(
b11 b12
b21 b22
)
, χ2(e21)=
(
b′11 b′12
b′21 b′22
)
and φ1 =
(
c11 c12
c21 c22
)
, where aij , a
′
ij , bij , b
′
ij , cij ∈ F . Let A = e11 and B = e12 in (4.4); then
(2e11)χ2(e11) + (e12 + e21)χ2(e12) + φ1e12 − e12φ1 = 0.
Hence we obtain 2e11χ2(e11)e11 + e12χ2(e12)e11 − e12φ1e11 = 0, 2e11χ2(e11)e22 + e12χ2(e12)e22 +
e11φ1e12 − e12φ1e22 = 0, e21χ2(e12)e11 = 0and e21χ2(e12)e22 + e22φ1e12 = 0. That is, 2a11 + b21 −
c21 = 0, 2a12 + b22 + c11 − c22 = 0, b11 = 0 and b12 = −c21. Similarly, letting A = e22 and B = e21
in (4.4), we obtain 2a′22 + b′12 + c12 = 0, −2a′21 − b′11 − c11 + c22 = 0, b′22 = 0 and b′21 = c12. Next
let A = e12 and B = e21 in (4.4); then we have
(−2e22)χ2(e12) − (2e11)χ2(e21) + φ1(e11 − e22) − (e11 − e22)φ1 = 0.
Hence −2e11χ2(e21)e11 = 0, −2e11χ2(e21)e22 − 2c12=0, −2e22χ2(e12)e11 + 2c21=0 and −2e22χ2
(e12)e22 = 0. That is, b′11 = 0, b′12 = −c12, b21 = c21 and b22 = 0. Nowwe can conclude that χ2(e12)
= b12e12 + b21e21 = −c21(e12 − e21) ∈ F · E12, a11 = a′22 = 0 and a12 = c22−c112 = a′21. Setting
A = e11 + e22 in (4.12),we see thatχ2(e11 + e22) = 0. Thenχ2(e11) = −χ2(e22), implying that a11 =−a′11, a21 = −a′21 and a22 = −a′22. Thus a22 = 0 and hence χ2(e11) = a12(e12 − e21) ∈ F · E12. By
symmetry, we obtain χ2(e21),χ2(e22) ∈ F · E12. So χ2(A) ∈ F · E12 for all A ∈ M2(F). Also, using
(4.7) and (4.11),wehaveχ1(A) ∈ F · E12 for allA ∈ M2(F). In particular,χ1(A)χ2(B) = χ2(B)χ1(A) ∈
F · I2 for all A, B ∈ M2(F).
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Set x =
(
A 0
0 At
)
and y =
(
B 0
0 Bt
)
in (4.1), where A, B ∈ M2(F); then we have
ϕ1(A)ϕ1(B) + χ1(A)χ2(B) − ϕ1(B)ϕ1(A) − χ1(B)χ2(A) = AB − BA, (4.13)
ϕ1(A)χ1(B) + χ1(A)ϕ2(B) − ϕ1(B)χ1(A) − χ1(B)ϕ2(A) = 0, (4.14)
χ2(A)ϕ1(B) + ϕ2(A)χ2(B) − χ2(B)ϕ1(A) − ϕ2(B)χ2(A) = 0, (4.15)
and
ϕ2(A)ϕ2(B) + χ2(A)χ1(B) − ϕ2(B)ϕ2(A) − χ2(B)χ1(A) = AtBt − BtAt , (4.16)
for all A, B ∈ M2(F). Next set x =
(
A 0
0 At
)
and y =
(
0 E12
0 0
)
in (4.1), where A, B ∈ M2(F); then we
have
ϕ1(A)ρ1 + χ1(A)φ2 − φ1χ1(A) − ρ1ϕ2(A) = AE12 − E12At , (4.17)
and
χ2(A)φ1 + ϕ2(A)ρ2 − ρ2ϕ1(A) − φ2χ2(A) = 0 (4.18)
for all A ∈ M2(F).
Recall that χ1(A),χ2(A) ∈ F · E12 for all A ∈ M2(F). By (4.13), [ϕ1(A),ϕ1(B)] − [A, B] ∈ F · I2.
Since the characteristic of A˜ is not 2 and the trace of [ϕ1(A),ϕ1(B)] − [A, B] is zero, we have[ϕ1(A),ϕ1(B)] − [A, B] = 0. That is, [ϕ1(A),ϕ1(B)] = [A, B] for all A, B ∈ M2(F). Similarly, (4.16) is
equivalent to that
[
ϕ2(A)
t ,ϕ2(B)
t
] = [A, B] for allA, B ∈ M2(F). By [33], there existλ, λ′ ∈ {1,−1} and
additive maps μ,μ′ : M2(F) → F such that ϕ1(A) = λA + μ(A) · I2 and ϕ2(A) = λ′At + μ′(A) · I2
for all A ∈ M2(F). Let A = e12 and B = e21 in (4.3) and use ρ1 = τE12 for τ ∈ F; then
ϕ1(e12)(2e22) − (2e22)ϕ2(e12) + ϕ1(e21)(2e11) − (2e11)ϕ2(e21) = 0.
Henceλe12 = e11ϕ1(e12)e22 = e11ϕ2(e21)e22 = λ′e12. Thusλ = λ′. Recall thatχ1(A) ∈ F · E12 for
all A ∈ M2(F). Write χ1(A) = μAE12 for μA ∈ F . Let A = e11 and B = e12 in (4.14); then we have
(λe11 + μ(e11))μe12(e12 − e21) + μe11(e12 − e21)
(
λe21 + μ′(e12))
−(λe12 + μ(e12))μe11(e12 − e21) − μe12(e12 − e21)
(
λe11 + μ′(e11)) = 0.
Thus λμe12(e12 + e21) + 2λμe11e11 ∈ F · E12. This impliesμe11 = μe12 = 0. Similarly, letting A =
e22 and B = e21 in (4.14), we obtain μe22 = μe21 = 0. Thus χ1 = 0. Using (4.15), χ2 = 0 follows.
Recall that ρ1 = τE12 = η2 and ρ2 = τ ′E12 for some τ , τ ′ ∈ F . By (4.17), λτ (AE12 − E12At)+
τ(μ(A) − μ′(A))E12 = AE12 − E12At for all A ∈ M2(F). This implies that λτ = 1 and μ = μ′ since(
AE12 − E12At)t = AE12 − E12At and Et12 = −E12. In particular, λ = τ since λ ∈ {1,−1}. By (4.18),
λτ ′
(
AtE12 − E12A) = 0 for all A ∈ M2(F). Thus τ ′ = 0. Consequently, ρ2 = 0. Now from (4.4) and
(4.5), it follows that [φ1, [A, B]] = 0 = [φ2, [A, B]] for all A, B ∈ M2(F). it is easy to see that φ1,φ2 ∈
F · I2. Next use (4.12) to obtain φ1 = φ2. And by (4.7) and (4.8), ψ1,ψ2 ∈ F · I2.
Finally, setting x =
(
A 0
0 At
)
and y =
(
0 0
E12 0
)
in (4.1), we easily obtain η1 = 0 and ψ1 = ψ2. So
we conclude that g(x) − λx ∈ F · I4 for all x ∈ S˜ , where λ ∈ {1,−1}. This implies that f (x) − x ∈
Z(A) for all x ∈ S or f (x) + x ∈ Z(A) for all x ∈ S . The proof is now complete. 
Clearly, Corollary 1.2 is an immediate consequence of Theorem 1.1 and Lemma 2.5. Finally, we
illustrate the exceptional case in Theorem 1.1.
Example. LetA = M2(F) under the ordinary transpose involution, whereF is a ﬁeld of characteristic
not 2. Then S is F-linear spanned by {e11, e22, e12 + e21} Suppose that f : S → A is a F-linear map
deﬁned by f (e11) = e11 + e12 + e21, f (e22) = −e12 − e21, and f (e12 + e21) = e22. Then f is SCP on S
but f can not be expressed as the form given in Theorem 1.1.
Example. Let A = M2(F) under the sympletic involution ∗ given by
(
a b
c d
)∗ = ( d −b−c a ), where
a, b, c, d ∈ F andF is a ﬁeld of characteristic not 2. Then S = F · (e11 + e22). Clearly, theF-linearmap
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f : S → A deﬁned by f (e12 + e21) = e12 is SCP on S but f can not be expressed as the form given in
Theorem 1.1.
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