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1. Introduction and results
Asymptotic results for polynomials of a complex variable that are orthogonal over the unit disk are rather scarce, and
those existing have been mainly obtained in the more general context of orthogonality over Jordan domains, without taking
any possible advantage that the unit disk, as a simpler orthogonality domain, could afford. In contrast, for polynomials
orthogonal over the unit circle, a rich theory has been developed [11,7,8], and particularly, their asymptotic properties
have been established under very general conditions on the orthogonality measure (e.g. Szego˝’s condition, Rakhmanov’s
condition).
As we show in this paper, it is possible, however, that some techniques that work well for the unit circle be equally
satisfactory for dealing with orthogonality over the unit disk.
In a notable paper [10], J. Szabados obtained asymptotic formulae for polynomials orthogonal over the unit circle |z| = 1
with respect to a weight of the form |h(z)|2, h(z) an arbitrary polynomial. Szabados’s paper had the novelty of exhibiting
a weight on the unit circle of considerable generality, for which the asymptotic behavior of the corresponding orthonormal
polynomials is determined at every point of the complex plane. Moreover, his formulas enabled him to establish very ﬁne
results on the limiting distribution of the zeros of the polynomials.
In the present paper, we retake the ideas of Szabados and suitably modify them to derive asymptotics for polynomials
{pn(z)}∞n=0 that are orthonormal over the unit disk D := {z: |z| < 1} with respect to a weight of the form |hm(z)|2/π , with
hm(z) a polynomial of degree m 1 without zeros in D. These are uniquely determined by the conditions
pn(z) = λnzn + lower degree terms, λn > 0, n 0, (1)
1
π
∫
D
pn(z)pl(z)
∣∣hm(z)∣∣2 dxdy = δn,l, n, l 0. (2)
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E. Miña-Díaz / J. Math. Anal. Appl. 372 (2010) 306–315 307Our asymptotic formulas describe the behavior of pn(z) as n → ∞ at every point z of the complex plane. They are very
similar in structure to those obtained by Szabados in [10], and as such, they also yield ﬁne results on the zero distribution
of the pn ’s.
An essential difference between orthogonality over the unit circle and orthogonality over the unit disk, both with respect
to a weight of the form |h(z)|2, h(z) an arbitrary polynomial, is that in the former one, it is irrelevant whether some zeros
of h(z) lie inside the unit circle or not, because replacing a zero of h(z) by its reﬂection about the unit circle only changes
the value of |h(z)|2 on |z| = 1 by a multiplicative constant. This is certainly not true on |z| < 1, which makes the case of
orthogonality over the unit disk more interesting and challenging.
Generalizations of Szabados’s results have been recently carried out in [1,2], thus we expect analogous generalizations
for the unit disk to be possible as well. Some earlier results by Suetin, Korovkin and Smirnov, that are of relevance to our
investigation, are discussed at the end of this section in Remarks 5 and 7.
We shall preserve the notation of [10], as this will beneﬁt the reader when referring to some facts from that paper and
comparing our asymptotic formulas with those obtained therein.
Let hm(z) be a monic polynomial of degree m 1 without zeros in the open unit disk, that is
hm(z) = (z − z1)m1(z − z2)m2 · · · (z − zs)ms , s 1,
where the zk ’s are pairwise distinct and |zk| 1, 1 k s. Here mk  1 is the multiplicity of the zero zk , so that
m1 +m2 + · · · +ms =m.
Deﬁne
h∗m(z) :=
s∏
k=1
(1− zzk)mk , z∗k := 1/zk, κm := hm(0) =
s∏
k=1
(−zk)mk ,
and the important quantities
ρ := max
1ks
∣∣z∗k ∣∣, M := max|z∗k |=ρmk.
The following two theorems give asymptotic formulas for the orthonormal polynomials pn(z) deﬁned by (1) and (2).
These formulas hold uniformly as n → ∞ on closed subsets of the speciﬁed sets. First, we consider the case of hm(z) having
zeros on the unit circle.
Theorem 1. If ρ = 1, then
pn(z) = |κm|
√
nzn+m
κmh∗m(z)
+ O (n−1/2|z|n), |z| 1, z = z∗k , 1 k s;
pn
(
z∗k
)= |κm|z∗kn+m−mknmk+1/2
κmh∗m(mk)(z∗k )
(2mk+1
mk
) + O (nmk−1/2), ∣∣z∗k ∣∣= 1, 1 k s;
pn(z) = |κm|n
−3/2
κmhm(z)
∑
|z∗k |=1
mk(mk + 1)h(mk)m (z∗k )z∗kn+m+2
(−1)mkh∗m(mk)(z∗k )(z − z∗k )2
+ O (n−5/2), |z| < 1. (3)
If hm(z) has all its zeros outside the unit circle, then we have the following
Theorem 2. If ρ < 1, then
pn(z) = |κm|
√
nzn+m
κmh∗m(z)
+ O (n−1/2|z|n), |z| > ρ; (4)
pn(z) = |κm|Mn
M−3/2
κmhm(z)
∑
|z∗k |=ρ
mk=M
hm(z∗k )z
∗
k
n+m+2−M
h∗m(M)(z∗k )(z − z∗k )2
+ O (nM−5/2ρn), |z| < ρ. (5)
Remark 3. When ρ < 1, the behavior of pn(z) on the circle |z| = ρ depends on the value of M and can be determined from
the following more speciﬁc asymptotic formulas:
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n|κm| =
zn+mhm(z)
h∗m(z)
+ MnM−2
∑
|z∗k |=ρ
mk=M
hm(z∗k )z
∗
k
n+m+2−M
h∗m(M)(z∗k )(z − z∗k )2
+ O (n−1|z|n)+ O (nM−3ρn), z = z∗k , 1 k s, (6)
while for every z∗μ with |z∗μ| = ρ ,
κmhm(z∗μ)pn(z∗μ)
|κm|√n =
hm(z∗μ)z∗μn+m−mμnmμ
(mμ + 1)h∗m(mμ)(z∗μ)
+ MnM−2
∑
|z∗k |=ρ
mk=M,k =μ
hm(z∗k )z
∗
k
n+m+2−M
h∗m(M)(z∗k )(z∗μ − z∗k )2
+ O (ρnnmμ−1)+ O (ρnnM−3). (7)
For instance, we ﬁnd from (6) that if M = 1, then (4) holds for |z|  ρ , z = z∗k , 1  k  s, and that if M  3, then (5)
holds for |z| ρ , z /∈ {z∗k : |z∗k | = ρ}.
Remark 4. It is well known that asymptotic formulas with the structure of those in Theorems 1 and 2 yield ﬁne results on
the limiting distribution of the zeros of the polynomials they represent. For instance, we can deduce that for every closed
set K ⊂ {z: |z| > ρ}, it is possible to ﬁnd a number nK such that every pn of degree n > nK has no zeros in K . If Z denotes
the set of points t ∈ C such that every neighborhood of t contains zeros of inﬁnitely many pn ’s, then {z: |z| = ρ} ⊂ Z ⊂
{z: |z|  ρ}. It is possible to characterize Z ∩ {z: |z| < ρ}, a set that could be ﬁnite, or consisting of traces of algebraic
curves, or a two-dimensional domain bounded by algebraic curves, all depending on the arguments of those z∗k with largest
modulus. Also, the sequence of normalized counting measures of the zeros of the pn ’s converges in the weak star topology
to the normalized arc-length measure (2πρ)−1 |dz| of the circle |z| = ρ .
The procedure to derive these results is quite standard and can be found, for instance, in the original paper by Szaba-
dos [10], and the more recent ones [2,4].
Remark 5. Formula (4) of Theorem 2 is partially contained in a result by Suetin for polynomials orthogonal over the interior
of an analytic Jordan curve with respect to a continuous weight. For the case of the unit disk, the statement of that result
is as follows. Let w(z) be a continuous weight function that is strictly positive and satisﬁes a Lipschitz condition of order
0 < α < 1 across D, and let qn(z) be the nth orthonormal polynomial with respect to w(z)/π over the unit disk D. Suetin
proved [9, Thm. 3.3] that
qn(z) =
√
nznD(z;w)(1+ O ([logn/n]α/2)), |z| > 1, (8)
where
D(z;w) := exp
{
1
4π
∫
|ζ |=1
logw(ζ )
ζ + z
ζ − z |dζ |
}
, |z| > 1
is the so-called exterior Szego˝ function for w . This is the unique function that is analytic and never zero in |z| > 1, positive
at ∞, and with boundary values on the unit circle that satisfy∣∣D(z;w)∣∣−2 = w(z), |z| = 1
(for more about Szego˝ functions, see [11, Chap. X]).
In the case w(z) = |hm(z)|2, with hm(z) a polynomial without zeros in D, we have
D(z;w) = |κm|z
m
κmh∗m(z)
,
and (4) shows that, in this particular case, (8) indeed holds on the larger domain |z| > ρ , with the error term decaying
faster.
Remark 6. The estimates given in Theorems 1 and 2 for the rate of decay of the O -error terms are best possible. This can
be seen by analyzing the simpler case of hm(z) having just one zero. In fact, the proof of these two theorems yields that
if z1 is an arbitrary complex number (not necessarily with |z1| 1), then the polynomials pn(z) orthonormal over D with
respect to the weight |z − z1|2/π admit the representation
pn(z) = (1− nz
n+2
1 )
−1/2
√
[
(n + 2)zn+1 − n
(
1− (zz1)n+3)′]
, n 0, (9)
n + 1(z − z1) 1− zz1
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tions that
pn(z) =
√
n + 2∑nk=0(z1n−k∑kj=0( j + 1)|z1|2 j)zk√∑n+1
j=0( j + 1)|z1|2 j
√∑n
j=0( j + 1)|z1|2 j
, n 0, (10)
and for the leading coeﬃcient,
λn =
√√√√ (n + 2)∑nj=0( j + 1)|z1|2 j∑n+1
j=0( j + 1)|z1|2 j
, n 0. (11)
For z1 = 1, formula (10) was previously obtained by Suetin [9, Sec. V.6] using a different method.
Thus, for instance, by evaluating (3) and (4) at ∞ we obtain that if |z1| 1, then
λn =
√
n + 2|z1|−1
(
1+ O (n−1)),
which is sharp, as we get from (11) that
λn =
√
n + 2
|z1|
√
1+ (n + 2)
−1(|z1|2 − 1)(1+ |z1|−2n−2)
(|z1|2 − 1) − (n + 2)−1 + (n + 2)−1|z1|−2n−2 .
Remark 7. If hm(z) is a polynomial of degree m with all its zeros lying in a closed disk |z| v < 1, and if pn(z) is the nth
orthonormal polynomial with respect to |hm(z)|2/π over D, then it is known that
pn(z) =
√
n +m + 1zn+m
hm(z)
+ O (nτn), v < |z| 1, (12)
with τ any number such that v < τ < 1. In comparing (12) with (4), we note that the position of the zeros of hm(z) with
respect to the unit circle (i.e. whether they are outside or inside) does have a drastic impact on the rate of decay of the
error term.
Formula (12) follows from a result in the monograph by Smirnov and Lebedev [6] concerning orthogonality over a
domain bounded by an analytic Jordan curve. When the domain is the unit disk, that result reduces to the following. Let
w(z) 0 be an integrable weight function in D, such that for some number 0 < v < 1,
w(z) = ∣∣d(z)∣∣2, v < |z| < 1,
where d(z) is some function analytic and without zeros in v < |z| < ∞, whose Laurent expansion in that annulus is of the
form
d(z) =
∞∑
k=u
ak
zk
, au > 0, u ∈ Z.
If qn(z) is the nth orthonormal polynomial with respect to w(z)/π over D, then for every v < τ < 1,
qn(z) =
√
n − u + 1zn−u
d(z)
+ O (nτn)
uniformly as n → ∞ on compact subsets of v < |z| 1.
For u = 0, this was proven by Korovkin in [3], while the extension to an arbitrary integer u was carried out in
[6, Sec. 3.3.4].
2. Proofs
We shall prove Theorems 1 and 2 in unison, after a number of lemmas have been established.
For integers 1 k s and n 0, we consider the following mk rational functions introduced by Szabados [10]:
rk,
,n(z) :=
(
z
z − z∗k
)

−
(
z∗k
z
)n+m 
−1∑
j=0
(
n +m + 

j
)(
z∗k
z − z∗k
)
− j
, 1 
mk. (13)
The following facts are proven in [10]. For easier reference, we group them in a lemma.
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(a) zn+mrk,
,n(z) is a monic polynomial of exact degree n +m. Indeed,
zn+mrk,
,n(z) =
n+m+
∑
j=

(
n +m + 

j
)(
z∗k
)n+m+
− j(
z − z∗k
) j−

. (14)
(b) For any choice of numbers ak,
,n, the rational function
zn+m −∑sk=1∑mk
=1 ak,
,nzn+mrk,
,n(z)
hm(z)
is orthogonal to all integer powers zp , 0 p  n − 1, with respect to |hm(z)|2 |dz| over the unit circle T = {z: |z| = 1}.
(c) For integers v  0, 1μ s, we have that as n → ∞
r(v)k,
,n(zμ) =
[(
z
z − z∗k
)
](v)
z=zμ
+ O (nv+
−1∣∣z∗k/zμ∣∣n), zμ = z∗k , (15)
r(v)μ,
,n(zμ) =
(−1)v z−vμ nv+

(
 − 1)!(v + 
) + O
(
nv+
−1
)
, |zμ| = 1. (16)
We now deﬁne the functions
Rk,
,n(z) := rk,
,n+1(z) +
zr′k,
,n+1(z)
n +m + 1 ,
for which we have the following corresponding lemma.
Lemma 9.
(a) zn+mRk,
,n(z) is a monic polynomial of exact degree n +m. Indeed,
zn+mRk,
,n(z) = [z
n+m+1rk,
,n+1(z)]′
n +m + 1 . (17)
(b) For any choice of numbers ck,
,n, the rational function
zn+m −∑sk=1∑mk
=1 ck,
,nzn+mRk,
,n(z)
hm(z)
is orthogonal to all integer powers zp , 0 p  n − 1, with respect to |hm(z)|2 dxdy over the unit disk D = {z: |z| < 1}.
(c) For integers v  0 and 1μ s, we have that as n → ∞
R(v)k,
,n(zμ) =
[(
z
z − z∗k
)
](v)
z=zμ
+ O (nv+
−1∣∣z∗k/zμ∣∣n)+ O (1/n), zμ = z∗k , (18)
R(v)μ,
,n(zμ) =
(−1)v z−vμ nv+

(
 − 1)!(v + 
)(v + 
 + 1) + O
(
nv+
−1
)
, |zμ| = 1. (19)
Remark 10. We remark that both Lemmas 8(b) and 9(b) are indeed valid for a polynomial hm(z) whose roots zk are arbitrary
non-zero complex numbers (i.e. without assuming that |zk| 1).
Proof of Lemma 9. Part (a) follows from Lemma 8(a). For part (b), we use the complex version of Green’s formula (see e.g.
[5, pp. 240–241]) together with (17) and Lemma 8(b) to deduce that for every integer 0 p  n − 1 (here T = ∂D),
(n +m + 1)
∫
D
[
zn+m −∑sk=1∑mk
=1 ck,
,nzn+mRk,
,n(z)
hm(z)
]
zp
∣∣hm(z)∣∣2 dxdy
=
∫ [
zn+m+1 −
s∑
k=1
mk∑

=1
ck,
,nzn+m+1rk,
,n+1(z)
]′
zphm(z)dxdyD
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2i
∫
T
zn+m+1 −
s∑
k=1
mk∑

=1
ck,
,nzn+m+1rk,
,n+1(z)zphm(z)dz
= 1
2
∫
T
[
zn+m+1 −∑sk=1∑mk
=1 ck,
,nzn+m+1rk,
,n+1(z)
hm(z)
]
zp+1
∣∣hm(z)∣∣2 |dz| = 0.
As for part (c), if v  0 is an integer, then
R(v)k,
,n(z) = r(v)k,
,n+1(z) +
[zr′k,
,n+1(z)](v)
n +m + 1
= r(v)k,
,n+1(z) +
zr(v+1)k,
,n+1(z) + vr(v)k,
,n+1(z)
n +m + 1 ,
which combined with (15) readily yields (18), while combined with (16) yields
R(v)μ,
,n(zμ) =
(−1)v z−vμ (n + 1)v+

(
 − 1)!(v + 
) −
(−1)v z−vμ (n + 1)v+

(
 − 1)!(v + 
 + 1)
(
1− m
n +m + 1
)
+ O (nv+
−1), |zμ| = 1. 
Lemma 11. For n large enough, the linear system of equations
s∑
k=1
mk∑

=1
ck,
,nR
(v)
k,
,n(zμ) = δv,0, v = 0, . . . ,mμ − 1, μ = 1, . . . , s, (20)
in the unknowns ck,
,n has a unique solution which satisﬁes
ck,
,n =
{
bk,
 + O (1/n), |z∗k | < 1,
(
 − 1)!n−
(bk,
 + O (1/n)), |z∗k | = 1
(21)
as n → ∞, where
bk,
 =
⎧⎪⎨
⎪⎩
− (−zk)mk−
κm(mk−
)!
[ (1−z∗k z)mkhm(1/z)
h∗m(1/z)
](mk−
)
z=zk , 1 
mk, |z∗k | < 1,
−
(mk


)(−mk−1


) h(mk)m (z∗k )
κmh∗m(mk)(z∗k )
, 1 
mk, |z∗k | = 1.
(22)
Moreover,
hm(z)
κmh∗m(z)
= 1−
∑
|z∗k |<1
mk∑

=1
bk,
z

(z − z∗k )

, (23)
mk∑

=1
bk,
 =
(−1)mk+1mk(mk + 1)h(mk)m (z∗k )
κmh∗m(mk)(z∗k )
,
∣∣z∗k ∣∣= 1 (24)
and
mk∑

=1
bk,

(mk + 
)(mk + 
 + 1) =
(−1)mk+1h(mk)m (z∗k )
κmh∗m(mk)(z∗k )
(2mk+1
mk
) , ∣∣z∗k ∣∣= 1. (25)
Proof. Setting
bk,
,n :=
{
ck,
,n, |z∗k | < 1,
ck,
,nn
/(
 − 1)!, |z∗k | = 1,
and using (18) and (19), the system (20) can be written as
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|z∗k |<1
mk∑

=1
bk,
,n
{[(
z
z − z∗k
)
](v)
z=zμ
+ O (1/n)
}
+
∑
|z∗k |=1
mk∑

=1
bk,
,nO
(
n−

)= δv,0, v = 0, . . . ,mμ − 1, |zμ| > 1, (26)
∑
|z∗k |<1
mk∑

=1
bk,
,n
nv
{[(
z
z − z∗k
)
](v)
z=zμ
+ O (1/n)
}
+
∑
|z∗k |=1
k =μ
mk∑

=1
bk,
,nO
(
n−1
)
+
mμ∑

=1
bμ,
,n
{
(−1)v z−vμ
(v + 
)(v + 
 + 1) + O
(
n−1
)}= δv,0, v = 0, . . . ,mμ − 1, |zμ| = 1. (27)
Letting n → ∞ we obtain the following limiting systems of equations in the unknowns bk,
:
∑
|z∗k |<1
mk∑

=1
bk,

[(
z
z − z∗k
)
](v)
z=zμ
= δv,0, v = 0, . . . ,mμ − 1, |zμ| > 1, (28)
mμ∑

=1
bμ,

(v + 
)(v + 
 + 1) = δv,0
(
1−
∑
|z∗k |<1
mk∑

=1
bk,

(
zμ
zμ − z∗k
)
)
, v = 0, . . . ,mμ − 1, |zμ| = 1. (29)
The system (28) has a solution if and only if numbers bk,
 and A can be found satisfying
∑
|z∗k |<1
mk∑

=1
bk,

(
z
z − z∗k
)

− 1 =
A
∏
|z∗k |<1(z − zk)
mk∏
|z∗k |<1(z − z
∗
k )
mk
= Aκmhm(z)
h∗m(z)
. (30)
It is easy to see that the only such numbers are A = −|κm|−2 and those given by (22) (case |z∗k | < 1). Hence (23) follows
from (30).
Then, from (30) we obtain that the system (29), which is actually made up of different independent systems, one for
each μ with |zμ| = 1, takes the form
mμ∑

=1
bμ,

(v + 
)(v + 
 + 1) = δv,0
h
(mμ)
m (zμ)
κmh∗m(mμ)(zμ)
, v = 0, . . . ,mμ − 1, |zμ| = 1. (31)
For each ﬁxed μ, the system (31) has also a unique solution and is solved in Appendix A at the end of this paper.
Relations (A.1), (A.2) and (A.3) below in Appendix A show that the solution is given by (22) (case |z∗k | = 1), and that (24)
and (25) hold true.
Since the limiting system has a unique solution, so does the original system (20), provided n is large enough. Moreover,
setting k,
,n := bk,
,n − bk,
 , we obtain from (26), (27), (28) and (29) that
∑
|z∗k |<1
mk∑

=1
k,
,n
[(
z
z − z∗k
)
](v)
z=zμ
= O (1/n), v = 0, . . . ,mμ − 1, |zμ| > 1,
mμ∑

=1
μ,
,n
(v + 
)(v + 
 + 1) + δv,0
∑
|z∗k |<1
mk∑

=1
k,
,n
(
zμ
zμ − z∗k
)

= O (1/n), v = 0, . . . ,mμ − 1, |zμ| = 1,
whence we get by Cramer’s formula that k,
,n = O (1/n) as n → ∞, 1 
mk , 1 k s, proving (21). 
Hereafter we use ck,
,n to denote the unique solutions of (20).
Lemma 12. For all n large enough,
pn(z) = αn[z
n+m −∑sk=1∑mk
=1 ck,
,nzn+mRk,
,n(z)]
hm(z)
= αn(1−
∑s
k=1
∑mk

=1 ck,
,n)zn+m + · · · (32)
hm(z)
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αn =
√
n +m + 1
1−∑sk=1∑mk
=1 ck,
,n =
√
n +m + 1|κm|
(
1+ O (1/n)) (33)
as n → ∞.
Proof. Let us compute the norm of the polynomial
qn(z) := z
n+m −∑sk=1∑mk
=1 ck,
,nzn+mRk,
,n(z)
hm(z)
,
which we already know is orthogonal to all integer powers zp , 0 p  n−1. For this, we make use of (13), (14) and Green’s
formula to get (as above, here T = ∂D)
1
π
∫
D
∣∣qn(z)∣∣2∣∣hm(z)∣∣2 dxdy
= 1−
∑s
k=1
∑mk

=1 ck,
,n
π
∫
D
qn(z)z
n
∣∣hm(z)∣∣2 dxdy
= 1−
∑s
k=1
∑mk

=1 ck,
,n
2π i(n +m + 1)
∫
T
zn+m+1
[
1−
s∑
k=1
mk∑

=1
ck,
,nrk,
,n+1(z)
]
znhm(z)dz
= 1−
∑s
k=1
∑mk

=1 ck,
,n
n +m + 1
×
{
1
2π i
∫
T
hm(z)dz
zm+1
−
s∑
k=1
mk∑

=1
ck,
,n
2π i
∫
T
hm(z)[z
k − ( zzk )n+m+1
∑
−1
j=0
(n+m+
+1
j
)
z
− j(zk − z) j]
zm+1(zk − z)
 dz
}
= 1−
∑s
k=1
∑mk

=1 ck,
,n
n +m + 1 .
Hence Lemma 12 will be proven once we verify that for n large, the real number 1−∑sk=1∑mk
=1 ck,
,n is different from
zero. But this follows from (21) and letting z → ∞ in (30). In details,
1−
s∑
k=1
mk∑

=1
ck,
,n = 1−
s∑
|z∗k |<1
mk∑

=1
bk,
 + O (1/n) = |κm|−2 + O (1/n). 
We are now ready for the
Proof of Theorems 1 and 2. From (13) and (17), we get that
zn+mRk,
,n(z) = z
n+m+

(z − z∗k )

− z
∗
k z
n+m+

(n +m + 1)(z − z∗k )
+1
+ z
∗
k
n+m+1
n +m + 1

−1∑
j=0
(n+m+
+1
j
)
(l − j)z∗k 
− j
(z − z∗k )
+1− j
(34)
= z
n+m+

(z − z∗k )

+ z
∗
k
n+m+2n
−2
(l − 1)!(z − z∗k )2
+ O (n−1|z|n)+ O (n
−3∣∣z∗k ∣∣n), z = z∗k (n → ∞),
while from (14) we get
zn+mRk,
,n(z) =
z∗k
n+m(n+m+
+1

+1
)
= z
∗
k
n+mn
 + O (n
−1∣∣z∗k ∣∣n), z = z∗k . (35)(n +m + 1) (
 + 1)!
314 E. Miña-Díaz / J. Math. Anal. Appl. 372 (2010) 306–315Suppose ﬁrst that ρ < 1, i.e., |zk| > 1 for all 1 k s. Then we obtain by combining (32), (34), (21), (22) and (23) that
hm(z)α
−1
n pn(z) = zn+m
(
1−
s∑
k=1
mk∑

=1
bk,
z

(z − z∗k )

)
+ O (n−1|z|n)− nM−2
(M − 1)!
∑
|z∗k |=ρ
mk=M
bk,mk z
∗
k
n+m+2
(z − z∗k )2
+ O (nM−3ρn)
= z
n+mhm(z)
κmh∗m(z)
+ Mn
M−2
κm
∑
|z∗k |=ρ
mk=M
hm(z∗k )z
∗
k
n+m+2−M
h∗m(M)(z∗k )(z − z∗k )2
+ O (n−1|z|n)+ O (nM−3ρn), z = z∗k , 1 k s. (36)
Theorem 2 follows from (36), (33) and obvious applications of the maximum modulus principle.
Observe that formula (6) in Remark 8 is nothing but (36) with αn replaced by its asymptotic estimate (33). In likewise
fashion, one derives (7) with the additional use of (35).
Similarly, for the case ρ = 1, we obtain from (32), (34), (21), (23) and (24) that
hm(z)α
−1
n pn(z) = zn+m
(
1−
∑
|z∗k |<1
mk∑

=1
bk,
z

(z − z∗k )

)
+ O (n−1|z|n)− 1
n2
∑
|z∗k |=1
mk∑

=1
bk,
z∗k
n+m+2
(z − z∗k )2
+ O (n−3)
= z
n+mhm(z)
κmh∗m(z)
+ 1
n2
∑
|z∗k |=1
mk(mk + 1)h(mk)m (zk)z∗kn+m+2
(−1)mkκmh∗m(mk)(zk)(z − z∗k )2
+ O (n−1|z|n)+ O (n−3), z = z∗k , 1 k s.
This yields the ﬁrst and third asymptotic formulas of Theorem 1.
If now |z∗μ| = 1, then applying L’Hospital’s rule in (32) followed by the insertion of (18), (19), (21) and (25) gives
pn
(
z∗μ
)= αnz∗μn+m
h
(mμ)
m (z∗μ)
(
−
s∑
k=1
mk∑

=1
ck,
,nR
(mμ)
k,
,n
(
z∗μ
))
= − αnz
∗
μ
n+m
h
(mμ)
m (z∗μ)
( mμ∑

=1
cμ,
,n(−1)mμ z∗μ−mμnmμ+

(
 − 1)!(mμ + 
)(mμ + 
 + 1) +
∑
|z∗k |=1
mk∑

=1
ck,
,nO
(
nmμ+
−1
)+ ∑
|z∗k |<1
mk∑

=1
ck,
,nO (1)
)
= − αnz
∗
μ
n+m
h
(mμ)
m (z∗μ)
(
(−1)mμnmμ
z∗μmμ
mμ∑

=1
bμ,

(mμ + 
)(mμ + 
 + 1) + O
(
nmμ−1
))
= αnz
∗
μ
n+m−mμnmμ(1+ O (n−1))
κmh∗m(mμ)(z∗μ)
(2mμ+1
mμ
) ,
completing the proof of Theorem 1. 
Appendix A
The following facts are presented without proof, as they are not diﬃcult to verify and were used in the previous section
for the sole purpose of solving the linear system of equations (31). We shall denote the determinant of a matrix D by |D|.
For an integer n 1 and 1 l n, let
Dn(y) :=
⎛
⎜⎜⎜⎝
1
y(y+1)
1
(y+1)(y+2) · · · 1(y+n−1)(y+n)
1
(y+1)(y+2)
1
(y+2)(y+3) · · · 1(y+n)(y+n+1)
...
... · · · ...
1
(y+n−1)(y+n)
1
(y+n)(y+n+1) · · · 1(y+2n−2)(y+2n−1)
⎞
⎟⎟⎟⎠ ,
and let Dn,l(y) be the matrix that results from Dn(y) by deleting its ﬁrst row and lth column. Let An(y) denote the matrix
obtained from Dn(y) by replacing every element of its ﬁrst row by 1.
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∣∣Dn(y)∣∣= dn(y + n)−n
(
n∏
k=1
(y + k − 1)−k
)(
n−1∏
k=1
(y + 2n − k)−k
)
,
∣∣Dn,l(y)∣∣= dn,l(y + n + 1)−n+1
(
n∏
k=1
(y + k)−k
)(
n−2∏
k=1
(y + 2n − k)−k
)
,
∣∣An(y)∣∣= an(y + n)−n+1
(
n−1∏
k=1
(y + k)−k
)(
n−1∏
k=1
(y + 2n − k)−k
)
,
where
dn =
∏n
k=1(k!)2
n! , dn,l =
∏n−1
k=1(k!)2
(l − 1)!(n − l)! , an =
(−1)n+1∏nk=1(k!)2
(n − 1)!n! .
Consider now the linear system of equations
Dn(y) · xTn = (1,0,0, . . . ,0)T
in the unknown xn := (x1, x2, . . . , xn). By Cramer’s formula, we have for all 1 l n that
xl = (−1)l+1 |Dn,l(y)||Dn(y)| = (−1)
l+1 (y + l) · · · (y + n + l − 1)y(y + 1) · · · (y + n − 1)
n!(n − l)!(l − 1)! ,
while
n∑
l=1
xl = |An(y)||Dn(y)| =
(−1)n+1 y(y + 1) · · · (y + n)
(n − 1)! ,
and
n∑
l=1
xl
(y + n + l − 1)(y + n + l) = (−1)
n+1 |Dn(y + 1)|
|Dn(y)|
= (−1)
n+1 y(y + 1) · · · (y + n − 1)
(y + n + 1)(y + n + 2) · · · (y + 2n) .
In particular, when y = 1 we get
xl = (−1)l+1 (n + l)!l!(l − 1)!(n − l)! = −l
(
n
l
)(−n − 1
l
)
, (A.1)
n∑
l=1
xl = (−1)n+1n(n + 1), (A.2)
and
n∑
l=1
xl
(n + l)(n + l + 1) =
(−1)n+1n!(n + 1)!
(2n + 1)! . (A.3)
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