Quantitative real-time polymerase chain reaction (qPCR) is a sensitive gene quantification method that has been extensively used in biological and biomedical fields. The currently used methods for PCR data analysis, including the threshold cycle method and linear and nonlinear model-fitting methods, all require subtracting background fluorescence. However, the removal of background fluorescence can hardly be accurate and therefore can distort results. We propose a new method, the taking-difference linear regression method, to overcome this limitation. Briefly, for each two consecutive PCR cycles, we subtract the fluorescence in the former cycle from that in the latter cycle, transforming the n cycle raw data into n -1 cycle data. Then, linear regression is applied to the natural logarithm of the transformed data. Finally, PCR amplification efficiencies and the initial DNA molecular numbers are calculated for each reaction. This taking-difference method avoids the error in subtracting an unknown background, and thus it is more accurate and reliable. This method is easy to perform, and this strategy can be extended to all current methods for PCR data analysis.
INTRODUCTION
Q uantitative real-time polymerase chain reaction (qPCR) has proven to be a powerful tool in molecular biology and biomedical fields to quantify DNA and RNA sequences in research subjects (Heid et al., 1996; Gingeras et al., 2005) . The principle of PCR amplification is that double-stranded DNA sequences are amplified exponentially when all the reaction reagents are fresh and available. A real-time PCR kinetic curve starts with the baseline, then enters the exponential amplification phase, followed by the linear phase, and finally ends with the plateau phase (Wilhelm and Pingoud, 2003; Yuan et al., 2006) .
There are many methods currently being used to analyze qPCR data, including the threshold cycle (CT) methods that refer to the fractional cycle number at which a certain amount of DNA is reached (Livak and Schmittgen, 2001; Schmittgen and Livak, 2008) , the standard curve methods (Rutledge and Cote, 2003; Larionov et al., 2005) , linear regression (Peirson et al., 2003; Ramakers et al., 2003) , and nonlinear regression models (Schlereth et al., 1998; Liu and Saint, 2002b; Tichopad et al., 2003; Zhao and Fernald, 2005; Guescini et al., 2008) . Almost all these methods involve the removal of background fluorescence, or the amount of fluorescence measured before any detectable amplification starts. Background fluorescence may come from unbound fluorochrome, such as SYBR Green I or from fluorochrome bound to doublestranded cDNA and primer annealing to nontarget DNA sequences (Ruijter et al., 2009) . Therefore, it is necessary to subtract background fluorescence before applying any analysis method. However, the true value of background fluorescence is unknown, and errors in background correction can lead to significant distortion of the results (Bar et al., 2003; Rutledge, 2004; Larionov et al., 2005; Rebrikov and Trofimov, 2006; Rutledge and Stewart, 2008) .
Here, we list three problems caused by background correction. First, incorrect background subtraction leads to miscalculation of PCR efficiency and of the starting gene content (Shain and Clemens, 2008; Ruijter et al., 2009) . Taking a set of PCR data as an example, we compared the calculated initial DNA amount and efficiency between the subtraction of the minimum fluorescence and of an average of fluorescence from cycles 3 to 7 by using linear regression-based method. For the background of the minimum, the input DNA amount was 1.04 · 10 4 and the efficiency was 1.766. For the background of an average, the input DNA amount was 2.96 · 10 3 , which was closer to the true value of 3.14 · 10 3 . The efficiency was 1.952. These results reveal a big difference between the two ways of background subtraction. For nonlinear regression methods, the noise of the background fluorescence affects the whole nonlinear curve fitting and identification of the exponential phase (Zhao and Fernald, 2005) .
The second issue is that the value of background fluorescence varies when different models are adopted to estimate it. Guescini et al. (2008) fitted five S-shaped models to the PCR curves and did a comparison among them. The fitting of the five models generated the estimates of background ranging from -0.03 to 0.29, as shown in their Table 1 .
Finally, it is not always straightforward to define a constant background for all samples within one qPCR run or between different runs. This causes difficulty in comparing varying biological samples (Pfaffl, 2004) .
To address all these problems of background correction, we propose a new method called the takingdifference linear regression method, which does not involve background removal. This study also provides a comparison of the taking-difference linear regression method and the original linear regression method with distinct background subtraction. The taking-difference method shows better accuracy and precision. The linear regression model used in both methods enables an estimation of PCR efficiency for each sample without the need to assume the same sample-to-sample efficiency. It also allows for estimating the initial DNA amount for each sample and comparing the DNA start values between samples.
METHODS
Our idea to avoid background correction is to subtract the fluorescence in the former cycle from that in the latter cycle for each two consecutive PCR cycles, therefore transforming the data from n cycles into n -1 cycles. We illustrate the analysis of such transformed data by the commonly used linear regression method. The detailed equations are shown in Table 1 . On the one hand, the original linear regression method was based on a typical exponential function (Eq. 1). It is noticed that background fluorescence is an influential factor in this equation, and it should be subtracted before applying linear regression. The currently used definitions of the background include the mean fluorescence of the first three PCR cycles, the mean of cycles 3-7, and the minimum (Wilhelm et al., 2003b; Larionov et al., 2005; Frank, 2009; Dello Russo et al., 2010) . Hence, these three types of background were used in this study for the original linear regression method. Simple linear regression was then applied to the log-transformed function (Eqs. 2 and 3), which had been described previously (Ramakers et al., 2003) . On the other hand, the taking-difference linear regression method defines the difference between the fluorescence of two consecutive cycles (Eq. 8). By doing this, background fluorescence is removed. Similarly, simple linear regression model (Eq. 10) was then applied to the log-transformed equation (Eq. 9). For both the original and taking-difference methods, the initial DNA amount (x 0 ) and amplification efficiency (E -1) can be calculated for each sample using the estimated parameters from linear regression .
The PCR data set used in the present study was published by Guescini et al. (2008) . Briefly, the mitochondrial gene NADH dehydrogenase 1 (MT-ND1) was amplified by qPCR in reactions having a wide range of input DNA molecules (3.14 · 10 1 to 3.14 · 10 7 ) in the presence of different amplification mix quantities ranging from 60% to 100%. Within each reaction combination of a specified starting DNA and amplification mix percentage, four separate PCR experiments were conducted, each in triplicate, adding up to a total of 12 runs. PCR experiments were conducted using Light-Cycler 480 SYBR Green I Master (Roche) according to the manufacturer's instructions (Guescini et al., 2008) . For the whole data set with 420 PCR runs, the initial DNA molecular number and efficiency were calculated using either the original method or the taking-difference method for each run. Four consecutive cycles with a fluorescence value greater than 0.2 were selected for each run. Here, 0.2 is an arbitrary value between the fluorescence level at the CT and that at the previous cycle. The starting DNA amount in a target PCR run was computed relative to a reference run. The reference groups used for calculations of starting DNA amount were each of the first three runs in the reaction combination of 3.14 · 10 4 input DNA numbers and 100% amplification mix. The final estimates were the mean of the values generated by using each of the reference runs.
The accuracy of these methods was tested by quantification on samples with known input DNA molecules. Relative errors (REs) were calculated by the following equation:
where x Ã 0 is the estimated initial DNA amount and x 0 is true initial DNA amount. The precision of the methods was analyzed by computing the coefficients of variation (CVs) and mean square errors (MSEs). The equations are shown as follows:
where s and x are the standard deviation and the mean of a set of observations in each combination of initial gene amount and amplification mix percentage, and 
(Eq:11)
(Eq:13)
a Equation 1 states that the observed fluorescence level after k cycles (y k ) is equal to background fluorescence (y B ) plus the initial DNA molecular numbers (x 0 ) times F and E k . F is the conversion factor between the number of target molecules and observed fluorescence. E is amplification efficiency plus one. After taking the natural logarithm on both sides of Eq. 1, we get Eq. 2. Then, we apply linear regression in the form of Eq. 3 and get the formula for calculating E and x 0 as shown in Eqs. 4-7. Eq. 7 is derived from Eq. 5 for a target PCR run and Eq. 6 for a reference run.
b Equation 8 indicates that we take the difference of fluorescence for each two consecutive cycles. After taking the natural logarithm on both sides, we get Eq. 9. Similarly, we apply the linear regression model in Eq. 10 and get the formula for calculating E and x 0 as shown in Eqs. 11-14. Equation 14 is derived from Eq. 12 for the target and from Eq. 13 for the reference. By using Eqs. 7 and 14, we calculate the actual initial gene amount in a target run relative to a reference run. In detail, 
where x Ã 0 is the estimated initial DNA amount and x 0 is true initial DNA amount. Statistical analyses and data management were done using R 2.15.0 and Excel worksheets.
RESULTS
The aim of this study was to compare the accuracy and precision of the initial gene amount estimated using different methods. Therefore, we computed and compared REs, CV, and MSEs. The taking-difference linear regression method was found to be superior to the original linear regression method, with an RE of -0.002 (very close to 0) and CV of 36%, the smallest values among the different methods. Meanwhile, the MSEs by the taking-difference method were generally the smallest for each starting DNA amount (3.14 · 10 1 to 3.14 · 10 7 ) compared with other methods (Table 2 ). This means that the taking-difference linear regression method produces an accurate result with the least variation. The original linear regression method, subtracting cycles 3-7, was the second-best method, with an RE of 0.012 and comparable CV of 48%. The original method with the subtraction of cycles 1-3 gave rise to a larger RE of 0.276 and CV of 60%. The original method, with the minimum subtraction, gave the worst results, with an RE close to 3.0 and CV of 124% ( Table 2) .
The amplification efficiency was another important parameter to check in qPCR data analysis. It is referred to as E -1. E is any number between 1 and 2, and it is indicated in Equations 1-14 in Table 1 . Ideally, the value of E is 2, representing a PCR efficiency of 100% (Higuchi et al., 1993) . This means that the number of DNA sequences doubles per cycle under ideal conditions. However, PCR efficiency rarely reaches 100% owing to factors such as reaction inhibitors and differences in probes, enzymes, and primers (Liu and Saint, 2002a; Mygind et al., 2002) . It has been suggested that PCR efficiencies range between 80% and 100% (Kamphuis et al., 2001) , or between 65% and 90% (Tichopad et al., 2003) . The calculated efficiencies for distinct methods are shown in Figure 1 , and the detailed summary for both efficiencies and the initial DNA amount is indicated in Table 3 . In general, the values of efficiency were the largest, sometimes larger than 100%, when the original method with the subtraction of the mean fluorescence of cycles 3-7 was used. In contrast, the values were the smallest by using the original method with the minimum subtraction. The taking-difference method and the original method (subtracting cycles 1-3) resulted in the efficiency values lie in between. These values seemed to be more reasonable. Theoretically, there should be a monotonically decreasing trend in PCR efficiency for the amplification mix ranging from 100% to 60%. We found that a monotone decrease can be observed only by using the taking-difference method. For the original method with the subtraction of the mean of cycles 1-3, a concave trend was seen with a decrease from 100% to 80% and an increase from 80% to 60%. For the rest, a partial decreasing trend was also seen. In general, the variation was the smallest when the taking-difference method was used (SD = 0.023). Overall, the taking-difference method gave reasonable values and an expected trend of PCR efficiency estimates with the least variation.
Collectively, the taking-difference linear regression method results in an accurate estimation of the initial DNA amount and a reasonable estimation of amplification efficiencies with the least variation (Table 3) . Meanwhile, the original linear regression method with the subtraction of the mean of cycles 3-7 also accurately estimates the initial gene amount but sometimes overestimates PCR efficiencies.
DISCUSSION
This study describes a new taking-difference linear regression method for qPCR data analysis and compares it in terms of accuracy and precision with the original linear regression method with multiple background corrections. The taking-difference method is advantageous in several aspects. First, it does not involve the subtraction of background fluorescence. Although most of the analyses rely on the assumption of correct background removal, some other methods have been proposed to relax this assumption. In one study of nonlinear regression, the Real-time PCR Miner method was shown to overcome the limitations of the influence of background fluorescence and to be noise-resistant (Zhao and Fernald, 2005) . For linear 706 RAO ET AL. regression, Ruijter et al. (2009) developed an algorithm that reconstructed the log-linear phase downward from the early plateau phase of the PCR curve to find an estimate of background. The PCR efficiency values of this method were shown to be reproducible. However, the taking-difference method may be superior as it does not involve background correction at all. The second advantage of our method is that it can avoid the extra work of generating a standard curve. Its calculations for all PCR runs can be performed relative to a reference run. Creating a standard curve can be time consuming and requires the concentrations of the standards to be accurate. The errors in sample dilutions and contamination tend to result in an overestimation of PCR efficiency (Peirson et al., 2003) . Also, the high consumption of reagents, DNA templates, and experimental material has to be taken into account (Schefe et al., 2006) . Additionally, amplification efficiencies need to be assumed to be equal among samples when using methods based on a standard curve. However, this assumption is unreliable in reality (Pfaffl, 2001; Zhao and Fernald, 2005) . The third advantage is that it does not require determination of the CT values. Hence, the errors caused by CT estimation can be avoided.
To compare the results obtained by using linear regression and nonlinear regression, we used REs and CV of the estimated initial DNA amount by the original linear regression method and our taking-difference linear regression method, to compare with values obtained by Guescini et al. (2008, their 
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different nonlinear regression methods. We found that our taking-difference method was superior, with a much smaller RE of -0.002 (very close to 0) and comparable CV of 35%. The original linear regression method with the subtraction of cycles 3-7 was also better in terms of a smaller RE (from 0 to 0.1), but the CV was larger than those of the nonlinear regression Cp and Cy 0 methods (*30-60%).
In general, an appropriate selection of amplification cycles is the key factor for achieving better performance of qPCR analysis methods. Target data points should be within the exponential amplification phase, because the application of linear regression model was based on an exponential equation (Eq. 1; Table 1 ). Differences in determination of the exponential phase may cause variation in the results (Cikos et al., 2007) . There have been several strategies to identify observations within the exponential phase. It has been proposed that the start point should be estimated by the ''externally studentized'' residual algorithm, whereas the end point by the second derivative maximum value (Tichopad et al., 2003) . Another method is to select several cycles with a minimum of three around the midpoint of the fluorescence signal range, because these observations should occur within the exponential phase (Peirson et al., 2003) . There are two software packages available to identify the exponential phase of PCR curves (Ramakers et al., 2003; Wilhelm et al., 2003a) . In our case, we used PCR threshold to find four consecutive cycles, with the first one being either the rounded CT or the cycle right before it. This strategy of data point selection was based on the general rule that the threshold line is theoretically set above the amplification baseline and within the exponential increase phase (Zhao and Fernald, 2005) . In addition, these four target cycles for every PCR run have monotonically increasing fluorescence values. Thus, it is admissible for the logarithm when we use the taking-difference methods by subtracting the fluorescence of the former cycle from the latter one. Moreover, the total number of the data points used among all methods was four. This agrees with previous studies that suggested a selection of 3-5 data points (Bar et al., 2003) , 4-6 data points (Ramakers et al., 2003) , or 4-10 data points (Zhao and Fernald, 2005) . In addition, it has been suggested that using lines with only three data points would give inconsistent starting gene content, whereas longer lines would lead to bias because of inclusion of points not in the exponential phase (Ramakers et al., 2003) .
The taking-difference method relies on an assumption that PCR efficiency is constant within the selected cycles in the exponential phase. It has been shown that PCR efficiency is a constant value from the first cycle to the start of the plateau phase (Stolovitzky and Cecchi, 1996) . However, it also has been noted that actual PCR efficiency may not be constant throughout an individual reaction (Liu and Saint, 2002b; Platts et al., 2008) . The efficiencies may be high during exponential phase and then gradually decrease toward the plateau phase (Gevertz et al., 2005; Zhao and Fernald, 2005; Lalam 2006 ). They may also be normally distributed (Bar et al., 2003) . Since we only used the values of fluorescence for four cycles in the exponential phase, the efficiencies of these four cycles should be very close and can thus be assumed to be equal. This idea was supported by Liu and Saint (2002b) . Their simulation revealed that PCR efficiencies during the early exponential phase for a PCR run are relatively constant. To the best of our knowledge, there is no perfect method that is fully assumption-free.
Since PCR data are collected over time, also known as time series data, naturally they have serial correlation/autocorrelation. The serial correlation can be reduced by taking their difference. This is good for fitting linear regression models since the underlying assumption is that the observations are independent of each other. Overall, the linear-regression-based taking-difference method is of great value for qPCR data analysis in that it is an easy and accurate method that avoids the errors in background subtraction, does not need standard curve generation, and does not assume equal PCR amplification efficiencies between samples.
