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RÉSUMÉ. Ce papier présente une représentation audio-visuelle des données pour la détection
des scènes violentes dans les ﬁlms. Les travaux existants dans ce domaine considèrent l’infor-
mation visuelle ou l’information audio; voire leur fusion classique. Jusqu’à présent peu d’ap-
proches ont exploré leur dépendance mutuelle pour la détection de scènes violentes. Ainsi, nous
proposons un descripteur qui fournit des indices multimodaux audio et visuels; tout d’abord
en assemblant les descripteurs audio et visuels, ensuite en révélant statistiquement les motifs
conjoints multimodaux. La validation expérimentale a été effectuée dans le cadre de la tâche
« détection de scènes violentes » de MediaEval 2013. Les résultats obtenus montrent le potentiel
de l’approche proposée en comparaison avec les méthodes utilisant les descripteurs audio et
visuels séparément ou d’autres types de fusion.
ABSTRACT. This paper presents an audio-visual data representation for violent scenes detection
in Hollywood movies. Existing works in this ﬁeld consider either the audio or the visual in-
formation; or their shallow fusion. None has yet explored their joint dependence for violent
scenes detection. We propose a feature which provides strong multimodal audio and visual cues
by ﬁrst joining the audio and the visual features and then revealing statistically the joint mul-
timodal patterns. Experimental validation was conducted in the context of the “Violent Scenes
Detection” task of the MediaEval 2013 Multimedia benchmark. The obtained results show the
potential of the proposed approach in comparison to methods using audio and visual feature
separately and other fusion methods.
MOTS-CLÉS : Indéxation sémantique, Analyse de contenu, Fusion audio-visuelle, Multimédia,
MediaEval.
KEYWORDS: Semantic Indexing, Content Analysis, Audio Visual Fusion, Multimedia, MediaEval.
1. Introduction
Des milliers de ﬁlms sont produits par l’industrie cinématographique chaque an-
née. Devant cette impressionnante quantité de documents, le besoin de techniques de
recherche d’information dans les documents multimédia se fait sentir aﬁn de pouvoir
classiﬁer automatiquement ces ﬁlms. Plusieurs techniques d’analyse automatique de
ﬁlms ont été mises en place et implémentées, comme la classiﬁcation par catégorie
(drame, ﬁction, comédie, ...) ou encore la caractérisation de scènes. Il a été souligné
qu’un grand nombre de ﬁlms ne sont pas adressés au grand public et auraient des
effets nocifs sur la santé psychologique des spectateurs. C’est notamment le cas des
ﬁlms violents lorsqu’ils sont regardés par un public très jeune ou des enfants. Pour
cela, des approches ont déjà été proposées pour résoudre le problème de la détection
automatique de violence dans les ﬁlms de manière à empêcher que des enfants
puissent visionner de telles images.
Déﬁnir le terme « violence » n’est pas une tâche facile à cause de son ambiguïté
et de sa subjectivité. Certains spectateurs pourront voir de la violence où d’autres
n’en verront pas. Dans le domaine de recherche, chaque scientiﬁque a dû clariﬁer
sa propre description de la violence. On peut trouver des déﬁnitions littéraires
comme : « violence physique ou accident amenant à des blessures humaines ou de la
douleur » (Demarty et al., 2013). Il existe aussi des déﬁnitions plus techniques où la
violence est déﬁnie par des indicateurs visuels et audio spéciﬁques, par exemple les
mouvements accélérés ou les rythmes de musique rapides (Gong et al., 2008).
Dans ce papier, nous proposons une méthode efﬁcace pour la détection automa-
tique de scènes violentes dans le contexte de ﬁlms hollywoodiens. Notre approche est
basée sur une représentation sous la forme des sacs-de-mots audio-visuels. Cette re-
présentation décrit le contenu de la vidéo en se basant sur la relation conjointe entre
les deux modalités en même temps : la modalité audio et la modalité visuelle. Le
reste du papier est organisée de la façon suivante : dans la section 2 nous présenterons
les travaux connexes à notre travail. Nous décrirons notre méthode et ses différentes
étapes dans la section 3. Dans la section 4, nous évaluerons la méthode proposée sur la
collection de données de MediaEval 2013 et nous commenterons les résultats obtenus.
Enﬁn, dans la section 5 nous tirerons nos conclusions.
2. Travaux Connexes
L’état de l’art concernant la détection de contenu violent est limité et souvent basé
sur des descripteurs visuels ou spatio-temporels (Datta et al., 2002 ; Bermejo Nievas
et al., 2011 ; de Souza et al., 2010). D’autres méthodes se focalisent sur l’unique
utilisation des descripteurs audio (Giannakopoulos et al., 2006). Certains proposent
même une nouvelle utilisation de la représentation en sacs-de-mots audio classiques,
en décrivant chaque segment par un ou plusieurs mots audio obtenu par une simple
agrégation sur les descripteurs audio classiques (Penet et al., 2013).
Les scènes violentes dans les ﬁlms apparaissent souvent avec des événements
audio spéciﬁques (par exemple des coups de feu) et forment donc des motifs audio-
visuels. Ainsi nous pensons qu’une méthode efﬁcace pour la détection de scènes
violentes doit exploiter les deux modalités : audio et visuelle. La technique la plus
populaire d’analyse audio-visuelle est basée sur la fusion multimodale. Altrey et al.
ont étudié un grand nombre de méthodes de fusions multimodales proposées durant
ces dernières années, aﬁn d’apporter une meilleure compréhension et un meilleur
choix en fonction de la problématique (Atrey et al., 2010). Nous pouvons distinguer
trois principaux types de fusion :
– la fusion précoce : dans la fusion précoce le descripteur audio et le descripteur
visuel sont combinés avant la classiﬁcation (Gong et al., 2008). La simplicité
d’implémentation de cette fusion (concaténation des descripteurs des différentes
modalités) l’a rendu populaire dans le domaine. Cependant, une grande différence
d’échelle des valeurs ou du nombre de dimensions des descripteurs concaténés peut
entrainer un déséquilibre dans la prise en compte de certains descripteurs par rapport
aux autres. Dans ces cas, il sera nécessaire de normaliser ou de pondérer les diffé-
rents descripteurs après la concaténation. Également, la concaténation de plusieurs
descripteurs peut générer des descripteurs à très grandes dimensions et entrainer par
la suite un temps d’apprentissage beaucoup plus long. Dans ces cas il sera nécessaire
de réduire la dimension du descripteur ﬁnal en appliquant une méthode de réduction
de dimensions, par exemple une analyse en composantes principales (ACP).
– la fusion tardive (Snoek et al., 2005) : dans la fusion tardive les scores
de classiﬁcation obtenus séparément par chacun des modèles de descripteur sont
combinés (Derbas et al., 2012 ; Giannakopoulos et al., 2010 ; Lin et Wang, 2009).
Contrairement à la fusion précoce, la fusion tardive s’appuie sur la force de chacune
des modalités séparément. L’avantage de cette fusion est la possibilité d’utiliser
la méthode de classiﬁcation la plus appropriée à chacune des modalités (celle
qui considère au mieux la spéciﬁcité de la modalité). De plus, la combinaison de
différentes méthodes de classiﬁcation permet de palier les erreurs de prédiction de
chacune séparément et fournit souvent des décisions plus précises. Néanmoins, ce
gain de précision a un coût qui se traduit en une augmentation de temps de calcul vu
que chaque modalité nécessite sa propre étape d’apprentissage.
– la fusion de noyaux : La fusion de noyaux peut être considérée comme une
fusion intermédiaire entre la fusion précoce et la fusion tardive. La fusion à noyaux
combine les modalités au niveau du noyau. Au lieu de modéliser les données selon
une seule fonction de noyaux (comme dans la fusion précoce), cette fusion offre la
possibilité de choisir le noyau le plus adapté à chacune des modalités et de combiner
ensuite les noyaux uni-modaux pour générer un seul noyau ﬁnal multi-modal
(Ayache et al., 2007 ; Mühling et al., 2012). Elle permet d’exploiter le maximum
d’informations de chacune des modalités. L’inconvénient de cette méthode de fusion
est le nombre de paramètres à ﬁxer d’abord sur l’ensemble des fonctions de noyaux
pour chacune des modalités, et ensuite sur la fonction de fusion pour le noyau ﬁnal.
Le principal problème de ces méthodes est qu’elles fusionnent les modalités au-
dio et visuelles sans prendre en considération leurs corrélations potentielles. Les ap-
proches de fusion précoce de l’état de l’art représentent séparément le contenu des
vidéos en concaténant n histogrammes monodimensionnels correspondant aux n mo-
dalités considérés. Nous proposons dans ce papier, une approche qui représente le
contenu des vidéos conjointement par l’intermédiaire d’un seul histogramme multidi-
mensionnel (à n dimensions) aﬁn de mieux prendre en compte la corrélations entre
les différents modalités. En effet, les histogrammes multidimensionnels fournissent,
habituellement, une représentation plus ﬁne du contenu que celle de plusieurs histo-
grammes monodimensionnels. Par exemple dans le cas des images, l’histogramme tri-
dimensionnel de couleur RGB est plus distinctif que trois histogrammes monodimen-
sionnelles (R, G et B). Pour illustrer cette différence, nous considérons deux images
dont la première contient du rouge et du bleu et dont la deuxième contient du noir
et du violet. Bien que ces deux images soient visuellement très différentes, les trois
histogrammes monodimensionnnels (R, G et B) en donnenent exactement la même
représentation. L’histogramme tridimensionnel RGB est par contre en mesure d’en
fournir deux représentations effectivement très différentes. La Figure 1 illustre cet
exemple. Notons que les méthodes de fusion par noyaux et tardives prennent encore
moins en compte la corrélation entre les éléments des différentes modalités puisque la
fusion se fait encore plus loin du signal.
Cependant, nous avons trouvé dans des domaines connexes quelques travaux inté-
ressant qui analysent conjointement le contenu audio et le contenu visuel des vidéos.
Pour la détection des événements dans les vidéos, Ye et al. ont modélisé la relation
entre la modalité audio et la modalité visuelle avec un graphe biparti suivie d’un par-
titionnement de ce graphe de façon à révéler des motifs joints (Ye et al., 2012). Alors
que dans le domaine de reconnaissance des événements dans les vidéos de camera de
surveillance, certains ont proposé des méthodes pour intégrer les informations audio
et visuelles (Cristani et al., 2007). Ils calculent une matrice de co-occurrence audio-
visuelle pour détecter et segmenter les événements sous la forme de données audio
visuelles. Dans le domaine du suivi d’objets, Beal et al. ont décidé d’exploiter la
structure statistique des données audio et visuelles ainsi que leur dépendances mu-
tuelles. Ils l’ont traduit dans un seul modèle graphique probabiliste (Beal et al., 2003).
Enﬁn dans le domaine général de classiﬁcation de concepts dans les vidéos, Jiang et
al. ont étudié la causalité temporelle statistique entre les mots audio et visuels pour















Figure 1 – Les représentations fournient par un histogramme tridimensionnel RGB
versus celle fournit par trois histogrammes monodimensionnels (R, G et B) pour deux
images distinctes.
3. Descripteur audio-visuel joint
3.1. Extraction des mots audio-visuels joints
Cette section décrit la représentation audio-visuelle jointe que nous proposons
pour la détection de scènes violentes. Le but étant d’exploiter la forte corrélation entre
l’information audio et l’information visuelle aﬁn de découvrir des motifs audio-visuels
capables d’identiﬁer les scènes violentes. Les motifs audio-visuels sont censés donner
de meilleurs résultats qu’une simple fusion (précoce ou tardive) des deux modalités
audio et visuelle qui ignore leurs corrélations. La méthode proposée est composée de
trois étapes :
1) En premier temps, les descripteurs locaux audio et visuels sont extraits à partir
de la vidéo ;
2) Ensuite, les motifs bimodaux (ou encore les mots bimodaux) sont retrouvés et
le dictionnaire bimodal est construit ;
3) Enﬁn, la représentation sous la forme de sacs-de-mots bimodaux est construite
par l’intermédiaire des ces mots.












































Figure 2 – Le processus général pour la génération de sacs-de-mots audio-visuels
3.1.1. Extraction des descripteurs
On considère une collection de vidéos décomposée en ns plans vidéo. Les des-
cripteurs locaux audio et visuels sont extraits pour chacun des plans. Pour chaque plan
vidéo si, ceci peut être écrit sous la forme de aij et vik avec 1 ≤ i ≤ ns, 1 ≤ j ≤ nai
et 1 ≤ k ≤ nvi, et avec nai et nvi étant respectivement le nombre de descripteurs
audio locaux et le nombre de descripteurs visuels locaux dans le plan vidéo si. Tous
les aij (resp. vik) sont des vecteurs de dimensions ﬁxées à da (resp. dv) et le nombre
de descripteurs locaux nai et nvi dépend généralement du contenu du plan vidéo si.
3.1.2. Capture de motifs bimodaux
Dans l’approche classique de sac-de-mots et par modalité, aij (resp. vik) sont
agrégés sous la forme d’histogramme selon les groupes (clusters) calculés précédem-
ment sur la totalité des descripteurs locaux du même type disponibles sur la collection
de données. Les groupes (clusters) constituent alors un dictionnaire de taille ﬁxe
prédéﬁnie qui correspond également à la taille de représentation agrégée.
Pour la représentation audio-visuelle jointe, on considère un ensemble de
mijk = aij ⊕ vik vecteurs avec 1 ≤ i ≤ ns, 1 ≤ j ≤ nai et 1 ≤ k ≤ nvi, et
où aij ⊕ vik est simplement la concaténation de aij et vik. Pour cela tous les mijk
doivent avoir une même dimension ﬁxe da + dv et le nombre de descripteurs locaux
nai × nvi dépend généralement du contenu du plan vidéo si. Avant la concaténation
des descripteurs audio et visuels, une normalisation et éventuellement une pondé-
ration peuvent être appliquées. La normalisation peut être faite par un coefﬁcient
multiplicatif global de façon à ce que la distance moyenne entre deux descripteurs
locaux soit égale à 1 pour ramener les descripteurs à échelle équivalentes. En ce qui
concerne la pondération, celle ci peut être effectuée selon la performance relative
des descripteurs audio et visuels considérés séparément et évalués par une validation
croisée sur l’ensemble d’apprentissage.
Le nombre de descripteurs audio peut être très élevé, de même pour le nombre de
descripteurs visuels pour chacun des plans vidéo de la collection. De plus, le grand
nombre de plans vidéos dans la collection de données peut entraîner la génération
d’un très grand nombre de descripteurs audio-visuels joints. Même si la représentation
n’aura pas à être stockée le processus d’agrégation doit lui être appliqué, d’où le besoin
de trouver une solution pour réduire leur nombre. Dans le but de rendre l’approche
généralisable et applicable dans le cas où plus de deux descripteurs locaux auront à
être fusionnés de cette manière, nous proposons de limiter le nombre de combinaisons
audio-visuelles considérées à une certaine valeur nmax. Dans ce cas, la représentation
locale audio-visuelle jointe sera un ensemble de mil avec 1 ≤ i ≤ ns et 1 ≤ l ≤ nml
avec nml étant le nombre de descripteurs locaux audio-visuels dans le plan vidéo si.
Dans le cas où nai×nvi ≤ nmax, on prend nml = nai×nvi et tous les aij⊕vik sont
considérés. Dans le cas où nai × nvi > nmax, on prend nml = nmax et seulement
nmax vecteurs sont sélectionnés aléatoirement aij ⊕ vik à partir de nai × nvi sont
considérés. Enﬁn une méthode standard de regroupement sera appliquée sur nmax
vecteurs joints pour capturer la corrélation entre l’information audio et visuelle et
donc retrouver les motifs audio-visuels.
3.1.3. Représentation sous la forme de sacs-de-mots bimodaux
Enﬁn, l’agrégation de type sacs-de-mots peut être appliquée sur l’ensemble d’ap-
prentissage, exactement de la même manière sur les mil descripteurs locaux que si
elle a été appliquée sur aij et vik.
3.2. Choix de paramètres
Pour générer le descripteur audio-visuel joint proposé, nous utilisons un des-
cripteur audio classique « Mel Frequency Cepstral Coefﬁcients » (MFCC) pour
représenter le contenu audio de la vidéo. Les points d’intérêt spatio-temporels
(STIP) sont quant à eux utilisés pour représenter l’information visuelle de la vi-
déo (Laptev, 2005) vu que le mouvement est très important pour la détection de
violence et que ce descripteur met l’accent sur le mouvement. Avant la génération
de la représentation audio-visuelle jointe, les deux descripteurs ont été optimisés
séparément sur les 12 concepts annotés (fournis par les organisateurs de la tâche de
détection de scènes violentes de MediaEval 2013) pour éviter le sur-apprentissage sur
les deux concepts cibles (violence objective et violence subjective). La classiﬁcation
a été effectuée sur deux méthodes d’apprentissage différentes, une basée sur des SVM
multiples (MSVM) (Safadi et Quénot, 2010) et une autre basée sur la recherche de K
plus proches voisins.
L’outil d’Ivan Laptev a été utilisé pour calculer les points d’intérêt spatio-
temporels (STIP) (Laptev, 2005). Un vecteur d’histogramme de ﬂux optique (HOF)
est ainsi produit pour chaque STIP détecté. La dimension de ce vecteur est de 90
éléments. Une agrégation est ensuite appliquée sur la durée du plan.
L’outil de Guillaume Gravier Spro1 a été utilisé pour le calcul du descripteur
audio MFCC. Un vecteur dont la dimension est de 10 éléments est produit par le
programme chaque 10 ms. La durée minimale de la fenêtre impacte directement la
performance de ce descripteur audio. Nous avons optimisé cette durée minimale par
validation croisée sur l’ensemble d’apprentissage. La Figure 3 montre la performance
des MFCC en fonction de différentes durées de fenêtre. Une durée minimale de 1.8
secondes donne les meilleures performances. Une agrégation est appliquée sur la
durée du plan étendue avant et/ou après pour atteindre 1.8 secondes si celle-ci est













































De plus, le nombre de groupes (clusters) calculé sur les descripteurs locaux
extraits (taille du dictionnaire) et utilisé pour la génération de la représentation en
sacs-de-mots inﬂuence sensiblement la performance de ces descripteurs. Nous avons
également optimisé la taille du dictionnaire par une validation croisée sur l’ensemble
d’apprentissage. L’inﬂuence du nombre de groupes sur la performance du système
global est illustrée par la Figure 4. Le nombre de 4096 groupes a donné les meilleurs
résultats, donc toutes les agrégations par modalité ou pour le joint ont été calcu-
lées en utilisant une représentation en sacs-de-mots avec un dictionnaire de taille 4096.



























Figure 4 – La performance des MFCC en fonction du nombre de groupes.
Enﬁn, nous avons ﬁxé le nombre de combinaisons des vecteurs audio-visuels
considéré (nmax) expérimentalement par validation croisée sur l’ensemble d’appren-
tissage. Nous l’avons évalué avec différentes valeurs de nmax, pour des raisons de
complexité et de temps de calcul nous nous sommes arrêtés à 32 768 combinaisons
surtout que la courbe obtenue commençait à se stabiliser. Le meilleur résultat a été
obtenu avec 32 768 comme le montre la Figure 5.
4. Expérimentations et résultats
4.1. Collection de données
L’efﬁcacité de notre représentation audio-visuelle jointe a été mesurée dans le





























Figure 5 – L’inﬂuence du nmax sur la performance du descripteur audio-visuel joint.
déﬁnit deux types de violence : violence objective et violence subjective. La violence
objective est déﬁnie comme étant « violence physique ou accident résultant en bles-
sures humaines ou douleur ». La violence subjective est déﬁnie comme étant « les
scènes qu’on ne pourra pas laisser un enfant de 8 ans regarder dans un ﬁlm à cause
de la violence physique qu’elles contiennent » (Demarty et al., 2013). La Figure 6
montre quelques images extraites des plans annotés comme contenant des scènes vio-
lentes objectives.
Figure 6 – Quelques images extraites des plans annotés comme étant violents
La collection de données comprend 25 ﬁlms hollywoodiens décomposés en
43 923 plans et répartis en deux ensembles : l’ensemble d’apprentissage et l’ensemble
de test. L’ensemble d’apprentissage contient 18 ﬁlms annotés : Kill Bill, The sixth
sense, Armageddon . . . décomposés en 32 678 plans. Alors que l’ensemble de test
contient 7 autres ﬁlms hollywoodiens décomposés en 11 245 plans. Les données
de l’ensemble d’apprentissage sont annotées par plan comme contenant ou non
des scènes violentes (subjective ou objective) en plus de dix autres concepts :
sang, feu, cris, poursuite de voitures, arme à feu, gore, arme blanche, explosions,
coups de feu, batailles. Ces dix concepts peuvent être utilisés par les partici-
pants pour détecter les scènes violentes. Le nombre de plans annotés comme étant
violents ou non sur l’ensemble d’apprentissage et de test est récapitulé dans la Table 1.
Objective Subjective
Nombre de plans App Test Total App Test Total
Violents 3 550 1 180 4 730 6 370 2 276 8 646
Non violents 26 476 10 065 36 541 23 656 8 969 32 625
Non identiﬁés 2 652 0 2 652 2 652 0 2 652
Total 32 678 11 245 43 923 32 678 11 245 43 923
Tableau 1 – Le nombre de plans annotés comme étant violents ou non sur l’ensemble
d’apprentissage et de test de la collection de données de MediaEval 2013.
4.2. Résultats
La métrique ofﬁcielle pour cette tâche est la précision moyenne sur 100
(AP@100). Nous avons comparé la performance de différents descripteurs audio et
visuels : En premier temps, nous avons évalué la performance de chaque descripteur
séparément. Ensuite, nous les avons opposés à la performance obtenue avec une
fusion tardive en effectuant une moyenne des scores obtenus avec chaque modèle
entraîné indépendamment sur chaque descripteur séparément. Enﬁn, nous les compa-
rons à celles obtenues avec le descripteur joint MFCC-HOF proposé et avec la fusion
du descripteur joint audio-visuel avec les deux descripteurs originaux (sacs-de-mots
de MFCC et sacs-de-mots d’HOF). Nous avons rapporté dans la Figure 7 la valeur
d’AP@100 pour la détection de scènes contenant de la violence objective dans 6 des 7
ﬁlms de l’ensemble de test2. Les résultats ont montré que le descripteur audio-visuel
joint est plus performant que les deux descripteurs audio (MFCC) et visuels (HOF)
séparément. Le descripteur audio-visuel joint et la fusion tardive MFCC-HOF ont
obtenu globalement des résultats comparables, chacun parvenant à se démarquer
sur différents ﬁlms. Comme supposé, le descripteur joint audio-visuel a dépassé les
2. Etant donné que le septième ﬁlm (Legally blonde) ne contient aucune scène violente, nous
ne l’avons pas considéré.
différents descripteurs visuel/audio pour les ﬁlms contenant une vrai cohérence entre
le contenu de l’image et le signal audio comme pour Fantastic four1 et Forrest gump.
C’est donc sur ce type de document multimédia que le descripteur a tout son intérêt.
	
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Figure 7 – L’AP@100 obtenu avec les différentes représentations en sacs-de-mots et
leur fusion tardive pour la détection de scènes de violence objective sur les ﬁlms de
l’ensemble de test de MediaEval 2013.
Pour notre soumission ofﬁcielle à la campagne d’évaluation MediaEval 2013 à
la tâche de détection des scènes violentes, nous avons ajouté deux autres descrip-
teurs (Derbas et al., 2013). Le premier (OppSIFT) est basé sur le descripteur SIFT mis
en place par Koen van de Sande (Van de Sande et al., 2010). Alors que le deuxième
est un descripteur de couleur et texture (hg104) basé sur un histogramme RGB et une
transformation Gabor. Dans la Table 2, nous avons rapporté la précision moyenne à
100 (MAP@100) obtenu par notre soumission ofﬁcielle, par la meilleure soumission
et par la soumission médiane. La MAP@100 est la moyenne des AP@100 obtenus sur
chaque ﬁlm de la collection de test. Notre soumission a inclus la fusion des descrip-
teurs MFCC, HOF, OppSIFT et hg104 avec le descripteur audio-visuel joint (Soumis-
sion avec jointAV). Cette soumission nous a classé premier sur 5 équipes participantes
pour la détection de violence subjective (69%) et deuxième sur 9 équipes participantes
pour la détection de violence objective (52%). En moyenne sur la violence objective
et subjective, notre système a été capable de détecter les scènes violentes à 60.5%.
Objective Subjective Moyenne
Meilleure Soumission 0.550 0.690 0.620
Soumission avec jointAV 0.520 0.690 0.605
Soumission Médiane 0.400 0.570 0.485
Tableau 2 – MAP@100 obtenue avec notre système à MediaEval 2013 pour la tâche
de détection de scènes violentes en comparaison avec la meilleure soumission et la
soumission médiane.
5. Conclusion
Dans ce papier, une nouvelle méthode a été proposée pour représenter conjointe-
ment le contenu audio-visuel dans le contexte de la détection automatique de scènes
violentes. Elle exploite la corrélation entre l’information audio et l’information
visuelle en construisant un dictionnaire audio-visuel joint dans le but de découvrir
des motifs spéciﬁques audio-visuels. En comparaison avec les autres méthodes de
fusion, cette méthode peut être considérée comme une fusion « pré-précoce » comme
cette fusion est effectuée avant l’étape d’agrégation. Les méthodes de fusion précoces
classiques, quant à elles, effectuent après l’étape d’agrégation et avant l’étape de
classiﬁcation.
La validation expérimentale sur de vrais ﬁlms hollywoodiens (collection de don-
nées de MediaEval 2013) a montré que la fusion audio-visuelle jointe donne des ré-
sultats comparables à ceux obtenus avec la fusion tardive. Plusieurs pistes pourront
être considérées dans le futur, comme l’application de cette représentation conjointe à
d’autres types de concepts dynamiques (autres que la violence). L’utilisation du des-
cripteur joint audio-visuel à une échelle plus petite que celle du plan en entier est
également envisagée vu que l’utilité de la corrélation peut être mieux capturée avec
une localisation temporelle plus étroite. Pour ﬁnir, ce travail pourrait être étendu pour
intégrer plus que deux descripteurs originaux (MFCC et STIP-HOF).
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