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Abstract
We consider a model of quantum dynamical semigroup on a finite dimensional fermionic space, ob-
tained as the continuous-time limit of a repeated interactions model between a system and several thermal
baths, with a dynamic driven by quadratic Hamiltonians. We assume that there is a globally conserved
observable which can be expressed as a sum of energies on the system and on each baths, and we study
the energy fluxes between the baths and the system. First, we consider only the mean energy fluxes,
and prove that every thermal machines on quasi-free fermions in trivial, in the sense that it is not pos-
sible to extract energy from the coolest bath, even when we dispose of several other baths at different
temperatures. Then, we consider an unraveling of the semigroup as a random process, and we study the
large deviations of the energy fluxes, following [JPW14]. We reduce the computation of the cumulant
generating functional to the resolution of a Riccati equation (which is formally similar to the study of
large deviations in classical networks of harmonic oscillators [JPS16]). We apply it to the numerical com-
putation of the rate function for energy exchanges in a fermionic chain, and show that larger fluctuations
are observed on a longer chain.
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1 Introduction
At the crossroad of quantum dynamics and thermodynamics, the theory of energy exchanges between quan-
tum systems has attracted a lot of interest. Several articles focused on the fluctuations of energy and
entropy fluxes, in equilibrium and non-equilibrium steady states, either in the two-time measurement proto-
col [Kur00],[EHM09],[BJP+15],[BPP18],[BPR19] or for continuous-time measurements [DDRM08],[JPW14].
We may also cite the lecture notes [JOPP10], which contains a detailed treatment of Fermionic systems, and
the article [JPPP15], which does not consider fluctuations but energy conservations in the two-time mea-
surement protocol. The definition of the fluctuations in classical systems is well-established and linked with
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large deviations (note the article [BJP17] with a comparison with experimental data), while there are several
quantum analogues for the fluctuations of currents, as noted in [DDRM08]; the abstract way is to study a
function e(α) linked with some Renyi entropy, as in [JLP13]. The most mundane way (and the one of this
article) is to study the large deviations of a random variable obtained by measuring some energy observables
on the systems. Besides the study of fluctuations, we may also note some works on the Landauer principle
([RW14],[JP14],[BFJ17] [HJPR18]) or in link with resource theory ([CSHO15], [Maz18]).
A convenient approach to this subject is the one of Markovian dynamics: we consider a small system S
in contact with an exterior system B, and assume that the effect of the exterior systems on S at a time t
does not depends on the past interactions between them. Then, the density matrix on the system S evolves
according to a linear equation; the dynamic is described by a so-called quantum Markov semigroup, whose
generator is a linear super-operator L called Lindbladian [Lin76] or GKSL operator. This type of evolution
are used as effective models for open systems, notably in quantum optics [GZ99], and they where considered
since the beginnings of quantum mechanics (see Landau [Lan27] or its English translation in [Haa65]), though
their general theory really started in the ’70 (see [CP17] for a history). A problem is to rigorously derive
a Markovian evolution from a standard Hamiltonian evolution on complete system SB; it may be obtained
as some limit for a convenient scaling, which is sometimes called a stochastic limit ([AGLV02], [AGL17])
and encompasses the low density limit and most importantly the weak coupling limit ([Dav74] [DDR07]).
The fluctuation of currents in models obtained from the weak coupling limit has notably been studied in
[DDRM08], [dM06].
In this article, we use another derivation of Markovian dynamics, the continuous-time limit of repeated
interactions ([AP06], [AJ07], [BJM14]). This allows to make a direct relation between discrete-time dynamics
and the quantum Markov semigroup. In the repeated interaction framework, the exterior system is divided
as the sum of identical subsystems which interact one after the other with the system S during a time
τ . As τ → 0 and under suitable normalization of the Hamiltonian, the obtained dynamics converges to a
continuous-time Markovian semigroup (Λt)t∈[0,+∞) . Importantly, it is possible to measure some observable
before and after each measurements, making the evolution a random process. The limit evolution is then a
stochastic process (ρ˜t)t∈[0,+∞) which is linked with the semigroup (Λt)t∈[0,+∞) through the relation
E(ρ˜t) = Λt(ρ0) .
and is called an unraveling of the semigroup([SD81][Bel07][Car93][BP02]). The convergence in distribution
of the process has notably been studied by Pellegrini [Pel08][NP09][Pel10].
Under some assumptions of detailed balance on the Lindbladian and its unraveling, it is possible to inter-
pret the measured observables as energy exchanged between the systems and some subsystems B1, · · · , Bn
of B, and to study their large deviations. This is the subject of the article [JPW14], which is the main
inspiration of this article. In this context, the Lindbladian of the system is expressed as
L = i[HS , •] +
n∑
i=1
Li
where the Li represents the effect of the i-th bath, and there is some pseudo-potential energy KS which
commutes with HS and such that the Li’s satisfy a detailed balance condition with respect to the Gibbs
state
σβi =
e−βiKS
Tr (e−βiKS ) .
It is then possible to define the mean energy flux entering the i-th bath as
Ji = −Tr (Li(KS)ρ∞)
and some random processes (N it )t∈[0,+∞) where N it represents the energy increase measured in the i-th bath,
with the relation
lim
t→∞
1
t
E
(
N it
)
= Ji .
The contributions of the present work are first, to explore the link between the continuous-time and the
discrete-time approaches to the fluctuations of energy fluxes through the limit of repeated interaction; then,
to study both the mean energy fluxes Ji and the large deviations of the N it in the particular case of quasi-free
fermionic systems.
2
A free fermionic dynamics describes non-interacting fermions which may jump between the system and the
baths, of which quasi-free fermionic semigroups is a generalization. Quasi-free fermionic dynamics on bosonic
and fermionic spaces has long been studied (see for example [AL87] or [FR02]). These models have the
advantage to be explicitly solvable in many cases, and still show non-trivial behavior which make them good
toy models, for example to test quantum functional inequalities as in [TPK14]. Moreover, they are formally
similar to classical networks of harmonic oscillators driven by Langevin noise [MNV03][EZ04][JPS16]. Some
recent works of Prosen [Pro08] [PZ10] introduced methods to study the convergence as t→ +∞ to a unique
stationary state, and the author of the present article established a necessary criterion for the convergence
and uniqueness [And19]. The repeated interaction model on fermionic spaces was introduced by Platini and
Karevski [Pla08] [KP09] in the case of the XY model.
In the second section of this article, we concentrate on the study of the mean energy fluxes Ji. We describe
a general framework of repeated interaction models with a globally conserved quantityK (which is for example
used in [HJPR18]), and show (Proposition 6) how the conservation of K corresponds in the continuous-time
limit to a property of detailed balance on the Lindbladian L (see Alicki [Ali76] or the introduction of [CM17]).
Under the condition that the baths Bi are described by Gibbs states at temperatures βi, we express the first
and second principles of thermodynamics in terms of the mean energy fluxes:
n∑
i=1
Ji = 0
n∑
i=1
βiJi ≥ 0 .
We show that for any list of fluxes (J1, · · · , Jn) satisfying the above conditions (with a strict inequality)
there exists a thermal model yielding theses energy fluxes (Proposition 9). The proof makes use of a design
of quantum fridge borrowed from [SBLP11] and [LPS10]. We apply this framework to the case of quasi-free
fermionic systems, and prove that they satisfy a stronger inequality (Theorem 21): provided β1 ≤ β2 ≤ · · · ≤
βn we have
k∑
i=1
Ji ≤ 0
for any k ∈ {1, · · · , n}. In particular, there cannot be energy entering the bath of highest temperature.
This theorem is inspired by the article of Eckmann and Zabey [EZ04] on energy fluxes in classical harmonic
networks.
In the third section, we describe the large deviations of the random energy fluxes N it for quasi-free
fermionic models. Using the results of [JPW14], we express the cumulant generating functional
e(α) = lim
t→+∞
1
t
logE
(
e
∑n
i=1
αiNi
)
in terms of the largest eigenvalue of a deformed Lindblad operator Lα. Note that if L is the dimension of
the one-particle space, the fermionic space is of dimension 2L, so Lα is of size 22L × Z2L. We are able to
reduce the computation of e(α) to the computation of the eigenvalues of an operator of dimension 4L× 4L,
through the resolution of a Riccati equation (Theorem 32). This is formally similar to the study of the large
deviations of entropy in classical harmonic networks [JPS16]. We apply this to the numerical computation
of the rate functional of large deviations for the fermionic chain, and show that the longest the chain is, the
larger the fluctuations are.
2 Mean energy exchanges for quantum Markovian unravelings
We will use the following general notations:
• Most Hilbert spaces considered will be finite dimensional. We write HS a Hilbert space associated with
a system S, and 1S the identity on this space; the space of operators on HS is written B(HS), and the
set of states on HS is written S(HS). An operator on B(HS) is called a super-operator.
• For any state ρ we write S(ρ) = −Tr (ρ log ρ) the Von Neumann entropy and S(ρ|σ) = Tr (ρ(log ρ− log σ)
the relative entropy with respect to a state σ.
• For any state σ > 0 we write ∆σ(A) = σAσ−1 the corresponding modular operator.
• For two operators A,B we write [A,B] = AB −BA and {A,B } = AB +BA.
3
2.1 The repeated interactions model in the continuous-time limit
We consider a quantum system S represented by a finite-dimensional Hilbert space HS , in interaction with
a bath B. In the Markovian approximation, the evolution on HS can be modeled by a quantum Markov
semigroup.
Definition 1. A quantum Markov semigroup (QMS) on a finite-dimensional Hilbert space HS is a family
of linear maps on B(HS) which are completely positive and unity-preserving maps (Λt)t∈I where I is N or
[0,+∞), satisfying Λs+t = ΛsΛt for s, t ∈ I such that t→ Λt is continuous if I = [0,+∞).
Note that Λt describes the evolution in the Heisenberg representation, the evolution in the Schro¨dinger
representation being described by (Λt)∗.
In the case of discrete time I = N we can construct such a model by a repeated interaction process: the
bath is decomposed as a series of identical and independent sub-baths, interacting one after another with the
system. The sub-bath model is a finite-dimensional Hilbert space HB , and we fix a unitary U on HS ⊗HB .
Each bath subsystem is in the same state ρB ∈ B(HB), thus the evolution on the system is
(Λ1)∗(ρS) = TrHB (U(ρS ⊗ ρB)U∗) .
In this article, we consider a QMS in continuous time I = [0, T ) obtained as the limit of discrete-time
QMS when a parameter τ > 0 goes to zero, under suitable renormalization. We will take advantage of
the easy interpretation of the repeated interaction model in discrete time to define quantities such as the
entropy production and the energy exchanges between the bath and the system. The continuous-time limit
of repeated interactions has been introduced by Attal in [Att03], and developed by Attal and Pautrat [AP06].
Proposition 2 (Adaptation of Theorem 22 of [AP06]). Fix some self-adjoint operators HS ∈ B(HS) and
HSB ∈ B(HS ⊗HB) and a state ρB ∈ S(HB) such that
TrB(HSB(1S ⊗ ρB)) = 0 . (2.1)
For any time scale τ > 0 write Uτ the self-adjoint operator
Uτ = exp(−iτHS ⊗ 1B − i
√
τHSB)
and define the map Λτ by (Λτ )∗(ρ) = TrB(Uτ (ρ⊗ρB)U∗τ ). Then for any t ∈ [0,+∞) the map Λ[t/τ ]τ converges
to a map Λt as τ → 0 on the trace-norm topology over trace-class operators, locally uniformly in t. The family
(Λt)t≥0 is a continuous QMS with generator
L(A) = i[HS , A] + Φ(A)− 12 {Φ(1S), A } (2.2)
where Φ is the completely positive map defined by Φ∗(ρ) = TrB (HSB(ρ⊗ ρB)HSB).
Moreover, any continuous QMS can be obtained that way. We will call the triple (HS , HSB , ρB) a repeated
interaction model for the QMS Λ.
This theorem was proved by Attal and Pautrat in [AP06] in the case where ρB is a pure state. We
introduced this generalization with the condition of Equation (2.1) in [And19].
Proof. The idea to derive the continuous-time limit is to use the formula
lim
n→+∞
(
I + A
n
+ o
(
1
n
))n
= eA
applied to n = [t/τ ], and A = tL.
Developing Uτ we obtain
Uτ = 1SB − i
√
τHSB − iτHS ⊗ 1B − τ2H
2
SB +O(τ3/2)
where O(τ3/2) = τ3/2R(τ) for an operator R(τ) which is uniformly bounded as τ → 0. Thus, we have
(Λτ )∗(ρ) = ρ− i
√
τTrB (HSB(ρ⊗ ρB)− (ρ⊗ ρB)HSB) + τL(ρ) +O(τ3/2)
4
where L is defined by 2.2. The term in √τ is zero because of Equation (2.1). Thus,
(Λτ )[t/τ ] = (1B(HS) + τL+ o(τ))[t/τ ]
and τ = t/[t/τ ] + o(τ), so we obtain the convergence part of the Theorem.
Let us prove that any norm-continuous QMS (Λt)t≥0 can be obtained by a repeated interaction model.
By a theorem of Lindblad [Lin76] (Λt)t≥0 admits a generator L which is of the form given by Equation
(2.2) for some completely positive map Φ. Since Φ is completely positive and norm-continuous we can write
Φ(ρ) =
∑+∞
i=1 L
∗
i ρLi where the Li are bounded operators and
∑+∞
i=1 L
∗
iLi is bounded. To model Λt as the
limit of a repeated interaction model, we choose HB = l2(N) and ρ = |0〉 〈0| and
HSB =
+∞∑
i=1
Li ⊗ |i〉 〈0|+ L∗i ⊗ |0〉 〈i| .
Remark 1. Note that the operator HSB constructed in the last part of the proof satisfies the stronger
condition
Tr (HSB(1S ⊗ f(ρB)) = 0 (2.3)
for any function f : R → R (or equivalently, 〈i|HSB |i〉 = 0 for a Hilbert basis |i〉 in which ρB is diagonal).
This condition will be useful later.
2.2 Detailed balance
We will consider only a special case of QMS, arising from a bath which is composed of several parts, each of
them at thermal equilibrium with respect to a globally conserved pseudo-energy.
Definition 3. We call a thermal repeated interaction model a repeated interaction model (HS , HSB , ρB)
with a bath decomposed as HB =
⊗n
i=1HBi in the state ρB =
⊗n
i=1 ρBi , where the ρBi are Gibbs states:
ρBi =
e−βiKBi
Tr
(
e−βiKBi
)
for some inverse temperatures βi ∈ R and some self-adjoint operators KBi ∈ Bsa(HBi), with the following
assumptions: HSB can be decomposed as
∑n
i=1HSBi with HSBi acting only on HS ⊗HBi , and there exists
a self adjoint operator KS on HS with
[HS ,KS ] = 0 [HSBi , KS ⊗ 1B + 1S ⊗KBi ] = 0 . (2.4)
We call the operator KS the pseudo-energy of the model.
We choose the name pseudo-energy for KS because it is invariant and has the same dimension as the
energy KBi , but it does not generate the dynamic.
The QMS arising from a thermal repeated interaction model are characterized by a detailed balance
condition, defined as follow:
Definition 4. A continuous-time QMS is said to satisfy the detailed balance condition with respect to a state
σ if its generator L can be written
L(A) = i[HS , A] + Φ(A)− 12 {Φ(1), A }
where HS is a self-adjoint operator commuting with σ and Φ is a completely positive map satisfying
Φ∗(Aσ)σ−1 = Φ(A) (2.5)
for any operator A.
5
This condition is related to weaker conditions such as the time-reversal invariance (see [JPW14]). Note
that Equation (2.5) means that Φ is self-adjoint with respect to the scalar product 〈A,B〉σ,0 = Tr (σA∗B). It
implies that Φ commutes with the modular operator ∆σ, and that for any s it is self-adjoint with the scalar
product 〈A,B〉σ,s = Tr
(
σ1−sA∗σsB
)
. See for example Carlen and Maas [CM17] or the original article of
Alicki [Ali76].
Alicki proved the following characterization of the strong detailed balance:
Theorem 5. Let β ∈ R and consider the Gibbs state σ = exp−βKS/Z. Let Λ be a continuous-time QMS.
Then Λt satisfies the detailed balance for all t if and only if it can be written in the Lindblad form 2.2 with
operator HS commuting with KS, and completely positive map Φ of the form
Φ(A) =
∑
δ∈sp([KS ,•]),δ≥0
nδ∑
i=1
e−
β
2 δ L∗(δ,i)AL(δ,i) + e
β
2 δ L(δ,i)AL
∗
(δ,i) (2.6)
for some integers nδ, where the L(δ,i) are operators satisfying [KS , L(δ,i)] = δL(δ,i) and Tr
(
L(δ,i)
)
= 0.
This theorem allows to make the link between the existence of a thermal model and the strong detailed
balance condition, as follows.
Proposition 6. A continuous-time QMS Λ satisfies the strong detailed balance condition with respect to
σ = e−βKS/Z if and only if it admits a thermal repeated interaction model (HS , HSB , ρB) with only one bath
at inverse temperature β and energy operator KS. The model may be assumed to satisfy Condition 2.1.
Proof. To prove the sufficiency of our condition, assume that Λ admits a thermal repeated interaction model
with one bath HB at inverse temperature β, with energy operator KB . Then HS commutes with KS so it
commutes with σ, and using the formula
Φ(A) = TrB (HSB(A⊗ 1B)HSB(1S ⊗ ρB))
we obtain that for any operators A,B ∈ B(HS) we have
〈A,Φ(B)〉σ,0 = Tr ((σ ⊗ 1B)(A∗ ⊗ 1B)HSB(B ⊗ 1B)HSB(1S ⊗ ρB))
and since [HSB , σ ⊗ ρB ] =
[
HSB ,
e−β(KS+KB)
ZB
]
= 0 this gives
〈A,Φ(B)〉σ,0 = Tr ((σ ⊗ ρB)HSB(A∗ ⊗ 1B)HSB(B ⊗ 1B))
= 〈Φ(A), B〉σ,0 .
Thus Φ is self-adjoint for the scalar product 〈A,B〉σ,0 so the detailed balance condition is satisfied.
To prove the necessary condition, we apply Theorem 5, obtaining an operator HS and operators L(δ,i) .
To construct HB , we consider the set
D+(KS) =
⋃
δ∈sp([KS ,•])
nδ⋃
k=1
{ (δ, k) }
and we take HB = CD+(KS) ⊗ C2, with Hilbert basis |δ, k〉 ⊗ |i〉 for (δ, k) ∈ D+(KS) and i ∈ {−,+}. We
consider the pseudo-energy operator
KB =
1
2
∑
(δ,k)∈D+(KS)
δ |δ, k〉 ⊗
(
|+〉 〈+| − |−〉 〈−|
)
and take ρB = e−βKB/Z with Z = Tr
(
e−βKB
)
. We define the interaction operator HSB by
HSB = Z
∑
(δ,k)∈D+(KS)
L(δ,k) ⊗ |δ, k〉 〈δ, k| ⊗ |−〉 〈+|+ L∗(δ,k) ⊗ |δ, k〉 〈δ, k| ⊗ |+〉 〈−|
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The relation [KS , L(δ,k)] = δL(δ,k) implies the conservation of pseudo-energy
[HSB ,KS ⊗ 1B + 1S ⊗KB ] = 0 .
It is easily checked that
TrB (HSB(A⊗ 1B)HSB(1S ⊗ ρB)) =
∑
(δ,k)∈D+(KS)
e−
β
2 δL∗(δ,k)ρL(δ,k) + e
β
2 δL(δ,k)ρL
∗
(δ,k) .
Remark 2. The detailed balance condition implies the time-reversal invariance: there exists an anti-linear
involution of algebras Θ on B(HS) (called a time-reversal) with Θ(σ) = σ such that Θ(L∗(Θ(A)σ)σ−1) = L.
This condition is strictly weaker than the detailed balance, indeed it is satisfied if and only if Φ can be written
as ∑
δ∈sp([KS ,•]),δ≥0
nδ∑
i=1
e−
β
2 δ L∗(δ,i)AL(δ,i) + e
β
2 δ M(δ,i)AM
∗
(δ,i)
where L(δ,i) and M(δ,i) both satisfy the same conditions as the L(δ,i)’s of Theorem 5 and are related by
M(δ,i) = Θ
(
L(δ,i)
)
, which includes cases where L(δ,i) 6= M(δ,i) and the detailed balance condition is not
satisfied.
Remark 3. It is not clear how to define the detailed balance for a discrete-time Quantum Markov Semigroup
Λn, since it is not possible to separate the generator in a unitary and a dissipative part. The best way to
define it is probably the existence of a thermal repeated interaction model (with only one bath).
2.3 Energy and entropy fluxes
We now consider a thermal repeated interaction model (HS , HSB) with pseudo-energy operator KS and
n baths with inverse temperatures β1 ≤ β2 ≤ · · · ≤ βn and energy operators KBi . We write Ktot =
KS ⊗ 1B +
∑n
i=1 1S ⊗KBi the global preserved pseudo-energy operator, define
Φi(A) = Tr (HSBi(A⊗ 1B)HSBi1S ⊗ ρBi)
and write
Li(A) = Φi(A)− 12 {Φi(1S), A }
so that each Li generates a QMS with the strong detailed balance with respect to σi = e−βiKS/Zi and
L = −i[HS , •] +
∑
i Li.
In discrete times, we can define the energy increase of the i-th bath during one interaction as
Dτ,i(ρ) = Tr ((1S ⊗KBi) (Uτρ⊗ ρBU∗τ − ρ⊗ ρB))
and the total energy increase at time τk as
Dτ,i,0→k(ρ) =
k−1∑
l=0
Dτ,i(ρ(l))
where ρ(l) = (Λ∗τ )l(ρ). Let us study the limit as τ → 0 of Dτ,i,0→[t/τ ](ρ) for fixed t ≥ 0. We have
Dτ,i(ρ) = i
√
τTr ([HSBi ,KBi ]ρ⊗ ρBi)− τTr (Li(KS)ρ) +O(τ
3
2 ) . (2.7)
The term in τ is obtained by using the fact that KS ⊗ 1B + 1S ⊗KBi commutes with HSBi . Thus, for the
quantity Dτ,i,0→[t/τ ](ρ) to have a limit, we will impose the following assumption:
Assumption 1. For any bath index i ∈ {1, · · · , n} there is a basis (|j〉)j∈{1,··· ,dim(HBi )} of HBi in which
KBi is diagonal and 〈j|HSBi |j〉 = 0 for all j. Equivalently for any α ∈ R we have
TrBi
(
HSBi1HS ⊗ ραBi
)
= 0 .
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This assumption is satisfied by the interaction HSB constructed in Proposition 6. It is used to ensure the
convergence of the energy fluxes, as in the following lemma.
Lemma 7. Under Assumption 1 the quantity Dτ,i,[t/τ ](ρ) converges for all t and ρ as τ → 0 to a limit
Di,t(ρ) =
∫ t
0
Ji(ρ(s))ds
where ρ(s) = Λs(ρ) and Ji is the flux of energy entering the i-th bath, equal to
Ji(ρ) = −Tr (ρLi(KS)) . (2.8)
Proof. Assumption 1 implies that for any state ρ the quantity Tr ([HSBi ,KBi ]ρ⊗ ρBi) is equal to zero, so
Equation (2.7) has no term in
√
τ , so
Dτ,i,0→[t/τ ](ρ) = τ
[t/τ ]−1∑
l=0
Ji(Λlτ (ρ)) +O
(
τ3/2
)
converges, and has for differential Ji(ρ(t)).
Note that
∑n
i=1 Ji(ρ) = −Tr (ρL(KS)) so at equilibrium (L∗(ρ) = 0) the fluxes satisfies the first law of
thermodynamics:
∑n
i=1 Ji(ρ) = 0. As we shall see, it also satisfies the second law.
Proposition 8. Under assumption 1, the fluxes satisfies
S(ρ(t))− S(ρ) +
n∑
i=0
βiDi,t(ρ) ≥ 0 .
Proof. Let us consider the discrete-time model. The total entropy before the interaction is
S(ρ⊗ ρB) = S(ρ) +
n∑
i=1
βiTr (ρBiKBi)− βi logZi .
Now, let us consider the complete state after the interaction ρ′tot = Uτ (ρ ⊗ ρB)U∗τ and the partial state
ρ′ = TrB(ρ′τ ) = Λτ (ρ). Since the entropy is preserved by unitary evolution, S(ρ′tot) = S(ρ⊗ρB). Now we use
a trick which goes back to [PW78] (and has been used many times, see Section III of [JP14]) : the relative
entropy S(ρ′tot|ρ′ ⊗ ρB) is always positive, and it is equal to
S(ρ′tot|ρ′ ⊗ ρB) = Tr (ρ′tot (log(ρ′tot)− log(ρ′)⊗ 1B − 1S ⊗ log(ρB)))
= −S(ρ′tot) + S(ρ′) + βiTr (ρ′tot1S ⊗KBi) .
Thus we have
S(ρ′)− S(ρ) +
n∑
i=1
βiDτ,i(ρ) = S(ρ′tot|ρ′ ⊗ ρB) ≥ 0 .
Summing over all k ∈ {0, [t/τ ]} and taking the limit as τ → 0 allows to conclude.
Remark: The quantities Li, Ji and S(ρ) can all be defined without the help of the repeated interaction
model, and also originate from other models such as the weak coupling limit. However, the repeated interac-
tion model has the advantage of being easy to interpret; moreover some results on the repeated interaction
models pass to the limit, as in the proof of Proposition 8 above.
2.4 Energy fluxes for stationary states and thermal machines
The system being of finite dimension, there exists a trace-preserving projection (not necessarily an orthogonal
one) E on ker(L) such that
lim
T→∞
1
T
∫ T
0
etL
∗
(ρ)dt = E(ρ) .
Here are some properties that the QMS may enjoy:
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1. The system is ergodic if there is a unique state ρ∞ with L(ρ∞) = 0. Then E(ρ) = ρ∞ for any initial
state ρ.
2. The system is primitive if 0 is a simple eigenvalue and is the only eigenvalue with real part zero. Then
E(ρ) = ρ∞ = limt→∞ etL
∗(ρ) for any initial state ρ.
3. We will be interested in systems which are positivity improving, that is, primitive with a stationary
state ρ∞ > 0. Equivalently (in finite dimension) for any nonzero operator A with A ≥ 0, we have
etL(A) > 0 for all t > 0.
Let us consider the asymptotic of the mean energy flux
Ji = lim
t→∞
1
T
Di,T (ρ) = Ji(E(ρ)) .
By Proposition 8 they satisfy the first and second law of thermodynamics
n∑
i=1
Ji = 0 (2.9)
n∑
i=1
βiJi ≥ 0 . (2.10)
We call “entropy production” the quantity
∑n
i=1 βiJi.
As we shall see, any list (Ji)1≤i≤n satisfying these conditions can be attained for a specific model, if the
inequality in the second law is strict:
Proposition 9. Let J1, · · · , Jn ∈ R such that
∑n
i=1 Ji = 0 and
∑n
i=1 βiJi > 0. Then there exists a ther-
mal repeated interaction model (HS , HSB) with n baths, for which the complete Lindbladian L is positivity
improving and such that Ji(ρ∞) = Ji for all i (where ρ∞ is the unique stationary state of the QMS).
For two baths, the conditions implies is J2 = −J1 ≥ 0 if β1 ≤ β2, that is the energy flows from the hottest
bath to the coldest one. The first nontrivial case arise with three baths, where we can have J3 < 0 : the
energy flowing from the hottest bath to the mild bath allows to pump energy from the coldest bath, as in a
camping fridge (in which the hot bath is a gas stove, the mild bath is the ambient air and the cold bath is
the inner of the fridge).
Later in the article we describe the class of quasi-free fermionic semigroups, for which this is not true,
and only some very specific fluxes can be obtained.
In order to prove this proposition, we introduce some special cases of thermal repeated interactions models.
The generalized depolarizing channel on a qubit: This is the simplest non-trivial example of a
thermal QMS. For any state σ on HS the corresponding depolarizing channel has for generator
L∗σ,λ(ρ) = λ(σTr (ρ)− ρ)
for some positive real number λ called the rate of the depolarizing channel. When σ is faithful then Lσ,λ
satisfies the detailed balance with respect to σ; indeed, it admits the following thermal repeated interaction
model: take HB ' HS and let ρB = σ and let HSB be proportional to the swap operator:
HSB =
√
λ
dS∑
i,j=1
|i〉 〈j| ⊗ |j〉 〈i|
where (|i〉)dSi=1 is a Hilbert basis of HS .
Moreover, the semigroup is positivity improving when σ is faithful and it is ergodic in general. The
semigroup can be described explicitly:
Λt(ρ) = (ρ− σ) e−λt + σ .
Two depolarizing channels at different temperature:
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Let us consider two states σ1 = e−β1KS/Z1 and σ2 = e−β2KS/Z2, with β1 ≤ β2. Then we can combine
two depolarizing channels corresponding to these states:
L∗(ρ) = λ1(σ1Tr (ρ)− ρ) + λ2(σ2Tr (ρ)− ρ)
for some positive real numbers λ1 and λ2. It is actually the depolarizing channel of rate λ1 +λ2 with respect
to the state
ρ∞ =
λ1σ1 + λ2σ2
λ1 + λ2
.
Note that ρ∞ commutes with KS but it is not a Gibbs state with respect to the KS except in trivial cases.
Associating one bath to each channel, we have
J1(ρ∞) =
λ1λ2
λ1 + λ2
Tr (KS(σ1 − σ2)) .
Whenever β1 < β2 it is possible to choose any negative value for J1(ρ∞) by tuning the rates λ1 and λ2, hence
proving the proposition in the case of two baths.
The quantum fridge: This example was introduced by Linden, Popescu and Skrzypczyp in [LPS10]
(see also [SBLP11] where the solution is more detailed, and [BHL+14] for more developments). It is a simple
model of quantum fridge, where the energy of the coolest bath is pumped out by the use of two other baths.
The solution can be explicitly computed but the description is more involved, and we refer to [SBLP11] for
a complete discussion. Let us just describe the setup: the system is composed of three qubits: HS = (C2)⊗3.
Write P1 = |1〉 〈1| ⊗ 1C2⊗C2 the projector on the state |1〉 on the first qubit, and define P2, P3 similarly. We
chose a pseudo-energy KS which acts independently on the qubits;
KS = E1P1 + E2P2 + E3 P3 .
The energies E1, E2, E3 are supposed nonzero. We consider three baths with inverse temperatures β1 > β2 >
β3; the Hamiltonian HS on the system is defined by
HS = hKS + g(|010〉 〈101|+ |101〉 〈010|) .
We assume E1 + E3 = E2 so that [HS ,KS ] = 0. This way, energy can flow from the hot bath to the middle
bath only if some energy is pumped out of the cold bath. We take each bath acting on one qubit with the
depolarizing channel corresponding to the Gibbs state σi on this qubit at inverse temperature βi, that is
σi =
1
1 + e−βiEi
(|0〉 〈0|+ e−βiEi |1〉 〈1|)
and
L = i[HS , •] + λ1L1 ⊗ 1B(C2⊗C2) + λ21B(C2) ⊗ L2 ⊗ 1B(C2) + λ31B(C2⊗C2) ⊗ L3
where L∗i (ρ) = σi − ρ for any state ρ on C2. Note that L is positivity improving since each Li is positivity
improving on its respective qubit. In [SBLP11] the stationary state ρ∞ is explicitly described, and the
following facts are observed:
Lemma 10. There exists a parameter α ∈ R depending on the Ei, βi, λi and g, h such that
J1(ρ∞) =αE1 J2(ρ∞) = −αE2 J3(ρ∞) = αE3 (2.11)
Moreover, if all the parameters Ei, λi, g, f are nonzero and if
n∑
i=1
βiEi 6= 0
then α 6= 0 and α has the same sign as ∑ni=1 βiEi.
Elements of proof. The proportionality relation 2.11 can be proved directly: consider the observable Q =
P1 + 2P2 + P3. Then [H,Q] = 0 which implies
Tr
(
ρ∞
3∑
i=1
L∗i (Q)
)
= Tr (ρ∞L∗(Q)) = Tr (L(ρ∞)Q) = 0
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but the left-hand side is equal to
J1(ρ∞)
E1
+ 2J2(ρ∞)
E2
+ J3(ρ∞)
E3
= 0 .
Since the sum of the fluxes equals 0 and E1 +E3 = E2 this implies the proportionality relation. The sign of
α is constrained by Proposition 8. To prove that α is nonzero whenever (β1 − β2)E1 6= (β2 − β3)E3 we need
the explicit solution described in [SBLP11]. We may just observe that ρ∞ is equal to the thermal equilibrium
state σ1 ⊗ σ2 ⊗ σ3 if and only if (β1 − β2)E1 = (β2 − β3)E3, since [H,σ1 ⊗ σ2 ⊗ σ3] is equal to a nonzero
coefficient times e−β1E1−β3E3 − e−β2E2 .
Note that by multiplying the rates λi, f, g by some positive number µ the stationary state does not change,
so the energy fluxes Ji(ρ∞) are all multiplied by µ. Thus, any fluxes J1, J2, J3 satisfying J1 + J2 + J3 = 0
and β1J1 + β2J2 + β3J3 > 0 and such that J1 < 0 or J3 > 0 can be attained by tuning the parameters of the
model.
We can now conclude the proof of Proposition 9.
Proof of Proposition 9. The idea is to combine systems: consider HS1 and HS2 two thermal models, each
with n baths at the same respective temperatures β1, · · · , βn and Lindbladians L1,L2 and fluxes J1k and J2k .
Then the system HS1 ⊗HS2 with Lindbladian L1⊗1S2 +1S1 ⊗L2 can also be considered as a thermal model
with n baths, and the energy fluxes are additive: Jk = J1k +J2k . The key of the proof is that quantum fridges
allow to construct systems with arbitrary small entropy production.
Let us show the Proposition by induction on n. Consider a list of fluxes Ji satisfying the conditions of
Proposition 9.
If n = 2 we can always obtain the fluxes with two depolarizing channels acting on the same qubit as in
the example above.
If n ≥ 3, let ε = ∑ni=1 βiJi > 0. Define some fluxes J˜i for i = 1, 2, 3 by
J˜1 = J1
J˜2 = β1−β3β3−β2 J1 − ε2(β3−β2)
J˜3 = β2−β1β3−β2 J1 +
ε
2(β3−β2)
Then
∑3
i=1 βiJi = ε/2 > 0 and
∑3
i=1 Ji = 0. Thus, the fluxes J˜i can be obtained from a model of quantum
fridge as above. Moreover, consider the list of fluxes Jˆi defined by
Jˆi =
{
Ji − J˜i if 1 ≤ i ≤ 3
Ji if i > 3.
Note that J1 = 0. Then
∑n
i=1 βiJˆi = ε− ε/2 = ε/2 > 0 so the list (Jˆ2, · · · , Jˆn) also satisfies the conditions of
Proposition 9 so by induction it admits a thermal model. By combining it to the quantum fridge with fluxes
(J˜i)1≤i≤3 we obtain the desired model.
As shown by this proof, complex and rich examples can be obtained by making generalized depolarizing
channels interact with the help of a Hamiltonian. The rest of this article is focused on another family of
thermal models, arising from non-interacting fermions.
2.5 Quasi-free fermionic semigroups arising from a repeated interaction model
In this subsection we briefly introduce quasi-free fermionic systems and we describe a class of quantum
semigroups on such systems. We then show that the asymptotic energy fluxes in thermal quasi-free fermionic
systems are always trivial, in the sense that they can be decomposed as the sum of fluxes which stream
between two of the baths, always from the hottest bath to the coldest one. Thus, it is never possible to pump
energy from the coldest bath.
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2.5.1 Fermionic systems, quadratic Hamiltonians and quasi-free states
In this part we recall the basic definitions and fix notations on fermionic systems. This is essentially a shorter
version of the introduction of [And19]. For a more general introduction to fermionic and bosonic spaces, see
Derezin´ski and Ge´rard [DG13].
Let us consider a (finite-dimensional) Hilbert space H0, called the “one-particle space”, and let us fix a
Hilbert basis |1〉 , · · · , |L〉 of this space. The fermionic space constructed from H0 is written H = Γ(H0). It
is of dimension 2L, and has for orthonormal basis { | u1, · · · , uL〉 | u1, · · · , uL ∈ {0, 1} }. We write ci the
annihilation operator and c∗i the creation operator corresponding to the one-particle state |i〉, so that
ci |u1, · · · , uL〉 = (−1)iδui=1 |u1, · · · , ui − 1, · · · , uL〉
and the anticommutation relations are satisfied:
{ ci, cj } = { c∗i , c∗j } = 0 (2.12)
{ c∗i , cj } = δi,j1 (2.13)
where {A,B } = AB + BA. More generally for any vector v ∈ H0 we have two operators c∗v =
∑L
i=1 vic
∗
i
and cv =
∑L
i=1 vici.
We write γ1, · · · , γ2L the Majorana operators, defined by
γi = ci + c∗i γi+L = −i(ci − c∗i )
for i ≤ L. They are self-adjoint and satisfy the anticommutation relation
{ γi, γj } = 2δi,j . (2.14)
We consider the Hilbert space Y = H0 ⊕H0, where H0 is a Hilbert space endowed with an anti-unitary
map s to H0. It is called the phase space ; it has a Hilbert basis e1, · · · , e2L defined by ei = |i〉 ⊕ 0 and
ei+L = 0⊕ s(|i〉) for i ≤ L. We write ϕ the field operator, defined as a linear application from Y to B(H) by
ϕ(ei) = c∗i ϕ(ei+L) = ci .
The space Y is endowed with the anti-linear involution ξ(x⊕ s(y)) = y ⊕ s(x), with the property ϕ(ξ(z)) =
ϕ(z)∗. The anticommutation relations writes:
{ϕ(x), ϕ(y)} = 〈ξ(x), y〉 .
Another interesting basis of Y is the orthogonal basis f1, · · · , f2L defined by fi = ei + ei+L and fi+L =
−i(ei − ei+L), so that ϕ(fi) = γi. In this basis, ξ is just the componentwise complex conjugation. The
basis e1, · · · , e2L will be called the creation/annihilation basis while the basis f1, · · · , f2L will be called the
Majorana basis.
For any operator M : Y → Y we will write MT = ξM∗ξ. In the Majorana basis, it corresponds to the
transposition, while in the creation annihilation basis, we have(
A B
C D
)T
=
(
DT BT
CT AT
)
.
Row and column operators: Another useful way of seeing ϕ is as a row of operators:
Definition 11. The row operator is the operator F ∗ : H⊗ Y → H defined by
F ∗(|u1, · · · , uL〉 ⊗ x) = ϕ(x) |u1, · · · , uL〉 .
Its adjoint is the operator F : H → H⊗Y with
F (|u1, · · · , uL〉) =
2L∑
i=1
(
ϕ(ei) |u1, · · · , un〉
)
⊗ ei .
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Expressed in the creation/annihilation basis of Y, the operator F forms a column of operators:
F ∗c =

c1
...
cL
c∗1
...
c∗L

.
In the Majorana basis its form is
F ∗f =
 γ1...
γ2L
 .
In what follows, we recall the definition of quadratic operators, Bogoliubov transform and quasi-free
states.
Definition 12. A quadratic operator on H = Γ(H0) is an operator of the form
A = 12F
∗ (1H ⊗ T )F
for some operator T on Y. If T f is its matrix in the Majorana basis, we have
A =
∑
1≤i,j≤2L
1
2 [T
f ]i,jγiγj
Up to replacing A by A+α1 for some α ∈ R we may always assume that TT = −T . Under this condition, A
is self-adjoint if and only if T ∗ = T , equivalently ξTξ = −T , or equivalently there exists a real antisymmetric
matrix R such that iR is the matrix of T in the Majorana basis.
We will implicitly write T for 1H⊗T when there is no possible confusion, and we will write dΓ(T ) = A =
1
2F
∗TF .
A quadratic observable can also be expressed in the creation/annihilation basis:
A =
∑
1≤i,j≤2L
T ci,j(c
]
i)∗c
]
j
where for i ≤ L we define c]i = ϕ(ei) = ci and c]i+L = ϕ(ei+L) = c∗i , and T c is the matrix of T in the
creation/annihilation basis. We have ξTξ = −T if and only if T c is of the form
T c =
(
A B
−B −A
)
= 12
(
1 i
1 −i
)
T f
(
1 1
−i i
)
and under this condition T is self-adjoint if and only if A is self-adjoint and B is antisymmetric (in the sense
that BT = −B).
The exponential of quadratic operators are characterized the following way:
Proposition 13. For any operator M = expT on Y with ξT = −Tξ the operator Γ(M) = exp 12F ∗TF onH satisfies
ϕ(Mx) = Γ(M)ϕ(x)Γ(M)−1 .
In terms of the column operator,
(1H ⊗M)F = (Γ(M)−1 ⊗ 1Y)F Γ(M) . (2.15)
Remark: There is a redundancy in the expression F ∗TF since the terms γiγj and γjγi can be regrouped,
which is at the origin of the factor 2 in Γ(M) = exp 12F ∗TF .
The Bogoliubov transforms are a very important class of unitary operators on the phase space.
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Definition 14. A Bogoliubov transform is a unitary operator U : Y → Y satisfying one of the equivalent
conditions:
1. We have ξU = Uξ.
2. The matrix of U in the Majorana basis is real.
3. The matrix of U in the creation/annihilation basis is of the form
Uc =
(
ν γ
γ ν
)
.
4. There exists a self-adjoint operator T on Y such that ξT = −Tξ and U = exp iT .
5. There exists a unitary operator V on H such that ϕ(Ux) = V ϕ(x)V ∗ for any x ∈ Y.
The interest of Bogoliubov transforms is that the operators c˜i = ϕ(Uei) also satisfy the anticommutation
relations. Moreover, Bogoliubov transforms are a generalization of unitary transformations on the one-particle
space: if V is any unitary on H0, we can define the Bogoliubov transform U = V ⊕V on Y, and the creation
operators c˜i corresponding to the new basis V |1〉 , · · · , V |L〉 are simply the Γ(U)ciΓ(U)∗.
Let us now turn to the study of states on H. Much information on a state can be obtained by studying
its covariance matrix:
Definition 15. The covariance matrix of a state ρ ∈ S(H) is the matrix Cov(ρ) on Y defined by
Cov(ρ) = TrH (ρFF ∗) .
In the Majorana basis,
[Cov(ρ)f ]i,j = Tr (ργiγj) .
The covariance matrix is covariant under the evolution by a Bogoliubov transform, in the following sense:
if U is a Bogoliubov transform then
Cov(Γ(U)ρΓ(U)∗) = U Cov(ρ)U∗ .
Any covariance matrix is of the form
Cov(ρ) = 121+M
where M is a self-adjoint operator with ξMξ = −M .
In the creation annihilation basis, for i ≤ L we have Cov(ρ)i,i = Tr (ρcic∗i ) = 1−Tr (ρc∗i ci). The number
Tr (ρc∗i ci) can be interpreted as the mean number of particles in the mode i. For this reason, some author
prefer to define the covariance matrix as 1Y − TrH (ρFF ∗) (which is also the transpose of our definition).
The quasi-free states form a class of states which are fully determined by their covariance matrix.
Definition 16. A state ρ is called a quasi-free state if it satisfies the Wick formula: for any i1, · · · , in ∈
{1, · · · , 2L} we have
Tr (ρ γi1 · · · γin) =
{ ∑
σ∈Pn(−1)ε(σ)
∏n/2
l=1 Tr
(
ρ γσ(2l)γσ(2l−1)
)
if n is even
0 if n is odd
(2.16)
where Pn is the set of pairings of the set {1, · · · , n}, that is the set of permutations σ of { 1, · · · , n } with
σ(2i) < σ(2i+ 1) for all i ∈ {1, · · · , n/2}, and ε(σ) is the signature of the permutation σ.
Any quasi-free state which is faithful is a Gibbs state for a quadratic Hamiltonian.
Proposition 17. Any faithful state ρ is quasi-free if and only if there exists a quadratic Hamiltonian H =
1
2F
∗TF such that ρ = e−βH/Tr
(
e−βH
)
for some β ∈ R. The covariance matrix of ρ is related to T the
following way:
Cov
 e− β2 F∗TF
Tr
(
e−
β
2 F
∗TF
)
 = (1+ e−βT )−1 . (2.17)
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Finally, we define the number operator:
Definition 18. The number operator is the operator on H defined by
N =
L∑
i=1
c∗i ci =
1
2F
∗
(
1H0 ⊕ (−1H0)
)
F + L2 1HS . (2.18)
Any operator commuting with N is called a gauge-invariant operator, and any operator commuting with (−1)N
is called an even operator, the operators anti-commuting with (−1)N being called odd. We write Even(H)
the space of even operators and Odd(H) the space of odd operators.
2.5.2 Quasi-free fermionic semigroups
Let us consider a fermionic system HS = dΓ(HS,0) with HS,0 of finite dimension LS , and some reference basis
|1S〉 , · · · , |LSS〉, for which the creation operators are written cS,i and Majorana operators γS,i. We also write
NS the number operator on S, and FS the column operator and YS its phase space. A quasi-free fermionic
semigroups on HS is a quantum semigroup whose Lindbladian is of the form
L(ρ) = −i[dΓ(TS), ρ] +
∑
1≤i,j≤L
Ai,j
(
γS,iργS,j − 12 { γS,jγS,i, ρ }
)
for some self-adjoint matrix Ai,j . We are specifically interested in quasi-free semigroups arising from a quasi-
free repeated interaction model: we consider a “bath” system HB = dΓ(HB), with HB,0 of finite dimension
LB and some reference basis |1B〉 , · · · , |LBB〉 and creation and Majorana operators cB,i and γB,i. We wish
to make it interact with HS by the use of a quadratic Hamiltonian. For this, we need to see HS ⊗HB as a
fermionic system. There are many possible isomorphisms between HS ⊗HB and HSB = Γ(HS,0⊕HB,0), the
two standard ones being |uS〉 ⊗ |uB〉 7→ |uS〉 ∧ |uB〉 and |uS〉 ⊗ |uB〉 7→ |uB〉 ∧ |uS〉. The second isomorphism
is the most convenient in our case. A basis of HS,0 ⊕HB,0 is the basis
0S ⊕ |1B〉 , · · · , 0S ⊕ |LBB〉 , |1S〉 ⊕ 0B , · · · , |LSS〉 ⊕ 0B .
The corresponding creation operators c0S⊕|ib〉 and c|iS〉⊕0B on HSB are identified respectively with the
operators cS,i ⊗ (−1)NB and 1H ⊗ cB,i on HS ⊗ HB . We likewise consider FS and FB as column operators
acting on HS ⊗HB , and identify HS ⊗HB with HSB in what follows.
The repeated interaction model we consider is the following:
• The Hamiltonian on HS is
HS =
1
2F
∗
STSFS
for some self-adjoint TS on YS with ξTSξ = −TS . We write iRS its matrix in the Majorana basis,
where RS is an antisymmetric 2LS × 2LS matrix.
• The interaction Hamiltonian is
HSB = F ∗SΘFB =
1
2 (F
∗
SΘFB + F ∗BΘ∗FS)
where Θ : YB → YS is a linear operator with ξΘξ = −Θ. We write iW its matrix in the Majorana
basis, where W is a 2LS × 2LB matrix.
• The state ρB on HB is a quasi-free state. We write its covariance matrix Cov(ρB) = MB , in the
Majorana basis it is of the form 121 + iRB where RB is a real antisymmetric matrix.
First we check that the condition are satisfied for the continuous time-limit to exist:
Lemma 19. Assumption 1 is satisfied for HSB and ρ, that is: for any α ∈ R we have
TrB (ραBHSB) = 0 .
Proof. The operator ραB is even and HSB ∈ Odd(HS) ⊗ Odd(HS) so the operator ραBHSB is in Odd(HS) ⊗
Odd(HB), and so its partial trace with respect to HB is zero.
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The continuous-time QMS (Λt)0≤t≤∞ constructed from this model has for generator L defined by
L(A) = i[HS , ρ] + 12 {Φ(1S), A }+ Φ(A)
for any A ∈ B(HS), where Φ(A) = TrB (1S ⊗ ρB)HSB(A⊗ 1B)HSB). The form of Φ can be made more
explicit:
Φ(A) = F ∗S (A⊗ΘMBΘ∗)FS =
∑
1≤i,j≤LS
[ΘMBΘ∗]fi,jγS,iAγS,j (2.19)
where [ΘMBΘ∗]f is the matrix of ΘMBΘ∗ in the Majorana basis.
Let us writeMS(t) the covariance matrix of ρS(t). Using Equation (2.15) with Γ(U(τ)) = exp (−iτHS − i
√
τHSB)
and passing to the limit as τ → 0 we obtain
d
dt
MS(t) =
(
−iTS − 12ΘΘ
∗
)
MS(t) +MS(t)
(
iTS − 12ΘΘ
∗
)
+ ΘMBΘ∗ . (2.20)
Thus, knowing Mt is sufficient to compute Ms for s ≥ t, even when we do not know anything else on ρS(t).
Moreover, if ρS(0) is a quasi-free state, then ρS(t) is a quasi-free state for all t, and we have the following:
Theorem 20. Consider the subspace K(TS ,Θ) of Y generated by the ranges of T kSΘ for k ∈ N. Then the
QMS is ergodic if and only if there is a unique solution M∞ to the Lyapunov equation(
−iTS − 12ΘΘ
∗
)
M∞ +M∞
(
iTS − 12ΘΘ
∗
)
+ ΘMBΘ∗ = 0 .
This is equivalent to the condition K(TS ,Θ) = Y. The equilibrium state is then the quasi-free state of
covariance matrix M∞. If the state ρB in the repeated interactions model of the QMS is faithful, then the
stationary state ρ∞ of the QMS is also faithful, and the QMS is positivity improving.
This criterion is called the Kalman criterion (from the theory of control of linear systems) and K(TS ,Θ)
is called the Kalman space. See [And19] for a proof; a similar theorem was also proved by Prosen in [Pro08]
in the case where the QMS is restricted to even operators. This theorem is just algebraic when restricted on
quasi-free states, the hard part being to treat the case where the initial state is not quasi-free, particularly
when the state ρ∞ is not faithful.
Note that the condition is independent of MB . If it is satisfied, then the operator G = −iTS − 12ΘΘ∗ has
all its eigenvalues with strictly negative real part, and the solution M∞ is given by
M∞ =
∫ +∞
0
etGΘ∗MBΘetG
∗
dt .
2.5.3 Thermal quasi-free fermionic semigroups
We consider quasi-free fermionic semigroups as described above for which there is a conserved quadratic
pseudo-energy: we take
HB,0 =
n⊕
i=1
HBi,0
with dimensions LBi , phase space YBi and MB =
⊕n
i=1MBi , such that Θ =
∑n
i=1 Θi for some operators
Θi : YBi → YS with ξiΘiξi = −Θi. We fix some self-adjoint operators κS on YS and κi on YBi , all
anti-commuting with the conjugation ξi, and we define
KS =
1
2F
∗
SκSFS KBi =
1
2F
∗
BiκiFBi . (2.21)
We assume that they are conserved by the dynamic generated by HS and HSB , which is equivalent to
[TS , κS ] = 0 Θiκi = κSΘi for all i. (2.22)
Moreover, we assume that the ρBi are thermal with respect to the KBi , that is ρBi = e−βiKBi/Zi, or in terms
of the covariance matrix,
MBi =
(
1+ e−βiκBi
)−1
. (2.23)
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Let us write Mβ the covariance matrix of the Gibbs’ state e−βKS/Z, that is
Mβ =
(
1 + e−βκS
)−1 (2.24)
Note that by the detailed balance condition 2.22 we have
ΘiMBiΘ∗i = ΘiΘ∗iMβi .
We define
Di(A) =
1
2 {ΘiΘ
∗
i , A } (2.25)
so that for any state ρ of covariance matrix MS we have
Tr (L∗i (ρ)FF ∗) = Di(Mβi −MS) . (2.26)
The flux Ji(ρ) entering the i-th reservoir is then
Ji(ρ) =
1
2TrYS (κSDi(Mβi −MS)) . (2.27)
Indeed, we have
Ji(ρ) = −12Tr (L
∗
i (ρ)F ∗κSF )
= −12
∑
1≤k,l≤LS
[κS ]fk,lTr (L∗i (ρ)γkγl)
= −12
∑
1≤k,l≤LS
[κS ]fk,l[Di(Mβi −MS)]fk,l
= +12TrC2LS
(
([κS ]f )Di(Mβi −MS)]f
)
since the matrix [κS ]f of κS in the Majorana basis is of the form iR with R real antisymmetric.
By Proposition 8, if ρ∞ is a stationary state then
∑n
i=1 βiJi(σ) ≥ 0. In the following theorem we show
that there is a stronger constraint on the Ji(σ), which prevent non-trivial thermal machines such as the
quantum heat pump to be designed.
Theorem 21. Consider a thermal quasi-free QMS as above. Let ρ∞ be a stationary state and Ji = Ji(ρ∞).
Then there exists a family of fluxes (Ji,j)1≤i,j≤n with Jj,i = −Ji,j and Ji,j ≥ 0 if βi ≥ βj such that for any
i ≤ n,
Ji =
n∑
j=1
Ji,j .
In other words, the fluxes Ji can be obtained from a combination of systems, each of them involving only two
of the bath.
This theorem is inspired by Lemma 1 of Eckmann and Zabey [EZ04], in which they consider a system
of oscillators coupled by springs and driven by Gaussian heat bath. They show something weaker that this
theorem, namely that the bath of lower temperature cannot be pumped out of energy. Our proof is an
elaboration of theirs, and also applies to the system they consider.
Proof. First, we reformulate the theorem with a majorization condition:
Lemma 22. Let us assume that β1 ≤ β2 ≤ · · · ≤ βn. Then the fluxes Ji can be decomposed as a sum of Ji,j
as above if and only if they satisfy that for all k ≤ n,
k∑
i=1
Ji ≤ 0 .
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This is easily proved by induction. We assume β1 ≤ · · · ≤ βn in the rest of the proof.
We shall start by assuming that Λt is positivity improving. Then the eigenvalues of the operator G =
−iTS − 12ΘΘ∗ = −iTS − 12
∑n
i=1 ΘiΘ∗i have strictly negative real part. We define the function F on B(Y)
which is the inverse of M → GM +MG∗, that is
F (M) =
∫ ∞
0
etGMetG
∗
dt .
Thus, MS = F (
∑n
i=1Di(Mβi)) is the solution of
GMS +MSG∗ +
n∑
i=1
Di(Mβi) = 0
so it is the covariance matrix of ρ∞. Note that F is linear as a map on B(YS), and for any β ∈ R it satisfies
F (
n∑
i=1
Di(Mβ)) = Mβ . (2.28)
Let us fix a k ≤ n and show that
k∑
i=1
Tr (κSDi(Mβi −MS)) ≤ 0 .
We define the following order relation between self-adjoint operators on Y.
Definition 23. Write P+ the projection on the positive eigenspace of κS, and P− the projection on the
negative eigenspace of κS. We say a self-adjoint matrix M on Y is κS-positive (and we write 0 ≤κS M if
P+MP+ is a positive operator and P−MP− is a negative operator.
We have the following properties
1. If 0 ≤κS M then Tr (MκS) ≥ 0.
2. The maps Di and F are nondecreasing with respect to ≥κS .
3. If β1 ≤ β2 then Mβ1 ≤κS Mβ2 .
The first property is trivial, the second property is a consequence of the fact that TS and ΘiΘ∗i commutes
with κS and that ΘiΘ∗i is a positive operator. The third property is a consequence of the definition of Mβ .
Let ∆ be the operator defined by
∆ = F
(
n∑
i=k+1
Di(Mβk −Mβi)
)
.
Then by the linearity of F we have
MS + ∆ = F
∑
i≤k
Di(Mβi) +
∑
i>k
Di(Mβk)
 .
By properties 2 and 3 above we have
∆ ≤κS 0
and by Equation (2.28) we have
MS + ∆ ≤κS F
(
n∑
i=1
Di(Mβk)
)
= Mβk . (2.29)
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By definition of F , we have
n∑
i=1
Di(MS + ∆)− i[TS ,MS + ∆] =
∑
i≤k
Di(Mβi) +
∑
i>k
Di(Mβk)
where −i[TS ,MS + ∆] satisfies Tr (−i[TS ,MS + ∆]κS) = 0 since TS commutes with κS . Thus
k∑
i=1
Ji = Tr
κS∑
i>k
Di(MS + ∆−Mβk) +
∑
i≥k
Di(∆)
 .
In the trace, the first sum is ≤κS 0 because of Equation (2.29) and the second sum is ≤κS 0 because ∆ ≤κS 0.
This concludes the proof in the case where (Λt) is positivity improving.
In the general case, we can take the limit for some perturbation of the Θi which makes the map positivity
improving. Alternatively, let us decompose Y = V1 ⊕ V2 where V1 = K(TS ,Θ) and V2 = V ⊥1 . Note that
range(Θi) ⊂ V1 for any i, and V1 is stable by TS ; let us decompose MS according to the decomposition of
Y, of the form
MS =
(
M11 M12
M∗12 M22
)
where M11 acts only on V1 and so on, and decompose KS into blocks written Ki,j the same way. Then the
fact that KS commutes with ΘiΘ∗i implies that ΘiΘ∗iK12 = 0 and so
Ji = Tr (Di([Mβi ]11 −M11)) .
Thus it is sufficient to consider the restriction on the space of matrices on V1, which is preserved by the map
M → GM +MG∗ and on which this map is invertible; the proof in the positivity improving case applies.
2.5.4 Gauge-invariant quasi-free fermionic semigroups
In the context of fermionic system, Gauge invariance means commuting with the number operator N =∑L
i=1 c
∗
i ci. This property really depends on the subspace H0 of Y, and not just on the couple (Y, ξ). The
properties of Gauge-invariant operators are best described in the creation/annihilation basis. In what follows
we use the “small” row operator C∗ : H0 ⊗H → H defined by
C∗(x⊗ |u〉) = c∗x |u〉 .
Any quadratic gauge-invariant operator can be written λ1 + C∗T 0C for some operator T : H0 → H0 and
some constant λ ∈ C. This kind of operator can be interpreted as acting independently on each fermionic
particle, with no interactions between them. Similarly, any gauge-invariant state has a covariance matrix
which is block-diagonal in the creation/annihilation basis; since Cov(ρ)+ξCov(ρ)ξ = 1 the covariance matrix
is of the form
Cov(ρ) =
(
Cov0(ρ) 0
0 1− Cov0(ρ)
)
where Cov0(ρ) = TrH (ρCC∗) will be called the “small covariance matrix” in this article. Any gauge-invariant
quasi-free state is fully described by its small covariance matrix. Gauge-invariant quasi-free fermionic semi-
groups can be fully described only in terms of operators on Y:
Proposition 24. Let (Λt)t≥0 be a quasi-free fermionic semigroup as above, and assume that the operators
HS and HSB and the state ρB are gauge-invariant. Let T 0S ,Θ0 be such that
HS = C∗ST 0SCS + λS1 HSB = C∗SΘ0CB + C∗B
(
Θ0
)∗
CS + λSB1
and let M0B = Cov0(ρB). Then the small covariance matrix M0S(t) = Cov0(Λt(ρ)) satisfies the equation
d
dt
M0S(t) =
(
−iT 0S −
1
2Θ
0 (Θ0)∗)M0S(t) +M0S(t)(iT 0S − 12Θ0 (Θ0)∗
)
+ Θ0M0B
(
Θ0
)∗
. (2.30)
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The map Φ writes
Φ(A) =
∑
i,j
[
Θ0M0B
(
Θ0
)∗]
i,j
c∗iAcj +
[
Θ0(1−M0B)
(
Θ0
)∗]
i,j
ciAc
∗
j .
If the semigroup is thermal with gauge-invariant conserved quantity KS = CSκ0SCS then the flux of energy
entering the i-th baths is
Ji(ρ) = Tr
(
Θ0
(
Θ0
)∗ (
M0βi −M0S
))
where M0βi =
(
1 + e−βiκ0S
)−1
.
Note that the number of fermions N is always a globally conserved quantity in a gauge-invariant quasi-
free fermionic system. However, the states ρBi of the sub-baths are not always thermal with respect to the
number operator NBi, so we cannot always take KS = NS .
The example of the fermionic chain : Let us treat an example where KS = NS : the fermionic chain.
We take two baths, indexed by 0 and L + 1, and put the L sites of the system “between them”. We choose
HB0 and HB(L+1) with one site each, with energies K0 = NB0 = c∗B0cB0 and KL = NBL = c∗B(L+1)cB(L+1)
at temperature β1, βL, and consider
Θ0 =

θ0 0
0 0
...
...
0 θL+1

T 0S = D +DT
where D is the upper-diagonal matrix
D =

0 1
0 0 1 0
0 0 1
. . . . . . . . .
 .
Thus every site of the bath is in contact only with the nearest sites, with intensity 1 inside of the system and
intensity θ0, θL+1 at the interface between the system and the baths.
This system is positivity improving; and the stationary state can be described explicitly (see [And19] for
a more detailed treatment). Let us write n0 = (1 + e−β0)−1 and nL+1 = (1 + e−β1)−1 the unique elements of
the (small) covariance matrices of the baths. Then the small covariance matrix M0∞ of the stationary state
ρ∞ is of the form
M0∞ =

p1 ij 0 ...
−ij pm ij...
0 −ij pm ...
. . .
0 ... −ij pm ij
0 ... −ij pL

where p1, pm, pL and j are real numbers that are independent of L. They are defined as follows. Let
s = 4(θ20 + θ2L+1) + θ21θ2L+1(θ21 + θ2L+1). Then
p0 =
1
s
(
θ20
(
θ4L+1 + θ20θ2L+1 + 4
)
n0 + 4θ20nL+1
)
pm =
1
s
(
θ20
(
θ4L+1 + 4
)
n0 + θ2L+1
(
θ40 + 4
)
nL+1
)
pL+1 =
1
s
(
4θ2L+1n0 + θ20
(
θ4L+1 + θ2L+1θ20 + 4
)
nL+1
)
j = 2
s
θ20θ
2
L+1(n0 − nL+1) .
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The energy fluxes are also independent of L, and
J0 = −J1 = θ20 (n0 − p1) = 2j . (2.31)
3 Large deviations of energy exchanges for fermionic semigroups
In the repeated interaction model, it is possible to measure the energy of each sub-bath before and after the
interaction, thus measuring the energy exchanged during this interaction. In the continuous-time limit, this
allows to treat the energy fluxes between the bath and the system as random variables, whose average over
time converges to the stationary fluxes Ji. The purpose of this section is to study the large deviations of
these random variables in the case of quasi-free fermionic systems; we first present the large deviation results
in the case of thermal models, based on [Pel10] and [JPW14], and then describe more precisely the quasi-free
fermionic case. The explicit computation of the large deviation rate involves the resolution of an algebraic
Riccati equation, which is reminiscent of [JPS16].
3.1 Repeated measurement process for thermal models
A Markovian evolution under some indirect continual measurement can be described by the notion of unrav-
eling:
Definition 25. Let I = [0,+∞) or I = N be a set of times, and let (Ωt, νt)t∈I be a family of standard
measured spaces (where νt are Radon measures). We assume that there is a measure-preserving bijection
(Ωt × Ωs, νt ⊗ νs) → (Ωt+s, νt+s)
(ωt, ωs) 7→ ωt.ωs
and for ω ∈ Ωt+s we write ωt] the projection of ω on Ωt, i.e; the event such that ω = ωt] · ω(t,t+s] for some
event ω(t,s] ∈ Ωs. Let HS be a separable Hilbert space, and L the generator of a QMS (Λt)t∈I . A Markovian
unraveling on HS ,Ωt is a measurable map
(t ∈ I, ω ∈ Ωt) 7→ Ψt[ω]
where Ψt[ω] is a completely positive map for a.e. ω ∈ Ωt, with the following properties:
1. For all t ∈ I we have ∫
Ωt
dνt(ω)Ψt[ω] = Λt .
2. For all s, t ∈ I and ωt ∈ Ωt, ωs ∈ Ωs, we have
Ψt+s[ωt.ωs] = Ψt[ωt] ◦Ψs[ωs] .
To any Markovian unraveling, any initial state ρ and any T corresponds a probability measure PT on ΩT
and a process (ρ˜t)0≤t≤T defined by
dPT (ω) = Tr (ρΨT [ω](1)) dνT (ω) (3.32)
ρ˜t =
Ψt[ωt]]∗(ρ)
Tr
(
Ψt[ωt]]∗(ρ)
) . (3.33)
The first property ensures that EPT (ρ˜t) = (Λt)
∗ (ρ), while the second property ensures that Pt is the
pushforward measure of PT under the projection ω 7→ ωt]. In discrete time, such an unraveling can be
obtained by performing measures on the bath, as follows.
Let us consider a thermal model as above (subsection 2.2). Let us write Pi,Ei the projector on the
eigenspace of KBi for eigenvalue Ei. For any list of eigenvalues E = (E1, · · · , En) consider the projector
PE =
n⊗
i=1
Pi,Ei .
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If we perform one interaction and we measure KBi before and after the interaction, with initial state ρ,
the state after the interaction is
ρ˜S(τ) =
Ψ∗τ [E,F ](ρ)
Tr (Ψ∗τ [E,F ](ρ))
where E = (E1, · · · , En) is the result of the first measurement of (KB1 , · · · ,KBn), where F is the result of
the second measurement of the KBi , and
Ψ∗τ [E,F ](ρ) = TrB (PFUτ ρ⊗ (PEρBPE) U∗τ PF ) .
The outcome (E,F ) of the measurement appears with probability Tr (Ψ∗τ [E,F ](ρ)). Since we are interested
only in the fluxes, we can forget about the precise outcome (E,F ) and just retain the difference δi = Fi−Ei.
The state is then
Ψ∗τ [δ](ρ)
Tr (Ψ∗τ [δ](ρ))
where
Ψ∗τ [δ](ρ) =
∑
E,F with F−E=δ
Ψ∗τ [E,F ](ρ) .
Applying this measurement and interaction repeatedly, we obtain a random process (δτ (k))k∈N coupled
with a random process of states (ρ˜τ (k))k∈N. It is a Markovian unraveling of the QMS (Λkτ )k∈N of repeated
interaction. Indeed, write
N iτ (k) =
k∑
i=1
δiτ (i)
the total energy exchange up to time kτ , and Nτ (k) = (N1τ (k), · · · , Nnτ (k)). For t ∈ N the trajectory
(Nτ (k))k≤t is in the space Ωτ,t = (Rn)t which we endow with the counting measure νt . Then the process
ρ˜τ (k) is a Markovian unraveling of Λkτ with maps
Ψτ,t[(Nτ (k))k≤t] = Ψτ [Nτ (1)−Nτ (0)] ◦ · · · ◦Ψτ [Nτ (t)−Nτ (t− 1)] .
The following theorem describes the limit in distribution of this process as τ → 0. It is a generalization
of a theorem of Nechita and Pellegrini [NP09].
Theorem 26 (Nechita and Pellegrini). Suppose that Assumption 1 is satisfied. Then for any T > 0 the
process
(ρ˜τ ([t/τ ]), Nτ ([t/τ ]))t∈[0,T ]
converges in distribution in the space of ca`dla`g functions to a process (ρ˜t, Nt)t∈[0,T ] where t 7→ N it is piecewise
constant, with a finite number of jumps, all in the set sp(NBi)− sp(NBi). The distribution of this process is
described as a Markovian unraveling, the following way: we describe any trajectory by the list of jumps, so
our universe ΩT is
ΩT =
{(
(t1, i1, δ1), · · · , (tk, ik, δk)
)
| 0 < t1 < · · · < tk < T , δl ∈ sp(NBil )− sp(NBil ) , k ∈ N
}
where tl is the time of the l-th jump, il is the number of the reservoirs on which the jump appears, and δl is
the energy exchanged during the jump. All the parameters except the tl are on a discrete set; we endow ΩT
of the measure
dνT
(
(t1, i1, δ1), · · · , (tk, ik, δk)
)
= 10≤t1≤···≤tkdt1 · · · dtk
(where dtl is the Lebesgue measure).
The map Ψt[ω] is defined the following way:
For any δi ∈ sp(NBi)− sp(NBi) consider the completely positive map Φi,δi defined by
Φ∗i,δi(ρ) =
∑
Ei,Fi with Fi−Ei=δi
TrBi (Pi,FiHSBiPi,Ei (ρ⊗ ρBi)Pi,EiHSBiPi,Fi)
(thus
∑
i
∑
δi
Φi,δi = Φ). Write G = −iHS − 12Φ(1) and define the map
L∗G(A) = GA+AG∗ .
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For any trajectory ω = ((t1, i1, δ1), · · · , (tk, ik, δk)), we define
ΨT [ω]∗ = e(T−tk)L
∗
GΦ∗ik,δke
(tk−tk−1)L∗GΦ∗ik−1,δk−1 · · ·Φ∗i1,δ1et1L
∗
G . (3.34)
Then (N it )t∈[0,T ] is the random variable on ΩT , dPT (ω) = Tr (Ψt[ω]∗(ρ)) dνt(ω) defined by the map
N it [
(
t1, i1, δ1), · · · , (tk, ik, δk)
)
] =
k∑
l=1
1il=i1tl≤tδl
and ρ˜t is the random variable
Ψt[ωt]]∗(ρ) .
The Dyson expansion formula applied to L∗ = L∗G +
∑
i,δi Φ∗i,δi gives
∫
ΩT
ΨT [ω]∗dνt(ω) =
∞∑
n=0
∑
i1,δ1,··· ,ik,δk
∫
0≤t1≤···≤tk≤T
e(T−tk)L
∗
GΦ∗ik,δke
(tk−tk−1)L∗GΦ∗ik−1,δk−1 · · ·Φ∗i1,δ1et1L
∗
Gdt1 · · · dtn
= eTL
∗
so ω 7→ ΨT [ω] fits the definition of a Markovian unraveling.
Another way to describe ΨT [ω] is to say that ht = Ψ∗t [ω](ρ) satisfies the following stochastic differential
equation with jumps
dht = L∗G(ht)dt+
n∑
i=1
Φ∗i,dNit (ht−) .
Elements of proof: The proof of this theorem is the same as the one of Theorem 5 of [NP09], which was
restricted to bath of dimension 2. We will not reproduce it here, let us just present the heuristics. We
obtained the following estimate using Assumption 1:
Ψτ [δ]∗(ρ) =

ρ+ τL∗G(ρ) + o(τ) if δi = 0 for all i
τΦ∗k,δk(ρ) + o(τ) if δi = 0 for all i 6= k and δk 6= 0
o(τ) if two of the δi’s are nonzero
(3.35)
where the o(τ) is uniformly small on [0, T ]. Thus, the probability to have a jump during a given interaction
is of order τ . This implies that most of the time, δ = 0 and Ψτ [δ]∗(ρ) = L∗G(ρ). Exactly one of the bath
exchange energy with a probability of order τ , and two of the baths exchange energy only with a probability
of order o(τ), so it becomes negligible in the limit τ → 0. The complete proof involves showing the tightness
of the process as τ → 0 and proving that the limit process is the only solution of a martingale problem, see
[Pel10] or [NP09].
The random process is related to the deterministic quantum dynamic as follows:
Theorem 27. Let us write ρ(t) = (Λt)∗(ρ0). Then we have
EPT (ρ˜T ) = ρ(T )
EPT (N iT ) =
∫ T
0
Ji(ρ(t))dt
where Ji(ρ(t)) is the flux of energy entering the i-th bath when no measurement is performed, defined in
Section 2.3.
Proof. The first equation is a consequence of the property
∫
ωT
dνT (ω)ΦT [ω] = etL.
For the second fact, we use the discrete-time version: by definition of the quantum measurement, we have
E(N iτ ([T/τ ]) = Dτ,i,0→[T/τ ](ρ)
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and as in subsection 2.3 the right-hand side converges to
∫ T
0 Ji(ρ(t)dt. To prove that the left-hand side
converges to EPT (N iT ) we use the convergence in distribution; the random variable N iτ ([T/τ ]) is not bounded,
so we need to bound the probability that it is large. For this, consider the random variable Zτ,T equal to the
number of jumps before time T :
Zτ,T = # { k ≤ [T/τ ] | Nτ ((k + 1))−Nτ (k) 6= 0 } . (3.36)
and its continuous-time version ZT (((t1, i1, δ1), · · · , (tk, ik, δk))) = k. Then, for any K ∈ N the random
variable N iτ ([T/τ ])1Zτ,T≤K is bounded, hence its expectancy converges to E(N iT1ZT≤K). To show that we
can neglect the rest, we use the following:
Lemma 28. There exists a constant C such that for any T , and for any k ∈ N,
P(ZT = k) ≤ T
kCk
k!
Proof. Note that Tr
(
etL
∗
G(ρ)
) ≤ Tr (ρ) for any t; let C1 be greater than any of the operator norms of the
Φ∗i,δi and let C2 be the number of couples (i, δi) possible. Then
PT (ZT = k) =
∑
(i1,δ1),··· ,(ik,δk)
∫
0≤t1≤···≤tk
Tr
(
e(T−tn)L
∗
GΦ∗in,δn · · ·Φ∗i1,δ1et1L
∗
G(ρ0)
)
dt1 · · · dtn
≤ C
k
2C
k
1T
k
k! .
By the convergence in distribution on [0, T ], we have
P(Zτ,T = k) ≤ T
kCk3
k!
for all τ small enough, for some constant C3 slightly larger than C. Note that∣∣N iT ∣∣ ≤ Zτ,T max δi .
Thus the rest ∣∣∣E(N iτ ([T/τ ]))− E(N iτ ([T/τ ])1Zτ,T≤K)∣∣∣ ≤ max(δi) ∑
k>K
Ck3T
k
k!
converges to zero as K → +∞, uniformly in τ , and the same for the continuous-time version.
3.2 Large deviation of the energy fluxes
In this section, we consider the large deviations of the random variables N
i
T
T as T → ∞. We assume that L
is positivity improving, thus it has a unique stationary state ρ∞, and
limEPT
(
N iT
T
)
= Ji(ρ∞) .
This section is entirely based on Jaksˇic´, Pillet and Westrich [JPW14]. In this article, the authors construct
the random variables N iT directly from the semigroup, and study its large deviations. Our notations differ
from their by one notable point: the authors express the large deviation of the entropy exchange βiN iT , while
we consider the large deviations of the energy exchange N iT . We just recall their main results, giving only
elements of proofs.
In the case of finite-dimensional systems, the large deviations of NT /T fall into the simplest case of the
Ga¨rtner-Ellis theorem: it is sufficient to study the limit
e(α) = lim
T→∞
1
T
logE
(
e〈α,NT 〉
)
(3.37)
for α = (α1, · · · , αn) ∈ Rn (and where 〈α,NT 〉 =
∑n
i=1 αiN
i
T . The authors of [JPW14] prove the following
large deviation principle:
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Theorem 29 (Jaksˇic´, Pillet, Westrich). There exists a convex and continuous rate function I on Rn such
that for any open set E ⊂ Rn we have
lim
T→∞
1
T
logP
(
1
T
NT ∈ E
)
= − inf
ζ∈E
I(ζ)
The function I vanishes only at ζ = (J1, · · · , Jn), it satisfies
I(ζ) = +∞ if
n∑
i=1
ζi 6= 0 (3.38)
I(ζ)− I(−ζ) =
n∑
i=1
βiζi (3.39)
and it is the Legendre transform of α 7→ e(α):
I(ζ) = sup
α∈Rn
(〈α, ζ〉 − e(α)) . (3.40)
Relation 3.38 is a manifestation of the first principle (the sum of the fluxes must be 0), and has been
remarked the first time in [AGMT09] (Proposition 1) while relation 3.39 is linked to the second principle,
and is called the Gallavotti-Cohen symmetry. The quantity
∑n
i=1 βiζi is interpreted as the mean entropy
production, and heuristically the large deviations principle says that
dP(NT = ζ)
dP(NT = −ζ) ' e
−T
∑n
i=1
βiζi
as T →∞.
This theorem is the consequence of the Ga¨rtner-Ellis theorem and the following properties of e(α):
Proposition 30 (Jaksˇic´, Pillet, Westrich). For any α ∈ Rn the limit 3.37 exists, and it satisfies the following
properties:
1. The function α 7→ e(α) is convex and real analytic on Rn.
2. For any α ∈ Rn and λ ∈ R, writing 1n = (1, · · · , 1) we have
e(α+ λ1n) = e(α) .
3. For any α ∈ Rn, writing β = (β1, · · · , βn) we have
e(α− β) = e(−α) .
4. For all i we have
∂e(α)
∂αi
∣∣∣∣
α=0
= −Ji .
The proof of these properties goes through the study of the “deformed semigroup”, of generator L∗α, as
follows:
Proposition 31 (Jaksˇic´, Pillet, Westrich). We define the super-operator Lα by
Lα(A) = LG(A) +
n∑
i=1
Φi
(
Ae−αiKS
)
eαiNS (3.41)
Then
1. For any T ∈ R and α ∈ Rn we have
E
(
e〈α,NT 〉
)
= Tr
(
eTL
∗
α(ρ0)
)
.
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2. For all α ∈ Rn the super-operator etLα is positivity improving. In particular the dominant eigenvalue
of L∗α is real and of multiplicity 1, and the corresponding eigenvector is a positive operator.
3. e(α) is the dominant eigenvalue of Lα.
4. The super-operator Lα is equal to
Lα(A) = LG(A) +
n∑
i=1
∑
δi
e−αδ
i
Φi,δi(A) (3.42)
= LG(A) +
n∑
i=1
e
αi
2 NSΦi
(
e−
αi
2 KSAe−
αi
2 KS
)
e
αi
2 NS (3.43)
The third assertion implies the analyticity of α → e(α), since α → L∗α is analytic and the dominant
eigenvalue of L∗α is simple for all α.
Elements of proof: For the first part, the definition of NT and of PT as unraveling of Λt and Formula 3.34
allows to express E
(
e〈α,NT 〉
)
as a sum of multiple integrals, which happens to be the Dyson expansion of Lα.
Another derivation of this formula goes through the discrete-time limit: in the repeated interaction procedure
with interaction time τ , we have
E
(
e〈α,Nτ (k)〉
)
=
∑
(Nτ (l))l≤k∈Ωτ,k
e〈α,Nτ (k)〉Tr (ρΨτ,k [(Nτ (l))l≤k] (1))
= Tr
(
ρ
(
k∏
l=1
∑
δτ
e〈α,δτ 〉Ψτ [δτ ]
)
(1)
)
.
Write α ·KB =
∑n
i=1 αiKBi and define Λτ,α by
Λ∗τ,α(ρ) =
∑
δτ
e〈α,δτ 〉Ψ∗τ [δτ ](ρ) = TrHB
(
e−
α
2 ·KBUτ
(
ρ⊗ ρBeα·KB
)
U∗τ e
−α2 ·KB
)
. (3.44)
Then the following holds
Λ∗τ,α(ρ) = ρ+ τL∗α(ρ) + o(τ)
so we have
lim
τ→0
(Λτ )[t/τ ] = etLα
and so
lim
τ→0
E
(
e〈α,Nτ ([t/τ ])〉
)
= Tr
(
ρetLα(1)
)
.
For the second part, since etL∗ is positivity improving, for any nonzero positive operators A,B on HS we
have
Tr
(
AetL(B)
)
> 0 .
Applying the Dyson formula we get
Tr
(
AetL(B)
)
=
+∞∑
k=0
∑
i1,δ1,··· ,in,δn
∫
0≤t1<···<tn<t
Tr
(
Ae(t−tn)LGΦin,δn · · · et1LG(B)
)
.
This implies that one of the terms in this sum is strictly positive. Moreover,
Tr
(
AetLα(B)
)
=
+∞∑
k=0
∑
i1,δ1,··· ,in,δn
exp
(
−
n∑
i=1
αiδ
i
)∫
0≤t1<···<tn<t
Tr
(
Ae(t−tn)LGΦin,δn · · · et1LG(B)
)
.
All the terms in this sum are nonnegative, and one of them is strictly positive, so it is strictly positive. This
implies the complete positivity of etLα .
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The third assertion is a consequence of two first assertions: if λα is the dominant eigenvalue of etL
∗
α , then
the corresponding eigenvector ρα is positive definite (since etL
∗
α is positivity improving), and we may assume
that it is of trace 1. There there exists ε > 0 such that eL∗α(ρ0) ≥ ερα hence as t→∞,
Tr
(
etL
∗
α(ρ0)
)
≥ εetλα + o(etλα)
which implies the third assertion.
For the last assertion, we just remark that
Φ∗i,δi(Ae−αKS )) =
∑
Ei,Fi, Fi−Ei=δi
TrBi
(
HSBiAe
−αKSPFiHSBiPEiρBi
)
=
∑
Ei,Fi, Fi−Ei=δi
TrBi
(
HSBiAe
−α(KS+KBi )eαKBiPFiHSBiPEiρBi
)
=
∑
Ei,Fi, Fi−Ei=δi
TrBi
(
HSBiAe
αKBiPFiHSBiPEie
−α(KS+KBi )ρBi
)
=
∑
Ei,Fi, Fi−Ei=δi
TrBi
(
HSBiAe
αFiPFiHSBiPEie
αEiρBi
)
eαKS
the last line being obtained by PEie−αKBi = e−αEiPEi . This gives the first reformulation, the second comes
from the fact that the Φi satisfy the detailed balance, so it commutes with the modular operator ∆e−αKS/2 .
3.3 The quasi-free fermionic case
In this subsection we apply the formalism described above to the case of a quasi-free fermionic system.
Hence, we consider a thermal quasi-free fermionic semigroup which is positivity improving; the idea is then
to study the maximal eigenvalue of the deformed generator Lα. As shown above, the study of L is greatly
simplified by the existence of a closed equation for its covariance matrix, and the fact that it preserves the set
of quasi-free states. In the case of Lα, the covariance matrix does not satisfies a closed equation in general,
but the set of multiples of quasi-free states is still preserved, and restricted on this set the covariance matrix
evolves according to a closed equation, admittedly more complex than the affine equation of the non-deformed
semigroup. This allows to reduce the computation of e(α) to the resolution of an algebraic Riccati equation;
the outcome of this study is the following theorem:
Theorem 32. Let us consider a thermal quasi-free fermionic semigroup L defined as in Paragraph 2.5.3,
and assume that it is positivity improving. For any α, β ∈ Rn consider the operators on Y
Aβ = −iTS +
n∑
i=1
(
Mβi −
1
21
)
ΘiΘ∗i
Bα,β =
n∑
i=1
eαiκSMβiΘiΘ∗i
where we wrote Mβi =
(
1+ e−βiκS
)−1 the covariance matrix of the Gibbs state at temperature βi.
Define the operator Zα on Y ⊕ Y by
Zα =
(
Aβ Bα,β
B−α,−β −A∗β
)
.
The set of eigenvalues of Zα is symmetric with respect to the imaginary axis, and the pure imaginary eigen-
values are of even multiplicity; let λ1(α), · · · , λk(α) be its eigenvalues of positive real part. Then
e(α) = 12
k∑
i=1
λi(α)− 14
n∑
i=1
Tr (ΘiΘ∗i ) .
We first prove the following proposition:
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Proposition 33. For any α ∈ Rn, the deformed semigroup
t 7→ etL∗α
preserves the vector space generated by the quasi-free state, and the eigenvector for the maximal eigenvalue
e(α) is proportional to a quasi-free state.
Moreover, any quasi-free state ρ of covariance matrix M is an eigenvector of L∗α if and only if M is a
solution to the Riccati equation
Gα,βM +MG∗α,β +MCα,βM +Bα,β = 0 (3.45)
where Gα,β and Cα,β are defined the following way: let
Qα,β =
n∑
i=1
ΘiΘ∗iMβi (eαiκS − 1) (3.46)
and
Gα,β = G−Qα,β = −iTS −
n∑
i=1
(
1
2 + (e
αiκS − 1)Mβi
)
ΘiΘ∗i (3.47)
Cα,β = Qα,β −QTα,β =
n∑
i=1
( (
eαiκS + e−αiκS − 2)Mβi + 1− eαiκS)ΘiΘ∗i . (3.48)
The corresponding eigenvalue is
λ = 12Tr
(
QTα,βM
)
= −12Tr (Cα,βM) +
1
2Tr (Qα,β) . (3.49)
Proof. The vector space generated by quasi-free states is preserved:
We use the discrete approximation: let us show that for any quasi-free state ρ the operator Λ∗τ,α(ρ) defined
at Equation (3.44) is proportional to a quasi-free state.
First, ρBeα.KB = 1Z exp (
∑n
i=1(−βi + αi)KBi) is proportional to a quasi-free state; thus its tensor product
with ρ is also proportional to a quasi-free state. The unitary Uτ is a Bogoliubov transform, so the following
operator is proportional to a quasi-free state.
Uτ
(
ρ⊗ ρBe−α.KB
)
U∗τ .
Moreover, for any quasi-free states σ, ν the operator σανσα is proportional to a quasi-free state, and the
partial trace of a quasi-free state is quasi-free, so
Λ∗τ,α(ρ)
is proportional to a quasi-free state. Thus (
Λ∗τ,α
)[t/τ ] (ρ)
is quasi-free for any t and τ , and the set of quasi-free states is closed, hence we can pass to the limit as τ → 0
so tL∗α(ρ) is proportional to a quasi-free state.
The eigenvector for the maximal eigenvalue is quasi-free:
This derives from the following lemma:
Lemma 34. Let α ∈ Rn 7→ Lα ∈ Mk,k(C) be a continuous map, write λα the dominant eigenvalue of Lα,
and assume that it is simple for all α, of eigenvector xα. Assume that there is a closed cone Q which is stable
by Lα for any α, and that x0 ∈ Q. Then for any α ∈ Rn we have xα ∈ Q.
Applying this lemma to α 7→ L∗α and Q the set of operators proportional to quasi-free states gives that
ρα is quasi-free for all α ∈ Rn.
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Proof. We assume ‖xα‖ = 1. Up to choosing the right phase for xα we can also assume that α 7→ (λα, xα) is
continuous since α 7→ Lα is continuous. Thus, the set E = {α | xα ∈ Q} is closed. Let us show that it is open.
Consider some α0 ∈ E. Write Vα the vector space which is stable by Lα and such that Vα ⊕ (Cxα) = Cn.
Then xα0 = µαxα + zα where zα ∈ Vα and α 7→ µα is continuous, and nonzero for any α close enough to α0.
Since λα is the maximal eigenvalue, we have
lim
n→+∞
Lnαxα0
λnα
= µαxα
and Lnαxα0 ∈ Q for all n so xα ∈ Q when µα 6= 0.
Derivation of the equation for M and λ:
Let us first describe the action of Lα more precisely: for all i ∈ {1, · · · , n}, for any observable A, we have
Φi
(
A e−αiKS
)
eαiKS = F ∗ (A⊗ΘiMBiΘ∗i )
(
e−αiKS ⊗ 1Y
)
FeαiKS by formula 2.19
= F ∗ (A⊗ΘiMBiΘ∗i ) (1HS ⊗ eαiκS )F by Proposition 13
= F ∗ (A⊗ΘiMBiΘieαiκS )F .
By the preservation of energy 2.22 we have
ΘiMBiΘieαiκS = ΘiΘ∗iMβieαiκS .
so
(Lα − L)(A) = F ∗(A⊗G)F =
∑
1≤k,l≤2LS
[Qα,β ]fk,lγkAγl .
Let us now consider a quasi-free state ρ of density matrix M , and let us assume that it is an eigenvector
of L∗α
L∗α(ρ) = λρ .
Then we can express λ in terms of M , indeed
λ = Tr (L∗α(ρ))
= Tr ((L∗α − L∗)(ρ))
= Tr (ρF ∗(1HS ⊗Qα,β)F )
= Tr
(
MTQα,β
)
= Tr
(
MQTα,β
)
.
Since MT = 1−M we have λ = 12Tr
(
MQTα,β +MTQα,β
)
= 12Tr
(
M(QTα,β −Qα,β)
)
+ 12Tr (Qα,β), which is
the formula of the theorem.
Let us derive an equation for M , Tr (L∗α(ρ)FF ∗) = λM . By Formula 2.20 we know that
TrY (L∗(ρ)FF ∗) =
(
−iTS − 12ΘΘ
∗
)
M +M
(
iTS − 12ΘΘ
∗
)
+ ΘMBΘ∗ .
Thus we only need to compute Tr ((L∗α − L∗)(ρ)FF ∗). For any i, j ∈ { 1, · · · , 2LS }, we have
Tr ((L∗α − L∗)(ρ)γiγj) =
n∑
i=1
Tr (ρ (L − Lα))(γiγj))
=
∑
1≤k,l≤2LS
[Qα,β ]fk,lTr (ργkγiγjγl)
=
∑
1≤k,l≤2LS
[Qα,β ]fk,l
(
[M ]fk,i[M ]
f
j,l − [M ]fk,j [M ]fi,l + [MS ]fk,l[MS ]fi,j
)
by the Wick formula
= [MTQα,βMT −MQTα,βM + Tr
(
QTα,βM
)
M ]fi,j .
Since MT = 1−M we obtain
Tr ((L∗α − L∗)(ρ)FF ∗) = Qα,β −MQα,β −Qα,βM +M
(
Qα,β −QTα,β
)
M + Tr
(
QTα,βM
)
M .
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Finally,
Tr (L∗α(ρ)FF ∗) = GαM +MG∗α +MCα,βM +Bα,β + Tr
(
QTα,βM
)
M (3.50)
where Gα, Bα,β , Cα,β are defined in the theorem. Since λ = Tr
(
QTα,βM
)
, we have
GαM +MG∗α +MCα,βM +Bα,β = 0 . (3.51)
We now turn to the study of the Riccati equation and the proof of Theorem 32. The problem is to find
the solution of 3.45 for which the eigenvalue is maximal. We will need the following properties of Riccati
equations:
Proposition 35. Let us consider some matrices A,B,Q on Cd and consider the equation
XA+A∗X +XBX + C = 0 . (3.52)
Assume that B and C are self-adjoint, that B ≥ 0, and that the Kalman space K(A,B) is equal to Cd (the
Kalman space is defined in Theorem 20; we say that the pair (A,B) is controllable).
Write Z the matrix
Z =
(
A B
−C −A∗
)
.
Then for any solution X of the Riccati equation the matrix A+BX has for eigenvalues a subset of cardinal
d of the set of eigenvalues of Z (counted with algebraic multiplicities).
Moreover, if Equation (3.52) admits a self-adjoint solution, then there is a self-adjoint solution Xmax such
that X ≤ Xmax for any self-adjoint solution X. The maximal solution Xmax is the unique self-adjoint solution
whose eigenvalues are the eigenvalues of Z with positive real part (counted with algebraic multiplicities). The
maximal solution is isolated in the set of self-adjoint solutions.
This is extracted from results scattered in [LR95]. The fact that the maximal eigenvalue is isolated comes
from Theorem 7.7.2.
To convert Equation (3.45) to an equation satisfying the hypothesis of this proposition, we note that
ρα > 0 (since L∗α is positivity improving) so M is of the form (1 + exp(−T ))−1 for some operator T . We
define
X = M−1 − 1 .
We have X > 0. Moreover,
XAβ +A∗βX +XBα,βX −B−α,−β = 0 . (3.53)
This formula is obtained by making the product of Equation 3.45 with M−1 on the left and the right, and
using the relations
Aβ = Gα,β +Bα,β
−B−α,−β = Cα,β +Bα,β +Gα,β +G∗α,β .
The equation onX satisfies the hypothesis of Proposition 35. Indeed, the operatorBα,β =
∑n
i=1 e
αiKSMβiΘiΘ∗i
is positive; since the semigroup is positivity improving the Kalman space K(TS ,Θ) is equal to Y. But
Aβ = −iTS +R where ran(R) = ran(Θ), and ran(Bα,β) = ran(Θ), so K(Aβ , Bα,β) = Y.
Let us express e(α) in terms of Aβ +XBα,β . We have
−Cα,βM = −M−1MCα,βM = M−1
(
Gα,βM +MG∗α,β +Bα,β
)
thus
e(α) = 12 (−Tr (Cα,βM) + Tr (Qα,β))
= 12Tr
(
M−1Gα,βM +G∗α,β +Qα,β +M−1Bα,β
)
= 12Tr
(
Gα,β +G∗α,β +Qα,β +Bα,β +XBα,β
)
= 12Tr (Aβ +XBα,β)−
1
4
n∑
i=1
Tr (ΘiΘ∗i ) .
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The last equality is due to the fact that Gα,β+G∗α,β+Qα,β+Bα,β = Aβ+iTS− 12
∑n
i=1 ΘiΘ∗i and Tr (TS) = 0.
Let us show that X is the maximal solution Xmax of the Riccati equation (3.53) (then the eigenvalues of
Aβ +XmaxBα,β are the eigenvalues of Z with positive real parts, and the theorem is proved). First, we have
Tr (XBα,β) ≤ Tr (XmaxBα,β) since X ≤ Xmax. Thus, it is sufficient to show that Mmax = (1 +Xmax)−1 is
the covariance matrix of a state. This is equivalent to
Xmax > 0
XTmax = X−1max .
We have Xmax ≥ X > 0 so the inequality is satisfied. Moreover, we have BTα,β = B−α,−β and ATβ = −A∗β
so the map X 7→ −(XT )−1 preserves the set of solutions of Equation (3.53). Since this map is increasing
for the matrix order it sends a maximal solution on a maximal solution and − (XTmax)−1 = Xmax. Thus
(1 + Xmax)−1 is a covariance matrix, and it corresponds to the dominant eigenvector of L∗α. This proves
Theorem 32.
3.4 The example of the fermionic chain
In this subsection we describe the rate function of the large deviations on the fermionic chain of Paragraph
2.5.4, which we compute numerically for different values of the length L. The rate function I is a function of
two variables, but as a consequence of the following lemma we can consider only one parameter.
Lemma 36. If there are two baths, for any α1, α2 we have
e(α1, α2) = e(α1 − α2, 0) .
Writing e˜(α) = e(α, 0) for any α ∈ R, we have
I(ζ1, ζ2) =
{
− inf
α∈R
(〈α, ζ1〉 − e˜(α)) if ζ1 + ζ2 = 0
+∞ if ζ1 + ζ2 6= 0
This lemma is a straightforward consequence of (3.38).
We computed I(ζ,−ζ) for the fermionic chain with θ0 = θL+1 = 0, and temperatures β0 = 1, βL+1 = 0,
for chains of lengths L from 2 to 5 (see Figure 1)
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Figure 1: Rate functional I(ζ,−ζ) for β0 = 1, βL+1 = 0 and for L = 2 to L = 10. The largest function
corresponds to L = 2 and the smallest corresponds to L = 10.
As we can see, the rate functions have the same zero, which corresponds to the flux given in formula
(2.31), that is
J1 =
4
10(n0 − n1) =
4
10
(
1
1 + e−1 −
1
1 + e0
)
' 0.092 .
The rate functions are very similar around this zero, and progressively separate for large values of |ζ − J1|.
The rate function is smaller for large values of L, which means that the fluctuations of the energy fluxes around
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their mean values are larger when the length of the chain is larger. This result is interesting: the mean energy
flux is completely independent of the length of the chain, but the large deviations are sensible to this length.
In figure 2 we show the rate function in the case β0 = 10 and βL+1 = 0. Taking a high value of β0−βL+1
makes the asymmetry of I under the change ζ 7→ −ζ very visible.
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Figure 2: Rate functional I(ζ,−ζ) for β0 = 10, βL+1 = 0 and for L = 2 to L = 5. The largest function
corresponds to L = 2 and the smallest corresponds to L = 5.
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