Abstract -Social communication is among the core areas of impairment for children with Autism Spectrum Disorders (ASD). The training of social orientation is important for improving social communication of children with ASD. In recent years, technology-assisted ASD intervention had gained momentum due to its potential advantages in terms of precision, sustainability, flexibility and cost. In this paper, we propose a closed-loop autonomous computer system, named ASOTS, for training social orientation skills to young children with ASD. This system is designed to detect and track a child's attention in response to social orientation bids and help the child towards appropriate social orientation when needed. Response to name, an important social orientation skill, was used to demonstrate the functionality of the proposed system. Ten toddlers with ASD participated in a pilot user study to show whether the system could be used on young children who have been diagnosed with ASD. Another pilot user study with 10 TD infants tested whether this system has a potential to be applied for early detection for infants who were younger than the age when ASD diagnoses can be done. This was done intentionally to separately demonstrate utility and functionality for the clinical population of interest and to demonstrate functionality beyond current clinical identification capacity (i.e., infants). The results showed that the proposed system and the protocol were well tolerated by both groups, successfully captured young children's attention, and elicited the desired behavior.
Design of an Autonomous Social Orienting
Training System (ASOTS) for Young Children With Autism in the U.S. It is characterized by core deficits in social communication and abnormal repetitive behaviors [2] . ASD is associated with enormous individual, familial, and social cost across the lifespan [3] . The cumulative ASD literature suggests earlier and more intensive behavioral interventions are efficacious for many children [4] . However, families and service systems struggle to provide intensive and comprehensive evidence-based early intervention due to extreme resource limitations [5] . As a consequence, there is an urgent need for more intensive, comprehensive and inexpensive treatments that will yield substantial impact on the neurodevelopmental trajectories of young children with ASD. Technologies, especially computer-assisted systems, are particularly promising for potential application to ASD intervention due to its controllability, duplicability, reliability, and potential low cost [6] , [7] . Technologies such as robotic systems, virtual reality (VR), and computer gaming have shown their potential for enhancing social communication in children with ASD. Duquette et al. [8] found that when paired with a robot, children demonstrated increased shared attention compared to those paired with a human. Bekele et al. [7] and Zheng et al. [9] developed adaptive robotic systems for joint attention intervention that compared well against a human therapist. Huang et al. [10] showed that reinforced prompts trigger good performance as well as attention in social interventions. Lahiri et al. [11] designed a virtual social communication intervention platform, which showed potential to promote improved social task performance during VR-based social conversation tasks. Fei-seifer et al. [12] and Greczek et al. [13] proposed graded cueing mechanism for teaching children with ASD imitation skills. Those studies clearly demonstrated the capacity of technology in a variety of human-like and neurorehabilitative intervention functions.
The primary objective of this paper is to present a novel autonomous social orienting training system (ASOTS) that could be useful in ASD intervention in the future. Among multiple aspects of social communication development, social orienting is one of the most fundamental and critical skills that naturally develops in children [14] . Social orienting indicates spontaneous orientation to naturally occurring social stimuli in one's environment [15] , which is closely related to other important social communication skills such as joint attention. Unfortunately, children with ASD usually show powerful deficits in this development. While ASOTS is designed for social orientation skill training that can be adapted for various paradigms, in this paper, we focus on an important social orientation skill, Response to Name (RTN), to demonstrate the usefulness of ASOTS. RTN is a task that assesses how a child responds when his (since the ratio of individuals with ASD is estimated at 4-5 to 1 in terms of male to female, we consistently utilize male pronouns for individual specific description in this paper) name is called. A decreased tendency to RTN is one of the most sensitive and specific predictors of whether an infant will later be diagnosed with ASD when he is old enough for a definitive diagnosis [16] . RTN is also a key measurement of the standard ASD diagnostic assessment such as the Autism Diagnostic Observation Schedule [17] . As a result, RTN intervention during a period when the brain is still highly malleable and prior to the full manifestation of behavioral impairments of the disorder is extremely important. The ultimate goal of the RTN training is to have the child successfully respond to caregivers' attempts to garner attention by calling his/her name from a variety of locations.
Although several machine-assisted interventions have been designed for children with ASD, few technologies have been reported to assess and train the RTN skill. In a RTN training, a child needs to shift his attention and turn his head to respond to the name call. Previous studies illustrated that visual and audio attention attractors are capable of drawing subjects' attention and shifting it from one position to another [18] , [19] . Leblanc et al. [20] pointed out that voluntary shifts of attention were usually driven by the goals of the individual, whereas involuntary shifts occurred in response to the characteristics of the stimuli of which the most salient stimuli attracting attention were the exogenous ones. In this study, we designed salient visual and audio name prompts and attention attractors to help children learn RTN skills.
In an autonomous RTN training system where name prompts occur from different directions, it is important to investigate how to detect the response from children autonomously. A recent work by Bidwell et al. [21] used computer vision algorithms to achieve large range head pose estimation and used this information to infer the visual attention of the participant in a human-administrated RTN training. While this work was an important step towards RTN training, it was not an autonomous system that provided autonomous name prompting or an attention guiding mechanism.
In this paper, we present the ASOTS, which enables computer-based name calling from a wide range of angles around a participant by providing a distributed display mechanism, allows real-time attention inference of the participant through gaze tracking using a distributed array of cameras and offers an adaptive attention guiding mechanism to shape his response. This new system was first tested via a user study with toddlers with ASD to show whether ASOTS has potential for helping a young child with ASD learn RTN skills. Another user study with typically developing (TD) infants tested whether ASOTS could elicit and access the RTN behaviors of an infant before he is old enough for ASD diagnosis. Early concepts of ASOTS was presented in [22] . The current paper significantly expands our preliminary work in terms of details of technical development, system validation results, comprehensive user study analysis, and a thorough discussion. The remainder of this paper is organized as follows. Section II presents the design and development of the ASOTS. Section III describes the validation of ASOTS. The user study design and the results are discussed in Section IV and Section V, respectively. Finally, Section VI summarizes the contributions of the paper and highlights future research directions.
II. SYSTEM DEVELOPMENT

A. Task Definition
We created a system as shown in Fig. 1(a) , where a child sat on a chair, and was surrounded by a few computer monitors in different locations. A video of a person could be displayed from any of these monitors who would call the child's name. We named this monitor as the target. If the child looked at the target within a limited time, a reward would be given. Otherwise, an attention attractor would be shown to catch and guide the child's attention towards the target. To detect the attention of the child, an array of cameras were used for real-time gaze tracking. In Fig. 1(a) , the target monitor was Monitor N. However, the child initially looked at Monitor 2. Thus an attention attractor was activated to shift the child's attention from Monitor 2 to Monitor N.
A task is formally defined as a 4-tuple (P, A, , ), where:
The name prompt, which represents the name calling displayed on one of the monitors of the set {Monitor 1, Monitor 2,…, Monitor N}.
A: The attention attractor, which guides the attention of the participant towards the target monitor. This is a continuous process activated by discrete events generated in .
: Tracking the participant's gaze using Camera 1 to Camera M.
: The autonomous closed-loop RTN interaction protocol, which coordinates P, A, and .
Let us now introduce the ASOTS system architecture as an overall view of the whole design.
B. ASOTS Architecture
As shown in Fig. 1(b) , the main components of the ASOTS architecture are: 1) The display subsystem (implemented by P and A in Section II. C); 2) The gaze tracking subsystem (implemented by in Section II. D); 3) The centralized controller (CC), which managed the RTN interaction protocol (implemented by in Section III. C); and 4) A Graphical User Interface (GUI).
In order to realize a smooth real-time interaction, the ASOTS was modeled and built as a concurrent system. As shown in Fig. 1(c) , its execution was modeled using the Harel Statechart model [23] , which is an extended state machine capable of modeling hierarchical and concurrent system states. In a Harel Statechart, rounded rectangles denotes system states, S. E represents a set of events that trigger the system state transitions. When an event happens, a state transition takes place indicated by a directed arrow. The solid rectangle marks exclusive-or (XOR) states, and the dotted line marks AND states. Encapsulation represents the states hierarchy. In the same hierarchy (encapsulated by the same rectangle), the system can only be in one XOR state, while it must be in all of its AND states. In Fig. 1(c) , the large rectangle Execution encapsulates three smaller dotted rectangles GUI, Display, and Tracking. Therefore, when the system was in the Execution state, it concurrently ran the GUI, Display, and Tracking sub-states. The GUI rectangle contains two solid rectangles, System control and System status illustration. As a result, when the system was in the state GUI, it must be in one of its sub-states, System control or System status illustration.
The lowest level XOR states S1 and events E1 are
In the System Initialization state, the hardware and software were initialized and the system component communication were set up. Then the event Ready was generated to transfer the state of the system to Execution, where an experimental protocol was run. At any time during the execution, if a Reset was needed (such as the participant needed to restart), the system was reinitialized. After the protocol was completed, an Experiment finished event was generated to stop the system. During the execution, the centralized controller ran in the background to control the interaction logics, generated state transition events, controlled the communication between different system components, and logged the data.
The S1 state Execution encapsulates 3 AND sub-states in set S2 that described the three main concurrent processes of the system. Each of the AND states also contained its own XOR sub-states in the next hierarchy
The events E2 that triggered the state transitions were
The default sub-state of the GUI state was system control, where the buttons for starting the RTN interaction, pausing the execution, and reset were shown. Once the experimenter pressed the start button, the event Illustration was generated to make the GUI show the system status that included the real-time gaze direction, target location, and attention attractor location. If the pause button had been clicked, event GUI control interrupt was generated to suspend the system until the start button was clicked again to retrieve. If the reset button was clicked, the system would leave the Execution state and go back to the System Initialization state.
The default sub-state in Display was Display coordinating, where the display coordinator computed the target monitor index, the label of video or audio that was going to be shown, and the trajectory and effect of the attention attractor. Then, a Display command event was generated to trigger the display on monitors accordingly in the Monitor Display sub-state. The Tracking state only had a default transition to its unique substate Gaze tracking. When the participant looked at the target monitor, a Target hit event was generated, and thus the system went back to Display coordinating state to re-compute the parameters based on the experimental protocol. Fig. 2 (a) shows the details of the display subsystem and the gaze tracking subsystem as discussed in the following sections. The global frame of ASOTS was a Cartesian coordinate system, with the X-axis pointed forward, the Y-axis pointed to the left, and the Z-axis pointed upwards. The monitors and the cameras were placed on two concentric arcs. The center of the arcs was the origin of the global frame, which was the participant's head position (head frame origin in Fig. 2(b) ) when he was seated.
C. Display Subsystem
As shown in Fig. 1(b) and Fig. 2(a) , the display subsystem consisted of N monitors to cover a wide range around the Z -axis (N = 4, and each monitor was 70 cm×43cm in size in the user studies). The display coordinator (DC) worked as a server and controlled the N monitors as clients using asynchronous socket communication. The monitor clients were embedded with a library of video/audio clips and attention attractor animations. The display subsystem was developed in C# using the Unity Game Engine [24] and a 5.1 surround sound system. Each monitor had a speaker to create sound localization consistent with the video display. Based on an RTN interaction protocol, the CC sent information to the DC [ Fig. 1(b) ], such as the interaction stages, trial numbers, and prompt levels. The DC then computed when and which video/audio clip to display and the effect and trajectory of the attention attractor. These pieces of information were sent to the monitor clients for appropriate display.
1) Name Prompts: The name prompts were implemented as P in the 4-tuple described in Section II-A. An experienced therapist recorded name calling video/audio clips with a soft neutral tone for each participant. When needed, a video/audio clip was displayed on the target monitor for the participant to look at.
2) Attention Attractor: The attention attractor was implemented as A in the 4-tuple described in Section II-A. When the participant did not attend to a name call, the attention attractor was introduced to help the participant shift attention towards the target monitor. It was a red ball embedded with a bouncing sound that bounced from the current attention location of the participant to the target monitor through the intermediate monitors.
The attention attractor bounced in a periodic parabolic path, which approximated a natural bouncing motion of a ball. In Fig. 2(a) , g denotes the projection of the participant's gaze direction on the XY -plane when the attractor was started. θ is the angle between g and X-axis, and ϕ is the angle between g and the target direction (center of the target monitor). ω(t) is the angular velocity of the attractor with respect to Z -axis. h, α, and c are parameters that adjust the shape of the parabola. T is the period of the repeated parabolic path, and r is the radius of the monitor arc. The trajectory of the attention attractor was
We set ω(t) = ±20 • /s (+: counter-clockwise; −: clockwise), h = 30cm, r = 110cm, c = 385cm, α = 1.35 −4 cm −1 . Intuitively, the attractor bounced between 10 cm to 30 cm in height on the monitors.
D. Gaze Tracking Subsystem
The gaze tracking subsystem was implemented by in the 4-tuple described in Section II-A. The gaze tracking algorithm was implemented with MATLAB and OpenCV. In the user study, we applied 4 Logitech C930e webcams with a resolution of 720 p. The head frame was a Cartesian coordinate system as shown in Fig. 2(b) . By modeling the head as an ellipsoid, the origin of the head frame was set as the center of this ellipsoid. The origin of the head frame coincided with the origin of the global frame when a participant was seated. The x direction pointed from the frontal face, and the unit vector along the positive x-axis, −−→ v f ace , indicated the frontal face orientation. In what follows, we discuss the steps required to compute gaze direction −−→ v gaze from −−→ v f ace .
Step 1. Estimate the head orientation from the cameras. The head orientation was represented by three Euler angles (roll, pitch, yaw) as shown in Fig. 2(b) . The head orientation estimation can be treated as solving a nonlinear least squares problem min
where M ∈ 3×n is a 3D face model. I ∈ 2×n is the projection of M on an image. e is a vector of head orientation Euler angles viewed in the camera frame. P is the projection function which projects M on the image given e resulting in I . Here we applied the inverse supervised descent method (SDM) [25] , [26] to solve this problem. While there are other methods [27] , [28] on head orientation estimation from a single camera, we chose SDM due to its robustness, high precision and real-time computational ability. A software tool IntraFace [25] , [26] , which implemented SDM, was used in our system. Based on the three Euler angles estimated, −−→ v f ace can be computed in the camera frame, denoted as − −−− → v camera f ace . In our application, a participant was expected to turn his head by a large yaw angle to respond to name prompts, and thus might exceed the range of a single camera to capture the frontal face image. Therefore, multiple cameras were combined to extend the detection range. By arranging the cameras along a circular arc [ Fig. 2(a) ], a participant's frontal face was captured by at least one of the cameras when he faced to any part of the display subsystem. Similar strategies have been used by a few other studies in different contexts [29] - [31] . We attached each camera with its own reference frame (Cartesian coordinate system) as illustrated in Fig. 2(b) . The optical axes of the cameras were calibrated to intersect at the origin of the global frame. All the cameras ran in parallel. In this way, each camera could see the participant's head in the center of its view concurrently.
In Fig. 2(a) , h denotes the projection of −−→ v f ace on XY -plane, and γ i represents the angle between the optical axis of Camera i and h. In our preliminary testing with children aged 1-2 years, we found that the SDM head orientation estimation was reliable when γ ≤ 40 • under our experiment room illumination. Smaller γ resulted more accurate estimation. In some cased the head orientation could be estimated by more than one camera. For example, in Fig. 2(a) , if both γ 1 and γ 2 were smaller than 40 • , then both Camera 1 and Camera 2 could estimate the head orientation. In this case, − −−− → v camera f ace,i computed from a camera with the smaller γ i was likely to produce the better estimation.
Step 2. Transform the head orientation from a camera's frame to the global frame. Based on the geometric distribution of the system discussed in Sections II-B and C, the transformation matrix R global camera from each camera frame to the global frame was precomputed by camera calibration. If Camera i was chosen in step 1, then its transformation matrix, R 
III. SYSTEM VALIDATION
A. Experimental System Setup
The experiment room was arranged as shown in Fig. 3 , where (a) shows the picture of the room, and (b) is the top view. The five monitors were 110 cm away from the origin of the global frame. The angle between the two adjacent cameras' optical axes was 45 • , and the angle between Camera 1 and the positive Y-axis was 22.5 • . The bottom of each monitor was at a height of 120 cm from the floor, which was also the height of the cameras. For each monitor, there was a range of gaze yaw angles [θ , as marked on Fig. 2(a) . Therefore, even when the participant's gaze yaw angle was within the range of a monitor but his gaze pitch angle was out of this threshold, this was not considered looking at that monitor. This system setup was validated for its precision and real-time execution. We used the same setup to conduct two pilot user studies that are discussed in Sections IV and V.
B. Head Orientation Estimation
Since the gaze detection was approximated from head pose estimation, we recruited three adults and one 18 month-old child to test the accuracy of the head orientation estimation. The InertiaCube4 by InterSense [32] was mounted on top of the participant's head to provide the ground truth of the head orientation with respect to the global frame in roll, pitch, and yaw Euler angles. The IneriaCube4 offers full 360 • angular range with the accuracy of 1 • in yaw, and 0.25 • in pitch and roll angles. The participant was seated in the chair as shown in Fig. 3 . At the start of the testing, the results from the InertiaCube4 and the camera array were calibrated as 0. During the test, the readings of the InertiaCube4 and the camera array were synchronized and recorded as time sequences I C(n) and C A(n), respectively. The accuracy of the head orientation estimation by using the camera array was defined as During the test, the adult participants were asked to perform three types of head rotation: 1) free head rotation as fast as they could; 2) slow head rotation such as that might occur while viewing pictures in a museum; and 3) normal head rotation that might happen when looking at a monitor and then switching to another randomly similar to what the participants would do in the user studies. 6581 data points were collected from the adult participants and the average accuracy was 6.47 • , 3.42 • , 4.53 • in yaw, pitch, and roll angles, respectively. The child participant was too young to perform these types of head rotation, and therefore his head rotation was stimulated by displaying videos randomly on the five monitors. There were 1101 data points recorded from the child, and the accuracy computed was 6.74 • , 4.68 • , 2.68 • in yaw, pitch, and roll angles, respectively. These results were acceptable for the user studies since we were interested in locating a participant's gaze on the large computer monitors without needing to isolate a precise point location. A typical data plot is shown in Fig. 4 .
C. Target Hit Recognition
Given the head orientation estimation, the gaze direction was approximated as stated in Section II-C in Steps 2 and 3. The accuracy of this approximation was validated by three adults and 7 TD children aged 1-2 years. They were guided to look at a video or an image displayed on each of the monitors randomly for 10 times. 95% target hits were correctly recognized, 4% of them were false negative (i.e., the participants looked at the target monitor but the system did not recognize it) and 1% was false positive (i.e., the participant did not look at the target monitor but the system recognized this as looking at the correct monitor). While 95% accuracy was deemed sufficient for our tasks, we further investigated the cause for this 5% error. We found that this was mainly due to activities that occluded part of the participant's face such as finger sucking and drinking with a sippy cup.
D. Real-Time Execution
A high communication speed between the gaze tracing subsystem and the display subsystem was essential to guarantee that the system responded to the participant in real-time. In order to test the communication speed, a sequence of signals were sent from the gaze tracking subsystem through the CC to the display subsystem, and vice versa. Results showed that the signal transmission between these two subsystems took 25 ms on average. The gaze tracking subsystem was refreshed at a rate of 15 fps (67 ms/frame), and the display subsystem ran at a rate of 50 fps (20 ms/frame). When there was no communication needed between the two subsystems, they run in parallel independently, which was the most common case. The most time consuming scenario was when the gaze direction detected by the gaze tracking subsystem had to be sent to the display subsystem through CC to generate a visual/audio stimulus. In this case, it took about 112 ms on average. However, this procedure was only needed a few times (e.g., response to a target hit event and initialization of the attention attractor's starting position) per trial. Since human visual system takes about 150 ms to process a familiar object and scene [33] , and takes about 330 ms for gaze fixation and saccade in a scene perception [34] , ASOTS was fast enough for real-time interaction.
IV. USER STUDY DESIGN
A. Purposes and Participants
Two pilot user studies were conducted to validate the impact of ASOTS. Note that the user studies were not designed as formal psychological/clinical empirical experiments, but only for validating young children's tolerance of and response to ASOTS. Participants were recruited from a research registry of the Vanderbilt Kennedy Center, and this study was approved by the Vanderbilt University Institutional Review Board.
The first user study tested whether ASOTS could engage young children with ASD and elicit RTN behaviors from them. This user study included 10 toddlers with ASD (Age: Avg = 2.29; SD = 0.32 years). They had confirmed diagnoses based on DSM-IV-TR [35] criteria. They met the spectrum cut-off on the Autism Diagnostic Observation Schedule [17] Although usually a definitive diagnosis of ASD cannot be made before 24 months [16] , RTN is also important for predicting potential risks of ASD for younger infants [15] . Therefore, we conducted another user study with 10 TD infants (Age: Avg. = 1.35; SD = 0.40 years.). These children tested whether ASOTS can be accepted by infants, and whether this system could elicit RTN behaviors from them. Thus this user study suggested whether ASOTS has the potential to be used for early screening and training for infants.
Note that the TD infants were not the control group for the toddlers with ASD, since the two user studies were designed for different purposes and the two groups of children were not in the same age range.
B. Task and Protocol
The experimental protocol was the implementation of in the 4-tuple described in Section II-A. Each participant took part in two sessions, one video-based session and one audiobased session. In the video-based session, a prerecorded video clip showing a therapist calling the participant's name was displayed on one of the monitors, which simulated the condition where the caller was both visible and audible. In our initial proof of concept study [22] , we found that this was an easy setup to quickly get children involved in the interaction, and generate good RTN performance. Thus we further designed the audio-based session, where visual display was omitted and only the audio portion extracted from the name calling video was emitted from one of the monitors. The audio-based session simulated scenarios such as the parents calling a child from another room, or playing hide-and-seek games. By comparing the results between the audio-and the video-based sessions, we were able to assess how much of a difference eliminating visual information made in RTN performance. At the beginning of each session, a prerecorded welcome video from the therapist was displayed on Monitor 3. Then a Sesame Street video clip was displayed on each monitor for 8.6 s in the following order: Monitor 3, 4, 2, 5, 1, 5, 2, 4, and 3, respectively, for a total of 77 s to help the participants get familiarized with the environment.
For both the video-and audio-based sessions, participants completed 10 RTN trials. From trial 1 to 5, the target monitor was Monitor 5, 1, 4, 2, and 3, respectively. With this setup, the participant needed to turn his head from a target monitor on one side to another target monitor on the other side three times, and then went back to the central monitor. In each trial, a participant's name was called from the target monitor repeatedly. Each name call lasted approximately 2 s. A 4-level prompt hierarchy is shown in Table I . If the participant did not look at the target monitor in one prompt level, a higher level of prompt would be presented.
Prompt 1 was the baseline prompt of two name calls from the target monitor. For Prompt 2, the attention attractor was activated on the monitor closest to the participant's gaze direction. This attractor then moved across all monitors and towards the target monitor in an attempt to guide the participant's gaze while, at the same time, the name call prompt was repeated. In Prompt 3, the ball first bounced in the gaze direction for 2 s to help the participant notice it, and then bounced toward the target monitor. Both Prompt 2 and Prompt 3 were enhanced with additional audio that resembled a Tennis ball hitting a wooden floor (normal bouncing sound). In Prompt 4, the motion of the ball was the same as that in Prompt 3, but the sound of the ball was enhanced to resemble a rubber ball hitting a gong (special bouncing sound). At any time during the prompts, once the participant looked at the target monitor, the prompting was terminated and a reward video clip was displayed on the target monitor where the therapist praised the participant (pre-recorded) by saying "Good Job! You found me!" followed by a firework animation.
After the first five RTN trials, another Sesame Street video clip of 76 s was displayed to give participants a short break. This clip was displayed in a similar way as the first "fun" video clip, except that the display on each monitor lasted for about 8.4 s and the display switching followed the order of Monitor 3, 2, 4, 1, 5, 1, 4, 2, and 3, respectively. Another 5 RTN trials followed the break. The target monitor for trial 6 to trial 10 was Monitor 1, 5, 2, 4, and 3, respectively. This reversed display order of the 2 funny video clips and the two sets of RTN trials helped reduce the chance of participant habituation. The very last part of the interaction was a "Good-bye" video displayed on Monitor 3. All of the videos except the Sesame Street video clips were recorded with the same therapist to provide a homogeneous and comparable environment for all the participants across all sessions and trials.
C. Measurements
For each group, we compared the participants' attention and performance in the video-and audio-based sessions to investigate the differences produced by increasing the task difficulty. Since we used a large scale interaction environment, we calculated the attention and performance including the whole environment in a global evaluation. We then computed the attention and performance associated with each monitor to determine whether the direction of a target influenced the interaction.
First, we evaluated the participant's attention towards the interaction environment, which reflected their engagement. We hypothesized that the more time they spent looking at the display region, the higher their engagement was during the interaction, which was related to the RTN performance and important for eventual learning and success within the interaction paradigms. Since Sesame Street videos are popular for young children in general, we can use their gaze on the display region during the "fun video" display as a baseline to assess their engagement in the RTN. We calculated the duration for which they were looking at the display region, which included the five monitors and the gaps between the monitors. We also calculated the duration of time spent on looking at each monitor. We hypothesized that the larger the target yaw angle was from the participants' frontal head orientation, the less attention the participant would pay to this target.
Second, we evaluated the participants' RTN performance, which reflected whether the interaction protocol was within an appropriate difficulty range to elicit the RTN behavior of young children. We computed: 1) the number of trials where the participants hit the target eventually; 2) in each trial, the prompt levels they needed and how much time they spent trying to hit the target; and 3) the distribution of 2) on each monitor. Similar measurements have been widely used in psychological studies regarding RTN skills [37] . In general, we anticipated that the participant would need lower level of prompts to hit a target in the video-based session, since the name caller was visible. In other words, participants in the audio-based session would need more help from the attention attractor.
V. USER STUDY RESULTS
Since the toddlers with ASD and the TD infants were recruited for different purposes in two separate user studies as discussed in Section IV-A, the results of each group are analyzed separately as follows.
A. Results of Toddlers With ASD
Eleven toddlers with ASD were recruited initially, and 10 of them completed both video-and audio-based sessions. One child did not participate in the audio-based session. Fig. 5(a) shows the percentage of the whole session duration that the toddlers with ASD spent looking at the display region, for both video-and audio-based sessions. Fig. 5 (b) shows the average duration the toddlers with ASD spent looking at each monitor (M1 to M5 represent Monitor 1 to Monitor 5). The "Fun video" indicates the Sesame Street video clips display periods, and the "RTN" represents the 10 RTN trials. We can see that in both cases the toddlers with ASD looked at the display region for most of the sessions (> 82.77%). Their attention towards the display region was even higher in the RTN trials in both the video-and audio-based sessions. This indicated their interest towards the RTN interaction. In general, the toddlers with ASD looked at the frontal monitor the most, and the farthest side monitors (Monitor 1 and Monitor 5) the least. This result was consistent with our hypothesis that the farther the monitor was angled from 0 • (frontal direction of the participant), the less attention was paid to that monitor. Fig. 5 (c) presents the prompt level distribution of the toddlers with ASD. 100% and 97% trials ended up with a target hit in the video-and audio-based sessions, respectively. In the video-based session, the toddlers hit the target on Prompt 1 (no attention attractor) for 81% of trials, and needed the attention attractor (Prompt 2 to Prompt 4) for 19% of trials. In the audio-based session, they hit the target on Prompt 1 for 38% of trials, and on Prompt 2 to Prompt 4 for 59% of trials. On average, the toddlers with ASD hit the target at prompt level 1.24 (SD = 0.55) and 1.78 (SD = 0.75) in the video-and audio-based sessions, respectively. Fig. 5(d) shows the participants' average performance on each monitor when it was the target. We found that there was no apparent change on the average target hit prompt levels across different monitors in the video-based session. However, in the audio-based sessions, the farther away a target was, the worse the RTN performance was, which was consistent with the attention preference of toddlers with ASD on different monitors.
The toddlers with ASD needed, on average, 3.09 (SD = 3.23) s and 6.25 (SD = 4.15) s to hit the target in the video-and audio-based sessions, respectively. Since each name call lasted for about 2 s, the result showed that toddlers with ASD turned to their names at the second and third name calls in the video-and audio-based sessions, respectively. Similar to Fig. 5(d), Fig. 5(e) shows the average time that these participants needed to hit a target on each monitor. We can see that the pattern on Fig. 5 (e) was consistent with that of Fig. 5(d) . This was expected since the longer a participant needed to hit a target, the higher the target prompt level would be.
In summary, these results showed that the system was well tolerated by toddlers with ASD, and successfully elicited RTN behaviors from them. The attention attractor was helpful in both sessions, especially in the audio-based session with a more difficult RTN task. Thus, we believe that ASOTS has a great potential to be used for teaching RTN skills to young children who are diagnosed with ASD.
B. Results of TD Infants
All 10 TD infants recruited completed the study. Fig. 6(a) shows that although they were only 16 months old on average, they still paid considerable attention on the monitors in both fun video display periods and RTN trials (> 88.50%). In general, the TD infants spent comparable time on looking at the display region in both the RTN trials and the "fun video" display periods in video-and audio-based sessions. This suggested that the RTN trials were as attractive as the Sesame Street video clips to the TD infants. Fig. 6(b) shows the average duration the TD infants spent on looking at each monitor. They looked at the frontal monitor (Monitor 3) mostly, and looked at the side monitors (Monitor 1, 2, 4 and Monitor 5) relatively evenly.
TD infants hit the target in 98% and 93% trials in the videoand audio-based sessions, respectively. Fig. 6(c) presents the prompt level distribution. In the video-based session, they hit the target on Prompt 1 for 81.00% of trials, and on Prompt 2 to Prompt 4 for 17% of trials. In the audio-based session, they hit the target on Prompt 1 for 46% of trials, and on Prompt 2 to Prompt 4 for 47% of trials. On average, the TD infants hit the target at prompt level 1.17 (SD = 0.38) and 1.72 (SD = 0.86), as well as required 2.77 (SD = 2.28) s and 5.81 (SD = 4.97) s before the target hit in the videoand audio-based sessions, respectively. Fig. 6(d) shows the TD infants' average performance associated with each target monitor. We found that the lowest target hit prompt level happened on Monitor 2, and the highest one happened on Monitor 5 in the video-based session. In the audio-base session, the lowest target hit prompt level happened on Monitor 5, and the highest one happened on Monitor 4. In general, in both sessions, the frontal monitors were still slightly easier to hit than the side monitors. The values in Fig. 6(d) are consistent with the duration these TD infants needed to hit a target, as shown in Fig. 6(e) .
In summary, ASOTS was well tolerated by these TD infants and elicited their RTN behaviors successfully. Therefore, in the future, ASOTS has a potential to be upgraded to conduct early screening for at risk infants (e.g., siblings of children with ASD) who are too young to be diagnosed with ASD. Fig. 7 shows a typical trial in the experiment, where the gaze of a participant was guided by the attention attractor. In this trial, the target monitor was Monitor 5. Fig. 7(a) shows the path of the participant's gaze and the attractor. The horizontal axis represents the distance along the monitors, with the origin at the center of Monitor 3. M1 to M5 mark the regions of Monitor 1 to Monitor 5. The participant's gaze was at first on M2, and then shifted to M3. When the name call was finished, the participant's gaze was around the upper edge of M3, therefore, the ball showed up in M3 and bounced towards M5. The participant's gaze followed the attractor and was guided to M5 eventually. Fig. 7(b) and (c) show the trajectory of the participant's gaze in horizontal and vertical directions, respectively. We can see that since second 4 (end of Prompt 1), the gaze of the participant was shifted along with the position of the attractor. At around second 9, the attractor and the gaze reached the center of M5, which meant the participant hit the target. Then the attention attractor disappeared and a reward was displayed on M5. The participant's attention was on M5 until the end of the reward (also the end of the trial). 
C. Effect of the Attention Attractor
VI. CONCLUSION AND DISCUSSION
In this paper, we have presented an autonomous system, ASOTS, to help young children with ASD learn social orientation skills. Our selected RTN skill was targeted in that it is seen as an early red-flag of ASD. As such RTN provides a specific example to demonstrate the potential effect of ASOTS and the interaction protocol. ASOTS consisted of a distributed display subsystem which provided a wide range of name prompts. Accordingly, a distributed gaze tracking subsystem was designed to monitor the response of the participant. ASOTS is an adaptive closed-loop autonomous system, where the behaviors of the system adapts in real-time depending on the performance of the participant. The validation results showed that the gaze tracking was accurate, and the system was fast enough for real-time RTN interaction.
An interaction protocol was proposed to assess the functionality of ASOTS. If a participant could not attend to a target monitor within a given time period of a prompt, a higher level of prompt was provided with the aid of an attention attractor. The attention attractor was effective in guiding the participant's attention towards the target. Two pilot user studies were conducted to test the system. Ten toddlers with ASD tested the feasibility of ASOTS for affected children (ASD). Ten TD infants validated the potential future use of ASOTS in a much younger prodromic sample. The results demonstrated that ASOTS were well tolerated by both groups, and successfully elicited expected RTN behaviors. However, these two pilot user studies were not designed as clinical efficacy studies of ASOTS, which is beyond the scope of the current work, and thus the results of this current work should be seen as feasibility and tolerability result that indicate promise of ASOTS in future intervention.
In this context, it is important to highlight several limitations of the current study. First, ASOTS needs to be further upgraded to fit in formal clinical empirical studies in the future. The pilot user studies only involved a few participants within a limited time frame of interaction. Therefore, recruiting larger user groups and conducting longitudinal experiments will be needed in the future to answer the ultimate value of ASOTS in formal clinical empirical studies. For the toddlers with ASD, a TD control group would be needed to access the difference between toddler with ASD and their TD peers. For TD infants, a group of at risk infants (e.g., siblings of children with ASD) will be needed to test whether the RTN behaviors detected by ASOTS can contribute to the prediction of ASD in a longitudinal empirical study. While we did assess promising attentional response within system, we did not systematically compare such improvements in other methods nor did we see if such training generalized to other interactions.
Despite these limitations, this work is the first to our knowledge to design and empirically evaluate the usability and feasibility of an autonomous closed-loop social orientation training system capable of modifying prompts based on within system measurements of attention. The preliminary results for RTN presented in the paper are promising. Note that this system is not limited to RTN protocol alone. The ASOTS architecture and system components can be adapted to address other core deficits in social orientation (e.g., joint attention skills). Importantly, we do not propose this technology as a replacement for existing necessary comprehensive behavioral intervention and care for young children with ASD. Instead, this platform represents a move toward realistic deployment of technology capable of accelerating and priming a child for learning in key areas of deficit.
