The system GMM estimator for dynamic panel data models combines moment conditions for the model in first differences with moment conditions for the model in levels. It has been shown to improve on the GMM estimator in the first differenced model in terms of bias and root mean squared error. However, we show in this paper that in the covariance stationary panel data AR(1) model the expected values of the concentration parameters in the differenced and levels equations for the crosssection at time t are the same when the variances of the individual heterogeneity and idiosyncratic errors are the same. This indicates a weak instrument problem also for the equation in levels. We show that the 2SLS biases relative to that of the OLS biases are then similar for the equations in differences and levels, as are the size distortions of the Wald tests. These results are shown in a Monte Carlo study to extend to the panel data system GMM estimator.
Introduction
A commonly employed estimation procedure to estimate the parameters in a dynamic panel data model with unobserved individual specific heterogeneity is to transform the model into first differences. Sequential moment conditions are then used where lagged levels of the variables are instruments for the endogenous differences and the parameters estimated by GMM, see Arellano and Bond (1991) . It has been well documented (see e.g. Blundell and Bond (1998) ) that this GMM estimator in the first differenced (DIF) model can have very poor finite sample properties in terms of bias and precision when the series are persistent, as the instruments are then weak predictors of the endogenous changes. Blundell and Bond (1998) proposed the use of extra moment conditions that rely on certain stationarity conditions of the initial observation. When these conditions are satisfied, the resulting system (SYS) GMM estimator has been shown in Monte Carlo studies by e.g. Blundell and Bond (1998) and Blundell, Bond and Windmeijer (2000) to have much better finite sample properties in terms of bias and root mean squared error than that of the DIF GMM estimator.
The additional moment conditions of the SYS estimator can be shown to correspond to the model in levels (LEV), with lagged differences of the endogenous variables as instruments. Blundell and Bond (1998) argued that the SYS GMM estimator performs better than the DIF GMM estimator because the instruments in the LEV model remain good predictors for the endogenous variables in this model even when the series are very persistent. They showed for an AR(1) panel data model that the reduced form parameters in the LEV model do not approach 0 when the autoregressive parameter approaches 1, whereas the reduced form parameters in the DIF model do.
Because of the good performance of the SYS GMM estimator relative to the DIF GMM estimator in terms of finite sample bias and rmse, it has become the estimator of choice in many applied panel data settings. Among the many examples where the SYS GMM estimator has been used are the estimation of production functions and technological spillovers using firm level panel data (see e.g. Levinsohn and Petrin (2003) and Griffith, Harrison and Van Reenen (2006) ), the estimation of demand for addictive goods using consumer level panel data (see e.g. Picone, Sloan and Trogdon (2004) ) and the estimation of growth models using country level panel data (see e.g. Levine, Loayza and Beck (2000) and Bond, Hoeffler and Temple (2001) ). The country level panel data in particular are characterised by highly persistent series (e.g. output or financial data) and a relatively small number of countries and time periods. The variance of the country effects is furthermore often expected to be quite high relative to the variance of the transitory shocks. As we show here, these characteristics combined may lead to a weak instrument problem also for the SYS GMM estimator.
For a simple cross-section linear IV model, a measure of the information content of the instruments is the so-called concentration parameter (see e.g. Rothenberg (1984) ).
In this paper we calculate the expected concentration parameters for the LEV and DIF reduced form models in a covariance stationary AR(1) panel data model. We do this per time period, i.e. we consider the estimation of the parameter using the moment conditions for a single cross-section only for any given time period. We show that the expected concentration parameters are equal in the LEV and DIF models when the variance of the unobserved heterogeneity term that is constant over time (σ Results in Stock and Yogo (2005) further indicate that we expect the size distortions of the Wald tests to be similar in the cross-sectional 2SLS DIF and LEV models when the expected concentration parameters are the same. This is confirmed by a Monte Carlo analysis. When the expected concentration parameters are small, which happens when the series are very persistent, the size distortions of the Wald tests can become substantial.
As the SYS 2SLS estimator is a weighted average of the DIF and LEV 2SLS estimators, with the weight on the LEV moment conditions increasing with increasing persistence of the series, the results for the SYS estimator mimic that of the LEV estimator quite closely.
The expectation of the LEV concentration parameter is larger than that of the DIF model when σ 
Model and GMM Estimators
We consider the first-order autoregressive panel data model
where it is assumed that η i and v it have an error components structure with
and the initial condition satisfies
Under these assumptions the following (T − 1) (T − 2) /2 linear moment conditions are
where y t−2 i = (y i1 , y i2 , ..., y it−2 ) 0 and ∆u it = u it − u i,t−1 = ∆y it − α∆y i,t−1 .
Defining
. . .
moment conditions (5) can be more compactly written as
and the GMM estimator for α is given by (see e.g. Arellano and Bond (1991) )
where ∆y = (∆y (5) or (6) as the DIF moment conditions.
Blundell and Bond (1998) exploit additional moment conditions from the assumption on the initial condition (see Arellano and Bover (1995) ) that
which holds when the process is mean stationary:
with E (ε i ) = E (ε i η i ) = 0. If (2), (3), (4) and (7) hold then the following (T −1)(T −2)/2 moment conditions are valid
where ∆y
moment conditions (9) can be written as
with the GMM estimator based on these moment conditions given by
, where we will refer to b α l as the LEV-GMM estimator, and (9) or (10) as the LEV moment conditions.
The full set of linear moment conditions under assumptions (2), (3), (4) and (7) is given by
where
The GMM estimator based on these moment conditions is
This estimator is called the system or SYS-GMM estimator, see
Blundell and Bond (1998), and we refer to moment conditions (11) or (12) as the SYS moment conditions.
In most derivations below, we further assume that the initial observation is drawn from the covariance stationary distribution, implying that E (ε
Concentration Parameter
Consider the simple linear cross section model with one endogenous regressor x and k z instruments z 
It is well known that when instruments are weak, i.e. when they are only weakly correlated with the endogenous regressor, the 2SLS estimator can perform poorly in finite samples, see e.g. Bound, Jaeger and Baker (1995), Staiger and Stock (1997) and Stock, Wright and Yogo (2002) . With weak instruments, the 2SLS estimator is biased in the direction of the OLS estimator, and its distribution is non-normal which affects inference using the Wald testing procedure.
A measure of the strength of the instruments is the concentration parameter, which is defined as
When it is evaluated at the OLS, first stage, estimated parameters 
and so √ µ
(A, B) is bivariate normal with zero means, unit variances and correlation coefficient ρ.
s has mean k z ρ and variance k z (1 + ρ 2 ) and S has mean k z and variance 2k z . It is clear that when µ is large, √ µ
Using weak instrument asymptotics, Stock and Yogo (2005) tabulate critical values for the first-stage F-statistic to test whether given instruments are weak. They do this separately for the maximum bias of the IV estimator, relative to the bias of the OLS estimator, and for the maximum Wald test size distortion.
Cross section results for the AR(1) panel data model
Although the data are not generated as in the cross-section model (13), we can write the structural equation and the reduced form model for the AR(1) panel data model in first differences for the cross-section at time t as
For the general expression of the expected value of the concentration parameter divided by N we get
For the model in levels we have for the cross-section at time t
and the expected concentration parameter is given by
In the Appendix we show that, under covariance stationarity of the initial observation,
and for t > 3 
Discussion
The fact that the concentration parameters are the same for the IV estimators based on the DIF or LEV moment conditions for t = 3 and for t > 3 when σ , and the limiting bias of the OLS estimator is, again assuming covariance stationarity,
For the LEV model
The asymptotic absolute bias of b α lOLS is therefore ( 
System Estimator
For the cross-section at time t the SYS estimator combines the moment conditions of the DIF and LEV estimators. The OLS estimator in the SYS "model"
is given by 
. The SYS 2SLS estimator for cross section t is also a weighted average of the DIF and LEV cross sectional 2SLS estimators
see also Blundell, Bond and Windmeijer (2000), with
and again e δ → 0 if α → 1 and/or σ , implying that more weight will be given to the LEV moment conditions. Clearly, the SYS 2SLS estimator is not efficient as there is heteroskedasticity and correlation between the errors in model (15) . We will focus on the 2SLS estimator here in the cross-section analysis and consider the efficient 2-step GMM estimator below when considering the full panel data analysis.
Some Monte Carlo Results
To investigate the finite sample behaviour of the estimators and Wald test statistics we conduct the following Monte Carlo experiment. We compute the OLS and 2SLS estimators for LEV, DIF and SYS for the cross section t = 6 for the model specification
for sample size N = 200; σ The results in Tables 1 and 2 
Mean Stationarity Only
In all the derivations so far we assumed covariance stationarity of the initial condition.
When we assume mean stationarity only, i.e.
ε , we show in the Appendix that for t = 3
so that, when t = 3, the expected concentration parameter for the LEV model is larger than that of the DIF model when the variance of the initial condition is smaller than the covariance stationary level and vice versa.
Panel Data Analysis
The concept of the concentration parameter and its relationship to relative bias and size distortion of the Wald test does not readily extend itself to general GMM estimation, see e.g. Stock and Wright (2000) and Han and Phillips (2006) . Estimation of the panel AR(1) model by 2SLS, using all available time periods and the full set of sequential moment conditions for the DIF and SYS models (6) and (12) will result in a weighted average of the period specific 2SLS estimates. Weighting by the efficient weight matrix will lead to different results, but we expect the weak instrument issues as documented in the previous section for the DIF and LEV cross-sectional estimates to carry over to the linear GMM estimation. This is indeed confirmed by our Monte Carlo results presented here. Table 3 We present 2SLS and 1-step and 2-step GMM estimation results. We use for the initial weight matrix for the 1-step GMM DIF estimator
where A is a (T − 2) square matrix that has 2s on the main diagonal, −1s on the first subdiagonals, and zeros elsewhere. This is the efficient weight matrix for the DIF moment conditions when the v it are homoskedastic and not serially correlated, as is the case here. For the 1-step GMM SYS estimator we use the commonly used initial weight matrix
where I T −2 is the identity matrix of order T − 2.
The pattern of results for the 2SLS estimates is quite similar to that found for the t = 6 cross-section as reported in Table 2 . The DIF 2SLS estimator displays somewhat larger relative biases, whereas the LEV 2SLS estimator has smaller relative biases than in the cross-section. SYS has smaller relative and absolute biases at σ Use of the efficient initial weight matrix reduces the bias of the 1-step GMM DIF estimator significantly. This is due to the fact that the comparison bias is now no longer the OLS bias in the first differenced model, but the bias of the within groups estimator, which is smaller. There is no clear pattern to the bias of the SYS one-and two-step GMM estimators in comparison to the 2SLS estimator. 
Figure 5. P-value plots, Wald test H 0 : α = 0.8.
Conclusions
We have shown that the concentration parameters in the reduced forms of the DIF and LEV cross-sectional models are the same in expectation when the variances of the unobserved heterogeneity (σ x it = ρx i,t−1 + γη i + δv it + w it the DIF GMM estimator may have a smaller finite sample bias than the SYS GMM estimator when the x it series are persistent, but |δ| is small and |γ| is large, as then the endogeneity problem and OLS bias in the DIF model may be less than that of the LEV model.
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Appendix

Concentration parameters in cross-section analysis
The model in first differences for the cross-section at time t is given by and e j is the j-th unit vector of order t − 2.
We further have that 
