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SECTION 1. By means of interesting methods, many authors ([I], [6], [7], 
[8]-[lo]) have discussed the asymptotic behavior of solutions of integro- 
differential equations of the Volterra type. We plan to study the behavior of 
solutions of a general class of integro-differential equations of the Volterra 
type, by extending Lyapunov’s method. We wish to employ Lyapunov 
functions and the theory of differential inequalities, without assuming the 
explicit knowledge of solutions. This important technique, which permits 
us to reduce the study of integro-differential equations to the study of a 
scalar differential equation, crucially depends on choosing appropriate 
minimal subsets of a suitable space of continuous functions, along which, 
the derivative of the Lyapunov function allows a convenient estimate. In this 
paper, exploiting this approach, we discuss the stability criteria of solutions 
of integro-differential equations, which is motivated by a somewhat similar 
method used in the case of functional differential equations by Razumikhin 
[12], Krasovskii [2], Driver [3], and Lakshmikantham [4, 51. A simple 
example is worked out to demonstrate the method. 
SECTION 2. We shall use the following notation throughout this paper: 
Rn = space of n vectors; 
11 x I/ = any vector norm of x E R”; 
Sp = [x E Rn : II x II < p, p > 01; 
J=O<t<co; 
R, = nonnegative real line; 
C[J x Rn, Rn] = the class of all functions defined and continuous on 
J x Rn, taking values in Rn; 
X = the class of functions b(u), defined and continuous on [0, p), b(O) = 0 
and monotonic increasing in u. 
435 
436 LAKSHMIKANTHAM AND RAMA MOHANA FUO 
Consider an integro-differential system of the form 
x’(t) ==f 14 44, jIo at, s, 441 q , 
eo> = x0 to e J, (2.1) 
where f E C[J x Sp x R*, Rn] and K E C[j x J x Sp, Rn]. Let us assume 
that f(t, 0,O) SE 0, K(t, S, 0) E 0, so that (2.1) possesses the trivial solution. 
We wish to consider the stability and the asymptotic stability of the trivial 
solution of the integro-differential system (2.1). Our tools are Lyapunov 
functions, and the theory of differential inequalities. As observed earlier, 
when we use Lyapunov functions, we have to seek appropriate minimal class 
of functions along which we can estimate the derivative of the Lyapunov 
function so that the behavior of solutions of integro-differential systems can 
be reduced to the study of the behavior of solutions of scalar differential 
equations. With this end in view, let 
V E C[J x SP, R+l and for x E [J, R”l, 
D-V(t,x(t)) =kF-inf$ [V(t + h, 40 
+ hf (4 w, ,:, w, 5 44 a) - w, “ON] * (2.2) 
We now define certain subsets EA , El , E, of C[J, R”], along which we plan 
to estimate II-V(t, x(t)), subject to the demands we impose on the solutions 
of (2.1). 
E,, = [x E C[J, R”] : V(s, $4) A(s) < v(t, x(t)> A(t), to 9 s < 4, (2.3) 
4 = [x E C[J, Rnl : V(s(s, x(s)) < J’(t, x(t)), to < s < 4, (2.4) 
E. = [X E c[J, R”] : v(S, X(S)) G @(V(t, x(t)>), t, G s G 4 4 a to], (2.5) 
where 
(i) A(t) > 0 is a continuous function on J, 
(ii) a(u) is continuous on R, , nondecreasing in u and Q(u) > u for 
u > 0. 
We are now in a position to prove certain comparison theorems on which 
our results depend heavily. 
THEOREM 2.1. Let V E C[ J x Sp, R+] and V(t, x) be locally Lipschitzian 
in x. Assume that for t > to and x E El 
KV(4 x(t)) < g(t, V(t, x(t))), Q-6) 
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where g E C[ J x R, , R,]. Let r(t, to , uO) be the maximal solution of the scalar 
d@krential equation 
u’ = g(t, 4, u(t,) = 240 > 0 (2.7) 
existing on t,, < t < CO. Let x(t, t, , x,,) be any solution of (2.1) such that 
x(t, to , x,,) E Sp for t E [to , tl] C J, satisfying 
Then, 
qt, x(t, to , x0)) < r(t, to , uo), t E [to , 4 C J- (2.9) 
Proof. Let x(t, to, x0) be any solution of (2.1) such that x(t, to , x0) E Sp 
for t E [to , tl] C J. Define 
m(t) = qt, x(4 to , x0)), tEPo,tll. 
For E > 0, sufficiently small, consider the differential equation 
24’ = g(4 4 + E9 u(to) = uo + E 
whose solutions u(t, c) = u(t, to , u. , E) exist as far as r(t, to , uo) exists, to 
the right of to . 
Since 
Fs 46 4 = r(t, to , uo), 
the truth of the desired inequality (2.9) is immediate, if we can establish that 
m(t) < u(t, 4, t E [to ,hl. (2.10) 
If the above inequality is not true, there exists a ts E (to , tJ such that 
(9 4) < 44 4, to < t < tz , 
(ii) m(tJ = u(t, , l ). 
From (i) and (ii), we get 
D-m@,) > u’(t, ,4 = g(t2 , “(b , 4) + 6. (2.11) 
It is clear from the assumption of g, that the solutions u(t, E) are monotone 
increasing functions of t. Consequently, it follows from (i) and (ii) and the 
definition of m(t), 
This implies that x(t, to , x0) E E1 for to < t < t, . 
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It, therefore, follows that at t = t, 
in view of the Lipschitzian character of V(t, x) and assumption (2.6). This 
contradicts the relation (2.11). Hence, it follows that 
m(t) < u(t, 4, t E [to ,$1. 
This completes the proof. 
The following corollary is a useful tool in itself in certain situations. 
COROLLARY 2.1. Let V E C[j x Sp, R+] and V(t, x) be locally Lipschitzian 
in x. Assume that 
for t > t,, and x E E, . 
o-V(t, x(t)) < 0 
Let x(t, t,, x,,) be any solution of (2.1) such that x(t, t,, , x0) E Sp for 
t E [to , tl] C J. Then, 
vt, x(4 43 , x0)) < vto , x0>, t E [to > &I c J. 
Proof. Proceeding as in Theorem (2.1) with g = 0, we arrive at the 
inequality 
Since 
us, x(s, to , x0)) < wz > to , x0)), tz E (to 9 0 
w, , x(t, 3 to , x0)) = wo , x0) + c + ‘[tz - to1 > 0, 
the assumptions on Q(u) imply that 
which implies x(t, to , x0) E E, , to < t < t, . The rest of the proof is similar 
to the proof of Theorem 2.1. 
The comparison theorem that we are going to prove is much more useful 
than Theorem 2.1. In fact, Theorem 2.1 is a special case of Theorem 2.2. 
However, we have stated it separately since, Theorem 2.1 is itself a basic tool 
in many applications. 
THEOREM 2.2. Assume that the hypothesis of Theorem 2.1 hold except the 
inequality (2.6) is replaced by 
4) kW, x(t)> + V, x(t)) D-A(t) < g(t, W, x(t)> A(t)) (2.12) 
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for t > t,, and x E EA , where A(t) > 0, is continuous on J, and 
D-A(t) = jii~- inf $ [A(t + h) - A(t)]. 
Then, 
Atto) Wo > xo) G uo 
implies the estimate 
A(t) v(t, x(6 to , xo)) < r(t, to , ~0). 
Proof. We set 
L(t, x(t)) = A(t) v(t, x(t)). 
Lett>t,andxEE”. For sufficiently small h < 0, we have 
L (t + h, x(t) + hf (4 x(t), I:, K(t, s, 4s)) ds)) - L(t, x(t)) 
= V (t + h, x(t) + hf (4 x(t), io W, s, 4s)) ds)) LW + h) - 491 
+ 40 [V (t + h, x(t) + hf (4 4th /IO W, $3 44) ds) j - V, x(t))] 
and, therefore, in view of the assumption (2.12), it follows that 
D--w, x(t)) < go, L(t, x(t))) for t E [to , 4, 
x E E1 , where E1 , in this case, is to be defined with L(t, x) replacing V(t, x) 
in (2.4). It is clear that L(t, x) is locally Lipschitzian in x and thus all the 
assumptions of Theorem 2.1 are satisfied, with L(t, x) in place of V(t, x). The 
conclusion is now immediate from Theorem 2.1. 
SECTION 3. In this section, we shall give sufficient conditions for stability 
and asymptotic stability of the trivial solution of (2.1). 
THEOREM 3.1. Assume that there exist functions V(t, x) and g(t, u) satis- 
fying the following conditions: 
(i) g E C[j x R, , R+] and g(t, 0) = 0, 
(ii) V E C[J x Sp, R,], V(t, 0) = 0, 
V(t, x) is positive definite and locally Lipschitzian in x. 
(iii) for t > to and x E E1 , 
D--V(t, x(t)) $ g(4 V(t, x(t))>. 
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Then, the equistability of the trivial solution of (2.7) implies the equistability of 
the trivial solution of (2.1). 
Proof. Let 0 < E < p and to E J be given. Suppose that the trivial solution 
of (2.7) is equistable. Then, given b(e) > 0, to E J, there exists a 
6 = S(t, , e) > 0 such that whenever us < 6, we have 
44 to 3 %I) < b(E), t 3 to, (3.1) 
where u(t, t, , ,, u ) is any solution of (2.7). Also, because of the positive defini- 
teness of V(t, x), we have 
4 x II) < w 4, (t, x) E J x SP, bEX. (3.2) 
Choose u,, = V(t,  x0). Since V(t, X) is continuous, V(t, 0) = 0, it is possible 
to find a positive function 6, = $(to , E) > 0 such that 11 x,, 11 < 6, and 
V(to , x0) < 6 hold simultaneously. We claim that if 
Assume that this is not true. Then, there exists a solution x(t, to , x0) satis- 
fying the properties 
II a 7 to 9 xo)ll = E? and II x(t, to , xo)ll G E> 
to < t < 42 , t2 E (to 9 td* 
This means that 
because of (3.2). 
Vz , +J> 3 44 (3.3) 
Furthermore, x(t, to , x0) E Sp for t E [to, t,]. Hence, the choice of 
u. = V(t, , x0) and condition (iii) gives, as a consequence of Theorem 2.1, 
the estimate 
W, 44 to, x0)) < r(t, to ,uo), t E [to, &I, (3.4) 
where r(t, to, uu) is the maximal solution of (2.7). Now the relations (3.1), 
(3.3), and (3.4) lead to the contradiction 
b(4 < W2 , dt2 , to , x0)) < r(t2 , to , uo) < W. 
The proof is, therefore, complete. 
The next result is concerned with the asymptotic stability of the trivial 
solution of (2.1) and depends on Theorem 2.2. 
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THEOREM 3.2. Assume that there exist functions V(t, x), g(t, u), and A(t) 
satisfying the following properties: 
(i) A(t) > 0 is continuous for t E J and A(t) + a~ as t -+ CO. 
(ii) g E C[J x R, , R,] and g(t, 0) = 0. 
(iii) V E C[J x Sp, R,], V(t, 0) = 0 and V(t, x) is positive dejnite and 
locally Lipschitxian in x. 
(iv) 4) D-W x(t)) + W, x(t)) D-4 < g(t, W, x(t)) A(t))for t > to 
and x E E.,, . 
Then, if the trivial solution of (2.7) is equistahle, the trivial solution of (2.1) is 
equiasymptotically stable. 
Proof. Let 0 < E < p and to E J be given. Let a = mi+, A(t). By 
assumption (i), o > 0. Since V(t, X) is assumed to be positive definite, there 
exists a function b E X, satisfying 
411 x II) < W 4, (t, 4 E J x SP. (3.5) 
Define pi = ah(c). 
Assume that the trivial solution of (2.7) is equistable, then, for a given 
<I > 0, to E J, there exists a 6 = S(t, , pi) > 0 such that whenever u,, < 8, 
we have 
u(t, to, uo) < El, t 3 to, 
where u(t, to , uo) is any solution of (2.7). Choose u. = A(t,) V(to , x0). Then, 
proceeding as in the proof of Theorem 3.1 with c1 instead of a(E), it is easy 
to prove that the trivial solution of (2.1) is equistable. For E = p, designate 
the number S,(t, , p) by 6, = So(to). Let 11 x0 11 < So so that 11 x(t, to, x0)11 < p, 
t > to because of equistability. Since A(t) -+ co as t + co, there exists a 
number T = T(to , e) such that 
b(4 4) > ~1, t > to + T. 
Now, Theorem 2.2 and the relation (3.5) yield the inequality 
(3.6) 
4) WI x0, to , xo)ll) < A(t) W, x(t, to , xo)) 
< r(t, to ,uo), tato, (3.7) 
where x(t, to, x0) is any solution of (2.1) such that 11 x0 11 < 6,. If there 
exists a sequence {tK}, t, 3 to + T, and t,-+ co as K--+ co, such that 
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for some solution x(t, t, , x0) satisfying 11 x,, jj < So , we then obtain from the 
relation (3.7) the inequality 
which contradicts (3.6). Thus, it is clear, the solution is equiasymptotically 
stable and the proof is complete. 
Another set of conditions sufficient to guarantee uniform-asymptotic 
stability will now be given. 
THEOREM 3.3. Assume that there exists a function V(t, x) satisfying the 
following properties: 
(i) V E C[ J x Sp, R+] and V(t, x) is positive definite, decrescent and 
locally Lipschitzian in x, 
(ii) II-V(t, x(t)) < - C(il x(t)# for t > t, and x E E, , where C E X. 
Then, the trivial solution of (2.1) is unifmmly asymptotically stable. 
Proof. Since V(t, x) is positive definite, and decrescent, there exist 
functions a, b E z%?” which satisfy 
WI x II> G VP, 4 G 41 x II> (4 x) E J x SP. (3.8) 
Let 0 < E < p and to E J be given. Choose 6 = 6(c) > 0, such that 
a(S) < b(e). 
Now, we claim that, if 11 x,, I/ < 6, 
II x(4 to > xo)ll < E* 
WV 
Suppose this is not true, there exists a solution x(t, to , x0) with 1) x0 II < 6 and 
t, > to , such that 
II X@, 7 to 9 xo)ll = E 
and 
II 44 to 9 xo)ll G EP t E [to ,4, 
so that 
Vz > x(4) 2 44 (3.10) 
because of (3.8). 
Furthermore, this means that x(t, to , x0) E Sp for t E [to , t,]. Hence, the 
choice of lco = V(t, , x0) and the condition 
o-v(t, x(t)) < 0 for t>t,, XE&, 
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gives, because of Corollary 2.1, the estimate 
qt, x(t, to , x0)) < wo 9 x0), t E [to 9 &I* (3.11) 
Now the relations (3X), (3.9), (3.10), and (3.11) lead to the contradiction 
44 < w3 > 4, 3 to 7 x0)) G wo > x0> < 4 x0 II) 
< a(S) < b(E). 
This proves uniform stability. To prove uniform asymptotic stability, we have 
still to show that the trivial solution of (2.1) is quasi-uniform asymptotically 
stable. For this purpose, let x(t) = x(t, to , x0) be any solution of (2.1) such 
that x0 E SaO , where 6, = 6r(p). It then follows from uniform stability that 
x(t) E sp, t > to. 
Now let 0 < 7 < 6, be given. Clearly, we have 
&I) G 4~0). 
In view of the assumptions on Q(u), which occurs in the definition of E, , it 
is possible to find a /I = jg(q) > 0 such that 
D(u) > u + /3 if &I) d u < a@,>. (3.12) 
Furthermore, there exists a positive integer N = N(T) satisfying the inequal- 
ity 
WI) + w > 460). (3.13) 
If, for some t 2 to, we have V(t, x(t)) > b(7), it follows that there exists a 
6, = Ss(7) > 0 such that 
II WI 3 63 > 
because of (3.8). This, in turn, implies that 
C(ll4t)lI) 3 Cc&) = 6, * (3.14) 
Obviously, 6, depends on 7. With the positive integer chosen previously, let 
us construct N + 1 numbers tK = tK(tO , v), such that 
totto 9 rl) = to , k+&o 3 7) = MO 3 d + $ - 
3 
It then turns out that 
tx(to,d=ta+K~, 
3 
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and consequently, letting T(T) = N(@l,), we have 
Mto P 7) = to + v?). 
Now, to prove quasi-uniform asymptotic stability, we have to show that 
II 44 to 9 ~o)ll < 7, t 3 to + T(7), 
whenever /I x0 /I < 6, . It is, therefore, sufficient to show that 
v, w < w + (N - m 8, t 3 tK (3.15) 
for K = 0, 1,2,..., N. For K = 0, this result follows from the first part of the 
proof and the choice of N. We wish to prove the desired inequality by induc- 
tion. Suppose that, for some K, we have 
Vs, 44) -==I WI) + (N - K) 8, s > & (3.16) 
and, if possible, 
v(t, +)> Z b(rl) + (N - K - 1) 8, t E ItK 9 tK+ll. 
It then follows that 
b(7) d v, x(t)) <40), t E LtK I tK+ll, 
and, therefore, we derive from (3.12) the inequality 
@vTt, x(t)>) > w, x(t)) + B 
2 WI> + (N - K) B 
> vs, x(s)) for t, < s < t, tE[tK,tK+;I* 
This implies that x(t) E E, for t, < s < t, t E [tK, tK+J; and, consequently, 
we obtain 
V&+1, &+I)) < V(tK, +K)) - ,;; c(ll x(dll) ds 
-=I &I) + (N - K) fl - 83(tK+1 - tK) 
<&)+(N---- l)B 
This absurdity shows that there exists a t* E [tK, tK+J, such that 
V(t*, x(t*)) < b(7) + (N - K - 1) /3. (3.17) 
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Next, we shall show that (3.17) implies that 
w x(t)) < 439 + (N - K - 1) /I, t > t*. 
If this is not true, there exists a t, > t* such that 
WI 9 4td) = 47) + (N - K - 1) 8, 
and for small h < 0, 
Then, we have 
D-V@, , @I)) > 0. (3.18) 
Also, arguing as before, we show that x(t) E E, for t* < s < f, and so 
o-q& ) x(Q) < - 6, < 0. 
This contradicts (3.18) and establishes 
m 40) < X7)) + (N - K - 1) /% t 3 t,+, - 
The proof of the theorem is complete. 
Remark. The proof of the above theorem is adapted from the proof of a 
similar theorem in functional differential equations (see Driver [3]). Observe 
that it is more constructive than earlier proofs of Krasovskii [2] and Driver [3]. 
EXAMPLE. Consider the linear integro-differential equation 
x’(t) = - ax(t) + 11, K(t, s) x(s) ds, 
where K E C[J x j, R,]. 
Take 
a > 0, (3.19) 
qt, x) = A(t) Iqt, x) = eDtx2, a > 0. 
Then the subset EA is given by 
EA = [x E C[J, R] : x2(s) eas < x2(t) eat, t > t,]. 
4=‘9/3”/2-14 
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Hence, 
D-L(t, x(t)) = cieatx2(t) + 2x(t) [- ax(t) + j:, K(t, s) x(s) ds] eat 
< L(t, x(t)) [a - 2a + 2 ,I0 qt, s) e(a’2)(t-+) ds] . 
We wish to apply Theorem 3.2 with g = 0, which implies that 
s t 2a - (Y K(t, s) e(rr/ )(t-s) ds <- . to 2 
This shows, from Theorem 3.2, that the trivial solution of (3.19) is expo- 
nentially asymptotically stable. Since ~1 is arbitrary, letting 01+ 0, the condi- 
tion (3.20) reduces to 
I 
t 
K(t, s) ds < a, 
to 
which is a sufficient condition for uniform stability of the trivial solution of 
(3.19) by Theorem 3.1. 
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