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Abstract
In this paper we deal with the problem of designing virtual path layouts in ATM networks
when the hop-count is given and the load has to be minimized. We 9rst prove a lower bound
for networks with arbitrary topology and arbitrary set of connection requests. This result is then
applied to derive lower bounds for the following settings: (i) one-to-all (one node has to be
connected to all other nodes of the network) in arbitrary networks; (ii) all-to-all (each node
has to be connected to all other nodes in the network) in several classes of networks, including
planar and k-separable networks and networks of bounded genus. We 9nally study the all-to-all
setting on two-dimensional meshes and we design a virtual path layout for this problem. When
the hop-count and the network degree are bounded by constants, our results show that the upper
bounds proposed in this paper for the one-to-all problem in arbitrary networks and for the
all-to-all problem in two-dimensional mesh networks are asymptotically optimal. Moreover, the
general lower bound shows that the algorithm proposed in Gerstel (Ph.D. Thesis, Technion-Haifa,
Israel, 1995) for the all-to-all problem in k-separable networks is also asymptotically optimal.
The upper bound for mesh networks also shows that the lower bound presented in this paper
for the all-to-all problem in planar networks is asymptotically tight. c© 2002 Elsevier Science
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1. Introduction
Asynchronous transfer mode (ATM) ([16, 4, 8]) is the most common network proto-
col under consideration for the very fast broadband integrated service digital networks
of the future (B-ISDN). Due to this fact it has been studied intensively in the recent
past.
In ATM, the transfer of data is based on packets of 9xed length, called cells; in order
to achieve the stringent transfer rate requirements, cell routing must be accomplished
by dedicated hardware implementing very simple algorithms.
If we describe the physical network through a graph G=(V; E), where V represents
the set of switches and end-users, and E represents that of the physical links, an ATM
routing scheme is based on two types of predetermined routes in G: virtual paths and
virtual channels. Virtual paths are simple paths in the network, while virtual channels
are obtained from the concatenation of a certain number of virtual paths, so that each
of them may bundle together several virtual channels sharing parts of their routes. A
connection pattern is a set of pairs of nodes in the network; each node of the pair
represents an end-user, the two nodes of the pair have to be connected by a virtual
channel.
In order to transfer data along a virtual channel, each cell header contains two routing
labels, respectively, named virtual path identi(er (VPI) and virtual channel identi(er
(VCI), while each node in the network contains two routing tables, the virtual path
table (VP table) and virtual channel table (VC table), respectively. The VPI and the
VCI are used as indexes to the corresponding tables in order to identify the next
link of the physical network the cell has to be routed on. In particular, routing is
hierarchical, in the sense that it is performed according to the VPI, in an essentially
hardware fashion, except when this has a conventional NULL value: in this case, the
VCI is used to index the VC table; this operation can be much slower, having to be
performed in a software fashion in realistic networks. The idea behind is that routing is
performed according to the VPI in most of the nodes a cell traverses, thus being faster
then in conventional networks, where more elaborate processing, involving software, is
normally needed. An example of virtual path layout is presented in Fig. 1.
Given a network and a connection pattern, the general virtual path layout problem
is that of de9ning the set of virtual paths in such a way that certain properties are
achieved:
1. the number of virtual paths using the same physical link, denoted as load in what
follows, should be kept as low as possible, so as not to exceed the capacity of the
routing tables, which is 9xed by the ATM protocol, and in order to allow a possibly
fast recovery from faults;
2. the maximum number of virtual paths in a virtual channel, denoted as hop count
in what follows, should be kept as low as possible, so as to guarantee low set up
times for the virtual channels and low end-to-end latencies.
Particular cases of this problem have been extensively studied. They are the one-
to-all virtual path layout, VPL1−a in the following, where a single node has to be
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Fig. 1. A virtual path layout.
connected to all other nodes in the network, and the all-to-all virtual path layout,
VPLa−a in what follows, where a connection has to be established between each pair
of nodes in the network.
Both these problems are of great practical relevance. In particular, VPL1−a models the
problem of setting up virtual path layouts in client-server networks, where data Nows
from a single source, the server, to multiple destinations, the clients, and viceversa
[17]. As to VPLa−a, it represents the worst possible connection pattern in terms of the
number of connections to serve and therefore the most critical with respect to the load.
The corresponding decision problem, which asks whether a system of virtual paths
with given maximum hop count and load exists, has been shown to be NP-complete for
arbitrary network topologies already in the one-to-all case (see [6, 12] for a complete
characterization).
Polynomial algorithms have been proposed for some common networks in [3; 2; 10;
11].
In particular, VPL1−a is studied in chain networks in [10], while VPLa−a in the
same network is considered in [3, 2, 10, 11]. Both problems are also studied for tree
networks and two-dimensional meshes in [2, 3, 10]. In these papers both upper and
lower bounds for the above problems are proposed; upper bounds are asymptotically
optimal for chains and for tree networks, when the maximum degree and the hop-count
are bounded by constants.
In [2, 10], an algorithm for VPLa−a in k-separable networks is proposed. We prove
in Section 4 that this algorithm is asymptotically optimal when the hop-count and the
network degree are bounded by constants.
In [9], the problem of minimizing the load while preserving a good fault tolerance
is addressed with respect to complete graphs.
In [14, 21] the problem is investigated from a diOerent point of view: the load
is 9xed, while the hop count has to be minimized. In particular, in [14] the authors
derive a lower bound for the hop count with respect to arbitrary network topologies and
design virtual path layouts for mesh and chain networks; the proposed upper bounds
are asymptotically optimal when the network degree is bounded by a constant.
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It is worthwhile noting that our approach and the one presented in [14, 21] are
equivalent. In particular, the general lower bound obtained in [14] can be reverted to
yield a lower bound for the case in which the hop-count is 9xed and the load has to
be minimized. However, applied to the setting we are considering, this lower bound is
not so sharp as the one obtained in this paper.
As to the model we consider and as far as lower bounds are concerned, the only
results known to the authors so far concern chain, ring and tree networks (see [23] for
a recent survey about the state of the art).
This paper is organized as follows: in Section 2 the problem is modelled from the
graph-theoretical point of view.
In Section 3 a general lower bound for the virtual path layout problem, with respect
to arbitrary connection patterns and networks is derived. This result depends on both
the network topology and the connection pattern. The general result is then applied to
derive lower bounds for both VPL1−a and VPLa−a in some cases of interest (Section 4).
In particular, we derive a lower bound for VPL1−a in arbitrary networks (which is also
a lower bound for VPLa−a) and we obtain speci9c lower bounds for VPLa−a in some
important classes of networks, among which are planar and k-separable networks and
networks of bounded genus. It follows from our result that, if the hop-count and the
network degree are bounded by constants, an asymptotically optimal algorithm exists for
VPL1−a in general networks. This algorithm is easily derivable from the one proposed
in [3, 10] for tree networks.
In Section 5 we 9rst characterize the cost of VPLa−a in two-dimensional mesh net-
works and we then design a layout for this problem, which is asymptotically optimal
when the hop-count is bounded by a constant. This proves that the lower bound ob-
tained for planar networks is asymptotically tight.
Finally, in Section 6, we draw some conclusions by summarizing and commenting
the results obtained in the paper.
2. The mathematical model
An instance of the virtual path layout problem can be described by a triple (G;U; h),
where G=(V; E) is a connected graph representing the physical network, with V repre-
senting the set of network switches and end-users and E modelling the set of physical
links; U ⊆V×V is a set connection requests; h is a positive integer denoting the
maximum hop count.
The following de9nitions formalize the concept of virtual path layout:
Denition 1. A virtual path layout  for (G;U; h) is a pair (G; I), where: G is
a graph (V; E) such that for each (p; q)∈U there exists at least one simple path of
length at most h in G connecting p and q and I :E→S(G), where S(G) is the
set of simple paths in G, is an injective function assigning to each edge (p; q)∈E a
simple path in G connecting p to q.
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Denition 2. For any virtual path layout  for (G;U; h), a simple path  in G is called
a virtual path, if and only if an edge e∈E exists such that = I(e).
Denition 3. For any virtual path layout  for (G;U; h), a simple path  in G is
called a virtual channel if and only if it connects any pair of nodes p and q such that
(p; q)∈U .
Notice that any virtual channel connecting p and q can also be considered as a, not
necessarily simple, path from p to q in G.
Denition 4. For any link l∈E, the load of l with respect to any virtual path layout
 for (G;U; h) is L(l)= |{e∈E | l∈ I(e)}|.
Denition 5. The load of any virtual path layout  for (G;U; h) is L= maxl∈E{L
(l)}.
As stated above, in this paper we consider the speci9c problem which, given (G;U;
h), asks for a virtual path layout  with minimum load. In particular, we concentrate
on the following subproblems:
• the one-to-all virtual path layout problem, VPL1−a, where a single node has to be
connected to all other nodes in the graph, that is U = {p}×V , for some p∈V . In
what follows an instance of the VPL1−a will be simply denoted by (G; {v}; h);
• the all-to-all virtual path layout problem, VPLa−a, where all pairs of nodes in the
graph have to be connected, that is U =V×V . In what follows an instance of the
VPLa−a will be simply denoted by (G; h).
3. Lower bounds for general networks
In this section we derive a general lower bound for the load in the virtual path
layout problem, which holds for arbitrary networks and connection patterns.
In what follows, given any graph G=(V; E); (G) denotes its maximum degree. 1
For any instance (G;U; h) of the virtual path layout problem, let C ⊆E be an edge-
cut which induces a partition (V1; V2) of V , i.e. (u; v)∈C if and only if (u; v)∈E,
with u∈V1 and v∈V2. Let NC be the number of pairs (p; q)∈U such that p∈V1 and
q∈V2.
Lemma 3.1. For any (G;U; h) and any virtual path layout  for (G;U; h) with load
L; at most (h(L)h+1 + 1)=(L − 1)2 virtual channels of  may include the same
virtual path.
1 In order to simplify the notation, L and  are used instead of L and (G) whenever possible.
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Proof. Let j be a virtual path of . The maximum number of virtual channels in-
cluding j can be derived as follows:
1. for any k and for any i, k6h, 16i6k; j appears as the ith virtual path in at
most (L)i−1 · (L)k−i =(L)k−1 virtual channels of length k. In fact, let pj and
qj be the endpoints of j. Node pj is the endpoint of at most L virtual paths of
 diOerent from j. By iterating this consideration i − 1 times, at most (L)i−1
diOerent simple paths of length i − 1 exist in G which are rooted at pj. In the
same way it is possible to see that at most (L)k−i diOerent simple paths of length
k − i exist in G which are rooted at qj, thus proving the assumption;
2. consequently, the maximum number of virtual channels of length equal to k includ-
ing j is Ck6
∑k
i=1(L)
k−1 = k(L)k−1;
3. 9nally, the maximum number of virtual channels of length at most h including j
is
Ch6
h∑
k=1
Ck =
h∑
k=1
k(L)k−1 =
h∑
k=0
k(L)k−1
=¡
h(L)h+1
(L− 1)2 ;
which proves the lemma.
Let us now derive the general lower bound:
Theorem 3.1. For any instance (G;U; h) of the virtual path layout problem and any
virtual path layout  for (G;U; h); if C is an edge-cut that separates NC pairs in U;
then L¿(0:7=) h
√
=4NC=|C|:
Proof. Let us 9rst derive the maximum number Ch(e) of virtual channels of length at
most h in G that include the same physical edge e in G. By Lemma 3.1 and since e
is included in at most L virtual paths
Ch(e)6LCh ¡ L
h(L)h+1
(L− 1)2 =
L

h(L)h+1
(L− 1)2 :
Since L¿2 in all cases of practical relevance, we have L− 1¿L=2 and
Ch(e)6
4

h(L)h+1
L
¡
4

h(L)h = 4hh−1Lh:
Given any edge-cut C for G, the number of virtual channels which are disconnected
by C is then bounded by
∑
e∈C Ch(e)¡|C|4hh−1Lh. Since NC pairs in U are separated
by C, the following inequality must hold: |C|4hh−1Lh¿NC , which implies that for
at least one edge e of G, L(e)¿1= h
√
=4hNC=|C|. Finally, since 0:7¡ h
√
1=h61, the
thesis follows.
This result suggests a technique for deriving lower bounds for the virtual path layout
problem. In fact, using the general lower bound presented in this section, the problem
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becomes the one of 9nding an edge-cut that disconnects the graph into two parts
and such that the ratio of the number of edges removed to that of the disconnected
pairs is minimized. This approach is particularly interesting for VPL1−a and VPLa−a.
In the former case, it allows us to derive a lower bound which holds for arbitrary
networks (see Section 4.1), while in the latter we can derive lower bounds for many
classes of networks, including networks of practical relevance, using edge-separators
(see Section 4.2). Finally, we notice that NC=|C| is also known as an edge expanding
factor [19, 20].
4. Some consequences of the general lower bound
In this section, the general lower bound derived in Section 3 is applied to derive
more speci9c lower bounds for VPL1−a in arbitrary networks and for VPLa−a in some
important classes of networks. To the latter purpose we use some results on edge
separators. As to the former result, it allows us to state that a straightforward algorithm
for VPL1−a in arbitrary networks is asymptotically optimal when the network degree
and the hop-count are bounded by constants.
4.1. One-to-all in general networks
As an immediate corollary of Theorem 3.1 it is possible to derive the following
lower bound for VPL1−a, which obviously applies to VPLa−a as well.
Corollary 4.1. For any instance (G; {v}; h) of VPL1−a and for any virtual path layout
 for (G; {v}; h); L¿0:7= h
√
(|V | − 1)=4
Proof. Take C as the set of edges incident to v. In this case |C|6 and NC = |V |−1.
Let us now derive a simple algorithm which solves any instance (G; {v}; h) of
VPL1−a. To this purpose, we use the algorithm proposed in [3] for optimal VPL1−a
in tree networks as a subroutine. For any n-vertex tree network of maximum degree 
and for any 9xed value h of the hop-count, this algorithm yields a virtual path layout
with load at most h h
√
n, as shown in [10].
Our algorithm works as follows:
Algorithm GenVPL1−a
Input: G; v; h
1. Find a spanning tree in G rooted at v
2. Solve the instance (TG; {v}; h) of VPL1−a using the optimal algorithm presented
in [3].
Corollary 4.2. For any n-vertex network G of degree ; any root node v and for any
(xed value h of the hop-count; algorithm GenVPL1−a solves the instance (G; {v}; h)
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of VPL1−a with load at most h h
√
n; when  and h are bounded by constants; the upper
bound is asymptotically tight.
Proof. The load is exactly the same as that guaranteed by the algorithm proposed in
[3] for tree networks. This fact and Corollary 4.1 imply that the load is asymptotically
optimal when  and h are bounded by constants.
Observe that the lower bound presented in Corollary 4.1 is obviously also a lower
bound for VPLa−a in arbitrary networks. The only other lower bound known to the
authors for VPLa−a in general networks is the one presented in [14], which refers
to the case when the load is 9xed while the hop-count has to be minimized. This
bound is asymptotically worse than the one derived in Corollary 4.1 in the case we
are considering, when h is 9xed and L has to be minimized.
4.2. Lower bounds for VPLa−a in some common classes of networks
We 9rst give the following de9nitions.
Denition 6 (Di ks et al: [5]): Given an n-vertex graph G, G has an f(n)-edge
separator if there exists a set C of edges and a partition of the vertices into two
sets A and B, such that |C|6f(n), |A|; |B|62n=3 and each edge joining a vertex in A
to a vertex in B belongs to C.
Denition 7 (Leighton [15]): The bisection width of a graph G=(V; E) is the mini-
mum number of edges which have to be removed in order to disconnect G into two
halves with same (within one) number of vertices.
Observe that the de9nition of edge-separator implies that |A|; |B|¿n=3.
Planar graphs. In deriving a lower bound for the load of VPLa−a in planar networks,
we rely on the following result:
Theorem 4.1 (Diks et al. [5]). Let G be an n-vertex planar graph of maximum de-
gree . Then G has an edge separator of size bounded by 2
√
2n.
The next theorem is an immediate consequence of Theorems 4.1 and 3.1.
Theorem 4.2. For any instance (G; h) of VPLa−a; where G=(V; E) is an n-vertex
planar graph; and for any virtual path layout for (G; h); L=&(1= h
√
1=2n3=2). In
particular; L=&( 2h
√
n3) when  is bounded by a constant.
Proof. The theorem follows directly from the application of Theorems 3.1 and 4.1.
In fact, in the case of planar graphs Theorem 4.1 implies |C|62√2n, while the
de9nition of separator implies that NC¿n2=9.
A tighter bound holds when the graph is outerplanar. We recall that a graph is
outerplanar if it has a planar embedding with all vertices on the exterior face. The
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result of Heath for the two-page embedding of outerplanar graphs [13] implies that
there exist outerplanar graphs with bisection width O(1). This allows us to state
Theorem 4.3. There exists an outerplanar graph G such that; for any instance (G; h)
of VPLa−a; and for any virtual path layout for (G; h); L=&(1= h
√
n2).
Graphs with bounded genus. A result similar to that obtained for planar graphs can be
obtained for graphs of bounded genus (see [22, 20]). The genus of a graph is the mini-
mum number of handles that must be added to a sphere so that the
graph can be embedded with no crossing edges. Let g be the genus of an n-vertex
graph G=(V; E) and let  be its maximum degree. Furthermore, let the vertices of
G have weights summing to 1 and such that no weight exceeds 23 . Finally, for any
X ⊆V , let weight(X ) denote the sum of the weights of vertices to X .
The following result holds
Theorem 4.4 (Sykora and Vrto [22]). Given an n-vertex graph G=(V; E) of genus g;
there exist a partition of V into sets A; B and a set D of edges such that weight(A);
weight(B)62=3; |D|65√3gn and every edge between nodes in A and B belongs
to D.
If we assign each vertex in G the same weight 1=n, Theorem 4.4 can be restated
this way:
Proposition 4.1. Given an n-vertex graph G=(V; E) of genus g; there exist a partition
of V into sets A; B and a set D of edges such that |A|; |B|62=3n; |D|65√3gn and
every edge between nodes in A and B belongs to D.
Proof. Since, from Theorem 4.4, weight(A); weight(B)6 23 and each vertex in V has
weight 1=n; the thesis follows immediately.
Theorems 3.1 and 4.1 straightforwardly imply the following result.
Theorem 4.5. For any instance (G; h) of VPLa−a; where G is an n-vertex graph of
genus g and for any virtual path layout  for (G; h); L=&(1= h
√
(1=2n3=2=g1=2)). In
particular; L=&( 2h
√
n3) when  and g are bounded by constants.
Proof. The proof goes the same way as for planar graphs, the separator C is in this
case that of Theorem 4.1 and has therefore size |C|65√3gn, while |A|; |B|62=3n
imply |A|; |B|¿n=3 and hence NC¿n2=9.
The same (asymptotic) bound can be obtained using the result for the edge forward-
ing index in graphs of bounded genus contained in [20].
Graphs with bounded tree-width. We consider the important class of the graphs with
bounded tree-width, also said k-separable. This class includes many popular topologies,
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such as arrays, rings, trees and trees of rings, and is consequently of great theoretical
and practical interest. Let us 9rst recall a few basic de9nitions ([1]):
Denition 8. A tree decomposition of a graph G=(V; E) is a pair (X; T ), where
X={Xp |p∈VT} is a family of subsets of V , one for each node of the tree T=(VT ; ET ),
such that:
• ⋃p∈VT Xp=V ;
• for all edges (u; w)∈E, there exists a node p∈VT with v; w∈Xp;
• for all p; q; r ∈VT : if q is on the path from p to r in T , then Xp ∩Xr ⊆Xq.
Denition 9. Given a graph G and a tree-decomposition (X; T ) for G, the width of
(X; T ) is de9ned as maxp∈VT {|Xp| − 1}. The tree-width of G is the minimum width
over all tree-decompositions of G.
The following theorem holds for graphs with bounded tree-width (see [1]):
Theorem 4.6. For any n-vertex graph G=(V; E) with tree-width at most k; there
exists a node separator F for G; such that |F |6k+1 and F breaks G into connected
components whose size is not greater than 12 (n− k).
It is now possible to state the following lemma:
Lemma 4.1. For any n-vertex graph G=(V; E) with tree-width at most k and degree
; there exists an edge-cut C for G; such that |C|6(k+1) and C separates at least
¿ 112 (n− k)2 pairs of nodes in G.
Proof. By Theorem 4.6 and since the tree-width of G is bounded by k, there exists a
node separator F such that |F |6k+1. Let us assume that G is broken by F into l con-
nected components Gi =(Vi; Ei); i=1; : : : ; l. Let m= maxi=1;:::;l{s∈N | |Vi|61=s(n −
k)}. By Theorem 4.6, s¿2. We consider two diOerent cases:
1. m=2, then for at least one i∈{1; : : : ; l}, |Vi|¿ 13 (n−k). Choose A=Vi and B=V−
A, thus 13 (n− k)¡|A|6 12 (n− k) and therefore 12 (n− k)6|B|6 23 (n− k).
Consequently at least one edge cut C will exist of size at most |F |6(k + 1),
such that C separates at least 13 (n− k) · 12 (n− k)= 16 (n− k)2 pairs (p; q) in G with
p∈A and q∈B.
2. m¿3, then choose A as the smallest subset of V obtained by the union of subsets
in {V1; : : : ; Vl} and such that |A|¿ 12 (n− k).
Note that, since in this case |Vi|6 13 (n−k), ∀ 16i6l, |A|6 12 (n−k)+13 (n−k)= 56 (n−
k). Thus, if we set B=V − A, |A|¿ 12 (n− k) and |B|¿ 16 (n− k) for all m¿3.
By the same reasoning followed for the case m=2, it is possible to conclude that
there exists at least an edge-cut C for G, such that |C|=|F |6(k + 1) and C
separates at least 112 (n − k)2 pairs (p; q) in G with p∈A and q∈B, thus proving
the lemma.
The next theorem is an immediate consequence of Lemma 4.1 and of Theorem 3.1.
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Theorem 4.7. Given any instance (G; h) of VPLa−a; where G=(V; E) is an n-vertex
graph with bounded tree-width at most k; and for any virtual path layout for (G; h);
L = &
(
1

h
√
n2
)
:
Proof. From Lemma 4.1, we can apply Theorem 3.1 with |C|6k+1 and NC¿ 112 (n−
k)2. The claim then follows immediately.
Theorem 4.7 also proves that the algorithm proposed in [2] and [10] for VPLa−a in
networks with bounded tree-width is asymptotically optimal when the hop-count and
the degree are bounded by constants.
Some common interconnection networks. We consider here some popular topologies
that are of interest in parallel and distributed computing. We only give the formal def-
inition of the r-dimensional N -sided array, since this is necessary to the presentation
of our results. The reader can refer to [18, 15] for the de9nitions of the other graphs
considered in this section. Since the results presented here are straightforward applica-
tions of Theorem 3.1 we only give a proof for the 9rst one, the others being proved
exactly the same way.
An r-dimensional N -sided array [15] has n=Nr vertices. Each vertex corresponds
to an N -ary r-vector, (v1; : : : ; vr), where 16ij6N , for every j=1; : : : ; r. Two vertices
share an edge if they diOer in exactly one coordinate and the absolute value in the
diOerence in that coordinate is 1.
It is well known [15] that the bisection width of the r-dimensional N -sided array is
O(Nr−1) in general (exactly Nr−1 when N is even) and that the degree of any vertex
is between r and 2r. This allows us to state the following.
Theorem 4.8. Given any instance (G; h) of VPLa−a; where G is the r-dimensional;
N -sided array and for any virtual path layout for (G; h);
L = &
(
1
r
h
√
rN r−1
)
:
Proof. The result follows from Theorem 3.1, recalling that in this case we have NC =
&(N 2r−2), r662r and |C|=O(Nr−1).
In the particular case N =2 we have the r-dimensional hypercube
Corollary 4.3. Given any instance (G; h) of VPLa−a; where G is the r-dimensional
hypercube and for any virtual path layout for (G; h);
L = &
(
1
r
h
√
r2r−1
)
:
A slightly better bound (&(1=r h
√√
r2r)) can be obtained from the results of [19] for
the vertex expanding factor in the hypercube ([19, 20]), considering its relationship to
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the edge expanding factor. It is interesting to notice that the large bisection width of
these networks causes the lower bound to decrease, so that it eventually becomes O(1)
as h becomes &(r logr N ).
Let us now turn to the butterAy, the cube-connected-cycles and the shuBe-exchange
graphs. These networks are all derived from the hypercube and all have bisection
width -(n= log n), if n denotes the number of vertices. Furthermore, =4 for the
butterNy and the cube-connected-cycles, =3 in the shuQe-exchange. These graphs,
their de9nitions and properties are fully addressed in [15].
Theorem 4.9. Given any instance (G; h) of VPLa−a; where G is either the n-vertex
butterAy; cube-connected-cycles or shuBe-exchange network and for any virtual path
layout for (G; h);
L = &( h
√
n log n):
The best bisection width of the n-vertex De Bruijn graph [18] is at most 4n= log n
and tends asymptotically to 2 ln(2)n= log n [7]. For the Kautz graph [18] we have
that it is O(n= log n). For both graphs we have =4. This allows us to
state:
Theorem 4.10. Given any instance (G; h) of VPLa−a; where G is either the n-vertex
De Bruijn or Kautz graph and for any virtual path layout for (G; h);
L = &( h
√
n log n):
5. Virtual path layout in mesh networks
In this section we provide a virtual path layout for VPLa−a in two-dimensional mesh
networks.
Let us 9rst prove the following lower bound:
Theorem 5.1. For any instance (M; h) of VPLa−a; where M is an n1× n2 mesh; and
for any virtual path layout for (M; h);
L = &
(
h
√
max{n1; n2}2 ·min{n1; n2}
h
)
:
In particular; if n1 = n2 = n and h is bounded by a constant then L=&(
h
√
n3).
Proof. W.l.o.g., let us assume n16n2. In Theorem 3.1, choose C as the set of edges
between the n2=2th and the (n2=2 + 1)th columns. Consequently, |C|= n1 and
NC = n21n2=2n2=2, thus proving the theorem.
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Fig. 2. One-to-all from representative nodes (a) and projection of representative nodes onto the leftmost (or
rightmost) column of M .
Notice that this lower bound is asymptotically the same as the general lower bound
for planar networks of bounded degree.
Let us now consider the problem of constructing eOective virtual path layouts for
mesh networks. The layout we propose is asymptotically optimal, with respect to the
load, when h is bounded by a constant. This shows that there exist planar graphs for
which the lower bound derived in Section 4 is asymptotically tight, when h is bounded
by a constant.
For the sake of simplicity, in the following we consider n× n meshes; the construc-
tion can be easily extended to rectangular ones. Furthermore, in what follows, given
any two-dimensional mesh M , vM (i; j) denotes the node at the intersection of the ith
row and the jth column. For simplicity of notation, we write v(i; j) when M is clear
from the context.
The algorithm works in two phases (see Fig. 2(a) and (b)). In the 9rst phase M
is partitioned into n submeshes of size
√
n×√n, on each of which a VPL1−a from
a certain node (termed representative in the following) is de9ned, with hop-count at
most h=3 and load bounded above from h=3 h
√
n3. This can be done using Algorithm 4.1
of Section 4. In the second phase a VPLa−a restricted to the set of representatives is
de9ned, with hop-count at most h3 and load bounded by (h=3 + 2)
h
√
n3. From the
combination of these two layouts a VPLa−a on M with hop-count at most h and load
bounded by 62(h=3 + 1) h
√
n3 results.
VPLa−a restricted to the set of representatives is solved by reduction to the instance
(M;U; h=3) of the virtual path layout problem, where U = {v(i; 1) | 16i6n}×{v(j; n) |
16j6n}, that is, to the problem of connecting each node in the leftmost column of
M to all nodes in the rightmost column in at most h=3 hops. A virtual path layout for
the above problem with hop-count h is described in the next lemma.
Lemma 5.1. For any instance (M;U; h); where M is an n× n mesh and U = {vM (i; 1) |
16i6n}×{vM (j; n) | 16j6n}; there is a virtual path layout such that L6h h
√
n.
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Fig. 3. Block decomposition on a 16× 16 mesh.
Proof. For the sake of simplicity, we assume that n1=h and n=h are integers. 2 It is
possible to remove this assumption at the expense of an increased complexity in the
notation.
The virtual path layout is organized in a butterNy-like structure, according to the
scheme illustrated below.
M is 9rst divided into partially overlapping submeshes, denoted as superblocks in
what follows. Each superblock S(r; t), for t=1; : : : ; h and r=1; : : : ; n(t−1)=h, is de-
scribed as the intersection of a subset of the columns of M with a subset of its rows.
More precisely, nodes in S(r; t) belong to columns (t − 1)n=h+ 1; : : : ; tn=h+ 1 if t¡h,
(t − 1)n=h+1; : : : ; tn=h otherwise; furthermore, they belong to rows (r− 1)n1−(t−1)=h +
1; : : : ; rn1−(t−1)=h. In the following w(t) denotes the width of S(r; t), that is, w(t)= n=h+
1 for t¡h, w(t)= n=h otherwise.
Each superblock S(r; t) is uniquely partitioned into n1=h non-overlapping submeshes,
named blocks. Each block has size n1−t=h×w(t) and is denoted by B(r; t; k),
k =1; : : : ; n1=h. It is worth noting that, for any t¡h and k =1; : : : ; n1=h, B(r; t; k) contains
exactly the same rows as S(‘(r; k); t+1), where ‘(r; k)= (r− 1)n1=h+ k. Furthermore,
the rightmost column of B(r; t; k) and the leftmost column of S(‘(r; k); t + 1) overlap.
Sample decompositions of a 16× 16 mesh in blocks and superblocks are shown in
Figs. 3 and 4, respectively.
Considered any superblock S(r; t) and one of its blocks B(r; t; k), vB(r; t; k)(i; 1), 16i6
n1−t=h, is the generical node belonging to the leftmost column of B(r; t; k), while
vB(r; t; k)(i; w(t)) is any node on the rightmost column.
2 It is su%cient to assume that n= (kh)x=h for integers k and x. This does not prevent h from being
constant, since x may be variable.
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Fig. 4. Superblock decomposition on a 16× 16 mesh.
For each vB(r; t; k)(i; 1) we de9ne the set of its partners as {vB(r; t; l)(i; w(t)); 16l6
n1=h}, that is, as the set of nodes v(i; w(t)), for each block B(r; t; l) in S(r; t).
For each block B(r; t; k) we introduce a virtual path between node v(i; 1) and each
of its partners. Virtual paths are spread uniformly in S(r; t) as follows: the virtual path
connecting vB(r; t; k)(i; 1) to its partner vB(r; t; l)(i; w(t)) is the concatenation of a horizontal
path from vB(r; t; k)(i; 1) to node v(i; ((k − 1)n1−(t=h) + i− 1)modw(t)) of B(r; t; k), of a
vertical path from this to node v(i; ((k − 1)(n1−(t=h)) + (i − 1))modw(t)) of B(r; t; l)
and, 9nally, of a horizontal path from this node to vB(r; t; l)(i; w(t)). In this way the
virtual path is entirely contained in S(r; t).
We now prove that, by means of such a virtual path layout, it is possible to connect
any node v(p; 1) in the leftmost column of M to any node v(q; n) in its rightmost
column in at most h hops, i.e. we prove that there exists a sequence m1; m2; : : : ; mh+1
of nodes of M , such that m1 = v(p; 1), mh+1 = v(q; n), and, for each 16j6h, mj and
mj+1 are connected by a virtual path.
Assume, by induction, that node mj is on the leftmost column of some superblock
S(r; t) which is traversed by row q. This is clearly true for j=1. In fact, in this case
row q certainly intersects the unique superblock S(1; 1). From the induction hypothesis,
there must exist a block B(r; t; k) in S(r; t), which is traversed by row q. Let mj+1 be
the unique partner of mj in B(r; t; k); then, by construction, there exists a virtual path
connecting mj and mj+1.
Notice that, in the 9nal step, the unique block B(r; h; k) traversed by row q has size
1× n=h by construction. This implies that its rightmost node, i.e. the selected partner
of mh must indeed be mh+1 = v(q; n).
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Fig. 5. Virtual channels from m1;1 on a 16× 16 mesh.
In Fig. 5 the set of virtual channels resulting from the above construction and con-
necting node v(1; 1) with all nodes on the rightmost column on a 16× 16 mesh are
shown.
As to the load, observe that, since by construction no virtual path spans diOerent
superblocks, the maximum load can be derived by separately considering the sets of vir-
tual paths in each superblock. Let us consider a generical superblock
S(r; t).
The load on the edges of S(r; t) is distributed as follows:
1. Horizontal edges: the maximum number of virtual paths containing the same hori-
zontal edge is bounded by 2 · n1=h, where n1=h is the number of blocks
in S(r; t).
2. Vertical edges: since virtual paths are spread uniformly onto the columns of the
S(r; t), the maximum number of virtual paths containing the same vertical edge is
bounded by
n(h−t+1)=h · n1=h
w(t)
6h
n(h−t+1)=h · n1=h
n
= hn−(t−2)=h:
Consequently, the maximum load may be on some vertical edge in S(1; 1) and is
bounded by h h
√
n, thus proving the lemma.
We can now prove the following result:
Theorem 5.2. For any instance (M; h) of VPLa−a; where M is a n× n mesh; there is
a virtual path layout for (M; h) such that L62((h=3) + 1) h
√
n3. When h is constant
the load is asymptotically optimal.
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Proof. We 9rst describe the characteristics of the virtual path layout, we then prove
its correctness and we 9nally analyze its performance in terms of load. For the sake
of simplicity, we assume that
√
n is an integer.
M is 9rst partitioned into n square submeshes of size
√
n×√n. A representative
node is then chosen in each submesh and locally connected to all other nodes in at
most h=3 hops. Finally, all representatives are connected to each other by at most h=3
hops.
More in detail, M is partitioned into a chessboard, where each square is a submesh
Mi; j of size
√
n×√n. Nodes in Mi; j are those at the intersection of rows (i−1)
√
n+1
through i
√
n with columns (j− 1)√n+ 1 through j√n+ 1. Node vMi; j (1; 1) is chosen
as the representative of Mi; j and is denoted as ri; j. For each submesh Mi; j VPL1−a
(Mi; j; v(1; 1); h=3) is then solved using algorithm 4:1 of Section 4. From Corollary 4.2,
the resulting virtual path layout has load not exceeding h=3 h
√
n3 and is therefore asymp-
totically optimal when h is bounded by a constant.
Let us now consider the problem of connecting all representatives to each other in
at most h=3 hops.
This problem can be reduced to that of connecting each node in the leftmost column
of M to all nodes in its rightmost column by the same number of hops, that is to the in-
stance (M;U; h=3) of the virtual path layout problem, where U = {vM (i; 1) | 16i6n}×
{vM (j; n) | 16j6n}; by simply connecting each ri; j to a pair of nodes, respectively on
the rightmost and leftmost column of M . This can be done in the following way:
We 9rst connect the representative ri; j of each Mi; j to the node v((i − 1)
√
n+ j; 1)
on the leftmost column of M by a simple path, in such a way that the chosen paths are
mutually edge-disjoint, in the way illustrated in Fig. 2(b); we then do the same with
respect to the rightmost column of M (the construction is only given for the former
case, since it is symmetrical for the latter).
ri; j is connected to v((i − 1)
√
n + j; 1) through a simple path obtained as the con-
catenation of the vertical path from ri; j to node v((i − 1)
√
n + j; (j − 1)√n) of M
and of the horizontal path from this to v((i− 1)√n+ j; 1). Since any two consecutive
representatives in the same column are separated by
√
n − 1 rows and exactly √n
representatives appear in the same row of M , the chosen paths are, by construction,
mutually edge-disjoint.
In a quite similar way it is possible to connect each representative node ri; j to a
diOerent node on the rightmost column of M by a set of mutually edge-disjoint simple
paths.
Let  be any layout solving (M;U; h=3), with U de9ned as above:  can be modi9ed
as follows: for any node u in the leftmost (resp., rightmost) column of M , let ri; j be the
corresponding representative and let  be the simple path connecting them, according to
the construction given above. For each virtual path  in  incident to u,  is replaced
by the concatenation of  with . It is worth noting that this way the hop-count of the
resulting virtual path layout for (M;U; h=3) is still h.
In this way we have a VPLa−a restricted to the representatives, while the load of
 is increased by a quantity which is bounded by 2 h
√
n3. To see this, observe that the
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virtual paths leaving each representative are exactly 2 h
√
n3 and that the simple paths
connecting diOerent representatives to the leftmost (resp. rightmost) column of M are
edge-disjoint.
As proved in Lemma 5.1, there is a virtual path layout  for (M;U; h=3) whose load
is bounded by (h=3) h
√
n3. Consequently the load of the virtual path layout connecting
all representatives to each other is bounded by (h=3 + 2) h
√
n3.
We now prove that, given any pair (p; q) of nodes in M , p can be connected to q
by at most h hops. In fact, let p and q belong to submeshes Mi; j and Mh;k respectively.
p is 9rst connected to its representative ri; j by at most h=3 hops, then, by at most h=3
additional hops, ri; j is connected to the representative rh;k of q and by h=3 further hops
rh;k is connected to q.
Let us 9nally analyze the load of this virtual path layout. It is the result of two contri-
butions: the load of the one-to-all layouts in the submeshes and that of the virtual path
layout connecting all representatives to each other. Note that, from our construction,
virtual path layouts in diOerent submeshes do not overlap. Since we already observed
that the 9rst contribution is bounded by h=3 h
√
n3 and the second by (h=3)+ 2) h
√
n3, the
total load does not exceed 2(h=3 + 1) h
√
n3, thus proving the theorem.
6. Conclusions and future work
In this paper we proved that, given any instance (G;U; h) of the VPL problem and
any virtual path layout  for (G;U; h), 1=(G) h
√
(G)=4hNC=|C| is a lower bound to
the load of . This lower bound, for any 9xed hop count h, is obtained with respect
to the degree (G) of G, the cardinality of any edge-cut C on G, the number NC of
pairs in U separated by C.
This result has been then applied to derive a lower bound for the one-to-all com-
munication pattern, which is asymptotically tight when (G) and h are bounded by
constants. Finally, the cost of the all-to-all communication pattern on two-dimensional
meshes has been characterized and an asymptotically optimal virtual path layout (when
h is bounded by a constant) has been designed.
The general lower bound we derived can be applied to any graph for which a suitable
edge-cut can be found. As to open problems, a 9rst question is to consider diOerent
virtual path layout problems. Another very interesting open question concerns the case
where diOerent connections have diOerent bandwidth requirements: this corresponds to
a weighted version of the virtual path layout problem, in which each element in U has
an associated value, representing its contribution to the load of any link used by the
corresponding virtual channel.
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