Abstract For complex diseases, the interactions between genetic and environmental risk factors can have important implications beyond the main effects. Many of the existing interaction analyses conduct marginal analysis and cannot accommodate the joint effects of multiple main effects and interactions. In this study, we conduct joint analysis which can simultaneously accommodate a large number of effects. Significantly different from the existing studies, we adopt loss functions based on relative errors, which offer a useful alternative to the "classic" methods such as the least squares and least absolute deviation. Further to accommodate censoring in the response variable, we adopt a weighted approach. Penalization is used for identification and regularized estimation. Computationally, we develop an effective algorithm which combines the majorize-minimization and coordinate descent. Simulation shows that the proposed approach has satisfactory performance. We also analyze lung cancer prognosis data with gene expression measurements.
Introduction
For complex diseases, it is of significant interest to identify genetic risk factors. For etiology, biomarkers, and prognosis, the interactions between genetic and environmental risk factors, also referred to as G × E interactions, have important implications beyond the main effects. Extensive studies have been conducted to search for important G × E interactions [5, 6, 11, 18] . In this article, we focus on analyzing prognosis, which has an essential role in biomedical studies. It is conjectured that the proposed approach can be extended to some types of disease outcomes.
Denote T as the survival time, Z = (Z 1 , · · · , Z p ) ⊤ ∈ R p×1 as the p genetic factors (G), and X = (X 1 , · · · , X q ) ⊤ ∈ R q×1 as the q clinical/environmental risk factors (E). There are two families of methods for detecting the main G and E effects and G×E interactions. The first conducts marginal analysis and analyzes one or a small number of G factors at a time [6, 13, 14] . With a slight abuse of terminology, we use the generic phrase "gene" for the G factor. In marginal analysis, for gene k, consider the model T ∼ φ (∑ q j=1 X j α j + Z k β k + ∑ q j=1 X j Z k ξ jk ), where model φ is known up to the regression coefficients, and α j , β k , ξ jk are the unknown regression coefficients. Marginal analysis is easy to implement however cannot accommodate the joint effects of multiple main effects and interactions. The second family conducts joint analysis and describes the joint effects of all factors in a single model [10, 17, 23] . More specifically, consider
For the simplicity of description, consider the simple linear regression setting. In the literature, most of the existing methods adopt loss functions built on absolute error criteria, with the most popular including the least squares (LS) and least absolute deviation (LAD). Under certain settings, it has been found that the relative errors are more sensible [8, 12, 16] . The most distinguishable feature of the relative error-based approaches is that they are scale-free, which, as discussed in the published studies [3] , can be advantageous in survival and other analysis. There are at least two ways of defining relative error-based criteria. The first is defined based on the ratio of the error with respect to the target. The second is defined on the ratio of the error with respect to the predictor [3] . Based on the two types of relative errors, researchers have proposed the least absolute relative errors (LARE) criterion and the least product relative errors (LPRE) criterion for linear multiplicative models. The LARE criterion is convex but not smooth. For its extensions and applications, we refer to [9, 15, 22] and followup studies. In comparison, the LPRE criterion is smooth and convex [4] . Under low-dimensional settings, asymptotical properties of the LARE and LPRE estimates for linear multiplicative models have been established [3, 4] .
Different from the existing ones (which focus on the main effects), this study adopts the relative error-based criteria for analyzing interactions. Such new criteria may provide a useful alternative to the commonly-adopted absolute error-based criteria. In genetic data analysis, it is critical to identify the important main effects and interactions, which poses a variable (model) selection problem. In two recent studies [20, 22] , variable selection based on the LARE has been studied. However, the existing studies are limited to the situation where the dimension of model is smaller than the sample size. To the best of our knowledge, there is a lack of study examining the relative error-based criteria under high-dimensional settings. Also different from the existing studies, we analyze prognosis data under right censoring, which introduces additional complexity.
Methods

Model and relative error-based criteria
For modeling a prognosis response, we consider the following linear multiplicative (accelerated failure time -AFT) model,
where ε is the random error independent of X and Z. This model provides a useful alternative to the Cox and other models. It can be especially preferred under highdimensional settings.
First consider the case without censoring. Suppose that we have n iid obser-
, where
With the logarithm transformation, model (2) can be rewritten as log(T ) = U ⊤ θ + log(ε). The LS and LAD methods can be applied, which, respectively, minimize the objective functions
Both methods are built on the absolute errors. As discussed in the literature, under certain scenarios, the relative error-based criteria can be more sensible. In this article, we consider the least absolute relative errors (LARE) [3] and least product relative errors (LPRE) [4] criteria. They have been relatively more popular in the relative error literature and deserve a higher priority. The LARE objective function is defined as
The LPRE objective function is defined as
Now consider the realistic case with right censoring. For subject i(= 1, . . . , n), let c i be the censoring variable which is independent of x i , z i , and t i . We observe y i = min(t i , c i ) and δ i = 1(t i ≤ c i ). Without loss of generality, assume that the data (y i , δ i , u i ) have been sorted according to y i from the smallest to the largest.
Penalized estimation and selection
Consider the general relative error (GRE) criterion
where g(a, b) is a bivariate function satisfying certain regularity conditions. When g(a, b) = a + b, the GRE criterion becomes the LARE [3] ; when g(a, b) = ab, it becomes the LPRE [4] . To accommodate right censoring in estimation, we adopt a weighted approach. Specifically, we first compute the Kaplan-Meier weights {w i } n i=1 as
We propose the weighted objective function
In genetic interaction analysis, the dimension of unknown parameters can be much larger than the sample size. For regularized estimation and identification of important effects, we adopt penalization, where the objective function is
Here ϕ λ (θ ) is the penalty function. Adopting penalization for genetic interaction analysis has been pursued in recent literature. See for example [1, 10, 13] . Multiple penalties are potentially applicable. Here we adopt the MCP [21] , which has been the choice of many high-dimensional studies including genetic interaction analysis. The penalty is defined as ϕ λ (t) = λ |t| 0 (1 − x/(γλ )) + dx. γ > 0 is the regularization parameter, and λ is the tuning parameter.
It is noted that applying the MCP may lead to results not respecting the "main effects, interactions" hierarchy, which has been stressed in some recent studies [1] . The hierarchy postulates that the main effects corresponding to the identified interactions should be automatically identified. This can be achieved by replacing the MCP with for example sparse group penalties. However, we note that the computational cost of such penalties can be much higher. In addition, some published studies have demonstrated pure interactions without the presence of main effects [2, 24] . In data analysis, when it is necessary to reinforce the hierarchy, we can refit and add back the main effects corresponding to the identified interactions (if these main effects are not identified in the first place).
Computation
For optimizing the penalized objective function, we propose combining the majorizeminimization (MM) algorithm [7] with the coordinate descent (CD) algorithm [19] . The MM is used to approximate the objective function using its quadratic majorizer, while the CD is used for iteratively updating the estimate.
Specifically, when g(a, b) = ab, it is easy to compute the gradient and hessian matrix for Q n (θ ), and so approximation may not be needed. However when g(a, b) = a + b, computing the hessian matrix becomes difficult. With the estimate θ (s) at the beginning of the s + 1th iteration, we approximate Q n (θ ) by
It can be shown that Q n (θ ; θ (s) ) ≥ Q n (θ ), and the equality holds if and only if θ (s) = θ . For the MCP, we use a quadratic approximation
By ignoring terms not related to
To solve the minimization problem θ (s+1) = arg min θ L n,λ (θ ; θ (s) ), we employ the coordinate descent algorithm. In summary, the algorithm proceeds as follows:
Step 1. Initialize s = 0. Compute θ (0) as the Lasso estimate (which can be viewed as an extreme case of the MCP estimate).
Step 2. Apply the CD algorithm to minimize the loss function L n,λ (θ ; θ (s) ) in (9) . Denote the estimate as θ (s+1) . Specially, the CD algorithm updates one coordinate at a time and treats the other coordinates as fixed. Define u i j as the jth component of
Step 3. Repeat Step 2 until convergence. We use the L 2 -norm of the difference between two consecutive estimates less than 10 −6 as the convergence criterion. The proposed method involves tunings. For γ, published studies [21] suggest selecting from a small number of values or fixing it. In our simulation, we find that the estimation results are not sensitive to the value of γ. We follow published studies and set γ = 6. The selection of λ will be described in the following sections.
Simulation
Beyond evaluating performance of the proposed approach, we also use simulation to compare with the penalized weighted least squares (simply denoted as LS) and penalized weighted least absolute deviation (denoted as LAD) methods, which respectively have objective functions
where {w i } n i=1 and ϕ λ (θ ) are the same as defined before. We generate x i 's from the standard multivariate normal distribution. We set n = 200, q = 5, and p = 500. The dimension of genetic effects and interactions is much larger than the sample size. There are a total of 35 nonzero effects: 5 main effects of the E factors, 10 main effects of the G factors, and 20 interactions. The nonzero coefficients are randomly generated from Uni f orm(0.4, 1.2). We consider two error distributions: (i) log(ε) follows N(0, 1), and (ii) log(ε) follows Uni f (−2, 2). The event times are computed from the AFT model. The censoring times are generated from a uniform distribution, with a censoring rate about 20%.
Simulation II. Data are first generated in the same manner as under Simulation I. To mimic discrete genetic data (for example SNPs), we dichotomize the simulated genetic data at -1 and 0.5 to create three levels.
We evaluate the simulation results in two ways. First, we consider a sequence of λ values, evaluate identification performance at each value, and then compute the overall AUC (area under the ROC -receiver operating characteristic -curve). In addition, we also select the optimal λ using a cross validation approach and then compute the estimation squared error (SE), true positive rate (TPR), and false positive rate (TPR) at the optimal tuning. The summary based on 200 replicates is provided in Table 1 and 3 (Appendix), respectively. Simulation suggests that, when evaluated using AUC, the four methods have similar performance. Under Simulation I, the performance is also similar in terms of SE, TPR, and FPR. However, under Simulation II, the proposed LARE and LPRE can have better performance. In addition, it is also observed that LARE may outperform LPRE, at the cost of slightly higher computer time. Overall simulation suggests that the proposed approach, especially LARE, performs comparable to or better than the alternatives. Thus it provides a "safe" choice for practical data analysis.
Analysis of lung cancer prognosis data
Lung cancer is the leading cause of cancer death worldwide. Genetic profiling studies have been extensively conducting, searching for genetic risk factors associated with lung cancer prognosis. Here we analyze the TCGA (The Cancer Genome Atlas) data on the prognosis of lung adenocarcinoma. The TCGA data were recently collected and published by NCI and have a high quality. The prognosis outcome of interest is overall survival. The dataset contains records on 468 patients, among whom 117 died during follow-up. The median follow-up time is 8 months. Four E factors are included in analysis: age, gender, smoking pack years, and smoking history. All four have been suggested as associated with lung cancer prognosis in the literature. Among them, age and smoking pack years are continuous and normalized prior to analysis. Gender and smoking history are binary. A total of 436 subjects have complete E measurements. Among them, 110 died during follow-up, and the median follow-up time is 23 months. For the 326 censored subjects, the median follow-up time is 6 months.
Measurements on 18,897 gene expressions are available. To improve stability and reduce computational cost, we conduct marginal prescreening based on genes' univariate regression significance (p-value less than or equal to 0.1) and interquartile range (above the median of all interquartile ranges). Similar procedures have been adopted in the literature. A total of 819 gene expressions are included in downstream analysis. For each gene expression, we normalize to have mean 0 and variance 1.
We apply the proposed approach and select the optimal λ using five-fold cross validation. The detailed identification and estimation results are presented in Tables  2 (LARE) and 5 (LPRE, Appendix). As previously described, it is possible that the main effects corresponding to the identified interactions are not identified. To respect the "main effects, interactions" hierarchy, we add back such main effects and re-fit. Beyond the proposed, we also apply the LS and LAD methods. The summary of applying different methods is provided in Table 4 (Appendix). Detailed estimation and identification results using the alternatives are presented in Tables 6 and 7 (Appendix). Different methods identify different sets of main effects and interactions. It is interesting that all of the main effects and interactions identified by LPRE are identified by LARE. They may represent more reliable findings. The LAD method identifies much fewer effects.
To complement the identification and estimation analysis, we evaluate stability. Specifically, we randomly remove ten subjects and then analyze data. This procedure is repeated 200 times. We then compute the probability that an interaction term is identified. Such an evaluation has been conducted in the literature. The stability results are provided in Tables 2 and 5 -7(Appendix). We can see that most of the identified interactions are relatively stable, with many having probabilities of being identified close to one.
Discussion
The identification of important G×E interactions remains a challenging problem. In this article, we have introduced using the relative error criteria as loss functions. A penalized approach has been adopted for estimation and selection. Simulation shows that the proposed approach has performance comparable to or better than the alternatives. Thus it may be provide a useful alternative for data analysis. A limitation of this study is that the asymptotic properties have not been established. In the analysis of a lung cancer dataset, the LARE and LPRE results are relatively consistent but different from the alternatives. The identified interactions are reasonably stable. More examination of the findings is needed in the future. 
