The amount of global information in the World Wide Web is growing at an incredible rate. Millions of results are returned from search engines. The rank of pages in the search engines is very important. One of the basic rank algorithms is PageRank algorithm. This paper proposes an enhancement of PageRank algorithm to speed up the computational process. The enhancement of PageRank algorithm depends on using the Ant algorithm. On average, this technique yields about 7.5 out of ten relevant pages to the query topic, and the total time reduced by 19.9 %.
INTRODUCTION
The amount of information on the web is growing rapidly, as well as the number of new users inexperienced in the art of web search engine. World Wide Web search engines have become the most heavily used online services, with millions of searches performed each day (B. Davision, 2000) . The web search engines use the structure present in hypertext to provide much higher quality search results (S. Brain, 1998) .
The rank of pages is an integral component of any search engine. In the context of the web search engines, the role of ranking becomes even more important. The most important researches proposing Link Analysis Ranking (A. Borodin, 2005) are found in Kleinberg (J. Kleinberg, 1999) , and Brin and Page (S. Brain, 1998) .
Link Analysis Ranking can be described as the use of hyperlink structure for the purpose of ranking web documents. Link Analysis Ranking operates on the graph representation of hyperlinked web documents. The hyperlink graph is based on the representation of a web page as a node and hyperlink between pages as a directed edge. The goal of Link Analysis Ranking is to extract this information, and use it to determine a particular weight for every page, and use these weights to rank the web documents. This paper proposes an enhancement to speed up the computation of PageRank algorithm (S. Brain, 1998) by using Ant algorithm.
The rest of the paper is organized as follows. Section two presents an overview on the Link Analysis Ranking Algorithms. Section three explains Ant System. Section four explains the proposed Ant PageRank algorithm. Section five presents the experimental data preparation. Section six presents experimental results. Finally, Section seven concludes the paper.
LINK ANALYSIS RANKING ALGORITHMS
All the Link Analysis Ranking algorithms start with a collection of Web pages to be ranked. These algorithms proceed as follows: Extraction: extracting the hyperlinks between the pages Construction: constructing the underlying hyperlink graph. The hyperlink graph is constructed by creating a node for every Web page, and a directed edge for every hyperlink between two pages. Calculation of Node Weight: The graph is given as input to the Link Analysis Ranking algorithms. The algorithms operate on the graph, and calculate a weight for each Web page. This weight is used to rank the pages.
In the following two subsections; the In-degree algorithm (P. Tasparas, 2004) and PageRank algorithm (S. Brain, 1998) will be briefly described as examples of Link Analysis Ranking algorithms.
In-degree Algorithm
The In-degree algorithm depends on the popularity of pages. The number of pages that link to this page measures the popularity of a page. It ranks pages according to their in-degree pages (the number of pages that link to the page).
The PageRank Algorithm
The algorithm depends on the computation of the PageRank weight of all pages in the graph by Eq.
(1). The PageRank weight of a page A is given as follows: The intuition underlying the In-degree algorithm is that a page has a good weight is a page that is pointed to by many nodes in the graph. Brin and Page (S. Brain, 1998) extended this idea further by observing that not all pages have the same weight. Links from pages of high quality should confer more weight. It is not only important how many pages point to a page, but also what the quality (value of the page weight ) of these pages is.
Therefore, Brin and Page (S. Brain, 1998) had proposed a one-level weight propagation scheme, where a page has a good weight is the one that is pointed by many pages have a good weights. Figure  2 shows the PageRank algorithm.
Due to the huge size of actual web, an approximate iterative computation is usually applied to calculate the PageRank weight. This means that each page is assigned an initial starting value and the PageRank weights of all pages are then calculated in several computation circles based on Eq. (1). The minimum PageRank of a page is given by (1 -d) ; while the maximum PageRank is determined as dN + (1 -d), where N is the number of pages. This maximum PageRank weight can theoretically achieved, only when all web pages solely link to one page, and this page also solely links to itself (Nan Ma, 2008) . The PageRank algorithm uses a matrix W to represent the hyperlink graph. where:
• Matrix W represents the hyperlink graph -"1" in row i and column j means that page j points to page i. -"0" in row i and column j means that page j does not point to page i. 
ANT SYSTEMS
Ant System introduced by Dorigo (Dorigo, 1991 (Islam, 2005) . In the case of Travel salesman Problem (TSP) -Ants have a memory; this memory is used to store a list of previously visited cities. -Ants are not completely blind. Ants are aware of the distance between cites. To examine the ant algorithms, apply them to the well-known travelling salesman problem (TSP) (E. L. Lawler, 1985) 
Ant System and Travel Salesman Problem (TSP)
Given a set of n towns, the TSP problem can be stated as the problem of finding a minimal length closed tour that visits each town once. The distance between town i and town j is calculated by Euclidean distance equation (2).
An instance of the TSP problem is given by a weighted graph (N,E), where N is the set of towns and E is the set of edges between towns, weighted by the distances. assume b t i 1, . . . , n is the number of ants in town i at time t. Then the total number of ants is calculated by equation (3) m ∑ b t
Each ant is a simple agent with the following characteristics:
• When going from town i to town j it lays a substance, called trail, on edge (i,j); • It chooses the town to go to with a probability that is a function of the town distance and of the amount of trail present on the connecting edge.
• Each ant has a data structure, called a tabu list.
That memorizes the towns already visited up to time t and forbids the ant to visit them again before a tour has been completed. When a tour is completed the tabu list is emptied and the ant is free again to choose its way. The vector containing the tabu list of the k-th ant is tabu k and tabu k (s) is the s-th element of the tabu list of the k-th ant. Let (t) be the intensity of trail on edge (i,j) at time t. At each iteration of the algorithm trail intensity becomes
where ρ is a coefficient such that 1 ρ represents the evaporation of trail. The coefficient ρ must be set to a value <1 to avoid unlimited accumulation of trail ∆τ t, t 1 ∑ ∆τ t, t 1
where ∆τ t, t 1 is the quantity per unit of length of trail substance (pheromone in real ants) laid on edge (i,j) by the k-th ant between time t and t+1. The transition probability from town i to town j for the k-th ant is
where allowed = {j is not in tabu k } and η is the visibility of town j from town i, which is simply the value 1/ d ij . Where  α and β are parameters that allow a user to control the relative importance of trail versus visibility. Therefore the transition probability is a tradeoff between visibility (which says that close towns should be chosen with high probability) and trail intensity (that says that if on edge (i,j) there has been a lot of traffic then it is highly desirable, thus implementing the autocatalytic process).
Different choices about how to compute ∆τ t, t 1 and when to update the τ t cause different Instantiations of the ant algorithm. In the next two sections Dorigo (Dorigo, 1991) present the three approaches. Dorigo (Dorigo, 1991) used as experimental test-bed for ideas, namely Ant-density, Ant-quantity, and Ant-cycle.
The Ant-density and Ant-quantity Approaches
Initially, two approaches where developed by Dorigo (Dorigo, 2000) to exploit his Ant System heuristic named : Ant-density and Ant-quantity. In the Ant-density approach a quantity Q1 of trail for every unit of length is left on edge (i,j) every time an ant goes from i to j; in the Ant-quantity approach an ant going from i to j leaves a quantity Q2/dij of trail for every unit of length.
Therefore, in the Ant-density approach ∆τ t, t 1 1 0
And in the Ant-quantity approach ∆τ t, t 1 1 0 (8) where: Q 1 and Q 2 are the same quantity of pheromone. Thus, an increase in trail intensity on edge (i,j) when an ant goes from i to j is independent of dij in the Ant-density approach and is inversely proportional to dij in the Ant-quantity approach (i.e., shorter edges are made more desirable by ants in the Ant-quantity approach, thus further reinforcing the visibility factor in equation (6)).
The Ant-cycle Approach
The approach introduced a major difference with respect to the two previous systems. Here ∆τ  is not computed at every step, but after a complete tour (n steps). The value of ∆τ (t,t+n) is given by 
PROPOSED ANT PAGERANK ALGORITHM
The main objective behind Ant PageRank algorithm is reducing the execution time for computing the PageRank weight of the pages. The PageRank weight of the page depends on the weight of the indegree pages as shown in equation (1). The proposed algorithm locates ants in the pages without in-degree pages, and release the ant move on the graph (as Figure 3 ) and calculate the PageRank weight of the pages in the tabu of the ant. The ant moves to one page from out-degree page. This paper introduces novel PageRank approaches to be used the conjunction with the Ant algorithm. 1-Ant PageRank approach 1: Locate one ant in every page without in-degree pages. The ant moves to one page from out-degree pages as random selected. 2-Ant PageRank approach 2: Locate one ant in every page without in-degree pages. The ant moves to one page from out-degree page as high in-degree page selected. 3-Ant PageRank approach 3: Locate two ants in every page without in-degree pages. Every ant move to one page from out-degree page as random selected. 
EXPERIMENTAL DATA PREPARATION
This section presents a brief description of experimental results of the proposed algorithm. The experimental results data are text files (P. Tsaparas, 2008) . These text files contain information about queries used in the experimental phase. These text files represent the following 33 queries namely: "abortion", "affirmative action", "alcohol", "amusement parks", "architecture", "armstrong", "automobile industries", "basketball", "blues", "cheese", "classical guitar", "complexity", "computational complexity", "computational geometry", "death penalty", "genetic", "geometry", "globalization", "gun control", "iraq war", "jaguar", "Jordan", "movies", "national parks", "net censorship", "randomized algorithms", "recipes", "roswell", "search engines", "shakespeare", "table tennis", "vintage cars", "weather".
Each query represented by three text files named "nodes", "adj_list", and "inv_adj_list". The nodes.txt file is formatted as follows:
• Number of pages • Information of each page, each page is described as follows [Page ID, http address of the page, page title, number of in-degree pages, Number of out-degree pages]
The Adjacency List file contains a list of out-degree page IDs for each page. An example of a page entry can be describes as follow: 1:20 500 6 This means that the page with ID= 1, points to the pages with IDs = {20, 500, 6}.
The Inverted Adjacency List file contains a list of in-degree page IDs for each page. An example of a page entry can be describes as follow: 20:1 5 80 -1 This means that the page with ID =20, is pointed to by the pages with IDs = {1, 5, 80}. Table 1 shows this structure. This structure only needs to store ID of in-degree pages and ID of outdegree pages of each node. This structure replaced by the matrix n n W * used in the classical PageRank algorithm as explained in subsection 2-2.
EXPERIMENTAL RESULTS
This section illustrates experiment results of the proposed algorithm. The experiments done by running the proposed algorithm on the 33 query illustrated in section 5. The comparison between the proposed algorithm and the classical PageRank algorithm depends on the following factors:
• Number of memory cells used.
• Number of iteration for each query.
• Total computation time.
• Number of pages matched in top ten pages with the classical PageRank algorithm. The main contributions of the proposed algorithm are:
The percentage in average of the memory used in the proposed Ant PageRank algorithm versus conventional PageRank algorithm is 0.2 %. The memory used in the classical PageRank algorithm is N 2 , while the memory used in the proposed algorithm is based on the number of indegree pages and the number of out-degree pages as shown in Table 1 . The percentage in average of the number of iteration in all pages in the classical PageRank algorithm versus Ant PageRank algorithms are (as shown in Table 2 Table 2 ): -Ant PageRank algorithm approach 1 is 7.5 pages.
-Ant PageRank algorithm approach 2 is 6.9 pages. -Ant PageRank algorithm approach 3 is 7.5 pages. 
CONCLUSIONS
This paper has proposed the Ant PageRank algorithm. This algorithm has a flexible parameters to control the behaviour of the Ant algorithm. These can be achieved through three approaches, which are proposed to enhance the classical PageRank algorithm. The enhancement is based on two factors, computation time and memory required. As demonstrated, the top ten pages which are achieved by the proposed algorithm are matched with the top ten pages of the classical PageRank algorithm, with lower execution time, number of memory cells, and number of iteration. Presents
The best experimental is Ant PageRank algorithm experimental 1. This experimental use one ant with random selected. This experimental reduces the percentage in average execution time by 19.9% and matches with 7.5 pages from top ten pages with classical PageRank algorithm.
