for real-time ambulatory monitoring of physiological signals often run on platforms which have very limited processing power and memory. Therefore, in addition to functionality, it is necessary to carefully consider real-time performance requirements. This is particularly important for physiological monitoring of life threatening conditions such as hemorrhage. In this paper we present a comparison of several algorithms as candidates for implementation on a prehospital ambulatory monitor of hypovolemic states. The algorithms were tested on data from lower body negative pressure (LBNP) experiments that were used to simulate hypovolemic states. We also present a promising real-time wavelet algorithm for heart rate variability (HRV) processing in prehospital ambulatory monitoring applications.
I. INTRODUCTION
Reliable real-time processing of physiological signals in ambulatory settings is a very challenging task. Signals are often corrupted and require additional filtering for noise removal and estimation of missed events [1] . In addition, wearable monitors typically have severe resource constraints, such as processing power, limited battery capacity, small memories, etc. [2] . Furthermore, expected use of monitoring systems in austere environments creates additional systematic issues which both increase reliability requirements and necessitate robust and fault tolerant processing algorithms. Depending on the application, the availability of sensors and sensor streams may also create a significant problem. Multiple sensors (respiration, heart rate, continuous blood pressure) increase reliability of the detection algorithms but may not be available in the ambulatory settings or the battlefield. Therefore, it is necessary to carefully design a target application for the minimum set of required sensors and limited resources. By decreasing system requirements of a given application, system designers can reduce size and weight of the target system and significantly improve a user's acceptance and in-field performance. We are developing algorithms for portable physiological monitoring that could be used for assessing severity of hemorrhage. Potential applications include battlefield monitoring and triage, emergency room monitoring, and other ambulatory applications [3] [4] .
Physiological changes during reduction of central blood volume have been modeled using: a) animal studies, b) application of Lower Body Negative Pressure (LBNP) in human subjects [5] , c) blood donation experiments, and d) data obtained from trauma patients [4] . LBNP experiments are widely accepted as satisfactory simulation of human hypovolemic states.
Parameters of heart rate variability (HRV) and multivariate analysis have been successfully used for analysis of hypovolemic states [6] [7] [8] . However, all these algorithms fail to provide a real time decision-support tool since they are generated from off-line, non real-time processing. Initial physiological changes are usually too subtle for standard monitoring equipment, but could be critical for triage and life saving efforts. Sophisticated signal processing algorithms usually involve significant latency that is not critical for off-line analysis, but can be very important for ambulatory or battlefield monitoring. Therefore, a careful trade-off between performance and system requirement is necessary for successful application.
In this paper we present a performance comparison of some candidate algorithms and preliminary analysis of three records from LBNP experiments using only HRV data.
II. METHODS
IRB approval was obtained for testing of hypovolemia responses using an LBNP model on healthy subject volunteers. Application of negative pressure on the lower extremities causes the redistribution of fluid from the central and upper body to the lower body allowing for the study of hemodynamic issues and responses as fluid leaves the central circulation. Previous studies have suggested that this model may be a useful surrogate for simulation of hemorrhage effects on the cardiovascular system for both civilian and military environments [5] .
For this study, volunteer subjects were instrumented for continuous and synchronized recording of vital signs at 500 Hz through several stages of progressive negative pressure. Data were captured and digitized through a single digital acquisition system which provided a centralized data recording and management system of all instrument data streams. ECG recordings were obtained using a 3-lead ECG amplifier and signal conditioner using standard lead-II placements.
We used our custom program for R peak detection based on the traditional Pan and Thompkins algorithm [9] . All signals were visually checked for errors, but we didn't have any missed beats due to excellent signal quality and controlled experimental settings. A cubic spline interpolation was implemented to generate interbeat intervals at 1 KHz (1 ms precision). Increased sampling rate provided better signal resolution for spectral and HRV analysis. Changes in interbeat intervals (RRint) during a LBNP experiment are presented in Figure 1 . Triangular markers on the plot represent changes in LBNP pressure, while the dotted line represents LBNP.
Spectral estimates were calculated on a splineinterpolated RR series sampled with interpolation frequency Fi = 3 Hz. Candidate spectral processing algorithms included Fast Fourier Transform (FFT) with BlackmanTukey estimation (BT) [6] , auto regressive (AR) [7] [8], and Wavelets processing using Haar and db10 wavelets [10] .
In this paper we used three window sizes (256, 512, and 1024 points) for BT analysis. Smaller windows were not acceptable due to very small number of real heart beats, but they also proved useless in our analysis as well. We determined that even a window of 256 samples was not sufficient for our analysis. That is logical since the window of 256 samples covered less than 6 cycles of the lowest frequency in the frequency band of interest.
In order to support real-time wavelet analysis with minimum overhead, we selected interpolation frequency for RR intervals to generate wavelet detail in the middle of the frequency band of interest. Since we monitored changes in the LF band of HRV centered around 0.1 Hz [6], we selected interpolation frequency of Fi = 2.133 Hz, which generated detail 4 (D4) centered at 0.1 Hz. According to wavelet theory, the frequency band covered by D4 coefficients was [0.0667 -0.1333 Hz]. We monitored instantaneous change of power in D4 by applying a moving average filter of different lengths (10, 15, and 20 samples).
The analysis of execution times of selected algorithms was performed using Matlab's Profiler, which is a standard tool for performance measurement of Matlab programs. The execution time of each method was obtained as an average of five runs. All algorithms were processing actual LBNP records, as the one represented in Fig. 1 .
III. RESULTS
We observed a trend of increased heart rate and decreased HRV during advanced stages of the LBNP protocol (Fig. 1 ). It was difficult to detect changes during the initial application of LBNP (period t = 5 to 11 min, or LBNP = -15 to -30 mmHg). A trend of decreased values of HRV power in the LF band can be seen in Fig. 2 . Therefore, we applied different spectral estimation algorithms and different window lengths to test reliability of detection of this trend during initial LBNP changes that correlated with initial and mild hypovolemic changes. Different window lengths (512 and 1024 samples) will have different initial latency necessary to collect full window of samples, as represented in Fig. 2 . It is important to emphasize that for the FFT length (NFFT) = 1024 samples even the first epoch contains some samples after change of LBNP. At the same time, we compared the execution time and latency as important factors for real-time system implementation. The results of performance analysis of the selected algorithms are presented in Table I . All execution times are represented as relative to Blackman-Tukey estimate with 256 sample window. The absolute execution time of BT_256 algorithm was 2.1 sec for 836 one-second epochs on a Pentium IV PC running at 2.4 GHz and 512 MB of RAM. The performance of AR algorithms is data dependent, but it is interesting to note that the execution time was not significantly influenced by the AR order. We varied the order between 20 and 40, with only minor changes in performance. Wavelet processing requires significantly less processing power and features very low latency. However, reliable estimates of certain frequency components could be achieved only by collecting and averaging a sufficient number of wavelet details, which increases latency of the algorithm.
IV. DISCUSSION AND CONCLUSIONS
An illustration of typical problems of real-time signal processing is presented in Fig. 2 . It can be seen that spectral estimation using longer windows introduce additional latency. In the case of a 1024-point window, the processing introduced a latency of estimated spectrum of NFFT/2/Fi = 170 seconds, a result consistent with the first estimated spectral values starting at t 3 min (Fig. 2) . Moreover, the result of spectral processing averages changes in the whole window (~ 6 minutes), and mostly represents estimates in the middle of the window. However, the result is very smooth. The estimated slope of relative change of spectral power in custom (wavelet determined) LF band in Fig. 2 for the 1024-point window was -9.8%/min. An example comparison of the results of wavelet and equivalent FFT spectral processing is given in Fig. 3 . These results demonstrate that wavelet processing using the simplest Haar filter (length 2), with moving average filter of 15 samples (upper plot) provides comparable spectral estimation performance with BT spectrum estimate of 512 points (lower plot). However, the BT processing required more than 36 times longer execution time (Table I , ratio of execution time in rows 2 and 7). The latency of wavelet processing was 56 seconds compared with 85 seconds for FFT spectral estimation. This means that for the given application, a wavelet algorithm can generate comparable spectral estimates 35% earlier, which may be significant for estimation of hypovolemic state.
In this paper we presented preliminary performance evaluation of candidate algorithms for real-time detection of hypovolemic states using spectral analysis of HRV. We demonstrated that different candidate algorithms can have up to two orders of magnitude difference in execution time, and more than several minutes of latency. Any real-time system design must take these performance issues into account. In our application, we are developing a real-time, minimum latency algorithm for early detection of hypovolemic changes as an indication of hemorrhage and injury severity. We demonstrated that our wavelet processing algorithm may represent a very promising approach for real-time estimation of blood loss. 
