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Abstract
We consider the problem of finding the infimum, over probabil-
ity measures being in a ball defined by Wasserstein distance, of the
expected value of a bounded Lipschitz random variable on Rd. We
show that if the σ-algebra is approximated in by a sequence of σ-
algebras in a certain natural sense, then the solutions of the induced
approximated minimization problems converge to that of the initial
minimization problem.
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1 Introduction
As part of the growing interest in models robust with respect to perturbations
of the probability distribution, problems of the form
inf
{∫
X
V (x)dν(x) : d(ν, µ) ≤ θ
}
,
where d denotes some distance on probability measures, are currently widely
studied. In the financial literature this is connected with the problem of
model risk, see for example [1], [4], [6] and the references therein. For the
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related but more general problem of Distributionally Robust Stochastic Op-
timization, see for example the discussion in [5]. In this paper we restrict
ourselves to the 1-Wasserstein distance.
We study convergence for an approach that approximates the infinite di-
mensional problem with a finite dimensional problem, supported on some
coarser σ-field Fn, which can then be solved with standard convex optimiza-
tion algorithms. The purpose of this paper is to give general conditions on V
and some filtration (Fn) that guarantees convergence. This requires amongst
others a study of the effect of replacing the feasible set of the minimization
problem with a ball centered on a measure µn that is defined on Fn.
Duality formulations of the optimization problem, or at least problems
very similar to that studied in this paper, were obtained in [9] and [7]. For
more general versions of these duality results, see again [5] and [1]. Although
very powerful for obtaining explicit solutions in many cases, reducing the
infinite dimensional to a finite dimensional problem, these duality results
require the computation of a certain λc−transform of V , see e.g. [1]. This
transform is not always explicitly available or computationally trivial.
Another numerical approach which, exploits a duality representation in
terms of a space of functions, is presented in [3], where the function space is
approximated by a subspace generated by neural networks.
2 Problem statement
Let X = Rd, d ∈ N, equipped with the Euclidean distance and the Borel
σ−algebra F . As is well known, any finite distributional distribution gener-
ates a natural measure on Rd. Let P1 = P1(X) be the set of probability mea-
sures on (X,F) that have finite 1st moment, equipped with the 1-Wasserstein
metricW1. As is also well known, see for example [8, Chapter 6], convergence
in the 1-Wasserstein metric is equivalent to weak convergence and conver-
gence of 1st moments.
Let µ ∈ P1 and V : R
d → R a bounded Lipschitz function, with Lipschitz
constant K, and θ > 0 a constant that expresses the extent of robustness
required. (Such parameters are standard in the Robust Optimization liter-
ature, see for example [5] and the references therein.) As alluded to above,
our minimization problem is to determine
inf
{∫
X
V (x)dν(x) : ν ∈ P1, (.ν, µ) ≤ θ
}
. (1)
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If G is a σ−algebra with G ⊆ F then we will also refer to the restricted
problem
inf
{∫
X
V (x)dν(x) : ν ∈ P1, ν : G → [0, 1], (.ν, µ) ≤ θ
}
. (2)
Notation: For any µ ∈ P1(X), σ−algebra G ⊆ F and θ > 0, “Problem
(µ,G, θ)” refers to the minimization problem (2). A solution of the problem
will be a measure for which the infimum is attained; that is, a measure
ν : G → [0, 1] for which F (ν) :=
∫
X
V (x) dν(x) equals the infimum in (2)
above.
By Kantorovich-Rubinstein duality [8, Chapter 6] we have that F : P1(X)→
R satisfies |F (ρ)− F (σ)| ≤ KW1(ρ, σ) for all ρ, σ ∈ P1(X). In particular, F
is uniformly continuous on the metric space (P1(X),W1).
To show existence we apply a standard compactness argument to a min-
imizing sequence (νn), which exists since at least µ is in the feasible set of
the minimization problem.
By the Prokhorov theorem, the sequence (νn) is weakly relatively compact
if and only if it is tight. The tightness of bounded sets in P1(R
d), or even
Pp(R
d), is known in the literature, see for example [2, Lemma 4.3]. Hence
(νn) has a subsequence that converges, to say ν, weakly. Since V is bounded
and continuous, the weak convergence of the subsequence of measures ensures
that the minimum is attained.
3 Domain perturbation
Definition 1. We say that a filtration (Fn) on (X,F) is approximating if
for each measure ρ : F → [0, 1] there exists a sequence of measures ρn : Fn →
[0, 1] such that (.ρn, ρ)→ 0 as n→∞.
Since the center of the ball B(µ, θ) is changed when µ is replaced with a
measure µn on a coarser σ-algebra , we need an estimate on the change in
minimum achieved if the domain is enlarged by a certain distance.
Since we could not find a reference for a simple statement of the type
needed, we give such an estimate in the lemma below. For a metric space
(X, d) we let d(x,A) := inf{d(x, y) : y ∈ A} denote the distance from a
point x ∈ X to a set A ⊆ X.
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Lemma 1. Let f be a uniformly continuous real-valued function on a metric
space (X, d). Let A ⊆ X be a set on which f has a maximum. Then the
maximum Mt := max{f(x) : d(x,A) ≤ t} exists for t > 0 small enough,
and satisfies Mt ↓M0 as t ↓ 0. Similarly, if f has a minimum on A then the
minimum mt := min{f(x) : d(x,A) ≤ t} exists for t > 0 small enough, and
satisfies mt ↑ m0 as t ↓ 0. The convergence is uniform over X.
Proof. That (Mt) is monotone is immediate. Now let ǫ > 0 be given. Let
t > 0 so that d(x, y) ≤ t =⇒ |f(x)− f(y)| ≤ ǫ. Then
d(x,A) ≤ t =⇒ ∃y ∈ A, d(x, y) ≤ t
=⇒ f(x) ≤ f(y) + ǫ ≤M0 + ǫ.
Since x is arbitrary we get Mt ≤M0 + ǫ. Since t does not depend on x ∈ X ,
we have uniform convergence.
The proof for the minimum mt is similar.
4 Convergence
Our main result is the following.
Theorem 1. Let (Fn) be an approximating filtration, with (µn) adapted to
(Fn) such that lim
n→∞
W1(µn, µ) = 0. With ν denoting a solution of Problem
(µ,F , θ), and for each m ∈ N, νm a solution of Problem (µm,Fm, θ), we have
that
lim
m→∞
F (νm) = F (ν).
Proof. Let ǫ > 0 be given. Adapting the notation of Lemma (1), let for any
measure ν on F and δ ≥ 0, mδ(ν) denote the minimum value for the problem
(ν,F , θ + δ).
By Lemma 1 and the uniform continuity of F , there exists a δ > 0 so
that
W1(ρ, σ) ≤ δ =⇒
(
mδ(ρ) ≤ m0(σ) +
ǫ
3
and |F (ρ)− F (σ)| ≤
ǫ
3
)
. (3)
By the approximating property of (Fn) there exists N ∈ N such that n ≥
N =⇒ (.µn, µ) ≤ δ. Let νN0 denote a solution of Problem (µN ,F , θ). It
follows from Implication (3) that |F (νN0) − F (ν)| ≤
ǫ
3
. In other words, we
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have approximated the original problem with a problem where the midpoint
is a measure on FN .
Now letm ≥ N be large enough so that there exists a probability measure
νˆ on Fm with (.νˆ, νN0) ≤ min{δ, ǫ}. Then
(.νˆ, µm) ≤ (.νˆ, νN0) + (.νN0, µN) + (.µN , µ) + (.µ, µm)
≤ δ + θ + δ + δ = θ + 3δ.
Hence νˆ is in the feasible set of Problem (µm,Fm, θ + 3δ). Since the conver-
gence in Lemma (1) is uniform over sets, we can use the lemma repeatedly to
deduce that F (νmm), where νmm is a solution of Problem (µm,Fm, θ), satisfies
F (νmm) ≤ F (νˆ) + 3
ǫ
3
= F (νˆ) + ǫ ≤ F (νN0) + 2ǫ ≤ F (ν) + 3ǫ.
(Note that Lemma (1) can be applied to F |Fm , which is still uniformly contin-
uous.) Since ǫ > 0 is arbitrary, and the sequence m 7→ F (νmm) is monotone
decreasing, this shows that lim
m→∞
F (νmm) = F (ν).
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