The authors investigated the recognizability of recently studied word and nonword stimuli in relation to both experimentally controlled prior frequency of occurrence and, for words, normative frequency (assessed by counts of occurrences in printed English). The interaction between these variables was small and nonsignificant across all conditions of 2 experiments. Patterns of recognition measures in relation to controlled prior frequency, but not normative frequency, appeared interpretable in terms of response biases generated by long-term priming. Application of a global memory model and analyses of correlations among item categories yielded evidence for a lexicality dimension underlying normativefrequency effects and an implication that "word-frequency effects" on recognition are better termed lexicality effects.
Our focus in this study is on cognitive processes in recognition memory that extend beyond the contexts of study-test episodes. During the evolution of recognition theory, from the pioneering efforts of the early 1900s (Hollingworth, 1913; Woods, 1915) to the first formal models appearing in the 1960s (Kintsch, 1967; Wickelgren & Norman, 1966) , the scope of the conceptual framework was strictly limited. In particular, it was assumed that the learning that provides the basis for recognition occurs wholly on the study trials of an experimental episode.
Toward the end of this period, the seeds for a broadened frame of reference were planted by the first studies of word-frequency effects in recognition (Gorman, 1961; Schulman, 1967) . These studies showed that recognition memory for words included in the study list of a study-test experimental episode depends on normative frequency of the words, assessed by counts of the frequency with which they appear in samples of printed English drawn from sources such as books, newspapers, religious tracts, and scientific journals (see Kučera & Francis, 1967) . A widely cited result in the large ensuing literature (recently reviewed by Chalmers & Humphreys, 1998; Reder et al., 2000) is that relatively rare words are better recognized than relatively common words, the so-called word-frequency effect.
The interest in normative frequencies evidently arose from the supposition that they might be closely related to experiential frequencies, that is, the relative frequencies with which participants encounter words in their daily lives prior to an experiment.
If this supposition is well-founded, then the word-frequency effect might be interpreted as a result of long-term priming, specifically the form known as repetition priming in which an earlier occurrence of a word in a person's experience facilitates processing on a later occurrence (Forster & Davis, 1984; Ratcliff, Hockley, & McKoon, 1985; Zeelenberg & Pecher, 2002) . Rare words, having undergone little or no priming, would be perceived as more novel or surprising to participants than common words; on this account, rare words would capture more attention than would common words when both kinds appear in a study list, essentially the assumption of the attention-likelihood theory of Glanzer, Adams, Iverson, and Kim (1993) .
The assumption of a close relation between normative and experiential word frequencies is not easy to test directly. However, several investigators have sought indirect evidence by expanding the standard experimental design of word-frequency studies to include an initial familiarization phase in which participants receive different amounts of exposure to the stimuli that are to be used in the study and test phases. Words were used as stimuli in most cases (Anderson & Bower, 1972; Benjamin & Bjork, 1996; Chalmers & Humphreys, 1998; Kinsbourne & George, 1974; Tulving & Kroll, 1995) ; however, Maddox and Estes (1997) used a variety of nonword stimuli.
The central finding of the Maddox and Estes (1997) study was a monotonically increasing function relating probability of both correct and false recognition to familiarization frequency, holding for all of the stimulus types studied. This result was predicted by the array model, a global memory model developed by these investigators, which is described below. Other studies differed among themselves in the degree to which they supported this finding but also with regard to various procedural details. What is needed now is a relatively comprehensive study that allows comparison of word and nonword stimuli within experiments and that includes systematic manipulation of experimental variables on which the various studies have differed.
We seek to meet this need by means of experiments that extend the ranges of both normative and familiarization frequencies be-yond those used in prior research, thus yielding information about the forms of functions relating measures of recognition to both variables. Further, the two kinds of frequencies are crossed in a factorial design that allows assessment of their interaction.
We realize that extraexperimental everyday life experiences and intraexperimental familiarization experiences must differ, with respect to ranges of absolute frequencies and similarity of the contexts of recognition tests, from those of the two kinds of prior experiences. Nonetheless, if a basic mechanism of long-term priming underlies both normative-frequency and familiarizationfrequency effects, then the magnitude of the latter should be observed to depend on the magnitude of the former; that is, effects of the two variables should exhibit a statistical interaction.
We drew our word stimuli from the full range of normative frequencies, partitioned for convenience, into four levels-very low (VLF), low (LF), high (HF), and very high (VHF). The nonwords (NW) we included were matched with the words on average length and on constituent letter frequencies. To our knowledge, this study is the first to treat the functional relationship between measures of recognition and normative frequency over the full range from NW to VHF.
Items from the nonword category and each of the word categories were presented during the familiarization phase with varying frequencies. Then a subset of the familiarized items, together with new items, was presented for study. Finally, the studied items, together with unstudied items of two types (described under Method), were presented on a recognition test.
Variation in selective attention and rehearsal with respect to items of different normative frequency levels has been suggested to be a major factor in producing different patterns of performance on recognition tests (Glanzer & Adams, 1985; Maddox & Estes, 1997) and may have been involved in the differing results of preceding studies of familiarization effects. To obtain relevant evidence, we included in one of our experiments two levels of stimulus-exposure duration on study trials, one being short enough to drastically curb shifts of attention or rehearsal during study presentations.
Our experiments were designed to provide comparisons on several points of theoretical interest, each using all of the data. We wished to obtain definitive determinations of the functions relating correct and false recognition judgments and accuracy of recognition to experimentally controlled familiarization frequency of both words and nonwords and to normative frequency of words under a range of conditions that includes most of those used in prior research in both paradigms.
However, it is known that normative frequency of words is confounded with orthographic properties that distinguish common from rare words (Gernsbacher, 1984; Landauer & Streeter, 1973; Malmberg, Steyvers, Stephens, & Shiffrin, 2002) . Thus, in the context of recognition experiments, normative frequency cannot be assumed to function as a pure frequency dimension. It may be better viewed as a correlate of a psychological dimension that reflects other attributes of words. In the present study, we used several previously unexploited methods to investigate the nature of this dimension. One of these methods is the comparison of recognition of VLF words with NWs matched on letter frequencies, a second is the computation of correlations among measures of recognition across normative-frequency categories, and a third is the estimation of parameters of a global memory model.
The Array Model for Recognition
The global memory model that we term the array model (Maddox & Estes, 1997) provided our theoretical framework for the design and analysis of the experiments reported here. In this model, we assume that on both familiarization and study trials, distinct representations of the items presented are stored in a memory array with some probability. On each test trial of a recognition experiment, the similarity of the test item to each element of the memory array is computed. The similarities are summed to obtain a total similarity that we denote as Sim o (Old) if the tested item is old (having come from the study list), as Sim rn (Old) if it is relatively new (having been familiarized but not studied), and as Sim n (Old) if it is novel. The probability that the learner judges an old test item to be old is given by the following expression:
The corresponding probabilities for unstudied items are given by the following equations:
P rn ͑Old͒ ϭ Sim rn ͑Old͒/͓Sim rn ͑Old͒ ϩ B͔ and (2)
where B is a constant with a value that reflects the learner's tendency to make a new judgment about an item regardless of its status in memory. A more detailed description of the model, including definitions of all of its parameters, is given in Appendix A. Other memory models (e.g., Gillund & Shiffrin, 1984; Murdock, 1982; Shiffrin & Steyvers, 1997) are relevant to the experiments reported here, but the array model was the most convenient for our purpose of obtaining estimates of model parameters that might be helpful in the interpretation of the patterns of familiarizationfrequency and normative-frequency effects (Estes, 2002) .
Experiment 1

Method
Participants and Apparatus
Participants were 74 undergraduates from Arizona State University, Tempe, who were paid for their service. Stimulus displays were presented on the screen of an IBM microcomputer. Participants' responses were entered on the keyboard, and data were recorded automatically.
Stimuli
The stimulus items constituted nonwords (meaningless letter strings) and four categories of words selected from different levels of normative frequency. The VLF words constituted the VLF category in a study reported by Wixted (1992) and had normative frequencies below 1 in 6 million. We are indebted to John Wixted for supplying a listing of these words. The LF, HF, and VHF words were drawn from the tables of Kučera and Francis's (1967) study and had normative frequencies in the ranges of 1 per million, 2-39 per million, and 41-2,714 per million, respectively. The LF and HF ranges approximate those defining LF and HF words in the majority of studies of word-frequency effects in recognition. Examples of items in the various categories are NW (bymas, murbne), VLF (abysm, dybbuk), LF (cube, stigma), HF (sister, shout), VHF (number, forward). The nonword category was formed by drawing a subset from each of the word categories and randomizing the order of letters in each word (checking to be sure that none of the resulting letter strings were words). Thus, the nonwords and words used in this study were matched for both letter frequencies and string lengths.
To obtain item lists for participants, we started with a pool of 100 items from each of the categories. For each participant, 88 items were sampled randomly from each pool without replacement. Appropriate numbers of these items were assigned to each of the familiarization-frequency levels, the study list, and the test lists for the given participant.
Design
Participants were randomly assigned to two groups of 37 that were treated identically except for learning conditions. Those in the lexical group categorized each stimulus item as a word or nonword as it appeared during familiarization or study, a task expected to fully engage participants' attention during the 500-ms stimulus exposure.
1 Those in the recognition group simply viewed the stimulus items during these phases, with instructions similar to those commonly used in studies of word-frequency effects on recognition.
For the participants in each group, familiarization frequency and item category were combined factorially. In effect, each participant went through five replications of the complete experiment, one with each of the item categories. However, the replications were concurrent. That is, within each phase of the experiment, the items from all categories were randomly intermixed. The sequence of phases is shown in Table 1 in a canonical form that holds for each group and each item category. For any category, entries Set 1 (S1) and Set 2 (S2) are subsets of 18 items that were presented with varying frequencies during familiarization. Specifically, in each subset, four items were not presented, four were presented once, four were presented twice, four were presented four times, and two were presented eight times. S1 was presented during the study series, with each item occurring once. All items from S1 and S2 were presented once during the test series, the correct responses being "old" or "new" as shown in Table 1 .
Thus, the familiarization phase included 440 item presentations (88 per category), the study phase 90 presentations (18 per category), and the test phase 180 presentations (36 per category). The assignment of particular items to conditions and the order of presentation of items in each phase were separately randomized for each participant, except that each participant in the lexical group was yoked with a participant in the recognition group.
Procedure
Familiarization, study, and test lists were presented in sequence with only enough time between lists for participants to read new instructions. The items appeared one at a time, centered on the computer screen.
On each item presentation during both familiarization and study, participants in the lexical group reported aloud a judgment as to whether the item was a word or a nonword and recorded the response by pressing an appropriate key on the computer keyboard. For the recognition group, these responses were not required. Timing of item presentations during familiarization and study was as follows: On a familiarization or study trial in the lexical condition, an item was displayed for 500 ms, was replaced on the screen by the question "NW/W?" (i.e., "Nonword/Word?") for 250 ms, and then the screen blanked and the next item appeared after 250 ms. In the recognition condition, the item presentation lasted 500 ms, and the interitem interval was 500 ms.
Recognition test instructions specified that the task was to decide whether each test item had or had not appeared in the study list.
2 The decision was to be indicated by means of a confidence rating on a scale ranging from 0 (signifying certainty that the item had not appeared in the study list) to 100 (signifying certainty that the item had appeared in the study list). On each test trial, an item was displayed in the center of the computer screen, and below it the word "rating" appeared. The participant responded by typing a rating on the computer keyboard, and an echo of the typed response appeared on the screen following the appearance of the word "rating." The completed display remained on the screen for 1,000 ms, and the next trial followed after a 500-ms interval.
Results
First, we present results in terms of confidence ratings, which were the scores generated by the participants on recognition tests. Reliability of observed effects is assessed by repeated-measures analyses of variance (ANOVAs) of the same type used in Maddox and Estes's (1997) study. Compact summaries of components of the ANOVA output tables that bear directly on effects discussed under Results are given in Appendixes B and C. For brevity, these effects are denoted significant without qualification when p Յ .001 and nonsignificant when p Ͼ .05.
To facilitate comparisons with other studies, especially regarding accuracy of recognition, we also derived estimates of frequencies of hits and false alarms from the rating scores and analyzed these in the framework of signal detection theory and related models.
Rating Data
In our instructions to participants about making ratings, we emphasized the desirability of using the full 0 -100 scale. The rating data indicate that the participants conformed to the instruction and interpreted their task essentially as one of making estimates of probability that a test item was old. One relevant item of information was obtained by fitting the array model to the rating data of Experiment 1, lexical condition (the condition showing the more pronounced curvilinear trend over categories). The outcome is shown in Table 2 . It is clear that the dispersions of participants' ratings within categories are very similar to those of the response probabilities generated by the model. 1 Mandler, Goodman, and Wilkes-Gibbs (1982) had participants make lexical decisions about study items to increase their attention to semantic features of the items. In the present study, however, because of the way of constructing nonword items, the nonword category must differ from all of the word categories with respect to the incidence of nonrandomly ordered letter sequences (the spelling patterns of Gibson, 1969 , or vocalic center groups of Spoehr & Smith, 1975) . We assumed that the lexical decision task directs attention not only to semantic features but also to these orthographic features that distinguish even very rare words from nonwords. 2 We cast the instructions in this way, with no mention of the appropriateness of responding "new" to familiarized, but not studied items, to conform as closely as feasible to the usual instructions in studies of word-frequency effects. Note. Entries S1 and S2 denote different sets of 18 items randomly drawn from the item pool for the given category. The same design holds for each of the word and nonword categories.
Effects of familiarization frequency.
In previous experiments with familiarization-study-test designs similar to those reported here but using only nonword stimuli of various types, we found uniformly increasing trends for both correct recognition of studied items and false recognition of unstudied items as a function of familiarization frequency (Maddox & Estes, 1997) . In the present experiment, we extend the generality of those results by obtaining corresponding trends for the single type of nonword stimuli used and the four categories of words, as shown in Figures 1 and 2 for the groups undergoing familiarization with lexical decision and recognition instructions, respectively. In both cases, we observe uniformly increasing trends for old ratings of both old and new items (averaged over normative-frequency categories)-words in the upper panels and nonwords in the lower panels. The same trends hold for all four word categories; however, it does not seem necessary to display these separately. In the ANOVAs summarized in the first four tables of Appendix B, categories are disaggregated, and in every case the interaction of category with familiarization frequency is far short of significance, although the increasing linear trends over frequency are uniformly highly significant.
Results concerning trends in accuracy of recognition over both normative frequency and familiarization frequency, central to a number of theoretical issues, are deferred to a subsequent section where relevant analyses are reported for data recorded in terms of binary old versus new responses.
Trends over normative frequency categories. There is central interest in comparing trends in recognition performance over categories as related to priming of test items by their previous occurrences during familiarization or study. For this portrayal, we averaged the rating data of each participant in each group for each category and test type (old or new item) over familiarization frequencies from 1 to 8. These scores were the basis for the mean old ratings of old and new word items, labeled Fam1-8 in Figures  3 and 4, in each case accompanied by the corresponding values for unfamiliarized items, labeled Fam0. The upper and lower panels of Figure 3 show the resulting graphs for old test items in the lexical and recognition conditions, and the upper and lower panels of Figure 4 do the same for new (unstudied) test items. Statistical support for specific effects and trends is summarized in Appendix B.
The most conspicuous feature common to both panels of Figures 3 and 4 is the curvilinear, concave-downward trend over categories for old ratings of familiarized items, both old and new. A somewhat similar trend appears for unfamiliarized but studied items in the lexical condition (upper panel of Figure 3 ), but it gives way to a virtually horizontal trend in the recognition condition (lower panel of Figure 3 ) and is replaced by faintly concaveupward trends for unfamiliarized and unstudied items (Fam0 in both panels of Figure 4 ). This pattern of effects clearly supports an interpretation in terms of long-term priming, which is discussed following the presentation of the corresponding results of Experiment 2.
Data Recoded as Recognition Responses
To enable both (a) analyses of recognition accuracy and (b) comparisons of interest between our findings and those of other word-frequency studies, we recoded our recognition data by recording an old response to a test item when the observed rating was greater than 50 and a new response when the rating was equal to or less than 50. Mean proportions of old responses, so obtained, to the three types of test items are analyzed in this section.
Trends over familiarization frequencies. The trends over familiarization frequencies for the proportions of old and new re- Note. Observed ratings were converted from a 0 -100 to a 0 -1 scale for comparability with the predicted response probabilities. VHF ϭ very high frequency; HF ϭ high frequency; LF ϭ low frequency; VLF ϭ very low frequency; NW ϭ nonword.
sponses are, of course, similar to those shown in Figures 1 and 2 for the rating data, from which they are derived. Trends for accuracy of recognition are more complex. The dЈ columns in Table 3 present the discriminability measure of signal detection theory, routinely used to assess accuracy of recognition (Macmillan & Creelman, 1991; Murdock, 1974) . 3 However, owing to the design of this experiment, two dЈ measures need to be distinguished. One version, denoted "Relative dЈ" in Table 3 , is computed from paired old response proportions to old and new items matched for familiarization frequency; it signifies accuracy with which participants recognized old items as having been in the study list. 4 The other version, denoted "Absolute dЈ" in Table 3 , is computed from paired values of familiarized but unstudied items and absolutely new items; it signifies accuracy of recognizing a test item as having been previously encountered during the experiment.
With respect to accuracy of recognition, the relative and absolute dЈ measures displayed in Table 3 show drastically different functions of familiarization frequency. For both conditions and for both item types, relative dЈ decreases but absolute dЈ increases with prior frequency. We defer discussion of these trends until information regarding replicability is presented in the results of Experiment 2.
Trends over word and nonword categories. Mean proportions of old responses to the three types of test items are presented by category in Table 4 under the headings "Old," "RelNew," and "AbsNew," together with the associated relative and absolute dЈ values. The designation "Old" refers to items that had been presented in both the familiarization and study lists, "RelNew" to items presented in familiarization but not in study lists, and "AbsNew" to items that occurred in neither the familiarization nor the study lists. For the Old and RelNew items, the mean propor- Mean old ratings by category for old items that were unfamiliarized (Fam0) or familiarized (Fam1-8) in Experiment 1. SE M s for Fam0 items ranged from 2.8 to 4.7, M ϭ 3.7, and for Fam1-8 from 2.7 to 3.2, M ϭ 3.0. NW ϭ nonword; VLF ϭ very low frequency; LF ϭ low frequency; HF ϭ high frequency; VHF ϭ very high frequency.
tions are for data averaged over familiarization frequencies of 1-8 for each participant in each condition.
Trends over categories for all three item types parallel those of the rating data shown in Figures 3 and 4 , following similar curvilinear, concave-downward functions for both conditions. The relative dЈs, but not the absolute dЈs shown in Table 5 , exhibit curvilinear trends over categories similar to those for the Old and RelNew response proportions. Accuracy of recognizing Old items as coming from the study list peaks at the middle normativefrequency categories for word items and declines in one direction toward the NW and in the other toward the VHF category.
Experiment 2
Because of the importance of establishing definitively the trends in recognition measures over both familiarization frequencies and item categories, we conducted a full replication of the basic design of Experiment 1 in Experiment 2. The designs and procedures of the two experiments differed only in a few technical respects, as described below.
Method
Participants were 72 undergraduates from the University of Texas, Austin, who were paid for their service.
Design
Participants were randomly assigned to two groups of 36 (a lexical or recognition condition), as defined in Experiment 1.
The essentials of the design are presented in Table 5 in a canonical form that holds for each group and for each item category. Entries S1 and S2 are Mean old ratings by category for new items that were unfamiliarized (Fam0) or familiarized (Fam1-8) in Experiment 1. SE M s for Fam0 items ranged from 2.6 to 3.5, M ϭ 2.7, and for Fam1-8 from 2.7 to 3.2, M ϭ 3.0. NW ϭ nonword; VLF ϭ very low frequency; LF ϭ low frequency; HF ϭ high frequency; VHF ϭ very high frequency. subsets of 20 items from a category, 4 of which were presented with each of the frequencies 0, 1, 2, 4, or 8 during familiarization; that is, in each subset, 4 items were not presented, 4 were presented once, 4 were presented twice, and so on. Only S1 was presented during the study series, equal numbers of items from each familiarization level occurring with frequencies of 1 and 2. All items from S1 and S2 were presented once during the test series, the correct responses being "old" or "new" as indicated in Table 5 . The combinations of experimental conditions are summarized in Figure 5 . Familiarization frequency and item category were combined factorially for each group, and within each cell of the design for the study phase, presentation frequency (1 or 2) and exposure duration (400 or 1,200 ms) were combined factorially, with one item assigned to each combination.
Procedure
Familiarization, study, and test lists were presented in sequence with only enough time between lists for participants to read new instructions. The items appeared one at a time, centered on the computer screen. For the familiarization and study phases, participants in both groups were instructed to study each item carefully as it appeared, but timing and response requirements differed between groups.
Timing of item presentations was as follows: On a familiarization trial in the lexical condition, an item was displayed for 500 ms, the item was replaced on the screen by display of the question "NW/W?" for 250 ms, and then the screen blanked and the next item appeared after 250 ms. In the recognition condition, the item presentation lasted 500 ms, and the interitem interval was 500 ms. On a study trial in the lexical condition, an item was displayed for 400 or 1,200 ms, the item was replaced on the screen by the question "NW/W?" for 250 ms, and then the screen blanked for 250 ms before the next item appeared. In the recognition condition, the item presentation lasted 400 or 1,200 ms, and the interitem interval was 500 ms. Recognition test instructions and procedures were the same as described in Experiment 1.
Results
The design of Experiment 2 replicated that of Experiment 1 in all essentials except for the addition of two independent variables: study frequency and study time. Thus, in our presentations of results for both rating data and recoded data, it is convenient to treat first the effects and trends obtained for data collapsed over those two variables.
5 If the results of Experiment 1 are robust, similar patterns should be expected in Experiment 2.
Rating Data
Effects of familiarization frequency. Old ratings of old and new items as a function of familiarization frequency are shown in Figures 6 and 7 for the lexical and recognition conditions, respectively. The data patterns are closely parallel to those shown for Experiment 1 in Figures 1 and 2 -uniformly increasing trends over frequency for both old and new words and nonwords but with differences between ratings of old and new items in each condition decreasing over frequency. In brief, the pattern of results on frequency effects was well replicated.
Trends over normative frequency categories. Figures 8 and 9 exhibit trends over categories in a format parallel to those shown for Experiment 1 in Figures 3 and 4 . Mean old ratings for old (studied) items that had been familiarized (Fam1-8) or not familiarized (Fam0) are shown in Figure 8 ; the same applies for new (unstudied) items in Figure 9 . The trends over categories for both old and new items observed in Experiment 1 (Figures 3 and 4) are well replicated in Experiment 2.
Also, the strong interaction of word-nonword category with condition that was observed in Experiment 1 is again clearly evident in Experiment 2. In the lexical condition, for both old and new items, "old" ratings for all word categories are higher than for nonwords, but in the recognition condition, this difference almost disappears.
Effects of study frequency and duration. Effects of the two variables added to the experimental design in Experiment 2, study frequency and study duration, are summarized in Table 6 . In the recognition condition, there appear to be (a) no effects of study frequency or duration and (b) very shallow trends over categories. In the lexical condition, the concave-downward 5 ANOVAs of the same form as those reported in Appendix A yielded results closely parallel to those conducted on Experiment 1, and to conserve space, details are omitted. Note. Entries S1 and S2 denote sets of 20 items randomly drawn from the item pool for the given category and presented with frequency of 0, 1, 2, 4, or 8 during familiarization. The subsets of S1 denoted S1, 1 and S1, 2 are assigned to study frequencies of 1 and 2, respectively. The same design holds for the nonword and each of the word categories. function for "old" ratings over categories shown in Figure 3 for data of Experiment 1 (averaged over study frequencies) is accentuated for Study Frequency 1 and slightly more shallow for Study Frequency 2. The ANOVA summarized in Appendix B shows significant effects of both study frequency and study duration and a significant interaction of the latter with category. The nature of this interaction may be seen by reference to the row for study Frequency 1 in the upper panel of Table 6 . An increase in the level of old ratings with increasing study duration is confined entirely to the nonword category (this effect being supported by a t test), t(35) ϭ 3.63, p Ͻ .001. A separate ANOVA for the recognition condition shows entirely nonsignificant effects of both study frequency and duration.
The interpretation we suggest for the interaction of study duration with category is that words contain familiar letter subsequences, which can be processed with near maximal efficiency at the shorter study duration, whereas in nonword items, order of letters is random, therefore processing requires more study time. The interaction occurs only in the lexical condition because only in that condition is attention strongly focused on the nonrandom letter sequences occurring in words.
Binary-Coded Data
The rating data were recoded as old responses to test items (ratings greater than 50) or new responses (ratings of 50 or less) and entered into dЈ computations as was done in Experiment 1.
Trends over familiarization frequencies. Values of relative and absolute dЈs are given in Table 7 in the same format as that used for Experiment 1 in Table 4 . Again, relative dЈ decreases while absolute dЈ increases as a function of familiarization frequency. Absolute dЈ is again much higher for the lexical than for the recognition condition, but relative dЈ is higher only at the lower frequencies.
Trends over word and nonword categories. The item types Old, RelNew, and AbsNew are defined in the same way as in Experiment 1. Mean proportions of old responses to the various item types, together with dЈs, are presented in Table 8 in a format parallel to that of Table 4 .
Again, the lexical condition yields distinctly curvilinear, concave-downward trends over categories for old items and for both relative and absolute dЈ values with trends in the recognition condition being more shallow and irregular. The ANOVA summarized in Appendix C supports the observed pattern of effects. As in Experiment 1, a linear trend test for responses to old items over categories is nonsignificant, but the quadratic trend is significant at the .001 level, confirming the impression of curvilinearity.
Discussion
Effects of Prior Stimulus Frequency
Long-term repetition priming is expected to increase with repetition of the prime (Salasoo, Shiffrin, & Feustel, 1985) , and this expectation was borne out in both Experiments 1 and 2. Familiarization of items by experimentally controlled presentations prior to the study phases produced strong, monotonically increasing trends for both hits and false alarms on all item types as a function of prior frequency in both the lexical and the recognition conditions. We cannot be sure that these trends would extend beyond the range of familiarization frequencies that we used. However, in view of the uniformity of the trends over conditions and the replicability across experiments, it seems reasonable to expect these trends to continue (possibly approaching asymptotes) over the range of frequencies for which participants' levels of motivation and attention can be held constant. The observed pattern is predicted by the array model on the assumption that values of the model's parameters are constant over the range of frequencies used.
With respect to accuracy of recognition, in both experiments, relative dЈ decreased whereas absolute dЈ increased strongly and monotonically with increasing prior frequency. Within the framework of the array model, the former trend is expected because an increase in the familiarization frequency of items that will be tested for recognition, with or without having been included in a study list, produces equivalent increases in both of the terms Sim o (Old) and Sim n (Old) in Equations 1 and 2. The effect is to move both of the associated response probabilities toward convergence, which translates into a decline in dЈ.
Of the two accuracy measures, it is relative dЈ that should be compared with dЈs reported in related studies in the word frequency literature. These comparisons are discussed in the section Related Studies. Figure 9 . Mean old ratings by category for new items that were unfamiliarized (Fam0) or familiarized (Fam1-8) in Experiment 2. SE M s for Fam0 items ranged from 3.0 to 3.7, M ϭ 3.4, and for Fam1-8 from 2.4 to 2.7, M ϭ 2.6. NW ϭ nonword; VLF ϭ very low frequency; LF ϭ low frequency; HF ϭ high frequency; VHF ϭ very high frequency. Figure 8 . Mean old ratings by category for old items that were unfamiliarized (Fam0) or familiarized (Fam1-8) in Experiment 2. SE M s for Fam0 items ranged from 3.6 to 4.1, M ϭ 3.8, and for Fam1-8, from 2.0 to 2.6, M ϭ 2.4. NW ϭ nonword; VLF ϭ very low frequency; LF ϭ low frequency; HF ϭ high frequency; VHF ϭ very high frequency.
Effects Related to Normative Frequency
If normative frequency of a stimulus word used in a recognition experiment were a pure measure of the frequency with which participants had encountered the word in their prior experience, then one would expect hits, false alarms, and dЈs to vary over levels of normative frequency in the same manner found for controlled prior frequency. However, that expectation was not confirmed in this study or in related ones reported by other investigators.
Related studies. Among the few studies of word-frequency effects that have included more than two frequency categories, those of Rao and Proctor (1984; Experiment 1) and Wixted (1992) are the most comparable to ours. Each study used word stimuli drawn from three normative frequency levels, corresponding to our VLF, LF, and VHF categories, with a standard study-test design. Rao and Proctor assigned groups of participants to neutral, syllable-counting, or semantic-orientation tasks during study, the first of these being similar to our recognition condition and the third to our lexical condition. Salient results, with Rao and Proctor's data, averaged over tasks (which did not differ significantly), are summarized in Table 9 .
The Rao and Proctor (1984) and the Wixted (1992) studies (henceforth denoted RPW) had no familiarization trials, therefore for a comparison of their results with the most stable, comparable data set from our study, we computed mean proportions of hits and false alarms for unfamiliarized (Fam0) test items only, together with associated dЈs. These values, averaged over Experiments 1 and 2, are presented in Table 10 .
The concave-downward trends for hits shown in Table 9 for the VL, LF, and VHF categories in the RPW studies are very similar to those shown in Table 10 for our data over the same categories. Note. SE M s ranged from 2.9 to 3.8 (M ϭ 3.5). NW ϭ nonword; VLF ϭ very low frequency; LF ϭ low frequency; HF ϭ high frequency; VHF ϭ very high frequency.
The shallow, concave-upward trends for false alarms in the RPW studies are not discernible in our data. With respect to recognition accuracy, dЈ values for the RPW studies (Table 9 ) and for our study (Table 10 ) exhibit similar concave-downward patterns across the VLF, LF, and VHF categories. The commonly reported advantage in accuracy for rare, over-common words and the mirror pattern for hits and false alarms both hold only for the VHF versus LF comparison in the RPW studies. The same is true in our study-an accuracy advantage for rare words and a mirror pattern for the VHF versus LF comparison but not for any other comparisons of adjacent categories.
Types of trends over categories. At first glance, the graphs of old ratings of test items over categories shown in Figures 3 and 4 from Experiment 1 and in Figures 8 and 9 from Experiment 2 give mainly an impression of heterogeneity, the trends ranging from concave-downward, to flat, to concave-upward. An orderly pattern emerges, however, when the graphs are viewed in relation to (a) lexical versus recognition condition and (b) frequency and recency of repetition priming.
First, concave-downward trends over categories are almost exclusively limited to test items that had undergone familiarization or study in the lexical condition, in which the auxiliary task required participants to attend to features of items that distinguish nonwords from words. In the recognition condition, there were no instructions or task demands to focus attention on such features, and participants may have relied mainly on semantic features and associations between novel letter patterns and familiar words. Thus, the lower levels of old ratings and shallower trends over categories in the recognition condition may be related to the frequently reported weakness of semantic priming (Zeelenberg & Pecher, 2002) .
Second, concave-downward trends are most accentuated for test items that had received both familiarization and study (Fam1-8 bars in the upper panels of Figures 3 and 8) and nearly as accentuated for unfamiliarized items that had recent occurrences during study (Fam0 bars in upper panels of Figures 3 and 8) . Distinct but more shallow concave-downward functions characterized familiarized but unstudied items (Fam1-8 bars in upper panels of Figures 4 and 9) .
It seems clear that the concave-downward function must arise as a result of a process that occurs in the experimental context. The process would appear to be a variety of repetition priming (Forster & Davis, 1984; Salasoo et al., 1985; Zeelenberg & Pecher, 2002) produced by earlier occurrences of test items during familiarization or study. Only new (unfamiliarized and unstudied) test items lacked any opportunity for such priming, and only these items failed to exhibit the concave-downward trend over categories.
With this interpretation, a new problem arises: For priming to produce the trends over categories that are exhibited in Figures 8  and 9 , the set of available stimuli must have a structure related in an orderly way to normative-frequency levels. Thus, we turn to an assembly of evidence pertaining to this structure.
A psychological dimension underlying normative-frequency effects. Relevant evidence about stimulus structure comes from several sources, among them ratings of word properties. In particular, it has been known for more than a quarter of a century that normative frequency of words is significantly correlated with ratings of word familiarity by experimental participants and that both of these are significantly correlated with accuracy of recognition, ratings being the better predictor (Schulman, 1976) .
The literature on word ratings was reviewed by Gernsbacher (1984) , who reaffirmed the predictive value of familiarity ratings and made a case that a psychological dimension of familiarity is the principal variable underlying normative-wordfrequency effects. An important remaining task is a detailed characterization of the stimulus properties on which familiarity depends.
Some of these properties are known to be orthographic in character. Normative letter frequency (computed by counts in the same word corpus used for normative-word frequency) has been shown to be a factor contributing to differences in recognition of low versus high frequency words (Malmberg et al., 2002) but has not been shown to be implicated in differences between pseudowords and very low frequency words or between high and very high frequency words.
In the present study, letter frequency was matched for nonwords and VLF words, and thus could not have entered into the observed differences in recognition of items of these two classes. Words in the VLF category are almost never known to participants and therefore can be assumed to lack semantic features (Wixted, 1992) . Note. NW ϭ nonword; VLF ϭ very low frequency; LF ϭ low frequency; HF ϭ high frequency; VHF ϭ very high frequency. Rao and Proctor (1984) and Wixted (1992) Note. The values displayed are recomputed from data reported in the two studies (averaged over three orienting-task conditions for the Rao & Proctor, 1984, data) . VLF ϭ very low frequency; LF ϭ low frequency; VHF ϭ very high frequency.
Therefore, it seems that the differences in recognition of NW and VLF items must depend on attention to letter groups or sequences that can almost never occur in our NW category (because of the way in which the NWs were constructed) but may occur with appreciable frequency in words of all normative-frequency levels, including our VLF category. At the higher levels of normative frequency, both letter groups and semantic features may be involved in recognition performance. Thus, it appears that a psychological dimension underlying word-frequency effects must reflect a composite of stimulus aspects whose contributions vary in strength along the sequence of normative-frequency levels. It is not possible to give a definitive label for this dimension in psychological terms, but our results suggest the characterization of lexicality, an index of the degree to which an item is typical of the broad superordinate category word.
We assume provisionally that a participant in our experiments has formed a lexicality dimension having some of the properties associated with the type termed substitutive, or metathetic, in the classification proposed by Stevens (1957) . The essential implication of this conception for the present application is that if items are sampled from regions close together on the lexicality dimension, the featural overlap should be high, and as the distance between the regions sampled increases, the overlap should decrease uniformly. If this conception is well-founded, we might hope to find evidence concerning the structure of the dimension in the data of the present study, and to this end, we have conducted correlational analyses stemming from the following reasoning.
We assumed that an individual's performance on a recognition test is described by a model, for example, the array model, whose parameter values are the same for recognition tests on old or new items but change from trial to trial if the stimuli differ in their featural makeups. On any trial of an experiment, each participant will have a set of parameter values, which, on the average, will differ only slightly on another trial if the item sampled comes from an adjacent category in the NW, VLF, . . . , VHF sequence but will differ progressively more as the sample comes from more remote categories. Because predicted performance for any individual is determined by the individual's current parameter values, we must predict that correlations of performance measures for a group of participants on tests of items from different categories will exhibit a similar pattern.
To obtain evidence bearing on this prediction, we computed correlations (Pearson rs) among performance measures for test items drawn from the different word and nonword categories in Experiments 1 and 2. The performance measures used were old ratings of old and new test items, the score for each participant in each category being the average rating over familiarization Frequencies of 1-8. The correlations obtained for the lexical and the recognition conditions of both Experiments 1 and 2 are shown in Table 11 . A value of r ϭ .52 is required for significance at the .001 level, and the entries in Table 11 that meet this criterion are printed in boldface to highlight trends over categories.
Several trends are apparent: (a) For both types of ratings and for both groups, the largest rs tend to fall on the main diagonal of the correlation matrix, which represents correlations between neighboring categories in the sequence NW, VLF, LF, HF, VHF; and (b) quite uniformly, r values decline monotonically with distance from the main diagonal, down columns and across rows. To highlight the common pattern of the correlation matrices in Table 11 , we present in Figure 10 graphical renditions of the matrices for the combined lexical conditions of Experiments 1 and 2. Correlations for old ratings of old and new test items are shown in the upper and lower panels, respectively. The ordinal-position values on the horizontal axis denote position in the ordered sequence of categories NW, VLF, LF, HF, VHF. The graph exhibits the orderly structure that was predicted on the premise that the horizontal axis represents value on a lexicality dimension.
A remaining question is why long-term priming from occurrences of items during familiarization or study should produce concave-downward functions for old ratings of test items over the categories associated with particular points on the lexicality dimension. If this type of priming were restricted to occasions when a primed item is followed by occurrence of the identical item on a test, there would seem to be no basis for predicting other than flat functions. However, the array model and other global memory models predict merely that the degree of priming should decrease in an orderly fashion with increasing dissimilarity between a prime and a test item. On this reasoning, the concave-downward functions for primed items exhibited in Figures 8 and 9 arise because test items drawn from middle regions of the lexicality dimension have more close neighbors and therefore receive more priming than items drawn from end regions.
Application of the array model. For an additional source of evidence about the interpretation of the trends over categories, we turn to information obtainable from application of the array model of Maddox and Estes (1997) , briefly described in the introduction.
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The array model was not formulated to predict category effects, and not surprisingly, its parameters representing interitem similarity and item storage probability yielded only relatively flat functions over categories with no significant trends. However, estimates of the parameter (B) signifying bias toward new responses, presented in Table 12 , exhibit a clear concave-upward pattern over categories, particularly distinct for the lexical condition. One should note that if the estimates in Table 12 were plotted as a function of category, the curves, if inverted, would resemble in form those for old ratings of old and new test items shown in Figures 3 and 8 for Experiments 1 and 2, respectively. This result tends to support an implication that category-specific response biases, generated by intraexperimental priming, are a major determinant of the curvilinear, concave-downward trends over categories obtained for measures of old responding on tests of previously familiarized or studied items.
Limitations of Memory Models for Predicting Word-Frequency Effects
The array model is just one of the global memory models (e.g., Gillund & Shiffrin, 1984; Glanzer et al., 1993; Hintzman, 1988; Reder et al., 2000; Shiffrin & Steyvers, 1997) that have been applied to account for word-frequency effects in recognition. Each of these models has special virtues and limitations. A limitation of the array model is that at the present stage it does not generate a priori predictions about differences in recognition of rare versus common words. The reason for this limitation is that to generate predictions about recognition of rare versus common words, the model requires as input the actual frequencies with which participants have previously encountered the test words used in the experiment (which may actually have no bearing on the prediction) or quantitative information as to how stimulus properties of words vary over normative frequency levels.
In the present state of knowledge, however, these two kinds of input are unavailable. This limitation of the array model is shared by all of the other models cited, but investigators have chosen to circumvent it by limiting attention to two word categories (rare vs. common) and by augmenting their models by special assumptions, relating processes like criterion setting or learning of stimulusfeature frequencies to these two categories. We find this tactic unattractive because the augmented models do not yield correct predictions of frequency and mirror effects over the full range of normative frequencies.
7 It appears that a full account of normative word-frequency effects on the basis of the array model or other models of recognition will have to wait until the nature of the psychological attribute associated with normative frequency is more deeply understood. 6 We have applied the array model to the full data of all three experiments reported in this article and plan to present the results in a companion article, now in preparation.
7 Reviewing fully the grounds for this assertion is beyond the scope of this article. However, it can be seen in Table 9 that both the wordfrequency effect and the mirror pattern are clearly manifested only for the VHF-LF comparison and are reversed for LF-VLF. In Table 10 , both are manifested only for comparisons of VHF with the other word categories. In both tables, accuracy (dЈ) peaks for the LF and declines toward higher and lower categories, a pattern that certainly should be predicted by a model with any claim to generality. Note. NW ϭ nonword; VLF ϭ very low frequency; LF ϭ low frequency; HF ϭ high frequency; VHF ϭ very high frequency.
Is the Word-Frequency Effect Misnamed?
Despite the many studies cited in this article that show confoundings of normative frequency with other properties of words, the question remains whether correlations between measures of word recognition and normative frequency reflect even in part the actual frequencies of occurrence of words in participants' preexperimental experiences. Two sets of results from the present study are germane to this issue.
1. In all of the experiments reported, old ratings of both new and old test items (and in recoded data, proportions of hits and false alarms) were related to familiarization frequency by monotonically increasing functions, but to the sequence of normative frequency levels by concave-downward functions. In spite of the obvious differences in context between familiarization trials and preexperimental experiences, we would expect that if effects of the latter are implicated in recognition performance, some tendencies should be detectable for the recognition measures to increase over normative levels. However, even if we confine attention to the three highest normative categories, LF, HF, and VHF, trends were never appreciably upward and in most cases were downward.
2. If familiarization frequency and normative frequency have a common factor deriving from the correlation of the latter with experiential frequency, then the experimental effects attributable to familiarization and normative frequency should exhibit a statistical interaction. However, in all conditions of both Experiments 1 and 2, the interactions of these variables were nonsignificant, none even reaching p Յ .05. Further, the interaction effects observed were extremely small. In the relevant ANOVA for Experiment 1 (Appendix B), the percentages of the total effects sum of squares for the direct effects of familiarization frequency, normative frequency, and their interaction were 27, 69, and 4, respectively. In the parallel ANOVA for Experiment 2, the corresponding percentages were 20, 74, and 6. Thus, our two rather strenuous attempts at assessment have revealed no measurable contribution to word recognition from preexperimental event frequencies correlated with normative frequency. Taking these results together with others reviewed in the Discussion section of Effects of Normative Frequency, we suggest that word-frequency effects on recognition memory might be better termed lexicality effects.
The Array Model for Recognition
In the array model, we assumed instance-based memory storage, as in categorization models from which it is derived (Estes, 1994; Nosofsky, 1988 Nosofsky, , 1992 . In the Maddox and Estes (1997) study, we assumed that on each familiarization or study trial, a distinct representation of the item presented is stored in a memory array. Subsequent work showed, however, that storage should be governed by a diminishing-returns principle, as in models based on the delta rule of connectionist theory (Estes, Campbell, Hatsopoulis, & Hurwitz, 1989) . Therefore, for application to this study, we assumed that on a familiarization or study trial, the item presented is stored with probability a (kϪ1) , where a is a constant with a value in the range 0 -1 and k (ϭ1, 2, . . .) indexes the number of occurrences of the item. That is, an item is always stored on its first presentation (when it presumably receives maximal attention), but on the next occurrence in the same context, probability of storing another representation drops to a, and so on.
On each test trial of a recognition experiment, the similarity of the test item to each element of the memory array is computed, the computation involving application of two parameters, s, denoting average interitem similarity and , denoting similarity between familiarization and study contexts as in Maddox and Estes (1997) . The similarities are summed to obtain a total similarity that we denote Sim o (Old) if the tested item is old, that is, if it came from the study list, Sim rn (Old) if it was familiarized but not studied, or Sim n (Old) if it was novel. The probabilities that the learner judges the three types of test items to be old are expressed by the Equations 1, 2, and 3 of the text, reproduced here as Equations A1-A3:
P rn ͑Old͒ ϭ Sim rn ͑Old͒/͓Sim rn ͑Old͒ ϩ B͔, and
P n ͑Old͒ ϭ Sim n ͑Old͒/͓Sim n ͑Old͒ ϩ B͔.
These theoretical probabilities can be used to predict experimental measures of recognition in two alternative ways: (a) The measures generated by the participants, confidence ratings on a 0 -100 scale, can be interpreted as estimates of the probabilities that old or relatively new (familiarized but not studied) test items came from the study list; or (b) the theoretical probabilities can be interpreted as probabilities of hits and false alarms in the binary recoded data. In either interpretation, the terms on the left-hand sides of Equations A1-A3 are simply replaced by the corresponding empirical ratings or hit and false-alarm proportions for the purpose of predicting the data.
The model has been fitted to the data (recoded as hits and false alarms) of each individual participant in Experiments 1 and 2 by means of a hill-climbing search program that determined, for each normativefrequency category, the values of the parameters that minimized the mean squared deviations of predicted from observed response proportions. Also, for a subsidiary purpose, the model was fitted to a segment of the rating data, as described in the Results section of Experiment 1.
For illustrations of the results of these applications, Table 2 in the text gives an example of the first type of prediction. For an example of the second type, we give in Table A1 the predictions computed for the lexical condition of Experiment 1. As is usually the case, the predictions are slightly better for the lower-variance rating data than for the binary recoded data. Note. VHF ϭ very high frequency; HF ϭ high frequency; LF ϭ low frequency; VLF ϭ very low frequency; NW ϭ nonword.
