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We study the late-time relaxation following a quench in a open quantum many-body system. We
consider the open Dicke model, describing the infinite-range interactions between N atoms and a
single, lossy electromagnetic mode. We show that the dynamical phase transition at a critical atom-
light coupling is characterized by the interplay between reservoir-driven and intrinsic relaxation
processes in absence of number conservation. Above the critical coupling, small fluctuations in the
occupation of the dominant quasiparticle-mode start to grow in time while the quasiparticle lifetime
remains finite due to losses. Near the critical interaction strength we observe a crossover between
exponential and power-law 1/τ relaxation, the latter driven by collisions between quasiparticles.
For a quench exactly to the critical coupling, the power-law relaxation extends to infinite times, but
the finite lifetime of quasiparticles prevents ageing to appear in two-times response and correlation
functions. We predict our results to be accessible to quench experiments with ultracold bosons in
optical resonators.
In a closed system, the relaxation toward the equi-
librium state is governed by processes which break in-
tegrability, allowing for an efficient redistribution of en-
ergy and momentum between the degrees of freedom. In
this respect, important differences arise between classi-
cal and quantum systems [1, 2]. By contrast, in an open
system the relaxation toward equilibrium is driven by ex-
change of energy and momentum with an external reser-
voir, so that the integrability-breaking intrinsic to the
system does not necessarily play a role in the late-time
dynamics close to the stationary state. In driven, dis-
sipative systems, the latter is also generically different
from a thermal-equilibrium state, since detailed balance
is usually violated. Moreover, the presence of quantum
correlations allows for the existence of entangled station-
ary pure states determined by the reservoir [3]. The
scenario becomes even richer if one considers the relax-
ation dynamics close to a phase transition. Already for
classical systems the standard theory of critical dynam-
ics near equilibrium phase transitions [4] does not fully
characterize the relaxation after quenches, since ageing-
like behavior violates detailed-balance [5]. The extension
of these concepts to quantum and open systems con-
stitutes a challenging task which has recently received
much attention both for the near-steady-state [6–21] and
quench [22–32] dynamics, also due to remarkable experi-
mental advances in the control of hybrid systems involv-
ing phonons/photons coupled to ions [33, 34], excitons
[35], superconducting circuits [36–38], mechanical modes
[39], or neutral atoms [40–43].
In this work, we consider an open quantum many-
body system close to a phase transition, where the in-
terplay between dissipation and integrability breaking in
absence of number conservation gives rise to a novel sce-
nario for the post-quench relaxation dynamics. We con-
sider an open version [44–54] of the paradigmatic Dicke
model [55], describing N two-level atoms equally coupled
to a single, lossy mode of the electromagnetic field [56–
63], recently realized experimentally with atoms in opti-
cal cavities [41, 64–69]. Due to the infinite range of the
atom-photon interactions (0-dimensionality), this model
is integrable in the thermodynamic limit: N = ∞, cor-
responding to non-interacting polaritonic quasiparticles.
Despite the absence of local degrees of freedom (typi-
cally used to characterize equilibration [70]), integrabil-
ity breaking in the Dicke model at finite N has been
shown to lead to chaotic behavior [71, 72] and thermal-
ization [73] in the closed-system case. Thermalization
can also be achieved at N = ∞ via disorder [74]. Here
we describe the late-time dynamics following a quench of
the atom-light coupling strength in the open system at
finite N . We show that quantum non-equilibrium fluc-
tuations induced by quasiparticle interactions trigger a
dynamical phase transition, which causes the occupation
of the dominant quasiparticle-mode to become unstable
and grow in time. However, the quasiparticle lifetime re-
mains finite in presence of the Markovian losses. In the
critical regime, we predict a crossover between exponen-
tial and power-law 1/τ relaxation. The latter is driven by
quasiparticle collisions and extends to infinite times for a
quench exactly to the critical point. However, since the
quasiparticles involved retain a finite lifetime throughout
the transition, the equilibration time does not diverge,
thus ageing is not observed in two-times functions.
The algebraic dynamics with overdamped quasiparti-
cles is a genuine out-of-equilibrium many-body effect, not
related to critical slowing down since the system size N is
finite. The description of the relaxation driven by quasi-
particles collisions requires non-perturbative many-body
techniques. In particular, it cannot be described using
mean-field approaches.
Quench experiments performed recently in the open
Dicke model [69] have started exploring the dynami-
cal phase transition, for which our theory provides the
quantum description of the critical relaxation. Our pre-
dictions will be observable in the late-time behavior of
response and correlation functions after small quenches
near the critical point.
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2I. THE MODEL
The Dicke model [55] describes the coupling of N two-
level atoms to a single mode of the electromagnetic field
with the Hamiltonian
Hˆ = ω0aˆ
†aˆ+ ωzSˆz +
2g√
N
Sˆx
(
aˆ† + aˆ
)
. (1)
Here Sˆz,x =
1
2
∑N
i=1 σ
z,x
i are collective spin operators
with the single-atom Pauli matrices σz,xi and aˆ
† and aˆ
are the bosonic photon creation and annihilation oper-
ators. ω0 is the characteristic photon frequency, ωz the
splitting of the atomic levels and g is the photon-atom
coupling strength. We will consider an open version of
this model by introducing Markovian photon losses with
a rate κ. The non-unitary time evolution is described by
the master equation for the density matrix ρ,
∂tρ = −i
[
Hˆ, ρ
]
+ κ
(
2aˆρaˆ† − {aˆ†aˆ, ρ}) . (2)
Since we will be interested in large atom numbers N ,
we perform a Holstein-Primakoff transformation: Sz =
−N/2 + bˆ†bˆ and S+ = bˆ†√N − nˆ ≈ √Nbˆ† (1− nˆ/(2N)),
while Sx =
1
2 (S
+ + S−) and S− = S+†, yielding the
following Hamiltonian
Hˆ = Hˆ0 + Hˆ
′
Hˆ0 = ω0aˆ
†aˆ+ ωz bˆ†bˆ+ g
(
aˆ+ aˆ†
) (
bˆ+ bˆ†
)
Hˆ ′ = − g
2N
(
aˆ+ aˆ†
) (
bˆ†bˆ†bˆ+ bˆ†bˆbˆ
)
+ O
(
1
N2
)
.
(3)
For N = ∞ the interaction Hamiltonian Hˆ ′ van-
ishes and the model is integrable i.e. describes non-
interacting quasiparticles corresponding to polaritonic
collective modes mixing atomic and photonic excita-
tions. This quadratic model has a superradiant transition
[56, 57] at a critical coupling strength [44, 47–49]
gc,0 =
√
(ω20 + κ
2)ωz/(4ω0), (4)
where a finite average polarization 〈bˆ〉 ∝ √N and a fi-
nite coherent light component 〈aˆ〉 ∝ √N spontaneously
break the Z2 symmetry. The transition is caused by a soft
mode (see also Fig. 1) with zero characteristic frequency
ωqp, which switches from being damped to growing in
time, i.e. the damping rate κqp crosses zero at gc,0. The
transition is purely dissipative, i.e. characterized by com-
pletely overdamped quasiparticles κqp ≥ 0 and ωqp = 0.
This is due to the presence of Markovian losses while the
transition is driven by the Hamiltonian sector [50].
The Hamiltonian (3) does not conserve the excitation-
number since it contains counter-rotating terms. This
has the same effect as a driving term, which can indeed
compensate the effect of losses, resulting in a steady state
with a finite excitation number [44, 46, 47, 50]. More-
over, as it is the case in driven-dissipative systems, the
coexistence of counter-rotating terms and Markov losses
violates the detailed balance characterizing global equi-
librium (see [50] and Section III).
We conclude this section by pointing out that the ab-
sence of a continuum (or extensive number) of degrees of
freedom does not prevent the system to show many-body
behavior. The Dicke model, due to the infinite range
of atom-light interactions, is 0-dimensional i.e. the spa-
tial structure is lost. It therefore describes many quasi-
particle excitations occupying the 4 possible polaritonic
collective modes. The non-integrable model N < ∞ in-
cludes interactions between these quasiparticles. Given
the unlimited Hilbert space in every mode and since the
occupation numbers are generically large (O(N1/2)) in
the scaling regime, see [50] and Section III), there is no
notion by which the system describes a few-body or im-
purity problem. In particular, for the critical late-time
dynamics of the system the relaxation i.e. redistribu-
tion of energy between the modes is strongly affected
by quasiparticle collisions. This behavior cannot be de-
scribed using mean-field approaches and rather requires
many-body techniques as the non-perturbative diagram-
matics introduced next.
II. APPROACH
The non-equilibrium critical properties of the open
Dicke model have been recently investigated in near-
steady-state [66, 75, 76] and quench [46, 69] experiments.
Here we want to go beyond the semiclassical studies and
describe the critical post-quench late-time relaxation in-
cluding quantum fluctuations due to quasiparticle inter-
actions at finite system sizes as well as classical fluc-
tuations from the Markov reservoir. We adopt a di-
agrammatic technique based on the real-time Keldysh
functional-integral formulation of the Dyson equation
[77, 78], extending the steady state approach developed
in [50] to include the relaxation induced by quasiparti-
cle collisions as well as the breaking of time-translation
invariance. In the Keldysh functional-integral approach
[79], one derives the two coupled Dyson equations for the
retarded and Keldysh Green’s function (GF):
GK = GR ◦ (ΣK −DK0 ) ◦GR† (5)([
GR0
]−1 − ΣR) ◦GR = δ(t− t′), (6)
where “◦” indicates the convolution in real time.
Due to the absence of number conservation in
the Hamiltonian, the GFs are 4 by 4 matrices:
i
(
GK(t, t′)
)
i,j
= 〈{Vˆi(t), Vˆ †j (t′)}〉 and i
(
GR(t, t′)
)
i,j
=
θ(t− t′)〈[Vˆi(t), Vˆ †j (t′)]〉, with Vˆ T = (aˆ, aˆ†, bˆ, bˆ†).
The retarded GF encodes the spectral response of the
system, the Keldysh GF its correlation functions. As
detailed-balance cannot be assumed, we must determine
GR and GK independently through Eqs. (5),(6). The re-
tarded GF GR0 and the matrix D
K
0 are fixed by the non-
3interacting theory Hˆ ′ = 0 and given in the Appendix A.
Finally, the self-energies Σ(K,R) = Σ(K,R)
[
GR, GK
]
are
computed within a self-consistent Hartree-Fock (SCHF)
approximation (as for instance employed to describe spin-
chain dynamics [80]), corresponding to the selection of
Feynman diagrams shown in Fig. 4. Self-consistency is
necessary to treat late-time relaxation close to the steady
state [77]. This is true despite the presence of the Markov
reservoir since the system is close to a phase transition.
Moreover, the inclusion of the Fock processes we perform
here is required to describe the effect of quasiparticle col-
lisions on the late-time relaxation of the system after a
quench.
III. RESULTS
Starting from an initial atom-photon coupling gi, we
consider a sudden quench to a value g > gi. We solve the
coupled Dyson Eqs. (5),(6) in the SCHF approximation
in the limit of large absolute times τ = (t+ t′)/2, i.e. for
small relative deviations from the steady state, by means
of an iterative numerical procedure. This approximate
time-evolution is illustrated in detail in the Appendix
B. In the limit of relative times trel long compared to
the quasiparticle lifetime 1/κqp, that is, including only
the dominant contribution from low-frequency quasipar-
ticles, the solutions take the following form(
GK(trel, τ)
)
i,j
' e−κqp|trel|
×
(
GK(0,∞) + δG
K(0, 0)
eκkinτ + λkinκkin δG
K(0, 0) (eκkinτ − 1)
)
,(
GR(trel, τ)
)
i,j
' θ (trel) e−κqptrel
×
(
GR(0,∞) + δG
R(0, 0)
eκkinτ + λkinκkin δG
K(0, 0) (eκkinτ − 1)
)
,
(7)
where we used the notation δGR/K(0, 0) = GR/K(0, 0)−
GR/K(0,∞). Every component i, j = 1, ..., 4 of both re-
tarded and Keldysh GFs follows the functional form (7)
since the latter is determined by the least-damped quasi-
particle mode corresponding to the dominant eigenvector
of the 4 by 4 matrices [81]. The solutions depend only on
three parameters whose behavior is shown in Fig. 1 and
2 as a function of the coupling strength g: the quasipar-
ticle inverse lifetime κqp (damping the relative-time dy-
namics), the system-damping κkin in the absolute time,
and the nonlinear coefficient λkin.
A. Dynamical phase transition at finite N
Let us first consider the integrable case: N = ∞.
Since the quasiparticle interactions are absent, the sys-
tem’s damping is equal to the quasiparticle damping:
κkin = κqp and λkin = 0. Therefore G
K(trel, τ) '
g/gc,0
!qp
qp
kin
gc(N)III
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FIG. 1. Qualitative behavior of the quasiparticle character-
istic frequency ωqp (gray) and inverse lifetime κqp (black),
together with the system’s damping rate κkin (blue), as a
function of the final value g of the light-matter coupling after
a sudden quench from gi < g. The dashed line corresponds
to the prediction of the non-interacting theory Hˆ ′ = 0, where
κkin = κqp. For ωqp there is no difference between interacting
and non-interacting predictions at large enough N .
e−κqp|trel|(GK(0,∞) + δGK(0, 0)e−κqpτ ) and analogously
for the retarded GF. For τ → ∞ the steady state GF
GKss (trel) ' GK(0,∞)e−κqp|trel| is reached. As shown in
Fig. 1 by the black-dashed line, for N = ∞ the inverse
lifetime κqp vanishes linearly at the transition point gc,0.
In the non-integrable N <∞ case (solid lines in Fig. 1),
we find the phase transition to occur instead at a critical
coupling
g = gc(N) < gc,0, with
|gc(N)− gc,0|
gc,0
. N−1/2, (8)
where the inverse quasiparticle lifetime κqp remains fi-
nite, while the damping κkin vanishes according to:
κkin ∼ κqpN3/4
√
|g − gc(N)|/gc(N) , (9)
as shown in Fig. 2. Above the critical point: g > gc(N)
the system’s damping rate κkin becomes imaginary, with
the magnitude again given by (9), indicating an instabil-
ity of the steady state of Eqs. (7). This peculiar dynami-
cal phase transition characterized by a vanishing system-
damping at finite quasiparticle lifetime is triggered by
quasiparticle collisions in presence of both Markovian
losses and violation of number conservation, the latter
effectively working as a drive. In the following, we illus-
trate how this critical point affects the system’s dynamics
after the quench.
B. Criticality and scaling laws
At any given 1  N < ∞, sufficiently far away from
the critical point: (gc(N) − g)/gc(N) & N−1/2, we are
in a weak-coupling regime (region I in Fig. 1) where the
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FIG. 2. Numerical values of the kinetic parameters κkin, λkin
together with the inverse quasiparticle lifetime κqp. κkin is
fitted with the scaling law (9) (blue line). The parameters
used are κ = 2, ω0 = 2, ωz = 2.1 and N = 1000, resulting
in gc ≈ 1.4491. In the Appendix C we present results for
κ = 0.2, 1.0.
quasiparticle interactions from Hˆ ′ are always perturba-
tive so that, to order 1/N , the GFs follow the integrable
dynamics illustrated above: κkin ' κqp  λkin. Instead,
for a quench to strong coupling (gc(N) − g)/gc(N) .
N−1/2 (region II in Fig. 1) the interactions apprecia-
bly renormalize the dampings such that κkin < κqp.
Within this region, even closer to the critical point:
(gc(N) − g)/gc(N) . N−3/2, we find κqp ∼ N−1/2 such
that λkin cannot be neglected any more (see also Fig. 2).
In general, the latter depends only weakly on the cou-
pling g and is also of order N−1/2 [82]. The role of
λkin is to introduce algebraic relaxation characteristic
of non-integrable dynamics. In our model without con-
served quantities [50] algebraic dynamics emerges due to
criticality, but is in general not necessarily a signature
of the latter, for instance in systems with conservation
laws [4]. At a given N -independent coupling g, the in-
tegrable limit of the late time dynamics is reached for
N →∞ since we enter the weak coupling regime as soon
as (gc(N) − g)/gc(N) & N−1/2. If instead we pin the
system to criticality (gc(N) − g)/gc(N) . N−3/2, the
integrable limit is never approached since according to
(9) κqp ' κkin ∼ N−1/2 → 0 and λkin ∼ N−1/2 → 0,
so that the non-integrable character is always important.
This is related to the fact that at criticality the limits
N →∞ and τ →∞ do not commute. As a side remark,
the fact that quasiparticle collisions breaking integrabil-
ity become important at criticality can be seen also by
analyzing the steady state. In particular, as shown in the
Appendix D, integrability breaking effectively creates a
τA B C
τalg τexp
FIG. 3. Sketch of a log-plot of the time evolution of the parti-
cle number near gc(N), separated into three regions. Starting
from the vacuum, the system is for short time-scales described
by the evolution according to the bare Green’s function (re-
gion A), which will then cross over into an algebraic decay
(region B), that continues to infinite times for g = gc(N).
For g < gc(N) the final relaxation is exponential, as depicted
in region C, whereas for g > gc(N) the population instead
evolves linearly through that of the unstable steady state.
bath for the spin (atomic) degree of freedom.
C. Algebraic vs. Exponential dynamics
An example depicting the generic behavior of the
absolute-time evolution is sketched in Fig. 3 using the oc-
cupation of the quasiparticle mode n(τ) = iGK(0, τ)/2−
1/2 as observable. After the quench the system has
to become sufficiently populated and correlated for in-
teractions to become important. This requires a time
τalg ∼ 1/κqp, after which the initial exponential inte-
grable dynamics goes over into a non-integrable 1/τ be-
havior. Deep inside the strong coupling regime: |gc(N)−
g|/gc(N) . N−3/2, a second crossover takes place on
a scale τexp ∼ 1/κkin, where for g < gc(N) the alge-
braic relaxation goes back to exponential, as predicted
by Eqs. (7). Using the result (9) we get the following
scaling
τexp ∼ 1/κkin ∼ N−1/4(|g − gc(N)|/gc(N))−1/2 . (10)
The transcritical g > gc(N) time-evolution is also
shown in Fig. 3. For times later than τalg the system
first approaches the steady state GK,Rss (trel) of Eq. (7)
algebraically: 1/τ . However, beyond the time-scale
τexp the system then evolves linearly past this unsta-
ble state with a characteristic rate given by ∂τδO '
κ2kinOss/
(
4λkinG
K
ss (0)
)
for any observable O. After the
linear regime, the evolution accelerates again, becomes
algebraic and would eventually converge toward the
symmetry-broken steady state. The description of such a
state however requires the expansion around a symmetry-
broken saddle point, including (self-consistent) finite field
5expectation values 〈aˆ〉 and 〈bˆ〉, which is described by a
more general version of Hamiltonian (3). The new steady
state is therefore currently inaccessible to the presented
dynamics. The sudden switch in the dynamical behav-
ior at g = gc(N) characterizing the phase transition is
triggered by quasiparticle collisions in presence of both
Markovian losses and effective driving. In particular,
since the system has weakly damped quasiparticles at
ωqp = 0 (which is possible due to Markovian losses), col-
lisions take place almost on-shell and therefore efficiently
increase the mode occupation. The drive (breaking num-
ber conservation) provides the source of quasiparticles
allowing the latter process to induce an instability.
D. Absence of ageing
For a quench exactly to the critical point g = gc(N),
the power-law 1/τ dynamics extends down to the steady
state. Due to the breaking of time-translation invari-
ance and the presence of critical algebraic relaxation
even down to τ = ∞ one might expect ageing to char-
acterize the late time behavior of two-times functions
[5]. Such behavior has been predicted to appear af-
ter quenches to critical points both in closed [83–85]
and open [27] quantum sytems. In order to explore
this possiblity we employ the fluctuation-dissipation ra-
tio [5] χO(t1, t2) = (GRO(t1, t2)−GAO(t1, t2))/∂t1GKO (t1, t2)
with t1 < t2, which allows to address possible viola-
tions of detailed balance and define effective tempera-
tures for non-equilibrium systems, where the fluctuation-
dissipation theorem cannot be relied on. In χO(t1, t2)
the index O means that the quotient is to be taken
between expectation values corresponding to the most
highly occupied eigenvector of some operator O. The
limit limt1→∞ limt2→∞ χO(t1, t2) ≡ 1/Teff defines an ef-
fective temperature. In systems exhibiting ageing after
a quench to the critical point the equilibration time di-
verges. As a consequence, the effective temperature de-
fined through the above limit will not be equal to the
value of the effective temperature obtained directly from
the steady state, even if the system is in contact with a
thermal reservoir. Using our late-time GFs (7) it is easy
to see that the fluctuation-dissipation ratio is indepen-
dent of the relative time:
χ(trel, τ) =
1
Teff
1
1 + 1λkinκqpτ2
. (11)
Therefore, for absolute times larger than the equilibra-
tion scale
τeq = 1/
√
λkinκqp (12)
it relaxes to the inverse effective temperature Teff. Since
at gc(N) the quasiparticle lifetime remains finite 1/κqp <
∞, the equilibration scale τeq is also finite and thus no
ageing takes place. 1/κqp < ∞ also implies that the
initial-slip exponent θ describing the (t2/t1)
θ scaling of
two-times functions [5] is irrelevant, since the dynamics
is exponential in the relative-time direction (see Eq. (7)).
However, due to the driven-dissipative nature of our sys-
tem, the steady state is not in global equilibrium, im-
plying that the effective temperature obtained from (11)
depends in general on the particular degree of freedom
considered, consistent with what was found in [50] by
extracting Teff directly from the steady state (see also
Appendix D).
IV. PREDICITONS FOR THE EXPERIMENT
The dynamical phase transition of the open Dicke
model has been investigated in recent quench experi-
ments performed with a Bose-Einstein condensate (BEC)
in an optical cavity [69]. We expect our predictions to be
observable in response and correlation functions of the
cavity output, once the wait-time τw after the quench
satisfies τw & τalg ∼ 1/κqp ∼ N1/2 (see Section III).
Generically, the smallest value of τalg is reached when
ωz (corresponding to the recoil frequency ωrec ∼ KHz in
the BEC experiments) is of the same order of κ. This
can be seen by comparing the value of κqp for different
values of κ = 2, 1, 0.2 shown in Fig. 2 and Fig. 5, at a
given ωz = 2.1. The largest κqp is reached indeed for
κ ' ωz, while for even larger κ (not shown) the quasi-
particle damping decreases. For instance, in the experi-
mental setup of [69] the cavity is very good: κ ' ωrec, so
that κqp ∼ κN−1/2 that is τw & ms× (105)1/2 ∼ 300ms.
While this is below typical BEC-lifetimes, it is currently
not achieved in the experiments [69], but in principle pos-
sible in the new-generation setups.
While the measurement of response functions require
cavity probe-transmission experiments [44, 50], the be-
havior of the correlation function in Fig. 3 will be directly
observable from the cavity output intensity.
V. CONCLUSIONS
We have shown that the dynamics following a quench
close to a critical point in an open quantum many-body
system can depend crucially on the competition between
external and intrinsic relaxation processes, the former
due to drive and dissipation, the latter due to integrabil-
ity breaking through quasiparticle interactions. In par-
ticular, we demonstrated a novel scenario involving a dy-
namical phase transition where critical algebraic relax-
ation is not accompanied by ageing, due to the finite
lifetime of quasiparticles. The simplicity and paradig-
matic character of the model considered allowed for a
detailed understanding of the phenomena and should im-
ply a broader relevance of our results.
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Appendix A: Keldysh formulation of the
self-consistent Hartree-Fock theory
The open Dicke model introduced in the main text has
already been formulated within the Keldysh functional-
integral framework [50], thus we only briefly discuss the
main features here. We then describe the self-consistent
Hartree-Fock (SCHF) theory we employ.
Starting from the master equation, the functional-
integral formulation of the action is achieved by replacing
the operators acting left(right) of the density matrix with
complex fields with a subscript “+”(“−”). Calculating
expectation values by a time-evolution along the Keldysh
contour, the “+”operators act while the system evolves
forward in time, while the “−”operators act on the back-
ward branch. It is easier to obtain physical insight by
rotating to “classical” acl =
1√
2
(a+ + a−) and “quan-
tum” fields aq =
1√
2
(a+ − a−), that deserve their name
because only “classical” fields can propagate on-shell or
have a finite expectation value [77], whereas “quantum”
fields encode the (potentially correlated) statistical noise
in an equivalent Langevin formulation. Due to the loss
of particle number conservation it is convenient to sym-
metrize the action through the identification of terms
between advanced and retarded contributions. The sym-
metrized action of Hˆ0 in the absence of coherent fields
then reads [50]
S0 =
∫
dω
2pi
V †(ω)
(
0
[
GA0
]−1
(ω)[
GR0
]−1
(ω) DK(ω)
)
V (ω)
(A1)
because retarded and advanced Green’s functions inter-
change under ω → −ω. The bare inverse GFs [GR0 ]−1 (ω)
and DK0 are given by[
GR0
]−1
(ω) =ω − ω0 + iκ 0 −g −g0 −ω − ω0 − iκ −g −g−g −g ω − ωz 0
−g −g 0 −ω − ωz

and
DK0 =2iκ 0 0 00 2iκ 0 00 0 0 0
0 0 0 0
 . (A2)
The verbose notation with the eight-component field
V (ω) =

acl(ω)
a∗cl(−ω)
bcl(ω)
b∗cl(−ω)
aq(ω)
a∗q(−ω)
bq(ω)
b∗q(−ω)

. (A3)
is necessary, since each – Keldysh (cl, q) and Nambu
(ω,−ω) structure – double the number of fields compared
to the quantum mechanical representation.
ForN <∞, the terms of the quartic interaction Hamil-
tonian Hˆ ′ in Eq. (3) have to be added to the action in
(A1). Considering the possibility of interactions on the
forward and the backward branch of the Keldysh contour,
the corresponding part of the action reads
Sint =
g
4N
∫
dω
2pi
[ [
(acl + a
∗
cl) ◦
(
bq + b
∗
q
)
+
(
aq + a
∗
q
) ◦ (bcl + b∗cl)] ◦ [b∗clbcl + b∗qbq]
+
[
(acl + a
∗
cl) ◦ (bcl + b∗cl) +
(
aq + a
∗
q
) ◦ (bq + b∗q)] ◦ [b∗clbq + b∗qbcl] ](ω), (A4)
where “◦” denotes the convolution in ω (normalized by
1/(2pi)).
The results presented in the main text are obtained
within a self-consistent Hartree-Fock (SCHF) approxi-
mation, corresponding to the selection of diagrams for
the self-energies shown in Fig. 4. The self-consistent
Hartree (SCH) approach has already been treated by
Dalla Torre et al in [50] for the steady state. As we
illustrate next, the inclusion of the Fock processes we
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ΣKF =
ΣRF =
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FIG. 4. Self-energy diagrams used in the SCHF calculations.
The Hartree contribution (a) is only a real shift of the retarded
component. The Fock contribution (b) and (c) is instead com-
plex and frequency-dependent. Here the solid(dashed) line
correspond to a “classical”(“quantum”) field attached to the
vertex.
perform here is required to describe the effect of non-
number-conserving quasiparticle collisions breaking the
integrability. These collisions are essential ingredients
in the steady state and late-time relaxation dynamics
of the system close to the superradiant transition. Self-
consistency is achieved by calculating the self-energies
Σ(K,R) as functionals of the dressed, rather than the bare
Green’s functions: Σ(K,R) = Σ(K,R)
[
GR, GK
]
. In order
to highlight the novelties introduced by our SCHF ap-
proach, we now briefly discuss the main features of the
SCH theory.
Within the Hartree approximation only one skeleton
diagram contributes to the self-energies. Furthermore,
because GR(0) +GA(0) = 0 only the retarded/advanced
self-energy, given by the first diagram in Fig. 4, is
non-zero. The resulting frequency-independent self-
consistence condition can be solved (mostly) analytically
and predicts that both κqp and the number of excitations
in the steady state remain finite for all values of the cou-
pling constant. Furthermore, it can be shown [86] that
the steady state is attractive under time-evolution for
any coupling strength, implying that no dynamical phase
transition occurs on the self-consistent one-loop level.
The theory becomes much more involved within the
SCHF approach we employ here. First of all, the Fock
self-energy of Fig. 4 is frequency-dependent as opposed
to its Hartree counterpart. This enriches the problem
by allowing for the inclusion of memory effects, which
however play no significant role near the superradiant
transition. Additionally, the Keldysh component of the
Fock self-energy is nonzero and the retarded component
has an imaginary part. This implies that the inclusion
of the Fock processes in our theory allows us to describe
relaxation through redistribution of energy via collisions
between quasiparticles.
Within this approximation there are two different sub-
classes of diagrams: those involving only one ”quantum”
field and those with three ”quantum” fields. A bare scal-
ing analysis of the model (A1),(A4) indicates that the
latter are of higher order in 1/N compared to the more
classical first subset of diagrams [50]. Yet, in order to
improve our quantitative results for intermediate values
of N as well as for the phase transition, we keep those
diagrams. Independent of this, the self-consistent resum-
mation of two-loop diagrams cannot be performed ana-
lytically forcing us to heavily rely on numerical methods
for the calculation of quantitative results. However, all
the analytical expressions in the main text are completely
independent of the numerics, that can therefore – as done
in figure 2 of the main text– be used for independent con-
firmation.
Appendix B: Time-integration of the coupled Dyson
equations
Within the SCHF approximation, we perform a time
integration of the coupled, nonlinear Dyson equations (5)
and (6) for the Keldysh and retarded GFs. We adopt
an iteration procedure valid in the vicinity of the steady
state:
GR(τ + δτ) = (1− c)GR(τ) + c
([
GR0
]−1 − ΣR (GR(τ)))−1
(B1)
where c is the numerical update in our iteration, τ is
the absolute time and we suppressed the dependence of
the GF on the relative time trel. Here the subscript ss
stands for steady state. Since including the dynamics for
the Keldysh component contributes only further additive
terms with the same global prefactors, we simplify the ex-
pressions here to depend solely on the retarded Green’s
function. We see how the approximate time-iteration
(B1) neglects memory effects involving time-integrals
over the past, so that solutions of the form Eq. (7) of the
main text can be found, where the trel-functional form
depends only parametrically on τ through κqp(τ). The
τ -dependence of the latter is of order 1/N and thus neg-
ligible. The approximation involved in (B1) relies on a
separation of timescales between the relative and abso-
lute time-evolution and is equivalent to taking the lead-
ing order in the Wigner expansion of the convolutions
between two-times functions [79]:
A ◦B =
∫
dt3A(t1, t3)B(t3, t2)
WT⇔ A(τ, ω)e
i
2
(←
∂ω
→
∂τ−
←
∂τ
→
∂ω
)
B(τ, ω) ' A(τ, ω)B(τ, ω),
(B2)
where we defined f(t1, t2)
WT⇔ f(τ, ω) =∫
dtrele
−iωtrelf(τ − trel/2, τ + trel/2). The required
separation of timescales is achieved in our system in
the vicinity of the steady state and for a quench of g
close enough to gc(N). As Fig.1 shows, in this regime
κkin, setting the absolute timescale (see Eq.(7)), is
much smaller than κqp. The latter, setting the relative
timescale, remains indeed finite at our dynamical phase
transition. For the same reasons, our numerical time-
evolution is not applicable well inside the weak-coupling
8regime (region I of Fig.1 in the main text), since there
κkin ' κqp.
Appendix C: Role of the photon loss rate κ
In this section we complement the results presented in
the main text by computing the dynamical parameters
κqp, κkin, λkin for smaller values of the photon loss rate
κ. The goal is to illustrate the qualitative behavior of the
system in the isolated limit κ→ 0. In Fig. 5 we show the
results for κ = 1 and κ = 0.2, to be compared with Fig.
2 of the main text, computed for κ = 2. Two main ob-
servations emerge: i) since all the dynamical parameters
(κqp, κkin , λkin) decrease for decreasing κ, the global
timescale becomes slower; ii) since κqp and κkin become
closer to one another, it becomes more difficult (i.e. one
has to tune the system even closer to gc(N)) to reach the
dynamical critical regime where κin  κqp. Ultimately,
in the κ = 0 limit, we expect κkin to become coupled
to κqp, in the sense that the former cannot be made ar-
bitrarily small compared to the latter, at any given N .
The numerical computation leading to a set of results as
the one in Fig. 5 is very demanding and becomes more
and more so a κ→ 0, since the global timescale becomes
slower and κkin → κqp (see previous section). Our ap-
proach is not applicable in the case κ = 0.
Appendix D: The steady-state distribution function
In this section we consider the steady-state of the
coupled-Dyson equations (5) and (6) of the main text.
We will show how the integrability-breaking through
quasiparticle interactions leads to equilibration. This in-
trinsic equilibration adds to the one induced by the cou-
pling to the external reservoir.
To this purpose, we consider the steady-state distribu-
tion function F (ω) defined through
GK(ω) = GR(ω) · F (ω)− F (ω) ·GA(ω). (D1)
The function F (ω) determines the link between response
and correlation functions and is therefore deeply con-
nected with the fluctuation-dissipation relations in the
steady state [77]. F (ω) describes the boundary condi-
tions emergent in the steady state for each degree of
freedom of our system. For instance, for a single bosonic
degree of freedom in thermal equilibrium with a reser-
voir at temperature T , the distribution function F (ω) is
simply coth(ω/2T ) [77], while for a Markov reservoir cor-
responding to the Lindblad operator (2) of the main text
we have F (ω) = 1, corresponding to a pure state [50].
One can thus expect F (ω) to be sensitive to the differ-
ent drive and relaxation mechanisms, both external and
intrinsic to the system.
In order to analyze the distribution function for the
photonic and atomic degrees of freedom separately, we
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FIG. 5. Numerical values of the kinetic parameters κkin, λkin
as well as the inverse quasiparticle lifetime κqp. The parame-
ters used are the same as in the main text, apart from κ = 1
(upper panel) and κ = 0.2 (lower panel), which result in
gc ≈ 1.1420 and gc ≈ 1.0298 respectively.
have first projected the full 4 by 4 Green’s functions onto
the respective 2 by 2 sectors. Within each sector we then
solved (D1) for Fa(ω) and Fb(ω), respectively, where the
subscript a refers to the photonic and b to the atomic
sector [79]. In Fig. 6, we plot the eigenvalues F±a (ω) of
Fa(ω), which due to the hermitian structure of F (ω) are
purely real.
In our open Dicke model and in the integrable limit
N = ∞, external driving is effectively present due to
the bilinear coupling between photonic and atomic de-
grees of freedom which does not conserve the excitation
number, while relaxation is induced externally by photon
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FIG. 6. Behavior of the two eigenvalues of the photonic dis-
tribution function. The red-dotted line corresponds to the
integrable theory: N = ∞. The blue solid line is the re-
sult obtained from full SCHF theory, where qualitatively new
features appear. These can be well described by an effec-
tive linearised theory Eq. (D2) (black-dashed line) that shifts
the atomic resonance in the complex plane and therefore con-
tains only a single (complex) fit parameter κb. The param-
eters used are the same as in the main text, resulting in
κb ≈ 0.0335 + 0.0009i.
losses. As discussed in [50], the corresponding distribu-
tion function for the photonic degree of freedom shows
singularities at zero frequency and at the bare atomic
resonance frequencies ±ωz. These singularities appear
on top of the frequency-independent Markov background
and result from the effective drive via the atoms. These
singularities are of thermal nature, behaving like Teff/ω,
with the effective temperature emerging due to the com-
bination of the Markov reservoir and the driving. This
temperature is different for the photonic and atomic de-
grees of freedom, indicating the violation of detailed bal-
ance arising from the fact that the whole system is driven
but dissipates only through the photons (see also section
III D).
Within our SCHF approach, we are able to include
the equilibration mechanism intrinsic to the system,
which is governed by the integrability-breaking terms.
In particular, as already discussed, the Fock processes
allow to include the intrinsic equilibration induced by
quasiparticle collisions. In the strong coupling regime:
(gc(N) − g)/gc(N) . N−1/2, this introduces large qual-
itative and quantitative changes in F (ω), as illustrated
in Fig. 6 for the photonic degree of freedom. Here we
compare the prediction of the integrable theory: N =∞
with our SCHF results. Apart from a shift of the sin-
gularities from their bare value ωz, the important quali-
tative change introduced by collisions is the splitting of
these singularities via an avoided crossing. This splitting
of the singularities at the (shifted) atomic resonances can
be reproduced by adding to the integrable theory a sec-
ond Markov reservoir, this time for the atomic degree
of freedom. This corresponds to the steady-state of the
following master equation
∂tρ = −i
[
Hˆ0, ρ
]
+ κ
(
2aˆρaˆ† − {aˆ†aˆ, ρ})+ κb (2bˆρbˆ† − {bˆ†bˆ, ρ}) .
(D2)
where Hˆ0 indicates the integrable Hamiltonian of Eq.(3).
By choosing the effective atomic dissipation κb appropri-
ately (including the shift of the resonance frequency),
we can simulate the extent to which the quasiparti-
cle collisions result in enhanced decay of atomic excita-
tions into multiple photons. This demonstrates how the
integrability-breaking leads to enhanced equilibration by
creating effectively a further bath for the the system.
While F (ω) contains a lot of information encoded in
its functional form, its measurement requires knowledge
of both the spectral response and the correlation func-
tions. The former gives direct access to the retarded
(and by complex conjugation the advanced) Green’s func-
tion while the latter directly corresponds to the Keldysh
Green’s function. Eq. (D1) would then allow to compute
the distribution function.
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