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We study a diffusion model of phase field type, consisting of a system of two par-
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of uniform estimates and applying finally a comparison principle .
Key words. Nonlocal phase separation models, viscous phase separation models, Cahn-
Hilliard equation, integrodifferential equations, initial value problems, nonlinear evolution
equations.
AMS subject classification. 80A22, 35B50, 45K05, 35K20, 35K45, 35K55, 35K65,
47J35
1 Introduction
In this article, we deal with an integrodifferential model for volume preserving isothermal
phase transitions that takes into account long-range interactions between particles. The
physical relevance of nonlocal interaction phenomena in phase separation and phase tran-
sition models was already described in the pioneering papers [15] and [1]; however, only
recently both isothermal and nonisothermal models containing nonlocal terms have been
analyzed in a more systematic way [7, 8]. Besides more slightly complicated models, which
also take into account nonlocal viscosity effects has been suggested in [5]; these models are
indeed generalizations of corresponding local viscous models, see [14].
Inspired by the nonlocal Cahn-Hilliard model studied by Gajewski in [7], we consider
the following nonlocal free energy density
F (u) = f(u) +
1
2
uw, (1)
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where u denotes the local concentration of a component occupying a spatial domain Ω,
f(u) is a convex function and
w(x) :=
∫
K(|x− y|)(1− 2u(y))dy. (2)
The kernel K of the integral term (2) describes nonlocal or long-range interactions [2, 9, 10,
11]. Hence, the difference between local and nonlocal models consists in a different choice
of the particle interaction potential in the free energy. Moreover the local free energy can
be obtained as a formal limit from the nonlocal one, see [12]. In [7] the above nonlocal free
energy density has been used to derive a nonlocal Cahn-Hillard equation
ut −∇ · (µ∇(f ′(u) + w)) = 0,
where in standard cases f is the convex (information) entropy function
f(u) = u log(u) + (1− u) log(1− u). (3)
Consequently
f ′(u) = log
(
u
1− u
)
and u = f ′−1(v − w) = 1
1 + exp(v − w) ,
where f ′−1 is the Fermi-function, whose image is the interval [0, 1]. Thus, the nonlocal
model naturally satisfies the physical requirement
0 ≤ u(x) ≤ 1, ∀t ≥ 0.
and the maximum principle is available, which is not true for fourth order equations like
in the case of the local Cahn-Hillard equations.
1.1 Nonlocal viscous model
As in [5] our aim is to formulate a general nonlocal model, which also takes into accout
viscosity effects, see [14]. In the nonlocal philosophy these viscosity effects have also been
formulated in a nonlocal manner, see [5], where we proposed two different models, namely:
model I:
−γ∆ψt + ψ = ut, γ > 0. (4)
model II:
−γ∆ψ + ψ = ut, γ > 0.
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In both cases γ is a model parameter, which is positive and guarantees the nonlocal struc-
ture of the additional term ψ in the chemical potential
v :=
δF (u)
δu
+ ψ. (5)
Model I was analyzed in [5]. The mathematical anlaysis of model II is devoted to this
paper. Taking into account (5) and (4) we end up with the nonlocal viscous Cahn-Hillard
equation:
ut −∇ · µ∇v = 0, v = f ′(u) + w + ψ,
w(x) =
∫
Ω
K(|x− y|)(1− 2u(y))dy,
−γ∆ψ + ψ = ut, γ > 0,
(6)
which is complemented by suitable initial and boundary conditions.
In Section 2 we formulate the problem and general assumptions. Applying fixed-point
arguments and comparison principles in Section 3 we prove the existence of variational
solutions in standard Hilbert spaces for evolution systems.
2 Statement of the problems and assumptions
Let be Ω ⊂ R3 an open, bounded and smooth domain with boundary Γ = ∂Ω and ν the
outer unit normal on Γ. In the sequel, |Ω| denotes the Lesbegue measure of Ω. We denote
by Lp(Ω),W k,p(Ω) for 1 ≤ p ≤ ∞ the Lesbegue spaces and Sobolev spaces of functions on
Ω with the usual norms ‖ · ‖Lp(Ω), ‖ · ‖Wk,p(Ω), and we write Hk(Ω) = W k,2(Ω), see [4]. For
a Banach space X we denote its dual by X∗, the dual pairing between f ∈ X∗, g ∈ X will
be denoted by 〈f, g〉. If X is a Banach space with the norm ‖ · ‖X , we denote for T > 0
by Lp(0, T ;X) (1 ≤ p ≤ ∞) the Banach space of all (equivalence classes of) Bochner
measurable functions u : (0, T ) −→ X such that ‖u(·)‖X ∈ Lp(0, T ). We set R1+ = (0,∞)
and, as already mentioned, QT = (0, T )×Ω, ΓT = (0, T )×Γ. ”Generic” positive constants
are denoted by C and for u ∈ L1(Ω) we put
u¯ =
1
|Ω|
∫
Ω
u(x)dx.
Furthermore we define following time dependent Sobolev spaces by
W (0, T ) := L2(0, T ;H1(Ω)) ∩H1(0, T ;H1(Ω)∗),
V2,∞(0, T ) := {f ∈ L∞(QT ) | ∇f ∈ L∞(QT ),∆f ∈ L∞(QT )}.
We make the following general assumptions.
(A1) f θ(u) = u1−θ log u+ (1− u)1−θ log(1− u), θ ∈ (0, 1/2).
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(A2) the potential operator P defined by
ρ 7→ Pρ =
∫
Ω
K(|x− y|)ρ(y)dy
satisfies
‖Pρ‖W 2,p(Ω) ≤ rp‖ρ‖Lp , 1 ≤ p ≤ ∞,
where the kernel K ∈ (R1+ 7→ R1) is such that∫
Ω
∫
Ω
|K(|x− y|)|dxdy = m0 <∞, sup
x∈Ω
∫
Ω
|K(|x− y|)|dy = m1 <∞.
(A3) the mobility µθ has the form
µθ(u) =
1
(f θ)′′(u)
, θ ∈ (0, 1/2). (7)
(A4) u0(x) ∈ [0, 1] a.e. in Ω and u0 ∈ (0, 1),
Remark 1 In (A1) we have chosen a modified entropy function, which posses similar
properties as (3) and does not mean any restriction in physical properties of the entropy
function. In we choose θ = 0 we would end up with (3). In our paper we only are able to
prove existence in cases θ 6= 0. We use a priori estimates which are not uniform in θ. The
existence for the case θ = 0 are led to future research.
Remark 2 The kernel K is chosen to be symmetric. Consequently the potential operator
P is symmetric, too. Examples for kernels K, see [7]
Remark 3 A concentration-dependent mobility appeared in the original derivation of the
Cahn-Hillard equation, see [1], and a natural and thermodynamically reasonable choice is
of the form (7) and were considered for θ = 0 in [3].
Now we are going to formulate the nonlocal viscous Cahn-Hillard equation (6) with com-
plemented initial and boundary values. So the initial-boundary value problem we want to
discuss takes the form:
ut −∇ ·
=µθ∇v︷ ︸︸ ︷
(∇u+ µθ∇(w + ψ)) = 0 in QT , (8)
− γ∆ψ + ψ = ut, w = P (1− 2u) in QT , (9)
µν · ∇v = ν · ∇ψ = 0 on ΓT , (10)
u(0, x) = u0(x), ψ(0, x) = ψ0(x) x ∈ Ω. (11)
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Theorem 1 Suppose that the assumptions (A1)-(A4) hold. Then there exists a triple of
functions (u,w, ψ) such that u(0) = u0, ψ(0) = ψ0 and
(u,w, ψ) ∈ W (0, T )× V2,∞(0, T )× L2(0, T ;H1(Ω))
with 0 ≤ u(t, x) ≤ 1 a.e. in QT , which satify equations (8)-(11) in the following sense:
T∫
0
〈ut, ϕ〉 dt+
T∫
0
∫
Ω
=µθ∇v︷ ︸︸ ︷
(∇u+ µθ∇(w + ψ)) ·∇ϕdxdt = 0, ∀ϕ ∈ L2(0, T ;H1(Ω)), (12)
γ
T∫
0
〈∇ψ,∇φ〉 dt+
T∫
0
∫
Ω
ψφdxdt =
T∫
0
〈ut, φ〉 dt, ∀φ ∈ L2(0, T ;H1(Ω)), (13)
w = P (1− 2u) a.e. in QT . (14)
3 Proof of Theorem 1
The idea of the existence proof is as follows: we construct regularized problems with
truncated nonlinearities. After proving the existence result for such problems we establish
the existence result for the original problem by giving a priori estimates.
To do so, for c ∈ R we define the truncation
c := min{max{c, ε}, 1− ε}, (15)
and we carry over this setting in the usual way to the concept of truncated functions. Thus
we define the regurized entropy function in the following manner:
f θε (u) := f
θ(u) (16)
Remark 4 We have by (A1) for u ≥ 1/2
(f θε )
′′(u) = u−(1+θ)[−θ(1− θ) log u+ (1− 2θ)] + (1− u)−(1+θ)[−θ(1− θ) log(1− u) + (1− 2θ)]
≥ (1− 2θ)[u−(1+θ) + (1− u)−(1+θ)]
≥ (1− 2θ)(1− u)−(1+θ)
Remark 5 ∃ε0 := ε0(w) so that ∀ε ∈ (0, ε0]:
F θNL,ε(u) :=
∫
Ω
(
f θε (u) +
1
2
uw
)
dx ≥ −CF ,
where CF > 0.
Proof of Remark 5. Using (A1), (3.3) and (19) we see that it depends on the choice of ε
to ensure that fε(u) dominates 12uw. Thus, there exists an ε0 = ε0(w) so that ∀ε ∈ (0, ε0]
this is true. 2
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3.1 Regularized problems
For the system (12)-(14) we get by (15) and (3.3) the regularized system:
T∫
0
〈ut, ϕ〉 dt+
T∫
0
∫
Ω
(∇u+ µθε∇(w + ψ)) · ∇ϕdxdt = 0, ∀ϕ ∈ L2(0, T ;H1(Ω)), (17)
γ
T∫
0
〈∇ψ,∇φ〉 dt+
T∫
0
∫
Ω
ψφdxdt =
T∫
0
〈ut, φ〉 dt, ∀φ ∈ L2(0, T ;H1(Ω)), (18)
wε(u) = P (1− 2u) a.e. in QT . (19)
Lemma 1 There exists ε0 > 0 such that ∀ε ∈ (0, ε0] there exist (uε, wε, ψε) such that
uε(0) = u0, ψε(0) = ψ0 and
(uε, wε, ψε) ∈ W (0, T )× V2,∞(0, T )× L2(0, T ;H1(Ω)),
which satify (17)-(19).
Proof of Lemma 1 This proof is similar to the proof established in [5]. Hence, we skip here
the details. For the proof we replace the regularized problem (17)-(19) by a semi-discrete
approximation, which we solve by Schauder’s fixed-point principle. After constructing
suitable a priori estimates and compactness we can converge from the semi-discrete ap-
proximation to the regularized problem. 2
To get the solution for ε↘ 0 one usually needs a-priori estimates which guaratee com-
pactness and finally the convergence to (u,w, ψ). But we will see that here for our problem
this is not necessary, if we are able to show that uε lives on some smaller sub-intervall of
[0, 1]. So we will investigate that the regularization is "effectless" and that we can "skip"
it. Do do so we need in the following some estimates.
3.2 A priori estimates
Estimate 1 There exists a constant ε1 such that for all ε ∈ (0,min(ε0, ε1)) the following
estimate holds:
‖ψε‖2L2(0,t;H1(Ω)) ≤ C(γ, t,Ω)(1 + ‖uε‖2L2(0,t;L2(Ω))) (20)
Remark 6 The existence of ε1 will be given by Lemma 3.
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Proof. 1. We apply the admissible testfunctions ψε ∈ L2(Ω) in (17) and in (18), −uε/γ in
(18) and get We obtain by using −uε/γ as a testfunction
γ
t∫
0
∫
Ω
|∇ψε|2dxds+
t∫
0
∫
Ω
|ψε|2dxds− 1
γ
t∫
0
∫
Ω
ψεuεdxds
+
1
γ
t∫
0
1
2
d
dt
∫
Ω
|uε|2dxds+
t∫
0
∫
Ω
µθε∇wε · ∇ψεdxds+
t∫
0
∫
Ω
µθε|∇ψε|2dxds = 0
for all t ∈ [0, T ]. Using Young’s inequality we find after standard calculations
γ‖∇ψε‖2L2(0,t;L2(Ω)) + ‖ψε‖2L2(0,t;L2(Ω)) ≤
C(r2,Ω)
γ
‖∇wε‖2L2(0,t;L2(Ω)) +
1
γ2
‖uε‖2L2(0,t;L2(Ω))
Using (A2), (15) and (19) we obtain (20). 2
Estimate 2 There exists a constant ε1 such that for all ε ∈ (0,min(ε0, ε1)) the following
estimate holds:
0 ≤ uε(t, x) ≤ 1, a.e. in QT .
Proof. Using in (12) the admissible testfunctions uε := min(uε, 0) and u~ε := min(1−uε, 0)
we get
1
2
∫
Ω
|u◦ε(t)|2dx+
T∫
0
∫
Ω
|∇u◦ε|2dxdt+
T∫
0
∫
Ω
µθε∇(wε + ψε) · ∇u◦εdxdt = 0.
where ◦ ∈ {,~}. Because of µθε∇u◦ε = 0 for ◦ ∈ {,~} the last term vanishes and we
get
0 =
1
2
∫
Ω
|u◦ε(t)|2dx+
T∫
0
∫
Ω
|∇u◦ε|2dxdt ≥
1
2
∫
Ω
|u◦ε(t)|2dx,
that means u◦ε(t, x) = 0 a.e. in QT , hence 1 ≥ uε(t, x) ≥ 0 a.e. in QT . 2
We introduce following notations
u˜ := max(0, u− k) (21)
M(k, t) := {x ∈ Ω | u˜(t, x) > 0} (22)
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Estimate 3 There exists a constant ε1 such that for all ε ∈ (0,min(ε0, ε1)) the following
estimate holds with a constant ϑ independent of ε:
t∫
0
‖u˜ε(s)‖2L2(Ω)ds ≤
ϑ2
(f θε )
′′2(k)
 t∫
0
M(k, τ)dτ
2/p′ (23)
Proof. We only will show the proof for one side, the other side can be proven analogously.
1. Let be k ∈ [k0, 1), k0 ∈ [1/2, 1) , u˜0 = 0 and 2 ≤ p ≤ 2(N+1)N . The function ϕ =
max(0, (f θε )
′(uε)− (f θε )′(k)) ∈ L2(0, T ;H1(Ω)) is a valid testfunction in (17). Therefore we
obtain
t∫
0
〈∂tuε,max(0, (f θε )′(uε)− (f θε )′(k))〉ds (24)
+
t∫
0
∫
Ω
µθε(uε)∇vε · ∇max(0, (f θε )′(uε)− (f θε )′(k))dxds := J1 + J2 = 0 (25)
for a.e. in [0, T ].
We first treat the first term J1: We define steklov averaged functions
uεh(t, x) :=
1
h
t∫
t−h
uε(τ, x)dτ, (26)
where we set uε(t, x) = u0(x) when t ≤ 0. From [13] we have
uεh −→ uε strongly in L2(0, T ;H1(Ω)) as h↘ 0.
Because of (A2) and the continuity of f ′ε it is easily proven that as h↘ 0
wεh −→ wε strongly in L2(0, T ;H1(Ω)),
f ′ε(uεh) −→ f ′ε(uε) strongly in L2(0, T ;H1(Ω)). (27)
We define gεh := (f θε )′(uεh) + wεh, and vεh := gεh + ψεh. It follows from (20) that
ψεh −→ ψε strongly in L2(0, T ;H1(Ω)) as h↘ 0. (28)
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Furthermore, we can show ∂tuεh −→ ∂tuε strongly in L2(0, T ;H1(Ω)∗). For any ϕ ∈
L2(0, T ;H1(Ω)) we have
|〈∂tuεh − ∂tuε, ϕ〉| = 1
h
∣∣∣∣∣∣
T∫
0
〈 t∫
t−h
(∂tuε(τ)− ∂tuε(t))dτ, ϕ
〉
dt
∣∣∣∣∣∣
=
1
h
∣∣∣∣∣∣
T∫
0
〈 0∫
−h
(∂tuε(t+ s)− ∂tuε(t))ds, ϕ
〉
dt
∣∣∣∣∣∣
≤ 1
h
0∫
−h
∣∣∣∣∣∣
T∫
0
∫
Ω
(
µθε(uε(t+ s))∇vε − µθε(uε(t))∇vε
)∇ϕdxdt
∣∣∣∣∣∣ ds
≤ max
−h≤s≤0
‖(µθε(uε(t+ s))∇vε(t+ s)− µθε(uε(t))∇vε(t)‖L2(QT ) ‖∇ϕ‖L2(QT ).
We have
max
−h≤s≤0
‖µθε(uε(t+ s))∇vε(t+ s)− µθε(uε(t))∇vε(t)‖L2(QT )
≤ max
−h≤s≤0
‖[µθε(uε(t+ s))− µθε(uε(t))]∇vε(t+ s)‖L2(QT )
+ C max
−h≤s≤0
‖gε(t+ s)− gε(t)‖L2(0,T ;H1(Ω))
+ C max
−h≤s≤0
‖∇ψε(t+ s)−∇ψε(t)‖L2(0,T ;L2(Ω)).
The first part of the right hand side tends as h → 0 pointwise to zero, because of the
Lipschitz continuity of uε 7→ µθε(uε) and the convergence
max
−h≤s≤0
‖uε(t+ s)− uε(t)‖L2(QT ) → 0 as h→ 0.
The second and the third part follow from (27) and (28). It follows that
∂tuεh −→ ∂tuε strongly in L2(0, T ;H1(Ω)∗) as h↘ 0.
Using ∂tuεh ∈ L2(0, T ;L2(Ω)), we have for almost all t ∈ [0, T ]
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t∫
0
∫
Ω
∂tuεh,max(0, (f
θ
ε )
′(uεh)− (f θε )′(k))dxds =
t∫
0
∫
M(k,s)
∂tuεh[(f
θ
ε )
′(uεh)− (f θε )′(k)]dxds
=
t∫
0
∂s
∫
M(k,s)
[
f θε (uεh(s))− (f θε )′(k)u˜
]
dxds
=
∫
M(k,t)
[
f θε (uεh(t))− f θε (k)− (f θε )′(k)u˜(t)
]
dx
≥ 1
2
∫
M(k,t)
(f θε )
′′(k)|u˜ε(t)|2dx,
where we used for the last inequality the Taylor expansion of f θε and (f θε )′′′(uε) ≥ 0 for uε ≥
1/2. Passing to the limit (h ↘ 0) in this equation, where we apply the convergence
properties of uεh proved above and using Remark 5, we obtain a.e. in [0, T ]
J1 ≥ (f
θ
ε )
′′(k)
2
‖u˜ε(t)‖2L2(Ω).
Moreover we have
J2 =
t∫
0
∫
Ω
∇vε · ∇u˜εdxds =
t∫
0
∫
Ω
[
(f θε )
′′(uε)|∇u˜ε|2 +∇ψε · ∇u˜ε −∆wεu˜ε
]
dxds.
Testing (17) by the admissible testfunction u˜ε and using (20) we have
t∫
0
∫
Ω
∇ψε · ∇u˜εdxds = 1
2γ
∫
Ω
|u˜ε(t)|2dx− 1
γ
t∫
0
∫
Ω
ψεu˜εdxds
≥ − 1
2γ2
‖ψε‖2L2(0,t;L2(Ω)) −
1
2
‖uε‖2L2(0,t;L2(Ω))
≥ −C(γ, t,Ω)‖uε‖2L2(0,t;L2(Ω)).
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Hence, applying Estimate 2, (A2), Hölder’s and Young’s inequalities, we find
J2 ≥
t∫
0
∫
Ω
(f θε )
′′(k)|∇u˜ε|2dxds− C(r∞, γ, t,Ω)
t∫
0
M(k, s)1/p
′‖u˜ε‖Lp(Ω)ds
≥
t∫
0
∫
Ω
(f θε )
′′(k)|∇u˜ε|2dxds− C(r∞, γ, t,Ω)
 t∫
0
M(k, s)ds
1/p′ t∫
0
‖u˜ε‖pLp(Ω)ds
1/p
≥ (f θε )′′(k)
t∫
0
∫
Ω
|∇u˜ε|2dxds− C(r∞, γ, t,Ω)
2
2δ(f θε )
′′(k)
 t∫
0
M(k, s)ds
2/p′
− δ
2
(f θε )
′′(k)
 t∫
0
‖u˜ε‖pLp(Ω)ds
2/p ,
where 1/p+ 1/p′ = 1.
Using the Gagliardo-Nierenberg-inequality (with the constant Cg)
‖u˜ε‖Lp(Ω) ≤ Cg
(
‖u˜ε‖1−βL2(Ω)‖∇u˜ε‖βL2(Ω)
)
with β = 1/p, we find for the last term applying the Hölder inequality t∫
0
‖u˜ε‖pLp(Ω)ds
2/p ≤ Cg
 t∫
0
‖u˜ε‖p(1−β)L2(Ω) ‖∇u˜ε‖pβL2(Ω)ds
2/p
≤ Cg
 t∫
0
‖u˜ε‖p−1L2(Ω)‖∇u˜ε‖L2(Ω)ds
2/p
≤ Cg
 t∫
0
‖u˜ε‖2(p−1)L2(Ω) ds
1/p t∫
0
‖∇u˜ε‖L2(Ω)ds
1/p .
Furthermore using the Young inequality we get t∫
0
‖u˜ε‖pLp(Ω)ds
2/p ≤ Cg
 1
p′
 t∫
0
‖u˜ε‖2(p−1)L2(Ω) ds

1
p−1
+
1
p
 t∫
0
‖∇u˜ε‖2L2(Ω)ds

 .
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Standard calculations give t∫
0
‖u˜ε‖pLp(Ω)ds
2/p ≤ Cg
 1
p′
(
sup
0≤s≤t
‖u˜ε(s)‖
2(p−2)
p−1
L2(Ω)
) t∫
0
‖u˜ε‖2L2(Ω)ds

1
p−1
+
1
p
 t∫
0
‖∇u˜ε‖2L2(Ω)ds


≤ Cg
p′
p− 2
p− 1 sup0≤s≤t ‖u˜ε(s)‖
2
L2(Ω) +
Cg
p− 1
t∫
0
‖u˜ε‖2L2(Ω)ds

+
1
p
 t∫
0
‖∇u˜ε‖2L2(Ω)ds

≤ Cg sup
0≤s≤t
‖u˜ε(s)‖2L2(Ω) + Cg
(
1 +
1
CP
) t∫
0
‖∇u˜ε‖2L2(Ω)ds,
where we have used the Poincaré inequality with the Poincaré constant CP for the last
step. Choosing δ = 1
Cg
(
1+ 1
CP
) we obtain
J2 ≥ (f
θ
ε )
′′(k)
2
t∫
0
∫
Ω
|∇u˜ε|2 − C(r∞, γ, t,Ω)
2Cg(1 + 1/Cp)
2(f θε )
′′(k)
 t∫
0
M(k, s)ds
2/p′
− (f
θ
ε )
′′(k)Cp
2(1 + Cp)
sup
0≤s≤t
‖u˜ε(s)‖2L2(Ω).
We finally obtain for J1 + J2
‖u˜ε(t)‖2L2(Ω) +
t∫
0
‖∇u˜ε‖2L2(Ω)ds ≤
C(r∞, γ, t,Ω)2Cg(1 + 1/Cp)
(f θε )
′′2(k)
 t∫
0
M(k, s)ds
2/p′ (29)
+
Cp
2(1 + Cp)
sup
0≤s≤t
‖u˜ε(s)‖2.
This implies
sup
0≤s≤t
‖u˜ε(s)‖2L2(Ω) ≤
ϑ2
(f θε )
′′2(k)
 t∫
0
M(k, s)ds
2/p′ ,
where ϑ2 = C(r∞, γ, t,Ω)2Cg(1 + 1/Cp)(1 + Cp) and hence with Y (t) :=
t∫
0
‖u˜ε(s)‖2L2(Ω)ds
and the Poincaré inequality (30) becomes
Y ′(t) + (1 + Cp)CpY (t) ≤ ϑ
2
(f θε )
′′2(k)
 t∫
0
M(k, s)ds
2/p′ . (30)
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We get by integration with respect to time
t∫
0
‖u˜ε(s)‖2L2(Ω)ds ≤
ϑ2
(f θε )
′′2(k)
t∫
0
exp(1 + Cp)(s− t)
 s∫
0
M(k, τ)dτ
2/p′ ds
≤ ϑ
2
(f θε )
′′2(k)
 t∫
0
M(k, τ)dτ
2/p′ .
2
3.3 Existence to the original problem
Lemma 2 (Auxilliary Lemma) Let Φ(ξ) be a function defined for ξ ≥M , nonnegative and
nondecreasing such that for h > k ≥M the estimate
Φ(h) ≤ βk
ς
(h− k)αΦ(k)
1+χ (31)
holds. Here α, β and χ are positive constants. Moreover ς < α(1 + χ). Then Φ(2d) = 0
where d > M is the root of the equation
d = M + λM ς/αd
ς−α
χα (32)
and
λα = 2
α+ς
χ
+ α
χ2 β1+
1
χΦ(M)1+χ. (33)
Proof. Set kj = d(2− 2−j), for j = 0, 1, 2, .... We want to show that
Φ(kj) ≤
[
dα−ς
2α(j+1+1/χ)+ς)β
]1/χ
. (34)
This proves that Φ(2d) = 0, since lim
j→+∞
kj = 2d. Equation (31) for h = k0 and k = M
shows that
Φ(k0) ≤ βM
ς
(d−M)αΦ(M)
1+χ. (35)
By replacing (d−M)α by the value obtained from equation (32) it readily follows that the
right hand side of (35) is equal to the right hand side of (34) for j = 0. Next, by supposing
that (34) holds for some j ≥ 0 and by using (31), we prove that
Φ(kj+1) ≤ β2
ς+(j+1)α
dα−ς
[
dα−ς
2α(j+1+1/χ)+ς)β
]1+1/χ
. (36)
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Straightforward calculations show that the right hand side of (36) is equal to the right
hand side of (34) if here we replace j by j + 1. 2
Lemma 3 There exists a constant ε1 > 0 such that for all ε ∈ (0,min(ε0, ε1)]
ε1 ≤ uε(t, x) ≤ 1− ε1 a.e. in QT . (37)
Proof . Let now 1 > h > k ≥ 1/2. We have
t∫
0
‖u˜ε(s)‖2L2(Ω)ds ≥ (h− k)2
t∫
0
M(h, τ)dτ (38)
and consequently with 1 + χ := 2/p′ and by Estimate 3 we obtain t∫
0
M(h, τ)dτ
1/2 ≤ ϑ
(f θε )
′′(k)(h− k)

 t∫
0
M(k, τ)dτ
1/2

1+χ
. (39)
Defining pi(ξ) :=
(
t∫
0
M(ξ, τ)dτ
)1/2
and using Remark 4 we get
pi(h) ≤ ϑ(1− k)
1+θ
(1− 2θ)(h− k)pi(k)
1+χ. (40)
By ξ := 1− 1/Ξ and Π := pi ◦ ξ we find
Π(H) ≤ ϑK
−θH
(1− 2θ)(H −K)Π(K)
1+χ (41)
Defining Φ(Ξ) := Π(Ξ)/Ξ, βθ := ϑ/(1 − 2θ) and ς := 1 + χ − θ we end up with (31). So
by Lemma 2 there exists a D which is characterized by (32) and (33) for which we have
Φ(2D) = 0. That means that there exists a value (1/2, 1) 3 ur := 1 − 12D for which we
have pi(d) = 0. Hence the solution uε(t, x) ≤ ur a.e. in QT . Analogously we can prove that
there exists a (0, 1/2) 3 ul such that uε(t, x) ≥ ul a.e. in QT . So defining ε1 := min(ul, ur)
we end up with (37). 2
Remark 7 The constant ε1 depends on θ.
Hence, by the definition of the truncation (15) we have f θ(u) = f θ(u), that means that
the solution to (17)-(19) is a solution to the original problem (12)-(14), too.
Acknowledgment. The author wishes to thank Herbert Gajewski for many fruiteful
discussions.
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