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Abstract
In our ”big data” age, the size and complexity of data is steadily increasing. Methods for dimension
reduction are ever more popular and useful. Two distinct types of dimension reduction are ”data-
oblivious” methods such as random projections and sketching, and ”data-aware” methods such as prin-
cipal component analysis (PCA). Both have their strengths, such as speed for random projections, and
data-adaptivity for PCA. In this work, we study how to combine them to get the best of both. We study
”sketch and solve” methods that take a random projection (or sketch) first, and compute PCA after. We
compute the performance of several popular sketching methods (random iid projections, random sam-
pling, subsampled Hadamard transform, count sketch, etc) in a general ”signal-plus-noise” (or spiked)
data model. Compared to well-known works, our results (1) give asymptotically exact results, and (2)
apply when the signal components are only slightly above the noise, but the projection dimension is
non-negligible. We also study stronger signals allowing more general covariance structures. We find that
(a) signal strength decreases under projection in a delicate way depending on the structure of the data
and the sketching method, (b) orthogonal projections are more accurate, (c) randomization does not
hurt too much, due to concentration of measure, (d) count sketch can be improved by a normalization
method. Our results have implications for statistical learning and data analysis. We also illustrate that
the results are highly accurate in simulations and in analyzing empirical data.
1 Introduction
In our ”big data” age, the size and complexity of data is steadily increasing. Methods for data reduction
are used ever more commonly. Among these, dimension reduction methods are used to summarize many
features into a small set (see e.g., the reviews Jolliffe, 2002; Burges, 2010; Cunningham and Ghahramani,
2015, and references therein).
Two prominent and very different classes of dimension reduction exist: data-oblivious methods such
as random projections and sketching (e.g., Vempala, 2005; Mahoney, 2011; Woodruff, 2014; Erichson et al.,
2016, etc), and data-aware methods such as principal component analysis (PCA) (see e.g., the textbooks and
reviews Anderson, 2003; Jolliffe, 2002; Fan et al., 2014; Johnstone and Paul, 2018, and references therein).
This is of course just one way to classify the different methods, as there are also linear and nonlinear
approaches, etc.
Both data-oblivious and data-aware methods have their strengths. Data-oblivious methods can be very
fast and convenient to implement. Data-aware methods on the other hand can better exploit the structure
of the data; e.g., PCA can be statistically optimal under certain conditions (e.g., Anderson, 2003).
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In this work, we study how to combine them to get the best of both. We study ”sketch and solve”
methods that take a random projection (or sketch) first, and compute PCA after. Various versions of such
algorithms have been proposed (Rokhlin et al., 2009; Halko et al., 2011a,b) (see the related work section).
In applied areas, such methods are starting to be used in economics (Ng, 2017), forecasting (Schneider and
Gupta, 2016) and genomics (Galinsky et al., 2016). In particular, such algorithms are ”state of the art” for
dealing with extremely large genomics datasets, where the number of samples (people) is in the thousands
to hundreds of thousands, and the number of features (genetic variants, basepairs) is on the order of millions
to billions (Galinsky et al., 2016).
However, it is not well understood how they perform in all regimes. How can we choose the dimension of
sketches? What sketching method—e.g., subsampling or random Gaussian projections—to use? How does
their performance depend on the characteristics of the data? Increasing the dimension always increases the
accuracy. But that comes with an increased computational and memory cost. While the existing works do
provide theoretical guarantees, they leave some regimes unstudied (Rokhlin et al., 2009; Halko et al., 2011a,b).
They typically focus on the regime where the signal components are ”dominant”, and the sketching dimension
is very small. As we will see, in a natural model of low-rank data we can get precise results even when the
signal components are barely above the noise level, if the sketching dimension is sufficiently large.
In our work we take a systematic approach to this problem. We compute the performance of the most
popular sketching methods, such as random projections with iid entries, random sampling of the datapoints,
uniform orthogonal projections, subsampled Hadamard transform Sarlos (2006); Ailon and Chazelle (2006),
and count sketch Charikar et al. (2002); Clarkson and Woodruff (2017). We work in a general ”low-rank
signal plus noise” model, sometimes called the ”spiked model”, which has been widely used to study PCA
(e.g., Johnstone, 2001; Couillet and Debbah, 2011; Yao et al., 2015; Johnstone and Paul, 2018; Gavish and
Donoho, 2014; Nadakuditi, 2014; Gavish and Donoho, 2017; Dobriban, 2017b,a; Dobriban and Owen, 2019,
etc). In the spiked model, the entries of the noise matrix are independent random variables, and the signal
is an arbitrary low rank matrix that is independent of the noise. This is also a special type of a linear factor
model.
Compared to well-known classical works (Rokhlin et al., 2009; Halko et al., 2011a,b), our results (1) give
asymptotically exact results under more specific assumptions, and (2) apply when the signal components
are arbitrarily close to the noise level, provided the sketching dimension is sufficiently large. We are able
to accomplish that by building on the analysis of recent works in random matrix theory, such as (Yang,
2019; Ding and Yang, 2019). We also study stronger signals allowing more general covariance structures.
In addition, we illustrate that the results are accurate in simulations and in analyzing empirical data.
The computer code reproducing the numerical results in the paper is available from https://github.com/
liusf15/sketching-svd.
1.1 Related work
In this section we review some related work. Due to space limitations, we can only consider the most
closely related work. For overviews of sketching and random projection methods, we refer the reader to
Vempala (2005); Halko et al. (2011b); Mahoney (2011); Woodruff (2014); Drineas and Mahoney (2017).
A cornerstone result is the Johnson-Lindenstrauss lemma. This states that norms, and thus also relative
distances between points, are approximately preserved after sketching i.e., p1´δq}xi}2 ď }Sxi}2 ď p1`δq}xi}2
for x1, . . . , xn P Rp. This is further extended to the subspace embedding property, that is, for all x in a subspace
of relatively small dimension, the norm of x is preserved up to a δ factor. Each projection studied in this
paper has the embedding property, and this can be used to derive bounds for the accuracy of PCA. However,
our results are much more refined, because they quantify the precise value of the error in an asymptotic
setting, while the bounds above are inequalities up to the constant δ.
Compared to well-known classical works (Rokhlin et al., 2009; Halko et al., 2011a,b) on random projection
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+ PCA, our results are in a different data model. Our results give asymptotically exact results when the
sample size n and dimension p increase to infinity at the same rate in a spiked model, while the previous
results are bounds up to constants. Our results are accurate in simulations and are sharp even when the
signal components are only slightly above the noise.
For instance, a typical result, Theorem 1.1 in Halko et al. (2011b) states that if Q is the rˆ p orthogonal
matrix projecting into the row space of SX, then
}EXpI ´QJQq} ď
„
1` 4
?
r
r ´ k ´ 1
a
min pn, pq

σk`1.
Here σk`1 is the k ` 1-st singular value of X. These bounds are sharp if the pk ` 1q-st singular value is
small, and r is slightly larger than k. In contrast, our bounds are also applicable to the setting where the
pk ` 1q-st singular value of X is only slightly smaller than the k-th one, but we take r to be much larger
than k. Thus, our results cover a different regime. Another comparison to prior work is that worst-case
bounds for CountSketch are significantly weaker (Clarkson and Woodruff, 2017)whereas here we get much
tighter bounds. For instance, we can effectively show that count-sketch reduces the signal strength by a
factor of approximately ζnp1´ expp´ζnqq, where ζn “ r{n is the ratio of sketched and original sample size.
Our bounds more accurately model what is observed in experiments.
However, our results only concern one-step “sketch-and-solve” methods, while there are also other more
sophisticated methods. For instance, Frieze et al. (2004) proposed randomized SVD using non-uniform row
and column sampling. Sarlos (2006); Liberty et al. (2007); Halko et al. (2011a) introduced methods based on
random projections. Woolfe et al. (2008) improved the speed via fast matrix multiplications on structured
matrices. Halko et al. (2011b) developed a unified framework, including iterative algorithms. Musco and
Musco proposed a Randomized Block Krylov Iteration methods for fast SVD Musco and Musco (2015).
Tropp et al. (2017) studied the scenario where we can only access the A via a linear map SA. In future
work, it will be interesting to extend our approach to those algorithms. Dasarathy et al. (2015) studies how
to recover a sparse matrix X from observations AXB.
Random projection based approaches have been studied for other problems too, including linear regression
(Sarlos, 2006; Drineas et al., 2011; Raskutti and Mahoney, 2016; Dobriban and Liu, 2018), ridge regression
(Lu et al., 2013; Chen et al., 2015; Wang et al., 2018; Liu and Dobriban, 2019), two sample testing (Lopes
et al., 2011; Srivastava et al., 2016), classification (Cannings and Samworth, 2017), convex optimization
(Pilanci and Wainwright, 2015, 2016, 2017), etc, see Woodruff (2014) for a more comprehensive list of
applications.
2 Sketching in PCA
In this section we explain our main results. We have an nˆ p data matrix rX containing p features of n data
points, such as p different measurements on n sensors. We want to perform an approximate PCA of the
data. To study the performance of dimension reduction methods, we assume that the data follows “signal
plus noise” or “spiked covariance” matrix model (e.g., Johnstone, 2001; Couillet and Debbah, 2011; Paul
and Aue, 2014; Yao et al., 2015; Johnstone and Paul, 2018, etc):
rX “WDUJ `X “ kÿ
i“1
diwiu
J
i `X.
Here WDUJ “ řki“1 diwiuJi is the signal component, tdiu1ďiďk are the signal strengths (also known as
population spikes), and twiu1ďiďk and tuiu1ďiďk are the left and right singular vectors of the signals, respec-
tively. They are arranged into the left and right matrices of eigenvectors W and U (nˆk and pˆk), and the
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k ˆ k diagonal matrix D of population spikes. The matrices U,W are orthogonal: UJU “ WJW “ Ik. On
the other hand, X is the noise component, where the entries xij , 1 ď i ď n, 1 ď j ď p, are real independent
random variables with zero mean and variance E|xij |2 “ n´1. We assume that any randomness in the signal
is independent of the noise matrix X. Other than that, the signal strengths and the singular vectors wi and
ui can be completely arbitrary. Such signal plus noise or spiked models have been widely studied. When wi
have iid entries, this model can be viewed as a specific factor model, and thus has a long history see e.g.,
Spearman (1904); Thurstone (1947); Anderson (2003).
We consider a setting with large sample size n and dimension p. We place ourselves in a setting where
doing a full PCA on rX is too expensive. As an alternative, we are instead interested in PCA on the sketched
data matrix rY “ S rX
where S is an r ˆ n (r ă n) random sketching matrix that is independent of both the signal and the noise.
This can be written as rY “ V DUJ ` SX “ kÿ
i“1
diviu
J
i ` SX, vi ” Swi.
A similar spiked separable model has been studied in Ding and Yang (2019), although the setting there is
somewhat different, because the spikes are added to the population covariance matrices instead of to the
data. However, we will build on their analysis in our work.
2.1 Heuristics
Here we explain heuristically what the expected behavior of sketching should be. For simplicity, we consider
a one-spiked case, and write the data as rX “ d ¨wuJ`X. Let S be an rˆn partial orthogonal matrix such
that SSJ “ Ir. Then, we have S rX “ d ¨ SwuJ ` SX. Suppose X has iid Gaussian entries with mean zero
and variance n´1. Then Y :“ SX also has iid Gaussian entries. After projection, the distribution of the
noise is unchanged. The low-rank signal changes from d ¨ wuJ to d˜ ¨ vuJ “ d ¨ SwuJ, where d˜ :“ d ¨ }Sw},
v :“ Sw{}Sw}.
Given the orthogonal invariance of the noise, only the singular values—and not the singular vectors—of
the signal govern the behavior of the SVD of the data (i.e., signal plus noise). Thus, sketching effectively
changes nÑ r, dÑ d ¨ }Sw}. These fully describe the effect of the projection matrix (which in this case was
deterministic). Since }Sw} ď }S}}w} “ 1, both the sample size and the signal strength get reduced.
However, since we do not know w or }Sw}, we cannot use the above results to quantify or get insight
into the reduction in signal strength. Taking a random S allows us to characterize average behavior, and
thus to get useful predictions about the behavior of the algorithm. Suppose S is an r ˆ n random partial
orthogonal matrix, i.e., S is uniformly random over the set of matrices such that SSJ “ Ir. Then we expect
that the norm of v “ Sw is }v} « pr{nq1{2}w}. This is because we can construct v by randomly rotating
w and choosing its first r coordinates. A random rotation makes all coordinates exchangeable, and thus
choosing the first r will approximately capture about r{n of the squared norm of w.
Let us write ξn “ r{n for the reduction in sample size due to sketching. The matrix ξ´1{2n Y has iid entries
of variance r´1. Then the projected matrix S rX should be equivalent to a spiked model with the same spike
strength but in a reduced dimension r:
ξ´1{2n rY “ d ¨ vuJ ` ξ´1{2n Y. (2.1)
Heuristically, after projection into r-dimensional space, both the sample size and the signal strength go
down by a factor of ξn “ r{n. We will later show rigorously that this is indeed true. For higher dimensional
signals, the sketched signal no longer has orthonormal columns, and so the singular values of the signal
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Table 1: Informal summary of some of our results. We have a spiked model rX “WDUJ `X of size nˆ p,
where WDUJ is the low rank signal and X is the noise. We do PCA after sketching on data S rX, where
S is an r ˆ n sketching matrix. We show the effective decrease of the signal strengths (d is an element of
the diagonal matrix D) due to sketching. The assumptions needed on X and W depend on the sketching
method. The results for iid random S are involved and only presented in the text.
Assumption
on X
Gaussian
independent
entries
independent entries
independent
entries
Assumption
on S
Fixed
orthonormal
Haar/
Hadamard
Uniform sampling (US)
CountSketch (CS)
iid random
Assumption
on W
Fixed Fixed Delocalized Fixed
Effect on
signal
dÑ d ¨ }Sw} dÑ d ¨ar{n US: dÑ d ¨ar{n
CS: dÑ dar{np1´ expp´n{rqq see eq.(3.18)
slightly change. However, since we are dealing with the 1-dimensional case in this section, we do not need
to worry about this. This shows how taking a random S can simplify the results. More generally, without
Gaussian noise and for other sketching methods, the randomness in S becomes even more crucial to get
interpretable results.
2.2 Key takeaways
We summarize our key takeaways as follows. Clearly, the signal strength goes down under projection, and
the amount of decrease depends on the type of projection. Moreover:
(i) Separations between sketching methods: Our analysis reveals precise separations: subsampled
randomized Hadamard transform (SRHT) and subsampling are more accurate than CountSketch, which
is typically more accurate than projections with Gaussian or iid entries. The superiority of orthonormal
projections is consistent with previous observations in different contexts (Dobriban and Liu, 2018;
Lacotte et al., 2020), but our work goes much beyond to include CountSketch and also considers a
different problem.
(ii) Precise quantitative results: Our results precisely quantify the location of the sketched spikes. See
Table 1 for an informal summary of some of our results. We show the effective decrease of the signal
strengths (i.e., spike strength d) for various sketching methods. However, we state our formal results in
terms of the empirical eigenvalues and eigenvectors, because for some cases (especially for projections
S with iid entries), there seems to be no simple way to state them in terms of the decrease in signal
strength.
For large signal strengths, we can handle general noise covariance structures, and get simpler results
(Sec. 3.6).
(iii) Additional randomness does not hurt: A key limitation and drawback of randomized algorithms
is that they introduce additional variability in the data. This is an undesireable phenomenon, because
the additional variability may lead to vastly different results every time the algorithm is run, and may
reduce reproducibility.
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In our case, we see that the top eigenvalues and correlations between true and empirical eigenvectors
are asymptotically concentrated around definite limits. This means that the additional randomness
introduced by the sketching algorithm is relatively limited, for large data sets and for those particular
functionals. However, we should still be cautious, in particular about interpreting results obtained
from other functionals.
(iv) Implications for learning: Our results have implications for statistical learning and signal processing.
In particular, by following the methods from (Donoho et al., 2018; Donoho and Ghorbani, 2018), they
can be used to derive optimal eigenvalue shrinkage estimators for the covariance matrix. Recall that
the optimal shrinkage operations depend on the overlap between true and empirical eigenvectors. We
find those formulas for various sketching methods, and so it becomes possible to use the shrinkage
formulas.
Very briefly, Donoho et al. (2018) estimate the covariance matrix Σ optimally using eigenvalue shrinkage
estimators of the sample covariance matrix. We can replace this with the covariance matrix Σˆs “
r´1Y˜ JY˜ of the sketched data. Let Σˆs “ řminpr,pqi“1 λ˜i rξi rξJi be the spectral decomposition of Σˆs, with
λ˜i sorted in non-increasing order. Then we consider eigenvalue estimators Σˆη “ řminpr,pqi“1 ηpλ˜iqrξi rξJi
for some fixed shrinker η : R Ñ R. We evaluate the estimator based on a loss LpΣˆη,Σq, where
Σ “ Ip ` řki“1 d2iuiuJi is the covariance matrix of the original data. For instance, we can have
LpA,Bq “ }A´B}op be the operator norm loss, or LpA,Bq “ }A´B}Fr be the Frobenius norm loss.
Based on the theory from Donoho et al. (2018), we can deduce that there is an asymptotically optimal
shrinker η for these losses (and a number of others). For instance, for uniform orthogonal random
projection, uniform sampling and subsampled randomized Hadamard transform, the optimal shrinkers
for operator and Frobenius losses are, respectively,
ηoppxq “ λ´1px2, r{nq, ηFrpxq “ λ´1px2, r{nq ¨ c2pλ´1px2, r{nq, r{nq ` s2pλ´1px2, r{nq, r{nq.
Here λ is the functional inverse of the spike forward map from equation (3.14), and its expression can
be found in Donoho et al. (2018), as well as implemented in software in Dobriban (2015a). Also, c2 is
the cosine forward map from (3.15), and s2 is the squared sine, defined as s2 “ 1´ c2.
2.3 Details
Our results require a few more technical assumptions, which are stated in detail in Section A. We use the
notion of empirical spectral distribution (ESD) of a matrix M , which is the empirical distribution function
of the eigenvalues of M .
In the end, we obtain the following steps for finding the values of the spikes of the sketched matrixrY “ S rX (recall S is r ˆ n, r ď n):
(i) For any x, we find a fundamental quantity, the pair of weighted Stieltjes transforms pm1cpxq,m2cpxqq,
as the solution of a certain system of self-consistent equations (A.12). Recall that for a distribution
F , its Stieltjes transform is defined for any z P C away from the support as mF pzq “ EX„F pX ´ zq´1
(e.g., Bai and Silverstein, 2010; Couillet and Debbah, 2011; Yao et al., 2015). In our case, pm1c,m2cq
are the classical limits of certain weighted Stieltjes transforms pm1,m2q of the ESDs of Y JY and Y Y J
for Y “ SX (see Section A.2); and their importance, described below, is in how to use them.
Let us denote by γn “ p{n the aspect ratio, by ξn “ r{n the sample size reduction factor (ă 1), and by
piB :“ 1r
řr
i“1 δsi the empirical spectral distribution of B “ SSJ. The self-consistent equation shows
that for any z P C` (complex numbers with positive imaginary parts), pm1c,m2cq are determined by
6
the following pair of equations:
m1cpzq “ γn 1´z r1`m2cpzqs ,
m2cpzq “ ξn
ż
x
´z r1` xm1cpzqspiBpdxq.
(2.2)
This is a general Marchenko-Pastur or Silverstein equation; and can also be expressed as a fixed point
equation for m1c. It can be solved explicitly in certain special cases. There are also fast numerical
solvers available, based on fixed-point methods and ODE solvers see e.g., Couillet et al. (2011); Do-
briban (2015b); Cordero-Grande (2018). In general, this is one of the two hard parts of the algorithm.
(ii) We combine the above quantities into the 2k ˆ 2k master matrix Mpxq
Mpxq “
ˆ ´x´1{2p1`m2cpxqq´1Ik D´1
D´1 ´x´1{2WJSJp1`m1cpxqSSJq´1SW
˙
. (2.3)
(iii) We solve for the values x for which this matrix is singular, i.e.,
detMpxq “ 0. (2.4)
We call this the eigenvalue master equation.
Such a condition has appeared in many cases in the literature (e.g., Couillet and Debbah, 2011; Yao
et al., 2015, and references therein). In general we expect at most k solutions x. The theory guarantees
that these are all possible candidates for the empirical spikes of the sketched data rY J rY . This step
turns out to become feasible in several applications due to the randomness in either the sketching
matrix S or the signal matrix W . This randomness causes the lower right block to become diagonal,
and hence, after rearrangement, the matrix M can be studied as a block matrix with 2ˆ 2 blocks.
(iv) To get the angles between the eigenvectors corresponding to an eigenvalue rλi of rY J rY , again we follow
an approach related to many works in the literature (e.g., Couillet and Debbah, 2011; Yao et al., 2015,
and references therein). We consider a small contour Γi which encloses rλi (or its classical limit θi, as
explained below) but no other eigenvalues of rY J rY . The overlap of the corresponding right singular
vector rξi with any spike eigenvector uj of the original data matrix Y is given by the angle master
equation:
|xuj , rξiy|2 “ 1
2piiprλiq1{2
¨˝¿
Γi
eJj D´1Mpzq´1D´1ejdz‚˛. (2.5)
Again, it turns out that in certain cases we can explicitly calculate these integrals.
This finishes the general description of the procedure for finding the sketched spikes. See Section A for details.
Next we will go over various sketching methods in detail, and show how to use this general procedure.
3 Types of random projections
In this section, we go over the various types of random projections, and explain the behavior of the sketched
eigenvalues and eigenvectors. Fix any signal strengths d1 ą d2 ą ¨ ¨ ¨ ą dk ą 0. Without projections, when
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S “ In, it is well-known that a signal of strength di leads to an outlier if and only if d2i ą ?γn (Baik
et al., 2005; Baik and Silverstein, 2006). Here outliers are the eigenvalues of the sample covariance matrix
separated and above the ”bulk” of the noise eigenvalues, which is described by a standard Marchenko-Pastur
distribution (Marchenko and Pastur, 1967; Bai and Silverstein, 2010). Moreover, the i-th spiked sample
eigenvalue converges to its ”classical value”
rλi Ñ λpd2i , γqθi :“ `1` d2i ˘ˆ γd2i ` 1
˙
in probability, (3.1)
if γn Ñ γ, see e.g., (Baik et al., 2005; Baik and Silverstein, 2006). The map ` Ñ λp`, γq between the
population and sample spikes is sometimes referred to as the spiked forward map. The overlaps between
population and sample eigenvectors converge to (e.g., Benaych-Georges and Nadakuditi, 2012)
|xuj , rξiy|2 Ñ δijc2pd2i , γq :“ δij 1´ γd4i1` γ
d2i
in probability. (3.2)
The expression c2pd2, γq may be referred to as the squared cosine forward map, giving the asymptotic squared
cosines between the population and sample eigenvectors. Now we consider several choices of S, and compare
the corresponding results to the above. We restrict to a certain high probability event Ω (given formally in
(A.25)), where the so-called ”local law” holds, and certain empirical quantities are close to their population
verions. So “with high probability” means with high probability on Ω.
3.1 Uniform orthogonal random projections
We take S to be r ˆ n partial orthonormal, such that SSJ “ Ir.
3.1.1 Results known from prior work, Gaussian data
There are a few results that can be readily deduced from known work. They are not our main point (as they
are limited to Gaussian data); and our main results can handle much more general data distributions and
sketching distributions in a unified framework. However, as they are not available in prior work, we present
them here for the reader’s convenience.
When the noise X is has iid Gaussian entries, we have seen in Section 2.1 that for fixed dimensions n
and p, the data rX “ X `WDUJ transforms into S rX “ SX ` pSW qDUJ, with the distribution of SX
still being Gaussian. The signals are transformed into pSW qDUJ, and we let its SVD be ĂW rD rUJ. As is
well known from the classical theory of spiked models, (Baik et al., 2005), the singular values of the signal
control the behavior the data SVD. This shows that we are in a new spiked model with new signal strengthsrD, which can be checked to have been reduced compared to D.
If in addition we assume that S is distributed uniformly over the Stiefel manifold of partial orthonormal
matrices, then it is not hard to check that D˜ « pr{nq1{2D, so the signal reduces by a factor of r{n. In
addition, the sample size is also reduced. To quantify the change of the outlier eigenvalues and eigenvectors,
we recall that after scaling by ξ
´1{2
n , S rX is equivalent to the model in (2.1), which has the same spike strength
but in a reduced dimension r. In this model, we have that the aspect ratio changes as γn Ñ nr “ γnξn . Thus
by (3.1) and (3.2), if γn Ñ γ and ξn Ñ ξ, then we have
rλi Ñ θi :“ ξ `1` d2i ˘ˆγ{ξd2i ` 1
˙
“ `1` d2i ˘ˆ γd2i ` ξ
˙
, in probability, (3.3)
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and
|xuj , rξiy|2 Ñ δij 1´ γ{ξd4i
1` γ{ξ
d2i
“ δij
ξ ´ γ
d4i
ξ ` γ
d2i
, in probability, (3.4)
for the eigenvalues and eigenvectors of S rX. One can compare them to the results in (3.14) and (3.15), and
see how the location of the spikes decreases.
The same logic applies to all distributions of partial orthonormal sketching matrices S and all signal
matrices W for which pSW qJSW « r{n ¨WJW “ r{n ¨ Ik. We will discuss this for each case separately.
3.1.2 New results, general data
When the distribution of the data is general, the above direct argument cannot be used. We will instead use
our general framework. We assume S is distributed uniformly over the Stiefel manifold of partial orthonormal
matrices.
Then the self-consistent equation for the Stieltjes transforms (2.2) becomes
m1cpzq “ γn 1´z r1`m2cpzqs , m2cpzq “ ξn
1
´z r1`m1cpzqs . (3.5)
We can obtain the following equation for m2c :“ m2cpzq:
ξn
m2cpzq “ ´z `
γn
1`m2cpzq ñ zm
2
2c ` pz ´ γn ` ξnqm2c ` ξn “ 0. (3.6)
This equation has a unique solution with non-negative imaginary part for z P C`, that is,
m2cpzq “ ´pz ´ γn ` ξnq `
apz ´ λ`qpz ´ λ´q
2z
, λ˘ “ p?γn ˘
a
ξnq2. (3.7)
Moreover, m2c is injective on the right half complex plane tz : Re z ą λ`u, and we denote its inverse function
as g2c, which takes the form
g2cpmq “ γn
1`m ´
ξn
m
. (3.8)
Given m1c and m2c, we now study the master matrix Mpzq in (2.3). We can write the matrix W of
eigenvectors as
W “W
ˆ
Ik
0
˙
,
where W is an nˆn orthogonal matrix. Now recall that V “ SW . Since the distribution of S is rotationally
invariant, we have
V JV “ `Ik, 0˘ pSJ pS ˆIk0
˙
,
where pS “ SW is, like S, also an r ˆ n uniformly distributed partial orthogonal matrix. We claim that
V JV “ ξnIk ` op1q in probability. (3.9)
This can be easily verified by a simple variance calculations using exchangeability of the rows or columns ofpS; see the calculations in Appendix B. With (3.9), the eigenvalue master equation (2.4) becomes
det
ˆ ´x´1{2 p1`m2cpxqq´1Ik D´1
D´1 x1{2m2cpxqIk
˙
“ op1q (3.10)
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in probability. Ignoring the small (random) error on the right-hand side, the above matrix equation holds if
and only if one of the following equations holds: for i “ 1, . . . , k,
det
ˆ´x´1{2 p1`m2cpxqq´1 d´1i
d´1i x1{2m2cpxq
˙
“ 0 ô m2cpxq “ ´ 1
1` d2i
ô x “ g2c
ˆ
´ 1
1` d2i
˙
, (3.11)
where in the second step we used that g2c is the inverse function of m2c. This gives an equation for any
potential outlier x. However, in order to have an outlier, we need to have that
´ 1
1` d2i
ą m2cpλ`q “ ´
?
ξn?
ξn `?γn ô d
2
i ą
c
γn
ξn
. (3.12)
This is because the Stieltjes transform m2c is increasing on rλ`,8q outside of the bulk of eigenvalues, and
so having λ` ă x is equivalent to m2cpλ`q ă m2cpxq “ ´1{p1 ` d2i q. Then we use the known formula for
m2cpλ`q as given in (3.7). Using (3.8) and (3.11), we obtain that the classical location for the outlier caused
by di is
θi “
`
1` d2i
˘ˆγn
d2i
` ξn
˙
.
This formula is very similar to the well known one for the location of the empirical spike in spiked models,
presented above, and described in (Baik et al., 2005; Baik and Silverstein, 2006). However, we have a different
setting in this paper, and so the formula cannot be deduced from the classical one.
See Figure 1 for simulation results illustrating the accuracy of this formula. In our simulation, we follow
the above model. We generate the data rX “ X`WDUJ with iid entries Xij „ Np0, 1{nq, and take the rank
k “ 10, with W,U being independent uniformly distributed partial orthogonal random matrices. We choose
some specific values for the spikes D, and compute a random projection rY “ S rX with a uniformly random
partial orthogonal matrix S. We then compute its SVD and find its top eigenvalues and eigenvectors. We
compare them to the theoretical formulas above. See the caption to Figure 1 for more details.
Next we turn to finding the formula for the angle between projected and true spike. Using (2.5), we
obtain that |xuj , rξiy|2 “ op1q if j ‰ i. If j “ i, we have that the inverse of Mpzq is also a block matrix with
2 ˆ 2 blocks, and so its pi, iq-th entry can be recovered as the appropriate entry of the inverse of the 2 ˆ 2
block it belongs to. Therefore, we have in probability,
|xui, rξiy|2 “ 1
2pii
?
θi
¿
Γi
p0, d´1i q
ˆ ´z´1{2 p1`m2cpzqq´1 d´1i
d´1i z1{2m2cpzq
˙´1 ˆ
0
d´1i
˙
dz ` op1q
“ 1
2piiθi p1` d2i q
¿
Γi
1
m2cpzq ` p1` d2i q´1
dz ` op1q “ 1
θi p1` d2i qm12cpθiq
` op1q
“ g
1
2cp´p1` d2i q´1q
θi p1` d2i q
` op1q “
ξn ´ γnd4i
ξn ` γnd2i
` op1q. (3.13)
Now we state the above results as the following theorem. We shall prove it rigorously in Appendix B. In
the following statements, “Ñp” means “converges in probability”.
Theorem 3.1 (Uniform orthogonal random projection). Consider the rˆ p sketched data matrix Y “ S rX,
where S is r ˆ n partial orthonormal, distributed uniformly over the Stiefel manifold of partial orthonormal
matrices. Also, X “ pxijq is an n ˆ p random matrix where the entries xij are real independent random
variables with mean zero, variance n´1, satisfying that their higher moments are bounded as in (A.8). Also
the number of signals k is a finite fixed integer and the strengths d1 ą d2 ą ¨ ¨ ¨ ą dk ą 0 are fixed constants;
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Figure 1: Checking the accuracy of the spiked eigenvalue and eigenvector formulas for orthogonal projections.
We show results with n “ 4000, p “ 3200, r “ 2500, where the rank is k “ 10. We evaluate the formula for
different spikes over different simulation runs, generated equally spaced from 1 to 10. We show the mean and
one standard deviation over 5 Monte Carlo simulations (note that the SD is very small). Left: di against λ˜i,
the i-th eigenvalue of the spiked matrix. Right: di against overlap between the spiked population eigenvector
and the sample eigenvector after sketching. The theoretical and empirical formulas agree well.
tuiu1ďiďk and twiu1ďiďk are deterministic sets of orthonormal unit vectors in Rp and Rn, respectively. Let
γn :“ p{nÑ γ and ξn :“ r{nÑ ξ as nÑ8. Then for any 1 ď i ď k, if di ą
a
γ{ξ, we have
rλi Ñp θi :“ `1` d2i ˘ˆ γd2i ` ξ
˙
, (3.14)
and
|xuj , rξiy|2 Ñp δij ξ ´ γd4i
ξ ` γ
d2i
. (3.15)
Otherwise, if di ď
a
γ{ξ, we have rλi Ñp λ`, (3.16)
and
|xu, rξiy|2 Ñp 0 (3.17)
for any deterministic unit vector u.
Recall our heuristic thoughts that this sketched spiked model should be equivalent to a spiked model
(2.1) with the same spike strengh but in a reduced dimension r. The above theory is consistent with that.
Moreover, the theory is also consistent with the results readily deduced from prior work for Gaussian data
presented in (3.3) and (3.4).
3.2 Projections with i.i.d. entries
Now we pick S to be an rˆn random matrix with i.i.d. entries of zero mean, variance n´1, and with bounded
moments, as in (A.8). In particular, S can be a random Gaussian projection if its entries are i.i.d. Gaussian.
Then B “ SSJ is a sample covariance matrix with identity population covariance. We have the following
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result, which will be proved rigorously in Appendix C. The notations in the statement will be explained right
below the theorem.
Theorem 3.2 (Random projection with iid entries). Suppose that the assumptions in Theorem 3.1 hold
except that S is an r ˆ n i.i.d. random projection matrix whose entries are of zero mean, variance n´1, and
with bounded moments, as in (A.8). Then for any 1 ď i ď k, if di ą dc, we haverλi Ñp θi :“ g1c pαiq , (3.18)
and
|xuj , rξiy|2 Ñp δij α2i
d2i
g11cpαiq
α´2i
“pmS2cq1p´α´1i q‰´ p1` γd´2i q . (3.19)
Otherwise, if di ď dc, then (3.16) and (3.17) hold.
Here we define two functionsmS1c andm
S
2c, which are the Stieltjes transforms of the well-known Marchenko-
Pastur law (mS1c is for SS
J and mS2c is for SJS):
mS1cpzq “
´pz ´ 1` ξq `
b
pz ´ λS`qpz ´ λS´q
2zξ
, mS2cpzq “
´pz ` 1´ ξq `
b
pz ´ λS`qpz ´ λS´q
2z
,
where λS˘ are the edges of the support of the MP law, λS˘ “ p1˘
?
ξq2. Then g1c is defined as
g1cpmq “ ´ γ
m
` ξ
m
ˆ
1´ 1
m
mS1cp´m´1q
˙
.
In fact, g1c is the inverse function of m1cpzq, which is the only solution to the cubic equation
z2m31c ´ zp1` ξn ´ 2γnqm21c ´ pz ` p1´ γnqpγn ´ ξnqqm1c ´ γn “ 0,
that satisfies Imm1cpzq ą 0 for any z with Im z ą 0. ξ´1m1cpzq is the Stieltjes transform of a certain spectral
density, whose upper edge is denoted as λ` by convention. Finally, αi ” αpdiq is defined as
αpdiq :“ ´ γd
´2
i`
1` γd´2i
˘ `
ξ ` γd´2i
˘ ,
and dc ą 0 is determined by the equation αpdcq “ m1cpλ`q. We can get explicit expressions for the right-
hand sides of (3.18) and (3.19) using the formulas for mS1c, m
S
2c and g1c. The expressions for λ` and dc are
less straightforward, although it is still possible to get them using the roots formulas for cubic equations.
Algorithmically, given γn, ξn, d
2
i , we find the spike by calculating the value of (3.18) using the above
formula for g1c (which involves m
S
1c.) See Figure 2 for simulations checking the accuracy of these results.
Now we compare the i.i.d. projection with the uniform random projection in previous section. The explicit
expressions for θi and |xui, rξiy|2 are pretty cumbersome. To simplify the expression, we consider the large
signal case where di is a large constant, and develop asymptotic expressions of θi and |xui, rξiy|2 in terms of
d´2i . Through direct calculation, we get that
pmS1cq1p´α´1i q “ α2i
`
1´ 2αi ` p3` 3ξqα2i `Opα3i q
˘
,
pmS2cq1p´α´1i q “ α2i
`
1´ 2ξαi ` p3` 3ξqξnα2i `Opα3i q
˘
,
and
mS1cp´α´1i q “ αi
`
1´ αi ` pξ ` 1qα2i `Opα3i q
˘
, g11cpαiq “ γα2i
´ ξpξ ` 1q `Opαiq.
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Figure 2: Checking the accuracy of the spiked eigenvalue and eigenvector formulas for Gaussian projections.
We follow the protocol from the experiment in Figure 1.
Plugging them into (3.18) and (3.19), we obtain that
θi “ ξd2i ` pξγ ` γ ` ξq ` pγ ` ξ ` 1qγd´2i `Opd´4i q, (3.20)
and
|xui, rξiy|2 Ñp γn ´ ξnp1` ξnqα2i `Opα3i q
d2i
1
´2ξnαi ` p3` 3ξnqξnα2i `Opα3i q ´ γnd´2i
“
ξn ´ p1`ξnqγnd4i `Opd
´6
i q
ξn ` p1`ξnqγnd2i `Opd
´4
i q
.
(3.21)
Compared with (3.15), one can see that, at least in the large signal regime, the correlation (3.21) is smaller,
and thus worse than random uniform projection. Moreover, we have the simple relation
p1´ |xui, rξiy|2qi.i.d. projection
p1´ |xui, rξiy|2quniform projection “ 1` ξn `Opd´2i q
for these two cases, where the notations are self-explanatory.
One can see Figure 2 for simulations checking the accuracy of the results (3.20) and (3.21). Surprisingly,
even for small di, they are already sufficiently precise.
3.3 Uniform random sampling
Next, we take S to be an nˆ n diagonal sampling matrix, where the entries Sii are i.i.d. with
Sii “ εiai, (3.22)
where εi „ Bernoullipr{nq and ai is a Rademacher random variable uniform on t´1, 1u independent of εi.
This is closely related to sampling r out of n datapoints uniformly at random, as for large r and n the
number sampled concentrates around r ˘Oparp1´ r{nqq « r. Then we find the following result.
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Theorem 3.3 (Uniform random sampling). Suppose that the assumptions in Theorem 3.1 hold, but S is a
random sampling matrix as in (3.22). We also make the extra assumption that the vectors wi are delocalized
in the following sense:
max
1ďiďk }wi}8 Ñ 0 as nÑ8. (3.23)
Then the results (3.14)-(3.17) hold.
The proof of Theorem 3.3 is a minor modification of the one for Theorem 3.1 in Appendix B, and we
highlight the differences in Section D. See Figure 3 for experimental results supporting these theoretical
results.
Figure 3: Checking the accuracy of the spiked eigenvalue and eigenvector formulas for uniform random
sampling. We follow the protocol from the experiment in Figure 1.
Gaussian data. Recall from Section 3.1.1 that we can readily get the same results for Gaussian noise
from known spiked model results if we can show WJSJSW « r{n ¨ Ik. Now WJSJSW “ ři εiwrisJwris,
where wris are the rows of W . The claim follows by standard matrix concentration results (e.g., Vershynin,
2010; Tropp, 2012, etc). Since this is not our main point, we will not elaborate it in more detail.
3.4 Randomized Hadamard sampling
We consider the subsampled randomized Hadamard transform. Define the n ˆ n subsampled randomized
Hadamard matrix as
S “ 1?
n
BrHD, (3.24)
where Br is a diagonal sampling matrix with i.i.d. Bernoullipr{nq diagonal entries, H is the Walsh-Hadamard
matrix and D is a diagonal matrix of i.i.d. sign random variables, equal to ˘1 with probability 1/2. Recall
that the Walsh-Hadamard matrix is defined recursively by
Hn “
ˆ
Hn{2 Hn{2
Hn{2 ´Hn{2
˙
,
with H1 “ p1q. This requires n to be a power of 2. For n that is not a power of 2, one may take a random
subsample of rows and columns of Hn1 , for some n
1 ą n that is a power of 2.
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For S defined in (3.24), we denote the action of the Walsh-Hadamard matrix H and the signflip matrix
D on a vector wi as
zi :“ 1?
n
HDwi, 1 ď i ď k.
Note that each entry ziplq is of the form
ziplq “
ÿ
j“1
a
plq
j wipjq,
where a
plq
j “ ˘n´1{2 is chosen independently and uniformly. Then a Chernoff type bound gives that the z
vectors are delocalized, i.e.,
}zi}8 ď C log n?
n
(3.25)
with high probability. Moreover, tziu are orthonormal since HD is orthogonal. Then the result for uniform
random sampling can be applied here without the delocalization assumption in (3.23), because (3.25) already
gives the desired delocalization for zi-s after acting HD on wi-s.
The argument above clearly applies more broadly to general Hadamard matrices. An n ˆ n possibly
complex-valued matrix H is called a Hadamard matrix if H{?n is orthogonal and the absolute values of
its entries are unity, |Hij | “ 1 for i, j “ 1, . . . , n. The Walsh-Hadamard matrix above clearly has these
properties. Another construction is the discrete Fourier transform (DFT) matrix with the pu, vq-th entry
equal to Huv “ e´2piipu´1qpv´1q{n. Multiplying this matrix from the right by X is equivalent to applying the
discrete Fourier transform to each column of X, up to scaling. The time complexity for the matrix-matrix
multiplication for both transforms is Opnp log nq using the Fast Fourier Transform.
To summarize, we have the following theorem as a corollary of Theorem 3.3 and the delocalization
property in (3.25).
Theorem 3.4 (Randomized Hadamard sampling). Suppose that the assumptions in Theorem 3.1 hold except
that S is now a random sampling matrix as in (3.24), where H is a general nˆ n Hadamard matrix. Then
the results (3.14)-(3.17) hold.
See Figure 4 for experimental results supporting this theorem.
Figure 4: Checking the accuracy of the spiked eigenvalue and eigenvector formulas for the subsampled
randomized Hadamard transform. We follow the protocol from the experiment in Figure 1.
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Gaussian data. From Section 3.1.1, we get the same results for Gaussian noise if we can show
WJSJSW « r{n ¨ Ik. This follows from the same argument as for uniform sampling.
3.5 CountSketch
Another popular sketching method is CountSketch Charikar et al. (2002), also known as Clarkson-Woodruff
sketch Clarkson and Woodruff (2017). Here S is an rˆn matrix that has a single randomly chosen non-zero
entry Shpjq,j in each column j, for a random mapping h : t1, . . . , nu Ñ t1, . . . , ru. Moreover, each Shpjq,j is
a Rademacher random variable, i.e., Shpjq,j “ ˘1 with probability 1/2. In other words, we have
Sij “ δihpjqaj , (3.26)
where aj are i.i.d. Rademacher random variables that are independent of h. Intuitively, S maps the vector
x to a random partition of its entries (mapping into random buckets), and takes randomly signed sums of
the entries in each partition (or in each bucket).
When applied to an n ˆ p matrix X, SX computes an r ˆ p matrix, such that each row is a randomly
signed sum of some rows of X. This is similar to random sampling. However, the advantage is that no
rows of X are ”left out”, and thus we automatically get a type of adaptive leverage score sampling, see e.g.,
Clarkson and Woodruff (2017). The only constraint is that we need r to be large enough so that we avoid
collisions of rows with large leverage score.
In our case, it turns out it is advantageous to study a slightly modified ”normalized” CountSketch. To
see, this, we denote
SSJ “ diagpc1, . . . , crq,
that is, ci is the number of coordinates from 1, . . . , n that map into the i-th bucket. Then pc1, . . . , crq has
the exact joint distribution
pc1, . . . , crq „Multinomialpn; 1{r, . . . , 1{rq.
Each ci has a marginal distribution equal to Binomialpn, 1{rq, with mean n{r, and variance nr p1 ´ 1r q. As
n, r Ñ8, r{nÑ ξ ą 0, this tends to a Poisson distribution with constant rate. Thus we know that for any
constant C ą 0,
Pp}SSJ} ě Cq ě c
for some constant c ą 0 depending on C. Hence the operator norm of the sketching matrix is unbounded
(i.e., the first bound in (A.7) fails). This is a problem because the spikes may be “covered up” by the noise
eigenvalues. To deal with this issue, we propose a simple normalization, in which we divide each bucket
by the square root of the number of entries mapped into it. Formally, we define pS :“ pSSJq´1{2S, such
that pS pSJ “ Ir. Then we shall use pS as our sketching matrix. With ξn converging to a constant, there is a
significant number of zeros among the counts. Hence pSSJq´1{2 should be understood as a pseudo-inverse.
Alternatively, we can discard the buckets of size zero at the beginning.
Experiments show that the simple normalized version of CountSketch works similarly to uniform projec-
tion. As discussed above, we normalize SX as B´1{2SX, where B “ SSJ is the matrix of counts mapped into
each bucket. In the regime where n{r is a constant, the probability of getting a zero count is approximately
PpPoissonp1{ξnq “ 0q “ expp´1{ξnq “ expp´n{rq.
We discard those rows. In particular, we also find that renormalized CountSketch is more accurate than the
original CountSketch; see Figure 5.. The reason is that CountSketch has some large buckets, and the sum
of the rows mapped into them can sometimes dominate the eigenvectors, leading to a loss of precision.
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Figure 5: Checking the accuracy of the spiked eigenvalue and eigenvector formulas for CountSketch. We
follow the protocol from the experiment in Figure 1.
If n " r, say n ě Cr log n for some large constant C ą 0, then each ci concentrates around n{r. In much
of the literature on sketching, this is a common assumption Mahoney (2011); Woodruff (2014). In this case,
we have pS « ξnS,
and hence pS is simply a rescaling of the CountSketch matrix S.
We collect the above results for CountSketch below. The proof is presented in Section D.
Theorem 3.5 (CountSketch). Suppose that the assumptions in Theorem 3.1 hold, except we assume the
delocalization condition (3.23) and that S is a random sampling matrix as in (3.26). Then (3.14)-(3.17) hold
if we replace ξ with pξ “ ξ r1´ expp´1{ξqs.
CountSketch can be regarded as an interpolation between the uniform random sampling and randomized
Hadamard sampling. For the time complexity, we have
uniform random sampling ă CountSketch ă randomized Hadamard sampling.
However, unfiorm random sampling and CountSketch are much closer in complexity (within a constant),
while randomized Hadamard sampling has an additional logarithmic factor in the cost. On the other hand,
uniform random sampling and the CountSketch requires the delocalization condition (3.23), while randomized
Hadamard sampling does not.
One of the advantages of CountSketch is that it is extremely fast for sparse datasets. For example, we can
consider the sparse sample covariance matrices which are Hadamard products of the form rX “ A˝X, where
X is a random matrix considered in this paper and A is a random matrix with i.i.d. Beroullippnq entries.
Then 0 ă pn ă 1 controls the sparsity of the sample covariance matrices. We expect that CountSketch will
perform well in the sparse case with pn ! 1. Unfortunately, this case is beyond our current setting—the
moment condition (A.8) will be violated if the entries of rX are scaled to have variance n´1. However, we
expect that our results will still hold under the sparse setting, although we need to rebuild the whole theory
in Yang (2019) from scratch using the methods in Erdo˝s et al. (2013d) for sparse Erdo˝s-Re´nyi graphs. This
is beyond the scope of the current paper, and we will explore this topic in future work.
We also remark that the delocalization condition (3.23) is needed for CountSketch because we are con-
sidering the setting where r is of the same order as n. In the conventional setting where n " r " p, this
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condition is not needed (Clarkson and Woodruff, 2017). In our setting, we can recover this result. With a
simple Chernoff estimate and a union bound, we know that if n ě Cr log r for some large constant C ą 0,
then with probability 1´op1q all the ci-s are concentrated around n{r. Moreover, as for Hadamard sampling
in Section 3.4, pSwi will be delocalized, i.e.,
}pSwi}8 Ñ 0 in probability
as nÑ8. This estimate holds for the same reason as (3.25), because we take random averages over roughly
n{r many entries of wi.
3.6 Strong signals
Finally, in this subsection, we consider a more general spiked covariance matrix model
rX “ kÿ
i“1
diwiu
J
i `XΣ1{2, (3.27)
where the covariance matrix Σ can be non-identity. In this case, the covariance matrix of the spiked model
is of the form rΣ “ Σ` kÿ
i“1
d2iuiu
J
i . (3.28)
Since ui-s are not necessarily the eigenvectors of Σ, they are also not the eigenvectors of rΣ in general.
However, if we assume the signal strengths to be sufficiently strong and well-separated, then we can regard
ui as an approximate eigenvector of rΣ. This is the setting we shall consider in this subsection.
Suppose we focus on the i-th spiked eigenvalue. We assume that
li :“ d2i ^min
j‰i |d
2
i ´ d2j |
is sufficiently large compared with }Σ}. Combining the arguments in the proof for Theorem 3.1 with standard
perturbation theory for matrices, we can obtain the following theorem. In the statement, we shall use the
notation x “ Opyq if |x| ď C|y| for some constant C ą 0 that does not depend on n or li. The proof of this
theorem will be given in Appendix E.
Theorem 3.6 (Large signals). Suppose that the assumptions in Theorem 3.1 hold, so we consider uniform
orthogonal random projections. Moreover, assume that for some fixed k` ď k,
max
1ďiďk`
li ě C0}Σ} (3.29)
for some sufficiently large constant C0 ą 0. Then for any 1 ď i ď k`, we haverλi Ñp θi “ ξpd2i ` Eiiq ` γρ1 `Opl´1i q. (3.30)
Here E :“ UJΣU , and ρi are the moments of the spectral distribution of Σ,
ρi “
ż
xipiΣpxq. (3.31)
Also,
|xui, rξiy|2 Ñp ξ ´ γd4i ρ2
ξ ` γ
d2i
`
ρ1 ` d´2i pρ2 ´ ρ1Eiiq
˘ `Opl´3i q,
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and for j ‰ i,
|xuj , rξiy|2 Ñp ξ ´ γd4i ρ2
ξ ` γ
d2i
`
ρ1 ` d´2i pρ2 ´ ρ1Eiiq
˘ ˇˇˇˇˇ Ejid2i ´ d2j
ˇˇˇˇ
ˇ
2
`Opl´3i q.
Similarly, if the assumptions in Theorem 3.3 (uniform random sampling) or Theorem 3.4 (Hadamard
transform) hold, then the same results hold; if the assumptions in Theorem 3.5 (CountSketch) hold, then the
same results hold if we replace ξ with pξ.
We check the formulas in simulation (Figure 6), where Σ is the Toeplitz matrix with Σij “ 0.8|i´j|. We
see a good match between the simulation and the theoretical result.
Figure 6: Checking the accuracy of the spiked eigenvalue and eigenvector formulas for large signals. We
follow the protocol from the experiment in Figure 1. Here Σ is the Toeplitz matrix with the pi, jq-th entry
equal to 0.8|i´j|, and d2 ranges from 2 to 100 with equal spaces. When i ‰ j, |xuj , rξiy| are all close to 0 so
we do not plot them here.
In fact, we can get more precise results by deriving higher order asymptotic expansions in terms of l´1i .
The calculations are pretty straightforward, but tedious. We do not pursue this direction here.
Remark 3.7. The two terms on the right-hand side of (3.30) can be understood heuristically as follows. First,
based on standard perturbation theory, the i-th largest eigenvalue of rΣ is about d2i ` uJi Σui “ d2i ` Eii.
As discussed in Section 2.1, heuristically after projection into r-dimensional subspace, the signal strength
should go down by a factor of ξ, which leads to the term ξpd2i ` Eiiq in (3.30).
For the γρ1 term, we consider the extreme case where ξ Ñ 0 and hence the signal strength goes down to
zero. Without loss of generality, we assume that S is random sampling. Then by concentration, one can see
that
pSXΣ1{2qpΣ1{2XJSJq «
˜
1
n
pÿ
i“1
Σii
¸
Irˆr “ γρ1Irˆr.
This leads to the γρ1 term that does not depend on ξ.
To our knowledge, such a general model as in (3.27) has not been studied in the literature, even in
the strong signal regime. In the classical setting, it is usually assumed that Σ is identity or a finite rank
perturbation of identity matrix; see (e.g., Johnstone, 2001; Baik et al., 2005; Baik and Silverstein, 2006;
Benaych-Georges and Nadakuditi, 2012; Bao et al., 2018; Ding, 2020, etc). This is also our setting in
Sections 3.1-3.5. Another type of spiked covariance model has the spikes added to the population covariance
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matrices directly; see (e.g., Paul, 2007; Benaych-Georges and Nadakuditi, 2011; Bloemendal et al., 2016;
Ding and Yang, 2019, etc). That model is rX “ XrΣ1{2, where rΣ is a spiked covariance matrix of the form
(3.28). By diagonalizing the matrix rΣ, one can assume that ui-s are also eigenvectors of rΣ, which is more
restrictive than our model (3.27). Thus we believe that the Theorem 3.6 and the methods used in its proof
may be of independent theoretical interest.
4 Empirical verification
4.1 Proposed method
We aim to verify our results empirically. In previous work for linear regression (Dobriban and Liu, 2018)
we developed formulas for the behavior of the OLS residuals under sketching. We predicted the behavior of
the ratio of residuals, as a function of the known quantities n, p, r only. This idea is similar to constructing
a pivotal random variable, whose behavior does not depend on un-measured quantities. We tested these
formulas empirically. Surprisingly, we found that the ratio of residuals can be close to the predicted value
in empirical datasets.
Here we do not have the direct analogue of the residuals. However, we can work from first principles
to derive a similar method. We know that the top eigenvalues in standard spiked models follow the spiked
forward map ` Ñ λp`, γq from equation (3.1), see e.g., Baik et al. (2005); Baik and Silverstein (2006). A
well known method to estimate the spike is to invert this. These methods have been implemented in the
EigenEdge package (Dobriban, 2015a).
Thus, we propose to calculate the inverse both for the original and sketched data. In our model, both
should be close to `. Then we divide them, leading to the statistic
T “ λ
´1 `σ1pXq2, p{n˘
λ´1 pσ1pSXq2, p{rq .
Our theoretical results predict that this should be close to unity, i.e., we should have T « 1.
4.2 Datasets tested
We consider three data sets to test our theoretical results: the Human Genome Diversity Project (HGDP)
dataset (e.g., Cann et al., 2002; Li et al., 2008), the Million Song Dataset (MSD, Bertin-Mahieux et al. (2011))
and New York Flight Dataset (Wickham (2018)). For each, we take uniform orthogonal random projections
on the data with r “ t0.8nu. For HGDP, we repeat this while subsampling (1) every 20th column; (2) every
10th row and 20th column.
First, for the HGDP dataset, we have seen in previous work, that it is not well modeled by a matrix
with iid Gaussian entries (Dobriban and Owen, 2019) (see Sec. H for details on the dataset). In particular,
there are correlations both between the columns as well as between the rows. Despite this model mismatch,
we get values of T between 1.2 and 1.4 on this dataset, which are quite close to the expected value of unity
under correct model specification. This suggests that our theory may sometimes be applicable and relevant
even when the data do not follow the theoretical model.
We also consider the Million Song Dataset (Bertin-Mahieux et al., 2011) and New York Flights Dataset
(Wickham, 2018). We get T “ 1.26 and T “ 1.24, respectively.
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5 Future work
In future work, it may be of interest to investigate other sketching methods that have been proposed. In
particular, uniform sampling can work poorly when the data are highly non-uniform, because some datapoints
are more influential than others for the PCs. There are more advanced sampling methods that sample each
row of X with some non-uniform probability pii which relates to the importance of the ith sample, such as
d2 sampling Drineas et al. (2006), where pii is proportional to the squared norm of the ith row, or leverage
score sampling, where the scores are proportional to the leverage scores Mahoney (2011); Ma et al. (2015);
Chen et al. (2016).
Another frequently used type of random projections are the so-called oblivious sparse norm-approximating
projections (OSNAPs) (Kane and Nelson, 2010; Nelson and Nguyeˆn, 2013). More precisely, an rˆn random
projection matrix S is an OSNAP if Sij “ δijσij{?s, where s ě 1 is a fixed integer, σij are random signs,
and δij are indicator random variables satisfying the following properties:
• fixed number of nonzeros per column: for any 1 ď j ď n, řri“1 δij “ s with probability 1;
• negative correlation between the nonzeros: for any E Ă t1, ¨ ¨ ¨ , ruˆt1, ¨ ¨ ¨ , nu, Eśpi,jqPE δij ď ps{rq|E|.
A concrete example is when we independently choose s nonzero locations for each column, uniformly at
random over all possible subsets of size s.
The difficulty in analyzing leverage score sampling and OSNAP lies in a complete understanding of the
exact ESD of SSJ, which is needed in both the study of the self-consistent equations in (2.2) and the matrix
(2.3). However, if the signal strengths are strong, then it is possible to obtain some approximate results
using the argument in Theorem 3.6, where only the first few moments of the ESD of SSJ will be needed.
We can compare leverage score sampling and OSNAP with the sketching methods analyzed in Section 3
through simulations; see Figure 7. We take n “ 4096, p “ 3200, r “ 2500, and k “ 10. The largest signal is
d1 “ 15 and the smallest signal is d10 “ 1. The error bars are the standard deviations over 5 independent
repetitions. We plot the overlap between the spiked population eigenvector and the sample eigenvector after
sketching. Large overlaps show the methods are better at preserving the eigenspace of the signal. We observe
that:
• Haar projection, uniform sampling, subsampled randomized Hadamard transform, and normalized
CountSketch have roughly the same efficiency, and they are all better than i.i.d. Gaussian projection,
as discussed in Section 3.2. Moreover, unnormalized CountSketch is less accurate than normalized
CountSketch, which has been shown in Figure 5. (However, of course, CountSketch can have other
advantages like running time adapted to input sparsity.)
• Leverage score sampling behaves similarly to uniform sampling. Note that this is related to the choice
of model in this paper. When the data model is highly non-uniform, we expect that leverage score
sampling will be better than uniform sampling.
• OSNAP is less accurate than all the other methods. Again, this method can have other advantages,
like near-optimally small r to ensure oblivious subspace embedding for sparse inputs.
For Haar projection, uniform sampling, subsampled randomized Hadamard transform, and normalized
CountSketch, the ESD of SSJ is a singleton at 1. On the other hand, for i.i.d. Gaussian projection,
unnormalized CountSketch and OSNAP, the ESD of SSJ is supported on an interval around 1. Thus based
on the simulations, we conjecture that in order to better preserve the eigenspace of the signal, it is better to
have a more “concentrated” ESD for SSJ.
Finally, it could be of interest to generalize the argument to methods designed for the streaming data
setting, such as core sketching (Tropp et al., 2017), and iterative methods that can achieve arbitrary accuracy,
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Figure 7: Comparing different sketching methods. Here n “ 4096, p “ 3200, r “ 2500, and k “ 10. The
error bars are the standard deviations over 5 independent repetitions.
such as blanczos (Rokhlin et al., 2009; Halko et al., 2011b) and randomized block Krylov iteration (Musco
and Musco, 2015).
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A The sketched spiked model
A.1 The model
Consider the ”signal plus noise” or ”spiked covariance” matrix model
rX “ kÿ
i“1
diwiu
J
i `XΣ1{2.
Here
řk
i“1 diwiuJi is the signal component, tdiu1ďiďk give the strengths of the signals, and twiu1ďiďk andtuiu1ďiďk are the left and right singular vectors of the signals, respectively. Also, XΣ1{2 is the noise
component, where Σ is a p ˆ p deterministic covariance matrix, and X “ pxijq is an n ˆ p random matrix,
where the entries xij , 1 ď i ď n, 1 ď j ď p, are real independent random variables satisfying
Exij “ 0, E|xij |2 “ n´1. (A.1)
We assume that the signal is independent of the noise matrix X. Such signal plus noise or spiked models
have been widely studied. The special case Σ “ Ip is known as the standard or (Johnstone’s) spiked model,
(Johnstone, 2001), and more general spiked models have been proposed and studied, see Yao et al. (2015);
Paul and Aue (2014); Couillet and Debbah (2011) and references therein. When Σ is diagonal, and when
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wi have iid entries, this model can be viewed as a specific factor model, and thus has a long history see e.g.,
Spearman (1904); Thurstone (1947); Anderson (2003); Dobriban (2017a). This model is fundamental for
understanding principal component analysis (PCA), and has been thoroughly studied under high-dimensional
asymptotics. Its understanding will serve as a baseline in our study.
In this paper, we are interested in the PCA of the sketched data matrix
rY “ S rX
where S is an rˆn random sketching matrix that is independent of both the signal and the noise. This can
be written as rY “ SXΣ1{2 ` kÿ
i“1
diviu
J
i , vi ” Swi. (A.2)
A similar spiked separable model has been studied in Ding and Yang (2019), although the setting there is a
little different from our current setting, because the spikes are added to the population covariance matrices
there. However, we will still follow the presentation from Ding and Yang (2019) to some extent. We will
study the spiked eigenvalues and eigenvectors of
rQ1 :“ rY J rY , a pˆ p matrix, and rQ2 :“ rY rY J an r ˆ r matrix.
We denote their (nontrivial) eigenvalues in descending order as rλ1 ě . . . ě rλp^r. On the other hand, we will
also use the non-spiked matrix
Y “ SXΣ1{2. (A.3)
We denote the corresponding non-spiked matrices as
Q1 :“ Y JY, a pˆ p matrix, and Q2 :“ Y Y J an r ˆ r matrix,
with eigenvalues λ1 ě . . . ě λp^r. If we study the centered sample covariance matrices, then we can still
adopt the current setting by using
rY “ pI ´ eeJqSXΣ1{2 ` pI ´ eeJq kÿ
i“1
diviu
J
i , e :“ r´1{2p1, ¨ ¨ ¨ , 1qJ P Rr.
or rY :“ SpI ´ eeJqXΣ1{2 ` S kÿ
i“1
dipI ´ eeJqwiuJi , e :“ n´1{2p1, ¨ ¨ ¨ , 1qJ P Rn.
For simplicity, we put aside this issue right now and assume that all the entries of X are centered for most
part of this paper. In Appendix G, we will show that introducing pI ´ eeJq does not affect our results.
We assume that the number of signals k is a finite fixed integer, the strengths d1 ą d2 ą ¨ ¨ ¨ ą dk ą 0 are
fixed constants, and ui, wi are deterministic unit vectors. We shall consider the high-dimensional setting in
this paper. More precisely, we assume that the aspect ratios
γn :“ p{nÑ γ, ξn :“ r{nÑ ξ, as nÑ8 (A.4)
for some constants γ P p0,8q and ξ P p0, 1q.
We assume that the noise covariance Σ and the outer product of the sketcing matrix B :“ SSJ (an rˆ r
matrix) have eigendecompositions
Σ “ O1Σ1OJ1 , B “ O2Σ2OJ2 , Σ1 “ diagpσ1, ¨ ¨ ¨ , σpq, Σ2 “ diagps1, ¨ ¨ ¨ , srq, (A.5)
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where the eigenvalues of Σ and B are
σ1 ě σ2 ě . . . ě σp ě 0, s1 ě s2 ě . . . ě sr ě 0.
We denote the empirical spectral distributions (ESDs) of Σ and B “ SSJ by
piΣ :“ 1
p
pÿ
i“1
δσi , piB :“ 1r
rÿ
i“1
δsi . (A.6)
We assume that there exists a small constant 0 ă τ ă 1 such that for all n large enough,
maxtσ1, s1u ď τ´1, max tpiΣpr0, τ sq, piBpr0, τ squ ď 1´ τ. (A.7)
Both of these conditions are natural: the first condition means that the operator norms of Σ and B are
bounded by τ´1, and the second condition means that the spectra of Σ and B do not concentrate at zero.
Moreover, we assume that piΣ and piB converge to certain probability distributions as nÑ 8. We will also
assume some regularity conditions on piΣ and piB later.
Finally we assume that the random variables xij have finite (4+ε)-moments, in the following sense: there
exists a constant τ ą 0 such that
max
i,j
E|?nxij |4`τ ď τ´1. (A.8)
A.2 Resolvents and limiting laws
As usual in random matrix theory dating back to the seminal work of Marchenko and Pastur (1967), we
study the eigenvalue statistics of Q1,2 and rQ1,2 through their resolvents (or Green’s functions). Throughout
the following, we shall denote the upper half complex plane and the right half real line by
C` :“ tz P C : Im z ą 0u, R` :“ r0,8q.
Definition A.1 (Resolvents). For z “ E ` iη P C`, we define the following resolvents as
G1,2pX, zq :“ pQ1,2pXq ´ zq´1 , rG1,2pX, zq :“ ´ rQ1,2pXq ´ z¯´1 . (A.9)
Note that the subscript “1” indicates p ˆ p matrices, while the subscript “2” indicates r ˆ r matrices. We
denote the ESD ρppq of Q1 and its Stieltjes transform as
ρ ” ρppq :“ 1
p
pÿ
i“1
δλipQ1q, mpzq ” mpnqpzq :“
ż
1
x´ z ρ
ppqpdxq “ 1
p
TrG1pzq. (A.10)
We also introduce the following quantities, which can be viewed as weighted Stieltjes transforms of Q1 and
Q2, respectively:
m1pzq ” mpnq1 pzq :“
1
n
Tr pΣG1pzqq , m2pzq ” mpnq2 pzq :“
1
n
Tr pBG2pzqq . (A.11)
Notice that in equation (C.2) below, different from (A.11), we used the factor p´1 instead of n´1 in the
definition of mS1 . We adopted that notation there because m
S
1 pzq in that case actually plays the role of mpzq
in (A.10).
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We now describe the limiting laws of the density ρ and its Stieltjes transformmpzq. We define pm1cpzq,m2cpzqq
P C2` as the unique solution to the following system of self-consistent equations
m1cpzq “ 1
n
pÿ
i“1
σi
´zp1` σim2cq “ γn
ż
x
´z r1` xm2cpzqspiΣpdxq,
m2cpzq “ 1
n
rÿ
µ“1
sµ
´zp1` sµm1cq “ ξn
ż
x
´z r1` xm1cpzqspiBpdxq.
(A.12)
It is known that this system admits a unique solution, see e.g., Zhang (2006); El Karoui (2009). Then we
define the fundamental quantity mc in terms of the solution m2c found above:
mcpzq :“ 1
p
pÿ
i“1
1
´zp1` σim2cq “
ż
1
´z r1` xm2cpzqspiΣpdxq. (A.13)
It is easy to verify that mcpzq P C` for z P C`. It turns out that this is the Stieltjes transform of the limiting
spectral distribution of the non-spiked sketched matrix Q1 “ Y JY , where recall that Y is defined in (A.3).
We can recover the distribution of eigenvalues in the usual way, by inverting the Stieltjes transform. Letting
η Ó 0, we obtain the probability measure ρc which describes the limiting distribution of the eigenvalues with
the inverse formula
ρcpEq “ lim
ηÓ0
1
pi
ImmcpE ` iηq. (A.14)
Moreover, under the assumption (A.7), the supremum of the support of ρcpEq is at a finite value λ`, known
as “the right edge”, which is also the “classical location” of the largest eigenvalue of Q1. This means that
the largest eigenvalue will actually converge almost surely to λ`.
The known results on the existence and uniqueness of the solution pm1cpzq,m2cpzqq to (A.12), the con-
tinuous density of ρc and the rightmost edge λ` are collected into the following lemma.
Lemma A.2 (Existence, uniqueness, and continuous density). For any z P C`, there exists a unique
solution pm1c,m2cq P C2` to the systems of equations in (A.12), such that both functions m1c,m2c are
Stieltjes transforms of two measures (not necessarily probability measures) µ1c and µ2c supported on R`.
The function mc in (A.13) is the Stieltjes transform of a probability measure µc supported on R`. Moreover,
µc (resp. µ1,2c) has a continuous density ρcpxq (resp. ρ1,2cpxq) on p0,8q, which is defined by (A.14). The
densities ρc and ρ1,2c all have the same support on p0,8q, which is a union of intervals:
supp ρ1,2c X p0,8q “ supp ρc X p0,8q “
aď
k“1
re2k, e2k´1s X p0,8q, (A.15)
where the number of components a P N depends only on piΣ and piB. Here we order the components so that
e2k ă e2k´1 ă e2k´2, hence e1 is the supremum of the support–or ”right edge”–of the ρ-s. Under the first
assumption in (A.7) (i.e., when the top eigenvalues of the population spectra are bounded), we have that the
right edge of the empirical spectrum is also bounded, i.e., e1 “ Op1q. Finally we know that evaluating the
Stieltjes transforms m1c,m2c at this right edge places us in a certain special range, so that m1cpe1q P p´s´11 , 0q
and m2cpe1q P p´σ´11 , 0q.
Proof. The proof of this lemma is contained in (Zhang, 2006, Theorem 1.2.1), (Hachem et al., 2007, Theorem
2.4) and (Couillet and Hachem, 2014, Section 3).
We shall call ek the spectral edges. In particular, we will only focus on the rightmost edge λ` :“ e1. Now
we make the following assumption. It guarantees a regular square-root behavior of the spectral densities ρc
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near λ` and rules out the existence of spikes for Q1,2. In other words, the spikes of rQ1,2 are only caused
by the signals in (A.2). We note that this is a mild condition, and holds in particular when the ESDs of
Σ and B are well behaved. Specifically, when B “ In (i.e., when there is no projection), then it is known
that the square root behavior holds as long as the limit of the ESD of Σ is sufficiently ”regular” at its right
edge. For instance, it is enough if the right edge of the limiting ESD is a point mass, or the end of a uniform
distribution, see e.g., Silverstein and Choi (1995); Bai and Silverstein (2006). This is a mild condition that,
while hard to check in applications, does not appear to be a significant limitation.
Assumption A.3 (Right edge regularity). There exists a constant τ ą 0 such that
1`m1cpλ`qs1 ě τ, 1`m2cpλ`qσ1 ě τ. (A.16)
Under this assumption, we have the following lemma.
Lemma A.4 (Lemma 2.6 of Yang (2019), square root density at edge). Under assumptions (A.4), (A.7)
and (A.16), there exists a constant a ą 0 such that
ρcpλ` ´ xq “ ax1{2 `Opxq, as x Ó 0, (A.17)
and
mcpzq “ mcpλ`q ` pi ¨ apz ´ λ`q1{2 `Op|z ´ λ`|q, z Ñ λ`, Im z ě 0. (A.18)
The estimate (A.18) also holds for m1,2c with possibly different constants a1,2 ą 0.
We introduce a convenient and classical self-adjoint linearization trick. This idea dates back at least to
Girko, see e.g., the works Girko (1975, 1985, 2012) and references therein. Define the linearization matrix
as the following pp` rq ˆ pp` rq self-adjoint block matrix, which is a linear function of X:
H ” HpX, zq :“ z1{2
ˆ
0 Y J
Y 0
˙
, z P C`. (A.19)
where recall that Y “ SXΣ1{2 is the projected non-spiked matrix, and z1{2 is taken to be the branch cut
with positive imaginary part. Then we define its resolvent (Green’s function) as
G ” GpX, zq :“ pHpX, zq ´ zq´1 . (A.20)
By the Schur complement formula, we can verify that (recall that by (A.9), G1 is the resolvent of Y JY , and
G2 is the resolvent of Y Y J).
Gpzq “
ˆ G1 z´1{2G1Y J
z´1{2Y G1 G2
˙
“
ˆ G1 z´1{2Y JG2
z´1{2G2Y G2
˙
. (A.21)
Thus a control of G yields directly a control of the resolvents G1,2. Similarly, we can define rH and rG by
replacing Y with the spiked version rY . For simplicity of notation, we will sometimes use the index sets
I1 :“ t1, ..., pu, I2 :“ tp` 1, ..., p` ru, I :“ I1 Y I2, In2 :“ tp` 1, ¨ ¨ ¨ , p` nu.
Then we shall label the indices of the matrices in the natural way. For instance, since X is an nˆ p matrix,
we will label its row indices according to In2 , and its column indices according to I1:
X “ pXµiqµPIn2 ,iPI1 , Σ “ pΣijqi,jPI1 , S “ pSµνqµPI2,νPIn2 .
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In the rest of this paper, we will consistently use the latin letters i, j P I1 and greek letters µ, ν P I2 or In2 .
We define the following matrix, which turns out to be the deterministic limit of the resolvent G of the
linearization matrix H, as
Πpzq :“
ˆ
Π1 0
0 Π2
˙
, Π1 :“ ´z´1 p1`m2cpzqΣq´1 , Π2 :“ ´z´1p1`m1cpzqBq´1. (A.22)
Note that from (A.12) we can express the Stieltjes transforms mc and m1,2c (which determine the limiting
spectral distribution), as the following weighted traces of the functionals of Π:
1
n
Tr Π1 “ mc, 1
n
Tr pΣΠ1q “ m1c, 1
n
Tr pBΠ2q “ m2c. (A.23)
In Yang (2019); Ding and Yang (2019), an anisotropic local law away from the support of ρc was proved in
the form of Theorem A.7 below. Roughly speaking, the local law means that the random resolvent matrix
G is well approximated by the deterministic matrix Π defined above. This holds in the sense that linear
combinations of entries of G can be approximated by the same linear combinations of entries of Π. This has
been more formal in work on deterministic equivalents, see e.g., Hachem et al. (2007); Dobriban and Sheng
(2018).
Before stating the local law, for convenience, we introduce the following notion of stochastic domination,
which was introduced in Erdo˝s et al. (2013a) and subsequently used in many works on random matrix
theory, such as Bloemendal et al. (2014, 2016); Bourgade et al. (2014); Erdo˝s et al. (2013b,c); Knowles and
Yin (2016). It simplifies the presentation of the results and their proofs by systematizing statements of the
form “ξ is bounded by ζ with high probability up to a small power of n”.
Definition A.5 (Stochastic domination). (i) Let
ξ “
´
ξpnqpuq : n P N, u P U pnq
¯
, ζ “
´
ζpnqpuq : n P N, u P U pnq
¯
be two families of nonnegative random variables, where U pnq is a possibly n-dependent parameter set. We
say ξ is stochastically dominated by ζ, uniformly in u, if for any fixed (small) ε ą 0 and (large) D ą 0,
sup
uPUpnq
P
´
ξpnqpuq ą nεζpnqpuq
¯
ď n´D
for large enough n ě n0pε,Dq, and we shall use the notation ξ ă ζ. If for some complex family ξ we have
|ξ| ă ζ, then we will also write ξ ă ζ or ξ “ Oăpζq.
(ii) We extend the definition of Oăp¨q to matrices in the operator norm sense as follows. Let A be a
family of random matrices and ζ be a family of nonnegative random variables. Then A “ Oăpζq means that
}A} ă ζ.
(iii) We say an event Ξ holds with high probability if for any constant D ą 0, PpΞcq ď n´D for large
enough n. We say an event Ξ holds with high probability on an event Ω if for any constant D ą 0, PpΩzΞq ď
n´D for large enough n.
The following lemma collects basic properties of stochastic domination ă, which will be used repeatedly
in the proof.
Lemma A.6 (Lemma 3.2 in Bloemendal et al. (2014), Closure properties of stochastic domination). Let ξ
and ζ be families of nonnegative random variables.
(i) Sums. Suppose that ξpu, vq ă ζpu, vq uniformly in u P U and v P V . If |V | ď nC for some constant
C, then
ř
vPV ξpu, vq ă
ř
vPV ζpu, vq uniformly in u.
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(ii) Products. If ξ1puq ă ζ1puq and ξ2puq ă ζ2puq uniformly in u P U , then ξ1puqξ2puq ă ζ1puqζ2puq
uniformly in u.
(iii) Taking expectations. Suppose that Ψpuq ě n´C is deterministic and ξpuq satisfies Eξpuq2 ď nC for
all u. Then if ξpuq ă Ψpuq uniformly in u, we have Eξpuq ă Ψpuq uniformly in u.
In this paper, given (possibly complex) vectors u, v and a matrix A of conformable dimensions, we denote
the inner product by
xu,Avy :“ uJAv,
where uJ is the complex conjugate of u. For simplicity, we shall also write xu,Avy as a generalized entry
Auv ” xu,Avy.
Now we are ready to state the anisotropic local law for G, which will be the main tool of this paper. It
essentially follows from Theorem 4.10 of Ding and Yang (2019). However, our setting is a little different from
the setting there, so we will give the necessary details in Appendix F to adapt the proof in Ding and Yang
(2019) to our setting. As mentioned, this shows that linear combinations of entries of G can be approximated
by the same linear combinations of entries of Π.
Theorem A.7 (Anisotropic local law outside of the spectrum). Suppose the setting in Section A.1 and
Assumption A.3 hold. Let A be any set of (complex) deterministic unit vectors of cardinality |A | ď nC for
some constant C ą 0. Fix any small constant c0 ą 0 and large constant C0 ą 0, define the spectral parameter
domain
z P Soutpc0, C0q :“ tE ` iη : λ` ` c0 ď E ď C0, η P r0, C0su . (A.24)
There there exists a set Ω with PpΩq ě 1´n´δ for some constant 0 ă δ ď 1{2 depending on τ in (A.8) only,
such that the following anisotropic local law holds:
1pΩq max
u,vPA |xu,GpX, zqvy ´ xu,Πpzqvy| ă n
´δ (A.25)
uniformly in z P Soutpc0, C0q.
We remark that Theorem 2.4 of Bloemendal et al. (2014) is actually a special case of our Theorem A.7
by replacing Y “ S (i.e. we replace X Ñ S, Σ Ñ Ip and S Ñ In), but on a bigger domain of z. In fact, our
Theorem A.7 can be also generalized to such a bigger domain of z by Theorem 3.6 of Yang (2019), and the
reader can check that (C.6) below holds due to the claim in (A.25).
Moreover, we have the following local law for z near the edge λ` of the spectrum, which will be used to
study the non-spiked eigenvalues and eigenvectors. It is a corollary of Theorem 3.6 of Yang (2019), and we
shall give the proof in Appendix F. The only difference between the local law outside the spectrum and the
one near the edge is that the argument z “ E ` iη of the resolvent GpX, zq is restricted to have real part E
strictly larger than the right edge λ` for the law outside the spectrum, and there are no restrictions on the
imaginary part η. For the law near the edge, z is restricted to have real part E around the right edge λ`,
but the imaginary part η must have absolute value at least of the order of n´1{2`c1 for some c1 ą 0.
Theorem A.8 (Anisotropic local law near the edge). Suppose the assumptions of Theorem A.7 hold. Fix
any small constants c0, c1 ą 0 and large constant C0 ą 0, and define the spectral parameter domain
z P Sedgepc0, C0, c1q :“
!
E ` iη : λ` ´ c0 ď E ď C0, η P rn´1{2`c1 , C0s
)
. (A.26)
There there exists a set Ω with PpΩq ě 1´n´δ for some constant 0 ă δ ď 1{2 depending on τ in (A.8) only,
such that the following anisotropic local law holds:
1pΩq max
u,vPA |xu,GpX, zqvy ´ xu,Πpzqvy| ă n
´δ (A.27)
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uniformly in z P Sedgepc0, C0, c1q. Moreover, fixing any $ P N, we have that
1pΩq max
1ďiď$ |λi ´ λ`| ă n
´δ. (A.28)
We mention that such local laws are part of a much broader line of work in random matrix theory, going
back to the Marchenko-Pastur law Marchenko and Pastur (1967). See e.g., Erdo˝s and Yau (2012); Erdos
and Yau (2017) for more recent results on related topics such as universality. The topic of deterministic
equivalents is also related, see e.g., Hachem et al. (2007); Dobriban and Sheng (2018).
A.3 The spiked eigenvalues and eigenvectors
With the anisotropic local law, we can derive a so-called master equation for the outlier eigenvalues and
eigenvectors. We write the sketched signal matrix as
kÿ
i“1
diviu
J
i “ V DUJ, D “ diagpd1, ¨ ¨ ¨ , dkq,
where U , V and W are pˆ k, r ˆ k and nˆ k matrices:
U “ pu1, ¨ ¨ ¨ , ukq, V “ pv1, ¨ ¨ ¨ , vkq “ SW, W “ pw1, ¨ ¨ ¨ , wkq.
Then we define the linearization of the sketched signal as the following pp` rq ˆ pp` rq block matrix:
∆H :“ z1{2
ˆ
0 UDV J
V DUJ 0
˙
“ z1{2ADAJ, A :“
ˆ
U 0
0 V
˙
, D :“
ˆ
0 D
D 0
˙
.
Lemma A.9. If x ą λ` is not an eigenvalue of Q1 “ Y JY , then it is an eigenvalue of rQ1 “ rY J rY if and
only if the following determinant (of a 2k ˆ 2k matrix) vanishes:
det
´
D´1 ` x1{2AJGpxqA
¯
“ 0. (A.29)
Proof. The proof is similar to the one for Lemma 5.1 of Ding and Yang (2019). But our setting is a little
different from the one there, so we give a full proof. Note that the non-zero eigenvalues of z´1{2 rH are given
by
˘
b
λ1p rQ1q, ˘bλ2p rQ1q, ¨ ¨ ¨ , ˘bλp^rp rQ1q.
Hence it is easy to see that x ą 0 is an eigenvalue of rQ1 if and only if
det
´ rHpX,xq ´ x¯ “ 0, (A.30)
from which we obtain that
0 “ detpH `∆H ´ xq “ detpH ´ xqdet
´
1`Gpxq∆H
¯
“ detpH ´ xqdetp1` x1{2AJGpxqADq
“ detpDqdetpH ´ xqdetpD´1 ` x1{2AJGpxqAq,
where in the third step we used identity detp1 ` CBq “ detp1 ` BCq for any two matrices B and C of
conformable dimensions. The claim then follows if x is not an eigenvalue of Q1, i.e. detpH ´ xq ‰ 0.
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Using Theorem A.7, up to some small error of order Oăpn´δq, equation (A.29) gives approximately the
following eigenvalue master equation that has to hold for any possible spike x.
detMpxq ” det
ˆ ´x´1{2UJ p1`m2cpxqΣq´1 U D´1
D´1 ´x´1{2V Jp1`m1cpxqBq´1V
˙
“ 0. (A.31)
To be clear, we have the following steps needed to find the spikes:
(i) We are given the population covariance Σ (pˆ p).
(ii) We have the sketching matrix S (r ˆ n).
(iii) We are given the left and right matrices of eigenvectors V and U (r ˆ k and pˆ k).
(iv) We have the k ˆ k diagonal matrix D of population spikes.
(v) For any given x, we calculate the pair pm1cpxq,m2cpxqq, arising as the solution to the self-consistent
equations (A.12). This is determined entirely by the eigenvalues of Σ and S.
(vi) We combine the above quantities into the 2k ˆ 2k master matrix Mpxq given above.
(vii) We solve for the values x for which this matrix is singular, i.e., solve equation (A.31). In general we
expect at most k such values. These are all possible candidates for the empirical spikes of the sketched
data.
To get some explicit results, we consider some special cases as in Section 3. We try to solve this master
equation in a case by case manner.
Next we discuss the sample eigenvectors for the outliers. For now, suppose we know that the i-th largest
outlier rλi lies around a classical location θi, which is some fixed definitive value. Moreover, assume that
these values are well-separated from each other (i.e. there exists a constant ε ą 0 such that |θi ´ θj | ě ε for
any i ‰ j). We want to study the overlap between the sample eigenvector and the population eigenvector
ui. Let rY “ p^rÿ
k“1
brλkrζkrξJk ,
be a singular value decomposition of the sketched spiked matrix, where
rλ1 ě rλ2 ě . . . ě rλp^r ě 0 “ rλp^r`1 “ . . . “ rλp_r
are the eigenvalues of rQ1 “ rY J rY , while trζkurk“1 and trξkupk“1 are the left and right singular vectors of rY ,
respectively. Then using (A.21) for rG, we can get that for i, j P I1 and µ, ν P I2,
rGij “ pÿ
k“1
rξkpiqrξJk pjqrλk ´ z , rGµν “
rÿ
k“1
rζkpµqrζJk pνqrλk ´ z , (A.32)
rGiµ “ z´1{2 p^rÿ
k“1
brλkrξkpiqrζJk pµqrλk ´ z , rGµi “ z´1{2
p^rÿ
k“1
brλkrζkpµqrξJk piqrλk ´ z . (A.33)
We also recall the following well known lemma for matrix perturbation, which follows from a simple
algebraic calculation.
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Lemma A.10 (Woodbury matrix identity). For A, S,B, T of conformable dimensions, we have
pA` SBT q´1 “ A´1 ´A´1SpB´1 ` TA´1Sq´1TA´1. (A.34)
as long as all the operations are well defined. As a special case, we have the following equation, sometimes
known as Hua’s identity:
A´ApA` Bq´1A “ B ´ BpA` Bq´1B (A.35)
if A` B is non-singular.
With (A.34), we can write that
AJ rGpzqA “ AJ 1
H ´ z ` z1{2ADAJA “ A
J
ˆ
Gpzq ´GpzqA 1
z´1{2D´1 `AJGpzqAA
JGpzq
˙
A.
Our goal is to study |xuj , rξiy|2 for some spiked eigenvector rξi. We consider a small contour Γi around θi,
which only encloses rλi but no other eigenvalues. Then using Cauchy’s Theorem, we obtain the following
angle master equation:
|xuj , rξiy|2 “ ´1
2pii
¿
Γi
eJj AJ rGpzqAejdz “ 1
2piiprλiq1{2
¨˝¿
Γi
eJj D´1
1
D´1 ` z1{2AJGpzqAD
´1ejdz‚˛. (A.36)
This gives an expression for the inner product of the true and empirical spike eigenvectors. To evaluate it
in specific cases, again we need to study the master matrix Mpzq´1 “ `D´1 ` z1{2AJGpzqA˘´1.
B Proof of Theorem 3.1
In this section, we prove Theorem 3.1 based on the master equations (A.31) and (A.36), and the local laws,
Theorems A.7 and A.8. We shall give all the details for the proof in this section, which can be applied to
Theorems 3.2-3.6 directly. In fact, the only differences will be the analysis of the master equations, which
we will perform in a case by case manner; all the other parts of the proof are essentially the same.
We first introduce some preliminary estimates. For z “ E ` iη, we define the distance to the rightmost
edge as
κ ” κE :“ |E ´ λ`|. (B.1)
Then we summarize some basic properties of m1,2c. We define the domain
rSpc0, C0q :“ tz “ E ` iη : λ` ´ c0 ď E ď C0, 0 ď η ď C0u . (B.2)
Lemma B.1 (Lemma 3.4 of Yang (2019)). Suppose (A.4), (A.7), and Assumption A.3 hold. Fix any
constant C0 ą 0. Then there exists sufficiently small constant c0 ą 0 such that the following estimates hold
for z “ E ` iη P rSpc0, C0q:
(i) for z “ E ` iη P rSpc0, C0q,
|m1,2cpzq| „ 1, Imm1,2cpzq „
#
η?
κ`η , if E ě λ`?
κ` η, if E ď λ`
; (B.3)
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(ii) there exists constant τ 1 ą 0 such that
min
µ
|1`m1cpzqsµ| ě τ 1, min
i
|1`m2cpzqσi| ě τ 1, (B.4)
for any z P rSpc0, C0q. In fact, (B.4) holds if we replace sµ (resp. σi) with any positive value that is
smaller than s1 (resp. σ1).
The functions m1cpzq and m2cpzq are holomorphic on the right half complex plane tz : Re z ą λ`u.
Moreover, they are one-to-one in the region near real axis, so that we can define their inverse functions as
g1c and g2c. The following lemma gives some basic estimates on m1,2c, g1,2c and their derivatives.
Lemma B.2 (Lemma 4.5 of Ding and Yang (2019)). Suppose the assumptions of Lemma B.1 hold. Then
for any constant ς ą 0, there exist constants τ0, τ1, τ2 ą 0 such that the following statements hold.
(i) m1c and m2c are holomorphic homeomorphisms on the spectral domain
Dpτ0, ςq :“ tz “ E ` iη : λ` ă E ă ς, ´τ0 ă η ă τ0u.
As a consequence, the inverse functions of m1c and m2c exist and we denote them by g1c and g2c,
respectively.
(ii) We have D1pτ1, ςq Ă m1cpDpτ0, ςqq and D2pτ2, ςq Ă m2cpDpτ0, ςqq, where
D1pτ1, ςq :“ tξ “ E ` iη : m1cpλ`q ă E ă m1cpςq, ´τ1 ă η ă τ1u,
and
D2pτ2, ςq :“ tζ “ E ` iη : m2cpλ`q ă E ă m2cpςq, ´τ2 ă η ă τ2u.
In other words, g1c and g2c are holomorphic homeomorphisms on D1pτ1, ςq and D2pτ2, ςq, respectively.
(iii) For z P Dpτ0, ςq, we have
|m1cpzq ´m1cpλ`q| „ |z ´ λ`|1{2, |m2cpzq ´m2cpλ`q| „ |z ´ λ`|1{2, (B.5)
and
|m11cpzq| „ |z ´ λ`|´1{2, |m12cpzq| „ |z ´ λ`|´1{2. (B.6)
(iv) For z1, z2 P Dpτ0, ςq, we have
|m1cpz1q ´m1cpz2q| „ |m2cpz1q ´m2cpz2q| „ |z1 ´ z2|
maxi“1,2 |zi ´ λ`|1{2 . (B.7)
The following eigenvalue interlacing result follows directly from the Cauchy interlacing theorem.
Lemma B.3 (Eigenvalue interlacing). Recall that the eigenvalues of rQ1 and Q1 are denoted by trλiu and
tλiu, respectively. Then we have rλi P rλi`k, λi´ks, (B.8)
where we adopt the convention that λi “ 8 if i ă 1 and λi “ 0 if i ą p^ r.
With the above preparations, we are ready to prove Theorem 3.1. We first prove the near-orthogonality
of columns of partial orthogonal matrices, that is, estimate (3.9).
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Proof of (3.9). Let us represent pS as the upper r ˆ n sub-matrix of some nˆ n Haar distributed matrix T .
Then we have
EpV JV q11 “ E
rÿ
j“1
pS2j1 “ 1nE
rÿ
j“1
nÿ
k“1
pS2jk “ rn,
Var
“pV JV q11‰ “ E rÿ
j,j1“1
pS2j1 pS2j11 ´ r2n2 “ E
rÿ
j“1
pS4j1 ` ÿ
j‰j1PJ1,rKE
pS2j1 pS2j11 ´ r2n2
“ E
rÿ
j“1
T 4j1 ` rpr ´ 1qnpn´ 1qE
ÿ
j‰j1PJ1,nKT
2
j1T
2
j11 ´ r
2
n2
“ E
rÿ
j“1
T 4j1 ´ rpr ´ 1qnpn´ 1qE
nÿ
j“1
T 4j1 ` rpr ´ 1qnpn´ 1qE
nÿ
j,j1“1
T 2j1T
2
j11 ´ r
2
n2
“ Opn´1q,
where we used that ET 4j1 “ Opn´2q, since the random vector t1 :“ pTj1q has the same distribution as a
normalized Gaussian vector:
t1
d“ g{}g}.
Here g P Rn has i.i.d. standard normal entries. Similarly, we can calculate that
EpV JV q12 “
rÿ
j“1
EpSj1 pSj2 “ r
n
E
˜
nÿ
k“1
Tk1Tk2
¸
“ 0,
Var
“pV JV q12‰ “ E rÿ
j,j1“1
pSj1 pSj2 pSj11 pSj12 “ 1
npn´ 1q
rÿ
j,j1“1
E
ÿ
k‰k1PJ1,nKTjkTjk1Tj1kTj1k1
“ 1
npn´ 1q
rÿ
j,j1“1
E
nÿ
k,k1“1
TjkTjk1Tj1kTj1k1 ´ 1
npn´ 1q
rÿ
j,j1“1
E
nÿ
k“1
T 2jkT
2
j1k ď rnpn´ 1q .
Then we conclude (3.9) by Chebyshev’s inequality.
In fact, we know that a much stronger bound holds:
V JV “ ξnIk `Oăpn´1{2q
using more advanced tools from random matrix theory. Although we will not use such a strong bound in this
paper, it may be helpful to keep in mind that our result can be improved to give much better convergence
rates. The behavior of submatrices of random orthogonal matrices has been well studied, see e.g., Jiang
(2006); Jiang and Ma (2019) and references therein. These works study the approximation by Gaussian
random random variabes, and require more than what we need in this work.
Now we are ready to prove the eigenvalue estimates in Theorem 3.1.
Proof of (3.14) and (3.16). Our starting point is Lemma A.9, so we need to study the behavior of AJGpxqA.
By Theorem A.7 and Theorem A.8, we can choose a high-probability event Ξ Ă Ω, such that the following
estimates hold for some constants c0, c1, C0 ą 0 and fixed large integer $ P N:
1pΞq‖AJpGpzq ´ΠpzqqA‖ ď n´δ{2, for z P Sedgepc0, C0, c1q Y Soutpc0, C0q; (B.9)
1pΞq |λi ´ λ`| ď n´δ{2, for 1 ď i ď $. (B.10)
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We remark that the randomness of X only comes into play to ensure that Ξ holds with high probability.
The rest of the proof is restricted to Ξ only, and will be entirely deterministic.
We denote dc :“
a
γn{ξn, and define the index sets
O` :“ t1 ď i ď k : di ą dcu , (B.11)
which is the set of the indices of outliers. We also denote k` :“ |O`|.
Step 1: Our first step is to prove that on Ξ, there are no eigenvalues outside a neighborhood of the classical
outlier locations θi. For each 1 ď i ď k`, we define the permissible interval
Ii ” Iipεq :“ rθi ´ ε, θi ` εs ,
where ε is a constant that can be arbitrarily small as long as we have
Ii X Ij “ H, i ‰ j. (B.12)
Moreover, we define the permissible interval I0 ” I0pεq :“ r0, λ` ` εs for other eigenvalues, and denote
I :“ I0 Y
´ ď
iPO`
Ii
¯
. (B.13)
We claim the following result.
Lemma B.4. The complement of I contains no eigenvalues of rQ1.
Proof. By (A.29), (B.9) and (B.10), we see that x R I0 is an eigenvalue of rQ1 if and only if
D´1 ` x1{2AJGpxqA “ D´1 ` x1{2AJΠpxqA`Opn´δ{2q (B.14)
is singular. By (B.10), we know on Ξ, rλ1 ď p?λ1 ` d1q2 ď C0 as long as C0 is taken large enough. Here we
used the trivial estimate for the operator norms,
rλ1{21 “ } rX} ď }X} ` d1 “aλ1 ` d1.
Moreover, by (3.9), we have that with probability 1´ op1q,
D´1 ` x1{2AJΠpxqA “
ˆ ´x´1{2 p1`m2cpxqq´1Ik D´1
D´1 x1{2m2cpxqIk
˙
` op1q for all x P r0, C0szI.
Thus to prove the lemma, it suffices to show that if x P r0, C0szI, thenˇˇˇˇ
m2cpxq
1`m2cpxq ` d
´2
i
ˇˇˇˇ
ě c, 1 ď i ď k, (B.15)
for some constant c ą 0 depending only on ε. If (B.15) holds, then we immediately obtain that›››››
ˆ ´x´1{2 p1`m2cpxqq´1Ik D´1
D´1 x1{2m2cpxqIk
˙´1››››› “ Op1q,
and hence pD´1 ` x1{2AJGpxqAq must be non-singular. This means that x cannot be an eigenvalue of rQ1.
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For the proof of (B.15), recall that we have defined θi such that (see (3.11))
m2cpθiq
1`m2cpθiq “ ´d
´2
i , 1 ď i ď k`.
Thus we have for 1 ď i ď k`,ˇˇˇˇ
m2cpxq
1`m2cpxq ` d
´2
i
ˇˇˇˇ
“
ˇˇˇˇ
m2cpxq
1`m2cpxq ´
m2cpθiq
1`m2cpθiq
ˇˇˇˇ
Á |m2cpxq ´m2cpθiq| Á 1,
where we used (B.4) in the second step and (B.7) in the last step. Moreover, using 0 ą m2cpxq ě m2cpλ` `
εq ą ´1 for x P r0, C0szI and m2cpλ`q “ ´p1` d2cq´1, we get that k` ď i ď k,
m2cpxq
1`m2cpxq ` d
´2
i ě
m2cpxq
1`m2cpxq ` d
´2
c Á m2cpxq ` 11` d2c ě m2cpλ` ` εq ´m2cpλ`q Á 1,
where again we used (B.4) in the second step and (B.7) in the last step. This concludes (B.15), which further
proves Lemma B.4.
Step 2: In this step, we claim the following result.
Lemma B.5. Each Ii, 1 ď i ď k`, contains precisely one eigenvalue of rQ1.
Proof. Fix any 1 ď i ď k` and pick up a sufficiently small positively oriented closed contour C Ă C{r0, λ`s
that encloses θi but no other point of the set tθiuk`i“1. By (B.12), we can choose the contour C as a circle
around θi with radius ε.
Now we define two functions
hpzq :“ detpD´1 ` z1{2AJGpzqAq, lpzq “ detpD´1 ` z1{2AJΠpzqAq.
The functions h, l are holomorphic on and inside C when n is sufficiently large by (B.10). Moreover, by the
construction of C, the function l has precisely one zero inside C at θi. By (B.9) and a similar argument as
for (B.15), we have
min
zPC |lpzq| Á 1, |hpzq ´ lpzq| “ Opn
´δ{2q.
The lemma then follows from Rouche´’s theorem.
Combining Steps 1 and 2 with a simple eigenvalue counting argument, we obtain that
1pΞq|rλi ´ θi| ď ε, 1 ď i ď k`, (B.16)
and
1pΞqrλi ď 1pΞqλ` ` ε, k` ď i ď k, (B.17)
for any small constant ε ą 0. The first estimate (B.16) concludes (3.14). To prove (3.16), we still need to
provide a lower bound for rλi, k` ď i ď k. In fact, with (B.8) and (B.10), we obtain that
1pΞqrλi ě 1pΞqλ` ´ n´δ{2, k` ď i ď k.
Together with (B.17), we conclude (3.16).
Finally we prove the eigenvector estimates in Theorem 3.1.
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Proof of (3.15) and (3.17). In the following proof, we again always work on the event Ξ such that (B.9) and
(B.10) hold. Again the randomness of X only comes into play to ensure that Ξ holds with high probability,
and the rest of the proof is deterministic on Ξ.
We denote Epzq “ z1{2AJpΠpzq ´GpzqqA. Then we can write
z1{2AJGpzqA “ z1{2AJΠpzqA´ Epzq.
By (B.9), we have
}Epzq} ď n´δ{2 for z P Soutpc0, C0q. (B.18)
We now perform a resolvent expansion for the denominator in (A.36) as
1
D´1 ` z1{2AJGpzqA “
1
D´1 ` z1{2AJΠpzqA `
1
D´1 ` z1{2AJΠpzqAE
1
D´1 ` z1{2AJGpzqA. (B.19)
We define the contour Γi “ tz : |z ´ θi| “ εu, where ε ą 0 is a sufficiently small constant such that
inf
zPΓi
ˆ
|z ´ λ`| ^ min
1ďiďk`
|z ´ θi|
˙
ě ε. (B.20)
By (3.14) and (3.16), for large enough n, we have (i) Γi only encloses rλi, and no other eigenvalue of rQ1; (ii)
Γi does not enclose any pole of G (i.e. any eigenvalue of Q1). Note (i) implies that Γi only encloses one pole
of pD´1 ` z1{2AJGpzqAq´1 at rλi. Moreover, with a similar argument as for (B.15), one can obtain that
max
zPΓi
}pD´1 ` z1{2AJΠpzqAq´1} ď c´1
for some constant c ą 0 depending on ε only. Together with (B.18), we get that
max
zPΓi
›››› 1D´1 ` z1{2AJΠpzqAE 1D´1 ` z1{2AJGpzqA
›››› À n´δ{2. (B.21)
Now inserting (B.19) into (A.36), choosing Γi as above, and using (B.21), we obtain from the Cauchy’s
integral formula that for 1 ď i ď k` and 1 ď j ď k,
|xuj , rξiy|2 “ δij
2piiprλiq1{2
¿
Γi
p0, d´1i q
ˆ ´z´1{2 p1`m2cpzqq´1 d´1i
d´1i z1{2m2cpzq
˙´1 ˆ
0
d´1i
˙
dz ` op1q
“ δij
2piiθi p1` d2i q
¿
Γi
1
m2cpzq ` p1` d2i q´1
dz ` op1q “ 1
θi p1` d2i qm12cpθiq
` op1q
“ δij g
1
2cp´p1` d2i q´1q
θi p1` d2i q
` op1q “
ξn ´ γnd4i
ξn ` γnd2i
` op1q. (B.22)
where we used (3.14) in the second and third steps, and (3.8) in the last step. This concludes (3.15).
Next we prove (3.17). For k` ď i ď k, we choose a specific spectral parameter as zi “ rλi ` iηi, where
ηi :“ n´ε for some sufficiently small constant ε ą 0. Note that by (3.16), we have zi P Sedgepc0, C0, c1q.
With the spectral decomposition (A.32), we obtain that
Im rGuupE ` iηq “ pÿ
j“1
η|xu, rξjy|2
prλj ´ Eq2 ` η2 ñ
ˇˇˇ
xu, rξiyˇˇˇ2 ď ηi Imxu, rGpziquy. (B.23)
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Applying (A.34) to rGpziq “ pH ` z1{2i ADAJ ´ ziq´1, we obtain that
xu, rGpziquy “ Guupziq ´ z1{2i uJGpziqA 1D´1 ` z1{2i AJGpziqAAJGpziqu (B.24)
For the denominator, we claim that for sufficiently small constant ε,››››´D´1 ` z1{2AJGpziqA¯´1›››› À pImm2cpziqq´1 . (B.25)
To prove this claim, we first notice thatˇˇˇˇ
m2cpziq
1`m2cpziq ` d
´2
i
ˇˇˇˇ
Á
ˇˇˇˇ
m2cpziq ` 1
1` d2i
ˇˇˇˇ
Á Imm2cpziq Á ηi, (B.26)
where we used (B.4) in the second step and (B.3) in the last step. This shows that the smallest singular
value of
Mpziq “ D´1 ` z1{2AJΠpziqA
is at least of order Á Imm2cpziq. Then by (B.9) we have that
D´1 ` z1{2AJGpziqA “Mpziq `Opn´δ{2q.
Thus as long as we choose ε ă δ{2, the bound (B.25) holds.
Now using (B.9), we get
Guupziq “ Op1q, }uJGpziqA} “ Op1q.
Together with (B.24) and (B.25), we obtain that
ηi Imxu, rGpziquy À ηi
Imm2cpziq À maxt
?
ηi,
a
κrλiu.
where κrλi “ |rλi ´ λ`| (recall (B.1)) and in the last step we used
Imm2cpηiq Á min
#
?
ηi,
ηi?
κrλi
+
by (B.3). Hence with ηi “ n´ε and κrλi “ op1q by (3.16), we conclude from (B.23) thatˇˇˇ
xu, rξiyˇˇˇ2 ď ηi Imxu, rGpziquy “ op1q.
This completes the proof of (3.17).
C Proof of Theorem 3.2
In this section, we prove Theorem 3.2. Somewhat informally we have the following calculations. We will
turn them into a fully rigorous proof afterwards.
We will need the following resolvents of S (compare them with Definition A.1):
R1pS, zq :“
`
SSJ ´ z˘´1 , R2pS, zq :“ `SJS ´ z˘´1 , (C.1)
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and the normalized traces
mS1 pzq :“ 1p TrR1pzq, m
S
2 pzq :“ 1n TrR2pzq. (C.2)
Let mS1c and m
S
2c be the limiting Stieltjes transforms of SS
J and SJS. They are determined by the following
self-consistent equations:
mS1cpzq “ 1´z “1`mS2cpzq‰ , mS2cpzq “ 1´z “1` ξnmS1cpzq‰ . (C.3)
Solving (C.3), we can obtain that
mS1cpzq “
´pz ´ 1` ξnq `
b
pz ´ λS`qpz ´ λS´q
2zξn
, mS2cpzq “
´pz ` 1´ ξnq `
b
pz ´ λS`qpz ´ λS´q
2z
. (C.4)
where λS˘ are the edges of the support of the standard Marchenko-Pastur (MP) distribution,
λS˘ “ p1˘
a
ξnq2.
Denoting the inverse functions of mS1,2c by g
S
1,2c, we also obtain from the equations in (C.3) that
gS1cpmq “ 11` ξnm ´
1
m
, gS2cpmq “ ξn1`m ´
1
m
. (C.5)
By the local law for isotropic sample covariance matrices, Theorem 2.4 of Bloemendal et al. (2014), we
know that for any deterministic unit vectors u1, u2 P Rr and v1, v2 P Rn,
xu1,R1pzqu2y “ mS1cpzqxu1, u2y ` op1q, xv1,R2pzqv2y “ mS2cpzqxv1, v2y ` op1q, (C.6)
with high probability, uniformly in the following region bounded away from the support of the MP law:
z P Sτ :“ tz P C : distpz, rp1´
a
ξnq2, p1`
a
ξnq2sq ě τu (C.7)
for any constant τ ą 0. In particular, (C.6) implies that
mS1 pzq “ mS1cpzq ` op1q, mS2 pzq “ mS2cpzq ` op1q, (C.8)
uniformly in z P Sτ .
Now using mS1 , we can write the self-consistent equations in (A.12) as
m1cpzq “ γn 1´z r1`m2cpzqs , m2cpzq “
ξn
´zm1cpzq
ˆ
1´ 1
m1cpzqm
S
1 p´m´11c pzqq
˙
. (C.9)
Suppose that (C.8) can be applied to mS1 . Then we obtain the following self-consistent equation satisfied by
m1c:
γn
m1cpzq “ ´z `
ξn
m1cpzq
ˆ
1´ 1
m1cpzqm
S
1cp´m´11c pzqq
˙
` op1q. (C.10)
This immediately gives the inverse function g1c of m1c:
g1cpmq “ ´γn
m
` ξn
m
ˆ
1´ 1
m
mS1cp´m´1q
˙
` op1q. (C.11)
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Next we find the function m1cpzq. Using the function gS1c as an inverse function of mS1c, we can obtain that
m1c in (C.10) satisfies (approximately) the following equation:
´ 1
m1c
“ gS1c
ˆ
´γn ´ ξn
ξn
m1c ´ z
ξn
m21c
˙
“ 1
1´ pγn ´ ξnqm1c ´ zm21c
` ξnpγn ´ ξnqm1c ` zm21c
,
which can be reduced to a cubic equation
z2m31c ´ zp1` ξn ´ 2γnqm21c ´ pz ` p1´ γnqpγn ´ ξnqqm1c ´ γn “ 0. (C.12)
There is only one solution to this equation such that Imm1cpzq ą 0 whenever Im z ą 0. After obtaining
m1cpzq, we immediately obtain that the Stieltjes transform m, the limit of 1pTrpY JY ´ zq´1, has the form
mpzq “ mcpzq ` op1q, mcpzq :“ ξ´1n m1cpzq,
with high probability. Hence we can define the asymptotic spectral density ρc using the inversion formula
ρcpEq “ limηÓ0 pi´1ImmcpE ` iηq, and find its right edge λ`.
To study the spiked eigenvalues and eigenvectors, we again need to study the master matrix Mpxq in
(2.3). With the Woodbury matrix identity (A.34), we obtain that
´x´1{2WJSJ 1
1`m1cSSJSW “ ´
1
x1{2m1c
WJ
ˆ
1´ 1
1`m1cSJS
˙
W.
Applying the local law (C.6), we obtain that with high probability,
´x´1{2WJSJ 1
1`m1cSSJSW “ ´
1
x1{2m1c
ˆ
1´ 1
m1c
mS2cp´m´11c q
˙
Ik ` op1q.
Now the eigenvalue master equation (A.31) becomes, approximately,
det
˜
x1{2γ´1n m1cIk D´1
D´1 ´ 1
x1{2m1c
´
1´ 1m1cmS2cp´m´11c q
¯
Ik
¸
“ 0, (C.13)
which gives the following equations for 1 ď i ď k,
´γ´1n
ˆ
1´ 1
m1c
mS2cp´m´11c q
˙
“ d´2i .
Using the inverse function of mS2c, g
S
2c, in (C.5), we obtain that
´m´11c “ gS2c
`p1` γnd´2i qm1c˘ñ m1cpxq “ ´ γnd´2i`1` γnd´2i ˘ `ξn ` γnd´2i ˘ . (C.14)
Similarly to (3.12), in order for the signal strength di to give an outlier, we need to have that
αpdiq :“ ´ γnd
´2
i`
1` γnd´2i
˘ `
ξn ` γnd´2i
˘ ą m1cpλ`q. (C.15)
In particular, there exists an dc ą 0 determined by the equation
αpdcq “ m1cpλ`q, (C.16)
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such that (C.15) holds if and only if di ą dc. Suppose di ą dc, then the i-th outlier rλi will concentrate
around
θi “ g1c
˜
´ γnd
´2
i`
1` γnd´2i
˘ `
ξn ` γnd´2i
˘¸ (C.17)
by (C.14), where g1c is defined in (C.11).
Next we study the spiked eigenvector corresponding to the outlier rλi using the angle master equation
(A.36). First it is easy to see that |xuj , rξiy|2 “ op1q if j ‰ i. If j “ i, then we have with high probability,
|xui, rξiy|2 “ 1
2pii
?
θid2i
¿
Γi
z1{2γ´1n m1cpzq
´γ´1n
´
1´ 1m1cpzqmS2cp´m´11c pzqq
¯
´ d´2i
dz ` op1q
“ ´m
2
1cpθiq
2piid2i
¿
Γi
1
p1` γnd´2i qm1cpzq ´mS2cp´m´11c pzqq
dz ` op1q
“ ´m
2
1cpθiq
2piid2i
¿
g1cpΓiq
g11cpζq
p1` γnd´2i qζ ´mS2cp´ζ´1q
dζ ` op1q
“ α
2
i
d2i
g11cpαiq
α´2i pmS2cq1p´α´1i q ´ p1` γnd´2i q
` op1q,
(C.18)
where we used that αi ” αpdiq “ m1cpθiq ` op1q.
One can see that in order to make the above calculations rigorous, we only need to repeat the arguments
in the proof for Theorem 3.1, except that there are two extra complications to deal with. (i) We need to
verify that the ”right edge regularity” condition (A.16) holds, such that the anisotropic local law outside the
spectrum (Theorem A.7) can be applied. (ii) We need to verify that ´m´11c pzq P Sτ for some constant τ ą 0
for all z P Soutpc0, C0q Y Sedgepc0, C0, c1q, such that we can apply (C.6).
Proof of Theorem 3.2. We first verify the condition (A.16). The self-consistent equation (A.12) now becomes
´ zm1cpzq “ γn
1`m2cpzq , ´zm2cpzq “
1
n
rÿ
µ“1
sµ
1` sµm1cpzq . (C.19)
Note that by the last statement of Lemma A.2, the two sums on the right-hand side of the above two
equations are all positive sums if we take z “ λ`. Suppose 1`m2cpλ`q “ op1q, then from the first equation
we get that |m1cpλ`q| " 1, which contradicts the fact that |m1cpλ`q| ď s´11 .
On the other hand, suppose
1`m1cpλ`qs1 “ op1q. (C.20)
From (C.19), we obtain the following self-consistent equation for m2c:
fpm2cpzqq “ 0, fpm2cpzqq :“ m2cpzq ´ 1
n
rÿ
µ“1
sµp1`m2cq
´zp1`m2cq ` sµγn .
If we regard f as a function of m2c, then by Lemma 2.5 of Yang (2019), we know that Bm2cf “ 0 at z “ λ`.
Hence we get
1 “ 1
n
rÿ
µ“1
s2µγn
r´λ`p1`m2cpλ`qq ` sµγns2 “
m21cpλ`q
n
rÿ
µ“1
s2µγ
´1
n
r1` sµm1cpλ`qs2 . (C.21)
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By the eigenvalue rigidity result for SSJ, Theorem 2.10 of Bloemendal et al. (2014) or Theorem 3.8 of Yang
(2019), we know that for any small constant ε ą 0,
max
1ďµďεn |sµ ´ s1| ď Cε
2{3 with high probability,
for some constant C ą 0 that is independent of ε. Together with the hypothesis (C.20), we obtain from
(C.21) that with high probability,
m21cpλ`q ď Cε1{3
for some constant C ą 0 that is independent of ε. However, this contradicts (C.20) if we take ε to be
sufficiently small.
In sum, we see that (A.16) must hold with high probability.
Next we show that ´m´11c pzq P Sτ for some constant τ ą 0 for all z P rSpc0, C0q as long as c0 is sufficiently
small (recall (B.2)). Again by the eigenvalue rigidity result for SSJ, Theorem 2.10 of Bloemendal et al.
(2014), we know that |s1 ´ p1`?ξnq2| “ op1q with high probability. Hence together with (A.16), we have
´m´11c pλ`q ě p1`
a
ξnq2 ` c1
for some constant c1 ą 0 depending on τ . Moreover, since m1cpλ`q ď m1cpxq ă 0 for x ą λ` and m1cpxq is
monotonically increasing in x P pλ`,8q, we obtain that
inf
xěλ`
“´m´11c pxq‰ ě p1`aξnq2 ` c1.
Next if distpz, rλ`, C0sq ď δ for some constant δ ą 0, by (B.5) we obtain that
inf
z:distpz,rλ`,C0sqďδ
mint1` sµm1cpzqu ě c1{2
as long as δ is taken sufficiently small. If we take c0 ď δ, the above estimate covers all the domain rSpc0, C0q
except for the part tz P rSpc0, C0q : Im z ě c0u. On this part of domain, we use (B.3) to get that
inf
zP rSpc0,C0q:Im zěc0
“´m´11c pzq‰ ě c12 inf
zP rSpc0,C0q:Im zěc0 Imm1cpzq ě c2
for some constants c2, c
1
2 ą 0 depending on c0.
In sum, we get that ´m´11c pzq P Sτ 1 for some constant τ 1 ” τ 1c1,c2 ą 0 for all z P rSpc0, C0q Ą Soutpc0, C0qY
Sedgepc0, C0, c1q.
The above proof justifies our calculations between (C.9) and (C.18), and the rest of the proof is exactly
the same as the one for Theorem 3.1. So we omit the details.
D Proof of Theorem 3.3 and Theorem 3.5
As remarked at the beginning of Appendix B, we only need to analyze the master equations (A.31) and
(A.36) under the settings of Theorem 3.3 and Theorem 3.5, respectively. The rest of the proof will be
exactly the same as the one for Theorem 3.1 in Appendix B.
Proof of Theorem 3.3. We define the random variable
pξn :“ 1
n
nÿ
i“1
|Sii|
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to be the fraction of non-zero diagonal entries of S. We fix a realization of S. Then equations in (A.12)
become
m1cpzq “ γn 1´z r1`m2cpzqs , m2cpzq “
pξn 1´z r1`m1cpzqs . (D.1)
Thus (3.7) and (3.8) are accurate asymptotically, since pξn concentrates around ξn for large r and n.
We can calculate that
´x´1{2WJSJp1`m1cpxqSSJq´1SW “ ´ 1
x1{2p1`m1cpxqqW
JS2W.
This equality holds because S2 is a diagonal matrix with 0-1 entries. Now under the assumption (3.23), we
claim that
WJS2W Ñ ξnIk in probability. (D.2)
Again this follows from a simple moment calculation. We can calculate that
E
nÿ
l“1
S2llwiplqwjplq “ rn
nÿ
l“1
wiplqwjplq “ r
n
δij .
Then we can calculate the variances: for i ‰ j,
E
˜
nÿ
l“1
S2llwiplqwjplq
¸2
“ E
nÿ
l“1
εlw
2
i plqw2j plq ` E
ÿ
l‰l1
εlεl1wiplqwipl1qwjplqwjpl1q
ď r
n
nÿ
l“1
w2i plqw2j plq `
´ r
n
¯2 nÿ
l,l1“1
wiplqwipl1qwjplqwjpl1q
“ r
n
nÿ
l“1
w2i plqw2j plq ď }wi}28 Ñ 0,
and
E
˜
nÿ
l“1
´
S2ll ´ rn
¯
w2i plq
¸2
“ r
n
´
1´ r
n
¯ nÿ
l“1
w4i plq ď }wi}28 Ñ 0.
Hence (D.2) holds and we obtain that
´x´1{2WJSJp1`m1cpxqSSJq´1SW Ñ ´x´1{2 ξn
1`m1c Ik “ x
1{2m2cpxqIk
in probability. Hence the matrix Mpxq takes the same form as the one in the uniform orthogonal random
projection case in Section 3.1, which concludes Theorem 3.3 with the same arguments in Appendix B.
Proof of Theorem 3.5. In general, we can write
B “ pS pSJ “ diagppc1, ¨ ¨ ¨ ,pcrq, pci ” 1cią0.
Let pr be the random number of nonzero ci-s, and denotepξn :“ ξn r1´ expp´1{ξnqs .
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By the Poisson convergence theorem, we have
pr
n
“ ξn r1´ P pPoissonp1{ξnq “ 0qs ` op1q “ pξn ` op1q
in probability. Thus the self-consistent equation (A.12) becomes
m1cpzq “ γn 1´z r1`m2cpzqs , m2cpzq “
pξn 1´z r1`m1cpzqs ` op1q (D.3)
in probability. We claim that under the delocalization condition (3.23),
WJ pSJ pSW “ pξnIk ` op1q in probability. (D.4)
Suppose (D.4) holds, then we have
WJ pSJp1`m1cpxqpS pSJq´1 pSW “ 1
1`m1cpxqW
J pSJ pSW “ pξn
1`m1cpxq ` op1q in probability,
which shows that the master matrix has the following form
Mpxq “
ˆ ´x´1{2 p1`m2cpxqq´1Ik D´1
D´1 x1{2m2cpxqIk
˙
` op1q
in probability. Again Mpxq takes the same form as in the uniform orthogonal random projection case in
Section 3.1, except that we replace ξn with pξn. Then one can conclude Theorem 3.5 with the same arguments
in Appendix B.
It remains to prove the concentration claim (D.4). We again calculate the means and variances. Note
that for any vector v,
ppSvqpiq “ 1cią0 1?ci ÿ
i:hpjq“i
Shpjq,jvpjq.
For 1 ď α, β ď k, we have
´
WJ pSJ pSW¯
αβ
“
rÿ
i“1
1cią0
ci
¨˝ ÿ
j:hpjq“i
ajwαpjq‚˛
¨˝ ÿ
j1:hpj1q“i
aj1wβpj1q‚˛.
We first calculate the mean. Notice that the following conditional expectation can be calculated exactly as
E
»– ÿ
j:hpjq“i
wαpjqwβpjq
ˇˇˇˇ
ˇˇ ci
fifl “ ci
n
δαβ , (D.5)
because by definition the subset tj : hpjq “ iu is a randomly chosen subset of size ci, and the vectors wα-s
are orthonormal. Applying (D.5), we get
E
´
WJ pSJ pSW¯
αβ
“ E
$&% rÿ
i“1
1cią0
ci
E
»– ÿ
j:hpjq“i
wαpjqwβpjq
ˇˇˇˇ
ˇˇ ci
fifl,.- “ E
#
rÿ
i“1
1cią0
ci
ci
n
δαβ
+
“
´pξn ` op1q¯ δαβ .
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Then for α ‰ β, we have
E
ˇˇˇˇ´
WJ pSJ pSW¯
αβ
ˇˇˇˇ2
“ E
$&% rÿ
i1,i2“1
1ci1ą0,ci2ą0
ci1ci2
ÿ
hpj1q“hpj11q“i1
ÿ
hpj2q“hpj12q“i2
aj1aj11aj2aj12wαpj1qwβpj11qwαpj2qwβpj12q
,.-
“ E
$&% ÿ
i1‰i2
1ci1ą0,ci2ą0
ci1ci2
ÿ
j1:hpj1q“i1
wαpj1qwβpj1q
ÿ
j2:hpj2q“i2
wαpj2qwβpj2q
,.-
` E
$&% rÿ
i“1
1cią0
c2i
ÿ
j1‰j2:hpj1q“hpj2q“i
2wαpj1qwβpj1qwαpj2qwβpj2q `
rÿ
i“1
1cią0
c2i
ÿ
j1,j2:hpj1q“hpj2q“i
wαpj1q2wβpj2q2
,.-
“ ´E
$’&’%
ÿ
i1‰i2
1ci1ą0,ci2ą0
ci2pn´ ci2q
¨˝ ÿ
j2:hpj2q“i2
wαpj2qwβpj2q‚˛
2
,/./-` op1q “ op1q.
Here in the third step we used (3.23) to get that
rÿ
i“1
1cią0
c2i
ÿ
j1‰j2:hpj1q“hpj2q“i
2|wαpj1qwβpj1qwαpj2qwβpj2q| `
rÿ
i“1
1cią0
c2i
ÿ
j1,j2:hpj1q“hpj2q“i
wαpj1q2wβpj2q2
ď 3}wβ}28
rÿ
i“1
ÿ
j1:hpj1q“i
|wαpj1qwαpj2q| “ 3}wβ}28 “ op1q,
and a similar results as in (D.5), that is, given ci1 and the j2-s such that hpj2q “ i2,
E
»– ÿ
j1:hpj1q“i1
wαpj1qwβpj1q
ˇˇˇˇ
ˇˇh´1pi2q
fifl “ ci1
n´ ci2
ÿ
j:hpjq‰i2
wαpjqwβpjq “ ´ ci1
n´ ci2
ÿ
j:hpjq“i2
wαpjqwβpjq.
With similar methods, we can calculate the variance of pWJ pSJ pSW qαα:
E
ˇˇˇ´
WJ pSJ pSW¯
αα
ˇˇˇ2
“ E
$&% rÿ
i1,i2“1
1ci1ą0,ci2ą0
ci1ci2
ÿ
hpj1q“hpj11q“i1
ÿ
hpj2q“hpj12q“i2
aj1aj11aj2aj12wαpj1qwαpj11qwαpj2qwαpj12q
,.-
“ E
$&% ÿ
i1‰i2
1ci1ą0,ci2ą0
ci1ci2
ÿ
j1:hpj1q“i1
wαpj1q2
ÿ
j2:hpj2q“i2
wαpj2q2
,.-
` E
$&% rÿ
i“1
1cią0
c2i
ÿ
j1‰j2:hpj1q“hpj2q“i1
3wαpj1q2wαpj2q2 `
rÿ
i“1
1cią0
c2i
ÿ
j1,j2:hpj1q“hpj2q“i
wαpj1q4
,.-
“ E
$&% ÿ
i1‰i2
1ci1ą0,ci2ą0
ci2pn´ ci2q
`
1´Opci2}wα}28q
˘ ÿ
j2:hpj2q“i2
wαpj2q2
,.-` op1q
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“ pξnE
$&%ÿ
i2
1ci2ą0
ci2
ÿ
j2:hpj2q“i2
wαpj2q2
,.-` op1q “ pξ2n ` op1q “ ˇˇˇE´WJ pSJ pSW¯αα ˇˇˇ2 ` op1q,
where in the third step we again used (3.23), and that given ci1 and the j2-s such that hpj2q “ i2,
E
»– ÿ
j1:hpj1q“i1
wαpj1q2
ˇˇˇˇ
ˇˇh´1pi2q
fifl “ ci1
n´ ci2
ÿ
j:hpjq‰i2
wαpjq2 “ ci1
n´ ci2
»–1´ ÿ
j:hpjq“i2
wαpjq2
fifl .
Together with Chebyshev’s inequality, this concludes the concentration result (D.4), which further concludes
Theorem 3.5 .
E Proof of Theorem 3.6
In the following proof, we only consider the uniform random projection. However, as we have already seen in
Section 3, the same result also holds for uniform random sampling under the delocalization condition (3.23),
for randomized Hadamard sampling, and for CountSketch under the delocalization condition (3.23) but with
ξ replaced by pξ.
Now we study the i-th spiked eigenvalue and its eigenvector under the assumption (3.29) for some large
enough constant C0 ą 0. First, the self-consistent equations (A.12) become
m1cpzq “ γn
ż
x
´z r1` xm2cpzqspiΣpdxq, m2cpzq “
ξn
´z r1`m1cpzqs , (E.1)
which are generalizations of (3.5) with Σ “ I. If θi is the classical location for the largest eigenvalue, then
we have θi „ d2i and
0 ă ´m1,2cpθiq “ ´
ż
dρ1,2cpxq
x´ θi „ d
´2
i .
Then for x around θi, we study the master matrix in (A.31) (up to an op1q error in probability)
Mpxq “
ˆ ´x´1{2UJ p1`m2cpxqΣq´1 U D´1
D´1 x1{2m2cpxq
˙
“
ˆ ´x´1{2 `1´m2cpxqE `Opl´2i q˘ D´1
D´1 x1{2m2cpxq
˙
,
where recall that E “ UJΣU . Then using Schur complement formula, we obtain
detMpxq “ det `´ `1´m2cpxqE `Opl´2i q˘˘ det `m2cpxq `D´1 `1`m2cpxqE `Opl´2i q˘D´1˘
“ det `´ `1´m2cpxqE `Opl´2i q˘˘ det `m2cpxqD´2˘ det `pD2 ` Eq `Opl´1i q `m´12c pxq˘ .
By standard results from perturbation theory (e.g., Stewart, 1990), we know that the first order perturbation
of the i-th eigenvalue of D2 ` E is given by d2i ` Eii `Opl´1i q. Hence, by solving det
`pD2 ` Eq `m´12c pxq˘
for θi “ x, we get
θi “ g2c
ˆ
´ 1
d2i ` Eii
`Opl´3i q
˙
“ g2c
ˆ
´ 1
d2i ` Eii
˙
`Opl´1i q (E.2)
in probability, where we recall that g2c is the inverse function of m2c.
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Then we consider the corresponding eigenvectors: using (A.36) and Schur complement, we get (up to an
op1q error in probability)
|xuj , rξiy|2 “ 1
2pii
?
θi
¿
Γi
eJj D´1
´
z1{2m2cpzq ` z1{2D´1
`
1`m2cpzqE `Opl´2i q
˘
D´1
¯´1
D´1ejdz
“ 1
2piiθ1
¿
Γi
eJj
1
m2cpzqpD2 ` E `Opl´2i qq ` 1
ejdz.
Again, standard perturbation theory (e.g., Stewart, 1990) tells us that the eigenvector of D2 ` E up to the
first order perturbation is given by
ei `
ÿ
j‰i,1ďjďk
ej
Eji
d2i ´ d2j
.
Thus we get that in probability,
|xui, rξiy|2 “ g12c p´αiqαi
g2cp´αiq `Opl
´2
i q, αi :“ pd2i ` Eii `Opl´1i qq´1, (E.3)
and
|xuj , rξiy|2 “ g12c p´αiqαi
g2cp´αiq
ˇˇˇˇ
ˇ Ejid2i ´ d2j
ˇˇˇˇ
ˇ
2
`Opl´3i q, j ‰ i. (E.4)
It remains to study the expression for g2c. From (E.1), we obtain that
z “ γn
ż
x
1` xm2cpzqpiΣpdxq ´
ξn
m2cpzq ñ g2cpmq “ γn
ż
x
1` xmpiΣpdxq ´
ξn
m
.
Then we can calculate that
θi “ g2c
ˆ
´ 1
d2i ` Eii
˙
`Opl´1i q “ ξnpd2i ` Eiiq ` γnρ1 `Opl´1i q, (E.5)
and
g12c p´αiqαi
g2cp´αiq “
ξn ´ γn
ş x2α2ip1´xαiq2piΣpdxq
ξn ` γn
ş
xαi
1´xαipiΣpdxq
“ ξn ´ γn
`
α2i ρ2
˘
ξn ` γnpαiρ1 ` α2i ρ2q
`Opl´3i q
“
ξn ´ γnd4i ρ2
ξn ` γnd2i
`
ρ1 ` d´2i pρ2 ´ ρ1Eiiq
˘ `Opl´3i q, (E.6)
where ρi are the moments of the spectral distribution of Σ as in (3.31).
With the above calculations, the rest of the proof is exactly the same as the one for Theorem 3.1 in
Appendix B. We omit the details.
F Proof of Theorem A.7 and Theorem A.8
In this section, we provide the necessary details to complete the proof of Theorem A.7 and Theorem A.8
based on the results in Yang (2019) and Ding and Yang (2019).
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We use a standard cutoff argument. We choose the constant δ ą 0 small enough such that `n1{2´δ˘4`τ ě
n2`δ. Then we introduce the following truncation
pX :“ 1ΩX, Ω :“ "max
i,j
|xij | ď n´δ
*
. (F.1)
By the moment conditions (A.8) and a simple union bound, we have
Pp pX ‰ Xq “ Opn´δq. (F.2)
Using (A.8) and integration by parts, it is easy to verify that
E |xij | 1|xij |ąn´δ “ Opn´2´δq, E |xij |2 1|xij |ąn´δ “ Opn´2´δq,
which imply that
|Epxij | “ Opn´2´δq, E|pxij |2 “ n´1 `Opn´2´δq. (F.3)
Moreover, we trivially have
E|pxij |4 ď E|xij |4 “ Opn´2q.
We define the following centered version of pX: W “ pX ´ E pX. Then we have the following proposition for
the resolvent GpW, zq.
Proposition F.1. Suppose the assumptions of Theorem A.8 hold and define W as above. Then we have
max
u,vPA |xu,GpW, zqvy ´ xu,Πpzqvy| ă n
´δ (F.4)
uniformly in z P Sedgepc0, C0, c1q. Moreover, we have that for any fixed $ P N,
max
1ďiď$ |λi ´ λ`| ă n
´δ, (F.5)
where λi denotes the i-th largest eigenvalue of Q1pW q :“ pSWΣ1{2qJSWΣ1{2.
Proof. The estimates (F.4) and (F.5) has essentially been proved in Theorem 3.6 and Theorem 3.8 of Yang
(2019), respectively. The only difference is that in Yang (2019), the entries of the random matrix W all have
variances n´1{2, while in the current case we have
E|pxij |2 “ n´1 `Opn´2´δq.
However, one can check that the error Opn´2´δq is sufficiently small such that it is negligible at each step of
the proof in Yang (2019), which concludes (F.4) and (F.5). We remark that the first author actually proved
stronger results in Theorem 3.6 and Theorem 3.8 of Yang (2019), but they are not necessary for our purpose
in this paper.
Then we show that Gp pX, zq is sufficiently close to GpW, zq in the sense of anisotropic local law.
Proposition F.2. (F.4) holds uniformly for Gp pX, zq in z P Sedgepc0, C0, c1q. Moreover, (F.5) holds with
high probability for λipQ1p pXqq.
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Proof. We write pX “W ` E pX, where by (F.3), we have
max
i,µ
|E pXiµ| “ Opn´2´δq. (F.6)
In particular, this gives that }E pX} ď }E pX}F “ Opn´1´δq, which implies (F.5) for λipQ1p pXqq.
For (F.4), we abbreviate Gp pX, zq ” pG and GpW, zq ” G. Then it suffices to show that for any determin-
istic unit vectors u, v, ˇˇˇ
xu, pGpzqvy ´ xu,Gpzqvyˇˇˇ ă n´δ (F.7)
uniformly in z P Sedgepc0, C0, c1q. We can write
pGpzq “ `G´1pzq ` V ˘´1 , V :“ z1{2 ˜ 0 Σ1{2pE pXqJSJ
SpE pXqΣ1{2 0
¸
.
Then we expand G using the resolvent expansion
pG “ G´GV pG. (F.8)
Using the spectral decomposition for pG as in (A.32)-(A.33), one can easily see that the following deterministic
bound holds:
} pGpzq} “ Opη´1q.
Then we can estimate the second part on the right-hand side of (F.8) as
|xu,GV pGvy| À η´1 ˜ÿ
aPI
|xu,GV eay|2
¸´1{2
ă η´1
˜ÿ
aPI
ÿ
bPI
|Vba|2
¸´1{2
À n´1{2´δ.
where ea denotes the standard unit vector along a-th direction, and in the second step we applied (F.4) to
xu,GV eay “ Guw by taking w :“ V ea, and in the third step we used that }V }F À }E pX}F À n´1´δ. This
concludes (F.4) for Gp pX, zq
Finally we show that (A.25) holds for Gp pX, zq for z with imaginary part down to the real axis in the
spectral domain Soutpc0, C0q.
Proposition F.3. (F.4) holds uniformly for Gp pX, zq in z P Soutpc0, C0q.
Proof. In this proof, we abbreviate Gp pX, zq ” G and still use the notation Y “ S pXΣ1{2 as in (A.3). It
remains to show that (F.4) holds for z “ E ` iη P Soutpc0, C0q with η ď n´1{2`c1 . We denote η0 :“ n´1{2`c1
and z0 :“ E ` iη0. With (F.4) at z0, it suffices to prove that
xu, pΠpzq ´Πpz0qq vy ă n´1{2`c1 , (F.9)
and
xu, pGpzq ´Gpz0qq vy ă n´δ. (F.10)
With (B.4), to prove (F.9) it is enough to show that
|m1cpzq ´m1cpz0q| ` |m2cpzq ´m2cpz0q| ă n´1{2`c1 , (F.11)
which follows immediately from (B.7).
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For (F.10), we write u “
ˆ
u1
u2
˙
and v “
ˆ
v1
v2
˙
, and in the following proof, we will always identify vectors
v1 and v2 with their embeddings
ˆ
v1
0
˙
and
ˆ
0
v2
˙
, respectively. Let
Y “
p^rÿ
k“1
a
λkζkξ
J
k ,
be the singular value decomposition of Y . We shall use (A.32)-(A.33) with rG replaced by G. First, the
upper left block gives that
|xu1, pGpzq ´Gpz0qq v1y| ď
pÿ
k“1
η0|xv1, ξky|2
rpE ´ λkq2 ` η2s1{2 rpE ´ λkq2 ` η20s1{2
. (F.12)
By (F.5), we have for any k, E ´ λk ě E ´ λ1 ě c0{2 " η0 with high probability for z P Soutpc0, C0q. Hence
we can bound (F.12) by
|xu1, pGpzq ´Gpz0qq v1y| À
pÿ
k“1
η0|xu1, ξky|2
pE ´ λkq2 ` η20
`
pÿ
k“1
η0|xv1, ξky|2
pE ´ λkq2 ` η20
“ Imxu1,
pÿ
k“1
ξkξ
J
k
E ´ z0u1y ` Imxv1,
pÿ
k“1
ξkξ
J
k
E ´ z0 v1y “ ImGu1u1pz0q ` ImGv1v1pz0q
ă n´δ ` Im Πu1u1pz0q ` Im Πv1v1pz0q ă n´δ,
where in the fourth step we used (F.4) for Gpz0q, and in the last step we used (A.22), (B.4) and (B.3) to get
Im Πu1u1pz0q ` Im Πv1v1pz0q ă η0.
Similarly, for the upper right block we have
|xu1, pGpzq ´Gpz0qq v2y| ă
ˇˇˇ
z´1{2 ´ pz0z´1q1{2
ˇˇˇ
|xu1, Gpz0qv2y| `
p^nÿ
k“1
η0 |xu1, ξkyxζk, v2y|
|λk ´ z||λk ´ z0|
ă η0 `
p^nÿ
k“1
η0 |xu1, ξky|2
|λk ´ z0|2 `
p^nÿ
k“1
η0 |v2, ζky|2
|λk ´ z0|2 “ η0 ` ImGu1u1pz0q ` ImGv2v2pz0q ă n
´δ.
The lower left and lower right blocks can be handled in the same way. This proves (F.10), which completes
the proof.
Finally, with Proposition F.2, Proposition F.3, and the definition of the truncation (F.1), we conclude
Theorem A.7 and Theorem A.8.
G Extension to centered model
In this section, we explain how to extend our results to centered sample covariance matrices. We shall only
consider the following model
Ya “ pI ´ eeJqSXΣ1{2, rYa “ Ya ` pI ´ eeJq kÿ
i“1
diviu
J
i .
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However, the other model
rYb :“ SpI ´ eeJqXΣ1{2 ` kÿ
i“1
diSpI ´ eeJqwiuJi
can be studied with exactly the same method.
Our goal is to study the principal components of Qa1 :“ rY Ja rYa using the methods in Section A.3. Then
we have the following claim.
Claim G.1. As long as we have
max
i
|eJSwi| “ op1q, (G.1)
and uniformly in z P Soutpc0, C0q,
max
i
|eJ 1
1`m1cpzqSSJSwi| “ op1q, (G.2)
then the spike eigenvalues and eigenvectors of Qa1 have the same asymptotic behavior as those of Q1.
Proof. Note that under (G.1), we have
}eeJ
kÿ
i“1
diviu
J
i } “ }eeJS
kÿ
i“1
diwiu
J
i } “ op1q.
Then by (A.31) and (A.36), it suffices to show that the same local law holds for Gapzq: with high probability
in Ω,
max
1ďi,jďk |xSwi, rGapzq ´ΠpzqsSwjy| “ op1q (G.3)
uniformly in z P Soutpc0, C0q, where
Gapzq :“
„
z1{2
ˆ
0 Y Ja
Ya 0
˙
´ z
´1
.
We denote Sa :“ pI ´ eeJqS, and Ba :“ SaSJa with eigenvalues sa1 ě sa2 ě . . . ě sar ě 0. Then we can
define ma1c and m
a
2c using the self-consistent equation (A.12) by replacing piB with piBa , and define Πapzq by
replacing B with Ba, and m1,2c with m
a
1,2c. We claim that
|ma1c ´m1c| ` |ma2c ´m2c| “ Opn´1q (G.4)
uniformly in z P Soutpc0, C0q. We postpone the proof of (G.4) until we complete the proof of Claim G.1.
Now using sa1 ď s1 we get that (A.16) holds for ma1,2c and σ1, sa1 . Thus by Theorem A.7, we have that with
high probability in Ω,
max
u,vPA |xu,GapX, zqvy ´ xu,Πapzqvy| “ op1q
uniformly in z P Soutpc0, C0q. Hence to show (G.3), it suffices to prove that
max
1ďi,jďk |xSwi, rΠapzq ´ΠpzqsSwjy| “ op1q. (G.5)
Using (G.1), (G.2) and (G.4), we obtain that
´z
m1cpzqw
J
i S
J rΠapzq ´ΠpzqsSwj
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“ wJi SJ
„
1
1`m1cp1´ eeJqBp1´ eeJq
`
BeeJ ` eeJB ` eeJBeeJ˘ 1
1`m1cB

Swj
“ op1q ` wJi SJ
„
1
1`m1cp1´ eeJqBp1´ eeJq
`
eeJB
˘ 1
1`m1cB

Swj
“ op1q ` wJi SJ
„
1
1`m1cp1´ eeJqBp1´ eeJqm
´1
1c ee
J
ˆ
1´ 1
1`m1cB
˙
Swj “ op1q.
This concludes (G.5).
Proof of (G.4). We claim that approximately, m1,2c satisfy the self-consistent equations for m
a
1,2c:
m1cpzq “ 1
n
pÿ
i“1
σi
´zp1` σim2cq , m2cpzq “
1
n
rÿ
µ“1
saµ
´zp1` saµm1cq `Opn
´1q. (G.6)
Then (G.4) follows from Lemma 5.11 of Yang (2019), which gives the stability of the self-consistent equations.
Roughly speaking, stability means that if pu1, u2q are satisfy the self-consistent equation for pma1c,ma2cq up
to some sufficiently small error ε, then we also have
|u1pzq ´m1cpzq| ` |u2pzq ´m2cpzq| À ε
uniformly in z P Soutpc0, C0q.
It remains to prove (G.6). The first equation is the first one in (A.12), while for the second equation, we
claim that ˇˇˇˇ
ˇ 1n
rÿ
µ“1
sµ
´zp1` sµm1cq ´
1
n
rÿ
µ“1
saµ
´zp1` saµm1cq
ˇˇˇˇ
ˇ “ Opn´1q. (G.7)
For the imaginary part, we have
Im
˜
1
n
rÿ
µ“1
sµ
1` sµm1c ´
1
n
rÿ
µ“1
saµ
1` saµm1c
¸
“ ´ Imm1c
n
˜
rÿ
µ“1
1
|s´1µ `m1c|2 ´
rÿ
µ“1
1
|psaµq´1 `m1c|2
¸
.
By the Stieltjes transform
m1cpzq “
ż λ`
0
dρ1cpxq
x´ z ,
we obtain that for z “ E ` iη P Soutpc0, C0q,
Imm1cpzq ě 0, 0 ą Rem1cpEq ě m1cpλ`q ě ´s´11 ě ´psa1q´1.
Hence the function |x`m1c|2 is increasing in x P ps´11 ,8q. Using the Cauchy interlacing
sar ď sr ď ¨ ¨ ¨ ď sa2 ď s2 ď sa1 ď s1,
we get that
rÿ
µ“1
1
|s´1µ `m1c|2 ´
rÿ
µ“1
1
|psaµq´1 `m1c|2 “ Op1q.
Hence we obtain that
Im
˜
1
n
rÿ
µ“1
sµ
1` sµm1c ´
1
n
rÿ
µ“1
saµ
1` saµm1c
¸
“ Opn´1q.
Together with a similar estimate for the real part, we get (G.7), which concludes (G.6).
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Finally, we show that (G.1) and (G.2) holds (at least in probability) for all the sketching methods we
used in this paper.
(1) Uniform random projection in Section 3.1: In this case SSJ “ Ir, so that we only need to check
that (G.1) holds. By the rotational invariance of S, we have
eJSwi
d“ 1?
r
rÿ
i“1
pSi1,
where pS is also an r ˆ n uniform random projection matrix. By exchangeability, we have
1
r
E
ˇˇˇ rÿ
i“1
pSi1 ˇˇˇ2 “ 1
r
E
rÿ
i,j“1
pSi1 pSj1 “ 1
nr
E
rÿ
i,j“1
nÿ
µ“1
pSiµ pSjµ “ 1
n
.
Hence we have eJSwi Ñ 0 in probability.
(2) i.i.d. projection in Section 3.2: Note that xk :“ řnl“1 Sklwiplq are i.i.d. random variables with
mean zero and variance n´1. Hence by LLN, we have
eJSwi “ 1?
r
rÿ
k“1
xk Ñ 0 a.s.
For the estimate (G.2), we use the local law, Theorem A.7. If we take Y “ S, then
1
m1cpzq´1 ` SSJS
is (proportional to) the lower left block of Gp´m1cpzq´1q in (A.21), and the local law (A.25) gives that
(G.2) holds with high probability. If one is worried about that ´m1cpzq´1 may not be in the domain
given in Theorem A.7, we remark that a local law in Bloemendal et al. (2014) for the Y “ S case was
proved on a more general domain as in (C.6).
(3) Random sampling in Section 3.3: In this case, we have
1
1`m1cpzqSSJS “
1
1`m1cpzqS. (G.8)
Hence again we only need to check that (G.1) holds. We can calculate that
E|eJSwi|2 “ 1
n
E
ˇˇˇ nÿ
l“1
Sllwiplq
ˇˇˇ2 “ 1
n
r
n
nÿ
l“1
|wiplq|2 ď 1
n
.
Hence we have eJSwi Ñ 0 in probability.
(4) Randomized Hadamard sampling in Section 3.4: In this case, we also have (G.8) and hence we
only need to check that (G.1) holds. We calculate that
E|eJSwi|2 “ E|eJBrzi|2 “ 1
n
E
ˇˇˇ nÿ
l“1
pBrqllziplq
ˇˇˇ2
.
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For l ‰ l1, we have
Epziplqzipl1qq “
ÿ
j,j1
Eraplqj apl
1q
j swipjqwipj1q “ 0,
which gives that
E|eJSwi|2 “ 1
n
r
n
nÿ
l“1
E|ziplq|2 ď 1
n
.
Hence we have eJSwi Ñ 0 in probability.
(5) CountSketch in Section 3.5: In this case, we also have
1
1`m1cpzqpS pSJ pS “ 11`m1cpzq pS
and hence we only need to check that (G.1) holds. Again we calculate the second moment of
eJ pSwi“ 1?
n
nÿ
i“1
ÿ
µ:hpµq“i
pSiµwipµq.
For i ‰ i1, we have that
E
ÿ
µ,µ1:hpµq“i,hpµ1q“i1
pSiµ pSi1µ1wipµqwi1pµ1q “ 0,
which leads to
E|eJ pSwi|2 “ 1
n
nÿ
i“1
E
ÿ
µ,µ1:hpµq“hpµ1q“i
pSiµ pSiµ1wipµqwipµ1q “ 1
n
nÿ
i“1
1pci ‰ 0q
ci
E
ÿ
µ:hpµq“i
wipµq2
“ 1
n
nÿ
i“1
1pci ‰ 0q
ci
ci
n
ÿ
µ
wipµq2 ď 1
n
,
where we used the exchangeability in the third step. Hence we have eJSwi Ñ 0 in probability.
H Details on the datasets
The purpose of collecting the HGDP dataset was to evaluate the diversity in the patterns of genetic variation
across the globe. We use the CEPH panel, in which single nucleotide polymorphism (SNP) data was collected
for 1043 samples representing 51 different populations from Africa, Europe, Asia, Oceania and the Americas.
We obtained the data from www.hagsc.org/hgdp/data/hgdp.zip. We provide the data and processing
pipeline on this paper’s GitHub page.
The data has n “ 1043 samples, and we focus on the p “ 9730 SNPs on chromosome 22. Thus we have
an n ˆ p data matrix X, where Xij P t0, 1, 2u is the number of copies of the minor allele of SNP j in the
genome of individual i. We standardize the data SNP-wise, centering each SNP by its mean, and dividing
by its standard error. For this step, we ignore missing values. Then, we impute the missing values as zeroes,
which are also equal to the mean of each SNP.
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