This article focuses on evaluating the probability that both components of a two-dimensional stochastic process will ever, but not necessarily at the same time, exceed some large level u. An important application is in determining the probability of large delays occurring in two correlated queues. Since exact analysis of this probability seems prohibitive, we focus on deriving asymptotics and on developing efficient simulations techniques. Large deviations theory is used to characterise logarithmic asymptotics. The second part of this article focuses on efficient simulation techniques. Using "nearest-neighbour random walk" as an example, we first show that a "naive" implementation of importance sampling, based on the decay rate, is not asymptotically efficient. A different approach, which we call partitioned importance sampling, is developed and shown to be asymptotically efficient. The results are illustrated through various simulation experiments.
INTRODUCTION
Model. Consider a two-dimensional random walk ((A s , B s )) s ∈N with i.i.d. increments and with the partial sum processes denoted by
The focus is on the probability π (u) := P (∃s, t ∈ N : A s ≥ u, ∃t ∈ N : B t ≥ u), i.e., the probability of the event that both components will ever exceed some large level u but not necessarily at the same time. We allow that X i and Y i are dependent; note that if they were independent, the probability of interest would simply be the product of the marginal probabilities. An exact analysis of π (u), however, seems possible only in special cases. In all of them, the model is such that the components are ordered: A s ≤ B s for all s, which implies that the epochs that the two components achieve their respective maximum values are almost surely ordered. These special cases cover tandem systems of M/D/1 queues [18] and a tandem Brownian queue [17] . In both models, let D s denote the amount of work that has arrived up to time s and let c 1 and c 2 denote the constant service rate of the upstream and downstream queue, respectively (assume that c 1 > c 2 ). The stationary workloads of the upstream and the sum of the upstream and downstream queues are then respectively distributed as the supremum of A s = D s − c 1 s and the supremum of B s = D s − c 2 s. In the above-mentioned articles, the analysis relies on the availability of the distribution of the maximum over a finite interval, given that we know the position at the end of the interval (in the Brownian case, this is a Brownian bridge; in the M/D/1 case, it can be dealt with using ballot theorems); the fact that such results are not generally available complicates the extension to more general models.
In the transform domain, results for the joint distribution of sup s ∈N A s and sup s ∈N A s have been established under more general conditions, but still an "ordering property" of the type mentioned above needs to be imposed; see, for instance, References [7, 14, 15] . Having expressions for such multivariate transforms, one still need to perform numerical inversion to obtain numerical output, which tends to be challenging in the tail of the multivariate distribution. Therefore, we resort in this article to large deviations and to rare-event simulation. We consider the rare-event regime in which both E (X i ) < 0 and E (Y i ) < 0.
This model has several applications. First, it can model two correlated queues. A queue is essentially a stochastic process reflected at zero. Consider now two queues fed by the (possibly correlated) input processes A s and B s . Then their stationary versions obey the distributional equalities, see, e.g., Reference [11, Section 1.1],
which follow as a direct application from Lindley's recursion. The steady-state probability of both queues having more than an amount u of work is therefore equal to P (Q 1 > u, Q 2 > u) = P (∃s : A −s > u, ∃t : B −t > u), which is, after reversing time, precisely the probability of our interest. Another application is in risk management, where we can use the model to study rare events in the context of two correlated portfolios; see, e.g., Reference [1] and references therein.
Literature. There is a substantial literature on efficient estimation of rare-event probabilities for queueing systems, see, e.g., the surveys in References [4] , [12] , and [13] . We here provide an account of this literature (without aiming at being exhaustive), focusing on multivariate rare events. In addition, we briefly comment on how these results relate to ours.
Over the past few decades, different techniques have been developed, the most prominent being importance sampling (based on a change of measure) and splitting; our present study falls in the former category. Building on the ideas of, e.g., Reference [20] , Reference [19] focuses on estimating overflow-related quantities in a stable GI/GI/m queue using importance sampling. Later attention shifted to more sophisticated queueing systems. In Reference [6] it is assessed to what extent state-independent change of measures can lead to asymptotically efficient performance in two-node tandem Jackson networks. The event of interest in that article is of an overflow probability in a two-node tandem Jackson network, whereas we focus on the two components of a two-dimensional random walk both ever reaching a high level. In Reference [10] , where the focus is on two-node tandem Jackson networks, too, the authors consider, contrary to our article, state-dependent changes of measure. A generalisation to arbitrary Jackson networks is treated in Reference [9] . In both articles, the so-called subsolution method is used, which is also briefly discussed in this article. Improved results are given in Reference [2] , where the author focuses on optimal simulation algorithms for overflow probabilities during a busy period. Instead of using exponential twisting forward in time, the author proposes a method that goes backwards in time.
This article is a logical continuation of our previous work, see Reference [5] . In that article, we study a similar model, but there the event of interest corresponds to both components exceeding a large level at the same time (whereas in the present article these epochs can be different).
Decay Rate. The first result of this article is Theorem 3.1, which provides an expression for the decay rate,
The proof of this result uses two important theorems in large deviations theory, namely Cramér's theorem and Mogulskii's theorem. In the proof, the lower bound is attained by conditioning where the "slower" component of the process is when the "fast" component hits level u for the first time. For the upper bound, we first show that the decay rate can be bounded by the decay rate of probability of the event of interest occurring on a bounded time interval. We then use this bounded interval to apply Mogulskii's theorem. Then we apply a "linear geodesics" type of argument to show that the obtained rate function over general sample paths is the same as over some set of piecewise linear sample paths.
Importance Sampling and Challenges. The second result of this article is the construction of an efficient simulation method to estimate π (u). Since Monte Carlo simulation is slow due to the rarity of the event of interest when u gets large, we resort to importance sampling (IS). Importance sampling is a method to simulate stochastic systems using a different underlying probability measure, such that the (rare) event of interest is not rare any more; the simulation output is weighted by appropriate likelihood ratios to recover unbiasedness. Each probability measure leads to a particular variance performance, and it is therefore crucial to identify the one that is, according to some specific definition, optimal. There exist various performance metrics; the metric we use is called asymptotic optimality. We refer to Section 4 for the definition. For our IS procedure, we first propose a "naive" change of measure based on the decay rate given in Theorem 3.1. We will show, however, that this approach does not necessarily perform well. More specifically, we show that using this new measure for a "nearest-neighbour random walk" results in a procedure that is not asymptotically optimal. The underlying problem with this procedure is that at the moment when the "fast" component of the process hits level u, we do not have any control over the position of the "slow" component.
Partitioned IS.
To solve this problem, we introduce partitioned importance sampling. This approach is based on conditioning where the "slow" component of the process has to be when the "fast" component hits level u for the first time. More specifically, we partition the event of interest into disjoint events and perform simulations to estimate the probabilities corresponding to those events. For more details, see Section 5. We show that this approach is indeed asymptotically optimal. It is pointed out how the method's inherent bias, arising from the need to truncate the infinite sum obtained through this method, can be made arbitrarily small.
Numerical Results. The results above are illustrated through various numerical experiments. To carry out the simulations, we chose a specific instance of the model, namely a model in which the increments (X i , Y i ) have a bivariate normal distribution. We investigate how the performance of the three simulation methods described above (i.e., Monte Carlo, naive IS, and partitioned IS) depend on various factors, e.g., the level u, the covariance of the two components, and the number of partitions used in partitioned importance sampling.
Organisation of the Paper. The rest of this article is organised as follows. Section 2 gives a detailed description of the model and a brief overview of large-deviations theory. In Section 3, we state the first main result of this article, namely an expression for the decay rate of the probability of the event of interest. In Section 4, we give a first naive importance sampling-based simulation scheme, and we show that this method is not asymptotically optimal. This is remedied in Section 5, where we introduce partitioned importance sampling. Moreover, we show that this new approach is indeed asymptotically optimal. These findings are illustrated in Section 6, where we give numerical results of various simulation experiments. The proof of the result in Section 3 is given in Section 7.
MODEL DESCRIPTION AND PRELIMINARIES

The Model
Consider the bivariate random walk ((A s , B s )) s ∈N , where the partial sum process is denoted by, for s ∈ N,
. bivariate random vectors (whose components are not necessarily independent). We also introduce the events
The main object of study of this article is the probability π (u) that both A and B exceed some (large) threshold u, but not necessarily at the same time:
It is assumed throughout that both E (X 1 ) and E (Y 1 ) are negative, such that π (u) is a rare-event probability, for u large.
Since an exact analysis of this probability seems not possible in general, we will look at the so-called decay rate of this probability:
Our main result, which is an expression for the decay rate and which is stated in the next section, depends on both Cramér's and Mogulskii's theorem. Before we state Cramér's theorem below, a quick recap of some large deviation theory is first given. We follow the setup of Reference [11] .
Preliminaries from Large Deviations
We define the limiting cumulant generating function of
A function I : R 2 → R * (where R * := R ∪ {∞}) is a rate function if it is non-negative and if it is lower semi-continuous, i.e., all level sets are closed (level sets of some function f are sets of the form {x : 
where F • and F c denote the interior and closure of F , respectively. For any function f : R d → R * , we denote its convex conjugate by f (x ) := sup θ θ, x − f (θ ).
LARGE DEVIATIONS RESULT
This section presents the first main result of the article, namely Theorem 3.1, which provides an expression for the decay rate (1). This result is based on both Cramér's theorem and Mogulskii's theorem. It requires the definition of joint (bivariate, that is) moment-generating functions and Legendre transforms. Recall that
we define its univariate counterparts through
which we assume to satisfy the condition of Mogulskii's theorem, i.e., we assume Equation (2) to be finite everywhere. In addition, the bivariate Legendre transform is given through
and its univariate counterparts through
Define, for i = 1, 2,
The main result of this section gives an expression for the decay rate (1) in terms of a variational problem.
Theorem 3.1. If (2) exists and is finite everywhere, then
Proof. Due to the complexity and length, the proof is postponed to Section 7. Instead, we will give a short summary of the main ideas here.
We will prove this as a lower and an upper bound. For the lower bound, we first look at specific times s and t such that A s ≥ u and B t ≥ u. We condition on where the slower process is, and call this position y, when the faster process hits level u. We then first use Cramér's theorem and subsequently optimise over the position y. Taking the supremum over s and t then gives us, after some rewriting, the correct decay rate. For the upper bound, we use the union bound to again condition where the slow process is when the fast process hits level u. We then argue that we only need to look at the probability of the event occurring in a bounded time interval. This allows us to use Mogulskii's theorem to arrive at the claimed expression.
In the next section, we will focus on estimating π (u) numerically for u large. In that section, we propose an implementation of importance sampling that is based on the ideas behind the decay rate presented in Theorem 3.1. We will show, however, that this method, although natural, is not necessarily asymptotically efficient.
IMPORTANCE SAMPLING AND EFFICIENCY
In this and the next sections, we focus on estimating π (u) numerically. We will show that a naive importance sampling procedure, based on the decay rate given by Theorem 3.1, is not asymptotically optimal in general; recall that a simulation procedure is called asymptotically optimal if, in self-evident notation,
where Q is the new measure and L is the likelihood ratio, or Radon-Nikodym derivative, between P and Q, i.e., L = dP dQ . We refer to, e.g., Reference [4, Definition 1]) for background information on this optimality concept or Reference [16] for an in-depth account of various performance metrics. Note that by Jensen's inequality, the limit in Equation (5) is always smaller than or equal to 2, so it is left to prove that it is larger than or equal to 2. We say that we exponentially twist a random variable X , having density f P (·), with parameter θ if under Q, the density of X equals (in self-evident notation)
As an instance of the model, we will consider a "nearest-neighbour random walk." More specifically, we let
We will assume that the probabilities add up to unity. The naive importance sampling procedure, which will yield the change of measure Q, is as follows. Each simulation run consist of (up to) two sequential exponential twists; the first twist is used to bring one of the components up lo level u, whereas the second twist (if still necessary) is used to bring the other (slower) component up to level u. Denote by θ and η the optimising parameters of I (·, ·) in Equation (4). We first exponentially twist the joint process with parameter (θ , η ) until one of the components hits level u. If process A (B) hits level u first, then we exponentially twist process B (A) with parameter ζ , which is defined as the optimising parameter of I 2 (·) (I 1 (·)), until this component hits level u. The following will be used in the proofs of Property 2 and Theorem 5.1: Let S ≡ S (u) be the first passage time of level u for process A, i.e., S := inf {s : A s ≥ u}. Furthermore, let T be the analogous counterpart for process B.
This procedure follows naturally from Theorem 3.1 as it tries to mimic the most likely path given in the theorem: First twist both processes until the fastest reaches level u and then twist the slower process. Property 1. For any x and y in the infimum of Theorem 3.1 (even the non-optimal values), if we perform the exponential twist as described above using the optimal θ , η corresponding to these x and y, then
Proof. We only prove this for E Q (X i ), since E Q (Y i ) can be dealt with analogously. In the supremum of I , the first-order conditions are
Note now that by twisting, we have
where the first equality comes from the definition of an exponential twist, the second equality comes from the definition of the moment generating function, and the final identity comes from the display above.
Under any exponential twist, the model will be as follows:
w.p.p 2 ; (−1, −1) w.p.p 3 ; (−1, 1) w.p.p 4 .
Property 2. The naive importance sampling procedure (using probability measure Q) as described above is not asymptotically optimal.
Proof. Without loss of generality assume that A hits level u first. In the case that B hits level u first, the proof is analogous. The proof indicates that the spread in the vertical direction, i.e., the position of B S , at time S causes the procedure to be not asymptotically optimal. Realise that we can write 
where the right-hand side can be seen as the uth power of some probability generating function. From this it follows that, for all θ > 0,
Note that the likelihood ratio can be written as
It is an elementary exercise to verify that Λ(θ , η ) = Λ(0, ζ ) = 1 (which can be checked, e.g., by working out the first-order conditions). Moreover, in this model we know that A S = B T = u. Hence, the likelihood ratio reads
From this, we obtain
and, in the same way, we get for the second moment that
From the above properties of G (·), it follows that G (2θ ) > 2G (θ ) for all θ 0. From this, it follows that
or, equivalently,
This reduces to
which indeed proves that the procedure is not asymptotically optimal.
The proof above indicates that the naive importance sampling procedure cannot be guaranteed to be asymptotically efficient because of the spread in the position of the slower component when the faster component hits level u for the first time. In particular, there is no lower bound for this position. In the next section, we try to overcome this complication by introducing a method called "partitioned importance sampling." This is a method that the required control over the position of the slower process.
PARTITIONED IMPORTANCE SAMPLING
In the previous section, we have seen that ordinary importance sampling does not yield an asymptotically optimal procedure in general. In this section, we give a procedure that is asymptotically optimal, namely partitioned importance sampling. The method's inherent bias can be made arbitrarily small.
The procedure consists of intersecting the set of interest by a partitioning in terms of the value of B S . More concretely, we consider a decomposition into probabilities of disjoint events. First, let
i.e., π 1 (u) is the probability that A hits level u before B, and π 2 (u) is its analogous counterpart. Note that π (u) = π 1 (u) + π 2 (u). It is sufficient to show how π 1 (u) can be estimated efficiently, since the method for estimating π 2 (u) can be set up analogously. The decomposition we consider is
where the probabilities π 1,k (u) are defined by
, where f (·) is a positive function (on which we impose some conditions below). We let m ≡ m(u), M ≡ M (u) be a suitably chosen truncation, possibly dependent on u, and hence we estimate
clearly, by choosing m sufficiently small and M sufficiently large the error made is negligible. We furthermore, to guarantee asymptotic optimality, need to impose that M (u) − m(u) grows subexponentially as a function of u, i.e., we require that lim u→∞ that k f (u)/u ≤ 1 for each k ∈ {m(u), . . . , M (u)} and impose the related property that f (u) grows sublinearly in u for reasons that will become clear soon. In our simulation procedure, we perform a separate simulation run for each k ∈ {m(u), . . . , M (u)} as follows.
We start by solving, for each k ∈ {m, . . . , M }, using definition (3),
bear in mind that if f (u) would have been allowed to grow superlinearly, then the second term would be identical 0 eventually (for positive k). Denote the optimisers by θ k and η k (from the definition of I (·, ·)) and ζ ≡ ζ k (from the definition of I 2 (·); use Equation (3) and conclude that this twist does not depend on k). Observe that the first element in the minimum of Equation (4) can now be majorised as follows: Equation (9), and in particular
the reason for the inequality is that in the left-hand side the minimum is taken over a larger set than in the right-hand side. In our refined algorithm, when estimating π 1,k (u), we first twist the (X s , Y s ) by (θ k , η k ) until A exceeds u, and from that point onward twist the (Y s ) by ζ until B exceeds u (if needed). The simulation output of a single run is
again the likelihood ratio, and the indicator function I k ≡ I k (u), which equals 1 iff the path is such that both A and B exceed u but now in addition that (i) A is required to exceed u before B does (or simultaneously), and (ii) when A exceeds u, B is in the interval s k ; it is this latter requirement that gives us control on the variance of the estimator, as will be shown below.
Theorem 5.1. The simulation procedure described above is asymptotically optimal.
Proof. Observe that the likelihood reads
As in the proof of Property 2, we have
Now note that, on the event that
the final equality in the above display can be seen by realising that
and similarly for the first term.
We estimate our probability by evaluating sample averages of independent random variables that are distributed as
with m, M a suitably chosen truncation. Note that Z m, M (u) is bounded from above by
We thus see that, using that M − m grows subexponentially and using that f (u) is sublinear, lim sup
so the procedure is asymptotically optimal.
NUMERICAL RESULTS
In this section, we show and discuss several numerical experiments. Throughout this section, we use a specific instance of the general model as described in Section 2, which, in particular, satisfies the conditions of Theorem 3.1.
The Model
In the examples considered, we assume that the (X i , Y i ) are i.i.d. vectors with a bivariate normal distribution with mean vector and covariance matrix given by
respectively. One of the reasons that we chose this model is the following nice property.
Property 3. If we exponentially twist (X i , Y i ) with parameter (θ 1 , θ 2 ), then the twisted process again has a bivariate normal distribution with mean vector
and covariance matrixΣ = Σ.
Proof. This follows from elementary calculations.
Below we perform a number of different experiments, in which we test the influence of various parameters on the performance of the simulations. The simulations were carried out in R. Anytime in this section we refer to (non-partitioned) IS, naive importance sampling is meant. Unless otherwise stated, in all numerical experiments, we ran simulations until a 95% confidence interval with 10% precision was obtained. We tested both the number of runs and the running time (cpu time) required to obtain the confidence interval. In most cases, the cpu time shows the same quantitative behaviour as the number of runs. Therefore, the cpu times are only shown in Section 6.4, where this is not the case.
Remark. As already stated before, the truncation used in partitioned importance sampling inherently produces a biased estimator. It is, however, possible to obtain an estimator with vanishing relative bias as u → ∞. This can be accomplished by choosing the lower bound m(u) f (u) and upper bound M (u) f (u) such that the expected value of the slower process, at the moment the faster Fig. 1 . These plots show the probability π (u) and the number of runs needed to get the desired accuracy, respectively. The parameters that were used were μ = (
and f (u) = 0.05. The results show that importance sampling gives a significant efficiency improvement over Monte Carlo sampling. Fig. 2 . These plots show the probability π (u) and the number of runs needed to get the desired accuracy, respectively. We stopped simulations when 50,000 runs were needed, hence the missing values for Monte Carlo sampling. The parameters that were used were μ = ( process hits level u, is in between these bounds. This expected value can be numerically determined by combining Theorem 3.1 and Property 1. We indeed chose m, M, and f such that in the experiments in Figures 1, 2 , and 3 we have vanishing relative bias.
Remark. There exist more methods of sampling than naive and partitioned importance sampling. One method makes use of a so-called subsolution method, see, e.g., Reference [9] . We implemented such a state-dependent importance sampling scheme in the following way. In Example 3 of Reference [3, pp. 47-48] , it is explained how to set up a subsolution-based scheme for estimating the probability that at least one of the components reaches a rare set. The procedure is then as follows: Fig. 3 . These plots show the probability π (u) and the number of runs needed to get the desired accuracy, respectively. The parameters that were used were μ = (
and f (u) = 1. The results show that for extremely small probabilities, the number of runs needed for IS and partitioned IS is small.
• In each simulation run, we used this scheme until one of the components exceeds level u;
• subsequently, we use a single exponential twist for the remainder of the run (with the relevant α i , as given in Equation (3)), until the other component has exceeded level u as well.
We compared this method with the partitioned importance sampling method proposed in our article. We tested both procedures extensively, in terms of the number of runs and the cpu time.
In the simulations we performed, we observed that the partitioned IS method performs better. We suspect that this may be due to the same problem as in the naïve IS scheme, namely the random fluctuations of the "second component" (for instance, the fluctuations of the vertical component at the epoch that the horizontal component first exceeds u)-the way we set up the subsolution-based scheme the fluctuations of the second component are apparently not sufficiently controlled (as in the first part of the run the focus is only on the event that one of the two components exceeds u). Clearly, the partitioned importance sampling will become less attractive when considering problems of higher dimensions. Considering the counterpart of our problem but then in dimensions higher than 2, one could again come up with a partitioning such that Z k (u) can be written as sum (over all k) of L k (u)I k (u), but the number of k to be included will increase (which will slow down the simulation). It is therefore anticipated that in higher dimensions subsolution-based schemes will become advantageous.
Variable Level
In this section, we look at how the level to reach u influences both the probability π (u) and the number of simulations needed. We ran two different experiments of which the results can be found in Figures 1 and 2 . The experiments differ in the sign of the covariance that was used; we refer to the respective caption for specific details. The results below clearly show that Monte Carlo sampling is much slower than both importance sampling and partitioned importance sampling. Furthermore, when comparing Figures 1 and 2 , we see that a negative correlation between the two components negatively influence both the probability π (u) and the number of samples needed to get the desired precision.
It should be noted that the event of interest in the experiments as described shown in Figures 1  and 2 above can hardly be called "rare." The reason that we kept the level to reach u relatively Fig. 4 . These plots show the probability π (5) and the number of runs (with a maximum of 100,000) needed to get the desired accuracy, respectively. The parameters that were used were μ = ( . We fixed the number of intervals to 10, the lower bound of those intervals to −5, and the upper bound to 5. The results show that when the two components are strongly negative correlated, partitioned importance sampling behaves much better than ordinary importance sampling. When the components are positively correlated, the opposite holds. low is that Monte Carlo sampling quickly took over 10, 000 runs, which takes a long time in R. Therefore, in Figure 3 we performed some simulations for bigger u, though only for importance sampling and partitioned importance sampling. The results clearly show that even for extremely small probabilities (around 10 −52 ), both importance sampling and partitioned importance sampling need a modest amount of runs.
Variable Covariance
Having convinced ourselves that Monte Carlo sampling is prohibitively slow, we will restrict the experiments now to only importance sampling and partitioned importance sampling. In the previous experiments, both IS and partitioned IS performed roughly the same: The number of runs required to get the desired confidence interval did not show any significant differences. We will now identify cases where partitioned IS behaves much better than IS. In the next simulations, we look at how the covariance influences both π (u) and the number of trials needed. Figures 4 and 5 Fig . 6 . These plots show the probability π (2), the number of runs (with a maximum of 100,000) needed to get the desired accuracy, and the running time, respectively. The parameters that were used were μ = ( give the results of two experiments; the difference is the level u that has to be reached (5 and 2, respectively). The results indicate that a negative covariance slows down both methods but also show that partitioned importance sampling is faster. When the correlation becomes positive, the opposite seems to hold.
Variable Number of Intervals
In this part, we restrict ourselves to partitioned importance sampling only. The goal is to find how the number of intervals affects the performance. From Figure 6 , we can conclude that the number of intervals does not seem to have an effect on the number of trials needed. The total running time, however, does seem to suffer from a high number of intervals, though only linearly.
PROOF OF THEOREM 3.1
This section presents the proof of Theorem 3.1. The right-hand side of Equation (4) will be proved first as a lower bound and then as an upper bound for the left-hand side of Equation (4).
Lower Bound. First observe that π (u) ≥ P (A su > u, B tu > u) for all s, t (where we allow ourselves, here and elsewhere, the imprecise notation su and tu when we mean their respective rounded-off values). It thus follows, for all s and t, that lim inf
Since this holds for all s and t, we take the supremum over all s and t:
Suppose, without loss of generality, that s < t and let Δ > 0. Then for all y, using the independence,
By Cramér's theorem, we have that the decay rate of this expression equals
As this relation holds for any Δ, using the continuity of I , we thus find that lim inf
This relation holds for any y, so in particular for all y < 1/s; as I 2 (q) increases in q for q positive, we obtain
and, as a consequence,
Now we put v := t − s to obtain that the right-hand side of the previous display equals
Upper Bound. Now we turn to the upper bound. We split the event in multiple sub-events. Fix some s and t . Then the union bound implies that, for any a > 0,
We now show that the latter two terms have a higher decay rate (i.e., decay faster) than the first term. First, we use the union bound to get
We first focus on the individual terms of the right-hand side. Using Markov's inequality, we get for all s:
First note that, since the process is a random walk,
Since this holds for all θ , we take the infimum:
in the second inequality we have used that E (X 1 ) < 0. Now we return to the sum again. Using the display above, we get
so that for the decay rate of the probability above we get lim sup We conclude that the decay rate can be made arbitrarily large by letting a → ∞. Obviously, the same procedure can be followed for P ∃t ≥ (1 + a)t u : B t . It thus follows that the first term has the lowest decay rate, and therefore 
Define T := max{s , t } and α := (1 + a)T . We introduce the scaled processesĀ u (s) := Let f be the sample path of a two-dimensional function. Also, let ϕ 1 ( f ) := sup s ≤1 f 1 (s), and likewise let ϕ 2 ( f ) := sup t ≤1 f 2 (t ). We now invoke Mogulskii's theorem (see Reference [8 note that the conditions imposed allow that Mogulskii's theorem can be applied. Note that the set over which the infimum is taken is closed, hence we will drop the closure operator. So an upper bound for the right-hand side of Equation (11) is
In the calculations below, we will drop the factor α in front of the infimum; we will later see that it cancels. Assume thatĀ u (·) hits u for the first time at times andB u (·) hits u for the first time at timet, i.e.,s ≡s ( f ) = inf s ∈[0,1] {s : f 1 (s) ≥ 1/α } and likewise fort. We can then rewrite the upper bound in two cases: We will now focus on the first entry of the minimum above; the second entry can be treated analogously. It can be rewritten as Pick a fixed but arbitrary f which is confined to the restrictions in the infima above. We wil now rewrite J ( f ) as a sum of three integrals:
In the spirit of Reference [11] , we will construct a straightened pathf and then show that the upper bound in the LDP is the same as −J (f ). Let 
