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In this paper, we introduce information-theoretic measures such as entropy and divergence to quantify the interaction between different neuronal sites. The informationtheoretic measures introduced in this paper are adapted to the time-frequency domain to account for the dynamic nature of neuronal activity. Time-frequency distributions are two-dimensional energy density functions of time and frequency, and can be treated in a way similar to probability density functions. Since time-frequency distributions are not always positive, information measures such as Renyi entropy and Jensen-Renyi divergence are adapted to this new domain instead of the well-known Shannon entropy. In this paper, we first discuss some properties of these modified measures and then illustrate their application to neural signals. The proposed measures are applied to multiple electrode recordings of electroencephalogram (EEG) data to quantify the interaction between different neuronal sites and between different cognitive states.
INTRODUCTION
Electroencephalography (EEG) is a non-invasive measure of the human brain activity. EEG Looking at the functional integration in the brain through the complexity of the brain signals has attracted a lot of attention in recent years. Different informationtheoretic measures for quantifying the complexity of the brain activity and the interaction between different parts of the brain have been proposed (e.g., [1] , [2] , [3] , [4] , [5] , [6] , [7] ). Edelman et al. have argued that complexity measures derived from information theory and nonlinear dynamics provide a natural language for describing the processes underlying higher-order central nervous system (CNS) organization such as functional integration and have been used in clinical applications such as epilepsy and anesthesia [6] , [7] . Different measures of complexity such as symbolic measures, approximate entropy, correlation dimension, and entropy have been proposed [3] , [4] , [8] . These measures have proven to be effective in discriminating between different cognitive states. However, they still have some drawbacks such as not being robust against non-stationarity, noise, and discarding information through the symbolic mapping.
Since EEG data are noisy and non-stationary, chaoticity measures cannot be directly applied to quantify the degree of brain complexity. For these reasons, informationtheoretic entropy measures, which are not based on any assumptions about the underlying system, are more suitable.
Entropy can either be applied directly to the signal by finding the histogram of the amplitude values or to its Fourier transform such as the spectral entropy measure.
While these measures are effective at quantifying the degree of disorder in the EEG signals, they still assume the stationarity of the underlying signal. In order to take the nonstationary nature of EEG signals, extensions of entropy measures to wavelet coefficients and timewindowed signal segments have been proposed [9] , [10] , [11] . The proposed nonstationary measures have been used to define a time-dependent entropy measure that quantifies the change in the complexity of the brain signal across time. This measure has been used successfully in applications such as detecting the onset of an epileptic attack [10] and estimating EEG rhythm changes following brain ischemia [9] .
Most of the current applications focus on detecting the change in complexity of EEG signals during a physiological or psychological events and do not investigate the interactions between different neuronal populations. Moreover, the current entropy based measures apply entropy either to time domain probability density functions or frequency domain probability density functions (in the case of wavelet transform).
In this paper, we extend the current work by first adapting information-theoretic functions to the joint time-frequency distribution. We use recent results in information-theoretic analysis of time-frequency distributions [12] , [13] (2) uniquely satisfies the set of postulates given above. Extending the arithmetic mean value condition yields generalized entropies closely resembling Shannon's. Considering the generalized mean value condition, Renyi entropy based measures have recently been applied to different areas of signal processing and information theory. Some major applications include image registration based on the joint Renyi entropy of the images, data clustering and bounding error probabilities in classification problems [16] , [17] , [18] , [19] . In all of these applications, Renyi entropy has proven to be a very robust measure. In this paper, we concentrate on applications of Renyi entropy on the time-frequency plane. Therefore, we need to define Renyi entropy for time-frequency distributions.
B. Renyi entropy for Time-Frequency Distributions
The uncertainty of signals are studied indirectly through their time-frequency distributions, which represent the energy distribution of a signal as a function of both time and frequency [12] , [20] . A time-frequency distribution, C(t, w) from Cohen's class can be expressed as [21] : JJC(t,w) dtdw J s(t)12 dt = J S(w)12 dw J C(t,w)dw = Is(t) 2 JC(t,w)dt = IS(w)12 (6) The formulas given above evoke an analogy between a TFD and the probability density function (pdf) of a twodimensional random variable. In order to have the TFD behave like a pdf, one needs to normalize it properly. (14) and since the log function is monotonically increasing, 1) Find the minimum of Ci(t,w) and C2(t,w) over all t and w. If the minimum is greater than zero go to step 3, otherwise continue.
2) Add Iminvt,vW (Cl (t,w), C2(t, )) to Cl (t, ) and C2(t,w). 3) Normalize Ci (t,w) and C2 (t,w). 4) Apply the distance measure Ji given by equation 13 .
(I11)
This distance measure is always positive as shown in the previous section and can be applied to any TFD. The addition of a positive constant on the TFD surfaces eliminates the problem of divergence since C1(t, w)C2(t, w) can no longer be equal to zero on the whole timefrequency surface. It is also worthwhile to mention that although the addition of the constant introduces a bias in the distance measure, the distance is still equal to zero when the two distributions are the same.
V. RESULTS

A. Biological Data Description
In recent years, there has been evidence that largescale functional integration of the brain is mediated by neuronal groups that oscillate in the gamma band range (30-80 Hz). It has been found that schizophrenic patients exhibit deficits in gamma band neural synchrony compared to normal subjects [26] .
For the purpose of illustration, we examined the high-frequency (gamma) electrophysiological activity in a schizophrenia patient and a non-psychiatric control subject who performed a continuous performance task (CPT). Previous analyses of schizophrenia patients as a group exhibited reduced energy of gamma responses to target stimuli relative to non-psychiatric control subjects. The data is collected for two frontal (F3 and F4) and two parietal (P3 and P4) electrodes and for 100 trials. Figure 1 illustrates the grand average of each subject group for the four electrodes. It can be seen that there is an increased energy after the stimulus for the control subject whereas there is not a similar response for the schizophrenic subject. This figure also illustrates that the response is stronger at the parietal electrodes compared to frontal electrodes for the control subject, whereas there is not a similar trend for the schizophrenic subject.
B. Complexity Analysis
In this section, we analyze the time-dependent changes in the complexity of the brain signals for both the schizophrenic and the control subjects at each electrode and over all trials. The analyzed ERP signals contain 0.5 seconds of pre-stimulus activity and 1.5 seconds of post-stimulus activity. The data is sampled at 500 Hz resulting in a total of 1000 samples. The time-dependent entropy measure introduced in this paper is implemented by dividing the data into non-overlapping windows of 50 samples, i.e., L = 50, corresponding to 100 ms. Each segment is first transformed to the time-frequency plane using a binomial distribution with 50 frequency points. The entropy of the resulting TFD surface is computed using Renyi entropy of order 3. The choice of the order of the Renyi entropy has been previously discussed in detail in [13] . The entropy values are normalized by log2 L2 = log2 2500.
Figures 2 and 3 show the average entropy over 100 trials for the two subject groups at electrodes F3 and P3. In both figures, we can see that there is a sudden drop in entropy at the time of the stimulus onset. This is due to the fact that the pre-stimulus activity is mostly random EEG activity with a high level of disorder whereas once the stimulus is presented the brain activity becomes more synchronized. The second important observation can be made by comparing the entropy for the two electrodes. For the control subject, there is a significant drop in entropy around 400-600 msecs at the P3 electrode. This drop in entropy coincides with the onset of P300. This significant drop cannot be seen in the frontal electrode. On the other hand, for the schizophrenic subject the variation of entropy over time is similar for the two electrodes.
In order to determine the significance of the difference between the two subject groups and two electrodes, we have applied the t-test at the a = 0.01 significance level. The comparisons were made over 100 trials for the different subject groups and electrodes over time. Table I summarizes the results of these comparisons. It can be seen that for the control subject, there is a significant difference between the responses at F3 and P3 in the 400-600 ms time range whereas there is no significant difference between the two electrodes for the schizophrenic patient. We also observe a significant difference in the complexity of the schizophrenic and C. Divergence Analysis The divergence measure quantifies the difference in complexity between two signals rather than quantifying the complexity of individual signals. We have applied the proposed divergence measure to quantify the difference between the two subject groups at the two electrodes. The average Jensen-Renyi divergence between the control and schizophrenic subjects is 0.1034 at F3 and 0.0748 at P3. This divergence was computed for 100 trials for the 200-600ms range and was averaged over trials. This result quantifies that there is a larger difference at F3 compared to P3 as already suggested by the entropy results in the previous section. This difference between the two electrodes is significant at the oa = 5% significance level.
VI. CONCLUSIONS
In this paper, we have introduced informationtheoretic measures based on the time-frequency plane to quantify the complexity of neural signals. The proposed measures are shown to be effective in quantifying the evolution of the complexity of the brain activities over time as well as determining the differences between different cognitive states and neuronal sites.
Future work includes the application of the proposed measures over a range of electrodes and over different time and frequency regions for determining the full scale of interactions in the brain. 
