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                               RESUMEN 
 
El eje central de esta línea de I/D la constituye el 
estudio de los temas de procesamiento paralelo y 
distribuido, tanto en lo referente a los fundamentos 
como a las aplicaciones. Esto incluye los problemas 
de software asociados con la construcción, 
evaluación y optimización de algoritmos paralelos y 
distribuidos sobre arquitecturas multiprocesador.  
 
Los temas de interés abarcan: paralelización de 
algoritmos, paradigmas paralelos, métricas, 
escalabilidad, balance de carga, y modelos de 
computación paralela para la predicción y 
evaluación de performance sobre diferentes clases 
de arquitecturas de soporte. Tales arquitecturas 
pueden ser homogéneas o heterogéneas, como 
cluster, multicluster y grid. 
 
Se trabaja en la concepción de aplicaciones paralelas 
numéricas y no numéricas sobre grandes volúmenes 
de datos y cómputo intensivo, y en el desarrollo de 
laboratorios remotos para el acceso transparente a 
recursos de cómputo paralelo.  
 
Palabras clave: Sistemas paralelos. Algoritmos 
paralelos y distribuidos. Clusters. Multicluster. 





El procesamiento paralelo y distribuido se ha 
convertido en un área de gran desarrollo actual 
dentro de la Ciencia de la Computación, 
produciendo en muchos casos profundas 
transformaciones en las líneas de I/D 
[1][2][3][4][5][6]. 
 
Interesa realizar investigación es la especificación, 
transformación, optimización y evaluación de 
algoritmos distribuidos y paralelos. Esto incluye el 
diseño y desarrollo de procesos paralelos, la 
transformación de algoritmos secuenciales en 
paralelos, y las métricas de evaluación de 
performance sobre distintas plataformas de soporte 
(hardware y software). En esta línea de I/D la mayor 
importancia está dada en los algoritmos paralelos, y 
en los métodos utilizados para su construcción y 
análisis [7][8][9]. 
 
Si bien utilizar múltiples procesadores para resolver 
problemas, en general de complejidad creciente y 
para obtener resultados en menor tiempo, resulta un 
concepto intuitivo, los fundamentos subyacentes a 
los mecanismos y soportes de paralelización 
presentan numerosas variantes. Pueden encontrarse 
diferentes formulaciones paralelas para un problema, 
y la eficiencia de cada una dependerá del algoritmo 
y de la arquitectura utilizada. 
 
Entre las numerosas áreas de la ciencia y la industria 
que requieren la resolución de aplicaciones de 
cómputo intensivo pueden citarse: simulaciones, 
modelización, optimización discreta, análisis 
molecular, búsquedas en grafos, aprendizaje en 
redes neuronales, tratamiento de imágenes, 
reconocimiento de patrones, procesamiento de 
consultas en BD, etc. [10][11][12][13][14][15]. 
 
1.1. Algoritmos y Sistemas Paralelos 
 
La creación de algoritmos paralelos y distribuidos, o 
la transformación de un algoritmo secuencial en 
paralelo, no es un proceso directo. El costo del 
paralelismo puede ser alto en términos del esfuerzo 
de programación: debe pensarse en la aplicación de 
técnicas nuevas reescribiendo totalmente el código 
secuencial, y las técnicas de debugging y tuning de 
performance no se extienden de manera directa al 
mundo paralelo [10][12][13][14]. 
 
Un sistema paralelo (SP) es la combinación de un 
algoritmo paralelo y la máquina sobre la cual éste se 
ejecuta; ambos factores poseen numerosas variantes 
y de un adecuado “matching” entre ambos depende 
el éxito de la solución. Los algoritmos pueden ser 
especificados utilizando diversos paradigmas, o 
diferenciando paralelismo de datos y de control.  Las 
arquitecturas pueden diferir en varias dimensiones 
como el mecanismo de control, la organización del 
espacio de direcciones, la granularidad de los 
procesadores, la red de conexión, la sincronicidad, y 
la clase de procesadores (homogéneos o 
heterogéneos) [16][17]. 
 
Las arquitecturas para procesamiento paralelo y 
distribuido han evolucionado, y en la actualidad las 
redes de computadoras constituyen una plataforma 
de cómputo paralelo muy utilizada por sus ventajas 
en términos de la relación costo/rendimiento. La 
noción de sistema distribuido como máquina 
paralela es común a las denominaciones redes de 
computadoras, NOW, redes SMP, clusters, 
multiclusters y grid. En estos casos, se deben 
identificar las capacidades de procesamiento, 
interconexión, sincronización y escalabilidad [18]. 
 
El concepto de multicluster es una generalización 
que permite que redes dedicadas a una aplicación 
paralela se interconecten y puedan cooperar en un 
algoritmo, compartiendo recursos e incrementando 
la potencia de cómputo. Esto implica clusters 
dedicados interconectados, a diferencia de grid 
computing en que cada procesador puede realizar 
otras tareas independientes del algoritmo, brindando 
alta disponibilidad de procesamiento y/o de 
almacenamiento [19][20][21][22][23][24][25][26]. 
En estos casos, existe un bajo grado de acoplamiento 
de los procesadores y, en general, un bajo 
rendimiento de la red de interconexión.  
 
La caracterización y estudio de rendimiento del 
sistema de comunicaciones es de particular interés 
para la predicción y optimización de performance de 
los algoritmos, así como la homogeneidad o 
heterogeneidad de los procesadores que componen 
la arquitectura [27][28]. 
 
1.2. Métricas del paralelismo 
 
La diversidad de opciones en los SP torna complejo 
el análisis de performance, ya que los ejes sobre los 
cuales pueden compararse dos sistemas son varios. 
En el mundo serial se puede realizar la evaluación a 
través de los requerimientos de tiempo y espacio, 
pero en las aplicaciones paralelas pueden interesar 
una cantidad de medidas que están ligadas tanto al 
algoritmo como a la arquitectura paralela. 
 
La performance obtenida en el sistema paralelo está 
dada por una compleja relación en la que intervienen 
factores como el tamaño del problema, la 
arquitectura, la distribución de procesos en 
procesadores, la existencia o no de un algoritmo de 
balance de carga, etc.  
 
Existe un gran número de métricas para evaluar 
sistemas paralelos. Las más conocidas son el tiempo 
de ejecución paralelo, el speedup (o ganancia 
efectiva en velocidad de cómputo usando más de un 
procesador) y la eficiencia (uso efectivo de los 
recursos de cómputo). Pero existen otras medidas 
que pueden ser útiles tales como costo, overhead 
paralelo, grado de concurrencia, escalabilidad, 
isoeficiencia, etc. [29]  
 
Al tratar con multiclusters y grid, los problemas 
clásicos que caracterizan el análisis de los 
algoritmos paralelos, reaparecen potenciados por las 
dificultades propias de la interconexión a través de 
una red que en general es no dedicada. 
 
La noción de “cluster de clusters” puede llevar a ver 
a cada uno de los clusters como un nodo donde la 
potencia de cómputo equivalente puede calcularse 
considerando las potencias individuales de los 
procesadores y la heterogeneidad. Esta medida 
impacta directamente sobre el balance de carga y el 
máximo speedup alcanzable por las aplicaciones. 
 
1.3 Escalabilidad en Sistemas Paralelos 
 
El tema de la escalabilidad, y su relación con la 
isoeficiencia, es de importancia ya que que permite 
capturar las características de un algoritmo paralelo 
y de la arquitectura en la que se lo implementa. 
Permite testear la performance de un programa 
paralelo sobre pocos procesadores y predecir su 
performance en un número mayor, y caracterizar la 
cantidad de paralelismo inherente en un algoritmo. 
 
Resulta de interés el estudio del efecto que producen 
las características de las arquitecturas de multicluster 
y grid sobre la escalabilidad de los algoritmos 
paralelos y la eficiencia global. 
 
1.4 Balance de carga  
 
El objetivo primario del paralelismo es reducir el 
tiempo de ejecución haciendo uso eficiente de los 
recursos. La manera de asignar o mapear procesos 
lógicos a procesadores físicos es fundamental para la 
eficiencia: el uso desigual (o desbalance) de los 
procesadores puede degradar fuertemente la 
eficiencia del procesamiento paralelo.  
 
El balance de carga es un aspecto central del 
cómputo paralelo. Consiste en, dado un conjunto de 
tareas que comprenden un algoritmo y un conjunto 
de procesadores donde ejecutarlas, encontrar el 
mapeo de tareas a procesadores que resulte en que 
cada una tenga una cantidad de trabajo que demande 
aproximadamente el mismo tiempo.  
 
Un mapeo que balancea la carga de trabajo de los 
procesadores incrementa la eficiencia global y 
reduce el tiempo de ejecución. Este objetivo es 
particularmente complejo si los procesadores (y las 
comunicaciones entre ellos) son heterogéneos, y 
deben tenerse en cuenta las distintas velocidades.  
 
El problema general de asignación es NP-completo 
para un sistema con n procesadores, y por lo tanto la 
tarea de encontrar una asignación de costo mínimo 
es computacionalmente intratable salvo para 
sistemas muy pequeños (métodos óptimos). Por esto 
pueden utilizarse enfoques que brindan soluciones 
subóptimas aceptables, como relajación, desarrollo 
de soluciones para casos particulares, optimización 
enumerativa, u optimización aproximada (métodos 
heurísticos) [30][31]. 
 
Si el tiempo de cómputo de una tarea dada puede 
determinarse “a priori”, se puede realizar el mapeo 
antes de comenzar la computación (balance de carga 
estático). En muchas aplicaciones la carga de trabajo 
para una tarea particular puede modificarse en el 
curso del cómputo, y no puede estimarse de 
antemano; en estos casos el mapeo debe cambiar 
durante el cómputo (balance de carga dinámico), 
realizando etapas de balanceo durante la ejecución 
de la aplicación. 
 
El balance estático, en general, es de menor 
complejidad que el dinámico, pero también menos 
versátil y escalable. Los métodos dinámicos 
requieren alguna forma de mantener una visión 
global y algún mecanismo de análisis para la 
migración de procesos y/o datos, lo que agrega 
overhead de cómputo y comunicaciones. Las 
técnicas deben estudiarse y adecuarse en el marco de 
arquitecturas con características heterogéneas de 
procesadores,  red, comunicaciones, etc.  
 
No puede establecerse un método efectivo y que sea 
eficiente en todos los casos. Siempre la elección 
depende de la aplicación y la plataforma de soporte, 
y en muchos casos es necesario adaptar o combinar 
métodos existentes para lograr buena performance 
[30][32][33]  
 
1.5 Modelos de representación, predicción y 
análisis de performance 
 
Es importante referirse a un algoritmo paralelo 
mencionando el modelo de computación para el que 
fue diseñado. Uno de los objetivos en la definición 
de un modelo de computación es la posibilidad de 
predicción de performance que brinde el mismo. En 
el cómputo monoprocesador, la existencia de un 
modelo teórico simple (RAM) hizo posible 
desarrollar algoritmos y establecer correctitud y 
performance esperada de manera relativamente 
independiente de la máquina.  Pero al tratar las 
máquinas paralelas, se encuentran un gran número 
de modelos (LogP, BSP, PRAM, etc), aunque no tan 
simples y precisos como RAM, y ninguno puede 
usarse para todas las máquinas paralelas. Deben 
tenerse en cuenta conceptos tales como 
comunicación, sincronización y arquitectura física. 
Las dificultades para la formulación  de un modelo 
único se desprenden de las variantes en las 
arquitectura. 
 
Un elemento fundamental de los multiclusters y grid 
es la heterogeneidad de los procesadores (y 
eventualmente de la red de interconexión), lo que 
agrega aún más complejidad. El desarrollo de 
nuevos modelos de predicción y análisis de 
performance para estas arquitecturas requiere 
caracterizar el contexto de comunicaciones entre los 
procesadores y la asociación entre los algoritmos de 
aplicación, el paradigma de cómputo paralelo 
elegido y la arquitectura de soporte.  
 
Respecto de la representación de  las aplicaciones 
paralelas en arquitecturas distribuidas, existen 
diferentes modelos basados en grafos para 
caracterizar el comportamiento de las mismas [34]. 
Entre los modelos se pueden mencionar el modelo 
TIG (Grafo de Interacción de Tareas), TPG (Grafo 
de Precedencia de Tareas) y TTIG (Grafo de 
Interacción Temporal de Tareas) [35]. Sin embargo, 
estos modelos consideran que la arquitectura es 
homogénea, situación que en general no se da en 
cluster, multicluster y grid, lo que hace necesaria la 
investigación en esta área. 
 
 
1.6 Evaluación de performance. Aplicaciones 
 
Es de interés la evaluación de performance de 
distintas clases de aplicaciones sobre las 
arquitecturas disponibles. Muchos sistemas paralelos 
no alcanzan su capacidad teórica, y las causas de 
esta degradación son muchas y no siempre fáciles de 
determinar. El análisis permite estudiar el impacto 
que tienen algunos de estos factores sobre las 
implementaciones, y adecuar las métricas a las 
mismas. Interesa estudiar la influencia de las 
estrategias de distribución de procesos y datos, y la 
carga (estática o dinámica) asignada a cada 
procesador sobre el speedup, la eficiencia y la 
escalabilidad.  
 
Desde el punto de vista de la relación 
costo/rendimiento, el cómputo paralelo sobre 
arquitecturas distribuidas ha ganado rápidamente 
espacio en el campo de las aplicaciones reales dado 
el bajo costo de los procesadores y estaciones de 
trabajo estándares junto con su alto rendimiento. Si 
bien existe una amplia gama de posibilidades 
estudiadas y publicaciones con todo tipo de 
aplicaciones resueltas, se acepta que es necesario 
continuar con la investigación en esta área [36].   
 
Entre las aplicaciones de interés se encuentran las 
numéricas y no numéricas, el tratamiento de 
imágenes y video, reconocimiento de patrones en 
secuencias de ADN, bases de datos distribuidas, 
sistemas inteligentes, data mining, etc. 
 
Por otro lado, interesa el desarrollo de laboratorios 
remotos para el acceso a recursos de cómputo 
paralelo. Esto implica software de administración de 
recursos físicos, comunicaciones y software 
disponible en clusters, multiclusters y grid, con el 
objetivo de permitir acceso transparente. 
 
2. LINEAS DE INVESTIGACION y 
DESARROLLO
 
 Paralelización de algoritmos secuenciales. 
Diseño de algoritmos paralelos. Optimización 
de algoritmos. 
 Lenguajes y bibliotecas de comunicaciones para 
procesamiento paralelo y distribuido. 
 Sistemas paralelos como combinación de 
software y arquitectura. 
 Modelos y paradigmas de computación paralela.  
 Modelos de representación y predicción de 
performance de algoritmos paralelos.  
 Métricas del paralelismo. Speedup, eficiencia, 
rendimiento, isoeficiencia, granularidad, 
superlinealidad. 
 Escalabilidad de algoritmos paralelos en 
arquitecturas distribuidas.  
 Análisis (teórico y práctico) de los problemas de 
migración y asignación óptima de procesos y 
datos a procesadores. Migración dinámica.  
 Balance de carga estático y dinámico. Técnicas 
de balanceo de carga. 
 Implementación de soluciones sobre diferentes 
modelos de arquitectura homogéneas y 
heterogéneas (clusters, multiclusters y grid). 
Ajuste del modelo de software al modelo de 
hardware, a fin de optimizar el sistema paralelo. 
 Evaluación de performance de las soluciones 
paralelas. 
 Laboratorios remotos para el acceso 




 Formar recursos humanos en los temas del 
Subproyecto, incluyendo tesinas de grado y tesis 
de postgrado. 
 Desarrollar y optimizar algoritmos paralelos 
sobre los diferentes modelos de arquitectura 
multiprocesador.  
 Realizar la migración de soluciones paralelas en 
cluster a multicluster y grid. 
 Evaluar la eficiencia, rendimiento, speedup y 
escalabilidad de las soluciones propuestas. 
 Mejorar y adecuar las técnicas disponibles para 
el balance de carga (estático y dinámico). 
 Estudiar los modelos de predicción/evaluación 
de performance con diferentes paradigmas de 
interacción entre procesos, en esquemas 
multicluster y grid. Proponer las adecuaciones 
necesarias. 
 
En este marco, pueden mencionarse los siguientes 
resultados: 
 Se han utilizado diferentes tipos de arquitecturas 
(cluster, multicluster y grid), donde cada cluster 
puede ser homogéneo o heterogéneo:  
 Clusters comunicados en la misma LAN 
(cada cluster con un nodo principal que 
maneja las comunicaciones hacia los otros) 
 Clusters en redes diferentes con una 
conexión directa entre los nodos principales 
de cada uno vía fibra óptica. 
 Clusters en redes distintas conectadas por 
Internet en una WAN compartida y por 
Internet 2 con ancho de banda asegurado. 
 Infraestructura grid experimental en el 
marco del despliegue del Proyecto 
CyTEDGrid. 
 
 En cuanto a modelos de representación y 
predicción de performance: 
 Desarrollo del modelo TTIGHa para 
representar aplicaciones paralelas de 
manera más realista considerando la 
heterogeneidad de los procesadores y de la 
red de interconexión. El modelo está basado 
en el TTIG [37], que es de aplicación en 
una arquitectura homogénea.  
 Desarrollo del algoritmo de mapping 
MATEHa [38], que permite obtener una 
mejor distribución de procesos en 
procesadores y una mejor performance 
predicha. 
 Se probó la robustez del modelo ante 
valores no exactos en los parámetros 
(tiempos de cómputo y comunicación) 
 Se está trabajando sobre las modificaciones 
necesarias al modelo y el algoritmo de 
mapping para adecuar su uso sobre un grid. 
 
 Respecto de los algoritmos implementados, 
básicamente se trabajó con soluciones paralelas 
previamente tratadas en clusters: 
 N-Queens: consiste en ubicar N reinas en 
un tablero de NxN sin generar un ataque 
(esto ocurre cuando dos reinas están en la 
misma fila, columna o diagonal). Para 
resolver este problema se utilizó un modelo 
asincrónico, en el cual un porcentaje del 
trabajo es distribuido inicialmente 
considerando la potencia de cómputo de 
cada procesador/cluster. Cuando los 
procesadores terminan su trabajo le piden 
más al master. Se estudiaron speedup, 
eficiencia y balance de carga [37]. Se migró 
la aplicación a un grid con el objetivo de 
estudiar el overhead generado por el 
middleware incorporado (Globus Toolkit 
4.0.4). Para esto se configuraron dos 
clusters interconectados con el soporte para 
Grid que incluía los servicios  GridFTP, 
RFT, GRAM, WS-GRAM, RLS, MDS. 
 N-Puzzle: consiste en N2-1 piezas 
numeradas de 1 a N2-1 colocadas en un 
tablero de tamaño NxN, quedando una 
casilla vacía la cual se denomina “hueco”. 
El objetivo es repetidamente llenar el hueco 
con una pieza adyacente a él en sentido 
horizontal o vertical, hasta alcanzar un 
tablero donde en la casilla (i,j) se encuentra 
la pieza numerada como (i-1)*N + j y en la 
casilla (N,N) el hueco [40][41][42]. Se 
utilizó una variante de la heurística clásica 
de predicción de trabajo a realizar para 
llegar a una solución y se demostró que su 
empleo mejora notoriamente el tiempo del 
algoritmo secuencial A*. Posteriormente se 
realizó una solución paralela sobre una 
arquitectura distribuida para analizar el 
speedup en función del número de 
procesadores, la eficiencia y la 
superlinealidad al escalar el problema.  Se 
está trabajando sobre la migración al grid. 
 
 En cuanto a los laboratorios para acceso remoto 
a recursos de cómputo paralelo:  
 Se ha desarrollado una aplicación que 
permite el acceso a los clusters de la 
Facultad de Informática de manera remota 
vía WEB (para investigadores y alumnos). 
Esto implica una capa de software de 
administración de los recursos y acceso 
transparente. 
 Se está trabajando en la generalización de 
la herramienta a clusters que no se 
encuentran en la misma red 
 
4. FORMACION DE RECURSOS HUMANOS
 
Existe cooperación con grupos de otras 
Universidades del país y del exterior.  
Dentro de la temática de la línea de I/D se ha 
concluido una tesis doctoral a defenderse en abril y 
se espera concluir otras 3 tesis que se encuentran en 
curso (2 en 2008) y 2 tesis de maestría. También se 
concluyó una Tesina de Grado de Licenciatura y se 
espera finalizar otras 2. 
Además, se participó en la definición y el dictado de 
la carrera de Especialización en Cómputo de Altas 
Prestaciones y Tecnología Grid de la Facultad de 
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