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Distributed Consensus for Multiple Lagrangian Systems with
Parametric Uncertainties and External Disturbances Under Directed
Graphs
MEI Jie
Abstract—In this paper, we study the leaderless consensus
problem for multiple Lagrangian systems in the presence of para-
metric uncertainties and external disturbances under directed
graphs. For achieving asymptotic behavior, a robust continuous
term with adaptive varying gains is added to alleviate the effects
of the external disturbances with unknown bounds. In the case
of a fixed directed graph, by introducing an integrate term in
the auxiliary variable design, the final consensus equilibrium can
be explicitly derived. We show that the agents achieve weighted
average consensus, where the final equilibrium is dependent on
three factors, namely, the interactive topology, the initial positions
of the agents, and the control gains of the proposed control algo-
rithm. In the case of switching directed graphs, a model reference
adaptive consensus based algorithm is proposed such that the
agents achieve leaderless consensus if the infinite sequence of
switching graphs is uniformly jointly connected. Motivated by
the fact that the relative velocity information is difficult to obtain
accurately, we further propose a leaderless consensus algorithm
with gain adaptation for multiple Lagrangian systems without
using neighbors’ velocity information. We also propose a model
reference adaptive consensus based algorithm without using
neighbors’ velocity information for switching directed graphs.
The proposed algorithms are distributed in the sense of using
local information from its neighbors and using no comment
control gains. Numerical simulations are performed to show the
effectiveness of the proposed algorithms.
Index Terms—Multi-agent systems, leaderless consensus, di-
rected graph, Lagrangian system, switching graphs.
I. INTRODUCTION
Distributed coordination of multi-agent systems has drawn
a considerable attention in the last decade due to the wide
applications in unmanned aerial vehicles, sensor networks,
distributed computing, as well as biology [1]–[3]. In practice,
a large number of physical problems can be represented by
networks of agents which exchange information mutually. In
such a distributed way, the whole group achieves collective
behavior. One basic research problem is the leaderless con-
sensus problem, where the agents achieve a common value
of interest by interacting with their local neighbors. The
consensus algorithm initiates the research trend in the area
and triggers a lot of applications including formation [4],
distributed optimization [5], synchronization of biochemical
networks [6], and cooperative adaptive identification [7].
There are two important concerns in the study of consen-
sus convergence. One is the dynamics of the agents, which
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includes single or double integrators [8]–[10], general linear
systems [11], [12], and nonlinear systems [13]. As a special
case of nonlinear systems, Lagrangian system can be used to
represent a large class of mechanical systems including robotic
manipulators, autonomous vehicles, and rigid bodies [14].
In the last decade, distributed coordination for multiple La-
grangian systems has drawn a lot of attention [15]–[42]. These
works include the leaderless consensus problem [15]–[28], the
coordinated tracking problem with one single leader [29]–
[39], the flocking with collision avoidance and/or connectivity
maintenance [40], [41], and the containment control problem
with multiple leaders [18], [42]. The other concern is the
associated topology representing the information interaction
among the agents, including undirected graphs [15], [16],
directed graphs [17]–[28], and even time-varying graphs [24],
[25], [32].
In [15] and [16], the authors study the leaderless con-
sensus problem for multiple Lagrangian systems under an
undirected graph. The Lyapunov based method is proposed
by exploiting the symmetry property of the undirected graph.
This requirement of undirected graphs might not be practical in
a realistic network, where the sensors may have different com-
munication/sensing abilities. Instead, it is more practical and
reasonable to consider general directed graphs. Due to the fact
that the associated matrixes corresponding to directed graphs
are not symmetric, it is difficult to solve the problem following
the idea in the case of undirected graphs. A common method
is to introduce distributed sliding variables [17]–[25], inspired
by the classical work of [43], where the control algorithms
are firstly designed for the agents such that the agents’ states
converge to the designed sliding surfaces. And on the sliding
surfaces, the agents will achieve consensus asymptotically. It
is worthy mentioning that the sliding variable or error signal is
firstly proposed in [15] for the leaderless consensus of multiple
Lagrangian systems, however, under an undirected graph. For
the consensus problem under a general directed graph, specif-
ically, the authors in [17] study the leaderless consensus and
coordinated tracking problem with and without delays. In [18],
a similar result is obtained for the leaderless consensus under
a directed graph by introducing distributed sliding variables.
By considering the fact that the relative velocity information
is difficult to obtain accurately, the authors in [19] propose
control algorithms without using relative velocity information.
In [20], a time-varying sampled-date strategy is developed to
realize the leaderless consensus. The consensus in the presence
of external disturbances is studied in [21]. Note that the agents
achieve consensus with a zero final velocity in [16]–[21].
Moreover, these existing results do not explicitly derive the
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final consensus equilibrium. By introducing an integral term,
the scaled weighted average consensus is achieved under a di-
rected graph in [22] in the presence of communication delays.
In [23], the author proposes a distributed algorithm involving
with integral terms for the leaderless consensus with a constant
final velocity. The stability analysis is based on frequency
domain input-output method. In [17]–[25], adaptive controllers
are proposed for the parameter uncertainties. Recently, in
[26], for Lagrangian systems without gravity, a distributed
model-independent algorithm using only relative position and
absolute velocity information is proposed to achieve leaderless
consensus under a directed graph. Additional requirements on
the control gains are needed.
Motivated by the previous results, we study the leader-
less consensus problem for multiple Lagrangian systems in
the presence of external disturbances under general directed
graphs. A robust continuous term with adaptive varying gains
is added in the control design to alleviate the effects of the ex-
ternal disturbances with unknown bounds, which results in an
asymptotic behavior. In the case of a fixed directed graph, with
the aid of an integral term in the auxiliary variable design, the
final consensus equilibrium can be explicitly derived. We show
that this equilibrium is dependent on three factors, namely, the
interactive topology, the initial positions of the agents, and
the control gains of the proposed control algorithm. Specially,
only the agents who have directed paths to all the other
agents are involved. Motivated by the fact that the relative
velocity information is difficult to obtain accurately, we also
propose a leaderless consensus algorithm with gain adaptation
for multiple Lagrangian systems without using neighbors’ ve-
locity information. Lyapunov based methods are presented to
show the consensus convergence, in contrast to the frequency
domain input-output analysis in [22]. Furthermore, the control
gains for each agent are heterogeneous and can be obtained via
only local information, which makes the proposed algorithm
fully distributed. In the case of switching directed graphs,
model reference adaptive consensus based algorithms are
proposed to solve the consensus problem under the condition
that the sequence of the switching directed graphs is uniformly
jointly connected. Partial of the current work has appeared
in [27] and [28]. The improvements include the presence of
external disturbances, the extension to a general directed graph
containing a spanning tree from a strongly connected graph,
and the switching directed graphs. And the proofs are in more
detail and numerical simulations are performed. Compared
with the existing results, our proposed algorithms in this paper
have the following advantages.
(1) For a fixed directed graph, weighted leaderless consensus
for multiple Lagrangian systems is solved with explicitly
derived final equilibrium. For switching directed graphs,
leaderless consensus is solved under the wild assumption
that the switching graphs are uniformly jointly connected.
Both cases with and without relative velocity feedback are
considered.
(2) Asymptotical consensus convergence is achieved even
in the presence of bounded external disturbances with
unknown bounds, by the proposed continuous algorithms
with a robust term.
(3) The proposed algorithms are fully distributed in the sense
of using local information from its neighbors and using
no comment control gains.
Notations: Let 1m and 0m denote, respectively, the m× 1
column vector of all ones and all zeros. Let 0m×n denote
the m × n matrix with all zeros and Im denote the m × m
identity matrix. Let diag(z1, · · · , zp) be the diagonal matrix
with diagonal entries z1 to zp. For a time-varying vector
f(t) : R 7→ Rm, it is said that f(t) ∈ Ll, l ∈ [1,∞),
if ‖f(t)‖l 4= (
∫∞
0
‖f(τ)‖ldτ) 1l < ∞ and f(t) ∈ L∞ if
‖f(t)‖∞ 4= supt≥0 ‖f(t)‖ < ∞. Throughout the paper, we
use ‖ · ‖ to denote the Euclidean norm.
II. BACKGROUND
A. Euler-Lagrange System
We consider a multi-agent systems with n agents whose
dynamics is represented by the following Euler-Lagrange
equation
Mi(qi)q¨i +Ci(qi, q˙i)q˙i + gi(qi) + di(t) = τi, i = 1, · · · , n,
(1)
where qi ∈ Rp is the position vector, q˙i ∈ Rp is the velocity
vector, Mi(qi) ∈ Rp×p is the inertia matrix, Ci(qi, q˙i)q˙i ∈ Rp
is the Coriolis and centrifugal torques, gi(qi) is the grav-
itational torque, di(t) ∈ Rp is the external disturbance,
and τi ∈ Rp is the control input on the ith agent. We
assume that the external disturbances di(t), i = 1, . . . , n,
are upper bounded by an unknown bound dmax > 0, i.e.,
‖di(t)‖ ≤ dmax, ∀i = 1, . . . , n.
In spirt of the complexity of the equation (1), which can
describe the dynamics of a large class of mechanical systems,
it has inherent interesting properties that are of practice
importance for the control purposes. Some of them are listed
as follows, which are useful for the subsequent analysis [14]:
(A1) The inertia matrix Mi(qi) is symmetric positive definite,
and for any i, there exist positive constants km, km,
kC , and kgi such that 0 < kmIp ≤ Mi(qi) ≤ kmIp,
‖Ci(x, y)‖ ≤ kC‖y‖ for all vectors x, y ∈ Rp, and
‖gi(qi)‖ ≤ kgi .
(A2) The matrix M˙i(qi)− 2Ci(qi, q˙i) is skew symmetric, i.e.,
xT (M˙i(qi)− 2Ci(qi, q˙i))x = 0, ∀x ∈ Rp.
(A3) For (1), we have the following property of linear
parameterization: Mi(qi)x + Ci(qi, q˙i)y + gi(qi) =
Yi(qi, q˙i, x, y)Θi for all vectors x, y ∈ Rp, where
Yi(qi, q˙i, x, y) is the regressor and Θi is the constant
parameter vector associated with the ith agent. In this
current paper, it is assumed that the constant vector Θi is
unknown, which represents the parametric uncertainties
in the agent dynamics.
B. Graph Theory
In this paper, we use a general directed graph to model
the interaction among the n agents. A directed graph of order
n is a pair G 4= (V, E), where V 4= {1, ..., n} is the node
set and E ⊆ V × V is the edge set. An edge (i, j) ∈ E
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denotes that agent j can obtain information from agent i, but
not necessarily vice versa. Self edges (i, i) are not allowed
in this paper. For the edge (i, j) ∈ E , node i is the parent
node while node j is the child node. Equivalently, node i is a
neighbor of node j. A directed path is a sequence of edges of
the form (i1, i2), (i2, i3), . . ., in a directed graph. A directed
graph is strongly connected if there exists a directed path from
every node to every other node. A directed tree is a directed
graph in which every node has exactly one parent except for
one node, called the root, which has directed paths to every
other node. A subgraph Gs 4= (Vs, Es) of G is a graph such
that Vs ⊆ V and Es ⊆ (Vs × Vs)⋂ E . A directed spanning
tree (Vs, Es) of a directed graph G is subgraph of G such that
(Vs, Es) a direct tree and (Vs = V . A directed graph contains
a spanning tree if there exists a directed spanning tree as a
subgraph of the directed graph.
The adjacency matrix A = [aij ] ∈ Rn×n associated
with G is defined as aij > 0 if (j, i) ∈ E , and aij = 0
otherwise. Since self edges are not allowed in this paper, i.e.,
aii = 0. The Laplacian matrix LA = [lij ] ∈ Rn×n associated
with A and hence G is defined as lii =
∑n
j=1,j 6=i aij and
lij = −aij , i 6= j. For a general directed graph, LA is not
necessarily symmetric, which makes the consensus analysis
under a directed graph more challenging. Fortunately, we have
the following nice properties on the Laplacian matrix of a
directed graph.
Lemma 2.1: [44] Let LA ∈ Rn×n be the (nonsymmetric)
Laplacian matrix associate with the directed graph G. The
following statements hold:
1) The matrix LA has a simple zero eigenvalue and all
other eigenvalues have positive real parts if and only if
G contains a directed spanning tree;
2) If G contains a directed spanning tree, there exists a vector
ξ
4
= [ξ1, . . . , ξn]
T ∈ Rn with ∑ni=1 ξi = 1 and ξi ≥ 0,
∀i = 1, . . . , n, such that ξTLA = 0. Furthermore, if G is
strongly connected, the above statement holds with ξi >
0, ∀i = 1, . . . , n.
Lemma 2.2: [9] Let LA ∈ Rn×n be the (nonsymmetric)
Laplacian matrix associate with the directed graph G being
strongly connected. Define the matrix B
4
= ΞLA+LTAΞ, where
Ξ
4
= diag(ξ1, . . . , ξn) with ξi defined as in Lemma 2.1. Then
for any positive vector ς ∈ Rn, the following inequality holds,
a(B)
4
= min
ϑT ς=0
ϑTϑ=1
ϑTBϑ > 0. (2)
Definition 2.1: [45] Let Zn ⊂ Rn×n denote the set of all
square matrices of dimension n with nonpositive off-diagonal
entries. A matrix A ∈ Rn×n is said to be a nonsingular M -
matrix if A ∈ Zn and all eigenvalues of A have positive real
parts.
Lemma 2.3: [45] If A ∈ Zn is a nonsingular M -matrix,
there exists a diagonal matrix W
4
= diag(w1, · · · , wn) with
wi > 0, ∀i = 1, . . . , n, such that B 4= WA+ATW > 0.
III. CONSENSUS ALGORITHM DESIGN
In this section, we will propose distributed control algo-
rithms for each agent such that the agents achieve consensus
in the presence of external disturbances and parametric uncer-
tainties under fixed and switching directed graphs.
A. Fixed Directed Graph
We first consider the case under a fixed directed graph.
Before presenting the main result, we would like to review the
existing results on consensus of multiple Lagrangian systems
under a directed graph without external disturbances. Due to
the fact that the associated directed graph is non-symmetric, it
is difficult to design Lyapunov functions directly following the
ideas for undirected graphs. One alternative way is to introduce
distributed sliding variables as follows [17], [18]
q˙ri
4
=− α
n∑
j=1
aij(qi − qj) (3)
si
4
= q˙i − q˙ri = q˙i + α
n∑
j=1
aij(qi − qj) (4)
where α is a positive constant, and aij is the (i, j)th entry of
the adjacency matrix A associated with G. And the following
distributed adaptive control algorithm is proposed for each
agent
τi = −Kisi + Yi(qi, q˙i, q¨ri, q˙ri)Θ̂i (5a)
˙̂
Θi = −ΛiY Ti (qi, q˙i, q¨ri, q˙ri)si (5b)
where Ki and Λi are symmetric positive-definite matrixes,
Θ̂i is the estimate of Θi, and Yi(qi, q˙i, q¨ri, q˙ri) is defined
as in (A3). The control algorithm (5a) aims to drive the
agents’ states to the sliding surface si = 0, where (5b) is
used to compensate the parametric uncertainties. And on the
sliding surface si = 0, the agents will achieve consensus
asymptotically. The following result is presented in [18] for a
general fixed directed graph.
Theorem 3.1: Using (5) for (1) with di(t) = 0, ‖qi(t) −
qj(t)‖ → 0 and q˙i(t) → 0p as t → ∞ if and only if
the directed graph G associated with the n agents contains
a directed spanning tree.
The above result shows the consensus convergence of mul-
tiple Lagrangian systems under a general directed graph in
the presence of parametric uncertainties. However, there are
still some issues which need to be further studied. The first
one is that the final consensus equilibrium is not explicitly
derived. It is still unclear where the consensus equilibrium
would be. The second is that the external disturbances are
not taken into account. In this section, we aim to propose a
new distributed control algorithm such that the final consensus
equilibrium can be explicitly derived, which means that an
asymptotic consensus convergence should be achieved even
in the presence of external disturbances. Different from (3)
and (4), we introduce the following auxiliary variables which
is motivated by [22]
ϑi = q˙i + αi
n∑
i=1
aij(qi − qj) (6)
q˙ri = − αi
n∑
i=1
aij(qi − qj)−
∫ t
0
ϑi(τ)dτ (7)
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si = q˙i − q˙ri = ϑi +
∫ t
0
ϑi(τ)dτ (8)
where αi are arbitrary positive constants, i = 1, . . . , n. The
differences compared with (3) and (4) are stated as follows.
First, an integral term is introduced into the auxiliary variable
design, which has benefits on deriving the final consensus
equilibrium. Second, each agent is assigned its own gain
αi. Therefore, no common gains will be used in the control
algorithm.
We propose the following control algorithm for (1)
τi = −Kisi + Yi(qi, q˙i, q¨ri, q˙ri)Θ̂i − dˆi‖si‖+ µi(t)si(9a)
˙̂
Θi = −ΛiY Ti (qi, q˙i, q¨ri, q˙ri)si (9b)
˙ˆ
di = δi
‖si‖2
‖si‖+ µi(t) (9c)
where Ki and Λi are symmetric positive-definite matrixes, δi
is a positive constant, q˙ri and si are defined as in (7) and (8),
respectively, Θ̂i is the estimate of Θi, dˆi is the estimate of
dmax with dˆi(0) ≥ 0, and Yi(qi, q˙i, q¨ri, q˙ri) is defined as in
(A3). The function µi(t) is chosen such that µi(t) > 0, ∀t ≥ 0,
and
∫∞
0
µi(t) < ∞. Examples include e−t and 1(t+1)2 . The
third term in (9a) − dˆi‖si‖+µi(t)si is used to compensate for the
bounded external disturbances, which is continuous. Clearly,
under (9c), dˆi(t) ≥ 0, ∀t ≥ 0.
Remark 3.2: Note from (9c) that dˆi(t) is monotonically
increasing and sensitive to ‖si‖. One alternation is to use the
σ−modification, where (9c) can be redesigned as
˙ˆ
di = δi(
‖si‖2
‖si‖+ µi(t) − σidˆi)
with σi > 0. However, only UUB (uniformly ultimately
bounded) result can be obtained. One improvement is the adap-
tive version of the σ−modification, where (9c) is redesigned
as
˙ˆ
di = δi
[ ‖si‖2
‖si‖+ µi(t) − σi(dˆi − d¯i)
]
˙¯di = γi(dˆi − d¯i)
with δi, σi, γi > 0. Using this scheme, asymptotical consensus
convergence can be preserved with robust and fast adaption in
the face of high-gain learning rates. The detailed discussions
can be found in [46] and [9].
To facilitate the convergence analysis, the following (n −
1)× n matrix Q is introduced [6]
Q =

−1 + (n− 1)v 1− v −v · · · −v
−1 + (n− 1)v −v 1− v . . . ...
...
...
. . . . . . −v
−1 + (n− 1)v −v · · · −v 1− v

(10)
with v = n−
√
n
n(n−1) . The matrix Q has the following properties
Q1n = 0n−1, QQT = In−1, QTQ = In − 1
n
1n1
T
n . (11)
And we have the following result.
Lemma 3.1: Suppose that the directed graph G contains a
directed spanning tree. All the eigenvalues of Q∆LAQT have
positive real parts, where Q is defined in (10), LA is the Lapla-
cian matrix associated with G, and ∆ 4= diag(α1, · · · , αn)
with αi being positive constants defined in (6). Further-
more, for any time-varying vector x(t) ∈ Rn, Qx(t) ∈
L∞ ⇔ LAx(t) ∈ L∞ and limt→∞ ‖Qx(t)‖ = 0 ⇔
limt→∞ ‖LAx(t)‖ = 0.
Proof: We first introduce the following n×n augmented
matrix
Q̂
4
=
(
1Tn/
√
n
Q
)
. (12)
It follows that
Q̂Q̂T =
(
1Tn/
√
n
Q
)(
1n/
√
n QT
)
=
(
1 1TnQ
T /
√
n
Q1n/
√
n QQT
)
,
and
Q̂T Q̂ =
(
1n/
√
n QT
)( 1Tn/√n
Q
)
=
1
n
1n1
T
n +Q
TQ.
Using (11), we can get Q̂Q̂T = Q̂T Q̂ = In, and thus Q̂ is
unitary. Note that
Q̂∆LAQ̂T =
(
1Tn/
√
n
Q
)
∆LA
(
1n/
√
n QT
)
=
(
1Tn∆LA1n
n
1Tn∆LAQT√
n
Q∆LA1n√
n
Q∆LAQT
)
=
(
0
1Tn∆LAQT√
n
0n−1 Q∆LAQT
)
. (13)
The above equality as well as the fact that Q̂ is unitary imply
that the n eigenvalues of ∆LA contains zero and the n − 1
eigenvalues of Q∆LAQT . On the other hand, note that ∆LA
can be viewed as the Laplacian matrix associated with the
graph G, with the adjacency matrix A = [aij ] ∈ Rn×n being
replaced by ∆A = [αiaij ]. Therefore, if G contains a directed
spanning tree, we can get from Lemma 2.1 that the matrix
∆LA has one single zero eigenvalue and all other eigenvalues
have positive real parts. We then can get from (13) that all the
eigenvalues of Q∆LAQT have positive real parts.
For any time-varying vector x, if Qx ∈ L∞, LAQTQx ∈
L∞ since multiplying a bounded matrix does not change the
boundedness. From (11),
LAQTQx = LA(In − 1
n
1Tn1n)x = LAx. (14)
We then can conclude that LAx ∈ L∞. On the other hand, if
LAx ∈ L∞, from (14), LAQTQx ∈ L∞. And QLAQTQx ∈
L∞. Note that the matrix QLAQT is nonsingular under the
condition that G contains a directed spanning tree. We then can
get Qx ∈ L∞. Following the same process, one can easily get
that limt→∞ ‖Qx(t)‖ = 0⇔ limt→∞ ‖LAx(t)‖ = 0.
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Remark 3.3: From Lemma 3.1, the n − 1 eigenvalues of
Q∆LAQT ∈ R(n−1)×(n−1) are exactly the n − 1 ones
with positive real parts of ∆LA. Actually, the transformation
matrix Q is introduced to convert the consensus problem to a
stabilization problem.
We have the following main result under a fixed directed
graph.
Theorem 3.4: Suppose that the directed graph G contains a
directed spanning tree. Using (9) for (1), ‖qi(t)− qj(t)‖ → 0
and q˙i(t) → 0p as t → ∞. In particular, limt→∞ qi(t) =∑n
i=1
ξi
αi
qi(0)/
∑n
i=1
ξi
αi
, i = 1, . . . , n, where ξi is defined as
in Lemma 2.1, and αi is defined in (6).
Proof: Using (9) for (1), we have the following closed-
loop system
Mi(qi)s˙i =− Ci(qi, q˙i)si −Kisi − Yi(qi, q˙i, q¨ri, q˙ri)Θ˜i
− di(t)− dˆi‖si‖+ µi(t)si (15)
where Θ˜i
4
= Θi − Θ̂i.
Considering the following Lyapunov function candidate
V =
1
2
n∑
i=1
sTi Mi(qi)si +
1
2
n∑
i=1
Θ˜Ti Λ
−1
i Θ˜i
+
n∑
i=1
1
2δi
(dˆi − dmax)2. (16)
where dmax is the unknown upper bound for the external dis-
turbances. The derivative of V (t) along (15) can be computed
as follows
V˙ =
n∑
i=1
[
sTi Mi(qi)s˙i +
1
2
sTi M˙i(qi)si + Θ˜
T
i Λ
−1
i
˙˜
Θi
+
1
δi
(dˆi − dmax) ˙ˆdi
]
≤
n∑
i=1
[− sTi Kisi + ‖si‖dmax − dmax‖si‖2‖si‖+ µi(t)]
=
n∑
i=1
[− sTi Kisi + dmax‖si‖µi(t)‖si‖+ µi(t) ]
≤
n∑
i=1
[− sTi Kisi + dmaxµi(t)] (17)
where we have used the fact that µi(t) > 0 to obtain the last
inequality. Integrating both sides of (17), we have
V (t)− V (0)
≤
n∑
i=1
[− ∫ t
0
sTi (τ)Kisi(τ)dτ + dmax
∫ t
0
µi(τ)dτ
]
which can be rewritten as
V (t) +
n∑
i=1
∫ t
0
sTi (τ)Kisi(τ)dτ
≤ V (0) + dmax
n∑
i=1
∫ t
0
µi(τ)dτ
Because
∫ t
0
µi(τ)dτ <∞ and Ki, i = 1, . . . , n, are symmetric
positive definite, we can get si ∈ L2 and V (t) ∈ L∞,
which implies that si, Θ˜i, dˆi ∈ L∞. For the system (8), taking
si as the input and
∫ t
0
ϑi(τ)dτ the state, the system (8) is
input-to-state stable. Then it follows from si ∈ L∞ that
ϑi,
∫ t
0
ϑi(τ)dτ ∈ L∞.
Let ϑ, q, and s be the column stack vectors of, respectively,
ϑi, qi, and si, i = 1, . . . , n. Then (6) can be written in the
following vector form
ϑ = q˙ + (∆LA ⊗ Ip)q. (18)
where ∆ is defined in Lemma 3.1. Define the following vectors
ϑˆ
4
= (Q⊗ Ip)ϑ, qˆ 4= (Q⊗ Ip)q, sˆ 4= (Q⊗ Ip)s
with Q being defined in (10). Since ϑ, s ∈ L∞, we can easily
get ϑˆ, sˆ ∈ L∞. Note that LA1n = 0. Multiplying both sides
of (18) by Q⊗ Ip, we obtain
ϑˆ = ˙ˆq + (Q∆LA ⊗ Ip)q
= ˙ˆq + (Q∆LAQTQ⊗ Ip)q
= ˙ˆq + (Q∆LAQT ⊗ Ip)qˆ (19)
where we have used the fact that LAQTQ = LA(In −
1
n1n1
T
n ) = LA from (11) to obtain the second equality. Also
note that rank(Q) = rank(QQT ) = n − 1 and thus the null
space of Q is {a1n : a ∈ R}. In other words, Qx = 0 if and
only if x = a1n for some a ∈ R, which means that the agents
achieve consensus (q = b1n for some b ∈ Rp) if and only if
qˆ = 0p(n−1). Therefore, the consensus problem for (1) using
(9) is converted into the stability problem of system (19). One
key is the properties of the matrix Q∆LAQT , especially the
distribution of its eigenvalues.
Since G contains a directed spanning tree, we can get from
Lemma 3.1 that all the eigenvalues of Q∆LAQT have positive
real parts. For the system (19), taking ϑˆ as the input and qˆ
the state, the system (19) is input-to-state stable. Then from
ϑˆ ∈ L∞, we can obtain that qˆ ∈ L∞ and thus ˙ˆq ∈ L∞
from (19) and (LA ⊗ Ip)q ∈ L∞. From (6) and ϑˆ ∈ L∞,
we can get q˙ ∈ L∞. From (7) and
∫ t
0
ϑi(τ)dτ ∈ L∞, we
have q˙ri ∈ L∞. Differentiating both sides of (7), we can
conclude from q˙, ϑ ∈ L∞ that q¨ri ∈ L∞. Up to now, we
obtain si, q˙i, q˙ri, q¨ri, Θ˜i, dˆi ∈ L∞. We then can get from (A1)
and (15) that s˙i ∈ L∞. Therefore, we have si ∈ L2
⋂
L∞ and
s˙i ∈ L∞. Then from Barbalat’s Lemma, we can conclude that
limt→∞ ‖si(t)‖ = 0, i = 1, . . . , n.
Note that the system (8) is input-to-state stable with
respect to the input si and the state
∫ t
0
ϑi(τ)dτ . Since
limt→∞ ‖s(t)‖ = 0, limt→∞ ‖
∫ t
0
ϑi(τ)dτ‖ = 0 and
limt→∞ ‖ϑi(t)‖ = 0, i = 1, . . . , n. Clearly, limt→∞ ‖ϑˆ(t)‖ =
0. From (19), we can obtain that limt→∞ ‖qˆ‖ = 0. From
Lemma 3.1, we can conclude that limt→∞ ‖(LA⊗ Ip)q‖ = 0,
i.e., limt→∞ ‖qi(t) − qj(t)‖ = 0. Since limt→∞ ‖ϑ(t)‖ = 0,
we can get from (18) that limt→∞ ‖q˙‖ = 0.
In the remainder of this proof, we derive the final con-
sensus equilibrium. Since limt→∞ ‖qi(t) − qj(t)‖ = 0,
∀i, j = 1, . . . , n, there exists a function q∞(t) such that
limt→∞(qi(t)− q∞(t)) = 0p, ∀i = 1, . . . , n. Note that q∞(t)
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can be either a constant vector or a time-varying function. It
is not clear that qi(t) converges currently. Multiplying both
sides of (18) by (ξT∆−1)⊗ Ip, where ξ is defined in Lemma
2.1. And we have
[(ξT∆−1)⊗ Ip]ϑ =[(ξT∆−1)⊗ Ip]q˙ + [(ξT∆−1∆LA)⊗ Ip]q
=[(ξT∆−1)⊗ Ip]q˙
where we have used the fact ξTLA = 0n to obtain the last
equality. We then have
n∑
i=1
ξi
αi
ϑi =
n∑
i=1
ξi
αi
q˙i. (20)
Integrating both sides of (20) from 0 to t, we have
n∑
i=1
ξi
αi
∫ t
0
ϑi(τ)dτ
=
n∑
i=1
ξi
αi
∫ t
0
q˙i(τ)dτ
=
n∑
i=1
ξi
αi
(
qi(t)− qi(0)
)
=
n∑
i=1
ξi
αi
q∞(t)−
n∑
i=1
ξi
αi
qi(0) +
n∑
i=1
ξi
αi
(
qi(t)− q∞(t)
)
.
(21)
Noting that limt→∞
(
qi(t) − q∞(t)
)
= 0p, ∀ε > 0,∃T1 >
0, such that ‖qi(t) − q∞(t)‖ < ε2 , ∀t > T1. Similarly,
since limt→∞
∫ t
0
ϑi(τ)dτ = 0p, ∀ε > 0,∃T2 > 0, such
that ‖ ∫ t
0
ϑi(τ)dτ‖ < ε2 , ∀t > T2. From (21), when t >
max{T1, T2}
‖q∞(t)−
n∑
i=1
ξi
αi
qi(0)/
n∑
i=1
ξi
αi
‖
= ‖
n∑
i=1
ξi
αi
( ∫ t
0
ϑi(τ)dτ − qi(t) + q∞(t)
)
/
n∑
i=1
ξi
αi
‖
≤
n∑
i=1
ξi
αi
(‖ ∫ t
0
ϑi(τ)dτ‖+ ‖qi(t)− q∞(t)‖
)
/
n∑
i=1
ξi
αi
≤ ε
which implies that the limit limt→∞ q∞(t) exists. Therefore,
we can get that the limit limt→∞ qi(t) also exists and
lim
t→∞ qi(t) = limt→∞ q∞(t) =
n∑
i=1
ξi
αi
qi(0)/
n∑
i=1
ξi
αi
. (22)
Eq. (22) shows that the positions of the agents will converge
to a stationary point, which is the weighted average of the
initial positions.
By introducing a robust term with adaptive varying gains
in the control design, the asymptotic consensus has been
achieved even in the presence of external disturbances. And
the final consensus equilibrium has been derived with the help
of integral terms in (7), which is dependent on the initial states
of the agents, the interactive topology, and the control gains
of the proposed control algorithm.
We next show that the final consensus equilibrium depends
on the agents which are the roots of the graph. Without loss of
generality, we can assume that the Laplacian matrix LA has
the following form
LA =
(
L11 0
L21 L22
)
(23)
where Lii ∈ Rri×ri , and r1 + r2 = n. Under the condition
that G contains a spanning tree, the agents associated with
L11 are all the roots in the graph, which implies that the
directed subgraph associated with L11 ∈ Rr1×r1 is strongly
connected. If the Laplacian matrix does not have the form
of (23), one can always rearrange the order of the agents
to make the new Laplacian matrix have the form of (23).
Since L11 is strongly connected, we can get from Lemma
2.1 that there exists a vector ξ¯
4
= [ξ1, . . . , ξr1 ]
T ∈ Rr1
with
∑r1
i=1 ξi = 1 and ξi > 0, ∀i = 1, . . . , r1, such that
ξ¯TL11 = 0. Define ξ
4
= [ξ1, . . . , ξr1 , 0, . . . , 0]
T . We have
ξTLA = 0. Then the final consensus equilibrium becomes
q(∞) = ∑r1i=1 ξiαi qi(0)/∑r1i=1 ξiαi , i.e., only the roots of the
graph are involved.
B. Switching Directed Graphs
In practice, the communication or sensing topology among
the agents may switch due to vehicle motion or communication
dropouts. We thus get a time-varying directed graph G(t) 4=
(V, E(t)), where the node set V is the same as the fixed one
and the edge set E(t) is time-varying. The adjacency matrix
A(t) = [aij(t)] ∈ Rn×n associated with G(t) is piecewise
continuous, and aij(t) ∈ [a, a¯], where 0 < a < a¯, if (j, i) ∈ E ,
and aij = 0 otherwise. Let t0, t1, . . . be the time sequence
corresponding to the times at which A(t) switches, where it
is assumed that ti−ti−1 ≥ tD, ∀i = 1, 2, . . . with tD a positive
constant. An infinite sequence of switching graphs G(ti), t =
0, 1, . . . is called to be uniformly jointly connected if there
exists an infinite sequence of contiguous, nonempty, uniformly
bounded time-intervals [tij , tij+1 ], j = 1, 2, . . . , starting at
ti1 = t0, satisfying that the union of the directed graphs across
each such interval contains a directed spanning tree.
For the consensus of multiple single integrators under
switching directed graphs,
x˙i = −αi
n∑
j=1
aij(t)(xi − xj) (24)
where xi ∈ R, i = 1, . . . , n, the following well-known result
holds [44].
Lemma 3.2: If the infinite sequence of switching graphs
G(ti), t = 0, 1, . . . is uniformly jointly connected, the closed-
loop system of (24) is uniformly stable.
In (9), q¨ri is used in the control design, which may cause a
problem when aij is time-varying. Therefore, the auxiliary
variables defined in (6)-(8) fails to address the consensus
problem under switching directed graphs. We next present
a new approach motivated by the model reference adaptive
consensus scheme proposed in our recent work [47]. Define
wi
4
= q˙i + qi. Then (1) can be written as follows
Mi(qi)w˙i + Ci(qi, q˙i)wi = τi − di +Mi(qi)q˙i
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+ Ci(qi, q˙i)qi − gi(qi) (25)
Note that (25) is a first order nonlinear system. Motivated by
the model reference adaptive consensus scheme in [47], we
propose the following reference model for (25)
z˙i = −αi
n∑
j=1
aij(t)(wi − wj)
= −αi
n∑
j=1
aij(t)(qi − qj + q˙i − q˙j) (26)
where αi, i = 1, . . . , n, are positive constants. Clearly,
both relative position and velocity measurements are used
to generate the reference state zi. Define the tracking error
ei
4
= wi − zi. We have the following form of (25)
Mi(qi)e˙i + Ci(qi, q˙i)ei
= τi − di −Mi(qi)(z˙i − q˙i)− gi(qi)− Ci(qi, q˙i)(zi − qi)
= τi − di − Yi(qi, q˙i, z˙i − q˙i, zi − qi)Θ̂i
To make ei(t) → 0p as t → ∞, we propose the following
control algorithm
τi = −Kiei + Yi(qi, q˙i, q˙i − z˙i, qi − zi)Θ̂i
− dˆi‖ei‖+ µi(t)ei (27a)
˙̂
Θi = −ΛiYi(qi, q˙i, q˙i − z˙i, qi − zi)ei (27b)
˙ˆ
di = δi
‖ei‖2
‖ei‖+ µi(t) (27c)
where Ki,Λi, δi, and µi(t) are defined the same as in (9). We
have the following result under switching directed graphs.
Theorem 3.5: Suppose that the infinite sequence of switch-
ing graphs G(ti), t = 0, 1, . . . is uniformly jointly connected.
Using (27) for (1), ‖qi(t) − qj(t)‖ → 0 and ‖q˙i(t)‖ → 0 as
t→∞.
Proof: Using (27) for (1), we have the following closed-
loop system
Mi(qi)e˙i =− Ci(qi, q˙i)ei − Yi(qi, q˙i, q˙i − z˙i, qi − zi)Θ˜i
−Kisi − di(t)− dˆi‖ei‖+ µi(t)ei. (28)
By considering the following Lyapunov function candidate
V =
1
2
n∑
i=1
eTi Mi(qi)ei +
1
2
n∑
i=1
Θ˜Ti Λ
−1
i Θ˜i
+
n∑
i=1
1
2δi
(dˆi − dmax − 1)2
and following the same steps in the proof of Theorem 3.4, we
can obtain
V˙ ≤
n∑
i=1
[− eTi Kiei + dmaxµi(t)− ‖ei‖2‖ei‖+ µi(t)] (29)
Integrating both sides of (29), we can get that ei, Θ˜i, dˆi ∈ L∞,
ei ∈ L2, and ‖ei‖
2
‖ei‖+µi(t) ∈ L1. Note that∫ t
0
‖ei(τ)‖dτ=
∫ t
0
‖ei(τ)‖2
‖ei(τ)‖+µi(τ)dτ+
∫ t
0
‖ei(τ)‖µi(τ)
‖ei(τ)‖+µi(τ)dτ
≤
∫ t
0
‖ei(τ)‖2
‖ei(τ)‖+ µi(τ)dτ +
∫ t
0
µi(τ)dτ.
(30)
Since ‖ei‖
2
‖ei‖+µi(t) ∈ L1 and µi(t) ∈ L1, we can get ei(t) ∈ L1.
Let z and e be, respectively, the stack vectors of zi and ei,
i = 1, . . . , n. From the definition of ei, (26) can be written in
the following vector form
z˙ = −(∆LA(t)⊗ Ip)z − (∆LA(t)⊗ Ip)e. (31)
Let Φ(t, 0) be the transition matrix for −∆LA(t) ⊗ Ip. If
the sequence of switching graphs G(ti), i = 0, 1, . . . is
uniformly jointly connected, from Lemma 3.2, the system
z˙ = −(∆LA(t) ⊗ Ip)z is uniformly stable, which implies
that ‖Φ(t, τ)‖ ≤ γ, for some positive constant γ [48]. Then
the solution of (31) is
z(t) = Φ(t, 0)z(0)−
∫ t
0
Φ(t, τ)(∆LA(τ)⊗ Ip)e(τ)dτ.
(32)
Since αi are constants and aij(t) are bounded, there exists
a positive constant c > 0 such that ‖∆LA(τ) ⊗ Ip‖ ≤ c.
Combing with ‖Φ(t, τ)‖ ≤ γ, we have
‖z(t)‖ ≤ ‖Φ(t, 0)z(0)‖+
∫ t
0
‖Φ(t, τ)‖‖∆LA(τ)⊗ Ip‖‖e(τ)‖dτ
≤ γ‖z(0)‖+ γc
∫ t
0
‖e(τ)‖dτ <∞ (33)
which implies that z(t) ∈ L∞. Since wi = ei + zi and ei ∈
L∞, wi ∈ L∞. Note that the system q˙i = −qi + wi is input-
to-state stable with respect to the input wi and the state qi, we
can conclude that qi, q˙i ∈ L∞. From (26), we have z˙i ∈ L∞.
From (A1) and (28), we can get e˙i ∈ L∞. Remembering
that ei ∈ L∞
⋂
L2, we can get from Barbalat’s Lemma that
limt→∞ ei(t) = 0p, i = 1, . . . , n.
Define zˆ = (Q⊗ Ip)z, eˆ = (Q⊗ Ip)e, wˆ = (Q⊗ Ip)w, and
qˆ = (Q ⊗ Ip)q. Clearly, eˆ ∈ L∞
⋂
L2. Following (19), (31)
can be rewritten as
˙ˆz = −(Q∆LA(t)QT ⊗ Ip)zˆ − (Q∆LA(t)⊗ Ip)e (34)
Since the system z˙ = −(∆LA(t) ⊗ Ip)z is uniformly stable,
from the properties of Q, the system ˙ˆz = −(Q∆LA(t)QT ⊗
Ip)zˆ is uniformly exponentially stable, which implies that the
system (34) is input-to-state stable with respect to the input
(Q∆LA(t) ⊗ Ip)e and state zˆ. Note that aij(t) is bounded.
We can obtain that limt→∞ ‖zˆ(t)‖ = 0. Following the same
steps in the proof of Theorem 3.4, we can conclude the result.
IV. CONSENSUS ALGORITHM WITHOUT RELATIVE
VELOCITY FEEDBACK
In practice, for second-order systems, relative position infor-
mation among the agents can be measured by sonar or visual
devices. Generally, relative velocity measurements are more
difficult to obtain than relative position measurements. One
way is to use differentiators from the relative position measure-
ments. However, the differentiators are difficult to implement
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and extremely sensitive to errors and noises. Another way
is to communicate the velocity measurements if each agent
can measure its own absolute velocity, which will require the
systems to be equipped with the communication capability
and raise the communication burden. And in the control
algorithm design for multi-agent systems, using less relative
information is always welcome. Therefore, in this section,
we will propose control algorithm without using neighbors’
velocity measurements under both fixed and switching directed
graphs.
A. Fixed Directed Graph
For a fixed directed graph, we propose a control algorithm
without using neighbors’ velocity measurements motivated by
[19]
τi = −kˆi(t)si + Yi(qi, q˙i,0p, q˙ri)Θ̂i
− dˆi‖si‖+ µi(t)si (35a)
˙̂
Θi = −ΛiY Ti (qi, q˙i,0p, q˙ri)si (35b)
˙ˆ
ki = γis
T
i si (35c)
˙ˆ
di = δi
‖si‖2
‖si‖+ µi(t) (35d)
where kˆi is the time-varying control gain with ki(0) ≥ 0, Λi is
symmetric positive-definite, γi is a positive constant, q˙ri and si
are defined as in (7) and (8), respectively, Θ̂i, dˆi, and µi(t) are
defined as in (9), and Yi(qi, q˙i,0p, q˙ri) is defined as in (A3).
Specifically, Yi(qi, q˙i,0p, q˙ri)Θi = Ci(qi, q˙i)q˙ri + gi(qi).
Without loss of generality, we assume that the Laplacian
matrix LA has the form of (23). We have the following main
result without relative velocity measurements under a fixed
directed graph.
Theorem 4.1: Suppose that the directed graph G contains
a directed spanning tree and the Laplacian matrix LA has
the form of (23). Using (35) for (1), ‖qi(t) − qj(t)‖ → 0
and q˙i(t) → 0p as t → ∞. In particular, limt→∞ qi(t) =∑r1
i=1
ξi
αi
qi(0)/
∑r1
i=1
ξi
αi
, i = 1, . . . , n, where ξi is defined as
in Lemma 2.1, and αi is defined in (6).
Proof: By considering the form (23) of the Laplacian
matrix, we divide the agents into two sets. One is the set
containing all roots and the other containing all non-root
agents. The consensus convergence of all roots whose associ-
ated graph is strongly connected is studied first. And then the
consensus convergence of the other agents is tackled through a
leader-following framework. The final consensus equilibrium
point depends only on the initial states of the roots.
Using (35a), the closed-loop system (1) can be written as
Mi(qi)s˙i =− Ci(qi, q˙i)si − kˆisi − Yi(qi, q˙i,0p, q˙ri)Θ˜i
−Mi(qi)q¨ri − di(t)− dˆi‖si‖+ µi(t)si (36)
where Θ˜i
4
= Θi − Θ̂i.
We first consider the consensus convergence of the agents
associated with L11. Consider the following positive weight
function
V11 =
1
2
r1∑
i=1
[
sTi Mi(qi)si + Θ˜
T
i Λ
−1
i Θ˜i + γ
−1
i (kˆi − k¯1)2
+ δ−1i (dˆi − dmax)2
]
(37)
where k¯1 is a positive constant to be determined later. The
derivative of V11(t) along (36) can be written as
V˙11 =
r1∑
i=1
[
− k¯1sTi si − sTi Mi(qi)q¨ri − sTi di(t)
− dˆi‖si‖
2
‖si‖+ µi(t) + (dˆi − dmax)
‖si‖2
‖si‖+ µi(t)
]
≤
r1∑
i=1
[
− k¯1sTi si − sTi Mi(qi)q¨ri + dmaxµi(t)
]
(38)
Define M(q¯1)
4
= diag(M1(q1), · · · ,Mr1(qr1)), ξ˜i 4=
ξi
αi
/
∑r1
i=1
ξi
αi
, Ξ˜1
4
= diag(ξ˜1, · · · , ξ˜r1), q˜i 4= qi −
∑r1
j=1 ξ˜jqj ,
∆1
4
= diag(α1, · · · , αr1), and L˜1 4= ∆1L11. Let ϑ¯1, q¯1, q¯r1,
¯˜q1, s¯1, and
¯˜
ξ1 be the column stack vectors of, respectively, ϑi,
qi, qri, q˜i, si, and ξ˜i, i = 1, . . . , r1. We then get from (7) and
(8) that
˙¯q1 = s¯1 − (L˜1 ⊗ Ip)¯˜q1 −
∫ t
0
ϑ¯1(τ)dτ (39)
and
¨¯qr1 = − (L˜1 ⊗ Ip) ˙¯q1 − ϑ¯1
=− [(L˜1 + Ir1)⊗ Ip]
(
s¯1 −
∫ t
0
ϑ¯1(τ)dτ
)
+ (L˜1 ⊗ Ip)2 ¯˜q1.
We can then get that
s¯T1 M(q¯1)¨¯qr1
≤ km‖s¯1‖‖¨¯qr1‖
≤ kmσmax(L˜1 + In)‖s¯1‖2 + kmσ2max(L˜1)‖s¯1‖‖¯˜q1‖
+ kmσmax(L˜1 + In)‖s‖‖
∫ t
0
ϑ¯1(τ)dτ‖ (40)
where we have used the fact that xTPy ≤ σmax(P )‖x‖‖y‖,
for vectors x, y, and matrix P with appropriate dimensions,
to get the last inequality.
Consider the following positive weight function
V12(t) =
r1∑
i=1
ξ˜iq˜
T
i q˜i +
β1
2
[ ∫ t
0
ϑ¯1(τ)dτ
]T ∫ t
0
ϑ¯1(τ)dτ,
(41)
where β1 is a positive constant to be determined later. Its
derivative can be written as
V˙12(t) =
˙˜¯qT1 (Ξ˜1 ⊗ Ip)¯˜q1 + ¯˜qT1 (Ξ˜1 ⊗ Ip) ˙˜¯q1
+ β1
[ ∫ t
0
ϑ¯1(τ)dτ
]T
ϑ¯1. (42)
Note that
˙˜¯q1 = ˙¯q1 − 1r1 ⊗ [(ξ˜T ⊗ Ip) ˙¯q1]
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=− (L˜1 ⊗ Ip)¯˜q1 + s¯1 −
∫ t
0
ϑ¯1(τ)dτ
− 1r1 ⊗ [(ξ˜T ⊗ Ip)(s¯1 −
∫ t
0
ϑ¯1(τ)dτ)] (43)
where we have used (39) and the fact that ξ˜T L˜1 = 0r1 to
obtain the second equality. Also note that
(Ξ˜1 ⊗ Ip)
{
1r1 ⊗ [(ξ˜T ⊗ Ip)(s¯1 −
∫ t
0
ϑ¯1(τ)dτ)]
}
=
{
[Ξ˜1(1r1 ⊗ ξ˜T )]⊗ Ip
}
(s¯1 −
∫ t
0
ϑ¯1(τ)dτ)
=[(ξ˜ξ˜T )⊗ Ip](s¯1 −
∫ t
0
ϑ¯1(τ)dτ). (44)
Substituting (43) and (44) into (42), we obtain
V˙12(t) =− ¯˜qT1 [(Ξ˜1L˜1 + L˜T1 Ξ˜1)⊗ Ip]¯˜q1 − β1‖
∫ t
0
ϑ¯1(τ)dτ‖2
+ 2¯˜q1
T
[(Ξ˜1 − ξ˜ξ˜T )⊗ Ip](s¯1 −
∫ t
0
ϑ¯1(τ)dτ)
+ β1s¯
T
1
∫ t
0
ϑ¯1(τ)dτ. (45)
Define B˜1
4
= Ξ˜1L˜1 + L˜
T
1 Ξ˜1. Note that (ξ˜
T ⊗ Ip)q˜ = 0p
and the subgraph associated with L11 is strongly connected.
It follows from Lemma 2.2 that ¯˜qT1 (B˜1⊗Ip)¯˜q1 ≥ a(B˜1)‖¯˜q1‖2,
where a(B˜1) > 0 is defined the same as in (2). Since 1Tr1 ξ˜ = 1,
we can conclude that the matrix Ξ˜1 − ξ˜ξ˜T is diagonally
dominant and thus symmetric positive semidefinite. From
Gersgorin Theorem, we can get that σmax(Ξ˜1 − ξ˜ξ˜T ) ≤ 12 .
It follows from (45) that
V˙12(t) ≤− a(B˜1)‖¯˜q1‖2 − β1‖
∫ t
0
ϑ¯1(τ)dτ‖2 + ‖¯˜q1‖‖s¯1‖
+ ‖¯˜q1‖‖
∫ t
0
ϑ¯1(τ)dτ‖+ β1‖s¯1‖‖
∫ t
0
ϑ¯1(τ)dτ‖.
(46)
Let β1 = 12a(B˜1) + 1. Note that
‖¯˜q1‖‖
∫ t
0
ϑ¯1(τ)dτ‖ ≤ a(B˜1)
2
‖¯˜q1‖2 + 1
2a(B˜1)
‖
∫ t
0
ϑ¯1(τ)dτ‖2.
Then we can obtain that
V˙12(t) ≤− a(B˜1)
2
‖¯˜q1‖2 − ‖
∫ t
0
ϑ¯1(τ)dτ‖2 + ‖¯˜q1‖‖s¯1‖
+ β1‖s¯1‖‖
∫ t
0
ϑ¯1(τ)dτ‖. (47)
We then consider the following Lyapunov function candi-
date
V1(t) = V11(t) + V12(t). (48)
From (38), (40), and (47), we obtain
V˙1(t) ≤− k¯1‖s¯1‖2 + kmσmax(L˜11 + Ir1)‖s¯1‖2
+
[
kmσmax(L˜11 + Ir1) + β1
]‖s¯1‖‖∫ t
0
ϑ¯1(τ)dτ‖
+ [kmσ
2
max(L˜11) + 1]‖s¯1‖‖¯˜q1‖
− a(B˜1)
2
‖¯˜q1‖2 − ‖
∫ t
0
ϑ¯1(τ)dτ‖2 + dmax
r1∑
i=1
µi(t).
Note that
[kmσmax(L˜11 + Ir1) + β1]‖s¯1‖‖
∫ t
0
ϑ¯1(τ)dτ‖
≤ [kmσmax(L˜11 + Ir1) + β1]
2
2
‖s¯1‖2 + 1
2
‖
∫ t
0
ϑ¯1(τ)dτ‖2,
and
[kmσ
2
max(L˜11) + 1]‖s¯1‖‖¯˜q1‖
≤ [kmσ
2
max(L˜11) + 1]
2
a(B˜1)
‖s¯1‖2 + a(B˜1)
4
‖¯˜q1‖2.
Choose k¯1 such that
k¯1 =kmσmax(L˜11 + Ir1) +
[kmσmax(L˜11 + Ir1) + β1]
2
2
+
[kmσ
2
max(L˜11) + 1]
2
a(B˜1)
+ k0, (49)
with k0 being a positive constant. We then have
V˙1(t) ≤− k0‖s¯1‖2 − a(B˜1)
4
‖¯˜q1‖2 − 1
2
‖
∫ t
0
ϑ¯1(τ)dτ‖2
+ dmax
r1∑
i=1
µi(t). (50)
Integrating both sides of (50) and make some manipulation,
we can get
V1(t) +
a(B˜1)
4
∫ t
0
‖¯˜q1(τ)‖2dτ + 1
2
∫ t
0
‖
∫ τ
0
ϑ¯1(x)dx‖2dτ
+ k0
∫ t
0
‖s¯1(τ)‖2dτ ≤ V1(0) + dmax
r1∑
i=1
∫ t
0
µi(τ)dτ. (51)
Since k0, a(B˜1) > 0 and
∫ t
0
µi(τ)dτ < ∞, ∀i =
1, . . . , r1, we can get that V (t) ∈ L∞, which means that
si, Θ˜i, kˆi, q˜i,
∫ t
0
ϑi(τ)dτ ∈ L∞, and si, q˜i,
∫ t
0
ϑi(τ)dτ ∈ L2,
i = 1, . . . , r1. From (6) and (8), we can get ϑi, q˙i ∈ L2,
i = 1, . . . , r1.
We then consider the agents associated with L22. Note
that the eigenvalues of LA are the eigenvalues of L11 and
L22. Under the condition that G contains a directed spanning
tree, we can get from Lemma 2.1 that LA has a single zero
eigenvalue and all other eigenvalues have positive real parts.
Since the subgraph associated with L11 is strongly connected,
we can conclude that all the eigenvalues of L22 have positive
real parts. From Definition 2.1, we have L22 is a nonsingular
M -matrix.
Define M(q¯2)
4
= diag(Mr1+1(qr1+1), · · · ,Mn(qn)), q˜i 4=
qi −
∑r1
j=1 ξ˜jqj , ∆2
4
= diag(αr1+1, · · · , αn), and L˜22 4=
∆2L22. Let ϑ¯2, q¯2, q¯r2, ¯˜q2, and s¯2 be the column stack vectors
of, respectively, ϑi, qi, qri, q˜i, and si, i = r1 +1, . . . , n. Since
L22 is a nonsingular M -matrix, L˜22 is also a nonsingular
M -matrix. It follows from Lemma 2.3 that there exists a
diagonal matrix W˜2
4
= diag(w˜r1+1, · · · , w˜n) with w˜i > 0,
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i = r1 + 1, . . . , n, such that Q˜
4
= L˜T22W˜2 + W˜2L˜22 is positive
definite. Define w˜max
4
= maxi{wr1+1, . . . , wn}. Motivated
by the previous results, we consider the following Lyapunov
function candidate
V2(t) =
1
2
n∑
i=r1+1
[
sTi Mi(qi)si + Θ˜
T
i Λ
−1
i Θ˜i +
(kˆi − k¯2)2
γi
+ wiq˜
T
i q˜i +
(dˆi − dmax)2
δi
]
+
β2
2
[ ∫ t
0
ϑ¯2(τ)dτ
]T ∫ t
0
ϑ¯2(τ)dτ (52)
where k¯2 and β2 are positive constants to be determined later.
Its derivative can be written as
V˙2 =
n∑
i=r1+1
[
− k¯2sTi si − sTi Mi(qi)q¨ri −
dˆi‖si‖2
‖si‖+ µi(t)
− sTi di(t) + (dˆi − dmax)
‖si‖2
‖si‖+ µi(t)
]
+ ˙˜¯qT2 (W˜2 ⊗ Ip)¯˜q2
+ ¯˜q
T
2 (W˜2 ⊗ Ip) ˙˜¯q2 + β2
[ ∫ t
0
ϑ¯2(τ)dτ
]T
ϑ¯2
≤
n∑
i=r1+1
[
− k¯2siT si − sTi Mi(qi)q¨ri + dmaxµi(t)
]
+ ˙˜¯qT2 (W˜2 ⊗ Ip)¯˜q2 + ¯˜qT2 (W˜2 ⊗ Ip) ˙˜¯q2
+ β2
[ ∫ t
0
ϑ¯2(τ)dτ
]T
ϑ2. (53)
Note that from (6) and (8),
s¯2 = ˙¯q2 + (L˜21 ⊗ Ip)¯˜q1 + (L˜22 ⊗ Ip)¯˜q2 +
∫ t
0
ϑ¯2(τ)dτ (54)
where L˜21
4
= ∆2L21. Therefore, we have
˙˜¯qT2 (W˜2 ⊗ Ip)¯˜q2 + ¯˜qT2 (W˜2 ⊗ Ip) ˙˜¯q2
=2[ ˙¯q2 − 1r2 ⊗
r1∑
j=1
ξ˜j q˙j ]
T (W˜2 ⊗ Ip)¯˜q2
=− ¯˜qT2 (Q˜⊗ Ip)¯˜q2 + 2¯˜qT2 (W˜2 ⊗ Ip)
[
s¯2 − (L˜21 ⊗ Ip)¯˜q1
−
∫ t
0
ϑ¯2(τ)dτ − 1r2 ⊗
r1∑
j=1
ξ˜j q˙j
]
≤− λmin(Q˜)‖¯˜q2‖2 + 2w˜max‖¯˜q2‖
∥∥∥s¯2 − (L˜21 ⊗ Ip)¯˜q1
−
∫ t
0
ϑ¯2(τ)dτ − 1r2 ⊗
r1∑
j=1
ξ˜j q˙j
∥∥∥
≤− λmin(Q˜)
2
‖¯˜q2‖2 +
8w˜2max
λmin(Q˜)
(
‖s¯2‖2 + σ2max(L˜21)‖¯˜q1‖2
+ ‖
∫ t
0
ϑ¯2(τ)dτ‖2 + ‖1r2 ⊗
r1∑
j=1
ξ˜j q˙j‖2
)
(55)
where we have used the Cauchy-Schwarz Inequality to obtain
the last inequality. From (7) and (8),
n∑
i=r1+1
sTi Mi(qi)q¨ri
=− s¯T2 M(q¯2)
[
(L˜21 ⊗ Ip) ˙¯q1 + (L˜22 ⊗ Ip) ˙¯q2 − ϑ¯2
]
≤ kmσmax(L˜21)‖s¯2‖‖ ˙¯q1‖+ km‖s¯2‖‖ϑ¯2‖+ km‖s¯2‖∥∥∥(L˜22 ⊗ Ip)[s¯2 − (L˜21 ⊗ Ip)¯˜q1 − (L˜22 ⊗ Ip)¯˜q2
−
∫ t
0
ϑ¯2(τ)dτ)
]∥∥∥
≤kmσmax(L˜21)
2
(‖s¯2‖2 + ‖ ˙¯q1‖2) + kmσmax(L˜22)‖s¯2‖2
+
km
2
(3‖s¯2‖2 + 2
∥∥∫ t
0
ϑ¯2(τ)dτ
∥∥2)
+
kmσmax(L˜22L˜21)
2
(‖s¯2‖2 + ‖¯˜q1‖2)
+
k2mσ
4
max(L˜22)
λmin(Q˜)
‖s¯2‖2 + λmin(Q˜)
4
‖¯˜q2‖2
+
kmσmax(L˜22)
2
(‖s¯2‖2 +
∥∥ ∫ t
0
ϑ¯2(τ)dτ
∥∥2) (56)
Also from (8), we have
β2
[ ∫ t
0
ϑ¯2(τ)dτ
]T
ϑ2
=β2
[ ∫ t
0
ϑ¯2(τ)dτ
]T
(s¯2 −
∫ t
0
ϑ¯2(τ)dτ)
≤β2
2
∥∥∫ t
0
ϑ¯2(τ)dτ
∥∥2 + β2
2
‖s¯2‖2 − β2
∥∥∫ t
0
ϑ¯2(τ)dτ
∥∥2
=− β2
2
∥∥∫ t
0
ϑ¯2(τ)dτ
∥∥2 + β2
2
‖s¯2‖2. (57)
Choose β2 and k¯2 to eliminate the terms associated with∥∥ ∫ t
0
ϑ¯2(τ)dτ
∥∥2 and ‖s¯2‖2 in (55-57), which yields
β2 =
16w˜2max
λmin(Q˜)
+ 2km + kmσmax(L˜22) + 1 (58)
and
k¯2 =km
σmax(L˜21) + 3 + 3σmax(L˜22) + σmax(L˜22L˜21)
2
+
k2mσ
2
max(L˜22)
λmin(Q˜)
+
8w˜2max
λmin(Q˜)
+
β2
2
+ k0 (59)
with k0 being a positive constant. Substituting (55-59) into
(53), we obtain
V˙2 ≤− k0‖s¯2‖2 − λmin(Q˜)
4
‖¯˜q2‖2 − 1
2
∥∥∫ t
0
ϑ¯2(τ)dτ
∥∥2
+ Φ(t) + dmax
n∑
i=r1+1
µi(t) (60)
where
Φ(t)
4
=
(
8w˜2maxσ
2
max(L˜21)
λmin(Q˜)
+
kmσmax(L˜22L˜21)
2
)
‖¯˜q1‖2
8w˜2max
λmin(Q˜)
‖1r2 ⊗
r1∑
j=1
ξ˜j q˙j‖2 + kmσmax(L˜21)
2
‖ ˙¯q1‖2.
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Since q˜i, q˙i ∈ L2, i = 1, . . . , r1, we have
∫ t
0
Φ(τ)dτ ∈ L∞.
Integrating both sides of (60) and after some manipulation, we
can obtain
V2(t) +
λmin(Q˜)
4
∫ t
0
‖¯˜q2(τ)‖2dτ + 1
2
∫ t
0
∥∥∫ τ
0
ϑ¯2(x)dx
∥∥2dτ
+k0
∫ t
0
‖s¯2(τ)‖2dτ≤V2(0)+
∫ t
0
Φ(τ)dτ+dmax
∫ t
0
µi(τ)dτ.
(61)
Since k0, λmin(Q˜) > 0 and
∫ t
0
µi(τ)dτ < ∞, i = r1 +
1, . . . , n, we can get V2(t) ∈ L∞ and s¯2, ¯˜q2,
∫ t
0
ϑ¯2(τ)dτ ∈ L2.
Combining (51) and (61), we obtain si, Θ˜i, kˆi, q˜i,∫ t
0
ϑi(τ)dτ ∈ L∞, i = 1, . . . , n, and si, q˜i,
∫ t
0
ϑi(τ)dτ ∈
L2, i = 1, . . . , n. From (8), we can get ϑi ∈ L∞ since
si,
∫ t
0
ϑi(τ)dτ ∈ L∞, i = 1, . . . , n. We can get from (6) and
(7) that q˙i, q¨ri ∈ L∞, i = 1, . . . , n. Obviously, ˙˜qi ∈ L∞. We
then can get from (A1) and (36) that s˙i ∈ L∞, i = 1, . . . , n.
By far we get
∫ t
0
ϑi(τ)dτ, si, q˜i ∈ L2
⋂
L∞ and
ϑi, s˙i, ˙˜qi ∈ L∞, it follows from Barbalat’s Lemma that
limt→∞ ‖
∫ t
0
ϑi(τ)dτ‖ = 0, limt→∞ ‖si(t)‖ = 0, and
limt→∞ ‖q˜i(t)‖ = 0, ∀i = 1, . . . , n. It follows from (8) that
limt→∞ ‖ϑi(t)‖ = 0, ∀i = 1, . . . , n. From the definition of
q˜i and (6), we can conclude that limt→∞ ‖qi(t)− qj(t)‖ = 0
and limt→∞ ‖q˙i(t)‖ = 0, ∀i, j = 1, . . . , n.
Following the same steps in the proof of Theorem 3.4, we
can derive the consensus equilibrium, which is
lim
t→∞ qi(t) =
r1∑
i=1
ξi
αi
qi(0)/
r1∑
i=1
ξi
αi
. (62)
Remark 4.2: Comparing with (9), the control algorithm
(35) does not use the relative velocity information. However,
the constant control gain Ki in (9) is replaced with a time-
varying adaptive gain kˆi(t) in (35). It is intuitively true that
the lack of information would have additional requirements on
the control gains. Although the choosing of k¯1, k¯2, β1, and
β2 use some global information, they are only used for the
consensus convergence. The proposed algorithms (9) and (35)
are fully distributed in the sense that only the information of
the agent and its neighbors are used, and there are no common
gains among the agents.
B. Switching Directed Graphs
Although the derivative of q˙ri is not used in the control
algorithm, the consensus convergence analysis relies on the
information of the Laplacian matrix, which cannot be used for
switching directed graphs. Motivated by the model reference
adaptive consensus scheme and the recent work in [10], we
propose the following reference model for each agent
z¨i = −
n∑
j=1
aij(t)(qi − qj)−
(∑n
j=1 aij(t)
ki
+ ki
)
q˙i (63)
where ki is a positive constant. Define ei
4
= qi − zi and wi 4=
e˙i + ei. Note that zi, ei, and wi are redefined here. Then the
closed-loop of (1) can be written as
Mi(qi)w˙i+Ci(qi, q˙i)wi =τi−di−Yi(qi, q˙i, z¨i−e˙i, z˙i−ei).
(64)
To make wi → 0, we propose the following control
algorithm
τi = −Kiwi + Yi(qi, q˙i, z¨i − e˙i, z˙i − ei)Θ̂i
− dˆi‖wi‖+ µi(t)wi (65a)
˙̂
Θi = −ΛiYi(qi, q˙i, z¨i − e˙i, z˙i − ei)wi (65b)
˙ˆ
di = δi
‖wi‖2
‖wi‖+ µi(t) (65c)
where Ki,Λi, δi, and µi(t) are defined the same as in (9). We
have the following result without relative velocity measure-
ments under switching directed graphs.
Theorem 4.3: Suppose that the infinite sequence of switch-
ing graphs G(ti), t = 0, 1, . . . is uniformly jointly connected.
Using (65) for (1), ‖qi(t) − qj(t)‖ → 0 and ‖q˙i(t)‖ → 0 as
t→∞.
Proof: Using (65) for (1), we have the following closed-
loop system
Mi(qi)w˙i =− Ci(qi, q˙i)wi − Yi(qi, q˙i, z¨i−e˙i, z˙i−ei)Θ˜i
−Kiwi − di(t)− dˆi‖wi‖+ µi(t)wi. (66)
By considering the following Lyapunov function candidate
V =
1
2
n∑
i=1
wTi Mi(qi)wi +
1
2
n∑
i=1
Θ˜Ti Λ
−1
i Θ˜i
+
n∑
i=1
1
2δi
(dˆi − dmax − 1)2
and following the same steps in the proof of Theorem 3.5, we
can obtain that wi, Θ˜i, dˆi ∈ L∞ and wi ∈ L2
⋂
L1. From the
definition of wi, we can get that ei, e˙i ∈ Ll, l ∈ [1,∞].
Let z and e be, respectively, the stack vectors of zi and
ei, i = 1, . . . , n. Define yzi = zi + (1/ki)z˙i. Set ξz =[
zT1 , ..., z
T
n , y
T
z1 , ..., y
T
zn
]T
, ez =
[
eT1 , ..., e
T
n , e˙
T
1 , . . . , e˙
T
n
]T
,
and K
4
= diag(k1, . . . , kn). From the definition of ei, (63)
can be written in a vector form as
ξ˙z = −(L1(t)⊗ Ip)ξz − (L2(t)⊗ Ip)ez (67)
where
L1(t) =
(
K −K
−K−1A(t) K−1D(t)
)
L2(t) =
(
0n×n 0n×n
K−1LA(t) K−2D(t) + I
)
From the analysis in [10], L1(t) can be regarded as the
Laplacian matrix of a directed graph G1(t) with 2n nodes.
And if the sequence of switching graphs G(ti), i = 0, 1, . . . is
uniformly jointly connected, the sequence of switching graphs
G1(ti), i = 0, 1, . . . is also uniformly jointly connected. Since
L2(t) is bounded, following the same analysis in the proof of
Theorem 3.5, we can get ξ˙z, ξz ∈ L∞ from ez ∈ L1. From the
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definition of ξz , we can get zi, z˙i ∈ L∞. Since ei, e˙i ∈ L∞,
qi, q˙i ∈ L∞. From (63), z¨i ∈ L∞. We then can get from (A1)
and (66) that w˙i ∈ L∞. Combing with wi ∈ L2
⋂
L∞, we
can conclude from Barbalat’s Lemma that limt→∞ ‖wi‖ = 0.
Since wi = e˙i+ei, we can get limt→∞ ‖ei‖ = limt→∞ ‖e˙i‖ =
0, which implies that limt→∞ ‖ez‖ = 0. For the system (67),
following the same steps in the proof of Theorem 3.4, we can
get limt→∞ ‖zi−zj‖ = 0 and limt→∞ ‖yzi−yzj‖ = 0, which
implies that limt→∞ ‖z˙i‖ = 0. Then we can conclude that
limt→∞ ‖q˙i‖ = 0 and limt→∞ ‖qi−qj‖ = 0, ∀i, j = 1, . . . , n.
Remark 4.4: Compared with [19], there are several differ-
ences. First, an integral term is introduced in the auxiliary vari-
able design, and as a result, the Lyapunov function candidate is
redesigned by adding the term β12
[ ∫ t
0
ϑ¯1(τ)dτ
]T ∫ t
0
ϑ¯1(τ)dτ ,
which is more difficult than that in [19]. Second, no common
control gains are required in the proposed algorithm in this
paper. Third, the external disturbances are not considered in
[19] which are restrained by a robust continuous term. The
differences in comparison with [22] are the case without
relative velocity feedback and the presence of external dis-
turbances. More importantly, the consensus under switching
directed graphs with very wild assumptions by using the model
reference adaptive consensus scheme is also studied, which is
not reported in [19] and [22].
Remark 4.5: Just recently, the consensus for multiple
Largrangian systems under switching directed graphs has been
systematically solved in [24] by introducing a new novel
sliding variable. With a different sliding variable, a consen-
sus algorithm without using relative velocity information is
proposed in [25]. In this current paper, by using the model
reference adaptive consensus scheme, both cases with and
without relative velocity information are studied. One common
feature of the results in [24], [25] and our work on switching
graphs is that a system combined by the consensus for first-
order integrators and a vanishing term is obtained (Eq.(13)
in [24], Eq.(8) in [25], and Eqs. (31) and (40) in the current
paper). The difference lies in the vanishing term, which is the
derivative of the sliding variable in [24], the sliding variable
in [25], and the relative tracking error in the current paper.
As a result, the novel integral-input-output property of linear
time-varying systems is introduced in [24] for the consensus
convergence analysis, while the results in [25] and this current
paper only need the standard setting of input-output properties
of dynamical systems. The latter cannot be directly used
for [24] as claimed therein. Another difference is that the
boundedness of the agents’ positions qi has not been addressed
in [25], where the results therein rely on the boundedness of
the inertia matrix and the potential force. In Section IV-B of
the current paper, the boundedness of all signals is addressed
strictly, where the conclusion of ei ∈ L1 plays an important
role, with the help of the proposed robust term.
V. SIMULATION RESULTS
For numerical simulations, we consider the leaderless con-
sensus problem for six two-link revolute joint arms modeled
by Euler-Lagrange equations whose dynamics can be found
in [14, pp.123]. The additive disturbances are assumed to
be di(t) = 0.2 sin(0.02it), i = 1, . . . , 6. In particular, the
masses of links 1 and 2 are chosen as m1i = 1kg and
m2i = 0.8kg. The lengths are l1i = 0.8m and l2i = 0.6 m
and the distance from the previous joint to the center of mass
are lc1i = 0.4m and lc2i = 0.3 m. The moments of inertia are
J1i = 0.0533kg m2 and J2i = 0.024kg m2. Let the initial
angles of the six agents be, respectively, [−1, 1]T , [0, 1]T ,
[0.1,−1]T , [−0.5,−1]T , [0,−0.5]T , and [0.1,−0.5]T , and
the initial angle derivatives be, respectively, [−0.25, 0.25]T ,
[−0.25, 0.15]T , [0.02, 0.12]T , [−0.25,−0.15]T , [0,−0.25]T ,
and [0.15, 0]T .
A. Fixed Directed Graph
A1 A5
A2 oo
~~
>> 66
A3

OO
// A4

oo // A6
  
Fig. 1. The directed graph that characterizes the interaction among the six
agents, where Ai, i = 1, . . . , 6, denotes the ith agent.
Fig. 1 shows the fixed directed graph that characterizes
the interaction among the six agents. Note that the directed
graph contains a directed spanning tree and the subgraph
associated with agents A1, A2, and A3 is strongly connected.
The elements of the adjacency matrix are chosen as aij = 1,
if Aj is a neighbor of Ai, and aij = 0 otherwise.Then we
can compute the normalized left eigenvector of its associated
Laplacian matrix with respect to the zero eigenvalue is ξ =
[ 13 ,
1
6 ,
1
2 , 0, 0, 0]
T . From Theorem 3.4 and 4.1, the final states
of the two links would be q(∞) = ∑ni=1 ξiαi qi(0)/∑ni=1 ξiαi =
[−0.2833, 0]T .
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(b) The angle derivatives
Fig. 2. The angles and angle derivatives of the six agents using (9) under
the directed interaction graph in the presence of external disturbances.
For the control algorithm (9), the control parameters are
chosen as αi = 1, Ki = 2I2, Λi = 5I2, and δi = 0.2, i =
1, . . . , 6. The initial states of the estimates Θ̂i and dˆi are all
set to zero. µi is chosen as e−t. Fig. 2(a) and Fig. 2(b) show,
respectively, the angles and angle derivatives of the six agents
using (9). Clearly, the angles converge to the weighted average
of the initial angles of the agents, and the angle derivatives
converge to zero.
For the control algorithm (35), the control parameters are
chosen as ki = 1, Λi = 5I2, γi = 3, and δi = 0.2, i =
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Fig. 3. The angles and angle derivatives of the six agents using (35) under
the directed interaction graph in the presence of external disturbances.
1, . . . , 6. The initial states of the estimates Θ̂i, dˆi, and kˆi are
all set to zero, and the initial states of zi(t) and z˙i(t) are
chosen as zi(0) = qi(0) and z˙i(t) = 0. Fig. 3(a) and Fig. 3(b)
show, respectively, the angles and angle derivatives of the six
agents using (35). It can be seen that the angles also converge
to the weighted average of the initial angles of the agents, and
the angle derivatives converge to zero.
B. Switching Directed Graphs
1A 5A
3A2A 4A 6A
1A 5A
3A2A 4A 6A
Fig. 4. The two possible directed graphs that characterizes the interaction
among the six agents.
Fig. 4 shows the two possible directed graphs that charac-
terizes the interaction among the six agents. None of the two
graphs contains a directed spanning tree. However, the union
of the two graphs is exactly the graph shown in Fig. 1. The
entries of the Laplacian matrix and the initial states are chosen
the same as before. And we allow that the underlying graphs
switch between the two graphs in Fig. 4 every two seconds.
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(b) The angle derivatives
Fig. 5. The angles and angle derivatives of the six agents using (27) under
switching directed interaction graphs in the presence of external disturbances.
For the control algorithm (27), the control parameters are
chosen as αi = 1, Ki = 2I2, Λi = 5I2, and δi = 0.2, ∀i =
1, . . . , 6. The initial states of the estimates Θ̂i and dˆi are all
set to zero, and the initial states of zi(t) is chosen as zi(0) =
qi(0), i = 1, . . . , 6. Fig. 5(a) and Fig. 5(b) show, respectively,
the angles and angle derivatives of the six agents using (27).
Clearly, the angles converge to the same value and the angle
derivatives converge to zero.
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Fig. 6. The angles and angle derivatives of the six agents using (65) under
switching directed interaction graphs in the presence of external disturbances.
For the control algorithm (65), the control parameters are
chosen as αi = 1, Λi = 5I2, γi = 3, and δi = 0.2, ∀i =
1, . . . , 6. The initial states of the estimates Θ̂i, dˆi, and kˆi are
all set to zero. Fig. 6(a) and Fig. 6(b) show, respectively, the
angles and angle derivatives of the six agents using (65). It
can be seen that the angles also converge to the same constant
and the angle derivatives converge to zero.
VI. CONCLUSIONS
The leaderless consensus problem for multiple Lagrangian
systems in the presence of parametric uncertainties and exter-
nal disturbances under a directed graph has been studied. We
have considered both cases with and without using neighbors’
velocity measurements. Asymptotic consensus convergence
has been shown with the help of a robust continuous term
with adaptive varying gains. For a fixed directed graph, with
the introduction of an integral term in the auxiliary variable
design, the final consensus equilibrium of the systems has
been explicitly derived. We have shown that this equilibrium
is dependent on three factors, namely, the interactive topology,
the initial positions of the agents, and the control gains of the
proposed control algorithms. For switching directed graphs, a
model reference adaptive consensus based method has been
proposed for both the cases with and without relative velocity
feedback.
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