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1. ENTROD~JCTION 
n the class of projective modules there is a notion of rank function 
which has been studied particularly for regular rings 
on page 249 of 1371 gives necessary and sufficient co 
functions to exist for a regular ring (due to him and 
and Schofield in [12] has observed that this conditi 
Our objective here is a closer examination of the ge 
To do this in full generality we need to operate, no 
of finitely generated projective R-modules, but wi 
whitely generated projectives from which .8&(R) is constructed. 
finitely generated projective module P over a ring R we de 
least number of elements in a ge~crati~g set of 
condition for the existence of a rank function can be expressed 
in the fmm 
g(R”) = pz for all ~31. 
From g one forms a sublinear functional y cm Y( ) by a ~eg~larizati~~ 
process, and this functional y turns out to be the supremum of all rank 
functions on R. In this form the result is reminiscent of the connexion 
between pseudo-valuations and valuations (cf. 1333, an like the latter it 
depends on the HahnBanach theorem, but we cannot use this 
directly because we are dealing with monoids (rather than gr 
sublinear functionals defined on them are not necessarily exten 
groups of fractions. 
In fact results of this form have frequently 
texts such as measure theory and ordered grou 
lemma, QHI the extension of linear functionals on monoids, can be stated 
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very simply, and this has been done in Section 2. The result is used to show 
in Section 3 that in a suitable monoid every convex functional f has a 
regularization f * which is the supremum of all linear functionals majorized 
by J: This in turn is applied in Section 4 to the sublinear functional y 
obtained from g, and it leads to a family of rank functions on our ring, 
having y as their supremum. We examine conditions under which a ring 
has a faithful rank function and give examples showing that y need not be 
faithful even for quite well-behaved rings (weakly finite rings). But we shall 
see that R has a unique rank function precisely when y itself is a rank 
function. 
Further, the special role of Sylvester rank functions is described; these 
are the functions satisfying the analogue of Sylvester’s law of nullity. When 
g or its stabilized form g is a Sylvester ank function, the ring has a univer- 
sal skew field of fractions, but the example of matrix rings over fields shows 
that this does not extend to y. 
2. LINEAR FUNCTIONALS ON MONOIDS 
We shall be concerned with commutative monoids, written additively. As 
usual we shall write na for the sum of y1 equal terms a, where HEN. 
Further, if X is a subset of a monoid M, we denote the submonoid 
generated by X by (X). By a functional on a monoid M we understand a 
non-zero mapping from M to R +, the non-negative real numbers. Such a 
mapping will be called linear if it is a homomorphism. A functional f is 
called convex if 
F.l f(x)<f(x+y)df(x)+f(y) for all x,y~M. 
If f satisfies F.l and 
F.2 f (nx) = nf (x) for all x E M and n E N, 
then f is called sublinear. Our aim is to construct linear functionals 
majorized by a given convex functional, and the first step will be to pass 
from convex to sublinear functionals. Given any convex functional f, we 
define its regularization f * as 
f*(x)=limif(nx). (1) 
This limit always exists, by the convexity off (cf. [3, p. 1691). We claim 
that f* is a sublinear functional majorized by f: 
f *(xl <f(x) for all x E M. (2) 
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In the first place we have 
.I follows for f* by letting n 4 a3. Next, since j”(nx) < $(x) ( 
.i), we have f (nx)/u <f(x) and as ?z + CC we obtain ( 
It is clear from the definition that f*(nx) = ~2f “(x), so $* is indeed sub- 
linear. The following basic Iemma on the existence of linear functionais is 
essentially known (cf. [IO, 1,2] ). We have stated it here in the form needed 
) for the reader’s convenience, have briefly recalled the proof. Tf % 
is a monoid and T a submonoid, then a functional p on S is said to be 
linear relative to T if 
Pb + u) = P(X) + P(U) for all x E s, u E T. 
e note that this is more than saying th p is hear cm T> which wou%d 
mean that the restriction p / T is linear. ore ~art~~~~~r~~~ if p is linear 
relative to T and x E S, then p is linear on T+ (x ), as is easily checked. 
hvfMA 2.1. Let S be a monoid and T a s~brn~~~id. Given a subiinear 
~~~ct~~~al p on S which is linear on T, there exists a subhkeau ~~~cti~~~~ .+I5 
linear relative to T, such that 
i.1 T=pl T, 
4x1 G P(X) for all x E S. 
PfYX$ e define a functionalj/-on S by 
S(x) = inf{ Ax -k u)- p(u)), u E a. 
For any x E S, zd E T5 we have 
p(x) 3 p(x -I t4) - p(u) 2 0, 
43) 
(4) 
hence p(x) 3 f(x) 3 0. Moreover, if x E T, then Y + u) - p(u) = p(x), s 
that case f(x) = p(x). Given x, y E S and E > 0, ere exist u, v E T such 
f(x) + F 3 p(x i- u) - p(u), f(y) + E 2 p(y f !I) - p(v); hence 
p(x +- y + 24 + u) - p(u + uf d p(x + u) + p(y + v) - p(u) - p(v) 
<f(x) +f(y) + 2e. 
t foliows that 
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Similarly, given x, y E S and E > 0, there exists w E T such that f(x + y) + 
E > p(x + y + w) - p(w) 3 p(x + w) - p(w), and taking the inf, we find that 
f(x) <f(x + v). Thus f is a convex functional agreeing with p on T. 
Further, if x E S, u E T, and E > 0, then for suitable w E T we have 
f(x+u)+&>p(x+u+w)-p(w)=p(x+u+w)-p(u+w)+p(u) 
>.f(x) + P(U). 
Since E was arbitrary and f(u) = p(u), we have f(x + U) >f(x) +f(u), and 
together with (5) this shows that 
f(x + u) = f(x) + f(u) for all x E S, u E T. (f-3) 
Thus f is linear relative to T. It only remains to check F.2; this may not 
hold for f; but we obtain the desired functional by forming the regulariza- 
tion off: Thus put A(x) =f*(x), defined as in (1). Then 1 is sublinear and 
4X)Gf(X)GP( x 1 f or x E S. For u E T we have A(u) = f(u) = p(u), because 
f is linear on T. More generally, if x E S, u E T, then 
2(x + u) = lim f [f(m(x + u))] 
= A(x) + l(u). 
Thus /z is linear relative to T and so satisfies all the conditions. 
Lemma 2.1. can be used to provide linear functionals by using Zorn’s 
lemma; all that is needed is a sublinear functional on our monoid. 
THEOREM 2.2. Let S be a monoid and p a sublinear functional on S, 
which is linear on a submonoid T. Then there exists a linear functional A on 
S such that 
A/ T=pIT, (3) 
A(x) d p(x) for all x E S. (4) 
ProoJ: Consider the family of all pairs (A’, T’) consisting of a sublinear 
functional I’ satisfying (3), (4) and linear on a submonoid T’ 2 T. There 
are such pairs, e.g., (p, T) is one. We partially order these pairs by writing 
(II’, T’) < (A”, T”) whenever T’s T” and A” <A.‘, 1” 1 T’ = 1’1 T’. By Zorn’s 
lemma, there is a maximal member (A’, T’). If T’ #S, take ZE S\T’ and 
denote by T” the submonoid generated by T’ and z. By Lemma 2.1 there 
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is a sublinear functional 2” linear relative to gi such that 1”” 6 /L’~ Since 
T” = T’$ (z), iU is actually linear on T” and (i”, Y) > (jb’, al), w 
Go~tradicts the maximality of the latter, This shows t at fm the maximal. 
el ent (A’, T’); T’= S, so that 1,’ is linear on S. 
e have the following corollary which helps to ~~~~rn~~ate the role of 
“linearity relative to a submonoid”: 
COROLLARY 2.3. Let S be a monoid and T a s~b~onQi~. Giuen any mm- 
empty fawdy (,h.i> of I’ mem functionals on S which all agree on T> their 
sup~e~u~ cp = sup { fi] is a sublinear functional on S which is linear relative 
to 1: Conversely, any sublinear functional .A which is linear reiatbe to T cm 
be expressed as such a supremum: 
i = sup{ f linear IS< A,,fl T= ,? / a>. (7) 
PYOO$ It is easily checked that any sugremum of linear functionals is 
oreover, if x E S, u E T, then q(u) =L.(u) for al! i, and for any 
E > 0 there exists an index i such that 
and by sublinearity we have equality here. 
Conversely, given A, sublinear on S and linear relative to T, it foullo\ws 
that for each x E S, jti is linear on Tf (X ). y Theorem 2.2 there is a hnear 
functional f, on S, agreeing with 2 on 28-i (x) and majorized by 2. Their 
s~~~ern~rn 
is a subhnear functional, linear relative to T, by the first part of the 
For UE T, jL’(u) = i(u), because fx(u)= j.(u) for ah x; for YES 
i’(y)>fJy)=.i(y) and, given E>Q, there xists XE S such t 
j+‘(y) -E < f,(y) d /2(y), hence /2’ = iL and so we 
ti0l-l (‘s) fQr 1.. 
3. STATES AND SUBSTAT~E~ 
e now specialize our monoids somewhat. First, we shal 
they are conleaf, where a monoid S is said to be conica if 
x+y=Q =+- x=6, for all X, y E S. (1) 
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Clearly any submonoid of a conical monoid is again conical; in particular, 
any conical monoid has no torsion elements other than 0. On any conical 
monoid S define a preordering by writing 
xdyox+t+z=y+z for some t, z E S. (2) 
We shall write x = y to mean x + z = y + z for some z E S, so that (2) reads: 
x < y if and only if x + t E y. We first determine when this is a (partial) 
ordering. 
PROPOSITION 3.1. Let S be a conical monoid. Then the preordering (2) is 
a partial ordering if and only if S admits cancellation. 
ProoJ: If S has cancellation, then “ z ” reduces to “ = .” Suppose that 
x<y and y6x; then y=x+u and x=y+v, hence x=x+u+v, so 
u + v = 0 and, since S is conical, u = v = 0 and x = y. Conversely, if (2) is 
a partial ordering, suppose that x z y; then x < y, y 6 x, hence x = y and 
so S admits cancellation. 
We note that the preordering on a conical monoid S induces a pre- 
ordering on the universal group G(S) of S, and it is easy to show that this 
is a partial ordering if and only if, for all x, y, z E S, there exists t E S such 
that 
x+y+z=z =3 x+t=t, 
i.e., the universal cancellation monoid 3 is conical. 
Second, we shall assume that our monoids have a strong unit. An 
element u of a monoid S is called a strong unit if for each x E S there exists 
XI E S and n EN such that 
nu=x+x’ (3) 
For some purposes it would be enough to assume that u is an order unit, 
i.e., x dnu for some n EN, but the above form occurs naturally in the 
applications we have in mind. It is clear that in any partially ordered 
monoid (in the sense of (2)) with least element 0, a strong unit is an order 
unit. 
Let (S, U) be a conical monoid with strong unit U; such monoids form 
the objects of a category in which the morphisms are homomorphisms 
preserving the strong unit. In particular, the additive monoid of non- 
negative real numbers R + with 1 as strong unit is an object in this 
category. A morphism 2: (S, U) + (R +, 1) is called a state on S. Thus a 
state is a function 2 from S to R + such that 
s.l. /z(x+ y)=qx)+qy), 
s.2. A(u) = 1. 
RANK FUNCTIONS ON RINGS 379 
Any functional satisfying S.2 is said to be ~~~~a~ize~~ thus a state is just 2 
~orrna~~~e~ linear functional. We remark that by .2, /qnu) = n fQT any 
e note that distinct states on a monoid are never co arable: 
~~O~OS~TXON 3.2. Let S be a conical monoid with strong unit u. Gluea 
two states iv,, & on S, iJ’L1(x)<AZ(x) for ~161 xES, tkevl A1 = /tZ. 
Prooj Take any x E S and let x’ be such that x + xi = YZM. Then for ZGY 
state A, A(x) + 3.(x’) = A(nu) = n, hence 
3,,(x) + %,(x’) =%*(x) + &(x’). 
Since iwl(x’) <%,(x’), we have AI(x) 3 &(x) and it follows that 
A,(x) = .i,(x), i.e., i1 = A,. 
y this result the supremum of two or more distinct states is never itself 
a state, but it is linear relative to the submonoi 
is condition we shall now examine more closely. 
EFINITION. Let S be a conical monoid with shng unil U. A szrbskzle 
) is a functional f on S such that 
‘1. f(x) <f(x + y) <S(x) +f(y) for all x, j! E S, 
‘2. ,f(mx + nu) = of(x) + n, for all 35 E S, mj n 3 0, 
It is clear that a substate is a state if and only if it is linear; more precisely, 
a substate is a sublinear functional on S which is linear relative to (u). We 
remark that since any x E S satisfies x + x’ = ylzl for some X’ E S, I? E 
follows that any substate p(x) satisfies p(x) d n; in 
of any substate at a given point x has an upper 
on x. 
plying Corollary 2.3, we obtain the foollowing reiatio etween 
THEOREM 3.3. Let S be a conical monoid with a strong ulzit u. i”hen the 
s~~~e~~ of any non-empty family of states is a substate and conversely, 
euery substate p is the supremum of ail the states ~~jo~~ze~ by p: 
(ii state j /Ii < p). 
irect application of Corollary 2.3. 
does not yet provide any states, a for some monoids n4xx 
owever, when there is a stale, then ere is a largest substarey 
it to exist are given below. e context of measure 
fmxtions such a result was establishe 
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THEOREM 3.4. Let S be a conical monoid \\.ith strong unit u. Then the 
,following conditions are equicalent: 
(a) S has a state: 
(b) S has a substate. 
(C ) in terms of the preordering (2j, 
mu < nu * m < n. (4) 
In particular, when the conditions are satisfied, then there is a maximal 
substate y: the supremum of all states on S. 
Proof It is clear that (a) * (b); to prove (b) * (c) let p be a substate 
on S and suppose that twu d nti, say nu + z = mu + L’ + L. Then a + p( z j = 
p(nu + z) = p(mu + c + -_) = m + p(c + z), and so 
which proves (4). Now assume (c), so (4) holds; we begin by finding the 
maxima! substate ;!. 
Let x E S and consider any equation 
mx + z + n’u = n IIu, where i 
z E S; m: n’, n” E 5: n7 # 0. 1 
By (4), n’ d n”. therefore n” -n’ 2 0; we define ;: by putting 
(5) 
;ll)=inf[i(n”-ii’)], 
where the inf is taken over all triples m, n’; n” arising from equations (5). 
We claim that ;: is a substate on S. Clearly the inf exists and is 30. Given 
_v E S. suppose that 
r]’ + !2’ + s’u = s”U. (6) 
Then by combining (5) and (6), we have 
mr(x + y) + I'i + mbt’ + (rn’ + ins’) u = (rn” + ms”) u. 
Hence 
~(X + ~j d 
r(n” - n’) + m(s” -s’) 
rm 
IIf! - II, y’ _ s’ 
=-+ 
m r . 
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The right-hand side can be taken arbitrarily close to y(x) + ?(,?I), therefore 
y(x + y) <y(x) + y(y). Next we taken an equation 
p(x + y) + u + q’u = q”U, where p1 q’, q” E 
ewritmg this in the form (5) we see at y(x) < (4” - 4’) 
x) 6y(x + y). Thus y satisfies $‘.I. T equation u = kl 
y(u) d 1, and using S’.l we find that 
y(mx + nu) d my(x) f n. (7) 
is inequality is strict for some x E S, M, n E IV, we 
v(mx + nu) + u + s’u = s”Z4, (S) 
where 
+ (s” -s’) < my(x) + n. (9) 
mm (8) we have 
Y(X) G 
s” - s’ - m d-s’ n =--- 
YFn YF?l FRv 
but the right-hand side is <y(x), by (9), a ~Q~tradi~t~~n. This s 
that equality holds in (7) when m #O. hen m = 0, (8) becomes 
(m + s’) u + ti = s”u, hence by (4), ~y2 +s’ d s’ and so 
n < 1 (s” -s’). 
r 
ut this contradicts (9); hence y satisfies I.2 and so is a substate. 
Theorem 3.3, S also has a state, so (a)-(c) are equivalent. Fro 
tion of y it is clear that 1” d y for any state it, sea that 1’ is just the sup of ah 
states in S. This completes the proof. 
e shall apply the results of Sections 223 as follows. Let 
and P(R) the category of finitely generated projective left 
a rank function on R we shall understand a function p on 
P(R) such that 
.a pPE + for each P E P(R), and P E P’ implies pP = p 
2 PdPOc?)=p~+pQ 
.3 pR= 1. 
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This reduces to the familiar definition in [6] when p is restricted to be 
integer-valued. We note that by R.l-R.2, P @ S 2 Q @ S implies pP = pQ. 
If pP # 0 for P # 0, p is said to be faithful. Let us denote by Y(R) the 
monoid of (isomorphism classes of) finitely generated projective left 
R-modules, under @ as addition. This is a conical monoid with [R] as 
strong unit, and it is clear that a rank function on R is just a state on 
Y(R). 
We recall from [4] that a ring R is said to have wnbounded generating 
number (UGN) if for each n there is a finitely generated R-module which 
cannot be generated by n elements. It is enough to require this for free 
modules, thus R has UGN if and only if R” cannot be generated by less 
than y1 elements, for all IZ, or equivalently, if 
R”+PrR” implies m < n. (1) 
Further, R is said to be weakly finite if for each n, any generating set of n 
elements of R” is free, or equivalently, if 
R”QPE R” implies P = 0. 
It is known (cf. [ll; or 4, p. S]) that R has UGN if and only if it has a 
non-zero homomorphic image which is weakly finite. 
By applying Theorem 3.4 to the conical monoid Y(R) with [R] as 
strong unit we obtain the result of Goodearl and Handelman and Schofield 
already noted in the Introduction: 
THEOREM 4.1. Any ring R has a rank function if and only if it has UGN, 
i.e., (1) holds. 
By examining the proof of Theorem 3.4 we obtain more information on 
the possible rank functions on R. Let us define a pseudo-rank(*) function or 
prank function for short, as a functional corresponding to a substate on 
Y(R). Thus a prank function satisfies 
R’.l pP E R + for P E Y(R), and P E P’ implies pP = pP’, 
RI.2 pPdp(POQ,<pP+pQ, 
RI.3 p(P” OR”) = mpP + n. 
Now Theorems 3.333.4 yield 
THEOREM 4.2. Let R be a ring with UGN. Then any sup of (a non-empty 
set of) rank functions on R is a prank function and conversely, every prank 
1 As the referee observes, this term is used in a different sense in 17-97; the shorter form 
should prevent any confusion. 
j&ction p is the sup of all rank functions rnajorized by p. In p~~t~c~~~~, there 
is a maximal prank, the sup of all rank functions. 
It remains to give an explicit description of the maxi 
Let R be a ring with UGN and for each P E 9’(R) denote 
of generators of P. Clearly g(F) < n; if strict i~e~~a~~ty holds 
can be written as a homomorphic image of 
. But this contradicts (I), so we conclude %hat 
g(F) = n. (2) 
Given PE Y(R), if gP=n, then P is a homomorphic image of 
of +I. Thus we have 
P@QEW”. 
Let us define the stable generating number oi‘ P (CL [S] ) a?s 
gP=lim jg(P@R”)-12). 
This is again a Z-valued functional on Y(R). 
to g as in Section 3, and obtain 
ply regnlarizatio~ 
yP = g*P = lim 
i 
t Ig(P” 0 m’2)-rnn] 
I 
(3) 
This is essentially the definition of y as given in Sec%ion 3. Thus y = S” is 
the maximal prank function and by Theorem 3. 
g* = sup(p / p rank function on 
e express the result as 
THEOREM 4.3. In a ring with UGN, the sup of all rank f~~c~~ons is the 
~a~i~~a~ prank function, and this can be obtained by regz.darizing the stable 
generating number. 
e remark that any ring with a faithful rank fu~ct~~~ must be weakly 
. For if R” E R” @ P and p is a faithful rank function, the 
ence P=O (this is noted for regular ring 
olds if there is a faithful prank function on 
see that when R is weakly finite, then the 
faithful, for gP= 0 would mean that g(P 
P @ Q @ R”, and so P = Q = 0. However, the regularization y need not be 
faithful, even for a weakly finite ring, as the following example shows. Let 
k be any field and A the ring of matrices over k with w rows and co1 
which differ from a scalar matrix only for finitely many entries. This rmg 
4811133%IO 
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is weakly finite since for any matrices S, T over A, ST = I implies TS = I. 
But we have in _4 the infinite family of isomorphic mutually orthogonal 
idempotents eij. Let c be the value of ;: on the projective module e,,A. In 
A we have the decomposition 
into mutually orthogonal idempotents. Hence nc d 1, and this holds for all 
n>l; therefore c=O, but e,,A#O. 
To conclude we briefly consider rank functions on mappings between 
projectives. Any rank function p defined on a ring R can be extended to the 
morphisms of .9’(R) by defining 
pz = inf{pQ 1 Y = /3y, Q = target of p = source of ;‘I. (4) 
In particular, this defines p on all matrices over R. Of course (4) may be 
used even if p is not a rank function ( = state on Y(R)): but merely a 
functional. Taking p = g, we thus obtain the inner rank ([4, p. 2481, cf. also 
[6] j, for g we obtain the stable rank (cf. [S]), while ;!= g* leads to the 
regular rank, defined as 
From Theorem 3.4 and Proposition 3.2 we see that ;! is a rank function if 
and only if R has a unique rank function. Of course ;‘_ unlike g and g: need 
not be Z-valued. 
A rank function p on morphisms is called a Sylcester rank function if it 
satisfies the law of nullity: 
If I: P + P’ and /: P’ + P” are such that z/I = 0, then 
pr: + pb 6 p P’. (5) 
Let us show that any prank function on ,Y(R) satisfying (5) must be a 
rank function: 
PROPOSITION 4.4. Let R be a ring, p a prank function on R, and define 
p on maps as in (4). If (5) holds, then p is a rank function. 
ProoJ We have to show that p( P 0 Q) = pP + pQ for any P, Q E 9’( R). 
Let X: P + PO Q, fi: PO Q + Q be the natural inclusion and projection 
respectively. Then pz = pP, pfl = pQ: and z$ = 0; hence by (5): 
pP+pQ=p:+pfi<p(POQ). 
Therefore equality holds and we have, indeed, a rank function. 
RANK FUNCTIQNS QN RINGS 385 
e recall from [6, Theorem 221 that if r is any 
ion on R and CD is the set of ail r-fuull matri 
matrices A such that rA = n, then the universal 40 
field and the natural homomorphism R -+ R, is rank 
which g is a Sylvester ank function is by definition a 
[6; or 4, Chap. 5 ] f, and a weakly finite ring in whi 
function is a pseudo-Sylvester domain (cf. [S; or 4, 
follows that these classes of rings have a universal skew field of fractions. 
A ring in which y is a Sylvester ank functio 
skew field of fractions, indeed it need not even 
any full matrix ring over a field has this property. 
ring has a unique rank function, by 
r hand, it is very well possible for a ri 
Sylvester rank function e.g., the direct product of two fields. 
I am grateful to the referee for his careful reading and constructive comments, which curbed 
some of the excesses of the first version and which helped to improve and sborten the paper, 
I also thank 6. M. Bergman for his helpful comments. 
REFERENCES 
1. 6. ACMANN, Uber die Erweiterung von additiven monotonen Funktionen auf regular 
geordneten Halbgruppen, Arch. Math. 8 (1957), 422427. 
2. 6. M. BERGMAN, A weak Nulistellensatz for valuations, Proc. Amer. Math. Sot. 2 
COHN, An invariant characterization of pseudo-valuations on a field, Proc. 
Cambridge Philos. Sot. 50 (1954), 1599177. 
4. P. M. CQHN, “Free Rings and Their Relations,” 2nd ed., London Math. Sot. Monographs 
No. 19, Academic Press, London/New York, 1985. 
5. P. M. Conx AND A. H. SCHOFIELD, On the law of nuihty, Mazh. Proc. Cambridge Phiios. 
Sot. 91 (1982), 357-374. 
6. W. DKKS AND E. D. SONTAG, Sylvester domains, J. Pure Appi. Algebra 13 (1978), 
243-215. 
7. K. R. GOODEARL, von Neumann regular rings, Pitman, London, 1979. 
8. K. Ii. GOODEARL, Simple regular rings and rank functions, Math. Ann. 214 (1975). 
267-287. 
9. I(. R. GOODEARL .4ND D. HANDELMAN, Rank functions and KG of regular rings, .I. Pure 
&pi. Algebra 7 (1976) 195-216. 
IO. P. LZENZEN, Abstrakte Begrtindung der multiphkativen Ideahheorie, M&h. Z. 45 (1939). 
533-553. 
Il. P. MALCOLMSON, On making rings weakly finite, Proc. Amer. Math. Sot. 80 (1980). 
215-218. 
12. A. H. kHOFELD, “Representations of Rings over Skew Fields,” London Math. Sot. 
Lecture Notes Ser. No. 92, Cambridge Univ. Press, Cambridge, 1985. 
13. A. TARSKI. Algebraische Fassung des Massproblems, Fund. Maih. 31 (1938). 47-66. 
