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Discrete dislocation dynamics simulations in three dimensions are performed on micro-sized bending beams and the results are com-
pared with experiments. A strong size dependence of the ﬂow stress rf (or bending moment) is found. The ﬂow stress scales approxi-
mately inversely with the beam thickness t. The simulations show that the dislocation structure exhibits pronounced pile-ups around
the neutral plane of the beam. The back stress from these pile-ups on the dislocation sources is analyzed by means of an analytical
pile-up model. It is shown that the scaling behavior rf / t1 can be explained by a combination of pile-up and source size limitation.
Subsequently, the applicability of strain gradient plasticity models on micro-bending is discussed.
 2008 Acta Materialia Inc. Published by Elsevier Ltd.
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Size eﬀects in metal plasticity have been known for quite
a long time, e.g. the Hall–Petch eﬀect (1951, 1953) [1,2] or
the strain gradient plasticity models (1964, 1970) [3,4]. In
recent times this topic has attracted renewed interest
because of the ongoing miniaturization of components in
many ﬁelds of technology (e.g. medicine, semiconductors).
Furthermore, the availability of new manufacturing meth-
ods, such as the focused ion beam (FIB) technique, have
enabled ‘‘easy” sample preparation at the micrometer scale.
Uchic et al. [5] performed the ﬁrst miniaturized com-
pression tests on FIB-prepared samples of Ni and an
Ni3Al–Ta intermetallic alloy and found a pronounced size
dependence of the ﬂow stress in the size regime from about
1 to 40 lm. These ﬁndings were veriﬁed by many other sci-
entists, e.g. Greer et al. [6], Volkert and Lilleodden [7] or
Kiener et al. [8], who performed similar tests on diﬀerent1359-6454  2008 Acta Materialia Inc. Published by Elsevier Ltd.
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Open accessmetals and found similar size eﬀects. Despite the numerous
experimental results, which show on average an l0:5
dependence of the ﬂow stress rf (where l is the characteris-
tic sample size), the underlying mechanism causing this size
eﬀect is still a matter of debate. Several models are avail-
able to explain the observed size eﬀect in the absence of
strain gradients. The dislocation starvation mechanism
proposed by Greer and Nix [9,10] assumes that the high
surface-to-volume ratio of small samples allows the major-
ity of the dislocations to escape through the surfaces (star-
vation). As deformation proceeds, fewer and fewer
dislocations remain inside the crystal, which prohibits fur-
ther plastic deformation. The source truncation model pro-
posed by Uchic et al. [11] recognizes that dislocation
sources near a surface are ‘‘truncated” by the surface,
which increases the activation stress of that source. How-
ever, there is a lack of experimental evidence to support
either one of these models. Furthermore, other issues not
considered in any of these models are specimen damage
due to the fabrication (e.g. ion damage in the case of the
FIB technique [12]) or geometrical constraints imposed
by the specimen shape or boundary conditions (such as under CC BY-NC-ND license.
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and strain gradients inside the sample [13]).
Comparatively little work exists on other specimens and
loading conditions such as bending or torsion [14]. Motz
et al. [15] investigated the mechanical properties of FIB-
prepared micro-bending beams and found a very strong
size eﬀect, where the average ﬂow stress scales inversely
with the beam thickness. Neither of the aforementioned
models nor strain gradient plasticity approaches can
explain this strong size eﬀect in bending. A more detailed
picture of the deformation processes at the nano- and
micro-scale is needed. For example, Sedlacek [16] has
shown in a theoretical work that a dislocation pile-up
around the neutral axis of a bending beam caused by the
stress gradient inside the beam can contribute to the size
eﬀect. In principle, such dislocation pile-ups can arise in
every sample where stress and strain gradients are present
and can also occur in imperfect compression tests.
In order to investigate the deformation behavior in the
presence of stress and strain gradients at the micro-scale,
in this work three-dimensional discrete dislocation dynam-
ics simulations (3-D DDD) are performed for bending
conﬁgurations. The results are compared with the experi-
ments from Ref. [15]. Similar 3-D DDD simulations were
performed, for example, by Espinosa et al. [17], Bulatov
and Cai [18], Arsenlis et al. [19], Tang et al. [20], Senger
et al. [21] and Csikor et al. [22]. The main scope of these
mesoscopic simulations was to identify dislocation mecha-
nisms (e.g. source truncation, dislocation starvation) that
might be responsible for size eﬀects in small-scale plastic-
ity, which are observed experimentally, except for Csikor
et al. [22] who studied statistical eﬀects of dislocation
relaxation processes. However, all these investigations
were performed on uniaxial compression or tension con-
ﬁgurations where no stress or strain gradients are present.
Cleveringa, Van der Giessen and Needleman (see e.g.
[23,24]) have carried out similar simulations in bending
with specimen sizes of several micrometers, but only used
a two-dimensional framework, which lacks dislocation
reaction mechanisms and realistic dislocation nucleation.
Dislocation processes that govern the mechanical proper-
ties, such as junction formation, source truncation,
cross-slip, etc., are also important in bending and can only
be captured by 3-D models. The aim of this work is now
to provide a closer insight into dislocation mechanisms
and their relevance to size eﬀects in the case of ‘‘micro-
bending” tests using 3-D DDD and to compare the results
with experiments.
2. Experimental set-up
A detailed description of the preparation and the load-
ing of the micro-bending beams as well as the data evalu-
ation can be found in Ref. [15]. For better understanding
a brief summary of the applied techniques follows: a sharp
edge with an ð111Þ½011 orientation was prepared from a
copper single crystal by the use of mechanical grindingand polishing methods. Subsequently, the adjacent sur-
faces were carefully electropolished to remove any defor-
mation layer induced by the previous mechanical
preparation. The ﬁnal preparation step was then per-
formed using the FIB technique. Micro-bending beams
aligned with the specimen edge with typical thicknesses
of t = 1 . . .7.5 lm, widths of B = 2.5 . . .7.5 lm and lengths
of L = 20 . . . 30 lm were cut from the single crystal. One
end of the beams was ﬁxed in the bulk material and the
other end was free for loading with a nano-indentation
device. A typical testing set-up is depicted in the inset of
Fig. 2a. It shows the micro-bending beam loaded by the
indenter tip. Further experimental details are given in
Ref. [25].
From the recorded load vs. displacement data, the aver-
age ﬂow stress rf at a certain deformation step is calculated
using the equilibrium of moments:
M ¼ FL ¼ B
Z þt=2
t=2
rf  t  dt; ð1Þ
where M is the bending moment and F the load applied by
the indenter. Depending on the loading stage (e.g. elastic,
elastic–plastic, fully plastic) the average ﬂow stress inside
the beam can be estimated. The evaluation procedure is ap-
plied to the diﬀerent beam geometries at the same plastic
beam deﬂection giving the thickness dependence of rf .
During the loading period several unloading–loading cycles
were carried out to measure the compliance and to ensure
correct loading, omitting for example the contact between
indenter and the surrounding bulk material.3. Simulation method
A 3-D DDD model is used to study the deformation
behavior of micro-sized bending beams. This modeling
includes dislocations in realistic geometries and all disloca-
tion reactions such as junction formation or cross-slip as
well as realistic boundary conditions. More details on the
3-D DDD model used can be found in Ref. [26,27], and
only the basic elements will be described again here.
In the 3-D DDD model applied here the problem of
realistically moving 3-D ensembles of dislocations is
decomposed into two parts: (i) a ﬁnite element (FE) frame-
work using isotropic elasticity which accounts for the elas-
tic properties, the boundary condition and traction forces;
and (ii) the dislocation structure in an inﬁnite elastic con-
tinuum [28]. Each time step Dt of the incremental solving
procedure includes three major parts: (i) calculation of
the stress and strain state of the dislocation arrangement
under the applied boundary conditions; (ii) determination
of the Peach–Koehler (PK) forces on the dislocation seg-
ments; and (iii) solving the equation of motion by calcula-
tion of the rate of change of the dislocation structure.
According to the superposition idea of Ref. [28], the
boundary conditions u^i and bT i applied to the FE frame-
work are:
Table 1
Summary of the conﬁgurations used for the 3-D DDD simulations
Name Thickness
t (lm)
Aspect
ratio
t : B : l
Orientation q0ðm2Þ BC
FB05 0.5 1:1:3 ½010ð001Þ þ ½123ð721Þ 2 1013 1
FB075 0.75 1:1:3 ½010ð001Þ þ ½123ð721Þ 2 1013 1
FB10 1.0 1:1:3 ½010ð001Þ þ ½123ð721Þ 2 1013 1
FB15 1.5 1:1:3 ½010ð001Þ þ ½123ð721Þ 2 1013 1
FB05L 0.5 1:1:5 [010](001) 2 1013 1
FB05W 0.5 1:2:3 [010](001) 2 1013 1
PB05 0.5 1:1:3 [010](001) 2 1013 2
PB075 0.75 1:1:3 [010](001) 2 1013 2
PB10 1.0 1:1:3 [010](001) 2 1013 2
PB15 1.5 1:1:3 [010](001) 2 1013 2
PB05H1 0.5 1:1:3 [010](001) 4 1013 2
PB05H2 0.5 1:1:3 [010](001) 8 1013 2
For each conﬁguration several simulations were performed with diﬀerent
distributed FRSs to reduce scatter.
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where u0i and T
0
i are the prescribed displacements and trac-
tions by the global boundary conditions (e.g. bending load-
ing) and ~ui and ~T i ¼ ~rijnj are the correction ﬁelds for the
displacements and tractions, respectively. The correction
ﬁelds are needed to map the solution in inﬁnite space to
the ﬁnite sample volume. The total stresses rij and strains
ij in the sample are therefore:
rij ¼ r^ij þ ~rij and ij ¼ ^ij þ ~ij; ð3Þ
where r^ij and ^ij are the stress and strain ﬁelds from the
FEs, and ~r and ~ij are the stress and strain ﬁelds from
the dislocations, respectively. Image forces cannot be
evaluated precisely with the coarse FE-mesh normally used
in these calculations, but the traction correction for
near-surface dislocation segments and those intersecting
the surface is supported by an outside mirror construction
to increase accuracy. Further details on this procedure are
given in Refs. [26] and [28]. A sub-time stepping scheme is
used to separate long-range and short-range interactions
between dislocations eﬃciently [27].
For the simulations in this work, the material properties
of aluminum are used: shear modulus l = 27 GPa, Pois-
son’s ratio m = 0.347, lattice constant a = 0.404 nm and
drag coeﬃcient g = 1  104 Pa s. The properties of alumi-
num are used for the simulations (instead of copper which
is used in the experiments) because aluminum is less aniso-
tropic than copper and because an extensive set of data
already exists for aluminum [29].
Slip is possible on all 12 h011i{111} slip systems where
the minimum glide plane distance, dmin, is set to 30=
ﬃﬃﬃ
3
p
a.
Additionally, cross-sliping is possible: the cross-slip proba-
bility law is taken from Ref. [30]. The initial dislocation
structure consists of Frank–Read sources (FRSs) with a
source length, L, of 500a, which were randomly distributed
inside the sample volume. The number of FRSs was chosen
to match a starting dislocation density q0 ¼ 2:0 1013 m2.
Furthermore, ‘‘random” initial dislocation structures were
used in some simulations, which were achieved by cutting
out sub-volumes from a larger, slightly deformed sample
to study the inﬂuence of the initial dislocation structure.
These larger samples were 4  4  8 lm3 in size with ran-
domly distributed FRSs with lengths from 100a to 1500a.
After loading in tension to a plastic strain of 0.05% the
samples were unloaded and the desired sample sizes were
cut out. Subsequently, relaxation calculations are per-
formed on these samples to bring the initial dislocation
structures into equilibrium. This procedure delivers more
realistic initial dislocation structures containing old FRSs
of diﬀerent sizes, single-ended sources (spiral sources), dis-
locations without pinning points inside the volume, dislo-
cation reactions, etc. The starting dislocation density was
approximately q0 ¼ 2:0 1013 m2, and thus the same as
in the standard simulations. Simulations were performed
for two diﬀerent crystal orientations: the [010](001) cube
orientation, which exhibits multiple slip, and the ½123ð721Þ orientation for single slip (see Fig. 8a for details).
The dislocation structure is evolved according to the equa-
tion of motion:
m0 _vðsÞi þ gvðsÞi ¼ f PKðsÞi; ð4Þ
where m0 ¼ 0:51 1016 kg m1 is the eﬀective dislocation
mass per unit length and f PK the resolved PK force acting
on the dislocation segment at position s. Details of the
starting conﬁgurations are given in Table 1.
As the principle geometry for the bending beams, a rect-
angular parallelepiped was chosen with an aspect ratio of
t:B:l = 1:1:3. In order to test the inﬂuence of the geometry
on the simulation results, a broad beam with an aspect
ratio of 1:2:3 and a long beam with an aspect ratio of
1:1:5 were tested for comparison. The FE-mesh was built
of 20-node brick elements with a discretization of
8 8 24 elements for the 1:1:3 aspect ratio. It was line-
arly adjusted for the other aspect ratios. Beam thicknesses
of t = 0.5 lm, t = 0.75 lm, t = 1.0 lm and t = 1.5 lm were
simulated.
Two types of boundary conditions were chosen: (i) a
free-standing beam with one end ﬁxed and the other end
loaded, which gives a linearly increasing bending moment;
and (ii) a free beam with opposite bending moments
applied on both ends, which gives a constant bending
moment:
The ﬁrst boundary condition (i) should mimic the exper-
imental set-up, where one end is ﬁxed in the bulk material
and the other end is loaded with an indenter. In detail, the
boundary conditions for case (i) are as follows:
Cy¼0 : ux ¼ uy ¼ uz ¼ 0
Cy¼ymax : ux ¼ l  _x  s
ð5Þ
all other surfaces or components are traction free. The sur-
face Cy¼0 is completely rigid, approximating the connection
of the beam to the bulk material. At the opposite surface
Cy¼ymax , the displacement in the x-direction is prescribed
to mimic the loading with the indenter. The deformation
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bending moment occurs. Here, the displacement is scaled
with the beam length l to keep the bending angle a at dif-
ferent times s independent of the beam size. A constant
loading rate _x of 15; 000 s1 was used.
The second boundary condition (ii) was used to achieve
a constant bending moment along the beam axis, which
results in a ‘‘homogeneous” deformation of the beam. This
is advantageous for a detailed analysis of the deformation
processes. Displacement boundary conditions uyðxÞ were
used to reproduce the bending moments at both ends:
Cy¼0 : uyðxÞ ¼ 1=2  l  x t=2t=2  _y  s
Cy¼ymax : uyðxÞ ¼ 1=2  l 
x t=2
t=2
 _y  sþ uy;0
ð6Þ
all other surfaces or components are traction free. For
small displacements this method is a good approximation
of applied bending moments. Additionally, to avoid overall
tensile or compressive stresses in the beam, the global oﬀset
in the y-direction, uy;0, is adjusted in a separate iteration
step to keep the average stress hryyi zero. The loading rate
_y was set to 5000 s1, which gives equal bending angles a
with the previous boundary condition at the same time s.
Usually, the simulations were carried out up to a maxi-
mum time of smax  2 106 s, which results in a total
bending angle of about 1.7. During the simulation the
bending moment M, the displacement, bending angle a,
the dislocation density q, and the dislocation structure
are recorded and are available for subsequent analysis.
Details of the conﬁgurations used are given in Table 1.
4. Results
Fig. 1 shows the thickness dependence of the ﬂow stress
rf derived from the experiments. A clear size dependence is
evident. The ﬂow stress scales approximately inversely withFig. 1. Thickness dependence of the ﬂow stress rf (at a bending angle of
about 20) derived from the experiments [15].the beam thickness, and reaches values of almost 1 GPa for
the 1 lm thick beams. The scaling exponent n is 0.75 and
1.0 depending on the ﬁtting function rfðtÞ ¼ a  tn and
rfðtÞ ¼ r0 þ a  tn, respectively. In micro-compression tests,
smaller exponents around 0.5 were found [6–8]. However,
the ﬂow stress level for the smallest specimens is similar.
More information on the experimental results on bending
can be found in Ref. [15].
In situ bending tests were performed inside the scanning
electron microscope (SEM) to elucidate the deformation
processes during loading. Fig. 2 shows SEM micrographs
of a bending beam at diﬀerent loading stages. The plasti-
cally deformed zone and the formation of slip-traces are
clearly visible. A careful examination of the deformation
pattern reveals that the slip-traces originating from the
upper and lower surfaces do not spawn over the entire
thickness of the beam, but stop approximately at the center
of the beam. Furthermore, the plastic deformation zone
size (dark gray region containing the slip-traces in Fig. 2)
do not signiﬁcantly increase with increasing loading. Only
a densiﬁcation of the slip-traces inside this zone is obvious.
Fig. 3a shows the normalized bending moment vs. nor-
malized displacement response for thicknesses t = 0.5,
t = 0.75, t = 1.0 and t = 1.5 lm obtained by the 3-D
DDD simulations with boundary condition (ii), corre-
sponding to pure bending. The bending moment was nor-
malized with respect to the elastic bending beam theoryFig. 2. SEM micrographs (back-scattered electron images) of a bending
beam at a bending angle of 4 (a) and 16.7 (b) showing the deformation
zone (due to the imaging conditions the loading indenter tip is not visible).
Inset of (a) shows the experimental set-up.
Fig. 3. (a) Normalized bending moment vs. normalized displacement
response for diﬀerent beam thicknesses t obtained by 3-D DDD
simulations with boundary condition (ii) showing a strong size-eﬀect
and (b) mechanical response of bending beams without cross-slip, with a
higher number of FEM elements and with an initial random dislocation
structure. The inset shows the initial dislocation structure and the ﬁnal
structure for the 0.5 lm thick beam with the random initial dislocation
structure. For details see text.
Fig. 4. Development of the dislocation density q for diﬀerent beam
thicknesses t vs. normalized total displacement (solid lines) and vs.
normalized plastic displacement (dashed lines). Compare with Fig. 3a.
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bending angle a ¼ 2 arctanðuy;max=tÞ. This gives the same
elastic loading line for all beam sizes. A pronounced size
eﬀect in the bending moment is obvious in Fig. 3, where
the smallest beams reveal the highest bending resistance,
similar to the experimental results shown in Fig. 1. Fur-
thermore, a strong work hardening is found for the thin-
nest beams in contrast to the thick beams, where the
bending moment shows only a slight increase at higher
bending angles.
In Fig. 3b the mechanical response of bending beams is
shown with diﬀerent special dislocation properties or con-
ﬁgurations. As can be seen, there is an increase in bending
moment if cross-slip is disabled in the simulations. This is a
systematic behavior caused by relaxation due to cross-
slipping giving approximately 5–10% higher bendingmoments. Furthermore, the resolution of ﬁnite elements
was increased (from 8 8 24 to 24 24 72 elements)
for the same initial conﬁguration. There is no signiﬁcant
diﬀerence in the overall mechanical response.
To study the inﬂuence of the initial dislocation structure,
‘‘random” dislocation structures were used as starting con-
ﬁguration. The moment vs. displacement response for such
an 0.5 and 1.0 lm thick beam is also plotted in Fig. 3b. Due
to unavoidable diﬀerences in initial dislocation density
there are some diﬀerences, of course, from the standard cal-
culations with preset FRSs. However, a comparison with
Fig. 3a shows no relevant diﬀerences in hardening behavior
and size dependence. The inset in Fig. 3b shows the initial
and ﬁnal dislocation structure of the 0.5 lm thick beam.
Comparing the ﬁnal structure with Fig. 7a shows no diﬀer-
ences in the key feature of the dislocation structure – a pro-
nounced pile-up is visible in both cases.
In Fig. 4 the dislocation density development is shown
for the simulations depicted in Fig. 3a. It is obvious that
there is a strong increase in dislocation density with ongo-
ing deformation from the initial value of 2 1013 m2 up to
almost 1014 m2, which is a huge increase compared to uni-
axial tension or compression tests (e.g. [31,21]). Plotting the
dislocation density vs. the total (elastic and plastic) dis-
placement (solid lines in Fig. 4) shows a similar increase
for all beam thicknesses. However, if the density is plotted
vs. the plastic displacement only (dashed lines in Fig. 4) a
clear diﬀerence is apparent for the diﬀerent thicknesses.
The dislocation density increases linearly with plastic
deformation and the slope Dq=Duply;max scales inversely with
the beam thickness. This is in good agreement with strain
gradient plasticity approaches (e.g. [32]), where the density
of the so-called geometrically necessary dislocations
(GNDs) should scale inversely with the beam thickness,
q / 1=t (which implies that the majority of the dislocations
in the simulations are GNDs). For the thinnest beams
Fig. 5. Size dependence of the bending moment at uply;max=t ¼ 0:01 for the
[010](001) beam orientation with applied boundary conditions (i) and (ii),
respectively.
Fig. 6. Inﬂuence of the initial dislocation density q0 on the mechanical
behavior of 0.5 lm thick beams under boundary condition (ii). The
bending moment M (or ﬂow stress rf ) increases with decreasing
dislocation density.
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4), distinct jumps in the density are visible, which are cor-
related with load drops. Under load control these jumps
would result in strain bursts presumably caused by inten-
sive dislocation source operation.
Fig. 5 shows the size dependence of the bending moment
for the [010](001) orientation at a plastic displacement of
uply;max=t ¼ 0:01 with applied boundary conditions (i) and
(ii), respectively. The bending moment level is higher for
boundary condition (i). This is caused by the 2-D con-
straint which not only imposes a stress gradient in
through-thickness direction, but also a stress gradient
along the beam axis. A strong size eﬀect is evident in both
cases. The bending moment scales inversely with the beam
thickness. This is a similar behavior as found in the exper-
iments, where the scaling exponent n was 0.75 and 1.1,
respectively, depending on the ﬁtting function. A direct
comparison with experimental results is not possible due
to the diﬀerent size regimes used1 and the diﬀerent bending
angles at which the bending moment or ﬂow stress are
evaluated2. However, the general scaling behavior is similar
in both cases (compare Figs. 1 and 5), which supports the
assumption that the principle dislocation processes in
simulations and experiments are the same. For the single
slip ½123ð721Þ orientation the same size eﬀect was found
(data not shown in Fig. 5 for simplicity). Only the level
of the bending moment was slightly shifted to higher
values.1 The beam size in the experiments was limited by the resolution of
the FIB and ion damage, respectively, and the milling time, whereas in the
simulations the limiting factors are the minimum useful FRS size and the
calculation time.
2 In the simulations the maximum attainable bending angles are limited
by the computation time, whereas in the experiments at small deforma-
tions the scatter is quite large (and therefore the data evaluation is usually
performed at higher strains of about 15%).Fig. 6 shows the inﬂuence of the initial dislocation den-
sity (initial number of FRSs) on the mechanical response
for the 0.5 lm thick beam. To reduce the scatter, which
is distinctive for the thinner bending beams, the average
moment vs. displacement curve of several simulations
(eight simulations for q0 ¼ 2 1013 m2, four for q0 ¼
4 1013 m2 and q0 ¼ 8 1013 m2, respectively) is shown
here for each density. Boundary condition (ii) was applied.
It is evident that an increase in the initial dislocation den-
sity (which is equal to an increase in the initial number of
FRSs due to the constant source length) leads to a softer
response of the bending beams. On average, there is a drop
in the bending moment of about 30% for the highest initial
density q0 ¼ 8 1013 m2 compared to the standard den-
sity of q0 ¼ 2 1013 m2. The same behavior was found
for the other beam orientation and boundary condition
(i). It should be pointed out that this trend is opposite to
the common Taylor behavior that higher dislocation densi-
ties give higher ﬂow stresses (or bending moments in this
case).
To further analyze and interpret the mechanical proper-
ties of the beams it is helpful to investigate the dislocation
structure. It is shown in Fig. 7 for 0.5 and 1.0 lm thick
beams at a plastic deformation of uply;max=t ¼ 0:015. The
beams are of [010](001) orientation and loaded with
boundary condition (ii). Due to the symmetric crystal ori-
entation, slip is expected to occur on all four slip planes
with the same probability. In general, plastic deformation
starts with the activation of sources close to the surface,
triggered by the high stress state there. Dislocation seg-
ments emitted from these sources glide into the volume
and pile-up around the neutral plane of the bending beam.
Multiple activation of the same source increases the pile-up
until the back stress becomes too high and the dislocation
source ceases operating. Further loading is necessary to
Fig. 7. Dislocation structure in an 0.5 lm (a) and 1.0 lm (b) thick beam deformed to uply;max=t ¼ 0:015. [010](001) orientation and boundary condition (ii)
was used, which is comparable to applying bending moments Mz at both ends. Dislocation lines are colored with respect to their slip planes as shown in
the Thompson tetrahedron. The facet of the ð111Þ plane (green color) is plotted semi-transparently to give a view of the (111) plane (blue) and the ð111Þ
plane (red). (For interpretation of references in color in this ﬁgure legend, the reader is referred to the web version of this article.)
1948 C. Motz et al. / Acta Materialia 56 (2008) 1942–1955reactivate the sources against the pile-up or to activate new
sources located in less favorable positions. The activationof new sources is usually accompanied by immediate multi-
ple operation and results in the formation of a new pile-up.
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(see Figs. 3 and 4). Such strong dislocation pile-ups are evi-
dent in the center region of the 0.5 lm thick beam (Fig. 7a).
In thin beams, these pile-ups are a predominant feature
because the number of favorably located near-surface dis-
location sources is limited. The average spacing of the dis-
locations in the pile-ups, k, is about 35 nm here. For the
thicker beams these dislocation pile-ups are less pro-
nounced. In Fig. 7b the dislocation structure is shown for
an 1.0 lm thick bending beam at the same plastic deforma-
tion. Pile-ups can be identiﬁed (e.g. ‘‘blue” dislocation lines
in the right part of the beam), however, they are not as sig-
niﬁcant as for the 0.5 lm thick beam. The average spacing
of the dislocations in the pile-up is about 90 nm. The diﬀer-
ence between thin and thick beams is mainly due to the
higher number of initial dislocation sources for the thicker
beams, where many near-surface sources can be activated,
which leads to a more homogeneous plastic deformation.
Fig. 8 shows the r^yy stress distribution inside the 0.5 and
1.0 lm thick beams according to Eq. (3) (x-y-slice throughFig. 8. r^yy stress distribution induced by boundary condition (ii) and the imag
Note the diﬀerent color scale. In (a) the two diﬀerent applied crystal orientatithe volume at z ¼ 0:5  zmax). Boundary condition (ii) was
applied and, therefore, a stress gradient in x-direction is
visible which varies along the y-axis due to the contribution
of the image correction ﬁelds as can be seen from the stress
contours. For both thicknesses the r^yy stress ﬁelds are
shown for a plastic deformation of uply;max=t ¼ 0:015. It is
evident that the overall stress distribution is similar for
both beam sizes, which is not surprising because they are
caused by the same boundary condition; however, the
stress level is diﬀerent (note the diﬀerent color code). This,
of course, corresponds to the diﬀerent overall mechanical
response shown in Fig. 3, where the thicker beam reveals
a smaller bending moment throughout the entire deforma-
tion regime. There seem to be no signiﬁcant side eﬀects
(additional, undesirable constraints) of the chosen bound-
ary conditions.
The normal stresses in the y-direction arising from the
dislocation structure, ~ryy , are plotted in Fig. 9 for the 0.5
and 1.0 lm thick beams. The same parameters and plot
geometry was used as in Fig. 8. High stresses are evidente correction ﬁelds inside the 0.5 lm (a) and the 1.0 lm (b) bending beams.
ons are indicated.
Fig. 9. ~ryy stress distribution induced by the dislocation structure inside the 0.5 lm (a) and the 1.0 lm (b) bending beams. Note the diﬀerent color scale.
1950 C. Motz et al. / Acta Materialia 56 (2008) 1942–1955in regions of dislocation pile-ups, with values of about 350
and 250 MPa for the 0.5 and 1.0 lm thick beams, respec-
tively. These pile-up stresses cause a back stress on the
operating dislocation sources, which hinders further opera-
tion. Compared to the stresses induced by the boundary
condition (see Fig. 8) they have the opposite sign and there-
fore generate a counter-moment in the beam. The back
stresses are not concentrated on the glide planes containing
the pile-ups, but spread into the volume and aﬀect other
FRSs too. These features in the stress distribution were
also found for the other crystal orientation and for bound-
ary condition (i). The total stress ryy inside the bending
beams is given by the superposition of the r^yy (Fig. 8)
and ~ryy (Fig. 9) stresses according to Eq. (3).
Fig. 10 shows the yy strain distribution inside the 0.5
and 1.0 lm thick beams for the same conﬁguration as
depicted in Figs. 8 and 9. A strong localization of the
deformation to the glide planes containing the pile-ups is
obvious. On average, a stronger strain localization is found
in the thin beams compared to the thick ones, which is in
agreement with the observed pile-up behavior. The highlystrained regions extend from the upper and lower surfaces
(with opposite sign) to approximately the center of the
beam with a decreasing strain level. This is in accordance
with the experimental ﬁndings (cf. Fig. 2).
5. Discussion
Both the experimental results and the simulation results
show a strong size eﬀect for the micro-bending beams with
a scaling exponent n in the range 0.75 to 1.1. This is a
much more pronounced size dependence with a higher
exponent than the size dependence of micro-pillar experi-
ments [6–8], micro- and nano-indentation [33] or the
Hall–Petch eﬀect [1,2], where n is typically around 0.5.
Nevertheless, the size dependence of the beams is compara-
ble to the mechanical behavior of thin ﬁlms on substrates
(e.g. [34–36]), which also show a scaling exponent of the
ﬂow stress of order 1.0. In polycrystalline thin ﬁlms the
strong size eﬀect is assumed to be caused by the deposition
of interfacial dislocations at grain boundaries and the ﬁlm/
substrate interface or by a source size limitation [36,37].
Fig. 10. yy strain distribution inside the 0.5 lm (a) and the 1.0 lm (b) thick bending beams. The deformation is strongly localized to glide planes
containing pile-ups. Note the diﬀerent color scale in (a) and (b).
3 Usually there is a ‘‘dislocation-free zone” in the vicinity of the top and
bottom surfaces in which the FRSs operate. Excluding these layers from
the density calculation (reducing the volume) would result in a slightly
higher dislocation density.
C. Motz et al. / Acta Materialia 56 (2008) 1942–1955 1951Often size eﬀects in the mechanical properties of metals
and alloys are attributed to the presence of a strain gradi-
ent in the specimen. To accommodate this strain gradient,
so-called GNDs have to be embedded in the crystal lattice,
leading to an additional dislocation density qGND. Accord-
ing to Taylor’s rule this would lead to an increase in the
ﬂow stress rf of the material:
rf ¼ alb
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
qSSD þ qGND
p
; ð7Þ
where a is a dimensionless constant (about 0.3, l the shear
modulus, b the norm of the Burgers vector and qSSD the
density of the so-called statistically stored dislocations
(SSDs). In the past, this concept has been more or less suc-
cessfully applied to explain the indentation size eﬀect (ISE)
in micro- and nano-indentation and to some extent to tor-
sion and bending conﬁgurations. A detailed treatment on
strain gradient plasticity can be found in Ref. [32,38] and
especially for bending beams in Ref. [39].
For bending, the strain gradient j is inversely propor-
tional to the beam thickness t. Inserted into Eq. (7), thisshould lead to a thickness dependence of the ﬂow stress
rf / t1=2, which is not observed. Comparing the size
dependence of the bending moment with the evolution of
the dislocation density in the simulation results (see Figs.
5 and 4, respectively) reveals that a 3-fold increase in the
moment (1.5 down to 0.5 lm in thickness) corresponds to
a doubling of the dislocation density at a certain plastic
strain value. According to Eq. (7), a 9-fold increase in the
total dislocation density would be required to explain the
observed size eﬀect by Taylor-hardnening due to the
GNDs. This discrepancy can neither be explained by slight
deviations from the linear relationship between ﬂow stress
and bending moment nor by diﬀerent possibilities in the
dislocation density calculations3 On the contrary, individ-
ual dislocation processes and arrangements seem to play
Fig. 12. Shear stresses required to pile-up N dislocations within pile-up
lengths of 0.5, 1.0 and 1.5 lm. The inset shows the pile-up stress
dependence on the pile-up length for 7, 15, 21 and 31 dislocations in the
pile-up.
1952 C. Motz et al. / Acta Materialia 56 (2008) 1942–1955a more important role for plasticity at the micrometer scale
than the statistical processes expressed in Eq. (7).
The dominant feature in the dislocation structure for the
3-D DDD micro-bending simulations is the dislocation
pile-up around the neutral plane. The presence of such
pile-ups and the fact that these pile-ups are more pro-
nounced for the thinner beams may lead to the conclusion
that they are playing an important role in the mechanical
response of the micro-beams. Furthermore, they are a per-
sistent feature in the structure independent of the initial
dislocation structure. Comparing the strain distribution
inside the beams (Fig. 10) with the experimental ﬁndings
(see Fig. 2) reveals many similarities: the deformation is
strongly localized on individual slip planes and the inten-
sity of the slip traces decreases from the surface to the cen-
ter of the beam. In addition, a similar size dependence of
the bending moment is found in the experiment and the
simulation, which suggests that the principle deformation
mechanisms should be identical. Thus, a detailed discus-
sion on the pile-up behavior and the impact on the plastic
response of the beams is performed in the next section.
It is clear that the dislocation pile-ups cause a back
stress acting on the dislocation sources and, if high enough,
lead to a deactivation of the source. This is similar to the
source-controlled plasticity of thin ﬁlms on substrates
(e.g. [36,37,17]). A detailed analysis of the pile-up stresses
can be found in Appendix A. In Fig. 11 the equilibrium
positions of N ¼ 15 dislocations piling up under two diﬀer-
ent shear stress gradients of 0.8 and 1.6 MPa nm1, respec-
tively, are shown that are obtained via this analysis. The
spacing between the dislocations is almost constant at the
center (dislocation 7 in Fig. 11) and slightly increases for
the outer dislocations. This is in accordance with the results
of the 3-D DDD simulations (see Figs. 7 and 9) and diﬀer-
ent to ‘‘common” pile-ups at hard obstacles under constant
shear stress. The pile-up stress spu (deﬁned as the stress act-Fig. 11. Equilibrium positions of 15 dislocations piling up under shear
stress gradients of 0.8 and 1.6 MPa nm1, respectively.ing on the ﬁrst dislocation in the pile-up) dependence in
Fig. 12 shows a linear increase with the number of disloca-
tions in the pile-up (the amount of plastic deformation) and
scales inversely with the pile-up length Lpu. This pile-up
stress acts as a back stress on the dislocation source and
hinders further operation, which results in an approximate
t1 dependence of the bending moment (see Eq. (A.10)).
A sketch of the stress distribution inside the bending beam
is depicted in Fig. 13. Further details can be found in
Appendix A.
Up to now, we have considered only one pile-up in the
bending beam. As is evident from the 3-D DDD simula-
tions and experimental results, there is usually more than
one pile-up inside the beams. If we assume that the averageFig. 13. Sketch of the approximated stress distribution inside the bending
beams. Frank–Read source operation is only possible in the two shaded
layers.
C. Motz et al. / Acta Materialia 56 (2008) 1942–1955 1953spacing of the pile-up planes, K, is independent of the sam-
ple size, the aforementioned pile-up mechanism should
hold. In this case one can split the sample into representa-
tive volume elements, each containing one pile-up, and
apply the stated mechanism to these elements. There is
some experimental evidence that the spacing of the highly
strained regions (slip traces) is almost constant for a certain
sample size range. However, changing Kmay have an inﬂu-
ence on the mechanical properties and may therefore also
inﬂuence the size-eﬀect. To accommodate a certain amount
of plastic deformation (or a certain strain gradient) in the
bending beams a certain number of GNDs are required.
This accumulation of dislocations inside the specimen with
ongoing plastic deformation is diﬀerent to uniaxial tension
or compression tests. In the case where these dislocations
can be uniformly distributed in the volume, no or only a
weak pile-up will occur. On the other hand, if these dislo-
cations evolve on only a few glide planes, because only
few dislocation sources are available, a strong pile-up will
occur on these planes and lead to high back stresses and
higher ﬂow stresses rf . This eﬀect is shown in Fig. 6 by
3-D DDD simulations on beams with higher initial disloca-
tion densities. Due to the constant FRS size ð500aÞ in the
simulations, a higher initial dislocation density is equal to
a higher number of FRSs. Thus, more near-surface sources
are available4. This is equivalent to a reduction in K, which
leads to a more homogeneous distribution of the plastic
deformation and reduces the pile-up strength inside the
beams. This gives a softer response of the bending beams
as shown in Fig. 6, where a 4-fold increase in initial dislo-
cation density results in approximately a 30% decrease in
the bending moment.
The aforementioned model has some restrictions. It is
assumed that all ‘‘geometrically necessary” dislocations
are in pile-ups. For thin beams this assumption holds, as
can be seen, for example, in Fig. 7a. However, for thick
beams this is only a crude approximation, because the high
number of available dislocation sources causes a more
homogeneous deformation where many sources are acti-
vated only once or twice at small plastic strains. Neverthe-
less, for the investigated size and deformation regime the
pile-ups are a signiﬁcant feature in the dislocation structure
and govern the mechanical response. This also holds for
the experiments, where the beam thickness is signiﬁcantly
larger (reduces pile-ups) but the plastic deformation is also
much larger (increases pile-ups). Furthermore, relaxation
(recovery) mechanisms are neglected in such a simple
pile-up model. It is evident from the 3-D DDD simulations
that cross-slip can be used by the dislocations to escape
from the pile-up. Omitting cross-slip in the simulations
results in a ‘‘harder” response of the bending beams, as
can be seen in Fig. 3b. Especially at higher plastic deforma-
tions, recovery mechanisms based on cross-slip and dislo-4 Due to the stress gradient inside the bending beams the most stressed
regions can be found in the vicinity of the top and bottom surfaces. Thus,
these regions are favorable sites for FRS operation.cation climb play an important role. Also the hardening
behavior is aﬀected by relaxation processes. Increasing
plastic deformation will linearly increase the number of
GNDs. In the case of ‘‘pure pile-up”, i.e. all GNDs are
in pile-ups, a linear increase in the back stress can be
expected (see Fig. 12) resulting in a linear kinematic hard-
ening. Due to relaxation processes dislocations can over-
come the pile-up and the hardening rate decreases. In the
case of no pile-ups an isotropic hardening according to
SGP theories can be expected. This was demonstrated in
Ref. [38].
As a ﬁrst-order approximation the image forces are
neglected in the analytical model in Appendix A. The con-
tribution of the image forces to the stress distribution
inside the beams can be seen in Fig. 8 as the in-homoge-
neous stress gradient in the x-direction along the beam axis
(‘‘barreling” of the stress contours). Thus, the image forces
should have an inﬂuence on the pile-up length (which can
be accounted for by adjusting LFR); however, they should
not aﬀect the general scaling behavior.
It has been demonstrated that dislocation pile-ups in the
stress gradient inside micron-sized bending beams may be
the origin of the observed strong size-eﬀect, where the ﬂow
stress (or bending moment) scales approximately inversely
with the beam thickness. This was also proposed previously
[16]. However, stress gradients inside the loaded volume are
not limited to bending but are present in many loading
cases, such as torsion or indentation. If the deformed vol-
ume is in the micrometer regime, dislocation pile-ups in
the regions of high stress gradients may also occur there
and aﬀect the mechanical properties. In particular, if there
is a lack of dislocation sources, this pile-up mechanism may
be the major contribution to the ﬂow stresses and may be
the origin of the size-eﬀects. Thus, analyzing the plastic
behavior at the micrometer scale should consider stress
concentrations, back stresses and special dislocation struc-
tures, which may make a more important contribution to
the ﬂow stress than the average dislocation density.
6. Conclusions
Both experiments and 3-D DDD simulations show a
strong size dependence of the ﬂow stress or the normalized
bending moment for the deformation of small bending
beams. The ﬂow stress scales approximately inversely with
the beam thickness, rf / t1. From the simulations, pro-
nounced dislocation pile-ups are evident around the neu-
tral plane of the beams. They are more severe for the
thinner beams. Similarities with the experimental results
were found in the general scaling behavior and the defor-
mation pattern (slip traces), leading to the conclusion that
these dislocation pile-ups are a predominant feature of
micro-sized bending.
The impact of the pile-ups on the plastic properties are
studied by the means of an analytical pile-up model. It is
found that the combination of the back stress due to
the pile-ups with the limitation of the available space for
1954 C. Motz et al. / Acta Materialia 56 (2008) 1942–1955dislocation source operation may cause the observed strong
size-eﬀect. This is supported by results from simulations
with diﬀerent initial dislocation densities, where a smaller
dislocation density leads to an increase in the ﬂow stress
due to stronger pile-ups.
The conclusion can be drawn that individual dislocation
reactions and arrangements, e.g. the dislocation pile-up in
this particular case, can govern small-scale plasticity and
thus may, in certain cases, make a more important contri-
bution to the mechanical properties than the average dislo-
cation density.
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Appendix A. Dislocation pile-up around the neutral plane
In order to investigate the pile-ups and the resulting back
stress we assume as a ﬁrst approximation a bending beam
containing only one slip plane. For simplicity only edge dis-
locations will be considered. According to the elastic bend-
ing beam theory, the normal stresses inside the beam are:
ryyðxÞ ¼ MzIzz x; ðA:1Þ
where Mz is the applied bending moment and I zz the
geometrical moment of inertia. Using Schmid’s law one
obtains the resolved shear stress ss on a slip system:
ssðxÞ ¼ ryyðxÞ cos/ cos k ¼ xMzIzz cos/ cos k; ðA:2Þ
where / and k are the angles between slip plane normal
and beam axis, and slip direction and beam axis, respec-
tively. It is clear that this gives a linear shear stress distribu-
tion inside the beam with zero value at the neutral plane
ðx ¼ 0Þ.
Now we assume that N edge dislocations are situated on
the glide plane and exposed to this shear stress ﬁeld. Two
principle forces are acting on these dislocations: (i) the
force from the applied shear stress, fs, and (ii) the PK force
from the stress ﬁeld of the other dislocations, fd. The force
contribution from the applied stress ﬁeld on the ith disloca-
tion is:
f is ¼ ssðxiÞ  b ¼ b  xi
Mz
Izz
cos/ cos k; ðA:3Þwhere xi is the dislocation position. The total PK force con-
tribution from the ðN  1Þ other dislocations is obtained by
the summation over their contributions to the resolved
shear stress:
f id ¼
lb2
2pð1 mÞ
XN
j¼1;j 6¼i
1
xi  xj : ðA:4Þ
The N dislocations are in equilibrium if f is ¼ f id holds for all
of them. Thus, the equation
xi
Mz
Izz
cos/ cosk¼ lb
2pð1 mÞ
XN
j¼1;j 6¼i
1
xi  xj for i¼ 1;2; . . . ;N
ðA:5Þ
must be solved for the equilibrium positions xi of the N
dislocations in the pile-up. Unfortunately, no closed form
of Eq. (A.5) is available. Therefore, an iterative scheme
was applied to calculate the equilibrium positions xi using
a MATLAB program. From these equilibrium positions
the pile-up length Lpu ¼ maxðxiÞ minðxiÞ and the pile-up
stress spu, which is the applied shear stress on the outermost
dislocation in the pile-up ðx ¼ maxðxiÞÞ according to Eq.
(A.2), is calculated. Fig. 11 shows the equilibrium positions
of 15 dislocations piling up under two diﬀerent shear stress
gradients of 0.8 and 1.6 MPa nm1, respectively. The spac-
ing between the dislocations is almost constant at the center
(dislocation 7 in Fig. 11) and slightly increases for the outer
dislocations. This is in accordance with the results of the 3-D
DDD simulations (see Figs. 7 and 9). Increasing the shear
stress gradient decreases the pile-up length, but not in a lin-
ear manner; doubling the stress gradient decreases Lpu only
by 45% in Fig. 11. It should be noted that this pile-up behav-
ior is distinctly diﬀerent from the usual pile-up against a
hard obstacle under a constant shear stress (see Ref. [40]).
Assuming that the pile-up in a small specimen only has a
ﬁnite space to ﬁll, we keep the pile-up length Lpu constant
and calculate the required shear stress spu to pile-up N dis-
locations, which can be interpreted as the stress required to
reach a certain value of plastic deformation. The results are
plotted in Fig. 12 for three diﬀerent pile-up lengths, 0.5, 1.0
and 1.5 lm, respectively. It is not surprising that higher
stresses are required to pile-up N dislocations within a
smaller length. Analyzing the size dependence of the pile-
up stress (see inset of Fig. 12 for details) reveals the follow-
ing relationship:
spu  bðNÞL1pu : ðA:6Þ
Obviously the pile-up stress scales inversely with the pile-up
length. This single pile-up analysis can therefore explain
the overall size dependence of the ﬂow stress for bending.
For this, the pile-up length Lpu has to be identiﬁed with
the beam thickness t and the pile-up stress spu with the ﬂow
stress rf of the beam.
So far, no dislocation sources have been considered.
Discrete sources make the situation somewhat more com-
plicated. It is obvious that the pile-up cannot extend
through the entire thickness of the beam leaving no space
C. Motz et al. / Acta Materialia 56 (2008) 1942–1955 1955and eﬀective shear stress left for the FRSs to operate. As a
ﬁrst approximation we therefore assume a layer of constant
thickness LFR on the top and bottom surfaces in which the
FRSs can operate. Furthermore, we assume that the back
stress contribution on the FRSs from the dislocation pile-
up is constant and equal to spu in these two layers. In real-
ity, the shear stress from the pile-up decreases to the sur-
face as can be seen in Fig. 9a, where the highest stress
values are located at the ends of the pile-ups. A sketch of
the approximated stress distribution inside the beams is
depicted in Fig. 13. The eﬀective shear stress seff for the
activation of a FRS is then
seff ¼ ssðt=2Þ  spu ¼ lbL log
L
r0
 
; ðA:7Þ
where L is the size of the FRS and r0 the cut-oﬀ radius. The
length available for the pile-up reduces to Lpu ¼ fðt  2LFRÞ
with f as geometrical constant depending on the orienta-
tion of the glide plane inside the bending beam. Using this
relation with Eqs. (A.6) and (A.7), the critical shear stress
for the activation of the FRS is obtained:
ss;crit ¼ ssðt=2ÞP bðNÞfðt  2LFRÞ þ
lb
L
log
L
r0
 
: ðA:8Þ
Now, for completeness, ss;crit can be replaced by the critical
normalized bending moment Mcrit according to
ss;crit ¼ M critW z cos/ cos k ¼
M crit
B  t2 
1
6
cos/ cos k
¼ Mcrit 
1
6
cos/ cos k; ðA:9Þ
where W z is the axial section modulus. Inserting Eq. (A.9)
in Eq. (A.8) gives the critical bending moment for source
activation:
Mcrit P
6
cos/ cos k
bðNÞ
fðt  2LFRÞ þ
lb
L
logðL
r0
Þ
 
: ðA:10Þ
Analyzing Eq. (A.10), which is essentially identical to Eq.
(A.8), shows that besides the constant contribution of the
source strength the normalized bending moment scales
with t1. The function bðNÞ deﬁnes the principle pile-up
stress level and depends on the number of dislocations in
the pile-up and therefore depends on the plastic deforma-
tion. However, bðNÞ is independent of the pile-up length
Lpu. Since bðNÞ relies on Eq. (A.5), no closed form exists
and it has to be evaluated numerically. The operation of
dislocation sources becomes more diﬃcult for thinner
beams where the thickness is within the range of the source
size because the pile-up length Lup / t  2LFR is then get-
ting even smaller. This results in very high pile-up stresses.References
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