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ASYMPTOTIC FREE INDEPENDENCE AND ENTRY
PERMUTATIONS FOR GAUSSIAN RANDOM MATRICES
MIHAI POPA
Abstract. The paper presents conditions on entry permutations that induce
asymptotic freeness when acting on Gaussian random matrices. The class of
permutations described includes the matrix transpose, as well as entry permu-
tations relevant in Quantum Information Theory and Quantum Physics.
1. Introduction
The transpose is probably the most known matrix transformation given by a
permutation of entries. The connection between the transpose and asymptotic free
independence was established in [8], when we showed the (at that time surprising)
result that unitarily invariant ensembles of random matrices are asymptotically free
from their transposes.
In the recent years, other matrix transformations given by entry permutations
become relevant in the literature. Such examples are the partial transposes, in
Quantum Information Theory (see [5], [1], [2]), and the ‘mixing map’ from Quantum
Physics (see [7], [3]). The present paper gives, at least for the case of Gaussian
random matrices, a unitary treatment of all these transforms. It is shown that they
are part of a much larger and easy to describe category of entry permutations that
induce asymptotic free independence. The combinatorial techniques developed in
this paper were further utilized in [11] and [12], in the study of random matrices
with entries in non-commutative algebras.
The paper is organized as follows. Second section presents the framework and
two combinatorial results, Lemmata 2.3 and 2.5, that are utilized later for the main
results. To be noted, the definition of asymptotic freeness used here, Definition 2.1,
requires the existence of limit distributions, same as in [8]; though, it is possible
to build a similar theory without this requirement. Third section presents results
that apply to entry permutations which preserve self-adjointness. IN particular,
the above-mentioned transpose and partial transposes are falling in this category.
Under such entry permutations, the distribution of a Gaussian random matrix
remains unchanged. The main results, Theorem 3.1, gives an easy to define class
of such entry permutations that induce asymptotic freeness. In particular, the case
of partial transposes is addressed in the second part of the this section. The forth
section is addressing a different class of entry permutations, when the least of the
self-adjoint structure of Gaussian random matrices is preserved. More precisely,
o(N2) entries preserve their raw or their column after being permuted and taking
the adjoint (see Lemma 4.1 and Theorem 4.2). We show that the asymptotic
distribution of the permuted matrices is circular and that asymptotic freeness is
induced by a class of permutations similar to the one in the previous section.
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2. Preliminaries
Throughout this paper, by a random matrix we will understand, as in [10], a
matrix with entries in the ∗-algebra
L∞−(Ω, P ) =
⋂
1≤p<∞
Lp(Ω, P )
where (Ω, P ) is a probability space; the expectation will be denoted by E (i.e.
E(·) = ∫ ·dP ) and the ∗-operation is the complex conjugate.
If N is a positive integer, we shall denote by [N ] the ordered set {1, 2, . . . , N},
respectively by [±N ] the set {1,−1, 2,−2, . . . , N,−N}. The group of permutations
on the set of couples [N ]× [N ] = {(i, j) : i, j ∈ [N ]} shall be denoted by S([N ]2).
For A aN×N random matrix and σ a permutation from S([N ]2), we shall denote
by Aσ the N ×N random matrix with each (i, j)-entry equal to the σ(i, j)-entry of
A. I.e., if [A]i,j denotes the (i, j)-entry of A, then
[Aσ]i,j = [A]σ(i,j).
In particular, if t ∈ S([N ]2) is the permutation given by t(i, j) = (j, i), then At is
the usual matrix transpose of A.
Within the paper, by a noncommutative probability space it will be understood
a pair (A, ϕ) where A is a unital ∗-algebra over C and ϕ : A → C is a positive
conditional expectation. No explicit assumptions will be made on a C∗- or von
Neumann structure on A, nor on the traciality of ϕ.
Definition 2.1. A family A = {Ak,N : 1 ≤ k ≤ M,N ∈ N} of random matrices
such that each Ak,N is of size N×N is said to be asymptotically free if there exists
a non-commutative probability space (A, ϕ) and a free family {a1, a2, . . . , aM} from
A such that, for any positive integer R and any R-tuple (i1, . . . , iR) ∈ [M ]R we have
that
lim
N→∞
E ◦ tr(Ai1,NAi2,N · · ·AiR,N) = ϕ(ai1ai2 · · · aiR).
In particular, the definition above requires the existence of the joint limit distri-
bution of the family A.
Definition 2.2. A random matrix GN = [gij ]1≤i,j≤N is said to be Gaussian if
(i) gi,j = gj,i for all i, j ∈ [N ];
(ii) {gi,j : 1 ≤ i ≤ j ≤ N} is a family of independent, identically distributed
complex (if i 6= j) or real (if i = j) Gaussian random variables of mean 0
and variance
1√
N
.
Suppose that, for each positive integer N and each k = 1, 2, . . . ,m, σk,N is a
permutation from S([N ]2). The next results will discuss the expression
E ◦ tr
(
G
σ1,N
N ·Gσ2,NN · · ·Gσm,NN
)
.
For that, we will use, via the free and classical Wick’s formulae (see [4], [6]), the
connection between the Gaussian, respectively semicircular random variables and
pair partitions on an ordered set. By a pairing or a pair-partition on [m] we shall
understand an involution on [m] with no fixed points. The set of all pairings on
[m] will be denoted by P2(m). If pi ∈ P2(m), a block of pi is a couple of the form
{x, pi(x)} for some x ∈ [m]. If k, l ∈ [m] are in the same block of pi, we will say that
3pi connects k and l. For pi a pairing from P2(m), a 4-tuple (a, b, c, d) is said to be a
crossing if
a < b < c = pi(a) < d = pi(b).
A pairing is said to be noncrossing if it has no crossings. The set of all non-crossing
pairings [m] will be denoted by NC2(m).
To simplify the notations, the indexN will be omitted when there is no confusion.
Also, with the convention im+1 = i1, denote by I(N,m) the set
{−→i = (i1, i−1, i2, i−2, . . . , im, i−m) ∈ [N ]2m : i−k = ik+1 for k ∈ [m]}.
Developing the trace and using Wick’s formula (see [6]), we obtain
E ◦ tr(Gσ1 ·Gσ2 · · ·Gσm) = ∑
−→
i ∈I(N,m)
1
N
E
(
[Gσ1 ]i1i−1 [G
σ2 ]i2i−2 · · · [Gσm ]imi−m
)
=
∑
σ∈P2(m)
1
N
∑
−→
i ∈I(N,m)
∏
(k,l)∈pi
E
(
gσk(iki−k)gσl(ili−l)
)
=
∑
σ∈P2(m)
1
N
∑
−→
i ∈I(N,m)
∏
(k,l)∈pi
1
N
δ
σk(iki−k)
t◦σl(ili−l).
Therefore, denoting v(pi,−→σ ,−→i ) =
∏
(k,l)∈pi
1
N
δ
σk(iki−k)
t◦σl(ili−l) and
V(pi,−→σ ) = 1
N
∑
−→
i ∈I(N,m)
v(pi,−→σ ,−→i )
= N−
m
2 −1#{−→i ∈ I(N,m) : v(pi,−→σ ,−→i ) 6= 0}
we have that
(1) E ◦ tr(Gσ1 ·Gσ2 · · ·Gσn) = ∑
pi∈P2(m)
V(pi,−→σ ).
Lemma 2.3. With the notations from above, if pi is a crossing pairing, then
lim
N→∞
V(pi,−→σ ) = 0.
Proof. Through a circular permutation, we can suppose, without restricting the
generality, that (1, b, c, d) is a crossing of pi.
Next we will define the sets {Pk}1≤k≤m
2
via P1 = {a(1), pi(a(1))} and Pk+1 =
Pk ∪ {a(k + 1), pi(a(k + 1))} where the sequence {a(k)}1≤k≤m
2
is given as follows.
We put a(1) = 1 (hence P1 = {1, c}), let Bk = {l : b < k ≤ c and l /∈ Pk} and
a(k + 1) =
{
max(Bk), if Bk 6= ∅;
min{l ∈ [m] : l /∈ Pk}, otherwise.
First, remark that there exists r ∈ [m] such that a(r) = b.
Indeed, by construction, the set [m] is the disjoint union of {a(k) : 1 ≤ k ≤ m2 }
and {pi(a(k)) : 1 ≤ k ≤ m2 }. Also, we have that b < a(k + 1) ≤ c if and only if
Bk 6= ∅. If b = pi(a(k)) for some k ∈ [m2 ], then a(k) = pi(b) = d. Since d > c, it
follows that B(k − 1) = ∅, which would give that
d = a(k) = min{l ∈ [m] : l /∈ Pk−1}
and also b = pi(d) /∈ Pk−1, which contradicts b > d.
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Moreover, r has the property that b− 1 and b+ 1 are elements of Pr−1.
To see that, note first that a(r) = b /∈ (b, c] gives Br−1 = ∅ so b + 1 ∈ Pr−1.
Also, Br−1 = ∅ implies that b = a(r) = min{l ∈ [m] : l /∈ P (r − 1)} which implies
b− 1 ∈ Pr−1.
1
✇
2
✇
3
✇
4
✇
5
❣
6
✇
7
✇
8
✇
9
✇
10
✇
11
✇
12
✇
Figure 1. In the diagram above, (1, 5, 10, 12) a crossing, and P1 = {1, 10}, a(2) =
9, P2 = {1, 6, 9, 10}, a(3) = 8, P3 = P2 ∪ {7, 8}, a(4) = 2, P4 = P3 ∪ {2, 10},
a(5) = 3, P5 = P4 ∪ {3, 4}, r = 6.
For the next step of the proof, we need to introduce more notations. First, if−→
i = (i1, i−1, i2, i−2, . . . , im, i−m) is an element of [N ]2m and if B = {β1, β2, . . . , βp}
is a subset of [m] such that βk < βl whenever k < l, then we denote
−→
i [B] = (iβ1 , i−β1, iβ2 , i−β2, . . . , iβp , i−βp) ∈ [N ]2p.
With this notation, define
Am
2
= {−→i ∈ I(N,m) : v(pi,−→σ ,−→i ) 6= 0},
and, for 1 ≤ k ≤ m2 ,
Ak = {−→α ∈ [N ]4k : there exists −→i ∈ Am2 such that −→α =
−→
i [Pk]}
The notations above are coherent, since Pm
2
= [m]. Moreover,
V(pi,−→σ ) = N−m2 −1#(Am
2
).
So it suffice to prove that
(2) #(Am
2
) ≤ N m2 .
In order to show (2), note first that the set I(N,m) satisfies the following prop-
erties (by convention, i±(m+k) = i±k):
(p.1) For each p ∈ [m] and each pair (a1, a2) ∈ [N ]2, there exist at most N pairs
(x1, x2) ∈ [N ]2 such that there is some −→i ∈ I(N,m) with
(a1, a2, x1, x2) = (σp(ip, i−p), σp+1(ip+1, i−(p+1)))
(p.2) For each p ∈ [m] and each pair (a1, a2) ∈ [N ]2, there exist at most N pairs
(x1, x2) ∈ [N ]2 such that there is some −→i ∈ I(N,m) with
(x1, x2, a1, a2) = (σp−1(ip−1, i−(p−1)), σp(ip, i−p))
(p.3) For each p ∈ [m] and each 4-tuple (a1, a2, a3, a4) ∈ [N ]4, there exists at
most one pair (x1, x2) ∈ [N ]2 such that there is some −→i ∈ I(N,m) with
(a1, a2, x1, x2, a3, a4) = (σp(ip, i−p), σp+1(ip+1, i−(p+1)), σp+1(ip+2, i−(p+2))).
Indeed, note that if
−→
i ∈ I(N,m), then i−p = ip+1 and i−(p+1) = ip+2, that
is (x1, x2) = σp+1(ip+1, ip+2) and (ip, ip+1) = σ
−1
p (a1, a2). In particular, ip+1 is
uniquely determined by (a1, a2), that is (x1, x2) is uniquely determined by the
triple (a1, a2, ip+2) so the property (p.1) follows.
Similarly, (ip+1, ip+2) = σ
−1
p+2(a3, a4), hence ip+2 is uniquely determined by
(a3, a4). So properties (p.2) and (p.3) also follow.
5Furthermore, the set Am
2
satisfies the following property:
(p.4) For each p ∈ [m] and each couple (a1, a2) ∈ [N ]2 there exist at most one
couple (x1, x2) such that there is some
−→
i ∈ Am
2
with
−→
i [{a(p)}] = (a1, a2)
and
−→
i [{pi(a(p))}] = (x1, x2).
This follows because if v(pi,−→σ ,−→i ) 6= 0 then
σpi(a(p))
(
ipi(a(p)), i−pi(a(p))
)
= t ◦ σa(p)
(
ia(p), i−a(p)
)
which is equivalent to(
ipi(a(p)), i−pi(a(p))
)
= σ−1
pi(a(p)) ◦ t ◦ σa(p)
(
ia(p), i−a(p)
)
that is, (x1, x2) must be an element of the singleton set {σ−1pi(a(p)) ◦ t◦σa(p)
(
a1, a2
)}.
In particular, for p = 1, property (p.4) gives that
(3) #(A1) ≤ N2.
Next, remark that properties (p.1), (p.2) and (p.4) give that
(4) #(Ak+1) ≤ N ·#(Ak).
To prove (4) it suffices to show that given −→α an element of Ak, there exist at
most N 4-tuples (x1, x2, x3, x4) ∈ [N ]4 such that there exist some −→i ∈ Am2 with−→
i [Pk] =
−→α and −→i [Pk+1 \ Pk] = (x1, x2, x3, x4).
By construction, Pk+1 \Pk = {a(k+1), pi(a(k+1))} with either a(k+1)+1 ∈ Pk
if Bk 6= ∅, or a(k + 1) − 1 ∈ Pk if Bk = ∅. So, from properties (p.1) and (p.2),
for each −→α ∈ Ak, there are at most N couples (y1, y2) such that −→i [Pk] = −→α and−→
i [{a(k)}] = (y1, y2).
Furthermore, property (p.4) gives that for each couple (y1, y2) there exist at most
one couple (y3, y4) such that
−→
i [{a(k)}] = (y1, y2) and −→i [{pi(a(k))}] = (y3, y4) for
some
−→
i ∈ Am
2
. Therefore the proof of (4) is complete.
Equations (3) and (4) give that
#(Ar−1) ≤ N r
and that
#(Am
2
) ≤ N m2 −r ·#(Ar).
So, to complete the proof of Lemma 2.3, it suffices to show
(5) #(Ar) ≤ #(Ar−1).
To prove (5), fix −→α ∈ Ar−1 and we shall prove that there exist at most one 4-
tuple (x1, x2, x3, x4) ∈ [N ]4 such that there exist some −→i ∈ Am
2
with
−→
i [Pr−1] = −→α
and
−→
i [Pr \ Pr−1] = (x1, x2, x3, x4).
As noted above, a(r) = b and b − 1, b + 1 ∈ Pr−1. Then property (p.3) gives
that
−→
i [{a(s)}] is uniquely determined by −→i [Ps]. Furthermore, property (p.4) gives
that
−→
i [{pi(a(s))}] is, in turn, uniquely determined by −→i [{a(s)}] and the conclusion
follows. 
Definition 2.4. Suppose that σ and τ are two permutations in S([N ]2). We define
j(σ, τ) =
{
(i, j, k) ∈ [N ]3 : t ◦ σ(i, k) = τ ◦ t(j, k)}.
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If, for each positive integer N , σN , τN are permutations from S([N ]2), we shall say
that σN is asymptotically incompatible to τN if
lim
N→∞
#j(σN , τN )
N2
= 0.
With the notations in this section (equation (17), Definition 2.4) we have the
following result.
Lemma 2.5. Let pi ∈ S(m) be such that pi(k) = k + 1 for some 1 ≤ k ≤ m− 1. If
the permutations σk,N and σk+1,N are asymptotically incompatible, then
lim
N→∞
V(pi,−→σ ) = 0.
Proof. We shall use similar ideas and techniques as in proof of Lemma 2.3. First,
through a circular permutation, we can suppose, without restricting the generality,
that k = 1.
Let a(1) = 1, P1 = {1, 2} and, inductively, Pk+1 = Pk ∪ {a(k + 1), pi(a(k + 1))},
where a(k + 1) = min{t ∈ [m] : t /∈ Pk} (see also Example 2 below).
1
✈
2
✈
3
✈
4
✈
5
✈
6
✈
7
✈
8
✈
9
✈
10
✈
Example 3. In the diagram above, P1 = {1, 2}, a(2) = 3, P2 = {1, 2, 3, 6},
a(3) = 4, P3 = {1, 2, 3, 4, 5, 6}, a(4) = 7 and a(5) = 8.
In particular, Pm
2
= [m] and for each k > 1 we have that
(6) {1, 2, . . . , a(k)− 1} ⊂ Pk.
As in the proof of Lemma 2.3, define Ak = {−→i [Pk] : −→i ∈ Am
2
} for
Am
2
= {−→i ∈ I(N,m) : v(pi,−→σ ,−→i ) 6= 0}.
As shown in the proof of Lemma 2.3, the set Am
2
satisfies properties (p.1) and
(p.4). Fix k ∈ [m2 −1] and −→α ∈ Ak. Then (6) and (p.1) gives that there exist at most
N couples (x1, x2) ∈ [N ]2 such that there exist some −→i ∈ Am
2
with
−→
i [Pk] =
−→α
and
−→
i [{a(k + 1)}] = (x1, x2).
On the other hand, property (p.4) gives that for each (x1, x2) there exists at most
one couple (y1, y2) such that there exist
−→
i ∈ Am
2
with
−→
i [{a(k + 1)}] = (x1, x2)
and
−→
i [{pi(a(k + 1))}] = (y1, y2). Therefore
#(Ak+1) ≤ N ·#(Ak),
which gives
#(Am
2
) ≤ N m2 −1 ·#(A2).
Since V(pi,−→σ ) = N−m2 −1 ·#(Am
2
), it suffices to show that
(7) lim
N→∞
#(A2)
N2
= 0.
From construction,
A2 = {(i, j, k, l) ∈ [N ]4 : there exist some −→i ∈ Am2 with and
−→
i [{1, 2}] = (i, j, k, l)}.
7Since Am
2
⊆ I(N,m) gives that i−1 = i2, we get that
A2 = {(i, j, k) ∈ [N ]3 : there exist some −→i ∈ Am2 with
−→
i [{1, 2}] = (i, j, j, k)}
⊆ {(i, j, k) ∈ [N ]3 : σ1,N (i, j) = t ◦ σ2,N ◦ t(k, j)},
and equation (7), hence the conclusion, follows from the asymptotic incompatibility
of σ1,N and σ2,N . 
We shall use Lemmata 2.3 and 2.5 for showing the main results of this paper, in
the next two sections.
3. Self-Adjoint transforms and asymptotic freeness for partial
transposes of Gaussian random matrices
Theorem 3.1. Suppose that M is a positive integer and that, for each positive
integer N ,
{
σk,N : k ∈ [M ]
}
is a family of permutations from S[([N ]2) such that
(c.1) each G
σk,N
N is self adjoint, i.e. σk,N = t ◦ σk,N ◦ t
(c.2) if a 6= b, then σa,N is asymptotically incompatible to σb,N .
Then the family
{
G
σk,N
N : k ∈ [M ]
}
is asymptotically free semicircular, where GN
is an N ×N Gaussian random matrix.
Proof. The condition (c.1) gives that each G
σk,N
N is a Gaussian random matrix, so
the limit distribution of
{
G
σk,N
N
}
is semicircular of variance 1. Therefore, using the
Free Wick formula (see [4]), it suffices to show that for any positive integer m and
any function f : [m]→ [m],
(8) lim
N→∞
E ◦ tr
(
G
σf(1),N
N · · ·G
σf(m),N
N
)
= #NC2(m,
−→σf )
where
NC2(m,
−→σf ) =
{
pi ∈ NC2(m) : f(k) = f(l) whenever (k, l) ∈ pi
}
.
Henceforth, from equation (1), it suffices to show that
(9) lim
N→∞
V(pi,−→σf ) =
{
0, if pi ∈ P2(m) \NC2(m,−→σf )
1 if pi ∈ NC2(m,−→σf ).
We shall prove (9) by induction on m. As before, in order to simplify the notations,
the index N will be omitted. For m = 2, we have that pi = (1, 2) and
V((1, 2),−→σf ) = 1
N
∑
i1,i2∈[N ]
E
(
gσf(1)(i1, i2) · gσf(2)(i2, i1)
)
(10)
=
1
N2
∑
i1,i2∈[N ]
δ
σf(1)(i1,i2)
t◦σf(2)(i2,i1).
Condition (c.1) gives that t ◦ σf(2)(i2, i1) = σf(2)(i1, i2). If f(1) = f(2), i. e.
pi ∈ NC2(2,−→σf ), equation (10) gives that V((1, 2),−→σf ) = 1. If f(1) 6= f(2), then
equation (10) becomes
V((1, 2),−→σf ) = 1
N2
·#{(i, j) ∈ [N ]2 : σf(1)(i, j) = σf(2)(i, j)}
≤ #
{
(i, j, k) ∈ [N ]3 : σf(1)(i, j) = σf(2)(k, j)
}
N2
and the property follows from condition (c.2).
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For the induction step, note first that, according to Lemma 2.3, we may suppose
that pi is non-crossing. From traciality, via a circular permutation, we can suppose
that (1, 2) is a block of pi. Then pi is the juxtaposition of (1, 2) and pi′, some non-
crossing pairing on [m − 2]. Moreover, from Lemma 2.5, we can further assume
that f(1) = f(2), since lim
N→∞
V(pi,−→σf ) = 0 otherwise.
Fix
−→
i = (i1, i2, i2, i3, i3, . . . , im, im, i1) ∈ I(N,m) and note that (with the nota-
tions before Lemma 2.3), the first factor of v(pi,−→σf ,−→i ) contains δσf(1)(i1,i2)t◦σf(2)(i2,i3), which
cancels unless
(11) σf(1)(i1, i2) = t ◦ σf(2)(i2, i3).
But f(1) = f(2), so (11) is equivalent to i1 = i3. In this case,
v(pi,−→σ ,−→i ) = 1
N
v(pi′,−→σ ′,−→i ′).
where
−→
i ′ = (i3, i4, i4, . . . , im, im, i3) ∈ I(N,m−2) and
−→
σ′f = (σf(2), σf(3), . . . , σf(m)).
Henceforth
V(pi,−→σf ) = 1
N
∑
−→
i ∈I(N,m)
v(pi,−→σf ,−→i ) = 1
N
∑
−→
i ∈I(N,m)
1
N
v(pi′,−→σf ′,−→i ′)
=
1
N
∑
i2∈[N ]
[ ∑
−→
i ′∈I(N,m−2)
1
N
v(pi′,−→σf ′,−→i ′)
]
=
1
N
∑
i2∈[N ]
V(pi′,−→σf ′)
= V(pi′,−→σf ′)
and property (9) follows from the induction hypothesis. 
For the particular case when M = 2 and σ1,N equals the identity, Theorem 3.1
has the following consequence.
Corollary 3.2. Suppose that for any positive integer N , GN is a Gaussian random
matrix and σN is a permutation on [N ]
2 such that σN = t ◦ σN ◦ t and
lim
N→∞
#
{
(i, j, k) ∈ [N ]3 : σN (i, j) = (i, k)
}
N2
= 0.
Then GN and G
σN
N are asymptotically semicircularly distributed and free.
It is easy to give examples of permutations satisfying the conditions (c.1) and
(c.2), as in the Remark below. Yet we will focus the next parts of this section on a
partial transposes, a family of transforms with relevance in Quantum Information
Theory (see [5], [1], [2]).
Remark 3.3. Let n be a (fixed) positive integer. Suppose that
{
φk,N : k ∈ [n]
}
is
a family of permutations from S(N) such that if k 6= p, then
lim
N→∞
#
{
i ∈ [N ] : φk,N (i) = φp,N (i)
}
N
= 0.
Define σk,N ∈ S([N ]2) via σk,N (i, j) =
(
φk,N (i), φk,N (j)
)
. Then the family{
G
σk,N
N , (G
σk,N
N )
t : k ∈ [n]} is asymptotically free semicircular.
9Proof. Trivially, for each k,N , we have that t ◦ σk,N ◦ t = σk,N .
With the notations from Definition 2.4, we have that
j(σk,N , t ◦ σp,N ) =#
{
(i, j, l) ∈ [N ]3 : φk,N (i) = φp,N (j) and φk,N (j) = φp,N (l)
}
= #
{
(i, j, k) ∈ [N ]3 : i = φ−1k,N ◦ φp,N (j) and l = φ−1p,N ◦ φk,N (j)
}
=N.
On the other hand, if k 6= p, then
j(σk,N , σp,N ) =#
{
(i, j, l) ∈ [N ]3 : φk,N (i) = φp,N (k) and φk,N (j) = φp,N (j)
}
=#
{
(i, j, l) ∈ [N ]3 : l = φ−1p,N ◦ φk,N (i) and φk,N (j) = φp,N (j)
}
=N ·#{j ∈ [N ] : φk,N (j) = φp,N (j)},
and the conclusion follows from Theorem 3.1. 
Following [9], we will define partial transposes as follows. Suppose that X is a
bd×bd matrix with entries in some algebraA. We can see X as a b×b block-matrix,
X = [Xi,j ]
b
i,j=1 with the entries Xi,j being d × d matrices over A. We denote by
XΓ(b,d) the (b, d)-partial transpose of X , that is the matrix obtained by transposing
each block of X , but keeping the positions of the blocks:
XΓ(b,d) =
[
Xti,j
]b
i,j=1
.
Equivalently, for each (i, j) ∈ [N ]2, there exist some unique α1, α2 ∈ [b] and
β1, β2 ∈ [d] such that
(i, j) =
(
(α1 − 1)d+ β1, (α2 − 1)d+ β2
)
,
i.e. the (i, j) entry of G is the (β1, β1) entry of the (α1, α2) block of size d × d of
G. Then
Γ(b, d)(i, j) =
(
(α2 − 1)d+ β1, (α1 − 1)d+ β2
)
(12)
=
(
j + (α1 − α2)d, i− (α1 − α2)d
)
.
With the notations above, we have the following.
Lemma 3.4. Let N be a positive integer and b, d, B,D be such that
bd = BD = N.
Suppose that d ≤ D and let M = dL be the least common multiple of d and D.
Then
N2
L2
≤ j(Γ(b, d),Γ(B,D)) ≤ N2
L
.
Proof. Let G be a N × N Gaussian random matrix. Since d and D divide N , so
does their least common multiple M . So we can see G as a N/M × N/M block
matrix, with each block entry a M ×M random matrix. Let
K =
{(
(m1 − 1)M + µ1, (m2 − 1)M + µ2
)
: µ1, µ2 ∈ [M ]
}
(i.e. K is he set of indeces of entries from the (m1,m2) block of size M ×M of G),
and let
Kj = K ∩
{
(i, j) ∈ [N ]2 : Γ(b, d)(i, j) = Γ(B,D)(k, j) for some k ∈ [N ]}.
We shall show that
(13)
M2
L2
= d2 ≤ #Kj ≤ d2L = M
2
L
.
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For the first inequality in (13), note that, for µ1, µ2 ∈ [d] ⊆ [D], we have that(
(m1 − 1)M + µ1, (m1 − 1)M + µ2
)
=
(
(m1 − 1)l · d+ µ1, (m1 − 1)l · d+ µ2
)
and equation (12) gives that
Γ(b, d)(i, j) =
(
(m1 − 1)L · d+ µ2, (m1 − 1)L · d+ µ2
)
= Γ(N/M,M)(i, j).
Similarly, since [d] ∈ [D], we have that
Γ(B,D)(i, j) = Γ(N/M,M)(i, j),
therefore {(
(m1 − 1)M + µ1, (m2 − 1)M + µ2
)
: µ1, µ2 ∈ [d]
} ⊆ KJ.
We shall prove the second inequality from (13) in several steps. First, note that,
for
(i, j) =
(
(α1 − 1)d+ β1, α2 − 1)d+ β2
)
(k, j) =
(
(γ1 − 1)D + δ1, γ2 − 1)D + δ2
)
with α1, α2 ∈ [b], β!, β2 ∈ [d], γ1, γ2 ∈ [B] and δ1, δ2 ∈ [D], the equality
Γ(b, d)(i, j) = Γ(i, j)(B,D)
is equivalent to
(14)
{
(α1 − α2)d = (γ1 − γ2)D
i = k.
Note that the second part of (14) implies{
(i, j, k) ∈ [N ]3 : Γ(b, d)(i, j) = Γ(B,D)(k, j)}(15)
=
{
(i, j) ∈ [N ]2 : Γ(b, d)(i, j) = Γ(B,D)(i, j)}.
Let (i, j) ∈ Kj; then there are some unique α1, α2 ∈ [L], η1, η2 ∈ [d], A1, A2 ∈
[M/D], and η′1, η
′
2 ∈ [D] such that
i =(m1 − 1)M + (α1 − 1)d+ η1 = (m1 − 1)M + (A1 − 1)d+ η′1
j =(m2 − 1)M + (α2 − 1)d+ η2 = (m2 − 1)M + (A2 − 1)d+ η′2.
The definition of Kj gives that
j + (m1 −m2)M + (a1 − a2)d = j + (m1 −m2)M + (A1 −A2)D,
in particular D divides (a1 − a2)d, which gives a1 = a2. Therefore
Kj ⊆
{(
(m1−1)M+(α−1)d+η1, (m2−1)M+(α−1)d+η2
)
: α ∈ [L], η1, η2 ∈ [d]
}
so #KJ ≤ d2L, that is the second part of (13).
The conclusion follows by applying (13) to each of the N2/M2 blocks of size
M ×M of G. 
A consequence of Lemma 3.4 is the following.
Theorem 3.5.
(i) Suppose that each positive integer N is written as N = bN · dN = BN ·DN , with
dN ≤ DN . Let MN = dN · LN be the least common multiple of dN and DN . Then
the family
{
G
Γ(bN ,dN )
N , G
Γ(BN ,DN
N
}
is asymptotically free if and only if
lim
N→∞
Ln =∞.
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(ii) With the notations from above, if for each k ∈ [m], {dk,N )}N is a sequence such
that N = bk,N · dk,N and
lim
N→∞
bk,N
bk+1,N
=∞,
then the family
{
G
Γ(bk,N ,dk,N )
N : k ∈ [m]
}
is asymptotically free.
In particular, if
{
d1,N}N is bounded and lim
N→∞
d2,N =∞, then GΓ
(
b1,N ,d1,N
)
N and
G
Γ
(
b2,N ,d2,N
)
N are asymptotically free.
Proof. Part (ii) is in immediate consequence of part (i).
To show part (i), note first that if lim
N→∞
LN = ∞, then the asymptotic freeness
follows from Theorems 3.1 and 3.4.
For the converse, denote γ1,N = Γ
(
bN , dN
)
and γ2,N = Γ
(
BN , DN
)
. Both matri-
ces G
γ1,N
N and G
γ2,N
N are asymptotically circularly distributed, therefore assuming
that they are asymptotically free gives that
lim
n→∞
E ◦ tr(Gγ1,NN ·Gγ2,NN ) = 0.
But
E ◦ tr(Gγ1,NN ·Gγ2,NN ) = 1N
∑
i,j∈[N ]
E
(
gσ1,N (i,j)gσ2,N (j,i)
)
=
1
N2
·#{(i, j) ∈ [N ]2 : γ1,N (i, j) = t ◦ γ2,N(j, i)}
=
1
N2
· j(Γ(bN , dN),Γ(BN , DN)),
and the conclusion follows. 
4. Non-selfadjoint transforms and circular distributions
Lemma 4.1. Suppose that for any positive integer N , GN is a Gaussian random
matrix and µN is a permutation from S([N ]2) such that
(m.1) lim
N→∞
#
{
(i, j, k) ∈ [N ]3 : µN (i, j) = t ◦ µN ◦ t(i, k)
}
N2
= 0,
Then GµNN is asymptotically circularly distributed; more precisely,
lim
N→∞
κ2
(
GµNN , (G
µN
N )
∗) = lim
N→∞
κ2
(
(GµNN )
∗, GµNN
)
= 1
and all other free cumulants of GµNN and (G
µN
N )
∗ cancel asymptotically.
Proof. First, note that, if σ ∈ S([N ]2), then (GσN )∗ = Gt◦σ◦tN .
As before, in order to simplify the notations, the index N will be omitted when
there is no confusion, i.e. we write G, µ, for GN , µN .
Denote η = t ◦µ ◦ t. From the definition of the free cumulants, it suffice to show
that, for any m positive integer and any −→σ = (σ1, σ2, . . . , σm) with each σk either
µ or η, we have that
(16) lim
N→∞
E ◦ tr(Gσ1 ·Gσ2 · · ·Gσm) = #NC2(m,−→σ ),
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where NC2(m,
−→σ ) = {pi ∈ NC2(m) : σk = t ◦ σl ◦ t for all (k, l) ∈ pi}. So, using
equation (1), it suffices to show that
(17) lim
N→∞
V(pi,−→σ ) =
{
0, if −→σ ∈ P2(m) \NC2(m,−→σ )
1, if −→σ ∈ NC2(m,−→σ ).
If pi /∈ NC2(m), then (17) follows from Lemma 2.3. For pi ∈ NC2(m), we shall
use an inductive argument similar to the argument for equation (9) in the proof of
Theorem 3.1.
If m = 2, then pi = (1, 2) and
(18) V((1, 2),−→σ ) = 1
N
∑
i,j∈[N ]
E
(
gσ1(i,j)gσ2(j,i)
)
=
1
N2
∑
i,j∈[N ]
δ
t◦σ2◦t(i,j)
σ1(i,j)
and the result follows trivially from property (m.1).
For the induction step, we can suppose, as in the proof of Theorem 3.1, that pi
is a juxtaposition of (1, 2) and pi′ ∈ NC2(m), where −→σ ′ = (σ3, σ4, . . . , σm).
If σ2 6= t ◦ σ1 ◦ t, in particular pi /∈ NC2(m,−→σ ), then property (m.1) and Lemma
2.5 give that V(pi,−→σ ) cancel asymptotically.
If σ2 = t ◦ σ1 ◦ t, i.e {σ1, σ2} = {µ, ν}, we have that σ1 = t ◦ σ2 ◦ t and
(19) E
(
gσ1(i,j)gσ2(j,k)
)
=
1
N
δ
t◦σ2(j,k)
σ1(i,j)
=
1
N
δ
σ1(k,j)
σ1(i,j)
=
1
N
δki .
As in the proof of Theorem 3.1, fix
−→
i = (i1, i2, i2, i3, i3, . . . , im, im, i1) ∈ I(N,m)
and denote
−→
i ′ = (i3, i4, i4, . . . , im, im, i3) ∈ I(N,m− 2). Equation (19) gives then
v(pi,−→σ ,−→i ) = 1
N
δi3i1 · v(pi′,−→σ ′,
−→
i ′).
Therefore
V(pi,−→σ ) = 1
N
∑
−→
i ∈I(N,m)
1
N
δi3i1v(pi
′,−→σ ′,−→i ′)(20)
=
1
N
∑
i2∈[N ]
V(pi′,−→σ ′) = V(pi′,−→σ ′)
and the proof of (17), hence of the lemma, is complete. 
Theorem 4.2. Suppose that M a positive integer and that for any positive inte-
ger N , GN is a Gaussian random matrix and {µk,N : k ∈ [M ]} is a family of
permutations from S([N ]2) such that
(i) each sequence {µk,N}N satisfies either property (c.1) or property (m.1).
(ii) If a 6= b, then
lim
N→∞
#
{
(i, j, k) ∈ [N ]3 : µa,N (i, j) ∈ {µb,N(k, j), t ◦ µb,N ◦ t(k, j)
}
N2
= 0.
Then the family
{
G
µk,N
N : k ∈ [M ]
}
is asymptotically free.
In particular, if {µN : N ∈ N} is a family of permutations such that each µN
satisfies properties (m.1) and
(m.2) lim
N→∞
#
{
(i, j, k) ∈ [N ]3 : µN (i, j) ∈ {(i, k), (k, j)}
}
N2
= 0
then GN and G
µN
N are asymptotically free.
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Proof. Using the notations from the proof of Lemma 4.1 above, it suffices to show
that equation (17) hold true when
(21) σ1, . . . , σm ∈ {µk,N , t ◦ µk,N ◦ t : k ∈ [M ]}.
But (21) implies that condition (ii) from the statement of the Theorem 4.2 is equiv-
alent to:
lim
N→∞
#
{
(i, j, k) ∈ [N ]3 : σa(i, j) = t ◦ σb ◦ t(k, j)
}
N2
= 0 whenever a 6= b.
whenever a 6= b, so the same argument as in the proof of Lemma 4.1 gives the
conclusion. 
Applying Theorem 4.2 to the ‘mixing-map’ from the Physics literature (see [7],
[3]) gives the following result.
Corollary 4.3. For each positive integer N , suppose that XN is a N
2×N2 Gauss-
ian random matrix and µN ∈ S
(
[N2]2
)
is given by
µN
(
(a1 − 1)N + c1, (a2 − 1)N + c2
)
=
(
(a1 − 1)N + a2, (c1 − 1)N + c2
)
,
for all a1, a2, c1, c2 ∈ [N ].
Then XµNN is asymptotically circularly distributed and free from XN .
Proof. From Theorem 4.2, it suffices to show that the sequence {µN}N satisfies
properties (m.1) and (m.2).
We can identify µN to an element of S([N ]4), via
µN (i1, i2, i3, i4) = (i1, i3, i3, i4).
Then t ◦ µN ◦ t(i1, i2, i3, i4) = (i4, i2, i3, i1), therefore
#
{
(i, j, k) ∈[N2]3 : µN (i, j) = t ◦ µN ◦ t(i, k)
}
=#
{
(i1, i2, i3, i4, i5, i6) ∈ [N ]6 : (i1, i3, i2, i4) = (i6, i2, i3, i5)}
}
=N3.
and property (m.1) follows, since
lim
N→∞
#
{
(i, j, k) ∈ [N2]3 : µN (i, j) = t ◦ µN ◦ t(i, k)
}
(N2)2
= lim
N→∞
N−1 = 0.
On the other hand,
#
{
(i, j, k) ∈[N2]3 : µN (i, j) = (i, k)
}
=#
{
(i1, i2, . . . , i6) ∈ [N ]6 : (i1, i3, i2, i4) = (i1, i2, i5, i6)
}
=N3.
Similarly,
#
{
(i, j, k) ∈ [N2]3 : µN (i, j) = (k, j)
}
= N3
hence {µN}N also satisfies property (m.2). 
We conclude this section with the following remark.
Remark 4.4. With the notations from above, if {µN,1}N∈N and {µN,2}N∈N are
families of permutations such that each µN,k is an element of S([N ]2), the families
{GµN,1N }N and {GµN,2N }N have limit distributions and condition (m.2) is satisfied,
then G
µN,1
N and G
µN,2
N may not be asymptotically free, nor free from matrices with
constant coefficients.
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Proof. We shall construct an example of such {µN,k}N∈N, k = 1, 2. It suffices to
specify µ2N,k for N even and take µ2N+1,k(i, j) = µ2N,k(i, j) for i, j ≤ 2N .
Remark that G2N =
(
GN,1 XN
X∗N GN,2
)
where GN,1, GN,2, respectively XN are
N × N random matrices with independent entries, GN,1 and GN,2 are Gaussian,
while XN is Ginibre, all its entries are independent, identically distributed Gaus-
sians with mean 0 and variance 1√
2N
.
Let ϕN : [2N ] → [N ] given by ϕ(k) = p if and only if k ≡ p (mod N) and, for
k = 1, 2, define ωN,k ∈ S([N ]2) given by
ωN,k(i, j) = (ϕN (i+ k
2), ϕN (j + 2k
2)).
Next, with the notations from Section 3, define
µ2N,1(i, j) =
{
ωN(i, j) if i, j ≤ N
Γ(2, N)(i, j) otherwise,
µ2N,2(i, j) =
{
ωN(i, j) if i, j ≤ N
(i, j) otherwise,
i.e. G
µ2N,1
2N =
(
G
ωN,1
N,1 X
t
N
(X∗N )
t Gt2,N
)
and G
µ2N,2
2N =
(
G
ωN,2
N,1 XN
X∗N G2,N
)
.
Since the ensemble {G2,N , Gt2,N}N is unitarily invariant and with entries in-
dependent from the entries of {GωN,11,N , GωN,21,N , XN , XtN}N , these two ensembles are
asymptotically free. Similarly, the ensembles {XN , XtN}N and {GωN,11,N , GωN,21,N } are
asymptotically free. On the other hand, from [8], the ensembles {Gt2,N} and {G2,N}
are asymptotically free, and so are {XtN} and {XN}. Finally, we have that (k = 1, 2)
#
{
(i, j, l) ∈ [N ]3 : ωN,k(i, j) = t ◦ ωN,k ◦ t(i, l)
}
≤ #{(i, j, l) ∈ [N ]3 : ϕN (i+ k2) = ϕN (i+ 2k2)} = 0,
so, from to Lemma 4.1, we have that G
ωN,k
1,N are asymptotically circular; also,
#
{
(i, j, k) ∈ [N ]3 : ωN,1(i, j) ∈ {ωN,2(k, j), t ◦ ωN,2 ◦ t(k, j)
}
≤ #{(i, j, k) ∈ [N ]3 : ϕN (j + 2) ∈ {ϕN (j + 8), ϕN (j + 4)}} = 0,
therefore, from Theorem 4.2, G
ωN,1
N,1 and G
ωN,2
N,1 are asymptotically free.
Hence the asymptotic joint distribution of G
µN,1
2N and G
µN,2
2N is the joint distri-
bution with respect to tr ◦ φ of A =
(
c1 c2
c∗2 s1
)
and B =
(
c3 c4
c∗4 s2
)
, where
{s1, s2, c1, . . . , c4} is a free family from some noncommutative probability space
(A, φ), with s1, s2, respectively c1, c2, c3, c4 semicircular, respectively circular, of
mean 0 and variance 1√
2
.
Therefore, we have that
tr ◦ φ(B2) = tr ◦ φ(A2) = 1
2
φ
(
c21 + c2c
∗
2 + c
∗
2c2 + s
2
1
)
=
3
4
,
15
while tr ◦ φ(A2 · B2) equals
tr ◦ φ
((
c21 + c2c
∗
2 c1c2 + c2s1
c∗2c1 + s1c
∗
2 c
∗
2c2 + s
2
1
)
·
(
c23 + c4c
∗
4 c3c4 + c4s2
c∗4c3 + s2c
∗
4 c
∗
4c4 + s
2
2
))
=
1
2
φ
(
(c21 + c2c
∗
2) · (c23 + c4c∗4) + (c1c2 + c2s1) · (c3c4 + c4s2)
+ (c∗2c1 + s1c
∗
2) · (c3c4 + c4s2) + (c∗2c2 + s21) · (c∗4c4 + s22)
)
=
5
8
.
So A and B are not free, since φ(A2B2) 6= φ(A2) · φ(B2).
For the second part of the statement, denoting by IN the N×N identity matrix,
consider the 2N × 2N matrices with constant coefficients ZN =
(
IN 2IN
0 IN
)
and TN =
(
IN −IN
2IN −IN
)
. Then the asymptotic joint distribution of TN , ZN and
G
µ2N,1
2N is the joint distribution with respect to tr ◦ φ of the matrices A from above
and Z =
(
1 2
0 1
)
, T =
(
1 −1
2 −1
)
.
Since tr◦φ(A) = tr(T ) = 0, if A were free from {Z, T }, then tr◦φ(AZAT ) would
equal
tr ◦ φ(A2) · tr(Z) · tr(T ) = 0.
On the other hand,
tr◦φ(AZAT ) = tr ◦ φ
((
c1 c2
c∗2 s1
)
·
(
1 2
0 1
)
·
(
c1 c2
c∗2 s1
)
·
(
1 −1
2 −1
))
=
1
2
φ
(
c1(c1 + 2c2) + (2c1 + c2)(c
∗
2 + 2s1)− c∗2(c1 + c2)− (2c∗2 + s1)(c∗2 + s1)
)
=
1
4
.

References
[1] G. Aubrun, S. Szarek, E. Werner, Hastings’s additivity counterexample via Dvoretzky’s the-
orem, Commun. Math. Phys. 305(1), 8597 (2011)
[2] T. Banica and I. Nechita, Asymptotic eigenvalue distributions of block-transposed Wishart
matrices, J. Theor. Probab. February 2012, 115 (2012)
[3] T. Damour, S. De Buyl, M. Henneaux, C. Schomblond, Einstein billiards and overextensions
of finite-dimensional simple Lie algebras, J. of High Energy Phys., Vol. 2002, JHEP08(2002)
[4] E.G. Effros, M. Popa, Feynman diagrams and Wick products associated with q-Fock spaces,
Proc. Natl. Acad. Sci. U.S.A. 100(15), 2003; 8629–8633.
[5] M. Horodecki, P. Horodecki, and R. Horodecki, Separability of mixed states: Necessary and
sufficient conditions, Phys. Lett. A 223(12), 18 (1996).
[6] S. Janson, Gaussian Hilbert Spaces, Cambridge Tracts in Mathematics, vol. 129, Cambridge
University Press, Cambridge, 1997.
[7] A. Mandarino, T. Linowski, K. Z˙yczowski, Bipartite unitary gates and billiard dynamics in
the Weyl chamber, Phys. Rev. A 98, 012335 (2018), arXiv:1710.10983 [quant-ph]
[8] J.A. Mingo, M. Popa, Freeness and the transposes of unitarily invariant random matrices,
Journal of Funct. Anal. 271(4), 2014, 883–921
[9] J.A. Mingo, M. Popa, Freeness and the partial transpose of Wishart random matrices, to
appear in Canad. J. Math., http://dx.doi.org/10.4153/CJM-2018-002-2
[10] A. Nica, R. Speicher, Lectures on the Combinatorics of Free Probability, London Mathemat-
ical Society Lecture Note Series, vol. 335, Cambridge University Press, 2006
[11] M. Popa, Zh. Hao, A Combinatorial Result on Asymptotic Independence Relations for Ran-
dom Matrices with Non-Commutative Entries, J. Operator Theory 80 (2018), no. 1, 47–76
16 MIHAI POPA
[12] An asymptotic property of large matrices with identically distributed Boolean independent
entries, to appear in Infin. Dimens. Anal. Quantum Probab. Relat. Top., arXiv:1712.04031
Department of Mathematics, University of Texas at San Antonio, One UTSA Circle
San Antonio, Texas 78249, USA, and
“Simon Stoilow” Institute of Mathematics of the Romanian Academy, P.O. Box 1-764,
014700 Bucharest, Romania
E-mail address: mihai.popa@utsa.edu
