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1. INTRODUCTION,  DEF IN IT IONS AND PREL IMINARIES  
Let A(n) denote the class of functions of the form: 
oo 
f (z )  = z + ~ a~ z k, (n • N), 
k=n+l  
(1.1) 
which are analyt ic in the open unit  disk 
U = {z: z E C and Izl < 1}. 
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We denote by A (A'~'v) (a) the subclass of functions in A(n) which also satisfy the condition: 
f(z)~ > a, ~ {¢I(A,~,V) z" - I  o,, J (1.2) 
(z E/A; 0 < A < 1; 0 _< a < 1; #,~ E R; # < 2; ~/> max{A,~/} - 2) 
where, for convenience, 
era(A, ~, v) = r(1 + m - ~) r(1 + m + v - A) 
r (1 + m) r(1 + m + v - ~) (1.3) 
A function f(z) defined by (1.1) is said to be in the class l)n(0k) if f (z)  E A(n) and satisfies 
the condition: 
arg(ak) = 0k, (k > n + 1; n E N). 
Further, if there exists a real number p such that 
Ok + (k - 1)p - ~r(mod 21r), (k _> n + 1; n E N), (1.4) 
then f(z) is said to be in the class P(0k; p). 
Let Y(n) = U•(Ok; p) for all possible sequences {0k} and p satisfying (1.4), and denote by 
XY (~'~'~) (a) the subclass of 12(n) which comprises functions f(z) belonging to the class A(n x'~'n) (c~). 
For # = A, we have 
~(~,~,,)(~) = ~'.(~, ~), (1.5) 
where ~'n(A, a) is the subclass of functions f(z) E .A(n) satisfying the condition: 
{F(2 - A) z A-1 D~f(z)} > a, 
(z E/g; 0 < A < 1; 0 _< a < 1), (1.6) 
which involves the familiar fractional derivative operator Dz x (see, for details, [1-3]). Similarly, 
the subclass V (~'~''') (a) of V(n) for # = A reduces to 
v(~,~,')(~) = g.(~,  ~). (1.7) 
We also note the following relationships: 
lim A~A'A'n)(u) = T~(u), (1.8) 
A--*I- 
v~°'°'~)(~) = ~1(0, ~) = B~, (1.9) 
and 
lim V~A'A'V)(a)= lim GI(A,a)=C,~. (1.10) 
A--*I- A - , l -  
The class 7~(u) in A(1) -- A satisfies N{f'(z)} > u for 0 _< v < 1, T~(0) = T~, and the classes/~ 
and Ca were studied by Srivastava nd Owa [1]. 
A Class of  Fract ional  Calculus Operators  
For a E R+ and j3, T/E R, the fractional integral of a function f(z) is defined by (cf. [3]) 
// ( Z-a--~ (Z - -  ¢)a -1  f(~) 2Ft a + fl, -~?; a; 1 - d~, (1.11) z~f,'~ s(~) - r(~) 
where the function f(z) is analytic in a simply-connected region of the z-plane containing the 
origin, and 
f (z )  = o (Izl~), (~ ~ 0) (1.12) 
for 
e > max{0, ~-~}-  1, (1.13) 
it being understood that (z - ()a-1 denotes the principal value for 0 _< arg(z - ~) < 2~r. 
The fractional derivative of f(z) is then defined by (cf. [4]) 
d / I i -a,f l- l , , /-1 f(z)) 
J~f"~f(z) ="~z \ o,z (1.14) 
(0_<a< 1;D, 77ER). 
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The Hardy  Space of Analyt ic Functions 
The Hardy space 7-( p (0 < p < oo) is the class of all functions f(z), analytic in U, for which 
the norm: 
Ilfllp :-- lim {Mp(r,f)} < oo, (1.15) r--.*l-- 
where {(1/02 Mp(r,f):= ~ [f (reW)lV dO , (0 < p < oo), (1.16) 
suPlzl<r lY(z)l, (p = oo). 
For the various subclasses of analytic functions (which involve certain fractional derivative 
operators), we investigate several properties and characteristics such as those giving coefficient 
inequalities, distortion results, inclusion theorems, and the radii of close-to-convexity, convexity, 
and starlikeness. Inclusion theorems are also established involving the Hardy space of analytic 
functions. Furthermore, several relationships are considered between certain subclasses ofanalytic 
functions (involving the fractional derivative operators) with negative coefficients and a class of 
fractional integral operators. Many known or new special cases are also pointed out. 
2. THE CLASS V(X'~m)(a) 
We prove the following result giving the coefficient bounds for a function f(z) belonging to the 
class 
THEOREM 1. Let the function f(z) defined by (1.1) be in the class V~'mn)(a). Then 
oo 
lakl < (2.1) 
k=.+l  Ck(A, ,7) - 
where Cm(A, #, 77) is defined by (1.3). The resu]t is sharp. 
PROOF. Suppose that 
(z e u) .  ~}~ {~bl()~'"' 7) zkt-1J0,z f(z)} > 0~, 
Then, following the steps detailed by Srivastava nd Own [1], we have 
{ °° ¢1(A'#'7) z k-1 } (zEH). (2.2) 
1+ ~ Ck(A,#,7) ak > a, 
k=n+l  
For f(z) • Vn(0k; p), we put z = re ip in (2.2) and let r - ,  1-, so that 
k=n+i Ck(A,#,7)lak[exp(i(Ok + (k -  1)p)) > a. (2.3) 
Using (1.4) in the process, we arrive at 
1 -  ~ Ck(A,#,7) lakl > a, (2.4) 
k:n+l 
which leads to the inequality (2.1). The equality sign in (2.1) is attained for the function f(z) 
defined by 
f ( z )=z+ (1--a)¢k(A'#'7) zkexp(iOk) (k>n+l ;n•N) ,  (2.5) 
¢1(~, ]2, 7) 
and the proof of Theorem I is complete. 
In view of the relationships (1.5)-(1.7), Theorem 1 gives the following coefficient inequality for 
functions f(z) • Gn(A, c~). 
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COROLLARY 1. Let the function f(z) defined by (1.1) be m the class gn(A, a). Then 
oo F ( l+k)  1 -a  (0<A<l ;0<a< 1) (2.6) 
r~ ~- -k )  lakl < r (2 -  A) . . . .  
k=n+l 
The equality in (2.6) is attained for the function f(z) given by 
(1 - a )  r(1 + k - ~) zk 
f(z) = z + F-D-+ ~F~- - -A)  exp(i0k), (k > n + l; n e N). (2.7) 
In view of the relationship (1.9), Corollary 1 corresponds to a known result [1, p. 218, Theo- 
rem 1] when n = 1 and A = 0. On the other hand, in view of the relationship (1.10), Corollary 1 
gives another known result [1, p. 219, Theorem 2] when n = 1 and A --* 1- .  
3. D ISTORTION INEQUAL IT IES  
We prove two distortion theorems (Theorems 2 and 3 below) involving the fractional calculus 
operators (1.11) and (1.14), respectively. 
THEOREM 2. Let/3 E R+ and 7, ~7 E R such that 7 < 2 and 77 > max{-/3, 7} - 2. If n is a 
positive integer satisfying the condition: 
2, (3.1) 
and if f(z) • A(n) is in the class V~ '"'n) (a), then 
la'":"TS(z) < lzIl-'~ (I + (l - °O ¢l(-Z' 7' r/) ¢k+l(A' #' r/) ) 
0,z -- ¢1 (_/~, 7, T]) ¢1 (~, ]~, T]) Cn+l (__1~, 7, T] ) [zl n (3.2) 
and 
Ie'~": :z'lo,~ , ,[ > Iz[1-'r (1 -  (1 - a) Cl(-f l ,  7, r/) Ck+l(A, #, r~) [z[ n) 
- ¢a( -~,  7, r/) Ca (A, #, ~) ¢n+1 (-/3, 7, r/) ' (3.3) 
(z •Lt if 7 <_ 1;z •L / \  {0} if 7 > 1), 
where era(A,#,77) is given by (1.3). 
PROOF. Under the hypotheses of Theorem 2, it follows from (2.1) that 
1 ~ oo lakl 1 - a 
Cn+l(A,#,~]) E [akl < E < (3.4) - ¢~(~,~,~) -  ¢~(~,~,~), k=n+l k=n+l 
which yields 
oo 
lakl< (1 -  a) ¢~+~(A,~,rl) in • N). (3.5) 
k=~+~ ¢x(~,lz, o) ' 
From (1.1) and a known formula [3, p. 415, Lemma 3] (giving the image of the power function 
under the fractional integral operator (1.11)), we have 
Io, z f ( z ) -  ¢l(_--~,Ty, r/) i+ E Ck(_~,7, r/) lakl zk-1 • (3.6) 
k=n+l 
The function w(k) defined by 
to(k) = ¢1(-~'7'~']) = (2)k-1 (2 - -7+r l )k -1  (3.7) 
¢k(-/3, 7, ~}) (2 - 7)k-i (2 + j3 + ~/)k_a '
is observed to be nonincreasing for k _> n + 1, under the constraints tated with Theorem 2 
including the condition (3.1). Therefore, we have 
0<to(k) <to(n+1)  = ¢1(-~,7,~) ¢n+1(--~,7,~)'  (k-~> n-f-X)" (3.8) 
The desired inequality (3.2) follows now from (3.5) to (3.8). The distortion inequality (3.3) follows 
on similar lines. 
The proof of the following distortion theorem is analogous to the one given above for Theorem 2. 
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THEOREM 3. Let 0 _< /3 < 1 and % ~ E R such that 7 < 2 and ~/ > max{/3, 7} - 2. If n is a 
positive integer satisfying the condition: 
n > 7(/3 - r]) 2, (3.9) 
- /3 
and if f (z) E A(n) is in the class V~'~m)(a), then 
Jo,z~'W'v f(z) < [Z[1-~/ (1 + (1 -- (:~) ¢1(/3' 7' r/) ¢n+l(A'/z'r}) ) ¢x(/3, ,~) ~--~(~, ~, ~ ~ ~ {zl n (3.10) 
and 
J~,z"~'" f(z) II -> ¢1 (/3, % ')[zll-" ( 1 -  (1 - a) ¢1(/3, %,)  Cn+l(A,/~, ,) ¢ ~  ~?)~ ~) [zl~) , 
(3.11) 
(z E/4 if-/_< 1; z E /g \  {0} i f - /> 1), 
where Cm(A,/z,~) is given by (1.3). 
For 7 = -/3 and # = A, in view of the relationship (1.7), Theorem 2 gives the following 
distortion inequality involving the fractional integral operator D~ -3 (/3 > 0). 
COROLLARY 2. !f f(z) 6 ~n(~,O0, then 
I~l~+e ( 
IDTa f(z)l < r(2+/3) 1 
+ (1 - a) r(2 +/3) r(2 + n - ~) ) 
~ 7 ~5 ~-~(2 + n +/3) Izl~ (3.12) 
and 
[Zl 1+3 ( (1 - a) F(2 +/3) F(2 + n -  A) 
In-~ f(z)l > r(2 +/3-------~ ,1 - ?-~ - iS - rUYg¥3)  Izl"), - (3.13) 
(z ~ u; /3 > o). 
For 7 =/3 and # = A, in view of the relationship (1.7), Theorem 3gives the following inequality 
involving the fractional derivative operator Dz ~ (0 _</3 < 1). 
COROLLARY 3. If f(z) E ~n(,~,Ot), hen 
ID~f(z)l < Iz[1-3 (1+ 
- r(2 - /3 )  
and 
ID~ f (z) l  >_ - -  
(1 - a) r(2 - /3)F(2 + n-  A) izin ~ ) 
]zll-f~ f l -  (1 -a )F (2 - /3 )F (2+n-A) [z ln  ~ 
(z eu ;  0 _< 3 < 1). 
(3.14) 
(3.15) 
Further special cases of Corollary 2 (when n = 1 and A = 0) and Corollary 3 (when n = 1 
and A --* 1-) yield distortion inequalities for the classes Ba and Ca, respectively, which are 
slightly different from the corresponding bounds obtained earlier for these classes by Srivastava 
and Owa [1, p. 224, Theorem 8; p. 227, Theorem 10]. 
4. PROPERTIES  ASSOCIATED WITH 
STARL IKENESS AND CONVEXITY  
A function f(z) in A(n) is said to be close-to-convex of order 6 in/4 if 
{f'(z)} > 6, (0 _< 6 < 1; z E U). 
A function f(z) E A(n) is said to be starlike of order 6 in ~/if 
~[/ - - ]~- j  > e, (0_< 6 < 1; z ell). 
(4.1) 
(4.2) 
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If a function f(z) satisfies the inequality: 
~ 1+ f'(z----~ >5, (O<5<l ;zeU) ,  (4.3) 
then f(z) is said to be convex of order 5 in/4. 
Applying the methods used in [1] (see also [4]), we can prove the following results deter- 
mining the radii of close-to-convexity, starlikeness, and convexity for functions f(z) belonging 
to V(n ~'"'') Ca). 
THEOREM 4. If f(z) E V(X'~"')(a), then f(z) is dose-to-convex o[ order 5 in [z] < rl, where 
rl = rx(A, #, 7, a, 5) = inf [ (1 - 5) ¢1(A, #, 7) ~ W(k-1) (4.4) 
(k (1  - ' 
(k>_n+l ;neN)  
and Ck(A, #, 7) is given by (1.3). 
THEOREM 5. I l l ( z )  E V(~x'"')(a), then f(z) is starlike of order 5 in [z[ < r2, where 
{ (1 -  ~)¢1()~, ]A, ~] )}1 / (k -1 )  
r2 = r2( A, #, ,, a, 5) = inf (k - -5~i - - -~) )¢~, , )  ' (4.5) 
(k > n+ 1; n e N) 
and Ca(A, #, 7) is given by (1.3). 
THEOREM 6. I f  f(z) E V(~'~")(a), then f(z) is convex of order 5 in [z[ < r3, where 
r3 r3(A, fl,~ha,5) "~[" (1 - 5) ¢1(A,#,,) } 1/(k-1) ---~ ---- Inl . . . . . . . . .  k ~k(k_5)(l_VOCk(A,l~,71) _ , (4.6) 
(k > n+ 1; n E N) 
and Ck(A,#,~) /s given by (1.3). 
In view of the relationships (1.9) and (1.10), Theorems 5 and 6 correspond to the known 
results [1, pp. 222-223, Theorems 6 and 7] when 
n=l  and A=#=0 
and 
respectively. 
n=l  and #=A~I - ,  
5. AN INCLUSION THEOREM 
We Consider first the following fractional integral operator (see [5, p. 315]): 
r(2 - r(2 + + 7) I f,' :(z), 
where 
(5.1) 
aER+,  fl, 7/ER, min{c~+7/ ,~/ -~, -~}>-2 ,  and3a_>~(a+~]) .  (5.2) 
If we apply the operator (5.1) to functions f(z) belonging to the class .,4(1) -- .,4, defined 
by (1.1), and use the known formula [3, p. 415, Lemma 3], then (under the constraints tated 
in (5.2)), we have 
Q~,~,, ak 
0,z f ( z )  = Z -{- ~1(--O~,~,~]) E ~k(__Ot,~,?-]) Zk' (5.3) 
k=2 
where Ck(--a,f~,l/) is defined by (1.3). 
Before stating our main inclusion theorem, we recall the following known results. 
LEMMA 1. 
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(See [6, p. 141].) I f  f (z)  • Tg, then 
f(z)  • ~P, (0 < p < oa). 
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LEMMA 2. (See [7, p. 533].) 
class 7~(v) (0 _< v < 1). Then 
(5A) 
Let the function f (z)  • A = A(1) defined by (1.1) be in the 
2 
lakl _< ~, (k • N* := N\{1}) .  (5.5) 
Now we state and prove our main inclusion result contained in the following theorem. 
THEOREM 7. Let f (z)  • T~. Then, under the conditions tated in (5.2), 
Qa,n,. ~l.~ o,~ .~ ~..j • 7"l ~, (0 < p < oo), 
and 
PROOF. 
so that 
Qa,B,~? O,z f(z) • ~oo, (~ > 1). 
From (1.11) and (5.1), we find that 
Io 1 r~,n,,  f (z)  = ¢1(~,/3, n) (1 - t) '~-1 f (zt)  "~'¢ O , z 
• 2F l (a  + ~, -'7; a; 1 - t) dt, 
(5.6) 
(5.7) 
(5.8) 
sa  s(:)} : <,- ,/o-, iz,/t 
t d z o,: (5.9) 
• 2F1(~ +/3 ,  -~/; a; 1 - t) dt. 
Since f (z)  • T~, it follows from (5.9) that 
Q~,'~," y(z) • n,  (5.10) 
which, in view of Lemma 1, yields the inclusion result (5.6) under the conditions tated in (5.2). 
To prove (5.7), we first observe the following relation which, is derivable asily from (5.3): 
~ \ r~a,~,n f(z)'[f d r~a,B," f (z)  = z -1 {(~7 + o~ + 1) Q~,z I'B'" f (z)  - (~ + ) ~o,z (5.11) dz WO,z 
which leads us to the inequality: 
I f(~) d r~a,~, n
~o,= (5.12) 
_< r - '{ (v+~+lF  ~0,:n"-l'n'nf(z)'+ (v + ~)" Qo,,~'n'" f(z) "}, (Izl = r), 
provided that c~ > 1,/3, ~7 • R, min {1 -/3, 1 + ~1 + c~, 1 + ~/-/3} > -1,  and 0 < p < exp. 
In view of (1.15) and (1.16), the inequality (5.12) (with p = 1) gives 
( d ) r _ l{ (~/+ cz + ( r , r~_ l ,n , . f ( z ) )  M1 r, -~z Q~'~z'n f (z)  < 1) U l  - -  '~0 ,z  
(5.13) 
a,B ,~ 
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and 
d o,~,~,n f(z)  1 < (rl + a + 1) Q~,~l,z,n f (z)  1 ~Z "~O,z 
(5.14) 
Q~,z,, 
+(~+o~) 0,, f(z) 1 " 
Now, making use of the already proven assertion (5.6) of Theorem 7, we find, under the 
constraints stated with (5.12), that 
Q,~,-~I,fL,7 f(z)  • 7./1 and "~o,zr)a'fLn Jt~J~r'~ • ~/1, (a > 1), (5.15) 
and hence, (5.14) yields 
provided (as before) that 
a>l ,  /3,~•1~, 
d t,.)a,Bo? ~0,, I(~) • ~1' 
and min{1 -/3, 1 + ~ + a, 1 + ~-/3} > -1. 
(5.16) 
r(k)  (5.17) 
< 1 + 2¢1(-a,/3,~) ~ Ck(-a,/3,~)r(k +1) 
k=2 
2(2+r~-/3) 3F2 [ 1, 3+~- /3 ,  2; ] 
= 1 + (2 +~+a)(2 - /3 )  [3- /3 ,  3+~+a;  1 ' 
in terms of a generalized hypergeometric function. 
For fixed values of a,/3, and rh satisfying the conditions in (5.2), it is easily verified from the 
asymptotic formula [9, p. 109] that 
r(k) 
Ck(-a,/3, ~) r(k + 1) = O (k - " - l ) ,  (k --, oo). (5.1S) 
Since a > 1, by hypothesis, the assertion (5.7) follows at once. 
Incidentally, in this alternative way, we have actually shown that 
Q~,~,, o,z f(z)  • 7-/~, (a > 0), (5.19) 
which extends the assertion (5.7) to include the interval 0 < a _< 1 as well. 
By applying the relationships: 
Qa,0,u-1 o,z f(z)  = Q~ f(z), (~ > 0; r/> -1; f • Jr) (5.20) 
and 
Q1,0 ,y -1  1 0,z f (z)  = Q, f(z)  = Jn f(z), (~? > -1; f • A), (5.21) 
where Q~ and fin are the integral operators defined by Jung et al. [6]. Theorem 7 can be 
specialized to the corresponding inclusion theorems given recently by Jung et al, [6, p. 144, 
Theorems 2 and 3]. 
oo  
Qg,,~,'f(z) < Izl +¢1(-~,/3,u) ~ lakl izlk, - ¢k( -~, /3 ,  ~) 
k=2 
Thus, by appealing to a known result [8, p. 42, Theorem 3.11], we conclude from (5.15) 
that Q'~'~z ''7f(z)  is continuous in 
/4 = {z: z E C and [z[ < 1}. 
And, since U is compact, we conclude further that r)a'Z'n "~o,z f(z)  is a bounded analytic function 
in/4, and this implies the assertion (5.7). 
An alternative proof of the assertion (5.7) can be given by applying Lemma 2 (see also [6, 
p. 145, Remark 5]). We thus find from (5.3) and (5.5) that 
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6. A GENERAL IZED FRACTIONAL INTEGRAL OPERATOR 
A generalized fractional integral operator (involving a particular form of Meijer's G-function 
in the kernel) was studied by McBride [10]. Subsequently, Kiryakova [11] gave the following 
definition of the generalized fractional integral operator (see also [12]) which is indeed expressible 
as a multiple Erd~lyi-Kober fractional integral operator• 
DEFINITION. Let m • N,/3, 5j • R+, and ~/j • ]R (j = 1,. . . ,  m). Then 
i(~,~),(~,~) i (~ ..... ~,~),(6~ ..... 6,~) = y(z )  
---- fO1 (~'m'O (tl~[1-1-'l'''''~[rn q-'rn) f (zta/]3) ~fl,. ,~m 
-- ~1.. .~1 f i  {(X--tk)6'-lt~ k 'F ( ,k  ) ~ (Z(tl tin) 1//~) at1 J f . . . . . .  dtm, 
k=l m where }-~j=l 5j > O. In the special case when 
6j = O, (j = 1 , . . . ,m) ,  
we assume that 
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7. CHARACTERIZAT ION AND INCLUSION 
PROPERTIES  OF THE CLASSES PVA,~,~(a ) AND CA,~,v(a ) 
Our derivations of the following properties of the classes )/Y~,~,,v(a) nd C~,~,v(a) would run 
parallel to those of analogous results proven earlier by Srivastava nd Owa [14]. 
LEMMA 3. A function S(z) defined by (6.3) is in the class YV~,~,~(a) if and only if 
< I - ° '  (71) 
where era(A,#,,) is given by (1.3). 
LEMMA 4. / / the  function f(z) defined by (6.3) is in the c/ass Wx,,,v(a), then 
(1 - a) C.(A, #, ~l) (n e N*), (7.2) 
~, < ¢~(~,~,~) - ~¢, (~,~,~) '  
where ¢~(~,~, U) is given by (1.3). 
LEMMA 5. A function f(z) defined by (6.3) is in the class Cx,~,,(g) if and only if 
~ ¢I(A,#,W) (¢ I (A ,#,~?) )  (7.3) 
.--2 Cn(A,#,r}) \ ~ V )  a an _< l -a ,  
where ¢,(A, #, r/) is defined by (1.3). 
LEMMA 6. I[ the function S(z) defined by (6.3) is in the class C~,~,,(a), then 
(1 - a) {¢n(A, #, ~)}2 (n • N*), (7.4) 
~" < {¢i(~,~,~)} ~ - ~¢n(~,~,~)'  
where era(A, #,r/) is given by (1.3). 
We now recall the following class of fractional integral operators which evidently preserve the 
class A: 
~('r.,.),(~..) m ~. F(1 + fl + q'3 + 5j) '~ I('~..),(~m) 
~;~ S(z) = 1-I t r (1~-~¥~ J ~;'~ S(z), (7,5) 
j=l 
provided that 
and 
min {1 + ~ + 7j + 6j, 1 +/3-k 7j} > 0, (j = 1 , . . . ,m)  
_ r ( I+2Z+~)F( I+3Z+~j+~j )  _<1, (7.6) 
(mEN;13 ,6 jeR+;T jeR;  ( j= l , . . . ,m) ) .  
THEOREM 8. Let the function f(z) defined by (6.3) be in the class WA,~,,n(a). Then k~ (7")'(~"J 1;rn 
f(z) belongs to the same c]ass YV~,~,,n(a ) for some nonzero values of 6j (j = 1,. . . ,  m) provided 
that 
1 ,3+71, . . . ,3+7m;  1 < , 6j > 1 . (7.7) 
m+lfm 3q-~l+~l , . . .  3-b~/mq-~m; 2-b~j 
' j= l  j= l  
PROOF. 
that 
We first observe from (6.3) and (7.5), and the known formula [12, p. 198, equation (21)] 
~(~),(6.~) ~-~f i{  (2+'r~)n-1 ~z". (7.8) / (z )  : z -  (2¥7  
,=2  j= l  
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Since f(z) E WA,mn(a), by Lemma 4 we have 
( ¢1(A' ~' 7~) ) 
~ ~  - "  a" -< ~- '~'  (7.9) 
(n E N*; 0 < A < 1; 0 < cr < 1; # < 2; r} > max{A,#}- 2), 
so that 
\¢ . (~, . ,n ) -o -  a. (2+~5+61.-t n=2 j=l 
< (1 - ~1 ~ (2 + ~3 + es).-~ 
,=2 j=l 
= (1 -a )  2+VJ 1, 3 +'~1,.. . ,3 + Vm; 
3=1 2+~/j+55 3 q- "~1 -{-/51 . . . .  ,3+7m +Sin; 
< l -a ,  (~65>05 =1 (55~0))  , 
which, in view of Lemma 3, proves Theorem 8. 
In a similar manner, by using Lemma 4 and Lemma 5, we can prove the following. 
THEOREM 9. Let the function f(z) defined by (6.3) be in th*e class Wx,mn(cr). Then ir'(7~)'(~') Xl;m 
f(z) belongs to the class C~,~,n(a), provided that 
[ 1, 3, 3 + r} - #, 3 + Vl, . . . ,3 + 7m; 1] 
m+3Fm+2 3-#,  3+o-A  , 3+71+51,. . . ,3+q'm+Sm; 
5=1 5=1 
THEOREM 10. Let the function f(z) defined by (6.3) be in the class CA,,,,(a). Then ~Tg~')'(~') ~l;m 
f(z) belongs to the class W~,mn(a), provided that 
[ 1, 3 + 71,...,3 + 7m; 11 
m+lFm [3 q- ~'1 +51,.. . ,3 +')'m +~m; J 
< (2 :~)~:~-v :  ~) 2 + ~ ' ~J 5=1 5=1 
PROOF. Since f(z) E Cx,~,,(a), by applying Lemma 6 we get 
Hence, 
( ¢1(~' ~z' ~) ) (1 -- O') Cn ()~'/~' 7) 
- ¢1(~,~,~) 
< (I - ~)(2 - ~)(2 + ~ - ~) 
- 2(2 + v - ~) 
(n e N*). 
,,=2 j=1 (2 + -yj + 5j),,_i 
< (1 -a ) (2 -#) (2 -1 -~-A)°c  j=I~i1 1 (2-1-7#)n-I } 
- ~=h3 ~ (2 +~5 +~j)~-~ n~2 
< 1 -a ,  
on account of the condition (7.12), and the result follows on using Lemma 3. 
(7.12) 
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THEOREM 11. Let f(z) be defined by (6.3) and belong to the class g~,,,,(a). Then ff~(v,,),(~,~) 1;m 
f(z) also belongs to the same class C~,~,n(a), provided that (7.7) holds true. 
PROOF. The proof of Theorem 11 is similar to the one given for Theorem 8; it makes use of 
Lemma 6 instead of Lemma 4. 
THEOREM 12. Let the function f(z) defined by (6.3) be in the class C~#,,v(a ). Then ~T~(~'~)'(6"~) Xl;m 
f(z) belongs to the class W~,~,v(O), provided that 
[ 1, 3+~/1,. . . ,3+~'m; 1] 
m+lFm 3 + .y1 _{_ (~1,... , 3 + .),m _{_ ~m; 
2+7j  ' 5-----1 5----1 
PROOF. Since f(z) is in the class Cx,~,,(a), Lemma 6 yields 
¢1()~, ~, ~]) (1 - -  0")(2 - -  ~)(2 + ?7 - -  A) 
Cn(A, ~u, 7/) an (_ 2(2 + 77 - #) - a(2 - #)(2 + ~ - A)' (n E N*),  
so that  
OO ~1(~,~, , )  f i  ( (2-{- ') ' j )n-1 } a .  
n=2 j= l  (2 "~- "/j q- ~j)n--I 
n=2 j= l  
upon using the condition (7.13). Theorem 12 now follows by appealing to Lemma 3. 
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