ρ Φ −invexity has recently been introduced with the intent of generalizing invex functions in mathematical programming. Using such conditions we obtain new sufficiency results for optimality in multiobjective programming and extend some classical duality properties.
INTRODUCTION
The theory of mathematical programming grew remarkably after generalized convexity had been used in the settings of optimality conditions and duality theory. Hanson [5] showed that both weak duality and Kuhn-Tucker sufficiency for optimum hold when convexity was replaced by a weaker condition. This condition, called invexity by Craven [2] , was further studied for more general problems and was a source of a vast literature. After the works of Hanson and Craven, other types of differentiable functions have been introduced with the intent of generalizing invex functions from different points [6] introduced the concept of F-convexity and Jeyakumar [3] generalized Vial's ρ -convexity ( [12] ) introducing the concept of ρ -invexity. The concept of generalized ( , ) F ρ convexity, introduced by Preda [11] is in turn an extension of the above properties and was used by several authors to obtain relevant results.
A large literature was developed around generalized invexity and its applications in mathematical programming and variational problem. Following the line of above cited papers, several authors have extended the basic theoretical results in multiobjective programming. From the more recent literature we refer to Xu [14] and Ojha and Mukherjee [10] for duality under generalized ( , ) F ρ -convexity, Mishra [9] and Yang et all. [15] for duality under second order F-convexity, Liang et all. [7] and Hachimi and Aghezzaf [4] for optimality criteria and duality involving ( , , -type functions. A common feature of all these extensions of F convexity is the sublinearity of the scale function and, when this is the case, the linearity with respect to the parameters. The ( , ) are assumed to be differentiable on 0 Χ . The symbol "min" is used with the generic meaning of finding solutions of one of the types defined below. Let X be the set of all feasible solutions of (V P),
Definition 2. a ∈ Χ is said to be an efficient solution of ( ) 
Definition 6. ϕ is said to be strictly pseudo ( , ) ρ Φ − invex at a, with respect to , Χ if
Definition 8 ϕ is said to be semistrict quasi ( , ) ρ Φ − invex at a, with respect to Χ , if
Obviously, ( , ) 
where F is sublinear in the third argument, the above definitions turn to the corresponding versions of ( , )
Therefore the ( , )
F ρ − convexity; the set of scale functions which define the respective property for a given function is strictly larger in the former case than in the latter. Hence all results of the next two sections extend similar results obtained under ( , )
Everywhere in the following, ( , ) ρ Φ − invexity with respect to X (or some of its generalizations defined above) will be required for functions involved in a multiobjective programming problem, where Χ is the set of feasible solutions. To simplify the terminology we will omit the formal reference to Χ in all statements. So that, we shall phrase simply " i f are ( , ) ρ Φ −invex at a" but we will understand" i f are ( , )
at a, with respect to Χ ".
OPTIMALITY CONDITIONS
Likewise in the smooth scalar optimization, the Kuhn-Tucker conditions are necessary and/or sufficient conditions for optimality in multiobjective programming, if some additional conditions are fulfilled. Particularly, the sufficiency of Kuhn-Tucker conditions represents not only one of the most important theoretical achievements, but also a fundamental practical result.
Unlike the one-objective case, in multiobjective programming efficient algorithms are missing. Therefore, the basic technique for solution consists in finding Kuhn-Tucker points and checking their optimality. Hence, any extension of the sufficiency results under weaker conditions actually represents both theoretical and technical progress in multiobjective programming.
As we have pointed out in the previous section, ( , ) ρ Φ -invexity follows several consecutive extensions of Hanson's invexity. Since each type of invexity is characterized by a specific class of scale functions, the larger this class is, the more general is the respective property. Then, it is obvious that ( , )
F ρ -convexity,  which in turn is strictly weaker than both F -convexity  and ρ -invexity  and each one of these two concepts generalizes Hanson's invexity.
However, a question rises when the invexity is required for proving suffiency results. Is such a result really extended when a more general invexity condition replaces another invexity condition? According to Martin ([8] ), in the scalar mathematical programming, any generalized invexity turns to Hanson's invexity when the sufficiency of Kuhn-Tucker conditions holds. In other words, whenever the objective function and all active restriction functions satisfy simultaneously the same generalized invexity at a Kuhn-Tucker point which is an optimum solution, then all these functions should satisfy the usual invexity, too (quasi-invexity for the restrictions). This is not the case in multiobjective programming, and our examples below show that the sufficiency of KuhnTucker conditions can be proved under ( , ) ρ Φ -invexity , even if Hanson's invexity is not satisfied. Therefore, the results of this section are real extensions of the similar results known in the literature.
The main results of this section are the next four theorems concerning sufficient conditions for optimality under various ( , ) ρ Φ -invexities  defined in Section 1. For the sake of completeness, we will also prove a necessity result under ( , )
We recall first the basic definition of the Kuhn-Tucker conditions. 
Theorem 1. Let ( , , )
a μ λ be a Kuhn-Tucker point of ( ) 
Theorem 2. Let ( , , )
a μ λ be a Kuhn-Tucker point of ( )
VP . Assume that for each
As well as in the previous proof, the inequality ( 1) ( ( ) ( )),
Theorem 3. Let ( , , ) a μ λ be a Kuhn-Tucker point of (V P). Assume that for each
Then, the invexity assumptions imply:
The simple examples below show that the above results are real extensions of previously known results concerning sufficiency of Kuhn-Tucker conditions. Example 1. Let be the four-objective programming problem
It is easy to see that the triple ( , , ), a μ λ where
Kuhn-Tucker point. Assuming the contrary, the following four inequalities:
x a xa f x f a η η we can easily verify that for every x X ∈ the following relations hold: On the other hand, Hanson's invexity is not verified at a for 1 2 , , f f and g .
Assuming the contrary, the following three inequalities:
should be satisfied for all x X ∈ and some function 1 2 ( , ) η η and that is impossible. Now we will show that ( , ) ρ Φ − invexity can be used instead of other generalized convexity properties for proving the necessity of Kuhn-Tucker conditions. a μ λ .
Proof:
As it is known ( ) a E VP ∈ if and only if a is optimal for all problems: Then, it results from the properties of Φ that:
On the other hand, ( ) 0, ( 
DUALITY
Two types of duality are considered here, Wolfe duality and Mond-Weir duality. In both cases we prove that the weak duality property and the direct duality theorem hold under conditions introduced in the first section.
Let us consider first the Wolfe-type dual problem: 
