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Abstract
An efficient numerical framework for the macroscale simulation of three-phase polydis-
persed flows is presented in this thesis. The primary focus of this research is on modelling
the polydispersity in multiphase flows ensuring the tractability of the solution framework.
Fluidity, an open-source adaptive-mesh finite element code, has been used for solving the
coupled equations efficiently.
Froth flotation is one of the most widely used mineral processing operations. The
multiphase, turbulent and polydispersed nature of flow in the pulp phase in froth flotation
makes it all the more challenging to model this process. Considering that two of the three
phases in froth flotation are polydispersed, modelling this polydispersity is particularly
important for an accurate prediction of the overall process. The direct quadrature method
of moments (DQMOM) is implemented in the Fluidity code to solve the population balance
equation (PBE) for modelling the polydispersity of the gas bubbles. The PBE is coupled
to the Eulerian–Eulerian flow equations for the liquid and gas phases. Polydispersed solids
are modelled using separate transport equations for the free and attached mineral particles
for each size class.
The PBE has been solved using DQMOM in a finite element framework for the first
time in this work. The behaviour of various finite element and control volume discretisation
schemes in the solution of the PBE is analysed. Rigorous verification and benchmarking is
presented along with model validation on turbulent gravity-driven flow in a bubble column.
This research also establishes the importance of modelling the polydispersity of solids in
flotation columns, which is undertaken for the first time, for an accurate prediction of the
flotation rate. The application of fully-unstructured anisotropic mesh adaptivity to the
polydispersed framework is also analysed for the first time. Significant improvement in
the solution efficiency is reported through its use.
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d dispersed phase diameter
d32 Sauter mean diameter
db bubble diameter
ds diameter of solid particle
e index used for turbulent eddy
ei i
th element in the FE mesh
h channel height in the BFS
k turbulent kinetic energy
kv particle shape factor
mk k
th moment of the number density function
n number density function used in the PBE
na number of attached solids concentration in the flotation column
nb number concentration for the bubbles
nAb concentration of bubbles available for attachment
nLb concentration of loaded bubbles
ne number concentration for the eddies
nf free solids concentration in the flotation column
ntot total solids concentration in the flotation column
p pressure field
p′ fluctuating component of the random pressure p
r perpendicular coordinate to the liquid velocity
s˜ constant coefficient in the power law breakage frequency
s.d. standard deviation
t time coordinate
td film drainage time
tin bubble interaction time
tind induction time for the bubble–particle attachment
32 Nomenclature
u x-component of velocity
ucr,b critical RMS eddy fluctuating velocity needed to break the bubbles
ur rise velocity of the bubble
ut RMS velocity fluctuation
ut,b RMS fluctuating velocity for the bubbles
ut,e eddy fluctuating velocity
v y-component of velocity
vi i
th control volume
w z-coordinate of the velocity
wj j
th weight in the DQMOM approximation of the NDF
d RHS vector in the DQMOM linear equation
fi total interphase force acting on phase i due to all other phases
fD interphase drag force
fL interphase lift force
fVM interphase virtual mass force
g acceleration due to gravity
n outward unit-normal vector
u velocity
u′ fluctuating component of the random velocity u
usettling settling velocity of the free solids in the flotation column
x vector (x,y,z) of external coordinates in the NDF, or spatial coordinates
usettling settling velocity for solids
si fluctuating rate of strain tensor
Greek Symbols
Γ bounding surface
Ω domain size
Π interphase interaction terms in the turbulence scalar equations
α volume fraction
β aggregation frequency
βbub bubble loading parameter
δ dirac delta function
Nomenclature 33
δ˜ number of particles colliding together to coalesce. Equal to 2 for binary
collision.
ε turbulent dissipation rate
 user-specified interpolation error bound for mesh adaptivity
rel relative tolerance
s porosity of the solid-liquid mixture
η coalescence efficiency
θB bubble collision rate due to buoyancy driven collisions
θLS bubble collision rate due to laminar shear
θT bubble collision rate due to turbulence
θbe collision rate between bubbles and eddies
θkε non-linear relaxation parameter used in linearising the non-linear source
terms in the k and ε turbulence equations
θnl non-linear relaxation parameter used in linearising the non-linear convec-
tion velocity
θt parameter used to define the temporal discretisation in the theta scheme
µ dynamic viscosity
µeff effective viscosity
µslurry slurry viscosity
µT eddy viscosity
ν average number of dispersed particles formed after breakage
ξ internal coordinate in the NDF
ξ˜ particle volume corresponding to the particle size ξ
ξ˙ growth rate
〈ξ〉j jth abscissa in the DQMOM approximation of the NDF
ρ density
σ surface tension of the liquid
σabs absorption in the advection–diffusion–absorption equation
σk turbulent kinetic energy Schmidt number
σε turbulent dissipation Schmidt number
ς weighted-abscissa in the DQMOM equation (ςj = wj〈ξ〉j)
φ FE shape function
φ˜ solid volume fraction in the solid-liquid mixture
φ˜max maximum packing fraction that the solid particles can achieve
ψa rate of particle–bubble attachment
ψd rate of particle–bubble detachment
α vector containing the unknown source terms of the DQMOM transport
equations
β vector of source terms used to construct the vector d
κ diffusivity tensor
τ deviatoric stress tensor
τR Reynolds stress tensor
Subscripts
c, d continuous and dispersed phases, respectively
i phase; also used as a general index
l liquid phase
s solid phase
Superscripts
n time index
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Introduction
I write for the same reason I
breathe—because if I didn’t, I would die.
Isaac Asimov
1.1 Motivation
Growing urbanisation of the world’s population has put an increased demand on the re-
quirement of metals. Considering that the existing high-grade ore deposits are depleting
with use and locating new high-grade deposits is not as economical as it was a few decades
ago, the available low-grade ores need to be processed more efficiently. Therefore, the re-
sponsibility of producing metals from the depleted ore sustainably and economically has
fallen on the shoulders of mineral processing operations. Froth flotation is one of the most
widely used and well-established mineral processing operations that is used to selectively
separate the valuable mineral particles from the unwanted waste particles, before the con-
centrate is sent to the smelter. It is used for the separation of: sulphide minerals of copper,
lead and zinc; oxides like hematite and cassiterite; nickel, platinum and gold-hosting sul-
phides; and non-metallic minerals like fluorite, talc, phosphate, potash and fuel minerals
such as fine coal and bitumen (Wills and Finch, 2016). Other than mineral processing,
flotation is also used for deinking in wastepaper recycling, wastewater treatment, and oil
separation applications. It is therefore important to understand the physics of the pro-
cesses that occur in flotation and model them accurately for the development of efficient
flotation devices.
With the recent improvements in computational power and development of improved
numerical algorithms, computational fluid dynamics (CFD) has emerged as a popular
technique for the numerical modelling and simulation of dispersed multiphase flows. CFD
therefore offers a promising possibility for the modelling of the complex physics occurring
in froth flotation.
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Considering that two of the three phases1 in froth flotation are polydispersed (i.e.
there is a distribution of sizes instead of a single size), modelling this polydispersity is
particularly important for an accurate prediction of the size distribution and the overall
process. Recent developments in quadrature-based moment methods (QBMM) for the
solution of the population balance equation (PBE) have made it possible to model the
polydispersity of the suspended phases along with the flow. Moreover, the availability of
optimised numerical methods, such as adaptive mesh refinement, for the solution of partial
differential equations (PDEs) make it possible to tractably solve the set of coupled PDEs
in polydispersed flows.
1.2 Froth flotation
Froth flotation, which was patented in 1906, has allowed the mining of low-grade ores which
would otherwise have been uneconomical (Wills and Finch, 2016). In fact, it has been
described as “the greatest single metallurgical improvement of the modern era” by Mouat
(1996) as mentioned in Wills and Finch (2016). Flotation is particularly effective for fine
grained deposits where gravity separation methods are not very useful. Conceptually, the
flotation process is fairly simple and can be described as follows. After the ore is crushed
and milled to a size of a few microns (to liberate the mineral particles), it is mixed with
water and surfactants in a big tank (50–650 m3) to make a slurry. Figure 1.1 shows a
cascade of such industrial flotation tanks. The crushed ore in this slurry consists of mineral
particles and waste particles (called gangue). Air is injected into the flotation system and
the slurry-air mixture is agitated using an impeller in mechanically-stirred flotation cells.
Instead of using an impeller, the mixing needed for the bubble–particle interaction can also
be generated using bubble-driven turbulence, as in flotation columns. Turbulence causes
the particles and bubbles to collide and the hydrophobic mineral particles attach to the
rising bubbles preferentially due to a difference in the polarity of the mineral molecules
compared to the gangue particles (Wills and Finch, 2016). Figure 1.2 presents a schematic
of the flotation cell showing the hydrophobic mineral particles as red squares attached to
the blue air bubbles; the gangue particles are represented by yellow triangles. The particle-
laden bubbles rise due to buoyancy and collect into a froth at the top of the flotation cell.
Figure 1.3 shows a picture of an industrial froth containing a metallic mineral. The
mineral-rich froth overflows at the launders where it is either sent to another flotation
cell for further concentration or dried and sent to the smelter. Mineral flotation is a
continuous process, as shown in Figure 1.1, where the pulp flows from the initial flotation
cells, called roughers, to the ones downstream in the flotation circuit, called scavengers.
The recovery of mineral through the method of collecting overflowing froth containing
attached hydrophobic particles is also known as “true flotation” to differentiate it from
mineral entrainment (in the water trapped between bubbles) and mineral entrapment
(between attached mineral particles). The remaining waste material, called tailings, is
removed from the bottom of the tank. There are three main types of flotation devices:
1the three phases in flotation consist of liquid, gas and solids
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mechanically-agitated cells, flotation columns and reactor/separator machines (Wills and
Finch, 2016).
Figure 1.1: Cascade of industrial flotation tanks.
Figure 1.2: Schematic drawing of a flotation cell (from Encyclopaedia Britannica
(Flotation, 2016)).
Based on the flow regime, a flotation tank can be divided into two separate zones—
pulp and froth. These two three-phase zones are illustrated in Figure 1.2, with the froth
on the top and the pulp below it. Froth flotation is a physico-chemical process that relies
on the difference in surface properties of mineral and gangue particles for separation. The
pulp phase (or pulp zone) provides a favourable environment for particle–bubble contact
and attachment. Non-polar mineral surfaces are naturally hydrophobic as they do not get
attached to the water dipoles, making them aerophilic. Naturally hydrophobic minerals
such as graphite, molybdenite, diamond, and coal have a contact angle ranging between
60◦ and 90◦ (Wills and Finch, 2016). On the other hand, minerals with high surface en-
ergy (naturally hydrophilic) form a strong polar bond with the water molecules and do not
float easily. In order to impart hydrophobicity to the naturally-hydrophilic particles, and
sometimes to further increase the floatability of naturally-hydrophobic particles, organic
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Figure 1.3: Picture of an industrial mineralised froth viewed from the top.
surfactants known as collectors are added to the pulp. Collectors increase the hydropho-
bicity of the mineral particles by getting adsorbed on their surface, decreasing the stability
of the hydrated layer separating the mineral and air. For instance kerosene is used as a
collector in the flotation of coal (Wills and Finch, 2016).
1.2.1 Pulp phase
The pulp zone is a heterogeneous system in terms of the range of sizes, number of phases
and the types of forces acting inside the flotation device. It is a multi-scale system contain-
ing micron sized particles and millimetre sized bubbles in a tank of 50–650 m3 volume. This
multiphase flow system consists of all three phases—solid, liquid and inter-penetrating gas.
A range of forces such as electrostatic, surface tension, buoyancy, inertia, drag and other
interphase forces act in the pulp zone. The flow inside the pulp zone is kept turbulent to
allow for an efficient mixing leading to enhanced particle–bubble collision and attachment.
Early flotation research focused on the chemistry of flotation studying the effect of
reagent adsorption on flotation recovery (which is defined as the ratio of the mineral in
the overflowing froth to that in the feed). Gaudin (1932) and Garcia-Zun˜iga (1935) were
the first to study the effect of flow properties on flotation recovery, realising the importance
of the hydrodynamics in the pulp zone on flotation. The flotation recovery was found to
be sensitive to flow parameters and the need to understand the physics of the processes
occurring in the pulp zone was identified. The hydrodynamic parameters include: flow
fields for the different phases, turbulence parameters such as turbulent kinetic energy and
turbulent dissipation rate, bubble size distribution, superficial gas velocity (defined as the
ratio of the gas flow rate to the cross-sectional area of the tank) and gas holdup (which
is the percentage of gas in the pulp). Hydrodynamically, flotation cell performance can
be varied by changing tank design, varying operational parameters like gas flow rate and
impeller speed, altering particle characteristics and changing the concentration of solids
in the slurry.
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Experimentation has been the traditional approach to understanding flotation hy-
drodynamics, but considering that the pulp zone is opaque, multiphase and turbulent,
performing experimental measurements have always been a challenge. Modelling has been
attempted in the past to extrapolate the understanding of the pulp hydrodynamics for
designing new cells. Initial models of the pulp phase were bulk models where the spatial
variation in flow properties was not considered. In the last decade, few groups have started
studying the flotation pulp from a mathematical perspective by modelling the process us-
ing PDEs (Koh and Schwarz, 2006, 2008, 2009; Koh et al., 2003). Analytical solutions to
the PDEs of interest, in general, do not exist and hence a numerical technique known as
computational fluid dynamics is employed to approximate the exact PDE with a discrete
equation that can be solved using computers. Use of CFD to predict pulp hydrodynamics
and coupling it with the models for particle–bubble attachment and detachment provides
a cost-effective option in the analysis of this process. As stated by Schwarz (1991), “CFD
can be used as a truly predictive tool, unlike experimentally derived correlations which
can only be used with confidence to interpolate between measurements”. Performing in-
dustrial tests on new cell designs is expensive and CFD can be used as a cost-effective
alternative to the same, e.g. design and operating parameters can be changed quickly and
analysed numerically using CFD. CFD also provides us with a detailed spatial distribution
of all flow fields, which can complement industrial measurements. Existing models for the
pulp phase involve many approximations, either due to the complexity of the problem
or the restriction arising due to the capabilities of the available commercial solvers. The
main aim of this work is to develop an efficient numerical framework to simulate the pulp
phase hydrodynamics. As expected, modelling the pulp phase is not simple and the task
has to be approached systematically.
1.3 Modelling polydispersity in multiphase flows
Predicting bubble size distribution is important to characterise flotation. For instance,
smaller bubbles have been seen to increase the flotation rate2 for fine particles by increasing
the bubble surface area flux (estimated as the ratio of the superficial gas velocity and the
Sauter mean diameter3). A frother is sometimes added to the pulp to decrease the rate of
coalescence and hence the average bubble size (Wills and Finch, 2016). However, smaller
bubbles generally cannot pick heavier mineral particles due to their weight. It is therefore
evident that there is a need to understand and control the distribution of bubble sizes in
the flotation pulp for efficient attachment and flotation. In the case of strong interphase
coupling between the liquid and the gas phases, an accurate modelling of the bubble size
distribution in also necessary to predict the flow fields accurately.
Modelling efforts for polydispersed flows are generally classified into three different
scales: microscale, mesoscale and macroscale. Staying inside the continuum limit, in
2flotation rate is defined as the rate of disappearance of the mass of mineral in the flotation tank
3Sauter mean diameter is defined as the ratio of the third to the second moment of the bubble number
density function
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microscale models all relevant length and time scales are resolved for every entity in the
system and the effects of all body and surface forces are considered. Fluid dynamic
simulations on this scale are referred to as direct numerical simulations (DNS). In DNS
involving dispersed particles, all flow features around the particles are resolved in the fluid
phase in conjunction with all inter-particle collisions. At the other extreme, macroscale
models present information about averaged flow quantities and can be obtained from the
microscale model equations using volume or ensemble averaging. There is another scale
between the two extremes known as mesoscale, which is characterised by a number density
function (NDF) for the dispersed phase. Mesoscale modelling equations for the dispersed
phase NDF are obtained from the microscale equations after modelling physical closures for
the source terms such as coalescence and breakage. The main idea of mesoscale modelling
is to capture as much physics from a microscale phenomena as possible without actually
resolving inter-particle interactions (Marchisio and Fox, 2013). The population balance
equation is such a mesoscale equation that models the evolution of the NDF. Macroscale
equations can also be obtained from the mesoscale models by applying mathematical
closures to them. Transport equations for the various moments of the NDF are obtained
at a macroscale by integrating the phase space variable out of the mesoscale equations.
The phase space variable refers to the internal property which is the dispersed phase size
in most cases.
Depending on the availability of computational resources and the amount of physical
information needed from the models, an appropriate modelling approach can be chosen.
The mesoscale PBE was solved in this work to obtain the bubble size distribution using
models for bubble coalescence and breakage. The PBE was coupled to the Eulerian–
Eulerian flow equations solved for the continuous and dispersed phases. The PBE, al-
though a mesoscale equation, was solved using a macroscale approach by solving transport
equations for a finite number of moments of the NDF using a method known as the direct
quadrature method of moments (DQMOM), which is discussed later in Chapter 3.
1.4 Objectives and the modelling approach
The main aim of this work was to develop an efficient numerical framework for the
macroscale simulation of the three-phase pulp zone in froth flotation. The open-source,
general purpose, highly-parallelised, multiphase, finite element code—Fluidity was used
for this purpose (AMCG, 2015; Piggott et al., 2008). Fluidity has been developed by the
Applied Modelling and Computation Group (AMCG) in the Department of Earth Science
and Engineering at Imperial College London.
The multi-scale nature of the pulp phase interactions requires the solution method to
be tractable. Fluidity provides an efficient solution method through its fully-unstructured
mesh adaptivity feature that can produce highly-anisotropic meshes (Piggott et al., 2009).
Unstructured anisotropic meshes allow for an arbitrary placement of the mesh nodes and
the resolution of flow fields critical to the solution. In the case of complex domains,
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such meshes can be made to conform with the domain shape. Adaptive mesh refinement
(AMR) or mesh adaptivity is a feature of Fluidity that optimises the mesh as the sim-
ulation progresses. Sharp gradients in dynamically varying flow fields, such as the gas
volume fraction in the pulp phase, can be resolved using mesh adaptivity. AMR increases
the mesh resolution in the regions of interest (i.e. in the regions of strongly-varying fields)
keeping the mesh in the other parts of the domain coarse. The fully-unstructured non-
homogeneous anisotropic adaptive-mesh feature of Fluidity has been used by many others
(Hiester et al., 2014; Jacobs et al., 2013; Piggott et al., 2009) and significant improvements
in the solution efficiency have been reported. Figure 1.4 shows one such example of an
adaptive-mesh simulation in Fluidity for multiphase flows (Jacobs et al., 2013). Moreover,
Fluidity is highly-parallelised making it possible to distribute the workload amongst multi-
ple processors through the message passing interface (MPI) (AMCG, 2015; Piggott et al.,
2008). Mesh adaptivity and parallelisation can be applied at the same time in Fluidity
making it a highly desirable choice for the tractable modelling of multi-scale multiphase
polydispersed flows. These features are particularly useful as the framework can be used
for modelling such flows in industrial equipments.
Figure 1.4: Unstructured anisotropic mesh in Fluidity for a multiphase flow simulation
(from Jacobs et al. (2013)).
Most of the existing solvers for polydispersed multiphase flows are commercial and/or
use the finite volume method for the discretisation of the governing PDEs. The perfor-
mance of a finite element code for the solution of polydispersed flows has not been analysed
in the past. One of the objectives of this research was to implement the PBE in Fluid-
ity and analyse the behaviour of various discretisations in the solution of the PBE. This
implementation was also verified and benchmarked rigorously as a part of this work.
The improvement in the solution efficiency of the PBE through the use mesh adap-
tivity in Fluidity was also quantified. The use of mesh adaptivity in the external space
(spatial coordinates) of the NDF in the PBE has not been attempted in the past. In
order to make this implementation ready for simulating the pulp phase, the PBE was
integrated to the multiphase flow equations in Fluidity. The complete framework was val-
idated for a turbulent gravity-driven polydispersed flow problem—bubble columns. The
bubble size distribution in bubble columns was modelled using the PBE, implementing
appropriate functions for breakage and coalescence. The flow was modelled using the
Eulerian–Eulerian method (available in Fluidity) for the gas and the liquid phases and the
k-ε turbulence model, an implementation for which also exists in Fluidity, was integrated
to the multiphase flow equations.
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Finally, solids were modelled using separate transport equations for free and attached
particles. Bubble–particle attachment and detachment rates were calculated based on
hydrodynamic models proposed in the literature and included as source terms in the
transport equations. Previous studies on the modelling of pulp phase hydrodynamics
(Koh and Schwarz, 2006, 2007) have always considered a single particle size in the pulp.
The effect of modelling the polydispersity of mineral particles in the pulp phase on the
overall flotation rate was studied in this work.
1.5 Novel contributions
The PBE was implemented in Fluidity using DQMOM as a part of this work. This
implementation was based on the preliminary work of Sam Parkinson at the AMCG.
Various coalescence and breakage functions were implemented for the PBE in this work.
The whole implementation was rigorously verified and benchmarked. It is the first time
that the PBE has been solved using DQMOM in a finite element framework.
Mesh adaptivity was used for the external coordinates in the PBE for the first time,
providing an efficient solution method for the coupled PBE and multiphase flow equation
model. The mesh adaptivity feature of Fluidity was used in this research but no part
of adaptivity was implemented here. The study also made use of the Eulerian–Eulerian
multiphase flow solver feature of Fluidity, implemented by Jacobs (2013). The PBE was
integrated to the multiphase flow equations in this work and the framework was validated
by simulating bubble columns. The k-ε turbulence model, implemented previously in
Fluidity by others (AMCG, 2015), was used for modelling the continuous phase turbulence
in this work. The implementation of this turbulence model was generalised in this work for
handling mixed shape functions (discontinuous shape functions for velocity and continuous
for turbulence fields) for stability reasons.
A finite element framework for modelling the pulp phase has been presented for the first
time in this work. Polydispersed mineral particles in the pulp phase were also modelled
for the first time, using this framework.
1.6 Structure of this thesis
The framework for modelling the pulp phase was developed in steps in this work and this
thesis is also organised in the same manner. Every chapter adds an additional feature
to the framework presented in the previous chapter. Chapter 2 describes the numerical
method employed in Fluidity for solving the PDEs. The spatial and temporal discretisation
methods used in Fluidity are discussed for a representative advection–diffusion equation.
Handling of the boundary conditions and non-linearities are discussed along with the linear
solvers used to solve the discrete equations. The mesh adaptivity technique implemented
in Fluidity is also discussed briefly. Towards the end of this chapter, the importance of
verification, benchmarking and validation of the computer codes is discussed.
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Chapter 3 discusses the population balance equation and its implementation in Fluid-
ity in detail. A general background on the available solution methods is given, followed by
a detailed description of the DQMOM, which was used to solve the PBE in this work. The
overall algorithm for its implementation in Fluidity is also described. Verification results
of the implementation are shown, and the spatial and temporal convergence results are
then presented. The quantitative benefits of using mesh adaptivity with the PBE are also
presented towards the end of the chapter.
The next chapter, Chapter 4, integrates the PBE with the Eulerian–Eulerian multi-
phase flow equations in Fluidity. This integrated framework is benchmarked for a laminar
multiphase backward facing step problem against a commercial software. Different spatial
discretisation schemes are also analysed in this chapter for the PBE. The added benefit of
using mesh adaptivity is quantified for the integrated framework.
Chapter 5 extends the model further by including turbulence and gravity effects into
it. Bubble columns are simulated in this chapter and validated against experimental re-
sults available in the literature (Buwa et al., 2006; Dı´az et al., 2008b; Pfleger et al., 1999).
Literature on bubble column modelling is discussed in detail with a focus on the modelling
of the bubble size distribution. Turbulence modelling is also discussed in depth and the
k-ε model equations used in this work are described. Previous work on the development of
the breakage and coalescence rate expressions for bubbles in a column are discussed. This
is followed by the description of the rectangular bubble column simulated in this chapter
along with the initial conditions, boundary conditions and numerical discretisations ap-
plied in this work. Results for a monodispersed bubble column with 5 mm bubbles are
presented first, followed by polydispersed column results using the PBE. Results for the
liquid velocity, gas holdup and the bubble Sauter mean diameter are validated. Finally,
all the assumptions considered in this model are summarised with any effect they may
have had on the results.
Equations for the free and attached solid particles in the pulp are integrated to the
bubble column model to simulate a flotation column in Chapter 6. Previous literature
on the modelling of the solids in the pulp phase is discussed first. This is followed by a
detailed description of the modelling equations for solids used in this work. The bubble–
particle attachment and detachment models are described, followed by the model used for
the settling velocity of the free solids and the viscosity modification of the liquid phase due
to the presence of the free solids. The complete modelling framework, containing the PBE,
Eulerian–Eulerian flow equations, k-ε turbulence equations and the transport equations
for solids, is described along with the coupling between the model equations. Next, the
test problem simulated in this chapter is described, followed by the results. Although
flotation is a continuous process, the test case models a batch system. Polydispersity of
the solids is modelled for the first time in this work and is discussed in the results.
Chapter 7 summarises the key achievements of this thesis and the important conclu-
sions. Future work identified as a result of this research is discussed at the end of this
chapter.
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1.7 Publications
Work from this research has been presented at conferences and submitted to journals for
publication. The following articles have been published/submitted until the time of the
submission of this thesis.
1. Bhutani G, Brito-Parada PR, Cilliers JJ. “Polydispersed flow modelling using pop-
ulation balances in an adaptive-mesh finite element framework”. Computers and
Chemical Engineering. 2016; 87:208–225 (see Appendix A.1) (Bhutani et al., 2016).
2. Bhutani G and Brito-Parada PR. “Analytical solution for a three-dimensional non-
homogeneous bivariate population balance equation—a special case”. Submitted to
International Journal of Multiphase Flow. (see Appendix A.2).
3. Bhutani G, Brito-Parada PR, Cilliers JJ. “Modelling polydispersed flotation columns
using population balances in a finite element framework”. 5th International Com-
putational Modelling Symposium, Falmouth, UK. Jun 2015 (Bhutani et al., 2015).
Most of the work included in Publication 1 (Bhutani et al., 2016) has been taken
from Chapter 4 on the integration of the PBE with the multiphase flow equations in
Fluidity, and benchmarking the integrated laminar framework for a multiphase backward
facing step problem. Publication 2 includes an analytical solution “manufactured” for the
multivariate PBE for code verification purposes. Multivariate PBE is not presented in
this thesis as the present research deals with monovariate NDFs only. This publication
is a preparation for the future work. Publication 3 corresponds to the work presented
at a conference containing preliminary results on bubble column modelling. Work is in
progress to prepare publications based on the work included in Chapters 3, 5 and 6.
Chapter 2
Numerical methods
I do not fear computers. I fear the lack of
them.
Isaac Asimov
2.1 Overview
The finite element framework of Fluidity was employed in this work for solving the fluid
flow and the scalar transport (partial differential) equations numerically. This chapter dis-
cusses the numerical aspects of the methods used for this purpose, including the numerical
discretisation methods and the adaptive mesh refinement technique.
In addition to the Galerkin finite element method, two other numerical techniques
available to solve partial differential equations (PDEs) are the finite difference method
(FDM) and the finite volume method (FVM). The FEM was chosen over the FDM in this
work because all meshes were fully unstructured and the finite element (FE) discretisation
method naturally goes well with unstructured meshes (Wilson, 2009). The finite difference
discretisation is dependent on the mesh structure to a large extent and hence not suitable
for cases where the meshes are fully unstructured and also change with time, like in this
work (Wilson, 2009). However, the FEM in comparison to the FDM is more complicated
to implement and the coding effort associated with it is, therefore, greater. The FVM, on
the other hand, is the established method for solving fluid flow problems. This method,
however, leads to the generation of element flux terms and it is generally not easy to
obtain high-order discretisation schemes for these fluxes (Jacobs, 2013). This makes the
FVM first-order accurate in cases where a simple upwind scheme is used to discretise the
advection terms (LeVeque, 2002). Higher-order solutions can be obtained using the FEM
though, as this method generally does not suffer from the above limitation (Jacobs, 2013).
This chapter starts with a discussion on the advection–diffusion equation in Section 2.2,
which was an integral part of the model developed in this research. This is followed by a
brief description of the various numerical discretisation methods that were employed in this
work for converting the exact PDEs to discrete equations solvable using computers. The
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numerical discretisation methods discussed in Section 2.3 include the continuous Galerkin
(CG) and the discontinuous Galerkin (DG) finite element methods, and the control volume
(CV) method. Section 2.4 then follows with a discussion on the temporal discretisation
method. Handling of the non-linearities, which are present in the momentum equation
and the turbulence equations, is discussed in Section 2.5. Section 2.6 talks about the
boundary conditions (BCs), including the Dirichlet and the flux boundary conditions.
A brief discussion on the iterative methods used to solve the discrete linear equations
is presented in Section 2.7. The details of the mesh adaptivity method in Fluidity are
discussed in Section 2.8 as the application of mesh adaptivity is central to this thesis.
Finally, this chapter closes with a discussion on verification, benchmarking, validation and
uncertainty quantification in numerical methods (in Section 2.9).
2.2 Advection–diffusion equation
In order to demonstrate the finite element and control volume discretisations, the advection–
diffusion equation has been used as a representative equation in this chapter. The popu-
lation balance equation was transformed to a set of coupled advection–diffusion equations
in this work, as will be shown in Chapter 3, and the flow equations can also be written in
a form similar to this equation for the purpose of discussing numerical discretisations.
The standard advection–diffusion equation, in its conservative form, can be written as
(Donea and Huerta, 2003):
∂c
∂t
+∇ · (uc)−∇ · (κ · ∇c) = S, (2.1)
where c is the unknown scalar, u is the velocity vector, and κ and S are the diffusivity
tensor and the source term, respectively.
The above PDE has to be discretised in space and time to obtain a linear equation that
can be solved numerically, using computers, resulting in a finite-dimensional approximation
to the exact solution of the equation. The various spatial and temporal discretisations
employed in this work are discussed below.
2.3 Spatial discretisations
2.3.1 Continuous Galerkin
In the finite element method, the first step is to write the weak form of the advection–
diffusion equation by multiplying it with a test function w˜ and integrating over the domain
Ω (Zienkiewicz et al., 2013),∫
Ω
w˜
(
∂c
∂t
+∇ · (uc)−∇ · (κ · ∇c)
)
dΩ =
∫
Ω
w˜S dΩ. (2.2)
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Both the test function w˜ and and the trial function c in the Galerkin finite element method
come from the same space—the first-order Sobolev space (Elman et al., 2014) with p = 2
in this case (i.e. W 12 (Ω) or H
1(Ω)). The above equation is then integrated by parts and
the Gauss divergence theorem is applied to the advection and diffusion terms, to yield:∫
Ω
(
w˜
∂c
∂t
−∇w˜ · uc+∇w˜ · κ · ∇c
)
dΩ +
∫
∂Ω
w˜(n ·uc−n · κ · ∇c) dΓ =
∫
Ω
w˜S dΩ, (2.3)
where n is the outward unit-normal vector to the bounding surface ∂Ω and dΓ is an
infinitesimal surface element. Natural boundary conditions are applied to the equation at
this stage. The highest (weak) derivative of the test or the trial function in Equation (2.3)
is first order, which justifies the search of these functions in the Sobolev space of order
one.
Equation (2.3) is discretised in Fluidity by taking a finite-dimensional approximation of
the the unknown c as c(x) =
∑Nnodes
i=1 ciφi(x), where Nnodes is the number of solution nodes,
also known as the number of degrees of freedom (Reddy and Gartling, 2010; Zienkiewicz
et al., 2013). The test function w˜ is also taken from the same discrete subspace, written
as w˜(x) =
∑Nnodes
i=1 w˜iφi(x). In these approximations, φi are the basis functions for the
finite-dimensional subspace that take the value one at the node i and zero at all other
nodes, giving ci = c(xi) (Zienkiewicz et al., 2013). These basis functions in Fluidity are
taken as piecewise polynomial functions (PN ) and have a narrow support that allows them
to act as interpolating functions (AMCG, 2015).
In the case of the continuous Galerkin discretisation, the basis functions φi are con-
tinuous at the element boundary (AMCG, 2015). Piecewise-quadratic continuous finite
element basis (shape) functions (written as P2CG or simply P2), along with the support
nodes, are shown in Figure 2.1 for one and two dimensional meshes, for illustration. If
Equation (2.3) is satisfied for all basis functions φi as test functions, then the resultant
c is termed as the weak solution to the original advection–diffusion equation, lying in a
finite-dimensional subspace of the Sobolev space (Zienkiewicz et al., 2013). The number
of degrees of freedom increase with the degree of the basis polynomial function.
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Figure 2.1: Piecewise-quadratic continuous finite element basis function (written as
P2CG or simply P2), along with the support nodes is shown for 1D and 2D meshes. The
value of the basis function, φA, is equal to one corresponding to node A and zero for all
other nodes. The support in this case extends to all elements sharing the node A (figure
adapted from Wilson (2009)).
Substituting the finite-dimensional approximation to the test and trial functions in
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Equation (2.3) gives the discretised form:
Nnodes∑
j=1
{∫
Ω
(
φiφj
dcj
dt
−∇φi · uφjcj +∇φi · κ · ∇φjcj − φiφjSj
)
dΩ
}
= 0, for all φi,
(2.4)
where the source term S has been projected on to the finite-dimensional Sobolev space
(AMCG, 2015), i.e. S =
∑Nnodes
i=1 Siφi with the coefficients Si calculated as:∫
Ω
φiS dΩ =
Nnodes∑
j=1
Sj
∫
Ω
φiφj dΩ. (2.5)
All boundary conditions in Equation (2.4) have been taken to be homogeneous for sim-
plicity.
The semi-discrete form of the advection–diffusion equation, Equation (2.4), can also
be written in a matrix form as:
M
dc
dt
+ A(u)c+ Kc = MS, (2.6)
where c is the vector of coefficients representing the unknown scalar c. M, A and K are
the mass, advection and diffusion matrices, respectively, given by:
Mij =
∫
Ω
φiφj dΩ, (2.7)
Aij = −
∫
Ω
∇φi · uφj dΩ, (2.8)
and
Kij =
∫
Ω
∇φi · κ · ∇φj dΩ. (2.9)
The above integrals are evaluated using numerical quadratures locally inside individ-
ual elements and the global matrices are then assembled from these local contributions
(Zienkiewicz et al., 2013).
Stabilisations
A stabilisation is generally used with the continuous Galerkin discretisation for large Pe´clet
number flows, which result in non-physical oscillations in the solution in these advection
dominated cases. The truncation errors in the convective term resulting from the continu-
ous Galerkin discretisation lead to negative diffusivities that exceed the physical diffusivity
when the grid Pe´clet number magnitude exceeds one, making the discretisation scheme
potentially unstable. The grid Pe´clet number is given as:
Pe =
|u|h
2|κ| , (2.10)
where h is the characteristic mesh size.
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Some of the stabilisations implemented in Fluidity are as follows (Donea and Huerta,
2003).
• Streamline-upwind (SU): The grid Pe´clet number, in this method, is reduced by
adding an artificial diffusion term to the equation with the diffusivity in the stream-
line direction only. This stabilisation method, however, is not consistent and can
also lead to slowed down convergence.
• Streamline-upwind Petrov–Galerkin (SUPG): This is a consistent stabilisation scheme
that adds a weighted residual term to the equation. SUPG is higher-order when com-
pared to the SU stabilisation method and since the space of the test and the trial
functions differ, it is called Petrov–Galerkin method.
2.3.2 Discontinuous Galerkin
Unlike continuous Galerkin method, the basis functions in the discontinuous Galerkin
method are piecewise polynomials discontinuous across the element boundaries. All inte-
grals in Equation (2.2) are, therefore, performed over the elements separately, which leads
to the generation of advection and diffusion fluxes across element boundaries,∫
Ωei
(
w˜
∂c
∂t
−∇w˜ · (uc) +∇w˜ · κ · ∇c
)
dΩ+
∫
∂Ωei
(
w˜n̂ · u c− w˜ ̂n · κ · ∇c
)
dΓ = 0
for i = 1, · · · , Ne,
(2.11)
where Ωei is the element volume, Ne is the number of elements, and the hatted terms
denote the advection and diffusion fluxes.
Figure 2.2 shows a pair of piecewise-linear discontinuous shape functions (also writ-
ten as P1DG) used in Fluidity, for 1D and 2D finite element meshes. As shown in the
figure, the support for a basis function is the same as the element in which it is non-zero.
Hence, the above equation is discretised for each element separately with the unknowns
written as a linear combination of the local basis functions only (Donea and Huerta, 2003).
Communication between the elements occurs through the fluxes, which need to be defined
consistently across the element faces. In the advection flux term, an average value for
the advection velocity was used and the unknown c was upwinded (Wilson, 2009). The
Bassi-Rebay scheme (Bassi and Rebay, 1997) was employed to define the diffusive flux
term.
Substituting the finite-dimensional approximation to the test and trial functions in
terms of all the contributing basis functions, Equation (2.11) transforms into a semi-
discrete matrix equation, given by:
M˜
dc
dt
+ A˜(u)c+ K˜c = M˜S, (2.12)
which, unlike the CG method, is written for an element Ωe and, therefore, the matrices
M˜, A˜ and K˜ are defined in terms of the nodes local to the element (Wilson, 2009).
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Figure 2.2: A pair of piecewise-linear discontinuous finite element basis functions
(written as P1DG), along with the support nodes is shown for 1D and 2D meshes. The
value of the basis function, φA, is equal to one corresponding to node A and zero for all
other nodes. The support in this case is the same as the element in which the basis
function is non-zero (figure adapted from Wilson (2009)).
2.3.3 Control volume
In addition to the CG and DG finite element discretisations, Fluidity also allows for the
finite volume discretisation, known as the control volume discretisation here. This method
was used to discretise the volume fraction and the population balance scalar equations in
this work where conservation was required (Wilson, 2009).
A dual mesh is constructed, in this discretisation method, with the control volumes
centred around the nodes of the parent FE mesh. In 2D, the centroids of the elements
are joined with the edge midpoints to construct these control volumes, as shown in Fig-
ure 2.3. The weak form of the conservative form of the advection–diffusion equation, after
integrating by parts, can be written as:∫
Ωvi
(
w˜
∂c
∂t
−∇w˜ · (uc) +∇w˜ · κ · ∇c
)
dΩ+
∫
∂Ωvi
(
w˜n̂ · u c− w˜ ̂n · κ · ∇c
)
dΓ = 0
for i = 1, · · · , Nv,
(2.13)
where the last two hatted terms are the advective and the diffusive fluxes across volume
boundaries. Nv is the total number of control volumes and is equal to the number of
nodes in the parent FE mesh for P1 parent basis functions. Note that similar to the DG
method, the above equation has been integrated over a control volume (Ωvi) instead of
the whole domain. This is because the basis functions in this CV discretisation method
are piecewise constant functions non-zero only in the volume they belong to, i.e. the basis
function φi corresponding to the volume Ωvi takes a value one inside the volume and zero
outside, as shown in Figure 2.3 (Wilson, 2009). The control volume discretisation method
can, therefore, be understood as the lowest order DG discretisation in some sense.
Substituting w˜ = φi and using the properties of these CV basis functions (Jacobs,
2013), Equation (2.13) can be simplified to:
dci
dt
∫
Ωvi
1 dΩ +
∫
∂Ωvi
(
n̂ · u c− ̂n · κ · ∇c
)
dΓ = 0. (2.14)
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Figure 2.3: Control volume dual mesh on P1 parent mesh, and piecewise-constant
control volume shape functions for 1D and 2D meshes are shown. The support for a
basis function is the same as the control volume (figure adapted from Wilson (2009)).
Similar to the DG method, consistent choices for the advective and the diffusive fluxes
are needed. The velocity u is always continuous on the control volume boundary as it
is defined on the FE mesh and the CV boundary lies inside the parent FE mesh. Two
methods were used in this work in order to define the scalar value c in the advective flux
term, which is discontinuous at the volume boundary. The standard first-order upwinding
was the first of the two chosen methods, as this method is unconditionally stable. However,
due to the highly-diffusive nature of this method (LeVeque, 2002), the less-diffusive higher-
order finite element interpolation scheme was the second method chosen to define c in the
advective flux term. The scalar c in this second method is interpolated using the FE basis
functions on the parent mesh. As the flux defined using the finite element interpolation
method can become unbounded, Sweby limiter (Sweby, 1984) was used to stabilise the
FE interpolation scheme by enforcing the total variation diminishing property (LeVeque,
2002).
The diffusive flux was discretised using two different methods: an element gradient
approach, where the gradient of c was calculated on the parent FE mesh, and the Bassi-
Rebay method (Bassi and Rebay, 1997), similar to the one for the DG discretisation.
Equation (2.14) can be written for each control volume to obtain Nv equations in total
for the vector of unknowns c, sized 1×Nv.
2.4 Temporal discretisations
A theta-scheme was used to discretise the time gradient in the PDE (Donea and Huerta,
2003). An equation of the form:
dc
dt
+ Lc = f(c, t) (2.15)
was discretised as:
cn+1 − cn
∆t
+ L cn+θt = f(cn+θt , tn+θt), (2.16)
where cn+θt is defined as cn+θt = θtc
n+1 + (1 − θt)cn. In most of the cases in this work,
θt = 1 was used, i.e. a fully-implicit time discretisation was performed.
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2.5 Handling non-linearities
The momentum equation, which is non-linear in velocity, was linearised by calculating the
advection matrix A(u) using a relaxed velocity un+θnl , given by (AMCG, 2015):
un+θnl = θnlu˜
n+1 + (1− θnl)un. (2.17)
Here, θnl ∈ [0, 1] is the non-linear relaxation parameter, u˜n+1 is the velocity estimate
at the latest time (Picard) iteration and un is the velocity at time tn. This non-linear
approximation for the velocity was also used in solving the advection–diffusion equation.
In fact, the above method for calculating the non-linear estimate for a variable was
also used for linearising the highly-nonlinear k and ε turbulence equations. A non-linear
relaxation parameter θkε equal to one was used for that purpose, in this work.
2.6 Boundary conditions
2.6.1 Dirichlet boundary condition
A Dirichlet boundary condition for c is applied in Fluidity, strictly (or strongly), using:
c = bDc on ∂Ω
Dc , (2.18)
where bDc is the boundary value of the scalar on the Dirichlet boundary ∂Ω
Dc . The test
space in this case is reduced by removing the basis functions associated with the boundary
nodes.
The Dirichlet boundary condition for the convective boundary can also be applied
weakly, as (AMCG, 2015):∫
∂ΩDc
φn · ucdΓ =
∫
∂ΩDc
φn · ubDc dΓ ∀φ. (2.19)
The finite element solution will not satisfy the BC exactly in this case but will converge
to the specified value as the mesh is refined, similar to the strict case.
2.6.2 Flux-specified boundary condition
Inlet flux for the scalar can be weakly specified using the flux-specified boundary condition,
given as (Jacobs, 2013):∫
∂ΩFc
φ(κ · ∇c+ uc) · n dΓ =
∫
∂ΩFc
φbFc dΓ, (2.20)
where bFc is the boundary flux of the scalar c on the flux-specified boundary ∂Ω
Fc .
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2.7 Linear solvers
The discrete equation, such as Equation (2.6), obtained using one of the discretisation
methods discussed above, is eventually transformed to a linear equation of the form Ax =
b, which is solved for the unknown x in Fluidity using an external linear solver library. The
limited support of the basis functions result in a sparse matrix A that can either be inverted
directly or the linear system can be solved using an iterative technique (Zienkiewicz et al.,
2013). Direct methods, inverting the matrix A, are computationally more expensive than
the iterative methods, and, moreover, the inverse of a sparse matrix is generally dense
needing more memory for storage. Iterative techniques are therefore more suited to such
sparse matrices (Zienkiewicz et al., 2013).
An iterative method produces a sequence of approximate solutions xk that converges
to the exact solution x. The iterations are repeated until a given tolerance is met; the
relative tolerance criterion used was ||M−1(b−Axk)|| ≤ rel||M−1b||, where M is an ap-
proximation to A whose inverse is easy to calculate, and rel is the user-specified tolerance
limit (AMCG, 2015).
The advection–diffusion equations and the momentum equations were solved using a
successive over-relaxation (SOR)–preconditioned generalised minimum residual (GMRES)
method (Saad, 1993). The pressure Poisson equation, on the other hand, was solved using
the conjugate gradient iterative method (Hestenes and Stiefel, 1952), due to the symmetric
nature of the matrix, preconditioned using the multigrid (MG) approach (Vaneˇk et al.,
1996). These parallelised iterative methods are implemented using the open-source library
PETSc (Balay et al., 1997) in Fluidity. Details on the description of these methods can
be found in the Fluidity manual (AMCG, 2015).
2.8 Mesh adaptivity
Mesh adaptivity, also known in the literature as adaptive mesh refinement or grid adaptiv-
ity, is the name given to the method of modifying the mesh in a simulation to accurately
predict the flow dynamics as time progresses.
In this work, fully-unstructured, anisotropic mesh adaptivity was performed to obtain
optimum node placement for a given set of flow fields in the polydispersed problem. Mesh
adaptivity is carried out in Fluidity using an interpolation-based method for the estimation
of an a posteriori error metric (Babusˇka and Rheinboldt, 1978), which optimises the mesh
iteratively until a given tolerance is met.
This section describes how mesh adaptivity is implemented in Fluidity. Although no
part of any implementation of mesh adaptivity was carried out in this work, it seems
important to explain how adaptivity works in this finite element framework, given that
its application to polydispersed flows was an important part of this research.
The mesh adaptivity process in Fluidity can be understood as a sequence of three
main steps (AMCG, 2015):
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1. Metric estimation: a desired mesh is chosen.
2. Mesh generation: a mesh with the above characteristics is generated.
3. Field interpolation: all scalar, vector and tensor fields are transferred from the old
mesh to the new adapted mesh.
These steps are explained in detail as follows.
2.8.1 Metric estimation
Mesh metric is an essential part of adaptivity responsible for measuring the topological
characteristics of the mesh (Piggott et al., 2009). Therefore, the first step in Fluidity’s
mesh adaptivity procedure is to estimate this metric based on the curvature of the field to
be adapted to and a user-specified error bound. Essentially, the mesh metric is an estimate
of the a posteriori error measure for a given solution field. This metric is a function of
spatial position as well as direction and therefore can generate non-homogeneous and
anisotropic meshes.
The curvature of a field, specified by its Hessian H and the interpolation error bound
 can be used to calculate the Riemannian mesh metric M as (Piggott et al., 2009):
M =
1

|H|. (2.21)
The tensor |H| here is a positive-definite metric obtained from the Hessian H by taking
an absolute value of all of its eigenvalues. In a sense, |H| is a measure of the magnitude
of the curvature and not its sign. Equation 2.21 can be understood as follows: tensor
field M allows for the placement of a high node density in regions of large field variation
(curvature) or small (user-specified) interpolation error bound. The interpolation error 
can vary in space and time if required.
If the mesh needs to be adapted to more than one field, the individual field metrics,
calculated from Equation 2.21, can be merged into one using the superposition method
specified by Pain et al. (2001). Other constraints on the desired mesh such as maximum
and minimum edge lengths, directionality constraints and aspect ratio bound can also
be applied at this stage by superimposing more terms into the mesh metric and scaling
its eigenvalues (Piggott et al., 2009). Finally, before being sent to the mesh generation
library, this metric is smoothed and scaled to avoid large variations in mesh sizes and to
ensure that the number of nodes stays bounded.
2.8.2 Mesh generation
This is the second step in Fluidity’s mesh adaptivity process. Once the mesh metric is
successfully evaluated, the next step is to generate the new mesh through a sequence of
local topological operations. Based on a variational functional that measures the quality
of a generated element against the available metric, the mesh is optimised in steps using
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Figure 2.4: Mesh modification procedures invoked in two-dimensional adaptivity: (a)
Node insertion, (b) node deletion, (c) node movement, and (d) edge swap (figure adapted
from Piggott et al. (2009)).
a set of mesh refinement operations (Piggott et al., 2009). This element-by-element mesh
optimisation is implemented iteratively where the old mesh is optimised in steps and not
regenerated completely (AMCG, 2015). In two-dimensions, as shown in Figure 2.4, the
mesh modification steps include operations of the following kinds: node insertion (or edge
splitting), node deletion, node movement and edge swapping (Piggott et al., 2009). These
modification steps are carried out in succession, in Fluidity, until the functional reports an
improvement is the generated mesh. Mesh generation in Fluidity is implemented using the
mba2d algorithm in two-dimensions (Vasilevskii and Lipnikov, 1999) and using the method
suggested by Pain et al. (2001) in three-dimensions.
The objective functional discussed above, responsible for gauging the mesh quality,
works by locating the worst element in the mesh that then gets improved in the mesh
optimisation subroutine (Piggott et al., 2009). The whole process is repeated iteratively
until a given tolerance is met. This functional operates in a non-Euclidean space where
distances are calculated using the norm induced by the mesh metric M (Piggott et al.,
2009). The distance r between two points (connected by the vector v) in the metric space
is given by the following inner product:
r =
(
vTMv
)1/2
, (2.22)
i.e. the metric space is warped by M in the same sense as it gets warped in Einstein’s
General Relativity (AMCG, 2015). The quality functional Qe for an element e used in
2D mesh adaptivity (based on the mba2d algorithm) is given by (Vasilevskii and Lipnikov,
1999):
Qe = 12
√
3
(
Ae
Pe
)
F
(
Pe
3
)
, (2.23)
where Ae is the element area and Pe is the element perimeter, both calculated in the
56 Chapter 2. Numerical methods
non-Euclidean metric space. The function F (x) above, is defined as:
F (x) =

[
min
(
x,
1
x
)][
2−min
(
x,
1
x
)]
3
. (2.24)
An ideal mesh in the non-Euclidean space, that satisfies the metric M , consists of all equi-
lateral triangles with unit edge lengths (AMCG, 2015). Nevertheless, when transformed
to the real space, the mesh becomes non-homogeneous as well as anisotropic. However, all
mesh optimisation procedures are applied in the real space and the warped space is only
used when calculating the functional value for the mesh under evaluation (Piggott et al.,
2009), as shown in Equation (2.23).
2.8.3 Field interpolation
Now that a mesh that conforms with the metric calculated in step 1 is generated, the
third and the final step in Fluidity’s mesh adaptivity procedure is the interpolation of all
required fields from the old mesh on to the new mesh post adapt. Consistent interpolation
is the easiest and most economical way to transfer information from the pre-adapt mesh
to the post-adapt mesh. In the consistent interpolation method, field values are evaluated
in the pre-adapt mesh corresponding to the new node locations, and these values are used
as the coefficients for the finite element shape functions in the post-adapt state. This
method is bounded and does not require the generation of a supermesh (Farrell et al.,
2009). Galerkin projection method, on the other hand, is the useful when conservation
of some field is essential but, unlike consistent interpolation, it requires generating the
supermesh and is much more expensive (Farrell et al., 2009).
To sum up, the mesh adaptivity procedure implemented in Fluidity allows for the
computation of an accurate, yet computationally efficient, solution to the coupled, multi-
phase, fluid flow problems (Jacobs et al., 2013). More details on the implementation and
usage of mesh adaptivity in Fluidity can be found in Pain et al. (2001), Piggott et al.
(2009), the Fluidity Manual (AMCG, 2015) and references therein.
2.9 Verification, benchmarking, validation and uncertainty
quantification
A sequence of steps are carried out before claiming a numerical model to be appropriate
for predicting a physical process. The first step in this sequence of steps is called code
verification, which is used to ensure the correct implementation of the numerical solution
algorithm for the PDE in a computer program. Code verification is a purely mathemat-
ical exercise and can be performed using an available analytical solution to the PDE or
using an artificially “manufactured” solution to the equation (known as the method of
manufactured solutions (MMS)) (Roache, 2002). Verification is also used to analyse the
variation of the error in the numerical solution as a function of mesh or time step size to
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quantify the rate of convergence of the various numerical discretisation schemes. In case
an exact solution for the equation is not available (or can not be manufactured), code
benchmarking can be performed against other available codes to gain confidence in the
accuracy of the implementation. Once the correct implementation of the numerical proce-
dure is established, the overall model is validated by comparing the numerical predictions
against experimental results. This is done to ensure that the PDEs being solved correctly
predict the behaviour of the physical system. Finally, the sensitivity of the predicted
results to the supplied initial conditions, boundary conditions, domain geometry and the
model parameter values is established, which is known as uncertainty quantification.
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Chapter 3
Population balance equation
The Book of Nature is written in
mathematical characters, without whose
help it is impossible to comprehend a single
word, without which one wanders in vain
through a dark labyrinth.
Galileo Galilei
3.1 Overview
Dispersed objects are found widely in many diverse applications and the need to model
their evolution has given rise to the development of the population balance equation (PBE).
Dispersed items, which may be particles, cells or molecules, have a distribution that usu-
ally changes in time and space. The population balance equation is a conservation equa-
tion for the number of dispersed particles that models the evolution of this distribution
(Ramkrishna, 2000).
Some of the application areas of the PBE are as follows (Ramkrishna, 2000; Ramkr-
ishna and Singh, 2014):
• Chemical processing: powder formation in pharmaceuticals and paints, crystallisa-
tion, and sedimentation
• Mineral processing: comminution of ores
• Energy: formation of smoke and soot in combustion of fuels, and nanoparticle man-
ufacturing
• Bioengineering: growth of microbial and cell population
• Water treatment: flocculation
• Food processing: sterilisation and emulsion preparation
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• Geology: crystal growth in geological studies
• Astrophysics and astronomy, and many more
All the above share a mutual property that they have a dispersed particle population
that evolves in time through a common equation—the PBE. This chapter discusses this
modelling equation and its solution. The physics behind the laws that govern the distri-
bution of these particles in the applications discussed above may be completely different
though. Specific physics behind these governing laws has been discussed in later chapters
where they are applied to engineering problems.
In polydispersed flow applications, such as the one in this work, the need for the
population balance equation arises for the prediction of the particle size to accurately
model the interphase force term in the momentum equations (as discussed later in Chapter
4). The behaviour of polydispersed systems can be sensitive to the dispersed phase size
distributions in many cases and hence it is important to predict its evolution using the
PBE. Additionally, it may also be important to have some knowledge of the distribution
of particle sizes in the domain for a general understanding of the flow phenomenon. It
must be noted that ‘particle size’ and ‘dispersed phase size’ will be used interchangeably
as they mean the same thing in the context of this and the next chapter.
This chapter starts with a discussion on the formulation of the PBE in Section 3.2,
with a special focus on the source term in the equation including aggregation and breakage.
This is followed by a discussion of the popular solution methods employed in the literature,
in Section 3.3. The direct quadrature method of moments (DQMOM), which has been
used in this work to solve the PBE, is also discussed in detail in this section along with a
short discussion on the problem of moment corruption, as reported in the literature. The
implementation of the DQMOM equations in Fluidity is detailed in Section 3.4. This is
followed by the results for the verification of the implementation of DQMOM in Fluidity
in Section 3.5. Mesh convergence, time convergence and the effect of the number of
quadrature points are presented in Sections 3.6, 3.7 and 3.8, respectively. The application
of mesh adaptivity to the PBE in the framework of Fluidity is presented in Section 3.9
with the results for the improvement in the solution efficiency through this application. A
summary of the full chapter is presented in Section 3.10.
3.2 Population balance equation
The oldest form of the PBE can be traced back to the Boltzmann equation (Boltzmann,
1872), which is more than a century old. It is a mesoscale equation that models the
evolution of the population as a whole instead of resolving individual particles. The form
of the PBE used currently was introduced by Hulburt and Katz (1964) and Randolph
(1964).
The PBE is an integro-differential equation that can model flow of particles, diffusion
of particles in the external and internal space, particle growth, and the aggregation (or
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coalescence) and breakage of particles. In the PBE, the particle distribution is charac-
terised by a number density function that is a function of variables in the particle state
space. The particle state space consists of external and internal coordinates. External
coordinates are the spatial coordinates whereas internal coordinates may include particle
specific properties like particle size, age, moisture content, etc.
This conservation statement, the PBE, on particles of a given state can be written as
(Ramkrishna, 2000):
∂n(ξ,x, t)
∂t
+∇ · (〈u|ξ〉n)−∇ · (Dx(ξ,x, t)∇n) = Sξ(ξ,x, t), (3.1)
where n(ξ,x, t) is the dispersed phase number density function, with ξ and x being the
internal and the external coordinates, respectively. In many cases, the PBE is formulated
in terms of the particle volume as the internal coordinate due to the volume being conserved
in breakage and aggregation processes. In this work, though, particle size has been taken
as the internal coordinate and all conservation terms have been written using a length-
based formulation. Since particle size is the internal variable of interest when modelling
polydispersed flows, it was convenient to formulate the PBE in terms of the particle
length instead of its volume. Also, while implementing the method of moments to solve
the PBE in this work, integral moments were used for the length-based NDF instead of
fractional moments that are generally needed for the volume-based NDF. This simplified
the calculations mathematically.
The number density function is defined such that n(ξ,x, t) dξ dVx is the average num-
ber of dispersed particles contained in an infinitesimal volume dξ dVx centered around the
particle state (ξ,x). Therefore the total number of particles in the system is given as:
ntot =
∫
Ωξ
∫
Ωx
n(ξ,x, t) dξ dVx, (3.2)
where ξ ∈ Ωξ and x ∈ Ωx.
In Equation (3.1), 〈u|ξ〉 is the mean dispersed phase velocity field conditional to the
particle size ξ. This velocity field is responsible for convecting the particles in the physical
domain. Dx in the third term on the left hand side of Equation (3.1) is the spatial
diffusion tensor. Spatial diffusion is useful when modelling the Brownian motion effects in
the evolution of fine particle distribution.
Sξ, called the source term in Equation (3.1), includes all terms containing derivatives
or integrals with respect to the particle size ξ. Sξ includes the growth term, diffusion in
the internal (or phase) space, and the birth and death functions due to particle breakage
and coalescence. These terms are discussed below.
Growth
Growth can be understood as convection in the particle internal space, smooth movement
from one internal coordinate (i.e. particle size) to another. The contribution to the source
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term in Equation (3.1) due to dispersed phase growth is given by:
Sξ = − ∂
∂ξ
(
ξ˙(ξ,x, t)n
)
, (3.3)
where ξ˙ (= dξdt ) is the growth rate, which is analogous to the velocity in external space.
Some of the examples of growth in the PBE are: an increase in particle size due to
deposition from the continuous phase in solutions (e.g. crystal growth) and an increase in
bubble size as they rise in a column due to the decrease in hydrostatic pressure. Growth
is considered a continuous process even though the actual physical process might not be
strictly continuous. For example, in the case of crystal growth, the deposition process is
molecular but crystal size increases infinitesimally in an infinitesimal time and hence the
process can be considered continuous. The definition of growth, therefore, is time-scale
dependent. Physics of the growth phenomenon, which defines the growth rate, is not
discussed in this chapter.
Internal diffusion
Certain processes can be modelled as diffusive with the diffusion occurring in the internal
space in the PBE, e.g. when particles grow at different rates (Jones, 2002). The source
term corresponding to this internal diffusion is given by:
Sξ =
∂2
∂ξ2
(
Dξ(ξ,x, t)n
)
, (3.4)
where Dξ(ξ,x, t) is the diffusivity in the internal space.
Breakage and coalescence
Breakage and coalescence of particles are discontinuous events that lead to the birth and
death of particles in a very short time (assuming particle interactions though hard-sphere
potential). The contribution to the source term of Equation (3.1) from the birth and death
functions due to particle breakage and coalescence is given as:
Sξ = BB −DB +BC −DC . (3.5)
The birth and death functions due to breakage are given as:
BB(ξ) =
∫ ∞
ξ
ν(ξ1)a(ξ1)b(ξ|ξ1)n(ξ1) dξ1 (3.6)
and
DB(ξ) = a(ξ)n(ξ), (3.7)
respectively. Here, ν(ξ), a(ξ) and b(ξ|ξ1) are the breakage kernels that define the number
of particles formed after breakage, the breakage frequency, and the daughter distribution
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function, respectively. These three kernels are determined from physical models. The
breakage frequency (also known as breakage rate) is the fraction of particles breaking per
unit time and has the units s−1. It is usually modelled probabilistically. Binary breakage
is considered in most applications, i.e. ν(ξ) = 2. The daughter distribution function
b(ξ|ξ1) defines the probability of formation of particles of size ξ due to the breakage
of particles from class ξ1. This probability density function satisfies the normalisation
condition
∫ ξ1
0 b(ξ|ξ1) dξ = 1. For binary breakage, the relation b((ξ˜1 − ξ˜)|ξ˜1) = b(ξ˜|ξ˜1)
holds. Additionally, the conservation of mass imposes the following condition on the
daughter distribution function: ξ˜1 = ν(ξ˜1)
∫ ξ˜1
0 ξ˜b(ξ˜|ξ˜1) dξ˜. ξ˜ in the above equations refers
to the particle volume corresponding to the particle size ξ. It must be noted that the
breakage functions are local, i.e. the fragments share the same spatial location as the
parent particle.
Coalescence is described in terms of the number of particle pairs and a coalescence
frequency. If there is no statistical correlation between the colliding particles, the particle
pairs can be defined as the product of two individual number densities. The birth and
death functions due to coalescence are, therefore, given as:
BC(ξ) =
1
δ˜
∫ ξ
0
(
ξ2
ξ′2
)
β(ξ′, ξ1)n(ξ′)n(ξ1) dξ1 (3.8)
and
DC(ξ) =
∫ ∞
0
β(ξ, ξ1)n(ξ)n(ξ1) dξ1, (3.9)
respectively, where β(ξ′, ξ1) is the coalescence frequency for particles of sizes ξ′ and ξ1,
and it has the units m3 s−1. In general, the coalescence frequency may also depend on
the spatial coordinates of the two aggregating particles and time, but for simplicity it is
assumed to be a function of particle size only. As for breakage, coalescence frequency is
also determined from physical models. The parameter δ˜ represents the number of times
identical pairs have been considered in the interval of integration and is equal to two for
binary coalescence, which is the most common scenario for dilute systems (Ramkrishna,
2000). In Equation (3.8), ξ′ is given as ξ′3 = ξ3−ξ31 , i.e. the particles are considered three-
dimensional and the volume of the resulting particle class (ξ) is the sum of the volumes
from the contributing size classes (ξ′ and ξ1).
Derivation of BB, DB and DC terms is straightforward (Ramkrishna, 2000). The
derivation of the birth rate due to coalescence (BC) is presented in Appendix B.1.
A general point that must be noted here is that the dispersed particles should be
small enough so that the continuous phase properties do not vary over any single dispersed
particle. This way the rate of change of the particle state can be defined as a function of
the particle state coordinates only.
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3.3 Solution method
3.3.1 General methods
The presence of an internal coordinate in the number density function, n(ξ,x, t), makes
it difficult to solve the integro-differential PBE (Equation (3.1)). If, in a rare case, an
analytical solution is possible then the usual PDE solution methods like separation of
variables or Laplace transform can be used (Patil and Andrews, 1998). In general an
analytical solution to the PBE does not exist and various numerical methods have been
developed over time to tackle it. Most of the numerical methods, in some way, try to
eliminate the internal coordinate from the PBE to bring it in a tractable form. The popular
numerical solution methods for the PBE can be grouped into two general categories—the
methods of classes (or the classes methods (CMs)) (Marchal et al., 1988) and the methods
of moments (MOM) (Frenklach and Harris, 1987).
The method of classes is analogous to the standard CFD approaches discretising the
internal coordinate in the NDF, giving rise to various classes or ‘bins’. Each class leads
to an advection–diffusion equation for the NDF corresponding to that class. Some of the
pioneering studies using this method for the solution of the PBE were by Bleck (1970),
Batterham et al. (1981), Marchal et al. (1988) and Hounslow et al. (1988). Classes method
is also referred to in the literature by other names such as: sectional method (Gelbard
et al., 1980), multiple size group (MUSIG) method (Lo, 1996), and discretised population
balance (DPB) method (Hounslow et al., 1988). Two kinds of classes methods are possible
depending on how the NDF is represented inside a class. The zero-order classes method
considers the NDF value to be constant inside a class. This makes it similar in behaviour
to the standard FVM where piecewise constant polynomials are used to fit the overall
function, and this method is extremely stable. On the other hand, the NDF can be
assumed to vary in a particular way1 inside a class, analogous to the FEM, which is more
accurate than the zero-order method. Higher-order classes methods, also referred to as the
finite element methods for the PBE, have been used in many studies in the past (Borka and
Jakobsen, 2012; Mahoney and Ramkrishna, 2002; Nicmanis and Hounslow, 1998; Roussos
et al., 2005; Solsvik and Jakobsen, 2014a). CMs have been used extensively to solve the
PBE over the years for growth and nucleation dominated problems (Alopaeus et al., 2007;
Kumar and Ramkrishna, 1997), and the aggregation–breakage problems (Alopaeus et al.,
1999; Buffo and Alopaeus, 2016; Chen et al., 2004; Selma et al., 2010). One of the benefits
of using the classes method is that the NDF is naturally reconstructed using this technique
(Bannari et al., 2008).
When solving the PBE in conjunction with the flow equations, for a reasonable solution
accuracy a large number of classes need to be considered, which requires solving many
coupled advection–diffusion equations to predict the particle size. This issue arises mainly
due to the aggregation and breakage terms in the PBE. The size distribution can change
significantly in a very short time due to the discontinuous nature of the aggregation and
1for instance linear, quadratic, or higher-order polynomial variation
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breakage events, and therefore a large number of classes must be considered to factor this
possibility. Since the PBE may be coupled with multiphase flow equations, this makes
the solution of a normal engineering system extremely expensive. Although a few have
tried addressing this shortcoming through the use of adaptive classes (Qamar et al., 2007;
Vikhansky and Splawski, 2015), the problem of the need for a large number of classes is
best managed through another popular method known as the method of moments.
As the name suggests, in the method of moments, instead of solving for the NDF,
evolution of the moments of the NDF are solved. The internal coordinate gets integrated
out by taking moments of the NDF but in the process a number of unclosed terms are
generated. In multiphase flow modelling, where only the dispersed phase diameter is
needed as an input from the population balance equation, as few as four moments can
be enough in most cases (Marchisio and Fox, 2005). It is not possible to reconstruct the
NDF accurately from such a small number of moments, but when the aim is to have an
estimate of the particle size, this method suffices. However, methods exist to reconstruct
an approximation to the NDF from its moments if sufficient number of the moments are
available (Diemer and Olson, 2002). Lower-order moments may correspond to physical
quantities, the conservation of which can be ensured by tracking the moments of the
distribution rather than the discretised NDF itself (like in CM). In a length-based NDF,
zeroth and third moments represent the number and the volume of dispersed particles,
respectively. This issue with the conservation of moments has been discussed in the
literature in reference to the CM, which led to the development of moment-conserving
classes methods (Alopaeus et al., 2006).
The kth moment of the number density function is defined as (Hulburt and Katz,
1964):
mk =
∫ ∞
0
ξkn(ξ) dξ, (3.10)
where the spatial and temporal dependence of the NDF has been suppressed for compact-
ness. The Sauter mean diameter (SMD) defined in terms of the moments as
d32 =
m3
m2
(3.11)
is usually used as the representative diameter and was selected to represent the particle
size in this work. The arithmetic mean, d10, is another metric used for representing the
particle size. The bubble surface area flux is an important parameter that is used to
characterise flotation and the SMD includes the effect of the total surface area of the
bubbles (through m2) which makes it a popular choice for the mean size in flotation.
Various methods of moments exist in the literature, which differ in the way they close
the set of moment equations. Unclosed terms in the moment equations can be closed
using either a physical or a mathematical approach. The physical approach, also known
as the standard method of moments (SMM), aims at finding a functional form for the
unclosed moments based on a physical model that utilises the lower-order moments avail-
able, e.g. a gradient-diffusion model (Hulburt and Katz, 1964). It is generally not possible
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to find such a physical closure model and such a method might not result in a mathe-
matically realisable set of moments (Marchisio and Fox, 2013). Mathematical closures, on
the other hand, reconstruct the NDF based on the available transported moments. Such
methods are mathematically more sound and can be applied to any problem without an
understanding of its physics. The class of methods reconstructing the NDF are known
the quadrature-based moment methods (QBMM). The quadrature method of moments
(QMOM) (McGraw, 1997) and the direct quadrature method of moments (Marchisio and
Fox, 2005) are two popular candidates amongst the many available QBMM that employ
mathematical closures. The quadrature methods are fundamentally based on the concept
of fitting a polynomial to the entire distribution and evaluating the coefficients of this fit-
ted polynomial for estimating higher-order moments in the unclosed terms (Ramkrishna,
1985). QMOM, originally proposed for modelling aerosol evolution, solved the closure
problem by writing the moment transport equations in terms of lower-order moments only
(McGraw, 1997). QMOM represents the moments of the NDF in terms of a quadrature
approximation:
mk =
∫ ∞
0
ξkn(ξ) dξ ≈
N∑
j=1
wjξ
k
j , (3.12)
where the weights (wj) and abscissas (ξj) are determined from the moments using the
product-difference (PD) algorithm (Gordon, 1968). Higher-order moments occurring in
the lower-order moment transport equations are approximated using these weights and
abscissas, and hence the moment transport equations get closed. DQMOM, on the other
hand, uses a quadrature approximation for the NDF itself and solves transport equations
for the weights and abscissas directly. The PD algorithm, which is not very efficient for
multivariate2 NDF, does not need to be used in DQMOM while solving the PBE, except
for initialising the weights and abscissas in some cases. Owing to this and other advantages
(discussed later), DQMOM was used in this work for solving the PBE. DQMOM has been
used by others for the solution of the PBE in various fields of application: aerosol science
(Fox et al., 2008), bioprocessing (Du¨rr et al., 2015), bubble columns (Buffo et al., 2013b),
combustion (Koo et al., 2011), comminution (Line´ and Frances, 2016), fluidised beds (Fan
et al., 2004), and stirred reactors (Buffo et al., 2012).
DQMOM and QMOM algorithms are identical for a monovariate NDF (up to the
numerical error) for parabolic and most hyperbolic systems (Marchisio and Fox, 2013).
In certain situations the moments of the NDF are conserved, e.g. m3 in a length-based
NDF with a PBE having only breakage and aggregation terms. The weights and abscissas
however are not conserved quantities in the DQMOM algorithm due to the source terms
in their transport equations. Therefore, the numerical algorithm of DQMOM may not
guarantee conservation of the moments, unlike QMOM. For some hyperbolic systems,
where the velocity is a function of the internal coordinate, characteristic crossing can lead
to the two methods converging to different solutions (Marchisio and Fox, 2013). In such
cases moment transport algorithms may be the only feasible option. In this work, the
velocity field was assumed to be independent of the particle size and hence DQMOM
2multivariate is used for multiple internal coordinates here
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could be used as there was no characteristic crossing.
Another quadrature method known as the extended quadrature method of moments
(EQMOM) was proposed by Yuan et al. (2012) which is able to invert moments in case of
large number of nodes, N , where QMOM generally is not successful (Gautschi, 2004; Mc-
Graw, 1997). EQMOM combines the advantages of QMOM and the kernel density element
method (KDEM) (Athanassoulis and Gavriliadis, 2002) with the NDF approximated as a
sum of weighted kernel density functions (KDFs). The KDFs are single parameter kernels
that are estimated using the QMOM inversion algorithm along with an extra moment
used to estimate the kernel value, which becomes equal to 0 for the standard QMOM
method. Other quadrature methods such as modified QMOM, conditional quadrature
method of moments (CQMOM) (Yuan and Fox, 2011), and extended conditional quadra-
ture method of moments (ECQMOM) have been proposed for inverting the moments of
multivariate NDF (Marchisio and Fox, 2013). The focus of the present work, however, was
on monovariate NDFs only and these methods were not relevant to the present study.
Other alternatives such as the Monte Carlo methods have also been used to solve
the PBE (Smith and Matsoukas, 1998). In these methods a population goes through a
sequence of processes (like breakage, aggregation, growth and diffusion) that represent one
random walk process. The selection of the process and its implementation is dependent on
the corresponding probabilities calculated using the process time scale and the process rate.
Each simulation consists of a sequence of such random walks until a desired population
size or particle growth has been reached. Sometimes many such simulations (or artificial
realisations) may need to be run in order to bring the statistical error down. The number
of particles required to accurately solve the PBE is also large (Lee and Matsoukas, 2000).
This makes these methods computationally expensive and not suitable to solve the PBE
coupled to flow equations (Lin et al., 2002; Rosner and Yu, 2001). These methods are
generally employed for benchmarking purposes in simplified cases (Buffo et al., 2013b).
3.3.2 Direct quadrature method of moments
The direct quadrature method of moments (Marchisio and Fox, 2005) was used in this
work to solve the population balance equation. As mentioned previously, this method
requires fewer equations to be solved in order to get a good estimate of the particle size
distribution, i.e. 4–6 equations against 50–200 for the classes method (Marchisio et al.,
2003a).
DQMOM approximation
This method uses a quadrature approximation to the NDF, given by:
n (ξ,x, t) =
N∑
j=1
wj (x, t) δ
[
ξ − 〈ξ〉j (x, t)
]
, (3.13)
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as opposed to approximating the integrals in the other methods of moments. δ in the
above equation is the Dirac delta function, N is the total number of quadrature points,
and wj and 〈ξ〉j are the weights and abscissas in the DQMOM approximation, respectively.
This choice for the approximation to the NDF provides a convenient closure for the source
term Sξ in Equation (3.1).
The major advantages of using DQMOM over any other method of moments is that
each weight and abscissa can be defined as a function of space, which makes it easier
to implement this method, and very few abscissas are needed to accurately model the
NDF due to the adaptive quadrature approach. Additionally, each node can have its own
velocity field, if required, as stated in Marchisio and Fox (2005).
Population balance equation with DQMOM
By substituting Equation (3.13) in the PBE (Equation (3.1)) and replacing wj〈ξ〉j = ςj
as the weighted-abscissa, the PBE gets transformed to:
N∑
j=1
δ(ξ − 〈ξ〉j)
[
∂wj
∂t
+∇ · (〈u〉jwj)−∇ · (Dx∇wj)]
−
N∑
j=1
δ′(ξ − 〈ξ〉j)
{[
∂ςj
∂t
+∇ · (〈u〉jςj)−∇ · (Dx∇ςj)]
− 〈ξ〉j
[
∂wj
∂t
+∇ · (〈u〉jwj)−∇ · (Dx∇wj)]}
−
N∑
j=1
δ′′(ξ − 〈ξ〉j)
[(
∇〈ξ〉j ·Dx · ∇〈ξ〉j
)
wj
]
= Sξ,
(3.14)
where δ′(ξ − 〈ξ〉j) and δ′′(ξ − 〈ξ〉j) are the first and second derivatives of the function
δ(ξ − 〈ξ〉j).
Although the advection term in Equation (3.1) included a velocity field conditional
on the abscissa, a common velocity field approximation to the dispersed phase was used
in this work without any dependence on the particle size for simplicity. This velocity field
can either be obtained from the solution to the Navier–Stokes equation or an algebraic
relation, with an appropriate drag force correlation, can be employed. The dependence of
the velocity on the dispersed phase size can be considered by solving a separate momentum
equation corresponding to each abscissa in the DQMOM approximation (Fan et al., 2004).
The DQMOM transport equations are defined as:
∂wj
∂t
+∇ · (〈u〉jwj)−∇ · (Dx∇wj) = g˜j (3.15a)
and
∂ςj
∂t
+∇ · (〈u〉jςj)−∇ · (Dx∇ςj) = h˜j , (3.15b)
where j = 1, 2, ..., N . The equations above are similar to an advection–diffusion system
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and can be solved for the scalar fields wj and ςj once the source terms g˜j and h˜j have been
calculated.
Taking the kth moment of Equation (3.14), it gets transformed to a linear system,
given as:
(1− k)
N∑
j=1
〈ξ〉kj g˜j + k
N∑
j=1
〈ξ〉k−1j h˜j = S
(N)
k + Ck, (3.16)
which can be solved to obtain g˜j and h˜j . Integration properties of the Dirac delta function
and its derivatives were used to arrive at the above form. In deriving this linear system,
either integral or fractional-order moments can be used depending on physical consider-
ations. Since a length-based formulation was used for the NDF in this work, integral
moments made more sense and hence k = 1, 2, ..., 2N was used. In the above equation
S
(N)
k is the k
th moment of the source term of the PBE with the DQMOM quadrature
approximation applied, i.e.
S
(N)
k =
∫ ∞
0
ξkSξdξ. (3.17)
Also
Ck = k(k − 1)
N∑
j=1
〈ξ〉k−2j Cj , (3.18)
where Cj is defined as:
Cj =
(
∇〈ξ〉j ·Dx · ∇〈ξ〉j
)
wj . (3.19)
Due to the inherent nature of the DQMOM quadrature approximation, the moment source
term S
(N)
k is closed for any functional form. A detailed formulation of the terms that con-
stitute the PBE source term is reviewed later in Section 3.5, where the model verification
results are discussed. The moment/scalar transport equations in quadrature-based meth-
ods, such as Equations (3.15a) and (3.15b), have similar stiffness as compared to the scalar
equations in the classes methods (Marchisio et al., 2003a) and therefore require similar
time to compute the solution. Since the MOMs generate a similar solution with fewer
equations it is more efficient than the CMs timewise.
Since the Sauter mean diameter (Equation (3.11)) is needed for the estimation of
particle size, the moments of the NDF can be calculated from the DQMOM weights and
abscissas using:
mk =
N∑
j=1
wj〈ξ〉kj , (3.20)
which is simply obtained by substituting Equation (3.13) in (3.10).
3.3.3 Moment corruption
One of the downsides of using the method of moments against the classes method is that
the discretisation errors in the moment equations, particularly from the convective terms,
may sometimes lead to the moment-set becoming invalid or unrealisable (i.e. which can
not be attained by any NDF) (Wright Jr, 2007). This is known as moment corruption.
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Corrupted moments usually result in an inaccurate solution and may also lead to the
instability of the solver. In reference to the finite volume method, Mazzei et al. (2012)
explained that although the convective schemes are able to transport the moments to a
sufficient accuracy, the numerical errors are large enough to alter the relationship between
the entire set of moments, making them unrealisable (or corrupted). Moment corruption
has generally been reported with the use of higher-order convective schemes, e.g. Petitti
et al. (2010) and Mazzei et al. (2012) obtained unrealisable moment-sets with second-
order upwind scheme for the convective terms in QMOM. Desjardins et al. (2008) showed
that the first-order convective scheme in finite volume method preserved the realisability
of the moment-set for a total of four moments. However, Mazzei et al. (2012) found
that even the first-order convective scheme led to corruption for more than six moments.
Vikas et al. (2011) analysed the realisability of the moment equations mathematically
by studying purely convective moment equations. They expanded the effective number
density function (Desjardins et al., 2008) and showed that the higher-order discretisations
produced non-positive terms in the expansion and hence realisability was not guaranteed.
In DQMOM, a realisable moment set corresponds to abscissas lying in the internal
coordinate space and the weights being positive. It is therefore easier to analyse the
realisability of a moment-set in DQMOM. Buffo et al. (2013b) claimed that DQMOM
always results in realisable moments, however for convection dominated cases the moments
are not conserved. They proposed a fully conservative DQMOM (DQMOM-FC) method
where the convection term was also taken on the right hand side with the source terms in
the DQMOM transport equations (see Equations (3.15a) and (3.15b)). As it will be shown
later in Chapter 5, negative weights were obtained for certain higher-order convective
discretisations in this work, which is nothing but moment corruption. It must be stressed
that moment corruption has only been analysed for the finite volume schemes in the
literature. Analysis of moment corruption for finite element discretisations however was
not in the scope of the present work. Also, analysing moment corruption will be easier with
the availability of an analytical solution for the non-homogeneous PBE with convection
and source terms, which at present is not available in the literature.
One of the tests for the realisability of a moment-set is the Hankel-Hadamard deter-
minant test. It states that the Hankel-Hadamard determinants should all be non-negative
for the moment-set to be valid (Petitti et al., 2010; Shohat and Tamarkin, 1943). Various
methods to overcome the problem of moment corruption have been proposed. McGraw
(2006) proposed an algorithm to correct the unrealisable moments as soon as they are
generated, as discussed in Marchisio and Fox (2013). Such an algorithm is not guaranteed
to work as it targets at correcting a realisability condition which only is sufficient but not
necessary for convergence (Marchisio and Fox, 2013). Mazzei et al. (2012) implemented
McGraw (2006)’s method in Fluent for their QMOM simulations and found it to be un-
successful. Wright Jr (2007) proposed a more robust correction algorithm that was based
on replacing the unrealisable moment-set with a realisable one that corresponds to the
closest log-normal distribution. However, both of the methods above treat the symptom
and not the cause of moment corruption. Vikas et al. (2011) have recently proposed a
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realisable higher-order finite volume scheme for the general moment based methods. Their
method was shown to give good results for the case of low-gradient velocity field. Moment
correction algorithms have been implemented in coupled PBE + multiphase flows by a
few, such as Petitti et al. (2010) and Basavarajappa and Miskovic (2015). Since it has
been established in the literature that the first-order convective scheme in finite volume
discretisation always leads to realisable moments for six or fewer moments, the first-order
upwind scheme with control volume discretisation was used for the solution of the PBE
in this work.
3.4 Implementation of DQMOM in Fluidity
Equations (3.15a) and (3.15b) form a system of combined advection–diffusion equations
that are coupled in the source terms. These equations were solved for the weights wj and
the weighted-abscissas ςj , which were then used to calculate the moments and eventually
the Sauter mean diameter d32.
The number of equations that need to be solved depends on the value of the number
of quadrature nodes, N , chosen to represent the NDF. Solution accuracy improves as
the number of nodes are increased but N = 2 to N = 3 has been reported to produce
sufficiently accurate solution of the PBE with a small computation cost (Marchisio and
Fox, 2005). In this work, DQMOM was implemented in Fluidity to solve the PBE for
any value for the number of nodes N . To the best of the author’s knowledge, this is the
first time that a finite element framework has been used for the solution of the DQMOM
transport equations to estimate the solution of the PBE. Previous studies used commercial
or non-commercial finite volume codes for the same purpose.
3.4.1 Matrix form of the DQMOM linear system
The DQMOM linear system (Equation (3.16)) was implemented in Fluidity in a matrix
form as:
Aα = d, (3.21)
where the square matrix A = [A1 A2]. The matrices A1 and A2 are given as follows:
A1 =

1 . . . 1
0 . . . 0
−〈ξ〉21 . . . −〈ξ〉2N
...
...
...
2(1−N)〈ξ〉2N−11 . . . 2(1−N)〈ξ〉2N−1N

(3.22)
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and
A2 =

0 . . . 0
1 . . . 1
2〈ξ〉1 . . . 2〈ξ〉N
...
...
...
(2N − 1)〈ξ〉2N−21 . . . (2N − 1)〈ξ〉2N−2N

. (3.23)
The vector of unknowns α is given as:
α =
[
g˜1 . . . g˜N h˜1 . . . h˜N
]T
=
g˜
h˜
 , (3.24)
and the right hand side vector d is given as:
d = A3C + β, (3.25)
where
C =
[
C1 . . . CN
]T
, (3.26)
A3 =

0 . . . 0
0 . . . 0
2 . . . 2
6〈ξ〉1 . . . 6〈ξ〉N
...
...
...
2(2N − 1)(N − 1)〈ξ〉2N−31 . . . 2(2N − 1)(N − 1)〈ξ〉2N−3N

(3.27)
and
β =
[
S
(N)
0 . . . S
(N)
2N−1
]T
. (3.28)
3.4.2 Initial conditions for DQMOM scalars
The population balance solver was implemented in Fluidity to take initial conditions for
either the initial weights and weighted-abscissas for all nodes, i.e. values for w1, . . . , wN and
ς1, . . . , ςN , or initial conditions for the moments m0,m1, . . . ,m2N−1. The PD algorithm
(Gordon, 1968) was used to convert the 2N initial moments to weights and abscissas. If
the initial number density function is known, moments have to be calculated externally
and supplied as an input to the Fluidity PBE solver. See Appendix B.2 for the details of
the PD algorithm implemented in Fluidity.
If the initial distribution is mono-sized, i.e. all dispersed particles have the same size,
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the left hand side matrix A in Equation (3.21) becomes singular. In the context of DQ-
MOM, this translates to the fact that all the N abscissas may not be needed to completely
describe the initial NDF. To overcome this problem of singularity, two techniques have
been implemented in Fluidity. One perturbs the abscissa values by a small amount so
that it comes out of singularity as time progresses (Marchisio and Fox, 2005). To keep the
error due to this random perturbation to a minimum, time steps can be made small for the
first few iterations. Another method forces the source term Sξ equal to zero. Singularity
of matrix A can also occur somewhere in the middle of the code execution instead of at
t = 0 and the two methods discussed above are applicable to those situations too.
3.4.3 Implementation algorithm
1: procedure DQMOM
2: Initialise DQMOM weights (wj) and weighted-abscissas (ςj). Use PD algorithm if
initial conditions for moments are specified.
3: Calculate abscissas (〈ξ〉j) for all DQMOM quadrature points (1, 2, . . . , N).
4: for t = 0 to T do
5: for non-linear iterations = 1 to NNL do
6: Calculate LHS matrix A at all spatial quadrature points (Equations (3.22)
and (3.23)) using 〈ξ〉j from the previous time step.
7: Check for the singularity of A matrix. Keep perturbing the abscissas by
a small value until the matrix A becomes non-singular (i.e. its reciprocal
condition number exceeds a given minimum value).
8: Calculate source term vector β for all spatial quadrature points. Include
source term (Sξ) contribution from growth, internal diffusion, breakage and
aggregation.
9: Calculate matrix A3, vector C and therefore vector d using Equation (3.25).
10: Solve Equation (3.21) for the vector α=
[
g˜ h˜
]T
at all spatial quadrature
points. Interpolate α from spatial quadrature points to mesh nodes using
FE shape functions.
11: Solve the DQMOM transport Equations (3.15a) and (3.15b) using Fluidity’s
FE framework. If needed, for negative source terms g˜ and h˜ apply source
terms as absorption terms to ensure positivity.
12: Apply minimum weight limit, if required.
13: Calculate new estimate for 〈ξ〉j values.
14: Calculate moments and the Sauter mean diameter.
15: end for
16: end for
17: end procedure
It can be seen that the DQMOM method is inherently explicit in its approach as the
source terms for Equations (3.15a) and (3.15b) are calculated at the previous time step. In
addition, as mentioned in the algorithm above, the matrix A and the RHS vector d were
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calculated at the spatial quadrature points instead of the mesh nodes. This is because
the spatial derivatives of the abscissas are not defined at the mesh nodes when using DG
discretisations. However, it is possible to evaluate A and d directly on the mesh nodes
in Fluidity (if a continuous spatial discretisation is used or if spatial diffusion is absent)
and most of the cases discussed in later chapters use the nodal evaluation of g˜j and h˜j
to minimise errors due to spatial interpolation. Appendix C.1 shows a snapshot of the
graphical user interface (GUI) with the options that the user can set in the Diamond
software (AMCG, 2015) for solving the population balance equation using the DQMOM
code in Fluidity that has been implemented as a part of this work.
3.5 Model verification
This section presents the results and comparisons that verify the implementation of DQ-
MOM in Fluidity to solve the PBE. Some verification problems are the same as discussed
in Marchisio and Fox (2005) but they are compared against analytical solution (if it exists)
or a numerical solution obtained using Mathematica (Wolfram Research, 2012), whereas
Marchisio and Fox (2005) compared against QMOM results.
3.5.1 Homogeneous growth
Spatially-homogeneous population balance can be written as:
∂n(ξ, t)
∂t
= Sξ(ξ, t), (3.29)
where the source term Sξ for pure growth is given by Sξ = − ∂∂ξ (ξ˙n) (see Equation (3.3)).
The growth rate ξ˙ will be substituted by G(ξ) in this section to stress its dependence on
ξ only.
Taking the kth moment of Sξ (as given in Equation (3.17)) gives:
S
(N)
k = −
∫ ∞
0
ξk
∂
∂ξ
[G(ξ)n(ξ, t)] dξ. (3.30)
For the ease of reading, the temporal dependence of the NDF n(ξ, t) has been omitted
subsequently. Assuming zero nucleation and using the regularity condition G(∞)n(∞) =
0, the above expression, after integrating by parts, reduces to:
S
(N)
k = k
∫ ∞
0
ξk−1G(ξ)n(ξ) dξ. (3.31)
Substituting the DQMOM approximation for the NDF (as presented in Equation (3.13))
we get the N-point quadrature approximation for the growth source term as:
S
(N)
k = k
N∑
j=1
wj〈ξ〉k−1j G(〈ξ〉j). (3.32)
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Problem
Power-law growth for three different exponents, r = -1, 0 and 1, was tested here as in
Marchisio and Fox (2005). The growth rate for the power-law growth is given by:
G(ξ) = ξr. (3.33)
The initial NDF was taken as:
n(ξ, t = 0) =

0 for ξ < 0,
1 for 0 ≤ ξ ≤ 1,
0 for ξ > 1.
(3.34)
For this NDF the initial moments are simple, mk(0) = 1/(k+1), and were used to initialise
the quadrature values in the DQMOM approximation using the PD algorithm.
Results
An analytical solution to the above problem is possible (see Appendix B.3 for the deriva-
tion) and was used here to compare the numerical results produced using Fluidity (using
the algorithm specified on Page 73).
Figure 3.1 shows the plots for the normalised Sauter mean diameter, d32/d32(0), for the
three exponent values in the power-law growth rate expression (Equation (3.33)). A good
agreement between Fluidity and the analytical results can be seen here. Since Fluidity
requires a spatial grid for solving the equations, this problem (and all other spatially-
homogeneous problems) were solved on a 2D mesh containing one triangular element, i.e.
three mesh nodes.
3.5.2 Homogeneous breakage and aggregation
The spatially-homogeneous PBE solved in this case was the same as Equation (3.29) with
the source term Sξ defined using Equations (3.5), (3.6), (3.7), (3.8) and (3.9).
The moment transform of the source term (Equation (3.17)) in this case is given as:
S
(N)
k = B
B
k −DBk +BCk −DCk , (3.35)
where the moment transformed birth and death rates for particle breakage and coalescence
are defined as:
B
B
k =
∫ ∞
0
∫ ∞
0
ξk1ν(ξ2)a (ξ2) b
(
ξ1|ξ2
)
n (ξ2) dξ1dξ2, (3.36a)
D
B
k =
∫ ∞
0
ξka (ξ)n (ξ) dξ, (3.36b)
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Figure 3.1: Normalised Sauter mean diameter, d32(t)/d32(0), versus time (t) for a
spatially-homogeneous growth case. Power-law growth rate was used with three different
values of the exponent r (−1, 0 and 1). Solutions to the population balance equation
using Fluidity are compared against the analytical results. Fluidity simulations were run
with N = 2 and ∆t = 0.01.
B
C
k =
1
2
∫ ∞
0
∫ ∞
0
(
ξ31 + ξ
3
2
)k/3
β (ξ1, ξ2)n (ξ1)n (ξ2) dξ1dξ2, (3.36c)
and
D
C
k =
∫ ∞
0
∫ ∞
0
ξk1β (ξ1, ξ2)n (ξ1)n (ξ2) dξ1dξ2. (3.36d)
The derivation of the above moment transformed birth and death functions is presented
in Appendix B.4.
For a homogeneous aggregation–breakage problem, the overall dispersed particle mass
(or volume) is conserved, as breakage and aggregation processes, on a whole, do not create
or destroy mass. Since the third moment of the length-based NDF is proportional to the
dispersed phase volume, as an additional check, the rate of change of m3 was calculated
for the above homogeneous aggregation–breakage problem. It was seen that
∂m3
∂t
= 0 (3.37)
in this case, as expected. Derivation for the above is presented in Appendix B.5.
Returning to the original discussion, substituting the quadrature approximation for
the NDF (Equation (3.13)) in Equation (3.35) gives us the following expression for the
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DQMOM transformed source term for homogeneous breakage and aggregation:
S
(N)
k =
N∑
j=1
b
(k)
j ajwj −
N∑
j=1
〈ξ〉kjajwj
+
1
2
N∑
j=1
N∑
i=1
(
〈ξ〉3j + 〈ξ〉3i
)k/3
βjiwjwi −
N∑
j=1
N∑
i=1
〈ξ〉kjβjiwjwi,
(3.38)
where the term b
(k)
j is given as:
b
(k)
j =
∫ ∞
0
ξkb(ξ|〈ξ〉j)dξ. (3.39)
In the above equation, b(ξ|〈ξ〉j) = 0 for ξ > 〈ξ〉j , which imposes the condition that the
resulting particles after breakage are always smaller than the parent. The breakage kernel
ν(ξ) is usually absorbed in the daughter distribution function b(ξ|ξ1) (Marchisio et al.,
2003b,c) and has been omitted from Equation (3.38).
Table 3.1: Kernels used in the verification of the homogeneous PBE with breakage and
aggregation.
Case 1 Case 2
βji = 1 (constant aggregation) βji = 〈ξ〉3j +〈ξ〉3i (hydrodynamic aggregation)
aj = 0.02 (constant breakage) aj = 0.02〈ξ〉3j (power-law breakage)
b
(k)
j = 2
(1−k/3)〈ξ〉kj (symmetric fragmenta-
tion)
b
(k)
j = 2
(1−k/3)〈ξ〉kj
Two cases were used for the verification of breakage and aggregation processes (Marchi-
sio and Fox, 2005). The aggregation and breakage kernels used for these two cases are
given in Table 3.1.
Case 1
Figures 3.2(a) and 3.2(b) show the abscissa and weight plots for this homogeneous aggre-
gation and breakage scenario with N = 2. The DQMOM equations have been solved using
Fluidity as described in Section 3.4. The Sauter mean diameter (d32) is also plotted in Fig-
ure 3.2(a). This is a non-singular case with the initial condition as w1(0) = w2(0) = 0.5,
and 〈ξ〉1(0) = 1 and 〈ξ〉2(0) = 0.9. The NDSolve subroutine of Mathematica (Wol-
fram Research, 2012) was employed to solve the coupled ordinary differential equations
for weights and weighted-abscissas for this particular case for comparing against Fluidity
result. There was an excellent agreement between Fluidity results and those obtained
using Mathematica.
To demonstrate the effectiveness of handling singular initial conditions (see Section
3.4 on Page 72 on initial conditions), the comparison of abscissas and d32 for such a case
with w1(0) = w2(0) = 0.5 and 〈ξ〉1(0) = 〈ξ〉2(0) = 1 is presented in Figure 3.3. Random
perturbations were used to overcome singularity in the matrix A since this is a mono-sized
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Figure 3.2: Plot of abscissas and weights for homogeneous breakage and aggregation
for Case 1 with N = 2. Initial conditions were w1(0) = w2(0) = 0.5, and 〈ξ〉1(0) = 1 and
〈ξ〉2(0) = 0.9. Fluidity results are compared against the analytical solution obtained
using Mathematica.
initial distribution.
Figure 3.4 shows comparisons for the abscissa plots and d43 for N = 3. It can be seen
that the results obtained with N = 2 in the DQMOM approximation were sufficiently
accurate for this case.
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Figure 3.3: Abscissa plot for homogeneous breakage and aggregation for Case 1 with
N = 2. Initial conditions were w1(0) = w2(0) = 0.5 and 〈ξ〉1(0) = 〈ξ〉2(0) = 1. Fluidity
results are compared against solution obtained using Mathematica. Random
perturbations were used to overcome singularity in the matrix A since this is a
mono-sized initial distribution.
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Figure 3.4: Abscissa plot for homogeneous breakage and aggregation for Case 1 with
N = 3. Initial conditions were w1(0) = w2(0) = w3(0) = 1/3, and 〈ξ〉1(0) = 1.5,
〈ξ〉2(0) = 0.6 and 〈ξ〉3(0) = 1.2. Fluidity results are compared against solution obtained
using Mathematica.
Case 2
Just like Case 1, Mathematica’s NDSolve function was able to numerically solve the cou-
pled weight and weighted-abscissa equations (Equations (3.15a) and (3.15b)) in conjunc-
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Figure 3.5: Abscissa plot for homogeneous breakage and aggregation for Case 2 with
N = 2. Initial conditions were w1(0) = w2(0) = 0.5, and 〈ξ〉1(0) = 1 and 〈ξ〉2(0) = 0.9.
Fluidity results are compared against solution obtained using Mathematica.
tion with Equation (3.16) for the above breakage and aggregation kernels. Figure 3.5 and
Figure 3.6 show the verification comparisons for non-singular and singular initial condi-
tions, respectively. Figure 3.7 shows the comparisons for abscissas and d43 for N = 3
in the DQMOM quadrature approximation. An excellent match can be seen between
the results produced by Fluidity and Mathematica. It can be inferred from the verifica-
tion results for the two cases that Fluidity implementation of DQMOM for solving the
breakage–aggregation problem is accurate.
3.5.3 Homogeneous diffusion in internal space
As mentioned earlier, certain processes can be modelled as diffusive in the internal space.
To verify the implementation of this phenomenon in Fluidity, the homogeneous PBE
(Equation (3.29)) was solved for pure diffusion in the internal space. Taking the moment
transform of the source term Sξ specified by Equation (3.4) and substituting the DQMOM
quadrature approximation, gives the N-point quadrature approximation:
S
(N)
k =
∫ ∞
0
ξk
∂2
∂ξ2
[Dξ(ξ)n(ξ)] dξ
= k(k − 1)
N∑
j=1
wj〈ξ〉k−2j Dξ(〈ξ〉j).
(3.40)
Integration by parts along with the regularity condition was used to arrive at the quadra-
ture form above.
To test this implementation, Dξ = 1.0 was used for N=2 with initial field values
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Figure 3.6: Abscissa plot for homogeneous breakage and aggregation for case 2 with
N = 2. Initial conditions are w1(0) = w2(0) = 0.5, and 〈ξ〉1(0) = 〈ξ〉2(0) = 1. Fluidity
results are compared against solution obtained using Mathematica. Random
perturbations were used to overcome singularity in the matrix A since this is a
mono-sized initial distribution.
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Figure 3.7: Abscissa plot for homogeneous breakage and aggregation for case 2 with
N = 3. Initial conditions were w1(0) = w2(0) = w3(0) = 1/3, and 〈ξ〉1(0) = 1.5,
〈ξ〉2(0) = 0.6 and 〈ξ〉3(0) = 1.2. Fluidity results are compared against solution obtained
using Mathematica.
w1(0) = w2(0) = 0.5, and 〈ξ〉1(0) = 1.0 and 〈ξ〉2(0) = 0.9. As in the verification of
breakage and aggregation, Mathematica’s NDSolve function was utilised for calculating
weights and abscissas to compare against Fluidity predictions. Figure 3.8 demonstrates
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Figure 3.8: Abscissa and Sauter mean diameter plot comparison for homogeneous
internal diffusion with N = 2. Initial conditions were w1(0) = w2(0) = 0.5, and
〈ξ〉1(0) = 1.0 and 〈ξ〉2(0) = 0.9. Fluidity results are compared against solution obtained
using Mathematica.
the comparison of the abscissas and the Sauter mean diameter for this non-singular case
and an excellent match between the results produced by Fluidity and Mathematica can
be seen.
3.5.4 Spatially-heterogeneous PBE
All the above verification examples were presented for the spatially-homogeneous popu-
lation balance equation (Equation (3.29)). In this section, verification for the spatially-
heterogeneous PBE is presented. It was not possible to find a PBE that included spatial
heterogeneity and source terms Sξ, with an analytical solution to it. Therefore, the source
term was made zero, along with the spatial convective term. Equation (3.1), therefore,
reduced to the following form:
∂n(ξ,x, t)
∂t
= Dx∇2n, (3.41)
where the diffusivity tensor was taken as an isotropic constant with a value equal to Dx.
The DQMOM linear equation (Equation (3.21)) was reduced to Aα = A3C, where A3
and C were given by Equation (3.27) and Equation (3.26) respectively. Source vector β
(Equation (3.28)) in this case was zero.
Taking the kth moment of Equation (3.41) gives:∫ ∞
0
ξk
∂n
∂t
dξ =
∫ ∞
0
ξkDx∇2n dξ. (3.42)
Assuming no dependence of ξ on time, and a constant Dx allows us to move the derivatives
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Figure 3.9: Domain and initial conditions for the spatially-heterogeneous 2D diffusion
problem (referred to as Diffusion 1). The line of discontinuity for the initial condition
was at x = L/2.
outside the integral:
∂
∂t
∫ ∞
0
ξkn dξ = Dx∇2
∫ ∞
0
ξkn dξ, (3.43)
which can also be written in terms of the moment of the NDF as:
∂mk(x, t)
∂t
= Dx∇2mk. (3.44)
For appropriately chosen diffusivity and BCs, an analytical solution can be calcu-
lated for Equation (3.44). Two diffusion problems, having analytical solutions to Equa-
tion (3.44), were formulated and Fluidity code verification was performed on each. The
two diffusion test problems are given below.
Diffusion 1
A two-dimensional square domain with discontinuous initial conditions for the abscissas
was considered in this case. Figure 3.9 shows the domain and the initial condition for
a DQMOM approximation to the NDF with N = 2. The initial condition for the two
weights was a constant, i.e. w1,L = w1,R = 0.5 and w2,L = w2,R = 0.5. There was a
Neumann BC implemented on all four boundaries for the weights and weighted-abscissas.
Equation (3.41) was solved using DQMOM in Fluidity for the above case. The third
moment of the NDF, calculated using the weights and abscissas, was compared to the
analytical m3 value.
The analytical value of m3 was obtained by solving Equation (3.44) using the method
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Figure 3.10: Fluidity verification for Diffusion 1 showing the m3 plots at three different
times. DQMOM with N=2 was used to simulate this case with discontinuous initial
conditions and Neumann BCs. L = 1 and Dx=1.0× 10−3 were used in this simulation.
of separation of variables to give:
m3(x, t) =
(
m3,L +m3,R
)
2
+
2
pi
(
m3,L −m3,R
) ∑
n=1,3,5,...
(−1)(n−1)/2
n
exp
(
−Dxn
2pi2
L2
t
)
cos
(
npi
L
x
) ,
(3.45)
where n above is a variable used for the index, and m3,L and m3,R are the initial values
for the third moment in the left and right parts of the domain. The analytical solution
is modelled as a one-dimensional problem here due to the symmetry of the domain and
initial conditions.
Figure 3.10 presents the comparison between numerical (Fluidity) and analytical m3
values at three different time instances. A CG discretisation with piecewise linear (P1)
FE shape functions was chosen to simulate this problem. The parameters chosen in this
simulation were: L = 1, Dx=1.0× 10−3, and a characteristic mesh size of 0.02 for the
unstructured mesh. The match between Fluidity results and the analytical solution was
an excellent one as shown in the figure.
Diffusion 2
This case was similar to the previous case in all respects except that the initial conditions
for the abscissas of the NDF quadrature approximation were continuous. The initial
conditions were given by 〈ξ〉1(0) = [1+2x(1−x)]1/3, 〈ξ〉2(0) = −1, and w1(0)=w2(0)=0.5,
which corresponded to an initial condition for m3 = x(1−x). The domain shape and BCs
were the same as for Diffusion 1.
The moment equation, Equation (3.44), was solved using the method of separation of
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Figure 3.11: Fluidity verification for Diffusion 2 showing the m3 plots at two different
times. DQMOM with N=2 was used to simulate this case with continuous initial
conditions and Neumann BCs. L = 1 and Dx=1.0× 10−3 were used in this simulation.
variables for m3 to give:
m3(x, t) =
1
6
+
∑
n=2,4,6,...
− 4
n2pi2
exp
(
−Dxn
2pi2
L2
t
)
cos
(
npi
L
x
)
. (3.46)
This analytical solution for m3 was compared to the numerical solution obtained using
Fluidity for N=2, the results for which are presented in Figure 3.11. Moment 3 values
are plotted over the width of the domain for t=2 s and t=20 s. The infinite series in the
analytical expression for m3 was approximated by the first 100 terms.
3.6 Mesh convergence
In order to identify the performance of the various FE discretisation methods for the
solution of the PBE using DQMOM in this implementation, mesh convergence analysis
was performed for the Diffusion 2 problem (as discussed in Section 3.5.4). The Fluidity
numerical solution was compared to the analytical solution presented in Equation (3.46).
Figure 3.12 shows the convergence result for P1CG shape functions, with the L
∞-norm of
the error in m3 plotted against the characteristic mesh size. The infinite series in the ana-
lytical solution was approximated by the sum of the first 100 terms in the sequence. The
numerical solution was evaluated for N=2, and the solution value at t=20 s was used for
analysing convergence. A second-order convergence was obtained, as expected. Unstruc-
tured meshes, generated using the open-source Gmsh software (Geuzaine and Remacle,
2009), were used for this convergence analysis.
Figure 3.13 shows the mesh convergence for P2CG shape functions. The expected
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Figure 3.12: Mesh convergence analysis for the DQMOM implementation in Fluidity
for P1CG shape functions. Diffusion 2 case was used to test the convergence. L
∞-norm
of the error in the third moment is plotted against the characteristic mesh size on a
log-log plot.
third-order convergence rate was only seen at the coarse end of the mesh spectrum. As
the mesh was refined, there was a saturation in the error around 1.0× 10−6, as apparent
from Figure 3.13. This occurred due to the error in evaluation of the analytical solution
by approximating it using the sum of the first 100 terms in the sequence only. In order
to understand the convergence behaviour of the series, the absolute value of the error in
the calculation of the analytical solution was plotted against the number of terms used
for the series approximation, as shown in Figure 3.14. This error was calculated at x=0.5
and t=0 s, where the exact value of the 3rd moment was known (equal to 0.25). It can
be seen that the order of the error in the analytical solution was around 1.0× 10−6 for
100 terms in the series, which made it impossible to perform convergence analysis for
the P2CG shape functions on fine meshes. The time on the secondary y-axis shows the
time taken for the evaluation of the summation for one point on the domain. It was not
feasible to compute the error for finer meshes for this case due to the expense associated
with evaluating the analytical solution. As an additional note, α was interpolated from
quadrature to nodal points using a full mass matrix in this case, as mass lumping is not
suitable for P2 elements and therefore was not accurate in this case. Figure 3.15 shows
the mesh convergence analysis for CV shape functions (CV dual mesh on P1 parent mesh)
clearly showing a second-order convergence rate. P1DG elements also showed an expected
convergence rate of second order, as shown in Figure 3.16.
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Figure 3.13: Mesh convergence analysis for the DQMOM implementation in Fluidity
for P2CG shape functions. Diffusion 2 case was used to test the convergence. L
∞-norm
of the error in the third moment is plotted against the characteristic mesh size on a
log-log plot for t=1 s.
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Figure 3.14: Accuracy and cost associated with the evaluation of the summation in the
analytical expression for the Diffusion 2 problem (Equation (3.46)) as a function of the
number of series terms. Absolute error and runtime for one evaluation of the series
summation using Python is shown for x=0.5 at t=0 s.
3.7 Time convergence
Figure 3.17 shows the time-convergence analysis plot for the DQMOM implementation in
Fluidity. The absolute value of error in 〈ξ〉1 and d32 as a function of the time step size for
homogeneous breakage and aggregation (Section 3.5.2) is shown in Figure 3.17. The Case
1 problem with non-singular initial condition was simulated for N = 2. Errors in 〈ξ〉1 and
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Figure 3.15: Mesh convergence analysis for the DQMOM implementation in Fluidity
for P1CV shape functions. Diffusion 2 case was used to test the convergence. L
∞-norm
of the error in the third moment is plotted against the characteristic mesh size on a
log-log plot for t=20 s.
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Figure 3.16: Mesh convergence analysis for the DQMOM implementation in Fluidity
for P1DG shape functions. Diffusion 2 case was used to test the convergence. L
∞-norm
of the error in the third moment is plotted against the characteristic mesh size on a
log-log plot for t=20 s.
d32 at t=10 s and t=174 s have been shown.
A theta time scheme with θ = 0.5 was used here but since the source terms g˜j and
h˜j in Equations (3.15a) and (3.15b) are calculated using the abscissa values from the
previous time step, this time discretisation was explicit and first-order in time. As seen
from Figure 3.17, the obtained order of convergence was close to one, as expected.
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Figure 3.17: Time convergence analysis for the DQMOM implementation in Fluidity.
Absolute value of the error is plotted as a function of time step (∆t) on a log-log scale.
The PBE with homogeneous breakage and aggregation (Case 1) was solved using
DQMOM in Fluidity for N = 2, with the initial conditions w1(0) = w2(0) = 0.5, and
〈ξ〉1(0) = 1 and 〈ξ〉2(0) = 0.9. Errors in abscissa 1 (〈ξ〉1) and Sauter mean diameter (d32)
were calculated with respect to the Mathematica solution at t=10 s and t=174 s.
3.8 Effect of the number of quadrature points
The advantage of using DQMOM over other solution methods is its capability to provide
an estimate for the particle size by solving for only a few unknowns. All cases in later
chapters use N=2 in the DQMOM quadrature approximation. To justify the use of such
an assumption a comparison was made for the effect of the number of quadrature points
N when solving the PBE using DQMOM. Figure 3.18 and Figure 3.19 show comparisons
between using N=2 and N=3 against the analytical result for homogeneous growth, and
homogeneous breakage and aggregation cases, respectively. It can be seen that N=2 is
fairly accurate in predicting the Sauter mean diameter and there is no additional benefit
of introducing extra unknowns to the approximation of the NDF. It may not be possible
to reconstruct the NDF to a good accuracy from a DQMOM approximation with just
two quadrature points, but since the motive here is to get a good estimate for the Sauter
mean diameter (to be used in the multiphase flow equations), N=2 serves as a good
approximation.
3.9 Mesh adaptivity in DQMOM
Mesh adaptivity allows for the optimum placement of mesh nodes when solving a CFD
problem, as explained in Section 2.8. Fixed meshes in almost all cases are non-optimum.
Fluidity can produce fully-unstructured, non-homogeneous, anisotropic meshes by adapt-
ing them to a given field for an interpolation error bound specified by the user. To test
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Figure 3.18: Effect of the number of unknowns (N) used to approximate the number
density function in DQMOM for homogeneous growth. Fluidity’s PBE simulation results
for N = 2 and N = 3 are shown and compared to the analytical solution for power-law
growth with the exponent equal to zero.
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Figure 3.19: Effect of the number of unknowns (N) used to approximate the number
density function in DQMOM for homogeneous breakage and aggregation. Fluidity’s PBE
simulation results for N = 2 and N = 3 are shown and compared to the analytical
solution of McCoy and Madras (McCoy and Madras, 2003).
the applicability of mesh adaptivity to the implementation of DQMOM for solving the
population balance equation, the spatially-heterogeneous Diffusion 1 problem was solved
using mesh adaptivity in Fluidity.
In this case the mesh was adapted to the third moment of the NDF. Since this problem
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(a) t=0 s (b) t=2 s
Figure 3.20: Adaptive meshes at two different times for the Diffusion 1 case. Meshes
were adapted to the third moment of the NDF.
contained a discontinuity in the initial conditions for the two abscissas and hence all the
moments, the mesh was adapted at the first time step to resolve this discontinuity in
the scalar field. Figure 3.20(a) shows the adapted mesh at initial time (t =0 s). As the
simulation progressed, the scalar m3 got smoother, as shown in Figure 3.10, and the
mesh at a later time (t =2 s) is shown in Figure 3.20(b). The anisotropy of the mesh is
clearly visible with elongated elements close to the vertical line at the centre to resolve the
strong curvature in the scalar field m3. All the numerical parameters associated with mesh
adaptivity chosen for this simulation are shown in Table 3.2. The gradation parameter
specified the maximum change in mesh size possible in any spatial direction.
Table 3.2: Adaptivity settings used for the adaptive mesh simulation of the Diffusion 1
problem in Fluidity.
Interpolation error bound for m3 (absolute) 0.001
Number of time steps between two adapts 20
Number of initial adapts 3
Gradation parameter 1.5
Minimum edge length 0.004
Maximum edge length 0.05
Field interpolation method consistent
The change in the number of nodes with time for this adaptive simulation is shown in
Figure 3.21 and compared with two fixed meshes called the Coarse and the Fine mesh. The
Coarse mesh contained 713 mesh nodes and the Fine mesh consisted of 2612 mesh nodes.
These fixed meshes were chosen to contain nodes close to the minimum and maximum
number reached by the adaptive mesh (748–2750). It can be seen that the number of
mesh nodes in the adaptive mesh reduced with time. This was due to the decrease in
the curvature in the scalar m3 as the simulation progressed. This implied that a fewer
number of nodes were needed to attain the same interpolation error bound everywhere in
the domain.
The solution accuracy for the three meshes—the adaptive mesh and the two fixed
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Figure 3.21: Plot of the number of mesh nodes with simulation time for the
spatially-heterogeneous Diffusion 1 problem employing mesh adaptivity. The mesh was
adapted to the third moment of the NDF. The adaptive mesh here is compared to two
fixed meshes—the Coarse and the Fixed mesh.
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Figure 3.22: Percentage error in moment 3 and runtime comparing the Adaptive mesh
to the two fixed meshes.
meshes—was compared and the plots for these are presented in Figure 3.22. The plot of
the L2-norm of the percentage error in m3 versus simulation time shows that the adaptive
mesh solution accuracy was close to the Fine mesh result. However, due to the reduction
in the number of nodes with time, the runtime for the adaptive mesh simulation was close
to the Coarse mesh. Therefore, the adaptive mesh performance was superior to any fixed
mesh simulation, demonstrating that mesh adaptivity can be used successfully in solving
the PBE efficiently using DQMOM in Fluidity.
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3.10 Summary
The population balance equation, which is used for modelling the evolution of dispersed
phase particle size distribution, was described in this chapter. It is extremely useful for
modelling polydispersed flows such as the three-phase flotation systems used in mineral
processing applications. The population balance equation was presented with a detailed
description of the equation in terms of the number density function. Various source terms
in the equation, including growth, internal diffusion, aggregation and breakage, were ex-
plained. This was followed by a discussion on the different solution methods available
in the literature. The direct quadrature method of moments was chosen to solve the
PBE since the number of scalar transport equations required in DQMOM is much lower
than the other popular method, the method of classes. DQMOM was implemented in the
Fluidity code as a part of this work. This is the first time that the DQMOM transport
equations have been solved in a finite element framework. The new implementation was
verified against analytical/numerical solutions in this chapter and the results for different
scenarios were presented. Verification results showed an excellent match and the correct
implementation of the PBE in Fluidity was established. Mesh and time convergence re-
sults also showed the expected order of convergence for the DQMOM transport equations.
The effect of the number of quadrature points, N , in the DQMOM approximation was
presented and it was seen that N = 2 was able to predict the Sauter mean diameter to a
good accuracy. Finally, mesh adaptivity was applied to the spatially-heterogeneous PBE
and it was found to be more efficient than fixed mesh simulations. Having successfully
implemented the PBE, it was integrated to multiphase flow equations in Fluidity in this
work, which will be the topic of discussion for the next chapter.
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Chapter 4
Polydispersed laminar flows
The purpose of computing is insight, not
numbers.
Richard Hamming
4.1 Overview
Pulp phase in froth flotation is a multiphase phenomenon containing polydispersed air
bubbles and hence, as a first step towards developing a modelling framework for flotation,
the multiphase flow equations were integrated with the population balance equation in
Fluidity. This implementation, which can be used for modelling general multiphase poly-
dispersed flows, was then applied to a hypothetical flow problem and benchmarked against
a commercial software. This chapter, therefore, discusses the multiphase flow equations
and their coupling to the PBE. The improvement in solution efficiency through the use of
mesh adaptivity is also demonstrated for polydispersed flows. To keep the focus on mod-
elling polydispersed laminar flows, turbulence was not taken into account and is discussed
in the next chapter.
In general, polydispersed flows consist of one continuous phase and one (or more)
dispersed phase(s). For simplicity of discussion, a problem consisting of one dispersed and
one continuous phase was solved on a 2D domain in a benchmarking problem, although
all methods have been implemented to be able to handle multiple dispersed phases in up
to three spatial dimensions.
This chapter is organised as follows. Section 4.2 presents a general background on
the modelling of polydispersed flows. It discusses the modelling strategies employed in
the literature and the tools used by engineers to solve the equations. This is followed by
a discussion on the multiphase flow equations solved in Fluidity, in Section 4.3, and a
justification on the benefits of using these equations. Interphase force terms, which are
important when modelling multiphase flows, are also discussed in detail in this section.
Section 4.4 details the solution method, discussing the algorithm that was implemented
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to couple the PBE and the multiphase flow equations, followed by a brief discussion
on the finite element discretisations chosen for different equations. The polydispersed
flow problem that was chosen to benchmark this coupling is discussed next, in Section
4.5, followed by a detailed discussion on the population balance kernels chosen for this
problem. Results for a monodispersed case are presented first in Section 4.6, followed
by a fully polydispersed flow problem in Section 4.7. The improvements achieved by the
use of mesh adaptivity are quantified and discussed in Section 4.8. The final section,
Section 4.10, concludes this chapter with a discussion on the key learnings from the model
implementation and developing a basis for the next step of modelling polydispersed bubble
columns.
4.2 Background
Multiphase polydispersed flows are essential elements of the chemical process industry and
are found extensively in pharmaceutical, minerals processing and food processing opera-
tions, to name a few. Some of the applications where polydispersity plays a prominent role
are fluidised beds, chemical reactors, bubble columns, and the spray of fuels in automotive
and aircraft engines (Marchisio and Fox, 2013). A good understanding and prediction of
these flows is therefore crucial for the optimum design of chemical process systems.
Developing and performing experiments for the applications involving multiphase poly-
dispersed flows is extremely challenging and becomes expensive when one is interested in
exploring different operating conditions and designs. Computational fluid dynamics on the
other hand provides a cost effective tool to carry out the aforementioned tasks and study
scale-up. Until a few decades ago it was extremely challenging to model complex industrial
flow systems, but with the advent of parallelised machines and improved algorithms it has
become possible to approach these problems computationally.
Even though the computational power and techniques have advanced tremendously
over the past few years, those interested in modelling polydispersed flows are still con-
strained by the available (commercial and non-commercial) CFD software products. There
are not many options available when it comes to modelling polydispersed flows and the
ones available do not utilise the mesh optimisation methods, and hence are sub-optimal.
Dispersed particles are commonly modelled using two different approaches—the La-
grangian and the Eulerian. The continuous phase, on the other hand, is treated as a
continuum in most approaches and is therefore modelled using the Eulerian method. This
leads to the popular Eulerian–Lagrangian (E–L) and the Eulerian–Eulerian (E–E) ap-
proaches for simulating multiphase flows (Prosperetti and Tryggvason, 2007). The E–L
method can become prohibitively expensive when the number of dispersed particles is
large as this method models all dispersed particles. The particle-fluid interaction may be
fully resolved or modelled depending on the modelling approach. An example of the E–L
method is the coupled discrete element method (DEM). For the reasons mentioned above,
the literature on polydispersed flow modelling in chemical engineering research has been
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dominated by the E–E method in the past few years.
A major restriction of using the E–E method over the coupled Lagrangian methods in
the past was that the dispersed phase was considered identical in terms of its properties
throughout the domain. The E–L methods, on the other hand, provide a straightforward
approach to modelling the polydispersity of the suspended phase. However, in the last
decade, multiphase E–E flow equations have been coupled to the population balance equa-
tion to model polydispersed flow systems (Bannari et al., 2008; Buffo et al., 2012; Chen
et al., 2004). As discussed in the previous chapter, the method of moments (Frenklach
and Harris, 1987) has gained special attention from the research community for solving
the PBE, particularly for polydispersed flow modelling.
The successful coupling of DQMOM to the flow equations in solving a polydispersed
flow problem has been demonstrated in the literature (Zucca et al., 2006). DQMOM,
indirectly, provides an efficient closure to the set of moment equations of the PBE and is
more economical when compared to the other methods to solve the PBE. The dispersed
phase size can be estimated to a good accuracy by solving as few as four scalar equations
in DQMOM (Marchisio and Fox, 2005). This is a very small number of equations when
compared to the method of classes (Bannari et al., 2008; Marchal et al., 1988; Sanyal
et al., 2005). This particular advantage over the other PBE solution methods, along with
its adaptive quadrature approach, has led to an increase in the number of researchers using
DQMOM to model polydispersed flows lately (Chan et al., 2010; Selma et al., 2010; Zucca
et al., 2006).
Most implementations of the models to solve polydispersed flows have been in the
following software packages:
1. OpenFOAM (an open-source finite volume software) (Becker et al., 2014; Favero
et al., 2015; Gao et al., 2016; Selma et al., 2010; Silva and Lage, 2011).
2. ANSYS Fluent (a commercial finite volume software) (Akbari et al., 2015; Buffo
et al., 2012; Szila´gyi et al., 2014; Zucca et al., 2006).
3. ANSYS CFX (a commercial control volume finite element software) (Silva et al.,
2008; Yeoh et al., 2012).
Engineers, in some sense, have been limited by the use of these solvers when modelling
polydispersed flows and there has not been much discussion in the literature to improve
their efficiency. In fact, having an efficient solver is as important as having a good model
because a non-optimal solver can sometimes force the engineer to revert to a crude model
to make it tractable for solving industrial design problems. There have been some efforts
recently to use novel computational techniques for solving the PBE (Prakash et al., 2013;
Santos et al., 2013), yet there does not exist an efficient framework that can handle an
industrial-scale heterogeneous problem.
In order to address this issue, DQMOM, implemented in Fluidity, was coupled to
the Eulerian–Eulerian flow equations to solve general polydispersed flow problems. This
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framework not only provides a new open-source alternative to the available software pack-
ages for solving polydispersed flow equations, but it also provides the features of the finite
element method—like higher-order DG and CG discretisation methods—compared to the
other software packages employing finite volume discretisation methods.
Most CFD packages solve the flow equations on fixed meshes which do not change as
the simulation progresses. These meshes may allow for anisotropy and/or inhomogeneity
based on the initial condition or a general understanding of the flow physics (e.g. bound-
ary layer flow) but are rarely optimum for a transient CFD problem. In reality, almost
every transient simulation involves one or more time evolving phenomena, which drive the
varying spatial requirement for the placement of the mesh nodes optimally. Therefore,
to enhance the efficiency of the solution method, fully unstructured, non-homogeneous,
anisotropic mesh adaptivity was applied in a parallelised environment to systematically
adapt the mesh based on the underlying physics of the problem. Mesh adaptivity has
been implemented in Fluidity by others (Pain et al., 2001; Piggott et al., 2009) and the
same implementation was utilised in this work. This is the first time mesh adaptivity has
been applied to the external coordinates of the population balance equation for modelling
polydispersed flows.
4.3 Flow equations
Interpenetrating multiphase flows are generally modelled using three different approaches
depending on the flow regime, problem complexity and the availability of computational
resources. The simplest technique is the mixture model where only one momentum equa-
tion is solved for an average mixture phase (Bowen, 1976). All other phase relative (or
slip) velocities are computed from an empirical or an analytical equation. For this reason,
the mixture model is not able to predict the dispersed phase velocity field accurately. A
better but more complex model is the Eulerian–Eulerian multiphase model, where a sepa-
rate momentum equation for each phase is solved. All phases in this method are assumed
to be continuous and a model for the interphase force terms, which couple the momentum
equations between any two phases, is needed. The third and most expensive model is the
Eulerian–Lagrangian model. As the name suggests, all dispersed particles are modelled
as discrete objects with an Eulerian flow model for the continuous phase. This approach
can become prohibitively expensive when the number of particles is large.
Considering the limitations of the mixture model and the E–L model, an incompress-
ible multiphase E–E method was chosen to model the two phases in this work as this
method offered a practical approach to model polydispersed flows over the other afore-
mentioned techniques. In the E–E method, a volume-averaged momentum equation is
derived for each phase over volumes of appropriate sizes (Brennen, 2005). Ideally, these
representative volumes should be large enough to be able to contain several dispersed
particles and small enough for the change in the volume-averaged flow properties across a
volume to be insignificant. This volume averaging gives rise to a conserved scalar called
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volume fraction and the momentum equation for phase i, in terms of this volume fraction,
is given as (Brennen, 2005):
αiρi
∂ui
∂t
+ αiρiui · ∇ui = −αi∇p+ αiρig +∇ · (αiτ i) + fi, (4.1)
where the phase i can be continuous or dispersed, given in this text by subscripts c and
d respectively. αi is the volume fraction of phase i, ρi is the constant phase density for
the (incompressible) phase i, ui is the phase velocity, p is the static pressure, g is the
acceleration due to gravity, τ i is the deviatoric stress tensor, and fi is the interphase force
term. Note that Einstein’s notation is not used in Equation (4.1).
The phases in Equation (4.1) were modelled as interpenetrating continua with each
phase having its own velocity field so that mixing could be modelled effectively. There was
a common pressure field considered for all the phases, as can be seen from Equation (4.1).
This approximation is reasonable in situations where the relative velocity between the
phases is small, the expansion/contraction in the dispersed phase volume is negligible and
the interfacial effects are not large enough to cause a significant pressure drop across the
phase boundary (Yeoh et al., 2013). The common pressure field approximation simplified
the flow equations as only one continuity equation had to be satisfied for all phases. The
combined continuity equation that was solved in this work is given by (Brennen, 2005):
Nphases∑
i=1
∇ · (αiui) = 0. (4.2)
The viscous stress term in Equation (4.1) was modelled as
∇ · (αiτ i) = ∇ · (αiµi∇ui), (4.3)
as described in Jacobs et al. (2013), where µi is the dynamic viscosity of phase i.
The dispersed phase volume fraction αd was obtained from the solution to:
∂αd
∂t
+∇ · (αdud) = 0 (4.4)
and the conservation equation
Nphases∑
i=1
αi = 1 (4.5)
was used to obtain continuous phase volume fraction αc.
The momentum equations for the two phases and the combined continuity equation,
Equation (4.1) and Equation (4.2) respectively, were solved in conjunction with the two
equations for the volume fractions, to get the complete set of flow variables.
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Interphase forces
In polydispersed flow modelling, the most important term in the momentum equation
is the interphase force fi. This includes forces such as drag and non-drag forces acting
on phase i from all other Nphases − 1 phases. The drag force includes both viscous and
pressure drag on the body in the direction of slip velocity. The interphase drag force can
be written as:
fD =
3αcαdCDρc(uc − ud)|uc − ud|
4d
, (4.6)
where CD is the drag coefficient and d is the dispersed phase diameter. The non-drag
force includes effects such as the lift and the virtual mass force. The lift force acts in a
direction perpendicular to the slip velocity and is generally given by (Yeoh et al., 2013):
fL = CLαcαdρc(ud − uc)× (∇× uc), (4.7)
where CL is the lift coefficient which is a function of the dispersed phase size d among
other parameters. The mechanism behind this force is not well understood (Yeoh et al.,
2013). The virtual mass force is an effect due to the relative acceleration between the
dispersed particles and the continuous phase. For instance, an accelerating bubble in a
fluid will cause the fluid to accelerate in its immediate vicinity and produce this virtual
force effect on the fluid. It is given by:
fVM = CVMαcαdρc
(
Dud
Dt
− Duc
Dt
)
, (4.8)
where CVM is the virtual mass coefficient and D/Dt denotes the material derivative.
In the present work, only the contribution from drag was considered for the interphase
force term and the other two forces were neglected. Lift and virtual mass forces have also
been neglected by others in the past when solving the two-phase momentum equations
coupled to the PBE equation (Chen et al., 2004; Kerdouss et al., 2008). In the literature,
although some (Delnoij et al., 1997; Krepper et al., 2007) have reported an improvement
in the results by including the lift force, others (Dı´az et al., 2008a) have found their
use to be detrimental. Since the flow configuration of Dı´az et al. (2008a) was used in
this work for the validation of two-phase bubble columns (in a later chapter), the lift
force was not included in the modelling equations. Only drag and virtual mass forces are
usually considered in the macroscopic flow analysis Ishii and Hibiki (2010). In the range
of flow velocities considered in this work for modelling two and three-phase systems, the
acceleration of the phases was small and, hence, the virtual mass force could be neglected
(Dı´az et al., 2008a; Tabib et al., 2008).
The simplest and the most common drag force relation is the Stokes drag which is
applicable to creeping flows (Re < 1), where the inertial forces are negligible compared to
the viscous forces. For large Reynolds number, the correlation of Wen and Yu (1966) is
more common. However, the popularly used Schiller–Naumann drag coefficient (Schiller
and Naumann, 1935) was selected for the benchmark problem in this chapter. It is given
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Figure 4.1: Standard drag curve and the modified drag curve for bubbles in pure and
contaminated water (figure by Clift et al. (1978)).
as:
CD =

24
Red
(
1 + 0.15Red
0.687
)
if Red < 1000,
0.44 otherwise,
(4.9)
where Red, the dispersed phase (or particle) Reynolds number, is defined as:
Red =
ρcd|uc − ud|
µc
. (4.10)
The first part of the Schiller–Naumann drag coefficient represents the empirical relation for
the viscous (or intermediate) flow regime, with a strong dependence of the drag coefficient
on the dispersed phase Reynolds number. The second part is the Newton’s regime, with
CD independent of the Red. This regime extends till a Reynolds number of approximately
2× 105 beyond which the boundary layer around the particle becomes turbulent and there
is a sharp drop seen in the drag force. Figure 4.1 shows a plot of the standard drag curve,
which corresponds to a rigid sphere. It is seen that the Schiller–Naumann drag correlation
fits this curve quite well.
For liquid or gas dispersed phases (i.e. drops and bubbles) the dispersed phase may
deviate from the spherical shape, and for a volume equivalent diameter, de, between 1 mm
and 15 mm the dispersed phase takes an ellipsoidal shape (also known as the ellipsoidal
regime). The dispersed particles tend to flow in preferred orientations when they become
ellipsoidal. The drag coefficient in the intermediate flow regime is seen to be slightly lower
for deformed spheroidal or ellipsoidal particles when compared to the spherical particles
(Clift et al., 1978). In the Newton’s regime, as stated previously, CD does not change with
Red, and a secondary motion associated with wake shedding is noticed for the non-spherical
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particles (Clift et al., 1978), which includes effects such as oscillations and tumbling. The
drag coefficient in this regime can be modified as CD = 0.44∆a, where ∆a is the is the drag
modification factor corresponding to the aspect ratio Easp (height/width) of the ellipsoidal
particle. ∆a = 1 for Easp = 1 but it may be as high as 2.63 for disks (i.e. at Easp → 0).
Plesset and Prosperetti (1977) approximated Easp = 1.030−0.062dc. The sudden increase
in the drag coefficient for clean and contaminated bubbles, as seen in Figure 4.1, in the
Newton’s regime supports this fact.
There is an internal circulation in the dispersed phase that is prominent when µd <<
µc (e.g. for gas bubbles in a liquid) due to the low viscous resistance to the shear forces.
This internal circulation can modify the wake of dispersed fluid particles leading to a
reduced drag force in the intermediate flow regime, as shown in Figure 4.1. The presence
of impurities in the fluid can however increase the drag by damping out internal circulation
“rendering the interface rigid”, as stated by Clift et al. (1978). Extremely clean fluids
have reported up to 33% drag reduction in the intermediate flow regime (Ishii and Zuber,
1979), but this effect is generally not noticed as the presence of even a small amount of
impurity can result in the drag increase. This is the reason that most of the experimental
correlations correspond to contaminated bubbles. For extremely small bubbles (d < 1 mm)
and bubbles in the spherical-cap regime (d > 15 mm) the contaminated and pure fluid both
result in a similar drag behaviour.
The Schiller–Naumann drag coefficient was developed for rigid spherical dispersed
phase but, as discussed above, the fluid particles that are not super clean and are below a
certain size also show similar drag behaviour (Ishii and Zuber, 1979). This allows the use
of this drag coefficient for liquid drops and gas bubbles.
The interphase drag force can have a strong dependence on the dispersed phase di-
ameter d (Tabib et al., 2008), and choosing a correct value for d becomes essential when
solving a polydispersed flow system. In some instances, the value of d obtained from ex-
periments has been considered constant over the whole domain for simplicity (McClure
et al., 2014). Polydispersed flows on the other hand, by definition, have a dispersed phase
whose size varies over space and time, and this variation can be significant at times. This
is where the population balance equation comes into play. The PBE, solved in Fluidity
using DQMOM, as discussed in Section 3.4, was coupled to the flow equations through
the Sauter mean diameter (SMD) to accurately model the polydispersity of the flow.
4.4 Solution method
Figure 4.2 illustrates the approach that was followed in this chapter to model laminar
polydispersed flows. The flow equations and the population balance equation were cou-
pled through the dispersed phase velocity, ud, and the dispersed phase diameter, d. The
coupled system was solved in Fluidity’s finite element framework. This section outlines
the implementation of the solution method that allowed for this coupling between the flow
equations and the PBE.
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Figure 4.2: Diagram illustrating the approach used to model laminar polydispersed
flows in this chapter.
The algorithm that was implemented in Fluidity for the coupling between PBE and
E–E flow equations is detailed as follows:
1. Calculate non-linear approximations for phase velocities, volume fractions and the
Sauter mean diameter.
2. Determine a tentative pressure field by either solving the Poisson equation for pres-
sure (for the first time step) or using the value from previous time step.
3. Predictor step: Compute intermediate velocity values for the two phases using the
non-linear estimate of SMD from Step 1.
4. Corrector step: Correct the velocity values by making them divergence-free using the
combined continuity equation (Equation 4.2). Also, correct the tentative pressure
by adding the pressure correction ∆p.
5. Solve the population balance equation: Solve the DQMOM system of equations
to get wj and 〈ξ〉j , and thus get a new estimate for the SMD field. Also solve
advection–diffusion transport equations for all the prognostic scalars in this step.
6. Repeat Steps (1)–(5) until the non-linear Picard iterations converge to give the field
values uj
n+1, pn+1, αn+1 and d32
n+1 for the next time step n+ 1.
The above process was repeated until a steady state was reached or a desired number of
time steps were completed.
The Galerkin finite element method, discussed in Section 2.3, was used to solve the
momentum equation using a pressure projection approach (Jacobs et al., 2013). On the
other hand, a node-centred control volume method was used to discretise the PBE to
ensure conservation (Wilson, 2009). The volume fraction equation was also discretised
using the CV method. Hence, a hybrid Finite Element–Control Volume (FE–CV) method
was established to solve the polydispersed flow equations in this research.
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In a typical case, the velocity, pressure and population balance fields were discretised
using a P1DG, a P2CG and a CV method, respectively. The P1DG-P2 velocity-pressure
element pair was chosen in the simulations as this element pair ensured the LBB stability
criterion (Cotter et al., 2009; Gresho and Chan, 1988). Furthermore, the use of discon-
tinuous element shape functions allowed for the inversion of mass matrices locally, which
preserved accuracy as opposed to mass lumping, which is carried out for continuous ele-
ment shape functions. Details of the discretisation of the multiphase momentum equations
and the pressure equation can be found in Jacobs et al. (2013) and the Fluidity manual
(AMCG, 2015).
4.5 Benchmarking problem
A two-phase water-in-oil emulsion was simulated in a two-dimensional backward facing
step (BFS) geometry, as shown in Figure 4.3, to illustrate the effectiveness of the solution
method developed here. Water droplets were dispersed in a continuous oil phase where
they could coalesce and break. There was no gravitational force on the phases and they
moved purely under inertia.
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Figure 4.3: Two-dimensional backward facing step geometry used for modelling
monodispersed and polydispersed water-in-oil emulsion. L = 260, l = 60, h = 5.2 and
H = 10.1. All dimensions in mm (figure not to scale).
A similar arrangement has previously been used (Abbasi and Arastoopour, 2013; Silva
et al., 2008) to demonstrate the use of population balances for modelling polydispersed
flow problems due to the simplicity and popularity of this benchmarking flow problem.
The BFS contains a region of primary recirculation with large flow gradients, which can be
exploited for studying various flow phenomena. The problem setup in this work differed
from that of Silva et al. (2008) in the dimensions of the BFS considered and in the breakage
and aggregation rates used for modelling the water droplet population evolution. The BFS
geometry considered in this problem was the same as the one used by Armaly et al. (1983)
in their classic benchmark experiments, except for the third dimension.
As mentioned in Section 3.2 while discussing breakage and aggregation terms, the PBE
in this work was formulated for three-dimensional dispersed particles. Hence the problem
solved here physically corresponded to a ‘thin’ 3D BFS where variations in the third
dimension were ‘small’. The flow fields like velocity and pressure, and volume fraction
depended on the x and y coordinates only. The particles still were modelled as three-
dimensional in the PBE source terms, i.e. when two water drops coalesced, the resulting
drop volume was the sum of the two contributing drops.
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Since this was a hypothetical polydispersed flow problem, breakage and aggregation
kernels proposed by McCoy and Madras (2003) were selected to model droplet evolu-
tion. Although these kernels had no physical significance in this problem, the reason for
this choice was the existence of an analytical solution for the homogeneous aggregation–
breakage problem. This allowed for the verification of their implementation in Fluidity.
These kernels along with the verification results are presented below.
4.5.1 McCoy and Madras (M&M) population balance kernels
McCoy and Madras (2003) presented an analytical solution for the spatially-homogeneous,
transient PBE (Equation (3.29)) for a given set of breakage and aggregation kernels. Code
verification was performed for this problem in Fluidity before simulating the polydispersed
multiphase BFS flow problem employing the same kernels.
All equations in the work of McCoy and Madras (2003) were developed with particle
volume as the internal coordinate. Since a length-based formulation was used in the
present work, the volume-based kernels of McCoy and Madras (2003) were converted to the
corresponding length-based expressions, a derivation for which is presented in Appendix
B.6. The length-based formulation of the analytical problem of McCoy and Madras (2003)
along with its solution is presented first.
Analytical solution
For an initial number density function given by:
n (ξ, 0) = 3ξ2
m0(0)
2
m3
exp
(
−ξ3m0(0)
m3
)
, (4.11)
and breakage and aggregation kernels given by:
ν(ξ) = 2, (4.12)
a (ξ) = S ξ3, (4.13)
b
(
ξ|ξ1
)
=

3ξ2
ξ1
3 if ξ < ξ1,
0 otherwise
(4.14)
and
β = constant, (4.15)
there exists an analytical solution to the spatially-homogeneous PBE (Equation (3.29)),
which is given as:
n (ξ, t) = k1ξ
2exp
(
−k2ξ3
)
. (4.16)
k1 and k2 here are given by:
k1 = 3 nˆ
2(t)
m0(0)
2
m3
(4.17)
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and
k2 = nˆ(t)
m0(0)
m3
, (4.18)
where
nˆ(t) = nˆ(∞)
1 + nˆ(∞) tanh
(
nˆ(∞)m0(0)βt2
)
nˆ(∞) + tanh
(
nˆ(∞)m0(0)βt2
)
 . (4.19)
The constant nˆ(∞) is given in terms of the breakage and aggregation kernels as:
nˆ(∞) =
(
2S m3
β
)1/2( 1
m0(0)
)
. (4.20)
m0(0) and m3 in all the above equations are specified as initial conditions.
Since DQMOM was used in this work, the moments of the NDF given in Equa-
tion (4.16) were needed for the calculation of the Sauter mean diameter, d32, for veri-
fication. The first four length-based moments of this function can be written as:
m0(t) = m0(0) nˆ(t), (4.21)
m1(t) =
k1
3k2
4/3
Γ
(
4
3
)
, (4.22)
m2(t) =
k1
3k2
5/3
Γ
(
5
3
)
, (4.23)
and
m3(t) = m3, (4.24)
where Γ is the standard gamma function. These equations were also used for the calcula-
tion of the initial moment set for initialising the polydispersed flow problem.
Verification
The verification simulations were performed for two sets of kernels, referred to as M&M
1 and M&M 2, in this text. Table 4.1 lists the kernel values selected for the two cases.
M&M 1 was dominated by aggregation, whereas the M&M 2 was dominated by breakage.
These kernel values were chosen such that the change in the SMD was between 40–60 %
in a simulation time of 1 s.
Table 4.1: Kernel values for the two sub-cases of McCoy and Madras (2003) selected
for verifying the PBE implementation in Fluidity for homogeneous breakage and
aggregation.
M&M 1 M&M 2
βji (m
3 s−1) 4.81× 10−12 4.81× 10−13
S (m−3 s−1) 2.0× 1012 8.0× 1013
Figure 4.4 shows the plot of the Sauter mean diameter for M&M 1 and M&M 2.
4.5. Benchmarking problem 107
The evolution of SMD as a function of time is presented for the comparison of results
obtained using Fluidity’s DQMOM implementation and the analytical solution of McCoy
and Madras (2003). There was an excellent agreement between the two and therefore
the accuracy of the DQMOM implementation of these kernels in Fluidity was confirmed.
Fluidity simulations here were run for N = 2, N being the number of quadrature points in
the DQMOM approximation of the number density function. A time step of 1.0× 10−4 s
was used in the simulations.
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Figure 4.4: Fluidity simulation results compared against McCoy and Madras (2003)’s
analytical solution. Results are presented for two cases: (a) M&M 1: aggregation
dominant, and (b) M&M 2: breakage dominant.
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4.6 Monodispersed backward facing step
Simulation results for a monodispersed backward facing step (with constant water drop
diameter) are presented first, to obtain an understanding of this two-phase flow problem.
The BFS problem shown in Figure 4.3 was solved for a constant water drop diameter of
50 µm.
4.6.1 Simulation setup
Initial and boundary conditions
The initial and boundary conditions used for this monodispersed case are listed in Tables
4.2 and 4.3, respectively. The x-component of the inlet velocity for both phases was
parabolic with a mean value of 0.56 m s−1. A no-slip BC for the two phase-velocities was
applied weakly (see Section 2.6) on the walls of the BFS. Strong no-slip BCs on the walls
were not stable for the P1DG-P2 element pair.
Table 4.2: Initial conditions for the monodispersed backward facing step simulation.
Field name Initial value
Oil velocity (m s−1) (0,0)
Water velocity (m s−1) (0,0)
Water volume fraction 0.1
Table 4.3: BCs for the monodispersed backward facing step simulation. n here refers to
the normal coordinate.
Boundary Oil velocity Water velocity Pressure Water volume
fraction
Inlet uc=parabolic,
vc=0
ud=parabolic,
vd=0
∂p
∂n
= 0 0.1
Walls no slip (weak) no slip (weak)
∂p
∂n
= 0 no flux
Outlet
∂uc
∂n
=
∂vc
∂n
= 0
∂ud
∂n
=
∂vd
∂n
= 0 p = 0
∂αd
∂n
= 0
A homogeneous Neumann BC was applied at the outlet for the phase velocities and
the dispersed phase volume fraction. Since the walls are closed for the dispersed phase, a
no-flux BC was applied for the dispersed phase volume fraction here.
Physical and numerical parameters
The value of the physical parameters chosen for this simulation are listed in Table 4.4.
Table 4.5 shows a list of the numerical parameters that were used in the setup of this
monodispersed BFS simulation. A fully-unstructured 2D mesh containing triangular ele-
ments with a characteristic mesh size of 0.5 mm was used. Since the field gradients were
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large near the step of the BFS, the mesh was refined to a characteristic length of a quarter
of the above size in the step region (i.e. 0.125 mm). A fixed time step of 1.0× 10−5 s
was chosen for this simulation to satisfy the CFL convergence condition, which ensured
that the Courant number was bounded below one all the time. The above time step
corresponded to a maximum Courant number of 0.06 in the domain for the above mesh
size.
Table 4.4: Physical parameters used in the monodispersed backward facing step
simulation.
Physical parameter Value
Oil density (kg m−3) 900
Water density (kg m−3) 1000
Oil viscosity (Pa·s) 0.01
Water viscosity (Pa·s) 0.001
Table 4.5: Numerical parameters used in the monodispersed BFS simulation.
Numerical parameter Value
Mesh size (mm) 0.5
Time step ∆t (s) 10−5
Overall simulation time (s) 1.0
Number of Picard iterations 2
Tolerance for Picard iterations (L2-norm) 10−12
The advection terms in the momentum equations were written in a non-conservative
form in this case. They were integrated by parts, twice, while writing the weak form
of the momentum conservation equation. A non-linear relaxation factor of 0.5 was used
for estimating the value of the non-linear velocity (see Section 2.5 for details). The final
linear systems obtained for the momentum equations were solved using the GMRES in
conjunction with the SOR preconditioner, as explained in Section 2.7.
For these polydispersed BFS simulations, the continuous phase Reynolds number was
524, which was safely in the laminar flow regime as discussed in Armaly et al. (1983). The
definition of the continuous phase Reynolds number used here is the same as that used in
Armaly et al. (1983):
Rec =
ρc|uc|D
µc
, (4.25)
where uc is the continuous phase (oil) velocity, and D = 2h with h being the height of the
small channel (see Figure 4.3).
Numerical discretisations
Methods used for discretising the flow equations for the two phases are shown in Table 4.6.
As can be seen from this table, a control volume discretisation scheme was chosen for the
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volume fraction equation due to its conservative nature as opposed to the continuous
Galerkin or discontinuous Galerkin discretisations. Ensuring the conservation of volume
fraction in multiphase flows is very important, especially since it is strongly coupled to
the momentum, energy and turbulence equations. As discussed in Section 4.4, a hybrid
FE–CV scheme was used to model the problem here due to its advantages over pure finite
element or control volume approaches. The P1DG-P2 velocity-pressure element pair was
chosen due to its stability and higher accuracy over low-order discretisations (like P1-
P1). In fact, single-phase BFS simulations were initially run for different velocity-pressure
element pairs and P1DG-P2 results were seen to be more accurate than P1-P1 results,
when compared against Gartling (1990).
Table 4.6: Numerical discretisations used for the flow equations for oil and water
phases in the monodispersed BFS simulation.
Oil Water
Velocity P1 DG P1 DG
Upwind for advection, Bassi–
Rebay for viscous terms (Bassi
and Rebay, 1997)
Upwind for advection, Bassi–
Rebay for viscous terms
Pressure – P2 CG
Time θt = 0.5 (Crank–Nicolson
(CN))
CN
Volume fraction – CV with first-order upwind
4.6.2 Results
Results for the monodispersed BFS can be seen from Figure 4.5, which shows the water
velocity contours at four time instances. Development of the primary and the secondary
recirculation zones is apparent from these contours and it can also be seen that their length
becomes stable by t=1 s. Hence all simulation results have been presented for a maximum
simulation time of 1 s as no new transient phenomenon was seen beyond this time. In
addition to obtaining an understanding of the flow characteristics, the monodispersed BFS
simulation was also carried out to obtain a set of discretisations and optimum numerical
parameter values.
4.7 Polydispersed backward facing step
A polydispersed water-in-oil emulsion in a backward facing step was simulated by coupling
the flow equations with the population balance equation, as described in Section 4.4.
DQMOM (Marchisio and Fox, 2005), that was implemented in Fluidity, was used to solve
the population balance equation in conjunction with the Eulerian–Eulerian method for
the multiphase flow equations. It must be noted here that the PBE solved did not have
any spatial or internal diffusion. The growth was also not present. The PBE was a purely
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Figure 4.5: Water velocity (magnitude) contours at times (top to bottom) 0.25 s, 0.5 s,
0.75 s and 1.0 s for a monodispersed BFS with 50 µm water droplets. The primary and
the secondary recirculation zones are highlighted in the fourth illustration.
advective equation with the coalescence and breakage source terms.
4.7.1 Simulation setup
Initial and boundary conditions
The initial and boundary conditions used for the flow equations in this model were the
same as the ones used for the monodispersed BFS (Section 4.6). For the population
balance equation, the initial conditions were specified for the first four moments of the
droplet number density function, as the number of quadrature nodes, N , in this case was
two in the DQMOM approximation. These initial moment values were based on an initial
volume fraction of 0.1 and an initial Sauter mean diameter of 50 µm for the dispersed
(water) phase. For spherical particles, the volume fraction of the dispersed phase, αd, is
related to the third moment of the NDF as:
m3 =
αd
kv
, (4.26)
where kv is the particle shape factor that is equal to pi/6 for spherical particles. Equa-
tion (4.26) and the definition of the SMD (Equation (3.11)) were used to evaluate the
second and third moments in terms of the initial conditions on volume fraction and SMD.
All other moments (i.e. m0 and m1 here) were calculated in terms of m2 and m3 us-
ing the moments of the initial number density function of McCoy and Madras (2003)
(Equations (4.21)–(4.24)). The first four moments used as initial conditions are listed in
Table 4.7. The corresponding initial values for the solution fields (weights and weighted-
abscissas) were calculated from these moments in Fluidity using the PD algorithm (Ap-
pendix B.2).
112 Chapter 4. Polydispersed laminar flows
Table 4.7: Initial conditions for the moments of the number density function used in
the population balance equation for simulating the polydispersed water-in-oil emulsion in
a BFS.
m0 2.077× 1012
m1 8.372× 107
m2 3.820× 103
m3 1.910× 10−1
BCs used for the population balance fields can be seen in Table 4.8. The BCs at the
inlet were exactly the same as the initial conditions, i.e. the set of BCs for weights and
weighted-abscissas at the inlet given in Table 4.8 correspond to the same set of moments
specified in Table 4.7. A no-flux condition was used at the walls for all weights and
weighted-abscissas. For the outlet of the BFS, a homogeneous Neumann BC for the four
population balance fields was used.
Table 4.8: BCs for the population balance equation solution fields used in the
polydispersed BFS simulation. BCs are presented for the weights (w1 and w2) and the
weighted abscissas (ς1 and ς2). n here refers to the normal coordinate from the boundary
Boundary w1 w2 ς1 ς2
Inlet 1.125× 1012 9.514× 1011 3.020× 107 5.351× 107
Walls no flux no flux no flux no flux
Outlet
∂w1
∂n
= 0
∂w2
∂n
= 0
∂ς1
∂n
= 0
∂ς2
∂n
= 0
Numerical discretisations and parameters
A CV discretisation with first-order upwinding for the advection terms was used for the
weights and the weighted-abscissas in the PBE. Time derivatives in the PBE field equations
were discretised using the Crank–Nicolson scheme (θt = 0.5). All other discretisations for
the remaining fields and the simulation settings were the same as the ones used in the
monodispersed BFS simulation, given in Section 4.6.
Four unknowns (i.e. N=2 in Equation (3.13)) were chosen to approximate the water
droplet number density function in this simulation as the SMD could be estimated with
a good accuracy without adding any more unknowns. The source terms for the PBE,
describing birth and death of drops due to coalescence and breakage, were exactly the
same as specified in the Section 4.5.1. The simulations were run for two sets of breakage
and coalescence kernels referred to as M&M 1 and M&M 2. The former was dominated by
aggregation, whereas latter corresponded to a breakage dominant case. The kernel values
can be found in Table 4.1 in Section 4.5.1.
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4.7.2 Water droplet diameter distribution results
Figure 4.6 shows the surface plots of the Sauter mean diameter for water drops at four
different simulation times for M&M 1. It can be seen from this figure that the recirculation
zones, where drops had more time to coalesce, were the regions having higher SMD. A
similar behaviour was seen for the breakage dominated case (M&M 2) where recirculation
zones corresponded to the regions of smaller drop diameters as illustrated in Figure 4.7.
All simulations for the polydispersed case were run for a maximum time of 1 s, like the
monodispersed case, as the solution became stable by that time.
Water Sauter mean diameter (µm)
50 60 70 80
Figure 4.6: Sauter mean diameter of water drops for the aggregation dominated case
(M&M 1) at four different times: (top to bottom) 0.25 s, 0.5 s, 0.75 s and 1.0 s. The
primary and the secondary recirculation zones for the SMD can be seen.
Water Sauter mean diameter (µm)
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Figure 4.7: Sauter mean diameter of water drops for the breakage dominated case
(M&M 2) at four different times: (top to bottom) 0.25 s, 0.5 s, 0.75 s and 1.0 s. The
primary and the secondary recirculation zones for the SMD can be seen.
Although a two-way coupling between the multiphase flow equations and the PBE
was implemented in Fluidity (see Figure 4.2), this benchmarking problem demonstrated
one-way coupling only as the slip velocity between the phases, and hence the drag force,
was small. There was a strong coupling through the dispersed phase velocity though.
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4.7.3 Mesh convergence
The polydispersed BFS simulation was run for three different fixed meshes, for M&M 1, to
study mesh convergence in this problem. Details of the three fixed meshes, referred to as
Coarse, Medium and Fine mesh, can be found in Table 4.9. A very fine mesh simulation,
which will be referred to as the Superfine mesh, was also run with a total of 147,308 nodes
and a characteristic mesh size of 0.2 mm. This corresponded to a maximum Courant
number of 0.17 in the domain. This Superfine mesh was selected as a proxy for the exact
solution to the problem, for the purpose of calculating errors in the solutions produced
by the other three meshes. All fixed meshes were generated using the open-source mesh
generation software Gmsh (Geuzaine and Remacle, 2009). Figure 4.8 shows a part of the
Coarse mesh that was used in the simulation. The unstructured nature of the mesh can
be seen clearly along with the refined elements near the step. The mesh elements near
the step were four times smaller than usual to capture the strong field variations in that
region. All other fixed meshes, except for their finer element size, were similar to the
Coarse mesh shown in Figure 4.8.
Table 4.9: Details of the three fixed meshes used for the mesh convergence analysis of
the solution of polydispersed BFS in Fluidity.
Mesh Mesh nodes Mesh size (mm)
Coarse 19,825 0.55
Medium 24,100 0.5
Fine 65,967 0.3
Superfine 147,308 0.2
Figure 4.8: Fixed mesh used in the simulation of the polydispersed water-in-oil
emulsion. This is the Coarse mesh with a characteristic mesh size of 0.55 mm.
A second order convergence was shown for both velocity and pressure in multiphase
flow simulations for the P1DG-P2 element pair in Fluidity in Jacobs et al. (2013). The
same velocity-pressure element pair was used here, with an additional population balance
equation that was discretised using the control volume scheme. To demonstrate the mesh
convergence of the population balance equation for this problem, the fixed mesh simula-
tions were run up to 1 s and the error in the Sauter mean diameter of water drops was
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plotted as a function of mesh size, as illustrated in Figure 4.9. The order of convergence
obtained was close to the first-order convergence for the control volume discretisation
method. Although mesh convergence analysis in Chapter 3 showed a second-order con-
vergence rate, it was based on a purely diffusive equation. The present situation involves
an advective PBE that used the first-order upwind discretisation for the advection term,
which is the reason that a first-order convergence for the SMD was obtained.
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Figure 4.9: Convergence plot for the Sauter mean diameter of water drops.
To compare the results produced by the three fixed meshes, the Sauter mean diameter
of water drops was plotted along a vertical line 5 mm from the step, as shown in Figure 4.10.
The results obtained for the three fixed meshes were close, as illustrated in Figure 4.11,
and therefore the Medium mesh was chosen for all subsequent fixed mesh simulations.
5
Figure 4.10: Vertical line at a distance of 5 mm from the step along which the Sauter
mean diameter values have been plotted for the water drops.
The Medium mesh case for M&M 1 was also simulated using the P1-P1 velocity-
pressure pair keeping the discretisations for all other terms the same. It was seen that
the primary recirculation zone was 11% smaller in the P1-P1 case, similar to the single-
phase results. Hence it was concluded that P1DG-P2 was more accurate than P1-P1
discretisation even when coupled with the lower-order CV scheme for the volume fraction
and the population balance equation scalars.
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Figure 4.11: Sauter mean diameter of the water drops plotted along a vertical line
5 mm from the step of the BFS, simulated using Fluidity. Results for the three fixed
mesh simulations are compared here.
4.7.4 Benchmarking results
In order to gauge the accuracy of the results obtained using Fluidity, ANSYS Fluent was
used as benchmark against which the results in the present work were compared. Fluent
has been used by many (Buffo et al., 2012; Marchisio et al., 2003a; Zucca et al., 2006) to
solve the population balance equation using QMOM and DQMOM. Hence, it was chosen
as a benchmark to compare the results obtained for the simulation of the polydispersed
water-in-oil emulsion in the BFS here.
The configuration options for Fluent simulations are listed in Table 4.10. The discreti-
sation options and the solution method in Fluent were chosen by comparing the results
of a single-phase BFS simulation against the results of Gartling (1990) first. All Fluent
simulations were run using ANSYS Academic Research, Release 15.0.
All three fixed mesh cases were first simulated in Fluent for M&M 1 to ensure that
Fluent results were converging to the expected solution. Figure 4.12 shows the SMD along
the vertical line 5 mm from the step simulated using Fluent for the three fixed meshes—
Coarse, Medium and Fine. The gradient in the SMD got steeper with mesh refinement,
as expected, and a boundary layer can also be seen for the fine mesh towards the top of
the BFS (from the plot of the SMD around y=10 mm).
The Medium mesh case was used for the comparison of the results obtained using
Fluidity and Fluent for the aggregation and the breakage dominant cases. The size of
the primary recirculation zone obtained using Fluidity and Fluent was almost the same
with just a 2% difference. A comparison of the plot of the Sauter mean diameter of water
drops along a vertical line 5 mm from the step, obtained using Fluidity and Fluent, is
shown in Figure 4.13. Note that a good match between Fluent and Fluidity results can
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Table 4.10: Simulation configuration settings for Fluent used for modelling the
polydispersed water-in-oil emulsion in a BFS.
Solver pressure-based
transient
Model multiphase 2 Eulerian phases
implicit
Schiller–Naumann drag
drop diameter: Sauter mean
diameter
viscous laminar
population balance QMOM
4 moments
User Defined Functions
(UDFs) for breakage and
aggregation kernels
Boundary conditions walls stationary walls
inlet velocity: UDF for parabolic
velocity
water volume fraction = 0.1
water moments specified
outlet pressure outlet
Solution methods P-V coupling coupled scheme
spatial discretisation gradients: least squares cell
based
momentum: third-order
MUSCL
volume fraction: first-order
upwind
moments: first-order upwind
transient discretisation first-order implicit
Relaxation parameters momentum 0.75
pressure 0.75
volume fraction 0.5
moments 0.5
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Figure 4.12: Sauter mean diameter of the water drops plotted along a vertical line
5 mm from the step of the BFS, simulated using ANSYS Fluent. Results for the three
fixed mesh simulations are compared here.
be seen for M&M 1 and M&M 2 in Figures 4.13(a, b). It must be stressed that QMOM
(McGraw, 1997) was used for solving the population balance equation in Fluent, whereas
Fluidity used DQMOM for the same (see Section 3.3 for a difference between the two).
Also, Fluent uses the finite volume method instead of the finite element method used
by Fluidity, with different discretisations. The above differences can possibly explain the
discrepancies between the two solutions seen in Figures 4.13(a, b).
A comparison was made between the volume fraction calculated using the third mo-
ment (using Equation (4.26)) and the volume fraction field from the flow equations. For
M&M 1, a maximum percentage error of 8% was found near the recirculation zone bound-
aries for the Superfine mesh. Although the third moment and the volume fraction have
similar equations, the present work used DQMOM method that solved transport equa-
tions for the weights and abscissas. Even though the third moment was conserved here,
the weights and abscissas were not conserved due to the presence of the DQMOM source
terms terms, which produced this error. QMOM, which tracks the moments directly, is
believed to prevent this discrepancy, as discussed in Section 3.3. Silva et al. (2008) calcu-
lated the volume fraction from the moment directly without solving a separate (redundant)
equation for the volume fraction. The two however were solved separately in this work to
see if there was any discrepancy between the two. Moreover, in certain cases (as shown
in the next chapter) different BCs have to be applied to for the DQMOM scalars and
the volume fraction, which makes is necessary to solve the two equations separately for
physical reasons, even if there is some discrepancy between the two. Such a comparison
between the two fields has not been reported in any previous study.
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Figure 4.13: Fluidity results benchmarked against ANSYS Fluent results for: (a) the
aggregation dominated case (M&M 1), and (b) the breakage dominated case (M&M 2).
Sauter mean diameter of the water drops has been plotted along the vertical line shown
in Figure 4.10, for the two solvers.
4.7.5 Discretisation schemes for the population balance equation
A CV + first-order upwind scheme was used to discretise the PBE scalars in this problem
and all the results are presented with this discretisation. This is due to the conservative
and robust nature of this scheme, and the fact that this scheme always resulted in a
realisable set of moments, as discussed in Section 3.3.3. Also, first-order upwinding is
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the only discretisation that guarantees boundedness, if the velocity is divergence free or a
non-conservative form of the equation is solved (Wilson, 2009). Few other schemes were
also tested for discretising the PBE and a comparison of the results obtained is a topic of
discussion for this section.
Figure 4.14 shows plots of the SMD along a vertical line 5 mm from the step for
M&M 1, for three discretisation schemes. It is evident that the CG scheme with SUPG
stabilisation for the convective terms was the least diffusive of all, as seen from the slope
of the line between y=4 mm and y=6 mm, and hence was able to resolve the primary
recirculation boundary most accurately. It was also able to resolve the top boundary layer,
as displayed by the SMD value around y=10 mm. On the other hand, the CV scheme with
first-order upwind discretisation for the convection terms was most diffusive. Somewhere
in the middle was the CV scheme with a finite element discretisation for convective terms,
with a Sweby limiter (Sweby, 1984). The CG scheme without any stabilisation and a DG
scheme with and without stabilisation, were both unstable as they resulted in unbounded
results for the population balance scalar fields.
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Figure 4.14: Comparison of different discretisation schemes for the population balance
equation. Plot of the Sauter mean diameter along a vertical line 5 mm from the step has
been shown for the aggregation dominant case (M&M 1) at t =1 s.
Figure 4.15 shows the surface plots for the water SMD at t=1 s for the three schemes.
Accuracy of the CG + SUPG and the CV + FE schemes is visually apparent, through
the better resolution of the two recirculation zones, over the CV + first-order upwind
scheme. Despite the advantages of the two accurate schemes, the CV + first-order upwind
scheme was chosen for all simulations due to its conservative and monotonic nature, which
ensured that the PBE scalars were conserved and the method was unconditionally stable.
This scheme also ensured that the moment-set was always realisable. Other schemes for
the convective fluxes in a CV method (such as finite element and trapezoidal) are only
stable for a range of Pe´clet number values (Donea and Huerta, 2003), even when used in
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conjunction with slope limiters. Adaptive mesh can result in large Pe´clet numbers (due
to coarse meshes) in certain regions of the domain making other schemes sensitive to the
adapting mesh.
Water Sauter mean diameter (µm)
50 60 70 80
Figure 4.15: Sauter mean diameter of water drops for M&M 1 at t =1 s for three
different discretisation schemes for the population balance equation. From top to
bottom: CV + first-order upwind, CV + finite element (Sweby limiter) and CG +
SUPG stabilisation.
4.7.6 Section summary for polydispersed flow results
Results for the polydispersed multiphase flow simulations were presented in this section
(Section 4.7) and the effectiveness of the finite element framework of Fluidity in modelling
such flows was demonstrated. Offering an alternative over the other (very few) available
commercial and non-commercial flow solvers that are able to deal with multiphase poly-
dispersed flows, Fluidity’s FE–CV hybrid approach was shown to be able to gather the
best of both worlds—finite element and control volume—and simulate such flows with
good accuracy.
For the present problem the dispersed phase achieved a maximum size of 85 µm and
the Schiller–Naumann drag coefficient selected for the present benchmarking was applica-
ble to it. Roudsari et al. (2012) successfully used the Schiller–Naumann drag correlation
for modelling water-in-oil emulsion with water droplets more than 100 µm in size. If the
dispersed drops become large, their shape may deviate from spherical and the Schiller–
Naumann drag force correlation and the Sauter mean diameter may not be applicable
to accurately predict the interphase drag force. In the viscous flow regime, this inter-
phase drag coefficient has been shown to fit the standard drag curve well with only a 5%
deviation (Clift et al., 1978). Although these comparisons have been made for a single
dispersed sphere, others have successfully extended the use of this drag coefficient for mul-
tiple dispersed particles in flow (Buwa and Ranade, 2002; Silva et al., 2008; Tabib et al.,
2008) with the inclusion of the effect of the volume fraction, such as the one included in
Equation (4.6) .
The framework of Fluidity is parallelised and all fixed meshes were decomposed and
distributed among different processors to be able to solve the simulations faster. All
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Fluidity simulations presented here were solved on 8 cores. To make the simulation process
more efficient, mesh adaptivity, as discussed in Section 2.8, was also introduced in the
simulations and the results demonstrating the excellent improvement obtained using this
process are discussed next.
4.8 Use of mesh adaptivity
The transient flow field results shown in the previous section (Section 4.7) were all for a
fixed mesh, which did not change with time. Such a fixed mesh can rarely be optimum
for a dynamic problem like the one under consideration. Optimum mesh node positioning
cannot be decided in advance as the flow features are changing continuously due to the
inherent complex dynamics of the problem. Mesh adaptivity offers a way to handle this
issue by adapting the mesh in time and hence, was applied to the polydispersed water-in-
oil emulsion flow problem. This section presents and analyses the results for an adaptive
mesh simulation of the polydispersed flow and compares the solution and runtime to the
fixed mesh simulations presented in the previous section.
An adaptive mesh simulation was set up for the aggregation dominated (M&M 1)
water-in-oil emulsion problem in a BFS, where the mesh was adapted to the water droplet
size and velocity. The reason for this choice was that water droplet size and velocity
were the fields of interest in this problem and the other fields more-or-less varied similar
to these two in space. The interpolation error bound values used for the calculation of
the error metric are shown in Table 4.11. A couple of quick mesh adaptivity trials were
conducted with different combinations of the interpolation error bound values to come up
with a good set of values as given in Table 4.11. Absolute interpolation error values were
used here instead of the relative ones to ensure consistency in the specification of mesh
resolution over space.
Table 4.11: Interpolation error bound for the fields that the mesh was adapted to.
Field Interpolation error bound
(absolute)
Sauter mean diameter (d32) 2.5× 10−7 m
Water velocity (ud) (0.01, 0.005) m s
−1
A number of other numerical parameters associated with the mesh adaptivity settings
were adjusted and their values are shown in Table 4.12. The adaptivity subroutine was
called after every 100 time steps, i.e. every 0.001 s in the simulation. This ensured that
the mesh was adapted just enough so as to not change drastically between any two adapts,
and the computational effort spent in adaptivity was also kept to a minimum. Therefore,
a total of 1000 mesh adaptivity cycles were carried out in an overall simulation time of
1 s. Bounds were specified for the minimum and maximum mesh edge lengths to prevent
the mesh from becoming excessively fine or coarse. More details on the implementation of
mesh adaptivity in Fluidity can be found in Section 2.8 and the Fluidity Manual (AMCG,
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2015).
Table 4.12: Adaptivity settings used for the adaptive mesh simulation of the
polydispersed water-in-oil emulsion in Fluidity.
Number of time steps between two adapts 100
Gradation parameter 1.3
Minimum edge length (m) 10−4
Maximum edge length (m) 0.01
Number of adaptive iterations for parallel adaptivity 15
Field interpolation method consistent
Since the simulation was performed in a parallelised framework on a multi-core ma-
chine, 15 adapt iterations had to be performed during each adaptivity cycle instead of
just one. Nodes shared between different processors remain locked while the individual
processors optimise their meshes, and load balancing is only performed after an adaptive
iteration is completed. Hence, using many adapt iterations maximised the chances of every
node being considered for adaptivity at least once (AMCG, 2015; Devine et al., 2002).
All flow and population balance discretisations were exactly the same as for the fixed
mesh case in Section 4.7. Initial mesh for the adaptive simulation was similar to the one
shown in Figure 4.8. Simulation results for the adaptive mesh simulation described above
are shown in Figure 4.16. Water Sauter mean diameter and the corresponding adapted
mesh are presented for three different simulation times. Although the mesh was also
adapted to the two components of water velocity, water velocity contours have not been
shown here. The mesh in Figure 4.16 clearly displays its non-homogeneous, anisotropic
character, as expected, and conforms with the spatial variations in the SMD. Elongated
elements resolved the recirculation zone boundaries by concentrating node density in only
the normal direction, by using the anisotropic property of the adapted mesh.
A plot of the Sauter mean diameter along a vertical line 5 mm from the step is presented
in Figure 4.17 to compare the adaptive mesh simulation to three fixed meshes—Coarse
mesh, Fine mesh and Superfine mesh (see Table 4.9 for the details of the meshes). The
Adaptive mesh was able to resolve the primary recirculation zone more accurately than the
fixed meshes by increasing the mesh resolution near the recirculation zone boundary, and
this can be seen from the steeper slope of the Sauter mean diameter plot between y=4 mm
and y=6 mm. Figure 4.17 also shows that the Adaptive mesh was able to resolve the top
boundary layer better than the fixed meshes, as shown by the SMD around y=10 mm.
The Adaptive mesh, with ten times fewer nodes than the Superfine mesh, was still able
to resolve the SMD more accurately than the Superfine mesh. All this was made possible
by optimising the placement of mesh nodes in the appropriate regions, through mesh
adaptivity.
Figures 4.18 and 4.19 show the number of mesh nodes and runtimes, respectively for
the adaptive mesh simulation. The number of nodes for the Adaptive mesh simulation,
as shown in Figure 4.18, always stayed below the number of Coarse mesh nodes with the
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Figure 4.16: Water Sauter mean diameter and the corresponding mesh for the adaptive
mesh simulation of the polydispersed water-in-oil emulsion. (a) t=0.50 s, (b) t=0.75 s
and (c) t=1.0 s.
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Figure 4.17: Sauter mean diameter of the water drops plotted along a vertical line
5 mm from the step of the BFS. Result for the Adaptive mesh is compared with the
Coarse mesh and the Fixed mesh results.
maximum number of Adaptive mesh nodes still 30% lower than the fixed Coarse mesh (at
t=1.0 s). This number was much lower when compared to the Fine mesh and the Superfine
mesh. Similar behaviour is also displayed in the comparison of the simulation runtimes
for the different meshes, as seen in Figure 4.19. The Adaptive mesh simulation took 30%
less time to run than what the Coarse mesh took. The runtime for the Adaptive mesh
simulation included both the solution computation time and the time needed for mesh
adaptivity. The Superfine mesh is not shown in this figure as this simulation was run on
a 32-core machine as compared to the 8-core runs for the other meshes. The runtime for
the Superfine mesh simulation was 281 hrs on 32 cores.
It was shown in the previous paragraphs that the adaptive mesh simulation here was
able to produce non-homogeneous, anisotropic, unstructured meshes, which conformed
well with the variations in the water droplet size distribution. Moreover, the selected
adaptive mesh simulation was quicker than the fixed Coarse, Fine and Superfine meshes,
with the time taken for mesh adaptivity being small. It was also shown that the solution
produced by the Adaptive mesh was more accurate than the different fixed meshes. It
can therefore be summarised that mesh adaptivity produced quicker and more accurate
solution than the corresponding fixed mesh simulation. It is safe to generalise here that
polydispersed multiphase flows can be simulated more efficiently using this technique when
appropriate mesh adaptivity parameters are chosen in the simulation.
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Figure 4.18: Plot of the number of mesh nodes with time for the Adaptive mesh,
Coarse mesh and the Fine mesh.
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Figure 4.19: Runtimes (walltime) compared for the Coarse mesh, Adaptive mesh and
Fine mesh simulations. All runtimes are presented for 8-core parallel runs. Mesh was
adapted after every 0.001 s, i.e. a total of 1000 mesh adaptivity cycles in the 1 s
simulation.
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4.9 Runtime comparisons between Fluent and Fluidity
The adaptive mesh solution in Fluidity was shown to be more accurate than the fixed
mesh solutions in Fluidity (Figure 4.17) with the adaptive mesh simulation also being
faster than the fixed mesh simulations (Figure 4.19). In this section the adaptive and
fixed mesh results of Fluidity are benchmarked against fixed mesh results of ANSYS
Fluent comparing the runtimes and solution accuracy. Figure 4.20 shows a comparison
of the runtimes for the different fixed mesh simulations in Fluent and Fluidity and the
adaptive mesh simulation in Fluidity. It can be seen that for the same fixed mesh, Fluent
performs approximately twice as fast as Fluidity. The adaptive mesh simulation, however,
is approximately as quick as the medium fixed mesh simulation in Fluent. Figure 4.21
shows a comparison of the SMD for the solution on different meshes along a vertical line at
a distance of 5 mm from the step. Fluent performs better in terms of accuracy as compared
to Fluidity for the same fixed mesh resolution. However, the adaptive mesh solution of
Fluidity compares with the fine mesh result obtained using Fluent as seen in the figure.
The adaptive mesh solution is able to resolve the boundary layer more accurately than the
fine mesh result of Fluent, as seen from the plot between y = 8 mm and 10 mm. Hence it
can be concluded that although Fluent is faster and more accurate when compared to the
corresponding fixed mesh result in Fluidity, the mesh adaptivity feature of Fluidity is able
to produce a solution that is superior to the fixed mesh solution generated using Fluent.
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Figure 4.20: Runtimes (walltime) compared for the fixed mesh simulations in Fluent
and Fluidity and the adaptive mesh simulation in Fluidity. All runtimes are presented
for 8-core parallel runs.
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Figure 4.21: Sauter mean diameter of the water drops plotted along a vertical line
5 mm from the step of the BFS. Result for the fixed meshes in Fluent and Fluidity are
compared to the adaptive mesh result of fluidity.
4.10 Summary
Modelling of polydispersed flows was discussed in this chapter. The macroscale Eulerian-
Eulerian multiphase flow equations were integrated to the mesoscale population balance
equation in the finite element framework of Fluidity. The hybrid FE–CV method to
solve the system of equations in Fluidity was benchmarked against ANSYS Fluent for a
hypothetical water-in-oil emulsion in a backward facing step geometry. The breakage and
aggregation kernels had no physical significance in this hypothetical BFS flow problem and
were implemented solely to demonstrate the strengths of Fluidity in solving polydispersed
multiphase problems. The application of mesh adaptivity was also demonstrated for the
simulation of polydispersed flows using Fluidity. An excellent improvement in efficiency
was obtained through this mesh optimisation. This is the first time that mesh adaptivity
has been applied in the external space of the PBE for modelling polydispersed flows. It can
be concluded from this chapter that the finite element framework of Fluidity provides an
efficient alternative to the few (commercial and open-source) CFD packages available for
modelling polydispersed flows. The work presented in this chapter constitutes a first step
towards developing a multiphase PBE–CFD coupled model in Fluidity. The modelling of
turbulence in a gravity driven flow environment is discussed in the next chapter with an
application to modelling bubble columns.
Chapter 5
Bubble columns
Beware of finding what you’re looking for.
Richard Hamming
5.1 Overview
A multiphase polydispersed laminar flow model was presented in the previous chapter
using an Eulerian–Eulerian method coupled with the population balance equation. Two
important features of a flotation column, viz. buoyancy and turbulence, will be discussed
and examined in this chapter. Buoyancy is what causes the bubbles to rise in a flotation
column, without which there will be no froth and therefore no flotation. Turbulence in
a flotation column is driven by the rising buoyant bubbles and is essential for the inter-
bubble and particle–bubble collision. These two effects, buoyancy and turbulence, were
coupled to the multiphase polydispersed flow model in Fluidity and tested by simulating
a bubble column. Two-dimensional adaptive-mesh bubble column simulations performed
using the present finite element framework were validated against experimental results
available in the literature. This is the first time mesh adaptivity has been used in the
numerical simulations of bubble columns, and it is also the first time that a polydispersed
finite element framework capable of modelling up to three spatial coordinates and temporal
terms has been used for the bubble column simulations. This chapter will bring us one
step closer to the modelling of the three-phase pulp zone in flotation columns using the
FE framework of Fluidity.
This chapter is organised as follows. Section 5.2 presents a general background on the
modelling of bubble columns, also including a discussion on the various flow regimes in the
column. The effect of the choice of the interphase force terms and turbulence models is
also discussed briefly. The use of the PBE in the literature for predicting the bubble size
distribution in bubble columns is discussed in detail. Hydrodynamics inside a flotation
column are similar to a bubble column and therefore this discussion is useful for the
modelling of flotation column hydrodynamics (which will be discussed in the next chapter).
Turbulence modelling, which is an important component of this chapter, is described
129
130 Chapter 5. Bubble columns
in Section 5.3. After a general discussion on the theory of turbulence and the various
modelling methods available, the k-ε model is described in detail in this section. The effect
of the walls on turbulence production and dissipation, and the present implementation of
the k-ε turbulence model in Fluidity are also discussed. Section 5.4 explains how buoyancy
of the rising bubbles is implemented in Fluidity. This is followed by a discussion on bubble
breakage and coalescence phenomena, in Section 5.5, in the context of bubble columns.
The factors that drove the choice of breakage and coalescence kernels in this work are
also discussed. Section 5.6 then talks about the modelling framework that was used
to simulate the bubble column, showing the coupling between the various equations in
Fluidity. Section 5.7 describes the simulation setup, including the boundary conditions,
initial conditions, physical and numerical parameters and the numerical discretisations
chosen in the simulations in this work. As in the previous chapter on the modelling
of the BFS, monodispersed bubble column results are presented first, in Section 5.8, to
describe the various flow fields and discuss mesh convergence. This is followed by Section
5.9 that presents detailed adaptive-mesh results for the polydispersed bubble column.
Model validation is presented by comparing the various local and global flow properties
with experimental results from literature. The effect of polydispersity on gas holdup and
bubble Sauter mean diameter are also discussed. Section 5.10 summarises the various
assumptions that were considered in this work along with the effect they may have had
on the results. Finally, Section 5.11 concludes the chapter with a summary of the key
achievements of the modelling framework.
5.2 Background
Bubble columns are two-phase reactors used in the chemical industry for gas–liquid re-
actions, owing to the high heat and mass transfer rates associated with them. A typi-
cal bubble column generally consists of a vertical cylindrical column filled with a liquid,
through which the gas is bubbled. The gas bubbles, as they rise due to buoyancy, generate
a plume that gets turbulent with height. The mixing caused by this plume-induced tur-
bulence allows for the maximum interphase exchange (of mass, momentum and energy).
Bubble columns enjoy many advantages over their counterparts—the stirred reactors—
which makes them a suitable candidate as industrial mixers. Bubble columns are easy
(and cheaper) to construct and maintain as there are no rotating equipments, have a lower
cost of operation over the impeller driven reactors and the mixing is efficient. This is the
reason they are found abundantly in industries such as mining, chemical, petrochemical,
biochemical and pharmaceutical, to name a few.
Bubble columns have been found to operate in two different flow regimes—homogeneous
(dispersed bubble) and heterogeneous (coalesced bubble) (Dı´az et al., 2008b; Ruzicka et al.,
2001; Tzeng et al., 1993). Figure 5.1(a) shows the homogeneous flow regime, which is
identified by a narrow bubble size distribution with a vertical flow velocity for all bub-
bles. There is no variation in the time-averaged liquid velocity and the time-averaged gas
volume fraction over the width of the column and no large-scale circulations in the liquid
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Figure 5.1: Operating regimes in a bubble column. (a) Homogeneous (dispersed
bubble) regime, (b) Heterogeneous - vortical flow regime, and (c) Heterogeneous -
turbulent flow regime. Grey colour represents the liquid phase and white represents the
gas phase. White arrows show the time-averaged liquid flow whereas black arrows
represent the instantaneous liquid flow (figure taken from Dı´az et al. (2008b)).
phase are observed. This regime is observed at low superficial gas velocity (SGV) values,
SGV defined as the ratio of the volume flow rate of the gas and to the cross-sectional
area of the column. The other flow regime, which is seen at high values of the SGV, is
the heterogeneous flow regime, as shown in Figures 5.1(b) and (c). It is characterised by
increased bubble coalescence and breakage due to the increase in turbulence inside the
column. This leads to a wider bubble size distribution. The time-averaged liquid velocity
and gas holdup show a parabolic profile along the width of the column (Wang and Wang,
2007). The time-averaged liquid flow field shows a double-circulation as shown in the
figures. The heterogeneous flow regime is further sub-divided into the vortical and the
turbulent flow regimes (Chen et al., 1989), as shown in Figures 5.1(b) and (c), respectively.
The vortical flow regime is characterised by an oscillating plume of bubbles (Becker et al.,
1999; Mudde et al., 1997; Pfleger et al., 1999) and the flow pattern can be understood as
a combination of three flow regions (Lin et al., 1996)—a central plume containing large
bubbles, vortical flow regions containing recirculating liquid and descending liquid along
the side walls of the column. As the SGV is increased further, it leads to the turbulent
flow regime characterised by a highly-irregular bubble flow (Figure 5.1(c)). There is also
a slug flow regime seen at even higher gas flow rates in some cases.
The flow regime a column is operating under decides the hydrodynamics and therefore
the mixing characteristics of the column. A global flow property called the gas holdup,
defined as the percentage of gas in the column at any instant, is generally used to identify
the operating regime of the column (Ruzicka et al., 2001). Figure 5.2 shows the gas
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Figure 5.2: The homogeneous and heterogeneous flow regions for a bubble column
shown on a gas holdup versus superficial gas velocity curve (figure adapted from Ruzicka
et al. (2001)).
holdup curve as a function of the SGV and the various flow regimes corresponding to
the curve. The curve is linear for the homogeneous regime and as the flow transitions to
heterogeneous, there is a local maximum seen in the gas holdup values. The heterogeneous
flow regime, which is commonly encountered in the industrial columns, is also represented
by an approximately linear curve.
It becomes important to predict the global and local flow properties in the bubble
column to quantify the extent of mixing in the column. This is where the CFD modelling
of the columns becomes useful for getting insights into new designs and testing model
scale-up.
The earliest attempts to model hydrodynamics inside a bubble column date back to
more than four decades. Works of Crabtree and Bridgwater (1969) and Whalley and
Davidson (1974) were pioneering in the analysis of bubble columns from a mathematical
perspective. They were followed by works that used inviscid and mixture models (Clark
et al., 1990; Joshi, 1980). With the improvement of computational resources, bubble
column models were complexified to two-momentum-equation models for the two-phase
flow. The Eulerian–Eulerian and the Eulerian–Lagrangian techniques were investigated
but these models were still modest in their performance due to the limited computational
power available (Becker et al., 1994; Delnoij et al., 1999).
The initial models developed for the bubble column were laminar (Becker et al., 1994).
Although these models gave some qualitative insight into the flow inside a column, they
were quantitatively incorrect and did not predict all regimes of the flow. The results
were not mesh-convergent as mesh refinement simply led to the smaller-scale flow features
getting resolved (Sokolichin and Eigenberger, 1999). Pfleger et al. (1999) compared the
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laminar flow model results with the k-ε turbulence model results and concluded the need
for modelling turbulence in the columns. Sokolichin and Eigenberger (1999) also concluded
the same by comparing their k-ε model results with the results of Becker et al. (1994).
Attempts have been made to couple the so-called zero and one-equation turbulence models
to the mean flow equations, however the two-equation k-ε turbulence model has enjoyed
maximum attention in literature (Buffo et al., 2013a; Dı´az et al., 2008a; Pfleger et al., 1999;
Pourtousi et al., 2014). This is due to the fact that the k-ε model is the simplest complete
turbulence model that has the widest range of applicability (Pope, 2000). Other expensive
models such as the Reynolds stress models (RMS) and the large eddy simulation (LES)
models have been attempted and compared to the k-ε model, but based on the existing
results the conclusion is that these expensive modelling techniques provide very little
benefit in terms of the solution accuracy considering the added cost associated with them
(Tabib et al., 2008). Sokolichin and Eigenberger (1999) and Pourtousi et al. (2014) provide
detailed reviews of the turbulence models used for bubble columns and a comparison of how
these models have evolved in the last three decades. Turbulence has been modelled mostly
for the continuous phase only. The dispersed phase turbulence is either not modelled or
modelled using a zero-equation model, µT,d = µT,c(ρd/ρc), of Grienberger (Pfleger et al.,
1999). Here, µT is the eddy viscosity, which is defined later in this chapter. In addition to
the works discussed above, the partially-aerated bubbles columns operating in the vortical
flow regime have been studied by many others (Borchers et al., 1999; Delnoij et al., 1997;
Joshi, 2001; Mudde and Simonin, 1999).
As discussed in the previous chapter, the interphase forces are important in modelling
two-phase flows, and the same holds true in the bubble columns as well. These forces
consist of the drag force, the lift force, the virtual mass force and other forces such as the
Basset force (due to the boundary layer around the bubble), the thermophoretic force, and
the Brownian force (Buwa et al., 2006). The drag force has been included in all bubble
column models as it is the most important and significant of all the interphase forces.
Few popular drag force coefficients used for modelling the drag in bubble columns are the
ones suggested by Schiller and Naumann (1935), Tomiyama (2004), Tsuchiya et al. (1997)
and Ishii and Zuber (1979). These drag correlations are typically developed for single
bubbles in laminar flows, however when applied to the heterogeneous flow regime, most
of them lead to over-prediction of the drag force. Chen et al. (2005) suggested the use of
the Schiller–Naumann drag correlation as it gave the best results for the heterogeneous
flow regime. This drag coefficient has been used extensively over the years to model
bubble–water drag successfully (Buwa and Ranade, 2002; Chen et al., 2005; Sanyal et al.,
2005). There is no general consensus when it comes to the inclusion of the lift force
when modelling bubble columns, as discussed in the previous chapter. While some have
shown that it is necessary to include the lift force (Buwa et al., 2006; Gupta and Roy,
2013), others realised that including the lift force was detrimental to the model prediction
(Dı´az et al., 2008a). Some, however, simply ignored its contribution considering it to be
negligible (Pfleger et al., 1999; Van Baten and Krishna, 2004). The virtual mass force
is generally neglected as the fluid acceleration is restricted to very small regions in the
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column (Dı´az et al., 2008a; Pourtousi et al., 2014; Tabib et al., 2008; Zhang et al., 2006).
The other interphase forces are generally negligible compared to the drag force and are
not included in bubble column simulations (Buwa et al., 2006). The interphase force term
generally has a strong dependence on the bubble size and this makes it important to be
able to model the bubble size for a better prediction of the hydrodynamics in the column.
Pfleger and Becker (2001) realised that it was important to model the bubble size cor-
rectly when they had to use the bubble diameter as a fitting parameter in their multiphase
flow models to improve the agreement between numerical simulations and experiments.
Although, the two-fluid E–E method is cheaper than the E–L method for modelling mul-
tiphase flows, many have used the latter for modelling polydispersity in bubbles columns
(Buwa et al., 2006; Lain et al., 1999, 2002) as it allows for the modelling of the bubble
size distribution in a straightforward way. The volume fraction occupied by the particles
is not considered in developing the continuous phase equations in many E–L models (Dı´az
et al., 2008a), which puts a restriction on the number of bubbles the E–L model can handle
apart from the fact the Lagrangian models can be computationally very expensive.
The catch-22 situation discussed above is solved by coupling the E–E flow equations
to the population balance equation, which helps in modelling bubble breakage and coales-
cence taking care of the so-called four-way coupling effects (Elghobashi, 1994). Four-way
coupling is seen in dense particle flows (with gas holdup > 0.001) when the continuous
phase flow promotes inter-particle interaction and these interactions then in turn modify
the continuous phase and dispersed phase flow. Lo (1996) is believed to be the first to
use the PBE coupled to the CFD equations for modelling bubbly flows. Lo (1996) used
the homogeneous MUSIG model, which is a classes method technique used in ANSYS
products that assumes the same velocity field for all bubble size groups. The other model
type is the inhomogeneous MUSIG that considers a separate velocity field for each group,
making it more expensive.
Lehr and Mewes (2001) and Lehr et al. (2002) reduced the PBE to a single simplified
equation assuming the bubble size distribution to be bimodal and therefore the existence
of just two bubble sizes in the column. It was assumed that a dynamic equilibrium between
breakage and coalescence processes was reached and this condition was used to calculate
the fraction of each bubble class. This was effectively a classes method with two bubble
classes coupled to an E–E model. A new model for bubble breakage was also proposed
in their latter work. Olmos et al. (2003) showed that it was possible to predict the flow
regime transition in a column using just three bubble classes.
Buwa and Ranade (2002) were the first to model the rectangular bubble column of
Pfleger et al. (1999) using the PBE, comparing polydispersed and monodispersed simu-
lations. The PBE was solved using the classes method in Fluent. They also compared
various coalescence and breakage models against their laser Doppler velocimetry (LDV)
experiments. The kernels of Prince and Blanch (1990), Luo et al. (1994), Luo and Svendsen
(1996), and Lehr and Mewes (2001) were used for comparison in this work.
Yeoh and Tu (2004) utilised the homogeneous MUSIG model to model the heat and
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mass transfer inside a bubble column using 15 different bubble classes. Works of Chen
et al. (2004) and Chen et al. (2005) are notable as they implemented the inhomogeneous
classes method, which considers a separate velocity field for each class. Considering the
expensive nature of this method, an algebraic slip mixture model was used to predict
the slip velocity for each dispersed phase class. They also studied the effect of different
coalescence and breakage functions. Reasonable agreement with the experiments was
obtained for the time-averaged gas holdup, liquid velocity and kinetic energy profiles only
when the breakage rate was increased tenfold. They concluded that the coalescence kernel
proposed by Prince and Blanch (1990) over-predicted the process.
Cheung et al. (2007a) and Cheung et al. (2007b) proposed an averaged “one-group”
method (coupled to the E–E equation) for the PBE and compared their results with the
MUSIG method in CFX. The gas holdup and SMD results for their “one-group” approach
were found to be slightly inferior to the MUSIG method (employing 10 classes), but the
results were twice as fast. This method was proposed as a “rapid design tool” instead
of an accurate predictor. Apart from turbulence effects causing coalescence, the effect of
wake entrainment was also considered in these models.
The open-source finite volume code—OpenFOAM was used by Bannari et al. (2008)
to model the rectangular bubble column of Pfleger et al. (1999) in 3D. They used 11 classes
in their model comparing their model results to those of Pfleger et al. (1999) and Buwa
et al. (2006), and concluded that as many as 80 classes may sometimes be needed for a
good accuracy.
Bhole et al. (2008) developed their own finite volume code, written in FORTRAN,
implementing the inhomogeneous MUSIG with an algebraic slip model, similar to the
work of Chen et al. (2005). This code was used to simulate an axisymmetric column using
the breakage kernel of Luo and Svendsen (1996) and the coalescence kernel of Prince and
Blanch (1990). The coalescence kernels had to be modified to reduce the over-predicting
coalescence rates, as reported by Chen et al. (2005). Bhole et al. (2008) discussed the
use of an arbitrary constant to strengthen the breakage rate (Chen et al., 2004, 2005)
or weaken the coalescence rate (Lo, 1996) to improve the agreement with experiments.
Their agreements with the experiments were satisfactory, at best. Many others have used
the method of classes in conjunction with the E–E model to study the effect of various
turbulence models (Ekambara et al., 2008; Laborde-Boutet et al., 2009; Silva et al., 2012)
and higher-order discretisation schemes (Laborde-Boutet et al., 2009).
In the recent years, it has been realised that the methods of moments are more efficient
compared to the classes methods for solving the PBE (Sanyal et al., 2005; Selma et al.,
2010). This has driven the recent modelling efforts towards the use of MOM for modelling
bubble columns. Sanyal et al. (2005) were the first to use the MOM for solving the PBE
in the context of bubble column modelling. They compared the results of the CM with
QMOM using Fluent and concluded that results with similar accuracy were obtained using
12–16 classes as opposed to just 6 moments in QMOM. Later, Selma et al. (2010) used
the DQMOM, implemented in OpenFOAM, for solving the PBE and compared the results
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to the CM. Significant improvement in the solution efficiency was noticed with the use of
DQMOM against CM for modelling rectangular bubble columns.
Buffo et al. (2013b) have recently modelled the PBE for a bubble distribution de-
scribed by a bivariate number density function. They compared DQMOM with two other
methods—CQMOM and the fully conservative DQMOM (DQMOM-FC). Their paper
compared the methods against the Monte Carlo method for a homogeneous system and
proved that the CQMOM is more stable and efficient than simple DQMOM. However, the
CQMOM, which transports the moments of NDF like QMOM, and DQMOM boil down
to the same method when dealing with monovariate bubble size distributions, such as ones
considered in the present work. After establishing the efficiency of the CQMOM, Buffo
et al. (2013a) used this method (coupled to the E–E method) for modelling the rectangular
bubble column of Pfleger et al. (1999) in OpenFOAM. Bubble composition, made up of
oxygen and nitrogen, was considered as the second internal variable in their NDF. Good
results were reported using this method. Renze et al. (2014), from the same group, also
presented results for the same rectangular column using a different turbulence model.
Gupta and Roy (2013) compared the time-averaged results for a rectangular bubble
column using four different PBE solution methods: homogeneous CM, inhomogeneous CM,
QMOM, and DQMOM. The simulations were performed using Fluent and were compared
to their experiments performed using the radioactive particle technique. In their work, a
very low superficial gas velocity (=0.13 cm s−1) was chosen and no improvement through
the use of the PBE was experienced. This is expected as the bubble coalescence and
breakage processes are negligible at such a low flow rate and the bubbles retain the same
distribution as at the inlet. The industrial columns, however, operate at higher flow rates
which justifies the need for the use of the PBE for modelling bubble coalescence and
breakage in these mixed systems (Dı´az et al., 2008a).
It is evident from the discussion above that most of the work in the literature has been
focused towards modelling the heterogeneous flow regime, considering that the industrial
bubble columns operate in this region to maximise mixing. The methods of moments,
especially the quadrature-based moment methods, have been of particular interest lately
owing to their superior efficiency over the classes methods. The DQMOM, developed by
Marchisio and Fox (2005), has been used successfully to model bubble columns and similar
multiphase mixers (Buffo et al., 2012), owing to its advantages over the other QBMM. The
present finite element framework, employing the E–E flow equations coupled to the PBE
solved using DQMOM, was validated against the rectangular bubble column experiments
of Dı´az et al. (2008b) for a heterogeneous flow regime. Although this is not the first time
that the FEM has been used for the polydispersed flow modelling of bubble columns, it is
however the first time a FE polydispersed framework capable of 3D spatial modelling and
temporal modelling has been used for such an exercise. The previous studies by Borka and
Jakobsen (2012), Solsvik and Jakobsen (2013) and Solsvik and Jakobsen (2014b), which
used the spectral element method for the polydispersed flow modelling of bubble columns,
assumed a cross-sectional averaging in the column with only one (axial) spatial-coordinate
and no temporal terms. These models used higher-order spectral elements but included
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very few (sixteen) mesh points in the spatial-direction making them unsuitable for the
modelling of industrial column geometries. The internal coordinate in their models was
discretised and hence the method was similar to a non-homogeneous classes method. The
present research also used mesh adaptivity for the efficient modelling of bubble columns for
the first time. The simulations performed in this work validated the present polydispersed
FE framework for the modelling of turbulent two-phase gravity driven flows.
5.3 Turbulence
Turbulence is the chaotic behaviour of flow when the inertial effects become much larger
than the viscous. Irregularity and unsteadiness are inherent properties of such flow and it
is characterised by motion at many scales (of length and time).
The ability of turbulence to mix (matter, momentum and energy) better than the
laminar flows makes it really useful in industrial devices like boilers, furnaces, chemical
reactors, bubble columns and flotation columns. Although it is generally preferable to
mix as rapidly as possible but in some cases excessive turbulence can cause problems like
excessive drag, particle detachment or breakage. It is for these reasons that it becomes all
the more important to understand this phenomenon quantitatively for the better design
of flotation devices.
5.3.1 Theory
The energy is distributed at different scales in turbulence. These scales are characterised
by eddies which can be understood as some kind of a localised swirling motion. Eddies
overlap in space with the larger ones carrying the smaller. The most widely accepted
theory of turbulence—the cascade theory (proposed by Richardson in 1922)—states that
the turbulent energy is transferred from the larger to the smaller scales of motion through
inviscid processes (Pope, 2000). It is at the smallest scales that it gets dissipated as
heat due to the viscous effects. The smallest scales, known as the Kolmogorov scales,
are inversely proportional to the global Reynolds number. At the Kolmogorov scales, the
Reynolds number based on the eddy sizes is identically equal to one and therefore the
viscous effects dominate.
It is the mean flow field that feeds the turbulence by providing energy to the largest
eddies. The larger eddies are anisotropic in nature as they scale with the size of the
domain and boundaries. They also contain most of the energy at any point of time. The
smaller eddies, on the other hand, have a universal character that does not depend on flow
geometry, but are characterised by the molecular viscosity.
The turbulence spectrum can be divided into three parts at high Reynolds number.
In the order of decreasing eddy size, these three are given as:
• the energy containing range: dominated by production of turbulence
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• the inertial subrange: dominated by transport of energy from large to small scales
• the dissipation range: dominated by high viscous dissipation
5.3.2 Turbulence models
Most of the flows around us, in nature and industries, are turbulent and there is a need
to model that turbulence when simulating such flows. Although the turbulent flow ve-
locity, by nature, is random and unpredictable, its statistics are well behaved and can be
predicted. The Navier–Stokes equation, or the momentum equation, contains the infor-
mation about all scales of motion in a turbulent flow because turbulence is a continuum
phenomenon. However, the equation becomes highly sensitive to the perturbations in flow
at high Reynolds number. This is what leads to the chaotic behaviour resulting from such
deterministic equation. The statistics of the flow, however, are still smooth and make the
quantitative prediction possible. This is the basis of the statistical modelling approaches
that have been developed over the period of time for modelling turbulence in single and
multiphase flows. Based on an increasing cost of computation, the turbulence modelling
methods can be listed as follows:
• Zero-equation models
• One-equation models
• Two-equation models (k-ε, k-ω)
• Reynolds stress models
• Probability Density Function (PDF) methods
• Large eddy simulation
• Direct numerical simulation
Except for LES and DNS all other modelling approaches are statistical in nature.
In the statistical methods, the random flow velocity (u) is decomposed into its moving-
averaged mean (U) and fluctuating component (u′) as:
u(x, t) = U(x, t) + u′(x, t). (5.1)
This decomposition, known as the Reynolds decomposition, is substituted into the mo-
mentum equation, which is then averaged to obtain the mean momentum equation (also
known as the Reynolds-averaged Navier–Stokes (RANS) equation or just Reynolds equa-
tion). Unclosed terms known as the Reynolds stresses are generated in the process of
averaging, which need to be estimated in order to solve the flow equations. One of the
first methods, and still widely used, to estimate the Reynolds stresses was the turbulent
viscosity hypothesis proposed by Boussinesq (Pope, 2000). It states that the Reynolds
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stresses are proportional to the mean rate of strain, with the constant of proportionality
known as the eddy (or turbulent) viscosity, analogous to the molecular viscosity.
Zero-equation models for turbulence use an algebraic relation to estimate the eddy
viscosity in terms of the mean flow quantities. Turbulence is non-local in space and time
and has a long memory. Behaviour at some point can be influenced by flow at some other
point in the past, and in fact the turbulent features can travel as long as 30 times the
size of the domain before dying away (Wilcox, 1998). Therefore transport equations for
turbulence scalar fields need to be solved to capture this non-locality effect.
Based on dimensionality arguments, the eddy viscosity can be estimated using a length
and a time scale of turbulence. One equation models are usually incomplete as they solve
for the transport of only one of these scales in turbulence, through the turbulent kinetic
energy (TKE), and the other scale (usually the lengthscale) is determined by relating it
to some characteristic dimension in the flow. Spalart-Allmaras model is the only complete
one-equation model that solves for the transport of the eddy viscosity directly. However,
this model generally applies to transsonic aerodynamic flows involving separation on the
wings (Wilcox, 1998).
On the other extreme of the list of turbulence models, is the most accurate turbulence
modelling approach—DNS. This modelling technique, which solves the Navier–Stokes
equation for the instantaneous velocity field for one realisation of the flow, is conceptually
the most simple modelling method for modelling turbulence. However, since it resolves
all spatial and temporal scales, it becomes extremely expensive for high Reynolds num-
ber flows (cost ∝ Re3). This method is useful for investigating turbulence phenomenon
for low to moderate Reynolds number flows but can not be used for modelling industrial
scale multiphase problems tractably. It has been found that in DNS almost 99% of the
computational power is spent in resolving dissipative scales, which, to a large extent, are
isotropic. It is only the large energy-containing scales that are anisotropic and require re-
solving. This is what gives LES its power. In LES, the large-scale features are computed
whereas the small-scale (or sub-grid scale) motions, which are isotropic and universal, are
modelled.
PDF methods model the evolution of one-point one-time joint PDF of velocity and
some other turbulent quantity. These methods have found popularity recently in modelling
turbulent reactive flows as then there is no need to model the reaction separately.
In RSM, modelled transport equations for the Reynolds stresses are solved to close
the mean velocity equation, and therefore the eddy viscosity hypothesis is not assumed in
these models. For general anisotropic turbulence, there are six independent components of
the Reynolds stress tensor and hence seven equations for turbulence have to be solved in
addition to the mean momentum equation. The seventh equation solves for the turbulent
dissipation rate for estimating the length or time scale of turbulence. RSM can account
for strong streamline curvatures and rigid body rotations unlike the turbulent viscosity
models.
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The class of two-equation models consist of methods such as the k-ε and k-ω models.
The k-ε equation is the most widely used turbulence model in the research community, for
the reason that it is the simplest complete model and has the broadest range of applica-
bility. It was chosen to model turbulence in the continuous phase in the two-phase bubble
column in this work. Zero-equation models were nor selected as they are incomplete and
just estimate the eddy viscosity for closing the mean momentum equations. These models
do not tell much about the turbulence in the system, which was needed in the closure
models for inter-bubble and particle–bubble interactions. One-equation models also suffer
from the limitation of being incomplete and still need some information about the length-
scale of turbulence using mean flow quantities. This limits their application to very well
understood systems and were not applicable to the bubble column simulations. RSM and
other expensive methods, on the other hand, were not chosen as they are computationally
more demanding than the k-ε model. Tabib et al. (2008) concluded that the RSM and LES
models provided very little benefit in terms of solution accuracy compared to the added
cost they required. Therefore, k-ε model was an obvious choice to model turbulence in
the polydispersed bubble/flotation column in a tractable way in this work due to its high
physics-capturing capacity to cost ratio.
5.3.3 k-ε turbulence model
As it has already been discussed, statistics of the turbulent flow quantities are smooth,
which allows for the quantitative predictive analysis of such flows. Reynolds (or Eulerian)
time-averaging operation is defined as:
〈g(x, t)〉 = 1
T
∫ t+T/2
t−T/2
g(x, t˜) dt˜, (5.2)
where g(x, t) is the turbulent field being time-averaged and T is the time period of aver-
aging. T is large enough to smooth out the fluctuations in the turbulent quantities, but
small enough to prevent averaging of the bulk flow transients.
The k-ε turbulence model solves the RANS equation with the Boussinesq closure
specifying the eddy viscosity in terms of the TKE (k) and dissipation (ε). The multiphase
version of these equations solved in this work are presented in the following sections.
RANS equation
As derived in Ishii and Hibiki (2010), the Reynolds-averaged Navier–Stokes equation for
multiphase flows can be written as:
αiρi
∂Ui
∂t
+ αiρiUi · ∇Ui = −αi∇P + αiρig +∇ · [αi(τ i + τRi )] + fi, (5.3)
where Ui is the mean velocity, P is the mean pressure, τ i is the mean shear stress tensor,
τ
R
i is the Reynolds stress tensor, and fi is the sum of all interphase forces on phase i.
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Ishii and Hibiki (2010) derived the above equation using Reynolds time averaging only,
performed at a point location in space. There was no spatial averaging as used in the
previous chapter for deriving the laminar multiphase momentum equations (see Equation
(4.1)). A phase density function Mi was defined by them, which was equal to one for
the phase i and zero otherwise. The definition of the volume fraction resulted from the
Reynolds time averaging of Mi at a point location, which was same as the ratio of the
time the given phase spent at the point location to the total time window considered.
Weighted average of a function F was defined with respect to the weight w as 〈wF 〉/〈w〉,
which led to the definition of phase average (w = Mi) and mass weighted average (w = ρ).
In the above multiphase RANS equation, the mean velocity is a mass-weighted average,
and mean pressure and shear stress are phase-averaged quantities. This kind of averaging
prevents any statistics of the volume fraction from appearing in the mean equations. The
fluctuations in the physical quantities were defined with respect to the above definitions
of the mean values.
The mean shear stress tensor is given as:
τ i = µi
(
∇Ui + (∇Ui)T
)
+ Dinterf , (5.4)
where the first part on the RHS is the bulk deformation tensor and the second part is
the interfacial extra deformation tensor (∼ ∇αc), which was neglected in the present
model. Since the overall (effective) viscosity (molecular + turbulent) in the above mean
momentum equation was not homogeneous, it was necessary to use the partial-stress form
here, unlike Equation (4.3).
The interphase force fi appears in the above time-averaging due to the discontinuities in
the phases generating extra terms when the average of the derivative is transformed to the
derivative of the average. This term contains the contribution of the usual interphase forces
(such as drag, lift, virtual mass, and the turbulent dispersion force) and the contribution
due to the interfacial pressure and interfacial shear stress terms. The interfacial pressure
term (which is very small in most cases) was zero due to the assumption of a common
pressure field, and the interfacial shear stress term (∼ ∇αi) was neglected. The turbulent
dispersion force originates from the continuous phase velocity fluctuations affecting bubble
motion. The applicability of this term, written as 0.1ρckc∇αd, is still doubtful (Ishii and
Hibiki, 2010) and was not considered in the present formulation.
The non-linear convective term in the momentum equation gives rise to the Reynolds
stress tensor τ
R
i . It is symmetric and positive definite, and is responsible for applying the
effect of turbulent fluctuations on the mean flow. The mean continuity equation is given
as:
∂αi
∂t
+∇ · (αiUi) = 0. (5.5)
The RANS equations for the different phases are unclosed and the unknown Reynolds
stresses need to be determined to be able to solve the equations. The k-ε model makes
use of the turbulent viscosity hypothesis introduced by Boussinesq to model the Reynolds
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stress tensor as:
τ
R
i = −ρi〈u′iu′i〉 = µT,i
(
∇Ui + (∇Ui)T
)
− 2
3
kiρiI, (5.6)
where µT,i is the dynamic eddy viscosity of the phase i and k is the turbulent kinetic
energy. the eddy viscosity hypothesis has been shown to be valid for the multiphase flows
too (De Bertodano et al., 1994). TKE is the mean kinetic energy per unit mass in the
fluctuating velocity, given as:
k =
1
2
〈u′ · u′〉. (5.7)
The k-ε model estimates the eddy viscosity as:
µT,i = ρiCµ
k2i
εi
, (5.8)
where Cµ is a model constant and εi is the turbulent dissipation rate per unit mass (or
simply dissipation). It must be noted that the eddy viscosity is a scalar here representing
the isotropic viscosity, and the k-ε equations are not able to model the anisotropic effects
in turbulence. Dissipation rate quantifies the dissipation of the turbulent kinetic energy
at small scales and is given as:
εi =
(
2µi
ρi
)
〈si · si〉, (5.9)
where si is the fluctuating rate of strain tensor given as:
si =
1
2
(
∇u′i + (∇u′i)T
)
. (5.10)
It can be seen from Equation (5.9) that dissipation is the work done by the velocity shear
due to turbulent fluctuations against the fluid molecular viscosity. Experiments show that
this dissipation increases with an increase in the Reynolds number and is higher for smaller
scales, which is in line with the cascade theory. Interfacial mass transfer was not present
and the terms associated with it were not considered in the above formulation.
k and ε equations
Evolution of all statistical correlations in turbulence can be derived from the Navier–Stokes
equation. Jones and Launder (1973) developed the standard form of the k-ε model that
has been used in this work, after making modifications for multiphase flows.
Transport equation for the turbulent kinetic energy, k, for multiphase flows, is given
as:
αiρi
∂ki
∂t
+ αiρiU · ∇ki = ∇ ·
(
αi
(
µi +
µT,i
σk
)
∇ki
)
+ αiτR : ∇U− αiρiεi + Πk, (5.11)
The terms on the right hand side include: diffusion of k, production of k from mean shear,
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destruction of k, and the interphase term. σk is the turbulent kinetic energy Schmidt
number. The second half of the diffusion term in this equation appears from a gradient
diffusion closure model applied to close triple velocity correlation terms and the correlation
of coupled pressure and velocity fluctuations in the exact k equation. The TKE is produced
through the action of mean velocity gradients working against the Reynolds stresses to
extract the kinetic energy from the mean flow into the fluctuating component of the
velocity field.
The transport equation for ε is determined using an empirical approach rather than
exact. The exact equation for dissipation relates to processes in the viscous regime. Vis-
cous dissipation of energy at smaller scales may indicate the dependence of ε on viscosity
but the experiments have shown that the dissipation is independent of viscosity at high
Reynolds number. This makes sense as the energy being dissipated at small scales is
approximately equal to the energy that entered the turbulence at larger scales from the
mean flow (as per cascade theory). A modelled transport equation for ε is therefore used,
which for phase i can be written as:
αiρi
∂εi
∂t
+αiρiU·∇εi = ∇·
((
αiµi +
µT,i
σε
)
∇εi
)
+Cε1
(
εi
ki
)(
αiτR : ∇U
)−Cε2αiρi ε2i
ki
+Πε.
(5.12)
The terms on the right hand side include: diffusion, production from mean shear, destruc-
tion of ε, and the interphase term. The diffusion term here, like in k equation, is a result
of a closure approximation using the gradient diffusion hypothesis. This approximation in
the k and ε equations ensures that these fields are mathematically smooth and the BCs
for both fields can be specified at all boundaries. The model constants given by Launder
and Sharma (1974) for the standard k-ε model were used in this work. These constants
are listed in Table 5.1.
Table 5.1: Model constants in the standard k-ε model given by Launder and Sharma
(1974).
Cµ 0.09
Cε1 1.44
Cε2 1.92
σk 1.0
σε 1.3
Πk and Πε in Equations (5.11) and (5.12) include all interphase interaction terms. In
order to model the effect of the dispersed phase wake on the continuous phase turbulence,
particle-induced turbulence terms are sometimes added as production terms in the k and
ε equations. It is commonly believed that the energy lost by the dispersed particles due
to drag goes in to the continuous phase TKE (Kataoka and Serizawa, 1989; Rzehak and
Krepper, 2013). On the other hand, some add an extra term to the effective viscosity
of the continuous phase as a contribution towards turbulence from the dispersed phase
(Sato et al., 1981). All terms appearing in the k and ε equations due to interphase
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interactions were neglected in this model, same as Ranade (1997), Pfleger et al. (1999)
and Buwa and Ranade (2002). Transport equations for the TKE and dissipation provided
an estimate for the eddy viscosity, which was then used to calculate the Reynolds stresses
using Equation (5.6), thereby closing the RANS equation.
5.3.4 Wall effects
Walls are important when it comes to modelling turbulence, because in wall-bounded flows
maximum turbulence activity is noticed in the near-wall region with large values for TKE
and dissipation, and large anisotropies. Turbulence production is also generally seen to
peak close to the wall. In the immediate vicinity of the wall, the mean flow gradients
are large and the overall shear stress gets most of its contribution from the viscous shear
stress (the contribution of the Reynolds stress being negligible). The standard equations
of turbulence are therefore not valid in the near-wall region (also known as inner layer)
and the model needs modification. There are usually two ways to handle this issue. It is
through the use of a low Reynolds number (low-Re) modification and through the use of
wall functions.
In the low-Re model, the dissipation equation is modified in the near-wall region to
take care of the viscous effects. The eddy viscosity relation, Equation (5.8), is also damped
along with the terms in the dissipation equation. However, a downside of this model is
that the mesh needs to be refined in the near-wall region to resolve the large gradients
in k and ε values. At high Reynolds number the boundary layer can be very thin (Pope,
2000) making the simulations extremely expensive.
Wall functions are semi-empirical relations that model the flow in the near-wall region,
where it is not fully turbulent. Wall functions are preferred over the low-Re model for
high Reynolds number flow as the boundary layer need not be resolved in the former. In
the wall function approach, ‘law-of-the-wall’ is used for modelling the mean velocity in the
inner layer. The inner layer, where turbulence equations are not valid, can be subdivided
into the viscous sublayer, the buffer layer and the log-law layer, respectively. The law-of-
the-wall uses semi-empirical relations to fit the velocity profiles (as a function of the wall
distance) in these three regions—a linear profile in the viscous sublayer and a logarithmic
profile in the log-layer. When using wall functions, the TKE transport equation is solved
in the whole domain, including the near-wall region and a homogeneous Neumann BC is
applied on the walls. In the near-wall region, the production to dissipation ratio is taken
as one (as seen from experiments) and this is then used to calculate the production term
in the equation for k. Dissipation is calculated using an empirical relation as well.
In the present work, however, no wall model was used as most of the production
occurred in the interior parts of the column due to the strong circulation in the continuous
phase. This is discussed further and shown in Section 5.8 later.
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5.3.5 Implementation in Fluidity
The final term −(2/3)kiρiI in the Reynolds stress expression in Equation (5.6) is not im-
plemented in the mean momentum equation (Equation (5.3)) in Fluidity and the pressure
field tries to adjust itself to take this effect into account. This is perfectly fine for single
phase flow but for two phases with a common pressure field, there can not be a single
pressure field that will satisfy both phase momentum equations as the difference term
−(2/3)kρ will be different for the two phases. This can lead to divergence. Fortunately, in
the range of parameters used in the simulations in this work, this error term was less than
1% of the static pressure value and could be safely neglected. A separate pressure field
for each phase will have to be used, in case the error associated with the above difference
is significant.
In the absence of the above discussed difference term in the Reynolds stress expression,
the RANS equation has the same form as the Navier–Stokes equation with the molecular
viscosity replaced with the effective viscosity in the stress term; the interphase drag force
still uses the molecular viscosity though. The RANS equation solved in Fluidity is given
below:
αiρi
∂Ui
∂t
+ αiρiUi · ∇Ui = −αi∇P + αiρig +∇ ·
(
αiµeff,i
(
∇Ui + (∇Ui)T
))
+ fmean,i,
(5.13)
where µeff,i is the effective viscosity for phase i given by:
µeff,i(x, t) = µi + µT,i(x, t). (5.14)
Fluidity was modified to allow mixed discretisations for velocity and turbulence fields
(DG for velocity and CV for k and ε) as a part of this work. The eddy viscosity, which
was calculated on a continuous mesh, was projected to a discontinuous mesh to be used
in the mean flow equation. The gradient of the discontinuous velocity field, needed in the
calculation on the production term in k and ε equations, was calculated using two different
methods—the quadrature point method and using the Bassi–Rebay method (Bassi et al.,
2005). The implementation of the production term, on the P1 mesh, in the k and ε
equations was verified using the method of manufactured solutions (MMS) (Roache, 2002).
The velocity field was specified on the P1DG mesh for the two test cases: (a) u = (x, y)
and (b) u = (2y, x2). The production term, calculated analytically for the above two
cases for α = 1, µT = 1 and k = 0, was 4 and 4(x + 1)
2, respectively. Comparing the
two gradient calculation methods against the analytical solution for the two test cases (a)
and (b), the results were found to be the same using both gradient calculation methods.
The quadrature point approach was, therefore, adopted in this work. The quadrature
point values were then projected on the nodes of the continuous mesh using the Galerkin
projection method. To maintain positivity and stability, the production term was applied
as a source in the k and ε equations whereas the destruction term, which is always negative,
was applied as absorption (Patankar, 1980). Numerically it is always effective to have a
large absorption coefficient as it supports convergence through under-relaxation.
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5.4 Buoyancy modelling
The gravity source term in the momentum equation modified the pressure field by adding
a hydrostatic component in it. Since a common pressure field was used in this model, this
pressure applied a differential force of the air bubbles causing them to rise. Buoyancy,
which is a physical manifestation of hydrostatic pressure, was therefore applied on the air
bubbles through the same pressure field in this work.
5.5 Bubble breakage and coalescence
5.5.1 Bubble breakage
Breakage of bubbles has been widely studied and plenty of literature is available on this
topic (Jakobsen et al., 2005). The most widely accepted theory states that the bubble
breakage phenomenon is characterised by a balance between the forces in the liquid try-
ing to deform the bubble and the restoring force due to surface tension (Andersson and
Andersson, 2006). The deforming force in the liquid is caused by turbulent fluctuations
in the flow. Almost all of the models for turbulent breakage start with the premise that
the interaction between the turbulent eddies and the bubbles is what causes the breakage
of bubbles. Eddies of the same order as the bubble size cause breakage. Those that are
much smaller than the bubbles do not have sufficient energy to break them whereas larger
eddies simply transport the bubbles without causing break-up (Prince and Blanch, 1990).
The discussion on bubble breakage must begin with the classical works of Kolmogorov
(1949) and Hinze (1955). Their theories define the critical condition for breakage. The
breakage criterion can be given in terms of the Weber number, which is the ratio of the
turbulent disruptive forces to the resistive surface tension:
We =
ρcu
2
t ξ
σ
, (5.15)
where ρc is the continuous phase (liquid) density, ut is the root mean square (RMS)
fluctuating velocity of the turbulent eddies responsible for bubble breakage, ξ is the bubble
diameter and σ is the surface tension of the liquid. If the bubble size is comparable to
a length scale in the inertial subrange of turbulence, the RMS velocity fluctuation of the
eddies can be written as:
ut = C(εξ)
1/3, (5.16)
where ε is the turbulent dissipation rate and C is a constant that is approximately equal
to 2 (Batchelor, 1951). Turbulence is assumed to be isotropic and homogeneous here
(Batchelor, 1953). There is a maximum stable diameter associated with bubbles suspended
in a turbulent continuum and the critical Weber number (WeC) corresponding to this
maximum bubble size has been found to lie in the range 1–5 (Rigby et al., 1997).
Discussion on bubble breakage is not complete with the definition of the critical Weber
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number only. The critical Weber number just tells if the energetic eddies are available to
break the bubbles. The bubbles still need to come in contact with the energetic eddies
and spend sufficient time with them for that energy transfer to take place. Breakage rate
is what takes all these effects into account.
Coulaloglou and Tavlarides (1977) modelled the rate of breakage of liquid droplets, in
a turbulent agitated system, as a product of the inverse of the characteristic time required
for breakage to occur and the fraction of drops undergoing breakage. Their fundamental
assumption was that the fraction of drops breaking is equal to the fraction of eddies
available with enough energy to cause breakage. Since larger eddies end up transporting
the dispersed particles, only the eddies equal to or smaller than the dispersed particle
were considered when calculating the fraction. Kolmogorov’s -5/3 energy spectrum was
assumed (for isotropic turbulence) and the dispersed particle size was assumed to lie within
the inertial subrange. The drop breakage rate was therefore obtained as:
a(ξ) = K1ξ
−2/3ε1/3 exp
[
− K2σ
ρdε2/3ξ5/3
]
, (5.17)
where ρd is the dispersed phase (drop) density and K1 and K2 are two dimensionless
constants. Liquid–liquid and liquid–gas dispersed systems behave in a similar way as long
as the breakage rate model is concerned (Coulaloglou and Tavlarides, 1977). Hence the
above expression can be used for modelling bubble breakage in bubble columns.
However, Prince and Blanch (1990) reported that the breakage rate expression above
in Equation (5.17) under-predicted the phenomenon. Prince and Blanch (1990) proposed
an expression for the breakage rate of bubbles as the product of the collision rate between
the bubbles and eddies, and the breakage probability. It is given as:
a(ξ) =
∑
e
θbe
nb
exp
(
−ucr,b
2
ut,e2
) . (5.18)
where θbe is the collision rate between turbulent eddies of size de and bubbles of size ξ,
nb is the number concentration for the bubbles, ucr,b is the critical RMS eddy fluctuating
velocity needed to break the bubbles calculated using the critical Weber number concept
and ut,e is the fluctuating velocity for eddy e. The summation is over all eddies e in the
inertial subrange and the assumption of isotropic turbulence holds. The collision rate was
calculated by:
θbe =
pi
16
(ξ + de)
2 nbne
(
ut,b
2 + ut,e
2
)1/2
. (5.19)
Here, ut,b is the RMS fluctuating velocity for the bubbles and ne is the number concen-
tration for the eddies. ne was estimated by integrating an expression for the number of
eddies for a range of wave numbers.
Alternate turbulent breakage theories have been proposed, such as the resonance mech-
anism of Sevik and Park (1973) allowing breakage to occur through constant energy ad-
dition into the bubbles. This mechanism allows for weaker eddies to contribute towards
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the break-up as well. However, the inertial subrange models have gained the maximum
attention of researchers.
Most of the previous studies assumed symmetric fragmentation, but Luo and Svendsen
(1996) challenged this assumption and proposed a breakage rate expression for unequal
daughter particles. Their expression has been use to model bubble breakage by many
(Buwa and Ranade, 2002; Chen et al., 2005; Dı´az et al., 2008a; Ekambara et al., 2008;
Sattar et al., 2013; Silva et al., 2012; Yeoh and Tu, 2004). It has also been used in the
modelling of a Denver flotation cell (Koh and Schwarz, 2008). Laakkonen et al. (2006)
proposed a phenomenological model with a ε1/3 dependence on collision rate, similar to
others (Coulaloglou and Tavlarides, 1977; Luo and Svendsen, 1996). The breakage rate
was given by Laakkonen et al. (2006) as:
a(ξ) = C1ε
1/3erfc
(√
C2
σ
ρcε2/3ξ5/3
+ C3
µc√
ρcρdε1/3ξ4/3
)
, (5.20)
where the subscripts c and d have their usual meaning. The constant C1 has dimensions
of L−2/3 as the ξ−2/3 dependence on breakage rate (Equation (5.17)) was not considered
here for physical reasons. It can also be seen that the stabilising effect of viscous stresses
was considered along with the surface tension working against the deforming turbulent
fluctuations. Only the viscosity of the liquid was used in this case, as µc >> µd. The
constants C1, C2 and C3 have to be fitted based on the experiments.
The daughter distribution function b(ξ1|ξ2) for binary breakage of bubbles was given
by Laakkonen et al. (2007) as:
b(ξ1|ξ2) = 1
2
(C4 + 1)(C4 + 2)(C4 + 3)(C4 + 4)
(
ξ1
2
ξ2
3
)(
ξ1
3
ξ2
3
)2(
1− ξ1
3
ξ2
3
)C4
. (5.21)
The expression above does not take the effect of turbulence or any other parameter, other
than the bubble size, into account. It is mathematically well-posed and numerically stable
than the other expressions (Luo and Svendsen, 1996). C4 is a constant that can be
calculated by using the properties of daughter distribution function, as given on Page 63.
Buffo et al. (2013a) reported promising results for modelling bubble columns through
the use of the breakage and coalescence kernels of Laakkonen et al. (2006). Hence, the
same kernels were used to model bubble breakage in this work, using Equations (5.20) and
(5.21) for the breakage rate and the daughter distribution function, respectively.
5.5.2 Bubble coalescence
Coalescence is considered more complex than breakage because it not only involves the
interaction between bubbles and liquid, as in breakage, but also between different bubbles.
Coalescence is generally modelled as a three step process. The first step is the bubble
collision, followed by drainage of the liquid trapped between the two bubbles, and finally
the rupturing of the film between the two bubbles after it reaches a critical thickness
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resulting in a coalesced bubble (Prince and Blanch, 1990). The bubble collision is primarily
characterised by the liquid flow. The last two steps depend on the contact time between
bubbles. Mostly, coalescence is modelled as a binary process because in low to moderate
bubble concentrations the probability of more than two bubbles coalescing is extremely
small (Ramkrishna, 2000).
Based on the above mechanism of coalescence, the coalescence rate is written as a
product of the collision frequency and the coalescence efficiency (or probability). Prince
and Blanch (1990) modelled coalescence in an air-sparged bubble column considering bub-
ble collisions due to turbulence, buoyancy and laminar shear. The expression for turbulent
collision rate given was the same as Equation (5.19), replacing the eddy with the second
bubble. Eddy motion on the scale of bubble size affects relative bubble motion whereas
the larger eddies simply transport the bubbles in groups causing no collision. Isotropic
turbulence and inertial subrange assumptions are also applicable here and therefore the
turbulent velocity fluctuations were given by Equation (5.16). The bubble collision rate
obtained by Prince and Blanch (1990) was given as :
θT12 = 0.089pin1n2ε
1/3 (ξ1 + ξ2)
2
(
ξ1
2/3 + ξ2
2/3
)1/2
, (5.22)
where n1 and n2 are the number concentrations of the colliding bubbles of sizes ξ1 and
ξ2 respectively. Buoyancy driven collision is caused when bubbles of different sizes rise at
different rates causing collision. It was given as (Prince and Blanch, 1990):
θB12 =
pi
16
n1n2 (ξ1 + ξ2)
2 (ur1 + ur2) , (5.23)
where ur is the rise velocity of the bubble which can be expressed as a function of bubble
size (Clift et al., 1978). Laminar shear is dominant for high superficial gas velocities
(>4 cm s−1) when a gross circulation pattern is developed in the liquid flow leading to
strong velocity gradients in the radial direction. The contribution to collision rate due to
laminar shear was given as (Prince and Blanch, 1990):
θLS12 =
1
6
n1n2 (ξ1 + ξ2)
3
(
d|uc|
dr
)
, (5.24)
where uc is the liquid velocity and r is the perpendicular coordinate to the liquid velocity.
The coalescence kernels of Prince and Blanch (1990) have been used by many for mod-
elling bubble coalescence in a partially aerated bubble column (Buwa and Ranade, 2002;
Ekambara et al., 2008; Silva et al., 2012; Yeoh and Tu, 2004).
As discussed earlier, the coalescence efficiency is multiplied to the bubble collision
rate to obtain the overall coalescence rate. The coalescence efficiency is characterised by
a comparison between film drainage time, td, and the time for which bubbles remain in
contact (interaction time tin), before disturbed by another eddy. Coalescence is successful
if the latter time is larger than the former. Coulaloglou and Tavlarides (1977) proposed
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the following expression for the coalescence efficiency:
η(ξ1, ξ2) = exp
(
− td
tin
)
(5.25)
and Prince and Blanch (1990) substituted the values of td and tin for mobile interfaces to
get:
η(ξ1, ξ2) = exp
−K3 ρ1/2c ε1/3
σ1/2
(
ξ1ξ2
ξ1 + ξ2
)5/6 . (5.26)
This expression for the coalescence efficiency has been used by many (Chen et al., 2005;
Dı´az et al., 2008a; Sattar et al., 2013) to model coalescence in bubble columns. Laakkonen
et al. (2006) on the other hand assumed the coalescing bubble interface to be immobile
and obtained the following expression for the coalescence efficiency:
η(ξ1, ξ2) = exp
[
−C6µcρcε
σ2
(
ξ1ξ2
ξ1 + ξ2
)4]
. (5.27)
Considering only turbulent collisions, Laakkonen et al. (2006) used the following ex-
pression for the overall coalescence rate in their agitated reactor simulations:
β(ξ1, ξ2) = C5ε
1/3 (ξ1 + ξ2)
2
(
ξ1
2/3 + ξ2
2/3
)1/2
η(ξ1, ξ2). (5.28)
This expression was reported to produce reasonable results for bubble column simulations
by Buffo et al. (2013a) and hence was adopted in this research.
Other coalescence mechanisms have been proposed, such as wake entrainment (Ishii
and Hibiki, 2010; Wu et al., 1998) where a bubble in the wake of another accelerates and
collides with the first, but the mechanism of turbulent collision (Prince and Blanch, 1990)
discussed above has been used by most as it best explains the coalescence rate in bubble
columns for the range of SGVs and bubble sizes considered here (Liao and Lucas, 2010).
5.6 Modelling equations
Separate momentum equations were solved for the two incompressible phases—water and
air, in addition to a population balance equation for the air (or gas) bubbles. The bubbles
were characterised by their size, which was used as the internal coordinate in the PBE.
The change in bubble size was made possible through coalescence and breakage processes,
based on the kernels that were implemented. The kernels suggested by Laakkonen et al.
(2006) and Laakkonen et al. (2007) were used in the present model, as discussed in Section
5.5. The change in bubble size due to hydrostatic pressure was neglected, as no significant
variation has been observed in experiments (Buffo et al., 2013a). However, if needed, this
effect can be easily incorporated through a growth term in the PBE, the growth rate being
a function of the pressure field. The source terms in the PBE were evaluated at the mesh
nodes instead of the quadrature points to prevent spatial interpolation errors, as discussed
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on Page 73 in Chapter 3. The spatial interpolation errors associated with projecting the
quadrature values to the mesh nodes were particularly prominent for the current problem,
due to the discontinuity in the weights and the weighted-abscissas at the inlet at t = 0.
The large discontinuity necessitated this evaluation of the source terms at the node points.
Since the source terms in the PBE scalar equations are a function of the abscissa values,
they were sometimes implemented as S = Sc + Spcp, according to Patankar (1980), i.e.
the negative source terms were implemented as absorption to prevent non-positive values
of the scalar c. The Schiller–Naumann drag force correlation was used in the interphase
drag term, for the reasons discussed in Section 5.2 and in the previous chapter on laminar
multiphase flows. The viscous and Newton’s regimes were prominent in the present work
and the chosen drag coefficient has been developed for these regimes. At higher SGV
values the column may operate in a churn turbulent regime (> 30% gas holdup) or a
slug glow regime (with spherical cap-shaped bubbles) and the Schiller–Naumann drag
coefficient may not be suitable (Ishii and Hibiki, 2010). Since the drag force correlations
are developed from experiments on single particles, they are modified for use in dispersed
flow problems either through the modification of the continuous phase viscosity in the
expression for Red or through an explicit function of the dispersed phase volume fraction
modifying the single-particle drag coefficient (Ishii and Hibiki, 2010). No modification of
the viscosity of the continuous phase was considered in the present work but the effect of
the dispersed phase volume fraction was included in the expression for the drag force as
shown in Equation (4.6). Lift and virtual mass forces were neglected.
The k-ε turbulence model was applied to the continuous (water) phase only. The
turbulent dissipation value obtained from this model was then used in the breakage and
coalescence source term closures in the PBE. It was reasonable to neglect the turbulence in
the gas phase as the eddy viscosity for the gas phase comes out to be generally two–three
orders of magnitude (∼ ρd/ρc) smaller than the liquid phase eddy viscosity in the bubble
columns. Pfleger and Becker (2001) and Bhole et al. (2008) also modelled the turbulence in
the continuous phase only, modelling the dispersed phase as laminar. Buffo et al. (2013a)
used the same approximation of neglecting gas phase turbulence while modelling the ‘thin’
bubble column with the same dimensions as this work, obtaining a good match with the
experiments. Sanyal et al. (1999) and Pfleger et al. (1999), however, used an analytical
expressions to calculate the dispersed phase eddy viscosity in terms of the continuous phase
eddy viscosity. However, it was numerically verified, by using both zero and two-equation
models for gas phase turbulence in this work, that neglecting the gas phase turbulence
had no effect on the overall simulation results.
The overall coupling of the model equations is illustrated in Figure 5.3. It must be
noted that the words air, gas and dispersed phase, will be used interchangeably in the
context of this chapter. The interphase mass transfer was assumed to be zero in the
model and evaporation was neglected.
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Figure 5.3: Summary of the model implemented in Fluidity for simulating a 2D
two-phase bubble column. The coupling between the various partial differential
equations is shown.
5.7 Simulation setup
Dı´az et al. (2008b) conducted experiments on a ‘thin’ rectangular bubble column made
up of polymethyl methacrylate (PMMA) measuring 20 cm x 45 cm x 4 cm by sparging air
at the bottom, as shown in Figure 5.4. The aluminium sparger, with dimensions 0.6 cm
x 1.8 cm, consisted of eight holes of 1 mm diameter each and a pitch of 6 mm. In order
to validate the current polydispersed multiphase flow model, shown in Figure 5.3, Dı´az’s
experimental column was approximated with a 2D column and was simulated in Fluidity
with a 2 cm sparger placed symmetrically at the base of the column. It was reasonable
to approximate Dı´az’s thin column with a 2D column as the z velocity component (w) is
much smaller that the x and y components (i.e., w << u and w << v). Considering u
and v to be symmetric about the centre plane perpendicular to the z-axis, the gradient
of velocity in the z-direction is zero at that plane. Hence the dependence of the fluid
flow equations on the z-coordinate can be neglected if we are interested in estimating the
flow at the centre plane. Other than Dı´az et al. (2008b), Pfleger et al. (1999), Buwa and
Ranade (2002) and Buffo et al. (2013a) also conducted experiments on a similar column
as measuring the flow properties was easier for this ‘thin’ column.
5.7.1 Boundary conditions
Table 5.2 shows the boundary conditions for the velocity, pressure and volume fraction
fields that were used while modelling the bubble column. The liquid phase was allowed to
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Figure 5.4: Experimental column of Dı´az used in this work for model validation (image
taken from Dı´az et al. (2008a)).
recirculate in the column with the water velocity specified to be zero at the inlet, strictly.
Air, on the other hand, was allowed to enter from the inlet with the flux of air volume
fraction specified at the inlet. The SGV was used to calculate the inlet flux using:
gas flux =
(
Across-section
Asparger
)
SGV, (5.29)
where, for the 2D column, Across-section and Asparger were equal to 20 cm and 2 cm, respec-
tively. A no-slip BC was specified for the air and water velocities at all walls. Air volume
fraction flux was also specified to be zero at all walls. Water was not allowed to leave
from the outlet boundary by specifying a no-normal velocity BC. In order to extract the
air at the outlet, a special absorption BC was applied for the air volume fraction. A large
absorption term in the advection equation for the air volume fraction was implemented
as:
∂αd
∂t
+∇ · (αdud) + σabsαd = 0, (5.30)
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where σabs is the absorption that was set equal to a very high value close to the outlet
and zero otherwise:
σabs =

10, 000 if y ≥ 0.45,
0 otherwise.
(5.31)
The large absorption term, in conjunction with a fully-implicit time discretisation for the
volume fraction transport equation, ensured that all the air reaching the outlet boundary
was removed from the column. It is always tricky to “correctly” specify the outlet BC for
the gas phase in a multiphase flow problem (Prosperetti and Tryggvason, 2007) and after
trying various options, the above outlet BC was seen to give the expected result for the
bubble column in this work. Dı´az et al. (2008a) used a degassing BC at the column outlet,
which is provided by Fluent. This BC specifies the outward flux of the gas phase equal
to the value calculated at a cell below the outlet. Buffo et al. (2013a), however, used a
zero gradient BC in their bubble column simulation. The zero gradient BC was found to
be unstable for the current framework. Ranade (2001) provides a detailed discussion on
the outlet BC for the gas phase in the context of bubble columns. Since a zero inlet air
velocity was used, the gas phase was allowed to accelerate due to pressure difference to
attain its terminal velocity. However, for large SGVs the bubble volume fraction exceeded
one because of this unreal zero air velocity at the inlet and a small negative ‘sinking
velocity’ had to be applied above the inlet in some cases to artificially convect the bubbles
faster.
Table 5.2: BCs for the velocity, pressure and volume fraction fields in the bubble
column simulation. n here denotes the normal coordinate.
Boundary Water velocity Air velocity Pressure Air volume
fraction
Inlet
(sparger)
vc=0 vd=0 (weak)
∂p
∂n
= 0 flux specified
Walls no slip (weak) no slip (weak)
∂p
∂n
= 0 no flux
Outlet vc=0 (weak) vd=0 (weak) p = 0 at coordi-
nate (0,0.45)
∂αd
∂n
= 0 with
large absorption
A zero turbulent kinetic energy was specified at all walls, strictly, whereas a homo-
geneous Neumann BC was specified for k at the column inlet and outlet. Various inlet
BCs, such as k = 0, ∂k/∂n = 0 and k = kin (based on 5% turbulent intensity) were tried
for the turbulent kinetic energy and all gave the same result for the current setup. A
homogeneous Neumann BC was applied to the turbulent dissipation at all boundaries.
For the gas phase PBE, since the number of quadrature points in the DQMOM as-
sumption, N , was taken as 2, there were four unknowns (two weights and two weighted-
abscissas) in the DQMOM transport equations (see Equation (3.13)). A no-flux BC was
applied to the side walls of the column for these four PBE scalars. A homogeneous Neu-
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mann BC was applied at the outlet, similar to the backward facing step in the previous
chapter. At the inlet of the column, the incoming bubbles were assumed to be distributed
normally with a standard deviation equal to 16% of the mean (Buffo et al., 2013a; Laakko-
nen et al., 2007). Log-normal distribution has also been used by others to approximate
the bubble NDF at the inlet (Buffo et al., 2013a). The dependence of the bubble NDF
on the sparger hole size, superficial gas velocity and the fluid properties has been studied
recently (Hur et al., 2013). However, no such dependence was considered in the present
work. With the definition of the SMD, the relation between the third moment and the
bubble volume fraction, and the above two assumptions about the inlet bubble distribu-
tion, the four unknown moments, and therefore the DQMOM scalars—w1, w2, ς1 and
ς2—were calculated. The following system of coupled equations was solved for the inlet
values of m0, m1, m2 and m3:
m2 = m0
[
m21 + (s.d.)
2
]
, (5.32a)
m3 = m0 m1
[
m21 + 3(s.d.)
2
]
, (5.32b)
s.d. = 0.16 d32, (5.32c)
m3
m2
= d32 (5.32d)
and
m3 = αd
(
6
pi
)
, (5.32e)
where d32 and αd are known. The PD algorithm was then applied to obtain the weights
and abscissas in the DQMOM approximation. At the inlet, a 5 mm average bubble diam-
eter along with a volume fraction of 0.14 gave the four unknowns as w1 =1.158 391× 106,
w2 =1.158 391× 106, ς1 =4.560 935× 103, and ς2=6.414 361× 103. The inlet volume frac-
tion is a function of the sparger design and was assumed to be 14% gas in this work for
the calculation of the PBE scalars. For the walls adjacent to the sparger (the lower walls),
a Dirichlet BC was applied for the four PBE scalars corresponding to an average bub-
ble diameter of 1 mm and gas volume fraction of 1.0× 10−7, giving w1 =1.034 281× 102,
w2 =1.034 281× 102, ς1 =8.144 541× 10−2, and ς2=1.145 424× 10−1. A no-flux BC at
the lower walls led to the moment-set getting corrupted causing the scalars to become
non-positive. The Dirichlet BC, however, ensured that the PBE scalars remained posi-
tive. The matrix A in Equation (3.21) became ill conditioned for bubble diameter smaller
than 1 mm and hence the bubbles on the lower-wall boundary were assumed to be of 1 mm
average diameter. Due to the difference in the BCs at the inlet and the lower walls for
the volume fraction field (Neumann) and DQMOM scalars (Dirichlet), the volume frac-
tion calculated using m3 field under-predicted the volume fraction by 50%. It was still
necessary to use a flux-specified BC for the volume fraction field due to physical reasons.
The SMD could only be calculated accurately using the moments due to mathematical
coherence. To ensure that the two methods result in a consistent volume fraction for the
dispersed phase, the volume fraction at the inlet resulting from the flux-specified BC for
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the volume fraction equation can be used as a Dirichlet BC for the moments/DQMOM
scalars. This approach is not quite straightforward from an implementation point of view
and was not considered in the present work.
5.7.2 Initial conditions
Zero velocity for the two phases was assumed initially with an air volume fraction of
1.0× 10−7 everywhere. Since the gas holdup increases as the air flows inside the column,
the water volume goes down with time, but that decrease was not more than 5% for the
maximum gas flow rate in this work. Initial k was taken as 1.0× 10−7 m2s−2 and ε as
1.0× 10−7 m2s−3. The steady state result, however, was found to be independent of the
initial values of k and ε. The PBE scalars were calculated from an initial average bubble
diameter of 1 mm and a gas volume fraction of 1.0× 10−7 with the same two assumptions
about the bubble number density function as discussed in the BCs. The initial PBE scalar
values were therefore identical to the BCs used for the lower walls.
5.7.3 Physical and numerical parameters
The physical parameters chosen in the simulations were as follows: ρc =998.2 kg/m
3,
ρd =1.205 kg/m
3, µc =0.001 Pa·s, µd =1.254× 10−5 Pa·s, σ =72 mN m−1 and g =9.81 m/s2(0,-
1). The subscripts c and d have their usual meanings. The constants C1, C2 and C3 in
the breakage frequency expression, Equation (5.20), were 6.0, 0.04 and 0.01, respectively,
based on the work of Laakkonen et al. (2007). Buffo et al. (2013a) also used the same
values for these constants in their rectangular bubble column simulations. Binary break-
age was assumed in the present work and the value for the parameter C4 in the daughter
distribution function, Equation (5.21), was taken as 2.0, same as Laakkonen et al. (2007).
The value for parameter C5 in the coalescence frequency relation, Equation (5.28), was
chosen to be 0.88. The value of C6 in the coalescence efficiency, Equation (5.27), was
6.0× 109, based on the work of Laakkonen et al. (2006) and Buffo et al. (2013a).
An adaptive time step, with a strict limit on the maximum Courant number of 0.5,
was used. Since the validations were performed using adaptive-mesh simulations, the
CFL criterion needed to be satisfied to ensure stability (due to the non-linear nature of
the equations). The simulations were run until a steady state was reached. For the fixed-
mesh simulations, the steady state criterion was satisfied when the infinity-norm of the
error in the air velocity magnitude had fallen below 1.0× 10−8. A maximum of two Picard
iterations were allowed per time step with a tolerance of 1.0× 10−12 on the infinity norm
of the fields.
The non-linear relaxation parameter θnl in the turbulence equations was taken to be
1, as discussed in Equation (2.17). This allowed for an implicit discretisation of the source
terms in the equations for k and ε, and in the expression for µT . The non-linear relaxation
parameter for the velocities of the two phases was taken as 0.5.
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5.7.4 Numerical discretisations
The P1DG-P2 element pair was used for discretising the velocity and pressure fields, for
the same reasons mentioned in the previous chapter. The advection and diffusion schemes
used here were the same as the BFS simulation (see Table 4.6). A fully-implicit time
discretisation was used, i.e. θt = 1. The P1-P1 element pair for velocity-pressure was
found to be unstable for this bubble column simulation as the air volume fraction became
unbounded and the pressure field diverged. Different combinations for the discretisation
schemes, BCs and numerical parameters was tried, but only the P1DG-P2 pair was found
stable, apart from P0-P1 which, however, was not very accurate. The air volume fraction
was discretised using the CV method, with the dual mesh constructed on a P1 parent
finite element mesh. The first-order upwind scheme was used to discretise the advection
terms. The FE scheme was found to be unstable for the advection terms in the air volume
fraction transport equation. The population balance scalars were also discretised using the
CV method on the P1 parent mesh. All other discretisation options for the above fields
were the same as the ones mentioned in the previous chapter, for BFS simulations. It was
noticed that only the first-order upwind scheme for the convection term was stable and all
other higher-order schemes led to moment corruption, i.e. negative values for the weights
(Marchisio and Fox, 2013). This is in contradiction to the claim made by Buffo et al.
(2013b) that DQMOM does not lead to moment corruption, as discussed previously in
Section 3.3.3. The conservative form of the advection–diffusion equation was used for the
air volume fraction and the PBE scalars, and hence it did not ensure strict boundedness
(LeVeque, 2002; Wilson, 2009). Slight diffusion had to be added sometime to stabilise the
scheme. Both turbulence scalars, k and ε, were discretised using the CV method on a P1
parent mesh. The CG discretisation was found to be unstable for the turbulence scalars.
5.8 Monodispersed bubble column results
Before simulating a polydispersed bubble column, monodispersed bubble column simula-
tions were first performed for a 5 mm bubble diameter to get an understanding the flow
features. The monodispersed column simulations were solved using the Eulerian–Eulerian
flow equations coupled to the k-ε turbulence equations for the continuous (water) phase,
i.e. the model shown in Figure 5.3, except the PBE.
The 2D bubble column was simulated for a SGV of 0.6 cm s−1 on a fixed unstructured
mesh with a characteristic mesh length of 0.005 m (also called FM2 in this chapter) using
Fluidity, and the simulation results were compared to the results obtained using an ANSYS
Fluent simulation on the same mesh. The Reynolds number for the column, Re2D, defined
as (Pfleger et al., 1999):
Re2D =
ρc|ud,CP|bcolumn
µc
, (5.33)
was equal to 1.02× 105, determined ex post facto in this case. The flow is highly turbulent,
if compared to the behaviour of wall bounded flows, such as the flow in a pipe. Here, ud,CP
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is the dispersed phase (air) velocity at the column centre point and bcolumn is the column
width. Figures 5.5–5.10 show a comparison between the results obtained using the two
codes for the following fields: turbulent dissipation, turbulent kinetic energy, turbulent
viscosity, water velocity, air volume fraction and air velocity, respectively. A comparison
of the field contours is shown in (a) followed by a comparison between the two fields at
three different heights in the column, viz. h =0.15 m, 0.225 m and 0.30 m, in (b). All
results are plotted at steady state. The Standard k-ε model was chosen in Fluent with
the turbulence equations being solved for each phase. Standard wall functions were used
in Fluent for the near-wall treatment as explained in Section 5.3.4. All model settings
were the same as for the BFS simulation in Table 4.10, except the following: the phase
coupled semi-implicit method for pressure linked equations (SIMPLE) algorithm was used
for solving the momentum equations, with quadratic upstream interpolation for convection
kinetics (QUICK) discretisation scheme chosen for the advection terms in all equations.
The mass-flow-inlet BC was used at the inlet and a degassing BC was used at the outlet.
The profiles are similar for the results obtained using the two codes, with a better
match in the lower part of the column, as shown by the figures. It is not being claimed
here that Fluent results were correct in this case; the correctness of the results will be
established by comparing the polydispersed model results against Dı´az et al. (2008b)’s
experiments. However, since the model solved in Fluent used wall functions (standard
wall functions of Launder and Spalding (1974)) for modelling turbulence in the near-wall
region as opposed to the simpler BCs implemented in Fluidity, this comparison was used
to establish the appropriateness of the simpler BCs of Fluidity. The agreement between
the Fluent and Fluidity results was decent, as can be seen from the comparison of the
turbulent viscosity profiles in Figure 5.7. The match is superior in the lower parts of the
column as opposed to near the outlet. This can be attributed to the absorption BC for
the air volume fraction, which may have driven the k value to zero at the outlet; the
absorption condition however was needed at the outlet for the simulation to converge, as
discussed previously.
The importance of modelling wall turbulence arises from the fact that in simple wall-
bounded flows most of the turbulence is generated in the viscous flow region near the
wall where mean flow gradients are high, as explained in Section 5.3.4. In the case of the
bubble column, the turbulence production due to the mean shear in the interior parts of
the column dominates the production in the wall viscous regions. This justifies the close
match between Fluidity and Fluent results for the turbulence scalars (Figures 5.5–5.7),
despite of the difference in the treatment of the boundary production.
The steady state flow profiles for water, shown in Figure 5.8, show a recirculation
developed in the column due to the air flow. The water velocity streamlines, plotted in
Figure 5.11, clearly show the left and right circulation zones. There is a very good match
between Fluidity and Fluent in terms of the water velocity at the three heights in the
column, as shown in Figure 5.8(b). It is the bubble plume that drives the liquid up in
the centre that then descends along the side walls, giving the bubble columns a “cooling
tower” flow pattern. This is what gives the bubble columns their mixing nature, making
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them a suitable contender to the impeller-driven reactors.
Figure 5.9 shows a comparison of the air volume fraction profiles, which were much
more ‘diffused’ in the case of Fluidity as compared to Fluent. Experiments of Pfleger et al.
(1999) showed time-averaged volume fractions (also known as local gas holdup) similar to
the ones obtained using Fluidity. The match between air velocity profiles was also a good
one as shown in Figure 5.10.
In the experiments performed by Pfleger et al. (1999), Buwa et al. (2006) and Dı´az et al.
(2008b), an unsteady flow was reported with an oscillating plume of bubbles. However,
in the current simulation using the k-ε turbulence model, steady state flow was obtained
which was similar to time-averaged flow profiles reported by Dı´az et al. (2008a). Many
have claimed to model the unsteadiness in the flow using the k-ε turbulence model cou-
pled to the Eulerian–Eulerian approach (Dı´az et al., 2008a; Pfleger et al., 1999). Fluidity
and Fluent, both produced flow profiles where the oscillating plume became steady as the
simulation progressed. The turbulent viscosity, which was very small to start with, grad-
ually increased as the simulation progressed and kept increasing until everything became
steady. Pfleger et al. (1999) and Sokolichin and Eigenberger (1999) discussed this effect
and concluded that 3D modelling of the columns is necessary to capture the plume oscil-
lations; stating that the 2D models over-predict turbulence to a large extent (5–10 times
higher turbulent viscosity) (Pfleger et al., 1999). As per them, the front and back walls in
the column dampen the overall TKE allowing the 3D model to show unsteady behaviour.
In order to check if the 2D modelling suppressed flow unsteadiness, a 3D column was
simulated in Fluent for the exact same physical conditions and it produced similar results
with a steady double recirculation zone for water. It was therefore decided to simulate
the 2D bubble column as it has been found to model the mean-flow quantities reasonably
(Pan et al., 1999) and can be used for model validation. Oey et al. (2003) discussed the
effect of the discretisation scheme of the convective terms and suggested that lower-order
diffusive schemes, such as the first-order upwind scheme, can cause enough numerical dif-
fusion to suppress the transient terms in the results. However, the QUICK scheme was
used with the 3D model in Fluent and as mentioned above, the unsteady plume could
not be captured. Table 5.3 shows a comparison of the present numerical simulations with
previous studies from literature in reference to the prediction of flow unsteadiness.
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Table 5.3: Comparison of the present simulation behaviour with regards to the
prediction of the plume oscillation with a few previous studies that used the k-ε model
for modelling a rectangular bubble column.
Model description Plume
oscil-
lation
pre-
dicted
Present work (Fluidity 2D) E–E, unstructured mesh, 2D, Π = 0, µT,d =
0, drag: Schiller and Naumann (1935), lift:
no, VM force: no, Discretisations – FE for
space, first-order time, ∆t ≈ 0.0001 s, BC
– velocity: specified at inlet and outlet, vol
frac: flux at inlet and absorption at outlet,
walls: no-slip (weak).
no
Present work (Fluent 2D) E–E, unstructured mesh, 2D, Π = 0, µT,d = 0
evaluated from k-εmodel for dispersed phase,
drag: Schiller and Naumann (1935), lift: no,
VM force: no, Discretisations – QUICK for
space, first-order time, ∆t = 0.01 s, BC –
mass-flow inlet, outlet: degassing, walls: no-
slip for liquid and free-slip for gas.
no
Present work (Fluent 3D) E–E, structured mesh, 3D, Π = 0, µT,d = 0
evaluated from k-εmodel for dispersed phase,
drag: Schiller and Naumann (1935), lift: no,
VM force: no, Discretisations – QUICK for
space, first-order time, ∆t = 0.005 s, BC –
mass-flow inlet, outlet: degassing, walls: no-
slip.
no
Dı´az et al. (2008a) E–E, structured mesh, 3D, Π = 0, µT,d
specified, drag: Grace et al. (1976), lift:
yes, VM force: yes, CFX, Discretisations
– second-order upwind for space, first-order
time, ∆t = 0.025 s, BC – velocity inlet, out-
let: degassing, walls: no-slip for liquid and
free-slip for gas.
yes
Buwa and Ranade (2002) E–E, structured mesh, 3D, Π = 0, µT,d speci-
fied, drag: Tsuchiya et al. (1997) and Schiller
and Naumann (1935), lift: yes, VM force:
yes, Fluent, Discretisations – QUICK + SU-
PERBEE limiter for space, first-order time,
∆t = 0.01 s, BC – velocity inlet, outlet: ve-
locity specified, walls: no-slip.
yes
Pfleger et al. (1999) E–E, structured mesh, 3D, Π = 0, µT,d =
0, drag: constant, lift: no, VM force: no,
CFX, Discretisations – higher-order TVD for
space, first-order time, ∆t = 0.1 s, BC – not
specified in the paper.
yes
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Figure 5.5: Steady state plot of the turbulent dissipation rate for a SGV of 0.6 cm s−1.
Monodispersed 2D model results of Fluidity and Fluent are compared for the fixed mesh
FM2.
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Figure 5.6: Steady state plot of the turbulent kinetic energy for a SGV of 0.6 cm s−1.
Monodispersed 2D model results of Fluidity and Fluent are compared for the fixed mesh
FM2.
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Figure 5.7: Steady state plot of the turbulent viscosity for a SGV of 0.6 cm s−1.
Monodispersed 2D model results of Fluidity and Fluent are compared for the fixed mesh
FM2.
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Figure 5.8: Steady state plot of the water velocity for a SGV of 0.6 cm s−1.
Monodispersed 2D model results of Fluidity and Fluent are compared for the fixed mesh
FM2.
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Figure 5.9: Steady state plot of the air volume fraction for a SGV of 0.6 cm s−1.
Monodispersed 2D model results of Fluidity and Fluent are compared for the fixed mesh
FM2.
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Figure 5.10: Steady state plot of the air velocity for a SGV of 0.6 cm s−1.
Monodispersed 2D model results of Fluidity and Fluent are compared for the fixed mesh
FM2.
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Figure 5.11: Predicted water streamlines at steady state for a SGV of 0.6 cm s−1 using
a monodispersed 2D bubble column modelled in Fluidity.
168 Chapter 5. Bubble columns
5.8.1 Mesh convergence
Mesh convergence analysis was conducted for the bubble column simulations by simulating
the monodispersed problem using four different meshes for a SGV of 0.6 cm s−1. The details
of the four meshes are listed in Table 5.4. These unstructured meshes were produced using
the open-source software Gmsh (Geuzaine and Remacle, 2009) and the FM1 is shown in
Figure 5.12. The gas holdup was analysed as the mesh was refined, as shown in Figure 5.13.
The simulation results have been compared to the experiments of Dı´az et al. (2008b). The
difference between the numerical gas holdup values and the experimental value can be seen
to increase as the mesh is refined, however the difference is just 4% for FM4. Dı´az et al.
(2008b) did not quantify any error in the measured gas holdup. Taking the uncertainties
of the measured gas holdup into account, all the meshes could be giving a reasonable
solution. However, since the refined meshes produce solutions with smaller discretisation
errors, fine meshes were chosen in further simulations. In fact, adaptive meshes were
chosen as they produced better resolved fields (i.e. more accurate solution) in addition
to being quicker, as discussed in Chapter 4. A similar trend in the gas holdup change
with mesh refinement has been obtained by others (Buffo et al., 2013a; Dı´az et al., 2008a),
with the medium and the fine mesh values lower than experiments. A medium mesh with
24,600 hexahedral cells was selected in the work of Buffo et al. (2013a) claiming a balance
between accuracy and cost, still indecisive in terms of obtaining mesh convergence.
Table 5.4: Details of the four fixed meshes used for the mesh convergence analysis of
the solution of monodispersed bubble column in Fluidity.
Mesh Mesh nodes Mesh size (m)
FM1 1183 0.01
FM2 4932 0.005
FM3 7529 0.004
FM4 13,363 0.003
A few hypotheses have been put forward in the literature regarding the mesh refine-
ment effects for bubble columns. Bech (2005) hypothesized that new modes of oscillations
can occur in transient turbulence models, such as the k-ε model, for mesh size smaller than
20% of the Kolmogorov length scale. For the present problem the Kolmogorov length scale
ηkol ∼ 7.0× 10−5 m1, and the finest fixed mesh was still greater than 20% of ηkol. Krepper
et al. (2007), on the other hand, suggested that the restriction on mesh size was set by
the bubble size. There is no proof regarding any of these hypotheses and the difference
could just be attributed to the errors in measurement, which has not been quantified by
anyone in the literature. It took 3 days for the FM2 simulation to converge to the specified
criterion (see Section 5.7.3) using 8 Intel Xeon 2.3GHz processors.
1ηkol ∼
(
(µ/ρ)3
ε
)1/4
and ε ∼ (U3/L)
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Figure 5.12: Fixed mesh used in the simulation of the monodispersed bubble column.
This is FM1 with a characteristic mesh size of 0.01 mm. All other fixed meshes were
similar to this mesh except for a different mesh size.
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Figure 5.13: Gas holdup for the four different mesh sizes for a monodispersed bubble
column (with 5 mm bubbles). Experimental value of Dı´az et al. (2008b) is also plotted
for comparisons. SGV=0.6 cm s−1.
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5.9 Polydispersed bubble column results
The effect of polydispersity on the local and global flow quantities becomes significant
as the flow rate is increased. This is due to the increased breakage and coalescence of
bubbles as the turbulence level in the domain is increased. The population balance equa-
tion was therefore switched on, after analysing the monodispersed results, to model the
polydispersed nature of the bubbles. The range of superficial gas velocities considered
varied between 0.13 cm s−1 and 2.0 cm s−1. The value 0.13 cm s−1 was used to compare
the simulation results to the results of Pfleger et al. (1999). Buwa et al. (2006) conducted
experiments for a SGV of 0.73 cm s−1, which was also used for comparisons here. Five
other values of the SGV were used in the simulations to compare with the experiments of
Dı´az et al. (2008b).
5.9.1 Use of mesh adaptivity
Mesh adaptivity was utilised to achieve better resolved flow fields, as discussed in the
previous chapter. All subsequent results presented in this chapter are for adaptive-mesh
simulations, unless stated otherwise.
The meshes were adapted to the following fields (with the value of the absolute
interpolation-error bound in brackets): air volume fraction (1.0× 10−4), the first abscissa
ξ1 (1.0× 10−5 m) and the first weighted-abscissa ς1 (100 m). The mesh was adapted after
every 15 time steps. The maximum number of nodes was set to 20000, the minimum edge
length being 0.001 m and the maximum being 0.01 m. It is evident that the finest mesh
was as small as the smallest bubble size in the column. Although it is ideal to have a
mesh that allows at least a few dispersed particles per cell, in the present case it is the
numerical accuracy that drove the limit on the mesh size. The mesh was adapted 4 times
in an adapt cycle for a parallel simulation to compensate for node locking. The number
of initial adapts was set to 6. The mesh with the above chosen adaptivity parameters is
referred to as AM1 in this chapter.
The minimum (adaptive) time step size in the highest gas flow rate (SGV=2.0 cm s−1)
simulation was 5.2× 10−4 s. This was due to the CFL criterion with a limit of 0.5 for the
maximum Courant number. This is a limitation that is inherent to the adaptive-mesh
simulations (Jacobs, 2013). There is always a trade-off between the resolving power of the
adaptive simulations and the time step size, as the non-linear fluid flow equations have to
be linearised and need an upper bound for the Courant number. A value of the maximum
Courant number above 0.6 destabilised the simulation in this case.
Figure 5.14 shows a comparison of the Sauter mean diameter between the adaptive
mesh AM1 and a fixed mesh with similar number of nodes (≈ 19300). The simulations were
run for a SGV of 0.6 cm s−1. It shows that the adaptive mesh produced better resolved
SMD field. For quantitative comparisons between fixed and adaptive mesh simulations,
another adaptive mesh simulation with the same number of nodes as the fixed mesh FM1,
called AM2, was run to steady state. The mesh adaptivity parameters chosen for this mesh
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were the same as for AM1 except for the maximum number of nodes, minimum edge length
and maximum edge length of 1200, 0.002 m and 0.01 m, respectively. A SGV of 2.0 cm s−1
was chosen in this case as the coalescence and breakage effects are more prominent at
higher SGV values. Figures 5.15 and 5.16 show the plots of air SMD and volume fraction,
respectively for the two meshes at a column height of 0.13 m. The adaptive mesh can
again be seen to resolve the fields more accurately. It was therefore appropriate to use
adaptive meshes in the future simulations. The adaptive mesh AM1 was used for all
further simulations, unless specified otherwise.
Adaptive (AM1) Fixed
Sauter mean diameter (mm)
1 2 3 4 5
Figure 5.14: Sauter mean diameter at t = 9.6 s compared for an adaptive-mesh AM1
(≈ 19300 nodes) and a fixed-mesh (19347 nodes) simulation using Fluidity
(SGV=0.6 cm s−1).
Figures 5.17 and 5.18 show the simulation results for two SGV values—0.6 cm s−1 and
2.0 cm s−1, respectively using adaptive mesh AM1. The contour plots of SMD and air
volume fraction, and the corresponding adaptive meshes are shown for five time instances:
5 s, 8 s, 11 s, 15 s and 19 s. It can be seen that the simulations converge to a steady state
result and the plume oscillation is only visible in the initial stages. The higher SGV
flow condition is dominated by bubble breakage as shown by the smaller SMD values in
Figure 5.18. Due to the high cost associated with the small time step in the adaptive-mesh
simulations, they were all run till t =63 s. No appreciable change in the flow fields was
observed after this time. On an 8-core 2.30 GHz Intel Xeon machine, it took 10.5 days
to run the SGV=2.0 cm s−1 simulation to 63 s. The Fluidity code is highly parallelised,
which was verified using Amdahl’s law on an 8-core machine showing the serial component
of the code to be 4% only. Strong scaling was performed for the adaptive-mesh simulation
and eight cores were found to be the optimum, beyond which the data bandwidth effect
started dominating the processing power. Also, it was seen that the use of the PBE added
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Figure 5.15: Comparison of the bubble Sauter mean diameter at a column height of
0.13 m for the fixed mesh FM1 and the adaptive mesh AM2; SGV=2.0 cm s−1.
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Figure 5.16: Comparison of the air volume fraction at a column height of 0.13 m for
the fixed mesh FM1 and the adaptive mesh AM2; SGV=2.0 cm s−1.
15% more to the run time in comparison to the monodispersed simulation.
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Figure 5.17: Contours of the bubble SMD and the air volume fraction plotted at five
time instances (from left to right: t=5 s, 8 s, 11 s, 15 s and 19 s) for an adaptive-mesh
simulation in Fluidity. The SGV was equal to 0.6 cm s−1. Surface meshes are also shown.
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Figure 5.18: Contours of the bubble SMD and the air volume fraction plotted at five
time instances (from left to right: t=5 s, 8 s, 11 s, 15 s and 19 s) for an adaptive-mesh
simulation in Fluidity. The SGV was equal to 2.0 cm s−1. Surface meshes are also shown.
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5.9.2 Mesh refinement
The polydispersed flow simulations were also run for the four different fixed meshes (FM1–
FM4) along with the adaptive-mesh (AM1) case for a SGV of 0.6 cm s−1. Figure 5.19 shows
a comparison of the steady state contour plots of the SMD and the air volume fraction
for these meshes. Figure 5.20 and Figure 5.21 show the variation of the SMD and the
air volume fractions, respectively, at a height of 0.13 m from the base of the column, with
Figure 5.22 showing similar plots for the water velocity. It is quite apparent that the
adaptive mesh is able to resolve the flow fields best. A clear convergence of the solution
fields can be seen with mesh refinement. The adaptive mesh simulation shows a significant
improvement in the solution over FM4, which justifies the use of this mesh over the fixed
mesh.
Figure 5.23 shows the plot of the gas holdup against the four fixed meshes and an
adaptive mesh (with ≈ 19300 mesh nodes). The polydispersed results are plotted along
with the monodispersed case results, comparing them to the experiment of Dı´az et al.
(2008b). The difference between the polydispersed and monodispersed gas holdup values
are very small for the fine meshes, which makes sense as there is not much coalescence
and breakage of bubbles happening at this small gas flow rate (0.6 cm s−1) and hence the
results predicted by the finest mesh for the two models are equally good.
176 Chapter 5. Bubble columns
Sauter mean diameter (mm)
1 2 3.1 4.1 5.1
Air volume fraction
0 0.25 0.50 0.75 0.1
Figure 5.19: Sauter mean diameter and air volume fraction contours compared for four
fixed meshes—FM1–FM4 and an adaptive mesh—AM1. All simulations for a SGV of
0.6 cm s−1 using Fluidity.
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Figure 5.20: Comparison of the bubble Sauter mean diameter at a column height of
0.13 m for the fixed (FM1–FM4) and adaptive (AM1) meshes; SGV=0.6 cm s−1.
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Figure 5.21: Comparison of the air volume fraction at a column height of 0.13 m for
the fixed (FM1–FM4) and adaptive (AM1) meshes; SGV=0.6 cm s−1.
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Figure 5.22: Comparison of the vertical water velocity at a column height of 0.13 m for
the fixed (FM1–FM4) and adaptive (AM1) meshes; SGV=0.6 cm s−1.
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Figure 5.23: Gas holdup for the four different mesh sizes for monodispersed (with
5 mm bubbles) and polydispersed bubble column simulations. Experimental value of
Dı´az et al. (2008b) is also plotted for comparisons. SGV=0.6 cm s−1.
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5.9.3 Effect of polydispersity on flow
In order to find if there was any effect of the bubble size distribution on the flow in
the column, air volume fraction and liquid velocity were compared for monodispersed
and polydispersed models for a SGV of 2.0 cm s−1 on the FM1. Figure 5.24 shows the
predicted SMD using the polydispersed model simulation, which was found to be smaller
than the monodispersed case. Figures 5.25 and 5.26 show the comparisons for the two
flow fields at steady state. A noticeable change in the air volume fraction can be seen
through the inclusion of the PBE to predict the bubble size distribution. The effect of
bubble polydispersity on the liquid velocity is not that prominent for this case.
0.00 0.05 0.10 0.15 0.20
Column width (m)
3.8
4.0
4.2
4.4
4.6
4.8
5.0
5.2
A
ir
Sa
ut
er
m
ea
n
di
am
et
er
(m
m
)
Monodispersed
Polydispersed
Figure 5.24: Air SMD at a height of 0.13 m in the column for the monodispersed and
polydispersed bubble column simulations on FM1 mesh. SGV=2.0 cm s−1.
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Figure 5.25: Air volume fraction at a height of 0.13 m in the column for the
monodispersed and polydispersed bubble column simulations on FM1 mesh.
SGV=2.0 cm s−1.
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Figure 5.26: Vertical water velocity at a height of 0.13 m in the column for the
monodispersed and polydispersed bubble column simulations on FM1 mesh.
SGV=2.0 cm s−1.
5.9.4 Turbulence
The steady state nature of the results obtained using the k-ε model in Fluidity was dis-
cussed in Section 5.8. Although an Unsteady RANS (URANS) formulation2 for the mean
momentum equations was used, the results converged to a steady state solution instead of
showing the unsteadiness of the flow, as seen in the experiments (Dı´az et al., 2008b).
Even for a very small time step of 5.2× 10−4 s, no unsteadiness was observed using
the URANS formulation in this work. This ruled out the effect of the time step in sup-
pressing flow unsteadiness. The effects of 3D modelling of the bubble column against a
2D approximation and the use of diffusive discretisation schemes for the convection term
were also ruled out by modelling the same bubble column in Fluent in 3D using a QUICK
scheme; the unsteady nature could not be captured in Fluent too. Since the finest mesh
also produced steady state behaviour, the effect of errors associated with coarse meshes
were also ruled out (Pfleger et al., 1999). The fundamental question here is whether the
k-ε turbulence model can be used to model unsteady flow or if the model is only good for a
steady state prediction, due to its time-averaged nature. The choice of the time step T in
time averaging is quite arbitrary and the numerical procedure has no means of specifying
its value.
Pfleger et al. (1999) measured the turbulent kinetic energy at the column centre and
found it to be 0.0016 m2s−2 for a SGV of 0.13 cm s−1. The 2D numerical simulations using
Fluidity over-predicted it by three times. The diagnosis of Pfleger et al. (1999) was correct
regarding the over-prediction of the turbulence kinetic energy causing an over-prediction
of the eddy viscosity, ultimately resulting in the suppression of the flow unsteadiness. It
2Reynolds averaging over a time period T , which is smaller than the bulk flow time constant, allows
to retain the transient term in the RANS equation and the formulation is also known as Unsteady RANS
equation. A strictly steady RANS will have T →∞.
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is believed that this should however be attributed to the nature of the turbulence model
and not the 2D modelling of the column. However, the missing plume oscillation could
also be attributed to the omission of the interphase terms in the k and ε equations (Zhang
et al., 2006). Although the unsteady nature of the column could not be modelled, the
steady state results showed a good agreement with the time-averaged flow properties, as
discussed is the following subsections. Comparing the simulation settings for the present
simulations with previous studies in Table 5.3, no obvious reason can be spotted that
might have suppressed the prediction of flow unsteadiness.
Transient results for the present Fluidity simulations were qualitatively very similar
to the experimental measurements of the plume pictures of Dı´az et al. (2008b). For
instance, the SMD in the flow simulations, as shown in Figure 5.18, showed transients
with an oscillatory plume and smaller bubbles trapped in the recirculating liquid, which
was similar to the experimental observations of the bubble plumes of Dı´az et al. (2008b)
(shown later). This may hint at the turbulent quantities evolving correctly but eventually
getting over-predicted.
5.9.5 Liquid velocity
A model should be able to predict both the global and local properties of flow accurately
for it to be deemed correct. In order to make a comparison of the local field predictions
using the current polydispersed flow model, liquid flow field values were compared to
the experiments of Pfleger et al. (1999). Their experiments measured the liquid vertical
velocity profile at three column heights for a SGV of 0.13 cm s−1 using LDV for a column
of the same dimensions as this work. Simulations for the same SGV were carried out in
the present work and the results were compared, as shown in Figure 5.27. It can be seen
that the polydispersed multiphase flow model implemented in this work is able to predict
the liquid velocity quite well. The effect of coalescence and breakage is negligible at such
low flow rate and the polydispersed model takes that into account. Dı´az et al. (2008a), on
the other hand, had to revert to the monodispersed model for low gas flow rates as their
polydispersed model was still predicting bubble breakage and coalescence and the results
did not agree with the experiments. The agreement in Figure 5.27 is excellent in the
lower part of the column as the effect of the absorption outlet condition on the predicted
turbulence parameters fades away in the lower reaches of the column. Pfleger et al. (1999)
also modelled the column numerically in 3D using monodispersed Eulerian–Eulerian flow
equations coupled to the k-ε equations. They obtained a good match in the upper parts
of the column, but the agreement in the lower regions was not so good.
Buffo et al. (2013a) also compared their model predictions with Pfleger’s experiments,
but did not get a very good fit with the experimental results, the disagreement being
significant in the lower parts of the column. They attributed this discrepancy to the
modelling of the sparger. However, with the inlet BCs in this work a good fit to the
experiments was obtained for the liquid velocity. Buffo used a Dirichlet BC for the gas
volume fraction, along with a specified gas velocity, as opposed to a flux BC used in the
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Figure 5.27: Comparison of the water vertical-velocity profiles between Fluidity
simulations and the experiments performed by Pfleger et al. (1999) at three column
heights. From bottom to top: h = 0.13 m, 0.25 m and 0.37 m. Steady state simulation
results are compared with time-averaged experimental results. SGV= 0.13 cm s−1.
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Figure 5.28: Air volume-averaged Sauter mean diameter versus superficial gas velocity
compared with experimental results of Dı´az et al. (2008a).
5.9.6 Bubble Sauter mean diameter
The bubble diameter in the column, in the past, has sometimes been used as a fitting pa-
rameter to obtain a better match with the experimental flow fields. (Pfleger and Becker,
2001). The current work, however, models this quantity using the population balance equa-
tion, as explained in Figure 5.3. Figure 5.28 shows the plot of the air volume-averaged SMD
(referred to as average SMD in this section for compactness) versus the SGV. In this fig-
ure, the polydispersed numerical simulations of Fluidity are compared to the experiments
and simulations of Dı´az et al. (2008a), who measured the global SMD values using a pho-
tographic technique. The experimental findings of Dı´az et al. (2008a) can be explained as
follows. The average SMD in the column for low values of the SGV (<0.5 cm s−1) is close
to the inlet bubble size. This is expected as there is no coalescence or breakage at these
conditions, as shown in Figure 5.29(a), and the bubbles follow one another without getting
trapped in the liquid recirculation. As the SGV is increased, larger bubbles are seen in the
central plume (Figure 5.29(b)) which may be due to increased coalescence in that region
or an increase in the inlet bubble size distribution. The breakage is not significant and
that is the reason a sudden jump in the average bubble SMD is noticed in Figure 5.28.
As the SGV is increased further, the increase in turbulence inside the column leads to
increased bubble breakage, which brings down the average value of the SMD. As shown in
Figure 5.29(c), the smaller bubbles are larger in number, however the coalesced bubbles
are very large in size and hence there is a slight increase in the measured average value of
the SMD as the SGV is increased beyond 1.0 cm s−1.
The numerical predictions of the average SMD obtained from the polydispersed sim-
ulations in Fluidity show that except for the lowest value of the SGV, Fluidity under-
predicts the average SMD throughout the range of SGV values. The chosen breakage
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Figure 5.29: Bubble plume pictures from the experiments of Dı´az et al. (2008b). Three
flow rates are presented: (a) 0.24 cm s−1, (b) 1.2 cm s−1, and (c) 2.13 cm s−1.
and coalescence kernels of Laakkonen (Laakkonen et al., 2006, 2007) were good enough
not to predict any coalescence or breakage at small values of the SGV, which explains
the predicted average SMD for SGV=0.4 cm s−1 close to the average inlet bubble size,
consistent with the experiments. On the other hand, the numerical predictions of Dı´az
et al. (2008a), obtained using the MUSIG solution method (with 10 classes) in CFX for a
3D column geometry, over-predicted the average SMD at the lowest measured SGV value.
One of the first consistency checks of an appropriate set of kernels is that they should not
predict breakage or coalescence at low values of turbulence. The behaviour seen in this
over-prediction of the average SMD by Dı´az et al. (2008a) shows some residual coalescence
rate in the coalescence kernels chosen by Dı´az et al. (2008a) (Prince and Blanch (1990)),
which is clearly unphysical.
The sudden jump in the average SMD detected in the experiments around a SGV of
0.7 cm s−1 was not predicted in the current simulation, which showed a slight decrease in-
stead. This could be possible due to the inability of the coalescence kernels of Laakkonen
et al. (2006), chosen in this work, to predict bubble coalescence in the central plume. Con-
sidering that the predicted dissipation is high next to the inlet, as shown in Figure 5.5(a)
on the left, it is very difficult to say whether the bubbles coalesce as soon as they are
sparged in or the bubbles released by the sparger are large. It is believed here that this is
the exact reason this phenomenon has not been commented on in the previous experimen-
tal studies, such as the one by Dı´az et al. (2008b). The numerical prediction of Fluidity
shows a slight decrease in the average SMD at SGV=0.6 cm s−1 due to the breakage of
bubbles caused by turbulence. In fact, a linear decrease in the average SMD (due to the
breakage kernels of Laakkonen et al. (2007)) is noticed as the SGV is increased further, as
shown in Figure 5.28. Similar behaviour of an increased breakage with an increase in the
SGV was noticed by Sarhan et al. (2016). Buffo et al. (2013a), who used the same breakage
kernel as the present work, also realised this increased bubble breakage. They, however,
modelled the inlet bubble size distribution based on a mean bubble size that increased
with the gas flow rate, to capture the slight increase in the average SMD with increase in
SGV. In the present work, the inlet mean bubble size was assumed to be constant (=5 mm)
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throughout the range of SGV values, same as Dı´az et al. (2008a), and hence average SMD
values obtained decreased with increasing SGV. The effect of increased breakage at high
SGV values is also visible if the SMD contour plots in Figures 5.17 and 5.18 for SGV of
0.6 cm s−1 and 2.0 cm s−1, respectively, are compared. In fact, the transients for the SMD
for a SGV of 2.0 cm s−1 in Figure 5.18 look very similar to the experimental snapshot
in Figure 5.29(c). Figure 5.17 does not show much breakage in the plume, whereas Fig-
ure 5.18 shows a smaller predicted bubble SMD in the column due to increased turbulence.
The numerical predictions of Dı´az et al. (2008a) show a good match with the experiments
for higher values of the SGV, as seen in Figure 5.28, which shows that their breakage
kernels (Luo and Svendsen (1996)) were able to predict the onset of bubble breakage as
the turbulence levels in the column increased. This breakage rate, superimposed on the
residual coalescence rate, is believed to have led to the good match with experiments. The
width-wise distribution of the SMD predicted by the simulations, as shown in Figure 5.20,
was very similar to the 2D simulation results of Liu and Hinrichsen (2014).
5.9.7 Gas Holdup
Gas holdup is a very important global property that is used to characterise the flow regime
in a bubble column (Ruzicka et al., 2001). A larger gas holdup implies a larger residence
time for the gas, implying better mixing. Dı´az et al. (2008b) studied the column behaviour
qualitatively by taking pictures of the column operating at different SGVs. They noticed
that the column was operating in a vortical flow regime (see Section 5.2) for the range of
SGV values between 0.2 cm s−1 and 2.0 cm s−1.
The pictures of Dı´az et al. (2008b) are compared to the numerical results obtained from
simulations at t =5.0 s, for comparable values of the SGV, as shown in Figure 5.30. The
two show similar qualitative behaviour, with the maximum bubble density in the centre.
The liquid is driven up with the central plume and descends along the side walls. Dı´az
et al. (2008b) also obtained liquid circulation patterns like the ones shown in Figure 5.11.
At the small SGV values, like in Figure 5.30(a), the bubbles do not get trapped in the
recirculating liquid. Whereas, for the higher SGVs, as shown in Figure 5.30(c), the bubbles
get trapped in the liquid recirculation, leading to better aeration of the column. It is
the smaller bubbles that get pulled down at the sides (or the break upon entering the
recirculation zone) as shown in Figure 5.30(c) and also seen in the numerical results of the
SMD plots in Figure 5.18 for t < 11 s. The bigger bubbles, on the other hand, stay in the
central plume as shown from the experiments and numerical predictions of SMD. Buffo
et al. (2013a) also obtained similar qualitative comparisons for the gas holdup. Although
the experiments show unsteady results with an oscillating plume, the numerical results,
eventually, converge to a steady state that corresponds to the time-averaged experimental
plume, as shown in Buffo et al. (2013a).
In order to make quantitative comparison of the gas holdup distribution, the experi-
ments of Buwa et al. (2006) were used. They conducted experiments for the same column
geometry as Dı´az et al. (2008b) for a SGV of 0.73 cm s−1 and measured the local gas
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Figure 5.30: Gas holdup comparisons between experiments (Dı´az et al. (2008b)) and
numerical simulations (Fluidity). Polydispersed simulations were run in Fluidity for an
adaptive-mesh case (≈19,500 nodes). All simulation results at t = 5.0 s. Simulation
contour scale: 0=white, 0.1=black. Three flow rate ranges are compared: (a) low, (b)
medium, and (c) high. The superficial gas velocity for the experiments and the
simulations were not exactly the same, as mentioned above the images.
holdup (or simply the air volume fraction) in the column at a height of 0.37 m. Numerical
simulation was carried out for the same SGV in Fluidity and the time-averaged results of
Buwa et al. (2006) were compared to the numerical results obtained in the present work,
as shown in Figure 5.31. Bell-shaped curve similar to the experiments are predicted by
Fluidity, but the experiments correspond to a slightly more ‘diffused’ curve. Fluidity over-
predicts the gas holdup at the column centre (x=0.1 m) by 20%, under-predicting around
the column sides. Buwa et al. (2006) found it necessary to include the lift force term in
their model to get a good match with experiments. Dı´az et al. (2008a), however, found
the inclusion of lift force to be detrimental. No lift force was used in this work as stated
previously.
To validate the global gas holdup obtained using Fluidity simulations, the experiments
of Dı´az et al. (2008b) were used for comparisons. Dı´az et al. (2008b) used the well-known
manometric method to measure the static pressure difference across the column height
to obtain the global gas holdup. Figure 5.32 shows the plot of the gas holdup obtained
using the polydispersed flow model in Fluidity, compared to the experiments of Dı´az
et al. (2008b). The numerical results are reported for adaptive-mesh simulations (on mesh
AM1) as discussed in Section 5.9.1. A good agreement between the experimental values
and the numerical predictions can be seen in Figure 5.32. The expected linear trend in
the increase of gas holdup with SGV is also captured to a good extent (refer to Figure 5.2
and the discussion in Section 5.2). At SGV values lower than 0.5 cm s−1 there is not much
coalescence or breakage that occurs in the column and the polydispersed model predicts
a good gas holdup. The kernels chosen in this work ensured that they did not predict any
false coalescence or breakage at low turbulence values in the column. Even though the
polydispersed model could not capture the sudden increase in the volume-averaged SMD
due to large bubbles in the plume, as seen in the experiments around 0.7 cm s−1, the gas
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Figure 5.31: Gas holdup comparisons between the experiments of Buwa et al. (2006)
and polydispersed Fluidity simulations. Values are plotted for a SGV of 0.73 cm s−1 at a
height of 0.37 m in the column.
holdup was still predicted to a good accuracy. It is believed that there are only a few
large bubbles produced in the plume at this flow condition, which do not get trapped in
the liquid recirculation. These very few large bubbles leave the column without causing
any appreciable change in the gas holdup.
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Figure 5.32: Gas holdup plotted as a function of the superficial gas velocity for
monodispersed and polydispersed models. The numerical results are compared to the
experiments of Dı´az et al. (2008b).
As the SGV is increased further to 1.0 cm s−1, smaller bubbles are also generated in
the column due to increased breakage resulting from turbulence. The large bubbles in
the central plume further increase the liquid circulation (due to the increase in the drag
force) causing more of these smaller bubbles to get trapped (as shown in 5.30(b)), which
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eventually leads to an added increase in the gas holdup. Since the increased bubble size
in the central plume was not predicted in the present numerical model, the gas holdup
at a SGV of 1.0 cm s−1 was under-predicted (by 17%), as shown in Figure 5.32. The
same reasoning can be given for the slight under-prediction seen at SGV = 1.5 cm s−1.
Modifying the coalescence kernels or changing the inlet bubble distribution to predict the
increased bubble size in the central plume should move up the gas holdup predictions due
to increased liquid recirculation. However, for the highest SGV value (=2.0 cm s−1), this
would further increase the discrepancy between predicted and measured gas holdup values,
with the polydispersed model currently over-predicting the gas holdup by 7.5%. Dı´az et al.
(2008a), who obtained a good match for the gas holdup for most of the SGV values using
their MUSIG model, also noticed this over-prediction in the gas holdup at the highest
SGV value. It may be the case that the breakage rate is getting under-predicted at high
values of the SGV. The breakage kernel of Laakkonen et al. (2006), used in the present
work, and the Luo and Svendsen (1996) breakage kernel used by Dı´az et al. (2008a), both
use a similar variation of breakage rate with turbulent dissipation. This dependence may
need modification for higher values of turbulence to increase the breakage rate prediction
at these turbulence values.
The above arguments explained how a change in the bubble size can have an effect
on gas holdup in the heterogeneous flow regime that is exactly the opposite of what
may be expected in the homogeneous flow regime (where the smaller bubbles will simply
increase the bubble residence time increasing the gas holdup). An improvement in the
validation results can also be achieved by the tuning of the interphase drag force term
along with the bubble breakage and coalescence kernels, as suggested by Buffo et al.
(2013a). The simulated gas holdup in Fluidity stabilised, as shown in Figure 5.33 and
hence the comparisons with the experiments made in Figure 5.32 were appropriate.
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Figure 5.33: Simulated gas holdup versus time for a SGV of 1.0 cm s−1.
To show that the current model for the air volume fraction was conservative, the
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percentage error in the gas flowrate is plotted in Figures 5.34 and 5.35 as a function of
the column height. The error was below 1% in all cases.
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Figure 5.34: Percentage error in the gas flow rate with column height for a superficial
gas velocity of 0.6 cm s−1. The errors are calculated with reference to the inlet flow rate.
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Figure 5.35: Percentage error in the gas flow rate with column height for a superficial
gas velocity of 2.0 cm s−1. The errors are calculated with reference to the inlet flow rate.
The results shown above support the choice of the breakage kernels used in this work
for most of the range of the SGV values. The coalescence kernels however may need mod-
ification to accurately predict the coalescence in the central plume, which was missing
in the current simulations. As discussed in Section 5.9.6, it may the inlet size distribu-
tion that may need modification to accurately predict the large bubbles in the central
plume. As mentioned in Buffo et al. (2013a), a general fine tuning of the constants in
the bubble breakage and coalescence relations is always required for a better match with
experiments. The kernels are semi-empirical in nature and there is definitely a scope for
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their improvement. The aim of the present work was to show that the local and global
flow properties in a bubble column can be predicted accurately through the use of the
PBE, which was demonstrated through the validations in Sections 5.9.5 and 5.9.7. The
tuning of the kernels or choosing the best inlet size distribution was beyond the scope of
this work.
5.9.8 Sensitivity of coalescence rate parameter C5
The parameter C5 used in the coalescence rate term (see Equation (5.28)) was changed by
±10% and its effect on the prediction of the gas holdup was analysed. Increasing C5 by
10% led to a 0.12% decrease in the gas holdup and similarly, decreasing C5 by 10% led to
the same increase in gas holdup. No noticeable change in the air SMD profile was found.
It was concluded that the gas holdup was not sensitive to the value of C5 in this case.
All simulations for this analysis were performed on the fixed mesh FM1. The coalescence
rate parameter therefore cannot be fine-tuned to predict the missing coalescence from the
present results. The chosen kernel has to be changed. For the current parameters and
operating conditions, the coalescence efficiency β was very close to one, hence it is the
expression for the collision rate that will have to be replaced to predict the coalescence
rate accurately.
5.10 List of assumptions and their effect
The current polydispersed model for the bubble column included many assumption which
are discussed in this section, with any potential effects they may have had on the results.
• Inlet bubble size distribution: The current work assumed a normal distribution for
the bubbles with a constant mean that did not change with the SGV. The under-
prediction of the bubble size in the central plume at high SGVs can also be attributed
to this approximation rather than it being a limitation of the bubble coalescence
kernels. Experimental (Polli et al., 2002) and theoretical (Geary and Rice, 1991)
studies have been performed in the past to analyse this variation.
• Drag force correlation: The Schiller–Naumann drag force correlation was adopted
in this work for the reasons discussed in Section 5.2. It was seen that the liquid
vertical velocity was under-predicted in the higher reaches of the column as shown
in Figure 5.27. This could be attributed to the under-prediction of the drag in that
region. Since the column aeration is higher in that region, the effect of the air volume
fraction on the drag term may need some modification.
• Neglecting other interphase forces: The lift and added mass forces were neglected for
reasons discussed previously in Section 5.2. Although quite unlikely, neglecting the
acceleration effects (i.e. the added mass force) could be the reason why the dynamics
of the plume could not be captured.
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• Bubble coalescence and breakage kernels: It has been discussed in detail that the
current kernels include constants that may need fine-tuning for a better match with
the experiments. The coalescence kernels could be the reason that the bubble size
in the central plume was under-predicted. Based on the sensitivity analysis, it was
concluded that the kernel for the bubble–bubble collision rate has to be modified to
predict an increased collision rate. Ultimately, there is a need for ‘universal’ models
for bubble breakage and coalescence that consider all physical dependencies and do
not have any adjustable parameters (Buffo et al., 2013a).
• Using the k-ε turbulence model: The k-ε turbulence model was selected for modelling
the bubble column due to its wide range of applicability, completeness and cost
effective nature. However, it was seen that the unsteady behaviour of the partially
aerated columns, showing plume oscillation, could not be captured. The solution
converged to a steady state solution. Although the steady state results were validated
with the time-averaged experimental results, showing good agreement, the plume
oscillation period could not be validated. A lot of assumptions were involved in
deriving the k-ε model, as discussed in Section 5.3.3. The lack of the unsteady
behaviour could also be attributed to these assumptions in addition to the inherently
time-averaged nature of the k-ε model. It is believed that in order to simulate
the transient behaviour of the bubble columns a better and inherently transient
turbulence model may be needed, such as the LES model.
5.11 Summary
Gravity-driven bubble flows were modelled in this chapter and the model results were val-
idated against the rectangular bubble column experiments of Dı´az et al. (2008b). This is
the first time that fully-unstructured mesh adaptivity has used been for simulating poly-
dispersed bubble columns. Moreover, most of the studies used the finite volume method
instead of the finite element method used here. The FEM allows for the use of higher-order
and/or discontinuous discretisations in comparison to the FVM. The complex interaction
between the two phases was modelled by coupling the Eulerian–Eulerian flow equations
to the PBE, solved in conjunction with a RANS turbulence model. The numerical results
were compared to local and global flow properties such as liquid velocity, volume-averaged
bubble diameter and gas holdup. The steady state results showed a good match with
the time-averaged experimental measurements of Dı´az et al. (2008b), Buwa et al. (2006)
and Pfleger et al. (1999) with the use of just 4 DQMOM scalar equations. Based on the
validation results presented in this chapter, it can be concluded that the current mod-
elling framework (solving coupled E–E and PBE equations) can be used for a reasonably
accurate prediction of the hydrodynamics inside a bubble column. Adaptive-meshes were
used for modelling the bubble columns for the first time in this research and the higher
resolution for the flow fields associated with these meshes was demonstrated through a
comparison with the corresponding fixed-mesh simulation results. This efficient two-phase
bubble column modelling framework can now be integrated to the equations for free and
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attached solids to model the pulp phase in a flotation column, which will be the topic of
discussion for the next chapter.
Chapter 6
Pulp phase modelling
This fascination with computer models is
something I understand very well. Richard
Feynmann called it a disease. I fear he is
right.
Michael Crichton
6.1 Overview
The pulp phase in froth flotation is a multi-scale three-phase system that serves as the
medium for the interaction between particles and bubbles in a liquid continuum. It is very
important to understand and simulate the dynamics of the flow in the pulp phase to aid
the design of efficient flotation devices. A two-phase modelling framework was presented in
the previous chapter for simulating the mixing in bubble columns using an adaptive-mesh
FE method. This framework has been extended to include solid particles and the details
of the framework along with results for two test cases is presented in this chapter. The
first test case is the hydrodynamic modelling of a rectangular flotation column containing
monodispersed solid particles. The results obtained for this case are compared to a second
case containing polydispersed solids of three different sizes.
Although a few studies in the literature have attempted to model the pulp phase in
froth flotation, all the work has been focussed towards modelling impeller-driven flotation
cells (Evans et al., 2008; Karimi et al., 2014b; Koh and Schwarz, 2003, 2006, 2007, 2009)
and there has been no detailed CFD study modelling the pulp phase in a flotation column.
Also, no one has modelled the polydispersity of bubbles and particles together in the pulp
phase for any of the flotation devices (flotation columns and impeller-driven flotation
cells). To address these gaps, a macro-scale CFD model of the polydispersed pulp phase
in a flotation column-like system is presented in this chapter and solved using the adaptive-
mesh FE framework of Fluidity. The main aim of this chapter is to demonstrate a working
framework that can be used to model the pulp phase in flotation devices.
193
194 Chapter 6. Pulp phase modelling
6.2 Background
6.2.1 Kinetic models for flotation
Initial models for flotation were empirical in nature and did not use a physical approach
to modelling the process. Gaudin (1932) and Schuhmann (1942) were the first to study
hydrodynamics of flotation devices. Sutherland (1948), however, was the first to present
a comprehensive quantitative analysis of the pulp phase in the flotation process. This
article titled kinetics of the flotation process described the overall collection probability of
the particles by the bubbles as a product of three probabilities—collision, adhesion and
stabilisation. These three processes are responsible for the successful formation of the
particle–bubble aggregates. As a first step, the particles need to come in contact with
the bubbles for flotation to be successful. This particle–bubble collision is dependent on
the hydrodynamics of the flow. A successful collision will lead to adhesion only if the
particle stays in contact with the bubble long enough for the separating film to drain
and rupture; the corresponding time was referred to as the induction time by Sutherland
(1948). Ultimately the particle–bubble aggregates must not be subjected to too much
turbulence to cause them to break-off. These individual probabilities were derived for a
single particle interacting with a single bubble in a potential flow. The particle inertia
was considered negligible and hence was assumed to follow the flow streamlines around
the bubble in the derivations of collection probabilities (Sutherland, 1948). Sutherland
(1948)’s work is considered as the foundation of all the hydrodynamic models that were
later developed.
Later, Yoon and Luttrell (1989) and Yoon (1993) derived theoretical expressions for
collision and adhesion probabilities based on hydrodynamic parameters for Stokes flow and
intermediate flow regimes (Reb < 100), which were validated using experiments. For the
intermediate flow regime, the collision probability was shown to decrease with increasing
bubble size. The adhesion probability, however, was shown to increase as the bubble size
increased (due to an increase in the sliding distance) up to a maximum bubble diameter,
beyond which the adhesion probability decreased (as the sliding time stared reducing due
to increased bubble rise velocity). Many other collision models have been proposed in
the literature (Dai et al., 1998; Dobby and Finch, 1986, 1987; Yoon and Luttrell, 1989).
Although the adhesion process includes film drainage (or thinning), film rupture and the
formation of the three-phase contact line, most of the the adhesion models assume the
induction time to be comprised of the film drainage process only. However, Nguyen et al.
(1997) stated that the particle–bubble attachment mechanism could not be described
completely using film thinning only. The effect of film rupture followed by the formation
of the three-phase contact line was also identified as a requirement and was described in
their work.
Bloom and Heindel (1997) developed a theoretical model for flotation for deinking ap-
plications using the groundwork laid by Sutherland (1948) and Yoon and Luttrell (1989).
A kinetic model for the overall flotation process was presented proposing expressions for
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the collision rate and the three probabilities proposed by Sutherland (1948). Attachment
and detachment rate constants were estimated based on system parameters. Heindel and
Bloom (1999), starting with Yoon and Luttrell (1989)’s intermediate flow approximation,
proposed exact and approximate expressions for the collision rate and the different prob-
abilities. Sutherland (1948)’s approximation of the particle radius being much smaller
than bubble radius was relaxed by Heindel and Bloom (1999) to account for the smaller
bubbles in flotation. The effect of particle settling velocity was included when calculating
the relative velocity between the bubble and the particle. Bloom and Heindel (1999) also
presented an expression for the probability of attachment due to sliding.
Later, Bloom and Heindel (2002) presented an analytical expressions for the collision
and detachment frequencies. The detachment frequency expression was inspired from the
work of Mika and Fuerstenau (1968) on floc disruption caused due to the turbulence eddies.
Using the previous developed kinetic model for the pulp phase, Bloom and Heindel (2003)
compared semi-batch flotation cell model results to WEMCO lab cell data. The trends
using this homogeneous (well-mixed) bulk model were well predicted. It was a simplified
model with an assumption of constant bubble concentration, all bubbles assumed to move
at a constant rise velocity, no coalescence and breakage being modelled and the particles
assumed to be monodispersed. The collision frequency was calculated assuming an average
dissipation rate for the whole cell with a Gaussian distribution for the turbulent veloci-
ties. Schubert and Bischofberger (1998) clearly mentioned the importance of modelling
turbulence in characterising the flotation process but multiphase flow hydrodynamics was
not completely characterised in 1998 due to the limitations of the computational infras-
tructure. Bloom and Heindel (2003) also reported the flotation rate being sensitive to the
turbulence intensity in the cell.
Koh et al. (2000) were the first to simulate a flotation tank using CFD modelling. Two-
phase unsteady flow equations, using the E–E method coupled to the k-ε turbulence model,
were solved in 3D using the CFX-4 code. Collision rate profiles in the cell were reported
assuming a fixed 1 mm bubble size. No probabilities and flotation rate were reported in
this work. Koh and Schwarz (2003) extended their model to include the probability of
collision to predict flotation rates in a Denver-type flotation cell. The first-order kinetics
assumption was made for the flotation process, like many others (Nguyen et al., 1998;
Ralston, 1992). The attachment rates were also reported in the tank. The particles were
removed from the tank in their model as soon as a bubble–particle aggregate was formed.
Detachment was not modelled in this work.
Later, Koh and Schwarz (2006) improved their CFD model for the pulp phase by
including detachment along with attachment to model the concentration of free particles.
The bubbles were assumed to be either completely loaded or completely free, defining a
bubble loading factor. The adhesion probability was described in terms of the sliding and
induction times (Yoon and Luttrell, 1989), with the induction time represented empirically
in terms of the particle size and contact angle (Dai et al., 1999). The probability of
stabilisation was presented in terms of the modified Bond number, which is the ratio of
the detachment to the attachment forces (Schulze, 1993). All simulations used a contact
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angle of 38◦ for the solids. They found that the bubbles were loaded quite quickly and
the transport rate of the bubble–particle aggregates to the froth phase was the deciding
factor in characterising particle recovery. The fraction of particles remaining in the cell
was plotted as a function of time comparing different particle sizes, however all simulations
were monodispersed in the particle size. Also no bubble size distribution was considered
in this work.
Koh and Schwarz (2007) increased the concentration of solids to 10% by weight in the
pulp for modelling a self-aerating Denver lab cell. The bubble rise velocity decreases when
loaded with particles and this effect of particle loading was included as a source term in
the gas momentum equation. A 25% change in the rate constant was seen for 250 µm
particles after including this buoyancy modification. Transport equations for free and
attached particles were solved with attachment and detachment source terms. The bubble
diameter was fixed as 1 mm. Attachment rate and bubble loading contours were presented
for the Denver cell using the above CFD model. Few other research works by the above
authors were focussed towards studying the effect of particle shape and hydrophobicity
(Koh and Schwarz, 2009), and analysing the effect of stirring speed and induction time
on flotation rates (Koh and Smith, 2011) using CFD simulations. Recently, Karimi et al.
(2014a) and Karimi et al. (2014b) presented a kinetic model for the solids based on the
work of Pyke et al. (2003) and combined that to a turbulent CFD model for simulating
the pulp phase in a flotation tank. This model was very similar to the model of Koh and
Schwarz (2006), and a constant bubble size was also assumed in this work. All the above
studies were focused on modelling the kinetics of flotation in the pulp phase inside an
impeller-driven flotation cell. No work focussed on the modelling of flotation kinetics in
the gravity-driven flotation columns (see Figure 6.1). The polydispersity of solids was not
modelled in any of the above studies too.
6.2.2 Modelling surface chemistry
Most of the macro-scale models for the pulp phase in flotation have been concerned with
modelling the hydrodynamics of the process. However, hydrodynamics and surface chem-
istry effects occur simultaneously and the need for integrated modelling approaches have
also been discussed in the literature, as reviewed in the thesis of Wierink (2012). With
an aim to discuss the effect of both, Derjaguin and Dukhin (1993) proposed a flotation
mechanism theorising the presence of three zones between the particle and the interacting
bubble. The outermost zone closest to the particle is where the hydrodynamics dominates.
The middle and the inner zones are characterised by interfacial forces between the particle
and the bubble. The presence of a “diffusiophoretic” force was hypothesised by Derjaguin
and Dukhin (1993) in the middle zone. This is the force arising from the strong electric
field generated by the concentration gradients of charged surfactant caused by differences
in the diffusion rates for the cations and anions. The inner zone is characterised by the
dominant surface forces when the liquid film separating the bubble and particle is less
than 100 nm thick.
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Figure 6.1: Flotation column: (a) schematic and (b) real column on site (figure from
Wills and Finch (2016)).
Ralston et al. (1999) suggested that the effect of hydrodynamics and surface chemistry
are interwoven in explaining flotation attachment and detachment. Yoon (2000) presented
a homogeneous model for flotation with a discussion on the hydrodynamic and surface
forces in particle–bubble attraction. Min et al. (2008) presented a rigorous review on
the flotation mechanism discussing the presence of the short-range DLVO and non-DLVO
forces in the context of the interaction between the bubbles and particles. Surface forces
such as the electric double layer force, Van der Waal force and hydrophobic forces have been
used to explain the particle–bubble attachment chemistry by many others (Christenson
and Claesson, 1988; Ducker et al., 1994).
Wierink et al. (2009) considered the need of including the effect of surface forces in
the CFD model of flotation tanks for high concentration of particles and bubbles. They
presented a hydrodynamic model for a flotation tank considering the effect of surface forces
built into it. Due to the double layer repulsion force and Van der Wall attraction force, the
particle needs a minimum impulse relative to the bubble to overcome the energy barrier
leading to the formation of the three-phase contact line. It was discussed that the local
pressure gradient is responsible for providing this energy to the particles. The critical
bubble pressure was measured experimentally and fed back to the CFD model modifying
the pressure field.
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6.2.3 Modelling the bubble size distribution in the pulp phase
Ahmed and Jameson (1985) were one of the first to rigorously test the effect of bubble
size on the flotation rate using experimentation. They performed controlled experiments
studying the flotation rate for bubble sizes ranging between 75 µm and 655 µm in an
impeller-driven flotation cell. A very strong effect of bubble size on the flotation rate was
noticed; a hundred-fold increase in the flotation rate was seen as the bubble size decreased
from 655 µm to 75 µm, for fine particles (50 µm). Gorain et al. (1995) measured the
bubble size distribution at different locations in an industrial-scale flotation cell studying
the effect of impeller type and speed on this distribution. Realising the importance of
the bubble size distribution (BSD) in CFD modelling of bubble columns, Grevskott et al.
(1996) experimentally measured the BSD and fed the distribution to better predict the
hydrodynamics using their CFD model for two-phase and three-phase bubble columns.
Evans et al. (2008) and Koh and Schwarz (2008) were the first to include the PBE
for modelling BSD in a flotation pulp. The MUSIG method was used to solve the PBE
in CFX in both studies. Evans et al. (2008) proposed their own kernels for breakage and
coalescence, whereas Koh and Schwarz (2008) used the breakage and coalescence kernels of
Luo and Svendsen (1996) and Prince and Blanch (1990), respectively. Transport equations
for the free and attached particles were solved in both works, however, all particles were
assumed to be mono-sized. A significant effect of modelling the BSD on the flotation rate
prediction was reported by Koh and Schwarz (2008). Recently, Schwarz et al. (2015) have
summarised the importance of the need of better models for predicting the BSD in the
flotation pulp. Basavarajappa and Miskovic (2015) have recently used QMOM to solve
the PBE for modelling the BSD in a flotation cell geometry. This was a two-phase CFD
model solved using Fluent and solids were not modelled in this work. There is currently
no work in the literature that models the BSD in the three-phase flotation pulp using the
method of moments. As discussed in the previous chapters, MOMs, such as QMOM and
DQMOM, have proven to be very efficient when coupled to the E–E fluid flow equations
for modelling industrial scale systems. The framework presented in this chapter addresses
the above limitation by using DQMOM to model the BSD in the three-phase flotation
pulp.
Schwarz et al. (2015) have mentioned that the BSD in a flotation cell is much narrower
than that for a flotation column and hence the need to model the BSD accurately is even
more important in flotation columns. Tuteja et al. (1994) presented a review of the various
kinetic and non-kinetic mathematical models developed for column flotation until 1994.
This included the two-phase kinetic models proposed by Finch and Dobby (1990) and
Yoon et al. (1993) to calculate the overall recovery based on the axial dispersion theory.
The non-kinetic models discussed were empirical in nature with the fitting parameters
identified from experiments on flotation columns. However, the studies discussed in this
review did not consider the effect of the variation of the bubble size and it was taken as a
constant. Grevskott et al. (1996) modelled three-phase bubble columns containing slurry,
paying special attention to the BSD modelling. They used an algebraic relation for the
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SMD, proposed by Jakobsen (1993), representing the bubble diameter as a function of the
turbulent kinetic energy and dissipation rate. Grevskott et al. (1996) concluded with the
need of a population balance equation modelling the coalescence and breakage of bubbles.
Recently, Sarhan et al. (2016) presented a three-phase modelling framework for the pulp
zone using a commercial code AVL-FIRE. A classes method was used to solve the PBE for
polydispersed bubbles along with monodispersed solids in a cylindrical flotation column.
The attachment and detachment models similar to Koh and Schwarz (2008) were used.
This framework however was only used to analyse the effect of solids concentration on
the bubble SMD and gas holdup and compared to previous experimental studies on slurry
reactors. No results/discussions regarding the flotation rate or recovery were reported.
There is still a need to develop a comprehensive CFD model of the pulp phase in a
flotation column. The present work implements the FE CFD framework developed in
this research to model the pulp phase in a rectangular flotation column. The BSD was
modelled along with the polydispersity of solids using fully-unstructured adaptive meshes.
Although the flotation column modelled in this work is not the same as a real industrial
column (as shown in Figure 6.1(b)), it represents all the features of a real column and is
readily extendible to industrial column geometries, which are popular as cleaners for the
production of high-grade1 concentrate.
6.3 Model description
The treatment of solids in the present three-phase pulp phase model is discussed here. The
equations implemented for modelling free and attached mineral particles are presented first
along with a discussion on the attachment and detachment source terms. This is followed
by a discussion on the models implemented for the slurry viscosity and the settling velocity
of free solids. Finally the complete framework for the pulp phase model implemented in
this work is summarised.
6.3.1 Transport equations for solids
Transport equations for the free and attached solids in the pulp were solved. The total
solid concentration inside the column, ntot, can be given as:
ntot(x, t) = nf (x, t) + na(x, t), (6.1)
where nf (x, t) and na(x, t) are the concentrations of the free and attached particles, re-
spectively, in number per unit volume (#/m3).
Transport equations that were solved for nf (x, t) and na(x, t) can be written as:
∂nf
∂t
+ (uc + usettling) · ∇nf = −ψa + ψd, (6.2a)
1Grade refers to the ratio of the mass of the mineral in the concentrate to that of the total solids in the
concentrate
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∂na
∂t
+ ud · ∇na = ψa − ψd. (6.2b)
Here, ψa is the rate of particle–bubble attachment and ψd is the rate of detachment. A
settling velocity usettling is added to the continuous phase velocity to get the advection
velocity of the free particles, as seen in Equation (6.2a).
6.3.2 Attachment rate
The particle attachment rate was given by:
ψa = Z1nfn
A
b PcPaPs, (6.3)
where Z1 is the collision rate factor (m
3s−1), nAb is the concentration of bubbles available
for attachment, and Pc, Pa and Ps are the probabilities of collision, attachment and
stabilisation, respectively.
Collision rate factor
Abrahamson (1975) was the first to derive the collision rate factor between particles in
a highly turbulent fluid. The same expression was later used by Koh et al. (2000) and
Bloom and Heindel (2002) to estimate the collision rate in flotation. Based on the previous
studies the same collision rate factor was used in the present work, given as:
Z1 = 5.0
(
ds + db
2
)2
(u2t,s + u
2
t,b)
1/2, (6.4)
where db is the bubble diameter, ds is the particle diameter, ut,s is the RMS fluctuating
velocity for the particles and ut,b is the RMS fluctuating velocity for the bubbles. For large
colliding particles and/or high intensity turbulence the particles do not follow the fluid
streamlines and the particle velocities can be assumed to be distributed independently (in
magnitude and direction). The particle velocity distribution in the above model is assumed
to be Gaussian and the Tchen equation (Abrahamson, 1975) is solved for a spherical
particle in a 1D fluid to obtain this probability distribution. The velocity fluctuations in
this case are represented in terms of the turbulent dissipation rate as (Bloom and Heindel,
2002; Koh and Schwarz, 2006):
ut,i =
0.4ε4/9ρ
1/3
l d
7/9
i
µ
1/3
l
(
ρi − ρl
ρl
)2/3
, (6.5)
where the subscript i refers to solid and gas phase. Equation (6.4) was also used by Koh
and Schwarz (2006) in their pulp phase CFD model for the case when particle and bubble
velocities are uncorrelated. The particle and bubble velocities remain uncorrelated as long
as turbulence in the fluid is isotropic at the scale of colliding particles and the two colliding
particles are moving in independent fluid elements. Velocities for the fluid elements close to
each other in space will be correlated but if the particle inertia is sufficiently larger than the
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drag on the particle due to these correlated elements, the independence of particle velocities
can be assumed. This condition is quantified by comparing the particle relaxation time to
the characteristic time for velocity fluctuation at a distance over which the fluid velocities
are correlated. This results in a critical particle diameter expression, given as:
dcrit =
√
15µlu
2
t,l
ρiε
. (6.6)
Abrahamson’s collision rate factor is applicable when the particle or bubble diameter is
greater than the above critical diameter (Koh and Schwarz, 2006). Here, ut,l is the RMS
fluctuating velocity of the liquid phase which is equal to
√
2k. For bubbles, ρi in the above
equation is taken as 0.5ρl. Equation (6.4) is therefore applicable in high-intensity turbulent
flows, when the turbulence is isotropic on the scale of colliding particles, the particles are
nearly spherical, and when the particle size is greater than the critical diameter for the
particle and bubble velocities to be independent. Most of the above conditions were
applicable in the present situation for particle–bubble collisions in flotation. The particles
(and larger bubbles) however are not spherical and this is an assumption that is made
here to ensure the applicability of Equation (6.4).
In case the particle and bubble velocities are correlated (i.e. for low intensity turbu-
lence), the collision rate expression developed in the past by Saffman and Turner (1956)
was used (same as Koh and Schwarz (2006)):
Z1 =
√
8pi
15
(
ds + db
2
)3(ερl
µl
)1/2
. (6.7)
The above expression is based on the classical ‘gradient collision’ model of Smoluchowski
(1917), which derives the collision rate of particles moving under uniform shear. This
model assumes ds + db to be smaller than the smallest eddies and that the particles move
with the fluid (i.e. they have a small inertia).
Bubbles available for attachment
Different approximations have been used to estimate the available bubble concentration in
the literature. Bloom and Heindel (1997) assumed that only one particle can attach to a
bubble and Bloom and Heindel (2003) assumed that only the bubbles that have no particle
attached to them are available for attachment. Some replaced the number concentration
of available bubbles with the total bubble concentration. In this work, the assumption of
Koh and Schwarz (2006) of the bubbles being either fully loaded or completely clean was
used. The bubble loading parameter βbub was, therefore, defined as:
nAb = (1− βbub)ntotb , (6.8)
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where ntotb is the total bubble concentration. The bubble loading factor for a particular
solid class i was calculated as:
βbub,i =
(
na,i
ntotb
)(
ds,i
db
)2
0.5, (6.9)
assuming 50% maximum loading. The total bubble concentration ntotb was calculated
using the value of zeroth moment, m0, of the bubble NDF. Equation (6.9) assumes that
loaded bubbles always contain particles of the same size.
Collision probability
The probability of collision in this work was calculated using the expression derived by
Yoon and Luttrell (1989), given as:
Pc =
(
3
2
+
4
15
Re0.72b
)(
ds
db
)2
. (6.10)
This expression is based on an isolated bubble rising in particle suspension in a quiescent
flow. The particles are assumed to follows fluid streamlines around the bubble, which
is a reasonable assumption if the particle inertia is small. The particles and bubbles
are assumed to be spherical. It was theorised by Sutherland (1948) that the particles
lying inside the “grazing streamline” are able to collide with bubbles successfully (see
Figure 6.2). Using this theory, the probability of collision was defined as the fraction of
particles in the bubble path that end up colliding with it, quantified as the ratio of the
area inscribed by limiting radius R0 to the area inscribed by bubble radius Rb. Yoon and
Luttrell (1989) measured fluid streamlines for different bubble Reynolds numbers (below
100) and developed an empirical relation for fluid streamlines as a function of the bubble
Reynolds number, which was used to define R0. This led to the expression for the collision
probability as defined in Equation (6.10). A similar expression for the collision probability
was derived by Weber and Paddock (1983) without any experimental validation. Equation
(6.10) was also used by Koh and Schwarz (2006) in their pulp phase models.
Adhesion probability
The short-range surface forces start acting once the particle is close enough to the bubble
after collision. Sutherland (1948) theorised that for the thermodynamically feasible cases
the bubble–particle attachment occurs when the particle “sliding time” is larger than the
“induction time”, which is the minimum time required for the liquid film to thin and
rupture. For given particle and bubble sizes, there is a maximum incidence angle (θ in
Figure 6.2) that the incoming particle must hit at for the attachment to be successful. For
particles approaching at angles above this maximum angle, the sliding distance will not be
long enough for the film thinning to occur in time. Yoon and Luttrell (1989) proposed the
adhesion probability as the ratio of the area inscribed by the limiting radius (corresponding
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Figure 6.2: Particle following fluid streamline around a bubble (from Yoon and Luttrell
(1989)).
to the maximum incidence angle) to the area inscribed by the sum of bubble and particle
radii. This adhesion probability is equal to sin2 θinc, θinc being the maximum incidence
angle. Using the empirical relation for fluid streamlines as a function of bubble Reynolds
number, Yoon and Luttrell (1989) derived the sliding time in terms of the incidence angle,
assuming the particle inertial to be small. Equating the sliding and induction times for
the maximum incidence case, the adhesion probability was obtained as:
Pa = sin
2
2 arctan
exp
[
−(45 + 8Re0.72b )ut,btind
15db(db/ds + 1)
]
 . (6.11)
The following well-known relation for the induction time was used in this work:
tind = Aindd
Bind
s , (6.12)
where Aind = 75/θCA (θCA is the contact angle in degrees) and Bind = 0.6, using the
statistical fitting performed by Dai et al. (1999) and Koh and Schwarz (2006). Definition
of the fitting parameter A is consistent with the fact that the induction time is short
for hydrophobic surfaces (Wills and Finch, 2016). Although the effect of collectors has
not been modelled here, they will affect the induction time directly through a change in
the contact angle of the mineral surface. The above understanding of the induction time
being independent of the sliding time has been questioned recently by Verrelli et al. (2012)
based on the results they obtained using their microhydrodynamic numerical simulations
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and experiments.
Ideally the adhesion probability should also consider the extent of liberation of the
mineral in the crushed ore. It is generally not economical to crush the ore to very fine
particle size to liberate all mineral particles. Hence the partially-liberated ore has a lower
probability of attaching to the bubbles as compared to a fully-liberated one. Welsby
et al. (2010) measured the flotation rate as a function of particle size for different mean
liberation values, noticing a clear trend. Jameson (2012) showed that the ratio of the
rate constant for a partially liberated particle sample to a fully liberated sample was a
unique function of liberation independent of particle size, called the liberation function.
Albijanic et al. (2011) saw a clear reduction in the attachment time as the liberation of the
mineral increased, through their experiments. There is currently no study that quantifies
this effect of liberation on the adhesion probability and the effect of liberation was not
considered in the present model.
Stabilisation probability
Schulze (1993) proposed the stabilisation probability of the particle–bubble aggregates in
a flotation pulp as:
Ps = 1− exp
(
1− 1
Bo∗
)
. (6.13)
Here Bo∗ is the modified Bond number defined as the ratio of detachment to attachment
forces. It is given as:
Bo∗ =
d2s
[
(ρs − ρl)|g|+ 1.9ρsε2/3
(
ds+db
2
)−1/3]
+ 1.5ds
(
4σ
db
− dbρl|g|
)
sin2
(
pi − θCA2
)
|6σ sin
(
pi − θCA2
)
sin
(
pi + θCA2
)
|
.
(6.14)
It is assumed here that turbulent eddies of similar size as the bubble–particle aggregate
can cause detachment. Bloom and Heindel (2003) modified the expression for stabilisation
probability as:
Ps = 1− exp
[
As
(
1− 1
Bo∗
)]
, (6.15)
where As is an empirical constant that varies between 0 and 1. However, As was taken to
be one in this work.
6.3.3 Detachment rate
The particle detachment rate was given by:
ψd = Z2n
L
b Pd, (6.16)
where Z2 is the detachment frequency (1/t), n
L
b is the concentration of loaded bubbles
and Pd is the destabilisation probability. The detachment frequency due to the turbulent
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eddies was calculated using:
Z2 =
√
C1ε
1/3
(ds + db)1/3
, (6.17)
where the constant C1 was taken to be equal to 2 (Bloom and Heindel, 2002, 2003; Koh and
Schwarz, 2006). The concentration of loaded bubbles was calculated using nLb = βbubn
tot
b .
The destabilisation probability was calculated simply as 1− Ps.
6.3.4 Settling velocity of solids
Richardson and Zaki (1954) obtained the relation for the settling velocity of a suspension
of uniform spherical particles as:
usettling =
g(ρs − ρl)d2s
18µl
4.65s , (6.18)
where the subscripts s and l refer to the solid and liquid, respectively. s is the porosity
in the solid-liquid mixture that can be written as:
s = 1− nfVs. (6.19)
Here, Vs is the volume of a solid particle. Equation (6.18) was used to calculate the settling
velocity of free solids, which was superimposed on the liquid velocity field for getting the
advection velocity in the free-solid scalar equation (Equation (6.2a)). The pulp phase
models presented by Koh and Schwarz did not consider the effect of the settling velocity
of the particles, which is included for the first time in this work for modelling the pulp
phase. Neglecting this settling velocity would mean that the larger (and heavier) solid
particles will also follow fluid streamlines like the ligher ones, which is physically incorrect.
This equation however is only used for the better estimation of the advection term in the
free-solid transport equation as no momentum equation for the free solids is solved in the
present model.
6.3.5 Viscosity modification of the liquid phase
The presence of solid particles in the liquid phase applies a drag force which leads to
the loss of energy of the fluid. This energy loss can be accounted for by modifying the
molecular viscosity of the fluid. Einstein’s equation, which relates the slurry viscosity
µslurry to the solid volume fraction φ for spherical particles, is generally applicable to very
dilute systems and the equation does not apply to higher solid concentrations. Krieger
and Dougherty (1959) proposed an expression for the change in the viscosity of a fluid due
to the presence of high concentration of rigid spherical particles as:
µslurry = µl
(
1− φ˜
φ˜max
)−[µ]φ˜max
, (6.20)
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where µl is the molecular viscosity of the fluid, φ˜ is the solid volume fraction, φ˜max is
the maximum packing fraction that the solid particles can achieve and [µ] is the intrinsic
viscosity. Intrinsic viscosity is the limiting value of (µslurry/µl − 1)/φ˜, which is equal to
2.5 using Einstein’s equation. Merve Genc et al. (2012) used the values 2.5 and 0.74 for
[µ] and φ˜max respectively, in Equation (6.20) for estimating the pulp viscosity in nickel
sulphide flotation. Many other empirical and semi-empirical relations between µslurry and
φ˜ have been proposed (Shook and Roco, 1991). Equation (6.20) was used in the present
work with the values 2.5 and 0.70 for [µ] and φ˜max, respectively. The solid volume fraction
was calculated as φ˜ = 1−  using Equation (6.19). This is the first time modified viscosity
has been included in the three-phase pulp model. Earlier pulp models assumed liquid
viscosity for the slurry in the pulp phase.
Since the viscosity modification is the only way to apply the effect of free solids on
the liquid velocity field, this step is necessary. It is independent of the settling velocity
modification in Equation (6.18), which does not impact liquid velocity as the free-solid
transport equation does not modify liquid velocity in any way. If a separate momentum
equation was being solved for the free solids, viscosity modification of the liquid phase
would impact solid velocity field and the Richardson and Zaki settling equation would
not be needed. In the present model, the viscosity modification and Richardson and Zaki
equation are used to independently apply the effect of free solids on the liquid velocity
and the solid velocity, respectively.
6.3.6 Complete flotation column model
Figure 6.3 shows the complete set of equations and the coupling between them that was
used to model the pulp phase inside a flotation column. The solid scalar equations, coupled
to each other through the attachment and detachment source terms, are shown on the left.
Although more than one solid classes were used in this work, only one has been shown
in the figure for illustration. The free solids are coupled to the liquid phase through the
mean liquid velocity and the modified liquid viscosity. The attached solids are coupled to
the gas phase through the gas velocity field. Buoyancy modification was not considered
in the present model. The turbulence equations supply the dissipation value which is
used in the semi-empirical expressions for particle–bubble attachment and detachment
rates. Finally, the PBE supplies the bubble diameter and the bubble concentration for the
attachment and detachment rate expressions. The effects of adding reagents (collectors,
frothers, activators and depressants) in the pulp phase have not been modelled in the
present work. This framework is one-of-a-kind implemented in the open-source Fluidity
code to model the strong coupling between the different phases. The highly-parallelised
nature of Fluidity along with the ability to handle fully-unstructured adaptive meshes
makes it specially suitable to simulate industrial scale flotation pulp. At the present stage
there is no other commercial or freely available software product that allows this kind of
modelling capability.
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Figure 6.3: Coupling of the model equations used for modelling the three-phase pulp
phase in a flotation column.
6.4 Problem description and simulation setup
The exact same geometry of the rectangular bubble column considered in the previous
chapter was used for the flotation column simulations in this chapter. All physical pa-
rameters for air and water phases were the same as considered for bubble columns in
the previous chapter. The density of the liquid phase was considered the same as water
density without taking into account the presence of solid particles. The density of solids,
ρs, was taken to be 2600 kg/m
3 and the contact angle as 75◦. All simulations were run
for a 2D flotation column on an adaptive mesh. The mesh was adapted to the same fields
as discussed in the previous chapter—air volume fraction (αd), first abscissa (ξ1) and the
first weighted-abscissa (ς1). The parameter values can be seen in Section 5.9.1 on Page
170.
Two simulation results are presented in this chapter, one for monodispersed solids
and another for polydispersed solids. Previous pulp phase models by Koh and Schwarz
(2007, 2008) have considered single particle size for simplicity. However, the feed entering
the flotation process in reality is in the form of a particle size distribution and the model
should be able to consider this polydispersity of the solids for an accurate modelling of the
overall process. For this reason a polydispersed solids simulation was run in this work and
the results were compared to a monodispersed simulation to notice if the polydispersed
modelling of solids has any effect on the rate of flotation. Both simulations were run for
a superficial gas velocity (Jg) of 1.0 cm s
−1. The monodispersed solids simulation includes
150 µm spherical solid particles with an initial concentration of 15% by volume (which is
equal to 39% solids by mass). The corresponding initial condition for the free solids, nf ,
was 8.25× 1010 m−3. All the particles were assumed to be free in the beginning and hence
the initial concentration for the attached solids was taken as 1.0× 10−7 m−3. For the
polydispersed simulation, three solid sizes were considered—50 µm, 150 µm and 250 µm.
Initial concentration for each solid class was 5% by volume. This corresponded to an initial
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concentration of 7.5× 1011 m−3, 2.75× 1010 m−3 and 6.0× 109 m−3 for the free solids of
the three size classes, respectively.
A no-flux BC for was used on all the boundaries for the free solids scalar, whereas the
attached solids were allowed to escape from the outlet with the absorption BC applied to
them, as discussed in Equation (5.31). The solid scalars were discretised using the CV
method with the dual mesh constructed on a P1 parent FE mesh. The first-order upwind
scheme was used for discretising the advection terms. A fully-implicit time discretisation
was used. Close to the inlet, particles tend to settle and the porosity can become negative
due to the free particle volume exceeding the spatial volume. To resolve this, a lower
bound of zero on the porosity was applied.
There are many assumptions involved in the bubble breakage and coalescence models
used here. Although the coalescence and breakage kernels of Laakkonen et al. (2006, 2007)
used in this work have been derived for pure liquid and bubble systems, Koh and Schwarz
(2008) have used similar liquid–gas expressions in their flotation simulations reporting a
reasonable match with the experiments. However, it will be ideal to include kernels that
can account for the the effect of solids and surfactants, which, to the best knowledge of
the author, do not exist in the literature currently. Table 6.1 shows a comparison of the
features of the present pulp phase simulation framework with previous studies.
6.5 Results
6.5.1 Analysis of the evolution of solid concentration
Figure 6.4 shows the total number of free particle of 150 µm size as a function of time in the
polydispersed simulation. A linear decrease in the free particle population in the column
was obtained in the 50 s simulation time. This decrease is due to the particles getting
attached to bubbles and the loaded bubbles getting transported out of the batch flotation
column. Figure 6.5 shows the total number of attached particles of 150 µm diameter in the
column as a function of time. It can be seen that the attached particles attain a steady
state value in a very short time. This means that the rate of attachment becomes equal
to the rate of transport of the attached particles out of the column. Koh and Schwarz
(2006) also reported the number of attached particles becoming constant with time and
the bubbles getting loaded very quickly in their pulp phase simulations for an impeller-
driven cell. The rate of detachment was negligible for the simulation conditions in this
work. Since the overall number of attached particles was constant and the detachment was
negligible, the transport rate is what determined the rate of flotation here, similar to the
findings of Koh and Schwarz (2006). Figure 6.6 shows the contours of the attached solids
concentration in the column at steady state for the 150 µm particles in the polydispersed
solids simulation. It can be seen that the attached particle concentration is higher near
the inlet as compared to other sections in the column. The turbulent dissipation, which
affects the collision rate, was also found to be high near the inlet of the column and may
be the reason behind the increased attached particle concentration in that region.
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Table 6.1: Comparison of the features of the present pulp phase simulation framework
with previous studies.
Model feature Present
work
Koh
et al.
(2000)
Koh
and
Schwarz
(2003)
Koh
and
Schwarz
(2006)
Koh
and
Schwarz
(2007)
Koh
and
Schwarz
(2008)
Sarhan
et al.
(2016)
E–E model for gas and liq-
uid phases
k–ε turbulence model for
liquid phase
Polydispersed bubbles X X X X
Polydispersed solids X X X X X X
Settling velocity for free
solids
X X X X X X
Viscosity modification of
liquid phase due to solids
X X X X X X
Buoyancy modification due
to loaded bubbles
X X X X X
Transport equations for
free and attached solids
X X
Collision rate (bubble–
solids)
Collision probability X
Adhesion probability X X
Stabilisation probability X X
Detachment rate (bubble–
solids)
X X
Solver Fluidity CFX CFX CFX CFX CFX AVL-
FIRE
Impeller modelling X X
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Figure 6.4: The total number of free particles (of 150 µm diameter) in the column as a
function of time for the polydispersed solids simulation.
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Figure 6.5: The total number of attached particles (of 150 µm diameter) in the column
as a function of time for the polydispersed solids simulation.
6.5.2 Effect of polydispersity of solids
The particle volume fraction remaining in the column as a function of time is plotted in
Figure 6.7 for the three solid sizes. Flotation rate, which is proportional to the negative
of the slope of the curves, increases with particle size, as shown in the figure. Larger
particles have a higher chance to come in contact with a bubble leading to higher collision
rate. Although larger particles have higher destabilisation rates, the current expression
for the probability of stabilisation and the current operating conditions resulted in a
destabilisation rate close to zero (or a stabilisation rate approximately equal to one). The
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Figure 6.6: Steady state contours of the attached particles (of 150 µm size) in the
polydispersed solids simulation.
bubble loading factor (βbub) for the three solid sizes are compared in Figure 6.8. For
the lower and intermediate particle sizes, the bubble loading is higher outside the central
plume owing to the smaller number of bubbles in that region. The lower bubble loading
corresponding to the smaller particle sizes supports the fact that attachment is more
dominant for larger particles in this case.
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Figure 6.7: Particle volume fraction remaining in the flotation column plotted as a
function of time for polydipersed mineral particles. Three particle diameter classes in the
column were simulated with an initial volume fraction for each class equal to 0.05.
Jg = 1.0 cm s
−1.
Figure 6.9 shows a comparison of the total volume fraction of particles remaining in
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Figure 6.8: Contours of the bubble loading factor (βbub) for the three solid sizes.
the column as a function of time for the monodispersed and the polydispersed simulations.
The monodispersed solids simulation over-predicts the flotation rate as compared to the
polydispersed simulation. Although the difference is only around 1% in the first 30 seconds,
the linear trend could lead to an increasing over-prediction of the flotation rate with time.
This proves the fact that modelling the polydispersity of the solids is important for the
correct prediction of flotation rate through CFD simulation of the pulp phase in a flotation
column. The previous studies that considered only a single particle size (Koh and Schwarz,
2006, 2007) could be over-predicting the overall flotation rate for the same reason discussed
above.
6.5.3 Effect of solids on the bubble size distribution
Figure 6.10 shows the air SMD at three heights in the column (h=0.15 m, 0.225 m and
0.30 m from bottom to top) with and without the presence of solid particles. The inclusion
of solids leads to a slightly decreased SMD around the centre of the column (x =0.1 m),
however the overall change is not significant. Zhang and Finch (2014) also reported that
there was no effect of the addition of solids (hydrophobic talc particles) on the bubble
size distribution in the flotation column. They conducted experiments on a cylindrical
column 0.1 m in diameter and 1.1 m high operating in a continuous mode. The bubble size
was measured in the mid section of the column for a Jg of 0.725 cm s
−1. Kuan and Finch
(2010) found that the change in the bubble size due to the addition of solid particles was
dependent on the type of frother used. Certain frothers, that were not adsorbed, did not
cause any change in the bubble size with the addition of solids. Since the effect of frother
has not been included in the current model, the results obtained are consistent with the
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Figure 6.9: Comparison of the volume fraction of particles remaining in the column
with time between monodispersed and polydispersed solids. The results have been
compared for all particle sizes with a total initial solid volume fraction of 0.15 and a Jg
of 1.0 cm s−1.
experimental studies on flotation columns discussed above. Grau and Heiskanen (2005)
studied the effect of the addition of hydrophilic solids on the bubble size distribution
in an impeller-driven flotation cell, reporting an increase in bubble size with increasing
solids concentration. This was attributed to the decreased turbulent intensity caused by
the addition of solids that led to a reduction in bubble breakage and hence an increased
bubble size. No reduction in the turbulent intensity (dissipation) was noticed for the
flotation column simulations after solids addition and therefore the bubble size was not
affected in the present case. Modelling the polydispersity of the solids also did not have
any effect on the air SMD in this case, as seen from a comparison with the monodispersed
solids result in Figure 6.10.
6.6 Summary
The parallelised adaptive-mesh finite element framework of Fluidity to model the pulp
phase in froth flotation was presented in this chapter. Transport equations for free and
attached solids were solved containing source terms for particle–bubble attachment and
detachment. The kinetic model of Sutherland (1948) was used here, with the attach-
ment and detachment terms based on theoretical and empirical models proposed in the
literature. The transport equations for solids were coupled to the multiphase Eulerian–
Eulerian flow model solved in conjunction with a k-ε turbulence model. Polydispersity of
the bubbles was modelled using the population balance equation, and polydispersity of
the solids was modelled using three separate classes. The effect of the presence of solids in
the pulp was coupled to the other two phases through the inclusion of phase velocities in
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Figure 6.10: Air SMD at three heights in the column; h=0.15 m, 0.225 m and 0.30 m
from bottom to top. The SMD with and without the presence of solids has been
compared here.
solid transport equations, settling velocity of free solid particles and the slurry viscosity
modification due to the presence of solids. This is the first time that a comprehensive
three-phase model of the pulp zone has been solved for a flotation column.
Test simulations for a rectangular flotation column-like geometry were presented. The
importance of modelling the polydispersity of solids was established by comparing the
results for polydispersed solids simulation with that of the monodispersed solids. CFD
simulations of the pulp phase showing the effect of modelling the polydispersity of solids on
the flotation rate have been attempted for the first time. Monodispersed solids simulation
was seen to over-predict the flotation rate as compared to the polydispersed simulation.
No effect of the inclusion of solids on the change in the bubble size distribution was noticed
in the simulation results, for the list of parameters chosen here. This is consistent with
the previous experimental studies on flotation columns published in the literature.
In the multi-scale flotation process many interactions occur between the different
phases and individual models for those interactions are required. For examples, interphase
force between liquid and gas bubbles, inter-bubble collision, particle–bubble interaction,
etc. Care was taken to choose appropriate models for these processes in this research to
produce a physically sound overall model. However, there is a lot of scope for the im-
provement of these individual models, the combined behaviour of which can now be tested
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using the framework demonstrated in this work. The availability of this framework to
model the pulp phase efficiently now also allows for its use to model real flotation column
geometries to predict the hydrodynamics and flotation rates, along with the bubble size
distributions. This framework will be very useful in evaluating and improving the design
of flotation columns.
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Chapter 7
Conclusion
The future depends on what you do today.
Mahatma Gandhi
A numerical model for the solution of multiphase polydispersed flows was developed
in this research and used for simulating bubble columns and the pulp phase in flotation
columns. Since flotation recovery is sensitive to pulp phase hydrodynamics, a better
understanding of the phenomena taking place in these systems is important for the design
of new efficient flotation devices. The multiphase, turbulent and polydispersed nature of
flow in the pulp makes it all the more challenging to model this process. The absence of a
comprehensive model for the pulp phase in literature was the inspiration behind this work.
The primary focus of this research was on modelling the polydispersity of the gas and solid
phases and ensuring the tractability of the solution framework. Bubble polydispersity was
modelled using the population balance equation that was implemented in Fluidity using
DQMOM in this study. Polydispersity of the solids was modelled by solving different
equations for the solid classes. Mesh adaptivity feature of Fluidity imparted tractability
to the overall solution method in the present work. This study successfully validated the
polydispersed model solved for the bubbles (using the PBE) in a bubble column for an
accurate prediction of the flow hydrodynamics. The effect of modelling the polydispersity
of solids on the overall flotation rate prediction was also demonstrated.
Mesh adaptivity was applied to the external coordinates of the number density func-
tion in the DQMOM method to solve the PBE. Significant improvement in the solution
efficiency was reported through its use. A purely diffusive PBE was solved in Chapter 3
adapting the mesh to the third moment of the NDF. The results reported similar errors
for the adaptive mesh simulation and a fixed fine mesh simulation, with the adaptive mesh
simulation three times faster than the latter. A PBE containing breakage and aggregation
terms, integrated to multiphase flow equations, was solved in Chapter 4 for a multiphase
backward facing step problem utilising mesh adaptivity. The mesh was adapted to two
solution fields in this problem—the dispersed phase velocity and the Sauter mean diam-
eter. Adaptive mesh simulation was reported to be quicker and more accurate than the
corresponding fixed mesh simulations. This is the first time that mesh adaptivity has
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been used for the solution of the PBE and the present work successfully demonstrated the
improved solution efficiency with its use. It can therefore be concluded that polydispersed
flows can be simulated more efficiently using mesh adaptivity when appropriate adaptivity
parameters are chosen.
The bubble column experiments of Dı´az et al. (2008b) were compared with the results
from the 2D simulations performed using the polydispersed adaptive-mesh FE framework
of Fluidity in Chapter 5. The use of PBE for modelling the bubble size distribution was
found to be effective in predicting the local and global flow properties accurately. The
polydispersed simulations presented a good match with the experimental measurements of
Dı´az et al. (2008b), Buwa et al. (2006) and Pfleger et al. (1999) for liquid velocity and gas
holdup. Modelling equations were implemented for the attached and free solid particles
in Chapter 6 and coupled to the flow equations for the other two phases to develop a
complete pulp phase model. The pulp phase was modelled for three solid classes and the
overall flotation rate was compared to the monodispersed solids simulation. A difference
of 1% in flotation recovery was noticed in a simulation time of 30 s for a Jg of 1.0 cm s
−1.
This error from neglecting the polydispersity of solids in the pulp phase is expected to add
up in time and possibly lead to significant error in flotation recovery estimations. This
research therefore established the importance of modelling the polydispersity of dispersed
phases in bubble and flotation columns for an accurate prediction of the flow and the
flotation rate, respectively. It was also shown that a hybrid finite element–control volume
framework can be successfully used for modelling such a complex system (the pulp phase),
which was only attempted in the past using the control volume ANSYS CFX code (Koh
and Schwarz, 2006, 2007, 2008, 2009).
One of the objectives of this work was to implement the DQMOM solution method in
the finite element Fluidity code and analyse the behaviour of various discretisations. It was
found that the CG finite element discretisation was more accurate than CV discretisations,
but the CV + first-order discretisation scheme was the most stable when the PBE was
coupled to flow equations for simulating bubble columns. This can either be attributed
to the monotonic nature of this scheme or the fact that this scheme has been reported
to produce realisable moments in all conditions. Therefore, a hybrid FE–CV method was
found to be the most effective for simulating polydispersed multiphase flows in this work.
Unlike previous claims in the literature, it was found that moment corruption does occur
in DQMOM, as noticed in this study. Velocity field in this research was discretised using
linear discontinuous shape functions (P1DG), pressure field using quadratic continuous
shape functions (P2CG) and all the advection-diffusion equations, such as the transport
equations for turbulence scalars, PBE scalars, volume fraction and solids, using the control
volume shape functions (P1CV). The P1-P1 velocity-pressure pair was found to be unstable
for the bubble and flotation column simulations.
A highly-complex tractable CFD modelling framework was developed and presented
in this research that allows for an integration of physical models for the various phenom-
ena occurring in polydispersed multiphase flows, represented by coupled partial differential
equations. One of the main goals of this research was to present such a working framework
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that can be used in the future to test the effect of physical models for the various phenom-
ena in the overall behaviour of the system. This modelling framework can now be applied
to simulate a variety of multiphase polydispersed problems in the process industries. As a
result of the analyses performed in this study, many interesting features of the individual
physical models were identified, e.g. the use of RANS turbulence modelling approach was
found to be effective for modelling the steady state flow fields only due to its inherent
time-averaged nature. Bubble coalescence kernels of Laakkonen et al. (2006) used in this
work were not able to predict the coalescence in the central plume, and hence the increased
bubble size, as seen in the experiments. The above framework can be enhanced by adding
complexity in different fronts. In order to improve the overall modelling framework, the
following next steps are proposed.
7.1 Future work
1. Turbulence model
The k-ε turbulence model was shown to predict steady state behaviour only, as
discussed in Chapter 5, due to its inherent time-averaged nature. The use of LES
turbulence model, an implementation of which now exists in Fluidity (Bull, 2013),
with 3D polydispersed multiphase flow equations (for modelling the pulp phase)
could allow for the modelling of the dynamic behaviour of the plumes. LES models
are also more accurate as they resolve the large eddies instead of modelling them and
hence the flow profiles would be predicted more accurately using LES. The present
modelling framework will greatly benefit from the LES turbulence model.
2. Multivariate PBE
The capability implemented in Fluidity as a part of this work only allows one inter-
nal variable in the NDF in the PBE. The effect of other internal variables on the
dispersed phase population and hydrodynamics can be studied by extending this
implementation to handle multivariate NDFs. In the case of pulp phase modelling,
particle shape, composition (mineralogical or chemical) or hydrophobicity along with
its size could be considered as internal variables when modelling polydispersity. Al-
though the present work used a separate advection–diffusion equation for modelling
the concentration of each solid class, more than one internal variable will make this
method expensive and the PBE solved using DQMOM would present as an econom-
ical choice. The use of multiple internal variables would greatly enhance the model
strength and accuracy. However, the effect of particle shape and/or composition will
have to be included in the aggregation and breakage source terms through suitable
models (Koh et al., 2009).
It is quite straightforward to extend DQMOM for handling multivariate NDFs as
explained in Marchisio and Fox (2005). In order to verify the planned implementation
of multivariate PBE, an analytical solution has been “manufactured” using MMS
by the author. Appendix A.2 contains a preprint of the short paper that has been
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submitted to the International Journal of Multiphase Flow detailing this solution.
Code verification for a spatially-heterogeneous multivariate PBE has never been
performed in the past as no analytical solution is available for such a PBE. This
“manufactured” analytical solution would also be useful for studying the moment
corruption phenomenon, especially the effect of various FE discretisations on the
realisability of the obtained moment-set.
3. Effect of frother on bubble breakage and coalescence functions
Frothers are generally added to the pulp to aid in the formation of small bubbles
and to reduce the bubble rise velocity. Reduction in the bubble size and the bubble
rise velocity (which increases bubble residence time) increases the probability of
collision with particles, eventually leading to an increased flotation rate. These
surfactants work on the water-air interface reducing the rate of coalescence and
increasing breakage rate (Wills and Finch, 2016). The effect of frothers on the
breakage and coalescence rates was not considered in this thesis and has not been
attempted in the past in the literature. It will be useful to develop mathematical
models quantifying the effect of frothers on the bubble coalescence and breakage rates
and including this effect in the pulp phase numerical framework; the experimental
findings of Castro et al. (2013) can be a useful starting point.
4. Integrate pulp and froth models in Fluidity
A model for the froth phase has already been implemented in Fluidity (Brito-Parada
and Cilliers, 2013; Brito-Parada et al., 2012a,b, 2013) and in order to obtain a
comprehensive model for the flotation column/cell, the next step would be to couple
the pulp phase model with the froth phase model. To integrate the two models
successfully, a better understanding of the interface region between the pulp and the
froth zones may be required, which may also require a separate model.
5. Model for mineral liberation
Coarse particle flotation is becoming more important nowadays to reduce the cost
of grinding of the ore (which consumes a significant portion of the total energy in
the mining process). To account for the effect of partially-liberated particles in the
pulp, there is a need for a model for liberation affecting the adhesion probability
in the pulp. The model used in this work assumed fully-liberated mineral particles
in the pulp, which overpredicts the coarse (partially-liberated) particle attachment
probability. In the future, different theoretical models for the effect of liberation
on the attachment rate could potentially be developed and tested using the three-
phase numerical framework developed in the present work. These results could be
compared to the experimental flotation rates available in the literature.
6. DNS modelling of particle-bubble interaction
The particle-bubble attachment and detachment models used in the present work
are quite old and involve many assumptions. Previous studies on pulp phase mod-
elling and the present work used the collision rate expression of Abrahamson (1975)
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which assumes a Stokes’ flow regime. The collision probability expression of Yoon
and Luttrell (1989), used in the present research, assumes that the particles follow
fluid streamlines, which may not be the case for coarse particles. Micro-scale DNS
simulations could be performed to understand the flow hydrodynamics and its effect
on the bubble–particle interactions (Fayed, 2014; Schwarz et al., 2015). The results
from DNS simulations could then be used to validate the above models and suggest
improvements (Sundaram and Collins, 1997).
7. Modelling three-dimensional flotation geometries
Although all simulations presented in this research were two-dimensional, the pulp
phase modelling framework presented in this study has been implemented for up
to three spatial dimensions, due to the dimension-independent nature of Fluidity
implementation. It will be very interesting to simulate industrial flotation column
geometries in 3D using this model.
The use of mesh inserts in flotation cells have recently been studied by Norori-
McCormac (2015) to increase flotation recovery. The effect of mesh inserts on the
hydrodynamics inside flotation columns could be studied using the framework de-
veloped in this work. These simulation results could potentially enhance our under-
standing of the experimental findings.
Work is in progress at AMCG to develop a method for modelling rotating impellers in
Fluidity. This impeller model will greatly enhance the present framework, making it
possible to simulate stirred flotation cells. Design optimisation, such as studying the
effect of cell shape, baﬄes, mesh inserts and sparger type and location, can then be
performed. The effect of changing the operating conditions, such as air flowrate and
impeller speed, could also be studied using this framework and validated against
large lab-scale flotation measurements. Post-validation, this model could then be
employed to numerically simulate industrial-scale flotation cells.
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Appendix B
Derivations
B.1 Birth rate due to coalescence (BC) in the PBE
Coagulation theory (Hunt, 1980) can be used to derive the rate of formation (birth rate)
of particles of a particular state from coalescence of smaller particles.
The number of particles can be expressed using a volume-based number density func-
tion as n˜(v) dv, where v is the particle volume and n˜(v) is the volume-based number density
function. Using the above expression and the coagulation theory, the rate of formation of
the number of dispersed particles of volume v due to coalescence is given by:
d[n˜(v) dv]
dt
=
1
2
∫ v
v1=0
β(v′, v1)n˜(v′) dv′ n˜(v1) dv1, (B.1)
where β(v′, v1) is the coalescence frequency for particles of volumes v′ and v1, and the
two coalescing volumes are related as v′ + v1 = v. There is a constant 1/2 on the RHS
of Equation (B.1) to account for the symmetry in the coalescence expression. It must be
noted that only binary coalescence is considered here. The probability of coalescence due
to the collision of more than two particles is extremely rare for moderate dispersed phase
concentrations and is not taken into account here (Ramkrishna, 2000).
Equation (B.1) can be rearranged to get the birth rate due to coalescence:
BC =
dn˜(v)
dt
=
1
2
∫ v
v1=0
β(v′, v1)n˜(v′)n˜(v1)
(
dv′
dv
)
dv1. (B.2)
Since the population balance equation is solved for a length-based number density
function in this work, Equation (B.2) can be expressed in terms of particle size ξ using
the relations n˜(v) dv = n(ξ) dξ and v = kξ3. n(ξ) here is the number density function in
terms of the particle size ξ and k is a constant. Length-based expression for the birth rate
due to coalescence is therefore given as:
BC =
dn(ξ)
dt
=
1
2
∫ ξ
ξ1=0
β(ξ′, ξ1)n(ξ′)n(ξ1)
(
dξ′
dξ
)
dξ1. (B.3)
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Using the relations v′+v1 = v and v = kξ3, the derivative dξ
′
dξ on the RHS of Equation
(B.3) can be evaluated as:
dξ′
dξ
=
ξ2
ξ′2
(B.4)
This derivative turns into a Jacobian in case of more than one internal coordinate in the
NDF (Ramkrishna, 2000).
The birth rate, finally, becomes:
BC =
1
2
∫ ξ
0
β(ξ′, ξ1)n(ξ′)n(ξ1)
(
ξ2
ξ′2
)
dξ1, (B.5)
where ξ′ = (ξ3 − ξ13)1/3.
B.2 PD algorithm
Product-Difference (PD) algorithm was developed by Gordon (1968) to obtain the weights
and the corresponding abscissas in the quadrature approximation of the moments of the
NDF (see Equation (3.20) on Page 69). It was used in this work to obtain the initial
weights and abscissas in the DQMOM quadrature approximation from initial moments of
the NDF (calculated from the NDF at t=0 s). This algorithm, as implemented in Fluidity,
is explained below:
Given the initial moments of the NDF, m0, m1, . . . , m2N−1, construct a (2N + 1) x
(2N + 1) matrix P such that the first column of P is:
Pi,1 = δi1, i ∈ [1, 2N + 1] , (B.6)
where δij is the Kronecker delta function. The second column of P is defined in terms of
the moments as:
Pi,2 =
(−1)
i−1mi−1 for i ∈ [1, 2N ] ,
0 for i = 2N + 1.
(B.7)
Assuming a normalised distribution (m0=1), the other columns of P can be written
as:
Pi,j =

Pi,j−1Pi+1,j−2 − Pi,j−2Pi+1,j−2 for i ∈ [1, 2N + 2− j]
and j ∈ [3, 2N + 1] ,
0 otherwise.
(B.8)
Using the elements of matrix P, construct a vector c, such that:
ci =

0 for i = 1,
P1,i+1
P1,iP1,i−1
for i ∈ [2, 2N ] .
(B.9)
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A symmetric tridiagonal NxN Jacobi matrix J is now defined, such that its diagonal
terms ai are given as:
ai = c2i−1 + c2i (B.10)
and the upper and lower diagonal terms bi are given by:
bi =
√
|c2ic2i+1|. (B.11)
For instance, the Jacobi matrix for N = 4 can be written as:
J =

a1 b1 0 0
b1 a2 b2 0
0 b2 a3 b3
0 0 b3 a4

. (B.12)
The abscissas and weights are now obtained from the Jacobi matrix J by solving the
eigenvalue problem associated with it (Press and Teukolsky, 1990). The abscissas are
simply equal to the eigenvalues λi:
〈ξ〉i = λi, i ∈ [1, N ] . (B.13)
Whereas, the weights are given by:
wi = m0 (xi,1)
2, i ∈ [1, N ] , (B.14)
where xi,1 is the first component of the i
th eigenvector of J.
B.3 Analytical solution to the homogeneous growth prob-
lem used for PBE verification
Using Equation (3.16) and (3.32), LHS of the DQMOM linear equation (Equation (3.21))
can be written as:
[A1 A2]
g
h
 = A2Wγ, (B.15)
where the diagonal weight matrix W is:
W = diag(w1, w2, ..., wN ) (B.16)
and the growth vector is given as:
γ = [G(〈ξ〉1), G(〈ξ〉2), ..., G(〈ξ〉N )]T. (B.17)
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Equation (B.15) can be rearranged to :
[A1 A2]
 g
h−Wγ
 = 0. (B.18)
The least-norm solution to Equation (B.18) is g = 0 and h = Wγ .
Substituting the above values for g and h into DQMOM advection–diffusion equations,
Equations (3.15a) and (3.15b), we get:
dwj
dt
= 0, (B.19)
and
d〈ξ〉j
dt
= G(〈ξ〉j). (B.20)
Therefore, analytical results for the moments can be obtained by solving the above equa-
tions simultaneously to get:
mk(t) =
N∑
j=1
wj(0)
(〈ξ〉j(0) + 2t)k/2 for r = −1, (B.21a)
mk(t) =
N∑
j=1
wj(0)
(〈ξ〉j(0) + t)k for r = 0, (B.21b)
and
mk(t) =
N∑
j=1
wj(0) [〈ξ〉j(0) exp(t)]k for r = 1, (B.21c)
where wj(0) and 〈ξ〉j(0) are the initial values of weights and abscissas at node j. These
moments were used to calculate the SMD using Equation (3.11).
B.4 Moment transformed birth and death functions due to
coalescence and breakage
B.4.1 Birth due to breakage
The birth rate due to breakage was given by Equation (3.6) on Page 62. Taking kth
moment transform of this equation gives:
B
B
k =
∫ ∞
0
ξk
[∫ ∞
ξ
ν(ξ1)a (ξ1) b
(
ξ|ξ1
)
n (ξ1) dξ1
]
dξ. (B.22)
Since the daughter particles are always smaller than or equal to the parent particle size,
we can write:
b(ξ|ξ1) = 0 if ξ > ξ1. (B.23)
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Using this property of the daughter distribution function b(ξ|ξ1), the integration limits in
Equation (B.22) can be changed to give:
B
B
k =
∫ ∞
0
ξk
[∫ ∞
0
ν(ξ1)a (ξ1) b
(
ξ|ξ1
)
n (ξ1) dξ1
]
dξ. (B.24)
Substituting ξ1 = ξ2 and ξ = ξ1,
B
B
k =
∫ ∞
0
∫ ∞
0
ξk1ν(ξ2)a (ξ2) b
(
ξ1|ξ2
)
n (ξ2) dξ1dξ2. (B.25)
B.4.2 Death due to breakage
Taking kth moment transform of Equation (3.7) gives:
D
B
k =
∫ ∞
0
ξka (ξ)n (ξ) dξ. (B.26)
B.4.3 Birth due to coalescence
The birth rate due to coalescence given by Equation (3.8) on Page 63 can be also be
written in the following form:
BC =
1
2
∫ ξ
0
ξ2(
ξ3 − ξ31
)2/3 β((ξ3 − ξ31)1/3, ξ1) n((ξ3 − ξ31)1/3) n (ξ1) dξ1. (B.27)
Taking kth moment of the above equation gives:
B
C
k =
1
2
∫ ∞
ξ=0
ξk
∫ ξ
ξ1=0
ξ2(
ξ3 − ξ31
)2/3 β((ξ3 − ξ31)1/3, ξ1) n((ξ3 − ξ31)1/3) n (ξ1) dξ1
dξ,
(B.28)
which after changing the order of integration becomes:
B
C
k =
1
2
∫ ∞
ξ1=0
∫ ∞
ξ=ξ1
ξk+2(
ξ3 − ξ31
)2/3 β((ξ3 − ξ31)1/3, ξ1) n((ξ3 − ξ31)1/3) n (ξ1) dξ dξ1. (B.29)
Substituting ξ3 − ξ31 = ξ32 in the above equation transforms it to:
B
C
k =
1
2
∫ ∞
ξ1=0
∫ ∞
ξ2=0
(
ξ31 + ξ
3
2
)(k+2)/3
ξ22
β(ξ2, ξ1) n(ξ2) n(ξ1)
(
ξ31 + ξ
3
2
)−2/3
ξ22 dξ2 dξ1,
(B.30)
where dξ =
(
ξ31 + ξ
3
2
)−2/3
ξ22 dξ2.
After simplification and rearrangement, the above equation transforms to:
B
C
k =
1
2
∫ ∞
0
∫ ∞
0
(
ξ31 + ξ
3
2
)k/3
β(ξ1, ξ2) n(ξ1) n(ξ2) dξ1 dξ2. (B.31)
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B.4.4 Death due to coalescence
Taking kth moment transform of Equation (3.9) gives:
D
C
k =
∫ ∞
0
ξk
[∫ ∞
0
β (ξ, ξ1)n (ξ)n (ξ1) dξ1
]
dξ, (B.32)
which after substituting ξ = ξ1 and ξ1 = ξ2, transforms to:
D
C
k =
∫ ∞
0
∫ ∞
0
ξk1β (ξ1, ξ2)n (ξ1)n (ξ2) dξ1dξ2. (B.33)
B.5 Rate of change of m3 for a homogeneous aggregation–
breakage problem
Homogeneous population balance equation was given by Equation (3.29) on Page 74.
Taking third moment of this equation gives:
∂m3
∂t
= S
(N)
3 , (B.34)
where the moment-transformed source term S
(N)
3 is given by Equation (3.35), i.e. S
(N)
3 =
B
B
3 −DB3 +BC3 −DC3 .
Using Equation (3.36a), the third moment-transformed birth rate due to breakage can
be given by:
B
B
3 =
∫ ∞
0
∫ ∞
0
ξ31ν(ξ2)a (ξ2) b
(
ξ1|ξ2
)
n (ξ2) dξ1dξ2. (B.35)
Similarly, using Equation (3.36b), the third moment-transformed death rate due to
breakage can be given by:
D
B
3 =
∫ ∞
0
ξ3a (ξ)n (ξ) dξ. (B.36)
The integral above, after changing the dummy variable, can be rewritten as:∫ ∞
0
ξ32a (ξ2)n (ξ2) dξ2. (B.37)
The law of conservation of mass imposes the following condition on the daughter distri-
bution function b(ξ1|ξ2):
ξ32 = ν(ξ2)
∫ ξ2
0
ξ31b(ξ1|ξ2) dξ1. (B.38)
Substituting Equation (B.38) in Equation (B.37) gives:
D
B
3 =
∫ ∞
0
[
ν(ξ2)
∫ ξ2
0
ξ31b(ξ1|ξ2) dξ1
]
a (ξ2)n (ξ2) dξ2, (B.39)
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which can be rearranged to:
D
B
3 =
∫ ∞
0
∫ ∞
0
ξ31ν(ξ2)b(ξ1|ξ2)a (ξ2)n (ξ2) dξ1dξ2. (B.40)
The property b(ξ1|ξ2) = 0 ∀ ξ1 > ξ2, has been used above, which imposes the condition
that the daughter particles can never be larger than the parent.
Equations (B.35) and (B.40) show that:
B
B
3 = D
B
3 (B.41)
For coalescence, the third moment-transformed birth rate (using Equation (3.36c))
can be given as:
B
C
3 =
1
2
∫ ∞
0
∫ ∞
0
(
ξ31 + ξ
3
2
)
β (ξ1, ξ2)n (ξ1)n (ξ2) dξ1dξ2, (B.42)
which can be expanded to give:
B
C
3 =
∫ ∞
0
∫ ∞
0
(
ξ31
2
)
β (ξ1, ξ2)n (ξ1)n (ξ2) dξ1dξ2+∫ ∞
0
∫ ∞
0
(
ξ32
2
)
β (ξ1, ξ2)n (ξ1)n (ξ2) dξ1dξ2.
(B.43)
Using the symmetry property of the coalescence frequency β(ξ1, ξ2), variable transform in
the above equation reduces it to:
B
C
3 =
∫ ∞
0
∫ ∞
0
ξ31β (ξ1, ξ2)n (ξ1)n (ξ2) dξ1dξ2. (B.44)
Using the above equation and Equation (3.36d), we can see:
B
C
3 = D
C
3 . (B.45)
Since B
B
3 = D
B
3 and B
C
3 = D
C
3 , the third moment-transformed source term S
(N)
3 is
equal to zero, and hence:
∂m3
∂t
= 0. (B.46)
B.6 Length-based formulation of the analytical solution of
McCoy and Madras
McCoy and Madras (2003) presented the analytical solution to their spatially-homogeneous
population balance equation using a volume-based formulation. It was transformed to the
corresponding length-based formulation in this work for comparing it with the solution
produced using Fluidity.
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The volume-based breakage and aggregation kernels given by McCoy and Madras
(2003) were as follows:
ν˜(v) = 2, (B.47)
a˜(v) = s˜v, (B.48)
b˜(v|v1) = 1
v1
(B.49)
and
β˜(v, v1) = constant. (B.50)
The tilde above the symbols has been used to differentiate the volume-based kernels from
the length-based kernels. The symbol v represents the particle volume and the breakage
and aggregation kernel symbols have their usual meaning (see Section 3.2).
The solution to the volume-based PBE for the above kernels was given by McCoy and
Madras (2003) as:
nv(v, t) =
[mv0(0)]
2
mv1
nˆ2v(t) exp
[
−vm
v
0(0)
mv1
nˆv(t)
]
, (B.51)
where
nˆv(t) = nˆv(∞)

1 + nˆv(∞) tanh
(
nˆv(∞)m
v
0(0)β˜t
2
)
nˆv(∞) + tanh
(
nˆv(∞)m
v
0(0)β˜t
2
)
 (B.52)
and the constant nˆv(∞) was given in terms of the kernel values as:
nˆv(∞) =
(
2 s˜ mv1
β˜
)1/2(
1
mv0(0)
)
. (B.53)
The superscript v denotes the volume-based moments and nv(v, t) is the volume-based
number density function.
The volume-based NDF, nv(v, t), is related to the length-based NDF, nξ(ξ, t), as:
nv(v, t) dv = nξ(ξ, t) dξ. (B.54)
Also, for three-dimensional spherical particles,
v =
pi
6
ξ3, (B.55)
which gives:
dv
dξ
=
pi
2
ξ2. (B.56)
For the moments, the zeroth moment of the NDF is the same in volume and length-
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based formulations as it represents the number of particles:
mv0 = m
ξ
0 (B.57)
and the first volume-based moment is related to the third length-based moment as:
mv1 =
pi
6
mξ3. (B.58)
Substituting the relation (B.54) in Equation (B.51) and using Equations (B.55)–
(B.58), we get the length-based NDF as:
n(ξ, t) = 3ξ2
[m0(0)]
2
m3
nˆ2(t) exp
[
−ξ3m0(0)
m3
nˆ(t)
]
, (B.59)
where
nˆ(t) = nˆ(∞)
1 + nˆ(∞) tanh
(
nˆ(∞)m0(0)βt2
)
nˆ(∞) + tanh
(
nˆ(∞)m0(0)βt2
)
 , (B.60)
and
nˆ(∞) =
(
2S m3
β
)1/2( 1
m0(0)
)
, (B.61)
with s˜ = S(6/pi). Note that the length-based qualifier ξ has been removed from the
symbols in the above equations for compactness.
Using the breakage and coalescence functions, the length-based PBE kernels can be
derived easily:
ν(ξ) = 2, (B.62)
a(ξ) = Sξ3, (B.63)
β = β˜, (B.64)
and
b(ξ|ξ1) = b˜(v|v1)dv
dξ
=
2ξ2
ξ31
.
(B.65)
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Appendix C
Fluidity Diamond tree options
C.1 Population balance equation using DQMOM
The graphical user interface (GUI) options (in the Diamond software (AMCG, 2015)) for
the DQMOM implementation in Fluidity are shown in Figure C.1. The current snapshot
shows a setup for two quadrature points (N=2) in the DQMOM approximation to the
NDF.
Figure C.1: Diamond tree options for Fluidity’s implementation of the population
balance equation. A setup for N = 2 is shown here.
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