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a b s t r a c t
The Stein-rule (SR) and positive-part Stein-rule (PSR) estimators are two popular shrinkage
techniques used in linear regression, yet very little is known about the robustness of these
estimators to the disturbances’ deviation from the white noise assumption. Recent studies
have shown that the OLS estimator is quite robust, but whether this is so for the SR and PSR
estimators is less clear as these estimators also depend on the F statistic which is highly
susceptible to covariance misspecification. This study attempts to evaluate the effects of
misspecifying the disturbances as white noise on the SR and PSR estimators by a sensitivity
analysis. Sensitivity statistics of the SR and PSR estimators are derived and their properties
are analyzed. We find that the sensitivity statistics of these estimators exhibit very similar
properties and both estimators are extremely robust toMA(1) disturbances and reasonably
robust to AR(1) disturbances except for the cases of severe autocorrelation. The results are
useful in light of the rising interest of the SR and PSR techniques in the applied literature.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Muchof the literature on linear regression is based on the assumption of spherical disturbances, that is, they have uniform
variances and are not correlated with one another. When the disturbances are AR(1) or MA(1), Banerjee and Magnus [1]
derived a sensitivity statistic for the Ordinary Least Squares (OLS) estimator, and showed that the OLS estimator of the
regression coefficients is reasonably robust against covariancemisspecification in all the cases they considered. On the other
hand, Banerjee and Magnus [2] showed that the usual F and two-sided t tests based on OLS residuals can be very unrobust
in the face of covariance misspecification.
Several recent studies have extended Banerjee and Magnus’ [1,2] investigations in various directions. Wan, Zou and
Qin [3], for example, proved the near incorrelativity of the sensitivity statistics of the least squares estimators of the
regression coefficients and variance parameter, and generalized the Banerjee andMagnus [1] analysis to a regressionmodel
with linear equality restrictions on the coefficients. Qin, Wan and Zou [4] provided further results indicating that the least
squares estimator subject to inequality restrictions on the regression coefficients is also reasonably robust to covariance
misspecification. Qin, Wan and Zou [5] examined the sensitivity of the one-sided t test to covariance misspecification,
and derived properties of the sensitivity statistic under both the null and alternative hypotheses for the test. Magnus and
Vasnev [6] provided large sample results showing the independence of diagnostic tests and sensitivity in a maximum
likelihood framework. Their results suggested that outcomes of diagnostic tests generally do not provide information on
sensitivity; that is, even if a diagnostic test firmly rejects a hypothesis regarding an underlying assumption, it may matter
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little in practice because the diagnostic test cannot indicate if the statistic of interest is sensitive to a change in the underlying
assumption.
The papers listed above represent the current state-of-the-art of the sensitivity literature. The principal aim of the
current paper is to expand this literature to include sensitivity analysis of two popular shrinkage estimators, namely,
the Stein-rule (SR) and positive-part Stein-rule (PSR) estimators. Properties of these estimators for the linear regression
model have been studied extensively since the seminal work of Stein [7] and James and Stein [8], who showed that the
SR estimator for the mean of a multivariate normal distribution yields superior point estimates to the usual maximum
likelihood estimator when the dimension of the multivariate normal vector exceeds two, and Baranchik [9], who showed
that the SR estimator is dominated by the PSR estimator. A series of subsequent contributions in the Econometrics literature
(e.g., [10–20]; among others) have substantively advanced our understanding of the properties of the SR and PSR estimators
in situations commonly encountered in Econometrics. Recent years have seen an increasing number of applications of the
SR and PSR techniques in the applied literature. Papers by Knight, Hill and Sirmans [21–23] and Bao and Wan [24], for
example, demonstrated the benefits of the SR and other Stein-like empirical Bayes-rule estimators in hedonic housing price
modeling and real estate appraisal. Adkins and Eells [25] andWan, Chaturvedi and Zou [26] discussed SR and PSR estimation
in the context of energy consumption models. Opgen-Rhein and Strimmer [27] used the SR and PSR estimators in genes
ranking. In addition, SR is a popular technique for correcting estimation errors of the input parameters in optimization
models. A recent paper by McClatchey and VandenHul [28], for example, applied SR estimation in an optimization model
of retirement portfolios. Studies by Grauer and Hakansson [29] and Stevenson [30] also used SR estimator in the context of
other investments and the mean-variance optimization models.
This paper examines in some depth the important question of whether the SR and PSR estimators assuming spherical
disturbances is still a meritorious technique even when the assumption of spherical disturbances is violated. The method of
analysis is to derive sensitivity statistics for these estimators. Related studies by Wan and Chaturvedi [31] and Chaturvedi,
WanandSingh [32] havediscussed SR estimation in a linear regressionmodelwithnon-spherical disturbances. These studies
focused on the large sample asymptotic properties of a Feasible Generalized SR estimator when the covariance matrix of
the disturbances is unknown. Note that the SR and PSR estimators are nonlinear functions of observations depending on the
OLS and the Restricted Least Squares (RLS) estimators and the F statistic for testing a linear hypothesis on the coefficients.
The OLS and RLS estimators are reasonably robust to covariance misspecification although the F statistic is rather unrobust,
as Banerjee and Magnus [1,2] and Wan, Zou and Qin [3] demonstrated. Accordingly, it is unclear how the known results on
the robustness of the OLS and RLS estimators and F statistic would apply in the context of the SR or PSR estimators.
The following section sets forth the notations and establishes themain theoretical result on the sensitivity statistics of the
SR and PSR estimators. Section 3 provides numerical results under AR(1) andMA(1) disturbances. Some concluding remarks
are contained in Section 4. The limiting behaviour of the sensitivity statistics near the unit root is provided in the Appendix.
2. Model framework, estimators and sensitivity statistics
We will work with the linear regression model
y = Xβ + u, (2.1)
where y is an n×1 vector of observations on the dependent variable, X is an n×kmatrixwith full column rank k (<n) of non-
random explanatory variables, u is a vector of disturbances that is assumed to be distributed as N(0, σ 2Ω(θ)), σ 2 > 0 is a
constant andΩ(θ)with θ = (θ1, . . . , θp)′ is a positive definite matrix which is differentiable at least in the neighbourhood
of θ = 0. Assume also thatΩ(0) = In.
The OLS and Generalized Least Squares (GLS) estimators of β are βˆ(0) = S−1(0) X ′y and βˆ(θ) = S−1(θ)X ′Ω−1(θ)y
respectively, where S(θ) = X ′Ω−1(θ)X and thus S(0) = X ′Ω−1(0)X = X ′X . Now, suppose the investigator advances the
hypothesis that a linear transformation of β equals some known vector, that is, Ho : Rβ = r , where R is an m × k matrix
with rankm and r is a knownm× 1 vector. Under this scenario, the Generalized Restricted Least Squares (GRLS) estimator
of β that incorporates the constraints is
β¯(θ) = βˆ(θ)− S−1(θ)R′ (RS−1(θ)R′)−1 (Rβˆ(θ)− r) , (2.2)
and the test statistic for testing Ho is
F(θ) =
(
Rβˆ(θ)− r
)′ (
RS−1(θ)R′
)−1 (Rβˆ(θ)− r) /m
e(θ)Ω−1(θ)e(θ)/v
, (2.3)
where v = n− k and e(θ) = y− X βˆ(θ). Under Ho, F(θ) has a F distribution withm and v degrees of freedom. In practice,
βˆ(θ), β¯(θ) and F(θ) are all of no utility because θ is unknown. Studies by Banerjee and Magnus [1,2] and Wan, Zou and
Qin [3] are concerned with whether βˆ(0), β¯(0) and F(0) can still be used when θ 6= 0. Note that when θ deviates from zero,
βˆ(θ), β¯(θ) and F(θ)may still be close to their respective counterparts that assume θ = 0. If such is the case then we say
that the estimators and tests are not sensitive to misspecifying the true value of θ to zero and βˆ(0), β¯(0) and F(0) can still
2378 X. Zhang et al. / Journal of Multivariate Analysis 100 (2009) 2376–2388
be used meritoriously even when θ 6= 0. This is what sensitivity analysis is about. The evidence concerning the sensitivity
of these estimators and test is somewhat mixed, with, on the one hand, Banerjee and Magnus [1] and Wan, Zou and Qin [3]
showing that βˆ(θ) and β¯(θ) are eithermildly sensitive or insensitive when an AR(1) or aMA(1) error process is misspecified
as white noise, and, on the other hand, Banerjee and Magnus [2] showing that F(θ) is extremely sensitive to both AR(1) and
MA(1) misspecifications.
The Generalized SR (GSR) and Generalized PSR (GPSR) estimators examined here may be written as
βˆSR(θ) =
(
1− a v
mF(θ)
)(
βˆ(θ)− β¯(θ)
)
+ β¯(θ) (2.4)
and
βˆPSR(θ) = I[ avm ,+∞) (F(θ)) βˆSR(θ)+ I[0, avm ) (F(θ)) β¯(θ) (2.5)
respectively, where a is a constant such that 0 ≤ a ≤ 2(m − 2)/(v + 2), and I(·) (.) is an indicator function. When θ = 0,
these estimators are the SR and PSR estimators which possess the well-known property of having smaller risks than the OLS
estimator in the entire parameter space of λ = (Rβ − r)′ (R(X ′X)−1R′)−1 (Rβ − r)/σ 2, the non-centrality parameter of the
F(0) distribution. The minimum risk of the SR estimator is achieved when a = (m − 2)/(v + 2); by setting a = 0, βˆSR(0)
reduces to βˆ(0). It is readily seen that βˆSR(0) is in fact a weighted average of the OLS and RLS estimators with weights
depending on the F statistic; if the data do not agree with Ho, then F(0) is large and a relative large weight is given to βˆ(0);
conversely, if the data support Ho, then F(0) is small and a large weight is given to β¯(0). The PSR estimator is a variant of
the SR estimator which uniformly improves on βˆSR(0). The properties of βˆSR(θ) and βˆPSR(θ) are analogous to those of βˆSR(0)
and βˆPSR(0) though neither the GSR nor GPSR estimators are operational in practice.
Let yˆSR(θ) = X βˆSR(θ) and yˆPSR(θ) = X βˆPSR(θ) be the GSR and GPSR predictors of y respectively. At issue here is whether
yˆSR(0) and yˆPSR(0) necessarily differ significantly from yˆSR(θ) and yˆPSR(θ) respectively when θ is far from zero. If not, then
yˆSR(0) and yˆPSR(0) (and hence βˆSR(0) and βˆPSR(0)) can still be used meritoriously even if the white noise assumption of the
disturbances is unfulfilled. Themainpurpose of the present study is to develop sensitivity statistics tomeasure the sensitivity
of yˆSR(θ) and yˆPSR(θ) to covariance misspecification. In the remainder of this section we outline the development of such a
statistic in the context of the GPSR predictor yˆPSR(θ), with the corresponding sensitivity statistic of yˆSR(θ) nested as a special
case since the GSR estimator may be written in the form of the GPSR estimator by replacing av/mby 0 in (2.5).
We start by considering the following Taylor series expansion for yˆPSR(θ) evaluated at the point θ = 0:
yˆPSR(θ) = yˆPSR(0)+
p∑
s=1
θs
∂
(
yˆPSR(θ)
)
∂θs
∣∣∣∣∣
θ=0
+ · · · . (2.6)
It is instructive to note that in order for the above expansion to be valid, the assumption F(θ) 6= av/m must hold. This
assumption is legitimate since Pr{F(θ) = av/m} = 0. That is, F(θ) 6= av/m occurs almost surely.
Obviously, if θs
∂(yˆPSR(θ))
∂θs
∣∣∣ s = 1p∑ then yˆPSR(θ) and yˆPSR(0) are generally close even though θ is not very close to zero.
A sufficient condition for this is
∂
(
yˆPSR(θ)
)
∂θs
∣∣∣∣∣
θ=0
≈ 0 for s = 1, 2, . . . , p. (2.7)
Following Banerjee and Magnus [1] and Wan, Zou and Qin [3], we define
BPSR = z
′
PSR(CPSRC
′
PSR)
+zPSR
vσˆ 2
(2.8)
as a statistic to measure the sensitivity of yˆPSR(θ)with respect to a small change in θ , where
zPSR = ∂
(
yˆPSR(θ)
)
∂θs
∣∣∣∣∣
θ=0
, CPSR = I[ avm ,+∞) (F(0)) CSR + I[0, avm ) (F(0)) C¯,
CSR =
(
1− av
mF(0)
)
C + av
mF(0)
C¯ + (h− h¯)
(
av
mF(0)
+ av
2
m2F 2(0)
) (
M(0)− M¯(0)) ,
C = (In −M(0)) AM(0), M(0) = In − XS−1(0)X ′, A = ∂Ω(θ)
∂θs
∣∣∣∣
θ=0
,
C¯ = (In − M¯(0)) AM¯(0), M¯(0) = M(0)+ XS−1(0)R′ (RS−1(0)R′)−1 RS−1(0)X ′,
h = y′M(0)AM(0)y/(y′M(0)y), h¯ = y¯′M¯(0)AM¯(0)y¯/(y¯′M¯(0)y¯),
y¯ = y− Ur,U = XS−1(0)R′ (RS−1(0)R′)−1 , σˆ 2 = y′M(0)y/v, and (CPSRC ′PSR)+ is the Moore–Penrose inverse of CPSRC ′PSR.
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An equivalent form of (2.8) that is amenable to computational work is given in the following formula:
BPSR = y¯
′WPSRy¯
y′My
, (2.9)
whereWPSR = C ′PSR(CPSRC ′PSR)+CPSR. Eq. (2.9) is obtained using
zPSR = −CPSRy¯. (2.10)
To prove (2.10), note that
∂
(
yˆPSR(θ)
)
∂θs
∣∣∣∣∣
θ=0
= I[ avm ,+∞) (F(0))
∂
(
yˆSR(θ)
)
∂θs
∣∣∣∣∣
θ=0
+ I[0, avm ) (F(0))
∂ (y¯(θ))
∂θs
∣∣∣∣
θ=0
= I[ avm ,+∞) (F(0))
[
∂
(
yˆ(θ)
)
∂θs
∣∣∣∣∣
θ=0
+ av
mF(0)
(
∂ (y¯(θ))
∂θs
∣∣∣∣
θ=0
− ∂
(
yˆ(θ)
)
∂θs
∣∣∣∣∣
θ=0
)
+ (yˆ(0)− y¯(0)) av
mF 2(0)
∂F(θ)
∂θs
∣∣∣∣
θ=0
]
+ I[0, avm ) (F(0))
∂ (y¯(θ))
∂θs
∣∣∣∣
θ=0
, (2.11)
where yˆ(θ) = X βˆ(θ) and y¯(θ) = X β¯(θ). From results of Banerjee and Magnus [1,2] and Wan, Zou and Qin [3], we have
∂
(
yˆ(θ)
)
∂θs
∣∣∣∣∣
θ=0
= −Cy = −Cy¯, (2.12)
∂F(θ)
∂θs
∣∣∣∣
θ=0
=
(
F(0)+ v
m
)
(h− h¯) (2.13)
and
∂ (y¯(θ))
∂θs
∣∣∣∣
θ=0
= −C¯ y¯. (2.14)
Eq. (2.10) follows by substituting (2.12)–(2.14) in (2.11). Straightforward application of the above results gives
BSR = y¯
′WSRy¯
y′My
, (2.15)
whereWSR = C ′SR(CSRC ′SR)+CSR, as the sensitivity statistic for the GSR predictor yˆSR(θ).
The statistics BPSR and BSR provide a quick means for assessing the sensitivity of yˆPSR(θ) and yˆSR(θ), respectively. The
relationship between BPSR and zPSR is obvious from (2.8),with the former being a quadratic form in the latter. This relationship
implies that BPSR will be small (large) when zPSR is close to (far from) zero, in which case yˆPSR(0) is close to (far from) yˆPSR(θ)
even though θ may be non-zero. Similarly, a small BSR implies that yˆSR(0) and yˆSR(θ) are close when θ is non-zero, and
vice versa. It is also observed from (2.11) that the sensitivities of yˆPSR(θ) and yˆSR(θ) depend on the sensitivities of the GLS
predictor yˆ(θ), the GRLS predictor y¯(θ) as well as the F statistic F(θ). Given that yˆ(θ) and y¯(θ) show little sensitivity with
respect to covariance misspecification [1,3] whereas F(θ) is highly sensitive [2], it is of interest to ascertain to what extent
the sensitivities of yˆPSR(θ) and yˆSR(θ)will correspond to the known results.
3. Numerical analysis
In light of the previous discussion, variations in the distributions of BPSR and BSR when θ changes from zero can serve
as indicators of the sensitivities of the GSR and GPSR predictors to covariance misspecification. Here, we specialize our
treatment to the cases where the disturbances are AR(1) or MA(1), but the process is misspecified as white noise. If the
disturbances are AR(1), then ut = φut−1 + εt andΩ(φ) =
(
ωdj(φ)
)
, where
ωdj(φ) =
{
1/(1− φ2), if d = j,
φ|d−j|/(1− φ2), if d 6= j, (3.1)
|φ| < 1 and εt ∼ N(0, σ 2), and if they areMA(1), then ut = ψεt−1+εt , andΩ(ψ) = (1+ψ2)In+ψT (1), where T (1) = (t(1)dj )
is a symmetric Toeplitz matrix such that t(1)dj = 1 when |d − j| = 1 and equals 0 otherwise. Note that with both AR(1) and
MA(1) errors, A = ∂Ω(ϕ)/∂ϕ|ϕ=0 = ∂Ω(ψ)/∂ψ |ψ=0 = T (1).
Our simulations are based on the values of n = 25, 50, 100 and the following regressor matrices: (1) X = X1, which
comprises a linear trend and5 regressorswith observations generated from theNormal (0, 1), Normal (0, 4), LogNormal (0, 1),
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Fig. 1.
Table 1
Configurations for Figs. 1–8.
Figures Configurations
1 X1, τR1β = r1, λ = 500, n = 25
2 X1, τR1β = r1, λ = 3000, n = 25
3 X2, τR2β = r2, λ = 10, n = 25
4 X2, τR2β = r2, λ = 500, n = 25
5 X1, τR1β = r1, λ = 500, n = 50
6 X3, τR1β = r1, λ = 500, n = 50
7 X2, τR1β = r1, λ = 10, n = 25
8 X2, τR1β = r1, λ = 500, n = 100
Uniform (0, 3) and Normal (2, 1) distributions respectively; (2) X = X2,which comprises a constant and all of the regressors
in X1 excluding the linear trend; (3) X = X3 = QΛ1/2, where Λ is a diagonal matrix comprising the positive eigenvalues
of X1X1′ and Q is the matrix containing the corresponding eigenvectors such that the columns of X3 are orthogonal to each
other. The dependent variable vector y is obtained using y = Xβ+ u, where β = (4, 3, 2, 4, 6, 5)′ and the observations of u
are generated from the Normal (0, 1) distribution. We let the restrictions Rβ = r be either τR1β = r1 or τR2β = r2,where
R1 = [I5|05×1], R2 = [05×1|I5], r1 = (4, 3, 2, 4, 6)′, r2 = (3, 2, 4, 6, 5)′ and τ is a constant that takes on values such that λ,
the non-centrality parameter of the F(0) distribution defined in Section 2, results in values of 0, 10, 500 or 3000. Recall that
λ represents the constraint specification error, and a large value of λ indicates that the constraint is grossly misspecified,
and vice versa. Our specifications of the restrictionmatrix assume that there are five separate constraints imposed on either
the first five elements or the last five elements of the coefficient vector.
To evaluate the sensitivities of yˆSR(θ) and yˆPSR(θ), we first determine cSR and cPSR such that Pr(BSR > cSR) = α and
Pr(BPSR > cPSR) = α under white noise disturbances (i.e., φ = ψ = 0), where α is a chosen level of significance. We do so
by generating 10000 samples of observations of u (and hence y) and calculating
∑10 000
j=1 I (BSR(j) > cSR) /10 000 = α and∑10 000
j=1 I (BPSR(j) > cPSR) /10 000 = α, where BSR(j) and BPSR(j) are the observed values of BSR and BPSR for the jth sample,
j = 1, . . . , 10 000. In our evaluations we set α = 0.05. Other choices of α have been considered, but it is found that
qualitatively, the choice of α has little bearing on the results obtained. Then in the same manner we calculate Pr(BSR > cSR)
andPr(BPSR > cPSR)under AR(1) orMA(1) disturbances. These twoprobabilities provide directmeasures of the sensitivities of
yˆSR(θ) and yˆPSR(θ). We are justified in using variations in Pr(BSR > cSR) and Pr(BPSR > cPSR) asmeasuring sticks for sensitivity
because if yˆSR(0) and yˆPSR(0) are robust to deviations of θ from 0 (or equivalently, yˆSR(θ) and yˆPSR(θ) are insensitive to a
misspecification of θ from its true value to 0), then Pr(BSR > cSR) and Pr(BPSR > cPSR) would necessarily remain close to
0.05. In contrast, significant deviations of these probabilities from 0.05 would indicate a lack of robustness of the SR and PSR
predictors. We set a to its optimal value of ao = (k−2)/(v+2). The GLS sensitivity statistic is a special case of BSR by setting
a = 0. All numerical analyses have been undertaken with the Matlab package.
Representative results are shown in Figs. 1–8, in which the curves labeled GLS, GSR and GPSR represent Pr(BSR > cSR|a =
0), Pr(BSR > cSR|a = ao) and Pr(BPSR > cPSR|a = ao), whichmeasure the sensitivities of yˆ(θ), yˆSR(θ) and yˆPSR(θ) respectively.
These probabilities have been evaluated under AR(1) and MA(1) errors with the values of the parameters ϕ and ψ lying
between 0 and 1. The configurations corresponding to these figures are shown in Table 1.
From the figures, we observe the following. First, the limiting results for a = 0 under AR(1) errors accord with those in
the earlier study of [1] on the sensitivity of the GLS predictor—in the case of X = X1 (Figs. 1, 2 and 5) or X = X3 (Fig. 6),
there is no intercept in the model and Pr(BSR > cSR|a = 0) approaches 0 or 1 as φ → 1 under AR(1) errors; in the case of
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Fig. 2.
Fig. 3.
Fig. 4.
X = X2 (Figs. 3, 4, 7 and 8), the regression contains an intercept and Pr(BSR > cSR|a = 0) under AR(1) errors approaches
some limit between 0 and 1 as φ → 1. Banerjee and Magnus [1] proved these limiting results for the sensitivity statistic of
the GLS predictor. We prove in the Appendix that the GSR and GPSR sensitivity statistics possess largely the same limiting
characteristics. An exception occurs when the model contains an intercept, where it is possible for Pr(BSR > cSR|a = ao) and
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Fig. 5.
Fig. 6.
Fig. 7.
Pr(BPSR > cPSR|a = ao) to converge to 0, whereas Pr(BSR > cSR|a = 0) generally converges to a value between 0 and 1. The
reason for the difference is explained in the Appendix.
Second, it is found that in all cases, Pr(BSR > cSR|a = ao) and Pr(BPSR > cPSR|a = ao) exhibit very similar behaviour—
in many cases the numerical differences between these probabilities are indiscernible. Third, when the model contains no
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Fig. 8.
intercept, although Pr(BSR > cSR|a = 0), Pr(BSR > cSR|a = ao) and Pr(BPSR > cPSR|a = ao) all converge to either 1 or 0 as
φ→ 1, Pr(BSR > cSR|a = 0) does not necessarily converge to the same value as the latter two probabilities. For example, in
Figs. 1 and 2, the underlying model contains no intercept and Pr(BSR > cSR|a = 0) approaches 0 while Pr(BSR > cSR|a = ao)
and Pr(BPSR > cPSR|a = ao) approach 1 as φ→ 1 (see the Appendix for a technical explanation).
Fourth, regardless of the underlying error process, other things being equal, there is a closer agreement between the
values of Pr(BSR > cSR|a = 0) and those of Pr(BSR > cSR|a = ao) and Pr(BPSR > cPSR|a = ao) for larger values of λ than
for smaller values (see Figs. 3 and 4). This is unsurprising given the well-known fact that the power of the F test increases
with the hypothesis error, the larger the λ is, the higher is the frequency of rejecting Ho and the GSR and GPSR estimators
reducing to the GLS estimator. For large values of λ, only when φ is close to 1 is there a discernable difference between
Pr(BSR > cSR|a = 0) and the pair Pr(BSR > cSR|a = ao) and Pr(BPSR > cPSR|a = ao) (see, for example, Fig. 2), caused by the
possible differences in convergence of these probabilities as φ approaches 1, as discussed in the Appendix.
Also, the sensitivity measures of the two Stein-type predictors are generally closer to that of the GLS predictor under
orthogonal regressors than under non-orthogonal regressors, Ceteris paribus (compare, for example, Figs. 5 and 6). Compared
with the sensitivity of the GLS predictor, the GSR and GPSR predictors are sometimes more sensitive and other times less
sensitive to covariance misspecification, depending on the data matrices, the restriction, the values of λ and the degree of
autocorrelation. Commonly, when the errors are AR(1) and the degree of autocorrelation is mild (say, φ < 0.5), the two
Stein-type predictors appear to be rather insensitive to covariance misspecification. The only difficulty arises when φ is
close to 1, then depending on n, λ and the form of the regressor matrix, Pr(BSR > cSR|a = ao) and Pr(BPSR > cPSR|a = ao)
can differ markedly from 0.05. With MA(1) errors, the two Stein-type predictors appear to be very insensitive—the extent
to which P(BSR > cSR|a = ao) and Pr(BPSR > cPSR|a = ao) deviate from 0.05 is far less noticeable under MA(1) errors than
under AR(1) errors for all the cases under consideration. At least for the cases we have considered, the size of the sample
does not appear to have any significant effect on sensitivity. Also, at the request of one of the referees, we have conducted
additional simulations by setting β = (6, 7, 3, 4, 2, 6)′, r1 = (6, 7, 3, 4, 2)′, and r2 = (7, 3, 4, 2, 6)′. The results obtained
are very similar to those reported above and available on request from the authors.
One referee raised an interesting question of whether prediction performance is diminished in any significant way when
Stein-type estimators are used in the presence of covariancemisspecification.We have attempted to ascertain this question
by comparing the empirical risks under squared error loss of the SR and PSR predictors with that of the OLS predictor based
on the same parametric settings as in the above numerical analysis. We use the OLS rather than the feasible GLS estimator
as the benchmark for comparison since [1] showed that OLS is still a prudent strategywhen the error process is misspecified
as white noise. In themajority of the cases considered, our results indicate that the OLS predictor continues to be dominated
by the SR and PSR predictors in all regions of the λ space; when λ is large, the two Stein-type predictors have approximately
the same risk as the OLS predictor; the reduction in risk resulting from the use of Stein-rule is most noticeable when λ
is small. These are, of course, precisely the results under the usual spherical error scenario. Exceptions occur when the
underlying error process is AR(1) and φ is large (say, φ ≥ 0.9), in which case we have found it possible for the two Stein-
type predictors to have uniformly larger risks than theOLS predictor everywhere in theλ space. At least for the caseswe have
considered, this does not happen when MA(1) errors are misspecified as white noise. Interestingly, our results also indicate
that even though the two Stein-type predictors continue to be better alternatives than OLS in the majority of covariance
misspecification cases, the PSR predictor is not necessarily always better than the SR predictor; in fact, in the majority of
the covariance misspecification cases under consideration, whenever the Stein-type predictors dominate the OLS predictor,
the risk performance of the SR and PSR estimators tends to be very similar. Our results also reveal that the two Stein-type
predictors, although generally being better alternatives than the OLS predictor, do not result in as much risk reduction over
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the OLS alternative as they do when the errors are spherical. These results are not explicitly shown here to conserve space
but are available upon request from the authors.
4. Conclusions
There is a vast literature relating to the properties of the SR and PSR estimators in the linear regression model assuming
white noise errors, but their robustness with respect to covariancemisspecification is heretofore unexplored. This paper has
taken some steps in this direction. There is a further case for studying rigorously the robustness of the SR and PSR estimators
given that these estimators are nonlinear combinations of the OLS and RLS estimators and the F statistic, with the two least
squares estimators being reasonably robust to deviations from the white noise assumption and the F statistic being highly
unrobust. Little information has been available on the robustness of an estimator that incorporates random variables of
these two extremes. Our results suggest that the GSR and GPSR predictors have very similar sensitivity properties. Both
predictors are only very mildly sensitive to covariance misspecification in the case of MA(1) disturbances; with AR(1)
disturbances, these predictors are generally not very sensitive to covariance misspecification except when autocorrelation
is very strong. Interestingly, these results are broadly in accord with those reported for the GLS and GRLS predictors. In view
of the enormous attention Stein-type estimators have received in the theoretical literature and the rising interest of these
techniques in the applied literature, this study is of relevance to both theoreticians and practitioners. Sensitivity analysis of
other shrinkage estimators is currently being pursued in another work.
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Appendix. The limiting behaviours of Pr(BPSR > cPSR|a = ao) and Pr(BSR > cSR|a = ao)
Let the disturbances in model (2.1) be generated by a stationary AR(1) process, i.e., ut = φut−1 + εt and |φ| < 1. In
addition, we assume that rank(CSR) is invariant for values of ϕ near 1. Then the following results are observed:
(i) IfM(0)i 6= 0 (i.e., the model has no intercept), then
lim
ϕ→1 Pr
{BPSR > cPSR} =

0 if cPSR > max(wSR, w¯)
0 if cPSR > wSR and F
(1)
0 > av/m
0 if cPSR > w¯ and F
(1)
0 < av/m
1 if cPSR < w¯ and F
(1)
0 < av/m
1 if cPSR < wSR and F
(1)
0 > av/m
1 if cPSR < min(wSR, w¯),
(A.1)
and
lim
ϕ→1 Pr
{BSR > cSR} =
{
0 if cSR > wSR
1 if cSR < wSR,
(A.2)
where
w¯ = i
′C¯ (1)′(C¯ (1)C¯ (1)′)+ C¯ (1)i
i′M(0)i
, wSR =
i′C (1)0,SR
′ (
C (1)0,SRC
(1)′
0,SR
)
+ C (1)0,SRi
i′M(0)i
,
C (1)0,SR =
(
1− aov
mF (1)0
)
C (1) + aov
mF (1)0
C¯ (1) + h(1)0
(
aov
mF (1)0
+ aov
2
m2(F (1)0 )2
) (
M(0)− M¯(0)) ,
C¯ (1) = (In − M¯(0)) T (1)M¯(0), C (1) = (In −M(0)) T (1)M(0),
h(1)0 = i′M(0)T (1)M(0)i/
(
i′M(0)i
)− i′M¯(0)T (1)M¯(0)i/ (i′M¯(0)i) ,
F (1)0 = vi′
(
M¯(0)−M(0)) i/ (mi′M(0)i) and i is an n× 1 vector of ones.
(ii) IfM(0)i = 0 and M¯(0)i = 0 (i.e., the model has an intercept but no restriction is placed on the intercept), then
lim
ϕ→1 Pr
{BPSR > cPSR} = Pr
{
B(1)PSR(η) > cPSR
}
(A.3)
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and
lim
ϕ→1 Pr
{BSR > cSR} = Pr
{
B(1)SR (η) > cSR
}
, (A.4)
where
B(1)PSR(η) =
l′C (1)PSR(η)′
(
C (1)PSR(η)C
(1)
PSR(η)
′
)+
C (1)PSR(η)l
η′P¯ ′M(0)P¯η
,
B(1)SR (η) =
l′C (1)SR (η)′
(
C (1)SR (η)C
(1)
SR (η)
′
)+
C (1)SR (η)l
η′P¯ ′M(0)P¯η
, l = P¯η + Xβ/σ − Ur/σ ,
C (1)PSR(η) = I[ avm ,+∞)
(
F (1)(η)
)
C (1)SR (η)+ I[0, avm )
(
F (1)(η)
)
C¯ (1),
C (1)SR (η) =
(
1− aov
mF (1)(η)
)
C (1) + aov
mF (1)(η)
C¯ (1) + h(1)(η)
(
aov
mF (1)(η)
+ aov
2
m2(F (1)(η))2
) (
M(0)− M¯(0)) ,
h(1)(η) = η′P¯ ′M(0)T (1)M(0)P¯η/ (η′P¯ ′M(0)P¯η)− l′M¯(0)T (1)M¯(0)l/ (l′M¯(0)l) ,
F (1)(η) = vl′M¯(0)l/ (mη′P¯ ′M(0)P¯η)−v/m, P¯ = JP, J is an n×(n−1)matrix such that J ′ = [0 : In−1], P is an (n−1)×(n−1)
lower triangular matrix with ones on and below the diagonal and zeroes elsewhere, and η ∼ N(0, In−1).
(iii) IfM(0)i = 0 and M¯(0)i 6= 0 (i.e., the model has an intercept and some of the restrictions involve the intercept), then
lim
ϕ→1 Pr
{BPSR > cPSR} = Pr {B(η) > cPSR} (A.5)
and
lim
ϕ→1 Pr
{BSR > cSR} = Pr {B(η) > cSR} , (A.6)
where B(η) = η′ P¯ ′W (1) P¯η
η′ P¯ ′M(0)P¯η andW
(1) = C (1)′(C (1)C (1)′)+C (1). Specifically, when cPSR ≥ 1 and cSR ≥ 1,
lim
φ→1 Pr
{BPSR > cPSR} = limφ→1 Pr {BSR > cSR} = 0. (A.7)
To illustrate the above limiting results, consider Fig. 1 which corresponds to case (i). There, when a = ao, cSR = 0.6636 <
wSR = 0.7348, F (1)0 = 37.5842 > a0v/m = 0.0376, and cPSR = 0.6636 < wSR = 0.7348; on the other hand, when
a = 0, cSR = 0.5789 > wSR = 0.5026.
So, from (A.1) and (A.2), limϕ→1 Pr(BPSR > cPSR|a = ao) = limϕ→1 Pr(BSR > cSR|a = ao) = 1 while limϕ→1 Pr(BSR >
cSR|a = 0) = 0. Now, consider Figs. 3 and 4 which correspond to case (ii). In these figures, when φ → 1, all probabilities
that measure sensitivity to AR(1) errors converge to a value between 0 and 1. This feature is consistent with the theoretical
findings given in (A.3) and (A.4). Last, consider Figs. 7 and 8 which correspond to Case (iii). In Fig. 7, when a = ao, cSR =
cPSR = 1.071 > 1, and we observe that limφ→1 Pr {BPSR > cPSR|a = ao} = limφ→1 Pr {BSR > cSR|a = ao} = 0, which agrees
with the result of (A.7). Interestingly, this case does not arise for the sensitivity of the GLS estimator. Banerjee andMagnus [1]
showed that the sensitivity probability of the GLS estimator always converges to a constant lying between 0 and 1 as φ→ 1
when themodel contains an intercept. This is so because B ≡ y′W (1)y/y′M(0)y, the sensitivity statistic of the GLS estimator,
is bounded by 0 and 1. The latter result occurs becauseW and M(0) −W (1) are idempotent. On the other hand, the same
idempotent property does not apply toBSR andBPSR, as a = ao. In Fig. 8, cSR and cPSR are both smaller than1 and all probabilities
that measure sensitivity to AR(1) errors converge to a value between 0 and 1.
Proofs of (A.1)–(A.6).
From the proof of Theorem B.1 in [1],
ρu = σ(iξ + ρP¯η + Op(ρ2)), (A.8)
when φ→ 1, where (ξ , η′)′ ∼ N(0, In) and ρ =
√
1− ϕ2. For any ρ > 0,
F(0) = v
(
M¯(0)ρu+ ρM¯(0)Xβ − ρUr)′ (M¯(0)ρu+ ρM¯(0)Xβ − ρUr)
m (M(0)ρu)′M(0)ρu
− v
m
(A.9)
and
h− h¯ = (ρu)
′M(0)AM(0)ρu
(ρu)′M(0)ρu
−
(
M¯(0)ρu+ ρM¯(0)Xβ − ρUr)′ A (M¯(0)ρu+ ρM¯(0)Xβ − ρUr)(
M¯(0)ρu+ ρM¯(0)Xβ − ρUr)′ (M¯(0)ρu+ ρM¯(0)Xβ − ρUr) . (A.10)
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Putting (A.8) in (A.9) and (A.10), we have, as φ→ 1,
F(0)
p−→
F
(1)
0 ifM(0)i 6= 0
F (1)(η) ifM(0)i = 0 and M¯(0)i = 0
+∞ ifM(0)i = 0 and M¯(0)i 6= 0
(A.11)
and
h− h¯ p−→
h
(1)
0 ifM(0)i 6= 0
h(1)(η) ifM(0)i = 0 and M¯(0)i = 0
h˜ ifM(0)i = 0 and M¯(0)i 6= 0,
(A.12)
where h˜ = η′ P¯ ′M(0)T (1)M(0)P¯η
η′ P¯ ′M(0)P¯η − i
′M¯(0)T (1)M¯(0)i
i′M¯(0)i . Thus, by using (A.11) and (A.12) in the definition of CSR, we have,
CSR
p−→

C (1)0,SR ifM(0)i 6= 0
C (1)SR (η) ifM(0)i = 0 and M¯(0)i = 0
C (1) ifM(0)i = 0 and M¯(0)i 6= 0.
(A.13)
In addition, from (A.8), as ϕ→ 1,
BSR = (σ iξ + σρP¯η + ρXβ − ρUr + Op(ρ
2))′C ′SR
(
CSRC ′SR
)+ CSR(σ iξ + σρP¯η + ρXβ − ρUr + Op(ρ2))
σ 2(iξ + ρP¯η + Op(ρ2))′M(0)(iξ + ρP¯η + Op(ρ2))
.
Then, using the results of [33, p. 40] and (A.13), we have, as ϕ→ 1,
BSR
p−→

wSR ifM(0)i 6= 0
B(1)SR (η) ifM(0)i = 0 and M¯(0)i = 0
B(η) ifM(0)i = 0 and M¯(0)i 6= 0.
(A.14)
Hence (A.2), (A.4) and (A.6) hold.
Let B¯ = y¯′C¯ ′(C¯ C¯ ′)+C¯ y¯y′M(0)y . Noting that M¯(0) = M¯(0)2, we have
B¯ =
(
σ(iξ + ρP¯η + Op(ρ2))+ ρXβ − ρUr
)′
C¯ ′(C¯ C¯ ′)+C¯
(
σ(iξ + ρP¯η + Op(ρ2))+ ρXβ − ρUr
)
σ 2(iξ + ρP¯η + Op(ρ2))′M(0)(iξ + ρP¯η + Op(ρ2))
,
from which we obtain, as φ→ 1,
B¯
p−→

w¯ ifM(0)i 6= 0
B¯(1)(η) ifM(0)i = 0 and M¯(0)i = 0
B∗ ifM(0)i = 0 and M¯(0)i 6= 0,
(A.15)
where B¯(1)(η) = l′C¯(1) ′(C¯(1)C¯(1) ′)+C¯(1) l
η′ P¯ ′M(0)P¯η and B
∗ =
{+∞ if C¯(1)i 6= 0
B¯(1)(η) if C¯(1)i = 0 .
Now consider case (i) whereM(0)i 6= 0. Consider first the case of cPSR > max(wSR, w¯). From (A.14) and (A.15), we have,
Pr {BPSR > cPSR} = Pr {BSR > cPSR, F(0) ≥ av/m} + Pr
{
B¯ > cPSR, F(0) < av/m
}
≤ Pr {BSR > cPSR} + Pr
{
B¯ > cPSR
}→ 0. (A.16)
The first convergence result in (A.1) can be obtained straightforwardly from (A.16). Next, if cPSR > wSR and F
(1)
0 > av/m,
then from (A.11) and (A.14),
Pr {BPSR > cPSR} ≤ Pr {BSR > cPSR} + Pr {F(0) < av/m} → 0, (A.17)
which yields the second convergence result in (A.1). Third, if cPSR > w¯ and F
(1)
0 < av/m, then from (A.11) and (A.15),
Pr {BPSR > cPSR} ≤ Pr {F(0) ≥ av/m} + Pr
{
B¯ > cPSR
}→ 0, (A.18)
which leads to the third result in (A.1). Fourth, if cPSR < w¯ and F
(1)
0 < av/m, then from (A.11) and (A.15), we have
Pr {BSR > cPSR, F(0) ≥ av/m} ≤ Pr {F(0) ≥ av/m} → 0
and
Pr
{
B¯ > cPSR, F(0) < av/m
} ≥ Pr {B¯ > cPSR}− Pr {F(0) ≥ av/m} → 1.
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Thus,
Pr {BPSR > cPSR} = Pr {BSR > cPSR, F(0) ≥ av/m} + Pr
{
B¯ > cPSR, F(0) < av/m
}→ 1, (A.19)
which results in the fourth convergence result in (A.1). The remaining two results in (A.1) can be proven in a similar manner.
Now consider case (ii) whereM(0)i = 0 and M¯(0)i = 0. For any δ > 0, as φ→ 1,
Pr
(∣∣∣BPSR − B(1)PSR(η)∣∣∣ > δ) = Pr {∣∣∣BSR − B(1)SR (η)∣∣∣ > δ, F(0) > av/m, F (1)(η) > av/m}
+ Pr {∣∣B¯− B¯(1)(η)∣∣ > δ, F(0) < av/m, F (1)(η) < av/m}
+ Pr {∣∣BSR − B¯(1)(η)∣∣ > δ, F(0) > av/m, F (1)(η) < av/m}
+ Pr
{∣∣∣B¯− B(1)SR (η)∣∣∣ > δ, F(0) < av/m, F (1)(η) > av/m}
≤ Pr
{∣∣∣BSR − B(1)SR (η)∣∣∣ > δ}+ Pr {∣∣B¯− B¯(1)(η)∣∣ > δ}
+ Pr {F(0) > av/m, F (1)(η) < av/m}
+ Pr {F(0) < av/m, F (1)(η) > av/m}→ 0 (A.20)
which implies BPSR
p−→ B(1)PSR(η) and proves (A.3).
Last, consider case (iii) whereM(0)i = 0 and M¯(0)i 6= 0. From (A.11) and (A.14), we have, for any δ > 0, when φ→ 1,
Pr(|BPSR − B(η)| > δ) ≤ Pr {|BSR − B(η)| > δ} + Pr {F(0) < av/m} → 0,
by which we obtain BPSR
p−→ B(η) and prove (A.5).
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