Abstract. Gompf proposed a conjecture on Cappell-Shaneson matrices whose affirmative answer implies that all Cappell-Shaneson homotopy 4-spheres are diffeomorphic to the standard 4-sphere. We study Gompf conjecture on Cappell-Shaneson matrices using various algebraic number theoretic techniques. We find a hidden symmetry between trace n Cappell-Shaneson matrices and trace 5 − n Cappell-Shaneson matrices which was suggested by Gompf experimentally. Using this symmetry, we prove that Gompf conjecture for the trace n case is equivalent to the trace 5 − n case. We confirm Gompf conjecture for the special cases that −64 ≤ trace ≤ 69 and corresponding Cappell-Shaneson homotopy 4-spheres are diffeomorphic to the standard 4-sphere. We also give a new infinite family of Cappell-Shaneson spheres which are diffeomorphic to the standard 4-sphere.
Introduction
The smooth 4-dimensional Poincaré conjecture is a central open problem in low-dimensional topology.
The smooth 4-dimensional Poincaré conjecture. Every homotopy 4-sphere is diffeomorphic to S 4 .
Cappell and Shaneson [CS76b] constructed homotopy 4-spheres, called Cappell-Shaneson homotopy 4-spheres. These homotopy 4-spheres are the most notable, potential counterexamples of the smooth 4-dimensional Poincaré conjecture. The following folklore conjecture is a special case of the smooth 4-dimensional Poincaré conjecture and has remained open for 40 years.
Conjecture 1. Every Cappell-Shaneson homotopy 4-sphere is diffeomorphic to S 4 .
One of our main results, Corollary C, will give the largest known family of Cappell-Shaneson spheres that are diffeomorphic to S 4 , supporting Conjecture 1. To motivate our results, we recall several earlier results on Cappell-Shaneson spheres.
Historical background
Cappell-Shaneson spheres Σ ǫ A are parametrized by a matrix A ∈ SL(3; Z) with det(A − I) = 1 and a choice of framing ǫ ∈ Z 2 . We say a matrix A ∈ SL(3; Z) is a Cappell-Shaneson matrix if det(A−I) = 1. For example, for any n ∈ Z, the following matrix A n is a Cappell-Shaneson matrix We first recall history on Cappell-Shaneson spheres Σ ǫ An corresponding to the family A n which have been studied thoroughly. For more details, we refer the reader to [Akb16, Section 14 .2] where a nice discussion on Σ ǫ An is given with many handlebody diagrams. Akbulut and Kirby [AK79] proved that Σ 0 A0 is diffeomorphic to S 4 by drawing its handlebody diagram and simplifying the diagram. They which was constructed in [CS76a] . Aitchison and Rubinstein [AR84] pointed out that Σ 1 A0 is indeed the double cover of Q. We remark that Q is used by Akbulut to construct several interesting fake non-orientable 4-manifolds in [Akb84, Akb85] , and to show that a Gluck twist can change the diffeomorphism type for a non-orientable 4-manifold in [Akb88] . (It is unknown whether a Gluck twist can change the diffeomorphism type of an orientable 4-manifold.) In the same paper [AR84] , Aitchison and Rubinstein proved that Σ 0 An is diffeomorphic to S 4 for all n. For the non-trivial framing case, Akbulut and Kirby [AK85] drew a handlebody diagram of Σ 1 A0 is actually diffeomorphic to S 4 by adding a canceling pair of 2-and 3-handles. After a lengthy handlebody calculus, Gompf [Gom91b] gave a handlebody diagram of Σ In this context, Gompf considered an equivalence relation on the set of standard Cappell-Shaneson matrices generated by similarity and X c,d,n ∼ G X c,d,n+kd for k ∈ Z. (We will call the equivalence relation by Gompf equivalence.) By the aforementioned result of Gompf, if two Cappell-Shaneson matrices are Gompf equivalent, then they give diffeomorphic Cappell-Shaneson spheres. Gompf conjectured the following whose affirmative answer implies Conjecture 1.
Conjecture 2 ( [Gom10, Conjecture 3.6] ). Every Cappell-Shaneson matrix is Gompf equivalent to A 0 .
Main results
In this paper, using various techniques in algebraic number theory, we study Conjecture 2 in a systematic way. For brevity of our discussion, we say Conjecture 1 is true for a Cappell-Shaneson matrix A if Σ ǫ A is diffeomorphic to S 4 for every ǫ ∈ Z 2 . Similarly, we say Conjecture 2 is true for trace n if every Cappell-Shaneson matrix A with trace n is Gompf equivalent to A 0 . Remark 1.1. If Conjecture 2 is true for trace n, then Conjecture 1 is true for every Cappell-Shaneson matrix with trace n. More generally, Σ ǫ X c,d,n+kd is diffeomorphic to S 4 for any k ∈ Z and ǫ ∈ Z 2 .
Our first result, Theorem A, shows that there is a hidden symmetry between trace n CappellShaneson matrices and trace 5−n Cappell-Shaneson matrices. Theorem A implies that if Conjecture 2 is true for trace n ≥ 3, then both of Conjectures 1 and 2 will be true simultaneously.
Theorem A. There is a bijection between the set of similarity classes of trace n Cappell-Shaneson matrices and the set of similarity classes of trace 5 − n Cappell-Shaneson matrices. Moreover, Conjecture 2 is true for trace n if and only if Conjecture 2 is true for trace 5 − n for any integer n.
To prove Theorem A, we will explicitly give a ring isomorphism from Z[Θ n ] to Z[Θ 5−n ] which induces a monoid isomorphism between C(Z[Θ n ]) and C(Z[Θ 5−n ]). This gives a bijection between the set of similarity classes of trace n Cappell-Shaneson matrices and the set of similarity classes of trace 5 − n Cappell-Shaneson matrices. We will observe that the bijection is compatible with Gompf equivalence, and Theorem A will follow from the observation.
Our second result, Theorem B, shows that Conjecture 2 is true for trace n if |n| is small.
Theorem B. Conjecture 2 is true for trace n if −64 ≤ n ≤ 69.
To prove Theorem B, we first find representatives of elements of C(Z[Θ n ]). (Equivalently, we find a representative for each similarity class of trace n Cappell-Shaneson matrices.) When Z[Θ n ] is a Dedekind domain, this task can be done using MAGMA software (see Section 5).
When Z[Θ n ] is not a Dedekind domain, the current version of MAGMA cannot compute C(Z[Θ n ]). (Nonetheless, using MAGMA, we can still compute a strictly smaller subset Pic(
consisting of the classes of invertible ideals.) We will observe that there are infinitely many integers n such that Z[Θ n ] is not a Dedekind domain. In fact, for each integer k, Z[Θ 49k+27 ] is not a Dedekind domain (see Proposition 4.10). Consequently, when we prove Theorem B, it is the most difficult to confirm that Conjecture 2 is true for trace 27. Using Dedekind-Kummer theorem, we analyze noninvertible ideals of Z[Θ 27 ] explicitly (for details, see Section 4.3), and determine the monoid structure of C(Z[Θ 27 ]). The authors think that our method could also be used to study
By Theorem A, to prove Theorem B, it suffices to confirm that Conjecture 2 is true for trace 3 ≤ n ≤ 69. In Tables 2-5 , we give representatives of elements of C(Z[Θ n ]) for 3 ≤ n ≤ 69. We have to show that the corresponding standard Cappell-Shaneson matrices are Gompf equivalent to A 0 . Recall that Gompf equivalence is an equivalence relation on the set of standard Cappell-Shaneson matrices generated by similarity and X c,d,n ∼ G X c,d,n+kd for k ∈ Z. Understanding when two standard Cappell-Shaneson matrices are similar is important to study Conjecture 2, but this seems to be a difficult question in algebraic number theory. Instead, for any given standard Cappell-Shaneson matrix, we give a MAGMA code which gives a list of Cappell-Shaneson matrices with sufficiently small entries in Section 5. Using this, we could find several non-trivial Gompf equivalences. The authors think that finding such Gompf equivalences by hands is cumbersome.
In [Ear14, Theorem 3 .1], Earle considered the following special family of Cappell-Shaneson matrices
and showed that X c,d,c+2 are Gompf equivalent to A 0 if 0 ≤ c ≤ 94 and a = 19, 37, or if 1 ≤ d ≤ 35. Earle found similar Cappell-Shaneson matrices by hands. As an application of our method, using our MAGMA codes, we recover and generalize the result of Earle. Indeed, we show that the CappellShaneson matrices X c,d,c+2 are Gompf equivalent to A 0 if 0 ≤ c ≤ 94, or if 1 ≤ d ≤ 134 by removing technical conditions on the entry a, and weakening the condition on the entry d (see Theorem 7.2). Theorem B enables us to find new Cappell-Shaneson spheres that are diffeomorphic to S 4 , which we record the result as Corollary C. By Remark 1.1, Corollary C immediately follows from Theorem B.
Corollary C. Conjecture 1 is true for trace n Cappell-Shaneson matrices if n is an integer such that −64 ≤ n ≤ 69. More generally, Σ ǫ X c,d,n is diffeomorphic to S 4 for any ǫ ∈ Z 2 and for any integers c, d and n that satisfy f n (c) ≡ 0 (mod d) and n ≡ n 0 (mod d) for some −64 ≤ n 0 ≤ 69. In particular, Σ ǫ X c,d,n is diffeomorphic to S 4 for any ǫ ∈ Z 2 if |d| ≤ 134.
By Corollary C, to find a counterexample to Conjecture 1, one should start from a CappellShaneson matrix whose trace is either greater than 69 or less than −64. We remark that Corollary C gives the largest known family of Cappell-Shaneson spheres which are diffeomorphic to S 4 .
Remark 1.2. In Tables 2-5 , we give the lists of representatives (c, d, n) of elements of C(Z[Θ n ]) for 3 ≤ n ≤ 69. Each tuple (c, d, n) corresponds to the standard Cappell-Shaneson matrix X c,d,n . For example, when n = 21, there are three corresponding tuples (1, 1, 21), (5, 7, 21) and (9, 13, 21) in Table 2 . This means that every Cappell-Shaneson matrix A with tr(A) = 21 is similar to exactly one of the following three matrices: Note that X 1,1,21 = A 19 . Using this computation and Theorem A, we can see that there are 1314 non-trivial ideal classes of C(Z[Θ n ]) for −64 ≤ n ≤ 69. In particular, Corollary C gives at least 2628 Cappell-Shaneson spheres that are diffeomorphic to S 4 , and this fact is not covered by the result of Akbulut [Akb10] .
It is natural to ask whether Corollary C actually gives a new infinite family of Cappell-Shaneson matrices whose corresponding Cappell-Shaneson spheres are diffeomorphic to S 4 . Our final result, Corollary D, shows that this is the case. For this purpose, we consider the following family of Cappell-
Note that M k = X 2,7,49k+27 , and hence Σ ǫ M k is diffeomorphic to S 4 for any ǫ ∈ Z 2 by Corollary C. (This fact can be also checked by using a weaker version given in [Gom10, Theorem 3.2] .) We show that M k is not similar A n for any integers k and n.
Corollary D. For any integers
For any integers k and n, M k is not similar to A n .
Recall that Akbulut [Akb10] showed that the infinite family of Cappell-Shaneson matrices A n give Cappell-Shaneson spheres Σ ǫ An are diffeomorphic to S 4 for any ǫ ∈ Z 2 . Since M k is not similar to A n for any integers k and n, Corollary D is not covered by the result of Akbulut.
Organization of the paper. In Section 2, we recall several facts on Cappell-Shaneson spheres and Cappell-Shaneson matrices, and we discuss the correspondence between ideal class monoid and the similarity classes of Cappell-Shaneson matrices. In Section 3, we prove Theorem A. In Section 4, we recall Dedekind-Kummer theorem, and show that C(Z[Θ 49k+27 ]) is not a group for any integer k, and discuss the structure of C(Z[Θ 27 ]). In Section 5, we use MAGMA software to find representatives of elements in Pic(Z[Θ n ]). In Section 6, we prove Theorem B and Corollary D. In Section 7, we give a generalization of the result of Earle.
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Preliminaries
In this section, we collect several facts on Cappell-Shaneson spheres and matrices following [AR84, Appendix] and [Gom10] .
Cappell-Shaneson spheres and matrices
Let SL(3; Z) be the set of 3 × 3 integral matrices whose determinants are 1. We say two matrices A, B ∈ SL(3; Z) are similar if there is a matrix C ∈ SL(3; Z) such that A = CBC −1 .
Definition 2.1. A matrix A ∈ SL(3; Z) is a Cappell-Shaneson matrix if A − I ∈ SL(3; Z).
For a Cappell-Shaneson matrix A ∈ SL(3; Z), Cappell and Shaneson [CS76b] constructed two homotopy 4-spheres Σ ǫ A as follows. Let T 3 be the 3-torus R 3 /Z 3 . Since A ∈ SL(3; Z), A induces an orientation-preserving diffeomorphism f A : T 3 → T 3 . Possibly after an isotopy, we can assume that f A is the identity on a neighborhood D y of some chosen point y ∈ T 3 . Let W A be the mapping torus of f A , that is,
Since f A is the identity around the point y, we can regard By Remark 2.3, to study Cappell-Shaneson spheres up to diffeomorphism, it is natural to consider the similarity classes of Cappell-Shaneson matrices. In [AR84, Appendix] , the similarity classes of Cappell-Shaneson matrices in terms of ideal classes are systematically studied using a result of Latimer-MacDuffee and Taussky [LM33, Tau49] which we recall in below.
Let A be a Cappell-Shaneson matrix with trace n. The characteristic polynomial of A is
Remark 2.4. For A ∈ SL(3; Z), A is a Cappell-Shaneson matrix with trace n if and only if the characteristic polynomial of A is f n (x). Note that f n (x) is irreducible over Z for all n (for example, see [AR84, Lemma A4] ).
Definition 2.5 ( [AR84, Gom10] ). We say a Cappell-Shaneson matrix is called standard if it is of the form 
We observe that both ∆ k A and A∆ k are similar to X c,d,n+kd as follows. Note that ∆ k A and A∆
The above argument shows that the matrix
We end this subsection by giving a simple, algebraic characterization of standard Cappell-Shaneson matrices which will be used frequently.
Proposition 2.10. For integers c, d = 0 and n, the following are equivalent.
(
(2) There exist integers a and b such that
Note that A is a Cappell-Shaneson matrix (and hence is equal to X c,d,n ) since
Latimer-MacDuffee-Taussky correspondence
In this subsection, we recall a classical result due to Latimer-MacDuffee and Taussky [LM33, Tau49] . For more details, see Newman's book [New72] .
Let R be an integral domain and I(R) be the set of nonzero ideals of R. Define an equivalence relation ≈ on I(R) by I ≈ J if and only if there exist non-zero elements α, β such that αI = βJ. Each equivalence class is called an ideal class and the ideal class of I ∈ I(R) is denoted by [I] . The set of all ideal classes is called the ideal class monoid of R denoted by C(R). The multiplication is given by the multiplication of ideals:
. The identity element is the class of principal ideals. An ideal I of R is called invertible if there exists an ideal J of R such that IJ is a principal ideal. The subset of C(R) which consists of the ideal classes of invertible ideals of R is an abelian group, called the Picard group of R and denoted by Pic(R).
Remark 2.11. We remark that the monoid C(R) is not a group in general. In fact, the following are equivalent for an integral domain R:
(1) R is a Dedekind domain.
(2) Every ideal of R is invertible.
Example 2.12. If R is the ring of integers of an algebraic number field, then R is a Dedekind domain and hence C(R) is a group.
We are mainly interested in the special case that R = Z[Θ] where Θ is a root of a monic polynomial
is the number field obtained by adjoining Θ to Q.
We recall a classical result due to Latimer-MacDuffee [LM33] and Taussky [Tau49] . For simplicity and our purposes, we spell out the degree 3 case only. For more details and generalizations, we refer the reader to [New72] .
is a monic, irreducible polynomial of degree 3. Let Θ be a root of g. Then there is a bijection between C(Z[Θ]) and the set of similarity classes of matrices whose characteristic polynomials are g.
We describe an explicit description of the bijection. Let A be a 3 × 3 matrix whose characteristic polynomial is g and let
Then Θ is an eigenvalue of A and there exists a corresponding eigenvector in K 3 . In addition, the eigenvalues of A are distinct, because g is irreducible over Q. It follows that any two eigenvectors of A corresponding to Θ are proportional. Let x = (x 1 , x 2 , x 3 ) be an eigenvector of A corresponding to Θ. We may assume that each x i lies in Z[Θ] by multiplying some integer. Let I be the Z-module generated by
is independent of the choice of an eigenvector (x 1 , x 2 , x 3 ), and called the ideal class which corresponds to A.
The ideal class which corresponds to a Cappell-Shaneson matrix
Aitchison and Rubinstein [AR84] applied Theorem 2.13 to Cappell-Shaneson matrices which we recall in below for the reader's convenience. Let Θ n be a root of f n (x) = x 3 − nx 2 + (n − 1)x − 1. Recall that the set of Cappell-Shaneson matrices with trace n is exactly the set of 3 × 3 integral matrices A whose characteristic polynomial is f n (x). Since f n (x) is irreducible, Theorem 2.13 gives a bijection between the set of similarity classes of Cappell-Shaneson matrices with trace n and C(Z[Θ n ]). We will explicitly describe the bijection.
Consider a Cappell-Shaneson matrix with trace n,
We find an eigenvector
In particular, (
] corresponds to the standard Cappell-Shaneson matrix X c,d,n by Theorem 2.13.
Proposition 2.14 ([AR84, page 44]).
There is a one-to-one correspondence between the set of similarity classes of Cappell-Shaneson matrices with trace n and C(Z[Θ n ]), which is defined by
Remark 2.15. For k ∈ Z, by Proposition 2.14, X c,d,n and X c+kd,d,n are similar because Θ n −c, d = Θ n − c − kd, d .
Gompf equivalences and a reformulation of Gompf conjecture
In [Gom10] , Gompf introduced a certain equivalence relation (which we call Gompf equivalences) between standard Cappell-Shaneson matrices which preserve the diffeomorphism types of the corresponding Cappell-Shaneson homotopy 4-spheres. We recall Gompf equivalences and give a reformulation of Conjecture 2 in Conjecture 3.
As in Remark 2.9, let ∆ be the following matrix, Remark 2.17. In Remark 2.9, we remarked that if A is a Cappell-Shaneson matrix given by
then A is similar to X c,d,n and ∆ k A and A∆ k are similar to X c,d,n+kd . We know that similar Cappell-Shaneson matrices give diffeomorphic homotopy 4-spheres by Remark 2.3. Therefore, the content of Theorem 2.16 is that two standard Cappell-Shaneson matrices X c,d,n and X c,d,n+kd give diffeomorphic homotopy 4-spheres for any integer k.
Definition 2.18 (Gompf equivalence). Define an equivalence relation ∼, called Gompf equivalence, on the set of standard Cappell-Shaneson matrices generated by ∼ S and ∼ G where
Using Theorem 2.16 and Aitchison-Rubinstein's computation of C(Z[Θ n ]) for small n, Gompf proved that Conjecture 2 is true for trace n if −6 ≤ n ≤ 9 or n = 11. In Section 6.1, we will show that Conjecture 2 is true for trace n if −64 ≤ n ≤ 69.
Theorem 2.19 ([Gom10, Theorem 3.2]). Conjecture 2 is true for trace n if −6 ≤ n ≤ 9 or n = 11.
We end this preliminary section by giving a reformulation of Conjecture 2. This reformulation will be convenient to give the proof of Theorem B given in Section 6. Let Θ n be a root of a polynomial
By Proposition 2.10, there is a bijection between CS and the set of standard Cappell-Shaneson matrices such that the tuple (c, d, n) ∈ CS corresponds to the standard Cappell-Shaneson matrix
where b = (c − 1)(n − c − 1) and ad − bc = 1. (In particular, a and b are determined by c, d and n.)
We define an equivalence relation ∼ on CS generated by ∼ S and ∼ G where
Definition 2.20. For an integer n, we say Conjecture 3 is true for trace n if for any integers c and
Remark 2.21. By Proposition 2.14, (c 0 , d 0 , n) ∼ S (c 1 , d 1 , n) if and only if X c0,d0,n and X c1,d1,n are similar. The second relation ∼ G corresponds to the equivalence relation
It is clear that Conjecture 2 for trace n is equivalent to Conjecture 3 since A 0 = X 1,1,2 .
Remark 2.22. The pair (1, 1, n + 2) ∈ CS corresponds to the trivial element of the ideal class monoid
(In fact, X 1,1,n+2 = A n and, as mentioned in the introduction, it has been known that Σ ǫ An is diffeomorphic to S 4 for ǫ = 0, 1 and n ∈ Z.)
Symmetry between Cappell-Shaneson matrices
In this section, we prove Theorem A which says that Conjecture 2 for the trace n case is equivalent to the trace 5 − n case. Throughout this section, let Θ n be a root of f n (x) = x 3 − nx 2 + (n − 1)x − 1 for each integer n. We give a ring isomorphism between Z[Θ n ] and Z[Θ 5−n ] which will induce a bijection between corresponding ideal class monoids which is compatible with Gompf equivalence.
Theorem 3.1 is inspired by some evidences which are given in work of Aitchison-Rubinstein [AR84] and that of Gompf [Gom10] . Aitchison and Rubinstein [AR84, page 43] observed that the discriminant ∆(f n ) of the polynomial f n have the following symmetry:
On the other hand, Gompf [Gom10, page 1672] computed the cardinality #C(O n ) for r ≤ 10 8 via PARI/GP [Cea15] and observed that #C(O n ) = #C(O 5−n ) where O n is the ring of integer of Q[Θ n ].
Theorem 3.1. For any integer n, let Θ n be a root of f n (x) = x 3 − nx 2 + (n − 1)x − 1. Then, there is a ring isomorphism ϕ n :
Proof. For an aesthetic reason, we prove an equivalent statement that the ring homomorphism
is an isomorphism for any integer n. The ring isomorphism ϕ 5−n will be defined as
be a ring homomorphism which sends x to Θ 2 n + (1 − n)Θ n + 1. We prove that ϕ 5−n induces the ring homomorphism
The following equality will be useful.
Since Θ n − 1 = 0, the following shows that f 5−n (α n ) = 0:
Therefore, we have a ring homomorphism ϕ 5−n :
To simplify the proof, we give two elementary observations. Since f 5−n (α n ) = 0, α n (α n − 1)(α n + n − 4) = 1. Note that (Θ n − 1)(α n − 1) = (Θ n − 1)α n − Θ n + 1 = 1.
By substituting n by 5 − n, ϕ 5−n • ϕ n is also the identity. Hence, ϕ 5−n is a ring isomorphism and this completes the proof.
Remark. By tensoring Q to the ring isomorphism ϕ n : Z[Θ n ] → Z[Θ 5−n ] given in Theorem 3.1, we obtain a field isomorphism from Q[Θ n ] to Q[Θ 5−n ]. From this field isomorphism, we can see that their ring of integers O n and O 5−n are also isomorphic and ∆(f n ) = ∆(f 5−n ) for any integer n. 
where ϕ n is the ring homomorphism given in Theorem 3.1. Since ϕ n is a ring isomorphism for any integer n by Theorem 3.1, ψ n is also a monoid isomorphism for any integer n. To give an explicit formula of ψ n , we prove that ϕ n ( Θ n − c, d ) = Θ 5−n − p n (c), d and this clearly implies the desired statement.
Proof of Claim. The following calculation shows that
Using the above equation on f n (x) + 1 and the fact that f n (Θ n ) = 0, we observe that
and hence the claim follows.
Here the last equality follows from the fact that ϕ n •ϕ 5−n is the identity. This completes the proof. Theorem 3.3. There is a bijection between the set of similarity classes of Cappell-Shaneson matrices with trace n and the set of similarity classes of Cappell-Shaneson matrices with trace 5 − n, which is explicitly defined by
,5−n . Proof. Since every Cappell-Shaneson matrix is similar to a standard Cappell-Shaneson matrix, the bijection A → A * gives the ones which represent all the similarity classes of Cappell-Shaneson matrices with trace 5 − n.
Recall that there is a bijection between the similarity classes of Cappell-Shaneson matrices with trace n (respectively, trace 5 − n) with the ideal class monoid C(Z[Θ n ]) (respectively, C(Z[Θ 5−n ])) by Proposition 2.14. On the other hand, we have a monoid isomorphism ψ n : C(Z[Θ n ]) → C(Z[Θ 5−n ]) by Corollary 3.2. The composition of these three bijections gives a bijection between the set of similarity classes of Cappell-Shaneson matrices with trace n and the set of similarity classes of Cappell-Shaneson matrices with trace 5 − n. It remains to show is that the aforementioned bijection actually sends a standard Cappell-Shaneson matrix A to a standard Cappell-Shaneson matrix A * . By Proposition 2.14, the ideal class correspond to the standard Cappell-Shaneson matrix A is [ Θ n −c, d ]. By Corollary 3.2, ψ n sends the ideal class [ Θ n −c, d ] to the ideal class [ Θ 5−n −p n (c), d ], which is the ideal class correspond to the standard Cappell-Shaneson matrix A * by Proposition 2.14. This completes the proof. To complete the proof of Theorem A, we prove two lemmas which illustrate that the bijection given in Theorem 3.3 behaves nicely with Gompf equivalence. Proof. Since A is a standard Cappell-Shaneson matrix, A = X c,d,n for some c, d and n with f n (c) ≡
* is similar to A by Remark 2.15.
Now we prove Theorem A.
Proof of Theorem A. We have already seen that there is a bijection between the set of similarity classes of trace n Cappell-Shaneson matrices and the set of similarity classes of trace 5 − n CappellShaneson matrices in Theorem 3.3. Assume that Conjecture 2 is true for trace n for some integer n. Let X be a standard CappellShaneson matrix with trace 5−n. (Recall that every Cappell-Shaneson matrix is similar to a standard Cappell-Shaneson matrix.) Then X * given in Theorem 3.3 is a standard Cappell-Shaneson matrix with trace n. Since we are assuming that Conjecture 2 is true for trace n, X * is Gompf equivalent to A 0 . By Lemma 3.6, X is similar to (X * ) * . By Lemma 3.5, (X * ) * is Gompf equivalent to (A 0 ) * . As in Example 3.4, A * 0 is similar to A 1 , which is Gompf equivalent to A 0 by Remark 2.22. Therefore X is Gompf equivalent to A 0 . This shows that Conjecture 2 is true for trace 5 − n if Conjecture 2 is true for trace n. This completes the proof.
Ideal class monoid C(Z[Θ n ])
In this section, we use several techniques from algebraic number theory. We will recall DedekindKummer theorem, and show C(Z[Θ 49k+27 ]) is not a group for any integer k. We will also determine the structure of the ideal class monoid C(Z[Θ 27 ]). We first collect some definitions following [Ste08] .
Definition 4.1 (Number rings and orders). A number field K is a finite degree field extension of the field Q of rational numbers. A number ring is an integral domain R for which the field of fractions K is a number field. For a number field K with degree n, a subring R of the number field K is called an order if R is a free Z-module of rank n. We recall elementary facts on orders discussed in [Ste08] . Remark 4.5. Suppose that p and q are relatively prime integers. Then Θ n −c is a linear combination of p(Θ n − c) and q(Θ n − c). It follows that
More generally, consider the prime factorization
Following [Ste08, Theorem 8 .2], we recall Dedekind-Kummer theorem, which can be used to determine when the ideal of the form Θ n − c, p with p is prime and f n (c) ≡ 0 (mod p) is invertible. Theorem 4.6 (Dedekind-Kummer [Ste08, Theorem 8.2] ). Let p be a prime integer and α be a root of a monic, irreducible polynomial
is prime and p i is invertible if and only if at least one of the following conditions holds.
(1) e i = 1.
By applying Dedekind-Kummer theorem to the case that α = Θ n and f = f n (x), we obtain the following proposition which gives a simple, but complete characterization when ideals of the form Θ n − c, p with p is prime and f n (c) ≡ 0 (mod p) are invertible. This will be useful in our analysis of the structure of C(Z[Θ 27 ]).
Proposition 4.7. Suppose that integers c, n and p satisfy f n (c) ≡ 0 (mod p). If p is prime, then Θ n − c, p is a prime ideal of Z[Θ n ]. The ideal Θ n − c, p is invertible if and only if at least one of the following conditions holds.
(1) c is a simple root of f n (x) modulo p.
(2) p 2 does not divide f n (c).
Proof of Proposition 4.7. Recall f n (x) = x 3 − nx 2 + (n − 1)x − 1 is a monic, irreducible polynomial with a root Θ n . If f n (c) ≡ 0 (mod p), then x − c is a factor of f n in Z p [x] . On the other hand, we can write f n (x) = (x − c)q(x) + f n (c). By applying Theorem 4.6 for p = p, Θ n − c where g(x) = x − c and r(x) = f n (c), we obtain the conclusion.
Proposition 4.8. Suppose that p is a prime integer and an integer c satisfies f n (c) ≡ 0 (mod p k ) for some positive integer k.
Proof.
(1) Denote I = Θ n − c, p k and p = Θ n − c, p . Assume that p is invertible. We first observe that √ I = p where √ I is the radical of I. Let α be an element in p. We can write α = xp + y(Θ n − c)
Recall that √ I is the intersection of all prime ideals which contain I. By Proposition 4.7, p is a prime ideal which contains I. It follows that √ I ⊂ p. Since we are assuming p is invertible, by Lemma 4.9 below, we conclude that I is invertible.
(2) From the hypothesis, we can write f n (c) = p k · q where q is relatively prime to p. Then,
which is a principal ideal. This completes the proof.
Lemma 4.9. Let R be a number ring and p be an invertible prime ideal of R. If I is an ideal of R such that √ I = p, then I = p k for some k. In particular, I is an invertible ideal.
Proof. By [Ste08, page 213] , every ideal of R is finitely generated, and every prime ideal of R is maximal. In particular, p is maximal. By [AM69, Proposition 4.2], I is p-primary. That is, √ I = p, and if xy ∈ I, then either x ∈ I or y n ∈ I for some n > 0. Let K be the quotient field of R. Consider the localization R p = { r s ∈ K | r ∈ R, s / ∈ p} of R at p and the canonical homomorphism f p : R → R p . Since p is an invertible prime ideal, every ideal of R p is a power of pR p by [Ste08, Proposition 5.4] . In short, R p is a discrete valuation ring.
Let I p be the extension of I. That is, I p is the ideal of R p generated by f p (I). Since R p is a discrete valuation ring, I p = (pR p ) k for some k. Then
We remark that the first equality uses the fact that I is p-primary (see [AM69, Proposition 3.11(2) and Lemma 4.4 (3)]). This completes the proof.
The ideal class monoid C(Z[Θ 49k+27 ]) is not a group
In this subsection, we prove that there are infinitely many integers n such that Z[Θ n ] is not a Dedekind domain. Hence, to study general Cappell-Shaneson spheres, we need to understand equivalence classes of non-invertible ideals of Z[Θ n ] for those n. For general n, finding an explicit formula for #C(Z[Θ n ]) (and its representatives) seems to be a difficult problem in algebraic number theory. Because of these subtleties, proving Conjecture 2 is difficult. Proof. We first observe that
It is straightforward to check that f 49k+27 (2) = −49(2k + 1). Therefore, 2 is not a simple root of f 49k+27 (x) ≡ 0 (mod 7), and 49 divides f 49k+27 (2). By Proposition 4.7, Θ 49k+27 − 2, 7 is not an invertible ideal of Z[Θ 49k+27 ] for any integer k.
Recall from Theorem 4.4 that C(R) is not a group if and only if R is not integrally closed. We give another proof of the fact that C(Z[Θ 49k+27 ]) is not a group by directly showing that Z[Θ 49k+27 ] is not integrally closed for any integer k. 
]. We will show that η k is an integral element or equivalently η k ∈ O 49k+27 . Let
The last equality can be easily checked by expanding terms in both sides. Now we prove that g k is irreducible over Z for any integer k. Suppose that the cubic, monic polynomial g k is reducible over Z. Then g k is reducible over Z 2 so it has a solution in Z 2 . Since g k (0) and g k (1) are odd, g k does not have a solution in Z 2 . It follows that g k is irreducible over Z. That is, g k is the minimal polynomial of η k , and hence
The computation of the ideal class monoid C(Z[Θ 27 ])
In the previous section, we showed that C(Z[Θ 49k+27 ]) is not a group for any integer k. Among 3 ≤ n ≤ 75, n = 27 is the only case that C(Z[Θ n ]) is not a group, but a monoid (this can be checked either using MAGMA or PARI/GP). (1) I is invertible.
(2) I is equivalent to Θ 27 − 2, 7 · J for some invertible ideal J. k such that f 27 (c) ≡ 0 (mod 1039 k ). We show that Θ 27 − c, 1039 is invertible. By Proposition 4.8, this implies that Θ 27 − c, 1039 k is invertible. Since
2 (x − 160) (mod 1039), c = 1039l + 453 or c = 1039l + 160. Since 160 is a simple root of f 27 (x) ≡ 0 (mod 1039), Θ 27 − c, 160 is invertible by Proposition 4.7. On the other hand, consider the prime factorization f 27 (453) = 13 · 1039 · 6473. By Proposition 4.7, this shows that Θ 27 − c, 453 is also invertible. Now it remains to consider an ideal Θ 27 − c, 7 k such that f 27 (c) ≡ 0 (mod 7 k ). If f 27 (c) ≡ 0 (mod 7 k+1 ), then Θ 27 − c, 7 k is invertible by Proposition 4.8(2). If f 27 (c) ≡ 0 (mod 7 k+1 ), then Θ 27 − c, 7 k ≈ Θ 27 − 2, 7 by Lemma 4.13 below. This completes the proof.
Lemma 4.13. Let k be a positive integer and c be an integer such that f 27 (c) ≡ 0 (mod 7 k+1 ). Then Θ 27 − c, 7 k ≈ Θ 27 − 2, 7 .
Proof of Lemma 4.13. By Proposition 4.14, c ≡ 2 (mod 7). If k = 1, then Θ 27 − c, 7 = Θ 27 − 2, 7 since c ≡ 2 (mod 7). If k ≥ 2, we apply Proposition 4.15 several times to obtain the desired conclusion
The last equality follows because c ≡ 2 (mod 7).
Proposition 4.14. Let c be an integer such that f 27 (c) ≡ 0 (mod 7). Then c ≡ 2 (mod 7).
3 (mod 7), the conclusion directly follows.
Proof. Note that
Since Θ 27 is a root of f 27 (x), (Θ 27 − 2) 3 = 7(3(Θ 27 − 2) 2 + 10(Θ 27 − 2) + 7). By Proposition 4.14, we can write c = 7l + 2 for some l ∈ Z. It follows that
In Proposition 4.16, if k ≥ 2, then we will observe that
This observation completes the proof since
where we have used the equality (Θ 27 − c)(Θ 27 − 2) 2 = 7((3 − l)(Θ 27 − 2) 2 + 10(Θ 27 − 2) + 7).
Proposition 4.16. If k ≥ 2 and f 27 (c) ≡ 0 (mod 7 k+1 ), then Θ 27 − c, 7
Proof. Recall that
By Proposition 4.14, we can write c = 7l + 2 for some l ∈ Z. Then f 27 (c) = 49(7l 3 − 21l 2 − 10l − 1). Since f 27 (c) ≡ 0 (mod 7 k+1 ) and k ≥ 2,
We first prove that (3 − l)(Θ 27 − 2) 2 + 10(Θ 27 − 2) + 7, 7 k−2 (Θ 27 − 2) 2 ⊂ Θ 27 − c, 7 k . Since k ≥ 2, the following computation shows that 7 k−2 (Θ 27 − 2) 2 ∈ Θ 27 − c, 7 k :
Since c = 7l + 2, (3 − l)(Θ 27 − 2) 2 + 10(Θ 27 − 2) + 7 = (3 − l)(Θ 27 − c + 7l) 2 + 10(Θ 27 − c + 7l) + 7. The right hand side is equal to (Θ 27 − c) (3 − l)(Θ 27 − c + 14l) + 10 − 7(7l 3 − 21l 2 − 10l − 1) which is in the ideal Θ 27 − c, 7 k since we observed 7l
Now we prove Θ 27 − c, 7 k ⊂ (3 − l)(Θ 27 − 2) 2 + 10(Θ 27 − 2) + 7, 7 k−2 (Θ 27 − 2) 2 . We consider two equalities
From (a) and (b), 7 k−1 (Θ 27 − 2) and 7 k are in (3 − l)(Θ 27 − 2) 2 + 10(Θ 27 − 2) + 7, 7 k−2 (Θ 27 − 2) 2 . It remains to prove Θ 27 − c ∈ (3 − l)(Θ 27 − 2) 2 + 10(Θ 27 − 2) + 7, 7 k−2 (Θ 27 − 2) 2 . Since 7
and 7(10l − 1)(3 − l) + 100 are coprime, it suffices to prove
Therefore, to prove (d), it suffices to prove that the following two terms in (e) are in the ideal (3 − l)(Θ 27 − 2) 2 + 10(Θ 27 − 2) + 7, 7 k−2 (Θ 27 − 2) 2 :
(e) (3 − l)(Θ 27 − c) + 14l(3 − l) + 10 (Θ 27 − c) and 10(Θ 27 − 2) + 7 (Θ 27 − c).
The first term (3 − l)(Θ 27 − c) + 14l(3 − l) + 10 (Θ 27 − c) of (e) is equal to
Recall that we observed 7l 3 − 21l 2 − 10l − 1 ≡ 0 (mod 7 k−1 ) in the beginning of the proof. It follows that (3 − l)49l 2 + 70l + 7 = −7(7l 3 − 21l 2 − 10l − 1) ≡ 0 (mod 7 k ). Since we proved 7 k ∈ (3−l)(Θ 27 −2) 2 +10(Θ 27 −2)+7, 7 k−2 (Θ 27 −2) 2 , the term (3−l)(Θ 27 −c)+14l(3−l)+10 (Θ 27 −c) is also in (3 − l)(Θ 27 − 2) 2 + 10(Θ 27 − 2) + 7, 7 k−2 (Θ 27 − 2) 2 . To show the second term 10(Θ 27 − 2) + 7 (Θ 27 − c) of (e) is in (3 − l)(Θ 27 − 2) 2 + 10(Θ 27 − 2) + 7, 7 k−2 (Θ 27 − 2) 2 , consider 10(Θ 27 − 2) + 7 (Θ 27 − c)
Note that we used the equality (Θ 27 − 2) 3 = 21(Θ 27 − 2) 2 + 70(Θ 27 − 2) + 49. This completes the proof. Proof. In Section 5.3, we observe that Pic(Z[Θ 27 ]) consists of I 1 , I 2 , . . . , I 6 , and the multiplication is given by I i · I j = I i+j for all 1 ≤ i, j ≤ 6 where subscripts are understood modulo 6. It suffices to analyze equivalence classes of non-invertible ideals of Z[Θ 27 ]. By Proposition 4.12, every non-zero, non-invertible ideal of Z [Θ 27 ] is equivalent to Θ 27 − 2, 7 · J for some invertible ideal J. Let I 0 be the equivalence class of the non-invertible ideal Θ 27 − 2, 7 .
Since Pic(Z[Θ 27 ]) consists of I i for i = 1, . . . , 6, the equivalence class of J is I i for some 1 ≤ i ≤ 6. In Section 5.3, we observe the following.
(1) For i = 1, . . . , 6, each I i is represented by the ideal Θ 27 −2−7k, 49 for some k = 0, 1, 3, 4, 5, 6. (2) Θ 27 − 2, 49 is a principal ideal. (3) For any k = 1, 3, 4, 5, 6, Θ 27 − 2, 7 · Θ 27 − 2, 49 = Θ 27 − 2, 7 · Θ 27 − 2 − 7k, 49 . Since Θ 27 − 2, 49 is a principal ideal and Θ 27 − 2, 7 represents I 0 , these observations imply that
for any i = 1, . . . , 6. To obtain Table 1 , it remains to show that I 0 · I 0 = I 0 . For this, we show that
Recall that f 27 (x) = x 3 − 27x 2 + 26x − 1 = (x − 2) 3 − 7 3(x − 2) 2 + 10(x − 2) + 7 . It follows that (Θ 27 − 2) 3 = 7 3(Θ 27 − 2) 2 + 10(Θ 27 − 2) + 7 . Then we have
On the other hand, we have Θ 27 − 2, 7 · Θ 27 − 2, 7 = (Θ 27 − 2) 2 , 7(Θ 27 − 2), 49
= 7 3(Θ 27 − 2) 2 + 10(Θ 27 − 2) + 7 , 7(Θ 27 − 2) 2 , 49(Θ 27 − 2) .
Note that
49(Θ 27 − 2) = 7 3(Θ 27 − 2) 2 + 10(Θ 27 − 2) + 7 (Θ 27 − 2) − 7 3(Θ 27 − 2) + 10 (Θ 27 − 2) 2 ∈ 7 3(Θ 27 − 2) 2 + 10(Θ 27 − 2) + 7 , 7(Θ 27 − 2) 2 .
It follows that Θ 27 − 2, 7 · Θ 27 − 2, 7 ≈ 7 3(Θ 27 − 2) 2 + 10(Θ 27 − 2) + 7 , 7(Θ 27 − 2) 2 ≈ Θ 27 − 2, 7 , and this completes the proof.
Finding representatives of elements in
In this section, we use MAGMA to find representatives of elements of Pic(Z[Θ n ]). Proof of Corollary D. Note that M k = X 2,7,49k+27 . As we mentioned in the introduction, Σ ǫ M k is diffeomorphic to S 4 for any integer k and ǫ ∈ Z 2 by Corollary C or its weaker version given in [Gom10, Theorem 3.2] . It remains to show that M k is not similar to A n for any integers k and n. By Proposition 2.14, the similarity class of M k corresponds to the ideal class [ Θ 49k+27 − 2, 7 ] ∈ C(Z[Θ 49k+27 ]). We proved in Proposition 4.10 that the ideal Θ 49k+27 − 2, 7 is not invertible, and hence represents a non-trivial element in C(Z[Θ 49k+27 ]). As we discussed in Remark 2.22, the similarity class of A n corresponds to the trivial element in C(Z[Θ n+2 ]). It follows that M k is not similar to A n for any k and n. (12, 7, 14) , (27, 37, 29) , (31, 49, 33) , (46, 109, 48) , (50, 129, 52) , (65, 219, 67) , (69, 247, 71) , (84, 367, 86) , (88, 403, 90) .
A note on Earle's result on Cappell-Shaneson matrices
The tuples in the first row correspond to Cappell-Shaneson matrices with trace ≤ 69, and hence Gompf equivalent to A 0 by Theorem B. We give Gompf equivalences from the tuples in the second row as we did in the proof of Theorem B to the tuples that are known to Gompf equivalent to (1, 1, 2) using the MAGMA code for Algorithm 2 given in Section 5.2 as follows:
• (69, 247, 71) ∼ S (83, 103, 71).
• (84, 367, 86) ∼ S (102, 127, 86).
• (88, 403, 90) ∼ S (107, 133, 90) .
Similarly, the following tuples (c, d, c + 2) in CS give the list of Cappell-Shaneson matrices X c,d,c+2 satisfying a = 37 and 0 ≤ c ≤ 94: (11, 3, 13) , (27, 19, 29) , (48, 61, 50) , (64, 109, 66) , (85, 193, 87 ).
As we did before, we give a Gompf equivalence from (85, 193, 87) to a tuple that is known to Gompf equivalent to (1, 1, 2) as follows: (85, 193, 87 ) ∼ S (198, 283, 87) ∼ G (198, 283, −196) ∼ S (155, 229, −196) ∼ G (155, 229, 33) .
This completes the proof.
