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We show that the phase of a Bose-Einstein condensate wave-function of ultra-cold atoms in an
optical lattice potential in two-dimensions can be detected. The time-of-flight images, obtained in a
free expansion of initially trapped atoms, are related to the initial distribution of atomic momenta
but the information on the phase is lost. However, the initial atomic cloud is bounded and this
information, in addition to the time-of-flight images, is sufficient in order to employ the phase
retrieval algorithms. We analyze the phase retrieval methods for model wave-functions in a case of
a Bose-Einstein condensate in a triangular optical lattice in the presence of artificial gauge fields.
PACS numbers: 67.85.-d,03.75.Kk,03.75.Hh,06.30.-k
The development of experimental techniques in ultra-
cold atomic gases is tremendous [1]. Both trapping po-
tentials for atoms and mutual atom interactions can be
controlled and engineered. The artificial magnetic fields
or even the non-abelian gauge potentials that are experi-
enced by the neutral particles can be created in a labora-
tory [2]. Similar rapid progress is observed in detection
methods. Nowadays, distributions of atoms can be mea-
sured even with a single atom resolution [3–5].
A typical Bose-Einstein condensate (BEC) of ultra-
cold atoms can be described by a real condensate wave-
function (order parameter) and the appearance of a non-
uniform phase of the condensate reflects thermal fluctu-
ations only [6, 7]. However, in the presence of artificial
gauge potentials or in multi-orbital superfluid phase of
ultra-cold atoms in optical lattices, the order parame-
ter may become intrinsically complex [8–12]. In these
cases, extracting information on the phase of the con-
densate would be invaluable. In particular, one would be
able to reconstruct Berry’s phases related to synthetic
abelian gauge fields. For example, the fully frustrated
triangular lattice problem reveals a doubly degenerate
ground state which corresponds to two distinct configu-
rations on the pi−flux lattice [8, 13]. In such a system
there is a theoretical possibility of spatial domains for-
mation where different parts of the system are in two
different groundstate configurations. Information on the
condensate phase would allow experimentalists to reveal
the domains (for experiments with ferromagnetic domain
formation see [14]).
Atomic density measurement after time-of-flight
(TOF) is a standard detection technique in ultra-cold
atoms expierments [1]. For sufficiently long TOF the
density images reflect the initial distributions of atomic
momenta. The distributions alone are not sufficient to
invert the Fourier transform and obtain the condensate
wave-function in the configuration space as the phase in-
formation is lost. However, we will show that the phase
of the condensate wave-function can be reconstructed
if a system is initially bounded, which is always the
case for trapped atoms. In crystallography, electron mi-
croscopy and astronomical imaging, computationally re-
trieving the phase of diffraction patterns is remarkably
successful [15–17]. The examples range from the biolog-
ical cells imaging to the evaluation of the aberrations in
the Hubble space telescope [17]. On the other hand, in
the present letter it is not an external wave that diffracts
on a measured object and is subsequently detected, but
the matter wave itself is the object to be reconstructed.
In the following we concentrate on atomic gases pre-
pared in an optical lattice potential [1]. After a sudden
turn off of the potential and a period of nearly free expan-
sion, the atomic density replicates the initial momentum
distribution of the system. In the far field regime, i.e.
for a very long time-of-flight tTOF , the atomic density
detected by a CCD camera reads
I(r) ∝ |ψ˜0(k)|2 ∝
∣∣∣∣∣
∑
i
eik·riψ(ri)
∣∣∣∣∣
2
, k =
mr
~ tTOF
, (1)
where ψ(ri) is the initial condensate wave-function,
ri’s denote positions of the lattice sites and m is the
atomic mass. Multidimensional system of equations (1),
quadratic in ψ(ri), is difficult to solve. Phase retrieval
algorithms try to find the condensate wave-function it-
eratively by imposing some extra conditions such as a
finite support S of ψ(ri) [15–17]. The momentum dis-
tribution, i.e. the squared modulus of the Fourier trans-
form of the object ψ(ri), is known. Consequently, the
sought wave-function belongs to a set of all objects with
the same modulus of its Fourier transform |ψ˜0(k)|. It
also belongs to a set of objects with the same support
S. Phase retrieval algorithms seek for the intersection of
these two sets, where the solution is located. In a basic
version of the algorithm, starting with a randomly cho-
sen ψ(0)(r) that is localized on S, the following procedure
is applied: (i) the Fourier transform is used resulting in
|ψ˜(0)(k)|eiϕ˜(0)(k), (ii) |ψ˜(0)(k)| is substituted with |ψ˜0(k)|,
Eq. (1), and the inverse Fourier transform is applied, (iii)
a new ψ(1)(r) is obtained by setting zeros in the result of
the inverse transform for r /∈ S and the entire procedure
is repeated until the wave-function converges. If addi-
2tional information, e.g. the modulus |ψ(r)|, is available,
it can be used in the phase retrieval algorithms, see [18]
for all technical details.
1 2 3 4 5 6 7 8 9
0.0
0.2
0.4
0.6
0.8
1.0
AΣn
sq
ua
re
d
o
v
er
la
p
HaL
0.0 0.1 0.2 0.3 0.4
0.0
0.2
0.4
0.6
0.8
1.0
ΣrΣpeak
sq
ua
re
d
o
v
er
la
p
HcL
-5 0 5
0.000
0.001
0.002
0.003
0.004
kya
pr
o
ba
bi
lit
y
de
n
sit
y
HdL
Figure 1: Panel (a): the squared overlap between the model
state ψk0(ri) and the retrieved wave-function versus the signal
to noise ratio A/σn, where A is the average value of |ψ˜0(k)|
2,
calculated on a region where k ≤ 2pi/a, and σn is the stan-
dard deviation of Gaussian white noise which is added to the
probability density. Panel (b) shows an example of the noisy
probability density for A/σn = 3.57. The squared overlap
corresponding to the wave-function retrieved from this image
is 0.83. Panel (c): the dependence of the squared overlap be-
tween the model state ψk0(ri) and the retrieved wave-function
on the resolution of an imaging system. σr - the standard de-
viation of a Gaussian distribution convoluted with the image
of the model state. σpeak - the standard deviation of the
Gaussian fit to the highest Bragg peak. In panel (d) there is
an example of the convoluted image (black dashed line) for
σr/σpeak = 0.12 compared to the original image (red solid
line). For this example the squared overlap of the retrieved
wave-function with the exact state is 0.83. The model wave-
function used in the present analysis corresponds to the TF
radius RTF = 15 a.
In the presence of a trap, even if the atomic density
can not be measured in situ, it can be quite accurately
estimated. In the case of an optical lattice potential com-
bined with a shallow trap, the modulus of the condensate
wave-function corresponding to the ground state of repul-
sively interacting atoms reads
|ψ(r)| ≈ |ϕTF (r)|
∑
i
|w0(r− ri)|, (2)
where ϕTF (r) is the Thomas-Fermi (TF) envelope and
w0(r− ri) is the lowest band Wannier function localized
at ri [1]. At low temperatures, the density fluctuations
are suppressed due to the repulsive particle interactions
[6, 7] and the density profile is identical to the ground
state case, Eq. (2). This additional information can be
used in the phase retrieval algorithms. Indeed, the pro-
jection on the support S can be substituted with the
projection on the modulus of the wave-function. That is,
in the item (iii) described in the previous paragraph, at
each iteration of the algorithm in order to get ψ(n)(r) the
modulus of the function obtained in the inverse Fourier
transform is substituted with Eq. (2) [18].
So far we have assumed that images of atomic densities
obtained after TOF correspond to the far field regime.
This regime is rarely reached in an experiment where
typically tTOF is about 20-30 ms. In a case of the finite
expansion time of the atomic cloud released from an op-
tical lattice potential, the density (1) has to be modified
[19], i.e. I(r) ∝ |w˜0(k)|2
∣∣∣∑i eik·riψ(ri)e−iβr2i
∣∣∣2 where
w˜0(k) is the Fourier transform of the Wannier function
and β = m/(2~tTOF ). A new phase factor e
−iβr2
i ac-
counts for the deformation and widening of Bragg peaks
and can be easily included in our phase retrieval algo-
rithm. Indeed, at each iteration of the algorithm after the
inverse Fourier transform is applied, one has to perform
an additional transformation ψ(n)(r)→ eiβr2ψ(n)(r) only
cite supplement. The initial stage of atomic gas expan-
sion is influenced also by the atomic interactions. This
effect is weaker than the near field corrections [19], never-
theless, it can be taken into account by a suitable choice
the Wannier functions so that the envelope |w˜0(k)|2 of
the image is properly reproduced.
To summarize, an experimentally measured image af-
ter the TOF, theoretically estimated density |ψ(r)|2 and
its support S are information used in our phase re-
trieval algorithm which allows us to find unknown phases
ϕ(r) and consequently obtain the entire wave-function
ψ(r) = |ψ(r)|eiϕ(r). In ref. [18] we describe in detail how
the information about |ψ(r)|2 and its support S is used
in order to obtain the results presented in the following.
Let us apply the described phase microscopy to a two-
dimensional (2D) problem of a BEC in a triangular opti-
cal lattice which can be described by the Bose-Hubbard
Hamiltonian [8, 13, 20–23]. Primitive vectors of the Bra-
vais lattice read a1 = aex and a2 = a(
√
3ey + ex)/2
where a is the lattice constant. The presence of a shal-
low harmonic trap is also assumed. The periodic shak-
ing of the lattice allows for the modification of tunneling
amplitudes of the Bose-Hubbard model [8, 13, 21, 24–
26]. The modification of the kinetic part of the Hamil-
tonian indicates the presence of a gauge vector poten-
tial [21, 22]. Especially for the negative tunneling am-
plitudes we deal with staggered magnetic fluxes. The
corresponding dispersion relation reveals two degenerate
non-equivalent minima at ±k0 where k0a = 4piex/3. The
degenerated ground states of the system can be written as
ψ±k0(r) = ϕTF (r)
(∑
i e
±ik0riw0(r− ri)
)
where we ap-
proximate the Wannier functions by 2D Gaussian distri-
butions with the standard deviation σW = 0.155 a. The
non-zero quasi-momentum vectors of the ground states
imply that the order parameter is complex.
3Assume that atomic gas, prepared in the ground state
ψk0(r), performs the TOF expansion and its density
is measured in the far field regime, i.e. βR2TF =
mR2TF /(2~tTOF ) ≈ 0. Figure 1 illustrates the influ-
ence of experimental imperfections on the accuracy of
the phase microscopy. After adding Gaussian white noise
to the detected image, the overlap of the retrieved wave-
functions with the exact ground state is diminished (the
overlaps are calculated between wave-functions which are
firstly projected on the Wannier basis vectors). Fig. 1a
shows how the overlap changes with signal to noise ratio
A/σn, where A is the average value of |ψ˜0(k)|2, calculated
on a region where k ≤ 2pi/a, and σn is the standard devi-
ation of the noise distribution. Each point of the plot has
been obtained by running the phase retrieval algorithm
for 30 sets of initially random phases ϕ(0)(r) and then
the best result is chosen (i.e. the result ψ˜(k) with mini-
mal value of Q =
∫
d2k||ψ˜(k)|2 − |ψ˜0(k)|2|). We see that
even substantial amount of noise allows one to retrieve
the wave-function with the reasonable overlap. In Fig. 1b
we present an example of a noisy image corresponding to
A/σn = 3.57 which leads to the squared overlap of 0.83.
The finite resolution of an imaging system is another
important source of distortion of experimental density
images. To analyze its impact on the phase microscopy
we have convoluted the previously considered model im-
age with the Gaussian distribution. Standard deviation
σr of the distribution is a measure of the resolution. In
Fig. 1c we show the squared overlap of the retrieved wave-
functions with the exact state versus σr. The overlap
drops quite quickly which seems to be not very surpris-
ing because broadening of the Bragg peaks reduces arti-
ficially the coherence length of the system.
The phase microscopy can be applied even if experi-
mental images do not correspond to the far-field regime
because the important additional phase factor e−iβr
2
i can
be easily included in the algorithm [18]. However, the
presence of this phase factor makes the basin of attraction
of a desired solution smaller. Therefore, the algorithm
has to be run for greater number of randomly chosen
phases ϕ(0)(r) in order to find the desired wave-function.
The performed analysis of experimental imperfections
allows us to estimate requirements that have to be ful-
filled in order to apply the phase microscopy. Assume
that experimental images are obtained in the far-field
limit. According to Fig. 1, the resolution of an imaging
system has to fulfill σr < 0.1σpeak, where σpeak ≈ 2/RTF ,
so that the retrieved wave-function has the squared over-
lap with the exact solution greater than 0.8. In the
near-field regime the Bragg peaks can be much wider
than 2/RTF , but then they may possess small additional
structures superimposed on the bell profiles which must
not be blurred by an imaging system. Therefore, the
requirement for the resolution should not be weakened
in the near-field regime. The presence of noise addi-
tionally worsens accuracy of the retrieved wave-function.
However, the discrimination of the noisy image with the
threshold of 3σn (i.e. |ψ˜0(k)|2 is set 0 if it is smaller than
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Figure 2: (Color online) Left column: plots of α±k0(ri),
Eq. (3), obtained on the basis of the exact model state (a) and
on the basis of the retrieved wave-functions (b) and (c). Size
of a dot at a given lattice site ri is proportional to |α±k0(ri)|.
Warm colors indicate complex phase of αk0 , i.e. regions A,
while cold colors show complex phase of α−k0 , i.e. regions
B. Right column: the momentum distribution corresponding
to the model wave-function (d), the momentum distribution
with additional white noise where the signal to noise ratio
A/σn = 0.5 (e) and the distribution convoluted with a Gaus-
sian distribution with the standard deviation σr = 0.1σpeak
(f). The TF radius of the model wave-function RTF = 10 a.
The squared overlap of the retrieved wave-functions with the
exact state are 0.6 (b) and 0.3 (c).
3 sigman) can help significantly. For example, we have
checked that for σr/σpeak = 0.2, if we apply the discrim-
ination in the noisy image (A/σn = 3), the overlap is
smaller by 0.1 only as compared to the case without the
noise.
The phase microscopy is very useful in detection and
visualization of spatial domains. In order to demon-
strate it we have prepared a wave-function which con-
sists of 5 spatially separated regions where either ψk0
4or ψ−k0 is present. To visualize domains correspond-
ing to the ψk0 and ψ−k0 states let us define quantities
α±k0(ri) = ψ
∗
±k0
(ri)ψ(ri). In the egions dominated by
ψk0 (let us call them regions A) we should get, e.g.,
αk0(ri) ∝ |ϕTF (ri)|2eiζ where ζ is a constant global
phase. However, in the regions where the state ψ−k0 ex-
ists (regions B), αk0(ri) ∝ |ϕTF (ri)|2eiξe−i2k0·ri where
ξ is a constant phase. Let us now average α±k0 over a
small volume,
α±k0(ri) =
1
7
∑
j
′
α±k0(rj), (3)
where
∑
j
′
denotes the sum over j = i and the nearest
neighbors of the i-site (one may consider also averag-
ing extended to next to the nearest neighbors or even
further). In regions A we expect αk0(ri) ≈ αk0(ri)
and α−k0(ri) ≈ 0 while in regions B αk0(ri) ≈ 0 and
α−k0(ri) ≈ α−k0(ri). In Fig. 2a we show α±k0(ri) calcu-
lated for the exact model state whose momentum distri-
bution is presented in Fig. 2d. Five spatially separated
domains of different sizes are clearly visible in Fig. 2a. If
we add substantial noise (A/σn = 0.5) to the momentum
distribution, see Fig. 2e, the phase retrieval algorithm re-
sults in the domain picture depicted in Fig. 2b. The noisy
image has been discriminated with the threshold 3σn, be-
fore the algorithm is used. When the original momentum
distribution is convoluted with a Gaussian distribution
characterized by the standard deviation σr = 0.1σpeak,
see Fig. 2f, the phase microscopy leads to the domain
picture shown in Fig. 2c. Comparing Figs. 2a-c one can
see that despite the considerable imperfections assumed
in the initial data, the largest domains are quite well
reproduced by the phase retrieval algorithm. Small do-
mains may either glue together (Fig. 2b) or disappear
(Fig. 2c) especially if they are localized on the border
where the probability density is very small. In order to
estimate the areas occupied by the different kinds of the
domains we have calculated the squared overlap of the ex-
act model wave-function with the ground states ψk0 and
ψ−k0 which turn out to be 0.35 and 0.16, respectively.
In a case of the noisy image the corresponding overlaps
are 0.5 and 0.26 while for the convoluted image we ob-
tain 0.28 and 0.11, respectively. These numbers illustrate
the accuracy of the phase microscopy in determination of
domain sizes in the case when substantial experimental
imperfections are present.
To conclude, we have demonstrated that the phase of
a Bose-Einstein condensate wave-function of ultra-cold
atomic gases in optical lattice potentials in 2D can be
detected. Knowledge of an atomic density after time-of-
flight expansion and a theoretical estimate for the initial
atomic density in the presence of an external potential
are used in phase retrieval algorithms. We analyze influ-
ence of experimental imperfections on such a phase mi-
croscopy. It seems that the most important requirement
is the sufficiently high resolution of an imaging system.
The phase microscopy is particularly useful in situations
when the order parameter of a system is complex, for ex-
ample in the presence of artificial gauge potentials [8, 12]
or in multi-orbital superfluid phase in optical lattices [9–
11]. Additionally, the phase microscopy can be applied
to observe long range phase fluctuations. In the present
letter we concentrate on a BEC in a triangular optical
lattice subjected to artificial gauge fields. The phase mi-
croscopy allows for visualization of spatial domains whose
presence is discussed in the literature [8, 13]. Recently
in Ref. [14] a different method for visualization of Weiss
domains has been proposed. In this method, however,
phase relation between domains is lost. On the contrary,
the method presented in this letter allows one to retrieve
all phase informations.
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Supplemental material
Knowledge of the Fourier transform of a wave-function
ψ(ri), i.e.
ψ˜0(k) ∝
∑
i
eik·riψ(ri), (4)
is sufficient in order to obtain ψ(ri). However, if only
the absolute value |ψ˜0(k)| is known, the information on
the phase is lost and the inverse Fourier transform can-
not be applied. Phase retrieval algorithms allows one
to recover the phase provided additional constrains on a
wave-function can be imposed. Assume that the support
S of ψ(ri) is known and it is finite, that is usually the case
for trapped atomic gases (S should be chosen so that the
probability of the detection of an atom outside S is neg-
ligibly small). Then, apart from the fact that the sought
wave-function belongs to a set of all functions with the
same modulus of its Fourier transform |ψ˜0(k)|, it also
belongs to a set of functions with the same support S.
The phase retrieval algorithms seek for the intersection
of these two sets, where ψ(ri) is located [1–3].
In the error reduction (ER) algorithm successive pro-
jection of an estimate of a wave-function onto the sets
allows one to find the desired solution [3]. That is, start-
ing with, e.g., randomly chosen phases ϕ(0)(r) of ψ(r),
the following iteration is performed
ψ(n+1) = PSPMψ
(n), (5)
where
PSψ
(n)(r) =
{
ψ(n)(r), if r ∈ S
0, otherwise
, (6)
and
PMψ
(n)(r) = F−1
(
|ψ˜0(k)|eiϕ˜
(n)(k)
)
, (7)
ϕ˜(n)(k) = arg ψ˜(n)(k).
The symbol F−1 denotes the inverse Fourier transform
operator. Ideally, the iteration of the ER algorithm
should converge to ψ˜(k) for which the quantity
Q =
∫
d2k||ψ˜(k)|2 − |ψ˜0(k)|2|, (8)
equals zero. However, it is known that the ER algorithm
tends to stuck at a local minimum of Q and the hybrid
input-output (HIO) algorithm, where
ψ(n+1)(r) =
{
PMψ
(n)(r), if r ∈ S(
id− ηPM )ψ(n)(r
)
, otherwise
, (9)
is more efficient [3]. The parameter η is usually chosen
between 0.7 and 0.9. In practice the best convergence
is achieved when after every 20 iterations of the HIO
algorithm there is an iteration of the ER one, see [3].
It is possible to construct simple homometric examples
of |ψ˜0(k)|2 that correspond to different non-equivalent
ψ(r) (i.e. wave-functions which are not related to each
other by e.g. a change of a global phase or origin
shift). However, for more complex structures the non-
uniqueness is very unlikely in 2D and higher dimensions
and does not occur in practise, see discussion in [3].
For very low temperatures, density fluctuations are
strongly suppressed in trapped atoms with repulsive in-
teractions [4, 5]. Then, the modulus of a wave-function
|ψ(r)| can be quite accurately estimated if parameters
of an external trapping potential and number of atoms
are known. This information can be used in the phase
retrieval algorithms. Indeed, the support projection op-
erator PS in the ER algorithm can be substituted with
the projection
P|ψ|ψ
(n) = |ψ(r)|eiϕ(n)(r), (10)
where
ϕ(n)(r) = argψ(n)(r). (11)
Such a modified ER procedure is applied every 20 itera-
tions of the HIO algorithm.
6If in an experiment atomic densities are measured af-
ter very long time-of-flight, the relation between an ini-
tial wave-function in the presence of an optical lattice
and a measured image reduces to the Fourier transform
Eq. (4), where k = mr/(~tTOF ). However, if tTOF is not
very long, the near-field corrections have to be taken into
account, i.e.
|ψ˜0(k)|2 ∝
∣∣∣∣∣
∑
i
eik·riψ(ri)e
−iβr2
i
∣∣∣∣∣
2
, (12)
where β = m/(2~tTOF ) [6]. The presence of the phase
factor e−iβr
2
i can be easily included in the phase retrieval
algorithm. Indeed, after the inverse Fourier transform
Eq. (7) is applied, one has to perform an additional trans-
formation ψ(n)(r)→ eiβr2ψ(n)(r) only.
The phase retrieval algorithm may stuck at local mini-
mum. Therefore, in order to find the desired solution, the
algorithm should be initiated many times with different,
randomly chosen, phases ϕ(0)(r). In the present publica-
tion, the algorithm has been initiated 30-100 times. We
have observed that in the near-field regime more exten-
sive sampling has to be used than in the far-field limit.
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