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ON THE BOGOLYUBOV-RUZSA LEMMA
TOM SANDERS
Abstract. Our main result is that if A is a finite subset of an Abelian group with
|A ` A| ď K|A|, then 2A ´ 2A contains an OplogOp1q 2Kq-dimensional coset progression
M of size at least expp´OplogOp1q 2Kqq|A|.
1. Introduction
In the recent paper [CS10a], Croot and Sisask introduced a fundamental new method
to additive combinatorics and, although they have already given a number of applications,
our present purpose is to give another. Specifically, we shall prove the following.
Theorem 1.1 (Bogolyubov-Ruzsa lemma for Abelian groups). Suppose that G is an
(discrete) Abelian group and A, S Ă G are finite non-empty sets such that |A ` S| ď
Kmint|A|, |S|u. Then pA ´ Aq ` pS ´ Sq contains a proper symmetric dpKq-dimensional
coset progressionM of size expp´hpKqq|A`S|. Moreover, we may take dpKq “ Oplog6 2Kq
and hpKq “ Oplog6 2K log 2 log 2Kq.
We should take a moment to justify the name, which is slightly non-standard. Bo-
golyubov’s lemma (the idea for which originates in [Bog39]) is usually stated for sets of
large density in the ambient group, rather than small doubling, and asserts that the four-
fold sumset of a thick set contains a large Bohr set.
Ruzsa, on his way to proving Fre˘ıman’s theorem in [Ruz94], showed that a set with
small doubling could be sensibly embedded into a group where it is thick. He then applied
Bogolyubov’s lemma and proceeded to show that a Bohr set contains a large generalised
arithmetic progression which could then be pulled back. In doing all this he implicitly
proved the first version of Theorem 1.1 in Z – although, with different bounds – and this
motivates the name.
This result has many variants (although the form given above seems to be a fairly useful
one) and in light of this the history is not completely transparent. Certainly most proofs of
Fre˘ıman’s theorem broadly following the model of [Ruz94] will implicitly prove a result of
this shape. With this in mind the extension from Z to arbitrary Abelian groups is due to
Green and Ruzsa [GR07], and the first good bounds to Schoen [Sch11] for certain classes
of groups.
There are many applications of results of this type, particularly since their popularisation
by Gowers [Gow98], and we shall deal with a number of these in §11 at the end of the paper.
To help explain the main ideas we include a discursive sketch of the paper after the next
section, which simply sets some notation.
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2. Notation
The main tool used in the paper is Fourier analysis on groups for which the classic
reference is Rudin [Rud90]. We deal almost exclusively with finite groups in the paper,
but to be complete we shall need slightly more generality.
Suppose that G is a locally compact topological group. We write CpGq for the space of
continuous complex-valued functions on G. More generally if R Ă C we write CpG,Rq for
the continuous R-valued functions on G.
The group structure on G induces an action of G on CpGq called translation. In partic-
ular if x P G and f P CpGq then we write
(2.1) ρxpfqpyq :“ fpyxq for all y P G.
We also write MpGq for the space of regular Borel measures on G and can extend ρ to
these in the natural way: for x P G and µ PMpGq, ρxpµq is the measure induced by
CpGq Ñ CpGq; f ÞÑ
ż
fpxqdµpyxq.
The group structure on G is reflected in MpGq in a fairly natural way and we define the
convolution of two measures µ, ν PMpGq to be the measure µ ˚ ν induced by
CpGq Ñ CpGq; f ÞÑ
ż
fpxyqdµpxqdνpyq.
There is a family of privileged measures on G called Haar measures. These are the trans-
lation invariant measures on G: µ P MpGq is a Haar measure on G if ρxpµq “ µ for all
x P G.
Given a Haar measure µ on G we can extend ρ in the obvious way from (2.1) to define
the right regular representation ρ : G Ñ AutpL2pµqq. More than this we can define the
convolution of two functions f, g P L1pµq by
f ˚ gpxq :“
ż
fpyqgpy´1xqdµpyq for all x P G.
There are two particularly useful instances of Haar measure depending on the topology
on G: if G is compact we write µG for the Haar probability measure on G, while if G
is discrete we write δG for the Haar counting measure on G and assigns mass 1 to each
element of G.
Of course, if G is finite it is both discrete and compact so one has both probability
measure and counting measure to choose from. The measures are multiples of each other
as µG is just the measure assigning mass |G|´1 to each element of G. More generally given
a finite set X we write µX for the measure assigning mass |X|´1 to each x P X .
When it is relevant we shall indicate whether we are taking a finite group G to be
compact or discrete by declaring the group either compact, so that µG is to be used, or
discrete so that δG is to be used. The reader should be aware that this has the effect of
changing the normalisations in convolutions.
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The above all works for general finite groups G, but when G is also Abelian convolution
operators can be written in a particularly simple form with respect to the Fourier basis
which we now recall.
We write pG for the dual group, that is the finite Abelian group of homomorphisms
γ : GÑ S1, where S1 :“ tz P C : |z| “ 1u. Given µ PMpGq we define pµ P ℓ8p pGq by
pµpγq :“ ż γdµ for all γ P pG,
and extend this to f P L1pµGq by pf :“ zfdµG. It is easy to check that zµ ˚ ν “ pµ ¨ pν for all
µ, ν PMpGq andzf ˚ g “ pf ¨ pg for all f, g P L1pµGq.
3. A sketch of the argument
Assuming the hypotheses of Theorem 1.1 our objective will be to show that there is a
large, low-dimensional coset progression M correlated with A ` S, meaning such that
}1A`S ˚ µM}ℓ8pGq ą 1´ op1q.
This is essentially the statement of Theorem 10.1 later, and Theorem 1.1 can be derived
from it by a simple pigeonholing argument.
A simplified argument: the case of good modelling. We shall assume that we have
good modelling in the sense of [GR07], meaning that we shall assume that the sets A and
S have density K´Op1q in the ambient group. This can actually be arranged in the two
cases of greatest interest: Fn2 and Z and facilitates considerable simplifications.
A very useful observation in Lo´pez and Ross [LR75] is that because the support of µA˚µS
is contained in A` S we have the identity
x1A`S ˚ µ´S, µAy “ 1.
Now, suppose we had a coset progression M over which 1A`S ˚ µ´S was in some sense
invariant, meaning
(3.1) }1A`S ˚ µ´S ˚ µM ´ 1A`S ˚ µ´S}ℓppGq ď ǫ}1A`S}ℓppGq.
Then Ho¨lder’s inequality and the Lo´pez-Ross identity tell us that
|x1A`S ˚ µ´S ˚ µM , µAy ´ 1| ď ǫ}1A`S}ℓppGq}µA}ℓp{pp´1qpGq ď ǫK1{p,
and it follows by averaging that A` S is correlated with M provided that ǫ „ K´1{p.
The traditional Fourier analytic approach to finding an M such that (3.1) holds is not
particularly efficient, but recently Croot and Sisask showed that there is, at least, a set Z
such that we have (3.1) with Z in place of M and
µGpZq ě expp´Opǫ´2p logKqqµGpAq.
Moreover, they noted by the triangle inequality that one can endow Z with the structure
of a k-fold sumset, so that we have (3.1) with kX in place of M and
(3.2) µGpXq ě expp´Opk2ǫ´2p logKqqµGpAq “ expp´Opk2 log2KqqµGpAq,
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where the third term is by optimising the choice of p „ logK given that ǫ „ K´1{p.
What we actually end up with after all this is a set X with density as described in (3.2)
such that
(3.3) x1A`S ˚ µ´S ˚ µpkqX , µAy ą 1´ op1q.
Now, by the usual sorts of applications of Plancherel’s theorem and Cauchy-Schwarz we
find that most of the Fourier mass of the inner product is concentrated on those characters
in Spec1{2p1Xq provided 2k „ K, and so we choose k „ logK.
With most of the Fourier mass supported on Spec1{2p1Xq, it follows that the integrand
in (3.3) correlates with any set which approximately annihilates Spec1{2p1Xq. It remains
to show that the approximate annihilator of Spec1{2p1Xq – that is the Bohr set B with
Spec1{2p1Xq as its frequency set – contains a large coset progression.
We can now apply Chang’s theorem to get that B is low dimensional and then the usual
geometry of numbers argument tells us that this Bohr set contains a large coset progression,
and the result is proved.
Extending the argument: the case of bad modelling. We now drop the assumption
of good modelling, and the argument proceeds in essentially the same way up until the
application of Chang’s theorem above.
In this case Chang’s theorem does not provide good bounds. Instead what we do is note
that the set X satisfies a relative polynomial growth condition
|nX| ď nOplog4Kq|X| for all n ě 1.
This lets us produce a Bohr set containing X which behaves enough like a group for a
relative version of Chang’s theorem to hold, whilst at the same time X is much denser in
the Bohr set than it would be in the modelling group.
Since we are not using modelling what we have just done does not actually give us a
Bohr set of low dimension, but rather a Bohr set of size comparable to X which has a
lower order of polynomial growth on a certain range. It turns out that the usual argument
that shows a low dimensional Bohr set contains a large coset progression can be adapted
relatively easily to this more general setting and this gives us our final ingredient.
These arguments are spread over the paper as follows. The simplified argument up to
(3.3) is essentially contained in §4. Then, in §5, we record the basic properties of Bohr sets
we need before §6, which has the relative version of Chang’s theorem, and §7, which puts
the material together to take a set satisfying a relative polynomial growth condition and
produce a large Bohr superset.
After the material on Bohr sets we have §8 which records some standard covering lemmas
and then §9 where we show how to find a large coset progression in a Bohr set with relative
polynomial growth. Finally the argument is all put together in §10.
4. Fre˘ıman-type theorems in arbitrary groups
In this section we are interested in Fre˘ıman-type theorems in arbitrary, possibly non-
Abelian, groups. There has been considerable work towards such results, although often
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with restrictions on the type of non-Abelian groups considered, or rather weak bounds. We
direct the reader to [Gre09] for a survey, but our interest is narrower, lying with a crucial
result of Tao [Tao10, Proposition C.3] which inspires the following.
Proposition 4.1. Suppose that G is a (discrete) group, A, S Ă G are finite non-empty sets
such that |AS| ď Kmint|A|, |S|u, and k P N is a parameter. Then A´1ASS´1 contains Xk
where X is a symmetric neighbourhood of the identity with size δpk,Kq|AS|. Moreover, we
may take δpk,Kq ě expp´Opk2 log2 2Kqq.
Note that this result is a very weak version of Theorem 1.1 but for any group, not just
Abelian groups, and despite its weaknesses, its generality makes it useful in some situations.
Croot and Sisask essentially prove the above result in [CS10a, Theorem 1.6] with weaker
K-dependence in the bound, by using the p “ 2 version of their Lemma 4.3 below. It turns
out that we shall be able to show the above bound by coupling the large p case of their
result with the Lo´pez-Ross identity.
The key proposition of this section then, is the following.
Proposition 4.2. Suppose that G is (discrete) a group, A, S, T Ă G are finite non-empty
sets such that |AS| ď K|A| and |TS| ď L|S|, and k P N and ǫ P p0, 1s are a pair of
parameters. Then there is a symmetric neighbourhood of the identity X Ă G with
|X| ě expp´Opǫ´2k2 log 2K log 2Lqq|T |
such that
|µA´1 ˚ 1AS ˚ µS´1pxq ´ 1| ď ǫ for all x P Xk.
The main ingredient in the proof of this is the following result which is essentially
[CS10a, Proposition 3.3]. To prove it Croot and Sisask introduced the idea of sampling
from physical space rather than Fourier space – sampling in Fourier space can be seen as
the main idea in Chang’s theorem. Not only does this work in settings where the Fourier
transform is less well behaved, but it also runs much more efficiently, which leads to the
superior bounds.
We include the proof since it is the pivotal ingredient of this paper, and we frame it in
such a way as to emphasise the parallels with Chang’s theorem.
Lemma 4.3 (Croot-Sisask). Suppose that G is a (discrete) group, f P ℓppGq for p ě 2 and
S, T Ă G are non-empty with |ST | ď K|S|. Then there is a t P T and a set X Ă T t´1
with |X| ě p2Kq´Opǫ´2pq|T | such that
}ρxpf ˚ µSq ´ f ˚ µS}ℓppGq ď ǫ}f}ℓppGq for all x P X.
Proof. Let z1, . . . , zk be independent uniformly distributed S-valued random variables, and
for each y P G define Zipyq :“ ρz´1i pfqpyq ´ f ˚ µSpyq. For fixed y, the variables Zipyq are
independent and have mean zero, so it follows by the Marcinkiewicz-Zygmund inequality
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and Ho¨lder’s inequality that
}
kÿ
i“1
Zipyq}pLppµkSq ď Oppq
p{2
ż ˜ kÿ
i“1
|Zipyq|2
¸p{2
dµkS
ď Oppqp{2kp{2´1
kÿ
i“1
ż
|Zipyq|pdµkS.
Summing over y and interchanging the order of summation we get
(4.1)
ÿ
yPG
}
kÿ
i“1
Zipyq}pLppµkSq ď Oppq
p{2kp{2´1
ż kÿ
i“1
ÿ
yPG
|Zipyq|pdµkS.
On the other hand,˜ÿ
yPG
|Zipyq|p
¸1{p
“ }Zi}ℓppGq ď }ρz´1i pfq}ℓppGq ` }f ˚ µS}ℓppGq ď 2}f}ℓppGq
by the triangle inequality. Dividing (4.1) by kp and inserting the above and the expression
for the Zis we get thatż ÿ
yPG
ˇˇˇˇ
ˇ1k
kÿ
i“1
ρz´1i
pfqpyq ´ f ˚ µSpyq
ˇˇˇˇ
ˇ
p
dµkSpzq “ Oppk´1}f}2ℓppGqqp{2.
Pick k “ Opǫ´2pq such that the right hand side is at most pǫ}f}ℓppGq{4qp and write L for
the set of x P S ˆ ¨ ¨ ¨ ˆ S (where the Cartesian product is k-fold) for which the integrand
above is at most pǫ}f}ℓppGq{2qp; by averaging µkSpLcq ď 2´p and so µkSpLq ě 1´ 2´p ě 1{2.
Now, ∆ :“ tpt, . . . , tq : t P T u has L∆ Ă ST ˆ ¨ ¨ ¨ ˆ ST , whence |L∆| ď 2Kk|L| and so
x1∆ ˚ 1∆´1, 1L´1 ˚ 1Lyℓ2pGˆ¨¨¨ˆGq “ }1L ˚ 1∆}2ℓ2pGˆ¨¨¨ˆGq ě |∆|2|L|{2Kk,
by the Cauchy-Schwarz inequality since the adjoint of g ÞÑ 1L ˚ g is g ÞÑ 1L´1 ˚ g and
similarly for g ÞÑ g ˚ 1∆.
By averaging it follows that at least |∆|2{2Kk pairs pz, yq P ∆ˆ∆ have 1L´1 ˚1Lpzy´1q ą
0, and hence there is some t P T such that there is a set X Ă T t´1 of size at least |T |{2Kk
elements with 1L´1 ˚ 1Lpx, . . . , xq ą 0 for all x P X .
Thus for each x P X there is some zpxq P L and ypxq P L such that ypxqi “ zpxqix. But
then by the triangle inequality we get that
}ρx´1pf ˚ µSq ´ f ˚ µS}ℓppGq ď }ρx´1
˜
1
k
kÿ
i“1
ρzpxq´1i
pfq
¸
´ f ˚ µS}ℓppGq
`}ρx´1
˜
1
k
kÿ
i“1
ρzpxq´1i
pfq ´ f ˚ µS
¸
}ℓppGq.
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However, since ρx is isometric on ℓ
ppGq we see that
}ρxpf ˚ µSq ´ f ˚ µS}ℓppGq ď }1
k
kÿ
i“1
ρypxq´1i
pfq ´ f ˚ µS}ℓppGq
`}1
k
kÿ
i“1
ρzpxq´1i
pfq ´ f ˚ µS}ℓppGq,
and we are done since zpxq, ypxq P L. 
The important thing to note about the Croot-Sisask lemma is that the p-dependence of
the size of the set X is very good. The natural Fourier analytic analogue (essentially given
in [Bou90], and clearly exposited in [Sis09]) gives an exponentially worse bound. To make
use of this strength we use the aforementioned Lo´pez-Ross identity.
Proof of Proposition 4.2. We apply Lemma 4.3 to the function f :“ 1AS and with the set
S´1 (so that |S´1T´1| ď L|S´1|) to get a set X with |X| ě p2LqOpǫ´2k2pq|T | such that
}ρxp1AS ˚ µS´1q ´ 1AS ˚ µS´1}ℓppGq ď
ǫ}1AS}ℓppGq
ek
for all x P X.
Since ρ is isometric on ℓppGq and ρ1G is the identity we may certainly assume that X is a
symmetric neighbourhood of the identity. Furthermore, by the triangle inequality we have
}ρxp1AS ˚ µS´1q ´ 1AS ˚ µS´1}ℓppGq ď ǫe´1}1AS}ℓppGq for all x P Xk.
Now for any (real) function g we have
µA´1 ˚ gpxq ´ µA´1 ˚ gp1Gq “ µA´1 ˚ pρxpgq ´ gqp1Gq “ xµA, ρxpgq ´ gy.
Thus by Ho¨lder’s inequality we have
|µA´1 ˚ gpxq ´ µA´1 ˚ gp1Gq| ď }µA}ℓp1pGq}ρxpgq ´ g}ℓppGq.
Putting g “ 1AS ˚ µS´1 we conclude that
|µA´1 ˚ 1AS ˚ µS´1pxq ´ µA´1 ˚ 1AS ˚ µS´1p1Gq| ď
ǫ}µA}ℓp1pGq}1AS}ℓppGq
e
ď ǫ|A|
1{p1|AS|1{p
e|A| ď
ǫK1{p
e
for all x P Xk. Putting p :“ 2` logK we get the conclusion. 
Proof of Proposition 4.1. We simply take T “ A, L “ K and ǫ “ 1{2 in Proposition
4.2. 
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5. Basic properties of Bohr sets
Following [Bou08] we use a slight generalization of the traditional notion of Bohr set, let-
ting the width parameter vary according to the character. The advantage of this definition
is that the meet of two Bohr sets in the lattice of Bohr sets is then just their intersection.
Throughout the section we let G be a finite (compact) Abelian group. A set B is called
a Bohr set if there is a frequency set Γ of characters on G, and a width function δ P p0, 2sΓ
such that
B “ tx P G : |1´ γpxq| ď δγ for all γ P Γu.
Technically the same Bohr set can be defined by different frequency sets and width func-
tions; we make the standard abuse that when we introduce a Bohr set we are implicitly
fixing a frequency set and width function.
There is a natural way of dilating Bohr sets which will be of particular use to us. For
a Bohr set B and ρ P R` we denote by Bρ the Bohr set with frequency set Γ and width
function1 ρδ so that, in particular, B “ B1 and more generally pBρqρ1 “ Bρρ1 .
Given two Bohr sets B and B1 we define their intersection to be the Bohr set with
frequency set ΓY Γ1 and width function δ ^ δ1. A simple averaging argument (c.f. [TV06,
Lemma 4.20] but also the end of Lemma 4.3) can be used to see that the intersection of
several Bohr sets is large.
Lemma 5.1 (Intersections of Bohr sets). Suppose that pBpiqqki“1 is a sequence of Bohr sets.
Then
µGp
kľ
i“1
Bpiqq ě
kź
i“1
µGpBpiq1{2q.
Proof. Let ∆ :“ tpx, . . . , xq P Gk : x P Gu and S :“ Bp1q
1{2 ˆ ¨ ¨ ¨ ˆBpkq1{2. Then
(5.1)
ż
1∆ ˚ 1´∆1S ˚ 1´SdµGk “
ż
p1∆ ˚ 1Sq2dµGk ě µGkp∆q2µGkpSq2
by Cauchy-Schwarz. The integrand on the left hand side is at most µGkp∆qµGkpSq and it is
supported on the set of x P ∆´∆ “ ∆ such that 1S ˚1´Spxq ą 0. But if 1S ˚1´Spy, . . . , yq ą
0 then
y P
kč
i“1
pBpiq
1{2 ´Bpiq1{2q Ă
kč
i“1
B
piq
1 “ p
kľ
i“1
Bpiqq1.
Hence
µGkpsupp 1∆ ˚ 1´∆1S ˚ 1´Sq ď µGpp
kľ
i“1
Bpiqq1qµGkp∆q,
and inserting this in (5.1) we get that
µGpp
kľ
i“1
Bpiqq1qµGkp∆q2µGkpSq ě µGkp∆q2µGkpSq2.
1Technically width function γ ÞÑ mintρδγ , 2u.
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The result follows after some cancelation and noting that µGkpSq is just the right hand
side of the inequality in the statement of the lemma. 
Note that if B is a Bohr set whose frequency set has one element, and whose width
function is the constant function 2 then there is an easy lower bound for µGpBηq as the
length of a certain arc on a circle:
(5.2) µGpBηq ě 1
π
arccosp1´ 2η2q ě 1
π
mintη, 2u.
From this we immediately recover the usual lower bound on the size of a Bohr set with a
larger frequency set from this and the preceding lemma.2
In [Bou99] developed the idea of Bohr sets as approximate substitutes for groups, and
since then his techniques have become an essential tool in additive combinatorics. To begin
with we define the entropy of a Bohr set B to be
hpBq :“ log µGpB2q
µGpB1{2q .
A trivial covering argument shows that B2 can be covered by expphpBqq translates of B,
and if B is actually a subgroup then hpBq “ 0. It is often desirable to have a uniform
bound on hpBδq for all δ P p0, 2s, and such a bound is called the dimension of B in other
work. Here, however, it is crucial that we do not insist on this.
We shall be particularly interested in Bohr sets which grow in a reasonably regular way
because they will function well as approximate groups. In light of the definition of entropy
(which encodes growth over a fixed range) we say that a Bohr set B is C-regular if
1
1` ChpBq|η| ď
µGpB1`ηq
µGpBq ď 1` ChpBq|η|
for all η with |η| ď 1{ChpBq. Crucially such Bohr sets are commonplace.
Lemma 5.2. There is an absolute constant CR such that if B is a Bohr set then there is
some λ P r1, 2s such that Bλ is CR-regular.
The proof is by a covering argument and follows, for example, [TV06, Lemma 4.24].
From now on we say that a Bohr set B is regular if it is CR-regular.
Finally, we write βρ for the probability measure induced on Bρ by µG, and β for β1.
These measures function as approximate analogues for Haar measure, and the following
useful lemma of Green and Konyagin [GK09] shows how they can used to describe a sensible
version of the annihilator of a Bohr set.
Lemma 5.3. Suppose that B is a regular Bohr set. Then
tγ : |pβpγq| ě κu Ă tγ : |1´ γpxq| “ OphpBqκ´1ρq for all x P Bρu.
2To recover the bound in [TV06, Lemma 4.20] some adjustments need to be made as our definition of
a Bohr set is in terms of γpxq being close to 1 rather than arg γpxq being close to 0.
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Proof. First, suppose that |pβpγq| ě κ and y P Bρ. Then
|1´ γpyq|κ ď |
ż
γpxqdβpxq ´
ż
γpx` yqdβpxq| ď µGpB1`ρzB1´ρq
µGpB1q “ OphpBqρq
provided ρ ď 1{CRhpBq. The result is proved. 
6. The large spectrum and Chang’s theorem
Given a probability measure µ, a function f P L1pµq and a parameter ǫ P p0, 1s we define
the ǫ-spectrum of f w.r.t. µ to be the set
Specǫpf, µq :“ tγ P pG : |pfdµq^pγq| ě ǫ}f}L1pµqu.
This definition extends the usual one from the case µ “ µG. We shall need a local version of
a result of Chang [Cha02] for estimating the ‘complexity’ or ‘entropy’ of the large spectrum.
Given a set of characters Λ and a function ω : ΛÑ D :“ tz P C : |z| ď 1u we define
pω,Λ :“
ź
λPΛ
p1` Reωpλqλq,
and call such a function a Riesz product for Λ. It is easy to see that all Riesz products are
real non-negative functions. They are at their most useful when they also have mass close
to 1: the set Λ is said to be K-dissociated w.r.t. µ ifż
pω,Λdµ ď exppKq for all ω : ΛÑ D.
In particular, being 0-dissociated w.r.t. µG is the usual definition of being dissociated.
This relativised version of dissociativity has a useful monotonicity property.
Lemma 6.1 (Monotonicity of dissociativity). Suppose that µ1 is another probability mea-
sure, Λ is K-dissociated w.r.t. µ, Λ1 Ă Λ and K 1 ě K. Then Λ1 is K 1-dissociated w.r.t.
µ1 ˚ µ.
Conceptually the next definition is inspired by the discussion of quadratic rank Gowers
and Wolf give in [GW10]. The pK,µq-relative entropy of a set Γ is the size of the largest
subset Λ Ă Γ such that Λ is K-dissociated w.r.t. µ.
Lemma 6.2 (The Chang bound, [San10, Lemma 4.6]). Suppose that 0 ı f P L2pµq
and write Lf :“ }f}L2pµq}f}´1L1pµq. Then the set Specǫpf, µq has p1, µq-relative entropy
Opǫ´2 log 2Lf q.
The proof of this goes by a Chernoff-type estimate, the argument for which follows
[GR07, Proposition 3.4], and then the usual argument of Chang from [Cha02].
Although Chang’s theorem cannot be significantly improved (see [Gre03], and [Gre04]
for a discussion), there are some small refinements and discussions of their limitations in
the work [Shk06, Shk07] and [Shk08] of Shkredov.
Low entropy sets of characters are majorised by large Bohr sets, a fact encoded in the
following lemma. The proof is a minor variant of [San10, Lemma 6.3].
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Lemma 6.3 (Annihilating dissociated sets). Suppose that B is a regular Bohr set and ∆
is a set of characters with pη, βq-relative entropy k. Then there is a set Λ of size at most
k and a ρ “ Ωpη{p1 ` hpBqqpk ` log 2η´1qq, such that for all γ P ∆ we have
|1´ γpxq| “ Opkν ` ρ1ρ´1hpBρqq for all x P Bρ1 ^B1ν , ρ1, ν P R`
where B1 is the Bohr set with constant width function 2 and frequency set Λ.
Proof. Let L :“ rlog2 3k2pk ` 1qη´1s, the reason for which choice will become apparent,
and define
β` :“ β1`Lρ ˚ βρ ˚ ¨ ¨ ¨ ˚ βρ,
where βρ occurs L times in the expression. By regularity (of B) we can pick some ρ P
pΩpη{p1` hpBqqLq, 1s such that Bρ is regular and we have the point-wise inequality
β ď µGpB1`Lρq
µGpBq β
` ď p1` η{3qβ`.
It follows that if Λ is η{2-dissociated w.r.t. β` then Λ is η-dissociated w.r.t. β, and hence
Λ has size at most k. From now on all dissociativity will be w.r.t. β`.
We put ηi :“ iη{2pk ` 1q and begin by defining a sequence of sets Λ0,Λ1, . . . iteratively
such that Λi is ηi-dissociated. We let Λ0 :“ H which is easily seen to be 0-dissociated.
Now, suppose that we have defined Λi as required. If there is some γ P ∆zΛi such that
Λi Y tγu is ηi`1-dissociated then let Λi`1 :“ Λi Y tγu. Otherwise, terminate the iteration.
Note that for all i ď k ` 1, if the set Λi is defined then it is certainly η{2-dissociated
and so |Λi| ď k. However, if the iteration had continued for k ` 1 steps then |Λk`1| ą k.
This contradiction means that there is some i ď k such that Λ :“ Λi is ηi-dissociated and
Λi Y tγu is not ηi`1-dissociated for any γ P ∆zΛi.
It follows that we have a set Λ of at most k characters such that for all γ P ∆zΛ there
is a function ω : ΛÑ D and ν P D such thatż
pω,Λp1` Re νγqdβ` ą exppηi`1q.
Now, suppose that γ P ∆. If γ P Λ then the conclusion is immediate, so we may assume
that γ P ∆zΛ. Then, since Λ is ηi-dissociated, we see that
|
ż
pω,Λγdβ
`| ą exppηi`1q ´ exppηiq ě η
2pk ` 1q .
Applying Plancherel’s theorem we get that
η
2pk ` 1q ď
ˇˇˇˇ
ˇˇ ÿ
λPSpanpΛq
ypω,Λpλqxβ`pγ ´ λq
ˇˇˇˇ
ˇˇ ď 3k sup
λPSpanpΛq
| pβρpγ ´ λq|L.
Given the choice of L there is some λ P SpanpΛq such that | pβρpγ ´ λq| ě 1{2. By Lemma
5.3 we see that
γ ´ λ P tγ1 : |1´ γ1pxq| “ Opρ2hpBρqq for all x P pBρqρ2u.
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On the other hand, by the triangle inequality if λ P SpanpΛq then
λ P tγ1 : |1´ γ1pxq| ď kν for all x P B1νu,
and the result follows from a final application of the triangle inequality. 
7. Containment in a Bohr set
The object of this section is to show the following result.
Proposition 7.1. Suppose that G is a finite (compact) Abelian group, d ě 1 and X is a
finite subset of G with µGpnXq ď ndµGpXq for all n ě 1 and κ P p0, 1s is a parameter.
Then there is a regular Bohr set B such that
X ´X Ă Bκ and µGpB2q ď exppOpd log 2dκ´1qqµGpXq.
What is important here is that given a set of relative polynomial growth we have pro-
duced a Bohr set which contains the original set, and which has controlled growth over
a fixed range of dilations. Extending this range down to zero can be done but involves
considerable additional work as well as being unnecessary for our arguments.
The next lemma is the key ingredient which provides us with an appropriate Bohr set.
The idea originates with Green and Ruzsa in [GR07, Lemma 2.3], but the lemma we record
is more obviously related to [TV06, Proposition 4.39].
Lemma 7.2. Suppose that G is a finite (compact) Abelian group, A, S Ă G have
µGpA` Sq ď KµGpAq and |z1A`Spγq| ě p1´ ǫqµGpA` Sq.
Then |1´ γpsq| ď
?
23Kǫ for all s P S ´ S.
Proof. By hypothesis there is a phase ω P S1 such thatż
1A`SωγdµG “ |z1A`Spγq| ě p1´ ǫqµGpA` Sq.
It follows that ż
1A`S|1´ ωγ|2dµG “ 2
ż
1A`Sp1´ ωγqdµG ď 2ǫµGpA ` Sq,
and so if y0, y1 P S thenż
1A|1´ ωγpyiqγ|2dµG ď
ż
1A`S|1´ ωγ|2dµG ď 2ǫµGpA` Sq.
However, the Cauchy-Schwarz inequality tells us that
|1´ γpy0 ´ y1q|2 ď 2p|1´ ωγpy0qγpxq|2 ` |1´ ωγpy1qγpxq|2q
for all x P G, whence ż
1A|1´ γpy0 ´ y1q|2dµG ď 23ǫµGpA` Sq,
and the result follows. 
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To prove the proposition we use an idea of Schoen from [Sch03], first introduced to
Fre˘ıman-type problems by Green and Ruzsa in [GR07]. The essence is that if we have
sub-exponential growth of a set then we can apply the Cauchy-Schwarz inequality and
Parseval’s theorem in a standard way to get a Fourier coefficient of very close to maximal
value.
Proof of Proposition 7.1. By the pigeonhole principle there is some l “ Opd log 2dq such
that µGplXq ď 2µGppl´ 1qXq. We let B1 be the Bohr set with width function the constant
function 1{2 and frequency set Γ :“ Spec1´ǫp1lXq where we pick ǫ :“ 2´10κ2.
It follows by Lemma 7.2 applied to A “ pl ´ 1qX and S “ X that
|1´ γpxq| ď
?
23.2.ǫ “ κ{8 for all x P X ´X and γ P Spec1´ǫp1lXq,
and hence that X ´X Ă B1κ{4.
It remains to show that the Bohr set is not too large. Begin by noting that
(7.1)
ż
p1pkqlX q2dµG ě
1
µGpkplXqq
ˆż
1
pkq
lX dµG
˙2
ě µGplXq
2k´1
pklqd ,
where 1
pkq
lX denotes the k-fold convolution of 1lX with itself, and the inequality is Cauchy-
Schwarz and then the hypothesis. On the other hand, by Parseval’s theoremÿ
γRSpec1´ǫp1lX q
|x1lXpγq|2k ď pp1´ ǫqµGplXqq2k´2ÿ
γP pG
|x1lXpγq|2
ď expp´ΩpkκqqµGplXq2k´1 ď µGplXq
2k´1
2pklqd
for some k “ Opdκ´1 log 2dκ´1q. In particular, from (7.1) we have thatÿ
γRSpec1´ǫp1lXq
|x1lXpγq|2k ď 1
2
ż
p1pkqlX q2dµG.
It then follows from Parseval’s theorem and the triangle inequality thatÿ
γPSpec1´ǫp1lX q
|x1lXpγq|2k “ ÿ
γP pG
|x1lXpγq|2k ´ ÿ
γRSpec1´ǫp1lX q
|x1lXpγq|2k
ě
ż
p1pkqlX q2dµG ´
1
2
ż
p1pkqlX q2dµG “
1
2
ż
p1pkqlX q2dµG.
On the other hand by the triangle inequality |pβ 1pγq| ě 1{2 if γ P Γ since δ ď 1{2, whenceÿ
γP pG
|x1lXpγq|2k|pβ 1pγq|2 ě 1
4
ÿ
γPSpec1´ǫp1lXq
|x1lXpγq|2k ě µGplXq2k´1
8pklqd .
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But, by Parseval’s theorem and Ho¨lder’s inequality we have thatÿ
|x1lXpγq|2k|pβ 1pγq|2 “ ż p1pkqlX ˚ β 1q2dµG
ď }1pkqlX ˚ 1pkq´lX}L1pGq}β 1 ˚ β 1}L8pGq “
µGplXq2k
µGpB1q ,
and so
µGpB1q ď pklqdµGplXq ď exppOpd log 2dκ´1qqµGpXq.
Finally we apply Lemma 5.2 to get a regular Bohr set B with B2 Ă B11 and Bκ Ą B1κ{4 so
the result is proved. 
8. Covering and growth in Abelian groups
Covering lemmas are a major tool in additive combinatorics and have been since their
development by Ruzsa in [Ruz99]. This was further extended by Green and Ruzsa in
[GR06], and they play a pivotal role in the non-Abelian theory as was highlighted by Tao
in [Tao08a] which we do not have many other techniques.
While the most basic form of covering lemmas do work in the non-Abelian setting there
is a refined argument due to Chang [Cha02] which does not port over so easily.
Lemma 8.1 (Chang’s covering lemma, [TV06, Lemma 5.31]). Suppose that G is an (dis-
crete) Abelian group and A, S Ă G are finite sets with |nA| ď Kn|A| for all n ě 1 and
|A` S| ď L|S|. Then there is a set T with |T | “ OpK log 2KLq such that3
A Ă SpanpT q ` S ´ S.
We shall also need the following slight variant which provides a way in Abelian groups
to pass from relative polynomial growth on one scale to all scales.
Lemma 8.2 (A variant of Chang’s covering lemma). Suppose that G is an (discrete)
Abelian group and A, S Ă G are finite sets with |kA ` S| ă 2k|S|. Then there is a set
T Ă A with |T | ă k such that A Ă SpanpT q ` S ´ S.
Proof. Let T be a maximal S-dissociated subset of A, that is a maximal subset of A such
that
pσ.T ` Sq X pσ1.T ` Sq “ H for all σ ‰ σ1 P t0, 1uT .
Now suppose that x1 P AzT and write T 1 :“ T Y tx1u. By maximality of T there are
elements σ, σ1 P t0, 1uT 1 such that pσ.T 1 ` Sq X pσ1.T 1 ` Sq ‰ H. Now if σx1 “ σ1x1 then
pσ|T .T ` Sq X pσ1|T .T ` Aq ‰ H contradicting the fact that T is S-dissociated. Hence,
without loss of generality, σx1 “ 1 and σ1x1 “ 0, whence
x1 P σ1|T .T ´ σ|T .T ` S ´ S Ă SpanpT q ` S ´ S.
We are done unless |T | ě k; assume it is and let T 1 Ă T be a set of size k. Denote
tσ.T 1 : σ P t0, 1uT 1u by P and note that P Ă kA, whence
2k|S| “ |P ` S| ď |kA ` S| ă 2k|S|.
3Recall that SpanpT q :“ t
ř
tPT σt.t : σ P t´1, 0, 1u
tu.
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This contradiction completes the proof. 
Although this is a result in Abelian groups, it has many parallels with Milnor’s proof in
[Mil68] establishing the dichotomy between polynomial growth and exponential growth in
solvable groups.
The above lemma is particularly useful for controlling the order of relative polynomial
growth through the next result, an idea which was introduced by Green and Ruzsa in
[GR06].
Lemma 8.3. Suppose that G is an (discrete) Abelian group, X Ă G and 2X ´ X Ă
SpanpT q `X ´X for some set T of size k. Then
|pn` 1qX ´X| ď p2n` 1qk|X ´X| for all n ě 1.
Proof. By induction it is immediate that
pn ` 1qX ´X Ă n SpanpT q `X ´X,
and it is easy to see that |n SpanpT q| ď p2n` 1qk from which the result follows. 
9. Lattices and coset progressions
The geometry of numbers seems to play a pivotal role in proofs of Fre˘ıman-type theorems,
and we direct the reader to [TV06, Chapter 3.5] or the notes [Gre02b] for a much more
comprehensive discussion.
Recall that Λ is a lattice in Rk if there are linearly independent vectors v1, . . . , vk such
that Λ “ v1Z ` ¨ ¨ ¨ ` vkZ; we call v1, . . . , vk a basis for Λ. Furthermore, a set K in Rk is
called a convex body if it is convex, open, non-empty and bounded.
We require the following application of John’s theorem and Minkowski’s second theorem
which provides us with a way of producing a generalised arithmetic progression from some
sort of ‘convex progression’4.
Lemma 9.1 ([TV06, Lemma 3.33]). Suppose that K is a symmetric convex body and Λ is
a lattice, both in Rd. Then there is a proper d-dimensional progression P in K X Λ such
that |P | ě expp´Opd log 2dqq|K X Λ|.
The expp´Opd log dqq factor should not come as a surprise: consider packing a d-
dimensional cube (playing the role of the generalised progression) inside a d-dimensional
sphere.
The question remains of how to find a ‘convex progression’, and to do this Ruzsa [Ruz94]
introduced an important embedding. Suppose that G is a (discrete) finite Abelian group
and Γ Ă pG. Then we define a map
RΓ : G Ñ CpΓ,Rq
x ÞÑ RΓpxq : ΓÑ R; γ ÞÑ 1
2π
argpγpxqq,
4A more formal notion of convex progression is introduced by Green in [Gre02b], where a detailed
discussion and literature survey may be found.
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where the argument is taken to lie in p´π, πs. Note that RΓ preserves inverses, meaning
that RΓp´xq “ ´RΓpxq, and furthermore if5
}RΓpx1q}CpΓ,Rq ` ¨ ¨ ¨ ` }RΓpxdq}CpΓ,Rq ă 1{2
then
RΓpx1 ` ¨ ¨ ¨ ` xdq “ RΓpx1q ` ¨ ¨ ¨ `RΓpxdq.
This essentially encodes the idea that RΓ behaves like a Fre˘ıman morphism
6. We shall use
this embedding to establish the following proposition.
Proposition 9.2. Suppose that G is a finite Abelian group, d P N and B is a Bohr set
such that
µGpBp3d`1qδq ă 2dµGpBδq for some δ ă 1{4p3d` 1q.
Then Bδ contains a proper coset progression M of dimension at most d satisfying the
estimate βδpMq “ expp´Opd log 2dqq.
Proof. We write Γ for the frequency set of B and note that we may assume that L :“Ş tker γ : γ P Γu is trivial. Indeed, if it is non-trivial we may quotient out by it without
impacting the hypotheses of the proposition; we call the quotiented Bohr set B1 and note
that Bδ “ B1δ ` L from which the result follows.
To start with note that if x P Bη then
}RΓpxq}CpΓ,Rq ď 1
2π
arccosp1´ η2{2q ď 2η,
and so since 2p3d` 1qδ ă 1{2 we have that if x1, . . . , x3d`1 P Bδ then
(9.1) RΓpx1 ` ¨ ¨ ¨ ` x3d`1q “ RΓpx1q ` ¨ ¨ ¨ `RΓpx3d`1q.
By hypothesis we then have that
|p3d` 1qRΓpBδq| “ |RΓpp3d` 1qBδq| ď |p3d` 1qBδ|
ď |Bp3d`1qδ | ă 2d|Bδ| “ 2d|RΓpBδq|.
Apply the variant of Chang’s covering lemma in Lemma 8.2 to the set RΓpBδq (which is
symmetric since RΓ preserves inverses and Bδ is symmetric) to get a set X Ă RΓpBδq with
|X| ď d such that
3RΓpBδq Ă SpanpXq ` 2RΓpBδq.
Writing V for the real subspace of CpΓ,Rq generated by X we see that dimV ď d and (by
induction) that
nRΓpBδq Ă V ` 2RΓpBδq
for all n. Now, suppose that v P 2RΓpBδq. It follows that
n.v P 2nRΓpBδq Ă V ` 2RΓpBδq.
5Recall that if X is a normed space then } ¨ }X denotes the norm on that space, so that }f}CpΓ,Rq “
}f}L8pΓq.
6We direct the unfamiliar reader to [TV06, Chapter 5.3].
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for all naturals n. Since 2RΓpBδq is finite we see that there are two distinct naturals n and
n1 and some element w P 2RΓpBδq such that n.v, n1.v P V `w. It follows that pn´n1q.v P V
whence v P V since V is a vector space and n ‰ n1. We conclude that RΓpBδq Ă V .
Let E be the group generated by Bδ which is finite, and note that H :“ RΓpEq`CpΓ,Zq
is a closed discrete subgroup of CpΓ,Rq, where CpΓ,Zq is the group of Z-valued functions
on Γ. Since H is a closed discrete subgroup of CpΓ,Rq contained in V , it is also a closed
discrete subgroup of V . Since V is certainly generated by RΓpBδq and H Ą RΓpBδq we see
that Λ :“ H X V has finite co-volume and so is a lattice in V .
Let ρ be the unique solution to |1´expp2πiρq| “ η in the range r0, 1{2s, and write Qρ for
the ρ-cube in CpΓ,Rq, which is a symmetric convex body in CpΓ,Rq, and so K :“ V XQρ
is a symmetric convex body in V . Now, by Lemma 9.1 the set K X Λ contains a proper
d-dimensional progression P of size expp´Opd log 2dqq|K X Λ|.
To see this note that by (9.1), RΓ|Bδ is a Fre˘ıman 2-homomorphism. Now, if the elements
x1, x2, x3, x4 P Bδ have
RΓpx1q `RΓpx2q “ RΓpx3q `RΓpx4q
then
RΓpx1 ` x2 ´ x3 ´ x4q “ RΓpx1q `RΓpx2q `RΓp´x3q `RΓp´x4q “ 0.
However, RΓpxq “ 0 if and only if γpxq “ 1 for all γ P Γ, which is to say if and only if
x P L. Since L is trivial we conclude that x1` x2 “ x3 ` x4 and hence that RΓ is injective
on Bδ, and R
´1
Γ : RΓpBδq Ñ Bδ is a Fre˘ıman 2-homomorphism.
On the other hand, by (9.1) RΓ : Bδ Ñ RΓpBδq is a Fre˘ıman 2-homomorphism, and so
RΓ : Bδ Ñ RΓpBδq is a Fre˘ıman 2-isomorphism, and hence so is its inverse R´1Γ : RΓpBδq Ñ
Bδ
Since Bδ “ R´1Γ pK X Λq, we are done by, for example, [TV06, Proposition 5.24], which
simply says that the image of a proper coset progression under a Fre˘ıman isomorphism of
order at least 2 is a proper coset progression of the same size and dimension; in particular
R´1Γ pP q is a proper coset progression of size expp´Opd log 2dqq|Bδ| and dimension at most
d. 
10. Proof of the main theorem
The result driving Theorem 1.1 is the following which brings together all the ingredients
of the paper.
Theorem 10.1. Suppose that G is a finite Abelian group, A, S Ă G have |A ` S| ď
Kmint|A|, |S|u, and ǫ P p0, 1s is a parameter. Then there is a proper coset progression M
with
dimM “ Opǫ´2 log6 2ǫ´1Kq and |M | ě
ˆ
ǫ
2 logK
˙Opǫ´2 log6 2ǫ´1Kq
|A` S|,
such that for any probability measure µ supported on M we have
}1A`S ˚ µ}ℓ8pGq ě 1´ ǫ and }1A ˚ µ}ℓ8pGq ě p1´ ǫq |A||A` S| .
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Proof. We start by thinking of G as discrete and using counting measure. By Plu¨nnecke’s
inequality [TV06, Corollary 6.28] there is a non-empty set S 1 Ă S such that
|A ` A` S 1| ď
ˆ
Kmint|A|, |S|u
|S|
˙2
|S 1| ď K2 |A||S
1|
|S| ď K
2|A|.
Note, in particular, that since |A ` A ` S 1| ě |A| we have |S 1| ě |S|{K2 from the second
inequality. Applying the inequality again we get a non-empty set A1 Ă A such that
|A1 ` pA` S 1q ` pA` S 1q| ď K4|A1|,
and it follows that
(10.1) |pA` S 1q ` pA` S 1q| ď K4|A ` S 1|.
Now we apply Proposition 4.2 with T “ A to get a symmetric neighbourhood of the
identity X such that
|X| ě expp´Opǫ´2k2 log2 2Kqq|A` S|
since |A| ě |A` S|{K, and
(10.2) |µ´A ˚ 1A`S1 ˚ µ´S1pxq ´ 1| ď ǫ{4 for all x P kX.
In the first instance it follows that kX Ă pA` S 1q ´ pA ` S 1q. On the other hand, by the
Plu¨nnecke-Ruzsa estimates [TV06, Corollary 6.29] applied to (10.1) we have that
|4lppA` S 1q ´ pA` S 1qq| ď K32l|A ` S 1|
“ exppOpl logK ` ǫ´2k2 log2Kqq|X|,
and hence
|4lkX| ď exppOpl log 2K ` ǫ´2k2 log2 2Kqq|X|.
We put l “ rǫ´2k2 log 2Ks so that
|p3kl ` 1qX| ď |4klX| ď 2kl.Opk´1 log 2Kq|X|.
Hence we can pick k such that
1` log ǫ´1K ď k “ Oplog 2ǫ´1Kq and |p3kl ` 1qX| ă 2kl|X|.
By the variant of Chang’s covering lemma in Lemma 8.2 there is some set T of size at most
kl “ Opǫ´2 log4 2ǫ´1Kq such that 3X Ă SpanpT q ` 2X , and hence (by Lemma 8.3)
|pn ` 2qXq| ď nOpǫ´2 log4 2ǫ´1Kq|2X| for all n ě 1.
On the other hand |2X| ď 2kl|X|, and so (re-scaling the measure to think of G as compact)
we have
µGpnXq ď nOpǫ´2 log4 2ǫ´1KqµGpXq for all n ě 1.
Now, by Proposition 7.1 applied to the set X there is a d “ Opkl log 2klκ´1q (which we
may also assume is at least 1) and a regular Bohr set B such that
X ´X Ă Bκ{2 and µGpB2q ď exppdqµGpXq.
Let c be the absolute constant in the following technical lemma and note that since X is
a neighbourhood of the identity, X Ă B and βpXq ě expp´dq.
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We apply Chang’s theorem relative to B to get that Speccp1X , βq “ SpeccpµXq has
p1, βq-relative entropy
r “ Opc´2 log 2}1X}L2pβq}1X}´1L1pβqq “ Opdq.
It follows from Lemma 6.3 that there is a set of characters Λ of size r and a ρ “ Ωp1{p1`
hpBqqrq such that for all γ P SpeccpµXq we have
|1´ γpxq| “ Opνr ` ρ1rhpBqhpBρqq for all x P Bρ1 ^B1ν ,
where B1 is the Bohr set with width function the constant function 2 and frequency set Λ.
Provided ρ ě κ we see that
µGpXq ď µGpBρ{2q ď µGpB1{2q and µGpB2ρq ď µGpB2q ď exppdqµGpXq,
and so it follows that hpBq, hpBρq ď d. It follows that ρ “ Ωp1{d2q and
|1´ γpxq| “ Opνd` ρ1d3q for all x P Bρ1 ^B1ν and γ P SpeccpµXq.
Pick ρ1 “ Ωpǫ{d3K2q and ν “ Ωpǫ{K2dq such that B2 :“ Bρ1 ^B1ν has
|1´ γpxq| ď ǫ{4K2 for all x P B2 and γ P SpeccpµXq.
In particular
ρ1, ν “ Ωp1{K2dOp1qq.
For each λ P Λ write Bpλq for the Bohr set with frequency set tλu and width function the
constant function 2, thus B1ν “
Ź
λPΛB
pλq
ν . By Lemma 5.1 we see that
µGpB2ηq ě µGpBηρ1{2q
ź
λPΛ
µGpBpλqην{2q.
On the other hand since Bpλq has a frequency set of size 1 we see (from (5.2)) that
µGpBpλqη1 q ě
1
π
mintη1, 2u.
Now, if ηρ1{2 ě κ then we have that
µGpB2ηq ě pην{2πqrµGpXq,
and on the other we have that µGpBq ď exppdqµGpXq. Let t ě 1 be a natural such that
p16πp3t` 1qν´1qr exppdq ă 2t and t “ Opd log 2dKq.
Then if η P r1{8p3t` 1q, 1{4p3t` 1qq we have
µGpB2p3t`1qηq ă 2tµGpB2ηq.
We now apply Proposition 9.2 to get that B2η contains a proper coset progression M of
dimension at most t and size p2tq´OptqµGpXq. The result is proved on an application of the
next lemma provided such a choice of η is possible. This can be done if κ can be chosen
such that
ρ1
8p3t` 1q ą κ,
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which can be done with κ “ ΩpǫOp1qK´Op1qq, and working this back gives that t “
Opǫ´2 log6 2ǫ´1Kq and the result. 
The next lemma is here simply to avoid interrupting the flow of the previous argument,
and the hypotheses are set up purely for that setting. The proof is simply a series of
standard Fourier manipulations.
Lemma 10.2. There is an absolute constant c ą 0 such that if G is a finite Abelian group,
A, S,X Ă G have |A ` S| ď Kmint|A|, |S|u, S 1 Ă S has |S 1| ě |S|{K2, k ě log ǫ´1K is a
natural number such that
|µ´A ˚ 1A`S1 ˚ µ´S1pxq ´ 1| ď ǫ{4 for all x P kX,
and M is a set such that
(10.3) |1´ γpxq| ď ǫ{4K2 for all x PM and γ P SpeccpµXq,
then for any probability measure µ supported on M we have
}1A`S ˚ µ}ℓ8pGq ě 1´ ǫ and }1A ˚ µ}ℓ8pGq ě p1´ ǫq |A||A` S| .
Proof. Integrating the first hypothesis we get that
|xµ´A ˚ 1A`S1 ˚ µ´S1, µpkqX y ´ 1| ď ǫ{4,
where µ
pkq
X denotes the k-fold convolution of µX with itself. By Fourier inversion we have
that
(10.4)
ˇˇˇˇ
ˇˇÿ
γP pG
z1A`S1pγqxµApγqxµS1pγqxµXpγqk ´ 1
ˇˇˇˇ
ˇˇ ď ǫ{4.
The triangle inequality, Cauchy-Schwarz and Parseval’s theorem in the usual way tell us
that ÿ
γP pG
|z1A`S1pγqxµApγqxµS1pγq| ď µGpA ` S 1q}xµA}ℓ2p pGq}xµS1}ℓ2p pGq
“ µGpA` S
1qa
µGpAqµGpS 1q
ď K2.(10.5)
Then, by the triangle inequality for any probability measure µ supported on M we have
that
(10.6) |pµpγq ´ 1| ď ǫ{4K2 for all γ P SpeccpµXq.
We conclude that
E :“ |x1A`S1 ˚ µ, µA ˚ µS1 ˚ µpkqX ˚ µy ´ 1| “
ˇˇˇˇ
ˇˇÿ
γP pG
z1A`S1pγqpµpγqxµApγqxµS1pγqxµXpγqkpµpγq ´ 1
ˇˇˇˇ
ˇˇ
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is at most S1 ` S2 ` S3 where
S1 :“
ˇˇˇˇ
ˇˇ ÿ
γRSpeccpµX q
z1A`S1pγqxµApγqxµS1pγqxµXpγqkp|pµpγq|2 ´ 1q
ˇˇˇˇ
ˇˇ ,
S2 :“
ˇˇˇˇ
ˇˇ ÿ
γPSpeccpµX q
z1A`S1pγqxµApγqxµS1pγqxµXpγqkp|pµpγq|2 ´ 1q
ˇˇˇˇ
ˇˇ ,
and
S3 :“
ˇˇˇˇ
ˇˇÿ
γP pG
z1A`S1pγqxµApγqxµS1pγqxµXpγqk ´ 1
ˇˇˇˇ
ˇˇ .
By the triangle inequality and (10.5) we see that
S1 ď sup
γRSpeccpµXq
|xµXpγq|k.ÿ
γP pG
|z1A`S1pγqxµApγqxµS1pγq| ď ckK2 ď ǫ{4
for a suitable choice of c “ Ωp1q since k ě log ǫ´1K; by (10.5) and (10.6) we see that
S2 ď 2 sup
γPSpeccpµX q
|pµpγq ´ 1|.ÿ
γP pG
|z1A`S1pγqxµApγqxµS1pγq| ď 2pǫ{4K2q.K2 ď ǫ{2;
and finally by (10.4) we see that S3 ď ǫ{4, so that E ď ǫ. It follows from this that
x1A`S1 ˚ µ, µA ˚ µS1 ˚ µpkqX ˚ µy ě 1´ ǫ,
and hence by averaging that
}1A`S1 ˚ µ}L8pGq ě 1´ ǫ and }1A ˚ µ}L8pGq ě p1´ ǫq µGpAq
µGpA` S 1q .
The lemma is proved. 
It is worth making a couple of remarks before continuing. First, Theorem 10.1 can be
extended to infinite Abelian groups by embedding the sets there in a finite group via a
sufficiently large Fre˘ıman isomorphism. This is the finite modelling argument of Green and
Ruzsa [GR07, Lemma 2.1], but we shall not pursue it here.
The expected ǫ-dependence in Theorem 10.1 may be less clear than the K-dependence.
The argument we have given works equally well for the so-called popular difference set in
place of 1A`S, that is the set
DpA, Sq :“ tx P G : 1A ˚ 1Spxq ě cǫ{Ku
for sufficiently small c. On the other hand Wolf, in [Wol10], develops the Niveau set
construction of Ruzsa [Ruz87, Ruz91], to show that even finding a large sumset in such
popular difference sets is hard, and it seems likely that her arguments can be adapted to
cover the case of DpA, Sq containing a proportion 1´ ǫ of a sumset.
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Understanding this, even in the model setting of G “ Fn2 , would be of great interest
since a better ǫ-dependence would probably yield better analysis of inner products of the
form x1A ˚1S, 1T y which are of importance in, for example, Roth’s theorem [Rot53, Rot52].
We are now in a position to prove Theorem 1.1 by an easy pigeonhole argument.
Proof of Theorem 1.1. Fre˘ıman 2-embed the sets A and S into a finite group (via, for
example, the method of [GR07, Lemma 2.1]); if we can prove the result there then it
immediately pulls back.
Apply Theorem 10.1 with ǫ “ 1{2p1`?2q to get a proper d-dimensional coset progression
M . Note that we may assume the progression is symmetric by translating it and possibly
shrinking it by a factor of exppdq; this has no impact on the bounds. Thus we put
M “ H ` tx1.l1 ` ¨ ¨ ¨ ` xd.ld : |li| ď Li for all 1 ď i ď du
where L1, . . . , Ld P N, H ď G and x1, . . . , xd P G. Write
Mη :“ H ` tx1.l1 ` ¨ ¨ ¨ ` xd.ld : |li| ď ηLi for all 1 ď i ď du,
and note that |M1| ď exppOpdqq|M1{2|. On the other hand if jη ď 1{2 then we have
M1{2 ĂM1{2`η Ă ¨ ¨ ¨ ĂM1{2`jη “M1,
and so it follows that there is some η “ Ωp1{dq and i ď j “ Opdq such that
|M1{2`iη| ď 21{2|M1{2`pi´1qη |.
Since η “ Ωp1{dq we easily have that |Mη| “ expp´Opd log dqq|M1|. On the other hand if
we apply the conclusion of Theorem 10.1 with
µ “ 1M1{2`iη ` 1M1{2`pi´1qη|M1{2`iη| ` |M1{2`pi´1qη |
we get an element x such that
|px` A` Sq XM1{2`iη| ` |px` A` Sq XM1{2`pi´1qη|
is at least
p1´ ǫqp|M1{2`iη| ` |M1{2`pi´1qη|q.
But then if z PMη we get that
1A`S ˚ 1´pA`Sqpzq “ 1x`A`S ˚ 1´px`A`Sqpzq
ě 1px`A`SqXM1{2`iη ˚ 1´px`A`SqXM1{2`pi´1qηpzq
ě |px` A ` Sq XM1{2`iη| ` |z ` ppx` A` Sq XM1{2`pi´1qηq|
´|ppx` A` Sq XM1{2`iηq Y pz ` ppx` A` Sq XM1{2`pi´1qηqq|
ě |px` A ` Sq XM1{2`iη| ` |px` A` Sq XM1{2`pi´1qη| ´ |M1{2`iη|
ě p1´ p1`
?
2qǫq|M1{2`pi´1qη| ą 0,
and it follows that pA ´ Aq ` pS ´ Sq contains Mη. Tracking through the bounds we get
the result. 
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11. Concluding remarks and applications
To begin with we should remark that in the case when G has bounded exponent or is
torsion-free, we can get slightly better bounds and the argument is much simpler because
of the presence of a good modelling lemmas. In the first case we get the following result,
a proof of which (in the case G “ Fn2) is contained in the appendix as it is so short.
Theorem 11.1 (Bogolyubov-Ruzsa Lemma for bounded exponent Abelian groups). Sup-
pose G is an Abelian group of exponent r and A, S Ă G are finite non-empty sets such
that |A ` S| ď Kmint|A|, |S|u. Then pA ´ Aq ` pS ´ Sq contains a subspace V of size
expp´Orplog4 2Kqq|A` S|.
In the second, the material of §§5–9 can be replaced similar but more standard arguments
because of the following modelling lemma.
Lemma 11.2 (Modelling for torsion-free Abelian groups, [Ruz09, Theorem 3.5]). Suppose
that G is a torsion-free Abelian group, A Ă G is a finite non-empty set and k ě 2 is a
natural. Then for every q ě |kA ´ kA| there is a set A1 Ă A with |A1| ě |A|{k such that
A1 is Fre˘ıman k-isomorphic to a subset of Z{qZ.
Theorem 11.3 (Bogolyubov-Ruzsa lemma for torsion-free Abelian groups). Suppose that
G is a torsion-free Abelian group and A, S Ă G are finite non-empty sets such that |A`S| ď
Kmint|A|, |S|u. Then pA ´ Aq ` pS ´ Sq contains a proper symmetric dpKq-dimensional
coset progressionM of size expp´hpKqq|A`S|. Moreover, we may take dpKq “ Oplog4 2Kq
and hpKq “ Oplog4 2K log 2 log 2Kq.
Returning to Theorem 1.1 it is easy to see that we must have dpKq, hpKq “ ΩplogKq by
considering a union of
?
K coset progressions of dimension log2
?
K, and even achieving
this bound may be hard without refining the definition of a coset progression. (See the
comments of Green in [Tao08b] for a discussion of this.)
The paper [Sch11] was a major breakthrough in proving the first good bounds for (a
slight variant of) Theorem 1.1; it was essentially shown that one could take
dpKq, hpKq “ OpexppOp
a
logKqqq
for torsion-free or bounded-exponent Abelian groups.
Indeed, it should be clear that while we do not use [Sch11] directly in the proof of
Theorem 1.1, it has had a considerable influence on the present work and the applications
which now follow are from the end of that paper as well.
Fre˘ıman’s theorem. As an immediate corollary of Theorem 1.1 and Chang’s covering
lemma we have the following.
Theorem 11.4 (Fre˘ıman’s theorem for Abelian groups). Suppose that G is an (discrete)
Abelian group and A Ă G is finite with |A ˘ A| ď K|A|. Then A is contained in a dpKq-
dimensional coset progression M of size at most expphpKqq|A|. Moreover, we may take
dpKq, hpKq “ OpK logOp1q 2Kq.
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By considering a union of K dissociated translates of a coset progression it is easy to
see that we must have dpKq, hpKq “ ΩpKq, so the result is close to best possible.
Green and Ruzsa in [GR07] provided the first bounds of dpKq, hpKq “ OpK4`op1qq, and
the peppering of their work throughout this paper should indicate the importance of their
ideas.
Schoen in [Sch11] improved the bounds to OpK3`op1qq and to OpK1`op1qq for certain
classes of groups, and in [CS10b] the structure is further elucidated with particular em-
phasis on getting good control on the dimension.
The U3-inverse theorem. Theorem 1.1 can be inserted into the various U3-inverse the-
orems of Tao and Green [GT08] for finite Abelian groups of odd order, and Samorodnitsky
[Sam07] (see also [Wol09]) for Fn2 to improve the bounds there. In particular one gets the
following.
Theorem 11.5 (U3pFn2 q-inverse theorem). Suppose that f P L8pFn2 q has }f}U3pFn2 q ě
δ}f}L8pFn
2
q. Then there is a quadratic polynomial q : F
n
2 Ñ F2 such that
|xf, p´1qqyL2pFn
2
q| ě expp´OplogOp1q 2δ´1qq}f}L8pFn
2
q.
In fact the connection between good bounds in results of this type and good bounds in
Fre˘ıman-type theorems is quite clearly developed by Green and Tao in [GT10] and Lovett
in [Lov10].
Long arithmetic progressions in sumsets. The question of finding long arithmetic
progressions in sets of integers is one of central interest in additive combinatorics. The
basic question has the following form: suppose that A1, . . . , Ak Ă t1, . . . , Nu all have
density at least α. How long an arithmetic progression can we guarantee that A1`¨ ¨ ¨`Ak
contain?
For one set this is addressed by the notoriously difficult Szemere´di’s theorem [Sze69,
Sze75] where the best quantitative work is that of Gowers [Gow98, Gow01]; for two sets
the longest progression is much longer with the state of the art due to Green [Gre02a];
for three sets or more the results get even stronger with the work of Fre˘ıman, Halberstam
and Ruzsa [FHR92]; and finally for eight sets or more, longer again by the recent work of
Schoen [Sch11].
Theorem 1.1 yields an immediate improvement for the case of four sets or more.
Theorem 11.6. Suppose that A1, . . . , A4 Ă t1, . . . , Nu all have density at least α. Then
A1 ` ¨ ¨ ¨ ` A4 contains an arithmetic progression of length NOplog´Op1q 2α´1q.
Proof. Since |Ai`Aj | ď 2α´1|Ai| for all i, j we have, by averaging, that there is a symmetric
set A of density αOp1q such that A1, . . . , A4 each contains a translate of A. In particular,
the longest progression in A´A`A´A is contained in a translate of A1`A2`A3`A4.
Now, by Theorem 1.1 the set A ´ A ` A ´ A contains an OplogOp1q α´1q-dimensional
coset progression M of size expp´OplogOp1q α´1qqN . Since Z is torsion-free the progression
is just a generalised progression which certainly contains a 1-dimensional progression of
length |M |1{ dimM . The result is proved. 
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It is not clear that this result gives the best possible conclusion for k sets as k tends
to infinity, although if one were interested in this no doubt some improvement could be
squeezed out by delving into the main proof.
Λp4q-estimate for the squares. Inserting Theorem 1.1 into the work of [Cha04] (itself
developed from an argument of Bourgain in [JL01]) yields the following Λp4q-estimate for
the squares.
Theorem 11.7. Suppose that n1, . . . , nk are naturals. Thenż ˇˇˇˇ
ˇ kÿ
i“1
expp2πin2i θq
ˇˇˇˇ
ˇ
4
dθ “ Opk3 expp´ΩplogΩp1q 2kqqq.
This is essentially equivalent to inserting Theorem 1.1 into the proof of [Sch11, Theorem
8] and Gowers’ [Gow98] version of the Balog-Szemere´di Lemma [BS94]. In any case a
conjecture of Rudin [Rud60] suggests that the bound Opk2`op1qq is likely to be true, and
the above is not even a power-type improvement on the trivial upper bound of k3.
The Konyagin- Laba theorem. Theorem 1.1 inserted into the argument at the end of
[Sch11] yields the following quantitative improvement to a result from [K L06].
Theorem 11.8 (Konyagin- Laba theorem). Suppose that A is a set of reals and α P R is
transcendental. Then
|A` α.A| “ exppΩplogΩp1q 2|A|qq|A|.
What is particularly interesting here is that there is a simple construction which shows
that there are arbitrarily large sets A with |A` α.A| “ exppOpalog |A|qq|A|.
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Appendix A. Proof of Theorem 11.1
Our objective in this appendix is to prove the following result.
Theorem A.1. Suppose that G :“ Fn2 , and A Ă G has density α ą 0. Then there is a
subspace V ď G with codV “ Oplog4 2α´1q such that V Ă 4A.
We have distilled this argument out because it is short and just uses the two ingredients
of the Croot-Sisask lemma and Chang’s theorem. For the reader interested in a little more
motivation the sketch after the introduction may be of more interest.
In the rather special setting of Fn2 it is known from work of Green and Ruzsa [GR07,
Proposition 6.1] that if |A ` A| ď K|A| then A is Fre˘ıman 8-isomorphic to a set A1 of
density K´Op1q in some Fm2 , from which we get the following corollary of Theorem A.1.
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Corollary A.2. Suppose that G :“ Fn2 , and A Ă G has |A ` A| ď K|A|. Then there is a
subspace V ď G with |V | ě expp´Oplog4 2Kqq|A| such that V Ă 4A.
In this setting the Croot-Sisask lemma is the following.
Lemma A.3 (Croot-Sisask). Suppose that G :“ Fn2 , f P LppGq and A Ă G has density
α ą 0. Then there is an a P A and a set T with µGpT q ě pα{2qOpǫ´2pq such that
}ρtpf ˚ µAq ´ f ˚ µA}LppGq ď ǫ}f}LppGq for all t P T.
Additionally Chang’s theorem is as follows.
Lemma A.4 (Chang’s theorem). Suppose that G :“ Fn2 and A Ă G has density α ą 0.
Then
cod SpecǫpµAqK “ Opǫ´2 log 2α´1q.
Proof of Theorem A.1. We begin by noting that
(A.1) x12A ˚ 1A, 1Ay “ x12A, 1A ˚ 1Ay “ α2.
By the Croot-Sisask lemma applied with f :“ 12A we get a set T Ă G with µGpT q ě
pα{2qOpk2pq such that
}ρtp12A ˚ 1Aq ´ 12A ˚ 1A}LppGq ď α{4ke for all t P T.
By the triangle inequality this gives
}ρtp12A ˚ 1Aq ´ 12A ˚ 1A}LppGq ď α{4e for all t P kT,
and so on integrating (and applying the triangle inequality again) we have
}12A ˚ 1A ˚ µpkqT ´ 12A ˚ 1A}LppGq ď α{4e.
By Ho¨lder’s inequality we get that
|x12A ˚ 1A ˚ µpkqT , 1Ay ´ x12A ˚ 1A, 1Ay| ď αα1`1{pp´1q{4e.
Choosing p “ 1` logα´1 and inserting (A.1) we have that
|x12A ˚ 1A ˚ µpkqT , 1Ay ´ α2| ď α2{4,
and so by the triangle inequality
x12A ˚ 1A ˚ µpkqT , 1AyLppGq ě 3α2{4.
Now, put V :“ Spec1{2pµT qK and g :“ 12A ˚ 1A ˚ µpkqT , so that
|xg, 1Ay ´ xg ˚ µV , 1Ay| “
ˇˇˇˇ
ˇˇ ÿ
γRV K
x12Apγq|x1Apγq|2xµT pγqk
ˇˇˇˇ
ˇˇ ď α2´k ď α2{8,
by Parseval’s theorem, the definition of V and by taking k “ Oplog 2α´1q a sufficiently
large natural. It follows by the triangle inequality that
x12A ˚ 1A ˚ µpkqT ˚ µV , 1Ay ą α2{2,
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and so, by averaging, that }12A ˚ µV }L8pGq ą 1{2. We conclude that 4A contains V by the
pigeon-hole principle and the result is proved on applying Chang’s theorem to see that
codV “ Oplog 2µGpT q´1q “ Oplog4 2α´1q.

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