This work provides a detailed mechanism for electron transfer in a hetero-dinuclear complex designed as a model system in which to study homogeneous molecular photocatalysis. With efficient Born-Oppenheimer Molecular Dynamics simulations, we show how intermediate, charge separated states can mediate the electron transfer. We observe how Jahn-Teller distortion effects play out in solution, when the molecule has energetically close-lying states and how this distortion is averaged out in the thermal sampling. Finally, we demonstrate how the solvent helps stabilize and localize the separated charge. The information on the electronic configuration and separate states is of key importance for designing next generation photocatalysts.
Introduction
The development of robust systems for harnessing solar energy as carbon-neutral solar fuels is a key challenge for modern society. Molecular systems are attractive candidates for developing solar fuels production due to the inherent selectivity and tunability of molecular photocatalytic reactions. However, the attractive features of molecular photocatalysis couples to significant complexity in reaction mechanisms. Thus, in order to take advantage of the tunability and selectivity of molecular systems to rationally improve existing or design new photocatalytic molecules, detailed knowledge of existing systems and the mechanisms within them are required. Recent years have seen a proliferation of ultrafast experimental methods providing unprecedented insight into light-induced molecular processes. [1] [2] [3] [4] [5] [6] [7] [8] The presented conclusions on underlying mechanisms and their origins are typically being arrived at by correlating experimental observations with predictions of computational chemistry. The computational framework of choice is often a minimisation-based approach to molecular modelling, where an atomistic description is solely applied to the molecule of interest, providing a static representation of minimum energies and nuclear structures. [9] [10] [11] [12] [13] [14] [15] The level of theory, ranging from DFT to more purely ab initio post-Hartree Fock or multi-reference methods, is then chosen to balance computational cost with model-intrinsic accuracy for the problem at hand. However, whichever level of theory is chosen, the static energy minimization-type of molecular model does not directly provide thermally averaged structures, cannot reliably describe cases where more than one electronic configuration is thermally accessible, and cannot provide insights into specific solute/solvent interactions. One way of addressing these shortcomings is by interfacing quantum mechanical calculations with explicit solvent molecules described within a molecular mechanics framework (QM/MM calculations) and propagating the system under ambient conditions, using molecular dynamics (MD). [16] [17] [18] [19] [20] [21] [22] However, simulations within this type of framework are very costly, since the electronic density has to be fully re-converged for every classical time step (Born-Oppenheimer MD, BOMD), or the time steps have to be very small (Carr-Parrinello MD), either way resulting in a reduction Bridge-Mediated Electron Transfer (1) Electronic, Structural and Solvation mediated excited state localization (2) in the generality of the findings from such frameworks. We have recently addressed this by developing a fast implementation of a DFT-based, QM/MM BOMD method [23] [24] [25] . Utilizing the efficiency of a real-space implementation of the Projector Augmented Wave (PAW) method, [26] [27] [28] it is possible to rapidly and robustly model photoactive complexes comprised of up to hundreds of atoms, their environments, and to make it computationally viable to produce multiple-trajectory statistics for more reliable comparisons to experimental data.
Solvent and solvation dynamics have been shown to be a key factor in describing charge transfer between, and in the stabilization of excited states. 29, 30 Especially when the solute changes size during the ET process, translational solvent molecule motions have been shown to be of key importance, making it necessary to go beyond the dielectric continuum solvent approximation. 29 In this work, we describe the BOMD exploration of charge transfer and solvation of a large hetero-dinuclear complex designed to act as a model system for homogeneous molecular photocatalysis. These systems contain, within one molecule, three principle components: A photoabsorber, a catalytic center and bridging unit that enables electron transfer between absorber and catalyst. 31 In recent years, many reports have been made on such model systems, and similar complexes. [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] The system under investigation [(bpy) 2 Ru II (tpphz)Co III (bpy) 2 ] 5+ -3 (where bpy = 2,2-bipyridine, tpphz = tetrapyrido (3,2 -a:2'3'-c:3",2" -h::2"',3"' -j) phenazine (abbreviated as "[Ru=Co]") is shown in figure 1.
[Ru=Co] represents one of the most thoroughly investigated system within the broad class 
Computational Methods
The gas-phase [Ru=Co] geometries of the three electronic states were fully relaxed using the quantum chemical code ORCA, 42 at the PBE/TZVP [43] [44] [45] level, and a further relax-ation was carried out using the conductor-like screening model 46 (COSMO). The optimized geometries were confirmed to correspond to minimas on the potential energy surfaces by numerical frequency calculations. These simulations were carried out using the grid-based finite-difference DFT code GPAW, 26, 27 also using the PBE functional (as mandated by computational requirements of the QM/MM MD simulations), using numerical linear combinations of atomic orbitals as the basis in which to represent the pseudo wave functions. 47 Operations on the electronic density and the potential were still carried out exclusively on the real space grid. Triple-ζ-size basis functions were employed for the metals, double-ζ for the rest of the atoms, and a grid spacing of 0.18Å. The GS geometry was then placed in a 32x32x44Å box of thermally pre-equilibrated acetonitrile (ACN) molecules, modelled with a classical, rigid, three-point interaction potential. 48 Non-bonded parameters for the complex were chosen from the UFF force field. 49 Solvent molecules overlapping the [Ru=Co] complex were removed, giving a total of 436 ACN molecules. The dynamics simulations were performed within our own QM/MM MD framework, using the Atomic Simulation Environment (ASE) 50 to electrostatically embed the QM subsystem in the MM solvent, following an additive explicit coupling scheme. [23] [24] [25] A dynamics simulation was started in the GS electronic configuration, and thermalized to 300 K using a Langevin-type thermostat on the solvent molecules. From the equilibrated part of this trajectory, 10 LS and 13 HS trajectories were started at 1 ps intervals, using unrestricted DFT, and a small finite Fermi-Dirac distribution of the occupation numbers, to ensure stable convergence at every time step. The sampling was carried out by initially setting the magnetic moment on each of the metal centres to match the electronic configurations of each of the excited states, as shown in the bottom of figure 1. The total magnetic moment of the complex was then kept fixed during the MD sampling. For a total triplet multiplicity however, the [ 3 Ru II = 1 Co III ] state is in principle also viable, and if the energy difference between this state and the one labelled LS is small compared to k B T , this state will also be sampled in the MD runs, when the solvent-arrangement and interplay on the complex structure will favour the [ 3 Ru II = 1 Co III ] state. These two states can be distinguished in the simulations using the local magnetic moments of the Co-and Ru-centres, as described in the SI. The trajectories were then re-equilibrated until the solvent temperature and solute bond distances were stable. The following analysis is based on equilibrated 2 fs timestep trajectories amounting to a total of 16 ps for the HS state, and 31 ps for the GS and LS state.
Results & Discussion
Energetics and Orbital Studies Figure 2 shows the thermally averaged HOMO-LUMO gap obtained by histogramming the difference between HOMO and LUMO orbital energies. The presence of the explicit solvent seems to reduce the HOMO-LUMO gap in both the GS and HS state, compared to conventional geometry optimizations by energy minimization, utilizing continuum solvent models as an approximation for the solvent interaction. 9
In the LS state, the gap is even more drastically reduced, such that over time, configurations exist where the LUMO is thermally accessible at 300 K, indicating a strong energetic overlap with the bridge-localized LUMO. Indeed, as will be analyzed in depth in figure 3, for the configurations with small gaps, the HOMO is much more bridge-localized.
The lifetime of the LS state in the forward electron transfer cascade is shorter than the thermalization. 3 The thermally accessible configurations shown for a thermalized molecule at room temperature in Figure 2 thus represents the lower energetic limit of the localization of the LS state on the Co centre during the forward electron transfer; the actual, out-of-equilibrium transfer will have more energy available for driving the process. This coupling explains how the bridge-localized state improves the electron transfer rate, compared to closely related complexes. 36, 51, 52 The notion of the bridge-localized state influencing the charge transfer has been previously hypothesized, 3 . The gaps are produced by histogramming difference in energy between the LUMO and the HOMO orbitals at each frame for all the production simulations carried out. We observe a widening of the gap in the HS state, impeding electronic access to the bridge-localized state. The area under the red dashed line is thermally accessible to the system at 300 K, as achieved by our unrestrained sampling (see figure 4 ). In accordance with previous static calculations, 3 a virtual,higher-lying, bridge localized orbital is found in the GS. When the LS HOMO is populated, its character is very dependent on geometric structure and on its solvent surroundings, as discussed in the text and in figure 3 . Here, the most prevalent versions are depicted.
anism for the observed phenomenon.
In the HS state, the HOMO-LUMO gap to the bridge-localized state has widened significantly, reducing the energetic coupling and stabilising the charge separated electronic configuration, localizing the charge on the model active-site Co-centre.
In figure 3 , one of the LS trajectories was selected for closer scrutiny, correlating visual inspection of the HOMO orbital and the Co-N bond distances. Due to thermal fluctuations from the solvent, the available phase space at k B T allows both for configurations where the HOMO orbital has d x 2 −y 2 character, and d z 2 character. The plot background is shaded red/pink if the antibonding HOMO orbital is localized in the space between the Co-N pairs .
If not, it is shaded blue. The red/pink distinction is based on whether the HOMO is d x 2 −y 2 or d z 2 . When plotted using the same isosurface value, we also observe intervals where the orbital extends to the bridge section of the molecule, as is the case around 3600 fs on the plot. The intrinsic absence of electronic dynamics in BOMD simulations results in an adia- Figure 3 : A deeper look into one of the LS trajectories, shedding light upon the charge separated state. LS HOMO orbitals were exported to cube files every 10th fs, and plotted with an isovalue of 0.1. 53 Whether the HOMO was d x 2 −y 2 or d z 2 was confirmed by inspection of the atomic coefficients of molecular orbitals extracted from the converged wave functions. If the HOMO is d x 2 −y 2 , and localized around a bond, the background of that bond length plot has been shaped red. If the HOMO is d z 2 , the shading is pink. If a Co-N pair is not encompassed by the e g orbital, the trajectory background is shaded blue. The lowest subplot is made from averaging the trajectories with red/pink backgrounds (antibonding) into the red curve, and the blue into the blue curve. These configuration-based averages oscillate around 2.17Å and 1.99Å, values very similar to the HS and GS averages. At 3602 fs we observe how the LS HOMO orbital can be more bridge-localized than a pure d x 2 −y 2 -type orbital.
the lowest energy in the thermal average, we perform the analysis shown in figure 4, bottom.
Since we have observed how the JT distortion is smeared out in the thermal average, we can use linear combinations of the GS and HS distributions of all 6 bonds to reconstruct the LS distribution for all 6 bonds, Γ LS avg (r): We note that previous geometry optimization simulations with a different choice of functional and basis set resulted in the elongation of 2/6 bonds, indicating that in the static, gas-phase/implicit solvation picture, the d z 2 -orbital has the lower energy of the two e g orbitals. 9 Apart from the the fact that inclusion of explicit solvent and thermal treatment of the system could account for this discrepancy, we also show in the SI that this result is heavily basis-set sensitive. However, the effects on the bond lengths from explicit solvation and thermal averaging exceed the basis set/functional-dependent discrepancies for the explored basis sets and functionals (see the S.I. for more info).
In order to further connect the thermal averages of the QM/MM MD simulations with the static geometry optimization picture, the Potential of Mean Force (PMF), shown in figure The Morse-fitted minima is in good agreement with the geometry relaxations of the systems at 1.963Å for the GS, 2.058Å for the LS, and 2.158Å for the HS state. The geometry optimization carried out in ORCA with the same functional and similarly sized basis set gave average Co-N values of 1.957Å, 2.043Å, and 2.129Å respectively (see the SI for details).
The maximum deviation is 1.4 %, for the HS state. We note that the thermally averaged geometry of the complex, closer to what is usually measured experimentally, will be different from minimum-energy optimized structures, due to the not uncommon anharmonicities of the underlying potentials.
When the thermal averages of each individual Co-N bond is histogrammed, we obtain the results shown in figure 5 . 
This ratio illustrates the on-average preferred orientation of the solvent molecules, relative to the Co-centre. At closer ranges, the ratio increases, indicating an overall preferred orientation of pointing the partially negative charged ACN N-end towards the metal, consistent with the overall 5+ charge on the complex. The Co-ratio decreases upon excitation, indicating that, on average, the N-ends become less oriented towards Co compared to the ground state, while still maintaining some of the preferred N-Co orientation. This is consistent with the Co-centre being reduced in the excited states, which again makes the solvent respond accordingly. Thus, the interactions between solute and solvent atoms help stabilize and localize the separated charge.
Conclusions
Within this work, we have employed direct dynamics simulations to map the interplay between electronic, structural and solvation dynamics. The simulations have allowed us to explore thermally available structural and solvation configurations for a given electronic state, and we have shown that this information can be used to reconstruct the potentials that are relevant/explored by each electronic state. Where it is possible to compare simulation to data retrieved with state-of-the-art experimental techniques, they are in good agreement. This inspires confidence in our approach, and the calculated results thus both allow us to investigate the nature of states that are too short-lived for thorough experimental investigation, and perhaps more importantly allow us to extrapolate the method to unexplored/not-yet-synthesized molecules. For the system modelled in this work, we have shown how the energetics of the intermediate state help improve the electron transfer rate, a mechanism with advantages that could be taken into account when designing future generations of photocatalytic systems. Our method thus expands on the knowledge accessible from conducted experiments, and also provide the potential for predicting the behavior of currently molecular systems yet to be synthesized.
16
The direct dynamics model was shown to provide a very good description of the structure of the spin-relaxed charge-separated state, with the direct dynamics simulations successfully reproducing the observed HS 0.20Å Co-N bond elongation. For the non-spin-relaxed charge-separated state, we observed strong JT-dynamics which static DFT methods struggle to describe, and we showed how it was possible to recover the geometric JT-distortion by correlating geometries with orbitals over trajectories.
Overall, this work represents an exhaustive utilization of the employed model, within its intrinsic limits. Future studies should strive to include more states, coupling of electronic and nuclear dynamics, and the resulting out-of-equilibrium dynamics. However, the current computational frameworks for these models still cannot produce enough data on systems of this size, for a statistically sound comparison to experimental observations of phenomena on the 1-50 ps time scale. The 1-50 ps time scale is inherently important in solvent-mediated processes, which means that direct dynamics simulations of actual dynamics are either limited to fractions of picoseconds, 19, 59 or needs to employ further approximations to the electronic structure method, like the coarse grained DFT approach. 60
Associated Content
The mechanism for electron transfer in a hetero-dinuclear photocatalysis complex depends 
Further Computational Details
The Born-Oppenheimer QM/MM MD simulations were carried out in our own implementation of an additive QM/MM Scheme, 1-3 where the QM and MM regions are interfaced through the total energy of the system:
where the three terms represent the energy of the QM subsystem, the MM subsystem and their interaction energy, respectively. The interaction energy consists of a Coulomb term S1 between the electronic density and the classical point charges, a Coulomb term between the nuclei in the QM subsystem and the MM point charges, and a Lennard-Jones (LJ) term:
The LJ parameters are combined using the Waldman-Hagler combination rules. 4 The first term in eqn. 1 is evaluated with density functional theory (DFT), using the gridbased projector augmented wave method, implemented in the GPAW package, 5 which is modified so that the total effective potential also contains a term from the MM subsystem.
The calculations were performed with a localised atomic orbital basis in combination with the real space grid, allowing for high parallelisation as well as fast diagonalization of the principal matrices. Figures S1 and S2 show the convergence of the GS Ru/Co-N distances with respect to grid S3 spacing and basis set size. In both cases, the major influence on the structure arises from the choice of basis set, which converges rapidly when basis sets of size larger than double zeta are chosen. For all values of 0.15Å < h < 0.20Å, the variation in bond distance is at least 17 times smaller than the changes arising from changing the basis, meaning that all grid spacings under 0.20Å will be acceptable. Table S1 : Average bond lengths from the QM/MM MD simulations, compared to geometry optimizations using a more conventional quantum chemistry package, ORCA. 6
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Ru
Co 17 to be identical to previously carried out work. 13 The calculations Discerning between [ 3 Ru II = 1 Co III ] and [ 2 Ru III = 2 Co II ]
In the LS trajectories, the local magnetic moments were read out at each MD step. When the local magnetic moment on the Co centre is > 1 µ B , it can readily be assumed than the system is in the charge-separated [ 2 Ru III = 2 Co II ] state. The figure S4 shows how the filter is constructed for the analysis in the main text: Each line shows the sampled magnetic moments of each individual trajectory, and the dashed lines show the applied limit. The Co γ increases on average by ∼ 2 • in the HS state, while decreasing for the Ru centre.
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