Abstract-Flash memories are currently the most widely used type of nonvolatile memories. A flash memory consists of floating-gate cells as its storage elements, where the charge level stored in a cell is used to represent data. Compared to magnetic recording and optical recording, flash memories have the unique property that the cells are programmed using an iterative procedure that monotonically shifts each cell's charge level upward toward its target value. In this paper, we model the cell as a monotonic storage channel, and explore its capacity and optimal programming. We present two optimal programming algorithms based on a few different noise models and optimization objectives.
the most widely used type of nonvolatile electronic memories (NVMs) due to their physical endurance and high performance [3] . In a flash memory, floating-gate cells are organized as blocks, usually with to cells per block. The memory stores data in the cells by appropriately setting the cells' levels, where a cell's level can be increased or decreased by injecting charge (e.g., electrons) into the cell or removing charge from the cell. In current flash memories, discrete cell levels are chosen to represent data. Therefore, a cell with levels can store bits. In current products, both single-level cells (SLCs), where , and multilevel cells (MLCs), where (e.g., or 8), are used. To increase the storage capacity, MLCs with more levels are being actively developed.
Flash memories have a prominent feature for their cell programming. Although a cell's level can be efficiently increased via charge injection, to decrease it, the whole block must be erased (i.e., all cell levels must be lowered to the minimum value) and then reprogrammed. On the other hand, the precision of charge injection is limited, which means that the actual increment in the cell level usually differs from the targeted increment. So, the overinjection of charge into cells is a major concern for programming, because the only way to correct overinjection is to erase the block and reprogram it. The cost of block erasure/reprogramming is prohibitively high [8] , since it is not only very time consuming and energy consuming, but also decreases the lifetime of flash memories. (A flash memory block can only endure to erasures.) So in the current technology, a cell is programmed using a conservative approach: the memory circuit iteratively injects charge into the cell and then measures the level [1] , [7] , [16] . Initially, the cell is at the base level. Then in each round, some charge is injected into the cell, and the new cell level is measured. The injection is small enough so that the risk of overshooting is sufficiently small. The cell level shifts upward monotonically with each round, until it becomes close enough to the target value. An illustration of the cell-programming process is shown in Fig. 1 .
The flash memory cell presents an interesting and new channel model, which we shall call monotonic storage channel. The model has several important elements. As a storage channel, the cell can be repeatedly programmed to make its level approach a target value. However, its level can only increase, which makes an overshooting error uncorrectable. In each round of programming, the actual increment of the cell level often differs from the targeted increment due to the noisy programming process. Since the cell level can be measured after every round of programming, which is feedback information, the programming algorithm should be adaptive. That is, how to set the targeted increment for the cell level in the th round should depend on the cell level measured after the th round. Every round of programming has a cost, which, for flash memories, is the time delay used to program a cell and measure its level. The programming procedure ends when either the number of rounds reaches its maximum allowed value, or when the cell level reaches the target level. The fundamental problem for monotonic storage channels is to find the optimal tradeoff between the programming precision-namely, the difference between the final cell level and the target level-and the total programming cost.
In flash memories, the time delay for writing is usually bounded to ensure high write speed. In this paper, we assume the number of rounds of charge injection to be given, and optimize the programming precision. The key is to find an algorithm that achieves the best performance by adaptively selecting programming actions based on the changing cell level. We present two optimal programming algorithms based on a few different programming noise models and different measures of the programming precision. The optimal programming precision is closely related to the storage capacity of the flash memory cells.
The rest of this paper is organized as follows. In Section II, we give an overview of related work. In Section III, we study the zero-error capacity, and present an optimal cell-programming algorithm that achieves it. In Section IV, we present a cell-programming algorithm that optimizes the expected programming precision. In Section V, we show the conclusions.
II. OVERVIEW OF RELATED WORK
The monotonic property of flash memories is caused by the high cost of block erasures [3] . It has motivated the study of rewriting codes for flash memories, where data can be modified by only increasing cell levels. A rewriting code builds a one-to-many mapping from the data to the cells' states, so that the data can be changed repeatedly without a block erasure. The rewriting codes include write-once-memory (WOM) codes for storing individual variables [4] , [6] , [17] , floating codes for the joint coding of multiple variables [5] , [8] , [9] , [21] , buffer codes for buffering recent values in a data stream [2] , and the rewriting codes in [11] that generalize the aforementioned data models. In these rewriting codes, every cell has discrete levels, and the cell levels can only increase. It is assumed error free to change a cell from a lower discrete level to a higher discrete level. This is different from the monotonic storage channel model here, because here we focus on the programming noise, and study the programming algorithms that can minimize the impact of the programming noise.
A data representation scheme called rank modulation has been proposed in [13] and [14] . It assumes that the cell levels can only monotonically increase, and it uses the relative order of cell levels-instead of their absolute values-to represent data. This way, the danger of charge overinjection associated with fixed discrete cell levels can be reduced. Rewriting codes were also studied for the rank modulation scheme [13] .
In addition to flash memories [10] , the cell-programming problem for phase-change memories has also been studied in recent years [15] . Similar to flash memories, the phase-change memory cells can also be programmed multiple times to achieve higher accuracy. Thus, in [15] , the authors appropriately named them rewritable storage channels. However, unlike flash memories, phase-change memories can change cell levels in both directions, and do not have block erasures. So, the channel does not have the monotonic property, and the programming algorithm can assume that the cell always starts with the same initial state in each round [15] . In comparison, in this study, we focus on the monotonic storage channel, where the cell level changes monotonically and requires an adaptive programming method.
The Z-channel is a well-known asymmetric channel, where the noise changes symbols in a monotonic direction [18] , [19] . Error-correcting codes for correcting such asymmetric errors have been studied [20] . Compared to the Z-channel, the noise in the monotonic storage channel model appears during the cellprogramming process instead of after it (i.e., after the data are written).
III. ZERO-ERROR CAPACITY AND OPTIMAL PROGRAMMING
In this section, we study the zero-error capacity of flash memory cells, and present an optimal programming algorithm.
A. Cell-Programming Model
The values that a flash memory cell's level can take can be seen as a continuous range , where the maximum cell level is determined by the physics of flash memories [3] . Normally, this range is divided into regions:
where the cell levels in each region represent a data symbol. 1 Let and . A cell with regions can represent a symbol from an alphabet , and therefore can store up to bits. We assume that the initial level of a cell is 0. To write a symbol into a cell, multiple rounds of charge injection will be used to shift the cell level from 0 monotonically into the region . In this section, we measure the cost of programming by the number of rounds of charge injection that are used. That is, every round of charge injection has cost one, which in practice represents the average time delay associated with the charge injection and the following measurement of the actual cell level [3] . We assume that at most rounds of charge injection can be used to program a cell, and are interested in the storage capacity given this cost constraint.
In this section, we focus on zero-error programming: given that a cell can be programmed using at most rounds of charge injection, we want to make sure that for , the symbol can be written into the cell with guaranteed success. Since charge injection is a noisy process, this implies that must be a finite number, and the regions--must also be appropriately chosen. Given this zero-error programming requirement, we call the maximum value of that can be achieved the zero-error capacity of the flash memory cells.
We assume that the flash memory circuit has a programming resolution . In each round of charge injection, the circuit aims to increase a cell's level by , for some integer . This targeted cell-level increment is controlled by the discrete adjustment of the programming voltage or current [3] . Due to the programming noise, the actual increment of the cell level will be close to, but different from, .
It is not easy to accurately model the programming noise. The distribution of the noise varies among cells [3] . In this paper, we assume that when the targeted cell-level increment is , the actual increment of the cell level is randomly distributed in the range for some parameters and . This model has the property that the actual increment of the cell level is always positive, and the higher the targeted cell-level increment, the larger the noise. By setting and sufficiently large, we can make sure that the actual noise is contained in the region . The model can be refined if more knowledge of the programming noise is known.
To find the zero-error capacity, we need to solve the following optimization problem. Its input parameters are: 1) , the maximum cell level; 2) , the maximum number of rounds of programming; 3) , the programming resolution; 4) and , the noise parameters. The output includes: 1) the maximum value that can take for zero-error programming; 2) how to optimally divide the cell-level range into the intervals so that zero-error programming can be realized.
For , let denote the targeted cell-level increment of the th round of programming, where
. To obtain the optimal cell-programming algorithm, we need to know how to choose adaptively. The general problem is as follows. Suppose the target cell-level interval is . (For example, to write the symbol , we have .) And suppose the cell has been programmed for rounds-which means that there are still rounds of programming left-and its current level is . We need to find an integer such that when we set the targeted cell-level increment of the next round to be , no matter what the actual cell-level increment will be inside the range , there will still be a way to program the cell with the remaining rounds such that the final cell level will enter the target interval . (It can be seen that the programming noise here can be considered as an adversary for the cell-programming algorithm.)
Let us show how to implement the cell-programming algorithm efficiently in flash memories. Instead of having the memory, compute (for , and ) during the write operation-which will slow down the write speed-and it will be better to store the values of in a table for quick lookups. More specifically, the table should be small, which means that we should partition the range into a small number of subranges for , so that when is in a subrange, regardless of its specific value, the value of will be the same. This way, the cell-programming algorithm can be carried out at high speed. We illustrate it in the following example, where the data are computed based on the optimal cell-programming algorithm we will present. And our results will show that this approach is always feasible.
, and . A storage scheme is shown in Fig. 2 (a) that divides into cell-level intervals. As an illustration, when the information symbol to store is 7 (namely, the target celllevel interval is ), the cell-programming algorithm is shown in Fig. 2(b) . For example, if the current cell level is in the region , the targeted cell-level increment in the next round of programming is . (The cell-level region is not shown in Fig. 2 (b) because the cell level will not enter it.) It is noticeable that this programming algorithm does not depend on the number of programming rounds that remain. (This is due to the result that the optimal algorithm can take a greedy cellprogramming strategy, which will be shown in Section III-C.) Both the storage scheme and the programming algorithm are derived based on the results to be presented next and, in fact, optimize the storage capacity.
B. Optimal Setting of Cell-Level Intervals
Consider how to set the cell-level intervals , so that can be maximized. Clearly, we can let and set the first interval as , because once a cell is programmed, its level will be at least . Then, the optimal approach is to determine the values sequentially. Specifically, suppose that the value of has been determined. To determine , we make it as small as possible as long as there is a guarantee that a cell can be changed from level 0 to the interval with at most rounds of charge injection. This way, the size of the interval is minimized. The value of can be determined this way: if the value of found with the aforementioned approach is no less than , then we let and let . The following notation, , is useful based on the aforementioned analysis.
Definition 2:
Let and be two cell levels, and let be a positive integer. Let denote the minimum real number that satisfies the following constraint: there exists a programming strategy that can guarantee to shift the cell level from into the range using at most rounds of charge injection.
is a monotonic function of :
To maximize the storage capacity, which is equivalent to maximizing , the cell-level intervals should be set as follows:
As the minimum targeted increment of the cell level is , it is easy to see that the interval .
Example 3: Let -namely, only one round of charge injection can be used to program a cell-and consider how to set the cell-level intervals. Consider the th cell-level interval where . To shift the cell level from 0 into the range with just one round of charge injection, the targeted increment of the cell level should satisfy the two conditions
The minimum value for is . So, we get Define as Then, the cell-level intervals that maximize the storage capacity are
For convenience, in the rest of this paper, for any positive integer , let us define .
C. Properties of the Function
We have shown that to compute the zero-error capacity, the key is to compute the function . In this section, we will present a recursive function useful for computing . It is necessary to find properties of the function that can make the computation efficient. We will show that has three special properties.
1) It is piecewise continuous and nondecreasing in . And the maximum value that attains in such a piece is also greater than or equal to its value in all the subsequent pieces.
2) For two cell levels and with , if it is possible to shift the cell level from to through charge injection, then . Namely, the value of decreases for a chain of cell levels as they get closer to the threshold , if it is possible to obtain the chain of cell levels through a sequence of charge injection. 3) For an optimal cell-programming algorithm, the targeted cell-level increment for each round of charge injection can be set in a greedy way by making the charge injection as large as possible, as long as it is guaranteed that the cell level after the charge injection will not exceed the target cell-level interval. Those three properties will be used to derive the zero-error capacity and the optimal cell-programming algorithm.
We first derive the recursion for . It is easy to see that when , . When , we get because to shift the cell level from to some value above with just one round of charge injection, the targeted increment of the cell level should be at least . When and , we have the following recursion:
This recursion holds because to change the cell level from to some value above , the targeted cell-level increment of the next round can be set as with ; after the next round, the actual cell level (which is denoted by in the recursion) can be any value in , and more rounds can be used to program the cell. The aforementioned recursive formula, however, cannot be directly used to compute effectively, because here can take infinitely many different values. Therefore, more properties of need to be learned. It is not hard to show that is neither a monotonic nor a continuous function in . However, it is piecewise monotonic and continuous in , as Lemma 5 shows.
Let us first divide the range of cell levels into pieces of length , and use , for , to denote the boundary values of those pieces.
Definition 4: For every
, define as (Note that, here, we consider as a given constant.)
For any , if , we will say " is above ." We now present the piecewise property of . Proof: Let denote a programming algorithm that guarantees to shift the cell level from into the range by using at most rounds of charge injection. With the algorithm , if is one of the possible values of the cell level after rounds of charge injection for some integer , it is easy to see that the conclusions in this lemma are true. In the following, we assume that the cell level cannot be after any number of rounds of charge injection with the algorithm .
Let be the number satisfying the following three properties.
1) With the algorithm , is one of the possible values of the cell level after rounds, for some .
2) For some integer ,
3) Among all the numbers that satisfy the previous two properties, is the greatest. (Note that must exist because itself satisfies the first two properties.) Let be the integer such that if the cell level is after rounds of charge injection, the algorithm will set the targeted increment of the cell level to be in the next round. It is easy to see that , because of the definition of and the assumption that the cell level cannot be changed from to after any number of rounds of charge injection with the algorithm . So, we get
If
, then (which means that ). This is because if , since here, it is possible for the cell level to be greater than or equal to after the first round of charge injection, which is a clear contradiction to the definition of algorithm . Then by having in the aforementioned analysis, we get .
We now show that once it is known how to compute the function , the cell-programming problem can be simplified substantially. Let us call a cell-programming algorithm optimal if when it is used to change a cell level from to any value above with rounds of charge injection, the algorithm guarantees that the final cell level-the cell level after the rounds of charge injection-will be less than . The following theorem shows that if the value of is known, an optimal cell-programming algorithm can use a greedy approach: in each round of charge injection, it can make the targeted cell-level increment as large as possible, as long as it is guaranteed that the cell level after the charge injection will not exceed .
Theorem 7:
Suppose that our goal is to shift the cell level from to any value above with rounds of charge injection. Then, a cell-programming algorithm that takes the following greedy approach will be optimal: in each round of charge injection, if the cell level before this charge injection-which we denote by -is less than (so we have ), the algorithm sets the targeted cell-level increment for this round to be Proof: Let be an integer such that it is possible for the cell level to change from to after rounds of charge injection using an optimal programming algorithm. Then 
D. Zero-Error Capacity of Flash Memory Cells
In this section, we will show how to compute the zero-error capacity of flash memory cells. First, let us show how to compute the value of . Let be a fixed number. Let denote the nonnegative integer such that (Remember that by Lemma 5, the function is continuous and nondecreasing in when is in the range .) In the following, we will present a polynomial-time algorithm that computes the value of . We first show how to compute , for . The algorithm is recursive. Its time complexity is . Theorem 11: Algorithm 10 correctly computes . Proof: Consider the programming algorithm that shifts the cell level from to any value above . Let denote the targeted cell-level increment in the first round of charge injection using an optimal programming algorithm. By Theorem 7, can be in which case we will have (Otherwise, the cell level would be at most after the first round. Then, at least one more round of programming would be needed to shift the cell level above , and it would be possible for the cell level to be above after the second round, which would make the programming algorithm invalid.) So, if at least two rounds of charge injection are used, ; if only one round is used, . The rest of the proof is similar to that of Theorem 9.
An example of the function is shown in Fig. 3 . We can see that it has the properties presented in Lemmas 5 and 6 .
Having shown how to compute the function , we can use the method presented in Section III-B to find the maximum value such that the cell-level range can be partitioned into intervals and mapped to information symbols. This gives us the zero-error capacity of flash memory cells. An example is illustrated in Fig. 4 .
The following theorem considers the storage capacity when arbitrarily many rounds of charge injection can be used.
Theorem 12:
When is sufficiently large, . Proof: Suppose is sufficiently large. To shift the cell level from 0 to above a positive number , we can set as the targeted cell-level increment in every round of charge injection. This way, the final cell level will be smaller than . With this programming method, the width of each cell-level interval mapped to a symbol is less than . In addition, . So .
E. Optimal Cell-Programming Algorithm
In this section, we present an algorithm that optimally programs a cell, given the optimal set of cell-level intervals Here, for , . Algorithm 13: For any given , the following algorithm shifts the cell level from 0 into the interval using at most rounds of charge injection.
1) If , since the initial cell level-zero-is in , no charge injection is necessary.
2) If
, keep programming the cell with the following approach until the cell level is in the interval : given the current cell level , set the targeted cell-level increment in the next round of charge injection as
3) If
, use one round of charge injection to shift the cell level from 0 into the interval , where the targeted cell-level increment of this round is .
Based on the previous analysis, it is easy to verify the correctness of the aforementioned programming algorithm.
IV. PROGRAMMING FOR OPTIMAL EXPECTED PRECISION
In this section, we study cell programming with optimal expected precision. The motivation is that to study the capacity of cell ensembles, which depends on the statistical precision of programming, it is necessary to understand how accurately the cells can be programmed. In contrast to the study in the previous section, here we need to consider the probability distribution of the programming noise.
We continue to use the programming model of the previous section. That is, when the targeted cell-level increment is during a round of charge injection, the actual cell-level increment will be randomly distributed in the range . For simplicity, in this section, we assume that the actual cell-level increment has a uniform random distribution in this range. More practical programming-noise models can be studied in the future. And as before, denotes the maximum cell level, denotes the maximum number of rounds of charge injection that can be used to program a cell, and the initial level of the cell is zero.
Our objective is to program a cell to a target level , using at most rounds of charge injection. Due to the programming noise, the final cell level will deviate from . There is a cost associated with the final cell level , whose value clearly should increase when deviates further away from . In this paper, we consider two families of cost functions.
Definition 14 (Cost function for MLC and Rank Modulation):
In the MLC technology, the final cell level should be close to one of a set of discrete levels. It is appropriate to define as for some positive integer .
In the rank modulation technology [12] - [14] , the objective of programming a cell is to shift the cell level above a certain value . It is appropriate to define as , if , if
for some positive integer .
Let denote the targeted cell-level increments in the rounds of charge injection, and let denote the actual cell level after each round. For , after the th round of charge injection, the flash memory can measure , and adaptively choose the targeted cell-level increment for the next round. The objective of the cell-programming problem is to find the adaptive strategy of selecting , such that the expected cost of the final cell level is minimized. (Here, is the expectation of the random variable .) In the following, we present an optimal programming algorithm.
A. Optimal Strategy for Adaptive Cell Programming
The cell-programming algorithm requires an adaptive strategy for selecting the targeted cell-level increments for the rounds of charge injection. To characterize the adaptive strategy, let us define two functions and .
Definition 15 (Functions and ):
Let be a real number, and let be integers. is defined to be the minimum achievable value of the expected cost of the final cell level, given the following.
1) The current cell level is . 2) We can program the cell with more rounds of charge injection. is defined to be the minimum achievable value of the expected cost of the final cell level, given the following.
1) The current cell level is . 2) We can program the cell with more rounds of charge injection. 3) In the first round of the remaining rounds of charge injection, we will choose the targeted cell-level increment to be .
It is simple to see that
For the cell-programming problem, since the initial cell level is and rounds of charge injection can be used, the objective is to find a strategy that makes the final cell level's expected cost reach its minimum value During the programming process, given that the cell level is after rounds of charge injection, the flash memory should adaptively choose as the targeted cell-level increment of the th round, such that minimizes the value of .
B. Computing the Initial Value of
The cost function we consider is for MLC or rank modulation, which is shown in Definition 14. As we have seen, to find the optimal cell-programming algorithm, it is helpful to know how to compute and . In this section, we first compute the initial values of -in particular, the values of -corresponding to the two cost functions.
1) When the Cost Function Is for MLC:
The cost function for MLC is . For simplicity, we show how to compute when . The other values of can be dealt with similarly. Note that when there is just one round of charge injection, the only decision to make is to choose the targeted cell-level increment of that round, which we denote by in the following equations. When , the minimum expected cost of the final cell level is To see which value of minimizes the aforementioned equation, define , is also piecewise polynomial. For simplicity, we skip the details.
C. Computing the Functions and
In this section, we show how to compute the functions and , where . We first present a recursive relation for the two functions, which is useful for their computation. To make the computation efficient, we will use the property that both and are piecewise polynomial in , for any positive integer . The results will be used to derive the optimal cell-programming algorithm later. When , we have the equation
And since the programming noise is assumed to be uniformly distributed over a range of size when the targeted cell-level increment of the next round of charge injection is , we have the recursion for . (By default, we have .) To use the aforementioned recursion to effectively compute the values of and , we need to know more properties of the two functions. In this section, we use the property that they are both piecewise polynomial. (Note that this property of being piecewise polynomial has been proved for . It will be shown that it holds for and with , too.)
For convenience of expression, let us first define some notations. Given integers , let be the integer such that the function is a polynomial in in each of subdomains of . And let denote the boundary values of those subdomains. More specifically, given integers , let and be the numbers with the following properties. The -index of states which "polynomial piece" of the function the input variable is in. Note that decreases as increases. Let us use to denote the set of -indices of the real numbers in the interval
We get
The last element in the aforementioned set is a limit because the interval does not contain the boundary value . Let us define the set (for ) as
The next lemma shows that the numbers in -which are cell levels-partition the domain of into subdomains that have the following property: for two cells of two arbitrary cell levels in the same subdomain, if we program both of them with the same targeted cell-level increment , the two sets of possible levels of the two cells after the charge injection will have the same set of -indices.
Lemma 16:
We denote the numbers in the set by such that . Also, let and . Then, for , for any two numbers in the interval , .
Proof: Without loss of generality, assume that . We just need to prove that (1) and (2) Let us prove condition (1) The following theorem shows that the numbers in partition the domain of the cell level into subdomains, such that in every subdomain, the function is a polynomial in . Furthermore, it shows how to compute the algebraic expression of the function efficiently. , is the minimum of at most known polynomials. The method of computation should be clear, so we skip its details. The only thing to note is that if the curves defined by these polynomials intersect, the subdomain may need to be partitioned into more smaller intervals, such that in each smaller interval, is still a polynomial in .
As mentioned before, after the aforementioned computation, if the polynomials for in adjacent subdomains happen to have the same algebraic expression, we merge the two subdomains into one for a more succinct representation.
D. Optimal Cell Programming Algorithm
In this section, we describe the cell-programming strategy that minimizes the expected cost of the final cell level. Recall that at most rounds of charge injection can be used for programming a cell. We use the algorithm described before to compute the functions for , and compute the functions for and . These functions are then stored in the memory storage system, to be looked up during the actual cell-programming process. 2 We now present the cell-programming algorithm. Recall that is the target cell level, and rounds of charge injection can be used to move the cell level from 0 to close to . The task is to adaptively choose the targeted cell-level increment for each of the rounds. For , let denote the actual cell level after the th round of charge injection. Let denote the initial cell level. The objective of cell programming is to minimize the expectation of . The optimal cell-programming algorithm is as follows.
For , set the targeted cell-level increment in the th round of charge injection to be such that
That is, in each round, the algorithm always chooses the targeted cell-level increment to be the one that, given the current cell level, minimizes the expected cost of the final cell level. Note again that the randomness in programming is due to the programming noise, and the programming strategy in each round is chosen adaptively based on that. We can see that the algorithm also minimizes the expectation of the overall cost (i.e., the cost of the rounds in total), , due to the linearity of expectation for random variables (i.e., the programming noise in the rounds). So, it is optimal.
It should be noted that once the functions and are stored, it is very efficient to look them up for the actual programming of cells (specifically, to find the value in the aforementioned programming algorithm). Let us now analyze the time complexity of computing these functions and , which are computed only once. For simplicity, we use the cost function for the MLC technology as an example, but the results can be easily extended for both general cost functions in Definition 14.
When , the function is a degree-2 polynomial of in intervals. By induction (for simplicity, we only present the conclusion and skip the detailed analysis), for and , the function is a degreepolynomial of in intervals; for , the function is a degreepolynomial in intervals. So, the overall time complexity of computing all the functions is . So, when the number of rounds of charge injection is a constant (in practice is small), is not arbitrarily small, and is not arbitrarily close to 1, the complexity is upper bounded by a polynomial function of the parameters. We note that the aforementioned complexity is derived based on a very pessimistic analysis. The actual complexity is usually (significantly) lower.
E. Numerical Computation
We demonstrate the numerical computation of the functions and . We consider two cases for the cost function: for MLC and for rank modulation (see Definition 14) .
1) Multilevel Cells: For MLC, we set the cost function as and set the parameters as . The function is shown in Fig. 5 , for and . We can see that is piecewise polynomial, and it monotonically decreases when increases (because more rounds of charge injection leads to more accurate programming). We can also see that converges quickly as increases. As an example, we show the numerical functions of and in Figs. 6 and 7, respectively, for . The left column of the table shows the domain for , and the right column shows the polynomial ( or ) in this domain. is shown in Fig. 8 , for and . Again, we see that is piecewise polynomial, it monotonically decreases with , and it converges quickly with . For illustration, we also show the numerical functions of and in Figs. 9 and 10 , respectively, for . 
V. CONCLUSION
This paper studies the capacity and programming of flash memories. The cell programming is an iterative process that monotonically increases the charge level in the cell. This makes the flash memory cells a unique kind of storage media, which can be modeled, and generalized, by the monotonic storage channel. This paper presents an optimal programming algorithm that achieves the zero-error capacity. It also presents a programming algorithm that optimizes the expected cell-programming precision, under the MLC model and the rank modulation model, respectively. The results in this paper can be extended in several significant ways. First, more accurate programming noise models can be considered, which may depend on the physical quality of the flash memory cell, the interference introduced by parallel programming of cells, and the current level of the cell. Second, reliability requirements can be introduced so that after data are written, they can be reliably stored and retrieved despite the read disturbs, write disturbs, and other noise sources. A typical approach is to introduce sufficiently large gaps between adjacent cell levels and to use appropriate error-correcting codes. Third, the capacity of cell ensembles and its relationship with the programming cost is an interesting topic to study.
