The most standard approach to resolve the inherent ambiguities of the non-rigid structure from motion problem is using low-rank models that approximate deforming shapes by a linear combination of rigid basis. These models are typically global, i.e., each shape basis contributes equally to all points of the surface. While this approach has been shown effective to represent smooth deformations, its performance degrades for surfaces composed of various regions, each following a different deformation rule. Piecewise methods attempt to capture this type of behavior by locally modeling surface patches, although they subsequently require enforcing global constraints to assemble back the patches. In this paper we propose an approach that combines the best of global and local models: it locally considers low-rank models but, by construction, does not need to impose global constraints to guarantee local patch continuity. We achieve this by a simple expectation maximization strategy that besides learning global shape bases, it locally adapts their contribution to each specific surface region. Furthermore, as a side contribution, in order to split the surface into different local patches, we propose a novel physically-based mesh segmentation approach that obeys an energy criterion. The complete framework is evaluated in both synthetic and real datasets, and shows an improved performance to competing methods.
Introduction
Simultaneously estimating non-rigid 3D shape and camera motion from a monocular image sequence, i.e., the NonRigid Structure from Motion (NRSfM) problem, is severely ill-posed because many different 3D shapes can produce very similar image observations. The problem becomes even more challenging when input data is corrupted by artifacts such as noise or missing data. Over the past decade, a wide body of research has been proposed to tackle these complex situations [6, 22, 26, 39] . At the core of most these methods, lies the assumption that objects do not arbitrarily change their shapes, and that their deformations can be ruled by low-rank models. Among them, the more widely Figure 1 . Overview of our approach for non-rigid reconstruction. The input to our algorithm is a series of 2D point tracks in a monocular video (top). We initially compute a mean shape using rigid factorization (mid-left). We then apply a new physics-based segmentation algorithm to split this shape into regions that have a similar energy pattern (mid-left,right). These regions are fed into our novel strategy that models the shape globally but allows to locally interpret each of the segmented regions. The outcome of our algorithm is the 3D shape in all video frames (bottom) and the camera poses. Note how the results show how our approach captures correctly the local deformations produced in the mouth and eyes. The figure is best viewed in color.
used are the low-rank shape models [10, 31] , in which the 3D shape is spanned by a linear combination of rigid and global basis weighted by time-varying coefficients. This has raised a number approaches for sparse [17, 26] , dense [20] and even sequential [1, 30] reconstruction.
While effective, global models are constrained to shapes that exhibit a homogeneous physical behavior, and are prone to fail for surfaces composed of different local deformations, like those we can find in a biological structure with different tissues, or in a human face expressing emotions, where the deformation is mostly focused on the mouth and the eyes area. There have been several attempts at tackling this by means of piecewise methods [16, 19, 33, 37] that split the shape into small overlapping patches or segments and independently model each of them. However, these approaches either require local rigidity constraints and become limited to isometric deformations [16, 37] , or need to solve an optimization problem per each patch and subse-quently relying on post-processing steps to assemble back all patches and enforce global consistency [19, 33] .
In this paper we propose a novel low-rank global model with local interpretation that allows the fitting of models to small regions, while still retaining the global consistency of the shape without the need of post-processing operations nor requiring overlapping of neighboring regions, solving a single optimization problem. In addition, since no inextensibility constraints are imposed, our method can handle non-isometric motions. Like in global low-rank modeling, we approximate surface deformation by a linear combination of rigid shape basis. However, our main novelty is to specifically weight the contribution of each basis for each segment, that is, instead of using a single time-varying weight per shape basis, we use as many weights as patches or regions the surface is made of. By doing this, we are able to learn the more specific deformation patterns each region may undergo. Although our approach introduces additional unknowns -the per-basis weights-to the global NRSfM problem, we can learn them along with the shape basis and the camera pose parameters using a probabilistic expectation-maximization framework, similar to the one applied in [5, 39] for learning different deformation models.
An additional contribution of our work is a physicallyinspired technique to perform mesh segmentation, which we use to generate the local regions that are fed to the NRSfM algorithm. This segmentation holds on a modal analysis performed to the mean shape and splits the surface into regions with similar energy patterns. An schematic of the overall approach, and how the segmentation and reconstruction algorithms are combined is depicted in Fig. 1 . Quantitative results on synthetic data, as well as qualitative results on real video sequences, will show the advantages of our approach.
Related Work
Reconstructing a time-varying 3D surface while estimating camera pose from solely the observation of 2D point trajectories, is a severely under-constrained problem that requires additional prior information. The most standard prior consists in constraining the surface to lie on a global low dimensional shape space [24, 41] . These early approaches built upon the well-known closed-form factorization method for rigid reconstruction [38] . Later, several iterative methods were proposed to recover the shape and pose parameters [18, 26, 31, 39] , which, on top of the low-rank constraints, incorporated temporal and spatial smoothness on the shape. Another way to enforce temporal smoothness is through differentials over the 3D shape matrix by directly minimizing its rank [17, 20] .
While global methods have been extensively used in the literature, they may perform poorly when parts of the object obey different deformation rules. To address this problem two new families of solutions were proposed, the local trajectory-based models and the piecewise methods. [7] introduced trajectory models through a series of predefined basis of a discrete cosine transform to independently span the trajectory of each object point. Later, priors on trajectories were incorporated using 3D point differentials [40] and further combined with the global shape model in [23] . Alternatively, piecewise solutions split the surface into a number of patches and independently model and solve each of them. However, these methods usually require tracking more points than global approaches to locally enforce isometry constraints that help to disambiguate the problem [16, 37] ; or on the other hand, to enforce a smooth transition from the local models to a global one, these methods rely on a large number of overlapping patches [19, 33] . This may require being able to match features between neighboring patches, which can be difficult in practice. Contributions. We propose two main contributions. First, we present a novel solution for non-rigid reconstruction that combines the best of global and local models into a single framework. We resemble local methods in that our approach can locally model surface regions with distinct physical behavior. And, like in global models, we can do this without then having to enforce global continuity, which is inherently guaranteed by our formulation. Furthermore, this is achieved with just a small number of additional parameters compared to existing techniques, which can be learned with standard expectation-maximization. Our second contribution is a new physically-grounded shape signature that holds on a modal analysis decomposition. This signature is used to segment a reference shape into regions with similar energy patterns, which become the local patches for the reconstruction algorithm. The combination of both these contributions shows favorable results compared to state-ofthe-art techniques, as we report in the results section.
Physically-based Mesh Segmentation
We next present our physically-based approach for mesh segmentation that will be used as input to the reconstruction technique. We first revisit concepts of modal analysis, the physical principle upon which we build a signature per each 3D point of the mesh. This descriptor is then used to generate multiple candidate segmentations, that are fed into a consensus clustering for the final segmentation.
Revisiting Modal Analysis
Modal Analysis (MA) is a standard technique in structural engineering to reduce the degrees of freedom of a deforming shape by approximating it as a linear combination of modes [11] . In MA, the N nodes of an object can be regarded as physical elements (e.g., spring, triangle or tetrahedral meshes), and assemble their local contributions into global stiffness K and mass M matrices. Both matrices Figure 2 . Sample examples of 3D mesh segmentation in general meshes. In the results section we show further segmentation examples specifically applied to the images we then feed to the reconstruction algorithm. The figure is best viewed in color.
are computed following [3] . We can then solve equilibrium equations and obtain the undamped free vibration response of the 3D object caused by a disturbance with respect to the shape at rest s 0 based on the following generalized eigenvalue problem:
where
] are the 3N mode shapes (eigenvectors) and diag(Ω) their frequencies (eigenvalues). Each eigenmode φ k is a 3N × 1 vector representing the displacements of all N nodes with respect to s 0 . The frequency spectrum pattern can be used to infer physical properties of the object [1, 35] . In particular, [1] used the mode frequency to classify them into bending and stretching types. Within each category, in turn, it was shown that eigenmodes with lower frequencies are mode shapes that require less energy to be excited, and govern global deformation. In contrast the most high frequency modes dominate local deformations. Recall that this principle was successfully used to code the deformations of an object exclusively by observing its mean shape, and we here use these observations to obtain region-based features under deformation and to segment a mesh based on an energy criterion. We next describe the details of the segmentation algorithm.
Energy-Preserving Segmentation Algorithm
Deformable mesh segmentation is an active research topic in 3D shape analysis. Much of the focus in this area consists in building point signatures robust to non-rigid deformations. These descriptors are then used to perform the actual segmentation in schemes like [21, 25, 32] . The nature of such signatures may be very different (global or local, geometric or topological, volumetric or superficial, intrinsic or extrinsic) [15] and its review is beyond the focus of this paper. Just to name a few, it is worth mentioning descriptors based on geodesic distances or on the Laplace-Beltrami [34] and its variants like the Heat Kernel Signature [14, 36] .
Drawing inspiration in these works, given a point x on the surface, we define its global signature G(x) ∈ R 3×2p by taking the value of the first p eigenvectors on both the bending and stretching family shapes, weighted by a function of the corresponding eigenvalue. The G(x) is:
where φ k [x] are the 3 components of φ k at the point x, {φ jb , ω jb } are the pairs eigenmode/eigenvalue of the bending deformation and {φ js , ω js } the corresponding stretching pairs. Lower-energy mode shapes, i.e., those related with global deformations, will have a stronger contribution. A straightforward approach to perform an energy-based segmentation, could be simply running a standard k-means clustering based on the shape embeddings defined by Eq. (2). However, the results obtained this way turned not to be stable and strongly depended on the initial seeds chosen to initialize the k-means. In order to obtain more stable segmentations, we followed the consensus segmentation approach proposed recently in [21, 32] . The main idea is to first generate an ensemble of segmentations by running the clustering algorithm multiple times, and then computing a consensus segmentation that is as close as possible to all the others (see Fig. 1 ). More specifically, let B ∈ R B×N be a representation of the B segmentations, where B[b, j] is the label of the j-th point in the b-th segmentation. The consensus segmentation y can then be retrieved by computing the Fréchet sample mean:
where d is a semi-metric to measure the distance between segmentations, and B[b, * ] is the b-th row in B, i.e., the b-th partial segmentation. For further details we refer the reader to [27, 32] . Figure 2 shows segmentation results on some synthetic objects of the benchmark TOSCA [13] . Although our segmentations are not visually symmetric, they produce more accurate solutions compared to competing methods, as we show on real objects in the results section.
Global-to-Local Deformation Model
In this section we introduce our global shape model with local interpretations. We start reviewing classical global low-rank shape models, upon which, we will then build our proposed approach.
Classical Global Low-rank Shape Model
Representing the non-rigid deformation of an object as a linear combination of rigid, global shape bases is a wellknown practice. Such a low-rank shape basis has been computed by learning techniques like principal component analysis over a set of training data [12, 29] , applying modal [1, 9] or spectral [4] analysis over a rest configuration, or estimated on-line using data-driven methods [20, 26, 31, 39] . 
, and s n,r = [x n,r , y n,r , z n,r ] are the coordinates of the n-th point on the r-th shape vector. If we concatenate these modes into a matrix S = [s 1 , . . . , s R ] ∈ R 3N ×R we can write s t = s 0 + Sψ t , or equivalently:
where ψ t is an R-dimensional vector with the time-varying coefficients for the shape at time t.
Local Interpretation of Global Shape Models
We next describe our strategy to provide the global mode shapes with the ability to adapt locally. Let us assume our shape s t to be partitioned into C clusters. Without loss of generality we consider the N points x t n , n ∈ {1, . . . , N} to be sorted in such a way that the N 1 first points belong to the first cluster, the next N 2 points belong to the second cluster, and so on, until the C-th cluster 1 . Note that C c=1 N c = N , i.e., we do not assume overlapping between the points of neighboring clusters. Our goal is to let global shape basis to adapt differently to each cluster.
To allow the global shape basis S to adapt locally for each of the clusters, we will follow a simple strategy, where the components s n,r of S will be re-arranged into a 3N × RC block diagonal matrixS, and the vector of coefficients ψ t will be expanded to an RC-dimensional vector ϕ t . In particular, the global model of Eq. (4) will be rewritten as the following global model with local interpretation s t = s 0 +Sϕ t , or equivalently:
. . .
. . . 
Note that with this formulation, each shape cluster can be locally adapted by means of their particular coefficients ϕ c . The global and local shape bases have exactly the same number of non-zero components (see classical global model in Eq. (4)). This is why we claim our new model is a global one, but with local interpretations. The only additional parameters correspond to the vectors of coefficients, which has grown from size R in ψ, to size RC in ϕ. The new matrix of shape basisS has 3NR non-null parameters, which exactly correspond to those of the original matrix S. Indeed the two matrices can be related by means of an RC × R compression matrix C as follows:
where ⊗ denotes a Kronecker's product, I R is the Rdimensional identity matrix and 1 C is a C-dimensional vector of ones. When considering one single cluster, C ≡ I R , and our model becomes the classical global one. By construction, the compression matrix C has rank R, and the inverse mapping cannot be computed. For later computations, we can alternatively represent Eq. (7) as:
where vec(·) denotes the vectorization operator.
Recovering Shape and Motion with the new Deformation Model
We now describe how to introduce our global low-rank shape model with local interpretations into the formulation of the NRSfM problem, to jointly obtain camera motion and non-rigid shape by solving a single optimization problem.
Problem Formulation
Let us consider an orthographic camera observing a dynamic object which at a time instant t is represented by a 3N vector s t . We can write the projection of the 3D points onto the image by:
where p t is a 2N -vector with the projected points, Q t = I N ⊗ R t and has size 2N×3N , R t are the two upper rows of a full rotation matrix and n t is a 2N -dimensional vector of Gaussian noise. Note that this projection model assumes mean-centered 2D projections, and thus the translation component of the pose is not considered. Our problem consists in, given the observation of temporal point correspondences p t corrupted by noise n t , for t ∈ {1, . . . T }, recovering the shape s t and camera rotation R t for all frames of the sequence. We can introduce the shape model of Eq. (5) into the projection Eq. (9) as:
Probabilistic Global Shape Model with Local Interpretations
In order to jointly learn shape and motion, we follow the recent works on probabilistic NRSfM [5, 39] . The overall approach consists in first defining a probabilistic distribution over the observations p t on Eq. (10), and then estimating the model parameters that maximize its likelihood function using an EM-based algorithm.
To achieve this, we assume the time-varying coefficients ϕ t become latent variables and follow a zero-mean Gaussian distribution ϕ t ∼ N (0; I RC ). If we also assume that the observation noise follows a Gaussian distribution n t ∼ N(0; σ 2 I 2N ), it can be showed that the projected points p t are normally distributed:
Solving the NRSfM problem is then equivalent to learning the parameters of this distribution. We next describe how we do this by performing Maximum Likelihood Estimation (MLE) on this latent variable problem using EM.
Parameter Learning with EM
The MLE distribution in Eq. (11) is learned using EM in a similar manner as done in [5, 39] . Concretely, given the 2D point trajectories p = {p 1 , . . . , p T }, we aim at estimating the parameters Θ = {R 1 , . . . , R T ,S, σ 2 }, taking the weight coefficients ϕ t as latent variables. We next detail the specific equations involved in each of the E− and M −steps over which the EM algorithm iterates.
E-
Step. The first step in EM consists in estimating the posterior distribution over the variables ϕ t given the observations p t and the current model parameters Θ. Assuming i.i.d. observations, it can be shown that this distribution is:
with:
M-
Step. In the M-step, we seek to maximize the likelihood of the observed data (or minimize its negative loglikelihood) with respect to the modal parameters Θ. For this purpose, we replace the latent variables by their expected values, and build the following negative log-likelihood function L ≡
, where E [·] denotes the expectation operator. In order to update each model parameter, we compute its corresponding partial derivative assuming the rest of parameters are fixed, set it to zero and solve it. We next detail the update rules we obtain for every parameter.
Updating the Deformation ModelS. Note that the likelihood L is a function of the global-to-local matrixS we have introduced in this paper. However, as seen in Eq. (5), S is block diagonal and their only non-zero elements are the same as those of the classical global shape matrix S in Eq. (4). We therefore proceed by first estimating the matrix S to then build the extended versionS.
Since the likelihood function L does not explicitly depend on S, we need to resort to Eq. (8) that mapsS to S to then solve for ∂L ∂S = 0. In this way, we can compute the mapping in closed-form (with no need to invert the matrix C), obtaining finally the following update rule for the shape basis:
where we use the expectation
Updating R t and σ. The update rules for the rotation matrices and 2D noise parameter can be computed in a more straightforward manner from a direct computation of the partial derivatives ∂L/∂R t = 0 and ∂L/∂σ 2 = 0. For the rotation matrices we just need to ensure that they lie on the smooth manifold defined by the orthogonal group SO(3), which we achieve following the iterative approach proposed in [2] . Model parameters are initialized running a rigid factorization algorithm [28] .
Practical Considerations
We next briefly discuss several details of our approach regarding its ability to handle outliers and the influence of the number of clusters. For each experiment, we show the input images at the top, and at the bottom a frontal and side views of the reconstructed shapes. For the reconstruction views, we also include colored triangles and points to represent the cluster they belong. We set the number of clusters to C = 4 for the Face1 and to C = 5 and for Expressions. The rank of the shape model is set to R = 2 and R = 4, respectively. Best viewed in color.
Dealing with missing data. The EM-based optimization framework we propose, allows to naturally handle missing observations due to occlusions or outliers. To do this, we need to consider the missing observations at initialization and optimization. At initialization, we can obtain the missing entries by imposing smooth trajectories in the image plane, as done in [23] . For the optimization stage, the missing entriesp t i are updated during the M-step by considering the expected latent values and the model parameters as:
whereS i, * represents the shape contribution for the i-th point. In the experimental section, we will show our approach performs robustly to large amounts missing data.
Number of clusters. The number C of clusters a shape is segmented is manually chosen. We could have used statistical measures for doing so (e.g., information criteria) but we found it not necessary. In any event, the value of C has direct implications both in the computational cost (the size of the latent variables ϕ t is RC) and in a lesser extend, in the accuracy. In the results section we will evaluate several choices of the parameter C, which represent good compromises between computation time and accuracy.
Experimental Evaluation
We next present quantitative and qualitative results of our approach on a wide variety of objects and types of deformations. These results can be best viewed in the supplemental video. When a quantitative evaluation is reported, we provide the mean 3D reconstruction error as defined in [19, 20] . P P P P P P P P [7] , CSF2 [23] , KSTA [22] , and EM-PND [26] in terms of e3D [%] . "−" indicates the algorithm did not manage to process the sequence. In all cases we show the results with the number of rank R in the subspace (in brackets) that gave the lowest e3D.
Synthetic Data
We consider a synthetic benchmark with three sequences annotated with 3D ground truth. Two of the sequences are from [8] and show faces performing simple deformations and gestures. Each sequence consist of 100 frames and 313 points. We denote these datasets as Face1 and Face2. We also use the mocap sequence from [42] , which shows a 3D face performing over-exaggerated expressions. Although this data is not originally meant for evaluating NRSfM methods, we process it to generate a sequence of 384 frames and 997 2D point tracks, which we denote it as Expressions.
We will compare our approach against the following methods that use low-rank models on both shape and trajectory spaces. Particularly, we consider: EM-LDS [39] , and EM-PND [26] for shape space; PTA [7] for trajectory space; the Column Space Fitting (CSF2) [23] and the Kernel Shape Trajectory Approach (KSTA) [22] for shapetrajectory methods 3 . The parameters of these methods were set as suggested in the original papers. For the optimization stage, we only have to set the rank of the subspace R. The number of clusters, is set to C = 4 for the Face1 and Face2 experiments and to C = 5 for the Expressions experiment.
The mean 3D reconstruction errors are summarized in Table 1 . Observe that our approach consistently outperforms the rest of competing approaches. In Fig. 3 we show some qualitative results including the 2D input data and the reconstructed 3D shape, along with the regions that have been computed by the segmentation algorithm. Note that no discontinuities are observed at the boundaries of neighboring regions, indicating that our approach can naturally enforce global consistency with no need to use specific postprocessing operations.
Regarding the computation time, the Face1 and Face2 sequences required about 0.88 sec. to be segmented, and about 14.40 sec. to compute the 3D shape. For the Expressions sequence the segmentation and reconstruction times were 2.13 sec. and 363.12 sec., respectively. It is worth to point that EM-PND [26] , which is acknowledged to be Noise-less 2D data. Middle: The 2D observations have been corrupted with Gaussian noise of standard deviation σnoise = 0.01κ, where κ represents the maximum distance of an image point to the centroid of all the points. Right: Robustness to 50% random missing data. Figure 5 . Real Video Sequences. For each sequence we show on the top the input images with the 2D tracking data (circles) and the reprojected 3D object (dots). In the row below we show the 3D reconstructed shape from a different viewpoint. Colored regions, represent the retrieved segments (C = 6 for Back and Heart; C = 5 for Face). Figure 6 . Local-to-global interpretation. We display the temporal evolution of the weight coefficients ϕ t . The number of basis is R = 3 for all sequences, and the number of segmented clusters is C = 5 or C = 6. Note that for the Face sequence the 5 interpretations are very similar, so our local interpretation model becomes a global one. For Back and Heart sequences, we observe larger deviations, and hence the local interpretation is well suited to model this type of deformations. Best viewed in color.
at the top of the state-of-the-art in low-rank shape models, took 303.87 sec. to process both Face1 and Face2 sequences, and hence our method also outperforms this method in terms of efficiency.
We also use the Expressions dataset to evaluate our approach as a function of the dimensionality R of the low-rank model, and of the number C of clusters. The results are shown in Fig. 4 for the noise-less case (left), when adding 2D noise to the input data (middle) and against missing data (right). The overall pattern is that there is little influence of these two parameters, as long as more than one cluster is chosen. This result indicates that choosing more than one cluster is advantageous for the kind of sequences we have chosen, where distinct regions obey different deformation patterns. In the Expressions sequence, for instance, the deformation of the mouth is very different from that of the cheek or the forehead. Finally, we also validate our physicsbased segmentation compared to a Laplace-Beltrami criterion [32, 34] . The results in Table 1 for this case are: 2.90(3), 2.49(2) and 1.91(2), respectively. This means our segmentation approach provides more accurate reconstructions than competing distance-based descriptors [32, 34] .
Real Video Sequences
We also qualitatively evaluate our approach on three real and semi-dense sequences (about 1,000 points). We first process the back sequence, with 150 frames showing the back of a person deforming sideways and flexing [33] . We use the 878 point tracks provided by [20] . Figure 5 -top shows the 3D reconstruction. We also represent the physicsbased segmentation. The second sequence (79 frames, 1,332 points) shows a beating heart acquired during bypass surgery. Figure 5 -middle depicts the 3D reconstruction, where one of the main challenges is to handle the small camera motion. Finally, we process a real face sequence (125 frames, 1,442 points). Figure 5 -bottom shows the 3D reconstruction and the segmentation we obtain. Interestingly, note how the clusters seem to group areas with similar physical behavior, like the two eyes, and a distinctive region around the mouth.
In Fig. 6 we show the temporal evolution of the coefficients ϕ t in Eq. (5) for each of the clusters C = {1, . . . , 6}, and for each of the basis R = {1, 2, 3}. Note that for the Back and Heart sequences the coefficients differ much more among clusters, than for the Face sequence. This responds to the fact that the latter, only shows a small amount of non-rigid deformation around the mouth and eyes areas, which could be appropriately modeled by a global model (or equivalently considering C = 1, one single cluster). Our approach automatically behaves this way, by making the weights of the different clusters almost identical.
Conclusion
In this paper we have presented a new low-rank model for representing the shape of deformable objects. We have shown that classical low-rank global models can be locally interpreted by just rearranging their terms and introducing new region-specific coefficients. With this strategy we get the best of existing global and local models: ability to specialize the model to local object regions, and no need to enforce global consistency on these local interpretations. Additionally, we have proposed a new physically-based mesh segmentation approach, that computes local regions based on an energy-deformation criteria. We illustrate the effectiveness of both these contribution in the NRSfM problem, where our solution produces more accurate 3D reconstructions than state-of-the-art approaches. Even though our results are accurate, our future work is oriented to refine the mesh clustering while learn shape and motion.
