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ABSTRACT 
We develop the theory of convergence of a generic CR algorithm for the matrix 
eigenvalue problem that includes the QR, LR, SR, and other algorithms as special 
cases. Our formulation allows for shifts of origin and multiple GR steps. The 
convergence theory is based on the idea that the GR algorithm performs nested 
subspace iteration with a change of coordinate system at each step. Thus the 
convergence of the GR algorithm depends on the convergence of certain sequences 
of subspaces. It also depends on the quality of the coordinate transformation matrices, 
as measured by their condition numbers. We show that with a certain obvious shifting 
strategy the GR algorithm typically has a quadratic asymptotic convergence rate. For 
matrices possessing certain special types of structure, cubic convergence can be 
achieved. 
1. INTRODUCTION 
The QR and LR algorithms are well-known procedures for calculating 
eigenvalues and eigenvectors of matrices. There are other not so well-known 
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algorithms, e.g. SR and HR, which can be useful in special situations. All of 
these algorithms have very similar theories, and they also have similar 
practical implementations. The results are scattered in the literature. We felt 
it would be useful to develop a general theory that includes all of these 
algorithms as special cases. A step in this direction was taken by Della-Dora 
1141, who proved a convergence theorem for algorithms based on subgroup 
decompositions. His theorem covered the QR, LR, and other algorithms 
simultaneously, but it was limited to the unshifted case and dealt only with 
matrices whose eigenvalues have distinct moduli. Our objective is to study 
the algorithms as they are really used, i.e. with varying shifts and multiple 
steps. In this paper we present a general convergence theory. In a subse- 
quent article [25] we will discuss issues associated with the implementation 
of implicit versions of the algorithms. 
We begin by introducing (in Section 2) our object of study, a generic GR 
algorithm, and listing several examples. The GR algorithm is an iterative 
procedure that begins with a matrix A, whose eigenvalues we would like to 
know, and produces a sequence of similar matrices (Ai) that (hopefully) 
converges to upper triangular form, exposing the eigenvalues. The transform- 
ing matrices for the similarity transformations Ai = Gi ‘Ai _ iGi are obtained 
from a “GR decomposition” p&A,_ i> = Gj Ri, in which Ri is upper triangu- 
lar and pi is a polynomial. The degree of pi is called the multiplicity of the 
ith step. Until recently workers have focused their attention on single and 
double steps, i.e. steps of multiplicity one and two, respectively. In recent 
years it has been recognized that steps of higher multiplicity are sometimes 
useful. For example, in the SR algorithm [9] it is natural to use steps of 
multiplicity four. Recently Bai and Demmel [I] have experimented with QR 
steps of multiplicity as high as 20, the objective being to improve the 
opportunities for parallelism in a QR step. Since we allow steps of any 
multiplicity, our theory covers all of these cases. 
In Section 3 we show that every CR algorithm is a form of nested 
subspace iteration in which a change of coordinate system is made at each 
step. This insight is the key to a clear understanding of why the algorithms 
converge. The connection between subspace iteration and the LR algorithm 
has been known for a long time. It was pointed out by Bauer in his earliest 
work [3] on Treppeniteration, a form of subspace iteration. The connection 
between the QR algorithm and subspace iteration was reported in Wilkin- 
son’s book [26] and elsewhere, but its utility as a vehicle for understanding 
the QR and similar algorithms and proving that they converge seems not to 
have been appreciated until Buurema’s dissertation [ll]. The message was 
subsequently reinforced by Parlett and Poole [21] and again by Watkins [24]. 
In Section 4 we present several simple lemmas concerning distances 
between subspaces. These are used in Section 5 to help prove our basic 
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convergence theorems for subspace iteration. While proofs of convergence of 
subspace iteration have been given before (e.g. [ll, 2111, they have focused 
on the unshifted case. Our theorems are concerned with nonstationary, i.e. 
variable-shift, subspace iteration. These are then used in Section 6 to prove 
theorems about the convergence of the GR algorithm. It is interesting that 
the convergence of all GR algorithms is based on the convergence of the 
same sequences of subspaces, assuming the same sequence of shifts is chosen 
in each case.’ What sets the various algorithms apart from one another is the 
varying quality of the transforming matrices Gi used to perform the change 
of coordinates at each step. Our theorems guarantee convergence only if the 
condition numbers of the accumulated transforming matrices Gi = G,G, * . . 
Gi remain bounded as the iterations proceed. 
Our global convergence theorem holds for shifting strategies that con- 
verge. Unfortunately no one has ever been able to devise a practical shifting 
strategy that is guaranteed to converge for all matrices and can be shown to 
converge rapidly.’ Indeed, there appears to be little hope for a universally 
valid, global convergence theorem for shifting strategies that are used in 
practice. Batterson and Smillie [2] have even shown that one well-known 
strategy, the Rayleigh-quotient shift, can behave chaotically. The set of 
matrices on which chaotic behavior occurs has positive Lebesgue measure in 
the space Cnxn. It may well be that other shift strategies can also exhibit 
chaotic behavior, although this is not something that has been observed 
frequently. 
For local convergence the situation is better. We are able to show that for 
a particular practical strategy, which we call the generalized Rayleigh-quo- 
tient strategy, the local convergence rate is typically quadratic. For matrices 
having certain types of special structure, it is cubic. For example, the QR 
algorithm applied to a normal matrix typically converges cubically. This is a 
known result, at least for the case of single and double-step algorithms. As a 
second example, the SR algorithm applied to Hamiltonian matrices typically 
converges cubically. 
Earlier proofs of the quadratic convergence of the QR algorithm have 
been based on the fact that the QR algorithm can be viewed as inverse 
iteration, in particular Rayleigh-quotient iteration. Our approach makes no 
reference to inverse iteration whatsoever. That such an approach should be 
possible is made clear by the duality theorem discussed in [24, Theorem 4.11, 
‘Similar observations have been made previously by Bauer [4] and Parlett and Poole [21]. 
“Success has been achieved for the important special case of tridiagonal Hermitian matrices. 
On this class, the QR algorithm with the Wilkinson shift strategy has rapid, global convergence. 
See [20, $8-101. 
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which illustrates the fundamental connection between direct and inverse 
subspace iteration. 
2. THE GENERIC GR ALGORITHM 
Our results will be stated in terms of a generic GR algorithm, which is in 
turn based on a generic GR decomposition. A GR decomposition is any 
well-defined rule by which every matrix C in some large class of matrices G 
can be expressed as a product 
C=GR, 
where G is nonsingular and R is upper triangular. In other words, a GR 
decomposition is a rule that assigns to each C E 8 a unique nonsingular G 
that “reduces C to triangular form,” in the sense that G-‘C is upper 
triangular. This second statement of the definition reflects the way in which 
GR decompositions are often computed in practice. Given a GR decomposi- 
tion, we can define a corresponding GR algorithm, in fact, a whole family of 
algorithms. Let A be a matrix whose eigenvalues we would like to know. The 
GR algorithm generates a sequence (Ai) of similar matrices as follows. A, is 
taken to be A or some convenient matrix similar to A, say A, = Gi’AG,. 
Given A,_r, let pi b e some polynomial such that pi(Ai _ 1) E 8. Then 
p,(A,_,) has a CR decomposition: P~(A~_~)=G~R~. Define Ai by Ai = 
G,: ‘Ai_ IGi. The step from Ai_ 1 to Ai can be expressed succinctly by the 
two equations 
pi(Ai-1) =GiRi, (1) 
Ai = G,:‘A,_,G i’ (2) 
Under suitable conditions the sequence (Ai) wil1 tend to upper triangular, or 
at least block triangular, form, yielding information about the eigenvalues. 
Information about eigenvectors and invariant subspaces is obtained by accu- 
mulating the transforming matrices Gi. The choice of the pi has much to do 
with the rate of convergence. The simplest choice is p$A,_ 1) = Ai_ Ir which 
yields the basic GR algorithm. If we wish to have the sequence converge 
rapidly, we must make a cleverer choice. The Rayleighquotient shifting 
strategy often works well. We take p,(A,_,) = Ai_ 1 - ail, where the shifi ai 
is taken to be the (n,n> entry of A,_r. Another good choice is pi@_,)= 
(Ai- -UiXAi_l- ~~1, where a, and ri are the eigenvalues of the lower 
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right-hand 2 x 2 submatrix of A i _ 1. Both of these strategies are special cases 
of the generalized Rayleigh-quotient strategy to be discussed in Section 6. 
The degree of pi is called the multiplicity of the ith step. If pi has 
degree 1, it is a single step. If the degree is 2, it is a double step, and so on. 
Writing pi in factored form: p,(A) = oi(A - (r:‘)XA - ai”)) . . . (A - a:)), 
we call the roots a,(‘), . . ., m crci) the shzj3s for the ith step. Each step of 
multiplicity m has m shifts. A procedure for choosing the pi is called a 
shi.ting strategy because the choice of pi implies a certain choice of shifts 
al(i) ,..., a:). The pi are usually chosen to be manic (ai = 1). This is a minor 
point, for all of the GR algorithms that we will consider have the following 
property: If p(A) has the decomposition p(A) = GR, then for any (Y # 0 the 
GR decomposition of arp(A) is GB, where fi = cr R. This property implies 
that the outcome of a GR step is invariant under resealing of p. 
If p,(A,_,) is nonsingular, then Ri must be nonsingular, and it is easily 
shown that Ai = R,A,_,R;‘. Therefore, if A,_1 is in upper Hessenberg 
form, Ai will also be in upper Hessenberg form. It is common to choose G, 
so that A, is in upper Hessenberg form. Then all Ai will be in upper 
Hessenberg form, as long as all p&A,_,) are nonsingular. While nonsingular- 
ity is the rule, singular p,(A,_,) do not cause problems in practice; in fact 
they are good news. 
EXAMPLE 2.1 (QR decomposition). Let &=Cnx”. Every CE&canbe 
expressed as a product C = QR, where Q is unitary and R is upper 
triangular. One can specify rules for calculating Q and R so that they are 
uniquely determined. For example, one could say that A is to be reduced to 
upper triangular form by reflectors, as in Algorithm 5.2.1 of [17]. The QR 
decomposition gives rise to the famous QR algorithm. 
EXAMPLE 2.2 (LB decomposition). Let L c Cnx” be the set of matrices 
whose n - 1 leading principal minors are nonzero. Every C E t can be 
expressed uniquely as a product C = LR, where L is unit lower triangular 
and R is upper triangular. This decomposition and that of the following 
example give rise to variants of the LR algorithm. 
EXAMPLE 2.3 (LR decomposition with partial pivoting). Let C = C”x”. 
Every C E 8 can be expressed as a product C = KR, where K and R are 
uniquely determined by the rules of Gaussian elimination with partial 
pivoting, as determined by e.g. the subroutine SGEFA from LINPACK [15]. 
The matrix R is upper triangular, and K has the form K = P,L,P,L2 . * * 
P,- ,L,,_ 1, where each Li is a Gauss transformation whose entries all have 
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modulus less than or equal to 1, and each Pi is either a transposition or the 
identity matrix. 
EXAMPLE 2.4 (SR decomposition). Define J E ~2”x2” by J = 
diag(J, f, . . . , JJ, where 
A matrix S E [Wznxzn is symplectic if STJS = J. (This is the shufled form of 
symplectic matrices.) Let G be the set of C E [Wznx2” such that the leading 
principal minors of CrJC of even order are all nonzero. Every C E G can be 
expressed as a product C = SR, where S is symplectic and R is upper 
triangular [16, Theorem 11; 7, Satz 4.5.111. Algorithms for producing unique 
factors S and R are given in [7], [9], and [lo]. The SR decomposition gives 
rise to the SR algorithm, which can be used to solve the algebraic Riccati 
equation [9, lo]. 
EXAMPLE 2.5 (HR decomposition). Let J E CnXn be a diagonal matrix 
with f l’s on the main diagonal, and let t E Cnxn be the set of all matrices 
with nonzero leading principal minors. Every C E t can be expressed as a 
product C = HR, where R is upper triangular, and H satisfies H*JH = P’JP 
for some permutation P [6, 16, 8, 71. The HR d ecomposition gives rise to the 
HR algorithm, a generalization of the QR algorithm that can be applied 
effectively to certain eigenvalue problems. 
EXAMPLE 2.6 (Complex orthogonal QR decomposition). In certain appli- 
cations [12] one needs the eigenvalues of complex, symmetric (not Hermi- 
tian) matrices. For this purpose a complex orthogonal QR decomposition is 
useful. Almost all A E Cnx” can be expressed as a product A = QR, where R 
is upper triangular and Q is complex and orthogonal (not unitary). The 
resulting complex orthogonal QR algorithm preserves the complex symmetry 
property. See Cullum and Willoughby [I21 for details. 
3. THE GR ALGORITHM AS SUBSPACE ITERATION 
The most important thing to understand about the GR algorithm is that it 
is a form of nested subspace iteration in which a change of coordinate system 
is made at each step. In the basic version of subspace iteration, we choose a 
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subspace 9 and form a sequence of subspaces (4) by Sa = 9 and 
d= A.&,, i=1,2,3 ,... . 
Then 4 = Ai9 for all i. This is just a multidimensional form of the basic 
power method. Under mild conditions on A and 9 the 4 converge to an 
invariant subspace of A. In an effort to improve the convergence rate, one 
can consider a nonstationary subspace iteration scheme in which A is 
replaced by a shifted matrix A - ail at the ith step. We will consider even 
more general nonstationary schemes of the form 
d=Pi(A)&l, i = 1,2,3 ,..., 
in which (pi) is some sequence of polynomials. Letting iii = pi . . . pzpl, we 
have 
d=fi,(A)S, i=1,2,3 ,.... (3) 
In Section s we will state and prove some precise conditions under which 
(A) converges to an invariant subspace of A. 
Now let’s see how the GR algorithm can be interpreted as subspace 
iteration. The ith step of the GR algorithm begins with the GR decomposi- 
tion 
p,(A,_1) =GiR,. (4) 
To keep the discussion uncomplicated, we will assume p,(A,_,) is nonsingu- 
lar. Let g,, g,,.. ., g, denote the columns of Gi, and let e,, e2,. . . , e, be the 
standard basis vectors in C”. Since Ri is upper triangular and nonsingular, it 
follows easily from (4) that for every k E {l, 2,. . , n}, the space spanned by 
the first k columns of p,(A,_,) is the same as the space spanned by the first 
k columns of Gi; that is, 
p,(A,_,)(e,,...,e,) = (gl,...,&). 
Thus (gl,...>gd is the space obtained from one step of subspace iteration, 
starting from (e,,..., ek). To finish the GR step we perform the similarity 
transformation 
Ai =Gi’Ai_lGi, 
which we view as a change of coordinate system. Ai_ i and Ai are represen- 
tatives of the same linear transformation with respect to two different 
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coordinate systems. Given a coordinate vector x that is the representation of 
some “physical” vector with respect to the old Ai_ 1 system, the coordinate 
vector of the same physical vector with respect to the new Ai coordinate 
system is Gi ‘x. Thus the vectors that are represented by g,, . . , g, in the 
old system are given by GE7 ‘g , , . . . , G; ‘gk in the new system. But the latter 
are obviously just e,, . . , ek. Thus the space that is represented by ( g,, . . . , g, > 
in the old coordinate system is represented by (e,, . . , ek > in the new 
system. To summarize: Each step of the GR algorithm performs one step of 
subspace iteration on ( e,, . , e,), resulting in some space (gl, . . . . gk). A 
change of coordinate system then maps ( gl,. . , g, ) back to (e,, . . , e4). 
After this transformation we are ready for the next step, which performs 
another step of subspace iteration on this same space. We conclude that the 
CR algorithm performs a sequence of steps of subspace iteration, starting 
with SO= (e,,..., ek). Furthermore, at each step it performs a change of 
coordinates, so that the space 4 obtained after i steps is represented by 
(e 1,. . ., ek) with respect to the newest coordinate system. Thus, instead of 
having a fixed matrix and a sequence of subspaces, we have a fixed subspace 
and a sequence of matrices. If the subspace iterations converge as hoped, 
(e i, . . . , ek ) will become closer and closer to being an invariant subspace of 
Ai. If it were exactly an invariant subspace of some Aj, that Ai would have 
the block triangular form 
All Al, 
[ 1 0 42 (51 
where A,, l Ckxk. But (e,,..., ek > is not exactly an invariant subspace of 
any of the A,, so what typically occurs is that (Ai) approaches the form (5) 
as i+m. 
So far we haven’t specified k. In fact the subspace iteration takes place 
for all k ~{l,.&..., n} simultaneously. Thus we actually have a nested family 
of subspace iterations. If each of these subspace iterations converges, then 
(Ai) will (typically) tend to the form (51 for all values of k simultaneously; 
that is, (Aj) will tend to upper triangular form, exposing the eigenvalues on 
the main diagonal. Even if convergence fails for some values of k, the 
sequence (Ai) will still converge to a block triangular form that will usually 
be useful. Precise conditions under which convergence can be guaranteed 
are given in Section 6. 
4. DISTANCES BETWEEN SUBSPACES 
Given a subspace 9 of C”, let P,/ denote the orthoprojector of C” onto 
9. To gauge the convergence of sequences of subspaces we will define the 
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following standard metric [18, 171 on the set of subspaces of C”: 
d( 9,~) = II& - P,112. 
Since C/L = Z - PA, we see immediately that d(9 I, CT L ) = d(/, 9-1. 
An equivalent definition is 
d( 9,9-) = sup d( s, Y) = ,:“f, ,i$ls - dlz (6) 
SE./ 
llslle =1 llslln = 1 
if dim(J) = dim(Y), and d(9, P-) = 1 otherwise. 
Given a matrix S E c nxk, let R(S) denote the range or column space 
of s. 
LEMMA 4.1. Let 9 and F be two k-dimensional subspaces of t”, and 
let S E C” xk be a matrix with orthonormal columns such that 9 = R(S). 
Then there exists T E C” xk with orthonormal columns such that F= R(T) 
and IIS - Tllz < &d(9,7). 
Proof. 9 and r have orthonormal bases of principal vectors [5, 171 
g,, . . . , Sk and f,, . , . , t;,, respectively, such that 
(siJj)=O if i#j, (7) 
and the angle between ci and t’, is Bj, the ith principal angle between 9 
and 7. The principal angles satisfy 0 6 8, < 8, < . . . < ok < IT/~, and 
sinOk = d(9, 7). Therefore, for all i, 
Let S=[S,,...,~~] and T-=[l,,...,fk]E@“Xk. Using (7) we see that 
Since R(S) = R(S), and both S and s have orthonormal columns, there exists 
a unitary U E ckxk such that S = SU. Let T = T?J. Then R(T) = R(f) = y, 
and IIS - Tllz = lIStI - T’IIII~ = IIS- i’llz < d’Zd(9,F). n 
LEMMA 4.2. Let 9 and .7 be two subspaces of C” of the same 
dimension, let V E C n Xn be nonsingular, and let 2 = V- ‘9 and F = 
28 
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Proof In (6) the supremum is attained, so there exists s E 9 with 
]]sllz = 1 such that d(9, F)= d(s, Y-1. Let s^ =V-‘S,U = ll2!L, and s’= 
a-‘$, so that l]s’(lz = 1. Notice that o < llV_‘112. Pick f~ F such that 
11: - Ella = d(s’, 9). (This is an infimum, but it also is attained.) Since 
]16112 = 1, d($,q)<d(2,9). Let t^=af and t =Vt^. Then d(/,F)= 
d(s, ~)~~~s-t~~~=llV((+(9_t3)112911v112 ]lV-‘112 IIs’-fllz<K,(V)d(& 9). n 
LEMMA 4.3. Let 2 and 9 be subspaces of @” of the same dimension, 
and let 5% be the orthogonal complement of 5? Then 2 n % = {0} if and 
only if d(2,9> < 1. 
The proof of Lemma 4.3 is an easy exercise. 
The final lemma of this section begins to deal with subspace iteration. 
LEMMA 4.4. Let p=(e ,,..., ek) and Q=(e,+, ,..., e,), let ~cC” 
be a k-dimensional space such that 2 n C% = {0}, and let /3 = d(2, L?) < 1. 
Let T E CnXn be a block diagonal matrix T = diag(T,, T,}, where T, E C k x k; 
let p be a polynomial such that p(T,) is nonsingular; and let 2’= p(T)2. 
Then 
d(P’,p) f & IlP(T,)ll,llP(T,)-1112. 
Proof. Given x =[zr,,xa ,..., x,]*E~, let r’=[rl,...,rk]rEGk and 
X”=[Xk+l,..., ~,]r E CnPk. Clearly d(x, 9) = IIx”llz and d(x, Q) = IIx’llz. 
We will begin by demonstrating that 
lI~“lIZ d 4-f+ IIx’ll2 
for all x E 2. We can assume, without loss of generality, that ]lx]la = 1. 
Since l)r”l12 = d(x, 91, we have llr”lla =C p. Since Ilx’ll~ + llx”llg = 1, we also 
have llx’ll~ 2 43 > 0. The inequality (8) follows. 
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Given any x E 9 and y = p(T)x, we have 
Y’= p(T,)x’, y" = p( T2)x”. 
Since p(T,) is nonsingular, x’ = p(T,)- ’ y’, and 
lb% Q I( p(T,) -’ ~~,lly’llz. (9) 
Now choose y E p(T)2 = 2’ such that llyl1a = 1 and d(2’, 9) = d(y, 9). 
Then there exists x E 2 such that y = p(T)x, and 
db? 9) = Ily”llz Q Ijp(T,) ~~211x”IIp. (10) 
The proof is completed by combining (lo), (8) and (9) and noting that 
lly’llz Q 1. n 
5. CONVERGENCE OF SUBSPACE ITERATION 
We present two theorems on the convergence of nonstationary subspace 
iterations. The first concerns simple matrices. 
THEOREM 5.1. Let A EC”~” be a simple matrix with eigenvalues 
A,, A 2, . . . , An (in any convenient order) and associated linearly independent 
eigenvectors vl,v2,...,v,. Let V=[v, vs * -. v,]~ Cnx”, and let K~(V) 
denote the condition number of V with respect to the spectral norm. Let k be 
some integer satisfying 1~ k Q n - 1, and dejne invariant subspaces F= 
(v I ,..., ok) and Q = (v~+~ ,..., on). Let (pi) be a sequence of polynomials, 
and let fii = pi * . . p,p, for all i. Suppose 
fii(“j) + O, j=l k >...> , (11) 
for all i, and let 
max I$i(hj>l 
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ZY_et 9 be any k-dimensional subspace of C” satisfying 
JflQ={O}. (12) 
Let J: = c,(A)/, i = 1,2 ,..., as in (3). Then there exists a constant C 
(depending on S) such that for all i, 
d(c;q,.Y-) =cCk,(V)ri. 
In particular 4 + F if ri -+ 0. 
REMARK. The subspace condition (12) is almost certain to be satisfied by 
a subspace 9 chosen at random, since dim(J) + dim(Q) = dim(a)“). In the 
context of the CR algorithm we will be able to guarantee that (12) is 
satisfied. 
EXAMPLE 5.2. Consider a stationary iteration in which p,(A) = p(A) for 
all i. [If we take p(A)= A, we have basic subspace iteration.] Then fii(A) = 
p(A)“. Order A,, . . . , A,, so that Ip( 2 Ip(h . *. > Ip(A Suppose k 
is such that 
P= 
k+y;<” HAj)l = IP(Ak+l) I < 1. 
I<m;l~klp(Ai)l IP(bJl 
. . 
Then ri = pi, so 4 + Y linearly with the contraction number p. 
EXAMPLE 5.3. Given k, suppose we can order A,, . . . , A,, so that the sets 
IA 1,. . . , A& and {Ak+ 1,. . . , A,} are disjoint. Let m = n - k, and for j = 1,. . . , m 
let (a-“)) be a sequence such that ai” -+ A, +j as i + 03, and ~5’) @ (A,, . , A& 
for all i. For each i let pi be the polynomial of degree m g/ven by 
Let p(A) = (A - Ak+lXA - Ak+2) * * . (A - A,). Then, as i +Y 
p,(Aj) + p(Aj) 
=O if k+l<j<n, 
#O if l<j<k. 
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Therefore for every p > 0 there exists i, such that for all i > i,, 
It follows that there is a constant K such that ri < Kp” for all i. This is true 
for every p > 0, so ri + 0 superlinearly. Therefore 4 + F superlinearly. 
Proof of Theorem 5.1. The assumption (11) implies that any null vectors 
that fii(A) might have must lie in 9. Thus we see from (12) that 9 contains 
no null vectors of j?,(A). It follows that 4 = fii(A)./ has dimension k for 
all i. Therefore the distances d(d, 3-1 are given by (6). Let 2 = V-i/, 
~=V-‘~, p=V-‘F=(e, ,..., e,?, %=VV-‘%=(ek_+i ,..., e,), and 
D = V-‘AV = diag{h,, . . . , A,,}. Then d= si(D)2 and Sna=(O}. By 
Lemma 4.2, 
44, F) < K,(v)d(& 9). (13) 
It now suffices to prove the theorem for the diagonal matrix D. 
Let T, = diag(h,, . . , hk) E Ckxk and T2 = diag(hk+,, . . . , A,} E 
C(n-k)x(n-k), so that D = diag{T,, T,}. By (11) fi,(T,) is nonsingular, so by 
Lemma 4.4, 
where C = d(_j?, q)/ 7 1- d( 9, F) . Combining this inequality with 
(13), and noting that llfii(T,)ll~ = max 
[minlGjGk lfii(Ajll]-‘, we are done. 
k+lajGnl@i(hj)l and Il$~(T~)-‘ll~= 
W 
REMARKS. The size of the constant CKJV) is of some practical impor- 
tance. If A is normal, V can be chosen so that K~(V)= 1. Otherwise 
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is a measure of how well 2 (the transformed initial guess) approximates the 
invariant (under D) subspace Y. We can make C arbitrarily close to zero by 
taking 2 sufficiently close to L? On the other hand, C + 00 as d(2,9> + 1. 
Since virtually every matrix that arises in practice is simple, Theorem 5.1 
is adequate for most needs. However, in order to make our coverage more 
complete, we will prove another theorem in the same spirit that is valid for 
both simple and defective matrices. Here our hypotheses are more restric- 
tive, but they are satisfied in typical applications of the GR algorithm. 
THEOREM 5.4. Let A E C” Xn, and let p be a polynomial of degree < n. 
Let A,,..., A,, denote the eigenvalues of A, ordered so that Ip(h,) I > I p(A,)I 
> ... > 1 p(A,) 1. Suppose k is a positive integer less than n fw which 
Ip( > Ip(Ak+,)l, let p = Ip(A,+,)I/ Ip(A and let (pi> be a sequence of 
polynomials of degree < n such that pi + p as i -+m and pi(Aj) z 0 for 
j=l , . . . , k and all i. Let F and Q be the invariant subspaces of A associated 
with A,, . . ., A, and Ak+l,. . ., A,, respectively. Consider the nonstationary 
subspace iteration 
J: = p,(A)&,, 
where S, = 9 is a k-dimensional subspace of C” satisfying 9 n Q = (0). 
Then for every p^ satisfying p < $ < 1 there is a constant c^ such that 
d( x,9-) < C$, i=1,2,3 ,... 
REMARK. Ry pi + p we mean convergence with respect to the unique 
norm topology on the finite-dimensional space of polynomials of degree < n. 
This hypothesis implies that p,(M) + p(M) for any complex matrix M. 
REMARK. The theorem shows that convergence is at least linear in the 
contraction number fi. Rapid convergence can be achieved by taking p to 
have degree m=n-k, say p(x)=(x-a,)...(x-a,), where crr,...,~~,, 
are chosen to be good approximations to A,, 1,. . . , A,. The optimal choice is 
a,=Ak+[ for l=l,..., m, since then p = 0, and the convergence is super- 
linear. 
Proof. For all i, 4 = fi,(A)Y, where si = pi . . . p,p,, as before. As in 
the proof of Theorem 5.1, the assumption that picAi) + 0 for j = 1,. . . , k and 
the subspace condition 9 n Q = {0) imply together that 4 has dimension 
k for all i. 
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Let V E Gnx” be any nonsingular matrix such that V-‘AV is a block 
diagonal matrix of the form T = diag{T,, T,), where T, E Ck xk and T, E 
C(“-k)X(n-k) are upper triangular matrices with main-diagonal entries 
A ,,..., h, and hk+r ,..., A,, respectively. For example, diag{T,, T,) could be 
the Jordan canonical form of A, or it could be obtained from the Schur form 
f by a similarity transformation W- ‘i%, where W has the form 
z x 
[ 1 0 z 
(cf. [17, Lemma 7.1.51). Then Y= (or ,..., ok) and 9 = (ok+r ,..., on), 
where v ,,. . .,v,, are the columns of V. Let g=V-‘Y= (er,.. ., e,), % = 
V-lo&= e ( k+r ,..., e,), 2=V-‘9, and A=V-‘8. Then 2n8=(0} 
and 3 = $,(T)P. Th e condition pi(hj) # 0 for all i and for j = 1,. .., k 
implies that fii(T,) . 1s nonsingular. Thus by Lemmas 4.2 and 4.4, 
where C = d(2, g)/ iv. Let v = Ip(hk+,)l and 6 = 1- d( 9, Y) 
1 p(Ak) 1, so that p = v/S. Given p^ with p < p^ < 1, choose ii so that p < ii < 3. 
There is a unique E such that 0 <E < 6 and p=(v + ~)/(a - E). Let 
c=v+e and 6=S-e>O, so that p=V/6. There exists i, such that 
for all i > i,, mak+l<j<nIPi(Aj)I Gc and min, d j d k I p,(Aj) I > 8. Let 
Ca = II$i,(Tz)II2 and Cl = IIfii,(T,)-‘IIa. Then 
and 
The matrix p(T,) is upper triangular, so it can be expressed as a sum 
p(T,) = D + N, where D = diag(p(Ak,,), . . . , p(A,)} and N is strictly upper 
triangular. Each of the matrices pj(T,) has an analogous representation 
Pj(Ta) = Dj + Nj. Since pj + p (in any norm) as j +a, we have also pj(T,) 
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+ p(T,), Dj + D, and Nj -+ N. Thus there is a constant K such that 
llNjlla < K for all j. Also, by definition of i,, llDjlla <V for all j > i,. Now 
i 1 
n pj(T,) = FI (Dj +Nj)p 
j=l,+l j=i,+l 
which can be rewritten as a sum of 2’-‘0 terms, each of which is a product of 
i - i, diagonal ( Dj> and strictly upper triangular (Nj) matrices. Since the 
matrices are of order m, each term that has m or more strictly upper 
triangular factors must be zero. For each h < m, each term having h strictly 
upper triangular factors must also have i - i, - h diagonal factors. The norm 
of each of the strictly upper triangular factors is bounded above by K, the 
diagonal factors by V, so the norm of the entire term is bounded above by 
KhFi-io-h. For each h < m there are terms having exactly h strictly 
upper triangular factors, so 
is a polynomial in i of degree h, the second sum is just a 
polynomial. Thus 
II Bi(Ta) II 2 < 7r2( i)?, (15) 
where rTTz is a polynomial of degree at most m - 1. The same sort of 
argument can be applied to llfii(T1)-‘I12. The matrix p(T,)-’ is upper 
triangular and can be expressed as a sum p(T,)-’ = E + M, where E = 
diag{p(A,)-‘, . . . , p(A,)-‘} and M is strictly upper triangular. Each pj(T,)-’ 
has an analogous representation pj(T,)-’ = Ej + Mj. Since pj(T1> + p(T,) 
as j+m, we also have pj(Tl)- ’ + p(T,)-‘, Ej + E, and Mj -+ M. Thus 
there exists K’ such that llMjlla < K’ for all j. Furthermore, for j > i,, 
llEjllz < 8-l. Thus, reasoning as before, 
((#i(Tl)p11(2 <r,(i)%‘, (16) 
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where rrl is a polynomial in i of degree at most k - 1. Combining (141, (15), 
and (16) we find that 
d(x,y) <cK,(v)T(i)p', 
where r is a polynomial. Now r(i)p’ = [r(i)(p/p^)‘]$. Since 0 < p/p^ < 1, 
and rr is a mere polynomial, r(iXp/b)’ + 0 as i 4~. In particular this 
factor is bounded. Therefore there exists c^ such that d(&, Y) < (?si for 
all i. n 
6. CONVERGENCE OF THE GR ALGORITHM 
Consider the GR algorithm (1,2), starting from A,. For i = 1,2,3, . . . 
define the accumulated transforming matrices 
ei=~,~,-~i, & = Ri.. . R,R,. 
Then from (2), 
(17) 
for all i. The accumulated transforming matrices also satisfy the fundamental 
identity 
&(A,) = Gifii, (18) 
where fii = pi . . . p,p,, as before. This is easily proved by induction. For 
i = 1 it coincides with the case i = 1 of (1). For i = j > 1 assume (18) holds 
for i = j -1. Then fij(A,)= pj(AO)Gj_lZ?j_, = ~j_l[&~~lpj(Ao)~j_l]Eij_l 
= Gj_i~j(Aj_l)fij_i = ej_IGjRjffj_, = ejfij. Equation (18) is the key to 
our analysis. It not really anything new; every convergence proof of which 
we are aware for algorithms of this type makes use of an equation like (18). 
However, our use of (18) differs from the way it has been used previously. In 
the QR case, (18) gives the unique QR decomposition of fi&A,). Wilkinson’s 
convergence proof in [26], which is typical, is based upon this fact and the 
continuity of the decomposition C = QR as a function of (nonsingular) C. 
The same approach can be applied to the LR algorithm without pivoting, the 
SR algorithm, and various other CR algorithms whose GR decomposition is 
defined by membership of the factor G in some closed subgroup of GL,(C) 
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(e.g. unitary, unit lower triangular, or symplectic group). See Della-Dora 
[Id]. However, there are certain important algorithms to which this approach 
does not apply, for example the LR algorithm with partial pivoting. In our 
approach, by contrast, the hypotheses do not imply that (18) gives the GR 
decomposition of fii(A,), nor do they imply that the GR decomposition is 
continuous. Since we do not rely on these properties, our analysis applies to 
the LR algorithm with pivoting, as well as the other algorithms. 
In Section 3 we observed, by looking at the algorithm one step at a time, 
that the GR algorithm is just subspace iteration. Equation (18) yields the 
same observation in cumulative form. Assuming (for simplicity) that fii(A,) is 
nonsingular, (18) shows that the space spanned by the first k columns of Gi 
is just fi,(A,>( e,, . . . , ek>. Being the result of i steps of subspace iteration 
starting from (e,,..., ek), this space is (hopefully) close to an invariant 
subspace, in which case Ai = G,Y’A,G, is (hopefully) close to block triangu- 
lar form. Notice that the sequence of subspaces fii(A,)( e,, . . . , ek> is deter- 
mined by the choice of polynomials pi and does not depend explicitly on 
which GR decomposition (e.g. QR, LR, SR, etc.) is being used. The choice of 
GR decomposition affects the sequence of matrices Ai through the cumula- 
tive transformation matrices Gi. We cannot guarantee convergence unless 
these are reasonably well behaved. Precise conditions for convergence are 
given in Theorem 6.2, which relies heavily upon the following lemma. 
LEMMA 6.1. Let A E Cnx”, and let F E C” be a k-dimensional space 
that is invariant under A. Let G E C * Xn be a nonsingular matrix, and let 9 
be the space spanned by the first k columns of G. (Think of 9 as an 
approximation to K) Let B = G- ‘AG, and consider the partitioned form 
B= 
f-5, B,, 
[ 1 B 21 BE ’ 
where B,, E @(n-k)xk. Then 
lP,,ll2 < 2fiK2( G)II&d( 9,9-). 
Proof. Consider the decomposition G = QR, where Q is unitary and B 
is upper triangular. Making the partition Q = [Qr Q2], where Qr E Cnxk, we 
have 9 = R(Q,) and 9 L = R(Q,). Using the partition 
, where R,, E Ckxk, 
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one easily verifies that B,, = R~21Q~AQ1R,l. Noting that I(RIIJIt Q llRl[z = 
IlGllz and IIRz;‘lle Q I(R-‘(Jz = IIG-‘lI2, we conclude that 
By Lemma 4.1 there exist T, E@“~~ and T, l cnXrn with orthonormal 
columns, such that R(T,) = F and R(T,) = F ‘, 
l/Q, - T,lle <&WY y), and llQz-T,l12~~d(S’,~‘). 
Now QzAQ1 can be rewritten as 
Q;AQI = (Q, - T,)*AQ, + T;A(Q, - T,) + T,*AT,. 
Since 7 is invariant under A, T,*AT, = 0. Therefore 
IIQ;AQ1ll~ Q IlO2 - T2ll2 llAll2 llQ,llz + llT2112 IL4112 IQ, - Th 
Q 2\l;ZIlAll249, y). (20) 
Combining (19) and (201, we are done. n 
THEOREM 6.2. Let A, E a=“““, and let p be a polynomial. Let A,,...,A, 
denote the eigenvalues of A,,, ordered so that Ip( > Ip( z . . . 2 
Ip(A Suppose k is a positive integer less than n such that Ip( > Ip(~~+~)l, 
let P = IP(A~+~)I/ Ip(A and let (pi) be a sequence of polynomials such that 
pi + p and picAi) # 0 for-j = 1,. . , k and all i. Let Fand Q be the invariant 
subspaces of A, associated with A,, . . . , A, and Ak+l,. . . , A,, respectively, 
andsuppose (el...., e,) n 522 = (0). Let (Ai) be the sequence ofiterates of the 
CR algorithm using these pi, starting from A,. lf there exists a constant I? 
such that the cumulative transformation matrices Gi all satisfy ~~~~~~ < I?, 
then (Ai) tends to block triangular fm, in the following sense. Write 
Ai = 
A$ A$ 
[ 1 A”’ 21 A”’ ’ 22 
where A(:; E 43 k xk Then for every p^ satisfying p < p^ < 1 there exists a 
constant C such that IIA”‘II 21 s < C/Y for all i. 
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RI~~ARK. It follows that the eigenvalues of A(;,’ and A(;:. converge to 
A r,...,Ak and A,+,,...,h,, respectively, as can be shown by standard 
techniques. 
Proof. Let 9= (e,,..., ek) and 4 = $,(A,)9 for all i. All of the 
hypotheses of Theorem 5.4 are satisfied, so for every I; satisfying p < p^ < 1 
there exists c^ such that d(d, F) < e$ for all i. Consider the partition A 
Gi = [Gy) et’], where G Ay’ E Cnxk. As we remarked above, (18) implies that 
the columns of Gy) span 4; that is, 4 = R(Gy’). This is true regardless of 
whether or not fii(A,) is nonsingular, since 4 and R(G’,“‘) have the same 
dimension. Applying Lemma 6.1 with the roles of A, G, and I? played by A,, 
Gi, and Ai, respectively, we conclude that 
It is usually the case that the hypotheses of the theorem hold for many 
values of k simultaneously, and the sequence (Ai) converges to a corre- 
sponding block triangular form. In the ideal case, in which the hypotheses 
are satisfied for all k, the limiting form is upper triangular. 
In practice the pi are polynomials of some low degree m +z n. When the 
GR algorithm functions as intended (and this is usually the case), the 
limiting polynomial p has eigenvalues of A as its roots. Thus, if we take 
k = n - m, then p = 0, and the iterates will effectively converge after just a 
few steps to the block triangular form 
with A,, E @“‘x’n. Since m is small, it is a simple matter to compute the 
eigenvalues of A,,. The rest of the eigenvalues of A are eigenvalues of A,,, 
so subsequent GR steps can be applied to the reduced matrix A,,. Since the 
hypotheses of Theorem 6.2 are typically satisfied not just for k = n - m, but 
also for many values of k < n - m, A,, will almost certainly already have 
made some progress toward convergence. Thus the remaining eigenvalues 
will be easier to extract. 
We noted earlier that the GR algorithm is generally applied to upper 
Hessenberg matrices. An upper Hessenberg matrix is called irreducible if all 
of its subdiagonal entries are nonzero. Given an upper Hessenberg matrix 
that is not irreducible, we can reduce its eigenvalue problem to two or more 
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subproblems involving irreducible matrices, so we can restrict our attention, 
without loss of generality, to irreducible upper Hessenberg matrices. For this 
class of matrices the subspace condition (e,, . . . , ek ) n ‘2~ = (0) is automati- 
cally satisfied [19]. Indeed, suppose x E (e,,. .., ek) is nonzero. Its last 
nonzero component is xr, where r < k. Since A, has irreducible upper 
Hessenberg form, the last nonzero component of A,r is its (r + l)st, the last 
nonzero component of A:r is its (r +2)nd, and so on. It follows that 
x, A,x, A&. . ., ATx are linearly independent, where m = n - k. Therefore 
the smallest invariant subspace of A, that contains x has dimension at least 
m + 1. Since 5% is invariant under A, and has dimension m, x e Q. Thus 
(e ,,...,ek)nQ=(O]. 
Theorem 6.2 shows that there are two questions whose answers deter- 
mine whether or not the GR algorithm converges: (1) Can we choose pi so 
that the subspaces converge? (2) Can the condition numbers K.JG,) be kept 
under control? Unfortunately, we cannot answer either of these questions 
definitively, except in special cases. We will discuss the second question first. 
In the case of the QR algorithm the conditioning of the transforming 
matrices is not a problem; the Gi are unitary, so they satisfy K2(di) = 1. Thus 
one can concentrate on question (1). In all other cases steps must be taken to 
control the condition numbers. 
In the LR algorithm with partial pivoting, the interchanges are a heuris- 
tic attempt to control I,. Each Gi has the form PiL,P,L,P,L, . . . 
‘i(n-ljLi(n-l)’ where the Pj are permutations, and the Lj are Gauss transfor- 
mations whose multipliers have modulus no greater than 1. The Pj all have 
condition number 1, and each Lj is reasonably well conditioned: K~(L~) Q 
nK,(Lj) < 4n. Unfortunately this does not guarantee that the product of 
many such transformations will be well conditioned. In practice the condition 
number usually does remain at a reasonable level, and the algorithm (USU- 
ally) works quite well. 
An exception to this last statement is given by matrices of the form 
Ai-l 
b =c= ; o, 
[ 1 
where ]a] < Ibl; cf. [26, p. 5111. A single step with shift zero, i.e. pi(Ai_i) = 
Ai_i, yields Ai = Ai_l; the algorithm is stationary. This is not due to failure 
of the underlying subspaces to converge; they usually do converge. For 
example, if a and b are real and a # 0, C has real eigenvalues of distinct 
modulus, so the subspace iterations converge. The failure can be attributed 
to growth of the condition numbers of the transforming matrices. An easy 
calculation shows that the transforming matrix Gi is just b-‘C. If the step is 
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repeated many times, we have Gi = K’C’, so ~~(6~) = $Ci) = KJC)~. The 
last equation holds because C is symmetric. Thus K~(G~) -+ m. The rate of 
growth of the condition number is just enough to offset the convergence of 
the underlying subspace iterations. 
In this example, the symmetry of the matrix C is not essential. Every 
matrix of the form 
[ 1 ; ii> where Ial < min{lbl, ICI}, 
exhibits similar behavior: each step reverses the positions of the entries b 
and c. These examples have analogues in higher dimensions. For example, 
the matrix 
a h c 
[ 1 d 0 0 0 e 0 
exhibits cycling of the entries c, d, and e, provided that a and b are 
sufficiently small relative to c, d, and e. Matrices of this type do occasionally 
crop up in practice, and any practical implementation of the LR algorithm 
with partial pivoting must have a mechanism for dealing with them. 
For the other algorithms, which do not use any pivoting, the following 
type of strategy, called an exceptional shijl strategy, is often employed. Each 
pi is chosen with an eye to making the subspaces converge. As the ith step is 
taken, the condition number of Gi is monitored somehow. For example, the 
size of certain multipliers can be checked. If Gi is found to be too ill 
conditioned, the step is restarted with a different choice of pi. This is called 
an exceptiona step. The hope is that if the G, are controlled, the Gj will not 
get too bad. Of course this is only a heuristic strategy, but it has been used 
with some success [9, 131. The typical experience is that the exceptional steps 
are needed only in the early stages. Once the algorithm begins to converge, 
exceptional shifts are unnecessary. 
It is of historical interest to mention one case (other than the QR 
algorithm) for which the condition numbers of the transforming matrices can 
be guaranteed to remain bounded. Consider the stationary case (pi = p) of 
the LR algorithm without pivoting. Suppose p(A,) has eigenvalues of 
distinct modulus. Then if A, satisfies two other mild technical conditions, it 
can be shown that the sequence (Gil, which we denote (ti) in this case, has 
a limit e. Thus the condition numbers K&L~) are certainly bounded. Since 
the condition that the eigenvalues have distinct modulus (together with 
certain mild technical conditions) also guarantees that the subspaces con- 
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verge for k =I,..., n - 1, the sequence (A,) of LR iterates must converge to 
an upper triangular matrix. Rutishauser’s original proof [for the case p(A) = 
A] of the convergence of the LR algorithm [22] followed roughly these lines, 
although he used very different terminology. He showed that the ii have a 
limit, then used that to conclude that the Aj converge. Instead of using 
arguments involving subspaces, he used determinants. (The mild technical 
conditions that we have mentioned are subspace conditions like 9 n 9 = {O}. 
Rutishauser formulated them as conditions on determinants.) 
Choice of Shifts 
We now address the question of how to choose the pi. There are many 
possible strategies. We will focus on the obvious strategy, one that usually 
works well in practice. After i - 1 steps, we choose pi to be the characteristic 
polynomial of A’“- i) 22 ) the trailing m X m submatrix of Ai_ i. We will call this 
the generalized Rayleigh-quotient shifi strategy, because in the case m = 1 it 
is just the Rayleigh-quotient shift. If ]lA$L1)l]a is sufficiently small, the 
eigenvalues of A(‘-‘) 22 will be good approximations to eigenvalues of A i _ 1, so 
we expect this strategy to have good local convergence properties. Experi- 
ence has shown that the global convergence is usually satisfactory as well, 
although no global convergence theorem is possible. There is a famous 
example 127, p. 3621 fo r which the QR algorithm with the generalized 
Rayleigh-quotient strategy fails to converge, regardless of the choice of m, 
excluding the ridiculous choice m = n. We also mention once again the 
chaotic behavior demonstrated by Batterson and Smillie [2] in the case 
m = 1. As for the local convergence, it is typically quadratic, as the following 
theorem shows. 
THEOREM 6.3. Let A, E Cnx” have distinct eigenvalues. Let (Ai) be the 
sequence generated by the GR algorithm starting from A,, using the general- 
ized Rayleigh-quotient shift strategy with polynomials of degree m. Suppose 
there is a I? such that kZ(Gi) < ri for all i, and the Ai converge to block 
triangular form, in the sense described in Theorem 6.2, with k = n - m. Then 
the convergence is quadratic. 
Proof. Let ({hi ,..., Ak],{h,+, ,..., h,}} be any partition of the spectrum 
of A,, into two subsets containing k and m elements, respectively, and let F 
and 9 be the invariant subspaces of A, associated with A,, . . ., A, and 
hk+i,..., A,, respectively. Let /a = (e,, . . . , ek> and 4 = p,(A,)A_,, i = 
1,2,3 ,..., as in Theorem 6.2. We will show that there is a constant M, which 
depends only on A,, such that for all sufficiently small E > 0, if d(x, 3-j = e, 
then d(A+ 1, F) Q ME’. This suffices to establish quadratic convergence. 
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Let &x, r) = E. Applying Lemma 6.1 as in the proof of Theorem 6.2, we 
see that 
where M, = 2firillA,,lla. The matrix A, is simple, so it has the form 
A,,, = VDV-‘, where D = diag{A,, . . . , A,}. Thus Ai = yDV,-', where V, = 
G;‘V. The block triangular matrix 
(21) 
is a perturbation of Ai that differs from it by at most Mre, so by the 
Bauer-Fike theorem [ 171, its eigenvalues differ from eigenvalues of A i by not 
more than K~(V~)M,E < Mze, where M, = RK,(V)M,. The polynomial pi+i 
to be used for the (i + 1)st GR step is 
p,+,(h) = fj (A - @+I)), 
where ~l(~+ ‘), . . . , a::+ ‘) are the eigenvalues of A$$. Since these are eigenval- 
ues of (211, they are within M2e of m eigenvalues of Ai, say 
IA k+z - flz (i+ ‘)I < M+, 1= l,...,m. 
(By taking E sufficiently small we can guarantee that no two of the crii) are 
within MZe of the same eigenvalue of Ai). If we make sure that M1e < 1, 
then for j = k +l,..,,n, 
Ipi+l(Aj)l = fi IAj - u$~+‘)I < M+: 
1=1 
where M, = (2llAalla + l)‘“-‘M,. Let y = &{A,,. . ., Ak},{Akil,. .., A,)) > 0. 




d M,E, (22) 
l<j<k 
where M, = M,(2/ y)“. 
let ~=V-‘~,~=V-‘~=(e,,...,ek), and %=V-‘%= 
(e k+l ,..., e,). Then 4+,= pi+l(D)3. Define T, E Ckxk and T, E C’nx’n 
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by T, =diag(h,,..., hk} and Tz =diag{hk+,,..., A,), so that D = diag{T,, TJ. 
Then pi+ ,(T,) is nonsingular by (22). By Lemma 4.2, &A, 9) < KJV)E, so 
we can make d(d, 7) <G/2 by taking E sufficiently small. This implies 
z f~ 5% = (0) by Lemma 4.3. Thus we can apply Lemma 4.4 to obtain the 
inequality 
where p = d(z, 9)~ K~(V)E. Since p <c/2, we have \/1-p” 2 i. 
Furthermore llpi+,(T,)-‘I12=(minl.j.kIpi=1(Aj)I)-’ and IIpi+,(Tz)IIz= 
maxk+ 1 ~ j ~ n Ipi+ i(A Applying these results to (231, and using (22) and 
Lemma 4.2, we conclude that 
where M = ~K~(V)‘M,. n 
For certain classes of matrices possessing special structure, the general- 
ized Rayleigh-quotient strategy yields cubic convergence. In order to prove 
this we will need the following lemma, a variation on the Bauer-Fike 
theorem. 
LEMMA 6.4. Let A = diag(A,,A,) E CnX” be a block diagonal matrix 
whose blocks are simple: C1-‘A,C, = D, = diag{pu,, . . , p,J and C,‘A,C, = 
D,=~~~~{cL~+,,...,cL.}. Let 
E= 
where E,, E Q?n-k)xk. Zf A is an eigenvalue of A + E, then 
min lpj-Al 
l<j<k 
Proof. Let x be an eigenvector of A + E associated with the eigenvalue 
A. Let C = diag{C,, C,) and z = C- lx. Then C-‘(A + E)Cz = Az; that is, 
4 
C;‘E C 21 1 
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where we have partitioned z in the obvious way. This equation implies 
(AZ - D,)z, = C;‘E,,C,z, 
and 
(AZ - D,)z, = C,‘E,,C,z,. 
If either AZ - D, or AZ - D, is singular, (24) is trivially true. Otherwise 
z,=(AZ- D,)-‘C;‘E,,C,(AZ- D,)-‘C,‘E,,C,z,. 
Taking norms of both sides and dividing by 11z1112, we obtain 
from which (24) follows. H 
THEOREM 6.5. Under the hypotheses of Theorem 6.3, suppose that each 
of the iterates 
A”’ 
Ai = 
,1 A’“’ 1 1 A(“) r2 si A”’ 22 
satisfies llA($II = llA!“)ll 21 f or some fixed norm 11. II. Then the iterates converge 
cubically zj they converge. 
Proof. The proof is the same as that of Theorem 6.3, except that in this 
case the shifts, which are eigenvalues of 
(25) 
can be shown to differ from eigenvalues of Ai by only O(E’). First of all, by 
the Bauer-Fike theorem we can show, just as in the proof of Theorem 6.3, 
that there is a constant M,, independent of i, such that the eigenvalues of 
(25) differ from those of Ai by not more than M2e. By taking E sufficiently 
small we can guarantee that no two eigenvalues of (25) are within M2e of the 
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same eigenvalue of Ai. Let pr,. . , pk and pk+I,. . . ,p, denote the eigenval- 
ues of A(;! and A$; respectively, and let A,, . . . , A, denote the eigenvalues of 
Ai, ordered so that Ihj-~jl<MZ~ for j=l,...,n. Letting y= 
d&i l,...,hk},(hk+l,...,A.)), assume that E is small enough that IAj - ~~1 > 
y /2 for h = 1,. . . , k and j = k + 1,. . . , n. Applying Lemma 6.4 with A given 
by(25),A+E=A,,andA=Aj,k+I<j<m,wefindthat 
for j = k + 1,. . , n, where C = diag{C,, C,} is a matrix that diagonalizes 
diag{A(;i, A(iL}. Certainly such a C exists, provided E is sufficiently small. 
From Theorems 3 and 5 of [23] it follows that K~(C~)K~(C~) can be bounded 
above independently of i, provided E is sufficiently small (i.e. i is sufficiently 
large). Since the norms llAiil]a and IIA(;h112 are both of order E, there must 
be a constant M 5 such that”) 
lpj -A,) Q M,$> j=k+l ,...,78. 
Shce pk+l,...‘p, are exactly the shifts aii+‘),. ,a:+‘), we can now 
proceed as in the proof of Theorem 6.3 to obtain 
in analogy with (22) and ultimately d(d+ 1, F> < Mc3. n 
REMARK. It is clear from the proof that we have not used the full 
strength of the assumption ]lA(ii]] = ]]A(;;]]. All that is really needed is that 
[]A(;;11 Q M,IIA(~~I) for some M, independent of i. 
EXAMPLE 6.6. If we apply the QR algorithm to a normal matrix A,, 
then all Ai will be normal. Hence they will satisfy ]lA({i]lF = llA(~‘,llF. Thus 
the QR algorithm with the generalized Rayleigh-quotient shift strategy 
applied to normal matrices converges cubically when it converges. 
EXAMPLE 6.7. A matrix A E [w anXBn is called Hamiltonian if it satisfies 
(JA)T = JA, where j is as defined in Example 2.4. The SR algorithm 
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preserves Hamiltonian matrices. It is this property that makes the SR 
algorithm useful. The algebraic Riccati equation is a disguised eigenvalue 
problem whose matrix is Hamiltonian. One can preserve this important 
property by using the SR algorithm [9, lo]. Hamiltonian matrices satisfy 
]]A(;& = llA$& p rovided m is even. This is not a serious restriction; the 
eigenvalues of Hamiltonian matrices always occur in pairs, so m should 
always be taken to be even. Thus the convergence rate of the Hamiltonian 
SR algorithm is typically cubic. 
EXAMPLE 6.8. Let / be the subgroup of GL,(C) whose members are 
the diagonal matrices whose main diagonal entries lie in (1, -l}. Given 
JEW, a matrix AE@ nXn is said to be J-Hermitian [J-skew-Hermitian] if 
(IA)* = JA [(IA)* = - JAI. Let J,, J,, E x have the same inertia. A matrix 
HE Cnx” is called (J,,J&unitary if H*J,H = Jb. If A is J,-Hermitian 
[J,-skew-Hermitian] and H is (J,, J/,)-unitary, then H-‘AH is Jh-Hermitian 
[Jh-skew-Hermitian]. The HR algorithm produces a sequence (Ai) by Ai = 
H,: ‘A i_,Hi, where Hi is (Ji_i, Ji)-unitary, for some (J,). We cannot control 
the Ji, except that we get to choose Jo. The accumulated transforming matrix 
$& = H, ’ ’ * Hi is (Jo, Ji)-unitary. If A, is J,,-Hermitian [J,,-skew-Hermitian], 
then Ai is Ji-Hermitian [ J,-skew-Hermitian]. Matrices with any of these 
symmetries satisfy ]]A(;i]]F = llA$‘,]l,. 
EXAMPLE 6.9. Complex symmetric and skew-symmetric matrices are 
preserved by the complex, orthogonal QR algorithm of Cullum and 
Willoughby [ 121. Matrices of either of these forms obviously satisfy ]]A(iL]] F = 
IIA”‘II 21 F. 
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