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При обработке статистического материала часто приходится решать во-
прос о том, как подобрать для данного статистического ряда теоретическую 
кривую распределения, выражающую лишь существенные черты статистиче-
ского материала [1]. Эта задача относится к классу задач аппроксимации. 
Существует множество способов аппроксимации, одним из которых яв-
ляется использование нейронных сетей в качестве универсального аппроксима-
тора. Это следует из теоремы Хета-Нильсена о представимости любой много-
мерной функции нескольких переменных с помощью нейронной сети фиксиро-
ванной размерности [3]. Таким образом, любую сложную функцию можно за-
менить более простой нейросетевой аппроксимацией, причём требуется только 
нелинейность функции активации нейрона.  
В качестве обучающей последовательности может использоваться файл 
со сгенерированной случайной последовательностью. На основании этого фай-
ла будет построена гистограмма. Выделив на этой гистограмме M крайних ле-
 
International Scientific Conference Proceedings 




вых точек {𝑥𝑖 , 𝑦𝑖}, где M-число дифференциальных коридоров, мы получим вы-
борки, которые будут входить в обучающую последовательность.  При этом в 
нечётком слое будет происходить кластеризация координат 𝑥. На рисунке 1 
представлена гистограмма и показаны пары {xi, yi}, которые будут использова-
ны при аппроксимации [1]. 
Важную роль при аппроксимации нейронными сетями играет выбор ар-
хитектуры сети. В данной работе будет использована структура «нечёткого» 
персептрона, структура которой показана на рисунке 2. «Нечёткая» сеть объ-
единяет в себе сеть с нечёткой организацией (препроцессора)  и многослойный 
персептрон в качестве постпроцессора[2]. 
 
 
Рисунок 1 – Модель плотности вероятности  
 
Рисунок 2 – Структура нечёткого персептрона  
 
Использование препроцессора, размерность которого больше размерно-
сти входного вектора, обосновывается теоремой Ковера о разделимости образов 
[3]. В ней утверждается, что преобразование задачи классификации в простран-
ство более высокой размерности повышает вероятность линейной разделимо-
сти образов[3] . Это позволяет подавать на вход многослойного персептрона 
уже откластеризованные данные.  
Для настройки центров кластеризации нечёткого слоя будем применять 
алгоритм нечёткой нечёткой кластеризации C-means. Он позволяет после 
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разделяется многомерное пространство. Использование данных центров гаран-
тирует сходимость алгоритмов к глобальному минимуму [2]. 
 Таким образом, если на вход сети подаётся вектор 𝑥 = [𝑥1, 𝑥2, … , 𝑥𝑛], на 
выходе нечёткого слоя будет получен вектор u, который состоит из коэффици-
ентов принадлежности 𝑥 к конкретным центрам: 𝑢 = [𝑢1(𝑥), 𝑢2(𝑥),… , 𝑢𝑘(𝑥)]. 












  (1) 
где 𝑑2(𝑥𝑗 , 𝑐𝑖) расстояние между 𝑥𝑗 и 𝑐𝑖, m-коэффициент нечёткости множества. 
После стабилизации положений центров кластеризации начинается про-
цесс обучения многослойного персептрона. В данной работе будет использован 
метод обратного распространения ошибки для коррекции весов  персептронно-




∑ (𝑦𝑗 − 𝑑𝑗)
2𝑝
𝑗=1  (2) 
где p – количество обучающих выборок, 𝑦𝑘 – фактический отклик сети, 
𝑑𝑗 - желаемый отклик сети [2]. 
Для модификации весов персептронного слоя воспользуемся следующей фор-
мулой: 
𝑤(𝑘 + 1) = 𝑤(𝑘) + ∆𝑤 (3) 
где 
∆𝑤 = −𝜂∇𝐸(𝑤) (4) 
𝜂 – коэффициент обучения, ∇𝐸(𝑤) –градиент функции ошибки [2]. 
В качестве входного слоя будет использоваться нечёткий слой, формиру-
ющий коэффициенты принадлежности вектора x, а желаемым откликом будет 
необходимое значение аппроксимируемой функции. После завершения процес-
са обучения все веса запоминаются, и сеть становится готовой к аппроксима-
ции. 
Исследования проводились на случайной последовательности, распреде-
лённой по нормальному закону. Объём выборки 10000 отсчетов, количество 
дифференциальных коридоров 20, количество нейронов в нечётком слое 10, ко-
личество нейронов в скрытом персептронном слое 20. СКО аппроксимации со-
ставило 0, 04. 
На практике гибридная сеть, как правило, более эффективна, чем одиноч-
ная сеть с нечёткой самоорганизацией и чем самостоятельный многослойный 
персептрон. Этот вывод следует из факта, что при использовании гибридной 
сети задача разделяется на два независимых этапа, реализуемых отдельно друг 
от друга [2]. 
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РАЗРАБОТКА СИСТЕМЫ АВТОМАТИЗАЦИИ ИМИТАЦИОННЫХ 
ИССЛЕДОВАНИЙ «АВТОБУСНЫЙ МАРШРУТ» В СРЕДЕ ANYLOGIC 
 
(Башкирский государственный педагогический 
университет им. М.Акмуллы) 
 
Увеличение автомобилей и общественного транспорта привело к появле-
нию пробок на дорогах. Наиболее тяжелая ситуация на дорогах складывается в 
час пик. Оптимизация работы городского транспорта необходима, так как она 
многие годы не подвергалась научному исследованию и перегружена дублиру-
ющими маршрутами и их неэффективной работой. Создание имитационной 
модели «Автобусный маршрут» должно помочь выявить оптимальные пути 
решения транспортных проблем [1-5].  
Для разработки научно-исследовательских имитационных моделей ис-
пользуются системы имитационного моделирования Anylogic и GPSS World [6-
8]. В версии AnyLogic 7.3.3 и выше новая библиотека дорожного движения поз-
воляет детально имитировать физическое перемещение машин по дорожной се-
ти. Кроме того, она дает возможность моделировать: движение с учётом ПДД, 
светофоры и приоритеты проезда на перекрестках, парковки, движение и оста-
новки общественного транспорта. Также в библиотеке есть инструмент, позво-
ляющий визуализировать плотность трафика в сети.  
Для разработки имитационной модели автобусного маршрута был выбран 
отрезок пути от остановки Музей им. Нестерева до остановки Монумент Друж-
бы маршрутного автобуса 234к. 
Построенная имитационная модель улично-дорожной сети, максимально 
приближена к реальной системе.  На данной модели проведены предваритель-
ные исследования по оптимизации автобусного маршрута. Модель позволяет 
изучить ситуацию на дороге и выбирать эффективные пути решения проблем.  
На рис. 2 представлена модель участка улично-дорожной сети г.Уфы, по-
строенная с помощью среды моделирования AnyLogic.  
Дорога построена на основе библиотеки дорожного движения. Потоковая 
диаграмма, которая показана на рисунке 3, отвечает за движение машин и авто-
бусов. 
 
