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Abstract
Cluster indices describe extremal behaviour of stationary time series. We consider
their sliding blocks estimators. Using a modern theory of multivariate, regularly
varying time series, we obtain central limit theorems under conditions that can be
easily verified for a large class of models. In particular, we show that in the Peak over
Threshold framework, sliding and disjoint blocks estimators have the same limiting
variance.
1 Introduction
Consider a stationary, regularly varying Rd-valued time series X = {Xj, j ∈ Z}. We are
interested in estimating cluster indices that describe its extremal behaviour. Informally
speaking, a cluster is a triangular array (X1/un, . . . ,Xrn/un) with rn, un → ∞ that con-
verges in distribution in a certain sense. Cluster indices are obtained by applying the
appropriate functional H to the cluster. The functionals are defined on (Rd)Z and are such
that their values do not depend on coordinates that are equal to zero. More precisely, for
X = {Xj , j ∈ Z} ∈ (Rd)Z and i ≤ j ∈ Z, we denote X i,j = (X i, . . . ,Xj) ∈ (Rd)(j−i+1).
Then, we identify H(Xi,j) with H((0,X i,j, 0)), where 0 ∈ (Rd)Z is the zero sequence.
Such functionals H will be called cluster functionals.
Let |·| be an arbitrary norm on Rd and {un}, {rn} be such that
lim
n→∞
un = lim
n→∞
rn = lim
n→∞
nP(|X0| > un) =∞ , lim
n→∞
rn/n = lim
n→∞
rnP(|X0| > un) = 0 .
(R(rn, un))
∗University of Ottawa
†University of Ottawa
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Given a cluster functional H on (Rd)Z, we want to estimate the limiting quantity
ν∗(H) = lim
n→∞
ν∗n,rn(H) = limn→∞
E[H(X1,rn/un)]
rnP(|X0| > un) . (1.1)
To guarantee existence of the limit we will require additional anticlustering assumptions
on the time series {Xj, j ∈ Z}. The cluster indices of interest are, among others:
• the extremal index obtained with H1(x) = 1{x∗ > 1}, x = {xj, j ∈ Z} ∈ (Rd)Z;
• the cluster size distribution obtained with
H2(x) = 1
{∑
j∈Z
1
{|xj| > 1} = m
}
, x = {xj, j ∈ Z} ∈ (Rd)Z , m ∈ N ; (1.2)
• the stop-loss index of a univariate time series obtained with
H3(x) = 1
{∑
j∈Z
(xj − 1)+ > η
}
, x = {xj, j ∈ Z} ∈ RZ , η > 0 ; (1.3)
• the large deviation index of a univariate time series obtained with
H4(x) = 1{K(x) > 1} , K(x) =
(∑
j∈Z
xj
)
+
, x = {xj, j ∈ Z} ∈ RZ ; (1.4)
• the ruin index of a univariate time series obtained with
H5(x) = 1{K(x) > 1} , K(x) = sup
i∈Z
(∑
j≤i
xj
)
+
, x = {xj, j ∈ Z} ∈ RZ . (1.5)
We note that the extremal index is the classical quantity that arises in the extreme value
theory for dependent sequences, the large deviation index was studied under the name
cluster index in [MW13, MW14], the cluster size distribution is again a well-known object
and was studied in [Hsi91] and [DR10], while the remaining cluster indices seem to be new.
Several methods of estimation of the limit ν∗(H) in (1.1) may be employed. The natural
one is to consider a statistics based on disjoint blocks of size rn, cf. [DR10] and [KS20],
ν˜
∗
n,rn(H) :=
1
nP(|X0| > un)
mn∑
i=1
H(X(i−1)rn+1,irn/un) ,
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where mn = [n/rn]. The data-based estimator is constructed as follows. Let kn →∞ be a
sequence of integers and define un by kn = nP(|X0| > un). Let |X|(n:1) ≤ · · · ≤ |X|(n:n)
be order statistics from |X1| , . . . , |Xn|. Define
ν̂
∗
n,rn(H) :=
1
kn
mn∑
i=1
H(X(i−1)rn+1,irn/|X|(n:n−kn)) . (1.6)
Although some special cases were considered (estimation of the extremal index in [Hsi91]
and [SW94]; tail array sums in [RLdH98]), the general theory was developed in [DR10].
The summary of the theory for the disjoint blocks estimators can be found in [KS20,
Chapter 10], where consistency and the central limit theorems are established.
In this paper we consider the sliding blocks statistics
µ˜
∗
n,rn(H) :=
1
qnrnP(|X0| > un)
qn−1∑
i=0
H (X i+1,i+rn/un) , (1.7)
where qn = n− rn− 1 and the corresponding estimator defined in terms of order statistics:
µ̂
∗
n,rn(H) =
1
rnkn
qn−1∑
i=0
H
(
X i+1,i+rn/|X|(n:n−kn)
)
. (1.8)
The sliding blocks estimators have been studied for some specific functionals H , however
there has been no unified theory available. Recently, [DN20] used the framework of [DR10]
and showed that the limiting variance of the sliding blocks estimator never exceeds that of
the disjoint blocks estimator. In case of the extremal index, both variances are equal.
The goal of this paper is to obtain the asymptotic normality of the sliding blocks estimators.
Our focus is on providing the conditions that can be easily verified for a variety of time
series models. At the same time, we will show that the limiting variance of both disjoint
and sliding blocks estimators is the same. To achieve our goal, we combine [DR10] approach
with the modern theory of stationary, regularly varying time series.
In order to proceed, in Section 2 we fix the notation, recall the notion of the tail process
associated to a stationary regularly varying time series; and introduce the cluster indices.
Next, we need to answer a non-trivial question: When does the limit ν∗(H) exist?. For
this, Section 3 deals with convergence of cluster measures and cluster indices ν∗(H) appear
as the limit. Existence of the limit requires an anticlustering assumption. In conjunction
with a particular choice of functionals, we will be in position to give specific examples of
cluster indices. The contents of this section is based on [KS20, Chapter 6]. Some results
stem from [MW14, MW16] and [BPS18].
The main result is Theorem 4.3. We prove the central limit theorem for the data-based
sliding blocks estimator (1.8) under easy to verify assumptions. Those conditions can be
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verified for a variety of models: regularly varying functions of Markov chains, infinite order
moving averages, max-stable processes. See [KSW19] and [KS20, Part III].
The most important (and somehow surprising) conclusion is that both sliding (1.8) and
disjoint (1.6) blocks estimators yield the same variance. This is in agreement with the
result for the extremal index in [DN20]. On the other hand, it seems to be a contradiction
with other available results. We explain this in Section 5.
All proofs are included in Section 6.
2 Preliminaries
In this section we fix the notation and introduce the relevant classes of functions. In
Section 2.3 we recall the notion of the tail and the spectral tail process (cf. [BS09]). In
Section 2.4 we define cluster indices; see [KS20, Chapter 5] for a detailed introduction.
2.1 Notation
Let |·| be a norm on Rd. For a sequence x = {xj , j ∈ Z} ∈ (Rd)Z and i ≤ j ∈ Z∪{−∞,∞}
we denote xi,j = (xi, . . . ,xj) ∈ (Rd)j−i+1, x∗i,j = maxi≤l≤j |xl| and x∗ = supj∈Z |xj |. By 0
we denote the zero sequence; its dimension can be different of each of its occurrences.
By ℓ0(R
d) we denote the set of Rd-valued sequences which tend to zero at infinity. Likewise,
ℓ1(R
d) consists of sequences such that
∑
j∈Z |xj| <∞.
We will use the blocking method. If X is a time series of interest, then (X†1, . . . ,X
†
n) is
a pseudo-sample such that the blocks (X†(i−1)rn+1, . . . ,X
†
irn), i = 1, . . . , mn = [n/rn], are
mutually independent with the same distribution as the original block (X1, . . . ,Xrn).
2.2 Classes of functions
Functionals H are defined on ℓ0(R
d) with the convention H(xi,j) = H((0,xi,j, 0)). In
particular, the map E is defined on ℓ0(Rd) by E(x) =
∑
j∈Z 1
{|xj| > 1}. For s > 0, the
function Hs : (R
d)Z → R is defined by Hs(x) = H(x/s). We consider the following classes:
• L is the class of bounded real-valued functions defined on (Rd)Z that are either
Lipschitz continuous with respect to the uniform norm or almost surely continuous
with respect to the distribution of the tail process Y . This class includes functions
like 1{x∗ > 1}, 1
{∑
j∈Z |xj| > 1
}
. See Remark 6.1.6 in [KS20].
• A ⊂ L is the class of shift-invariant functionals with support separated from 0. In
particular, for H ∈ A, H(0) = 0. The class A includes 1{x∗ > 1}.
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• K is the class of shift-invariant functionals K : (Rd)Z → R defined on ℓ1(Rd) such
that K(0) = 0 and which are Lipschitz continuous with constant LK , i.e.
|K(x)−K(y)| ≤ LK
∑
j∈Z
∣∣xj − yj∣∣ , x,y ∈ ℓ1(Rd) . (2.1)
• B ⊂ L is the class of functionals H of the form H = 1{K > 1}, where K ∈ K.
Functionals in B may have support which is not separated from 0. The typical
example is H(x) = 1
{∑
j |xj| > 1
}
; note that H 6∈ A.
2.3 Tail and spectral tail process
Let X = {Xj, j ∈ Z} be a stationary, regularly varying time series with values in Rd and
tail index α. In particular,
lim
x→∞
P(|X0| > tx)
P(|X0| > x) = t
−α
for all t > 0. Then, there exists a sequence Y = {Y j, j ∈ Z} such that
P(x−1(X i, . . . ,Xj) ∈ · | |X0| > x) converges weakly to P((Y i, . . . ,Y j) ∈ ·)
as x → ∞ for all i ≤ j ∈ Z. We call Y the tail process. See [BS09]. Equivalently,
viewing X and Y as random elements with values in (Rd)Z, we have for every bounded or
non-negative functional H on (Rd)Z, continuous with respect to the product topology,
lim
x→∞
E[H(x−1X)1{|X0| > x}]
P(|X0| > x) = E[H(Y )] .
Define Θj = Y j/|Y 0|, j ∈ Z. The sequence Θ = {Θj , j ∈ Z} is called the spectral
tail process. The random variable |Y 0| has the Pareto distribution with index α and is
independent from Θ. Hence for a non-negative measurable function H : (Rd)Z → R,
E[H(Y )] =
∫ ∞
1
E[H(rΘ)]αr−α−1dr . (2.2)
2.4 Cluster measure and cluster indices
Consider the infargmax functional A0 defined on (Rd)Z by A0(y) = inf{j : y∗−∞,j = y∗},
with the convention that inf ∅ = +∞. If P(A0(Y ) /∈ Z) = 0 then we can define
ϑ = P(A0(Y ) = 0) . (2.3)
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In fact, A0 can be replaced with any anchoring map (see [PS18] and [KS20, Theorem
5.4.2]). In particular,
ϑ = P(A0(Y ) = 0) = P
(
sup
j≤−1
|Y j | ≤ 1
)
= P
(
sup
j≥1
|Y j | ≤ 1
)
.
Therefore, ϑ can be recognized as the (candidate) extremal index. It becomes the usual
extremal index under additional mixing and anticlustering conditions.
Definition 2.1 (Cluster measure). Let Y and Θ be the tail process and the spectral tail
process, respectively, such that P(lim|j|→∞Y j = 0) = 1. The cluster measure is the measure
ν∗ on ℓ0(R
d) defined by
ν∗ = ϑ
∫ ∞
0
E[δrΘ1{A0(Θ) = 0}]αr−α−1dr . (2.4)
The measure ν∗ is boundedly finite on (Rd)Z\{0}, puts no mass at 0 and is α-homogeneous.
Furthermore, the cluster measure can be expressed in terms of another sequence.
Definition 2.2. Assume that P(A0(Y ) /∈ Z) = 0. The conditional spectral tail process Q
is a random sequence with the distribution of (Y ∗)−1Y conditionally on A0(Y ) = 0.
The sequence Q appeared implicitly in the seminal paper [DH95]. See also [BS09], [PS18,
Definition 3.5] and [KS20, Chapter 5]. An abstract setting is considered in [DHS18].
Note that A0(Y ) = 0 if and only if A0(Θ) = 0. Then also Y ∗ = |Y 0|. Thus, (2.4) and
the definition of Q give for a bounded or non-negative measurable function H on ℓ0(R
d),
ν∗(H) = ϑ
∫ ∞
0
E[H(rQ)]αr−α−1dr = ϑ
∫ ∞
0
E[H(rΘ)1{A0(Θ) = 0}]αr−α−1dr . (2.5)
If moreover H is such that H(y) = 0 if y∗ ≤ ǫ for one ǫ > 0, then
ν∗(H) = ǫ−αE[H(ǫY )1{A0(Y ) = 0}] . (2.6)
Comparing (2.4) or (2.6) with (2.2) we can see that the ν∗(H) does not agree with E[H(Y )].
The additional indicator comes essentially from the conditioning on the location of the
maximum of the sequence Y .
Definition 2.3 (Cluster index). We will call ν∗(H) the cluster index associated to the
functional H.
3 Convergence of cluster measure
Recall R(rn, un). Define the measures ν∗n,rn, n ≥ 1, on ℓ0(Rd) as follows:
ν∗n,rn =
1
rnP(|X0| > un)E
[
δu−1n X1,rn
]
.
We are interested in convergence of ν∗n,rn to ν
∗. The results of this section are extracted
from [KS20, Chapter 6]. See also [PS18] and [BPS18].
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3.1 Anticlustering condition
For each fixed r ∈ N, the distribution of u−1n X−r,r conditionally on |X0| > un converges
weakly to the distribution of Y −r,r. In order to let r tend to infinity, we must embed
all these finite vectors into one space of sequences. By adding zeroes on each side of the
vectors u−1n X−r,r and Y −r,r we identify them with elements of the space ℓ0(R
d). Then
Y −r,r converges (as r → ∞) to Y in ℓ0(Rd) if (and only if) Y ∈ ℓ0(Rd) almost surely.
However, this is not enough for statistical purposes and we consider the following definition.
Definition 3.1 ([DH95], Condition 2.8). Condition AC(rn, un) holds if for all x, y > 0,
lim
k→∞
lim sup
n→∞
P
(
max
k≤|j|≤rn
|Xj| > unx | |X0| > uny
)
= 0 . (AC(rn, un))
Condition AC(rn, un) is referred to as the anticlustering condition. It is fulfilled by many
models, including geometrically ergodic Markov chains, short-memory linear or max-stable
processes. AC(rn, un) implies that Y ∈ ℓ0(Rd). Its main consequence is the following result.
Proposition 3.2 ([BS09], Proposition 4.2; [KS20], Theorem 6.1.4). Let H ∈ L. If Condi-
tion AC(rn, un) holds, then
lim
n→∞
E[H(u−1n X−rn,rn) | |X0| > un] = E[H(Y )] .
ConditionAC(rn, un) holds for sequence of i.i.d. random variables whenever limn→∞ rnP(|X0| >
un) = 0, which can be recognized as on the restrictions imposed in R(rn, un)
3.2 Vague convergence of cluster measure
We now investigate the unconditional convergence of u−1n X1,rn . Contrary to Proposi-
tion 3.2, where an extreme value was imposed at time 0, a large value in the cluster can
happen at any time. Moreover, the convergence of ν∗n,rn(H) to ν
∗(H) may hold only for
shift-invariant functionals H . Therefore, we need the following definition.
Definition 3.3. The space ℓ˜0(R
d) is the space of equivalence classes of ℓ0(R
d) endowed
with the equivalence relation ∼ defined by
x ∼ y ⇐⇒ ∃j ∈ Z , Bjx = y ,
where B is the backshift operator.
The proof of the next result is given in Section 6.
Proposition 3.4. Let condition AC(rn, un) hold. The sequence of measures ν∗n,rn, n ≥ 1
converges vaguely# on ℓ˜0(R
d) \ {0} to ν∗, that is, for all H ∈ A,
lim
n→∞
ν∗n,rn(H) = limn→∞
E[H(u−1n X1,rn)]
rnP(|X0| > un) = ν
∗(H) .
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The immediate consequence is the following limit (cf. (2.3)):
lim
n→∞
P(X∗1,rn > un)
rnP(|X0| > un) = ϑ .
Since H2, H3 ∈ A (cf. (1.2)-(1.3)), we can introduce the following cluster indices.
Example 3.5 (Cluster size distribution). If AC(rn, un) holds, Proposition 3.4 yields
lim
n→∞
P
(
rn∑
j=1
1
{|Xj | > un} = m |X∗1,rn > un
)
= P
(∑
j∈Z
1
{|Y j | > 1} = m | Y ∗−∞,−1 ≤ 1
)
=: π(m) .
⊞
Example 3.6 (Stop-loss index). Consider a univariate time series. Define the stop-loss
index:
θstoploss(η) = lim
n→∞
P
(∑rn
j=1(Xj − un)+ > ηun
)
rnP(X0 > un)
= P
(
∞∑
j=0
(Yj − 1)+ > η,Y ∗−∞,−1 ≤ 1
)
.
This index seems to be new. ⊞
3.3 Indicator functionals not vanishing around zero
Proposition 3.4 entails convergence of ν∗n,rn(H) for H ∈ A. For functionals which are
not defined on the whole space ℓ0(R
d), such as H4 and H5 from (1.4)-(1.5), we need an
additional assumption on Asymptotic Negligibility of Small Jumps.
Definition 3.7. Condition ANSJB(rn, un) holds if for all η > 0,
lim
ǫ→0
lim sup
n→∞
P(
∑rn
j=1 |Xj |1{|Xj | ≤ ǫun} > ηun)
rnP(|X0| > un) = 0 . (ANSJB(rn, un))
The proofs of the next two results are given in Section 6.
Lemma 3.8. If AC(rn, un) and ANSJB(rn, un) hold, then
lim
n→∞
P(
∑rn
i=1 |Xj | > un)
rnP(|X0| > un) = E
[(∑
j∈Z
|Qj|
)α]
<∞ .
Proposition 3.9. Assume that AC(rn, un) and ANSJB(rn, un) hold. Then for K ∈ K,
ν∗(1{K > 1}) = lim
n→∞
P(K(X1,rn/un) > 1)
rnP(|X0| > un) = ϑ
∫ ∞
0
P(K(zQ) > 1)αz−α−1dz <∞ .
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If K is a 1-homogeneous satisfying the assumptions of Proposition 3.9, then
ν∗(1{K > 1}) = ϑE[Kα+(Q)] = E[Kα+(Θ0,∞)−Kα+(Θ1,∞)] .
Example 3.10 (Large deviations index). Let {Xj , j ∈ Z} be an univariate time series. The
functional H4 defined in (1.4) yields the large deviations index:
θlargedev = lim
n→∞
P
((∑rn
j=1Xj
)
+
> un
)
rnP(|X0| > un) = E
( ∞∑
j=0
Θj
)α
+
−
(
∞∑
j=1
Θj
)α
+
 .
The index θlargedev, under the name cluster index, was introduced in [MW16]. ⊞
Example 3.11 (Ruin index). Take H5 defined in (1.5). Proposition 3.9 gives
θruin = lim
n→∞
P(max1≤j≤rn
∑j
i=1Xi > un)
rnP(|X0| > un) = ϑE
sup
i∈Z
(∑
j≤i
Qj
)α
+
 .
⊞
4 Central limit theorem for blocks estimators
4.1 Sliding blocks estimators
Let qn = n−rn+1. Thanks to Proposition 3.4 and Proposition 3.9, we have for H ∈ A∪B,
lim
n→∞
E
[∑qn−1
i=0 H (X i+1,i+rn/un)
qnrnP(|X0| > un)
]
= lim
n→∞
E [H (X1,rn/un)]
rnP(|X0| > un) = limn→∞ν
∗
n,rn(H) = ν
∗(H) .
This indicates that a consistent pseudo-estimator of ν∗(H) can be defined as
µ˜
∗
n,rn(H) :=
1
qnrnP(|X0| > un)
qn−1∑
i=0
H (X i+1,i+rn/un) . (4.1)
The above estimator is not feasible, since it involves an unspecified sequence {un} and
the tail of |X0|. Thus, in (4.1) we replace qnP(|X0| > un) with its empirical estimate∑qn
j=1 1
{|X j| > un} to obtain a quasi-feasible estimator
̂̂µ∗n,rn(H) = 1rn 1∑qnj=1 1{|Xj | > un}
qn−1∑
i=0
H (X i+1,i+rn/un) .
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Likewise, let kn be an intermediate sequence of integers, i.e. limn→∞ kn =∞, limn→∞ kn/n =
0. Define un by kn = nP(|X0| > un). Replacing un with |X|(n:n−kn) and noting that (as-
suming for simplicity that there are not ties in the data)
n∑
j=1
1
{
|Xj | > |X|(n:n−kn)
}
= kn ,
we obtain a feasible estimator of ν∗(H) given in (1.8).
4.2 Weak dependence assumptions
For asymptotic normality, we need to strengthen the anticlustering condition AC(rn, un).
Definition 4.1. Condition S(rn, un) holds if for all s, t > 0
lim
m→∞
lim sup
n→∞
1
P(|X0| > un)
rn∑
j=m
P(|X0| > uns, |Xj| > unt) = 0 . (S(rn, un))
This condition implies that
∑
j∈Z P(|Y j| > 1) <∞. The latter series appears explicitly in
the statement for the limiting variance.
Dependence in {Xj, j ∈ Z} will be controlled by the β-mixing rates {βn}. RecallR(rn, un).
Let {ℓn} be a sequence of integers such that limn→∞ ℓn =∞ and limn→∞ ℓn/rn = 0.
Definition 4.2. Condition β(rn) holds if:
1. βj = O(j
−ν), ν > 1 and limn→∞ r
1+ν
n /n = +∞; and
2. there exists δ > 0 such that limn→∞ r
ν−δ
n P(|X0| > un) = +∞.
From the basic assumptions on the time series, we have limn→∞ rn/n = 0. Thus, ν has
to be big enough. The above mixing condition is clearly satisfied for time series with
geometric mixing rates since then ν can be chosen arbitrarily large.
4.3 Main result
Let G be the Gaussian process on L2(ν∗) with covariance
Cov(G(H),G(H˜)) = ν∗(HH˜) .
Recall that for a functional H : (Rd)Z → R and s > 0 we define Hs(x) = H(x/s).
The main result of this paper is Theorem 4.3, the asymptotic normality of the appropriately
normalized estimator µ̂∗n,rn(H). The limiting variance agrees with the one for the disjoint
blocks estimator; cf. [DR10] and [KS20, Chapter 10].
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Theorem 4.3. Let {Xj, j ∈ Z} be a stationary, regularly varying Rd-valued time series.
Assume that R(rn, un), β(rn), S(rn, un) hold. Fix 0 < s0 < 1 < t0 <∞. Let H : (Rd)Z →
R be a shift-invariant measurable map such that the class {Hs : s ∈ [s0, t0]} is linearly
ordered. Assume moreover that
lim
n→∞
√
kn sup
s∈[s0,t0]
|E[µ˜∗n,rn(Es)]− ν∗(Es)| = 0 , (4.2a)
lim
n→∞
√
kn sup
s∈[s0,t0]
|E[µ˜∗n,rn(Hs)]− ν∗(Hs)| = 0 . (4.2b)
If H ∈ A, then √
kn
{
µ̂
∗
n,rn(H)− ν∗(H)
}
d−→ G(H − ν∗(H)E) . (4.3)
If moreover ANSJB(rn, un) is satisfied, then (4.3) holds for H ∈ B.
Remark 4.4. The limiting distribution is centered Gaussian with variance (cf. Lemma 6.19):
ν∗({H − ν∗(H)E}2) = ν∗(H2)− 2ν∗(H)ν∗(HE) + (ν∗(H))2ν∗(E2)
= ν∗(H2)− 2ν∗(H)E[H(Y )] + (ν∗(H))2
∑
j∈Z
P(|Y j | > 1) .
⊕
4.4 Examples
Example 4.5 (Extremal index). For H(x) = 1{x∗ > 1} we have ν∗(H) = ν∗(H2) = ϑ.
The data-based estimator (1.8) is asymptotically normal with mean zero and the limiting
variance is
ν∗({H − ν∗(H)E}2) = ϑ2
∑
j∈Z
P(Yj > 1)− ϑ .
See Section 5 for a discussion on the existing results. ⊞
Example 4.6 (Cluster size distribution). Consider the situation from Example 3.5. The
limiting distribution is centered normal with the variance
π(m) (1− 2P(E(Y ) = m)) + π2(m)
∑
j∈Z
P(Yj > 1) .
⊞
Example 4.7 (Stop-loss index). Consider the stop-loss index θstoploss(η) introduced in Ex-
ample 3.6. The limiting distribution is centered normal with the variance
θstoploss(η)
(
1− 2P
(∑
j∈Z
(Yj − 1)+ > η
))
+ θ2stoploss(η)
∑
j∈Z
P(Yj > 1) .
⊞
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Example 4.8 (Large deviations index). We continue with the situation from Example 3.10.
The limiting distribution is centered Gaussian with variance
θlargedev − 2θlargedevP
(∑
j∈Z
Yj
)
+
> 1
+ θ2largedev∑
j∈Z
P(|Yj| > 1) .
⊞
5 Comments and extensions
5.1 Non-linearly ordered function classes
The linear ordering in Theorem 4.3 seems to be quite restrictive. It can be replaced with
an assumption that the function class is of VC-type (see [DR10]), or can be approximated
by VC-classes. See [BBKS20, Lemma A.3], [DK20] and [KS20, Appendix C.4].
5.2 Existing results
We discuss the existing results. For the sake of clarify, we consider univariate, non-negative,
regularly varying time series with the marginal distribution F .
PoT approach. In [DN20] the authors study asymptotic normality of the sliding blocks
estimators in a general setting. They show that the limiting variance of such estimators
does not exceed the one for the disjoint blocks estimators. For the extremal index they
found the variances to be equal. As in this paper, they use the threshold un such as in
R(rn, un). The results in [DR10] and [KS20, Chapters 9-10] (disjoint blocks) as well as in
[DN20] and in the current paper fit into Peak Over Threshold (PoT) framework.
In particular, consider the disjoint blocks estimator of the extremal index,
ϑ˜n,1 = ϑ˜n,1(x) =
∑mn
i=1 1
{
X∗(i−1)rn+1,irn > x
}∑mnrn
j=1 1{Xj > x}
.
In [KS20, Example 10.4.2] we calculated the limiting variance of ϑ˜n,1(un) to be σ
2
1 =
−ϑ + ϑ2∑j∈Z P(Yj > 1). This is in agreement with Corollary 4.6 in [Hsi91] (where the
variance σ21 is given in a complicated form). We can see that σ
2
1 agrees with the one limiting
variance for the sliding blocks estimator in Example 4.5. The blocks estimator ϑ˜n,1(un) is
also considered in [SW94] and [WN98].
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Block maxima framework. One can also use the threshold crn given by
rnF (crn)→ 1 . (5.1)
We are not aware of the asymptotic theory for ϑ˜n,1(crn). However, using [RSF09, Theorem
4.2] and the delta method we can compare the variances of ϑ˜n,1(un) and ϑ˜n,1(crn):
σ21 = −ϑ+ ϑ2
∑
j∈Z
P(Yj > 1) vs. σ
2
3 := e
−ϑ(1− e−ϑ)− 2ϑe−ϑ + ϑ2
∑
j∈Z
P(Yj > 1) .
Thus, the estimator ϑ˜n,1(un) has a smaller variance than ϑ˜n,1(crn).
In the following discussion, we will use the threshold (5.1). In [RSF09] the authors consider
another disjoint blocks estimator of the extremal index, motivated by the approximation
log(1− x) ∼ x (x→ 0). Also, the corresponding sliding blocks estimator is considered. It
is shown that the sliding blocks one yields a smaller asymptotic variance.
In [BS18b, BS18a] the authors estimate the parameters (α, σ) of the Fre´chet distribution
stemming from the limiting behaviour of the maxima. Disjoint blocks yield a larger variance
than sliding blocks. Similarly, in [BB18] the authors use the blocking method to estimate
the extremal index and again the sliding block estimator is more efficient.
The estimator ϑ˜n,1(crn) as well as the ones in [RSF09] and [BS18b, BS18a] can be thought of
as the application of the block maxima method. Indeed, the threshold crn is the normalizing
sequence for the limiting distribution of maxima. In the context of the latter two papers,
X∗1,rn/σrn converges in distribution to a standard Fre´chet random variable with tail index
α (denoted by Z). On the other hand, for ξ ∈ (0, 1), the pair
(X∗1,rn/σrn ,X
∗
1+[ξrn],rn+[ξrn]/σrn)
converges in distribution to a dependent random vector (Z1, Z2) with Fre´chet marginals
and parametrized by ξ ∈ (0, 1). See [BS18a, Lemma 5.1]. Consider now for f : R→ R
G
(BS)
n (f) =
√
mn
{
m−1n
mn∑
j=1
f
(
X∗(j−1)rn+1,jrn
σrn
)
− E[f(Z)]
}
,
F
(BS)
n (f) =
√
mn
{
q−1n
qn∑
i=1
f
(
X∗i,i+rn−1
σrn
)
− E[f(Z)]
}
.
The aforementioned convergence gives the limiting variance. For the disjoint blocks empir-
ical process the limiting variance is Var(f(Z)), while for the sliding blocks one it becomes
(cf. Lemma 5.3 in [BS18a])
C(f) := 2
∫ 1
0
Covξ(f(Z1), f(Z2))dξ .
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In the context of our paper, if we choose f(z) = 1{z > 1}, then we can evaluate:
Var(f(Z)) = exp(−1)− exp(−2) > C(f) = 2 exp(−1)− 4 exp(−2) .
In the PoT framework considered in our paper, both the disjoint blocks and the sliding
blocks empirical processes yield the limiting variance ν∗(H).
In summary:
• The PoT method, as proven in this paper, gives the same limiting be-
haviour for both disjoint and sliding blocks estimators.
• The situation seems to be different in case of the block maxima method, at least for
the inference problems considered up to date.
• One can argue that the blocks maxima method is restricted to estimation of the
parameters of the limiting distribution of maxima (the tail index, the extremal index)
and is rather hard to see how the method can be employed to other cluster indices.
5.3 Open questions
• For the sliding blocks estimators, obtain consistency under minimal conditions (that
is, without relying on β-mixing). In [KS20, Chapter 10] we obtain consistency of the
disjoint blocks estimators for time series that can be approximated by m-dependent
sequences, including long memory ones.
• Extend Theorem 4.3 to unbounded functionals H . The method of the proof presented
in the paper should be applicable, however, some substantial modifications may be
needed. Certainly, more restrictive conditions will need to be implemented.
• In view of the behaviour of ϑ˜n,1(un) and ϑ˜n,1(crn), it would be interesting to know if
(whenever possible) the PoT method always gives a smaller variance than the block
maxima ones.
6 Proofs
In Section 6.2 we show that (1.1) holds for H ∈ A ∪ B. The proofs in that section stem
from [KS20]. The results from Section 6.2 are extended in Section 6.3 to covariance of
clusters. In Section 6.4 we introduce the empirical process of sliding blocks and state its
functional convergence. The proof of the latter is separated into several parts. First, in
Section 6.5 we derive the limiting covariance of the empirical process of sliding blocks.
Next, in Section 6.6 we prove the finite-dimensional convergence. Asymptotic continuity
is dealt with in Section 6.7. We conclude the proof in Section 6.8.
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6.1 Consequences of the mixing assumption
Since ℓn can be chosen as r
1−δ
n (δ > 0) with δ arbitrarily close to zero, β(rn) gives:
lim
n→∞
n
rn
βrn = 0 , (6.1a)
lim
n→∞
1
rnP(|X0| > un)
∞∑
j=ℓn
βj = 0 , (6.1b)
lim
n→∞
1
rnP(|X0| > un)
∞∑
j=1
βjrn = 0 . (6.1c)
We recall the covariance inequality for bounded, beta-mixing random variables (in fact,
the inequality holds for α-mixing). Let β(F1,F2) be the β-mixing coefficient between two
sigma fields. Then ([Ibr62])
|Cov(H(Z1), H(Z2))| ≤ cst ‖H‖∞‖H˜‖∞β(σ(Z1), σ(Z2)) . (6.2)
In (6.2) the constant cst does not depend on H, H˜ .
6.2 Convergence of cluster measure
Proof of Proposition 3.4. Since H has a support separated from zero, there exists ǫ > 0
such that H(x) = 0 if x∗ ≤ ǫ. Applying its shift invariance and the stationarity, we obtain
ν∗n,rn(H) =
1
rnP(|X0| > un)
rn∑
j=1
E
[
H(u−1n X1,rn)1
{
X∗1,j−1 ≤ unǫ
}
1
{|X j| > unǫ}]
=
P(|X0| > unǫ)
P(|X0| > un)
1
rn
rn∑
j=1
E
[
H(u−1n X1−j,rn−j)1
{
X∗1−j,−1 ≤ unǫ
} | |X0| > unǫ]
=
P(|X0| > unǫ)
P(|X0| > un)
∫ 1
0
gn(v)dv ,
with
gn(v) = E
[
H(u−1n X1−[rnv],rn−[rnv])1
{
X∗1−[rnv],−1 ≤ unǫ
} | |X0| > unǫ] .
By Proposition 3.2, limn→∞ gn(v) = E[H(ǫY )1
{
Y ∗−∞,−1 ≤ 1
}
] for each v ∈ (0, 1). More-
over, the sequence gn is uniformly bounded, thus by dominated convergence, regular vari-
ation of |X0| and (2.6), we obtain
lim
n→∞
ν∗n,rn(H) = ǫ
−α
E[H(ǫY )1
{
Y ∗−∞,−1 ≤ 1
}
] = ν∗(H) .
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Proof of Lemma 3.8. By Proposition 3.4 and (2.5), we have
lim
n→∞
P(
∑rn
j=1 |Xj | 1
{|Xj | > ǫun} > un)
rnP(|X0| > un)
= ϑ
∫ ∞
0
P
(
z
∑
j∈Z
∣∣Qj∣∣ 1{z ∣∣Qj∣∣ > ǫ} > 1
)
αz−α−1dz . (6.3)
By monotone convergence, the right hand side converges as ǫ→ 0 to ϑE
[(∑
j∈Z |Qj|
)α]
.
Consider the function
g(ζ) = ϑ
∫ ∞
0
P
(
z
∑
j∈Z
|Qj|1
{
z|Qj | > ζ
}
> 1
)
αz−α−1dz .
It increases when ζ decreases to zero and its limit is ϑE
[(∑
j∈Z |Qj |
)α]
. To prove that
this quantity is finite, it suffices to prove that the function g is bounded. Fix ǫ > 0 and
η ∈ (0, 1). By ANSJB(rn, un), there exists ζ such that
lim sup
n→∞
P(
∑rn
j=1 |Xj | 1
{|Xj | ≤ ζun} > ηun)
rnP(|X0| > un) ≤ ǫ .
Fix ζ ′ < ζ . Starting from (6.3) and applying ANSJB(rn, un), we obtain
0 ≤ g(ζ ′) = ϑ
∫ ∞
0
P
(
z
∑
j∈Z
|Qj |1
{
z|Qj| > ζ ′
}
> 1
)
αz−α−1dz
= lim
n→∞
P(
∑rn
j=1 |Xj|1{|Xj| > unζ ′} > un)
rnP(|X0| > un)
= lim
n→∞
P
(∑rn
j=1 |Xj |1{|Xj | > unζ}+ |Xj|1{unζ ≥ |Xj | > ǫunζ ′} > un
)
rnP(|X0| > un)
≤ lim sup
n→∞
P(
∑rn
j=1 |Xj | 1
{|X j| ≤ unζ} > ηun)
rnP(|X0| > un)
+ lim
n→∞
P(
∑rn
j=1 |Xj | 1{|X i| > unζ} > (1− η)un)
rnP(|X0| > un)
≤ ǫ+ ϑ
∫ ∞
0
P
(
z
∑
j∈Z
∣∣Qj∣∣ 1{z ∣∣Qj∣∣ > ζ} > 1− η
)
αz−α−1dz ≤ ǫ+ ϑζ−α .
The latter bound holds since the probability inside the integral is zero if z ≤ ζ since |Qj | ≤ 1
for all j. This proves that the function g is bounded in a neighbourhood of zero as claimed.
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By Condition ANSJB(rn, un), we finally obtain
lim
n→∞
P
(∑rn
j=1 |Xj| > un
)
rnP(|X0| > un) = limǫ→0 limn→∞
P
(∑rn
j=1 |Xj |1{|Xj | > unǫ} > un
)
rnP(|X0| > un)
= lim
ǫ→0
ϑ
∫ ∞
0
P
(
z
∑
j∈Z
|Qj |1
{
z|Qj| > ǫ
}
> ǫ
)
αz−α−1dz = ϑE
[(∑
j∈Z
|Qj |
)α]
.
Proof of Proposition 3.9. For ǫ > 0, we define the truncation operator Tǫ by
Tǫ(x) = {xj1{|xj |>ǫ}, j ∈ Z} . (6.4)
The operator Tǫ is continuous with respect to the uniform norm at every x ∈ ℓ0 such that
|xj | 6= ǫ for all j ∈ Z.
Fix η ∈ (0, 1) and ζ > 0. Let LK be as in (2.1) and choose ǫ > 0 such that
lim sup
n→∞
P(
∑rn
j=1 |Xj | 1
{|Xj | ≤ ǫun} > ηun/LK)
rnP(|X0| > un) ≤ ζ .
Set Kǫ = K ◦ Tǫ. Applying assumption (2.1), we obtain
P(K(X1,rn/un) > 1)
rnP(|X0| > un)
≤ P(Kǫ(X1,rn/un) > 1− η)
rnP(|X0| > un) +
P(|K(X1,rn/un)−Kǫ(X1,rn/un)| > η)
rnP(|X0| > un)
≤ P(Kǫ(X1,rn/un) > 1− η)
rnP(|X0| > un) +
P(
∑rn
i=1 |Xj | 1
{|Xj | ≤ ǫun} > ηun/cst)
rnP(|X0| > un) .
Applying Proposition 3.4 to Kǫ, this yields
lim sup
n→∞
P(K(X1,rn/un) > 1)
rnP(|X0| > un) ≤ lim supn→∞
P(Kǫ(X1,rn/un) > 1− η)
rnP(|X0| > un) + ζ
=
∫ ∞
0
P(Kǫ(zQ) > 1− η)αz−α−1dz + ζ .
Similarly,
lim inf
n→∞
P(K(X1,rn/un) > 1)
rnP(|X0| > un) ≥
∫ ∞
0
P(Kǫ(zQ) > 1 + η)αz
−α−1dz − ζ .
Since K(0) = 0, (2.1) implies that |K(x)| ≤ cst∑j∈Z |xj |, thus for all y > 0,
P(Kǫ(zQ) > y) ≤ P
(∑
j∈Z
z
∣∣Qj∣∣ > y/cst
)
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and the latter quantity is integrable (as a function of z) with respect to αz−α−1dz in view
of ANSJB(rn, un) and Lemma 3.8. By bounded convergence, this yields
lim
ǫ→0
∫ ∞
0
P(Kǫ(zQ) > y)αz
−α−1dz =
∫ ∞
0
P(K(zQ) > y)αz−α−1dz .
Altogether, we obtain∫ ∞
0
P(Kǫ(zQ) > 1 + η)αz
−α−1dz − ζ ≤ lim inf
n→∞
P(K(X1,rn/un) > 1)
rnP(|X0| > un)
≤ lim sup
n→∞
P(K(X1,rn/un) > 1)
rnP(|X0| > un) ≤
∫ ∞
0
P(Kǫ(zQ) > 1− η)αz−α−1dz + ζ .
Since ζ and η are arbitrary, this finishes the proof.
6.3 Covariance of clusters
We consider the limit
lim
n→∞
1
rnP(|X0| > un)Cov
(
H(X1,rn/un), H˜(X1+h,rn+h/un)
)
for different choices of h, possibly depending on n. Under the conditions of Proposition 3.4,
if moreover R(rn, un) holds, the above limit is the same as
lim
n→∞
1
rnP(|X0| > un)E
[
H(X1,rn/un)H˜(X1+h,rn+h/un)
]
.
Thus, we impose R(rn, un) and switch freely between E and Cov whenever suitable.
6.3.1 Uniform convergence of cluster measure
In Propositions 3.4 and 3.9 we proved (1.1) for H ∈ A ∪ B. We note further that if (1.1)
holds for H and H˜, then it also holds for any linear combination of both functions. To deal
with asymptotic normality, we need (1.1) to hold uniformly over a subclass of functions.
With this in mind, we introduce two additional classes of functions. First, we recall that
for a class G of functions H : (Rd)Z → R its envelope is
G(x) = sup
H∈G
|H(x)| , x ∈ (Rd)Z .
Definition 6.1. A˜ ⊆ span(A) (resp. B˜ ⊆ span(B)) is a class of functions with a finite
envelope such that
lim
n→∞
sup
H∈A˜
ν∗n,rn(|H|) <∞ (6.5)
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(resp. limn→∞ supH∈B˜ ν
∗
n,rn(|H|) < ∞) and that for each H there exist functions KHn :
(Rd)ℓn → R+ such that∣∣∣∣H (X1,rnun
)
−H
(
X1,rn−ℓn
un
)∣∣∣∣ ≤ KHn (Xrn−ℓn+1,rn) , limn→∞ sup
H∈A˜
E
[
KHn (X1,ℓn)
]
rnP(|X0| > un) = 0 .
(6.6)
Remark 6.2. The uniform convergence condition (6.5) strengthens the statement of Propo-
sition 3.4. Conditions (6.5) and (6.6) are needed for asymptotic equicontinuity of empirical
cluster process to be introduced below. ⊕
Remark 6.3. We note that
lim
n→∞
E
[
KHn (X1,ℓn)
]
rnP(|X0| > un) = 0
for each H ∈ A˜ ∪ B˜. Let us verify it for H ∈ B. We have
|1{K(x1,rn) > 1} − 1{K(x1,rn−ℓn) > 1}|
= 1{K(x1,rn) > 1}1{K(x1,rn−ℓn) ≤ 1}+ 1{K(x1,rn) ≤ 1}1{K(x1,rn−ℓn) > 1} .
We consider the first pair of indicators in the last line. The events {K(x1,rn) > 1} and
{K(x1,rn−ℓn) ≤ 1} imply that there exists s > 0 such that K(x1,rn) − K(x1,rn−ℓn) > s.
Applying the same reasoning to the second pair of indicators, we have
|1{K(x1,rn) > 1} − 1{K(x1,rn−ℓn) > 1}| ≤ 21
{
cst
rn∑
j=rn−ℓn+1
|xj| > s
}
.
Since ℓn = o(rn)
P
(
rn∑
j=rn−ℓn+1
|Xj | > sun
)
= O(ℓnP(|X0| > un)) = (rnP(|X0| > un)) .
In summary, (6.6) holds if the envelope function is in A˜ ∪ B˜. ⊕
Remark 6.4. Let δ > 0. If H is bounded then
ν∗n,rn(|H|1+δ) ≤ ‖H‖δ∞ν∗n,rn(|H|)
and by the assumptions on the classes A˜ and B˜,
lim
n→∞
sup
H∈A˜∪B˜
ν∗n,rn(|H|1+δ) <∞ .
⊕
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Remark 6.5. Assume that AC(rn, un) holds. Fix 0 < s0 < t0 < ∞. Let H ∈ A and recall
that Hs(x) = H(x/s). Assume that A˜ := {Hs, s ∈ [s0, t0]} is linearly ordered. Note that
A˜ ⊂ A. The envelope is |Hs0|∨|Ht0 | ∈ A˜ hence (6.6) holds. Moreover, sups∈[s0,t0] ν∗n,rn(|Hs|)
is achieved at s0 or t0. Likewise,
lim
n→∞
sup
s,t∈[s0,t0]
ν∗n,rn(|Hs −Ht|) <∞ .
The same applies to H ∈ B if additionally ANSJB(rn, un) holds. ⊕
6.3.2 Conditional convergence
We consider conditional convergence of functions H, H˜ acting on overlapping blocks.
Lemma 6.6. Assume that AC(rn, un) holds. Let h < rn, H, H˜ ∈ L and H˜(0) = 0. Then
lim
n→∞
E[H(X1,rn/un)H˜(X1+h,rn+h/un) | |X0| > un]
=
{
E[H(Y 1,∞)H˜(Y 1+h,∞)] , if h fixed ,
0 , if h = hn →∞ .
and
lim
n→∞
E[H(X−rn,rn/un)H˜(X−rn+h,rn+h/un) | |X0| > un] = E[H(Y )H˜(Y )] .
Proof. Since H, H˜ are bounded, the first expectation of interest is dominated by
‖H‖∞‖H˜‖∞P(X∗1+h,rn+h > un | |X0| > un) .
Thus, the statement for h = hn → ∞ follows immediately from AC(rn, un) (cf. the
argument in the proof of [KS20, Theorem 6.1.4]).
Now, let h be fixed. Fix r. Since H, H˜ are bounded Lipschitz continuous, we have by
Proposition 3.2,
lim
n→∞
E[H(X1,r/un)H˜(X1+h,r+h/un) | |X0| > un] = E[H(Y 1,r)H˜(Y 1+h,r+h)] ,
lim
n→∞
E[H(X−r,r/un)H˜(X−r+h,r+h/un) | |X0| > un] = E[H(Y −r,r)H˜(Y −r+h,r+h)] .
Since the tail process tends to zero under condition AC(rn, un), it also holds that
lim
r→∞
E[H(Y 1,r)H˜(Y 1+h,r+h)] = E[H(Y 1,∞)H˜(Y 1+h,∞)] ,
lim
r→∞
E[H(Y −r,r)H˜(Y −r+h,r+h)] = E[H(Y )H˜(Y )] = E[H(Y )H˜(Y )] .
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Indeed, considering the first statement only we have
lim
r→∞
∣∣∣E[H(Y 1,r)H˜(Y 1+h,r+h)]− E[H(Y 1,∞)H˜(Y 1+h,∞)]∣∣∣
≤ lim
r→∞
E[|H(Y 1,r)−H(Y 1,∞)| |H˜|(Y 1+h,r+h)]
+ lim
r→∞
E
[
|H|(Y 1,∞)
∣∣∣H˜(Y 1+h,r+h)− H˜(Y 1+h,∞)∣∣∣]
≤ ‖H˜‖∞ lim
r→∞
{
E [|H(Y 1,r)−H(Y 1,∞)|] + E
[∣∣∣H˜(Y 1+h,r+h)− H˜(Y 1+h,∞)∣∣∣]} = 0 .
To conclude, we only need to apply the triangular argument, that is to prove that
lim
r→∞
lim sup
n→∞∣∣∣E[H(X1,r/un)H˜(X1+h,r+h/un)−H(X1,rn/un)H˜(X1+h,rn+h/un) | |X0| > un]∣∣∣ = 0 .
Using again the fact that H, H˜ are bounded, the conditional expectation is dominated by
‖H˜‖∞ |E[H(X1,r/un)−H(X1,rn/un) | |X0| > un]|
+ ‖H‖∞
∣∣∣E[H˜(X1+h,r+h/un)− H˜(X1+h,rn+h/un) | |X0| > un]∣∣∣ . (6.7)
Fix ǫ > 0. Since H is Lipschitz continuous, applying condition AC(rn, un) yields
lim
r→∞
lim sup
n→∞
|E[H(X1,r/un)−H(X1,rn/un) | |X0| > un]|
≤ cst
{
ǫ+ lim
r→∞
lim sup
n→∞
P(X∗r,rn > ǫun | |X0| > un)
}
= cst× ǫ .
The same argument applies to (6.7). Since ǫ is arbitrary, this concludes the proof.
6.3.3 Covariance of clusters: Disjoint blocks
The first result is straightforward under the beta-mixing conditions.
Lemma 6.7 (Disjoint blocks I). Assume that AC(rn, un), R(rn, un), (6.1b) hold. Then
lim
n→∞
1
rnP(|X0| > un) supξ′>1 supH,H˜∈A˜∪B˜
E
[
H(X1,rn/un)H˜(X1+[ξ′rn],rn+[ξ′rn]/un)
]
= 0 .
Proof of Lemma 6.7. Let H, H˜ ∈ A˜ ∪ B˜. Then, using (6.6),∣∣∣E [H(X1,rn/un)H˜(X1+[ξ′rn],rn+[ξ′rn]/un)]∣∣∣
≤
∣∣∣E [H(X1,rn−ℓn/un)H˜(X1+[ξ′rn],rn+[ξ′rn]/un)]∣∣∣+ ‖H˜‖∞E [KHn (X1,ℓn)]
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and the latter term is o(rnP(|X0| > un)), uniformly over A˜ ∪ B˜ by the assumption.
Using (6.2) and (6.1b), we have∣∣∣Cov (H(X1,rn−ℓn/un), H˜(X1+[ξ′rn],rn+[ξ′rn]/un))∣∣∣
rnP(|X0| > un) ≤ ‖H‖∞‖H˜‖∞
βℓn+[(ξ′−1)rn]
rnP(|X0| > un)
and the latter is o(1) uniformly over the class of functions.
We extend the above result to the excess functional Es(x) =
∑
j∈Z 1
{|xj| > s}.
Lemma 6.8 (Disjoint blocks II). Assume that AC(rn, un), R(rn, un), (6.1b) hold. Then
lim
n→∞
1
rnP(|X0| > un) supξ′>1 supH∈A˜∪B˜
sup
s∈[s0,t0]
E
[
H(X1,rn/un)Es(X1+[ξ′rn],rn+[ξ′rn]/un)
]
= 0 .
Proof. Recall that ℓn = o(rn). Split the sum
∑rn+[ξ′rn]
j=[ξ′rn]+1
into
∑rn+ℓn
j=[ξ′rn]+1
and
∑rn+[ξ′rn]
j=rn+ℓn+1
.
For the first sum we have
1
rnP(|X0| > un)
rn+ℓn∑
j=[ξ′rn]+1
∣∣E[H(X1,rn/un)1{|X j| > uns}]∣∣ ≤ ‖H‖∞ ℓnP(|X0| > uns)rnP(|X0| > un) = o(1)
uniformly over the class of functions and over s.
Using (6.2) we have
1
rnP(|X0| > un)
rn+[ξ′rn]∑
j=rn+ℓn+1
∣∣Cov(H(X1,rn/un),1{|Xj | > uns})∣∣
≤ ‖H‖∞
rnP(|X0| > un)
∞∑
j=rn+ℓn+1
βj−rn .
We finish the proof using the mixing assumption (6.1b).
6.3.4 Covariance of clusters: Overlapping blocks
We consider three cases separately: a) H, H˜ ∈ A (Proposition 6.9); b) H, H˜ ∈ B (Propo-
sition 6.10); c) the excess functional (Proposition 6.11).
Proposition 6.9 (Overlapping blocks I). Assume that AC(rn, un) and R(rn, un) hold. Let
h < rn and ξ ∈ (0, 1). For H, H˜ ∈ A we have
lim
n→∞
1
rnP(|X0| > un)E
[
H(X1,rn/un)H˜(X1+h,rn+h/un)
]
=
{
E[H(Y )H˜(Y )1
{
Y ∗−∞,−1 ≤ 1
}
] , if h/rn → 0 ,
(1− ξ)E[H(Y )H˜(Y )1{Y ∗−∞,−1 ≤ 1}] , if h = hn = [ξrn] . (6.8)
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Proof of Proposition 6.9. Note that if H, H˜ ∈ A, then HH˜ ∈ A (but it does not mean
that we can apply Lemma 6.6 since here the functions are applied to different blocks).
Since H vanishes around 0, there exists ǫ > 0 such that H(x1,rn) = 0 whenever x
∗
1,rn < ǫ.
Assume without loss of generality that ǫ = 1. Then, splitting the event {X∗1,rn > un} and
using stationarity we write the expression of interest as
1
rnP(|X0| > un)E
[
H(X1,rn/un)H˜(X1+h,rn+h/un)1
{
X∗1,rn > un
}]
=
1
rnP(|X0| > un)
rn∑
j=1
E
[
H(X1,rn/un)H˜(X1+h,rn+h/un)1
{
X∗1,j−1 ≤ un
}
1
{|Xj| > un}]
=
1
rn
rn∑
j=1
E
[
H(X1−j,rn−j/un)H˜(X1+h−j,rn+h−j/un)1
{
X∗1−j,−1 ≤ un
} | |X0| > un] .
We write the last expression as
∫ 1
0
gn(v)dv with
gn(v) = E[H(X1−[rnv],rn−[rnv]/un)H˜(X1+h−[rnv],rn+h−[rnv]/un)1
{
X∗1−[rnv],−1 ≤ un
} | |X0| > un] .
If h = o(rn), then using the second part of Lemma 6.6 we get
lim
n→∞
gn(v) = E[H(Y )H˜(Y )1
{
Y ∗−∞,−1 ≤ 1
}
]
independently of v ∈ (0, 1). If h = [ξrn], ξ ∈ (0, 1), then we split the integral.
If ξ > v, then we use boundedness of both H, H˜ and the fact that H˜ vanishes around 0.
Thanks to the anticlustering condition AC(rn, un), we have as n→∞,
E[H(X1−[rnv],rn−[rnv]/un)H˜(X1+h−[rnv],rn+h−[rnv]/un)1
{
X∗1−[rnv],−1 ≤ un
} | |X0| > un]
≤ cstP (X∗1+[ξrn]−[rnv],rn+[ξrn]−[rnv] > un | |X0| > un)
≤ cstP (X∗[rn(ξ−v)],3rn > un | |X0| > un)→ 0 .
If ξ ≤ v, then we apply the second part of Lemma 6.6:
lim
n→∞
E[H(X1−[rnv],rn−[rnv]/un)H˜(X1+h−[rnv],rn+h−[rnv]/un)1
{
X∗1−[rnv],−1 ≤ un
} | |X0| > un]
= E[H(Y )H˜(Y )1
{
Y ∗−∞,−1 ≤ 1
}
] .
Since the sequence {gn} is uniformly bounded, we have
lim
n→∞
∫ ξ
0
gn(v)dv + lim
n→∞
∫ 1
ξ
gn(v)dv = 0 + (1− ξ)E[H(Y )H˜(Y )1
{
Y ∗−∞,−1 ≤ 1
}
] .
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Proposition 6.10 (Overlapping blocks II). Assume that AC(rn, un), ANSJB(rn, un) and
R(rn, un) hold. Let h < rn and ξ ∈ (0, 1). Then (6.8) holds for H, H˜ ∈ B.
Proof of Proposition 6.10. We mimic the proof of Proposition 3.9 (refer to that proof for
the notation). Set Kǫ = K ◦ T ǫ, K˜ǫ = K˜ ◦ T ǫ. Note that Hǫ := 1{Kǫ > 1} ∈ A,
H˜ǫ := 1
{
K˜ǫ > 1
}
∈ A and hence HǫH˜ǫ ∈ A; see the comment at the beginning of the
proof of Proposition 6.9.
Fix η ∈ (0, 1) and ζ > 0. Let LK , LK˜ be as in (2.1) and choose ǫ > 0 such that
lim sup
n→∞
2P(
∑rn
j=1 |Xj | 1
{|Xj | ≤ ǫun} > ηun/(LK ∨ LK˜))
rnP(|X0| > un) ≤ ζ .
This is allowed thanks to ANSJB(rn, un). We have
1
rnP(|X0| > un)P
(
K(X1,rn/un) > 1, K˜(X1+h,rn+h/un) > 1
)
≤ P(K
ǫ(X1,rn/un) > 1− η, K˜ǫ(X1+h,rn+h/un) > 1− η)
rnP(|X0| > un)
+
2P(
∑rn
i=1 |Xj | 1
{|Xj | ≤ ǫun} > ηun/cst)
rnP(|X0| > un) .
Application of Proposition 6.9 gives
lim
n→∞
1
rnP(|X0| > un)P
(
K(X1,rn/un) > 1, K˜(X1+h,rn+h/un) > 1
)
≤ ζ +
{
E[Hǫ(Y )H˜ǫ(Y )1
{
Y ∗−∞,−1 ≤ 1
}
] , if h/rn → 0 ,
(1− ξ)E[Hǫ(Y )H˜ǫ(Y )1{Y ∗−∞,−1 ≤ 1}] , if h = hn = [ξrn] .
Similarly, we obtain the lower bound with 1+η instead of 1−η and −ζ instead of +ζ . Since
ζ is arbitrary, the proof is concluded by letting ǫ→ 0. This follows the same argument as
in the proof of Proposition 3.9.
Proposition 6.11 (Overlapping blocks III). Assume that AC(rn, un) and R(rn, un) hold.
Let h < rn. For H ∈ L we have
lim
n→∞
1
rnP(|X0| > un)E [H(X1,rn/un)Es(X1+h,rn+h/un)]
=
{
s−αE[H(sY )] , if h/rn → 0 ,
s−α(1− ξ)E[H(sY )] , if h = hn = ξrn .
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Proof of Proposition 6.11. We have for h < rn,
1
rnP(|X0| > un)E [H(X1,rn/un)Es(X1+h,rn+h/un)]
=
1
rnP(|X0| > un)
rn+h∑
j=h+1
E[H(X1,rn/un)1
{|Xj | > uns}]
=
1
rn
P(|X0| > uns)
P(|X0| > un)
rn+h∑
j=h+1
E[H(X1−j,rn−j/un) | |X0| > uns] .
We write the last expression as
P(|X0| > uns)
P(|X0| > un)
∫ 1+h/rn
h/rn
gn(v)dv
with (omitting the dependence on s)
gn(v) = E[H(sX1−[rnv],rn−[rnv]/(uns)) | |X0| > uns] .
Since H is bounded, AC(rn, un) and Proposition 3.2 give
lim
n→∞
gn(v) =
{
E[H(sY )] if v ∈ (0, 1) ,
0 if v > 1 .
We split ∫ 1+h/rn
h/rn
gn(v)dv =
∫ 1
h/rn
gn(v)dv +
∫ 1+h/rn
1
gn(v)dv .
Since the sequence {gn} is uniformly bounded, for any h < rn the second integral above
converges to zero as n → ∞. If h = o(rn) and since there is no problem at v = 0 with
gn(v), then the first integral converges to∫ 1
0
E[H(sY )]dv = E[H(sY )] .
Likewise, when h = [ξrn] then the first integral converges to∫ 1
ξ
E[H(sY )]dv = (1− ξ)E[H(sY )] .
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6.4 Empirical cluster process of sliding blocks
Recall that for s > 0, Hs(x) = H(x/s). In order to deal with asymptotic normality of
sliding blocks estimators, we study the empirical process
Fn(Hs) :=
√
kn
{
µ˜
∗
n,rn(Hs)− ν∗(Hs)
}
=
√
kn
{∑qn−1
i=0 Hs (X i+1,i+rn/un)
qnrnP(|X0| > un) − s
−αν∗(H)
}
.
The process Fn(Hs) is viewed as a random element with values in D([s0, t0]).
Theorem 6.12. Let {Xj , j ∈ Z} be a stationary, regularly varying Rd-valued time series.
Assume that R(rn, un), β(rn) and AC(rn, un) hold. Let H ∈ A be such that the class
{Hs : s ∈ [s0, t0]} is linearly ordered and (4.2b) holds.
Then Fn(H·) converges weakly in (D([s0, t0]), J1) to a Gaussian process with the covariance
ν∗(HsHt).
If moreover ANSJB(rn, un) is satisfied, then the convergence holds for H ∈ B.
If additionally S(rn, un) and (4.2a) are satisfied, then the processes Fn(H·) and Fn(E·)
converge jointly.
6.4.1 Tail empirical process
Consider the following tail empirical process:
T˜n(s) =
√
kn
{
Tn(s)− s−α
}
=
√
kn
{∑qn
j=1 1
{|Xj | > uns}
qnP(|X0| > un) − s
−α
}
, s > 0 .
Note that this is the classical tail empirical process based on the random variables |X j|,
j ≥ 1, with the only one difference: qn replaces n. We argue that this process can be
obtained (approximately) as the empirical process of sliding blocks. Indeed,
µ˜
∗
n,rn(Es) =
1
qnrnP(|X0| > un)
{
rn∑
j=1
j + rn
qn∑
j=rn+1
+
n∑
j=qn+1
(n− j)
}
1
{|Xj | > uns} .
The difference between µ˜∗n,rn(Es) and Tn(s) is
A :=
1
qnrnP(|X0| > un)
{
rn∑
j=1
(rn − j)−
n∑
j=qn+1
(n− j)
}
1
{|Xj| > uns} .
We have
∑rn
j=1(rn − j) ≤ r2n and
∑n
j=qn+1
(n− j) ≤ r2n, thus under R(rn, un):
lim
n→∞
√
knE[|A|] ≤ cst lim
n→∞
√
nP(|X0| > un)rn
qn
= cst lim
n→∞
√
rn
n
√
rnP(|X0| > un) = 0 .
This implies that Fn(Es) and T˜n(s) are asymptotically equivalent in the sense that they
yield the same process F(Es) as the distributional limit.
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6.5 Covariance of the empirical process of sliding blocks
Proposition 6.13. Assume that AC(rn, un) and R(rn, un) are satisfied. Let
• H, H˜ ∈ A˜, or
• H, H˜ ∈ B˜ and ANSJB(rn, un) holds.
If (6.1b) and (6.1c) hold then
lim
n→∞
Cov(Fn(H),Fn(H˜)) = ν
∗(HH˜) . (6.9)
If (6.1b) holds then
lim
n→∞
Cov(Fn(H),Fn(Es)) = ν∗(HEs) = E[H(sY )] . (6.10)
Remark 6.14. • The second equality in (6.10) follows from Lemma 6.19.
• In view of the discussion in Section 6.4.1, (6.10) can be re-phrased as
lim
n→∞
Cov(Fn(H), T˜n(s)) = ν
∗(HEs) = E[H(sY )] .
⊕
6.5.1 Bounds for integral representation
Before we proceed with the proof, we define
gn(ξ;H) = E
[
H(X1,rn/un)H(X1+[rnξ],[rnξ]+rn/un)
]
, ξ > 0
and
g˜n(ξ;H) =
gn(ξ;H)
rnP(|X0| > un) .
For ξ = 0, using Remark 6.4 we immediately obtain under AC(rn, un):
lim
n→∞
sup
H∈A˜∪B˜
g˜n(0;H) = lim
n→∞
sup
H∈A˜∪B˜
ν∗n,rn(H
2) <∞ . (6.11)
Furthermore, for j = 1, 2, 3, . . .,
1
rn
jrn−1∑
i=(j−1)rn
g˜n(i/rn;H) =
∫ j
j−1
g˜n(ξ;H)dξ .
For j = 1 we will need the precise behaviour of this integral and we will handle it using
Propositions 6.9 and 6.10. For j ≥ 2 the integral vanishes with a given rate.
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Lemma 6.15. Assume that AC(rn, un) holds.
• If (6.1b) holds then for any finite M ,
lim
n→∞
sup
H∈A˜∪B˜
∫ M
1
g˜n(ξ;H)dξ = 0
• For j ≥ 3,
sup
H∈A˜∪B˜
∫ j
j−1
g˜n(ξ;H)dξ ≤ cst 1
rnP(|X0| > un)β(j−2)rn .
Proof. For the first part we apply Lemma 6.7 and the dominated convergence:
sup
H∈A˜∪B˜
sup
ξ∈(1,2)
|g˜n(ξ;H)| ≤ sup
H∈A˜∪B˜
‖H‖∞ν∗n,rn(|H|) ≤ cst sup
H∈A˜∪B˜
ν∗n,rn(|H|) <∞ .
For the second part, we use (6.2) and the fact that A˜ ∪ B˜ has a finite envelope.
6.5.2 Representation for covariance between blocks
Recall that qn = n−rn+1. Evaluation of the covariance of the empirical process of sliding
blocks will use consecutive disjoint blocks of indices of size rn:
Jj = {(j − 1)rn, . . . , jrn − 1} , j = 1, . . . , mn = [qn/rn] .
Clearly,
⋃mn
j=1 Jj = {0, . . . , n− rn}. We will assume for simplicity that qn/rn is an integer.
Write
1
qnrnP(|X0| > un)
qn−1∑
i=0
H (X i+1,i+rn/un) =
1
qnrnP(|X0| > un)
mn∑
j=1
Ψj(H)
with
Ψj(H) =
∑
i∈Jj
H (X i+1,i+rn/un) . (6.12)
Note that the indices of the random vectors X1, . . . ,X2rn−1 used in the construction of Ψ1
overlap with the indices of Xrn+1, . . . ,X3rn−1 used to define Ψ2, but do not overlap with
the indices used in the definition of Ψ3. Likewise, the indices used in the definition of Ψ2
overlap with those in Ψ3, but not with any other term Ψj, j ≥ 4. This partially explains
where does a contribution to the limiting variance come from: from the dependence within
each block Jj and cross dependence between Jj and two neighbouring blocks.
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For j ≥ 1 we have
E[Ψ1(H)Ψj+1(H)]
r3nP(|X0| > un)
=
1
r3nP(|X0| > un)
E
rn−1∑
h=0
H (Xh+1,h+rn/un)
(j+1)rn−1∑
i=jrn
H (X i+1,i+rn/un)

=
1
rn
jrn∑
i=(j−1)rn
(
i
rn
− (j − 1)
)
g˜n(i/rn;H) +
1
rn
(j+1)rn∑
i=jrn+1
(
(j + 1)− i
rn
)
g˜n(i/rn;H)
and hence
E[|Ψ1(H)Ψj+1(H)|]
r3nP(|X0| > un)
≤ 1
rn
(j+1)rn∑
i=(j−1)rn
|g˜n(i/rn;H)| ≤
∫ j+1
j−1
|g˜n(ξ;H)|dξ . (6.13)
6.5.3 Proof of Proposition 6.13, Eq. (6.9)
Proof. Note that (since qn ∼ n)
knmn
(qnrnP(|X0| > un))2
=
qnnP(|X0| > un)
rn (qnrnP(|X0| > un))2
∼ 1
r3nP(|X0| > un)
. (6.14)
Write Var(Fn(H)) as
knmn
(qnrnP(|X0| > un))2
Cov(Ψ2(H),Ψ1(H) + Ψ2(H) + Ψ3(H)) + An(H) (6.15)
with the reminder An(H) given by
An(H) :=− 2 kn
(qnrnP(|X0| > un))2
Cov(Ψ1(H),Ψ2(H)) (6.16)
+ 2
1 + o(1)
r3nP(|X0| > un)
mn−1∑
j=2
(
1− j
mn
)
{Cov (Ψ1(H),Ψ1+j(H))} (6.17)
=: An,1(H) + (1 + o(1))Bn(H) .
If we show that the leading term on the right-hand side of (6.15) converges to a finite limit,
then automatically limn→∞An,1(H) = 0 (since mn →∞). Thus, the reminder An(H) will
be negligible if we show that
lim
n→∞
Bn(H) = 0 . (6.18)
We will start by analysing the first term in (6.15). Set
Rn(H) =
1
rn
2rn−1∑
i=rn
(2− i/rn)g˜n(i/rn;H) .
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Since (6.1b) holds, the application of the first part of Lemma 6.15 gives
lim
n→∞
sup
H∈A˜∪B˜
Rn(H) = 0 . (6.19)
Write the first term in (6.15) as (cf. (6.14))
1 + o(1)
r3nP(|X0| > un)
{
rngn(0;H) + 2rn
rn−1∑
i=1
gn(i/rn;H) + 2rnRn
}
= (1 + o(1))
{
1
rn
g˜n(0;H) + 2
1
rn
rn−1∑
i=1
g˜n(i/rn;H) + 2Rn(H)
}
. (6.20)
Then, using (6.11), (6.18) and (6.19), we have
lim
n→∞
Var(Fn(H)) = 2 lim
n→∞
∫ 1
0
g˜n(ξ;H)dξ ,
Applying Propositions 6.9 and 6.10 (the case h = [ξrn]), we have
lim
n→∞
Var(Fn(H)) = 2ν
∗(H2)
∫ 1
0
(1− ξ)dξ = ν∗(H2) .
To conclude the proof, we show (6.18) in the following lemma.
Lemma 6.16. Assume that (6.1b)-(6.1c) hold. Then
lim
n→∞
sup
H∈A˜∪B˜
Bn(H) = 0 . (6.21)
Proof of Lemma 6.16. Using (6.13) we have
|Bn(H)| ≤ E[|Ψ1(H)Ψ3(H)|]
r3nP(|X0| > un)
+
1
r3nP(|X0| > un)
mn−1∑
j=3
|E[|Ψ1(H)Ψ1+j(H)|]
≤
∫ 3
1
|g˜n(ξ;H)|dξ +
mn−1∑
j=3
∫ j+1
j−1
|g˜n(ξ;H)|dξ .
The first term is o(1) uniformly over the class of functions (cf. the first part of Lemma 6.15).
Using the second part of Lemma 6.15 we bound
mn−1∑
j=3
∫ j+1
j−1
|g˜n(ξ;H)|dξ ≤ cst 1
rnP(|X0| > un)
∞∑
j=1
βjrn .
We finish the proof by applying the mixing assumption (6.1c).
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6.5.4 Proof of Proposition 6.13, Eq. (6.10)
Proof. We write (recall that qn ∼ n)
knCov
(
1
qnrnP(|X0| > un)
qn−1∑
i=0
H(X i+1,i+rn/un),
1
qnP(|X0| > un)
qn∑
j=1
1
{|Xj | > un}
)
∼ kn
n2rnP2(|X0| > un)
qn−1∑
i=0
qn∑
j=1
Cov
(
H(Xi+1,i+rn/un),1
{|X j| > un})
=
1
nrnP(|X0| > un)
qn−1∑
i=0
qn∑
j=1
Cov (H(Xi−j+1,i−j+rn/un),1{|X0| > un}) .
Split the inner sum into two pieces,
∑i
j=1 and
∑qn
j=i+1, in the first one replace j with
h = i− j, in the second one replace j with h = j − i to get
1
qnrnP(|X0| > un)
qn−1∑
i=0
i∑
j=1
Cov (H(X i−j+1,i−j+rn/un),1{|X0| > un})
+
1
qnrnP(|X0| > un)
qn−1∑
i=0
qn∑
j=i+1
Cov (H(Xi−j+1,i−j+rn/un),1{|X0| > un})
=
1
qnrnP(|X0| > un)
qn−1∑
i=1
i−1∑
h=0
Cov (H(Xh+1,h+rn/un),1{|X0| > un})
+
1
qnrnP(|X0| > un)
qn−1∑
i=0
qn−i∑
h=1
Cov (H(X−h+1,−h+rn/un),1{|X0| > un}) .
This gives further
1
qnrnP(|X0| > un)
qn−2∑
h=0
qn−1∑
i=h+1
Cov (H(Xh+1,h+rn/un),1{|X0| > un})
+
1
qnrnP(|X0| > un)
qn−2∑
h=1
qn−h∑
i=1
Cov (H(X−h+1,−h+rn/un),1{|X0| > un})
=
1
rnP(|X0| > un)
qn−1∑
h=0
(1− h/qn)Cov (H(Xh+1,h+rn/un),1{|X0| > un}) (6.22)
+
1
rnP(|X0| > un)
qn−1∑
h=0
(1− h/qn)Cov (H(X−h+1,−h+rn/un),1{|X0| > un}) . (6.23)
We show that the term in (6.22) is negligible, while the one in (6.23) yields the limit. We
split the term in (6.22) into two pieces, according to h ≤ rn and h > rn. Then the first
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part is bounded by
1
rn
rn∑
h=0
E [|H(Xh+1,h+rn/un)| | |X0| > un] =
∫ 1
0
gn(v)dv
with
gn(v) = E
[|H(X [rnv]+1,[rnv]+rn/un)|| |X0| > un] .
Under AC(rn, un), gn(v) → 0 (cf. the first part of Lemma 6.6 with H ≡ 1 and H˜ = |H|).
Likewise, since rn/qn → 0,
1
rnqn
rn∑
h=0
hE [|H(Xh+1,h+rn/un)|| |X0| > un] = q−1n
∫ 1
0
[rnv]gn(v)dv → 0 .
Furthermore, applying (6.2),
1
rnP(|X0| > un)
qn−1∑
h=rn+1
(1− h/qn)|Cov (H(Xh+1,h+rn/un),1{|X0| > un}) |
≤ ‖H‖∞
rnP(|X0| > un)
n∑
h=1
βh+rn
and the latter term vanishes by (6.1b). In summary, (6.22) is negligible.
For the term in (6.23) we write (recall that we can replace Cov with E thanks to R(rn, un))
1
rn
rn∑
h=0
E [H(X−h+1,−h+rn/un) | |X0| > un] =
∫ 1
0
gn(v)dv
with
gn(v) = E
[
H(X−[rnv]+1,−[rnv]+rn/un) | |X0| > un
]
.
By Proposition 3.2, gn(v)→ E[H(Y )] for each v.
6.6 Proof of Theorem 6.12 - fidi convergence
Recall that qn = n− rn + 1 and recall the disjoint blocks of size rn:
Jj = {(j − 1)rn, . . . , jrn − 1} , j = 1, . . . , mn = [qn/rn] .
These blocks were chosen to calculate the limiting covariance of the process Fn. However,
they are not appropriate for a proof of the central limit theorem. We need to introduce a
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large-small blocks decomposition. For this purpose let zn be a sequence of integers such
that zn →∞ and
lim
n→∞
zn√
nP(|X0| > un)
= 0 . (6.24)
Set
m˜n =
[
qn
(zn + 2)rn
]
and assume for simplicity that m˜n is an integer. Since zn →∞, we have m˜n = o(mn). For
j = 1, . . . , m˜n define now large and small blocks as follows:
L1 = {0, . . . , znrn − 1} , S1 = {znrn . . . , znrn + 2rn − 1} ,
L2 = {znrn + 2rn, . . . , 2znrn + 2rn − 1} , S2 = {2znrn + 2rn . . . , 2znrn + 4rn − 1} ,
Lj = {(j − 1)znrn + 2(j − 1)rn, . . . , jznrn + 2(j − 1)rn − 1} ,
Sj = {jznrn + 2(j − 1)rn, . . . , jznrn + 2jrn − 1} .
The block L1 is obtained by merging zn consecutive blocks J1, . . . , Jzn of size rn. Likewise,
S1 = Jzn+1 ∪Jzn+2. Therefore, the large block of size znrn is followed by the small block of
size 2rn, which in turn is followed by the large block of size znrn and so on. All together,
m˜n⋃
j=1
(Lj ∪ Sj) = {0, . . . , n− rn} .
Write
qn−1∑
i=0
H (X i+1,i+rn/un) =
m˜n∑
j=1
Ψ
(l)
j (H) +
m˜n∑
j=1
Ψ
(s)
j (H) , (6.25)
where now
Ψ
(l)
j (H) =
∑
i∈Lj
H (X i+1,i+rn/un) , Ψ
(s)
j (H) =
∑
i∈Sj
H (X i+1,i+rn/un) .
With such the decomposition, X1, . . . ,Xznrn+rn−1 used in the definition of Ψ
(l)
1 (H) are
separated by rn + 2 from the random variables that define Ψ
(l)
2 (H). The mixing condition
(6.1a) allows us to replaceX with the independent blocks process, that is, we can treat the
random variables Ψ
(l)
j (H), j = 1, . . . , m˜n, as independent. The same applies to Ψ
(s)
j (H).
Set
Zn(H) =
m˜n∑
j=1
{Zn,j(H)− E[Zn,j(H)]} =:
m˜n∑
j=1
Z¯n,j(H) (6.26)
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with
Zn,j(H) =
√
kn
qnrnP(|X0| > un)Ψ
(l)
j (H) . (6.27)
The next steps are standard.
• First, we show that the limiting variance of the large blocks process Zn is the same
as that of the process Fn;
• Next, we show that the small blocks process (the second term in (6.25)) is negligible;
• Finally, we will verify the Lindeberg condition for the large blocks process.
Variance of the large blocks. We have (using the assumed independence of Ψ
(l)
j (H))
knVar
(
1
qnrnP(|X0| > un)
m˜n∑
j=1
Ψ
(l)
j (H)
)
=
knm˜n
(qnrnP(|X0| > un))2Var(Ψ
(l)
1 (H))
∼ 1
znr3nP(|X0| > un)
Var
(
znrn−1∑
i=0
H (X i+1,i+rn/un)
)
=
1
znr3nP(|X0| > un)
Var
(
zn∑
j=1
Ψj(H)
)
, (6.28)
where in the last line we decomposed the block L1 = {0, . . . , znrn − 1} into zn disjoint
blocks J1, . . . , Jzn, used the notation (6.12), the asymptotics (6.14) and m˜n ∼ mn/zn.
The next steps are a repetition of the proof of Proposition 6.13, with the appropriate
adjustments. The term in (6.28) becomes
Var (Ψ1(H))
r3nP(|X0| > un)
+ 2
1
r3nP(|X0| > un)
zn−1∑
j=1
(
1− j
zn
)
Cov(Ψ1(H),Ψ1+j(H))
and as in (6.15) we can write it as
1
r3nP(|X0| > un)
{Cov(Ψ2(H),Ψ1(H) + Ψ2(H) + Ψ3(H))}+ A˜n(H) (6.29)
with the reminder A˜n(H) given this time by (cf. (6.16)-(6.17))
A˜n(H) := −2 1
zn
1
r3nP(|X0| > un)
Cov(Ψ1(H),Ψ2(H))
+
2
r3nP(|X0| > un)
zn−1∑
j=2
(
1− j
zn
)
{Cov (Ψ1(H),Ψ1+j(H))} =: A˜n,1(H) + B˜n(H) . (6.30)
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The reminder is negligible by the same argument as before. Indeed, we note that B˜n(H)
is just Bn(H) from (6.17) with mn replaced with zn. The dependence on mn vanishes in
the final stage of the proof of Lemma 6.16. The leading term in (6.29) is the same as in
the proof of Proposition 6.13; cf. (6.15).
In summary, the variance of the large block process is
lim
n→∞
Var (Zn(H)) = ν
∗(H2) .
Variance of the small blocks. We have (using again the assumed independence of
Ψ
(s)
j (H) thanks to the beta-mixing)
knVar
(
1
qnrnP(|X0| > un)
m˜n∑
j=1
Ψ
(s)
j (H)
)
∼ 1
znr3nP(|X0| > un)
Var(Ψ
(s)
1 (H)) .
Since Ψ
(s)
1 (H) is just Ψ1(H) defined in (6.12), we have
knVar
(
1
qnrnP(|X0| > un)
m˜n∑
j=1
Ψ
(s)
j (H)
)
= O(1/zn) = o(1) .
Lindeberg condition for Zn(H). We need to show that for all η > 0,
lim
n→∞
m˜nE
[
Z2n,1(H)1{|Zn,1(H)| > η}
]
= 0 . (6.31)
Since H is bounded, then by (6.24),
|Zn,1(H)| ≤
√
knznrn
qnrnP(|X0| > un)‖H‖∞ ∼
zn√
nP(|X0| > un)
‖H‖∞ = o(1) .
Thus, the indicator in (6.31) becomes zero for large n.
Lindeberg condition for Zn(E). The functional E is not bounded and we will prove the
Lindeberg condition under S(rn, un). Write
w˜n =
√
kn
qnrnP(|X0| > un)
so that
Zn,1(E) = w˜n
znrn−1∑
i=0
E (X i+1,i+rn/un) = w˜n
znrn−1∑
i=0
i+rn∑
j=i+1
1
{|Xj| > un}
= w˜n

rn∑
j=1
j−1∑
i=0
+
rn(zn+1)∑
j=rn+1
j−1∑
i=j−rn
1{|Xj| > un} ≤ w˜nrn
rn(zn+1)∑
j=1
1
{|Xj| > un}
≤
√
kn
qnrnP(|X0| > un)rn
2rn∑
j=1
1
{|Xj| > un} = 1 + o(1)√
nP(|X0| > un)
2rn∑
j=1
1
{|Xj| > un} .
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The last term can be recognized as one (scaled) block of size 2rn of the tail empirical
process T˜n(s). [KSW19, Lemma 3.6] (see also [KS20, Lemma 9.2.8]) gives
lim
n→∞
mnE
[
Z2n,1(E)1{|Zn,1(E)| > η}
]
= 0 .
If moreover R(rn, un) holds then
lim
n→∞
mnE
[
Z¯2n,1(E)1
{|Z¯n,1(E)| > η}] = 0 .
Since m˜n = o(mn), we obtain the Lindeberg condition for Zn(E).
6.7 Proof of Theorem 6.12 - asymptotic equicontinuity
We need the following lemma which is an adapted version of Theorem 2.11.1 in [vdVW96].
Let Zn be the empirical process indexed by a semi-metric space (G, ρ), defined by
Zn(f) =
m˜n∑
j=1
{Zn,j(f)− E[Zn,j(f)]} ,
where {Zn,j, n ≥ 1}, j = 1, . . . , m˜n, are i.i.d. separable, stochastic processes and m˜n is a
sequence of integers such that m˜n →∞. Define the random semi-metric dn on G by
d2n(f, g) =
m˜n∑
j=1
{Zn,j(f)− Zn,j(g)}2 , f, g ∈ G .
Lemma 6.17. Assume that (G, ρ) is totally bounded. Assume moreover that:
(i) For all η > 0,
lim
n→∞
m˜nE[‖Zn,1‖2G1
{‖Zn,1‖2G > η}] = 0 .
(ii) For every sequence {δn} which decreases to zero,
lim
n→∞
sup
f,g∈G
ρ(f,g)≤δn
E[d2n(f, g)] = 0 . (6.32)
(iii) There exists a measurable majorant N∗(G, dn, ǫ) of the covering number N(G, dn, ǫ)
such that for every sequence {δn} which decreases to zero,∫ δn
0
√
logN∗(G, dn, ǫ)dǫ P−→ 0 . (6.33)
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Then {Zn, n ≥ 1} is asymptotically ρ-equicontinuous, i.e. for each η > 0,
lim
δ→0
lim sup
n→∞
P
 sup
f,g∈G
ρ(f,g)<δ
|Zn(f)− Zn(g)| > η
 = 0 .
Remark 6.18. The separability assumption is not in [vdVW96]. It implies measurability of
‖Zn,1‖G . Furthermore, the separability also implies that for all δ > 0, n ∈ N, (ej)1≤j≤m˜n ∈
{−1, 0, 1}m˜n and i ∈ {1, 2}, the supremum
sup
f,g∈G
ρ(f,g)<δ
∣∣∣∣∣
m˜n∑
j=1
ej (Zn,j(f)− Zn,j(g))i
∣∣∣∣∣ = supf,g∈G0
ρ(f,g)<δ
∣∣∣∣∣
m˜n∑
j=1
ej (Zn,j(f)− Zn,j(g))i
∣∣∣∣∣
is measurable, which is an assumption of [vdVW96]. ⊕
6.7.1 Asymptotic equicontinuity of the empirical process of sliding blocks
Recall the big-blocks process Zn(H) (cf. (6.26)-(6.27)). Recall also that thanks to β-mixing
we can consider random variables Ψ
(l)
j (H), j = 1, . . . , m˜n to be independent. We need to
prove asymptotic equicontinuity of Zn(H) indexed by the class G = {Hs, s ∈ [s0, t0]}
equipped with the metric ρ∗(H, H˜) = ν∗({H − H˜}2). The same argument can be used
to prove asymptotic equicontinuity for the small blocks process. This yields asymptotic
equicontinuity of Fn(H·). We note further that asymptotic continuity of Fn(E·) follows
from [KSW19].
• The Lindeberg condition (i) of Lemma 6.17 holds because the class G is linearly ordered
and by applying (6.31).
• Since G is linearly ordered, the random entropy condition (6.33) of Lemma 6.17 holds.
• Define the random metric
d2n(H, H˜) =
m˜n∑
j=1
(Zn,j(H)− Zn,j(H˜))2 .
We need to evaluate E[d2n(Hs, Ht)]:
E[d2n(Hs, Ht)]
=
knm˜n
(qnrnP(|X0| > un))2E
(znrn−1∑
i=0
{Hs (X i+1,i+rn/un)−Ht (X i+1,i+rn/un)}
)2
∼ 1
znr3nP(|X0| > un)
E
( zn∑
j=1
{Ψj(Hs)−Ψj(Ht)}
)2 , (6.34)
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where in the last line we decomposed the block L1 into zn disjoint blocks J1, . . . , Jzn, used
the notation (6.12), the asymptotics (6.14) and m˜n ∼ mn/zn; cf. (6.28).
The term in (6.34) becomes
E[(Ψ1(Hs)−Ψ1(Ht))2]
r3nP(|X0| > un)
+ 2
1
r3nP(|X0| > un)
zn−1∑
j=1
(
1− j
zn
)
E[{Ψ1(Hs)−Ψ1(Ht)} {Ψ1+j(Hs)−Ψ1+j(Ht)}]
and as in (6.15) we can write it as
1
r3nP(|X0| > un)
E
[
{Ψ2(Hs)−Ψ2(Ht)}
2∑
j=1
{Ψj(Hs)−Ψj(Ht)}
}
+ A˜n(H, s, t) (6.35)
with the reminder (cf. (6.30))
A˜n(H, s, t) := −2 1
zn
1
r3nP(|X0| > un)
E[{Ψ1(Hs)−Ψ1(Ht)} {Ψ2(Hs)−Ψ2(Ht)}]
+ 2
1
r3nP(|X0| > un)
zn−1∑
j=2
(
1− j
zn
)
E [{Ψ1(Hs)−Ψ1(Ht)} {Ψj+1(Hs)−Ψj+1(Ht)}]
= A˜n,1(Hs −Ht) + B˜n(Hs −Ht) .
Remark 6.5 applies and hence by Lemma 6.16,
lim
n→∞
sup
s∈[s0,t0]
B˜n(Hs −Ht) = 0 .
The leading term in (6.35) is decomposed as (cf. (6.20))
1
rn
g˜n(0;Hs −Ht) + 2 1
rn
rn−1∑
i=1
g˜n(i/rn;Hs −Ht) + 2Rn(Hs −Ht) .
Again, Remark 6.5 applies and (6.19) gives
lim
n→∞
sup
s∈[s0,t0]
Rn(Hs −Ht) = 0 .
It remains to show that for every sequence {δn} decreasing to zero,
lim
n→∞
sup
s,t∈[s0,t0]
|s−t|≤δn
1
rn
rn−1∑
i=1
g˜n(i/rn;Hs −Ht) = lim
n→∞
sup
s,t∈[s0,t0]
|s−t|≤δn
∫ 1
0
g˜n(ξ,Hs −Ht)dξ = 0 .
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Because of the monotonicity
|g˜n(ξ,Hs −Ht)| ≤ 2 sup
s∈[s0,t0]
|Hs|ν∗n,rn(|Hs −Ht|) ≤ 2max{|Hs0|, |Ht0|}|ν∗n,rn(Hs)− ν∗n,rn(Ht)| .
The convergence of ν∗n,rn(Hs) to s
−αν∗(H2) is uniform on [s0, t0]. Thus, for s, t ∈ [s0, t0],∣∣ν∗n,rn(Hs)− ν∗n,rn(Ht)∣∣ ≤ 2 sup
s0≤u≤t0
∣∣ν∗n,rn(Hu)− ν∗(Hu)∣∣ + ν∗(H){s−α − t−α} .
Fix η > 0. For large enough n, the uniform convergence yields
sup
s0≤s,t≤t0
|s−t|≤δn
∣∣ν∗n,rn(Hs)− ν∗n,rn(Ht)∣∣ ≤ η + ν∗(H) sup
s0≤s,t≤t0
|s−t|≤δn
{s−α − t−α}
≤ η + αs−α−10 δnν∗(H) .
This proves that (6.32) holds.
The conditions of Lemma 6.17 hold, thus the sequence Zn is asymptotically equicontinuous.
6.8 Proof of Theorem 4.3
Write ζn = |X|(n:n−kn)/un. Since kn = nP(|X0| > un), we have the relationship µ̂
∗
n,rn(H) =
µ˜
∗
n,rn(Hζn) (cf. (1.7)-(1.8)). Therefore,√
kn
{
µ̂
∗
n,rn(H)− ν∗(H)
}
= Fn(Hζn) +
√
kn {ν∗(Hζn)− ν∗(H)} . (6.36)
Step 1. Theorem 6.12 gives local uniform convergence of {Fn(Hs), s ∈ [s0, t0]} to a con-
tinuous Gaussian process G. At the same time, convergence of {Fn(Es), s ∈ [s0, t0]} yields
ζn
P−→ 1, jointly with Fn(Hs). Therefore, Fn(Hζn) d−→ G(H).
Step 2. Using Vervaat’s theorem, we have, jointly with the previous convergence,
√
k(ζ−αn −
1)
d−→ − G(E). Therefore, by the homogeneity of ν∗,
√
k {ν∗(Hζn)− ν∗(H)} = ν∗(H)
√
k(ζ−αn − 1) d−→ −ν∗(H)G(E) .
Since the convergences hold jointly, we conclude the result.
6.9 Auxiliary results
Lemma 6.19 (Problems 5.24 and 5.25 in [KS20]). Assume that P(lim|j|→∞ |Y j | = 0) =
1 and let H, H ′ be bounded functionals on (Rd)Z such that H ′(x) = 0 if x∗ ≤ 1 and
E[|H(Y )||H ′(Y 0,∞)−H ′(Y 1,∞)|] <∞. Then
ν∗(HH ′) = E[H(Y ){H ′(Y 0,∞)−H ′(Y 1,∞)}] ,
ν∗(HE) = E[H(Y )] , ν∗(E) = 1 , ν∗(E2) =
∑
j∈Z
P(|Y j| > 1) .
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Proof. Applying (2.6) and the time change formula (see [PS18, Lemma 2.2]), we obtain
ν∗(HH ′) = E[H(Y )H ′(Y )1
{
Y ∗−∞,−1 ≤ 1
}
] = E[|H(Y )||H ′(Y 0,∞)|1
{
Y ∗−∞,−1 ≤ 1
}
]
≤
∞∑
j=0
E[|H(Y )||H ′(Y j,∞)−H ′(Y j+1,∞)|1
{|Y j | > 1}1{Y ∗−∞,−1 ≤ 1}]
=
∞∑
j=0
E[H(Y )|H ′(Y 0,∞)−H ′(Y 1,∞)|1
{|Y −j| > 1}1{Y ∗−∞,−j−1 ≤ 1}]
= E[H(Y )|H ′(Y 0,∞)−H ′(Y 1,∞)|] <∞ .
This proves that ν∗(HH ′) <∞. Hence, we can switch the expectation with the summation
and the first result follows. The second statement follows by noting that E(Y 0,∞) −
E(Y 1,∞) = 1 almost surely.
Lemma 6.20 (Example 6.2.2 and Problem 6.7 in [KS20]). Assume that P(lim|j|→∞ |Y j | =
0) = 1 and let π(m), m ≥ 0, be the limiting cluster size distribution. Then
∞∑
m=1
mπ(m) = ϑ−1 ,
∞∑
m=1
m2π(m) = ϑ−1
∑
j∈Z
P(|Y j | > 1) .
Proof. For the first statement, applying (2.6) and Lemma 6.19, we have,
∞∑
m=1
mπ(m) =
∞∑
m=1
mP(E(Y ) = m | A0(Y ) = 0) = E[E(Y ) | A0(Y ) = 0] = ϑ−1ν∗(E) = ϑ−1 .
Likewise,
∞∑
m=1
m2π(m) = E[E2(Y ) | A0(Y ) = 0] = ϑ−1ν∗(E2) = ϑ−1
∑
j∈Z
P(|Y j | > 1) .
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