Abstract-In this paper, the problem of simultaneous localization of multiple sources given a number of energy samples at different locations is examined. The strategies do not require knowledge of the signal propagation models, nor do they exploit the spatial signatures of the source. A non-parametric source localization framework based on a matrix observation model is developed. It is shown that the source location can be estimated by localizing the peaks of a pair of location signature vectors extracted from the incomplete energy observation matrix. A robust peak localization algorithm is developed and shown to decrease the source localization mean squared error (MSE) faster than O(1/M 1.5 ) with M samples, when there is no measurement noise. To extract the source signature vectors from a matrix with mixed energy from multiple sources, a unimodality-constrained matrix factorization (UMF) problem is formulated, and two rotation techniques are developed to solve the UMF efficiently. Our numerical experiments demonstrate that the proposed scheme achieves similar performance as the kernel regression baseline using only 1/5 energy measurement samples in detecting a single source, and the performance gain is more significant in the cases of detecting multiple sources.
I. INTRODUCTION

S
OURCE localization is important in many domains, such as salvage, exploration, tactical surveillance, and hazard finding. However, in many application scenarios, it is difficult to obtain the correct propagation parameters of the source signal for localization. For example, in underwater localization with acoustic signals, the signal propagation depends on the water temperature, pressure, and salinity, which are locationdependent. In gas source localization, the gas diffusion characteristics depends on the chemical type and the atmospheric conditions. Therefore, model-based parametric localization methods [1] - [4] may not be reliable in application scenarios with a temporal and spatial varying nature. Model-free positioning schemes, such as connectivity based localizations and weighted centroid localizations (WCL), have attracted a lot of interest due to their simplicity in implementation and the robustness to variations of propagation properties [5] - [9] . However, connectivity based techniques [5] , [6] can only provide coarse localization results and the performance of WCL [7] highly depends on the choice of parameters and the propagation environments. Recently, machine learning techniques, such as kernel regression and support vector machines [10] , [11] have also been explored for localization. However, these methods usually require a separate training phase which may not be available in practice. Furthermore, blind deconvolution methods for source separation and localization [12] - [17] usually require a sequence of measurements that convey temporal or spatial characteristics, which is not the case in our problem.
This paper studies non-parametric methods for localizing several sources based on a few energy measurements at different sensing locations as illustrated in Fig. 1 . Our previous works studied the single source case in [8] , [18] , where a trust region was developed for targeting the source and a multistep exploration-exploitation strategy was developed for active search using an underwater robot. The results were extended to the cases of two or more sources by exploiting novel coordinate system rotation techniques [9] , [19] . However, these works were based on a decomposable assumption on the energy propagation field in 2D.
In this paper, we find that the decomposable assumption is not necessary. Specifically, we show that the source location in 2D can be found by localizing the peaks of the left and right dominant singular vectors of the energy matrix sampled on a discretized area. Such a result holds universally as long as the received signal energy is a decreasing function of the distance from the source. With such a theoretical guarantee, we first develop strategies to localize a single source. The method extracts a pair of signature vectors from a sparsely sampled observation matrix, and then, estimates the source location by robust peak localization from the signature vectors. The corresponding localization mean squared error (MSE) is also analyzed. We then move to the case of localizing two sources with equal power. The singular value decomposition (SVD) framework in our preliminary work [18] does not work herein, because the singular vectors are not the desired signature vectors of each source. We address this issue by optimally rotating the coordinate system such that the sources are aligned with the rows or columns of the observation matrix, and as a result, the SVD-based method can be applied. Finally, we consider the general multi-source case by formulating a UMF problem and solve it with projected gradient algorithms. While a formal theoretical justification that connects the multi-source localization with the UMF is yet to be explored, our experiments demonstrate the robustness of the proposed UMF-based methods.
To summarize, the following contributions are made herein:
r We propose a matrix observation model for the energy field of a single source, and prove that the left and right dominant singular vectors are unimodal with their peaks representing the source location. r For a general multi-source case, we formulate a UMF problem and develop a projected gradient algorithm to extract the signature vectors for localizing each of the sources. Our numerical experiments demonstrate the robustness of the these methods in uncertain environments. The rest of the paper is organized as follows. Section II establishes the matrix observation model. Section III develops a non-parametric localization estimator by establishing the unimodal and symmetry property of the source signature vectors. Section IV extracts the signature vectors for the single source scenario and analyzes the MSE localization performance. Section V and VI develop coordinate system rotation techniques to help extract the signature vectors in the two source and arbitrary number of sources cases. Numerical results are presented in Section VII and conclusion is given in Section VIII.
Notation: Vectors are written as bold italic letters x and matrices as bold capital italic letters X. Random variables, random vectors, and random matrices are written as x, bold letters x, and bold capital letters X, respectively. For a matrix X, X ij denotes the entry in the ith row and jth column of X. For a vector x, x i denotes the ith entry of x. 
where α k is the transmit power of source k and n (m) is the additive noise of the mth measurement. The measurement noise n (m) is modeled as a zero mean random variable with variance σ 2 n and bounded support |n (m) | <σ n . The function h(d) is a non-negative strictly decreasing function of the distance d from the source. In addition, we assume that h(d) is Lipschitz continuous, square-integrable, and concentrated in the bounded area
Note that, in reality, the effective energy response h(d) measured by practical devices always has a bounded support. However, neither the source power α k , the function h(d), nor the noise distribution are known.
We propose to use a matrix observation model for nonparametric source localization. Specifically, we discretize the
Let H be the N × N observation matrix that contains the M energy measurements, i.e., the (i, j)th entry of H is given by
if the mth energy measurement is taken inside the (i, j)th grid cell. Note that H may contain missing values and the measurement locations z (m) may not be at the center of the grid cell. Our objective herein is to localize the sources by analyzing the incomplete matrix H.
III. LOCALIZATION BASED ON UNIMODALITY
In this section, we first show that the dominant singular vectors of the energy matrix sampled in a discretized single source energy field are unimodal and symmetric. Then, using these properties, a localization algorithm is developed. Finally, a matrix factorization problem is formulated to extract the signature vectors in the case of multiple sources and incomplete matrix observations.
A. The Unimodal Property
Let H (k) ∈ R N ×N be the matrix that captures the energy contributed by source k sampled at discretized locations {c i,j }, i.e., the (i, j)th element of H (k) is given by
in which, c i,j ∈ R 2 is the center location of the (i, j)th grid cell. The factor L N is for normalization purposes:
which equals to α 2 k up to a marginal discretization error. In the signal model (3) and (4), the physical meaning of h (d(x, y) ) is the power density of the source signal measured at location (x, y) and the entry H (k) ij approximates the energy of the kth source signal in the (i, j)th grid cell.
Consider the SVD of 
In addition, the vectors u k u k,1 and v k v k,1 , are defined as the signature vectors of source k. Note that u k and v k are not singular vectors of H, but they are the dominant singular vectors of H (k) , which captures the energy contribution from the kth source. Accordingly, the observation matrix H in (2) is a noisy and incomplete sampled version of the signature matrix H.
We show that the signature vectors u k and v k are unimodal. Definition 2 (Unimodal): A vector v ∈ R N is unimodal if the following is satisfied:
for some integer 1 ≤ s ≤ N , where v i is the ith entry of v.
Note that there could be multiple entries v s = v s+1 = · · · = v s+I that are the largest. In other words, the vector has a flat peak. This will not affect the algorithm design, nor the analytical results in this paper.
Theorem 1 (Unimodal Signature Vector): The signature vec tors u k and v k are unimodal. In addition, suppose that source k is located inside the (m, n)th grid cell. Then the peaks of u k and v k are located at the mth entry of u k and the nth entry of v k , respectively.
Proof: See Appendix A. Note that such a property holds for general propagation functions h(d).
B. The Symmetry Property
It can be further shown that the signature vectors u k and v k are symmetric. 
C. A Location Estimator
We first establish a general property of a unimodal symmetric function w(x).
Lemma 1 (Monotone property): Suppose that the nonnegative function w(x) is unimodal and symmetric about x = 0. Then, the autocorrelation function
is non-negative and symmetric about t = 0. In addition, τ (t) is strictly decreasing in t > 0. Proof: The result can be easily derived using the unimodal and symmetry property of w(x). The details are omitted here due to page limit.
From Lemma 1, τ (t) is maximized as t = 0. As a result, the non-negative, unimodal, and symmetric function w(y − s 1,1 ) from Proposition 1 has the following autocorrelation function
which is maximized at t = 2 s 1,1 , where the first equality (10) is due to symmetry w(y) = w(−y), and the second equality (11) is from the change of variable z = y − s 1,1 . Given a vector v ∈ R N and the corresponding N -point coor- 
Then, an estimate of the point of symmetry for v in a continuous interval can be obtained aŝ
Note that, the estimator (13) aggregates the contributions from all measurements, including those far away from the source.
As a result, if one can obtain estimatesû k andv k of the signature vectors u k and v k from the observation matrix H, the estimate of the kth the source location can be computed asŝ k = (ŝ(v k ),ŝ(û k )) according to the symmetry property in Proposition 1.
D. Problem Formulation for Extracting Signature Vectors
There are two remaining issues: First, one needs to extract K pairs of signature vectors from the incomplete noisy observation matrix H. Second, one needs to find the best coordinate system C for grid points c X × c Y that define the observation matrix H = H(θ), since H(θ) is variant according to the rotation θ of the coordinate system.
We answer these two questions by proposing a UMF problem specified as follows.
Denote by U N s the cone specified by the unimodal constraints (6)- (7) The source signature vectors can be extracted as the solution to the following problem:
where denotes the Hadamard product, i.e., W H is an N × N matrix computed entry-by-entry with
In the remaining part of this paper, we will discuss the cases of single source, two sources, and arbitrary number of sources, and the corresponding methods to solve P1 or relaxed versions of it.
IV. SPECIAL CASE I: SINGLE SOURCE
In the single source case, we first show that a relaxation of P1 can be easily solved by a matrix completion problem followed by SVD. We then analyze the squared error bound of the source localization.
A. Solution via Nuclear Norm Minimization
Dropping the unimodal constraints (15) and applying a convex relaxation on the objective function, P1 can be relaxed to a classical rank-K matrix completion problem via nuclear norm minimization. It has been shown in the sparse signal processing literature that, under some mild regularization conditions on the low rank matrix H, the matrix H can be recovered, with a high probability, from the sparse and noisy observation W H [20] , [21] . Specifically, the noisy recovery of H can be obtained as a solution,X, to the following convex optimization problem [18] , [21] :
where X * denotes the nuclear norm of X (i.e., the sum of the singular values of X), and 2 is a small parameter (depending on the observation noise [21] ) for the tolerance of the observation noise in H.
Note that under exact recoveryX = H, the signature vectors are exactly the dominant singular vectors ofX, and the unimodal constraints (15) are then automatically satisfied. As a result, an efficient approximate solution to P1 can be obtained from the dominant singular vectorsû 1 andv 1 ofX as the solution to P2.
B. Squared Error Bound
Let e 
Suppose that the following regularity conditions are satisfied
and any rotation of the coordinate system C.
Remark 1 (Interpretation of (17)- (18)): The value C e depends on the distributions of the sample locations and sample noise, as well as the energy field function h(d). An intuitive explanation of the boundedness of C e and the diminishing value of
as N → ∞ is that the observation noise is uncorrelated and identically distributed if sampled at the opposite locations symmetric about the source. For example, in our numerical experiment using uniformly random sampling corrupted by Gaussian noise in an underwater acoustic environment (see Section VII for the empirical propagation model), properties (17)- (18) are observed.
In addition, let
)/α 1 be the normalized singular value gap from the model (5) for the single source k = 1, and suppose that the gap is non-diminishing, i.e., κ lim inf N →∞ κ N > 0. Furthermore, suppose that for the autocorrelation function τ (t), the first and the second-order derivatives, τ (t) and τ (t), exist and are continuous at t = 0. Then,
We have the following theorems to characterize the asymptotic behavior of the squared estimation error ŝ 1 − s 1 
with probability at least 1 − 2e −C 3 N , where
, and C 0 and C 3 are constants.
Proof: See Appendix C.
Remark 2:
The constants C 1 and C 2 show that the energy decay rate of h(d) versus d may play a complicated role in the localization performance. A large decay rate, corresponding to a large Lipschitz parameter K h , may harm the performance, because it leads to high discretization error. On the other hand, a small decay rate for h(d) may result in performance less tolerant to noise, because the autocorrelation function τ (t) is less sharp. The key message of Theorem 2 is to establish the worst case performance scaling law, which will be discussed later.
2) Aggressive Construction: Choose the number of sensors M and the matrix dimension N , such that M is the smallest integer that satisfies M ≥ CN (log N )
2 . The signature vectorŝ u 1 andv 1 are extracted fromX, the solution to P2.
Theorem 3 (Squared Error Bound under the Aggressive Construction):
Suppose that the sampling error of H is bounded
where is the parameter used in P2. Then, under the condition of Proposition 1, there exists some 0 < α < 1 2 , such that for asymptotically large M and high enough signal-to-noise ratio (SNR)
, and C 0 and β are constants.
3) Discussions:
We draw the following observations. Performance Scaling Law: Theorems 2 and 3 reveal the error exponent as the number of sensors increases. As a performance benchmark, for a naive non-parametric peak localization scheme that estimates the source location directly from the position of the measurement sample that achieves the highest energy, the localization squared error decreases as O(1/M ), whereas, the squared error of the proposed schemes decreases faster than
1, order-wise faster than the naive scheme, as will be demonstrated by our numerical results in Section VII.
Sparsity and Noise Suppression Tradeoff:
While the aggressive construction strategy achieves higher error decay rate in terms of the number of samples M under high SNR α 1 /σ 2 n 1, the aggressive construction scheme is less tolerant to measurement noise as observed from the last terms in (19) and (20) . Specifically, in low SNR, the squared error bound of the aggressive construction strategy scales as O( 
, we have κ = 1 leading to a small error bound. 1 For most practical propagation models we have tested (e.g., propagations of radio signals over the air, acoustic signals in the water, etc.), κ is close to 1.
V. SPECIAL CASE II: TWO SOURCES
In the case of two sources, the SVD may not extract the desired signature vectors from H in (5), because the signature vectors u 1 and u 2 from different sources are not necessarily orthogonal. However, it turns out that by choosing an appropriate coordinate system C, the corresponding UMF problem P1 can be easily solved (under some mild conditions). In this section, we propose rotation techniques to select the best coordinate system for extracting the source signature vectors.
A. Optimal Rotation of the Coordinate System
Suppose that we fix the origin at the center of the target area and rotate the coordinate system such that the two sources are aligned, without loss of generality (w.l.o.g.), on the y axis. Then, the source locations satisfy s 1,1 = s 2,1 , and the signature vectors follow v 1 = v 2 . This approximately yields a rank-1 model
by ignoring the minor components in (5) .
As a result, an algorithm can be designed as follows. First, extract the vectorsα 1û1 +α 2û2 andv 1 by solving the matrix completion problem P2 followed by the SVD as developed in Section IV. Second, obtainû 1 andû 2 from the composite vector α 1û1 +α 2û2 .
The remaining challenge is to find optimal rotated coordinate system for source alignment from the M measurement samples. Note that the source topology is not known.
Denote H(θ) as the observation matrix constructed in coordinate system C θ with θ degrees of rotation to reference coordinate system C. The desired rotation θ can be obtained as
where σ k (H) is defined as the kth largest singular value ofX(H), the solution to the matrix completion problem P2 based on H.
. In addition, ρ(θ * ) = 1, when H(θ) becomes a rank-1 matrix where the sources are aligned with one of the axes, which gives an intuitive justification for P3.
However, an exhaustive search for the solution θ * is computationally expensive, since it requires performing SVD on H(θ) for each θ. Yet, it can be shown that ρ(θ) has a nice locally unimodal property that enables an efficient solution.
Let H(θ) be the signature matrix defined in (5) under the coordinate system C θ .
Theorem 4 (Property of ρ(θ)): Assume that the two sources have equal transmission power α 1 = α 2 . In addition, suppose that H(θ) is at most rank-2 and can be perfectly recovered from 
for all 0 < s < t, where τ (t)
d dt τ (t) and θ * is the maximizer of ρ(θ).
Proof: See Appendix D.
The result in Theorem 4 confirms that the function ρ(θ) has a unique local maximum within a π 2 -window under a mild condition, in the ideal case of perfect recoveryX(H(θ)) = H(θ). The property motivates a simple bisection search algorithm to efficiently search for the globally optimal solution, θ * , to P3. Note that condition (22) 
B. Source Separation
W.l.o.g., suppose that the signature matrix has a decomposition form H ≈ α 1 u 1 + α 2 u 2 v T 1 after the optimal coordinate system rotation from solving P3. In addition, assume the equal power case α 1 = α 2 . Then, using a technique similar to that in Section IV, we can estimate the x coordinates from
In addition, the y coordinates can be estimated asŝ 1,2 ,ŝ 2,2 = c ± r, wherê
and
in which,û(x) is a linear interpolation ofû 1 (similar tov(x) in (12)) andv(x) is from linearly interpolatingv 1 . Using calculations similar to (9)- (11), it can be shown that Q(r;
As a remark, a simple peak finding solution may not work as well as the estimator from (23)-(24) because, first, peak finding mostly depends on the measurement around the centroidĉ and the information from other measurements may not be fully exploited, and second, when two sources are close to each other, their aggregate energy field will appear as one peak, which does not correspond to the desired source location. On the other hand, the proposed procedure (23)- (24) can resolve these issues.
VI. GENERAL CASE: ARBITRARY NUMBER OF SOURCES
In the case of an arbitrary number of sources, we first study a general algorithm framework to solve P1. We then discuss efficient approximations for fast implementation of the algorithm. Finally, an optimization of the coordinate system C θ is studied to enhance the convergence of the algorithm.
A. The Gradient Projection
. With some algebra and matrix calculus, it can be shown that the gradients of f are
and the iteration of the projected gradient algorithm can be computed as
where P U {·} is a projection operator to project any N × K matrix onto the unimodal cone U N ×K , and the step size μ t and ν t are chosen to ensure the decrease of the objective function f (for example, via a backtracking line search [22] , [23] ).
B. Fast Unimodal Projection
The projection P U {X} onto the unimodal cone is formally defined as the solution that minimizes X − Y F over Y ∈ U N ×K . Due to the property of the Frobenius norm, the projection can be computed column-by-column.
While it is not straight-forward to efficiently project onto the convex set U N s (specified by constraints (6)- (7)) as it may seem to be, it is relatively easier to compute the projection onto an isotonic cone, where an isotonic sequence is defined as a nonincreasing (or non-decreasing) sequence. Recently, a fast algorithm for exact isotonic projection was developed in [24] , which finds the solution within N − 1 steps. With such a tool, a fast approximate algorithm to compute P U {X} can be described as follows. 1, 3, 5, . . .. Since Step 1) has complexity at most N , the overall complexity is at most , x a+1 , . . . , x b ) represents a vector that is extracted from the ath entry to the bth entry of x. Therefore, the above unimodal projection is exact.
C. Local Convergence Analysis
We frame the analysis according to the following two observations. First, when there is no sampling noise, the unimodal constraint (U , V ) ∈ U N ×K × U N ×K is not active at the globally optimal pointX = (Û,V). Then, we can remove the projection in (25) and (26) and analyze the local behavior of an unconstrained algorithm approachesX. The goal is to discover any factor that possibly harms the convergence and determines methods that will improve the performance. Second, note that the function is bi-convex. Therefore, we can study partial convergence, where the convergence of the variable U is analyzed while fixing the other variable V to be in the neighborhood ofV. As a result, the unconstrained algorithm trajectory for U will converge to a unique solution. Analyzing the asymptotic convergence rate of U may help us understand the factors that affect algorithm convergence.
Denote
T as the gradient function of f (X), where X = (U , V ). Suppose X(0) is sufficiently close toX, such that the unimodal constraints are not active. As a continuous counter-part to the discrete iteration (25)-(26), the continuous algorithm trajectory X(t) can be given as
Let E(X e (t)) = 2 X e (t) 2 F be the normed error function for the convergence error X e (t) X(t) −X. Let U e = U −Û and V e = V −V with the time index t dropped for notational brevity. The following result suggests that if either U e or V e is much smaller than the other variable, then the algorithm trajectory X(t) converges exponentially toX.
Proposition 2 (Partial convergence): Assume perfect sampling H = H and H in (5) has rank K. Suppose that the algorithm initialization X(0) is in the neighborhood of the optimal solutionX to P1. Then the following holds
for V e F = o U e F , where λ K (A) denotes the smallest eigenvalue of A. Moreover,
for U e F = o V e F . Proof: See Appendix E. Proposition 2 shows that the rate of convergence depends on the eigenvalues ofV TV andÛ TÛ , whereV andÛ carry the location signatures of the source. Specifically, if the sources are aligned with either the x axis or the y axis, then eitherÛ orV tends to have identical columns, which leads to rank deficiency of matricesÛ TÛ orV TV , corresponding to small eigenvalues λ K and hence slow convergence. This result suggests gradient type algorithms work better when sources are well-separated on both axes.
D. Rotation for Convergence Improvement
According to Proposition 2, we may need to establish a coordinate system such that the sources are well separated on both axes. However, the challenge is that we have no prior knowledge of the source locations.
Recall that H(θ) denotes the observation matrix constructed in coordinate system C θ with θ degrees of rotation with respect to the reference coordinate system C. Similar to P3, the desired rotation θ can be obtained as
where σ k (H) is defined as the kth largest singular value ofX(H), the solution to the matrix completion problem P2 based on H. While problem P3 is to align the sources with one of the axes, problem P4 tries to avoid alignments with any axes. Fig. 2 demonstrates the performance of the UMF with optimal coordinate system rotation under noise-free sampling σ 2 ) with λ = 20. The observation matrices constructed with dimension N satisfy N 2 /2 ≈ M . There are two key observations: (i) the coordination system rotation does improve the convergence as demonstrated by the comparison between scheme "Rotated UMF", which solves P1 in the optimal coordinate system C θ * with θ * solved from P4, and scheme "Simple UMF", which solves P1 in a fixed coordinate system C. (ii) UMF performs better in the recovery of sparse unimodal structures as compared to conventional sparse matrix completion methods, scheme "Complete UMF", which first solves the matrix completion problem P2 in the optimal coordinate system C θ * , and then solves P1 for signature vector extraction. As the UMF is aware of the unimodal structure, the proposed "Rotated UMF" outperforms the "Complete UMF" scheme. 
VII. NUMERICAL RESULTS
We consider the source and sensor deployment model in Section II with L = 5 km in an underwater environment. The sources simultaneously transmit signals at f = 5 kHz. The propagation of the signal from each source is modeled using N p = 15 discrete paths, where the path inter-arrival times τ p+1 − τ p are exponentially distributed with mean 100 ms, and the path amplitudes are Rayleigh distributed with power scaled as e −ϕ(τ p −τ 1 ) with respect to the first path, ϕ = 2 sec −1 [25] , [26] . The path energy attenuation is modeled as
, where Thorp's formula [26] is used to arrive at 10 log 10 A(f ) = 0.11f
is modeled as a zero mean, Gaussian random variable with normalized variance σ 2 n /P = −34 dB, where P = 1 is the total transmission power. The sensor has a receive window of 4 seconds from the detection of the first path. The parameter N for constructing the observation matrix H is chosen as the largest integer satisfying 1.5N (log N ) 2 ≤ M . The proposed algorithms for the single source case ( (13) in Section IV), two source ( (23)- (24) in Section V), and an arbitrary number of sources (Section VI) is evaluated. Specifically, the projected gradient algorithm in (25)- (26) Three baseline schemes are evaluated. Baseline 1, Naive scheme for single source: the location of the sensor that observes the highest energy is identified as the source location. Baseline 2, Weighted centroid localization [7] : the location estimate is updated byŝ until convergence, where
2 are the squaredweights and R(x) specifies a set of measurements that are taken within a radius r from location x, in which, the radius r is at least L/8 or as large as to include exactly M r ∈ {M/4, M/2} measurements. Baseline 3, Kernel regression: The algorithm chooses parameters {α k ,ẑ k } and λ to minimize
where two classes of kernel functions are considered, Gaussian kernel B G (z,ẑ k ; λ) = exp(−λ z − z k 2 ) and Laplacian kernel B L (z,ẑ k ; λ) = exp(−λ z − z k 1 ), in which, · 1 denotes the L 1 norm. Such a least-squares problem is solved 5 times with randomized initializations. Crossvalidation is used to choose the best kernel function, and the data set is partitioned to 70% for parameter training and 30% for MSE performance validation. The parametersẑ k give the location estimates. Note that Baselines 1 and 2 cannot differentiate multiple sources when the two sources are close to each other. Therefore, these two baselines are evaluated in the single source case only. Fig. 3 shows the rooted mean squared error (RMSE) of the source location versus the number of sensors, M , in the single source case. The proposed scheme outperforms the naive scheme and the weighted centroid scheme. 3 It also outperforms the kernel method from moderate to large number of sensors. The dashed line with slope −0.93 shows that the error decay rate of the proposed algorithm in the M = 10 to 500 region is roughly O(1/M 1.86 ). Note that Theorem 2 and 3 show that the MSE of the proposed scheme should decrease faster than O(1/M 1.5 ), and hence is confirmed by our numerical results. In the case of more than 500 sensors, the error decay rate is limited by the ambient noise. This phenomenon also matches with the second and third terms of (20) in Theorem 3. Fig. 4 shows the RMSE of the source locations versus the number of sensors, M , in two to four source cases. The proposed methods significantly outperform the kernel methods. Note that the proposed schemes only require the generic property that the source energy field h(d) is non-negative and strictly decreasing in the distance d to the source. Although the kernel functions also capture such property, the kernel methods suffer from parameter estimation error when fitting the data to inaccurate parametric models.
VIII. CONCLUSIONS
This paper developed non-parametric algorithms for localizing multiple sources based on a moderate number of energy measurements from different locations. A matrix observation model was proposed and it is proven that the dominant singular vectors of the matrix for a single source are unimodal and symmetric. A non-parametric source localization algorithm exploiting the unimodal and symmetry property was developed and shown to decrease the localization MSE faster than O(1/M 1.5 ) using M sensors in the single source case with noiseless measurements. In the two source case, the source locations can be found by choosing the optimal rotation of the coordinate system such that the normalized dominant singular value of the sample matrix is maximized. In the case of arbitrary number of sources, we localize the sources by solving a UMF problem in an optimally rotated coordinate system. Our numerical experiments demonstrate that the proposed scheme achieves similar performance as the baselines using no more than 1/5 measurement samples. Let R = H T H. Then, the (i, j)th entry of R is given by R ij = h T i h j , where h i is the ith column of H. In the following lemma, we show that the columns of R are unimodal.
Lemma 2: Suppose that the source is located at the (m, n)th grid cell centered at c m,n . Then, for each column of R, the entries R ij are increasing, R ij < R i+1,j , if i < n, and they are decreasing, R ij > R i+1,j , if i ≥ n.
Proof: Since the source location s is inside the (m, n)th grid cell centered at c m,n , we have d(c p,i , s) > d(c p,i+1 , s) ≥  d(c p,n , s), for i < n and all p = 1, 2, . . . , N. Similarly,  d(c p,i , s) < d(c p,i+1 , s) , for i ≥ n and all p. Recall that H ij = h (d(c i,j , s) ) and h(d) is a non-negative decreasing function. We thus have
Under the condition of Lemma 2, if we raise R to the power of q, the columns of R q are unimodal, with their peaks at the nth entry. Specifically, define R
the following lemma, that the columns of R (q) are unimodal.
First, it can be easily verified that the result holds for q = 1 according to Lemma 2. Then, suppose that the result holds for some q ≥ 1. Note that R (q+1) = tr R (q) R (q) R/tr R (q+1) and that R (q) is symmetric. We have
i+1,j , for i ≥ n. Therefore, by deduction, the result holds for all q ≥ 1.
It can be shown that the limit exists and equals R ∞ = vv T . To see this, we can easily compute
. By the Perron-Frobenius theorem, the dominant eigenvalue of a non-negative matrix has multiplicity 1, i.e., α = λ 1 > |λ i | for all i ≥ 2. Hence, (λ i /α) 2q → 0 as q → ∞, for i = 2, 3, . . . , N, leading to R ∞ being rank-1. On the other hand, from Lemma 3, each column of R ∞ is unimodal. Note that the ith column of R ∞ can be written as v i v, where v i is the ith entry of v. We therefore confirm that v is unimodal, with its nth entry being the peak.
Similarly, by constructing Q = HH T , we can also show that u is unimodal with its mth entry being the peak. 
APPENDIX B PROOF OF PROPOSITION 1
Consider uniformly shifting the discretization grid points {c i,j } to such a position that the source location s k is the center of a rectangle formed by the four nearest grid points. Specifically, the new grid points are given byc i,j = c i,j + δ,
One can verify that s k is at the center of the rectangle formed by the four nearest grid points c m,n ,c m+1,n ,c m,n+1 , andc m+1,n+1 .
A. The Symmetry Property
LetH
(k) be the virtual signature matrix defined on the shifted grid points {c i,j } using (3). As illustrated in Fig. 5 , consider a sub-blockH
1 that contains the (m + 1 − J 1 )th to (m + J 1 )th rows and the (n + 1 − J 2 )th to (n + J 2 )th columns ofH (k) ,
where
Since the locationsc i,j that correspond to the entries ofH
are symmetric about the source s k , one can verify thatH (k) 1 has the following structurẽ
where the operators Π c (A) reverses the columns of A and Π r (A) reverses the rows of A.
Lemma 4: LetH
where, on the right hand side, the left and the right matrices are semi-orthogonal, respectively.
Proof: First, one can verify that the left-bottom sub-block ofH
T , since the (i, j)th entry is given by
Similarly, one can verify that other sub-blocks ofH
agree with the decomposition (32).
Second, to see the semi-orthogonality, one can compute
Similarly, one can verify the semi-orthogonality of
As a result, the dominant singular vectors ofH 
B. The Zero-Padding Property
Consider building an unbounded lattice by extending the rows and columns of {c i,j : i, j = 1, 2, . . . , N} to infinity with equal spacing L N (i.e., i, j take all the integer values). We construct a 2J × 2J matrix
1 is a sub-block at the center of H (k) .
Lemma 5: Except sub-blockH
Proof: By the choices of J 1 and J 2 , the sub-blockH
covers the whole area that observes non-zero energy from the source. To see this, for any locationc i,j outside sub-block H
1 , eitherc i,j orcĩ ,j , the grid point symmetric about the source location s k , is outside the target area A. We thus have
Thus, the singular vectors of H (k) can be obtained from the singular vectors ofH 
In addition, H 
C. Convergence Analysis
Finally, we study the perturbation or errorH
Note that sinceũ k andṽ k are extracted from the common vectorũ 
2 dx = 1 is a direct consequence of the unit norm of singular vectors.
APPENDIX C PROOF OF THEOREM 2
We first compute the peak localization error bound given the signature vector perturbations.
Letv 1 be the dominant right singular vector of H, the observation matrix in the case of conservative construction, where N = √ M . In the case of aggressive construction, N > √ M , letv 1 be the dominant right singular vector ofX, the solution to P2. Denote e 1 =v 1 − v 1 .
From (12) , it follows that
where Equation (35) uses the fact that 2s 1,1 ) from the integral (9) .
As t = 2ŝ 1,1 maximizes R(t;v 1 ) in (35), we have
using conditions (17) and (18) for asymptotically large N . We obtain
, where t = τ −1 (y) is the inverse function of y = τ (t), t ≥ 0. Hence,
where we denote φ 0 (v
. In addition, from the assumption that the first and the secondorder derivatives, τ (t) and τ (t), exist and are continuous at t = 0, we bound τ (t) by a quadratic function
for some small ν > 0. Note that for any ν, there exists a ν > 0, such that the quadratic upper bound (38) holds for all t ∈ [0, a ν ].
In addition, from the definition of τ (t) in (8), we obtain τ (0) = 0 and τ (0) < 0. Then, from (36), we arrive at
Note that τ (0) + ν < 0 as ν can be chosen arbitrarily small. As a result,
For small enough φ 0 , we will have |o(φ 0 )| < C e , which yields
A similar result can be derived for the error component (ŝ 1,2 − s 1,2 )
2 by analyzing the perturbation of u 1 , and the result is statistically identical to (37) and (40). Combining (37) and (40) yields
Moreover, for small enough
simplifies to
We hereafter drop the superscript N from v 
Note that by the Lipschitz continuity of h(d), we have
and therefore, Ξ ij is a sub-Gaussian random variable with subGaussian moment bounded by K h L/( √ 2N ) [27] , [28] .
, ∀t ∈ R}, which has property s G (aX) = |a|s G (X) [27] , [28] . result, the random quantity
Consider the N × N matrix of the sample error E H − H, where the entries E ij have zero mean and sub-Gaussian moment bounded byω in (45). This implies thatẼ = 1 ω E have zero mean entries with sub-Gaussian moment bounded by 1. A bound of the spectral norm σ(Ẽ) can be derived using the following result.
Lemma 6 (Spectral Norm [29] ): For an N × n random matrix X whose entries are independent zero mean sub-Gaussian random variables with sub-Gaussian moments bounded by 1, it holds that
for some universal constants C and c. By choosing N = n and t = C √ N in Lemma 6, we obtain σ(Ẽ) ≤ 3C √ N with probability at least 1 − 2e
holds with probability at least 1 − 2e −C 3 N , where C 0 = 9C 2 , and C 3 = cC 2 . We now derive an upper bound of v Then, the singular vector perturbation can be obtained as
where | · | denotes the absolute value operator. On the other hand, using the singular vector perturbation results in [30] , we know that
where σ 1 and σ 2 are the first and second dominant singular values of H. Recall that we have
Therefore, we arrive at
5 If X and Y are independent sub-Gaussian, the sub-Gaussian moment of
, [28] .
for asymptotically large N , with probability at least 1 − 2e −C 3 N . As M = N 2 , it further holds that
for large M with probability at least 1 − 2e −C 3 N . Note that for large enough M , the term φ 1 in (49) becomes small enough to satisfy
2 holds, and therefore, (41) simplifies to (42). Applying 3C e φ 0 ≤ φ 1 to (42) and using (49), we obtain (19) .
B. The Case of Aggressive Construction
We first compute the total measurement noise using property (44) and the bounded noise assumption in Theorem 3. From (43), we have
As a result,
We then characterize the completed matrixX as the solution to P2.
Lemma 7 (Matrix completion with noise [21] ): Suppose that the parameter in P2 is chosen to satisfy ≥ P Ω (H − H) F . In addition, assume that M ≥ CN (log N ) 2 for some constant C = C β. Then, with probability at least 1 − N −β ,
where p = M/N 2 . According to Lemma 7, we choose the parameter = √ Mε in P2 for (51) to hold. In addition, the bound in (51) can be simplified as
where equality (52) is based on the relation p = M/N 2 , inequality (53) is due to M ≥ CN (log N ) 2 , and equality (54) can be shown using the following lemma. (57) with probability 1 − O(N −β ), where C 0 = 192C 0 . Note that for large enough M and high SNR α 1 /σ n , the term φ 2 in (57) becomes small enough to satisfy t = τ −1 (1 − φ 2 ) ≤ a ν , such that τ (t) ≤ τ (0) + τ (0)t + 1 2 (τ (0) + ν)t 2 holds, and therefore, (41) simplifies to (42). Applying 3C e φ 0 ≤ φ 2 to (42) and using (57), we obtain (20) .
APPENDIX E PROOF OF PROPOSITION 2
For notation brevity, we drop the symbol t for the variables related to the continuous-time algorithm dynamic X(t) wherever the meaning is clear.
Denote the Hessian function of f (X) along the direction ξ ∈ R N ×N as h(ξ, X) = lim γ→0 1 γ g(X + γξ) − g(X) .
Then, a Taylor's expansion of the gradient function g(X) yields
g(X) = g(X) + h(sξ,X) + o(s)
where ξ = 1 γ (X −X) and γ = X −X F . Therefore, as g(X) = 0, it holds that g(X) ≈ h(X e ,X) for small s.
In addition, it holds that
= −tr X(t) −X T g(X(t)) .
As a result, 
