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The vibrational and electronic structure of 2-12Å thick films of pyromel-
litic dianhydride (PMDA) adsorbed on clean and H2O pre-covered Cu(111)
surfaces have been measured at 110K and 295K using high resolution elec-
tron energy loss spectroscopy (HREELS) and surface Raman spectroscopy.
On both surfaces at low temperature, the adsorption geometry favors a flat-
lying orientation. Adsorption at 295K results in an upright orientation that is
consistent with previous accounts in the literature. The adsorption at 110K
leads to the now well documented ring-opening reaction of one of the anhy-
dride groups producing a carboxylate and carbonyl species, whereas, at room
temperature CO is lost to the gas phase. The presence of pre-adsorbed H2O
at 110K results in a hydrogen bonded complex with the carboxylate group,
dramatically altering the electronic structure of the PMDA film. Surface Ra-
man scattering experiments of the H2O-PMDA co-adsorbate complex exhibit
resonant scattering behavior that is attributed to the so-called “first layer”
viii
or “chemical” SERS effect due to dynamical charge transfer excitations on
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film co-adsorbed with H2O on Cu(111) at 110K. . . . . . . . . 126
5.3 Electronic excitation spectral evolution demonstrating the “ac-
tivation” of the surface PMDA anion. A 4Å thick PMDA film
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The seminal work of Fleischman [1] in 1974 provided the first experi-
mental observation of an enhanced Raman scattering spectrum from molecules
adsorbed on a metal electrode surface. The surface-enhanced Raman scatter-
ing (SERS) spectrum of pyridine adsorbed on a roughened silver electrode
was attributed to the large increase in the electrode surface area (due to suc-
cessive oxidation-reduction cycles), hence increasing the number of adsorbed
molecules sampled in the experiment. Jeanmaire and Van Duyne [2, 3] and
Albrecht and Creighton [4] later reported Raman intensities for pyridine ad-
sorbed on roughened silver electrodes to be about a factor of 106 times greater
than the Raman spectrum for pyridine in solution. It was soon realized that
substrate morphology was a crucial aspect for SERS since only nonplanar
surfaces exhibited sufficient SERS intensity [4–7].
However, it was also recognized that the large enhancement of the Ra-
man intensities could not be accounted for solely on the basis of the number
of adsorbed scatterers. These early findings started the debate regarding the
nature of the SERS enhancement mechanism. The work of Jeanmaire and
Van Duyne [2, 3] proposed an electric field enhancement mechanism whereas
1
the work of Albrecht and Creighton speculated on the formation of hybrid
molecular electronic states due to intimate interactions between the adsorbate
and the substrate. The work of Pettinger et al. [8, 9] seemed to support the
latter mechanism with regards to pyridine adsorption on “atomically smooth”
Ag(111) or Ag(100) surfaces. The fact that the silver surfaces were planar
ruled out the possibility that the observed SER spectra were due to optically
excited surface plasmons of the substrate and pointed towards the importance
of the metal-adsorbate bonding interactions.
Over the years, two distinct models for SERS have been developed
which are classified as an “electromagentic” (EM) and “chemical” or “charge-
transfer” (CT) mechanism. The former is associated with surface morphology
via the optical excitation of the surface plasmon resonance of a metal substrate
leading to large electromagnetic fields at the interface. Surface plasmons are,
by definition, the collective excitation of the electron gas confined to the near-
surface region of a conducting substrate. Surface plasmons may propagate
along the surface, as is the case for gratings, or may be localized on the sur-
face, as is the case for a spherical particle. Generally, the EM mechanism is
described by the problem of the metal sphere in an applied, external electric
field. For a spherical particle whose radius is much smaller than the wavelength
of light, the electric field is uniform across the surface of the sphere and static.
Thus, within the Raleigh approximation, the field induced at the surface of






where ε1(ω) is the frequency-dependent dielectric function of the metal and ε2
is the dielectric constant of the surrounding media. Obviously, a resonant con-
dition is obtained at <(ε1(ω)) = −2ε2. The excitation of the surface plasmon
will increase the local electric field experienced by any molecule adsorbed at
the surface of the sphere. This has been conceptualized as a localized dipolar
field centered on the metal sphere which decays away from the surface in all
directions according to the dipole decay law. The sphere enhances both the ex-
ternal applied field and the Raman scattered field with the total enhancement
proportional to E4 = E2externalE
2
Raman [10].
A second mechanism operating independently from the EM contribu-
tion is based on the formation of adsorption induced electronic resonances.
The SER spectrum is thought to arise from a resonance in the effective polar-
izability of the molecule-metal adsorption complex, and it is sensitive to the
presence of “active sites” on the metal surface and the nature of the bonding
interactions between the adsorbate and substrate [11–13]. The concept of the
“charge-transfer” (CT) excitation was invoked in the experimental work by
Demuth and Sanda [14] who identified a CT excitation using electron energy
loss spectroscopy (EELS) for pyridine adsorbed on Ag(111) in ultrahigh vac-
uum. In addition to a weakly perturbed molecular state, a new, broad onset
electronic excitation feature was observed near 1.9 eV for chemisorbed pyri-
dine and attributed to a metal-molecule CT excitation [14]. The observation
of the 1.9 eV CT excitation by EELS was argued to be directly related to
SERS since the excitation of this new metal-molecule state could enhance the
3
effective polarizability of the adsorption complex [14].
Otto [11, 15] has long held the position that SERS cannot be supported
on “atomically smooth” surfaces and that atomic scale roughness (ASR) is nec-
essarily required for strong Raman enhancement. Otto distinguishes between
ASR and the roughness features that produce the giant EM enhancement,
however, it is not clear what minumum size is required to produce the EM en-
hancement effect. The so-called “adatom–charge-transfer” model was believed
to enhance the surface Raman scattering by increasing the magnitude of the






(ωL − ωv − ωj)(ωL − ωi) (1.2)
where Hev describes the interaction between the metal electrons and the ad-
sorbate vibration with frequency ωv, and He−p describes the electron-photon
interaction term e(pA + Ap)/2mc. Otto argues that He−p is increased due
to additional momentum available for scattering electron-hole pairs at ASR.
Also, the Hev term is argued to be increased due to the “relaxation of mo-
mentum conservation by the presence of the adatom to which the adsorbate
is bound” [11, 15]. Simply put, the ASR creates additional electron-hole pairs
and couples the excited electrons to the vibrations of the adsorbate.
The electron-hole pair mechanism is now generally replaced with the
concept of “active sites” on the surface that are capable of forming a charge-
transfer complex (M+L−; M≡metal atom(s) and L≡ surface ligand) such that
4
adsorption leads to the creation of new states in resonance with the exciting
photon. The formation of the CT complex is regarded as the “chemical”
contribution to SERS.
Past work in our group [16–20] has demonstrated the existence of
SERS-CT by the “chemical” mechanism for pyromellitic dianhydride (PMDA)
chemisorbed on “atomically smooth” copper and silver surfaces. A very nar-
row and intense CT excitation was observed using EELS at 1.9 eV for PMDA
adsorbed on Cu(111) below 120K and was attributed to a molecule-to-metal
charge-transfer excitation [16–20]. Frequency dependent surface Raman scat-
tering experiments exhibited resonance Raman scattering behavior at 647 nm
and was argued to be due only to the chemical contribution to SERS as a
result of a photon induced charge hopping (dynamical) process between the
metal substrate and chemisorbate. It is now speculated that co-adsorbed wa-
ter played a significant role in in the previously observed optical and electronic
spectra.
Recent criticism by Otto [21] has re-kindled the controversy regard-
ing the “chemical” contribution to SERS for molecules adsorbed on flat or
“atomically smooth” metal surfaces. Otto has vehemently argued against the
existance of a contribution to SERS from a “chemical” effect due to dynam-
ical charge-transfer (DCT) at a smooth surface. Instead, the so-called “first
layer” SERS phenomenon can occur if the DCT process comes before or after
an elastic electron scattering event at sites of ASR [21]. He proposes that
the interaction of adsorbed molecules with metal electrons is detrimental to
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Raman scattering from surfaces. Up to this point, the previous work in our
group did not focus on the role of adatoms or (foreign) molecules.
The motivation of the work detailed in the present manuscript is to
provide evidence of the existence of the SERS-CT mechanism by “chemi-
cal” enhancement for PMDA adsorbed on “atomically smooth” Cu(111) and
Ag(111). I demonstrate that the CT excitation associtated with chemical en-
hancement is due to interactions between water, PMDA, and the substrate,
using high-resolution electron energy loss spectroscopy (HREELS). I show that
temperature dependent adsorption geometry changes are important features
associated with the PMDA electronic structure on clean and H2O pre-covered
surfaces. These experiments demonstrate that the SERS intensity for ad-
sorbed PMDA is analogous to molecular resonance Raman scattering from
chemisorbed PMDA radical anion formed only in the presence of the electron
donating solvents H2O and pyridine.
Quantum chemical calculations via density functional methods are used
to understand the chemical and electron properties associated with neutral
and radical anions of PMDA. The electronic structure calculations of H2O
adsorbed on small copper clusters qualitatively predict the decrease in the
surface work function of the Cu(111) surface due to the adsorption of H2O.
I show that changes in the energetic position of the HOMO of cluster model
for the H2O/Cu(111) surface becomes higher in energy than the LUMO of
gas-phase PMDA and suggests that H2O co-adsorption promotes substrate-
mediated CT into the LUMOs of adsorbing PMDA molecules to form radical
6
anions of chemisorbed PMDA during the adsorption process. It is argued
that PMDA adsorption in the presence of co-adsorbed H2O or pyridine forms
a stable CT complex with the substrate due to electron donation mediated
by those substrate atoms interacting with chemisorbed PMDA molecules. It
is also argued that the observed electronic CT excitation and SER spectra







2.1 Auger Electron Spectroscopy.
2.1.1 The Auger Process
Elemental analysis of the surface is obtained by Auger electron spec-
troscopy (AES). The Auger transition is induced by directing a primary beam
of high energy electrons (1-5 keV) towards the sample surface and collecting
the spectrum of backscattered electrons. In the excitation process, the pri-
mary beam excites an atom in the substrate to a high ionic state by removing
an electron from a stable core level state, e.g., the 1s shell with binding en-
ergy E1s. An electron from a less tightly bound level, e.g., the 2s shell with
binding energy E2s, preferentially fills the core hole by a radiationless process
and the excess energy from the relaxation transition causes the emission of a
second electron, the Auger electron, from another, less tightly bound state,
e.g., the 2p shell with binding energy E2p. Energy conservation stipulates that
the kinetic energy of the outgoing electron is,
Ekin = E1s − E2s − E2p − eφ (2.1)
where φ is defined as the work function of the surface [22]. The core-hole decay
process is illustrated schematically in Figure 2.1.
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Figure 2.1: Schematic representation of the Auger core-hole decay process.
The backscattered electrons, ejected with an energy distribution N(E),
include the elastic peak of the primary beam plus electrons that have under-
gone an Auger transition. In addition, emission of secondary electrons that
have undergone multiple inelastic events contributes to the broad tail of the
experimental signal near a kinetic energy of zero. The distribution, N(E)
are energy analyzed by a retarding field analyzer (RFA) or cylindrical mirror
analyzer (CMA), the latter illustrated schematically in Figure 2.2.
The CMA consists of three concentric electrostatic deflectors with the
9
Figure 2.2: Illustration of the cylindrical mirror analyzer (CMA).
innermost and outermost held at ground potential. The intermediate cylinder
has an applied negative potential, Vm, for deflecting Auger electrons through
grid-covered openings in the side of the inner cylinder, forcing these electrons
back through openings at the rear of the inner cylinder where they are collected
by a channeltron electron multiplier. The deflection of the electrons by the
intermediate cylinder is dependent on the kinetic energy of the electrons and
the applied negative potential, Vm. Thus, the kinetic energy of the electrons
collected can be controlled by the potential, Vm. Because the Auger peaks in
theN(E) vs. E spectrum are superimposed on a large, continuous background,
the derivative, dN(E) vs. E, spectrum provides a better way of detecting the
peaks. This is accomplished electronically by a lock-in amplifier. The lock-in
amplifier provides a small AC modulation (kHz) to the DC sweep voltage of
Vm [23]. The AC signal detected at the channeltron has a superimposed DC
component which is removed. The lock-in amplifier phase matches the AC
10
signal and the derivative spectrum is directly detected.
2.1.2 Mean Free Path
The peak-to-peak height of the derivative lineshape for a given atomic
transition is directly proportional to the concentration of atomic species in
the near surface region of the sample. By accounting for the relative transi-
tion sensitivities [22], AES provides quantitative information on the chemical
concentrations at the surface. Thus the most common use of AES in surface
science is to monitor the cleanliness of the surface. The problem with quantita-
tive analysis is the dependency of the escape depth of the Auger electron on the
nature of the surrounding matrix. For an electron originating from within the
solid, the electron escape depth corresponds to a distance below the surface,
λe, where the intensity of the emitted electron is 1/e of the original intensity.
Thus, the Auger electron intensity follows the law,
I = I0e
−l/λe (2.2)
where l is defined as the distance below the surface for the excited atom that
emits an Auger electron. The dominant factor that results in the attenuation
of the Auger signal is energy loss to valence band excitations [24]. For this
reason, the escape depth is determined primarily by the valence band structure
of the solid. A plot of the variation of the electron escape depth as a function
of electron kinetic energy is shown in Figure 2.3. From the figure, it is seen
that the escape depth is roughly independent of the material, and this curve
is called the universal curve.
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Figure 2.3: The universal curve demonstrating the variation of the electron
mean free path with electron kinetic energy. Reproduced from reference [22].
Beginning at kilovolt energies, the escape depth decreases for decreas-
ing electron energy to a minimum at ≈ 70 eV and then increases again. The
energy minimum corresponds roughly to the energy maximum for the ion-
ization cross-section of most gases [24]. A theoretical interpretation to the
experimental data has been provided by Penn [25]. He concluded that the
primary cause of the electron mean free path attenuation is due to inelastic
scattering from valence band electrons via plasmon excitations. The minimum
of the curve corresponds to the electron energy that most effectively couples
to the plasma frequency of the material. At energies less than 70 eV, coupling
to the plasma frequency becomes less efficient which causes a reduction in the
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inelastic scattering cross-section and increases the electron mean free path in
the solid.
2.2 High Resolution Electron Energy Loss Spectroscopy.
High resolution electron energy loss spectroscopy (HREELS) is an ex-
tremely powerful technique capable of probing not only atomic and molecular
vibrations at surfaces, but also exploring the underlying electronic structure
of the interface. An incident electron of energy Ei may excite vibrational nor-
mal modes of adsorbed molecules with energy hν0 before being backscattered
into the vacuum with energy Es. Because energy must be conserved, the col-
lected backscattered electrons exit from the surface with an energy given by
the following simple expression for each excited mode
Es = Ei − hν0 (2.3)
having lost discrete amounts of energy to the surface-adsorbate complex. Anal-
ysis of the energy losses provides direct information regarding the vibrational
frequencies of atoms and molecules at the surface. Energy gain features
(Es = Ei + hν0) may also be observed if there is a sufficient population in
vibrationally excited states.
In order to study the vibrational motion of adsorbed atoms and molecules
by electron energy loss spectroscopy, one requires sufficient energy resolution
in order to probe such motions since the natural line width of an adsorbed
molecule is typically 0.5-1 meV [26]. Because HREELS uses electrons as the
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excitation “pump” as well as the “probe” that carries information regarding
the surface to the analyzer, the electron beam must be highly monochromatic
and the analyzer must have the capability to resolve energies of only a few
millivolts. The formation of a monochromatic beam of electrons is accom-
plished by using electrostatic deflectors. The HREEL spectrometer utilizes
tandem 127◦ cylindrical deflectors for monochromating the incident electron
beam and a second pair for analyzing the elastically and inelastically scattered
electrons that exit from the surface.
2.2.1 The 127◦ Cylindrical Deflector
To understand how focusing of low energy electrons is achieved, the
trajectory of a charged particle in the presence of a uniform cylindrical electric
field must be considered. An electron of mass m, velocity v, and charge q in
a deflecting field, Er, travels in a circle along a central path r within the





where r is the radius of the central path and Er is the radial electric field
produced by two cylindrically parallel plates, with an inner plate of radius r1,
an outer plate of radius r2, and the so-called main path denoted r0. Figure
2.4 provides a pictorial representation.
The potential difference between the two plates is just
∆V = V (r1)− V (r2) (2.5)
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Figure 2.4: Illustration of cylindrically parallel plate conductors.
where
V (r2) = − q
2πh
ln r2 + constant (2.6)
and
V (r1) = − q
2πh
ln r1 + constant (2.7)
are potentials of the outer and inner plates by the relation






with h defined as the height of the cylinder. Thus, the potential difference,
∆V , is given by






and since the potential at any point between r1 and r2 is just
V (r) = − q
2πh
ln r + constant, (2.10)
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where r0 is the radius of the path where V (r0) = 0. Now consider an electron
traveling along the path r0 with kinetic energy E0. The radial electric field
produced inside the cylinder is given by the expression
















Therefore it is seen that a linear relationship exists between the difference
potential ∆V of the cylindrical deflecting device and the energy E0 of the
main path.
Several devices exist for the purpose of electron energy analysis such as
the parallel plate deflector, the 180◦ spherical deflector, and the 127◦ cylindri-
cal deflector. Our instrument is based on the 127◦ cylindrical deflector which
is depicted in Figure 2.5.
In order to demonstrate the optimal transmission of current through
such such a device, it is necessary to describe the trajectories of the electrons
between the deflecting plates. The equation of the electron trajectory is [27]



















































Figure 2.5: The 127◦ cylindrical deflector.
where y1 is the radial deviation of the electron at a selected point upon in the
device, α is the angle between the trajectory and the central path, r, at the
same point. The difference between the electron energy and the pass energy
E0 is defined at δE. Letting x be defined as the distance from the selected
point to the point on the central path, and letting y be defined as the radial
deviation of the electron trajectory perpendicular to the main path, it is found
that first-order focusing is obtained when the term linear in α vanishes. This





which is the equivalent of having a deflection angle of π√
2
∼= 127◦. For this
angle, Equation 2.14 simplifies to the following when x = xf ,





where y2 is the deviation from the central path at a distance xf downstream.
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Therefore, an electron at y1 is imaged at y2 with a magnification of -1 when
δE and α are both zero. The position of the image depends on the energy
deviation δE which makes the system energy resolving.
A condition exists that results in a lower than theoretically predicted
resolution. For example, electron focusing results in a spatial broadening of the
beam due to repulsive Coulombic forces between the particles as the density of
the beam increases. This is known as the space-charge effect. The transmit-
ted current through the monochromator at a given resolution is the greatest
restriction on the capability of the HREEL spectrometer since it ultimately
determines the amount of detected signal. The full theoretical treatment [26]
of electron trajectories under the influence of space-charge effects has been
provided elsewhere.
2.2.2 Surface Selection Rule
The principle mechanism by which an incident low energy electron loses
energy to the surface-adsorbate complex is through the long range interaction
with the surface electric field and dynamic dipole moment of the adsorbate.
The dipole moment, µ(x), is time dependent due to the nuclear motions of
adsorbate and substrate atoms and may be expanded in terms of the displace-
ment, x, from the equilibrium separation as shown in Equation 2.17,
µ(x) = µ0 +
dµ
dx
x + . . . (2.17)
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Since µ0 is a constant in the expansion of Equation 2.17, the first term in
the integral of Equation 2.18 vanishes if n6=n′ due to the orthogonality of
the wavefunctions Ψn and Ψ
′
n within the harmonic-oscillator approximation.
Evaluation of the second term in the integration of Equation 2.18 does not
vanish due to the orthogonality property of the Hermite polynomials if n =
n′ + 1. This result leads to the selection rule for vibrational transition within






implies that the dipole moment of the molecule must change during a
vibration, i.e. it is dynamic, and thus is called the dynamic dipole moment.
Because the relative parallel momentum transfer from the initial state
to the final state is small compared to the initial momentum of the incident par-
ticle, dipole scattering is peaked very near the specular (elastically scattered)
direction with a deflection angle of ≈ hν/2Ei [26] away from the specularly re-
flected beam. Due to the dipolar nature of the interaction, the same selection
rules for vibrational excitation in infrared spectroscopy applies to HREELS;
the probability of excitation is given by the square of the transition dipole





where Ψf and Ψi are the time-dependent wavefunctions expressed as linear
combinations of the probe electron wavefunction and the adsorbate vibra-
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tional wavefunction for the final and initial states, respectively, and µ·E is
the interaction potential between the incident electron and adsorbate complex.
Therefore, the dipole selection rule can be stated as: only those vibrations that
transform as totally symmetric representations in a given surface point group
representation are allowed transitions. Since the parallel electric field vector
of the probe electron lies in the plane of the surface, its projection is canceled
out by the image potential it creates within the surface and it will therefore
not couple to a surface vibration. Thus, for a molecule adsorbed on a surface,
the only vibrational modes that can be observed will be those that have a
dynamic dipole moment that projects a component along the surface normal.
2.2.3 Impact Scattering
In this section, the important features of impact scattering are dis-
cussed. From the previous discussion it was shown that a portion of the
electrons in the primary beam undergo an inelastic process due to long range
dipolar interactions with the adsorbate before being reflected from the sur-
face at small angles away from the specularly reflected beam. However, the
electrons that impact the surface without interacting with the dipole field en-
counter surface atoms that are not in their ideal equilibrium positions due to
the time varying thermal motion of the atoms. This causes some electrons to
emerge from the surface at large angles creating a diffuse thermal background.
Consequently, these electrons may undergo multiple scattering events before
emerging from the surface. The scattering is inelastic because the electron has
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lost (or gained) a vibrational quantum to (or from) the surface. A full the-
oretical treatment has not been developed that can describe in simple terms
the origin of large angle inelastic scattering.
In light of the theoretical shortcomings, certain characteristics exist
that distinguish between the impact scattering regime and the dipole scatter-
ing regime. Ibach [26] has shown that the energy dependence of the impact
scattering cross-section has an oscillatory structure as well as an angular de-
pendence, while the dipole scattering cross-section follows a monotonically
rising function with increasing energy and is peaked near the specular direc-
tion, as discussed previously. The selection rule for impact scattering is not as
specific as the dipole selection rule. The selection rule for impact scattering
allows both parallel and perpendicular modes to be excited. Furthermore, it
is a characteristic that multiple losses and overtone excitations are enhanced
in the impact scattering regime.
A particular case of impact scattering occurs when electrons are in-
elastically scattered from molecules via a “resonance” process. Such a process
involves the electron capture by an adsorbed molecule into an empty molecular
orbital to form a temporary negative ion [29]. Characteristics of the negative
ion resonance formation are short lifetimes on the order 10−13 − 10−16 sec, a
distinct energy dependence in the scattering cross-section, generally observed
as a sharp peak in the energy distribution over a width of several eV, an an-
gular dependence to the scattered electrons that reflects the symmetry of the




Many different excitations of condensed media can be studied over a
wide range of energies beginning at a few tens of meV to more than 1000 eV.
Energy losses in the range of 1 meV up to approximately 500 meV are primarily
due to librational and vibrational transitions from either surface atoms or
adsorbates. Higher energy losses in the range of 1 eV - 10 eV are generally due
interband transitions of the substrate and intramolecular electronic excitations
of the adsorbate. For the range of losses between 10 eV and 100 eV, these
excitations generally fall into the category of surface and bulk plasmons, wheres
energy losses greater than 100 eV are principally due to core-level electronic
excitations.
A Leybold Heraeus ELS22 high resolution electron energy loss (HREEL)
spectrometer was used for both the vibrational and low-energy electronic exci-
tation spectra. All spectra were acquired in the specular geometry (120◦ total
scattering angle) with a primary electron energy of 7 eV (12 eV) and an energy
resolution of 7-9 meV (25-30 meV) for the vibrational (electronic) excitation
spectra unless otherwise indicated.
2.3 Surface Enhanced Raman Spectroscopy.
Surface enhanced spectroscopy provides one way to probe fundamental
interactions of the nanometer length scale by exploiting the chemical nature of
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adsorbed molecules. In particular, surface enhanced Raman scattering (SERS)
has been demonstrated for many molecules adsorbed on a number of metals
including Cu, Ag, Au, Pt, and Rh, under a variety of experimental conditions
[10, 30, 31]. Two theoretical mechanisms for enhancement have been general-
ized; one due to an electromagnetic (em) resonances of the metal substrate
(intensity enhancement factor of 105 − 106), and the other due to a local
chemical (enhancement factor of 10-100) contribution [30]. SERS-active sys-
tems in which the em effect dominate include roughened electrode surfaces,
metal particles and aggregates, and cold-deposited metal films. The em mech-
anism should be a non-selective Raman scattering amplifier by all molecules,
yet certain molecule enhancements differ by a factor of 200. The chemical con-
tribution, due to the formation of new, hybrid electronic states arising form
chemisorption, can be isolated from the em effect for molecules adsorbed on
“atomically smooth” single crystal substrates [10].
2.3.1 Electromagnetic Enhancement
The electromagnetic enhancement (EM) effect for a molecule adsorbed
on a flat surface is best understood as a coupling of the EM field of the incident
and scattered radiation to plasmon excitations of the metal [30, 32]. In gen-
eral, one should begin by considering the interaction of light with the surface
illustrated in Figure 2.6.
For a flat, conducting plane, the components of the electric field at the
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Figure 2.6: Definition of the coordinates of the incident radiation field. Re-
produced from [32].
surface are
Ex = Eis(1 + rs)
Ey = Eip(rp − 1) cosφ
Ez = Eip(1 + rp) sinφ (2.20)
where rs and rp are the Fresnel coefficients for reflection at the interface for
s-polarized and p-polarized light, Eis and Eip are the polarized electric field
component magnitudes incident on the interface, and φ is the angle of inci-
dence. The Fresnel coefficients describe the interface reflectivity and may be
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expressed in terms of the dielectric function ε of the metal,
rs =










noting that the dielectric function ε(ω,k) depends on both frequency ω and
wave vector k.
Now consider light that has been scattered from the surface. The s-
polarized and p-polarized components of the scattered field are given by
E ′p = (1 + r
′
s)px
E ′s = py(1− r′p) cosφ′ + pz(1 + r′p) sinφ′ (2.22)
where r′s and r
′
p are the Fresnel coefficients pertaining to the light scattered at
angle φ′. The polarized quantities px, py, and pz given by
px = αxxEx + αxyEy + αxzEz
py = αyxEx + αyyEy + αyzEz
pz = αzxEx + αzyEy + αzzEz (2.23)
where αnm are the tensor elements of the polarizability for a particular vibra-
tional mode. From the above equations, four intensity components are defined
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for a surface Raman experiment [32],
Iss ∝ C












∣∣∣− (r′p − 1) cosφ′ [αyy(rp − 1) cosφ+ αyz(rp + 1) sinφ]
+(r′p + 1) sinφ




where C is defined as
C = (ν0 − νk)4 (2.25)
with ν0 being the excitation frequency and νk the Raman frequency of a given
vibrational mode. These equations refer to a molecule fixed with respect to
the surface normal and form the basis for the Raman surface selection rules
within the EM framework.
Ignoring, for the moment, the effect of the polarizability tensor, the
Raman intensity is governed largely by two parameters - the scattering an-
gles and the frequency-dependent dielectric function of the metal. It has been
shown [30, 32, 33] that angles around 60◦ and 65◦ provide the most local en-
hancement of the radiation field thereby leading to a maximum in the Raman
scattering process. The dependence of the dielectric function on the frequency
of light may be described using the Drude model of a simple free-electron metal.
Within this approximation, the frequency-dependent dielectric function may
be expressed as
ε = 1− ω
2
p
ω2 − iωγ (2.26)
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where γ is a damping factor associated with em energy loss in the metal and





In Equation 2.27, N , e, and m are the number density, charge, and mass of
the free electrons in the metal, respectively.
For most metals, rs → −1 and rp → +1 as |ε| becomes very large
at the red end of the visible spectrum. As a result, the tangential compo-
nents of the surface field approach zero due to the cancellation of the incident
and reflected fields, while the normal component is amplified by the reflected
field. On the other hand, at short wavelengths |ε| → 0 and rs → −1 and
rp → +1. This occurs for metals like silver and to a lesser extent for copper.
For these examples, the tangential field components are non-zero and become
greater than the normal component at these shorter wavelengths. For Raman
spectroscopy, visible light is generally used as the excitation source, thus the
dielectric function is not very small and hence some of the tangential compo-
nent of the surface electric field will contribute. For flat metal surfaces that
are continuous over many wavelengths, plasmon resonances are generally not
optically excited although the surface does modify the electromagnetic field
to some extent. However, based on the em theory, the maximum resonant
enhancement of the local field is no more than a factor of two leading to an
enhancement factor of 16 in the scattered Raman intensity [30].
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2.3.2 Chemical Enhancement
There is considerable experimental evidence to suggest that a second
(chemical) enhancement mechanism exists independent of the em mechanism
for SERS [17, 32, 34–44]. For systems where both mechanisms contribute, the
effect is multiplicative [10, 30, 31]. Evidence for chemical enhancement can
be found in potential-dependent electrochemical experiments. In those cases,
by varying the electrode potential at a fixed laser frequency, broad resonances
were observed. It has been generalized that the contribution to SERS by chem-
ical enhancement proceeds via a charge transfer mechanism facilitated by one
or more of several factors may that include: bonding interactions between ad-
sorbed molecules and the substrate; orientation and coverage dependency of
adsorbates; metal surface structures; and electrode potential. The original hy-
pothesis suggested that new, hybrid electronic states are formed resulting from
the chemisorption process that serve as virtual intermediate charge transfer
states.
In Raman scattering, the charge transfer (CT) state can be in par-
tial resonance with the incident laser frequency in the visible spectral region
[45–47]. In general, four possibilities exist for the interaction of light with a
molecule adsorbed on a metal surface: an electron excitation of the metal, an
intramolecular electron excitation within the adsorbate, an electron excitation
from a filled state of the metal to an empty state of the molecule, or an electron
excitation from a filled state of the molecule to an empty metal state.
First, let us consider the molecule and the adsorption process. It is
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important to make a distinction between the intermediate SERS-CT excited
state and charge transfer associated with the formation of a chemical bond.
The former is a photon-induced electronic excitation involving a ground and
an excited state. The latter results from the adsorption process and produces a
ground state complex composed a linear combination of atomic and molecular
orbitals of the adsorbate and substrate atoms involed in bonding. In the case
where chemisorption occurs, charge is either shared between the adsorbate
and substrate in the form of a covalent bond or charge is tranferred from
adsorbate to substrate or visa versa to form an ionic-like bond. In any event,
the chemisorbate complex should be taken as a whole and include the local
interaction between the metal atom(s) involved in bonding and the adsorbate.
The extent to which the underlying bulk electronic structure is involved has
yet to be fully determined, however, most experimental results indicate that
the SERS-CT mechanism is quite local in nature and is described in general
terms as a “first-layer” phenomenon [12, 21, 48].
The contribution to SERS due to charge transfer resulting from chemisop-
tion should depend strongly on the adsorption site occupied by the adsorbate
its and equilibrium geometry. Surface science experiments have shown that
the heats of adsorption and bonding interactions arising from chemisorption
differ from site to site. This clearly implies different electronic overlap be-
tween the adsorbate and substrate wave functions [49]. Due to differences in
the local electronic structure and geometry for different adsorption sites, the
adsorbate-surface interactions will influence the extent of charge transfer re-
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sulting from the adsorption process. Consequently, the variation of the αzz
polarizability tensor element is expected to be dependent on orientation and
electronic overlap. This also implies that different SERS-CT states may be
influenced by different adsorbate orientations which would result in different
transition dipole moments. Consequently, the polarizability derivatives with
respect to the same normal modes at different orientations would be different
and would produce different SERS intensities.
Most recently, there has been experimental evidence to suggest that
the SERS-CT state is similar to the radical anions of neutral adsorbates, e.g,
pyridine adsorbed on electrode surfaces [40–42, 50]. The SERS spectrum of
pyridine was obtained at negative electrode potentials and is one of the rela-
tively few accepted examples demonstrating the CT mechanism. The SERS
active bands were attributed to the equlibrium geometry changes associated
with the two states involved: the neutral ground state and the radical anion of
excited SERS-CT state. The SERS-CT mechanism involves a photon induced
charge transfer from the silver electrode to pyridine.
Still, one is left to ponder the role of substrate effects since microscopic
roughness features are ever present and would make an em contribution to the
SERS intensity. Furthermore, less has been made of the fact that negative
potentials must be applied in order to observe appreciable SERS intensity.
Clearly, the negative potentials must affect the ground state equilibrium ge-
ometries by changing the relative amounts of charge in the bonding orbitals
of the molecule. On flat surfaces and in UHV where experiments are carried
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out under zero bias this effect is not influential; however, the SERS-CT mech-
anism has been invoked for the chemisorption of the pyromellitic dianhydride
(PMDA) on copper and silver surfaces.
2.3.3 Instrumentation
The experimental apparatus has been described in detail elsewhere.
Surface Raman scattering experiments were conducted in a UHV chamber
with a typical base pressure of 2 X 10−10 Torr. Raman spectra were acquired
using 50-100 mW of 647.2 nm light produced by a Coherent-Innova 200 Ar+
laser pumping Kiton Red in a Coherent Cr-599 dye laser. The copper crystal
temperature was monitored and did not change upon illumination. All spectra




Surface Chemistry of Organic Anhydrides
on Cu(111)
The adsorption and reactivity of aromatic molecules on metal surfaces
are of considerable interest. The study and understanding of organic precur-
sor structure, bonding, and orientation on surfaces is crucial for the optimal
performance of thin film device structures on the nanometer length scale. Poly-
imide films are a class of polymers which can be formed into ultra-thin films
that widely used as insulating materials in the microelectronics industry. The
formation of polyimide films on copper surfaces proceed via the condensa-
tion and subsequent thermal reaction of a diamine and aromatic dianhydride.
The most common of the dianhydrides used is 1,2,4,5-benzenetetracarboxylic
dianhydride, or more commonly, pyromellitic dianhydride (PMDA).
The interaction of PMDA with metal surfaces has been the subject of
numerous studies [10, 16–19, 51–61]. The earliest experiments performed at
room temperature suggested that the PMDA-surface interaction proceeds by
a ring-opening reaction of one of the anhydride units accompanied by the loss
of CO to the gas phase. Infrared (IR) and high resolution electron energy loss
spectroscopy (HREELS) provided evidence for the formation of a carboxylate
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Figure 3.1: Model of the adsorption geometry of PMDA at room temperature.
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link between the intact portion of the molecule and the surface [56, 60]. Surface
Raman scattering experiments performed within our own research group on
Si(100) [51], Ag(111) [52], and Cu(111) and Cu(100) [10, 16–19] confirmed
these results and extended them to include adsorption at temperatures below
120K. The molecular orientation was believed to favor an upright geometry
such that the long axis of the molecule pointed closer to the surface normal as
illustrated in Figure 3.1
However, a recent set of experiments performed on Cu(110) at 95K
concluded that, at least for initial PMDA coverages, the molecule favored a
flat-lying geometry [58, 61]. These results are rather interesting in light of the
previous observation of enhanced Raman scattering from PMDA adsorbed on
the Cu(111) and Cu(100) surface [10, 16–19]. Thus it is not clear what is the
relevant bonding orientation of PMDA at room temperature and at temper-
atures below 120K and what influence this may have on the previous results.
From the previous Raman experiments, the interpretation of the adsorbate
structure was based on the early IR and HREELS work performed at room
temperature. Clearly, a difference in bonding orientation should play a role in
the overall electronic structure and hence polarizability of PMDA adsorbed on
a copper surface. Moreover, SERS has yet to be observed for PMDA adsorbed
at room temperature, suggesting that bonding geometry may be important.
For these reasons, the adsorption and reaction of PMDA as well as its ideal
model compound, phthalic andhydride, on Cu(111) were examined at 110K
and 295K.
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3.1 Phthalic Anhydride, C8H4O3.
In order to aid in the interpretation of the PMDA-surface interaction,
I studied the adsorption at 110K of a related molecule, phthalic anhydride.
Phthalic anhydride is a simpler version of PMDA and has a smaller number of
vibrational normal modes. In principle, this should simplify the interpretation
of the PMDA vibrational and electronic excitation spectra. Figure 3.2 presents
the HREEL spectra of phthalic anhydride adsorption on clean Cu(111) at 110K
for increasing exposures. The exact coverages are not known, but based on
previous published accounts [58, 60], the film thickness has not reached the
mulitilayer regime. For the lowest coverage shown, the principle loss feature is
found at 690 cm−1. Evidence for CO co-adsorption is from the weak loss feature
near 2100 cm−1. With increasing exposure, the 690 cm−1 band continues to
increase in intensity and a weak band at 3050 cm−1 becomes apparent. An
additional low frequency band near 400 cm−1 also becomes evident at higher
coverages. The low intensity band near 1600 cm−1 and a broad band near
3400 cm−1 is evidence for H2O co-adsorption.
The adsorption of phthalic anhydride on Cu(110) has been studied pre-
viously at 95-300K by IR and HREELS [58, 60]. Those experiments showed
that phthalic anhydride adsorbed on the clean copper surface intact at low tem-
perature with the molecular plane parallel to the substrate. The HREEL spec-
tra presented in Figure 3.2 are consistent with the previous accounts [58, 60].
The main loss feature at 690 cm−1 is assigned to the out-of-plane γ(C-H)
mode indicating that the molecule is adsorbed in a flat-lying, π-bonded ge-
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Figure 3.2: HREEL spectra of phthalic anhydride adsorption on clean Cu(111)
at 110K, showing the monolayer formation with increasing coverages. Spec-
trum d is amplified by a factor of 5 as indicated and suggests that CO and
H2O are co-adsorbed during the dosing of phthalic anhydride.
36
ometry. The 400 cm−1 band is assigned to an out-of-plane deformation of
the aromatic ring. The dynamic dipole of these two modes are perpendicular
to the plane of the molecule since it projects along the surface normal. The
anti-symmetric and symmetric carbonyl bands, which should be seen at 1762
cm−1 and 1852 cm−1, respectively, are not active, also indicating a parallel ad-
sorption geometry. The peaks due to co-adsorbed CO and H2O are attributed
to contamination from the gas phase. Although great care was taken dur-
ing sample preparation, some residual CO and H2O adsorption could not be
avoided.
The electronic absorption spectrum for phthalic anhydride adsorbed
on Cu(111) at 110K is shown in Figure 3.3. The intramolecular electronic
excitations for phthalic anhydride appear at 4.1 eV, 4.9 eV and 6.0 eV for a
typical monolayer spectrum. The intrinsic intramolecular excitations of ph-
thalic anhydride, a colorless crystalline material, occur in the ulraviolet region
[62]. These transitions are typical of aromatic compounds and are assigned to
π → π∗ electronic transitions.
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Figure 3.3: Electronic excitations of phthalic anhydride on clean Cu(111) at
110K by EELS.
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3.2 Pyromellitic Dianhydride (PMDA), C10H2O6.
Figure 3.4 shows the HREEL spectra of 2Å, 4Å, 6Å, 8Å, and 12Å
thick films of PMDA condensed at 110K on a clean Cu(111) surface. The
films correspond approximately to sub-monolayer (2Å-4Å), monolayer (6Å-
8Å) and multilayer (12Å) coverages. At the onset of adsorption, four distinct
vibrational losses appear at 710, 920, 1240, and 1740 cm−1 and increase in
intensity as the film thickness is varied. The first two features are assigned
based on IR and Raman spectroscopy of crystalline PMDA as an out-of-plane
C=O deformation γ(C-O) and the anti-symmetric anhydride ring νas(COC)
stretch of the parent molecule [63]. The peak at 1240 cm−1 appears in close
proximity to the frequency of the symmetric anhydride ring νs(COC) stretch
(1276 cm−1) [63]. Additionally, a weak feature at 395 cm−1 in the 2Å spectrum
becomes more resolved at higher coverages and is assigned as an out-of-plane
φ(C-C) phenyl ring mode. A very weak band in the region of ν(C-H) (3080
cm−1) can also be identified at completion of the monolayer. It should also
be noted that the 2070 cm−1 peak is attributed to condensed CO due to
background adsorption that occur during the initial exposure and does not
increase in intensity with subsequent depositions.
Interestingly, I do not observe any appreciable dipole intensity in the
1750-1875 cm−1 region of the spectra that would be characteristic of ν(C=O)
stretching modes of the anhydride ring. The broad, asymmetric peak at 1740
cm−1 observed in the 2Å film does not correlate with the intact parent molecule
and indicates that PMDA undergoes some structural modification at very low
39
Figure 3.4: HREEL spectra of PMDA adsorption on clean Cu(111) at 110K.
The corresponding coverages are (a) 2Å, (b) 4Å, (c) 6Å, (d) 8Å, and (e) 12Å.
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coverages upon adsorption at 110K.
I have also investigated the adsorption of PMDA on clean Cu(111)
at 295K and have found that the surface chemistry is quite different when
compared to the low temperature results. Figure 3.5 shows the monolayer
HREEL spectrum of PMDA compared with the same film adsorbed at 110K.
Clearly, PMDA is much more reactive at room temperature as evidenced by
the dramatic changes between the two spectra. First, new bands appear at 447
cm−1, 600 cm−1, 730 cm−1, 1140 cm−1, 1580 cm−1, and 1820 cm−1. Second, the
relative intensities of the 910 cm−1 and 1257 cm−1 peaks have changed with
respect to their low temperature counterparts at 920 cm−1 and 1240 cm−1.
Finally, the 3080 cm−1 peak has become strongly activated.
I have measured the thermal evolution of the PMDA vibrational spec-
trum from 110K to 400K, which is shown in Figure 3.6. There appears to be
little difference in the PMDA geometry when the film is annealed to 300K or
if it is adsorbed at 295K. Both result in similar adsorbate structures which
will be discussed in the following section. As the PMDA film is annealed to
400K, there is a decrease in intensity in the 450 cm−1, 722 cm−1, 954 cm−1
and 1854 cm−1 bands suggesting that a loss of material occurs above 300K
either through desorption or decomposition of the adsorbate layer.
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Figure 3.5: HREEL spectra comparing the adsorption of PMDA on clean
Cu(111) at (a) 295K and (b) 110K.
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Figure 3.6: HREEL spectra showing the thermal evolution of (a) PMDA ad-
sorbed on clean Cu(111) at 110K. The low temperature film is annealed to (b)
300K and (c) 400K, and then cooled back to 110K for the measurement of the
HREEL spectrum.
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3.3 Discussion of PMDA adsorption.
The chemisorption orientation of PMDA on a variety of substrates in-
cluding Si [52], Ni [56, 57], Ag [51, 53] , Pt [55], and Cu [58–61] has been
studied. The consensus is that PMDA dissociatively adsorbs to the substrate
via an anhydride ring opening mechanism at one end of the molecule. At room
temperature, PMDA binds to the substrate through the formation of a surface
carboxylate group and the loss of CO to the gas phase
Cu(surface) + C10H2O6 → (Cu+C9H2O−5 )ads + CO(g)
with the resulting adsorbate complex resembling an inorganic charge-transfer
complex. The other anhydride group remains intact and the molecular plane of
the adsorbate is oriented such that the long C2 axis of the molecule is directed
toward the surface normal in an upright geometry. The plane containing the
carboxylate group is considered to be perpendicular to the intact molecular
plane (see Figure 3.1).
On the other hand, the study of PMDA on Cu(110) by the Richardson
group [61] using RAIRS remains the only comprehensive spectroscopic study
at low temperature (95 K) regarding PMDA adsorption, chemistry, and ori-
entational changes. Those results also demonstrated a coverage dependent
reorientation of the adsorbate geometry. At low coverage and 95K, PMDA
molecules that are initially bound with their molecular planes closely parallel
to the surface undergo the ring opening process resulting in adjacent carbonyl
and carboxylate groups.
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Figure 3.7: Low temperature model of PMDA adsorption on copper proposed
by Haq and Richardson.
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The steric repulsion between these two groups was argued to cause an
out-of-plane twisting of the carboxylate group. The intact molecular plane
remained (mostly) parallel to the surface. In order to accommodate the in-
creasing coverages, additional adsorbing molecules then favor a more upright
geometry. Similar behavior was found for phthalic anhydride. In both cases,
at low coverage and at low temperature, the molecules preferred to adsorb
in a flat-lying, π-bonded geometry as depicted in Figure 3.7. By assuming
this orientation, considerable electronic overlap between the substrate and the
π-system of the adsorbate can occur.
To account for the observed spectral changes in Figures 3.4 - 3.6, I
analyzed the normal coordinates of the stretching and bending modes of the
anhydride ring groups. The known X-ray crystal structure [64] for crystalline
PMDA belongs to the space group C44h (P42/n); the unit cell contains four
equivalent PMDA molecules positioned at sites with Ci symmetry. An iso-
lated PMDA molecule has a quasi-planar molecular structure close to the D2h
symmetry point group as illustrated in Figure 3.8.
Infrared (Raman) active vibrations belonging to the b1u (b3g) and b2u
(ag) representations transform as in-plane modes whereas vibrations of the
b3u (b1g and b2g) representations are out-of-plane modes. Infrared and Raman
spectra have been measured previously [63] for PMDA in the crystalline phase
and the frequencies have been assigned on the basis of D2h symmetry. Under
the D2h symmetry group, νs(COC) (1276 cm
−1) and νs(C=O) (1854 cm−1)
have b2u symmetry while νas(COC) (920 cm
−1) and νas(C=O) (1775 cm−1)
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Figure 3.8: D2h molecular symmetry of PMDA.
have b1u symmetry. Accordingly, activation of the b2u modes requires dynamic
dipole moment changes along the long C2 axis of the molecule while activation
of the b1u modes involve dynamic dipole moment changes along the short C2
axis of the molecule.
The HREELS data I present are consistent with the low coverage model
proposed by Richardson in reference [61] for the ranges of PMDA film thick-
nesses (2-12Å) studied. Vibrational modes observed in Figure 3.4 at 1640
cm−1 (unresolved) and 1740 cm−1 indicate that in the initial stages of adsorp-
tion, PMDA undergoes the anhydride ring-opening reaction forming a surface
species with both a carbonyl (1740 cm−1) and carboxylate (1640 cm−1) moi-
ety [61]. The carboxylate group vibrational frequencies depend on the bonding
geometry of the molecule. Typically, for a symmetrically bound carboxylate
group with equivalent or nearly equivalent C-O bond lengths, two normal
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modes are observed for the symmetric and anti-symmetric ν(OCO) stretches
between 1400-1440 cm−1 and 1530-1580 cm−1, respectively [65]. However, if
the C-O bond lengths are not equivalent, the frequencies are expected to shift.
Richardson [61] proposed a mono-dentate surface carboxylate (CO−2 ) bonding
geometry where a C=O bond and a C-O bond exist with their respective fre-
quencies located between 1640-1680 cm−1 and 1200-1300 cm−1. By assigning
the unresolved 1640 cm−1 peak to the C=O bond of the carboxylate and the
1740 cm−1 peak to the phenyl carbonyl moiety, I can then assign the 1240 cm−1
peak to the corresponding C-O bond in the carboxylate. The assignment of the
1240 cm−1 band is further supported by the inactivity of the νs(C=O) mode
which should appear at 1854 cm−1 if νs(COC) were active. The symmetric
anhydride ring mode νs(COC) (1276 cm
−1) appears to remain inactive.
A picture for the low coverage (2-12Å) adsorption geometry at 110K
on Cu(111) develops in the same fashion as on the Cu(110) surface if I also
consider that PMDA adsorbs with the molecular plane initially parallel to the
surface [61]. The subsequent ring-opening reaction results in a mono-dentate
surface carboxylate in which the plane of the group is twisted perpendicular to
the molecular plane containing the second, unperturbed anhydride ring. The
strong dipole activity for the out-of-plane b3u γ(C=O) at 710 cm
−1 combined
with the absence of the anhydride ring carbonyl ν(C=O) stretches provide
strong evidence for the parallel adsorption geometry due to the surface selec-
tion rule for the dipole scattering mechanism of EEL spectroscopy. As the
film thickness increases, I observe small changes in the molecular orientation
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by noting that the intensity of γ(C=O) (710 cm−1) relative to the νas(COC)
(920 cm−1) intensity is reduced. I observe that the 1740 cm−1 peak shifts
to higher frequencies with increasing PMDA coverages. I also observe some
weak dipole activation of the C-H stretching modes at 3080 cm−1. During the
initial film growth, I observe loss features corresponding to the γ(C=O) (710
cm−1), νas(COC) (920 cm−1), the carboxylate C-O bond (1240 cm−1) stretch,
the carboxylate C=O bond (unresolved) 1640 cm−1 stretch, and the phenyl
carbonyl mode (1740 cm−1). The absence of dipole activity of the νs(COC)
(1276 cm−1) and corresponding νs(C=O) (1854 cm−1) modes indicates that
the long C2 axis of the molecular plane lies parallel to the plane of the surface.
The presence of dipole activity of the νas(COC) (920 cm
−1) mode indicates
that the short C2 axis of the molecular plane is not parallel to surface plane,
however, the lack of observable activity for the corresponding νas(C=O) (1775
cm−1) also indicates that the short C2 axis is not too far from parallel with the
plane of the surface. The dipole activity of the surface carboxylate ν(OCO)
modes indicates that the plane of the carboxylate is not parallel to the suface.
As I increase the film thickness, I observe that the intensity of γ(C=O)
(710 cm−1) decreases relative to νas(COC) (920 cm−1) in concert with the
smooth shift of the 1740 cm−1 band toward higher frequencies. This spectral
behavior is assigned to a small reorientation of the short C2 axis away from the
the surface plane activating the νas(C=O) mode causing the 1740 cm
−1 band
to shift to 1770 cm−1. A very weak loss feature associated with the C-H modes
at 3080 cm−1 also becomes activated with this small orientational change.
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A comparison of the low temperature film with the room temperature
film reveals vastly different spectra indicating major structural or orientational
differences between the two adsorbate phases. My results for the adsorption of
PMDA at 295K (Figure 3.5) are also consistent with the previous experiments
at room temperature [56–61] and are directly comparable with HREELS ex-
periments on Cu(110) [60] which show that PMDA dissociatively chemisorbs
to the substrate by the ring-opening reaction, producing a surface carboxylate
and the loss of CO to the gas phase. The resulting room temperature species
is bonded to the surface through a bridging carboxylate and the β-carbon on
the phenyl ring. The remaining anhydride group remains unperturbed with
the molecular plane now oriented mostly perpendicular to the surface. With
the upright geometry, I observe that many of the in-plane normal modes are
activated upon adsorption of PMDA at room temperature.
The formation of a new surface carboxylate species is characterized
by the presence of a ν(Cu-O) stretch at 447 cm−1 and the δ(OCO) bending
mode at 600 cm−1 [60]. The strong dipole activity unresolved near 1420 cm−1
is associated with the symmetric carboxylate mode νs(OCO) while the weak
band near 1580 cm−1 is attributed to the antisymmetric carboxylate mode
νas(OCO). With this bonding geometry, I see that the carboxylate stretching
frequencies are now shifted to their expected values [65]. I attribute these
spectral features to a conversion of the low temperature mono-dentate surface
carboxylate to the bridging surface carboxylate at room temperature. The
absence of the 1740 cm−1 band at 295K provides evidence for the loss of CO
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to the gas phase.
The remaining features are associated with the phenyl ring, the other
intact anhydride ring, and the C-H modes. The two strong bands at 1257 cm−1
and 1820 cm−1 are attributed to the intact anhydride ring as the symmetric
ring νs(COC) and carbonyl νs(C=O) stretching modes, respectively. The 730
cm−1 band is assigned to an in-plane deformation mode of the phenyl ring
δ(CCC) while the weak feature at 1140 cm−1 is assigned to in-plane bending
δ(C-H) of the phenyl hydrogens. The peak associated with the C-H stretching
modes at 3080 cm−1 is strongly activated indicating a perpendicular alignment
of the phenyl plane.
It is quite evident from Figure 3.5 that room temperature adsorption
leads to an entirely different adsorbate geometry with respect to the low tem-
perature phase. Indeed, similar behavior was found for adsorption on the more
reactive Cu(110) surface [60, 61] where it was also found that low temperature
adsorption led to anhydride ring-opening, however the coverage dependence at
low temperature did not evolve in the same manner as the room temperature
film. Richardson speculated that PMDA condensed on cold copper substrates
is a metastable species while the room temperature species is the lowest en-
ergy conformation. I have independently verified this observation by noting
that initially cold-deposited PMDA films annealed to 300K and subsequently
cooled back to 110K do not revert back to the low temperature geometry. Ta-
ble 1 summarizes the majority of the HREELS peak assignments for PMDA
adsorption under various experimental conditions.
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Table 3.1: HREELS vibrational frequencies (in cm−1) for PMDA adsorbed
on clean Cu(111) for the experimental conditions listed below. All spectral
frequencies were obtained in the specular scattering geometry using a primary
beam enrgy of 7 eV and instrumental resolution between 7-9 meV.
PMDA [63] Assignment 2Å (110K) 12Å (110K) ∼6Å (295K)
- ν(Cu-O) 447
364 δ(C-O) b2u




710 γ(C=O) b3u 710 710 730
767 δ(CCC) b1u
904 γ(C-H) b3u
924 ν(COC) b1u 920 920 910
1075 δ(C-H) b2u 1140
1238 ν(C-C) b2u







1775 ν(C=O) b1u 1770
1854 ν(C=O) b2u 1820
3056 ν(C-H) b1u
3106 ν(C-H) ag 3080 3080
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3.4 Electronic structure of PMDA.
Although the electronic structure of PMDA adsorption on copper sur-
faces has already been determined [17], the adsorbate geometry was not di-
rectly compared to or correlated with the observed electronic structure. Figure
3.9 illustrates the evolution of the electronic absorption for increasing cover-
ages of PMDA on clean Cu(111) at 110K. The EEL spectrum for the clean
surface is in good agreement the calculated absorption spectrum computed
from known optical parameters (see Appendix). As the coverage is increased
to 12Å, a continuous decrease in the copper interband transition at 2.3 eV is
observed in concert with an increase in intensity of the loss features at 4.1 eV,
4.9 eV and 5.9 eV associated with the intramolecular excitations of PMDA.
Of notable interest, however, is the complete absence of a narrow and intense
transition at 1.9 eV observed in previously published accounts that has been
associated with a charge transfer (CT) resonance between PMDA and the
substrate [17–19]. This CT resonance has also been shown to be responsible
for enhanced Raman scattering for PMDA adsorbed on Cu(111) and Cu(100)
at low temperature. Clearly, there is some difference in my results and those
previously published [17–19]. After a number of repeated measurements, I
was unable to reproduce the previous CT resonance and began to re-examine
the data of the earlier results [17–19]. Since there were no previous HREELS
studies of the vibrational excitations of PMDA adsorbed on clean Cu(111) it
was impossile to compare the current set of vibrational losses to the earlier
results. However, low resolution vibrational excitations are obtained when
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measuring the electronic excitations and I was able to discover two rather
striking loss features that dominated the vibrational regime near 1630 cm−1
and 3400 cm−1 indicating that H2O was possibly co-adsorbed with the PMDA
adsorbate layers.
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Figure 3.9: Electronic EEL spectra of the adsorption of PMDA on clean
Cu(111) at 110K. The coverages shown are (a) clean Cu(111), (b) 2Å, (c)
6Å, (d) 8Å and (e) 12Å.
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3.5 Conclusions.
High resolution electron energy loss spectroscopy has been used to char-
acterize the chemical and electronic structure of two anhydride compounds:
phthalic anhydride and pyromellitic dianhydride. Both phthalic anhydride
and PMDA adsorb in a flat-lying, π-bonded orientation. PMDA adsorption
at 110K proceeds by the now well documented ring-opening reaction of one of
the anhydride units forming a carboxylate group and carbonyl moiety. PMDA
interacts with the surface through the carboxylate linkage and aromatic π
system of the intact ligand. The thermal evolution of PMDA produces a sur-
face species that favors an upright orientation that is consistent with previous
experimental results. The molecule is bonded to the subtrate throught a bi-
dentate carboxylate and the β-carbon on the central ring, having lost CO to the
gas phase. Adsorption at room temperature also produces a similar species.
The evolution of the electronic excitation spectra of PMDA adsorption on
clean Cu(111) at 110K by my own accounts indicate that the previously ob-
served 1.9 eV charge transfer excitation may result from H2O co-adsorbed with
PMDA. Although this is somewhat speculative, I have hypothesized this to be
the case. In Chapter 5, I investigate the influence of H2O co-adsorption with
PMDA on Cu(111) at 110K in order to elucidate the nature of charge-transfer
excitations of PMDA in the presence of an electron donating solvent. In the
following chapter, I explore the use of density functional theory to determine
the electronic structure of PMDA and two other molecules, maleic anhydride
and phthalic anhydride, in order to help develop a chemical intuition regarding
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The contents of this chapter will provide a basis for a qualitative and in
some cases quantitative understanding of the behaviour of organic anhydride
interactions with metals. In general, I seek to use current quantum chemical
methods, namly density functional theory (DFT), to determine the optimized
structures, harmonic vibrational frequencies, adiabatic electron affinities, and
vertical electronic excitation energies for maleic anhydride, phthalic anhydride,
and pyromellitic dianhydride and their respective anions. Specifically, I wish
to understand the properties of gas phase molecular anions and how those
species may be involved in surface mediated optical and electronic processes.
Interestingly, negative ions have been speculated to be involved in the SERS-
CT processes I have also taken the approach by Gomes and others using finite
sized transition metal clusters to model the adsorbate-surface interactions of
H2O and PMDA adsorbed on Cu(111). I will determine adsorbate structures,
binding energies, and vibrational frequencies in an effort to gain insight into
the the nature of more complex surface- adsorbate interactions involving more
than one surface species.
The literature is filled with examples where DFT hs been used with var-
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ing degrees of success to predict accurate molecular structures and electronic
properties of neutral and anionic hydrocarbons, medium-sized aromatics, and
various halogenated species. Also, there are several studies that examine the
adsorbate structure of small (CO, NO, NH3, etc.) molecules on transition
metal surfaces using metal cluster models that incorporate between 1 - 50+
atoms.
This chapter is organized in the following manner. The optimized ge-
ometries, harmonic vibrational frequencies, adiabatic electron affinities, and
vertical excitation energies for the three organic anhydrides (maleic anhy-
dride, phthalic anhydride, and pyromellitic dianhydride) will be determined
in a systematic way using several of the popular density functional or hydrid
Hartree-Fock density functional methods and several basis sets including the
medium sized DZP++ [66–69] of Lee and Schaefer and the flexible aug-cc-
pVDZ and aug-cc-pVTZ basis sets of Dunning [70, 71]. Charge populations
and bond orbitals will be computed to gain insight into the localization of
charge upon anion formation. The rest of the chapter pertains to the ad-
sorption of water and PMDA on the Cu(111) surface. I have determined the
optimized structures and harmonic vibrational frequencies of H2O adsorbed
on a ten atom copper cluster (Cu10) and PMDA adsorbed on a twenty two
atom copper cluster (Cu22). The goal of this chapter is to demonstrate that
DFT may be used to complement modern surface spectroscopic methods in a
qualitative and in some respects quantitative fashion in the interpretation of
adsorbate interactions on metal surface.
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4.1 Theory.
Before discussing the details of the results presented in this chapter,
I will outline some of the necessary theoretical machinery from which the
density functional methods are derived. This should in no way serve as a
comprehensive treatise on the subject. Excellent reviews of density functional
theory by those considered to be experts on the subject are available in the
literature [72–74].
The proofs by Hohenberg and Kohn [75] form the basis for density func-
tional theory (DFT), demonstrating that the ground state electronic energy of
a system of interacting particles can be uniquely determined from the electron
density of the system. The elegance of their theorems lie in the fact that they
reduce the complexity of the wave-function based approach for an N -electron
system with 3N coordinates for each electron. From elementary quantum me-
chanics, the electron density ρ(r) (i.e., probability density) is just the square
of the wave-function integrated over N−1 electron coordinates. Thus, it is ob-
served that the electron density depends only on 3 coordinates independent of
the number of electrons. The critical assertion proven by the Hohenberg-Kohn
theorems is that the electron density, if it can determined exactly, uniquely
determines the Hamiltonian operator and thus all molecular properties of the
system. It has been shown that the total ground state energy is a functional
of the ground state electron density [75]. Likewise, the individual components
of the total energy must also be functionals of the ground state density such
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that
E0[ρ] = T [ρ0] + Eee[ρ0] + Ene[ρ0]. (4.1)
In practice [74], the energy expression of Equation 4.1 is separated
into what are considered system dependent and universally valid terms. The




depends on the actual system. The latter two terms of Equation 4.1 are con-
sidered to be universal because their forms are indendent of the total number
of electrons, N , and the position and charge of the nuclei. Hence, Equation
4.1 may be recast in the form
E0[ρ0] =
∫
ρo(r)Vnedr + FHK [ρ0] (4.3)
where the system independent parts are defined by the Hohenberg-Kohn func-
tional, FHK [ρ0].
The functional FHK [ρ] contains the kinetic energy functional, T [ρ], and
the electron-electron interaction functional, Eee[ρ], for any arbitrary density
ρ(r). We can re-write the Eee[ρ] functional in terms of the classical Coulomb
part, J [ρ], and a non-classical part that contains the self-interaction correction
and the exchange and Coulomb correlation terms such that






dr1dr2 + Encl[ρ]. (4.4)
As in the wave-function based approach, we seek to minimize the energy
to determine the true ground state of the system. In the Hohenberg-Kohn
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approach, the FHK [ρ] functional will yield the ground state energy if and only
if the true ground state electron density is known. Thus, the ground state









where the ‘universal mystery functional’, F [ρ], contains the kinetic energy,
the classical Coulomb interaction, and the nonclassical term that contains the
self-interaction correction, exchange, and electron correlation effects,
F [ρ] = T [ρ] + J [ρ] + Encl[ρ]. (4.6)
Only J [ρ] is known, but the problem of determing the kinetic energy and
non-classical terms was cleverly solved later by Kohn and Sham who supposed
that the true kinetic energy of the real system could be determined approx-
imately by using a non-interacting reference system with the same electron
density as the real, interacting system [76]. Since the non-interacting kinetic
energy TKS is not equal to the real kinetic energy T even if the same density
is used, Kohn and Sham introduced a correction to F [ρ] given as
F [ρ] = TKS[ρ] + J [ρ] + EXC [ρ] (4.7)
where the new term EXC , the exchange-correlation energy is defined as
EXC [ρ] ≡ (T [ρ]− TKS[ρ]) + (Eee[ρ]− J [ρ])
= TC [ρ] + Encl[ρ] (4.8)
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with TC being a residual term of the true kinetic energy and is added to the
non-classical part of the energy. Clearly, it is evident that the EXC functional
contains all unknown quantities which we are unable to determine exactly.
Thus, we arrive at the fundamental expression for the Kohn-Sham equation
which stipulates that the exact ground state energy of any N -electron system
is given by
E0[ρ] = TKS[ρ] + J [ρ] + Ene[ρ] + EXC [ρ], (4.9)






and the orbitals, φi, are defined as the Kohn-Sham orbitals.
Thus in Kohn-Sham DFT [76], the “real” fully-interacting system of
electrons is imagined as a system of non-interacting electrons under the in-
fluence of a common, one-body potential VKS producing the same electron
density as the “real” system. The local potential is given by
VKS = Vne + Vee + VXC (4.11)





The set of independent Kohn-Sham reference orbitals must then satisfy






φi = eiφi (4.13)
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equals the density of the “real” interacting system. Therefore, the total elec-
tronic energy of the “real” fully-interacting system can be expressed as








dr1dr2 + EXC [ρ]. (4.15)
The major goal of the molecular physics community over the past few
decades has been to derive appropriate analytical expressions for the the XC
functional such that the exact ground state density may be determined.
Since the exact form of the XC functional probably will never be known,
approximate functionals have been developed based on the uniform electron





with f a function of the density and gradient of the density at a point r.
In the local density approximation (LDA) the gradient of the density is not




where the exchange-correlation energy per particle is, ε(ρ(r)) may be separated
into exchange and correlation terms
εXC(ρ(r)) = εX(ρ(r)) + εC(ρ(r)). (4.18)
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The LDA and the spin-unrestricted LSDA approach are generally con-
sidered to be inferior in the sense that real molecules can hardly be assumed
to behave as a uniform electron gas. An improvement on the LDA is to in-
clude the gradient of the density to account for inhomogeneity of the real
electron density. Thus, the approach used in almost all cases today employs
the generalized gradient approximation (GGA) where the XC functionals in-
clude gradients of the charge density. Once again the XC functional is split
into separate exchange and correlation parts and gradient corrections for each
component are generally sought after.
At this point, the problem of DFT becomes mathematical and we end
up with the litany of alphabet soup XC fucntionals like B3LYP, BLYP, B1B95,
BHLYP, etc. I will refer the interested reader to the review of Koch and
Holthausen [74] for the analytic expressions for all of the popular function-
als currently employed. In the following section, I will provide a systematic
study of maleic anhydride, phthalic anhydride, and pyromellitic dianhyride to
evaluate the performance of various XC functionals with a given basis set.
The reader may question the relevance of such a study with respect
to adsorption on surfaces. I have found it very useful to evaluate the perfo-
mance of DFT on the ideal gas phase model compounds for PMDA, i.e. maleic
anhydride and phthalic anhydride, in order to gauge the level of success (or
failure) one may expect when modeling PMDA adsorption on copper surfaces.
As I have alluded to in the previous chapters, PMDA chemisorption on cop-
per results in the transfer of charge from the substrate to the adsorbate upon
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reaction with the surface. As such, one might expect PMDAad to be a par-
tial negative ion residing on the surface. While the idealized gas phase D2h
PMDA molecule is quite different structurally than the chemisorbed carboxy-
late species, it may be instructive to understand the differences between the
neutral and charged gas phase species.
4.2 Theoretical Methods.
The DFT studies were perfomed on maleic anhydride (C4H2O3), ph-
thalic anhydride (C8H4O3), and pyromellitic dianhydride (C10H2O6) and their
respective anions. The anions were formed by adding an electron to the HOMO
of the neutral. I report the optimized geometries, harmonic vibrational fre-
quencies, and electron affinities using several of the popular DFT functionals
including BP86, BLYP, BHLYP, B3LYP, and B3P86 which I now describe
briefly. The BP86 functional uses Becke’s 1988 exchange functional (B) [77],
which includes correction for the gradient of the density, with Perdew’s gradi-
ent corrected 1981 local correlation functional (P86) [78]. The LYP correlation
functional of Lee, Yang, and Parr [79] includes both local and non-local terms
and is by far the most popular of the correlation functionals. The LYP corre-
lation functional combined with Becke’s 1988 exchange functional delivers the
BLYP XC functional. Hybrid functionals include a mixture of the Hartree-
Fock exchange (the exchange energy of the Slater determinant which can be
computed exactly) with KS exchange correlation. For example, BHLYP uses
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with the LYP functional. And finally, the B3LYP hybrid functional uses
Becke’s three-parameter exchange [80] with the LYP correlation.
I have used a number of standard basis sets including the DZP++ of
Lee and Schaefer [66–69] and Dunning’s correlation consistent aug-cc-pVnZ
(n=D and T) [70, 71]. The DZP++ standard basis of contracted double-
ζ Gaussian functions is constructed by augmenting the Huzinaga-Dunning
set of contracted double-ζ Gaussian functions with one set of p polarization
functions for hydrogen and one set of five d polarization functions for carbon
and oxygen. The basis-set is completed by adding one even-tempered s and p
diffuse functions to the carbons and oxygens. The even-tempered exponents
were determined according to the recipe of Lee and Schaefer [69].
All quantum chemical calculations were carried out using the Gaus-
sian2003 suite of computational chemistry programs [81]. Spin-unrestricted
Kohn-Sham orbitals were used for all calculations. Both the neutral and an-
ion geometries were fully optimized by the analytic gradient method. The
harmonic vibrational frequencies were determined analytically from the mass-
weighted Hessian matrix.
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4.3 Results for gas phase anhydrides.
The optimized geometries for the ground states of maleic anhydride,
phthalic anhydride and pyromellitic dianhydride and their respective anions
are illustrated in Figures 4.1 - 4.6. The optimized ground state C2v structures
for maleic anhydride and phthalic anhydride have a 1A1 ground electronic
state. Tables 4.1 and 4.2 list the computed harmonic vibrational frequencies
of maleic anhydride and its anion, while Tables 4.3 and 4.4 list the computed
harmonic vibrational frequencies of phthalic anhydride and its anion. The
D2h optimized ground state for pyromellitic dianhydride has a
1Ag ground
electronic state. Tables 4.5 and 4.6 list the computed harmonic vibrational
frequencies of PMDA and its anion. The anions are realized by adding one
additional electron to the HOMO of the neutral molecule. The C2v optimized
ground state structures for the anions of maleic anhydride and phthalic an-
hydride have a 2A2 ground electronic state. The D2h optimized ground state
structure for pyromellitic dianhydride anion has a 2Au ground electronic state.
The adiabatic electron affinity (AEA) is obtained by subtracting the
energy of the geometry optimized anion from the geometry optimized neutral.
The total energies obtained with the DZP++ basis of the neutrals and anions
at their respective optimized geometries are listed in Table 4.7 along with
their adiabatic electron affinities. The harmonic zero point vibrational energy
(ZPVE) corrected adiabatic electron affinities are also given in Table 4.7. In
each case, the addition of one electron results in a lowering of the total energy of
the anion yielding a positive AEA. This positive AEA indicates the formation
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Figure 4.1: Optimized geometry of C2v maleic anhydride in its
1A1 ground
electronic state. Bond lengths are given in Å.
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Figure 4.2: Optimized geometry of C2v maleic anhydride anion in its
2A2
ground electronic state. Bond lengths are given in Å.
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Figure 4.3: Optimized geometry of C2v phthalic anhydride in its
1A1 ground
electronic state. Bond lengths are given in Å.
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Figure 4.4: Optimized geometry of C2v phthalic anhydride anion in its
2A2
ground electronic state. Bond lengths are given in Å.
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Figure 4.5: Optimized geometry of D2h pyromellitic dianhydride in its
1Ag
ground electronic state. Bond lengths are given in Å.
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Figure 4.6: Optimized geometry of D2h pyromellitic dianhydride anion in its
2Au ground electronic state. Bond lengths are given in Å.
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Table 4.1: IR active harmonic vibrational frequencies (cm−1) and intensities
(in parentheses km/mol) of C2v maleic anhydride.
mode B3LYP B3P86 BHLYP BLYP BP86 expta
a1 3271(1) 3290(1) 3372(2) 3185(0.1) 3193(0.2) 3117
a1 1905(59) 1930(59) 2023(77) 1803(48) 1827(47) 1852
a1 1648(3) 1665(4) 1731(3) 1577(3) 1591(3) 1592
a1 1269(150) 1293(165) 1354(192) 1195(129) 1219(136) 1235
a1 1068(19) 1067(17) 1111(16) 1035(24) 1031(20) 1060
a1 874(6) 889(6) 921(6) 830(7) 845(7) 864
a1 633(1) 639(1) 666(0.5) 603(1) 608(1) 632
a1 399(10) 403(11) 422(14) 378(7) 382(8) 403
b1 841(75) 841(75) 883(88) 809(65) 806(66) 839
b1 635(0.03) 638(0.004) 668(0.2) 607(0.01) 609(0.1) 642
b1 164(3) 164(3) 168(4) 159(3) 159(3) 173
b2 3250(1) 3269(1) 3351(2) 3164(0.04) 3172(0.1) 3117
b2 1843(716) 1868(717) 1953(877) 1747(603) 1771(601) 1782
b2 1322(2) 1325(1) 1383(0.4) 1276(2) 1274(2) 1305
b2 1060(67) 1075(87) 1140(123) 1001(33) 1012(44) 1054
b2 913(134) 935(120) 995(104) 823(127) 849(130) 889
b2 701(38) 707(32) 740(26) 662(65) 671(50) 697
b2 554(3) 558(2) 580(2) 530(6) 534(4) 557
aExperimental values taken from Rogstad [82].
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Table 4.2: IR active harmonic vibrational frequencies (cm−1) and intensities
(in parentheses km/mol) of C2v maleic anhydride anion.
mode B3LYP B3P86 BHLYP BLYP BP86
a1 3238(14) 3259(12) 3344(6) 3147(24) 3157(22)
a1 1750(263) 1779(260) 1844(331) 1667(221) 1694(220)
a1 1444(36) 1461(33) 1504(48) 1390(29) 1405(27)
a1 1266(58) 1291(64) 1354(80) 1192(41) 1217(48)
a1 1031(21) 1032(20) 1071(23) 1000(20) 997(19)
a1 919(6) 934(5) 975(3) 866(7) 882(7)
a1 628(7) 634(7) 663(8) 596(6) 602(6)
a1 384(3) 388(4) 407(5) 362(2) 367(2)
b1 717(51) 723(48) 768(58) 674(49) 677(42)
b1 629(44) 629(48) 654(55) 606(35) 604(43)
b1 196(2) 198(2) 206(2) 187(1) 188(1)
b2 3219(33) 3240(31) 3325(27) 3126(41) 3137(41)
b2 1671(1087) 1701(1089) 1753(1343) 1596(923) 1624(923)
b2 1325(5) 1330(5) 1384(0.2) 1278(11) 1278(10)
b2 1075(8) 1082(9) 1122(1) 1034(12) 1037(14)
b2 844(48) 875(50) 942(29) 751(27) 781(51)
b2 730(41) 734(33) 766(25) 688(88) 699(58)
b2 569(2) 573(1) 599(0.3) 542(5) 546(3)
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Table 4.3: IR active harmonic vibrational frequencies (cm−1) and intensities
(in parentheses km/mol) of C2v phthalic anhydride.
mode B3LYP B3P86 BHLYP BLYP BP86 expta
a1 3222(6) 3240(6) 3324(5) 3137(9) 3145(8) 3090
a1 3207(4) 3227(4) 3309(4) 3122(6) 3131(5) 3069
a1 1900(225) 1926(223) 2014(256) 1802(203) 1827(201) 1852
a1 1655(0.2) 1677(0.2) 1735(0.3) 1586(0.2) 1606(0.2) 1599
a1 1495(0.04) 1503(0.7) 1561(0.3) 1442(0.05) 1445(0.1) 1517
a1 1400(17) 1426(15) 1430(66) 1364(8) 1391(7) 1336
a1 1278(271) 1300(285) 1343(285) 1217(216) 1238(233) 1258
a1 1179(10) 1181(14) 1218(11) 1148(12) 1145(13) 1213
a1 1123(48) 1137(37) 1183(34) 1066(61) 1080(50) 1107
a1 1027(5) 1035(5) 1065(4) 993(7) 1000(6) 1006
a1 743(0.3) 748(0.2) 775(0.1) 715(0.6) 719(0.5) 734
a1 636(4) 641(3) 668(3) 606(4) 611(3) 643
a1 535(3) 538(3) 560(5) 512(1) 515(1) 536
a1 351(8) 354(9) 369(11) 336(6) 338(7) 355
b1 997(1) 993(1) 1039(1) 964(1) 954(1) 922
b1 815(21) 812(18) 848(13) 791(27) 782(25) 800
b1 724(75) 725(78) 761(98) 692(57) 691(61) 714
b1 423(0.5) 418(0.6) 437(0.6) 412(0.4) 405(0.6) 212
b1 196(0.00) 194(0.03) 202(0.004) 191(0.01) 188(0.01) 188
b1 163(4) 162(4) 168(5) 158(4) 157(4) 173
b2 3218(2) 3237(1) 3320(0.5) 3133(4) 3141(3) 3059
b2 3196(1) 3215(1) 3297(1) 3110(2) 3119(1) 3049
b2 1844(693) 1869(694) 1951(815) 1751(603) 1776(602) 1762
b2 1647(8) 1668(6) 1730(4) 1577(11) 1595(8) 1610
b2 1490(11) 1498(12) 1555(15) 1437(8) 1442(9) 1471
b2 1300(0.3) 1300(0.4) 1354(1) 1260(0.1) 1255(0.1) 1243
b2 1185(2) 1192(3) 1235(8) 1146(1) 1150(1) 1175
b2 1096(1) 1100(2) 1139(4) 1060(1) 1063(1) 1070
b2 932(262) 964(260) 1046(277) 819(238) 855(240) 906
b2 838(3) 842(2) 877(3) 806(3) 808(2) 839
b2 677(3) 679(3) 707(3) 651(4) 651(3) 679
b2 537(10) 540(9) 563(7) 512(17) 516(13) 409
b2 247(1) 246(1) 256(1) 239(1) 238(1) 256
aExperimental values taken from Hase [83].
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Table 4.4: IR active harmonic vibrational frequencies (cm−1) and intensities
(in parentheses km/mol) of C2v phthalic anhydride anion.
mode B3LYP B3P86 BHLYP BLYP BP86
a1 3187(45) 206(44) 3291(37) 3099(56) 3107(57)
a1 3165(17) 185(14) 3268(15) 3076(19) 3086(15)
a1 1763(632) 792(627) 1853(792) 1681(533) 1710(530)
a1 1566(109) 1587(109) 1635(156) 1505(81) 1523(81)
a1 1476(6) 1493(12) 1536(13) 1425(3) 1440(8)
a1 1400(56) 1418(44) 1448(105) 1356(38) 1370(28)
a1 1288(3) 1309(6) 1366(4) 1224(1) 1243(3)
a1 1152(2) 1152(5) 1197(11) 1118(1) 1114(1)
a1 1091(47) 1108(47) 1157(41) 1028(42) 1046(45)
a1 991(47) 1000(46) 1024(49) 960(49) 967(46)
a1 739(1) 745(1) 770(4) 711(1) 716(1)
a1 638(16) 643(15) 673(19) 606(15) 612(14)
a1 531(8) 534(2) 556(1) 508(3) 511(6)
a1 344(5) 346(5) 361(5) 327(4) 330(4)
b1 959(1) 955(1) 1008(1) 921(2) 912(2)
b1 751(42) 747(35) 784(22) 726(51) 716(47)
b1 691(55) 695(61) 737(88) 651(36) 654(40)
b1 428(6) 425(7) 443(8) 416(5) 411(6)
b1 219(2) 220(2) 230(3) 209(1) 209(1)
b1 172(4) 170(3) 174(3) 169(4) 166(3)
b2 3179(56) 3198(54) 3284(46) 3090(71) 3098(71)
b2 3150(9) 3171(8) 3253(12) 3062(8) 3072(7)
b2 1682(1049) 1711(1072) 1765(1200) 1608(926) 1636(946)
b2 1537(304) 1555(300) 1599(378) 1481(243) 1496(231)
b2 1464(76) 1476(54) 1512(232) 1416(34) 1424(20)
b2 1287(16) 1289(10) 1336(51) 1246(8) 1243(4)
b2 1184(22) 1189(18) 1230(20) 1146(23) 1148(19)
b2 1094(1) 1097(1) 1138(2) 1057(3) 1058(2)
b2 839(4) 848(2) 893(2) 804(1) 806(1)
b2 793(5) 823(3) 836(14) 709(28) 747(27)
b2 670(3) 672(3) 701(7) 642(1) 643(1)
b2 533(3) 536(3) 557(1) 507(8) 512(6)
b2 243(2) 241(3) 250(1) 236(7) 234(4)
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Table 4.5: IR active harmonic vibrational frequencies (cm−1) and intensities
(in parentheses km/mol) for D2h pyromellitic dianhydride (PMDA).
mode B3LYP B3P86 BHLYP BLYP BP86 expta
b1u 3226(8) 3243(9) 3327(12) 3142(4) 3148(5) 3056
b1u 1856(1248) 1881(1249) 1965(1486) 1761(1077) 1786(1074) 1775
b1u 1483(10) 1501(12) 1555(18) 1420(6) 1436(8) 1373
b1u 1170(2) 1177(4) 1222(9) 1127(0.4) 1131(1) 1306
b1u 945(506) 977(504) 1060(545) 831(442) 867(454) 924
b1u 761(27) 766(21) 802(20) 723(49) 728(32) 767
b1u 566(6) 569(5) 591(4) 544(11) 547(8) 656
b1u 162(8) 162(7) 169(8) 156(8) 156(7) 488
b2u 1903(434) 1929(430) 2018(494) 1804(396) 1829(390) 1854
b2u 1477(7) 1488(14) 1546(9) 1422(5) 1431(14) 1411
b2u 1423(17) 1453(13) 1443(53) 1390(9) 1415(2) 1276
b2u 1235(719) 1256(736) 1312(786) 1166(608) 1186(634) 1238
b2u 1087(22) 1091(13) 1134(14) 1044(47) 1048(26) 1119
b2u 737(0.5) 747(0.5) 770(2) 706(0.02) 715(0.03) 1075
b2u 628(3) 635(2) 661(3) 597(4) 603(3) 581
b2u 385(26) 388(27) 406(36) 365(18) 368(20) 364
b3u 964(15) 959(14) 1005(13) 933(17) 922(16) 904
b3u 726(68) 729(68) 766(90) 693(52) 693(52) 710
b3u 426(1) 421(1) 440(1) 416(0.4) 408(1) 392
b3u 168(4) 168(4) 173(5) 163(4) 162(4) 202
b3u 101(14) 99(13) 103(15) 99(13) 96(12) 138
aExperimental values taken from Hase [63].
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Table 4.6: IR active harmonic vibrational frequencies (cm−1) and intensities
(in parentheses km/mol) for D2h pyromellitic dianhydride (PMDA) anion.
mode B3LYP B3P86 BHLYP BLYP BP86
b1u 3206(3) 3224(2) 3309(2) 3120(6) 3127(5)
b1u 1770(1645) 1798(1639) 1865(1926) 1685(1439) 1712(1428)
b1u 1498(13) 1516(16) 1565(9) 1437(15) 1453(18)
b1u 1185(15) 929(372) 1233(9) 1143(17) 1148(19)
b1u 895(373) 770(25) 1006(376) 785(338) 823(359)
b1u 766(33) 770(25) 806(24) 729(61) 734(35)
b1u 581(10) 584(8) 607(8) 558(16) 560(12)
b1u 169(6) 169(6) 176(7) 162(6) 162(6)
b2u 1768(2593) 1797(2574) 1853(2914) 1692(2112) 1719(2090)
b2u 1481(1104) 1505(1121) 1501(2082) 1443(528) 1466(539)
b2u 1402(22) 1416(0.2) 1452 (203) 1356(15) 1366(0.002)
b2u 1243(610) 1264(595) 1325(918) 1172(445) 1193(445)
b2u 1056(25) 1063(27) 1095(160) 1017(0.1) 1022(1)
b2u 760(0.1) 769(0.0001) 796(1) 727(0.2) 736(0.003)
b2u 611(145) 618(140) 643(195) 582(109) 588(105)
b2u 378(12) 382(14) 400(15) 358(9) 362(11)
b3u 957(12) 952(12) 1002(8) 923(15) 912(15)
b3u 728(54) 731(54) 776(77) 687(40) 688(39)
b3u 427(5) 421(5) 436(8) 418(3) 410(4)
b3u 189(5) 190(5) 197(6) 181(4) 181(5)
b3u 103(12) 101(11) 103(11) 102(12) 99(11)
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of a stable anion. It is also observed that in all cases the ZPVE corrected AEA
yields a more positive value.
4.3.1 Maleic anhydride
The IR and Raman spectra for maleic anhydride were originally pub-
lished by Mirone [84], oriented crystalline samples of deuterated and un-
deuterated samples were published later by Di Lauro [85]. Finally, the vapor
phase IR spectrum was published by Rogstad [82]. Table 4.1 compares the
theoretical IR active harmonic frequencies to the IR values from the vapor
phase data of Rogstad [82]. Under C2v symmetry, there are twenty-one funda-
mental vibrations in which eight of a1, three of b1, and seven of b2 symmetry
are IR and Raman active, while three of a2 symmetry are only Raman active.
The level of performance of the DFT functionals used with the DZP++ basis
can be determined by calculating the mean absolute percent deviation from
the experiment: B3LYP(2.1%), B3P86(2.8%), BHLYP(6.8%), BLYP(4.3%)
and BP86(3.2%) while not considering the Raman active only a2 modes in the
error analysis. These results generally are considered to be very good consid-
ering that anharmonicity is not accounted for in the calculation. The B3LYP
functional gives the best results while the BHLYP yields the worst.
Figures 4.1 and 4.2 give the optimized geometrical parameters for maleic
anhydride and its respective anion. The anion geometry altered the bond
length of the C=O bond by ∼ +0.04Å, the C-O anhydride bond by ∼ +0.02Å,
the C-C bond by ∼ -0.06Å, and the C=C bond by ∼ +0.06Å. A population
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analysis using the natural charges and bond orbitals [86] indicates that the
excess electron will tend towards localizing in the anti-bonding π∗ orbitals of
the C=O and C=C bonds.
The derivative of the energy with respect to an applied static electric
field yields the electric dipole moment. The excess electron results in a de-
crease in the B3LYP calculated static electric dipole moment from 4.4D for
the neutral to 2.6D for the anion and is accompanied by a slight compression
of the molecule along the C2 axis of about 0.06Å. The second derivative of
the energy with respect to an applied electric field yields the static electric
polarizability. The anion results in a 32% increase in the mean polarizability
from 53.30 Bohr3 to 70.46 Bohr3.
The theoretical predictions of the electron affinity consistently over-
estimate the experimental values listed in Table 4.7. The experimental values
range from 1.3 eV to 1.6 eV with a mean value about 1.4 eV [87, 88]. The DFT
functional BHLYP result of 1.54 eV is closest to the experimental values. I
believe that this over-estimation of the electron affinity is attributible to the
incomplete cancellation of the electron self-interaction term and an incorrect
asymptotic potential intrinstic to all current DFT functionals [74, 89]. Recall
from Hartree-Fock theory that the self-interaction problem arises when i = j
in the Coulomb operator and describes the unphysical situation of an electron
interacting with itself. However, in HF theory the exchange operator takes care
of this particular problem at i = j by exactly cancelling the Coulomb term.
In DFT, the total energy is varied via the Kohn-Sham partioning of Equation
82
4.9 and necessarily reqires the exact EXC [ρ] to cancel the self-interaction term
contained in J [ρ]. Since the exact XC functional is unknown, the use of the
current approximate functionals necessarily introduces what is known as the
self-interaction error [74]
SIE = J [ρ] + EXC [ρ]. (4.20)
This error can be significant, especially in the case of odd-electron systems
such as anions [90]. However, it is widely speculated that the self-interaction
error can be effectively “spread out” over larger molecular anions such that
more reasonble calculations of the electron affinity can be made [89]. On the
other hand, the problem becomes much more severe for localized charge as is
the case with atomic anions [90] and bonds with localized electron densities
[91]. Clearly, the localization of the excess electron population on the carbonyl
and C=C bonds of maleic anhydride must contribute to the error between the
theoretical and experimental values.
4.3.2 Phthalic anhydride
The IR and Raman spectra of phthalic anhydride were reported origi-
nally by Hase [83] for poly-crystalline samples. Crystalline phthalic anhydride
belongs to the C92v space group and the C1 site group with four molecules per
unit cell [92]. However, C2v molecular symmetry was assumed for the normal
coordinate analysis of the free molecule as a first approximation. Under C2v
symmetry, there are thirty-nine fundamental vibrations in which fourteen of a1,
six of b1, and thirteen of a2 symmetry are IR and Raman active, while six of a2
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symmetry are only Raman active. Table 4.3 compares the theoretical IR har-
monic frequencies to the experimental values of Hase [83]. I find that the mean
absolute percent deviation is, on average, larger for phthalic anhydride when
compared to the maleic anhydride results: B3LYP(6.6%), B3P86(7.1%), BH-
LYP(10.5%), BLYP(6.7%) and BP86(6.3%) with the six Raman only a2 modes
not considered in the error analysis. This increase in error is attributable di-
rectly to the gross over estimation of the experimental b1 212 cm
−1 and b2 409
cm−1 modes. Removal of these two theoretical harmonic frequencies results
in a more reasonble agreement with the experimental values: B3LYP(2.9%),
B3P86(3.5%), BHLYP(6.6%), BLYP(3.4%), and BP86(3.1%). Once more, the
B3LYP gives the best result while the BHLYP gives the worst result.
Figures 4.3 and 4.4 give the optimized geometrical parameters for ph-
thalic anhydride and its anion. The anion geometry altered the C=O bonds
by ∼ +0.03Å and the C-O anhydride bonds by ∼ +0.01Å. The C1-C2 bonds
and C3-C4 bonds are shortened by ∼ -0.05Å and -0.01Å, respectively, while
the C2-C3 bonds, C4-C5 bond, and C2-C7 bond are lengthened by ∼ +0.02Å,
+0.03Å, and +0.04Å, respectively. The natural bond order analysis [86] re-
veals that the excess charge populates the C=O π∗ orbitals and the π∗ orbitals
of the phenyl ring. The LUMO of phthalic anhydride is a mixture of about
48% of the C=O π∗ orbitals and 42% of the phenyl ring π∗ orbitals indicating
that the excess electron is more delocalized over the phenyl portion of the
molecule.
The energy derivative with respect to an applied static electric field
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gives an electric dipole moment of 6.2D for the neutral species and 5.9D for
the anion. The energy second derviatives compute an increase in the static
mean polarizability for the anion by about 27% from 97.7 Bohr3 to 124.4 Bohr3
The theoretical predictions for the adiabatic electron affinity (Table 4.7)
give mixed results as in the case for maleic anhydride. The experimental values
range from 1.2 eV to 1.3 eV. The BHLYP functional yields the closest result yet
under-estimates the experimental value by about -0.1 eV. The BLYP(+0.1 eV)
and B3LYP(+0.2 eV) functionals produce reasonbly adequate results. Better
agreement seems to be due to greater delocalization of the excess charge over
the π∗ system of the phenyl ring.
4.3.3 Pyromellitic dianhydride
The IR and Raman spectra for poly-crystalline pyromellitic dianhy-
dride have been published by Hase. Crystalline PMDA belongs to the space
group C44h (P42/n) and has a quasi-planar structure close to D2h symmetry
[64]. Normal coordinate analysis of the experimental spectra were based on
the idealized D2h molecular symmetry [63]. Under D2h symmetry, there are
forty-eight fundamental vibrations of which nine of ag, three of b1g, four of b2g,
and eight of b3g symmetry are only Raman active, and eight of b1u, eight of
b2u, and five of b3u symmetry are only IR active, while three of au symmetry
are inactive for both IR and Raman. Table 4.5 compares the theoretical IR
harmonic frequencies to the experimental values of Hase [63]. I find that the
mean absolute percent deviation from the experimental values is somewhat
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larger than for the previous two molecules (maleic anhydride and phthalic
anhydride): B3LYP(11.5%), B3P86(12.0%), BHLYP(14.2%), BLYP(11.6%),
and BP86(11.4%). In a separate calculation, I have used the large cc-pVQZ
basis set in combination with the B3LYP functional to test for basis-set error
due to the finite size of the smaller DZP++ basis set and found negligible
improvement with the larger basis set. Clearly, the lack of agreement may in
part be due to anharmonicity effects but most likely are due largely to the as-
sumption of idealized D2h molecular symmetry used in the DFT calculations.
Distortions in the molecular geometry of solid-phase PMDA due to crystal
field effects likely contribute to the disagreement between theory and exper-
iment. Thus, it would be more useful to calculate the optimized structure
of the crystalline material in order to directly compare theoretical harmonic
frequencies with the known experimental values. That reasonbly good agree-
ment is achieved assuming a C2v molecular symmetry for phthalic anhydride
seems to indicate that my approximation for the idealized molecular geometry
of phthalic anhydride is more valid than the D2h symmetry assumption for
PMDA.
Figures 4.5 and 4.6 give the optimized geometrical parameters for PMDA
and PMDA anion. The anion geometry altered the C=O bonds by ∼ +0.02Å
and the C-O anhydride bonds by ∼ +0.01Å. The C1-C2 and C9-C10 bonds
were shortened by ∼ -0.04Å and the C2-C9 and C4-C7 bonds were lengthened
by ∼ +0.04Å. The C2-C3, C3-C4, C7-C8, and C9-C9 bonds all demonstrated
negligible changes. Natural bond order analysis [86] reveals that the excess
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charge populates the C=O π∗ orbitals and the C=C π∗ orbitals of the two C-C
bonds that fuse the anhydride rings to the phenyl ring. The excess electron
appears less delocalized over the π-system of the phenyl ring than was calcu-
lated for phthalic anhydride. This may be conceptualized as a localization of
charge on the two anhydride groups rather than a delocalization over the the
entire molecule. Since PMDA possesses an inversion center by virtue of the
D2h molecular symmetry, there is zero net dipole moment. However, the for-
mation of the anion results in a 33% increase in the mean static polarizability
from 130.7 Bohr3 to 173.3 Bohr3.
The theoretical predications for the adiabatic electron affinity (Table
4.7) are poor when compared to the experimental values although the BH-
LYP(+0.6 eV) functional once more gives the most reasonable result. The
B3P86 over-estimates the electron affinity by about 1.4 eV and the BP86
over-estimates the electron affinity by nearly 1 eV. The B3LYP and BLYP
functionals provide nearly the same level of performance but are off by about
+0.8 eV. Such poor results are due to the presence of the second anhydride
ring, and the tendency for increased charge localization on these moieties. Ev-
idently, this leads to a large contribution to the self-interaction error that none
of the XC functionals used are able to compensate.
I have explored the influence of basis-set size on the prediction of the
adiabatic electron affinities summarized in Table 4.8. I have also included
calculations utilizing Handy’s OPTX modification of Becke’s exchange func-
tional [93] combined with the ever popular LYP correlation functional as well as
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Becke’s 1995 gradient-corrected correlation functional [94] which produce the
OLYP and OB95 DFT XC functionals. The choice of the OPTX (O) exchange
functional is due to its reported improved performance of the Becke 1988 ex-
change functional in terms of better energetic and structural predictions. The
Becke 1995 (B95) gradient-corrected correlation functional has been chosen
because it correctly cancels the Coulomb self-repulsion error for one-electron
systems [94]. This should reduce the electron self-repulsion error that seems to
plague the theoretical predictions for adiabatic electron affinities. The results
tabulated in Table 4.8 demonstrate a modest improvement in the aggreement
between theoretical and experimental values as larger basis-sets are used for
a given functional. In every case, the adiabatic electron affinities are lowered
and seem to converge with the aug-cc-pVTZ basis. For maleic anhydride,
the combination of OB95/aug-cc-pVTZ produces the best agreement with ex-
periment. Very little difference is observed between the OLYP and OB95,
although the OB95 XC functional produces consistently lower results for all
three molecules. The BHLYP XC functional consistently under-estimates the
electron affinity for phthalic anhydride. Schaefer observed a similar perfor-
mance with BHLYP in his comprehensive study of “medium ring” compounds
which included maleic anhydride [?]. Finally, PMDA still remains problematic
although a systematic lowering of the electron affinity is observed. Both the
BHLYP and OB95 are comparable when using the large aug-cc-pVTZ basis
set. Clearly the additional anhydride ring causes significant problems for DFT
in that the excess electron is more localized at the ends of the molecule rather
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than “spreading out” over the phenyl π-system. It is likely that PMDA quali-








































































































































































































































































































































































































































































































































































































Table 4.8: Adiabatic electron affinities (eV) of the organic anhydrides studied
using the DFT functionals BHLYP, B3LYP, BLYP, OLYP, and OB95. The
variation in the adiabatic electron affinities with basis set selection for each
functional is demonstrated.
molecule/method BHLYP B3LYP BLYP OLYP OB95
maleic anhydride
DZP++ 1.54 1.74 1.62 1.53 1.50
aug-cc-pVDZ 1.48 1.69 1.58 1.48 1.45
aug-cc-pVTZ 1.43 1.65 1.54 1.45 1.42
phthalic anhydride
DZP++ 1.14 1.41 1.35 1.26 1.25
aug-cc-pVDZ 1.11 1.38 1.32 1.22 1.21
aug-cc-pVTZ 1.07 1.33 1.28 1.20 1.19
pyromellitic dianhydride
DZP++ 2.60 2.87 2.82 2.72 2.72
aug-cc-pVDZ 2.53 2.80 2.77 2.66 2.65
aug-cc-pVTZ 2.48 2.77 2.73 2.63 2.62
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4.4 Electronic structure of the anhydrides and their an-
ions.
Recently, time-dependent density functional response theory (TDDFT)
has been developed in order to predict discrete electronic transition energies
and oscillator strengths. A full theoretical treatment has been provided by
Casida [95, 96]and will be introduced here briefly. The reader is referred to a
formal review of the method by Gross and Kohn [97].




∇2 + Veff (r, t)
]




assuming there exists an effective potential Veff for an indendent particle sys-
tem whose orbitals ψ(r, t) give the real density ρ(r, t) of the interacting system.
The potential is expressed as
Veff = V (t) + Vee(r, t) + VXC(r, t) (4.22)
where an applied field (peturbation) V (t) is slowly turned on. The XC poten-
tial is expressed as the functional derivative of the exchange-correlation action
AXC [ρ] with respect to the time-dependent electron density and is approxi-
mated as the functional derivative of the time-independent EXC with respect
to the charge density at time t,





= VXC [ρt(r)]. (4.23)
and is known as the adiabatic approximation because the zero-frequency limit
of AXC is used for handling frequency-dependent perturbations. The excita-
tion energies are computed in terms of the ground state electron density and
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hence ground state properties of the system determine the excited states of
the system. The application of the external perturbation results in a linear
response of the electron density. The response of the electric dipole moment
to a time varying electric field is defined by the dynamic polarizability, α(ω),
which may be computed from the response of the electronic density by time-
dependent density functional response theory. The electronic excitation spec-
trum may then be calculated by finding poles in the dynamic polarizability







where the excitation enegies are given by ωi with oscillator strength fi.
The electronic absorption spectra for phthalic anhydride and PMDA
and their respective anions have been measured previously and the absorption
maxima are listed in Tables 4.9 - 4.12 along with the theoretically predicted
values. I find that in all cases the aggreement with experiment is quite sat-
isfactory and generally within 0.2 eV of the measured values. The dominant
electronic transitions are associated with π → π∗ excitations of the carbonyl
and phenyl π-systems. The experimental absorption onset generally is ob-
served around 4 eV (310 nm) for both neutral molecules which is typical for
aromatic molecules. On the other hand, the first excited state transition energy
is dramatically red-shifted upon the formation of the anion. For phthalic anhy-
dride anion, the first experimentally observed electronic transition is observed
at 1.23 eV with very low intensity, while an intense and narrow transition at
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1.86 eV is observed for the experiments PMDA anion. The DFT calculations
qualitatively reproduce this trend with the predicated first excited state tran-
sition energy for phthalic anhydride anion at 1.21 eV (f=0.0061), while the
predicted first excited state for PMDA anion occurs at 1.99 eV (f=0.1491).
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Table 4.9: Vertical excitation energies (eV) for C2v phthalic anhydride in its
1A1 ground electronic state using the TD-B3LYP/aug-cc-pVDZ method. Os-
cillator strengths are listed in parentheses.



















Experimental from NIST [98].
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Table 4.10: Vertical excitation energies (eV) for C2v phthalic anhydride anion
in its 2A2 ground electronic state using the TD-B3LYP/aug-cc-pVDZ method.
Oscillator strengths are listed in parentheses.


















aExperimental from Shida [99].
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Table 4.11: Vertical excitation energies (eV) for D2h pyromellitic dianhydride
in its 1Ag ground electronic state using the TD-B3LYP/aug-cc-pVDZ method.
Oscillator strengths are listed in parentheses.










Experimental from Ferstandig [100].
Table 4.12: Vertical excitation energies (eV) for D2h pyromellitic dianhydride
anion in its 2Au ground electronic state using the TD-B3LYP/aug-cc-pVDZ
method. Oscillator strengths are listed in parentheses.












aExperimental from Shida [99].
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4.5 Cluster models for adsorption.
Cluster models have been used in the past to model chemical interac-
tions of adsorbates with metals [101–106], metal oxides [107–111], and semi-
conductor surfaces [112–116]. Of those accounts, several have computed accu-
rate descriptions of adsorbate geometries, vibrational frequencies, and heats
of adsorption. This is of particular importance to the catalysis industry where
knowledge of energetics and structure are tantamount for the successful de-
sign of new materials. Early computational studies involving transition metal
atoms were quite difficult until the advent of pseudopotentials and plane-wave
basis-sets. Moreover, advances in high-speed computing has made the compu-
tation of transition metal complexes more manageable.
In the following section, I have used cluster models of a copper surface
to simulate the adsorption of H2O and PMDA on Cu(111). The motivation
for this work was provided in the previous chapter in which I speculated that
the co-adsorption of H2O with PMDA could be responsible for the previously
observed 1.9 eV charge transfer excitation in EELS. I also speculate that the
observed effect is due to a polarization of the substrate charge density by ad-
sorbed H2O which results in an increased electronic overlap between the surface
and PMDA The surface-adsorbate complex is conceptualized as a hydrated (or
solvated) transition metal salt of the form
Cusurface + (H2O)n + C10H2O6 → (Cu+C10H2O−6 ) · (H2O)n.
It is well known that polar solvents like water modify the surface potential of
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metals by increasing the energy of the Fermi level with respect to the vacuum
level. For alkali metal adsorption, this is easily understood as an ionization of
the adsorbate, donating an electron to the surface. For molecules like water
where the surface-adsorbate interaction is primarily through σ-donation, the
increase in the Fermi energy is generally atributted to the formation of a
surface dipole layer [49]. Nevertheless, the net result is a lower potential barrier
between the surface and adsorbate which helps facilitate charge transfer across
the interface. As was demonstrated in the previous sections, the formation of
stable anions of the anhydrides is highly favorable, especially for PMDA, due to
the large electron affinities associated with each molecule. For such molecules
adsorbing at “surface sites” with excess negative charge, the probability for
stable anion formation is likely to be quite large and one would expect to
observe electronic and vibrational structure characteristic to the anion.
The ultimate goal of this study was to model the total interation for
the H2O-PMDA/Cu(111) co-adsorbate complex including adsorption energies
and vibrational frequencies. However, due to the computational size of such
a “real” chemical system, I began by demonstrating that the general phe-
nomenon described above may begin to be realized by first modeling the
individual components of the total complex. The calculation of the whole
co-adsorbated system shoul be the subject of future work.
Of particular interest is the influence of H2O adsorption on the HOMO
of the copper cluster relative to the affinity levels of PMDA. Clearly the en-
ergetic positions of the latter relative to the former will be important in the
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charge transfer process during the chemisorption of PMDA on Cu(111). Addi-
tionally, there is experimental evidence to suggest that PMDA adsorbs at low
temeprature in a flat-lying, π-bonded orientation contrary to some previous
accounts (see previous chapter). In studying the Cu22-PMDA cluster model
my goal to find the optimized structures for both the flat-lying and upright
geometries to correlate with the previous experimental observations.
The copper cluster models of Cu1, Cu10 (seven atoms in the first layer
and three atoms in the second layer), and Cu22 (fourteen atoms in the first layer
and eight atoms in the second layer) are illustrated in Figure 4.7. The Cu(111)
surfaces are constructed using the bulk lattice parameter of 3.615Å [117]. The
first two models have been employed for the study of H2O adsorption while
the last is used for PMDA adsorption. With the exception of the single Cu
atom cluster, the geometry of the cluster was held fixed while the adsorbates
were fully optimized above the surface. This approximation is justified due
to the observation of very little elastic modication of the metal surface by the
adsorption of molecules in the low coverage limit [118].
As in the study of the gas phase anhydrides in the previous section, the
interaction of H2O and PMDA on the Cu(111) surface is studied by the density
functional methods outlined above. Specifically, I utilize the hybrid HF/DFT
B3LYP exchange-correlation functional as implemented in the Gaussian 2003
[81] suite of quantum chemical programs. For the copper atoms, the relativistic
effective core potentials derived by Hay and Wadt [119] have been used to
describe the 1s− 2p core while the electrons residing in the 3s, 3p, 3d, 4s, and
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4p shells have been treated explicitly using a standard double-ζ basis set. It
is customary to refer to this basis as LANL2DZ. The Pople style split valence
basis set 6-31G(d) is used to describe the electron density of C, O, and H,
while a diffuse sp-function is added to the 6-31G(D) yielding 6-31+G(d) for
the H2O adsorption studies [120, 121].
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Figure 4.7: Top views of the Cu1, Cu10(7,3), and Cu22(14,8) clusters used to
model the adsorption of H2O and PMDA on the Cu(111) surface.
102
4.5.1 Cu-H2O
Water adsorption on transition metal surfaces has been the subject of
numerous theoretical [103–106, 122] and experimental [123–125] works. Thiel
and Madey have reported the experimental adsorption energy to be in the
range of -40 to -65 kJ/mol, and more recent temperature programmed des-
orption experiments on the Cu(111) surface report the adsorption energy the
between 50-59 kJ/mol. In general, most experimental and theoretical stud-
ies find that water adsorbs molecularly to most surfaces through the oxygen
atom, while a tendency of forming hydrogen-bonded networks on the surface
has been determined by experiement. Most theoretical studies have found that
the most favorable orientation for a single H2O molecule occur in the “H-up”
orientation with the molecular plane angled between 55◦ - 67◦ away from the
surface normal [103–106, 122].
The optimized C2v and Cs geometries for Cu-H2O are shown in Figures
4.8 and 4.9. The calculation of the harmonic vibrational frequencies yielded
a single yet significant imaginary value (254i cm−1) representing a transition
state for the C2v cluster. This frequency corresponds to an out-of-plane rocking
motion of H2O reducing the symmetry representation to Cs. Indeed, a lower
energy minimum is found at the latter symmetry. The tilt angle (angle between
the H2O plane and surface normal) for the optimized Cs structure was found
to be 47.0◦ which is somewhat smaller than previous theoretical accounts [106,
122, 126]. The Cu-H2O interaction energy was calculated to be -23.52 kJ/mol
for the Cs structure and is in agreement with the previous theoretical accounts
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albeit significantly lower than experimental values. The results are listed in
Table 4.13 along with other theoretical results previously reported for the tilted
geometry.
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Figure 4.8: Optimized geometry of the C2v Cu-H2O cluster. Bond lengths are
given in Å.
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Figure 4.9: Optimized geometry of the Cs Cu-H2O cluster. Bond lengths are
given in Å.
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Table 4.13: Interaction energies(kJ/mol) and Cu-O distances(Å) for Cu-H2O
from this work and from literature.
symmetry(tilt) method Energy RCu−O ref
Cs (55.4
◦) MP2 -25.93 2.27 [106]
Cs (55.4
◦) CCSD(T) -23.40 2.24 [106]
Cs (62
◦) DFT (GC-LDA) -16.9 2.3 [122]
Cs (67
◦) SCF-LCAO-Xα -36.7 2.0 [126]
Cs (47.0
◦) B3LYP -23.52 2.198 This work
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4.5.2 Cu10-H2O
The influence of metal cluster size on the adsorption energy and molec-
ular orientation has been determined using a variety of theoretical methods.
For cluster sizes up to twelve atoms, the computed results generally show that
H2O prefers to bind at on-top sites in a tilted geometry similar to the sin-
gle Cu cluster model. The estimated experimental binding energy for water
adsorption Cu(111) has been reported to be about -50 kJ/mol [124]. The
Cs optimized structure resulted in a Cu-O bond length of 2.520Å, an O-H
bond length of 0.974Å, and H-O-H angle of 105.0◦. The H2O tilt angle was
computed to be 79.6◦ away from the surface normal. The adsorption binding
energy, computed as the difference between the total energy of the Cu10-H2O
and the sum of the total energies of the bare Cu cluster and gas phase H2O, was
predicted to be -11.2 kJ/mol and is nearly 40 kJ/mol lower than experimen-
tal values. In an MP2 study of water adsorption, the optimal binding energy
was calculated to be -41.0 kJ/mol with an optimal tilt angle of 77 degrees
[106]. While orientation does not seem to be an issue, clearly the estimation
of the binding energy with the current B3LYP method does not aggre with
experiment. In the MP2 study, the counterpoise (CP) method was used for
correcting basis-set superposition error (BSSE) which has been shown to be
significant in the H2O-copper interaction [106]. Since I have not included this
correction in my calculations, this is the likely cause of the observed differences
in comparing the two methods. Counterpoise corrected MP2 binding energies
with the Cu10 model have been computed to be about -12 kJ/mol which is
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close to my uncorrected value of -11.2 kJ/mol using the B3LYP method. Nei-
ther method agrees with experiment and seems to indicate that the current
cluster models used for H2O adsorption should not be used for an accurate
calculation of adsorbate-substrate binding energies.
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Figure 4.10: Optimized geometry of the Cs Cu10-H2O cluster.
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4.5.3 Cu22-PMDA
Previous theoretical treatments of adsorbate-surface interactions using
cluster models have beem limited to small molecules including H2O, CO, O2,
C2H2, and H2CO. This limitation is due to simple bonding geometries and
the ability to use small clusters. As the size of the adsorbate is increased, one
naturally must use larger cluster models for the surface in order to minimize the
influence of the atoms at the edges of the cluster. In order to model PMDA
adsorption I have started with the highest possible symmetry and smallest
possible cluster in order to reduce the computational effort as much as possible
without introducing too many ill effects from edge interactions. Initially, this
was accomplished by starting with an idealized, upright adsorption model for
chemisorbed PMDA on Cu22 assuming Cs symmetry. This model is meant to
approximate the upright, room temperature structure previously determined
by HREELS (this work and others [56, 57]) without considering the π bonding
interactions of the phenyl ring.
The Cs optimized structure resulted in more than one imaginary fre-
quency indicating that a stationary state had not yet been obtained. The
symmetry was subsequently relaxed to C1 symmetry by breaking the plane of
symmetry through the surface carboxylate group. The C1 optimized structure
was found to be a stationary point with all real harmonic frequencies and is
depicted in Figure 4.11. Previous experimental results have postulated that
room temperature adsorption of PMDA on Cu(111) results in a species bonded
to the surface through the unsatisfied valence on the β-carbon of the phenyl
111
ring and a surface caboxylate group with inequivalent C-O bonds [56, 57, 60].
The theoretical results demonstrate that one oxygen on the carboxylate is
about 0.08Å closer to the surface than the other. The long C2 axis on the
intact portion of the molecule is directed away from the surface normal by
about 49◦ wheras experimental results have estimated that angle to be closer
to 60◦. Additionally, the short C2 axis is found to be tilted away from the
surface normal by about 5.5◦. To the best of my knowledge, this is the first
theoretical treatment of PMDA adsorption and the results appear to be qual-
itatively consistent with the previous room temperature models deduced from
experimental data. The harmonic vibrational frequencies of the adsorbate
have been determined and are plotted as a “spectrum” in Figure 4.12 with the
room temperature HREELS data from the previous chapter. Unfortunately,
the low temperature, π-bonded adsorbate structure has yet to be determined.
As I have already determined by experiment, the parallel adsorption geometry
appears to be the dominant species at low temperature.
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Figure 4.11: Optimized geometry of the C1 Cu22-PMDA cluster.
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Figure 4.12: IR spectrum of PMDA adsorption on Cu(111) computed using
B3LYP/LANL2DZ/6-31g(d). The HREEL spectrum for PMDA adsorption
on Cu(111) at room temperature is also provided.
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4.6 Conclusions.
Density functional theory has been used to determine the optimized ge-
ometries, harmonic vibrational frequencies and adiabatic electron affinities of
maleic anhydride, phthalic anhydride, and pyromellitic dianhydride and their
respective anions. The vertical electronic excitation energies for phthalic anhy-
dride and pyromellitic dianhydride have been computed using time-dependent
density functional theory. I have found there to be very good agreement in
the predicted structures. The computed harmonic vibrational frequencies for
maleic anhydride and phthalic anhydride are within about 4% of the exper-
imental values. The consideration of anharmonic effects will likely improve
the agreement between the theoretical and experimental values. The com-
puted harmonic frequencies for PMDA were not as good, deviating from the
experimental values by about 13%. This disagreement can be attributed to ge-
ometrical differrences between the idealized D2h symmetry assumed in the cal-
culation and the actual space group symmetry C44h of the crystalline material.
Better predictions of the harmonic frequencies can be obtained by determining
the optimized stucture of the crystalline lattice. The computed adiabitic elec-
tron affinities (AEA) for the three molecules predict the formation of stable
anions upon electron attachment. Very accurate AEAs have been computed
for maleic anhydride and phthalic anhydride by using the OLYP or OB95 XC
functional and aug-cc-pVTZ triple-ζ quality basis set augmented with diffuse
functions. The best estimation for the AEA of PMDA was in error by about
+0.5 eV using the BHLYP/aug-cc-pVTZ. The over-estimation of the AEA for
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PMDA is attributed to the over-binding or localization of charge on the an-
hydride groups that results in larger contributions to the self-interaction error
persistent in DFT functionals. The vertical excitation energies for phthalic
anhydride and PMDA and their respective anions have been calculated to be
within about 0.2 eV of their observed experimental values. Both anions are
characterized by a change in the position of the first excited state transition
energy expected to fall in the visible region of the spectrum.
While the results for the gas phase molecules may be termed as “quan-
titative”, the results for the cluster models for the adsorption of water and
PMDA on Cu(111) are “qualitative” at best. Water is predicated to adsorb
in a tilted orientation ranging from 55 - 80 degrees. Estimation of the binding
energies by all theoretical accounts range between -10 kJ/mol to about -40
kJ/mol. The best experimental estimates place the binding energy near -40
kJ/mol. The optimized geometry for the adsorption of PMDA on Cu(111) has
been determined for the first time. An up-right geometry, which corresponds
to the room temperature adsorbate structure, predicts the long C2 axis of the
intact portion of the molecule to be tilted away from the surface normal by
about 49 degrees compared to the experimentally estimated value of about 60
degrees. The short C2 axis is tilted away from the surface normal by about




Co-adsorbate interactions on Cu(111)
5.1 Co-adsorption of H2O with PMDA at 110K.
HREEL spectra of 0.01L of H2O adsorbed on Cu(111) at 110 K and
a 7Å thick film of PMDA co-adsorbed on a H2O pre-covered surface are de-
picted in Figure 5.1. On clean Cu(111), water adsorption at 110K leads to the
observation of the bulk librational modes peaked at 700 cm−1, H-O-H scissor
modes at 1630 cm−1, and the O-H stretching modes between 3200-3700 cm−1.
At coverages < 1 monolayer (ML) and growth temperatures below 140K [124],
water forms amorphous 2D-clusters on the surface for ambient H2O exposures
in the range of 0.2-2.4L (1ML ≈ 4L). The expanded region shown in the in-
set of Figure 5.1 shows the O-H stretching region in an expanded view. The
solid lines are drawn over the raw data (circles) only to provide a guide to aid
in interpretation. The broad peak centered at 3400 cm−1 is identified as the
“associated” (hydrogen bonded) O-H stretching mode while the sharp peak at
3650 cm−1 is identified as the “free” (non hydrogen bonded) O-H stretching
mode at the edge of the clusters.
Spectrum b of Figure 5.1 illustrates the influence of Cu(111) surface
pre-dosed with 0.01L H2O on the vibrational structure of the 7Å thick PMDA
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film. The co-adsorbate layer is characterized by the out-of-plane φ(C-C) mode
(395 cm−1), γ(C=O) (718 cm−1), νas(COC) (914 cm−1), the carboxylate C-
O bond stretch (1240 cm−1), and the broad peak at 1740 cm−1 associated
with the C=O moiety on the β-carbon. As observed on the “dry” surface, the
absence of appreciable dipole activity between 1750-1875 cm−1 for the ν(C=O)
stretching modes suggest a predominantly parallel adsorption geometry. The
C-H and O-H stretching vibrations are expanded in the inset of Figure 5.1. The
“free” O-H mode (3650 cm−1) can no longer be resolved in the co-adsorbate
spectrum. An additional peak of medium weak intensity is observed at 1440
cm−1 that was not present in the pure PMDA spectrum. Small shifts are
observed in the peak positions of γ(C=O) (718, +8 cm−1) and νas(COC) (914,
-6 cm−1) which are attributable to changes in the local electronic environment
of the chemisorbate. This subtle observation suggests that water adsorption
either directly or indirectly (substrate mediated) alters the charge population
on the remaining intact anhydride group.
The influence of trace amounts (< 1% ML) of co-adsorbed H2O on the
structural orientation of ultra-thin PMDA films may be regarded as subtle at
best. Even for a pristine single crystal substrate, it is generally assumed that
the concentration of naturally occurring atomic defect sites is on the order
of 1-5% of the surface. Thus, I characterize the ultra-low concentration of
surface waters as “molecular” defect sites. Spectral assignment of the HREELS
data is complicated due to significant overlap of the vibrational bands and
limited resolution of the instrument. For water exposures greater than 0.5L,
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Figure 5.1: HREEL spectra of the (a) Cu(111) surface pre-covered with ∼
0.01L H2O and (b) a 7Å thick PMDA film co-adsorbed on (a). An expanded
view of the C-H an O-H loss region is provided in the inset.
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the measured loss spectra are completely dominated by the H2O bands and
no vibrational modes associated with PMDA can be observed.
It is apparent from Figure 5.1 that some preferential adsorption oc-
curs at the edges of the surface water clusters as evidenced by the apparent
quenching or red-shifting of the “free” O-H mode. I can imagine at least two
possibilities for the observed loss of intensity for that O-H feature during the
complexation of H2O with PMDA on Cu(111): one in which PMDA hydrogen-
bonds with edge O-H groups through the carboxylate, or one in which PMDA
extracts a proton to form a surface carboxylic acid (R-COOH).
I shall begin by ruling out the possibility that a surface carboxylic
acid (R-COOH) is formed due to a low temperature reaction between PMDA
and H2O. Carboxylic acids are generally characterized by O-H , C=O, and
C-O stretching modes and C-OH bending modes. The infrared vibrational
frequencies of these bands are also sensitive to environmental effects such as
bonding orientation, dimer formation with another carboxylic acid, hydrogen
bonding with other groups, and the electron donating or accepting ability of
the R-group. For the gas phase monomer [65], the O-H stretching mode is
observed as a sharp peak of medium intensity at 3570-3585 cm−1. There is a
strong C=O stretching mode at 1760-1780 cm−1 and a medium intensity C-O
mode at 1115-1180 cm−1. The C-OH in-plane bending mode is typically found
at 1335-1385 cm−1 with medium weak intensity.
I cannot distinguish the O-H stretching mode of the -COOH group
from the “free” O-H modes of the pure H2O clusters. Similarly, I cannot dis-
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tinguish the C=O stretch of a -COOH (1760-1780 cm−1) group from the 1740
cm−1 band of PMDA. This is not surprising considering that the concentra-
tion of H2O is on the order of 1% of a mono-layer. Even if every surface H2O
reacts with a PMDA molecule to form the acid, the remaining 99% of the
“unreacted” PMDA molecules will contribute significant intensity to the loss
spectrum. On the other hand, I note that there is no dipole activity in Figure
5.1 characteristic of the carboxylic acid C-O (1115-1180 cm−1) stretching and
C-OH (1335-1385 cm−1) bending modes.
Furthermore, I have yet to identify the 1440 cm−1 peak in Figure 5.1.
No vibrational modes exist in that region for the monomeric -COOH group, al-
though a band at 1395-1440 cm−1 is characteristic of the C-OH bending mode
in hydrogen-bonded carboxylic acid dimers. For carboxylic acid dimers, the
O-H stretching band is observed at 3000 cm−1, thus would be superimposed
on any C-H modes in that region. The C-H modes are clearly separated from
the O-H band shown in the inset of Figure 5.1 and no apparent broadening
or increase in relative intensity is observed. Moreover, the best band for iden-
tifying -COOH dimers would be a broad, medium intensity band at 875-960
cm−1 a characteristic of OH· · ·H out-of-plane bending modes. However, since
I am unable to identify the existence of the -COOH dimer spectral features or
loss features associated with the -COOH monomer, I have concluded that the
surface reaction between PMDA and H2O does not readily occur at 110K.
A more reasonable model where PMDA interacts with co-adsorbed H2O
by forming a hydrogen bonded surface complex with the carboxylate group is
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postulated. In this case, the interpretation of the co-adsorbate HREEL spec-
trum in Figure 5.1 becomes rather trivial. A small fraction of adsorbing PMDA
bonds at the edges of the H2O defect sites. Following the ring-opening reac-
tion, the carboxylate group hydrogen-bonds to the “free” O-H groups which
results in the observation of the 1440 cm−1 loss feature in Figure 5.1 which I
attribute to the νs(OCO) stretching mode. The accompanying anti-symmetric
νas(OCO) stretching mode at 1530-1580 cm
−1 is unresolved in the broad 1740
cm−1 band. Evidently, the carboxylate-H2O interaction results in more equiv-
alent C-O bond lengths and red-shifts the “free” O-H frequency into the broad
“associated” O-H band at 3400 cm−1. The shift in the peak positions of the
out-of-plane γ(C=O) mode (718 cm−1) and anti-symmetric anhydride ring
νas(COC) mode (914 cm
−1) are suggestive of an electronic perturbation in-
duced by the complexation with H2O. From the DFT calculation of harmonic
frequencies for PMDA and the PMDA anion (see Tables 4.5 and 4.6), qual-
itative agreement is demonstrated by observing that the b3u γ(C=O) mode
increases in frequency (+2 cm−1) while the b1u anti-symmetric νas(COC) mode
decreases in frequency (-50 cm−1) upon the formation of the anion.
In general, PMDA adsorption on clean surfaces proceeds by the follow-
ing simple reaction scheme
M + C10H2O6 → M+C10H2O−6
where the metal M = Ag, Cu, Ni. Water adsorption on metals results in a
lowering of the surface potential by raising the Fermi energy of the substrate
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and results in an increase of negative charge at the metal/vacuum interface
[125]. As such, some of the metal electron density spills further into the vac-
uum and can interact with other adsorbed molecules in the vicinity of this
local perturbation. I have already demonstrated that anhydrides in general
are good electron acceptors, and PMDA in particular may be considered to be
a very good electron acceptor with an experimental electron affinity around
2 eV [88]. Thus, in the presence of excess negative charge that may result
from the polarization of the the substrate electron density at atomic or molec-
ular defect sites, the probability of electron attachment to PMDA is likely
to be greater than zero. The low temperature bonding geometry prefers the
flat-lying, π-bonded orientation which places the π∗ orbitals of the anhydride
carbonyl groups in close proximity to the surface. It was shown from the
DFT calculations in the preceding chapter that excess charge will localize in
the C=O π∗-orbitals, hence this bonding orientation will be favorable for the
formation of a stable surface anion at the H2O “defect” sites. Therefore, I
attribute the subtle changes in the HREEL spectrum of PMDA condensed
in the presence of co-adsorbed H2O to an increase in electron transfer from
the substrate atoms involved in the PMDA chemisorption bond to the PMDA
“surface ligand”. Since the net amount of charge that is transferred during
chemisorption is not known at this time, I prefer to represent the reaction
scheme using partial charges such that
Cusurface + (H2O)n + C10H2O6 → (Cuδ+C10H2Oδ−6 ) · (H2O)n
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where the adsorption of PMDA on Cu(111) pre-covered with sub-monolayer
coverages of H2O is characterized as a mixture of hydrogen-bonded H2O-
PMDA and non-hydrogen bonded chemisorbed PMDA. Due to the extremely
low H2O concentration, the predominant surface species may be attributed
to PMDA chemisorbed on the “non-doped” portions of the surface, and thus
makes the largest contribution to the loss spectrum.
5.2 On the nature of SERS-CT of PMDA/Cu(111).
Up to this point, I have not made any reference to the previous work
regarding the surface enhanced Raman scattering (SERS) and charge trans-
fer excitations for mono-layer thick films of PMDA adsorbed on Cu(111) and
Cu(100) [17–19]. Those surface Raman experiments demonstrated a resonant
type behavior inferred by the observation of an enhanced scattering cross-
section when exciting the adsorbate-substrate complex at 647nm. Electronic
absorption experiments performed by EELS revealed an intense, narrow tran-
sition at 1.9 eV, nearly matching the laser excitation wavelength of the SERS
data. The 1.9 eV excitation was assigned to a charge transfer resonance and
correlated with photon-induced dynamical charge transfer (DCT) between
PMDA and the copper substrate [17]. This was the first published account
of the observation of SERS-CT excitations on an “atomically smooth” metal
surface although the idea has been and continues to be invoked for SERS
of molecules adsorbed on roughened electrodes and cold-deposited Cu films
[127]. The enhancement observed for the PMDA/Cu systems was ultimately
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attributed to the so-called “first-layer” chemical enhancement mechanism of
SERS [48].
As I have pointed out in the previous chapters, I have suspected that
the previously observed CT excitations observed by EELS were due to the
presence of co-adsorbed water. The electronic excitation spectra for clean
Cu(111), PMDA adsorbed on clean Cu(111) at 110K, and PMDA adsorbed in
the presence of co-adsorbed H2O on Cu(111) at 110K are shown in Figure 5.2.
The HREEL spectra shown in Figure 5.2 demonstrate a most remark-
able effect. In the absence of H2O, I observe the typical PMDA electronic
excitations at 4.1, 4.8, and 5.9 eV. The presence of pre-condensed H2O ex-
actly reproduces the 1.9 eV charge transfer resonance spectrum observed in
the experiments by Ivanecky et al. I have also studied the evolution of the
PMDA electronic excitations as a function of water exposure which is shown
in Figure 5.3.
It is not until I have doped the surface with very low concentrations
of H2O that the charge transfer resonance is observed as evidenced in Figures
5.2 and 5.3. As little as 0.001L has to be exposed to the substrate prior to
condensing PMDA in order to observe the 1.85 eV resonance. It should also
be noted that the pre-covered H2O surface alone does not cause the spectral
changes the I observe. Clearly, this effect is due to the intimate relationship
between H2O, PMDA, and the surface.
These new results clearly imply that H2O is necessary for the observa-
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Figure 5.2: HREEL spectra of the (a) clean Cu(111) at 110K, (b) PMDA
adsorption on clean Cu(111) at 110K, and (c) a 7Å thick PMDA film co-
adsorbed with H2O on Cu(111) at 110K.
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Figure 5.3: Electronic excitation spectral evolution demonstrating the “acti-
vation” of the surface PMDA anion. A 4Å thick PMDA film condensed at
110K with (a) 0.001L H2O, (b) 0.01L H2O, (c) 0.05L H2O, and (d) 0.09L H2O
on a clean Cu(111) surface.
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tion of SERS from PMDA adsorbed on copper surfaces. Indeed, this is evident
in the surface Raman spectra recorded for PMDA adsorbed with increasing
coverages of H2O as shown in Figure 5.4. Again, I am able to exactly reproduce
the SERS work of Ivanecky [17] and later Kambhampati [18, 19] if I “dope”
the surface with very low concentrations of H2O. The adsorption of H2O ap-
parently activates the Raman scattering of PMDA adsorbed on Cu(111) at
110K. The Raman vibrational modes for PMDA/Cu(111) have already been
assigned on the basis that the surface was not doped with H2O. Table 5.1
summarizes the Raman vibrational peak assignments.
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Figure 5.4: Surface enhanced Raman spectra of PMDA adsorption on Cu(111)
co-adsorbed with (a) 0.00L H2O, (b) 0.05L H2O, (c) 0.10L H2O, (d) 0.15L
H2O, and (e) ∼ 2-4L H2O. The laser excitation wavelength was 647.2nm (50-
100 mW) and all spectra were acquired in 600 sec scans with the luminescent
background subtracted.
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Table 5.1: Surface Raman vibrational mode assignments for PMDA co-
adsorbed with H2O on Cu(111) at 110K.
Peak Freq. (0.15L H2O) Freq. (2-4L H2O) Assignment PMDA [63]
a 973 977 ν(C-O) 937, R, b3g
b 1051 1052 δ(C-H) 1075, IR, b2u
c 1099 1100 ν(C-C) 1119, IR, b2u
d 1125 1124 ν(C-C) 1132, R, ag
e 1231 1232 - -
f 1305 1307 ν(C-O) 1305, R, ag
g 1323 1324 ν(C-C) 1329, R, b3g
h 1381 1381 ν(C-C) 1373, IR, b1u
i 1442 1439 νs(OCO) · · ·
j - 1470 - -
k 1557 1559 νas(OCO) · · ·
l 1609 1608 ν(C-C) 1627, R, ag
m 1680 1677 - -
n 1806 1798 νas(C=O) 1775, IR, b1u
o 1824 1818 νas(C=O) 1790, R, b3g
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I have also attempted to measure the Raman spectrum of PMDA ad-
sorbed on Cu(111) at room temperature “on resonance” and have yet to obtain
a detectable signal. However, this result is not unexpected since H2O does not
adsorb on Cu(111) at room temperature. Moreover, I have established that
the room temperature PMDA adsorption geometry favors an upright orien-
tation. In experiments where PMDA was initially adsorbed at room temper-
ature and subsequently cooled to 110K and exposed to H2O, SERS is not
observed. This implies that the initial orientation of PMDA is crucial for the
SERS-CT mechanism. The flat-lying, π-bonded geometry that is observed at
low temperature allows for efficient electronic coupling of the substrate and
chemisorbed PMDA. It is also an indication that the H2O-PMDA interac-
tion is a “substrate-mediated” process. Additional evidence for the substrate-
mediated charge transfer process is provided in Figure 5.5. The upper panel
of Figure 5.5 demonstrates the molecular adsorption of PMDA in a thick ice
surface grown on Cu(111) at 110K. The metal substrate-PMDA interaction
is removed, while the PMDA-H2O interactions remain present. Remarkably,
PMDA does not undergo the now well-documented anhydride ring opening
reaction noted by the conspicuous absence of the surface carboxylate modes
in the upper panel that are present in the lower panel at 1442 cm−1 and 1557
cm−1. Comparing the total Raman scattering intensities, it is quite evident
that the PMDA-copper interaction is necessary for the observation of SERS
and the direct interaction between the “solvent” water molecules and PMDA
is less important than the direct interaction of PMDA with the substrate.
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Figure 5.5: Lower Panel: Surface Raman spectra of PMDA co-adsorbed at
110K with (a) 0.00L H2O, (b) 0.10L H2O, and (c) 2-4L H2O. Upper panel:
Surface Raman spectra of increasing exposures of PMDA condensed on a 30L
H2O/Cu(111) surface. The coverages correspond to approximately (a) sub-
monolayer, (b-c) monolayer, and (d) multilayer PMDA films. PMDA con-
denses on the ice surface molecularly.
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I have shown that the observed HREEL spectra of the co-adsorbate
system were largely due to the undoped regions of the PMDA films. On the
other hand, we observe the opposite effect in the surface Raman experiments!
The data presented in Figure 5.4 clearly demonstrate that, under resonant
scattering conditions, surface Raman spectroscopy is indeed quite sensitive to
the local chemical and electronic structure of defect site chemistry on single
crystal surfaces.
5.3 Discussion.
I now turn our discussion to the underlying chemical physics of the
SERS phenomenon for the H2O-PMDA/Cu(111) system. Somehow, we must
be able to provide a reasonable explanation for the role that H2O plays in
this complicated many-body problem. Central to our understanding is the
so-called charge transfer resonance at 1.85 eV in the energy loss data. Does
the presence of such extremely low concentrations of H2O produce the neces-
sary “atomic scale roughness” proposed by Otto [21] to prevent the dephasing
of optical currents at the surface so that dynamical charge transfer between
the copper and PMDA may take place? Perhaps this is true, since, the reso-
nant charge transfer excitation at 1.85 eV is not observed for PMDA on clean,
‘atomically smooth’ Cu(111). However, if I condense PMDA on a sputter-
damaged surface, I do not observe the 1.85 eV resonance. I have also consid-
ered that H2O adsorption might induce elastic deformations of the substrate
atoms thereby roughening the surface, however, we have yet to find any ex-
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perimental evidence in the literature to support such a claim. Furthermore,
I can hardly imagine that sub-monolayer H2O coverages even come close to
the RMS roughness produced by the cold-deposited copper films studied by
the Otto group although I will agree that the “surface” is indeed “smooth”
without adsorbed water. However, it is not the physical roughness that is im-
portant but rather the induced electronic roughness by virtue of a electronic
polarization of the substrate charge density. Therefore, it is unlikely that a
physical surface roughness contributes to the observed SERS of the PMDA
co-adsorbed with H2O on Cu(111) at 110K.
Now consider the effect of H2O adsorption on the copper surface elec-
tronic structure. It has already been established that sub-monolayer coverages
have a low activation energy for desorption on the order of 50-59 kJ/mol [124].
Small binding energies correspond to physisorbed systems and the adsorbate-
substrate interactions are generally due to Van der Waals attractive forces.
Little or no orbital mixing is involved between the adsorbate and surface,
hence little or no charge is transferred at the time of adsorption. Since H2O
is a polar molecule, it affects the local surface potential by raising the Fermi
energy through the formation of a surface dipole layer and is characterized by
a decrease in the work function of the surface [49].
In the case of a chemisorbed molecule where a direct bond (either ionic
or covalent) is formed, the energy levels of the molecule are shifted and broad-
ened. Additionally the potential barrier between the surface and adsorbate is
greatly reduced. If the affinity level of the adsorbate lies below Efermi, then
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generally it is believed that charge flows from the metal to the adsorbate. On
the other hand, if the affinity level lies above Efermi, then charge is transferred
to the metal from the adsorbate. Of course, this schematic approach does
very little in terms of understanding the true nature of the charge transfer
excitations on Cu(111) from a state-to-state point of view. Therefore, it is
necessary to try to understand what molecular orbitals are involved in the
coupled H2O/PMDA/Cu(111) complex.
An energy level diagram is provided in Figure 5.6 that illustrates the
relative orbital alignments of the copper cluster models and gas phase PMDA
This simple diagram is very informative. As usual, electrons occupy states up
to the Fermi level of the metal. A reasonable measure of the cluster quality
is to compare the energy of the HOMO level of the cluster to the work func-
tion of the real surface. For Cu(111), the experimental work function is 4.94
eV [117] comparing favorably with the DFT predicted value of 4.13 eV. The
adsorption of H2O on the cluster results in an increase of the calculated Fermi
level energy to -3.89 eV (+0.24 eV) which is in qualitative agreement with
experimental findings. It is interesting to observe the position of the LUMO
and other affinity levels of gas phase PMDA in relation to the Fermi energy
of the H2O/Cu10 cluster. The LUMO of PMDA is found energetically to be
more or less degenerate with the HOMO of the Cu10 cluster and below the
HOMO of the H2O/Cu10 cluster.
Based on the previous discussion, I would expect additional charge to
be transferred from the metal to adsorbed PMDA forming a surface anion
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Figure 5.6: Energy level diagram derived from the Kohn-Sham orbitals for
H2O, Cu10, Cu10-H2O, and PMDA.
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during the chemisorption process in the presence of co-adsorbed H2O. The
resulting chemisorbate complex formed at the H2O defects sites may then be




One should also expect that additional polarization of the charge trans-
fer complex by increasing the negative charge population on the surface ligand
would influence the intensity of the CT resonance. This would be the equiv-
alent of increasing the negative potential on the electrode in the SERS elec-
trochemical experiments. An analogous phenomenon is demonstrated in the
H2O coverage dependent study shown in Figure 5.3. A similar result may be
obtained by changing the “molecular defect” to one that may be regarded as
a better electron-donor, e.g. pyridine. By co-adsorbing pyridine with PMDA
on Cu(111) at 110K, I observe similar electronic structure to the H2O exper-
iment as evidenced in Figure 5.7. Interestingly, in the 1960 study by Fer-
standig [100] of molecular charge-transfer complexes of PMDA, he found there
to be no interaction between pyridine and PMDA. The resulting absorption
spectrum of the PMDA-pyridine complex was characteristic of the absorption
of neutral PMDA. The results of Figure 5.7 demonstrate the formation of a
charge-transfer complex for the condensed phase co-adsorbate system provid-
ing additional evidence for substrate-mediated charge transfer facilitating the
formation of a surface anion of chemisorbed PMDA.
For alkali metal-benzoate salts [65], the carboxylate group vibrational
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Figure 5.7: HREEL spectrum demonstrating the influence on the PMDA elec-
tronic excitation spectra with the co-adsorption of pyridine.
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frequencies are observed at 1552-1561 cm−1 for the anti-symmetric νas(OCO)
stretch and at 1380-1427 cm−1 for the symmetric νs(OCO) stretch, thus pro-
viding a reasonable explanation for the observation of similar bands in our
HREEL and Raman spectra. The flat-lying adsorption geometry of PMDA
also allows for a favorable interaction of the π∗ orbitals localized on the anhy-
dride ring with the polarized substrate charge density.
I seek to provide some insight as to the nature of the 1.85 eV charge
transfer excitation responsible for the “first layer” SERS effect. The surface
species, Cu+C10H2O
−
6 , appears in the form of a classic donor-acceptor charge
transfer complex. Returning to the energy level diagram of Figure 5.6, there
are several metal cluster affinity levels within 2 eV of the LUMO of PMDA
which may act as electron acceptor states upon photo-excitation. However,
there are also additional empty affinity levels that are localized on the isolated
PMDA molecule which may serve as an electron acceptor state.
Dynamical charge transfer is generally discussed with respect to metal-
adsorbate photon induced charge transfer, however, one should not limit the
discussion to charger-transfer between just metal and adsorbate. Essentially,
any photon induced redistribution of charge either inter- or intramolecular in
nature should also be considered to be a dynamical process if it leads to nor-
mal coordinate displacements in the excited state. Hence, based on the simple
diagram of Figure 5.6, I cannot yet rule out the possibility that the observed
SERS-CT mechanism for PMDA adsorption originates from an intra-molecular
excitation of the surface anion. The current results seem to point towards the
139
formation of a stable surface anion and the SERS-CT mechanism is due to res-
onance Raman scattering from the intra-molecular electronic excitation of the
anion. In the past, empty metal states or image potential states were believed
to be involved and the SERS-CT was attributed to a molecule-to-metal CT
excitation [18, 19]. Recent, 2PPE experiments [125] for D2O/Cu(111) clearly
indicate that the energetic position of the first image potential state is located
at 2.9 eV above the Fermi level which is clearly well above the 1.9 eV SERS-
CT energy. Considering the stark similarities in the experimental absorption
spectrum of PMDA anion with the current EELS electronic excitation spectra
for the co-adsorbate complex, it is more likely that the observed SERS for
PMDA adsorbed on Cu(111) is due to the resonant excitation of a PMDA
surface anion.
5.4 Conclusions.
The vibrational and electronic excitation spectra of ultrathin (2-12Å)
PMDA films chemisorbed on clean and H2O pre-covered Cu(111) surfaces at
110K have been measured using HREELS and surface Raman spectroscopy.
Adsorption of PMDA on both surfaces at 110K is characterized by a ring-
opening reaction of one of the anhydride groups producing a mono-dentate
carboxylate and carbonyl moiety. The remaining anhydride ring is unper-
turbed and favors a flat-lying surface orientation. Sub-monolayer coverages
of H2O act a ‘molecular’ defect sites which alter the local structure of the
carboxylate group through hydrogen bonding effects. The presence of H2O
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lowers the surface potential barrier allowing for electron transport across the
interface from the Fermi level of the substrate to the lowest unoccupied MO
of PMDA during chemisorption at 110K. The resulting surface complex may





The interaction between H2O and PMDA on Cu(111) at 110K dra-
matically influences electronic excitation spectrum of PMDA characterized
by an intense, narrow charge transfer resonance at 1.85 eV. Surface Raman
experiments exhibit an enhanced scattering cross-section when exciting the
co-adsorbate system at 647.2 nm which is attributed to the SERS-CT mech-
anism where a resonant Raman scattering process occurs due to an electronic
transition to the first excited state of the chemisorbed PMDA surface anion.
Observation of the SERS-CT state provides direct evidence for the so-called
“first layer” SERS effect for nanometer thick PMDA films chemisorbed in the
presence of H2O. Indeed, the phenomenon is truly “chemical” in nature due
to both the hydrogen-bonding interaction between chemisorbed PMDA and
surface water cluster and the polarization of the substrate charge density by
submonolayer coverages of H2O facilitating the formation of a stable surface




6 ) · (H2O)n + hν → (Cuδ+C10H2O∗δ−6 ) · (H2O)n
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where the laser excitation energy of 1.92 eV is pre-resonant with the SERS-CT





PMDA adsorption on Ag(111) at 110K
The adsorption of PMDA on a clean Ag(111) surface at 110K is shown
in Figure A.1. As with PMDA adsorption on Cu(111) at 110K, five distinct
vibrational losses are observed at 395, 714, 992, 1210 and 1795 cm−1, increas-
ing in intensity as the film thickness is varied. The first three features are
readily identifed as the out-of-plane phenyl ring b3u defomation mode φ(C-C),
the out-of-plane C=O deformation b3u mode γ(C-O), and the anti-symmetric
anhydride ring b1u stretching mode νas(COC) of the parent molecule [63]. The
medium intensity feature observed at 1210 cm−1 is assigned to the in-plane
ν(C-C) b2u stretching mode which is shifted by about -28 cm
−1 from the par-
ent peak. At higher coverages, a weak feature near 1620 cm−1 can be assigned
to the totally symmetric phenyl ag ring breathing mode ν(C-C). The strong
peak centered at 1795 cm−1 is identified as the anti-symmetric carbonyl b3g
stretching mode ν(C=O). A weak activation at 3048 cm−1 is observed at higher
coverages in the C-H stretching region.
The above observations indicate the PMDA enjoy a similar π-bonded
adsorption geometry on Ag(111) as on the Cu(111) surface, however, evidence
for dissociative chemisorption has yet to be identified. Absent are the fre-
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Figure A.1: HREEL spectra of pyromellitic dianhydride adsorption on Ag(111)
at 110K. The corresponding coverages are (a) 1Å, (b) 3Å, (c) 5Å, (d) 8Å, and
(e) 10Å.
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quencies corresponding to surface carboxylate formation (1240 and 1640 cm−1
loss features observed on Cu(111)) as is the 1740 cm−1 band attributed to
the C=O moiety at the β-position on the phenyl ring. Apparently, PMDA
is less reactive on the silver surface at 110K, although it is noted that the π-
interaction between the phenyl ring and metal electrons is stronger evidenced
by the moderate red-shift of the in-plane ν(C-C) b2u stretching mode (1210
cm−1) and weak activation of the phenyl ring breathing mode (1620 cm−1).
Although a thorough vibrational study of the co-adsorption of H2O with
PMDA on Ag(111) has yet to be perfomed, the influence of H2O co-adsorption
with PMDA on the surface electronic structure was surveyed. The electronic
excitations of PMDA co-adsorbed with 0.09L H2O on clean Ag(111) at 110K
are shown in Figure A.2. The CT excitation is clearly observed at 1.85 eV on
the Ag(111) surface implying that the previously observed SER spectrum for
PMDA adsorption on Ag(111) [20] also results from co-adsorbate interactions
on the surface. The relatively weaker vibronic peak seems to also suggest that
the electronic coupling between the substrate and π-system of the adsorbate
are stronger which leads to a decrease in the lifetime of the excited state.
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Figure A.2: HREEL spectra of pyromellitic dianhydride co-adsorption with
0.09L H2O on Ag(111) at 110K. The corresponding PMDA coverages are (a)
1Å, (b) 3Å, (c) 5Å, (d) 8Å, and (e) 10Å.
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Appendix B
The surface loss function
From the the theory of electron energy loss spectroscopy, it is well
known that electrons are scattered inelastically by long-wavelength (optical)
charge density fluctuations of the solid [128–130]. Therefore information re-
garding the complex dielectric constant, ε (q, ω), may in priciple be determined
from such experiments. Here, I have defined the dielectric constant in terms
of wave vector, q, and frequency, ω. A general treatment for electron-surface
interactions in the context of electron scattering processes has been presented
by Mills [128–130]. According to the theory by Mills, the differential inelastic
scattering cross-section in atomic units for small-angle scattering (dipole loss








×|v⊥q‖(Rs +RI) + i(RI −Rs)
(








ω − v‖ · p‖
)2]2
×P (q‖, ω) (B.1)
where P (q‖, ω) is the surface structure factor. In Equation B.1, Rs and RI
are defined as the complex elastic reflection coefficients for the diffraction-loss
and loss-diffraction processes, respectively, v‖ and v⊥ define the parallel and
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perpendicular components of the initial electron velocity, and kI and ks are
the electron wave vector before and after the inelastic event. The angle of
incidence, θ, is measured relative to the surface normal.
For scattering from charge density fluctuations outside of a semi-infinite
crystal occupying the half-space of z < 0 with complex frequency dependent
ε(ω), it has been shown that [128–130] for energy loss events with ~ω À kBT ,




















scattering geometries, excluding grazing incident angles, it known that “bulk”
and “surface” losses make approximately equal contributions to the scattering
cross-section of Equation B.1.
Now, it is relatively trivial to express the energy loss functions in terms
of the complex index of refraction, N , and use the experimenal frequency de-
pendent optical paramters to plot the loss functions as a function of excitation
energy. Expressing the complex frequency dependent dielectric function in
terms N , we have
ε(ω) = ε1 + iε2 = (n
2 − k2) + i(2nk) (B.3)




−1− ε1 + iε2
(1 + ε1)2 + (ε2)2
=
−1− (n2 − k2) + i2nk
[1 + (n2 − k2)]2 + 4n2k2 (B.4)
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where N = n + ik is the complex index of refraction. Therefore the surface







[1 + (n2 − k2)]2 + 4n2k2 . (B.5)
The calculated surface and bulk loss functions for silver and copper are
plotted in Figures B.1 and B.2.
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Figure B.1: Theoretical bulk and surface optical energy loss functions for silver
determined from the experimental optical constants found in reference [131].
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Figure B.2: Theoretical bulk and surface optical energy loss functions for silver
determined from the experimental optical constants found in reference [131].
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