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Abstract
Doubly intractable distributions commonly arise in many complex statistical models in
physics, epidemiology, ecology, social science, among other disciplines. With an increasing
number of model parameters, they often result in ultrahigh-dimensional posterior distribu-
tions; this is a challenging problem and is crucial for developing the computationally feasible
approach. A particularly important application of ultrahigh-dimensional doubly intractable
models is network psychometrics, which gets attention in item response analysis. However,
its parameter estimation method, maximum pseudo-likelihood estimator (MPLE) combining
with lasso certainly ignores the dependent structure, so that it is inaccurate. To tackle this
problem, we propose a novel Markov chain Monte Carlo methods by using Bayesian variable
selection methods to identify strong interactions automatically. With our new algorithm,
we address some inferential and computational challenges: (1) likelihood functions involve
doubly-intractable normalizing functions, and (2) increasing number of items can lead to
ultrahigh dimensionality in the model. We illustrate the application of our approaches to
challenging simulated and real item response data examples for which studying local de-
pendence is very difficult. The proposed algorithm shows significant inferential gains over
existing methods in the presence of strong dependence among items.
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1 Introduction
Models with intractable normalizing functions are common in many scientific domains, for ex-
ample in exponential random graph models (Robins et al., 2007; Hunter and Handcock, 2012)
in social sciences, spatial interaction point process models (Strauss, 1975; Goldstein, 2015) in
epidemiology, and autologistic models (Besag, 1974) for areal data in ecology. Although several
computational methods have been developed for these models, each of the algorithms may be
computationally impractical, especially in ultrahigh-dimensional settings. One of the important
applications for such models is network psychometrics in item response analysis. Examples in-
clude data on cognitive developmental stages of children (Jin and Jeon, 2019), and measurements
of depression of healthy controls (van Borkulo et al., 2014).
Recently, van Borkulo et al. (2014) proposes network psychometrics that uses second-order
(pairwise) interaction models for item response data. By using Ising graphical models (Ising,
1925; Ravikumar et al., 2010), this approach can account for dependence among items without
any priori assumptions. van Borkulo et al. (2014) develops “elasso” which can shrink insignif-
icant interactions to zero by applying l1 penalty to Ising models. elasso is based on pseudo-
likelihood approximation (Besag, 1974), by assuming conditional independence. However, this
approximation can provide a poor estimator in the presence of strong dependence among items.
Inference for network psychometrics without assuming conditional independence becomes com-
putationally demanding because (1) they involve doubly-intractable normalizing functions, and
(2) increasing number of items can lead to ultrahigh dimensionality in the model.
To provide a solution of current existing problems in network psychometrics, in this manuscript,
we present an elegant Bayes approach that uses inhomogeneous exponential random graph mod-
els (I-ERGMs) (Frank and Strauss, 1986) with edge and second-order interaction (two-star) count
terms. Unlike van Borkulo et al. (2014), our models do not assume conditional independence
among items, which is realistic. However, inference for I-ERGMs is very demanding because
evaluating likelihood functions involves intractable normalizing functions. In Bayesian analysis,
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this results in doubly-intractable posterior distributions. Furthermore, the number of interaction
parameters increases exponentially with the increasing number of items. To address such chal-
lenges, we combine two approaches: (1) a double Metropolis-Hastings (Liang, 2010) ,which is
the most practical method for doubly-intractable distributions, and (2) stochastic search variable
selection method (George and McCulloch, 1993) based on a spike-and-slab prior (Ishwaran and
Rao, 2005).
Compared to pre-existing IRT models, our approaches can easily incorporate second-order
interactions without any priori knowledge (or assumption). Furthermore, our method can au-
tomatically search for significant interactions among items via Bayes regularization techniques
under the model with doubly-intractable normalizing constants. We note that Caimo and Friel
(2013) develops a model selection approach for homogeneous ERGMs using Bayesian model av-
eraging (Hoeting et al., 1999), and illustrates their method up to 5-number of model parameters.
However, our approach applies more broadly due to the flexibility (do not need to specify candi-
date models), and is the first attempt for Bayesian variable selection in the ultrahigh-dimensional
doubly-intractable distributions.
The outline of the remainder of this manuscript is as follows. In Section 2, we describe
inhomogeneous exponential random graph models (I-ERGMs) and discuss their computational
challenges. In Section 3, we propose our Bayesian variable selection methods for I-ERGMs. In
Section 4, we apply our approach to three real data sets. Section 5, we study the performance of
our methods via simulation studies. We conclude with a summary and discussion in Section 6.
2 Inhomogeneous Exponential Random Graph Models
Compared to classic IRT models, I-ERGMs (Frank and Strauss, 1986) can capture local depen-
dence among items. Suppose there is the item response data x ∈ Rn×p with n responses to p
binary items. For all i, j, xij = 1 if the ith respondent answers jth item correctly, otherwise
xij = 0. We consider the I-ERGMs with edge and two-star count terms, where the probability
model is
3
f(x|θ) = 1
κ(θ)
exp

p∑
j=1
βj
n∑
i=1
xij +
∑
j<k
γjk
n∑
i=1
xijxjk
 , θ = (β,γ). (1)
Here, βj is an item easiness parameter and γjk is an pairwise interaction parameter between
item j and k. Although this model can account for both the ease of items and pairwise inter-
actions among items, several computational and inferential challenges prevent researchers from
fitting such models routinely. To calculate the normalizing functions κ(θ) summation over all
2np possible configurations of this model is required, which is computationally intractable even
for moderate size of item response data. By assuming conditional independence among nodes
given all other nodes, van Borkulo et al. (2014) uses pseudolikelihood approximation for this
model, which is a particular likelihood approximation that does not involve κ(θ). However, such
approximation becomes unreliable in the presence of strong dependence among items, which
happens in many situations.
Bayesian framework may be useful to capture the uncertainty about the dependence structure
in this case. Furthermore, it is convenient to carry out inference for hierarchical models involving
κ(θ), and for incorporating prior information. The major issue in constructing an Markov chain
Monte Carlo (MCMC) algorithm for (1) is that the acceptance probability at each step of the
Metropolis-Hastings (Metropolis et al., 1953; Hastings, 1970) requires calculation of κ(θ) both
at the current and proposed θ.
There is also a structural difficulty for (1), due to the ultrahigh dimensionality – the number
of parameters increases exponentially of order p2, where p represents the total number of items.
In Section 3, we propose an efficient MCMC algorithm based on a Bayesian variable selection
method that is useful to rule out weak interactions easily as well as can avoid direct evaluation
of intractable κ(θ).
2.1 Bayesian Approaches for Doubly Intractable Distributions
For intractable distributions, approximate Bayesian computation (ABC) approaches (Beaumont
et al., 2002; Marin et al., 2012) are popular. For a given θ, ABC methods simulate the represen-
tative summary statistics from the probability model. If these synthetic statistics (pseudo data)
resemble the observed statistics (original data) well, then the parameter value is accepted. The
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accepted samples are regarded as the approximate samples from the posterior distribution. ABC
and its variant (e.g., Marjoram et al., 2003) may be broadly applicable. However, implementing
ABC methods to our model (1) is challenging, because ABC algorithms typically suffer from low
acceptance rate for ultrahigh-dimensional models.
Several MCMC methods have recently been developed for models with intractable normalizing
functions. These approaches may be classified into two categories: (1) likelihood approximation
approaches directly approximate κ(θ) via Monte Carlo approximation, and plug in the approxi-
mation into the acceptance probability of the Metropolis-Hastings update (Atchade´, 2006; Liang
and Jin, 2013; Lyne et al., 2015; Alquier et al., 2016; Park and Haran, 2019), and (2) auxiliary
variable approaches which generate an auxiliary variable (pseudo data) that can cancel out κ(θ)
in the acceptance probability (Møller et al., 2006; Murray et al., 2006; Liang, 2010; Liang et al.,
2016).
However, direct application of likelihood approximation approaches to I-ERGMs is challeng-
ing because their methods are based on importance sampling approximation of κ(θ), where there
are no robust estimates even for 10-dimensional parameter space in the doubly-intractable dis-
tributions context (Park and Haran, 2018). Considering that I-ERGMs have thousands of model
parameters with the increasing number of items, the direct application of these methods to our
problem is computationally demanding.
In this case, auxiliary variable approaches may be a useful alternative, as they avoid direct
approximation of κ(θ) by simulating an auxiliary variable with each iteration of the algorithm.
Among them Møller et al. (2006) and Murray et al. (2006) depends on a perfect sampler (Propp
and Wilson, 1996), which uses bounded Markov chains to draw auxiliary variables exactly. Al-
though these approaches are asymptotically exact, perfect sampling is limited even for the moder-
ate size of data sets. To address this, Liang (2010) develops a double Metropolis-Hastings (DMH)
algorithm by generating an auxiliary variable with the finite number of Metropolis-Hastings up-
dates. DMH is the most practical approach for computationally expensive problem, though
DMH is asymptotically inexact. Among current methods, only DMH can provide a reasonably
accurate estimate even for high-dimensional parameter problems (see Park and Haran (2018) for
details). Therefore, in what follows, we build upon DMH to provide a Bayesian variable selection
approach to I-ERGMs that is computationally feasible even for ultrahigh-dimensional cases.
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3 Markov chain Monte Carlo Methods
Here we propose a Markov Chain Monte Carlo algorithm based on a stochastic search variable
selection (SSVS) method (George and McCulloch, 1993). We incorporate spike-and-slab prior
(Ishwaran and Rao, 2005) into a double Metropolis-Hastings (DMH) algorithm.
3.1 Spike and Slab Priors for Bayesian Variable Selection
Compared to elasso (van Borkulo et al., 2014), a Bayes approach can provide the uncertainty
about the dependence structure easily from the posterior samples. Consider the model parameter
θ, and hyperparameters in the spike-and-slab prior (λ, σ2, ω). Here λi is the indicator variable
for θi being included in the model (λi = 1) or not (λi = 0). σ
2 controls a spike distribution for
zero θi, while ω controls a diffusive (slab) distribution for non-zero θi. Since we assume that the
hyperparameters are independent each other, the posterior distribution for I-ERGMs is
pi(θ,λ, σ2, ω|x) = f(x|θ,λ, σ2, ω)pi(θ,λ, σ2, ω)
= f(x|θ,λ, σ2, ω)pi(θ|λ, σ2, ω)pi(λ)pi(σ2)pi(ω),
(2)
where
f(x|θ,λ, σ2, ω) = 1
κ(θ)
exp

p∑
j=1
βj
n∑
i=1
xij +
∑
j<k
γjk
n∑
i=1
xijxjk
 ,
pi(θi|λi, σ2, ω) = λiN(0, ω2σ2) + (1− λi)N(0, σ2),
λi
iid∼ Beta(1, 1),
σ2 ∼ 1/Uniform(4, 100),
ω ∼ 1 + Gamma(1, 0.01).
(3)
The posterior distribution, pi(θ,λ, σ2, ω|x), involves an intractable normalizing function κ(θ).
We note that the number of model parameters q = p + p(p − 1)/2 for p items; this result in
ultrahigh-dimensional posterior distribution.
To address such challenges, we propose a spike and slab DMH algorithm that can achieve
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variable selection and estimate model parameters simultaneously for I-ERGMs. SSVS updates
parameters sequentially via a Gibbs sampler. Consider the parameters at t-th iteration as
(θ(t),λ(t), σ2(t), ω(t)) = (θ
(t)
1 , · · · , θ(t)q , λ(t)1 , · · · , λ(t)q , σ2(t), ω(t)). (4)
We initialize a Gibbs sampler with λ(0) = (1, · · · , 1), θ(0) ∼Uniform(−5, 5), σ2(0) ∼ 1/Uniform(4, 100)
and ω(0) ∼ 1 + Gamma(1, 0.01). Then the parameters are updated successively.
The model parameter θ
(t+1)
i can be obtained from
θ
(t+1)
i ∼ pi(θ(t)i |x,θ(t)(i) , λ(t)i , σ2(t), ω(t)) = f(x|θ(t)i ,θ(t)(i))pi(θ(t)i |λ(t)i , σ2(t), ω(t)), (5)
where θ
(t)
(i) = (θ
(t+1)
1 · · · θ(t+1)i−1 , θ(t)i+1, · · · θ(t)q ). Since f(x|θ(t)i ,θ(t)(i)) from equation (1) includes in-
tractable normalizing function κ(θ), we use a double Metropolis-Hastings (DMH) sampler (Liang,
2010) to update θ
(t+1)
i . With each iteration of MCMC updates (outer sampler for θ
(t+1)
i update),
DMH generates an auxiliary variable y from the probability model equation (1) with a standard
Metropolis-Hastings (inner sampler for y). Then the resulting acceptance probability does not
include intractable normalizing functions. DMH has similarities to ABC methods in that both
approaches can avoid evaluation of intractable likelihoods by simulating pseudo data (auxiliary
variables). If the simulated auxiliary variable y is close to the observed data x, the proposed
parameter is accepted.
Then the λ
(t+1)
i can be updated from
λ
(t+1)
i ∼ pi(λ(t)i |x, θ(t+1)i ,λ(t)(i), σ2(t), ω(t))
= pi(θ
(t+1)
i |λ(t)(i), λ(t)i , σ2(t), ω(t))pi(λ(t)(i), λ(t)i )pi(σ2(t))pi(ω(t)),
(6)
where λ
(t)
(i) = (λ
(t+1)
1 , · · · , λ(t+1)i−1 , λ(t)i+1, · · · , λ(t)q ). Then equation (6) follows a Bernoulli distribu-
tion with probability
P (λ
(t+1)
i = 1|θ(t+1)i ,λ(t)(i)) =
a
a+ b
,
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where
a = pi(θ
(t+1)
i |λ(t)(i), λ(t+1)i = 1, σ2(t), ω(t))pi(λ(t)(i), λ(t+1)i = 1)pi(σ2(t))pi(ω(t)),
b = pi(θ
(t+1)
i |λ(t)(i), λ(t+1)i = 0, σ2(t), ω(t))pi(λ(t)(i), λ(t+1)i = 0)pi(σ2(t))pi(ω(t)).
For all i = 1, · · · , q parameters are updated through equation (5) and equation (6), and we can
obtain θ(t+1), λ(t+1). The the other two parameters σ2(t+1) and ω(t+1) can be updated from
σ2(t+1) ∼ pi(σ2(t)|x,θ(t+1),λ(t+1), ω(t)) = pi(θ(t+1)|λ(t+1), σ2(t), ω(t))pi(σ2(t)),
ω(t+1) ∼ pi(ω(t)|x,θ(t+1),λ(t+1), σ2(t+1)) = pi(θ(t+1)|λ(t+1), σ2(t+1), ω(t))pi(ω(t)).
(7)
Any conventional Metropolis-Hastings sampler can be applied to update hyperparameters λ(t+1),
σ2(t+1), and ω(t+1). A spike and slab DMH algorithm is described in Algorithm 1.
In Step 2 of the Algorithm 1, we set the number of required Metropolis-Hastings updates (m)
equal to the sample size n by following the recommendation in Liang (2010). This can guarantee
the reasonably accurate auxiliary variable samples. Our algorithm can automatically identify
insignificant interactions among items as well as estimate model parameters with uncertainty.
Posterior inclusion probabilities (PIP) for model parameters θ can be easily obtained from the
mean of MCMC samples of λ. If the estimated PIP for θi is smaller than 0.5 we set θ̂i = 0,
otherwise it is estimated via a posterior mean.
4 Real Data Examples
We apply our method to three real data examples: (1) abortion data, (2), deductive reasoning
verbal assessment (DRV) data, and (3) Korean middle school data. For all examples, our Bayes
approach can identify strong interactions among items, while it automatically shrinks weak
interaction parameters toward 0. To illustrate the statistical efficiency of our approach, we
compare a spike and slab DMH algorithm with elasso. We show that our Bayes approach can
recover the true dependence structure of networks well when compared to elasso.
The code for this is implemented in R and C++, using the Rcpp and RcppArmadillo packages
(Eddelbuettel et al., 2011). We fit elasso using IsingFit packages by following settings in van
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Algorithm 1 Spike and Slab Double Metropolis-Hastings
Part 1: Given θ(t),λ(t), σ2(t), ω(t) update θ(t+1) and λ(t+1) for all i = 1, · · · q.
Step 1. Propose θ′i ∼ q(·|θ(t)i ).
Step 2. Generate an auxiliary variable from the probability model using n-number of MH
updates: y ∼ f(x | θ′i,θ(t)(i)), where θ(t)(i) = (θ(t+1)1 · · · θ(t+1)i−1 , θ(t)i+1, · · · θ(t)q ).
Step 3. Accept θ
(t+1)
i = θ
′
i with probability
α = min
f(x|θ
′
i,θ
(t)
(i) ,λ
(t), σ2(t), ω(t))f(y|θ(t)i ,θ(t)(i) ,λ(t), σ2(t), ω(t))pi(θ′i|λ(t)i , σ2(t), ω(t))q(θ(t)i |θ′i)
f(x|θi,θ(t)(i) ,λ(t), σ2(t), ω(t))f(y|θ′i,θ(t)(i) ,λ(t), σ2(t), ω(t))pi(θ(t)i |λ(t)i , σ2(t), ω(t))q(θ′i|θ(t)i )
, 1

else reject (set θ
(t+1)
i = θ
(t)
i ).
Step 4. Consider λ
(t)
(i) = (λ
(t+1)
1 , · · · , λ(t+1)i−1 , λ(t)i+1, · · · , λ(t)q ). Then update λ(t+1)i = 1 with
probability a/(a+ b) where
a = pi(θ
(t+1)
i |λ(t+1)i = 1,λ(t)(i), σ2(t), ω(t)), b = pi(θ(t+1)i |λ(t+1)i = 0,λ(t)(i), σ2(t), ω(t))
else λ
(t+1)
i = 0.
Part 2: Given θ(t+1),λ(t+1), σ2(t), ω(t) update σ2(t+1) and ω(t+1).
Step 5. Propose σ2′ ∼ q(·|σ2(t)) and accept with probability
α = min
{
pi(θ(t+1)|λ(t+1), σ2′, ω(t))pi(σ2′)q(σ2(t)|σ2′)
pi(θ(t+1)|λ(t+1), σ2(t), ω(t))pi(σ2(t))q(σ2′|σ2(t)) , 1
}
else reject (set σ2(t+1) = σ2(t)).
Step 6. Propose ω′ ∼ q(·|ω(t)) and accept with probability
α = min
{
pi(θ(t+1)|λ(t+1), σ2(t+1), ω′)pi(ω′)q(ω(t)|ω′)
pi(θ(t+1)|λ(t+1), σ2(t+1), ω(t))pi(ω(t))q(ω′|ω(t)) , 1
}
else reject (set ω(t+1) = ω(t)).
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Borkulo et al. (2014). In our spike and slab DMH, we use an independent normal proposal to
update parameters. The convergence of MCMC algorithms have been checked by the Monte
Carlo standard errors calculated by batch means (Jones et al., 2006; Flegal et al., 2008); spike
and slab DMH were run until MCSE is at or below 0.03. All the code was run on dual 32 core
AMD Ryzen Threadripper 2990WX Processors. The source codes can be downloaded in the
following repository (https://github.com/jwpark88/itemBayes).
4.1 Attitudes towards Abortion Data
The attitude towards abortion data came from the British Social Attitudes Survey Panel 1983-
1986 (Social and community planning research, 1987). Respondents were asked whether or not
abortion should be allowed by law under the following circumstances:
• (woman) the woman decides on her own she does not wish to have the child,
• (couple) the couple agree that they do not wish to have the child,
• (marriage) the woman is not married and does not wish to marry the man,
• (financial) the couple cannot afford any more children,
• (defect) there is a strong chance of a defect in the baby,
• (risk) the womans health is seriously endangered by the pregnancy, and
• (rape) the woman became pregnant as a result of rape.
The data include binary responses (yes, no) to these seven items from 642 individuals. Under
our Bayesian I-ERGMs with edge and two-star count terms, we have 28 parameters.
Among 21 number of interaction coefficients (γjk in (1)), elasso shrinks 9 of them to 0, while
spike and slab DMH shrinks 15 of them to 0. The estimated network structures from both
approaches are illustrated in Figure 1. For this abortion data, there are g = 2 item groups,
depending on whether the respondents think women may stop pregnancy due to their own
personal reasons (items 1-4) or the abortion may be allowed when a mother or a fetus is at risk
or when a woman is pregnant due to rape (items 5-7). Therefore, we assume that the adjacency
matrix A of the true network has binary values; for all j 6= k,Ajk = 1 if the jth item and kth
10
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Figure 1: Estimated network structures for a abortion data set. 10,000 MCMC samples are
generated for Bayes approach. Green lines indicate positive relations. Estimated interaction
coefficients are also illustrated. The width of the lines indicate the connection strength between
the relevant nodes - thicker lines indicate stronger connection.
item are in the same group, otherwise Ajk = 0. For both elasso and spike and slab DMH, we
set Âjk = 1 if estimated γ̂jk > 0, otherwise Âjk = 0. Based on this we can define the root mean
square error (RMSE) as √√√√ 1
p2
p∑
j=1
p∑
k=1
(Âjk −Ajk)2,
and we obtain the RMSE for elasso as 0.350 and the RMSE for Bayes approach as 0.202.
Furthermore, to measure the discrepancy between the fitted network and the true network,
we calculate the tail-area probability (posterior predictive p-value) from the posterior predictive
distribution (see Gelman et al. 2013) as follows: (1) We obtain 1,000 thinned posterior samples
from spike and slab DMH. (2) 1,000 item response data sets are simulated for given thinned
posterior samples. (3) We calculate the sufficient statistics T (y1), · · · , T (y1000) from simulated
data sets. (4) Finally, we estimate the posterior predictive p-value by
1
1000
1000∑
i=1
I{T (yi)>T (x)} ≈ P (T (y) > T (x)),
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where T (x) ∈ Rq is the sufficient statistics from the original data; we have q-number of model
parameters. Since elasso only provide a point estimate, we generate 1, 000 data sets for given an
elasso estimate. Then we estimate the posterior predictive p-value similarly. As the estimated
networks close to the true network, posterior predictive p-value will be close to 0.5.
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Figure 2: Distributions of estimated posterior predictive p-values for a abortion data set.
Figure 2 shows the distribution of q = 28 number of estimated posterior predictive p-values.
In Figure 2, we observe that the posterior predictive p-values obtained from the Bayes approach
are more centered around 0.5, compared to those from elasso. From both RMSE and posterior
predictive p-value calculations, we found that our approach can recover the true network structure
well than elasso.
4.2 Deductive Reasoning Verbal Assessment Data
The Competence Profile Test of Deductive Reasoning - Verbal (DRV: Spiel et al., 2001; Spiel
and Gluck, 2008) was developed based on Piaget’s cognitive developmental theory (Piaget, 1971)
for the purpose of evaluating children’s and adolescents’ cognitive development stages in their
deductive reasoning levels. According to Piaget (1971), cognitive development stages for youth
can be divided into four sequential stages: the sensorimotor, the preoperational, the concrete
operational, and the formal stage. When cognitive development progresses from one stage to
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another, there exists a transition stage that reorganizes the thinking processes (Draney et al.,
2007). Among four stages, the DRV test targets the evaluation of students to distinguish two
stages, a concrete-operational stage that is expected to perform logical operations only on con-
crete objects and a formal stage that is expected to perform logical operations on concrete and
abstract objects. The student participated in DRV tests can be categorized into three groups:
students in the concrete stage, those in the formal stage, and those in the transition stage from
concrete to formal stages. The data include 418 respondents and 24 items and, which results in
I-ERGMs 300 number of parameters.
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Figure 3: Estimated network structures for a DRV data set. 20,000 MCMC samples are generated
for Bayes approach. Green and red lines indicate positive and negative relations respectively.
The width of the lines indicate the connection strength between the relevant nodes - thicker lines
indicate stronger connection.
Elasso shrinks 209 number of interaction coefficients to 0. Among 67 non-zero γjk, 59 of
them are estimated positively. On the other hand, a spike and slab DMH algorithm shrinks 183
number of interaction parameters to 0. Among 93 non-zero coefficients, 52 of them are estimated
positively. Figure 3 shows the estimated network structures from elasso and spike and slab DMH.
The DRV data set has g = 3 item groups: (1) concrete (items 1-8), (2) abstract (items 9-
16), and (3) counterfactual (items 17-24). Within each group, there are four different types of
inference: (1) Modus Ponens (MP; A, therefore B), (2) Negation of Antecedent (NA; Not A,
13
Group Elasso Bayes
Concrete 0.637 0.433
Abstract 0.750 0.250
Counterfactual 0.612 0.353
Table 1: The root mean square error (RMSE) of estimated adjacency matrix for each group in
the DRV data set.
therefore B or not B), (3) Affirmation of Consequent (AC; B, therefore A or not A), and (4)
Modus Tollens (MT; Not B, therefore not A). MP and MT items have a positive relation because
both involve biconditional conclusions. Since NA and AC items include a perhaps option, they
have a positive relation. However, MP-MT and NA-AC have a negative relation. A detailed
explanation about the data can be checked in Jin and Jeon (2019). Based on this structure, we
consider the true adjacency matrix A for each item group. For all j 6= k,Ajk = 1 if the jth item
and kth item are in similar type of inference (e.g. MP-MT), otherwise Ajk = −1 (e.g. MP-NA).
For both elasso and Bayes approach, we set Âjk = 1 for γ̂jk > 0, Âjk = 0 for γ̂jk = 0, and
Âjk = −1 for γ̂jk < 0. As in the previous example, we observe that RMSEs for Bayes approach
is lower than those of elasso (Table 1). We found that elasso cannot identify negative relations
compared to a Bayes approach. This is because elasso depends on conditional independence
assumption; the conditional probability of jth item given all other items are independent across
respondents. This assumption might be unrealistic for the correlated item response data sets
considered in this manuscript.
We also obtain the posterior predictive p-values from both approaches. Figure 4 illustrates the
distribution of q = 300 number of estimated posterior predictive p-values. Figure 4 indicates that
the posterior predictive p-values estimated from spike and slab DMH are more distributed around
0.5, than those from elasso. This points out that our method can detect the true dependence
structure between items well than elasso.
4.3 Korean Middle School Data
For decades, Korean public K-12 systems have been highly criticized for its highly competitive
environment that make a poor influence on students’ intellectual, mental, and behavioral devel-
opments. In order to understand the current status of students’ developments and to evaluate
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Figure 4: Distributions of estimated posterior predictive p-values for a DRV data set.
the effects of the highly competitive environment, the Office of Education in Gyeongi Province
(the Metropolitan area of Seoul) initiated the student surveys that include mental and physical
health, creativity, ethics, autonomy, and democratic conciseness questions. All responses were di-
chotomized to binary responses. Among elementary, middle, and high school survey dataset, we
analyze a middle school dataset that consists of 3,784 respondents and 70 questions. All 70 items
are categorized into 10 scales, and detailed items and scale lists are given in the Supplementary
Materials. This results in I-ERGMs with 2,485 number of parameters.
Among 2415 number of interaction coefficients, elasso shrinks 2101 of them to 0. Among
314 non-zero coefficients, 305 of them are estimated positively. On the other hand, the Bayes
approach shrinks 1882 of interaction coefficients to 0, 240 of them are estimated positively,
and 293 of them are estimated negatively. The estimated network structures are illustrated in
Figure 5. Similar to the previous example, elasso fails to detect negative network structure,
compared to spike and slab DMH.
Since the item dependent structure for Korean middle school data is unknown, it is not able
to calculate RMSE between the true adjacency matrix and estimated adjacency matrices like the
attitude to abortion data and DRV data. Instead, we provide some descriptive explanation based
on the top 10 strongest interactions (both positive and negative) among items in the different
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Figure 5: Estimated network structures for a middle school data set. 20,000 MCMC samples
are generated for Bayes approach. Green and red lines indicate positive and negative relations
respectively. The width of the lines indicate the connection strength between the relevant nodes
- thicker lines indicate stronger connection.
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Positive interactions Group name
γ37,38 self-driven learning (37) and self-understanding (38) 1.298
γ42,59 test stress (42) and academic stress (59) 0.975
γ36,38 self-driven learning (36) and self-understanding (38) 0.869
γ35,38 self-driven learning (35) and self-understanding (38) 0.801
γ35,39 self-driven learning (35) and self-understanding (39) 0.730
γ69,70 self-efficacy (69) and self-esteem (70) 0.691
γ34,41 self-driven learning (34) and self-understanding (41) 0.675
γ34,38 self-driven learning (34) and self-understanding (38) 0.629
γ6,58 mental ill-being (6) and self-esteem (58) 0.618
γ44,66 test stress (44) and academic stress (66) 0.608
Negative interactions Group name
γ6,70 mental ill-being (6) and self-esteem (70) -0.548
γ49,62 relationship with friends (49) and academic stress (62) -0.502
γ12,64 sense of citizenship (12) and academic stress (64) -0.496
γ12,61 sense of citizenship (12) and academic stress (61) -0.486
γ37,50 self-driven learning (37) and relationship with friends (50) -0.460
γ5,70 mental ill-being (5) and self-esteem (70) -0.441
γ16,31 sense of citizenship (16) and belief in growth (31) -0.434
γ6,55 mental ill-being (6) and self-esteem (55) -0.426
γ50,62 relationship with friends (50) and academic stress (62) -0.422
γ6,50 mental ill-being (6) and relationship with friends (50) -0.417
Table 2: The top 10 strongest interactions (both positive and negative) among items in the
different scale groups for a middle school data set.
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scale groups, given in Table 2.
The strongest positive interaction is between item 37 (I am good at thinking of a special way
of doing something) and item 38 (I know what I want to learn). This implies the creativity is
highly related to the self-perception for learning. The second strongest positive interaction is
between item 42 (I am nervous when I try to take the exam) and item 59 (I am afraid I will
not be able to go to the university I want to work with). Both items mean test anxiety. Note
that, in South Korea, students must score high on the college entrance exam to be admitted to
higher-ranking universities. The third strongest positive interaction is between item 36 (I am
curious about things) and item 38 (I know what I want to learn). That means curiosity is closely
related to the self-awareness of learning. The details of the other remained 7 positive interactions
are given in Supplementary Materials.
Similarly, the strongest negative interaction is between item 6 (Sometimes I want to die
without any reason) and item 70 (I have a positive attitude toward myself). This is natural
because these two questions are asking the opposite attitudes to the student himself/herself.
The second strongest negative interaction is between item 49 (I feel comfortable when Im with
my school friends) and item 62 (I feel uneasy when I play with my friends). This is also reasonable
due to the fact that these two questions are checking the opposite feelings towards friends. The
third strongest negative interaction is between item 12 (Foreigners living in Korea should be
treated the same as Koreans) and item 64 (I can ignore friendship to get better grades in grades
or entrance exam). This implies compassion for foreigners, such as illegal immigrants, has a
negative interaction on acting selfishly to achieve better school results. The details of the other
remained 7 negative interactions are provided in Supplementary Materials.
Figure 6 indicates that the posterior predictive p-values obtained from the Bayes approach
are closer to 0.5, compared to those from elasso. This highlights the fact that spike-and slab
DMH can identify the true network structure reasonably than elasso.
5 Simulation Studies
We provide a simulation study to validate our method. To generate realistic item response data
with dependent structures, we follow settings described in Jin and Jeon (2019). We simulate
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Figure 6: Distributions of estimated posterior predictive p-values for a middle school data set.
item response data with n = 300 respondents and p = 24 items, which result in 300 number of
model parameters. We consider g = 6 item groups (4 items per each group) and 3 person classes
(100 respondents per each class). We assume that (1) the first 100 people tend to give accurate
answers to group 1 (items 1− 4) and group 2 (items 5− 8), (2) the next 100 people tend to give
correct responses to group 5 (items 17 − 20) and group 6 (items 21 − 24), and (3) the last 100
respondents tend to give exact answers to group 3 (items 9 − 12) and group 4 (items 13 − 16).
In this setting, for example, the first 100 people are expected to respond well with groups 1− 2
(intended inside-class item groups), while not with groups 3 − 6 (intended outside-class item
groups). However, in practice, some of them may perform well with group 4 or cannot answer
well with groups 1− 2. To account for such randomness, we define the following probabilities.
• p11: the probability of an actual inside-class respondent being assigned to intended inside-
class item groups
• p21: the probability of an actual outside-class respondent being assigned to intended
outside-class item groups
• p12: the probability of providing correct answers to anitem group that belongs to the actual
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Setting Elasso Bayes
p11 = 0.7, p12 = 0.7 0.340 0.212
p11 = 0.7, p12 = 0.8 0.348 0.196
p11 = 0.8, p12 = 0.7 0.345 0.200
p11 = 0.8, p12 = 0.8 0.354 0.182
p11 = 0.9, p12 = 0.7 0.347 0.187
p11 = 0.9, p12 = 0.8 0.358 0.176
Table 3: The root mean square error (RMSE) of estimated posterior predictive p-values for 100
simulated data sets. 20,000 MCMC samples are generated for Bayes approach.
inside-class
• p22: the probability of providing correct answers to an item group that belongs to the
actual outside-class
To make small amount of randomness among respondents within a class, we set the outside-
class probabilities (p21, p22) to always be smaller than the inside-class probabilities (p11, p12).
Furthermore, to account dependence within a item group, we introduce the local dependence
parameter ρ (Chen and Thissen, 1997). For instance, ρ = 0.8 implies that a respondent has a
80% chance of answering correctly to item j if he/she gives a correct answer to item k (with
k 6= j). Otherwise, a respondent provides an accurate answer to the item j depending on the
easiness of the item (corresponds to
∑n
i=1 xij in (1)).
As in Jin and Jeon (2019), we consider different combinations of the inside-class probabilities
with p11 = (0.7, 0.8, 0.9) and p12 = (0.7, 0.8). We fix outside-class probabilities as p21 = p22 = 0.5,
and set the item dependence ρ = 0.8. For each scenario, we simulate N = 100 datasets.
Similar to the real data examples, we estimate posterior predictive p-values from both elasso
and spike and slab DMH. Then for N = 100 simulated data sets, we can calculate the root mean
square error (RMSE) for posterior predictive p-values as
√√√√ 1
Nq
N∑
i=1
q∑
j=1
(p̂-valij − 0.5)2,
where q is the number of sufficient statistics. Table 3 shows that the RMSEs obtained from spike
and slab DMH are smaller than those of elasso. This fact demonstrates that our Bayes approach
can recover the network structure well compared to elasso, in the presence of strong dependence
20
on the item response data.
Figure 7 shows illustrative examples under each simulation scenario. Both approaches can
detect dependence structure within the item group well. For example, items 1− 4 are connected
in both networks. However, elasso networks cannot recover dependence between item groups by
shrinking most of the corresponding interaction parameters to zero. For instance, group 1 and
group 2 (items 1−4 and items 5−8) should have positive relations, while interaction parameters
between group 1 and groups should be negative. Because groups 1− 2 are intended inside-class
item groups and groups 3−6 are intended outside-class item groups for the first 100 respondents.
Compared to elasso networks, Bayes networks can identify such relations well.
6 Discussion
In this manuscript, we have developed a novel Bayes approach for ultrahigh-dimensional doubly-
intractable distributions. Especially, we illustrate the application of our methods to network
psychometrics models, which is one of the arising areas in the item response theory (IRT) mod-
els. Unlike pre-existing IRT models, our methods do not depend on priori assumption about the
dependence structure, which results in ultrahigh-dimensional doubly-intractable posterior distri-
butions. To address statistical and computational challenges for such models, we combine two
different approaches: (1) a double Metropolis-Hastings algorithm (Liang, 2010), and (2) stochas-
tic search variable selection method (George and McCulloch, 1993; Ishwaran and Rao, 2005).
To our knowledge, no existing approach provides practical solutions for ultrahigh-dimensional
doubly intractable distributions. Our study of applications to challenging real and simulated
item response data examples show that our approach can recover the true interactions among
items well, compared to the best current approach. The main difference between our approach
and elasso (van Borkulo et al., 2014) is whether the models assume conditional independence
(elasso) or not (spike and slab DMH). By ignoring local dependence among items, elasso can pro-
vide the maximum pseudolikelihood estimates (MPLE) quickly. However, it is well known that
the performance of MPLE becomes poor in the presence of strong dependence as in the prob-
lems we consider in this paper. Ignoring local dependence leads to systematic bias in parameter
estimation (Chen and Thissen, 1997).
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Figure 7: Examples of simulated networks in the simulation study. Green and red lines indicate
positive and negative relations respectively. The width of the lines indicate the connection
strength between the relevant nodes - thicker lines indicate stronger connection.
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We note that our approach is asymptotically inexact; the stationary distribution for the
Markov chain is not equal to the desired target posterior. This is because DMH generates an
auxiliary variable approximately (Step 2 in Algorithm 1). Currently, DMH is the only option
for ultrahigh-dimensional doubly intractable distributions and can provide reasonably accurate
estimates in practice. Several approaches have been developed to reduce the variance of the
estimates, though still remaining asymptotically inexact. For example, Alquier et al. (2016);
Stoehr et al. (2017) provide Hamiltonian variants of DMH, and Friel et al. (2016) develops
control variates for intractable likelihoods. Developing an asymptotically exact algorithm for
such models is still an open question.
There can be variants of our method based on different variable selection methods. There
have been several proposals for Bayesian variable selections (see O’Hara et al. (2009) for detailed
review). For instance, instead of using the indicators λ in the model, Bayesian lasso methods
(Park and Casella, 2008; Yi and Xu, 2008) directly approximate spike and slab shape of the prior
on the model parameters θ. The horseshoe prior (Carvalho et al., 2010) is also widely used to
sparse-signal detection. Our models are suited to problems where we have enough respondents
(n) for the number of items (p), as examples described in this manuscript. Otherwise, both spike
and slab DMH and elasso suffer from a “large p, small n” problem. For example, data sets with
100 respondents and 50 items result in 1275 number of model parameters, which is challenging
to provide reliable estimates.
The computational methods proposed here allow researchers to detect local dependence
among items, which is crucial in many scientific disciplines, and we hope that they will per-
mit researchers to fit such models more routinely. For strongly dependent item response data
examples, we show how this gain allows researchers to carry out accurate Bayesian inference
when the existing approach is not. Identifying locally dependent items will help test developers
choose the item set that is locally independent and construct a more efficient assessment without
redundant information. We hope that the method and idea we have proposed in this manuscript
may be applicable to a broader class of computationally intractable models. Examples include
the social network model (Robins et al., 2007; Hunter and Handcock, 2012) and its variants,
the interaction point process models (Strauss, 1975; Goldstein, 2015), and non-Gaussian Markov
random field models (Besag, 1974; Hughes et al., 2011) in spatial statistics.
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