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ABSTRACT 
We present a set of LP problems, each of which illustrates a particular numerical 
feature of the Dantzig-Wolie decomposition algorithm. Although these particular 
examples each involve only a few constraints and variables, they identify numerical 
difficulties that can occur in general. Some implications for the implementation f
decomposition algorithms in a numerically sound way are briefly discussed. 
1. INTRODUCTION 
The fitU master program, obtained by applying the decomposition princi- 
ple of Dantzig and Wolfe [1] to a given linear program, has the same [easible 
and optimal solutions as the linear program. However, the two programs are 
not combinatorially or numerically equivalent. The latter is our concern here, 
and the purpose of this note is to point out some substantial numerical 
differences between the two programs. We do this by presenting a set of 
examples, each of which illustrates a particular numerical feature of Dantzig- 
Wolfe decomposition. These examples involve linear programs in only a few 
equations and variables. However, they identify difficulties that can occur in 
general, and some implications for the implementation of decomposition 
algorithms in a numerically sound way are given in the discussion of Section 
4. A very brief introduction to Dantzig-Wolfe decomposition is given in the 
next section. 
2. BACKGROUND 
Let us consider the linear program defined by (2.1) below, where the two 
sets of rows are linked through the variables x1. It is a special case of both a 
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block angular and a staircase structure. 
minimize e~x 1 + c2x 2 
subject to 
Axxx =bx ' (2.1) 
BlXl+ A2x2=b 2, 
Xl ,X  2 >/ 0 ,  
where AI, B1, and A 2 are matrices, and Xl,X2,cl,e2,bx,b 2 are vectors of 
appropriate dimension. 
Let X be the polyhedral set of feasible solutions to the first set of 
constraints, Alx I = b 1, x I >/0, and for simplicity, assume X is bounded. Any 
feasible solution x 1 to this subproblem can be written as a linear convex 
combination of extreme points x{ of X: 
X l= Ewjx  ~ , •w i= 1, wi>~0. (2.2) 
J / 
x x can then be substituted into the remaining constraints in (2.1), thus 
defining the full master program in the variables w I and x2, whose columns 
are defined by Blx { and the columns of A 2. In practice, extreme points (and 
extreme rays when X is unbounded) are developed from the subproblem as 
they are needed and used to define a restricted master program. 
To facilitate data handling, many implementations of the Dantzig-Wolfe 
algorithm form master columns Blx { directly during the solution of the 
subproblem, and do not preserve the corresponding extreme points x{. In this 
case, the x I component of the optimal solution, say x~ pt, is recovered, or 
reconstructed by solving an LP problem of the following form: 
minimize c 1 x i 
subject to 
Alx 1 = b 1, (2.3) 
Blx 1 = b 2 - A2x~pt ' 
xl>~O, 
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where x~ vt, the x~ component of the optimal solution, is obtained directly 
from the master program. In the more general case, corresponding to a block 
angular linear program, there will be several subproblems, and the partition- 
ing of the right-hand side, as determined by the optimal solution of the master 
program, would lead to a set of linear programs of the form (2.3). Of course, if 
the extreme points corresponding to columns in the master program basis 
were available, reconstruction would not be necessary. From a numerical 
standpoint, forming the optimal solution directly, and reconstructing it by 
resource partitioning as outlined above, are two very different processes. 
3. ILLUSTRATIVE EXAMPLES 
3.1. Scaling 
A linear program can be well scaled in its original form but become badly 
scaled after the decomposition principle is applied. Consider the following 
example: 
minimize x + y 
subject o 
x + e'y >1 O) 




where e is small, and ½ ~< e'~< 1. If the simplex algorithm is applied to this 
problem, then every basis B is well conditioned (i.e. has a reasonable 
condition number IIBIl~llB-1112), small variations in the coefficients will 
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produce small variations in the extreme points of the problem, and the 
problem is well scaled. 
Suppose, however, we decompose this LP into a master and subproblem 
as indicated above. The extreme points of the subproblem are 
0 0 , - 1/2e'  ) (:3.2) 
and the master program becomes 
1 1 
~eW:~ - ~e,  w4 + sl = 1, 
1 1 
2e w:~ + 2Tw4 + s 2 = 1, (3.3) 
w~ + w 2 + w 3 + w 4 = 1, 
w~/> 0, s l, s 2 >~ 0. 
This program has basis matrices with large condition umbers. The structural 
columns differ widely in magnitude, and their reduced costs, in a pricing 
operation of the simplex method applied to (3.3), can give misleading 
information about the value of introducing a particular column into the basis. 
The master program is now badly scaled (see [6]). 
3.2. Correlation o f  Error 
Ill-conditioned subproblem bases need not, of course, give solutions x j 
with large elements, but when slightly perturbed they usually give solutions, 
say x{, that differ substantially from x( The next example has some ill-condi- 
tioned subproblem bases, but the (unique) optimal basis of the original inear 
program is well conditioned. Let x °pt denote this optimal solution. If w " 
represents the optimal solution of the master program with columns de- 
termined by x{., then the substantial errors in w C are so correlated with the 
substantial errors in x{ that the optimal solution ~jw~'x{, given by decomposi- 
tion, is close to x °°t. 
Consider the program 
minimize x 4 
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subject o 
X 1 
X 1 + X$ 
+( l+e l )x  3 - -a  l 
+(1+ e~)x 3 =a S 
X 3 + X 4 = a 3 







a S - -  a 1 
w2+ x 4 ----- a3 ,  
e2 - -  ~1 
x 4 ~--- a4 ,  
w 2 ----- 1, 
w 1, w2,  X 4 >10.  
w 1 = 1 a3 --  a4  
k ' 
a 3 - -  a 4 
w2 = k ' 
X 4 = a4 ,  
(3.5) 
This has the solution 
(al) x~--- az -  al  
0 
where k = (a S - a l ) / (e ~ - el). 
The master program is 
minimize 
subject o 
Let e I and e 2 be small, e 2 > e 1, a 2 > a 1 > a2(1 + e l ) / (1  + e2). Then there are 
only two feasible xtreme points of the subproblem, and these are 
(a l - ( l+e l )k )  
and Xl ~= 0 , 
k 
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where we assume a 3 > a 4 > 0 and chosen so that w 1, w 2 > 0. The optimal 
solution x °pt = wxx ~ + W2Xl z is as follows: 
X opt  
a l - ( l+e l ) (aa -a4)  ) 
(a 2 -a  1 ) - (a  a -a , ) (e  2 -e  1) . 
a 3 - -  /24 
34 
(3.6) 
Now solving the LP system (3.4) directly yields the unique (optimal) 
solution, and the associated 4 × 4 basis is well conditioned. This implies that 
x °pt is relatively insensitive to small changes in the matrix or right-hand-side 
elements, as can be seen directly from (3.6). Suppose, however, that 
al, az, el, e 2 are obtained by truncating a~, a~, e~, and e~, which are not 
machine representable numbers. Suppose also that the above derivation is 
p ! r carried out with a '  1, a 2, e 1, and e 2 used in place of a 1, a 2, e 1, and e2, and 
denote the quantities corresponding to k, w 1, w 2, and x~ by k', w'l, w~, and 
x~ 2. Then the quantity k which determines x~ can be drastically different from 
k'=(a~-  a'l)/(e~-e[) which determines x{ 2. This is because the basis 
which determines x~ is ill conditioned. The corresponding quantities w{ and 
w~ will also be quite different from w 1 and wz. However, the errors in w 1 and 
w~ are so correlated with the errors in x~ and x~ that x °pt does not change 
drastically. 
3.3. Solution Reconstruction 
Our final example illustrates difficulties that arise with the method of 
reconstruction of the solution described in Section 2. 




X 1 +( l+e l )xa  =a l )  
x 2+( l+e2)xa  a2 
x l+x2+2( l+ea)x  a +x4-~a3} 
subproblem rows, (3.7) 
master ows, 
xi>~0. 
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There can only be two feasible extreme points of the subproblem, and these 
are given by 
(aa0:) X~ ~ 
l+e l  ) 
a 1 --  a2  1 - - -~e  ~
Xl 2= 0 , 
a2 
1+ e 2 
(3.s) 
where we assume that a t and a 2 are chosen so that x~,xx 2 >/0. The bases 
corresponding to these solutions are well conditioned. The master problem is 
maximize x 4 
subject o 
l+e l  2(1+ ea)a2) 
W2"4" X 4 = a a, (3.9) (a l+a2)wl+ al -a21"i -~e~ + l+e2  
W 1 "4- W 2 = 1, 
Wl,  W2,X  4 ~0.  
Assume 2e 3 < e I + e~. Then the coefficient of w 2 is less than the coefficient of 
w 1, and so the optimal solution of (3.9) is w 1 = 0, w 2 = 1, and x 4 determined 
by (3.9). The optimal solution of the LP, obtained by taking a linear convex 
combination of extreme points, is 
Xop t ~-~ 
a3~ 
1+ e 1 




al +a~( l+2e3-e l )  
l+z  2 
(3.10) 
The basis corresponding to the variables xx, x3, and x 4 in the original LP is 
well conditioned, and the solution Xop t can alternatively be obtained from this 
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basis. If, however, we use the commonly implemented method of reconstruc- 
tion (Section 2), we must solve the system 
0 1 1+ e 2 x 2 = 
1 1 2(1+ e,3 ) x3 
al 
(12 
a 1 Ji- (1 +2(e  3 -- e l l )a2~(1  + e2) 
This is an ill-conditioned problem. Numerical error will usually result in this 
reconstructed solution being substantially different from the true well-condi- 
tioned solution (3.10), and it could even be infeasible. 
4. DISCUSSION 
In implementations of the revised simplex method for solving large-scale 
linear programs, it is still quite common to trade off stability in the basis 
update for efficiency of data handling, in particular a reduction in the number 
of I /O  operations involved in moving the basis representation between main 
and secondary storage [3]. By monitoring the basis update it is possible to 
detect instability and then initiate a stable refactorization of the correspond- 
ing basis matrix. In decomposition algorithms, however, it is imperative that 
columns of the master program be developed in a numerically stable manner. 
Otherwise we could not assert that each computed column of the master 
program, using the basis matrix BI of the subproblem, is the one obtained by 
exact computation using a perturbed basis matrix B 1 + ~B~ with II~BJlI/IIBJll 
small, and the optimal solution of the computed master may then bear little 
relation to the optimal solution of the original program. Note that when stable 
techniques are employed, different columns of the master would require 
different perturbations 8B i of the corresponding basis matrices. Thus one 
cannot, in general, claim that the computed full master program can be 
obtained by applying the decomposition principle to a slight perturbation of 
the original linear program, for example, to the problem (2.1) with each 
matrix A i and B i replaced by A i + 8A i or B i + 8Bi respectively, where 
II~A~II/IIAil I and 118Bill/llBi] I are small. 
As we have noted in the examples of Section 3, even when stable 
techniques are employed, the columns of the computed master program can 
differ substantially from those of the true one. The implications of the 
example of Section 3.2 are that errors in the extreme points (or rays) defining 
columns of the computed master can be correlated with errors in solutions 
obtained from this computed master, thus preserving the optimal solution. 
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This optimal solution must, of course, be relatively insensitive to perturbations 
of the initial data. If one is to take advantage of correlation of error, however, 
the examples of Sections 3.2 and 3.3 show that careful attention must be paid 
to the method of reconstruction. 
Finally, as noted in Section 3.1, the master program can become badly 
scaled. The dynamic scaling strategy of Harris [4] or Greenberg and Kalan 
(see [2]) may be of particular value when used in implementations of
decomposition algorithms. Their application to this case is, however, not 
straightforward, and requires ~rther esearch. 
Motivated by earlier examples and their implications, we have undertaken 
a detailed error analysis and perturbation theory of decomposition a d nested 
decomposition algorithms using the methods of Wilkinson [7-9]. This will be 
described at a later date. Some preliminary results are given in [5]. 
My thank ~Ph i~pWol fe f~est ing  an improvementin Me fi~t 
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