Abstract. We show that there are no non-trivial stratified bundles over a smooth simply connected quasi-projective variety over an algebraic closure of a finite field, if the variety admits a normal projective compactification with boundary locus of codimension ≥ 2.
Introduction
On a smooth quasi-projective variety X over the field k of complex numbers, the theorem of , [Gro70] ) shows that theétale fundamental group πé Over the field C of complex numbers, the proof is very easy, but it makes a crucial use of the topological fundamental group π top 1 (X) and the fact that it is finitely generated. If k has characteristic p > 0, we no longer have this tool at our disposal.
All we know is that the category of O X -coherent D X -modules, also called stratifications, is Tannakian, neutralized by a rational point on X, and that its profinite completion is, according to dos Santos, theétale fundamental group ([dSan07, Cor. 12]).
Nonetheless, as conjectured by Gieseker [Gie75] , the same theorem holds true under the extra assumption that X is projective ([EsnMeh10]): triviality of πé t 1 (X) implies triviality of the stratifications.
On the other hand, it is shown in [Kin14, Thm.1.1] that dos Santos' theorem loc. cit. may be refined in the following way. The category of stratifications has a full subcategory of regular singular stratifications. The profinite completion of its Tannaka group is then the tame fundamental group.
This enables one to ask (see [ In this article, we address Question i). Fundamental groups of quasi-projective non-projective smooth varieties in characteristic p > 0 are not well undersood. We give in Section 5 some non-trivial examples where we can obtain some reasonable structure.
Our main theorem 3.2 asserts that Question i) has a positive answer if X has a normal compactification with boundary of codimension ≥ 2, and if k is an algebraic closure of the prime field F p .
The arithmetic assumption on the ground field comes from the application of Hrushovsky's main theorem [Hru04, Cor. 1.2] and the fact that we cannot, in general, define a surjective specialization homomorphism on theétale fundamental group (we do not know, however, if this can be done for the smooth loci of a family of normal projective varieties). See Section 4.
The geometric assumption on the existence of a good compactification with small boundary enables us to show a strong boundedness theorem 2.1. The main issue, if we drop the assumption, is to define a suitable family of extensions of the underlying vector bundles of a stratification to a particular normal projective compactification of X, in such a way that they form a bounded family of sheaves.
Under the geometric assumption in our result, the reflexive extension of the bundles does it. See Remark 3.7. In general, we do not know. Over the field of complex numbers, if we assume in addition that the stratification is regular singular, then we have Deligne's canonical extension at our disposal. Indeed, Deligne shows in [Del14] boundedness for those. His non-algebraic proof relies on the fact that the topological fundamental group is finitely generated.
We use the existence of a projective ample complete intersection curve to reduce the problem to the case where the underlying bundles E n of a stratification are stable of slope 0, and of given Hilbert polynomial. This comes from the Lefschetz theorem Theorem 3.5 for stratified bundles, which ultimately relies on Bost's most recent generalization of the Grothendieck Lef conditions, see Appendix A. Then the proof follows the line of the proof of the main theorem in [EsnMeh10].
In Section 5, relying again on the Lefschetz theorem, we are able to give a nontrivial family of examples with trivialétale fundamental group for which one can also conclude that stratifications are trivial, this time over any field, as we can argue without using Hrushovsky's theorem loc. cit..
Boundedness
We fix the notations for this section. Let X be a projective normal irreducible variety of dimension d ≥ 1 over an algebraically closed field k of characteristic p > 0. Let j : U → X be the open embedding of the regular locus. We fix an ample Cartier divisor Y → X. For a vector bundle E on U, we define the Hilbert polynomial χ(X, j * E(mY )) ∈ Q[m] of the reflexive hull j * E of E. We recall the definition of a stratification in Definition 3.1.
This section is devoted to the proof of the following Theorem 2.1. We fix r ∈ N \ {0}. There are finitely many polynomials χ i (m) ∈ Q[m], i ∈ I = {1, . . . , N} such that for any stratification E = (E n , σ n ) n∈N of rank r on U, there is a n 0 (E) ∈ N such that for all n ≥ n 0 (E), χ(X, j * E n (mY )) ∈ {χ 1 (m), . . . , χ N (m)}.
If dim(X) = 1, then X is smooth projective, and by [EsnMeh10, Cor. 2.2], one has χ(X, E(m)) = rχ(X, O X (m)). So we may assume dim X ≥ 2.
In general, we reduce to the 2-dimensional case as follows. Let d = dim(X) ≥ 3. We choose a Noether normalization h : X → P d over k. This defines the open U of the product of the dual projective spaces ((P d ) ∨ ) d−2 , whose points x ∈ U parametrize intersections of hyperplanes
The open U is non-empty, and irreducible.
is a projective normal irreducible 2-dimensional variety; ii) For any vector bundle E on U, i whole family of vector bundles underlying all stratifications on U, to the problem of boundedness of j * E n | Yx for Y x as in Lemma 2.2.
Proof of Theorem 2.1. By Corollary 2.3, we may assume that X has dimension 2. We denote by i : Y → X a smooth projective irreducible ample curve, by Σ = X \ U the singular locus of X, which thus consists of finitely many closed points (outside Y ). Let π : X ′ → X be a desingularization such that π −1 Σ is a strict normal
, and the intersection form of NS(X ′ ) has negative definite restriction to this subgroup. We set
) so that NS(X) may be identified with the Néron-Severi group of X (of Weil divisor classes modulo algebraic equivalence). This is a finitely generated abelian group; further, the orthogonal complement
is injective with finite cokernel. We also note that there is a natural, surjective homomorphism Pic(U) → NS(X) induced by the surjection Pic(X ′ ) → Pic(U) obtained by restriction of line bundles.
Then V is a coherent reflexive sheaf on X, and V ′ is a vector bundle on X ′ . For any vector bundle V ′ on X ′ , we define c 1 (V ′ ) ∈ NS(X ′ ) and c 2 (V ′ ) ∈ Z as the images of the corresponding algebraic Chern classes in CH * (X ′ ).
With those notations, it is enough to show
Indeed, if i) and ii) hold, then by the Riemann-Roch theorem on X ′ , there is a finite set of polynomials
One has
and since V n is generated along Σ by its sections defined on a neighbourhood of Σ, so is π * V n , by its sections on a neighbourhood of π
which is surjective outside of codimension ≥ 2. Thus one has a surjection
locally near Σ, and both sheaves are supported within Σ, which bounds the dimension over k of H 0 (X, R 1 π * V ′ n ). This shows then Theorem 2.1, assuming i) and ii); we now prove these.
We denote by c 1 (V ) the image of c 1 (V ′ ) in NS(X). For a rank r stratification V U = (V U n , σ n ) n∈N on U, we first note that the sequence c 1 (V n ) in the finitely generated abelian group NS(X) satisfies p n c 1 (V n ) = c 1 (V 0 ) for all n ≥ 0, since a similar relation holds between the determinant line bundles of V U n and V U 0 . This implies that c 1 (V n ) is torsion for all n. It also implies that for some positive integer δ depending only on (X, Σ),
, where δ is a positive integer depending only on (X, Σ), and further, γ(V ′ n ) is torsion. So the assertion for c 1 is equivalent to saying that the m x,i (V ′ n ) are all bounded. The matrix (D x,i · D x,j ) ij is negative definite for any x, so boundedness of the m x,i (V ′ n ) is equivalent to the statement that the subset
(for example, we may take Z to be a fundamental cycle, in the sense of resolutions of surface singularities). As locally around D, one has an
, we deduce that the boundary homomorphism
On the other hand, deg(V
n is spanned by its global sections outside of codimension ≥ 2, det(V ′ n ) has a section on this neighbourhood, the divisor of which intersects D in dimension ≤ 0. One thus has
Thus there is a constant C 3 > 0 such that
This finishes the proof for c 1 .
We show the statement for c 2 . The isomorphism (
Let F denote any of the sheaves Q n , K n , V ′ 0 | An , each of which is a quotient of a vector bundle of rank r on A n . All three sheaves are generated by their global sections outside a set of dimension ≤ 0 supported in D. So one has maps ⊕ r 1 O An → F with cokernel supported in dimension ≤ 0, and thus
for each of the sheaves F , and further one has
So, one obtains from Riemann-Roch for O An the existence of a constant
On the other hand, one has the exact sequence
Thus, using that deg(
for any of the choices of F . This, for F = Q n , and boundedness of h 1 (F ) imply, via the Riemann-Roch formula χ(
Here we use the "numerical Chern character" ch(
Z. Now we use the definition of Q n to conclude |ch 2 (V
This shows boundedness for ch 2 (V n ). The statement for c 1 (i.e., finiteness for possible c 1 ) shows now the statement for c 2 . This finishes the proof of the theorem.
First main theorem
Definition 3.1. Let C be a connected scheme of finite type defined over an algebraically closed field k. An F -divided sheaf E is a sequence (E 0 , E 1 , . . . , σ 0 , σ 1 , . . .) of O C -coherent sheaves E n on C, with O C -isomorphisms σ n : E n → F * E n+1 , where F is the absolute Frobenius of C. The category of F -divided sheaves is constructed by defining Hom(E, V) as usual: one replaces E n be its inverse image E ′ n on the nth Frobenius twist
(We may abuse notation and write E = (E 0 , E 1 , . . .) to denote an F -divided sheaf, suppressing the maps in the notation.)
If C is smooth, by Katz' theorem [Gie75, Thm. 1.3], the category of F -divided sheaves is equivalent to the category of O-coherent D-modules, also called stratifications. The category is then k-linear Tannakian.
We note that, even without smoothness, an F divided sheaf E = (E 0 , E 1 , . . .) has component sheaves E i which are locally free. This follows easily from an argument with Fitting ideals, as in [dSan07, Lem. 6] (regularity is not needed for the argument there, attributed to Shepherd-Barron).
The aim of this section is to prove the Theorem 3.2. Let X be a normal projective variety defined over k =F p . Let U be the regular locus. If πé t 1 (U) = 0, then there are no non-trivial stratified bundles on U. Proposition 3.3. Let C be as in Definition 3.1.
i) The category of F -divided sheaves on C is k-linear, Tannakian. ii) If f : C ′ → C is a universal homeomorphism, i.e. an integral surjective and radical morphism, then f * induces an equivalence of categories between F -divided sheaves on C and on C ′ .
Proof. We prove ii). A fixed power of the absolute Frobenius F C of C factors through
We prove i). We refer to [Saa72] when C is smooth. By ii), we may assume that C is reduced.
We show that the category is abelian. To this aim, we first assume that C is irreducible. Let u : (V 0 , V 1 , . . .) → (W 0 , W 1 , . . .) be a morphism, and let r be the generic rank of the image. Set L n = Im r V n ⊂ P n = r W n ; then L n is a non-zero subsheaf of rank 1 of the vector bundle P n .
To say that L 0 ⊂ P 0 is a subbundle (which is equivalent to im V 0 → W 0 being a subbundle of rank r), is equivalent to saying that for any point x ∈ C, with local ring O x , maximal ideal m x , and residue field k(x) = O X /m x , we have that the map on fibres
for arbitrarily large n, which is impossible. Hence Im( V 0 → W 0 ) is a sub-bundle, and similarly for V n → W n for any n. (Note that this is similar to the argument, alluded to above, in [dSan07, Lem. 6], using Fitting ideals.)
So the image of u is a sub F -divided sheaf while restricted to the components of C. In particular, at the intersections points of two components, the ranks are equal. Since C is connected, all the ranks are equal. This shows that the category is abelian.
We show that the category of F -divided sheaves is k-linear, that is that the Homs are finite dimensional k-vector spaces. It is enough to show that if i : C reg ֒→ C is the inclusion of the smooth locus, the restriction homomorphism
is injective, which is true as it is already injective in the vector bundle category. This finishes the proof.
Choosing a rational point c ∈ C(k) defines a neutralization E → E 0 | c of the category, and thus a Tannaka group scheme π strat (C) over k. (We drop the base point c from the notations).
We now compare this definition with Saavedra's definition of stratified modules,
Proposition 3.4. F -divided sheaves in the sense of Proposition 3.3 are modules with stratification in the sense of Saavedra.
Proof. Let C(n) = C n ∆ be the formal completion of C n along the diagonal. Then
where m means modulo the m-th power of the ideal of the diagonal. The Frobenius F m : C n → C n which on functions raises a function to its p m -th power, yields a factorization
The normality assumption on X in Theorem 3.2 is reflected in the following Theorem 3.5. In order to prove Theorem 3.2, we need only the case when C is smooth, which is much easier, but we will use the full strength of Theorem 3.5 in Section 5.
Theorem 3.5. Let U be a smooth quasi-projective variety of dimension d ≥ 1 over an algebraically closed field k, let ι : C ֒→ U be a projective curve, which is a complete intersection of (d − 1)-hypersurface sections. Then ι * :
Proof. If V is stratified on U, and W ⊂ ι * V, then we claim W = ι * W for some sub-stratificationW ⊂ V (this extension property for sub-objects is equivalent to the surjectivity of Tannaka group schemes).
By definition of a stratified bundle as a crystal in the infinitesimal site of C , the inclusion W ⊂ ι * V lifts toÛ C , the completion of U along C. By an improved Lef condition, as formulated and proven in the Appendix A Theorem 9, it implies that each subbundle W n ֒→ ι * V n lifts to a sub-bundle W ′ n ֒→ j * n V n on some non-trivial open j n : U n ⊂ U which contains C. Thus U \ U n consists of a closed subset of codimension ≥ 2, and W
by the usual Lef condition, which is also the complement of a closed subset of codimension ≥ 2 in U. We define
It is a torsion-free coherent subsheaf of V n . Moreover, since F * j * = j * F * for any open embedding j : U \ Σ → U, where Σ is any closed subset (here taken to be Σ = U \ U n ∩ U n+1 ), we deduce that W n ⊂ V n defines a substratification (and is locally free).
Lemma 3.6. Let X be a projective normal variety defined over an algebraically closed field k, let j : U → X be the open embedding of its regular locus.
. .) are two stratified bundles on U with isomorphic underlying vector bundles E n , E ′ n for all n, then the two stratifications are isomorphic. In particular, E is trivial if and only if the vector bundles E n are trivial. ii) Let I = (O, O, . . . , id, id, . . .) be the trivial object on U. Then the Ext group in the category of stratified bundles fulfills:
We prove i). Following [Gie75, Prop. 1.7], one just has to see that for any vector bundle V on U, H 0 (U, V ) is a finite dimensional vector space over k, which is fulfilled as H 0 (U, V ) = H 0 (X, j * V ) and j * V is a coherent sheaf. Then Hom U (E n , E ′ n ) satisfies the Mittag-Leffler condition, and the proof given in [Gie75] , Prop. 1.7 applies.
Let C ⊂ U be a projective complete intersection of hypersurface sections in X of dimension 1. Let I C ⊂ O U be its sheaf of ideals. Then for n large,
, which is a finite dimensional vector space over k.
We prove ii). By i) and [dSan07, (9)], one has Ext
On the other hand, a Z/p-torsor h : V → U defines the stratified bundle h * O V , which is a successive extension of I by I. The bottom sub of rank 2 defines a class in Ext 1 (I, I) with image h.
Proof of Theorem 3.2. Let ι : C → U be a smooth curve which is a complete intersection of hyperplane sections Y i to the same linear system Y ⊂ X. Thus C is projective by the normality assumption. Let E be a non-trivial stratified bundle on U. By [EsnMeh10, Prop. 2.3] and [EsnMeh10b], there is a n 0 ≥ 0 such that the stratified bundle (ι
is a successive extension of stratified bundles (U n , σ n ) n≥0 with the property that all U n are µ-stable bundles of slope 0 on C. By Theorem 3.5, there are (
, and those are irreducible objects. Then by Lemma 3.6 ii), if (V n , τ n ) is trivial, so is (E n , σ n ). So we may assume that E is irreducible and that ι * E n is µ-stable for all n ≥ 0.
By Theorem 2.1, there are finitely many polynomials χ 1 (m), . . . , χ N (m) ∈ Q[m] describing the Hilbert polynomials χ(X, j * E n (mY )). Let M be the disjoint union of the moduli M i , i = 1, . . . , N of µ-stable torsion-free coherent sheaves on X, of Hilbert polynomial χ i (m). It is a quasi-projective scheme. The sheaves j * E n define moduli points [j * E n ] ∈ M(k). Let N t ⊂ M be the reduced subschemes defined as the Zariski closure of the subset of closed points [j * E n ], n ≥ t. By the noetherian property, the decreasing sequence of subschemes N t stabilize to N say. Then, the action which sends j * E n to j * F * E n on N extends to a rational dominant map from N to itself, so a power of it stabilizes the connected components of N. We apply [EsnMeh10, Thm. 3.14], an application of Hrushovsky's theorem [Hru04, Cor. 1.2], to conclude that N contains moduli points [j * E] which fulfill j * (F M ) * E = j * E for some M ∈ N \ {0}, which again as in [EsnMeh10, Thm. 3.15] contradicts the assumption πé t 1 (U) = 0.
Remark 3.7. In Theorem 3.2 one has a geometric assumption, X being normal, and an arithmetic one, k =F p . The geometric assumption is necessary to define, for each stratified bundle E = (E n , σ n ) n≥0 on U, an extension j * E n on X for which one can show the boundedness theorem 2.1. If U does not admit a normal compactification with boundary of codimension ≥ 2, we do not know how to bound the family of E n , even if we assume that E is regular singular. The analogous question in complex geometry is interesting. We asked P. Deligne whether over C, given a smooth compactification j : U → X such that the boundary X \ U is a normal crossings divisor, the set of all Deligne canonical extensions (E X , ∇ X ) of regular singular algebraic flat connections (E, ∇) on U of bounded rank fulfills: the set {c i (E X )} in the Betti cohomology algebra ⊕ i H 2i (U, Z) is bounded. The answer is yes [Del14]; the proof, which is non-algebraic, uses as a key tool, that the topological fundamental group is finitely generated, and thus there is an affine Betti moduli space, etc. Our aim in this article is precisely to overcome the lack of such a finitely generated abstract group which controls stratifications.
As for the arithmetic assumption, we could drop it, if we had a specialization homomorphism on theétale fundamental group with suitable properties. We discuss this in Section 4.
Specialization
In [SGA1, X], Grothendieck shows the existence of a continuous specialization homomorphism πé 1 (Uk) if U → S is the complement of a relative normal crossings divisor in f : X → S, satisfying the previous assumptions, proper with f * O X = O S . This specialization homomorphism is an isomorphism on the prime to p-quotient. That the tameness is necessary is of course visible already for X = P 1 , U = A 1 , S = Spec Z as here πé t,t 1 (UK) = πé t 1 (UK) = 0 while πé t 1 (Uk) is as huge as Abhyankar's conjecture predicts. The aim of this section is to show the existence of examples in pure characteristic p > 0 over a base, for which over the geometric generic fiber, the fundamental group has no Z/p-quotient, that is the variety has no Artin-Schreier covering, while for all geometric fibers of it overF p , it does have such non-trivial coverings.
. . , 9 be 9 K-valued points such that if X → P 2 K is the blow up of those points, with strict transform
is not torsion (this is arranged by choosing 8 points to be distinct k-points, base-changed, and the ninth to be a k-generic point). Here X is defined over K, and so is
which the x i are rational, and are disjoint sections. So C ⊂ X over K has a model C R ⊂ X R over R and U R := X R \ C R → Spec R is the complement of a strict relative normal crossings divisor.
Lemma 4.1. For any closed point a : Spec F q m → Spec R,
Proof. Clearly i) implies ii) as the residue class of a transcendental element in
is non-trivial, and ii) implies iii) by definition.
We show i). One has
where r is the torsion order of O Ca (C a ). One easily computes that dim k H 0 (O rnCa (rnC a )) = (n + 1), and that, as a F q m -algebra, H 0 (U a , O) is spanned by any element t whose image spans
Lemma 4.2. One has
Proof. The condition on O C (C) ∈ Pic 0 (C) not being torsion implies H i (O nC (nC)) = 0 for all n ≥ 1 and i = 0, 1. This immediately implies that i), and also ii), as
Remark 4.3. It would be desirable to understand whether or not πé t 1 (UK) = 0. This is equivalent to saying that for any finiteétale map h :
where ∆ is a non-empty effective divisor. We define 
, is birational dominant. We fix base points (y ∈ ∆, 0 ∈ A 1 ), and set σ(y, 0) = x. Thus σ * : πé
One has the Künneth formula πé
is surjective and the 0-section forces the map to be an isomorphism.
On the other hand, the Künneth formula holds for the stratified fundamental group [Gie75, Prop. 2.4]. Thus the same argument shows that if E is stratified on U, σ 
Proof. We write G a ⊂ GL(2) as upper unipotent subgroup scheme. The representation ρ is Tannaka dual to E on C, extension of I by itself, with Tannaka goupscheme ρ(G a ). On the other hand, Ext
is trivializable, thus the Tannaka group scheme of E is 0-dimensional.
Proof of Theorem 5.2. By Proposition 3.3 ii), we may assume that C is semi-normal. This implies that i) either all components of C are smooth rational curves and the homology of the dual graph of C is 0 (so the graph is a tree) or 1-dimensional, ii) or else C is the union C ′ ∪C ′′ , where C ′ is a tree of smooth rational curves, and C ′′ is irreducible, so is either a smooth elliptic curve or an irreducible rational with one node (called 1-nodal curve in the sequel), and C ′ ∩ C ′′ consists of one point.
For any smooth irreducible component C 0 of C, π strat (C 0 ) is trivial if C 0 is rational, and abelian if C 0 is an elliptic curve ([Gie75, p. 71]). If the graph is a tree, then the bundles E n of a stratification E = (E n , σ n ) n∈N on C are uniquely determined by their restriction to the components E i , so π strat (C) is 0 if all components are rational, else (case (ii) above) is equal to π strat (C ′′ ).
Assume C is a graph of rational curves with 1-dimensional homology. One shows easily that any indecomposable vector bundle of rank r on C, whose pull-back to the normalization is trivial, must be isomorphic to L ⊗ E r , where L is a line bundle, and E r is the unique indecomposable vector bundle of rank r which is unipotent (multiple extension of O C ). Indeed, we may write C = C 1 ∪ C 2 where C 1 is a tree of smooth rational curves, C 2 an irreducible rational curve, and C 1 ∩ C 2 consists of two points. Then trivializing the restriction of the bundle to C 1 and C 2 in a compatible manner at one of the intersection points of C 1 and C 2 , the bundle is determined up to isomorphism by the conjugacy class of the element of GL r (k) given by the glueing data at the second point of C 1 ∩ C 2 . Using the Jordan canonical form we deduce the description of bundles.
A similar description holds when C = C ′ ∪C ′′ , where C ′ is a tree of smooth rational curves, and C ′′ is 1-nodal. In both of these cases, we note the resemblance to the Atiyah classification of indecomposable bundles on elliptic curves.
The proof in [Gie75, p. 71] for elliptic curves, that π strat is abelian, (since any irreducible stratification is of rank 1, which results from the explicit description using Atiyah's classification), adapts to the other two remaining cases. It shows that in the situation where the homology of the graph is 1-dimensional, and where one component is 1-nodal, π strat is again abelian. There is a simplification resulting from the fact that Pic 0 has no p-torsion, so that line bundles which admit stratifications in fact have a unique stratification.
By Theorem 3.5, this implies that π strat (U) is abelian, so all irreducible objects have rank 1. Since πé t 1 (U) = 0 implies in particular that Pic (U) is finitely generated, the rank 1 objects are trivial, so all we have to understand are extensions of I by itself when πé t 1 (C) is not-trivial. We apply Proposition 5.3 to conclude. Example 5.5. A non-trivial example of Theorem 5.2 is as follows. Let X ⊂ P 3 be given by an equation
f (x, y, z)w + g(x, y, z) = 0 where f = 0 defines a smooth plane cubic, and g = 0 is a plane quartic which (i) intersects the plane cubic f = 0 transversally, and (ii) has abelianétale fundamental group, so that it is singular. Thus the semi-normalization of (g = 0) is as described in the proof of Theorem 5.2. It is easy to see that X has a unique singular point, given by x = y = z = 0, w = 1, whose complement U contains the ample curve given by w = 0, which is the plane curve g = 0.
Remark 5.6. In the above example, X is a normal quartic surface with a unique singular point, whose complement U is simply connected, when U contains a "special" singular hyperplane section. It seems plausible to guess that U is simply connected for any such quartic with a triple point, even if no such special hyperplane section exists. In this Appendix, we establish the algebraicity criterion for vector bundles on which the proof of Theorem 3.5 relies.
References
Our derivation of this criterion relies on two classical results: an algebraicity criterion for formal subschemes, which already appears in [Bos01] in a quasi-projective setting, and actually is a straightforward consequence of the study by Hartshorne ([Har68] ) of the fields of meromorphic functions on some formal schemes, and a connectivity theoremà la Bertini-Fulton-Hansen ( [FH79] ).
In the first two sections of this Appendix, we recall these two results in a form suitable for our purposes. Then we prove an algebraicity criterion concerning formal morphisms, from which we finally deduce algebraicity results for formal vector bundles.
We denote by k an algebraically closed field. All k-schemes are assumed to be separated, of finite type over k.
In this Appendix, we could have worked with quasi-projective k-schemes only. Our results still hold in this quasi-projective setting 1 , which would be enough for the proof of Theorem 3.5. Actually several of our arguments become more elementary in this setting; this is for instance the case of the proofs of Theorem 2 and Proposition 5.
A.1. Algebraization of formal subschemes. Let Z be a k-scheme over k, and Y a closed subscheme of Z. We shall denote by i : Y ֒→ Z the inclusion morphism, and by Z Y the formal completion of Z along Y .
Let V be a closed k-formal subscheme of Z Y , which admits Y as scheme of definition 2 and which is formally smooth over k (or equivalently is regular), of pure dimension d. The Zariski closure V is the smallest closed subscheme of Z which, considered as a formal scheme, contains V , or equivalently, the smallest closed subscheme of Z which contains Y and whose formal completion along Y contains V . The smoothness of V implies that V is reduced, and is irreducible if Y is connected. The dimension of V is at least d.
Proposition 1. With the above notation, the following conditions are equivalent:
(1) The Zariski closure V of V in Z has dimension d.
(2) There exists a commutative diagram of k-schemes
Z such that M is smooth over k and the associated morphism of formal comple-
(Observe that the commutativity of (A.1) implies that j is a closed immersion.) When the equivalent conditions in Proposition 1 conditions are satisfied, we shall say that the smooth formal scheme V is algebraic.
Proof. To prove the Proposition, we may assume that Y is connected.
Suppose that (1) is satisfied, and consider the normalization
of the integral scheme V . We may consider the completion
By the "analytic normality of normal rings", it is a normal formal scheme and there is a unique morphism of formal schemê
such that the following diagram is commutative: Proof. We may assume that V (or equivalently Y ) is connected. Then we may consider the field k( V ) of meromorphic functions on V . According to [Har68] , Theorem 6.7, the transcendence degree deg.tr k k( V ) of this field is at most d.
Besides, the k-morphism V ֒→ V induces a morphism of extensions of k:
Indeed, by the very definition of V , for any open subscheme U of V which meets |Y |, the restriction morphism
This implies that
and establishes that V is algebraic.
A.2. Connectivity of intersections of ample hypersurfaces.
A.2.1. A connectivity theorem. The following Theorem is probably well-known, but for lack of a suitable reference, we include a proof. The special case when the inclusion morphism H 1 ∩ . . . ∩ H e ֒→ X is a regular imbedding of codimension e, is alluded to by Fulton and Hansen in [FH79] , p. 161.
Theorem 3. Let X be an integral projective k-scheme, e a positive integer, and H 1 , . . . , H e ample effective Cartier divisors on X.
For any integral proper k-scheme X ′ and any k-morphism f :
Proof. By considering the Stein factorization of f (see [Gro61] , Section III.4.3), we may assume that f is a finite morphism. Then, for every i ∈ {1, . . . , e}, the following alternative holds:
This observation shows that, to establish Theorem 3 in full generality, it is enough to establish its special case when X ′ = X and f = Id X , namely:
Let X be an integral projective k-scheme, e a positive integer, and H 1 , . . . , H e ample effective Cartier divisors on X. If dim X > e, then H 1 ∩ . . . ∩ H e is a connected subscheme of X.
To establish this assertion, let us choose, for every i ∈ {1, . . . , e}, a positive integer D i such that the line bundle O X (D i H i ) is very ample, and consider the associated projective embedding
As usual, we denote |D i H i | the projective space dual to P(Γ(X, O X (D i H i )). We also consider the incidence correspondences
The morphism p, and consequently p Z , is a "Zariski locally trivial fibration", the fibers of which are isomorphic to
Moreover the morphism q Z is surjective; indeed dim X ≥ e, and therefore any e-tuple of ample divisors on X has a non-empty intersection. Since
Observe that, if ξ 0 i denotes the point of |D i H i |(k) defined by the Cartier divisor D i H i , the intersection D 1 H 1 ∩ . . . ∩ D e H e coincides, as a scheme, with the fiber q −1 Z (ξ 0 1 , . . . , ξ 0 e ). The connectivity of H 1 ∩ . . . ∩ H e will therefore follow from the connectivity of the fibers of q Z , that we shall establish by means of the following classical result, basically due to Zariski (see for instance [Jou83] , Part I, Section 4 and proof of Théorème 7.1; recall that, in this Appendix, the base field k is algebraically closed):
Lemma 4. Let φ : X 1 −→ X 2 be a dominant morphism of integral k-schemes.
a) The following conditions are equivalent:
(1) the generic fiber of φ is geometrically irrreducible; (2) there exists a dense open subscheme U of X 2 such that, for any P in U(k), the fiber φ −1 (P ) is irreducible; (3) there exists a Zariski dense subset D of X 2 (k) such that, for any P in D, the fiber φ −1 (P ) is irreducible.
b) Assume moreover that φ is proper and surjective and that X 2 is normal. Then, when the conditions (1)-(3) above are satisfied, the fiber φ −1 (P ) is connected for every P in X 2 (k).
According to Lemma 4, to complete the proof of the connectivity of the fibers of q Z , it is enough to show the existence of a Zariski dense set of points (ξ 1 , . . . , ξ e ) in 1≤i≤e |D i H i |(k) such that the fibers q −1 Z (ξ 1 , . . . , ξ e ) are irreducible, or equivalently, such that the schemes
This follows by applying e-times the usual Theorem of Bertini (see for instance [Jou83] , Part I, Théorème 6.3, 4), Théorème 6.10, 3) and Corollaire 6.11, 3)) to construct successively ξ 1 , . . . , ξ e such that, for every i ∈ {1, . . . , e}, the intersection scheme
This allows us to apply the usual Theorem of Bertini to X i projectively imbedded by f i+1 , and, the points ξ 1 , . . . , ξ i being already constructed, to find a Zariski dense set of points
A.2.2. Application toétale neighborhoods of intersections of ample hypersurfaces. Let Y be closed subscheme of some k-scheme X, and denote i : Y ֒→ X the inclusion morphism. By definition, anétale neighborhood of Y in X is a commutative diagram of k-schemes:
with νétale at every point of j(Y ).
Observe that the commutativity of the diagram (A.5) implies that j is a closed immersion, and that ν isétale at every point of j(Y ) if and only if the morphism of formal completions induced by ν
is an isomorphism of formal schemes. (See for instance [Gie77] , Section 4.) Besides, after replacingX by some open Zariski neighborhood of j(Y ), we may assume that ν is anétale morphism. If moreover X andX are integral, then ν is birational iff it is an open immersion (cf. [Gro67] , §18, Lemme 18.10.18, p. 166).
Observe also thatétale neighborhoods in X of Y and of the underlying reduced scheme |Y | may be identified.
Proposition 5. Let X be an integral proper k-scheme of dimension d, and let H 1 , . . . , H e , 1 ≤ e ≤ d − 1, be ample effective Cartier divisors in X. Let us assume that X is normal at every point of H 1 ∩ · · · ∩ H e .
Then, for anyétale neighborhood of
between which ν establishes an isomorphism:
In brief, Proposition 5 asserts that anétale neighborhood of the intersection of at most d − 1 ample hypersurfaces in a projective variety of dimension d "is" actually a Zariski neighborhood.
When d = 2 and e = 1, Proposition 5 is essentially Proposition 2.2 in [BCL09] . In that case, the connectivity result on which its proof relies (namely, the special case of Theorem 3 with f a dominant morphism between two projective surfaces X ′ and X and e = 1) directly follows from Hodge Index Theorem, by Ramanujam's argument which shows that an effective, nef and big divisor on a surface is numerically connected ([Ram72] ).
Proof. The normality assumption on X and the existence of the isomorphism (A.6) imply thatX is normal on some Zariski neighborhood of j(Y ). Therefore, after possibly shrinkingX, we may assume thatX is a normal scheme. According to Theorem 3, the scheme H 1 ∩ · · · ∩ H e is connected. Consequently, its image j(H 1 ∩ · · · ∩ H e ) lies in a unique component of the normal schemeX. We may therefore assume thatX is integral. By Nagata's compactification theorem, we may assume thatX is an open subscheme of some integral proper k-schemeX. After replacingX by the closure inX ×X of the graph of ν, we may also assume that ν extends to a morphism ν :X → X.
So we may -and will -assume that, in (A.5), the schemeX is integral and proper over k.
The intersection H 1 ∩ · · · ∩ H e is not empty, and ν is thereforeétale at some point ofX. According to Theorem 3, the subscheme ν * (H 1 ∩ · · · ∩ H e ) ofX is connected.
Besides, as ν defines an isomorphism 
for some closed subscheme R ofX.
Together with the connectivity of ν * (H 1 ∩ · · · ∩ H e ), this shows that
Consider the set F of points ofX where ν is notétale. It is closed inX, and disjoint of
Therefore
is an open Zariski neighborhood of H 1 ∩ · · · ∩ H e in X, and the restriction morphism
is proper,étale, and an isomorphism over the non-empty subscheme H 1 ∩ · · · ∩ H e , hence an isomorphism.
A.3. Algebraization of formal morphisms. The following theorem provides criteria for a formal morphism, defined on the completion X Y along a closed subscheme Y of a proper k-scheme X with range some k-scheme, to be defined by some morphism of k-schemes defined on someétale or Zariski neighborhood of Y in X.
Theorem 6. Let X be an integral projective k-scheme of dimension d, Y a closed subscheme of X, T a k-scheme, and ψ : X Y → T a morphism of formal k-schemes 4 . Let us assume that Y is a local complete intersection contained in the regular locus X reg of X. By restriction to V , they define an isomorphism of formal schemes
Clearly the restriction of pr 1| V to the scheme of definition i ′ (Y ) of V is the first projection
be identified with the inclusion morphism in X reg of some open Zariski neighborhood U of Y , and the commutativity of (A.9) precisely asserts thatφ = ψ.
A.4. Algebraization of formal bundles and subbundles. In this Section, we place ourselves under the assumptions of Theorem 6, 2). Namely, we denote by X a projective k-scheme of dimension d, by e a positive integer ≤ d −1, and by H 1 , . . . , H e ample effective Cartier divisors in X such that
has (necessarily pure) dimension d − e and is contained in the regular locus X reg of X. Besides, we choose an ample line bundle O X (1) over X.
We shall say that a vector bundle E over X Y is algebraizable if there exists a coherent sheaf of O X -modules E over X 
The category of algebraizable vector bundles over X Y is clearly stable under elementary tensor operations, like directs sums, tensor products, and dual.
Theorem 7. 1) For any formal vector bundle E over X Y , the space of global sections Γ( X Y , E) is a finite dimensional k-vector space.
2) For any open Zariski neighborhood V of Y in X included in the open subscheme X nor of normal points of X and any vector bundle E over V, the restriction map
is an isomorphism.
Part 1) of Theorem 7 is a special case of [Har68] , Theorem 6.2. Actually, we will not really use this result in this Appendix.
In the terminology of [Gro68] , X.2, and [Har70], IV.1, Part 2) asserts that the pair (X nor , Y ) satisfies the Lefschetz property Lef (X nor , Y ). When e = 1, it is a special case of [Gro68] , XII.2, Corollaire 5 2.4. When X is smooth over k, it is proved in [Har70], X.1, Corollary 1.2.
Proof. We are left to prove 2) in our setting. It will follow from the the algebraization criterion for formal morphisms established in the previous section.
Let us consider V and E as in 2), and let us introduce the "total space"
Actually, the statement of Corollaire 2.4 in loc. cit. does not exactly cover the situation we deal with here, but require slightly stronger hypotheses, satisfied for instance when X itself is normal. By working on the normalization of X, one may actually assume that these hypotheses are satisfied.
of the vector bundle E, and its structural morphism
For any open subscheme U of V , the elements of Γ(U, E) may be identified with the morphisms of k-schemes
which are sections of p over U (that is, which satisfy p • s = Id U ). Similarly, the elements of Γ( X Y , E | X Y ) may be identified with the k-morphisms of formal schemes
which are sections of p over X Y .
Observe also that, for any morphism of k-schemes
defined on some open Zariski neighborhood of U of Y in X, if the induced morphism of formal schemesφ :
is a section of p over X Y , then φ is a section of φ over U (indeed Y is non-empty, and X -hence U -is an integral scheme). The injectivity of the restriction morphism (A.11) is straightforward. Let us show that it is surjective.
Together with the remarks above, Theorem 6, 2) applied with T := V(E ∨ ) establishes that, for any formal section t in Γ( X Y , E | X Y ), there exists an open Zariski neighborhood U of Y in V and a section s in Γ(U, E) such that
Observe that the dimension dim I of any closed integral subscheme I of X disjoint of Y satisfies dim I < e. (Otherwise the intersection number
would vanish, in contradiction to the ampleness of O X (1) and of H 1 , . . . , H e .) Consequently the codimension in X of any component of X \ U is at least 2. This implies that the depth of O X at every point of X nor \ U is at least 2 and that the restriction morphism
This shows that the section s of E over U uniquely extends to a section over V , and completes the proof.
The following two theorems are closely related -each of them may easily be deduced from the other one -and will be established together.
Theorem 8. For any vector bundle E over X Y , the following conditions are equivalent:
(1) The vector bundle E is algebraizable.
(2) For any large enough positive integer D, the vector bundle over
is generated by its global sections over X Y . (3) For some integer D, the vector bundle E(D) is generated by its global sections over X Y .
Observe that, with the notation of Theorem 8, the vector bundle E(D) is generated by its global sections over X Y iff the vector bundle over Y
is generated by its global sections in the image of the restriction morphism
Theorem 9. If a vector bundle E over X Y is algebraizable, then any quotient vector bundle and any sub-vector bundle 6 of E is algebraizable.
Proof. We begin by the proof of Theorem 9. Let E be a vector bundle over some open Zariski neighborhood V of Y in X. We are going to show that any quotient bundle of E X Y over X Y is algebraizable. By a straightforward duality argument, this will also prove that any sub-vector bundle of an algebraizable vector bundle over X Y is algebraizable.
Let
be the Grasmannian scheme of the vector bundle E over V , which classifies locally free quotient of rank of E over varying V -schemes; cf.
[GroD71], Section 9.7. (It is a "Zariski locally trivial bundle over V ", with a fiber isomorphic to the disjoint union of the classical Grassmann varieties, classifying quotients of rank n of k rk E , for 0 ≤ n ≤ rk V.)
The vector bundle p * E over Gr is equipped with a canonical quotient bundle
and, by the very construction of Gr, for any subscheme S of X, the map which sends a section σ of p S : p −1 (S) −→ S to the quotient vector bundle
establishes a bijection between the set of sections of p S and the set of (isomorphisms classes) of quotient vector bundles of E |S over S. By taking for S the successive thickenings Y i of Y in X, this bijective correspondence extends between (formal) sections of p over X Y and quotient vector bundles of E := E | X Y . In other words, for any quotient vector bundle (A.13)q : E −→ Q, we may consider its "classifying map"
which is a section of p over X Y : the quotient vector bundle
is isomorphic to (A.13). According to Theorem 6 applied to T = Gr, the formal morphism ψ is induced by some morphism of k-schemes φ : U −→ Gr defined on some open Zariski neighborhood U of Y in X, which we may assume to lie in V . It is straightforward that φ, like ψ, is a section of p. Moreover the corresponding quotient bundle φ * q : E |U −→ φ * Q becomes isomorphic to (A.13) after restriction to X Y (that is, after completing along Y ).
In particular, Q is isomorphic to the restriction to X Y of the vector bundle φ * Q on V , and is therefore algebraizable.
We now turn to the proof of Theorem 8.
To prove the implication (1) ⇒ (2), observe that, for any coherent sheaf of O Xmodules E over X such that E ≃ E | X Y , the image of the restriction morphism (A.14)
is contained in the image of (A.12), and that, for any large enough positive integer D, the morphism (A.14) is surjective and E(D) |Y is generated by its global sections over Y . The implication (2) ⇒ (3) is trivial. Finally, assume that Condition (3) is satisfied, and consider the "tautological" morphism of vector bundles over X Y :
(Recall that, according to Theorem 7, 1), the k-vector space Γ( X Y , E(D)) is finite dimensional. We could easily avoid to rely on this result by replacing Γ( X Y , E(D)) by a "sufficiently large" finite dimensional sub-vector space.) By hypothesis, it is surjective, and E(D) is therefore identified with a quotient of the "trivial" vector bundle Γ( X Y , E(D)) ⊗ k O X Y over X Y , which is clearly algebraizable. According to Theorem 9, E(D) is therefore algebraizable. Finally, the vector bundle
is algebraizable. This completes the proof of (3) ⇒ (1).
A.5. Comments and examples.
A.5.1. Under the assumptions of Theorem 6, Part 1), the conclusion of Part 2) does not hold in general. In other words, under the mere assumption of ampleness of the normal bundle N Y X, theétale neighborhood of Y in X onto which ψ extends cannot be chosen to be a Zariski neighborhood. This is demonstrated by a classical example of Hironaka and Hartshorne (see [Har70] , Chapter V), which in its simplest form may be presented as follows.
Consider a smooth, connected, projective threefold over k whose algebraic fundamental group is not trivial, and choose a finiteétale covering ν :X −→ X, withX connected and (necessarily) projective. DefineỸ as a "general" intersection of two effective divisors in the linear system defined by some large multiple of an ample divisor onX. ThenỸ is smooth, connected, its normal bundle NỸX is ample, and the map ν |ỸỸ −→ Y := ν(Ỹ )
is an isomorphism. Since ν isétale, it induces an isomorphism between completionŝ ν : XỸ ∼ −→ X Y and an isomorphism of normal vector bundles:
In particular, N Y X also is ample. If we let T :=X and ψ :=ν Indeed, the following Proposition -which is a straightforward consequence of Theorem 7, 2) -allows one to construct non-algebraizable formal vector bundles on X Y when dim Y = 1.
Proposition 10. Let us keep the notation of Section A.4, and assume that dim Y = 1. Let p be a point of Y (k) and let f be an element of the local ring O X Y ,P such that f (P ) = 0 and f |Y ∈ O Y,P is invertible on Spec O Y,P \ {P }. Then the following two conditions are equivalent:
(1) The line bundle on X Y defined by the divisor div f is algebraizable.
(2) There exists an effective (Cartier) divisor on X reg whose completion along Y coincides with div f .
The essential surjectivity of the functor ̥ X Y X Y is precisely the effective Lefschetz property Leff (X, Y ) considered in [Gro68] , X.2, and [Har70] , IV.1. According to [Gro68] , XII, Corollaire 3.4 and to [Har70] , IV, Theorem 1.5, it holds under the assumptions of Section A.4, when moreover X is smooth, some positive multiples of the H j 's lie in the same linear system, and dim Y ≥ 2.
It appears very likely that, under the assumptions of Section A.4, this last condition dim Y ≥ 2 would be enough to ensure the validity of Leff (X, Y ).
This discussion shows that Theorem 9, which asserts the stability under quotients of the essential image of ̥ X Y X Y , is significant mostly when dim Y = 1.
