Abstract. Interstellar extinction reddens the observational photometric data and it has to be handled rigorously. This paper simulates the effect of reddening for the modest case of two main sequence T1 = 6500K and T2 = 5500K components of a detached eclipsing binary system. It is shown that simply substracting a constant from measured magnitudes (the approach often used in the field of eclipsing binaries) to account for reddening should be avoided. Simplified treatment of the reddening introduces systematics that reaches ∼ 0.01mag for the simulated case, but can be as high as ∼ 0.2mag for e.g. B8 V-K4 III systems. With rigorous treatment, it is possible to uniquely determine the color excess value E(B − V) from multi-color photometric light curves of eclipsing binaries.
Introduction
Although interstellar extinction has been discussed in many papers and quantitatively determined by dedicated missions (IUE, 2MASS and others), there is a lack of proper handling in the field of eclipsing binaries. The usually adopted approach is to calculate the amount of reddening from the observed object's coordinates and its inferred distance and to substract it uniformly from the observations. This paper shows why this approach may be inadequate.
Simulation
To estimate the effect of interstellar extinction on eclipsing binaries, we built a synthetic binary star model, consisting of two main sequence stars with T 1 = 5500K, R 1 = 0.861R ⊙ and T 2 = 6500K, R 2 = 1.356R ⊙ and 1 day orbital period. The simulation logic is as follows: for the given phase, we calculate the effective spectrum of the binary by convolving Doppler-shifted individual spectra of the visible surfaces of both components. All second-order effects (limb darkening, gravity brightening, reflection effect) have been turned off. To the obtained intrinsic spectrum we rigorously apply the reddening (as function of wavelength). We Figure 1 . Left: The reddening law adopted from Cardelli et al. (1989) . Right: The change of the effective wavelength of the Johnson B filter due to reddening of the simulated 5500 K-6500 K binary.
then convolve the reddened spectrum with filter transmission function and integrate over the transmission bandpass to obtain simulated observational flux. Finally, we compare this flux to the one that would be obtained simply by substracting a constant from the intrinsic spectrum.
For building synthetic light curves we use PHOEBE 1 (Prša & Zwitter, 2004; in preparation) . Each light curve consists of 300 points uniformly distributed on the whole orbital phase range. We take Kurucz's synthetic spectra (R = 20000) from precalculated tables by Munari et al. (2004; in preparation) . The used (U BV ) J (RI) C filter-set transmittivity values are taken from ADPS (Moro & Munari, 2000) , where we apply a cubic spline fit to obtain the transmittivity function.
For reddening, we use the Cardelli et al. (1989) empirical formula ( Fig. 1) , where R V = 3.1 was assumed throughout this study. Schlegel et al. (1998) interstellar dust catalog was used to obtain the color excess E(B − V) values for different lines of sight.
To rigorously deredden the observations for the given R V and E(B− V), it is necessary to determine the reddening for each wavelength of the spectrum. Correcting differentially and integrating over the filter bandpass then yields the dereddened flux of the given filter. However, without spectral observations, it is difficult to calculate properly the flux correction. Since Cardelli et al. (1989) formula depends on the wavelength, the usually adopted approach found in literature is to use the effective wavelength λ eff of the filter transmittivity curve to calculate the reddening correction.
By comparing the rigorously calculated fluxes against intrinsic fluxes with a simple constant substracted, we come to the following conclusions: 1) taking the effective wavelength of the filter bandpass should be avoided. Since the flux is the integral over the filter bandpass, λ eff has nothing to do with this value. Furthermore, λ eff of the given filter Figure 2 . Left: The discepancy due to simplified constant substraction approach (solid line) compared to the rigorously applied reddening (points). The substracted constant was obtained from the effective wavelength (λ eff = 4410.8Å) of the Johnson B transmittivity curve. Right: Overplotted light curves with the substraction constant calculated so that the magnitudes in quarter phase are aligned. There is still a measurable offset in both light curves. E(B − V) = 1 is assumed.
depends heavily on the effective temperature of the observed object and on the color excess E(B − V) (Fig. 1) . To determine the substraction constant, one has to make sure that the integral (rather than any particular wavelength) of the both curves is the same. Fig. 2 shows the discrepancy between the properly calculated light curve and the one obtained by substracting a λ eff -calculated constant. Table I summarizes the differences between the proper treatment and other approaches. 2) Even if the substraction constant is properly calculated, the light curves still exhibit measurable differences in both minima (Figs. 2, 3 ). This is due to the effective temperature change of the binary system during eclipses. For the analysed case, the difference in B magnitude is ∼ 0.01mag, which is generally observable. 3) If light curves in three or more photometric filters are available, it is possible to uniquely determine the color excess value E(B − V) by comparing different color indices at zero phase. The reddening may thus be properly introduced Table I . The summary of different approaches to calculate the wavelength to be used for the dereddening constant. λ eff is determined by requiring that the area under the spectrum on both sides is equal. ∆mB is the value of extinction in B filter and ε∆m B is the deviation from the rigorously calculated value. All values are calculated for E(B − V) = 1 at quarter phase. Note that ∆mB is smaller than RV+E(B−V) = 4.1, since our simulated binary is cooler than 10000K. to the fitting scheme of the eclipsing binary analysis program. This has been done in PHOEBE.
Approach

Discussion
By not properly taking reddening into account, we introduce systematics of ∼ 0.01mag into the solution for our simulated binary. One may ask: is this difference worth bothering with? To demonstrate that it is, let us simulate a bit more exotic eclipsing binary with blue mainsequence (T 1 = 12000K, R 1 = 3.221R ⊙ ) and red type III giant (T 2 = 4000K, R 2 = 30.0R ⊙ ) components with orbital period of 15 days. Fig. 3 (right) shows that the discrepancy between the rigorously calculated light curve and the constant-substracted one is as large as ∼ 0.2mag, which means ∼ 10% error in the determined distance to the observed object. Interstellar extinction should thus be carefully and rigorously introduced into the reduction pipeline for eclipsing binaries.
