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Deep Learning technologies are creating a revolution in the analysis of medical images. We are
getting closer to the vision of a fully automated and reliable characterization of disease, both
reproducing what the expertise of the radiologist is trained for, and proposing new metrics,
revealing new patterns present in the data that are beyond the perceptual limitations of human
beings. In this context, this Ph.D. thesis contributes towards this vision with specific solu-
tions for both spatial and temporal analysis of two of the most prevalent modalities of medical
imaging in cardiology, Ultrasound (US) and Magnetic Resonance Imaging (MRI).
The dissertation is started with a formal mathematical definition of the basic concepts of the
most successful deep learning technology in the analysis of medical images: the Convolutional
Neural Networks (CNN), specifically their back-propagation algorithm that is used for training.
The Ph.D. thesis contributions are essentially based on the design and application of novel
architectures of the CNNs. The first research Chapter and scientific publication propose a
new deep learning model to extract the fetal aortic signal from an US video sequence. The
architecture consists of three fundamental blocks: a convolutional layer for the extraction of
imaging features, a Convolution Gated Recurrent Unit (C-GRU) for exploiting the temporal
redundancy of a signal, and a novel regularized loss function, called CyclicLoss (CL). The
method proposed achieves an accuracy far superior to the state of the art, providing an average
reduction of the Mean Square Error (MSE) from 0.31mm2 to 0.09mm2, and execution speed of
289 frames per second.
The rest of the Ph.D. work is focused on the analysis of cardiac MRI. The second Ph.D. re-
search Chapter, and second scientific contribution, proposes a solution for the segmentation
of the left ventricle (LV) from CINE MRI images. The main idea is to learn from images
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acquired through the entire cardiac cycle, instead of simply from keyframes. The workflow
consists of three components: first, an automated localization and subsequent cropping of the
bounding box containing the cardiac silhouette. Second, we identify the LV contours using a
Temporal Fully Convolutional Neural Network (T-FCNN), which extends Fully Convolutional
Neural Networks (FCNN) through a recurrent mechanism enforcing temporal coherence across
consecutive frames. Finally, we further defined the boundaries using either one of two com-
ponents: fully-connected Conditional Random Fields (CRFs) with Gaussian edge potentials
and Semantic Flow. Our initial experiments suggest that significant improvement in perfor-
mance (i.e. a 30% reduction in error metrics) can potentially be achieved by using a recurrent
neural network component that explicitly learns cardiac motion patterns whilst performing LV
segmentation.
The next Chapter and scientific publication propose an architecture called Volumetric Fully
Convolution Neural Network (V-FCNN) with the aim of capturing the entire spatial anatomy
of the atria in high-resolution MRI. V-FCNN is able to process eighty-eight slices in one-shot
on available GPUs and consequently integrating the spatial redundancy through 3D-kernels.
Learning outcomes are maximized with a loss function combining MSE and Dice Loss (DL)
in order to both capture the bulk shapes and reduce over-segmentation, and training speed and
convergence are also improved by removal of the skip-paths. The method achieves a Dice Index
of 92.5 in the atrial segmentation task. Finally, the last contribution and publication propose
a new network called Region Of Interest Generative Adversarial Network (ROI-GAN) that is
tested in the problem of the Right Ventricle (RV) segmentation from MRI. In this context,
the work first investigates the optimal combination of three concepts (C-GRU, the Generative
Adversarial Networks (GAN), and the L1 loss function), achieving an improvement of 0.05
and 3.49 mm in DL and Hausdorff Distance respectively compared to the baseline FCNN. This
improvement is then doubled by the ROI-GAN, that sets two GANs to cooperate working at two
fields of view of the image; its full resolution and the region of interest (ROI). The rationale here
is to better guide the FCNN learning by combining global (full resolution) and local Region Of
Interest (ROI) features. The study is conducted in a large in-house dataset of 23,000 segmented




1.1 Impact . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2 The Neural Networks 17
2.1 Feed-forward neural network overview . . . . . . . . . . . . . . . . . . . . . . 17
2.2 Back-propagation Algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.3 Computing the gradients: the Adagrad algorithm . . . . . . . . . . . . . . . . 24
2.4 Convolution Neural Network (CNN) . . . . . . . . . . . . . . . . . . . . . . . 25
2.4.1 The Convolution Layer . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.4.2 Activation functions . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.4.3 Pooling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.4.4 Fully Connected Layer . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.5 Backpropagation with CNN . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.6 Recent developments of CNN’s . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.7 Recurrent Neural Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.8 Solutions for the exploding gradient . . . . . . . . . . . . . . . . . . . . . . . 36
2.8.1 Long Short-Term Memory Unit . . . . . . . . . . . . . . . . . . . . . 37
2.8.2 Gated Recurrent Unit . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
2.8.3 Generative Adversarial Networks (GAN) . . . . . . . . . . . . . . . . 39
2.9 Metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3 Real-Time Abdominal Fetal Aorta Analysis with Ultrasound 43
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.2 Related work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3
3.3 Datasets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.4 Network architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.4.1 CyclicLoss . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.4.2 Implementation details . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.5 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.5.1 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.5.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.6 Discussion and conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.6.1 The CyclicLoss benefits . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.6.2 Limitations and future works . . . . . . . . . . . . . . . . . . . . . . . 52
4 Automated segmentation on the entire cardiac cycle 55
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.2 TWINS-UK dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.3 Proposed analysis work-flow . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.3.1 Single-frame LV position detection . . . . . . . . . . . . . . . . . . . 59
4.3.2 Sequence-based LV segmentation . . . . . . . . . . . . . . . . . . . . 59
4.3.3 Post-processing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.4 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.5 Discussion and Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
5 V-FCNN: Volumetric Fully Convolution Neural Network For Automatic Atrial
Segmentation 66
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
5.2 Atrial Datasets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
5.3 Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
5.3.1 Implementation details . . . . . . . . . . . . . . . . . . . . . . . . . . 71
5.4 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
5.5 Discussion and Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
6 A Generative Model In Right Ventricle Segmentation 77
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
4
6.2 Material and methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
6.2.1 Datasets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
6.2.2 The FCNN/R-FCNN . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
6.2.3 The L1 loss . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
6.2.4 The GAN . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
6.2.5 The ROI-GAN . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
6.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
6.3.1 Metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
6.3.2 The added value of a recurrent unit, GAN and L1 loss . . . . . . . . . 86
6.3.3 ROI-GAN with an R-FCNN provides the best performance . . . . . . . 87
6.3.4 Generalization of results . . . . . . . . . . . . . . . . . . . . . . . . . 89
6.4 Discussion and Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
7 Conclusions and future directions 95
7.1 Overall picture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
7.2 Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
5
List of Figures
2.1 The figure shows a feed-forward neural network structure. In particular, we have three
layers: the input layer l1, the hidden l2 and the output l3. The circles labelled ”+1” are
referred to as bias units b that for simplicity is taken constant. . . . . . . . . . . . . . . 19
2.2 The figure shows a block diagram of a NN where x is the NN input, W 1 and W 2 the
weights of the two specific layers l. J1 and J2 the multiplication between each weights
at every input block. Finally, J the loss function between the output z and the target y. . 20
2.3 The figure shows the steps of the back-propagation algorithm. First the forward al
activations are calculated for each layer l, then after the loss computation the error term
δ l+1 is computed. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.4 Example of a convolved operation. Every 3× 3 kernel (red indices) is convolved with
a 5× 5 image with a dot product repetition. The stride indicates how many units the
weight filters are moving each step. Finally, the kernel (weights) will be updated through
the back-propagation algorithm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.5 Example of a convolutional layer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.6 The figure shows the max pooling layer mechanism in practice. . . . . . . . . . . . . . 29
2.7 Example of a Convolution Neural Network . . . . . . . . . . . . . . . . . . . . . . . 30
2.8 The figure shows the entire forward and back-propagation process through the convolu-
tion, activation function, and pooling layers. . . . . . . . . . . . . . . . . . . . . . . . 32
2.9 The figure shows two different blocks: a) ResNet and b) Inception. . . . . . . . . . . . 33
2.10 Schematic example of a Recurrent Neural Network . . . . . . . . . . . . . . . . . . . 35
2.11 Example of RNN back-propagation through time, the red line represents the loss signal. 36
2.12 The figure shows a schematic diagram of (a) LSTM and (b) GRU. (a) i, f , o are the
input, forget and output gates. c and c∗ indicate the memory cell and the new activation
cell. (b) r, z are the reset and update gates, and h and h∗ are the previous recurrent state
and the candidate state. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
6
3.1 The deep-learning architecture proposed for abdominal diameter aorta prediction. The
blue blocks represent the features extraction through a CNN (AlexNet) which takes
in input a US sequence S, and provides for each frame s[t] a features map x[t] that is
passed to Convolution Gated Recurrent Units (C-GRU) (yellow circle) that encodes and
combines the information from different time points to exploit the temporal coherence.
The fully connected block (FC, in green), takes as input the current encoded state h[t] as
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1 Introduction
The objective of this thesis is mainly related to developing of new robust and accurate methods
for cardiac images analysis. Especially, with the Magnetic Resonance Imaging (MRI) images
make it possible to have a complete picture of cardiac function.
Whereas, fast and accurate segmentation of the Left Ventricle (LV), Right Ventricle (RV) and
Atrium from MRI are considered gold standard biomarkers for the quantification of heart
health, providing metrics such as Ejection Fractions (EF) and Stroke Volumes. The main chal-
lenges of MRI segmentation, are essentially due to tubercular and papillary muscle presence in
the surrounding structures which present heterogeneity banding and motion artifacts.
Nevertheless, even if MRI has sufficient image quality for an optimal image processing it has
also very costly equipment. On the other hand, Ultrasound (US) imaging has become more
accessible due to lower costs but presents much noisier images. Therefore, is also desirable
new ultrasound processing methods that break down noisy images problem.
Another fundamental aspect is to take into consideration the cyclic and temporal nature of
the cardiovascular system. Then, including these temporal aspects, is accordingly possible to
enhance the accuracy in which these methods are implemented.
A possible solution to embrace all those needs is Machine Learning (ML) a method being used
in a variety of branches of applications.
Particularly, Deep Neural Network (DNN) is a Machine Learning (ML) technique that consists
of different levels that have input, output and at least one hidden layer in between. Each
hidden level performs specific operations of classification among congruent patterns allowing
11
1. Introduction
the extraction of information from the structured or unstructured data.
The DNN has quickly become a methodology of choice for investigating medical images;
where diverse acquisition methods have difficulties and benefits.
The advent of advanced supervised Deep learning (DL) algorithms has increased the speed and
precision of cardiac analysis, although the RV shapes and myocardium segmentation are still
very challenging [1].
Today, the Convolution Neural Network (CNN) is the most efficient mathematical model for
extracting salience features from an input image. The CNN was inspired by a biological mecha-
nism, where the neuron connectivity mimics the animal visual cortex organization [2], with the
specific sensory neurons responding to visual stimuli in a specific region called the receptive
field.
In the CNN the visual receptive field is modelled with filters, which are functions that progres-
sively convolve the input image in order to extract salient characteristics. Every convolution
layer of the networks downsizes the input image into smaller feature maps that could be re-
stored to the original input size with a reverse convolution process.
In the problem of segmentation of medical images, CNN’s have been widely used so that the
features that contain segmentation information (encoding process), are restored to the original
size through a set of up-sampling convolutions (decoding process). This architecture is referred
to as a Fully Convolution Neural Network (FCNN) [3] or U-Net [4].
Unsupervised methods [5] can solve the tedious problem of creating enough labels, but at
the same time the intrinsic anatomy (i.e spatial organ structure) and physiological properties
(i.e temporal cyclic variation of the heart) of cardiovascular imaging data has a large level of
redundancy across time and space.
While, the semi-supervised strategies are the most hopeful, as they take advantage of a training-
set for manually labelled data in addition to searching for new structures led by the unsuper-
vised techniques. Generative Adversarial Networks (GAN), display encouraging results in
medical imaging, especially for segmentation problems [6, 7].
12
1. Introduction
This thesis is organized into five Chapters with the target of solving three main tasks. The
first task is the deep learning of methods for both spatial and temporal structure analysis. Sec-
ondly, better loss functions for also exploiting temporal and spatial variations. Thirdly, new
generative methods to integrate different MRI resolutions in order to improve segmentation
performances.
In Chapter two, a brief review of supervised feed-forward Neural Networks is given inside a
formal mathematical definition of the back-propagation algorithm used for training the deep
models.
Chapter three proposes a new deep learning model to extract fetal aortic signal variation from
an US video sequence. The architecture consists of the following fundamental blocks: a con-
volutional layer for the extraction of imaging features, a Convolution Gated Recurrent Unit (C-
GRU) for enforcing the temporal coherence across video frames and exploiting the temporal
redundancy of a signal, and a regularized loss function, called CyclicLoss (CL). The strengths
of this Chapter are predominately linked with the CL loss that imposes apriori knowledge about
the periodicity of the observed signal; performed as an L2 norm between pairs of predictions at
the same point of the heart cycle and from adjacent cycles. The Tperiod parameter is the period
of the cardiac cycle determined through a peak detection algorithm, where the average of all
peak-to-peak distances define its value. Ncycles, is the number of cycles present, calculated as
the total length of the input signal divided by Tperiod . The CL is therefore combined with the
Mean Square Error (MSE) as a regularization term.
As a result of this method an accuracy far superior to previously proposed methods has been
achieved, providing an average reduction of the MSE from 0.31 mm2 (state-of-art) to 0.09
mm2, and a relative error reduction from 8.1% to 5.3% with a execution speed of 289 frames per
second. A non-parametric test (KS-test) was also performed to verify the statistical significance
of the proposed technique compared to other techniques.
Subsequently, the combination of C-GRU with recent state-of-the-art deeper networks ([8], [9])
and a shallow one (AlexNet [10]) was also performed. Furthermore, the CL loss proved to be
performing better than all models studied here. Some weaknesses were noted, mostly relating
to the small dataset available (2-5 cycles and 125 frames per patient). As time progresses, deep
13
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networks will be required to handle the availability of new data. The current dataset will be
made public for ensuring the reproducibility of results.
In Chapter four, the learning of the LV heart physiology (i.e cyclic heart movement over time)
is tackled in the same fashion as the previous US video analysis problem with appropriate
DL segmentation work-flow performed in three components. Firstly, the automated localiza-
tion of LV. Secondly, the identification of LV counters using a Temporal Fully Convolution
Neural Network (T-FCNN) which extends the FCNN through a GRU mechanism. Ultimately,
additional boundaries with a post-processing technique such as fully connected Conditional
Random Fields (CRFs) including Gaussian edge potentials [11] and Semantic Flow [12]. The
use of the recurring unit led to a 30% reduction in the Average Perpendicular Distance (APD)
[13] compared to the FCNN baseline.
The use of recurrent units is not a perfect solution since they are limited by vanishing gradients
which can reduce the performance of the back-propagation over time. A common solution is
the use of a gradient clipping strategy or adding a regularization term that improves or reduces
the magnitude of the gradient [14].
In Chapter five, an innovative architecture called Volumetric Fully Convolution Neural Net-
work (V-FCNN) is proposed; with the aim of capturing the entire spatial anatomy of the atria
and mitigate the vanishing gradient problem of a recurrent unit. The V-FCNN is able to process
88 slices in one-shot on the available GPU, and consequently integrating the spatial redundancy
through 3D-kernels with a novel loss function. The introduced loss function is based on a com-
bination of both Mean Square Error (MSE) and Dice Loss (DL) in order to capture bulk shapes
and reduce, at the same time, the errors produced by over-segmentation. However, the V-FCNN
is a simplification of V-Net [15] by removal of the skip-path with the objective of achieving a
faster training convergence.
The elimination of the skip-connections (i.e used for recovering spatial resolution lost by the
pooling layer) and the pooling layers results in the processing of the entire volume slices in fast
way through the initial down-sampling, though there are large losses of spatial information.
This initial down-sampling is needed because the available GPU memory is insufficient to con-
tain 88 high-resolution images in one input shot. The solution of this problem, that invalidates
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the final accuracy. The V-FCNN achieved a Dice Index [13] of 92.5.
Though, the 3D-convolutional approach allows acquiring the three-dimensional structure with-
out gradient problems, any other way is a very expensive approach for the Graphics Processing
Unit (GPU) memory that necessitates a reduction in the input size, and consequently losing
spatial resolution.
In the final Chapter, a new network called Region Of Interest Generative Adversarial Net-
work (ROI-GAN) is proposed. The ROI-GAN works in two different fields of view: full MRI
ROI resolution among two GAN’s, where the GAN generators can also operate with GRU
units.
This semi-supervised approach mitigates the absence of a large training set and concurrently
improves the segmentation performance thus achieving an increase 0.05 Dice and 3.49 mm
Index and Hausdorff Distance [16] each with regard to the FCNN baseline.
1.1 Impact
In the vision of a fully automated, robust and accurate analysis of medical images, this Ph.D.
has contributed with i) loss functions for getting the temporal and spatial biological variation;
ii) comparison of different CNN/FCNN architectures for ultrasound prediction and MRI seg-
mentation; iii) an optimized FCNN for large 3D datasets that requires less training to achieve a
reasonable performance; iv) new adversarial training strategy capable of cross-integrating full
MRI resolution with the local one.
The thesis is correlated with the following list of publications:
• Nicoló Savioli, Silvia Visentin, Erich Cosmi, Enrico Grisan, Pablo Lamata, and Giovanni
Montana. Temporal convolution networks for real-time abdominal fetal aorta analysis
with ultrasound. Springer International Publishing, pages 148–157, 2018
• Nicoló Savioli, Miguel Silva Vieira, Pablo Lamata, and Giovanni Montana. Automated




• Nicoló Savioli, Giovanni Montana, and Pablo Lamata. V-fcnn: Volumetric fully convo-
lution neural network for automatic atrial segmentation. In Statistical Atlases and Com-
putational Models of the Heart. Atrial Segmentation and LV Quantification Challenges,
pages 273–281, Cham, 2019. Springer International Publishing
• Nicolo Savioli, Miguel Silva Vieira, Pablo Lamata, and Giovanni Montana. A generative
adversarial model for right ventricle segmentation. arXiv:1810.03969, Sep 2018
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This Chapter describes the theory of Neural Networks and in particular the backpropagation
algorithm. Convolutional networks are further explained along with the recurring networks.
The problem of the vanishing gradient when training with the aid of the previous observations
(i.e. recurrence) is also introduced. This will provide an overview of the key concepts within
Deep Learning to act as a basis for further Chapters, where particular attention is paid to the
mathematical explanation of the theory.
2.1 Feed-forward neural network overview
In the supervised learning problem, two training examples are given: (x(i),y(i)) where x(i) is
the input image and y(i) the output target. The Neural Networks (NN’s) provide the possibil-
ity to define a complex function hW,b(x) that transforms the input data into the output target
depending on parameters wi, b.
Particularly, the parameters wi are called weights while b is the slope, referred to as the bias
and they change during the training process. The NN is composed of different stacked layers l





wlixi +b) = σ((W
l)T ∗ x+b) (2.1)
Where σ : R→ R is the activation function; usually a sigmoid function is chosen, with N being
the number of connections between weights. Equation 2.2 is an example of a sigmoid function
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The choice of a sigmoid function has some benefits during the derivation of the NN, as the
derivative can be expressed as a product of the sigmoid function itself.
σ
′(z) = σ(z)[1−σ(z)] (2.3)
A NN with three neurons is shown in Fig 5.1 serve as to a base example which can be gener-
alised for more connections.
The left hand layer, denoted layer L1, is referred to as the input layer while the right hand layer,
denoted as layer L3, is referred to as the output layer. The central layer, denoted as layer L2,
is referred to as the hidden layer. This is due to the internal values not being fully observable
during the training process.
The step of generating the output from an input, governed by the following set of equations









































Where W li j denotes the weights parameters between the neurons i in precessing layer l and the
corresponding neurons j in layer l + 1; while bl is the bias associated with the specific layer.
The ali denotes the activation function of neurons i in layer l +1.
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Figure 2.1 The figure shows a feed-forward neural network structure. In particular, we have
three layers: the input layer l1, the hidden l2 and the output l3. The circles labelled ”+1” are
referred to as bias units b that for simplicity is taken constant.
2.2 Back-propagation Algorithms
The challenge is to optimize the set of coefficients of the network for a given
(x1,y1), ...,(xm,ym) m random training examples. The NN can be trained with the Stochas-
tic Gradient Descent (SGD) algorithm [21] technique. Then, for a single training observation





The cost function J(W,b;x,y) returns as an output a value which is used for updating all W for
the parameters on each NN layer. This is formulated as a loss function minimization problem
with respect to W l and bl for all l specific layers.
Then, for a given layer l the update rule is:
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bl = bl−α ∂J
∂bl
(2.10)
The α constant is called the Learning Rate (LR) that controls how much the weight parameters
are adjusted with respect to the loss.
Figure 2.2 The figure shows a block diagram of a NN where x is the NN input, W 1 and W 2 the
weights of the two specific layers l. J1 and J2 the multiplication between each weights at every
input block. Finally, J the loss function between the output z and the target y.
The back-propagation algorithm is described here. A schematic NN of two layer within param-
eters W 1 and W 2 is chosen(see Fig. 2.2) for solving the following minimization problem:

W 1 =W 1−α ∂J
∂W 1
W 2 =W 2−α ∂J
∂W 2
(2.11)
For the simplification of notation:
z = hW.b (2.12)
Then, looking at Fig. 2.2 we want to find the analytical description of how the loss function
depends on the parameters W.
From the start of the output of the network, z, going step by step backwards from the loss
function to W1, the first variable z (i.e output of the network) is outputted. Here a partial
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∂ z is the derivative of the loss function with respect to z:
∂J
∂ z
= (z− y) (2.17)
The chain rule is also applied to ∂ z









Where since J2 =W 2 ∗d then:




Therefore, for the second term of 2.11 the ∂J
∂W 2 :
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∂J
∂W 2
= (z− y) ∂ z
∂J2
d (2.20)















∂W 1 must be calculated, but since d is the first variable that the propagation signal meets;



























Finally, the system from 2.11 becomes:

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are still required for the convenient






















σ(J2) = σ(J2)[1−σ(J2)] = z(1− z) (2.28)
This means that the derivative of the output, with respect to the input, is expressed in terms of
the output itself due to the sigmoid function.

W 1 =W 1−α[(z− y)z(1− z)W 2d(1−d)]x
W 2 =W 2−α[(z− y)z(1− z)]d
(2.29)
The bias equation is obtained with the same procedure. The general back-propagation algo-
rithm is divided into six steps:
• Input x set the activation a1 for the specific input layer.
• Feedforward: For each l = 2,3, ...,L compute zl = wlal−1 +bl and al = σ(zl);
• Delta error δ L for the last layer L: calculate as the derivative vector δ L = J ′a ·σ
′
(zL);
• Delta error back-propagation: For each layer l = L−1,L−2, ...,2 must be determined
δ l = ((W l+1)T δ l+1 ·σ ′(zl));







= δ lj ;
• Update each layer: W l =W l−α ∂J
∂wljk
and bl = bl−α ∂J
∂blj
= δ lj
Indeed, an α value too small can lead to a slow convergence, while large values can cause the
local minimum to be missed by over-stepping.
New update layer algorithms are then applied to bypass old-fashioned learning rate selection.
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Figure 2.3 The figure shows the steps of the back-propagation algorithm. First the forward al
activations are calculated for each layer l, then after the loss computation the error term δ l+1
is computed.
The most famous method is the Adagrad algorithm [22], and will be explained in the next
section.
2.3 Computing the gradients: the Adagrad algorithm
The key is to compute the gradients, the partial derivatives. The Adagrad algorithm is the
solution, and also avoids the need to fix an a-priory LR
Then, at every training time t, in the (xt ,yt) dataset iteration with an initial LR, the Adagrad
algorithm computes the gt value.
The gt denotes the gradient at time t with gt,l the partial derivative of the loss function with
respect to the layer J(W l,t ,bl,t ;xt ,yt). Where Wl,t are specific parameters of NN layer l at
iteration t.
gt,l = ∇W J(Wt,l,bt,l;x,y) (2.30)
Then, for the update step:
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G ∈ Rd×d is a diagonal matrix of dimension d×d in which, each diagonal element, (i, i) is the
sum of the square gradients gt,l at time t plus ε, a smoothing term.
In recent years, different modifications of Adagrad have been proposed, such as Adadelta [23]
that impose a size window of w in order to restrict the quantity of previous gradient gt,l to
accumulate in order to overcome the monotonic decreasing of learning rate.
Adaptive Moment Estimation (Adam) [24] has also been proposed to not just include previous
gradients but to also include their exponentially decaying averages of past gradients.
2.4 Convolution Neural Network (CNN)
The CNN is a type of NN has taken inspiration from neuro-biology, derived specifically from
the work of Hubel and Wiesel in the Visual Cortex (VC) of cats [25]. In the VC, it is possible
to find a complex system of small sensitive cells organised in sub-regions positioned to cover
the entire visual input space.
Those cells can be characterised as the local space filters, they are used for exploiting the
surrounding spatial correlation present in natural input images. The CNN mathematically em-
ulates this space filtering operation of the human VC that represents a powerful vision sys-
tem.
There have been numerous examples of neuro-biology inspired vision systems that have been
presented: NeoCognitron [26], Lenet-5 [27] and HMAX [28]. New studies have shown that
CNN should be considered the best candidate for most visual recognition tasks [29]. The CNN
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is composed of a sequence of hidden layers. More generally, every hidden layer forms a block
of three main elements.
2.4.1 The Convolution Layer
The Convolution Layer (CL) is formed by a set of spatial filters. Each of these filters convolves
across the spatial image location to produce a 3D tensor of activation maps called Feature Maps
(FM). Each FM contains the location response of the input image. The 2D discrete convolution








ω[u,v]l−1W [x−u,y− v]l (2.33)
Figure 2.4 Example of a convolved operation. Every 3× 3 kernel (red indices) is convolved
with a 5× 5 image with a dot product repetition. The stride indicates how many units the
weight filters are moving each step. Finally, the kernel (weights) will be updated through the
back-propagation algorithm.
The 2D discrete convolution can be generalized as a dot operator repeated several times be-
tween the l − 1 layer input ω[x,y]l−1 and the learn-able weight matrix (kernels) W [x,y]l of
destination layer l. Where ∗ is the convolution operator and x,y is the corresponding index of
the pixels for both input features and kernels to be trained. Please note that the notation ω rep-
resents the greek letter omega and is different from W ; while k the filter size. Other parameters
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to be considered are stride and padding. While the stride controls how many units the weights
w shifts on the image input, the padding adds a number of zeros around the features border for
restoring the lost size after the convolution process.
Figure 2.5 Example of a convolutional layer





Where O is the feature output, (height/length), W is the input size (height/length), K is the filter
size, P is the padding, and S is the stride. Further, the padding P, can be also used for restoring
the size of down-sampling features with an up-sampling path such as in U-Net [30] and Fully
Convolution Neural Network [31]. For example, if the final CNN layer has a set of feature
maps with a size of 22 pixels, it is then possible to progressively restore their size with a set of
deconvolutions by an appropriate padding (i.e for doubling the 22 pixels to 44, a P value of 12
zeros with a kernel size of 3×3 and a stride of 1 is needed).
2.4.2 Activation functions
During the training of a neural network the magnitude of each the gradients at the correspond-
ing layer becomes exponentially small part due to the minimization process. This is translates
into very slow learning process. For example the magnitude of the sigmoid derivative is below
1.0 in the whole range of the function and this creates the gradient vanishing.
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2.4.2.1 Rectified Linear Unit (ReLU)
The Rectified Linear Units (ReLU) layer is a common non-linear activation function for con-
volutional hidden units, which is used to improve the training of deeper CNN networks. In
particular, it allows overcoming the problem of gradient disappearance by a sparse representa-
tion with true zeros that seems to be more suitable for neural networks [32].
The mathematical description of ReLU is given by the following equation:
ReLU(x) =

x, if x > 0
0, otherwise
(2.35)
Where x is the output of the convolution layer and α is the constant slope.
2.4.2.2 Leaky ReLU (LReLU)
Differently, from ReLU, Leaky ReLU presents a small slope from negative values. Having
zero-slope parts allows it to make the training faster.
LeakyReLU(x) =

x, if x > 0
0.01x, otherwise
(2.36)
2.4.2.3 Parametric ReLU (PReLU)
The PReLU is a type of Leaky ReLU that instead of having a fix slop (i.e 0.01) makes it a
parameter of the neural network (i.e α).
PReLU(x) =

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2.4.3 Pooling
The Pooling (P) layer is a down-sampling operation across spatial dimensions after the convo-
lution layer operation. The aim of pooling is to decrement the number of parameters and the
total network computation time. The P operator does not require any parameters and can be
interpreted as an operator that divides each Feature Map (FM) into subregions of size sw and
sh.
For each subregion sw and sh of the input FM, fk, the max value is taken and run for all features








Where max(·) is a max function.
Figure 2.6 The figure shows the max pooling layer mechanism in practice.
2.4.4 Fully Connected Layer
After the last convolution layer, all 2D feature maps are flattened in a 1D vector where every
neuron in the layer l−1 is connected with every other neuron of the layer l. This network can
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be seen as a regular neural network where all nodes are connected to all previous activations.
Frequently, it is possible to express Fully Connected (FC) Layers as a 1×1 convolution.
Figure 2.7 Example of a Convolution Neural Network
2.5 Backpropagation with CNN
This section provides a description of the back-propagation through a CNN. As a standard NN,
this is divided in two-steps: forward and backward (see Fig 2.8). In the forward pass a set
of i input features ωi[x,y] at layer l− 1 are convolved with Wi[x,y] weight kernel in order to
obtain ω lf eatures[x,y] through the convolution equation 2.33, with x,y the corresponding spatial
pixels. Then all FM enter into the sigmoid function σ (eq 2.2) and pooling layer H(x,y) (Eq























The backward process is still similar to the standard NN, where each node of the matrix Wji
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is fully described by a set of 2D kernels (size k× k). Moreover, the pooling error needs to be
up-sampled with the convolution size of convSize× convSize. Thus, given δ l+1pooling a matrix of
derivatives among pooling pixel position xi, yi of size convSizeSw ×
convSize
Sh
; the max index position










1, if max(xSw) = xi
1, if max(ySh) = yi
0, otherwise
(2.42)
We defined J ∈ RSw×Sh as a matrix of ones, the the Kronecker product between δ l+1pooling
and JSw×Sh produce a δ
l+1
U psampling of size
convSize
Sw














l+1)T ∗δ l+1U psampling ∗σ
′
(ω lf eatures) (2.44)
Finally, the update functions are computed:
W l =W l−α(ω l−1f eatures ∗δ
l
Conv) (2.45)
bl = bl−αδ lConv (2.46)
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Figure 2.8 The figure shows the entire forward and back-propagation process through the con-
volution, activation function, and pooling layers.
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2.6 Recent developments of CNN’s
Deep-learning has historically developed many different types of CNN’s, however only five of
them have become very popular.
The first CNN taken into consideration is AlexNet [10]. The AlexNet is composed of five CL’s
with 11×11 Receptive Field (RF) size in the first layer, 5×5 in the second and finally 3×3 in
the last three layers. Each CL is repetitively by ReLU and Pooling.
On the contrary, the VGG CNN model [33] is formed by a sequence of multiple convolution
blocks with RF size of 3× 3. This has two advantages: First, 3× 3 filters are able to capture
smaller details in the image. The ability to emulate the effect of a larger receptive field (i.e
11×11).
The VGG model is very expensive at runtime and doesn’t appear scalable. Then, to overcome
this problem, Google R© proposed the Inception Module (IM) (Fig. 2.9 a); hence the name
Inception CNN. In the IM, multiple CL of different size (1× 1,3× 3,5× 5) are processed in
parallel and combined together at the end of this. Where before each parallel CL has used a
small 1× 1 convolution filter in order to reduce the FM number with a consequent increase
in network execution speed. Particularly, in this thesis, we use the new Inception V4 version
[9].
Figure 2.9 The figure shows two different blocks: a) ResNet and b) Inception.
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The difference between the V4 version with the previous one is due to it’s combination with
another module called ResNet Module (RNM), from which is derived from the ResNet CNN
by Microsoft R© (Fig. 2.9 b). The simple idea that lies behind ResNet [34] is to pass the input
between two successive cascade CL with an Identity Skip Connection (ISC), where both out-
puts of the last convolution and the ISC are added together. This allows the gradient to run
through many layers without disappearing. Using the ISC it is therefore possible to train neural
networks with thousands of layers.
Finally, an extension of the ResNet architecture is DenseNet [8]. In DenseNet each layer
receives a signal from all preceding layers and, at the end, the input is combined by a concate-
nation. Similar to ResNet, the ISC is used to transfer all previous signals on the dense deepest
levels. There are three main advantages to DenseNet: Firstly, a strong gradient flow, so the
early layers can have more direct supervision from the final classification layer. Secondly, a
huge number of parameters but with excellent computation efficiency. Thirdly, the DenseNet
maintains features of high complexity because of a combination of different convolution lev-
els.
2.7 Recurrent Neural Networks
Sequential information needs a specific neural network framework for learning temporal dy-
namics [35] where consecutive patterns are stored in a linear recurrent unit ht−1 in three steps.
Firstly, the input x is carried into the recurrent unit by its parameters Wxh. Secondly, the hidden
unit ht−1 is in a dot product within the recurrent parameters Wxh. Then, the summation of these
two operation updates the new hidden state ht with the below equation.
ht = σ(Whhht−1 +Wxhxt) (2.47)
Once the actual state ht is calculated the final output is given with the following equation:
y =Whyht (2.48)
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Figure 2.10 Schematic example of a Recurrent Neural Network
In order to train the RNN model the back-propagation algorithm is applied, the derivative of
each recurrent node ht dependent on all the previous steps (i.e ht−1, ht−2). The RNN network





























Where the index k indicates the specific RNN hidden layer from time k = 1 to k = t−1. The
term ∂ht
∂hk
denotes the derivative of the hidden layer at time t with respect to the hidden layer at
















An issue arises from the multiplication of this Jacobian term many times during back-
propagation. To demonstrate this we take the norm of both parameters W Thh and diag[σ
′
(hi−1)]
corresponding to the γWhh and γσ , that are their maximum eigenvalues.
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> 1, we have gradient explosion as the exponent becomes a very large
number.
Figure 2.11 Example of RNN back-propagation through time, the red line represents the loss
signal.
2.8 Solutions for the exploding gradient
Several methods have been used in the past to attack the gradient explosion (or vanishing) for
long input sequences.
Initially, an L1 or L2 loss were added for penalizing the recurrent weights in order to contain
the spectral radius of Eq 2.52, where the model can exhibit a loss of long-term memory traces
when a long temporal sequence is given. Better learning algorithms or clipping gradients have
proved useful to solve this problem[36].
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Other solutions are linked to the structural change of the RNN model such as the Long Short-
Term Memory Unit (LSTM) [37] or Gated Recurrent Unit (GRU) [38]. In both models, a
special set of RNN units called gates behave as a binary (0 or 1) switch that directs the in-
formation to the memory, deletes it or addresses the new state. The opening and closing of
these binary gates are learned directly from the data. In this section, we will deal with them in
detail.
Figure 2.12 The figure shows a schematic diagram of (a) LSTM and (b) GRU. (a) i, f , o are
the input, forget and output gates. c and c∗ indicate the memory cell and the new activation
cell. (b) r, z are the reset and update gates, and h and h∗ are the previous recurrent state and the
candidate state.
2.8.1 Long Short-Term Memory Unit
The Long Short-Term Memory (LSTM) (see Fig 2.12 (a)) maintains a memory, c, at time
t. Again, for a given input xt and recurrent hidden layer, ht , the LSTM equations are com-
puted:
ht = ottanh(ct) (2.54)
Where ot is the output gate that regulates the volume information in output from the c cell
memory. The output gate is computed by:
ot = σ(Woxxt +Wohht−1 +bo) (2.55)
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The memory cell c is updated by deleting the existing memory while the new memory infor-
mation c∗ is added in to.
ct = ftct−1 + itc∗t (2.56)
This new information c∗ is modelled as:
c∗t = tanh(Wc∗xxt +Wc∗hht−1 +bc∗) (2.57)
Where memory cell c is controlled by the interaction of two gates: the forget gate and the input
gates. While the forget gate tries to forget the information no longer needed by the cell; the
input gates decided how much of it must be added. Both are computed with the following
equations:
ft = σ(Wf xxt +Wf hht−1 +b f ) (2.58)
it = σ(Wixxt +Wihht−1 +bi) (2.59)
Note σ is the activation function, while Wox, Woh, Wc∗x, Wc∗h, Wf x, Wf h, Wix and Wih are all
recurrent weight matrices of o output gate, c∗ memory, f forget gate, i input gate respectively.
The corresponding bias outputs are bo, bc and bg.
2.8.2 Gated Recurrent Unit
The Gated Recurrent Unit (GRU) (see Fig 2.12 (b)) is a simplification of LSTM for catching
those dependencies faster. Likewise to the LSTM unit, the GRU has a number of gates that
change the flow of information inside each unit but without a specific cell.
The activation unit ht at time t is given as the interpolation between the previous activation ht−1
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and the candidate activation h∗t :
ht = (1− zt)ht−1 + zth∗t (2.60)
Where zt is the update gate that decides how much information flows through the unit ht and is
computed as:
zt = σ(Wzxxt +Wzhht−1 +bz) (2.61)
While the candidate activation h∗t is measured the same as in the RNN unit:
h∗t = tanh(Wh∗xxt +Wh∗h(rt ht−1)+bh∗) (2.62)
Where rt is the reset gate and  is the element-wise multiplication. When rt is off the gate
in Fig 2.12 (b) is open to 0. This mechanism acts like the LSTM forged gate as it allows you
to decouple ht−1 from the h∗ that is updated only by the input sequence xt . The reset gate is
computed in the same fashion as the update gate.
rt = σ(Wrxxt +Wrhht−1 +br) (2.63)
Where Wzx, Wzh, Wh∗x, Wh∗h, Wrx and Wrh are all recurrent matrices. While bz, bh∗ and br the
bias values.
2.8.3 Generative Adversarial Networks (GAN)
The GAN can be seen as variational auto-encoder [39] where given a set of i.i.d data samples
(x1,x2, ...,xn), pg generator distribution and pd a data distribution.
The optimal discriminator d(·) for k different data samples and for a fixed generator g(·) is
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pd(xi) log(d(xi))+ pg(xi) log(1−d(xi))dxi
(2.65)
Where zi, are generative samples (or also called fake samples) come from generator function
g(·) in which pzi = pg(xi) (distribution of zi equal to generative distribution of xi) and xi =
g(zi).












(a log(y)+b log(1− y))dy = 0 (2.67)
∂
∂y





The L(g,d) reaches a maximum of aa+b for any (a,b) ∈ R
2. For this reason the discriminator is
not define outside Supp(pd)∪Supp(pg).
However, during the loss GAN minimisation the global minimum is achieved in Nash Equilib-
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rium (NE) [40] pg = pd with a value of −log(4). Where if the equation 2.66 is substitute to y







)+b log(1− ( a
a+b
)))dy (2.70)
So if the global minima is reached then pg(xi) = pd(xi); also expressed as a = b. Then, when



















In the original GAN work [41] is proves the possibility to estimate it by the minimization of


















where DKL represent the Kullback-Leibler divergence that is defined as:







The main role of the discriminator d(·) is to minimize this JS divergence between two different
distributions pd (real data distribution) and pg (fake data distribution).
2.9 Metrics
This section gives a global view of the metrics used in the following Chapters. In particular,
to evaluate segmentation, Dice Index (DI) and Hausdorff Distance (HD) are more commonly
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used





The HD is the greatest of all the distances from a point in one set to the closest point in the
other set.
HD(A,B) = mina∈Aminb∈Bd(a,b) (2.75)
It is defined as the max(da,db), where da is the distance from the automatic contour points to
the closest point of the manual contour, and db is the opposite. HD is measured in mm in this
work.
While in regression problems, where a series of real values must be compared, Mean Squared








where n are the predictions generated from the data samples with Y the ground truth values
vector and Ŷ the predicted one.
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with Ultrasound
The automatic analysis of ultrasound sequences can substantially improve the efficiency of
clinical diagnosis. In this Chapter we present our attempt to automate the challenging task of
measuring the vascular diameter of the fetal abdominal aorta from ultrasound images.
We propose a neural network architecture consisting of three blocks: a convolutional layer for
the extraction of imaging features, a Convolution Gated Recurrent Unit (C-GRU) for enforcing
the temporal coherence across video frames and exploiting the temporal redundancy of a signal,
and a regularized loss function, called CyclicLoss, to impose our prior knowledge about the
periodicity of the observed signal. However, an extension of this architecture will be presented
in the following Chapters for performing segmentation tasks of left-ventricle, right-ventricle
and atrium.
Here we present experimental evidence suggesting that the proposed architecture can reach an
accuracy substantially superior to previously proposed methods, providing an average reduc-
tion of the mean squared error from 0.31mm2 (state-of-art) to 0.09mm2, and a relative error
reduction from 8.1% to 5.3%. The mean execution speed of the proposed approach of 289
frames per second makes it suitable for real time clinical use.
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3.1 Introduction
Fetal ultrasound (US) imaging plays a fundamental role in the monitoring of fetal growth dur-
ing pregnancy and in the measurement of the fetus well-being. Growth monitoring is becoming
increasingly important since there is an epidemiological evidence that abnormal birth weight is
associated with an increased predisposition to diseases related to cardiovascular risk (such as
diabetes, obesity, hypertension) in young and adults [42].
Among the possible biomarkers of adverse cardiovascular remodelling in fetuses and new-
borns, the most promising ones are the Intima-Media Thickness (IMT) and the stiffness of the
abdominal aorta by means of ultrasound examination. Obtaining reliable measurements is criti-
cally based on the accurate estimation of the diameter of the aorta over time. However, the poor
signal to noise ratio of US data and the fetal movement makes the acquisition of a clear and
stable US video challenging. Moreover, the measurements rely either on visual assessment at
bed-side during patient examination, or on tedious, error-prone and operator-dependent review
of the data and manual tracing at later time. Very few attempts towards automated assess-
ment have been presented [43, 44], all of which have computational requirements that prevent
them to be used in real-time. As such, they have reduced appeal for the clinical use. In this
Chapter we describe a method for automated measurement of the abdominal aortic diameter
directly from fetal US videos. We propose a neural network architecture that is able to pro-
cess US videos in real-time and leverage both the temporal redundancy of US videos and the
quasi-periodicity of the aorta diameter.
The main contributions of the proposed method are as follows. First we show that a shallow
CNN is able to learn imaging features and outperforms classical methods as level-set for fetal
abdominal aorta diameter prediction. Second we add to the CNN a Convolution Gated Recur-
rent Unit (C-GRU) [45] for exploiting the temporal redundancy of the features extracted by
CNN from the US video sequence. Finally, we add a new penalty term to the loss function
used to train the CNN to exploit periodic variations.
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3.2 Related work
The interest for measuring the diameter and intima-media thickness (IMT) of major vessels
has stemmed from its importance as biomarker of hypertension damage and atherosclerosis in
adults. Typically, the IMT is assessed on the carotid artery by identifying its lumen and the
different layers of its wall on high resolution US images. The improvements provided by the
design of semi-automatic and automatic methods based mainly on the image intensity profile,
distribution and gradients analysis, and more recently on active contours. For a comprehensive
review of these classical methods we refer the reader to [46] and [47]. In the prenatal setting,
the lower image quality, due to the need of imaging deeper in the mother’s womb and by the
movement of the fetus, makes the measurement of the IMT biomarker, although measured on
the abdominal aorta, challenging.
Methods that proved successful for adult carotid image analysis do not perform well on such
data, for which only a handful of methods (semi-automatic or automatic) have been proposed,
making use of classical tracing methods and mixture of Gaussian modelling of blood-lumen
and media-adventitia interfaces [43], or on level sets segmentation with additional regularizing
terms linked to the specific task [44]. However, their sensitivity to the image quality and lengthy
computation prevented an easy use in the clinical routine.
Deep learning approaches have outperformed classical methods in many medical tasks [48].
The first attempt in using a CNN, for the measurement of carotid IMT has been made only
recently [49]. In this work, two separate CNNs are used to localize a region of interest and then
segment it to obtain the lumen-intima and media-adventitia regions. Further classical post-
processing steps are then used to extract the boundaries from the CNN based segmentation.
The method assumes the presence of strong and stable gradients across the vessel walls, and
extract from the US sequence only the frames related to the same cardiac phase, obtained by a
concomitant ECG signal.
However, the exploitation of temporal redundancy on US sequences was shown to be a solution
for improving overall detection results of the fetal heart [50], where the use of a CNN coupled
with a recurrent neural network (RNN) is strategic. Other works, propose similar approach in
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order to detect the presence of standard planes from prenatal US data using CNN with Long-
Short Term Memory (LSTM) [51].
3.3 Datasets
This study makes use of a dataset consisting of 25 ultrasound video sequences acquired during
routine third-trimester pregnancy check-up from the Department of Woman and Child Health
of the University Hospital of Padova (Italy). The local ethics committee approved the study
and all patients gave written informed consent. The gestational age for the scans we used is 32
weeks and 4 days±4 weeks (mean± stdev).
Fetal US data were acquired using an US machine (Voluson E8, GE) equipped with a 5 MHz
linear array transducer, according to the guidelines in [52, 53], using a 70o FOV, image dimen-
sion 720x960 pixels, a variable resolution between 0.03 and 0.1 mm and a mean frame rate of
47 fps. Gain settings were tuned to enhance the visual quality and contrast during the exam-
ination. The length of the video is between 2s and 15s, ensuring that at least one full cardiac
cycle is imaged.
After the examination, the video of each patient was reviewed and a relevant video segment was
selected for semi-automatic annotation considering its visual quality and length: all frames of
the segment were processed with the algorithm described in [43] and then the diameters of
all frames in the segments were manually reviewed and corrected. The length of the selected
segments varied between 21 frames 0.5s and 126 frames 2.5s. The 25 annotated segments in
the dataset were then randomly divided into training (60% of the segments), validation (20%)
and testing (20%) sets. In order to keep the computational and memory requirements low, each
frame was cropped to have a square aspect ratio and then resized to 128×128 pixels. We also
make this dataset public to allow for the results to be reproduced.
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3.4 Network architecture
Our output is the predicted value ŷ[t] of the diameter of the abdominal aorta at each time
point. Our proposed deep learning solution consists of three main components (see Figure 1): a
Convolutional Neural Network (CNN) that captures the salient characteristics from ultrasound
input images; a Convolution Gated Recurrent Unit (C-GRU) [45] exploits the temporal coher-
ence through the sequence; and a regularized loss function, called CyclicLoss, that exploits the
redundancy between adjacent cardiac cycles.
Our input consists of a set of sequences whereby each sequence S = [s[1], ...,s[K]] has dimen-
sion N×M pixels at time t, with t ∈ {1, . . . ,K}. At each time point t, the CNN extracts the
feature maps x[t] of dimensions D×Nx×Mx, where D is the number of maps, and Nx and
Mx are their in-plane pixel dimensions, that depend on the extent of dimensionality reduction
obtained by the CNN through its pooling operators.
The feature maps are then processed by a C-GRU layer [45]. The C-GRU combines the current
feature maps x[t] with an encoded representation h[t−1] of the feature maps {x[1], . . . ,x[t−1]}
extracted at previous time points of the sequence to obtain an updated encoded representation
h[t], the current state, at time t: this allows the exploitation of the temporal coherence in the
data. The h[t] of the C-GRU layer is obtained by two specific gates designed to control the
information inside the unit: a reset gate, r[t], and an update gate, z[t], defined as follows:
r[t] = σ(Whr ∗h[t−1]+Wxr ∗ x[t]+br) (3.1)
z[t] = σ(Whz ∗h[t−1]+Wxz ∗ x[t]+bz) (3.2)
Where, σ() is the sigmoid function, W· are recurrent weights matrices whose first subscript
letter refers to the input of the convolution operator (either the feature maps x[t] or the state
h[t− 1]), and whose second subscript letter refers to the gate (reset r or update z). All these
matrices, have a dimension of D×3×3 and b· is a bias vector. In this notation, ∗ defines the
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convolution operation. The current state is then obtained as:
h[t] = (1− z[t])h[t−1]+ z[t] tanh(Wh ∗ (r[t]ht−1)+Wx ∗ x[t]+b). (3.3)
Where  denotes the dot product and Wh and Wx are recurrent weight matrices for h[t−1] and
x[t], used to balance the new information represented by the feature maps x[t] derived by the
current input data s[t] with the information obtained observing previous data s[1], . . . ,s[t− 1].
On the one hand, h[t] is then passed on for updating the state h[t + 1] at the next time point,
and on the other is flattened and fed into the last part of the network, built by Fully Connected
(FC) layers progressively reducing the input vector to a scalar output that represent the current
diameter estimate ŷ[t].
Figure 3.1 The deep-learning architecture proposed for abdominal diameter aorta prediction.
The blue blocks represent the features extraction through a CNN (AlexNet) which takes in
input a US sequence S, and provides for each frame s[t] a features map x[t] that is passed to
Convolution Gated Recurrent Units (C-GRU) (yellow circle) that encodes and combines the
information from different time points to exploit the temporal coherence. The fully connected
block (FC, in green), takes as input the current encoded state h[t] as features to estimate the
aorta diameter ŷ[t].
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3.4.1 CyclicLoss
Under the assumption that the pulsatility of the aorta follows a periodic pattern with the cardiac
cycle, the diameter of the vessel at corresponding instants of the cardiac cycle should ideally
be equal. Assuming a known cardiac period Tperiod , we propose to add a regularization term
to the loss function used to train the network as to penalize large differences of the diameter
values that are estimated at time points that are one cardiac period apart.
We call this regularization term CyclicLoss (CL), computed as L2 norm between pairs of pre-








‖ ŷ[t +(n−1)Tperiod ]− ŷ[t +nTperiod ] ‖2 (3.4)
The Tperiod is the period of the cardiac cycle, while Ncycles is the number of integer cycles
present in the sequence and ŷ[t] is the estimated diameter at time t. Notably, the Tperiod is
determined through a peak detection algorithm on y[t], and the average of all peak-to-peak
detection distances define its value. While the Ncycles is the number of cycles present, calculated
as the total length of the y[t] signal divided by Tperiod .
The loss to be minimized is therefore a combination of the classical MSE (eq 2.76) with the
CL, and the balance between the two is controlled by a constant λ :





(y[t]− ŷ[t])2 +λ ·CL (3.5)
where y[t] is the target diameter at time point t. It is worth noting that the knowledge of the
period of the cardiac cycle is needed only during training phase. Whereas, during the test
phase, on an unknown image sequence, the trained network provides its estimate blind of the
periodicity of the specific sequence under analysis.
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3.4.2 Implementation details
For our experiments, we chose AlexNet [10] as a feature extractor for its simplicity. It has five
hidden layers with 11×11 kernel size in the first layer, 5×5 in the second and 3×3 in the last
three layers; it is well suited to the low image contrast and diffuse edges characteristic of US
sequences. Each network input for the training is a sequence of K = 125 ultrasound frames with
N = M = 128 pixels, AlexNet provides feature maps of dimension D×N×M = 256×13×13,
and the final output ŷ[t] is the estimated abdominal aorta diameter value at each frame.
The loss function is optimised with the Adam algorithm [54] that is a first-order gradient-based
technique. The learning rate used is 1e−4 with 2125 iterations (calculated as number of patients
× number of ultrasound sequences) for 100 epochs. In order to improve generalization, data
augmentation of the input with a vertical and horizontal random flip is used at each iteration.
The λ constant used during training with CyclicLoss takes the value of 1e−6.
3.5 Experiments
3.5.1 Methods
The proposed architecture is compared with the currently adopted approach in section 4. This
method provides fully-automated measurements in lumen identification on prenatal US images
of the abdominal aorta [44] based on edge-based level set. In order to understand the behaviour
of different features extraction methods, we have also explored the performance of new deeper
network architectures whereby AlexNet was replaced it by InceptionV4 [9] and DenseNets 121
[8].
3.5.2 Results
The performance of each method was evaluated both with respect to the MSE and to the mean
absolute relative error (RE); all values are reported in Tab.3.1 in terms of average and standard
deviation across the test set.
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Methods MSE [mm2] RE [%] p-value
AlexNet 0.29(0.09) 8.67(10) 1.01e-12
AlexNet+C-GRU 0.093(0.191) 6.11(5.22) 1.21e-05
AlexNet+C-GRU+CL 0.085(0.17) 5.23(4.91) “-”
DenseNet121 0.31(0.56) 9.55(8.52) 6.00e-13
DenseNet121+C-GRU 0.13(0.21) 7.72(5.46) 7.78e-12
InceptionV4 6.81(14) 50.4(39.5) 6.81e-12
InceptionV4+C-GRU 0.76(1.08) 16.3(9.83) 2.89e-48
Level-set 0.31(0.80) 8.13(9.39) 1.9e-04
Table 3.1 The table shows the mean (standard deviation) of MSE and RE error for all the com-
parison models. The combination of C-GRU and the CyclicLoss with AlexNet yields the best
performance. Adding recurrent units to any CNN architecture improves its performance; how-
ever deeper networks such as InceptionV4 and DenseNets do not show any particular benefits
with respect to the simpler AlexNet. Notably, we also consider the p-value for multiple models
compared with the propose network AlexNet+C-GRU+CL, in this case the significance level
should be 0.05/7 using the Bonferroni correction.
In order to provide a visual assessment of the performance, representative estimations on four
sequences of the test set are shown in Fig.5.1. The naive architecture relying on a standard loss
and its C-GRU version are incapable to capture the periodicity of the diameter estimation. The
problem is mitigated by adding the CyclicLoss regularization on MSE. This is quantitatively
shown in Tab.3.1, where the use of this loss further decreases the MSE from 0.093mm2 to
0.085mm2, and the relative error of from 6.11% to 5.23%.
Strikingly, we observed that deeper networks are not able to outperform AlexNet on this
dataset. Their limitation may be due to over-fitting. Nevertheless, the use of C-GRU greatly
improve the performance of both networks both in terms of MSE and of RE. Further, we also
performed a non-parametric test (Kolmogorov-Smirnov test) to check if the best model was
statistically different compared to the others.
The results obtained with the complete model AlexNet+C-GRU+CL are indeed significantly
different from all others (p < 0.05) also, when the significant level is adjusted for multiple
comparison applying the Bonferroni correction [55, 56].
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3.6 Discussion and conclusion
The deep learning (DL) architecture proposed shows excellent performance compared to tradi-
tional image analysis methods, both in accuracy and efficiency. This improvement is achieved
through a combination of a shallow CNN and the exploitation of the temporal and cyclic coher-
ence. Our results seem to indicate that a shallow CNNs perform better than deeper CNNs such
as DenseNet 121 and InceptionV4; this might be due to the small dimension of the data set, a
common issue in the medical settings when requiring manual annotations of the data.
3.6.1 The CyclicLoss benefits
The exploitation of temporal coherence is what pushes the performance of the DL solution
beyond current image analysis methods, reducing the MSE from 0.29mm2 (naive architecture)
to 0.09mm2 with the addition of the C-GRU. The CyclicLoss is an efficient way to guide the
training of the DL solution in case of data showing some periodicity, as in cardiovascular
imaging. Please note that the knowledge of the signal period is only required by the network
during training, and as such it does not bring additional requirements on the input data for
real clinical application. We argue that the CyclicLoss is making the network learn to expect a
periodic input and provide some periodicity in the output sequence.
3.6.2 Limitations and future works
A drawback of this work is that it assumes the presence of the vessel in the current field of
view. Further research is thus required to evaluate how well the solution adapts to the scenario
of lack of cyclic consistency, when the vessel of interest can move in and out of the field of
view during the acquisition, and to investigate the possibility of a concurrent estimation of
the cardiac cycle and vessel diameter. Finally, the C-GRU used in our architecture, has two
particular advantages compared to previous approaches [50, 51]: first, it is not subject to the
vanishing gradient problem like the RNN, allowing the training from long sequences of data.
Second, it has less computational cost compared to the LSTM, and that makes it suitable for
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real time video application.
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Figure 3.2 Each panel (a-c) shows the estimation of the aortic diameter at each frame of fetal
ultrasound videos in the test set, using the level set method (dashed purple line), the naive
architecture using AlexNet (dashed orange line), the AlexNet+C-GRU (dashed red line), and
AlexNet+C-GRU trained with the CyclicLoss (dashed blue line). The ground truth (solid black
line) is reported for comparison. Panels (a,c) show the results on long sequences where more
than 3 cardiac cycles are imaged, whereas panels (b,d) show the results on short sequences
where only 1 or two cycles are available.
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4 Automated segmentation on the entire car-
diac cycle
The segmentation of the left ventricle (LV) from CINE MRI images is essential to infer impor-
tant clinical parameters. Typically, machine learning algorithms for automated LV segmenta-
tion use annotated contours from only two cardiac phases, diastole, and systole.
In this Chapter, we present an analysis work-flow for fully-automated LV segmentation that
learns from images acquired through the cardiac cycle. The workflow consists of three compo-
nents: first, for each image in the sequence, we perform an automated localization and subse-
quent cropping of the bounding box containing the cardiac silhouette; Second, we identify the
LV contours using a Temporal Fully Convolutional Neural Network (T-FCNN), which extends
the Recurrent Convolutional Neural Networks seen in the previous Chapter.
Finally, we further defined the boundaries using either one of two components: fully-connected
Conditional Random Fields (CRFs) with Gaussian edge potentials and Semantic Flow. Our
initial experiments suggest that significant improvement in performance can potentially be
achieved by using a recurrent neural network component that explicitly learns cardiac motion
patterns whilst performing LV segmentation.
4.1 Introduction
The LV segmentation is often carried out using Short-Axis (SA) section. The SA is a plane
perpendicular to the Long-Axis (LA) of the heart that aligns the apex of the left ventricle
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with its base [57]. The segmentation of the heart requires the identification of two anatomical
regions: the inner part called the endocardium, and the outer part, the epicardium. Identifying
and segmenting those two regions in CMR images presents different levels of difficulty: while
the endocardium has sufficient contrast, the epicardial surface presents profiles of intensity
with little contrast [58]. Notwithstanding, a clear delineation of the epicardium contours is a
challenging task due to non-homogeneity in the blood flow. Moreover, the presence of strong
unevenness on the wall in the interior of the heart chambers due to the sporadic presence of
papillary muscles does not allow a clear delimitation of the endocardial wall [59]. The level of
difficulty also depends on the particular ventricular section; the apical and basal sections are
much more difficult to segment because the resolution of the image is lower and does not allow
the detection of ventricular structure [60].
To speed up segmentation, in the last decade, fully automatic segmentation algorithms have
been used. An automatic segmentation approach would typically consist of two components:
an object detector, which attempts to locate the Region Of Interest (ROI), i.e. the region that
is most likely to contain the heart, and then a segmentation algorithm that extracts the cardiac
silhouette. Existing approaches for fully-automated segmentation of the LV can be divided
into three groups: image-based methods, deformable models and pixel-based classification
methods. Image-based methods consist of finding the endocardium border using a simple
threshold [61] or Dynamic Programming (DP) [62]. Under the umbrella of deformable models,
Level-Set (LS) segmentation approaches such as Chan-Vase (CV) [63] have been commonly
used.
Pixel-based classification is one of the most commonly used approaches to cardiac segmen-
tation. Current state-of-the-art methods are based on supervised Deep Neural Networks
[64, 65, 66, 67, 68], which are used for both object detection and segmentation. Recently,
proposed architectures include Fully Convolution Neural Network (FCNN) [67], Stacked Au-
toencoders (SA) [66] and Deep Belief Networks [64, 65]. Occasionally, a post-processing
method is also applied, following the initial segmentation, to obtain more realistic contours.
In some cases, a single architecture trained end-to-end has been shown to achieve satisfactory
performance without the need for further pre- and post-processing, e.g. by modeling the spa-
tial dependence amongst SA sections [68]. There are also architectures for segmentation of
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three-dimensional images, such as [69] which have not been used for cardiac MRI.
To the best of our knowledge, none of the existing neural network architectures for cardiac
segmentation takes into explicit consideration the movement of the LV. As the heart is in a con-
stant motion, taking into account the temporal dimension and learning motion patterns across
the entire cardiac cycle is expected to produce improved and temporally coherent segmenta-
tions.
Prior to deep learning, a number of segmentation methodologies have been proposed in the lit-
erature to leverage this dynamic component such as Deformable Surface with Time-dependent
Constraints [70, 71], 4D Markov Random Fields [72], and Principal Component Analysis
(PCA) of the myocardium movement field [73]. Other approach combine 3D deformable
surfaces with a statistical model of four-dimensional heart movement [74]. The optical flow
equations have also been combined with the level-set to enforce visual constancy [75].
The Automated Cardiac Diagnosis Challenge (ACDC) challenge recorded a state-of-the-art of
deep-learning architecture for RV, LV and myocardium segmentation. Where, different U-Net
style architectures, in several hyper-parameters configuration for 2D or 3D convolutions with
or without pre-training on downsampling layer [76, 77, 78] was tested. However, the ACDC
challenge winner uses an ensemble network between 2D and 3D FCNN built without pooling
operation (i.e due to the large slice gap)[79], where final prediction of 2D U-Net are joined
whit the 3D model.
Innovative networks with 2D convolution kernels was also presented, as M-Net architecture
[80], in which the features of each up-sampling layer was concatenated with a previous al-
lowing greater generalization of information from other layers. While a FCNN with dense
convolutions and a pre-inception layer was trained after the pre-localisation of LV and RV
trough Fourier transforms followed by a Canny edge detector [81]. Dense convolution has dif-
ferent advantages: they strengthen feature propagation, encourage the functionality to reduce
and reuse the number of parameters, alleviate the vanishing gradient problem. Eventually, Zotti
et al. presented a 2D U-Net with convolution layer long-drawn the skip path connections called
Grid Net [82]; this strategy did not show decisive results.
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In this Chapter, we exploit a complementary source of information, the coherence across con-
secutive frames, and propose a Temporal Convolution Neural Network (T-FCNN) architecture
with Semantic Flow post-processing. The performance of the proposed architecture is com-
pared against an established FCNN model, which treats each cardiac phase independently and
achieves good segmentation performance [67]. An alternative post-processing choice, the use
of Conditional Random Fields (CRFs), is also investigated.
4.2 TWINS-UK dataset
The TWINS-UK is a voluntary registry that includes >12,000 twins [83]. For this study, 68
consecutive female subjects (mean age 62±9 years) were recruited from the TWINS-UK co-
hort.
The CMR scans were performed on a 1.5-T clinical scanner (Achieva, Philips Healthcare,
Best, The Netherlands). Each dataset included 12 to 14 equidistant and contiguous short-axis
CINE from the atrioventricular (AV) ring to the apex, completely covering both ventricles (slice
thickness 8 mm; no gap mm; field of view was 360×480 mm and matrix size 156×144). The
ECG-gated steady-state free-precession (SSFP) end-expiratory breath-hold 2D CINES were
acquired. Images were acquired with 30 phases/cardiac cycle corresponding to a temporal
resolution of 25-35 milliseconds at a heart rate of 60-80 beats per minute.
The dataset was randomly divided into training, validation and testing sets of sizes 70%, 15%
and 15%, respectively. Each pair of twins was allocated to a specific subset and not separated
to avoid any genetic similarities affecting our results.
4.3 Proposed analysis work-flow
The work-flow is divided into three stages: LV position detection, LV segmentation, and LV
contour refinement. Our input xt,i consists of the entire temporal sequence obtained in all
cardiac phases, while the label output yt,i is the corresponding sequence of binary masks, one
per time point. Whereas, the i index indicates the specific label pixel at the temporal image
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phase t. Each input image was downsized to 236×236. The output masks have the same size
after a padding operation of 44×44 pixels.
4.3.1 Single-frame LV position detection
For the automated detection of the LV in each time frame, we used the Over-Feat algorithm
[84]. In order to train the object detection layers in Over-Feat, we pre-trained the GoogLeNet
architecture [9] within the ImageNet database and later carried out fine-tuning using our LV
images in a sliding window fashion. The prediction of the bounding box coordinates is obtained
through regression layers minimizing an L2 loss.
4.3.2 Sequence-based LV segmentation
Upon detecting the bounding box containing the heart, the cardiac contours are inferred with an
architecture that extends U-Net [30], originally proposed for the segmentation of biomedical
images. More specifically, our solution is an improvement of a Fully Convolutional Neural
Network (FCNN) [31], which becomes our baseline for comparisons.
A standard U-Net takes an individual frame as input and estimates the corresponding binary
mask as output. An encoding (descending) path is composed of a sequence of hidden layers
that are used to learn a representation of the input image. This is then followed by another
sequence of hidden layers forming a decoding (ascending) path through which all the feature
maps are gradually restored to the original image size and are used to infer the final binary
masks.
The hidden layers in the encoding path consist of 2D convolutional filters followed by rectified
linear units (ReLU) and max-pooling layers whereas the decoding path consists of deconvolu-
tional (or up-sampling) filters also followed by ReLU mappings. One of the key features of this
architecture is the use of skip paths connections between convolution and deconvolution layers
for the purpose of fusing semantic and local information. Every skip path concatenates feature
maps from the encoding to the decoding path. For the purpose of segmenting the entire cardiac
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motion, we modify the U-Net architecture by adding a recurrent layer immediately after the
descending path.
The purpose of this layer is to leverage the information flowing from preceding image frames
and enforce temporal coherence. Then, the feature maps learned at the encoding stage are used
as inputs for a recurrent element coded with a Convolutional Gated Recurrent Unit (Conv-
GRU) [85]. The resulting architecture, a Temporal Fully-Convolutional Neural Network (T-
FCNN), is illustrated in Fig. 4.1. The encoding path consists of four blocks of hidden layers,
which are arranged as follows: two 3× 3 convolutional layers (with stride set to 1), a ReLU
layer, a Batch Normalization (BN) layer, that scaling and adjusting the features activations and,
finally, a 2×2 max pooling layer (with stride set to 2).
Figure 4.1 T-FCNN architecture. Blue blocks represent a convolutional layer followed by
ReLU operations; orange blocks represent batch normalization operations; green blocks cor-
respond to up-convolution operations; pink blocks max-pooling operations and purple blocks
identify padding operations. Black arrows represent the input and output for each CINE MRI
frame and its temporal segmentation. Gray arrows denote copy operations and the yellow arrow
indicates the recurrent connection implemented through a Conv-GRU layer.
4.3.3 Post-processing
The final component of the segmentation work-flow is a post-processing algorithm that has the
potential to further improve upon the binary masks predicted by the T-FCNN. In this study, we
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compare two methods that have been particularly successful for semantic segmentation tasks,
i.e. Fully Connected CRFs with Gaussian edge potentials [11] and Semantic-Flow [86]. The









θi j(yt,i,yt, j)) (4.1)
Where yt,i is the segmentation mask from frame t, i is the index of each label pixel, θi is the
unary potential, defined as θi(yt,i) = − log(P(yt,i)), and θi j is the pairwise potential, defined
by:
θi j(yt,i,yt, j) = µ(yt,i,yt, j)k( ft,i, ft, j). (4.2)
The function µ(yt,i,yt, j) equals one when yt,i 6= yt, j, zero otherwise, and the function k( ft,i, ft, j)
is a Gaussian kernel, evaluated using features ft,i and ft, j corresponding to pixels i and j re-
spectively. Notably, the first kernel is driven by both pixel position (p) and color intensities (I);
where the second kernel only uses pixel position. Kernel coefficients were kept fixed, and the
energy function was minimized using the L-BFGS algorithm for nonlinear optimization using
multi-thread CPUs.
The second post-processing algorithm uses a Semantic-Flow (SF) approach, which is another
alternative to exploit the temporal coherence in a sequence. Our implementation follows the
formulation presented in [86], and the reader is referred to that paper for a detailed explanation
of the concepts that are summarised next. Given a CINE MRI sequence of 2D frames xt,k,
our aim is to estimate simultaneously the flow vector field (ut,k,vt,k) that maps every pixel
between consecutive 2D images (Fig. 4.2). The task is divided in two regions defined by gt,k
for k ∈ {1,2}, corresponding to LV mask and background, and vector fields are parametrised
with a set of parameters θt,k. Input is yt,k, the initial LV segmentation comes from T-FCNN.
We then wish to minimize the following energy function ELVSeg(u,v,g,θ ,x,y), that consists of
five terms: data, motion, time, space and coupling term.
61





















The data term Ed measures the similarity between the gray scale intensities of adjacent frames,
the motion term Em enforces some regularity of the vector field in pixels that belong to the
same region or that are close to each other, the time term Et constrains the regularity of pix-
els belonging to a LV region or background along the sequence, Es enforces the connectivity
of pixels within the same region, and the coupling term Ec emphasizes the affinity between
background segmentation and LV segmentation. The different λ are constants that weight the
contribution of the energy terms, and that are left constant in our study.
Figure 4.2 Temporal LV flow field after the Optical Flow application between two CINE-MRI
frames. As we can see the Optical flow highlight the contour of the LV.
4.4 Experimental Results
The performance of the detection of the position of the LV was assessed with the Intersection
Over Union, reaching a score of 98%. The accuracy of the final segmentation was measured
using three different metrics: the Dice Index (DI), the Average Perpendicular Distance (APD)
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and the Conformity (C) index [66].
A set of architectures from the baseline FCNN to the proposed T-FCNN with CRFs was im-
plemented and analyzed. Parameters of both T-FCNN and FCNN were tuned within Ada-delta
optimizer, and both architectures are trained end-to-end with spatial cross entropy criterion
with a learning rate of 1e−4.
Results are reported in [Table 4.1]. T-FCNN improves FCNN, reducing an error of 30.5% for
the APD metric (from 10.3 to 7.1 mm), and the addition of CRFs further reduces another 12%
this error metric (from 7.1 to 6.3 mm). The CRF did improve the performance in all cases, but
SF only improved the metric of APD when added to the FCNN. Some illustrative examples of
the final segmentation result are provided in [Fig. 4.3].
Algorithms DICE (%) APD (mm) C(%)
FCNN 0.9745(0.0163) 10.2734(12.7622) 0.9472(0.0352)
T-FCNN 0.9803(0.0263) 7.1427(11.0284) 0.9583(0.0592)
FCNN+CRFs 0.9774(0.0161) 8.2084 (8.3545) 0.9532(0.0345)
T-FCNN+CRFs 0.9815(0.0245) 6.2903(8.3814) 0.9610 (0.0551)
FCNN+SF 0.9735(0.0506) 9.3289(13.4287) 0.8872(1.2804)
T-FCNN+SF 0.9717(0.0743) 8.1635(12.8057) 0.8213(1.7954)
FCNN+CRFs+SF 0.9762(0.0462) 8.4325(11.1094) 0.8939(1.2843)
T-FCNN+CRFs+SF 0.9737(0.0735) 7.5983(11.5803) 0.8097(1.9614)
Table 4.1 Segmentation performance results obtained on the TwinsUK dataset using differ-
ent combinations of segmentation (FCNN and T-FCNN) and post-processing (CRF and SF)
algorithms.
4.5 Discussion and Conclusions
Exploitation of the temporal coherence across frames is a useful resource for the fully au-
tomated, robust and accurate segmentation of CINE MRI sequences, as required for clinical
practice.
A CINE MRI study has a large level of coherence both in space and time. Driven by clinical
interest (i.e. the generation of metrics such as the blood pool volume at a given time) and by the
lower burden required for the generation of the ground truth (i.e. only need to segment 10-12
slices at a given time), most of the algorithms proposed to date exploit the coherence in space
[87]. The use of a recurrent unit in space (i.e. across slices) did reduce the APD in a 4.2% or a
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Figure 4.3 a) Comparison of the segmentations obtained from FCNN (blue line) vs T-FCNN
(green line) compared within clinical ground truth (red line). The left column shows the top
slices LV segmentation. While the right column shows the apex LV segmentation cases. Both,
show that T-FCNN has good segmentation performance in comparison with FCNN. Especially
FCNN, it tends to segment only high-intensity regions; as we can see in the apical cases. b)
Comparison of the segmentation obtained with no post-processing methods vs post-processing.
As we can see the Semantic-Flow (Semantic flow column) tends to blunt the LV prediction,
while the CRF (CRF column) remains fairly consistent with T-FCNN (no post-processing col-
umn).
13% at the MICCAI and PRETERM cohorts as reported in [87], whereas the use of a recurrent
unit in time (i.e. across frames) improved the APD of 30% more in the TWINS-UK cohort (see
Table 4.1). Temporal coherence seems to be a more useful resource, probably due to the fact
that there is indeed a larger correlation between adjacent frames in time than between adjacent
slices in a CINE MRI study. And this has been achieved by a simple extension of the U-Net
architecture through a recurrent neural network component (T-FCNN).
In the search of the best strategy to exploit temporal coherence, our results suggest that T-FCNN
is a better solution than an FCNN+SF. We can’t claim that we fully exploited the potential of
both strategies (i.e. exploration of all the parametric space in SF is a tedious exercise), but our
results with a reasonable set of parameter and architecture combinations consistently suggested
that SF did at most only marginally improve the LV segmentation performance. It is important
to note that the clinical protocol for the CMR segmentation in our TWINS-UK cohort included
the papillary muscles as part of the myocardium, in contrast with the majority of previous
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studies [1, 87]. This is a more challenging task for the human observer and the algorithm, since
the smoothness constraints of contouring a circular shape cannot be used, and is the reason
why previous APD values were smaller (i.e. around 2mm [68]).
Nevertheless, the use of a recurrent unit is not a perfect solution, since it is going to be limited
by the problem of the vanishing gradients that reduces the performance of the backpropagation
through time. This is going to limit the number of cardiac frames that can be inputted into the
architecture. In practice, this should not be a major problem, since acquisitions with more than
30 frames, as used in this study, are not common in CMR. The translation of this concept to
echocardiography will nevertheless bring some challenges, where you can deal with sequences
of up to thousands of frames using ultra-fast acquisition protocols. An easy first solution will
then be the use of an upper bound value to the gradient (i.e. gradient clipping) or adding a
regularisation term able to increase or decrease the gradient magnitude [36]. Finally, the use
of 3D convolution kernels could be useful for progressively decreasing the number of input
sequences; avoiding excessively long temporal or spatial sequences.
The main practical bottleneck is the heavier burden of segmentation needed to transfer the
learning to another study or experimental setting. Instead of learning from single frames, the
proposed architecture will need to learn from complete sequences. The availability of semi-
automatic segmentation solutions in commercial products should make this task affordable. In
any case, our TWINS-UK dataset with its manual ground truth segmentation is made available
to the community with this publication as a reference for future solutions to exploit the temporal
coherence in CMR sequences.
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5 V-FCNN: Volumetric Fully Convolution
Neural Network For Automatic Atrial Seg-
mentation
Atrial Fibrillation (AF) is a common electro-physiological cardiac disorder that causes changes
in the anatomy of the atria. A better characterization of these changes is desirable for the def-
inition of clinical biomarkers. There is thus a need for its fully automatic segmentation from
clinical images. This work presents an architecture based on 3D-convolution kernels, a Volu-
metric Fully Convolution Neural Network (V-FCNN), able to segment the entire atrial anatomy
in a one-shot from high-resolution images (640×640 pixels). A loss function based on the mix-
ture of both MSE and Dice Loss (DL) is used, in an attempt to combine the ability to capture
the bulk shape as well as the reduction of local errors caused by over-segmentation.
Results demonstrate a good performance in the middle region of the atria along with the chal-
lenges impact of capturing the pulmonary veins variability or valve plane identification that
separates the atria to the ventricle. Despite the need to reduce the original image resolution to
fit into Graphics Processing Unit (GPU) hardware constraints, 92.5% and 85.1% were obtained
respectively in the 2D and 3D Dice metric in 54 test patients (4752 atria test slices in total),
making the V-FCNN a reasonable model to be used in clinical practice.
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5.1 Introduction
Atrial Fibrillation (AF) is a common electro-physiological cardiac disorder with a large world-
wide prevalence [88] that causes changes in the anatomy of the atria. A better characterization
of these changes, which are known to further promote and sustain fibrillation, is desirable for
the definition of clinical biomarkers. These biomarkers can be directly started from the image
(i.e. the shape of the atria [89], or the fibrotic burden by late gadolinium enhanced (LGE) mag-
netic resonance imaging (MRI) [90]) rather than mechanistic simulations of the function (i.e.
computation of the risk of arrhythmia perpetuation [91]).
There is thus a need for a full atrium automatic segmentation from clinical images, especially
in LGE studies. The current state of the art is based on tedious, along with error-prone manual
procedures, and the main difficulty is the lack of atrial tissue contrast. Fully automated solu-
tions are desirable to speed up the process and remove inter- and intra-observer variability. In
this direction, a combination of multi-atlas registration within 3D level-set has been proposed,
reporting a reasonable performance in the main atrial body and pulmonary vein regions [92].
The large computational burden of this multi-atlas approach can be alleviated by the use of
Convolutional Neural Networks (CNNs), as has been illustrated in [93] for the analysis of 2D
MRI slices.
The 3D atrial segmentation challenge highlighted new state of art algorithms whereas the ma-
jority of submitted networks have been an extension of 3D U-net with cropping or downsam-
pling input where dice loss or Mean Square Error was used for training[19, 94, 95, 96]. Though,
with the Dilated Convolutions (DC), able to explore complex scale portions of the output down-
sampling the features with 3D convolution and residual connections in both down-sampling
and up-sampling. Surely, the residual transports feature before each convolution block to those
after it for a final concatenation [97].
A dual 3D U-Net approach has also been examined, wherever that first U-Net localizes the
atrium’s ROI, while the second gives the segmentation of it; a succession of dice loss within
contour loss (i.e multiplication between dice map and prediction map) was also used [98]. The
winner of the challenging used a 3D U-net approach (as in ACDC) with an input volumetric
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pre-cropping for not losing spatial resolution [94].
The standard 2D U-Net was implemented [95, 99, 100, 101] with a pyramid module for pro-
ducing semantic signals at multiple scales [102]. While a multi-task CNN that, by sharing
features at the end of the down-sampling path for pre or post ablation classification, was able
to boost the final segmentation performance [103]. Transfer learning pre-trained on ImageNet
dataset [104] for the down-sampling and fine-tuned with the training dataset was also explored
[105]. Xin Yang et. al suggested a similar road but including a novel loss called focal pos-
itive to promote the learning of voxel-specific thresholds and at the same time to control the
foreground sensitivity of the classification [106].
Despite, the idea to include local and global MRI information have been explored in two works.
Tim Sodergren et. al propose a maximum-a-posteriori formulation that incorporates regional
intensity and global shape prior where an autoencoder is used for capturing the complex inten-
sity distribution for modeling it within a mixture of Gaussians [107]. While Zhaohan Xiong et.
al uses a multi-scaled, dual pathway architecture that captures both the local and global tissue
geometry extracting 15× 15 patch respectively and classifying them as positive or negative
pixel classification [108].
While Caizi Li et. al adds an attention mechanism inside 3D convolutions. Where after the
atrium ROI cropping, respective blocks of the down-sampling path are placed in parallel among
two units: Hierarchical Aggregation Module (HAAM) and Components of the Attention Unit
(AU). While the HAAM mitigate the huge computational cost of the 3D kernel by the con-
catenation of five convolutional operations in a hierarchical way. The AU, implement a 3D
convolution unit, followed by a sigmoid, in order to force the deep network to produce an
attention mask [109].
Two classic methods were also proposed. In the first, the original MRI was converted in prob-
ability map then an atlas method within registration and labeling fusion was jointly combined
with the level set for the final atria segmentation [110]. The second method is always based in
multi-atlas, wherein the training phase the whole heart segmentation was constructed with the
atlases unsupervised clustering according to the shape, then all clusters were registered to the
target image and conditional entropy ranked them [111] or after a multiple image registration,
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the final softmax pixel-wise layer combines individual U-Net outputs [112].
The first idea followed in this work is the use of 3D CNNs as the effective solution for the 3D
LGE datasets segmentation. The starting point is the V-Net [15], which takes into considera-
tion the spatial redundancy naturally present on the entire volumetric stack within 3D-kernels,
showing good benefits in different cardiac segmentation problems [113], [15]. This architec-
ture is modified to reduce the memory burden and speed-up its training. The last idea explored
in this work is the sensible choice of a loss function, the joint combination of both the MSE
and Dice Loss, which has been reported to be beneficial as the MSE minimizes global image
details while the Dice Loss reduces local over-segmentation errors [15].
Figure 5.1 V-FCNN architecture. Input is the (XYZ) 3D MRI volume of size (127×127×88),
also passed through the down-sampling path (blue arrow), represented by a 3D kernels Con-
volution Neural Network (CNN) able to progressively reduce the input volume slices. Then,
the hidden features, at the end of it, are restored within 3D up-sampling kernels (red-arrow),
ending in an output being a 3D mask of size (127× 127× 88). Both down-sampling and up-
sampling paths consist of four 3D-convolutions blocks (blue boxes) followed by PreLU plus
3D-Batch Normalisation (BN). The number of feature maps for each convolution layers are
16,32,64,128 both in down and up-sampling.
5.2 Atrial Datasets
A population of 100 3D LGE-MRIs, and masks, were made available through the [2018 Atrial
Segmentation Challenge] and used in this work. Images had a acquisition resolution of 0.625
x 0.625 x 0.625 mm3.
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5.3 Method
A volumetric fully convolutional network, V-FCNN, is designed with two main paths (see
Fig.1): the volumetric down-sampling path as well as the volumetric up-sampling path. The
volumetric down-sampling path has four 3-D convolutions blocks, each following by PreLU
along with 3-D Batch Normalisation (BN) layers. This takes as input the entire (XYZ) volume
and progressively reduces the size of each slice (XY) together with the number of spatial slices
stack (Z). In this phase, the volume is compressed and presents both (XY) and (Z) reduction.
In a complementary fashion, the up-sampling volumetric restores the compressed volume to its
initial size, with every 3-D up-sampling convolution blocks being followed by PreLU and 3-D
Batch Normalisation (BN). Each sampling direction of V-FCNN contains four blocks within
16,32,64,128 -3D kernels respectively (with the size fix to 3×3).
Image down-sampling, during a segmentation task, presents the problem of feature map reduc-
tion, followed by a strong spatial information loss. This problem has been addressed in V-Net
[15], [113] by adding skip layers between down-sampling and up-sampling layers in order to
fuse low-level features within high level features.
Our work explores an alternative approach to the skip path connections. In particular, we
boost our model to capture fine details in two ways. First, the use of max-pooling operations
is avoided in order to prevent the loss of spatial resolution (i.e if pools do not overlap well,
pooling operation loses appreciable information where the objects are located in the image).
The second idea is to use a loss layer that combines the MSEloss (eq 2.76) and DICEloss metrics
as an attempt to recover details in the image. The rationale is that the DICEloss term searches for
local details in the volume data, as a consequence, the MSEloss can be seen as a regularization
that instead focuses on global features on the MRI volume. This bimodal loss also prevents
the V-FCNN to fall in a local minimum; especially within small atrial regions. Specifically, the
loss is defined as:
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where y[s] are the Ground Truth (GT) binary slices, ŷ[s] are the correspondent’s prediction
masks. s is an index through the spatial slices in the Z (z-axis). Then, the sums for i in
DICEloss runs over all N pixels of the prediction masks ŷ[s] and the y[s] GT masks. Finally, λ
controls the amount of DICEloss during the optimisation training process (set to 1e−3).
The size of each MRI slice is reduced to 127×127 pixels using down-sampling bi-cubic inter-
polation. Please note this is a necessary operation linked to the vRAM (6-12GB) of current con-
ventional GPUs, which not enough for storing high-resolution volumetric images. Finally, an
up-sampling bi-cubic interpolation is finally used for restoring the mask to the size of 640×640
pixels.
5.3.1 Implementation details
For our experiments, we train the network with a number of epochs of 1000 up to convergence.
The Stochastic Gradient Descent (SDG) was used with a learning rate of 1e− 4, while the
momentum and weight decay are 0.9, 1e−5 respectively. Furthermore, to increase the gener-
alization of the network, data augmentation was used, finding particularly effective the random
vertical and horizontal flip in close combination with plane translation. Input sequences were
equalized in grayscale intensity with CLAHE (Contrast Limited Adaptive Histogram Equaliza-
tion) [114], and the noise was minimized with a combination of High-Pass Filters and Gaussian
blurring filters.
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Figure 5.2 Visual comparison of the segmentations obtained from V-FCNN (green line) vs
clinical ground truth (red line) in three different test patients (number 1, 2 or 4). The com-
parison is made at three different sections of the atrium: top, middle and bottom. Note how
the V-FCNN is able to segment not only visually simpler slices (middle section) but also more
complex cases (top and bottom sections).
5.4 Experiments
The experimentation phase are divided into two phases. In the first phase (preparation phase) 5
patients are used for validation (440 slices in total), and the rest (90) is used for training. In the
second phase (competition), our algorithm was evaluated in the test-set with 54 patients (4752
atria slices in total).
Segmentation accuracy was measured with the 2D Dice Metric (DM) [66], which was sub-
divided into 3 regions of the atria: top (including the pulmonary veins), middle and bottom
(including the valve plane that divides the atria and ventricle). Besides, 2D DM and the surface
Hausdorff Distance (HD) [115] are computed for the entire atrial anatomy. The 3D Dice of the
full volume is finally also measured at the second phase.
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Figure 5.3 Visual comparison between ground truth (red) compared with those obtained by
proposed V-FCNN (green). Note that, the mesh coarse resolution is related to the low number
of triangles used.
Particularly, given a point p and a surface S, the distance ε(p,S) is defined as:
ε(p,S) = minp′∈Sd(p, p
′
) (5.2)
whereas the d(·) is the Euclidean distance between two points in a Euclidean space. Then, the
HD between mesh surfaces SGroundTruth and Sv f cnn is given as:
HD(SGroundTruth,Sv f cnn) = maxp∈SGroundTruthε(p,Sv f cnn) (5.3)
The proposed V-FCNN achieved in the first phase an average 2D DM of 69.6± 16.1, 82.1±
1.4 and 78.0± 6.0 in the top, middle and bottom regions, respectively (see Table 1 and an
illustrative example in Fig. 2). The HD ranged from 0.31 to 0.86 mm. The average 2D DM
and HD were 76.58(7.87) and 0.59 respectively. The 2D and 3D DM in the competition phase
were 92.5% and 85.1% respectively.
Visual inspection of the contours reveals a loss of accuracy on the top slices for two of the
cases, creating an artificial shape flattening (please see patients 1 and 2 of Fig. 3), and on the
top of the atria with the more variable anatomy of the pulmonary veins.
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TOP MIDDLE BOTTOM 3D-MESH
Patient number DM (%) DM (%) DM (%) HD
1 77.74 (8.46) 84.62 (2.40) 76.99 (10.89) 0.86
2 72.26 (9.50) 81.25 (1.57) 54.18 (33.70) 0.66
3 74.10 (8.92) 77.75 (1.36) 68.27 (14.75) 0.31
4 81.60 (0.74) 81.54 (1.20) 72.32 (14.32) 0.55
5 84.48 (2.58) 85.36 (0.66) 76.33 (7.05) 0.58
Table 5.1 Automatic segmentation results (2D Dice Metric and Hausdorff Distance) for all
five test patients. Results report the mean and standard deviation, and are divided into three
different atrium sections: top, middle and bottom.
5.5 Discussion and Conclusion
The exploitation of spatial coherence across different volumetric slices is an important resource
for improving the accuracy of fully automated segmentation. Proposed V-FCNN achieves a
good segmentation performance, mostly in the middle atrial section. Limitations occur in the
top and bottom sections, caused by the presence of the pulmonary veins and the difficulty to
identify where the atria and ventricle split. In the preparation phase the V-FCNN achieved a
2D DM between 82.05(3.43) (top case) and 69.23(14.92) (worst case), along with a 2D DM of
92.5% and 3D DM of 85.1% at the competition phase, satisfactory for using V-FCNN model
in clinical practice.
A cardiac imaging study has a huge space coherence that many segmentation algorithms have
exploited within different deep-learning techniques [15], [113], [15], [68], [116]. The use of
3D convolutional kernels [15], [113], [15] has the advantage of directly capturing the spatial
information in each convolutional layer without adding extra parameters (i.e. the addition of
a recurring network). This is the main reason that has driven us to use them in our optimized
V-FCNN.
Proposed V-FCNN simplifies the V-Net [15] by removing the skip paths, in an effort to achieve
a much quicker training convergence. The constitutive advantage of the skip paths is to increase
the localization, but at the cost of a considerable slow down of the network speed (i.e GPU out
of memory error) while propagating the gradient, at every iteration, forward and back through
those paths [117]. We not directly compare with the default V-Net architecture, with the skip
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Figure 5.4 Exemplary result in 3 of the competition cases, illustrated with the 3D reconstruc-
tion (red, top) and 3 different sections of atrium segmentation: top, middle, and bottom.
paths, but our results suggest that the speed-up in training did not cause a significant loss in
segmentation accuracy.
The choice of the loss function is an important consideration in any CNN, and the joint min-
imization of MSE and Dice Loss has been adopted in our solution. The interpretation is that
the MSE looks at global volumetric features, while the Dice Loss (DL) regularize it trying to
fit local details. This choice allowed the learning to avoid local minima and the corresponding
slow convergence of using only MSE. The optimal weight between them, and the inclusion
of further criteria such as an L1/L2 loss or a statistical distance to a library of existing cases,
should be addressed in future extensions of this work.
The limitation of the 3D convolutional kernels is the large memory burden, and this is the rea-
son why the original resolutions of the images were reduced (from 640 to 127 pixels). This im-
age reduction is required due to the current hardware limitations (i.e. memory of the GPU) and
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obviously caused a loss in performance. The concatenation of two CNNs, the second work-
ing at the full resolution cropping the region of interests containing the atria, is also a good
strategy that will minimize the impact of this choice. An alternative is to work with the infor-
mation at two levels of detail, which has shown to achieve good performance in this problem
of atrial segmentation [118]. Recent evidence also suggests that not simply the concatenation,
but the combination of two fields of view is a useful strategy to maximize the segmentation
performance of MRIs [20].
An alternative strategy to 3D convolution is recurrent units [68],[116],[18], where recurrence
is used to capture the redundancy between adjacent slices. The use of this approach is more
memory efficient (i.e fewer parameters in the GPU global memory to capture recurring part-
ners), also reporting improvements at the challenging apical slices of the left ventricle [68].
These solutions are limited by the vanishing gradient that unfortunately occurs within very
long sequences, which can be partially avoided by imposing upper bound constraints on the
backward gradient (i.e gradient clipping) or with a regularisation term [36]. Moreover, the
creation of Long short-term memory (LSTM) co-processor, for future MRI scanner inference,
requires several parallel MultiplyAccumulate units (MAC) (i.e due to multiple linear LSTM
gates) which require huge amounts of memory bandwidth [119].
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The clinical management of several cardiovascular conditions, such as pulmonary hyperten-
sion, need the assessment of the right ventricular (RV) function. This work addresses the fully
automatic and robust access to one of the key RV biomarkers (i.e the ejection fraction) from the
gold MRI standard imaging modality; that requires an accurate segmentation of the RV blood
pool from CINE MRI sequences. Recent studies providing a snapshot of performance increas-
ing through new deep learning models. Here we report a solution based on Fully Convolutional
Neural Networks (FCNN) a well used deep learning model, where our first contribution is the
optimal combination of three concepts: The convolution Gated Recurrent Units (GRU), the
Generative Adversarial Networks (GAN), and the L1 loss function.
We show an improvement of 0.05 and 3.49 mm in Dice Index and Hausdorff Distance respec-
tively with respect to the baseline FCNN. This improvement is then doubled by our second
contribution, the ROI-GAN, that sets two GANs to cooperate working at two fields of view of
the image, its full resolution and the region of interest (ROI). Our rationale is to better guide
the segmentation networks learning by combining global (full resolution) and local Region
Of Interest (ROI) features. The study is conducted in a large dataset acquired at our institu-
tion of ∼ 23,000 segmented MRI slices, and its generality is verified in a publicly available
dataset.
This multi generative network explores the latent segmentation space through the implemen-
tation of cooperative models that independently integrate two different resolutions and con-
sequently provides a generative strategy for searching global/local RV intensity distributions.
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Moreover, such a training strategy promotes the final segmentation network to boost the overall
segmentation performances.
6.1 Introduction
Cardiovascular diseases (CV) remain the leading cause of death worldwide [120], accounting
for 17.3 million total deaths worldwide. In the management of these conditions, cardiac mag-
netic resonance (CMR) is considered the gold standard for the assessment of key biomarkers
such as the blood pool volume or ejection fraction (EF) of the ventricular chambers [121]. The
fully automatic and robust access to this important diagnostic and prognostic information is
nevertheless missing in the clinical armamentarium.
The Left Ventricle (LV), has traditionally focused the clinical interest for the characterization
of the disease progression, but in recent years a strong attention shift to the Right Ventricle
(RV) has led to important findings for the conditions management as pulmonary hypertension,
coronary heart disease, dysplasia and cardiomyopathies [122, 123].
Compared to the LV, the RV is a challenging anatomical structure to be characterized, mainly
due to larger morphological variability and the thinner myocardial walls [124]. The RV
biomarkers of volume, EF or cardiac output is conventionally assessed through the acquisi-
tion of a stack of short-axis (SA) slices. The interesting problem becomes the automatic RV
segmentation in CMR SA slices, where the goals are the removal of the (intro- and inter-)
observer variability and the immediate access to this information right after acquisition.
The attention on RV segmentation was initiated with a-priori probabilistic atlases [125, 126],
using both shape and appearance information. The strength and weakness of this approach
lay on the suitability of the cohort used to build the atlas. This solution will render a low
performance in new anatomical configurations not accounted for in the training dataset.
In an attempt to alleviate this limitation, manifold learning techniques have been applied to bet-
ter capture the variability of shape models, for example using Markov Random Field (MRF)
[127]. Image gradient algorithms [128], region-merging [129] and graph-cut [130] based meth-
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ods have been shown to be more compelling. The implementation of these ideas led to popular
methods such as active contours able to reach reasonable performance, although with a depen-
dence on the actual choice of weighting factors and the optimal initialization point.
In the last few years, deep-learning (DL) methods are being developed for extracting automatic
spatial features. Particularly, Fully Convolutional Neural Networks (FCNN) can be considered
the state of the art or the automatic segmentation of the RV [131, 132, 133].
In this work we have extended the capability of FCNNs, exploring two main ideas: first, mod-
elling and exploiting the spatial redundancy (i.e spatial repetition of ventricular information)
between adjacent SA slices; and second, guiding the FCNN to the useful RV features with-
out the need of an automatically pre-localisation of the RV region of interest (ROI). The ap-
proach to exploit spatial redundancy is the incorporation of a recurrent unit in the middle of
up-sampling and down-sampling path of the FCNN, an R-FCNN, a strategy that has been
shown to improve the LV segmentation, especially at the apex [87].
Guiding an FCNN, to the correct image features, is a complex goal. The explicit ROI ex-
traction is an approach followed by RV segmentation [134] and many medical applications
[135, 136, 137] to facilitate the segmentation task. Mask-RCNN [138], is an example where
the segmentation obtained from an FCNN is in close combination with an ROI-pooling mech-
anism capable to locally identify the bounding box of each object.
Our hypothesis is that there are still useful image features outside the ROI that can guide
the FCNN, and that approaches that jointly learn detection and segmentation are desirable,
avoiding focussing only on the ROI features. Some works explore this idea, where ROI pre-
localisation becomes an additional sequential task in an end-to-end training chain [139, 140],
but without an explicit use for guiding the segmentation.
However, a dual FCNN approach within local and global downsampling pathways, for two dif-
ferent MRI resolutions, was also used in atrial segmentation problem [118]. In this work, the
local path only helps to scan every single patch of the image in order to classify it as negative
or positive. In truth, this method differs from the principle of FCNN (i.e uses down-sampling
filters to examine the whole pixel image) and approaches more to prior old segmentation tech-
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niques, where the adding of the global path works as a multi-scale integration of global con-
texts.
The strategy to guide the FCNN to features within the ROI, without losing the features out-
side it, is inspired in the concept of the Coupled Generative Adversarial Networks (CoGAN)
[141, 142], where a pair of corresponding images in different domains can be mapped in the
same representation within a shared parameters strategy between two Generative Adversar-
ial Networks (GAN). We adopt this concept by taking two versions of the same image, one
at full resolution and another at the exact ROI around the segmentation mask, and we call it
ROI-GAN. Note that the second image will only be needed at the training stage.
In this work, we thus explore the use of three existing models, a recurrent unit (R-FCNN)
to exploit the spatial redundancy of a stack of SA slices, the concept of adversarial training
(FCNN-GAN) to better guide the selection of features, and the use of the L1 loss [143, 144],
and we propose the ROI-GAN as a solution to maximize the performance of FCNNs for the
task of RV segmentation.
6.2 Material and methods
In this section, we present the datasets used in this work, and we review the concepts of the
FCNN, the R-FCNN, the L1 loss, and the GAN training strategy using either FCNN or an R-
FCNN. Finally, our ROI-GAN architecture is explained, with 3 possible variants that will be
analyzed.
6.2.1 Datasets
Two datasets are used, the Twins-UK (i.e already described in 4.2 section) and a small public
RV MICCAI dataset[124] to test the generality of the findings. On the other hand, the public RV
MICCAI dataset was used to refine weights (16 subjects with two-time points segmented, 250
slices) and the performance was evaluated on its Test2Set, blind cohort used for benchmarking
(i.e another set of 16 subjects with a similar number of slices). This public dataset is composed
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of subjects with a variety of disease conditions, with an average age of 55.5±17.5 and where
70% of them were male.
Figure 6.1 FCNN and RFCNN architectures. The FCNN (panel a) is a combination of a
decoder and encoder paths. The decoder path (blue trapezoid) consists of six convolution
layers (stride of 2) followed by ReLU and Batch Normalization (BN). The up-convolution path
(green trapezoid) made by deconvolution layers in combination with LeakyReLU (set to 0.2)
and Batch Normalization (BN). The R-FCNN (panel b) is similar to FCNN but a convolution-
GRU (yellow rectangle) is used between the decoder and encoder in order to model and exploit
the spatial MRI redundancy.
6.2.2 The FCNN/R-FCNN
An FCNN is the core of the DL solution, taking a stack of SA slices as input and returning the
segmentation mask. Then, the FCNN extracts features from the image in a first decoding path,
and these are gradually restored to the original image size through a decoding block used to
infer the final binary mask. One of the key features of an FCNN are the skip paths connections
between convolution and deconvolution layers for fusing mid-height level features together.
Each connection concatenates feature maps from the encoding to the decoding blocks.
The FCNN (Fig. 6.1 panel (a)) considers each slice of the SA input independently. The exten-
sion in an R-FCNN (Fig. 6.1 panel (b)) is to take the full SA stack as an input, as a sequence
of slices from base to apex where the current slice depends on the previous observed ones
[87].
The R-FCNN has the same encoding and decoding structure of an FCNN (i.e six encoding
and decoding blocks followed by ReLU and Batch Normalization (BN) operators) but, in the
middle of both, a Convolution Gated Recurrent Unit (C-GRU) [145, 146] is used. The C-GRU
unit presents two specific gates designed to control the spatial information inside: a rest gate rs
and an update gate zs defined as follow:
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rs = σ(Whr ∗hs−1 +Wxr ∗ xs +br)
zs = σ(Whz ∗hs−1 +Wxz ∗ xs +bz)
(6.1)
Here, σ(·) is the sigmoid function and the hs−1 represents the hidden activation learned at the
previous SA slice s−1 with s the current index of volumetric space slices.
The Whr and Whz are the weight matrices of dimension D×8×8, with D the number of features
maps in the down-sample layer and br, bz bias vectors.
In this notation, ∗ defines the convolution operation. The reset gate switch (on or off) the signal
coming in input to ĥs; where ĥs is called the candidate activation, defined as:
ĥs = tanh(Wh ∗ (rshs−1)+Wx ∗ xs +b) (6.2)
The  denotes the dot product and Wh, Wx the recurrent weight matrices for hs−1 and xs, while
b still to be a bias vector.
Then, the final C-GRU activation is:
hs = (1− zs)hs−1 + zs ĥs. (6.3)
6.2.3 The L1 loss
The training of a network is guided by the metric used to define the error, and the L1 loss





| xi− yi | (6.4)
This metric measures the mean absolute value of element-wise difference among the network
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output xi and ground truth yi, where, β (set to 5e−6) is a regularization constant parameter for
controlling the quantity of L1 loss used and n is the set of training spatial sequences cases (i.e
slices).
6.2.4 The GAN
Two neural net architectures, the generative and the discriminative, compete in a GAN 2.8.3 to
perform a task.
We embrace this concept to our problem so that the FCNN or R-FCNN become generators
of binary masks (note that their input here is not a distribution of random numbers, but the
distribution of MRI images), and we add a new CNN to serve as discriminator that will try to
identify if the binary mask is “fake” (i.e output of the generator) or “real” (i.e the ground truth
mask). See the top of Fig. 6.2 for an illustration of a GAN architecture.
The CNN discriminator network is thus trained to distinguish how much the ground truth de-
viates from that produced by the FCNN generator. This information, generated by the dis-
criminator, is back-propagated towards the generator, which later uses the previous knowledge
for producing undistinguishable masks from the corresponding ground truth. Besides, in order
to avoid deterministic generators, Gaussian Noise (GN) is added by dropping the first three
up-sampling layers of the generator.
The adversarial process is summarized by the maximization of the following loss:
minG maxDLGAN(D,G) = Ex∼MRIreal(x)[log(D(x))]+
+Ex∼MRI f ake(x)[log(1−D(G(x)))]
(6.5)
where D represent the discriminator, G the discriminator and x is the set of binary masks
sampling from MRIreal(xk) and MRI f ake(x).
This adversarial loss is also combined within the minimum squared error MSE loss function
between the generator output and the ground truth:
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The two loss functions are combined through a λ regularization parameter (set to 5e−3) that
control the amount of GAN loss taken into account:
LTOTAL(G,D) = (LMSE(G)+λLGAN(D,G)) (6.7)
6.2.5 The ROI-GAN
The ROI-GAN model (Fig. 6.2), takes inspiration from the idea of CoGAN [141, 142], which
is adapted for working with the same image but at two different fields of view: one on a global
level (i.e original full resolution MRI image), and another at the local ROI level. We will thus
refer to the global (working with the full resolution) or local (working with the cropped image)
generators and discriminators in each of the two collaborative GANs.
Remark that the cropped images needed for the second set of images, the ROIs, are simply the
bounding boxes enclosing the ground truth segmentation, and are only required for the training
phase of the architecture.
The local GAN inform and better guide the global GAN. This is articulated through a mech-
anism of parameter sharing between the generators and discriminators of the two GANs in an
attempt to intensify the attention on the correct subset of mid-level features.
The training process is sequential: first, the cropped MRI images are segmented (i.e forward
pass on the local generator) with a corresponding backward propagation of the loss by compar-
ison to the segmentation ground truth. Second, the updated parameters of the local generator
are passed to the global generator by using the weights-sharing connections that are enabled on
the first three up-sampling layers. Then, the global generator repeats the forward and backward
process. This third step is the training of the discriminator and the backpropagation of the total
network gradient from the discriminator to both generators.
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Figure 6.2 The three ROI-GAN architectures studied in this work. TOP: basic GAN archi-
tecture. BOTTOM LEFT: the ROI-GAN-A, where masks at two different sizes are feeding
the same discriminator CNN. BOTTOM RIGHT: the ROI-GAN-B/C architectures, where two
different CNN are used as discriminators, one for each image size, either in coordination (i.e
sharing parameters) in B configuration, or independently in C configuration.
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Three different strategies (identified by the letters A, B or C) for the discriminator are designed
and compared in this work. ROI-GAN-A (Fig. 6.2 bottom left) uses one single discriminator
fed by the images at both fields of view (full and ROI), motivated by the idea of maximizing
the interplay between the two generators through the sharing of the same discriminator. The
alternative is to use two discriminators (Fig. 6.2 right), one per generator, in the ROI-GAN-B.
The third option is an intermediate solution, where the two discriminators are allowed to share
weights between them, as set in the ROI-GAN-C.
6.3 Results
The baseline for this study is the performance of the FCNN to fully automatically segment the
RV. This section presents the gradual improvement from this baseline by applying the idea of
recurrence, L1 loss, GAN and finally the proposed ROI-GAN. Results will show how these
concepts do not always complement each other. Illustrative examples of the segmentation
performance are provided in Fig. 6.4 and Fig. 6.5.
6.3.1 Metrics
Segmentation performance is evaluated for endocardial contours with two different metrics: DI
2.74 and HD 2.75. These metrics are provided for three anatomical regions of the heart (basal,
mid-ventricular and apical regions) for the different challenges that they face. The middle of
the right ventricle is the most stable and consistent part, but the basal (base of the ventricle)
suffers from quite a bit of variability in the shape of contours, and the bottom (apex of the
ventricle) usually renders the worst performance due to the small size of the contour and poor
contrast in the image.
6.3.2 The added value of a recurrent unit, GAN and L1 loss
Fig. 6.6 shows how the R-FCNN introduces a significant improvement over the FCNN in the
RV apical (low) region, with an increase of DI of a 52% (from 0.38 to 0.58), and a reduction of
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the HD in a 72% (from 13.60 to 3.82). The other two regions, basal and mid-ventricular, show
a similar performance being only slightly worse at the DI of the basal region.
The addition of the L1 loss, to the baseline FCNN, also improves the performance at the apical
region of the RV, both in DI and HD, with a small gain in both metrics at the mid-region, but
with a drop of 0.03 in DI at the basal region.
Finally, the GAN-FCNN improves the performance with respect to the FCNN in all regions and
metrics, but with a small impact (DI increase of 0.01-0.02, HD reduced in 0.5-1 mm) except
for the large reduction of the HD in the apical region.
The combination of L1 and R-FCNN leads to worse results than using any of these two ap-
proaches in isolation at the apical region but matches the best performance of the other two
notions in the additional two regions.
On the contrary, the combination of L1 and GAN leads to better results than using any of these
two theories in isolation, in all regions and using both metrics. The best performance is pro-
vided by the FCNN+GAN+L1 and will be used as a baseline for the next experiments.
Fig. 6.8 shows how the GAN and R-FCNN combination does not have any benefit, and that
the performance of adding the L1 loss is even worse.
6.3.3 ROI-GAN with an R-FCNN provides the best performance
The three versions of the ROI-GAN architecture are first evaluated with an FCNN as the gen-
erator, showing a drop in performance with respect to the FCNN+GAN+L1, see Fig. 6.8. On
the contrary, the ROI-GAN using R-FCNNs as generators increase the performance, see Fig.
6.7, being the ROI-GAN-A the best in average in all regions.
In more detail, ROI-GAN-A addresses the best in all scores but in the DI of the mid-region,
where ROI-GAN-B produces the best results, and the HD in the low apical region, whereas the
FCNN+GAN+L1 gives the best score.
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Figure 6.3 Examples of automatic segmentation results in images from the RV MICCAI
dataset. These are instances where ROI-GAN-A showed superior segmentation results in com-
parison with the baseline FCNN.
Figure 6.4 Illustrative segmentation results on our in-house Twins-UK dataset, comparing neu-
ral networks predictions (green line) to the ground truth (red line). The ROI-GAN-A (last col-
umn) shows a good match both in an easy case (first row, a slice from the basal of the RV) and
in a difficult case (third row from the apical low region or the RV).
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6.3.4 Generalization of results
To confirm the results obtained in our Twins-UK dataset, the performance of the baseline
FCNN and of proposed ROI-GAN-A architecture are tested in the RV MICCAI Challenge
2012. Illustrative examples are provided in Fig. 6.3.
Table 6.2 shows how the ROI-GAN-A clearly raises over the FCNN in DI and HD, with gains
of 0.05 and of 5.09 mm respectively. This gain in performance is of similar magnitude than the
one observed in our dataset, where an average of 0.05 and 3.49 mm was observed.
The performance of the ROI-GAN-A, a fully automatic method, is close to being the best
method in published literature, some of them semi-automatic (see Table 6.2), which are able to
further improve the DI in 0.03 and reduce the HD of 0.75mm.
One last test is conducted to evaluate the robustness in the extraction of clinical indexes such
as volume or EF: a linear regression analysis between manual and automated endocardiac ar-
eas, for both ROI-GAN-A and FCNN, reveal a R correlation coefficient of 0.9642 and 0.8899
each.
BASAL BASAL MID MID APICAL APICAL
METHODS FA/SA** DM HD DM HD DM HD
FCNN FA 0.87(0.20) 3.19(6.20) 0.73(0.28) 5.01(12.98) 0.38(0.37) 13.60(22.79)
R-FCNN FA 0.86(0.21) 2.79(3.03) 0.73(0.28) 4.50(10.76) 0.58(0.30) 3.82(10.83)
FCNN+L1 FA 0.84(0.25) 3.33(6.12) 0.74(0.26) 3.33(8.78) 0.47(0.36) 4.12(10.30)
R-FCNN+L1 FA 0.86(0.24) 2.90(2.79) 0.74(0.27) 5.00(12.66) 0.45(0.36) 8.38(17.44)
FCNN+GAN FA 0.88(0.17) 2.87(4.65) 0.75(0.27) 3.92(10.03) 0.40(0.36) 4.63(9.06)
R-FCNN+GAN FA 0.87(0.20) 2.86(5.57) 0.72(0.28) 4.61(12.33) 0.43(0.36) 9.17(18.50)
FCNN+GAN+L1 FA 0.88(0.18) 2.68(3.99) 0.76(0.25) 3.81(10.44) 0.42(0.38) 2.68(3.99)
R-FCNN+GAN+L1 FA 0.87(0.20) 3.31(7.63) 0.72(0.27) 5.10(13.55) 0.41(0.33) 14.46(25.01)
ROI-GAN-A-FCNN FA 0.85(0.22) 3.30(6.61) 0.75(0.27) 3.35(8.64) 0.46(0.35) 3.30(6.61)
ROI-GAN-A-R-FCNN FA 0.89(0.18) 2.43(2.21) 0.77(0.22) 2.67(6.67) 0.49(0.33) 6.03(14.49)
ROI-GAN-B-FCNN FA 0.87(0.21) 2.72(3.41) 0.75(0.27) 3.77(9.76) 0.37(0.37) 9.07(17.23)
ROI-GAN-B-R-FCNN FA 0.87(0.22) 2.84(4.60) 0.78(0.22) 2.64(6.42) 0.47(0.35) 4.29(9.89)
ROI-GAN-C-FCNN FA 0.86(0.23) 2.75(2.75) 0.71(0.29) 5.70(14.49) 0.37(0.37) 11.56(20.51)
ROI-GAN-C-R-FCNN FA 0.85(0.25) 3.33(7.24) 0.76(0.25) 3.88(10.93) 0.47(0.364) 7.29(16.56)
Table 6.1 Segmentation performance results on the Twins-UK dataset. DI: Dice Index; HD:
Hausdorff Distance (mm); FA: fully automatic; SA: semi automatic.
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Figure 6.5 Examples of the reconstructed 3D anatomies of the RV, where the model prediction
(green surface) is compared to the ground truth contours (red points).
Methods FA/SA** DM HD
ROI-GAN-A FA 0.80 (0.22) 8.03(4.41)
FCNN [Our baseline] FA 0.75(13.12) 13.12(10.36)
Avendi et al. [13] FA 0.82 (0.16) 8.03 (4.41)
Ringenberg et al 2014 [147] FA 0.83 (0.18) 8.73 (7.62)
Zuluaga et al 2013 [148] FA 0.73 (0.27) 12.50 (10.95)
Wang et al 2012 [149] FA 0.61 (0.34) 22.20 (21.74)
Ou et al 2012 [150] FA 0.61 (0.29) 15.08 (8.91)
Maier et al 2012 [129] SA 0.77 (0.24) 9.79 (5.38)
Nambakhsh et al 2013 [151] SA 0.56 (0.24) 22.21 (9.69)
Bai et al 2013 [152] SA 0.76 (0.23) 9.77 (5.59)
Grosgeorge et al 2013 [128] SA 0.81 (0.16) 7.28 (3.58)
Table 6.2 Segmentation performance results on the RV Test2Set MICCAI of public dataset.
DI: Dice Index; HD: Hausdorff Distance (mm); FA: fully automatic; SA: semi automatic.
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Figure 6.6 Evaluation of the added value of a recurrent unit (R-FCNN), the adversarial training
(FCNN+GAN), and their combination with the L1 loss. Note that the HD bars in the LOW
region for FCNN and R-FCNN+L1 reach larger values than the ones displayed in the plot.
6.4 Discussion and Conclusions
The performance of the FCNN for the task of RV segmentation has been enhanced by the
combination of the three existing approaches (R-FCNN, FCNN-GAN, L1 norm) through the
ROI-GAN, a novel interpretation of the coGAN where two GANs are set to cooperate at two
fields of view (general and local, or full resolution and ROI-focus). The best combination of
the three existing view achieved an improvement of 0.05 and 3.49 mm in DI and HD with
respect to the baseline FCNN and that improvement was multiplied with the ROI-GAN-A
architecture.
The combination of local and global features through an ROI-GAN has thus provided a ben-
efit. The rationale sought was to enable the global FCNN to learn the useful features through
the help of the local FCNN, coordinating their training with a generative adversarial game
and sharing parameters (i.e. a CoGAN). CoGANs were proposed to force generators to learn
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Figure 6.7 Benefit of the ROI-GAN over the baselines FCNN and FCNN+GAN+L1. Note
how the gain from an FCNN to an FCNN+GAN+L1 is doubled with an ROI-GAN-A with an
R-FCNN in all metrics but the HD of the low apical region.
from different data distributions and reported excellent performance in the problem of Unsu-
pervised Domain Adaptation [141]. However, the problem of image segmentation is linked
to generators optimization (FCNN/R-FCNN) where the latent information, extracted from the
different spatial resolutions, resides (i.e. depth and color image, as in [141]), and we interpret
this to be the main reason why sharing parameters was actually only beneficial at the generator,
and not at the discriminator of the GANs (performance of ROI-GAN-A being superior to the
ROI-GAN-C).
An interesting experimental finding was that the ROI-GAN-A architecture achieved the con-
structive coordination of the R-FCNN and GAN, which otherwise would result in a drop in
segmentation performance (see Table 6.1). The GANs have been proved to be strategical for
enhancing the learning generalization (i.e. a better loss regularisation) [143, 144], and an R-
FCNN models the spatial coherence as a set of connections to the previous slices (data input
prepared with image slices from basal to apical of the heart) - these two study are not in appar-
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Figure 6.8 Strategies that do not improve the FCNN+GAN+L1 performance: the addition of
the recurrent unit, or the ROI-GAN without a recurrent unit.
ent conflict, and the reason why these two concepts did not work together in a single FCNN,
remains elusive to us. A possible explanation is the strong penalty that the GAN term im-
poses on MSE loss, that will be detrimental for a proper back-propagation through the C-GRU
unit.
In this work, we illustrate that the problem of RV segmentation is, in fact, the combination
of three problems, each of the three sections of the RV presents different challenges. While
the basal slices present a minor difficulty in localization but a great anatomical variability, the
bottom apical slices present a great difficulty in localization but a much simpler shape (i.e
RV collapses towards a circular structure), and mid slices will be an intermediate problem.
As a consequence, there is not a single architecture being the optimal solution for all these 3
problems. In the basal and middle slices, an ROI-GAN solution outperforms the rest (A or B
configurations for basal or mid slices), but the best solution to capture the apex of the RV is the
R-FCNN. Further research is needed to design the architecture that adapts to the anatomical
region present in the image.
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Redundancy across space, or time [153], is clearly a useful resource in the segmentation task.
Exploiting the spatial redundancy is the rationale of the R-FCNN, and our results confirm the
initial findings at the apex of the Left Ventricle (LV), where the main gain was observed com-
pared to the rest of the anatomy [87]. Then the RV has a much greater anatomical variability,
but this did not prevent a recurrent unit to better constrain the segmentation in the challenging
apical slices. Nevertheless, the use of recurrent unit may not be an optimal solution, since it is
continuously limited by the problem of vanishing gradient that may decrease the overall per-
formances [36]. Further research is needed to study alternatives such as 3D FCNNs, where 3D
convolution capture all the spatial coherence/redundancy [154].
The evaluation methodology followed in this work was designed to examine the thought pro-
posed while minimizing possible confounding factors regarding the learning rate. All FCNNs
had the same number of convolution layers, up-convolutions, ReLU and BN units. Besides,
the number of epochs and the learning rate were equal in the two datasets used, where at every
batch size each network take as input a sequence of consecutive SA images (or the correspond-
ing number of stack images in an R-FCNN). Nevertheless, we cannot claim an independence
of all confounding factors (i.e. the characteristics of the datasets used).
Initial evidence of the generality of our findings was provided by testing the final proposed
solution in the best public dataset available to our knowledge, where a distinct improvement in
comparison with the baseline FCNN was found (i.e. 0.80 (0.22) vs 0.75 (13.12) in DI and HD
respectively). This experiment also showed that another solution, based on classical and simple
concepts such as thresholding, still achieves better results [147], motivating the hypothesis that
a combination of classical and deep learning approaches is an interesting direction of further
research.
Future works will explore the use of 3D convolutions within the ROI-GAN, where the 3D
generators (i.e global and local) should extract the spatial information in the better way without
any R-FCNN vanishing gradient problem [36], or multiple generators able to see different
cropping scales at input MRI sequences.
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7.1 Overall picture
The current consensus, consider the FCNNs an excellent starting point due to their improved
performance in a large variety of medical image analysis problems [155].
One of the key strengths in an FCNN is its ability to extract the spatial patterns in 2D, and its
optimal extension to the third dimension or the temporal domain is one of the open research
questions where the integration of spatiotemporal information is needed. Particularly, in space,
two different strategies are possible: concatenation of CNN and recurrent units [87] or the use
of 3D kernels.
However, if on one side the use of LSTM/GRU recurrent units has partially solved the vanishing
gradient problem, particularly with long sequences, as explained in Chapter four, on the other
hand, the use of 3D kernels is highly motivated by the idea that they should better capture
the spatial patterns, initially restricted in a CNN to the 2D domain. Whereas, the recurrent
units, are useful when working with 7-8 spatial slices to better segment the apex but not when
working with a large number of slices.
Nevertheless, both recurrent units and 3D kernels can be applied for the whole cardiac se-
quences segmentation, as discussed in Chapter five a combination of R-FCNN is applying for
exporting the segmentation in all thirty cardiac phases. While, in Chapter three, the cyclic
changes of abdominal fetal aorta signal are taken in thought by the CyclicLoss (CL) that can be
future translated for signal ECG application [156].
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The 3D convolution architecture has also shown its usefulness in temporal problems outside
the medical field, as an explicit factorization of 3D kernels in 2D spatial and 1D temporal
yields an accuracy gain in different benchmarking datasets [157]. To bring spatial volumetric
and temporal information together 4D kernels should be designed where volumetric 3D filters
are concatenated together with 1D temporal. In this case the challenge is the variability in
the duration of each heartbeat, and its automatic detection, to prepare the data with a regular
dimension.
However, for the 3D kernels, the image down-sampling is needed because the actual available
GPU memory is not enough to contain huge volumetric sequences at high-resolution. A partial
solution to avoid downsampling problem is related to crop the anatomical region and at the
same time focus the attention on the Region Of Interest (ROI).
Indeed, in Chapter 6, a novel generative adversarial solution was proposed to be able to
combine the local resolution with the full once but further analysis with 3D kernels are also
needed.
7.2 Future work
The cardiovascular temporal dynamics, and its modeling through deep-learning systems, al-
lows creating anatomical motion shape priors that can be given as input to machine learning
systems to learn latent survival features [158]. However, the temporal aspect, taken into con-
sideration in this thesis, should be also linked to the volume and complexity of the available
data. Whereas, multimodal imaging, lifestyle factors and genotyping they are all aspects to be
considered together [159].
Then, the future work should pay attention to the intersection of multiple acquisition modalities
such as MRI and Ultrasound together with genetic data, where the main purpose is creating
accurate predictive survival systems. Therefore, the development of new losses and the creation
of new GAN networks should also take into consideration and to be inserted in the multimodal
data aspect.
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