Studies of coevolution of amino acids within and between proteins have revealed two types of coevolving units: coevolving contacts, which are pairs of amino acids distant along the sequence but in contact in the three-dimensional structure, and sectors, which are larger groups of structurally connected amino acids that underlie the biochemical properties of proteins. By reconciling two approaches for analyzing correlations in multiple sequence alignments, we link these two findings together and with coevolving units of intermediate size, called 'sectons', which are shown to provide additional information. By extending the analysis to the co-occurrence of orthologous genes in bacterial genomes, we also show that the methods and results are general and relevant beyond protein structures.
The structural and functional properties of proteins emerge from interactions between their amino acids. During evolution, these interactions constrain the substitutions of amino acids that may happen. Sequences resulting from multiple independent evolutionary trajectories reflect these constraints, and therefore contain information about the organization of interactions within proteins. Such sequences are now made available by DNA sequencing technology, which provides thousands of protein sequences that have diverged independently and under similar selective pressures from a common ancestral sequence.
These protein sequences are commonly collected into multi-sequence alignments on the basis of their sequence similarity. An alignment is formally an M × L array X, where X si indicates which of the A = 20 natural amino acids is present at position i in sequence s; some positions contain a gap, inserted to ensure an optimal alignment and represented as a 21st amino acid. Typical numbers are M ∼ 10 2 -10 4 for the number of sequences and L ∼ 10 2 -10 3 for the length of the alignment.
The pattern of functional couplings between amino acids may be inferred from the statistical correlations between pairs of positions in the alignment. Analyses of these correlations are complicated by several factors: (i) proteins are gathered in an alignment based on sequence similarity, with no guarantee to have been subject to common selective constraints; (ii) sequences are not sampled independently during evolution, but through a branching process, which introduces a sampling bias; (iii) the information content of the alignment, ∼ M L log 2 A ∼ 10 5 -10 7 bits, is small compared to the number ∼ A 2 L 2 /2 ∼ 10 6 -10 8 of continuous parameters defining the correlations between every pair of amino acids, which implies a severe under-sampling; (iv) two positions may be correlated while not directly interacting, reflecting a fundamental difference between interactions and correlations.
Standard statistical analyses identify the observed samples to an asymptotically large number of independently and identically distributed random variables. Points (i), (ii) and (iii) violate each of these assumptions, while point (iv) suggests that, even in the absence of bias, further processing is required to infer interactions from correlations.
Many approaches have been proposed to tackle these challenges [1] . Recently, two methods have been developed, each rooted in a different concept of statistical mechanics. In an extension of an approach called Statistical Coupling Analysis (SCA) [2] , an application of concepts from random matrix theory [3] to address (iii) has revealed collective modes of coevolution named sectors [4] . A protein sector is a group of structurally contacting positions, and experiments indicate that each sector controls independently a biochemical property of the protein [4] . In a different approach called Direct Coupling Analysis (DCA) [5] , the problem (iv) of inferring interactions from correlations was formulated and solved as a problem of inverse statistical mechanics, leading to the inference of a large number of pairs of positions in contact in the folded structure [6] .
The two approaches, SCA and DCA, differ in their principles as well as in their results. Using the Pfam alignment for the trypsin family [7] as an illustrative example, we show here how they can be connected at different levels. Specifically, we show that: (1) their respective measures of coevolution rely on distinct parts of the spectrum of a same covariance matrix; (2) a parallel analysis of the two measures of coevolution reveals different types of coevolving units -previously identified sectors and smaller units, which we call 'sectons'; (3) these coevolving units, and the contacting pairs from DCA, stem from different aspects of the data but are interrelated, with sectons and contacting pairs respecting the overarching decomposition into independent sectors.
Given a multiple sequence alignment, SCA and DCA use as input the same basic statistical quantities: the frequency f a i of amino acid a at position i, and the joint frequency f ab ij of the pair of amino acids a, b at the pair of positions i, j. Prior to defining these frequencies, some steps must be taken to clean the alignment from positions with excessive gaps and mitigate the effects of (i) and (ii) by weighting differentially the contributions of the various sequences. These steps are straightforward but essential, and may be common for both approaches (all details are provided as Supplementary Material [8] ).
The frequencies f . SCA combines this matrix with a measure of amino acid conservation to define a matrix of conserved correlations C ij , while DCA relies on the inverse J = −C −1 of a regularized variant of C ab ij (see below) to define a matrix of direct information D ij [8] . Inspired by previous applications of random matrix theory to the study of covariance matrices [3, 9] , we analyze here these two matrices by a common method: (1) we compute the eigenvectors associated with the top k top eigenvalues; (2) we rotate these eigenvectors into maximally independent components, V
(1) , . . . V (ktop) , using independent component analysis (ICA) [10] ; (3) we define coevolving units as sets of positions making largest contributions to a component,
The analysis involves two cutoffs: the number k top of modes that is retained, and a threshold > 0 of significance for the contribution of positions to the components. The results, however, will be shown to be insensitive to the exact values of these cutoffs.
For the SCA matrix C ij [2] , this analysis leads to coevolving units called protein sectors [4] . They are represented in Fig. 1 for the alignment of the trypsin family, using k top = 4 and = 0.1 (for simplicity, these sectors do not include the positions i with V (Figs. S2-6 ). Three sectors were previously inferred for the same protein family using an alignment about 10 times smaller [4] : two, the same green and red sectors, correspond to enzymatic activity and specificity respectively (Tab. SI , Fig. S7) ; the third one, which had the peculiarity of a disconnected core, and which correlated experimentally with stability, is now partly spread over two new sectors, whose functional role remains to be characterized.
DCA leads to a matrix D ij of direct information, previously analyzed by ranking its entries [5] : in a number of protein families, these top entries have been shown to consist of pairs of positions in physical contact in the three-dimensional structure [6] (contacts are defined here by a distance < 8Å). Most of these top pairs are however consecutive along the protein chain, due to the presence of stretches of gaps in the alignment. To discard these 
Location of the sectors on a threedimensional structure of trypsin [11] . (C) Location of the sectors along the sequence (cut in two for readability), with non-sector positions in white (numbering system of bovine chymotrypsin).
trivial contacts, we consider here a truncated matrixD ij , whereD ij = D ij if |i − j| > ∆, and 0 otherwise, with ∆ = 5 (other values give consistent results; Figs. S8-9). For the trypsin alignment that serves here as illustration, the top 79 entries of this matrix are found to be in physical contact (Fig. 2(A) , Tab. SII). The same figure shows that these contacts are not unrelated to sectors, but respect the decomposition into independent sectors, with top pairs ofD ij found within sectors, outside sectors, or at the edge of sectors, but almost never intersecting two sectors.
Instead of considering the top elements ofD ij , we also analyze here its spectral properties, following the method used to infer sectors from the SCA matrix C ij . This analysis leads to a large number (∼ 100) of independent components, each localized on a small group of 2 to 4 positions, which we call protein 'sectons' (Tab. SIII, Fig. S10 ). in Fig. 2(B) , the first 35 sectons are structurally connected. Out of these 35 sectons, 13 have size 2, 20 size 3 and 2 size 4 (Fig. S13) . Fig. 2(C) shows that sectons of size 2 are top pairs ofD ij (for technical reasons, an exception is the first secton; see Fig. S12 ), but sectons of size ≥ 3 include contacting pairs that are not top pairs ofD ij . Reciprocally, Fig. 2(D) shows that ∼ 60% of the top pairs ofD ij are not in the top sectons. Thus, sectons and top pairs reveal different aspects of the correlations (see also Tab. SIV). Finally, Fig. 2 (B) shows that sectons are also consistent with the decomposition into sectors, with almost no secton intersecting two sectors.
Only few sectons are well-recognized structural or functional units: for the trypsin family, the top 6 sectons thus Fig. 1 , with yellow for non-sector positions. The location of the sectons on the three-dimensional structure is also indicated (more sectons are shown in Fig. S10 ). Sectons s2, s4, s5, s6 are disulfide bonds, and s3 is the catalytic triad.
include 4 disulfide bonds [19] , and the catalytic triad, a group of three residues mediating peptide bond hydrolysis and shared among several other protein families [12] . Characterizing the structural and/or functional roles of other sectons is an open experimental challenge. Sectons are found in other protein families [13] , thus raising the question of whether different families sharing a common fold also share common sectons [14] . Sectons and sectors are in any case distinct from previously recognized structural units such as secondary structures or 'foldons' [15] , which consist of consecutive positions along the chain.
Formally, sectors and sectons originate from exclusive parts of the spectrum of a common covariance matrix,C 
2 , where A = 20 is the number of amino acids. A parameter µ = 1/2 is introduced by DCA to define the coupling matrix J = −C −1 on which [6] . This regularization is not required for SCA, but using C ij = C ij [C] with µ = 1/2 instead of µ = 0, which amounts to adding random sequences to the alignment, does not alter significantly sector identification (Fig. S14 ). IfC = k |k λ k k| denotes the spectral decomposition ofC in the bra-ket notation, with ordered eigenvalues 
asC =C
+ +C − , wherē
With for instance k * = 100, the sectors inferred by SCA from C ij [C + ] are indiscernible from those from C ij [C] (Fig. S14 ). On the other hand, using
, not only do we recover the same contacts and sectons (Fig. S15 ), but an additional ∼ 20% of them are found to be structurally connected (Fig. S16 ). The association of sectors and sectons to different parts of the spectrum ofC relates to random matrix theory, which indicates that both ends of the spectra of under-sampled empirical covariance matrices are statistically significant [9] . The spectral decomposition however does not account per se for the relation between sectors, contacts and sectons, and it may ultimately not be the most relevant decomposition of the correlations.
The concepts and methods exposed thus far are not limited to protein structures. Another example involving biological sequences is the inference of functional couplings between genes in a genome. A first-order approach to this problem is to study the co-occurrence of genes in a large number genomes, also known as their phylogenetic profile [16] . The raw data is an M × L binary array x si , where x si = 1 indicates that gene i is present in the genome of species s, and 0 that it is absent (A = 1 in this case). Building such a dataset requires mapping corresponding genes across genomes: here we rely on the partition of bacterial genes into clusters of orthologous genes (COGs) [17] , to obtain a dataset consisting of M 10 3 genomes and L 1.5 10 3 orthologous classes [8] . No structural data is available for comparison in this case, but the classification of COGs into 3 broad, non-exclusive, functional classes [17] (metabolism, cellular processes, and information processing, with a 4th class for poorly characterized genes [21] ) indicates that the top pairs of the matrix of direct information D ij are dominantly composed of genes from a same functional class (Fig. 4(A) ); these results are consistent with those previously derived from a similar approach [18] . As for protein alignments, sectons can be defined that consist here of small clusters, typically of 2 to 6 genes ( Fig. S17 -20, Tab. SV). These sectons are mostly composed of functionally related genes (Fig. 4(B) ); many sectons in fact consist of different subunits of a same protein complex (Tab. SVI). Genomic sectors, involving larger groups of correlated genes, may be defined as well, although their significance is more difficult to assess (Fig. S21 , Tab. SVII).
In conclusion, we provided evidence that the contacting pairs inferred by DCA [6] and the sectors inferred by SCA [4] are two interrelated features of a common pattern of coevolution, with coevolving units of intermediate size, called sectons, providing additional information. A fully unified mathematical framework for representing the hierarchy of correlations in biomolecules remains to be developed. Characterizing the structural, functional and evolutionary roles of patterns of coevolution is more generally a problem that extends beyond the scope of statistical studies of sequence data; in particular, experiments are needed to assess the extent to which statistical patterns of coevolution, inferred from a collection of sequences, are reflected in individual biomolecules.
[16] M. Pellegrini, E. M. Marcotte, M. J. Thompson − is the inverse of −C − on its non-zero eigenspace, spanned by {|k } k>k * .
[21] Gene annotation may however be incomplete and serve here only as a proxy for biological significance. Note also that COGs are themselves only proxies for orthologous classes, and more elaborated definitions of orthology may lead to more informative results.
SUPPLEMENTAL MATERIAL Preprocessing of the alignment
As input for the identification of sectors and sectons in the trypsin family, we downloaded the full alignment PF00089 from Pfam (version 26.0, Nov. 2011). This alignment contains M 0 = 14720 sequences. It is represented by an array x a si where s labels the sequences (row in the alignment), i the positions (columns) and a is a number between 1 and 20 (each number is associated with one of the A = 20 amino acids); x a si = 1 indicates that sequence i has amino acid a at position i, and x a si = 0 otherwise. As a reference for truncating the alignment and comparing to structural data, we used the sequence and structure of rat trypsin, chain E of the PDB id 3TGI in the Protein Data Base, which consists of L 0 = 223 positions.
To clean the alignment from an excess of gaps, the following operations were performed: (1) Truncation of positions based on the reference sequence. As the alignment does not contain the last 7 positions of the reference sequence, this step leaves L 1 = 216 positions.
(2) Removal of sequences with a fraction of gaps exceeding γ seq = 0.2, or with a sequence similarity to the reference sequence below s min = 0.2, where sequence similarity is defined by
This step leaves M = 9589 sequences. The parameters γ seq = 0.2, γ pos = 0.2 and s min = 0.2 are chosen to mitigate the effects of gaps, but the results are not sensitive to their exact values. A more in-depth analysis of the structure of sequence correlations can reveal further information, and may suggest the removal of additional sequences, but this analysis is beyond the scope of the present study.
Sequence-weighted frequencies
Following Ref. [5] , the uneven sampling of sequences is alleviated by introducing sequence weights defined by
i.e., ν r counts the number of sequences r within distance δ of sequence s, where the distance between two sequences is the fraction of amino acids by which they differ,
where here, for numerical convenience, we include gaps by definingx 
From these frequencies, a covariance matrix C ab ij is defined by
Regularization Direct coupling analysis (DCA) involves the inverse of a covariance matrix but C ab ij is typically non invertible. A regularized covariance matrix is therefore introduced [6] , which is defined as
from the regularized frequencies
where A = 20 for multiple sequence alignment (corresponding to the number of amino acids, with A + 1 = 21 accounting for gaps), and A = 1 for gene co-occurrence data. Here as in Ref. [5] , µ = 1/2 is used, which effectively amounts to adding M random sequences to the alignment.
SCA matrix Cij
Statistical Coupling Analysis (SCA) aims at identifying groups of positions under selection for a common functional property, based on two principles: the conservation of amino acids involved in the function, and their correlations induced by cooperative interactions [2] . SCA takes a heuristic approach to combine these two principles by weighting the covariance matrix C ab ij of Eq. (5) with a measure of amino acid conservation W a i , defined by
where
/L is the mean frequency of amino acid a (close in this case to the mean frequency inferred from a larger set of protein sequences used in Refs. [2, 4] ). Taking W 
For comparison with DCA, an equivalent quantityC ij is defined with same W 
where h where the sum includes a = 0 for gaps.
Rotation by independent component analysis (ICA) Different implementations of ICA use different measures of independence and different algorithms for optimizing them. Here, we use one of the simplest implementations of ICA, called infomax [10] (with modifications introduced in Ref.
[? ]). We take as input the top k eigenvectors of the correlation matrix C ij orD ij , which we concatenate in a k top × L matrix Z (at variance with usual implementations of ICA which take the dataset X as input). The algorithm iteratively updates an unmixing matrix W , starting from the k top × k top identity matrix W 0 = I ktop , with increments ∆W given by
The parameter η is a learning rate that has to be sufficiently small for the iterations to converge. In this study, η = 10 −4 led to convergence after 10 4 iterations in applications to the trypsin alignment, and η = 10 −5 after 10 5 iterations in applications to the co-occurrence of genes in bacterial genomes.
The independent components V (k) are obtained by applying W to the eigenvectors in Z. To set their overall scale and sign, we normalize them to unit length ( i (V (k) i ) 2 = 1) and orient them so that the position i with largest
The order of the independent components, which is not necessarily prescribed in other implementations of ICA, is here well defined by the algorithm and is related to the order of the principal components.
Threshold ktop in defining sectors
The spectrum of C ij , displayed in Fig. S2 , indicates that between 3 to 7 eigenvalues are emerging from a bulk of small eigenvalues. This estimation is confirmed by comparing with the spectra of randomized alignments, where the amino acids are drawn independently at each position i according the frequencies f a i , so as to remove the correlations but preserve the distribution of amino acids at each position.
In the main text, we presented the results when selecting k top = 4 modes. A smaller number of components may prevent the discrimination between sectors, as shown in Fig. S3 , where taking k top = 3 causes the red and blue sectors to appear along a same component. Reciprocally, a larger number of components may lead to the splitting of a sector into disconnected subsets, as shown in Fig. S4 , where taking k top = 5 decomposes the purple sector along two components. In this case, the two components do not define two new sectors, but indicate a partition of the sector into a core and a periphery, as shown in Fig. S5 .
Threshold in defining sectors
Besides the threshold k top for the eigenvalues, the definition of sectors involves a threshold determining which positions contribute significantly to each component. Here again, can be estimated from a comparison with randomized alignments, but it is more interesting to notice that several values of are consistent with structurally connected sectors. Varying thus defines a hierarchy of structurally connected positions, from the core of the most conserved positions for large to a periphery of less conserved positions for smaller .
As an illustration of this feature, we show in Fig. S6 how the connectivity of each sector, measured by the relative size of its largest structurally connected subset, varies with . With the possible exception of the cyan sector, the sectors are found to be significantly structurally connected for nearly all values of . The significance of this finding is assessed by comparing with randomly-formed groups of positions, or with the positions ordered by their overall degree of conservation (Fig. S6(C) ).
Composition of sectors
Tab. SI reports the exact composition of the 4 sectors defined in the main text. The green and red sectors have very significant overlap with the green and red sectors previously defined in Ref. [4] . On the other hand, the purple and cyan sectors have only limited overlap with the blue sector defined in this previous study. As a visual representation of the relation between these two definitions, Fig. S7 reproduces Fig. 1 , but with colors corresponding to the 3 sectors defined in Ref. [4] . While the implementation of SCA is slightly different in the two studies, the difference mainly stems from the difference between the alignments that serve as inputs: the present study is based on an alignment with nearly 10 more sequences (and L = 204 positions instead of 223).
In Fig. 1 , we eluded the discussion of positions at the intersection between different S k = {i : V (k) i > } by excluding them from the definition of sectors. These few positions are however structurally meaningful: Fig. S1 shows that they are at the periphery of one of the two sectors, and, in several instances, at the structural interface between them.
Contacts and sectons Fig. S8 reports the performance of DCA for predicting contacts for the alignment under study: up to rank 79, all top pairs of positions in terms ofD ij are actual contacts. Tab. SII gives the list of the top 120 pairs and indicates the secton to which they belong, when applicable. Tab. SIII gives the composition of the top 120 sectons and indicates which are connected. Fig. S10 shows the top 36 sectons on the three-dimensional structure of trypsin: the 36th secton is the first to include a position disconnected from the others. Fig. S11 shows that the top 35 sectons are structurally connected (and slightly more if considering a more stringent cutoff ). It also shows that, as for sectors, the results are insensitive to the choice of the threshold used in defining the positions contributing significantly to a component. In all figures involving sectons, k top = 120, except Fig. S12 , which consider varying k top : the definition of sectons is found to be insensitive to the value of k top , except for the first secton, which appears to be peculiar and unstable. For instance, the first secton is the only secton of size 2 that is not in the top pairs ofD ij , and is responsible for the blue curve not reaching 1 in Fig. 2 
(C).
Not truncating D ij toD ij leads to the sectons shown in Fig. S9 . Many of these sectons consist of consecutive positions. These trivial sectons are induced by gaps, which tend to be consecutive along the sequence (this feature is partly a consequence of the multiple sequence alignment algorithm, which have a penalty for opening new gaps). Truncating D ij (or equivalently J ab ij ) is a simple if not optimal way of getting rid of these trivial correlations.
Figs. 2(C-D)
show that the top pairs ofD ij and sectons contain overlapping but non-equivalent informations. This is also shown by Tab. IV, which analyzes the connected subgraphs of the contact graph inferred from the top pairs of D ij : these connected subgraphs are related, but non-identical to the sectons.
Orthogonal decomposition of the correlations
As in the main text,C = k |k λ k k| denotes the spectral decomposition of the regularized covarianceC in the bra-ket notation, with ordered eigenvalues λ 1 ≥ . . . λ L . This decomposition is used to defined the two matrices
Fig. S14 shows the differences between the components of the SCA matrices defined from C (the original covariance matrix with µ = 0 and k * = 0),C (the regularized covariance matrix with µ = 1/2 and k * = 0) andC + (with µ = 1/2 and k * = 100). Keeping only the top k * modes has no incidence on the top components of the SCA matrix used to define sectors, while regularizing has only a minor effect.
The sectons defined from J − = − k>k * |k λ −1 k k|, with again k * = 100, are comparable to those defined when including all the modes, as shown in Fig. S15 (with the first secton forming an exception, as in Fig. S12 ). Fig. S16 shows that truncating the top k * modes ofC can actually cause more top pairs and more sectons to be structurally connected.
Co-occurrence of orthologous genes in bacterial genomes
Sequenced bacterial genomes and COG annotations were downloaded from NCBI. The initial dataset contained M 0 = 1432 genomes and L 0 = 4467 COGs.
The following cleaning steps were conducted: (1) Removal of 'exceptional' genomes with size below 500 kpb or with no less than 60 % of genes annotated by COGs. This step leaves M = 1108 genomes.
(2) Removal of COGs that are present in less than γ c = 0.4 of the genomes, where gene frequencies are computed with sequence weights using δ = 0.9. The relatively high value γ c = 0.4 is meant to reduce the data to a size that is easily tractable computationally; here it leaves L = 1474 COGs. Conversely, the choice of δ = 0.9 is meant to preserve a relatively high effective number of genomes, here M = 380. The exact values of these parameters are however not crucial.
The data is represented by a M × L binary array x si with x si = 1 if genome s has at least one gene in COG i, and 0 otherwise. The average occurrence of genes is q = si x si /(M L) = 0.67. This dataset is in no way meant to be optimal, and finer definitions of orthology are possible. Our point here is to show that sectors and sectons can be unraveled even from a relatively crude construction of bacterial phylogenetic profiles, leaving for future work the study of more elaborated datasets.
Genomic sectons are obtained exactly as protein sectons, except that the alphabet is now binary (A = 1), sequence weights are computed with δ = 0.9, and D ij is not truncated (∆ = 0, with D ii = 0). The covariance matrix C ij = f ij − f i f j is computed from the frequencies f i and f ij of occurrence of genes and co-occurrence of pairs of genes. The content of first 100 sectons (obtained with k top = 120) is reported in Tab. SV, with further details for the top 24 sectons provided in Tab. SVI. Fig. S18 shows that applying ICA to the top k top = 120 eigenvectors of C ij does not lead to localized components as it does when applying it to D ij (Fig. S17) .
Genomic sectors can also be defined following the methods for defining protein sectors. Fig. S21 shows the counterpart of Fig. 1 , using here k top = 6. In absence of a counterpart for the experimentally determined three-dimensional structure of proteins, assessing the relevance of these sectors is not obvious. Using the partition of COGs into 3 broad functional classes [17], we nevertheless find that 4 of the 6 components support groups of COGs that are significantly enriched in some of these classes, as reported in Tab. SVII. This suggests that genome sectors may be defined as well, which contain co-functional and therefore coevolving genes. Fig. 1 , ranked by the corresponding value of V (k) i -A star indicates for the purple and cyan sectors that the position belongs to the blue sector defined in Ref. [4] , and for the green and red sectors that it belongs respectively to the green and red sector of Ref. [4] . Note that 19 positions included in the alignment of Ref. [4] are not represented in the present alignment, including 1 of the 20 positions of the red sector defined in Ref. [4] , 0 of the 22 positions of its green sector and 4 of the 25 positions of its blue sector.
FIG. S 7:
Comparison with the sectors defined in Ref. [4] -The graphs are identical to those of Fig. 1(A) , except that the positions are colored according to the definition of the 3 sectors of Ref. [4] . This shows as in Tab. SI that essentially the same green and red sectors are identified, while the purple and cyan sectors have a small overlap with the previously defined blue sector. TAB. S II: Top 120 non-trivial contacts and their associated secton -The pairs are ordered by decreasing values of Dij, with their rank indicated in the first column. Only pairs of positions separated by > ∆ = 5 amino acids along the sequence are considered, and many pairs are therefore not included (red curve in Fig. S8 ). The second column indicates the rank of the secton where the pair is found and the third the distance in angstroms between the positions in the three-dimensional structure. Pairs are considered in contact when this distance is < 8Å, and false positive are indicated in red. Here, none of these false positive are in a secton, but many true positive are also not in a secton. , the same components V (k) , and therefore the same sectons, are recovered for different values of ktop. The instability of V (1) suggests that the first secton may better be discarded (although, for ktop = 100 and ktop = 150 at least, it does appear here to convey meaningful information, as the pairs 217-224 and 137-159 are indeed in contact). TAB. S IV: Decomposition into connected subgraphs of the contact graph defined from the top pairs ofDij -The top 79 pairs ofDij, which are all structural contacts, define a contact graph where two pairs are linked if in physical contact (distance < 8Å). We list here the disjoint connected subgraphs, ranked by size, of this graph, which we compare to sectons. Of the 13 subgraphs of size 2, 7 correspond to sectons of size 2 and 5 to sectons of size 3 (indicated by − ). Of the 5 subgraphs of size 3 and 4, 3 correspond to sectons of same size and 2 to sectons of smaller size 3 (indicated by + ). Larger subgraphs are also found that generally consist of multiple sectons. This table shows that the sectons are not equivalent to the connected subgraphs of the contact graph defined from the top pairs ofDij. Fig. 2 shows that essentially the same sectons are defined by this matrix and byDij [J] . The exception of the first secton is to be related related to the unstability reported in Fig. S12 .
FIG. S 16:
Top pairs and sectons from covariance matricesC cleaned from their top modes -As in the main text, we considerC = k |k λ k k|, the spectral decomposition ofC in the bra-ket notation, with ordered eigenvalues λ1 ≥ · · · ≥ λL. The truncated matrix of direct informationDij is defined from J − = − k>k * |k λ Truncating the top k * = 100 modes ofC thus leads to an increase of ∼ 20% in the number of top pairs and top sectons in physical contact. In (B) , k * = 50 stands apart as a consequence of a disconnected first secton, which, following the observation made in Fig. S12 , could have been ignored (the first 2 positions of this secton are actually connected).
FIG. S 17:
Top genomic sectons in bacteria -As Fig. 3 , but for the co-occurrence of orthologous genes in bacterial genomes. Each dot represents a cluster of orthologous genes (COG), with a color associated with its functional class: cyan for metabolism, yellow for cellular processes, magenta for information processing, and gray for poorly characterized genes [17] . The sectons often comprise genes from a common functional subclass, which is indicated by the last letter labeling the COGs (see Tab. SV for further genomic sectons).
FIG. S 18:
Secton analysis of Cij -The same approach used to define sectons from Dij is applied to Cij. In contrast to Fig. S17 , the components are here not localized, thus not defining 'sectons' (truncating the diagonal of Cij does not alter this conclusion).
FIG. S 21:
Genomic sectors (kmax = 6) -COGs are colored as in Fig. S17 according to the functional category to which they belong: cyan for metabolism, yellow for cellular processes, magenta for information processing, and white for poorly characterized genes or genes that belong to multiple categories [17] . The apparent enrichment of yellow COGs along V (2) TAB. S VII: Association between genomic sectors and functional categories -For each sector, defined as the COGs with contribution > 0.05 along one of the 6 components V (k) shown in Fig. S21 and not along any other, we assessed the significance of their content in information processing (magenta), cellular processing (yellow), metabolic (cyan) COGs , which represent respectively around 1/2, 1/4 and 1/4 of the COGs. The p-value is computed from a χ 2 -square test with 2 degrees of freedom. 4 of the 6 sectors can be considered to be significantly enriched in COGs of some of these functional categories.
