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We investigate the linear theory of the ion-temperature-gradient (ITG) mode, with the goal of developing
a general understanding that may be applied to stellarators. We highlight the Wendelstein 7X (W7-X)
device. Simple fluid and kinetic models that follow closely from existing literature are reviewed and two new
first-principle models are presented and compared with results from direct numerical simulation. One model
investigates the effect of regions of strong localized shear, which are generic to stellarator equilibria. These
“shear spikes” are found to have a potentially significant stabilizing affect on the mode; however, the effect
is strongest at short wavelengths perpendicular to the magnetic field, and it is found to be significant only
for the fastest growing modes in W7-X. A second model investigates the long-wavelength limit for the case of
negligible global magnetic shear. The analytic calculation reveals that the effect of the curvature drive enters
at second order in the drift frequency, confirming conventional wisdom that the ITG mode is slab-like at long
wavelengths. Using flux tube simulations of a zero-shear W7-X configuration, we observe a close relationship
to an axisymmetric configuration at a similar parameter point. It is concluded that scale lengths of the
equilibrium gradients constitute a good parameter space to characterize the ITG mode. Thus, to optimize
the magnetic geometry for ITG mode stability, it may be fruitful to focus on local parameters, such as the
magnitude of bad curvature, connection length, and local shear at locations of bad curvature (where the ITG
mode amplitude peaks).
I. INTRODUCTION
The ion-temperature gradient (ITG) mode remains the chief candidate for driving turbulent transport of heat in
tokamaks and stellarators. Although the mode has been exhaustively studied in the tokamak context, the problem is
still relatively fresh in the stellarator context. Furthermore, stellarators present a unique opportunity for optimizing
turbulent transport via novel magnetic equilibria1, which calls for a basic understanding of the physics that governs the
ITG mode. Indeed the neoclassical optimization of Wendelstein 7X (W7-X) has recently been shown to fortuitously
have a stabilizing effect on trapped particle modes2–4. Can the freedom in stellarator design be used to bring about
a favorable affect on the ITG mode as well?
There has been a long history of work on the theory of ITG turbulence, and the basic physical mechanisms that
control the ITG mode have already been identified and are largely common to the stellarator and the tokamak.5
Thus, it is timely to refine existing theory and compare closely with numerical simulation in order to identify those
mechanisms that actually matter. This is the goal of the present work.
We simplify our analysis at the outset by assuming adiabatic electrons and ignoring trapped particles, focusing
on the classical ITG mode that is driven only by the electrostatic dynamics of passing ions. This is an accurate
approximation for a large-aspect ratio tokamak and should also apply to optimized stellarators like W7-X, for which
trapped particle populations reside away from the locations of bad curvature around which turbulent intensity peaks.5
The large space of possible magnetic configurations available in stellarators seems to hold the possibility of a wide
variety of potential effects controlling the ITG mode. However, our work ultimately supports a simple and largely
conventional picture of this mode, namely that local scale lengths are a sufficient parameter space to characterize
the ITG mode. Nevertheless, within this picture lies the possibility to weaken the ITG instability by shortening the
effective connection lengths and optimally distributing local magnetic shear.
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2II. BASIC ANALYSIS
In the present work, the analytic derivations assume that the contribution from trapped particles is negligible. This
is justified when the mode is localized to regions of weak variation in the magnitude of the mean magnetic field (i.e.
locations of small trapped particle fraction). We will also use simple models of the magnetic geometry. This will
simplify the analysis considerably. The goal is to determine the basic physics controlling the ITG mode using models
that are directly derived from the gyrokinetic equation with clearly stated assumptions.
Our starting point is the linear electrostatic gyrokinetic equation in the familiar eikonal form. We define gi to
be the non-adiabatic part of δfi and φ to be the electrostatic potential. Then for the linear calculation we use the
representation6 gi = gˆi(`) exp(iS− iωt) and φ = φˆ(`) exp(iS− iωt) to form a “twisted slicing” mode.7 Fast oscillatory
behavior is contained in the factor exp(iS), while the required anisotropy condition B ·∇S = 0 is satisfied by taking
∂S/∂` = 0. It is convenient to then use flux coordinates to express the perpendicular wavenumber as
∇S ≡ k⊥ = kα∇α+ kψ∇ψ, (1)
where B = ∇ψ ×∇α and the wavenumbers kα and kψ are simply constants. Thus the variation of k⊥ in ` is due
entirely to the behavior of the known geometric functions ∇α and ∇ψ. This sets the stage for the ballooning theory
of micro-instabilities.8 We henceforth drop the hats, substituting gˆi → g and φˆ→ φ. The linear gyrokinetic equation
for the ions is
iv‖
∂g
∂`
+ (ω − ω˜d)g = ϕJ0(ω − ω˜∗)f0 (2)
where we have adopted the following definitions: J0 = J0(k⊥v⊥/Ω) = J0(k⊥ρ
√
2v⊥/vT); the thermal velocity is
vT =
√
2T/m and the thermal ion Larmor radius is ρ = vT/(Ω
√
2); n and T are the background ion density and
temperature; q is the ion charge; ϕ = qφ/T is the normalized electrostatic potential. Assuming Boltzmann electrons,
the quasineutrality condition is
∫
d3vJ0g = n(1 + τ)ϕ, (3)
where τ = Ti/(ZTe) with the charge ratio defined as Z = qi/qe. The equilibrium distribution is the Maxwellian
f0 =
n
(vT2pi)3/2
exp(−v2/vT2), (4)
and we introduce the velocity-dependent diamagnetic frequency
ω˜∗ = ω∗[1 + η(v2/vT2 − 3/2)] (5)
where η = d lnT/d lnn and ω∗ = (Tkα/q)d lnn/dψ. We will also use the notation ωT∗ = ηω∗ = (Tkα/q)d lnT/dψ.
The magnetic drift frequency is ω˜d = vd · k⊥ and the magnetic drift velocity is vd = bˆ × ((v2⊥/2)∇ lnB + v2‖κ)/Ω,
where bˆ = B/B and κ = bˆ ·∇bˆ. For simplicity, we shall take ∇ lnB = κ (small β approximation). We may then
define a velocity-independent drift frequency via
ω˜d = ωd
[
v2‖
vT2
+
v2⊥
2vT2
]
, (6)
where the drift frequency generally varies along the field line ωd = ωd(`).
3A. Discussion of magnetic shear
Following convention (see i.e. Dewar and Glasser 9) we can use toroidal coordinates in which the field lines are
straight, writing α = θ − ιζ, where ι is the rotational transform and ζ and θ are toroidal and poloidal angles. We
then have
k⊥ = kα(∇θ − ι∇ζ − ι′ζ∇ψ) + kψ∇ψ. (7)
The affect of global shear can be identified with the term proportional to ι′ = dι/dψ, the only term that is secular
(and thus not periodic in ζ). The other terms proportional to kα may be considered to contain “local shear” effects.
However, these distinctions are not necessarily meaningful to the ITG mode itself, which simply responds to the
overall variation of k⊥ in `. Magnetic shear thus enters our problem in two places in Eqn. 2, namely in the argument
of J0 and in the drift frequency ωd.
Generally speaking, as one follows a field line, magnetic shear causes field lines in a neighboring surface to drift
further apart, leading to growth in the gradient of the field line label, ∇α. For finite global shear, this implies that
even if k2⊥ρ
2 is small at a particular location along the field line, sufficiently far away the magnitude k⊥ will become
large and cause “FLR suppression” of the ITG mode via the J0 in Eqns. 2 and 3. This effect is independent of the
sign of the magnetic shear. On the other hand, where k2⊥ρ
2 is small (J0 = 1 in Eqns. 2 and 3) the twisting of the
mode due to magnetic shear (i.e. the variation of k⊥ due to shear) affects the mode in the same way that variation
in the curvature κ does since both cause variation in the function ωd(`). As a consequence, a mode can be localized
equivalently by curvature, global shear, or local shear.
To illustrate this, consider the model “s-α” tokamak equilibrium at low α: the drift velocity and wavenumber can
be written in terms of the poloidal angle θ = pi`/L‖ (L‖ the connection length) as vd = vd0(yˆ cos(θ) + rˆ sin(θ)) and
k⊥ = ky(yˆ + rˆsˆθ). Expanding the expression ω˜d = k⊥ · vd for small θ, we obtain ωd = ωd0[1 − (1/2 − sˆ)θ2], from
which we can identify a “twist parameter” of 1/2 − sˆ, as found by Kim and Wakatani 10 . This result expresses the
very general fact that in the region surrounding a local curvature extremum, the effect of (moderate) shear is to
simply broaden or narrow the confining drift-frequency well (henceforth to be called the “drift well”) for positive and
negative shear respectively. More generally, the magnetic drift velocity maintains a roughly vertical direction when
curvature is in the direction of the major radius, and so it tilts away from the flux surface as one follows a field line
away from the outboard midplane. Positive shear causes the mode to simultaneously tilt, maintaining alignment with
the drift velocity and broadening the drift well associated with ωd. This physical effect was first recognized by Choi
and Horton 11 and further elucidated by T. M. Antonsen et al. 12 .
Local shear can also cause a large jump in∇α. While the action of global shear on k⊥ is gradual, a sudden increase
in local shear can “box-in” the mode by introducing hard boundaries. As an example of this, consider the plot in
Fig. 1, in which the calculation of the amplification of |k⊥| is done explicitly along a W7-X flux tube. We investigate
the consequences of these “shear spikes” in detail in Sec. V B.
III. LOCAL DISPERSION RELATION
The local dispersion relation is obtained when the background does not depend on ` and so a single Fourier mode
can be taken in the parallel direction, i.e. g(`) ∼ exp(ik‖`). In this case the perpendicular wavenumber k⊥ is
constant, and the diamagnetic frequency can be rewritten ω∗ = kyρvT/(Ln
√
2), where Ln = (d lnn/dr)
−1 is the
density gradient scale length and ky = kαB0(dr/dψ)/
√
2 is the poloidal wavenumber. Likewise, the magnetic drift
frequency is a constant ωd = ωd0 =
√
2(kyρ)vT/Reff , where we have expressed it in terms of an effective radius of
curvature Reff . (This expression for the drift frequency corresponds to the “outboard mid-plane” scenario where the
drift velocity is parallel to the diamagnetic velocity at the location of the ITG mode.) Combining Eqns. 2 and 3 we
obtain
0 = 1 + τ − 2√
pi
∫ ∞
0
x⊥dx⊥
∫ ∞
−∞
dx‖
[
ω − ω˜∗
ω − ω˜d − x‖ω‖
]
J20 (x⊥
√
2b) exp(−x2‖ − x2⊥), (8)
where b = k2⊥ρ
2 and ω‖ = k‖vT, and we have used normalized velocity variables x⊥ = v⊥/vT and x‖ = v‖/vT.
Taking k‖ to correspond to the characteristic variation of the background (i.e. the typical connection length estimate
k‖ ≈ 1/qR) is a common practice, but formally incorrect. However, it does at least capture qualitatively an effect
associated with imposing parallel variation on the ITG mode, i.e. suppression via Landau damping. If the transit
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FIG. 1. Local shear and amplification of |k⊥|. The amplification factor is defined as A(θ) = |k⊥(θ)|/|k⊥(0)| = |∇α|/|∇α|θ=0.
The magnetic coordinates are such that ∇α is perpendicular to the radial direction at θ = 0, and k⊥ chosen in the surface at
θ = 0 (i.e. kψ = 0). Note that this flux tube is the same as that used in Fig. 5.
frequency is sufficiently small the local dispersion relation is correct for the toroidal ITG mode (with k‖ = 0), as we
will explicitly show in Sec. IV A.
A. Slab ITG mode
The slab branch (ωd = 0, ω‖ 6= 0) is in some sense an ITG mode in free space, since it is not bound along the field
line to a particular local source of free energy, and the wavenumber k‖ is a free parameter. The dispersion relation
may be evaluated in terms of the plasma dispersion function and the special functions Γ0 = Γ0(b) and Γ1 = Γ1(b)
(see Appx. A). We find
0 = 1 + τ + Γ0
(
ξZ(ξ) +
ω∗
ω‖
[(
3η
2
− 1
)
Z(ξ)− ξη(1 + ξZ(ξ))
])
− ω∗
ω‖
η((1− b)Γ0 + bΓ1)Z(ξ), (9)
where ξ = ω/ω‖. By taking the limit Im[ξ] → 0+ an instability criterion may be derived (see Kadomtsev and
Pogutse 13 and Appx. B), which for positive η is
η >
1
1 + 2b(1− Γ1/Γ0)
[
1 +
√
1 +
2(1 + τ)(1 + τ − Γ0)
Γ20ω∗2/ω‖2
(1 + 2b(1− Γ1/Γ0))
]
(10)
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Conventional Slab ITG Stability Boundaries
FIG. 2. Slab mode marginal stability contours determined by Eqn. 10. Note that  = pi/(k‖Ln)
Fig. 2 shows the stability diagram for several values of the parameter  = pi/(k‖Ln). Taking b→ 0 while keeping ω∗
finite, we can solve for the long-wavelength instability criterion. Denoting the critical wavenumber as kyc and recalling
that ω∗ = kyρvT/(
√
2Ln) we find
kyc = 2k‖Ln
√
τ(1 + τ)
η(η − 2) . (11)
This criterion is physically important because it sets the minimum perpendicular wavenumber needed for instability
(given fixed parameters ω‖, τ and η), and therefore sets the largest scale of the ITG turbulence. Furthermore it is a
universal instability criterion insofar as the long-wavelength ITG mode is slab-like, as discussed in Sec. III D below.
Note that it implies that the minimum kyρ is ∼ k‖LT for large η, with LT = (d lnT/dr)−1.
B. Toroidal ITG mode
An analysis of the toroidal branch (ωd  ω‖) was made by Biglari, Diamond, and Rosenbluth 14 yielding a necessary
condition for instability (η > 2/3). However, the toroidal branch instability criterion is more commonly set by the
6parameter κ = 2ωT∗ /ωd0 = Reff/LT (recall the definition ω
T
∗ = ηω∗) which measures the relative magnitudes of the
temperature gradient and magnetic curvature. The critical value κc must be determined numerically, and is dependent
on k‖: a shorter connection length allows for a greater temperature gradient before the toroidal ITG branch sets in.
C. Strongly-driven (non-resonant) limit
Let us turn to a limit that is analytically tractable, which we will call the strongly driven limit. We expand in
ω/ωT∗ = δ  1, and order ω∗/ω ∼ 1 and ωd/ω ∼ ω‖2/ω2 ∼ k2⊥ρ2 ∼ δ. In this limit, the resonant integrand in
the dispersion relation may be Taylor expanded (neglecting exponentially small corrections). The dominant term
(∼ ωT∗ ) is zero upon integrating over velocity and what remains is a balance between zeroth order terms that form
the following cubic dispersion relation
τω3 + (1− bη)ω∗ω2 + ωd0ωT∗ ω +
1
2
ωT∗ ω‖
2 = 0. (12)
Neglecting FLR (b = 0) and taking the limit ω‖2/ω2  ωd0/ω, one obtains the toroidal14 branch ω = (−ω∗ ±√
ω∗2 − 4τωd0ωT∗ )/(2τ); the limit ω‖2/ω2  ωd0/ω yields the slab15 result τω3 + ω∗ω2 + ωT∗ ω‖2/2 = 0. Note that
since both ωd and ω∗ are linear in ky, so is the solution ω for the toroidal branch. However, the slab branch growth
rate scales as ωT∗
1/3 ∝ k1/3y , which explains why the toroidal branch generally dominates over the slab branch for
sufficiently large ky.
Eqn. 12 gives a simple picture of the ITG mode but will not be quantitatively correct for realistic experimental
parameters because the expansion parameter is unlikely to be very small as one can verify a posteriori. For example,
the solution for the toroidal branch ω ∼
√
ωT∗ ωd0 implies that δ ∼ ω/ωT∗ ∼
√
1/κ, where the quantity κ = Reff/LT ≥ 4
is the conventional toroidal ITG instability threshold parameter; i.e., δ is not so small. Likewise for the slab branch we
have δ ∼ ω‖2/ω2 ∼ (k‖LT /b1/2)2/3 and b ∼ δ, so we find δ ∼ (k‖LT )1/2, which is a similarly poor expansion parameter
for the case k‖ ∼ 1/(qR). Nevertheless, one can confirm that the numerical solutions of the general dispersion do tend
asymptotically to the solutions of Eqn. 12.
D. General lessons from the dispersion relation
The ordering κ  1, or equivalently ωT∗  ωd, should be applicable when the toroidal ITG mode is sufficiently
unstable since κ is the instability parameter for the toroidal branch. It should be a more accurate approximation if
the connection length is small, i.e. Reffk‖  1, since it is in this limit that the threshold κc becomes large. We can
relate the stellarator and tokamak cases by introducing the parameter qeff = 1/(Reffk‖) = L‖/(Reffpi). For W7-X this
parameter can be approximated as qeff = 0.3; in Sec. V A 1, we will return to this comparison to demonstrate the
similarity between the W7-X ITG mode and the ITG mode found in a circular tokamak having similar dimensionless
parameters.
Though moderately large κ may be achievable with a small connection length, the condition ω‖  ω, used to derive
Eqn. 12, cannot be satisfied for all ky. This is because both ω∗ and ωd scale linearly with kyρ whereas the smallness of
ω‖ is limited by the magnetic configuration. For sufficiently small ky the frequencies must balance, ω‖ ∼ ω, at which
point the expansion of the parallel resonance will no longer be valid and the correction due to ωd0 will become formally
small relative to the resonant integral. However, the dispersion relation in the limit ω ∼ ω‖, ωT∗  ωd is the slab
dispersion relation (since we neglect magnetic trapping) and we can refer to the analysis of the slab mode to determine
the long-wavelength stabilization criterion, i.e. Eqn. 11 will apply. Numerical solutions of the full dispersion relation
Eqn. 8 confirm that near the marginally stable wavenumber kyc the slab dispersion relation is a good approximation
to the full dispersion relation for modestly large κ, and the error scales asymptotically as 1/κ for large κ (see Fig. 3).
In summary, the large-κ/small-qeff limit yields an ITG mode that is slab-like for a range of long-wavelength modes
that satisfy the ordering ωd  ω, ωT∗ , ω‖, and is in this sense more “slab-like” than a typical tokamak scenario.
Evidence from W7-X linear simulations support this conclusion.5 We emphasize that this is not a special feature of
the stellarator ITG mode, but rather is set by the value of local instability parameters (Reff/LT , qeff , etc.).
We summarize the features of the toroidally destabilized (κ > κc) ITG growth rate curve in Fig. 4 according to the
local dispersion relation. Stabilization occurs at long wavelength due to a balance between drive (ωT∗ ) and Landau
damping (ω‖); a weakly unstable slab-like ITG mode is found just above the cutoff wavenumber kyc; a slab-like ITG
mode continues at higher ky and transitions to a linear scaling γ ∝ kyρ that can approach the limit of strongly
driven toroidal ITG mode. At larger kyρ, the growth rate falls below a linear scaling under the influence of FLR (the
7100 500 1000 5000 104
6.5
7.0
7.5
8.0
8.5
9.0
164.
99.3
60.3
36.5
22.2
13.4
8.15
4.95
3.
FIG. 3. Demonstration of slab-like behavior near long-wavelength marginal stability point: ω is the full solution of Eqn. 8
and δω denotes the deviation of the pure slab (ωd = 0) solution from this solution, where the frequency is computed at twice
the cutoff wavenumber kyc of the slab mode. A range of η and κ are calculated to demonstrate the smallness of δω and the
asymptotic behavior δω ∼ 1/κ in the large-κ limit.
term containing b in Eqn. 12); this can be estimated to occur at some fraction of the maximum unstable b = bm,
calculated by setting the discriminant of Eqn. 12 to zero with ω‖ = 0: bm = η−1 +
√
τωd0/ω
T
∗ . At sufficiently high
κ, however, the ITG mode can resist absolute stabilization at b ∼ bm and can undergo further peak(s) in growth rate
due to higher-order FLR terms; this is called the short wavelength ITG16 mode and is regarded as being relatively
unimportant for transport as compared with its longer-wavelength counterpart.
IV. NONLOCAL ANALYSIS
A. Small transit frequency approximation
Let us now consider the (realistic) case of a non-uniform background plasma. Adopting the ordering scheme of the
previous section, we may consider a limit in which the transit frequency is small relative to the mode frequency, but
has a zeroth-order effect on the solution. For small transit frequency, the gyrokinetic system may be reduced to a
second order differential equation (see Appx. C)
(1 + τ)ϕ = Lϕ, (13)
where
L = 2√
pi
∫ ∞
0
x⊥dx⊥
∫ ∞
−∞
dx‖J20 (x⊥
√
2b) exp(−x2‖ − x2⊥)
[
1−
(
ωtx‖
ω − ω˜d
∂
∂ϑ
)2]
(ω − ω˜∗)
(ω − ω˜d) (14)
We have introduced the coordinate ϑ = pi`/L‖ to denote an angle-like variable that takes values −pi and pi at the
peaks in ωd around a well. It is distinct from the poloidal coordinate θ, except for simple axisymmetric cases. Thus
8FLR stabilization
FIG. 4. Schematic growth rate curve of the ITG mode at κ > κc (unstable toroidal branch) according to the local dispersion
relation. Note that kyc denotes the slab-mode cutoff wavenumber (see Eqn. 11), L∗ tends to LT at large η, and γtor is the
imaginary part of the solution of Eqn. 12 with ω‖ = 0.
L‖ is the parallel connection length and the corresponding transit frequency is ωt = vTpi/L‖. This equation is similar
in form to what is obtained by expanding the parallel resonance in the local dispersion relation, but it is superior
because it enables us to solve for the variation of the mode along the field. Closely related equations were given by
Connor, Hastie, and Taylor 8 (Eqn. 35), T. M. Antonsen and Lane 17 (Eqns. 39a-c), and Wendell Horton, Choi, and
Tang 18 (Eqn. 1), all employing a small-transit-frequency expansion.
The part of L that is differential in ϑ is ostensibly small in the expansion parameter ωt/ω, but if we adopt the
strongly driven ordering introduced in Sec. III C, namely ω/ωT∗ = δ  1 and ωd/ω ∼ ωt2/ω2 ∼ k2⊥ρ2 ∼ δ, then we
find that all terms in the differential equation are the same order. Thus Eqn. 13 becomes
[
τ + (1− bη)ω∗
ω
+
ωdω
T
∗
ω2
− ω
T
∗ ωt
2
2ω3
∂2
∂ϑ2
]
ϕ = 0. (15)
This is an asymptotically correct way to include the effects associated with the localization of the ITG mode along
the field line; higher-order derivatives with respect to ϑ do not enter at leading order in ωt/ω. The coefficients of
Eqn. 15 can have both oscillatory behavior (e.g. due to drift wells) and secular behavior due to magnetic shear.
For axisymmetric geometry with zero shear, the problem becomes Floquet-like since the drift frequency is periodic
along the field line, and in the simplest scenario, a simple sinusoidal dependence of the coefficients leads to a Matheiu
equation. A further expansion around a quadratic minimum leads to a Weber equation. These various forms have
been encountered before in many works on the ITG mode.11,18–22.
Let us now take a simple form for the spatial dependence of the magnetic drift ωd and perpendicular wavenumber
k⊥. For the sake of generality, we take a quadratic potential
9ωd = ωd0[1− λϑ2] (16)
b = b0(1 + s
2ϑ2) (17)
where b0 = k
2
yρ
2 and an effective shear parameter s has been introduced (which need not be equal to the global shear).
These forms arise from expanding a general magnetic equilibrium about the extremum of normal curvature at ϑ = 0,
taking kψ = 0 and expanding the function ∇α about ϑ = 0 in Eqn. 1. This expression captures the physical effect of
a mode centered at ϑ = 0 that tilts with shear as ϑ increases, as discussed in Sec. II A.
Using the Eqns. 16 and 17, the eigenmode equation 13 is now a Weber equation. Bound solutions (those that
tend to zero as ϑ→∞) have the form Hn(
√
σϑ) exp(−σϑ2/2), where Hn is a Hermite polynomial and n = 0, 1, 2, ...;
Substituting this Ansatz into Eqn. 13 and equating the coefficients of ϑ2 we obtain σ
σ2 = − 2
ωt2
(
ωωd0λ+ b0s
2ω2
)
, (18)
where the root satisfying Re[σ] > 0, denoted σ+, is chosen. The constant terms of Eqn. 13 then yield the dispersion
relation
τω3 + (1− b0η)ω∗ω2 + ωd0ωT∗ ω + ∆ = 0. (19)
This is identical to the local dispersion relation given in Eqn. 12 except for the final term ∆ = ωT∗ ωt
2(n + 1/2)σ+ ,
which depends on the eigenmode width via σ+. Eqn. 19 may be efficiently solved numerically by rearranging terms
and squaring to obtain a quintic in ω; roots that do not obey Eqn. 19 are unphysical and can be discarded. We
find that the effect of the correction ∆ can be either stabilizing or destabilizing, an observation which is somewhat
surprising given that we generally expect the effect of localizing a mode along the field line to be stabilizing.
We define several regimes below by determining the relative strength of the terms for different values of kyρ.
1. high kyρ: strongly-localized modes
For sufficiently large wavenumbers the mode becomes strongly-localized (Re[σ]  1). This can can be inferred by
inspecting Eqn. 18 and noting that ω increases with ky. Two cases are considered.
a. |s| = 0: If the second term on the right of Eqn. 18 is negligible then the first term ensures localization of the
mode but the resulting correction ∆ to Eqn. 19 is small and can be dropped to yield precisely the toroidal branch of
the non-resonant local dispersion relation, (i.e. Eqn. 12 with ω‖ = 0).
If we retain ∆ in the equation and take λ = s0 − s, where s0 is a geometry-dependent constant, we can solve
Eqn. 19 numerically. We observe that shear destabilizes the mode (dγ/ds > 0) for s < s0, as also noted by Kim and
Wakatani 10 for a simple tokamak case with s0 = 1/2. By further taking small ∆, one may then calculate the frequency
as a correction to the pure toroidal branch: e.g., for ω∗/ω = 0 and n = 0 we find δω = (1 − i)ωt
√
λ(ωT∗ /ωd0τ)
1/4/4.
We note that the drift well is locally inverted for positive λ (i.e. s ≥ s0), in which case it is implausible to assume
that the mode will remain localized at ϑ = 0.
b. finite |s| The second term in Eqn. 18 dominates and for Im[ω] > 0 we may take σ+ = −i√2b0|s|ω/ωt, resulting
in a quadratic dispersion relation with the solution
ω =
1
2τ
(
−ω∗(1− b0η)±
√
ω∗2(1− b0η)2 − 4τωT∗ [ωd0 − i(n+ 1/2)ωt|s|
√
2b0]
)
(20)
This solution is almost the same as what is obtained from the local dispersion relation except for the term within
the radical that is proportional to |s|. To our knowledge, this correction has not been noticed before. Unlike the
twist parameter, this depends only on the magnitude of shear, is independent of the magnetic drift frequency, and
produces greater instability at high-n. However, the validity of Eqn. 13 is limited by the condition vT∂/∂`  ω,
which limits the allowable size of n. Assuming the shear drive dominates over the toroidal drive, this condition
implies n  ωT∗ /(ωts2) ∼ O(δ−3/2). Furthermore, the size of the shear term relative to the toroidal drive term is
(1 + n/2)|s|/(2qeff) where we recall that qeff = vT/(Reffωt). Thus, we expect that finite-shear destabilization can in
principle dominate over (or enhance) the toroidal ITG drive and the signature of this would be the appearance of
higher harmonics (n > 0) with oscillatory structure along the field line.
For sufficiently large ky the mode is ultimately stabilized by FLR via the b0η term in Eqn. 20, as occurs in the local
dispersion relation 12.
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2. moderate-ky: marginally localized modes
The applicability of Eqn. 19 is limited to the cases where the mode is sufficiently localized, Re[σ+] & 1; otherwise,
the expansion of the magnetic drift 16 is invalid. If the mode is delocalized, a general form of ωd(ϑ) may be used and
the eigenmode equation then solved numerically as in Bhattacharjee et al. 21 .
Assuming the mode is localized, the ∆ must dominate at sufficiently low-ky due to the first term on the right
of Eqn. 18. We can demonstrate this by first assuming linear scaling ω ∝ ky for the strongly-localized mode and
observing that all other terms scale more strongly in ky than this term and so must become subdominant at low
ky. In this case the resulting growth rate (obtained by balancing the first and last terms in Eqn. 19) scales like
γ ∼ (ωT∗ ωt)2/5(ωd0λ)1/5 and we can confirm that the ∆ term is dominant.
3. low-ky: delocalized modes
Sufficiently small ky ultimately renders both the terms in Eqn. 18 small, which causes the eigenmode width to
diverge and invalidates the local expansion about the curvature minimum (Eqn. 16). Although Eqn. 15 remains valid
as long as transit dynamics are slow, i.e. ωt  ω, the ITG mode structure now depends on details of the “landscape”
of curvature and shear.
However, the both the magnetic drift and FLR terms become weak in this limit (since ωωd0/ωt
2  1) and so the
dominant effect of geometry that remains is the two-fold periodicity of the toroidal domain. Thus we are left with a
simple slab ITG mode at zeroth-order. (Note that the slab mode cannot be derived as a higher-mode-number solution
of Eqn. 19 because the solutions Hn(
√
σϑ) exp(−σϑ2) are bound modes and the slab mode is not; however the slab
mode arises easily from Eqn. 15.) We can refer to the simple analysis of the slab mode (reviewed in Sec. III A) once
we have specified the parameter k‖. For a tokamak, one estimates the parallel connection length as the distance from
the inboard to the outboard L‖ = piqR, which matches the distance half way around the torus in θ, leading us to the
familiar rule of thumb k‖ ∼ 1/(qR). In a stellarator, the connection length between good and bad curvature can be
much smaller than the length from the outboard to the inboard (a fortunate fact) and so the slab ITG mode need
not be constrained by L‖.
Note that periodic slab-like modes are not true global modes (even in flux tube geometry), unless global magnetic
shear is exactly zero so that periodicity can be exactly satisfied. Thus there is discontinuity in the linear mode
analysis at the point of zero global shear for delocalized modes, extending across a flux surface; however, modes that
are sufficiently localized (strongly ballooning) should not depend sensitively on global shear. See also McMillan and
Dewar 23 for more on the connection between scale separation and the existence of global modes.
B. Localization in Numerical Simulations
The validity of Eqns. 18-19 is limited to strongly driven (non-resonant) modes. As shown in Sec. III D, it is
not expected that the non-resonant limit will give quantitatively accurate results for realistic plasma parameters.
Nevertheless it is worthwhile to compare the theoretically predicted mode localization directly with the numerically
computed exact eigenfunctions. This comparison is shown in Fig. 5. The exact eigenmodes generally exhibit some
degree of peaking at the center of drift wells. As expected, this ballooning is weak for marginally unstable modes, but
becomes strong for strongly unstable modes. A typical case for kyρ = 0.5 is show in Fig. 5(a); relevant parameters are
a/LT = 2, a/Ln = 0 and a/L‖ ≈ 0.1, where a is a reference scale length (minor radius). (More strongly ballooning
cases are available, but this eigenfunction is chosen because the parameters seem experimentally accessible.) We can
compare the localization of this mode to theoretical expectation by fitting a gaussian envelope. The width of this
envelope determines σ. Then using Eqns. 8 and 18 (i.e. ∆ ≈ 0, and |s| ≈ 0), and taking the minimum value of the
exact drift frequency (as plotted in Fig. 5(b)) to determine ωd0, we can determine the implied local quadratic drift
well of Eqn. 16 (i.e., λ can be determined). The result is a reasonable fit to the exact drift frequency, as shown in
Fig. 5(b)
V. GYROKINETIC FIRST-PRINCIPLE MODELS OF THE ITG MODE
Let us now analyze the full gyrokinetic equation using simple model geometry. We must consider at the outset
whether to look for solutions that are localized or those that extend along the field line, as the method we employ
may exclude one type of mode in favor of the other. We consider two scenarios, both concerning the limit where the
parallel ion dynamics are resonant and strongly-ballooning fluid-like ITG modes are not present:
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FIG. 5. Comparison of theoretical and exact eigenmode localization.
In Sec. V A we consider the long-wavelength limit of unbound (non-decaying along the field line) ITG modes in
conditions of zero (or near-zero) global shear. We call these “Bloch” ITG modes because of their periodic structure.
The solution is found as a perturbation to the conventional slab ITG mode, capturing the effect of a weak magnetic
drift. It is shown that this induces a ripple structure onto the slab mode, an effect that should be more visually
pronounced in stellarator geometries, where the connection length between the outboard and inboard midplanes can
be larger than the connection length between areas of good and bad curvature. We also find that the correction to
the frequency enters at second order in ωd/ω, making it weaker than the estimate obtained from expansion of the
local dispersion relation.
In Sec. V B we find modes in a “square-well” domain, bounded by spikes of infinite shear, which we call “boxed” ITG
modes. For zero magnetic drift these modes exhibit a very similar marginal stability criterion to a slab mode (with
an appropriately chosen k‖), but that they can nevertheless have significantly lower growth rates when destabilized.
This can be physically attributed to the irreversible loss of energy at the boundaries carried by outgoing particles;
the reduction in the growth is observed to be approximately half the transit frequency.
A. Model I: “Nearly-slab” Bloch wave
As argued in Secs. III D and IV A the ITG mode at long perpendicular wavelengths and strong drive (large ωT∗ /ωd)
should be slab-like due to the fact the magnetic drift frequency is small compared to the other relevant frequencies,
ωd  ω, ωt, ωT∗ . Thus we may construct our solution as a slab mode that obeys physical periodicity conditions, with
a small correction due to the magnetic drift.
Let us make a few comments on the issue of magnetic shear. FLR-induced shear is negligible (J0 ≈ 1) in this
limit; this has been numerically confirmed for long-wavelength modes in W7-X under the influence of shear spikes (see
Sec. V B) and also follows from the long-wavelength behavior of Eqn. 19. Thus the effect of shear is confined to the
magnetic drift and so will affect the mode only to “a small degree.” Note however that any amount of non-zero shear
invalidates the periodic modes by introducing secularity that cannot necessarily be treated by perturbation theory
since an arbitrarily small ωd will become large at sufficiently large ballooning angle. However, Romanelli, Chen, and
Briguglio 20 successfully found a weakly decaying slab mode solution using a multi-scale approach in ballooning space;
see also the multi-scale analysis of Bhattacharjee et al. 21 and Connor and Hastie 24 . Here, we treat the global shear
itself as sufficiently small such that it does not affect the frequency correction that we calculate. We have in mind
configurations with weak global shear such as W7-AS and W7-X. In this case we need only solve the gyrokinetic
equation assuming periodic modes, as discussed in Appx. E.
We should now use the geometric angle θ as the field-line following coordinate since the mode must respect the
periodicity of the physical domain, and thus the mode variation is no longer determined only by the drift wells. We
would like a form of ωd that is simple but captures the essential physics. For axisymmetric geometry, the curvature
landscape is exactly periodic as one follows a field line (i.e. in `). However, in the non-axisymmetric case the pattern
of wells never perfectly repeats unless the rotational transform is rational. Nevertheless, the normal curvature does
exhibit oscillatory behavior along a field line, and so a periodic array should be a useful paradigm to understand
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modes that extend across areas of both “good” and “bad” curvature. Consider for instance the oscillatory behavior in
the normal curvature in W7-X in Fig. 7 (for a field line that passes through the outboard midplane at the bean-shaped
cross section). One might attribute the quasi-periodic appearance of the normal curvature to the fact that the field
line cuts at an angle across a two-dimensional periodic lattice.
We thus consider a simple oscillatory form of the magnetic drift, ωd = ωd0 cos(mdθ). To model W7-X one might take
md = 3. We perform a perturbative expansion in ωd/ω to find the mode frequency to second order: ω = ω0 +ω1 +ω2.
We need not be concerned about secular evolution of the solution because strict periodicity in θ is required, and it
is enforced at each order in the expansion. The details of the derivation are in Appx. F. At zeroth order, we have
a simple slab mode (with parallel wavenumber k‖ = Mωt/vT), as described in Sec. III A; at first order we find that
ω1 = 0; at second order we obtain a rather lengthy expression for the frequency correction, which we abbreviate as
ω2 = ωd0
2I, (21)
where I is given in Eqn. F1. Thus, we have found that the drift frequency contributes at second order to the ITG
mode, in contrast to the small-ωd expansion of the local dispersion relation where the contribution is first-order. This
is presumably due to the fact that the delocalized ITG mode extends across both good and bad curvature.
1. Numerical experiment: modeling the W7-X ITG mode using an axisymmetric configuration
The key to modeling W7-X ITG mode with an axisymmetric configuration is setting the connection lengths to be
equal. We set the wavelength equal to 2pi/k‖ = 2L‖ = 2piqeffReff and find
qeff =
L‖
piReff
. (22)
For W7-X, we take R = 5.5m and calculate L‖/R = 0.96 by integrating the numerically calculated equilibrium
along the field line, 2L‖ =
∫
d` between the two spikes of shear depicted in Fig. 7; this leads to qeff ≈ 0.3. These
parameters are used with a model “s-α” equilibrium with low α and zero global shear (sˆ = 0). Linear simulations are
performed with the gyrokinetic code GS2. One example is given in Fig. 6. We note that the growth rates seem to
match quite well for low-ky but diverge at high ky; however, because the intensity of ITG turbulence peaks at low-ky,
it is significant to find such an agreement between two such different magnetic configurations.
B. Model II: Boxed ITG mode
In a stellarator strong “spikes” of magnetic shear can appear at helical ridges, having the potential to trap ITG
modes, in analogy to a quantum mechanical wavefunction being trapped in an infinite square well potential. This local
shear (termed “local ripple shear” by Waltz and Boozer 25) can be strong, even in the absence of global shear. Thus,
we consider a model geometry that is uniform in an interval [−L‖, L‖] and bounded by strong spikes of magnetic
shear, as shown in Fig. 7 for a field line passing through the region of maximum bad curvature. The motivation
behind this calculation is two-fold, namely (1) to explore the stabilizing influence of strong regions of local shear, and
(2) to provide a simple fully-kinetic paradigm, beyond the slab ITG analysis, to describe the effect of localizing a
mode along the magnetic field. Some of the basic results of ballooning theory needed for this section are reviewed in
Appx. D.
Let us model the effect of the regions of strong local shear by taking
k⊥(`) =
{
k⊥0, |`| ≤ L‖,
∞, |`| > L‖.
(23)
This implies ωd = ∞ and J0 = 0 outside the boundaries, rendering the integrand in Eqn. D7 zero for |`′| > L‖.
This is because (1) J ′0 = 0 and (2) the exponent (∼ exp(iM)) becomes increasingly oscillatory at large ωd, and so
the velocity integral tends to zero. The solutions we find will thus be bound states, effectively trapped in an infinite
square well potential, which we call “boxed” modes. However, the quantum mechanical analogy is not exact: We
are not solving a Schro¨dinger equation, and our linear operator is not Hermitian. Furthermore, the wave function
in an infinite square well potential is pinned to zero at the boundaries, while our boundary conditions are those of
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FIG. 6. Growth rate comparison: Green dots indicate W7-X (GENE: a/LT = 3, a/Ln = 1, zero shear) and blue dots indicate
a model tokamak geometry (GS2: R/LT = 31.6, Ln/LT = 3). The dashed black line indicates a pure curvature mode (k‖ = 0,
R/LT = 31.6) and the orange line indicates a “boxed mode” (see Sec. V B).
ballooning theory. In particular ϕ is non-zero at the boundaries (though will decay rapidly outside the boundaries),
while the distribution function itself need not even tend to zero outside the boundary as particles are free to stream
out ballistically; however ballooning boundary conditions (Eqns. D4 and D5) require that none, as measured by the
perturbed distribution g, can enter. Note that, generally speaking, “outgoing” boundary conditions guarantee that
free energy can only be lost at the boundaries.
Taking the integrand to be zero outside the domain in Eqn. D7, we set the bounds of the integral as [−L‖, L‖].
We then normalize the parallel coordinate z = `/L‖ and change to dimensionless frequencies and velocities, i.e.
Ω = ωL‖/vT, Ω∗ = ω∗L‖/vT, etc.. Then the integral dispersion relation8 for ϕ and Ω (see Eqn. D7) can be expressed
ϕ(z) =
∫ 1
−1
dz′ϕ(z′)
∫ ∞
0
dx‖
x‖
∫ ∞
0
x⊥dx⊥ exp
(
i
x‖
|z′ − z|(Ω− Ω˜d)
)
H∗(Ω), (24)
where
H∗ = − 2i√
pi(1 + τ)
[Ω− Ω∗(1 + η(x2 − 3/2))] exp(−x2)J20 (x⊥
√
2b0), (25)
and b0 = k
2
⊥0ρ
2. We solve Eqn. 24 in two limits below:
1. ωd = 0
For ωd = 0 we can evaluate the velocity integrals analytically and thereby arrive at a simpler equation. Using
Eqns. A2, A3 and A5, we find that Eqn. 24 reduces to
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FIG. 7. Local shear and normal curvature (radial component of κ) plotted as a function of poloidal angle θ, on a fixed field
line of W7-X. The field line chosen, labeled α = 0, passes through the outboard location of maximum bad curvature; this field
line has very small global (average) magnetic shear, which is set to zero in the simulations for convenience. Highly-localized
“spikes” of magnetic shear are a generic feature of stellarator equilibria and occur where a magnetic surface bends sharply, e.g.
where field lines pass over a helical ridge. The precise definitions of normal curvature and local shear used in these plots are
given respectively by Eqns. (148) and (152) of Xanthopoulos et al. 26 . Note that the local shear is essentially the derivative
along the field line of the projection of ∇α in the radial direction.
ϕ(z) =
∫ 1
−1
K(|z′ − z|,Ø)ϕ(z′)dz′ (26)
where
K(|z′ − z|,Ø) = i/
√
pi
1 + τ
[
ΩT∗ Γ0G1(Ω|z′ − z|)− ((Ω− Ω∗(1− ηb− η/2))Γ0 − ΩT∗ bΓ1)G0(Ω|z′ − z|)
]
(27)
and
Gn(y) =
∫ ∞
0
exp(−x2 + iy/x) x2n−1dx, (28)
We solve this integral equation numerically by discretizing using a regularly spaced grid in z. The function G0
exhibits a logarithmic singularity at zero argument. To handle this singularity numerically, we use a quadrature rule
that is computed by interpolating ϕ(z) using three points (i.e. with a quadratic polynomial) and then integrating
analytically.
We find similar marginal stability contours as those depicted in Fig. 2 by taking k‖ = pi/L‖. Fig. 8 demonstrates
this for the case of L‖/Ln = 7. The growth rate of the boxed mode is generally less than slab values; see Fig. 9.
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FIG. 8. Regions of instability: The boxed mode (blue, L‖/Ln = 7) is compared with the “fundamental” slab mode (yellow,
k‖ = pi/2L‖, using Eqn. 10). Absolute minimum value of η = 1.725 indicated with dashed line.
2. ωd 6= 0
Solutions of the boxed mode indicate that the effect of the finite domain is stabilizing as compared with the unbound
curvature-driven ITG mode (k‖ = 0); see Fig. 6 for an example using parameters relevant to W7-X (L‖/Reff = 0.96,
Reff/LT = 31.6 and η = 3.0). This is generally consistent with transit-frequency damping, i.e. the heuristic growth
rate reduction rule γ → γ − vT/2L‖ provides a good estimate of the effect.
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FIG. 9. Comparison of growth rates of slab and boxed modes for η = 3 and L‖/Ln = 7. The “fundamental” slab mode has
k‖ = pi/2L‖. For these parameters, two harmonics are found for the boxed mode; the transition between the two modes is
indicated by a change in the plot color slightly above kyρ = 1. Small inlays show the real part of eigenfunction for the two
harmonics of the boxed mode.
3. Numerical experiments with localized shear spikes
To investigate the stabilizing effect of shear spikes in realistic geometry, we have performed numerical experiments
using the GENE code, in the flux tube domain. A W7-X equilibrium is modified by removing the shear spikes (see
Fig. 7). This is done by direct manipulation of the metrics of the field-aligned coordinate system; see Xanthopoulos
et al. 26 for details. The basic idea is to replace the local shear with a constant (along the field line), to mimic that of a
circular tokamak. This is achieved by first fixing the relationship between two of three metrics. Then the third metric
(proportional to |∇α|2) is determined by requiring B2(θ) to be preserved. The magnetic drift frequency, however, is
determined from the original W7-X equilibrium, so that the drift well contained within the shear spikes is preserved.
Thus, the procedure modifies only the value of k⊥ that appears in the Bessel functions of the gyrokinetic system.
This “modified equilibrium” is fictional (does not correspond to an actual MHD equilibrium), but the instability
calculation that follows is mathematically well-defined. The growth rates obtained are compared to those of the
original W7-X equilibrium. We find that the local shear only affects the growth rate at sufficiently large kyρ; see
Fig. 10. This is consistent with the analysis in Sec. IV A: FLR-induced shear suppression scales more strongly with
ky than other effects in Eqn. 15 and is thus negligible at low ky and dominant at large ky. The behavior shown in
Fig. 10 can also be anticipated from the fact that the amplification of k⊥ (under the action of local shear) corresponds
to a factor of about 5-6 in W7-X; see Fig. 1. Thus, an approximate criterion for stabilization by “boxing” would be
kyρA(θ) > C (evaluated at the maximum of A), where C is an order-unity constant, perhaps 5. However, as Fig. 5
demonstrates, the local quadratic drift well, determined mostly by magnetic curvature, seems to mostly explain the
localization of bound ITG modes in W7-X.
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FIG. 10. Linear simulations in realistic geometry using GENE: ITG growth rates compared between W7-X equilibrium (α = 0
flux tube) and a fictitious version that has the spikes of strong shear removed. Two temperature gradients are shown, with
similar results: Localized shear can only significantly effect the mode at large ky (kα).
VI. CONCLUSION
We summarize our findings as follows. In line with conventional wisdom, we have found that the ITG mode is slab-
like at long perpendicular wavelengths (see Secs. III D and V A), while toroidally driven, localized modes are present
at short wavelength. If the local shear at a drift well is sufficiently small, the local dispersion relation for the toroidal
mode can be obtained at short wavelengths as the mode becomes strongly ballooning and its frequency exceeds the
transit frequency (see Sec. IV A); however, FLR-induced shear cannot be generally neglected in the strongly-ballooning
limit and in that case the limit may not exist in which the local dispersion relation for the toroidal branch is valid. The
estimate k‖ ∼ 1/L‖ is valid for determining the lower critical perpendicular wavenumber kyc (since the ITG mode is
slab-like at long wavelengths). It was also found in the study of the boxed ITG mode (Sec. V B), that the growth rate
is suppressed by localizing the ITG mode along a field line and the reduction of the growth rate seems consistent with
the heuristic rule γ → γ − vT/2L‖. This is because bound (localized) ITG modes radiate energy irreversibly at the
boundaries. Although the idealized model (assuming spikes of infinite shear) always shows stabilization of the ITG
mode, the efficacy of “boxing” by localized shear in realistic geometries depends on a sufficiently high perpendicular
wavenumber to activate FLR suppression; according to numerical evidence the effect is negligible in W7-X. It is
concluded that mode localization within a drift well of W7-X is determined by normal curvature.
Overall, our investigation supports the view that the ITG mode is well-characterized by local gradient scale lengths.
This implies that the ITG mode in W7-X will be more slab-like than that of conventional tokamak plasmas, simply
by virtue of the fact that higher values of the instability parameter κ can be accessed, allowing for a larger range
of unstable modes for which the condition ωd  ω‖ is satisfied; see the discussion in Sec. III D. Generally, we also
conclude that optimization of the ITG mode could be achieved by reducing the maximum magnitude of bad curvature
and also reducing the connection lengths between regions of good and bad curvature. Optimizing magnetic shear
is another possibility: For W7-X, the rotational transform profile (and thus the accessible values of global shear) is
significantly constrained (low-order rational surfaces are avoided and ι ∼ 1 at the edge). However, in such cases one
can still imagine preferentially distributing local magnetic shear so that it is negative around areas of bad curvature,
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as already occurs at the outboard triangular cross-section of W7-X.
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Appendix A: Weber-type Integrals
For p ∈ R, p > 0 we have the Weber integral:
∫ ∞
0
xdx exp(−px2)J20 (ax) =
1
2p
exp(−a2/2p)I0(a2/2p). (A1)
For p = 1, we have
∫ ∞
0
xdx exp(−x2)J20 (
√
2bx) =
1
2
Γ0(b), (A2)
where
Γn(b) = exp(−b)In(b) (A3)
It follows for any integer n that
∫ ∞
0
x2n+1dx exp(−px2)J20 (ax) = (−1)n
dn
dpn
(
1
2p
exp(−a2/2p)I0(a2/2p)
)
. (A4)
For n = 1 we have
∫ ∞
0
x3dx exp(−x2)J20 (
√
2bx) =
1
2
(1− b)Γ0(b) + 1
2
bΓ1(b). (A5)
Appendix B: Slab mode derivations
The marginal stability criterion can be analytically derived from Eqn. 9 for the slab ITG mode.13 By setting the real
and imaginary parts separately to zero, two equations are obtained. Let us take the limit Re[ξ]→ ξ0 and Im[ξ]→ 0+
and note that the finite contribution to the imaginary part of the equation must come from Z(ξ) (which can be
evaluated by the Plemelj theorem) and thus one equation is obtained by setting the coefficient of Z to zero and the
other equation is formed by the remaining terms:
0 = Γ0
[
ξ0 +
ω∗
ω‖
((
3η
2
− 1
)
− ξ20η
)]
− ω∗
ω‖
η((1− b)Γ0 + bΓ1), (B1)
0 = 1 + τ − Γ0ω∗
ω‖
ξ0η, (B2)
Eqn. B1 can be used to eliminate ξ0 from Eqn. B1, yielding a quadratic equation in η; the positive root of that
equation then gives the critical η of Eqn. 10.
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To obtain the correction to ξ, let us define the limit more precisely. We denote lim′ as the above limit, namely
Re[ξ] → ξ0 and Im[ξ] → 0+. Now let us expand ξ = ξ0 + ξ1, where ξ1 is a small correction with a positive
imaginary part. We expand the plasma dispersion function around ξ0 as Z(ξ) = Z0 + Z1, where Z0 = lim
′ Z(ξ)
and Z1 = ξ1 lim
′ Z ′(ξ). Now for fixed ω‖, we may choose a sufficiently large value of η so that there exists a
range of unstable wavenumbers ky; see Fig. 2. We expand about the lower critical ky = kyc + δky and then order
ξ1/ξ0 ∼ O(δky/kyc). For simplicity, let us take b = 0 while holding ω∗ finite so that Γ0 = 1 and Γ1 = 0. At zeroth
order we have ξ0 = (1 + τ)ω‖/ωT∗ . At first order we find a solution of the form ξ1 = F (ξ0, τ)ηδω∗/ω‖. For η larger
than the threshold value of 2, it can be inferred from Eqn. 11 that ξ0 depends weakly on η and tends to a constant
for large η, in which case we obtain γ = ω‖Im[ξ1] ∝ δkyρvT/LT as indicated in Fig. 4.
Appendix C: Low transit frequency limit
Eqn. 13 may be derived by an asymptotic expansion of the linear gyrokinetic system in the limit ωt/ω  1. We
will need accuracy to two orders:
g = g0 + g1 + g2 + ... (C1)
ϕ = ϕ0 + ϕ1 + ϕ2 + ... (C2)
Eqn. 2 at each order can be solved iteratively for gn yielding
g0 =
(
ω − ω˜∗
ω − ωd
)
f0J0ϕ0, (C3)
gn =
( −iv‖
ω − ωd
∂
∂`
)n
g0 +
(
ω − ω˜∗
ω − ωd
)
f0J0ϕn, (C4)
Using the expressions in Eqns. C3 and C4 we substitute g = g0 + g1 + g2 into Eqn. 3, whereby the first term in
Eqn. C4 integrates to zero by oddness in v‖, and what remains is Eqn. 13.
Appendix D: Ballooning theory
Let us return to the fully gyrokinetic treatment of the ITG mode. Eqn. 2 is differential at first order in ` and can
be recast in integral form by taking the right-hand-side as a source and integrating directly, as shown by Connor,
Hastie, and Taylor 8 . This is done for each sign σ = sign(v‖) separately, because we will need to use σ-dependent
boundary conditions. Rewriting Eqn. 2 using v‖ = σ|v‖| we have
∂g
∂`
− i σ|v‖| (ω − ω˜d)g = −i
σ
|v‖| (ω − ω˜∗)J0ϕf0 (D1)
We multiply this equation by the quantity exp(iσM(`0, `)), where
M(`0, `) =
∫ `
`0
ω − ω˜d(`′)
|v‖(`′)| d`
′, (D2)
and integrate to arrive at the expression
g(`) = g0 exp(−iσM(`0, `))− iσ(ω − ω˜∗)f0
∫ `
`0
J ′0
|v′‖|
ϕ(`′) exp(iσM(`′, `))d`′, (D3)
where v′‖ = v‖(`
′) and J ′0 = J0(k⊥(`
′)v⊥(`′)/Ω).
We must now decide what to do with the constant of integration g0. It is determined in ballooning theory by taking
Im[ω] = γ > 0 and `0 = −σ∞, then noting that exponential divergence of the term g0 exp(−iσM) will occur unless
g0 = 0. This is equivalent to applying the boundary conditions
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g(v‖ > 0, ` = −∞) = 0, (D4)
g(v‖ < 0, ` =∞) = 0. (D5)
These particular “outgoing” boundary conditions are also a statement of causality, i.e. they state that no source of
particles is fueling the instability from ±∞. Such a mode would require communication across an infinite distance to
coordinate the instability and this cannot occur in finite time, let alone on the timescales of the instability growth
and saturation.
Note that ballooning theory is necessary for modes which decay sufficiently slowly that periodicity is a nontrivial
constraint, while decaying sufficiently fast that the inversion of the ballooning transformation does not diverge. That
is, for sufficiently localized modes (i.e. modes that “balloon” strongly enough to have nearly-zero amplitude at
θ = ±pi) ballooning theory is not needed to describe it since there is no problem of enforcing periodicity. In terms of
the quantum mechanical analogy, we may say that if the mode does not significantly tunnel between drift wells, then
we need only consider the local properties around a given well, as done in Sec. IV A.
Now applying outgoing boundary conditions, Eqn. D3 becomes
g(`) = −iσ(ω − ω˜∗)f0
∫ `
−σ∞
J ′0
|v′‖|
ϕ(`′) exp(iσM(`′, `))d`′. (D6)
Substituting this into Eqn. 3 yields an embedded-eigenvalue integral equation for ϕ(`) and eigenvalue ω:
(1 + τ)ϕ(`) =
−2i
vT
√
pi
∫ ∞
0
dx‖
x‖
∫ ∞
0
x⊥dx⊥J0(ω − ω˜∗)
∫ ∞
−∞
d`′J ′0 exp(−x2 + i sgn(`− `′)M(`′, `))ϕ(`′), (D7)
where sgn gives the sign of its argument. This is a simplified form of the general solution given by Connor, Hastie,
and Taylor 8 as it retains `-dependence only in k⊥ and ωd and ϕ.
Appendix E: On weak magnetic shear and periodicity
For the case of unbound (non-decaying or weakly decaying) modes in zero (or nearly-zero27) global magnetic shear,
the k⊥ of Eqn. 7 obeys periodicity in poloidal and toroidal angles (θ, ζ). Observe that the non-periodic term of Eqn. 7
is zero with zero global shear (ι′ = dι/dψ = 0). However the eikonal exp(iS) will generally not obey periodicity, except
for special cases and so periodic solutions g(θ, ζ) of Eqn. 2 will not generally be periodic. To overcome this problem,
we modify the eikonal approach by taking
S = mθ − nζ, (E1)
where we have neglected radial variation of our mode, and m and n are integers chosen to be close to resonance so
as to nearly satisfy B ·∇S = 0. By writing n/m = ι + δι, and repurposing the notation kα = m, we may write
S = kα(α− διζ). Then the gyrokinetic equation is
iv‖
∂g
∂`
+ (ω − ω˜d − κ‖v‖)g = ϕJ0(ω − ω˜∗)f0. (E2)
where κ‖(θ, ζ) = διkαbˆ ·∇ζ, and all other quantities are defined as before. The only difference from Eqn. 2 is in the
appearance of a parallel drift due to the small deviation of B ·∇S from zero. This form of the gyrokinetic equation is
periodic in both θ and ζ and one can formulate true global solutions as Bloch modes that obey this periodicity (i.e.
having zero Bloch wavenumber.28)
One can estimate the size of this drift by noting that δι . 1/kα and so κ‖vT ∼ vTbˆ ·∇ζ ∼ vT/R. For a tokamak
this could be a substantial effect since k‖vT ∼ 1/qR. In a stellarator of sufficiently high field periodicity it should be
negligible because we have κ‖/k‖ ∼ 1/N  1, where N is the number of field periods.
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Appendix F: Nearly-slab Bloch Mode Derivations
Expanding in the small parameter ωd/ω, we first write the mode frequency as ω = ω0 +ω1 +ω2, and by periodicity
our solution must be of the form g = g0 exp(iMθ) + g1(θ) + g2(θ), φ = φ0 exp(iMθ) +φ1(θ) +φ2(θ). The zeroth order
solution is the slab mode of Sec. III A with frequency ω0 and parallel wavenumber k‖ = Mωt/vT. By periodicity,
the first order solution must be of the form φ1 =
∑
n φ
(n)
1 exp(inθ), g1 =
∑
n g
(n)
1 exp(inθ). The equation for n = M
can be combined with quasi-neutrality, Eqn. 3, to show ω1 = 0. Then the n = M ±md equations yield solutions for
g
(M±md)
1 and φ
(M±md)
1 . All other components of the first order solution are zero. At second order, we again must
have a series solution φ2 =
∑
n φ
(n)
2 exp(inθ), g2 =
∑
n g
(n)
2 exp(inθ), and the n = M component of this equation
yields Eqn. 21 with
I =
1
2
∫
d3xfˆ0J
2
0
∑
n=M±md
(x2‖ + x
2
⊥/2)(ω0 − ω˜∗)
(ω0 − nωtx‖)(ω0 −Mωtx‖)
{
1
2
x2‖ + x
2
⊥/2
ω0 −Mωtx‖ + rn
}
∫
d3xfˆ0J20
ω0−ω˜∗
(ω0−Mωtx‖)2
, (F1)
where we define d3x = 2pix⊥dx⊥dx‖ and we introduce the definitions
fˆ0 = vT
3f0/n0, (F2)
and
rn =
1
2
∫
d3xfˆ0J
2
0 [x
2
‖ + x
2
⊥/2]
ω0−ω˜∗
ω0−Mωtx‖
1 + τ − ∫ d3xJ20 fˆ0 ω0−ω˜∗ω0−nωtx‖ (F3)
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