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The time difference between coordinated universal time (UTC) and a hydrogen maser, which is a mas-
ter oscillator for the local realization of UTC at the National Metrology Institute of Japan (NMIJ),
has been predicted by using one of the deep learning techniques called a one-dimensional convolu-
tional neural network (1D-CNN). Regarding the prediction result obtained by the 1D-CNN, we have
observed the improvement in the accuracy of prediction compared with that obtained by the Kalman
filter. Although more investigations are required to conclude that the 1D-CNN can work as a good
predictor, the present results suggest that the computational approach based on the deep learning
technique may become a versatile method for improving the synchronous accuracy of UTC(NMIJ)
relative to UTC.
I. INTRODUCTION
Today, coordinated universal time (UTC) serves as the
world’s official time. Since the adoption of UTC as the
world’s official time about half a century ago, finding ways to
improve reliability and long-term stability of UTC remain the
central issues in the field of time and frequency metrology1.
UTC is based on the weighted average of the readings of about
500 atomic clocks operated at about 80 institutes around the
world, and it is computed monthly by the Bureau International
des Poids et Mesures (BIPM)2,3. We note here that no actual
clocks keep UTC, because UTC can be computed once all the
data have been received from the international contributors. In
other words, UTC is “paper” time scale calculated just once a
month at 5-day intervals while not available in real time. To
obtain the time whenever it is needed, many institutes oper-
ate atomic clocks (commercially manufactured cesium atomic
clocks and hydrogen masers) as continuously running oscilla-
tors, i.e., flywheel oscillators, and generate the local realiza-
tion of UTC called UTC(k), where ‘k’ denotes the institute or
country. The UTC(k) time scales have an output in real time
and thus function as a reference in all time dissemination ser-
vices that require traceability to UTC.
The monthly and posterior computation of UTC yields the
offsets of UTC(k) from UTC, i.e., the [UTC − UTC(k)] val-
ues, and they are reported at 5-day intervals in the monthly
document called Circular-T published by the BIPM. The off-
sets of UTC(k) from UTC should be small2, preferably be-
low ±100 ns. To synchronize UTC(k) with UTC as closely
as possible, the frequencies of flywheel oscillators are steered
by using a frequency adjuster based on the [UTC − UTC(k)]
values. At the National Metrology Institute of Japan (NMIJ),
we maintain the UTC(NMIJ), which is generated using a sig-
nal from a single active hydrogen-maser (HM, Kvarz, CH1-
75A) steered in terms of frequency by a frequency adjuster
(the Auxiliary Output Generator (AOG), manufactured by Mi-
crosemi Corp). Figure 1(a) shows the time difference between
UTC and UTC(NMIJ) (the [UTC - UTC(NMIJ)] values), over
the about last 3.5 years (from MJD 56934 (October 4, 2014)
a)Electronic mail: t.tanabe@aist.go.jp
to MJD 58299 (June 30, 2018), MJD denotes the Modified
Julian Date), where each point indicates the 5-day average.
The frequency adjustment of the HM by the AOG is carried
out by researchers who are well-versed in this task, with the
consequent result that UTC(NMIJ) is within 20 ns of UTC.
In this paper, we discuss the potential for improving the
synchronous accuracy of UTC(NMIJ) relative to UTC by us-
ing deep learning. In recent years, deep learning garners
plenty of research interests due to its superior ability in data
modeling. Deep learning is a subfield of machine learning and
it is based on the artificial neural networks (ANNs). As the
name suggests, the basic building block of ANNs is a neuron,
which works in a way analogous to the one in the human brain,
i.e., when it receives input stimuli, outputs can be generated if
the input exceeds the threshold. In deep learning, the ANNs
are trained with the labeled data, e.g., images, audio and time
series data. The ANNs consequently recognize the features
of the data, which are sometimes complicated and cannot be
identified by humans, and then the ANNs become able to clas-
sify or predict their future behavior. Such techniques may also
be applicable to the maintaining and improving UTC(NMIJ).
If the ANNs could predict the time difference between UTC
and HM precisely, that may help us to perform a more efficient
frequency adjustment of the HM and accordingly provide a
new and useful method for improving the synchronous accu-
racy of UTC(NMIJ) relative to UTC. The synchronous accu-
racy of UTC and UTC(NMIJ) using deep learning will be im-
proved with the following steps, (i) the prediction of the time
difference between UTC and HM using deep learning, and (ii)
the frequency adjustment of the HM with the AOG based on
the obtained prediction results. As a first step, we predicted
the time difference between UTC and HM using deep learn-
ing.
II. COMPUTATIONAL METHOD
Let us explain the data treated in this study and clarify the
question to be solved. We firstly obtained the time difference
between UTC and HM (the [UTC− HM] values) as shown in
Fig. 1(b) (open circles, the left axis) with the same range as
the [UTC − UTC(NMIJ)] values as described above, by sum-
ming the [UTC(NMIJ) − HM] values recorded in our group
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FIG. 1. (a) Time difference between UTC and UTC(NMIJ) over
about the last 3.5 years (the [UTC − UTC(NMIJ)] values) reported
in Circular-T. (b) Time difference between UTC and the master os-
cillator (hydrogen-maser) of UTC(NMIJ) (the [UTC − HM] values,
open circles, the left axis), and that after subtracting the quadratic
component from the [UTC−HM] values (open red squares, the right
axis). In both figures, all vertical axes are in nanosecond units.
and the [UTC − UTC(NMIJ)] values reported in Circular-
T. As seen in Fig. 1(b), the [UTC − HM] values appear to
have a quadratic component as a function of MJD. Figure
1(b) also shows the residual component after subtracting the
quadratic component from the [UTC − HM] values (open red
squares, the right axis). The residual component shown in
Fig. 1(b) changes between about -100 ns and 80 ns, whereas
UTC(NMIJ) is within 20 ns of UTC as shown in Fig. 1(a).
This fact suggests that the residual component as shown in
Fig. 1(b) is corrected by the frequency adjustment of the HM,
and needs to be predicted precisely with a view to improving
the synchronous accuracy of UTC(NMIJ) relative to UTC. We
thus predicted the residual component with deep learning.
To this end, we employed a one-dimensional convolutional
neural network (1D-CNN). CNNs are used not only for the
various types of image processing4 but also for the analysis of
the time series data as in this study5. Although several stud-
ies on the prediction of the time difference between UTC and
time scales using neural networks have been reported6,7, the
effectiveness of the CNNs have not been explored. Figure 2
shows the training flow of the 1D-CNN and the structure of
that implemented in this study. The CNNs are essentially a
stack of the convolutional layers, which are composed of plu-
ral neurons, and the part of neurons is coupled to the ones in
another convolutional layer with certain weights. In the con-
volutional layers, the features of the data are recognized by
using the filters. The prototype convolutional layers are lin-
ear systems, because their outputs constitute the multiplica-
tion and addition of the input data and the filters. To enhance
the expressiveness of the CNNs the non-linear activation func-
tions are introduced following the convolutional layers. The
goal of deep learning is to generalize the ANNs, that is, to re-
alize ANNs with good performance even for data it has never
seen before. For this purpose, the loss values, i.e., the differ-
ences between the outputs of the ANN and their correspond-
ing actual values, are calculated by using the loss function in
the training process. The ANNs including CNNs are basically
a composition of multiple functions with many weights. The
optimizer updates the weights so as to minimize the loss val-
ues.
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FIG. 2. Training flow of the 1D-CNN and the structure of that imple-
mented in this study. In the present training, the root mean squared
error was calculated as the loss value and the Adaptive moment es-
timation (Adam) algorithm8,9 was used as the optimizer. All convo-
lutional layers were followed by the Rectified Linear Unit (ReLU)
function as the non-linear function.
The total number of the discrete time difference data be-
tween UTC and HM shown in Fig. 1(b) was 274 and we
denote this data as di (i = 1,2, ...,274). We normalized the
data by the maximum of the absolute value such that xi =
di/|dmax|. The initial 51% of the normalized data, noted by
xtrn = [x1, x2, ... ,x141], were fed into the 1D-CNN for the
training. The features of the input data were recognized in the
three convolutional layers by using three filters of which size
were 1 × 4, 1 × 3 and 1 × 3. All convolutional layers were
followed by the Rectified Linear Unit (ReLU) functions8,
which returns zero if the input values are zero or less, but it
returns that values for positive input values. The ReLU func-
tion induces non-linearity and sparsity for better training10.
The root mean squared error E trnRMS was calculated as the loss
value in the present training, which is defined as
E trnRMS =
√
1
ntrn
ntrn
∑
i=1
(
xpredi − xi
)2
, (1)
where ntrn, x
pred
i are the number of the training data, i-th
prediction by the 1D-CNN in the training, such that xpredi =
f (xtrn,W), and W is the weights of the 1D-CNN to be opti-
mized in the training. From the comparison between some op-
timizers, the Adaptive moment estimation (Adam) algorithm8
was selected as the optimizer. The Adam algorithm is widely
used in the CNNs due to its high-efficiency and low compu-
tational cost9. The computer program was written with MAT-
LAB programming language11.
III. RESULTS AND DISCUSSIONS
A. Results of training
Figure 3 shows the results of the training of the 1D-CNN,
i.e., E trnRMS of the training data and that of the validation data
as a function of the number of weights updates with a loga-
rithmic scale of the vertical axis. E trnRMS of the training data
gradually decreased and changed slightly after about the 50th
update. This indicates that the weights of the 1D-CNN were
optimized to the training data after about the 50th update.
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FIG. 3. The results of the training, i.e., the root mean squared error
of the training data and that of the validation data as a function of the
number of weights updates with a logarithmic scale of the vertical
axis.
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FIG. 4. Typical prediction result obtained by the 1D-CNN (a) and
the Kalman filter (b). In both Figs. (a) and (b), the test data are shown
as the open circles. The point-wise differences between the test data
and the prediction results obtained by two methods are shown in (c).
In the present study, the 12% of normalized data (33) were
used as the validation data, that were not used in the train-
ing. The training of the 1D-CNN involves some parameters,
e.g., the number of the convolutional layers and filters, the
types of non-linear functions and optimizers. All of these pa-
rameters were determined so as to converge E trnRMS of the val-
idation data. As for E trnRMS of the validation data shown in
Fig. 3, similar behavior to that of the training data was ob-
served after about the 25th update. One point to be noted as
regards the training is the overfitting8, which happens when
the ANNs are tuned only for the training data and do not gen-
eralize to unseen data. Once overfitting occurs, E trnRMS of the
validation data is expected to exhibit monotonically increas-
ing trend starting from a certain update. Although there are
some method to avoid the overfitting, we employed the L2
regularization and the early stopping method8. E trnRMS of the
validation data shown in Fig. 3 indicates that overfitting has
not occurred in the present 1D-CNN. From the above, it is
reasonable to consider that the training of the 1D-CNN had
been conducted properly.
B. Prediction results and discussions
The typical prediction result obtained by the trained 1D-
CNN is shown in Fig. 4(a) (blue crosses). In Fig. 4(a), the
actual data (open circles), which were used as neither the
training nor the validation data, are also shown and we here-
inafter refer to this data as the test data. Figure 4(b) shows
the prediction by the Kalman filter (green crosses) as men-
tioned later and Fig. 4(c) shows the point-wise differences be-
tween the test data and the predictions obtained by two meth-
ods. The predictions by the 1D-CNN and the Kalman filter
were performed by repeating the short-term prediction over
the whole data as follows; 5 points of test data (open red cir-
cles in Fig. 1(b)) were fed into the 1D-CNN and the Kalman
filter and they predicted one point ahead. Both prediction re-
sults shown in Figs. 4(a) and (b) were eventually obtained
by summing the predicted residual components and the sub-
tracted quadratic component. The procedure for the predic-
tion as described above means that the results of the previous
predictions were not taken into account in each prediction cy-
cle. In this sense, we have to admit that the performance of
the present 1D-CNN as a predictor is at an early stage. As
can be seen from Fig. 4(c), the point-wise differences between
the test data and the predictions by two methods tended to in-
crease in the latter half of the predictions. This may be related
to the environmental variations of the room where the HM is
located. In fact, the room temperature of the range from MJD
58200 to 58300 significantly fluctuated compared to the other
range. This may resulted in the discrepancy between the test
data and the prediction results. In other words, the prediction
may be improved by considering the environmental variations
of the room where the HM is located.
As described above, we also performed the prediction by
using the Kalman filter on the same training and test data.
The Kalman filter is a linear iterative method for modeling the
continuous observables affected by the random noise12. There
exist some studies on the prediction of the time difference be-
tween UTC and the atomic clocks with the Kalman filter13.
Let us calculate the root mean squared error of the results of
the predictions EpredRMS. E
pred
RMS is defined as
EpredRMS =
√√√√ 1
npred
npred
∑
j=1
(
xpredj − xtestj
)2
, (2)
where npred, x
pred
j and x
test
j are the number of the predicted
data, the results of predictions and the test data, respectively.
EpredRMS of the predictions obtained by two methods shown in
Figs. 4 were calculated to be,
1D-CNN : ≈ 3.0 ns, Kalman filter : ≈ 3.8 ns.
In the results of repeating the predictions, we observed im-
provement in EpredRMS of the prediction obtained by the 1D-CNN
compared with that obtained by the Kalman filter. The 1D-
CNN has been designated to exploit complex dependencies
among input variables via many layers of non-linear opera-
tors for the prediction. On the other hand, the Kalman filter
recursively performs a conditional probability estimation, and
this method is commonly anticipated to be optimal under the
Gaussian model assumption. In other words, the 1D-CNN ex-
ploited larger hypothesis space than that of the Kalman filter
4for the prediction. The improvement in EpredRMS of the predic-
tion by the 1D-CNN as shown above can be attributed to the
higher expressiveness of the 1D-CNN than that of the Kalman
filter, i.e., high non-linearity and superior ability to exploit
complex relationships between input variables. Furthermore,
the difference in the mathematical assumptions between two
methods as described above also reflected in the error trend
in Fig. 4(c); while the prediction result obtained by the 1D-
CNN (blue crosses in Fig. 4(c)) was more wiggling than that
obtained by the Kalman filter, the prediction result obtained
by the Kalman filter (green crosses in Fig. 4(c)) exhibits a
mostly continuous and monotonic curve, which is consistent
with recursive model updating algorithm of the Kalman filter.
Although more investigations are required to conclude that the
1D-CNN can work as a good predictor, the present results sug-
gest that our new computational approach may accordingly
provide a useful method for improving the synchronous ac-
curacy of UTC(NMIJ) relative to UTC. We are now working
on the detail investigations towards establishing the reliable
method for predicting the [UTC− HM] values and the results
will be comprehensively discussed in our forthcoming paper
including the prediction by the Kalman filter.
IV. CONCLUSION
We have predicted the time difference between UTC and
HM, which is used as a master oscillator for UTC(NMIJ) by
using a 1D-CNN, and observed the improvement in the accu-
racy of prediction compared with that obtained by the Kalman
filter. The prediction may be improved by considering the en-
vironmental variations of the room where the HM is located.
In addition, the present study focused on not the efficiency
of the prediction but the accuracy of the prediction, there-
fore the present 1D-CNN has not been optimized regarding
the speed of the computation. We will address the points as
above in the near future towards establishing the deep learn-
ing based method for improving the synchronous accuracy of
UTC(NMIJ) relative to UTC. It should be emphasized that
the method discussed in this paper will also be available not
only for improving the synchronous accuracy of UTC(NMIJ)
relative to UTC but also for other UTC(k) time scales. Such
versatility and application potential attract much interests.
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