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We present a numerically exact Inchworm Monte Carlo method for equilibrium multiorbital quan-
tum impurity problems with general interactions and hybridizations. We show that the method,
originally developed to overcome the dynamical sign problem in certain real-time propagation prob-
lems, can also overcome the sign problem as a function of temperature for equilibrium quantum
impurity models. This is shown in several cases where the current method of choice, the continuous-
time hybridization expansion, fails due to the sign problem. Our method therefore enables simula-
tions of impurity problems as they appear in embedding theories without further approximations,
such as the truncation of the hybridization or interaction structure or a discretization of the impu-
rity bath with a set of discrete energy levels, and eliminates a crucial bottleneck in the simulation
of ab initio embedding problems.
Quantum impurity models describe a small number of
strongly interacting confined states coupled to wide non-
interacting baths. While originally introduced to address
magnetic impurities in metals [1], they are now predom-
inantly employed in the context of embedding theories
such as the dynamical mean field theory [2–4], its vari-
ants [5–8], and the self-energy embedding theory [9, 10].
In these theories, the solution of the intractable contin-
uum quantum many-body system describing a correlated
material is approximately mapped onto a sequence of
effective quantum impurity problems coupled by a self-
consistency condition that determines their bath param-
eters. Evaluating properties of correlated materials then
requires repeatedly obtaining the Green’s functions of
quantum impurity problems.
Only in the simplest cases can impurity problems be
solved at polynomial cost. Examples are impurities com-
prising only a single interacting orbital, for which power-
ful continuous-time quantum Monte Carlo (QMC) [11–
15] and renormalization group algorithms [16–18] exist.
Other examples are systems with high symmetry and/or
special interactions. For instance, particle–hole symme-
try with local density–density interactions, which allows
the solution of interacting impurity problems with hun-
dreds of sites [19]; or systems where the coupling to the
baths (the “hybridization”) does not mix the eigenstates
of the confined Hamiltonian (i.e. is diagonal in that ba-
sis). Everywhere else, the solution of the impurity model
either suffers from a “sign problem” that causes an expo-
nential scaling (as a function of temperature, interaction,
and number of interacting orbitals) or requires additional
approximations, such as the discretization of the contin-
uum of bath states and their approximation with a set of
relatively few discrete bath levels [20–25].
In the context of embedding simulations of electronic
structure problems, these limitations are severe. Many
important correlated systems contain transition metal
atoms with multiple correlated orbitals. Their symme-
tries are rarely high enough that only diagonal hybridiza-
tion is expected, especially when surface problems are
studied [26]. Furthermore, the phenomena of interest of-
ten only appear at low temperature. As a consequence,
practitioners typically neglect the terms generating the
sign problem in the Hamiltonian and readjust the re-
maining parameters by hand. This limits the predic-
tive power of embedding methods and their use in ab-
initio frameworks, but enables simulations at tempera-
tures that would otherwise not be accessible. A numerical
method able to reach low temperatures for general impu-
rity Hamiltonians without suffering from an exponential
slowdown would eliminate the need for these approxima-
tions and bridge a central gap in the road to predictive
simulations of correlated electron systems.
In this paper, we present an Inchworm QMC method
that overcomes the low temperature sign problem in mul-
tiorbital impurity models, thereby eliminating these lim-
itations. The method builds on an idea developed to
address real-time dynamics of single orbital quantum im-
purity problems [27–32], which overcomes the dynamical
sign problem, i.e. the exponential scaling as a function
of time, in certain nonequilibrium setups [27]. A key
insight in this regard is that both the dynamical and
multiorbital sign problems stem from changing signs in
the hybridizations, which the Inchworm method is able
to deal with. We emphasize that the method does not
present a general solution to the fermion sign problem
(i.e. the exponential scaling as a function of impurity
size).
Generic model and method We consider generic im-
purity Hamiltonians of the form Hˆ = HˆI + HˆB + HˆIB .
Here,
HˆI =
N∑
ijσ
εij,σdˆ
†
iσdˆjσ +
N∑
ijklσσ′
Uijkldˆ
†
iσdˆ
†
kσ′ dˆlσ′ dˆjσ (1)
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2is a Hamiltonian on a local Hilbert space with N orbitals
and local one-body (εij) and two-body (Uijkl) terms;
HˆB =
∫
dkε (k) bˆ† (k) bˆ (k) (2)
is a noninteracting, typically continuous bath Hamilto-
nian with dispersion ε (k); and
HˆIB =
∑
i
∫
dk
[
ti (k) bˆ
† (k) dˆi + h.c.
]
(3)
is the impurity–bath coupling Hamiltonian with hop-
ping terms ti (k). The dˆ
(†)
i and bˆ
(†) (k) destroy (cre-
ate) particles on the impurity and in the baths, respec-
tively. The computational challenge consists of comput-
ing the single-particle imaginary-time Green’s function
Gij (τ) = −
〈
Tτ dˆi (τ) dˆ
†
j (0)
〉
.
The present method of choice, CT-HYB [13, 15, 33],
proceeds by expanding the partition function Z =
Tre−βHˆ (with β the inverse temperature) into a dia-
grammatic series in terms of the hybridization, Eq. 3.
Using Wick’s theorem, diagrams are combined into de-
terminants [13] and stochastically sampled in a random
walk procedure [12, 34]. Green’s functions are measured
by eliminating hybridization lines from partition func-
tion diagrams [13]. The method scales exponentially in
the number of orbitals N , as the local Hamiltonian needs
to be diagonalized [33, 35]. It scales polynomially in the
inverse temperature if the Wick determinants are positive
for each diagram. As this is only the case in certain high
symmetry situations, the algorithm suffers from a sign
problem in general and its scaling is exponential with
inverse temperature.
The multiorbital Inchworm method presented in this
paper is an imaginary-time adaptation of the real-time
formalism of Ref. [27] combined with the multiorbital
formulation of CT-HYB described in Ref. [33]. The fun-
damental objects in the method are imaginary-time im-
purity propagators Z(τ) = TrBe−τHˆ , where TrB denotes
a trace over bath states. Propagators are sequentially
obtained on a uniform grid τn = n∆τ with integer n in-
creasing from 0 to β∆τ . The first steps (small n) are simi-
lar to high temperature simulations and easily performed
with CT-HYB. In later steps at larger n, the algorithm ef-
ficiently expresses Z (τn) in terms of {Z (τi)| 0 ≤ i < n}.
As has been shown in the context of real-time algo-
rithms [27], this incremental procedure vastly reduces the
number of diagrams to be computed and thereby decom-
poses one large, difficult calculation into many interde-
pendent, easier ones. The technical implementation of
the method closely follows the real-time implementation
described in detail in Refs. [27], with two changes. First,
the propagation direction of real time t is replaced by
the orthogonal imaginary time direction τ = it. Second,
the large value of the propagators and partition functions
requires normalization with e−τHˆI in order to avoid nu-
merical instabilities.
−1
0
−1
0
CT-HYB
Inchworm
Exact
−1
0
G
0
0
−1
0
0 0.5 1
τ/β
−1
0
−0.5
0.0
0.5βt = 4
−0.5
0.0
βt = 8
−0.5
0.0 G
0
1βt = 16
−0.5
0.0
βt = 32
0 0.5 1
τ/β
−0.5
0.0
βt = 64
Figure 1. Imaginary-time Green’s function for the spin-
less Anderson model at temperatures T = t/4 (top panel),
T = t/64 (bottom panel), and for intermediate temperatures
indicated. Diagonal (left panels) and off-diagonal (right pan-
els) elements for a small discrete bath (see text) obtained
with exact diagonalization (dashed black), CT-HYB (solid
red) and Inchworm (solid green). CT-HYB data is only avail-
able down to T = t/16, and the systematic deviation of the
CT-HYB results are indicative of an additional ergodicity
problem.
After obtaining the propagators, the Green’s functions
are computed according to the procedure detailed in
Ref. [29]: Z(β)Gij(τ) is obtained in a separate expan-
sion, and Gij (τ) extracted by division with Z (β) . Im-
plementation details and techniques are otherwise iden-
tical to Ref. [29], and fast summation techniques [30] can
be used. A brief derivation of the algorithm is included
in the supplemental materials [36].
In order to illustrate the power of the algorithm, we fo-
cus on two setups that are known to be difficult for state-
of-the-art algorithms. Parameters are chosen such that a
first set is straightforwardly accessible with current tech-
nology; a second set is difficult but possible; and a third
set is far out of reach of current methods. Due to the
interconnected nature of the Inchworm simulations we
choose to compare errors on observables of interest (such
as the Green’s function) for a fixed CPU time in each
model. Confidence interval estimates (shaded regions in
all figures) were obtained from a Jackknife analysis of 5
independent calculations, allowing us to account for non-
linear error propagation and potential error amplification
in the Inchworm algorithm.
Spinless Anderson Model We first examine the two-
orbital spinless Anderson model (SAM) [37, 38],
3Hˆ =
∑
i∈{0,1}
εinˆi + U nˆ0nˆ1 − v
(
dˆ†0dˆ1 + h.c
)
+
∑
k
∑
i∈{0,1}
εik bˆ
†
ik bˆik − t
∑
k
∑
i∈{0,1}
(
dˆ†i bˆik + h.c
)
− t′
∑
k
(
bˆ†0k bˆ1k + h.c
)
,
(4)
which is a minimal model exposing the exponential scal-
ing issues in CT-HYB [39, 40]. Here i enumerates the two
(spinless) orbitals 0 and 1 at local level energy εi. Each
orbital is connected to its own bath orbitals (enumerated
by quantum numbers i and k and at level energy εik)
with coupling t and to the other orbital with coupling v.
The density in orbital i is nˆi = dˆ
†
i dˆi and U is a local inter-
orbital interaction strength. Pairs of same-k orbitals in
the two baths are connected with a hopping t′. Here we
choose two degenerate, discrete bath states per orbital
at zero energy (εik = 0 for i, k = 0, 1). The remaining
parameters are set to εi = 0, U = 4t, v = t and t′ = 32 t.
This finite model can be diagonalized exactly, providing
an independent benchmark for comparison. The mixing
of different bath orbitals, here generated by t′, is typi-
cal for multiorbital embedding setups and, in CT-HYB,
results in a severe sign problem.
Fig. 1 shows the exact Green’s functions (dashed black
line) along with the results from CT-HYB (red) and Inch-
worm (green). The parameters were chosen such that the
sign problem in CT-HYB is particularly large [39, 40].
For symmetry reasons G00 = G11 and G01 = G10; we
therefore only show G00 (left panels) and G01 (right pan-
els). Note that while G00 is strictly negative and con-
vex, G01 is neither. Six temperatures (βt = 4, 8, 16, 32,
and βt = 64) are shown, in decreasing order from the
top to the bottom panels. CT-HYB data are only avail-
able for βt = 4, 8, and βt = 16. The time discretization
parameter ∆τ was set to β/80, and the maximum Inch-
worm diagram order was restricted to 8 [27]. In this
simulation, the maximum order was rarely reached and,
as also evidenced by comparison with the exact result,
diagram truncation and discretization errors are smaller
than stochastic errors. Inchworm (CT-HYB) calculations
were run for 0.5K (12K) core hours; both algorithms are
trivially parallelizable.
At high temperature (top two panels), all methods
agree. Statistical errors are slightly larger for CT-HYB
at the second temperature. However, at βt = 16, CT-
HYB breaks down, exhibiting both large errors and ad-
ditional ergodicity issues. For the same parameters, the
Inchworm method remains accurate and consistent with
the exact reference, and results remain correct down to
the lowest temperature shown, βt = 64. This behav-
ior is generic for models with off-diagonal (bath-mixing)
hybridizations.
Kanamori Model We now consider the two-orbital
Kanamori model with spherically symmetric interactions,
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Figure 2. Diagonal imaginary-time Green’s function for the
Kanamori model at temperature T = t/8 (top panel), T =
t/64 (bottom panel), and intermediate temperatures T = t/16
and T = t/32, for a discrete band (left panels) and a semi-
circular band with t = 1. Results from CT-HYB (solid red)
and Inchworm (solid green), along with exact diagonalization
where available (black, left panel only).
which has two orbitals with two spins each. Kanamori
models exhibit interesting non-Fermi-liquid “spin freez-
ing” [41] and “Hund’s metal” physics [42–44], and are fre-
quently considered in multiorbital DMFT simulations of
transition metal compounds with cubic symmetry. The
two-orbital variant with local Hamiltonian
Hˆ = U
∑
i∈{0,1}
nˆi↓nˆi↑ + (U − 2J)
∑
i 6=j
nˆi↓nˆj↑
+ (U − 3J)
∑
i>j,σ
nˆiσnˆjσ
+ J
∑
i6=j
(
dˆ†i↑dˆ
†
j↓dˆi↓dˆj↑ + h.c.
) (5)
is commonly used for eg bands in correlated 3d or 4d
orbitals. The local part of the model is parameterized
by the Coulomb U and Hund’s J interaction param-
eters, which we set to U = 2t and J = 0.2t. The
“spin-exchange” and “pair-hopping” terms in the last line
are the only non-density–density terms and—although
frequently neglected—have an important effect on the
physics [41]. Within DMFT, this local Hamiltonian hy-
bridizes with a bath modeled by a frequency- and orbital-
dependent hybridization function ∆ij(ω) that generically
mixes different orbitals.
In the following, we consider two hybridization func-
tions ∆ij = (δij + r (1− δij)) t2G (ω), where r controls
the relative size of off-diagonal elements and a controls
the overall coupling strength. The first hybridization is
an exactly solvable discrete band G (ω) = ∑k δ (ω − εk)
with two levels εk ∈ {±2.3t} per spin-orbital, at r =
1
2 and a = 1. The second hybridization describes
coupling to a continuous semicircular band G (ω) =
2
piD2
√
D2 − ω2, where the half bandwidth is D. Here
we set r = 1, D = 2t to consider a band as it occurs in
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Figure 3. Scaling analysis. Mean absolute deviation from ex-
act result (top two panels, SAM and discrete Kanamori mod-
els) and statistical standard errors (bottom panel, continuous
Bethe band Kanamori model) divided by inverse temperature
β, as a function of β. CT-HYB (red) and Inchworm (green)
results are shown along with exponential fits for CT-HYB
(light red).
the solution of the dynamical mean field equations in the
infinite coordination number limit on a Bethe lattice.
Fig. 2 shows the diagonal, same-spin Green’s func-
tion elements, G00 (τ) ≡ Giσ,iσ (τ). The discrete case
(left panels) can be exactly diagonalized (dashed black
curves), but for the continuous case (right panels) no ana-
lytical results are available. The sign problem in this sys-
tem is not as severe as in the SAM, and we can therefore
present CT-HYB results down to half the lowest temper-
ature in Fig. 1. The numerical parameters and statistical
analysis are as in the SAM. All Inchworm (CT-HYB) cal-
culations were run for 1.5K (3K) core hours.
While CT-HYB performs reasonably well at high tem-
perature, it breaks down for both band types as T is
lowered to βt = 32 (left panels) and βt = 64 (right pan-
els). Inchworm shows controlled results for all cases in
both models, though small deviations between Inchworm
and the exact solution, due to discretization errors, are
visible in the bottom left panel. We verified that these
deviations can easily be removed by decreasing ∆τ (not
shown).
Scaling analysis The results presented so far are qual-
itative, insofar as CT-HYB breaks down in several cases
where Inchworm does not. To gain additional insight
into the nature of the observed breakdown and the rela-
tive merits of the two methods, we present a quantitative
error analysis in Fig. 3. We plot Green’s function error
estimates for the three different models as a function of
the inverse temperature β. The errors are divided by
β and shown on a logarithmic scale. For the SAM and
the discrete Kanamori models (two upper panels), the
error estimates are given by the absolute value of dif-
ference from the exact result, ∆G ≡ |G−GExact|; they
therefore also take into account any systematic bias the
Monte Carlo methods might exhibit. In the lower panel,
for the Kanamori model coupled to a continuous Bethe
band, no exact result is available. The errors are there-
fore obtained from a Jackknife analysis on 5 independent
calculations, and account only for the magnitude of varia-
tion between these runs. We note that the absolute value
of the errors is of course implementation dependent. Here
we used the highly optimized ALPS CT-HYB code [45–
47], and an Inchworm implementation written in C++.
In all cases shown, ALPS CT-HYB is more accurate
than our Inchworm implementation for high temperature.
However, as a function of β, the ∆Gβ obtained within CT-
HYB is at least exponential in β (see fits in Fig. 3, which
are extrapolated beyond where CT-HYB errors can be
reliably obtained). This exponential scaling is a conse-
quence of the presence of a sign problem. In contrast,
the ∆Gβ obtained with the Inchworm method is essen-
tially flat, implying a linear scaling in inverse tempera-
ture. This means that, for the systems presented, the
Inchworm method presents a solution to the sign prob-
lem as a function of temperature and allows access to
temperatures that are much lower than what is possible
with CT-HYB. For example, Fig. 3 shows that in the
Bethe case, obtaining a result of comparable quality to
our Inchworm data at β = 64 with ALPS CT-HYB would
take ~3× 109 core hours or ~342K core years.
The linear scaling of the Inchworm method should be
interpreted only as a lower bound: at even lower tem-
peratures, a finer time discretization or a generalization
to a non-uniform grid will be needed to maintain accu-
racy. We expect this to result in a low-order (but more
than linear) polynomial scaling in the inverse tempera-
ture [48]. We emphasize again that the method is not
a general solution of the fermion sign problem, as it re-
mains explicitly exponential in the number of interacting
orbitals.
In conclusion, we present an equilibrium multiorbital
quantum impurity solver based on the Inchworm method.
We show, for two generic scenarios, that the method
avoids the exponential scaling with inverse temperature
observed in other methods and thereby presents a “solu-
tion” to this particular class of sign problems. A com-
parison to the state-of-the-art method, CT-HYB, shows
that parameter regimes are now accessible that were pre-
viously out of reach of numerically exact quantum impu-
rity solvers.
Our Inchworm impurity solver addresses a critical
need for numerically exact multiorbital quantum impu-
rity solvers that can treat both generic four-fermion inter-
action terms and generalized non-diagonal hybridization
functions. This need stems from embedding construc-
tions such as the DMFT or the self-energy embedding
theory, where hybridization functions typically arise as
continuous multiorbital functions in frequency space and
interactions are not of the density–density type. By be-
ing able to solve such impurity problems without intro-
ducing additional artificial discretizations of the bath or-
bitals, and without further truncating and approximating
the hybridization and interaction structure, the method
bridges an important gap on the route to controlled ab-
5initio many-body embedding theories.
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