Often the best performing deep neural models are ensembles of multiple base-level networks. Unfortunately, the space required to store these many networks, and the time required to execute them at test-time, prohibits their use in applications where test sets are large (e.g., ImageNet). In this paper, we present a method for compressing large, complex trained ensembles into a single network, where knowledge from a variety of trained deep neural networks (DNNs) is distilled and transferred to a single DNN. In order to distill diverse knowledge from different trained (teacher) models, we propose to use adversarial-based learning strategy where we define a block-wise training loss to guide and optimize the predefined student network to recover the knowledge in teacher models, and to promote the discriminator network to distinguish teacher vs. student features simultaneously. The proposed ensemble method (MEAL) of transferring distilled knowledge with adversarial learning exhibits three important advantages: (1) the student network that learns the distilled knowledge with discriminators is optimized better than the original model; (2) fast inference is realized by a single forward pass, while the performance is even better than traditional ensembles from multi-original models;
Introduction
The ensemble approach is a collection of neural networks whose predictions are combined at test stage by weighted averaging or voting. It has been long observed that ensembles of multiple networks are generally much more robust and accurate than a single network. This benefit has also been exploited indirectly when training a single network through Dropout (Srivastava et al. 2014) , Dropconnect (Wan et al. 2013) , Stochastic Depth (Huang et al. 2016 (Huang et al. 2017) Our FLOPs at Test Time (Huang et al. 2017a ) employ models at different local minimum for ensembling, which enables no additional training cost, but the computational FLOPs at test time linearly increase with more ensembles. In contrast, our method use only one model during inference time throughout, so the testing cost is independent of # ensembles.
Swapout (Singh, Hoiem, and Forsyth 2016) , etc. We extend this idea by forming ensemble predictions during training, using the outputs of different network architectures with different or identical augmented input. Our testing still operates on a single network, but the supervision labels made on different pre-trained networks correspond to an ensemble prediction of a group of individual reference networks.
The traditional ensemble, or called true ensemble, has some disadvantages that are often overlooked. 1) Redundancy: The information or knowledge contained in the trained neural networks are always redundant and has overlaps between with each other. Directly combining the predictions often requires extra computational cost but the gain is limited. 2) Ensemble is always large and slow: Ensemble requires more computing operations than an individual network, which makes it unusable for applications with limited memory, storage space, or computational power such as desktop, mobile and even embedded devices, and for applications in which real-time predictions are needed.
To address the aforementioned shortcomings, in this pa- per we propose to use a learning-based ensemble method. Our goal is to learn an ensemble of multiple neural networks without incurring any additional testing costs. We achieve this goal by leveraging the combination of diverse outputs from different neural networks as supervisions to guide the target network training. The reference networks are called Teachers and the target networks are called Students. Instead of using the traditional one-hot vector labels, we use the soft labels that provide more coverage for co-occurring and visually related objects and scenes. We argue that labels should be informative for the specific image. In other words, the labels should not be identical for all the given images with the same class. More specifically, as shown in Fig. 2 , an image of "tobacco shop" has similar appearance to "library" should have a different label distribution than an image of "tobacco shop" but is more similar to "grocery store". It can also be observed that soft labels can provide the additional intra-and inter-category relations of datasets.
To further improve the robustness of student networks, we introduce an adversarial learning strategy to force the student to generate similar outputs as teachers. Our experiments show that MEAL consistently improves the accuracy across a variety of popular network architectures on different datasets. For instance, our shake-shake (Gastaldi 2017) based MEAL achieves 2.54% test error on CIFAR-10, which is a relative 11.2% improvement 1 . On ImageNet, our ResNet-50 based MEAL achieves 21.79%/5.99% val error, which outperforms the baseline by a large margin.
In summary, our contribution in this paper is three fold.
• An end-to-end framework with adversarial learning is designed based on the teacher-student learning paradigm for deep neural network ensembling. • The proposed method can achieve the goal of ensembling multiple neural networks with no additional testing cost. • The proposed method improves the state-of-the-art accuracy on CIFAR-10/100, SVHN, ImageNet for a variety of existing network architectures.
Related Work
There is a large body of previous work (Hansen and Salamon 1990; Perrone and Cooper 1995; Krogh and Vedelsby 1995; Dietterich 2000; Huang et al. 2017a; Lakshminarayanan, Pritzel, and Blundell 2017) on ensembles with neural networks. However, most of these prior studies focus on improving the generalization of an individual network. Recently, Snapshot Ensembles (Huang et al. 2017a ) is proposed to address the cost of training ensembles. In contrast to the Snapshot Ensembles, here we focus on the cost of testing ensembles. Our method is based on the recently raised knowledge distillation (Hinton, Vinyals, and Dean 2015; Papernot et al. 2017; Yim et al. 2017 ) and adversarial learning (Goodfellow et al. 2014) , so we will review the ones that are most directly connected to our work. "Implicit" Ensembling. Essentially, our method is an "implicit" ensemble which usually has high efficiency during both training and testing. The typical "implicit" ensemble methods include: Dropout (Srivastava et al. 2014 ), Drop-Connection (Wan et al. 2013) , Stochastic Depth (Huang et al. 2016) , Swapout (Singh, Hoiem, and Forsyth 2016) , etc. These methods generally create an exponential number of networks with shared weights during training and then implicitly ensemble them at test time. In contrast, our method focuses on the subtle differences of labels with identical input. Perhaps the most similar to our work is the recent proposed Label Refinery (Bagherinezhad et al. 2018) , who focus on the single model refinement using the softened labels from the previous trained neural networks and iteratively learn a new and more accurate network. Our method differs from it in that we introduce adversarial modules to force the model to learn the difference between teachers and students, which can improve model generalization and can be used in conjunction with any other implicit ensembling techniques. Adversarial Learning. Generative Adversarial Learning (Goodfellow et al. 2014 ) is proposed to generate realistic-looking images from random noise using neural networks. It consists of two components. One serves as a generator and another one as a discriminator. The generator is used to synthesize images to fool the discriminator, meanwhile, the discriminator tries to distinguish real and fake images. Generally, the generator and discriminator are trained simultaneously through competing with each other. In this work, we employ generators to synthesize student features and use discriminator to discriminate between teacher and student outputs for the same input image. An advantage of adversarial learning is that the generator tries to produce similar features as a teacher that the discriminator cannot differentiate. This procedure improves the robustness of training for student network and has applied to many fields such as image generation (Johnson, Gupta, and Fei-Fei 2018) , detection (Bai et al. 2018 ), etc. Knowledge Transfer. Distilling knowledge from trained neural networks and transferring it to another new network has been well explored in (Hinton, Vinyals, and Dean 2015; Chen, Goodfellow, and Shlens 2016; Yim et al. 2017; Bagherinezhad et al. 2018; Anil et al. 2018) . The typical way of transferring knowledge is the teacher-student learning paradigm, which uses a softened distribution of the final output of a teacher network to teach information to a student network. With this teaching procedure, the student can learn how a teacher studied given tasks in a more efficient form. knowledge to be transferred flows between different intermediate layers and computer the inner product between parameters from two networks. Bagherinezhad et al. (Bagherinezhad et al. 2018 ) studied the effects of various properties of labels and introduce the Label Refinery method that iteratively updated the ground truth labels after examining the entire dataset with the teacher-student learning paradigm.
Overview
Siamese-like Network Structure Our framework is a siamese-like architecture that contains two-stream networks in teacher and student branches. The structures of two streams can be identical or different, but should have the same number of blocks, in order to utilize the intermediate outputs. The whole framework of our method is shown in Fig. 3 . It consists of a teacher network, a student network, alignment layers, similarity loss layers and discriminators. The teacher and student networks are processed to generate intermediate outputs for alignment. The alignment layer is an adaptive pooling process that takes the same or different length feature vectors as input and output fixed-length new features. We force the model to output similar features of student and teacher by training student network adversarially against several discriminators. We will elaborate each of these components in the following sections with more details.
Adversarial Learning (AL) for Knowledge Distillation 4.1 Similarity Measurement
Given a dataset D = (X i , Y i ), we pre-trained the teacher network T θ over the dataset using the cross-entropy loss against the one-hot image-level labels 2 in advance. The student network S θ is trained over the same set of images, but uses labels generated by T θ . More formally, we can view this procedure as training S θ on a new labeled dataset
Once the teacher network is trained, we freeze its parameters when training the student network. We train the student network S θ by minimizing the similarity distance between its output and the soft label generated by the teacher network.
be the probabilities assigned to class c in the teacher model T θ and student model S θ . The similarity metric can be formulated as:
We investigated three distance metrics in this work, including 1 , 2 and KL-divergence. The detailed experimental comparisons are shown in Tab. 1. Here we formulate them as follows. Figure 4 : Illustration of our proposed discriminator. We concatenate the outputs of teacher and student as the inputs of a discriminator. The discriminator is a three-layer fullyconnected network.
The 2 can be formulated as:
KL-divergence is a measure of how one probability distribution is different from another reference probability distribution. Here we train student network S θ by minimizing the KL-divergence between its output p S θ c (X i ) and the soft labels p T θ c (X i ) generated by the teacher network. Our loss function is:
where the second term is the entropy of soft labels from teacher network and is constant with respect to T θ . We can remove it and simply minimize the cross-entropy loss as follows:
Intermediate Alignment
Adaptive Pooling. The purpose of the adaptive pooling layer is to align the intermediate output from teacher network and student network. This kind of layer is similar to the ordinary pooling layer like average or max pooling, but can generate a predefined length of output with different input size. Because of this specialty, we can use the different teacher networks and pool the output to the same length of student output. Pooling layer can also achieve spatial invariance when reducing the resolution of feature maps. Thus, for the intermediate output, our loss function is:
where T θj and S θj are the outputs at j-th layer of the teacher and student, respectively. f is the adaptive pooling function that can be average or max. Fig. 5 illustrates the process of adaptive pooling. Because we adopt multiple intermediate layers, our final similarity loss is a sum of individual one:
where A is the set of layers that we choose to produce output. In our experiments, we use the last layer in each block of a network (block-wise).
Stacked Discriminators
We generate student output by training the student network S θ and freezing the teacher parts adversarially against a series of stacked discriminators D j . A discriminator D attempts to classify its input x as teacher or student by maximizing the following objective (Goodfellow et al. 2014) :
where x ∼ p student are outputs from generation network S θj . At the same time, S θj attempts to generate similar outputs which will fool the discriminator by minimizing L j GAN . Since the parameters of our teacher are fixed during training, the first term can be removed and our final objective loss is:
In Eq. 10, x is the concatenation of teacher and student outputs. We feed x into the discriminator which is a threelayer fully-connected network. The whole structure of a discriminator is shown in Fig. 4 . Multi-Stage Discriminators. Using multi-Stage discriminators can refine the student outputs gradually. As shown in Fig. 3 , the final adversarial loss is a sum of the individual ones:
Let |A| be the number of discriminators. In our experiments, we use 3 for CIFAR (Krizhevsky 2009 ) and SVHN (Netzer et al. 2011) , and 5 for ImageNet (Deng et al. 2009 ).
Joint Training of Similarity and Discriminators
Based on above definition and analysis, we incorporate the similarity loss in Eq. 7 and adversarial loss in Eq. 10 into our final loss function. Our whole framework is trained endto-end by the following objective function:
where α and β are trade-off weights. We set them as 1 in our experiments by cross validation. We also use the weighted coefficients to balance the contributions of different blocks. For 3-block networks, we ues [0.01, 0.05, 1], and [0.001, 0.01, 0.05, 0.1, 1] for 5-block ones.
Multi-Model Ensemble via Adversarial Learning (MEAL)
We achieve ensemble with a training method that is simple and straight-forward to implement. As different network structures can obtain different distributions of outputs, which can be viewed as soft labels (knowledge), we adopt these soft labels to train our student, in order to compress knowledge of different architectures into a single network. Thus we can obtain the seemingly contradictory goal of ensembling multiple neural networks at no additional testing cost.
Learning Procedure
To clearly understand what the student learned in our work, we define two conditions. First, the student has the same structure as the teacher network. Second, we choose one structure for student and randomly select a structure for teacher in each iteration as our ensemble learning procedure. The learning procedure contains two stages. First, we pretrain the teachers to produce a model zoo. Because we use the classification task to train these models, we can use the softmax cross entropy loss as the main training loss in this stage. Second, we minimize the loss function L in Eq. 11 to make the student output similar to that of the teacher output. The learning procedure is explained below in Algorithm 1. return T θ 4: end function 5: for each iteration do: 6:
Algorithm 1 Multi-Model Ensemble via Adversarial Learning (MEAL).
T θ ← T SM (T ) Randomly Select a Teacher Model 7:
S θ = arg minS θ L(T θ , S θ ) Adversarial Learning for a Student 8: end for
Experiments and Analysis
We empirically demonstrate the effectiveness of MEAL on several benchmark datasets. We implement our method on the PyTorch (Paszke et al. 2017 ) platform.
Datasets
CIFAR. The two CIFAR datasets (Krizhevsky 2009) consist of colored natural images with a size of 32×32. CIFAR-10 is drawn from 10 and CIFAR-100 is drawn from 100 classes. In each dataset, the train and test sets contain 50,000 and 10,000 images, respectively. A standard data augmentation scheme 3 (Lee et al. 2015; Romero et al. 2015; Larsson, Maire, and Shakhnarovich 2016; Huang et al. 2017a; Liu et al. 2017 ) is used. We report the test errors in this section with training on the whole training set. SVHN. The Street View House Number (SVHN) dataset (Netzer et al. 2011) consists of 32×32 colored digit images, with one class for each digit. The train and test sets contain 604,388 and 26,032 images, respectively. Following previous works (Goodfellow et al. 2013; Huang et al. 2016; 2017a; Liu et al. 2017) , we split a subset of 6,000 images for validation, and train on the remaining images without data augmentation. ImageNet. The ILSVRC 2012 classification dataset (Deng et al. 2009 ) consists of 1000 classes, with a number of 1.2 million training images and 50,000 validation images. We adopt the the data augmentation scheme following (Krizhevsky, Sutskever, and Hinton 2012) and apply the same operation as (Huang et al. 2017a ) at test time.
Networks
We adopt several popular network architectures as our teacher model zoo, including VGGNet (Simonyan and Zisserman 2015), ResNet (He et al. 2016) , DenseNet (Huang et al. 2017b ), MobileNet (Howard et al. 2017) , shakeshake (Gastaldi 2017) , etc. For VGGNet, we use 19-layer with Batch Normalization (Ioffe and Szegedy 2015) . For ResNet, we use 18-layer network for CIFAR and SVHN and 50-layer for ImagNet. For DenseNet, we use the BC structure with depth L=100, and growth rate k=24. For shakeshake, we use 26-layer 2×96d version. Note that due to the high computing costs, we use shake-shake as a teacher only when the student is shake-shake network. 
Ablation Studies
We first investigate each design principle of our MEAL framework. We design several controlled experiments on CIFAR-10 with VGGNet-19 w/BN (both to teacher and student) for this ablation study. A consistent setting is imposed on all the experiments, unless when some components or structures are examined. Figure 6 : Error rates (%) on CIFAR-10 and CIFAR-100, SVHN and ImageNet datasets. In each figure, the results from left to right are 1) base model; 2) base model with adversarial learning; 3) true ensemble/traditional ensemble; and 4) our ensemble results. For the first three datasets, we employ DenseNet as student, and ResNet for the last one (ImageNet).
The results are mainly summarized in Table 1 . The first three rows indicate that we only use 1 , 2 or cross-entropy loss from the last layer of a network. It's similar to the Knowledge Distillation method. We can observe that use cross-entropy achieve the best accuracy. Then we employ more intermediate outputs to calculate the loss, as shown in rows 4 and 5. It's obvious that including more layers improves the performance. Finally, we involve the discriminators to exam the effectiveness of adversarial learning. Using cross-entropy, intermediate layers and adversarial learning achieve the best result. Additionally, we use average based adaptive pooling for alignment. We also tried max operation, the accuracy is much worse (6.32%).
Results
Comparison with Traditional Ensemble. The results are summarized in Figure 6 and Table 2 . In Figure 6 , we compare the error rate using the same architecture on a variety of datasets (except ImageNet). It can be observed that our results consistently outperform the single and traditional methods on these datasets. The traditional ensembles are obtained through averaging the final predictions across all teacher models. In Table 2 , we compare error rate using different architectures on the same dataset. In most cases, our ensemble method achieves lower error than any of the baselines, including the single model and traditional ensemble. Comparison with Dropout. We compare MEAL with the "Implicit" method Dropout (Srivastava et al. 2014) . The results are shown in Table 3 , we employ several network architectures in this comparison. All models are trained with the same epochs. We use a probability of 0.2 for drop nodes during training. It can be observed that our method achieves better performance than Dropout on all these networks.
Our Learning-Based Ensemble Results on ImageNet. As shown in Table 4 , we compare our ensemble method with the original model and the traditional ensemble. We use VGG- 
Analysis
Effectiveness of Ensemble Size. Figure 8 displays the performance of three architectures on CIFAR-10 as the ensemble size is varied. Although ensembling more models generally gives better accuracy, we have two important observations. First, we observe that our single model "ensemble" already outputs the baseline model with a remarkable margin, which demonstrates the effectiveness of adversarial learning. Second, we observe some drops in accuracy using the VGGNet and DenseNet networks when including too many ensembles for training. In most case, an ensemble of four models obtains the best performance. Budget for Training. On CIFAR datasets, the standard training budget is 300 epochs. Intuitively, our ensemble method can benefit from more training budget, since we use the diverse soft distributions as labels. Figure 7 displays the relation between performance and training budget. It appears that more than 400 epochs is the optimal choice and our model will fully converge at about 500 epochs. Diversity of Supervision. We hypothesize that different architectures create soft labels which are not only informative but also diverse with respect to object categories. We qualitatively measure this diversity by visualizing the pairwise correlation of softmax outputs from two different networks. To do so, we compute the softmax predictions for each training image in ImageNet dataset and visualize each pair of the corresponding ones. Figure 9 If the label distributions are identical from two networks, the bubbles will be placed on the master diagonal. It's very interesting to observe that the left (weaker network pairs) has bigger diversity than the right (stronger network pairs). It makes sense because the stronger models generally tend to generate predictions close to the ground-truth. In brief, these differences in predictions can be exploited to create effective ensembles and our method is capable of improving the competitive baselines using this kind of diverse supervisions.
Visualization of the Learned Features
To further explore what our model actually learned, we visualize the embedded features from the single model and our ensembling model. The visualization is plotted by t-SNE tool (Maaten and Hinton 2008) with the last conv-layer features (2048 dimensions) from ResNet-50. We randomly sample 10 classes on ImageNet, results are shown in Figure 10 , it's obvious that our model has better feature embedding result.
Conclusion
We have presented MEAL, a learning-based ensemble method that can compress multi-model knowledge into a single network with adversarial learning. Our experimental evaluation on three benchmarks CIFAR-10/100, SVHN and ImageNet verified the effectiveness of our proposed method, which achieved the state-of-the-art accuracy for a variety of network architectures. Our further work will focus on adopting MEAL for cross-domain ensemble and adaption.
