Abstract. This paper presents a iiew approach to perfonn on-line dyriunic security assessment aud monitoring of electric power \yrtenis exploiting a statistical hybrid leanling technique -the Kemel Regression Trees This technique, besides producing fast security classification, can still quantify, hi real-the, the security degree of the systein, by einulatlng continuos security indices that translate the power system dyimnic behavior. Moreover it cai provide interpretable security structures. The feasibility of this approach was ilernonstrated in tlie dynamic security assessinent of isolated systeins with large amounts of wind power productioii, like in the Crete islaicl electric network (Greece) Comparative results regarding perfonnances of Decision Trees and Neural Networks are also presented aid discussed. From the obtained results, the proposed approach showed to provide good predicting structures whose perfonnance stands up to the performance of the two other existeiit niethods
INTRODUCTION
Fast dynamc secunty assessment is becoming one of the key issues in the operation of networks, namely when managed withm a competitive and deregulated electricity market envuonment. The increased penetration in the system of independent power producers and specially wind power is also contributmg to decrease system robustness. In isolated power systems, like the ones operatlng in large islands, this problem is quite cntical and deserves a special care.
In the last decade a big research effort has been developed in the field of the application of automatic learning techniques to deal w t h tius problem. Pattern Recognition, Decision Trees, Neural Networks and Regession Trees have been used to provide fast secunty assessment m several domains. Some examples can be found m [ 13 and [2].
The application of these techmques in the dynamic security assessment of isolated systems has been particularly well A common aspect to all these problems is the requirement to ensure that sufficient reserve capacity exists w t h n the system to compensate for sudden loss of generation. Thus, mismatches i:i generation and load and/or unstable system frequency control might lead to system failures. This type of lnstability is tt:rmed frequency instability and depends on the ability of the system to restore balance between generation and load followng a severe system disturbance with minimum loss of In medium-sized or large isolated power systems with high penetration of wind power sources, wind power production has a strong influence in the dynamic security and economy of cispatch and generation schedule. Thus, besides load forecast, the suggested Uruts scheduling and generation dispatch must consider wind power forecast and, contrary to interconnected systems, can no longer be performed off-he. Economic operation must be divided into a unit commitment module and a dispatch module that are performed in sequence, with an ctptional intermediate decision step that allows the operator to t3ke tnto account information automatically produced by a module of fast dynamic secunty assessment. In this way. the wmd power penetration can be increased wthout jeopardizlng the system security. Such functions have been developed and are lntegrated withln an advanced control system tailored to the needs of small isolated power systems w t h increased wnd power penetration.
Such a work was developed withm the framework of an European R&D project of the JOULERHERMIE programthe CARE project. The CARE system is an advanced control system that aims to achieve optimal utilization of renewable energy sources, in a wide vanety of medium and large size isolated systems with diverse structures and operatiiig c:onditions Fig. I ). All these steps are performed off-line. The final product of the procedure -the security structures -i s to be used in an on-line environment in the power system control center, or to obtain physical interpretation of the system behavior. These steps are synthetically described below.
A.
Step 1: Identification of the Security Problem
The first thing to do is to identify the dynamic security problem to evaluate. This analysis involves a procedure of understanding the power system dynamic behavior, namely to identify the potential situations for which the system may lose security. This typically requires making questionnaires to the system operators, and also performing sensitivity studies by running analytical tools of dynamic simulation. This fmt step d e h e s the structure of the data set to generate, namely:
-the disturbances for which is important to known the expected behavior of the system; -the security indices to predict, y , and corresponding security boundaries; -the measurement vector of candidate attribute, OP = [al.a 2.....uNa], to use in order to characterize the system operating points. A complete security assessment should include all the disturbances that are eminent to occur and might endanger the power system security. The selection of the security indices, must be made having in mind that what is important to predict is the "distance" to the security boundary if a pre-defined disturbance occurs. Some typical security indices used for frequency stability problems are: a) Maximum and mini" values reached by transient t c) Maximum value reached by the rate of frequency changes
The selection of the candidate attributes is a very important issue in the procedure because, in order to aclueved good results, it is required to use as candidate attributes the power system operating parameters that have influence on the type of ciynamic behavior to predict. Candidate attributes are operating parameters that can be directly or indirectly measured kom the power system and which can be of the following two main categories: a) Pre-disturbance steady state variables; b) Postctisturbance transient state variables.
€5.
Step 2: Data Set Generation
This step concems with the generation of a large data set (DS) of pre-analyzed. security scenarios of the system behavior, consisting of samples with the form (0P.y). These samples will be the input data to the design and performance evaluation of the security structures. In fact, to design a security structure a learning set (LS) is required, whereas to evaluate its performance characteristics an independent testing set (TS) is also required. The LS and TS, although independent, must result from the same distribution. Therefore, they must be obtained by randomly dividing the DS, resulting in the following sets:
.LS = KOP. y), ..... Luis Torgo in [7] claims that to have a sufficient amount of mnples in the LS and TS to ensure quality of the KRT s.ecurity structure and reliable error estimates, the following method must be used to decide the size of the TS:
The data set generation procedure can be summarized as follows. C i i w r i ai1 operuting i-uiige mid resolution, a data se/ of .\utiiple.s is creuted (hat reflects the dependency of the systeni ht.liui:ior ( i . e . the security iiidex .y) with the vurzatzorz rn rts o~per.trting conditions (i.e.. the measttrement vector OP)
For the particular problem under analysis, the operahng conditions that are usually considered to change between smples are the followmg: a) system load level; b) penetrahon 0) renewable power sources; c) network configuration; d) unit coiiimitment and generation dispatching schemes. These opcratmg conditions must have high mfluence on the dynamic hcliabior J' 10 predict. Othenwse, they w i l l unnecessanly incrzase the nuniber of samples to generate, wthout Improving h e Information contamed in the DS.
In the generation procedure, among the operating conditions to change, the ones that are independent parameters (i.e., their values do not depend on other operating conditions) are rmdomly sampled by a systematic method, accordmg to a predefmed operating range and resolution. Then, for each sample, a unit commitment and economic dispatch module prepare the generation scenarios. Fmally, both measurement vector OP and dynamic behavior y of each sampled operating scenario are provided by m m g a proper analytical tool that simulates the system behavior.
When defining the operatmg scenanos to create the samples. die actual operating practices that are performed in the power sysreni must be considered. This IS a very important issue because if the mionnation contamed in the data set does not retlect the mechanism of the system behavior in a proper way, hen, in spite of havmg a good testing accuracy, there is no assurance that the extracted structures will be accurate enough \vlien makmg prediction to real life operatmg scenarios. For the same reason, the data set should consist on an enough nuniber of samples to cover all possible states of the power system under study. Therefore, the generated OPs must cover the breadth of the system operatmg range and w t h the best possible resolution. Specially, in order to obtain good accuracy when predictmg security classification, the data set must have good resolution m the neighborhood of the security boundary. This can be improved by generating more samples. However, t ?e computational time for the generation and predicting procedure will always mtroduce some limitation to ths number.
C Step 3 Security Strircture Design
After the LS and TS being generated, it is then possible to apply the Kernel Regression Trees techmque to extract sccurity structures from the LS, which are designed in order to be the best approximabon to the unknown functiony =j(OP).
I) Step 4 Peijorormancr Evuluation
To select the best security structure within the set of the extracted ones, the designed structures are applied to the TS to evaluate their performances. Accordmg to the control center requirements, the security structures can be evaluated by lookmg mto account three main issues: a) predictive accuracy, b) computational efficiency; c) comprehensibility of the secmty structures. This evaluation is mandatory to be performed since it is the only way that allows comparmg predicting performance between different automatic leammg methods. and between security structures extracted by a samc automatic leaming method. The design of a KRT involves two interrelated stages:
9 Design of a bmary tree structure by considering the mean value as the model to use at the tree leafs, wluch consists in designmg a regression tree (RT); Obtain the KRT structure by assigning a kernel regression model to make prediction in the tree leafs.
The technique applied to avoid overfitting problems was 3 prunmg algorithm based m the one presented m CART [8] . To perform this algorithm, first a very large RT, wluch is supposed to overfit the LS, must be designed by applyng stop-splithng d e s .
A. Desigii of a Regression Tree Using Stop-Splitting Rules
The design of a RT is determmed by the following two issues: a) the optlmal splitting test; b) the stop-splitting rules. Starting w t h the root node. whlch corresponds to the LS, the growng of the RT is made by successively splittmg their nodes. This splittmg is performed by a test defined as: 
where zit is the optmal threshold value of the chosen candidate attribute at. By applying this test to all the samples in the node, two successor nodes are created, which correspond to the two possible instances of the test ( U k (.rumple) > uk } and ,'u,~saniplej < U , } , The design of the RT consists in expllunmg as much as possible the vanance of the secunty index J. observed m the LS. Accordmg to this goal, the split of each node must be performed according to an optimal splitting criterion. which corresponds to the split "s " that maximizes: The procedure continues splitting the created successor nodes, until a stop-splitting cnterion is met for all the non-split nodes The critenon used is defmed by the two stop-splitting rules. 
--

B. Predicting with Kernel Regression Models in the Tree Lea&
Once the design of the RT, to obtam a KRT structure, a kemel regression model is assigned to make prediction at the tree leafs. Given a new unseen operating point Q, a prediction for its secunty index, y(@, is obtained by applying a regression model to the learning samples stored in the RT leaf that verilies the Q operating conditions. Kernel Regression models make prediction by a weighted average of the response y of the form: The prehction is obtained using the samples (also denominated by ririyltbors) that are "most similar" to Q. being this sirmlarity measured by lhe distance function. The Kernel function estimates the weight of each neighbor, giving more weight to neighbors that are nearest to Q. The design of the kernel regression model includes the choice of the distance function, the bandwidth value, and the kernel function. In the implemented model it was used an Euclidean distance, a knearest neighbor (KNN) rule to define the bandwidth, and a Gaussian K ( d ) = e-'" to define the kernel function. KNN method sets the bandwidth value h as the distance D to the k-nearest neighbor of Q. It also sets that only the k-nearest neighbors will be used to make prediction.
C. Design of Kemel Regression Trees by Applying a Prtiniiig Algorithm
The mplemented pruning algorithm, applied to design a KRT structure, comprises the followmg stages: I) Design a very large regression tree, RT,,,,, which is supposed to overfit the LS, by applying the previously described design procedure that exploits only the stopsplittmg rules. 2) Generation of a sequence of pruned trees with decreasing complexity, RTi t RT2 t ... t root where RT, <= RT,,,,, by progressively pruning RT,,,, upward in the "right way" until bemg reached the root. Note that a subtree RT, of RT is referred as a pruned tree of RT if root(RT,) = roof(RT), which can be denoted by R T t R T , . To generate the sequence of pruned trees, a selective prunmg process is applied, that generates a reasonable number of pruned trees of RT,,,,, with decreasing size, such that each subtree is the "best" pruned tree m its size range. To make this selection. a minimum error-complexity criterion is applied as described in [8] .
3) By considering the kernel regression model previously described to make prediction at the tree leafs of the generated set of regression trees, { R T~= c R T ,~T * , ..., rool:, results a set of kernel regression trees, {KRT}=[KHTl, KRT2, ..., root}.
4)
To select, among the available set (KRTJ, the more suitable secunty structure to make on-lme dynamic security assessment, the designed structures are applied to the TS to obtain an accurate estimation of their performances. namely predictive accuracy and computational efficiency.
IV. CASE STUDY AND RESULTS
T h s section presents the results obtained w t h the proposed Kernel Regression Tree approach, to perfom fast dynamic secunty assessment of the Crete power system. The study case system is a realistic model of the power system of the Crete i,Sland, projected for the year 2000. It comprises several types c,f oil-fired units and a meshed 150 kV transmission network, where a peak load of approximately 360 M w and an mtalled vmd power of 8 1 MW was considered. The generation of the Crete data set was developed by National Technical University c,f Athens (NTUA), wthin the framework of the CARE project. The data set comprises 2765 samples, which 1844 tmelong to the LS and 921 to the TS. Each sampled scenano was pre-analyzed using an analytical tool of d-ynamic simulation -EUROSTAG software -to extract, among others.
the following security indices: y l = j,;,,, due to machine loss; j 2 = j;,,," due to skort circuit. To v e~f y system secunty regardmg f;,,," security index, the following security boundary was considered: JfJ,!,,, < 49 Hz then sample is "insecure"; else sample is "secure". For the vector of candidate attributes that characterizes each OP, 22 pre-disturbance steady-state operating parameters were selected. A more detailed description of the power system and applied data set generation procedure can be found in [14] . Because of lack of space, only some comparative results regarding perfomances of Decision Trees (DT) and Neural Networks (ANN) are presented in this paper. The DT and ANN used approaches are the ones described in [3] . The ANN approach was applied to obtain a security structure for the y , and . I!-. security indices, whereas a DT structure was obtained only for the j 2 security index.
The testing set (TS) predictive accuracy results, obtained for the designed security structures, are presented in Fig. I and Fig. 2 . The classification errors used were the global, false alnrni and missed alarm errors. In order to quantify regression errors. the indicators used were the mean absolute error and the root mean .square error (MAE and RMSE). In each fi-gue, the number of secure and insecure samples in the TS is also prcscnted.
From the obtained regression errors, one can observe that, regarding the evaluation of the system security degree, among the ANN and KRT approaches the latest one showed to be more accurate for the y I security index, whereas for the emulation of p, it is not possible to state clearly that one approach is more accurate than the other.
Regarding security classification, among the ANN and KRT approaches, the previous one showed to achieve smaller errors for the ,y, security index and higher ones for the y2 security index. Regarding the DT performance for the y 2 security index (machine Loss), the KRT showed to provide smaller glohal and firlse alarm errors and a lightly higher missed alarm.
For the obtained KRT structures, the estimated values of theu response time to predict a security index for one Pentium Il machine), being therefore suitable for on-line i.mp1ementation.
Making a general analysis, we can say that all the three approaches were able to provide efficient security structures. and with comparable predicting error performances. Based on t.he KRT proposed technique, simple, interpretable and reliable security structures can be provided. The KRT and ANN riethods have the advantage of producing simultaneously a classification structure and giving the degree of robustness of the system, whereas the DT method can only perform security classification. On the other hand, the KRT and DT methods can provide interpretable rules of the system security class (i.e., classification rules), whereas ANN always provide quite opaque models of the data. Besides classification rules, the ELRT method can still provide interpretable rules of the system security degree (i.e., regressicjn rules).
To illustrate a KRT structure, Fig. 3 presents the tree structure with equivalent regression and classification rules, of a KRT (with 9 nodes) obtained for the yz security index. This tree contains nodes of two types: non-terminal and terminal nodes (leafs). The root node (node number 1) includes information related with the total number of stored learning samples (1844 -total LS), the variance (s) of' the security index in the LS and the splitting test. Non-terminal nodes present the node number, containing also information related to the splittmg test. The leaf nodes present information related with the node number, the number of learning samples stored there (N), and the Mean and variance of the security index in those samples. In this classification structure one can assign a given degree of security to each leaf accordingly to its Mean value. Namely, for this example, the sec.urity structure can be translated into the interpretable regression and classification rules that are also presented in Fig. 3 .
An important feature of this approach is that a given KRT structure, although being selected among the {KRT} set with a specific objective (classification, emulation or interpretation), operating p 
