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Abstract 
Sewer networks are designed to collect and transport stormwater runoff. The 
capacity of these systems can be exceeded during extreme rainfall events, 
which can lead to flooding. Computational modelling is used to understand the 
behaviour and capacity of these networks, and to determine possible flood 
locations.  
Traditional sewer models, which can be coupled with water quality or catchment 
hydrological models, are typically computationally expensive. This limits their 
use for real-time modelling during an event. Conceptual models that solve less 
complex numerical algorithms can be used for faster modelling. However, the 
conceptual models developed so far have often been less accurate. 
In this study, two conceptual sewer simulators have been developed based 
upon Cellular Automata (CA) principles, which have low computation times in 
comparison to recognised benchmark models. CA models represent the region 
being simulated by a grid of cells, and simple rules are used to change the cell 
states.  
These models have been tested using three case studies (one hypothetical and 
two real world cases). The accuracy was determined in the case studies by 
performing a visual and statistical analysis of the results. The statistical analysis 
included measures such as the Root Mean Square Error, the Nash-Sutcliffe 
Efficiency, and the Index of Agreement. From this and looking at the 
computation times of the models it has been demonstrated that these new 
simulators are both fast and accurate.  
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Chapter 1: Introduction 
1.1 Introduction 
Several key processes determine the fate of rainfall over a catchment; 
infiltration occurs when water enters the soil, which leads to subsurface flows 
and groundwater recharge. Water that cannot infiltrate the soil will remain on 
the surface and will either evaporate or generate surface runoff, which is 
characterised by a faster response to rainfall than subsurface flows.  
In urban environments, much less infiltration occurs due to the high percentage 
of impervious surfaces, which causes a faster response to rainfall and higher 
runoff discharges. 
Sewer networks are designed to collect and transport stormwater surface 
runoff. The capacity of these systems can be exceeded during extreme rainfall 
events, which can lead to urban flooding, causing significant damage. It has 
been estimated that the cost of urban flooding is, on average, £270 million per 
year in the UK.. It is estimated 80,000 homes are affected every year by urban 
flooding, and  this figure is expected to rise to 300,000 - 400,000 per year by the 
2080s(Evans, 2004).This is as a results of urban creep and climate change (Gill 
et al., 2008). The damage caused by single extreme events can be far greater, 
such as in the case of the flood events of June/July 2007 that resulted in the 
loss of 13 lives and damage totalling £3 billion (Chatterton et al., 2010). More 
recently in November 2012 there was severe flooding in the South West of 
England resulting in major road and rail links between  London and the South 
West being closed. Hundreds of homes were flooded and it resulted in the 
death of one person (Met Office, 2013). The loss of life from flooding can be 
much higher than the numbers that occur within the UK. In Mumbai in 2005 it 
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has been estimated that 500 people lost their life in a single flood event (Ranger 
et al., 2011).  
Flooding from sewers can happen when extreme rainfall exceeds the capacity 
of the system, the network is poorly designed, or it has become partially or 
completely blocked by sedimentation or debris such as leaves.. This type of 
flooding represents an environmental and health hazard. Thus, it is vital to 
minimise the extent of damage that occurs from flooding.  
Sewer simulators can be used in the planning and design of networks to 
minimise flooding and its impact through modelling the performance of the 
network. If the simulator is fast, it can also be used for real time management 
and control. Furthermore, when designing a network or evaluating the risk of 
flooding a high number of simulations is required making short simulation times 
desirable. Computationally efficient modelling can help efforts to reduce 
flooding, which in turn can reduce the damage and the risk to life. It does this 
through helping planers to develop better strategies for flood prevention and 
plan emergency responses to storm events.  
It is also important to simulate sewers to estimate the risk of pollution. The 
probability and extent of combined sewer overflows, which causes the 
discharge of polluted wastewater into receiving water bodies, can be modelled, 
so to understand the impacts on water quality. 
Current hydrodynamic models are slow when being applied to large systems 
due to the complex numerical calculations being performed to solve the Saint 
Venant Equations (SVE), as they are partial differential equations. These 
models are very good at producing accurate simulation results that match the 
observed flow rates recorded during flooding events. However, their complexity 
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can make them difficult to use in real time flood forecasting, for design purposes 
(i.e., under various conditions), in flood risk analysis, or for real time control of 
networks as it is important these process are carried out quickly to allow them to 
be of use during storm events. The cost is especially high when simulating dual-
drainage systems as, traditionally, it requires the SVE to be solved for both the 
surface and sewer flow. Advances in computer technology have increased the 
speed these numerical methods, but their use is likely to remain limited due to 
the complexity of the calculations.  
Attempts have been made to improve the computational speed by the 
development of conceptual models. However, these models normally have 
lower accuracy due to their simplistic nature ( Calabrò, 2001). Furthermore, due 
to their simplicity they often do not include backwater effects (a downstream 
condition), reverse flow or surcharging effects (Vojinovic and Seyoum, 2008). 
Thus to obtain a model that is both fast and accurate, and can incorporate 
backwater and surcharging, another approach is required.   
A number of attempts have been made to develop conceptual models including 
linear reservoir (e.g. KOSIM (IWTH, 2000) and SIMPOL(Dempsey et al., 1997)) 
and Lagrangian (e.g. FastNett (Fullerton, 2004) ) models,  but they are less 
accurate than more physically based models due to their simplistic nature  
(Vojinovic and Seyoum, 2008). 2D surface flood models face the same 
problems as they simulate the flow using SVE like 1D sewer models. There has 
been attempts to tackle these problems in 2D surface models by using Cellular 
Automata (CA) to simulate the flow such as in the work by Dottori and Todini 
(2010), and Ghimire et al. (2012, 2013, 2011).  In this study, using CA to 
simulate the flow is proposed as a solution to the problem of producing fast and 
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accurate flood models. CAs are dynamical systems able to produce highly 
complex patterns over long periods of time using only simple rules. They are a 
very efficient modelling technique, and CA models have been used in many 
fields, such as traffic flow (Emmerich and Rank, 1997), lava flow (Avolio et al., 
2006) and surface flow modelling (Dottori and Todini, 2010).  
The main objective of this thesis is to develop a new CA model which is capable 
of simulating the flow in a sewer network achieving an acceptable level of 
computational efficiency (i.e., speed) and accuracy. The model will then be 
tested on a hypothetical network to allow its strengths and weaknesses to be 
determined. A statistical and sensitivity analysis of the results will then be 
carried out. The variation of model parameters and their effects on the accuracy 
and computational efficiency will also be analysed. The model will then be 
tested on real networks, which will allow the capabilities of the model to be 
determined when faced with the large range of parameters (e.g. different pipe 
diameters, roughness and gradients) that occurs in real networks as well as the 
variety of structures such as pipes, weirs and pumps that occurs in sewer 
networks. 
This PhD is part of the project Cellular Automata Dual-DraInagE Simulation 
(Caddies) whose main goal is to develop a coupled model that uses CA to 
simulate the flow in both sewer network and the surface. Both systems will 
interact with each other to simulate the complete system. In this PhD the 1D 
sewer simulator will be developed. 
1.2 Objectives 
The aim of the Caddies project is to develop a combined surface and sewer 
model that simulates the flow using CA. This thesis looks at the development 
27 
 
the 1D sewer model that will be part of the coupled model developed by this 
project. The main objectives of this work are to: 
 Develop a new fast and accurate sewer simulator, which uses a CA to 
model the flow in a network. Inflow hydrographs at each manhole in the 
system will serve as model inputs. The hydrographs used are for a single 
storm event. Allow the new model to simulate networks incorporating 
pipe, manholes, outfalls, weirs, pumps, orifices, and flap valves. 
 Test this new model on a hypothetical network to:  determine its 
strengths and weaknesses by comparing the results produced by the 
new CA model and the recognised benchmarks SWMM5, SIPSON and 
InfoWorks. The sensitivity of the model will be tested with respect to 
efficiency and accuracy in relation to different model parameters.   
 Investigate how the model can consider downstream conditions and 
simulate reverse flow. The downstream condition is proposed to be 
included by allowing the depth at the downstream manhole of a pipe to 
affect the simulation as it is included in the simulation of the hydraulic 
gradient.  
 Test and validate the new model on real sewer networks using two 
different case studies. The first case study will be a medium sized 
network, which will allow the further development of the methodology 
through the identification of the weaknesses of the simulator. The 
simulations produced by the new models in the first case study will be 
compared to the recognised benchmarks SWMM5, SIPSON and 
InfoWorks The second case study will be a much larger network used to 
test the ability of the model to simulate the full range of hydraulic 
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structures. The simulations produced by the CA models in the second 
case study are compared to SWMM5 and InfoWorks. 
1.3 Thesis Outline 
In chapter two a literature review on the key topics has been carried out: 
 Sewer simulation,  
 CA and  
 Statistical Analysis. 
The review of sewer simulation techniques looks at both simple empirical 
equations and complex numerical methods that can be used to calculate the 
flow rate in sewer networks. The numerical methods looked at include the 
recognised benchmarks, SWMM5, SIPSON, and InfoWorks, used in the case 
studies to determine if the results produced by CA models are acceptable. 
Some simple conceptual models that have been developed previously are also 
investigated. There three main types of conceptual models Muskingum Method 
Models, Reservoir Models, and Lagrangian Model. Examples of each of these 
types of models will be discussed in the literature review. The models discussed 
include CITY DRAIN (Achleitner et al., 2007), KOSIM (IWTH, 2000)and 
FastNett (Fullerton, 2004). From carrying out this review, it was possible to 
discover what is already known about sewer modelling and the areas, which 
need further development. The section on CA modelling looks at both the theory 
of CA and models already developed in similar fields. The final section looks at 
a number of statistical measures which have been used to analyse results and 
determine the level of agreement between models.  
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The third chapter looks at the development of the methodology for two new CA 
based sewer simulators. For each model a detailed discussion of the 
methodology is presented followed by a simple numerical example. The 
numerical examples will help to verify the behaviour of the model. 
Chapter 4 presents the results for the simulation of a small theoretical network 
using both CA models compared with three fully hydrodynamic models. These 
models are InfoWorks, SIPSON and SWMM5. These simulations were carried 
out to determine if the new CA models were capable of simulating sewer flow 
and to identify any weaknesses they exhibit. A statistical analysis of the results 
was carried out to determine the accuracy and how it is affected by different 
parameters. 
Chapter 5 describes the application of the developed methodology to a real 
network during a single storm event allowing the new model to be verified. This 
shows that the model can cope with medium sized networks, as well as with the 
high levels of variation which occur in real networks. The network used to carry 
out this case study is the system for the Stockbridge area of Keighley in 
Yorkshire, UK. The network was simulated using the new CA sewer simulators 
and the benchmarks InfoWorks, SWMM5 and SIPSON.  The accuracy of the 
results of the new models where determined by comparing the results of all 
models using a number of statistical techniques.  
Chapter 6 describes a third case study, which was carried out on a large 
network during a single storm event. The network is the sewer system in 
Torquay, Devon, which is much larger than the Keighley network.  The Torquay 
network includes complex hydraulic structures  such as weirs, orifices, fixed 
discharge pumps, and flap valves as well as pipes and manholes. This shows 
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that the new CA models can be adapted to simulate different sewer network 
structures. This is important as if CA models are to be a viable alternative to 
SVE based models they need to be able to simulate a wide variety of networks. 
The results produced by the CA models in this chapter are compared to results 
produced by SWMM5 and InfoWorks. 
Chapter 7 presents the main conclusions of this study with respect to the 
strengths and weaknesses of the new models. Areas for possible further 
development are also identified and discussed. 
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Chapter 2: Literature Review  
Since the earliest civilisations, urban infrastructure has comprised of roads, 
water distribution, and sewers networks. It is believed that ancient sewer 
systems were developed to collect wastewater, precipitation and prevent 
flooding (Burian and Edwards, 2002). The collected water was transported 
through the system to rivers to be carried away. The original systems were 
developed mainly through trial and error as there was no means of modelling 
(Burian and Edwards, 2002).  It is believed that the earliest systems were 
developed by the Mesopotamian Empire (3500–2500 BC). There is evidence 
left in the ruins of both Babylonia and Ur that homes were connected to 
drainage systems that removed wastewater and latrines were connected to 
cesspits. Despite many early civilisations having highly developed water 
systems by the Middle Ages, many had disappeared and societies had reverted 
to abstracting water straight from wells and rivers, and the disposal of 
wastewater often occurred through cesspits alone. Cesspits where mainly 
emptied into streets or nearby rivers. Although this was not always the case 
such as in Milan, Italy, where these practices were banned, at least in the 
summer months, in 1346 (Lofrano and Brown, 2010). Instead the waste was 
removed to outside the city by carts and sold as fertiliser to farmers. Similar 
practices of selling waste to farmers also occurred in London, UK, and 
Florence, Italy (Lofrano and Brown, 2010).  
In the early 1850s cities across Europe started to build sewer systems. 
Motivations for this included concerns about public health and fear of rebellion 
by the poor of the cities (Chaplin, 1999). Tools to model the systems began to 
emerge with this development of sewers. Initially empirical equations were 
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developed from experimentation. Many of these were found to be simple and 
successful methods of modelling systems, which are still used today. As 
systems became more complex, advanced modelling tools were required. 
These methods use numerical algorithms to simulate the systems. It is these 
modelling techniques, which are widely used in commercially available 
modelling packages today. Both types of modelling will be looked at in this 
literature review, Section 2.1.  
Modelling techniques and computing power has developed together over the 
last century. One new technique is Cellular Automata (CA), which the Caddies 
project chose to use to simulate flow  in both the surface and sewer model 
being developed as part of the project due to its power and flexibility. This is 
also, why it has been chosen to be applied in many different fields. It is the main 
objective of this work to produce a new CA sewer simulator thus a literature 
review on CA is presented in Section 2.2.  
The simplest method to determine if a model produces good results is through 
visual comparison but this is vulnerable to the opinion of the viewer and can 
difficult to determine between many different datasets. To determine more 
definitively if the results produced by the CA models have a high degree of 
agreement with hydrodynamic models, statistical measures were used to 
analysis the results. Thus, a third literature review was carried out on statistical 
analysis, which will be presented in Section 2.3. 
2.1. Sewer Modelling 
Many different tools have been developed ranging from simple equations, which 
calculate a single flow characteristic, to more complex models, which can 
simulate a complete sewer network. The models can be split into hydraulic and 
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hydrological models. Hydraulic models are used to simulate the flows within the 
sewer systems such as dry weather flows and flows during storm events. They 
can also be used to investigate the impact of changes that could be made to a 
system thus determining if they are beneficial or not. They help to predict how a 
system will behave during a storm event by determining the location and extent 
of any flooding caused by the event if the system is inadequate to cope with the 
event. They can also be used to determine the level of pollution in the flow and 
when combined overflows pass flow to receiving water bodies. This is important 
as there are limitations on the number of times they can operate and a expected 
level of water quality, which much be maintained under regulations set out by 
governments and organisations such as the European Union, To aid during 
storm events it is crucial for simulators to be fast and accurate. If simulators 
have low computation times, they can be used in real time to aid the decisions 
being made to reduce the flooding such as opening and closing of gates. It is 
important sewer models have a high degree of accuracy so that trust can be 
placed in the results produced by them allowing them to be used to make 
decisions during flood events.   
There are many different kinds of hydraulic models. The simplest are empirical 
equations, a selection of those, which have been developed are discussed in 
Section 2.1.1. The Saint Venant Equations (SVE), which have also been 
derived to simulate flow, are much more complex but higher in accuracy. The 
SVE are discussed in detail in Section 2.1.2. Hydrological models have lower 
computation costs for sewer modelling, but also have lower accuracy. These 
were discussed in Section 2.1.3. 
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2.1.1 Empirical Equations for Hydraulic Modelling 
The earliest attempts to model flow in pipes involved using empirical formulae, 
which were developed through extensive experimentation. These equations can 
be used to calculate a mixture of different flow characteristics including open 
channel and pressurised flow with the type of flow dictated by the water level 
and the Reynolds Number. The flow in sewers is mainly turbulent, but during 
low flows it can be non-turbulent.  
(1) Chézy Equation 
The Chézy Equation (2.1) is based on the proportional relationship V2P∝AS0 
and can be used to determine the flow rate within an open-channel. 
𝑄 = 𝐴𝑓𝐶𝑧√𝑅ℎ𝑆𝑜 (2.1) 
Q = Flow Rate [m3/s] 
Af =Cross Area of Flow [m2] 
S0 = Slope of the Channel[-] 
Cz = Chézy Coefficient [m1 2⁄ /s] 
Rh =Hydraulic Radius [m]  
The Chézy Coefficient incorporates the roughness into the equation allowing 
friction caused by the pipes walls to be accounted for. 
(2)  Manning’s Equation 
The Manning’s Equation, (2.2), was developed by Robert Manning in 1889 to 
calculate the Chézy Coefficient (Chadwick, 1993). When (2.2) is substituted into 
(2.1) the equation (2.3) is obtained which is the Manning’s Equation. This 
equation is widely used for open channel flow to calculate the discharge or the 
friction slope. 
𝐶𝑧 = 𝑅ℎ
1 6⁄ /𝑛 (2.2) 
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𝑄 =
1
𝑛
𝐴𝑓𝑅ℎ
2 3⁄ 𝑆0
1 2⁄   
(2.3) 
n = Manning’s Roughness Coefficient [m-1/3 s]  
An advantage of the Manning’s Equation is that n has been determined for 
many different materials so can normally be obtained by referring to commonly 
available tables.  
(3) Hazen-Williams Equation 
The Hazen-Williams Equation, (2.4), can be used to determine the flow rate or 
the head loss within a pipe. 
𝑄 = 0.894𝐴𝑓𝐶𝑅ℎ
2 3⁄ 𝑆𝑓
0.54 (2.4) 
C = Hazen-Williams Coefficient [-] Sf = Friction Slope [-] 
The main limitation of the Hazen-Williams Equation is that it is only applicable at 
certain Reynolds numbers (Re) and pipe diameters. The region that is normally 
considered to be acceptable occurs when flow is pressurised i.e. turbulent. This 
makes it applicable in water distribution systems and surcharged sewers. 
(4) Darcy-Weisbach Equation 
The earliest attempt to determine the loss of energy caused by flows in closed 
channels (Brown, 2002) was the De Prony Equation (2.5).  
𝐻𝑓 =
𝐿
𝐷
(𝑎𝑣 + 𝑏𝑣2) 
(2.5) 
a = Empirical Constant [-] 
b = Empirical Constant [-] 
D = Pipe Diameter [m] 
Hf  = Headloss [-] 
v = Velocity of Flow [m/s] 
Darcy derived relationships to determine the empirical constants in (2.5). 
Weisbach determined that the head loss was proportional to both L/D and V2. 
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Both were combined to give the Darcy-Weisbach Equation, (2.6),(Smith et al., 
2007). 
𝐻𝑓 =
𝜆𝐿
𝐷
𝑣2̅̅ ̅
2𝑔
 
(2.6) 
 = Friction Factor [-] g = Gravitational Acceleration [m/s2] 
When many of these equations were originally developed they were sufficient 
for the size of the networks being simulated as they were considerably smaller 
than those currently in use today. They were developed at a time when all 
calculations were being done by hand making more sophisticated computational 
techniques too expensive. However, as networks become more advanced as 
have computers. The advance in computers has allowed numerical modelling 
methods of sewers to be developed. Due to these developments, large and 
complex networks can now be simulated. . 
2.1.2 One Dimensional Numerical Hydraulic Modelling 
Most 1D hydraulic sewer models use the SVE, which are a set of hyperbolic 
partial differential equations, (2.7) and (2.8), originally derived from the Navier-
Stokes Equations. A number of assumptions are made when deriving and using 
the SVE (Crossley, 1999), 
 Flow is 1D  
 The velocity is constant across the cross section  
 The water level is horizontal. 
 The vertical component of the acceleration is negligible so that the 
pressure variation with depth is hydrostatic. 
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 The empirical laws which are capable of modelling steady state flows, 
are able to represent turbulence and friction 
 The gradient of the bed is small which causes the cosine of the angle 
between the bed and the horizontal to be approximately 1. 
This system of equations is made up of the Momentum Equation, (2.7), and the 
Continuity Equation, (2.8). 
𝜕𝑄
𝜕𝑡
 +    
𝜕
𝜕𝑥
(
𝑄2
𝐴𝑓
)  +  𝑔𝐴𝑓
𝜕(𝑦+𝑧)
𝜕𝑥
 − 𝑔𝐴𝑓𝑆0 = 𝑔𝐴𝑓𝑆𝑓  
 
 
 
 
(2.7)  
𝜕(𝑦 + 𝑧)
𝜕𝑡
+
1
𝐵
𝜕𝑄
𝜕𝑥
= 0   
(2.8) 
 
t = Time [s] 
 
z = Bed Elevation [m] 
y = Water Depth [m] B = Width [m] 
x = Horizontal Distance from Datum [m]  
Many industrial standard and commercial models use the SVE, e.g. InfoWorks 
CS (Wallingford Software, 2008) and SIPSON (Djordjevic et al., 2005) to simulate 
the flow. This is a very accurate method to model flow. However, as they must 
be solved numerically their use has a high computational cost (Meirlaen and 
Vanrolleghem, 2000). This type of model is also prone to suffer from stability 
problems (Motiee et al., 1997).  
Due to the cost, complexity and stability issues involved in solving the SVE, 
often simplified forms of the equations are used, which are referred to as: 
Acceleration Gravity Pressure 
Friction 
Slope 
Advection 
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(1) Diffusion Wave (DW), Section 2.1.2.1 
(2) Kinematic Wave (KW), Section 2.1.2.2, and  
(3) Inertia Formulation (IF), Section 2.1.2.3, (Bates et al., 2010). 
2.1.2.1  Diffusion Wave  
When the advection and local acceleration terms in the Momentum Equation 
are neglected the DW is obtained, (2.9), (Zoppou, 2002). As the pressure terms 
are included the DW can still model backwater and surcharging it is widely 
applicable. Due to this it has been used in a large number of models such as 
DORA (Noto and Tucciarelli, 2002). It does however have lower accuracy than 
using the SVE due to the neglected terms, but this all means it has a lower 
computational cost (Zoppou, 2002) which arguably makes the DW preferable to 
the SVE when repeat runs are required.  
𝑔𝐴𝑓
𝜕(𝑦 + 𝑧)
𝜕𝑥
− 𝑔𝐴𝑓𝑆0 = 𝑔𝐴𝑓𝑆𝑓 
(2.9) 
The DW has to be solved numerically making it still computationally expensive 
to use. It is not applicable when inertial terms are more influential than the 
resistance terms thus it has restricted use. This occurs when, for example, 
waves are being computed which have a shorter length than the channel 
dimensions (Noto and Tucciarelli, 2002).  
2.1.2.2 Kinematic Wave 
To obtain the KW the local acceleration, advection, and pressure terms are 
ignored giving equation (2.10). Thus, the KW is unable to model backwater or 
pressurised flow (Zoppou, 2002) limiting its use. This makes models using the 
KW unsuitable for modelling events which cause flooding or when flow is 
restricted by a blockage. Models that use the KW (Zoppou, 2002) have a lower 
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computational cost than those, which use the full SVE as they are less complex 
to solve. Zoppou (2002) also highlights that only one boundary condition is 
required to solve the KW thus less information is require. Information is not 
required about the downstream flow conditions and less knowledge of the 
catchment is needed. This is an advantage as collecting this information, 
especially about the catchment, which can be costly and time consuming.  
𝑔𝐴𝑆0 = 𝑔𝐴𝑆𝑓 (2.10) 
Due to the speed of solving the KW some models use this equation until the 
flow is surcharged at which point they change to use a different algorithm that 
can handle pressurised flow (Duchesne et al., 2001).  
2.1.2.3 Inertia Formulation  
Bates et al. (2010) designed the IF, (2.11), so that it could be solved explicitly 
with a short calculation time. It includes an acceleration term to help to prevent 
the instabilities that occurred in the original 2D Storage Cell Approach, which is 
a method for surface modelling. It has, however, not been applied in sewer 
systems. 
𝑄𝑘+1 =
𝑄𝑘 − 𝑔𝑦∆𝑡
𝜕(𝑦 + 𝑧)
𝜕𝑥
(
1 + 𝑔𝑦∆𝑡𝑛2|𝑄𝑘|
𝑦10 3⁄
)
 
(2.11) 
∆𝑡 = Magnitude of Time Step [s] 𝑄𝑘+1 = Flow Rate at Next Time Step 
𝑄𝑘 = Flow Rate at Current Time Step  
 The IF has been shown to be more stable and simple than the DW as it is 
explicit. This may make it easier to apply in different situations such as for pipe 
flow. It so far has only been used in the 2D Storage Cell Approach and it would 
be interesting to determine this equations ability at modelling sewer flow.  
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The SVE cannot be solved analytically. Instead, numerical algorithms or the 
Method of Characteristic must be used. Prior to the development of computers, 
the Method of Characteristics was popular for solving the equations. As 
computers have developed numerical methods have become more popular and 
are argued to be applicable in more situations than the Method of 
Characteristics (Stephenson, 1986). Numerical methods are more complex than 
the Method of Characteristics; however it is easier to create computer programs 
to perform numerical calculations. The use of numerical algorithms causes the 
computational speed to be high especially when optimising a sewer network 
(Meirlaen and Vanrolleghem, 2000) or when a model is being integrated with a 
urban wastewater modelling (Vanrolleghem et al., 2005). 
Before numerical algorithms can be used, the governing equations must first be 
written in discrete form. This can be done in a number of ways the most popular 
of which is Finite Differences but Finite Volume or Finite element can also be 
used (Price and Vojinovic, 2011). Which method that is chosen depends upon 
the numerical procedure being used to solve the SVE. Once the SVE have 
been rewritten they can be solved using a numerical algorithm, which can be 
implicit or explicit. 
Explicit models are simpler than implicit ones as they only use the dependent 
variables from the current and previous time steps to calculate the dependent 
variable at the new time step thus they are not iterative. This makes them easy 
to program as loops are not required, which allowed the results to be obtained 
in a smaller computation time in comparison to implicit methods. They are also 
easy to use to create a general network model for sewer systems (Ji, 1998). 
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However, a small time step and a minimum pipe length are required to meet the 
Courant Condition that ensures stability in explicit models (Ji, 1998).  
Implicit schemes are more complex as they are iterative, but they have a higher 
degree of accuracy than explicit schemes. Implicit schemes use dependent 
variables from the previous and time step to produce the variables for the new 
time steps. They often use weighting coefficient to help maintain stability, which 
must fall within set limits  (Greco and Panattoni, 1975). 
Two well known hydraulic models, DORA (Noto and Tucciarelli, 2001), 
SWMM5, SIPSON, and InfoWorks will be briefly discussed. 
DORA  
Noto and Tucciarelli (2001) developed the Double Order Approximation 
Algorithm (DORA). It splits the DW and Continuity Equation into two parts, the 
Kinematic and Parabolic problem. The first of these is for the water level and 
the second for the flow rate. The Kinematic part is calculated using zero order 
approximations of the flow rates and water levels. The Parabolic problem is 
found by assuming a first order approximation of the water levels and solving a 
parabolic finite difference model. Although DORA has a number of positives it 
does still have some drawbacks as it is still complex to use. However, it has a 
lower computational time of about 20-25% than HydroWorks, the predecessor 
to InfoWorks, though it has not been compared to other models such as 
SWMM5 (Noto and Tuccilarelli, 2002).  
SWMM5 
The Storm Water Management Model, SWMM, was originally developed by the 
United States Environmental Protection Agency between 1968 and 1972 and is 
now on version 5 (Rossman et al., 2010). When it was first developed it could 
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perform single event simulations. It has since been extended to also carry out 
long term simulations as well as perform statistical analysis of the multiple year 
output of hydrographs and pollutographs (Rossman et al, 2010). SWMM5 can 
use Steady Flow Routing, KW Routing or the DW Routing to model the flow 
through the network making it a very flexible program. 
Steady Flow Routing is the simplest of these methods as no routing actually 
takes places as it assumes for each time step that the flow is uniform and 
steady thus it moves the inflow hydrograph to the outflow without any delay or 
alterations. However, it has a limited applicability, as it cannot model backwater 
effects, entrance losses, flow reversal, or pressurised flow. This makes it 
inaccurate and only appropriate for preliminary analysis for long term 
continuous simulations (Rossman, 2010). 
Smith (1980) discusses briefly how SWMM solves the KW. It is uses a finite 
difference scheme to solve th KW Equation and in the Continuity Equation 
weighting coefficients, are used in space and time. The flow and area are 
allowed to vary both spatially and temporary when using the KW for routing. 
This can cause the outflow hydrograph to be attenuated or delayed but it still 
cannot account for backwater effects, pressurised flow, exit or entrance losses 
or the reversal of flow. As it still cannot model these situations, it is less 
accurate than using the full SVE but it can maintain numerical stability when 
using time steps of between 5 and 25 minutes. In situations where the KW is 
appropriate it is an accurate and efficient routing method especially for long 
term simulations (Rossman, 2005). The maximum flow, which can be in the 
pipe is equal to the full capacity. Excess flow is either lost from the system or is 
allowed to pond on top of an inlet node which it will renter the system through. 
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Thus, SWMM5 can model low levels of flooding but may not produce an 
accurate simulation when high levels of flooding occur (Rossman, 2010).  
SWMM5 can perform Dynamic Wave Routing by using the Extended Transport 
(EXTRAN) block contained in the program. When SWMM5 is using the 
EXTRAN blocks it pass the flow from pipe to pipe simulating one pipe at a time. 
EXTRAN routes inflow hydrographs through the whole system. The system can 
be comprised of open channels or closed conduits. It calculates the time history 
of the flow and the heads in the entire network (Zaghloul and Abu Kiefa, 2001). 
As this is a fully dynamic model it can be used when flows, which are effected 
by backwater occur thus can be used in many different situations. This model 
produces accurate results and has been used many times in the literature e.g. 
(Barco et al., 2008; Freni et al., 2010). 
SIPSON 
SIPSON consists of both a hydrological and hydraulic component (Chen et al., 
2007). The hydrological component is called BEMUS and calculates the input 
hydrographs to each manhole using the rainfall-runoff. SIPSON is a coupled 
model, which can simulate both pipe and surface of a system in 1D 
simultaneously. It can also simulate only the pipe system independently using 
the SVE. It solves the continuity equation at each node, the conservation 
equations for nodes and each pipe end as well as the equations for flows 
through structures such as weirs (Makropoulos et al., 2008). It solves these 
equations by using a numerical algorithm based on the Modified Euler Method, 
the Preissmann four-point implicit finite difference method, the Friazinov 
algorithm and the conjugate gradient method. How these algorithms are used 
are discussed in detail in Djordjevic et al. (Djordjević et al., 2004).  
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InfoWorks 
InfoWorks is one of the most widely used commercial packages in the UK and 
has been used in many different research project (e.g. Artina et al. (2007) and 
Koudelak and West (2008)). It carries out hydrological modelling using a double 
linear reservoir (Lockie and Joseph, 2008). It uses the full SVE, which are 
solved using a four-point implicit numerical method, to simulate the sewer flow 
rate in each pipe and the water depth in each node in the system (Sumer et al., 
2007). The most important parameters which must be provided to carry out the 
simulation is the roughness and shape of the pipes (Schellart et al., 2010). It is 
able to simulate reverse flow, backwater effects, open channels, trunk sewers, 
complex pipe connections and structures (Koudelak and West, 2008).  
InfoWorks is able to simulate water quality, as it is able to model the movement 
of dissolved and solid fractions for a range of chemical such as ammonia and 
total phosphorus. However, it does not simulate any biological process as it 
does not investigate the interactions between different chemicals and the 
environment (Devesa et al., 2009). InfoWorks is also able to simulate the build 
up of sediment within the network. The use of the SVE to model the flow, e 
water quality and sediment build allows a highly detailed simulation to be 
carried out by InfoWorks but, especially for larger networks, this level of detail 
can cause high computation times. 
2.1.3 Conceptual Models 
Hydrological models are conceptual and are not governed by the SVE but still 
conserve mass (Achleitner et al., 2007). As they do not use the SVE, numerical 
schemes are not required causing a reduction in computational cost (Meirlaen 
and Vanrolleghem, 2000). The low computation time of conceptual models is 
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particularly importance when in addition to sewer simulation, the network is 
optimised or water quality modelling is being performed as these processes 
also have a high computational cost. This has been one of the main drivers 
behind their development. Conceptual models have better stability than 
hydraulic models (Motiee et al., 1997). Conceptual models often have a lower 
accuracy than those using the SVE partly caused by their common inability to 
model backwater or pressure effects as it can cause models to overestimate 
peak flow rates (Vanrolleghem et al., 2009). Hydrological models are normally 
based the on Storage Equation, (2.12), which relates the change of the in and 
out flow rates over time. 
𝑑𝑉
𝑑𝑡
= 𝑄𝑖 − 𝑄𝑜 
(2.12) 
𝑄𝑖=Inflow [m
3/s] 𝑄𝑜 = Outflow [m
3/s] 
V = Volume [m3]  
This simple approach causes conceptual models to generally be faster than 
those using the full SVE (Motiee et al., 1997). Results from simplified models 
often also have a lower uncertainty as fewer parameters are required than for 
hydraulic models (Freni et al., 2008). There are many causes of uncertainty 
(Butts et al. 2004):  
1. Model Parameters 
2. Input Data 
3. Calibration Data 
4. Model Structure 
All types of uncertainty need to be investigated to understand the cause to allow 
it to be minimised. To reduce the loss in accuracy the parameters used in the 
models are calibrated. This is usually done using physical data, which can be 
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difficult and expensive to obtain (Vanrolleghem et al., 1999). Conceptual models 
can also be calibrated using data obtained from simulations which solve the full 
SVE (Meirlaen et al., 2000), which eliminates the problem of data collection 
from catchments. This has been successfully done in a number of projects (e.g. 
Freni at al. (2008), Solvi et al. (2005) and Meirlaen et al. (2000) showing that it 
is a viable alternative to real data. Hydrological models can be split into 3 main 
categorises: 
1. Muskingum Method (MM) (McCarthy,1938 cited by Singh and McCann, 
1980) 
2. Reservoir Models  
3. Lagrange Models.  
 (1) The Muskingum Method 
The MM is used in a number of models and is described many times in the 
literature. Akan and Houghtalen (2003) provide a good description of how it is 
derived. This model is popular for many reasons including flexibility of the 
calibration and knowledge of the shape and dimensions of the reach not being 
required (Chatila, 2003). It can be used to simulate both sewer networks and 
open-channels. It depends on the length and uniformity on the channel or pipe 
being simulated, and assumes a linear relationship between the volume of 
water stored and the upstream and downstream flow rates, (2.13).  
𝑉 = 𝐾[𝑋𝑄𝑖 + (1 − 𝑋)𝑄𝑜]                                 (2.13) 
K = Travel Time Constant [-] X = Weighting Factor, 0 < X< 1[-] 
Both K and X are not based on anything physical., which is a drawback of this 
method. The ability of the MM to model the flow depends on how accurately 
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these parameters are estimated (Singh and McCann, 1980). From equation 
(2.13) the Muskingum Method is derived which is (2.14). 
𝑄𝑜2 = 𝐶0𝑄𝑖2 + 𝐶1𝑄𝑖1 + 𝐶2𝑄𝑜1 𝑎𝑛𝑑    1 = 𝐶0 + 𝐶1 + 𝐶2 𝑤ℎ𝑒𝑟𝑒 (2.14) 
𝐶0 =
(∆𝑡 𝐾⁄ ) − 2𝑋
2(1 − 𝑋) + (∆𝑡 𝐾⁄ )
, 𝐶1 =
(∆𝑡 𝐾⁄ ) + 2𝑋
2(1 − 𝑋) + (∆𝑡 𝐾⁄ )
 , 𝐶2 =
2(1 − 𝑋) − (∆𝑡 𝐾⁄ )
2(1 − 𝑋) + (∆𝑡 𝐾⁄ )
 
Cunge (1969 cited in Akan and Houghtalen, 2003) developed the MMs further 
so that K, (2.15), and X, (2.16), have physical meaning.  
𝐾 =
∆𝑥
𝑐
,                                             
(2.15) 
𝑋 =
1
2
(1 −
𝑄
𝐵𝑆0𝑐∆𝑥
).                                   
(2.16) 
c = Celerity [m/s] ∆𝑥  = Horizontal Distance [m] 
Much research has been done in improving the Muskingum-Cunge Method over 
many years. However, it still has lower accuracy than using the SVE.  
The Muskingum-Cunge Method does not fully conserve mass and it has been 
shown the loss can be as high as between 8 and 20% of slopes of the order of 
20-4 (Tang et al., 1999). The cause of the loss of mass is attributed to the use of 
the time variant parameters as they contradict the implicit assumption in the MM 
that the time parameters are constant (Todini, 2007). It has also been 
highlighted that the parameters used in the Muskingum-Cunge Method are 
inconsistent with the basic equations in the MM(Todini, 2007). Todini (2007) 
derived new coefficients to be used with the MM, (2.14): 
𝐶1 =
−2[𝐾𝑋]𝑡+∆𝑡 + ∆𝑡
2[𝐾(1 − 𝑋)]𝑡+∆𝑡 + ∆𝑡
, 𝐶2 =
2[𝐾𝑋]𝑡 + ∆𝑡
2[𝐾(1 − 𝑋)]𝑡+∆𝑡 + ∆𝑡
  , 𝐶3 =
2[𝐾(1 − 𝑋)]𝑡 − ∆𝑡
2[𝐾(1 − 𝑋)]𝑡+∆𝑡 + ∆𝑡
 
A new expression for K, (2.17), is obtained to deal with the inconsistency in MM. 
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𝐾 =
∆𝑥
𝑣
    
(2.17) 
As Muskingum-Todini-Cunge is consistent with the MM and conserves mass it 
appears to be preferred to the MCM. However, this new method is more 
complex than either the MM or the MCM, which will make it more 
computationally expensive. 
(2)  Reservoir Models 
Many of the conceptual models currently available can be clasified as either 
Linear or Multi-Linear Reservoir Models. Linear Reservoir Models combined 
with the Continuity Equation produce a system of equations which can be 
solved analytically (Vaes et al., 2000). As numerical methods are not required 
they are faster and more stable than those using the SVE. As not all networks 
behave in a linear manner Multi-Linear Reservoir models have been developed 
(Vaes et al., 2000). Multi-Linear Reservoir models allow all possible 
relationships between storage and outflows to be modelled. Reservoir models 
looked at in this review are: 
 Remuli (Vaes 1996, 1997) 
 KOSIM (IWTH, 2000) 
 Cosmos (Paolo S. Calabrò, 2001) 
This is a selection of the reservoir models which exist. These have been 
selected as they have been documented a number of times in the literature and 
have been shown to be able to simulate sewer flow. 
Remuli 
Remuli is a reservoir model, which was developed at the University of Leuven. It 
simulates both the rainfall-runoff and the sewer flow. It is able to model up to 20 
reservoirs in one simulation, which can be connected in series or parallel. The 
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results produced using Remuli were of a high quality and were produced in a 
short computation time. This shows the ability of linear reservoir models to 
simulate flow. However, their applicability is limited as they are unable to model 
back water flows. 
KOSIM 
KOSIM is able to model the run-off and flow movement in the sewer system. To 
do this it uses the Nash-Cascade and transportation time (Paulsen 1986 and 
IWTH 1995 cited in Meirlaen et al., 2000). Most conceptual models use the 
Nash-Cascade technique to model the flow (Vanrolleghem et al., 2009). It 
requires two parameters, the number of reservoirs and the retention constant. 
Vanrolleghem et al. (2009) describes the KOSIM model in some detail. It 
replaces the Continuity and Momentum Equation of the SVE with a mass 
balance and linear flow volume relationship respectively. Vanrolleghem et al. 
(2009) also says that backwater and pressurised flow cannot be modelled using 
this method as only the flow is calculated and the water level at the outflow is 
not known.  
Since it was originally developed KOSIM has been combined with WEST giving 
KOSIM-WEST (Meirlaen et al., 2000; Solvi et al., 2005). KOSIM-WEST allows 
the whole system to be modelled in one package. KOSIM was also developed 
further so that, unlike most conceptual models, it can simulate reverse flow. It is 
modelled using a combiner-splitter combination. The combiner sums the water 
from the downstream reverse flow to the upstream flow, while the splitter sends 
any excess flow according to a maximum flow to the upstream combiner (Solvi 
et al., 2005).  
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 To verify KOSIM-WEST it was compared to KOSIM. This showed that the 
KOSIM-WEST was capable of modelling sewer flow. It was also found that 
KOSIM was faster than KOSIM-WEST due to the use of an adaptive time step 
(Solvi, 2007). KOSIM-WEST shows that conceptual models can be capable of 
modelling reverse flow. With further developments in this area this drawback of 
conceptual models could be eliminated. KOSIM-WEST however has a 
significantly higher computational cost than KOSIM thus; it does not have the 
high efficiency desired. 
Cosmoss 
Calabrò (2001) introduced the simulation package Cosmoss, which simulates 
suspended solids discharge during storm events. It is conceptual and can 
model the water quality, the rainfall-runoff, and the flow through the network. 
Calabrò explains that the package can be split into four parts: 
 Calculation of Hydrological losses 
 Rainfall-Runoff transformation 
 Flow movement 
 During dry weather the build up of solids is calculated and their wash off 
during storm events. 
The quality model is explained in the work by Calabrò (2001) but is considered 
to be out with the scope of this review. Cosmoss is able to basically simulate 
the flow and the water quality. It is fast and relatively simple but as it does not 
simulated the flow in detail or include backwater flow it has lower accuracy than 
hydraulic models. 
(3) Lagrangian Models 
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Lagrangian models are less common than Reservoir models or MM. Models are 
Lagrangian if they track the movement of one or a small group of particles 
through a system as opposed to Euclidian models, which transform the area to 
be modelled into a grid. Equations are then solved on each part of the grid 
(Harrison, 1999). Two Lagrangian type models will be looked at here. The first 
is Smoothed Particle Hydrodynamics (SPH) (Burger and Rauch,2011) and the 
second is FastNett (Fullerton, 2004).  
SPH 
Most conceptual models that have been developed are analytical, but the 
numerical method called SPH was shown to be able to simulate pipe flow by 
Burger and Rauch (2011). SPH simulates the transition of particles from one 
location to another representing the flow. The particles are taken to be small 
spheres with a mass, which are free to move as it is a grid free Lagrangian 
scheme. Burger and Rauch (2011) used SPH to model pipe flow. They believed 
this method to be a good alternative to traditional approaches as: 
 It is three dimensional, but can be reduced to two dimensions, 
 can model pressurised flow and 
 can be used to model multi-phase flow and solid transport. 
These advantages are very important as it means SPH is able to simulate the 
flow in more dimensions than the SVE and include pressure. The biggest 
disadvantage of this model is that it has a very high computational costs, which 
means it is currently unknown if it is feasible to model a real network (Burger 
and Rauch, 2011). The details of the calculation can be found in Burger and 
Rauch (2011). 
FastNett 
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Thomas (2000 cited Fullerton, 2004) developed a model for optimal pollution 
control which used “slugs” to represent the flow. The model used discrete time 
steps and the pipes were divided into equal sections. The sections were small 
enough to ensure that the “slugs” moved at least one section every time step. 
When the sewer reached capacity, the excess “slugs” would overflow into an 
adjacent river. It could not simulate diverging flows, backwater, reverse flow, 
flooding or surcharge effects.  
Fullerton (2004) developed the model produced by Thomas further into the 
Packet Approach and the program FastNett. In the Packet Approach the slugs 
were renamed packets and a number of the limitations of Thomas’ method were 
overcome. It was developed to allow it to deal with flooding and diverging pipes. 
Fullerton discussed two main ways for dealing with diverging flows. The first 
way suggested was to allow the flow to split in proportion to the pipe diameter. 
The second main way was to allow the model to determine the pipe with the 
largest diameter and then only permit flow to enter that pipe. Latter option was 
chosen for simplicity although acknowledged that this contributed to making the 
model unrealistic. The other main improvement, which Fullerton proposed was 
to allow the model to deal with low level flooding. The floodwater would remain 
at the manhole it occurs at. Then when there was sufficient capacity in the 
system the packets would return to the system through the same manhole by 
which they left.  
Fullerton showed that FastNett was a fast model that could deal with low level 
flooding but was only sufficiently accurate when the sewer system was steep. 
An advantage of FastNett is that is that it is a simple model and easy to 
understand even with little knowledge of hydraulics.  
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2.2 Cellular Automata 
John Von Neumann and Stanislaw Ulam originally introduced CA in the early 
1950s. CA models were originally designed to model biological systems which 
were self-replicating (Von Neumann, 1966). CA have been used in many 
different fields due to their power as modelling tools. CA has been shown to be 
able to simulate may other process and events. It has been used, for example, 
to model occupant evacuation in fires (Yang et al., 2002), lava flows (Miyamoto 
and Sasaki, 1997) and inundation flooding (Dottori and Todini, 2010, 2011). 
One of the reasons that CA are a powerful modelling tool is that, despite their 
simplicity, they can produce patterns over both space and time of unlimited 
complexity (Wolfram, 1984 and White, 1998). This allows CA to model complex 
systems quickly and simply (Alonso-Sanz and Martin,(2003). CA represents in 
the region being simulated using a grid of cells. It simulates a process by using 
simple rules to describe the interactions between the cells instead of using the 
traditional complex equations. 
This literature review will begin by looking at the basic theory and background of 
CA to obtain a fuller appreciation of what CA is. It will then go on to look at 
some of the key aspects such as the neighbourhoods and rules. In the final 
section, some current applications of CA in hydrology and sewer modelling will 
be looked at. 
2.2.1 Basic Definitions 
CA are used to model complex dynamical systems that are comprised of 
multiple identical components, which interact locally with one another. 
Traditional CA are composed of a regular lattice comprised of numerous cells. 
Each cell is capable of having one state out of a finite number of states (Sarkar, 
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2000). Each possible state describes a different condition that a cell can be in. 
The values of all the possible states are normally discrete numbers and fall 
between zero and a maximum integer. At each time step a set of transition rules 
are applied to all the cells, and their states are updated according to the rules 
and current state of the cell and those neighbouring it (Sarkar, 2000). The rules 
are the same for every cell at every time step. The states of the cells are 
updated in parallel across the lattice which means all of the cells are updated at 
the same time. Due to this CA models are taken to be discrete dynamical 
systems. Models which are based on CA use a lattice of cells, transition rules, 
neighbourhoods and boundary conditions to carry out the simulation (Parsons 
and Fonstad, 2007).  
 Traditional CA models have five basic principles that must be up held. These 
principles have been discussed a number of times in the literature (e.g. Guo, 
2007). These are: 
 Simplicity  
 Localism  
 Homogeneity  
 Stationary  
 Determination 
Simplicity refers to the CA model being simple in comparison to the process 1 
being simulated. As only neighbouring cells affect one another localism is 2 
considered to be a principle. As the transition rules do not change throughout 3 
the simulation and lattice, in traditional CA, they are considered to be 4 
homogenous and stationary. The final principle, Determination, comes from the 5 
modelling process being deterministic. The results of an initial setup always 6 
produce the same final configuration as long as nothing is changed.  7 
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The principles behind CA are relatively simple but can restrict the application of 1 
CA in the real world. The more these principles are upheld within a model the 2 
closer it is to true CA. The closer a model is to CA the higher the accuracy and 3 
lower the computation time. Many real world models only uphold some of these 4 
principles to allow the models to be realistic. 5 
2.2.2 Lattice and Neighbourhoods 6 
Traditionally the lattice or grid is made up of regular shaped cells with at least 7 
three sides and infinite in size. There is no limit on the number of possible 8 
dimensions (D’Alotto, 2011) but normally one or two are used.Irregular lattices 9 
are comprised of cells of different shape to better represent real world 10 
applications. Irregular lattices have been used in CA models that are applied in 11 
real world situations For example, a land use model developed by Stevens and 12 
Dragićević (2007) and the spread of fire in urban areas by Zhao (2011). 13 
Theoretically infinite lattices should be used, but it is often more convenient to 14 
use a finite lattice. The use of infinite lattices requires a large amount of 15 
computational power and incurs a high computational cost (Worsch, 1999). It 16 
can also be more realistic in real world applications to use finite lattices.  17 
Cell χ, in Figure 2.2, is the one whose state is to be determined, what state it 18 
takes depends on its neighbours. What cells are classified as the neighbours of 19 
χ depends on the neighbourhood being used. In 2D CA two of the most 20 
commonly used neighbourhoods are the Von Neumann Neighbourhood and the 21 
Moore Neighbourhood (Kari, 2005) which are shown in Figure 2.1. In the Von 22 
Neumann Neighbourhood the neighbours are the cells, which lye on the 23 
cardinal position to the central cell. In the Moore Neighbourhood the neighbours 24 
are the cells at the cardinal and inter-cardinal positions. 25 
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1 
Figure 2. 1: Von Neumann and Moore Neighbourhood Schematic 2 
 3 
The most commonly used form of CA in theoretical studies is Elementary CA. 4 
These CA are 1D, have two possible states, and 3-cell neighbourhoods. In this 5 
neighbourhood Cell χ lies between two cells, as shown in Figure 2.3.  6 
 7 
Figure 2. 2: Radial Neighbourhood Schematic 8 
However, 1D CA can have larger neighbourhoods (Ganguly et al., 2003). 9 
Neighbourhoods for 1D CA are normally described using their radius, r, which is 10 
the numbers of cells on either side of cell that affect the simulation, (2.18). 11 
 12 
{-r,-(1-r),…,-1,0,1,…,r-1,r} (2.18) 
The correct neighbourhood must be chosen to ensure the CA can simulate the 13 
physical situation. The neighbourhood is chosen to ensure information can 14 
move between enough cells to carry out the simulation to allow the process to 15 
be simulated correctly. For example, in sewer models all the manholes, which 16 
pass flow to the manhole and all that receive flow from the manhole much be 17 
included within the neighbourhood. 18 
Central Cell 
Neighbourhood Cell 
χ 
Central Cell 
Neighbourhood 
Cell 
Von Neumann 
Neighbourhood 
χ χ 
Moore Neighbourhood 
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2.2.3  Transition Rules 1 
The transition rules are used to determine the state of the cells and through 2 
applying them, the simulation takes place. There are both local and global 3 
transition rules. The local rules change the states within the neighbourhood. 4 
The global transition rule changes the entire lattice.  5 
A major step in developing a CA model is creating the rules. They must be able 6 
to realistically describe how the lattice changes over time as well as simple 7 
enough to permit low computation times. 8 
2.2.4 Cellular Automata Models 9 
Many CA models have been developed to perform simulations in different fields. 10 
Some have been used to directly simulate a process or event others have been 11 
developed for theoretical use and are applied more generally. Probably the 12 
most famous CA developed is Conway’s Game of Life. 13 
The Game of Life is a 2D semi-totalistic CA (Albert and Culik II, 1987) which 14 
was originally created by Conway and published by Garderner (1970). This 15 
model is discussed in many places in the literature including Wolfram (1983), 16 
Skarlar (2000) and Albert and Culik, (1987). A cell is alive if it has a state of 1 17 
and dead if it has the state of 0. The cells then die and become alive depending 18 
on their neighbours. The Game of Life has been used to show many common 19 
properties related to CA such as universality, and has also been used to study 20 
artificial life (Langton, 1986) as well as to create music (Miranda, 2003).  21 
CA has been used in a number of real world models in the field of hydrology 22 
and as well in limited elements of sewer flow modelling. The models, which will 23 
be discussed in the section are the CA Approach (Dottori and Todini, 2011, 24 
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2010), CA2D (Ghimire et al., 2011) and CASiNO (Guo, 2007). These models 1 
will now be looked at briefly. 2 
Cellular Automata Approach 3 
The CA Approach (CAA) developed by Dottori and Todini (2010, 2011) has 4 
been shown to be capable of modelling 1D flow, although it is a 2D model. 5 
When 2D surface flow is modelled using this method the computational scheme 6 
is equivalent to the finite volume method as each cell represents a volume of 7 
fluid and to this volume a form of the SVE is then applied (Dottori and Todini, 8 
2011).  9 
The domain being modelled is schematized using a regular grid comprising of 10 
regular or variable cells. The flux passes through the face in which the cells 11 
connect. The flux may be solved independently for each link as every 12 
component is decoupled from the others. To avoid more water flowing out of a 13 
cell than the volume stored within and inflows to the cells from neighbouring 14 
ones a control on volumes every time step is used. A form of the SVE is used to 15 
determine the flux between the cells. Initially the DW was used to determine the 16 
flux but more recently the IF (Bates et al., 2010) has been incorporated to 17 
improve the stability as well as the computation time (Dottori and Todini, 2011).  18 
CA2D  19 
To obtain a model, which is exceptionally quicker than the surface models 20 
previously developed, another approach not based on the SVE is needed as it 21 
would significantly simpler allowing shorter computation times to be obtained.  22 
One such model is the CA2D model developed by Ghimire et al. (2011). In this 23 
CA model the flow between cells is determined using the water level in the cell 24 
being simulated and those which are part of the Von Neumann Neighbourhood 25 
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of the cell. The cells within the neighbourhood are ranked in order of their water 1 
levels with the lowest having a rank of 1 and the highest a rank of 5. The 2 
differences in water level between cells of neighbouring rank are found. Each 3 
layer below the depth of the central cell is then filled.  This brings the cells with 4 
a lower water level up to the level of the central cell. It is also lower than the 5 
cells with a higher water level. Then the transition rule is then applied to update 6 
the volume in all the cells.  7 
 CASiNO 8 
Guo (2007) developed CA for Sewers in Network Optimisation (CASiNO). 9 
CASiNO was developed as Gou considered the greatest limit of sewer 10 
optimisation is the high computational cost that is involved with it. The solution 11 
proposed was to develop a quicker sewer simulator, which was loosely based 12 
on the principles of CA. CASiNO uses CA to model and optimise a sewer 13 
network. In CASiNO, one cell represents a manhole and its downstream 14 
conduit. Gou (2007) also explains two variables are set to represent the state of 15 
each cell. The first of these is the diameter of the pipe and its associated range 16 
dependent on the pipe size options available, as this is the parameter being 17 
optimised by the model. The second variable reflects the hydraulic situation at 18 
the manhole based on the maximum flood volume and the maximum water 19 
depth at the manhole during the simulation. It optimises by selecting the best 20 
pipe diameter out of those available. The best will be the size that provides the 21 
minimal amount of flooding but still has a low cost. 22 
 CASiNO splits the manhole into 3 zones., which correspond to the water level 23 
in the manhole; 24 
(1) chamber of the manhole, 25 
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(2) shaft of the manhole and 1 
(3) above ground 2 
 CASiNO aims to have the water level in the middle zone, the shaft of the 3 
manhole, as it is considered to be the best comprise between minimising 4 
flooding and the cost of constructing the network. The transition rules determine 5 
if the pipe size remains the same, increases or decreases to ensure the flooding 6 
remains within the shaft and at minimal cost. CASiNO uses in 28 different 7 
transition rules to carry out the optimisation and simulations. The design 8 
constraints are embed into the transition rules, which are all checked prior to a 9 
pipe sizing being altered and ensures that all design restriction are met. 10 
CASiNO is terminated if either a predefined maximum number of time steps is 11 
reached or periodic behaviour of CASiNO is detected.  12 
A restriction of CASiNO is that it is only able to simulate simplified networks and 13 
can only optimise one parameter, which is the pipe diameter causing the 14 
gradient of the pipes to be fixed (Afshar et al., 2011). Afshar et al. (2011) 15 
propsed a CA model, which used both pipe diameter and gradient for 16 
optimisation.  17 
The model propsed by Afshar et al. (2011) uses both the pipe diameter and 18 
gradient in optimisation. It is assumed that the flow is occuring at the maxiumum 19 
allowbale relativate depth. This means the the manhole elevations of the 20 
network can be used and the pipes are connected at a node at the top. The 21 
nodes are the cells in the lattice and the neighbourhood is taken as the 22 
connected pipes. The elevations are taken at the state of the cells. The 23 
transition rules, which is used to update the CA state is derived from the height 24 
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of each node to minimises the local objective function. This means that the state 1 
is used as the decision variable in the optimisation process. 2 
2.3 Statistical Measures  3 
Hydrological rainfall-runoff or hydraulic models of sewers are used to produce 4 
hydrographs, which represent flow through the system of interest. The simplest 5 
method used to assess the simulated hydrographs is through visual comparison 6 
with the observed hydrograph.  However, this method has disadvantages as 7 
described by Ehret and Zehe (2011) . Visual examination is subjective, and 8 
unlikely to produce reproducible result, especially if examined by different 9 
analysts. This method is only suitable for a quick assessment and more 10 
sophisticated techniques are required to fully determine agreement between 11 
different models. 12 
Statistical analysis techniques can be used to compare hydrographs in an 13 
objective and consistent manner, and provide quantitative measures as results. 14 
These measures can also be used as objective functions in the calibration 15 
process. They can be used in the calibration process as they determine the 16 
goodness-of-fit of the results by comparing the observed and simulated results. 17 
The simulation parameters can then be altered and the simulation rerun. The 18 
objective function is replied to determine if the goodness-of-fit has improved. 19 
This process then continues until the calibration process is complete.  Examples 20 
of statistical techniques include Regression and Error Index methods.  21 
There are a variety of opinions in the literature on which techniques are the 22 
most suitable e.g. Willnot(1982) and Moriasi et al., (2007). However, the general 23 
consensus is that no one statistical model should be used to determine the  24 
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presence of agreement between models, and instead a selection of measures 1 
should be used (Moriasi et al., 2007).  2 
Error indices and regression techniques are both examples of statistical 3 
measures. Error Indices will be described in Section 2.3.1 and Regression 4 
techniques in Section 2.3.2. The third type of measure looked at is the Bias in 5 
Section 2.3.3. An application which has been developed to aid statistical testing 6 
will be presented in Section 2.3.4. 7 
2.3.1 Error Indices 8 
Error Indices are used to determine the error between sets of results. Typically, 9 
one set will be the simulated results from the model(s) of interest, and the other 10 
will be either observed data or results from a validated and verified model which 11 
serves as a benchmark. Many metrics are derived from either (2.19) or (2.24) 12 
(Van der Molen and Pintér, 1993) by substituting different numbers for b and τ. 13 
As τ increase the metrics sensitivity to large difference in the data sets becomes 14 
greater (Biondi et al., 2011).   15 
Two of the most commonly derived are the Mean Square Error (MSE), (2.21) 16 
and the Root Mean Square Error (RMSE), (2.22). These have been applied in 17 
𝐹 = [
∑ (𝑃𝑖 − 𝑂𝑖)
𝜏𝑁𝐷𝑆
𝑖=1
𝑁
]
1 𝜅⁄
 
𝜅 ≥ 1, 𝜏 ≥ 1  (2.19) 
𝐹 = [
1
𝑁
|
∑ (𝑃𝑖 − 𝑂𝑖)
𝜏𝑁𝐷𝑆
𝑖=1
𝑂
|]
1 𝜅⁄
 
𝑂 ≠ 0, 𝜅 ≥ 1, 𝜏 ≥ 1 (2.20) 
F = Performance Metric [-] P = Predicted Results [-]  
𝜏 = Constant Parameter [-] 
𝑁𝐷𝑆= Number of values in a data set [-] 
O = Observed Results [-] 
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many fields including hydrology to compare results and determine the reliability 1 
of new models (e.g. Markus et al. (2010) and  Hailemariam et al. (2013)).  2 
The MSE is a special case of the average error (Willmott et al., 1985) and is 3 
dependent on both the sum of the squared measures and the number of 4 
members in the sets. The units in the MSE error are squared, whereas in the 5 
RMSE error they are not. The RMSE value is typically lower than the MSE 6 
(Willmott and Matsuura, 2005).  7 
The normalised version of the metrics has also been developed. Normalised 8 
metrics have the advantage that the values are bound and they are less 9 
vulnerable to extreme values. One, which has been developed, is the 10 
Normalised Root Mean Square Error (NRMSE). More than one version of this 11 
measure exists. One version, (2.23), was discussed by Chan and Cannon 12 
(1999) in the form of (2.24). 13 
𝑁𝑅𝑀𝑆𝐸 =
𝑅𝑀𝑆𝐸
𝑚𝑎𝑥(𝑂) − 𝑚𝑖𝑛(𝑂)
 
(2.23) 
𝑁𝑅𝑀𝑆𝐸 = √
∑ (𝑃𝑖 − 𝑂𝑖)2
𝑁𝐷𝑆
𝑖=1
∑ (𝑂𝑖 − ?̅?)2
𝑁𝐷𝑆
𝑖=1
 
(2.24) 
2.3.2 Regression 14 
Regression can be used to investigate the relationship between different 15 
variables. Regression has been used in many fields such as Economics, 16 
Biology and Engineering (Montgomery et al., 2007) as well as many times in 17 
𝑀𝑆𝐸 =
∑ (𝑃𝑖 − 𝑂𝑖)
2𝑁𝐷𝑆
𝑖=1
𝑁𝐷𝑆
 
(2.21) 
𝑅𝑀𝑆𝐸 = √𝑀𝑆𝐸 (2.22) 
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Hydrology to compare different models as well to determine how different 1 
variables effect the models.  A selection of regression techniques which have 2 
been applied in hydrology are: 3 
(1) Linear Regression 4 
(2) Correlation 5 
(3) Nash-Sutcliffe efficiency (NSE) 6 
(4) Index of Agreement (IoA) 7 
This is only a selection of the Regression techniques developed. They have 8 
been chosen for further investigation due to their regular application in 9 
Hydrology. These techniques will be looked at in some detail in the subsequent 10 
sections.  11 
(1) Linear Regression 12 
Linear Regression (2.25) has been used for many years to statistically analyse 13 
hydrologic models due to their simplicity (Maidment and others, 1992). Different 14 
sets of results can be plotted against one another and then the line of best fit 15 
can be added (2.25).  How similar the two sets of results are can then be 16 
determined from this line by looking at its y-intercept and gradient (Moriasi et 17 
al., 2007). The gradient shows the relationship between the sets of results.  18 
Φ𝑖 = 𝑚 + Υ𝑢𝑖 + 𝜖𝑖                                i=1,2,…,N (2.25) 
Φ = Response Variable [-] m=Slope [-] 
𝑢 = Explanatory Variable [-] 𝜖=Random Error [-] 
Υ=y-intercept [-]  
The y-intercept shows any lag occurring between the two sets of results. The 19 
gradient of the line of best fit describes the relationship between the two 20 
variables. This makes Linear Regression easy to determine as both the 21 
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intercept and the gradient are easy to calculate. Although Linear Regression 1 
describes the behaviour of two data sets in relation to one another, it does not 2 
highlight if over or under estimation is occurring. 3 
(2) Correlation 4 
Correlation is a measure of how related two variables are, but not whether they 5 
depend on each other. Two variables can have a high Correlation if they both 6 
depend on a third variable. The formula, (2.26), for measuring Correlation was 7 
developed by Pearson in 1895. It is dimensionless and invariant to linear 8 
transformations of either variable (Rodgers and Nicewander, 1988).  9 
𝐶𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛 =
∑ (𝑂𝑖 − ?̅?)(𝑃 − ?̅?)
𝑁𝐷𝑆
𝑖=1
√∑ (𝑂𝑖 − ?̅?)2(𝑃𝑖 − ?̅?)2
𝑁𝐷𝑆
𝑖=1
 
(2.26) 
 
In the numerator of (2.30) both sets of data are centred by subtracting the mean 10 
and summing the product of pairs from both set of results. The value produced 11 
lies between -1 and 1. If the value of r is 0 then there is no correlation between 12 
the two data sets. A result of 1 signifies a perfect positive correlation, and -1 13 
represents a perfect negative correlation (Wang et al., 2009). Despite the 14 
popularity of this method disadvantages have been highlighted a number of 15 
times e.g. Willmott (1982). The main disadvantage is that r can be found which 16 
is close to 1 even when there is little association between the results. 17 
(3) Nash-Sutcliffe Efficiency 18 
The NSE, (2.27), is a goodness of fit index introduced by Nash and Sutcliffe (1 19 
970). It is a normalised version of the RMSE (Ehret and Zehe, 2011). If the 20 
value is negative the results are considered to be poor while if NSE is greater 21 
than 0 they are considered to be good (Moriasi et al., 2007). However, Beran 22 
(1999) argued that a model should not be considered satisfactory unless NSE is 23 
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at least in the mid 0.9s, however a wide range of values have been considered 1 
good especially when the NSE is being used in conjunction with other statistical 2 
measures. For example, Moriasi et al. (2007) suggested that values of 0.5 and 3 
are above are acceptable if the NSE is being used in conjunction with the 4 
Percentage Bias and the ration of the RMSE and standard deviation of the 5 
measured data. Some authors have suggested that a NSE value above 0.75 6 
represent a good models, and those between 0.36 and 0.75 are acceptable 7 
(Motovilov et al., 1999). This supports the recommendation that multiple 8 
techniques should be used. The threshold for an acceptable model varies and it 9 
is normally by the modeller through experience and using the required level of 10 
performance (Perrin et al., 2003).  11 
𝑁𝑆𝐸 = 1 − [
∑ (𝑂𝑖 − 𝑃𝑖 )
2𝑁𝐷𝑆
𝑖=1
∑ (𝑂𝑖 − ?̅?)
2𝑁𝐷𝑆
𝑖=1
] = 1 −
𝜎𝑒
2
𝜎𝑜2
 
(2.27) 
σe =variance of the error σo =variance of the observations 
The numerator in (2.29) can be taken as the residual variance of a regression 12 
analysis (Servat and Dezetter, 1991) and can be referred to as the Index of 13 
Disagreement (Motovilov et al., 1999). The denominator is the variance of the 14 
observed series. A drawback  of the NSE also highlighted by (McCuen et al., 15 
2006) is that high values may be found even when the results are poor. This 16 
can be caused by it failing to detect small systematic errors which accumulate 17 
into much larger errors.  18 
(4)  Index of Agreement 19 
Both NSE and Linear Regression have been found to be insensitive at times. To 20 
overcome this Willmott (1981 cited Moriasi et al., 2007) developed the Index of 21 
Agreement (2.28).  22 
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𝐼𝑜𝐴 = 1 − [
∑ (𝑃𝑖 − 𝑂𝑖)
2𝑁𝐷𝑆
𝑖=1
∑ (|𝑃𝑖 − ?̅?| + |𝑂𝑖 − ?̅?|)2
𝑁𝐷𝑆
𝑖=1
] 
(2.28) 
The IoA is an example of a special case of the relative average error (Willmott 1 
et al., 1985). When perfect agreement occurs the index gives a value of 1 and 2 
when no agreement occurs it gives 0. The IoA is a relative and bounded 3 
(Willmott, 1982). Legates and McCabe (1999 cited by (Moriasi et al., 2007) 4 
highlight however that IoA is overly sensitive to extreme values. This is caused 5 
by the squared differences as squared values tend to infinity as they get larger. 6 
2.3.3 Bias 7 
The Bias is the amount that a predicted hydrograph is shifted from the observed 8 
hydrograph (Hall, 2001). The Percentage Bias (PBIAS) is used to determine the 9 
percentage shift, which is calculated using equation (2.29). If the flow simulation 10 
is unbiased then it is equal to zero, which is the best outcome. If the flow rate is 11 
being overestimate a positive PBIAS is calculated. If the PBIAS is negative the 12 
results are underestimated (Gupta et al., 1999).  13 
𝑃𝐵𝐼𝐴𝑆 = 100 (
∑ (𝑂𝑖 − 𝑃𝑖)
𝑁𝐷𝑆
𝑖=1
∑ 𝑂𝑖
𝑁𝐷𝑆
𝑖=1
) 
(2.29) 
The PBIAS is recommend by Moriasi (2007) for a number of reasons. It is 14 
determined similarly to the percent deviation of stream flow volume (Dv) which is 15 
recommend by (Loehle, 1993 cited by Moriasi, 2007). Dv is often used to 16 
quantify water balance errors and it can be extended to load errors. The final 17 
reason which is given is that it can indicate poor results easily (Gupta et al., 18 
1999) in comparison to other statistical models.  19 
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2.3.4 Applications for Statistical Testing  1 
It is widely recommended that a number of techniques should be used to 2 
analysis  results as there is no single metric which can measure every aspect of 3 
what passes for a good model e.g. closeness of peaks, magnitude of peak flow 4 
and similarity of the flow rate. This process can be time consuming and 5 
complex. To simplify it, applications have been developed to carry out the 6 
testing on larger data sets using many different techniques. HydroTest (Dawson 7 
et al., 2007; 2010) is a web based toolbox which compares observed and 8 
predicted datasets using many different statistical measures. The aims of the 9 
website was to provide users with (Dawson et al., 2007): 10 
1. Research Support 11 
2. Fast and Efficient service 12 
3. Method for the accreditation of computed results 13 
4. Evaluation tools built on community involvement and testing 14 
5. Metadata rule base that highlights and standardise implementation 15 
issues 16 
6. International warehouse of popular and seldom used mathematical 17 
algorithms 18 
7. International forum for discussion  19 
The metrics it uses are described in detail in Dawson et al.(2007, 2010) and a 20 
number have already been discussed in this review. One of the measures it 21 
uses is the Percent Error in the Peak (PEP), see equation (2.30). The value 22 
calculated for PEP can be either negative or positive and has no bounds. The 23 
closer the value is to zero the better the results are with zero indicating a perfect 24 
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model. This measure only takes into consideration the peak value so does not 1 
indicate agreement between the two models being compared.  2 
𝑃𝐸𝑃 =
(𝑚𝑎𝑥(𝑃𝑖) − 𝑚𝑎𝑥𝑂𝑖)
𝑚𝑎𝑥(𝑃𝑖)
× 100 
(2.30) 
HydroTest has been developed to simplify and speed up the process of 3 
analysing data. The applications however, can be relatively complicated. A 4 
good knowledge of the individual measures is still required to ensure the correct 5 
one is selected . As they often offer a large range of different measures. 6 
2.4 Chapter Summary  7 
In this chapter, three literature reviews have been presented. All three reviews 8 
have been carried out to aid in the development of the new CA models.  9 
The first review looked initially at simple equations, which have been developed 10 
over the last 200 years to determine different characteristics of the flow. Most 11 
equations developed either calculate the friction factor or the flow rate. The 12 
review then moved to look at tradition methods of sewer simulation. From this 13 
the advantages of the traditional methods, such as the high level of accuracy, 14 
where highlighted along with the disadvantages. The main disadvantage is the 15 
level computational complexity in solving the SVE and the resulting costs. It is 16 
due to these disadvantages that alternative methods of sewer modelling have 17 
been developed. These alternative methods can be classified as either the 18 
Muskingum Method, Linear Reservoir or Lagrangian Models all of which were 19 
looked a within the review. From the review, it was determined that although a 20 
number of these models were shown to have low computational cost they suffer 21 
from lower accuracy than models using SVE. This reduction in accuracy often 22 
occurs due to the models inability to include reverse flow, backwater effects or 23 
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pressure. This suggests that to obtain a conceptual model which is both fast 1 
and accurate these effects must be included. 2 
Since CA was first introduced it has been shown to be fast and accurate at 3 
modelling many different processes. Many investigations into 1D CA have been 4 
carried out over the decades since its initial creation by different researchers 5 
(e.g. Wolfram (1984, 1983, 1982) and  Albert and Culik, 1987). From these 6 
investigations much has been learnt about how CA behave and evolve over 7 
time.  8 
How CA can be adapted so that it holds the basic principles less strictly but is 9 
still fast and accurate has been looked at. This has allowed CA to be applied to 10 
more situations and made it more flexible. CA have been in many applications 11 
including hydrology and sewer modelling. CA models developed in these fields 12 
have been shown to be fast and accurate however, the models developed so 13 
far still use the SVE making them still complex and still not as fast as they are 14 
desired to be.  15 
The final review looked at the statistical methods with have been developed to 16 
analyse results and determine the level of agreement between different models. 17 
It was shown that many different metrics have been developed which are 18 
sensitive to different types of errors.  19 
A selection of the statistical measures discussed will be used in the later case 20 
studies to determine the level of agreement between the new CA simulators 21 
developed and the recognised benchmarks they are compared to in each of the 22 
case studies. In Table 2.1 the minimal value given by the statistical measure to 23 
indicate different levels agreement is presented. Acceptable agreement 24 
indicates that the results being compared are similar although differ at times. 25 
71 
 
While values that indicate high agreement suggests that the results are much 1 
closer and are nearly identical. 2 
 The point at which each level agreement occurs depends on the accuracy 3 
desired as well as what is being modelled. If values being compared are greater 4 
than e.g. 10 a RMSE of 0.1 would be acceptable, however, if values being 5 
compared to is closer to 1 then a RMSE of 0.1 would be large. Thus, levels of 6 
agreement must be determined to accommodate this. As discussed in this 7 
literature review also when agreement is deemed to occur has been much 8 
debated especially for measure such as the NSE. For the NSE it has been 9 
suggested that when agreement occurs is normally determined through 10 
experience of the modeller and the required level of performance (Perrin et al., 11 
2003). 12 
 For the PBIAS, PEP and NRMSE the nearer the value is to zero the closer the 13 
two sets of results are. If a value is close to zero or not is again from the 14 
experience and knowledge of the modeller. Lin and Chen (2004) in their work 15 
took PEP values of less than 10% in magnitude to indicate agreement thus this 16 
was taking as the minimal level of agreement. Both the PEP and RMSE were 17 
determined to be data determined in the work by Dawson et al. (2007).The final 18 
measure looked at is the IoA. This must lie between 0 and 1, with 1 indicating 19 
identical results. Thus, results considered to be close to 1 by the modeller are 20 
considered to be in agreement. The bounds for agreement in this work are 21 
those given in the work by Dawson et al. (2007).  22 
The NRMSE was taken to be acceptable when it was less than 0.4  by Ho and 23 
Kim (2012) thus was taken as the minimal value to indicate agreement. The 24 
PBIAS is considered to be acceptable if the magnitude is less than 25% and 25 
72 
 
they are considered to be highly acceptable when the PBIAS has a magnitude 1 
of less than 15% (Boukhemacha et al., 2013).   2 
Table 2. 1: Values of the statistical measures required to indicate agreement 
Statistical Measure Acceptable Agreement 
Values 
High Agreement 
Values 
RMSE (m3/s), reflecting 
the size of the flow 
<0.1-0.2 <0.05-0.1 
NSE >0.5 >0.8 
IoA >0.8 >0.9 
PEP (%) <±25% <±15% 
NRMSE <0.4 <0.2 
PBIAS (%) <10% <5% 
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Chapter 3: Methodologies 
Many different sewer simulators have been developed, but a fast and accurate 
model has not been obtained. In this work, two new CA based sewer simulators 
are presented. The first is Cellular Automata 1D (CA1D), which is introduced in 
Section 3.3. It uses similar rules as in CA2D (Ghimire et al., 2012), but it has 
been adapted to model pressurised flow, include network characteristics and 
restrictions caused by the network. The second simulator presented, in Section 
3.4, is the Block Cellular Automata 1D (BCA1D). It moves the flow, in the form 
of blocks, between manholes. The number of blocks that can move is 
determined from basic transition rules derived from simple flow equations. 
Both models are based on CA as they represent the network as a grid of cells 
and the simulation of each cell occurs in parallel and independently of all other 
cells. The models differ from traditional CA as they do not use an infinite grid or 
integer states. Both models are distinctly different although there are a number 
of similarities. The grid, neighbourhoods and the maximum flow rate are the 
same in both models and will be looked at together in Section 3.1 and 3.2.  In 
Section 3.3 the calculation of the travel time, the taken for flow to move between 
the manhole being simulated and a neighbouring manhole, has been discussed. 
3.1 Grid and Neighbourhoods 
Both new CA models use the same grid structure and neighbourhoods.  The 
grid normally consists of square cells, each of which represents a manhole, 
giving each cell 4 boundaries where neighbuors can be connected. The borders 
between neighboring cells are the pipes in the network. It was chosen to not 
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represent the pipes as cells to minimise the grid size and the computational 
cost. This representation is clarified in Figure 3.1.  
 
Figure 3.1: Network being represented by a grid. Each manhole is represented by the cell with the 
same pattern.  
A neighbourhood is comprised of the cell being simulated and any connected 
the edges of the cell. The number of cells within a neighbourhood varies across 
the network. There is a variety of neighbourhoods used as the grid is finite, 
unlike in traditional CA, and to allow branching to be incorporated. A selection of 
the most common neighbourhoods that occur when using either of the new 
models are shown in Figure 3.2.  
 
 
 
 
 
 
 
Figure 3.2: The different neighbourhoods that are used by the models 
The first neighbourhood to occur in a pipeline contains two cells, which is shown 
in Figure 3.2(a), as there are no pipes connected in the upstream direction thus, 
Manhole 
Pipe 
Cell 
(a) 
(c) 
Outline of Neighbourhood 
Cell being simulated 
Manhole 
Outfall 
Cell 
Pipe 
Outfall Cell 
(b) 
Neighbourhoods Occurring 
(d) 
Network 
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there is no upstream manhole. The first cell on the left represents the manhole 
and pipeline being simulated and the other cell represents the downstream 
manhole. A second type of neighbourhood, which is used in both models, 
occurs when more than 2 pipes meet at a manhole. The connecting manhole 
has a neighbourhood of at least 4 cells making them slightly more complex to 
simulate and not strictly 1D, Figure 3.2(b). The most commonly used 
neighbourhood has 3 cells, Figure 3.2(c). This is the typical 1D (radial) 
neighbourhood. It represents the case of a manhole having two pipes and two 
connected manholes. In this neighbourhood, the flow can move downstream 
and upstream when it is appropriate from the boundary equation. The manhole 
prior to an outfall uses the standard neighbourhood, Figure 3.2(d). However, the 
downstream cell is artificial as it receives flow but is not simulated. Any volume 
that passes to the outfall is simply removed from the system at the end of the 
time step. 
3.2 Maximum Flow Rate 
In CA1D a maximum flow rate is required to prevent unrealistically large 
volumes moving from one manhole to the next. In BCA1D the maximum flow 
rate is required to determine the number of blocks which can move. These flow 
rates must be calculated each time step to reflect the current flow conditions. 
The maximum flow rate depends on the pipe characteristics and the presence 
of surcharging. The pipes are considered to be surcharged if the depth in the 
upstream manhole is above 95% of the pipe diameter at the start of the time 
step. To enable computational efficiency simple empirical equations are used to 
calculate the maximum flow rate. The Manning’s Equation, (2.4), is used for 
open channel flow. When the flow is pressurised the Hazen-Williams Equation, 
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(2.6) is used. The Hazen-Williams Equation was selected over the Darcy-
Weisbach Equation, as it was simpler equation as the Darcy-Weisbach 
Equation would require the calculation of the friction factor. 
3.3 Travel Time  
In sewer networks, flow moves between manholes via pipes. To incorporate this 
into the CA models when volume is removed from a manhole it is added to a 
buffer matrix. The removed volume is then added to the receiving manhole at 
the appropriate later time step which is determined from the travel time of the 
flow. A new travel time is calculated each time step for every pipe using 
equation (3.1). This allows the velocity to change with the flow conditions. The 
numerator of this equation gives the length of time it takes for the flow to travel 
the length of the pipe with the current velocity. By dividing this by the size of the 
time step the number required for the flow to travel the length of the pipe is 
known. 
𝑇𝑟𝑎𝑣𝑒𝑙 𝑇𝑖𝑚𝑒 =
(𝐿 𝑉⁄ )
∆𝑡
 
(3.1) 
Originally, to ensure the volume flowing into a manhole had arrived by the time 
step the travel time was rounded up to the nearest integer. This resulted in 
travel times similar to those shown in the third column of Table 3.1. 
Table 3.1: Example of travel times 
Departure 
Time Step 
Travel Time 
(Real) 
Travel Time 
(Integer) 
Arrival 
Time Step 
10 8.35 9 19 
11 7.60 8 19 
12 4.87 5 17 
13 8.2 9 22 
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From Table 3.1, flow from a number of time steps arrive at the manhole at the 
same time, column 4, despite having a range of travel times in real form. This 
causes the depth in the downstream manhole to fluctuate, which in turn results 
in the maximum flow rate of the downstream pipe also fluctuating. To prevent 
this the travel time was rounded to the nearest integer value. The volume was 
then permitted to move and be included in the simulation if they arrived at the 
manhole prior to the time step in terms of their real travel time. This is 
highlighted in Table 3.2 using the example given in Table 3.1. 
Table 3.2: Example of travel times using updated method 
Departure 
Time Step 
Travel Time 
(Real) 
Travel Time 
(Integer) 
Arrival Time 
Step 
Inclusion 
10 8.35 8 18 No 
11 7.60 8 19 Yes 
12 4.87 5 17 Yes 
13 8.2 8 21 No 
The use of both time steps prevents the depth increasing sharply resulting in 
spikes of the maximum flow rate. Therefore, the stability of the model is 
improved. The model only permits the volume included in the depth calculation 
to be available to move downstream, the remaining volume is included at the 
next time step. The impact of using both time steps is shown in Figure 3. 3 by 
showing the different volume arriving at the downstream manhole at each time 
step depending on the type of time step used. 
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Figure 3. 3: Volume arriving at set time steps 
The volume held by a pipe at any one time is restricted by the pipe dimensions. 
Thus in both models the available volume in a pipe at any point in time must be 
limited to incorporate this constraint. This is done by subtracting the volume of 
water currently in the pipe from the volume of the pipe to determine the 
available volume within each pipe at every time step. Hence, the maximum 
movable volume will be restricted by the available volume of the pipe. If the 
available volume is less than the maximum flow rate, then the maximum flow 
rate must be reduced to reflect this condition. The calculated maximum volume 
is compared to the available volume of the pipe. If the volume to move is 
greater than the available volume of the pipe it is restricted to the available 
volume. 
3.4 CA1D 
A common application of the SVE is surface flow modelling. Surface models are 
often 2D but still suffer from similar problems as 1D models. The models are 
complex, computationally expensive and can become unstable. Attempts have 
been made to overcome these problems through the development of different 
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
17 18 19 20 21 22
V
o
lu
m
e
 A
rr
iv
in
g
Time Step Volume Arrives
Volume arriving using I time
Volumes arriving using R & I time
79 
 
techniques to solve the SVE as well as conceptual models such as the Storage 
Cell Approach  and the Cellular Automata Approach (Dottori and Todini, 2010). 
As both these models still use a form of the SVE, they can still suffer from the 
same problems faced by traditional SVE models.  
Another CA model developed, by Ghimire et al. (2013), is conceptual thus not 
governed by the SVE. It uses a simple transition rule to determine the volume of 
flow that can move from a cell to those in the neighbourhood each time step. 
This model is CA2D and will be discussed in the following, Section 3.4.1 
3.4.1 CA2D 
In CA2D the flow between cells is determined using the water head in the cell 
being simulated and those which part of its neighbourhood. 
The model begins by construct the grid representing the region being simulated 
setting the initial conditions of each cell. Then the simulation of each cell takes 
place. 
CA2D uses a Von Neumann Neighbourhood which comprises of 5 cells as 
shown in Section 2.2.4. The simulation of each cell begins by ranking all within 
the neighbourhood in order of their water level with the lowest having a rank of 
1 and the highest a rank of 5. Only those cell with a lower rank the central cell, 
the rank rc, 
Once the ranking has been completed the model moves on to determine the 
volume each cell receives. This is by taking the difference in to cells of 
sequential rank to be a layer. Each layer is then filed until the central cell is 
reached. Equation (3.2) is used to determine the volume required to fill each 
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layer. The volume each cell in the neighbourhood receives is calculated using 
(3.3). This brings the cells of lower water level up to the level of the central cells. 
The final step in the simulation of each cell and neighbourhood is the calculation 
of the velocities between the central cell and those receiving. Then transition 
rule (3.4) is applied to update the depth in all the cells which is the state. The 
relaxation parameter, θ, is used to prevent large jumps in depths a constant is 
used to limit the flux between the cells. The parameter requires experimentation 
and calibration which increase the time need to run this model successfully. 
A 2D model cannot simply be applied to the sewer network as there are a 
number of factors affecting the flow in sewers that do not need to be considered 
in surface models. The first factor is the limited capacity of the network. The 
network can only hold the volume equating to that of the components which 
comprise it. This means that the volume allowed to enter a pipe or a manhole 
and being used in the simulation must be restricted to reflect this. The second 
factor is that flow can be pressurised in sewer networks. When flow is 
pressurised the difference in water head alone is not enough to determine the 
flow rate and another approach will be required under these conditions.  
𝑽𝑳 = 𝒎𝒊𝒏 {𝑽𝒄 − ∑ 𝑨𝒌∆𝑾𝒌
𝒌=𝟏
, }   𝒘𝒊𝒕𝒉 ∆𝑾𝒌 = (𝒉𝒊+𝟏 − 𝒉𝒊) 
(3.2) 
𝑭𝒊 = ∑
𝑽𝒌
𝒌
𝒓𝒄−𝟏
𝒌=𝟏
 
(3.3) 
𝑽𝑳= Volume a layer can take 
h= water head 
𝑽𝒄= Volume in Central Cell 
𝒅 = 𝒅𝟎 + 𝜽 ∑
𝑭𝒊
∆𝑨
 
(3.4) 
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To clarify the simulation process of CA1D and allow the methodology discussed 
in the subsequent section to be followed more easily the flow chart, in Figure 
3.3 is presented. 
 
Figure 3.4: Flow Chart of the steps of the CA1D program 
To clarify the pipe simulation a flow chart for this is presented separately in Figure 3.4. 
Initialisation of Model 
t=1 
Is t<total 
number of time 
steps 
Yes 
No 
N =1 
End of 
Program 
Manholes are ranked 
according to their water level 
from 1 to 5 
Volume required to fill each 
layer determined 
t=t+1 
Distribute the appropriate 
volume to neighbouring 
manholes manhole 
Is No. of 
manholes>N 
Pipe Flow Simulation 
(Figure 3.4) 
Update the volume in 
each manhole 
Yes 
No 
N = N+ 1 
Start of 
Program 
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Figure 3.5: Flow Chart of the steps of simulation of the pipe flow 
3.4.2 Methodology 
If the flow is not pressurised a similar approach to that of the model developed 
by Ghimire at al. (2011) is taken. The first step is to determine the difference in 
head between the centre manhole and the downstream manholes with a lower 
head as shown in Figure 3.6 and described by expression (3.5). 
 
Figure 3.6: Schematic showing the difference in head between manholes 
∆𝐻 = ℎ𝜒 − ℎ𝜁  (3.5) 
Manhole χ, 
rank 3 
ΔH1 
 
Manhole rank 1 
ΔH2 
Manhole 
rank 2 
yχ 
yζ 
yζ-1 
Is depth>95% of 
pipe diameter 
Yes No 
Distribute the 
flow using Rule 
1 
Distribute the 
flow using 
Rule 2 
 
Hydraulic Gradient 
Calculation  
Start of Pipe 
Simulation 
End of Pipe 
Simulation 
χ = Centre Manhole 
ζ = Neighbouring Manhole 
ΔH = Difference in Head 
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The difference between each manhole is taken to be a layer. The volume 
required to fill each layer is then calculated using equation (3.6). Once each 
layer is filled the level in each of the lower manholes will have risen to that of 
the central manhole. 
𝑉𝑓𝑙𝑖 = 𝑚𝑖𝑛 {𝑉𝜒 − ∑ 𝑉𝑓𝑙𝑘
𝑖−1
𝑘=1
, ∆𝐻𝑖 ∑ 𝐴𝑚𝑘
𝑖
𝑘=1
}              
i = 1,...,N (3.6) 
𝑉𝑓𝑙 = Volume Filling a Layer [m
3]   N = No. of manholes receiving flow [-] 
𝑉𝜒= Volume in Central Manhole [m
3] Am = Area of Manhole [m2] 
If the rank of the central manhole is greater than 2, more than one manhole 
receives flow, the first term in equation (3.6) is multiplied by 𝛼, which is defined 
by (3.7). This prevents all the volume in the central manhole moving to the first 
layer leaving very little, if any, for the remaining neighbours. 
𝛼 =
𝐴1
𝐴𝑐+𝐴1
            
(3.7) 
𝐴1=Area of the Manhole with Rank 1 [m
2] 
𝐴𝑐=Area of the Central Manhole  [m
2] 
  
Finally, the total volume, which is to move to each manhole within the 
neighbourhood is calculated using equation (3.8), which is Rule 1.  
𝑉𝑚𝜌 = ∑
∆𝑉𝑓𝑙𝑘
𝑘
𝑁−1
𝑘=𝜌𝜒
   
(3.8) 
𝜒= Central  Manhole [-] ζ=Neighbouring  Manhole [-] 
∆𝐻=Difference in Head [m] h = Head [m] 
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𝜌 = Rank of the Manhole [-] Vm = Volume Moving to Manhole [m3] 
To prevent unrealistically high flow rates the volume passing to each pipe is 
restricted by the maximum flow rate allowed in the pipe. The total volume 
leaving the manhole is also calculated and removed from the central manhole. 
Any remaining volume is included again at the next time step in the same 
manhole. 
 
If the flow is surcharged, the previous method underestimates the flow rate as 
for the same difference in head the flow rate will be higher than when the flow is 
not pressurised. When the flow is pressurised the rate is determined using the 
Hazen-Williams Equation. If multiple pipes are to receive flow, the total 
maximum flow rate of all connected pipes is summed and used to determine the 
proportion of the volume to pass to each. If the total summed is less than the 
volume within the manhole this volume is used instead. By doing this the 
volume which should remain in the manhole is included as well as the maximum 
flow rates allowing flooding to be incorporated. Flooding is any volume left at a 
manhole at the end of a time step. This allows the proportion each manhole is 
to receive to be calculated using equation (3.9), which is Rule 2. By using 
proportions it ensures that the volume moving is restricted to what is present in 
the manhole.  
𝑉𝑚𝑟 = 𝑉𝜒
 𝑉𝐹 
𝑉𝑇
 
𝜁=1,…,N (3.9) 
VF = Max Volume Moving to Pipe [m3]  VT = Total Volume [m3] 
Reverse flow has been incorporated into this model when flow is both 
pressurised and non-pressurised. Downstream flow always occurs regardless of 
the presence of reverse flow to ensure stability. Reverse flow occurs when the 
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downstream water level rises above the upstream water head. The downstream 
pipe also has to be surcharged and the flow in the upstream must be free 
surface. The restrictions on when reverse flow occurs is not ideal but were 
found to be needed for stability.  
 
The maximum reverse flow cannot be calculated using the Manning’s or Hazen-
Williams Equation, as they are not applicable for reverse flow. These equations 
have been developed for flow moving in the downstream direction especially the 
Manning’s Equation, which has been developed for gravity driven flow. It has 
been suggested by Sartor (1990) that there is no general equations for reverse 
flow. The maximum reverse flow is considered the minimum volume available 
after any flow moving downstream has been removed. It is further restricted to 
be less than the space available in the connecting pipe after any flow from the 
upstream has entered. 
3.4.3 The Simulation 
The complete simulation can be split into two main sections. The first is the 
initial setup of the model. The second is the time loop within which the 
simulation of the network takes place.  
 (1) Setup 
The network and the grid used in the simulation are created using information 
imported from the input files. The final step prior to beginning the simulation is 
to calculate the maximum travel time allowed. This is used to prevent extremely 
large travel times occurring when the velocity become very low. It is desirable to 
avoid this as large travel times are impractical as it can result in the growth of 
the matrices being use within the model. This can cause either the failure of the 
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model or high computation times. This is done by calculating the velocity of the 
flow, which occurs when there is a depth of 10% of the pipe diameter at the 
upstream manhole and no depth at the downstream manhole using the 
Manning’s Equation, (2.3). A depth of 10% was chosen after experimentation 
found that a smaller percentage resulted in travel times still becoming too high 
for the flow to arrive at the downstream manhole within the time loop. When a 
larger percentage of the depth is used the travel time was calculated to 
inaccurately for larger proportions of the simulation. If the dry weather flow for a 
system is know it may be more appropriate to use the travel time for this flow for 
the limit. This is need due to the limitations with Matlab. In another programming 
environment this parameter possibly would not be required. 
(2) Time Loop 
From Figure 3.4, the next step is to initialise the time loop. The time loop then 
runs until all time steps have been completed. The time loop involves multiple 
stages, each of which is carried out every time step. The central manhole within 
a neighbourhood contains the volume moved within a neighbourhood. If a 
manhole has no volume after the first step of the time loop the remaining steps 
are skipped for that manhole. This avoids unnecessary calculations and 
reduces the computational cost of the model. Each of the steps comprising the 
time loop will be discussed in detail in the following sections in the order at 
which they occur within the loop.  
(2.1) Manhole Updating 
From Figure 3.4, the first step in the time loop is to update the volume in each 
manhole. At the beginning of a time step all manholes are either empty or 
containing volume remaining from the previous time step. Any volume arriving 
from neighbouring manholes or entering from the surface, according to the 
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inflow hydrograph, is added to the manhole volume giving the total volume 
within the manhole for this time step. The inflow hydrographs are split into 
sections using the time step magnitude and the volume, which enters is the 
magnitude that would enter over the time section. Once the volume has been 
updated, the depth within the manhole is calculated using the manhole 
dimensions. The area of the manhole is initially taken to be the manhole 
chamber area. If a shaft is present and the depth reaches it, the depth is 
calculated to reflect both areas. If the depth is above the ground, it is calculated 
to reflect the area available for ponding as well as the manhole dimensions. 
Surface flooding is stored in a rectangular prism of infinite height on the surface, 
Figure 3.7. 
 
Figure 3.7: A Flooded Manhole 
After completion of this type the models moves on to carry out the pipe 
simulation for all pipes connected to each node as shown in Figure 3.3 with the 
key point of the pipe simulation shown in the flow chart in Figure 3.4. 
(2.2) Hydraulic Gradient Calculation 
Manhole Shaft 
Manhole Chamber 
Terrain 
Level 
Volume Available 
for Ponding Water Level 
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For simplicity and computational efficiency, it was decided to calculate the 
hydraulic gradient of the pipe using the water head at the upstream and 
downstream manholes using equation (3.10).  
𝑆𝑓 =
ℎ𝑈𝑆 − ℎ𝐷𝑆
𝐿
 
(3.10) 
ℎ𝑈𝑆=Upstream Water Head [mAD] ℎ𝐷𝑆=Downstream Water Head [mAD] 
If the flow is surcharged the downstream water head is the water depth in the 
downstream manhole plus the downstream invert of the pipe. Otherwise, the 
first step is to determine the flow condition using the Froude Number, Fr, which 
is determined using equation (3.11). If the Fr is equal to 1 the flow is critical thus 
the specific energy of the flow is at a minimum for a given discharge. If the Fr is 
less than 1 the flow is gravity controlled thus subcritical. When the Fr is greater 
than 1 the flow is supercritical, as the inertial forces are larger than the gravity 
forces (Chow, 1959).  
𝐹𝑟 =
𝑣
√𝑔𝐷
 (3.11) 
If the flow is supercritical, the downstream condition can be neglected. If the 
flow is subcritical, the critical depth must be calculated. It can be determined 
using numerical or graphical techniques, but these methods are complex, 
computationally expensive and are not exact. Another method of determining 
the critical depth is to use an approximate explicit equation. This method has a 
lower accuracy but also a lower computational cost. In this methodology the 
critical depth is calculated using the approximate equation (3.12), which is a 
form of Straub’s Equation (Straub, 1978 cited by Davies, 2004).  
𝑦𝑐
𝐷
= 0.567
𝑄0.506
𝐷1.264
              𝑖𝑓     0.02 <
𝑦𝑐
𝐷
< 0.85 
(3.12) 
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If the flow is subcritical the downstream head is given by equation (3.13). This 
equation (Akan and Houghtalen, 2003) is used when it is applicable as it was 
found to improve the stability of the model. The limits are used here to ensure 
the equation is applicable, though they should be up held due to their earlier 
application when calculating the critical depth. Straub’s Equation has restricted 
applicability and is only used to calculate the head of the water within the region 
which satisfies the inequality presented with the equation (Davies, 2004). 
Otherwise, the downstream water depth plus invert is used.  
ℎ𝐷𝑆 = 𝐼𝐷 + 𝑚𝑎𝑥 {𝑦,
𝑦𝑐+𝐷
2
}               𝑖𝑓     0.02 <
𝑦𝑐
𝐷
< 0.85        (3.13) 
The upstream water head is calculated using (3.14). This provides a better 
estimate of the hydraulic grade line than simply using the water depth and invert 
as well as ensuring the hydraulic gradient remains positive. The headloss, to be 
used in the next time step, is calculated at this point using equation (3.15). 
ℎ𝑈𝑆 = 𝑚𝑎𝑥{𝑦𝑈𝑆 + 𝐼𝑈, 𝐻𝑓 + 𝑦𝑐 + 𝐼𝐷 } (3.14) 
𝐻𝑓 = ℎ𝑈𝑆 − ℎ𝐷𝑆 (3.15) 
(2.3) Maximum Flow Rate and Travel Time Calculation 
The maximum flow rate is calculated, as discussed in Section 3.2, and then 
multiplied by the time step. This gives a maximum volume which can be passed 
to the pipe. This allows for easy comparison of the volume, to be moved by the 
rules. This prevents unrealistically high flow rates. The maximum flow rate is 
changed to a velocity using the Continuity Equation. This is used to obtain the 
travel time as discussed in Section 3.4 using equation (3.1).  
 (2.4) Ranking 
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The members of each neighbourhood are then ranked as shown in Figure 3.8. 
The rank assigned to a manhole in one neighbourhood has no impact on the 
rank of the same manhole in another neighbourhood. The manholes within the 
neighbourhood are all ranked from 1 to the number of manholes within the 
neighbourhood depending on the head in each downstream manhole. The rank 
of 1 is given to the manhole with the lowest water head as shown in Figure 3.8 
with manhole a which, has the lowest water level being given the lowest rank of 
1. If manholes are upstream, the water level is used if it is lower than the head 
in the manhole being simulated. In Figure 3.8 the manhole that is upstream of 
manhole χ, which is manhole c, is given a rank of 4 thus does not receive flow 
as the central manhole has a rank of 3. Only manholes with a lower rank than 
the central manhole receive flow. 
 
Figure 3.8: Diagram explaining ranking of manholes 
(2.5) Applying the Transition Rules 
First the presence of surface flooding is checked. If there is no flooding on the 
surface Rule 1 is applied. If there is flooding on the surface Rule 2 is applied. 
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From each manhole the volume to be passed to the neighbouring manholes is 
removed and added to the appropriate buffers. Once this is complete the end of 
the time step has been reached and the model returns to the start of the time 
loop as indicated in the flow chart in Figure 3.4. 
3.4.4 Numerical Example of CA1D 
A numerical example of the steps involved in CA1D for a time step of 5s will 
now be looked at. The main network characteristics are shown in Table 3.3 and 
each manhole has 5,000m2 available for surface ponding. The simulation will 
run for a total of 5,000 time steps and the calculation for 15th time step will be 
presented. The inflow is shown in Figure 3.9.  
Table 3.3: Characteristics of network used in the example 
 
D 
(m) 
L 
(m) 
S0 
(-) 
n 
(sm-1/3) 
C 
(-) 
A 
(m2) 
IUS 
(mAD) 
IDS 
(mAD) 
Pipe 
Volume 
(m3) 
Pipe 
1 
0.225 100 0.01 0.013 100 0.04 75 74 
3.98 
Pipe 
2 
0.350 200 0.015 0.013 100 0.10 74 73.5 19.24 
 
Figure 3.9: Inflow Hydrograph for each manhole with a 5s time step 
From the flow chart, Figure 3.4, showing the simulation process the first step is 
to initialise the model. The input files containing the network data are read into 
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the program and are shown in Appendix 1. To do this first the network is 
transformed into a grid of cells as shown in Figure 3.10. Then the maximum 
travel time for the flow to move through each pipe must be determined.  
 
Figure 3.10: Cellular representation of the network 
Maximum Travel Time 
Depth in manhole at 10% of the pipe diameter = 0.02m 
𝐻𝑦𝑑𝑟𝑎𝑢𝑙𝑖𝑐 𝐺𝑟𝑎𝑑𝑖𝑒𝑛𝑡 =
ℎ𝑈𝑆 − ℎ𝐷𝑆
𝐿
=
75.02 − 74
100
=
1.02
100
= 0.01 
The Manning’s Equation is used to calculate the velocity as the flow is free 
surface. Using this the travel time is: 
𝑉 =
1
𝑛
𝑅ℎ
2 3⁄
√𝑆𝑓 =
1
𝑛
(
𝐴
𝑃
)
2 3⁄
√𝑆𝑓 =
1
0.013
(
0.002
0.14
)
2 3⁄
√0.01 = 0.46𝑚𝑠−1 
𝑇𝑟𝑎𝑣𝑒𝑙 𝑇𝑖𝑚𝑒 =
(
𝐿
𝑉)
∆𝑡
=
(
100
0.46)
5
= 43.66 𝑡𝑖𝑚𝑒 𝑠𝑡𝑒𝑝𝑠 
The maximum travel time for Pipe 2 is calculated, as previously, and found to 
be 127.16 time steps. The time loop is then start by setting t=1, from Figure 3.3.  
The simulation at t=15 will now be looked at. 
VOLUME UPDATE  
Manhole Flooding  Surface US pipe Total 
Original Network 
Grid representation of 
the network 
Pipe 1 Pipe 2 
Manhole 
1 
Manhole 
2 
Outfall 
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(m3) (m3) (m3) (m3) 
1 0.01 0.09 0.00 0.10 
2 0.02 0.09 0.11 0.22 
This is demonstrated in Figure 3.10.  
 
Figure 3.11: Schematic showing volume updating  
Once the volume in each manhole has been updated the next step is to 
calculate the maximum flow rate allowed in each pipe. Thus, the depth in 
Manhole 1 is 0.1m and the depth in Manhole 2 is 0.22m. The model now moves 
on to carry out the steps in the pipe simulation flow chart, Figure 3.4. 
PIPE FLOW SIMULATION 
Manhole 1: 
The first step is to calculate the downstream head. As the downstream depth is 
below 95% of the pipe diameter thus the Fr is calculated: 
𝐹𝑟 =
𝑣
√𝑔𝐷
=
1.07
√9.81 × 0.225
= 0.72 < 1 
The next step is to calculate the critical depth: 
0.09m3 0.09m3 
0.11m3 
Total=0.10m3 
Total=0.22 m3 
Manhole 1 
0.01m3 
0.02m3 
Manhole 2 
Outfall 
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𝑦𝑐
𝐷
= 0.567
𝑄0.506
𝐷1.264
  ⟹ 𝑦𝑐 = 0.567𝐷
𝑄0.506
𝐷1.264
= 0.11m 
The downstream water head is then calculated: 
ℎ𝐷𝑆 = 𝐼𝐷 + 𝑚𝑎𝑥 {𝑦,
𝑦𝑐 + 𝐷
2
} = 74 + 𝑚𝑎𝑥 {0.22,
0.11 + 0.225
2
} = 74.17𝑚 
 
The next step is to calculate the upstream water level. To do that the headloss 
from the previous time step is needed which is 1.02m. 
hUS=max{yUS + IUS, Hf + yc+ IDS} 
=max{0.10 + 75.00, 1.02 + 0.11 + 74.00}=75.13m 
The Hydraulic Gradient is then calculated: 
𝑺𝒇=
hUS-hDS
L
=
75.13-74.17
100
=
1.02
100
=0.01 
The depth in the upstream manhole is below 95% of the pipe diameter so the 
Manning’s Equation is used to calculate the maximum flow rate. The cross-
sectional area and the wetted perimeter of the flow is calculated and found to be 
0.02m2 and 0.33m, respectively. Thus the flow ate is, 
𝑄 =
𝐴
𝑛
𝑅ℎ
2 3⁄
√𝑆𝑓 =
0.09
0.01
(
0.09
0.92
)
2 3⁄
√0.01 = 0.02𝑚3/𝑠 
The travel time for this flow rate is then calculated and found to be 18 time 
steps. The maximum flow rate is then multiplied by the size of the time step, 5s, 
to give a maximum volume which can be passed from Manhole 1 to Pipe 1 as 
0.1m3. The volume currently within the pipe is 0.65m3 and the pipe has a 
maximum volume of 3.98m3. As there is no upstream, this step is complete for 
the first neighbourhood.  
Manhole 2: 
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As in the previous calculations the first step is to determine the head in the 
downstream manhole. The downstream is an outfall and currently no flow is 
reaching it thus the downstream head is the invert of the pipe, 73.5m. 
The upstream water head of the manhole being simulated is then calculated. To 
do this the headloss from the previous time step of 3.04m is used: 
hUS=max{yUS + IUS, Hf + yc+ IDS}=max{0.22 + 74.00, 0.61 +  73.50}=74.12m 
The Hydraulic Gradient for the pipe is then calculated: 
𝑆𝑓 =
ℎ𝑈𝑆 − ℎ𝐷𝑆
𝐿
=
74.12 − 73.50
200
=
0.62
200
= 0.003 
As the upstream depth is below 95% of the pipe diameter the flow is free 
surface and the Manning’s Equation is used to determine the maximum flow 
rate: 
𝑄 =
𝐴
𝑛
𝑅ℎ
2 3⁄
√𝑆𝑓 =
0.09
0.01
(
0.09
0.92
)
2 3⁄
√0.003 = 0.019𝑚3/𝑠 
The travel time for this flow rate is then calculated to be 58 time steps. The 
volume, which can move in to Pipe 2 is 0.95m3. The volume of the pipe is 
19.24m3 and there is currently 0.63m3 within the pipe. This means that the 
maximum volume allowed to passed to the pipe is unaffected by the space 
available. 
The second neighbourhood has an upstream pipe, thus the presence of reverse 
flow must be checked. As the upstream manhole is surcharged no reverse flow 
is occurring thus upstream water head within this neighbourhood is taken to be 
a large number, e.g., 1,000m, which ensures it will not be passed flow from the 
central manhole. 
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All the maximum flow rates have been calculated ending the pipe simulation 
flow chart. The models then moves on to the next step in the flow chart shown 
in Figure 3.3 which, is the ranking the manholes within each neighbourhood. 
RANKING  
Manhole 1: 
There are only two manholes within the first neighbourhood so only these are 
looked at for the ranking and the difference in the water level is also calculated: 
 Manhole 
 1 
Manhole 
2 
ΔH 
 (m) 
Water Head 75.19m 74.17m 1.02 
Rank 2 1  
Manhole 2: 
This neighbourhood has 3 manholes. To save computation time only those with 
a water head lower than the central manhole in a neighbourhood are ranked. 
The water head in each manhole in the neighbourhood along with the difference 
in the water head is: 
 Manhole 1 Manhole 2 Outfall Manhole 2 H - Outfall H (m) 
Water Head 1000m 74.12m 73.50m 0.62 
Ranking 3 2 1 - 
The ranking means only the outfall will receive flow. Once the ranking for each 
neighbourhood has been completed the volume which is to move in each 
neighbourhood is determined. 
DISTRIBUTING VOLUME  
Manhole 1: 
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Manhole 1 is not surcharged so the volume to pass to the downstream pipe is 
determined using Rule 1. The volume which can move to the downstream is 
then calculated: 
𝑉𝑖 = 𝑚𝑖𝑛 {𝑉𝑐 − ∑ ∆𝑉𝑘
𝑖−1
𝑘=1
, ∆𝑊𝐿𝑖 ∑ 𝐴𝑘
𝑖
𝑘=1
}        
⟹ 𝑉1 = 𝑚𝑖𝑛{0.10 − 0, (1.02)(1)}   = 𝑚𝑖𝑛{0.10, 1.02} = 0.10 𝑚
3 
This volume is then removed from the manhole, leaving Manhole 1 empty, and 
stored within the buffer for Pipe 1. It arrives at Manhole 2 at time step 34 to 
incorporate the travel time of 19 time steps.  
Manhole 2: 
As Manhole 2 is not surcharged the rule from the original CA2D model is used 
to determine the flow rate. From the ranking it is know that only 1 manhole is to 
receive flow. The volume which can move is then determined using equation 
(3.5): 
𝑉𝑖 = 𝑚𝑖𝑛 {𝑉𝑐 − ∑ ∆𝑉𝑘
𝑖−1
𝑘=1
, ∆𝑊𝐿𝑖 ∑ 𝐴𝑘
𝑖
𝑘=1
}        
⟹ 𝑉1 = 𝑚𝑖𝑛{0.12 − 0, (0.62)(1)}   = 𝑚𝑖𝑛{0.12, 0.62} = 0.12 𝑚
3 
The volume calculated is removed from the manhole and stored in the buffer for 
Pipe 2 and to be added to the outfall at time step 73 as the current travel time is 
58 time steps. The volume to move equates to the complete volume of the 
manhole and so no volume is stored in this manhole for the next time step. This 
time step now ends and the program returns to the start of the time loop.  
3.5 Block Cellular Automata 1D 
Block Cellular Automata 1D, BCA1D, is a Lagrangian Cellular Automata model 
which represents the flow in the sewer in the form of ‘virtual’ blocks of water. A 
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set integer number of blocks can leave a manhole each time step depending on 
the flow conditions. At the start of each time step the number of blocks in a 
manhole is evaluated and the depth, the state of the manhole, is determined. 
From this the hydraulic gradient can be determined and the transition rule is 
then applied. A simplified description of this process is shown in Figure 3.12. 
 
Figure 3.12: Schematic description of the simulation process of a manhole 
The full methodology for this model will be discussed in the following section. 
The derivation of the transition rules has been shown in Section 3.5.2. The 
individual steps of the simulation, to clarify the process during the discussion of 
the methodology, are shown in Figure 3.13. A numerical example is then given 
in Section 3.5.3. 
Block of Water  t = τ t = Δt+τ 
t =Time  τ=Arbitrary Time Step size 
Manhole being simulated  
Δt = Time Step 
size 
Neighbouring Manhole  
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 1 
Figure 3.13: Flow chart depicting the steps in BCA1D program 2 
Start  
Read input files 
t=1 
Is t<total 
 No. of time 
steps 
Yes 
No 
Update the Volume in 
each Manhole 
Calculate Hydraulic 
Gradient for each pipe 
Is depth>95% of 
pipe diameter 
Yes (Surcharged) No (Free surface flow) 
End of 
Program 
Calculate max flow rate 
using Rule 1 
Calculate max flow rate 
using Rule 2 
t=t+1 
Initialisation of 
model  
Remove max number of blocks 
from each manhole, store until 
added to neighbours  
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3.5.1 BCA1D Methodology  1 
In this section the methodology and the main program steps of BCA1D will be 2 
looked at. This will include a detailed discussion of the transition rules used to 3 
simulate the flow movement Section 3.5.1.1. This is followed by the 4 
implementation of the look-up tables, which were introduced to reduce the 5 
computational cost in Section 3.5.1.2.  6 
3.5.1.1 The Transition Rules 7 
In BCA1D the transition rules determine the number of blocks which can move 8 
each time step depending on the conditions in the manhole being simulated and 9 
that of the manholes within its neighbourhood. The blocks represent the flow 10 
moving between the manholes, thus the transition rule must involve the flow 11 
rate. To allow the flow to be represented by blocks the flow rate must be 12 
changed into blocks. This is done by multiplying the flow rate by the size of the 13 
time step, which is constant to obtain a volume and dividing it by the block size, 14 
which is again constant, giving equation (3.16). 15 
𝑇 =
𝑄∆𝑡
𝛽
 
(3.16) 
 
β=Block size [m3] T = No. of blocks allowed to move [-] 
The flow rate is calculated using a function which varies at least with the 16 
hydraulic gradient but can also be affected by the hydraulic radius and the cross 17 
sectional area of the flow. These parameters are both constant for simplicity. 18 
Numerous different equations are capable of calculating the discharge. Any of 19 
these could be incorporated into this transition rule making the model very 20 
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flexible. In the current form of the model the Hazen-Williams Equation (2.4) is 1 
used if the pipe is surcharged. Otherwise, the Manning’s Equation (2.3) is used 2 
to determine the flow rate in the pipe.  3 
From combining each of these equations with the basic form of the transition 4 
rule, two new rules are obtained. The first comes from combing the equation 5 
(3.16) with the Manning’s Equation giving (3.17) and the Hazen-Williams 6 
Equation is combined with (3.16) giving (3.18). This gives equations for both 7 
types of flow, which can occur in sewer systems. Both equations are relatively 8 
complex due to the number of parameters involved as well as multiple power 9 
functions resulting in them being computationally expensive to solve. 10 
Therefore, to obtain an efficient model the number of parameters and power 11 
functions need to be reduced. To do this the constant parameters are grouped 12 
together into one single constant for each equation. These constants are then 13 
used as multiplying coefficients. Two multiplying coefficients are calculated for 14 
each pipe, M1 and M2, which incorporate the different characteristics such as 15 
the roughness and diameter. One constant is used for the rule derived from the 16 
Manning’s Equation, M1, while the other is used in the rule derived from the 17 
Hazen-Williams Equation, M2. These constants are calculated prior to the 18 
simulation and are the same throughout the calculation. They are determined 19 
using equations (3.19) and (3.20). 20 
𝑇1 =
𝐴𝑓∆𝑡
𝛽𝑛
𝑅𝐻
2 3⁄
√𝑆𝑓 
(3.17) 
 
𝑇2 =
𝑘𝐶𝐴𝑅𝐻
0.63𝑆𝑓
0.54∆𝑡
𝛽
 (3.18) 
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The coefficient M2 is used when the Hazen-Williams Equation is applicable, which is 1 
when full pipe flow occurs thus it is pressurised. When full pipe flow is occurring the 2 
cross sectional area of the flow and hydraulic radius are constant. Initially the 3 
model is being developed for circular shaped pipes thus, for full pipe flow the 4 
cross sectional area of the flow can be taken to be that of the pipe. This allows 5 
the hydraulic radius to be simplified to 
𝐷
4
. It is due to these extra constant 6 
parameters that M2 is more complex than M1. This allows Rule 2 to be simpler 7 
than Rule 1. 8 
By substituting the multiplying coefficients into equation (3.17) and (3.18), 9 
respectively, the two transitions rules are simplified reducing the computational 10 
cost of solving the transition rules: 11 
𝑇1 = 𝐴𝑀1𝑆𝑓𝑅𝐻
2 3⁄  (3.21) 
𝑇2 = 𝑀2𝑆𝑓
0.54 (3.22) 
Both simplified transition rules involve a smaller number of parameters thus 12 
fewer calculations are required to solve them, which improves the efficiency of 13 
the model. The first rule is still relatively computationally expensive as the 14 
hydraulic radius and the cross sectional area of the flow still need to be 15 
calculated at each time step.  16 
3.5.1.2Creating the Look- Up Tables 17 
𝑀1 =
𝛥𝑡
𝛽𝑛
 
 (3.19) 
𝑀2 =
𝛥𝑡𝑘𝐴𝐶
𝛽
(
𝐷
4
)
0.63
 
 (3.20) 
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To further improve the efficiency of the model look-up tables were introduced to 1 
reduce the number of calculations required during the simulation. Their 2 
drawback is that they increase the memory use of the model, which restricts the 3 
size of network that can be simulated. Two look-up tables are created, one for 4 
each transition rule. The look-up table for the first transition rule is the more 5 
complex of the two as it requires both the upstream and downstream head to 6 
ensure the correct flow area and wetted perimeter are used. 7 
To create the look-up table for the first transition rule requires all possible 8 
gradients to be obtained. For the upstream and downstream manholes a range 9 
of possible depths that can occur between the invert and the top of the 10 
manhole. They are split into equally sized intervals. The number of discrete 11 
intervals depends on the degree of accuracy required, as the number of 12 
intervals increases the accuracy increases. The size of discrete intervals used 13 
for each manhole is calculated using equation (3.23). Different interval sizes are 14 
used for different manholes to ensure a balance is obtained between memory 15 
usage and accuracy. If an interval size such as 0.01m is used for a large 16 
manhole such as 5m then 500 intervals are used which uses up a large amount 17 
of memory. While for a small manhole, 1m, only 100 intervals would be used, 18 
this may be too few to obtain a high accuracy. If equation (3.23) is used to 19 
calculate the interval size the desired level of accuracy can be obtained through 20 
out the network with a reasonable amount of memory use.  21 
By combining the depth vectors for the manholes at each end of a pipe along 22 
with the pipe length a matrix of possible gradients is obtained.  23 
Size of discrete Interval=
Height of Manhole 
No.Intervals Desired
 
 (3.23) 
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Using the range of depths for the upstream manhole, up until 95% of the pipe 1 
diameter, the cross-sectional area of flow and the hydraulic radius are then 2 
calculated. The gradients calculated using a depth up to 95% of the pipe 3 
diameter at the upstream manhole along with the cross sectional area of the 4 
flow and the hydraulic radius are fed into the transition rule (3.21) to determine 5 
the flow rate according to the given combinations of parameters. This flow rate 6 
is then stored in the table for use during the simulation. The look-up tables are 7 
referred to in the simulation using (3.24) for each manhole. The +1 is added on 8 
to the fraction to allow for depths of only 0.0m, when the manhole is empty, to 9 
be accounted for. 10 
For the second rule only the hydraulic gradient is required making it much 11 
simpler than the first. Only a range of possible gradients is required to create 12 
this look-up table. The actual depth is at the upstream manhole is irrelevant. To 13 
obtain the hydraulic gradient each depth which can occur at the upstream 14 
manhole is divided by the pipe length. The range increases until 5 times the 15 
total depth of the upstream manhole to allow for high levels of flooding. This 16 
allows for a simpler look-up table to be used for this rule, decreasing the 17 
memory use of the model. The hydraulic gradients are fed into (3.22) and the 18 
obtained value is stored in the look-up tables to be used in the simulation. 19 
During the simulation, the difference in water head is calculated and is fed into 20 
(3.25) to obtain the location of the flow rate for the current flow conditions in the 21 
look-up tables. 22 
𝐼𝑛𝑡𝑒𝑟𝑣𝑎𝑙 𝑅𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒 = 𝑟𝑜𝑢𝑛𝑑 (
 𝑦 
𝑆𝑖𝑧𝑒 𝑜𝑓 𝐼𝑛𝑡𝑒𝑟𝑣𝑎𝑙
) + 1  (3.24)  
𝐼𝑛𝑡𝑒𝑟𝑣𝑎𝑙 𝑅𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒 = 𝑟𝑜𝑢𝑛𝑑 (
 ∆𝐻
𝑆𝑖𝑧𝑒 𝑜𝑓 𝐼𝑛𝑡𝑒𝑟𝑣𝑎𝑙
) 
 (3.25) 
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Thus, to obtain the flow rate during the simulation equation (3.24) or (3.25) only 1 
need to be solved during the simulation. An example of creating the look-up 2 
tables is given in Appendix 2. 3 
3.5.2 The Simulation 4 
3.5.2.1 Initialisation of the Model 5 
If the hydraulic gradient is low, the velocity decreases to a very low level then 6 
the travel time can rise to hundreds of time steps, especially for long pipes. This 7 
can cause difficulties with continuity as blocks fail to arrive at neighbouring 8 
manholes within the simulation. To prevent this from happening, the travel time 9 
for the water depth at the upstream is at 10% of the pipe diameter and the 10 
downstream at the invert is calculated. This allows the travel time to become 11 
high but helps to ensure there is enough time to remove the flow from the 12 
system.  13 
3.5.2.2 Time Loop 14 
Once the previous steps have been completed the time loop within which the 15 
simulation of the network takes place is started which runs for a set number of 16 
time steps. The first step in the loop is to update the number of blocks within 17 
each manhole. From this the depth in each manhole is easily calculated. To 18 
obtain stable and accurate results the hydraulic gradient cannot be calculated 19 
from these depths alone. Instead the upstream and downstream water levels 20 
are determined as discussed previously. After the water level at each of a pipe 21 
is known the velocity can be calculated and from this the travel time determined. 22 
Following this, the maximum possible number of blocks are removed from each 23 
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manhole. The moving blocks are stored in a buffer until the appropriate time 1 
step to reintroduce them to the system. 2 
3.5.2.2.1 Volume Updated 3 
The first step of the time loop is to update the number of blocks within each 4 
manhole. The volume within a manhole should include: 5 
 volume left at the manhole from the previous time step, 6 
 flow entering the system from the surface, and  7 
 arriving any neighbouring manholes.  8 
For any blocks, arriving from neighbouring manholes the real arrival time is 9 
compared to the integer travel time. If the real arrival time is greater than the 10 
integer time step, the blocks are added to the flood volume to be included at the 11 
next time step. Otherwise, the blocks are added to the manhole. The depth in 12 
the manholes is then easily calculated from the number of blocks in the 13 
manhole.  14 
3.5.2.2.2 Discharge Calculations 15 
The maximum flow rate is obtained from the look-up tables. The elements in the 16 
tables are referenced using the water head in the manholes. The water head at 17 
the upstream is calculated in the same manner as in CA1D. The downstream 18 
water head is calculated in the same way except that the water and critical 19 
depth are compared to determine if the flow subcritical or supercritical instead of 20 
the Froude Number when the flow is not pressurised, instead of comparing the 21 
critical depth and water depth to determine the flow conditions like in CA1D. If 22 
the water depth is greater than the critical depth the flow is subcritical, while if 23 
the critical depth is greater than the water depth the flow supercritical. Initially in 24 
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this model, for simplicity, reverse flow is neglected. Once both water head in 1 
both manholes is calculated, the reference for the look up table can be 2 
obtained. 3 
After the head is calculated in each manhole invert levels are subtracted to 4 
obtain depths for each end of the pipe to be used to reference the look up 5 
tables. If the flow is not surcharged the first transition rule based on the 6 
Manning’s Equation is applicable. Both depths are fed into equation (3.24) 7 
along with the interval size for the respective manholes, which together give the 8 
reference for the look-up table. The value stored at this reference is then the 9 
maximum flow rate for the time step for the pipe. If the flow is surcharged the 10 
second look-up table is referred to. Using the maximum number of blocks the 11 
travel time is then calculated as discussed in Section 3.3. The space available 12 
in the pipe is then checked. If the space is less than the maximum flow rate it is 13 
reduced to reflect this. 14 
 3.5.2.2.3 Moving the Blocks 15 
The final step of the program is the movement of the blocks into the pipes. It 16 
must be ensured that no more blocks than the number present in the manhole 17 
is passed to connected pipes so that mass is conserved. This is done by using 18 
ratios to determine how many blocks can move. The first step is to determine 19 
the maximum number of blocks that can move into connecting pipes, which is 20 
taken to be Tt. This is the maximum between the total flow rate of all connected 21 
pipes and the number within the manhole, allowing flooding to be incorporated. 22 
Flooding is incorporated as the proportion to be passed to each connected pipe 23 
receiving blocks will not sum to 1, leaving some blocks in the manhole, equation 24 
(3.26).  25 
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𝐶𝐵 =No. of blocks within a manhole 
[-] 
𝑇𝑞 = Max No. of blocks passing to a pipe 
[-] 
The proportion of the blocks in the central manhole that each neighbour should 1 
get is obtained by dividing the flow rate by Tt to obtain a ratio. The number of 2 
blocks within the manhole is then multiplied by this ratio to determine the number to 3 
move into each pipe, (3.27). 4 
𝑇𝑚=No. of blocks moving into pipe [-] 5 
The blocks to move are then added to the buffer representing the pipe they are 6 
to travel through. The buffer then holds the blocks until they are passed into the 7 
receiving manhole. Once this step has been completed for each manhole, the 8 
time step is complete and the model returns to the start of the time loop. 9 
3.5.3 Numerical Example using BCA1D 10 
A numerical example of the BCA1D simulation will now be presented. The same 11 
simulation preformed in Section 3.4.4 is now carried out using BCA1D. For the network 12 
characteristics refer to Table 3.3 and for the inflow Figure 3.9. A block size of 0.001m3 13 
is used in this simulation. Both manholes have an area of 1m2 and a depth of 2m, 14 
which is split into 100 intervals of size 0.01m. The calculation for the 75th Time step is 15 
shown here. The first step in the simulation, from Figure 3.12, is the initialisation of the 16 
model. 17 
 Initialisation of the Model 18 
𝑇𝑡 = 𝑚𝑎𝑥 {𝐶𝐵, ∑ 𝑇𝑞𝑖
𝑝𝑖𝑝𝑒𝑠
𝑖=1
} 
 (3.26) 
𝑇𝑚 = 𝐶𝐵 (
𝑇𝑞
𝑇𝑡
) 
(3.27) 
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The grid is created in the same way as in CA1D. Pipe 1 is able to hold a 1 
maximum of 3,976 blocks and Pipe 2 can hold 19,242 blocks.  The next step is 2 
to create the look-up tables used in the simulation. There are two look-up tables 3 
for each pipe. The derivation of the tables for Pipe 1 is looked at in Appendix 2.  4 
The same process is used to create the tables for Pipe 2 thus it is omitted.  5 
The next step is to calculate the maximum travel time for Pipe 1 this is 41.39 6 
well for Pipe 2 it is 125.18.This ends the initialisation of this model, and from 7 
Figure 3.12, the model moves on to the time loop within which the simulation of 8 
the network takes place.   9 
 Time Loop 10 
 Volume update  11 
The first step in the time loop, from Figure 3.12, is to update the volume in each 12 
manhole. The volume entering and were from is:  13 
Manhole 
Flooding 
(Blocks) 
Surface 
(Blocks) 
US pipe 
(Blocks) 
Total 
(Blocks) 
1 3659.8 468.75 0 4128.55 
2 2814.8 468.75 502 3785.55 
Maximum flow rate  14 
Pipe 1: 15 
As the downstream depth is above 95% of the pipe diameter the downstream 16 
water head is 76.00m. The upstream water head and the headloss is then 17 
calculated: 18 
ℎ𝑈𝑆 = 𝑚𝑎𝑥{𝑦𝑈𝑆 + 𝐼𝑈, ℎ𝑓 + 𝑦𝑐 + 𝐼𝐷 } = 𝑚𝑎𝑥{2.00 + 75,2.15 + 76.00 } = 77.68𝑚 19 
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𝐻𝑓 = 77.68 − 76.00 = 1.68𝑚 1 
Then the depths are used to calculate the grid reference for the look-up table. 2 
The table used will be the table produced for the second transition rule, which is 3 
based on the Hazen-Williams Equation as the flow is surcharged: 4 
𝑅𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒 = 𝑟𝑜𝑢𝑛𝑑 (
 ∆𝐻
𝑆𝑖𝑧𝑒 𝑜𝑓 𝐼𝑛𝑡𝑒𝑟𝑣𝑎𝑙
)  = 𝑟𝑜𝑢𝑛𝑑 (
1.68
0.01
) = 168 5 
This gives a grid reference of (168, 1). From look-up table then up to 304 blocks 6 
can be removed from Manhole 1 and passed into Pipe 1. The travel time for the 7 
current flow conditions is then determined: 8 
𝑄 = 𝐴𝑢 ⟺ 𝑢 =
𝑄
𝐴
=
(
𝑁𝑜. 𝐵𝑙𝑜𝑐𝑘𝑠 × 𝐵𝑙𝑜𝑐𝑘 𝑆𝑖𝑧𝑒
∆𝑡 )
0.04
=
(
30440.001
5 )
0.04
= 1.52𝑚𝑠−1 9 
Using this velocity the maximum travel time of the flow can be determined: 10 
𝑇𝑟𝑎𝑣𝑒𝑙 𝑇𝑖𝑚𝑒 =
(𝐿 𝑉⁄ )
∆𝑡
=
(100 0.25⁄ )
5
= 13.08 ~13 𝑡𝑖𝑚𝑒 𝑠𝑡𝑒𝑝𝑠 11 
Pipe 2: 12 
The first step is to calculate the downstream head. As the downstream manhole 13 
is surcharged the head is 73.85m. The upstream water head is: 14 
ℎ𝑈𝑆 = 𝑚𝑎𝑥{𝑦𝑈𝑆 + 𝐼𝑈, ℎ𝑓 + 𝑦𝑐 + 𝐼𝐷 } = 𝑚𝑎𝑥{2.00 + 74,2.15 + 73.85} = 76.00𝑚 15 
From this the head loss is calculated for the next time step:  16 
ℎ𝑓 = ∆𝑊𝐿 = 76.00 − 73.85 = 2.15𝑚 17 
Then the depths are used to calculate the grid reference for the look-up table 18 
produced for the second transition rule for surcharged flow: 19 
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i𝑡ℎ 𝑅𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒 = 𝑟𝑜𝑢𝑛𝑑 (
 ∆𝑊𝐿
𝑆𝑖𝑧𝑒 𝑜𝑓 𝐼𝑛𝑡𝑒𝑟𝑣𝑎𝑙
) = 𝑟𝑜𝑢𝑛𝑑 (
2.15
0.01
) = 215 1 
This gives a reference of (215, 2) which means up to 762 blocks can move.  2 
𝑄 = 𝐴𝑢 ⟺ 𝑢 =
𝑄
𝐴
=
(
𝑁𝑜. 𝐵𝑙𝑜𝑐𝑘𝑠 × 𝐵𝑙𝑜𝑐𝑘 𝑆𝑖𝑧𝑒
∆𝑡 )
0.10
=
(
762 × 0.001
5 )
0.10
= 1.52𝑚𝑠−1 3 
Using this velocity the travel time of the flow is: 4 
𝑇𝑟𝑎𝑣𝑒𝑙 𝑇𝑖𝑚𝑒 =
(𝐿 𝑉⁄ )
∆𝑡
=
(100 1.52⁄ )
5
= 25.25 ~25 𝑡𝑖𝑚𝑒 𝑠𝑡𝑒𝑝𝑠 5 
The capacity of the pipes is then checked to ensure they can take the maximum 6 
flow rates. The maximum number of blocks in Pipe 1 does not restrict the flow 7 
rate in Pipe 1. In Pipe 2 the number of blocks allowed to pass into the pipes is 8 
restrict to 456. 9 
(2.3) Distribution of blocks 10 
Manhole 1: 11 
Manhole 1 is connected to one pipe so it is the only one to receive flow: 12 
𝑇𝑚 = 𝐶𝐵 (
𝑇𝑞
𝑇𝑡
) = 4128.55 (
304
4128.55
) = 304 𝑏𝑙𝑜𝑐𝑘𝑠 13 
This leaves 3,824.55 blocks to be included at this manhole again at the next 14 
time step. 15 
Manhole 2: 16 
Manhole 2 is connected to one pipe in the downstream direction thus it is the 17 
only one to receive flow: 18 
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𝑇𝑚 = 𝐶𝐵 (
𝑇𝑞
𝑇𝑡
) = 3785.55 (
456
3785.55
) = 456 𝑏𝑙𝑜𝑐𝑘𝑠 1 
This leaves 3,329.55 blocks to be included at this manhole again at the next 2 
time step. 3 
 All remaining blocks in Manhole 1 and 2 are kept in these manholes to be included 4 
again at the next time step. The computation for the current time step is then complete 5 
and the program returns to the start of the time loop. The program continues until all 6 
time steps have been calculated.  7 
3.6 Chapter Summary 8 
In this chapter the methodology for the two new sewer simulators have been 9 
presented. The first, CA1D, simulates the flow between manholes by comparing 10 
the head in each manhole within a neighbourhood. The second simulator 11 
presented, BCA1D, uses blocks to represent the flow. Two look-up tables are 12 
created for each pipe prior to the simulation. The upstream and downstream 13 
water heads are calculated at each time step and from this the maximum flow 14 
rate is determined using the look-up table. 15 
CA1D is closer to tradition CA, and the simulation of reverse flow is easily 16 
incorporated into the algorithm through the ranking of the manholes. BCA1D is 17 
the simpler model, but uses a high amount of memory to store the look up 18 
tables. The accuracy of BCA1D is affected by the restriction of only integer 19 
blocks moving although the effect of this can be minimised by using blocks of a 20 
small volume. 21 
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Chapter 4: Case Study 1: A Hypothetical Sewer 
Network 
It is important to determine if the two new methodologies for sewer simulation 
using CA are able to simulate a network quickly and accurately. For the CA 
models to be considered to be accurate their results must agree with those 
produced by recognised benchmarks. To determine this both new CA 
methodologies were developed into programs within Matlab 2012b (MathWorks, 
2012). Matlab is a widely used interpreter that is able to run complex programs. 
It was chosen due to the ease of modifying the code as no compiling is 
required. Both CA models were then used to simulate a small hypothetical 
network along with a number of recognised benchmarks. The results have then 
been compared both visually and statistically. The latter allows it determined if 
the new models are in agreement with the hydrodynamic benchmarks in an 
unbiased way. 
4.1 The Hypothetical Network 
The initial testing of the new CA models was carried out using a small 
hypothetical network comprised of 15 pipes and 16 nodes, 2 of which are 
outfalls. A schematic of the network is shown in Figure 4.1. The basic layout of 
the network has been designed with 4 branches connecting to a main trunk. 
Three of the branches (Pipes 4, 5 and 6) merge into the trunk of the network 
near the upstream end. The first of these branches contains three pipes, while 
each of the other branches contains only one pipe. The final branch (Pipe 14) 
splits off from the main trunk near the downstream end of the network.  
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Figure 4.1: Schematic of the hypothetical Network 
A number of the parameters are kept constant throughout the network allowing 
the ability of the CA models to deal with changing pipe slope to be examined. 
This network has been designed to test the capabilities of the new models as 
the pipes have range of gradients, from 0.60% to 5.00%, meaning both steep 
and shallow gradients are simulated. The Manning’s Roughness for each pipe 
is 0.011s/m1/3, the Hazen-Williams Coefficient is 100 and the diameter of each 
pipe is 450mm. All the manholes have a depth of 2m and an area of 1m2. There 
is also 50m2 available for ponding above the surface at each manhole. The 
characteristics of the pipes that vary throughout the network can be found in 
Table 4.1. A selection of pipe lengths were used to ensure that the new CA 
models could deal with a wide variety of travel times between nodes.  
Table 4.1: Network Pipe Characteristics 
Pipes 1 to 8: 
Pipe 1 2 3 4 5 6 7 8 
L (m) 100 100 100 100 500 200 200 200 
Pipe 1 
Pipe 2 
Pipe 3 
Pipe 7 
Pipe 5 Pipe 6 Pipe 4 
Pipe 8 
Pipe 10 
Pipe 9 
Pipe 11 
Pipe 12 Pipe 13 
Pipe 15 
Pipe 14 
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S0 (%) 4.00 5.00 5.00 3.50 3.20 4.00 4.00 3.25 
 
Pipes 9 to 15: 
Pipe 9 10 11 12 13 14 15 
L (m) 200 100 100 500 500 100 100 
S0 (%) 2.25 5.00 2.00 0.60 0.60 2.00 3.00 
4.2 Simulation of the Network 
A number of recognised benchmarks were used to test the ability of both new 
CA models to simulate the network described in Section 4.4. The benchmarks 
used where SIPSON (Djordjevic et al., 2005), SWMM5 (Rossman, 2010) and 
InfoWorks (Innovyze, 2012). SIPSON is ran in the graphical user interface (GUI) 
3DNet which was developed at the University of Belgrade. SWMM5 is an open 
source program developed by the US Environment Protection Agency, while 
InfoWorks is a commercial modelling package developed by Innovyze. The 
hypothetical network was created and in the simulation set up in each of these 
packages to allow for them all to be compared to the benchmarks. To help in 
ensure this the network was initially created with SIPSON and then exported 
into SWMM5. The input file for SWMM5 network could then be important by 
InfoWorks. This approach was taken to minimise the chance errors occurring at 
created in each of the different packages. The inflow hydrograph, shown in 
Figure 4.2, is fed into each manhole of the network. The inflow was designed to 
ensure that the majority of the pipes became surcharged and that a high level of 
flooding occurred at a number of the manholes. The simulation of this network 
was carried by each of the discussed models using this hydrograph inflow and a 
visual comparison of all the results is discussed in Section 4.2.1. The simulation 
by both CA models used a time step of 15s and BCA1D used a block size of 1e-
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7m3. A very small block size was chosen to help ensure accuracy. This is 
summarised in Table 4.2. 
Table 4. 2: Parameters used in CA simulations 
Model CA1D BCA1D 
Time Step (s) 15 15 
Block Size (m3) N/A 1e-7 
 
 
Figure 4.2: Inflow hydrograph used in initial testing simulation 
4.2.1 Visual Comparison of Results 
The results produced from all the simulations where collected together within 
Microsoft Excel. The simulation results of Pipes 1, 2, 3, 6, and 7 are discussed 
in Appendix 3, as these are the most upstream pipes in the network and the 
flow is mainly free surface. The simulation results for the remaining pipes are 
discussed below. The simulation of Pipe 4 and 5, the results for the final two 
branches are shown in Figures 4.3 and 4.4. 
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Figure 4.3: Simulation results of Pipe 4 
 
Figure 4.4: Simulation results of Pipe 5 
In Pipe 4, SIPSON shows signs of instabilities, which are not present in the 
other models although SWMM5 does exhibit some fluctuations in the flow rate 
near the end of the simulation. CA1D also has a few very minor fluctuations 
during the simulation.  BCA1D also has one small peak early in the simulation 
and a similar spike occurs in the SIPSON simulation. Overall, all the models 
except SIPSON appear to be in agreement. The SIPSON results have are a 
high level flooding occurring at the upstream manhole of Pipe 9. This is causes 
the downstream water level of Pipe 4 to be high causing the reverse flow. This 
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behaviour is only seen in this model, as it is the flow rate at the downstream end 
of the pipe. This is more influenced by the reverse flow, as it has not reached 
the upstream of the pipe. In Pipe 5, as shown in Figure 4.4, the majority of the 
pipes again produce identical results, but those produced by SIPSON differ 
again. The hydrograph produced by SIPSON is slightly later than the others due 
to the flow rate at the downstream end of the pipes being given by SIPSON. 
This has a greater impact on this pipe than in others, as it is 500m in length, 
which is longer than the pipes looked at so far. Thus, it takes a long time for the 
main hydrograph to reach the downstream end of the pipe. 
 
Figure 4.5: Simulation results of Pipe 8 
In Pipe 8, Figure 4.5, BCA1D and CA1D produce similar results to SWMM5 and 
InfoWorks. They have approximately the same maximum flow rate as both 
SWMM5 and InfoWorks, and have similar shapes although the CA models do 
not decreases slowly from the maximum flow rate. The CA models results have 
small oscillations when the pipe is running full. The oscillations are occurring as 
the pipe is running at full capacity. When this happens, there is limited available 
volume for flow causing the flow rate to decrease for a time step. This allows 
the volume within the pipe to decrease, which means that the flow rate is not 
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restricted during the following time step. The next pipe looked at is Pipe 9 which 
is shown in Figure 4.6. 
 
Figure 4.6: Simulation results of Pipe 9 
All the models produce similar results in Pipe 9 but the hydrograph shapes are 
distinctly different. SWMM5 and InfoWorks results are the most similar with 
almost identical shapes although the flow rate produced by InfoWorks is lower 
than SWMM5. SIPSON takes considerably longer to reach the main peak in the 
hydrograph than the other models. This is partly due to the differing simulation 
results of Pipe 4 that is one of the pipes connected at the upstream manhole of 
Pipe 9. The results for SIPSON are the downstream flow rate that also leads to 
in the hydrograph occurring later. Both BCA1D and CA1D produce similar 
results to InfoWorks and SWMM5. BCA1D has a similar overall shape as these 
benchmarks, although less rounded, and marginally underestimates the 
maximum flow rate. While CA1D produces very similar results in terms of flow 
rate and shape for the first half of the simulation, it overestimates the flow rate 
later, causing the hydrograph to return to 0m3/s earlier than the other models. 
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The simulation results of Pipe 10, Figure 4.7, produced by all models, are 
similar but again there is variation between the different results including those 
produced by the benchmarks. 
 
Figure 4.7: Simulation results of Pipe 10 
Although BCA1D produces similar results to the hydrodynamic models, it 
misses the peak that occurs in both InfoWorks and SWMM5. The maximum 
flow rate of BCA1D, however, is similar to the peak flow in SIPSON. The 
hydrograph in BCA1D also ends at a similar time as that in SWMM5 and 
InfoWorks. CA1D initially produces similar results to InfoWorks and SWMM5 but 
ends up overestimating the flow rate, like in the previous pipe, and the 
simulation ends early. The reverse flow is occurring as this pipe is considerably 
steeper than those surrounding it. This results in flow travelling through this pipe 
much faster than the downstream pipe causing flood to occur at the 
downstream manhole. The flooding results in the downstream water head 
increasing and due this that reverse flow occurs. All the simulation results for 
Pipe 11 are shown in Figure 4.8 and will be looked at next. 
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Figure 4.8: Simulation results of Pipe 11 
The simulation of the flow rates in Pipe 11 produced by InfoWorks and SWMM5 
are very similar. The simulation results produced by BCA1D have a slightly 
lower maximum flow rate than both InfoWorks and SWMM5. CA1D has a flow 
rate higher than BCA1D but still lower than InfoWorks and SWMM5. Both 
SWMM5 and SIPSON run for the over 80 minutes and have a number of 
instabilities at the end of their simulations that do not occur in any of the 
simulations by the other models. They are due to a high level of flooding still 
occurring at the downstream manhole at this time. Despite having lower flow 
rates both CA models finish first. This is due to their hydrographs being less 
rounded and decreasing more sharply also they have no reverse flow, which 
occurs in the hydrodynamic models at the end of the simulation. The next pipe 
looked at is Pipe 12, whose results are shown in Figure 4.9. 
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Figure 4.9: Simulation results of Pipe 12 
In Pipe 12, the benchmarks produce results of similar shapes but with a range 
of maximum flow rates, with the lowest being around 0.4m3s-1 and the highest 
being around 0.5m3s-1 showing clearly that no hydrodynamic models produce 
the same results. Due to this range of maximum flow rates the length of time for 
the pipe to empty varies between the benchmarks. In BCA1D, the flow is only 
just underestimated in comparison to SWMM5 but more significantly with regard 
to the other benchmarks. Despite having a marginally lower flow rate than 
SWMM5, it still empties within a shorter time to that of SWMM5 and SIPSON.  
The limited capacity of the pipe causes the small fluctuations in the flow rate, as 
discussed for Pipe 8. Overall, CA1D produces results of a similar shape and 
flow rate to the hydrodynamic models. Both CA models have a number of sharp 
spikes in their flow near the start of the simulation. These are being caused by 
the flow being split between two pipes at the downstream. Overall, the results 
are good showing both CA models are able to simulate shallow pipes, as the 
gradient of this pipe is only 0.60%. The results of the final two pipes in the main 
trunk are looked at next and are shown in Figure 4.10 and Figure 4.11. 
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Figure 4.10: Simulation results of Pipe 13 
 
Figure 4.11: Simulation results of Pipe 14 
Pipes 13 and 14 occur in the main trunk after the final branch has split off. Both 
new CA models underestimate the flow rate in these pipes in comparison to the 
hydrodynamic models. The benchmarks produce a variety of flow rates 
indicating all the models are dealing with the diverging flow in different manners. 
BCA1D splits the flow in proportion to the maximum flow rate within the 
available pipes. This produces adequate results but it may be better to use the 
Bernoulli Equation to split the flow between multiple pipes. This, however, would 
be difficult and computationally expensive to such an extent that the 
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computation time would probably significantly increase. How CA1D approaches 
this depends on the presence of surcharging. If the flow is surcharged, it is dealt 
with in the same way as in BCA1D.  When the flow is not surcharged, the 
splitting depends on the difference in water levels between all the manholes 
within the neighbourhood of manhole at the upstream of both Pipes 13 and 15. 
Pipe 15 is the pipe that splits off from the main trunk. The results for this pipe 
are shown in Figure 4.12. 
 
Figure 4.12: Simulation results of Pipe 15 
The flow rates simulated by all the models are similar. There are a number of 
instabilities in the CA models near the start of the simulation as a result of the 
splitting of the flow. CA1D produces similar results to InfoWorks but different 
from SWMM5. BCA1D, on the other hand, produces results much closer to 
those given by SWMM5. SIPSON produces results with a flow rate significantly 
lower than the other models. 
4.2.2 Statistical Analysis on the Hypothetical Network Results 
To determine the level of agreement between the new CA sewer simulators and 
the benchmarks, a number of statistical measures were used to analysis the 
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results from the simulation of the hypothetical network. A range is used as it has 
been recommended in the literature that a number of measures should be used 
to determine agreement as each are sensitive to different types of errors 
(Moriasi et al., 2007). The statistical measures used are:  
(1) Root Mean Square Error (RMSE) (Moriasi et al., 2007), 
(2)  Nash-Sutcliffe Efficiency (NSE) (Nash and Sutcliffe, 1970), 
(3)  Percent Error Peak (PEP) (Dawson et al., 2007),  
(4)  Time to Peak (TtP) and  
(5) Index of Agreement (IoA) (Willmott, 1982).  
The NSE and RMSE have been selected as they are widely used to analysis 
sewer and surface flow simulations. The TtP will be used to identify if the peaks 
are occurring in all models at a similar time. The PEP allows the overestimation 
or underestimation of the peaks to be quantified and give an impression of if the 
flow is being overestimated or underestimated overall. The IoA was reported by 
Willmott (1982) to be better than the NSE and RMSE at identifying the error. 
The criteria to determine agreement between CA models and the benchmarks 
are shown in Chapter 2. 
(1) RMSE 
The RMSE between CA1D and the hydrodynamic models is always below 
0.17m3/s. The highest error occurs in Pipe 10 when SIPSON is compared to 
CA1D. The highest RMSE between InfoWorks and SWMM5 also occurs in this 
pipe. The RMSE values found for this pipe when CA1D is compared to each 
benchmark are shown in Figure 4.13. 
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Figure 4.13: RMSE in Pipe 10 between CA1D and the hydrodynamic models and between SIPSON 
and the other benchmarks 
In Figure 4.13, the highest error occurs between SIPSON and CA1D. The 
RMSE between SIPSON and InfoWorks is similar to the RMSE values between 
CA1D and the benchmarks suggesting that this level of error is acceptable. 
The lowest RMSE occurs in Pipes 2 and 3, both pipes have the same 
characteristics, when CA1D is compared to InfoWorks although the SWMM5 
only has a very slightly higher error in the same pipes. The RMSE is lowest 
here as the flow is free surface.  The RMSE between BCA1D and each of the 
hydrodynamic models was then calculated. It was found that the obtained 
RMSE values when BCA1D is compared to either InfoWorks or SWMM5 are 
very low and similar in the first 7 pipes. There is little error in these pipes as 
there is no surcharging and the flow is not arriving from any upstream pipes. 
Although still low, the RMSE values found in Pipes 8 to 15 are about a 
magnitude higher than those in the first seven pipes. 
The highest RMSE value occurs between BCA1D and InfoWorks in Pipe 12 at a 
value just above 0.14m3/s. The RMSE for this pipe, when BCA1D is compared 
to the other hydrodynamic models, is considerably lower, especially when it is 
0.00
0.04
0.08
0.12
0.16
0.20
R
M
SE
 (
m
3
/s
)
Models
 127 
 
compared to SIPSON, this is especially true for SWMM5, as shown in Figure 
4.14. This suggests that despite the high error between BCA1D and InfoWorks 
the results are acceptable. 
 
Figure 4.14: RMSE in Pipe 12 between BCA1D and the hydrodynamic models 
The average RMSE values between BCA1D and each of the hydrodynamic 
models are shown in, Figure 4.15. This was done to determine the overall level 
of agreement according to the RMSE. 
 
Figure 4.15: Average RMSE values between CA models and the Hydrodynamic models 
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From Figure 4.15Error! Reference source not found. it can be deduced that the error 
is relatively similar in all models. The error between SIPSON and CA1D is 
approximately 0.06m3/s, which is greater than the error between CA1D and the 
other benchmarks.  The lowest error occurs between CA1D and InfoWorks, 
although the average RMSE between CA1D and SWMM5 is only slightly higher, 
indicating CA1D is closest to InfoWorks out of the three benchmarks. Figure 
4.15 shows that the RMSE is close to 0.00m3/s when BCA1D is compared to all 
of the hydrodynamic models. This means according to the RMSE there is a high 
enough level of agreement for BCA1D to be in agreement with the benchmarks. 
The highest average RMSE occurs between BCA1D and SIPSON while the 
lowest occurs between BCA1D and SWMM5 suggesting BCA1D is most similar 
to SWMM5. 
(2) NSE 
When CA1D is compared to the benchmarks the highest NSE values (0.99) are 
found in Pipes 2 and 3 indicating a very high level of agreement in these pipes. 
When CA1D is compared to InfoWorks the NSE is above 0.7 in every pipe 
except Pipe 13. In Pipe 13, agreement is low between the benchmarks 
according to the NSE, as shown in Figure 4.16 along with the NSE between 
CA1D and InfoWorks. This suggests the lower NSE value in this pipe is 
acceptable. Thus, CA1D can be considered to be in agreement with InfoWorks 
for the entire simulation throughout the network.  
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Figure 4.16: NSE occurring in Pipe 13 
The lowest NSE value occurs in Pipe 15 when SWMM5 is compared to CA1D 
(Figure 4.17). However, the NSE between CA1D and InfoWorks is above 0.78 
making them in agreement. The large range in NSE values highlights the wide 
range of results obtained from the benchmarks. 
 
Figure 4.17: NSE in Pipe 15 between CA1D and the hydrodynamic models 
When the NSE is calculated between BCA1D and the hydrodynamic models, 
values above 0.66 are obtained for the first eleven pipes showing a very high 
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level of agreement up until this point. In the remaining four pipes the NSE 
values are much more variable as can be seen in Figure 4.18. 
 
Figure 4.18: NSE in Pipes 12 to 15 between BCA1D and the benchmarks 
The NSE values for BCA1D and the benchmarks (not including SWMM5) in 
Pipes 12 to 15 is between -0.2 and 0.87 indicating at times there is little 
agreement between the models but in other comparisons there is high 
agreement. The negative NSE only occurs when BCA1D is compared to 
SIPSON.  When BCA1D is compared to the other hydrodynamic models, the 
NSE is greater than 0.4 indicating there is at least some agreement between 
the models in these pipes. The average NSE between the CA models and each 
benchmark network was also calculated and are shown in Figure 4.19. 
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Figure 4.19: Average NSE between BCA1D and CA1D and the hydrodynamic models 
The average NSE between the benchmarks and BCA1D is above 0.7 showing 
the agreement. The average between SWMM5 and BCA1D NSE is 0.87 
showing a very high level of agreement. While between InfoWorks and BCA1D 
the average NSE is 0.85 and 0.71 between BCA1D and SIPSON. This again 
suggests that BCA1D is closest to SWMM5. The NSE values between CA1D 
and the hydrodynamic models InfoWorks and SWMM5 is above 0.7. However, 
the NSE between SIPSON and CA1D is lower, at 0.57, which is high enough to 
indicate that there is agreement between the two models although not as high 
agreement as between InfoWorks and SWMM5.  
(3) IoA 
 For all comparisons and for the first 3 pipes the IoA is always above 0.99 
indicating the results are almost identical, which was shown during the visual 
comparison. The lowest IoA value is 0.71 and occurs in Pipe 13 when CA1D 
and SIPSON are compared, but the IoA is 0.84 and 0.88 in this pipe when the 
flow in CA1D is compared to SWMM5 and InfoWorks, respectively. This 
suggests higher levels of agreement occur in these pipes. The IoA between 
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SIPSON and InfoWorks is 0.86 indicating that the results are acceptable in spite 
of the low agreement in some of the comparisons.  
The average IoA values between the CA models and the benchmarks was also 
calculated. The average values of the IoA between CA models and the 
hydrodynamic models are shown in Figure 4.20.   
 
Figure 4.20: Average IoA between the CA models and the benchmarks 
From Figure 4.20, the lowest average IoA occurs between SIPSON and CA1D. 
The highest average occurs between InfoWorks and CA1D. This indicates that 
CA1D is closest to InfoWorks and furthest from SIPSON. The highest level of 
agreement for BCA1D occurs when it is compared to SWMM5 with the lowest 
indicted between it and SIPSON. This indicates that BCA1D has the greatest 
agreement with SWMM5 and least with SIPSON. The average IoA is higher for 
the CA1D comparisons than for the BCA1D comparisons suggesting it is closer 
to the benchmarks. 
 (4) Percent Error in Peak 
The PEP indicates if the peak is being overestimated or underestimated. The 
PEP is calculated for each pipe between the CA models and the benchmarks.  
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For the first 3 pipes the error is always above -1.4% thus, the differences are 
insignificant. The first significant error of -33.13% occurs in Pipe 4 between 
SIPSON and the new CA models indicating the peak has been significantly 
underestimated.  The error between SIPSON and all other models is 28.22%. 
This is occurring due to the instabilities discussed during the visual analysis. In 
Pipes 5, 6 and 7 the PEP is low between the new CA models and all the 
benchmarks.  
In Pipe 8, the PEP values are within the range ±8%. CA1D in comparison to 
both SWMM5 and InfoWorks underestimates the flow rate, but with regards to 
SIPSON it overestimates it. The PEP for the flow rate produced by BCA1D is 
approximately 7% lower than for SIPSON. In comparison to SWMM5 it is 7% 
larger. This indicates that there is a large difference in the peaks highlighting the 
variability of results produced by different benchmarks. 
In Pipe 9, the error is higher than what occurs in Pipe 8 with it ranging from -5% 
to 23%.  The highest, PEP value occurs when CA1D is compared to the 
benchmarks due to the spike in the flow rate approximately half way through the 
simulation. In Pipe 9, between BCA1D and the benchmarks SIPSON and 
InfoWorks the PEP is closer to 0% than -10% but between SWMM5 and 
BCA1D it is approximately -15.80% indicating BCA1D significantly 
underestimates the peak in comparison to SWMM5. 
The errors in Pipe 10 and 11 between CA1D and the benchmarks are lower 
again between -0.40% and 17.09%. In Pipe 12, the PEP is very high ranging 
from 15.17% to 30.87% with lowest occurring when CA1D is compared to 
InfoWorks and the highest when CA1D is compared to SWMM5. This wide 
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range in PEP show that the flow rates, and in particular the peak flow rate, in 
pipe 12 vary between the different hydrodynamic models. 
In Pipe 10, the peak produced by BCA1D is considerably underestimated 
resulting in the PEP being negative. The PEP is lowest at -30.87% when 
BCA1D is compared to SWMM5. For Pipe 11 and 12 the PEP is between -
12.66% and -20.98% for all peak comparisons between BCA1D and the 
benchmarks, showing BCA1D is underestimating the peak flow rate. In Pipe 13, 
14 and 15 the PEP between both CA models and each benchmark is high and 
variable. These comparisons can be seen in Figure 4.21. 
 
Figure 4.21: PEP between CA1D, (a), and the hydrodynamic models and then between BCA1D, (b), 
and the hydrodynamic models in Pipes 13, 14 and 15. 
Figure 4.21 shows clearly the variability in the PEP again highlighting the 
variance, which occurs between the results produced by the benchmarks. In 
Pipe 13, both CA models underestimate the peak in comparison to SIPSON and 
overestimates with respect to SWMM5 and InfoWorks. However, in comparison 
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to InfoWorks BCA1D, Figure 4.21(b), underestimates the peak flow rate, while 
CA1D, Figure 4.21(a) overestimates the peak. In Pipe 14, both CA models 
underestimate the peak flow rate, while in Pipe 15 both CA models 
overestimate the peak flow rate. The average PEP between the CA models and 
each benchmark was also found and can be seen in Figure 4.22. 
 
 
Figure 4.22: Average PEP between the CA models and the hydrodynamic models 
From Figure 4.22, a number of key points can be deduced. CA1D consistently 
overestimates the maximum flow rate while BCA1D underestimates it. CA1D is 
closest to SIPSON in terms of the peak flow rate while BCA1D is furthest from 
it. Instead it is closest to SWMM5, which CA1D is furthest from SWMM5. 
(5) Time to Peak  
The TtP is the fourth measure that was used to determine the accuracy of the 
model.  It is determined for each pipe in the network. 
For all models the peak in the first 3 pipes the TtP occurs at approximately the 
same time. For Pipe 4, the TtP varies across the simulations. The peak in the 
SWMM5 results occurs after the peaks in BCA1D, CA1D and InfoWorks. The 
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peak in SIPSON occurs considerably later, after 40 minutes, due to the 
instabilities near the end of the simulation resulting in high flow rates.  
In Figure 4.23, the TtP for Pipes 5 to 11 is plotted. In Pipes 5 to 8 the peaks in 
the results produced by BCA1D and InfoWorks are very similar. In Pipe 6, 
SWMM5 peaks at the same time as BCA1D, while the remaining benchmarks 
peak earlier. CA1D peaks at a similar time to InfoWorks although often a few 
minutes later. In Pipes 9 to 11, the TtP is more variable. In Pipe 9 SWMM5 
peaks significantly earlier than all other models. BCA1D and SIPSON peak at a 
similar time that is approximately 30 minutes after the peak in SWMM5. 
InfoWorks peaks approximately half way between the peaks produced by 
SIPSON and SWMM5. CA1D peaks after InfoWorks and before SIPSON. This 
pipe clearly shows the variability in the benchmarks as the peaks produced by 
the hydrodynamic models all occur at distinctly different times.   
 
Figure 4.23: The TtP in Pipes 5 to 11 
In Pipe 10 BCA1D, SWMM5 and SIPSON peak within 5 minutes of each other, 
approximately 10 minutes into the simulation. CA1D and SIPSON peak later. 
The peak in SIPSON and CA1D is occurring over 15 minutes later. As in Pipe 9, 
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the TtP is variable in Pipe 11. BCA1D peaks considerably earlier than the 
benchmarks. SIPSON peaks last with InfoWorks and CA1D peaking just before 
it. The TtP in the remaining four pipes is plotted in Figure 4.24. 
 
Figure 4.24: The TtP in Pipes 12 to 15  
The TtP is variable between the different models in Pipes 12, 13 and 15, while 
all models peak at approximately the same time in Pipe 14. In all 4 pipes looked 
at in Figure 4.32 BCA1D peaks at around 20 minutes into the simulation. In 
Pipes 13 and 15 CA1D peaks after all the other models. In Pipe 12, SWMM5 
peaks last with the other benchmarks and CA1D peak just before it. BCA1D 
peaks significantly earlier, about 15 minutes before CA1D, due to the 
instabilities in the flow rate. 
4.3 Effect of Variations in Time Steps  
For both models the time step is a key parameter which influences their 
accuracy and efficiency. Accordingly, both model simulations were evaluated 
using five different time steps: 1s, 5s, 15s, 30s and 60s. The simulation times 
using the different time steps are shown in Figure 4.25. 
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Figure 4.25: Simulation time for 5 different time step sizes for both BCA1D and CA1D 
From Figure 4.25, it can be seen that as the time step gets larger, the time 
required to complete the simulation decreases for both CA models. The largest 
difference in simulation time for both CA models occurs between the 
simulations of 1s and 5s time step. This means that a 1s time step is not 
recommended due to the high computational cost involved. The high cost is due 
to the excessive number of intermediate steps involved when such a small time 
step is in use. For example, a simulation with a 1s time step requires 7,200 
intermediate steps, while the 5s time step simulation needs only 1,440 steps. 
When the time step increases to 15s the simulation time more than halves and 
again when moving to a 60s time step.   
To determine the affect of different time steps on the accuracy of the CA models 
the average statistical measures used previously except the PEP have been 
recalculated between the CA models when using the various time steps and the 
benchmarks. InfoWorks and SWMM5 used a time step of 15s.  However, to 
ensure stability, both are permitted to use variable time steps. SIPSON used a 
smaller time step 1s, to ensure stability as this model is unable to use a variable 
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time step.  The comparison with the benchmarks was undertaken first for CA1D, 
then by BCA1D. 
The first measure calculated is the RMSE whose averages are shown in Figure 
4.26. The highest RMSE between CA1D and benchmarks occurs when a time 
step of 60s is used. The lowest RMSE value occurs between CA1D and the 
benchmarks SIPSON and SWMM5 when a time step of 30s is used. The RMSE 
between CA1D and the benchmarks SWMM5 and InfoWorks increase as the 
time step decreases from 30s to 1s. The lowest RMSE value occurs between 
CA1D and the benchmarks SWMM5 and SIPSON when a 30s time step is 
used. For InfoWorks there is little difference in the RMSE between when the 5, 
15 and 30s time steps are used, with the lowest occurring when using a 5s time 
step. 
 
Figure 4.26: RMSE between CA1D and the benchmarks at various time steps 
The next measure calculated was the NSE, which is shown in Figure 4.27. The 
lowest NSE occurs between CA1D and the benchmarks when a time step of 
60s is used. When using a time step of 1s the NSE is also low when compared 
to SWMM5 and SIPSON. For the SWMM5 and SIPSON comparison the highest 
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NSE occurs when a 30s time step is used while for InfoWorks the highest NSE 
occurs when a 5s time step is used.  
 
Figure 4.27: Simulation time for 5 different time step sizes for CA1D 
The IoA was the third measure calculated and its average is shown in Figure 
4.28. The lowest average IoA value occurs when a time step of 60s is used. For 
the other time step magnitudes, the IoA is approximately identical. 
 
Figure 4.28: Average IoA value between CA1D and the benchmarks at a range of time steps 
The final measure calculated was the TtP and for all pipes is shown in Figure 
4.29. The TtP was affected the most when using the 5s time steps. When this 
time step is used in CA1D the peaks often occur later than in the other CA1D 
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simulations. In Pipes 10 to 13, the peak also occurs later when a 60s time step 
is used. In Pipes 4, 8, 11 and 12 the peak occurs later than the peaks in the 
other simulations, while in Pipes 13, 14 and 15 the peak occurs before when 
they happen in the simulations carried out with larger time steps. The simulation 
using a 15s time step is seen to be variable in Pipes 13 and 15. 
 
Figure 4.29: Time to Peak for CA1D using different time steps 
Overall, from looking at the different TtP it can be seen that the occurrence of 
the peak is only marginally affected by the variation in time step, although in 
some pipes, such as Pipe 12, the effect is more pronounced.  Using a small 
time step, such as 1s, makes the peak occur slightly earlier in the simulation.   
Analysis of the different results using the measures suggests that their 
agreement is affected by the size of the time step. When small time steps are 
used, the model is excessively perturbed by small changes in the flow resulting 
in instabilities. Large time steps result in crucial changes in the flow rate being 
overlooked. The measures were now recalculated to evaluate the difference 
between the BCA1D simulations and the benchmarks.  
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The first measures looked at is the RMSE and the averages are shown in 
Figure 4.30. The highest average RMSE values occur between BCA1D and the 
benchmarks when a time step of 60s is used. However, the spatial and 
temporal average of the RMSE values is still below 0.1 suggesting a high level 
of agreement. When a time step of 1s is used the RMSE is seen to be high 
relative to the RMSE values when a time step of 30, 15 or 5s is used. 
 
Figure 4.30: Simulation time for 5 different time step sizes for BCA1D  
When BCA1D is compared to SWMM5 and InfoWorks, Figure 4.31, the lowest 
NSE occurs for a 60s time step, while for SIPSON the lowest NSE occurs when 
a 1s time step is employed.  When BCA1D is compared to each benchmark, the 
highest NSE occurs when a 30s time step is used and this steadily decreases 
as the time step decreases in size. This behaviour suggests that there is an 
optimal time step that is sufficiently large enough to omit small changes that are 
short lived - resulting in small fluctuations - but still sufficiently small that major 
changes in the flow rate are detected at the appropriate time.   
0
0.02
0.04
0.06
0.08
60 30 15 5 1
R
M
S
E
 (
m
3
/s
)
Time Step Magnitude(s)
SWMM5
SIPSON
InfoWorks
 143 
 
 
Figure 4.31: NSE for simulations of BCA1D using different time steps 
The IoA was calculated for each time step and averaged, Figure 4.32. The 
behaviour of the IoA is similar to that of the measures looked at previously and 
supports the hypothesis that an optimal time step exists. This suggests that a 
time step of 60s results in low agreement. 
 
Figure 4.32: IoA between BCA1D and the benchmarks at a range of time steps 
The final measure looked at is the TtP, Figure 4.35Error! Reference source not 
found.. The magnitude of the peak values is unaffected by varying the size of the 
time steps. 
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Figure 4.33: TtP in all pipes for each of the hydrodynamic models and BCA1D simulations 
The TtP in most the pipes is very similar regardless of the magnitude of the time 
peak used. The first time the occurrence of a peak in a pipe varies significantly 
with the magnitude of the time step is Pipe 9. In this pipe the simulation 
produced by the time step of a 60s and 1s magnitude occurs earlier than when 
the other time step magnitudes are used and at a similar time to SWMM5. The 
peak produced by the simulations using a time step of 15s and 30s occurs at a 
similar time to SIPSON. In Pipe 12 and Pipe 13 the peak in the simulations 
using the time steps of magnitudes of 30s and 60s occur later than the other 
BCA1D simulations. In the final two pipes the simulation peaks again occur at 
similar times. 
From undertaking the statistical analysis of the results it is determined that the 
accuracy of the model increases as the time step increases - until the 30s time 
step.  Beyond this, the accuracy deteriorates as the major changes in the flow 
rate are being missed.  Moreover, from looking at the computation times, as the 
time step increases the computational efficiency decreases.  Thus, it is 
important to choose a sufficiently large time step to ensure the simulation runs 
at an appropriate speed but also small enough that major changes in flow rate 
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are detected. Thus, the suggests that the recommend time step to use may be 
30s. It also note worth though that for many of the statistical measures there is 
little difference in the results between using a 15s and 30s time step with some 
even indicating better performance when a 15s time step is used. 
4.4 Chapter Summary 
In this chapter both new CA models, CA1D and BCA1D, along with three 
recognised benchmarks (InfoWorks, SIPSON, and SWMM5) were used to 
simulate a small hypothetical network. Through a visual and statistical analysis 
the CA models were found to be in agreement with the 3 benchmarks.   
From the visual comparison of the results, the two CA models produced results 
that appear reasonably similar to those computed by benchmarks. The visual 
comparison also shows that even hydrodynamic models do not produce 
identical results because different modelling approaches or methods applied to 
deal with either very steep or shallow pipes as well as the different methods for 
solving the SVE used by each.  
The RMSE and IoA both show high levels of agreement between the CA 
models and the benchmarks. The NSE and PEP were more variable, overall 
from the averages they do indicate agreement. When poorer values of the NSE 
and PEP occurred the weakness of the new CA models could be found. A high 
PEP indicated when the flow rate produced by the CA model being compared to 
the recognised benchmarks was unstable due to fluctuations in the flow rate. 
The NSE indicated the locations that the flow rate produced by the CA models 
differed the most from the benchmarks as it appears to be the most sensitive of 
the measures used. The TtP was also shown to be close in most pipes 
however, in the CA1D simulation it varied in some pipes from the hydrodynamic 
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models due to instabilities. Overall, the statistical analysis indicates there is 
agreement between the CA models and benchmarks. 
The affect on using time steps of different magnitudes on the performance and 
accuracy of the CA models was also looked at. The larger the time step the 
lower the computation time. From the statistical analysis of the results the 
closest results to the benchmarks were obtained for both CA models when a 
30s or 15s time step was used depending on the measure looked at. At small 
time steps the models detects every small change in the flow rate causing small 
fluctuations. When using a larger time step, e.g. 60s, key changes in flow rate 
can be missed or delayed resulting in poor results. This changes that an optimal 
time step magnitude exists and lies close to 30s.  
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Chapter 5: Case Study 2: Keighley, Yorkshire 
In Chapter 4, both new models were tested using a small hypothetical network 
and the results demonstrated both models were in agreement with the 
recognised benchmarks. The two models need further testing on a more 
complex network to evaluate their performance when modelling a real world 
problem. In this chapter, the two CA models will be used to simulate the sewer 
network in the Stockbridge area of Keighley, Yorkshire. This network was 
selected to test the models as the area has suffered from flooding in the past, 
such as in 2000 when approximately 300 properties were damaged due to 
flooding. 
In this chapter a detailed description of the network will be given in Section 5.1. 
Then in Section 5.2 an initial simulation of the network is carried out. These 
results are then analysed to determine the strengths and weaknesses of the 
models. This information will then be used to identify improvements, which can 
be made to the models. An updated methodology for both CA1D and BCA1D 
will be developed in Section 5.3 using what is learnt in Section 5.2. The network 
will then again be simulated and the new results analysed in Section 5.4. In 
Section 5.5 some conclusions are drawn on the modelling capabilities and the 
performance of both CA models. 
5.1 Keighley Network 
The network that serves the Stockbridge region of Keighley covers a catchment 
of approximately 0.24km2.  The system consists of 89 pipes and 90 nodes 
(manholes). It has 1 outfall at the downstream of the network. This was slightly 
reduced to 80 pipes and 81 nodes to improve the overall stability of all models 
due to a number of undersized pipes that had much smaller diameters in 
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relation to those connected to them.  It contains a wide variety of pipes, which 
form 4 main branches connecting to the trunk of the network, this is shown in 
Figure 5.1: Schematic of Keighley Network 
. 
 
Figure 5.1: Schematic of Keighley Network 
This real world system has a larger range of gradients, diameters and pipe 
lengths than the hypothetical network used in Chapter 4. An important aspect of 
this network is that some regions are extremely flat with pipes having a gradient 
of 0. Key information regarding the network characteristics is shown in Table 
5.2. To perform the simulation in both models a time step of 15s is used and in 
BCA1D a block size of 1e-6m3 is used. A very small block size was used to help 
ensure accuracy. These parameters are summarised in Table 5.1. A time step 
of 15s is used as there appear to be little difference in using a 15s and 30s time 
step and with some measures a 15s time step appeared more accurate than a 
30s time in the analysis undertaken in Section 4.3. 
  
Pipe 10 
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Pipe 5 
Pipe 28 
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Table 5. 1: Parameters used in CA simulations 
Model CA1D BCA1D 
Time Step (s) 15 15 
Block Size (m3) N/A 1e-6 
Table 5. 2: Ranges of the pipe characteristics which occur in the network 
Characteristic Maximum Minimum Average 
Length (m) 284.00 15.00 51.49 
Diameter (m) 1.50 0.15 0.52 
Gradient 0.14 0.00 0.02 
 
From Table 5.1 it can be seen that the network has a wide range of 
characteristics allowing the CA models to be tested more thoroughly than 
previously. 
5.2 Preliminary Simulation of Keighley 
To determine the ability of the methodology to model Keighley both CA models 
where used to simulate the network for a 3-hour storm event with a total rainfall 
depth of 0.032m along with a small base flow entering at the most upstream 
manhole in each branch. Along with the new CA models and the benchmarks: 
InfoWorks, SWMM5 and SIPSON were also used to carry out this simulation. 
The data for the network was originally in SIPSON and was then exported to 
SWMM5. From SWMM5 the network could easily be passed to InfoWorks. IT 
was also in format, which allowed the input file for the CA models to be created 
easily.  
A selection the results are shown in this section with the relevant pipes 
indicated in Figure 5.1, and their characteristics can be found in Table 5.2. The 
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pipes were chosen to allow locations across the network to be looked at and to 
include results pipes with for a range of different characteristics.  
Table 5.3: Main characteristics of the selected pipes  
Pipe Diameter (m) Length (m) Gradient 
5 1.145 22.00 0.000 
10 1.4 93.41 0.010 
28 0.915 130.00 0.010 
78 1.145 15.00 0.000 
79 0.380 37.00 0.010 
The first pipes looked at are Pipes 5.The flow results are shown in Figure 5.2. 
 
  Figure 5.2: Flow simulation results of Pipe, (a), and Pipe 5 
In Pipe 5, Figure 5.2, all the models produced very similar results although 
CA1D fluctuates throughout and slightly overestimates the flow rate throughout 
the simulation in comparison to the benchmarks. This is being caused by 
fluctuations in the water head in the upstream and downstream manholes. The 
peak produced by SIPSON is slightly lower than that given by the other models. 
The next Pipe 10 is looked at in Figure 5.3. 
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Figure 5.3: Simulation results of Pipe 10  
In Pipe 10, all the models again produce similar results, which is significant as 
this is the last pipe in the network and is connected at the downstream to the 
outfall. CA1D again produces the most unstable results and the flow rate 
increases in both CA models quicker than the benchmarks. BCA1D also 
underestimates the flow rate as it decreases back to the base level. 
Figure 5.4: Simulation results of Pipe 28 
The simulations in Pipe 66 produced by all models are very similar suggesting 
that all the models are in full agreement as shown in Figure 5.4(a). CA1D is 
unstable with a few fluctuations as the flow rate increases to the peak flow rate. 
SIPSON also has a lower base flow than the other models.   
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Figure 5.5:  Simulation results of Pipe 78, (a), and Pipe 79, (b) 
The overall hydrograph shape is similar in all models when simulating Pipes 78 
and 79. However, CA1D is unstable with a high level of fluctuations occurring 
throughout the simulation of Pipe 78, Figure 5.5(a), and small fluctuations in the 
simulation of Pipe 79, Figure 5.5(b). The flow rate produced by both CA models 
decrease quicker than the benchmarks after the peak has occurred. 
5.2.1 Computational Efficiency 
The next step was to look at the computation times of the simulations. To 
accomplish this, the Keighley system was simulated 10 times, the time recorded 
and averaged, which is shown in Error! Reference source not found.. It was 
simulated 10 times as the simulation times vary slightly each time a model is 
run. 
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Figure 5.6: Average simulation times for all models 
From Error! Reference source not found., it appears that all models are significantly 
faster than SIPSON. BCA1D has a low computation time, but not as low as 
desired. It takes approximately the same time as SWMM5 and is only slightly 
slower than InfoWorks. BCA1D is slower than was hoped for, as it has been 
developed within Matlab. Despite the flexibility of Matlab, the software is slow 
because it is an interpreter and does not compile the code. The simulation time 
of CA1D is more disappointing with it being greater than 5s. This is slower than 
the InfoWorks and SWMM5. The CA1D computation time is high due to the 
complexity of the methodology, especially the ranking of the manholes within 
each neighbourhood. The ranking is a complex part of the simulation as it 
requires all the members of each neighbourhood to be sorted. The computation 
time could be improved by writing the code for the methodology in a C# or C++ 
environment. This would allow the code to be compiled and an executable to be 
produced. This would then improve the efficiency as the program would not 
need to be interpreted each time the model is run. 
1.69
21.10
1.10 1.54
6.20
0
5
10
15
20
25
SWMM5 SIPSON InfoWorks BCA1D CA1D
Ti
m
e
 (
s)
Model
 154 
 
5.2.2 Effect of Block Size 
It was considered important to look at how the accuracy of BCA1D is affected 
by using different block sizes. To ensure accuracy the block size must be small 
enough to carry out the simulation and represent the flow entering the network 
from the surface. The inflow to the Keighley network is entered into manhole of 
the network. The minimum, maximum and average volume entering any 
manhole within the network is shown in Error! Reference source not found.. If the dry 
weather flow for the system was know this may be more appropriate to use as 
the block size as this should be the lowest flow rate that should occur within the 
system. 
Table 5.4: Information about the inflow to the system 
Minimum (m3) Average (m3) Maximum (m3) 
0.00015 0.4494 0.4481 
 
 The Keighley network was simulated using the blocks 1e-7, 1e-6, 1e-5, 1e-4, 
1e-3, 1e-2, 1e-1, 1m3. The blocks where chosen as it allowed the affect of using 
blocks smaller than the smallest inflow and the affect of using blocks larger than 
any volume entering the system to be looked at. The statistical measures used 
in Chapter 4 were calculated for each simulation and averaged. The average 
RMSE values are shown in Error! Reference source not found.. 
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Figure 5.7:  Average RMSE for each simulation 
From Error! Reference source not found., the RMSE rises slightly as the block size 
increases. The largest increase is between 1e-1 and 1m3, although even for the 
latter simulation the RMSE is still low, as the average is below 0.02m3/s. The 
next metric looked at is the NSE, shown in Error! Reference source not found.. 
 
Figure 5.8:  Average NSE for each simulation 
The NSE values are very close to 1 when small block sizes are used. For larger 
blocks, those greater than 1e-2m3, the NSE gets lower. This is particularly true 
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for a block size of 1m3 where the average NSE between BCA1D and all the 
benchmarks is below 0, indicating no agreement. The next measure looked at is 
the IoA. The average IoA value for each simulation is shown in Figure 5.9. 
 
Figure 5.9:  Average IoA for each simulation 
The IoA is highest for the smallest block sizes like the NSE. The IoA value is 
lowest when a block size of 1m3 is used and high for all smaller block sizes 
indicating agreement between BCA1D and the CA models. The next metric is 
the PEP, whose average is shown Figure 5.10. 
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Figure 5.10:  Average PEP for each simulation 
The PEP is very low for all block sizes smaller than 1e-1m3.  For a block size of 
1e-1m3 the PEP is significantly higher, although the average, which is below 
20%, indicates that BCA1D is still close to the benchmarks. The average PEP is 
overestimated between BCA1D and the benchmarks for the larger block sizes. 
When a block size of 1m3 is used, the PEP is even higher between BCA1D and 
the benchmarks suggesting the flow rate is being severely overestimated. 
 The next step was to look at how the block size influences the simulation time. 
The simulations discussed where each ran 10 times and the average simulation 
time found. This average simulation time for each block size was then plotted in 
Figure 5.11. 
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Figure 5.11:  Simulation times for various block sizes 
From Figure 5.11Error! Reference source not found., the simulation time 
decreases as the block size increases. The computation time for the largest 
block size tested takes approximately half the time that the smallest block size 
takes to complete the simulation. This would suggest that to obtain a low 
computation time large blocks are required. For block sizes greater than 1e-
4m3, there is little difference in simulation time and no trend is established. This 
would suggest that using a block size smaller than 1e-4m3 has no significant 
effect on the simulation time. 
The block size affects the simulation time as only complete blocks can move. 
This means that for smaller block sizes, more time steps are required to move 
all flow, which increases the computation time. This means less volume being 
left in manholes at the end of the simulation. There is a total 4,367.98m3 of flow 
which enters the system. The percentage of blocks, which is left in the system 
for each different block size is shown in the Figure 5.12. Flow, which does not 
reach an outfall is not completely lost from the system. It is instead left in 
manholes throughout the system, as there is not enough volume in the 
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manholes to form a whole block. Some of this volume is also still in pipes and 
has not managed to pass through the entire system within the simulation time. 
 
Figure 5.12:  Percentage of mass left throughout the system 
From Figure 5.12Error! Reference source not found., the mass that fails to leave 
the system increases as the block size increases. This is due to a higher 
volume being required in each separate manhole to form a whole block. 
Although the percentage left in the system appears much higher for a block size 
of 1m3 in comparison to when a block size of 1e-7m3 is used, there is still less 
than 2% of the total volume which enters the system. 
From looking at these measures, it can be deduced that as the block size 
increases the accuracy decreases as the flow rate is overestimated and more 
flow left across the network in manholes unable to make complete blocks. Thus, 
it is recommended that blocks smaller than 1e-1m3 is used to carry out the 
simulation. In this case, blocks which are at least as small as the smallest 
volume entering the system in a time step. From looking at the different 
simulation times it is determined that the larger the block the lower the 
computation time. This means that the block size must be chosen to be large 
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enough that the computation time is low and small enough that the high 
accuracy can be still achieved. This would suggest that a block size of 1e-2m3 
should be used. However, the loss in mass is higher for this block size than for 
smaller blocks but is still below 0.25% of the total volume entering the system.   
5.2.3 Statistical Analysis of the Results 
From looking at the figures, it is clear that despite the CA models having the 
same overall shape as the benchmarks, both models, especially CA1D suffer 
from instabilities. The statistical measures used in Chapter 4 were also 
calculated to determine if the models agreed despite these instabilities. The 
different averages of each of the measures used are shown in Table 5.3 and 
Table 5.6.  
Table 5.5: Average of the statistical measures applied to Keighley 
Model 
CA1D 
RMSE 
(m3/s) 
NSE 
PEP 
(%) 
IoA 
SWMM5 0.01 0.66 4.81 0.93 
SIPSON 0.02 0.64 12.09 0.92 
InfoWorks 0.01 0.68 8.59 0.93 
The RMSE between CA1D and all the benchmarks is very low, indicating 
agreement between the CA models and the benchmarks. The IoA further 
indicates agreement with the averages between CA1D and all of the 
benchmarks being above 0.94. The average PEP is low as the averages lies 
between 0% and 12% suggesting CA1D is only slightly overestimating the flow 
rate on average. The NSE is more variable. The value between CA1D and the 
benchmarks is between 0.64 and .68 indicating that there is some agreement 
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between the models, although not a high a level of agreement. The NSE with 
the other measures indicate CA1D is in agreement with the benchmarks. 
Table 5.6: Average of the statistical measures applied to Keighley 
Model 
BCA1D 
RMSE  
(m3/s) 
NSE 
PEP 
 (%) 
IoA 
SWMM5 0.01 0.69 -6.92 0.94 
SIPSON 0.01 0.70 1.22 0.95 
InfoWorks 0.01 0.71 -2.75 0.94 
Agreement can be deduced between BCA1D and the benchmarks from looking 
at the average measures shown in Table 5.4. The RMSE is very low as the 
average is constantly below 0.015. The average NSE between BCA1D and all 
the benchmarks is above 0.69. The lowest NSE occurs between SIPSON and 
BCA1D and it suggests there is at least some agreement between these 
models. The average PEP is also very low as it is below ±7% between BCA1D 
and all benchmarks. The IoA also indicates agreement as all the averages are 
above 0.94, which is very close to 1. The TtP for these results are looked at in 
Appendix 4. 
Each individual statistical measure, except for the TtP, is investigated in detail 
to help determine the weaknesses or strengths of the model.  
(1) RMSE 
First, the maximum RMSE values between models examined. The maximum for 
each model comparison carried out is shown in Figure 5.13. 
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 Figure 5.13: Maximum, (a), RMSE Values 
The maximum RMSE values, Figure 5.13(b), occur in either Pipe 8, 9 or 10 for 
each of the comparisons. These are the last three pipes in the network 
suggesting that the maximum errors may be occurring due to an accumulation 
of errors in the network simulation. The maximum error is below 0.12m3/s 
suggesting a high level of agreement between the CA models and benchmarks.  
(2) NSE 
The minimum NSE values are shown in Figure 5.14. 
 
 
Figure 5.14: Minimum, (a), NSEs with the pipe they occur labelled on each 
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The minimum NSE values, Figure 5.14, are all negative indicating low 
agreement between the CA models and the benchmarks. The lowest NSE 
values occur in Pipes 19 and 37. To determine the cause of the results in Pipe 
19 the flow rates for each model were plotted in Figure 5.15. Pipe 37 lies at the 
top of a branch thus the flow rate in it is very low and has little impact on the 
simulation as a whole. 
 
Figure 5.15: Simulation results for Pipes 19 
From Figure 5.15, reverse flow occurs in Pipe 19 when the benchmarks carry 
out the simulation, which both new CA models miss. CA1D simulates some 
reverse flow, causing the instabilities near the end of the simulation thus the 
simulation of the reverse flow needs to be improved. BCA1D is more stable, but 
is unable to simulate this situation. In both models the failure to simulate the 
reverse flow causes the low NSE value. This has an impact on the overall 
accuracy of the model. This suggests it is important to develop BCA1D further 
to allow it to simulate reverse flow. 
 (3) IoA 
The minimum IoA values are plotted in Figure 5.16, to help identify the worst 
results to determine the circumstances under which they occur and their 
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location in the network. The maximum values were not considered here as they 
are very close to 1.0 for many of the comparisons throughout the network which 
suggests a high level of agreement.  
 
Figure 5.16: Minimum IoAs with the pipe they occur at indicated 
From Figure 5.16, it is clear that the minimum IoA values occur in Pipe 48. The 
simulation for this pipe is shown in Figure 5.17. 
 
Figure 5.17: Simulation results for Pipe 48 
 The IoA is low in Pipe 48 are occurring when BCA1D is compared to the 
benchmarks as it is unable to simulate the reverse flow, which occurs in this 
pipe.  In the simulation carried out by CA1D for this pipe there is a number of 
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small instabilities late in simulation. This suggests it is detecting the reverse flow 
but is unable to simulate it with stability and it has no impact on the downstream 
flow rate. 
(4) PEP 
 The maximum and minimum values of the PEP are shown in Figure 5.18.  
Figure 5.18: Maximum, (a),  and Minimum, (b), PEP with the pipe they occur on labelled 
From Figure 5.18, it is clear that both CA models severely overestimate and 
underestimate the peak flow rates in some pipes with the minimum and 
maximum occurring in a range of pipes. The maximum, Figure 5.18 (a), occurs 
in Pipes 46 or 80. As Pipe 80 has already been looked at in detail only Pipe 46 
will be discussed here, which is shown in Figure 5.19. 
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Figure 5.19: Simulation results for Pipe 46  
The maximum PEP is high when BCA1D is compared to the benchmarks in 
Pipe 18, which is caused by the large spike in the flow rate late in the 
simulation. In BCA1D, this is happening due to steps taken to avoid negative 
gradients resulting in a high difference in head. The PEP value is high in CA1D 
due to the instabilities in the flow rate being caused by it simulating some 
reverse flow, however, it fails to affect the downstream flow rate.  The three 
benchmarks show signs of reverse flow in Pipe 80. The results suggest that 
CA1D is detecting this, but is unable to simulate it accurately and instead 
becomes unstable. The poor results in these pipes have no effect on the 
simulation on pipes further downstream due to the low flow rate. The minimum, 
Figure 5.18 (b), PEP occurs in Pipes 3, 44 and 52.  The simulation results for 
these pipes, except for Pipe 44, which has already been discussed previously, 
are plotted in Figure 5.20.  
-0.02
0
0.02
0.04
0.06
0.00 2.00 4.00
Fl
o
w
 R
at
e
 (
m
3
/s
)
Time (Hrs)
SIPSON
CA1D
BCA1D
SWMM5
INFOWORKS
 167 
 
 
 
Figure 5.20: Simulation results for Pipes 3, (a), and 52, (b)
There is a low PEP between SIPSON and the CA model in Pipe 3, Figure 5.20 
(a), due to the higher peak flow rate produced by SIPSON in this pipe. The low 
PEP occurs between SWMM5 and the CA models in Pipe 52, Figure 5.20 (b), 
due to the high levels of instabilities in the SWMM5 results.  
From looking at the statistical measures, it is clear that both CA models produce 
results with an acceptable accuracy. They perform best under high flow rates 
making them well suited to simulating the flow under flood conditions. The 
model was found to produce poor results when simulating low flow rates, 
especially when reverse flow occurs. 
5.3 Further Development of the CA Models 
From the initial simulation of Keighley, a number of areas of improvement are 
determined. CA1D was shown to be occasionally unstable due to the low 
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gradients involved, a number of changes to the methodology are investigated.   
A need to improve the efficiency of both models was also observed.  
The codes were initially created within Matlab to allow easy modification and 
testing as no compiling is required, as Matlab is an interpreted language. 
Therefore, the computer must translate the program each time before it is run, 
which makes it computationally expensive. To improve the efficiency of the 
code, the new version of the CA1D methodology was created in C++. This 
intermediate level language produces an executable programme. The computer 
can then run this executable directly without further translation. A line by line 
translation could not occur due to different methods of carrying out operations in 
both languages. Matlab uses matrices to handle data and is suited to 
performing calculations using matrix algebra while C++, although able to  
perform matrix algebra it does not necessary obtain the best performance 
through using it.  
5.3.1 CA1D Improvements 
CA1D is found to be in agreement with the benchmarks when simulating 
Keighley, but it was clearly unstable in some pipes. The CA1D has lower level 
of agreement to the benchmarks than between the BCA1D does. Thus, the 
methodology has been improved to reduce these instabilities, which will also 
improve the agreement with the benchmarks. Further improvements of 
computational efficiency were achieved by implementing the methodology 
within C++ instead of Matlab. 
(1) Methodology 
In the initial CA1D methodology, the manholes in each neighbourhood were 
ranked and then flow passed from the central manhole depending on the ranks 
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awarded. However, this often resulted in instabilities due to large differences in 
level and reverse flow appearing suddenly and disappearing quickly. Thus, to 
improve the stability the methodology was adapted to split the volume within a 
manhole between the manhole and connecting pipes using weights which fall 
between 0 and 1. A weight is also assigned to the manhole being simulated to 
prevent the model running out of flow before all manholes have been passed 
flow and ensure the volume moved is limited by the volume within the manhole 
being simulated. 
In this version of the methodology, the manholes are not ranked. First, the 
difference in water level is found between all manholes with a water level lower 
than the central manhole as previously. The total difference in water level 
between all manholes and the central manhole is then calculated, and the 
smallest water difference determined. Once this step has been completed the 
weights are introduced. The central manhole and each other manhole receiving 
flow are assigned individual weights. The central manhole is assigned a weight 
to avoid it from completely emptying. It is also intended to prevent more volume 
than what is present from leaving the centre manhole. The weight for the central 
manhole is determined using the smallest difference in water level. The weight 
for each manhole is calculated using equation (5.1). 
Wi =
∆WLiAi
min(∆WL)Aχ + ∑ ΔWLkAk
𝐍
k=1
, 
i= 1,...,N (5.1) 
A = Area of the Manhole [m2] 
∆𝑊𝐿 = Difference in Water level [m] 
W = Weight [-] 
The volume to move to each manhole is then determined by multiplying the 
volume in the central manhole by its weight, (Eq. 5.2). This gives the volume to 
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move to each manhole as well as the volume, which is to remain in the central 
manhole. 
𝑉𝑚𝑖 = 𝑊𝑖 𝑉𝜒 i=1,...,N (5.2) 
The volume that moves to each manhole is then removed from the central 
manhole. It is placed in buffers representing the connecting until it is the correct 
time step determined from the travel time, calculated as before. To prevent 
unrealistically high flow rates the maximum flow rate is calculated as before 
using the Manning’s and Hazen-Williams Equation depending on the flow 
conditions. The maximum proportion of the volume of the manhole being 
simulated to be passed to each manhole is determined using the maximum flow 
rates like in BCA1D.  The flow being passed to each manhole is then restricted 
using the maximum flow rates by using (5.3). 
𝑉𝑚𝑖 = 𝑚𝑖𝑛 {𝑊𝑖,
𝑉𝑝
𝑉𝑇
 } 𝑉𝜒 
i=1,...,N (5.3) 
Vp= Max. Volume that can pass to Pipe according to max Flow Rate [m3] 
The maximum rate for reverse flow cannot be calculated using either the 
Manning’s or Hazen-Williams Equations, as they are not applicable to this type 
of flow regardless of the flow conditions. For reverse flow to occur a number of 
conditions must be satisfied. The first condition is that the downstream water 
level is above the upstream water level. The second condition is that the flow is 
not surcharged. Then if the Froude Number is greater than 1, then the 
downstream conditions can be ignored thus reverse flow is not permitted; if the 
Froude Number is less than 1 then reverse flow is allowed. The reverse flow is 
the minimum of space available in the pipe and the volume in the manhole 
being simulated after the maximum volume moving into the main downstream 
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pipe has been removed, (5.3). Flow is always moving in the downstream to 
ensure stability. When the pipe is surcharged, the downstream flow is restricted 
by the capacity left after any reverse flow has entered.  
(2) Translation 
The computation efficiency has been lower than hoped for the CA1D 
simulations, as the algorithm does not take advantage of vectorisation, which is 
the preferred method of Matlab for carrying out calculations, as it has been 
developed to carry out matrix algebra. Weighted CA1D (WCA1D) was created 
within C++, to further improve the efficiency. This is not the case though for C++ 
thus making it more suited for WCA1D. The model is also less complex as it 
and does not require ranking. WCA1D has been verified in Appendix 5. 
5.3.2 BCA1D Improvements 
The simulation of Keighley by BCA1D is in agreement with the benchmarks, but 
the computation time is not as low as hoped. The model is also unable to 
simulate reverse flow. To obtain simulations that are more realistic it is 
important to include this feature. This, however, is expected to increase the 
complexity of the model, which will further increase the computation time. Thus, 
it was decided to recreate the model within C++ to obtain BCA1DC++. It in this 
version of the model that reverse flow is incorporated. 
 (1) Introduction of Reverse Flow 
𝑉𝑖 = 𝑚𝑖𝑛{𝑉𝑝 − 𝑉𝑤 − 𝑉𝑚𝑈𝑆1, 𝑉𝜒 − 𝑉𝑚𝑈𝑆2} (5.4) 
𝑉𝑚𝑈𝑆1 = Volume Entering at the US of the Pipe [m
3]  
𝑉𝑚𝑈𝑆1 = Volume leaving from the downstream manhole [m
3]  
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Reverse flow in conceptual models has been discussed in the literature and 
there have been some attempts to incorporate it into the modelling process. 
Sartor (1990) suggested that there is no general equation for reverse flow. The 
empirical models used else were in the model are both unsuitable for this kind 
of flow. The Manning’s Equation is not suitable as the flow is not gravity driven 
while the Hazen-Williams Equation is unsuitable, as the flow may not be 
pressurised. It would be intuitive to allow the flow direction to change when the 
hydraulic gradient changes sign but when this was attempted the flow was 
found to be unstable. The sign changing nearly every time step caused the 
instabilities. One simple attempt at including reverse flow was implemented in 
KOSIM-WEST (Solvi et al., 2005). This was discussed briefly within the 
literature review, Section 2.1.3. In KOSIM-WEST reverse flow happens when 
full pipe flow occurs, then any excess flow at a manhole is removed and added 
to the upstream manhole.  This is a very simple approach, which does not 
appear to take into consideration the limited volume within the pipe or the 
conditions at the upstream manhole. The approach was found to be adequate 
and capable of simulating reverse flow thus this was used to indicate the 
presence of reverse flow when flow in the upstream and downstream pipe is 
surcharged. When the upstream pipe is not surcharged, the Froude Number is 
used like in CA1D. This process is complex and computationally expensive just 
to a number of decisions being required. The process of determining when 
reveres flow can occur is shown in the flowchart presented in Figure 5.21. 
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 Figure 5.21: Flow chart describing reverse flow can occur 
There is no equation to predict reverse flow. Instead, an approach was 
developed that restricts the volume, which can move depending on the flow 
conditions and what volume is present in the manhole that is being simulated.  
To determine the volume, which can move in the reverse direction, the volume 
remaining at the downstream manhole, after any volume which is moving to the 
first downstream pipe has been removed, is computed. Reverse flow does not 
occur if no volume remains in the manhole being simulated. It is checked if 
there is room in the upstream pipe for the reverse flow to move in. If there is not 
then the upstream flow is restricted to reflect this. To prevent the reverse flow 
from being too high and the manhole from emptying, the reverse flow is also 
multiplied by a coefficient of 0.25. The coefficient was found through 
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experimentation and for a different network another value between 0 and 1 may 
be more appropriate. The equation determining the reverse flow is (5.5). 
𝑉𝑈𝑆 = 𝛼𝑈𝑆𝑚𝑖𝑛{𝑉𝑝 − 𝑉𝑤 − 𝑉𝑚𝑈𝑆1, 𝑉𝜒 − 𝑉𝑚𝑈𝑆2} (5.5) 
𝛼𝑈𝑆= US multiplying coefficient,0< α <1  [-] 𝑉𝑈𝑆 = Reverse Flow [m
3]  
 
The flow rate entering at the upstream end is then restricted by the downstream 
flow rate coefficient of 0.5. This coefficient was found in the same as the 
upstream flow rate coefficient and may vary to another value between 0 and 1 
for another network. If there is not enough capacity in the pipe for the volume 
entering at upstream once the reverse flow has entered, the flow rate entering 
at the upstream is reduced to reflect this restriction. This ensures that the 
downstream flow reduces when reverse flow is occurring. This methodology is 
relatively complex and makes a number of assumptions. It would be better if the 
coefficients varied across the network and throughout the simulation to reflect 
the flow conditions. However, this would increase the complexity further and 
also increase the computation time.  
𝑉𝐷𝑆 = 𝛼𝐷𝑆𝑚𝑖𝑛{𝑉𝑝 − 𝑉𝑤 , 𝑉𝐷𝑆} (5.6) 
𝛼𝐷𝑆= US multiplying coefficient,0< α <1  [-]  
𝑉𝐷𝑆 = Volume moving DS [m
3] 
(2) Translation 
BCA1D was translated from Matlab to C++ to improve the computation times. 
C++ is not matrix based, making a look-up tables more difficult to create as well 
as more computationally expensive to use. Thus, they were not incorporated. 
Despite the tables, not being included to keep the models as close as possible 
and to smooth the simulation the water level is rounded to the nearest slot level.  
It was decided to still use the simplest form of the transition rules to minimise 
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the calculations required during the simulation. The biggest differences in this 
version and the Matlab version of the model come from the incorporation of 
reverse flow. BCA1DC++ has been verified in Appendix 5. 
5.4 Simulation of Keighley  
The next step was to re-run the Keighley simulation with the C++ versions of the 
CA models. The same inflow and setup was used as previously. The same 
pipes that were visually compared in Section 5.2 will now be presented and 
discussed. The first, Pipe 5 is shown in Figure 5.22. 
 
Figure 5.22: Simulation results of Pipe 5
The results produced by all models for Pipe 5, Figure 5.22, are almost identical 
to the original versions. There is little difference, as this pipe is unaffected by 
reverse flow and the results produced by all models are similar. This pipe 
indicates that the improved versions of the CA models are producing results 
with at least a similar level of agreement with the benchmarks as the original 
models. The results for Pipe 28 are presented below in Figure 5.23. 
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Figure 5.23: Simulation results for Pipe10 
The simulation of Pipe 10, Figure 5.23, carried out by all the models is again 
similar. Pipe 10 is the final pipe in the network suggesting that the majority of 
the network is being simulated to a adequately high level. The simulation results 
for Pipe 66 are shown in Figure 5.24. 
 
Figure 5.24: Simulation results of Pipe28 
The results for Pipe 28, Figure 5.24, are almost identical for all the models 
indicating a very good agreement between the CA models and the benchmarks. 
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The final pair of pipes, Pipes 78 and 79, that are presented are shown in Figure 
5.25.  
  
Figure 5.25: Simulation results of Pipes 78, (a), and 79, (b) 
From Figure 5.25, all the models produce similar results in both pipes. In Pipe 
78, Figure 5.25(a), the benchmarks have a small amount of reverse flow with it 
being most significant in SIPSON. All the models have a range of flow rates at 
the end of simulation between 0.00 and 0.02m3/s. In Pipe 79, Figure 5.26 (b), 
there is less variety in the flow rate at the end of the simulation. However, 
BCA1D shows signs of being slightly unstable from just before the peak flow 
rate until around 2 hours into the simulation. Previous results for Pipes 48 and 
80 where examined in detail. The new results for these pipes are shown in 
Figure 5.26. 
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Figure 5.26: Simulation results of pipes 48, (a), and 80, (b) 
The simulation results produced by WCA1D, for both pipes, are much more 
stable than those produced by the Matlab versions of CA1D due to the 
improved methodology. In Pipe 48, Figure 5.26 (a), BCA1DC++ is less stable 
than BCA1D as reverse flow is occurring causing the flow to be unstable. 
BCA1DC++ also reduces the flow rate to a similar level as the benchmarks.  
 In Pipe 80, Figure 5.26 (b), reverse flow occurs in the SWMM5 simulation and 
in the other benchmarks the flow rate is reduced due to a high downstream 
water level. In the simulation results produced by CA1D the simulation is very 
unstable in this pipe, but the simulation by WCA1D is stable. WCA1D however, 
only has a small amount of reverse flow causing the small instabilities near the 
end of the simulation. BCA1DC++ detected the reverse flow as the flow rate 
downstream decreases, but the flow rate is unstable. The reverse flow 
simulation is unstable due to flow, which has moved back to the upstream 
manhole from the downstream manhole, due to reverse flow. This briefly 
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increases the upstream water level resulting in a higher flow rate. The water 
level at the next time step is then lower causing the flow rate to decrease. The 
simulation of reverse flow could possibly be improved by delaying when the 
reverse flow is included at the upstream manhole. 
5.4.1 Statistical Analysis of the results 
The next step was to calculate the measures used previously to determine if the 
new versions of the CA models are at least as similar to the recognised 
benchmarks as the previous versions of the CA models. The spatial and 
temporal averages of the statistical measures are shown in Figure 5.27. 
The RMSE, Figure 5.27(a), between WCA1D and the benchmarks is 
significantly lower than between CA1D suggesting higher accuracy. The NSE, 
Figure 5.27(b), and IoA, Figure 5.27(c), is similar when WCA1D and CA1D is 
compared to all the benchmarks. Significantly the values are higher when 
WCA1D is compared to the benchmarks than for CA1D. 
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Figure 5.27: Average Measures for Keighley in CA1D and WCA1D
The PEP, Figure 5.27(d), between WCA1D and SIPSON is significantly lower 
than for the CA1D comparisons, however for the other benchmarks this is not 
the case. Overall, suggesting WCA1D has a higher agreement with the 
benchmarks than CA1D. 
These average statistical measures were also calculated between both versions 
of BCA1D and the benchmarks. These are shown in Figure 5.28. 
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Figure 5.28: Average Measures for BCA1D and BCA1DC++ when simulating Keighley 
From Figure 5.28 the difference in the average error for the two versions of 
BCA1D with the benchmarks are investigated. The RMSE values, show in 
Figure 5.28(a), is lower when BCA1DC++ is compared to all the benchmarks 
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than when BCA1D is compared to the benchmarks. The NSE values, Figure 
5.28(b), are higher between the benchmarks and BCA1DC++ than when 
BCA1D is compared to the benchmarks. The IoA, Figure 5.28(c), is higher for 
between the benchmarks BCA1DC++ than when BCA1D is compared to the 
benchmarks. For both versions the PEP is variable, Figure 5.28(d). BCA1D 
underestimates the peak flow rate when compared to SWMM5 and InfoWorks, 
but overestimates it when compared to SIPSON.  BCA1DC++, on the other 
hand, always overestimates the peak flow rate. The lowest PEP is between 
BCA1DC++ and SWMM5 suggests their peaks are closest in magnitude. 
Next the maximum and minimum of each of the measures were affected by 
using the new versions of the CA models.  
(1) RMSE 
The maximum RMSE vales are shown in Figure 5.29.  
 
Figure 5.29: Maximum RMSE values with the pipe they occur on labelled 
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The highest RMSE values are in either Pipes 8 or 10. In all comparisons the 
maximum values are below 0.2, which suggests agreement between all the CA 
models and the hydrodynamic models. However, the maximum values are 
lower for the models developed in C++ than for those developed within Matlab. 
This suggests that the C++ models are more accurate than the Matlab models.  
(2) NSE 
The minimum NSE occurring between the CA models and the benchmarks are 
now looked at to help identify weaknesses and strengths of BCA1DC++ and 
WCA1D. The minimum RMSE values are shown in Figure 5.30 and the pipes 
they occur in are labelled. 
 
Figure 5.30: Minimum NSE values with the pipe they occur on labelled 
From Figure 5.30, all versions of the CA models can produce high NSE in with all 
3 of the benchmarks. The maximum NSE is more varied in the new versions of 
the CA model than in the Matlab version. The minimum NSE values are higher 
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when the new versions of the CA models are compared to the benchmarks than 
when the original versions are compared to the benchmarks. This suggests that 
the new version have better agreement with the benchmarks than the original 
CA models developed within Matlab. The minimum occurs in Pipes 37, 47, or 
48 when both versions of the CA models are compared to the benchmarksPipes 
37 and 47 are both the most upstream pipes in their branches. Thus, have very 
low flow rates and their simulation has little impact on the simulation of the 
network as a whole and so are not looked at in detail. Pipe 48 is not plotted as it 
has been shown previously in Figure 5.26. 
 (3) IoA 
The maximum are once again all close to one and so were not considered to 
merit closer inspection. The minimums are plotted in Figure 5.31. 
 
Figure 5.31: Minimum IoA in Keighley with the pipes they occur at labelled 
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The minimum IoA values, which occur across the network for all versions is 
above indicating that in all pipes there is at least some agreement between the 
different models. Between BCA1DC++ and all the benchmarks the minimum 
IoA is high at above 0.6, this is approximately double, what it was when BCA1D 
simulated the network. This suggests there is greater agreement between 
BCA1DC++ and the benchmarks than between BCA1D and the benchmarks. 
The minimum IoA values in WCA1D are similar to that in CA1D, but it has 
moved from Pipe 47 to Pipe 48 suggesting the results in Pipe 47 have 
improved. The minimum IoA values for BCA1DC++ occur in either Pipe 47, 37 
or 71. Pipes 37 and 71 lie at the upstream of their respective branches thus the 
flow rate very low and has no significant impact simulations further downstream. 
(4) PEP 
  The maximum and minimum PEP values are shown in Figure 5.32. 
 
 
Figure 5.32: Maximum, (a), and Minimum, (b), PEP in Keighley with the pipe they occur on labelled 1 
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The maximum, Figure 5.32(a), PEP values for both versions of BCA1D are 1 
similar. However, it occurs in Pipe 46 when BCA1D is compared to the 2 
benchmarks and in Pipe 14 for BCA1DC++ comparisons. Pipe 14 is the first 3 
pipe is a branch meaning the flow rate in it is very low and has little impact on 4 
the simulation of the network overall thus will not be looked at in detail. The 5 
highest of all the PEP values occur when CA1D is compared to the 6 
benchmarks. However, the PEP is much lower when WCA1D is compared to 7 
the benchmarks and occurs in either Pipes 48 or 80 who have previously been 8 
looked at in detail. The minimum PEP values, Figure 5.32(b), occur in Pipes 3, 9 
19, 44 and 52 and these results are shown in Figure 5.33. 10 
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  1 
  Figure 5.33: Simulation results of Pipes 3, (a), 19, (b), 44, (c) and 52, (d).  2 
In Pipe 3, shown in Figure 5.33(a), both versions BCA1D underestimate the 3 
flow rate. However, the benchmarks produce a range of peak flow rates. 4 
Furthermore, SWMM5 is highly unstable in this pipe. In Pipe 19, Figure 5.33(b), 5 
reverse flow occurs in all the benchmarks, which is detected by BCA1DC++. 6 
However, the simulation is poor suggesting the model is still not fully able to 7 
simulate reverse flow. BCA1D fails to detect the reverse flow producing poor 8 
results. In Pipe 44, Figure 5.33(c), the results are also poor as both models 9 
severely underestimates the flow rates, as it is limited by the volume available in 10 
the pipe. In Pipe 52, Figure 5.33(d), the PEP is low due to the SWMM5 results 11 
being extremely unstable. In all four pipes the simulation in CA1D and WCA1D 12 
are similar, however, WCA1D does appear to be slightly more stable. The 13 
models produce the most distinctly different results in Pipe 19. CA1D 14 
overestimated the flow rate for most of the simulation and it is very unstable.  15 
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The results produced by WCA1D, however, are more stable and the flow rate is 1 
also lower. Both versions though fail to detect the reverse flow. 2 
Overall from looking at the statistical measures it can be deduced a good 3 
agreement between the new versions of the CA models and the benchmarks. 4 
WCA1D is much more stable than the original CA1D. However, it is not better 5 
than CA1D at simulating reverse flow. BCA1DC++ is much better at simulating 6 
reverse flow, but unable to do this with high stability. 7 
5.4.2 Impact on Model Performance 8 
The models where recreated within C++ to improve the incorporation of reverse 9 
flow. Furthermore, the motivation was also to improve the computation time of 10 
the models. To determine the effect on the times the models where used to 11 
simulate the network multiple times and the computation time averaged. The 12 
average computation times for all the models are shown in Figure 5.34.  13 
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Figure 5.34: Average Simulation Time 15 
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significantly faster as it now has a lower computation time than all other models. 1 
This has been achieved through using a much simpler version of this model 2 
along with creating the improved methodology within C++. BCA1DC++ is also 3 
faster than BCA1D and InfoWorks. 4 
5.5 Chapter Conclusions 5 
In this chapter, first the sewer network in the Stockbridge region of Keighley 6 
was simulated using BCA1D and CA1D created within Matlab. The benchmarks 7 
SWMM5, SIPSON, and InfoWorks were also used to simulate the network. The 8 
results were visually and statistically analysed. The results produced by the CA 9 
models were found to be in agreement with the existing benchmarks. The 10 
greatest differences between the results produced by the CA models and the 11 
benchmarks were found in the pipes that reverse flow occured in. BCA1D 12 
produced poor results as it is unable to simulate reverse flow thus it 13 
overestimated the flow rate. The results produced by CA1D were poor as when 14 
reverse flow occurred the simulation was often unstable and the flow rate, in the 15 
downstream direction, was unaffected in terms of magnitude.  16 
The impact of using various blocks size in BCA1D was investigated. It was 17 
determined that a block of at least 0.001m3 should be used to ensure accuracy, 18 
but that a block size less than 1e-4m3 can would also negatively affect the 19 
simulation time significantly. Thus, when carrying out a simulation using BCA1D 20 
a block size should be chosen that reflects these bounds. If, however, the dry 21 
weather flow was know it may be appropriate to use this to set the block. 22 
The simulation times for the Matlab versions of the CA models and the 23 
benchmarks were looked at. SIPSON was the slowest of all the models and 24 
InfoWorks is the fastest. BCA1D was found to have a similar computation time 25 
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to SWMM5. CA1D was found to be slower than all the models, except SIPSON. 1 
The CA models were not as fast as hoped at this stage as both CA models 2 
were run within Matlab, which is an interpreter. Thus, the code was not 3 
compiled and had to be translated each time the model was run. To improve the 4 
simulation times the models were translated into C++. To improve the accuracy 5 
the methodology of each model was developed further.  6 
CA1D was developed into WCA1D which assigns each manhole receiving flow 7 
a weight depending on the water level of each manhole within the 8 
neighbourhood. When WCA1D was used to simulate the system the results 9 
were more stable and were also obtained in a significantly lower computation 10 
time than those by CA1D.  11 
The new version of BCA1D is referred to as BCA1DC++. Along with being 12 
translated into C++, the methodology was extended to enable BCA1D to 13 
simulate reverse flow. When BCA1DC++ simulated reverse flow the 14 
downstream flow rate in the pipe was restricted allowing the magnitude of the 15 
downstream flow to reduce appropriately. The introduction of reverse flow, 16 
increased the instability of the flow. This is being caused when reverse flow 17 
occurs it increase the water head at the upstream at a later time step causing 18 
the flow rate to increase again causing. The computation time of the 19 
BCA1DC++ simulation also improved so that WCA1D is the only model which, 20 
was faster than it.   21 
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Chapter 6: Case Study 3: Torquay, Devon 
A sewer network for an entire town is large and complex. To minimise flooding 
and control flow rates they often contain more structures than the standard 
elements incorporated in the previous chapters. A number of the structures also 
combined together to act as combined sewer overflows when connected to 
outfalls at their downstream. The introduction of the different structures will be 
discussed in Section 6.1 and in Section 6.2 their implementation in the CA 
models is discussed. In Section 6.3 a number of smaller adaptations are 
discussed. Then in Section 6.4 the final case study is presented. 
6.1 Hydraulic Structures 
To allow the new CA models to simulate a wide variety of networks a selection 
of possible structures has been incorporated into both CA models: 
(1) Fixed Discharge Pumps, Section 6.1.1, 
(2) Weirs, Section 6.1.2, 
(3) Orifices, Section 6.1.3, and 
(4) Flap Valves, Section 6.1.4. 
These structures were selected due to the frequency at which they occur in real 
networks. How these structures operate and their implementation in the new CA 
models will be discussed in this chapter. By adding more structures, the 
complexity of the models has increased, hence it was deemed only appropriate 
to add them to WAC1D and BCA1DC++. Except for fixed discharge pumps, the 
flow rate is determined using different equations depending on the flow 
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conditions and the type of structure. These equations are suitable for reverse 
flow. The equations for each structure are discussed in the following sections. 
6.1.1 Fixed Discharge Pumps 
Fixed discharge pumps move the flow at a set rate. They are used to reduce 
flooding and to overcome natural negative or low gradient slopes. Due to the 
high economic cost of running pumps, they only operate when required.  Pumps 
switch on when the water in the upstream node reaches a certain fixed level. 
For many pumps, it takes a set time to reach full power. Until full power is 
reached a fraction of, the fixed discharge travels through the pump. The fraction 
been moved by the pump is determined from the length of time it has been ‘on’ r 
with the flow rate produced increasing linearly with time. The pump turns off 
when the water level decreases to a level below the switch ‘off’ level.   
A variable was added in both models to allow the status of the pumps, ‘on’ or 
‘off’, to be recorded. While a pump is ‘off’, the water level is checked each time 
step to determine if it has risen above the ‘on’ level. In both CA models the 
pump switches 'on’ and the volume to move is determined from the discharge 
rate of the pump. If there, is a delay between the pump switching ‘on’ and 
reaching full power a fraction of the discharge rate is moved by the pump until it 
reaches full power. The rate is taken to increase linearly with time until full 
power is reached. 
6.1.2 Weirs 
Weirs are used to minimise flooding by allowing flow to pass over them into 
flood channels and rivers when the water level rises above their crest. A 
number of different types of weirs exist but in this model, only thin plate weirs 
are introduced for simplicity. Each weir has a length, crest height and discharge 
coefficient. The flow rate is calculated using these parameters with the equation 
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(6.1) when the downstream water level is below the crest. When the 
downstream water level has also risen above the crest of the weir equation (6.2) 
is used to determine the flow rate. These equations were selected to ensure 
that the known discharge coefficients for Case Study 3 was applicable as it was 
InfoWorks data that was provided.  
Q = Cd√gBLUS
3 2⁄
 (6.1) 
Q = CdBLUS√g(LUS − LDS)
1 2⁄  (6.2) 
𝐿𝑈𝑆 = Level US with respect to structure [m] Cd = Discharge Coefficient [-] 
𝐿𝐷𝑆 = Level DS with respect to structure [m]  
In both models, weirs are treated as special links. When the upstream level is 
below the crest of the weir, flow does not pass over it and the spill flow rate is 
taken to be 0m3s-1. When the upstream level rises above the crest, flow is 
allowed to pass over it with a rate calculated using equation (6.1) or (6.2), 
depending on the water level at the downstream. When the downstream level is 
below the crest of the weir, equation (6.1) is used. Equation (6.2) is used if the 
downstream level has also risen above the crest of the weir. When the 
downstream level is above the crest of the weir and the upstream level, reverse 
flow occurs. 
 If a weir has a roof in InfoWorks then once the depth has risen above the roof 
the weir is treated as a sluice gate. This was also implemented in the CA 
models to allow all hydraulic structures within the Torquay network to be 
simulated correctly. 
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Sluice gates differ from weirs when the water level at either end of the weir rises 
above the roof of the sluice gate. When this has happen then either equation 
(6.3) or (6.4) is used depending on the flow conditions. Equation (6.3) is used 
when the downstream water level is below the top of the weir well equation (6.4) 
is used when both the downstream water levels are above the top of the weir. 
Q = CdBH√gLUS (6.3) 
Q = CdBH√g(LUS − LDS)
1 2⁄  (6.4) 
𝐻 =Opening height [m]  
6.1.3 Orifices 
Orifices are often used to control the discharge rate from a combined sewer 
overflow, tank, or pond. There is an invert level and discharge coefficient for 
each orifice. The equation used to determine the flow rate through an orifice 
depends on the flow conditions at the upstream and downstream. The flow 
upstream can be free surface or surcharged. If the upstream level has risen 
above the top of the orifice the flow is surcharged, otherwise it is free surface. If 
the downstream level is below the invert of the orifice then it is considered to 
have no impact on the flow rate and is ignored. If, however, the level has risen 
above the invert of the orifice, it is used as a downstream boundary condition. 
This gives 4 possible flow conditions and for each a different equation is used. 
The flow rate calculated by the different equations depends upon the difference 
in water level through the orifice, cross sectional area of the flow and the 
diameter of the orifice. The equations are shown in Table 6.1. 
Table 6.1: The flow equations used for orifices depending on the boundary conditions 
Upstream Downstream Equation Eq. 
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Flow Condition Level No. 
Free Surface Above Invert 
𝑄 =
𝐶𝑑𝐴y𝑢
𝐷
√𝑔(LUS − LDS) 
 
(6.5) 
Free Surface Below Invert 𝑄 =
𝐶𝑑𝐴 𝑢
𝐷
√𝑔L𝑈𝑆 (6.6) 
Surcharged Above Invert 𝑄 = 𝐶𝑑A√𝑔(L𝑈𝑆 − LDS) (6.7) 
Surcharged Below Invert 𝑄 = 𝐶𝑑A√𝑔L𝐶𝑑 (6.8) 
 
6.1.4 Flap Valve 
Flap valves are used to slow the flow and prevent reverse flow into the sewer 
system. They restrict the flow by multiplying the flow rate in the upstream pipe 
by the discharge coefficient of the flap valve, (6.9). The discharge coefficient 
used is the same as used in InfoWorks and should reflect the type of material 
the valve is constructed with. This approach of simulating flap valves is very 
basic as it does not take into account the effect of the valve as it opens and only 
considered when it is fully open. This is to minimise the complexity of the CA 
models. This approach was also chosen as the water level in any connected 
river is unknown, thus it is difficult to simulate flap valves more accurately 
without this information. 
𝑉𝑓 =
VUS
𝐶𝑑
 
(6.9) 
VUP = Flow Rate in the US Pipe [m3/s] Vf= Volume through flap [m3] 
6.2 Hydraulic Structures in CA Models 
All of the structures discussed previously were incorporated into the models by 
considered them to be special links. The maximum flow rate for each of the 
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hydraulic structures was calculated using the equations discussed previously in 
this chapter as appropriate. The weirs and pumps are used to reduce flooding, 
thus flow is only allowed pass to them when the depth reaches the appropriate 
level. The orifices and flap valves are used to help the hydraulic performance of 
the model. The most intuitive way to incorporate the structures would be to treat 
them in a similar way to pipes with the volume in the manhole being split in 
proportion to the maximum flow rate of each connected structure. However, it 
was found that when this approach was taken the structures were triggered too 
regularly and the flow rates were estimated wrongly. As shown in the results 
presented in Figure 6.1. 
  
Figure 6. 1: The flow rate in Orifice 1325 and Orifice 1329 
As an alternative, all pipes were simulated and the volume that is passed into 
pipes from a manhole is recorded. Then in each neighbourhood with a link, 
which is not a pipe the first hydraulic structure is simulated. The volume, which 
has left the manhole so far is updated, to be used in later structures to ensure 
the flow leaving the manhole is limited to what is still in the manhole. This loop 
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continues until all structures connected to the manholes have been simulated. 
This increases the complexity of the models, which effects the time taken to 
carry out a simulation. 
The volume allowed to be passed to a pipe is restricted by the volume of flow 
within it and volume of the pipe itself. For some of the structures other 
restrictions are required. For weirs the volume, which is above the crest of the 
weir at the start of the simulation of the manhole is available to pass over the 
weir. Many of the orifices and weirs are connected to the same manholes and 
work together as combined sewer overflows to reduce the extent of flooding. 
When they occur together, they are entered into the model so that the orifice is 
simulated prior to the weir. When the water level is above the crest of the weir, 
the volume available for the orifice is determined using equation (6.10). This 
means the volume able to move through the orifice within a time step is 
restricted sufficiently that volume is left to pass over the weir.  
𝑉𝑚 = 𝑚𝑖𝑛 {𝑉𝑜 , (
𝑉𝑜
𝑚𝑎𝑥{𝑉𝑐, 𝑉𝑜 + 𝑉𝑤}
) 𝑉𝑐} 
(6.10) 
𝑉𝑜 = Max Volume through orifice 𝑉𝑤= Max Volume over weir 
The volume available to move over a weir is limited to the volume which lies 
above the crest, thus it is given by (6.). 
 
𝑉𝑚 = 𝑚𝑖𝑛{𝑉𝑤 , 𝐴𝑚(𝐿𝑈𝑆 − 𝑊𝑐)} (6.11) 
𝑉𝑜 = Max Volume through orifice 𝑉𝑤= Max Volume over weir 
𝑊𝑐 = Height of Weir [m] 
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This simulation process of the different hydraulic structures, which both CA 
models can now simulate, is clarified in Figure 6.2.  
 
Figure 6.2: Flow Chart of simulating hydraulic structures 
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come into action when the flow in the upstream pipe is surcharged, the 
downstream condition is not considered. It must also allow flow to pass through 
when the upstream level is above the invert of the flap valve. When each pipe is 
simulated, it is checked if the first connected structure is a flap valve and not a 
pipe. If it is a flap valve, then this is simulated and the model moves on to 
simulate the pipes. 
All hydraulic structures are considered to have no length, thus flow moves 
through all structures within one time step. The flow rate through a structure is 
not restricted by the capacity of the structure, unlike pipes. 
Thus, the new rules introduced to the CA models are simply the flow equations. 
To minimise the computational cost of solving the equations any constant 
parameters have been grouped together in both models, like in the initial 
transition rules used in BCA1D.  The rules used for each structure, in both 
models, are shown in Table 6.2. 
Table 6.2: Rules for the hydraulic structures in BCA1D and WCA1D 
Link 
Type 
Equation 
WCA1D 
 Rule 
BCA1DC++ 
Rule 
Eq. 
No. 
Weir 𝐶𝑑√𝑔𝐵𝐿𝑈𝑆
3 2⁄
 𝐶𝑑3𝐿𝑈𝑆
3 2⁄
 𝐶𝑑7𝐿𝑈𝑆
3 2⁄
 (6.12) 
Weir 𝐶𝑑𝐵𝐿𝑈𝑆√𝑔(𝐿𝑈𝑆 − 𝐿𝐷𝑆)  𝐶𝑑3𝐿𝑈𝑆√𝐿𝑈𝑆 − 𝐿𝐷𝑆 𝐶𝑑7𝐿𝑈𝑆√𝐿𝑈𝑆 − 𝐿𝐷𝑆 (6.13) 
Sluice CdBH√gLUS Cd2√LUS Cd6√LUS (6.14) 
Sluice CdBH√g(LUS − LDS) Cd2√(LUS − LDS) Cd6√(LUS − LDS) (6.15) 
Orifice 
𝐶𝑑𝐴𝑦𝑢
𝐷
√𝑔(𝐿𝑈𝑆 − 𝐿𝐷𝑆)  𝐶𝑑1𝐿𝑈𝑆√𝐿𝑈𝑆 − 𝐿𝐷𝑆 𝐶𝑑5𝐿𝑈𝑆√𝐿𝑈𝑆 − 𝐿𝐷𝑆  (6.16) 
Orifice 
𝐶𝑑𝐴𝑦𝑢
𝐷
√𝑔𝐿𝑈𝑆  𝐶𝑑1𝐿𝑈𝑆√𝐿𝑈𝑆 𝐶𝑑5𝐿𝑈𝑆√𝐿𝑈𝑆 (6.17) 
Orifice 𝐶𝑑𝐴√𝑔(𝐿𝑈𝑆 − 𝐿𝐷𝑆) 𝐶𝑑2√𝐿𝑈𝑆 − 𝐿𝐷𝑆 𝐶𝑑5√𝐿𝑈𝑆 − 𝐿𝐷𝑆 (6.18) 
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Orifice 𝐶𝑑𝐴√𝑔𝐿𝐶𝑑 𝐶𝑑2√𝐿𝐶𝑑 𝐶𝑑5√𝐿𝐶𝑑 (6.19) 
Pump 𝑄𝑝 𝑄𝑝∆𝑡 
𝑄𝑝∆𝑡
𝛽
 (6.20) 
Flap 
𝑄𝑈𝑆
𝐶𝑑
 𝑄𝑈𝑆𝐶𝑑4 𝑄𝑈𝑆𝐶𝑑8 (6.21) 
Where 
Cd1 =
𝐶𝑑𝐴∆t√g
𝐷
 
Cd2 = CdB∆tH√g Cd3 = Cd∆tB√g Cd4 =
∆t
𝐶𝑑
 
Cd5 =
𝐶𝑑𝐴∆t√g
𝐷𝛽
 Cd6 =
B∆tHC
𝛽
Cd√g Cd7 =
Cd∆tB√g
β
 Cd8 =
∆t
β𝐶𝑑
 
 
6.3 New Features 
A number of smaller features have also been introduced to allow the Torquay 
system to be accurately modelled. Unlike in the Keighley and the hypothetical 
network, there is a variety of pipe shapes in the Torquay network. In the 
networks modelled earlier only circular pipes occur. In this network, although 
the majority of pipes are circular, there are also a number of egg shaped pipes 
and rectangular pipes. The shape of the pipes affects the cross sectional area 
and the hydraulic radius.   
The pipe shape is recorded to let the flow rate be calculated reflecting this. To 
simplify this in WCA1D, the multiplying coefficient used in BCA1DC++ were 
incorporated. This means that the programme only calculates the flow area and 
hydraulic radius when the flow is free surface as full pipe flow is not occurring. 
In Torquay, a number of the pipes are also offset from the nodes. If a pipe is 
offset at the inlet, the pipe invert lies above the bottom of the node, the water 
level at the upstream must be greater than this offset for flow to enter the pipe. 
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When the pipe is offset at the downstream then the downstream invert is above 
the bottom of the node, which affects the calculation of the downstream head. 
When the depth is below the invert then the invert of the pipe is used instead of 
the water head to determine the flow rate. Once the downstream depth has 
risen above invert, the downstream head is then calculated as normal. 
The simulation of the reverse flow has also been improved in BCA1DC++ by 
letting the upstream ratio, used to ensure reverse flow is small, and downstream 
ratio, used to reduce downstream flow when reverse flow occurs, to be set for 
each pipe, thus allowing them to vary spatially. This allows pipes more prone to 
reverse flow to have higher levels of reverse flow and for the downstream flow 
rate to be effected by reverse flow to a greater extent. The ratios, however, are 
still not affected by the flow conditions, which could further improve the ability of 
the models to simulate reverse flow.  
6.4 Case Study: Torquay 
The CA models have been extended to allow simulation of the sewer network in 
Torquay, Devon. This is a much larger network than has been simulated 
previously using the CA models as there is over 1,000 pipes and manholes. The 
complete network is shown in Figure 6.3 and from it the size and complexity of 
the network is apparent. It is highly complex as there are multiple branches, 
both merging and diverging, as well as a wide variety of structures scattered 
throughout.  
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Figure 6.3: Torquay Network, in this the green circles are the node, the green lines are pipes and 
the red points are various structures. 
The network in Torquay is comprised of many different types of structures. It 
contains weirs, pumps, orifices and flap valves allowing the simulation of these 
structures to be tested. The number of each different type of structures is shown 
in Table 6.3.  
Table 6.3: The number of each of the different structures which occur in the Torquay network 
Structure 
Type 
Pipes Manholes Outfalls Weirs Pumps Flaps Orifices 
Number 1235 1273 15 40 12 6 39 
The pipes within the network have a wide variety of characteristics. The key 
information for the pipes within the network is shown in Table 6.4. This 
emphasises how varied the pipes within the network are. An interesting 
characteristic highlighted by this table is that pipes with negative slope occur in 
this networks. 
Table 6.4: Network Characteristics of the Pipes 
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Characteristic Maximum Minimum Average 
Length (m) 638 1 75.86 
Diameter (m) 2.74 0.15 0.45 
Gradient 1.92 -0.06 0.08 
 
There are a high number of short pipes within the network. This is important as 
in the prior case studies there was very few pipes which are short in length. In 
the initial review of the network it was determined that these would influence the 
flow rate simulation as it is currently limited to the volume of the pipe. However, 
flow will move through these pipes in a time significantly lower than the 
magnitude of the time step. Thus, more volume should be allowed to pass 
through the pipe than what the actual volume available in the pipe is to reflect 
the fast travel time. The negative effects of short pipes were seen previously in 
Chapter 5 when in some of the short pipes the CA models underestimated the 
maximum flow rates due to limited volume available in the pipes. As there is a 
small number of pipes affected in Keighley it had little influence overall on the 
simulation but on a network with a higher number of short pipes, like in Torquay, 
the effect will be greater. 
 Thus, if the flow can move from a manhole to the next in a time significantly 
lower than the size of the time step then simply the volume of the pipe should 
not restrict the flow rate. Instead, it should be restricted by a relationship 
between the simulation time step and the pipe volume. If the travel time is less 
than 1.0, the pipe capacity is calculated as the volume available in the pipe 
multiplied by the size of the time step. This relationship is shown in equation 
(6.22).  
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𝑉𝑎 = 𝑉𝑠∆𝑡 (6.22) 
Va=Volume available in Pipe Over Time Step [m3] 
Vs=Volume Available in Pipe [m3] 
 
The simulation of the Torquay network is carried out using both CA models 
within C++, InfoWorks and SWMM5. The data was initially within InfoWorks and 
then exported to SWMM5. These files were then used to create the input files 
for the CA models.  Only the C++ versions of the CA models were used due to 
memory limitation within Matlab and to ensure low computation times. The 
storm used is a design storm created by InfoWorks. It is a 30-year event of 1-
hour duration. From the analysis of the previous case studies, a time step of 
30s was indicated to be best and this was used in the simulations of the 
network by all models. In both CA models a time step of 30s was used to carry 
out the simulation. In BCA1DC++ a block size of 1e-5m3 was used to carry out 
the simulation. A smaller block was used than what was found between 
calculation time in accuracy in Chapter 5 to help maintain accuracy when 
simulation the new hydraulic structures that were introduced in this chapter. 
This is summarised in Table 6.5. 
Table 6.5: Summary of simulation parameters for CA models 
Model WCA1D BCA1DC++ 
Time Step (s) 30 30 
Block Size (m3) N/A 1e-5 
To allow SWMM5 to run the model, small modifications had to be made to the 
network. SWMM5 was found to be able to read in up to 507 time series of inflow 
being read directly into the manholes. Thus, the network had to be simulated in 
three parts. Furthermore, in the original network, two outfalls have multiple 
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pipes connected in the upstream direction. SWMM5 cannot model this situation 
so the outfall was converted to a manhole and a very short, steep and wide pipe 
was added with a new outfall connected at the downstream of this extra pipe. 
This was the chosen approach to deal with this situation as for most of the 
network SWMM5 and InfoWorks are in agreement as shown in Appendix 6 
when using this approach. This was also the simplest method of overcoming 
this issue and required very few changes to the network.  Both CA models can 
simulate more than one pipe connecting to an outfall thus no modification for 
this in the CA models was required. 
The network in Torquay has mainly circular shaped pipes. However, there is a 
number of rectangular and egg shaped pipes. This required small modifications 
to both CA models to allow simulation of non-circular pipes. The multiplying 
coefficient used in the second transition rule of BCA1DC++ had to be altered to 
allow the shapes to be reflected when calculating the hydraulic radius. 
Originally, the hydraulic radius was simplified to D/4 for full pipe flow, but this is 
unsuitable for non-circular pipes. Thus to overcome this in non-circular pipes 
the hydraulic radius was calculated using the cross-sectional area of the pipe 
and wetted perimeter. This increases the computational cost of calculating the 
multiplying coefficients, but as it is done out with time loop and it has no impact 
on the simulation time.  
In the Torquay network, nodes can deal with flooding in one of two different 
ways within InfoWorks. The two types are discussed in Table 6.6 have been 
implemented in the CA models. 
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Table 6.6: Different types of that which occur in the Torquay Network 
Model InfoWorks CA Models 
Stored Any flood volume is stored above the 
manhole within a predefined conical 
prism to be reintroduced to the network 
when the manhole has space for the 
volume. 
Flooding is dealt with the 
same way as InfoWorks. The 
prism storing the flooding is 
always rectangular. 
Sealed The water level rises within the manhole 
without any flooding occurring on the 
surface. 
Flooding is dealt with in the 
same way as InfoWorks. 
  
6.4.1 Computation Time 
An important aspect of the new CA models is their low computation time. The 
simulation times for all the models are shown on Figure 6.4. When considering 
this figure it is important to acknowledge that the simulation time for SWMM5 is 
the total simulation time for 3 different simulations. This may be causing an 
inflated simulation time due to multiple pre and post processing of the network. 
 
Figure 6.4: Computation time for BCA1DC++, InfoWorks, SWMM5 and WCA1D 
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From Figure 6.4 SWMM5 is clearly the slowest of all the models. The CA 
models are also significantly faster than InfoWorks, which takes just over 25s 
and the CA models take less than 2s. WCA1D takes approximately 7% of the 
time taken by InfoWorks. BCA1D is even faster taking around 5% of the time 
taken by InfoWorks. This decrease in simulation time is important as it shows 
the new the models are able to simulate a large network in a fraction of the time 
taken by models which use the full Saint Venant Equations.  
6.4.2 Statistical Analysis of the Results 
Due to the sheer size of the network, it is not possible to determine agreement 
by visually comparing a small number of pipes. Instead, to determine if the CA 
models are in agreement with InfoWorks and SWMM5 a statistical analysis of 
the results was carried out. 
The same statistical measures used previously along with Normalised Root 
Mean Square Error (NRMSE) and the Percentage Bias (PBIAS), both briefly 
discussed in Chapter 2, are used in this analysis. The extra measures were 
deemed necessary to ensure agreement as the network is significantly larger 
than those simulated previously and a visual analysis is not carried out. 
(1)  RMSE 
The spatial and temporal average of the RMSE was calculated and plotted in 
Figure 6.5. The RMSE between both CA models and InfoWorks is very low, on 
average, being below 0.1m3/s. Between SWMM5 and WCA1D the RMSE is 
slightly higher, but still falling below 0.1m3/s. Both errors are small enough to be 
acceptable.  
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Figure 6.5: The spatial and temporal averages of the RMSE between the CA and the benchmarks 
This is reinforced when the frequency of the occurrence of the RMSE values 
between 0 and 1 (in intervals 0.1 in size) was plotted in Figure 6.6. The vast 
majority of the links have an RMSE value below 0.1m3/s, which suggests a high 
level of agreement between the CA models and the benchmarks. There are a 
number of links that when BCA1DC++ is compared to InfoWorks and SWMM5, 
51 and 60 links respectively, that have a RMSE values are above 0.5m3/s. 
These numbers may seem high but they are 3.8% and 4.5%, respectively, of the 
total links. There are a similar number of links with RMSE values above 0.5 
when WCA1D is compared to the hydrodynamic models.  
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From observations of Figure 6.6, both CA models have slightly lower RMSE 
values when compared to InfoWorks than when compared to SWMM5. The 10 
highest RMSE values are looked at in Appendix 8. In this analysis the model 
was found to be weak at simulating hydraulic structures when multiple are 
connected to one manhole.   
(2) NSE 1 
As the NSE is one of the most widely used measures, it is important that it 2 
indicates agreement between the CA models and the benchmarks. The NSE is 3 
very sensitive to differences in the datasets it is comparing, which make the 4 
NSE extremely negative for some links. Many of the extreme values are 5 
obtained when the size of the flow is low, thus the overall impact on the 6 
simulation is low. An example of this is discussed in Appendix 7. The 10 lowest 7 
NSE values are looked at in Appendix 8. In this analysis the model was found to 8 
be weak at simulating hydraulic structures when multiple are connected to one 9 
manhole.    10 
 11 
In Figure 6.7, the percentage of links with NSE values, which fall into set bins is 12 
presented. This allows the presence of agreement between the simulations 13 
carried out by the different models to be determined. This is done instead of 14 
calculating the spatial and temporal average as the average is vulnerable to 15 
extreme values, which were found to occur within the network. The occurrences 16 
of these values were discussed previously in this section.  17 
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 1 
Figure 6.7: Percentage of pipes with a NSE with fall into a number of set bins 2 
Figure 6.7 shows that more than 69% of the links, in both the BCA1DC++ 3 
simulations, have a NSE value greater than 0.7. For the WCA1D simulation, this 4 
is slightly lower at 64%. This suggests that for the majority of the network there 5 
is a high level of agreement between the CA models and the benchmarks. 6 
Around 10% of the links still have significant agreement between both CA 7 
models and the benchmarks as the NSE values fall between 0.5 and 0.7. Up to 8 
18% of the links however, have a NSE values less than 0.0 suggesting no 9 
agreement, this number is larger than hoped. It is important to consider that a 10 
number of links, which have very low NSE as discussed previously, is bolstering 11 
this percentage.  12 
(3)  PEP 13 
The PEP for each pipe is calculated to determine if the peak flow rate is being 14 
overestimated or underestimated. The percentages of links, whose peak flow 15 
rates are overestimated and underestimated are shown in Figure 6.8. 16 
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 1 
Figure 6.8: The % of links whose peak is over or under estimated when the CA models are 2 
compared to InfoWorks and SWMM5 3 
From Figure 6.8, WCA1D significantly overestimates the flow rate in 4 
comparison to both benchmarks. WCA1D is found to overestimate the peak 5 
most when compared to SWMM5. The high percentage of peak flow rates being 6 
overestimated suggest that the flow rate is being overestimated. The high flow 7 
rate may be due to WCA1D failing to detect reverse flow. In the majority of the 8 
links, BCA1DC++ underestimates the flow rate. However, for both comparisons 9 
the percentages for both directions are within 10% of 50%, thus the number of 10 
peak flows for each is similar. 11 
 12 
To determine if the peak flows are of similar magnitude overall the frequency 13 
with which they fall into set bins between the CA models and both benchmarks 14 
is plotted in Figure 6.9. 15 
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 1 
Figure 6.9: Frequency of the PEP falling in each bin for the CA models compared to InfoWorks 2 
The majority of the peaks in the hydrographs produced by the CA models have 3 
a magnitude within 10% of the peak flow rates produced by InfoWorks and 4 
SWMM5. The highest number of links, which fall in this range occur when 5 
BCA1DC++ is compared to InfoWorks. This suggests that for the majority of the 6 
simulation the peak flow rates produced by both CA models are of a similar 7 
magnitude to the hydrodynamic models thus, the results are acceptable. 8 
However, between 25 and 32% of the peak flow rates produced by the CA 9 
models vary by more than 30% in magnitude from those produced by the 10 
benchmark. Two of the hydrographs of these links is shown in Figure 6.10. 11 
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Figure 6.10: The hydrographs of the links 1284, (a), and 1305, (b) 
Figure 6.10 shows the flow rate is highly variable at times, which is resulting in 
the high PEP when the CA models are compared to the hydrodynamic models. 
More significantly, it shows the diversity in the hydrodynamic results.  
For Weir 1284, Figure 6.10 (a), all the models pass flow over it at a similar time. 
However, all pass different amounts over the weir. This, again, highlights the 
variance in the hydrodynamic models. WCA1D has a flow rate most similar to 
SWMM5 and BCA1DC++ produces results most similar to InfoWorks. This 
suggests the results are acceptable for both CA models as they are at least 
similar to one of the benchmarks.  
In Figure 6.10 (b), for Orifice 1305 all the models again produce different 
results. WCA1D and InfoWorks produce similar results, although WCA1D does 
have a higher peak flow rate. BCA1DC++ produces a peak flow lower than 
InfoWorks. SWMM5 produces a flow peak similar to InfoWorks, however, it is 
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extremely unstable at the end of the simulation. The simulation is varied as the 
along with this orifice, Orifice 1306 is attached to the upstream manhole. The 
CA models past the majority of the flow to Orifice 1305 and very little to Orifice 
1306. The CA models do past most of the flow to Orifice 1305 however; they 
also pass a higher volume, than the benchmarks, to Orifice 1306.  
(4)  IoA 
The IoA is calculated for each link in the network. This index was chosen as it 
was used in previous chapters and it is less vulnerable to extreme errors than 
the NSE.  The values were calculated for each link and the frequency of values 
occurring between 0 and 1 (in bins of size 0.1) are shown in Figure 6.11.  
 
Figure 6.11: % of the IoA falling in each bin when the CA models are compared to both 
Hydrodynamic Models 
The vast majority of the links have an IoA greater than 0.8 between InfoWorks 
and WCA1D showing a high level of agreement between them. When the CA 
models are compared to InfoWorks, at least 1000 pipes have a IoA value 
greater than 0.9 indicating a high level of agreement between the models. A 
number of links have very low IoA value between WCA1D and InfoWorks; 
however, only 4.65% have an IoA below 0.2. This further reinforces the view 
that the vast majority of the links show agreement between the models. The 10 
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lowest IoA values are looked at in Appendix 8. In this analysis the model was 
found to be weak at simulating hydraulic structures when multiple are 
connected to one manhole.   
The average IoA values were calculated for the different types of hydraulic 
structures, which occur within the network and are shown in Figure 6.12. 
 
Figure 6.12: The spatial and temporal average IoA for the different links between the CA models 
and the benchmarks 
The IoA values for pipes are on average high, with it being over 0.88 for all 
comparisons with the hydrodynamic models. For the pipes, the level of 
agreement between the CA models and the benchmarks is high suggesting the 
results are acceptable. The next closest agreement occurs between the models 
for the simulations of the pumps. Higher agreement occurs between WCA1D 
and the benchmarks than between the benchmarks. This suggests that WCA1D 
results for the pump simulation is acceptable. The average IoA values for the 
pump simulations carried out by BCA1DC++ when compared to the 
benchmarks is close to the average produced when InfoWorks and SWMM5 are 
compared. This again, suggests that the simulation of the pumps is acceptable. 
The average IoA values are not as high as hoped when simulating the other 
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structures although it is high enough to indicate some agreement between the 
models. The average IoA values for weirs and orifices are on average similar, 
partly due to many of them being simulated together. The poorest IoA values 
are obtained for flaps. The values obtained between the CA models and the 
benchmarks is significantly lower than when SWMM5 and InfoWorks are 
compared. From looking at the results, very little flow is being allowed to pass 
through the flaps suggesting the restrictions on their use are too strict.  
(5) NRMSE 
The NRMSE was calculated for each link. It was selected, as the fifth measure, 
as it is a normalised error thus less sensitive to extreme values like the NSE 
appears to be. A number of different NRMSE have been developed. The 
expression used in this work is shown in equation (6.23).  
𝑁𝑅𝑀𝑆𝐸 =
𝑅𝑀𝑆𝐸
𝑚𝑎𝑥(𝑂) − 𝑚𝑖𝑛(𝑂)
 𝑤ℎ𝑒𝑟𝑒 𝑂 𝑖𝑠 𝑡ℎ𝑒 𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 𝑟𝑒𝑠𝑢𝑙𝑡𝑠 
(6.23) 
The spatial and temporal average between both CA models and the 
hydrodynamic models are shown in Figure 6.13.  
 
Figure 6.13: Average NRMSE between the CA models and benchmarks 
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The average NRMSE values are low between the CA models and the 
benchmarks. It is lower between BCA1DC++ and the benchmarks than between 
WCA1D and the benchmarks suggesting more agreement between these 
models. The highest NRMSE occurs between BCA1DC++ and SWMM5 
suggesting there is at least agreement between these models. 
 
The average of the NRMSE between all the models was also determined for 
each of the different types of links. This is shown in Figure 6.14.  
 
Figure 6.14: Average NRMSE for the varies link types 
The difference between the statistical measures is highlighted. When the IoA 
was looked at the most similar levels of agreement between the different 
comparison, after pipes, occurs for the pump simulations. In this analysis 
however, the level of agreement in the weir comparisons is similar the CA 
models are compared to InfoWorks and when the benchmarks are compared. 
The average NRMSE is most similar to the error in the benchmarks 
comparisons when the CA models are compared to InfoWorks. Thus suggests 
the results produced by both CA models are closest to InfoWorks. The highest 
NRMSE average for all structure is when the CA models are compared to 
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SWMM5 suggesting there is least agreement between SWMM5 and the CA 
models. The structure simulated worst in comparison is the flap valves as 
indicated by the IoA. 
(6)  PBIAS 
The sixth measure calculated is the PBIAS, which is being used to help 
determine if the flow rate is being overestimated or underestimated. If the 
PBIAS is negative, the hydrograph produced by the CA models is 
underestimated in comparison to the hydrodynamic model it is being compared 
to. If the PBIAS is positive, the hydrograph produced by the CA model is higher 
than that produced by the hydrodynamic model. The flow rate is then 
considered to be overestimated. The percentage shifted in each direction in all 
comparison is shown in Figure 6.15. 
 
Figure 6.15: The % of pipes with a PBIAS shifted left or right in relation to the hydrodynamic 
models 
From looking at the percentage of links, which are shifted each way, it is clear 
that the majority of links when simulated with both CA models have been 
underestimated in comparison to both benchmarks. Between BCA1DC++ and 
InfoWorks just over 70% underestimated, which means less than 30% are 
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underestimated. There is less difference in the percentage shifted each way 
when BCA1DC++ is compared to SWMM5, with both models being within 10% 
of 50%. The PBIAS values for WCA1D is similar to that BCA1DC++ when 
compared to SWMM5 with again the percentage shifted in each direction being 
with 10% of 50%.  
(7)  Time To Peak 
The final measure looked at is the TtP. This is used to help determine when the 
peak occurs in the CA models in relation to InfoWorks and SWMM5. It would be 
difficult to determine the difference in the TtP by simply looking at plots due to 
the high number of links in the network. In this section the difference between 
the TtP in the hydrodynamic models and each of the CA models will be looked 
at instead.  
The frequency of the peaks falling within a set absolute time from the 
hydrodynamic models is plotted in Figure 6.16. By looking at this, it can be 
determined how close the peaks are to the benchmarks across the network.  
 
Figure 6.16: % of the difference between the TtP of the CA models and benchmarks 
When simulated by WCA1D and BCA1DC++ the majority of the hydrograph 
peaks occur within 5 minutes of those produced by hydrodynamic models. This 
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suggests that it is producing results similar in terms of timing. However, there 
are a significant number of links, which peak at a different time in the CA 
models from when they peak in InfoWorks and SWMM5. This number will be 
inflated at times due to instabilities, reverse flow links or low flow rates that often 
result in a sharp spikes in the simulation produced by the CA models. 
BCA1DC++ has a slightly higher number of the links that have peaks within 5 
minutes of the hydrodynamic models than WCA1D. 
The number of links in which the peak occurs early or late in relation to each of 
the hydrodynamic models is shown in Figure 6.17.  
 
Figure 6.17: The number of peaks which arrive late and early with regards to both hydrodynamic 
models for both CA models 
Figure 6.17 indicates overall that the hydrographs produced by the CA models 
peak earlier than the benchmarks with more than 60% of links in comparison 
occurring earlier. This means the flow moves through the CA model earlier than 
the benchmarks.  
The simulation results produced by WCA1D and BCA1DC++ have been 
statistically analysed by comparing them to simulations produced by InfoWorks 
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and SWMM5 using seven different measures. The TtP indicate that overall the 
simulations carried out by the CA models occurs earlier than the hydrodynamic 
models while the PEP and PBIAS indicates that most of the results are 
underestimated. The RMSE was found to be low in the majority of links when 
both CA models were compared to the benchmarks. The IoA and NRMSE 
showed that when the CA models were compared to the benchmarks a high 
level of agreement was found in the pipes. For the other hydraulic structures, 
agreement was lower, but it was also lower between the CA models. The NSE 
again suggested agreement between both CA models and the benchmarks but 
also highlighted the problems with statistical measures and their vulnerability to 
certain errors. This supports the decision to use a number of measures to 
determine agreement. The measures suggest agreement between both CA 
models and the hydrodynamic models.  
6.4.3 Simulation Results for the Hydraulic Structures 
A selection of the simulation results for the four additional hydraulic structures 
will now be examined in detail to determine if the new models are able to 
simulate them adequately. The structures shown include the worst and best of 
the results obtained. The location of the different structures looked at in this 
section are shown in Figure 6.18. 
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Figure 6.18: Location of Hydraulic Structures 
(1) Pump 
The results for two of the pumps are shown in Figure 6.19. The first of the two 
pumps, Pump 1252, is located near the downstream end of the network, while 
the second, Pump 1257, is located near the upstream of the network. 
The first pump, Figure 6.19(a), is simulated very similarly across all the models 
except for InfoWorks, which stays on continually for around 3 hours, which does 
not happen in any of the other simulations. All the pumps are simulations are 
slightly differently suggesting all the models are handling them with a range of 
methods. 
Pump 1257 
Pump 1252 
Weir 1290 
Weir 1330 
Orifice 1299 
Flap 1266 
Orifice 1325 
Flap 1327 
 223 
 
 
 
 
Figure 6.19: Simulation results for Pumps 1252, (a), and 1257, (b) 
The NSE is below 0.0 in all comparisons for this link suggesting very little 
agreement showing the extent they differ is enough for there to not be 
agreement between the simulations. However, from looking at the figure, which 
except for the InfoWorks results, pumps are on for a similar length of time thus 
moving a similar volume of flow.  
In Pump 1257, Figure 6.19 (b), again the pump is switching on and off regularly 
in all models. All models are also out of sync with each other again. This is 
important to remember when looking at statistical measures as, for example, 
the NSE falls in the range -0.22 and 0.27 between all the models. 
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(2) Weir 
The results for the two weirs are shown in Figure 6.20. The first is Weir 1290 
and the second is Weir 1330.  
 
Figure 6.20: Simulation results for Weirs 1290, (a), and1330, (b) 
The simulation of the first weir, Figure 6.20(a), by BCA1DC++ and WCA1D 
overestimates the flow rate over the weir although it occurs at a similar time to 
when the flow passes over it in the hydrodynamic models. This is being caused 
by the flow being incorrectly split between this weir and the Orifice 1291, which 
is also attached to the upstream manhole. The results for this orifice are shown 
in Figure 6.21. From this figure, the proportion of flow being passed through the 
orifice is underestimated. Currently the orifice is simulated first and the volume 
the orifice is to receive is determined using equation (6.17). The results show 
that the proportion of the flow the orifice receives is underestimated as the flow 
rate calculated to pass over the weir is too high. If, the flow is limited by just the 
orifice flow rate however, very little flow is left for the weir also resulting in poor 
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results. Better results could possibly be obtained by using a weighting 
coefficient depending on the travel time, therefore the velocity, of the link in the 
pipe upstream of the manhole. This would allow the flow conditions to 
determine which structure should be getting the majority of the flow.  
 
Figure 6.21: Simulation results for Orifice 1291 
The simulation of the second weir, Figure 6.20(b), is more mixed.  BCA1DC++ 
and SWMM5 produce similar results, while WCA1D produces results similar to 
InfoWorks showing that the hydrodynamic produce differing results. 
(3) Orifice 
 
The hydrograph produced for Orifices 1299 and 1325 are shown in Figure 6.22. 
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Figure 6.22: Simulation results for Orifices 1299, (a), and 1325, (b) 
In the first orifice, Figure 6.22(a), both SWMM5 and InfoWorks produce similar 
results. Both CA models produce similarly results in terms of hydrograph shape. 
WCA1D significantly overestimates the peak flow rate in comparison to both 
benchmarks. While BCA1D underestimates the flow rate in comparison to the 
benchmarks. In the second orifice, Figure 6.22(b), WCA1D and BCA1D initially 
have flow passing through but quickly very little flow passes through until right 
before the end of the simulation. The manhole at the upstream of both orifices 
shown also has weirs connected to them. Orifice 1299 and the weir attached, 
Weir 1300, also have the same downstream manhole. When very little flow is 
passing through Orifice 1325, flow is passing over the weir. The manhole at the 
downstream of Orifice 1325 is different from the downstream manhole of the 
weir also attached to the upstream manhole. This suggests that these two 
different situations need to be simulated differently. When the downstream 
manholes are different, the structures are at different angles, which may be 
affecting what proportion of the flow is to receive. Thus, this calculation could be 
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improved by using the angle to determine the proportion each connected 
structure receives. 
(4) Flap Valves 
There are six flap valves within the Torquay network. The two flaps with 
greatest flow passing through them were selected to be shown in Figure 6.23.  
 
Figure 6.23: Simulation results for Flap Valves 1327, (a), and 1266, (b) 
In Figure 6.23, the simulation the flap valves are variable between all the 
models. No flow passes through the first flap in the simulations produced by 
both CA models. In InfoWorks, there is a low flow rate, which is increasing for 
just over 7 hours, after which point it stays at a continual flow rate. In the 
SWMM5 simulation of the flow rate is significantly less and unstable. It does 
only occur for around 3-hours within the first 4-hours of the simulation. In the 
second flap, presented BCA1D again fails to pass flow through the valve. Flow 
does pass through this valve in the WCA1D simulation but it is substantially less 
than the benchmarks and is highly unstable.   
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From the visual anaylsis, it is clear that at times the simulations of the hydraulic 
structures are not as good as hoped. However, from some of the visual 
comparisons and the statistical analysis, which occurred earlier it is clear that at 
times, the model is able to simulate the flow correctly.  
6.5 Chapter Summary 
In this chapter, the sewer network of Torquay has been simulated using 
BCA1DC++ and WCA1D as well as the hydrodynamic models SWMM5 and 
InfoWorks. Torquay is a large network consisting of more than 1,000 links and 
manholes. The majority of links are pipes however; a number of the links are 
weirs, flap valves, orifices, and pumps. These hydraulic structures had to be 
incorporated into the CA models to allow them to simulate the Torquay network 
along with a number of different pipe shapes, including egg, as more than just 
circular pipes occur in the Torquay network. These expansions of the CA 
models increase their applicability and flexibility as they can simulate a greater 
variety of networks. The expanded CA models were used to simulate the 
Torquay network during a storm event with a 30 year return period and a 
duration of 1 hour. 
 A statistical analysis using the results produced by each simulation was 
performed. From this analysis, agreement was determined to occur between 
both CA models and the recognised benchmarks. Although at times, high errors 
were found especially in short pipes and when multiple hydraulic structures 
were connected to one manhole. However, over 70% of links had RMSE, IoA, 
and NSE values, which indicated the agreement. Overall, the results produced 
by the CA models were similar enough to the hydrodynamic models from the 
statistical analysis for the results to be considered to be in agreement.  
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Results produced by the CA models that did not agree with the hydrodynamic 
models statistically were obtained for pipes of short length due to more volume 
passing through the pipe within a time step than was estimated. The simulation 
of multiple hydraulic structures connected to a manhole was simulated 
incorrectly. This is due to the models failure to split the flow correctly between 
the structures. This is happing as the models do not know if the structures are 
working as one, for example, a weir and orifice acting as a combined sewer 
overflow, or if they are acting independently, such as two separate weirs. 
The time to simulate the Torquay is considerably shorter when using the CA 
models than when InfoWorks and SWMM5 to perform the simulation.  Thus, the 
CA models have a greater computational efficiency than the hydrodynamic 
models. BCA1DC++ is quicker at carrying out this simulation than WCA1D. This 
a clear advantage of the CA simulators. However, both CA models need further 
development when simulating manholes with multiple hydraulic structures 
attached. However, the CA models can both simulate pipes with a high level of 
accuracy.   
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Chapter 7: Conclusions 
7.1. Introduction 
Traditionally, sewer simulators are based on the Saint Venant Equations (SVE) 
and their solutions, which require complex numerical algorithms. This makes 
them computationally expensive and vulnerable to instabilities. The main aim of 
this thesis was to develop a new simulator which is capable of modelling sewer 
networks with an acceptable level of accuracy, compared to the results obtained 
using traditional models, and achieving a high level of computational efficiency 
(i.e., speed). Whilst maintaining similar hydraulic performance results to those 
obtained using the complex models. 
7.2 Summary and Conclusions of the Work 
The work, which has been carried out as part of this thesis will now be 
summarised in the following sections. 
7.2.1 Development of new CA models 
The main objective of the thesis was achieved by developing two new 
conceptual models in Matlab. 
 First of these is Cellular Automata 1D (CA1D): 
o Uses differences in the water head to determine how much 
volume should move from the central manhole to any 
neighbouring manholes.  
 The second model is Block Cellular Automata 1D (BCA1D): 
o It moves the flow in the form of blocks from a manhole to 
another. The number of blocks permitted to move between 
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manholes is determined by a rule derived from the Manning’s or 
Hazen-Williams Equations depending on the flow conditions.  
 Both models were tested using, one hypothetical and two real-world 
case studies (Chapters 4, 5 and 6, respectively) to show they are 
capable of accurately simulating the flow. 
 Initially they did not achieve the desired level of computational efficiency 
as they were created within Matlab, thus they were implemented in 
C++. 
 CA1D was developed in WCA1D and BCA1D into BCA1DC++ with 
improved methodologies. Both implementations were able to carry out 
the simulations significantly faster than the benchmark. 
7.2.2 Development of the models with a number of sewer 
system components 
BCA1DC++ and WCA1D were developed to allow them to simulate weirs, 
pumps, orifices and flap valves as well as pipes, manholes, and outfalls. This 
allows them to applicable to a wide range of sewer networks. 
 The ability of both models to model these structures was tested through 
simulation of the Torquay network (Chapter 6). 
 A statistical analysis was carried out on the results produced by both CA 
models and the benchmarks (SWMM5 and InfoWorks) to determine if 
they could accurately simulate these structures.  
 The average Normalised Root Mean Square Error (NRMSE) and Index 
of Agreement (IoA) were calculated for the flows at each different 
structure type: 
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o  From this the CA models were found to be least accurate when 
modelling pumps. The benchmarks do not agree well when 
simulating the pumps either thus they are not as reliable for them 
as they are for the other structures. 
o The results for the flow through the flap valves were also poor in 
comparison to both benchmarks for the CA models from the 
statistical analysis of the results. Flow passing through the flap 
valves was underestimated by both models thus the simulation of 
the flaps is not acceptable. The results suggest that the 
conditions, which control the flap valves operation in the CA 
models, are too strict thus they do not realistically represent them.  
o Overall, the average NRMSE and IoA indicated at least some 
agreement exists for each of these structure types. 
o  It also showed, that poor results were often produced when 
multiple structures are connected to the same manhole. The 
results produced by the hydrodynamic models were also variable 
in these situations suggesting that they all were approaching this 
differently.  
7.2.3 Modelling of a Hypothetical Sewer System 
In Chapter 4, both CA models were used to simulate a hypothetical network, 
which only contains a small number of pipes whose slopes range from shallow 
(0.6%) to steep (5%), allowing the ability of both CA models to simulate a range 
of gradients. 
 From the visual and statistical analysis of the results in comparison to 
recognised benchmarks (SWMM5, SIPSON, and InfoWorks), 
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agreement was found across the network showing that both models 
are able to accurately simulate pipes of shallow or steep gradient. 
 The analysis showed that each of the benchmarks produced different 
results although they were overall similar. 
 The effect of the magnitude of the time step was also investigated: 
o Neither a small, 1s, or large, 60s, time step produced 
acceptable results according to the statistical analysis. A time 
step of a 30s magnitude was found to produce the best results. 
7.2.4 Application to the real world sewer systems 
The first real world network simulated by both CA models is in the Stockbridge 
region of Keighley, Yorkshire: 
 When BCA1D and CA1D simulated this network the computation times 
were long. BCA1D differed from the benchmarks as it was unable to 
simulate reverse flow while CA1D produced unstable results. 
 The block size, used in the BCA1D simulations, was investigated: 
o For large blocks (greater than 1e--1m3) the flow rate was 
overestimated and little flow was allowed to move as few 
manholes had enough volume to form a complete block. 
o Using a block of small size (less than 1e-4m3) has little impact on 
the accuracy but it affects the simulation time. 
o In the networks tested the dry weather flow was unknown; it may 
be recommended to use this as the block size to help ensure 
accuracy.  
 BCA1DC++ and WCA1D were used to simulate the sewer network in 
Torquay (Chapter 6), which is much more complex than the previous 
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networks. This required different shaped pipes to be added to the CA 
models along with weirs, pumps, orifices, and flap valves. 
o The statistical analysis of the results indicates that both CA 
models are able to produce results in agreement with the 
benchmarks.  
o It also showed that some aspects require further development: 
1) Simulation of pipes short in length. 
  Initially, the model wrongly limited the flow rate by 
the volume of the pipe regardless of the travel time. 
This was improved by multiplying the available 
capacity in the pipe by the magnitude of the time 
step. However, this resulted in the overestimation of 
flow in select pipes. To improve this the travel time 
could be used calculate the free volume in the pipe 
used to restrict the flow. 
2) If multiple structures are attached to one manhole. 
  This may be improved by assigning a weight to 
each downstream link depending on the angle it lies 
at to the upstream pipe. This could be done out with 
the time loop thus not impacting the simulation time. 
  If multiple links are at the same angle they can be 
taken as one. The volume assigned to the branch 
could be split between the links depending on the 
maximum flow rates of each calculated using the 
relevant equations. 
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 Process is not suitable if there are multiple 
upstream links. To determine the best course of 
action for this scenario would require further 
experimentation. 
7.2.5 Downstream conditions and Reverse Flow Modelling 
Both BCA1D and CA1D use a downstream boundary condition. In both models, 
the downstream water head is determined by using the depth at the 
downstream manhole of a pipe and the condition of the flow within the pipe. 
This is then used in the calculation of the hydraulic gradient in the pipe 
upstream of the manhole. 
o Reverse flow computation was incorporated into BCA1DC++, which 
improved the accuracy of the model. It uses the flow conditions and 
available volume to determine if reverse flow occurs. 
 For reverse flow to occur the downstream water level has to be 
greater than the upstream water level and either: 
  the downstream pipe is not surcharged and the Froude 
Number is less than 1, or 
  the downstream pipe is surcharged.  
  The reverse flow is then the minimum of the available capacity of 
the pipe and the volume in the downstream manhole after any 
flow moving to the downstream pipe is removed multiplied by a 
ratio, between 0 and 1, for the pipe.  The more likely reverse flow 
is the greater this ratio should be making it a vulnerability factor.  
 To ensure that flow in the downstream direction is affected, it is 
restricted to the available capacity after any reverse flow has 
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entered and is multiplied by a back-up ratio, between 0 and 1. The 
size of this ratio should reflect the vulnerability factor. The 
simulation of reverse flow was unstable indicating that it needs 
further development.  
 A similar approach is taken to simulate reverse flow in CA1D and WCA1D. 
o  In CA1D reverse flow occurs (for subcritical flow regime) when the 
downstream water level has risen above the upstream with the 
downstream pipe surcharged and free surface flows occurring in the 
upstream pipe. 
o  In WCA1D, reverse flow occurs when: 
 The flow in the pipe is free surface, subcritical, and the 
downstream water level has risen above the upstream water level.  
 The volume, which can move in reverse, is the minimum of the 
available space in the pipe after the volume has entered from the 
upstream of the pipe and the volume in the downstream manhole 
after any moving into the downstream pipe has left.  
o  In Case Study 2 (Chapter 5), many of the upstream pipes had high 
levels of reverse flow: 
  WCA1D often missed this suggesting that the restrictions it uses 
are to strict. When reverse flow did happen it caused small 
instabilities in the simulation. There is no impact on the 
downstream flow rate, which means the flow rate was 
overestimated when reverse flow occurred. To further improve the 
simulation of reverse flow the restrictions need to be relaxed.  
 To improve the simulation of reverse flow in BCA1DC++ the 
instabilities that occur when reverse flow happen needs to be 
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reduced. If the flow is surcharged, any reverse flow would not 
reach the upstream manhole, as too much is moving downstream, 
instead it could return to the original manhole. This could be done 
by, returning some of the reverse flow to the manhole it came 
from. It could also improve by allowing the back-up and 
vulnerability factor to vary with the flow conditions. 
7.3 Contribution to the Field 
The present work made a number of contributions to the field of modelling and 
to the field of model evaluation.  
7.3.1 Field of Sewer Flow Modelling 
 A new approach to modelling called CA1D which simulates the flow 
using the difference in water level to simulate the flow. 
 A new approach to modelling called BCA1D which simulates the flow 
using blocks to represent the flow. 
 High accuracy results were also obtained, in both models, through the 
use of a downstream condition as this allowed backwater effects to be 
incorporated into the models.  Reverse flow could also be simulated 
respecting the maximum capacity of pipes and controlled using the flow 
conditions due to the inclusion of a downstream condition. 
 The third case study (Chapter 6) showed it is possible for conceptual 
models to simulate hydraulic structures (weirs, pumps, orifices and flap 
valves) when a downstream boundary condition is known.  
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 The simulations by both BCA1DC++ and WCA1D are significantly faster 
than the hydrodynamic models used in this study. The time savings were 
achieved through using simple equations to calculate the flow and both 
models requiring no iterations.  
7.3.2 Field of Model Evaluation 
 The accuracy of the CA models was tested using statistical analysis. The 
analysis used a range of statistical measure specifically selected to 
determine that the CA models were in agreement with the benchmarks.  
 Models can be in overall agreement but still differ slightly over the course 
of the simulation. 
 The need to use multiple measures was also highlighted with some being 
more sensitive to different types of errors with some measures indicating 
agreement when others do not. 
7.4 Areas of Further Research and Development 
The models created are shown to be fast and accurate, with the highest 
accuracy occurring for the pipe simulation. However, the new simulators are 
shown to be weak at simulating multiple hydraulic structures connected to a 
single manhole. This is due to the models failure at describing the relationship 
between structures working together to move the flow in the same direction. It is 
also partly due to the CA simulators not taking into consideration the geometry 
of the network. 
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The CA models would benefit from validation by simulating events and 
comparing results to observed flow rates. This would increase confidence in the 
CA simulators.  
An important future step is to couple this model with the 2D CA surface model 
also developed as part of the Caddies project. This would allow the complete 
system to be modelled, which is of particular importance when simulating 
flooding as it investigates how the two systems interact with one another.  
The model could also be developed further through the improvement of the 
reverse flow simulation. Currently no empirical equations have been developed 
for reverse flow, making it difficult to determine it. A more accurate method of 
estimating the reverse flow could possibly be obtained from practical 
experiments to establish an empirical equation for the flow rate. The reverse 
flow simulation in the CA models could also be improved though allowing the 
current ratios used to also depend on the flow conditions and not just set for a 
pipe depending on its location within the network. The reverse flow simulation 
could also be improved through a better approximation of the cross-sectional 
area of the flow.  
The models could also be developed further to include water quality 
considerations. It is important for sewer monitoring to ensure water passed to 
receiving water bodies, such as rivers, during storm events satisfies the 
standards set by regulating bodies. The timing of combined sewer overflows 
could also be recorded allowing the frequency and duration of overflows to be 
monitored, to help gauge the quality of the receiving water bodies. 
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Appendix 1: Input Files for both CA models 
 
A1.1 CA1D Input Files 
Table A1.1: Setup 
No timesteps 481 
Length of model time steps 15 
No. of nodes 16 
No. of pipes 15 
No. of outfalls 2 
Inflow hydrograph time step 600 
Reporting Time Step 15 
 
Table A1.2: Pipe Input 
I
D 
Sf A(m2) L(m) D(m) U  D  n US DS C 
1 0.04 0.159 100 0.45 1 7 0.01 130 126 100 
2 0.05 0.159 100 0.45 2 6 0.01 131 126 100 
3 0.05 0.159 100 0.45 3 6 0.01 131 126 100 
4 0.035 0.159 100 0.45 4 9 0.01 115 
111
.5 
100 
5 0.032 0.159 500 0.45 5 10 0.01 123 107 100 
6 0.04 0.159 200 0.45 6 8 0.01 126 118 100 
7 0.04 0.159 200 0.45 7 8 0.01 126 118 100 
8 
0.032
5 
0.159 200 0.45 8 9 0.01 118 
111
.5 
100 
9 
0.022
5 
0.159 200 0.45 9 10 0.01 111.5 107 100 
1
0 
0.05 0.159 100 0.45 10 11 0.01 107 102 100 
1
1 
0.02 0.159 100 0.45 11 12 0.01 102 100 100 
1
2 
0.006 0.159 500 0.45 12 13 0.01 100 97 100 
1
3 
0.006 0.1593 500 0.45 13 14 0.011 97 94 100 
1
4 
0.02 
0.1590
43 
100 0.45 14 16 
0.011
051 
94 92 100 
1
5 
0.03 
0.1590
43 
100 0.45 13 15 
0.011
051 
97 94 100 
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Table A1.3: Node Input 
Node 
ID 
Chamber 
A (m2) 
Shaft  
A  (m2) 
Chamber 
D  (m) 
Shaft 
D  
(m) 
Invert 
(mAD) 
OUT 
POND 
(m2) 
1 1 1 1 1 130 0 50 
2 1 1 1 1 131 0 50 
3 1 1 1 1 131 0 50 
4 1 1 1 1 115 0 50 
5 1 1 1 1 123 0 50 
6 1 1 1 1 126 0 50 
7 1 1 1 1 126 0 50 
8 1 1 1 1 118 0 50 
9 1 1 1 1 111.5 0 50 
10 1 1 1 1 107 0 50 
11 1 1 1 1 102 0 50 
12 1 1 1 1 100 0 50 
13 1 1 1 1 97 0 50 
14 1 1 1 1 94 0 50 
15 1 1 1 1 94 1 50 
16 1 1 1 1 92 1 50 
 
A1.2 BA1D Input Files 
 
Table A1.4: Setup 
No timesteps 481 
Length of model time steps 15 
No. of nodes 16 
No. of pipes 15 
No. of outfalls 2 
Inflow hydrograph time step 600 
Reporting Time Step 15 
 
Table A1.5: Pipe Input 
ID Sf A(m2) L(m) D(m) 
U 
NODE 
D 
NOD
E 
n US DS C 
1 0.04 0.159 100 0.45 1 7 0.01 130 126 100 
2 0.05 0.159 100 0.45 2 6 0.01 131 126 100 
3 0.05 0.159 100 0.45 3 6 0.01 131 126 100 
4 
0.03
5 
0.159 100 0.45 4 9 0.01 115 
111.
5 
100 
5 
0.03
2 
0.159 500 0.45 5 10 0.01 123 107 100 
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6 0.04 0.159 200 0.45 6 8 0.01 126 118 100 
7 0.04 0.159 200 0.45 7 8 0.01 126 118 100 
8 
0.03
25 
0.159 200 0.45 8 9 0.01 118 
111.
5 
100 
9 
0.02
25 
0.159 200 0.45 9 10 0.01 111.5 107 100 
10 0.05 0.159 100 0.45 10 11 0.01 107 102 100 
11 0.02 0.159 100 0.45 11 12 0.01 102 100 100 
12 
0.00
6 
0.159 500 0.45 12 13 0.01 100 97 100 
13 
0.00
6 
0.1593 500 0.45 13 14 
0.01
1 
97 94 100 
14 0.02 
0.1590
43 
100 0.45 14 16 
0.01
105
1 
94 92 100 
15 0.03 
0.1590
43 
100 0.45 13 15 
0.01
105
1 
97 94 100 
 
Table A1.6: Node Input 
ID 
Cham. 
 A (m2) 
Shaft  
A  
(m2) 
Cham. 
D  (m) 
Shaft 
D  
(m) 
Invert 
(mAD) 
OUT 
POND 
 (m2) 
Slot  
1 1 1 1 1 130 0 50 0.013 
2 1 1 1 1 131 0 50 0.013 
3 1 1 1 1 131 0 50 0.013 
4 1 1 1 1 115 0 50 0.013 
5 1 1 1 1 123 0 50 0.013 
6 1 1 1 1 126 0 50 0.013 
7 1 1 1 1 126 0 50 0.013 
8 1 1 1 1 118 0 50 0.013 
9 1 1 1 1 111.5 0 50 0.013 
10 1 1 1 1 107 0 50 0.013 
11 1 1 1 1 102 0 50 0.013 
12 1 1 1 1 100 0 50 0.013 
13 1 1 1 1 97 0 50 0.013 
14 1 1 1 1 94 0 50 0.013 
15 1 1 1 1 94 1 50 0.013 
16 1 1 1 1 92 1 50 0.013 
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Appendix 2: Look-Up Table Creation 
This appendix looks at the creation of the look-up tables used in the numerical 
example given in Chapter 3. 
First a matrix of possible hydraulic gradients is created. The possible gradients 
are those which could occur within the pipe. To do this a range possible depth 
between the upstream invert and 95% of the pipe diameter is calculated as well 
a range, which occurs between the invert of the downstream manhole and the 
terrain level. A discrete interval size of 0.02 is used and the ranges for the first 
pipes are: 
U/S Manhole: [75 75.02 75.04 ⋯ 75.18 75.20 75.22] 
D/S Manhole: [74 74.02 74.04 ⋯ 75.96 75.98 76] 
Both ranges are then combined so that the maximum number of gradients is 
calculated. This model has initially been developed without reverse flow, thus if 
the gradient is calculated to be negative it is set to zero. The gradients are 
stored in a matrix in such a way that the upstream depth increases horizontally 
and the downstream depth increases vertically:. 
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Table A2.1: Matrix containing the gradients that are fed into the transition rules 
Depths 75 75.01 75.02 … 75.20 75.21 75.22 
74 0.01 0.0101 0.0102 … 0.012 0.012 0.012 
74.01 0.0099 0.0100 0.0101 … 0.012 0.012 0.012 
74.02 0.0098 0.0099 0.0100 … 0.012 0.012 0.012 
⋮ ⋮ ⋮ ⋮ … ⋮ ⋮ ⋮ 
75.98 0.00 0.00 0.00 … 0.00 0.00 0.00 
75.99 0.00 0.00 0.00 … 0.00 0.00 0.00 
76 0.00 0.00 0.00 … 0.00 0.00 0.00 
The next step is to calculate the Multiplying Coefficients: 
The model now populates each look-up table with solutions to each rule.  
Populating the Manning’s Equation Look-Up Table for Pipe 1: 
This is the more complex of the two look-up tables as it holds solutions to the 
first transition rule. This rule uses flow area and hydraulic radius so the 
solutions must be stored to allow them to be associated with the upstream 
depth. The transition rule is solved for an upstream depth and every 
downstream depth. Once it has been solved the upstream depth is increased by 
the size of the discrete interval. At the first depth at the upstream is 0.00m no 
   𝑀1 =
Δ𝑡
𝐵𝑛
=
5
0.001𝑒𝑥𝑡 𝑠𝑡
= 384615.38 
   𝑀2 =
𝛥𝑡𝑘𝐴𝐶
𝐵
(
𝐷
4
)
0.63
=
5.6384930.04×.63
0.001
(
0.225
4
)
0.63
=
10.14
0.001
(0.0560.63) = 2753.66 
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blocks can move for any of the downstream depths. Thus the first column in the 
look-up table is 0.00, table A2.2. 
Once the first column has been populated the upstream depth is increased to 
0.01m. To allow the transition rule based on the Manning’s Equation to be 
solved the cross sectional area of the flow and the hydraulic radius need to be 
calculated. Neither of these needs to be calculated for the Hazen-Williams 
Equation as they are constant and have been included in the relevant 
Multiplying Coefficient. The Hydraulic Radius and flow area are calculated using 
the upstream water depth. These along with the multiplying coefficient and the 
gradient for the current depth combination are fed into the first transition rule: 
𝑇1𝑖,𝑗 = 𝐴𝑀1𝑅𝐻
2 3⁄
√𝑆𝑓2,1 = 0.002 × 384615.38 × 0.06
2 3⁄ × √0.01 = 4.69~5𝑏𝑙𝑜𝑐𝑘𝑠 
This means up to 5 blocks are allowed to move through Pipe 1 for this depth 
combination. This is stored in the look-up table, Table A2.2, at the location (1, 2). 
The depth at the downstream is then increased by the size of the discrete 
interval and the rule is calculated and stored in the next location. 
This is then repeated for all possible downstream depths and the solution for 
the transition rules for each is stored in the appropriate location in the look-up 
table. Once the depth at the downstream has reached the maximum it returns to 
0.00m and the depth at the upstream is increased to 0.02m. The process is 
then repeated. This continues until the rule has been solved for all gradients 
and the solution stored within the look-up table for every possible depth 
combination. 
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Table A2.2: Exert from Look-Up Table 1 for Pipe 1 
Depths 75 75.02 75.04 … 75.16 75.18 75.2 
74 0 5 5 … 266 266 248 
74.02 0 5 5 … 266 266 248 
74.04 0 5 5 … 265 266 27 
⋮ ⋮ ⋮ ⋮ … ⋮ ⋮ ⋮ 
75.96 0 1 1 … 44 44 41 
75.98 0 1 1 … 44 44 41 
76 0 1 1 … 44 44 41 
The look-up table for the second transition rule is then produced. This is simpler 
as more of the parameters are constant thus only different gradients need to be 
fed in. This allows the difference in depth to be used to determine the location 
within the table. This allows any depth from 0m to the maximum difference 
which occurs between any 2 intervals. This is done by producing a column look-
up table for each pipe and storing each in one large matrix in the order the 
pipes are simulated.  
The difference between the upstream and downstream is taking to be the invert 
and this is increased until 5 times the total depth of the manhole. Thus the first 
entry in the look-up table is: 
𝑇21,1 = 𝑀2𝑆𝑓1,1
0.54 = 1653.83 (
0.02
100
)
0.54
= 1653.83(0.01)0.54 = 9.43~10 𝑏𝑙𝑜𝑐𝑘𝑠 
This is stored in the look-up table at location (1, 1) and as in the production of 
the first look-up table the downstream depth is increased by the size of the 
discrete interval in use and the transition rule recalculated: 
𝑇21,2 = 𝑀2𝑆𝑓1,2
0.54 = 1653.83 × 0.010.54 = 14.56~15𝑏𝑙𝑜𝑐𝑘𝑠 
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This value is then stored in the appropriate location of the look-up table, Table 
A2.3. The program then continues in the same manner as it did for the first look-
up table until the flow rate for each possible depth difference is calculated. 
Table A2.3: Exert of the Look-Up tale for the second transition rule 
Difference (m) 1.00 1.02 1.04 ⋯ 9.96 9.98 10 
No. of Blocks 20 28 35 ⋯ 794 794 795 
 
This process is repeated for pipe 2 but this has been omitted as it is very similar 
to what has just been presented. Once both lookup tables for each pipe have 
been created there is one more step prior to the start of the simulation. 
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Appendix 3: Hydrographs of Pipe 2 and 3 in the 
Hypothetical Network 
The simulation results of pipe 1,2,3,6, and 7 are discussed in this appendix. The 
simulation results are shown in Figures A3.1 to A3.3. 
 
Figure A3.1: Simulation results of Pipe 1 
 
Figure A3.2: Simulation results of Pipe 2 
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Figure A3.3: Simulation results of Pipe 3 
 
The simulations of the first three pipes are almost identical due to the flow being 
free surface as there is little inflow at this point of the network. There are two 
significant differences in the simulations. The first difference being that the 
results by SIPSON are slightly shifted to the right in comparison to the other 
models. They are shifted because, unlike the other models, the output SIPSON 
produces is the flow at the downstream end of the pipe. The other models give 
either the flow rate at the upstream end of the pipe, InfoWorks, or the average 
flow for the pipe, CA models and SWMM5. The second significant difference 
occurs in the CA1D results, as there are a small number of instabilities, which 
happen during the simulation. These occur, as the flow rate being shown is the 
average discharge for the pipe, which was affected by small fluctuations in the 
travel time of the flow. Next the simulation results of Pipe 6 are shown in Figure 
A3.4. 
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Figure A3.4: Simulation results of Pipe 6 
The simulation results of Pipe 6, Error! Reference source not found., for all models 
have approximately identical maximum flow rates. The results produced by 
BCA1D and CA1D have an initial flow rate significantly lower than both 
InfoWorks and SIPSON but not SWMM5. Both InfoWorks and SIPSON do not 
start with a dry network. Instead InfoWorks and SIPSON treat the initial value of 
the hydrograph, 0.01m3s-1, as a continual base flow rate thus this pipe is 
already receiving flow from the upstream causing a starting rate of 0.03m3s-1. 
The new CA models and SWMM5 start with a dry network causing the initial 
lower flow rate however, the flow rate quickly raises to a similar level as 
InfoWorks and SIPSON.  This is not something the new CA models currently do 
as there is no initial check on the state of each manhole. This has little overall 
impact on the simulation, as at this point the flow rate is very low. Overall, the 
simulation results appear good, thus this is not something that is currently 
deemed significant to add as it would increase the complexity of the initialisation 
of the model. It is also not considered to be significantly affecting the results as 
this is something SWMM5 also does and all benchmarks produce acceptable 
results. 
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Figure A3.5: Simulation results of Pipe 7 
 
The results of all the models for Pipe 7 are almost identical again except for 
SIPSON, which, like in previous pipes, is shifted slightly to the right. This is due 
to the results being taken at the downstream end of the pipe, unlike in the other 
models that give results taken at the upstream of the pipe or the average flow 
rate for the pipe. 
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Appendix 4: The Time to Peak in pipes 41 to 81 
The TtP for the first 40 pipes is shown in Figure A4.1. 
 
 Figure A4. 1: TtP in the first 40 pipes 
The TtP in the first 15 pipes is very similar between the CA models and the 
benchmarks although the TtP in Pipes 11, 12, and 13 is more variable due to 
instabilities in the CA1D simulation. When Pipes 11 and 13 are simulated by CA1D 
the peaks in the flow occur significantly earlier than in the simulations by the other 
models.  In Pipes 16 to 21, the position of the peak is considerably more varied. In 
these pipes, the peaks occur very early in the CA models in comparison to SWMM5 
and slightly early in InfoWorks. The peaks occur earlier in the BCA1D except in Pipe 
19 where it occurs 1.5 hours late. The CA models do not simulate the peaks at the 
correct times in these pipes due to instabilities in the flow. This is the particularly the 
case in the CA1D simulation as the peak flow rate is often occurring late or early. On 
the final pipes shown in this chart the peaks occur at approximately the same time in 
InfoWorks and SWMM5. The peak in BCA1D occur either at the same time as these 
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benchmarks or earlier while the peaks in CA1D occurs significantly earlier due to 
instabilities in the flow rate. The TtP for the remaining pipes are similar to that 
already shown. The time to peak in Pipes 41 to 80 is shown in Figure A4.1. 
 
Figure A4.2: TtP in the in Pipes 41 to 80 
The TtP in the majority of the pipes are very similar. The TtP is more variable in 
Pipes 44 to 47.  In many of these pipes have reverse flow and instabilities which is 
results in the variability in the TtP. The TtP in pipes 70 and 71 is also variable. In 
these two pipes the peak occurring slightly early in the CA models. In Pipes 79 and 
80 the TtP is again variable due to instabilities in the CA models.
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Appendix 5: Verification of Updated CA Models 
To show there is a similar level of agreement between both versions of the CA 
models the new versions were used to simulate the hypothetical network 
simulated in Chapter 4. The same setup and inflow used in the previous 
chapter. The average errors between the both versions of the two CA models 
and the benchmarks were calculated and are discussed in the following section.  
A5.1 WCA1D 
To show there is a similar level of agreement between both versions of CA1D, 
WCA1D was used to simulate the hypothetical network simulated in Chapter 4. 
The same setup and inflow used in the previous chapter were kept the same to 
ensure the new model has at least a similar level of agreement with the original 
CA1D model. The average errors between the two versions of CA1D and the 
benchmarks were calculated and are shown in Figure A5.1. 
All measures suggest agreement between both versions of CA1D and the 
benchmarks. The RMSE, Figure A5.1 (a), is very similar when both CA1D and 
WCA1D are compared to SWMM5 and InfoWorks, but it is significantly lower 
when WCA1D is compared to SIPSON than when CA1D is compared to 
SIPSON. 
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Figure A5. 1: Average statistical measures for CA1D and WCA1D for the Hypothetical Network 
The NSE, Figure A5.1 (b), is also variable as it lower when compared WCA1D 
to SWMM5 and InfoWorks but higher when compared to SIPSON. The IoA, 
Figure A5.1 (c), is approximately the same in all comparisons. PEP is the most 
variable as shown in Figure A5.1(d). The magnitude average of the PEP is 
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lower when CA1D is compared to the benchmarks than when WCA1D is 
compared to the benchmarks.  
A5.2 BCA1DC++ 
From Figure A5.2Error! Reference source not found., both versions of 
BCA1D are in agreement with the benchmarks. The RMSE, Figure A5.2 (A), is 
always low and is similar between both versions of BCA1D and the 
benchmarks. Between the benchmarks SWMM5 and SIPSON, the RMSE 
values are lower when compared to BCA1DC++ than when BCA1D is 
compared to them. The NSE, Figure A5.2 (b), between BCA1D and the 
benchmarks InfoWorks and SIPSON is higher than when they are compared to 
BCA1DC++. This would suggest that the original versions have a higher level of 
agreement with the benchmarks, InfoWorks and SIPSON, than BCA1DC++. 
The BCA1DC++, however has higher agreement than when BCA1D was 
compared to SWMM5. 
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Figure A5. 2: Average Measures for BCA1D and BCA1DC++ when simulating Hypothetical Network
The IoA values, Figure A5.2 (c), are similar between both versions of BCA1D 
and the benchmarks. The average PEP, Figure A5.2 (d), the peak is on average 
underestimated by BCA1D and overestimated by BCA1DC++.  This means that 
BCA1DC+++ is more prone to overestimating the results than BCA1D. The 
magnitudes of the PEP are also grater between the benchmarks and 
BCA1DC++ than BCA1D. This is not ideal but the magnitudes of the PEP are 
low for both making both acceptable. Overall, on this network both models 
produced simulation results with similar levels of agreement with the 
benchmarks. 
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Appendix 6: Agreement between SWMM5 and 
InfoWorks when simulating Torquay 
The statistical measures was calculated between SIPSON and SWMM5 to 
determine agreement. This was carried out to ensure that both hydrodynamic 
models are in agreement. The averages of the measures are shown in Table A6.1. 
Table A6.1: The average of the statistical measures between SWMM5 and InfoWorks when simulating 
Torquay 
Measure Value 
RMSE (m3/s) 0.06 
NSE -1.00E+22 
PBIAS (%) -37.28 
NRMSE 0.07 
IoA 0.97 
PEP (%) -16.34 
 
The spatial and temporal average of the RMSE, NSE, NRSME and IoA all indicate 
agreement. The PBIAS and PEP, however, highlight that they produce distinctly 
different results. Both are very high as they are bound and are being distorted by 
extreme values.
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Appendix 7: High Nash-Sutcliffe values 
In Pipe 383 whose hydrograph is shown in Figure A7.1. The NSE is very low (-
8e+24 when BCA1DC++ is compared to InfoWorks and -2E+24 when WCA1D 
is compared to InfoWorks) in this pipe. This is caused by the CA models 
increasing to the flow rate, as they system start dry, while in this is not the case 
InfoWorks. There are also a few small instabilities in BCA1DC++. However, as 
the flow rate in this pipe is very low it has little impact on the simulation of the 
entire network. 
 
Figure A7.1: Simulation of Pipe 383 
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Appendix 8: 10 worst results for the RMSE, NSE, 
and IoA  
A8.1 RMSE 
 The ten highest RMSE values between WCA1D and the hydrodynamic models 
are shown in Table A8.1. The ten highest errors when BCA1DC++ is compared 
to the benchmarks are shown in Table A8.1. The highest errors are greater 
when WAC1D and BCA1DC++ are compared to SWMM5 suggesting they are 
both closest to InfoWorks. Overall, the lowest error occurs when BCA1DC++ is 
compared to InfoWorks.  
Table A8. 1:Ten highest RMSE between WCA1D and the benchmarks 
InfoWorks SWMM5 
RMSE 
(m3/s) 
ID 
Link 
Type 
RMSE 
(m3/s) 
ID 
Link 
Type 
0.97 247 Pipe 1.62 246 Pipe 
1.01 248 Pipe 1.65 247 Pipe 
1.05 249 Pipe 1.69 248 Pipe 
1.09 250 Pipe 1.74 249 Pipe 
1.09 57 Pipe 1.75 241 Pipe 
1.12 56 Pipe 1.76 250 Pipe 
1.12 58 Pipe 1.85 1128 Pipe 
1.13 241 Pipe 2.13 1284 Pipe 
1.17 1133 Pipe 2.34 1319 Orifice 
1.78 1128 Pipe 3.51 1283 Weir 
 
Table A8.2:Ten highest RMSE between BCA1DC++ and the benchmarks 
InfoWorks SWMM5 
RMSE 
(m3/s) 
ID 
Link 
Type 
RMSE 
(m3/s) 
ID 
Link 
Type 
1.08 59 Pipe 1.49 245 Pipe 
1.11 245 Pipe 1.50 246 Pipe 
1.11 246 Pipe 1.51 247 Pipe 
1.11 244 Pipe 1.52 248 Pipe 
1.11 247 Pipe 1.54 249 Pipe 
1.13 248 Pipe 1.55 250 Pipe 
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1.14 249 Pipe 1.67 241 Pipe 
1.15 241 Pipe 2.13 1284 Weir 
1.15 250 Pipe 2.33 1319 Orifice  
1.29 1119 Weir 3.50 1283 Weir 
 
The weir with the highest error, when WCA1D and BCA1DC++ are compared to 
SWMM5, is Weir 1283 and its results are shown in Figure A8.1. In the SWMM5 
simulation a large reverse flow rate occurs over the weir (-3.6m3/s), which does 
not occur in the other simulations. In InfoWorks, a small amount of flow passes 
over the weir, which also happens in WCA1D but not in BCA1DC++. The mixed 
results are occurring as there are two weirs connected to the manhole at the 
upstream of the weir. Both weirs are connecting this manhole to the same 
outfall. SWMM5, as discussed previously, cannot simulate this scenario instead 
an extra manhole is added. Thus, in SWMM5 both weirs pass flow to a manhole, 
which is then connected via a short steep pipe to an outfall. This is causing a 
small amount of volume occurring at the downstream manhole, which in turn is 
allowing the reverse flow to occur. This suggests that the method chosen to 
handle this situation is not ideal, despite having no overall impact on the 
simulation, Appendix 6.   
 
Figure A8.1:Simulation results for Weir 1283 
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When the CA models are compared to InfoWorks and SWMM5 many of the 
high RMSE values occur in Pipes 241 to 249. The first pipe of this group is Pipe 
241 and the hydrograph for this pipe is shown in Figure A8.2. 
 
Figure A8.2: Simulation results for Pipe 241 
Figure A8.2 shows the flow rate produced by the CA models is considerably 
higher than that by SWMM5 and InfoWorks. Upstream from Pipe 241 is is a 
branch. The flow rate was found to be unstable in this branch and, the 
instabilities were traced upstream until the pipe they first appear in Pipe 54, 
whose results are also shown in Figure A8.3(a). 
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Figure A8.3: Simulation of Pipe 54 
The results produced by BCA1DC++ for Pipe 54, Figure A8.3, are very unstable 
and both CA models overestimate the flow rate. This leads to the poor results in 
Pipe 241. The length of Pipe 54 is short at 38m, but it has a large diameter, 
over 2m. The short length results in a small travel time, less than 1 time step, 
even at low velocities. This causes the limiting capacity to be increased, as 
discussed in Section 6.3. As Pipe 54 has a large capacity, it is found to 
negatively affect the flow. However, for smaller capacity pipes this modification 
was found to improve the results. This suggests that the model could be 
improved further by limiting the use of this modification to pipes with a low 
volume or involve the travel time in the calculation to determine the increase in 
volume available allowing it to reflect the flow conditions.  
A8.2 NSE 
The lowest ten NSE between WCA1D and the hydrodynamic models are shown 
in Table A8.3, while the ten lowest between BCA1DC++ and the hydrodynamic 
models are shown in Table A8.4.  Many of the low NSE values in the different 
comparisons occur in the same links indicating that they are being simulated 
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poorly. A number of the links are structures suggesting that this aspect of the 
model would benefit from further development. 
Table A8.3:Ten lowest NSE values between WCA1D and the benchmarks 
InfoWorks SWMM5 
NSE ID 
Link 
Type 
NSE ID 
Link 
Type 
-52.57 Pipe 242 -53.73 462 Pipe 
-52.58 Orifice 1297 -74.50 1122 Pipe 
-67.67 Weir 1300 -165.57 1310 Weir 
-86.41 Weir 1284 -274.89 1311 Weir 
-452.27 Weir 1330 -337.92 745 Pipe 
-1.36E+04 Pipe 1230 -611.61 1330 Weir 
-5.50E+04 Weir 1311 -2981.00 744 Pipe 
-2.25E+06 Weir 1317 -5485.09 1291 Orifice 
-2.11E+24 Pipe 383 -1.36E+04 1230 Pipe 
-2.65E+24 Pipe 1153 -2.77E+05 826 Pipe 
 
Table A8.4:Ten lowest NSE values when BCA1DC++ is compared with the benchmarks 
InfoWorks SWMM5 
NSE ID 
Link 
Type 
NSE ID 
Link 
Type 
-57.73 1261 Pump -218.642 1148 Pipe 
-117.45 1275 Orifice -218.931 1149 Pipe 
-117.58 1148 Pipe -787.469 745 Pipe 
-117.76 1149 Pipe -958.44 1153 Pipe 
-854.68 1306 Orifice -5.16E+03 1291 Orifice 
-855.58 1154 Pipe -5.90E+03 1306 Orifice 
-870.27 1155 Pipe -6.36E+03 1154 Pipe 
-4.64E+06 234 Weir -6.97E+03 744 Pipe 
-7.95E+24 383 Pipe -2.21E+04 1155 Pipe 
-6.35E+27 1153 Pipe -2.77E+05 826 Pipe 
The lowest NSE values occur in various types of links. A number of the links 
with NSE values that are in the 10 lowest are weirs and orifices, especially 
when WCA1D is compared to the hydrodynamic model. The simulation results 
for  Weir 1311 are shown in Figure A8.4 and the results for Orifice 1291 are in 
Appendix 9. 
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Figure A8.4: Simulation of Weir 1311 
The simulation of Weir 1311 is poorer for WCA1D as it has a high flow rate over 
the weir while, the benchmarks either pass no or very little flow over it. The poor 
results are partly due the flow rate being overestimated upstream and due to it 
incorrectly splitting the flow between this weir and Weir 1310, which is also 
connected at the upstream manhole. 
A8.3 IoA 
Two of the pipes that appear in Tables A8.5 and A8.6 multiple times, are Pipe 
744 and Pipe 1148 will be investigated in more detail. The hydrograph of the 
results are shown in Figure A8.5. 
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Figure A8.5: Simulation of Pipe 744, (a), and Pipe 1148, (b) 
Both the pipes, whose simulation results are shown in Figure A8.5, highlight the 
variety in the results produced by the hydrodynamic models. In Pipe 744, Figure 
A8.5(a), WCA1D and SWMM5 produce similar results although WCA1D has a 
higher peak than InfoWorks. BCA1DC++ has a higher peak still due to 
instabilities upstream. A number of links upstream of Pipe 744 is Orifice 1303 
whose upstream manhole is also connected to the Weir 1304. The flow is being 
split between these two links differently resulting in the mixed results 
downstream. The results are again very mixed for Pipe 1148, Figure A8.5(b), 
with SWMM5 and WCA1D having very low flow rates, while BCA1DC++ and 
InfoWorks have much higher flow rates. The different flow rates are being 
caused by the poor simulation of the links, which are upstream of the Pipe 
1148. The link upstream of this pipe is Orifice 1275. The manhole at the 
upstream of this orifice is Manhole 1245. This manhole is also connected to the 
Orifice 1274. The poor results downstream are occurring due to the CA models 
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failing to split the volume at Manhole 1245 correctly between multiple hydraulic 
structures. This is difficult to implement correctly, as it depends on the flow 
conditions, type of structures connected to the manhole, and the angles at 
which they are connected to the manhole. Without real data, it is difficult to 
know the correct way to divide the volume as the hydraulic models are 
producing differing results. 
The lowest ten IoA values, between the CA models and the hydrodynamic 
models are all 0.00 indicating no agreement. The first ten links with these 
values for each comparison are shown in Table A8.7. 
Table A8.5:Ten links with IoA of 0.0 between CA models and benchmarks 
WCA1D BCA1DC++ 
INFOWORKS SWMM5 InfoWorks SWMM5 
ID 
Link 
Type 
ID 
Link 
Type 
ID 
Link 
Type 
ID 
Link 
Type 
1002 Pipe 207 Pipe 234 Weir 207 Pipe 
1230 Pipe 825 Pipe 1004 Pipe 825 Pipe 
1003 Pipe 1111 Flap 1002 Pipe 1111 Flap 
1317 Weir 1170 Pipe 1003 Pipe 1152 Pipe 
383 Pipe 1264 Weir 383 Pipe 1170 Pipe 
1153 Pipe 1265 Pump 1153 Pipe 1265 Pump 
1111 Flap 1300 Weir 1111 Flap 1292 Orifice 
1264 Weir 1302 Weir 1152 Pipe 1300 Weir 
1302 Weir 1309 Weir 1292 Orifice 1309 Weir 
1309 Weir 1317 Weir 1309 Weir 1317 Weir 
 
Pipe 383 was investigated when discussing the NSE. This indicates that some 
of the results are occurring due to small instabilities at low flow rates.  A number 
of pipes, which have low IoA values, occur on the branch with Pipes 1002 to 
1004. The flow rate in the first pipe of this branch, Pipe 1002, is shown in 
Appendix 9. The IoA value is low in Pipe 1002 when compared to InfoWorks, as 
in the InfoWorks simulations this pipes receives a small amount of reverse flow, 
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which does not occur in any of the other simulations. This is what also causes 
the poor IoA values in the neighbouring pipes.  
  
Many of the lowest IoA values occur when comparing the simulation results for 
weirs. A selection of the weir results are disscussed in Appendix 9 as there is 
also very low flow rates and volumes passing over them. 
 
Figure A8.6: Simulation results of Orifice 1301 which is connected to the same manhole as Weir 
1300 
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Appendix 9: Low Flow Rate Results for Chapter 6 
When investigating the NSE values one of lowest values occur in Orifice 1291, 
which is shown in Figure A8.1. 
 
Figure A9.1: Simulation results for Orifice 1291 
In Orifice 1291 BCA1DC++, WCA1D and InfoWorks produce very similar results 
suggesting agreement. Highlighting the variations in the hydrodynamic models 
SWMM5 fails to pass any significantly flow through this orifice. 
 
Figure A9.2: The flow rate in Pipe 1002  
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The results for a selection of weirs with low index of Agreement (IoA) values are 
shown in Figure A9.3. 
    
    
Figure A9.3: Hydrograph for the results produced by all models for the Weirs 1264 (a), 1300 (b), 
1309 (c) and 1317 (d) 
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The lowest IoA value for Weirs 1264, 1309 and 1317 is being caused by small 
amounts of flow passing over the weirs for a short period. The flow rate is very 
low, thus having little impact on the overall simulation for the network. This 
shows the importance of visually checking resulting indicated to be poor from 
statistical measures as they can be vulnerable to sharp spikes in results and 
they often do not consider the actual magnitude of flow involved.  
 
The results of Weir 1300 are more significant as the flow rate passing over this 
weir is higher. This weir is part of an orifice weir combination with both 
structures passing flow between two manholes. The results for this orifice are 
shown in Figure A8.3(b) and Figure A8.4 shows the results for the other orifice 
connected to the upstream manhole. From these results clearly the volume 
being passed through the orifice are being underestimated. Currently the flow 
rate for the orifice is determined using equation (6.18) discussed in Section 6.1. 
From these results, it is clear that this approach does not always adequately 
handle this situation. The results suggest that the orifice should receive a 
greater proportion of the flow. If proportions are not used and only the flow rates 
are used, then all flow passes through the orifice leaving very little, if any 
volume for the weir. For the links connected to this manhole, this would results 
in good results, however, elsewhere in the network this was found not to be the 
case.  
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Figure A9.4: Simulation results of Orifice 1301 which is connected to the same manhole as Weir 
1300 
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Appendix 10: Publications 
 
Austin, R.J., Chen, A.S., Savic, D.A., and Djordjevic, S., Quick and Accurate 
Cellular Automata Sewer Simulator, Journal of Hydroinformatics, 2nd Round of 
Peer Review 
Austin, R.J., Chen, A.S., Savic, D.A., and Djordjevic, S., Fast Simulation of 
Sewer Flow using Cellular Automata, Novatech, Lyon, France, June 2013, 
Conference Paper 
Austin, R.J., Chen, A.S., Savic, D.A., and Djordjevic, S., Statistical Analysis of a 
Cellular Automata-based Sewer flood Model, International Conference on Flood 
Resilience (ICFR), Extended Abstract, September 2013-11-21 
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