Abstract. Tasks of finding the shortest path as one of the optimization functions arise in various fields of science and technology. From issues of maritime navigation and flight plans to routing of information packets in computer networks and automated transport management.
Introduction
The task of optimal path calculating for compulsory visits to all given points is common in various fields of science, from the well-known-transport [1] , robotics [2] to highly specialized areas, such as obtaining automatic correction in electronic cartography for chosen area [3] . In the process of shortest route building without using computing equipment and specialized calculation algorithms, probability of obtaining optimal path will be significantly reduced, which in turn will lead to additional material and time expenses. Currently, automated solution of these problems is performed using various shortest-path search algorithms from graph theory.
Calculated route, which includes all the necessary points of visit, can be represented as graph. Points of mandatory visit will be used as nodes, and distances between them will be used as arcs. In this case, the distances may not be absolute, but relative values depending on external factors. So, for calculation of the optimal flight plan for RPA, wind will be alterable factor that changes length of the arcs by increasing or decreasing resulting speed of the RPV.
Main methods for solving optimization problems are: ) , where |V| is the number of nodes. The main cycle must be executed n times, each of them uses a sequence of n operations to determine the minimum value. The number of operations in each neighborhood of the visited nodes is proportional to number of arcs |E| (because each arc in these cycles used twice and requires continuous operation). Thus, the algorithm the total running time O will depend from (|V |2 +|E|), where |V| is number of nodes, and |E| is number of arcs. [4] .
This algorithm is well applicable in situations with small number of nodes. If the number of nodes (maritime objects in case of correction of electronic chart) is increased, usability of this algorithm will not be the optimal choice because of significant calculation time growing. In addition, disadvantage of Dijkstra's algorithm in redundant calculations, because it searches for shortest paths from the starting vertex (which must be specified by operator) to all others and then compares.
The Floyd-Warshall Algorithm
The Floyd-Warshall algorithm is dynamic algorithm for finding of shortest distance between all nodes in graph. Unlike the Dijkstra algorithm, the Bellman-Ford algorithm allows for presence of negative-weight arcs in graph, but in case of using real distances, this is not required. Floyd-Warshall algorithm uses dynamically variable distance matrix, initially set equal to graph adjacency matrix, recalculated in calculation process.
This algorithm finds the shortest path from one node of graph to all others, after which it is possible to compare the resulting distances. However, calculations of all routes will require additional hardware resources. In addition, the complexity and timing of the calculation in the algorithm is much higher than in other algorithms-Time of calculation O depends from (|V| 3 ) where |V| is number of nodes in graph [5] .
Bellman Ford Algorithm
The Bellman-Ford algorithm computes shortest path in ascending order. First, it calculates shortest distances, path of which is constructed not more than one arc. Then it calculates the shortest path with two arcs and so on. After repeating total calculation cycle i times, shortest paths with the number of arcs (1,i) will be calculated. In any path that passes through all nodes only once, there can be maximum number of edges |V|-1 (where |V| is the number of nodes in the specified graph), so the cycle is performed |V|-1 times. Main idea is that if the shortest paths with i edges are computed, then repeating the cycle guarantees the shortest path with (i+1) edges.
Computation time of the Bellman-Ford algorithm O depend from (|V||E|) [5] . This algorithm finds the shortest path from one vertex of the graph to all the others for subsequent comparison. However, the task is to find only the best path between the two objects. Excessive information about additional routes will use additional hardware resources. In addition, the algorithm uses complete enumeration of all the nodes in graph, which will lead to large loss of time and need more hardware memory.
Bellman Function'S Method
The method of dynamic programming, using principle of optimality through Bellman equation, is an algorithmic version of the arguments by induction.
Dynamic programming is method that allows solving complex problems, dividing them into simpler subtasks. This scheme allows you to find consistent optimal solutions for problem that is divided into separate stages. To solve specific task, it is divided into several subtasks, which are simplified, and each is solved separately. This method is applied to problems where the required answer consists of several components, which in combination provide the optimal solution to the main problem. The use of this method is especially productive if the same subtasks are repeated many times at different stages of the task. In typical cases, the dynamic programming methodology is used for problems related to optimization, which may have many possible solutions, but it is necessary to choose the optimal one, where the parameter value is minimal or maximal [6] .
Let us assume that i is any of N nodes of the graph where (i∈ V), and N is subset of any nodes except node with number 1 and node with number i. With M(i,N) we will denote set of arcs, where each path begins in node i, ends in node 1, and passes through nodes from subset N, crossing each node from N exactly once. Assume that B(i, N) denotes the shortest path length for set M(i, N) . In this case, B(i, N) is Bellman function. As can be seen, B (1,{2,3 Let assume that the values of functions B(i, N) for all i∈ V\ (1) and for all possible k-elements (k <n-1) are already calculated. The value B(i, N') wherein N' is arbitrary subset of (k+1) elements of the set V\{1,i}, is calculated with using formula: B(i, N') = min(sij + B(j, N'\{j})), where j∈ N'
(2) Both of the above equations can be realized with possibility of dynamic programming recurrence relationship [4] .
Conclusion
Following the modelling results, the Bellman method is most effective because it does not require the creation of additional data structures and control of the entire data flow, as is the case with the Dijkstra's and Bellman Ford's algorithms. The Floyd-Warshall algorithm is not used due to the complexity and lengthy processing time compared to the Bellman method. In addition, using the Bellman method, all possible paths can be stored as data structures and can be used in future calculations in the program, partly by changing the initial values.
The inverse Bellman method can be fully implemented with dynamic programming methods, taking into account need for iteration.
Practical Results
If it is necessary to solve specific problem, as finding the shortest path between objects, Bellman method can be implemented with greatest efficiency. At each stage, the problem of finding the optimal path is solved only in part of the variables, therefore, dimension of these problems is much lower compared to the initial one. This allows you to simplify and cheapen search procedure for optimal values of the desired variables in general. In addition, this method is easily implemented in most programming languages. Below is shown implementation of the system for calculating the optimal flight plan for RPVs at certain coordinates of navigation objects for updating navigation information in Electronic Chart and Display Information System (ECDIS) (Fig.1) [7] . 
