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Int We also define the sum X + Y as the set of all vectors that can be expressed as the sum of a vector in X and a vector in Y: We write X + x instead of X + fxg:
A (binary) code of length n is a subset of F n : If this subset is a linear subspace, then the code is linear. If C is a code, then its elements are called codewords. We say that two codes, C 1 and C 2 , are isomorphic if there exists a coordinate permutation such that (C 1 ) = C 2 : Given two codes, C 1 and C 2 , we say that C 1 is a translate of C 2 if there is a vector v 2 F n such that C 1 = C 2 + v: Finally, we will say that two codes are equivalent if one of them is a translate of an isomorphic code to the other code. In this correspondence, we always consider codes containing the all-zero vector 0, unless stated otherwise.
The code distance in C is dC = minfd(x; y)jx; y 2 C; x 6 = yg: The minimum weight in C is wtC = minfwt (x)jx 2 C n f0gg: A code C with jCj = 2 m codewords is said to be systematic if there is a subset of m coordinate positions such that the restriction of C to these coordinates contains any vector of F m :
A perfect single error-correcting code C of length n 3 is a subset of F n such that the code distance in C is 3, and d(v; C) 1; for every v 2 F n : Perfect single error-correcting codes exist exactly when n = 2 t 01 for every positive integer t > 1; (see [10] or [16] ). A perfect single error-correcting code is said to be a 1-perfect code. For any n = 2 t 0 1(t > 1); there exists exactly one 1-perfect linear code of length n, up to isomorphism, which is the well-known Hamming code.
In [10, p. 180] , the problem of finding all 1-perfect codes is proposed. This question remains an open problem and appears to be quite challenging.
element. Such a loop is a homomorphic image of (F n ; 3) , where 3 is a distance-compatible operation. Here, we will study the case where (F n ; 3) is a distance-compatible Abelian group. In particular, we focus our attention on 1-perfect additive codes and give a full characterization of such codes. These codes are isomorphic to subgroups of k 2 8 k 4 , where k 1 + 2k 2 = n: However, we study them as binary codes, but not as mixed group codes as in [7] and [9] , where the Hamming distance is defined differently.
The correspondence is organized as follows. In Section II we give some basic definitions and properties about Steiner triple systems and propelinear codes. In Section III we study 1-perfect translationinvariant propelinear codes and prove they are additive codes using the characterization given in [14] . In Section IV we prove that any additive code (not necessarily 1-perfect code) is a translationinvariant propelinear code. In Section V we give the main results about existence, construction, unicity, and characterization of 1-perfect additive codes. Elementary coding and decoding algorithms are described in Section VI. Finally, we offer some conclusions in Section VII.
II. PRELIMINARIES

A. Steiner Triple Systems
If S is a finite n-set with n 3 and B is a collection of 3-subsets of S-called blocks or triples-such that every unordered pair of distinct elements of S is contained in exactly one triple, then B is called a Steiner triple system and denoted by STS (n): It is well known that an STS (n) exists if and only if n 1 or 3(mod6) (see [2] or [8] ). If T is a k-subset of S, where 3 k n, and D is a subset of B, such that D is a subcollection of triples of T and D is an STS (k), then D is called a Steiner triple subsystem of the system B: It is well known that, in this case, 2k + 1 n or k = n (see [4, p. 70] , for instance).
Let C be a code in F n containing the vector 0: It is easy to verify that if C is 1-perfect, then the minimum weight codewords (of weight 3) form an STS (n) if we identify the codewords with characteristic vectors of subsets of f1; 1 1 1 ; ng:
B. Propelinear Codes
The definitions and properties included in this subsection can be found in [13] and [14] . However, they have been included here in order to make the correspondence self-contained.
Let S n denote the symmetric group of permutations of the set f1; 2; 1 1 1 ; ng: Let 2 S n : Then for any vector v = (v 1 ; 1 1 1 ; v n ) 2 F n ; we write (v) to denote the vector (v (1) ; 1 1 1 ; v (n) ):
A code C of length n is said to be propelinear if for any codeword x 2 C there exists x 2 Sn satisfying the properties 1) x + x(y) 2 C if and only if y 2 C: 2) x y = z 8y 2 C; where z = x + x (y):
For all x 2 C and for all y 2 F n , denote by 3 the binary operation such that x 3 y = x + x (y): Then, (C; 3) is a group, which is not Abelian in general. The vector 0 is always a codeword and 0 is the identity permutation. Hence, 0 is the identity element in C and x 01 = 01
x (x), for all x 2 C (see [13] ). Note that 5 = fxjx 2 Cg is a subgroup of S n with the usual composition of permutations as the multiplication. By (C; 5) we shall mean the set of all pairs (x; x ), where x 2 C:
Clearly, propelinear code class is more general than the linear code class.
Lemma 3: Let (C; 3) be a propelinear code. Then i) d(u; v) = d(x 3 u; x 3 v) 8x 2 C 8u; v 2 F n :
ii) d C = wt C , that is, the code distance coincides with the minimum weight. Proof:
ii) Let x; y 2 C be two codewords such that d(x; y) = dC: By i), we have that d(x; y)=d(x 01 3 x; x 01 3 y)=d(0; x 01 3 y)=wt(x 01 3 y):
Hence d C wt C because x 01 3 y 2 C:
Now, let us assume that z 2 C has weight wt C : Again by i), we can write
for any codeword x 2 C: Since x3z 2 C, we conclude that wt C d C and the result holds. For a complete discussion on 4 -linear codes, see [6] . Given a binary This code is group-isomorphic to the quaternion group Q8 on eight elements. As can be seen in [14] , C is a translation-invariant propelinear code which is not Abelian. Note that the eight codewords obtained are the six codewords of weight 2, the all-zero vector, and the all-one vector.
Lemma 8: Let (C; 3) be the quaternion propelinear code as in Example 7. If x; y 2 C are such that wt (x) = wt (y) = 2 and x + y = (1111), then x 3 y = (0000):
Proof: The pairs of codewords verifying the hypothesis are (1010;(1; 2)(3;4)) and (0101;(1; 2)(3;4)) (1100;(1; 4)(2;3)) and (0011;(1; 4)(2;3)) (1001;(1; 3)(2;4)) and (0110;(1; 3)(2;4)) Since these pairs of codewords are inverses, the result holds.
In [14] , it is shown that any translation-invariant propelinear code of length n can be viewed as a group that is isomorphic to a subgroup 
III. 1-PERFECT TRANSLATION-INVARIANT PROPELINEAR CODES
There exist 1-perfect translation-invariant propelinear (not linear) codes of length n = 2 t 0 1, for all t > 3: In [14] , a family of such codes are constructed. The codes presented in [14] are of type ((n 0 1)=2; (n + 1)=4;0): For the case t = 3, we already know that the Hamming code of length 7 has the linear structure of type (7; 0; 0). Below we show that it has also a structure of type (3; 2; 0) and a structure of type (3; 0; 1).
Lemma 9: The Hamming code of length 7 has propelinear structures of type (3; 2; 0) and (3; 0; 1).
Proof: Let a = (1010100), b = (1001010), and c = (1111111), with associated permutations a = (1; 2)(3;4), b = (1; 2)(3;4), and c = Id (identity permutation of length 7). The reader may verify that the code generated by ha; b; ci is a 1-perfect code and is of type (3; 2; 0). On the other hand, if we substitute b with (1; 3)(2;4), then ha; b; ci is also a 1-perfect code but of type (3; 0; 1):
The main aim of this section is to study which are the admissible values of k1; k2; and k3 for 1-perfect translation-invariant propelinear codes, in addition to those of [14] .
Of course, k 1 cannot be 0 since n must be odd. Lemma 10: Let C be a 1-perfect translation-invariant propelinear code of length n 7 and type (k 1 ; k 2 ; k 3 ): Then, k 3 1:
Proof: Let X; Y; and Z be defined as above. Suppose that k 3 > 1: Let Z 1 ; 1 11;Z k Z be the 4-sets of coordinate positions of the Q8 part. Consider a vector x 2 F n such that wt (x) = 2 and x has a one in Zi and the other in Zj (i; j 2 f1; 111 ; k3g; i 6 = j): Then, there is a codeword z 2 C such that d(z; x) = 1: Clearly, z must have two ones in the same coordinate positions as x, and wt (z) must be 3. Thus either wt (z Z ) = 1, or wt (z Z ) = 1, or both. In any case, this is a contradiction because wt (a Z ) must be even for any codeword a 2 C and for any k 2 f1;1 11;k3g: This is true because the code restricted to the Z k -coordinates is the quaternion propelinear code as in Example 7, for any k 2 f1; 111 ; k 3 g: Theorem 12: Let C be a 1-perfect propelinear code of type (k 1 ; k 2 ; k 3 ) of length n: Then, if k 3 > 0, C is the Hamming code of length 7 with a structure of type (3; 0; 1).
Proof: Since there is no codeword a 2 C such that wt (aZ) = 1, any vector of weight 2 with the two ones in the X-coordinates must be at distance one from a codeword of weight 3 with the three ones in the X-coordinates. That is, the codewords of weight 3, with the three ones in the X-coordinates form an STS (n 0 4) which is a subsystem, thus 2(n 0 4) + 1 n, that is, n 7: Hence n = 7:
We have seen in Lemma 9 that the Hamming code of length 7 has, effectively, a structure of type (3; 0; 1):
The Hamming code of length 3 has only two codewords: the allzero vector and the all-one vector. Clearly, this code has a propelinear structure of type (1; 1; 0). Recall that if a propelinear code of length n is of type (k 1 ; k 2 ; k 3 ); then n = k 1 + 2k 2 + 4k 3 : Thus by Lemma 9 and Theorem 12, we have that any 1-perfect translationinvariant propelinear code of length n 3 has a structure of type (k; (n 0 k)=2; 0), i.e., it has an Abelian structure and is isomorphic to a subgroup of
Let C be a 1-perfect propelinear code of length n and type (k; (n0k)=2; 0); and let X; Y f1; 11 1;ng be the k coordinates of the 2 part, and the (n 0 k) coordinates of the 4 part, respectively. Without loss of generality, we may assume that X = f1; 1 11;kg: Then, any vector a 2 F n may be written as a = (a X ja Y ) (where " j " denotes concatenation). If aY = (a where the addition is modulo 2 for the first k coordinates, and modulo 4 for the remaining n0k: Again, is the Gray map as in Example 6.
Therefore, any 1-perfect translation-invariant propelinear code is a subgroup of F n , where F n is a distance-compatible Abelian group. Consequently, such a code must be an additive code (see Definition 2).
IV. 1-PERFECT ADDITIVE CODES
A. Additive Structure of F n Now, let us assume that (F n ; 3) is a distance-compatible group. Lemma 13: If x 2 F n has weight t > 0, then there is a sequence of vectors of weight 1, e i ; 111 ; e i ; such that x = e i 3e i 311 13e i :
Proof: We have that d(x; x 3 ei) = 1; for all i = 1; 1 11;n; and x 3 e i 6 = x 3 e j ; for all i; j = 1; 1 11;n such that i 6 = j: Thus the set fx 3 eig n i=1 is the set of all vectors at distance one apart from x:
We proceed by induction on t:
• If t = 1, the claim is trivial.
• If t > 1, then there is at least one vector of weight 1, say ej, such that wt (x 3 e j ) = t 0 1: Put y = x 3 e j : Then, by hypothesis of induction, there are vectors e i ; 1 11;e i such that y = e i 3 111 3 e i : Hence, x = e i 3 111 3 e i 3 e i , where e i = e 01 j :
Note that the sequence ei ; 1 11;ei may be nonunique. Proposition 14: Let u; v 2 F n : Then, d(v; v 3 u) = wt (u):
We proceed by induction on t = wt(u):
• If t 1; the claim is trivially true.
• If t > 1; then by the argument of the proof of Lemma 13, there is a vector x, such that wt (x) = t 0 1 and u = x 3 e i , for some i 2 f1;1 11;ng: Then, v 3u = v 3x3ei: Since we are assuming that wt (z) = Proof: Since d(ei; ei 3 ei) = 1, for all i = 1; 111 ; n; we have that e i 3e i = 0 or e i +e j , for some j 2 f1; 11 1;ng; j 6 = i: In the first case, we would have that e i has order 2. For the second case, suppose that ej 3ei 6 = 0, then ej 3ei = ej +ei = ei 3ei, but this would imply that i = j: Thus e i and e j are inverses and e i 3e i = e i +e j = e j 3e j ; hence e 4 i = 0: Now, for any vector x 2 F n , we know that x can be expressed as x = ei 3 111 3 ei , where t = wt(x): Therefore, x 4 = 0: On the other hand, there is no order 3 element, because if x 3 = 0, since x 4 = 0, the only possibility would be x = 0: Therefore, if (F n ; 3) is a distance-compatible group, we have proved that the following statements are equivalent.
• The group (F n ; 3) is Abelian.
• The operation 3 is translation-invariant.
• F n is isomorphic to k 2 8 k 4 , for some k 1 ; k 2 ; such that k1 + 2k2 = n: We can conclude that if (F n ; 3) is a distance-compatible Abelian group, then any subgroup of (F n ; 3), that is, any additive code can be viewed (under group isomorphism) as a translation-invariant propelinear code of type (k 1 ; k 2 ; 0): From now on, we will not distinguish between 1-perfect additive codes and 1-perfect translationinvariant propelinear codes.
B. The Quotient Group
A 1-perfect partition of F n is a partition of F n into 1-perfect codes. If n = 2 t 0 1(t 2), then a 1-perfect code of length n has 2 n0t codewords, and therefore, a 1-perfect partition will have 2 t = n + 1 classes. Given a 1-perfect code C, we can always define a 1-perfect partition as fC + eig n i=0 : This is a "natural" partition if C is a linear code because this partition is, in fact, the quotient group F n =C: However, it is possible to define other 1-perfect partitions, if we consider other translation-invariant operations defined in F n :
Lemma 18: Let C F n be a 1-perfect code, where (F n ; 3) is a distance-compatible Abelian group, then =fC = C0; C1; 111; Cng where Ci = C 3 ei = fx 3 eigx2C; 8i = 0; 1 11;n is a 1-perfect partition.
Proof: Given two different codewords, x; y 2 C, it is clear that x 3 ei 6 = y 3 ei, for all i = 0; 1 11; n: Hence, jCij = jCj: Since 
We could then define an operation 1: 2 ! such that C i 1 C j = C k , e i 3 e j 2 C k ; 8i; j = 0; 111 ; n:
Note that if e i 3 e j and e i 3 e k are in the same class, then j = k; otherwise, d(e i 3 e j ; e i 3 e k ) = 2: Thus if C i 1 C j = C i 1 C k , then Cj = C k : Also, if Ci 1 Cj = C k 1 Cj, then Ci = C k : Therefore, (; 1) is at least a quasi-group.
Proposition 19: Let (F n ; 3) be a distance-compatible Abelian group, let C F n be a 1-perfect code, and let C i = C 3 e i , for all i = 0; 11 1;n: The following statements will then be equivalent. i) C is additive. ii) 8v 2 C i 8x 2 C; x 3 v 2 C i (i 2 f0; 11 1;ng): iii) 8v 2 C i 8u 2 C j ; v 3 u 2 C k ; where C k is the class containing ei 3 ej:
i) ) ii): For all v 2 C i , there is a codeword y 2 C, such that y 3 ei = v: Then, x 3 v = x 3 y 3 ei and, since x 3 y 2 C, we have that x 3 v 2 C i :
ii) ) iii): If v 2 C i and u 2 C j , then there are codewords x; y 2 C such that v = x 3 ei and u = y 3 ej: Thus v 3 u = x 3 y 3 ei 3 ej: By substituting i = 0 in ii), we obtain that x3y 2 C: Since e i 3e j 2 C k , we have that (x 3 y) 3 (e i 3 e j ) 2 C k again by ii). Consequently, v 3 u 2 C k :
iii) ) i): Trivial, substituting i = j = 0: Corollary 20: Let C be a 1-perfect additive code and let be the 1-perfect partition defined as in Lemma 18. Then, (; 1) is also an Abelian group, where C is the zero element, and the nonzero elements have order 2 or 4.
Proof: In fact, is the quotient group F n =C: The order of its elements is 2 or 4, because the order of the elements of F n is 2 or 4 (see Proposition 17).
Therefore, there are natural numbers and , not both zero, such that = 2 8 4 :
We can also state the following equivalence.
Theorem 21: Let (F n ; 3) be a distance-compatible Abelian group. Let C F n be a 1-perfect code and let be the 1-perfect partition defined as in Lemma 18. The following statements are then equivalent. i) C is an additive code.
ii) The map : F n ! such that for all v 2 F n , (v) = Ci if and only if v 2 C i is a group homomorphism of F n onto : Proof: Suppose that C is additive and let u 2 C i and v 2 C j : By Proposition 19, u 3 v 2 C i 1 C j , hence (u 3 v) = C i 1 C j , which is (u) 1 (v): It is also true that (0) = C: Therefore, is a group homomorphism of F n onto :
Conversely, if is a homomorphism of F n onto , then let
x; y 2 C: Since C1C = C; we have (x)1(y) = C: Thus (x3y) = C which implies x 3 y 2 C: Alternatively, and easier, C must be a subgroup of F n , since C = Ker, where is the natural projection of F n onto the quotient group F n =C:
V. THE FULL CHARACTERIZATION
A. Allowable Parameters
From now on, let C be a 1-perfect additive code or, equivalently, a 1-perfect translation-invariant propelinear code, of length n and type (k; (n 0 k)=2; 0): Assume, as before, that X = f1; 1 11;kg and Y = fk + 1; 111; ng are the k coordinates of the 2 part, and the (n 0 k) coordinates of the 4 part, respectively. Without loss of generality, we also assume that the Y -coordinates are "well" placed as at the end of Section III.
We will search for admissible values of k:
Lemma 22: If a 2 C is a codeword, then wt (aY ) > 1 or aY is the all-zero vector.
Proof: The claim is trivial, otherwise a3a should be a codeword of weight 2.
Proposition 23: Let C be a 1-perfect additive code of type (k; (n0 k=2); 0): If n > 3, then k 3:
Proof: Of course, k must be odd (otherwise n would be even).
Suppose that k = 1: If n > 3, then n 7 (recall that n = 2 t 0 1 for some nonnegative integer t). Let X and Y be as defined above.
Let z = (0jz Y ) be a codeword of weight three, then z 3 z will have weight six. Without loss of generality, take z 3 z = (0 11 11 11 11100): Consider the vectors a = (0 11 001 1 100) and b = (0 00 11 001 11 00): These two vectors have weight two, hence they are not codewords and they must be at distance one from two codewords of weight three, respectively. These two codewords will be x = (1 11 001 1 100) and y = (1 00 11 001 1100), otherwise wt (x 3 x) = wt (y 3 y) = 2: This, however, yields a contradiction, since d(z 3 z; x 3 y) = 2:
Theorem 24: Let (C; 3) be a 1-perfect additive code of type (k; (n 0 k)=2; 0); where n = 2 t 0 1 and t 3: There will then be a natural number r, such that 2 r t 2r and i) k = 2 r 0 1, i.e., C is of type (2 r 0 1; 2 t01 0 2 r01 ; 0); ii) = 2r0t 2 8 t0r 4 , where is the quotient group F n =C, defined in Section IV-B.
Proof: Let C 0 = fa 2 Cjwt (a Y ) = 0g and let S = fa 2 Cjwt (a X ) = 3; wt (a Y ) = 0g:
Any vector b = (bXjbY ) with wt (bX) = 2 and wt (bY ) = 0 must be at distance 1 apart from a codeword z 2 C of weight 3 and wt (zX) 2: Since wt (zY ) = 1 is not possible by Lemma 22, we conclude that wt (zX) = 3: Thus S restricted to the X-coordinates is an STS (k), which is a subsystem of an STS (n): Hence, n = k or n 2k + 1: Moreover, the subcode C 0 is linear and S is the set of minimum-weight codewords of C 0 : Since S is an STS, it follows that C 0 (restricted to the X coordinates) is a Hamming code of length k (see [1] , for example). Thus k = 2 r 0 1 for some r > 1 and (n 0 k)=2 = 2 t01 0 2 r01 , which is i). Since Hence + = r and + 2 = t, so we obtain that = 2r 0 t and = t 0 r; which is ii).
The inequalities 2 r t 2r come from the fact that k 3, 0, and 0:
In view of the last theorem, we have that all 1-perfect additive codes of length 15 must be of type (15; 0; 0); (7; 4; 0) or (3; 6; 0): Following the classification of the 80 nonisomorphic STS (15) given in [17] , the Hamming code of length 15 has the STS (15) number 1. The example given in [14] , of type (7; 4; 0); has the STS (15) number 2. In Section VI-C, we will give an example of type (3; 6; 0), whose STS (15) is the number 7.
Therefore, we have the following admissible parameters for 1-perfect additive codes: Note that two such codes of the same length could have the same set of codewords, up to coordinate permutation, but that they would have different algebraic structures. This is true for n = 3 and for n = 7; however, we will see that there are no more cases.
Let C 1 and C 2 be 1-perfect additive codes of length n and of types (k; (n0k)=2; 0) and (`; (n0`)=2; 0); respectively. Suppose that there is a coordinate permutation 2 S n such that C 1 = (C 2 ) = C: Then, let 3 be the operation such that (C; 3) is isomorphic to a subgroup 
:
Lemma 25: With the above assumptions and notation, if`< k and n > 7, then (C; ?) has more than four coordinates in the 4 part and at least four of such coordinates would be in the 2 part of (C; 3):
Proof: We have that n > 7;` 3 and n 2`+ 1, hence n 0`>4: On the other hand, since k + 1 and`+ 1 are powers of 2, and` 3, we obtain that k 0` 4: Theorem 26: Let C be a 1-perfect additive code of types (k; (n 0 k)=2; 0) and (`; (n 0`)=2;0): Then, it is not possible that`< k and n > 7: Proof: Assume that`> k and n > 7: Then, let us apply the last lemma. Let A f1; 1 11;ng be the set of coordinates in the 2 part of (C; 3) and in the 4 part of (C; ?):
Let us consider the case that there is no codeword of weight 3
with the three ones in the A-coordinates. Without loss of generality, we assume that the first four coordinates are in A: We also assume that the fifth and sixth coordinates are in the 4 part of (C; ?) and e 5 ? e 6 = 0: Suppose that e 1 ? e 3 6 = 0: Let a = (10 10 00 0 1 110) and x 2 C be the codeword such that d(x; a) = 1: Then x = (10 10 00 0 11 11 11 10) : Note that the third coordinate in x is in the 2 part of (C; 3); otherwise, x3x would be of weight 2. Thus this third coordinate is also in the 2 part of (C; ?); otherwise, x would have the three ones in the A-coordinates. Now, let b = (10 00 10 0 1 110) and let y 2 C be the codeword such that d(y; b) = 1: We examine the possibilities for y.
• If y has a one at the second, third, or fourth coordinate, then the fifth coordinate must be in the 2 part of (C; 3); otherwise, y 3 y would be of weight 2. But then, y would have the three ones in the A-coordinates.
• If y = (10 00 11 0 1 110), then wt (y ? y) = 2, a contradiction.
• Hence, the only possibility is y = (10 00 10 0 11 11 11 10) ; Thus w is a codeword of weight 2, a contradiction.
Do all these codes exist? Are they unique? In the next subsection we will give affirmative answers to both questions. Thus we will be able to conclude that the number of 1-perfect additive codes of length n = 2 t 0 1 is b(t + 2)=2c, for all t > 3, and 1 for t = 2 and t = 3:
B. Existence, Construction, and Unicity
Let r and t be natural numbers such that 2 r t 2r: Consider F n with the additive propelinear structure such that it is isomorphic to the group Recall (see Lemma 13) that any vector x 2 F n , of weight wt (x) = t, can be expressed as x = e i 3 111 3 e i = 1 e 1 3 111 3 n e n where e i stands for e i 3 111 3 e i , times. In this representation of x, we have that i 2 f0; 1g, for all i = 1; 111 ; 2 r 0 1; and i 2 f0; 1; 2g, for all i = 2 r ; 111; n: The representation can be nonunique; for example, the vector e n01 + e n could be expressed as e n01 3e n01 or e n 3e n (if r < t). We call G the group : Since the number of order 2 nonzero elements of G is the same number of vectors e i of order 2 in F n , we can always define a map #: F n ! G, verifying: #(e i ) 6 = #(e j ) (i 6 = j) and #(0) = 0
#(e i ); for all x = e i 3 111 3 e i in F n : (3) We remark that (3) is equivalent to
for all x = 1e1 3 111 3 nen in F n :
Note that # is well-defined, that is, the image #(x) does not depend on the selected representation of x 2 F n : The representation of the 2 r 0 1 coordinates of the 2 part is unique 1e1 3 111 3 2 01e2 01 = 1e1 + 1 11 + 2 01e2 01
The only problem could be in the 4 part. We take, for instance, the last two coordinates: 00 = 0en01 3 0en = 1en01 3 1en = 2en01 3 2en 01 = 0en01 3 1en = 1en01 3 2en 10 = 1en01 3 0en = 2en01 3 1en 11 = 2en01 3 0en = 0en01 3 2en:
Since e n01 3 e n = 0, we have that #(e n01 ) = 0#(e n ): For the first case, we have that #(e n01 ) + #(e n ) = 2#(e n01 ) + 2#(e n ) = 0:
In the second case, we have #(en) = #(en01) + 2#(en): Similarly, for the third case. Finally, 2#(e n01 ) = 02#(e n ) = 2#(e n ): The last equality is due to the fact that all the elements of G have order 2 or 4.
Lemma 27: Let G be the group 
The next theorem gives a method to find any 1-perfect additive code with admissible parameters. The proof can be found in [12] with a slighly different notation. We also include the proof here to make the correspondence self-contained. which is the number of codewords of any 1-perfect code of length n = 2 t 0 1: In order to see that C is 1-perfect it suffices to see that the code distance in C is 3. By Lemma 3, it will be enough to check that the minimum weight is 3.
By the definition of #, we have that #(e i )6 =0, 8i=1; 111; n: Thus there is no codeword of weight 1. Now, suppose there is a codeword x of weight 2. Then, x = ei 3 ej for some i; j = 1; 11 1;n: We have that #(x) =0= #(e i )+#(e j ): Thus #(e i )=0#(e j ), which implies ei 3 ej =0, getting a contradiction since ei 3 ej =x:
If we consider the 1-perfect partition = F n =C = fC 3 eig n i=0
with the operation 1, such that Ci1Cj = C k if and only if ei3ej 2 C k , then (; 1) = (G; +) and C i = # 01 (e i ), for all i = 0; 11 1;n: Thus # is like the natural projection. Now, we will see that the 1-perfect additive code constructed is unique, up to isomorphism, with the given parameters. 
h1i denotes the linear span. We will see that any 1-perfect additive code is of type P 2 (n) in the sense of [5] , or it is of full rank. A code C of length n + 1 = 2 t is extended 1-perfect if it is obtained from a 1-perfect code of length n by adding an even or odd parity coordinate. As in [5] , let E n denote the set of all even-weight vectors of , respectively, into extended 1-perfect codes. Let be a permutation on the set f0; 1; 111 ; ng: Then, a construction due to Phelps [11] and Solov'eva [15] states that the code The sets fT (u)g u2F are noninterlaced if T (u) \ T (u 0 ) = ; or T (u) = T (u 0 ), for all u; u 0 2 E +1 : In [5] , it is proved that a 1-perfect code of length n is of type P 2 (n) if and only if the sets fT(u)g u2F are noninterlaced for some w 2 C ? :
Theorem 30: Any 1-perfect additive code C of length n is of type P2(n) or it is of full rank.
Proof: Assume that C is not of full rank. It suffices to see that the sets fT(u)gu2F are noninterlaced. Let # be the homomorphism of F n onto G such that C = Ker#: We have T (u) =fv 2 F j(ujv) 2 Cg = fv 2 F j#(0jv) = 0#(uj0)g:
If T (u) \ T (u 0 ) 6 = ;, then there is a vector x 2 F such that (ujx) 2 C and (u 0 jx) 2 C, but then #(0jx) = 0#(uj0) and #(0jx) = 0#(u 0 j0), hence #(uj0) = #(u 0 j0) that implies T (u) = T (u 0 ):
VI. CODING AND DECODING
Designing a coding-decoding scheme is very simple using a 1-perfect additive code. As we are going to see, this comes from the fact that all these codes are systematic and we can easily compute a syndrome for any received vector. The symbol " j " separates the binary and quaternary parts. It is easy to check that any element u = (u1; 111 ; ur) 2 G can be expressed as u = 6 r i=1 i z i , for some 1 ; 1 11; 2r0t 2 f0;1g and 2r0t+1 ; 111 ; r 2 f0; 1; 2; 3g: This representation is unique. In fact, we have that i = ui; for all i = 1; 111 ; r:
We reorder the coordinate positions of the vectors in F n such that #(en0t+i) = zi; 8i = 
hence a is a codeword.
We can use # as a syndrome map, since for all v 2 F n #(v) = #(ei) , v 2 Ci , 9x 2 C such that x 3 ei = v and #(v) = 0 if and only if v 2 C: Then, we only need an array with the images #(e i ) for all i = 1; 111; n; in order to perform the decoding process.
Suppose that we want to transmit with a coding-decoding scheme, ; instead of generator and parity-check matrices as in a linear code. As we will see, this array (with n positions, each position being an r-vector) is the only static data we need for coding and decoding.
We will use the following arrangement of the elements of G:
1) The first elements will be all order 2 elements not specified at 3. 2) All order 4 elements not specified at 4. These elements will be arranged such that the first and the second are inverses, the third and the fourth, and so on.
3) The 2r 0 t elements with a "1" in the 2 part and zeros elsewhere. For example, we choose the order z1 = (1; 0; 0; 11 1; 0j0; 111 ; 0) z2 = (0; 1; 0; 11 1; 0j0; 111 ; 0) 111 z2r0t = (0; 0; 11 1; 0; 1j0; 111 ; 0): Given a vector a = (a1; 11 1;an0t); we consider the vector (aj0) 2 F n and a representation:
(aj0) = 1e1 3 111 3 nen:
A. Coding Algorithm
Step 0: Let a = (a 1 ; 11 1;a n0t ) be the binary information vector to encode.
Step 1: Compute #(aj0)
Step 2: Compute b = 0#(aj0): Note that this can be done simply by replacing 1's with 3's (and vice versa) in the quaternary part.
Step Now, suppose we transmit the codeword x: Since we are using a single error-correcting code, we want to find a decoding process that obtains x if the received vector y has less than two errors. That is, the received vector is y = x 3 e i , for some i 2 f0; 1; 1 11;ng:
B. Decoding Algorithm
Step 0: Suppose we have received the vector y 2 F n :
Step 1: Compute a representation for y, i.e., find 1; 111 ; n, such that y = 1e1 3 111 3 nen:
Now, compute #(y) = 6 n i=1 i#(ei):
Step 2: If #(y) = 0, then y is a codeword. In this case, put x = y and skip the following step.
Step 3 3) Finally, the information vector is retrieved by taking the first 11 coordinates a = (1; 0; 1; 1; 0; 0; 1; 1; 0; 1; 1):
VII. CONCLUSIONS
The characterization of binary 1-perfect codes and 1-perfect partitions is a difficult and fascinating subject in coding theory. Using the results of [12] as a starting point, we have studied the class of 1-perfect additive codes, that is, 1-perfect codes that are subgroups of F n with a distance-compatible Abelian group structure. We have shown that any additive code can be viewed as a translation-invariant propelinear code. These codes have been extensively analyzed in [14] . For 1-perfect additive codes we have given a full characterization. We have seen that a 1-perfect additive code exists exactly when it is of type (2 r 0 1; 2 t01 0 2 r01 ; 0) for any r and t such that 2 r t 2r: Moreover, we have given a construction for any r and t and have proved that the constructed code is unique, up to isomorphism. We have also shown that if two 1-perfect additive codes have length greater than 7, then they are isomorphic if and only if they have the same parameters r and t: On the other hand, we have proved that each of these codes is of type P 2 (n) (see [5] ) or of full rank.
In addition, we have seen that these 1-perfect codes are systematic and that easy algorithms can be used for a coding-decoding scheme.
Future research should include the non-Abelian case. The study is also interesting if F n is a quasi-group instead of a group. One of these cases was studied in [12] .
