Boundary integral equation methods in the theory of elasticity of hemitropic materials: A brief review  by Natroshvili, David et al.
Journal of Computational and Applied Mathematics 234 (2010) 1622–1630
Contents lists available at ScienceDirect
Journal of Computational and Applied
Mathematics
journal homepage: www.elsevier.com/locate/cam
Boundary integral equation methods in the theory of elasticity of
hemitropic materials: A brief review
David Natroshvili a, Ioannis G. Stratis b,∗, Shota Zazashvili a
a Department of Mathematics, Georgian Technical University, 77 Kostava Street, Tbilisi 0175, Georgia
b Department of Mathematics, University of Athens, Panepistimiopolis, GR 15784 Zographou, Athens, Greece
a r t i c l e i n f o
Article history:
Received 8 November 2007
Received in revised form 20 June 2008
Keywords:
Elasticity theory
Hemitropic materials
Potential theory
Boundary value problems
Transmission problems
Boundary integral equations
a b s t r a c t
The theory of elasticity of hemitropic materials has recently been the object of
rigorous mathematical analysis. In particular, the potential method and the theory of
pseudodifferential equations have been used in studying the solvability in various function
spaces of the main boundary value and transmission problems, in smooth and in Lipschitz
domains. The main features and results of this boundary integral equations approach are
briefly reviewed here.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Chirality is a rather well-studied notion in Electromagnetics (since the mid 1980s by engineers and applied physicists,
while since the late 1990s by mathematicians, too). Electromagnetic waves can discriminate between objects that are
otherwise identical, but have opposite handedness (optical activity). By the way, the term ‘‘chiral’’, first introduced by
Kelvin in the very early 20th century, means hand-like, and arises from the ancient greek word ‘‘χει%’’, meaning hand.
Other transverse waves have this discrimination ability, too! Acoustic waves in solids can also sense the handedness of a
scatterer, if the scatterer is chiral. On the contrary, there is no acoustic activity obtainable from non-chiral scatterers. The
Cosserat Theory (1909) studies elastic media with oriented particles; in the course of deformation not only a displacement
but also a rotation takes place.
Recent technological and industrial developments, and the progress in biological and medical sciences, require the use
of generalized and refined models for elastic materials. In a generalized solid continuum the usual displacement field has to
be supplemented by a microrotation field. Such materials are called micropolar, or Cosserat, solids. An isotropic micropolar
solid may be hemitropic (equivalent terms are noncentrosymmetric, acentric, chiral), i.e., isotropic with respect to all proper
orthogonal transformations, but not with respect to mirror reflections. Materials may exhibit chirality on the atomic scale,
as in quartz and in biological molecules (DNA), as well as on a large scale, as in composites with helical or screw-shaped
inclusions, certain types of nanotubes, bone, fabricated structures such as foams, chiral sculptured thin films, and twisted
fibers. (For details see, e.g., [1–10], and the references therein.) Let us note here that suchmedia have no connectionwith the
so-called left-handed materials, [11]. To grasp an idea of chirality in static linearized elasticity, one can consider the response
of a circular cylindrical rod to a homogeneous axial stress for four classes of materials: (i) isotropic classical solid: no shear
deformations, no couple stresses, homogeneous elastic state; (ii) completely anisotropic classical solid: shear deformations,
homogeneous elastic state; (iii) isotropic centrosymmetric micropolar material: same as for classical; (iv) isotropic chiral
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solid: no shear deformations, couple stresses, inhomogeneous elastic state (twist or torsion appears, having no connection
to anisotropy).
Mathematicalmodels describing the properties of elastic hemitropicmaterials have beenproposed in themid 1960s in [1,
12] (for historical notes see also [2,3,13], and the references therein). In the mathematical theory of hemitropic elasticity,
the asymmetric force stress tensor and the moment stress tensor are introduced; they are kinematically related to the
asymmetric strain tensor and the torsion (curvature) tensor via the constitutive equations. All these quantities are expressed
in terms of the components of the displacement and the microrotation vectors; the latter satisfy a system of two coupled
second order partial differential equations of dynamics.
When themechanical characteristics (displacements,microrotations, body force and body couple vectors) have harmonic
time dependence (i.e. each of them is represented as a product of e−iσ t (σ being a real frequency parameter) and a function
of the spatial variable x only), we have the corresponding steady state oscillation equations (in particular if σ = 0 we have
the equations of statics); further, if σ is complex, with =σ 6= 0, we have the so-called pseudo-oscillation equations, which are
related to the dynamical equations via the Laplace transform.
In the last decade the theory of hemitropic elasticity is the object of intensive investigation in engineering and applied
physics; indicatively we refer to [2,5,8–10], and the references therein. Even more recently, in the last five years, a rigorous
mathematical analysis of this theory is being developed; see [14–23].
2. Governing equations — Fundamental solution
Taking into account the standard constitutive equations of hemitropic elasticity, [1], see also [16–19], and the equations
of dynamics, and assuming harmonic time dependence for all the involved fields, we derive the governing equations that
will be assumed throughout this paper:
(µ+ α)∆u(x)+ (λ+ µ− α) grad div u(x)+ (κ + ν)∆ω(x)+ (δ + κ − ν) grad divω(x)
+ 2α curlω(x)+ %σ 2u(x) = −%F(x),
(κ + ν)∆u(x)+ (δ + κ − ν) grad div u(x)+ 2α curl u(x)+ (γ + ε)∆ω(x)+ (β + γ − ε) grad divω(x)
+ 4ν curlω(x)+ (Iσ 2 − 4α)ω(x) = −%G(x),
where u is the displacement vector, ω is the microrotation vector, ∆ is the 3-dim Laplacian, α, β, γ , δ, ε, κ, λ, µ, ν are
the material parameters, [1], % is the mass density of the material, I is a constant characterizing the so-called spin torque
corresponding to the interior microrotations (i.e. moment of inertia per unit volume) and σ is the angular frequency of the
considered time-harmonic fields. F and G are complex-valued functions denoting, respectively, the spatial parts of the body
force and body couple vectors per unit mass. Note that the microrotation vector ω in the theory of hemitropic elasticity is
kinematically distinct from the macrorotation vector 12 curl u. Further, note that when the parameters α, β, γ , δ, ε, κ, ν, I
are all equal to 0, the above system becomes the well-known reduced Navier equation of classical linear elasticity.
The following commentmay be useful to clarify the notion of chirality in elasticity: let a planewave propagate in a chiral-
elastic solid in the x3 direction (3-dim case). Associated with this wave, are the displacement and microrotation vectors
u = Aeikx3 , and ω = Beikx3 , respectively, where k is the wavenumber. Substitution in the governing equations leads to a
separation of the longitudinal and the transverse fields. For the longitudinal components, the resulting dispersion relation
shows that two non-dispersive longitudinal plane waves can exist inside an isotropic chiral-elastic medium. The analysis for the
transverse components is more complicated: the dispersion relation is a quartic equation in k2 [6,24]. Thus, four separate
transverse fields are possible, whose phase velocities are, in general, dispersive: two of them are left circularly polarized (LCP),
while the other two are right circularly polarized (RCP). Recall that in electromagnetics there appear one LCP and one RCP
waves in chiral media.
Let us introduce the matrix differential operator corresponding to the above system:
L(∂, σ ) :=
[
L(1)(∂, σ ) L(2)(∂, σ )
L(3)(∂, σ ) L(4)(∂, σ )
]
6×6
,
where
L(1)(∂, σ ) := [(µ+ α)∆+ %σ 2]I3 + (λ+ µ− α)Q (∂),
L(2)(∂, σ ) = L(3)(∂, σ ) := (κ + ν)∆I3 + (δ + κ − ν)Q (∂)+ 2αR(∂),
L(4)(∂, σ ) := [(γ + ε)∆+ (Iσ 2 − 4α)]I3 + (β + γ − ε)Q (∂)+ 4νR(∂).
Here Ik stands for the k× k unit matrix and
R(∂) :=
[ 0 −∂3 ∂2
∂3 0 −∂1
−∂2 ∂1 0
]
3×3
, Q (∂) := [∂k∂j]3×3.
Further we introduce the generalized stress operator (6× 6 matrix differential operator)
T (∂, n) =
[
T (1)(∂, n) T (2)(∂, n)
T (3)(∂, n) T (4)(∂, n)
]
6×6
, T (j) = [T (j)pq ]3×3 , j = 1, . . . , 4,
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with
T (1)pq (∂, n) = (µ+ α)δpq
∂
∂n
+ (µ− α)nq ∂
∂xp
+ λnp ∂
∂xq
,
T (2)pq (∂, n) = (κ + ν)δpq
∂
∂n
+ (κ − ν)nq ∂
∂xp
+ δnp ∂
∂xq
− 2α
3∑
k=1
pqknk,
T (3)pq (∂, n) = (κ + ν)δpq
∂
∂n
+ (κ − ν)nq ∂
∂xp
+ δnp ∂
∂xq
,
T (4)pq (∂, n) = (γ + ε)δpq
∂
∂n
+ (γ − ε)nq ∂
∂xp
+ βnp ∂
∂xq
− 2ν
3∑
k=1
pqknk,
where δpq is the Kronecker delta and pqk is the permutation (Levi-Civitá) symbol. For a six vector U = (u, ω)> the first three
components of the six vector TU correspond to the force stress vector, while the last three components correspond to the
moment stress vector acting on a surface element with normal vector n.
In view of the above notation, our system can be rewritten in matrix form as
L(∂, σ )U(x) = Φ(x),
U(x) = (u(x), ω(x))>, Φ(x) = (−%F(x),−%G(x))>.
A long technical procedure, [16], leads to the following form for the fundamental matrix
Γ (x, σ ) =
6∑
j=1
Γ (j)(x, σ ),
where
Γ (j) =
[
L(4)(∂, σ )M(∂) −L(2)(∂, σ )M(∂)
−L(2)(∂, σ )M(∂) L(1)(∂, σ )M(∂)
]
qj
eikj|x|
|x| ,
M(∂) = a(∂)[a(∂)− b(∂)∆]I3 +
[
a(∂)b(∂)+ [c(∂)]2]Q (∂)+ c(∂)[a(∂)− b(∂)∆]R(∂),
with
a(∂) = [(µ+ α)(γ + ε)− (κ + ν)2]∆∆+ [(µ+ α)(Iσ 2 − 4α)+ (γ + ε)%σ 2 + 4α2]∆+ %σ 2(Iσ 2 − 4α),
b(∂) = −[(µ+ α)(β + γ − ε)+ (λ+ µ− α)(β + 2γ )− (δ + κ − ν)2 − 2(κ + ν)(δ + κ − ν)]∆
− [(β + γ − ε)%σ 2 + (λ+ µ− α)(Iσ 2 − 4α)− 4α2],
c(∂) = 4[α(κ + ν)− ν(µ+ α)]∆− 4ν%σ 2,
where kj and qj, j = 1, . . . , 6 are given, [16], in terms of the parameters α, β , γ , δ, ε, κ , λ, µ, ν, %, σ , I. This representation
shows that the entries of the matrix Γ (j)(x, σ ), and its derivatives, satisfy the Sommerfeld radiation conditions at infinity.
For positive definiteness of the, associated with our problem, energy bilinear form, we assume the following conditions
on the material parameters, [15,16]:
µ > 0, α > 0, γ > 0, ε > 0, 3λ+ 2µ > 0, µγ − κ2 > 0, αε − ν2 > 0,
(µ+ α)(γ + ε)− (κ + ν)2 > 0, (3λ+ 2µ)(3β + 2γ )− (3δ + 2κ)2 > 0.
The physical meaning of these material constants and their numerical values for particular hemitropic materials can be
found in [2,25].
3. Single and double layer potentials and boundary integral operators
LetΩ+ ⊂ R3 be a bounded, simply connected domain with a smooth connected boundary S := ∂Ω+ andΩ+ = Ω ∪ S.
Then Ω− := R3 \ Ω+ is also simply connected, and ∂Ω− = ∂Ω+. Further, let Ω ∈ {Ω+,Ω−} be filled with an elastic
material having hemitropic properties, i.e., eachmaterial particle has 6 degrees of freedom, corresponding to displacements
and microrotations. The outward unit normal vector toΩ+ at the point x ∈ S is denoted by n(x). The symbols [·]± denote
the limits on S fromΩ±.
By Lp, W rp , H
s
p, and B
s
p,q (with r ≥ 0, s ∈ R, 1 < p < ∞, 1 ≤ q ≤ ∞) we denote the well-known Lebesgue,
Sobolev–Slobodetski, Bessel potential, and Besov function spaces, respectively (see, e.g., [26]). Recall that Hr2 = W r2 = Br2,2,
Hs2 = Bs2,2,W tp = Btp,p, andHkp = W kp , for any r ≥ 0, for any s ∈ R, for any positive and non-integer t , and for any non-negative
integer k.
LetM0 be a smooth surface without boundary. For a smooth sub-manifoldM ⊂ M0 we denote by H˜sp(M) and B˜sp,q(M)
the subspaces of Hsp(M0) and B
s
p,q(M0), respectively,
H˜sp(M) = {g : g ∈ Hsp(M0), supp g ⊂M},
B˜sp,q(M) = {g : g ∈ Bsp,q(M0), supp g ⊂M},
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while Hsp(M) and B
s
p,q(M) denote the spaces of restrictions onM of functions from H
s
p(M0) and B
s
p,q(M0), respectively,
Hsp(M) = {rM f : f ∈ Hsp(M0)}, Bsp,q(M) = {rM f : f ∈ Bsp,q(M0)},
where rM is the restriction operator onM.
Let us introduce the generalized single layer and double layer potentials, and the Newton type volume potential
V (ϕ)(x) = VS(ϕ)(x) =
∫
S
Γ (x− y, σ )ϕ(y)dSy, x ∈ R3 \ S, (1)
W (ϕ)(x) = WS(ϕ)(x) =
∫
S
[T (∂y, n(y))Γ (y− x, σ )]>ϕ(y)dSy, x ∈ R3 \ S, (2)
NΩ(ψ)(x) =
∫
Ω
Γ (x− y, σ )ψ(y)dy, x ∈ R3,
where ϕ = (ϕ1, . . . , ϕ6)> is a density (vector) function defined on S, while a density (vector) function ψ = (ψ1, . . . , ψ6)>
is defined onΩ ∈ {Ω+,Ω−}.
It can easily be checked that the potentials V and W are of class C∞ in R3 \ S, and solve the homogeneous version of
the governing equations (F = 0,G = 0) for an arbitrary Lp (vector) function ϕ. Moreover, ifΩ ⊂ R3 is a bounded smooth
domain and ψ ∈ [C0,θ (Ω)]6, then NΩ(ψ) ∈ [H2(Ω)]6 ∩ [C2(Ω)]6 ∩ [C1,θ (Ω)]6, and L(∂, σ )NΩ(ψ) = ψ inΩ . Note that, if
ψ ∈ [Lp(Ω)]6, then NΩ(ψ) ∈ [H2p (Ω)]6 and the above equation holds true almost everywhere.
The jump and mapping properties of the above introduced single and double layer potentials, and the corresponding
boundary integral (pseudodifferential) operators inHölder (Cm,θ ), Sobolev–Slobodetski (W sp), Bessel potential (H
s
p) and Besov
(Bsp,q) spaces can be studied by standard methods (see, e.g., [27,16,26]).
The following theorems, proved for the pseudo-oscillation equations in [16], and for the steady state oscillation equations
in [18], contain important properties of the referred-to potentials and operators.
Theorem 1. Let S ∈ Cm+1,θ2 where m ≥ 0 is an integer, 0 < θ2 ≤ 1, and let 0 < θ1 < θ2. Then the operators
V : [Cm,θ1(S)]6 →
[
Cm+1,θ1(Ω±)
]6
,
W : [Cm,θ1(S)]6 →
[
Cm,θ1(Ω±)
]6
,
are bounded.
For any g ∈ [Cm,θ1(S)]6 and any x ∈ S the following jump relations are true
[V (g)(x)]± = V (g)(x) = Hg(x),
[T (∂x, n(x))V (g)(x)]± =
[
∓1
2
I6 +K
]
g(x),
[W (g)(x)]± =
[
±1
2
I6 +K∗
]
g(x),
[T (∂x, n(x))W (g)(x)]+ = [T (∂x, n(x))W (g)(x)]− = Lg(x),
where
Hg(x) = HSg(x) :=
∫
S
Γ (x− y, σ )g(y)dSy,
Kg(x) = KSg(x) :=
∫
S
T (∂x, n(x))Γ (x− y, σ )g(y)dSy,
K∗g(x) = K∗S g(x) :=
∫
S
[T (∂y, n(y))Γ (y− x, σ )]>g(y)dSy,
Lg(x) = LSg(x) := lim
Ω±3z→x∈S
T (∂z, n(x))
∫
S
[T (∂y, n(y))Γ (y− z, σ )]>g(y)dSy.
Theorem 2. Let S, m, θ1, and θ2 be as in Theorem 1. Then the operators
H : [Cm,θ1(S)]6 → [Cm+1,θ1(S)]6
(
[H− 12 (S)]6 → [H 12 (S)]6
)
,
±1
2
I6 +K: [Cm,θ1(S)]6 → [Cm,θ1(S)]6
(
[H− 12 (S)]6 → [H− 12 (S)]6
)
,
±1
2
I6 +K∗: [Cm,θ1(S)]6 → [Cm,θ1(S)]6
(
[H 12 (S)]6 → [H 12 (S)]6
)
,
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L: [Cm+1,θ1(S)]6 → [Cm,θ1(S)]6
(
[H 12 (S)]6 → [H− 12 (S)]6
)
,
are bounded. Moreover,
(i) The principal homogeneous symbol matrices of the operators ± 12 I6 + K and ± 12 I6 + K∗ are nondegenerate, while the
principal homogeneous symbol matrices of the operators −H and L are positive definite; the operators H , ± 12 I6 + K ,
± 12 I6 + K∗, and L, are elliptic pseudodifferential operators of order −1, 0, 0, and 1, respectively; for =σ 6= 0 all these
operators are invertible in appropriate spaces.
(ii) For σ = 0 the operators ± 12 I6 + K and ± 12 I6 + K∗ are mutually formally adjoint singular integral operators of normal
type with index equal to zero; moreover, the operators− 12 I6+K and− 12 I6+K∗ have 6 dimensional null spaces, while the
operatorsH , 12 I6 +K and 12 I6 +K∗ are invertible, and
H−1: [Cm+1,θ1(S)]6 → [Cm,θ1(S)]6
(
[H 12 (S)]6 → [H− 12 (S)]6
)
is a singular integro-differential operator.
(iii) The operator L is a singular integro-differential operator and the following equalities hold in appropriate function spaces:
K∗H = HK, LK∗ = KL, HL = −1
4
I6 + (K∗)2, LH = −14 I6 +K
2.
Theorem 3. Let V , W,H ,K ,K∗, and L be the operators defined in Theorems 1 and 2. These operators can be extended to the
following continuous operators
V : [Bsp,p(S)]6 → [H
s+1+ 1p
p (Ω
+)]6
(
[Bsp,p(S)]6 → [H
s+1+ 1p
p,loc (Ω
−)]6
)
,
: [Bsp,q(S)]6 → [B
s+1+ 1p
p,q (Ω
+)]6
(
[Bsp,q(S)]6 → [B
s+1+ 1p
p,q,loc (Ω
−)]6
)
,
W : [Bsp,p(S)]6 → [H
s+ 1p
p (Ω
+)]6
(
[Bsp,p(S)]6 → [H
s+ 1p
p,loc(Ω
−)]6
)
,
: [Bsp,q(S)]6 → [B
s+ 1p
p,q (Ω
+)]6
(
[Bsp,q(S)]6 → [B
s+ 1p
p,q,loc(Ω
−)]6
)
,
H : [Hsp(S)]6 → [Hs+1p (S)]6
([Bsp,q(S)]6 → [Bs+1p,q (S)]6) ,
±1
2
I6 +K : [Hsp(S)]6 → [Hsp(S)]6
([Bsp,q(S)]6 → [Bsp,q(S)]6) ,
±1
2
I6 +K∗ : [Hsp(S)]6 → [Hs+1p (S)]6
([Bsp,q(S)]6 → [Bs+1p,q (S)]6) ,
L : [Hs+1p (S)]6 → [Hsp(S)]6
([Bs+1p,q (S)]6 → [Bsp,q(S)]6) ,
where s ∈ R, 1 < p < ∞, 1 ≤ q ≤ ∞, S ∈ C∞. The operatorsH , ± 12 I6 +K , ± 12 I6 +K∗, and L, preserve all the properties
stated in Theorem 2, and their null spaces are invariant with respect to p, t, and s.
The jump relations of Theorem 1 on S remain valid for the extended operators in the corresponding function spaces.
Remark 1. Green’s formulae, a Korn’s type inequality, and general integral representations for the solutions of the equations
of hemitropic elasticity, in bounded and unbounded domains, have been established for smooth and for Lipschitz domains
in [16,18,19]; these results cover both the cases of pseudo-oscillation and of steady state oscillation equations.
Remark 2. In the case of the steady state oscillation equations general representation formulae for the displacement
and microrotation vectors by means of metaharmonic functions (solutions of the Helmholtz equation), with different
wavenumbers have been derived in [17]. There it is proved that the six components of the field vectors (three displacement
and three microrotation components) can be expressed by six scalar metaharmonic functions. Moreover, it is shown
that this correspondence is one-to-one. In particular, these representation formulae are applied to the construction of
explicit solutions of two canonical boundary value and transmission problems for composed solids with spherical interface.
In the first case, both components are hemitropic with different material constants, and on the interface there are
transmission conditions relating limiting values of the displacement, microrotation, force stress, and couple stress vectors
(twelve conditions). In the second problem the interior ball is a usual isotropic elastic material described by the classical
Lamé model, while in the exterior part there is a hemitropic material: in this case, the interface conditions relate the
corresponding displacement and force stress vectors, and, in addition, on the interface there are given, either components
of the microrotation vector, or the couple stress vector (in total nine conditions). The solutions of these problems are
represented in the form of Fourier–Laplace series, which, along with their first derivatives, are absolutely and uniformly
convergent in closed domains, if the boundary data satisfy appropriate smoothness conditions.
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4. Boundary value and transmission problems
The solvability of the standard types of interior and exterior boundary value problems and of transmission problems has
been established, using a boundary integral equations approach, in [16,18,19,15]. Let us state these problems here.
Boundary value problems
Find a solution U of the differential equation
L(∂, σ )U(x) = 0 inΩ±
satisfying one of the following boundary conditions on S = ∂Ω±:
Interior (+) and Exterior (−) Dirichlet Problem (D)±:
[U(x)]± = f (x), x ∈ S;
Interior (+) and Exterior (−) Neumann Problem (N)±:
[T (∂, n)U(x)]± = g(x), x ∈ S;
Interior (+) and Exterior (−) Mixed Problem (M)±:
[U(x)]± = fD(x), x ∈ SD, [T (∂, n)U(x)]± = gN(x), x ∈ SN ,
where SD and SN are two open, disjoint parts of S and SD ∪ SN = S.
Without loss of generality we have assumed that the considered differential equation is homogeneous, since – if a source
termΦ(x) appears in the r.h.s. – a particular solution can always bewritten explicitly as a volume potential having as density
the functionΦ (which should then have a compact support, in addition to the required regularity).
For unbounded domains we need to introduce radiating solutions: we say that a vector function U = (U1, . . . ,U6)>
of class C1 satisfies the generalized Sommerfeld–Kupradze type radiation conditions in Ω−, if U(x) = ∑6j=1 U (j)(x), where
U (j) = (U (j)1 , . . . ,U (j)6 )> solve the Helmholtz equations
1U (j)p (x)+ k2j U (j)p (x) = 0, j, p = 1, . . . , 6,
with kj satisfying
kj 6= kp for j 6= p, =kj ≥ 0, and if =kj = 0, then kj > 0,
and for sufficiently large |x| the relations
U (j)p (x) = exp{−=kj|x|}O(|x|−1),
∂
∂x`
U (j)p − ikjxˆ`U (j)p (x) = exp{−=kj|x|}O(|x|−2), j, p = 1, . . . , 6,
hold. Here xˆ = x/|x| and xˆ` = x`/|x|, ` = 1, 2, 3.
The class of regular solutions is [C1(Ω±)]6 ∩ [C2(Ω±)]6, while, for the exterior problems, the generalized
Sommerfeld–Kupradze type radiation conditions are additionally assumed to hold in this class.
Theorem 4. (i) Let =σ 6= 0, 0 < θ1 < θ2 < 1,
S ∈ C2,θ2 , f ∈ [C1,θ1(S)]6.
Then (D)− is uniquely solvable in the class [C1,θ1(Ω−)]6 and the solution is representable in the form of double layer potential
(2), where the density ϕ ∈ [C1,θ1(S)]6 is defined by the following integral equation
[2−1I6 +K∗]ϕ(x) = f (x), x ∈ S.
(ii) Let =σ 6= 0,
S ∈ C1,θ2 , g ∈ [C0,θ1(S)]6.
Then (N)− is uniquely solvable in the class [C1,θ1(Ω−)]6 and the solution is representable in the form of single layer potential
(1), where the density ϕ ∈ [C0,θ1(S)]6 is defined by the following uniquely solvable integral equation
[2−1I6 +K]ϕ(x) = g(x), x ∈ S.
(iii) Let =σ 6= 0,
fD ∈ [B1−1/pp,p (SD)]6, gN ∈ [B−1/pp,p (SN)]6, S, SD ∈ C∞. (3)
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Then (M)− is uniquely solvable in [H1p (Ω−)]6 with 4/3 < p < 4 and the solution is representable in the form of single layer
potential
U(x) = V ([H]−1(f (e) + ϕ)) (x),
where f (e) ∈ [B1p,p(S)]6 is some fixed extension of the vector function fD from SD onto S preserving the functional space and
the unknown density ϕ ∈ [˜B1−1/pp,p (SN)]6 is defined by the following uniquely solvable pseudodifferential equation on SN
rSN [−2−1I6 +K][H]−1(ϕ + f (e)) = gN on SN .
We have the following main regularity result for a solution to mixed BVP.
Theorem 5. Let =σ 6= 0, and conditions (3) and
4/3 < p < 4, 1 < t <∞, 1 ≤ q ≤ ∞, 1/t − 1/2 < s < 1/t + 1/2,
be fulfilled, and let U ∈ [H1p (Ω−)]6 be the unique solution to the mixed problem (M)−. In addition to (3),
(i) if
fD ∈ [Bst,t(SD)]6, gN ∈ [Bs−1t,t (SN)]6,
then
U ∈ [Hs+1/tt (Ω−)]6;
(ii) if
fD ∈ [Bst,q(SD)]6, gN ∈ [Bs−1t,q (SN)]6,
then
U ∈ [Bs+1/tt,q (Ω−)]6;
(iii) if
fD ∈ [C0,s(SD)]6, gN ∈ [Bs−1∞,∞(SN)]6, 0 < s < 1,
then
U ∈ [C0,s0(Ω−)]6 with any s0 ∈ (0, s1), s1 := min{s, 1/2}.
For BVPs (D)+, (N)+ and (M)+ the assertions similar to Theorems 4 and 5 still hold for the complex frequency parameter
σ .
For real σ , we still have unique solvability in the case of exterior problems in the space of radiating vector functions. The
solutions are representable in the form of linear combination of double and single layer potentials,
U(x) = W (g)(x)+ iV (g)(x), x ∈ Ω−,
where g is a sought for vector function. The Dirichlet problem then leads to the uniquely solvable singular integral equation
{−2−1I6 +K∗ + iH}g = f on S,
while the Neumann problem is equivalent to the uniquely solvable singular integro-differential equation
{L+ i[2−1I6 +K]}g = F on S.
For interior BVPs there is a spectrum, the so-called exceptional values of σ , for which the corresponding homogeneous BVPs
have nontrivial solutions (the resonance situation).
Apart the case of smooth boundaries, Lipschitz boundaries have additionally been considered using the harmonic analysis
technique. There are substantial differences in the methodologies needed to cover the cases of pseudo-oscillation (complex
σ , with =σ 6= 0) and of steady state oscillation (real σ ) equations. These solvability results can be found in [16,18,19].
Transmission Problems
LetΩ be a bounded region in R3 with boundary ∂Ω = S1, andΩ0 ⊂ Ω be a subdomain ofΩ with a simply connected
boundary ∂Ω0 = S0 ⊂ Ω . PutΩ1 := Ω \Ω0; by n(z), z ∈ S0∪S1, we denote the outward unit normal vector with respect to
the domainsΩ0 andΩ , at the point z. Let the domainsΩq be filled with elastic media having different hemitropic material
constants, denoted by a superscript ‘‘(q)’’, q = 0, 1. Analogously, for all the mechanical characteristics, the differential
operators, fundamental matrices and potentials related to the hemitropic material occupying the domain Ωq, we employ
the superscript (q). Find (vector) functions U (q) : Ωq → R6, q = 0, 1, satisfying the differential equations
L(q)(∂)U (q)(x) = 0 inΩq, q = 0, 1,
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the transmission conditions on the interface S0,
[U (0)(z)]+ − [U (1)(z)]− = f (z) on S0,
[T (0)(∂z, n(z))U (0)(z)]+ − [T (1)(∂z, n(z))U (1)(z)]− = g(z) on S0,
and, on the exterior boundary S1 of the composed body, either the Dirichlet boundary condition,
[U (1)(z)]+ = f (D)(z) on S1,
or the Neumann boundary condition,
[T (1)(∂z, n(z))U (1)(z)]+ = g(N)(z) on S1.
We refer to the former boundary transmission problem as (BT − D), and to the latter boundary transmission problem as
(BT − N).
Regarding the solvability of these problems for the cases of the pseudo-oscillation equations, and the equations of statics, we
have [15] the following result. The set [C1(Ωq)]6 ∩ [C2(Ωq)]6, q = 0, 1, is the class of regular vector functions for (BT − D)
and (BT − N).
Theorem 6. Let =σ 6= 0, 0 < θ1 < θ2 ≤ 1, and
S0, S1 ∈ C2,θ2 , f ∈ [C1,θ1(S0)]6, g ∈ [C0,θ1(S0)]6, f (D) ∈ [C1,θ1(S1)]6.
Then the problem (BT − D) has a unique regular solution pair (U (0),U (1)) and the vectors U (0) and U (1) are representable in the
form of single layer potentials
U (0)(x) = V (0)S0
(
[H (0)S0 ]−1ϕ
)
(x), x ∈ Ω0,
U (1)(x) = V (1)S0
(
[H (1)S0 ]−1η
)
(x)+ V (1)S1
(
[H (1)S1 ]−1ζ
)
(x), x ∈ Ω1,
where ϕ, η ∈ [C1,θ1(S0)]6, and ζ ∈ [C1,θ1(S1)]6 are defined by the system of pseudodifferential equations
ϕ(z)− η(z)− V (1)S1
(
[H (1)S1 ]−1ζ
)
(z) = f (z), z ∈ S0,
[A(0)S0 ϕ](z)− [A(1)S0 η](z)− T (1)(∂z, n(z))V (1)S1
(
[H (1)S1 ]−1ζ
)
(z) = F(z), z ∈ S0,
V (1)S0 ([H (1)S0 ]−1η)(z)+ ζ (z) = f (D)(z), z ∈ S1;
hereA(0)S0 andA
(1)
S0
are the Steklov–Poincaré type operators
A
(0)
S0
:= (−2−1I6 +K(0)S0 )[H (0)S0 ]−1, A(1)S0 := (2−1I6 +K(1)S0 )[H (1)S0 ]−1.
A similar theorem holds also for the transmission problem (BT − N) for =σ 6= 0. In [15] the weak solvability of the
above problems is also treated. Mixed type boundary transmission problems (where S1 is divided into two disjoint, simply
connected parts, on which Dirichlet and Neumann data are, respectively, given) are also considered. In addition, interface
crack type problems are studied in detail and almost best regularity results are established.
5. Concluding remarks
We have in mind three main directions for further investigation.
(1) The analysis of the model of hemitropic elastic continua with regard to thermal effects is very challenging. This kind of
problems appears when a hemitropic elastic body is under an intensive mechanical loading yielding a high temperature
regime which in turn leads to arising interior or interface cracks (for composed bodies).
As it is well known from classical mathematical physics and classical elasticity theory, in general, solutions to crack
type and mixed boundary value problems have singularities near the crack edges and near the lines where the types
of boundary conditions change, or where the interfaces intersect the exterior boundary of a composed body, regardless
of the smoothness of the given boundary data. Such lines are called exceptional curves. Theoretical investigation of
regularity and asymptotic properties of thermo-mechanical fields near the exceptional curves, and in particular the
explicit calculation of stress singularity exponents, is a very important question in solid mechanics. Special attention
should be drawn to the problem of oscillating singularities which is very essential in engineering applications.
(2) Another group of interesting questions is related to transmission problems for chiral–achiral composites with interface
cracks. In the achiral part the unknown thermo-mechanical field is represented by a 4-component vector (three
components of the displacement vector and the temperature distribution function), while in the chiral part the unknown
field is described by a 7-component vector (three components of the displacement vector, three components of the
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microrotation vector, and the temperature distribution function). So, one should have to take into account the composed
structure of the body and the diversity of the fields in the chiral and achiral parts. Mathematical modeling of such
physical problems becomes complicated sincewe have to find reasonable efficient boundary and transmission and crack
conditions for the physical fields, possessing different dimensions in adjacent domains.
(3) To study the periodic homogenization problem for the elasticity theory of linear chiral materials. The weak convergence
of the solutions u corresponding to such a material, of period  > 0, to a limit u0 which we shall identify as the
solution corresponding to an analogous ‘‘limit’’ homogeneous problem, must then be established. The coefficients of
chiral elasticity of the limit problem should then be explicitly calculated in terms of an auxiliary cell problem.
References
[1] E.L. Aero, E.V. Kuvshinski, Continuum theory of asymmetric elasticity. Microrotation effect, Sov. Phys.-Solid State 5 (1964) 1892–1899.
[2] J. Dyslewicz, Micropolar theory of elasticity, in: Lecture Notes in Applied and Computational Mechanics, vol. 15, Springer-Verlag, Berlin, 2004.
[3] A.C. Eringen, Microcontinuum Field Theories I: Foundations and Solids, Springer-Verlag, New York, 1999.
[4] Z. Haijun, O. Zhong-can, Bending and twisting elasticity: A revised Marko–Sigga model on DNA chirality, Phys. Rev. E 58 (1998) 4816–4821.
[5] R.S. Lakes, Elastic and viscoelastic behavior of chiral materials, Int. J. Mech. Sci. 43 (2001) 1579–1589.
[6] A. Lakhtakia, V.K. Varadan, V.V. Varadan, Elastic wave propagation in noncentrosymmetric isotropic media: Dispersion and field equations, J. Appl.
Phys. 64 (1988) 5246–5250.
[7] T. Mura, Micromechanics of Defects in Solids, Martinus Nijhoff, The Hague, 1987.
[8] T. Mura, Some new problems in micromechanics, Mater. Sci. Eng. A 285 (2000) 224–228.
[9] R. Ro, Elastic activity of the chiral medium, J. Appl. Phys. 85 (1999) 2508–2513.
[10] P. Sharma, Size-dependent elastic fields of embedded inclusions in isotropic chiral solids, Internat. J. Solids Structures 41 (2004) 6317–6333.
[11] K.Y. Bliokh, Y.P. Bliokh, What are the left-handed materials and what is interesting about them? arXiv:physics/0408135v2 [physics/optics] 1
September 2004.
[12] E.L. Aero, E.V. Kuvshinski, Continuum theory of asymmetric elasticity. Equilibrium of an isotropic body, Sov. Phys.-Solid State 6 (1965) 2141–2148.
[13] W. Nowacki, Theory of Asymmetric Elasticity, Pergamon Press, Oxford, 1986, PWN–Polish Scientific Publishers, Warsaw.
[14] R. Gachechiladze, J. Gwinner, D. Natroshvili, A boundary variational inequality approach to unilateral contact with hemitropic materials, Mem.
Differential Equations Math. Phys. 39 (2006) 69–103.
[15] D. Natroshvili, R. Gachechiladze, A. Gachechiladze, I.G. Stratis, Transmission problems in the theory of elastic hemitropic materials, Appl. Anal. 31
(2008) 987–1003.
[16] D. Natroshvili, L. Giorgashvili, I.G. Stratis, Mathematical problems of the theory of elasticity of chiral materials, Appl. Math. Inform. Mech. 8 (2003)
47–103.
[17] D. Natroshvili, L. Giorgashvili, I.G. Stratis, Representation formulae of general solutions in the theory of hemitropic elasticity, Quart. J. Mech. Appl.
Math. 59 (2006) 451–474.
[18] D. Natroshvili, L. Giorgashvili, S. Zazashvili, Steady state oscillation problems in the theory of elasticity for chiral materials, J. Integral Equations Appl.
17 (2005) 19–69.
[19] D. Natroshvili, I.G. Stratis, Mathematical problems of the theory of elasticity of chiral materials for Lipschitz domains, Math. Methods Appl. Sci. 29
(2006) 445–478.
[20] E. Shmoylova, S. Potapenko, L. Rothenburg, Weak solutions of the interior boundary value problems of plane cosserat elasticity, Z. Angew. Math. Phys.
57 (2006) 506–522.
[21] E. Shmoylova, S. Potapenko, L. Rothenburg, Weak solutions of the exterior boundary value problems of plane cosserat elasticity, J. Integral Equations
Appl. 19 (2007) 71–92.
[22] E. Shmoylova, S. Potapenko, L. Rothenburg, Boundary element analysis of stress distribution around a crack in plane micropolar elasticity, Int. J. Eng.
Sci. 45 (2007) 199–209.
[23] E. Shmoylova, S. Potapenko, L. Rothenburg, Steady thermoelastic oscillations in a linear theory of plane elasticity with microstructure, Math. Mech.
Solids 13 (2008) 23–37.
[24] A. Lakhtakia, V.V. Varadan, V.K. Varadan, Elastic wave scattering by an isotropic noncentrosymmetric sphere, J. Acoust. Soc. Am. 91 (1992) 680–684.
[25] R. Gauthier, W.E. Jashman, A quest for micropolar elastic constants. II, Arch. Mech. 33 (1981) 717–737.
[26] H. Triebel, Interpolation Theory, Function Spaces, Differential Operators, North Holand, Amsterdam, 1978.
[27] W. McLean, Strongly Elliptic Systems and Boundary Integral Equations, Cambridge University Press, Cambridge, 2000.
