Abstract-To improve the performance of similarity search and information retrieval is an important research issue in peer-to-peer environment. In this paper, we propose a distributed architecture for enhancing the performance of similarity search in unstructured P2P networks. The key component of the proposed architecture is a distributed, content-based, heuristic feedback mechanism, which allows peers to keep track of recent queries and learn from the assessment of answers to previous queries, so as to selfadaptively route the subsequent query to the most relevant nodes which are responsible for the query. Therefore a high recall rate can be achieved by probing only a small amount of peers. We also propose a distributed automatic query expansion mechanism to improve the quality of query results. Since the architecture is entirely distributed, it scales well with the large sized networks. The experimental results show that our architecture can efficiently solve queries with a relatively small cost.
I. INTRODUCTION
In recent years, the distributed hash table based peer-topeer systems [1] - [4] have received considerable attention for building distributed applications due to their scalability, fault-tolerance and self-organization. However, these DHTs are designed for exact key lookup, and complex queries, such as keyword search, semantic and similarity search, can not be efficiently supported. There have been some techniques [5] - [7] proposed to extend DHTs to support complex queries. However, these systems still suffer from high maintenance overhead in both overlay structure and object indices due to node churn in peer-to-peer environment, or limitation on the representation of queries due to the rigorous characters of the distributed hash tables.
Unstructured peer-to-peer system such as Gnutella [8] organizes nodes into random graph and performs queries through flooding or random walk [9] on the graph. Each node on the propagation path evaluates the query against its local content. Such a system has a loose control of the object location and the network topology; therefore it can easily support any complex queries. However, such systems are low efficient, either a large mount of nodes have to be probed to get a high recall rate or some relevant documents would be missed, due to the blindness of the query routing mechanism. There have been some techniques [9] - [16] proposed to improve search efficiency in unstructured p2p systems. The common character of these mechanisms is to select few good peers to send a query, which reduces the number of messages and saves the network bandwidth consumption, but still retrieves relevant objects in the network. Some of these techniques such as [13] partially rely on the centralized index structure.
In this paper, we propose a distributed architecture for enhancing the performance of similarity search in unstructured peer-to-peer networks. The key component of the proposed architecture is a distributed, content-based and heuristic feedback mechanism, which allows peers to learn from the assessment of the answers to previous queries for efficiently routing the subsequent query to the most relevant nodes which are responsible for the query, and therefore high recall rate can be achieved by probing only a small amount of peers. We also propose the distributed automatic query expansion mechanism to improve the quality of the query result. Our design differs from the existing solutions in that it tries to improve search efficiency while retaining the robust, straightforward, flexible and fully decentralized character of the pure unstructured p2p system like Gnutella. Our design rationale is based on the tuition that (1)many queries in the network are identical or similar, especially for the popular queries; (2)similar queries have some results in common, thus the answers to previous queries can work as hints for solving similar queries in the future; (3)Each node may has some similar data objects based on its interest, these similar data objects are relevant to similar queries.
We built a discrete-event, packet-level simulator and extensively evaluated using the metrics of number of messages, network bandwidth consumption, response time, overhead, recall and precision etc. The experiment results show that our approach can efficiently solve similarity search at a low cost.
The rest of this paper is structured as follows. Section II discusses the key features of our design. In section III, experiments and results are presented and discussed. Section IV gives a survey of related work. Finally, section V is the conclusion.
II. SYSTEM DESIGN
In this section, we describe the main design feature of the proposed architecture. We first provide an overview of our design; then we introduce the construction of routing tables; afterwards, we describe the query evaluating and routing algorithm and query feedback scheme; followed by the discussion of distributed automatic query expansion mechanism.
A. Overview
In our design, each peer maintains a set of documents locally, which can be also available to other peers. Each document is represented as a term vector using the VSM, and a peer maintains the term vectors as the indices to its local documents. When a peer wants to search the data and information in the network, it issues a query which is also represented as a term vector with relatively small number of terms. Queries are propagated in the network along a dynamic propagation tree, and each peer on the tree evaluates the query against its local repository to identify its relevance to the query. Query feedback messages are propagated reversely on the tree, each node aggregate the query feedback of its children and its own, and send it to its parent. Each intermediate peer on the tree learn from the assessment of the query feedback for efficiently routing the subsequently queries to the most relevant peers which are responsible for the query. When the querying peer receives the feedback, it evaluates the feedback information and selects some good peers from the feedback list for downloading the relevant documents. Tables   Routing tables on each node consists of two  parts:semantic link table and random link table. The  random link table is composed of a list randomly sampled  peers in the network, as the routing table in the pure  unstructured p2p system like Gnutella. Each peers can choose some physically closest peers as the entries in the random link table, thus the search latency can be reduced. The semantic link table is constructed from the feedback information of the previous queries. The previously received queries are grouped together based on the similarity among them, and each query group has a corresponding entry in the semantic link table. Each entry in semantic routing table is composed of three parts: query vector, query number and peer-rel score list. The query vector is the the centroid of queries (term vectors) and releted documents in the group, and is used to identify the group. The query number filed indicates the number of queries in the group. It should be noted that we do not record the previous queries exactly; instead we keep the statistical information of the previous queries and related documents in the routing table.
B. Routing
The peer-rel score list is composed of a list of peers that have the relevant documents to the queries in the group. The rel score indicates the importance (contribution) of the peer to the corresponding query group. If a peer has more relevant document to the query group, or the documents of a peer are more relevant to the query group, the rel value of the peer will be high. Peers in the list are sorted into the decreasing order of their rel value, and only peers with higher rel score will be kept when the size of the list is limited. The semantic routing table is updated when a peer receives a feedback message, which will be discussed in section II-D. The size of the semantic link table is bounded, and the Least Recently Used (LRU) policy is used to keep the most recent query groups in the routing table.
C. Query Processing
When a peer needs to search data and information in the network, it issues a query by specifying a list of terms and their weights. It also specifies the querydocument relevance threshold to determine the range of the interested documents. If the threshold is too low, a large amount of documents will be returned, which will increase the overhead for further refinement and waste network bandwidth for delivering the query result. On the contrary, if the threshold is too high, some relevant documents may not be retrieved. We propose the distributed automatic query expansion mechanism to address this problem, which will be discussed in section II-F. Each query is uniquely identified by a randomly generated query id in a given time period. The query message is controlled by the Time-ToLive (TTL), which is initialized to a predefined value by the query issuing peer. A query message is initialized and Query Routing hanler module is invoked for processing the query message. The Query Routing hanler returns a list of relevant peers and their relevance scores. Then the query issuing peer selects several good peers, based on their relevance scores, network connectivity and so on, and downloads the documents from these peers.
D. Query Routing
The kernel part in the proposed architecture is the query routing and feedback algorithm. The main philosophy of our design is to let peers keep track of recently received queries and heuristically learn from the feedback information of previous queries. The routing table is updated continuously to make the routing of subsequent queries more efficient. Algorithm 1 gives a detailed description of the query routing and feedback mechanism.
Each peer keeps track of the qry id for queries it recently received. Upon receiving a query message, a peer firstly checks its rcv qryidlist, and simply discards the query which has been received and evaluated before. Then the peer evaluates the query against the documents in its repository and identifies all documents which are 
for each peer N in nxhop peers do 22: relevant to the query (the similarity value is above the qry threshold specified in the query message). The sum of similarity values of the documents to the query is used as the relevance score of the peer to the query. The relevance score indicates the importance of the peer to the query. The IP address of the current peer and its rel score will be added into the feedback list if the rel score is great than 0. Then the peer identifies the entries in the semantic routing table whose term vector is most similar to the query and puts the query to its recent query list. If the T T L of the query message is great than 0, the peer will choose several other peers from its routing table for routing the query, as shown in algorithm 1 (line 12-27). It chooses some relevant peers from semantic links table (line 14) and some random peers from the random links table (line 15). The flooding breadth in the next hop depends on the total relevance score of the next hop nodes, and the flooding depth depends on the maximum relevance score of the next hop nodes.
The query routing algorithm is essentially a recursive process where each node that receives the query evaluates the query locally and routes the query to its semantic and random neighbors. Queries are propagated and evaluated in the network along the dynamic propagation tree rooted at the query issuing node. Query feedback messages are propagated reversely in the tree from leaves to the root. Upon receiving feedback messages from its children, a peer updates its routing table by firstly decreasing all peers' rel score of the corresponding entry in the semantic routing table. Then it merges the feedback list to the peer score list of the corresponding routing table entry and sums up the rel score of the same peer. And it only keeps the peers with higher rel score in the final peer score list. Such an updating policy can make the routing tables adapt to the dynamic change of network topology and the dynamic change of documents on nodes. Previous good peers may die or become irrelevant to a query due to the change of documents on it. The rel score of these peers will decrease continually since they do not show up in the consequent feedback messages, so they will be ejected from the corresponding rel score list. The procedure of updating the routing tables is heuristic and constant. Moreover, it does not need additional messages for maintaining the routing tables; instead, it leverages the feedback information in the process of query processing to intelligently maintain the semantic links.
E. Self-adaptive Query Routing
Upon receiving a query, a peer can self-adaptively decide flooding breadth of the next hop based on the information in its semantic routing table. If there are many promising peers in the routing table which are relevant to the query, the flooding breadth can be largely decreased in the next routing step, therefore to reduce the overhead and the consumption of network bandwidth. During the query routing, if the number of relevant documents on a peer is no less than a threshold value, or the relevant score of the peer to the query is no less than a threshold value, the peer will stop forwarding the query out even if the T T L is still great than zero. Thus both latency and network bandwidth consumption can be reduced. However, these threshold values should be chosen carefully since they have impact on the quality of final result, especially for the recall.
F. Distributed Auto Query Expansion
Automatic query expansion (or automatic relevance feedback) [17] has been shown to be a very effective technique to improve the precision and recall in centralized information retrieval systems, especially for short queries. It assumes that the top few documents retrieved for the original query are relevant, and a new query can be generated by adding relevant terms which are identified from those retrieved documents.
We propose a distributed automatic query expansion mechanism to improve the quality of query results. As described in algorithm 2, a peer firstly evaluates the feedback list to check if the result is satisfied. If the sum of the rel score in feedback list is above a threshold value, it simply returns the original feedback list, otherwise it issues a new query. The new query has the same TTL value with the old query (the current value of the TTL of the old query), but with a different query id. If the original f eedback list is empty, the new query decreases the qry threshold of the old query by a given factor; otherwise, it selects some peers in the original feedback list and downloads some top relevant documents from these peers; then uses the centroid of the term vectors of the downloaded documents and the original query as the qry vec of the new query. Any node in the query propagation tree can invoke the Auto Query Expansion procedure and issue a new query if the original feedback is not satisfying. In fact, it can be invoked at the end of the procedure Query Routing handler to automatically evaluate the feedback list.
III. EXPERIMENTAL EVALUATION
In this section, we evaluate the performance of the proposed design through simulations. We start our discussion by describing the experimental setup and metrics used for evaluation. Afterwards, the experimental results are presented and discussed.
A. Experimental Setup
We built a discrete event-driven, package level simulator for Gnutella peer-to-peer system, and implement the proposed designs in this simulator. The network model used in our simulation is derived from the King dataset, which includes the pairwise latencies of 1740 DNS servers in the Internet measured by the King method [18] . The average round-trip time of the simulated network is 180 milliseconds.
The document set used to evaluate our design is TREC-1,2-AP [19] , which contains AP Newswire documents in TREC CDs 1 and 2. The TREC dataset works as a benchmark widely used in the information retrieval community. We extracted those documents with the head and text fields. Totally 124, 425 documents without a valid head, text or author field are excluded, and the final dataset has 118, 493 documents. We deemed that each author to be a node and his associated documents are stored on the corresponding node. This results in 118, 493 documents distributed on 2, 215 nodes. The 2215-node network is augmented from the King dateset, and the average RTT is 172 millesecond.
The distribution of documents on nodes is list in table I (line 1).
The distribution of the documents on nodes is very skew. Large amount of documents are distributed on a small number of nodes. Node must take the diversity of the documents into consideration to make the query processing efficient. The term vector of a document is derived from the title and text fields using VSM. The terms in the vectors are stemmed and 571 stop words (obtained from SMART system [20] ) are removed from the vectors. The distribution of the size of the document vector is list in table I(line 2). Each document vector on average has 195.01 unique terms. The queries used in the simulation are obtained from the daily log of a well-known search engine for news in the Internet. The terms in the queries are also stemmed and the stop words are removed. Since we have only 118, 493 AP Newswire documents in our simulations, which is relatively small compared with the large scale data volume in the real web search engine, we remove the queries that have no relevant documents in the dataset, and the final query set has 100, 000 queries, where each query has 4 unique terms on average. We deem a document relevant to a query if the similarity value between them is no less than 0.1. We evaluate each query against all documents to find the theoretical relevant document set to each query.
The TREC data set has a corresponding query set TREC-3, which contains 50 ad-hoc topics (151-200). These topics are described by title and description fields. They are quite dissimilar, and most of them never share a common term in the title field. TREC-3 comes with a relevant judgment file (evaluated by information specialists) which indicates the relevant documents in TREC-1,2 to each topic. We deem each query in our 100, 000 query set relevant to an ad-hoc topic in TREC-3 if the similarity value between them is no less than 0.1. Given a query, we identify all relevant ad-hoc topics to this query, and add the corresponding relevant documents of these topics (based on the relevant judgment file) to the theoretical relevant document set of the query. We observed that more than 38% of 10, 000 queries correspond to at least one ad-hoc topic in TREC-3, and many queries are similar to each other, especially for the hot topics of that period. Table I(line 3) shows the distribution of the number of final theoretical relevant documents per query. Table I (line 4) shows the distribution of the number of nodes which hold the relevant documents to a query. The topics of these queries are quite different. The maximum number of relevant documents to a query is 517, which are distributed on 234 nodes (almost 10% of the nodes in the system).
The metrics used in the simulation to evaluate our design are as follows: (1)Recall: defined as the number of retrieved relevant documents divided by the number of relevant documents in theoretical query result set. It is an important metric used to measure the completeness (quality) of the query result. (2) Precision: defined as the number of retrieved relevant documents divided by the number of document in the retrieved document. It is an important metric used to measure the usefulness of the query result. Precision@r only considers the r most relevant documents in the retrieved document set. In our simulation, we are interested in the high-end precision such as precision@15 because a recent study [21] has shown that users only have interest in the top 10 search results. (3) Efficiency: defined as the number of nodes that returns relevant documents divided by the number of nodes that evaluate the query. (4) Latency: the elapsed time between injecting a query into the system and receiving the feedback on the query issuing node.
The simulations were initialized with one peer in the system, and then each other peer joined the system at randomly chosen time by choosing a random peer in the system as the bootstrap node. After all of the peers joined the system, each peer randomly sample 10 other peers to construct its random link routing table. After the system stabilization, we schedule 100, 000 queries issued on randomly chosen nodes. The inter-arrival time of the queries is exponentially distributed with average value of 1 second. The similarity threshold is set to 0.1 in the simulations.
B. Experimental Results
The performance of the proposed architecture is evaluated through detailed simulations. Due to space limitation, we should show part of simulation results.
We evaluate the performance of the proposed architecture by having the size of semantic routing table size as 20 and 40 respectively. The 100, 000 queries are ranked by the issuing time and grouped for every 500 queries. The query flooding depth and breadth are set to 3 and 5 respectively. The minimum number of random links in each query routing step is set to 1. Figure 1 shows the average values of the metrics of each group. With the elapsing of the time, recall, precision and efficiency increase prominently. This is because the feedback mechanism is heuristic. It allows peers to learn from the evaluation of the answer to previous queries and update their semantic routing tables for efficiently routing the subsequent queries to the most relevant nodes. The latency has a slight decrease for the new queries since peers that relevant to a same query will be more or less clustered by the semantic links, therefore query will be routed to a relatively small number of peers. The large We evaluate the performance of our design with different values of flooding depth and breadth. As depicted in figure 2 , large flooding depth and large flooding breadth outperform smaller ones for recall, precision and efficiency, with an increasing of the latency. This is because large flooding depth and breadth can send query to more peers, thus it can achieve high quality of query result. On the other hand, each peer can receive more query feedback, so it can build its semantic routing table rapidly. The more queries a peer routed in the past, the more productive is its semantic routing table. The more peers a query was routed to in the past, the more efficient for solving the subsequent similar queries. Performance of intelligent query routing (semantic routing table size: 20; maximum flooding depth: 4; maximum flooding width: 4; without automatic query expansion) Figure 3 illustrates the effect of the self-adaptive query routing mechanism. Both the maximum flooding depth and flooding width are set to 4 in this experiment. During the query routing, if a peer has more than 15 relevant documents or the relevant score of the peer to the query is no less than 0.4, it will stop forwarding the query out even if the T T L is still great than zero. When a peer chooses the next hop peers in its semantic routing table, it keeps the sum of the relevance score of the next hop semantic peers no more than 0.4. Thus the flooding depth and flooding width are dynamically adjusted based on the quality of partial query results during the query routing. As shown in figure 3 and figure 2 , the self-adaptive query routing mechanism can still achieve high precision@15, while the latency for resolving a query is significantly reduced. The latency and number of messages for solving a query decrease with time elapsing, because the selfadaptive query routing mechanism can effectively reduce the flooding depth and flooding width when the semantic routing table provide more information about the next hop peers. It should be noted the self-adaptive query routing mechanism dedicates to find the top relevant documents to a query, not all relevant documents in the network. Thus we consider more of precision@15 than recall in this case.
As discussed in section IV, there have been several designs which try to improve search performance in unstructured peer-to-peer systems. Some of them only dedicated to decrease the number of messages, while the quality of query results cannot be guaranteed. Some of them tried to improve the quality of query result by putting some hints in the query routing, however, these systems assume either a dedicated centralized information server in the system or some global information aware to all peers in the system. These assumptions are infeasible for the dynamic and large scale distributed systems. Some of these designs assume that each node in the system specializes only a certain category of documents, and use a summary filter or vector for efficient query routing. However, such an assumption is not true in most circumstances. Therefore, we do not directly compare with all aspects of these systems which are based on unpractical assumptions and have obvious limitations. Instead, we compare the query routing algorithms and the routing table updating schemes.
We compare the performance of five different designs: (1) Random-walker, which is a blind search mechanism with small network bandwidth consumption; (2)Activebroadcast, where each peer broadcasts its contents to its neighbors periodically or when its contents change, and each peer updates its routing table upon receiving a broadcast message; (3)Active-probe, where each peer periodically probes the contents on its neighbors and neighbors' neighbors if the probing depth is more than 1, and updates its routing table based on the probing results; (4)Heuristic feekback, which includes the heuristic feedback mechanism and the distributed automatic query expansion mechanism described in this paper; (5)Heuristic feedback (self-adaptive), which includes the heuristic feedback, distributed automatic query expansion and selfadaptive query routing mechanisms. Designs (2)-(5) have the similar structure of semantic routing table, and they differ in routing table updating and query routing mechanisms. We use (2) and (3) to mimic some of previous designs discussed in section IV.
In the simulations, each peer has 10 random selected neighbors on average. The value of k and T T L for random walker are 4 and 8, respectively. The maximum flooding depth and the maximum flooding width in designs (2)- (5) are set to 3 and 4. The size of semantic routing table for designs (2)- (5) is 20. Totally 100, 000 queries are scheduled on randomly chosen peers. The inter-arrival time of the queries is exponentially distributed with average value of 100ms. We start to collect statistics at the 10, 000th query. The time interval for probing or broadcasting in design (2) and (3) is set to 10 minutes. To simulate dynamic network behavior, we insert peers and remove active ones with varying frequency. We always keep approximately 85% of the peers active, and the new arriving peers start functioning without any prior knowledge. The documents are also redistributed among peers (by randomly choosing several documents and moving them to other random selected peers) to model file insertions and deletions. Figure 4 present simulation results for the five designs. As expected, the random walker has the smallest recall and precision@15 in the five designs due to the blindness in its query routing. And it has the maximum latency for solving a query because it uses a large T T L value, thus the query propagation path is longer than other designs. The average number of messages in this design is small since it uses only 4 random walkers (not flooding). We can also see that the dynamic network and document only has a small impact on this design, due to the randomness in query routing. The latency and the number of message decrease in the dynamic network due to the early termination of random walker on the dead peers.
Designs (2)- (5) outperform random walker in Recall and Precision@15 due to hints of the semantic routing tables in query routing, with the cost of more network bandwidth consumption for updating the semantic routing The latency and the number of messages in the design with self-adaptive query routing mechanism decrease due to the dynamic adjusting of flooding depth and flooding width based on the quality of partial query results during the query routing.
IV. RELATED WORK
Recently, there has evolved considerable work built on top of distributed hash tables to support complex queries. [6] , [5] and [22] are based on global indexing mechanism to support keyword search. [7] leveraged vector space model and information retrieval algorithms to facilitate semantic search in peer-to-peer system. The main limitations of these systems are high maintenance overhead of DHT links due to the node churn or the content change on nodes.
There has been other work aiming to improve the quality of query result in unstructured peer-to-peer systems. In Local Indices [23] , each node indexes the documents stored at all nodes within a certain radius r, and can answer queries on behalf of these nodes. Search is performed in a BFS-like manner, but only nodes accessible from the querying node at certain depths process the query. In order to minimize the overhead, the routing mechanism keeps the distance between two consecutive depths 2r + 1. This approach can increase the accuracy, but the network traffic for solving queries is still comparable to the flooding scheme. In Routing Indices [10] , documents are assumed to fall into a number of thematic categories. Each node knows an approximate number of documents from every category that can be retrieved through each outgoing link. The query termination condition always relates to a minimum number of hits. Queries that do not satisfy the stop condition with a peer's local repository will be forwarded to some good neighbors. Compared with the blinded search methods, it can efficiently route queries to peers which are more likely to have the relevant documents. However, it depends on the global information, which is not feasible for a totally distributed system. [11] , [24] , and [16] organize nodes into similar content groups to improve the search efficiency. [12] builds profiles for direct neighbors and related queries. Queries are sent to the neighbors that are more likely to have the relevant documents. However, these systems can not effectively improve the quality of semantic search result since they did not employ the information retrieval techniques and thus could not guarantee the quality of content based similarity search. [12] only maintains the query related information of its current neighbors, and each peer must periodically broadcast its query-peers relation table to its neighbors for information exchanging. This approach focuses more on object discovery than message reduction, and the accuracy depends on the assumption that peers specialize in certain documents. SETS [13] and GES [25] leverage vector space model and information retrieval techniques to improve the quality of query result and query efficiency. However, GES choose the long link nodes (used for biased walk which directs queries to relevant semantic group) more or less randomly, which makes the query routing low efficient because it does not maintain any information about node clusters of the whole system. On the contrary, SETS employs a dedicated node to collect and cluster node vectors in the system, all other nodes need to contact this dedicated node for the clusters information. Obviously, such a centralized solution can not scale to large sized network and suffers from a single point of failure. The high rate of node churn or content change on node can also ruin the dedicated node.
V. CONCLUSIONS AND FUTURE WORK
In this paper we have proposed and evaluated the design of a scalable and decentralized architecture for enhancing the performance of similarity search in unstructured peerto-peer networks. The key component of the proposed architecture is a distributed, semantic-based, and intelligent feedback mechanism, which allows peers to learn from the assessment of answers to the previous queries for efficiently routing the subsequent queries to the most relevant nodes which are responsible for the queries. Therefore the proposed design can achieve high recall rate with relatively small overhead. We have proposed the distributed automatic query expansion mechanism to further improve the quality of query result. Since our architecture is fully distributed, it scales well with a large amount of documents which are massively distributed in to large sized network. We have evaluated the performance of our design through detailed simulations. The simulation results show that our architecture with the proposed techniques can efficiently improve the quality (recall and precision) of query results with a small cost (overhead, network bandwidth consumption etc.). We also compared the performance of five different designs in both static and dynamic environments through detailed simulations, and the simulation results show that the architecture of heuristic feedback with the self-adaptive query routing mechanism outperforms other designs; it can significantly improve the precision of query results, while sustaining low latency and low network bandwidth consumption.
This paper constitutes an initial step to build and evaluate an efficient and distributed architecture for support similarity search in unstructured peer-to-peer environment. There is plenty of future work to be done. One is to extend our architecture to support similarity search on other data types such as photos, sound, string etc. Detailed evaluations will be performed on query routing and feedback algorithms and automatic query expansion mechanism, based on which more optimization may be proposed. Another future work is to propose different policies for evaluating the relevance of peers to queries and the different methods for measuring a node's satisfaction to the query results. We will evaluate the effect of different methods on the quality of query results and the cost of resolving the queries.
