images of an ultra-high density 3-D microarray. A potential application of the proposed microarray imaging is assay analysis of gene, protein, antigen, and antibody targets. This imaging is performed using a wide-field fluorescence microscope. We first describe our problem of interest and the pertinent measurement model by assuming additive Gaussian noise. We use a 3-D Gaussian point-spread-function (PSF) model to represent the blurring of the widefield microscope system. We employ parametric spheres to represent the light intensity profiles of the q-dot-encoded microparticles. We then develop the estimation algorithm for the single-sphere-object image assuming that the microscope PSF is totally unknown. The algorithm is tested numerically and compared with the analytical Cramér-Rao bounds (CRB). To apply our analysis to real data, we first segment a section of the blurred 3-D image of the multiple microparticles using a -means clustering algorithm, obtaining 3-D images of single-sphere-objects. Then, we process each of these images using our proposed estimation technique. In the numerical examples, our method outperforms the blind deconvolution (BD) algorithms in high signal-to-noise ratio (SNR) images. For the case of real data, our method and the BD-based methods perform similarly for the well-separated microparticle images.
I. INTRODUCTION
W E develop a parametric image deconvolution technique based on a maximum likelihood (ML) approach to locate quantum-dot (q-dot)-encoded microparticles from three-dimensional (3-D) images of ultra-high density 3-D microarrays. The estimated microparticle locations are useful as prior information for any next stage imaging analysis with the microarray, such as target quantification.
In 3-D microarrays [1] , a large number of reagent-coated and q-dot-embedded microparticles are randomly placed in each array spot to capture multiple targets. The targets are antigens 1 and proteins [1] , [2] . The imaging is performed using a standard widefield fluorescence microscope.
The microscope imaging properties distort the 3-D object image [3] . We use a parametric 3-D Gaussian point-spread-function (PSF) model to represent the widefield microscope blurring. The microscope output signal is represented by the light from the spherically shaped objects distorted by the microscope aberration. The CCD detector 2 attached to the microscope functions as a photon counter, introducing Poisson noise to the output signal. In addition, analog-to-digital (A/D) conversion noise is introduced into the measurement at the CCD detector output. We approximate the Poisson noise-corrupted object signal blurred by the microscope PSF using a signal with additive Gaussian noise. This approximation is justified because the light signal from q-dots are captured with a high signal-to-noise ratio (SNR) during the experimental data collection [4] , [5] .
The microscope-and measurement-noise problems have to be solved in order to make any qualitative or quantitative analysis with the distortion-free object images [6] . In the current paper, we develop a ML-based deconvolution technique to locate the positions of q-dot-encoded microparticles from 3-D microarray images. In microscopy imaging, ML-based algorithms are useful for estimating specific information of interest (e.g., microparticles' centers and their q-dot intensity levels) using parametric formulations when the object model is simple, such as a sphere in our case. In these simple cases, the objects can be easily modeled using simple parametric forms with the unknown information of interest as parameters. Then, a problemspecific deconvolution algorithm can be developed using popular ML or least-squares-based techniques instead of using commercial deconvolution software, which is costly and time intensive to run.
We compare the performance of our proposed algorithm with those of the conventional blind-deconvolution (BD) algorithm as embedded in MATLAB [8] and the parametric blind-deconvolution (PBD) [7] method using numerical examples. We select these two reference algorithms as representatives of many existing microscopy image deconvolution methods. These two algorithms, like many other conventional techniques, are developed in general for arbitrary object shapes. Hence, the existing methods are often very ad hoc. In contrast, in our application, a realistic prior knowledge of the object shape is available. We emphasize the fact that it is possible to employ such prior knowledge in the image deconvolution algorithm. As a consequence, the deconvolution analysis becomes a pure parameter estimation problem and it no longer needs any kind of blind approach to solve. In this paper, we present a simple parametric ML-based estimation framework for deconvolution microscopy of simple object shape images. Our proposed analysis is analytically and numerically very tractable, which is unlike the PBD algorithm. See Section V for more details.
In our numerical examples, our method significantly outperforms the other two methods in high SNR; BD performs the worst. Our algorithm achieves the Cramér-Rao bound (CRB) for sufficiently large data, as should be expected for the ML estimation methods; the other two do not. Our algorithm performs better since it contains prior information of the object shape (spherical), whereas the other methods (BD and PBD) do not have that flexibility. We compare the performance of our algorithm with the BD algorithm using real-data images. We observe that the BD-based method performs as well as our proposed method for well-separated micropartcle images, whereas the performances differ for the microparticles that are very close to each other. This result is the motivation for calibrating the distance between microparticles in our future research in order to improve the estimation accuracy.
II. PROBLEM DESCRIPTION
In this section we discuss the 3-D microarray with q-dot-embedded microparticles [4] , [5] , its image-acquisition procedure, our nomenclature convention, and the motivation for our current work.
A. Target-Capturing Process
In the 3-D ultra-high-density microarray as proposed in [4] and [5] , microparticles (3-4 m in diameter) coated with capture reagents are immobilized in an array (see Fig. 1(a) ). Each microparticle is coated with antibodies 3 or antibody fragments as receptors that bind specific agents. The identities of the antibodies on the microparticles are determined by interrogating the semiconductor q-dot bar code [9] , [10] , enabling identification of the microparticles among a host of others. Q-dots do not saturate or photo-disintegrate as organic fluorophores do under intense illumination. This quality enhances the detection sensitivity greatly and produces a high SNR image at the detector output. The ensemble with different receptors is shown schematically in Fig. 1(a) , with each color representing a specific code assigned to a given receptor [4] , [5] .
During the sensor operation, an input fluid stream with targets is passed tangentially through the sensor using an appropriate microfluidic technique. The targets encounter all the microparticles. The tortuous flow geometry leads to intimate contact between targets and receptors. Therefore, if an intended target is contained in the input fluid stream, it binds to the microparticle surface and, given sufficient exposure, accumulates to a detectable level [4] , [5] .
We present a schematic diagram of the target-capturing process in Fig. 1(b) . A sector of a polystyrene microparticle contains an optical bar code of q-dots that luminesce at a distinct set of wavelengths (e.g., red light wavelength in Fig. 1(b) ). The microparticle surface contains receptor molecules. Potential target molecules bind to the receptor molecule at active sites on its surface. The binding of the target molecules to the microparticle surface is detected via additional receptors decorating the surface of polystyrene nanoparticles containing q-dots that luminesce at unique wavelengths (e.g., blue light wavelength in Fig. 1(b) ) that are shorter than the q-dot wavelengths of the microparticles. During the sensor operation, a cocktail of nanoparticles is periodically released into the input fluid stream. The nanoparticles then bind to the target molecules that were earlier bound to the microparticles. This process results in site-specific enhancements of the luminescence at a specific wavelength [4] , [5] and hence greatly increases the detection sensitivity of the target molecules on the microparticles.
Example: We illustrate a simple example in Fig. 2 . Two microparticles are coded with q-dots of emission wavelengths and . The orange-and red-colored microparticles with q-dots having emission wavelengths and contain antibody A and antibody B, respectively, as receptors. The microparticles can be identified and localized from the luminescence corresponding to their respective q-dot light signals at the respective wavelengths.
The target solution contains antigen A. The blue-colored nanoparticles contain q-dots with emission wavelength, which is different from and smaller than and . Each nanoparticle contains either antibody A or B as its receptors. Since the targets are present only on the microparticle containing antibody A, the nanoparticles bind only there. All the q-dots produce light upon excitation of the whole ensemble using UV light. The q-dot light at wavelength is observed wherever the microparticle with antibody A is present, confirming the presence of antigen A and absence of antigen B in the target solution. This light signal also gives the amount of antigen A in the target solution.
In summary, signals at wavelengths and identify and localize the corresponding microparticles. The target molecules are quantified from the q-dot signal at wavelength .
B. Imaging
The 3-D image of the specimen is acquired from a series of two-dimensional (2-D) images by focusing a computer-controlled epi-fluorescence microscope at different planes of the ensemble structure [6] , [11] - [13] . A cooled CCD records images at multiple wavelengths using a liquid-crystal tunable filter. Cooled CCD introduces almost negligible dark detector noise in the acquired image [4] . In this paper, we assume that a significant amount of the distortion in the output image is characterized by (a) the microscope 3-D PSF, (b) Poisson noise introduced by the CCD detector, and (c) additive A/D conversion noise introduced at the CCD detector output.
C. Nomenclature
The 3-D image of the specimen is acquired along the optical direction from a series of 2-D focal-plane (also called radialplane) images. The optical direction is defined along the z axis in the Cartesian coordinate system. Any direction parallel to the focal plane is denoted as a radial direction. We show these concepts in Fig. 3(a) and the meridional section of the acquired 3-D image in Fig. 3(b) . The meridional section is defined as a plane along the optical axis (perpendicular to the focal plane) passing through the origin.
D. Motivation
In Fig. 4 , we present the bar-code-q-dot-light-intensity image on the focal plane of reference at 0 of an assembly of microparticles (without targets) from a microarray spot. We focus on estimating the microparticle locations in this image. This experiment was performed with each microparticle bar code containing single type of q-dots of similar amount.
In general, the 3-D microarray setup contains microparticle bar codes with multiple types of q-dots of varying amounts. Our proposed method can estimate the microparticle centers and their intensity levels in this general setup [4] , [5] . However, in this paper, we are considering only the case of the experimental setup where each microparticle contains q-dots of same amount and type. Presence of the varying amount and multiple type of q-dots does not change the performance of our proposed method.
The estimated locations of the microparticles are useful as prior information for any next-stage imaging analysis with this 3-D microarray, such as target quantification. The targets are quantified from the q-dot light signals of the nanoparticles. In the quantification analysis, the q-dot signal profile of the nanoparticles on each microparticle forms a spherical shell like shape. Here, the inverse equation requires to estimate the microparticles' locations as part of the estimation process. A prior knowledge of the shells' centers (which are the same as the corresponding microparticle center locations) greatly enhances the estimation speed of the target quantification.
III. MEASUREMENT MODEL
In this section, we first discuss our proposed single-sphere object model for the q-dot light intensity profile of the microparticles. Then we discuss a 3-D Gaussian PSF model for a widefield fluorescence microscope. Finally, we present the measurement model for estimation analysis.
A. Single-Sphere Object Model
We model the bar-code-q-dot-light-intensity profile of each microparticle at a specific wavelength using parametric spheres as follows: (1) where denotes the bar-code-q-dot-lightintensity profile of a single microparticle at a specific wavelength for ; is the unknown intensity level, which is proportional to the number of specific q-dots present inside the microparticle; and and are the unknown center and known radius of the microparticle, respectively. Hence, the unknown parameter vector of the object is denoted by . Here we use a homogeneous intensity profile for modeling the object. This reduces the number of unknowns in our parameter estimation algorithm (see Section IV) and increases the processing speed. The microparticles, and hence the objects, are many in numbers in the microarray (see Fig. 4 ) and analyzing all of them in a reasonable time requires fast processing. Hence, we estimate an average intensity value per voxel of every object which is unlike estimating an inhomogeneous intensity profile. This is a trade-off between fast processing and analysis with a realistic object intensity distribution. Note that employing an inhomogeneous intensity profile in (1) makes the estimation analysis overly ill-posed and additional prior information on the object intensity is required for a satisfactory performance.
To verify our model, we use real data and present a simple illustration to show that the bar-code-q-dot-light-intensity profile of a single microparticle resembles a sphere. We use BD algorithm for this analysis. We use the deconvblind command of MATLAB for all the BD operations in this paper with an initial PSF represented by ones in all the voxels. We assume that the blurred microparticle image as shown in Fig. 4 is analytically represented by the object convolved by the PSF with additive Fig. 2 . Example of the target-capturing process: target solution, the ensemble before and after target capturing, and the final ensemble with q-dot-encoded nanoparticle tag. Fig. 3 . A schematic view of (a) the focal (radial) plane, the optical direction, and the radial direction in a Cartesian coordinate system; (b) the meridional plane in a Cartesian coordinate system. Gaussian noise [14] (see also Section III.C for more discussion). Following this assumption, we apply the BD algorithm to a randomly chosen microparticle image (see Fig. 5(a) ). In Fig. 5 (b), we show a meridional section of the resulting estimated object intensity profile, which resembles a sphere. This analysis justifies our proposed single-sphere object model.
It is worth mentioning that the BD-based method follows conventional blind deconvolution techniques (see Appendix I) [15] , [16] . However, BD-estimated object intensity images do not give precise estimates of the microparticle centers. Hence, we use an analytical estimation method to fit our proposed spherical-shaped object model in (1) to the statistical measurement model for estimating the center parameters, as we discuss in III.C.
B. Three-Dimensional Gaussian PSF Model
The PSF is the 3-D impulse response 4 of the fluorescence microscope system used to characterize the out-of-focus light. The 3-D impulse response is not an exact 3-D impulse [11] in the fluorescence microscope, because the finite lens aperture introduces diffraction ring patterns in radial planes. In addition, the measurement setup usually differs from the manufacturer's design specifications. Therefore, the microscope PSF becomes phase aberrated with symmetric features in radial planes and with asymmetric features along the optical direction [6] .
The classical widefield microscope 3-D PSF model of Gibson and Lanni [17] , [18] is given by (2) where is the Bessel function of the first kind, is the wave number, is the wavelength of the fluorescent signal, is the numerical aperture of the microscope, and is the magnification of the lens. The vector contains the true and ideal measurement setup parameters: refractive index of the immersion oil , the specimen , and the cover-slip ; thickness of the immersion oil and the coverslip ; distance between the back focal and the detector planes ; depth at which the point source is located in the specimen; is distance from the in-focus plane to the point of evaluation, is the normalized radius in the back focal plane, and is the optical path difference (OPD) function between corresponding systems in design and nondesign conditions [17] . The Gibson and Lanni PSF model in (2) is computationally expensive because the integration in the formula requires intensive numerical evaluation. Also, it is worth noting that our approach requires that a large number of microparticle images be processed as is evident from Fig. 4 . Hence, we perform the estimation analysis using a 3-D Gaussian PSF model as proposed in [20] as follows: (3) where the unknown parameter vector is . The model (3) for representing the widefield fluorescence microscope PSF assumes that the Gaussian functions are centered at the origin of the PSFs and they are separable. The origin of the PSF is denoted by the co-ordinate in (2) and (3). The advantage of using a centered separable 3-D Gaussian PSF model is that it preserves the symmetry of the Gibbson and Lanni PSF model along the focal planes and the asymmetry of the Gibbson and Lanni PSF model along the optical direction. We also assume in our proposed parameter estimation algorithm (as presented in Section IV) that the 3-D Gaussian PSF is normalized according to the norm 5 , and hence, . It is worth mentioning that in [20] , the authors conclude that PSF model (3) is not-very-accurate approximation of the original PSF model in (2) . However, we use this model in our analysis, since it needs a smaller number of unknown parameters to estimate an image with a large number of microparticles.
In general, a 3-D PSF can be obtained by three different techniques: experimental, analytical, and computational [6] . In the experimental methods, images of one or more point-like objects are collected and used to obtain the PSF. These methods have the advantage that the PSF closely matches the experimental setup. However, images obtained with such point-like objects have a very poor SNR unless the system is specially optimized. In the analytical methods, the PSF is calculated using the classical diffraction-based Gibson and Lanni model (2) . In the computational methods, it is preferable to estimate the PSF and object functions simultaneously by using BD algorithms [6] . Such is the case when all the PSF parameters are not known or a PSF measurement is difficult to obtain, To verify that PSF model (3) is useful for our application of interest, we use real data and present an illustration to show that (3) is quite similar to the widefield microscope PSF. We estimate the widefield microscope PSF from the real data using the BD algorithm. Furthermore, we use a least-squares fit [19] on the BD-estimated PSF using model (3) to visualize the similarity between them. In Fig. 5(c) , we show the meridional section of the BD-estimated PSF that is obtained by applying the BD algorithm to the image as shown in Fig. 5(a) . We fit this BD-estimated PSF using model (3) , and the meridional section of the resultant image is shown in Fig. 5(d) . The least-squares error is computed as 4.42%. This confirms that we do not lose much in estimation accuracy using PSF model (3).
C. Statistical Measurement Model
For the single spherical-shaped object (1), the imaging process is expressed analytically as (4) where is the output of the convolution process between and at the voxel , and is the convolution operation 6 [21] . The CCD detector attached to the fluorescence microscope behaves as a photon counter, introducing Poisson noise to , and that process is given by (5) where is the reciprocal of the photon-conversion factor [21] , [22] , is the number of photons measured in the CCD detector, and is a Poisson random variable with parameter . Since the q-dot light from the specimen produce very high SNR at the CCD detector, and assuming that the parameter value is sufficiently large, we approximate (5) using an additive Gaussian noise model [23] . Independent of these, the A/D conversion error is introduced in the measurement at the CCD detector output. We model this error using an additive Gaussian random variable. Under these assumptions and considerations, the measurement is given by (6) 6 For two discrete functions a(x) and b(x), the convolution operation is given by a(x)b(x) = a(y)b(x 0 y); (8fx; yg2 ) [14] . where is additive Gaussian noise, independent from voxel to voxel, with mean zero and variance depending on at the voxel , and is additive Gaussian noise independently and identically distributed (i.i.d.) 7 from voxel to voxel. Note that in (6), represents the Gaussian approximation of the Poisson random variable in (5) and represents the A/D conversion process error of the CCD detector. In Fig. 6 , we illustrate the whole imaging process using a block diagram.
IV. PARAMETER ESTIMATION
We develop a parameter estimation technique for estimating the unknown parameters from the acquired 3-D image segment of a single sphere. In this section, we first describe our developed estimation technique for unknown 3-D Gaussian PSF. Then, we compute the Cramér-Rao bound (CRB), which is the lowest bound on the variance of error of any unbiased estimator of the parameters in under certain regularity conditions [23] .
The deconvolution problem is ill-posed since the unknown parameters in forward model (6) include: (i) object parameter vector , (ii) PSF parameter vector , and (iii) noise parameters. We consider the following approximation of (6). The random variables and are independent at every voxel. Hence, is a Gaussian random variable with zero mean and independent from voxel to voxel. We approximate the random variable with where is a Gaussian random variable with mean and variance [23] . We assume that follows and hence, follows . The measurement is independent from voxel to voxel. The likelihood of the measurement for a voxel coordinate is given by,
We estimate as follows, 7 Statistically independent observations that are drawn from a statistically identical probability distribution function [23] . (8) where stands for the argument of the minimum, i.e., the value of the given argument, , for which the value of the given expression, , attains its minimum value. Differentiating with respect to and equating the resultant analytical expression with zero, we obtain, (9) where denotes . Simplifying (9), (10) Note that we represent (10) in the quadratic form of , where , and . Since, is always positive, a unique solution to (10) exists when (i) and (ii) . We compute, and hence, satisfy (i). We compute for satisfying (ii). This relationship is in general true for images captured at high SNR. Solving (10), (11) We approximate and thus we have,
The above approximations in (11)- (12) are acceptable for high SNR images produced by the q-dot based imaging and large . We conclude from (12) that the estimation of is essentially equivalent to fitting to the available measurement for each voxel coordinate . Hence, for estimating we approximate (6) as follows, (13) where we assume as the model fitting error. The random variable is i.i.d. from voxel to voxel. Thus, the ML estimate of the parameters and in our analysis are equivalent to their corresponding least-squares estimate, which is in fact independent of the noise statistics. The ML estimates of the unknown parameters are equivalent to their least-squares estimates in a linear model when the noise is additive Gaussian and i.i.d. from one measurement to the other [25] .
In the following discussion, we denote . We define (14) We rewrite (13):
We assume the available measurements are , where with to with to and with to . With these assumptions and notations, we group the measurements into a vector form: (16) where and are -dimensional vectors whose components are and at the voxel coordinate , respectively, and similarly for . The log-likelihood function for estimating using forward model (16) is given by (17) where denotes the Euclidean vector-norm operation 8 . The ML estimate of the parameters (see, e.g., [24] ) is (18) where stands for the argument of the maximum, i.e., the value of the given argument, , for which the value of the given expression, , attains its maximum value, is the projection matrix on the column space of [25] , and is the complementary projection matrix [25] , given as (19) CRB: The Cramér-Rao bound (CRB) analysis is helpful to analyze the estimation accuracy using our approximated forward model (13) . CRB is the lowest bound on the variance of any unbiased estimator under certain regularity conditions. It has the important features of being universal, i.e., independent of the algorithm used for estimation among the unbiased ones, and asymptotically tight, meaning that for certain distributions, 8 If x x x = [x ; x ; ...;x ] is a vector then its Euclidean norm is given by kxk = x + x 1 1 1 + x [19] .
there exist algorithms that achieve the bound as the number of samples becomes large. Note that the ML estimate achieves the CRB asymptotically. In brief, the CRB is a performance measure that can be used to determine the best accuracy we can expect for a certain model [25] . We compute the mean of the measurement vector as . We denote as the Fisher information matrix of dimension with th entry as (20) where is the th element of the parameter vector . The CRB for the unbiased estimates of the parameters in is derived from the diagonal elements of the matrix [25] . The partial derivative terms in (20) can easily be computed using the expression of ; hence we do not include those details here.
V. NUMERICAL EXAMPLES
We present two numerical examples comparing the performance of our proposed parameter estimation method with the PBD-and BD-based methods. We also compare the mean-squares errors (MSE) of the estimated parameters in with their analytical bounds on the variance of error.
A. Examples: Data Generation 1) Example 1:
In this example, we aim to present the robustness of our proposed algorithm by comparing its performance with the BD-and PBD-based methods. Here, we simulate the data following the true image distortion phenomenon. In detail, we produce data by not following exactly the object model (1), the PSF model (3) , and the forward model (15). Here we consider (i) the situation in which the q-dots are randomly placed, and each of their light intensity profile follows a 3-D Gaussian function in space inside each microparticle; (ii) the Gibson and Lanni PSF model (2); (iii) the under-sampling phenomenon encountered while acquiring the data in real life; (iv) the photon-count process in the CCD detector; and (iv) additive A/D conversion noise at the CCD detector output.
We generate image data for a single-sphere-object of radius on a 551 551 551 sampling lattice with voxel size nm. Each q-dot light intensity profile in space is produced using a symmetric 3-D Gaussian function with variance parameter nm. Here we assume that such light intensity profile is deterministic and is distributed in space based on the variance parameter of the Gaussian function. The q-dot centers are placed in each voxel location inside the object with probability following a binomial random variable with and . We assume a large numerical value for the maximum light intensity of each q-dots in their corresponding center location.
We generate the synthetic PSF following a parametric PSF model as proposed in [7] . In this model, the exponential phase-term inside the Gibson and Lanni model (2) is replaced by , where
is the pupil function of the objective lens and is the unknown parameter vector of . The pupil amplitude function is given as (22) where is an unknown parameter, is the unknown cut-off frequency of the objective lens [26] , and is the unknown parameter vector of . The term is given by (23) where and and are given as follows: (24) where is the unknown parameter of , and (25) where is the unknown parameter vector of . Hence, is the unknown parameter vector of the pupil function of the objective lens. We generate synthetic PSF data using the values: and . We generate the microscope output by convolving the simulated object image with the PSF generated over the same grid. Image formation is a continuous space process, whereas the deconvolution takes place on sampled images. To incorporate this difference on our simulation, we sample every fifth voxel intensity along every dimension to obtain a reduced image with voxels and . Using this image, we generate the photon counts in the CCD detector following (5) with . We generate the output data on the CCD detector by introducing random, additive, and i.i.d. Gaussian noise of mean zero and variance with (see (5)). The noise introduced is i.i.d. from voxel to voxel. We vary following , where is the maximum intensity value of for . In Fig. 7 , we show the MSEs of the estimated microparticle center parameter as a function of , which is essentially a linear function of the A/D conversion noise variance at the CCD detector output, since , where
[dB].
2) Example 2:
In this example, we aim to compare the performance of estimation of the unknown parameters with their corresponding CRBs using our proposed algorithm and BD-and PBD-based algorithms. We simulate the data here using the forward model as in (15) .
We generate image data for a single-sphere-object of radius on a 111 111 111 sampling lattice with voxel size . We use for the data generation. We generate the synthetic PSF following (3).
We generate the output of the microscope and the CCD detector by convolving the simulated object image with the microscope PSF generated over the same grid with additive measurement noise following forward model (13) . The data in this example are generated using forward model (13) with random, additive, and i.i.d. Gaussian noise of mean zero and variance . We plot the MSEs of the estimated microparticle center parameter as a function of SNR for this data in Fig. 8 . We define SNR in Example 2 as (26)
B. Parameter Estimation
For both the examples, we perform the estimation using the following three techniques and compare their performances. 1) Our proposed parametric method: We estimate the microparticle center parameters using (18) . We assume that the sphere parameters and the PSF parameters are unknown.
2) Parametric blind-deconvolution (PBD)-based method (see
Appendix I) [7] : We estimate the object function as follows: (27) where and denote the object, PSF, and output measurement, respectively; is the estimated object function at the th iteration; and [7] . In this paper, we assume that the PSF is known a priori for estimating the object function using PBD. We define as the error at the th iteration. We continue iterating (27) until .
3) Conventional blind-deconvolution (BD)-based method
(see Appendix I) [8] : In this method, we simultaneously estimate the unknown PSF and the object functions using the deconvblind command of MATLAB. Microparticle Location Estimation: Our proposed method (see Section IV) directly estimates the microparticle center parameters . However, the BD and PBD algorithms do not estimate these quantitatively. In those cases, we first transform the voxel intensities of the estimated object functions to zero below a certain threshold level. Then we average the voxel coordinates with nonzero intensity values to estimate the microparticle centers. We present the estimation performances of the numerical examples in Figs. 7 and 8 (see also the following Section V.C for more discussion).
C. Results and Discussion
In Example 1 (see Fig. 7 ) our method does not perform as well as the BD-and PBD-based methods at very low SNR. This example confirms that the Gaussian PSF model is reasonable for solving the deconvolution problem for high SNR imaging of simple object shapes. In Example 2 (see Fig. 8 ) at the low SNR, PBD outperforms our proposed method but the estimation using both the PBD and BD fail to achieve the CRB. In the same example, our method performs the best among the three starting from 5 dB and also achieves the CRB. In summary, in both the examples we observe that (i) our proposed method always performs better in the high SNR regions and (ii) BD performs worst among the three. On the other hand, the computational speed of BD is the highest among all the three algorithms. It is worth mentioning that q-dot based imaging produces high SNR images in the practical experiments. The main reason for the better performance of our algorithm is that it contains a prior information of the object shape (spherical), whereas the other methods (BD and PBD) do not carry that assumption. Note that we assume the PSF is known while evaluating the PBD algorithm, since an unknown PSF-based PBD analysis requires an extensive computational load [7] . We conclude that our proposed estimation method performs significantly better than the two existing methods for the high SNR data.
VI. ESTIMATION RESULTS USING REAL DATA
In this section, we present a quantitative estimation analysis of a real-data set using our method and compare the performance with the BD algorithm. We do not use the PBD algorithm for this performance comparison, although it performs better than the BD in the numerical examples. We make this selection because the PSF is unknown for the real-data set; hence the PBD requires an optimal model selection analysis for choosing and estimating the unknown parameters of in (27) . This requirement makes PBD a time-intensive algorithm for processing an image with a large number of microparticles, as shown in Fig. 4 . The BD algorithm is faster and does not perform much worse than the PBD algorithm (see Figs. 7 and 8 ).
Experiment Details: We apply our proposed algorithm and the BD-based estimation algorithm to a section of the 3-D sphere images acquired on a 1036 1360 51 sampling lattice with a sampling interval of 0.16 m along the , and directions. We extract a section of seven microparticle images on a 241 340 51 sampling lattice from the original data to test the estimation performance. The radius of the spheres is known as m by experimental convention [4] , [5] . The particles are observed using a standard widefield microscope with , and mm. The images are captured by attaching a cooled CCD camera to the microscope.
Image Segmentation: We segment single-sphere-shaped images of the seven microparticles using the -means clustering algorithm 9 . The -means algorithm is evaluated using the kmeans command of MATLAB [8] . We note that sometimes the microparticle images merge into groups of two or three (see Fig.  4 ) and hence are optically indistinguishable. This requires per- forming our proposed estimation analysis using a two-sphereobject or a three-sphere-object model for greater accuracy at the cost of more computation time.
Evaluation of the kmeans requires a prior knowledge of the cluster-number. For the single-sphere-object-based models, the total number of clusters is equivalent to the number of microparticles in the image that we analyze. However, for the case of multiple-sphere-object-based models, the number of clusters in the image is hard to determine and requires an added model selection analysis, resulting in an increasing computational load. Hence, we refrain from processing the image using multiplesphere-object-based models.
We employ a clustering algorithm here for the purpose of presenting an automated imaging analysis framework with many microparticles image. In the first step of such automated analysis, the microparticles' image sections are clustered. Then each microparticle location is estimated from its corresponding image section using our proposed algorithm. In order to present this automated analysis, we confine ourselves to evaluate using a segment of seven microparticles' image only. However this framework is general and applicable for any number of microparticles' image in the microarray. Note that we can also employ other clustering algorithm, such as mixture of Gaussians based method, for this purpose.
Microparticle Localization and Quantification: We localize and quantify each segmented single-sphere-object using our proposed algorithm and the BD algorithm from the block of seven microparticle images. The BD algorithm does not estimate the unknown parameters and quantitatively. Hence, for localization using this algorithm, we adopt a similar method as we describe in Section V.B. For quantification, we first average the intensities above a certain threshold level of the estimated objects at the voxels with nonzero intensity values. Finally, we multiply those average values with the corresponding maximum PSF intensity values for estimating the parameter inside the microparticles at a specific wavelength.
Results and Disussion: In Fig. 9 , we present our analysis for the real-data set. Here we define the origin at the center of the seven-microparticle block. In Fig. 9(a) , we show the barcode-q-dot-light-intensity image on the focal plane of reference of the microparticle image section at 0 m. We set the voxel intensities to zero below a certain threshold in this 3-D image, and the resultant image is shown in Fig. 9(b) . The binary version of this image is shown in Fig. 9(c) , where we indicate the nonzero intensity regions in red. Finally, in Fig. 9(d) we present their segmented version, where different colors specify separated single-sphere-objects.
The results of our proposed algorithm and the BD-based algorithm are presented in Table I . In this table, we include the Euclidean distances between the center location estimates and the intensity level estimates obtained using the two methods. From the table we observe that evaluation using both methods yields similar results for Spheres 1 and 2. This is expected since q-dot lights are captured at high SNR for real data. Recall that in the numerical example of Section V.A.1 we showed that our proposed and BD methods perform similarly for measurements captured at high SNR.
However, the estimation results are slightly different using the two methods for Spheres 3, 5, 6, and 7 even though these spheres' images were captured at high SNR. The reason is that these spheres merge into groups of two in both of these cases. Hence, their intensities contribute to each other during the convolution operation. Hence, fitting single-sphere-object models separately to each segmented single sphere image data of a merged group of two sphere images does not computationally perform well. Instead, estimation analysis of these spheres can be improved using a two-sphere-object-based analysis.
Apart from this, Sphere 4 does not produce a consistent result using either method. In this case, it is not possible to know if the image is produced by the q-dot light of any microparticle. It might be the case that q-dots from a damaged microparticle are illuminated there since the estimated signal is much weaker.
VII. COMPARISON WITH [9] We employ optically encoded microparticles randomly placed in a microarray for massively parallel and high throughput analysis of biological molecules [9] . The microparticles contain multicolor q-dots and thus built in codes for rapid target identification. Such microparticles' surfaces are conjugated with bio-molecular probes for target detection while identification codes are embedded in the microparticles' interior [9] .
In addition, in our work, we also employ secondary nanoparticles embedded with q-dots for on-off signaling and enhancing detection sensitivity. The q-dot light colors of the nanoparticles are chosen unique irrespective of the targets and their illumination wavelength is different than the wavelengths of the microparticles' q-dots. Though our real data experiment is confined to microparticles embedded with single color q-dots, we can extend our work to target-captured microparticles embedded with multicolor q-dots. Note that q-dot lights from the nanoparticles of a target captured microparticle ideally forms a shell-shaped object and similarly q-dot lights from a microparticle ideally forms a sphere-shaped object.
In a microparticle, the q-dots are more dense near the periphery rather than the interior part [9] . However, no experimental evidence exists in the literature describing such distribution. Hence, in our work we assume a homogeneous intensity profile of the microparticles. This assumption can be extended to a more realistic modeling scenario for a microparticle with increasing intensity level from the center location toward the periphery.
Each q-dot light intensity follows a 3-D Gaussian profile in space [9] . However, there exists no data to model the spatial spread of such profile for a single q-dot since q-dots are imaged in groups [9] . In our numerical examples (Section V), we assumed that such spread is approximately in nm range. This assumption is realistic since the q-dots that we employ for experimental data collection have diameter 6 nm in each.
VIII. CONCLUSION
We addressed the problem of locating q-dot-encoded microparticles from 3-D images of an ultra-high density 3-D microarray. Our future aim is to quantify the multiple targets that this device will capture using the microparticle location estimation as prior information. Such analysis is a two-stage estimation process.
Our work is motivated by the fact that in fluorescence microscopy imaging when the object shape is simple, it can be easily modeled using simple parametric forms with the unknown information of interest as parameters. Then, a problem-specific deconvolution algorithm can be developed using popular ML-or least-squares-based techniques. This avoids the need of using commercial deconvolution software, which is often costly and time intensive to run. Simple and symmetric object models motivate our use of Gaussian PSF model for the widefield fluorescence microscope. In experiments, q-dot based imaging produces high SNR images. This motivates modeling the statistical measurement using a Gaussian noise statistics. Using these practical assumptions, we developed a more parametric image deconvolution algorithm using the concentrated likelihood formulation [24] as presented in (18) . We achieve robust estimation performance in the practical high SNR scenarios using our proposed method. The performance comparison of the parameter estimations with the corresponding CRBs as presented in the numerical Example 2 (see Section V) supports the use of the Gaussian PSF and Gaussian noise models for simple symmetric object images captured in high SNR using fluorescence microscopes.
In summary, in numerical examples, our proposed simple parametric ML-based image deconvolution method performs better for simple object shapes in high SNR than the conventional methods. Our proposed analysis based method performs similarly as the conventional BD method for only the well-separated microparticles real data high-SNR images. This motivates us to to calibrate and re-design our proposed microarray device experimentally which we plan to perform in our future research. Namely, we will compute the optimum distance between the microparticles using statistical hypothesis testing methods to find the desired separation that guarantees no cross-talk between the microparticles during imaging after the target-capturing process. This will enable us to place the microparicles in predefined holes that will be separated by an optimum distance that we will compute. Such implementation will expedite the first step segmentation process during the imaging analysis. Namely, it will be sufficient to segment the microparticles image using a simple grid-based technique [28] instead of using other clustering algorithms.
APPENDIX I
We discuss the PBD-and BD-based methods. We first review a BD method based on Richardson-Lucy (RL) algorithm. The RL algorithm was originally developed from Bayes's theorem. Bayes's theorem is given by (28) where is the conditional probability of the event given is the probability of the event , and is the inverse conditional probability, i.e., the probability of event given event . The probability can be identified as the object distribution ; the conditional probability can be identified as the PSF centered at , i.e.,
; and the probability can be identified as the degraded image . The inverse relation of the iterative algorithm is given by, (29) where is the iteration number. Under an isoplanatic condition, we write (29) as,
When the PSF is known, one finds the object by iterating (30) until convergence. An initial guess is required for the object to start the algorithm. Advantage of this algorithm includes a non-negativity constraint if the initial guess . Also energy is conserved in these iterations. The blind form of the RL algorithm is given by, (31) (32)
At the th blind iteration of this algorithm both (31) and (32) are performed assuming estimated object at the th blind step is known in (31). For each of (31) or (32), a specific number of RL iterations are performed as specified by . The loop is repeated until convergence. Extension of the above algorithms for 3-D images is trivial. Initial guesses and are required to these algorithms. No positivity constraints are required because the above algorithms ensure positivity.
MATLAB-based BD algorithm uses an accelerated and damped version of the RL algorithm specified by (31) and (32), [8] . Note that similar algorithm specified by (31) and (32) can be developed using expectation maximization (EM) framework assuming that the measurement is Poisson noise corrupted version of the convolution . Motivated by this, the PBD algorithm was derived in [7] assuming the measurement as that follows the forward model (5) . There an EM formulation [25] is employed to maximize the likelihood. Also the authors proposed a parametric PSF model as we reviewed in the Section V.A.1. In the PBD algorithm, the object is updated using a similar iterative form as (30) (see (27) ). In our numerical example (see Section V.A.1), we assumed that the PSF is known in (27) for simplicity. However, in the original work the authors also proposed a numerical method to update the PSF parameters at each PBD step [7] . His research interest is in the area of statistical signal processing with focus on medical imaging and genomics.
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