In the following work we present a way to obtain the convergence of the fractional Newton-Raphson (F N-R) 
Newton-Raphson Method
For the one-dimensional case the N-R method is one of the most used methods to find the roots x * of a function f : R → R, with f ∈ C 2 (R), ie, x * ∈ R f (x * ) = 0 , this due to its easy implementation and rapid convergence. The N-R method is expressed in terms of an iteration function Φ : R toR, as follows [1] x n+1 := Φ(x n ) = x n − f (x n ) Df (x n ) , n = 0, 1, · · ·
where [1] The N-R method is based on creating a sequence of points {x n } by means of the intersection of the tangent line of the function f (x) at the point x n with the axis x, if the initial condition x 0 is close enough to the root x * the sequence {x n } should be converged [2] to the root x * . This method is characterized by having a convergence order at least quadratic for the case where f (x) neq0, for the case of polynomials if it has a root x * with a certain multiplicity m , with
the N-R method converges linearly [1] .
Fractional Calculus
The fractional calculus is a mathematical analysis branch whose applications have been increasing since the end of the XX century and beginnings of the XXI Century [3] , the fractional calculus arises around 1695 due to Leibniz's notation for the derivatives of integer order
thanks to this notation L'Hopital could ask in a letter to Leibniz about the interpretation of taking n = 1/2 in a derivative, since at that moment Leibniz could not give a physical or geometrical interpretation to this question, he simply answered L'Hopital in a letter, ". . . this is an apparent paradox of which, one day, useful consequences will be drawn" [4] . The name of fractional calculus comes from a historical question since in this branch of mathematical analysis it is studied the derivatives and integrals of a certain order α, with α ∈ R or C.
Currently fractional calculus does not have a unified definition of what is considered a fractional derivative, this because one of the conditions required to consider an expression as a fractional derivative, is to recover the results of conventional calculus when the order α → n, with n ∈ N [5] , among the most common definitions of fractional derivatives are the fractional derivative of Riemann-Liouville (R-L) and the fractional derivative of Caputo [6] , the latter is usually the most studied, since the fractional derivative of Caputo allows us a physical interpretation to problems with initial conditions, this derivative satisfies the property of the classical calculus that the derivative of a constant is null regardless of the order α of the derivative, however this does not occur with the fractional derivative of R-L. Unlike the fractional derivative of Caputo, the fractional derivative of R-L does not allow for a physical interpretation to the problems with initial condition because its use induces initial fractional conditions, however the fact that this derivative does not cancel the constants for α, with α N, allows to obtain a "spectrum" of the behavior of the constants for different orders of the derivative, which is not possible with conventional calculus.
Fractional Derivative of Riemann-Liouville
The fractional derivative of R-L [6] in its unified version with the fractional integral of R-L is given by the following expression
where n = Re (α) + 1. The fractional derivative of R-L of a monomial of the form f (x) = (x − c) m , with m ∈ N and c ∈ R, through the equation (2) is expressed as
taking the change of variable t = c + (x − c)u, the above expression can be expressed in terms of the incomplete Beta function [7] 
where
taking into account that in the classic calculus
Fractional N-R Method
The N-R method is useful for finding the roots of a degree polynomial n, with n ∈ N, however it is limited to only being able to find the real roots of the polynomial if a real initial condition is taken, to solve this problem and to develop a method that is able to find both the real and complex roots of a polynomial is made use of the method of N-R with the implementation of the fractional derivative of R-L.
Taking into account that a polynomial of degree n is composed of n + 1 monomials of the form x m , with m = 0, 1, · · · , n, one can take the equation (3) with a = 0 obtaining
and using the equation eqref eq: 1 the Fractional Newthon-Raphson (F N-R) method can be defined for f ∈ P n (x), where P n (x) is the set of polynomials of degree ≤ n, as follows
where 0 < α < 2.
To understand why the F N-R method has the ability to enter complex space unlike the classical N-R method, it is enough to observe the fractional derivative of R-L with α = 1/2 of the constant function f 0 (x) = 1 = x 0 and the identity function f 1 consequently, for polynomials of degree n ≥ 1 an initial condition must be taken x 0 0, as a consequence of the fractional derivative of R-L of order α, with α N, of the constants are of the form x −α , for which two cases are obtained: i) When the initial condition x 0 > 0, the sequence {x n } generated by equation (5) can be divided into three parts, this happens because there may be an N ∈ N for which {x n } N −1 n=0 ∈ R + and x N < 0, consequently the sequence {x n } n≥N +1 ∈ C. ii) When the initial condition x 0 < 0, the sequence {x n } n≥1 ∈ C.
Convergence of the F N-R method
Defining the complementary function
the equation (5) can be written as
calculating the first and second derivatives of (6) the following results are obtained
for the case where ξ is root of f (x)
performing a Taylor series expansion of (6) around the point x r = ξ assuming that |x − ξ| 1
considering that absx − xi 2 absx − xi and previous results are obtained
whereby the method F N-R converges at least linearly when α 1 and converges at least quadratically when α = 1 [1] .
The Aitken's Method
The Aitken's method or also known as the ∆ 2 − method of Aitken [2] is one of the first and simplest methods to accelerate the convergence of a convergent sequence
given, i.e.,
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this method allows transforming the sequence
which generally converges faster point x r = ξ that the original sequence, under certain circumstances the method of Aitken can accelerate the convergence of a method that is linear to a quadratic convergence, so it is usually used to accelerate the existing methods used to find the roots of a function [1] , [2] .
To illustrate Aitken's method, suppose that the sequence
converges to the point x r = ξ as a geometric sequence with factor k, with |k| < 1
where the value of ξ can be determined using the following system of equations
subtracting the equation (9) a (10) we get k
placing ξ on the left side of (9)
defining the difference operator
the method is considered considering the equation (11), the ∆ 2 − method of Aitken consists in generating a new sequence is greater than that of the original sequence.
