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Resumen
Se presenta una revisi¶ on de los principales trabajos que analizan,
te¶ orica y emp¶ ³ricamente los determinantes de la inversi¶ on de las ¯rmas
en innovaci¶ on. Se describen los resultados para la industria manufac-
turera colombiana, de un modelo Tobit, cuya estimaci¶ on se lleva a
cabo por medio del m¶ etodo CLAD propuesto por Powell (1984). Se
concluye que el tama~ no de las empresas, la participaci¶ on del capital
extranjero y las bases de conocimiento de las ¯rmas son las principales
variables explicativas.
Abstract
This paper presents a summary of the main issues regarding inno-
vation determinants at the ¯rm level. It also reviews the most impor-
tant theoretical and empirical papers on the subject. It describes the
results of a Tobit model for the Colombian manufacturing industry
which is estimated by CLAD method proposed by Powell (1984). It
is concluded that innovation activity is highly related with the size of
the ¯rm, the presence of foreign capital and the knowledge base of the
¯rm.
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11. Introducci¶ on
Schumpeter (1911) de¯ne a la innovaci¶ on como la fuente m¶ as importante del
crecimiento econ¶ omico. Si bien la literatura reciente reconoce que hay otras
fuentes de crecimiento, como la estabilidad macroecon¶ omica, el capital social
y el control a la corrupci¶ on, pocos economistas se atrever¶ ³an a dudar sobre la
relevancia del tema. Sin embargo, la abundancia de literatura sobre los efectos
de la innovaci¶ on en el crecimiento contrasta con la escasez de trabajos sobre
los factores que inciden en la innovaci¶ on. Con mucha frecuencia esta variable
se considerada un resultado del avance de la ciencia y por lo tanto ex¶ ogena.
El objetivo de este trabajo es analizar los determinantes de la inversi¶ on en
innovaci¶ on en la industria manufacturera colombiana de acuerdo con los re-
sultados de la 2da Encuesta de Desarrollo e Innovaci¶ on Tecnol¶ ogica efectuada
por DANE-DNP-COLCIENCIAS. La estimaci¶ on se lleva a cabo mediante un
modelo tipo Tobit cuyos par¶ ametros se obtienen a trav¶ es de estimadores de
M¶ axima Verosimilitud. Se llega a la conclusi¶ on de que el tama~ no de las em-
presas, la participaci¶ on del capital extranjero y la capacitaci¶ on de su mano
de obra son variables importantes para explicar la inversi¶ on en innovaci¶ on.
El trabajo se estructura de la siguiente manera: en la secci¶ on dos se presenta
el debate te¶ orico m¶ as importante en relaci¶ on con el proceso de difusi¶ on del
conocimiento innovador entre empresas, en la secci¶ on tres se describen las
principales formas de innovaci¶ on utilizadas por las ¯rmas, en la secci¶ on cua-
tro se presentan algunos resultados descriptivos de la mencionada encuesta,
haciendo especial ¶ enfasis en las diferencias por tama~ no. En la secci¶ on cinco
se plantea un modelo heur¶ ³stico de determinantes del esfuerzo innovador con
base en lo se~ nalado por la literatura disponible. En la sexta se describen los
datos y resultados econom¶ etricos1. Por ¶ ultimo se presentan algunas conclu-
siones.
2. Aspectos te¶ oricos
Existe alguna confusi¶ on sobre el signi¯cado del t¶ ermino innovaci¶ on y su
relaci¶ on con los t¶ erminos "tecnolog¶ ³a"e "investigaci¶ on y desarrollo"(I & D).
1Los t¶ erminos esfuerzo innovador e inversi¶ on en innovaci¶ on son utilizados como sin¶ oni-
mos en este trabajo.
2Para ¯nes de este trabajo podemos de¯nir innovaci¶ on, como el conjunto de
actividades orientadas a implementar nuevos productos o procesos o a realizar
mejoramientos en los mismos 2 . El t¶ ermino tecnolog¶ ³a se re¯ere al conjun-
to de medios (instrumentos o maquinaria) o de conocimientos para resolver
un problema. As¶ ³, la innovaci¶ on hace uso de la tecnolog¶ ³a y por ende del
conocimiento3. Por ¶ ultimo de¯nimos I y D como el conjunto de actividades
orientadas a crear nuevos productos o procesos, o nuevo conocimiento para
el mundo, con el prop¶ osito de tener aplicaci¶ on comercial.
El an¶ alisis de la innovaci¶ on ha tenido como consecuencia la incorporaci¶ on
del conocimiento en la funci¶ on de producci¶ on. Freeman (1994) se~ nala al
respecto: "los °ujos de informaci¶ on y conocimiento son tan importantes para
entender el comportamiento de las empresas como el an¶ alisis econ¶ omico de
los materiales, componentes e insumos". M¶ as adelante en esta secci¶ on se
tratar¶ an las implicaciones de esta nueva concepci¶ on.
Los diferentes supuestos en relaci¶ on a c¶ omo se difunde el conocimiento tienen
importantes implicaciones sobre la teor¶ ³a econ¶ omica y permiten de¯nir al
menos dos escuelas de pensamiento econ¶ omico. De un lado se encuentra la
teor¶ ³a neocl¶ asica cuando supone informaci¶ on perfecta. Con este supuesto se
puede construir, para cada sector econ¶ omico dependiendo de sus caracter¶ ³sti-
cas tecnol¶ ogicas y del tama~ no del mercado, una empresa representativa que
describe adecuadamente el comportamiento de un colectivo de empresas. Es-
ta tradici¶ on se fundamenta en Arrow (1959) quien postula el car¶ acter p¶ ublico
del conocimiento debido a problemas de apropiabilidad, la cual es resultado
de la movilidad del personal entre las ¯rmas, de la existencia de contactos
informales entre ellas y de la imperfecci¶ on de las patentes como mecanismo
de protecci¶ on a los nuevos descubrimientos. Las empresas pueden innovar
haciendo uso, sin mayor costo, del acervo de conocimiento existente en la
econom¶ ³a.
En el extremo opuesto a la teor¶ ³a neocl¶ asica se encuentran las teor¶ ³as neo
2Esta de¯nici¶ on coincide con la Schumpeter (1947) para quien innovar es "Hacer cosas
nuevas o el hacer de una manera nueva cosas que ya se hab¶ ³an hecho".
3Otro t¶ ermino relacionado es el de invenci¶ on es que una idea sobre un nuevo producto
o proceso. La innovaci¶ on es llevar esa idea a la pr¶ actica. Mientras que las invenciones
ocurren en cualquier parte, las innovaciones se dan principalmente en las empresas y se
ofrecen en el mercado. Las actividades de innovaci¶ on llegan a incluir un espectro amplio
de actividades como el mercadeo de invenciones.
3schumpeterianas, (Dossi (1988)) para las cuales el ¶ ambito del conocimiento
al que una empresa recurre para solucionar los problemas tecnol¶ ogicos (base
de conocimiento) es espec¶ ³¯co a ella. Esta base est¶ a conformada tanto por
conocimiento t¶ acito como por conocimiento codi¯cado. El primero se re¯ere
a aquel no publicado, incorporado en las rutinas de las empresas y los indivi-
duos que hacen parte de ellas y es por lo general un tipo de conocimien-
to dif¶ ³cil de transmitir. Cada empresa tiene una proporci¶ on diferente de
conocimiento t¶ acito y codi¯cado que de¯ne su base de conocimiento. Adi-
cionalmente, cada empresa tiene un paradigma tecnol¶ ogico diferente (pers-
pectivas diferentes sobre los problemas relevantes, las necesidades que deben
ser atendidas, los principios cient¶ ³¯cos que deben ser utilizados, las pr¶ acti-
cas para adquirir y salvaguardar el conocimiento y las percepciones sobre el
mejor momento para hacer una inversi¶ on tecnol¶ ogica). Las diferentes bases de
conocimiento y los paradigmas tecnol¶ ogicos de¯nen la naturaleza espec¶ ³¯ca
de la tecnolog¶ ³a en las ¯rmas4.
Otras corrientes de pensamiento, diferentes a las neocl¶ asicas y neo schum-
peterianas, explican la existencia de diferentes niveles de conocimiento tec-
nol¶ ogico entre las empresas. Liebenstain (1969) propone que la adopci¶ on de
una innovaci¶ on en una empresa depende de los costos y bene¯cios que la inno-
vaci¶ on genere entre los grupos que constituyen la empresa y de los incentivos
y compensaciones que se implementen con su introducci¶ on. Adicionalmente,
las empresas pueden tener incertidumbre sobre los bene¯cios de adoptar una
nueva tecnolog¶ ³a lo que puede retrasar su adopci¶ on. Para Rosemberg (1976),
a¶ un en situaciones en las cuales la inversi¶ on en innovaci¶ on puede reducir los
costos de producci¶ on, esta no es adoptada si el empresario tiene expectati-
vas de un elevado ritmo de obsolescencia tecnol¶ ogica. Para ciertas empresas
la incertidumbre se reducir¶ a en la medida que existan m¶ as empresas que
han adoptado las nuevas tecnolog¶ ³as. Existe as¶ ³ la posibilidad de observar
empresas seguidoras en materia de adopci¶ on de innovaciones.
Hall (1988) advierte que en circunstancias de competencia imperfecta el
4El mismo Arrow (1999) acepta impl¶ ³citamente el concepto de base de conocimiento.
En efecto, al considerar las consecuencias de la inmovilidad de trabajadores a¯rma lo
siguiente: C »omo resultado de ello, la base de informaci¶ on de la empresa es un activo
probablemente en proceso de desgaste, pero a un ¶ ³ndice ¯nito. La compa~ n¶ ³a, por tanto,
posee un valor como negocio en marcha que puede exceder considerablemente el de sus
activos f¶ ³sicos."
4concepto de innovaci¶ on no se identi¯ca con el de productividad total de los
factores5. De esta forma, la introducci¶ on de diferentes bases de conocimiento
en las empresas tiene consecuencias signi¯cativas.
Este trabajo adopta una posici¶ on pragm¶ atica. Su prop¶ osito es cuanti¯car y
determinar los factores que explican las diferencias en el esfuerzo innovador
por parte de las empresas, sobre la base de que adem¶ as de los entornos de
mercado y las oportunidades tecnol¶ ogicas, este esfuerzo puede depender de
distintas bases de conocimiento en las empresas.
3. Caracterizaci¶ on del esfuerzo innovador
De acuerdo con la metodolog¶ ³a de la encuesta sobre tecnolog¶ ³a elaborada por
el DANE-DNP-COLCIENCIAS, los esfuerzos de innovaci¶ on de las empresas
pueden clasi¯carse en cinco formas6
1. Inversi¶ on asociada al capital: Incorporaci¶ on de conceptos, ideas y m¶ eto-
dos a trav¶ es de la compra de maquinaria y equipo con desempe~ no tec-
nol¶ ogico mejorado.
2. Tecnolog¶ ³as de gesti¶ on: Adquisici¶ on de conocimientos orientados a or-
denar, disponer, graduar o dosi¯car el uso de los recursos produc-
tivos. Por ejemplo: aplicaci¶ on normas ISO, justo a tiempo,planeaci¶ on
estrat¶ egica, etc.
3. Tecnolog¶ ³as transversales. Introducci¶ on de conceptos, ideas y m¶ etodos
como resultado de una actividad de investigaci¶ on por fuera de la em-
presa o a pedido de ¶ esta. Por ejemplo: patentes y licencias, software,
asistencia a ferias, consultor¶ ³as, etc.
5Siguiendo a Hall (1988) el residuo de Solow en condiciones de poder de mercado se
puede expresar: ¢q ¡®¢n = (¹¡1)®¢n+µ+¹ donde; q es la relaci¶ on producto capital,
® la participaci¶ on del trabajo en el producto, n es la raz¶ on trabajo a capital, µ el indicador
de progreso t¶ ecnico y ¹ un indicador de la relaci¶ on precio a costo marginal (mark up).
S¶ olo cuando el precio es igual al costo marginal (¹ = 1) el residuo de Solow es equivalente
al cambio t¶ ecnico y al incremento en productividad.
6La innovaci¶ on en mercadeo, como una forma de innovar, no es tenida en cuenta en la
encuesta colombiana. Sin embargo est¶ a incluida en el Manual de Oslo (2005).
54. Investigaci¶ on y desarrollo (I & D): Trabajo creativo emprendido sis-
tem¶ aticamente para incrementar el acervo de conocimientos y el uso de
¶ este para nuevas aplicaciones.
5. Capacitaci¶ on tecnol¶ ogica: Aquella que est¶ a altamente relacionada con
las tecnolog¶ ³as centrales en el proceso productivo de la empresa.
En la siguiente secci¶ on se presenta un resumen de los principales trabajos
sobre esfuerzo innovador elaborados, tanto para pa¶ ³ses desarrollados y en v¶ ³a
de desarrollo.
4. Descripci¶ on y caracterizaci¶ on del proceso
de innovaci¶ on
El objetivo de esta secci¶ on es caracterizar y describir el proceso de inver-
si¶ on en innovaci¶ on de la industria manufacturera colombiana. Para tal ¯n se
enfatiza en la cuant¶ ³a de innovaci¶ on seg¶ un tama~ no7.
4.1. Propensi¶ on a innovar seg¶ un tama~ no
El n¶ umero de empresas con alguna categor¶ ³a de inversi¶ on en actividades
de desarrollo e innovaci¶ on tecnol¶ ogica8 en el 2004 represent¶ o el 76.9% del
total de empresas industriales. Como se aprecia en la ¯gura 1, entre mayor
tama~ no mayor propensi¶ on a innovar: el 52% de las empresas de menos de 10
trabajadores realiz¶ o alg¶ un tipo de inversi¶ on en innovaci¶ on, esta proporci¶ on
alcanz¶ o un 94% en empresas de m¶ as de 200 trabajadores y un 98% en las
¯rmas con m¶ as de 1000.
Este resultado generalizado se obtiene, igualmente, para cada una de las
formas de innovaci¶ on. En efecto, en el Cuadro 1 se aprecia que la inversi¶ on
7Un an¶ alisis m¶ as detallado de la encuesta se encuentra en: Innovaci¶ on y Desarrollo
Tecnol¶ ogico en la Industria Manufacturera Colombiana. 2003-2004. DANE,DNP y COL-
CIENCIAS (2005).
8La encuesta del DANE-DNP-COLCIENCIAS indaga por la inversi¶ on en innovaci¶ on
para los a~ nos 2003 y 2004. Sin embargo las cifras de personal ocupado se re¯eren exclusi-
vamente al 2004. En la medida que las cifras de empleo pudieron variar de un a~ no a otro,
en lo que sigue se har¶ a referencia al ¶ ultimo a~ no disponible.



















en investigaci¶ on y desarrollo representa el 2.9% en las empresas peque~ nas y
21.4% en las de m¶ as de 1000 trabajadores.
De lo anterior puede concluirse que Colombia se ajusta al patr¶ on encontrado
en otros pa¶ ³ses en desarrollo, donde existe preferencia por la adquisici¶ on
de maquinaria y equipo y baja participaci¶ on de la compra de licencias y
obtenci¶ on de patentes. La inversi¶ on en I & D se concentra en pocas empresas.
En efecto, s¶ olo 6.2% del total de empresas del sector industrial realiza este
tipo de inversi¶ on. Adicionalmente, se observa que la inversi¶ on en tecnolog¶ ³as
incorporadas al capital es m¶ as com¶ un en ¯rmas grandes, en tanto que en
empresas peque~ nas es m¶ as frecuente el uso de tecnolog¶ ³as transversales, las
cuales corresponden a contrataci¶ on de invenci¶ on por fuera de la empresa.
7Cuadro 1
Proporci¶ on de empresas que invierte,
clasi¯cadas por tama~ no y tipo de inversi¶ on 2004
Forma n Tama~ no. Hasta10 11a50 51a100 101a200 201a500 501a1000 Total
T. Capital 24,0 48,4 69,5 76,3 85,7 91,8 54,1
T. Gesti¶ on 20,8 37,5 51,8 61,8 71,9 77,5 42,8
T. Transv.. 30,5 50,2 64,0 65,7 73,4 78,6 53,0
I & D 2,9 4,8 6,6 9,4 12,0 21,4 6,2
Capacitac. 25,4 45,9 61,7 71,3 79,4 84,1 50,8
Cuadro 2
N¶ umero de formas de innovaci¶ on seg¶ un tama~ no 2004
No. formas Hasta 10 11a50 51a100 101a200 201a500 501a1000 Total
de innovar
1 21,2 18,3 12,3 8,6 6,5 3,8 15,7
2 14,1 20,1 21,0 18,9 14,3 8,2 18,5
3 9,5 18,9 24,3 24,7 24,3 28,6 19,4
4 5,1 14,5 25,3 32,9 42,4 38,5 18,9
5 1,0 2,7 5,0 6,4 9,0 18,7 4,0
En el cuadro 2 se observa que las empresas m¶ as grandes diversi¯can m¶ as
su inversi¶ on en innovaci¶ on. En efecto, una alta proporci¶ on de las peque~ nas
concentran su inversi¶ on en una o dos formas de innovar en tanto que las
grandes tienen entre tres y cinco formas de invertir.
4.2. Origen del capital e innovaci¶ on
Como se observa en la ¯gura 2 la propensi¶ on a innovar por parte de las empre-
sas extranjeras (proporci¶ on de empresas innovadoras con capital extranjero
al total de empresas extranjeras) es mayor que la propensi¶ on a innovar por
parte de las empresas nacionales (92.3% frente a 75.5%). Sin embargo este
resultado no se mantiene para todos los rangos de tama~ no de las empresas ni
para todas las formas de innovar. La propensi¶ on a innovar en I & D es mayor
para las empresas nacionales con menos de 10 trabajadores y entre 200 y 499
(Ver ¯gura 2).
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5. Modelo de determinantes del esfuerzo in-
novador
A nivel de pa¶ ³ses desarrollados, el objetivo fundamental de los trabajos ha
sido constatar el impacto sobre el esfuerzo innovador de la rivalidad, medida
¶ esta a trav¶ es del grado de concentraci¶ on de mercado. En particular, siguiendo
a Schumpeter (1947) aunque una estructura de monopolio u oligopolio puede
generar ine¯ciencias est¶ aticas, tambi¶ en es posible que existan econom¶ ³as de
escala en la innovaci¶ on, con e¯ciencias din¶ amicas, que ayudan a contrarrestar
los efectos adversos de las primeras. Cohen y Levinthal (1989) presentan un
buen resumen los trabajos existentes a nivel de los pa¶ ³ses desarrollados y sus
di¯cultades metodol¶ ogicas.
Podr¶ ³a decirse que el trabajo m¶ as in°uyente desde el punto de vista metodol¶ ogi-
co es el de Crepon, Duguet y Mairesse (1998), el cual analiza el proceso
innovador como resultado de la determinaci¶ on de la propensi¶ on a innovar,
la intensidad de la innovaci¶ on (gasto en innovaci¶ on) y la modelaci¶ on de los
9resultados de la innovaci¶ on (patentes o registros de propiedad). El an¶ alisis
m¶ as reciente es el de Mairesse, Mohen, y Marcel (2006), donde se comparan
los determinantes de la innovaci¶ on en seis pa¶ ³ses europeos.
La disponibilidad de encuestas de innovaci¶ on en pa¶ ³ses en desarrollo permite
contar con an¶ alisis emp¶ ³ricos recientes que analizan los determinantes de la
inversi¶ on en innovaci¶ on. Entre estos se destacan los de Benavente (2002)
para Chile, Sanguinetti (2005) para la Argentina y Romo y Hill de Titto
(2006) para M¶ exico. Los trabajos para pa¶ ³ses en desarrollo dan mayor ¶ enfasis
al efecto de la propiedad, nacional o extranjera de las empresas y al impacto
de las condiciones macroecon¶ omicas sobre la innovaci¶ on.
La literatura sobre innovaci¶ on en Colombia es escasa. En la actualidad exis-
ten algunos documentos sobre los determinantes del grado de concentraci¶ on
de las empresas y sobre su impacto en el crecimiento y productividad de la
industria manufacturera. Echavarr¶ ³a, Arbelaez y Rosales (2006) menciona
los principales trabajos existentes en esta ¶ area y Echavarr¶ ³a (1990), presenta
los resultados de una encuesta aplicada a 50 empresas grandes de la indus-
tria manufacturera, donde se tiene en cuenta la utilizaci¶ on y disponibilidad
de tecnolog¶ ³as. La encuesta de Desarrollo Tecnol¶ ogico en el Establecimiento
Industrial Colombiano, elaborada en 1996, es la primera en esta direcci¶ on
y sus resultados descriptivos para 885 establecimientos son publicados por
Colciencias, DNP y el Observatorio Colombiano de Ciencia y Tecnolog¶ ³a en
el 20009.
Con base en los trabajos emp¶ ³ricos mencionados se puede especi¯car, en
forma heur¶ ³stica, un modelo que relaciona el esfuerzo innovador y sus deter-
minantes de la siguiente forma:
Y = ®0 + ®1TE + ®2GR + ®3SE + ®4PE + ®5OM+
®6COM + ®7GC + ®8 ¤ FM + ®9GK (1)
Donde Y corresponde al esfuerzo innovador, TE el tama~ no de las empre-
sas, GR es el grado de rivalidad de las empresas en un sector, SE el sector
econ¶ omico, PE la participaci¶ on extranjera en las empresas, CMO el nivel de
9Dur¶ an et al. (1990) La Innovaci¶ on Tecnol¶ ogica en Colombia. Caracter¶ ³sticas por sector
industrial y Regi¶ on Geogr¶ a¯ca. Colciencias, DNP, Observatorio Colombiano de Ciencia y
Tecnolog¶ ³a.
10cali¯caci¶ on de la mano de obra, FM hace referencia a la situaci¶ on macroe-
con¶ omica, GC a la estructura de gobierno corporativo y GK a la gesti¶ on
de conocimiento en las empresas. Los (i entre 1 y 9) miden el efecto de las
mencionadas variables sobre la innovaci¶ on. A continuaci¶ on se describen con
mayor detalle estas variables y se presenta su respectiva justi¯caci¶ on en el
modelo.
1. Tama~ no de las empresas (TE): Schumpeter (1942) postula la existencia
de rendimientos crecientes a escala en el proceso innovador. As¶ ³, las em-
presas m¶ as grandes tienen mayores niveles de inversi¶ on en innovaci¶ on.
Dichos rendimientos a escala se deben tanto a los elevados costos ¯-
jos de cierto tipo de infraestructura, laboratorios departamentos de
mercadeo, plantas piloto, como a la presencia de externalidades pecu-
niarias10. Adicionalmente, Dossi (1988) se~ nala que dadas las asimetr¶ ³as
de informaci¶ on y la incertidumbre en el proceso innovador el sector ¯-
nanciero pre¯ere otorgar cr¶ edito a empresas con colateral.
Otros trabajos, tales como Rowley (1973), indican que a mayor tama~ no
mayor esfuerzo innovador. En efecto, seg¶ un este autor, el riesgo en
las actividades de innovaci¶ on, hace conveniente la diversi¯caci¶ on del
portafolio de inversiones en proyectos de tal manera que el fracaso
de unos proyectos se compense con el ¶ exito de otros. Esta diversi¯-
caci¶ on se facilita en grandes empresas. Adicionalmente, Scherer y Ross
(1990) se~ nalan que las empresas grandes hacen uso f¶ acilmente de su
infraestructura. Departamentos de mercadeo, por ejemplo, permiten
obtener los bene¯cios de la innovaci¶ on en forma m¶ as r¶ apida.
Sin embargo, es posible encontrar argumentos contrarios a lo se~ nala-
do en el p¶ arrafo anterior. Por ejemplo el Small Business Administra-
tion (1986) de los Estados Unidos concluye que las empresas peque~ nas
tienen ventajas sobre las grandes. En este sentido, en una empresa
grande la aprobaci¶ on de desarrollo de nuevas ideas puede estar sometida
a numerosos ¯ltros que la hacen inviable o inoportuna. Adicionalmente,
es posible que la estructura de incentivos que reciben los investigadores
10Acceso que tienen las empresas m¶ as grandes a ciertos recursos e insumos a costos m¶ as
bajos.
11no sea la mejor11 (en la medida que no reciben participaci¶ on econ¶ omi-
ca por las invenciones que realizan). En este trabajo se concluye que
dichas ¯rmas producen el doble de las innovaciones por trabajador que
las grandes y que su propensi¶ on a generar innovaciones signi¯cativas es
mayor.
Basado en evidencia para Estados Unidos, Markham (1965) postula
que el esfuerzo innovador se incrementa, m¶ as que proporcionalmente12,
hasta cierto tama~ no de empresa y a partir de dicho punto ¶ este dismin-
uye.
2. Grado de rivalidad de las empresas del sector (GR): Desde Schumpeter
(1942) la literatura ha sugerido la idea de que el monopolio puede pro-
mover el progreso t¶ ecnico. Esto se debe a que la innovaci¶ on contribuye a
mantener la condici¶ on de ¶ unico productor que detenta el monopolista.
Sin embargo, como lo rese~ nan Cohen y Levinthal (1989) y Geroski
(1990) un mayor grado de competencia genera incentivos para un may-
or esfuerzo innovador teniendo en cuenta que los productores buscan
diferenciarse de sus competidores. Adicionalmente, el monopolio puede
tener menos incentivos a innovar en la medida que se apegue a una
tecnolog¶ ³a por considerar que ¶ esta no se ha amortizado lo su¯ciente
para compensar las inversiones efectuadas.
Scherer y Ross (1990), siguiendo a Fellner (1951), sugiere que los
sectores menos concentrados tienden a ser innovadores por procesos,
en tanto que los mas concentrados tienen propensi¶ on a innovar por
producto.
Respecto al nivel de concentraci¶ on sectorial como determinante de la
innovaci¶ on, la literatura tambi¶ en reconoce una causalidad inversa a la
que se supone en este trabajo. Espec¶ ³¯camente, se a¯rma que son la
11Cohen y Levinthal (1989) se~ nalan, como contra argumentos a esta tesis, que el control
administrativo se pierde con el tama~ no de las empresas as¶ ³ como los incentivos para que
los investigadores se apropien de los bene¯cios de los resultados de sus invenciones.
12Es decir,las empresas que enfrentan gran competencia (en igualdad de condiciones de
costo)tienden a producir m¶ as que aquellas que ostentan poder de mercado. En estas condi-
ciones una reducci¶ on de costos se traduce en un mayor n¶ umero de unidades producidas lo
que genera un incentivo mayor a disminuir costos.
12innovaci¶ on y los cambios tecnol¶ ogicos los que determinan la estructura
de mercado. Por ejemplo, los cambios tecnol¶ ogicos, al propiciar la gen-
eraci¶ on de bienes sustitutos o reducir los costos de entrada, pueden
favorecer la entrada de nuevos competidores.
A pesar de lo anterior, puede pensarse que la acumulaci¶ on de innova-
ciones y su desarrollo comercial, durante un per¶ ³odo largo de tiempo,
es lo que tiene efecto sobre la estructura de mercado. En el corto pla-
zo, los argumentos que postulan una causalidad de la concentraci¶ on al
esfuerzo innovador son m¶ as plausibles.
3. Sector econ¶ omico (SE)
Katz (2000) propone que el esfuerzo innovador depende de factores
meso-econ¶ omicos tales como la institucionalidad del sector, las car-
acter¶ ³sticas de la elasticidad precio de la demanda por los productos,
las reglamentaciones espec¶ ³¯cas, las oportunidades tecnol¶ ogicas y difer-
entes grados de apropiabilidad de las innovaciones. Dorfman y Steiner
(1954) postulan que el nivel ¶ optimo de inversi¶ on para una innovaci¶ on
de producto depende inversamente de la elasticidad de la demanda y
directamente del valor del producto marginal de la innovaci¶ on13.
Adicionalmente, con base en Stewart (1972) se puede de¯nir el desar-
rollo hist¶ orico de una industria como otro factor importante, el cual
est¶ a relacionado con las diferentes oportunidades tecnol¶ ogicas y es di-
rectamente proporcional a ¶ estas. En este sentido es probable que ex-
istan pocas tecnolog¶ ³as disponibles si se trata de un producto nuevo.
Sin embargo, respecto a una industria tradicional, como la de textiles,
puede existir una mayor variedad de tecnolog¶ ³as disponibles que impli-
can diferentes esfuerzos innovadores (telar vertical, horizontal, manual,
mec¶ anico etc.).
4. Participaci¶ on extranjera en las empresas (PE):
Esta variable constituye un factor determinante del esfuerzo innovador
en la medida que las empresas extranjeras pueden tener canales di-
rectos de transferencia de tecnolog¶ ³a con sus casas matrices, acceso a
13Una innovaci¶ on que tienda a mejorar la calidad del producto aumentar¶ a directamente
la demanda por ¶ el, sin embargo tambi¶ en aumentar¶ a su costo lo que se traduce en un
aumento de precios que contrarresta el efecto inicial de incremento de la demanda.
13mercados internos de capital y a un esquema de divisi¶ on del trabajo
innovador entre la casa matriz y su subsidiaria. Bajo el supuesto de que
la transmisi¶ on de tecnolog¶ ³a aumenta, no solo con la existencia de cap-
ital del exterior sino con el monto de su participaci¶ on14, en la secci¶ on
siguiente se considera el porcentaje de capital extranjero como factor
fundamental.
5. Factores macroecon¶ omicos (FM):
Seg¶ un Katz (2000) variables macroecon¶ omicas tales como las tasas
de cambio y de inter¶ es y el nivel de in°aci¶ on pueden tener un impor-
tante efecto tanto en la propensi¶ on a innovar como en la inversi¶ on en
innovaci¶ on a trav¶ es de la rentabilidad esperada de la inversi¶ on.
Adicionalmente, la magnitud en que dichas variables afectan el nivel de
inversi¶ on de una ¯rma depende, en primera instancia, de las condiciones
particulares de la demanda tales como: i) la durabilidad, ii) el grado
de competencia de productos importados y iii) la elasticidad precio de
la demanda por el bien. En segundo lugar, dicha magnitud depende de
su estructura de costos determinada por factores tales como: i) el com-
ponente importado de los insumos y ii) el acceso a recursos naturales.
6. Cali¯caci¶ on de la mano de obra (CMO):
En la tradici¶ on neo schumpeteriana, los niveles de conocimiento de las
empresas se constituyen en activos que hacen que la estructura de las
empresas sea dif¶ ³cil de imitar por parte de sus competidores. Por lo
tanto, la absorci¶ on de tecnolog¶ ³a se facilita cuando la mano de obra es
cali¯cada y esta cali¯caci¶ on permite aprovechar en mayor medida los
procesos de learning by doing o de learning by using.
7. Orientaci¶ on externa o interna de mercado (OM):
Lall (1992) se~ nala que los niveles de innovaci¶ on son mayores a medida
que las empresas est¶ an en contacto con mercados m¶ as so¯sticados y
din¶ amicos15 . Sanguinetti (2005) incluye el nivel de arancel como vari-
14En forma semejante, puede pensarse que esta transferencia se facilita entre empresas
de un mismo grupo econ¶ omico.
15Como lo se~ nalan Mairesse, Mohen, y Marcel (2006), es posible que esta variable no sea
ex¶ ogena. Se podr¶ ³a pensar que la orientaci¶ on exportadora sea el resultado de los esfuerzos
de innovaci¶ on en el pasado.
14able explicativa para tener en cuenta el grado de competencia generado
por la venta de productos extranjeros.
8. Calidad del Gobierno corporativo de las empresas (GC):
Huang y Xu (1999) sostienen que el monitoreo que pueden ejercer
acreedores diferentes a los accionistas, en especial el sector ¯nanciero, es
importante para desestimular esfuerzos de investigaci¶ on improductivos
por parte de administradores. Daily y Dollinger (1992) argumentan que
las buenas pr¶ acticas de gobierno corporativo deben permitir la mayor
atracci¶ on de capital de riesgo.
9. E¯ciencia en la gesti¶ on de conocimiento de las empresas (GK):
Por ¶ ultimo, Teece (1998) indica que la habilidad de las empresas para
retener a sus buenos empleados, su capacidad para estimular la trans-
ferencia de conocimiento y el capital social (con¯anza) entre los traba-
jadores constituyen activos intangibles que pueden promover los °ujos
de informaci¶ on y la innovaci¶ on.
A pesar de la importancia de estas dos variables, no se consideran en
este trabajo puesto que, o bien son de dif¶ ³cil medici¶ on o no est¶ a disponible.
6. Descripci¶ on de datos y resultados
El objetivo de esta secci¶ on es presentar una breve descripci¶ on de los datos
utilizados y las condiciones que determinan la forma de medici¶ on de las vari-
ables incluidas en el modelo econom¶ etrico. Adicionalmente, se describe la
t¶ ecnica de estimaci¶ on utilizada, los resultados y diagn¶ ostico, tanto para el
modelo de inversi¶ on total, como para los cinco modelos que consideran las
formas diferentes de innovaci¶ on.
6.1. Descripci¶ on de datos
La informaci¶ on se obtiene de la mencionada encuesta de innovaci¶ on en Colom-
bia para el a~ no 2004 y por lo tanto constituye un corte transversal de 6172
¯rmas.
156.1.1. Variable dependiente
Se considera la inversi¶ on en innovaci¶ on por trabajador. A pesar de que dicha
variable puede medirse a trav¶ es de indicadores de producto, tales como
patentes, o registros de propiedad o ventas asociadas a los gastos en in-
novaci¶ on, y a partir de indicadores de insumo, por ejemplo el gasto en las
diferentes formas de inversi¶ on en innovaci¶ on, se utiliza ¶ esta ¶ ultima por los
siguientes problemas asociados a los indicadores de producto para medir la
innovaci¶ on:
1. Problema de apropiabilidad: las patentes son utilizadas s¶ olo en algunos
sectores donde los productos son dif¶ ³ciles de imitar. Algunos de los es-
tudios mencionados en las secciones 4 y 5 tales como Cohen, Nelson y
Levinthal (2002) concluyen que ¶ estas son utilizadas, principalmente,
como mecanismos de protecci¶ on de propiedad intelectual en los sectores
de qu¶ ³mica y farmac¶ eutica principalmente. Las innovaciones, especial-
mente en sectores como el de electr¶ onica, tienen menor propensi¶ on a
ser patentadas debido al inter¶ es por evitar que la informaci¶ on cr¶ ³tica
contenida en ellas se difunda a los competidores al momento de ser
solicitada. En estos casos, las empresas encuentran otros mecanismos
sustitutos de protecci¶ on. Por ejemplo, la inversi¶ on en activos comple-
mentarios como el servicio al cliente se constituye en barreras a la
imitaci¶ on. Adicionalmente, el mercadeo se utiliza con este prop¶ osito.
2. Capacidad para re°ejar el valor econ¶ omico: los registros de patentes no
re°ejan su verdadero valor econ¶ omico, de esta manera son equivalentes
las patentes que no terminan en aplicaciones comerciales a las que si lo
hacen. En algunos casos la decisi¶ on de patentar tiene como prop¶ osito
incrementar la reputaci¶ on de la empresa y no obtener ingresos por ellas.
3. Di¯cultad de registro: el proceso de registrar una innovaci¶ on es comple-
jo. Los empresarios deben probar la novedad de sus innovaciones. De
esta manera, puede existir una diferencia signi¯cativa entre el momen-
to de la invenci¶ on y su registro. Por esta misma raz¶ on, las empresas
peque~ nas tienden a no registrar sus innovaciones.
4. Exclusividad: Una patente otorga a un innovador, por un tiempo limi-
tado, el derecho exclusivo de impedir que sin su consentimiento terceras
16personas utilicen o exploten, sin previo consentimiento, su invenci¶ on en
un ¶ ambito geogr¶ a¯co determinado. De esta forma, las empresas extran-
jeras en el pa¶ ³s pueden patentar innovaciones sin que hayan realizado
ning¶ un esfuerzo innovador en el territorio.
5. Conocimientos existentes: la mayor parte de la inversi¶ on de las empresas
corresponde a innovaciones incrementales basadas en conocimientos ya
existentes. El uso de este conocimiento y el mejoramiento de productos
y procesos que se deriva de ¶ este no tiene porqu¶ e verse re°ejado en nuevo
conocimiento para el mundo.
6.1.2. Variables explicativas
1. Tama~ no de las empresas (TE): se aproxima por el n¶ umero de ocupados.
La variable se toma directamente de la encuesta.
2. Grado de rivalidad (GR): no constituye una variable de f¶ acil medici¶ on.
Por lo tanto, en muchos casos se utiliza como proxie el grado de concen-
traci¶ on calculado a partir de la participaci¶ on en las ventas o mediante
el porcentaje de las ventas realizado por as cuatro o cinco empresas
m¶ as grandes del sector. Siguiendo a Geroski (1990), en este trabajo se
aproxima por el porcentaje de empresas peque~ nas (menos de 50 traba-
jadores) respecto al total del sector. La informaci¶ on corresponde a la
Clasi¯caci¶ on CIIU a tres d¶ ³gitos (Revisi¶ on 3). Por lo tanto se cuenta
con informaci¶ on de rivalidad para 66 sectores manufactureros.
3. Participaci¶ on del capital extranjero (PE): esta variable es reportada
directamente por la encuesta y adopta valores entre cero (empresa de
capital nacional) y 100% (empresa en manos de capital extranjero).
4. Sector econ¶ omico: capturado a trav¶ es de la creaci¶ on de dos variables
dic¶ otomas que representan el comportamiento sectorial: i) la de bienes
de consumo (DCONSUMO) y ii) (DMATPRIM) la de materias primas.
El escenario base corresponde a la producci¶ on de bienes de capital.
5. Factores macroecon¶ omicos (EM): tal como se mencion¶ o anteriormente,
las variables macroecon¶ omicas afectan la inversi¶ on en innovaci¶ on en la
medida que inciden sobre su rentabilidad espera. Debido a que no se
cuenta con una serie que permita estimar los efectos de estas variables
en el tiempo se toma el crecimiento de las ventas en los ¶ ultimos a~ nos
17bajo el supuesto de presencia de expectativas adaptativas. Por razones
te¶ oricas y de disponibilidad de informaci¶ on, se toma como variable in-
dependiente el crecimiento promedio en el nivel de ventas en el per¶ ³odo
2001/2003. Al igual que la variable rivalidad, se cuenta con esta infor-
maci¶ on para 66 sub sectores industriales16.
6. Otras variables no consideradas: antes se hab¶ ³a mencionado como posi-
bles determinantes de la inversi¶ on en innovaci¶ on la orientaci¶ on de mer-
cado y el gobierno corporativo de las empresas. Sin embargo, debido a
que al momento de elaboraci¶ on de este documento no se contaba con
la informaci¶ on del cruce con la Encuesta Anual Manufacturera, estas
variables no pudieron ser incluidas en los modelos.
Debido a la naturaleza truncada y censurada17 de la muestra, el modelo
econom¶ etrico adopta una especi¯caci¶ on Tobit est¶ andar18.
6.2. Modelo econom¶ etrico y metodolog¶ ³a de estimaci¶ on
El objetivo de esta secci¶ on es presentar la especi¯caci¶ on econom¶ etrica del
modelo heur¶ ³stico de determinantes de la inversi¶ on en innovaci¶ on, propuesto
mediante la ecuaci¶ on (1). La notaci¶ on utilizada es la misma utilizada en
Amemiya (1996).
16No es claro que las empresas basen su decisi¶ on de invertir exclusivamente con base en
el desempe~ no de sus ventas. Por el contrario, si su nivel de ventas no es bueno pero el nivel
de ventas del sector en su conjunto si lo es, existir¶ a un incentivo importante para realizar
una inversi¶ on.
17Disponer de una muestra censurada no signi¯ca necesariamente que ¶ esta sea truncada.
Los efectos de considerar una u otra forma se observan en el proceso de estimaci¶ on debido
a que la especi¯caci¶ on de la funci¶ on de verosimilitud del modelo cambia seg¶ un sea el
caso. Siguiendo a Maddala (1991), la diferencia entre las dos, radica en que una muestra
truncada es aquella en la que no existen observaciones con valores superiores o inferiores
(seg¶ un sea el caso) a un determinado umbral de truncamiento. A diferencia de esto, una
muestra censurada es aquella en la que si existen observaciones de la variable con valores
superiores o inferiores a un determinado umbral de censura pero ¶ estas no son tenidas en
cuenta. En la pr¶ actica es posible tener muestras doblemente truncadas (es decir en un
intervalo), doblemente censuradas, truncadas y al tiempo censuradas como en el caso bajo
an¶ alisis ya que no hay observaciones de inversi¶ on menores a cero, etc.
18Aunque se tiene una muestra truncada censurada se le da al modelo una especi¯caci¶ on
Tobit est¶ andar tal como en todos los trabajos citados, a manera de ejemplo, por Amemiya
(1996) los cuales presentan la misma caracter¶ ³stica. Dicha especi¯caci¶ on fue originalmente
propuesta por Tobin en 1958 y corresponde a un modelo Censurado con la diferencia de
que sigue una distribuci¶ on normal y el umbral de censura es el mismo para todo i.
186.2.1. Especi¯caci¶ on
Teniendo en cuenta las consideraciones presentadas en la secci¶ on anterior
respecto a la disponibilidad de mediciones para las variables consideradas
como determinantes, desde el punto de vista te¶ orico, y la naturaleza truncada
y censurada de la variable dependiente se de¯ne el siguiente modelo Tobit











yi = 0 si y
¤
i · 0 (3)
Donde fuig es un t¶ ermino de error sobre el cual se supone que es » iid
N(0;¾2) y fyig y fx
0
ig son observables en ³ = 1;2;¢¢¢ ;n pero fy¤
ig adopta
valores de es cero si y¤
i · 0. El vector fx
0
ig corresponde a la i-¶ esima ¯la de la
matriz X de dimensiones (n £ K), que contiene todas las observaciones de
las variables explicativas (K = 8), incluida la constante. Se supone que fxig
es uniformemente acotado y limn!1n¡1X
0
X constituye una matriz positi-
va de¯nida. Es necesario distinguir los vectores y matrices de observaciones
positivas de aquellos que contienen todas las n observaciones tal como X.
6.2.2. Estimaci¶ on Tobit MLE
La literatura sobre el proceso de estimaci¶ on de los par¶ ametros desconocidos
en (2) es extensa.20. En este trabajo se utiliza, inicialmente, el m¶ etodo de es-
timaci¶ on Tobit de m¶ axima verosimilitud (Tobit MLE), el cual es el adecuado
para la especi¯caci¶ on est¶ andar del modelo descrito en (2) y (3). Una breve
descripci¶ on de este proceso de estimaci¶ on se encuentra en el ap¶ endice de este
trabajo.
19Este modelo corresponde al modelo Tobit tipo 1 de los 5 que se consideran en la
literatura. Una presentaci¶ on detallada de las de¯niciones de cada modelo y su estimaci¶ on
de m¶ axima verosimilitud se encuentra en Amemiya (1996).
20Amemiya (1996) describe las propiedades de algunos estimadores y sus supuestos,
entre los que se cuentan el de m¶ axima verosimilitud tipo Probit (ML), el de m¶ ³nimos
cuadrados ordinarios (LS), el de m¶ ³nimos cuadrados no lineales en 2 etapas de Heckman
(NLLS), el de m¶ ³nimos cuadrados no lineales ponderado (NLWLS) y los estimadores Tobit
de m¶ axima verosimilitud Amemiya (1973) y el algoritmo EM para obtener el estimador
ML. Dentro de esta ¶ ultima categor¶ ³a, Maddala (1991) considera el m¶ etodo de 5 pasos
iterativo de Fair (1977).
19Antes de calcular dicho estimador, es importante tener en cuenta que sus
propiedades de insesgamiento y consistencia se pierden si se incumplen los
supuestos de homoscedasticidad y distribuci¶ on normal del t¶ ermino de error.
En caso de dicho incumplimiento, es necesario recurrir a un proceso de esti-
maci¶ on que sea robusto a estos problemas. En consecuencia, en la siguiente
secci¶ on se describe el proceso de diagn¶ ostico acerca del cumplimiento de di-
chos supuestos del modelo estimado por m¶ axima verosimilitud.
6.2.3. Diagn¶ ostico
Respecto al problema heteroscedasticidad, es necesario tener en cuenta que
si se cumple el supuesto de normalidad, la ecuaci¶ on (A-8) indicar¶ ³a que el
modelo Tobit utilizado es en s¶ ³ mismo heteroced¶ astico. Adicionalmente, di-
cho problema es m¶ as frecuente en muestras conformadas por datos de corte
transversal, tal como la utilizada en este trabajo en la cual se observa una
gran heterogeneidad de las ¯rmas21.
Respecto al incumplimiento del supuesto de distribuci¶ on normal, una vez
obtenido el estimador Tobit MLE de los par¶ ametros, se llev¶ o a cabo el con-
traste de normalidad desarrollado por Skeels y Vella (1999)22. Los resultados
son los siguientes:
21Pagan y Vella (1989) citan los trabajos de Chesher y Irish (1987) y de Gourieroux
et al. (1987), en los cuales se desarrolla una prueba de heterocedasticidad para modelos
Tobit, basada en la siguiente condici¶ on de momentos, la cual no se aplica en este traba-
jo N¡1 Pn
i=0 = Efzi[E(u2
ijyi)¾2]g = 0. Donde zi es un vector (q £ 1) de variables no
incorrectamente excluidas del modelo
22Este contraste se fundamenta, entre otros, en el trabajo de Newey (1985) y Tauchen
(1985), el cual es implementado por Drukker (2002), en el cual se utiliza un m¶ etodo
param¶ etrico bootstrap para corregir el tama~ no de la distorsi¶ on, se~ nalada por Skeels y Vella
(1999), que surge al utilizar la distribuci¶ on asint¶ otica de esta estad¶ ³stica. La estimaci¶ on se
lleva acabo en Stata versi¶ on 9.2 y mediante el c¶ odigo desarrollado Drukker (2002).
20Cuadro 3
Prueba de normalidad sobre residuales*
Variable Estad¶ ³stica Valores cr¶ ³ticos
dependiente CM 10% 5% 1%
Maq. Y Equipo 946.7 5.60 7.37 12.15
T. Transversales 511.9 5.57 7.34 14.60
T. Gesti¶ on 552.7 6.23 8.46 13.46
I & D 82.3 6.65 10.08 25.17
Capacitaci¶ on 808.4 6.14 8.18 11.18
Todas 792.2 4.81 6.59 10.30
* El n¶ umero de replicaciones bootstrap utilizado es de 500
Como puede apreciarse en el cuadro 3, en todos los casos se tiene evidencia
para rechazar la hip¶ otesis nula de normalidad en los errores. Por lo tanto,
comose mencion¶ o, es necesario recurrir a un estimador robusto a la presencia
de heteroscedasticidad y no normalidad, el cual se describe en la siguiente
secci¶ on.
6.2.4. Estimador de M¶ ³nimas Desviaciones Absolutas para Mues-
tras Censuradas (CLAD) de Powell
Teniendo en cuenta los resultados encontrados en la secci¶ on de diagn¶ osti-
co, el estimador Tobit MLE resulta sesgado e inconsistente. Por lo tanto,
con el ¯n de obtener un estimador que sea robusto al incumplimiento de di-
chos supuestos, se recurre al m¶ etodo de m¶ ³nimas desviaciones absolutas para
modelos de regresi¶ on censurados (CLAD) propuesto por Powell (1984) 23.
En un modelo de regresi¶ on censurada donde la variable dependiente se supone
que es iid, el estimador CLAD tiene la ventaja de que la mediana no se ve
afectada por el umbral de censura (o por una censura inferior a la mediana),
23Teniendo en cuenta que el estimador CLAD es un caso particular del m¶ etodo de regre-
si¶ on por cuantiles, Powell (1986) extiende el m¶ etodo CLAD al caso general de estimaci¶ on
por cuantiles condicionales para modelos de regresi¶ on censurados. Adicionalmente Powell
(1984) demuestra que este estimador es fuertemente consistente y es asint¶ oticamente dis-
tribuido normal bajo errores que siguen distribuciones generales diferentes a la normal y
a¶ un frente a la presencia de residuales heteroced¶ asticos.
21en tanto que la media si se ve alterada. Reescribiendo el modelo Tobit descrito
por (2) de la siguiente forma:
yi = max(0;X
0
i¯ + ui) ³ = 1;2;¢¢¢ ;n
El estimador CLAD de ¯ propuesto por Powell (1984) se de¯ne a partir de:
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Donde f(0) es el valor de la funci¶ on de densidad de probabilidad del error








Los resultados de la estimaci¶ on CLAD se presentan en el cuadro 425.
24Una exposici¶ on acerca de los aspectos computacionales de este estimador se encuentra
en Koenker (2005), Cap¶ ³tulo 6.
25La estimaci¶ on de los par¶ ametros se lleva acabo en Stata 9.2, mediante el c¶ odigo
(CLAD) desarrollado por D Jolli®e, A. Semykina y B. Krushelnytskyy. En la estimaci¶ on
de las varianzas, mediante dicho c¶ odigo, siguiendo a Horowitz (2001) se utilizan 100
replicaciones bootstrap.
22Cuadro 4
Estimadores CLAD de los determinantes de
la inversi¶ on en innovaci¶ on*
Mod. 1 Mod. 2 Mod. 3 Mod. 4 Mod. 5 Mod. 6
M. y Eq. T. Trasnvers T. Gest. I & D Capacit. Todas
ocupados 0.90 ** 0.212 ** 0.078 ** 0.029 ** 0.029 ** 1.58 **
(0.241) (0.056) (0.024) (0.010) (0.008) (0.347)
capitalext 4.73 ** -0.051 0.60 ** 0.200 0.200 11.04 **
(2.300) (0.464) (0.304) (0.129) (0.132) (2.530)
dmatprim 15.657 -31.452 -14.402 -21.35 ** -21.353 3.252
(54.291) (41.219) (12.269) (10.516) (13.093) (60.830)
dconsumo -8.103 -0.722 -11.75657 3.897 3.897 14.523
(74.578) (29.605) (9.762) (10.107) (12.767) (59.788)
rivalidad -3.881 -1.982 -0.2984391 -0.309 -0.309 -3.598
(5.349) (1.700) (0.400) (0.273) (0.345) (2.329)
skills2 0.031 ** 0.008 ** 0.005 ** 0.006 ** 0.006 ** 0.075 **
(0.007) (0.002) (0.002) (0.001) (0.001) (0.009)
ventas 4.736 2.134 0.0681017 0.081 0.081 2.023
(6.268) (1.478) (0.267) (0.256) (0.326) (2.068)
constante -94.144 11.166 -7.10638 -42.026 -42.026 -125.516
(243.957) (91.507) (23.794) (29.461) (36.628) (188.675)
Muest. Inic. 6172 6172 6172 6172 6172 6172
Muest. Fin. 3633 1917 4321 1802 1802 5921
Pseudo R2 0.01872 0.00635 0.00830 0.04315 0.04315 0.03741
* Errores est¶ andar entre par¶ entesis
** Estad¶ ³sticamente signi¯cativa al 95%
A partir de los resultados contenidos en el cuadro 4 se pueden establecer las
siguientes conclusiones:
1. Las dos variables que resultan estad¶ ³sticamente signi¯cativas como de-
terminantes de todas las categor¶ ³as de inversi¶ on en innovaci¶ on son: i)
el tama~ no de la empresa (como s¶ ³ntoma de la presencia de econom¶ ³as
de escala) y ii) la cali¯caci¶ on promedio de la mano de obra.
Es muy sugestiva la hip¶ otesis de Dossi (1988) en el sentido que la ven-
taja de las grandes empresas sobre las peque~ nas se origine en mayor
23capacidad para atraer recursos de capital. Aunque no se ha analizado
en este documento, las cifras revelan que los recursos empresariales (in-
cluye recursos propios, recursos de otras empresas del grupo econ¶ omico
y de clientes o proveedores) constituye la fuente predominante de ¯nan-
ciaci¶ on del esfuerzo innovador. La proporci¶ on de empresas de menos de
diez trabajadores que recurre a esta fuente de ¯nanciamiento alcanza
un 92.1%, en tanto que la misma proporci¶ on para las empresas m¶ as
grandes se reduce a un 81.2%. El acceso al cr¶ edito de la banca privada
y el proveniente del sector p¶ ublico es tambi¶ en m¶ as frecuente para las
empresas m¶ as grandes. El cr¶ edito privado es la fuente de 0¯nanciaci¶ on
para el 46.7% de estas en tanto que s¶ olo un 13.5% de las empresas de
menos de 10 trabajadores utiliz¶ o esta fuente.
Aunque el acceso a fuentes de recursos distintas a las propias por parte
de empresas m¶ as grandes es una explicaci¶ on importante, el efecto de
escalas m¶ ³nimas e¯cientes para adelantar esfuerzos de innovaci¶ on tam-
bi¶ en es un factor de importancia.
2. La participaci¶ on del capital extranjero resulta estad¶ ³sticamente rele-
vante como variable explicativa en las siguientes formas de inversi¶ on: i)
en Maquinaria y Equipo, ii) en Tecnolog¶ ³as de gesti¶ on y iii) en la suma
de todas. Por lo tanto, podr¶ ³a decirse que las empresas con capital ex-
tranjero invierten m¶ as que las empresas nacionales en maquinaria, en
tecnolog¶ ³as de gesti¶ on y a nivel agregado.
Llama la atenci¶ on que el capital extranjero en las empresas no explique
un mayor esfuerzo innovador en investigaci¶ on y desarrollo. Sin embargo,
no puede descartarse la hip¶ otesis de la existencia de spillovers a trav¶ es
de los cuales las empresas aumentan su capacidad de innovar sin que
realicen un mayor gasto en innovaci¶ on. En efecto, es posible que la
transferencia de conocimiento entre casas matrices y subsidiarias ocurra
sin que medie erogaci¶ on monetaria alguna. Este resultado obtenido para
Colombia coincide con el trabajo de Romo y Hill de Titto (2006) para
M¶ exico.
3. La variable dic¶ otoma de materias primas es signi¯cativa como deter-
24minante de la inversi¶ on solamente en la categor¶ ³a de Investigaci¶ on y
Desarrollo y tiene un signo negativo demostrando que los sectores pro-
ductores de materias primas realizan un menor esfuerzo innovador que
los sectores productores de bienes de capital y de consumo. Si bien la
respuesta a este hecho exige un an¶ alisis m¶ as detallado, pueden ade-
lantarse algunas hip¶ otesis sobre este comportamiento: i) por la natu-
raleza del bien producido, este tipo de sectores tiende a necesitar menor
diferenciaci¶ on de producto frente a otros tipos de productores lo cual
reduce la presi¶ on a innovar, ii) las caracter¶ ³sticas de apropiabilidad de
las innovaciones en estos sectores son m¶ as d¶ ebiles que en sectores pro-
ductores de bienes de capital o de consumo. Esto puede deberse a que
las caracter¶ ³sticas propias de estos bienes los hacen menos patentables.
Otro de los factores que puede explicar esta situaci¶ on tiene que ver con
lo que se~ nala Von Hippel (1988) en el sentido que son los usuarios de
materias primas, en particular los productores de bienes de capital y
los usuarios ¯nales de las materias primas quienes son la fuente m¶ as
importante de ideas para la innovaci¶ on en los sectores productores de
materias primas. Suele ser bastante com¶ un que sean los usuarios de
insumos quienes asistan y asesoren a los productores de estos bienes en
el mejoramiento de su producto o en el cambio en especi¯caciones para
cumplir con mejores est¶ andares de calidad.
4. El ¶ unico signo obtenido no esperado (negativo) es el del par¶ ametro
asociado con la variable de participaci¶ on del capital extranjero para
el modelo de inversi¶ on en tecnolog¶ ³as transversales, el cual resulta no
signi¯cativo. Los dem¶ as signos coinciden con los esperados.
5. Al censurar la muestra tomando exclusivamente los valores positivos
de la inversi¶ on se puede ver que la categor¶ ³a con menor n¶ umero de
observaciones efectivas es investigaci¶ on y desarrollo en tanto que la de
mayor n¶ umero de observaciones es tecnolog¶ ³as de gesti¶ on. Este hecho
simplemente re°eja el que el n¶ umero de empresas que utiliza esta forma
de innovar es m¶ as frecuente que la investigaci¶ on y desarrollo.
6. Llama la atenci¶ on que la variable rivalidad no resulta signi¯cativa.
25Debemos recordar que existen fuertes argumentos te¶ oricos a favor de
cada una de las posiciones extremas (Monopolio versus ambiente com-
petitivo) lo que sin duda se re°eja en la presencia simult¶ anea de mo-
nopolistas innovadores y empresarios que deben innovar como forma
de sobrevivir en un mercado competido. A pesar de que la rivalidad no
resulta estad¶ ³sticamente signi¯cativa, se observa que tiene un impacto
negativo sobre la inversi¶ on en innovaci¶ on. Esto podr¶ ³a signi¯car que si
bien existen fuerzas contrapuestas podr¶ ³a dominar la hip¶ otesis schum-
peteriana. El resultado obtenido para esta variable es muy com¶ un en la
literatura. (Coincide por ejemplo con el encontrado para la Argentina
por Sanguinetti (2005)).
7. En cuanto a la no signi¯cancia de la variable ventas, podr¶ ³a ser inter-
pretada en el sentido que las inversiones en innovaci¶ on responden m¶ as
a objetivos y planes de largo plazo y a las caracter¶ ³sticas estructurales
de las empresas que a la coyuntura. Si embargo, no podemos descartar
que si esta variable pudiera ser medida a nivel de la empresa, y no del
sector como lo hemos hecho aqu¶ ³, los resultados pudiesen ser diferentes.
7. Conclusiones
Los resultados presentados en este trabajo permiten corroborar algunos de
los patrones encontrados para otros pa¶ ³ses en desarrollo. Se destacan los
bajos niveles de investigaci¶ on y desarrollo que adelantan las empresas en
el pa¶ ³s y la importancia de la maquinaria y equipo como principal fuente
de innovaci¶ on. El an¶ alisis permite establecer que las empresas peque~ nas son
considerablemente menos so¯sticadas que las empresas grandes en relaci¶ on
con sus estrategias de innovaci¶ on (diversi¯caci¶ on en las formas de innovaci¶ on).
De igual forma se observa que tanto la propensi¶ on a innovar como el esfuerzo
innovador aumentan con el tama~ no de la empresa sugiriendo ventajas de las
empresas grandes en acceso a recursos de ¯nanciaci¶ on y econom¶ ³as de escala
en la producci¶ on.
El trabajo tambi¶ en permite corroborar la tesis neo schumpeteriana en el
sentido que parecen existir diferencias en los niveles de conocimiento entre
las empresas que se constituyen en activos dif¶ ³ciles de imitar y que explican
los mayores niveles de inversi¶ on.
26Si bien se ha se~ nalado que el utilizar indicadores de insumo para medir la
innovaci¶ on tiene ventajas sobre los indicadores de producto, debe tenerse
en cuenta que la relaci¶ on entre inversi¶ on en innovaci¶ on e innovaci¶ on propia-
mente dicha est¶ a afectada, al menos por las siguientes cinco circunstancias:
i) la innovaci¶ on est¶ a relacionada con actividades de learning by doing que
no necesariamente implican gasto de inversi¶ on en las empresas. ii) las em-
presas aprenden de otras empresas y existen spillovers de conocimiento que
tampoco tienen una contrapartida en la inversi¶ on, iii) la innovaci¶ on es una
actividad sujeta a riesgo, por lo tanto, no todo gasto se traducir¶ a realmente
en creaci¶ on de nuevos productos o procesos o mejoramiento de los mismos.
iv) los resultados del proceso innovador parecen estar m¶ as relacionados con
el stock de capital f¶ ³sico y humano que con un nivel puntual de inversi¶ on.
Lo expresado en el p¶ arrafo anterior, sugiere la importancia de que el Dane
contin¶ ue realizando este tipo de encuestas con mayor regularidad de lo que se
ha hecho hasta ahora. Sin duda la comprensi¶ on de un fen¶ omeno tan complejo
como el que hemos se aborda en este trabajo se facilita. Algunos esfuerzos
son necesarios para armonizar el cuestionario colombiano con los de otros
pa¶ ³ses y poder as¶ ³ realizar comparaciones internacionales m¶ as profundas y
comprensivas.
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32Ap¶ endice
Con el ¯n de calcular el estimador de m¶ axima verosimilitud de lo par¶ ametros
desconocidos del modelo Tobit, es necesario disponer de la respectiva funci¶ on






















Donde © y Á corresponden a las funciones de distribuci¶ on normal est¶ andar y
su respectiva densidad,
Q
0 indican la productoria sobre las i observaciones
para las cuales y¤
i · 0 y
Q
1 el producto para aquellas i tales que y¤
i > 026.
Siguiendo a Maddala (1991), debido a la no linealidad de la funci¶ on de
verosimilitud de¯nida en (A-1) se requiere un algoritmo num¶ erico iterativo
para calcular el estimador Tobit MLE de ¯ y ¾. Con tal ¯n se utiliza la
reparametrizaci¶ on propuesta por Tobin (1958) del modelo descrito en (2) y
(3), la cual consiste en dividir a ambos lados de las dos ecuaciones por ¾ y
obtener as¶ ³ la nueva versi¶ on del modelo dada por:
hyi = X
0






hyi = 0 si hy
¤
i · 0 (A-3)
Donde h = 1=¾, ¯=¾ = ® y ºi = ui=¾ s iidN(0;¾2) y la correspondiente
























Amemiya (1996) se~ nala que la funci¶ on logL de¯nida en (A-4) cuenta con la
propiedad de concavidad global27 que se demuestra en el trabajo de Olsen
26As¶ ³, las observaciones de yi para las cuales y¤
i · 0 no afectan el valor de la funci¶ on de
verosimilitud.
27Por el contrario, en el caso la versi¶ on original del modelo Tobit (sin transformar),
Amemiya (1973) demuestra que la respectiva funci¶ on de verosimilitud no es globalmente
c¶ oncava respecto a ¯ y ¾2.
33(1978), la cual permite que los algoritmos num¶ ericos recurrentemente utiliza-
dos en el proceso de maximizaci¶ on de dicha funci¶ on de verosimilitud, tales
como Newton-Rapson y Scoring, siempre converjan al m¶ aximo global de logL.
Adicionalmente, cita el trabajo de Amemiya (1996), donde se prueba que el
estimador Tobit MLE ^ µ =
µ
^ ¯; ^ ¾2
¶
obtenido bajo los supuestos establecidos
en (A-3) es consistente y asint¶ oticamente distribuido normal con matriz de































































7.0.5. Propiedades del estimador bajo heteroscedasticidad y no
normalidad
Teniendo en cuenta que el estimador Tobit MLE no es consistente si se in-
cumplen los supuestos de homoscedasticidad y de normalidad, en esta secci¶ on
se presenta una breve descripci¶ on del diagn¶ ostico sobre la presencia de es-
tos dos problemas y se plantea una alternativa de estimaci¶ on robusta a la
presencia de ¶ estos.
Como se~ nala Amemiya (1996), al tener en cuenta que (2) y (3) s¶ olo considera
la inclusi¶ on de los valores positivos de se tiene la siguiente consecuencia:X
0
i¯+
ui > 0, es decir que ui > ¡X
0
i¯ y por lo tanto:
E[yijyi > 0] = X
0
i¯ + E[uijui > ¡X
0
i¯] (A-6)
Siendo el ¶ ultimo t¶ ermino del lado derecho de (A-6) diferente de cero a¶ un
sin suponer normalidad de ui en (2), por lo cual el estimador OLS de los
34par¶ ametros de (2) ser¶ ³a sesgado. Cuando se supone que se distribuye nor-
mal, tal como en el modelo Tobit descrito en (2), la ecuaci¶ on (A-3) puede
reescribirse como:











i¯=¾) , en la explicaci¶ on del estimador





i®) + "i (A-8)
Para i tal que yi > 0 y ® = ¯=¾. As¶ ³, "i = yi ¡ E[yijyi > 0] por lo tanto:
E["i = 0] (A-9)











La ecuaci¶ on (A-10) indica que (A-8) constituye un modelo no lineal con het-
eroscedasticidad28. Adicionalmente si se incumple el supuesto de distribuci¶ on
normal de "i en(2) la ecuaci¶ on (A-8) ya no es v¶ alida, lo cual conduce a que
los estimador NLLS y Tobit MLE sean inconsistentes.
Amemiya (1996) indica que dicha inconsistencia es evidente al tener en
cuenta los resultados encontrados por Hurd (1979), seg¶ un los cuales en caso
de heterocedasticidad con normalidad y muestra truncada, el estimador de
m¶ axima verosimilitud de los par¶ ametros del modelo Tobit resulta asint¶ otica-
mente sesgado. Igualmente, basado en Goldberg et al. (1983) se tiene dicho
sesgo asint¶ otico cuando los datos son generados de distribuciones no nor-
males, principalmente cuando son obtenidos de la distribuci¶ on t de Student,
Laplace y la Log¶ ³stica.
28Debido a que datos utilizados en este trabajo son de corte transversal, el modelo
descrito por (A-7) y (A-8) no presenta problemas de autocorrelaci¶ on. Sin embargo, a modo
informativo y con base en Amemiya (1996) la ecuaci¶ on (A-8) permite ver que cuando hay
alg¶ un problema de autocorrelaci¶ on en la variable dependiente, ¶ este no afecta la consistencia
del estimador NLLS y por ende se esperar¶ ³a que no afectara la del estimador Tobit MLE.
35