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Nuclear spins in nitrogen-vacancy (NV) centers in diamond are excellent quantum memory for
quantum computing and quantum sensing, but are difficult to be initialized due to their weak
interactions with the environment. Here we propose and demonstrate a magnetic-field-independent,
deterministic and highly efficient polarization scheme by introducing chopped laser pulses into the
double-resonance initialization method. With this method, we demonstrate initialization of single-
nuclear-spin approaching 98.1% and a 14N -13C double-nuclear-spin system approaching 96.8% at
room temperature. The initialization is limited by a finite illuminated nuclear-spin T1 time. Our
approach could be extended to NV systems with more nuclear spins and would be a useful tool in
future applications.
PACS numbers: 78.55.Qr, 42.50.Ct, 42.50.Md, 78.40. q
Nuclear spins in solid-state platforms such as dia-
mond are important quantum resources because of their
extremely-long coherence time. Besides being natu-
ral quantum memories[1–7], nuclear spins are developed
as multi-spin quantum register implementing quantum
algorithms[8–13], and ancilla qubit for enhanced quan-
tum sensing[14–19]. However, the tiny thermal nuclear
spin polarization represents a major obstacle to reach
their full potential. This limits nuclear spins often be-
ing partially used, for example, via state selection[8–
10, 17, 19]. But the success rate decreases exponentially
as the number of nuclear spins increases. Therefore, de-
terministic and efficient polarization of nuclear spins are
highly desirable to fully explore the capability of nuclear
spins.
Transferring polarization from electron spin to nuclear
spins, i.e., the dynamical nuclear polarization (DNP),
is a standard and deterministic strategy. For nitrogen-
vacancy(NV) center in diamond, its optically polarized
electron spin [20] provides a good means to polarize
the surrounding nuclear spins. Unlike bulk nuclear
spin polarization for sensitive nuclear magnetic resonance
imaging[21–23], we focus on initializing a multi-nuclear-
spin-qubit spin hybrid system by spin polarization tech-
nique as shown in Fig.1A. It has recently been shown that
more than 10 nuclear spins can be coherently detected
around an NV electron spin[24, 25]. The nuclear spins
has been hyperpolarized using optical pumping[26, 27].
It utilizes level anti-crossing of coupled electron-nuclear
spin system, which occurs only at specific magnetic fields
around 500 G or 1000 G[27–33].
Away from the anti-crossing the double-resonance
method is developed and transfers the polarization
through a combination of microwave(MW), radio-
frequency(RF) and optical fields[34](Fig.1C). This
method is independent of magnetic field and general in
various applications. The selective pi pulses imposed on
the electron and nuclear spin respectively, performs a
SWAP-like operation by exchanging the polarization be-
tween the electron spin and the nuclear spin. The follow-
ing square laser pulse then re-initializes the electron spin.
However, it has been demonstrated that the nuclear spin
depolarizes under optical illumination[35]. Consequently,
the double-resonance method still suffers from a low de-
gree of nuclear spin polarization of 77%[36], even under
recursive polarization[36, 37].
In this letter, we propose and demonstrate a new
double-resonance DNP method based on chopped laser
pulses. With this method, we demonstrate initialization
of single-nuclear-spin approaching 98.1% and a 14N -13C
double-nuclear-spin system approaching 96.8% at room
temperature. Finally, we provide a mechanism to ana-
lyze the double-resonance DNP process and show a good
agreement between theoretical simulations and experi-
mental results.
As shown in Fig.1D, our idea is using very-shot
(chopped) laser pulses to repeatedly pump the electron
spin. Under laser excitation, the electron spin under-
goes a spin-dependent cycling transition(the left panel
in Fig.1B). For ms = 0 state, it will be excited to the
corresponding ms = 0 state in
3E and then go back to
original state. However, for ms = ±1 state, it has high
probability to jump to the intermediate state 1A and go
to the ground state ms = 0. Between the laser pulses,
a finite idle wait time is imposed to taking into account
the finite lifetime of the excited states. In such a way
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FIG. 1. (color online). Idea and experimental effect of
chopped laser pulses in double-resonance DNP. A) schematics
of NV center in diamond, with 13C nuclear spins in nearby
lattices. B) simplified energy-level diagram and transitions of
NV electron states with an substitutional 14N nuclear spin.
The spin Hamiltonian is H/2pi = DS2z + µeBSz + QI
2
z +
ASzIz − µNBIz where D = 2.87GHz (Q = −4.945MHz) is
the quadrupole splitting of the NV electron (14N nuclear)
spin, µe(µN ) is the electron(nuclear) gyromagnetic ratio and
A = −2.16MHz is the hyperfine interaction strength. C-
D) pulse sequences for (C) original- and (D) chopped-pulse
double-resonance DNP. E) probability on state mN = 0 and
ms = 0 after population transfer to
14N spin using both
square and chopped laser pulses. The probability is calculated
from the fluorescence measured after DNP with a varying-
length laser illumination and two subsequent selective MW
pulses in the ms = ±1 subspaces. F-G) FFT spectrum of
the electron time-domain Ramsey signals after DNP using
(F) square and (H) chopped laser pulses. The length of total
pumping laser pulses is 300ns in (F) and 160ns in (G). The
red line is Lorentzian fit of the data. The polarization is cal-
culated from the fitted amplitudes while the error from the
integration of noise in the adjacent area of the peak. The ex-
periments are looped over 106 times for signal accumulation.
several rounds of excitation is enough to initialize the
electron spin into ms = 0 state. More importantly, the
electron has less time spent in the excited state by using
the chopped laser pulses than by using the square laser
pulse. This is understood by noting that once the elec-
tron falls into ms = 0 state, it will be pumped to the
excited state during the rest of the square laser pulse. In
the contrast, the chopped laser pulses reduce this time
by applying the idle wait time in between.
To realize our idea, we perform experiments with an
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FIG. 2. (color online). Details of polarizing a 14N nuclear
spin. A) result of the recursive DNP experiment. The con-
trast is calculated from the fluorescence at ms = 0 state and
ms = −1 state in the nuclear-spin mN = 0 subspace after
chopped-pulse DNP iterations. B-C) FFT spectrum of the
electron time-domain Ramsey signals measured with (B) no
DNP and (C) N = 5 chopped-pulse DNP iterations. The no-
tation mN in the diagram denotes the transition in the man-
ifold of 14N nuclear spin states. The red line is Lorentzian
fit of the data. The data in (C) is fitted with given posi-
tions from the unpolarized spectrum in (B). The polariza-
tion is calculated from the fitted amplitudes while the error
from the integration of noise in the adjacent area of the peak.
D) electron-spin Rabi oscillation after N = 5 chopper-pulse
DNP iterations in the mN = 0 subspace. The experiments
are looped 5 × 105 times in (D) and over 106 times in (A-C)
for signal accumulation.
NV center in a bulk diamond on a room-temperature op-
tically detected magnetic resonance (ODMR) system. A
green laser of 532 nm is applied to the sample and the
fluorescence ranging from 650 to 800 nm is collected via
the same confocal microscopy system. A static magnetic
field B, ranging from 5 to 10 G away from anti-crossing
fields, is applied along the NV axis to split the ms = ±1
sub-levels. The microwave fields is generated from an
IQ-modulation system where we use an arbitrary wave-
form generator (Tektronix AWG520) to synthesize differ-
ent frequencies and phases, and radiated to the sample
via a coplanar waveguide. To generate the chopped laser
pulse, we use a strongly-focused acousto-optic modula-
tor (AOM) with a bandwidth of 350MHz to modulate
the laser beam. The AOM is driven by a high-speed
AWG (Tektronix AWG610) which has an output band-
width over 800 MHz at a sampling rate of 2.6GSPS max-
imally. In order to suppress the laser leakage, another
AOM is used following the first one, which turns off the
laser in the rest time of experiment. We generated pieces
of laser pulse as short as 4ns (AWG output) in experi-
3ment and used an idle wait time ranging from 20 to 30ns.
We test our idea using an NV center (NV1) with its
substitutional 14N nuclear spin. The description of the
electron-nuclear system is in Fig.1B. The electron popu-
lation in mN = ±1 subspaces is transferred to mN = 0
subspace using the double-resonance method. Then we
apply a laser pulse with different lengths (or the number
of pulses in chopped-pulse scheme). Fig.1E shows the
monitored fluorescence which represents the probability
at the state |mN = 0,ms = 0〉. In both cases, we ob-
serve a gradually-growing curve which characterizes the
re-initializing process of electron spin as the length of
laser illumination increases. Interestingly, there is a clear
probability difference in the flat area which marks the nu-
clear spin polarization difference after re-initializing the
electron spin. To confirm this observation, we measure
the corresponding electron time-domain Ramsey signals
using the laser length in the flat area and show the FFT
spectrums in Fig.1F and Fig.1G . The difference between
polarizations in each case is nearly 9%. Note that the illu-
mination length does not include the idle time in between
the chopped pulses in the whole manuscript.
The results of repetitive application of the chopped-
pulse DNP are shown in Fig.2. Fig.2A displays the evo-
lution of fluorescence contrast contributed by mN = 0
manifold as iteration increases. The contrast is cal-
culated from (Ims=0,mN=0 − Ims=−1,mN=0)/I0, where
Ims=0,mN=0−Ims=−1,mN=0 is obtained by measuring the
fluorescence intensity after a selective electron pi pulse
and I0 is obtained without applying the selective pulse.
The contrast increases 3 times after five iterations, in-
dicating that the nitrogen nuclear spin is pumped from
an initial thermal state into an almost pure mN = 0
state. This is consistent with the FFT spectrum mea-
surement as shown in Fig.2B (N=0, thermal state) and
Fig.2C (N=5). By fitting the spectrum and comparing
amplitudes of the peaks at corresponding frequencies, we
realize an initialization of 98.1(0.7)%. Fig.2D shows the
selective Rabi oscillation for mN = 0 state. The fitted
contrast is ∼ 30% approaching the maximal contrast,
which further confirms our observation.
A highly-polarized multi-nuclear-spin register is an
important quantum resource, but is still hard to be
achieved. We further demonstrate that our method can
be extended to more than one nuclear spin. Fig.3A shows
the FFT spectrum of a single NV center couples to a 13C
nuclear spin with the hyperfine splitting around 1.1MHz
(NV2). The six peaks is associated to different nuclear
spin state of 14N and 13C. The DNP procedure is ap-
plied sequentially on these two nuclear spins. By apply-
ing chopped-pulse DNP N = 5 times for 14N and N = 2
times for 13C spin, Fig.3B shows an efficient polarization
of both nuclear spins with only one peak remains visible.
From the data we realize an initialization of 96.8(0.6)%.
This result means that we achieve a deterministic and
efficient initialization of a three qubit quantum register
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FIG. 3. (color online). Result of polarizing a 14N -13C double-
nuclear-spin system. A-B) FFT spectrum of the quadra-
ture electron time-domain Ramsey signals measured with (A)
no DNP and (B) N = (5, 2) chopped-pulse DNP iterations
for 14N and 13C. The electron-13C hyperfine interaction is
around 1.1MHz. The notation mN (mC) in the diagram de-
notes the transition in the manifold of 14N(13C) nuclear spin
states. The red line is Lorentzian fit of the data. The data in
(B) is fitted with given positions from the unpolarized spec-
trum in (A). The polarization is calculated from the fitted
amplitudes while the error from the integration of noise in
the adjacent area of the peak. The experiments are looped
around 1.5× 107 times in (A) and 106 times in (B) for signal
accumulation.
by including the electron spin.
Up to now, we achieved a much better polarization
level than previous works, in both the single- and double-
nuclear-spin cases. In order to quantitatively explain this
improvement, we provide a mechanism of the DNP pro-
cess. Starting from electron spin state ms = 0 in Fig.1B
, there’s initial populations on nuclear states P0(0) = c
and P±1(0) = 1− c, where Pi(j) denotes the population
at state mN = i after j iterations and c = 1/3 for the
14N spin. For the j-th iteration, there’s P±1(j − 1)δ
population transferred from state mN = ±1 to state
mN = 0, where 1 > δ > 0 is the efficiency of the
population transfer. And in the laser pumping pro-
cess after population transfer, the population p at state
mN = 0 decays as T1(p) = (p − c)e−τ/T1 + c, where τ
is the total laser-illumination length and T1 the illumi-
nated nuclear depolarization time. Then we can calcu-
late the population at state mN = ±1 after j iterations
is P±1(j) = (1−c)(αj + 1−αj1−α β), where α = (1−δ)e−τ/T1
and β = 1− e−τ/T1 . The polarization here equals to the
population at state mN = 0, which is P0(j) = 1−P±1(j).
In an ideal case where no nuclear depolarization hap-
pens, i.e., e−τ/T1 = 1, a perfect DNP is achieved with
a polarization of 100% as j → ∞. In a more gen-
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FIG. 4. (color online). Comparison between simulation re-
sults and experimental measurements. A-B) The experi-
mental (points) and simulated (red line) contrast using (A)
square-pulse and (B) chopped-pulse DNP iterations. The to-
tal illuminated length is 500ns in (A) and 148ns in (B) to
fully re-polarize the electron spin. The red line is contrast
calculated from the simulation while the points are measured
data in experiment. The right y axis is the expected ini-
tialization fidelity calculated from the contrast. C-D) The
illuminated nuclear depolarization using (C) square and (D)
chopped laser pulses. The red dashed line is an exponential
fit of the points with T1=1.8µs in (C) and 6.4µs in (D). This
difference is possibly due to the actual laser amplitudes in the
two cases, which is mainly limited by the bandwidth of the
AOMs. The data is measured using the same experimental
sequence as in Fig.1E. The corresponding illumination length
used in (A) and (B) are denoted as stars. The experiments
are looped over 106 times for signal accumulation.
eral case, the polarization approaches an upper limit
P0(∞) = 1 − (1 − c)( β1−α ) determined by the nuclear
depolarization e−τ/T1 and transfer efficiency δ together.
Fig.4 shows the simulation results according to this
mechanism comparing with experimental measurements.
The target process is to polarize the 14N spin on NV2 us-
ing the square- or chopped-pulse schemes. We first mea-
sure the nuclear illuminated depolarization in Fig.4C-D
and calculate the T1 by fitting the data. Then the con-
trasts are measured after the DNP iterations in experi-
ments and shown as points in Fig.4A-B. Note that, the
secondary y axis denotes the expected polarization. The
lines are simulation results and the dashed one marks the
upper limit 1− (1− c)β when δ = 1. Most of the exper-
imental points are located in the area with δ in a range
from 0.4 to 0.7.
From this result, we can see a notable difference on the
upper limit (the δ=1 line) in Fig.4A and Fig.4B. This is
due to the difference of nuclear depolarizations in the
square- and chopped-pulse schemes. Another important
difference is, the δ=0.7 line is much closer to the δ=1 line
in Fig.4B than Fig.4A. This means that the upper limit
is easier to be achieved in the weakly-depolarizing case
than in the strongly one, since the former requires a lower
δ than the latter. These two differences form the reason
why the chopped-pulse DNP achieves a much better po-
larization than previous double-resonance methods.
To be concluded, we propose and demonstrate a new
double-resonance DNP scheme based on chopped laser
pulses that can be applied in arbitrary magnetic field.
We achieve a 14N initialization of 98.1% and a 14N -
13C initialization of 96.8% in a magnetic field below 10
Gauss. The long illuminated nuclear spin relaxation T1
time is shown to be key for the efficient polarization.
Current advances in quantum control technologies allow
more 13C nuclear spins to be detected and coherently
controlled[25]. These weakly-coupled nuclear spins have
much longer illuminated nuclear spin relaxation time.
Our method thus provide a good initialization method
for all these nuclear spins which is important for their
future application in quantum computing and quantum
sensing.
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