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FLATNESS OF THE COMMUTATOR MAP OVER SLn
MICHAEL LARSEN AND ZHIPENG LU
Abstract. Let K be any field and n a positive integer. If we denote by
ξSLn : SLn × SLn → SLn the commutator morphism over K, then ξSLn
is flat over the complement of the center of SLn.
1. Introduction
Let G denote a semisimple algebraic group over a field K, and let g be a
positive integer. We define ξG,g : G
2g → G to be the morphism of varieties
defined by the genus g surface word:
ξG,g(x1, y1, . . . , xg, yg) = [x1, y1] · · · [xg, yg],
where [x, y] := xyx−1y−1. It is known that for any G and any g ≥ 2, this
morphism is flat. To the best of our knowledge, this observation was first
made explicitly in a 2016 paper of Avraham Aizenbud and Nir Avni [1],
but it may have been known quite a bit earlier. In [1], it is credited to Jun
Li [6], and it certainly follows easily from estimates of Martin Liebeck and
Aner Shalev [10]. On the other hand, it is easy to see that for g = 1, the
morphism ξG := ξG,1 cannot be flat, since generically dim ξ
−1
G (g) = dimG,
while dim ξ−1G (1) = dimG + rankG. One might still hope that ξG is flat
away from ξ−1G (1). In this paper, we prove that this is true for SLn when
n is prime and moreover that for all n, ξSLn is flat away from the inverse
image of the center of SLn.
By a standard argument which can be carried out in the language of model
theory or that of algebraic geometry, it suffices to prove the statement when
K is a finite field. Since SL2n and SLn are non-singular, it suffices to prove
that the dimensions of all fibers over non-central elements are equal. Using
Lang-Weil, we convert this to a counting problem, and we can then use
the Frobenius formula to express the commutator fibers in terms of the
characters of SLn(Fq). It is technically easier to work with the characters of
GLn(Fq) (where the character table was first calculated by J. A. Green [4]),
so most of this paper is devoted to character estimates on groups of this
kind. A key role is played by an estimate of Roman Bezrukavnikov, Martin
Liebeck, Aner Shalev, and Pham Tiep [2].
Let q denote a prime power. We define Gn to be GLn(Fq), and we de-
note by V := Vn the vector space F
n
q of column vectors on which Gn acts.
ML was partially supported by NSF grant DMS-1702152.
1
2 MICHAEL LARSEN AND ZHIPENG LU
Throughout this paper, the implicit constants in estimates of the formO(qm)
will always be understood to depend on n but not on q (possible dependence
on other parameters will be mentioned explicitly).
Let ξGn : Gn×Gn → Gn denote the commutator map at the level of sets.
A well-known theorem of Frobenius implies that
(1.1) |ξ−1Gn(g)| = |Gn|
∑
χ∈IrrGn
χ(g)
χ(1)
.
2. General Character Estimates for GLn(Fq)
The goal in this section and the next is to prove upper bounds for values of
irreducible characters χ of Gn at non-central elements g sufficient to bound
the Frobenius sum ∑
χ∈IrrGn
χ(g)
χ(1)
.
We begin by recalling the classification of conjugacy classes and irre-
ducible characters of Gn. Our general reference for this section is [4].
Let Λ denote the set of all partitions, which we consider as the free mul-
tiplicative monoid on generators 1, 2, 3, . . .. We denote the empty partition
∅. For λ ∈ Λ, we denote by |λ| the sum of the parts of λ. We denote by Λn
the set of λ ∈ Λ with |λ| = n.
We define a type to be a function τ : Λ\{∅} → Λ which is finitely supported,
i.e., satisfying
|Λ \ τ−1(∅)| <∞.
The degree of the type is given by the formula
(2.1) n =
∑
λ6=∅
|λ||τ(λ)|.
There is a natural multiplication on the set of types, and degrees add. Every
type has a unique decomposition as a product of primary types.
The set of types of degree n will be denoted Tn. For instance, T2 consists
of four types, each supported on a single element of Λ \ {∅}:
(2.2) 2 7→ 1, 1 7→ 12, 1 7→ 2, 12 7→ 1.
In general, Tn is finite. A type τ is primary if its support consists of a single
λ and τ(λ) is a generator s of Λ.
We denote by F the set of monic irreducible polynomials in Fq[t], exclud-
ing the polynomial t; for f ∈ F , d(f) denotes the degree of f . For n ≥ 1,
Jordan decomposition gives a natural bijection between finitely supported
functions ϕ : F → Λ for which
degϕ :=
∑
f∈F
d(f)|ϕ(f)| = n
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and conjugacy classes in Gn. Note that in the notation of [4], a single Jordan
block of size k corresponds to the partition 1k, while k distinct blocks of size
1 correspond to k.
We say ϕ has type τ if for all λ 6= ∅ we have τ(λ) =
∏
f∈ϕ−1(λ) d(f). (Note
that this product takes place in Λ, so that, e.g., 1 · 1 = 12.) For example,
a conjugacy class of G2 belongs to one of the four types in T2 listed in
(2.2) if, respectively, it is central, split regular semisimple, non-split regular
semisimple, or a scalar multiple of the class of transvections. The conjugacy
class associated to ϕ is said to be primary if c is of primary type; equivalently,
if the characteristic polynomial is a power of an irreducible polynomial F .
The situation for IrrGn is dual. We define an s-simplex to be an s-
element subset of Z/(qs − 1)Z which forms a single orbit under the action
on Z/(qs− 1)Z of the group generated by multiplication by q. An s-simplex
can therefore be represented as
{k, qk, q2k, . . . , qs−1k}
where k ∈ Z/(qs − 1)Z, and (qt − 1)k 6= 0 for every proper divisor t of s.
We denote by Σ the set of all simplices, i.e., the disjoint union over positive
integers s of the set of s-simplices. If σ is an s-simplex, we call s the degree of
σ and denote it d(σ). The irreducible representations of Gn are in bijective
correspondence with functions ψ : Σ→ Λ satisfying∑
σ∈Σ
d(σ)|ψ(σ)| = n.
The character associated to ψ has type τ if for all λ 6= ∅ we have τ(λ) =∏
σ∈ψ−1(λ) d(σ). A character of G2 belongs to one of the four types in T2
listed in (2.2) if, respectively, it is linear, principal series, discrete series,
or (up to twist) Steinberg. A character is primary if it is associated with
a single simplex σ, i.e., if ψ is of primary type. Following [4], we denote
by (−1)n−vIks [λ] the primary character associated to the s-simplex σ =
{k, qk, . . . , qs−1k} and the partition λ of v := n/s. In §3, we estimate the
values of characters of this form.
For τ ∈ Tn, we denote by IrrτGn the set of characters of type τ . There
may or may not exist τ ∈ Tn such that IrrτGn is empty, but if q is sufficiently
large in terms of n, there exist characters of all types. We have
∑
χ∈IrrGn
χ(g)
χ(1)
=
∑
τ∈Tn
∑
χ∈IrrτGn
χ(g)
χ(1)
.
The degree of a character depends only on its type τ [4, Theorem 14]; we
denote this common degree deg τ .
If n1 + · · · + nm = n and αi ∈ IrrGni , we denote by α1 ◦ · · · ◦ αm the
character of Gn obtained by parabolic induction of α1 ⊠ · · · ⊠ αm. By [4,
4 MICHAEL LARSEN AND ZHIPENG LU
Theorem 2],
(2.3) α1 ◦ · · · ◦ αm(g) =
∑
c1,...,cm
Hgc1,...,cmα1(c1) · · ·αm(cm),
where ci denotes a conjugacy class of Gni , andH
g
c1,...,cm is the number of flags
V • = (V 1 ⊃ V 2 ⊃ · · · ⊃ V m = {0}) fixed by g such that dimV i−1/V i = ni
and the conjugacy class of gi in GL(V
i−1/V i) is ci.
If σ1, . . . , σk are pairwise distinct simplices and χ1, . . . , χm are primary
characters associated to simplices σ1, . . . , σm and partitions λ1, . . . , λm re-
spectively, then χ1 ◦ · · · ◦ χm is the irreducible character of Gn associ-
ated with the function ψ : Σ → Λ such that ψ(σi) = λi and ψ(σ) = ∅ if
σ 6∈ {σ1, . . . , σm} [4, Theorem 13]. In particular, the type of χ1 ◦ · · · ◦ χm is
the product of the types of the χi.
In order to use equation (2.3), we will need to estimate the number of flags
of V respecting the action of g. If V • denotes a flag in V , g is any element
of EndFq(V ) = Mn(Fq), and S is a subset of the index set {1, 2, . . . ,m},
we say that V • is g-stable with respect to S if g stabilizes each V i and g
acts as a scalar on V i−1/V i for all i 6∈ S. It is clear that if V • is g-stable
then it is P (g)-stable for every polynomial P (t) ∈ Fq[t]; in particular, it
is both gs-stable and gn-stable, where g = gs + gn is the additive Jordan
decomposition. We say V • is strictly g-stable with respect to S if it is g-stable
and additionally, g does not act as a scalar on V i−1/V i for all i ∈ S.
Proposition 2.1. Let m ≥ 2, and let n > a1 > a2 > · · · > am = 0 be a
fixed strictly decreasing sequence of positive integers, and S a subset of the
index set {1, 2, . . . ,m}.
Let g be any non-central element of Mn(Fq). The probability that a uni-
formly randomly chosen flag
V 1 ⊃ V 2 ⊃ · · · ⊃ V m = {0}
of subspaces of V 0 := V of dimensions a1, . . . , am is g-stable with respect to
S is
(2.4) O
(
q1−n+
∑
i∈S(dimV
i−1/V i−1)
)
.
Proof. As g-stable flags are both gs-stable and gn-stable, we may replace g
with either gs or gn (which cannot both be central since g is not) and assume
without loss of generality that g is either semisimple or nilpotent.
Since the set of g-stable flags with respect to S is the union, as T ranges
over subsets of S, of the set of strictly T -stable flags, it suffices to prove the
bound (2.4) for the probability that a random flag is strictly g-stable.
We use induction on m. Assume m ≥ 3, and assume the proposition
is known for flags of length < m, in particular flags of length 2. Thus,
the probability that a random a-dimensional subspaceW is strictly g-stable
with respect to S is O(q1−n), O(q−a), O(qa−n), or O(q−1) respectively if S
is ∅, {1}, {2}, or {1, 2}. Applying this to W := V 1, the condition that V •
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is strictly g-stable with respect to S means that g restricts to a (possibly
central) endomorphism g1 of V
1, and both of the following are true
(1) The flag V 2 ⊃ · · · ⊃ V m = {0} in V 1 is strictly g1-stable with respect
to S1 := {i ∈ Z
>0 | i+ 1 ∈ S}.
(2) The action of g on V/V 1 is scalar if and only if 1 6∈ S.
There are two cases to consider, according to whether g1 is central or not.
In the central case, S1 must be empty. This means that the flag V
1 ⊃ {0}
in V is strictly g-stable with respect to S (which is a subset of {1}). By the
induction hypothesis, the probability of this occurring is O(q1−n) or O(q−a1)
as S is empty or equal to {1}. This is exactly the bound (2.4) in this case.
The probability that g stabilizes V 1 but does not act on it as a scalar is
O(q−1) or O(qa1−n), depending on whether 1 ∈ S or not. The probability
that (1) holds conditional on g stabilizing V 1 and acting as the non-scalar
endomorphism g1 is
O
(
q
1−a1+
∑
i∈S1
(dimV i/V i+1−1))
= O
(
q1−a1+
∑
i∈S\{1}(dimV
i−1/V i−1)),
so multiplying by O(q−1) or O(qa1−n), we obtain the bound (2.4).
It remains to prove the base case, m = 2. Assume first that g is semisim-
ple. We proceed by induction on n. If V admits a decomposition V ′ ⊕ V ′′
into g-stable subspaces with no irreducible factor in common, then every
g-stable subspace W ⊂ V is of the form W ′ ⊕ W ′′, where W ′ ⊂ V ′ and
W ′′ ⊂ V ′′. Moreover, if the flag W ⊃ {0} of V is g-stable for S, the same is
true of the flags W ′ ⊃ {0} and W ′′ ⊃ {0} of V ′ and V ′′ respectively.
We denote by n′ and n′′ the dimensions of W ′ and W ′′ and likewise by a′
and a′′ the dimensions of W ′ and W ′′. Now,
dimGrass(n, a)−dimGrass(n′, a′)×Grass(n′′, a′′) = a′(n′′−a′′)+a′′(n′−a′) > 0
since a, n′, n′′, n − a > 0 implies that each of the following conditions is
impossible:
a′ = a′′ = 0
a′ = n′ − a′ = 0
n′′ − a′′ = a′′ = 0
n′′ − a′′ = n′ − a′ = 0.
Thus, the probability that a random subspace W decomposes as W ′ ⊕W ′′
is O(q−1), and fixing a′, a′′, n′, n′′ and using induction, we conclude that the
probability that W ⊃ {0} is g-stable for S is
O(q−1q1−n
′+
∑
i∈S(dimV
′i−1/V ′i−1)q1−n
′′+
∑
i∈S(dimV
′′i−1/V ′′i−1))
= O(q1−n+
∑
i∈S(dimV
i−1/V i−1)).
We may therefore assume the action of g on V is isotypic, associated to a
polynomial f ∈ F . Since g is not scalar, d(f) ≥ 2. The action of g endows
V with the structure of Fqd(f)-vector space of dimensions n/d(f). For W to
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be g-stable means just that it is an Fqd(f)-subspace. The probability of this
is O
(
q(1/d(f)−1)a(n−a)
)
. For W ⊃ {0}, regarded as a flag of Fq-subspaces
of V , to be g-stable with respect to S implies that regarded as a flag of
Fqd(f)-subspaces of V it is also g-stable with respect to S. By the induction
hypothesis, the probability of this is
O
(
q(1/d(f)−1)a(n−a)q
d(f)
(
1−n/d(f)+
∑
i∈S(dimF
qd(f)
V i−1/V i−1)
))
= O
(
q(1/d(f)−1)a(n−a)qd(f)−1q1−n+
∑
i∈S(dimV
i−1/V i−d(f))
)
.
Now d(f) divides a as well as n, so 2 ≤ d(f) ≤ n/2. Thus,
d(f)− 1 <
n− 1
2
≤
a(n− a)
2
≤ (1− 1/d(f))a(n − a),
so this implies (2.4).
Finally, we consider the case that g is nilpotent. If S = {1, 2}, there is
nothing to prove. If W ⊃ {0} is g-stable with respect to {1}, then W is a
subspace of V on which g acts as a scalar, which must be 0. Thus,W ⊂ ker g.
The probability that a random a-dimensional subspace of V lies in any given
space of dimension ≤ n − 1 is O(q−a), which gives (2.4). If W ⊃ {0} is
g-stable with respect to {2}, then g annihilates V/W , which means that
img ⊂ W . The probability that a random a-dimensional subspace of V
contains any specified non-zero vector is O(qa−n), which again gives (2.4).
Finally, the probability that img ⊂ W ⊂ ker g is zero unless g2 = 0 and
dim img ≤ a ≤ dimker g, in which case it is
|Grass(dimker g − dim img, a − dim img)|
|Grass(n, a)|
= O(qa(n−dim ker g−dim img)−dim img dimker g).
As g2 = 0, dimker g+dim img = n, so we get a boundO(q−dim ker g(n−dimker g))
which in turn is bounded above by O(q1−n), giving (2.4).

We define the dimension dim τ of a type τ ∈ Tn to be
dim τ =
∑
λ∈Λ
|τ(λ)|.
Our definition is motivated by the following lemma:
Lemma 2.2. For all τ ∈ Tn,
|IrrτGn| = O(q
dim τ ).
Proof. Every χ ∈ IrrτGn determines a function c : Σ→ Λ with the property
that for λ 6= ∅, if τ(λ) = 1a12a2 · · · , then for all positive integers s, there
are exactly ai degree-s simplices σ ∈ c
−1(λ). As c is determined by this
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collection of data, it suffices to prove that the number of ways to choose a1
1-simplices, a2 2-simplices, and so on, is
O(qa1+2a2+···) = O(q|τ(λ)|).
Since every s-simplex is determined by a (generally non-unique) element
k ∈ Z/psZ, it follows that there are O(qsas) ways in which to choose as
s-simplices. 
Proposition 2.3. If for every positive integer n, every primary type τ ∈ Tn,
every character χ of Gn of type τ , and every non-central element g ∈ Gn,
we have
(2.5)
χ(g)
χ(1)
= O(q1−dim τ ),
where the implicit constant does not depend on τ , χ, or g, then for all τ ∈ Tn
and every non-central element g ∈ Gn, we have∑
χ∈IrrτGn
χ(g)
χ(1)
= O(q).
Proof. If τ decomposes as a product τ1 · · · τm of primary types of degrees
n1, . . . , nm, then∑
χ∈IrrτGn
χ(g)
χ(1)
=
1
deg τ
∑
χ1∈Irrτ1Gn1
· · ·
∑
χm∈IrrτmGnm
χ1 ◦ · · · ◦ χm(g).
By (2.3),
χ1 ◦ · · · ◦ χm(g)
deg τ
=
χ1 ◦ · · · ◦ χm(g)
|Fn1,...,nm |deg τ1 · · · deg τm
=
∑
(c1,...,cm)
Hgc1,...,cm
χ1(c1)
χ1(1)
· · · χm(cm)χm(1)
|Fn1,...,nm |
,
(2.6)
where Fn1,...,nm denotes the set of flags V
• in V with dimV i−1/V i = ni.
For S ⊂ {1, 2, . . . ,m}, let Xm,S denote the set of m-tuples (c1, . . . , cm) of
conjugacy classes in Gn such that ci is central if and only if i 6∈ S. Let
Fn1,...,nm(g, S) denote the set of V
• which are strictly g-stable with respect
to S. Then
∣∣∣∣ ∑
(c1,...,cm)
Hgc1,...,cm
χ1(c1)
χ1(1)
· · ·
χm(cm)
χm(1)
∣∣∣∣
≤
∑
S
|Fn1,...,nm(g, S)| max
(c1 ,...,cm)∈Xm,S
∣∣∣∣ χ1(c1)χ1(1) · · ·
χm(cm)
χm(1)
∣∣∣∣ .
(2.7)
By hypothesis, for (c1, . . . , cm) ∈ Xm,S ,
χ1(c1)
χ1(1)
· · ·
χm(cm)
χm(1)
= O(
∏
i∈S
q1−dim τi).
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By Proposition 2.1,
|Fn1,...,nm(g, S)|
|Fn1,...,nm|
= O(q1−n+
∑
i∈S(ni−1)).
Combining this with (2.6) and (2.7), we obtain
(2.8)
∣∣∣∣ χ1 ◦ · · · ◦ χm(g)deg τ
∣∣∣∣=∑
S
O
(
q
∑
i∈S(1−dim τi)+1−n+
∑
i∈S(ni−1)
)
.
By Lemma 2.2, ∣∣∣ m∏
i=1
IrrτiGni
∣∣∣= O(q∑mi=1 dim τi),
so as
∑
i∈S ni ≤ n, ∑
χ∈IrrτGn
χ(g)
χ(1)
= O(q).

3. Green polynomials
In this section, we assemble some basic notation and facts related to Green
polynomials.
If λ is a partition of m, we denote by λ′ the conjugate partition and by
nλ the sum of x(x− 1)/2 as x ranges over the parts of λ
′.
Lemma 3.1. If |λ| = m, then
nλ =
{
m(m− 1)/2 if λ = 1m,
(m− 1)(m− 2)/2 if λ = 1m−22,
Otherwise,
nλ ≤ (m− 2)(m − 3)/2 + 1.
Proof. If λ′1 ≥ . . . ≥ λ
′
r denote the sizes of the parts of λ
′, then
nλ =
∑
i
((λ′i)2
2
−
λ′i
2
)
= −
m
2
+
∑
(λ′i)
2
2
.
If λ′ = m or λ′ = 1(m − 1), we obtain the asserted value. If λ′1 = 1, then
nλ = 0. Otherwise,∑
i
(λ′i)
2 ≤ (λ′1)
2 + (m− λ′1)
2 ≤ (m− 2)2 + 4,
so we get the asserted bound. 
In [4], Green defined for each pair (ρ, λ) of partitions with |ρ| = |λ| a
polynomial Qλρ(t) ∈ Z[t]. Green’s polynomials satisfy
dimQλρ(t) ≤ nλ.
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For λ = 1m, they are given explicitly as follows:
Q1
m
1r12r2 ···(t) =
φm(t)∏
i(1− t
i)ri
,
where φm(t) = (1− t)(1− t
2) · · · (1− tm). A. O. Morris [9] proved:
Q1
m−22
1r12r2 ···(t) =
φm−2(t)((r1 − 1)t
m − r1t
m−1 + 1)∏
i(1− t
i)ri
.
Every partition ρ ∈ Λn determines up to conjugation an element aρ in
the symmetric group Sn, and we denote by zρ the order of the centralizer of
aρ. For each positive integer s, there is a unique endomorphism ps : Λ→ Λ
defined on the generators of Λ by ps(r) = rs for all r ∈ Z
>0. In particular,
ps(Λv) ⊂ Λsv.
Proposition 3.2. For all positive integers s and v with n = sv,
(3.1)
∑
ρ∈ps(Λv)
Q1
n
ρ (t)
zρ
=
φn(t)
svφv(ts)
,
and if s > 1, then
(3.2)
∑
ρ∈ps(Λv)
Q1
n−22
ρ (t)
zρ
=
(1− tn)φn−2(t)
svφv(ts)
.
Proof. When s = 1, (3.1) is just [4, Lemma 5.2]. For general s and µ =
1m12m2 · · · ∈ Λv,
Q1
n
ps(µ)
(t) = Q1
n
sm1 (2s)m2 ···(t) =
φn(t)∏
i(1− t
is)mi
=
φn(t)
φv(ts)
φv(t
s)∏
i(1− (t
s)i)mi
=
φn(t)
φv(ts)
Q1
v
µ (t
s),
and
zps(µ) = zsm1 (2s)m2 ··· = s
m1(2s)m2 · · ·m1!m2! · · ·
= sm1+2m2+···1m12m2 · · ·m1!m2! · · · = s
vzµ,
which gives (3.1) in general.
For s ≥ 2, ps(µ) has no parts of size 1, so for all µ ∈ Λv,
Q1
n−22
ps(µ)
(t) = (1− tn−1)−1Q1
n
ps(µ)
(t),
so (3.2) follows from (3.1). 
Note in particular that the degree of the right hand size of (3.2) is
n+
(n− 2)(n − 1)
2
− s
v(v + 1)
2
=
n2 − (v + 2)n+ 2
2
.
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4. Primary character estimates
Proposition 4.1. Suppose that for every pair s, v of positive integers with
n = sv, all s-simplices {k, . . . , kqs−1}, and all non-central g ∈ Gn,
Iks [v](g)
Iks [v](1)
= O(q1−s).
Then (2.5) holds for every primary type τ ∈ Tn and every character χ ∈
IrrτGn.
Proof. Let χ = (−1)n−vIks [λ] be any primary character of Gn. For v1, . . . , vr
positive integers summing to v = |λ|, we set
χ(v1, . . . , vr) := I
k
s [v1] ◦ · · · ◦ I
k
s [vr].
Equation (2.6), inequality (2.7), and estimate (2.8) still hold for χ(v1, . . . , vr),
with τi = τ = s for all i = 1, 2, . . . , r, so
χ(v1, . . . , vr)(g)
χ(v1, . . . , vr)(1)
= O(q1−rs).
Now χ can be expressed as a linear combination of characters of the form
χ(v1, . . . , vr) where v1+ · · ·+ vr = |λ|, and the coefficients depend only on λ
and the vi, not on q [4, p. 437]; the coefficients come from the expression of
the Schur function of λ, sλ, as a linear combination of products sv1 · · · svr .
By [7, I §6], these coefficients are non-zero if and only if v1 · · · vr  λ in
the partial order of partitions of n. Thus, each has degree ≤ χ(1). The
proposition follows. 
Given a partition ρ of n, we define a mode of substitition m of ρ into F
to be a function m : F → Λ such that∏
f∈F
pd(f)(m(f)) = ρ.
If ϕ : F → Λ is of degree n, and c is the associated conjugacy class in Gn,
we say m is a mode of substitution into c if
|m(f)| = |ϕ(f)|
for all f ∈ F .
[4, Theorem 9] gives a formula for the “principal parts” Uρ of the character
Iks [v] which, combined with equations (18) and (19) in the same paper, gives
an explicit formula for Iks [v](c) for any conjugacy class c of Gn. The precise
formula is not important to us, but it has the following general features. It
consists of an outer sum over partitions ρ ∈ ps(Λv). For each ρ, there is an
inner sum over modes of substitution of ρ into c. The summand is a product
of an O(1) term and ∏
f∈F
Q
ϕ(f)
m(f)
(qd(f)),
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where the O(1) factor does not depend on the mode if the semisimple part
of c is scalar.
For any partition ρ ∈ ps(Λv), any mode of substitutions of ρ into c, and
any f ∈ F for which m(f) 6= ∅, d(f)|m(f)| is a positive integer divisible
by s, so d(f)|ϕ(f)| = d(f)|m(f)| ≥ s. Note that if there are at least two
different elements f1, f2 ∈ F for which m(fi) is non-empty, it follows that
no eigenvalue of an element of the conjugacy class c, acting on V , can have
eigenvalue multiplicity ≥ n− s.
Proposition 4.2. For any k, s, and v and any non-central g,
Iks [v](g)
Iks [v](1)
= O(q1−s).
Proof. We first suppose that v ≥ 4. By [4, Lemma 7.4], the degree of the
irreducible character χ := (−1)n−vIks [v] is
O(q
n2−vn
2 ).
By a theorem of Bezrukavnikov-Liebeck-Shalev-Tiep [2, Theorem 3.2], we
have
χ(g) = O(χ(1)1−
1
2n ).
Thus
χ(g)
χ(1)
= O(q
v−n
4 ),
and q
v−n
4 ≤ q
v−n
v = q1−s. We may therefore assume that v ≤ 3.
For v = 1, an explicit formula for the character values is given by Green
[4, p. 431]. The value is zero, unless c is primary, in which case it can be
written as a polynomial in q with O(1) coefficients, of degree at most
d(f)(n/d(f)− 1)(n/d(f) − 2)
2
≤
(n− 1)(n − 2)
2
,
while χ(1) = |φn−1(q)|. Thus
χ(g)
χ(1)
= O(q1−n)
as desired. We may therefore assume that v is 2 or 3. The proposition is
trivial if s = 1, so we may therefore assume n ≥ 4. By a theorem of David
Gluck, χ(1)−1|χ(g)| = O(1/q), so we are justified in assuming s ≥ 3.
Let gsgu be the Jordan decomposition of g. Suppose that gs is not a
scalar. Then we have an inclusion of centralizers ZGn(g) ⊂ ZGn(gs). Since
no eigenvalue of gs acting on V has multiplicity ≥ n − s, if v = 2, the
dimension of the centralizer is n2/2, while if v = 3, the dimension of the
centralizer is at most (n− s)2 + s2 ≤ 5n2/9.
By the centralizer estimate for characters, if v = 2,
χ(g) = O(q
n2
4 ),
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so
|χ(g)|
q1−n/2χ(1)
= O
(
q
n2
4
−n
2−2n
2
+n−2
2
)
= O
(
q
−n2+6n−4
4
)
.
For n ≥ 6, this is o(1).
If v = 3, we have
|χ(g)| = O(q
5n2
18 ),
so
|χ(g)|
q1−n/3χ(1)
= O
(
q
5n2
18
−n
2−3n
2
+n−3
3
)
= O
(
q
−4n2+33n−18
18
)
,
which for n ≥ 9 is o(1).
From now on, we assume gs is a scalar, so there exists a unique f with
m(f) 6= ∅, and f is of degree 1. Moreover, g non-central means gu 6= 1. We
first consider the case that gu is not a transvection either, i.e., ϕ(f) 6= 1
n−22;
in particular, n ≥ 3. By Lemma 3.1,
Qϕm(f)(f)(q
d(f)) ≤ O(q
n2−5n+8
2 ).
Thus,
χ(g)
q1−n/vχ(1)
=
{
O(q
6−2n
2 ) if v = 2,
O(q
9−2n
3 ) if v = 3.
If v = 2 and n ≥ 4 or v = 3 and n ≥ 6, the right hand side is o(1).
All that remains is the case of transvections. By Lemma 3.2,
χ(g) = O
(
q
n2−(v+2)n+2
2
)
,
so
χ(g)
χ(1)
= O(q1−n).

Combining Propositions 2.3, 4.1, and 4.2, we obtain
Theorem 4.3. If g is any non-scalar element of SLn(Fq), then the number
of pairs (x, y) ∈ G2n such that xyx
−1y−1 = g is
|ξ−1Gn(g)| = O
(
qn
2+1
)
.
5. Geometric consequences
Theorem 5.1. The morphism ξGLn : GL
2
n → SLn defined over any finite
field Fq is flat at any point of GL
2
n which does not lie above the center of
SLn.
Proof. If f : Y → X is any morphism of varieties, then every every irre-
ducible component of every fiber of f has dimension ≥ dimY − dimX.
This applies to the commutator morphism GL2n → SLn, so every irre-
ducible component of every fiber has dimension ≥ 2n2 − (n2 − 1) = n2 + 1.
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On the other hand, if we work over the ground field Fq and fix a non-
central element g ∈ SLn(Fq), then for every extension K of Fq, the set
K-points of the fiber ξ−1GLn(g) is the same as the fiber of the map of sets
ξGLn(K) : GLn(K)
2 → SLn(K). In particular, taking K to be a finite exten-
sion of Fq, we have by Theorem 4.3 that
|ξ−1GLn(g)(K)| = O(|K|
n2+1).
By the Lang-Weil bound, this implies that every irreducible component of
ξ−1GLn(g) has dimension ≤ n
2 + 1. Combining this with the lower bound
on component dimension, we see that every non-central fiber is purely of
dimension n2 + 1. By miracle flatness [8, Theorem 23.1], this implies that
the restriction of ξGLn to the open subset of points not lying over the center
of SLn is flat. 
Corollary 5.2. The morphism ξSLn : GL
2
n → SLn defined over any finite
field Fq is flat at any point of SL
2
n which does not lie above the center of SLn
Proof. This question is invariant under base change, so we work over an
algebraic closure K of Fq. Then there is a surjective morphism with finite
fibers
GL1 ×GL1 × ξ
−1
SLn
(g)→ ξ−1GLn(g)
defined by (a, b, (c, d)) 7→ (ac, bd). Thus, dim ξ−1SLn(g) = ξ
−1
GLn
(g)−2 = n2−1
for all non-central g. Again, by miracle flatness, ξSLn is flat away from the
central fibers. 
Corollary 5.3. If K is any field, and ξSLn is defined over K, then ξSLn is
flat away from the central fibers.
Proof. Since field extensions are faithfully flat, flatness is unaffected by field
extensions, and the result follows immediately when K is of positive char-
acteristic. On the other hand, suppose K is of characteristic zero, and ξSLn
fails to be flat at some point (a, b) with c := aba−1b−1 non-central. Then
ξ−1SLn(c) has dimension ≥ n
2. There exists an integral domain A finitely gen-
erated over Z such that K is the fraction field of A, and c belongs to the
SLn(A). We can regard SLn as a scheme
SLn,A := Spec A[x11, . . . , xnn]/(det(xij)− 1),
and ξSLn extends to a morphism of schemes over A.
By upper-semicontinuity of fiber dimension [5, The´ore`me 13.1.3], the set
of points of SLn,A over which the fiber of ξSLn has dimension ≥ n
2 is closed.
As schemes of finite type over Z are Jacobson [5, Corollaire 10.4.6], the closed
points in this set are Zariski dense, so in particular there is a non-central
closed point. The residue field of a closed point of A is a finitely generated
Z-algebra and must therefore be finite, so it follows that there exists a finite
field Fq and a non-central element of SLn(Fq) over which the ξSLn-fiber has
dimension ≥ n2. The contradiction proves the corollary. 
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6. Some central fibers
We conclude by showing that some central fibers of ξSLn also have dimen-
sion n2 − 1. This allows us to strengthen Corollary 5.3 when n is prime.
Proposition 6.1. Let K be algebraically closed. If ζ ∈ K× is a primitive
nth root of unity, then
ξ−1SLn(ζI)
∼= PGLn.
In particular, dim ξ−1SLn(ζI) = n
2 − 1.
Proof. If (a, b) ∈ ξ−1SLn(ζI)(K), then ab = ζba, and right-multiplying by b
−1,
we see that the spectrum of a is invariant under multiplication by ζ, so the
eigenvalues of a can be written −α,−ζα,−ζ2α, . . . ,−ζn−1α for some α. In
particular, since there are n distinct eigenvalues, a is diagonalizable. On the
other hand 1 = det(a) = (−1)nαnζn(n−1)/2 = 1, so the set of eigenvalues of
a is exactly
{−1,−ζ, ζ2, . . . ,−ζn−1}.
The condition ab = ζba implies that b maps the −ζ i-eigenspace of a to the
−ζ i+1-eigenspace.
Thus, for each (a, b) in the fiber, there exists g ∈ GLn(K) such that
gag−1 = A :=


−1 0 · · · 0
0 −ζ · · · 0
...
...
. . .
...
0 0 · · · −ζn−1

 .
The condition ab = ζba now implies
gbg−1 = B :=


0 0 · · · 0 1
1 0 · · · 0 0
0 1 · · · 0 0
...
...
. . .
...
...
0 0 · · · 1 0

 .
Note that (A,B) ∈ ξ−1SLn(ζI)(K), so the fiber is in fact non-empty.
It follows that ξ−1SLn(ζI) forms a single orbit under the action of GLn by
simultaneous conjugation of both coordinates. The stabilizer consists of
diagonal matrices which commute with B, i.e., scalar matrices, so the orbit
is PGLn.

Corollary 6.2. If n is prime, ξSLn is flat on the complement of the variety
ξ−1SLn(1) of commuting pairs.
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