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Abstract
We investigate polynomial approximation of functions in Sobolev spaces on connected domainsΩ ⊂ Rd
which are bounded by a family of diffeomorphic images of graphs of continuous functions. Constants and
approximating polynomials are specified explicitly.
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1. Introduction
In its original form [2,3], the famous Bramble–Hilbert Lemma guarantees that, for any
function f ∈ W np (Ω), there exists a polynomial π of order n with
∥∂α( f − π)∥L p(Ω) ≤ c

|β|=n
∥∂β f ∥L p(Ω), |α| ≤ n, (1)
for some constant c, provided that the connected domain Ω ⊂ Rd satisfies a cone condition.
This result, together with many variants and generalizations, is of fundamental importance when
studying approximation properties of piecewise polynomial functions on domains.
The approach of Bramble and Hilbert, which in turn relies on work by Morrey [14], is non-
constructive. In particular, the dependence of the constant c on the domain Ω , the order n, or
the exponent p is not specified. Subsequent work on the problem aimed at filling this gap, and
E-mail address: reif@mathematik.tu-darmstadt.de.
0021-9045/$ - see front matter c⃝ 2012 Elsevier Inc. All rights reserved.
doi:10.1016/j.jat.2012.03.010
U. Reif / Journal of Approximation Theory 164 (2012) 954–970 955
at weakening the assumptions on Ω . In particular, Dupont and Scott [9] define π as an averaged
Taylor polynomial for the case where Ω is the finite union of subdomains which are star-shaped
with respect to an open ball. Such domains still satisfy a cone property, but Dupont and Scott
reveal the principal dependence of the constant on the given parameters. An explicit formula for
c, as required for instance for a posteriori error estimates in finite element methods, is given by
Dupont and Scott [8] and, in a slightly more general setting, by Dura´n [10]. Domains which are
star-shaped with respect to a single point, and thus do not necessarily satisfy a cone condition,
are considered by Dechevski and Quak [5], Verfu¨rth [17], and Thrun [16]. They establish (1) for
p > d, p ≥ 2, and p ≥ 1, respectively, and provide uniform constants for convex domains.
Convex domains are also considered by Dekel and Leviathan [7].
However, the existing literature leaves some questions unanswered. For instance, consider the
domain Ωε := {(x, y) ∈ R2 : 0 < x < 1, 0 < y < 2 + sin(x/ε)}. Following [9], the number
of star-shaped subdomains required to cover Ωε is increasing as ε → 0, thus causing c to grow
unboundedly. Is this fact just a consequence of the assumptions required for the known proofs,
or does it indicate large approximation errors on domains with highly oscillating boundary? Or
consider a domain as simple as Ω∗ := {(x, y) ∈ (0, 1)2 : x2 < y < 2x2}. It neither satisfies a
cone condition, nor is star-shaped in the vicinity of the origin. Thus, available theory does not
apply. Is polynomial approximation still possible in this case, or is it inhibited by the horn-like
cusp? The results to be derived in this paper imply that there exists a uniform constant c for Ωε
as ε→ 0, and that also functions on Ω∗ can be approximated well by polynomials.
In the next section, we study approximation properties of tensor product spaces of
polynomials. This case has been addressed in [4] for domains with Lipschitz boundary, and
in [9] for star-shaped domains. The interesting point is that the L p-norm of the error can be
estimated through certain pure partial derivatives alone. Here, results will be derived for graph
domains. Such domains are assumed to be bounded by a family of axis-aligned graphs of
continuous functions. This means that the graphs are defined by one coordinate xi , which is
a function of the remaining ones. The approximating polynomial π is defined by a standard
least squares fit with respect to the L2-norm on a subdomain of Ω . In Section 3, we elaborate
on approximation by constants. Poincare´-type estimates are established for generalized graph
domains which are bounded by a family of diffeomorphic images of graphs of continuous
functions. Then, in Section 4, these results are used to derive approximation properties of
D-invariant spaces of polynomials. Our estimates, equally valid on generalized graph domains,
significantly extend the range of applicability of the Bramble–Hilbert Lemma, for instance to
the domain Ω∗ defined above. When seeking domains still not covered by this approach, one
has to resort to fractal objects, like Koch’s snowflake. Further, we provide error bounds for
nonlinear projection operators which are Ho¨lder continuous, thus generalizing known approaches
for sublinear operators. An example concludes the paper.
We use standard multi-index notation, i.e., for α = [α1, . . . , αd ] ∈ Nd0 and x = [x1, . . . , xd ] ∈
Rd , let
|α| := α1 + · · · + αd , α! := α1! · · ·αd !, xα := xα11 · · · xαdd ,
∂α := ∂α11 · · · ∂αdd .
The monomials of degree α in d variables are denoted by mα : x → xα . Further, let
p, q ∈ [1,∞] be conjugate exponents, related by 1/p + 1/q = 1. As usual, we set 1/p = 0 for
p = ∞. All proofs will be detailed for the case p <∞, while the much simpler case p = ∞ is
left as an exercise. The p-norm of the vector x ∈ Rd is denoted by |x |p :=
d
j=1 |x j |p
1/p.
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The complement of any operator P is denoted by
P¯ := Id− P.
That is, if P f is the approximation of some function f , then P¯ f = f − P f is the corresponding
error.
All error estimates to be derived below are affine invariant in the sense that they remain valid
with equal constants when shifting or scaling the coordinate axes. We take care that all constants
are explicit and easily computable, however without striving for minimality. All dependences of
constants will be declared.
2. Tensor product spaces
For ν ∈ Nd , let Pν := span{mα : α < ν} denote the tensor product space of d-variate
polynomials of coordinate order ν. We start with considering the approximation of an integrable
function f by a polynomial in Pν on the open unit cube U := (0, 1)d . More concretely,
the approximation operator Pν : L1(U ) → Pν is defined as follows. Let ℓα(x) =
ℓα1(x1) · · · ℓαd (xd) denote the normalized tensor product Legendre polynomial of coordinate
degree α ∈ Nd0 on U , i.e.,
⟨ℓα, ℓβ⟩ :=

U
ℓαℓβ = δα,β , α, β ∈ Nd0 .
Then
Pν f :=

α<ν
⟨ f, ℓα⟩ℓα (2)
is the orthogonal projection of f onto Pν in the L2-sense. To bound the operator Pν in L p, we
start with considering the univariate case. For n ∈ N, let γ0(n, p) := ∥Pn∥L p(u) denote the norm
of the operator Pn with respect to the L p-norm on the unit interval, i.e.,
∥Pn f ∥L p(u) ≤ γ0(n, p)∥ f ∥L p(u), u := (0, 1). (3)
We have γ0(n, 2) = γ0(1, p) = 1 for all n, p. The constants γ0(n, p) are bounded uniformly in
p. This follows easily from (2) and Ho¨lder’s inequality,
γ0(n, p) ≤
n−1
j=0
∥ℓ j∥L p(u)∥ℓ j∥Lq (u) ≤
n−1
j=0
∥ℓ j∥L2(u)∥ℓ j∥L∞(u) =
n−1
j=0
∥ℓ j∥L∞(u),
where ℓ j is the univariate Legendre polynomial of degree j on u, normalized by ∥ℓ j∥L2(u) = 1.
Given a ∈ Rd and h ∈ Rd>0, let (a, a+h) := (a1, a1+h1)×· · ·× (ad , ad +hd) ⊂ Rd denote
the Cartesian product of the open intervals (ai , ai +hi ) ⊂ R. Such a set is called a d-dimensional
box of size h, and the set of all boxes is denoted by
Bd := (a, a + h) : a ∈ Rd , h ∈ Rd>0.
An axis-aligned affinity is a map of the formA : x → a+diag(h)x , where a ∈ Rd and h ∈ Rd>0.
The corresponding scaling is denoted by A∗ : x → diag(h)x . The image B := A(U ) is a box of
size h. The L2-approximation operator on such a box B is given by PνB f := Pν( f ◦A) ◦A−1.
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For a measurable set Ω ⊂ Rd , the anisotropic Sobolev space W νp (Ω) is defined as the closure
of the set of smooth functions on the interior of Ω with respect to the norm
∥ f ∥W νp (Ω) := ∥ f ∥L p(Ω) +
d
i=1
∥∂νii f ∥L p(Ω);
see [1] for an introduction. That is, the norm involves only pure partial derivatives of orders
ν1, . . . , νd in the respective coordinate directions. For any vector h = [h1, . . . , hd ] ∈ Rd>0, we
define the differential operator Dνh := [hν11 ∂ν11 , . . . , hνdd ∂νdd ]. The operator Dνh is affine invariant
in the sense that Dνh( f ◦A) = (DνA∗(h) f )◦A for any axis-aligned affinityA. The norm of a vector
of functions is understood as the vector of norms of the components. Further, the Euclidean inner
product of two vectors is denoted by a dot. That is, for c = [c1, . . . , cd ], we have
c · ∥Dνh f ∥L p(Ω) =
d
j=1
c j h
ν j
j ∥∂
ν j
j f ∥L p(Ω).
The following result provides an estimate for the approximation error of PνB on boxes in R
d .
The existence of some constant c(ν, p) is clear, but the specific value provided below requires
an explanation.
Lemma 2.1. Let B ∈ Bd be a box of size h. For any ν ∈ Nd and f ∈ W νp (B), the error of the
approximation PνB f ∈ Pν satisfies
∥P¯νB f ∥L p(B) ≤ c(ν, p) · ∥Dνh f ∥L p(B), (4)
where the components of the vector c(ν, p) are given by
c j (ν, p) := γ0(ν1, p) · · · γ0(ν j−1, p), j = 1, . . . , d.
Proof. The inequality is invariant under axis-aligned affinities, so we may assume that B = U
without loss of generality. Further, by continuity of P¯νB, D
ν
h and density, it suffices to verify the
lemma for smooth f . The extension of the univariate operator Pνi to the multivariate setting is
defined in the natural way by
(Pi f )(x) :=
νi−1
j=0
ℓ j (xi )
 1
0
ℓ j (xi ) f (x) dxi , i = 1, . . . , d.
In other words, Pi is acting on f (x) = f (x1, . . . , xd) like Pνi , where only xi is treated
as a variable, and all other components as constants. With this notation, the fact that Pν =
Pν1 ⊗ · · · ⊗ Pνd is the tensor product of univariate operators is equivalent to Pν = P1 · · · Pd .
The estimate (3) immediately implies
∥Pi f ∥L p(B) ≤ γ0(νi , p)∥ f ∥L p(B). (5)
Now, we consider the error operator P¯i = Id − Pi . Since f is assumed to be smooth, all partial
derivatives ∂ki P¯i f up to order k = νi − 1 have at least one zero on any line in B parallel to the
i th coordinate axis. That is, by Friedrichs’ inequality, ∥P¯i f ∥L p(B) ≤ ∥∂1i P¯i f ∥L p(B) ≤ · · · ≤
∥∂νii P¯i f ∥L p(B), and hence
∥P¯i f ∥L p(B) ≤ ∥∂νii P¯i f ∥L p(B) = ∥∂νii f ∥L p(B). (6)
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Using (5), (6), and the representation
P¯νB f =
d
i=1
P1 · · · Pi−1 P¯i f
of the error, the estimate (4) follows easily. 
We continue with a lemma concerning domains bounded by a single graph, more precisely
defined as follows:
Definition 2.2. Let Y ⊂ Rd−1 be open, and ϕ : Y → R>0 a continuous function with range
ϕ(Y ) ⊂ [k, k(1+ m)] for some constants k,m > 0. The corresponding graph-bounded set is
Φ := (y, z) : y ∈ Y, 0 < z < ϕ(y).
Y is the base of Φ, ϕ is its bounding function, and k,m are its parameters. The lower and upper
parts of Φ are defined by
Φ− := {(y, z) ∈ Φ : z < k}, Φ+ := {(y, z) ∈ Φ : z ≥ k},
respectively.
We note that Φ− is the open cylinder of height k over Y . Further, we introduce the constants
γ1(n,m, p) := max
0≤m′≤m
max
π∈Pn
∥π∥L p([1,1+m′])
∥π∥L p(u) ,
γ2(n,m, p) := (γ1(n,m, p)
q + mnq)1/q
(n − 1)! .
The constant γ1(n,m, p) is measuring the maximal growth of polynomials of order n with
respect to the L p-norm. Clearly, γ1(1,m, p) = m1/p. For general n and p = ∞, the value
is given by means of Chebyshev polynomials,
γ1(n,m,∞) = cosh

(n − 1) arcosh(2m + 1);
see, e.g., [15], Theorem 12.4.11. For p = 2 and given n,m, it can be determined explicitly by
solving a generalized eigenvalue problem. For general p, a coarse upper bound is given by
γ1(n,m, p) ≤ max
π∈Pn
∥π∥L∞(u)
∥π∥L1(u)
γ1(n,m,∞)m1/p,
showing that γ1(n,m, p), γ2(n,m, p) are bounded uniformly in p.
Lemma 2.3. Let Φ be a graph-bounded set with parameters k,m. Then
∥∆∥L p(Φ+) ≤ γ1(νd ,m, p) ∥∆∥L p(Φ−) + γ2(νd ,m, p)kνd ∥∂νdd ∆∥L p(Φ)
for any function ∆ ∈ W νp (Φ).
Proof. Let Y ⊂ Rd−1 be the base of Φ, and ϕ its bounding function. The inequality is invariant
under scalings of the z-coordinate, so we may assume that k = 1 without loss of generality.
Further, by density, we may assume that ∆ is smooth. We write ∆(y, z) = T (y, z) + R(y, z),
where
T (y, z) =
νd−1
j=0
∂
j
d∆(y, 1)
j ! (z − 1)
j
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is a function built on univariate Taylor polynomials of ∆, and
R(y, z) =
 z
1
(z − t)νd−1
(νd − 1)! ∂
νd
d ∆(y, t) dt
is the corresponding remainder in integral form. Considering norms on Φ+ and on Φ−, respec-
tively, we find
∥∆∥L p(Φ+) ≤ ∥T ∥L p(Φ+) + ∥R∥L p(Φ+),
∥T ∥L p(Φ−) ≤ ∥∆∥L p(Φ−) + ∥R∥L p(Φ−).
By the definition of γ1(n,m, p), we have ∥T (y, ·)∥L p([1,ϕ(y)]) ≤ γ1(νd ,m, p) ∥T (y, ·)∥L p([0,1]),
and integration over Y yields
∥T ∥L p(Φ+) ≤ γ1(νd ,m, p) ∥T ∥L p(Φ−).
Hence,
∥∆∥L p(Φ+) ≤ γ1(νd ,m, p) ∥T ∥L p(Φ−) + ∥R∥L p(Φ+)
≤ γ1(νd ,m, p)
∥∆∥L p(Φ−) + ∥R∥L p(Φ−)+ ∥R∥L p(Φ+). (7)
On Φ+, the remainder can be estimated using Ho¨lder’s inequality,
|R(y, z)|p ≤ m
p(νd−1+1/q)
((νd − 1)!)p
 ϕ(y)
1
|∂νdd ∆(y, t)|p dt, z ≥ 1.
With ϕ(y)− 1 ≤ m, integration yields
∥R∥pL p(Φ+) ≤
m pνd−1
((νd − 1)!)p

Y
 ϕ(y)
1
 ϕ(y)
1
|∂νdd ∆(y, t)|p dtdzdy
≤ m
pνd
((νd − 1)!)p ∥∂
νd
d ∆∥pL p(Φ+),
and hence
∥R∥L p(Φ+) ≤ m
νd
(νd − 1)! ∥∂
νd
d ∆∥L p(Φ+).
Equally, one can show that the remainder is bounded on Φ− by
∥R∥L p(Φ−) ≤ 1
(νd − 1)! ∥∂
νd
d ∆∥L p(Φ−).
Combining the estimate
γ1(νd ,m, p)∥R∥L p(Φ−) + ∥R∥L p(Φ+)
≤ (γ1(νd ,m, p)
q + mνd q)1/q
(νd − 1)!
∥∂νdd ∆∥pL p(Φ−) + ∥∂νdd ∆∥pL p(Φ+)1/p
= γ2(νd ,m, p)∥∂νdd ∆∥L p(Φ)
with (7) concludes the proof. 
Now, we consider domains composed of a box and images of sets of type Φ under certain
isometries in Rd . Let Πr : Rd → Rd denote the permutation matrix swapping the r th and the
dth coordinate. Given a sign σ ∈ {−1, 1} and a shift vector τ ∈ Rd , the axis-aligned isometry
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I[r, σ, τ ] is defined by I[r, σ, τ ](x) := σΠr x + τ . That is, the image I[r, σ, τ ](Φ) of a graph-
bounded set is a set of points bounded from above by a graph of a function over the hyperplane
spanned by all but the r th coordinate axis.
Definition 2.4. The set Ω ⊂ Rd is called a graph domain if there exists a box B ∈ Bd of size h
and a nested sequence of subsets
B = Ω0 ⊂ Ω1 ⊂ · · · ⊂ ΩJ = Ω
with the following property: for every j ∈ {1, . . . , J }, there is a graph-bounded set Φ j with
parameters k j ,m j , an axis-aligned isometry I j := I[r j , σ j , τ j ], and an index i j < j such that
I j (Φ−j ) ⊂ Ωi j and Ω j = Ω j−1 ∪ I j (Φ+j ).
B is the core, and L = [l1, . . . , lJ ] := [k1/hr1 , . . . , kJ /hrJ ], M = [m1, . . . ,m J ], I =[i1, . . . , i J ], R = [r1, . . . , rJ ] are the parameters of Ω . The set of parameters is denoted by
[Ω ] := [L , M, I, R].
This definition is an attempt to quantify those geometric properties of domains which are crucial
for the determination of approximation constants. Despite its technical complexity, it covers a
fairly large class of sets: Theorem 2.7 shows that any connected and bounded d-dimensional
manifold in Rd with a boundary composed of axis-aligned graphs is a graph domain.
The numbers σ j , τ j appearing in the definition are irrelevant for the estimates to be derived,
and hence not included in the set of parameters. If a feasible index i j is given, any other index i ′j
with i j < i ′j < j is feasible, too. However, the constants c(. . . , [Ω ]) in the error estimates below
increase significantly on replacing i j by a larger value i ′j . Hence, in applications, the indices i j
should be chosen as small as possible.
The class of graph domains is closed under axis-aligned affinities. More precisely, let Ω be a
graph domain according to the above definition. Then Ω˜ := A(Ω) is a graph domain which can
be constructed using the core B˜ := A(B), the transformed domains Φ˜ j := I−1j (A(I j (Φ j ))),
and equal parameters, i.e., [Ω ] = [A(Ω)]. This implies that all constants c(. . . , [Ω ]) appearing
below are absolute constants in the sense that they are invariant under axis-aligned affinities.
Theorem 2.5. Let Ω be a graph domain with parameters [Ω ] = [L , M, I, R] and core B of size
h. For any ν ∈ Nd and f ∈ W νp (Ω), the error of the approximation PνB f ∈ Pν is bounded by
∥P¯νB f ∥L p(Ω) ≤ c(ν, p, [Ω ]) · ∥Dνh f ∥L p(Ω).
The vector c(ν, p, [Ω ]) is an absolute constant, given by the recursion
c0 := c(ν, p),
c j := c j−1 + γ1(n j ,m j , p)ci j + γ2(n j ,m j , p)ln jj εr j , j = 1, . . . , J,
c(ν, p, [Ω ]) := cJ ,
where c(ν, p) is the constant of Lemma 2.1, n j := νr j is the polynomial order in the coordinate
direction corresponding to the isometry I j , and ε1, . . . , εd are the unit vectors in Rd .
Proof. We prove
∥P¯νB f ∥L p(Ω j ) ≤ c j · ∥Dνh f ∥L p(Ω), 0 ≤ j ≤ J,
by induction on j . The base case Ω0 = B follows immediately from Lemma 2.1. Now, assume
that the assertion is correct for all j ′ < j . The domain Ω j is the union of Ω j−1 and I j (Φ+j ).
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Hence, abbreviating ∆ := P¯νB f , we have ∥∆∥L p(Ω j ) ≤ ∥∆∥L p(Ω j−1) + ∥∆∥L p(I j (Φ+j )). By the
induction hypothesis, the first summand is bounded by
∥∆∥L p(Ω j−1) ≤ c j−1 · ∥Dνh f ∥L p(Ω).
After a change of coordinates, the second summand can be estimated by Lemma 2.3,
∥∆∥L p(I j (Φ+j )) ≤ γ1(n j ,m j , p)∥∆∥L p(I j (Φ−j )) + γ2(n j ,m j , p)k
n j
j ∥∂
n j
r j ∆∥L p(I j (Φ j )),
where, by definition, k j = hr j l j . By assumption, I j (Φ−j ) ⊂ Ωi j . Hence, using the induction
hypothesis again, we obtain
∥∆∥L p(I j (Φ−j )) ≤ ∥∆∥L p(Ωi j ) ≤ ci j · ∥D
ν
h f ∥L p(Ω).
Further, since ∂
ν j
j ∆ = ∂
ν j
j f ,
k
n j
j ∥∂
n j
r j ∆∥L p(I j (Φ j )) ≤ ln jj εr j · ∥Dνh f ∥L p(Ω).
Combining the last four displays, we find that
∥∆∥L p(Ω j ) ≤

c j−1 + γ1(n j ,m j , p)ci j + γ2(n j ,m j , p)ln jj εr j
 · ∥Dνh f ∥L p(Ω)
= c j · ∥Dνh f ∥L p(Ω). 
We remark that, in general, it is not possible to estimate derivatives of the error in terms of
the pure partial derivatives of f . As an example, consider the function f (x, y) := x2 ln(1 + y)
defined on Ω , the unit disk. For ν = [3, 1], we have f ∈ W ν∞(Ω), and Theorem 2.5 shows that
the approximation error P¯νB f is bounded by a constant times ∥∂y f ∥L∞(Ω) = 2. However, ∂2x f
is unbounded, and so is ∂2x P¯
ν
B f .
Now, we show that the set of graph domains contains all bounded and connected manifolds
with a boundary composed of axis-aligned images of graphs. To this end, we collect a few
elementary facts about graph domains.
Lemma 2.6. Let Ω , Ω˜ be graph domains with cores B, B˜, respectively, I an axis-aligned
isometry, and Φ a graph-bounded set.
(i) If Φ ∈ Bd is a box, then it is a graph domain, and any box B∗ ⊂ Φ may serve as its core.
(ii) If I(Φ−) ⊂ Ω , then Ω ∪ I(Φ) is a graph domain with core B.
(iii) If B˜ ⊂ Ω , then Ω ∪ Ω˜ is a graph domain with core B.
(iv) If the base Y of Φ is a (d − 1)-dimensional box, then Φ is a graph domain, and any d-
dimensional box B∗ ⊂ Φ may serve as its core.
Proof. While the first three statements follow immediately from Definition 2.4, the fourth one
requires a brief explanation. Extending B∗ = B∗y × (z∗1, z∗2) and B = By × (z1, z2) to the bottom,
we obtain B∗0 := B∗y × (0, z∗2) and B0 := By × (0, z2), respectively, where B∗y and By are certain
(d−1)-dimensional boxes contained in Y . By (i) and (iii), the union of boxes B ′ := B∗0∪B0∪Φ−
is a graph domain. Finally, by (ii), B ′ ∪ Φ = Φ is a graph domain, too. 
As usual, the boundary and closure of an open set M are denoted by ∂M and M¯ , respectively.
Furthermore, when considering images I(Φ), the precise form of the map I is unimportant.
Hence, to simplify notation, we stipulate the following: a set Ψ ⊂ Rd is called an I -set if there
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exists an axis-aligned isometry I and a graph-bounded domain Φ such that Ψ = I(Φ). The
image of the graph of the bounding function ϕ, which is the essential part of ∂Ψ , is denoted by
∂+Ψ := {I(y, z) : z = ϕ(y), y ∈ Y },
where Y is the base of Φ. Let Y ′ be any open subset of Y . The restriction of Ψ to the base Y ′ is
denoted by
Ψ [Y ′] := {I(y, z) : 0 < z < ϕ(y), y ∈ Y ′}.
Accordingly,
∂+Ψ [Y ′] := {I(y, z) : z = ϕ(y), y ∈ Y ′}.
Theorem 2.7. Let Ω ⊂ Rd be open, bounded and connected. Its closure Ω¯ , when equipped with
the trace topology induced from Euclidean space, is assumed to be a manifold with boundary
∂Ω . If there exist I -sets Ψ j ⊂ Ω , j ∈ J , with
∂Ω =

j∈J
∂+Ψ j , (8)
then Ω is a graph domain.
Proof. For j ∈ J , fix a possible base Y j of Ψ j . With BΩ and B j the sets of all open boxes
contained in Ω and Y j , respectively, we have
Ω =

B∈BΩ
B, Y j =

Y∈B j
Y.
Hence,
Ω¯ =

B∈BΩ
B ∪

j∈J

Y∈B j
(Ψ j [Y ] ∪ ∂+Ψ j [Y ]).
As a consequence of Ω¯ being a manifold with boundary, the sets Ψ j [Y ] ∪ ∂+Ψ j [Y ] are open in
Ω¯ . This implies that the right hand side of the latter display defines an open cover of the compact
set Ω¯ . Hence, there exist finite subsets B′Ω ⊂ BΩ , J ′ ⊂ J , and B′j ⊂ B j providing a subcover.
Disregarding the boundary ∂Ω , we obtain
Ω =

B∈B′Ω
B ∪

j∈J ′

Y∈B′j
Ψ j [Y ].
By Lemma 2.6(i), the boxes B and, hence, all sets appearing on the right hand side are I -sets.
Renaming them yields the representation
Ω =

ℓ∈L
Ψ ′ℓ,
where L is some finite index set. The crucial point is that the bases of all these I -setsΨ ′ℓ are open
boxes in Rd−1. Now, we consider a subset L∗ ⊂ L of indices which is maximal in the following
sense: the set Ω∗ := ℓ∈L∗ Ψ ′ℓ is a graph domain but, for any k ∈ L \ L∗, the union Ω∗ ∪Ψ ′k is
not.
Let us assume that L∗ ≠ L . First, in view of (iv), any Ψℓ is a graph domain, excluding the
trivial case L = ∅. Second, since Ω is connected, there exist ℓ ∈ L∗ and k ∈ L \ L∗ such that
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the intersection M := Ψ ′ℓ ∩ Ψ ′k is not empty. The open set M contains an open box Bk . Again
by (iv), Bk can serve as the core of Ψ ′k . Third, by (iii), Ω∗ ∪Ψ ′k is a graph domain, contradicting
maximality of L .
Hence, we have L∗ = L , showing that Ω = Ω∗ is a graph domain. 
Note that the index set J appearing in the theorem is not required to be finite. Roughly
speaking, the condition on Ω¯ of being a manifold means that ∂Ω must not have self-intersections.
Skipping the details, we remark that even this weak condition may be dropped. In this case, Ω¯
has to be understood as the closure of Ω with respect to the geodesic metric, and (8) is required
to be a relative open cover of ∂Ω in this topology. This implies that the sets Ψ j [Y ] ∪ ∂+Ψ j [Y ]
are still open in Ω¯ . Otherwise, the proof can remain unchanged.
3. A Poincare´-type inequality
In this section, we elaborate on the special case of approximation by constant polynomials. Let
P1 := P[1,...,1] be the space of constant polynomials, and W 1p(Ω) := W [1,...,1]p (Ω) the standard
Sobolev space of order 1 on the domain Ω ⊂ Rd . Given a box B ⊂ Ω , we define the mean value
operator P1B : L1(Ω) → P1 by P1B f := P [1,...,1]B f = 1vol B

B f . If Ω is a graph domain with
core B, Theorem 2.5 yields the Poincare´-type inequality
∥P¯1B f ∥L p(Ω) ≤ c(p, [Ω ]) · ∥Dh f ∥L p(Ω), (9)
where Dh := D[1,...,1]h . Since γ1(1,m, p) = m1/p, γ2(1,m, p) = m1/p(1+m)1/q , the recursion
defining the constant vector c(p, [Ω ]) := c([1, . . . , 1], p, [Ω ]) specializes to
c0 := [1, . . . , 1], (10)
c j := c j−1 + m1/pj

ci j + (1+ m j )1/qϱ j εr j

, j = 1, . . . , J,
c(p, [Ω ]) := cJ .
With a suitably modified constant, the estimate above is valid for a much larger class of domains.
These domains are defined recursively, just as in Definition 2.4, but now, the mappingsΦ j → Rd
are allowed to be diffeomorphisms. More precisely, letΦ be a graph-bounded set with parameters
k,m. We say that the homeomorphism D : Φ → D(Φ) ⊂ Rd is a W 1∞-diffeomorphism on Φ if
both D and D−1 have essentially bounded weak first derivatives. Let ∂D denote the Jacobian of
D, and
τ := ∥ det ∂D∥L∞(Φ), τ := ∥(det ∂D)−1∥L∞(Φ),
τ = [τ1, . . . , τd ] := ∥∂dD∥L∞(Φ).
The estimate of Lemma 2.3 applies to the transformed set D(Φ) as follows. If ∆ ∈ W 1p(D(Φ))
then ∆′ := ∆ ◦D ∈ W 1p(Φ), and
∥∆′∥L p(Ψ ) ≤ τ 1/p∥∆∥L p(D(Ψ )), ∥∆∥L p(D(Ψ )) ≤ τ 1/p∥∆′∥L p(Ψ )
for any subset Ψ ⊂ Φ. Moreover, by the chain rule, the derivatives of ∆ and ∆′ are related by
∂d∆′ = (∂∆ ◦D) · ∂dD. Ho¨lder’s inequality yields
∥∂d∆′∥pL p(Φ) ≤ d p/q
d
j=1

Φ
|∂ j∆ ◦D|pτ pj ≤ τd p/q
d
j=1
τ
p
j

D(Φ)
|∂ j∆|p,
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and hence ∥∂d∆′∥L p(Φ) ≤ τ 1/pd1/q τ · ∥∂∆∥L p(D(Φ)). Defining the parameters of D by
s := (ττm)1/p, t ′ = [t ′1, . . . , t ′d ] := (d + dm)1/qskτ,
we obtain
∥∆∥L p(D(Φ+)) ≤ τ 1/p∥∆′∥L p(Φ+)
≤ (τm)1/p∥∆′∥L p(Φ−) + (1+ m)1/qk∥∂d∆′∥L p(Φ)
≤ s∥∆∥L p(D(Φ−)) + t ′ · ∥∂∆∥L p(D(Φ)). (11)
Now, we are prepared to extend Definition 2.4.
Definition 3.1. The set Ω ⊂ Rd is called a generalized graph domain if there exists a box
B ⊂ Rd and a nested sequence of subsets
B = Ω0 ⊂ Ω1 ⊂ · · · ⊂ ΩJ = Ω
with the following property: for every j ∈ {1, . . . , J }, there is a graph-bounded set Φ j with
parameters k j ,m j , a W 1∞-diffeomorphism D j on Φ j with parameters s j , t ′j , and an index i j < j
such that
D j (Φ−j ) ⊂ Ωi j and Ω j = Ω j−1 ∪D j (Φ+j ).
B is the core, and I = [i1, . . . , i J ], S = [s1, . . . , sJ ], T = [t1, . . . , tJ ] := [t ′1/h, . . . , t ′J /h] are
the parameters of Ω , where the quotients t ′j/h of vectors are understood componentwise. The
set of parameters is denoted by [Ω ] = [I, S, T ].
While graph domains are bounded by axis-aligned graphs, the class of generalized graph
domains is still much larger: Theorem 3.3 shows that any connected and bounded d-dimensional
manifold in Rd with a boundary composed of diffeomorphic images of graphs is a generalized
graph domain.
The class of generalized graph domains is closed under axis-aligned affinities. The trans-
formed domain Ω˜ := A(Ω) can be built using the core B˜ := A(B) and the diffeomorphisms
D˜ j := A ◦ D j , while all other ingredients remain unchanged. In particular, [Ω ] = [A(Ω)]. The
following theorem establishes the estimate (9) for generalized graph domains.
Theorem 3.2. Let Ω be a generalized graph domain with parameters [Ω ] = [I, S, T ] and core
B of size h. For any f ∈ W 1p(Ω), the error of the approximation P1B f ∈ P1 is bounded by
∥P¯1B f ∥L p(Ω) ≤ c(p, [Ω ]) · ∥Dh f ∥L p(Ω).
The vector c(p, [Ω ]) is an absolute constant, given by the recursion
c0 := [1, . . . , 1],
c j := c j−1 + s j ci j + t j , j = 1, . . . , J,
c(p, [Ω ]) := cJ .
Proof. As in the proof of Theorem 2.5, we show that
∥P¯1B f ∥L p(Ω j ) ≤ c j · ∥Dh f ∥L p(Ω), 0 ≤ j ≤ J,
by induction on j . With γ0(1, p) = 1, the base case Ω0 = B follows from Lemma 2.1. Now,
assume that the assertion is correct for all j ′ < j . The domain Ω j is the union of Ω j−1 and
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D j (Φ+j ). Hence, using the abbreviation ∆ := P¯1B f , we obtain ∥∆∥L p(Ω j ) ≤ ∥∆∥L p(Ω j−1) +∥∆∥L p(D j (Φ+j )). By the induction hypothesis and (11),
∥∆∥L p(Ω j ) ≤ c j−1 · ∥Dh f ∥L p(Ω) + s j∥∆∥L p(D j (Φ−j )) + t
′
j · ∥∂∆∥L p(D j (Φ j )).
By assumption, D j (Φ−j ) ⊂ Ωi j . Hence, employing the induction hypothesis again, we obtain
∥∆∥L p(D j (Φ−j )) ≤ ∥∆∥L p(Ωi j ) ≤ ci j · ∥Dh f ∥L p(Ω).
Combining the last two displays, and using ∂ f = ∂∆, we find
∥∆∥L p(Ω j ) ≤ (c j−1 + s j ci j + t j ) · ∥Dh f ∥L p(Ω) = c j · ∥Dh f ∥L p(Ω). 
It remains to state that the class of generalized graph domains comprises all connected
and bounded manifolds with a boundary consisting of diffeomorphic images of graphs. The
arguments are a verbatim transcription of those at the end of the preceding section—just
axis-aligned isometries have to be replaced by W 1∞-diffeomorphisms. Both kinds of mappings
are homeomorphisms, and this is the only property used throughout the proofs. Skipping the
analogue of Lemma 2.6, we give the following definition: a set Ψ ⊂ Rd is called a D-set if
there exists a W 1∞-diffeomorphism D and a graph-bounded domain Φ such that Ψ = D(Φ). The
image of the graph of the bounding function ϕ, which is the essential part of ∂Ψ , is denoted by
∂+Ψ := {D(y, z) : z = ϕ(y), y ∈ Y },
where Y is the base of Φ.
Theorem 3.3. Let Ω ⊂ Rd be open, bounded and connected. Its closure Ω¯ , when equipped with
the trace topology induced from Euclidean space, is assumed to be a manifold with boundary
∂Ω . If there exist D-sets Ψ j ⊂ Ω , j ∈ J , with
∂Ω =

j∈J
∂+Ψ j ,
then Ω is a generalized graph domain.
As for Theorem 2.7, we remark that the index set J is not required to be finite, and that also
boundaries with self-intersections may be treated when choosing the appropriate topology.
4. D-invariant spaces
In this section, we consider linear spaces of polynomials which are closed under differentia-
tion. Such spaces can be characterized as follows. A finite subset Λ ⊂ Nd0 is called complete if
λ′ ≤ λ ∈ Λ implies λ′ ∈ Λ. With ε j the unit vectors in Rd as above, let
Λ+ := {0} ∪ {λ+ ε j : λ ∈ Λ, 1 ≤ j ≤ d}, Λ0 := Λ+ \ Λ.
The order of Λ is defined by n := max{|λ| : λ ∈ Λ+}. As is easily shown, the linear space
PΛ := span{mλ : λ ∈ Λ} is D-invariant if and only if Λ is complete. Further, D-invariant spaces
are affine invariant in the sense that π ∈ PΛ implies π ◦A−1 ∈ PΛ for any axis-aligned affinity
A : Rd → Rd . Important examples of D-invariant spaces include the tensor product spaces Pν
generated by Λ[ν] := {λ : λ < ν}, and the spaces Pn of polynomials of total order n generated
by Λ[n] := {λ : |λ| < n}.
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The Sobolev space WΛp (Ω) associated with Λ is defined as the closure of the set of smooth
functions on the interior of Ω with respect to the norm
∥ f ∥WΛp (Ω) :=

λ∈Λ+
∥∂λ f ∥L p(Ω).
In particular, W np (Ω) := WΛ[n]p (Ω) is the standard Sobolev space of order n.
It is well known that approximation properties of polynomials of arbitrary total order n can
be derived from Poincare´-type estimates. The basic principle was introduced by Meyers [13],
and applied later on by for instance Verfu¨rth [17] for the approximation by polynomials of a
given total order. The operator PΛB defined below is a generalization of Meyers’ idea. Given a
generalized graph domain Ω with core B and a complete subset Λ ⊂ Nd0 of order n, we define
the operator PΛB : WΛp (Ω)→ PΛ by the system of mean value interpolation conditions
P1B∂
λ P¯ΛB f = P1B∂λ f − P1B∂λPΛB f = 0, λ ∈ Λ, (12)
where P1B f = 1vol B

B f , as above. When sorted by order, the linear system for the sought
polynomial pn = PΛB f has triangular form and can be solved uniquely via the recursion
p0 := 0,
pk := pk−1 +

λ∈Λk
mλ
λ! P
1
B∂
λ( f − pk−1), k = 1, . . . , n,
where Λk := {λ ∈ Λ : |λ| = n − k}, k = 1, . . . , n.
Theorem 4.1. Let Ω be a generalized graph domain with core B of size h, and let the vector
c(p, [Ω ]) be the absolute constant defined in Theorem 3.2. Given a complete subset Λ ⊂ Nd0 , the
error of the approximation PΛB f ∈ PΛ satisfies
∥∂µ P¯ΛB f ∥L p(Ω) ≤

λ∈Λ0
Γ (λ, µ)c(p, [Ω ])λ−µhλ−µ∥∂λ f ∥L p(Ω), µ ∈ Λ+,
for any function f ∈ WΛp (Ω), where the numbers Γ (λ, µ) ∈ N0 are defined recursively by
Γ (λ, µ) :=

δλ,µ if µ ∈ Λ0
d
j=1
Γ (λ, µ+ ε j ) if µ ∈ Λ.
In particular, Γ (λ, µ) = 0 unless λ ≥ µ.
Proof. Writing Λ+ = Λ0 ∪ · · · ∪ Λn , where n is the order of Λ, we verify the statement for
µ ∈ Λk, k = 0, . . . , n. We proceed by induction on k, starting from the case k = 0, which
is trivial since ∂µ P¯ΛB f = ∂µ f for µ ∈ Λ0. Let us assume that the assertion is correct for all
µ ∈ Λk, k < n. Now, for any multi-index µ ∈ Λk+1, we consider the derivative ∂µ∆ of the error
∆ := P¯ΛB f . By (12), we have P1B∂µ∆ = 0. Hence, Theorem 3.2 implies
∥∂µ∆∥L p(Ω) = ∥P¯1B∂µ∆∥L p(Ω) ≤
d
j=1
c j (p, [Ω ])h j∥∂µ+ε j∆∥L p(Ω).
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Since µ+ ε j ∈ Λk , the induction hypothesis yields
∥∂µ∆∥L p(Ω)
≤
d
j=1

λ∈Λ0
c j (p, [Ω ])h jΓ (λ, µ+ ε j )c(p, [Ω ])λ−µ−ε j hλ−µ−ε j ∥∂λ f ∥L p(Ω)
=

λ∈Λ0
Γ (λ, µ)c(p, [Ω ])λ−µhλ−µ∥∂λ f ∥L p(Ω). 
The recursion for Γ (λ, µ) is closely related to multinomial coefficients. In particular, for the
space Pn of polynomials of total order n, generated by Λ[n], we obtain Γ (λ, µ) =
 |λ−µ|
λ−µ

. In
general, one can show that
Γ (λ, µ) =
 |λ− µ|
λ− µ

−

λ−ε j∈Λ0
 |λ− ε j − µ|
λ− ε j − µ

. (13)
The error estimate for the linear operator PΛB implies estimates for a much larger class of possibly
nonlinear projectors. We generalize the argument used in [6] for sublinear functionals to the case
of Ho¨lder continuity.
Corollary 4.2. Let Ω ⊂ Rd be a generalized graph domain with core B of size h. Let
PΛ : WΛp (Ω)→ PΛ be a projector, characterized by PΛ( f ) = f for f ∈ PΛ, and
∥∂µ(PΛ( f )− PΛ(g))∥L p(Ω) ≤ Lh(1−s)/p−µ ∥ f − g∥sL p(Ω), f, g ∈ L p(Ω),
for all µ ∈ Λ, some exponent s ∈ (0, 1], and a positive constant L. Then, for any f ∈ WΛp (Ω),
the error P¯Λ( f ) := f − PΛ( f ) satisfies
∥∂µ P¯Λ( f )∥L p(Ω) ≤ ∥∂µ P¯ΛB f ∥L p(Ω) + Lh(1−s)/p−µ ∥P¯ΛB f ∥sL p(Ω), µ ∈ Λ+.
The result follows from
∥∂µ P¯Λ( f )∥L p(Ω) ≤ ∥∂µ( f − PΛB f )∥L p(Ω) + ∥∂µ(PΛ( f )− PΛB f )∥L p(Ω)
≤ ∥∂µ( f − PΛB f )∥L p(Ω) + ∥∂µ(PΛ( f )− PΛ(PΛB f ))∥L p(Ω)
≤ ∥∂µ P¯ΛB f ∥L p(Ω) + Lh(1−s)/p−µ ∥P¯ΛB f ∥sL p(Ω).
We note that the exponent of h is chosen such that the estimate is invariant under axis-aligned
affinities, meaning that L is an absolute constant. Further, boundedness of ∂µ(PΛ( f )− PΛ(g))
for all µ ∈ Λ in terms of f − g follows already from boundedness of PΛ( f ) − PΛ(g) via
Markov’s inequality. Applications of the corollary include best approximation of a given function
f with respect to the L p-norm on open subsets of Ω . In this case, the exponent is s = 1 if p ≥ 2
(see [12, p. 51]) and s = p/2 if p < 2 (see [11]).
5. An example
In this section, we present an example illustrating Theorems 2.5, 3.2 and 4.1. For ϱ ∈ N, let
Ω := (x, y) ∈ (−1, 1)2 : ωϱ(x) < y < x + 3/2,
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Fig. 1. Domains Ω and Ω ′ = D(Ω) for ϱ = 4.
where
ωϱ(x) :=
− sin2(2πϱx) for x ≤ 0
1− (1− x)ϱ for x < 0;
see Fig. 1. The boundary has a cusp of order ϱ and, for large ϱ, a highly oscillating part. The
following construction shows that Ω is a graph domain and establishes the constant c(ν, p, [Ω ])
via the sequence [c j ]0≤ j≤J , as defined in Theorem 2.5:
• Let Ω0 := B := (−1, 0)× (0, 1/2), yielding h = [1, 1/2]. The constant c0 is
c0 =

1
γ0(ν1, p)

.
• Let Y1 := (−1, 0), ϕ1(x) := min{x + 3/2, 1}. The corresponding graph-bounded set Φ1 has
parameters k1 = 1/2,m1 = 1. With I1 := I[2, 1, [0, 0]] the identity and i1 := 0, we have
I1(Φ−1 ) ⊂ Ω0 and Ω1 := Ω0 ∪ I1(Φ+1 ). Further, r1 = 2, n1 = ν2, ϱ1 = 1, yielding
c1 = c0 + γ1(ν2, 1, p)c0 +

0
γ2(ν2, 1, p)

.
• Let Y2 := (0, 1), ϕ2(x) := sin2(2πϱx) + 1/2. The corresponding graph-bounded set Φ2
has parameters k2 = 1/2,m2 = 2. With I2 := I[2,−1, [0, 1/2]] and i2 := 0, we have
I2(Φ−2 ) ⊂ Ω0 and Ω2 := Ω0 ∪ I2(Φ+2 ). Further, r2 = 2, n2 = ν2, ϱ2 = 1, yielding
c2 = c1 + γ1(ν2, 2, p)c0 +

0
γ2(ν2, 2, p)

.
• Let Y3 := (0, 1), ϕ3(x) := 3/2 − (1 − x)1/ϱ. The corresponding graph-bounded set Φ3
has parameters k3 = 1/2,m3 = 2. With I3 := I[1, 1, [−1/2, 0]] and i3 := 1, we have
I3(Φ−3 ) ⊂ Ω1 and Ω = Ω3 := Ω1 ∪ I3(Φ+3 ). Further, r3 = 1, n3 = ν1, ϱ3 = 1/2, yielding
U. Reif / Journal of Approximation Theory 164 (2012) 954–970 969
c3 = c2 + γ1(ν1, 2, p)c1 +

γ2(ν1, 2, p)2−ν1
0

,
and finally c(ν, p, [Ω ]) = c3.
Next, introducing the map
D : (x, y) →

(x, y) for x ≤ 0
(x, y − 2x + x2) for x > 0,
we define the generalized graph domain Ω ′ := D(Ω); see Fig. 1. Its construction equals that of
Ω with the only exception that the isometry I3 is now replaced by the W 1∞-diffeomorphism
D3 := D ◦ I3 on Φ3. Since the maps D1 = I1,D2 = I2 are isometries in the sense of
Definition 2.4, the corresponding constants can be computed by using (10):
c0 =

1
1

, c1 = 2c0 +

0
21/q

, c2 = c1 + 21/pc0 +

0
21/p31/q

.
The Jacobian of D3 = D ◦ I3 is given by
∂D3(x, y) =


0 1
1 0

for 0 ≤ y ≤ 1/2
0 1
1 2y − 3

for 1/2 < y ≤ 3/2.
Hence, with τ 3 = τ 3 = 1, τ3 = [1, 2], k3 = 1/2, and m3 = 2, we obtain the parameters
s3 = 21/p, t3 = 31/q [1, 2]
of D3, and finally the constant
c(p, [Ω ′]) = c2 + 21/pc1 + 31/q [1, 4]
for the Poincare´-type estimate of Theorem 3.2. We note that this constant is independent of ϱ,
and uniformly bounded in p.
Concerning Theorem 4.1, consider the complete subset
Λ := [0, 0], [1, 0], [0, 1], [2, 0], [1, 1], [0, 2], [1, 2],
yielding Λ0 = {[3, 0], [2, 1], [2, 2], [1, 3], [0, 3]}, and the order µ := [1, 0] of differentiation.
The recursion for Γ (λ, µ), and equally (13), yields Γ ([3, 0], [1, 0]) = Γ ([2, 2], [1, 0]) =
Γ ([1, 3], [1, 0]) = 1, Γ ([2, 1], [1, 0]) = 2, and Γ ([0, 3], [1, 0]) = 0. With c(p, [Ω ′]) =:
[cx , cy] and h = [1, 1/2], we obtain
∥∂x P¯ΛB f ∥L p(Ω ′) ≤ c2x ∥ fxxx∥L p(Ω ′) + cx cy ∥ fxxy∥L p(Ω ′)
+ cx c
2
y
4
∥ fxxyy∥L p(Ω ′) +
c3y
8
∥ fxyyy∥L p(Ω ′).
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