In this paper we develop an algorithm to calculate prices and Greeks of barrier options driven by a class of additive processes. Additive processes are time-inhomogeneous Lévy processes, or equivalently, processes with independent but inhomogeneous increments. We obtain an explicit semi-analytical expression for the first-passage probability of an additive process with hyper-exponential jumps. The solution rests on a randomization and an explicit matrix WienerHopf factorization. Employing this result we derive explicit expressions for the Laplace(-Fourier) transforms of prices and Greeks of digital and barrier options. As numerical illustration, the model is simultaneously calibrated to Stoxx50E call options at four different maturities and subsequently prices and Greeks of down-and-in digital and down-and-in call options are calculated. Comparison with Monte Carlo simulation results shows that the method is fast, accurate, and stable.
Introduction
Barrier options are contracts whose pay-off is activated or de-activated when the underlying process crosses a pre-specified level, and are among the most popular path-dependent options. To be able to value barrier options consistent with observed call option prices it is required that the model is capable of calibrating to call prices at different maturities simultaneously. On the other hand, it is desirable to maintain a degree of analytical tractability to facilitate the calculations, especially for the Greeks. The Greeks or sensitivities describe the changes of the model prices as a consequence of changes of the underlying parameters, and are therefore very important to appreciate the model results. It is well known that the accurate evaluation of Greeks is a challenging numerical problem, as standard PDE or Monte Carlo methods are generally unstable and slow.
It is by now well-established that the Geometric Brownian motion model is not flexible enough to capture features in financial asset returns data such as the skewness and excess kurtosis, and to accurately calibrate to observed option prices. To address this lack of flexibility, one of the approaches was to introduce jumps in the price process by replacing the Brownian motion by a Lévy process. Lévy models, such as the VG, CGMY, NIG, KoBoL and Generalised Hyperbolic models and Kou's double exponential model, have been successfully applied to the valuation of European type options. This approach is by now classical and well established, and we refer to Cont & Tankov [14] , Boyarchenko & Levendorskii [7] and Schoutens [26] for background and references on the application of Lévy models in option pricing.
As observed among others by Carr et al. [12] Lévy models are generally not capable of calibrating option prices at multiple maturities, since, due to the stationarity and independence of the increments, their moments exhibit a rigid term-structure that differs from what is observed in market data. Several generalizations have been proposed that resulted in models capable of calibrating the volatility surface, including local Lévy processes [11] and models based on self-decomposable distributions [12] . To build a jump-process that exactly fits a continuum of call option prices, Carr et al. [11] introduced local Lévy processes with time and state-dependent Lévy triplet. In [12] a different approach was followed by taking the Lévy-density to be time-dependent with a particular form of the time-dependence motivated by modelling considerations, and good calibration results were obtained for this model across time and maturity. However, to the best of our knowledge, the two mentioned models do not admit analytically tractable solutions for first-passage probabilities.
In this paper we will stay within the class of Lévy models with time-dependent parameters (also called additive processes), but we will restrict ourselves to additive models with hyper-exponential jumps, and consider valuation of barrier options in this setting. Hyper-exponential distributions are finite mean-mixtures of exponential distributions which can approximate any completely monotone distribution arbitrarily closely. Many of the popular Lévy model employed in mathematical finance possess completely monotone Lévy densities, as remarked in [4] and [16] , and can therefore be approximated arbitrarily well by hyper-exponential Lévy models with appropriately chosen parameters.
There exists currently a body of literature devoted to various aspects of pricing barrier options. In particular, in the setting of Lévy models, a transform based approach to pricing barrier options has been developed in a number of papers, including Geman & Yor [15] , Carr & Crosby [9] , Kou & Wang [18] , Lipton [21] , Sepp [25] , Boyarchenko & Levendorskii [8] and Kudryavzev & Levendorskii [19] , Jeannin & Pistorius [16] .
The transform algorithm that we develop herein is based on a so-called matrix Wiener-Hopf factorization. Such matrix factorizations were first studied by London et al. [22] and by Rogers [23] for (noisy) fluid models. Jiang and Pistorius [17] developed matrix Wiener-Hopf factorization results for regime-switching models with jumps. We will show that, by randomizing the times between different maturities, the distributions of the infimum and supremum of the hyper-exponential additive process can be explicitly expressed in terms of a matrix Wiener-Hopf factorization. Employing these results we derive semi-analytical expressions for the first-passage probabilities of the additive process, and for the prices and Greeks of barrier and digital options. The actual prices are subsequently obtained by a multi-dimensional transform inversion. To evaluate these transforms we will employ a contour deformation algorithm and a fractional Fast Fourier Transform algorithm, developed by Talbot [27] , and Bailey & Swarztrauber [6] and Chourdakis [13] , respectively.
As numerical illustration, we calibrated the additive model to Eurostoxx prices at 27 February 2007 at four different maturities, and calculated in this setting downand-in digital and down-and-in call option prices and Greeks (delta and gamma); for comparison we also implemented a Monte Carlo Euler scheme. We find that the algorithm is accurate and stable, and many times faster than the Monte Carlo simulation (especially for the Greeks).
The remainder of the paper is organized as follows. In Section 2 we define the hyper-exponential additive model and present its application to European call option pricing. In Sections 3 and 4 we derive semi-analytical expressions for the first-passage probabilities of a hyper-exponential additive process in terms of a matrix Wiener-Hopf factorisation, and for the prices and Greeks of barrier and digital options. In Section 5 we describe the transform algorithms that were employed and we present numerical results in Section 6. Proofs that are not developed in the main text are deferred to the Appendix.
Additive processes and option pricing
We consider an asset price process S modelled as the exponential
Xt of an additive process X. Informally, an additive process can be described as a Lévy process with time-dependent characteristics or, equivalently, as a process with independent but non-stationary increments. We briefly review below some key properties of additive processes. For further background and applications in finance refer to Sato [24] and Cont & Tankov [14] . A formal definition of an additive process is as follows:
iii) The sample paths t → X t have càdlàg modifications almost surely.
If X is an additive process, then, for every t > 0, X t follows an infinitely divisible distribution with Lévy triplet (M t , Σ 2 t , Λ t ), say, that is, the characteristic function of X t is equal to Φ t (u) = exp[ tΨ t (u) ] where Ψ t is the characteristic exponent given by
with M t , Σ t ∈ R and Λ t the Lévy measure satisfying the integrability constraint
The law of the additive process {X t , t ∈ [0, T ]} is completely determined by the collection of Lévy triplets
In particular, if the Lévy triplets are time-independent, X is a Lévy process.
Since the increment X u − X t , u > t, is independent of {X s , s ≤ t}, it follows itself an infinitely divisible distribution with Lévy triplet (M t,u , Σ 2 t,u , Λ t,u ) that can be expressed in terms of the triplets of X u and X t by linear interpolation, as follows:
We deduce that the triplets (M t , Σ 2 t , Λ t ) of an additive process satisfy following restrictions: uΣ
In particular, if the functions t → M t , t → Σ 2 t and t → Λ t (dx) are absolutely continuous with densities µ, σ and λ(·, dx), the triplets in (1) reduce to
where we will call (µ(t), σ 2 (t), λ(t, dx) the local triplet at time t. Note that in this case the conditions (2) translate to the natural requirements that σ 2 t ≥ 0 and λ(t, dx) ≥ 0. Assuming that the price dynamics S are specified under a martingale measure, it follows that, if the interest rate and dividend rate are deterministic functions given by r(t) and d(t), the characteristic exponent of X t satisfies , Λ T i ) under the restriction (2) for u = T i and t = T i−1 , i = 1, . . . , N .
Hyper-exponential additive processes
We restrict ourselves from now on to a hyper-exponential additive process X which is specified by its local triplet (µ(t), σ 2 (t), k(t, x)dx) with
where π ± k (t) and α ± k are non-negative. The continuous part of X consists of a diffusion with time dependent drift µ(t) and volatility σ(t). The jump part of the process X is of finite activity and forms an inhomogeneous compound Poisson process where positive and negative jumps occur at rates
with sizes distributed according to a hyper-exponential distribution that can be generated as an exponential distribution with a random mean taking the values 1/α ± k with time-varying probabilities p
. . , n ± . Assuming that we are given a finite set of European call options with different maturities T 1 , . . . , T N , we take the local parameters µ(t), σ(t) and k(t, ·) constant between the different maturities T i (since we have no information available to calibrate the price process in the intermediate time). Thus, with T 1 , T 2 , · · · , T N given, we set for all t ∈ (T i−1 , T i ], (with T 0 = 0)
where
European call options
Since the characteristic function of the hyper-exponential additive model at time T i is explicitly known and given by
with Ψ (j) given in (3), the price of a European call with maturity T i can be efficiently calculated using a well established Fourier transform method, which we shall now briefly recall. Letting C T i (k) denote the price of a call with log-strike k = log(K/S 0 ) and maturity T i , the Fourier transform C * T i of C T i (k) over k can be explicitly expressed in terms of the characteristic function Φ (i) (u) as follows:
As the call pay-off function itself is not square-integrable in the log-strike, the axes of integration is here shifted over iα which corresponds to exponentially dampening the pay-off function at a rate α, which is usually taken α = 0.75 (see Carr and Madan [10] ). The call option prices are then determined by inverting the Fourier transform:
3 First passage for additive processes
To value digital and barrier options we need to characterize the distribution
of the running supremum
of an additive process X. Note that the distribution of the first-passage time
Just as in the case of a Lévy process, in general the distribution of X T is not available in closed form. But whereas for a Lévy process the distributions of the infimum and supremum are explicitly linked to the characteristic exponent by the famous Wiener-Hopf factorization, such a result does not exist for general additive processes, essentially because of the time-dependence of the time parameters. However, in the case of piecewise constant parameters the triplet changes only at deterministic times so that F (+) (x) = F (+) (x; T (1) , . . . , T (N ) ) only depends on the inter jump times
with q = (q 1 , . . . , q N ), can be expressed explicitly in terms of a matrix Wiener-Hopf factorization. To state this result we need to introduce some further notation. For any vector v = (v 1 , . . . , v n ), we will denote by ∆ v the diagonal matrix
with λ = (λ
. . , N ), and G and b + the N × N and N × N n + matrices in block notation given by
. . , n), and with t + , T + given by
where α + is the column-vector α + = (α + i , i = 1, . . . , n + ) ′ , and
where O denote zero matrices of appropriate sizes and b − , T − and t − are given by (8) - (9) with π +(i) and α + replaced by π −(i) and α − .
We note that the matrix Q is a generator matrix, that is, a square matrix with non-negative off-diagonal elements and non-positive row sums, and it corresponds therefore to some Markov chain. This Markov chain is associated to a randomization and embedding of the additive process X (which will be illustrated with a concrete example below). We further recall that a sub-probability matrix is a matrix with non-negative elements and row sums not larger than one. By applying the matrix Wiener-Hopf factorization results of Jiang & Pistorius (2008) to the current setting we arrive at the following conclusion:
where e ′ 1 = (1, 0, . . . , 0) and
solves the system of matrix equations
where O are zero matrices of appropriate sizes and, in block notation,
and O + and I + representing n + N × n + N zero and identity matrices.
By applying Theorem 1 to −X, we find the corresponding pair of matrices (Q − , η − ); the quadruple (Q + , η + , q − , η − ) is called a matrix Wiener-Hopf factorization (of Q). Example. To illustrate the approach consider now the hyper-exponential additive process X on [0, T 2 ] whose parameters are constant during the two periods [0, T 1 ] and [T 1 , T 2 ]. In the first period X evolves as a jump-diffusion with positive and negative exponential jumps with means and jump rates 1/α + , λ + and 1/α − , λ − , and in the second period as a Brownian motion with drift. The idea is to randomize the times between maturities by replacing T (1) = T 1 and T (2) = T 2 − T 1 by independent exponential random variables with means q regime-switching jump-diffusion with the regime only jumping from state 1 to state 2, according to the generator matrix
Associated to this regime-switching process is a continuous Markov additive process, which can be informally obtained by replacing positive and negative jumps by stretches with slopes +1 and −1 (see Figure 1 for an illustration and refer to Asmussen [3] for background on this embedding). As described in [17] , in this case the generator of the underlying modulating Markov chain is given by
with the matrices S 2 and V + in Theorem 1 given by
Solution of the matrix equation
To solve the system (12), which is a Ricatti-type matrix equation, we will follow a spectral approach and determine the spectral decomposition of Q + . Denoting by h(ρ) an (column) eigenvector of Q + corresponding to eigenvalue ρ, it is a matter of algebra to verify that the system (12) can be equivalently rewritten as
where O is an N (1 + n + + n − ) square zero matrix, I is an N (1 + n + ) identity matrix andS
Defining the matrix K(s) by
it follows that h(ρ) solves the linear system
which implies that ρ is a root of the equation det K(s) = 0. The following result characterizes the eigenvalues of Q + :
has N (1 + n + ) positive roots and N (1 + n − ) negative roots.
Since −Q + is the negative of a generator matrix, it is non-negative definite, so that its eigenvalues are non-negative and therefore given by the positive roots of (17) . In particular, if the positive roots
of eqn. (17) are distinct, it follows from Lemma 1 and Theorem 1 that
The final position and the first exit time
The valuation of barrier options involves the joint distribution of the final position at maturity T and the first exit time. We will extend the results in the previous section by considering
As before we note that F (+) (x, s) depends on time only through the inter-maturity times (T (1) , . . . , T (N ) ) and define the Laplace transform
, . . . , T (N ) ), which can be expressed in terms of Q + and K(s) as follows:
Proposition 1 It holds that
for all s ∈ C with Re(s) ∈ (− min j=1,...,n − α − j , min k=1,...,n + α + k ).
First passage to a lower level
The form of the analogous distributions concerning the infimum
can be found by applying the results in the previous section to the process −X. More specifically, it is straightforward to check that the N -dimensional Laplace transforms G (−) (x, q) and G (−) (x, s, q) are given by (11) and (18) with Q + replaced by Q − , where (Q − , η − ) satisfies the system of matrix equations (12) with
where the latter are defined by interchanging + and − in the equations (13), (10), (9) and (7). It is straightforward to verify that an eigenvector h(ρ) of Q − corresponding to eigenvalue ρ satisfies
where I is an N (1+n − )-identity matrix and that, in view of Lemma 1, the eigenvalues of Q − are given by the negative roots
Prices and Greeks of digital and barrier options
Employing the first-passage results from the previous section we will derive next semi-analytical expressions for the prices and sensitivities of a down-and-in digital and a knock-in call option. A down-and-in digital option at level H < S 0 is a contract that pays out 1 unit at maturity T if the price S has down-crossed the level H before T . Similarly, a down-and-in call option at level H < S 0 and with strike K is a call option whose pay-off is activated once S down-crosses H. Taking the risk-free rate r to be constant standard arbitrage arguments yield that the arbitrage free prices of a down-and-in digital (DID) and call option (DIC) are given by DID(T, H, S 0 ) = e −rT E 1 {inf s≤T Ss<H} = e −rT P (X T < h), where h = log(H/S 0 ), and, denoting by k = log(K/S 0 ) the log-strike,
Let DID(q) denote the joint Laplace transform of DID in the inter-maturity times (T (1) , . . . , T (N ) ) (with T (N ) = T ) and denote by DIC * (q, s) the Laplace-Fourier transform in (T (1) , . . . , T (N ) ) and in the log-strike k. Then we have the following result:
Proposition 2 For h = log(H/S 0 ) < 0 it holds that
Before we give the proof we observe that from the explicit expressions (19) and (20) semi-analytical formulas can be obtained for the delta and gamma of the downand-in digital and call options (i.e. the first and second derivatives of the option value with respect to the spot S 0 ). Indeed, the derivative of the expressions (19) and (20) with respect to S 0 is equal to the Laplace(-Fourier) transform of the derivative of the option, as integration and differentiation are interchangeable in this case. For example, in the case of a down-and-in digital option we find that the Laplace transforms ∆ DID and Γ DID of the delta ∆ DID and gamma Γ DID are given by
Proof of Proposition 2:
The expression (19) is a direct consequence of Theorem 1 (see also Section 3.3). To verify (20) we start by taking the Fourier-transform in k and find as in (4) that the Fourier transform DIC * is given by
where b = α + is + 1 and
From Proposition 1 we deduce that the form the joint Laplace transform G(x, b, q) of
Combining (21) and (22) completes the proof.
Transform inversion algorithms

Multi-dimensional Laplace inversion
To evaluate the price of a down-and-in digital option we invert the multi-dimensional Laplace transform (19) ,
where C n are vertical lines in the complex plane defined by q n = r n + iy n for n = 1, . . . , N with −∞ < y n < ∞ and fixed values of r n , chosen in such a way that all the singularities of the transform DID(S 0 , h, q) are coordinate-wise on the left of the lines C n . Many algorithms approximate the integrals in (23) by a finite linear combination of the transform at some specific nodes with certain weights. For multidimensional inversion it is a computational advantage to have nodes and weights that are independent of the transform. Three of these approaches have been studied by Abate et. al. [2] . They are based on Fourier series expansion, combination of Gaver functionals and deformation of the integral contour. Here we concentrate on the last method developed by Talbo [27] , since reports in the literature (e.g. [2] ) suggested that this approach offers high performance for a short time of execution, which our numerical results confirm. Talbo's idea is to define integration paths in the plane as follows q n = r n θ n (cot θ n + i), −π < θ n < π, and to note that
where, for n = 1, . . . , N , β n (θ) = w n e irnwnTn , q n (θ) = ir n w n and w n = −1 + iθ + i(θ cot θ − 1) cot θ.
Since DID is a real valued function, DID is also equal to the real part of the integral on the right-hand side of (24), which can be used to reduce the calculation by a factor two. To illustrate the evaluation of the integrals (24), we present concrete expressions for the approximating sums in the case that N = 4 (which is the setting that will be implemented later on). Defining
we obtain
where f = DID and the weights and nodes are given by
Since weights and nodes are independent of the transform, the online calculation time of the algorithm can be reduced by pre computing and storing weights and nodes. The speed of convergence and the accuracy of the Talbot algorithm will depend on the regularity of the Laplace transform f . Although universal error bounds are not known, Abate et al. [1] showed numerically that the single parameter M can be used to control the error and can be seen as a measure for the precision. They found after extensive numerical experiments that for a large class of Laplace transforms the relative error equals approximately 10 −0.6M . For high dimensional inversion, extra accuracy in the inner sums may be needed in order to obtain a sufficient degree of precision for the outer sums, which can be achieved by increasing M . Multi-precison software may be required in order to obtain high precision (M ≥ 10).
Fractional Fourier Transform
To calculate down-and-in call option prices (DIC) we need to invert the FourierLaplace transform (20) over strike and time. To invert the Laplace transform we again apply the Talbot algorithm. Concretely, in the case of two maturities, with
, we find that the Fourier transform DIC * over strike can be approximated by the following sums:
Note that as opposed to the case of the inversion of DID, we cannot reduce the calculation time by two by using complex conjugates, as the function DIC * is not real valued. Down-and-in call prices are then obtained by inverting the Fourier transform over strike
with α is the rate of exponential dampening. This integral is approximated for a set of log-strike between (−x 0 , x 0 ) as a summation A common approach to computing the summation (25) is to apply directly a Fast Fourier Transform with x 0 = π/δ. Unfortunately, to have accurate prices for any strike, the log-strike grid size λ needs to be smaller and more points are required. Bailey and Swarztrauber [5, 6] propose an alternative approach by defining the Fractional Fast Fourier transform (FrFFT), that values options over an arbitrary strike range. Chourdakis [13] showed that with this algorithm option prices can be computed with less points without losing substantial accuracy. He reported that compared to the FFT algorithm the calculation of European option prices with the FrFFT algorithm is 45 times faster. Since in our case the Fourier transform DIC * is obtained numerically, we chose to employ the FrFFT algorithm in our calculations. We now briefly specify the form of this algorithm in our setting. Defining
with x 0 chosen as x 0 = 0.20, the resulting approximating sums are given by
where k = 1 · · · N − 1. Extending this summation into a circular convolution over 2N yields that
As shown by Bailey and Swarztrauber [5, 6] this equation can be rewritten in terms of three discrete Fourier transforms:
x j e 2πijk/N .
Although the latter sum is computed by invoking two Fourier transforms and one inverse Fourier transform, it has the advantage to compute option prices on a specific log-strike window (−x 0 , x 0 ) with independent grids δ and λ. This algorithm yields substantially improved results when the Fourier transform is obtained numerically as it requires less points.
6 Numerical results
Calibration
We valued barrier and digital options on the Eurostoxx index, modelling its price process as the exponential of an hyper-exponential additive process. The parameters were determined by calibrating this model to Eurostoxx call options at four different maturities, observed in the market on 20th February 2007. The spot price was EUR 4150, the risk free rate was assumed to be fixed at r = 0.03 and the dividend rate was taken to be zero. As we found that inclusion of positive jumps did not substantially improve the calibration results, we restricted to negative jump sizes, specifying the jump size parameters as α − = {3., 10.}. The jump arrival rates π − and the volatility were taken to be piecewise constant in time and were estimated by minimizing the root mean square error between model and observed market call prices. The calibration was realized maturity by maturity under constraints through a bootstrapping method in such a way that the local triplet is well defined:
1. Calibrate call prices at T 1 to obtain parameters (σ(T 1 ), π
2. For j = 2, . . . , N calibrate call prices at T j , under the constraints (2), to obtain (σ(T j ), π
Figure 6.1 presents calibration results by plotting the market and model implied volatility surfaces with four maturities 6m, 1Y, 3Y, 5Y. The root mean square error (RMSE) is equal to 5.30 and the average relative percentage error (ARPE) is equal to 1.1%. For comparison if the price process follows a Lévy process with hyperexponential jumps (i.e with constant parameters over time), the calibration of the four maturities will give a RMSE of 9.82 and an ARPE of 2.9%. Table 1 gives the different parameters values under the hyper-exponential additive and Lévy models. We observe that the jump parameters change substantially over time, justifying the need to relax the condition of stationarity of the process.
Based on this calibration result, we concentrate on the valuation of prices and Greeks for down-and-in digital and down-and-in call options employing the semianalytical results in Proposition 2. For comparison we calculated the same quantities also by Monte Carlo simulation, using a standard Euler scheme.
Down-and-in digital options
We value down and in digital options with a maturity of 5Y for different spot levels. Given the calibration settings, a 4-dimensional Laplace inversion is required over time increments T 1 = 0.5, T 2 = 0.5, T 3 = 2, T 4 = 2. We employ Talbo algorithm for the multi-dimensional setting M = 6. Using Mathematica to code the algorithm, the computation time was 5 min on a 3189 Mhz computer to calculate prices and greeks for 14 different spot levels. The calculation of first passage probabilities using Monte Carlo simulations requires a large number of time steps and paths. We used 1 million paths with δt = 5 × 10 −5 and it took several hours to obtain stable Greeks in C++. Error bounds cannot be obtained analytically, but we observe in Table 2 that the results of the transform method agree with Monte Carlo simulation results. Figures  3 and 4 report prices and Greeks for down-and-in digital options. The options are expressed as a percentage of the spot price. The value of the sensitivities is expressed as a fraction of S 0 .
The transform algorithm is particulary efficient at a book level, since once the generating matrices Q − of the infimum have been calculated for different values of the vector q, the calculation of prices and Greeks of any (digital) barrier product is just a matter of summation.
Down-and-in call options
We value down-and-in call options with a maturity of 1Y for different strike levels. Given the calibration setting, a two-dimensional Laplace inversion is required over time increments T (1) = 0.5 and T (2) = 0.5. For the inversions of the Laplace transform and the Fourier transform, we set respectively M = 7 and N = 1024. For the Monte Carlo simulations, we used 1 million paths with time step δt = 2.5×10 −5 . The option prices and Greeks obtained by the two methods are reported in Figures 5 and  4 and Table 3 . We observe that the results of the transform method agree with the Monte Carlo simulation results. Using again Mathematica to run the algorithm the computation time was 10 min to calculate the option prices, delta and gamma for 11 different levels of the strike. Since the option prices and Greeks of a down-and-in call option were obtained via a Fourier-Laplace transform, the calculations took in this case a longer time than in the case of a digital option (approximately twice as long), which is still much faster than a Monte Carlo Euler scheme. We note that prices of options with different strikes can be calculated very efficiently with the transform algorithm, as the FrFFT inversion yields the prices and Greeks of all down-and-in call options with log-strikes on the grid. 
APPENDIX
A Proofs
Proof of Lemma 1: (i) It is straightforward to verify that K # (s) can be obtained from K(s) by interchanging some columns and rows, where K # (s) is given by
where K w (s) and D w are two square matrices of dimension n + + n − + 1, defined as Since det(K w (s)) is a polynomial of degree n + m + 2 it follows that all the roots of det(K w (s)) = 0 are given by (ρ + i , i = 1, . . . , n + 1) and (ρ − j , j = 1, . . . , m + 1). In view of the form of det(K(s)) derived in (i) the assertion follows.
Proof of Theorem 1 Consider the following randomization of X obtained by randomizing the inter-maturity times T (i) = T i − T i−1 by replacing them by independent exponential random times with means q −1 i and call the resulting stochastic process X. A key observation is that the process X is in law equal to a regime-switching jump-diffusion, where the only regime switches that can occur are from those from state i to state i + 1 at rate q i (i = 1, . . . , N − 1) and from the final state N to an absorbing 'graveyard state' ∂. Therefore, q 1 · · · q N G(x, q) is equal to the distribution function of the supremum of X at the moment just before absorption in the state ∂. From [17] , Theorem 1, it then follows that q 1 · · · q N G(x, q) is given by (11) .
Proof of Proposition 1: As shown in [17] , the process regime-switching jumpdiffusion X mentioned in the proof of Theorem 1 is equal to a time-changed continuous process A, say. See for an illustration of this embedding the Example following In [17] it was shown that the vector f = (f (y), y ∈ N ) (where N denotes the state space of Y ) is given by f = K(s) −1 Q1, where the matrix K(s) is given in (15) . Combining these results with Theorem 1 we find that q 1 · · · q N G(x, s, q) = e ′ 1 e Q + x K(s) −1 Q1, and the proof is complete.
