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Abstract 
Reliable measurements of effluent quality are important for different operational tasks such as process 
monitoring, online simulation, and advanced control in the wastewater treatment process (WWTP). A 
kernel principal component analysis (KPCA) and extreme learning machine (ELM) based ensemble soft 
sensing model for effluent quality prediction was proposed. KPCA was used to extract nonlinear feature 
of input space to overcome high dimension and colinearity. ELM algorithm is inserted into the ensemble 
frame as a component model since ELM runs much faster and provides better generalization performance 
than the other popular learning algorithm. The average output of all the ELM components in the ensemble 
is the final estimation of the effluent quality index. Simulations results using industrial process data show 
that the reliability and accuracy based KPCA and ELM ensemble soft sensing outperform the ELM, ELM 
ensemble model. 
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1. INTRODUCTION
Due to lack of reliable on-line sensors to measure effluent quality parameters, it is difficult to 
implement monitoring, control and operational optimization in the wastewater treatment plants. However, 
existing on-line hardware sensors is not sufficient in accuracy and reliability due to big investments, poor 
reliability, and difficult maintenance [1]. Data-driven soft sensors have gained increased popularity with 
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the availability of recorded and stored data. The most popular modeling techniques, such as multivariate 
statistical method, Artificial Neural Networks, and Support Vector Machines (SVMs), are successfully 
applied to monitor and model data-driven soft sensor[2-3].
Most of the traditional data-driven modeling methods are based on a single model, which is sometimes 
difficult to achieve a satisfactory performance for the complex processes with strong nonlinearity, time-
variant and highly uncertainty. KPCA is a well-known method for nonlinear feature extraction[4].
Ensemble methods have received special attentions because it can improve the accuracy of predictor and 
achieve better stability through training a set of models and then combining them for final predictions [5].
The speed of neural networks is in general far slower than required and it has been a major bottleneck in 
their applications for past decades. Recently, Huang et al. proposed a new learning algorithm called 
Extreme Learning Machine (ELM) which randomly all the hidden nodes parameters of generalized 
Single-hidden Layer Feedforward Networks (SLFNs) and analytically determines the output weights of 
SLFNs[6]. In this study, a KPCA and ELM based ensemble soft sensing was proposed for predicting the 
effluent quality in the municipal treatment plants.  
2.  KPCA-ELM Ensemble Modeling  
Influent quality and quantity, operating conditions and external environment change affect effluent 
quality in the wastewater treatment process. Therefore, influent quality and flow rate, returned sludge 
flow, aeration flow rate flow bioreactor, oxidation-reduction potential (ORP) and dissolved oxygen (DO) 
in the anoxic and aerobic tank, mixed liquor suspended solid (MLSS), pH, sludge volume (SV) and 
sludge volume index (SVI) at the bioreactor are chosen as inputs of soft-sensing model. The outputs of 
the soft sensor are effluent quality indices, such as biochemical oxygen demand (BOD5) and ammonia 
nitrogen (NH). The structure of the ensemble soft sensing based on KPCA and ELM is shown in Fig. 1. 
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Fig. 1 Strategy of the ensemble soft sensing based on KPCA and ELM 
It consists of the following parts: the data preprocessing, KPCA feature extraction, ELM component 
and ELM fusion. The prediction capacity of data-driven model strongly depends on the quality of the 
training data. So, gross errors and missing data contained in the history data are first processed based on a 
robust EMPCA method. Then, KPCA is used to eliminate the colinearity and noise in the data. ELM 
algorithm was inserted into the ensemble frame as a component model since ELM runs much faster and 
provides better generalization performance than other popular learning algorithm, which may overcome 
variations in different trials of simulations for a single ELM model. Finally, the average value of outputs 
of the ELM ensemble was the final measurements.  
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2.1.  Kernel PCA Feature extraction  
For  arbitrary distinct samples ( , where  and
. KPCA firstly maps the original inputs into a high-dimensionality 
feature space using the kernel function and then calculates PCA in the high-dimensionality feature space. 
The problem can now be formulated as the diagonalization of the N-sample estimate of the covariance 
matrix in the high dimensional feature spaces:  
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where  are centred nonlinear mapping of the input variables. An eigenvalue-decomposition of C
is computed: 
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where kλ  and  represent the kth eigenvalue-eigenvector pair of C . Given that the mapping function 
 is unknown, KPCA circumvents the use of  by using the eigenvalue-decomposition of the 
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After constructing the PCA model in the feature space, the KPCA score vector for a new sample  is 
given by  
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2.2. Extreme Learning Machine 
For  arbitrary distinct nonlinear feature space ( ) , where  and 
i im , SLFNs with 
N
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mathematically modeled as  
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where  is the weight vector connecting the ith hidden node and the input nodes, 
1 2  is the weight vector connecting the ith hidden node and the output nodes, and ib  is 
the threshold of the ith hidden node. i j  denotes the inner product of ia  and 
1 2[ , ,..., ]
T
i i i ira a a=a
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⋅a t jt . SLFNs with L  hidden 
nodes with activation function ( )g x  can approximate these N  samples with zero error. The above N 
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equations can be written compactly as: 
Hβ = Y                                                                                                                                              (7)
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. H  is called the hidden layer output 
matrix of the SLFN; the  column of thi H  is the  hidden node output with respect to nonlinear feature. 
The  row of 
thi
thi H  is the hidden layer feature mapping with respect to the  input . The output 
weights can be derived by finding the least-square solutions to the above linear system which is given as  
thi it
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where +H  is the Moore–Penrose generalized inverse of the hidden layer output matrix H .
2.3. ELM ensemble model  
In the ensemble learning framework, there is a set of ELM conponent models with the same number of 
hidden nodes and same activation function for each hidden node[7]. Each of the ensemble model provides 
a prediction of difficult-to-measure variable for an effulent quality index, such as BOD5 and NH. In order 
to obtain the final effluent prediction of the ensemble, the weighted combination method was used to 
predict the final ouput. Assume the output of each KPCA-ELM network , and the final 
prediction is a weighted sum: 
( ) 2,1,xi, =kf jk
( )∑
=
=
nH
j
jkjkki fy
1
i,,, xˆ ω                                                                                                                       (9) 
where  is the number of ensemble components;  is the prediction of the jth ensemble 
component for the ith sample , and 
nH ( )i, xjkf
ix jk ,ω  is combination weight of the jth ensemble for the kth effluent 
quality indices. In the study, we used a simple fusion technique to calculate the weights  
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3. Results and Discussion 
The case study focuses on A/O activated sludge process [8]. The variables were sampled at the points 
from influent from sewage, primary clarifiers, and bioreactor to effluent from the secondary clarifiers. 
Soft-sensing model output includes effluent BOD5 and ammonia nitrogen (NH). History data were 
divided into two groups: 200 samples and  for model training and 165 samples 
 and  for model test. Each variable was scaled into zero mean and unit variance.  
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The prediction performances included the root-mean-square error of prediction (RMSE) and the 
squared correlation coefficient r2. The squared correlation coefficient r2 is introduced to access the 
percentage of total variation in the model. 2r  is always between 0 and 1. Table 1 shows RMSE and 2r
results of the predicted variables and measured variables for ELM, ELM ensemble model, KPCA-ELM 
based ensemble model. The higher 2r , the better the model fits the training and test data. It can be seen 
from Table 1 that the prediction error performance of KPCA-ELM ensemble model is smaller than the 
ELM-model and ELM ensemble model, and the squared correlation coefficient 2r  of KPCA-ELM 
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ensemble model is higher than the ELM Model and ELM ensemble model, which means that KPCA-
ELM ensemble model better fits the training and test data. 
Table 1. Comparisons of prediction results among different modeling methods  
BOD5(mg/L) ammonia nitrogen (mg/L) 
RMSE 2 2r RMSE r
ELM Model
Average 3.9756 0.5334 3.8154 0.4902 
Min 3.1765 0.685 2.9100 0.6752 
Max 5.1868 0.3618 5.1257 0.2673 
ELM ensemble model
Average 2.8885 0.7042 2.1292 0.8002 
Min 2.8066 0.7191 2.0081 0.8205 
Max 3.0103 0.6837 2.2515 0.7762 
KPCA-ELM ensemble model
Average 2.8491 0.7127 2.054 0.8124 
Min 2.6661 0.7476 1.9864 0.8252 
Max 3.0314 0.6760 2.1786 0.7875 
4. Conclusions 
This paper deals with the development of software sensor techniques that estimate the effluent quality 
parameters from easy measurable secondary variables using the ensemble model using extreme learning 
machine and KPCA nonlinear feature extraction. ELM provides better generalizaion performance than 
other popular learning algorithm and faster speeds. A KPCA and ELM based ensemble model was built 
to predict the effluent quality. Simulations results from a municipal wastewater treatment plant show that 
the reliability and accuracy of the KPCA-ELM ensemble model outperform the ELM, ELM ensemble 
model.  
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