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Abstract
We study optimal investment with multiple assets in the presence of small proportional
transaction costs. Rather than computing an asymptotically optimal no-trade region, we opti-
mize over suitable trading frequencies. We derive explicit formulas for these and the associated
welfare losses due to small transaction costs in a general, multidimensional diffusion setting, and
compare their performance to a number of alternatives using Monte Carlo simulations.
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1 Introduction
A basic problem in asset management is when and how to rebalance portfolios. In doing so, traders
need to strike a balance between closely tracking a frictionless target portfolio that implements
the optimal risk-return tradeoff, and limiting transaction costs, which make all too frequent trades
prohibitively expensive.
In practice, this issue is often addressed by specifying a “suitable” trading frequency, daily,
weekly, or monthly rebalancing say, in a more or less ad hoc manner. Theory, however, points
out that this approach is not optimal. Indeed, for proportional transaction costs – a reasonable
assumption for mid-sized investors – there is large body of literature documenting that optimal
strategies should be “move-” rather than “time-based” [28, 10, 11, 38, 43]. To wit, rebalancing times
should not be chosen exogenously, but determined endogenously by the excursions of the investors’
actual portfolios from their frictionless target. In recent years, there has been substantial progress
on problems of this type, leading to a rather complete analysis and explicit rebalancing rules in the
limiting regime of small transaction costs for the case of a single risky asset [39, 40, 29, 23].
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In contrast, much less is known about the practically very important case of many risky assets.
There are some numerical results for the bivariate Black-Scholes model [34], but despite some recent
progress in asymptotic analysis [7, 36], problems of this kind have remained rather intractable.1
In the present study, we therefore revisit the simpler time-based approach. In a general multi-
dimensional diffusion setting, we consider an investor who maximizes her expected relative returns,
penalized for the corresponding (local) variances and transaction costs.2 In the limit for small
transaction costs, we explicitly determine the optimal “time-based rebalancing rule”, for which
the next trading time is already specified when the current trade is implemented.3 We also pro-
vide an explicit asymptotic formula quantifying the performance loss compared to the frictionless
case. These results allow to shed new light on the rebalancing of (multidimensional) portfolios in
a number of ways.
First, for a single risky asset, they allow us to explicitly quantify the suboptimality of time-
based relative to move-based rebalancing rules [19, 29, 39, 23]. It turns out the the ratio of the
corresponding utility losses compared to the frictionless case is a universal constant, independent
of market or preference parameters: (12/pi)1/3 ≈ 1.56. This number should be compared to the
constant 21/3 ≈ 1.26 differentiating the optimal move-based strategy [15] (which is implemented by
reflection off its trading boundaries) from the optimal strategy within the class of strategies that
trade back immediately to the frictionless target once these boundaries are breached [32]. Whence,
passing to the move-based strategy introduces an additional “suboptimality factor” of almost the
same size (≈ 1.24) as trading back immediately to the frictionless target (≈ 1.26).
Second, we provide an explicit formula for the performance of a simple benchmark strategy in a
general multidimensional setting. In the one-dimensional case, the crucial statistic for the welfare
losses due to transaction costs is the diffusion coefficient of the frictionless target weight [43, 19, 23].
In our setting, this role is played by the diffusion matrix of the difference between the frictionless
target and its buy-and-hold approximation. This quantity determines both the optimal waiting
times and the performance of the corresponding policy through its L2,1-norm defined in (1.1) and,
weighted with the risky assets’ diffusion matrix, through its trace norm.
Third, we perform a number of numerical tests that compare the performance of our time-
based trading rule with various alternatives. For Black-Scholes models with constant investment
opportunities, we find that the performance of the optimal time-based rebalancing rule virtually
coincides with the optimal move-based portfolio, both for one and for two risky assets. In these
settings, the optimal trading frequency for a 1% transaction cost is less than every two years, so
that the particular method for rebalancing does not play a crucial role. To illustrate how this
changes in models with stochastic investment opportunities, we consider a truncated version of the
model of Kim and Omberg [24], where expected returns are mean-reverting and optimal strategies
are of trend-following type. Here, the optimal trading frequency increases to around once every half
year, and optimal move-based strategies offer a marked improvement when they can be computed
explicitly for a single risky asset. With more than one risky asset, the no-trade regions characterizing
optimal move-based strategies are no longer known explicitly, and numerical algorithms for their
computation are not available either. However, we find that even for correlated risky assets, a
concatenation of univariate no-trade regions (which is asymptotically optimal for uncorrelated
1Models with fixed or quadratic trading costs are more tractable, see [2] or [12, 9, 33, 17], respectively, but the
issue is only exacerbated for nonlinear transaction costs such as the ones derived from the square-root price impact
advocated by many practitioners [1, 41].
2Related “local” criteria are used in [40, 29, 12, 15]. Under suitable integrability conditions (compare, e.g., [22]),
our asymptotic results could be extended to global criteria.
3A special case are the constant trading frequencies considered in the previous literature, e.g., [5, 18]; more
generally, the waiting times can depend on current market characteristics.
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risky assets in the high risk aversion limit [16]) still outperforms a time-based rebalancing rule.
The message of these results is mixed. With constant investment opportunities, time-based
rebalancing delivers virtually optimal results, with explicit formulas both for optimal trading times
and their performance in arbitrary dimensions. Whence, they are an appealingly simple alternative
to the less tractable optimal policies in these settings. In contrast, with stochastic investment
opportunities, e.g., if optimal strategies are of trend following type, our results suggest that even
ad-hoc multidimensional no-trade regions appear to be better suited than time-based rebalancing
plans. Further developments in this direction – maybe using a more refined discretization scheme4
as in Gobet and Landon [14] – therefore remain a challenging direction for future research.
The remainder of the article is organized as follows: Section 2 introduces the model and the
optimization problem. Our main results are collected in Section 3. Subsequently, we numerically
analyze the performance of our optimal strategy in different baseline models and compare it to a
number of alternatives by means of Monte Carlo simulations. All proofs are collected in Appendix A.
Notation Throughout the article, C stands for a generic positive constant that may vary from
expression to expression. b> denotes the transpose of a column vector b ∈ Rm, ‖b‖Rm its Euclidean
norm on Rm, and bc refers to the inner product of b ∈ Rm and c ∈ Rm.
We write byMm×d(R) for the space of m×d matrices with real entries equipped with the L2,1-
norm:
‖A‖2,1 :=
m∑
i=1
√√√√ d∑
j=1
|Aij |2. (1.1)
For an m × m matrix A, tr(A) := ∑mi=1Aii denotes its trace. Moreover, we write ‖A‖F :=√∑m
i=1
∑d
j=1 |Aij |2 for the Frobenius norm of a m × d matrix A and denote by (Ai)1≤i≤m ∈ Rd
the i-th row of the matrix A.
Finally, for E ⊆ Rp and K = Rm or Mm×d(R), we denote by Cjb (E;K), j ∈ N the class of
K-valued, bounded, j times differentiable functions with bounded derivatives up to order j.
2 Model
2.1 Market
On a filtered probability space (Ω,F ,P), we consider a financial market which consists of m + 1
assets: one riskless asset, normalized to one, and m risky assets driven by a d-dimensional Brownian
motion B = (B1, . . . , Bd)>:
dSit
Sit
= µi(Yt)dt+
m∑
j=1
σij(Yt)dB
j
t , i = 1, . . . ,m.
Here, the state variable Y = (Y 1, . . . , Y p)> ∈ Rp is an autonomous diffusion process,
dY it = b
i(Yt)dt+
p∑
j=1
gij(Yt)dB
j
t .
4Gobet and Landon [14] study the discretization error for strategies that rebalance when price increments exit
an ellipsoid. Jointly minimizing transaction costs and this discretization error is more involved, requiring numerical
methods to optimize functions from Rd to R derived from the expectations of hitting times.
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The expected excess returns of the risky assets are collected in the vector-valued process µ(Y ) =
(µ1(Y ), . . . , µm(Y ))>; the entries σij(Y ) of the matrix-valued process σ(Y ) describe the exposures
of risky asset i with respect to the shocks induced by the j-th component of the Brownian motion
B. Likewise, b(Y ) = (b1(Y ), . . . , bp(Y ))> ∈ Rm and g(Y ) = (gij(Y ))1≤i≤p,1≤j≤d ∈ Rp×d are the
drift coefficient and diffusion matrix of the state variable. Throughout, we impose the following
regularity conditions:
Assumption 2.1. Let E ⊂ Rp be the support of the state variable Y .
(i) µ ∈ C2b (E;Rm), b ∈ C2b (E;Rp), σ ∈ C2b (E,Mm×d(R)), and g ∈ C2b (E,Mp×d(R)). That
is, the drift and diffusion coefficients are bounded and twice continuously differentiable with
bounded derivatives. In particular, supy∈E ‖σ(y)‖2,1 < Kσ for some constant Kσ > 0.
(ii) The covariance matrix of the risky assets, Σ(Yt) := σ(Yt)σ(Yt)
> is uniformly elliptic, so that
its inverse Σ−1 = (ξij)1≤i,j≤m exists for all t ∈ [0, T ] and is uniformly bounded on E.
2.2 Frictionless Optimization
To set the stage, we first briefly recapitulate the frictionless case, where portfolio rebalancing
is costless. To this end, consider an investor with initial wealth v > 0. If she holds fractions
wt = (w
1
t , . . . , w
m
t )
> in the risky assets at time t, her wealth has the following dynamics:
dVt
Vt
=
m∑
i=1
wit
(
µi(Yt)dt+ σ
i(Yt)dBt
)
, V0 = v.
As in [9, 15], the investor maximizes her expected relative returns, penalized for the corresponding
variances. In the continuous-time limit, this leads to the following local mean-variance criterion:5
F (w) :=
1
T
E
[∫ T
0
dVt
Vt
− γ
2
∫ T
0
d[V ]t
V 2t
]
=
1
T
∫ T
0
E
[
w(Yt)
>µ(Yt)− γ
2
w(Yt)
>Σ(Yt)w(Yt)
]
dt→ max!
(2.1)
Here, the risk aversion parameter γ > 0 trades off the relative importances of expected returns and
variances. Pointwise maximization readily yields that this objective function is maximized by the
Merton portfolio:
w∗(Yt) := (w∗,1(Yt), . . . , w∗,m(Yt))> =
1
γ
Σ−1(Yt)µ(Yt). (2.2)
The corresponding optimal frictionless performance is obtained by plugging (2.2) back into (2.1):
F (w∗) =
1
T
E
[∫ T
0
µ(Yt)
>Σ−1(Yt)µ(Yt)
2γ
dt
]
.
Throughout, we assume that the Merton portfolio short sells neither the safe nor the risky
assets, and never invests all funds into one of these:
Assumption 2.2. 0 ≤ w∗,i(Yt) < 1, i = 1, . . . ,m, and 0 <
∑m
i=1w
∗,i(Yt) ≤ 1.
5The second equality follows from Assumption 2.1(ii). Similar criteria formulated in terms of the absolute incre-
ments of the wealth process have been studied by [21] in the frictionless case and by [30, 12, 13, 29] with trading
costs.
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2.3 Introducing transaction costs
Now, we add proportional transaction costs ε > 0 to the optimization problem (2.1). Even with
arbitrarily small transaction costs, any strategy of infinite variation leads to immediate bankruptcy.
In particular, the Merton portfolio (2.2) cannot be implemented, because the corresponding number
of risky shares generically follows a diffusion process.6
In the general multidimensional setting considered here, it is infeasible to compute the no-trade
region characterizing the optimal policy, even in the limit for small transaction costs. Therefore,
we focus here on the less ambitious goal of determining the optimal trading frequency within the
class of “time-based” rebalancing strategies, which can be described as follows. At time τ0 = 0,
set up the Merton portfolio w∗(Yτ0) from (2.2), and choose the next rebalancing date τ1 based
on the current market characteristics. Until time τ1, let the portfolio evolve uncontrolled, before
rebalancing it back to the Merton portfolio w∗(Yτ1) at τ1.7 Then, choose the next trading time
τ2 based on the information available at time τ1, and repeat until the terminal time T is reached.
Since we are eventually interested in the limit ε ↓ 0 of small transaction costs, we parametrize the
waiting times between successive trades as follows:
Definition 2.3. A discretization rule is an adapted, continuous, and positive process A such that
E
[∫ T
0
Atdt
]
<∞ and E
[
1
inft∈[0,T ]At
]
<∞. (2.3)
The trading times associated with the discretization rule A and the transaction cost ε > 0 are given
by the following increasing sequence of stopping times:
τ0 = 0, τj = τj−1 + εαAτj−1 , j = 1, 2, . . .
To wit, the parameter α governs how trading is sped up with smaller transaction costs, whereas
the process (At)t∈[0,T ] incorporates the current market characteristics. Notice that the second
requirement in (2.3) implies that the number of trades until maturity is a.s. finite:
N := inf{j ≥ 0 : τj+1 ≥ T} ≤ ε
−αT
inft∈[0,T ]At
<∞ P− a.s. (2.4)
Moreover, using the continuity of A, the first requirement in (2.3) yields that
lim
ε→0
sup
j≤N
{τj+1 − τj} ≤ lim
ε→0
εα sup
t∈[0,T ]
At = 0 P− a.s. (2.5)
That is, the mesh width of the discretization is indeed governed by εα. Given a discretization rule
and the initial wealth, the corresponding wealth process can be described recursively as follows:
6The only exceptions occur if it happens to be of buy-and-hold type because it lies in one of the corners of the
unit simplex.
7Without passing to the small-cost limit, the optimal target portfolio generally differs from the frictionless opti-
mizer, see [13] for a detailed discussion in a more tractable model with quadratic costs. In the small-cost limit, the
distinction disappears, and rebalancing towards the Merton portfolio becomes asymptotically optimal [33]. This par-
allels asymptotic results for single-asset models with small proportional costs, where asymptotically optimal policies
are also symmetric around the frictionless Merton portfolio [43, 19]. Here, we do not establish the suboptimality of
other target portfolios in order to avoid the additional technicalities this would entail and since rebalancing towards
the Merton portfolio is standard in practice.
5
Definition 2.4. Fix an initial wealth v > 0 and a discretization rule A. Then, the evolution of
the dollar amounts V ε,i(A), i = 0, . . . ,m invested in each of the assets and in turn the total wealth
V ε(A) =
∑m
i=0 V
ε,i(A) evolve as follows. At the initial time t = τ0 = 0, we have
V ε,i0 (A) := vw
∗,i(Y0), i = 1, . . . ,m, V
ε,0
0 (A) := v −
m∑
i=1
V ε,i0 .
On (τj−1, τj) no transaction is made, so that the wealth process evolves uncontrolled as
V ε,0t (A) = V
ε,0
τj−1(A),
V ε,it (A) = V
ε,i
τj−1(A) exp
(∫ t
τj−1
(
µi(Ys)− 1
2
||σi(Ys)||2Rd
)
ds+
∫ t
τj−1
σi(Ys)dBs
)
, i = 1, . . . ,m,
with associated risky weights wε,it (A) := V
ε,i
t (A)/V
ε
t (A), i = 0, . . . ,m. At time t = τj, the portfolio
is rebalanced back to the Merton portfolio w∗(Yτj ) from (2.2). That is, the dollar amount V ετj−∆L
i
τj
traded in asset i is determined via8
wε,iτj =
V ετj−(A)
(
wε,iτj− + ∆L
i
τj
)
V ετj−(A)
(
1− ε∑mi=1 |∆Liτj |) =
wε,iτj− + ∆L
i
τj
1− ε∑mi=1 |∆Liτj | != w∗,iτj , i = 1, . . . ,m.
Then, the risky weights wετj (A) match the Merton weights w
∗(Yτj ) after subtracting the transaction
costs from the safe account and in turn the total wealth:
V ετj (A) = V
ε
τj−(A)
(
1− ε
m∑
i=1
|∆Liτj |
)
.
With the wealth dynamics at hand, we now formulate the investor’s local mean-variance criterion
with transaction costs in direct analogy to its frictionless counterpart (2.1):9
F ε(A) :=
1
T
E
[∫ T
0
dV εt (A)
V εt−(A)
− γ
2
∫ T
0
d[V ε(A)]t
V εt−(A)2
]
→ max! (2.6)
3 Main Results
Since the optimization problem (2.6) cannot be solved in closed form, we study its limit as the
transaction cost ε tends to zero and the solution approaches its frictionless counterpart (2.2).
Asymptotically, the objective function can then be decomposed into its frictionless counterpart, as
well as losses caused directly by the transaction costs and displacement from the frictionless target,
respectively (compare [37, 19, 20, 23]):
Proposition 3.1. Under Assumptions 2.1 and 2.2, for10 0 < α < 2 and a discretization rule A,
the objective function has the following expansion as ε ↓ 0:
F ε(A) =
1
T
E
[∫ T
0
µ(Yt)
>Σ−1(Yt)µ(Yt)
2γ
dt
]
− 1
T
E
[
TAC(A) +
γ
2
DE(A)
]
+O(ε2−α). (3.1)
8That is, that the components of ∆L correspond to the fractions of wealth traded in each risky asset.
9Note that both integrations in (2.6) are with respect to jump processes, unlike in the frictionless case (2.2).
10α ≥ 2 corresponds to very frequent rebalancing, for which the present asymptotics no longer apply. However, one
can verify directly that the corresponding transaction costs are larger than the optimal order O(ε2/3) in this case.
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Here, the transaction costs TAC(A) and the discretization error DE(A) are given by
TAC(A) :=ε
m∑
i=1
N∑
j=1
|∆Liτj |, (3.2)
DE(A) :=
∫ T
0
(w∗(Yt)− wε(Yt))>Σ(Yt)(w∗(Yt)− wε(Yt))dt. (3.3)
Proof. See Section A.2.
In the above decomposition, the term TAC(A) tracks the transaction costs accumulated by
applying the discretization rule A. The term DE(A) in turn measures the remaining utility loss,
which is accrued due to displacement from the frictionless target portfolio. As the transaction cost
ε tends to zero, these terms tend to zero at different asymptotic rates determined by the parameter
α from Definition 2.3:
Lemma 3.2. Define β(Yt) = (β
1(Yt), . . . , β
m(Yt))
> with
βi(Yt) := σ˜
i(Yt)− w∗,i(Yt)
(
σi(Yt)−
m∑
k=1
w∗,k(Yt)σk(Yt)
)
∈ Rd, (3.4)
where σ˜(Yt) is the diffusion coefficient (A.2) of the Merton portfolio (2.2). Then, for 0 < α < 2
and a discretization rule A, the following expansions hold in the limit ε ↓ 0:
E[TAC(A)] =E
ε m∑
i=1
N∑
j=1
|∆Liτj |
 = ε1−α/2 E[√ 2
pi
∫ T
0
‖β(Yt)‖2,1√
At
dt
]
+ o(ε1−α/2), (3.5)
E[DE(A)] =E
[∫ T
0
(w∗t − wεt )>Σt(w∗t − wεt )dt
]
=
εα
2
E
[∫ T
0
tr
(
β(Yt)
>Σtβ(Yt)
)
Atdt
]
+ o(εα),
(3.6)
where all the expectations are positive and finite.
Proof. See Section A.3.
The crucial quantity in the above formulas is the matrix β. Its entries measure the difference
between the diffusion coefficients of the frictionless target weight and the discretely rebalanced
version, cf. Lemma A.1 and Lemma A.3.11
Rebalancing more frequently evidently reduces the discretization error but also increases the
incurred transaction costs. Therefore, to maximize the objective function F ε over discretization
rules we have to choose α > 0 so that the leading orders of both error terms are of the same
magnitude. Lemma 3.2 shows that the leading orders match at ε2/3 for α = 2/3. With this choice,
maximizing the local mean variance criterion with transaction costs is – at the leading order –
tantamount to minimizing the sum of i) transaction costs and ii) discretization error, weighted by
risk aversion:12
11Note that even though the numbers of shares in the discretely rebalanced portfolio are of finite variation, this is
not the case for the corresponding risky weights, which fluctuate with diffusive price shocks.
12A similar criterion in terms of absolute quantities is directly used by [40].
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Definition 3.3. A discretization rule A is called asymptotically optimal if it minimizes the leading-
order total cost,
TC(A) := lim
ε→0
E
[
TAC(A) + γ2 DE(A)
]
ε2/3
.
The optimal discretization rule and performance for this asymptotic criterion can be computed
explicitly:
Theorem 3.4. Suppose that Assumptions 2.1 and 2.2 hold and β from (3.4) satisfies
E
[
1
inft∈[0,T ] ‖β(Yt)‖2/32,1
]
<∞. (3.7)
Then,
TC(A) = E
[∫ T
0
γ
4
tr
(
β(Yt)
>Σ(Yt)β(Yt)
)
Atdt+
√
2
pi
∫ T
0
‖β(Yt)‖2,1√
At
dt
]
. (3.8)
An asymptotically optimal discretization rule is given by
A∗(Yt) =

√
2
pi‖β(Yt)‖2,1
γ
2 tr (β(Yt)
>Σ(Yt)β(Yt))
2/3 , (3.9)
with associated trading times τ∗0 = 0 and τ∗j = τ
∗
j−1 + ε
2/3A∗(Yτj−1), j = 1, 2, . . . The corresponding
minimal leading-order total cost is
TC(A∗) =
3
2
E
∫ T
0
(√
2
pi
‖β(Yt)‖2,1
)2/3 (γ
2
tr
(
β(Yt)
>Σ(Yt)β(Yt)
))1/3
dt
 . (3.10)
The asymptotically optimal trading frequency (3.9) and the corresponding welfare loss (3.10)
relative to the frictionless case are completely determined by β from (3.4) and the covariance matrix
Σ of the risky assets – like in other models with small trading costs, the expected returns do not
contribute directly at the leading order.
The condition (3.7) requires that β(Y ) is not too small. Since this term describes the difference
between the diffusion coefficients of the frictionless target weight and the discretely rebalanced
version, this means that the target strategy is not too close to a buy-and-hold portfolio. Otherwise,
the present asymptotic regime may not apply. In multivariate Black-Scholes models this condition
is satisfied as soon as one of the portfolio weights is neither zero not one. For more complex models,
it needs to be verified on a case-by-case basis; we do this for a bivariate model with mean-reverting
returns in Section 4.2.
The derivation of Formula (3.10) reveals that direct transaction costs contribute two thirds
of the total cost TC(A∗), while the remaining one third is due to discretization error. Maybe
surprisingly, these universal relative contributions do not depend on the number of risky assets,
and also agree with the corresponding result for univariate asymptotically optimal move-based
strategies [23].
Mutatis mutandis, the same arguments can also be used to assess the performance of a constant
rebalancing frequency, i.e., trading times τj = τj−1 + ε2/3A for some constant A > 0. These policies
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are even easier to interpret and implement, but lead to somewhat more cumbersome formulas.
Indeed, the optimal constant discretization rule turns out to be
A∗ =
 E
[√
2
pi
∫ T
0 ‖β(Yt)‖2,1dt
]
E
[
γ
2
∫ T
0 tr (β(Yt)Σ(Yt)β(Yt)) dt
]

2/3
, (3.11)
which leads to a total cost of
TC(A∗) =
3
2
(
E
[√
2
pi
∫ T
0
‖β(Yt)‖2,1dt
])2/3(
E
[
γ
2
∫ T
0
tr (β(Yt)Σ(Yt)β(Yt)) dt
])1/3
.
4 Examples and Implications
In this section, we illustrate our results with a number of examples. First, we consider the case
of a single risky asset, and compare the performance of our time-based rebalancing rule with the
asymptotically optimal move-based policies [15, 32]. Afterwards, we turn to models with two risky
assets, where we use Monte Carlo simulations to benchmark our policies against i) a simple buy-
and-hold strategy, ii) univariate move-based strategies pasted together component-wise, and iii) the
optimal bivariate move-based strategy, computed numerically [3]. (In each simulation, the number
of paths is chosen large enough to ensure that the standard error of the result is smaller than 1
basis point.) Finally, we also report the results of our asymptotic formulas for a Black-Scholes
model with 10 risky assets.
4.1 Single Asset
Black-Scholes Model We first consider the univariate Black-Scholes model, where the expected
excess return µ, the volatility σ of the risky asset, and in turn the frictionless Merton portfolio
w∗ = µ/γσ2 are positive constants. Then, the volatility σ˜ of w∗ vanishes, and we tacitly assume
that γ > µ/σ2 so that Assumption 2.2 is satisfied and (3.7) holds, too, because
β = σ(1− w∗)w∗ ∈ (0, 1).
Whence, Theorem 3.4 is applicable and yields the following asymptotically optimal discretization
rule:
A∗ =

√
2
piσ|(1− w∗)w∗|
γ
2σ
4(1− w∗)2(w∗)2
2/3 = ( √8/pi
γσ3|w∗(1− w∗)|
)2/3
.
Thus, the waiting periods between the trading times τ∗j+1 = τ
∗
j + ε
2/3A∗ are long if i) transaction
costs ε are substantial, ii) the target portfolio is close to a buy-and-hold strategy, iii) risk aversion
γ is low, or iv) the market volatility σ is low. The corresponding leading-order performance loss is
given by
σ2T
(
27
8pi
γε2|w∗(1− w∗)|4
)1/3
.
It is equivalent to an annuity accrued in business time σ2T = d〈S〉T /S2T , and determined by risk
aversion γ, transaction costs ε, and the term |w∗(1−w∗)| which measures the frictionless optimizer’s
9
frictionless move based time based buy & hold
2.50% 2.47% 2.46 % 2.32%
Table 1: Simulated expected profits (2.6) for different strategies. Parameters are: sample size
N = 106, dt = 1/250, µ = 8%, σ = 16%, γ = 5, T = 20, and ε = 1%.
distance from a buy-and-hold strategy.13 The same ingredients also appear in the asymptotically
optimal move-based performance studied in [15]:
σ2T
(
9
32
γε2|w∗(1− w∗)|4
)1/3
.
Whence, the asymptotic welfare loss that can be achieved by a move-based strategy differs from
the optimal time-based performance by a universal factor of
(
12
pi
)1/3 ≈ 1.56, independent of market
and preference parameters. This complements a result of [32], who find that, for unit relative
risk aversion,14 a similar relationship holds for move-based strategies that rebalance by means of
reflection off the trading boundaries, and move-based strategies that rebalance back directly to the
frictionless target. Then, the universal constant linking the two respective optimizers is 21/3 ≈ 1.26.
To get a feel for the magnitude of these effects, let us consider a concrete example. For µ = 8%,
σ = 16%, and γ = 5, the frictionless target portfolio is given by w∗ = 62.5%. For a 1% transaction
cost, our time-based rebalancing rule in turn prescribes to trade once every 2.23 years. Even for
transaction costs of only ε = 0.1%, the waiting times are still almost 6 months. Accordingly, the
welfare losses of all rebalancing strategies are relatively small. Indeed, the difference between the
optimal time- and move-based rebalancing rules turns out to be negligibly small here, cf. Table 1.
Kim-Omberg Model Next, we pass to a setting where stochastic investment opportunities
provide additional motives to trade, which makes transaction costs more important, cf. [27]. To
this end, we consider a variant of the model of Kim and Omberg [24], where expected returns are
mean reverting. In order to satisfy our regularity assumptions, we consider a version where the
expected returns are truncated for excessively large values of the state variable:
dS1t =S
1
t
(
µ1(Yt)dt+ σdB
1
t
)
,
dYt =λY
(
Y¯ − µ1(Yt)
)
dt+ αY ηdB
1
t + αY
√
1− η2dB2t .
Here, B = (B1, B2)> is two-dimensional Brownian motion and the function µ1 is a smooth cut-off
version of the identity function, chosen so that µ1 is C2, has bounded derivative, and y 7→ µ1(y− Y¯ )
is odd. That is, there exist ymin < ymax and a small constant ξ > 0 such that
(µ1)′(y) =

1, for y ∈ [ymin + ξ, ymax − ξ],
s(y), for y ∈ (ymin, ymin + ξ) ∪ (ymax − ξ, ymax),
0, otherwise,
where y 7→ s(y) is a (0, 1)-valued function. The state variable Y follows a modified Ornstein-
Uhlenbeck process with long-run mean 0 < Y¯ ∈ (ymin, ymax),15 mean reversion speed λY > 0. The
13This quantity can also be interpreted as the sensitivity of the frictionless target weight with respect to relative
changes of the stock price, compare [19].
14Heuristic arguments as in [23, 32] suggest that the same universal constant also applies for more general prefer-
ences.
15To see that this is indeed the long-run mean, compute the invariant measure of the one-dimensional diffusion Y ,
which has exponential tails and is symmetric around Y¯ because y 7→ µ1(y − Y¯ )/σ2 is odd.
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diffusion vector of Y is then given by (αY η, αY
√
1− η2), where αY > 0 and η ∈ (−1, 1).
The additional state variable implies that the frictionless Merton solution is no longer constant
but stochastic w∗(Yt) = µ1(Yt)/γσ2. We assume that the risk aversion γ and the cut-off levels
ymin, ymax for µ
1 are chosen so that δ1 ≤ w∗ ≤ δ2 for 0 < δ1 < δ2 < 1. Then, the Merton proportion
w∗(Y ) is again an Itoˆ process (cf. Lemma A.1):
dw∗(Yt) = µ˜(Yt)dt+ σ˜(Yt)dBt,
with
σ˜(Yt) =

1
γσ2
(αY η, αY
√
1− η2)>, for Yt ∈ [ymin + ξ, ymax − ξ],
s(Yt)
γσ2
(αY η, αY
√
1− η2)>, for Yt ∈ (ymin, ymin + ξ) ∪ (ymax − ξ, ymax),
0, otherwise.
A straightforward computation shows that the matrix β(Y ) from (3.4) is given by
β(Yt) =

1
γσ2
(αY η, αY
√
1− η2)> − w∗(Yt)(1− w∗(Yt))(σ, 0)>,
for Yt ∈ [ymin + ξ, ymax − ξ],
s(Yt)
γσ2
(αY η, αY
√
1− η2)> − w∗(Yt)(1− w∗(Yt))(σ, 0)>,
for Yt ∈ (ymin, ymin + ξ) ∪ (ymax − ξ, ymax),
−w∗(Yt)(1− w∗(Yt))(σ, 0)>, otherwise.
In particular, there exists a C > 0 such that
‖β(Yt)‖2,1 ≥

|β(Yt)12| = αY
√
1−η2
γσ2
> 0, for Yt ∈ [ymin + ξ, ymax − ξ],
≥ C‖β(Yt)‖1 = C
(
| s(Yt)
γσ2
αY η − σw∗(Yt)(1− w∗(Yt))|+ | s(Yt)γσ2 αY
√
1− η2|
)
> 0,
for Yt ∈ (ymin, ymin + ξ) ∪ (ymax − ξ, ymax),
|β(Yt)11| ≥ δ1(1− δ2)σ > 0, otherwise,
which in turn implies that Assumption 2.2 and Condition (3.7) are satisfied. As a result, Theo-
rem 3.4 shows that the optimal trading frequency now depends on the state variable and is given
by
(τ∗j − τ∗j−1)(Yτj−1) =
(√
8
pi
ε
γσ2‖β(Yτj−1)‖2,1
)2/3
, ∀j ≥ 1,
where ‖β(y)‖2,1 = 2σ2(12(w∗(y)(1−w∗(y)))2− αYγσ3 ηw∗(y)(1−w∗(y))+
α2Y
2γ2σ6
) on [ymin +ξ, ymax−ξ].
The corresponding leading-order performance loss (3.10) reads as follows:
σ2 E
[∫ T
0
(
27
2pi
γε2‖β(Yt)‖22,1
)1/3
dt
]
.
For unit relative risk aversion, the leading-order loss of the optimal move-based strategy is again
smaller by a universal factor of (12/pi)1/3, just like in the Black-Scholes model, [32, Theorem 4.1].
Heuristic arguments as in [23, 32] again suggest that this relationship remains true for more general
preferences.
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frictionless move based time based constant frequency buy & hold
2.65% 2.28% 2.09% 2.09% 1.27%
Table 2: Simulated expected profits (2.6) for different strategies. Parameters are taken from [4]:
Y¯ = 5.60%, αY = 3.68%, λY = 0.2712, σ = 14.28%, γ = 5, η = −0.9351, T = 20, ε = 1%,
dt = 1/250 and N = 106.
To illustrate these results, we consider parameters estimated from a long time series of US
equity market data [4]:
Y¯ = 5.60%, αY = 3.68%, λY = 0.2712, σ = 14.28%, η = −0.9351.
Table 2 collects Monte-Carlo estimates for the performances of the optimal time-based rebalancing
rule, its move-based counterpart, and a simple buy-and-hold strategy. In addition, we also consider
the strategy associated to the optimal constant trading frequency (3.11), which is 6.7 months for
a 1% transaction cost and an investor with risk aversion γ = 5. We observe that the differences
between the various strategies are much more pronounced than for the Black-Scholes model, in line
with the results of [27]. However, the relatives magnitudes of these differences are virtually the
same, and in excellent agreement with our asymptotic results. Finally, note that adapting the time-
based rule to changing market characteristics only has a very small effect here; the performance of
the simple constant discretization rule is virtually the same.
4.2 Two Risky Assets
Black-Scholes Model Now, we turn to a Black-Scholes model with two risky assets, with ex-
pected excess returns µ = (µ1, µ2) ∈ R2>0 and diffusion matrix
σ =
(
α 0
v · ρ v
√
1− ρ2
)
,
i.e., the risky assets have volatilities α, v > 0, respectively, and correlation ρ ∈ [−1, 1]. As before,
we assume that the risk aversion is sufficiently large so that the Merton portfolio
w∗ := (w∗,1, w∗,2)> =
1
γ
Σ−1µ, with Σ = σσ>,
satisfies Assumption 2.2. The diffusion coefficient of this constant portfolio is zero; using (3.4) a
straightforward calculation shows
β =
(
(w∗,1 − 1)w∗,1α+ w∗,1w∗,2vρ w∗,1w∗,2v
√
1− ρ2
(w∗,1w∗,2α+ w∗,2(w∗,2 − 1)vρ w∗,2(w∗,2 − 1)v
√
1− ρ2
)
.
Therefore, we have ‖β‖2,1 ≥ |β22| > 0 if w∗,2 > 0 and ‖β‖2,1 = |(w∗,1 − 1)w∗,1α| > 0 if w∗,2 = 0,
which shows that Condition (3.7) is satisfied. Theorem 3.4 in turn yields that the optimal trading
times are given by
τ∗j+1 − τ∗j =
 ε
√
2
pi‖β‖2,1
γ
2 · tr (β>Σβ)
2/3 .
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Figure 1: Left Panel: The optimal waiting times τ∗j − τ∗j−1 plotted for various correlations ρ in
the two-dimensional (solid) resp. one-dimensional (dotted) Black-Scholes model. Right Panel:
Expected profits (2.6) plotted for various correlations ρ in the two-dimensional (solid) resp. one-
dimensional (dotted) Black-Scholes model. Parameters are µ1 = µ2 = 8%, α = v = 16%, γ = 5
and ε = 1%.
ρ frictionless move based time based buy & hold
0.3 3.84% 3.80% 3.77% 3.67%
0.6 3.12% 3.09% 3.08% 3.01%
0.9 2.62% 2.60% 2.59% 2.48%
Table 3: Simulated expected profits (2.6) for different strategies. Parameters are: sample size
N = 106, dt = 1/250, µ1 = µ2 = 8%, α = v = 16%, γ = 5, T = 20, and ε = 1%.
For risky assets with identical expected excess returns and volatilities, the effect of a nonzero
correlation is illustrated in Figure 1 (left panel). For very large correlation (ρ ≈ 1), the market
is essentially equivalent to one with only a single risky asset. Accordingly, the optimal trading
frequency converges to its univariate counterpart as ρ ↑ 1. For intermediate correlations ρ ∈ (0, 1),
the relationship is surprisingly non-monotonic even though the associated optimal welfare (2.6) is
decreasing in ρ (Figure 1, right panel).
Numerical Results We again compare the performance of our time-based policy to a number
of alternatives. The first benchmark is the asymptotically optimal move-based strategy. For more
than one risky asset, explicit formulas are no longer available because one still needs to solve a free
boundary problem even after passing to the small cost limit [36]. For our illustration, we use the
policy iteration algorithm proposed in [3] to carry out these computations. The second competitor
is again a simple buy-and-hold portfolio. The simulated performances are collected in Table 3. As
in the one-dimensional case, the difference between the optimal time- and move-based strategies is
very small. Whence, with constant investment opportunities, our simple, explicit trading rule is an
appealing alternative to the much less tractable optimizer.
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Kim-Omberg Model Finally, we consider a Kim and Omberg-type model with two risky assets:
dS1t =S
1
t
(
µ1(Yt)dt+ αdB
1
t
)
,
dS2t =S
2
t
(
µ2(Yt)dt+ vρdB
1
t + v
√
1− ρ2dB2t
)
,
dYt =λY
(
Y¯ − µ1(Yt)
)
dt+ αY ηdB
1
t + αY
√
1− η2dB2t ,
Similarly as in the one-dimensional case, B = (B1, B2)> is two-dimensional Brownian motion and
for each i ∈ {1, 2} the function µi is a smooth truncation of the identity function with cut-off levels
yi,min and yi,max and the associated small positive constant ξi, chosen so that µ
i is C2 and has
bounded derivative. Again, the state variable Y follows a modified Ornstein-Uhlenbeck process
with long-run mean 0 < Y¯ ∈ (y1,min, y1,max), mean reversion speed λY > 0 and volatility vector
(αY η, αY
√
1− η2)> with η ∈ (−1, 1).16 The volatility matrix of the risky assets S = (S1, S2)> is
given by
σ =
(
α 0
v · ρ v
√
1− ρ2
)
,
with ρ ∈ (−1, 1) and 0 < α < 1/ρ in case of ρ > 0, and the frictionless Merton portfolio is
w∗(Yt) := (w∗,1(Yt), w∗,2(Yt))> =
1
γ
Σ−1(µ1(Yt), µ2(Yt))>,
with Σ = σσ> and
Σ−1 = (ξij)1≤i,j≤2 =
1
α2v2(1− ρ2)
(
v2 −ραv
−ραv α2
)
.
We assume that the risk aversion γ and the cut-off levels for µ1, µ2 are chosen so that
δ1 ≤ w∗,1 < 1, δ2 ≤ w∗,2 < 1, 0 < w∗,1 + w∗,2 ≤ 1,
for some δ1, δ2 > 0. Similar calculations as before yield that for i ∈ {1, 2} and y ∈ [y1,min +
ξ1, y1,max− ξ1] the diffusion coefficients of the Merton proportion σ˜i and the matrix β(Yt) are given
by
σ˜i(Yt) =
1
γ
(ξi1 + ξi2)(αY η, αY
√
1− η2)>
β1(Yt) =σ˜
1(Yt)− w∗,1(Yt)((α, 0)T − w∗,1(Yt)(α, 0)T − w∗,2(Yt)(vρ, v
√
1− ρ2)T )
β2(Yt) =σ˜
2(Yt)− w∗,2(Yt)((vρ, v
√
1− ρ2)T − w∗,1(Yt)(α, 0)T − w∗,2(Yt)(vρ, v
√
1− ρ2)T ).
On R \[y1,min + ξ1, y1,max− ξ1] similar formulas can be derived. In particular, we have for all y ∈ R
‖β(y)‖2,1 ≥ |β12(y)| ≥ w∗,1(y)w∗,2(y)v
√
1− ρ2 > δ1δ2v
√
1− ρ2 > 0,
which in turn shows that Assumption 2.2 and Condition (3.7) are satisfied.
16Note that we use the same state variable for both risky assets here, but allow for different degrees of correlations
with return shocks.
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ρ frictionless pasted time based buy & hold
0.3 4.07% 3.53% 3.26% 2.25%
0.6 3.31% 2.80% 2.64% 1.79%
0.9 2.79% 2.27% 2.21% 1.40%
Table 4: Simulated expected profits (2.6) for different strategies. Parameters are taken from [4]:
Y¯ 1 = Y¯ 2 = 5.60%, αY = vY = 3.68%, λ
1
Y = λ
2
Y = 0.2712, α = v = 14.28%, γ = 5, η = −0.9351,
T = 20, ε = 1%, dt = 1/250 and N = 106.
Numerical Results In Table 4, we again compare the performance of our time-based rebal-
ancing rules to two alternative strategies. With mean-reverting returns, time-based rebalancing
offers marked gains compared to buy-and-hold. However, the performance loss compared to the
frictionless benchmark is also not negligible, similarly as in the one-dimensional case. The asymp-
totically optimal move-based strategy in this setting is not known explicitly, and even computing it
numerically would be quite involved. As a partial remedy, we therefore consider a “pasted” move-
based strategy, where the univariate no-trade regions are simply concatenated. This is motivated
by results that link portfolio choice with high constant relative risk aversion to constant absolute
risk aversion [35, 16], for which the multivariate problem factorizes for uncorrelated assets [26, 16].
Whence, these policies are expected to be useful proxies if relative risk aversion is sufficiently high
and correlation between assets is sufficiently low. We find that for relative risk aversion γ = 5, the
pasted strategy outperforms the time-based rule even for high correlations, though the difference
declines as correlation is increased.
4.3 Many Risky Assets
Our formulas readily allow to determine optimal time-based rebalancing rules in high-dimensional
contexts and analyze their performance. To illustrate this, let us consider a model with 10 risky as-
sets. In order to sidestep issues inherent in the estimation of high-dimensional correlation matrices,
we use the (positive definite) estimate provided in [31, Table 6.5] for 10 assets from the DJIA. As
in Section 4.2, we complement this with identical values for the means and variances of each asset
for simplicity. Choosing µ = 4%, σ = 20% and a risk aversion of γ = 5, this leads to a frictionless
Merton portfolio where all risky weights are positive and a total fraction of 66% is invested into
the ten risky assets. In particular, Assumptions 2.2 and (3.7) are satisfied.17
After the calculation of the corresponding matrix β, Theorem 3.4 readily yields the optimal
trading frequency, which turns out to be even lower than for the one-dimensional portfolios. Here,
for ε = 1%, it prescribes to rebalance once every 3.48 years; for a single risky asset with the same
characteristics, the corresponding waiting time would be 1.84 years. This lower trading frequency
with multiple risky assets is in line with observations made in [25, 6] that optimal no-trade regions
should be wider in multivariate contexts.
A Proofs
Throughout this appendix we often suppress the dependence on the state variable Y to ease nota-
tion. For example, µi(Yt) is frequently abbreviated to µ
i
t.
17Higher expected returns as in Section 4.2 would require exogenous portfolio constraints to avoid shorting the safe
asset. The analysis of such constrained models is outside the scope of the present paper, but an interesting direction
for further research.
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A.1 Portfolio Dynamics
First, we compute the dynamics of the Merton portfolio (2.2) and its discretized version wε (cf.
Definition 2.4):
Lemma A.1. Under Assumptions 2.1 and 2.2, the Merton portfolio w∗(Yt) is an Itoˆ process with
the following dynamics:18
dw∗,i(Yt) = µ˜i(Yt)dt+ σ˜i(Yt)dBt, i = 1, . . . ,m, (A.1)
with
Rd 3 σ˜i(Yt) =
(
m∑
l=1
m∑
k=1
(
w∗,l(Yt)ξik(Yt)(∇Σkl)G(Yt)
)
+
1
γ
ξil(Yt)(∇µl)G(Yt)
)>
, (A.2)
where
∇Σkl =
(
∂Σkl
∂y1
, . . . ,
∂Σkl
∂yp
)
(Yt), ∇µl =
(
∂µl
∂y1
, . . . ,
∂µl
∂yp
)
(Yt).
Moreover, its drift and diffusion coefficients are bounded,
sup
y∈E
‖µ˜(y)‖Rm <∞, sup
y∈E
‖σ˜(y)‖2,1 <∞.
Proof. Under Assumption 2.1, the Itoˆ representation and the formulas for the corresponding drift
and diffusion coefficients follow from Itoˆ’s formula. Moreover, as the Merton portfolio shorts none of
the assets by Assumption 2.2 (0 ≤ w∗,it < 1 for i = 1, . . . ,m and t ∈ [0, T ]), all functions appearing
in (A.2) are bounded. An analogous argument applies for the drift coefficients µ˜i.
Corollary A.2. Under Assumptions 2.1 and 2.2, the matrix βt = (β
1
t , . . . , β
m
t )
> with βi as in (3.4)
has bounded L2,1 norm, i.e., there exists a constant Kβ <∞ such that supy∈E ‖β(y)‖2,1 < Kβ.
We now turn to the dynamics of the discretized Merton portfolio:
Lemma A.3. Define the rebalancing times (τj)j∈N as in Definition 2.3. Under Assumptions 2.1
and 2.2, the corresponding risky weights wε = (wε,1, . . . , wε,m)> from Definition 2.4 satisfy:
dwε,it = w
ε,i
t
(
µw
ε,i
t dt+
(
σit −
m∑
k=1
wε,kt σ
k
t
)
dBt
)
on [τj−1, , τj), j ≥ 1, (A.3)
with
µw
ε,i
t :=µ
i
t − wεtµt − σit
m∑
k=1
wε,kt σ
k
t +
(
m∑
k=1
wε,kt σ
k
t
)(
m∑
k=1
wε,kt σ
k
t
)
, i = 1, . . . ,m,
and
wε,iτj−1 = w
∗,i
τj−1 , j ≥ 1. (A.4)
In particular, the processes wε,it , i = 1, . . . ,m, are well defined and take values in [0, 1).
18For better readability we omit the explicit but complicated formula of the drift µ˜(Yt) = (µ˜
1(Yt), . . . , µ˜
m(Yt))
T .
16
Proof. The definition of the portfolio wε yields (A.4) and, together with Itoˆ’s formula and the
dynamics of the risky assets Si and the wealth process V ε (cf. Definition 2.4), the dynamics (A.3).
Since both the drift and diffusion coefficients in (A.3) are locally Lipschitz continuous, for the given
initial value w∗τj−1 there exists a unique local solution (w
ε
t )τj−1≤t≤τ up to an explosion time τ . By
definition, wε,iτj−1 = w
∗,i
τj−1 ∈ [0, 1) for i = 0, . . . ,m and j ≥ 1. Since the price process S is continuous,
Definition 2.4 implies wε,it ∈ [0, 1) for i ∈ {0, . . . ,m}, t ∈ [τj−1, τj), and j ≥ 1. In summary, the
process wε therefore remains [0, 1)-valued on [0, T ].
A.2 Proof of Proposition 3.1
Proof of Proposition 3.1. Step 1: Estimation of the Trade Sizes. Define the rebalancing times
(τj)j∈N as in Definition 2.3. Then, by Definition 2.4, the wealth process V ε of the corresponding
strategy wε satisfies dV εt /V
ε
t =
∑m
i=1w
ε,i
t (µ
i
tdt+ σ
i
tdBt) on (τj−1, τj), and at time t = τj the risky
weights (wε,1τj− , ..., w
ε,m
τj− )
> are rebalanced back to the frictionless targets (w∗,1τj , ..., w
∗,m
τj )
>. Whence,
for each i = 1, . . . ,m the respective dollar amounts V ετj−∆L
i
τj transferred satisfy the following
rebalancing condition:
V ετj−(w
ε,i
τj− + ∆L
i
τj ) =w
∗,i
τj V
ε
τj = w
∗,i
τj V
ε
τj−
(
1− ε
m∑
k=1
|∆Lkτj |
)
.
Put differently, the changes ∆Liτj in the risky weights are given by
∆Liτj + εw
∗,i
τj
m∑
k=1
|∆Lkτj | = w∗,iτj − w
ε,i
τj−.
As a consequence, the implicit function theorem for Lipschitz maps (e.g. [8, Theorem 1]) yields
that, for small ε > 0:
∆Liτj = w
∗,i
τj − wε,iτj− + P iTAC(τj). (A.5)
Here, under Condition (2.2) (no shortselling), the remainder term satisfies
|P iTAC(τj)| ≤ Cε‖w∗τj − wετj−‖Rm . (A.6)
In addition,
V ετj − V ετj−
V ετj−
= −ε
m∑
k=1
|∆Lkτj |. (A.7)
Putting everything together we obtain∫ T
0
dV εt
V εt−
=
∫ T
0
wεt (µtdt+ σtdBt)− ε
m∑
i=1
N∑
j=1
|w∗,iτj − wε,iτj− + P iTAC(τj)|. (A.8)
Step 2: Estimation of the Quadratic Variation of the Jumps. Transaction costs are only paid at
the trading times τj . Hence, the cumulative amount of transaction costs paid up to terminal time
is a pure jump process and its quadratic variation is negligible at the leading order. Indeed, (A.7)
gives
E
 N∑
j=1
(
V ετj − V ετj−
V ετj−
)2 =ε2 E
 N∑
j=1
(
m∑
i=1
|∆Liτj |
)2 .
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By (A.5), (A.6), and Assumption 2.2 (no shortselling), the changes ∆Liτj of the risky weights are
bounded. Therefore, E[N ] = O(ε−α) (cf. (2.3) and (2.4)) implies that
E
 m∑
j=1
(
V ετj − V ετj−
V ετj−
)2 = O(ε2−α).
In addition, on (τj−1, τj) we have d[V εt ]/(V εt )2 = (wεt )>Σtwεtdt. Thus,
E
[∣∣∣∣∫ T
0
d[V εt ]
(V εt−)2
−
∫ T
0
(wεt )
>Σtwεtdt
∣∣∣∣] = O(ε2−α). (A.9)
Step 3: Expansion of the local mean-variance criterion F ε. Inserting (A.8) and (A.9) into the
definition of F ε (cf. (2.6)) and using that w∗t = Σ
−1
t µt/γ, the objective function simplifies to
F ε(A) =
1
T
E
[∫ T
0
((wεt )
>µt − γ
2
(wεt )
>Σtwεt )dt
]
− ε
T
E
 m∑
i=1
N∑
j=1
|w∗,iτj − wε,iτj− + P iTAC(τj)|
+O(ε2−α)
=
1
T
E
[∫ T
0
((w∗t )
>µt − γ
2
(w∗t )
>Σtw∗t )dt
]
− γ
2T
E
[∫ T
0
(w∗t − wεt )>Σt(w∗t − wεt )dt
]
+
1
T
E
[∫ T
0
(w∗t − wεt )>(µt − γΣtw∗t )dt
]
− ε
T
E
 m∑
i=1
N∑
j=1
|w∗,iτj − wε,iτj− + P iTAC(τj)|

+O(ε2−α)
=
1
T
E
[∫ T
0
((w∗t )
>µt − γ
2
(w∗t )
>Σtw∗t )dt
]
− 1
T
E
[
TAC(A) +
γ
2
DE(A)
]
+O(ε2−α)
=
1
T
E
[∫ T
0
µ>t Σ
−1
t µt
2γ
dt
]
− 1
T
E
[
TAC(A) +
γ
2
DE(A)
]
+O(ε2−α).
This completes the proof of Proposition 3.1.
A.3 Proof of Lemma 3.2
To establish Lemma 3.2, we first derive the following useful asymptotic result:
Lemma A.4. Define the rebalancing times (τj)j=0,1,... as in Definition 2.3 and let (X
ε)ε>0 be a
family of right-continuous, m-dimensional processes such that:
(i) The process Xε satisfies dXεt = Θ
ε
tdt+ Γ
ε
tdBt for t ∈ (τj−1, τj).
(ii) Xετj = 0 for all j.
(ii) There exists a constant C > 0 such that
sup
t∈[0,T ]
(‖Θεt‖Rm + ‖Γεt‖2,1) ≤ C, lim
ε↓0
E
[
sup
t∈[0,T ]
‖Γεt‖22,1
]
= 0.
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Then:
E
 N∑
j=1
‖Xετj− −Xετj−1‖Rm
 = o(ε−α/2).
Proof. The Burkholder-Davis-Gundy inequality yields
E
 N∑
j=1
‖Xετj− −Xετj−1‖Rm
 =E
 N∑
j=1
∥∥∥∥∥
∫ τj
τj−1
Θεtdt+ Γ
ε
tdBt
∥∥∥∥∥
Rm

≤E
 N∑
j=1
∫ τj
τj−1
‖Θεt‖Rmdt
+ E
 N∑
j=1
∥∥∥∥∥
∫ τj
τj−1
ΓεtdBt
∥∥∥∥∥
Rm

≤C E
 N∑
j=1
(τj − τj−1)
+ C E
 sup
t∈[0,T ]
‖Γεt‖2,1
N∑
j=1
(τj − τj−1)1/2

≤C + Cε−α/2 E
[
sup
t∈[0,T ]
‖Γεt‖2,1
T
inft∈[0,T ]A
1/2
t
]
.
Here, we have used in the last step that
∑N
j=1(τj − τj−1)1/2 =
∑N
j=1
τj−τj−1
εα/2A
1/2
τj−1
≤ T
εα/2 inft∈[0,T ] A
1/2
t
,
and conclude using Ho¨lder’s inequality and the assumptions on A and Γε.
By combining Lemma A.4 with elementary estimates for the normal distribution, we can now
establish Lemma 3.2:
Proof of Lemma 3.2. The finiteness of the expectations follows from the integrability conditions on
A and the boundedness of Σ and β.
Step 1: Expansion of the Transaction Cost Loss. We now perform a more detailed analysis of
the leading order term w∗,iτj −wε,iτj− in (A.5). Using the dynamics of w∗ and wε in (A.1) and (A.3),
respectively, we find
w∗,iτj − wε,iτj− =
∫ τj
τj−1
(
µ˜it − wε,it µw
ε,i
t
)
dt+
∫ τj
τj−1
[
σ˜it − wε,it
(
σit −
m∑
k=1
wε,kt σ
k
t
)]
dBt. (A.10)
Adding and subtracting
∫ τj
τj−1 β
i
τj−1dBt in (A.10) yields
w∗,iτj − wε,iτj− =βiτj−1(Bτj −Bτj−1) +RiTAC(τj),
where RiTAC(τj) is defined as follows:
RiTAC(τj) :=
∫ τj
τj−1
JFV,it dt+
∫ τj
τj−1
JS,it dBt, (A.11)
with
JFV,it = µ˜
i
t − wε,it µw
ε,i
t , J
S,i
t = σ˜
i
t − wε,it
(
σit −
m∑
k=1
wε,kt σ
k
t
)
− βiτj−1 , for t ∈ (τj−1, τj).
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In vector respectively matrix notation we have JFV = (JFV,1, . . . , JFV,m)> ∈ Rm and JS =
(JS,1, . . . , JS,m)> ∈ Mm×d(R). Lemma A.3 and Lemma A.1 imply that JFV is bounded. Us-
ing that the mapping
w →
[
σ˜it − wi
(
σit −
m∑
k=1
wkσkt
)]
is locally Lipschitz continuous with Lipschitz constant L depending on m and Kσ (cf. Assump-
tion 2.1(ii)), we obtain that
‖JS,it ‖Rd ≤ L‖wεt − w∗t ‖Rm and |JFV,it | ≤ C on [τj−1, τj),
where C denotes a real constant. In view of (A.5) we also have
εE
 m∑
i=1
N∑
j=1
|∆Liτj |
 = εE
 m∑
i=1
N∑
j=1
|βiτj−1(Bτj −Bτj−1) +RiTAC(τj) + P iTAC(τj)|
 ,
where Ri and P i are defined as in (A.11) and (A.5), respectively.
In order to prove the expansion (3.5) it suffices to show that:
εE
 m∑
i=1
N∑
j=1
|βiτj−1(Bτj −Bτj−1)|
 =ε1−α/2 E[√ 2
pi
∫ T
0
‖βt‖2,1√
At
dt
]
+ o(ε1−α/2), (A.12)
and
εE
 m∑
i=1
N∑
j=1
|RiTAC(τj)|+ |P iTAC(τj)|
 =o(ε1−α/2). (A.13)
For (A.12) we use the independent increments property of Brownian motion and the scaling property
of the normal distribution to obtain
εE
 m∑
i=1
N∑
j=1
|βiτj−1(Bτj −Bτj−1)|
 = εE
 ∞∑
j=1
m∑
i=1
1{τj<T}|βiτj−1(Bτj −Bτj−1)|

= εE
E
 ∞∑
j=1
m∑
i=1
1{τj<T}|βiτj−1(Bτj −Bτj−1)|
∣∣∣∣∣Fτj−1

= εE
 ∞∑
j=1
1{τj<T}
m∑
i=1
‖βiτj−1‖Rd |Z|
√
τj − τj−1

= εE
 ∑
0<τj<T
m∑
i=1
√
2
pi
‖βiτj−1‖Rd
√
εαAτj−1
 .
Here, Z denotes an independent univariate standard normal random variable, for which E[|Z|] =√
2/pi. To approximate the random sum over τj we rewrite the expression inside the sum:
E[TAC(A)] = εE
 ∑
0<τj<T
m∑
i=1
√
2
pi
‖βiτj−1‖Rd
εαAτj−1√
εαAτj−1

= E
 ∑
0<τj<T
m∑
i=1
√
2
pi
ε1−α/2‖βiτj−1‖Rd
τj − τj−1√
Aτj−1
 .
20
Since supy∈E ‖β(y)‖2,1 is bounded by Corollary A.2, the lower bound on A from Definition 2.3 and
the estimate (2.5) imply
E[TAC(A)] =E
[√
2
pi
ε1−α/2
∫ T
0
‖βt‖2,1√
At
dt
+
√
2
pi
ε1−α/2
( ∑
0<τj<T
‖βτj−1‖2,1√
Aτj−1
(τj − τj−1)−
∫ T
0
‖βt‖2,1√
At
dt
)]
=E
[√
2
pi
ε1−α/2
∫ T
0
‖βt‖2,1√
At
dt
]
+ o(ε1−α/2). (A.14)
Here, dominated convergence is applicable in the last step due to the boundedness of β and the
integrability of 1/A.
We now turn to (A.13) and consider the first term in the corresponding expectation. To estimate
it, we apply Lemma A.4 with
Xεt :=
∫ t
τj−1
JFVs ds+
∫ t
τj−1
JSs dBs on [τj−1, τj).
In view of the uniform boundedness of JS and JFV and because
E
[
sup
s∈[0,T ]
‖JSs ‖22,1
]
≤ 2m−1L2 E
[
sup
s∈[0,T ]
‖wεs − w∗s‖2Rm
]
,
it then remains to show E[sups∈[0,T ] ‖wεs − w∗s‖2Rm ]→ 0 as ε ↓ 0. To this end, recall that
wεt − w∗t =
∫ t
τj−1
JFVs ds+
∫ t
τj−1
(
JSs + βτj−1
)
dBs, for t ∈ [τj−1, τj).
We define the following continuous semimartingale on [0, T ],
X˜ε0 = w
ε
0 − w∗0, and for j=1. . . N,
X˜εt = X˜
ε
τj−1 +
∫ t
τj−1
JFVs ds+
∫ t
τj−1
(
JSs + βτj−1
)
dBs, for t ∈ [τj−1, τj).
For all ω ∈ Ω, denote by K˜ε(ω) the 1/16−Ho¨lder constant of X˜ε(ω) on [0, T ]. Note that X˜ε and
wε−w∗ have the same Holder constant on (τj−1, τj). Using the Burkholder-Davis-Gundy inequality
and the uniform boundedness of JFV and JS , it follows that
E
[
‖X˜εt − X˜εs‖4Rm
]
≤ C(t− s)2. (A.15)
Kolmogorov’s Ho¨lder continuity criterion (e.g. [42, Corollary 1.2]) in turn shows that E
[
(K˜ε)4
]
< C
for a constant C that does not depend on ε. To prove E
[
sups∈[0,T ] ‖wεs − w∗s‖2Rm
]
→ 0 as ε→ 0, we
fix an arbitrary small r > 0 and find a sufficiently large Mr > 0 such that the set Ωr := {supsA1/8s ≤
Mr} satisfies
P(Ωr) ≥ 1− r
2m
.
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Then, since for each i = 1, . . . ,m the processes w∗,i and wε,i are [0, 1)-valued, using the definition
of the trading times we obtain
E
[
sup
s∈[0,T ]
‖wεs − w∗s‖2Rm
]
=E
[
sup
s∈[0,T ]
‖wεs − w∗s‖2Rm1Ωr
]
+ E
[
sup
s∈[0,T ]
‖wεs − w∗s‖2Rm1Ωcr
]
≤E
[
(K˜ε)2 εα/8 sup
s∈[0,T ]
A1/8s 1Ωr
]
+ E
[
sup
s∈[0,T ]
‖wεs − w∗s‖2Rm1Ωcr
]
≤Mrεα/8 E[(K˜ε)2] + r/2.
Due to the uniform bound on E[(K˜ε)4], we can pick ε > 0 small enough to ensure Mrεα/8 E[(K˜ε)2] ≤
r/2 and in turn
E
[
sup
s∈[0,T ]
‖wεs − w∗s‖2Rm
]
≤ r.
As r was arbitrary, this shows that Lemma A.4 is applicable for Xε and yields
εE
 m∑
i=1
N∑
j=1
|RiTAC(τj)|
 = o(ε1−α/2).
Therefore, the first term in (A.13) is indeed of the claimed asymptotic order. As for the second,
notice that for ξ, η ∈ R the triangle inequalities |ξ| − |η| ≤ |ξ + η| ≤ |ξ|+ |η| and (A.12) show that
lim
ε→0
εE
[∑m
i=1
∑N
j=1 |w∗,iτj − wε,iτj−|
]
εE
[∑m
i=1
∑N
j=1 |βiτj−1(Bτj −Bτj−1)
] = lim
ε→0
εE
[∑m
i=1
∑N
j=1 |βiτj−1(Bτj −Bτj−1) +RiTAC(τj)|
]
εE
[∑m
i=1
∑N
j=1 |βiτj−1(Bτj −Bτj−1)
]
=1. (A.16)
Moreover, the inequality (A.6) gives
εE
 m∑
i=1
N∑
j=1
|P iTAC(τj)|
 ≤ Cmε2 E
 m∑
i=1
N∑
j=1
|w∗,iτj − wε,iτj−|
 .
Therefore,
lim
ε→0
εE
[∑m
i=1
∑N
j=1 |P iTAC(τj)|
]
ε1−α/2
≤Cm lim
ε→0
ε
εE
[∑m
i=1
∑N
j=1 |w∗,iτj − wε,iτj−|
]
εE
[∑m
i=1
∑N
j=1 |βiτj−1(Bτj −Bτj−1)
]
×
εE
[∑m
i=1
∑N
j=1 |βiτj−1(Bτj −Bτj−1)
]
ε1−α/2
=0,
where we have used (A.16) and (A.12) in the last step. This completes the proof of (A.13) and in
turn (3.5).
Step 2: Expansion of the Discretization Error. For the discretization error we proceed similarly.
For j ∈ N and r ∈ [τj−1, τj) recall that
w∗,ir − wε,ir =
∫ r
τj−1
(
µ˜it − wε,it µw
ε,i
t
)
dt+
[
σ˜it − wε,it
(
σit −
m∑
k=1
wε,kt σ
k
t
)]
dBt.
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Arguing similarly as in Step 1, we can replace w∗t−wεt and Σt at the leading order with
∫ r
τj−1 βτj−1dBu ∈
Rm and Στj−1 , respectively. Therefore, the discretization error can be rewritten as
E[DE(A)] = E
[∫ T
0
(w∗t − wεt )>Σt(w∗t − wεt )dt
]
= E
 ∑
0<τj<T
∫ τj
τj−1
(∫ t
τj−1
βτj−1dBu
)>
Στj−1
(∫ t
τj−1
βτj−1dBu
)
dt
+ o(εα).
Conditioning on Fτj−1 and integrating over t in turn yields
E[DE(A)] = E
 ∑
0<τj<T
∫ τj
τj−1
tr
(
β>τj−1Στj−1βτj−1
)
(t− τj−1)dt
+ o(εα)
=
1
2
E
 ∑
0<τj<T
tr
(
β>τj−1Στj−1βτj−1
)
(τj − τj−1)2
+ o(εα)
=
εα
2
E
[ ∑
0<τj<T
tr
(
β>τj−1Στj−1βτj−1
)
Aτj−1(τj − τj−1)
]
+ o(εα).
Since the processes Σ and β are assumed to be bounded and continuous and A satisfies (2.3),
applying the same dominated convergence argument as before implies that the sum can again be
approximated by the corresponding integral:
E[DE(A)] =
εα
2
E
[∫ T
0
tr
(
β>t Σtβt
)
Atdt
]
+ o(εα).
This completes the proof of (3.6) and in turn Lemma 3.2.
A.4 Proof of Theorem 3.4
Proof of Theorem 3.4. With the choice α = 23 , the asymptotic expansion of F
ε simplifies to
F ε(A) =
1
T
E
[∫ T
0
µ>t Σ
−1
t µt
2γ
dt
]
− ε
2/3
T
E
[∫ T
0
γ
4
tr
(
β>t Σtβt
)
Atdt+
√
2
pi
∫ T
0
‖βt‖2,1√
At
dt
]
+ o(ε2/3).
To obtain the optimal discretization rule A, it therefore remains to solve the following optimization
problem:
min
(At)t∈[0,T ]
ε2/3 E
[∫ T
0
γ
4
tr
(
β>t Σtβt
)
At +
√
2
pi
‖βt‖2,1√
At
dt
]
. (A.17)
Pointwise minimization of the integrand readily yields the optimizer from (3.9):
A∗t =

√
2
pi‖βt‖2,1
γ
2 tr
(
β>t Σtβt
)
2/3 .
Plugging A∗ back into the cost functional (A.17) in turn yields that the corresponding minimal
leading-order total cost is given by the formula reported in (3.10).
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To complete the proof, it remains to show that the process A∗ is admissible in the sense of
Definition 2.3. To this end, notice that the sub-multiplicativity of the Frobenius norm yields
tr
(
β>t Σtβt
)
= tr
(
β>t σtσ
>
t βt
)
= ‖βtσt‖2F ≤ ‖βt‖2F ‖σt‖2F ≤ ‖βt‖22,1‖σt‖22,1.
In view of Corollary A.2, it follows that
A∗t ≥ C
(
‖βt‖2,1
‖βt‖22,1‖σt‖22,1
)2/3
≥ C
(
1
K2σKβ
)2/3
> 0, for all t ∈ [0, T ].
Therefore, E[(inft∈[0,T ]A∗t )−1] < ∞. Moreover, the uniform ellipticity of the covariance matrix Σ
implies that
tr
(
β>t Σtβ
)
≥C tr
(
β>t βt
)
= C‖βt‖2F ≥ C‖βt‖22,1.
As a result:
A∗t ≤ C
(
‖βt‖2,1
‖βt‖22,1
)2/3
≤ C
‖βt‖2/32,1
,
so that
∫ T
0 A
∗
tdt has finite expectation by Assumption (3.7). In summary, the discretization rule
A∗ is admissible and therefore indeed asymptotically optimal.
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