User Interaction with Objects in 3D Space by Svoboda, Petr
VYSOKE´ UCˇENI´ TECHNICKE´ V BRNEˇ
BRNO UNIVERSITY OF TECHNOLOGY
FAKULTA INFORMACˇNI´CH TECHNOLOGII´
U´STAV POCˇI´TACˇOVE´ GRAFIKY A MULTIME´DII´
FACULTY OF INFORMATION TECHNOLOGY
DEPARTMENT OF COMPUTER GRAPHICS AND MULTIMEDIA
INTERAKCE S OBJEKTY VE 3D PROSTORU
BAKALA´RˇSKA´ PRA´CE
BACHELOR’S THESIS
AUTOR PRA´CE PETR SVOBODA
AUTHOR
BRNO 2014
VYSOKE´ UCˇENI´ TECHNICKE´ V BRNEˇ
BRNO UNIVERSITY OF TECHNOLOGY
FAKULTA INFORMACˇNI´CH TECHNOLOGII´
U´STAV POCˇI´TACˇOVE´ GRAFIKY A MULTIME´DII´
FACULTY OF INFORMATION TECHNOLOGY
DEPARTMENT OF COMPUTER GRAPHICS AND MULTIMEDIA
INTERAKCE S OBJEKTY VE 3D PROSTORU
USER INTERACTION WITH OBJECTS IN 3D SPACE
BAKALA´RˇSKA´ PRA´CE
BACHELOR’S THESIS
AUTOR PRA´CE PETR SVOBODA
AUTHOR




Tato práce se zabývá zkoumáním a návrhem způsobu interakce člověka s objekty reálného
světa. Za tímto účelem byla vytvořena aplikace, která vizualizuje virtuální prostor s vir-
tuálními objekty, které jsou podobné objektům reálného světa. S těmito objekty uživatel
komunikuje pomocí uživatelského rozhraní, založeného čistě na pohybech rukou. Toho je do-
cíleno použitím hloubkových senzorů. V tomto dokumentu je popsán návrh uživatelského
rozhraní a samotného prostoru a důležité kroky vedoucí k jeho realizaci. Závěr práce je
věnován testování rozhraní a zhodnocení výsledků.
Abstract
This thesis examines the design of a method of human interaction with real world objects.
For this purpose, an application that visualizes virtual space with virtual objects similar to
real world objects was created. A user is able to interact with these objects through natural
user interface based on hand gestures. Solution is based on the use of depth sensors. This
thesis describes all important steps to achieve these goals. Finally, experiments and results
of designed interfaces are summarized and discussed.
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Spotřební elektronika nás doprovází na každém kroku našeho života a moderní technologie
posouvají její možnosti stále dál. I přes nové možnosti však dochází ke stagnaci zejména ve
způsobu jejich ovládání.
Nejznámějším a nejpoužívanějším prostředkem pro komunikaci s počítačem (Human-
computer interaction, HCI) je kombinace myši a klávesnice, která se zatím zdá nepřekonaná.
Avšak elektroniku, kterou dennodenně používáme doma, ovládáme stále pomocí ovladačů.
Díky novým technologiím se objevují také nové možnosti HCI a to zejména přirozené uži-
vatelské rozhraní (Natural User Interface, NUI). To se zaměřujeme na komunikaci pomocí
gest, hlasu a obecně pohybů lidského těla. Hloubkové kamery jsou právě průkopníky, kteří
nám poskytují technologické možnosti pro realizaci NUI.
Tato práce se zabývá návrhem, vizualizací a testováním uživatelského rozhraní využí-
vající koncepty NUI s použitím hloubkové kamery. Neklade si za cíl vytvořit následníka
klávesnice a myši, ale poskytnout alternativu při základních operacích (interakcích) s před-
měty jako je rádio nebo televize bez použití ovladače. Tímto se návrh blíží myšlence tzv.
”
inteligentní domácnosti“ (Home automation), která si klade za cíl automatizaci prvků
domácnosti jako zabezpečení, vytápění a dalších i s využitím ovládání přístrojů pomocí
lidského těla.
Práce je členěna do tří hlavních kapitol. První kapitola seznamuje čtenáře s potřebnými
pojmy a použitými principy. Druhá část se pak zabývá návrhem uživatelského rozhraní
a způsobu vizualizace scény. Poslední kapitola je pak věnována samotné realizaci aplikace





V této kapitole jsou popsány nástroje a pojmy, které jsou nutnou součástí pro porozumění
problematiky, návrhu a realizace aplikace.
2.1 Uživatelské rozhraní
Tato kapitola se zabývá základními pojmy této problematiky a popisuje důležité požadavky
při vytváření uživatelského rozhraní.
Termín Human-computer interaction (dále jen HCI) byl zaveden v polovině 80 let
19. století. Pro popis pojmu existuje několik definic, k těm starším patří definice pánů Baec-
kera a Buxtona [1]
”
(HCI) je sada procesů, dialogů a akcí, pomocí kterých uživatel používá
a interaguje s počítačem.“. Novější, z roku 1992 pak HCI popisuje jako disciplínu, která se
zabývá návrhem, vyhodnocením a implementací interaktivních výpočetních systémů, které
člověk používá a studiem jevů, které je obklopují [12]. Cílem HCI je vytváření užitečných
a pohodlně se ovládajících systémů při zachování jejich funkčnosti. Slovem užitečný je zde
především míněný systém, který je lehce naučitelný a lehce použitelný. Podle [6] je pro
návrh takového systému důležité se zaměřit především na
• Porozumění faktorů - Ať už jde o faktory psychologické, ekonomické, organizační nebo
sociální, je důležité porozumět tomu, jak tyto faktory rozhodují o způsobu používání
počítače uživateli a tyto faktory zohlednit
• Vývojářské nástroje - Použití takových nástrojů a technik, které pomohou designérům
vytvořit takový systém, který bude vyhovovat danému účelu a lidem, kteří s ním
budou pracovat
• Dosáhnutí výsledků - Docílit efektivního návrhu, aby interakce mezi uživatelem a sys-
témem byla co nejvíce pohodlná
Uživatelské rozhraní (User interface, dále jen UI) je soubor postupů, jak s pracovat
s nějakou věcí nebo objektem. Nemusí jít přitom pouze o objekty týkající se informačních
technologií. Jsou to i předměty každodenního použití jako auto, telefon nebo pračka. Daný
předmět poskytuje funkce, které chce uživatel využít ke svému užitku. Cílem interakce je
efektivní provoz a řízení předmětu (stroje) na straně uživatele a zpětná vazba od stroje,







Obrázek 2.1: Komunikace člověka se strojem. Podle [2]
Existuje mnoho druhů uživatelských rozhraní. Nejznámější a nejpoužívanější je dnes
zcela jistě grafické uživatelské prostředí (GUI). To se ukázalo jako velmi univerzální a dnes
slouží k široké škále úkonů, od posílání emailu po pokročilou správu a návrhy nejrůznějších
systémů. Relativně novým rozhraním je právě Natural user interface (dále jen NUI),
volně přeloženo jako přirozené uživatelské rozhraní.
V případě GUI jsou klasickými nástroji klávesnice a myš. NUI nám umožňuje použít
pro interakci prostředky, které používáme v každodenním životě a to sice používání rukou,
hlasu a celého těla. Dovoluje nám mluvit s počítačem, reagovat na doteky, komunikovat
pomocí bezdotykových gest, používat různá zábavní zařízení jako tančící podložky, která
zachytávají pohyb nohou, můžeme interagovat také pomocí výrazu ve tváři a mnoha dalšími
způsoby. Slovo natural zde popisuje využití všech každodenních, přirozených úkonů, které
již umíme a ovládáme, jako je mluvení, psaní, gestikulace, chození a uchopování předmětů.
Teoreticky, a právě díky těmto schopnostem by mělo být pro nás přirozenější a jednodušší
naučit se a používat NUI než GUI. [10]
Zpětná vazba je jeden z nejdůležitějších prvků, na které musíme při návrhu rozhraní
myslet. Zpětná vazba nás informuje o tom, jaká akce byla dokončena a čeho bylo dosaženo
a tím nám umožňuje pokračovat v dané aktivitě. Existuje mnoho druhů zpětné vazby,
které jsou vhodné pro návrh uživatelského rozhraní. Ať už to je vazba zvuková, hmatová,
verbální, vizuální nebo jejich kombinace. Důležité je si uvědomit, v jakých aktivitách budou
jaké způsoby uplatněny a zda jsou pro daný účel vhodné [10]. Společnost Microsoft vydala
příručku [3], ve které zmiňuje základní principy použití zpětné vazby při návrhu přirozeného
uživatelského rozhraní, založeného na pohybech těla. Z této příručky vybírám následující.
• Je důležité, aby si uživatel uměl sám zodpovědět následující dotazy. Je senzor připra-
ven? Snímá mě senzor? Vidí mě celého? Mohu již začít komunikovat? Tyto otázky
mohou být zodpovězeny např. vizualizací částí těla v aplikaci a vykreslením optimální
polohy pro vzájemnou komunikaci.
• Pokud komunikujeme pohybem dlaní nebo jinými pohyby těla, je důležité, aby uživatel
věděl kam právě ukazuje, např. vykreslením jeho dlaně v aplikaci.
• Při vybírání objektů se snažíme vybraný objekt nějakým způsobem zvýraznit. Můžeme
použít jak vizuální, tak zvukové prvky.
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• Musíme počítat s tím, že uživatel před senzorem může předvést neočekávaný pohyb,
např. vytáhnutí mobilu s kapsy, protáhnutí se atd. a nebylo by vhodné, aby na to apli-
kace reagovala neočekávaným způsobem. Řešením mohou být různé časovače, které
musí doběhnout, aby se daná volba potvrdila. Tyto časovače nesmí být na druhou
stranu příliš dlouhé, aby zbytečně nevyčerpávaly uživatele.
• Je vhodné použít techniky sloužící k vyhlazování pohybu při snímání uživatele, aby
navrhované rozhraní působilo plynule a hladce.
2.1.1 Inteligentní domácnost





Tento pojem popisuje dům nebo domácnost, ve které řídí určité základní úkony jeden či více
počítačů. Může se jednat o zavlažování trávníku, vytápění, zabezpečovací systém, osvícení
a mnoho dalších. Mimo samotnou správu domu se počítá i s ovládáním přístrojů hlasem
a gesty. Důležitou součástí inteligentní domácnosti je síť, kterou jsou jednotlivá zařízení
propojena s centrálním systémem. Tento systém může být napojen na síť internet, přes
kterou bychom mohli částečně spravovat náš dům i bez naší přítomnosti.
Pokud se podíváme na dnes existující systémy, pak se jedná především o dodaný soft-
ware, ke kterému se pak dokupují jednotlivé senzory jako čidla na světlo, na měření teploty,
zabezpečovací zámky a jiné12. Většina případů užití postrádá složitější uživatelskou inter-
akci. Jedná se především o zapínání a vypínání světel při příchodu, respektive odchodu
z místnosti a podobně. Některé systémy reagují na pokyny hlasem, obvykle jako příkaz ke
spuštění přístroje, vypnutí nebo změny některého atributu přístroje, např. teploty v míst-
nosti.
2.2 Hloubkové senzory
Existuje mnoho zařízení, pomocí kterých jsme schopni snímat lidskou postavu. Pro jedno-
duché sledování pohybů člověka jako je pohyb hlavy nebo pohyb rukou by stačila např. web-
kamera, která je dnes součástí každého notebooku. Hloubkové senzory nám však umožňují
pracovat s mnohem širším spektrem informací při sledování pohybu uživatele. Pomocí infor-
mací, které nám senzor poskytuje, jsme schopni rozpoznávat gesta jednotlivých části těla,
jejich polohu v prostoru a dále například vytvářet 3D model prostoru či lidí a předmětů3.
Použitím hloubkového senzoru docílíme využití mnohem širšího spektra způsobů interakce
člověka s počítačem.
2.2.1 Současnost a budoucnost hloubkových kamer
Velké společnosti jako Google, Intel nebo Apple vidí budoucnost ve využití těchto senzorů
především ve svých mobilních zařízeních. Google do 14. března 2014 vyprodukuje4 200
1CASTLEOS SOFTWARE. CastleOS - Home Automation Made Simple [online]. [cit. 2014-05-14]. Do-
stupné z: http://www.castleos.com/
2HOMESEER TECHNOLOGIES. Home Automation Systems - HomeSeer [online]. [cit. 2014-05-14].
Dostupné z: http://www.homeseer.com/
3TISSERAND, Nicolas a Nicolas BURRUS. RGBDemo - Home Page [online]. [cit. 2014-05-14]. Dostupné
z: http://labs.manctl.com/rgbdemo/index.php
4GOOGLE. ATAP Project Tango - Google [online]. [cit. 2014-05-14]. Dostupné z: https://www.google.
com/atap/projecttango/
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chytrých mobilních zařízení právě se senzorem snímajícím okolí. Apple na konci minulého
roku koupil5 společnost PrimeSense, která se podílela na vzniku Kinectu. Intel uvede6 na
mezinárodním veletrhu CES 2014 taktéž hloubkovou kameru, kterou zabuduje do svých
notebooků a tabletů. Mezi finančně dostupná, dostatečně výkoná a přesná řešení patří dnes
například senzor LeapMotion7, kterým lze nahradit ovládání myší stolního či přenosného
počítače ovládáním pomocí pohybů rukou.
Existuje však také mnoho velmi drahých a málo výkoných zařízení, která dnes již nejsou
podporována nebo jsou technologicky zastaralá a drahá8. Praktické využití senzoru, kon-
krétně Kinectu, lze vidět například ve předpovědi počasí9, kde moderátor gesty rukou po-
souvá obrazovky s vizualizací počasí.
PrimeSense je izraelská společnost zabývající se vývojem právě 3D senzorů. Soustředí
se jak na vývoj hardwarové vrstvy, tak softwarové vrstvy. V jejím portfoliu je jak Kinect
(dříve označován jako Project Natal), tak vlastní senzory [15]. Senzory jsou si navzájem
velmi podobné a liší se pouze v mírných hardwarových specifikacích. Následující popis
senzoru bude proveden na zařízení Kinect, který byl použit v projektu.
2.2.2 Microsoft Kinect
Kinect byl vytvořen izraelskou společností PrimeSense. Zařízení Kinect je hloubková ka-
mera, která mimo hloubkové senzory má také RGB kameru, snímá zvuk v okolí a disponuje
motorem pro natáčení. Původně je určen jako doplňkové zařízení k herní konzoli Xbox 360,
později však vyšla verze přímo určená pro operační systém Windows, která se od konzolové
verze liší pouze nepatrně10. Následující specifikace čerpají z [17] a [16].
5ARTHUR, Charles. Apple ’has bought Israel’s PrimeSense, maker of first-generation Kinect sensor’.
The Guardian [online]. 18 November 2013 [cit. 2014-05-14]. Dostupné z: http://www.theguardian.com/
technology/2013/nov/18/apple-buys-israels-primesense-kinect-sensor
6SIMONITE, Tom. CES 2014: Intel’s 3-D Camera Heads to Laptops and Tablets. MIT Technology
Review [online]. January 6, 2014 [cit. 2014-05-14]. Dostupné z: http://www.technologyreview.com/news/
523336/ces-2014-intels-3-d-camera-heads-to-laptops-and-tablets/
7LEAP MOTION. Leap Motion — Mac and PC Motion Controller for Games, Design, and More [online].
[cit. 2014-05-14]. Dostupné z: https://www.leapmotion.com/
8D-IMager — Panasonic. Panasonic [online]. [cit. 2014-05-14]. Dostupné z: http://www2.panasonic.biz/
es/densetsu/device/3DImageSensor/en/index.html
9ČÍŽEK, Jakub. Video: Nova vyzbrojila televizní rosničky ovladačem Microsoft Kinect.
Živě.cz [online]. 19. 3. 2014 [cit. 2014-05-14]. Dostupné z: http://www.zive.cz/bleskovky/
video-nova-vyzbrojila-televizni-rosnicky-ovladacem-microsoft-kinect/sc-4-a-172942/default.
aspx
10KERKHOVE, Tom. What is the difference between Kinect for Windows and Kinect for Xbox360?.
Kinecting for Windows [online]. 2014 [cit. 2014-05-16]. Dostupné z: http://www.kinectingforwindows.
com/2012/09/07/what-is-the-difference-between-kinect-for-windows-kinect-for-xbox360/
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Obrázek 2.2: Specifikace hloubkové kamery Microsoft Kinect. Podle [17]
• RGB kamera - RGB obraz v rozlišení 1280 x 960 při 12 snímcích za sekundu nebo
v rozlišení 640 x 480 při 30 snímcích za sekundu
• IR Emitor - Emitor infračerveného světla, což je elektromagnetický proud s vlno-
vou délkou větší než viditelné světlo. Emitor promítá do scény jistý vzor (množinu
bodů, viz 2.3), který se při dopadu na jednotlivé objekty deformuje. Takto dochází
k rozpoznávání jednotlivých objektů ve scéně a výpočtu jejich pozice.
• Hloubkový senzor - Infračervený hloubkový senzor, který z vyslaných paprsků emito-
rem vytváří hloubkovou mapu podle vzdálenosti od senzoru k danému objektu.
• Naklápěcí motor - mechanický motor sloužící k naklápění senzoru.
• Pole mikrofonů - Kinect obsahuje celkem 4 mikrofony, které se dají využít např. pro
určení směru odkud zvuk vychází.
Obrázek 2.3: Vlevo bodový vzor IR emitoru, vpravo hloubková mapa
Další důležité parametry jsou shrnuty v následující tabulce[17]:
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Kinect Specifikace
Šířka úhlu pohledu 57◦ horizontálně a 43◦ vertikálně
Šířka vertikálního náklonu senzoru 27◦
Frekvence hloubkového a RGB senzoru 30 snímků za sekundu
Hardwarové možnosti senzoru při snímání 0,8 m až 4 m
Tabulka 2.1: Hardwarové specifikace Kinectu
Umístění senzoru
Pro bezproblémovou práci s Kinectem je důležité vytvořit pro senzor optimální podmínky.
Podle oficiální příručky [3] se jedná zejména o
• Optimální vzdálenost pro uživatele je v rozmezí 1,5 m až 2 m od senzoru
• Senzor by měl být umístěn přímo naproti uživatele a v takové výšce, aby byla uživa-
telům vidět hlava
• V místnosti by nemělo být příliš slunečního světla a před senzorem by neměli zbytečně
přecházet lidé
2.2.3 Získání skeletonu
Cílem sledování uživatele je získání polohy jednotlivých částí těla, jointů, které dohromady
tvoří kostru člověka, skeleton. Pro tento účel existují 2 nejdůležitější nástroje (SDK). Prv-
ním z nich je oficiální Kinect for Windows SDK. První verze tohoto software byla uvolněna
v únoru 2012. Vzhledem k tomu, že se jedná o oficiální podporu nabízí toto SDK nejširší
možnosti práce s Kinectem. Naopak nevýhoda je ta, že tento softwarový balík je určen
pouze pro platformu firmy Microsoft, Windows. Druhým je pak OpenNI, které je open-
source SDK společnosti PrimeSense, která se podílela na vývoji Kinectu. První verze byla
představena v listopadu 2010 a dodnes je toto SDK pravidelně aktualizováno. Po již zmiňo-
vané akvizici PrimeSense společností Apple však celý projekt končí a k datu 23. dubna 2014
bude projekt uzavřen[18].
Hlavní myšlenkou celého projektu je vytvořit komunikační vrstvu mezi fyzickým zaříze-
ním a výslednou aplikací s použitím mnoha dostupných knihoven, jak ilustruje následující
obrázek 2.4.
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Obrázek 2.4: Architektura OpenNI. Převzato z [18]
Dnes je nad OpenNI postaveno několik obslužných aplikací (middleware libraries). Jejich
využití je různorodé a zahrnuje např. nástroje pro skenování předmětů a vytváření jejich
3D modelů nebo identifikaci člověka pomocí obličeje. V projektu byla použita knihovna
NiTE, která slouží pro sledování člověka.
NiTE využívá hloubkové, RGB, infračervené a zvukové informace hardwarového zařízení
pomocí kterých je schopno podporovat funkce jako sledování rukou a celého těla, analýza
scény (separace jednotlivých uživatelů), rozpoznávání gest a mnoho dalších [18]. Použití































Obrázek 2.5: Jednotlivé jointy skeletonu. Podle [7]
Poloha jednotlivých jointů je pak dána vektorem p
9
p = (px, py, pz) (2.1)
kde jednotlivé složky px, py a pz představují vzdálenost daného jointu od hloubkového sen-
zoru uvedenou v milimetrech v souřadnicovém systému Kinectu, jak je znázorněno na 2.6.
Obrázek 2.6: Souřadnicový systém Kinectu. Převzato z [17]
2.3 Vizualizace scény
Pro tvorbu a vizualizaci scény potřebujeme technologii, která nám umožní využít grafického
hardwaru počítače k vykreslení scény na výstupní zařízení. Dostupné jsou především tech-
nologie firmy Microsoft DirectX11 a open-source OpenGL. Technologie DirectX je dostupná
pouze na operačním systému Windows.
OpenGL je definováno jako
”
softwarové rozhraní pro grafický hardware“[11]. Je to 3D
grafická a modelovací knihovna, která je multiplatformní a velmi rychlá. Využití OpenGL
sahá od použití v CAD programech po generování dinosaurů ve filmových trhácích [11].
Samotná technologie je pro tvorbu projektu nedostatečná. Je potřeba zvolit takové nástroje,
pomocí kterých jsme schopni kontrolovat i rozsáhlé scény s mnoha objekty, ve kterých může
docházet ke kolizím, vzájemným překryvům atd. Mezi takovéto pokročilé nástroje patří
např. Unity, Unreal Engine nebo OpenSceneGraph.
2.3.1 Transformace mezi souřadnými prostory
Transformace mezi souřadnými prostory nám umožňují projekci 3D těles na 2D obrazovku
a možnosti, jak s objekty různě posouvat, rotovat s nimi, měnit jejich velikost atd. Trans-
formace se provádějí maticovým násobením. Více transformací lze sloučit do jedné, jedná
se o tzv. složenou transformaci, přičemž závisí na pořadí transformací [19]. Rozlišujeme
několik prostorů, kde jednotlivé transformace mezi nimi ilustruje 2.7.





















Obrázek 2.7: Transformace mezi jednotlivými prostory. Podle [8]
Každá vykreslovaná entita se nejprve nachází v objektovém prostoru (Object Space).
Násobením modelovou maticí (Model Matrix) můžeme s objektem různě rotovat, měnit
velikost a měnit jeho pozici v prostoru scény (World Space). Nastavení pozice kamery jako
pozice diváka, směr pohledu a úhel pohledu docílíme násobením zobrazovací matice (View
Matrix). Dalším krokem je transformace do prostoru obrazovky a vytvoření perspektivní
projekce. To se děje násobením projekční maticí (Projection Matrix). Poslední aplikovanou
transformací je násobení viewport maticí pomocí které definujeme výslednou velikost okna
(není již znázorněna na 2.7).
2.3.2 OpenSceneGraph
Je multiplatformní, open-source grafický nástroj používaný v aplikacích spojených s vi-
zualizací, virtuální realitou, modelováním či pro vytváření her. Je napsán v C++ a pro
vykreslování používá OpenGL. OpenSceneGraph (OSG) poskytuje velké množství samo-
statných knihoven, pro které najdeme široké uplatnění při tvorbě např. částicových systémů,
animaci objektů či charakterů, vrhání stínů, nástrojů pro manipulaci s vytvořeným světem
a spousty dalších. OpenSceneGraph je nástrojem, který využívá low-level funkce OpenGL
a tyto funkce abstrahuje pro jednodušší a efektivnější využití.
Pro co nejvíce efektivní vykreslování používá OSG techniku opožděného vykreslování
(deferred rendering). To znamená, že veškeré vykreslovací příkazy a data jsou ukládaná do
vyrovnávacích pamětí, ze kterých jsou pak použita ve vhodný čas. Tento systém umožňuje
použití mnoha optimalizací před samotným vykreslením, stejně jako podporu vícevlákno-
vého zpracování při vykreslování rozsáhlých scén.
OSG využívá datovou strukturu grafu scény (scene graph). Je to struktura, která defi-
nuje prostorové a logické vazby mezi jednotlivými prvky pro jejich efektivní správu a vykres-
lování. Typicky má graf scény podobu hierarchicky uspořádané datové struktury, stromu.
Nedovoluje vytváření cyklických závislostí nebo izolovaných elementů (jak potomků, tak
rodičovských uzlů). [13]
Hlavními součásti scénového grafu jsou:
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• Root node - Kořenový uzel stromu. V každém vykreslovacím cyklu se prochází celý
strom a začíná se právě v tomto uzlu.
• Group node - V hierarchické struktuře se jedná o podstrom, který má neomezený
počet uzlů či listů. Operace aplikované na kořen podstromu se aplikují na všechny
uzly podstromu.
• Leaf node - Listová úroveň, která vytváří spodní vrstvu grafu a která obvykle obsahuje
geometrická primitiva určená k vykreslení.
Důležitou součástí OpenSceneGraph jsou jeho komponenty, které přidávají další funkci-
onalitu. K základním komponentám celé vývojové platformy a dalších použitých v projektu
patří knihovny
• OpenThreads lib. - Poskytuje celému systému podporu vláken.
• osg lib. - Základní knihovna pro práci s grafem scény, správy uzlů, geometrických
objektů, textur a dále pak základní matematické prostředky pro práci s maticemi
a vektory.
• osgDB lib. - Knihovna nabízející podporu pro mnoho zásuvných modulů (pluginů),
které se dále starají o operace čtení a zapisování s různými typy souborů.
• osgUtil lib. - Stará se o procházení grafu scény a následně pak o převádění OpenScene-
Graph scény do série volání procedur OpenGL. Tato knihovna dále poskytuje základní
prostředky pro práci s kolizemi.
• osgShadow lib. - Přidává několik technik pro vytváření stínů ve scéně.
• osgText lib. - Podpora různých druhů písma a jejich vykreslování.
• osgViewer lib. - Podpora pro mnoho grafických systémů na různých platformách.
• osgManipulator lib. - Nástroj pro 3D interaktivní manipulaci s uzly jako rotace, pře-
sun, změna velikosti atd.
• Další rozšíření v podobě pluginů pro formáty jako png, jpg, obj, gif a další.
Head-up display kamera (dále jen HUD) je kamera, která se vykresluje poté, co
byla vykreslena hlavní scéna. Tímto se docílí efektu takového, že obecně objekty HUD
kamery překrývají zbytek scény. Toto je užitečné především pokud chceme vykreslovat
texty, statistiky nebo další instrukce a chceme mít jistotu, že tyto informace nebudou ničím
překryty [13].
2.4 Filtrování dat
Informace, které získáváme ze senzoru jsou zatížena chybou. Důvodů může být mnoho,
od nesplnění doporučení v kapitole 2.2.2, nepřesnostech hardwarových prvků po odchylky
softwarových nástrojů. Pro splnění základních nároků zmíněných v kapitole 2.1 byl použit
na data získaná ze senzoru filtr. Jedním z filtrů používaných pro redukci šumu a predikci
pohybu je Kalmanův filtr. Následující text čerpá z práce Grega Welche a Garyho Bishopa
An Introduction to the Kalman Filter [14]. Překlady názvů matic z anglického originálu
jsou převzaty z [5].
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2.4.1 Kalmanův filtr
Kalmanův filtr je rekurzivní filtr používaný pro optimální odhad stavu dynamického dis-
krétního systému. Tento filtr je pojmenován po Rudolfovi E. Kálmánovi, který zveřejnil
jeho práci v roce 1960. Filtr má v dnešní době široké uplatnění a to zejména v oborech jako
počítačové vidění a navigace.
Samotný výpočet pak probíhá ve dvou fázích:
• Předpověď nových hodnot
















Obrázek 2.8: Diagram rekurze. Podle [5]
Předpověď nových hodnot probíhá v těchto krocích




kde obecně x značí stavový vektor, pak xˆ−k představuje odhad stavového vektoru.
V našem případě je stavový vektor
x =
[
px py pz vx vy vz
]
ve kterém jednotlivé složky px, py a pz značí pozici v 3D prostoru a k nim odpovídající
konstantní složky vx, vy, vz představující změnu polohy. Matice A je matice dynamiky
systému, která popisuje jak se ze stavu v k − 1 dostat do stavu k.
A =

1 0 0 1 + vx 0 0
0 1 0 0 1 + vy 0
0 0 1 0 0 1 + vz
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

13
Kontrolní vektor uk a kontrolní matici B vzhledem k povaze měření vzájemně nezá-
vislých hodnot neuvažujeme.
• Předpověď kovarianční matice
P−k = APk−1A
T +Q
Matice P je kovarianční matice, která obsahuje odhady chyb. Pokud při inicializaci




p 0 0 0 0 0
0 p 0 0 0 0
0 0 p 0 0 0
0 0 0 p 0 0
0 0 0 0 p 0
0 0 0 0 0 p

Matice Q se nazývá manévrovací matice. Z praktického pohledu s nižšími hodnotami
q bude filtr na změny reagovat pomaleji a může dojít k situaci, kdy pokud sledovaný
objekt velmi rychle změní pozici, pak filtr dostatečně rychle nezareaguje.
Q =

q 0 0 0 0 0
0 q 0 0 0 0
0 0 q 0 0 0
0 0 0 q 0 0
0 0 0 0 q 0
0 0 0 0 0 q

Aktualizace novými hodnotami
• Výpočet Kalmanova zisku
Kk = P−k H
T (HP−k H
T +R)−1
kde K je matice vyjadřující Kalmanův zisk, který indikuje, jak velkou mírou ovlivňuje
zlepšení odhad. Vstupním údajem je zde matice R, což je matice chyb měření. Opačně
jako v případě matice Q s vyššími hodnotami r je schopnost filtru reagovat na náhlé
a prudké změny snížena.
R =
r 0 00 r 0
0 0 r

Matice H je měřící matice a jednoduše udává, které prvky ze stavového vektoru
měříme. Jelikož měříme právě polohu zadanou třemi prvky vektoru, pak na hlavní
diagonále jsou hodnoty 1.
H =
1 0 0 0 0 00 1 0 0 0 0




xˆk = xˆ−k +Kk(zk −Hxˆ−k )
kde vektor zk je vektor nově naměřených hodnot.
• Aktualizace kovarianční matice
Pk = (I −KkH)P−k
2.5 Testování uživatelského rozhraní
Při testování UI se zaměřujeme především na použitelnost. Tento pojem definuje norma
ISO 9241-11 jako
”
do jaké míry může být produkt používán specifickými uživateli, aby
dosáhli specifických cílů účinnou, efektivní a uspokojivou cestou ve specifickém kontextu
použití“. Sledujeme tedy uživatele, pro které bylo rozhraní vytvořeno, v úlohách, pro které
bylo vytvořeno. To znamená, že pozorujeme typického uživatele v typických úlohách.
V průběhu plnění úloh se zapisují různé údaje, jako počet chyb nebo čas, za který byl
úkol splněn. Dalším ze způsobů, jak se dozvědět o použitelnosti a spokojenosti s výsled-
ným systémem, jsou dotazníky nebo rozhovory s účastníky. Pro vyhodnocení dotazníku
potřebujeme předem zadané otázky, na které se snažíme hledat odpovědi. Při vytváření
cílů testování postupujeme podle těchto bodů [10].
1. Stanovit si cíle
2. Vymyslet otázky
3. Zvolit metodu pro vyhodnocení otázek
4. Vytvořit praktické úkoly
5. Nezapomenout na etické zásady
6. Sesbírat data, analyzovat je, interpretovat a prezentovat výsledky
Likertovo škálování je metoda pro měření postojů a názorů respondentů. Jsou před-
ložena tvrzení, která respondent hodnotí na škále od naprostého souhlasu až k naprostému
nesouhlasu [9]. Likertova škála, pojmenovaná podle Rinsese Likerta a vytvořena v roce 1932,




V této kapitole je popsán návrh uživatelského rozhraní a návrh vizualizace scény. Celý
koncept byl tvořen tak, aby co nejvíce blížil inteligentní domácnosti.
3.1 Vize a cíl
Cílem projektu je navrhnout systém a takové přirozené uživatelské rozhraní, pomocí kterého
by docházelo ke komunikaci uživatele s reálnými objekty v reálném světě. Tento systém by
pak mohl být další součástí celého ekosystému inteligentní domácnosti popisovaného v ka-
pitole 2.1.1. Vize takového návrhu spočívá především v tom, že uživatel bude v reálné míst-
nosti snímán hloubkovým senzorem a pomocí pohybů rukou bude ovládat objekty v dané
místnosti, např. televizi. Navrhované uživatelské rozhraní, které bude komunikační vrstvou
mezi uživatelem a strojem, bude jednoduché a zpětná vazba objektů bude pouze zvuková.
To proto, že pokud budeme chtít tento systém využívat s co největším počtem přístrojů,
pak ne každý má své vlastní prostředky pro zpětnou vizuální nebo hmatovou vazbu (např.
rádio). Prostředky pro zvukovou zpětnou vazbu taktéž nemá každý přístroj, nicméně tento
nedostatek se dá nahradit jednodušeji než u předchozích zmíněných, například centrálním
systémem starajícím se o zvukové komunikační signály.
Návrh a realizace takového projektu je však velmi složitá, především kvůli absenci mož-
ností komunikace s reálnou elektronikou kolem nás. Proto se projekt zaměřuje na návrh
a implementaci virtuální místnosti s virtuálními objekty a přirozeného uživatelského roz-
hraní, pomocí kterého bude docházet ke vzájemné interakci mezi uživatelem a strojem jak
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Obrázek 3.1: Zjednodušené blokové schéma
Obrázek 3.1 znázorňuje velmi zjednodušené schéma aplikace. Hloubková kamera, kon-
krétně Kinect, snímá uživatele a vytváří nám kostru složenou z jednotlivých částí těla jak
je znázorněno na obrázku 2.5. Na zjednodušeném schématu 3.1 je také znázorněn souřadný
systém Kinectu z kapitoly 2.2.3 vzhledem k pozici snímané osoby. V další části schématu
je samotný systém celé scény, ve které dochází k rozpoznávání jednotlivých pohybů, je-
jich vyhodnocení, způsobu výběru objektů a dalších, podle daného uživatelského rozhraní.
Poslední částí schématu je pak výsledné vykreslení.
3.2 Scéna
Cílem návrhu scény bylo co nejvíce se přiblížit situaci, ve které bude navržený systém fun-
govat. Celá scéna je tedy koncipována jako místnost s několika objekty, přičemž s některými
uživatel interaguje. Chtěl jsem, aby místnost co nejvíce připomínala pokoj, ve kterém se
každý člověk dennodenně nachází. Tomu odpovídá i výběr objektů ve scéně. V pokoji se
nachází objekt televize, rádia a stolu, přičemž s prvními dvěma předměty lze interagovat.
Pro reálnější vzhled bylo použito stínování, vlastní umístění zdroje světla a texturování
stěn a podlahy místnosti pomocí nástrojů zmíněných v 2.3.2. Skeleton člověka je ve scéně
vykreslován jako jednotlivé jointy, které jsou znázorněny červenou koulí. Kamera, která
zabírá celou scénu a pohyb v místnosti, je statická a optimálně nastavena pro zobrazení
celé scény i s pohybem uživatele, nicméně její pozici lze měnit.
3.3 Transformace skeletonu do scény
Musíme navrhnout vhodnou velikost místnosti a vhodný postup, jak transformovat skeleton
do scény. Vzhledem k tomu, že jednotka, ve které jsou pozice jointů, je milimetr, pak
nelze tuto pozici brát přímo jako pozici ve souřadnicích scény. Totiž v případě, kdy by
byla osoba veliká jen jeden metr, tedy 1000 mm, by pak byla vykreslena v souřadnicích
scény v poměru 1:1 příliš vysoká. Ještě než popíšeme transformaci jointů do scény, musíme
si ujasnit rozměry samotné scény. Kamera, která bude nahlížet do scény bude statická
v tom směru, že nebude reagovat na pohyb skeletonu. Proto potřebujeme vhodně stanovit
daný rozměr místnosti tak, aby byla dostatečně velká pro potřeby aplikace a zároveň aby
kamera přehledně zabírala celou místnost. Inspiroval jsem se z informací v tabulce 2.1
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a konkrétně hodnotou maximálního dosahu senzoru, který je 4 m. Tuto hodnotu jsem
postupně násobil skalárem až na hodnotu 10, která splňuje výše uvedené požadavky. Pro
výpočet šířky místnosti jsem opět vycházel z tabulky 2.1 a znalosti horizontálního úhlu







Obrázek 3.2: Výpočet šířky místnosti
Užitím funkce tangens můžeme psát
tan 28, 5◦ =
a
4
a = tan 28, 5◦ ∗ 4
a ≈ 2, 2
Z délky asi 2 m je pak odvozena šířka celé místnosti asi 4 m, což odpovídá i délce
místnosti. Docházíme ke vztahu, kdy
4m = 40 jednotek
1m = 10 jednotek
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Obrázek 3.3: Souřadnice scény výsledné místnosti
Vzhledem k tomu, že informace o pozici člověka získáváme v mm, pak pro transformaci
skeletonu do scény volíme poměr
1 jednotka = 10 cm
a tedy vektor 2.1 násobíme skalárem 0,01. Dále je nutné transformovat celou kostru tak, aby
jointy nohou byly umístěny na podlaze místnosti, tedy y >= 0 ve souřadnicích scény. Toto
je řešeno nejprve hledáním maxima y pozice jointů nohou z prvních 120 vzorků senzoru.
Toto maximum je pak přičítáno jako y přírůstek ke každému jointu těla. Pokud je toto
maximum nevyhovující, pak lze tento přírůstek ovlivnit za běhu aplikace.
Poslední úpravou před konečným vektorem polohy je pak pozicování na z ose. Využívám
souřadného systému Kinectu z obr. 2.6 a transformuji celou scénu ve směru kladné osy z.
Přednastavená hodnota přírůstku na ose z je -10. To proto, aby při minimální měřitelné
vzdálenosti od senzoru, což je asi 1000 mm, tedy 10 jednotek, mohla být kostra nejblíže
až u pozice [0, 0, 0] a nikoliv [0, 0, 10]. Toto řešení je ale nevýhodné pokud nemáte dostatek
prostoru pro pohyb před senzorem. Kvůli toho je tento přírůstek měnitelný za běhu aplikace.
Pro finální pozici skeletonu v místnosti jsou tedy provedeny tyto úpravy
f = p ∗ 0, 01 + v(0, vy, vz) (3.1)
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kde f je pozice v souřadnicích scény, p je pozice získaná z Kinectu a v je vektor přírůstku
na y ose vy a na z ose vz.
3.3.1 Objekty
Ve scéně jsou přítomny celkem 3 objekty. Jsou to televize, rádio a stůl, přičemž jedině s ob-
jekty televize a rádia lze provádět určité akce. Oba objekty mají až 4 stavy, ve kterých se
mohou nacházet, a dále pak mají atributy, které lze měnit. V reálném světě je jak rádio, tak
televize plné různých nastavení od přepínání kanálů po změnu připojení k síti. Součástí ná-
vrhu bylo zredukování všech vlastností na nejdůležitější 2. Vzhledem k tomu, že pracujeme
s objekty rádia a televize, pak společné vlastnosti obou objektů jsou schopnosti přehrávat
a měnit kanály a dále měnit hlasitost přehrávaných kanálů. U televize se přehrávání kanálu
prezentuje barevnou obrazovkou a hrající hudbou, u rádia pak pouze hrající hudbou. Každý
kanál má svou vlastní zvukovou a obrazovou stopu. Minimální a maximální hlasitost hudby





Stav 1 je výchozí stav. V tomto stavu má televize černou obrazovku a ani jeden z objektů
nevydává žádný zvuk. Ve stavu 2 se v případě televize zobrazí na televizní obrazovce barevný
obraz a začne hrát hudba odpovídající danému kanálu. Rádio ve stavu 2 začne pouze hrát.
Výchozí hodnota hlasitosti je 50 a kanály jsou číslované od 1. Při vypnutí se aktuální
nastavené parametry ukládají a při opětovném spuštění jsou obnoveny na poslední hodnotu.
Vlastnosti objektů hlasitost a aktuální kanál se dají měnit ve stavu 3. Kanály lze měnit
směrem nahoru i dolů a to samé platí pro hlasitost hudby. Kanály lze měnit cyklicky,
tedy pokud jsme na nejvyšším kanálu a přepneme směrem nahoru, pak se dostaneme na
kanál číslo 1. Totéž platí v opačném směru. Poslední stav 4 znamená, že objekt je uchopen
a transformuje se ve scéně podle pohybu dlaně.
3.4 Návrh uživatelského rozhraní
Jak již bylo zmíněno, interagovat lze ve scéně s předměty televize a rádia. Byla navržena
nejprve 3 rozdílná uživatelská rozhraní. Tato byla otestována a na základě zkušeností bylo
vytvořeno rozhraní 4. Všechny způsoby ovládání jsou založeny na pohybech rukou.
Návrh ovládání
Při vytváření návrhu jsou respektovány principy zmíněné v kapitole 2.1. Skupina uživatelů,
kteří budou daný návrh používat, je velmi široká. Je cílem vytvořit uživatelské rozhraní
takové, aby bylo přístupné a pohodlné pro všechny věkové kategorie, případně různou výšku
atd. Vzhledem k těmto požadavkům jsou všechna rozhraní založena pouze na pohybech
rukou a to co nejjednodušších. Mezi tyto pohyby a úkony jsem zařadil ukazování na předmět,
mávnutí rukou doleva a doprava a také pohyb ruky ve vertikálním směru.
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V návrzích jsou použity různé časovače, které vytvářejí zpoždění při změně parametrů
či stavů objektu. Konkrétní případ využití časovače je úkon pro zapnutí, kdy se na daný
objekt ukazuje podle daného rozhraní po dobu dvou sekund. Není totiž žádoucí, aby při
náhlém přejetí ukazovacího vektoru (viz níže) přes objekt došlo k nečekané změně stavu
(v tomto případě náhlému zapnutí). Dalším nežádoucím jevem, který může nastat je ne-
přesnost senzoru nebo knihoven, které nad ním pracují. Z tohoto důvodu je pro odstranění
šumu použit filtr, popsaný detailně v kapitole 4.
3.4.1 Výběr objektu
Výběr objektu pro interakci je realizován namířením ruky, respektivě ukazovacího vektoru
na něj. Ukazovací vektor, který reprezentuje směr ukazování je vypočítán jako rozdíl
d(dx, dy, dz)− r(rx, ry, rz)
kde vektor d představuje polohu transformovaného jointu dlaně a r polohu transformova-
ného jointu ramene, viz kapitola 3.3. Byla zkoušena i varianta výpočtu ukazovacího vektoru
z polohy lokte a dlaně, která se ale ukázala jako nevýhodná zvláště při pokrčeném loktu,
např. při sezení.
Zpětná vazba
Je velmi důležité poskytnout uživateli zpětnou vazbu jak je znázorněno na obrázku 2.1
a v kapitole 2.1. V aplikaci je zpětná vazba jak vizuální, tak zvuková. Vizuální zpětná
vazba je jak celá vykreslená scéna, tak další detaily, pomocí kterých uživatel komunikuje se
systémem. Jedná se o vykreslený ukazovací vektor, který mění barvu podle stavu objektu
viz kapitola 3.3.1. Pokud objekt zapínáme, pak je barva zelená, pokud vypínáme, pak vektor
zčervená. Při modifikaci atributů je barva žlutá a při uchopování je vektor modrý. Objekt
televize pak pokud hraje, tak je jeho obrazovka barevná podle nastaveného kanálu.
Při změně kanálu nebo hlasitosti se vykreslí na obrazovku text s aktuální hodnotou
daného parametru pomocí HUD kamery . Další vizuální zpětnou vazbou je časovač, zná-
zorněný na obrázku 3.4, který se zobrazuje nad vybraným předmětem ve scéně při interakci,
která jej využívá (většinou vypínání a zapínání objektů). Pro zobrazení časovače přímo na
nad objektem je využito transformace ze souřadnic scény do souřadnic obrazovky jak je
popsáno v kapitole 2.3.1.
Při reálném nasazení je však zvuková zpětná vazba mnohem důležitější. Pokud bychom
chtěli v reálné místnosti spustit rádio, pak samotné rádio nemá vlastní prostředky pro
samostatnou vizuální zpětnou vazbu, snad kromě displeje. Naproti tomu zvuk může vydat
buď samo, nebo tento zvukový signál může vydat jakékoliv jiné zařízení. Pokud objekt
vypínáme nebo zapínáme, pak při ukázání na něj se ozývá výrazný šum. Každá změna
parametru objektu je doprovázena krátkým pípnutím. Pokud jsou objekty zapnuté, pak
samozřejmě přehrávají zvukovou stopu podle daného kanálu.
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Obrázek 3.4: Zpětná vazba s podobě časovače a zeleného ukazovacího vektoru
Návrh ovládání 1
Zapnutí probíhá ukazováním na objekt pravou rukou po dobu 2 s. Stejným způsobem se
objekt vypíná. Do stavu modifikace se objekt dostává pouze pokud je zapnutý a ukazuje se
na něj levou rukou. Ve stavu modifikace je pak sledována pravá ruka a podle jejího pohybu se
mění vlastnosti objektu. Mávnutím směrem doprava přepne kanál o jeden směrem nahoru,
mávnutí doleva přepne kanál směrem dolů. Totéž platí pro změnu hlasitosti kdy mávnutí
směrem k zemi vede k snížení hlasitosti a mávnutí směrem vzhůru hlasitost zvyšuje. Mávnutí
musí být svižné a po dokončení pohybu musí dlaň zůstat na chvíli v nehybné poloze. Toto
je snaha zamezit nechtěným změnám vlastností objektu. Pokud dlaň zůstává po dokončení
pohybu v nehybné poloze delší dobu, pak nastává kontinuální přepínání kanálů či změny
hlasitosti. Pro uchopení předmětu je nutné, aby byl objekt vypnutý a dlaň se musí objektu
dotýkat (nebo být velmi blízko). Uchopený předmět se umisťuje tak, že se dlaní přestaneme
pohybovat a vyčkáme na doběhnutí časovače.
Návrh ovládání 2
Toto rozhraní je velmi podobné rozhraní 3.4.1. Zapnutí objektu probíhá ukázáním na objekt
oběma rukama po dobu 2 s, vypínání stejným způsobem. Objekt je ve stavu modifikace,
když je zapnutý a je na něj nasměrován ukazovací vektor po dobu 1 s. Pak se změna atributů
provádí stejně jako v případě rozhraní 3.4.1. Pro odchod ze stavu modifikace podržíme nad
objektem levou ruku po dobu 1 s. Tímto dalším přepínáním do a ze stavu modifikace se
snažím udělat přepínání méně fyzicky náročné, kdy při změně vlastností není potřeba držet
levou ruku stále vztyčenou. Uchopení a přemístění objektu je stejné jako v případě 3.4.1.
Návrh ovládání 3
Pro zapnutí objektu je nutno namířit ukazovací vektor pravé ruky na objekt po dobu 2 s.
Vypnutí probíhá namířením ukazovacího vektoru levé ruky po dobu 2 s. V tomto návrhu
se s rychlostí vykonání pohybu nepočítá a u pohybu rukou se jedná pouze o vzdálenost
dosaženou mávnutím. V tomto návrhu nebylo počítáno s uchopením a přemístěním objektů.
Objekt je ve stavu modifikace právě tehdy, když je zapnutý a je na něj ukázáno pravou
rukou.
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Obrázek 3.5: Stav modifikace objektu návrhu 3
V tu chvíli se v první a třetí třetině obrazovky vykreslí bílé pruhy, na pravé straně
s nápisem
”
Volume“, na levé s nápisem
”
Channel“ jak je ilustrováno na obr. 3.5. Posunem
pravé ruky o 10 cm doprava se dostaneme do nabídky
”
Volume“, což je na obrázku situace
úplně vpravo. V této nabídce posunem dlaně nahoru a dolů měníme hlasitost, přičemž
změna nastává pokud změníme polohu ruky o 10 cm, rychlejší změna parametru pak při
pohybu o 15 cm a více. Zpět do hlavní nabídky, kterou ilustruje prostřední obrázek, se
dostaneme posunutím dlaně směrem doleva, opět o 10 cm. Odchod ze stavu modifikace se
děje pouze v hlavní nabídce (prostření situace na obr. 3.5) pohybem dlaně nahoru nebo
dolů. Změna kanálu probíhá stejně jako změna hlasitosti, akorát na opačnou stranu. Tuto
situaci znázorňuje obrázek vlevo.
Návrh ovládání 4
Toto rozhraní bylo navrženo až po testování návrhů 1–3. Je založeno na uživatelské zpětné
vazbě z průběhu a výsledků testování předešlých návrhů popsaných v kapitole 4.6.1. Za-
pínání a vypínání objektů je řešeno ukázáním na předmět pravou rukou po dobu 2 s. Pro
přepínání kanálů směrem nahoru vystrčíme pravou ruku doprava od těla a na zapnutý ob-
jekt ukážeme levou rukou. Přepínání kanálů opačným směrem je provedeno tehdy, pokud
je pravá ruka umístěna asi ve výšce břicha a levá ruka opět ukazuje na zapnutý objekt. Pro
zvýšení hlasitosti se pravá ruka zvedne asi do výše ramen, pro snížení se volně spustí podél
těla a opět platí, že pro samotné provedení změny musí levá ruka ukazovat na aktivovaný




Tato kapitola je věnována návrhu aplikace jako takové. Bude zde popsán zejména objektový
návrh, přístup k aktualizaci informací o poloze a další implementační detaily. K realizaci
projektu byl použit jazyk C++.
4.1 Dodatečné nástroje
Vedle OpenSceneGraphu a OpenNI byly v projektu použity další knihovny pro rozšíření
funkcionality.
I přes širokou podporu zásuvných modulů OSG bylo nutno použít pro přehrávání hudby
a zvuků knihovnu Simple DirectMedia Layer1 (dále jen SDL). Existuje sice OSG plugin
osgAudio2, nicméně podpora tohoto modulu bylo pouze do verze 2.8.3. SDL je multiplat-
formní knihovna navržená tak, aby poskytovala nízkoúrovňový přístup k audio prvkům,
klávesnici, myši, grafickému hardware s použitím OpenGL či Direct3D. Je využívána pře-
devším v emulátorech a počítačových hrách.
OpenCV3 je open-source knihovna zaměřená především na počítačové vidění a stro-
jové učení. Knihovna obsahuje přes 2500 optimalizovaných algoritmů právě pro tyto účely.
V projektu je knihovna použita kvůli implementaci Kalmanova filtru.
SketchUp4 je primárně CAD software pro tvorbu 3D objektů. V projektu je jeho
využití spíše okrajové a konkrétně jde o stažení 3D modelů a jejich následného exportu
do vhodného formátu pro práci s OpenSceneGraphem. Modely lze prohlížet a stahovat ze
skladu 3D Warehouse. Použití modelů v aplikaci vyhovuje podmínkám Warehousu5.
4.2 Snímání pohybu uživatele
Existují 2 způsoby jak aktualizovat informace o poloze člověka.
• Umístit odpovídající funkci do obecně nekonečné smyčky. Takovou nekonečnou smy-
čkou je například vykreslovací cyklus OSG. Toto je však nevhodné řešení vzhledem
k tomu, že dochází k čekání na data z Kinectu a scéna je pak vykreslována velmi
1Simple DirectMedia Layer [online]. [cit. 2014-05-14]. Dostupné z: http://www.libsdl.org/index.php
2osgAudio [online]. [cit. 2014-05-14]. Dostupné z: http://osgaudio.vesuite.org/
3OpenCV [online]. [cit. 2014-05-14]. Dostupné z: http://opencv.org/
4SketchUp — 3D for Everyone [online]. [cit. 2014-05-14]. Dostupné z: http://www.sketchup.com/
5SketchUp 3D Warehouse [online]. [cit. 2014-05-14]. Dostupné z: https://3dwarehouse.sketchup.com/
index.html
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trhaně. Dalším způsobem by bylo vytvoření nového vlákna, které by se o aktualizaci
staralo.
• Použití asynchronního volání funkce (callback). V okamžiku kdy jsou připravena nová
data je volána odpovídající metoda. Tento přistup byl použit v aplikaci.
V inicializaci zařízení pro čtení hloubkových dat je důležité povolit zrcadlení dat, aby
nebyl uživatel maten zpětnou vizualizací jeho osoby, konkrétně záměny levé strany za pra-
vou. Toho lze docílit pomocí třídy VideoStream knihovny OpenNI a nastavení příznaku
funkcí setMirroringEnabled( boolean ). Knihovna NiTE nabízí způsob hodnocení dat
o jednotlivých jointech reprezentován hodnotou od 0 do 1. Maximální hodnota 1 znamená,
že si je knihovna naprosto jistá polohou daného jointu, hodnota 0 značí opak. V dokumen-
taci ke starší verzi knihovny, konkrétně verze 1.5, je pak zmínka o tom, že v případě jistoty
0 se může použít hodnota předešlá nebo se hodnota dopočítává na základě pozice celého
těla. V dokumentaci k poslední verzi NiTE 2 však hlubší vysvětlení chování algoritmu chybí
a je zkráceno pouze na rozsah výše zmiňovaných hodnot.[7]
4.2.1 Filtrování a vyhlazování
Pro co největší přesnost při snímání, pro odstranění šumu a pro vyhlazování různých vý-
padků při snímání byl použit Kalmanův filtr implementovaný knihovnou OpenCV. Kal-
manův filtr byl použit pouze na jointy obou dlaní a ramen, protože toto jsou jointy, které
tvoří ukazovací vektor. Ostatní, sloužící pouze pro vizualizaci skeletonu, pak filtrovány
Kalmanovým filtrem nejsou. Knihovna NiTE nabízí funkci pro vyhlazování setSkeleton-
SmoothingFactor( float ), kde argumentem je desetinné číslo, faktor, na rozsahu od 0
do 1. Faktor 0 znamená žádné vyhlazování, faktor 1 znamená, že NiTE nebude registrovat
žádný pohyb [7]. Se zvyšujícím se faktorem se tedy snižuje citlivost.
Obrázek 4.1: Kreslení sinusoidy dlaní
Popis os na obrázku 4.1 vychází z naměřených dat, je zanedbána hloubková složka
a poloha dlaně leží v souřadném prostoru Kinectu podle obr. 2.6. Vyhlazováním je míněna
hodnota faktoru s hodnotou 0, 75. Sinusoida nebyla kreslena podle šablony, jedná se pouze
o subjektivní odhad tvaru daného obrazce. Cílem je demonstrovat význam vyhlazování
a Kalmanova filtru. Nebylo možné nahrávat stejná data s vyhlazováním a bez. Hodnoty
matic popsaných v kapitole 2.4.1 byly dosazeny experimentálně.
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4.3 Struktura grafu scény
Vykreslovací modul systému vyobrazený na ilustraci 3.1 byl implementován pomocí knihovny
. Pro pohodlnou správu grafu a využití možností knihovny je nutné navrhnout celý graf
scény podle principů zmíněných v kapitole 2.3.2. Důležité je také využití objektově ori-
entovaného návrhu samotného OSG a využití právě jeho tříd pro přístup ke všem jeho
funkcím.
Kořenem stromu je uzel rootNode. Typově se jedná o objekt Group knihovny OSG,
jehož funkcí je vytvářet v grafu podstromy z uzlů, které k sobě logicky a funkčně patří. Na
tento kořen jsou pak připojeny další podstromy. Podstrom shadowScene je objekt třídy
ShadowedScene, což je podtřída Group, a obsahuje uzly, které tvoří výslednou scénu.
Důvod, proč jsou objekty spojené se scénou v samostatném podstromu shadowScene je
ten, že všechny tyto objekty buď vrhají stíny nebo jsou na jejich povrchu stíny pouze
vykreslovány nebo obojí. Tímto jsou odděleny od dalších uzlů ve stejné hloubce jako sha-
dowScene, které jsou HUD kamery a stínování u nich je nežádoucí.
rootNode
HUDtimer HUDbackground HUDTextSwitcher HUDTextCam
shadowScene
floor enviroment skeleton televisionradio table
Obrázek 4.2: Zjednodušený graf stromu
Na listové úrovni podle obrázku 4.2 v podstromu shadowScene jsou právě všechny
uzly, které tvoří výslednou scénu. Popisem zleva doprava je to objekt rádia, stolu, pod-
lahy, uzel enviroment jsou pak ohraničující stěny místnosti, skeleton jako kostra jointů
člověka a nakonec objekt televize. Naproti tomu HUD kamery se vykreslují pouze pokud
je to žádoucí, zejména jako zpětná vazba popsaná v podkapitole 3.4.1. HUDbackground
a HUDTextSwitcher jsou HUD kamery, které tvoří zpětnou vizuální vazbu. První vy-
plní část obrazovky barvou a pomocí druhé kamery se na vybarvenou část vykreslí text.
HUDTextCam je pak použita u návrhu ovládání 1, 2 a 4 v kapitole 3.4 taktéž pro vi-
zuální zpětnou vazbu. HUDTimer je poslední z použitých HUD kamer a jeho funkce je
vykreslování časovače nad vybraným objektem jak je ilustrováno na obr. 3.5.
4.4 Objektový návrh
Celá aplikace byla vytvořena pomocí objektově orientovaného návrhu, přičemž jednotlivé
třídy z většiny respektují třídní návrh OpenSceneGraphu. To znamená především to, že
pokud má být entita vykreslována, pak se musí nacházet ve grafu scény. Scene funguje















Obrázek 4.3: Zjednodušený diagram tříd
Funkcionalita, kterou Scene pokrývá, se týká především vykreslování a to jak scény,
tak HUD kamer. Instance Scene má přístup k celému grafu scény a proto je v Scene
implementována i funkcionalita uživatelského rozhraní. Zpětnou vizuální vazbu zajišťují
HUD kamery MyHudCamBackground a MyHudCamText, které jsou potomci třídy
MyHudCam. MyHudCam je podtřída Camera knihovny OSG. Opět je to třída Scene,
která tyto kamery přidá do stromu scény a spravuje jejich obsah.
Objekty, se kterými lze ve scéně interagovat TV a Radio jsou potomci abstraktní třídy
MyObject. MyObject poskytuje rozhraní pro základní typy zpráv jako změna hlasitosti,
kanálu aj. OpenSceneGraph třída PositionAttitudeTransform je mateřská třída My-
Object a díky tomuto vztahu můžeme s instancemi TV a Radio provádět především
různé transformace v souřadnicích scény. Třída MyAudioPlayer poskytuje jednoduchý
přístup k přehrávání hudby a zvuků. Využívá knihovny SDL a instanci této třídy používají
nejen oba objekty Radio a TV pro své vlastní přehrávání hudby, ale i Scene pro zpětnou
zvukovou vazbu. Jak již bylo zmíněno na začátku, MyKeyboardHandler je dalším příkla-
dem třídního návrhu OSG. Jedná se o potomka OSG třídy osgGA::GUIEventHandler,
který byl pouze upraven, aby vyhovoval návrhu aplikace. MyKeyboardHandler se stará
o vstup zadaný z klávesnice.
KinectDevice se stará o senzor Kinect samotný. Inicializuje zařízení a vytváří instanci
třídy KinectCallBack. Odpovídající metoda této instance je invokována pokaždé, když
jsou připravena nová data ze senzoru. KinectCallBack přímo přistupuje k objektu třídy
Skeleton a aktualizuje hodnoty reprezentující polohu jointů. Po dokončení aktualizace
posílá zprávu instanci třídy Scene aby byla provedena aktualizace scény. Skeleton ucho-
vává informace o poloze celého těla, provádí úpravu polohy podle postupu v podkapitole
3.1, stará se o filtrování vybraných částí těla zmíněných v podkapitole 3.4.1 aj. Právě pro
filtraci využívá objekty třídy MyKalman. HandPart představuje jeden joint a Hand-
Pointer vykreslený ukazovací vektor. Zde opět platí, že Skeleton je pro účely vykreslování
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přidán přímo do grafu, viz obr. 4.2.
4.5 Návrh testování
Cílem projektu bylo nejen navrhnout uživatelské rozhraní, ale i otestovat jej na uživatelích.
Tato kapitola se věnuje právě tomuto tématu a obsahuje popis průběhu testování.
Metody testování
Uživatelské rozhraní jsem se rozhodl testovat metodou plnění úloh a následného vyplnění
dotazníku. Abych mohl vyhodnotit intuitivnost ovládání a rychlost učení, rozhodl jsem
se uživatele rozdělit do 2 skupin. První skupina si nejprve daný úkol vyzkouší s vizuální
i zvukovou zpětnou vazbou a až poté s pouze zvukovou zpětnou vazbou. Druhé skupině
budou vysvětleny a ukázány (bez použití aplikace) pohyby a způsob ovládání, ale nebudou
mít možnost si dané úkoly vyzkoušet. Na konci každý účastník vyplní dotazník.
Příprava a průběh testování
Nejprve se upraví virtuální místnost tak, aby se uprostřed místnosti nacházel pouze objekt
rádia. Televize bude odsunuta na okraj místnosti. Pak přizpůsobíme reálnou místnost, ve
které bude testování probíhat, co nejvíce místnosti virtuální. To znamená, že se snažíme
umístit rádio v reálné místnosti na pozici, ve které se nachází ve virtuální místnosti. Chceme
docílit toho, že když ukážeme v reálné místnosti na rádio, pak dojde k vybrání objektu
i v místnosti virtuální.
Účastníkovi první skupiny bude nejprve vysvětleno a předvedeno jak dané ovládání
funguje a pak má 3 pokusy na vyzkoušení. Uživateli z druhé skupiny bude pouze ústně
vysvětleno a bez jakékoliv zpětné vazby ukázáno co má dělat. Tímto způsobem se otestují
všechny 3 navržené způsoby uživatelského rozhraní.
Úkoly, které účastník bude plnit jsou následující:
1. Zapnout a vypnout rádio
2. Zapnout, změnit kanál o 2 směrem nahoru a snížit hlasitost o libovolnou hodnotu
dolů.
V průběhu experimentu jsou zaznamenávány následující údaje
1. čas potřebný k úspěšnému vykonání úlohy
2. počet nepodařených pokusů při vykonávání úlohy
3. počet dodatečných dotazů účastníka, jak má daný úkol provést
Nepodařeným pokusem rozumíme odchylku od ideálního vykonání úlohy, např. přepnutí
o více kanálů než je vyžadováno. Dodatečným dotazem rozumíme všechny dotazy v průběhu




Na testování uživatelského rozhraní se podílelo celkem 9 lidí. Byly vytvořeny 2 skupiny po
4 lidech a s 9. uživatelem byl proveden pilotní test. Výsledkem pilotního testu byla změna
uznávání úspěšného splnění úkolu. Druhý úkol je považován za splněný i pokud byl kanál
přepnut více než 2krát. Věkový rozptyl účastníků byl široký, od 10 do 50 let a výška byla
v rozsahu asi od 130 cm do 180 cm. Doba strávená s jedním účastníkem byla asi 20 minut.
4.6.1 Výsledky testování
Nejprve budou hodnoceny výsledky skupiny, která měla vizuální i zvukovou zpětnou vazbu
a pokusy na vyzkoušení. První úkol nebyl problém zvládnout bez ohledu na rozhraní do
10 sekund. Pouze v jednom případě s rozhraním 3 nastal problém v tom, že ihned po zapnutí
směřovala dlaň obloukem k tělu, čímž se uživatel dostal do stavu modifikace a začal neú-
myslně měnit parametry objektu. Čas kolem 10 sekund považuji za velmi dobrý vzhledem
k tomu, že pouze časovač pro zapnutí a vypnutí trvá 4 sekundy.
Výsledky druhého úkolu byly v mnohém odlišné. Rozhraní 1 nakonec zvládli všichni
účastníci za pomocí vizuální vazby průměrně za 15 s, asi s 3 chybami a bez dodatečných
otázek. Bez vizuální vazby se průměrný čas zdvojnásobil, počet chyb zůstal stejný a objevily
se otázky, průměrně 3 na účastníka. Rozhraní 2 se ukázalo jako mnohem složitější. S vizuální
vazbou byl průměrný čas dokončení úkolu 38 s, s 2 chybami na účastníka a 3 otázkami.
Bez vizuální vazby byly výsledky velmi neuspokojivé, kdy 2 účastníci nedokončili úkol do
3 minut. Třetímu to trvalo 51 sekund s 6 chybami a 8 otázkami. Poslední, překvapivě bez
chyb a otázek dokončil úkol během 12 sekund. Rozhraní 3 s promítáním scény zabralo
účastníkům asi 20 sekund, s 2 chybami a bez otázek. Bez promítání průměr vzrostl na asi
24 sekund, s 2 chybami a 3 otázkami.
V druhé skupině dopadl první úkol totožně. Výsledky druhého úkolu však byly velmi
znepokojující. S rozhraním 1 byl průměrný čas 1 minuta 20 sekund, průměrně s 9 chybami
a 4 otázkami. Pokud se jedná u rozhraní 2, ani jeden uživatel nedokončil úkol v čase pod
3 minuty. Pomocí rozhraní 3 nedokončil úkol 2 jeden uživatel, ostatní úkol zvládli průměrně
za 54 sekund s 7 chybami a 7 otázkami.
Z výsledků testování, ale i z průběžných komentářů a poznámek účastníků lze vyvodit
následující závěry.
1. Vypínání a zapínání samotné bylo jednoduché a všichni uživatelé jej zvládli bez obtíží.
2. Jakékoliv použití časovačů pro měření mávnutí nebylo vhodné a uživatelům dělalo
velké problémy (rozhraní 1 a 2).
3. Přepínání stavu modifikace v rozhraní 2 bylo důvodem selhání při plnění úkolu 2.
Uživatel si nebyl jist v jakém stavu se nachází a co právě dělá.
4. Příliš velká citlivost na pohyb v rozhraní 3 mezi přecházení v nabídce ve stavu modi-
fikace způsobovala chování, které uživatel neočekával.
5. Velmi pozitivní ohlas mělo především zapínání a vypínání objektu pří představě pou-
žití v reálné domácnosti.
6. Bylo by vhodné implementovat zpětnou vazbu takovou, která by signalizovala, že
dané rozhraní provedenému pohybu nerozumí.
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7. Pokud uživatel provedl pohyb a nesetkal se s očekávanou odezvou, pak někteří začali
stejný pohyb opakovat stále dokola, přičemž začali měnit různé vlastnosti objektu.
Nedostatky návrhů ovládání 1–3
Hlavní problém návrhu 1 bylo mávnutí jak horizontálním, tak vertikálním směrem. Pokud
se účastník plně nesoustředil na tento pohyb, pak obvykle skončil chybou a následným dota-
zem. Stejný problém byl i u návrhu číslo 2. Zavedení přepínání do dalšího stavu (modifikace)
účastníky mátlo a ve většině případů bez zpětné vizuální vazby nevěděli, v jakém stavu se
nachází a co dělají. Návrh 3 byl příliš citlivý na pohyb a uživatelé především nechtěnými
pohyby měnili různá nastavení. Slabinou tohoto návrhu bylo i to, že pro ukončení stavu
modifikace bylo nutné se dostat z nabídek pro hlasitost a změnu kanálu zpět na hlavní
obrazovku.
Zhodnocení návrhů 1–3
Z výsledků v kapitole 4.6.1 vyplývá, že daná rozhraní nejsou pro reálné použití vhodná.
Jediná činnost, ve které byla naprostá účastníků úspěšná bylo vypnutí a zapnutí objektu.
V tomto úkolu byla všechna rozhraní víceméně stejně úspěšná. Ukázalo se, že ukazování
pro výběr objektu je dostatečně jednoduché a zvládl to každý účastník bez jakýchkoliv
problémů. Pokud se podíváme na časy plnění úkolu 2 se skupinou, která měla několik
pokusů na vyzkoušení, pak i nejrychlejší časy provedení jsou stále velmi pomalá. Nutno
zmínit, že i u nejrychlejších účastníku docházelo k chybám a dotazům. Nejhorší výsledky
byly naměřeny u skupiny, která neměla šanci si systém vyzkoušet a bylo jí ovládání pouze
vysvětleno. Z tabulky naměřených časů vyplývá, že se o intuitivní a jednoduché rozhraní
nejedná.









Skupina s cvičnými pokusy a nejprve vizuální zpětnou vazbou, pak bez 
ní
silněmsouhlasím souhlasím nevím nesouhlasím silněmnesouhlasím
Obrázek 4.4: Výsledky dotazníku skupiny s vizuální zpětnou vazbou
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Skupina bez cvičných pokusů a bez vizuální zpětné vazby
silněmsouhlasím souhlasím nevím nesouhlasím silněmnesouhlasím
Obrázek 4.5: Výsledky dotazníku skupiny bez vizuální zpětné vazby
Z výsledků dotazníků na grafech 4.4 a 4.5 plyne, že ovládání není složité na zapama-
tování, ale spíše na provedení. Uživatelé taktéž shodně hodnotili malou fyzickou náročnost
návrhu. Podle názorů uživatelů je sice ovladač stále rychlejší, ale první skupina, která
byla celkově úspěšnější, hodnotila z poloviny ovládání rukama jako pohodlnější ve srovnání
s ovladačem. Podle dodatečných komentářů především proto, že nemusí žádný ovladač hle-
dat a stačí jim pouze vlastní ruce. Dovolím si tvrdit, že kvůli složitosti ovládání se účastníci
testování shodli na tom, že zpětná vazba nebyla dostatečná. Zpětná vazba a komentáře
účastníků vedly k rozhodnutí vytvořit celkově čtvrtý návrh rozhraní.
4.6.2 Testování návrhu 4
Návrh číslo 4 byl testován ve stejných podmínkách jako zbylé návrhy na celkem 4 účastní-
cích. Vzhledem k tomu, že v minulém testování dopadl první úkol totožně u všech rozhraní,
rozhodl jsem se testovat pouze úkol 2 a to nejprve bez vizuální zpětné vazby a s pouhým
vysvětlením ovládání a poté s vizuální vazbou. Průměrně tento úkol zabral 18 s, celkem
padly pouze 2 dotazy a pouze jeden účastník se dopustil chyby. S vizuální zpětnou vazbou
byl pak průměrný čas 12 s, padly 2 dotazy a došlo k jediné chybě.










silněmsouhlasím souhlasím nevím nesouhlasím silněmnesouhlasím
Obrázek 4.6: Výsledky dotazníku skupiny bez vizuální zpětné vazby
Výsledky dotazníku znázorněných na grafu 4.6 u tohoto rozhraní pak byly velmi odlišné
od předchozích dvou. Účastníci vyhodnotili ovládání jako jednoduché na zapamatování,
nenáročné na provedení a s dostatečnou zpětnou vazbou. Fyzický ovladač je stále hodno-




Jediné uživatelské rozhraní, se kterým neměli uživatelé prakticky žádné problémy a k je-
hož použití stačilo pouze jednoduché slovní vysvětlení bylo rozhraní 4. Ostatní rozhraní
obsahovaly překážky (viz kapitola 4.6.1), které dělaly uživatelům velké problémy. Rozhraní
4 se ukázalo jako jediné, které splňuje stanovené cíle v kapitole 3.1. Jednotlivá gesta byla
významně odlišná a nedocházelo k neúmyslným akcím. Při vykonávání gest nebyla uživa-
telům kladena žádné zbytečná omezení jako časovače a povinné vzdálenosti při pohybech
jako u rozhraní 1–3 a právě díky těmto vlastnostem bylo rozhraní 4 ohodnoceno uživateli




Cílem práce bylo vytvořit aplikaci, která vizualizuje virtuální místnost a ve které dochází
k vzájemným interakcím uživatele a přítomných objektů pomocí navrženého a realizovaného
uživatelského rozhraní. Daná místnost svým vybavením co nejvíce připomíná obývací pokoj,
ve kterém se každodenně pohybujeme. S objekty v této místnosti pak komunikujeme pomocí
několika uživatelských rozhraní, které využívají konceptů NUI. Uživatel komunikuje na
základě pohybů těla, které snímá hloubkový senzor. Byla snaha vytvořit rozhraní takové,
aby jeho používání bylo rychle naučitelné, intuitivní, pohodlné a zvláště aby se dalo použít
bez zpětné vizuální vazby.
V cestě za tímto cílem bylo nejprve nutné nastudovat a uvědomit si základní principy
tvorby uživatelského rozhraní a způsobu, jakým se bude rozhraní testovat. Důležitým kro-
kem byla volba technologií pro zpracování informací ze senzoru a vizualizaci scény. Kapitola
2 se zabývá návrhem vykreslované scény, způsoby interakce s objekty ve scéně a rozhra-
ním, přes které s nimi uživatel komunikuje. Dále jsou rozpracovány návrhy jak jednotlivá
rozhraní testovat.
Výsledkem práce je aplikace, které pomocí senzoru uživatele snímá a jeho pohyb vy-
kresluje do scény. Ve scéně jsou přítomny objekty, se kterými uživatel podle celkem 4
uživatelských rozhraní komunikuje pomocí pohybů rukou. Objekty umístěné ve scéně lze
vypínat, zapínat, měnit hlasitost přehrávané hudby a měnit aktuální kanál, který přehrá-
vají. Zpětná vazba, která doplňuje komunikaci ze strany od stroje k uživateli je jak vizuální,
tak zvuková.
Jednotlivá rozhraní byla testována na uživatelích pomocí plnění úkolů s následným
vyplněním dotazníku. Nejprve byly provedeny testy s prvními 3 rozhraními. Tyto testy
prokázaly, že navrhované způsoby ovládání jsou příliš složité a při jejich používání dochází
k velkému množství chyb a nedorozumění. Ze zpětné vazby uživatelů, poznámek při testo-
vání a výsledků testování byl pak vytvořen a následně realizován 4. návrh, který se ukázal
být velmi přístupný pro uživatele. Tento 4. návrh byl podle výsledků jednoduchý na ovlá-
dání, rychlý na naučení a při jeho používání docházelo k velmi malému počtu chyb i bez
vizuální zpětné vazby.
Dalším velmi zajímavým rozvojem aplikace by bylo nasazení systému do reálné míst-
nosti, kdy by probíhala komunikace přímo s reálnou elektronikou jako je např. televize
či rádio. Jistá nevýhoda snímání jednou hloubkovou kamerou je ta, že je uživatel snímán
pouze z jedné strany. Použitím více senzorů by mohl být uživatel snímán z více směrů
a naskytovalo by se mnohem více prostoru pro interakci s prostředím.
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Návrh9ovládání939bez9obrazovky 69s 0 0 159s 3 1 69s 0 0 79s 0 0
Rozhraní 1-3
První9skupina,9úkol92 čas chyb otázek čas chyb otázek čas chyb otázek čas chyb otázek
Návrh9ovládání919s9obrazovkou 169s 1 0 159s 2 0 129s 2 0 209s 5 0
Návrh9ovládání919bez9obrazovky 269s 2 2 249s 3 4 349s 2 3 329s 4 2
Návrh9ovládání929s9obrazovkou 19m9139s 5 2 239s 2 4 499s 0 4 339s 1 2
Návrh9ovládání929bez9obrazovky >39min >15 >15 129s 0 0 519s 6 8 >39min >15 >15
Návrh9ovládání939s9obrazovkou 209s 3 0 259s 4 0 189s 0 1 159s 0 0
Návrh9ovládání939bez9obrazovky 259s 1 1 219s 1 1 319s 5 6 189s 0 3
Rozhraní 1-3
Druhá9skupina,9úkol91 čas chyb otázek čas chyb otázek čas chyb otázek čas chyb otázek
Návrh9ovládání919bez9obrazovky 109s 0 0 89s 0 0 109s 0 0 109s 0 0
Návrh9ovládání929bez9obrazovky 109s 0 0 89s 0 0 99s 0 0 99s 0 0
Návrh9ovládání939bez9obrazovky 109s 0 0 119s 0 0 99s 0 0 109s 0 0
Rozhraní 1-3
Druhá9skupina,9úkol92 čas chyb otázek čas chyb otázek čas chyb otázek čas chyb otázek
Návrh9ovládání919bez9obrazovky 19m9589s 7 2 19m9229s 11 4 19m9439s 13 7 499s 4 2
Návrh9ovládání929bez9obrazovky >39min >15 12 >39min >15 >15 >39min >15 >15 >39min >15 >15
Návrh9ovládání939bez9obrazovky 19m929s 5 3 459s 8 4 >39min >15 >15 569s 9 14
Účastník 1 Účastník 2 Účastník 3 Účastník 4
Účastník 1 Účastník 2 Účastník 3 Účastník 4
Účastník 1 Účastník 2 Účastník 3 Účastník 4
Účastník 1 Účastník 2 Účastník 3 Účastník 4
Testování rozhraní 4
Bez9vizuální9vazby,9úkol92 čas chyb otázek čas chyb otázek čas chyb otázek čas chyb otázek
Návrh9ovládání919bez9obrazovky 169s 0 0 199s 0 0 209s 0 1 189s 1 0
Testování rozhraní 4
S9vizuální9vazbou,9úkol92 čas chyb otázek čas chyb otázek čas chyb otázek čas chyb otázek
Návrh9ovládání919bez9obrazovky 129s 0 0 129s 0 0 109s 0 0 149s 1 2
Účastník 1 Účastník 2 Účastník 3 Účastník 4








• Knihovny OpenNI2 a NiTE2
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