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THE SHARP QUANTITATIVE
EUCLIDEAN CONCENTRATION INEQUALITY
ALESSIO FIGALLI, FRANCESCO MAGGI, AND CONNOR MOONEY
Abstract. The Euclidean concentration inequality states that, among sets with fixed volume,
balls have r-neighborhoods of minimal volume for every r > 0. On an arbitrary set, the devi-
ation of this volume growth from that of a ball is shown to control the square of the volume
of the symmetric difference between the set and a ball. This sharp result is strictly related
to the physically significant problem of understanding near maximizers in the Riesz rearrange-
ment inequality with a strictly decreasing radially decreasing kernel. Moreover, it implies as a
particular case the sharp quantitative Euclidean isoperimetric inequality from [FMP08].
1. Introduction
1.1. Overview. A sharp stability theory for the Euclidean isoperimetric inequality has been
established in recent years in several papers [Fug89, Hal92, FMP08, Mag08, FMP10, CL12,
FJ14b], and has found applications to classical capillarity theory [FM11, MM15], Gamow’s
model for atomic nuclei [KM13, KM14], Ohta-Kawasaki model for diblock copolymers [CS13,
GMS13, GMS14], cavitation in nonlinear elasticity [HS13], and slow motion for the Allen-Cahn
equation [MR15]. Depending on the application, a sharp stability theory not only conveys better
estimates, but it is actually crucial to conclude anything at all.
The goal of this paper is obtaining a sharp stability result for the Euclidean concentration
inequality (i.e., among all sets, balls minimize the volume-growth of their r-neighborhoods).
As in the case of the Euclidean isoperimetric inequality, obtaining a sharp stability theory for
Euclidean concentration is very interesting from the geometric viewpoint. In addition to this,
a strong motivation comes from physical applications. Indeed, as explained in detail in [CM15,
Section 1.4], the Euclidean concentration inequality is crucial in characterizing equality cases
for the physically ubiquitous Riesz rearrangement inequality (see e.g. [LL01, Theorem 3.9]) in
the case of radially symmetric strictly decreasing kernels.
The need for a quantitative version of the Euclidean concentration inequality in the study of
the Gates-Penrose-Lebowitz free energy functional arising in Statistical Mechanics [LP66, GP69]
has been pointed out in [CCE+09]. A recent progress has been achieved in [CM15], where a non-
sharp quantitative version of Euclidean concentration is obtained (see below for more details),
and where its application to a quantitative understanding of equality cases in Riesz rearrange-
ment inequality is also discussed. The argument used in [CM15], however, is not precise enough
to provide a sharp stability result, which is the objective of our paper. As a second example
of physical applications, a quantitative understanding of the Riesz rearrangement inequality for
the Coulomb energy arises in the study of dynamical stability of gaseous stars, and was recently
addressed, again in non-sharp form, in [BC15].
On the geometric side, we note that the Euclidean concentration inequality is equivalent to
the Euclidean isoperimetric inequality. Going from isoperimetry to concentration is immediate
by the coarea formula, while the opposite implication is obtained by differentiation (see (1.3)
below). Despite this direct relation, the various methods developed so far in the study of sharp
stability for the Euclidean isoperimetric inequality (symmetrization techniques [Hal92, HHW91,
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FMP08], mass transportation [FMP10], spectral analysis and selection principles [Fug89, CL12])
do not seem to be suitable for Euclidean concentration (see Section 1.3 below). To obtain a sharp
result we shall need to introduce several new geometric ideas, specific to this nonlocal setting,
and to combine them with various auxiliary results, such as Federer’s Steiner-type formula for
sets of positive reach and the strong version of the sharp quantitative isoperimetric inequality
[FJ14b].
1.2. Statement of the main theorem. If E is a subset of Rn with (outer) Lebesgue measure
|E|, and denote by
Ir(E) :=
{
x ∈ Rn : dist(x,E) < r} r > 0 ,
the r-neighborhood of E. Then the Euclidean concentration inequality asserts that
|Ir(E)| ≥ |Ir(BrE )| , ∀ r > 0 , (1.1)
where
rE :=
( |E|
|B1|
)1/n
= radius of a ball of volume |E| .
It is well-known that inequality (1.1) is a non-local generalization of the classical Euclidean
isoperimetric inequality: the latter states that, for any set E, its distributional perimeter P (E)
is larger than the one of the ball BrE , namely
P (E) ≥ P (BrE ) . (1.2)
The isoperimetric inequality (1.2) can be deduced from (1.1) as follows: if E is a smooth bounded
set then, using (1.1),
P (E) = lim
r→0+
|Ir(E)| − |E|
r
≥ lim
r→0+
|Ir(BrE )| − |E|
r
= P (BrE ). (1.3)
Then, once (1.2) has been obtained on smooth set, the general case follows by approximation.
We also mention (although we shall not investigate this here) that the Gaussian counterpart
of (1.1) plays a very important role in Probability theory, see [Led96].
It turns out that if equality holds in (1.1) for some r > 0 then, modulo a set of measure
zero, E is a ball (the converse is of course trivial). The stability problem amounts in quantifying
the degree of sphericity possed by almost-equality cases in (1.1). This problem is conveniently
formulated by introducing the following two quantities
δr(E) := max
{
r
rE
,
rE
r
}( |Ir(E)|
|Ir(BrE )|
− 1
)
, r > 0 , (1.4)
α(E) := inf
{ |E∆BrE (x)|
|BrE |
: x ∈ Rn
}
, Bs(x) := x+Bs . (1.5)
Notice that α(λE) = α(E) and δλ r(λE) = δr(E) for every r, λ > 0 and E ⊂ Rn, with δr(E) = 0
if and only if E is a ball (up to a set of measure zero). The quantity α(E) is usually called the
Fraenkel asymmetry of E. We now state our main theorem.
Theorem 1.1. For every n ≥ 2 there exists a constant C(n) such that
α(E)2 ≤ C(n) δr(E) , ∀ r > 0 , (1.6)
whenever E is a measurable set with 0 < |E| < ∞; more explicitly, there always exists x ∈ Rn
such that
|Ir(E)| ≥ |Ir(BrE )|
{
1 + c(n) min
{
r
rE
,
rE
r
}( |E∆BrE (x)|
|E|
)2}
,
for some positive constant c(n).
SHARP QUANTITATIVE CONCENTRATION INEQUALITY 3
Remark 1.2. Notice that
|Ir(E)| = rn|B1|+ O(rn−1) as r →∞ , |Ir(E)| = |E|+ r (P (E) + o(1)) as r → 0+
(on sufficiently regular sets), therefore the factor max{r/rE , rE/r} in the definition of δr(E) is
needed to control α(E) with a constant independent of r.
Remark 1.3. The decay rate of α(E) in terms of δr(E) is optimal. Take for example an ellipse
which is a small deformation of B1 given by
E := diag
(
1 + ,
1
1 + 
, 1, . . . , 1
)
B1.
Then α(E) is order , and one computes that
|Ir(E)| = |B1+r|
(
1 +O(2)
r
(1 + r)2
)
,
giving δr(E) = O(
2).
Remark 1.4. When n = 1 (1.6) holds with α(E) in place of α(E)2, see [CM15, Theorem 1.1]
or [FJ14a, Theorem 1.1].
1.3. Relations with other stability problems. Theorem 1.1 is closely related to the sharp
quantitative isoperimetric inequality from [FMP08]
δiso(G) ≥ c(n)α(G)2 if 0 < |G| <∞ , (1.7)
where
δiso(G) :=
P (G)
n|B1|1/n|G|(n−1)/n
− 1 .
This result is used in the proof of (1.6), which in turns implies (1.7) in the limit r → 0+.
However, the proof of Theorem 1.1 requires entirely new ideas with respect to the ones developed
so far in the study of (1.7). Indeed, the original proof of (1.7) in [FMP08] uses symmetrization
techniques and an induction on dimension argument, based on slicing, that it is unlikely to
yield the sharp exponent and the independence from r in the final estimate (compare also with
[FJ15, FJ14a]). The mass transportation approach adopted in [FMP10] requires a regularization
step that replaces a generic set with small δiso by a nicer set on which the trace-Poincare´
inequality holds. While, in our case, it is possible to regularize a set with small δr above a scale
r (and indeed this idea is used in the proof of Theorem 1.1), it is unclear to us how to perform
a full regularization below the scale r. Finally, the penalization technique introduced in [CL12]
is based on the regularity theory for local almost-minimizers of the perimeter functional, and
there is no analogous theory in this context.
In addition to extending the sharp quantitative isoperimetric inequality, Theorem 1.1 marks
a definite progress in the important open problem of proving a sharp quantitative stability result
for the Brunn-Minkowski inequality (see [Gar02] for an exhaustive survey)
|E + F |1/n ≥ |E|1/n + |F |1/n , (1.8)
where E + F = {x+ y : x ∈ E , y ∈ F} is the Minkowski sum of E,F ⊂ Rn. Let us recall that
equality holds in (1.8) if and only if both E and F are convex, and one is a dilated translation of
the other. The stability problem for (1.8) can be formulated in terms of the Brunn-Minkowski
deficit δ(E,F ) of E and F
δ(E,F ) := max
{ |E|
|F | ,
|F |
|E|
}1/n( |E + F |1/n
|E|1/n + |F |1/n − 1
)
,
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(which is invariant by scaling both E and F by a same factor) and of the relative asymmetry of
E with respect to F
α(E,F ) := inf
{ |E∆ (x+ λ co (F ))|
|E| : x ∈ R
n
}
λ =
( |E|
|co (F )|
)1/n
(which is invariant under possibly different dilations of E and F ). In the case that both E and
F in (1.8) are convex, the optimal stability result
α(E,F )2 ≤ C(n) δ(E, F ) (1.9)
was established, by two different mass transportation arguments, in [FMP09, FMP10]. Then, in
[CM15, Theorem 1.1], exploiting (1.7), the authors prove that if E is arbitrary and F is convex
then
α(E,F )4 ≤ C(n) max
{
1,
|F |
|E|
}(4n+2)/n
δ(E,F ) . (1.10)
In the general case when E and F are arbitrary sets, the best results to date are contained
in [Chr12, FJ15, FJ14a], where, roughly speaking, α(E, F )2 is replaced by α(E, F )η(n) for
η(n) explicit, and the inequality degenerates when |F |/|E| approaches 0+ or +∞. Despite the
considerable effort needed to obtain such result – whose proof is based on measure theory, affine
geometry, and (even in the one-dimensional case!) additive combinatorics – the outcome is
still quite far from addressing the natural conjecture that, even on arbitrary sets, the optimal
exponent for α(E,F ) should be 2, with no degenerating pre-factors depending on volume ratios.
Since
Ir(E) = E +Br ∀r > 0 ,
Theorem 1.1 solves this challenging conjecture when E is arbitrary and F = Br is a ball. This
case is definitely one of the most relevant from the point of view of physical applications.
1.4. Description of the proof of Theorem 1.1. The starting point, as in [CM15], is the idea
of using the coarea formula to show that
δr(E) is equal to a certain average of γE(s) := P (E +Bs)− P (B1+s) (1.11)
over the interval 0 < s < r. Observe that
γE(s) ≥ c(n) |E +Bs|(n−1)/n δiso(E +Bs)
thanks to (1.1). When δiso(E + Bs) is comparable to δiso(E) for a substantial set of radii
s ∈ (0, r), then (1.7) would allow us to conclude δr(E) ≥ c(n)α(E)2. The difficulty, however,
is that δiso(E + Bs) may decrease very rapidly for s close to 0, for example if E has lots of
small “holes”, so that δiso(E + Bs) becomes negligible with respect to δiso(E). This problem is
addressed in [CM15] by an argument which is not precise enough to obtain a quadratic decay
rate in the final estimate.
The first key idea that we exploit to overcome this difficulty is introducing a suitable regu-
larization procedure which is compatible with a reduction argument on δr(E) and α(E). More
precisely, we introduce the r-envelope co r(E) of a bounded set E
co r(E) :=
⋂{
Br(x)
c : Br(x) ⊂ Ec
}
,
where, given a set A, we use the notation Ac := Rn \A. From the geometric point of view, it is
convenient to think of co r(E) as the set obtained by sliding balls of radius r from the exterior of
E until they touch E, and filling in the holes of size r or smaller that remain. This construction
regularizes the boundary of E at scale r, while not changing the parallel surface at distance r
from E (see Figure 1).
This intuition can be made quantitative, in the sense that co r(E) always satisfies an exterior
ball condition of radius r (Lemma 2.2) and has a universal perimeter upper bound in each ball
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Figure 1. Taking the r-envelope cor(E) regularizes the boundary at scale r, without
changing the sumset E +Br.
of radius s comparable to r (see Lemma 2.4). Moreover, since E +Br = co r(E) +Br, then we
easily see that, up to excluding some trivial situations, one always has
α(E) ≤ C(n)α(co r(E)) , δr(co r(E)) ≤ C(n) δr(E) ,
see Proposition 2.3. Hence, in the proof of Theorem 1.1, one can assume that E = co r(E). We
call such sets r-convex.
The reduction to r-convex sets is particularly effective when r is large with respect to rE .
A first remark is that if r/rE is large enough and δr(E) ≤ 1, then E has bounded diameter
(in terms of n), after dilating so that rE = 1. This is in sharp contrast with the situation
met in the quantitative study of the isoperimetric inequality, where long spikes of small volume
and perimeter are of course compatible with the smallness of the isoperimetric deficit δiso. The
r-convexity can then be used jointly with John’s lemma to show that if E ⊂ BR(n), then
Br(n) ⊂ E for some positive dimensional constant r(n). Starting from these properties we can
actually check that ∂E is a radial Lipschitz graph with respect to the origin, and that it has
positive reach 1. This last property means that every point at distance at most 1 from E has
a unique projection on E. By a classical result of Federer, see Theorem 4.2 below, it follows
that P (E +Bs) is a polynomial of degree at most (n− 1) for s ∈ [0, 1]. In particular, γE(s) is a
non-negative polynomial of degree at most (n− 1) for s ∈ [0, 1], so that
|I1(E)| − |I1(B1)| =
∫ 1
0
γE(s) ds ≥ c(n) γE(0)
by a compactness argument (see Lemma 4.3). Combining this bound with the fact that γE(0)
controls δiso(E), (1.7), and the Brunn-Minkowski inequality, we are able to complete the proof
in the regime when r/rE is large.
We complement the above argument with a different reasoning, which is effective when r/rE
is bounded from above, but actually degenerates as r/rE becomes larger. The key tool here is
the strong quantitative version of the isoperimetric inequality from [FJ14b], whose statement is
now briefly recalled. Let us set
β(G)2 := inf
{
1
|G|(n−1)/n
∫
∂∗G
∣∣∣νG(y)− y − x|y − x| ∣∣∣2 dHn−1y : x ∈ Rn
}
, (1.12)
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β∗(G)2 := inf
{( |G∆BrG(x)|
|G|
)2
+
1
|G|(n−1)/n
∫
∂∗G
∣∣∣νG(y)− y − x|y − x| ∣∣∣2 dHn−1y : x ∈ Rn
}
, (1.13)
where νG and ∂
∗G denote, respectively, the (measure theoretic) outer unit normal and the
reduced boundary of G (if G is an open sets with C1-boundary, νG is standard notion of outer
unit normal to G, and ∂∗G agrees with the topological boundary of G). The quantity β(G)
measures the L2-oscillation of νG with respect to that of a ball, and in [FJ14b] it is proved that
C(n) δiso(G) ≥ β∗(G)2 , 0 < |G| <∞ . (1.14)
Clearly α(G) ≤ β∗(G), so (1.14) implies (1.7). Moreover, as shown in [FJ14b, Proposition 1.2],
the quantities β(G) and β∗(G) are actually equivalent:
β(G) ≤ β∗(G) ≤ C(n)β(G) . (1.15)
Our argument (based on (1.14)) is then the following. By combining a precise form of (1.11)
with (1.14) we deduce that, for some s < r, we have
C(n, r/rE) δr(E) ≥ β(E +Bs)2 (|E +Bs|/|E|)(n−1)/n ,
where C(n, r/rE) is a constant that degenerates for r/rE large. We now exploit the r-convexity
property to apply the area formula between the surfaces ∂E and ∂(E + Bs) and compare
β(E + Bs)
2(|E + Bs|/|E|)(n−1)/n with β(E)2, and thus with α(E)2, which concludes the proof
of Theorem 1.1.
1.5. Organization of the paper. In section 2 we introduce the notion of r-envelope, show
some key properties of r-convex sets, and reduce the proof of Theorem 1.1 to this last class
of sets. In section 3 we present the argument based on the strong form of the quantitative
isoperimetric inequality, while in section 4 we address the regime when r/rE is large.
2. Reduction to r-convex sets
In this section we introduce a geometric regularization procedure for subsets of Rn which
can be effectively used to reduce the class of sets considered in Theorem 1.1. We recall the
notation Br(x) = {y ∈ Rn : |y − x| < r} for the ball of center x ∈ Rn and radius r > 0 (so that
Br = Br(0)) and E
c = Rn \ E for the complement of E ⊂ Rn.
We begin with the following definitions.
Definition 2.1. Let E ⊂ Rn and r > 0.
(i) E satisfies the exterior ball condition of radius r if, for all y ∈ ∂E, there exists some ball
Br(x) ⊂ Ec such that y ∈ ∂Br(x).
(ii) the r-envelope of E is the set co r(E) defined by
co r(E) =
(⋃{
Br(x) : Br(x) ⊂ Ec
})c
=
⋂{
Br(x)
c : E ⊂ Br(x)c
}
.
We say that E is r-convex if E = co r(E).
Notice that E is convex if and only if it satisfies the exterior ball condition of radius r for
every r > 0. Similarly E is convex if and only if E = co r(E) for every r > 0.
In Lemma 2.2 we collect some useful properties of co r(E), which are then exploited in
Proposition 2.3 to reduce the proof of Theorem 1.1 to the case of r-convex sets. Then, in
Lemma 2.4 we prove a uniform upper perimeter estimate for r-envelopes which will play an
important role in the proof of Theorem 1.1.
Lemma 2.2. If E ⊂ Rn is bounded and r > 0, then:
(i) E ⊂ co r(E);
(ii) co r(E) is compact;
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(iii) Br(x) ⊂ Ec if and only if Br(x) ⊂ co r(E)c;
(iv) E +Br = co r(E) +Br;
(v) co r(E) satisfies the exterior ball condition of radius r.
Proof. The first three conclusions are immediate.
If x ∈ co r(E) + Br, then there exists y ∈ co r(E) such that y ∈ Br(x); in particular
Br(x) ∩ co r(E) 6= ∅, hence Br(x) ∩ E 6= ∅ by (iii), and thus x ∈ E +Br, which proves (iv).
Finally, given x ∈ ∂(co r(E)), let xj → x with xj ∈ co r(E)c, so that there exists yj with
E ⊂ Br(yj)c and xj 6∈ Br(yj)c. Since |xj − yj | < r and xj → x, up to a subsequence we can find
y ∈ Rn such that yj → y with |x− y| ≤ r. On the other hand, since E ⊂ Br(yj)c, it follows by
(iii) that Br(yj) ⊂ co r(E)c, thus Br(y) ⊂ co r(E)c. As x ∈ co r(E), this implies that |x−y| ≥ r.
In conclusion |x− y| = r and Br(y) ⊂ co r(E)c, so (v) is proved. 
We now address the reduction to r-convex sets. Let us recall the following elementary
property of the Fraenkel asymmetry:∣∣|E|α(E)− |F |α(F )∣∣ ≤ |E∆F | , 0 < |E| |F | <∞ , (2.1)
see e.g. [CM15, Lemma 2.2].
Proposition 2.3. Let E be a bounded measurable set and r > 0. There exists a dimensional
constant C(n) such that:
(a) either C(n) δr(E) ≥ α(E)2;
(b) or
α(E) ≤ C(n)α(co r(E)) , δr(co r(E)) ≤ C(n) δr(E) . (2.2)
Proof. Without loss of generality we can assume that |E| = |B1|, so that rE = 1. For a suitable
constant b(n) > 0, we split the argument depending on whether |co r(E) \ E| ≥ b(n)α(E) or
not.
If |co r(E) \ E| ≥ b(n)α(E) then, since α(E) < 2 and |E| = |B1|, we have
|co r(E)|1/n ≥
(|B1|+ b(n)α(E))1/n ≥ |B1|1/n + c(n)b(n)α(E) .
Thus, applying Lemma 2.2-(iv) and the Brunn-Minkowski inequality we get
δr(E) ≥ max
{
r,
1
r
}( |E +Br|1/n
(1 + r)|B1|1/n
− 1
)
= max
{
r,
1
r
}( |co r(E) +Br|1/n
|co r(E)|1/n + r|B1|1/n
|co r(E)|1/n + r|B1|1/n
(1 + r)|B1|1/n
− 1
)
≥ c(n) max
{
r,
1
r
}
b(n)α(E)
1 + r
≥ c(n)α(E) ≥ c(n)α(E)2 ,
where in the last inequality we have used again α(E) < 2. This proves the validity of (a).
We are thus left to show that if |co r(E) \ E| < b(n)α(E), then (2.2) holds. By exploiting
(2.1) with F = co r(E) and assuming b(n) small enough, then |co r(E) \ E| < b(n)α(E) gives
α(co r(E)) ≥ c(n)α(E). At the same time, using again that |co r(E) \ E| < b(n)α(E) ≤ 2 b(n)
we find that the volumes of |E| and |co r(E)| are comparable, therefore
max
{ |co r(E)|
|Br| ,
|Br|
|co r(E)|
}
≤ C(n) max
{ |E|
|Br| ,
|Br|
|E|
}
.
In addition, it follows by Lemma 2.2-(iv) and the trivial inequality |E| ≤ |co r(E)| that
|co r(E) +Br|1/n
|co r(E)|1/n + |Br|1/n
≤ |E +Br|
1/n
|E|1/n + |Br|1/n
.
This shows that δr(co r(E)) ≤ C(n) δr(E), and (2.2) is proved. 
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Σi
s
.x K i
Figure 2. The area of Σi in Bs(x) is controlled by the area of ∂Bs(x) in Ki and the
volume of Bs(x) in Ki.
Intuitively, r-convex sets are nice up to scale r. In this direction, the following lemma
provides a uniform perimeter bound. Here and in the sequel we use the notation P (F ;Bs(x))
to denote the perimeter of a set F inside the ball Bs(x). In particular, if F is a smooth set,
P (F ;Bs(x)) = Hn−1(∂F ∩Bs(x)).
Lemma 2.4. If E is a bounded set and r > 0, then co r(E) has finite perimeter and
P (co r(E);Bs(x)) ≤ C(n)
1− (s/r) s
n−1 , ∀ s < r , x ∈ co r(E) . (2.3)
Proof. The open set co r(E)
c is the union of the open balls Br(x) such that Br(x) ⊂ Ec. Thus
there exist an at most countable set I such that
co r(E)
c =
⋃
i∈I
Br(xi) Br(xi) ⊂ Ec xj 6= xi if i 6= j .
Let IN be an increasing sequence of finite subsets of I with #IN = N . We fix N and for i ∈ IN
we define the spherical region
Σi := ∂Br(xi) ∩
⋂
j∈IN , j 6=i
Br(xj)
c
and the intersection of Br(xi) with the cone of vertex xi over Σi,
Ki := Br(xi) ∩
{
xi + t (x− xi) : x ∈ Σi , 0 ≤ t < 1
}
(see Figure 2).
Since xi 6= xj for each i 6= j, we see that
Hn−1(Σi ∩ Σj) = |Ki ∩Kj | = 0 ∀ i 6= j . (2.4)
Let x ∈ co r(E) and s < r, so that |y − xi| > |x− xi| − s ≥ r − s for each i and y ∈ Bs(x). By
applying the divergence theorem to the vector field vi(y) = (y−xi)/|y−xi| over Ki ∩Bs(x), we
find ∫
Ki∩Bs(x)
n− 1
|y − xi| dy = H
n−1(Σi ∩Bs(x))−
∫
Ki∩∂Bs(x)
y − xi
|y − xi| ·
y − x
|y − x| dH
n−1(y) ,
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and thus
Hn−1(Σi ∩Bs(x)) ≤ Hn−1(Ki ∩ ∂Bs(x)) + (n− 1) |Ki ∩Bs(x)|
r − s .
Hence, it follows by (2.4) that
Hn−1
(
Bs(x) ∩
⋃
i∈IN
Σi
)
≤ Hn−1(∂Bs(x)) + (n− 1) |B1| s
n
r − s ≤
C(n)
1− (s/r) s
n−1 . (2.5)
To conclude the proof, fix R > 1 such that co r(E) +Br ⊂ BR, and set
FN := BR ∩
⋂
i∈IN
Br(xi)
c . (2.6)
Notice that FN is a decreasing family of compact sets of finite perimeter, with
co r(E) =
⋂
N∈N
FN lim
N→∞
|co r(E)∆FN | = 0 BR ∩ ∂∗FN = BR ∩
⋃
i∈IN
Σi ,
(the last identity modulo Hn−1-negligible sets). Since Bs(x) ⊂⊂ BR we conclude from (2.5)
that
P (FN ;Bs(x)) ≤ C(n)
1− (s/r) s
n−1 ,
and then deduce (2.3) by lower semicontinuity of the distributional perimeter. 
Remark 2.5. Let E be such that E = co r(E) for some r > 0, and let FN be the compact sets
defined in the previous proof. Noticing that
E +Bs =
⋂
N∈N
(
FN +Bs
)
, ∀ s > 0 ,
and since |E + Bs| = |E + Bs| we conclude that, for every s > 0, |FN + Bs| → |E + Bs| as
N →∞. In particular, taking s = r and recalling (2.1) and |FN∆E| → 0 we conclude that
α(E) = lim
N→∞
α(FN ) δr(E) = lim
N→∞
δr(FN ) . (2.7)
3. A stability estimate which degenerates for r large
In this section we present an argument based on the strong quantitative isoperimetric in-
equality (1.14) which leads to a stability estimate which degenerates for r large. We recall
that
rE =
( |E|
|B1|
)1/n
.
Theorem 3.1. If E is a bounded r-convex set, then
C(n) max
{
1,
(
r
rE
)n−1}
δr(E) ≥ α(E)2 .
The following lemma is a preliminary step to the proof of Theorem 3.1. Recall that
γE(s) = P (E +Bs)− P (BrE+s) ,
is non-negative for every s > 0 thanks to the Brunn-Minkowski and isoperimetric inequalities.
Lemma 3.2. If E is compact, then E +Bs has finite perimeter for a.e. s > 0 and
δr(E) = c(n)
max{rE/r, r/rE}
(rE + r)n
∫ r
0
γE(s) ds , (3.1)
with γE(s) ≥ c(n) |E +Bs|(n−1)/n δiso(E +Bs) for every s ≥ 0.
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Proof. By [CM15, Lemma 2.1] we have |E +Bt| = |E|+
∫ t
0 P (E +Bs) ds for every t > 0, hence
E +Bs has finite perimeter for a.e. s > 0 and
|E +Br| − |BrE+r| =
∫ r
0
γE(s) ds .
Therefore
δr(E) = max
{
r
rE
,
rE
r
}
1
|BrE+r|
∫ r
0
γE(s) ds .

Proof of Theorem 3.1. If E is r-convex, then λE is λ r-convex for every λ > 0. Since δr(E) =
δr/rE (E/rE) where |E/rE | = |B1|, up to replacing E by E/rE it is enough to show that if r > 0
and E is an r-convex set with |E| = |B1|, then
C(n) max{1, rn−1} δr(E) ≥ α(E)2 . (3.2)
Since α(E) < 2, without loss of generality we can assume that
δr(E) <
ε(n)
max{1, rn−1} ≤ 1
for a constant ε(n) to be suitably chosen in the proof. Since E is bounded and r-convex we have
E = co r(E) and thus we can consider the sets FN introduced in the proof of Lemma 2.4 and in
Remark 2.5 (see (2.6)). We have |FN | ≥ |B1| and, for N large enough,
δr(FN ) <
ε(n)
max{1, rn−1} ≤ 1 . (3.3)
Defining
γN (s) := P (Gs)− P (BrFN+s) , Gs := FN +Bs , s ∈ (0, r) ,
it follows by Lemma 3.2 applied to FN that
C(n) max{r, rFN }n−2 δr(FN ) ≥
1
r
∫ r
0
γN (s) ds , γN (s) ≥ c(n) δiso(Gs) |Gs|(n−1)/n ∀ s ∈ (0, r) .
Since rFN → rE = 1, there exists s < ε(n) min{1, r} such that
C(n) max{1, rn−1} δr(FN ) ≥ γN (s) ≥ c(n) δiso(Gs)|Gs|(n−1)/n ≥ c(n)β∗(Gs)2|Gs|(n−1)/n ,
(3.4)
where in the last inequality we have used (1.14). Up to a translation we assume that
β∗(Gs)2 =
( |Gs∆BrGs |
|Gs|
)2
+
1
|Gs|(n−1)/n
∫
∂∗Gs
∣∣∣νGs(y)− y|y| ∣∣∣2 dHn−1y .
Let us notice that
∂∗FN =
⋃
i∈IN
(BR ∩ Σi) ∪
( ⋂
i∈IN
Br(xi)
c ∩ ∂BR
)
with
νFN (x) = −
x− xi
|x− xi| , H
n−1-a.e. on ∂∗FN ∩ Σi ,
νFN (x) =
x
|x| , H
n−1-a.e. on ∂∗FN ∩ ∂BR .
Recalling that R > 1, we see that map T : ∂∗FN → ∂∗Gs defined as
T (x) := x+ s νFN (x) ∀x ∈ ∂∗FN ,
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is injective and satisfies
νGs(T (x)) = νFN (x)
|T (x)− T (y)|
|x− y| ≥
{
1− C s/r ∀x, y ∈ BR ∩ ∂∗FN
1− C s/R ∀x, y ∈ ∂BR ∩ ∂∗FN .
Since s ≤ ε(n) min{1, r} we thus find that the tangential Jacobian JT : ∂∗FN → R of T along
∂∗FN satisfies JT ≥ 1/2, and thus by the area formula∫
∂∗Gs
∣∣∣νGs(y)− y|y| ∣∣∣2 dHn−1y ≥
∫
∂∗FN
∣∣∣νGs(T (x))− T (x)|T (x)| ∣∣∣2 JT (x)dHn−1x
≥ 1
2
∫
∂∗FN
∣∣∣νFN (x)− T (x)|T (x)| ∣∣∣2 dHn−1x . (3.5)
Now it is easily seen that if |e| = 1 and |z| > 2s > 0, then∣∣∣ z|z| − z + s e|z + s e| ∣∣∣ ≤ C(n) min{∣∣∣ z|z| − e∣∣∣, ∣∣∣ z|z| + e∣∣∣} .
Hence, by taking z = x+ s νFN (x) = T (x) and e = −νFn(x), we find that∣∣∣ x|x| − T (x)|T (x)| ∣∣∣ ≤ C(n) ∣∣∣ T (x)|T (x)| − νFN (x)∣∣∣ ∀x ∈ ∂∗FN , |x| > 3 s . (3.6)
We now split the argument in two cases.
Case one: We assume that |x| > 3s for Hn−1-a.e. x ∈ ∂∗FN and for infinitely many values of
N . In this case, combining (3.6) with (3.4) and (3.5) we obtain
C(n) max{1, rn−1} δr(FN ) ≥
∫
∂∗FN
∣∣∣νFN (x)− x|x| ∣∣∣2dHn−1x ≥ |FN |(n−1)/n β(FN )2
that is, by (1.15),
C(n) max{1, rn−1} δr(FN ) ≥ |FN |(n−1)/n α(FN )2 .
Since |FN | → |E| = |B1| as N →∞, we conclude by (2.7) that
C(n) max{1, rn−1} δr(E) ≥ |B1|(n−1)/n α(E)2 ≥ c(n)α(E)2 .
This completes the discussion of case one.
Case two: We assume that, for every N large enough,
Hn−1(∂∗FN ∩B3s) > 0 . (3.7)
Combining (3.4), (3.5), and (3.6), one finds∫
∂∗FN
∣∣∣νFN (x)− x|x| ∣∣∣2dHn−1x ≤ 2Hn−1(∂∗FN ∩B3s) + C(n) max{1, rn−1} δr(FN ) . (3.8)
Also, it follows by (3.7) that there exists x ∈ FN ∩ B3s. Thus, since FN = co r(FN ), it follows
by (2.3) that , provided ε(n) is small enough,
Hn−1(∂∗FN ∩B3s) ≤ Hn−1(∂∗FN ∩B6s(x)) ≤ C(n) sn−1 . (3.9)
We now claim that (3.7) implies∫
∂∗Gs
∣∣∣νGs(x)− x|x| ∣∣∣2dHn−1x ≥ c(n) sn−1 . (3.10)
Notice that, if we can prove (3.10), then combining that estimate with (3.4), (3.9), and (3.8),
we get ∫
∂∗FN
∣∣∣νFN (x)− x|x| ∣∣∣2dHn−1x ≤ C(n) max{1, rn−1} δr(FN ) ,
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which allows us to conclude as in case one. Hence, to conclude the proof is enough to prove
(3.10).
To this aim we first notice that, setting for the sake of brevity σ := rGs (so that σ ≥ rFN ≥
rE = 1), then (3.3) and (3.4) imply that
|Bσ \Gs| ≤ |Gs∆Bσ| ≤
√
ε(n) |Bσ| . (3.11)
Next we notice that there exists a ball Bs(z0) such that
Bs(z0) ⊂ (Gs)c ∩B6 s . (3.12)
Indeed, (3.7) implies the existence of x0 ∈ ∂∗FN ⊂ ∂FN with |x0| < 3s. Since FN is r-convex
there exists Br(y0) ⊂ (FN )c such that |x0 − y0| = r. Since Br−s(y0) ⊂ (Gs)c, |y0 − x0| = r, and
|x0| < 3s, we can easily find z0 such that (3.12) holds.
Now let τ ∈ (0, 1) be a parameter to be fixed later on and let e = z0/|z0| if z0 6= 0, or e = e1
if z0 = 0. Let us consider the spherical cap
Στ :=
{
x ∈ ∂Bs(z0) : x = z0 + s v with v · e = cosα for some |α| < τ
}
.
Given x ∈ Στ let
t(x) := inf
{
t > 0 : z0 + t
x− z0
s
∈ ∂∗Gs
}
,
so that t(x) ∈ (s,∞], and let
Σ∗τ :=
{
x ∈ Στ : t(x) < σ − 6s
}
.
In this way the map ψ : Σ∗τ → Rn defined as
ψ(x) := z0 +
t(x)
s
(x− z0) x ∈ Σ∗τ
satisfies ψ(Σ∗τ ) ⊂ Bσ ∩ ∂∗Gs with
νGs(ψ(x)) ·
x− z0
s
≤ 0 , ∀x ∈ Σ∗τ , (3.13)
and a Taylor’s expansion gives∣∣∣ ψ(x)|ψ(x)| − x− z0s ∣∣∣ ≤ C τ ∀x ∈ Σ∗τ . (3.14)
Hence, if y ∈ Σ∗τ , then by (3.13) and (3.14)
1
2
∣∣∣νGs(y)− y|y| ∣∣∣2 = 1− νGs(ψ(x)) · ψ(x)|ψ(x)| ≥ 1− Cτ ≥ 12
(see Figure 3), therefore ∫
∂∗Gs
∣∣∣νGs(y)− y|y| ∣∣∣2 dHn−1y ≥ Hn−1(Σ∗τ ) . (3.15)
On the other hand we have
Z :=
{
z0 + t
x− z0
s
: x ∈ Στ \ Σ∗τ , t ∈ (0, S − 6s)
}
⊂ Bσ \Gs ,
so it follows by (3.11) that
C(n)
√
ε(n)σn ≥ |Z| =
∫ σ−6s
0
ρn−1Hn−1
(Στ \ Σ∗τ
s
)
dρ =
(σ − 6s)n
n sn−1
Hn−1(Στ \ Σ∗τ )
that is Hn−1(Στ \ Σ∗τ ) ≤ C(n)
√
ε(n) sn−1. Since Hn−1(Στ ) ≥ c(n, τ) sn−1, choosing ε small
enough we conclude that Hn−1(Σ∗τ ) ≥ c(n) sn−1, that combined with (3.15) concludes the proof
of (3.10). 
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Figure 3. On the part of ∂Gs that is accessible to rays from z0 through Στ , the normal
νGs is far from x/|x|.
4. A stability estimate for r/rE large
We now address the case when r/rE is large.
Theorem 4.1. There exists C(n) such that if E is a measurable set with 0 < |E| < ∞ and
r ≥ C(n) rE, then
C(n) δr(E) ≥ α(E)2 .
The argument exploits the notion of sets of positive reach and the corresponding Steiner’s
formula. Let us recall that if r > 0 and E is a closed subset of Rn, then E has positive reach r
if for every x with dist(x,E) < r there exists a unique closest point to x in E. This property
allows one to exploit the area formula to deduce that P (E +Bs) is a polynomial for s ∈ [0, r].
Theorem 4.2 (Federer [Fed59]). If E has positive reach r, then s 7→ P (E+Bs) is a polynomial
of degree at most n− 1 on the interval [0, r].
A second tool used in our argument is the following elementary lemma.
Lemma 4.3. If p is a non-negative polynomial on [0, 1], then∫ 1
0
p(x) dx ≥ c p(0)
where c is a positive constant depending only on the degree of p.
Proof. Let us assume without loss of generality that p(0) = 1 and set N = deg(p). Let α ≥ 0 be
the largest slope such that αx ≤ p(x) for every x ∈ [0, 1]. Since p(x) − αx and p(x) are both
non-negative polynomials on [0, 1] with same value at x = 0, we can replace p(x) with p(x)−αx.
In doing so we gain the information that our polynomial has either a zero at x = 1, or a zero
of order at least two at x = a for some a ∈ (0, 1). In particular, either p(x) = q(x) (1 − x) or
p(x) = q(x) (x − a)2, where q is a non-negative polynomial in [0, 1] with q(0) ≥ 1 and degree
strictly less than the degree of p. By iterating the procedure we reduce ourselves to the case
where, for some 0 ≤ k ≤ N/2,
p(x) = c (1− x)N−2k
k∏
i=1
(x− ai)2 ,
14 ALESSIO FIGALLI, FRANCESCO MAGGI, AND CONNOR MOONEY
where {ai}ki=1 ⊂ (0, 1) and c ≥ 1 (since p(0) ≥ 1). In particular,∫ 1
0
p(x) dx ≥ min
(b1,...,bN )∈[0,1]N
f(b1, ..., bN ) , where f(b1, ..., bN ) :=
∫ 1
0
N∏
i=1
|x− bi| dx .
Clearly f is continuous and strictly positive on [0, 1]N . By compactness,
min
(b1,...,bN )∈[0,1]N
f(b1, ..., bN ) > c(N) ,
and the proof is complete. 
We are now ready to prove Theorem 4.1.
Proof of Theorem 4.1. We can directly assume that E is r-convex with
|E| = |B1| , δr(E) < 1 , r ≥ C(n) ≥ 1 .
We claim that
E has positive reach 1 . (4.1)
This claim allows one to quickly conclude the proof. Indeed, it follows by Theorem 4.2 that, for
s < 1, the perimeter deficit γE(s) is a nonnegative polynomial of degree at most n − 1, so we
can apply Lemma 4.3 to conclude that
|E +B1| − |B2| =
∫ 1
0
γE(s) ds ≥ c(n) γE(0) .
In particular, applying (1.7) we obtain
|E +B1| ≥ |B2|+ c(n)α(E)2 ≥ |B2+c(n)α(E)2 |,
since α(E) ≤ 2. Since r > 1 by assumption, it follows from the Brunn-Minkowski inequality
that
|E +Br| = |(E +B1) +Br−1| ≥ (|E +B1|1/n + |Br−1|1/n)n ≥ |B1+r+c(n)α(E)2 |
hence
δr(E) ≥ c(n) r
1 + r
α(E)2 ≥ c(n)α(E)2,
which is the desired inequality. Hence, we are left to prove (4.1). Before doing so, we first make
some comments about the argument we just showed.
Remark 4.4. The proof above works for any set E with reach min{1, r}, for any r > 0. In
particular, it proves the main theorem in the case that E is convex. In the case when r is small
one has that
C(n) δr(E) ≥ 1
r
∫ r
0
γE(s) ds.
Since the integrand is a positive polynomial for s < r, the result follows immediately from
Lemma 4.3 and inequality (1.7).
Note however that, given a bounded set E, for small r we cannot affirm that co r(E) has
reach r. Take for example B2 minus two small balls of radius 2r whose centers are at distance
4r − δ with δ  r. Then this set coincides with its r-envelope, but has reach that goes to 0 as
δ → 0.
Remark 4.5. Our technique also gives an alternative proof of sharp stability for Brunn-
Minkowski in the case that E and F are both convex. In this case one uses the existence
of a Steiner polynomial for a certain weighted perimeter of E + sF (see [BZ80]), and the sharp
quantitative anisotropic isoperimetric inequality [FMP10].
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We now prove (4.1). We achieve this in five steps.
Step one: We prove that diam(E) ≤ R(n) for some R(n). Indeed given two points x, y ∈ E, we
find
|E +Br| ≥ |Br(x) ∪Br(y)| ≥ |Br|min
{
1 + c0(n)
|x− y|
r
, 2
}
.
Since r ≥ 1 and thus r/(1 + r) ≥ 1/2, we get
δr(E) ≥ max
{
r,
1
r
}( |E +Br|1/n
(1 + r)|B1|1/n
− 1
)
(4.2)
≥ 1
2
(
min
{
r
(
1 + c0(n)
|x− y|
r
)1/n
, 21/n r
}
− 1− r
)
.
If the minimum in the right hand side was achieved by 21/nr then we would find 2 δr(E) ≥
(21/n−1) r−1 ≥ 2 provided r ≥ C(n) for C(n) large enough, which is impossible since δr(E) < 1.
Thus we must have that(
1 + c0(n)
|x− y|
r
)1/n ≤ 21/n , that is c0(n) |x− y|
r
≤ 1 .
Since (1 + s)1/n ≥ 1 + c(n) s for every s ∈ (0, 1), we deduce that
r
(
1 + c0(n)
|x− y|
r
)1/n − 1− r ≥ c(n) |x− y| − 1 ,
hence it follows by (4.2) that c(n) |x− y| ≤ 1 + 2 δr(E) ≤ 3, as desired.
Step two: By step one it follows that, up to a translation, E ⊂ BR(n). We now prove that (after
possibly another translation)
Br(n) ⊂ E
for some r(n) > 0.
Let co (E) denote the convex hull of E. By John’s lemma there exists an affine transforma-
tion L : Rn → Rn such that
B1 ⊂ L(co (E)) ⊂ Bn .
Since co (E) ⊂ BR(n) and |E| = |B1| ≤ |co (E)| we deduce that LipL ,Lip L−1 ≤ C(n). In
particular, up to a translation, we deduce that
Br(n) ⊂ co (E)
for some r(n) > 0. We now claim that if r ≥ C(n) for C(n) large enough, then Br(n)/2 ⊂ E too.
Indeed, if not, there exists x ∈ Ec ∩Br(n)/2. Since E is r-convex, this means that x ∈ Br(y)
for some Br(y) ⊂ Ec, which implies that (after possibly replacing R(n) by 2R(n))
E ⊂ BR(n) \Br(y) , where |y| ≤ r +
r(n)
2
. (4.3)
Since r ≥ C(n) and |y| ≤ r + r(n)/2, we can pick C(n) large enough with respect to r(n) and
R(n) to ensure that
BR(n) \Br(y) ⊂
{
z ∈ Rn : z · y|y| ≤
2 r(n)
3
}
.
Recalling (4.3), this implies that
co (E) ⊂
{
z ∈ Rn : z · y|y| ≤
2 r(n)
3
}
,
against Br(n) ⊂ co (E) (see Figure 4).
16 ALESSIO FIGALLI, FRANCESCO MAGGI, AND CONNOR MOONEY
.
r (n)
r
r (n) /2
R(n)
y
Figure 4. If r is large and an exterior ball Br(y) intersects Br(n)/2, then Br(n) is not
in the convex hull of E.
Step three: We claim that there exists δ(n) ∈ (0, 1) with the following property: for every two-
dimensional plane Π through the origin and each x ∈ Π∩∂E, there exists a disk of radius δ(n) r
contained in Π ∩ Ec whose boundary contains x.
Indeed, let Br(z) be an exterior tangent ball to E that touches x. Choose coordinates so
that Π is the e1, e2 plane. By rotations in Π and then in its orthogonal complement, we may
assume that z = z1e1 + znen, with zi ≥ 0. Since Br(z) ∩Br(n) = ∅ (by Step two) we have
z21 + z
2
n ≥ (r + r(n))2.
On the other hand, since x ∈ BR(n) we know ∂Br(z) intersects the x1 axis at some point αe1
with r(n) ≤ α ≤ R(n). We thus have
(z1 − α)2 + z2n = r2.
Combining these we obtain
z1 ≥ 2r r(n) + r(n)
2 + α2
2α
>
r(n)
R(n)
r.
Note that Br(z)∩Π is a disc of radius z1−α centered on the x1 axis, and by the above we have
z1 − α ≥ r
(
r(n)
R(n)
− R(n)
r
)
>
r(n)
2R(n)
r
provided r > 2R(n)2/r(n), which proves our claim (see Figure 5).
Step four: We show that ∂E ∩ Π is a radial graph for any two-plane Π through the origin.
Indeed, recall that Br(n) ⊂ E. Follow a ray from the origin in Π until the first time it hits ∂E
at some point x ∈ BR(n). By the previous step we know that there is an exterior tangent disc in
Π of radius δ(n)r whose boundary contains x. Using that this disc does not intersect Br(n) ∩Π
and similar arguments to those in the previous step, one concludes that the radial line segment
from x to ∂BR(n) is in E
c if r is sufficiently large, and since E ⊂ BR(n) the claim is established.
Step five: We finally prove (4.1). In view of the previous steps we may take r large so that, after
a translation, Br(n) ⊂ E ⊂ BR(n), and ∂E restricted to any two-plane is a radial graph with
external tangent circles of radius 2.
Assume by way of contradiction that E does not have reach 1. Then there is some exterior
tangent ball of radius less than 1 touching ∂E at two points y1 and y2. Let Π be the two-plane
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Figure 5. When we restrict to a plane, E has exterior tangent circles of radius com-
parable to r.
containing yi and the origin, and choose coordinates so that Π is the e1, e2 plane. Then there
is an exterior tangent disc of radius less than 1 touching ∂E ∩Π at y1 and y2. Denote by Dt(x)
the disk in Π of radius t centered at x. Up to a rotation in Π, we can assume that both y1 and
y2 touch an exterior tangent disc Dt0(βe1), with t0 ≤ 1 and β > t0 + r(n) (since Br(n) ⊂ E).
Now, let S be the sector in Π bounded by the rays from the origin through yi, and let Cs
be the radial graph given by the left part of ∂Dt0((t0 + s)e1) ∩ S, for 0 ≤ s ≤ β − t0. Note that
Cs ⊂ E ∩Π for all s small (since Br(n) ⊂ E). Furthermore, the endpoints of Cs on ∂S are in E
for all 0 ≤ s < β− t0 since ∂E ∩Π is a radial graph. Since Dt0(βe1) is exterior to E ∩Π, we can
increase s until Cs first touches ∂E ∩ Π for some 0 < s0 ≤ β − t0. (In particular, Cs ⊂ E ∩ Π
for all 0 ≤ s < s0.) Hence, this proves the existence of a point y3 6= y1, y2 which belongs to
Cs0 ∩ ∂E.
Since y3 ∈ ∂E, we know that there is an exterior tangent disc of radius 2 whose boundary
contains y3. On the other hand, since t0 ≤ 1, any such disc will contain points in Cs for some
s < s0, a contradiction that concludes the proof (see Figure 6).

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