Abstract. Let q > 2 be a prime power and f = −x + tx q + x 2q−1 , where t ∈ F * q . We prove that f is a permutation polynomial of F q 2 if and only if one of the following occurs: (i) q is even and Tr q/2 ( 1 t ) = 0; (ii) q ≡ 1 (mod 8) and t 2 = −2.
Introduction
Let F q denote the finite field with q elements. A polynomial f ∈ F q [x] is called a permutation polynomial (PP) of F q if the mapping x → f (x) is a permutation of F q . There is always great interest in permutation polynomials that appear in simple algebraic forms. To this end, a considerable amount of research has been devoted to finding and understanding permutation binomials. For a few samples from a long list of publications on permutation binomials over finite fields, see [1, 4, 9, 13, 15, 16, 17, 18, 19, 20] . As for permutation trinomials, there are not many theoretic results. Discoveries of infinite classes of permutation trinomials are less frequent than those of permutation binomials [3, 6, 14] .
The main results of the present paper are the following theorems.
Theorem 1.1. Let q be odd and f = −x + tx q + x 2q−1 ∈ F q [x], where t ∈ F * q . Then f is a PP of F q 2 if and only if q ≡ 1 (mod 8) and t 2 = −2.
Theorem 1.2. Let q > 2 be even and f = x + tx q + x 2q−1 ∈ F q [x], where t ∈ F * q . Then f is a PP of F q 2 if and only if Tr q/2 ( 1 as a double sum in terms of binomial coefficients, and can be made explicit for s = (q − 1)q and 1 + (q − 2)q. When s = (q − 1)q, the equation x∈F q 2 f (x) s = 0 implies that 1 + 4t −2 is a square in F * q ; when s = 1 + (q − 2)q, the equation implies that t 2 = −2. The proof of Theorem 1.1 spans over three sections: Section 3: proof of the sufficiency; Section 4: computation of x∈F q 2 f (x) s ; Section 5: proof the necessity.
The polynomial f in Theorems 1.1 and 1.2 arose from a recent work [5] on the permutation properties of a class of polynomials defined by a functional equation. We discuss this connection in Section 6. As mentioned above, the power sum
f (x) s equals a double sum involving binomial coefficients. In Section 7, we examine some curious behaviors of that double sum and conclude the paper with a conjecture.
Remark. The polynomial f in Theorems 1.1 and 1.2 can be written as f = xh(x q−1 ), where h(x) = −1 + tx + x 2 . By [22, Lemma 2.1], f is a PP of F q 2 if and only if xh(x) q−1 permutes the (q − 1)st powers in F * q 2 . However, as described above, our approach does not rely on this observation.
Proof of Theorem 1.2
Recall that in Theorem 1.2, q > 2 is even and t ∈ F * q .
Proof of Theorem 1.2. (⇐) Let y ∈ F q 2 be arbitrary. We show that the equation (2.1)
x + tx q + x 2q−1 = y has at most one solution x ∈ F q 2 . Assume that x ∈ F q 2 is a solution of (2.1). Case 1. Assume y = 0. Then
q and (2.1) becomes
Thus τ is unique, hence so is x. Case 2. Assume y = 0. We show that (2.1) has no solution x ∈ F * q 2 . If, to the contrary, (2.1) has a solution x ∈ F * q 2 , then (2.3)
Since t = 0, we have x 2(1−q) = 1, i.e., x (q−1)
is a root of
. Then x 2 + tx + 1 must be irreducible over F q . Hence Tr q/2 ( 1 t ) = 1, which is a contradiction. (⇒) Assume to the contrary that Tr q/2 ( 1 t ) = 1. Then x 2 + tx + 1 is irreducible over F q . Let x ∈ F q 2 be a root of this polynomial. Then x 1+q = N q 2 /q (x) = 1, hence x = y q−1 for some y ∈ F q 2 . Thus we have y q−1 + y 1−q + t = 0. Then (2.2) does not have any solution for τ . Following the argument in Case 1 of (⇐), we see that f (x) = y has no solution x ∈ F q 2 , which is a contradiction.
Proof of Theorem 1.1, Sufficiency
Recall that the discriminant of a cubic polynomial g = x 3 + bx 2 + cx + d over a field is given by
We first prove a lemma which appeared as an exercise in [12, p.53] .
Proof. F q 3 is the splitting field of g over F q . The Galois group Aut(F q 3 /F q ) of g over F q , as a permutation group of the roots of g, is (1, 2, 3) = A 3 . By [11, Chapter V, Corollary 4.7] , D(g) is a square of F * q .
Proof of Theorem 1.1. (⇐) Recall that q is odd and t ∈ F * q . Let y ∈ F q 2 . We show that equation
Assume for the time being that x ∈ F q 2 satisfies (3.1). Put
where ǫ ∈ F q 2 , ǫ q−1 = −1, and u ∈ F q . Making the substitution x = ( y τ ) q in (3.1), we have
In the light of (3.2), we can write (3.3) as
A routine computation shows that (3.4) is equivalent to
Note that the left side of (3.5) is a cubic polynomial in u with coefficients in F q . At this point, it is necessary to reverse the above reasoning to ensure the correctness of the logic. If u ∈ F q is a solution of (3.5), then τ = t + ǫu is a solution of (3.3), and consequently, x = (
q is a solution of (3.1). Therefore, all we have to do is to show that
is reducible, where ǫ ∈ F q 2 , ǫ q−1 = −1. (Note that the reducibility of g is independent of the choice of ǫ.)
which is a nonsquare in F * q since ǫ / ∈ F q . We can express g(u) in terms of t and s:
We proceed to compute the discriminant of g. We have
Since −16(s + 5t) 2 is a square of F q and
, where t ∈ F * q and q > 2. Let 0 < s < q 2 − 1 and write s = α + βq, where 0 ≤ α, β ≤ q − 1. We have
This sum is clearly 0 when α + βq ≡ 0 (mod q − 1). Now assume α + βq ≡ 0 (mod q − 1). Since 0 < α + βq < q 2 − 1, we must have α + β = q − 1. The above computation continues as follows:
It is easy to see that when 0 ≤ i ≤ α, 0 ≤ j ≤ β, and 0 ≤ k ≤ i + j, we have
Therefore, (4.1)
The sum at the right side of (4.1) will go through some further cosmetic changes in Section 7, but its present form is suitable for the proof of the necessity part of Theorem 1.1.
Remark. In [9] , binomials of the form h = tx + x 2q−1 , where t ∈ F * q , were considered. The power sum x∈F q 2 h(x) α+βq , where α, β ≥ 0 and α+β = q−1, was expressed in terms of two sums involving binomial coefficients; see [9, Lemma 3.2] . Those two sums in [9] are over one variable and essentially depend only on α but not on q (hence not on β). However, the sum in (4.1) is over two variables and depends on both α and q. These differences are the reason that the characteristic free approach in [9] has not woked for the current situation.
Proof of Theorem 1.1, Necessity
Let p = char F q and let Z p be the ring of p-adic integers. For z ∈ Z p and a ∈ Z with a ≥ 0, written in the form z = n≥0 z n p n , a = n≥0 a n p n , 0 ≤ z n , a n ≤ p−1, we have z a ≡ n≥0 z n a n (mod p).
Lemma 5.1. Let z ∈ F * q and write
Proof. We denote the constant term of a Laurent series in x by ct( ). We have
ct 1
.
First assume r 1 = r 2 . We must have r 1 = − 1 2 . By (5.1), we have
Now assume r 1 = r 2 . By (5.1), we have
This completes the proof of Lemma 5.1.
Lemma 5.2. Let z ∈ F * q and assume that x 2 + x − z has two distinct roots in F q . Then
Proof. The proof is similar to that of Lemma 5.1. Write x 2 +x−z = (x−r 1 )(x−r 2 ), where r 1 , r 2 ∈ F q , r 1 = r 2 . We have
Lemma 5.3. Let z ∈ F * q and assume that x 2 + x − z has two distinct roots in F q . Then
Proof. We have
we have 
Proof of Theorem 1.1. Recall again that in Theorem 1.1, q is odd and t ∈ F * q .
(⇒) 1
• Let α = 0 and β = q − 1 in (4.1). We have 0 =
Thus (5.4)
Put z = t −2 . Then by (5.4) and Lemma 5.1, x 2 − x − z has two distinct roots in F q , i.e., 1 + 4z is a square in F * q .
2
• Let α = 1 and β = q − 2 in (4.1). We have 0 =
So we have z = − 
The Polynomial g n,q
The polynomial f = −x + tx q + x 2q−1 considered in the present paper is closely related to another class of polynomials which we will discuss briefly in this section.
For each prime power q and integer n ≥ 0, the functional equation
, where p = char F q . The polynomial g n,q was introduced in [7] as the q-ary version of the reversed Dickson polynomial. (g n,2 is the reversed Dickson polynomial in characteristic 2.) The rationale and incentive for studying the class g n,q are the fact that the class contains many interesting new PPs; see [5, 8] . We are interested in triples of integers (n, e; q) for which g n,q is a PP of F q e , and we call such triples desirable. Among the known desirable triples (n, e; q), n frequently appears in the form n = q a − q b − 1, 0 < b < a < pe. Let us consider triples of the form (6.1) (q a − q b − 1, e; q), e ≥ 2, 0 < b < a < pe.
(We assume e ≥ 2 since all desirable triples with e = 1 have been determined [5, Corollary 2.2] .) It is known that if (a, b) = (2, 1) and gcd(q − 2, q e − 1) = 1, or if a ≡ b ≡ 0 (mod e), then the triple (6.1) is desirable. It is also conjectured that the converse of the above statement is true for e ≥ 3. When e = 2, the situation becomes very interesting and complicated [5, Section 5 and Table 1 ]. It is known that for q > 2 and i > 0,
Note that g q 2i −q−1,q (x
, where x q 2 −q−1 is a PP of F q 2 . So g q 2i −q−1,q is a PP of F q 2 if and only if (i − 1)x − ix 2q−1 is. The attempt to determine the desirable triples of the form (q 2i − q − 1, 2; q) has led to a more general result: In [9] , all PPs of F q 2 of the form tx + x 2q−1 , t ∈ F * q , have been determined. For q > 2 and i > 0, we also have
Note that g q 2i+1 −q−1,q (x
, which is of course the prototype of the polynomial f considered in the present paper. The following corollary immediately follows from Theorem 1.
Some Congruence Questions
Assume q ≡ 1 (mod 8) and t ∈ F * q , t 2 = −2. Then by Theorem 1.1 and (4.1), we have
for all integers α, β ≥ 0 with α + β = q − 1. In the left side of (6.1), let
We try to express I 1 in terms of β only and I 2 in terms of α only. First, we have
We also have
For integer a ≥ 0, define (7.4)
Then by (7.2), (7.5)
where {x} = x − ⌊x⌋. By (7.3), in the same way, (7.6)
Therefore we may restate (7.1) as the following corollary.
Corollary 7.1. Assume that q is a power of a prime p with q ≡ 1 (mod 8). Then for integers α, β ≥ 0 with α + β = q − 1, we have
Question. Is there a more direct number theoretic proof for (7.7)?
It is possible to write the function H(a) as an unrestricted double sum. We have
(7.8)
Remark. Each of the sequences H(2n) and H(2n+1) satisfies a recurrence relation of order 4. See the appendix for the details.
We now discuss another strange phenomenon associated with H(a). In the final expression of (7.8), make a change of variable i → a − i. Then we have
Assume q is odd. For 0 ≤ a ≤ q − 1, we obtain below an expression for H(q − 1 − a) in Z p /pZ p (= F p ) that is almost identical to (7.9). We have
We claim that when
2 ≤ a ≤ q − 1, in the last expression of (7.10), the sum . In fact, we have
. For
2 }, the above binomial coefficient is 0. Hence the claim is proved. By (7.9), (7.10), and the above claim, for
Let S(a) denote the right side of (7.11) for each integer a ≥ 0. Hence S is a function from the set of nonnegative integers to Q. It is interesting to observe that S(a) is independent of q and that Corollary 7.1 has the following equivalent form. S(a) ≡ 0 (mod p) for q − 1 2 ≤ a ≤ q − 1. Equation (7.12) is quite curious. In fact, computer experiments suggest a congruence pattern for the function S that is even stronger than (7.12). We conclude this section with the following conjecture. 2n + 1 i n + j 2j
where n ≥ 0. Using the Zeilberger algorithm for hypergeometric multi sums [2, 21] , we find that each of the sequences H(2n) and H(2n + 1) satisfies a recurrence relation of order 4. For any sequence F (n), define N F (n) = F (n + 1). Then H(2n) and H(2n + 1) are annihilated by the operators in (A1) and (A2), respectively. 
