The Lie algebra sl2(C) may be regarded in a natural way as a subalgebra of the infinite-dimensional Virasoro Lie algebra, and this suggests there may be connections between the representation theory of the two algebras. In this paper, we explore the restriction to sl2(C) of certain induced modules for the Virasoro algebra. Specifically, we consider Virasoro modules induced from so-called polynomial subalgebras, and we show that the restriction of these modules results in twisted versions of familiar modules such as Verma modules and Whittaker modules.
Introduction
The Lie algebras sl 2 (C) and the Virasoro algebra are important exemplars in Lie theory. Both algebras have been well-studied and have a richly developed representation theory, including highest weight modules and Whittaker modules.
The Lie algebra sl 2 (C) naturally embeds in the Virasoro algebra, which suggests questions about how the representation theory of the two algebras are connected. One might expect that a natural starting place would be with known families of modules that have been well-studied for both the Virasoro algebra and sl 2 , such as highest weight modules and Whittaker modules. When restricted to sl 2 , however, these Vir-modules, tend to be quite large and complicated. (See [KR] and [OW2] , [MZ] for descriptions of highest-weight and Whittaker modules for Vir, respectively.)
Martin and Prieto [MP] have given some general conditions for which sl 2 (C) weight modules can be lifted to Vir modules, by first relating the representation theory of sl 2 (C) to the representation of certain subalgebras Witt > and Witt < ; they also provide concrete connections between some types of sl 2 -and Vir-weight modules. Dong, Lin, and Mason [DLM] have studied a piece of the reverse question, investigating the nature of vertex operator algebras (which are Virasoro modules) when restricted to sl 2 (C).
In this paper, we focus on the restriction of "polynomial modules," certain non-weight Vir-modules, to sl 2 (C); these modules were introduced in [OW] as a generalization of the modules in Ω(λ, b) studied in [LZ14] . We show that polynomial modules restrict to twists (via sl 2 (C) automorphisms) of several classical families of sl 2 (C)-modules, including Verma and Whittaker modules.
The structure of the paper is as follows. In Section 2.1 we review the definition of sl 2 (C) and establish notation for certain sl 2 (C)-automorphisms that will be used throughout the paper. In Sections 3 and 4, we describe the one-and two-dimensional subalgebras of sl 2 (C) as automorphism-twists of the standard Cartan, positive nilpotent, and Borel subalgebras. In these sections, we also present families of modules induced from these subalgebras, including twists of Whittaker modules, Verma modules, and a new family of induced modules. We show that this new family of induced modules has the "dense" weight modules found in [M, p. 69] as its simple subquotients. In Section 5, we review the results from [OW] on polynomial modules for Vir. We then prove that the various sl 2 (C)-modules constructed in Sections 3 and 4 are the restrictions of the Vir modules induced from polynomial subalgebras of Vir. As an application of these connections between sl 2 and Vir, we prove Corollary 5.11, which describes the tensor product of two twisted sl 2 (C)-Verma modules in terms of modules presented in Section 3.
sl 2 (C)
Let sl 2 (short for sl 2 (C)) denote the Lie algebra of 2 × 2 complex traceless matrices. Define 
(2.3)
We note several useful special cases of the automorphisms γ M . For λ ∈ C,
Finally, consider M = 0 1 1 0 and σ := γ M . Then
3. One-dimensional subalgebras of sl 2 and induced modules
Here we describe the modules that can be induced from one-dimensional modules for subalgebras of sl 2 . We first construct two "standard" induced modules, then describe all one-dimensional subalgebras of sl 2 , and finally describe all modules induced from one-dimensional modules for subalgebras of sl 2 in relation to the standard induced modules.
For η ∈ C, let C η be the one-dimensional Ce-module given by e1 = η. We form the sl 2 -module W (η) by inducing C η to an sl 2 -module. Specifically, define
If η = 0, then W (η) is the standard Whittaker module. (See [AP] for more background.) The structure of the standard Whittaker module W (η) is wellknown, even in the more general setting of complex finite-dimensional simple Lie algebras (e.g. see [K] ). For instance, there is a one-to-one correspondence between submodules of W (η) and ideals of the center C[c] of U (sl 2 ), where
is the Casimir. In particular, if ξ ∈ C, then the quotient
is a simple sl 2 -module. (See Section 3 of [K] .)
For ξ ∈ C, let C ξ be the one-dimensional Ch-module with h1 = ξ. Let
The modules X(ξ) play an important role in Section 5 in Proposition 5.10 and Corollary 5.11, and thus we take time to understand in detail the structure of X(ξ). Lemma 3.2 and Proposition 3.10 imply there is a relationship between X(ξ) and the center, C[c], of U (sl 2 ), that parallels standard Whittaker modules: that is, there is a mapping between submodules of X(ξ) and ideals of C[c], provided τ − (ξ + 2i + 1) = 0 for all i ∈ Z. Then, in Proposition 3.15, we show that every sl 2 -module induced from a one-dimensional module for a one-dimensional subalgebra of sl 2 is a twist of either X(ξ) or W (η).
3.1. The sl 2 -module X(ξ). Let x ξ = 1 ⊗ 1 ∈ X(ξ), so that hx ξ = ξx ξ . By the construction of X(ξ), if V is an sl 2 -module generated by an h-eigenvector v of weight ξ, then there is a surjective map X(ξ) → V with ux ξ → uv for all u ∈ U (sl 2 ). Continue to let c denote the Casimir element of U (sl 2 ).
Lemma 3.2. Define X(ξ) as in (3.1), and let τ ∈ C. Then the following hold.
(
Proof. Using a standard PBW basis for U (sl 2 ), we see that X(ξ) has a basis
choose (k, l) to be maximal such that a k,l = 0. Then the calculation above shows that the coefficient of f k+1 e l+1 x ξ in (c − τ )x will be nonzero and (k + 1, l + 1) is maximal among terms in (c − τ )x with nonzero coefficients. This proves (i). Generalizing this reasoning, if x is as in (3.4), we have that the coefficient of f k+n e l+n x ξ in (c−τ ) n x will be nonzero and (k+n, l+n) is maximal among terms in (c−τ ) n x with nonzero coefficients. In particular, (c−τ ) n−1 x ξ has a maximal nonzero coefficient for the term f n−1 e n−1 x ξ and so (c − τ ) n−1 x ξ ∈ (c − τ ) n X(ξ). Since clearly (c − τ ) n X(ξ) ⊆ (c − τ ) n−1 X(ξ), this completes the proof of (ii).
Finally, to prove (iii), let v ∈ X(ξ) with v = a k,l f k e l x ξ . Then there is some n > 0 such that a k,l = 0 whenever k ≥ n or l ≥ n. Using the same reasoning as above, we have that v ∈ (c − τ ) n X(ξ).
For n ≥ 0, define
As a shorthand, we will write X(ξ, τ ) := X(ξ, τ ) 0 . We begin with several basic facts about the modules X(ξ, τ ) n .
Lemma 3.6. Let ξ, τ ∈ C. Then X(ξ, τ ) n ∼ = X(ξ, τ ) n+1 for every n ∈ Z ≥0 . In particular, X(ξ, τ ) n ∼ = X(ξ, τ ) for all n ∈ Z ≥0 .
Proof. For a fixed n ≥ 0, define a map ϕ :
It is easy to see that ϕ is well defined and surjective.
To verify that ϕ is injective,
Proof. First we show that the set spans X(ξ, τ ). Note that the set {f k e l x ξ | k, l ≥ 0} clearly spans X(ξ, τ ). Moreover, (3.3) implies that, for k, l > 0, f k e l x ξ ∈ span{f j e i x ξ | i < k; j < l}. Therefore, we can inductively argue
To show this set is linearly independent, note that
Since each vector has a different weight with respect to the action of h, the set must be linearly independent.
In anticipation of Theorem 3.12, we now review the sl 2 -modules V(ξ, τ ) described in [M] . For ξ ∈ C, regard ξ = ξ + 2Z as a coset for the additive subgroup 2Z ⊆ C. We define V(ξ, τ ) to be span C {v η | η ∈ ξ + 2Z} with sl 2 -action given by
A similar, but slightly relaxed, condition can be used to determine whether V(ξ, τ ) is generated by the vector v ξ ′ for any ξ ′ ∈ ξ.
Then the formulas for the action of e, f , and h imply that
Recall from Lemma 3.6 that X(ξ, τ ) n ∼ = X(ξ, τ ) for all n ∈ Z ≥0 .
Proposition 3.10. Let ξ, τ ∈ C, and write ξ = ξ + 2Z.
It follows from Lemma 3.7 that this map is a vector-space isomorphism. It is straightforward to check that the map preserves the sl 2 -action, so X(ξ, τ ) ∼ = V(ξ, τ ). Conversely, suppose τ −(ξ +2j +1) 2 = 0 for some j ∈ Z ≥0 . Any homomorphism θ : X(ξ, τ ) → V(ξ, τ ) must preserve weight spaces, so that θ(e jx ξ ) = c j v ξ+2j for some c j ∈ C. Then θ(e j+1x ξ ) = eθ(e jx ξ ) = e(c j v ξ+2j ) = 0. Therefore, θ is not an isomorphism.
Note that for each ξ, the equation τ − (ξ + 2j + 1) 2 = 0 is satisfied by at most two integers j.
In the following lemma, we write M (δ) to represent the highest weight Verma module of highest weight δ ∈ C; and V (δ) to represent the lowest weight Verma module of lowest weight δ. To understand the structure of X(ξ, τ ), Proposition 3.10 implies that it remains only to consider the case when there exists j ∈ Z ≥0 such that τ − (ξ + 2j + 1) 2 = 0.
Lemma 3.11. Let ξ, τ ∈ C, and suppose there is
Proof. It is clear that Y (ξ, τ ) is invariant under the action of e and h. We now consider the action of f on this space. Note that
since both c and h act by a scalar on e j 0 +i−1 x ξ . Therefore, Y (ξ, τ ) is invariant under the action of e and thus a submodule.
To complete the proof, we see that Y (ξ, τ ) is generated by the vector
That is, Y (ξ, τ ) is a lowest weight Verma module of lowest weight ξ + 2j 0 + 2 Note that the Verma modules M (ξ + 2j 0 ) and V (ξ + 2j 0 + 2) are either simple or have a unique simple quotient. Thus, Lemma 3.11 effectively gives a composition series for X(ξ, τ ) if τ − (ξ + 2j 0 + 1) 2 = 0. As proved in [M] , this is the same composition series as for V(ξ, τ ) even though Proposition 3.10 shows that X(ξ, τ ) n ∼ = V(ξ, τ ) when τ − (ξ + 2j 0 + 1) 2 = 0 for some j 0 ≥ 0.
We summarize the results of this section in the following theorem.
Theorem 3.12. For every τ ∈ C, the sl 2 -module X(ξ) has a filtration
3.2. Modules induced from one-dimensional subalgebras of sl 2 . First we state a general lemma that allows us to characterize modules as "twists" of other modules. Then we describe all one-dimensional subalgebras of sl 2 and use this to relate all modules induced from one-dimensional modules of these subalgebras as twists of known induced modules. Suppose g, g ′ are Lie algebras and γ : g → g ′ is an isomorphism. For a g ′ -module M , define the γ-twist of M , denoted M γ , to be the g-module with underlying space M and g-action defined via the map g → g ′ → End (M ) . If M is a γ(b)-module for some subalgebra b ⊆ g and some isomorphism γ : g → g, then M γ is a b-module.
Lemma 3.13. Let g be a Lie algebra with subalgebra b, and let γ : g → g be a Lie algebra automorphism. Suppose M is a γ(b)-module. Then
given by m → 1 ⊗ m. By Frobenius recriprocity, this lifts to a homomorphism θ :
, this homomorphism is surjective.
Using similar reasoning, we can construct a surjective homomorphism
, which gives a surjective homomorphism θ ′ :
Since θ ′ (θ(1 ⊗ m)) = 1 ⊗ m and the elements 1 ⊗ m generate Ind g γ(b) (M ) , this implies that θ ′ • θ = Id. Similarly, we can argue θ • θ ′ = Id. It follows that both θ and θ ′ are isomorphisms.
Next we describe one-dimensional subalgebras of sl 2 using the automorphisms defined in (2.4)-(2.6). It is well-known that the Cartan subalgebras of a finite-dimensional semisimple Lie algebra g are conjugate to each other via g-automorphisms. (See [H] .) Thus, the subalgebras described in Lemma 3.14 (iii), (iv) are simply Cartan subalgebras of sl 2 . (In fact, they are all of the Cartan subalgebras.) The important content of this lemmafor us-is to describe the particular automorphisms that relate the various one-dimensional subalgebras of sl 2 .
Lemma 3.14. The one-dimensional subalgebras of sl 2 are precisely
Proof. Let a be a one-dimensonal subalgebra of sl 2 . First suppose that elements of a have a nonzero coefficient for e, so that a has a basis of the form e − βh − δf . If δ = β 2 , then a = γ β (Ce) since γ β (e) = e − βh − β 2 f . If
If the coefficient of e is zero, then a has a basis h − δf and a = γ − δ 2 (Ch); or a has a basis f .
Note that for any one-dimensional Lie algebra a, its simple modules have the form C µ , where µ : a → C is a Lie algebra homomorphism and C µ is defined by x1 = µ(x). The following proposition constructs any sl 2 -module induced from a simple module for a one-dimensional subalgebra of sl 2 as a twist of some X(ν) or W (ν).
Proposition 3.15. Let a be a one-dimensional sl 2 -subalgebra and µ : a → C a Lie algebra homomorphism.
(i) If a = h λ or h λ 1 ,λ 2 , then
Proof. Note that in (C µ ) γ , d.1 = γ(d)1 = µ(γ(d)) for d belonging to h or n and for the γ corresponding to a. Therefore, the result follows from Lemmas 3.13 and 3.14.
If µ(γ(e)) = 0, then W (µ(γ(e))) γ −1 is a twist of a Whittaker module.
Two-dimensional subalgebras of sl 2 and induced modules
Now we consider two-dimensional subalgebras of sl 2 . Note that any twodimensional Lie algebra is solvable and any two-dimensional subalgebra of sl 2 is maximal. Therefore, the two-dimensional subalgebras of sl 2 are precisely the Borel subalgebras of sl 2 . Similar to our note prior to Lemma 3.14, it is well-known that the Borel subalgebras of a finite-dimensional Lie algebra are conjugate via g-automorphisms.(Again, see [H] .) Here, we identify specific automorphisms that allow a connection to polynomial subalgebras of Vir.
Lemma 4.1. The two-dimensional subalgebras of sl 2 are exactly
It is straightforward to check that γ λ 1 ,λ 2 (b + ) = γ λ 1 (b + ) for λ 1 , λ 2 ∈ C ⋆ with λ 1 = λ 2 . Here, we choose to focus on the form γ λ 1 (b + ) because this form maps more clearly to a subalgebra of the Virasoro algebra, as described in Section 5.
Proof. Note that (2.4) yields
Let b be a two-dimensional subalgebra of sl 2 . Since span{e, f } is not a subalgebra, it must be that b contains at least one element with a nonzero coefficient of h. It is then straightforward to show in this case that b has a basis of the form {h + αf, e + βf } or {h + αe, f + βe}. In the first case, we note that [h + αf, e + βf ] = −αh + 2e − 2βf ∈ b. This forces α 2 = 4β. If α = 0, this gives b + . For α = 0, we see that b = b λ , where λ = α 2 . Considering a basis of the second type, we either have b − or b λ where λ = 4 α . Note that b + = γ 0 (b + ) = b 0 . Since all two-dimensional Lie algebras b are solvable, their simple modules are all one-dimensional. As before, we may express them in the form C µ , where µ : b → C is a Lie algebra homomorphism and C µ is defined by x1 = µ(x) for all x ∈ b.
Proposition 4.3. Let λ ∈ C and µ : b λ → C be a homomorphism, and assume C µ is a b λ -module. Then,
is the Verma module of highest weight µ(γ λ (h)).
Proof. By Lemma 3.13, we know that Ind
. But this is clear as
In the context of studying U (sl n+1 ) modules which are free rank-1 U (h)modules, Nilsson [N] defined a certain sl 2 -module F (a,1) M b and showed these modules are simple if and only if 2b ∈ Z ≥0 . One can construct an isomorphism F (λ,1) M 1 2 µ(γ λ (h))λ −1 ∼ = Ind sl 2 b λ (C µ ). Proposition 4.3 then reproduces Nilsson's irreducibility result in the sl 2 case.
Connections to the Virasoro algebra
The Virasoro algebra Vir is a Lie algebra over C with a basis {z, e i | i ∈ Z}, such that z is central and, for i, j ∈ Z, [e i , e j ] = (j −i)e i+j +δ j,−i i 3 −i 12 z. There is a natural embedding of sl 2 into Vir:
Let sl Vir 2 = span{e 1 , e 0 , e −1 } be the image of sl 2 under this embedding. By an abuse of notation, we will consider the automorphisms of sl 2 to be automorphisms of sl Vir 2 via this embedding. In this section, we connect the induced sl 2 -modules considered in the first part of this paper with Vir-modules induced from certain "polynomial" subalgebras of Vir. A central idea in making this connection is that subalgbras of Vir of of codimension 1, 2, or 3, can be mapped, via intersection, to subalgebras of sl 2 . 5.1. The polynomial subalgebras of Vir and their induced modules. Recapping results from [OW] , we describe the construction Vir-subalgebras associated with Laurent polynomials f ∈ C[t ±1 ]; and corresponding induced Vir-modules.
For i ∈ Z, identify e i ∈ Vir with t i ∈ C[t ±1 ]. Extending this to linear combinations, we identify any Laurent polynomial f ∈ C[t ±1 ] with an element of Vir and show that the subspace Vir f = span{z, t i f | i ∈ Z} is, in fact, a Lie subalgebra of Vir. For example, if f = t − λ, λ ∈ C, then
Similarly, for λ 1 , λ 2 ∈ C and f = (t − λ 1 )(t − λ 2 ) = t 2 − (λ 1 + λ 2 )t + λ 1 λ 2 ,
. . , λ k ∈ C × are distinct and n 1 , . . . , n k ∈ Z ≥1 . We demonstrate in [OW] that a linear map µ : Vir f → C is a Lie algebra homomorphism precisely when both µ(z) = 0 and there exist polynomials p 1 , . . . , p k with deg(p i ) < n i such that µ(t j f ) = p 1 (j)λ j 1 + · · · + p k (j)λ j k . In particular, the one-dimensional Vir f -modules have the form C µ for such a homomorphism µ.
We then define the induced modules V f µ = Ind Vir Vir f (C µ ) and study the simplicity of these modules. As part of this work, we show that the modules V t−λ µ and V (t−λ 1 )(t−λ 2 ) µ are simple for all nonzero µ.
5.2.
Restriction. In Lemma 5.5 below, we consider the situation of a Lie algebra g with subalgebras a and b and a b-module V such that the induced module Ind g b (V ) is generated over U (a) by V . The following lemmas are used to show that Lemma 5.5 can be applied in the context of Vir with respect to certain subalgebras.
Lemma 5.2. Let g be a Lie algebra with a ⊆ g a Lie subalgebra, and suppose V is a g-module.
Proof. It is enough to prove that for any x 1 , . . . , x n ∈ g, then (x 1 · · · x n )v = s i ∈a (s 1 · · · s n )v (where there are only finitely many nonzero terms in the sum). We show this by induction on n, noting that the n = 1 case is given.
By assumption, x 1 v = S 1 v for some S 1 ∈ a; and by the inductive hypothesis, (x 2 · · · x n )v = S 2 v where S 2 = s i ∈a s 1 · · · s n−1 . Then
In this expression, S 2 S 1 v has the desire form. Moreover,
y 1 · · · y n−1 for some y i ∈ g. Thus the term [x 1 , S 2 ]v also has the desired form by the inductive hypothesis.
] has the form k i=0 a i t i , where a 0 , a k = 0 and k ∈ {1, 2, 3}. Then Vir f + sl Vir 2 = Vir. Moreover, if µ : Vir f → C is an algebra homomorphism and if v µ is the canonical generator of V f µ , then V f µ = U (sl Vir 2 )v µ . Proof. To show that Vir f +sl Vir 2 = Vir, note that the set {t i (a 0 +· · ·+a k t k ) | i ∈ Z} ∪ {t −1 , t 0 , t 1 } spans Vir since k ≤ 3.
For the second part of the claim, we observe that Vir f + sl Vir 2 = Vir implies Vir v µ ⊆ sl Vir 2 v µ . Then we may apply Lemma 5.2 with g = Vir and a = sl 2 . Proof. The fact that Vir/Vir f ∼ = sl Vir 2 /(sl Vir 2 ∩Vir f ) follows immediately from the second isomorphism theorem. Proof. Note that, as vector spaces,
. The action of a is clearly the same.
] has the form k i=0 a i t i , where a 0 , a k = 0 and k ∈ {1, 2, 3}, and let µ : Vir f → C be an algebra homomorphism. Then . In this section, we use Proposition 5.6 to establish a connection between Verma modules for sl 2 and the Vir-modules V t−λ µ . Proposition 5.7. Let λ ∈ C * and µ : Vir t−λ → C a Lie algebra homomorphism. Then,
where M (2µ(γ λ (e 0 ))) is the Verma module of highest weight 2µ(γ λ (e 0 )). In particular, Res Vir 
From (2.4) and (5.1), we have that µ(γ λ (2e 0 )) = µ(γ λ (h)) = µ(h + 2λf ) = µ(2(e 0 − λe −1 )) = 2µ(t −1 (t − λ)).
Since µ(t i (t − λ)) = λ i µ(t − λ), it follows that µ(γ λ (2e 0 )) = 2λ −1 µ(t − λ).
Therefore, the isomorphism of Proposition 5.7 can be expressed as
Corollary 5.9. Let λ ∈ C * and µ : Vir t−λ → C be a Lie algebra homomorphism. Then the Casimir element of sl Vir 2 is c = −4e −1 e 1 + (2e 0 + 1) 2 ∈ U (sl Vir 2 ) ⊆ U (Vir), and c acts by the scalar (2µ(γ λ (e 0 )) + 1) 2 on the Vir-
Proof. It follows directly from the standard embedding of sl 2 in Vir that c = −4e −1 e 1 + (2e 0 + 1) 2 . Since c acts on the Verma module M (2µ(γ λ (e 0 ))) by (2µ(γ λ (e 0 )) + 1) 2 , it is clear that γ λ (c) acts on M (2µ(γ λ (e 0 ))) γ −1 λ by (2µ(γ λ (e 0 )) + 1) 2 . It is straightforward to compute that γ λ (c) = c, so the result follows from Proposition 5.7.
Note that Corollary 5.4 and Proposition 5.7 hold for the polynomial f (t) = t − λ only if λ = 0. In [OW] , we have shown that the subalgebras Vir t−λ ⊆ Vir for λ = 0 are all the codimension-one subalgebras of Vir. Thus, Corollary 5.4 gives a one-to-one correspondence between codimension-one subalgebras of Vir and codimension one subalgebras of sl 2 excluding b ± ; and Proposition 5.7 shows that this correspondence carries over to induced modules.
When λ = 0, Vir t−λ = Vir, and then sl Vir 2 ∩ Vir t−λ = sl Vir 2 ∩ Vir = sl Vir 2 = b + . In the case λ = 0, Martín and Prieto [MP] have shown that the relevant induced sl 2 -module-that is, a Verma module-can be lifted to a highest weight module for Vir.
However, we note that generic Vir-Verma modules are simple yet do not restrict to simple sl 2 -modules. In particular, the dimensions of weight spaces of a Verma module for Vir are counted by partitions, whereas the weight spaces of highest weight sl 2 -modules are necessarily one-dimensional. Hence the restriction of simple Vir Verma modules M (ζ, λ) to sl Vir 2 is not a simple highest weight sl Vir 2 -module.
Connecting
for λ 1 , λ 2 ∈ C * and examine the restriction of this module to sl Vir 2 . Proposition 5.10. Choose λ 1 , λ 2 ∈ C * and µ : Vir (t−λ 1 )(t−λ 2 ) → C a nonzero Lie algebra homomorphism.
(i) If λ 1 = λ 2 := λ, then
Proof. If λ 1 = λ 2 := λ, then
Both results then follow from Propositions 3.15 and 5.6.
As in Proposition 5.7, we note that Proposition 5.10 holds only if λ 1 , λ 2 = 0. In particular, this result, in conjunction with Proposition 3.10, shows that for a given choice of λ 1 , λ 2 ∈ C * , there is a surjective homomomorphism from Res Vir
) to a (nontrivial) twist of one of the simple sl 2 -modules V (µ, τ ).
Martin and Prieto [MP] showed that the untwisted sl 2 -modules V (µ, τ ) can be lifted to intermediate series modules for Vir. Intermediate series modules are weight modules and are, in general, simple. Thus, there are no (non-trivial) homomorphisms between intermediate series modules and polynomial modules. Moreover, it can be shown that the twist of any polynomial Vir-module is again a polynomial module. Thus, there appears to be no connection between intermediate series modules and polynomial modules, yet these modules are closely connected when restricted to sl 2 .
As an application of the above results on restriction, we can now show that the tensor product of two twisted sl 2 Verma modules (or equivalently, the tensor product of two Verma modules with respect to different Borel subalgebras) is a twist of one of the modules X(ξ).
Corollary 5.11. Let λ 1 , λ 2 ∈ C * , λ 1 = λ 2 , and µ 1 , µ 2 ∈ C. Then
Proof. From Proposition 5.7, we have M (µ i )
), wherẽ µ i : Vir (t−λ i ) → C is the Lie algebra homomorphism such that µ i =μ i (γ λ i (2e 0 )) = µ i (2t −1 (t − λ i )).
Corollary 6.6 of [OW] gives that V t−λ 1 µ 1
, and it follows that Res Vir Using Proposition 5.10, we know that Res Vir sl Vir 2 V (t−λ 1 )(t−λ 2 ) µ 1 +μ 2 ∼ = X (2(μ 1 +μ 2 )(γ λ 1 ,λ 2 (e 0 ))) (γ λ 1 ,λ 2 ) −1 .
Note that γ λ 1 ,λ 2 (e 0 ) = 1 λ 2 − λ 1 (−e 1 + (λ 1 + λ 2 )e 0 − λ 1 λ 2 e −1 ) = 1 λ 2 − λ 1 (−(e 1 − λ 1 e 0 ) + λ 2 (e 0 − λ 1 e −1 )) = 1 λ 2 − λ 1 (−(e 1 − λ 2 e 0 ) + λ 1 (e 0 − λ 2 e −1 )) .
Therefore,μ 1 (γ λ 1 ,λ 2 (e 0 )) = 1 2(λ 2 − λ 1 ) (−λ 1 µ 1 + λ 2 µ 1 ) = µ 1 2 ;
µ 2 (γ λ 1 ,λ 2 (e 0 )) = 1 2(λ 2 − λ 1 ) (−λ 2 µ 2 + λ 1 µ 2 ) = −µ 2 2 .
Consequently 2(μ 1 +μ 2 )(γ λ 1 ,λ 2 (e 0 )) = µ 1 − µ 2 , and the result follows.
5.5. The trivial subalgebra of sl 2 and related Vir-modules. Consider the case f (t) = a 0 +a 1 t+a 2 t 2 +a 3 t 3 with a 0 , a 3 = 0. In this case sl Vir 2 /(sl Vir 2 ∩ Vir f ) is three-dimensional, so sl Vir 2 ∩ Vir f = {0}. As a result, we see that ifμ : Vir f → C and V f µ are defined in the usual way (continuing with the assumption a 0 , a 3 = 0), then Proposition 5.6 implies that 
