Abstract: TREPAN is decision tree algorithm that utilises artificial neural networks (ANNs) in order to improve partitioning conditions when sample data is sparse. When sample sizes are limited during the tree-induction process, TREPAN relies on an ANN oracle in order to create artificial sample instances. The original TREPAN implementation was limited to ANNs that 326 W. A. Young II et al. were designed to be classification models. In other words, TREPAN was incapable of building decision trees from ANN models that were continuous in nature. Thus, the objective of this research was to modify the original implementation of TREPAN in order to develop and test decision trees derived from continuous-based ANN models. Though the modification were minor, they are significant because it provides researchers and practitioners an additional strategy to extract knowledge from a trained ANN regardless of its design. This research also explores how TEPAN's adjustable settings influence predictive performances based on a dataset's complexity and size.
Introduction
The human brain is the most complex data processing, storage, and operations control system known, which has inspired scientists to develop mathematical systems that mimic human intelligence. Machine learning refers to the ability of a mathematical model to capture knowledge through analytical observations (Nilsson, 1996) . In general, historic observations are used to build a model, where the objective is to classify a sample instance or is to estimate a continuous function.
Classification-based modelling, which is the primary focus of the work presented in this paper, encompasses a wide range of methodologies (Chrysostomou et al., 2008) , which can be used to help humans make better decisions. Algorithms for classification often use the concept of inductive learning to separate examples into categories in order to make future predictions. One example of a classification model is an artificial neural network (ANN), which is loosely modelled after the human brain. The most desirable feature of an ANN is that it provides a defined methodology to capture non-linear relationships. However, even though ANNs are superior to linear alternatives, they have the reputation of being described as a 'black-box' because their estimating relationships are difficult to discover due to their mathematical design. Thus, it is complicated to determine what estimating relationships are contributing to the model's prediction, which is an undesirable property for practitioners who would like to verify that the model is using system parameters correctly before adopting the model into practice. Therefore, many practitioners favour inferior methodologies for their decision-making tasks even if they obtain less accurate results from a statistical standpoint (Schmitz et al., 1999) .
Classification models that aid in human decisions are extremely useful when they are in a comprehensible form, which is easy to interpret and implement. Representing a model's knowledge in the form of 'if-then-else' rules is one of the best ways a human can understand the estimating relationships from a black-box model. These rules can be scrutinised by decision makers, which may lead a practitioner to adopt the model into practice. One form of this modelling approach is called decision trees. Unlike the estimates from an ANN, the estimates from a decision tree are very transparent and can easily be represented in the form of an 'if-then-else' rule. Thus, even though ANNs are highly accurate, they are plagued by the 'black-box' nature of their design. However, Craven (1996) developed an algorithm called TREPAN that integrates both the comprehensibility of a decision tree along with the superior modelling capabilities of an ANN. This methodology is novel because the splitting criterions of a decision tree can be calculated more accurately by using an ANN. In simplistic terms, better decision tree splits can be determined when there is a sufficient sample size. For example, if a dataset it to be partitioned during the decision tree algorithm, more robust splits are determined when the sample size is large. In other words, it is undesired to calculate a split if there are very few sample instances remaining within the partitioned dataset. TREPAN overcomes this limitation by using an ANN as an 'oracle'. This system design calls upon the ANN to create artificial sample instances whenever the data splits are to be calculated with limited sample instances.
TREPAN's design is novel and it improves upon the limitations of existing decision tree induction algorithms. However, the original implementation is somewhat limited. This is because decision trees can only be inducted if the ANN oracle is designed as a classification model. In particular, the original TREPAN implementation consisted of three ways in which decision trees could be inducted. However, two of the options were strictly for a two-class problem domain (i.e., binary classifications). For example, the first method, called threshold zero, is a two-class method that determines the class of a sample instance based on if the dependent value is above or below zero. The second method, called threshold half, which is also a two-class method, that determines the class of a sample instance based on whether the dependent value is above or below 0.5. Finally, the third method, called one of N, is a TREPAN option that allows users to construct decision trees that are not limited to two classes. However, for this option, the oracle must be constructed in such a way that the output layer of the ANN has as many neurons as it does number of different classifications. In other words, the database has to be constructed where the class types are translated into binary columns. Thus, the one of N method determines a sample instance's class based on the maximum neuron activity in the output layer, where the neurons are in respective order of the binary encoding columns.
TREPAN offers a variety of ways in which ANNs and datasets might be constructed in order to create a decision tree. However, there is a growing demand for practitioners to create decision trees from datasets or ANN models that have a continuous dependent attribute. The focus of this research presents a methodology that accomplishes this goal. Thus, the objective for this research is to: 1 modify the existing TREPAN algorithm to allow users to construct a decision from datasets and ANN models with a continuous output 2 study the capability of TREPAN within this new problem-set domain 3 report classification accuracies on several selected datasets 4 summarise how the adjustable parameters in the TREPAN algorithm affect classification accuracies.
The structure of this paper is as follows. A literature review is presented that includes a discussion of ANNs, TREPAN, and C4.5, which is followed by a description of the modifications that were made to the original TREPAN algorithm. Finally, the results section will present the classification accuracies of classification algorithms that were applied to a variety of selected datasets. Finally, observations about this exercise will be concluded and general remarks about TREPAN's adjustable settings will be made.
Literature review

Artificial neural networks
ANNs are mathematical models that mimic the human brain. Besides being considered a 'black-box' model, ANNs also have the limitation of training slowly, and requiring a large amount of training and cross-validation data (i.e., typically three times more training samples than network weights) (Nelson and Illingworth, 1992) . However, they offer a systematic way of modelling complex non-linear systems. Since their resurgence in the 1980s, ANNs have been applied to a variety of problem domains such as speech recognition (Waibel, 1989) and generation (Sejnowski and Rosenberg, 1986) , symbolic learning (Shavlik et al., 1991) , robotic design (Hsu and Simmons, 1991) medical diagnostics (Jabri and Pickard, 1992) , game playing (Tesauro, 1992) , healthcare systems (Towell and Shavlik, 1995) , bankruptcy (Chandra et al., 2010) , credit cards (Naveen et al., 2009 ) and the airline industry (Liou and Chuang, 2008) .
Topologies
There are many types of ANN topologies that have been comprehensively documented (Haykin, 1999) , which range in their use and complexity. Examples of ANN topologies include, support vector machines (Sakthivel et al., 2008) , radial basis functions (Hien et al., 2009) , 'neuro-fuzzy' (Maji et al., 2010) and other hierarchical perceptron (Woolam and Khan, 2008) designs. Feed-forward designs like, the multilayer perceptron (MLP) network, or recurrent networks, like the generalised feed-forward (GFF) network are the most commonly used topology in research and practice (Turban et al., 2011) . For example, Figure 1 shows the general structure of a GFF ANN. The network shown is fully connected since each layer is connected by previous layers. In addition, all of the input layer's neurons are connected directly to the first hidden layer's neurons, the second hidden layer's neurons, and the output layer's neurons. Likewise, the first hidden layer's neurons are connected the second hidden layer's and output layer's neurons. Finally, the second hidden layer's neurons are connected with all of output layer's neurons.
Figure 1 General GFF ANN topology
An emerging ANN topology found in research and practice is called a modular ANN (Huang et al., 2006) . Modular ANNs are inspired by recurrent or GFF networks. The structure of a modular network consists of a series of independent GFFs, which operates unilaterally to learn subtasks, or a certain feature space within a dataset (Azam, 2000) . Thus, the individual networks are later combined and processed to produce an output for the entire network. For example, Figure 2 shows a general modular ANN which is fully connected. In other words, all of the network's neurons are connected to one another in a feed-forward, recurrent manner. 
Training
ANNs must be 'trained', which is a process that mathematically determines the network's weights. There are two main paradigms of ANN training, which include supervised and unsupervised learning (Haykin, 1999) . The primary difference between the two learning schemes is that in supervised learning, known outputs, or 'targets', are used to adjust the network's weights. Thus, in unsupervised learning, there is not a known output. In other words, this method functions as a clustering algorithm. The back-propagation algorithm (Rumelhart and McClelland, 1986 ) is the most popular training practice. This first generation algorithm assigns error back through the network to each neuron of the network, where neurons that account for more error are more aggressively adjusted.
Other first generation training algorithms include conjugate gradient, as well as quick and delta propagation. These methods all use local approximations of the response surface of the cost function to determine the direction in which the weights should be moved. Second order learning algorithms like the Levenberg-Marquardt (Levenberg, 1944) algorithm generally converge faster but are computationally expensive (Marquardt, 1963) . These methods are more sophisticated and determine the curvature of the cost function instead of the slope (Bishop, 1995) , which makes the Levenberg-Marquardt arguably the most advanced training method to date.
Limitations
ANNs can be used for both classification and continuous-based problems. As a classifier, ANNs utilise entropy error functions with a combination of output activation functions such as logistical, hyperbolic tangent, or linear in the network structure. Cross entropy assumes that the probability of the predicted value lies between zero and one, where the output nodes represent a probability of the classification states (Plunkett and Elman, 1997) . Although ANNs are known to be robust classifiers, they have found limited use in decision-critical applications because the estimating relationships are not transparent and are difficult to understand. Thus, in order for practitioners to adopt this form of machine learning into practice, it is critical that methodologies explain how inputs are mapped to outputs. These methods are called decompositional, pedagogical, or eclectic approaches (Craven and Shavlik, 1994) and they evaluate the internal weights or input-output relationships of an ANN in order to discover estimating relationships. For example, the Subset (Fu, 1991) algorithm, which is a decompositional approach, extracts rules based on binary outcomes at the hidden and output layers of the ANN. In contrast, pedagogical approaches, like the validity interval analysis (VIA) (Thrun et al., 1995) , do not utilise the internal weights of an ANN explicitly. In this form of analysis, rules are extracted based on only input to output relationship. Finally, the third approach utilises a combination of decompositional and pedagogical methods, where an example of this type of methodology is DEDEC (Tickle et al., 1996) .
Genetic algorithms for ANN training
Genetic algorithms (GAs) are another biologically inspired machine learning technique that can be used to 'fine-tune' a trained ANN. For example, GAs can be used to reduce the number of inputs in an ANN. The method can also be used to fine tune parameters such as step-size, and momentum, rates during training (Whitley et al., 1990) . In general, a GA attempts to model the behaviour of sexual reproduction of biological organisms mathematically. GAs use candidate solutions undergoing evolutionary strategies that reproduce other solutions, which progressively reproduce better solutions after many generations. The solutions are produced by mutation, crossover, and a fitness criterion, which acts as a survival of the fittest technique in terms of a model's cost of error. Over time, local optimal patterns are observed. In the case of GA variable reduction, many patterns of input combinations are performed to see which combinations of inputs patterns produce the best results for a given dataset (Chatterjee and Laudato, 1995) . Thus, attributes that do not significantly contribute to the model's predictive performance are removed, which can drastically improve the model's accuracy and reduces the complexity for implementation.
Decision trees
Decision trees classify data through recursive partitioning of the dataset into mutually exclusive subsets (Liepins et al., 1990) , which best explain the variation in the dependent variable under observation (Biggs et al., 1991) . A decision tree model consists of logical tests, which result in possible classifying consequences. For example, decision trees classify instances by evaluating the 'if-then-else' logic, which starts at the root node and ends at terminal or leaf nodes. Decision trees have been used to aid decision makers in many real world problems. For example, Leech (1987) applied a decision tree to a chemical nuclear power plant process involving continuous feedback systems. Another use led a manufacturing company to reduce inventory levels and improve processing efficiencies, which saved the company ten million dollars in operation expenses a year (Langley and Simon, 1995) . Michie (1989) used an induction algorithm to produce a decision tree for making decisions whether to grant credit to a loan applicant or not. Evans and Fisher (1994) applied decision tree induction to the problem of banding in printing. Other application areas included terrorism (Scime et al., 2010) , banking (Kumar and Ravi, 2008) , wireless telecommunications (Patino et al., 2010) , biomedical image processing, language processing, law, medicine, molecular biology, pharmacology, dairy farming (Pietersma et al., 2002) and botany (Murthy, 1998) just to name a few.
C4.5
The C4.5 algorithm (Quinlan, 1993 ) is one of the most widely used decision tree learning algorithms, which is an extension of the basic ID3 algorithm (Quinlan, 1986) . The C4.5 algorithm has its origins in Hunt's concept learning systems (CLS) (Hunt et al., 1966) and is a non-incremental algorithm that derives its classes from an initial set of training instances. The algorithm uses the Greedy search approach by selecting the best predicting attribute in a feed-forward manner. The C4.5 algorithm searches through the attributes of the training instances and finds the attribute that best separates partitions the data. For example, if an attribute perfectly classifies the training set, it stops; otherwise, it recursively works on the remaining subsets in order to obtain the next best attribute.
TREPAN
TREPAN is a novel rule-extraction algorithm (Craven and Shavlik, 1996) that utilises the behaviour of a trained ANN. Given a trained ANN, TREPAN extracts decision trees that provide a close approximation to the function represented by the network when there are issues of accurately calculating tree partitions caused by limited sample sizes. TREPAN uses a concept of recursive partitioning similar to other decision tree algorithms; however, in contrast to the depth-first growth used by other decision tree algorithms, TREPAN expands using the 'best first' principle. For conventional induction algorithms, the amount of training data decreases as a decision tree grows. Thus, there is less data at the bottom of the tree to determine class labels accurately. In contrast, TREPAN uses an 'oracle' to answer queries to determine decision tree splits better when sample instances are limited. One important aspect of this feature is the user-determined parameter called minimum sample. TREPAN ensures that splits are determined with a minimum number of sample instances. If the number of instances at a particular node, m, is less than min. sample, then TREPAN will make membership queries equal to min. sample from the ANN oracle to artificially create sample instances to meet the minimum sample requirement.
Splitting tests
TREPAN uses an entropy-based criterion called 'information gain' to determine the best position to partition the dataset. TREPAN uses M-of-N expressions as it splits upon the dataset. In this case, N rules are created. The algorithm also determines a value for M, which represents the minimum conditions that must be met, which dictates the preceding node or final classification. This approach allows multiple features to be present in one node. To prevent testing of all the possible M-of-N combinations, TREPAN makes use of the heuristic 'beam search' process. This process begins by selecting a best binary split at a given node based on information gain and additional splitting conditions are determined base on the initial rule's 'complement' (Martens et al., 2008) .
Oracle and queries
When sample instances are sparse, TREPAN interacts with an ANN oracle by means of membership queries (Angluin, 1988) . The goal of a membership query is to determine an instance among a group of instances. For example, when artificial instances are need, appropriate attribute values are needed for the ANN oracle. To create appropriate sample instances, distributions of attribute values are created that conform to the decision tree constraints (Krawiec et al., 1998) . In other words, if a split is to be determined for a candidate child node, the node's parents are used to determine ideal ranges of the dataset's attributes. Once the ranges are determined, random pulls are made from the attributes' distribution in order for the oracle to estimate the classification output label.
Stopping criteria
TREPAN uses a 'local stopping criteria' while the tree is being grown. A node's 'impurity' is calculated based off the training samples available. Based on the characteristic of a node being evaluated, the local stopping criteria will determine if a node is acceptable to grow further, or if it should be terminated. TREPAN also uses a 'global stopping criteria'. Unlike the local criterion that evaluates terminal nodes during induction, the global stopping criterion considers the entire tree's size. Before induction, users determine a maximum tree size, which enables users to make trade-offs between the size and comprehensibility (Jahns et al., 2000) . Thus, if the maximum tree size is reached, the tree forming induction algorithm is finalised.
Pruning
After the decision tree is fully grown, a 'naïve pruning' process is implemented. This process aims to detect sub-trees that have similar predicting accuracies for class-instances found in terminal nodes. The pruning process is performed using a recursive, post-order traversal of the tree, to simplify the final tree. The changes made to the tree during this process do not affect the predictive power of the decision tree because nodes or sub trees that do not contribute to the overall efficiency are removed or reduced. Thus, the goal of this operation is to reduce the size of the tree by replacing portions of the tree's splits with a single terminal node that is able to obtain the same level of accuracy of the full tree.
Classification performance metrics
Assessing classifier performance is a very important aspect of comparing different classifiers. The classification accuracy or error rate is the percentage of correct predictions made by the model, which can be represented as a confusion matrix as shown in Table 1 . A confusion matrix is a matrix plot of predicted versus actual classes with all correct classifications depicted along the diagonal of the matrix. It gives the number of correctly classified instances, incorrectly classified instances, and overall classification accuracy. Consider a two-class (i.e., binary) classification problem where four possible outcomes are obtainable. In this case, true positives (TP), true negatives (TN), false positives (FP) and false negatives (FN) are all obtainable classifications. Based on these possible states, the overall classification accuracy is derived from equation (1) 
Kappa statistic
The overall classification accuracy represented in equation (1) is a primary metric to evaluate a classifier. However, this metric does not take into account the fact that some misclassifications are worse than others. This is particularly true, when the classes are ordinal in nature. For example, a three-class problem might have the states, 'low', 'medium' and 'high'. Using the overall classification accuracy formula in equation (1), estimates that predict 'low', when the actual is 'high' or 'medium' when the actual is 'high', are treated the same (i.e., both are wrong). However, the kappa statistic would treat an estimate of 'low' when the actual was 'high' with a higher degree of penalty than an estimate of 'medium' when the actual was 'high'. In addition to naturally ordered classification types, if discretisation is used, classifiers are determined based on the order and interval of the continuous attribute. Thus, the kappa statistic overcomes theses issues by considering the agreement of chance along a confusion matrix (Cohen, 1960) . The kappa statistic is defined by equation (2):
where P(A) is the proportion of times the model values were equal to the actual value and P(E) is the expected proportion by chance. For example, a kappa statistic that equals one would imply perfect agreement and value of zero would imply perfect disagreement.
Comprehensibility
One important aspect of modelling is the premise of comprehensibility, which involves a model's accuracy versus its complexity. For example, the comprehensibility of a decision tree decreases when the tree size increases. The principle of comprehensibility can be thought of as Occam's razor, which states that "when you have two competing theories which make exactly the same predictions, the one that is simpler is the better" (Thorburn, 1915) . Thus, if two trees are inducted by have the same classification accuracy, the decision tree with the fewer terminal nodes is preferred. 
Methodology
The framework of the methodology is divided into five phases, which is outlined in Figure 3 .
Phase 1
In Phase 1, the original TREPAN implementation was modified in order to incorporate additional dataset and ANN types for tree induction purposes. For example, the original TREPAN algorithm was not capable of building trees from datasets with continuous dependent attributes. Thus, modifications were made, which are described in the following subsections, to the internal algorithm to incorporate this added flexibility. The modifications are important for practitioners who have developed models for their continuous problems and want to extract the model's knowledge in the form of a decision tree. In addition, the modifications to the original TREPAN algorithm are practical since users can create a continuous-based ANN model and then have the capability to experiment with various discretisation values, which are ultimately needed to encode continuous values to classification labels. Thus, the modifications circumvent the need for practitioners to retrain ANNs just because they want to experiment with different discretisation methods.
Summary of original TREPAN implementation
In the original implementation of TREPAN, there were three classification functions:
1 threshold zero 2 threshold half 3 one of N.
The threshold zero and threshold half functions could induct decisions trees based on two possible states, which were determined by a threshold value. In other words, these functions were designed to operate with one dependent classification label, where the threshold determined the sample instance's class. In terms of the oracle, for these two classification functions, the original TREPAN algorithm used an ANN with a single output neuron. Thus, for the threshold half function, the determining factor is if the dependent value is above or below 0.5. Likewise, for the threshold zero function, the class is determined based on whether the dependent value is above or below zero. These two classes give users the flexibility of utilising existing ANNs as TREPAN oracles. Thus, users can pick between these two options depending on their needs. The third classification function in TREPAN, or the one of N function, behaves differently than the threshold zero and threshold half functions. The one of N option is capable of differentiating between N multiple classes and is not subject to a threshold value. Thus, in terms of the ANN oracle, the output layer will contain multiple, or N, neurons. To determine a sample instance's class, the instance is assigned to the class based on the highest activity, or neuron value between the N neurons.
Summary of modified TREPAN implementation
The original TREPAN algorithm was augmented with a fourth classification function called 'threshold user'. The purpose of this function was to provide users with additional flexibility in constructing decision trees with TREPAN. For example, one of N, is sufficient for classification problems that are modelled with an ANN that contains multiple output neurons (i.e., one for each classification type in the dataset). However, many researchers and practitioners spend a substantial time developing ANNs that are continuous in nature because the dataset's dependent output is not discrete. At times, users also prefer decision trees to ANNs because of their comprehensibility. Even though ANNs are typically superior to other modelling techniques, users may like to extract information from a trained ANN into the form of a decision tree.
To utilise the threshold user function, users will specify a non-overlapping range of normalised activation values to serve as thresholds for each output class. Thus, a sample instance will be assigned to a class based on discretised range. This added flexibility allows users to experiment with various adjustable ranges for the threshold values without requiring users to retrain their ANNs. Subsequently, threshold user makes threshold zero and threshold half obsolete, because it can perform all classifications that either of those functions can perform as well as substantially more. 
Technical details of modificaiton
TREPAN is implemented in the C programming language, so some fundamental understand of language may be necessary to understand this section. In the source file, network.c, of the original TREPAN implementation there is a function with the prototype, void set_classification_name(char *name), which evaluates the name variable and assigns the function pointer variable, active_net.classification_function, to the corresponding value. To add the new classification function, threshold_user, the set_classification_function must be modified, which is shown in Table 2 . Once the set_classification_function is modified to include the threshold_user function, the associated threshold values for each of the classes must be modified. For example, Table 3 shows an example of the threshold_user classification function, where the arbitrary user-defined threshold values of -0.5, -0.25, 0.25 and 0.5 are assigned as thresholds for each individual class label (i.e., types 0, 1, 2, 3 and 4, respectively). For example, an activity level of 0.7 would be given a classification of type 4, because it is greater than or equal to the threshold value of 0.5. In addition, if a value is -0.3, the classification type would be a type 2 because it is greater than -0.5 and less than -0.25. It should be noted that TREPAN requires input and output values to be normalised between -1 and 1, which is why the example threshold values were selected. 
Phase 2
Once the initial TREPAN code was modified to incorporate additional problem types and an ANN structure, the second phase began by selecting sample datasets for further evaluation. From the selected datasets, two are commonly used for developing and testing machine learning schemes, which include the Iris, and Body fat datasets. The remaining four sets of data were chosen based on their sample sizes. For example, the Corrosion and Outages datasets contain less than 300 samples available for training and testing. In contrast, the Saginaw bay and Admissions datasets contained more than 1,000 sample instances. In addition, the dependent attributes varied from pure classification to regression-based problem types. A brief summary of the datasets that were chosen to investigate the modified version of TREPAN algorithm is briefly described below and in Table 4 :
• Iris: identifying the class of the Iris plant (standard)
• Body fat: classifying Body fat percentage (standard)
• Corrosion: predicting percentage inhibition for Corrosion (small)
• Outages: evaluating survivability of wireless networks (small)
• Saginaw bay: predicting the level of chlorophyll in a fresh water (large)
• Admissions: identifying students that attend Ohio University (large). Once the datasets were chosen, a trial-and-error process, which is outlined in Figure 4 , was performed in order to determine a best performing ANN for each dataset. During this portion of this phase, various network structures were created and tested. For example, all of the networks used a data partitioning structure of 60%, 15%, and 25% for training, cross-validation, and testing respectively. Due to its limited size, Corrosion was split into 70%, 15%, and 15% for training, cross-validation, and testing respectively in order to provide for more training data. A vary-a-parameter trial-and-error process was utilised, which is outlined in Figure 4 . For example, after a dataset is preprocessed, which may include removing sample instances with missing values, an ANN is initialised. This portion of the process includes selecting a learning strategy like Levenberg-Marquardt or momentum, determining the activation functions, like linear or sigmoid, for the neurons, and initialising the ANN to consist of two hidden layers. The strategy of this process is broken into two phases. The first phase of the strategy is to determine the number of neurons in the first hidden layer, while the number of neurons is the second hidden layer is held constant. The result of the first phase determines the number of neurons for the first hidden layer. The next phase of this approach locks the number of first hidden layer neurons found in the first phase and varies the number of second hidden layer neurons to find the best performing ANN architecture through the experimental process. According to the figure, the first hidden layer nodes are varied from 1 to N, with a step size of one. For this experimental procedure, N was determined by multiplying the datasets total number of inputs by two. Similarly, the second hidden layer neurons are ranged from one to M in the second phase of the approach. In this experimental procedure, M was also set to a value twice the size of the number of inputs. 
Phase 3
For the third phase of this research, an experimentation was preformed, which involved two adjustable TREPAN parameters, which included min. sample, and beam width and three of TREPAN's induction algorithms, which included normal, disjunctive and single test. This experimental plan was created in order to determine if ideal settings would emerge for the various dataset attributes. A summary of this experimental phase is shown in Figure 5 . As shown in Figure 5 , 66 experiments were performed on the six selected datasets. In this experiment, beam width values were incremented from of 2, 3, 5, 7, 10 and min. sample sizes incremented from 1, 10, 50, 100, 500 and 1,000. From these testing trials, tree size was determined by plotting a graph of tree node against the classification accuracy obtained. Thus, these steps were repeated for each of the selected datasets. 
Phase 4
In Phase 4, C4.5 was used to analyse each of the sample datasets. It should be noted that the same data that was used for the TREPAN development was used for the C4.5 development. Once the C4.5 trees were constructed, the models were then compared to the best TREPAN model in order to assess the classification accuracies and the models' comprehensibility.
Phase 5
Phase 5 consisted of developing classification model, which was not a decision tree. This phase was implemented in order to compare the tree-based approach to an advanced form of recurrent ANNs. In this case, a modular ANN was selected as an addition benchmark method. In addition, a GA was selected because this advanced learning technique improves the quality of a networks estimate by reducing the number of inputs of a model, and by optimising learning parameters like step-size and momentum rate for backpropagation learning algorithms like momentum.
Results
The research methodology described in the previous section was applied to the six datasets that were chosen for this investigation. In order to keep this report brief, only one dataset (i.e., Corrosion) will be described in detail. However, a final summary of all of the classification accuracies will be summarised and be concluded upon in the final section of this report.
Corrosion
Being able to predict CO 2 Corrosion is important environmentally, and economically. The Corrosion dataset selected for the experimented reported in this paper was comprised of 15 Venezuelan crude oils (Hernandez et al., 2006) . In order to predict inhibiting capacity, several attributes were collected, which include; American Petroleum Institute (API) content, total acid number (TAN), saturates, aromatics, resins, asphaltenes, vanadium, nickel and a % of crude oil (Hernandez et al., 2002) . Since the Corrosion dataset's dependent attribute was continuous in nature, discretisation was used to transform the attribute into five classifications, which are summarised in Table 5 . 
Artificial neural network
The trial-and-error process of determining the best ANN for the Corrosion dataset resulted in an 11-5-3-1 MLP network structure (i.e., # of input nodes, # of first hidden layer nodes, # of second hidden layer nodes, # of third hidden layer nodes and # of output nodes, respectively). Testing this network resulted in a correlation coefficient of 0.942. A graphical representation of the testing results is shown in Figure 6 , were a 1:1 plot is shown. For example, in this graph, a 45° line represents actual values plotted against actual values. However, the scatter plot points are plotted, where the variation between the line and the point represents the error along the x-axis. Thus, perfect estimates, or estimates without error, would lie directly on the line. 
TREPAN
From the experimental procedure outlined in Figure 5 , the first TREPAN induction algorithm that was applied to the Corrosion dataset was the single test induction algorithm. In addition, the procedure also included experimenting with the min. sample size used in the tree-forming algorithm. A summary of this experimental procedure is shown in Figure 7 , where the most accurate and smallest tree that was found was with a min. sample size of ten, with 13 leaf nodes, which produced a classification accuracy of 78.57%. Min sample 500
Min sample 1000
The second and third phase of the experimental procedure outlined in Figure 5 is shown in Table 6 . In this summary, both the TREPAN and disjunctive TREPAN results are shown for various combinations of beam width and min. sample size. The table also summarises the tree sizes and testing accuracies that were obtained for each combination of varying parameters. Based on this experimental procedure using a combination of single test, TREPAN, and disjunctive induction algorithms, with various beam widths and min sample sizes, the best classification accuracy that was obtained was 85.7%. This tree, which is shown in Table 7 contained 12 nodes, and used a beam width of five and a min sample size of one. As noted, the best decision tree that was found for the Corrosion dataset produced a testing accuracy of 87.71%, where the testing confusion matrix is shown in Table 8 . It should be noted that the training and testing datasets were randomly partitioned, which is the reason why there is no occurrence of the fourth class type, or Cl4 shown in the confusion table. The fourth phase of the research protocol was to benchmark the datasets with C4.5. Thus, the C4.5 decision tree was applied to the Corrosion dataset and the confusion matrix found for its testing set is shown in Table 9 , where the overall classification accuracy was found to be 57.14%. The fifth phase of the research protocol was to benchmark the datasets with the modular ANN with GA tuning. This model, which is not in the form of a decision tree, was applied to the Corrosion dataset and the confusion matrix found for its testing set is shown in Table 10 , where the overall classification accuracy was found to be 71.4%. In comparing the two decision trees for the Corrosion dataset, the TREPAN model significantly outperformed the C4.5 model by 50%. Though this is a significant increase of accuracy, it should be noted that the testing accuracies could be highly influenced by the small sample size of the Corrosion dataset.
All datasets
The research protocol shown in Figure 5 was also applied to the additional datasets that were selected for the experimental investigation. Table 11 contains a summary of the best models that were found for each of the datasets using TREPAN, C4.5, and the modular ANN with GA tuning (MGA). The table also includes a summary of the number of decision tree nodes, number of leaves, and the overall classification accuracies and kappa classification metric. As shown in Table 11 , the Iris and the Admissions datasets preformed similar in terms of classification accuracies and the kappa statistic for all model types. In terms of the Iris dataset, it is hypothesised that the relative complexity for this dataset is low, which might explain the similarities between TREPAN, C4.5, and MGA. However, the Admissions dataset is relatively complex in comparison, where very low kappa statistics were found for each method. Unlike the Iris models, the TREPAN model for the Admissions dataset was significantly lower in complexity (i.e., fewer nodes and leaves). In addition to these results, the biggest increase of accuracy was found using the Corrosion dataset, where the kappa statistic increased from 44% using C4.5 to 80.8% using TREPAN. The MGA models were highly completive with most TREPAN models, which was somewhat expected due to the transference of ANN logic to the decision tree. However, in two instances (i.e., Corrosion and Outages), the TREPAN model outperformed the MGA in terms of the overall classification and kappa statistic values obtained from independent testing results. However, these two datasets have limited sample instances, which could highly influence testing results. With that being said, it appears that TREPAN consistently produced smaller and more accurate decision trees than C4.5 and TREPAN was highly competitive, if not more accurate at times, with the more advanced MGA models, which lack in transparency.
TREPAN settings
In order to derive recommend settings for the TREPAN algorithm, the Complexity of a dataset is defined by determining the coefficient of determination, or the R2 value, from a multiple linear regression model. Thus, the Complexity of a dataset is defined by this research as:
• if R2 ≥ 0.85, Complexity = Simple 
Conclusions
TREPAN combines the predicting power of a highly incomprehensible ANN and simplicity of a decision tree. By using the relationships determined by a trained ANN, more sample instances can be generated through an oracle-like process. Thus, more accurate decision tree splits can be determined when sample sizes are low. In this research, the TREPAN algorithm was modified to be able to work ANNs that were designed with a continuous output. Six problem domains were selected, which represents mixture of standard machine learning databases and real world datasets that varied in sample size. After selecting these datasets, ANNs were trained, where parameters of the architecture were varied in order to find the best performing network structure. Once the best ANN models were implemented into the TREPAN algorithm, three of TREPAN's induction algorithms were applied to the six datasets, where both the beam width and min. sample size was varied by predetermined values. After the best TREPAN model was found, the results were then compared to C4.5, which was a decision tree benchmark method, and MGA, which was a benchmark method that was not a decision tree.
TREPAN outperformed the C4.5 algorithm in terms of classification accuracies for each of the datasets that were selected for this research. In addition, though at times the C4.5 models were competitive, the TREPAN models were less complex, with fewer tree nodes. The kappa statistic further validated the conclusion that TREPAN is a better tool at decision tree induction than the most commonly used algorithm, C4.5.
The next portion of the research compared the results of TREPAN to a modular ANN that used advanced GA techniques. For this comparison, the TREPAN results were highly competitive with the more complex modular ANN. In all but one case, the TREPAN results were better than the MGA models. However, many of the datasets used in this experiment were limited in the number of sample instances. Thus, it is difficult to suggest that one method will always outperform another. However, they were highly competitive, which suggests that TREPAN models were able to benefit from the knowledge that was extracted to improve decision tree splits. Thus, it appears in testing that users can benefit from comprehensibility that comes with decision trees without sacrificing predictive accuracies. Thus, the largest contribution of this research was verifying that TREPAN could be modified to add flexibility for users seeking to extract knowledge from an ANN built for continuous problems.
Finally, based on an empirical investigation of TREPAN, heuristics, or ideal settings for TREPAN were determined based on a dataset's Complexity and Size. As a result, various heurists were reviewed in terms of recommended settings for the TREPAN algorithm. With these settings, the time needed in order to create the best performing TREPAN model can be reduced.
