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We study certain similarity solutions of the Benjamin-Ono-Burgers (BOB) 
equation and their role in the asymptotic behavior of the general solution. For 
small initial data in L’(B) we prove that a solution of the BOB equation exists in 
BC(R+, L’(tR)) and depends continuously on its initial data. Results about 
existence, uniqueness, regularity, and spatial asymptotics of solutions of a similarity 
reduction of the BOB equation are proved. Furthermore, the solutions of the BOB 
equation are proved to converge as t--t cc to appropriate similarity solutions faster 
than the typically sharp rate of decay of the solutions. G 1991 Academic Press, Inc. 
Contents. 
0. Introduction. 
1. Notation, Facts about the Hilbert Transform. 
2. The Linearized BOB (LBOB) Equation. 2.0 Introduction. 2.1. Similarity and 
fundamental solutions. 2.2. Temporal asymptotic behavior of solutions of the 
homogeneous equation. 2.3. Estimates on the solution of the inhomogeneous 
equation. 
3. The IVP for the BOB equation in L’. 
4. Decay estimates for the BOB equation. 
5. The reduced BOB (RBOB) equation. 5.0 Introduction. 5.1. Integral equations 
equivalent to the RBOB equation. 5.2. Regularity and spatial asymptotics of 
solutions of RBOB. 5.3. Existence and uniqueness of solutions of RBOB. 
6. Intermediate Asymptotics for Solutions of the BOB equation. 
0. INTRODUCTION 
The necessity of understanding the effects of dissipation on the propaga- 
tion of nonlinear dispersive waves is widely recognized. In this paper we 
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will consider a particular model equation describing the motion of such 
waves, the so-called Benjamin-Ono-Burgers equation 
24, + uu, - (v + p&q u,, = 0, 
where x E Iw, t E (0, co), u is a complex-valued function of x and t, v > 0 and 
p E [w are constants, and A? denotes the Hilbert transform, defined (for a 
smooth test function V) in terms of the Cauchy principal value integral 
(0.2) 
We will henceforth refer to (0.1) as the BOB equation. Edwin and Roberts 
[6] have derived (0.1) (for u real-valued) by means of formal asymptotic 
expansions in order to describe wave motions supported by intense 
magnetic flux tubes in the solar atmosphere. The dissipative effects in that 
context are due to heat conduction. However, the BOB equation is also a 
natural ad hoc candidate for an equation including nonlinear, dispersive, 
and dissipative effects, since it is a combination of the Benjamin-On0 equa- 
tion ((0.1) with v = 0) and the Burgers’ equation ((0.1) with p = 0). Burgers’ 
equation with a complex conjugate present in the nonlinear term is related 
to a system studied by Burgers [4] as a model in the statistical theory of 
turbulence. This type of nonlinear term does not contribute to the 
associated equation of balance of energy (see Section 3) and therefore 
seems to be the appropriate generalization to the context of complex- 
valued solutions. However, since this paper is concerned with small initial 
data in L’([w) all our results and proofs survive even if the complex con- 
jugate is removed. The BOB equation is also interesting because it occupies 
a distinguished place in the following family of generalized nonlinear- 
dispersive-dissipative equations 
u,+a(UP),+v p1qu-p p(r-1z4x=o. (0.3) 
Here p 2 2 is an integer, and q > 0, r > 1, v > 0, CI and p are real numbers. 
IDIq is the Fourier multiplier operator defined by (IDlqu)“(k) = lklq B(k). 
The BOB equation can be obtained by taking p = q = r = 2, and is the sim- 
plest equation of this family for which the long-time form of the solution 
is determined by a precise three-way balance of nonlinear, dispersive, and 
dissipative effects. We will elaborate on this point presently. 
But first we need some concepts useful for describing the temporal 
asymptotic behavior of solutions of evolution equations like (0.3). Let U 
denote a nonempty topological space, and q: (0, co) x U + [0, co) a con- 
tinuous map. 
DEFINITION 0.1. (1) Suppose for every f EU we have sup,,,,q(t,f) 
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< 00. Then we say this estimate is typically sharp if the set of all f~ U for 
which lim inf, _ o. q(t, f) > 0 is a dense open subset of U. 
(2) Suppose for every f E U we have lim supt _ co q(t, f) = 0. Then we 
say this asymptotic result is optimal if whenever y: (0, co) -+ (0, co) is a 
continuous function such that y(t) + 0 as t -+ cc there must exist f~ U such 
that lim sup,+ o. y(t)-‘q(t, f) = co. 
For example, suppose S(t)f denotes the solution with initial data f of 
the linearized version of (0.3), i.e., a = 0. Then for all f E L’(R), it is 
not hard to show using Plancherel’s theorem that 11 lIIl”,S(t)fll LzcRj = 
O(tpcrn+ 1’2)iq) for t >O and all real numbers m 20. Furthermore the 
estimate SUP,,~ tcm+ 1/2)lq 11 IIIl”S(t) fil L2cRj < co is typically sharp, since 
there exists a positive constant C, such that for all f~ L’(R) we have 
lim t-cc bm+l’*)‘q 11 lDl”S(t)fll L2cRj = C, Ijym f(x) dxJ. So the set of initial 
data for which the estimate is sharp is the complement in L’(R) of the 
hyperplane, where jym f(x) dx = 0. On the other hand, using the methods 
in Section 2 (see Theorem 2.2.3, and the remarks thereafter) we have that 
IIs fll LZ(R) =o( 1) as t + co for data in L2(R) and that this estimate is 
optimal. For nonlinear equations the known methods of proof frequently 
break down for large data and thus we can only prove such decay 
estimates for initial data in some open set U containing zero. The reader 
should realize that the term “optimal decay” is frequently used more 
loosely to mean that solutions of the nonlinear equation are known to 
decay at least as rapidly as solutions (arising from the same class of initial 
data) of its linearized equation. This usage assumes that nonlinearity can 
never enhance or decrease decay rates. Whenever we use this term in this 
sense we will enclose it in quotes to distinguish it from the technical usage 
introduced in Definition 0.1(2). 
Beyond the question of the size of the solution S(t)f as t -+ 00 it is also 
desirable to know its asymptotic shape. Let X, Y denote Banach spaces of 
functions (or distributions) defined on R, and suppose for a nonempty 
open set U c X we have that the solution of the initial value problem under 
consideration defines a continuous mapping S: U x (0, co) + Y: (A t) H 
S(t)J We seek “intermediate asymptotic? for the solutions, i.e., 
continuous mappings S, : U x (0, co) -+ Y: (f, t) H Sr (t)f of simple 
dependence on x, t, and depending on f only through the values of a finite 
number of parameters, defined throughout U. We suppose that 
IISr (t)fll y = O(y(t)) is typically sharp for data in U as t + co, where 
y : (0, co) + (0, co) is a continuous function. We require S1 (t)f to 
accurately describe the form of the solution S(t)f for large t in the 
following sense. 
DEFINITION 0.2. We say S, is an intermediate asymptotic for S [in the 
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Y-norm, for data in U] if for every f o U we have Ils(t)f- S1 (t)fli y = 
o(y(t)) as t -+ co. A rate associated with this intermediate asymptotic is an 
asymptotic estimate of the behavior of the quantity IlS(t)f-- S1 (t)fll y 
holding for all f o U as t + co. 
This terminology is standard; see Sachdev [lS]. For example, in 
Section 2 we prove that if s 2 0 and U= X= L,‘(R), i.e., the set of all f 
satisfying {Zoo(l + /xl)” If(x)1 dx< 00, and if Y=L*(R), then an 
intermediate asymptotic with rate o(t-("+ l’*)‘*) as t + cc for the solution 
u(t) = S( t)f of the linearized BOB equation can be taken in the form of the 
special solution 
u1(t)=S1(t)f= i y%p,(t), (0.4) 
j-0 ’ 
where n = [[sl is the greatest integer not exceeding s, F(x, t) = 
t-“*G(xt-‘I*) is the fundamental solution (the function G is defined in 
terms of its Fourier transform by the rule G(k) = e-(Y-iPsgn(k))k2), and 
pj=scOm x’f(x) dx for j=O, . . . . n. Note that u1 (t) = S,(t)f is a sum of 
similarity solutions which depends on f only through the values of the 
parameters pj. Since IIS, (t)fll L2cwj =0( t ~ li4) is typically sharp for data in 
L:(R) as t + 00 it follows that IlS(t)fllL2(R)= O(t-1’4) is also typically 
sharp. Clearly then, one of the best ways to prove that a decay estimate is 
typically sharp is to find the corresponding intermediate asymptotics. 
In order to see how the BOB equation is especially interesting we must 
obtain a general idea of the particular asymptotic balance between the 
effects of nonlinearity, dispersion, and dissipation inherent in each of 
Eqs. (0.3). One crude measure of this balance is the relative decay rates of 
the various terms in the equation. Some idea about the behavior of these 
rates can be obtained by making the assumption that solutions of the non- 
linear equation with initial data in L’(R) decay at the same rates (at least) 
as solutions of the linearized equation. Use of the estimates mentioned 
above and the interpolation inequality llzil( LE(Rj d 2”* ll~jl2/:(~, Iju’II $&, 
leads to the following (possibly nonsharp) estimates of the terms in 
Eq. (0.3): 
Ilu(t)P-lu,(t)ll~Z(w)= 0(t-(p+l’*)‘q, 
I/ IDJqu(t)llLzcR)= O(t-(q+“*)‘q, (0.5) 
11 IDI~~1Ux(t)llL2(IW)=0(t-(r+1’2)‘q). 
The u,-term must decay at least as fast as the most slowly decaying term 
in the equation. If these estimates are typically sharp and it is not the case 
that p = q = r then one or two of the three effects (nonlinearity, dissipation, 
505/90/2-3 
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dispersion) is relatively unimportant in the long time regime in comparison 
with the other(s). 
The nature of this balance (or imbalance) appears in the form of the 
intermediate asymptotics. For example, consider the Kortewegde Vries- 
Burgers (KdVB) equation: 
u, + Lmu, - vu,, + pu,,, = 0. (0.6) 
This (for real-valued solutions) is a special case of (0.3), where p = q = 2, 
and r = 3. Amick, Bona, and Schonbek [2] have shown that the solutions 
of this equation satisfy a decay estimate Ilu(t LzCIw) = O(t-‘14) which is 
typically sharp for initial data in L’(R). In addition the estimates in (0.5) 
are typically sharp for the KdVB equation and thus the dispersive term 
decays more rapidly than the other terms of the equation. Using their 
methods the present author has shown [S] that if u, is the solution 
of Burgers’ equation with the same initial data f E L’(R) then 
lb(t) - u1 (t)ll L2(iw) = O(tP3j4 ln(2 + t)). Since it is well-known [7] that the 
intermediate asymptotics for solutions of Burgers’ equation are nonlinear 
difffusion waves with a single hump, the so-called triangular waves (see 
Whitham [20]), we see that these single hump waves serve as intermediate 
asymptotics with rate u(c~“~) in the L*-norm for solutions of the KdVB 
equation arising from data in L’(R). Thus it is possible to choose inter- 
mediate asymptotics appropriate for this rate which do not reflect the 
multi-hump behavior one might expect of solutions of the KdVB equation. 
We interpret this result to mean that for the KdVB equation dispersion is 
too weak time asymptotically to influence the leading order intermediate 
asymptotics. However, the “decaying multi-soliton” behavior will undoub- 
tedly be present in intermediate asymptotics with rate O(t-‘) for solutions 
of the KdVB equation if a is sufficiently large. 
The BOB equation is the simplest example of a model equation of the 
type (0.3) (p = q = r = 2), where all three effects are perfectly balanced so 
as to equally affect the nature of the intermediate asymptotics. The decay 
results proved in this paper will imply (at least for small initial data) the 
typical sharpness of the estimates (0.5) for the BOB equation. One 
manifestation of this balance is the existence of a similarity reduction of the 
BOB equation. Suppose one looks for solutions of the BOB equation in the 
similarity form uI(x, t) = (t+~))“~w(x(t+u))~/*), where a can be any 
nonnegative constant, usually either 0 or 1. If w E L*(R) and u1 satisfies the 
BOB equation then w must satisfy what we are calling the Reduced 
Benjamin-Ono-Burgers equation (RBOB) 
545) - w(5)‘+ 2(v + pew w’(5) = vrln. (0.7) 
q/z is a constant of integration. Being a first order equation we expect to 
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be able to specify a single parameter and then obtain a unique solution. 
For reasons which will become clear later, the natural parameter to specify 
is p = [$(O+) + G(O-)]/2. In order to understand the significance of this 
similarity reduction and its solutions we introduce, following Hopf [7], 
new independent and dependent variables 5, z, u by the transformations 
(=x(t+a)-“2, z=ln(t+a), 
u( 5, T) = ed2u( teT’2, eT - a) x = ter12, (0.8) 
t=e’-a, u(x, t) = (t + ~)-‘/~u(x(t + a))‘12, ln(t + a)). 
So if u(x, t) satisfies the BOB equation then ~(5, z) satisfies 
u,-- [~u/2-v2/2+(v+p~)uJ~=o. (0.9) 
We will call this the BOB equation in similarity variables, or BOB for 
short. The usual initial value problems are transformed into one another 
when a = 1. Clearly the r-independent solutions of BOB are exactly the 
solution of RBOB for some value of 9. Hopf showed in the case of Burgers’ 
equation (p = 0) that the solution u of (0.9) arising from initial data 
fc L’(R) tends in the norm of BP(IW) as 7 + cc to a r-independent solu- 
tion w, i.e., to a solution of (0.7) (with p = 0 and q = 0). This solution turns 
out to be the spatial form of the triangular wave solution of Burgers’ equa- 
tion mentioned above. Thus the intermediate asymptotic for the solution of 
Burgers’ equation is converted by the change of variables (0.8) into the rest 
state to which the transformed solution tends as z + cc. Because the BOB 
equation has the exact same scaling properties it is natural to suspect hat 
this sort of behavior also holds for solutions of the BOB’, i.e., that solu- 
tions of the RBOB are spatial forms for the intermediate asymptotics for 
solutions of the BOB equation. This is what we will prove. 
Now we will describe the contents of this paper. In Section 2 we consider 
the linearized BOB equation. The results therein constitute the technical 
heart of Sections 3 and 6. In Section 2.1 we examine the fundamental solu- 
tion of the LBOB equation and its Hilbert transform. Explicit formulas are 
given in terms of well-known special functions and asymptotic expansions 
are recorded. Since these are similarity solutions, their decay rates are 
easily computed. In Section 2.2 we give a detailed account of the temporal 
asymptotic behavior of solutions of the homogeneous LBOB equation. As 
we have indicated above, in this case we can explicitly give the intermediate 
asymptotics corresponding to any desired algebraic decay rate. In 
Section 2.3 we examine the inhomogeneous form of the LBOB equation. 
Using the Duhamel representation of the solution we derive careful 
estimates which measure its regularity and decay properties. 
In Section 3 we study narrowly the initial value problem for the BOB 
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equation. References to other accounts of this problem are given. We con- 
fine our attention to extending these results to cover the kind of initial data 
for which we can also analyze the temporal asymptotic behavior, namely 
small elements of L’( [w). We use a standard contraction mapping argument 
in specially weighted spaces based on the estimates of Section 2.3. 
One corollary of our proof of global existence is that all the solutions so 
obtained satisfy the decay estimate Ilu(t LZcrwj = O(tP ‘j4), which we will 
eventually (see Section 6) show to be typically sharp for data in L’(R). In 
Section 4 we comment on the problem of extending this decay estimate to 
large data in L’(R). We will show there that this estimate holds for solu- 
tions with data in L’(R) n L’(R) if and only if the L’-norm of the solution 
is bounded independently of time. We will also briefly consider some non- 
“optimal” decay estimates for data in L”(R). 
In Section 5 we analyze the RBOB equation. In Section 5.1 we derive 
some integral equations which are equivalent to the RBOB equation in the 
context of L2 solutions. In Section 5.2 we show that any L2 solution of the 
RBOB equation must be in H”(R) and we prove the a priori validity of a 
two term asymptotic expansion for w(t) as 141 + cc whose coefficients are 
expressed in terms of the parameters v, p, p, q. In Section 5.3 we prove that 
L2 solutions of the RBOB equation exist provided p and q are sufficiently 
small in relation to v. We do this by a contraction mapping argument in 
an appropriate ball in L’(R). Thus we obtain uniqueness of solutions in 
this ball and continuous dependence on the parameters p and q. 
Finally in Section 6 we prove that if 0 <s < 1, f~ Li ((w), and llfll L~cIwJ is 
sufficiently small, then the solution of the BOB equation whose existence 
was proven in Section 3 possesses as an intermediate asymptotic the 
similarity solution (a=O) with the same net mass. The rate is 
o( t PCS + ’ ~ 1’J’)‘2) in the LP-norm. Alternatively our results can be expressed 
in similarity variables, where they take on a dynamical systems flavor. 
The “flow” of the BOB’ equation is a continuous mapping 
s’: U1 -+BC([O, co), L’(R)):f~--rSlf =(rt+S’(T)f), where U, is the open 
set of all f E L’(R) such that ilfli Lm(IwJ < cv, c G 0.956. Each of the closed 
hyperplanes H, = (f E L’(R) I p = jTm f(x) dx} is invariant under the 
“flow” determined by S’. Suppose D is the open disc of all p E UZ such that 
1~1 < 2’12v. Then there is a continuous map w: D + L’(R) n L2(R): p ++ wp 
such that w0 = 0, and for all p E D we have wP E H, and w, is a solution of 
the RBOB equation (y = 0). Then the following results are true. 
(1) There exists a constant C > 0 such that for every f E U, A H, we 
have the estimate 
II?/-- wp II Bc(R+,LqR)) d c Ilf - WP ll LYR). 
(2) If f E U, nH, then lim,,, IlS’(z)f -w,~IL~~R~=o. 
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Combining these two we see that if wP E U, then W, is (Lyapunov) stable 
and in fact asymptotically stable with respect o the flow of the BOB’ equa- 
tion restricted to HP. If q # 0 then solutions of RBOB are also asymptoti- 
cally stable with respect to the flow of the BOB’ equation restricted to 
hyperplanes HP,, c L’(R) + ZL’( R) of constant values of p and q, where 
%L’(R) denotes the space of all Hilbert transforms of integrable functions. 
Given the nature of the balance inherent in the BOB equation and the 
fact that solutions of the RBOB equation determine the intermediate 
asymptotics of solutions of the BOB equation arising from small initial 
data one is lead to make certain conjectures concerning the picture for 
large data. 
(1) The BOB equation determines a bounded Co semigroup on all 
L’(R, [w). In particular we expect global solutions to exist for large data in 
L’(R, [w) and to be bounded independent of time in the L’-norm. By the 
results of Section 4 this would imply that llS(t)fllL2cRj = O(t-‘I”) for all 
fE L’(R, 03). 
(2) Solutions to the RBOB equation exist in L’(R) n L’(R) for all 
p E R, and q = 0. It is likely that L* solutions may fail to exist for large 
values of q, as is the case when p = 0. 
(3) These solutions of the RBOB equation for p E [w and q = 0 are 
globally asymptotically stable solutions of the BOB’ equation restricted to 
HP. In other words, the similarity solutions of the BOB equation whose 
spatial forms are the solutions of the RBOB equation under consideration 
are intermediate asymptotics for general solutions of the BOB equation, 
even those arising from large initial data. 
(4) Finally, we describe our expectation as to the appearance of the 
large data solutions of the RBOB equation (q = 0, p > 0) whose existence 
was conjectured above. If p = 4znp, where n is a positive integer, and v is 
sufficiently small, then we expect that an integrable solution w exists with 
precisely n local maxima located at points 0 < t1 < ... < t, such that 
0 < ~(5~ ) < . . . < w( 5,). These solutions represent he spatial forms of pure 
“decaying n-solitons” (cf. “explode-decay solitons” of Nakamura [ 131). 
For all other values of p the solutions should exhibit oscillations for 
negative values of 5 which represent “decaying dispersive tails.” If p < 0 the 
solutions should be monotonically increasing for positive 5. The amount of 
oscillation in the tail region, and the distinctiveness of the humps should 
become more pronounced as v + 0 +. 
These conjectures, especially the last ones, may seem unwarranted. They 
represent he author’s intuition, based on his investigations of the inter- 
mediate asymptotics for the linearized BOB equation, Burgers’ equation, 
and the Benjamin-On0 equation. The critical values ,D = 4nnp, where n is 
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a positive integer, coincide with the net masses of the pure n-soliton solu- 
tions of the Benjamin-On0 equation. One point, at least, deserves further 
elaboration. Why do we expect “decaying solitons” to behave like similarity 
solutions? Edwin and Roberts [6] and Matsuno [ 121 have computed by 
means of formal asymptotic expansions the effect of a small amount of 
Burgers-type dissipation on the propagation of a Benjamin-On0 solition. 
Their approximate expression for the “decaying soliton” is 
where a is a positive real constant. This function decays in amplitude, 
spreads out, and slows down at precisely the same rates as would a 
similarity solution whose spatial form w has a single hump centered about 
some positive value of 5. Since the expression (0.10) is supposed to become 
more accurate as v -+ O+ (which takes us outside the realm of our smallness 
assumptions), this is an indication that there are “decaying soliton” solu- 
tions of the BOB equation which are of similarity form. 
1. NOTATION, FACTS ABOUT THE HILBERT TRANSFORM 
Iw and @ will denote the real and complex numbers, respectively, and 
[w + = (0, co). Es] will denote the greatest integer less than or equal to s. We 
will always use /I(k) to denote the function p(k) = (1 + k*)l/* for ke R. 
Define u(k) = (v - ip sgn(k))k*, where sgn(k) = 1 if k > 0 and sgn(k) = - 1 
when k < 0. We will use L%?(Z) and 9(z) for the real and imaginary parts 
of the complex number z. B(r, s) = Jt( 1 - t)‘- ‘tS-’ dt denotes the Beta 
function, which is finite whenever , s > 0. 
If u is a function defined on [w x R + then we will use u( ., t) or simply u(t) 
to denote the function x H u(x, t), If X is a normed space of functions of 
x then we will use U(X, t) E X(x) and u(t) E X interchangeably and denote 
by II 4~ t)ll x(x) = 11 u(t)/1 X the norm in the space X. A class of mappings 
from one set X into another set Y will be denoted by something like 
&(X, Y), where LZJ will indicate the type of mappings in the class. For 
example, if X is a Banach space, then L(X, X) denotes the class of bounded 
linear operators, and C(lR +, X) denotes the class of ail continuous map- 
pings. This class will contain unbounded mappings. The Banach space of 
bounded continuous mappings U: B! + + X will be denoted by BC( Iw +, X), 
and will be assumed to be equipped with the sup norm. CH([w+, X) denotes 
the space of all n-times continuously Frtchet differentiable mappings. The 
spaces L,“(R+, H’([W)) and BC,([W+, H’(B)) will be defined in Section 2.3. 
BENJAMIN-ONWBURGERS EQUATION 241 
For spaces of test functions and distributions we will use the notations: 
g(R) for the space of C” functions on R with compact support equipped 
with the usual inductive limit topology; P(R) is the space of all continuous 
linear functionals on g(R) equipped with the topology of uniform con- 
vergence on bounded subsets of g(R) (i.e., the strong topology); Y(R) is 
the space of tempered test functions, i.e., C” functions on R which are 
bounded together with all derivatives even after multiplying by polyno- 
mials, equipped with the obvious Frechet space topology; Y’(R) will 
denote its dual space, again with the strong topology. GP((O, T), X), where 
X is a locally convex topological vector space, will denote the space of all 
continuous linear maps g((O, 7’)) -+ X. If X= B’( I&!) or X= sP’( R) then it 
is essential that continuity be interpreted relative to the strong topologies 
on g’(R) and Y’(R). This allows us to use the Schwartz Kernel Theorem 
(see Treves [19]), g’((O, T), g’(R))% 53’((0, T) x R). However, for con- 
vergence of sequences or for limits with respect o a real parameter we can 
equivalently use the weak star topologies on P(R) and Y’(R). 6 will 
denote the Dirac delta distribution and pv( l/x) will denote the distribution 
defined by (pv(l/x), cp) =lim,,,+ j,,,3,(cp(x)/x) dx for all KEY. 
Lp(R) will denote the space of equivalence classes of measurable com- 
plex-valued functions on R such that the pth power of their absolute value 
is Lebesgue integrable on R (the usual modification for p = cc is under- 
stood). We will let L:(R) denote the class of measurable functions f on R 
such that (1 + Ixj)“f(x) ELM, the Lp-norm of this function being the 
norm in Lf( R). If f~ Lp(R) and g E L”(R) then denote by f * g the L’ 
function defined almost everywhere by the formula 
(f* d(x)=jm .0x-y) g(y)+, --m 
where 1 + l/r= l/p + l/q, 1 dp, q, rf 00. 
Our Fourier transform is defined by 
(.Ff)(k) =f(k) = jy, e-“-f(x) dx, 
for functions f E Y(R), and by transposition for all tempered istributions. 
Fourier multiplier operators will be denoted by m(D), where m: R + C is 
a function and D = - ia,. This operator is defined formally in terms of the 
Fourier transform by [m(D)f] ^(k) = m(k)f((k). 
Our Hilbert transform is defined to be the operator -i sgn(D). The 
usual pointwise definition is in terms of the limit 
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which exists for almost every x E [w for all f~ LP(R), 1 d p < cc. For 
1 < p < co the resulting function X~E LP( 178) c .44’(R) and JY~= 
-isgn(D)f: When f~L’([w) it may happen that X'f is not locally 
integrable on any interval. Nevertheless the function Xf can be made into 
a tempered istribution by means of the so-called Titchmarsh integral, i.e., 
if 4 E Y(R) then we define 
The proof that this limit exists and defines a tempered distribution is in 
[9]. It then follows that this tempered distribution coincides with the 
tempered distribution -sgn(D)f: An important property of the Hilbert 
transform which enables the Hilbert transform of certain functions 
to be explicitly computed is the following. Suppose F is a holomor- 
phic function, defined for Y(z) > 0, and lying in the Hardy space 
e2, i.e., su~.v>o llF(x+~~)Il~~~x~ < co. Then for almost every x E R the 
lim, _ o+ F(x + iy) =f(x) + ig(x) exists, f, g E L2(R, R), and g = ZJ 
If 0 is an operator and XC 5p’( R is a space, then 0X will denote the 
image of the space X under the operator 0. If X is a normed space and 0 
is injective on X, then we give LOX the norm which makes 0 an isometry. 
For example, P-Lp(iX?) denotes the space of all Fourier transforms of Lp 
functions, or equivalently, the space of tempered distributions whose 
Fourier transforms are Lp functions. For all s E R denote by H”(R) the 
usual Hilber-Soboiev space B(llp”L2(R) consisting of all tempered dis- 
tributions f whose Fourier transforms are locally integrable functions f 
such that (1 + k2)Si2j‘(k) E L2(k). The Lp based Sobolev space will be 
denoted by Wk,p(R). It consists of all Lp functions on [w whose first k dis- 
tributional derivatives come from Lp functions. If XC H”(R) then we will 
denote by &?XC H”(R) the space of all Hilbert transforms of distributions 
in X. Thus, for example, %?L’(R) c H-‘(R). L’(R) + XL’(R) will denote 
the linear span of L’(R) and &‘L’(R) in H-‘(R). The norm in this space 
is defined by Ilf II L~~R~+xL~~w, = inf(ll gollLlcR, + II glllL~~R~)~ where the 
inlimum is taken over all go, g, E L’(R) such that f = go + Zag,. 
L’(R) n XL’(R) will denote the space of functions in L’(R) whose Hilbert 
transform is in L’(R). It is equipped with the norm \Jf/)L~CRJnXL~CW) = 
Ilf II L’(c=u)+ IlJ?f IL’(R). Note that L’([W)n~L’([W)~L’([FB)~L’(aB)+ 
.%fL’(R) 4 Y-L”(R) and that these inclusions are bounded. 
BENJAMIN-NO-BURGERS EQUATION 249 
2. THE LINEARIZED BOB EQUATION 
2.0. Introduction 
In this section we collect together results about existence, uniqueness, 
regularity, spatial, and temporal asymptotic behavior of solutions of the 
linearized Benjamin-One-Burgers’ (LBOB) equation: 
~t-(v+PW%x= -(ghLP in 9’(R+, Y(R)), (2.0.1) 
u(t) -f in Y’(R)as t-*0+, (2.0.2) 
where v > 0 and p are real constants. If v = 0 then (2.0.1) is called the 
linearized Benjamin-On0 (LBO) equation. We will not consider this case. 
Our results will however contain the case p = 0, i.e., the heat equation. By 
scaling the x variable the constant v can be replaced by 1, but we will not 
do this. The solution of (2.0.1) and (2.0.2) is given by the usual Duhamel 
formula 
-a(D)(t-r) 8, [g(z) h(z)] dz. (2.0.3) 
In Subsection 2.1 we study (2.0.1) and (2.0.2) in the case g = ti = 0 and 
f = ~6 + +%6. These solutions turn out to be of similarity form. Convolu- 
tion of these special solutions with the initial data f yield the solution to 
the initial value problem for the homogeneous equation (g=h = 0). The 
temporal asymptotic behavior of this solution is studied in Subsection 2.2. 
Finally, in Subsection 2.3 we study the inhomogeneous equation (2.0.1), 
where g and h are in certain weighted spaces and f = 0. The solution is 
analyzed in regard to its regularity and temporal asymptotic behavior in 
relation to that assumed of g and h. Since our discussion of the 
inhomogeneous equation is aimed toward the analysis of the nonlinear 
equation we will not consider more general right-hand-sides than that 
shown in (2.0.1). In the existence theory (Section 3) for the nonlinear equa- 
tion we will have g= h = ii. In the analysis of the temporal asymptotic 
behavior (Section 6) of solutions ul, u2 of the nonlinear equation we will 
have u=g=ii,-U, and h=il,+z&. 
2.1. Similarity and Fundamental Solutions 
Suppose s 2 0 is a real number and w E L,’ (R) + S?Lt (R) is a function 
such that u,(x, t) defined by u,(x, t)= t-(S+1)‘2w(xt-1’2) is a solution of 
(2.0.1) (g = h = 0). The solution u1 is called a similarity solution and w 
will be called its similarity form. If 4 = xt - ‘I2 then w satisfies the reduced 
equation 
(s + 1) w(t) + (w’(5) + 2vw”(l) + 2p(Pw”)(5) =o. (2.1.1) 
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We will concentrate on the case s = 0. The solutions in the case where s is 
a positive integer can be obtained from those with s = 0 by applying a.;. If 
w=g,+~og,, where g,, g, E L’(R) and p and q are defined by p = 
pm go(x) d-? tl= s”“, g,(x) dx, then ,U and q do not depend on the 
particular choice for g, and g, In fact p = (ti(0 + ) + ti(0 ))/2 and 
q = i(@(O+ ) - $(O-))/2. In terms of these parameters we can easily see that 
the similarity solution U, satisfies the initial condition 
u,(t)+jd+;pv; in Y’(R)as t+O+. (2.1.2) 
If p= 1 and q =0 then the unique solution in L”((0, co), L’(R)) to the 
problem (2.0.1) and (2.1.2) is called the fundamental solution, and will be 
denoted by Fy,p(x, t). Its similarity form will be denoted by G,,(t). If the 
values of v and p are understood then we will denote these functions simply 
by F(x, t) and G(l). Since (l/n) pv( l/x) = 28, the solution to the problem 
(2.0.1) and (2.1.2) with p = 0 and q = 1 is (%‘F(t))(x) with similarity form 
(XG)(t). If w is as above (s=O) then (2.1.1) can be integrated once to 
obtain 
5’40 + 2vw’(5) + 2p(~w’)(5) = q/n. (2.1.3) 
Taking the Fourier transform of this equation one can easily show that its 
general solution in L’(R)+ ZL’(lR) is the inverse Fourier transform of 
(p - irj sgn(k)) eC+)‘, where p and’r are arbitrary complex constants, and 
CC(~) =vk* - ipk Ikl. Thus 6(k) = e -‘(“). G and 2G can also be expressed 
in terms of well-known special functions by considering (2.1.3) as the real 
part of the ordinary differential equation 
MO + 2(v - pi) 4’(t) = (v + @)h (2.1.4) 
with solution d= w + i&?w. Without difficulty one can show that (2.1.4) 
has a solution of this form if and only if the initial datum is chosen to be 
qqO)= l+--i 
2Jn(v-pi)’ 
(2.1.5) 
where the square root is taken to be in the first or fourth quadrant. With 
this datum (2.1.4) can be solved by the use of an integrating factor to 
obtain 
f++(x)= p--e 
2J&=7) 
(2.1.6) 
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where the so-called complementary error function of a complex variable 
W(l) is defined by (see [ 11) (see Fig. 1) 
(2.1.7) 
Since w = 94 = PG + ?XG we have that 
(2.1.8) 
(zGv,p)(S) = (2.1.9) 
If p = 0 then a well-known asymptotic expansion of W(i) yields a correct 
asymptotic expansion for the similarity form of the fundamental solution of 
the heat equation (which decays exponentially) and its Hilbert transform, 
the Dawson’s integral (see [ 11). If on the other hand p # 0, then we have 
the formula 
G,,(5) = w(p) IPI -1’2Gvllpl,l (5 w(p) IPI -1’2). (2.1.10) 
So without loss of generality we can set p = 1. When v > 0 the line 
i = [[4(v - i)] -‘j2 lies inside the sector of validity of the above-mentioned 
Y 0.0 
-0.2 
p=’ 
-0.4 Y = G(C) 
Y = W)(E) 
-0.6) , , , , , , , , / / , , , , , , , , / 
-20 -10 0 10 
F 
D 
FIGURE 1 
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asymptotic expansion of I+‘([). Using (2.1.8) and (2.1.9) one can derive 
asymptotic expansions for G and &‘G which are valid as 151 -+ cc: 
120(3v*- 1)+672Ov(v*- l)+ 
C’ <’ ‘.. ’ 1 (2.1.11) 
1 
~Gv,,Wn 2+-p+ 
[ 
1 2v 12(v2- 1) + 12Ov(v*-3) + 1680(v4-6v2+ 1) +. 
(5 
t7 tv 1 . 
(2.1.12) 
The derivatives of these expansions yield valid asymptotic expansions of 
the derivatives of G and X’G. Now we will state some consequences of the 
above calculations. 
THEOREM 2.1.1. Suppose G,,, is as defined above. Suppose also that 
u~(x, t)= tp1’2w(~t-1’2) is a similarity solution of (2.0.1), where 
WE L’(R) + &L’(R). Define the differential operators ~9~ for SE R by 
Q7=i-s-i[ac. ThenforxER, t>O, j>O,k>O,andl<p<co wehave 
(1) a;aful(X, t)=t-(i+*k+1)‘2(a:LOk...C02C01W)(Xt-1’2); 
(2) Ila;afu,(x, t)l(,(,)=t-(i+2k+1--‘p)‘211a:,k...,2,1w~~LP; 
(3) a:ok .. .02c0, G,,, E Lp; also apk . ..0201 XG,,,, E Lp except for the 
case where j = 0, k = 0 and p = 1 simultaneously; 
(4) llG~~lI/Lz= [l .3. . . . .(2j- 1)]1/*2--j-33/471~1/4v--(2j+1)/4. 
Proof: (1) and (2) follow from the self-similar form of u, . (3) follows 
from (2.1.11) (2.1.12), and the fact that c?&+~,,~[(~“] =0 for n= 1, 3, 5, . . . 
(4) follows from Parseval’s theorem. 1 
2.2. Temporal Asymptotic Behavior of Solutions of the Homogeneous 
Equation 
Iorio [S] has investigated the LBOB equation as a semigroup in H”(R) 
for s E R. As is well-known if f E Lp(R) for 1 6 p < cc then the solution 
u(t) = e-X(D)‘f of the homogeneous version of the LBOB equation can be 
obtained as the convolution u(t) = F,,,(t) *j If f e L’(R) + *L’(R), i.e., 
f=go+Xg,, where g,,g,EL’(R), then u(t)=e-“b)‘f=F,,,(t)*g,+ 
SF, p(t) * g, . Because of the smoothness of the fundamental solution and 
its Hilbert transform the solution lies in H”(R) for every positive time. To 
supplement hese comments we state the following theorem whose proof 
can easily be supplied by the reader. 
THEOREM 2.2.1. Suppose l<p<co, f ELP(R), andu(t)=F”,,(t)* ffor 
all tER+. Then u(t)+f in Lp(R) as t-+0+, andfor all p<q<co and 
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integers m > 0 we have u E C”‘( R +, V”(R)). There exists a unique C” 
representative of u that is a classical solution of (2.0.1) (g = h = 0), i.e., the 
principal value integral defining the Hilbert transform exists for every 
(x, t) E Iw x [w+, and the equation holds at every such (x, t) when the partial 
derivatives are interpreted classically. Furthermore tf 1 < p d q < 2 then u is 
the unique distributional solution of (2.0.1) (g = h = 0) and (2.0.2) in the 
class L,‘,,(R+, YLq’(R)), where 4-l +(q’))l= 1. rf f EL’(R)+XL’(R) 
then the same assertions as above hold except that u(t) will not in general ie 
in L’(R) (although its derivatives will). In this case however we do have 
UEBC([O, co), L’(R)+XL’(R)). 
The following result will be useful to our discussion in Section 3 of the 
convergence of the solution of the nonlinear equation to its initial data. 
PROPOSITION 2.2.2. Suppose f E L’(R) + XL’(R) then IleC@)‘f II L~cRl = 
o(t-1/4) as t + O+. 
Proof Using Parseval’s formula we have 
t1j4 Ile-a(D)‘fll L2(R) = (2x)-‘/* j_“, e-2yo2 lf((ot-“*)I* dw)l’*. 
( 
(2.2.1) 
Clearly this tends to 0 by the dominated convergence theorem. 1 
Now we are ready to pursue the question of how solutions of the LBOB 
equation decay in time. The temporal decay rates depend on which spatial 
norm is used to measure the solutions as well as the behavior of the 
Fourier transform as k + 0 of the initial data. Our first theorem describes 
the situation when the Fourier transform of the data is assumed to possess 
“singularities” of various strengths near k = 0, leading to more or less slow 
decay. 
THEOREM 2.2.3. Suppose 1 < q < co, q < p G co, and f E Lq(R). Then 
lim t(1’4-1’p)‘2 IIF,,,( fllLPcRj=O. (2.2.2) 
f-r02 
Proof First we will prove (2.2.2) in the case p = 00. Let q’ be the con- 
jugate exponent to q, and suppose E > 0 is given. Choose M large enough 
so that 
IIGII > 
l/q E 
L4’(R) -y 
Now choose T > 0 large enough so that 
(2.2.3) 
(2.2.4) 
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Then if t 2 T we have that 
(2.2.4) 
Now we will prove (2.2.2) in the case p = 4. The case for values of p 
between q and co will then follow by interpolation. Let E > 0 be given. 
Choose a function ge C,(R) such that l/f- gllLq~R~ < c/(2 llGllL~~wJ and 
choose T> 0 such that l[GIl Lq(Rj II gl) L~cRj T-” -‘lqv2 -c $2. Then by Young’s 
convolution inequality we have for t 2 T that 
W(t) * fll LU(R) d IIF * (f- g)ll LI(R) + IIF * cdl LU(R) 
d IIF(t)ll Ll(R) IV- ‘4 U(R) + Il~C’(t)ll L4(W) II gll L’(R) 
This result in the case q = p = 2 is optimal in the sense of Detini- 
tion 0.1(2). To see this suppose that y: (0, co) + (0, co) is a continuous 
function such that y(t) = o( 1) as t + co and for all f~ L2( R) we have 
lim SUP~+~ y(t)-’ Ile-OL(D)‘SIIL2~R~ < co. Define for t >O the function 
Yl(t)=suPsrt y(s). For every f~ L2(R) let T(f) > 0 be such that 
s~p,~~(~)y(t)-l Ile-a’D”flJL2~Rj< co. Since y,(t)ay(t) we have that 
swfs r(f) YI (t)-’ llep”‘D” fll L2cR8) < co. But if 0 < t < T(f) then 
r,(t)-’ Ile-“(D”f II e&~,(T(f))-~ IlflLqta). 
Thus for all f EL2(R) we have SUP,,~ y1 (t)-’ lle--r(“)‘fll L21Rj <co. Then by 
the Uniform Boundedness Principle we have sup,, ,, y , (t) - (le ~ ‘(D)t I( L(L2,L~J 
< 00. But 
Ilee dD)t 11 L(L2,L2) = IIe-“(k)‘ll Lmckj = 1 
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for all t > 0, which yields a contradiction since y1 (t) = o( 1) as t -+ co. This 
argument is adapted from Littman and Markus [ll]. The result for 
general p and q is undoubtedly optimal as well, but we will not pursue this 
question here. 
An examination of Theorem 2.2.3 reveals that more rapidly (spatially) 
decaying initial data (less singular Fourier transform near k = 0) generated 
more rapidly (temporally) decaying solutions as measured in a fixed norm. 
However, if one considers data with even more spatial decay, say f~ Lf( R) 
for s > 0 (smoothness of the Fourier transform near k = 0), then the decay 
rate of the spatial norm of the solution depends also on which moments of 
the data vanish or do not vanish. This dependence can be greatly clarified 
by the consideration of the form of the solution as it decays. In the 
following theorem we show that appropriate linear combinations of the 
fundamental solution and its derivatives serve as intermediate asymptotics 
to the solution as t + co. Since the temporal decay rates of spatial norms 
of the intermediate asymptotic are known exactly (since it is a sum of 
similarity solutions) the exact conditions under which we can expect a par- 
ticular decay rate of the solution will be clear (see Corollary 2.2.7). Before 
we state our theorem we will state as a lemma an easy generalization of 
Taylor’s theorem. 
LEMMA 2.2.4. Suppose n > 0 is an integer, and KE C”(R). Define the rtth 
Taylor remainder of K by 
’ K”‘(t) 
(WO(Y)(O = K(t + Y)- c j! Y’, 
j=O 
(2.2.6) 
where 5, y E R. Zf the distributional derivative K(“+‘) is locally integrable 
then the usual integral representation of this remainder holds for all 5, y E R 
n+l 1 
(U)O(5)=~~ (l-z)“K’“+“@+ yz)dz. 
0 
Furthermore if 1 < p < co and for j = 1, ,,., n + 1 the distributional derivatives 
K(j) are in Lp( R) then the following estimates hold for all y E R: 
(2.2.7) 
Letf=g,+~g,,whereg,,g,EL~([W)ands~O.IfthenumbersCLI.and 
qj are defined by .uj = jEm x’go(x) dx and vi = srm x’g, (x) dx for 
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j = 0, . . . . n = [sj, then it is easy to show that they depend only on f’ and not 
on the particular choice of g, and g,. In fact for .j = 0, . . . . n we have 
~,=i’[~“‘(o+)+~‘j’(o-)]/2, yli= I ‘j+‘[‘(“(O+) -f’j’(O-)]/2. (2.2.9) 
THEOREM 2.25 Suppose s 2 0, 1 6 p 6 co, n = [sJ, m 3 0 an integer, and 
~ELJ(R)+XL,‘(R), say f= g,+Xg,. Define pji, qjfor j=O, 1, . . ..n as in 
(2.2.9), and the asymptotic approximation u1 (t) by 
ul(t)= i ya:[pjF(t)+4jJYF(t),. (2.2.10) 
j=o . 
Then the asymptotic result 
lim t(S+m+1-1’p)/2 Ila~[e~“““f-ul(t)]ll,,,,=O (2.2.11) 
1-m 
holds in the following cases: 
(1) ifP>li 
(2) ifp = 1, and m > 0; 
(3) ifp=l, m=O, ands>O; 
(4) ifp=l, m=O, s=O, and jZoo [ln(l+[~[)]“jg~(x)ldx<co for 
some E > 0. 
Ifp= 1, m=O, s=O, andfEL’([W)+Z’L’(IW) is arbitrary, then 
lim IJe-a(D)‘f--u,(t)llL,~IW)+~~I(IW)=O. 
t-cc 
Proof By Theorem 2.1.1(3) K= G(*) and K= XG(“) are in Cn(lR), so 
we can define R,(G@“)) and R,(XG’“‘) as in (2.2.6). Then it is easy to 
check that 
w-F(t) * go + #F(t) * g, - Ul (t)](x) 
(2.2.12) 
where F = F,,p and G = G,,,. Since 
II(R,K)( y)W”2Nl~~x~ =t”(2p) ll(WN~)ll,,,, 
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for any Lp function (&K)(y), we have by Minkowski’s integral inequality 
that 
Now we apply from Lemma 2.2.4 the estimate (2.2.7) when I yt-1’21 < 1 
and (2.2.8) when I ytr1’21 > 1. If p > 1 or m >O we see by Theorem 2.1.1(3) 
that the quotients in the last integrals of (2.2.13) are bounded inde- 
pendently of y and t. If p = 1 and m = 0 but s > 0 then we must apply the 
estimate 
1 m I~G(5+y)-~G(5)1dtl~Cln(l+Iyl), 
(2.2.14) 
-30 
where ye R and C> 0, in (2.2.8). Equation (2.2.14) follows from (2.1.12). 
This will again imply the second quotient (I = 1) is bounded. Thus under 
the assumptions of cases (1 ), (2), and (3) the quotients are bounded and 
by (2.2.7) tend to 0 as t -+ co for each fixed y. Thus (2.2.11) follows by the 
dominated convergence theorem. In case (4) the first (Z=O) quotient (not 
really a quotient since s = 0) is bounded and we may use dominated con- 
vergence as before. In the second (I = 1) integral of (2.2.13) the integrand 
can be estimated using (2.2.14) to obtain 
GCWl+ Ib-li21) k(Y)1 6 Cln(l+ IYI)I” lg,(Y)l, (2.2.15) 
when t amax(l, eP2}. Thus again we can apply the dominated con- 
vergence theorem. The last assertion is a consequence of the case (4) 
(g, =0) and the definition of the norm in the space L’(R)+ &?L’(lR). 1 
Several remarks about this result are in order. First, we only needed the 
fact that F is a solution of LBOB in order to show that G is in WmJ’(lR). 
Therefore, Theorem 2.2.3, p > 1, is really a result about large parameter 
asymptotic approximations to convolutions by a smooth self-similar kernel. 
Second, if the condition on g, in (4) does not hold then the difference 
#F(t) * g, - qoXF(t) will not in general ie in L’(R) and hence the result 
(2.2.11) fails for p=l, m=O, and s=O. An example of an g,EL’(R) for 
which this happens is 
g1 (x) = 
(1 +x))‘[l +ln(l +x)lP1{l +ln[l +ln(l -x)1}-‘, if x20 
0, otherwise. 
(2.2.16) 
505/W/2-4 
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Third, if we rephrase the statement of Theorem 2.2.5 in similarity variables 
(0.8) (with a=O) we obtain an asymptotic expansion of the solution II of 
the LBOB’ equation, 
u(z)-q(z)= 1 .i’e n (-1)’ -‘qp.G J (j’ 
+rl.~G”‘] 
J 
j=O ’ 
as r -+ 00 uniformly in { in the sense that Ilv(r) - u1 (z)]l Wm,pCWj = o(e--““12) 
as r -+ co. For technical reasons, in Section 6 we will need control of this 
error term in the H”-norm for every real m > 0. 
THEOREM 2.2.6. Suppose that s, n, f, pji, q, and u1 are as in Theorem 
2.2.5, and m > 0 is any real number. Then 
lim P+ 1’2)‘2 II/l(Dt”‘)” [eC”‘D’ff- u1 (t)] II L~CRI = 0. (2.2.17) 
t-m 
ProoJ: To shorten writing we set PJ” = pj and pj = ylj. Define 
(2.2.18) 
Note that 4 is a bounded function which tends to 0 as k -+ 0. Then 
t(S+“2U2 llP(Dt”*)“[e-“““f- 24, (t)]llLzCR) 
t(S + ~/7-W 
=- 
(27r)“2 II 
/j(kt’/‘)” e-a(k’t ’ /go (-iw(W’ 
x g,(k)- f: y (ik)j$ 
[ j-0 ’ Ill L’(k) t(S + 1/*)/* 
=- 
(27c)“2 I 
B(kt’/‘)” e-dWr ’ lg. ( -i m(k)) 
[to s”r d(oxt-“*) lxls Igr(x)l dxli . 
L2(w’ 
(2.2.19) 
Now use dominated convergence twice. 1 
COROLLARY 2.2.7. Suppose s2 0 and n = [SD. Define the space X, to con- 
sistoffunctionsfEL~(IW)+~L,‘([W)suchthat~j==j=Oforj=O,...,n-1, 
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and equip it with the subspace topology inherited from Li (R) + XL: (R). 
Then for every 16 p 6 co, m 2 0 an integer, and f E X, such that one of the 
four cases from Theorem 2.2.5 holds we have the estimate 
sup t (n+m+ l- UP)/2 118; e-awyll Lp(Iw) < * 
t>o 
(2.2.20) 
and it is typically sharp, case (4) excluded, for f E X, as t -+ 00. In fact we 
have 
= IhzG (m+n)+~,~G(m+n)llLP(R) 
n! 
(2.2.21) 
Proof. Equations (2.2.20) and (2.2.21) follow immediately from the 
proof of Theorem 2.2.5. Since Gem+“) and JFG@+~) are linearly inde- 
pendent, the limit in (2.2.21) will vanish if and only if p,, = q,, = 0. This 
determines a closed subspace of X, of codimension 2. Hence (2.2.20) is 
typically sharp for f~ X, as t + co. 1 
2.3. Estimates on the Solution of the Znhomogeneous Linear Problem 
Now we consider the inhomogeneous LBOB Eqs. (2.0.1) and (2.0.2), 
where f = 0 and g, h are in weighted spaces which are appropriate for 
solutions of the nonlinear problem. A consideration of the behavior of 
the solution e-‘@)‘f of the homogeneous LBOB equation, where 
fe L,‘(R) + %Lt (IR’) and 0 6s < 1, will be our guide in constructing the 
appropriate spaces in which to work. The prototypical estimate is the 
following: 
(vt)‘14 IIfl(D fi)r eC@)‘f IIL2Cwl 
= (27~~~‘~ llB(w)’ e-Q2ll L2coJ ll3ll LmcRI. (2.3.1) 
So define the weighted space L,“( R +, H’(R)) to be the class of all strongly 
measurable mappings g: R + + H’(R) satisfying 
II AI L,m(R+, H’(R)) - def es;z;p(vt)1’4 IIp(D ,,6t)rg(t)l(1.7CRj < co. (2.3.2) 
Define BC,(R+, H’(R)) as the intersection of C(R+, H’(R)) with 
L,“(R+, H’(R). It is a Banach space with norm given in (2.3.2). 
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Define K(f; gh): R+ -+ L*(R) by 
K(f, gh)(t)=e~“‘“‘lf-fSde~““““-“C,[g(r)h(r)] dz (2.3.3) 
for all t E R+. We will show that this is the solution of the problem (2.0.1) 
and (2.0.2) for fe L’(R) + XL’(R) and g, h E L,“(R+, L2(R)), and examine 
the uniqueness, regularity, and decay properties of this solution. 
First we will need a pair of lemmas, the first of which will enable us to 
estimate the product of g and h. 
LEMMA 2.3.1. Suppose a > 0, Y > 0 are real numbers, and g, h E L2( R). 
Then 
IIB(ka)‘Cghl A(k)llLmckj G 2’j4 llP(~aYgllL~cR, IIWaYhll.~~,,. (2.3.4) 
ProoJ: Since g and h are in L*(R) we have by Petersen [ 14, Corollary 
4.9, p. 811 the exchange formula: 
(2.3.5) 
To estimate this we will need Peetre’s inequality (Petersen [ 14, p. 861) 
which says that (1 + k2)p < 21p1’2( 1 + (k - c)*)‘“‘( 1 + <2)p for all k, 5, p E R. 
so 
B(ka)’ < 2”48((k - t)a)r/l(ta)r. (2.3.6) 
Applying (2.3.6) in (2.3.4) we have by Young’s convolution inequality that 
2 r/4 cc 
SF ID 
B((k-OaYt(k-5) B(laYh(t)& em 
II L”(k) 
<g HW)’ k(k)il LzckJ lIb(ka)‘@)ll L+) 
(2.3.7) 
Define the constants 
2r’4-33/2 1 ~~w~(wo~1~2)6~(o)re~~*~1L~cwldo 
&=- nl/2 s c3/4( 1 - a)lP 3 0 (2.3.8) 
B, = (27c)-‘/’ II/l(o)” e-“‘1/.2(,,. 
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LEMMA 2.3.2. The quantity 
s 1 Ilop(oo-1’*)6 j?(o)’ e m2ll Lqo  d  0 (+*(l -g)‘-Y (2.3.9) 
is finite if r E R, a > 0, y > 0, and 6 < 2~. 
Proof This follows from the estimate (1 + o-‘o*)~‘* < 1 + a-‘/* (o16, 
and the fact that the Beta function B(cc - 6/2, y) is finite. 1 
Now we are ready to state the first main theorem of this section. 
THEOREM 2.3.3. Suppose r > 0 is a real number. Denote L,“(R+, H”(R)) 
by X, for any s 3 0 and suppose g, h E X,. Then 
(1) for every 0<6<+ we have K(0, gh)~BC,(R+,H’+6(R)) and 
IIW, &Ill x,+8 1 <Ar,,v-’ II&, IV&,; 
(2) K(0, gh)EBC(R+, L'(R)nXL'(R)) and 
IIKV’, &Ill cL IIG’II ryR+,L’(W)n.s?L’(R)) ’ 2g/2 L’(R)nxL’(R) II&, IlN%~ 
(3) u = K(0, gh) satisfies (2.0.1) on R+; 
(4) ifs < -$ then IlK(O, gh)(t)ll,,,, +O as t + O+, and in particular 
u = K(0, gh) satisfies (2.0.2) with f = 0; 
(5) if lim,,,+ t’14 IIg(t)llL2(,, = 0 then we have lim,,,+ t1’4 
IIW, ghNt)ll.2(.,=0 and lim,+,+ IlfW, gh)(t)ll.I(,,,~~I(,)=O; 
(6) if ~~EL;,,(R+, L*(R)) is any solution of the inhomogeneous 
problem (2.0.1) and (2.0.2) with f =0 then ii(t)= K(0, gh)(t) in L*(R) for 
almost every t E R +. 
Proof First we will establish the estimate in (1). Fix t E R +. Clearly 
g(r) h(T) EL’(R) for almost every r E (0, t). So by Young’s convolution 
inequality, Theorem 2.1.1(2), and Theorem 2.1.1(4) we have the estimate 
Ild,F(t-~)* Cd+Wlll.2(,, < IIa,f’(t - ~111 L*(a) II s(t) h(~)ll Ll(Iw) 
< 
II Al x0 llhll x 
27,4Xl/4[v(t _ r),3b(vs)l/2’ (2.3.10) 
holding for almost every z E (0, t). So z H a,F(t - z) * [g(r) h(r)] defines 
an element of L’((0, t), L*(R)). So the pointwise integral of this map 
represents the Bochner integral of this map. Since the integral can be inter- 
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preted in a Bochner sense we have that the Fourier transform and the 
integral commute. So for almost every k E 58 we have 
[K(f, g/z)(t)] “(k) =e-ac”‘f(k)-~~of ikec”‘k)“--i’ [g(t) h(r)] ^(k) dz. 
(2.3.11) 
Since v*(t - r) zk4 > 0 we have the inequality (1 + vtk*) < (1 + v(t - r)k*) 
(1+vzk2) holding for all kElW and O<r<t. So 
P(k fi) G P(k &i=i, BP ,,I%. (2.3.12) 
So by (2.3.11) (2.3.12), and Lemma 2.3.1 we have that 
* [g(z)h(z)] dz III L2(R’ 
/3(k fi)r+“ike-a(k’c’-i’[ g(z) h(r)] “(k) dz 
L’(k) 
. IIP(k &jr [g(T) h(r)1 ^ (k)llLyk, dt 
This proves the estimate in (1). 
To prove the continuity asserted in (1) let 0 < E < T < cc be given and let 
E < t, < t2 < T. By (2.3.11) we see that we must control the Ls+ 6 (R) norm 
of the following: 
I 
I2 
ike-a(k’(‘2-r’[g(,r) h(z)] ^(k) dz 
0 
s 
11 
- 
0 ike- 
a(k’(r’ -r’ [g(z) h(z) -J n (k) dz 
s 
12 
= ike-“‘k’c’Zpr’[g(r) h(z)] ^(k) dz 
fl 
+~~‘ike-“rk,c’~-7)[e-a(k)(r2-i~)-l][g(~)h(~)]A(k)d~. (2.314) 
We must show that the L* norm of the product of (2.3.14) and p(k)‘+’ 
tends to 0 as tZ-tl+O+. If t 3 E then it is easy to see that (1 + k2) < 
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C2(1 +vtk*), where C=max{l, (vE)-‘}li2. Using this and (2.3.12) we 
obtain 
B(k) r+S d Cfl(k)‘jI(k +‘,m)‘fi(k ,,h& (2.3.15) 
which holds for all k E R, t > E, and 0 d z < t. Using (2.3.15) we can estimate 
the first term in (2.3.14) as follows. 
II f 
P(k)‘+’ ‘* ike-a(k)(‘2pr)[ g(z) h(z)] ^(k) dz 
11 II L2W) 
d C’ j” II ikjl(k)‘P(k Jm)” ‘? pa(k)(‘2 - ‘)I/ L*(k) 
fl 
.IIB(k~)‘[g(~)~(~)l~(k)ll.~,,,dT. 
Now b(k)’ = (1 + k2)“* < 1 + lkl’ so 
IIikp(k)‘j?(k Jw)’ e-‘(k)(f2-*r)ll L*(k) 
< Ilk/3(k dm)’ e-v(12-r)k211 Lz[k) 
+ 11 Ik11+6~(kJV(fr7))re~r(r2-r)k*ll12~k) 
(2.3.16) 
Using (2.3.17) and Lemma 2.3.1 in (2.3.16) we obtain 
Eq. (2.3.16) % Y4c’ II gll x, llhll x, 
‘2 IIo~(o)~~-~~II~~~~~ II I~11+sB(~)‘~-“211L2~w~ .I [ f, [v(t2 -T)]3qvTy/* + [v(t* - T)]3’4+s’2(vT)1’2 dTp 1
(2.3.18) 
which clearly tends to 0 as t2 - t, + 0 + since i + 6/2 < 1. The second term 
in (2.3.14) can be estimated in a similar manner: 
/I s /j(k)‘+6 ;’ jke-“‘k)WI)[e- x(k)(t~-tl)-l][g(~)h(z)]“(k)dt L*(k) 
<c f:’ Iljk~(k)d(k~~)‘e-“(k)(‘L-“[e-“‘k)”2-”)- l]/lL+) 
.ll~(k~)‘Cg(r)h(t)l^(k)(l,,,,,d~ 
G2r’4c’ Ilgllx, IVllx, 
.I:’ IIik8(k)6B(kJvz)‘e~‘(k)T[e~“‘k”‘2-”’- l]ljL2ckj[v(tl-~)]-*‘2d~. 
(2.3.19) 
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Applying /I(k)‘< 1 + lk16 in the L2-norm in (2.3.19) and introducing the 
new variable o = k 6 we have 
Ilikj(k)6P(k ,/‘&)r e-a(k)r [ec”(k)(‘2 -‘I)- llllL+) 
<Ila,/qru)‘e-W* le-wm~z-fLll IIL2, 
\ ( vz)3’4 
I /I (2320) 
(VT) 314 t a/2 
. . 
If we insert (2.3.20) into (2.3.19), and introduce the new variable CJ = z/t,, 
then we see that the integral in (2.3.19) is majorized by 
1 
D 
l Il0/3(w)~ e+ 
V(Vt,p4 0 
,e-srwJGK~2-~l)~ 1) [IL2 w da 
03/4( 1 - 0) 1/* 
1 
+ (Vt,p2 s 
III ICc)11+S~(0)‘e-“21e-a(“l~“‘Z~rl)-ll 
0 *3/4 + W2( 1 _ c) 112 
(2.3.21) 
Since E < t, d T-c co we can use the dominated convergence theorem to 
show that (2.3.21) converges to 0 as t, - tl -+ O+. This completes the proof 
of (1). 
To prove the estimate in (2) let j = 0, 1, and 2’ = Z and 2’ = 2. Then 
= IW’G’II LI [w 
2v’,2 ( 1 II gll x0 II4 x0 j; (1 _ (f$201n. (2.3.22) 
If we add the two estimates obtained by taking j= 0, 1 we obtain the 
estimate of (2). 
To prove the continuity asserted in (2) let j= 0, 1,0 < t, < t, < cc and 
1 <I = t,/t, < 2. We must show that the L’-norm of 
s I2 a,~"'F(t, - 7) * [g(z) h(z)] dz fl 
+ j” d,H’[F(t, - z) - F(tl - z)] * [g(z) h(z)] dz (2.3.23) 
0 
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tends to 0 as A + 1 +. The first term is trivial to deal with. But if c = T/t, 
and a= o/(2-- 1 + a) we have that the L’-norm of the second term is 
bounded by 
c J’ I14~iWT J;r) - W’GW)ll Llctl da 
&/2( 1 - g)W (2.3.24) 0 
But for each fixed (T E (0, l] we have for all 1~ A $2 that 1 > a > a/( 1 + a). 
Thus by the asymptotic expansion (2.2.11) we have the estimate 
Iu(X’~G’)(S t/;;, - (X”‘G’)(<)l < C(1 + I5 dml)Y-4, 
uniformly in II. Thus by the dominated convergence theorem we have 
Ila(Xa’G’)(S J;;) - (X”jG’)(5)11 Lo --t 0 
as A+ I+. But since 
llu(X’G’)(< A, - (3f”G’)(t)ll L~c,zj < 2 II X”‘G’Il LI(R), 
we may apply the dominated convergence theorem once more to obtain the 
desired result. 
Now we will show (3) i.e., that u satisfies (2.0.1). Let u(t) = K(0, g/z)(t). 
From (2.3.11) we see that u(t)“(k) = -ike?@)‘j~ eaCk)* [g(t) h(z)] “(k) 
dz/2. This holds for every t E R+ and almost every k E R, and since both 
sides are measurable functions of t and k the equation holds almost 
everywhere in R + x KY. Since 
for almost all ZEIR+, we see that lz”‘[g(z)h(z)]^(k)~IIgll,Ilhllx for 
almost all (z,k)~R+ xR and thus z’/2[g(z)h(z)]A(k)ELm(t) for almost 
every k E R, say for all k in the conull set S c R. Thus for all 0 < T < cc and 
kES we have [g(z)h(z)]^(k)EL’(z) for z~(0, T). So for keS the map 
t i-b jr, eack)’ [g(z) h(z)] ,,(k) dz is absolutely continuous on (0, T) with 
t-partial derivative equal to eaCk)’ [g(t) h(t)] ,,(k) for almost every t E (0, T). 
Since the product of two absolutely continuous functions is absolutely con- 
tinuous we see that the map t I-+ - ikeYck)’ j& e”lck)’ [g(z) h(z)] h (k) dzj2 is 
absolutely continuous with t-partial derivative equal to 
;[ -ike-^‘x”/;e’(k)r[g(+z(r)]A(k)d~,2] 
f 
= j&(k) e-a(k)f I e”‘k”[g(r)h(t)]A(k)d~/2-ik[g(t)h(t)]A(k)/2. 0 
(2.3.25) 
The right-hand-side of (2.3.25) is in L:,,((O, T) x R) so by Petersen [ 14, 
Theorem9.4, p.241 {u(t)“(k)},= {-a(k)o(t)^(k)-ik[g(t)h(t)]^(k)/2) 
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in .9’((0, T) x R), where {a} denotes the distribution induced by the 
mapping u. By definition v(t) h (k) is a measurable representative of 
9-u: (0, T) -+ W(R). By the Schwartz Kernel Theorem, 9’((0, T) x R) g 
W((0, T), W(R)), and it is easy to see that {v(t) A (k)), H {Fu(t)}’ under 
this isomorphism. Also -cc(k)u(t)^(k)-il~[g(t)h(t)]~(k)/2 is a 
measurable representative of vg C?~U + ~92 a?;~ - 9 a,( g/z)/2 so again 
we have 
So {F-U(~)}‘-v{F dtu} -p{SZ 8:~) = - (9 a,(gh)}/2 in 9’((0, T), 
L22(lR)). It is easy to see that the chain rule {Fu(t)}‘=F( (u}‘) holds, so 
we have that ~({u}‘)-v9{Ca~u}-p9{~~~u}= -9{LJ,(gh)}/2. 
Taking the inverse Fourier transform of both sides we see that u satisfies 
(2.0.1) on (0, T). But T > 0 was arbitrary. 
To prove (4) we proceed by using formula (2.3.11) and estimate as 
before: 
“, 
< (27~~“~ j. 11 (kl P(k)” ep”‘k”‘-*)llLZ(k) ’ 11 [gtz) h(z)l ^tk)ll LYk)” 
0 
(2.3.26) 
It will be convenient to assume s > - 4. Once proved for such values of s 
it also follows for smaller values. Since s < -i we have /I(k)” < lkl”. So we 
see that the integral in (2.3.26) is bounded by 
v-~‘(vt)-(S+1’2)‘2 11 0)l+se~“ZIIL2(0)B((~-S)/2, $). (2.3.27) 
This tends to 0 as t + O+ under our assumptions. So (4) is true. 
To prove (5) define d(t) = (vt)‘j4 II g(t)11 L2CRj. Estimating as in the proof 
of (1) and (2) we obtain for j = 0, 1 
The result then follows by the dominated convergence theorem. 
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Finally, to prove (6) we note that v = u - zi E L~,,(lR+, L’(W)) solves the 
homogeneous linear problem (2.0.1) with initial data 0. Thus by 
Theorem 2.1.1 v = 0 in W( [w +, L2(R)). This implies (6). 4 
Now we will present a theorem which asserts that the solution of the 
inhomogeneous linear problem will decay more rapidly than usual 
provided one of the forcing functions also decays more rapidly. An impor- 
tant feature of this result is that a certain fractional number of extra 
derivatives of the solution can be shown to decay over the number of 
derivatives of the forcing function that are assumed to decay. This result 
will be useful in Section 6. 
THEOREM 2.3.4. Suppose 0 < 6 -c f, 0 < s < 1, and r > 0 are real numbers. 
Suppose g, h E L,“( R +, R(R)), where in addition we have 
lim (vt)CS+ 1/2)/2 IIP(~(vt)"')'g(t)II.~(~) = 0. (2.3.29) r-m 
Then for K(0, gh) as defined in (2.3.3) we have 
lim (yt)CS+ 1/2)/2 llB(D(vt)“2)‘+dJW, dW)ll~+q) = 0. (2.3.30) 
t-m 
Furthermore if g, h E n,, ,, L,“(R+, H’(R)) and (2.3.29) is satisfied for all 
r > 0, then for all 1~ p < CO and for every integer m > 0 we have 
lim t(S+m+‘-“pM2 IlayK(O, gh)(t)l/,,,,=O. 
t-m 
(2.3.31) 
Proof Define X,= L,“(lR+, W(R)) and 
d(t) = (vt)(*+ 1/2)‘2 IIS(mw2)‘d~)ll LZ(R)? (2.3.32) 
Then by our usual methods we obtain the following estimate 
x 
I 
r llW(k Jvt)‘LW fiY e-OL(k)TIIL2(k)4(f- z) dz 
0 [v(t -q-p+ lV2 
=C’J ’ Il~~(~~ -“2)6B(o)r e-o211 Lz(o)4(f(l - 0)) da t2 3 33J . . . 
0 
a3/4(1 _ a)‘“+ I)/2 
Since gE X, and satisfies (2.3.29) we have that q5 is bounded and 
lim t+ ,4(t) =O. By Lemma 2.3.2 the integral in (2.3.33) is finite. Hence by 
the dominated convergence theorem (2.3.30) follows. 
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We will prove (2.3.31) for p = co and p = 1. The result for intermediate 
values of p will then follow by interpolation. 
(p = co) Define u = K(0, gh). Then by Holder’s inequality and (2.3.30) 
we have 
Il~~wllp(R) 6 21’2 IlK34~)llt/2:R) IIT’ 1w12/:(,) 
Q n-1’2((Vt)-m’2 II I~~l”~~~~A~~~ll.2(,)~1’2 
. ((vt) - (m+1)‘2 11 (k~lm+‘U(t)“(k)llL’(k))1’2 
= o(t -(~+m+1/2)/2)1/2~(~-(s+m+3/2)/2)1/2~~(~-(s+m+1)/2) 
(2.3.34) 
as t -+ co. This is the desired result. 
(p = 1) We will prove this for even values of m = 2n by induction on 
n > 0. The proof for odd values of m will then follow from the inequality 
IIW’II LI(R) Q z3’* llwll2/:cR) IIw”ll2/1:R, is a way similar to (2.3.34). Define 
4,(t) = p+ u*v* II C&Ll’g(~)llL~,,,~ 
Ii/l(l) = F4 II CJal’~(~)lI LZ(R) 
for all t > 0, and all 1= 0, . . . . m. Our approach is based on the formula 
l-t~?‘,=[l-(t-r)~~][l-t8~]-[(t-z)~’,][r~?~] (2.3.35) 
which will accomplish for us what the estimate (2.3.12) did for us in the L2 
theory. Applying the binomial theorem yields 
[l-@I”= i (-l)“-’ ; [l-(t-z)82,]j 
j=O 0 
x [(t-z)azlnPj[l --t a;]‘[ra;]“-‘. (2.3.36) 
We intend to apply this operator on both sides of the integral equation 
u(t) = -; J; a,qt- 5) * [g(t) h(T)] dz, (2.3.37) 
and then apply the L’-norm and estimate using the triangle inequality, 
Minkowski’s integral inequality, and Young’s convolution inequality. 
Multiplying both sides of the result by tSj2 yields 
f’* II Cl - t mw)ll L’(R) 
<q i (-I)“-’ J 
I=0 0 
x II Pj(U - 7) 82) a,Ht - ~)ll LI(R) II Pj(T mC&) Wlll.q,, & 
(2.3.38) 
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where pi(x) =x”-‘(1 -x)j. An easy calculation shows that 
II[(t-z)a~]‘a,F(t-~)Il.,,,,=(t--z)-”* IIG(21+‘)11L~(~). 23.39) 
Therefore, Il~~((t-z)a~)a,F(t-~)II~,(~)=O((t-2)-~’*). Also Leibnitz’s 
rule shows that 
and therefore lIpj(z a:)[ g(r) h(r)] I/ L,urJ = o(z-(~+ ‘)I*) as r -+ co. Using 
these estimates in (2.3.38) we see that 
ts’* II [l - t a;]“u(t)ll L,(W) Q c s l 
@(to) do 
(2.3.41) o (1 -c)wg(~+lv*’ 
where @i(t) = o( 1) as t + 00. By the dominated convergence theorem we 
have that t”* II[ 1 - t i?~]“u(t)ll L1CRj =o( 1) as t--f co. By the induction 
hypothesis (null if n = 0) we are done. fl 
3. THE IVP FOR THE BOB EQUATION IN L'(R) 
A discussion of existence and uniqueness of a global solution of the BOB 
equation 
2.4, +(ii2/2), - (v + p&q u,, = 0 in CY(R+, F(R)), (3.1) 
u(t) -f in Y’(R)ast+O+, (3.2) 
with initial data in fe L2(R, W) could be based on the general results of 
Saut [ 161. Iorio [8] also has proved results about the specific initial value 
problem (3.1) and (3.2) as well as results on the spatial asymptotic 
behavior of solutions. These accounts deal only with real-valued solutions 
and do not address the questions of existence for more singular initial data 
(such as L’), and continuous dependence on initial data. We will examine 
these problems when fe L’(R) + XL’(R) is small, since this is the context 
in which our asymptotic results hold. The consideration of complex-valued 
solutions and the proofs of decay properties and continuous dependence on 
the initial data are easy corollaries of our method. Our results easily 
translate into results for the BOB equation, and allow for the simple 
“ODE-like” description of the asymptotic behavior of its solutions. The 
local existence of solutions of the BOB equation corresponding to large 
initial data in L’(R) is apparently an open problem. 
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THEOREM 3.1. Suppose for fEL’(R)+%L’(R) the number E,(f) is 
defined by 
(3.3) 
Denote by U (resp. U,) the open subset of L1(R)+Z’L’(R) (resp. L’(R)) 
consisting of all f such that A(f) < 1. Define the integral operator K by 
(2.3.3). 
(1) Existence. For every f E U there exists a map u = Sf E 
L~(R+,L2(lR))satisfyingu(t)=K(f,ti2)(t) in L2(R)for almostevery t>O, 
and 
ess lim t114 Ilu(t =O, 
r-o+ 
(3.4) 
(2) Regularity. For every f E U the map u= Sf satisfies 
~EBC,(R+,H’(R)) for every real number r>O, ~EP(RxR+,@), and 
UEBC([O, oo), L’(R)+%L’(R)); iff E U, then ueBC([O, a),L’(R)). 
(3) Satisfies equation. For every f E U the map u = Sf satisfies (3.1); 
it is also a classical solution of the BOB equation in the sense that the prin- 
cipal value integral defining the Hilbert transform of u,, converges at every 
point, all the partial derivatives are classical, and the equation holds at every 
(x, t)ERXR+. 
(4) Convergence to data. For every f E U and s < - 4 we have 
II~~~~f-fII,,,,-~~~~~~+;~~~~II~~~~f-fllr~~lw,+~~~~lw,~~~~~~~+; 
inparticular (3.2)issatisfied;zff~U~ then IlS(t)f- f IIL1cRJ+Oas t-to+. 
(5) Uniqueness. Iff E U and UEL,“(R+, L2(R)) satisfy (3.1), (3.2), 
Ilull 
27/4x3/4\, 
L,“(R+,L*(R)) < B(i, f, 
(3.6 
then u(t) = S(t) f in L2(R) for almost every t > 0. 
(6) Continuous dependence on data. The solution map f H Sf i 
continuous jrom U into BC, (R +, H’(R)) for every r B 0, from U inti 
BC([O, co), L1(lR)+%‘L1(R)), andfrom U1 into BC([O, oo), L’(R)). 
(7) Conserved quantities. For every f E U the map u = Sf has the 
property that the quantities u= [u(t)^(O+)+u(t)“(OV)]/2 and n = 
u[(t)“(O+) - u(t)“(O-)]/2 are definedfor all t >0 and are independent oft. 
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Proof: (1) Define X to be the Banach space of all equivalence classes of 
mappings in L,“(R+, L*(R)) which satisfy (3.4). If we use (2.3.1) with r = 0 
and set 6 = 0 in Theorem 2.3.3( 1) then we obtain the following estimates 
for all U, u E X 
llm ~*)lIx~Bo II~IIL~(R)+&,OV-l IIG (3.7) 
Ilfa U2)-wi ~*N,6&,,v~’ Ilu+4lx lb--II*. (3.8) 
Note that by Proposition 2.2.2 and Theorem 2.3.3(5) the map u H K(f, U*) 
takes X into X. Thus u H K(S, U*) will map the closed ball B c X of radius 
R centered at 0 into itself and will be a contraction there provided 
B, llfll LmcRj +A,,,,v -II?* 6 R, (3.9) 
1c=2A,,,v-‘R< 1. (3.10) 
Equation (3.9) says that a certain quadratic polyomial function evaluated 
at R is nonpositive. Since the coefficient of R* is positive this is only 
possible if this polynomial function has real roots. Equation (3.10) rules 
out the case of two coincident roots (since then equality would hold in 
(3.10)), so the discriminant of the quadratic must be positive. Since 
B,=2p3/471-1/4 and A,,,=2-11/4B(& 4) th is works out to be the condition 
n(f) < 1. Therefore there exists an R satisfying (3.9) and (3.10) if and only 
if fe U. For each fixed f~ U we can take R to be the smaller of the two 
roots, namely the right-hand-side of (3.5). So there is a unique fixed point 
u = K(f, U*) in the ball B of radius R. Define s(t)f = K(f, z?‘)(t) for all 
t > 0. Then (1) is true. 
(2) Suppose fsU, u=,!$EL~(R+,H’(R)) for some ra0, and 
0x6 < f. Then by (2.3.1) and Theorem 2.3.3(l) we have that 
UE BC,([w+, W’6(W)). Thus for every t-20 we have UE BC,([W+, H’([W)). 
By Theorem 2.3.3(3) we have that u satisfies (3.1). So if m > 0 is an integer 
and UE Cm(R+, H’(R)) for all r > 0 then the distributional (and Frechet) 
time derivative of u also lies in Cm( R +, H’(W)) for all r > 0, which implies 
that UEC~+‘([W+, H’(R)) f or all r ~0. Therefore, for all integers m 2 0 
we have UECY([W+, H’(R)) for all r > 0. Thus the mapping u has a 
representative in P(R x Iw+, C). The fact that u E BC( [0, co), 
L’(R)+ZL’(R)) for f~ U and ueBC([O, 00) L’(R)) for f~ U, follows 
from Theorem 2.2.1 and Theorem 2.3.1(2). 
(3) Since uI, u,, u,, are all represented by continuous functions we 
have by Petersen [14, Theorem 12.2, p. 301 that the distributional 
derivatives are represented by the classical derivatives. Also since u,,(t) is 
Holder continuous in x we have by Titchmarsh [18, Theorem 1061 that 
Zu,(t) is Holder continuous in x and the principal value integral con- 
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verges everywhere. So since the continuous function u, + uu, - vu,, - 
P~UXX is equal almost everywhere to the continuous function 0 they must 
in fact be equal everywhere. So the C” representative of 24 is a classical 
solution of the BOB equation. 
(4) These assertions follow immediately from Theorem 2.2.1 and 
Theorem 2.3.3(4)(5). 
(5) If f E U and u satisfies (3.1) and (3.2) then by Theorem 2.3.3(6) 
u(t)=u(t)-ee-“‘D)‘f t’ f sa is ies u = K(0, U’). Thus u = K(f, U’). But since 
(3.6) is satisfied, we can choose a radius R satisfying (3.9) and (3.10) so 
that the ball in Lz(lR+, L’(R)) of radius R centered at 0 will contain u. 
Since fixed points of contraction mappings are unique we have u = Sf in 
L,“(R+, L2(R)). 
(6) Let A < 1 be given. Define U’“’ to be the subset of U consisting 
of all f such that A(f) < A. Define R= v(1 - m)/(2A,,) and 
K = 1 - m. Then for every f~ U@) the integral mapping u w K(f, U’) 
is a contraction with constant K on the ball B c X of radius R centered at 
0. So iff, gElJ, u=S’ and u=Sg then by (2.3.1) we have 
IIU--vIIx= IIK(f, E’)-Ju fi2)+K(f, E’)-K(g, ~2)llx 
GJC llu-4lx+B, llf- Alp(w). (3.11) 
Since K< 1 we have Ilu-vllXd(l -IC-‘B, Ilf-gllLm(Rj. So the solution 
map is continuous from U(‘) to X, and since I was arbitrary it is 
continuous from U to X. 
Now let X, = BC, (R +, H’(W)) for any r >, 0. Using (2.3.1) and iterative 
applications of Theorem 2.3.3( 1) we see that for every r 2 0 there exists 
C, > 0 such that for all SE U we have llS’l[ X, < C,. Suppose r > 0 is such 
that the solution map is continuous from U to A’,, and let 0 < 6 < $. Then 
by (2.3.1) and Theorem 2.3.3( 1) we have 
IIU - 41 x,+aGBr+cs II&ill L”(R)+24,& lI~--Dllx,~ (3.12) 
where as before f, g E U, u = S’, and v = Sg. Therefore the solution map is 
continuous from U into X,, s. Therefore by induction the solution map is 
continuous from U to X, for all r 40. The continuity into 
BC( [0, co), L’(R) + Z’pL’(R)), and into BC( [0, co), L’(R)) follows from 
the continuity into X0, Theorem 2.3.3(2), and trivial estimates on the 
solution of the homogeneous LBOB equation. 
(7) By Theorem 2.3.3(2) u(t) = e-“(D)‘f+ K(0, U2)(t), where 
K(0, U2)(t)~L1(iR)n~L1(R) for all t>O. Thus K(0, ti’)(t)“(O)=O for all 
t > 0. Since p and q are conserved quantities for the solution e-cr(D)rf of the 
LBOB equation we are done. i 
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Notice that the same proof will work if we replace the fixed point equa- 
tion u = K(f, ii2) with u = K(f, u2), or even u = K(f, 1~1’). So the complex 
conjugate can be removed from the nonlinear term in (3.1) without 
affecting any of our results. The virtue of retaining the complex conjugate 
is that it enables us to obtain an a priori bound on the L* norm of the 
solution. For if we multiply (3.1) by U, integrate over R x (E, t), take the 
real part, assume that u, u, decay to 0 as 1x1 -+ co, use the fact that 
P* = -2, and integrate by parts, then we find that the contribution from 
the nonlinear and dispersive terms vanishes and we obtain 
jm lu(x,t)l*dX+2vjrjm lux(x,*)12dxdT=jrn lU(X,&)12dX. (3.13) 
-00 E -m -cc 
Using contraction mapping arguments in the weighted space of all 
2.4 E C( (0, T), H’(R)) satisfying 
sup (vt)‘““* IIW fi)‘uWll L2(R) < 00, 
o<t<7- 
(3.14) 
where -i < s < 0 and r 3 0, we can obtain local existence (T is sufficiently 
small) of a solution to (3.1) and (3.2), where f~ H”(R) can be of arbitrary 
size. The nature of the weighted space forces the solution to lie in L2( R) for 
every positive time. The number r can be chosen large enough so that 
solutions of (3.1) satisfying (3.14) obey the a priori bound (3.13). Local 
existence can then be proven in the space of u satisfying (3.14) with s = 0 
starting with u(T/2) as initial data. The time interval of existence will 
depend only on the L2-norm of the initial data. Because the solution always 
obeys (3.13) this process can be repeated indefinitely to obtain a global 
solution. Thus global existence of solutions is true for (3.1) for data in 
H”(R), s > - 4, whereas this may not be true if the nonlinear term is 
modified by the removal of complex conjugates, since in that case the 
a priori bound (3.13) is lost. 
4. DECAY ESTIMATES FOR THE BOB EQUATION 
In Section 2 we gave an account of the decay properties of solutions of 
the LBOB equation. The general rule was that greater smoothness of the 
Fourier transform of the initial data near k = 0 translates into a more 
rapidly decaying solution provided certain “obstructions” (e.g., non- 
vanishing moments) are not present. This rule is far from being verified for 
the nonlinear equation. In this section we will survey what has been done, 
critique various methods, and identify some open problems. To get started 
we will consider two types of assumptions on the initial data, namely either 
.feL’(R) or MEL’. 
X-15/90/2-5 
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As we have seen, if f~ H”(R), s > - 4, then the solution u = 5” of the 
BOB equation lies in H”(R) for all positive time. The Fourier transform 
of the solution near k = 0 however is qualitatively the same for all time, 
namely like the Fourier transform of an L2 function. The “optimal” decay 
results one should try to prove in this case are, for 2 < p < co, that 
Ilu(t I = o(t-w- l/P/2) as t--f cc (cf. Theorem 2.2.3). However, the 
only known L” decay result for solutions of the BOB equation, proved by 
Biler [3], is not “optimal.” His result is the following. 
THEOREM 4.1. Suppose ~EH~(R,R) and UEBC(R+,L~(IR)) is the 
solution of the BOB equation with initial data f: Then 
lim /ld,u(t)llL2(R)= lim Ilf4t)llLm~,~=0. (4.1) *+a: f--rcc 
He uses an “energy” method. It should be remarked that Amick, Bona, 
and Schonbek [2] have obtained, by more complicated a priori estimates 
akin to “energy” estimates, the “optimal” L4 decay estimate listed above, 
namely IbO)ll L4(R) = o(t-I/*) as t -+ co, for solutions u of the Korteweg- 
de Vries-Burgers equation (see [2, Proposition 6.21). This estimate is 
“optimal” in the sense that it is equally strong with what we can prove 
about solutions of the linearized Kortewegde Vries-Burgers equation, 
ut + ~xxx - vux.x = 0, with initial data in L2( R) (the analog of Theorem 1.2.3 
holds, with a slightly modified proof). They also obtain, under the same 
assumptions of f, the non-“optimal” estimates II a, (t)ll LzCR) =o( t ~ ‘j4) and 
Ilu(t L”cCR) = o(t -lj6). The author has been unsuccessful however in his 
attempts to apply their methods to the BOB equation. 
Schonbek [ 171 has invented a method for proving decay estimates of the 
L2-norm of solutions, which she and others (see, e.g., Kajikiya and 
Miyakawa [lo]) have used successfully on solutions of the Navier-Stokes 
equations in two or more spatial dimensions. Her method when applied in 
our one dimensional context is based on the following estimate. 
THEOREM 4.2. Suppose v > 0 and u E C( (0, co ), H’(R)) n C( [0, co), 
L2(R)) are such that 
-$j; lu(x, t)12dx+2vj- Iu,(x, t)12dx=0, (4.2) 
m --io 
,for all t > 0. Then for all t > 0 
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The easy proof of this theorem is given in [S]. By (3.13) we see that the 
solution u of the BOB equation satisfies (4.2). The method then proceeds 
by obtaining some control of lu(r)“(k)l. The methods used in [17, lo] to 
estimate this quantity apparently fail to yield, in our one dimensional case, 
estimates which are good enough to imply any sort of decay of [Ia(t L~cR) 
as t + co, regardless of one’s assumptions on the initial data. 
If we assume that f~ L’( [w), then the “optimal” estimates to try to prove 
are given by: Ila~u(t)ll Lp(Iw) = O(t-(“+l~ “p)‘*) as t + co. One immediate 
corollary of Theorem 3.1(2) is that this result is true if p = 2 and the initial 
data is sufficiently small. Since Amick, Bona, and Schonbek [2] prove the 
same thing for real-valued solutions of the KortewegdeVries-Burgers’ 
(KdVB) equation and the Benjamin-Bona-Mahoney-Burgers’ (BBMB) 
equation except that they are able to avoid the small data assumption, a 
natural (open) problem is to extend our small data result to the large data 
case. The method of Amick, et aZ. fails in the BOB case since it essentially 
exploits the asymptotic imbalance inherent in the KdVB equation, which 
as we noted in the introduction, is not present in the BOB case. An 
approach based on Theorem 4.2 also apparently fails as we mentioned 
above. But Theorem 4.2 does allow us to give equivalent formulations of 
the problem. If a solution exists satisfying u E L”( R +, L’(R)), then by 
Theorem 4.2 the desired L* decay estimate is satisfied. Conversely, if 
f~ L’(R) and a solution exists satisfying UE L,“(R+, L’(R)) then by 
Corollary 2.2.7 and Theorem 2.3.3(2) we have that UE L”(R+, L’(R)). 
We can separate this problem from the local existence problem 
mentioned in Section 3 by trying to prove the estimate for data in 
L’(R) A L*(R), where global existence is assured. Also, it is not clear to the 
author whether or not this decay estimate should be expected to hold for 
complex-valued solutions. Thus a reasonable open problem is to prove 
that the L* decay estimate, Ilu(t L2caJ = O(t- ‘14) for t > 0, holds for all 
solutions u of the BOB equation arising from initial data f~ L’(R, R) n 
L2(R, [w) of arbitrary size, and for all positive values of v. Equivalently, one 
should try to prove that solutions starting in L’(R, R) n L*(lR, If%) lie in 
L”(Rf, L’(R)). 
5. THE REDUCED BOB (RBOB) EQUATION 
5.0. Introduction 
In this section we will examine the existence, uniqueness, regularity, and 
asymptotic behavior as IC;l + cc of the solutions of the Reduced BOB 
(RBOB) equation 
545) - @to* + 2(v + PW w’(5) = V/T (5.0.1) 
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where r] is a complex constant. In analogy with first order ordinary dif- 
ferential equations we expect to be able to specify a free parameter and 
then have the solution be uniquely determined. In Subsection 5.1 we derive 
integral equations which are equivalent to the integro-differential equation 
(5.0.1) in the context of L* solutions. The derivations show that the natural 
parameter that must be specified is p= [G(O’) + Q(OV)]//2. The 
parameter is not in general defined for all w E L*(R) but it will be for the 
solutions of (5.0.1) as we will show. The integral equations we derive will 
make sense for any w E L*(R) and the numbers p and q will appear 
explicitly. In Subsection 5.2 we prove that if we have an L* solution of 
(5.0.1), then it must be in H”( aB) and it must have a specific asymptotic 
behavior as 151 --t co. More precisely we give a two term asymptotic expan- 
sion of the form a< -i + b5 ~ 3 for the solution w( ?j) of (5.0.1), where the 
coefficients a and b are explicitly given functions of v, p, 11, and q. Using the 
special form of the equation we show that the difference between the solu- 
tion and the asymptotic expansion is o(5 -‘) as I<[ + co. Finally in Subsec- 
tion 5.3 we employ a contraction mapping argument based on the integral 
equations derived in Subsection 5.1 to prove that an L* solution to (5.0.1) 
exists provided p and q are sufficiently small relative to v. The solution is 
uniquely determined in the ball in L*(R) in which a contraction is 
obtained. The existence theorem is more than adequate to provide inter- 
mediate asymptotics for all the solutions of the BOB equation which were 
shown to exist in Section 3. We also prove that the map taking (p, q) into 
the corresponding solution w~,~ is continuous from an open set D c @* into 
L*(R), L’(R) + A?L’([w), and in the case where q = 0 into L’(R). 
5.1. Integral Equations Equivalent to RBOB 
Now we will derive a pair of integral equations, one for B and one for 
w, which are equivalent to the RBOB Eq. (5.0.1). Suppose w E L*( Iw) and w 
satisfies the reduced Eq. (5.0.1) in 9”(W). Then taking the Fourier trans- 
form of (5.0.1) we obtain 
2 (k) + a’(k) G(k) = -2irj d(k) - i(G’)^(k), (5.1.1) 
where as usual a(k) = vk* - ipk jkl, and therefore a’(k) = 2vk- 2ip Ikl. 
Now define G*(k) = -iv sgn(k) e- a(k) Then we have that G,,(k) satisfies . 
$f (k) + d(k) B,(k) = -2iq d(k). (5.1.2) 
Therefore tii defined by G, = 6 - 6~~ satisfies the equation 
~(~)+i(‘(w)li.~(w)= -i(W*)*(m). (5.1.3) 
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By changing the representative of 6 we can assume tit1 is absolutely 
continuous. Multiplying by an integrating factor we obtain 
2 (ea(o) 8, (a)) = -ie”‘“‘(W2)^(o). (51.4) 
Integrating both sides in w over the interval (0, k) and denoting 8, (0) by 
p we obtain 
s 
k 
~l(k)=~e-*(k)_ie-“‘k’ eacw)( W’) h (co) do. (5.15) 
0 
Combining this equation with the definition of 8, we obtain our integral 
equation for ti’, holding for almost every k E II& 
I 
k 
G(k)= (p-iv sgn(k)) e-a(k)-ie-“(k) ea(w)(W2)A(W) do. (51.6) 
0 
So the assumption that WE L*(R) satisfies (5.0.1) implies that 6 satisfies 
(5.1.6) for some constant p. The converse is also clearly true, i.e., w E L*(R) 
and G satisfies (5.1.6) for some constant p implies that w satisfies (50.1) in 
Y’(R). So w E L*(R) and (5.1.6) imply that for every representative G of the 
Fourier transform of w we have 
G(O+)=e;shmG(k)=~-iq and G(O-) = ey hm G(k) = p + iv. 
Thus the constant p is determined from w by the rule p= 
[IqO’) + qo-)]/2. 
Now we will show that the associated similarity solution 
V(X, t) = t-“2w(xt-1’2) of the BOB equation satisfies the integral equation 
o = K(@ + (q/z) pv( l/x), t?*). Then we will use that to derive an integral 
equation for w. Define the dilation operator Y, on functions 4 by the rule 
( YA4)(x)= d(Ax). It is not hard to verify that (Y,ti)“(k) = A-‘$(A-‘k). 
Since u(t)= t-‘/‘YI-lpw and V(Z)~=Z-~Y,-W(W*) we have that u(t)“(k)= 
G(kt112) and [V(r)“] “(k) = T-~/*(W~)~(~T~/*). So substituting kt’12 for k in 
(5.1.6) we obtain 
u(t) A (k) = (p - iv sgn(kt”*)) e-a(kr”2) 
_ ie-a(kl”‘) 
s 
k# 
ecr(w)(ly2)A (co) do 
0 
= (p - iv sgn(k)) eeackJr 
’ _ ie-a(k)t 
I 0 ea(k)r,1i2[6(z)2] “(k) $ 
= (p - iv sgn(k)) e-ck)’ - f 1: ike-“(k)(‘-‘)[i?(z)2] A (k) dz. (5.1.7) 
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So applying the Fourier transform to both sides we obtain the familiar 
integral equation 
u(c)=pF(I)+~~F(~)-~~~B,F(f-r)*~(i)’dr. (51.8) 
Now we claim that the similarity form of u and (51.8) together imply 
that w satisfies the integral equation 
w=pG+@-;j-; (Y,,fiCG’l} * {YI,J~~‘)&. (5.1.9) 
In the above G is the normalized L’ solution of the linearized reduced 
equation (q = 0) discussed in detail in Section 2. To derive (5.1.9) first 
change variables r = rs in the r integral. Then use the relation F(t)(x) = 
t-“*G(xt-“‘) d h g an c an e variables appropriately in the convolution. The 
factors of t- ‘I2 can then the cleared from both sides to yield (51.9). Clearly 
these steps are reversible so that (5.1.9), (5.1.6), and (5.0.1) are all equiv- 
alent for w E L’(R). 
5.2. Regularity and Spatial Asymptotics of Solutions of RBOB 
Now we will show that a generalized solution of the reduced equation 
must in fact be in H”(R) and must be a classical solution of the reduced 
equation. Once having obtained the regularity of solutions of the reduced 
equation we will then be able to exploit the form of the equation to obtain 
precise information about the asymptotic behavior of solutions. The 
associated similarity solutions v to the BOB equation will therefore be 
shown to have spatial asymptotic behavior which is entirely consistent with 
the results of Ibrio [S]. One should also note that the leading order 
asymptotic behavior of solutions of the reduced equation is similar to that 
of solutions of the linearized reduced Eq. (2.1.3) (see (2.1.11) and (2.1.12)). 
This information about the asymptotic behavior applies to any solution of 
the reduced equation, not just to those solutions whose existence we will 
prove subsequently. First, we will require a pair of simple lemmas. 
LEMMA 52.1. Suppose w E H”( [w) and 6’ is a locally bounded measurable 
,function of at most polynomial growth as Ik[ + 00. Then BQ E L’(R). 
Prooj If 16(k)] < C/z?(k)’ for some positive constants C and s, then by 
Holder’s inequality we have IIKJIL1,,, < C ilB-lI/L~crw, ~lfls+‘~~~ Li(Iw) < co. I 
LEMMA 5.2.2. Suppose vl, v2: [w + @ are both of the form v,(k) = 
f,(k)+ sgn(k) gj(k), where fj and gj, j= 1, 2, are absolutely continuous 
functions on every bounded interval and of at most polynomial growth as 
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IkJ -+ 00. Let ti denote the classical derivative of v which exists almost 
everywhere. Let v’ denote the distributional derivative of v. Then 
Proof: The distribution (or vz)’ evaluated at a test function cp E Y’( Iw) is 
equal to vlvz integrated against -cp’. Split the integral over Iw into one 
over ( - oo, 0) and one over (0, co) and then integrate by parts and use the 
product rule for absolutely continuous functions. The boundary terms at 
f co vanish because of the polynomial growth of v, and v2 together with 
the rapid decay of cp’. The result follows. 1 
THEOREM 5.2.3. Suppose v > 0, p E R, p, q E C, and w E L’(R) satisfies 
(1) <w(t) - W(5)‘+ 2[(v + pX) w’](t) = q/n in Y(R); and 
(2) p = [G(O’) + G(O-)]/2, where G(O’) = ess lim,,,+ 6(k). 
Then the following statements are true. 
(1) w E: H”(R) and w is a classical solution of the reduced equation. 
(2) w(5)=(vln)5-‘+ [2(pc1+vvl)/71+(~/T/71)215~3+o(5-3) as Itl m. 
Proof. (1) We have already seen that the above assumptions on w 
imply that the associated similarity solution v of the BOB equation satisfies 
the integral Eq. (5.1.8). Repeated applications of Theorem 2.3.3( 1) show 
that w E H”(R) and is a classical solution of the RBOB equation. 
To prove (2) we need to show that 
t2C5w(5) - v/n1 - ww+ v)ln - Wn)’ (5.2.2) 
is a bounded function of t which tends to 0 as ItI + cc. We will do this by 
showing that the Fourier transform of this function is in L’(R). From the 
reduced Eq. (5.0.1) we have 
t-w(r)-?/~ = W)’ - 2vw’(5) - 2PWW’)(5). (5.2.3) 
Substituting (5.2.3) into (5.2.2) and taking the Fourier transform of the 
result and using the fact that ^ i = 2x8 we obtain 
[(c$)‘-(f/n)*]” +2[vw’+p~~‘]~“-4(p~+v~)& (5.2.4) 
First we claim that (<CC)‘- (f/iln)2 E H”(R). But since w E H”(R) we have 
that the right-hand-side of (5.2.3) is in H”(R), and therefore so is the 
complex conjugate of the left-hand-side. Furthermore we have 
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Thus the claim follows from the fact that H” is an algebra. Therefore by 
Lemma 5.2.1 the first term of (5.2.4) lies in L’( [w). It remains to show that 
i[a’G]” -4(pp + vy)6 E L’(R). From (5.1.1) it is clear that 
#= -2~~&~‘$4(~2)^ = -2jq~+$ (5.2.5) 
where ~9 is defined by the right-hand-side of (5.1.6) and 6 = - cr’tij - i(W2) A 
is the almost everywhere defined classical derivative of 6. Also by (5.1.6) 
we have that u1 = CI’ and ua = G satisfy the hypotheses of Lemma 5.2.2. 
Since a’ is absolutely continuous we can apply Lemma 5.2.2 to obtain 
[a’$]‘=a”$ + a’$= [an - (a’)2] $- ja’(w’)^. (5.2.6) 
Since &G2 = W(& - q/z) + Wj/n we see that it is an H”-function. Thus 
($)G [-j~~2]~ is an L’-function. Thus (w’) A can be taken to be 
absolutely continuous. So applying Lemma 5.2.2 to each of the two terms 
in (5.2.6) and using $ = -a’6 - i(W’) A we obtain 
[a’$]“= [a”(O+) @(Of)-a”(OW) G(O-)]S-2a’a”G 
+ [a”-(a’)*] $~-ja”(,~)~ -ja’(W2)“’ 
= -4i(p/f + vy)6 
+ [(a’)3 - 3a’a”]G-i[2a”- (a’)2](G2)A -a’[%‘]^. 
Therefore, 
(5.2.7) 
$a’+]” - 4(p,u + vv) 6 
= i[(a’)’ - 3a’a”]G + [2a” - (a’)‘](lii’)^ - ia’[<W*] “. (5.2.8) 
By Lemma 5.2.1 this lies in L’(lR). 1 
Notice that if the complex conjugate is removed from the nonlinear term 
in (5.0.1) then the same asymptotic expansion for w holds except that the 
term (f/z)’ is replaced by (~/rr)~. 
5.3. Existence and Uniqueness of Solutions of RBOB 
Now we will present our existence and uniqueness result for solutions of 
the reduced equation. In light of our regularity result Theorem 5.2.3, it will 
be sufficient to prove existence of a solution in L’(R). 
THEOREM 5.3.1. Suppose for p, q E C the number A@, q) is defined by 
(5.3.1) 
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Let D (resp. Dl) denote the open subset of C2 (resp. C) such that n(p, n) < 1 
(resp. ,I(u, 0) < 1). Then for every (p, n) E D there exists w E L*(R) such that 
the following three conditions hold: 
(1) tJw(t) - W(t)* + 2C(v + pWw’l(t) = v/71 in Y’(R); 
(2) p= [G(O’)+ $(0-)-J/2, where 6(0’)=esslim,,,+ G(k); 
(3) ~~w~(L2(w)<23’4v3’471~1’4[l -JTqjiyj]. 
A function w satisfying (1) and (2) is uniquely determined in the open ball 
in L*(R) centered at 0 of radius 2 3/4v3/4z- lj4. Furthermore the map 
(u, n) I+ w is continuous from D into L*( [w), from D into L’( [w) + XL’( [w), 
and when n=O from D, into L’(R). 
Proof Define the integral operator L = L(,u, n): L*(R) + L*(R) by the 
rule Lw is equal to the right-hand-side of (4.2.9). Then (Lw)” (k) is given 
by the right-hand-side of (4.2.6). We will show that if (p, q) E D then L will 
be a contraction on a closed ball B centered at 0 in L*(R) of radius 
R = 23’4v3’4~-11/4[ 1 - 4-1. Note that I/p - iv sgn(k)ll LmCWj = 
max(lp-iql, I~+&,}=A(~,~)vfi. Since I(W2)“(w)I < IIwI/~~~~~ we have 
by Plancherel’s theorem the following easy estimate on Lw. 
(5.3.2) 
where F,(x) = eeX2 fs es2 ds is a special function called Dawson’s integral. 
Let W denote the complementary error function of a complex variable 
defined in (2.1.7). Recall that W(c) is in the Hardy space 5’ of the upper 
half plane, Y(i) > 0, and W(x) = e-“2 + i(2/&) F1 (x). Therefore, we have 
that (2/&) F, (x) is the Hilbert transform of epX2. Since the Hilbert trans- 
form is an isometry on L2 we can compute the L2 norm of F, exactly, i.e., 
IIF, II Lz(r3) = (4%) Ile-X211.2~,~ = 2-5’47c3’4. Using this in (5.3.2) we obtain 
IV3’* 
IIJWI L2(R) G~ + 
7c4 llwll t2pq 
2 ‘/4x 114 27/4v3/4 . 
Estimating in a very similar way leads to the estimate 
(5.3.3) 
IILW, - LW2Il.2(,, G 
.1’4 II WI + w2lI LZ(R) IIWI - Will L.qFq 
27PvW (5.3.4) 
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The estimates (53.3) and (5.3.4) imply that L will map the closed ball B 
into itself and be a contraction on that ball if R satisfies 
J,(,u, ty) v314 
2wnu4 
x’/~R~ <R. 
+ ~7/4~3/4 ’ ’ 
rc1j4R 
K=-<< 2WvW 
(53.5) 
(5.3.6) 
Such an R will exist satisfying these two conditions provided the discrimi- 
nant of the quadratic (in R) determined by (5.3.5) is positive, 
7r”4 l-4.-. 
27/4v3/4 ‘~‘/4~U4 ’ 
(5.3.7) 
This is the same as A.@, q) < 1, which we are assuming. So by Banach’s 
contraction mapping principle there exists a unique fixed point w E B of the 
operator L. By the arguments given in Section 5.1 this fixed point w 
satisfies conditions (1) and (2) in the statement of the theorem. Choosing 
R as small as possible so that (5.3.5) holds we obtain (3). Uniqueness 
follows since any w1 E L’(R) satisfying (l), (2), and ~IwJ~~~~) < 23’4v3’4~P”4 
must be a fixed point of the operator L(p, q) in the closed ball of radius R 
for some R satisfying (5.3.6), and this fixed point must be unique. 
To prove the asserted continuity into L*(R) fix A < 1. It will suffice to 
prove that this map is continuous on the set D(l) of (p, q) E C2 satisfying 
A(p, q) 6 1. Choose R= 23/4v3/47tP1’4[  - -1. Therefore L is a con- 
traction on the ball in L2(Iw) of radius R with contraction constant 
K = 1 -m uniformly in (p, q) E D (‘). This implies the asserted con- 
tinuity in the L2-topology. The continuity into L’(R) + %L’(Iw) follows 
from the estimate 
IIw1- w2II L’(R)+.eLl(R) 
= IIJWI, ?IbI -L(P2, yI*)w211L~(Iw)+~x”L’(Iw) 
G IPI - ~21 . IIGII LyIw) + 1111 - ~21 . II%~~~~ 
+;I’ IIY,,~CG’lII 
0 
+R lbv-w2ll~2~~~ IlG’ll~~n, ’ I ds 0 (1 - s)l’2P 
When q =0 then a very similar estimate shows that the map ~LH w is 
continuous from D, into L’(R). 1 
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This theorem is not expected to hold for large values of q since even in 
the case p =0 (similarity solutions of Burgers’ equation) solutions are 
generally singular and do not lie in L*(rW). However, for q = 0 and of real 
we do expect solutions to the RBOB equation to exist. 
6. INTERMEDIATE ASYMPTOTICS FOR SOLUTIONS OF THE BOB EQUATION 
Now we will show that the similarity solutions of the BOB equation are 
the intermediate asymptotics for the general solutions. First we will need 
the following lemma. 
LEMMA 6.1. Suppose CI, jI > 0, 0 d 6 < /I are real numbers. Denote by 
X, the Banach space of all p 6 C( R +, R) such that llpll x6 = 
suptsO( 1 + t)’ Ip( < 00. Let Y, c X, be the cfosed subspace consisting of 
those p satisfying p(t) = o(tp6) as t -+ 00. For all peX, dejkefor C30 the 
integral operator J by 
(Jp)(t)=C[;p(to)(l-o)‘-+rd-‘du. (6.1) 
Then J is a bounded linear order-preserving operator J: X, + X6, mapping 
Y, into itself: Zf CB(u, I( - 6) < 1 (where B denotes the beta function) then 
(I- J) - ’ is also a bounded linear order-preserving operator (I- J) - ’ : 
X6 -+ X, which maps Ya into itself: 
Prooj Use the inequality (1 + t)/( 1 + tu) < C--I to show that J maps X, 
into itself, with operator norm llJl/L(xg, xaj < CB(cr, fi - 6). To see that J 
maps Y, into itself use the dominated convergence theorem. The rest 
follows from the Neumann series for (Z-J))‘. [ 
THEOREM 6.2. Suppose O<s< 1, ~EL~(R)+~L,‘(R), u= [f(O+)+ 
f(OW)]/2, and n = i[f(O+) -j‘(O-)]/2. Let A(f) and A(u, n) be defined by 
(3.3) and (5.3.1) respectiuel’y. Suppose A(f) < 1 and (ifs > 0) 
l-Jm+B(Bf) 
> 
B(:, i
2 27r112 <B(+, (1 -s)/2)’ (6.2) 
Suppose u = Sf is the solution of the BOB equation with initial data f: Let 
w be the solution of the RBOB equation with the parameters p and r]. Let 
u1 be the solution of the BOB equation defined by u1 (x, t) = tt”2w(xt-1’2), 
and u,(t)=u,(t+ l)=S(t)w for all t>O. Then there is a constant C>O 
independent off such that 
IIU - uzll BC,(R+,LqR)) G c IIP- $11 L”(R)’ (6.3) 
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Furthermore if 1 < p < 00 and m > 0 is an integer so that one of’ the four 
conditions on p, s, m, f given in Theorem 2.2.5 hold, then 
lim t(S+m+‘-1’p)/2 Ila~[u(t)-ul(t)]II,,,,=O. (6.4) f-m 
Even ifp= 1, s=O, m=O, andf EL’(iR)+XL’(R) is arbitrary we have 
lim lb(t) - 4 (t)ll L~(R)+HL~(R) = 0. (6.5) t-cc 
Proof: Define Z = BC,(R +, L*(R)). By the definitions of A(f) and 
A(p, q) we see that A@, ~)<~TT’/‘B(& $)-‘A(f). Since 27c1”B($, f)-’ A 
0.676 < 1 we see that ,I(p, q) < 1. Thus by Theorem 5.3.1 a solution w of the 
RBOB equation exists corresponding to the constants p and q. Define 
fl = ~6 + 126 and f2 = w. For j = 1,2 define 
4ji(t)=(vt)1’4 Il”(t)-uj(r)llL~(R)~ (6.6) 
Il/iCt) = (vt)1’4 Il~~r’D”(f--f;)ll~~~~~~ (6.7) 
Clearly uj satisfies the integral equation uj = K(f;, $). So subtracting the 
two integral equations that u and uj satisfy yields 
u(t) - uj(t) = e- “‘U”(f-f,)-f~~a,F(t-r) * [U(z)‘-uj(z)‘] dt. (6.8) 
Taking the L2 norm of both sides of (6.8) and using the above definitions 
(6.6) and (6.7) we obtain 
<$j(r)+Mz+ Il~jll,)(w” ’ &i(T) 
211/4n1/4 s 0 [v(t - T)]3’4(vt)“2 dTp 
<$,ct)+ Il”llZ+ ll”jllZ 
I 2”/471+, s 
’ 4ji(tQ) do = tij(t) + (Jdj)(t)* 0 (1 - 0p401’2 (6.9) 
We adopt the notation of Lemma 6.1, where a = $, B = 4, and 6 = s/2. To 
apply the lemma we need to show that 
ll”llZ+ ll”jllZ 
21’/4,&, 8(1/4, (1 -s)/2)< 1. (6.10) 
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Estimate //u/j z by (3.5). Estimate /I Uj II z as follows 
In the above we used Theorem 5.3.1(3). Thus (6.2) implies (6.10). 
To prove (6.3) we need to show that the left-hand-side of (6.10) stays 
away from 1 for s = 0 and all f such that J.(f) < 1. But using the estimates 
at the beginning of this proof we see that the left-hand-side of (6.10) is 
always less than 0.819, Applying (2.3.1) with f replaced by f - f2 and 
applying the lemma we obtain (6.3). 
Equation (6.4) with p = 2 and m=O follows from the lemma and 
Theorem 2.25. By (6.8) we have u(t) - u1 (t) = e-'@)'f - ,uF(t) - rpFF(t) + 
K(0, (U - iil)(ii + iI)). Now we apply Theorem 2.2.6 and Theorem 2.3.4 
inductively to prove that for all m B 0 we have 
lim P+ ‘/2)/2 li/?(Dt”/2)m[~(t) - 24r (t)]l[L2CRj =0. (6.12) 
,-CO 
Now Theorem 2.2.5 and Theorem 2.3.4 imply (6.4) for all p and m satis- 
fying the assumptions, as well as (6.5). 1 
One should note that as s + 1 - in the above theorem the subset of all 
f satisfying (6.2) shrinks to 0. Thus more accurate asymptotic approxima- 
tions to the solution, such as are known for the linearized equation (see 
Theorem 2.2.5), seem to be beyond the reach of our methods. 
As corollaries to the above theorem we see that the decay estimates 
~~a~u(t)~~.,(,)=O(t-(m+‘-~‘p)‘2) are typically sharp as t -+ cc for small data 
in L’(R) + ~$‘,!‘([w) if 1 < p < cc and m > 0 is an integer. We also obtain 
this result for p=l if m>O. If p=l, m=O, and f~L'(R)+~L1(R) is 
arbitrary then the estimate Iu(t)ll L,fnj + S”L1(Rj =0( 1) is typically sharp as 
t + co. Another corollary is that the decay estimates (0.5) on the various 
terms in the BOB equation (p = y = r = 2) are typically sharp for small 
data in L’(R). The first estimate, being the only one requiring any argu- 
ment, follows since 
as t-+ 00. Thus lim,,, PI4 Iiu(t) ~,(t)/l~~~~)= l~~~‘ll~~(~), which is positive 
unless both p = 0 and v = 0. A final corollary is the Lyapunov asymptotic 
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stability of the solutions of the RBOB equation thought of as stationary 
points of the restricted flow of the BOB’ equation. 
COROLLARY 6.3. Suppose s = 0, and f, ,u, y, A(f), ,l(p, q), and w are as in 
Theorem 6.2. Let v = S’f be the solution of the BOB’ equation with initial 
data J: Then there is a constant C > 0, independent off, such that 
Ilo - WII BC([O, co), L~(k!)+xL’(R)) G c Ilf- WII L’(R)+J(yL’(R), (6.14) 
lb - WI BC([O, m), L’(R)) G c llf- 4 L’(R). (6.15) 
Furthermore we have lim, _ m I/v(r) - w[I L~(R)+XL~(R) = 0; and if f~ L’(R) 
we have lim,,, 1111(r)- WI/ L1(Rj=O. Thus if A(w) < 1 then w is (Lyapunov) 
asymptotically stable with respect o the flow of the BOB’ equation restricted 
to the hyperplanes 
H,w,= {f~L'W+='W IP= Cf(O+)+fK-)I/& 
q = i[f(O+)-~(OV)]/2} 
Proof: Equations (6.14) and (6.15) follow from Theorem 2.3.3(2) and 
trivial estimates on the solution of the LBOB equation. The last two 
assertions follow by changing variables in (6.4) and (6.5), respectively, and 
using the fact that )I g(x) - yg(xy)ll L1C,j + 0 as y + 1 for any g E L’(R). 1 
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