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Abstract
With the increased amount of data consumed in mobile communication
systems, new solutions for the infrastructure are needed. Massive multi-
ple input multiple output (MIMO) is seen as a key enabler for providing
this increased capacity. With the use of a large number of transmitters,
the cost of each transmitter must be low. Closed-loop transmitters, fea-
turing high-speed data converters is a promising option for achieving
this reduced unit cost.
In this thesis, both digital-to-analog (D/A) and analog-to-digital
(A/D) converters suitable for wideband operation in millimeter wave
(mmWave) massive MIMO transmitters are demonstrated. A 2×6 bit
radio frequency digital-to-analog converter (RF-DAC)-based in-phase
quadrature (IQ) modulator is demonstrated as a compact building block,
that to a large extent realizes the transmit path in a closed-loop mmWave
transmitter. The evaluation of an successive-approximation register
(SAR) analog-to-digital converter (ADC) is also presented in this thesis.
Methods for connecting simulated and measured performance has been
studied in order to achieve a better understanding about the alternating
comparator topology.
These contributions show great potential for enabling closed-loop
mmWave transmitters for massive MIMO transmitter realizations.
Keywords: CMOS, Data converter, IQ-modulator, mmWave, RF-DAC,
SAR ADC
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Chapter 1
Introduction
We continuously consume more and more data as we spend more time
online: working, communicating with friends and family, and entertain-
ing ourselves. For the last couple of years, a yearly 60 % increase in
global mobile traffic has been observed [1]. This trend is expected to
continue for the coming years. To support this increased demand, new
technologies are needed.
Traditionally, frequencies in the sub-6 GHz band has been used for
mobile communication [2]. However, these frequency bands are highly
crowded, supporting not only mobile communication but also satellite
communication, defence systems, and aeronautical systems just to men-
tion a few [2]. Allocating additional frequency resources for mobile
communication in order to support the increased demands is therefore
hard. In the newly-introduced fifth generation (5G) new radio (NR)
mobile communication standard, millimeter wave (mmWave) bands in
frequency range 2 (24.5–40 GHz) are allocated for multi-Gb/s commu-
nication [3].
An important component in the realisation of 5G NR mmWave trans-
mitters is the use of beamforming and massive multiple input multiple
output (MIMO) [4]. Arranging tens or hundreds of antennas in arrays
enables multi-beam operation, allowing for multiple parallel channels
using the same spectral resources [5]. The high power consumption re-
sulting from assigning a transceiver to each antenna element in the array
is seen one of the major challenges that needs to be solved before the
deployment of mmWave massive MIMO systems [6].
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Figure 1.1: Illustration of generic closed-loop transmitter in a MIMO setting.
1.1 Closed-loop mmWave transmitter
Realizing a mmWave massive MIMO transmitter where each antenna
element is individually driven, is a major challenge. This not only due to
the power consumption, but also due to the small wavelength of mmWave
signals, resulting in small antenna separation, thus limiting the allowable
size of each individual transceiver.
Using higher-complexity digital techniques to compensate for analog
impairments is seen as a key enabler for relaxed hardware requirements,
allowing for reduced size and increased efficiency [7]. To train the digital
pre-distortion (DPD) algorithms, they need to know the behaviour of
the transmitted signal, thus requiring a feedback path [8]. A generic
closed-loop array transmitter is shown in figure 1.1. It shows how the
transmitted signal is tapped and feed back into the digital signal pro-
cessing (DSP), adapting the transmitted signal to reduce the effect of
the analog impairments. This feedback path can either be in constant
operation, or be used during shorter training sequences. In any case the
feedback path must handle the entire transmitted bandwidth, thus re-
quiring analog-to-digital converters (ADCs) with both high sample rate
and high bandwidth.
To further reduce the transmitter cost, alternative architectures are
needed, combining multiple analog functionalities into a single building
block [6]. Radio frequency digital-to-analog converters (RF-DACs) are
seen as a promising option, combining the digital-to-analog converter
(DAC), mixer, and to some extent the power amplifier (PA) into a single
building block, bringing a significantly reduced transmitter cost [9, 10].
2
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1.2 CMOS integration
Integration of mmWave circuits have for long been done in compound
semiconductors, such as silicon germanium (SiGe) and gallium arsenide
(GaAs), as these provide excellent analog performance [11, Ch. 11].
GaAs is often chosen for its higher output power [12] while SiGe en-
ables tighter integration [11, Ch. 11].
Thanks to its aggressive scaling, tight integration, and power efficient
operation, there is no technology that can compete with complementary
metal oxide semiconductor (CMOS) when it comes to the realization of
digital circuits.
In massive MIMO, a tight integration between analog and digital
components is needed to achieve a low transmitter cost, making CMOS
the only viable option. This forces analog building blocks, operating at
mmWave frequencies to also be implemented in CMOS [13].
1.3 Goal
The work reported in this thesis addresses fully-depleted silicon-on-
insulator (FDSOI) CMOS implementations of both the data converters
shown in figure 1.1. The goal is to explore the design space for circuits at
the required performance level, using state-of-the-art silicon processes;
and also to provide contributions in the testing and characterization of
the experimental circuits.
1.4 Thesis outline
The continuation of the thesis is outlined as follows: Theoretical frame-
work and fundamental concepts for designing and evaluating RF-DACs
are presented in chapter 2. The design and evaluation of an radio fre-
quency (RF) in-phase quadrature (IQ) modulator is then presented in
chapter 3. These two chapters focuses on the design and evaluation of
RF-DAC based IQ modulators. The two following chapters will focus
on the design and evaluation of an ADC, starting with the theoretical
framework, fundamental concepts and topological alternatives in chap-
ter 4. The design and evaluation of a successive-approximation register
(SAR) ADC will then follow in chapter 5. The thesis will then be con-
cluded in chapter 6, summarizing the contributions and looking at future
work.
3
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Chapter 2
Background on RF
digital-to-analog conversion
This chapter will present the theoretical framework needed to under-
stand the principles behind a modulator. The chapter will also cover
different topological options for RF-DAC based IQ modulators and met-
rics for evaluating them.
2.1 Modulation theory
The modulator is an essential part of a transmitter; it is responsible for
placing the information that is to be transmitted onto the carrier. A
continuous wave (CW) signal cannot transmit any information since its
behaviour is static over time, although it is alternating within a period.
The amount of information that can be transmitted on a white Gaussian
noise channel is given by the Shannon theorem, equation (2.1) [14]. This
equation gives the total channel capacity C, given the channel bandwidth
B and signal-to-noise ratio (SNR).
C = B log10 (1 + SNR) [b/s] (2.1)
Below, the theory behind modulation will be studied in more detail,
starting with the mathematical definition. The principle behind mod-
ulation will then be described, followed by the principles behind pulse
shaping.
5
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2.1.1 Mathematical definition of modulation
The mathematical definition of modulation is a multiplication between
a time-varying signal vm (t) and the CW carrier vc (t), given by equa-
tion (2.2). Let us first study amplitude modulation (AM), using a sine
wave as the modulating signal vm, equation (2.3). Multiplying the CW
carrier, equation (2.2), with the modulation, equation (2.3), gives the
modulated signal in equation (2.4).
Vc = vc sin (2pifct) (2.2)
vm (t) = va sin (2pifst) (2.3)
v (t) = va sin (2pifst) · vc sin (2pifct) = vavc sin (2pi (fc ± fs) t) (2.4)
Finally, let us now consider a time-varying amplitude and phase
signal vm, given by equation (2.5). Multiplying this signal to the carrier,
equation (2.2), then gives equation (2.6).
vm (t) = va (t) sin (ϕ (t)) (2.5)
v (t) = va (t) sin (ϕ (t)) ·vc sin (2pifct) = vcva (t) sin (2pifct± ϕ (t)) (2.6)
In a communication system, the time-varying signals, va (t) and ϕ (t),
represents the movement between discrete points, so called constellation
points, located in the complex plane. All the constellation points for a
given modulation format forms a constellation diagram, representing all
the values that va (t) and ϕ (t) can take.
2.1.2 Modulation principle in time and frequency
Based on the mathematical definition above, we can now study the wave-
forms used to form modulated signals, both in time and frequency do-
main.
In the time domain, we have the CW signal shown in figure 2.1a.
The data to be transmitted is represented by a sequence of symbols,
each having a unique combination of amplitude and phase defined by its
6
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Figure 2.1: Illustration of the modulation principle in both time (a)-(c) and
frequency (d)-(f) domain.
location in the constellation diagram, as shown in figure 2.1b. This time-
varying amplitude and phase signal is multiplied with the CW signal,
forming the modulated signal shown in figure 2.1c. In this figure we can
observe how the amplitude and phase change at uniformly separated
instances in time, with a spacing equal to the symbol duration Tsym.
Now, let us look at the principle behind modulation in the frequency
domain. The CW signal is represented by a narrow pulse in figure 2.1d,
ideally consisting of a single frequency, although noise causes it to spread
out. From equation (2.6), we know that the frequency domain baseband
(BB) data will appear at both sides of the carrier. The BB frequency
domain spectrum presented in figure 2.1e, uses a oversampled pulse-
shaping filter to provide a band-limited signal (the signal in figure 2.1c
does not use such a filter). Here, two samples per symbol are used, thus
relating the sample rate to the symbol duration as follows: Tsym = 2/fs.
The spectral behaviour is the same, both for fully random signals and
random sequences with finite length, given that the latter is long enough
7
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to appear random. In the time domain, the modulation was applied
through a multiplication. The corresponding operation in the frequency
domain is an addition between the BB signal and the carrier, thus, only
shifting the center frequency of the BB signal, locating it around the
carrier fc as shown in figure 2.1f.
From figure 2.1e, it appears like the BB signal bandwidth is doubled,
as the signal covers the band [−fs/2, fs/2]. For real signals, such as
those used in AM, the spectrum is symmetrical around the carrier, thus,
only a single side-band needs to be transmitted. For complex signals,
such as those used in quadrature amplitude modulation (QAM), the
spectrum is asymmetrical around the carrier, making both side-bands
important. The asymmetrical spectrum is a result of combining the
two orthogonal signals which make up the complex QAM signals. As
one DAC is needed on the transmit-side and one ADC is needed on the
receive-side, for each orthogonal component, the effective sample rate is
doubled as the orthogonal signals are processed in parallel, thus resulting
in the increased bandwidth.
2.1.3 Modulation formats
Above we presented how data is modulated on to the carrier. The chosen
modulation format will not only affect the complexity of the modulator
implementation. It will also set the amount of data that can be trans-
mitted for a given bandwidth. The spectral efficiency S is a metric of
the number of bits that can be transmitted per spectral resource. Equa-
tion (2.7) gives the spectral efficiency for a bit-rate Rb and a bandwidth
BW.
S = RbBW [b/(Hz s)] (2.7)
With limited spectral resources, a high spectral efficiency is impor-
tant in order to achieve a high bandwidth. The spectral efficiency is
listed in table 2.1 for a few different modulation formats with varying
complexity.
Each symbol in a modulated signal is represented by a unique am-
plitude, or by a unique phase, or by a unique combination of these two.
A constellation diagram shows all the symbols that can be transmitted,
for a given modulation format, arranging them after their amplitude
and phase. The constellation diagrams for a few different modulation
8
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Table 2.1: Spectral efficiency for different modulation formats.
Modulation
format
Spectral
efficiency
[b/(Hz s)]
OOK 1
PAM-4 2
QPSK 2
16-QAM 4
32-QAM 5
64-QAM 6
256-QAM 8
1024-QAM 10
formats of varying complexity are shown in figure 2.2. The principle
behind a few of them will be described below.
The simplest AM format is OOK, shown in figure 2.2a, which builds
on toggling the carrier on and off according to the bit-stream. This
is however not a very effective modulation format as can be seen in
table 2.1. The principle behind OOK can be extended further with the
introduction of additional amplitude levels and sign. A constellation
diagram for a PAM with four levels is shown in figure 2.2b. The spectral
efficiency is given as log2 of the number of levels used. Clearly, it can
be seen that the number of levels needed rapidly increase with demands
for higher spectral efficiency.
PAM4 introduces the phase as a means to transfer information.
By further using the phase it becomes possible to construct 2 dimen-
sional (2D) constellations, giving higher spectral efficiency while requir-
ing fewer levels along each direction. The simplest 2D modulation for-
mat is QPSK, shown in figure 2.2c, which modulates only the phase
of the carrier (the amplitude is constant regardless of the transmitted
data). By introducing additional amplitude levels to the 2D modulation
formats, we introduce QAM. This set of modulation formats was first
introduced in 1960 [15], and few years later, the square QAM typically
seen today was introduced [16]. A few different QAM formats are show
in figures 2.2d to 2.2f, containing 16, 32, and 64 constellation points
respectively. For these modulation formats, the number of levels needed
along each orthogonal direction is the square-root (rounded up) of the
9
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Figure 2.2: Illustration of a few commonly used modulation formats, ranging
from simple formats, such as OOK (a), PAM (b), and QPSK (c),
to more complex QAM formats (d)-(f).
number of constellation points for the given modulation format, clearly
showing a large gain compared to using PAM. If the grid contains more
locations than the number of constellation points provided by the mod-
ulation format, the locations in the corners are not used, as can be seen
in figure 2.2e. The reason is that these locations suffers more from non-
linearities in the transmitter as these locations have the highest signal
power, thus making them more suitable to exclude.
The mapping of digital data onto the constellation points is typically
done using Gray encoding [17, Ch. 3]. The benefit with this encoding
is that the bit sequence mapped to each constellation point only differs
by one bit for the closest located constellation points. Thereby the bit-
error rate (BER) is minimized when detecting the received data as the
constellation points most likely to be erroneously detected are the ones
located closest to the intended value. Mapping principles can be used
to reduce the peak-to-average power ratio (PAPR), where scrambling
methods, such as block level codes are popular [18].
10
2.1. Modulation theory
t
x(t)
(a)
f
P
-3fsym -2fsym -fsym 0 fsym 2fsym 3fsym
(b)
Figure 2.3: Time domain behaviour is shown in (a) for an AM signal out-
putted by a DAC modelled by a ZOH function (blue) and the
corresponding pulse-shaped signal (orange). The frequency do-
main behaviour is shown in figure 2.3b.
2.1.4 Pulse-shaping
The DAC output can be modelled by a block that connects a digital
code to an analog value and a block that keeps this value constant for
the entire sample duration. The time domain output signal for a DAC
modelled by a zero-order hold (ZOH) function is shown in figure 2.3a
together with the corresponding signal fed through a pulse shaping filter.
In the figure it can been seen how the ZOH gives a box-shaped signal.
The signal passing through the pulse-shaping filter is smother, at the cost
of overshooting the range. The frequency domain behaviour is shown
in figure 2.3b for the two signals. The ZOH function here translates
into a sinc function with zeros at every multiple of the symbol frequency
fsym. The oversampled and pulse-shaped signal suppresses the signal
further outside the transmitted band but the images around fs cannot
be compensated for.
In modern communication systems, requirements are not only tough
on the signal quality within the transmitted band, but also in the neigh-
11
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bouring bands, making it important to suppress the out-of-band emis-
sions, such as the ones caused by the ZOH. In addition, non-linear dis-
tortion in the channel introduces intersymbol interference (ISI), making
symbols dependent on each other. By properly selecting a filter, the sig-
nal can both be band-limited and ISI can be prevented at the sampling
instances [19, Ch. 8]. The root raised cosine (RRC) filter is popular in
communication systems as the same filter can implemented both in the
transmitter and in the receiver for an overall ISI-free channel.
Combining the pulse-shaping filter with oversampling introduces ad-
ditional points along the path from one constellation point to the next,
bringing a smoother signal [17, Ch. 4]. The oversampling ratio (OSR)
is defined as the ratio between the sample rate and the symbol rate in
the system. Oversampling also simplifies the requirements on the analog
filter needed to suppress images, as they are further separated by the
increased sample rate [17, Ch. 4]. While oversampling mainly affects the
out-of-band properties, it can also improve the in-band performance. As
the transition rates when moving from one constellation point to another
is reduced, smother transitions are allowed, stressing the circuit less. To
fully benefit from oversampling, an increased DAC resolution is needed
in order to provide additional levels in between the constellations points,
used to smoothen the transition from one symbol to the next.
A drawback with using oversampling is that it increases the required
sample rate for the DAC for a given symbol rate, or it reduces the symbol
rate for a given sample rate. Achieving both high bandwidth and high
OSR is hard as circuit technology limits the achievable sample rate for
DACs.
2.2 Figures of merit
To fairly compare different designs, fair comparison measures that does
not favour a single topology are needed. While there exist several
generally accepted figures of merit (FoMs) for ADCs, as described in
section 4.3, this is not the case for RF-DACs. One reason is that
there is no fixed output interface for RF-DACs, as output power and
load impedance are part of the specifications. Another reason is that
RF-DACs can be used to generate modulated signals, making it highly
beneficial to co-integrate large portions of a modulator into a single
block, further complicating the comparison of different designs. In ad-
dition, they can be designed for different output power levels, operate
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at different frequency bands and be optimized for different modulation
formats, making a fair comparison even tougher.
There are several traditional DAC measures which in theory could
be of interest also for RF-DACs, such as linearity and spurious free
dynamic range (SNDR). However, the linearity is a static measure, not
giving any insight about the performance for wideband signals. It might
also be complex to accurately measure the steady-state linearity for a
RF-DAC due to a potentially high carrier frequency. The narrow-band
signals needed for SNDR measurements would also not mimic the actual
wideband performance. Below, a few different FoMs commonly used for
evaluating RF-DACs will be presented.
2.2.1 Error vector magnitude
The error vector magnitude (EVM) is a measure of how accurate the
transmitted constellation is compared to the intended one. EVM is
typically measured as the root mean square (RMS) error normalized to
either the average constellation power EVMrms, or to the highest power
for any constellation point EVMrms,peak.
An illustration of the error vector for a single point is shown in
figure 2.4. From this figure, the EVM for a single point can be calcu-
lated as in equation (2.9), where equation (2.8) shows the definition of
the error vector. This equation can then be extended into the average
metrics commonly used for performance comparison. Equation (2.10)
shows the expression for EVMrms while equation (2.11) shows the ex-
pression for the EVMrms,peak. The metric normalized to the RMS power
makes it possible to compare the performance for different modulation
formats [20, Ch. 5] while the one normalized to the peak constellation
point is commonly adopted in instruments [21,22].
IQerr = IQmeas − IQref (2.8)
EVM [n] = |IQerr [n]|∣∣∣IQref [n]∣∣∣ (2.9)
EVMrms =
rms (|IQerr|)
rms
(∣∣∣IQref ∣∣∣) (2.10)
EVMrms,peak =
rms (|IQerr|)
max
(∣∣∣IQref ∣∣∣) (2.11)
13
Chapter 2. Background on RF digital-to-analog conversion
IQ
re
f[n
]
IQ
m
ea
s[n
]
IQ
err [n]
Re
Im
Figure 2.4: Illustration of EVM calculation for a single point.
In a real communication system, the received constellation diagram
will be affected by noise coming from three sources: the transmitter, the
channel, and the receiver. This noise will introduce errors in the trans-
mitted data stream. The BER is a measure of how many erroneous bits
that are received in relation to the total number of received bits. The
BER is also tightly connected to the error in the received constellation
diagram. By connecting the BER to the EVM through the SNR, it be-
comes possible to study the relationship between BER and EVM in a
Gaussian channel. For QAM, the bit error probability can be calculated
using equation (2.12), by inserting equation (2.13), assuming Gaussian
noise [20, Ch. 2]. In the following equations, M is the number of con-
stellation points in the modulation format, BW is the bandwidth of the
system, and BR is the bit rate. Q (x) is the Q-function, often used in
error-probability expressions [20, Ch. 2].
Pb (M) =
2Pe√M
log2M
(
1− 12Pe
√
M
)
(2.12)
Pe
√
M
∼=
2
(√
M − 1
)
√
M
Q
√3log2M
M − 1
BW
BR SNR
 (2.13)
For a channel where bit errors are caused by additive white Gaussian
noise [23], the SNR will correspond to the average signal power over the
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average error. The relationship between EVMrms and SNR is given by
equation (2.14).
EVMrms =
1√
SNR
(2.14)
In order to relate the average power to the peak constellation point
a scale factor is needed. The crest factor c, relates the magnitude of the
maximum constellation point to the average constellation magnitude,
while PAPR relates the corresponding power ratio. Equation (2.15)
shows the expression commonly used to describe this modulation format
dependent ratio [24–26]. Here, M is the number constellation points for
a given modulation format. As EVM is inversely proportional to the
signal power, EVMrms,peak will therefore be related to EVMrms as in
equation (2.16).
c =
√
PAPR =
√
3
√
M − 1√
M + 1
(2.15)
EVMrms,peak =
1
c
EVMrms (2.16)
The relationship between EVM and BER is shown in figure 2.5 for
several different modulation formats of different complexity. The EVM
is normalized to the average constellation for these curves. In high-
capacity communication systems, an input BER of 10-3 is typically
considered as the DSP typically includes error correcting capabilities,
thereby further reducing the BER [23].
From the diagram in figure 2.5 we can observe several things. We can
see that as the number of constellation points is quadrupled, the required
EVM must be halved for a constant BER. It can also be observed that
the slope is larger for a BER of 1× 10−6 than for a BER of 1× 10−3,
making the system more sensitive to noise when BER requirements are
tougher.
Although EVM gives a good measure on the accuracy of the trans-
mitted constellation, the measure still comes with its limitations when
it comes to comparing different designs. As it does not account for the
DAC resolution, it is important to keep this in mind when comparing
figures. As the modulator resolution is connected to the complexity
of the intended modulation format, the ratio between the number of
required levels and the number of levels available must also be consid-
ered. In theory, a high resolution modulator should be able to provide
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Figure 2.5: BER plotted versus EVM for different modulation formats with
EVM normalized to average power.
a better EVM than a modulator with lower resolution given the same
sample rate and modulation format. It also is important to account for
the transmitted data rate as the non-linear behaviour of the modulator
might be further stressed by wideband signals.
2.2.2 Efficiency metrics
Efficiency measures are often of interest when comparing highly inte-
grated components. For PAs, both drain efficiency (DE) and power
added efficiency (PAE) are common measures used to compare the effi-
ciency of the implementation.
DE = PRF,out
PDC
(2.17)
PAE = PRF,out − PRF,in
PDC
(2.18)
While DE only accounts for the efficiency at the output the PA
equation (2.17), PAE also accounts for the input power and the power
consumed in potential pre-amplifier stages as in equation (2.18). This
makes PAE a much more usable metric. However, for RF-DACs, all
the power consumption will not be located in the analog path as some
functionality needs to be implemented as digital circuits. It is not clear
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if this consumption should be included in the PAE or not, making the
measure hard to use.
Another complication is the vast span of topologies used for imple-
menting RF-DACs. To some extent, the principles for achieving a high
output power are the same both for RF-DACs and for PAs. Again, com-
paring with PAs, a large span of different PA topologies exist. When
comparing PA implementations, one tries to keep the topology as similar
as possible, as the topology might have significant impact on the effi-
ciency. For RF-DACs on the other hand, the relatively low number of
publications makes this kind of categorization impossible as other things
not related to the output power also need to be considered, such as the
data rate.
2.2.3 Energy consumption per bit
The energy consumed per transmitted bit is a comparison metric used
when comparing the performance both in entire communication systems
and in individual subsystems [9]. This is a good method as it makes it
possible to study effects on a system level even though focus might be
on a significantly smaller block. There are however subsystems which
are less suitable for this kind of comparison, such as RF-DACs, as the
output power level is not compensated for. Subtracting the output power
will not be sufficient as the power consumption is highly dependent
on the intended output power. Other parts of the RF-DAC must also
be designed for the intended output power, thus connecting the power
consumption for the rest of the RF-DAC to the output power level.
2.3 Topological alternatives
Transmitters can be highly customized depending on their intended op-
eration. Two transmitter topologies, the direct conversion and the su-
perheterodyne, have traditionally been adopted in communication sys-
tems [27, Ch. 14]. This however changed with the introduction of wide-
band RF-DAC-based transmitters [28–30]. Since their introduction in
2004, there has been an increased interest for RF-DAC-based transmit-
ters, driven by increased demands of tighter system integration. Both
Cartesian [9, 10,31–37] and polar [38–42] transmitters has been demon-
strated, operating over a large range of frequencies ranging from a few
GHz [28–30,40–42] to 60 GHz and above [32–39].
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Figure 2.6: Illustrations of the direct converting transmitter (a) and the su-
perheterodyne transmitter (b).
2.3.1 The classical transmitter approach
The two transmitter topologies traditionally used are both based on
similar principles, up-converting the BB data using mixers [27, Ch. 14].
Generic block diagrams for the direct-converting and the superhetero-
dyne transmitter are shown in figures 2.6a and 2.6b respectively. The
direct-converting transmitter is compact as it only requires a single up-
conversion. However, as only a single up-conversion is used, potential
local oscillator (LO) leakage will end up in the center of the transmitted
band, making it impossible to filter out. The superheterodyne transmit-
ter solves this problem by introducing an intermediate frequency (IF).
Carefully selecting the IF and LO frequencies makes it possible to filter
out any LO leakage as the IF provides an offset between the transmit-
ted band and the LO. This however comes at the cost of additional
hardware.
Although both topologies in principle are fairly simple, many differ-
ent versions are presented in literature, addressing different weaknesses
with these topologies. These will however not be studied here.
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Figure 2.7: Illustration of the RF-DAC based Cartesian modulator (a) and
the vector combining (b).
2.3.2 Cartesian RF-DAC
The Cartesian RF-DAC based modulator is to a large extent based on
the direct-converting transmitter topology presented above. However,
there is one significant difference; rather than providing analog BB data
to the mixer using DACs, digital control signals are used to control the
operation of the mixer. To allow this control of the mixer, it is divided
into several smaller cells that are individually controlled. Through this
individual control, it becomes possible to combine the up-conversion
with the digital-to-analog (D/A) conversion. The similarities between
the two topologies can clearly be seen when comparing the RF-DAC-
based topology in figure 2.7a with the direct-converting topology in fig-
ure 2.6a. In figure 2.7b the vector combining of the in-phase (I) and
quadrature-phase (Q) signals is shown.
2.3.3 Polar RF-DAC
The idea behind the polar RF-DAC-based topology is very similar to
the Cartesian topology. However, rather than using two RF-DACs to
realize the orthogonal signals in the Cartesian coordinate system, the
polar topology operates based on a polar coordinate system, thus only
requiring a single RF-DAC for the amplitude modulation [39]. The
phase modulation is applied to the LO signal at an earlier stage. A
block diagram for a generic RF-DAC-based polar transmitter is shown
in figure 2.8a. The vector summation of the phase ϕ and amplitude A
is shown in figure 2.8b.
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Figure 2.8: Illustration of the RF-DAC based polar modulator (a) and the
vector summation (b).
LO
ϕ
ϕ
n
n
RF
ϕ+ θ
ϕ− θ
(a)
ϕ (t)
S (t)
θ (t
)θ (
t)
Re
Im
(b)
Figure 2.9: Illustration of the RF-DAC based outphasing modulator (a) and
the vector summation of the outphasing signals (b).
2.3.4 Outphasing transmitter
The principle behind outphasing differs a bit from the two approaches
presented above. It focuses on keeping a constant amplitude level, elim-
inating the need for an amplitude modulator. Rather the phase modula-
tion is used to generate the amplitude levels needed, making it possible
to use highly efficient amplifiers rather than RF-DACs [43].
The modulation is applied using two parallel phase modulators, one
having a positive phase offset and the other a negative one. Each mod-
ulator has a fixed magnitude of half the desired maximum output level.
The amplitude modulation is achieved by adjusting the outphasing angle
θ and then combine the two channels. A block diagram for the outphas-
ing transmitter is shown in figure 2.9a. The vector summation of the
outphasing signals is shown in figure 2.9b.
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2.3.5 Topology comparison
The Cartesian topology has the advantage that it operates in the same
coordinate system as the complex modulation formats commonly used.
The square grid making up a M-QAM constellation, see figure 2.2,
closely matches the grid formed by the Cartesian modulator. However,
a weakness with the topology is when it is desired to adjust the phase of
the transmitted signal, such as in beam-forming MIMO systems [44–46].
Rotating the constellation would result in a mismatch between the grid
generated by the modulator and the constellation to be transmitted,
reducing the modulation accuracy. However, as phase adjustments for
beam movements are occurring at a less frequent rate than the trans-
mitted data is updated, it becomes possible to use an external phase
modulator located either before or after the Cartesian modulator.
The polar topology on the other hand with its circular grid, is more
suitable for systems requiring phase rotation. However, when a static
phase is needed, the polar topology becomes less suitable for square-
shaped constellations as a large set of the available points will not be
used. Fitting a square into a circle will always result in areas of the circle
not being covered by the square. Another drawback with the polar topol-
ogy is the complexity of implementing phase modulators. RF-DACs
have been demonstrated to operate at high speed with moderate res-
olution [9, 39]. The same cannot be said about phase modulators. In
some cases, Cartesian based modulators have been used as phase modu-
lators [39,40], although this in not their primary function as they simul-
taneously provide both amplitude and phase modulation. Transmission-
line-based phase modulators have been demonstrated [47–49], but these
were intended for beam-forming applications and cannot provide the
sample rate required for polar modulation. The phase modulation wave-
form also needs to be synced to the amplitude signal with sub-sample
precision for good performance [39], which further complicates the im-
plementation of a high-bandwidth polar modulator.
The outphasing modulator is very similar to using two parallel po-
lar transmitters, although no amplitude modulation is needed. As no
amplitude modulation is needed, highly efficient amplifiers could be
used, thereby in principle result in a high efficiency [43, 50]. However,
high-speed phase modulation is a problem that the outphasing topol-
ogy shares with the polar topology. Another problem with the phase
modulation is the non-linear signal processing [51], resulting in a large
bandwidth expansion, thus requiring a large OSR which is problematic
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Figure 2.10: Contour plots of the normalized DE for the different modulator
topologies, comparing the code dependency for Cartesian (a),
polar (b), and outphasing (c).
for wideband modulators. A rule of thumb is that polar transmitters
require roughly an oversampling of ten times the signal bandwidth to
account for the bandwidth expansion [52]. However, polar transmitter
realizations requiring a lower OSR have been demonstrated [39].
2.4 Code dependent efficiency
For RF-DAC-based modulators, not only the peak efficiency is of in-
terest; also the code-dependent efficiency is important, especially for
modulated signals with a large PAPR. On average, the output power
for modulated signals is significantly lower than the peak output power,
thus resulting in a significant efficiency reduction [10]. Figure 2.10 shows
contour plots of the code dependent DE for, Cartesian, polar and out-
phasing modulators normalized to the peak DE achieved by each topol-
ogy.
From figure 2.10 it might be hard to see how the PAPR caused by
the modulation will affect the efficiency. The relative modulated DE is
plotted versus PAPR in figure 2.11 for the three transmitter topologies.
It can here be seen how the outphasing transmitter achieves the lowest
efficiency while the Cartesian and polar are fairly similar.
2.5 Non-overlapping LO
In most analog systems, the duty cycle is not considered as pure sine
wave signals are more desired than pulse-shaped signals. For pulse-
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Figure 2.11: Modulation dependent DE as a function of PAPR, ploted for
Cartesian, polar and outphasing transmitters. The DE is nor-
malized to the peak for each individual transmitter topology.
shaped signals, the duty cycle is defined as the ratio between the dura-
tion of the pulse and the signal period at half the pulse magnitude. As
pulse-based signals have a high harmonic content, they might cause un-
desired interference. Mixers are however the exception, where strong LO
signals are desired for more idealized operation [11, Ch. 13]. Here it is
typically not a problem to use 50 % duty cycle signals, making it possible
to use clipped sine wave signals to drive the LO port on the mixer. Since
RF-DACs can be seen as a group of parallel mixers, one might think that
50 % duty cycle would be fine for them as well. This is however only true
for polar transmitters, which only use a single RF-DAC, thus not having
any summation on the output. For other RF-DAC-based topologies, the
outputs from several parallel RF-DACs are summed to form the desired
signal.
The different waveforms shown in figure 2.12 are calculated based on
the four LO signals, to generate the top right point in figure 2.4. The
two differential signal are defined as in equation (2.19) where RFdiff+
is generated by LO0 and LO90. The same also goes for RFdiff−, which
is generated by LO180 and LO270. The resulting single-ended signal is
then given by equation (2.20). The 50 % and 25 % duty cycle cases will
be presented in more detail below.
RFdiff + = LO0 + LO90 (2.19)
RFsing = RFdiff + − RFdiff− (2.20)
The Cartesian topology relies on the summation of the orthogonal
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Figure 2.12: Quadrature LO signals with 50 % duty cycle (a) and 25 % duty
cycle (b). LO0 and LO90 are then combined to form RFdiff+ (c)
and (d). The resulting RF signal is shown for the 50 % and 25 %
cases in (e) and (f) respectively.
signals generated by the parallel RF-DACs. However, complete or-
thogonality can only be achieved if there is no interaction between the
RF-DACs [33]. Interaction-free operation will however not be fulfilled
for 50 % duty cycle LO signals [33]. As can be seen in figure 2.12a,
the four LO signals needed in a fully differential quadrature modulator
overlap with each other, thus causing intermodulation [33]. The extreme
cases when both RF-DACs are fully on become most troublesome as the
largest interference occurs here, although the problem is present for all
output combinations.
In figure 2.12c, RFdiff+ is generated from LO0 and LO90 to form the
top right most point in figure 2.4. Combining the 50 % duty cycle LO
signals to form the differential components results in a large duty cycle
expansion as illustrated in figure 2.12c. To mimic the effects of satu-
ration in the transistors when both LO signals are combined, a smaller
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Figure 2.13: Effects on output constellation when directly combining the RF
signals at the RF-DAC outputs, using 50 % duty cycle LO sig-
nals (a) and 25 % duty cycle (b) LOs signals. The reference grid
is shown in orange.
than ideal increase is shown. Combining the differential signals in fig-
ure 2.12c into a single-ended signal, shown in figure 2.12e, results in large
portions of the differential signals cancel each other with a reduced ef-
ficiency as the result. The resulting waveform, with a small duty cycle,
will have a high harmonic content that needs to be filtered out.
With the 25 % duty cycle LO signals shown in figure 2.12b, it can
be seen that the LO signals do not overlap, thereby ideally combine
into the differential signals shown in figure 2.12d. This results in fully
differential signals, not overlapping each other at any time, bringing a
nice 50 % duty cycle RF signal when combined into the single-ended
signal shown in figure 2.12f.
Constellation diagrams for modulated signals using 50 % and 25 %
duty cycle LO signal are shown in figure 2.13. With 50 % duty cycle
LO signals, a significant compression can be seen for the corner points,
significantly reducing the EVM. This effect cannot be seen for 25 % duty
cycle LO signals as they are non-overlapping.
The principle of 25 % duty cycle LO signals has been demonstrated
both in mixer applications [53–55] and in RF-DAC based transmitters
[33], although at low frequency. Wideband LO generators for 25 % duty
cycle operating at DC–62 GHz [56] have also been demonstrated, albeit
in SiGe process.
The RF-DAC efficiency is tightly connected to the duty cycle, al-
though this might not be fully intuitive. Consider the differential out-
puts for the RF-DAC in the 50 % duty cycle case shown in figure 2.12c.
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Figure 2.14: Normalized DE and output power as a function of the duty
cycle.
Here it can be seen that the RF-DACs are active 75 % of the time,
resulting in a conduction angle of 75 %, which translates into an ampli-
fier operating in class-AB. Ideally, it would be desired to have class-B
operation, which corresponds to a conduction angle of 50 %. As 25 %
duty cycle LO signals are fully isolated, a conduction angle of 50 % is
achieved, as can be seen in figure 2.12d.
In figure 2.14, the normalized DE and output power is plotted as a
function of duty cycle. Depending on for which duty cycle a saturated
output power is desired, the peak seen for the DE will move. It will
however not be possible to get a maximum efficiency at a duty cycle of
50 %.
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RF IQ modulator design
and evaluation
RF IQ modulators have been presented to operate at a large set of
frequency bands, ranging from a few GHz up to 60 GHz and beyond
[9,10,23,31–34,36,37,39,57,58]. In [9], a RF-DAC based IQ modulator
is described, having a resolution of 2×6 bit, operating at 20–32 GHz
with a sample rate of 5 GS/s, although simulations indicate a sample
rate approaching 16 GS/s. A 2×10 bit RF-DAC based IQ modulator
operating at 20–32 GHz with a sample rate of 2 GS/s is demonstrated in
[10]. A polar modulator having a 4 bit resolution, operating at 60 GHz is
demonstrated in [39]. In this design, the amplitude modulator is clocked
at 10 GHz. The phase modulation is implemented using a Cartesian up-
converting mixer where analog BB data is fed onto the chip, generating
the phase modulated LO signal. A 2×9 bit RF-DAC based IQ modulator
is demonstrated with an operating range of 85–95 GHz and a clock rate
of 15 GHz [34]. This IQ modulator has however only been verified using
OOK, by toggling the most significant bit (MSB). A RF-DAC based IQ
modulator with a 2×2 bit resolution, operating at 94 GHz with a sample
rate of 20 GHz is demonstrated in [23].
I will below describe the realization of a 17–24 GHz, 2×6 bit RF IQ
modulator, operating at 10 GS/s. A block diagram of the modulator is
shown in figure 3.1. A LO at two times the desired carrier frequency is
fed into the divider which generates the quadrature LO signals. These
are then fed through inverter buffers to boost the drive-strength. Two
RF-DACs are used to generate the I- and Q-components before being
combined at the output. An on-chip memory is used to provide the data
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Figure 3.1: Block diagram showing the implementation of the RF IQ modu-
lator.
streams that are fed into the RF-DACs.
3.1 Proof of concept
Before implementing the entire RF IQ modulator, a simpler RF-DAC
was implemented as a proof of concept, testing the principle. This
RF-DAC used a 5 bit resolution and only supported magnitude mod-
ulation. In this proof of concept, data was externally fed onto the chip
together with a sample clock using an field-programmable gate array
(FPGA), providing a quick evaluation of the principles.
This evaluation highlighted the complexity of having multiple dif-
ferential high-speed signals connected to the chip, not only significantly
impacting the layout of the chip but also the testability. Providing
six parallel data streams while simultaneously probing the RF signals
proved too complex, highlighting the limitations with this test-setup.
3.2 Unit cell
The unit cell is the lowest level building block in RF-DACs. It can
be used to form thermometer based implementations where each cell
has its own control signal. Also, it can be used to form hierarchical
blocks, where several unit cells are grouped together, for example into
bit-cells. This flexibility makes the unit cell usable in many types of
implementations. The basic principle behind a mixing unit cell is a set
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Figure 3.2: Examples of different unit cell arrangements seen in literature.
In (a) an arrangement for constant bias current is shown. The
shared LO principle is shown in (b). The individually paired
configurations with the data switch on top (c) and below (d) the
LO-switch.
of stacked transistors, one pair for LO signals and another pair for data
signals.
Implementations described in literature sometimes directly go for
binary weighted structures and do not rely on unit cells [9]. There are
many different considerations behind the realization of a RF-DAC; the
topology is one of them. The important point is however that all imple-
mentations require some sort of scaled structure for realizing the output
levels (with thermometer based implementation being the exception).
Many different topologies for arranging the LO- and data-switches are
presented in literature; three alternatives will be presented below.
In stacked topologies where cascodes are used to increase the output
power, a cancelling unit cell topology is commonly used. In this topol-
ogy, the data-switches are placed on top of the LO-switches, and three
parallel data-switches are used in each differential leg. Two of these
data-switches are connected to one of the LO signals and the third one
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is connected to the LO signal having opposite polarity [9, 37], as shown
in figure 3.2a. One transistor controls the bias level, while the others
control the output level through RF summation or cancellation. As two
transistors constantly are active, a constant bias current is achieved for
all digital control signals. This constant bias condition is important in
cascodes as the supply voltage must be evenly distributed over all the
stacked transistors making up the cascode.
Another approach, that shares some principles with the stacked
topology, uses multiple parallel data switches, all sharing a common LO-
switch. The data-switches are placed in the bottom, controlling the bias
current through the LO switch [23, 31], as shown in figure 3.2b. While
only a single set of LO-switches are needed, the topology suffers from a
large parasitic capacitance in the node connecting the data-switches to
the LO-switches.
The third principle builds on combining a data-switch and a LO-
switch, either placing the data-switch on the top as in figure 3.2c [10,36]
or by placing the data-switch in the bottom as in figure 3.2d [39]. These
arrangements brings a reduced parasitic capacitance between the LO-
and data-switch compared to the case when the LO-switch was shared.
The topologies presented in figures 3.2b to 3.2d all have in common that
the total bias current for the RF-DAC is dependent on the number of
active unit cells, thus improving the efficiency when bot all unit cells are
active.
Although all the topologies presented above are very different, they
all only realize the magnitude part of the modulation. The sign, that
is the ability to turn the phase 180°, is typically implemented in be-
tween the quadrature LO generation and the RF-DACs [9,10,36,37,39].
This sign generation is based on swapping the polarity of the LO sig-
nals connected to the RF-DACs This method however requires the sign
generation to be synced to the amplitude generation. An alternative ap-
proach for the sign generation is to implement it into the unit cells. This
can be done by duplicating the magnitude generation while swapping the
LO connections, thus doubling the footprint of the unit cell.
The LO leakage cancellation brought by arrangement of the LO-
and data-switches greatly impacts the overall RF-DAC performance.
Since none of the topologies presented above have sign generation, they
all suffer form potentially large LO leakage. Although the cancellation
approach builds on suppressing the signal when no output is desired,
leakage will still occur due to transistor mismatch. For the case when
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Figure 3.3: A schematic of the unit cell implementation showing both RF
path with LO and data switches as well as the FFs that are used
to align the data.
the data-switch is placed on top of the LO-switch, cancellation is brought
by the blocking provided by the deactivated data-switch [10,36]. Further
LO leakage cancellation is claimed to be achieved by also gating the LO
signal reaching the LO-switch [10]. This would however add additional
delays for activation of the cell, making it less suitable for wideband
operation.
The unit-cell topology presented in figure 3.3 seeks to mitigate these
drawbacks. The unit cell uses top placed LO transistors and slightly
larger data switches placed below. The size of the LO-switches are set
by the desired output power, while slightly larger data-switches are used
to improve the efficiency. For the RF-DAC to be able to handle wideband
signals and high OSR, it is important that the data-switches can operate
at high speed. To reduce effects of jitter in the data switching, flip-flops
(FFs) have been placed in the unit cells in order to align all the data
switching events to a single signal, the sample clock. The sign generation
has also been moved into the unit cell, using two parallel mixers with the
LO signals swapped, as seen in figure 3.3. Placing the sign generation
within the unit cell also brings inherent LO leakage cancellation at unit-
cell level.
The largest contribution to LO leakage is the capacitive coupling
between the gate and drain terminals of the LO-switches. Through
the introduction of an additional mixer, a leakage-path with opposite
polarity is introduced, thus significantly reducing the LO leakage.
The LO leakage has been simulated for the two topologies presented
in figures 3.2c and 3.2d, for the case when additional disabling of the
LO switches is used [10], and for the unit cell topology presented in
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figure 3.3. Schematic level simulations has been performed on the four
topologies mentioned above to estimate their LO leakage, using the sizes
for the LO- and data-switch in figure 3.3. For an implemented circuit,
additional leakage caused by the routing is expected, further degrad-
ing the LO leakage performance. As the topology in figure 3.2d suffers
from the highest LO leakage, this topology will be used as the reference.
The topology presented in figure 3.2c brings a LO leakage reduction
of 25 dB. Deactivating the LO signal when the cell is not used brings
an additional 20 dB LO leakage reduction compared to the topology in
figure 3.2c which this principle is used for. The unit cell presented in
figure 3.3 shows excellent LO leakage cancellation, showing a 90 dB leak-
age reduction compared to figure 3.2d. However, as this principle builds
on cancellation of the leakage paths, mismatch is the transistor sizes will
significantly increase the leakage. In the case of a ±1 % transistor size
mismatch, the LO leakage performance closely matches the performance
achieved by disabling the LO signal driving the switch when it is not in
use.
In principle, it is possible to use a single data switch shared by the
two LO switches in the mixer, as long as the total size is maintained.
However, with the introduction of the sign generation, one signal needs
to be crossed in the unit cell layout, as can be understood from figure 3.3,
further increasing the complexity. The dual data switches give more
freedom for the implementation, allowing the LO signals to be crossed
rather than the RF signals.
In modern CMOS processes, the metal routing in the bottom metal
layers is very narrow and thin, severely limiting ability to transfer cur-
rent, especially direct current (DC). With the total power consumed
by RF-DACs mainly being consumed in the unit cells, a good ground
is required to handle this total current. This is currently the limiting
factor for the unit cell size. The intense routing of LO and RF signals
above the mixers limits the available area for ground routing.
3.3 RF IQ modulator core topology
The RF IQ modulator core arranges the unit cells in a hierarchy to form
the different output levels. Two different hierarchies are often used:
the binary topology, where unit cells are combined into binary weighted
groups, or the thermometer topology, where the unit cells are individu-
ally activated depending on the input code. These topologies are most
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Figure 3.4: Illustration of the unit cell placement for the binary scheme to-
gether with the routing of the LO and RF signals. The data
distribution blocks contains the binary to thermometer encoder.
commonly used for low and medium resolution RF-DACs. At higher
resolutions, a combination of these topologies can often be found, where
the MSBs are thermometer encoded and the least significant bits (LSBs)
are binary encoded. The RF IQ modulator presented here features the
possibility to choose between binary and thermometer encoding.
For the binary encoding scheme, the unit cells are distributed in
a common-centroid fashion, as can be seen in figure 3.4. For the ther-
mometer-encoded mode, the cells are activated in a chain starting at the
corner where the LO signals are fed in, moving up and down column-
wise until reaching the corner where the RF signal is outputted. The
Q-block is a mirrored replica of the I-block to further improve matching.
The FFs located in the unit cells, see figure 3.3, reduce skew caused
by the data routing by isolating the data switches from the data routing.
Instead, the control signals for the data switches are derived by the
sample clock. This makes the clock signal Cks the only signal that
needs to be carefully aligned at the input of all unit cells. The clock
signal is routed to the center of the RF-DAC before being distributed
through a H-tree in order to reduce the switching skew at the unit cells.
Dummy loads are placed at the locations in the H-tree where no cells
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are connected, further balancing the clock distribution.
The unit cells are distributed over a fairly large area, which makes it
important to consider delays in the routing of the LO and RF signals for
optimum combining of the unit cell outputs. The routing is implemented
as mirrored F-shaped structures in the top metal layers, as shown in
figure 3.4. This routing is designed to give equal delay from the LO
input to the RF output through any unit cell.
In addition to the LO leakage, phase inversion is something that can
be done either inside the unit cell or before it. Generating the sign before
the RF-DAC reduces the complexity of the unit cell it self. However,
for good performance using wideband signals, the sign generation needs
to be precisely synced to the amplitude switching in the unit cells. The
exact propagation delay from the phase generation to the unit cell will
not be a multiple of the clock period, which makes this alignment com-
plex. An alternative is to move the sign generation into the unit cell,
eliminating the need for critical alignment of the sign and data. The
sign generation is implemented by duplicating parts of the unit cell or
the entire structure, at an obvious cost in cell area.
3.4 LO generation
Circuits for delivering quadrature LO signals can be divided into three
categories: 90° hybrids [10,23,31,32], polyphase filters (PPFs) [59], and
divider-based topologies [9]. The hybrid-based quadrature LO genera-
tors are often implemented using transmission-lines, although a lumped
realization is an option. A quarter wavelength transmission-line will re-
alize a 90° phase shift. With increased frequency, the absolute length
decreases, making the hybrid approach most suitable for high frequency
implementations. In air, the wavelength for a 30 GHz signal is 1 cm and
on chip, it is roughly a quarter of this, making a λ/4 transmission-line
roughly 700 µm long. Although there are methods for reducing the size
of 90° hybrids [60], their size will still be substantial below 30 GHz. An-
other limitation with 90° hybrids is that they can only generate 50 %
duty cycle LO signals.
High frequency PPFs are typically implemented as passive struc-
tures, using resistors and capacitors. This topology features significant
loss, requiring amplifiers to boost the signal level. Another limitation
with the PPF topology is that it can, just like the 90° hybrid, only
generate 50 % duty cycle LO signals.
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Figure 3.5: Schematic of the quadrature LO generation including the divider
and DC-block capacitors.
The divider-based topology can in theory operate over the largest
relative frequency band. It builds on using two cross-coupled latches,
clocked with opposite sign. The two latches will output signals at half
the clock frequency having 90° phase difference. In principle, divider-
based quadrature LO generators have no lower frequency limit for their
operation. However, due to the double input frequency required, there
is an upper frequency limit for which the topology will work. Divider
based quadrature LO generators have been demonstrated to generate
upto 32 GHz LO signals in CMOS [9] and 62 GHz in SiGe [56]. With the
limited driving capability of the divider, significant buffering is needed.
However, thanks to the switching behaviour of the divider it is possible to
use inverter-based buffers, thus making it suitable for CMOS integration.
The divider-based topology allows for a tunable duty cycle as the bias
level can be adjusted at the buffer input. This is good as transistors often
have a threshold voltage smaller than half the supply voltage, effectively
increasing the duty cycle. The 50 % duty cycle signals generated by the
hybrid and PPF can also be used to generate non-overlapping LO signals
using AND-gates [56], however, this results in a fixed duty cycle.
A schematic of the implemented LO generator is shown in figure 3.5.
Due to its potential for high operational bandwidth and ability to pro-
vide non-overlapping LO signals, the divider based quadrature LO gen-
eration was chosen. Two cross-coupled dividers are used to generate the
non-overlapping LO signals. These signals are then fed through four
parallel 17 inverter buffers to increase the drive strength. The final two
inverters in the buffer chain have the same size in order to sharpen the
output transitions.
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3.5 Testability
The testing and evaluating of a design is just as important as the design
it-self. Already when designing the circuit, it is important to make sure
that it can be evaluated in a good way. The test infrastructure must be
flexible in order to support several different test cases. The data streams
used to control the RF-DACs can be generated using several different
sources, each featuring its own set of challenges. The data streams can
be externally provided to the chip, using either a FPGA or a waveform
generator. An alternative is to use generators implemented on the chip,
either pseudorandom binary sequence (PRBS) generators or memories.
Most RF-DACs presented in literature use externally fed data for
controlling the functionality [10, 31, 34–37, 39]. This method simpli-
fies the on-chip design, as the data stream can be directly fed to the
RF-DAC. By serializing the data stream, fewer parallel interfaces are
needed. This is at the cost of demultiplexers needed to parallelize the
data. The problem here is the complexity of providing and aligning
a large number of high-speed control signals without electrically and
practically affecting the RF measurements. There are cases where lim-
itations in the external test equipment have limited the possibilities to
fully test the chip [34].
Externally-fed data streams can either be provided by an arbitrary
waveform generator (AWG) or a pulse pattern generator (PPG), how-
ever, these typically come with a limited number of ports, limiting the
number of parallel channels that can be used. An alternative here would
be to use an FPGA, as the number of parallel channels here can be in-
creased. It will however be more complex to fine-tune the delays on a
FPGA and a significant design effort is needed for the implementing the
test system on the FPGA.
An alternative to externally feeding the data onto the chip is to use
an on-chip memory that stores a record of data points [9,33]. This record
is then used to control the RF-DACs during the measurements, giving
almost the same flexibility as the external option. There are however
two limitations with the on-chip memory solution; the record length is
limited by the amount of memory that can fit onto the chip, and the
transmitter cannot be used in a real link, as the record length would
be too short. While the on-chip solution brings a simpler measurement
set-up, it comes at the cost of a larger design effort for the chip as
the memory also needs to be integrated together with the rest of the
design. An important factor with the memory is that it should not limit
36
3.6. Manufactured chip
the testability of the circuit, either in terms of data rate or in terms of
record length. A too-short memory will significantly limit the testability
of the chip [9]. It should be noticed that when an oversampled pulse-
shaping filter is used for spectral shaping, the number of transmitted
symbols becomes the record length divided by the OSR. To achieve a
good statistics for the EVM calculation, the record length will depend
on the modulation format used. High complexity QAM formats have a
larger number of unique symbols resulting in the need of a longer record
and thereby a larger memory.
The method chosen for providing the digital data to the RF-DACs
is an on-chip static random-access memory (SRAM) memory. With the
2×6 bit configuration, a total of 12 bits will be needed for each sym-
bol, resulting in a digital bandwidth of 120 Gb/s between the memory
and the RF-DACs at a sample rate of 10 GS/s. A 16 kS memory has
been chosen, as it provides a good balance between footprint and record
length. It consists of two blocks, a memory array and a serializer. The
memory array is configured as 1024 words each containing 16 samples.
These 16 samples are then serialized through a pipelined multiplexer
tree, allowing the memory array to operate at 1/16 of the output clock
rate. Programming is performed through a simple serial interface imple-
mented in the memory block. The block has been designed in VHDL,
using a SRAM memory array generated by a memory compiler. The
design has then been synthesized and placed-and-routed with a target
output clock rate of 10 GHz, using a standard digital design flow, pro-
viding a standard-cell based implementation of the memory block.
3.6 Manufactured chip
In order to measure the implemented RF IQ modulator it needs to be
accessed externally. During the design, all signals that needs to be
accessed externally must be connected to a pad. Although the RF-DAC
is a differential circuit, measuring differential signals is complex; thus
a circuit element, a so called balun, is needed for converting the input
signal from single-ended to differential. On the output a balun will also
be needed for converting the differential signal into a single-ended one.
The RF IQ modulator has be fabricated in Globalfoundries 22 nm
FDSOI CMOS process. The entire design measures 1 mm by 1.18 mm.
The modulator core including baluns occupy 225 µm by 650 µm out of
which the core itself occupy 225 µm by 190 µm. A chip photo is shown
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Figure 3.6: Chip photo highlighting the placement of the different building
blocks and some key dimensions.
in figure 3.6, highlighting all the essential blocks in the IQ modulator.
3.7 Measurements
The measurements used to characterize the RF IQ modulator can be
divided into two parts: static and modulated measurements. These will
be presented in detail below.
All measurements have been performed using on-chip probing of the
RF signals, while all the DC and control signals are bonded out onto
a printed circuit board (PCB) onto which the chip in mounted. The
LO is in all measurements provided by a vector network analyzer, while
sample clock is provided either by the vector network analyzer or by an
external signal generator.
3.7.1 Static measurements
There are two types of static measurements that are of interest: the
output power as a function of frequency, and the static RF output and
drain efficiency for all the different output codes.
In the power-vs-frequency measurements, it is important to also ver-
ify the functional behaviour for modulated signals. Static CW signals
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are not as sensitive to imbalances between the I- and Q-channels as mod-
ulated signals, even though both channels are fully activated. It could
therefore be possible to measure a large CW bandwidth, especially for
divider based topologies which in principle do not have a lower frequency
limit for proper operation, and still have a functional modulated-signal
bandwidth which is only a small fraction of this CW bandwidth. In
this sense, the 3 dB bandwidth is misleading since it only indicates the
behaviour for CW signals, which cannot carry any information.
During the static measurements described here, the output power
has been measured using a Keysight vector network analyzer, with on-
chip power calibration. In parallel, a Keysight oscilloscope has been
used to measure a narrow-band highly oversampled modulated signal,
in order to verify proper functionality at each frequency point.
The static RF behaviour gives a good prediction about what artifacts
that will be seen in the modulated measurements. The results cannot
only be used for estimating IQ gain and phase imbalances, but also
to study potential discontinuities in magnitude or phase. The results
collected here can also be combined with the DC power consumption,
to calculate the DE.
Measuring the output power and phase is straightforward, given that
the input and output frequency is the same. Here, since a divider-based
LO generation is used, the definition of phase is unclear. However,
since only the relative phase change is of interest, it is possible to use a
reference tone at the output frequency for phase comparison. This ap-
proach however requires that the LO signal and reference signal sources
have a stable long-term phase lock to each other. For these measure-
ments, the vector network analyzer was configured in frequency offset
mode, providing the option to have separated transmit and receive fre-
quency ranges [61]. Simultaneously measuring the RF-DAC supply cur-
rent makes it possible to calculate the efficiency for each output code.
3.7.2 Modulated measurements
To study the behaviour with modulated signals, the signal needs to be
analysed both in time and frequency domain, checking both the con-
stellation diagram and spectrum. It is also important to evaluate the
performance for various modulation formants, OSRs, and sample rates
in order to understand the limitations of the circuit.
For these measurements, the on-chip memory was programmed with
the filtered and up-sampled BB signal (these calculations were done off-
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chip). The spectrum was measured using a Keysight vector network
analyzer in spectrum analyzer mode, while the time domain behaviour
is captured using a Keysight oscilloscope, directly capturing the RF sig-
nal. The down-conversion and post-processing is then performed offline.
This approach makes it possible to get calibrated power spectral density
(PSD).
3.8 Performance
The chip has been evaluated both for its static and dynamic proper-
ties. Measurements have been performed between 17–24 GHz, with a
maximum sample rate of 8 GS/s, limited by the speed of the memory.
We are fairly confident about the memory being the limiting factor, as
its supply current dropped unexpectedly when the clock frequency was
further increased. An increased supply voltage extended the operation
range slightly, indicating that this is the limiting factor. The results
will be divided into static and dynamic performance according to the
description of the measurement process listed in sections 3.7.1 and 3.7.2.
During the measurements, we observed a limited tuning range for
the divider and LO buffers. This has limited the possibility to study
the benefits of using non-overlapping LO signals. In the measurements,
we have observed a behaviour indicating a sub-50 % duty-cycle, but we
have not been able to verify the value exactly. Trying to adjust for larger
duty-cycle resulted in a large IQ-gain and -phase imbalance.
3.8.1 Static performance
As stated above, the static performance of the RF IQ modulator consists
of two parts; the operational bandwidth of the modulator, and the static
behaviour for each combination of output codes.
The output power for the CW range is presented in figure 3.7. This
is the band in which a narrowband modulated signal can be properly
transmitted with a IQ phase error less than±10°. The bias voltage at the
input of the buffer chain has been adjusted at every measured frequency
point to minimize the phase error. Although the RF IQ modulator is
functional over the range 17–25 GHz, the 3 dB bandwidth is 17–24 GHz.
While the power consumption for the quadrature LO generation is
independent on the modulator’s output signal, it is highly dependent on
the frequency of the LO. Figure 3.7 also shows the power consumption
for the LO generation at different frequencies. This power consumption
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Figure 3.7: Static output power and quadrature LO generator current con-
sumption for some carrier frequencies.
is measured for a supply voltage of 1 V. The increased supply voltage,
in contrast to the 0.8 V the buffer was designed for, has been needed
for keeping the functionality at the higher carrier frequencies. The peak
output power achieved when all cells are active is 10.4 dBm, while con-
suming 78 mA from a 0.9 V supply. This gives a peak drain efficiency of
15.6 % at 19 GHz.
Figure 3.8 shows the measured output power and phase for all com-
binations of I and Q at a carrier frequency of 21 GHz1. The figure does
not use any scales as it is the power and phase that it measured and
then converted into a complex magnitude representation. For the con-
version to result in a voltage, something needs to be assumed about the
load. In the figure, a small gain error can be observed both between the
two channels and between the two phases of a single RF-DAC. From
the figure it can be observed that positive Q-codes results in a bit larger
output power, roughly 1 dB higher than the maximum codes in the other
directions achieve. For all the other directions the variation lies within
0.5 dB. It can also be observed that there is a small phase drift between
the points belonging to each I code. This behaviour matches the order
in which the points are swept. A rotated sweep order have also been
evaluated with the same behaviour as described above, but rotated in
1As the circuit includes a divider for the quadrature LO generation, there is a risk
of having a 180° phase rotation of the measured phase. These events are considered
to be caused by the measurement equipment and they are therefore rotated back to
the original phase.
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Figure 3.8: Static RF behaviour for all combinations of digital input codes.
the way as the swept order. As the effect follows the swept order, it
indicates some type of memory effect or drift in the measurement setup.
The source of this effect is not fully understood.
In figure 3.9 a contour plot shows the drain efficiency when the out-
put code is changed. It can here be observed that the efficiency is highest
in the corners where both the I- and Q-channel are active. This is the
case when non-overlapping LO signals are used. When 50 % duty cy-
cle signal are used, the maximum efficiency is achieved when only one
channel is active.
As all the different combinations of inputs are studied, it becomes
possible to also check the LO leakage, as the RF-DAC includes the off-
state. An LO leakage cancellation of −29 dBc is achieved when all unit
cells are off. However, the true LO leakage performance for the unit
cells cannot be measured due to additional leakage caused by DAC-level
routing. Parasitic extraction based simulations of the DAC-level routing
confirms the measured leakage level. The lowest output level is achieved
when one unit cell is active in each RF-DAC, giving a LO level of 40 dB
below the highest output power. As the LO leakage is only in the range
of a LSB it is possible to compensate for on the digital side.
3.8.2 Modulated performance
The modulated measurements have been performed at a few different
modulation formats and sample rates using an OSR of 7 and a car-
rier frequency of 21 GHz. A few different lower OSRs were also tested,
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Figure 3.9: Contour plot of the DE for all combinations of input codes.
but this was the one resulting in the highest data rate without having
a severe degradation in EVM. Figure 3.10 shows the EVM for three
modulation formats, 16-QAM, 32-QAM, and 64-QAM, at different data
rates, corresponding to sample rates in the range 1–8 GS/s. In the figure
it can be observed that the EVM not only rises for high data rates which
is expected, but also for low data rates. This increased EVM at low data
rates is thought to be caused by a smaller instability in the circuit that
increases the noise level. The exact source has however not been found.
For all different combinations of modulation format and sample rate, a
simple linear algorithm has been used to compensate for IQ-gain and
-phase imbalance and for the DC offset caused by the LO leakage.
With modulated measurements, the divider and buffer chains con-
sume a total of 330 mA from a 1 V supply. The logic and clock distri-
bution in the RF-DACs consumed 20 mA from a 0.925 V supply. The
average output power, for a 64-QAM signal is 2.5 dBm, giving a drain
current of 28 mA from a 0.9 V supply. This gives a drain efficiency of
7.1 % for the modulated signals. The difference between the static and
average output power closely matches the PAPR for the modulated sig-
nal.
Figure 3.11 shows constellation diagrams and PSDs for 16-QAM at
two different data rates. For figures 3.11a and 3.11b a data rate of
3.66 Gb/s is achieved at a sample rate of 6.4 GS/s. The EVM is in this
case 8.0 %. With a sample rate of 8 GS/s, a data rate of 4.57 Gb/s is
achieved at an EVM of 12.6 %. The constellation diagram and PSD
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Figure 3.10: EVM for 16-, 32-, and 64-QAM signals, using an OSR of 7 for
various different data rates
are shown in figures 3.11c and 3.11d respectively. For a BER lower than
1× 10−3, an EVM lower than 15 % will be needed, as shown in figure 2.5.
The constellation diagrams and PSDs for a 32-QAM modulation
are shown at two different data rates in figure 3.12. Figures 3.12a
and 3.12b shows the constellation diagram and the PSD for a sample
rate of 6.4 GS/s giving a data rate of 4.57 Gb/s. This is for an EVM
of 8.9 %. With a sample rate of 8 GS/s, an EVM of 14.7 % is achieved
with a data rate of 5.71 Gb/s. The constellation diagram and PSD are
shown in figures 3.12c and 3.12d. An EVM of less than 10.6 % is needed
to achieve a BER lower than 1× 10−3, as can be seen in figure 2.5.
In figures 3.13a and 3.13b, the constellation diagram and the PSD
are shown for a data rate of 3.43 Gb/s using 64-QAM modulation. This
is achieved at a sample rate of 4 GS/s, resulting in an EVM of 5.7 %. An
EVM of 8.2 % and a data rate of 5.49 Gb/s is achieved at 6.4 GS/s. The
constellation diagram and PSD are shown in figures 3.13c and 3.13d.
The EVM requirement for a BER lower than 1× 10−3 is 7.5 % for 64-
QAM, as can be seen in figure 2.5.
In the constellation diagrams at the lower data rates, figures 3.11a,
3.12a and 3.13a, the constellation points closest to the center has tighter
grouping compared to the ones located further away from the center.
This is especially clear for the 64-QAMmodulation shown in figure 3.13a.
This is a fully expected behaviour when lying close to the maximum
output power level, as the outer points experience a larger non-linearity
than the inner ones, thereby making the circuit generate more noise.
For the higher data rates this behaviour changes, as can be seen in
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(a) (b)
(c) (d)
Figure 3.11: Constellation diagram and spectrum for 16-QAM at 3.66 Gb/s,
(a)-(b), and at 4.57 Gb/s, (c)-(d)
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(a) (b)
(c) (d)
Figure 3.12: Constellation diagram and spectrum for 32-QAM at 4.57 Gb/s,
(a)-(b), and at 5.71 Gb/s, (c)-(d)
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(c) (d)
Figure 3.13: Constellation diagram and spectrum for 64-QAM at 3.43 Gb/s,
(a)-(b), and at 5.49 Gb/s, (c)-(d)
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Table 3.1: Performance comparison with state-of-the-art.
This
work
[9] [10] [31]
Technology
22 nm
SOI
45 nm
SOI
28 nm
45 nm
SOI
Resolution [b] 2×6 2×6 2×10 2×4
Sample Rate [GS/s] 8 6.5 2 –
Freq., (3 dB BW)
[GHz]
17–24*
(17–25)*
15–32
(18–32)
20–32
(–)
42–47
(38–49)
Peak Psat [dBm] 10.4 19.9 19.0 21.3
Drain eff. [%] 15.6 15.6 34.4 16**
Modulation format,
Data rate [Gb/s],
EVM [%rms]
16QAM,
4.6, 12.6;
32QAM,
4.6, 8.9;
64QAM,
3.4, 5.7
16QAM,
26, 7.9;
32QAM,
30, 6.9;
64QAM,
12, 4
64QAM,
3, 3.6;
256QAM,
1, 2.8
QPSK,
1.25, 4;
16QAM,
0.04, 8
Area (core) [mm2]
1.18
(0.15)
2.42
(–)
1.6
(0.2)
1.15
(–)
*Working range for modulated signals, CW range is larger. ** PAE.
figures 3.11c, 3.12c and 3.13c. The groups are here closer to be equally
sized at all the constellation points, not as clear in figure 3.13c, indicating
that the EVM is limited by the internal noise in the circuit, rather than
the non-linearity as in the cases before.
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Background on
analog-to-digital conversion
This chapter will provide some theoretical background knowledge needed
for understanding of the design and evaluation of the converter presented
in chapter 5. This includes both fundamental concepts, topological op-
tions, and evaluation metrics.
4.1 Conversion theory
The principle of analog-to-digital (A/D) conversion is based on the con-
cept of taking a continuous signal in both time and amplitude and rep-
resent it using discrete points in time and a limited set of amplitude
levels. These concepts are known as sampling and quantization and will
be introduced one by one before being combined.
4.1.1 Sampling
Sampling is the process of converting a continuous-time signal into a
discrete-time representation of the signal. Mathematically, this process
is often represented by a multiplication of a signal with a sequence of
uniformly distributed Dirac pulses [62, Ch. 2]. This case is often referred
to as uniform sampling and the sampled signal xs is then given by equa-
tion (4.1), where Ts = 1/fs is the inter-sample spacing [20, Ch. 2]. Al-
though uniform sampling is most commonly adopted, non-uniform sam-
pling can be useful in some cases. Non-uniform sampling however relies
on a significantly more complex mathematical framework [62, Ch. 2].
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Figure 4.1: Illustration a signal sampled (a) and the effect of jitter in the sam-
pling instance (b). Here the signal is sampled as the blue points
while the orange points shows the resulting signal, assuming no
jitter.
xs (t) =
∞∑
n=−∞
x (nTs) δ (t− nTs) (4.1)
A uniformly sampled signal is shown in figure 4.1a. As all samples are
assumed to be equally distributed when uniform sampling is used, any
variations in the sampling instance are undesired. In a real circuit, it is
however impossible to achieve fully uniform sampling [63, Ch. 1]. Small
variations in the sampling instance are caused both by systematic errors,
known as skew and by random variations, known as jitter [62, Ch. 2].
Differences in path propagation time is an example of a static error while
noise coupled through buffer chains is an example for a random variation.
With the assumption of equally distributed samples, any variation in
the sampling instance will introduce an error in the sampled signal.
Although jitter is small relative to the sampling time [62, Ch. 2], the
illustration in figure 4.1b shows the effects of an exaggerated jitter.
The non-linear nature of sampling is shown when transforming the
sequence of pulses into the frequency domain [63, Ch. 1]. Images of the
signal will appear along the frequency axis at all multiples of the sam-
pling frequency fs. To avoid overlapping images, a band limited signal is
needed [62, Ch. 2]. Equation (4.2) presents the relationship between the
sample rate fs and the signal bandwidth BW for no overlap. This rela-
tionship is known as the Nyquist criterion was first indicated by Harry
Nyquist [64], before Claude Shannon formulated into the expression,
equation (4.2), although he formulated it in words [14].
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BW ≤ fs2 (4.2)
In order to be able to reconstruct a signal based on its sampled
representation, the Nyquist criterion states that the signal must be band-
limited. This also goes for noise, as any out of band noise will be folded
into the into the range 0–fs/2, also known as the Nyquist band. To fully
band-limit the signal, an anti-aliasing filter is used to, remove undesired
signals outside the band of interest.
Although the Nyquist criterion states the ratio between the signal
bandwidth and the sample rate, it is not limited to the frequency range
0–fs/2. Higher order Nyquist bands can also be used by extending
equation (4.2) to equation (4.3), where the entire band must be located
within the same Nyquist band [63, Ch. 1]. Thus, reducing the freedom
in choosing sample rate, while avoiding undesired folding.
fH − fL ≤ fs2 (4.3)
In practical implementations of sampling circuits, the sample and
hold representation is a more accurate representation [20, Ch. 2]. In a
ADC, the signal must be stored while the signal is quantized, making
this representation more accurate.
4.1.2 Quantization
Quantization is in principle very similar to sampling, but rather than
representing a continuous-time signal at discrete points in time, a contin-
uous-amplitude signal is represented by discrete levels. There is however
one significant difference, a sample represents a unique instance in time
while a quantization level represents a range of continuous-amplitude
values.
The quantization level is selected by rounding the continuous signal
to the closest level, thereby introducing an error, know as the quanti-
zation error [62, Ch. 4]. The number of quantization levels in an ADC
is often defined by its resolution N in bits, giving the quantization step
size ∆ in equation (4.4), where XFS is the full scale range of the quan-
tizer [63, Ch. 1]. A signal, its quantized representation and the result-
ing quantization error are shown for two different quantization levels in
figure 4.2. In figure 4.2a, the output codes and boarders for the quanti-
zation bins are also shown.
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Figure 4.2: Signal, quantization representation and quantization error for a
2 bit resolution (a), and a 4 bit resolution (b). In (a), the output
codes and boarder are also shown.
∆ = XFS2N (4.4)
A mid-point mapping (used in figure 4.2) is often used to represent
the location of the quantization level with the range of values it covers,
giving a symmetrical quantization error [63, Ch. 1]. However, both the
endpoints can also be used to represent the quantization level, while
keeping the dynamic range for the quantization error. In an ADC the
quantization level is represented by a digital code, while analog quanti-
zation levels often exist within the converter itself.
4.1.3 Combining sampling and quantization
Above, sampling and quantization have been treated individually with
a continuous behaviour along the axis not discretized. For a sampled
signal, its magnitude is still continuous, while the quantized signal is still
continuous in time. However, an ADC performs both these operations
within each conversion cycle, outputting a signal that is both sampled
and quantized. An illustration of a signal simultaneously sampled and
quantized is shown in figure 4.3, where uniform stepping along both axes
can be observed. In the figure, a ZOH is assumed for representation of
the signal between the samples.
An effect of combining both sampling and quantization is that we
now not only have a sampled signal but also a unique quantization error
for each sample. As can be seen in this figure, the size of the error varies
at each sample, giving a noise like behaviour.
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Figure 4.3: Sampling and quantization of a continuous time signal.
4.2 Theoretical and practical limits
There is a set of both fundamental and practical limits defining the lim-
its for the achievable performance for an ADC. While the fundamental
limits brought by the theoretical limits defines the boundaries for a given
configuration, the practical limits are more connected to effects of vari-
ations and noise that in theory are considered ideal. These variations
further limit the performance, but the effects can be minimized at design
time, however, typically at a cost. It is still important to consider these
practical limits already at an early stage as they will affect the converter
performance.
4.2.1 Quantization noise
The rounding operation taking place in the quantization process in-
evitably leads to the introduction of an error. This fundamental error
can only become zero when an infinite number of quantization levels are
used, which is not realizable in practice [63, Ch. 1]. For a mid point rep-
resentation, the maximum error is ∆/2, but its average value is highly
dependent on the signal [63, Ch. 1]. Under specific circumstances, it is
possible to treat the quantization error as noise. First, the probability
of reaching any quantization level should be equal, and the quantization
errors should be uncorrelated with the input signal [63, Ch. 1]. This
forces the signal to be changing over time, and the amplitude must be
large enough to occupy a large portion of the dynamic range. Second, a
large set of quantization levels should also be used and these must have
a uniform spacing.
The average quantization error is calculated based on the assump-
tion of uniform distribution of the errors. With a uniformly distributed
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quantization error p (Q) = 1/∆ within the range [(−∆)/2,∆/2], the
average quantization noise is given by equation (4.5).
PQ =
∫ ∞
−∞
2Qp (Q) dQ =
∫ ∆/2
(−∆)/2
2Q
∆ dQ =
∆2
12 (4.5)
With the average signal power for a full-scale sine wave given by
equation (4.6), the theoretical SNR limit can be defined. Equation (4.7)
gives the SNR in dB as a function of the resolution. This expression
is also useful when evaluating the performance of converters as will be
discovered later.
Psig =
1
T
∫ T
0
(
XFS
2 sin (ωt)
)2
dt = X
2
FS
8 =
(
2N∆
)2
8 (4.6)
SNRQ = 10 log10
(
22N∆2
8
12
∆2
)
= 6.02N + 1.76 [dB] (4.7)
4.2.2 Thermal noise
With the quantization noise bringing the fundamental noise limit, it
is important that other noise sources are minimized in order to keep
the overall noise level low. Thermal noise is another fundamental noise
source limiting the performance of ADCs [63, Ch. 1]. The sample circuit
consists of a sampling switch and a sampling capacitor. Ideally, the
sample switch has no on-resistance, however, in practice a non-zero on-
resistance unavoidable. This equivalent resistor introduces noise due to
the random movement of electrons within it [11, Ch. 10]. The movement
is directly connected to the temperature of the device. This noise is white
in nature, spanning the entire frequency spectrum, with a noise power
equation (4.8) related to the temperature and resistance [62, Ch. 2].
v2n,Rs = 4kTRs (4.8)
The combination of the sample capacitor and the non-ideal sample
switch brings a low-pass response to the sampling circuit, thereby limit-
ing the total sampled noise power [62, Ch. 2]. Equation (4.9) gives the
transfer function for the band-limited thermal noise power. The total
thermal noise power sampled is then given by equation (4.10).
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v2n,Cs (ω) =
4kTRs
1 + (ωRsCs)2
(4.9)
Pn,Cs =
∫ ∞
0
4kTRs
1 + (2pifRsCs)2
df = kT
Cs
[W] (4.10)
In order to specify the size of the sampling capacitor we need to
relate thermal noise to the quantization noise. By setting them equal,
the size of the sampling capacitor Cs is given by equation (4.11). A
larger sampling capacitor will however in most cases be beneficial as the
SNR is degraded by 3 dB when both these noise sources are equal.
Cs =
kT
v2n,Cs
= 12 · 2
2NkT
V 2FS
[F] (4.11)
For differential sample circuits, the sampled noise power will increase
by a factor of two, given that each channel is equal to the corresponding
single-ended channel [65, Ch. 6]. At the same time, the sampled signal
power increases by a factor of four compared to the single-ended case.
This, given constant magnitude on the channels both in the differential
and single-ended case. This would bring an SNR improvement of 3 dB,
allowing for the sample capacitors in each differential channel to be
reduced by 50 %. This results in the same requirement for the minimum
sampling capacitor both in the single-ended case and in the differential
case.
4.2.3 Jitter
Variations in the actual sampling instance, jitter, introduces additional
errors as uniform sampling is typically assumed in the DSP. Jitter will
cause the signal to be sampled at inaccurate points in time, thereby
bringing an incorrect signal level to the assumed sampling point [62,
Ch. 2]. The magnitude of the error is dependent both on the inaccuracy
in the sampling instance δ (t) and on the slope of the signal at this
point [63, Ch. 1]. For a single sine wave signal, the noise power caused
by jitter is given by equation (4.12) which together with the signal power
gives the SNR in equation (4.13). Expressions for more complex signals
can be calculated through their derivatives.
x2j (t) = A2ω2in cos2 (ωint) δ (t) (4.12)
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SNRji = 20 log10 (ωinδrms) [dB] (4.13)
Just like thermal noise, jitter can also be related to the quantiza-
tion noise, assuming a full-scale input signal. Equation (4.14) shows the
average tolerable jitter relative signal frequency and quantizer resolu-
tion for a resulting noise contribution equal to the quantization noise.
For high-speed, high-resolution converters jitter can become a signifi-
cant problem that is hard to overcome. In normal digital circuits, a
jitter in the orders of tens of psrms is often seen [62, Ch. 2]. Reaching
below 100 fsrms is however significantly more complex with only a few
cases being demonstrated below this level [66], assuming jitter to be the
limiting factor in these cases.
δrms =
√
2
3
1
2Nωin
[s] (4.14)
4.2.4 Matching
No device is completely accurate. All devices, capacitors, resistors, and
transistors implemented on chip experience variations [62, Ch. 5]. In
some parts of the converter, the relative accuracy between components,
known as matching, is important for proper operation. In an ADC,
good matching is most important in the analog building-blocks such
as the capacitive digital-to-analog converter (CDAC) and comparators.
However, in some cases, such as for comparators, the effects of mismatch
can be compensated for by adopting calibration [67]. Other mismatch
effects, such as the linearity of the reference voltage scaling, can to some
extent be compensated for in the DSP following the ADC.
The implementation of the decision levels is highly dependent of
the converter topology, resulting in different requirements for accurate
matching. For SAR converters, the sampling capacitor often doubles as
the reference generator, making matching of the capacitors making up
the CDAC critical. For low-resolution converters, the minimum capac-
itor size needed for good matching will result in a significantly larger
total capacitance than needed for the thermal noise suppression. For
high resolution converters, the required total capacitance needed to ac-
count for the thermal noise might result in additional mismatch effects
caused by the distribution of the capacitors.
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Evaluating the performance of an ADC includes measurements of both
dynamic and static properties. The sampled energy gives a theoretical
connection between the converter resolution and energy consumption
per conversion, although the ratio between sampled energy and total
energy consumed is highly dependent on design. Based on demonstrated
implementations, it can be observed that the power consumption is de-
pendent on both bandwidth and resolution [62, Ch. 4]. Comparison
metrics based on the bandwidth, resolution and power can be used to
compare different implementations [68].
The somewhat standardized input and output interfaces in ADCs,
allows for the creation of fair comparison metrics. This in contrast to
RF-DACs where no good comparison metrics exist, as mentioned in
section 2.2.
4.3.1 Dynamic metrics
The dynamic behaviour of a converter is often defined by two metrics:
the SNDR and the spurious free dynamic range (SFDR) [65, Ch. 1]. In
some cases, effective number of bits (ENOB) is used as a substitute for
SNDR [63, Ch. 2].
The SNDR is calculated as the ratio between signal and noise power
including distortion, as in equation (4.15), for a single sine wave signal
[65, Ch. 1]. SFDR on the other hand is the ratio between the signal
and the largest spurious tone [63, Ch. 2]. Both these metrics involve
performing a Fast Fourier transform (FFT) on the converter output
data, transforming it into the frequency domain. These metrics are most
commonly presented in dB since the ratio between signal and noise can
be several orders of magnitude.
SNDR = 10 log10
(
Psignal
Pnoise+distortion
)
[dB] (4.15)
With the quantization noise setting the fundamental limit for the
SNDR, a good indication of the converter performance is its effective
resolution [62, Ch. 4]. Reversing equation (4.7) gives the effective res-
olution, equation (4.16), based on the measured SNDR. The effective
resolution makes it possible to quickly assess the performance of a con-
verter by comparing its resolution to the measured ENOB.
57
Chapter 4. Background on analog-to-digital conversion
ENOB = SNDR − 1.766.02 [b] (4.16)
SFDR gives the usable dynamic range (DR) without risking the sig-
nal being masked by a spurious tone [63, Ch. 2]. In many cases, SFDR
is limited by the third order harmonic, then equalling the harmonic dis-
tortion (HD). However, any spurious tone can limit the SFDR, while
only harmonics are considered in HD.
4.3.2 Static metrics
Ideally, an ADC will only show errors related to quantizing the signal.
However, in practice additional errors depend on the circuit topology,
the process used for implementation, the resolution of the converter,
and on the chosen sample rate, will further reduce the performance [62,
Ch. 4]. All these effects will affect the linearity of the converter, causing
unequally sized quantization steps.
The linearity of the converter is mostly considered to be a static
measure [63, Ch. 2; 65, Ch. 1], although at circuit level, it might be
affected by dynamic properties in the circuit. Linearity is a measure of
how non-linear effects caused by non-uniform quantization affects the
ideal transfer curve. Two different metrics, the differential non-linearity
(DNL) and the integral non-linearity (INL) are commonly used together
when evaluating the linearity [62, Ch. 4]. Although both numbers have
a value for each output code, the maximum value is often reported as
a single value. This can however hide important information only given
by the entire data-set. Both INL and DNL are typically presented in
LSBs, giving a tight connection to the quantization step size, although
the absolute value in volt, or a fraction of the DR in % also can be
used [63, Ch. 2].
DNL is the step size deviation from the ideal step size ∆. Ideally,
the DNL should be 0 LSB, but more importantly, it should be larger
than −1 LSB as a DNL below indicates missing codes, thus resulting in
digital output codes not reachable by any analog input signal [62, Ch. 4].
The DNL is given by equation (4.17), where ∆r (k) is the actual step
size given by Xk+1 −Xk [63, Ch. 2].
DNL (k) = ∆r (k)−∆∆ (4.17)
INL is the total deviation from the ideal linear transfer function. It
is tightly connected to the DNL through equation (4.18), giving the true
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interpolated INL. This definition of INL can however in some cases be
a bit pessimistic as in also includes potential linear gain errors. Two
alternative definitions that account for this is the best linear fit and
the end-point fit [63, Ch. 2]. The end-point fit is the most commonly
used, giving an INL of 0 LSB at the two end-points by compensating
for offset and gain error [62, Ch. 4; 63, Ch. 2]. Assuming gain and offset
compensation is typically not a problem as these are linear effects that
easily can be compensated for using DSP after the converter.
INL (k) =
k∑
i=1
DNL(i) (4.18)
INL (k) = (1 +G)
k∑
i=1
DNL(i) (4.19)
Although both DNL and INL are metrics of linearity they have dif-
ferent effects on the performance. A large uncorrelated DNL will behave
like white noise adding on top of the quantization noise [63, Ch. 2]. A
large INL on the other hand indicates a deviation from the linear transfer
function, thus causing HD [63, Ch. 2].
4.3.3 Comparison metrics
Comparing different ADCs based on the static and dynamic metrics pre-
sented above in combination with the power consumption will not result
in a fair comparison as the converter complexity is not considered. The
energy consumption per conversion is a good metric to use for estima-
tions of block-level power consumption in a system. However, it does
not handle the increased complexity coming with increased resolution,
thereby making it an unsuitable option for comparing converters with
different resolution.
Although there is a large set of comparison metrics, two are com-
monly used for comparing different ADC implementations while ac-
counting for the complexity related to the resolution [62, Ch. 4; 63, Ch. 2].
These two metrics are Walden figure of merit (FoMW) and Schreier fig-
ure of merit (FoMS). Both these metrics are a result of empirically
fitting ADC data over two different performance regions [69].
FoMW normalizes the consumed energy by the effective number of
quantization levels, equation (4.20) [62, Ch. 4; 63, Ch. 2; 70]. This
definition is however the inverse of the originally defined one [68, 71].
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This metric is most suitable for comparisons of converters with moderate
resolution as it does not fully account for the increased complexity in
noise limited designs [66,69].
FoMW = PDC2ENOBfs
[fJ/conv.-step] (4.20)
The other popular comparison metric is the FoMS, equation (4.21)
[62, Ch. 4; 63, Ch. 2]. However, originally this metric used the DR rather
than the SNDR thereby not accounting for the distortion [72, Ch. 9;
73, Ch. 1]. This metric better suits high resolution converters as the
energy per conversion is not scaling sufficiently for lower resolutions [66].
FoMS = SNDR + 10 log10
(
fs
2PDC
)
[dB] (4.21)
Thanks to the long history of designing ADCs, a large volume of
designs have been published. Several surveys have studied trends in
ADC performance, using these comparison metrics as part of the com-
parison [70]. One such survey is performed by Boris Murmann who
collects the latest presented ADCs from ISSCC and VLSI Symposium
each year, making comparisons possible [66]. When performing these
comparisons it is important to use the FoMs with care as the trade-off
between power and resolution is significantly more complex than implied
by these metrics [69].
4.4 High-speed converter topologies
High-speed ADCs can be implemented using several different converter
topologies. Among them, we find the flash converter, the pipeline topol-
ogy and the SAR topology [62, Ch. 8]. In addition to these, multiple
ADCs can be time interleaved in order to further increase the sample
rate [63, Ch. 4]. In recent time, the SAR topology has been the most
popular topology for high-speed moderate resolution ADCs [66]. Al-
though these three generic topologies often are used for categorization,
implementations presented in literature often combine features from dif-
ferent topologies [66], thus making the categories a bit more diffuse.
All the three topologies presented below implements single channel
converters. Time interleave (TI) multiple converters makes it possible to
increase the sample rate beyond what a single converter can achieve [62,
Ch. 9]. This is done by sampling each converter with a phase-shifted
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Figure 4.4: Illustration of a 2 bit flash converter.
clock signal, thereby making the converters sample at different points
in time. It is important to remember that the Nyquist criterion is only
fulfilled when all channels are combined and not for each channel by
itself [62, Ch. 9].
Single channel converters have been demonstrated to achieve sample
rates of a few GS/s [74–76]. TI converters on the other hand has been
demonstrated to reach 100 GS/s [77].
4.4.1 Flash
The flash converter is the fastest single-channel converter topology, per-
forming an entire conversion within the duration of a single compari-
son [62, Ch. 8] by simultaneously performing all comparisons in paral-
lel [63, Ch. 4]. This is great for high-speed operation as flash converters
achieves sample rates that otherwise would have required TI convert-
ers [66]. However, it comes at the cost of a high power consumption and
a large footprint as the number of comparators scale with 2N − 1, only
making this topology suitable for low resolution converters [63, Ch. 4].
As all levels are compared simultaneously, the result will be thermome-
ter coded, thus a thermometer to binary conversion is needed in order
to retrieve a binary result [62, Ch. 8].
A 2 bit flash converter is illustrated in figure 4.4, showing the par-
allel operation of all the comparators. The reference level generation is
implemented using a resistive divider, providing one reference level for
each comparator. The decoder is used to convert the thermometer data
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into binary data.
4.4.2 Pipeline
Just like flash converters, pipeline converters build on parallelism in
space. The difference is that pipeline converters cascade multiple low-
resolution converters, thus distributing the conversion over time [63,
Ch. 4]. Pipeline converters mostly resolves a single bit in each stage [62,
Ch. 8]. However, in principle a more complex ADC and DAC can be
placed in each stage, increasing the number of resolved bits in each
stage. The gain accuracy and comparator offset limits the achievable
performance [62, Ch. 8]. The re-sampling of the signal in between each
stage also introduces latency from when the signal enters the converter
to the time when the digital result can be collected.
A generic pipeline converter is illustrated in figure 4.5a, using the
generic stage topology shown in figure 4.5c. A timing diagram showing
when the different bits are outputted from the different stages is shown
in figure 4.5b. The generic stage topology in figure 4.5c shows how the
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signal first is sampled in the ADC, resolving the Nj bits. The DAC then
subtracts this result from the signal, producing a residue signal that is
then amplified before reaching the next stage. The residual signal is less
than an LSB in each stage. The amplifier gain is less than or equal to
the resolution of the previous converter, thereby filling the range of the
next converter.
The amplifiers needed for amplifying the residual signal between each
signal is in most cases the limiting component in pipeline converters [62,
Ch. 8]. While a gain of 2, can be achieved with high accuracy, higher gain
becomes more complex to get accurate due to matching, thus limiting
the usable resolution in each stage. Thanks to the stage gain that resets
the DR for the next stage, making the pipeline converter suitable for high
resolution implementations. Traditionally, the high power consumption
of the amplifiers has limited the use of pipeline converters with many
stages. However, with the ring-amp topology, highly accuracy and power
efficient amplifiers make the pipeline converters a competitive option to
SAR converters [78,79].
4.4.3 Successive-approximation register
In contrast to the pipeline topology, SAR converters build on a itera-
tions in time, successively getting closer to the result for each iteration
while only using a single comparator [62, Ch. 8]. A simplified converter
is illustrated in figure 4.6a, illustrating the components needed. A tim-
ing diagram showing when the different bits are generated is shown in
figure 4.6b. The input signal is first sampled and then compared against
a reference value. The result of the comparison is then used to update
the reference level, reducing the range in which the signal is located.
For binary scaled reference levels, the number of iterations equals the
resolution in bits.
Thanks to the limited set of analog components and lack of am-
plifiers, the SAR topology shows great potential for low power con-
sumption [62, Ch. 8]. These properties are further enhanced by the use
of charge-redistribution based reference level generation as power con-
sumption in the reference generation is significantly reduced [62, Ch. 8].
Thanks to the switching operation, SAR converters are highly suitable
for CMOS integration, being the topology that has benefited most from
the transistor scaling [62, Ch. 8].
Most high-speed SAR converters are found in the 6–10 bit range,
locating them between flash and pipeline converters [66]. The limiting
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Figure 4.6: Illustration of the SAR converter topology (a) and the timing for
when the bits are resolved (b).
factor is a combination of the accuracy of the reference level generation,
limited by the capacitive matching, and comparator offset voltage [62,
Ch. 8].
4.4.4 Topological trends
With an increased performance for smaller feature size technologies and
a changing resolution requirement on high-speed converters, the topol-
ogy of choice has also been changing [66]. Pipelined converters where
for a long time the choice in high-speed applications, but thanks to the
increased process performance, the SAR topology became more popular
bringing reduced power consumption, however at lower resolution [66].
The pipeline topology might thanks to the development of the ring-Amp
again be an option to consider for high-speed moderate converters. They
also show potential for significantly higher resolution than SAR convert-
ers, thereby making them a very interesting option [78,79].
4.5 Charge-redistribution
In principle, any DAC can be used to generate the reference levels
in a SAR converter. Traditionally, resistive structures have been the
dominant choice, suffering from a large power consumption [62, Ch. 8].
Capacitor-based, so-called charge-redistribution networks have become
a more popular choice in low-power converters, taking advantage of the
good switching properties provided by the CMOS technology [62, Ch. 8].
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Charge-redistribution builds on using the sampling capacitor to gen-
erate decision levels. An illustration of a 3 bit charge-redistribution net-
work together with a comparator is shown in figure 4.7. The sampling
capacitor is arranged as several parallel capacitors, binary scaled in this
case. The back-plates of the capacitors are pre-set to the reference volt-
age before sampling and the signal is then sampled onto the capacitors
top-plate. First the MSB is toggled to ground, changing the voltage on
the top-plate according to equation (4.22). The comparator is then used
to decide if the switch setting should be kept or not. The process in then
repeated until all bits are resolved. When all stages have been switched,
the residual voltage on the top-plate should be less than 1 LSB.
Vtop = Vin − 4C4C + 2C + C + CVref [V] (4.22)
Differential charge-redistribution networks brings the advantage of
not needing any toggling before resolving the MSB as this level is inher-
ent from the topology [62, Ch. 8].
In a practical implementation, not all the capacitance in the charge-
redistribution network will be switchable due to parasitic capacitance in
the routing. This reduces the dynamic range of the charge-redistribution
network. The reference voltage used in the charge-redistribution can
however be used to compensate for this effect [80]. Equation (4.23)
gives the reference voltage needed for a desired dynamic range when non-
switchable capacitance is present in the charge-redistribution network.
Vref = VFS
Csw + Cp
Csw
[V] (4.23)
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4.6 Redundant scaling
The most compact digital representation of an analog signal is when it
is binary encoded. Most ADCs presented in literature are also binary
scaled as this results in the smallest number of comparisons [66]. Al-
though binary encoding gives the smallest number of comparisons in a
SAR converter, it will not provide any redundancy against errors [81].
In principle, it is not a problem to assume correct decisions, however; in
high-speed converters it becomes costly to guarantee fully settled deci-
sion levels. Redundancy could then be used to reduce the settling time
requirement, increasing the speed of the converters [62, Ch. 8].
For a charge-redistribution based DAC, two factors sets the total
settling time: the RC time-constant τ of the charge-redistribution cell,
and the number of time-constants required for sufficient settling. The
RC time-constant is set by the switch resistance R in combination with
the capacitance C loading it. Reducing C is typically not possible due
to matching and thermal noise concerns. Reducing R through a large
switch would on the other hand load the charge-redistribution network
with additional parasitic capacitance. The number of time-constants
needed is on the other hand dependent on the scaling used [62, Ch. 8].
With binary scaling, reducing the number of time constants τ is not pos-
sible as this would introduce errors. Redundant scaling can on the other
hand be used to reduce the number of time constants as the redundancy
correct for incorrect decisions caused by incomplete settling [82].
In order to simplify the description of the different scaling principles
a few definitions will be used. A stage corresponds to one iteration
in the SAR algorithm. A level is one of the outputs from the reference
generator against which the signal is compared. With redundant scaling,
several control codes might result in the same output level. A path is
a sequence of decisions and corresponding levels that have been visited
during the previous stages. Although several paths might result in the
same output, they are all unique. A step is the separation between
decision levels at two successive stages. In addition to this, it will also
be assumed that all control bits have a binary representation, that is,
they are either 0 or 1.
Three different scaling principles will be described in more detail
below: the binary, the generalized non-binary, and the compensating
scaling.
Starting with the binary scaling, it builds on halving the step at each
stage. Under error-free operation, the difference between the signal and
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its quantized representation will always be smaller than 0.5 LSB [80].
However, an erroneous decision along the way will result in a significantly
larger error. An example of a binary scaled 5 bit decision tree is shown in
figure 4.8a, showing both correct operation and the effect of an erroneous
decision. The reference level is calculated according to equation (4.24)
and the output code is provided by equation (4.25) giving the stage
results d (i).
Vref (k) = 2N
(
2−1 +
k∑
i=1
−1d(i−1)+12−1
)
, (k = 1, 2, ..., N) (4.24)
Dout = d (1) 2N−1 + d (2) 2N−2 + · · ·+ d (N) =
N∑
i=1
d (i) 2N−i (4.25)
The simplest redundant scaling algorithm is non-binary scaling which
uses a fixed radix γ = 2N/M with N ≤M , where N is the resolution and
M the number of comparisons [81]. The resulting radix, in the range
1 < γ ≤ 2, will most likely not result in integer sized steps. A lower
value on γ will result in increased redundancy at the cost of a larger
number of comparisons.
The generalized non-binary scaling algorithm is a generalization of
the principles behind the non-binary scaling algorithm, allowing more
freedom in the placement of the redundancy. The generalization extends
the definition of the radix, allowing individual radix in different stages,
thus providing integer sized steps and more freedom in the redundancy
placement.
Two propositions define the requirements for the generalized non-
binary scaling. If the first statement, equation (4.26), is fulfilled, a
correct result will be obtained even if an erroneous decision have been
made at stage k [81]. The second statement, equation (4.27), defines the
total number of redundant paths, given the redundancy q (i) at stage i
and the over-range r.
|Vin − Vref (k)| < q (k) (4.26)
2M − 2N =
M−1∑
i=1
2iq (i) + 2r (4.27)
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Figure 4.8: Illustration of binary scaled reference levels (a), scaling accord-
ing to the generalized redundant scaling algorithm (b), and the
compensating scaling (c). The generalized scaling uses p =
[16, 7, 4, 2, 1, 1] and q = [2, 1, 1, 1, 0, 0]. For all three scaling prin-
ciples, the resulting path is shown for both fully correct decisions
and in the case of an incorrect decision at stage 2. The input
level is represented by the blue line, gray filled boxes shows the
redundancy, orange lines indicates shared decision levels. The
green and red paths represent the paths taken by correct decision
and in the case of an erroneous decision at stage 2.
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With an increased number of decision levels for each successive stage,
thus increasing the cost of adding redundancy, making redundancy more
costly at later stages in the conversion cycle. Two conditions must
be fulfilled when calculating the steps [81], giving the output range
[−r, 2N − 1 + r]. The first, equation (4.28), gives the size of the first
stage, being located in the middle of the range. The second, equa-
tion (4.29), gives the relationship for the total number of decision levels
based on the size of each step. The step p (k + 1) is then given by equa-
tion (4.30) for a chosen redundancy q (k) at stage k and the redundancy
at the following stages.
p (1) = 2N−1 (4.28)
M∑
i=1
p (i) = 2N − 1 + 2r (4.29)
p (k + 1) = 2M−k−1 − q (k)−
M−1∑
i=k+1
2i−k−1q (i) (4.30)
The decision levels at stage k is then calculated using equation (4.31)
and the digital output code is provided by equation (4.32) [81]. It should
be noted that while binary scaling can be referenced both from 0 and the
mid-point, the mid-point is the only point at which a redundant scaling
is symmetric. The last part of equation (4.32) is needed to align the
output code and reference level while keeping the binary range starting
at 0. Excluding this part would result in the output code pointing at
the next level above which becomes problematic for the top-most data
value.
Vref (k) = p (1) +
k∑
i=2
−1d(i−1)+1p (i) , (k = 1, 2, ...,M) (4.31)
Dout = p (1) +
M∑
i=2
−1d(i−1)+1p (i) + 0.5 · −1d(M)+1 − 0.5 (4.32)
An example of a 5 bit generalized scaling using M = 6, p = [16, 7,
4, 2, 1, 1], q = [2, 1, 1, 1, 0, 0], and no over-range is shown in figure 4.8b.
Here, both the path for fully correct decisions and for the path when an
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erroneous decision is made are shown. As can be seen, the redundancy
covers the erroneous decision, although an alternative path has been
taken to the result.
The final redundant scaling principle presented in the compensating
principle [80]. It builds on using binary scaled stages and then introduces
compensation stages with the same step as the stage before its place-
ment, thereby bringing redundancy to all the earlier stages [80]. This
principle is a special case covered by the generic scaling algorithm. The
level shift introduced by the compensation stage corresponds to half a
step, thereby introducing over-range. As a result, the larger redundancy
used, the more over-range becomes introduced, thus reducing the usable
DR of the converter [80]. An example of a 5 bit compensating scaling
is presented in figure 4.8c, introducing a compensation stage after the
third stage.
Where in the conversion cycle redundancy becomes most useful de-
pends on what type of event it should cover. In the case of random
decision errors in the comparator, redundancy should be located in the
last stage as an error in any previous stage can be covered for as long
as the error is small. In the case when redundancy is used for settling-
time reductions by allowing decisions at incomplete settling of the ref-
erence level, it becomes more useful as a large settling-time reduction
is achieved. The stage-dependent settling-time is caused by the require-
ment of a fixed allowable settling error, typically 0.5 LSB [81,82], while
the range is reduced in each stage. With redundancy, the tolerable
settling error is increased, thus further reducing the settling time. How-
ever, in order to achieve reduced conversion time with redundant scaling,
the cost of adding additional decisions must be gained by the reduced
settling-time provided by the redundant scaling.
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Parts of the work with the SAR ADC presented below has already been
presented in [83]. This includes the schematic level design and all the
related topological design choices. Some of these choices and their back-
ground will be repeated below when the ADC design is presented. This
is in order to bring a base for the evaluation of the converter which is
the main contribution presented in this work.
SAR converters have for some time been seen as the most suit-
able option for implementing high-speed converters at a resolution of
6–10 bits [66]. They are very energy efficient and highly suitable for in-
tegration in modern small feature-size CMOS processes, thanks to the
small number of analog components [62, Ch. 8]. As SAR converters it-
eratively converts the analog signal into a digital one, the iteration time
limits the achievable sample rate. In order to reach the very highest
sample rates for a single-channel converter, a reduction of the loop-time
is needed. Commonly, this reduction is achieved by employing multiple
comparators rather than a single one which the generic SAR topology
uses [82,84,85]. The comparators can be arranged so that the number of
iterations are reduced by resolving multiple bits in each cycle [85–87], or
by reducing the time for each iteration by using alternating comparators,
thereby eliminating the reset time from the loop-time [82,84,88–90].
Multi-bit per cycle converters often demonstrate a higher SNDR,
however, at slightly lower sample rate than achieved using alternating
comparators [82, 84, 85, 87]. While alternating comparators often target
high sample rate [82, 88–90], the combination of high sample rate and
high SNDR can still be achieved [84].
The alternating comparator topologies presented in [82,84] are both
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Figure 5.1: Illustration of the ADC topology, in (a), featuring alternating
comparators, CDAC, and asynchronous logic. The timing for the
alternating comparators is shown in (b). A schematic for the
fractional reference voltage generation is shown in (c).
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very similar, relying on redundantly scaled reference generators. The
main difference is that [82] relies on a pair of comparators while [84]
uses both coarse and fine comparator pairs. The SAR topology pre-
sented here, largely matches the topology presented in [82]. The cost of
additional comparators as used in [84] was considered to be too high.
The converter is shown in figure 5.1, featuring redundantly scaled refer-
ence levels, offset voltage calibration, asynchronous control logic, and an
internal reference voltage buffer. The internal reference voltage is con-
trolled by an external reference, allowing free tuning. A high-bandwidth
track and hold circuit is used for sampling the analog signal onto the
CDAC.
A few of the core building blocks will be presented in more detail
below followed by measurements and performance evaluation. The focus
will be on connecting the measured performance to the performance in-
dicated by simulations, in an attempt to understand the factors limiting
the performance.
5.1 Alternating comparator topology
The benefit of using alternating comparators comes from eliminating the
comparator reset time from the critical timing path [82]. This, as only
one comparator is needed for the comparison, making it possible for the
other one to reset itself. The timing for the alternating comparators is
shown in figure 5.1b.
Using multiple comparators, their relative matching to each other
becomes important. Comparator mismatch appears as an input referred
offset voltage, thus moving the tipping point for the comparator. When
a single comparator is used, offset voltage is not a large problem as it is
constant for all comparisons, making it possible to compensate for using
DSP. In alternating comparators, offset voltage is more troublesome as
the comparator in use changes for every comparison, thereby making
it more complex to identify and compensate for using DSP. Rather,
the comparators needs to be calibrated in order for these effects to be
reduced.
Although two comparators is the minimum number needed for alter-
nating operation, nothing precludes the used of additional comparators.
Both coarse and fine alternating pairs are used in [84]. However, one
could also see the potential of alternating among more than two iden-
tical comparators in order to give more time for reset. The cost, only
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Figure 5.2: Schematic of the strong-ARM comparator used (a) and the cal-
ibration circuitry used for reducing effects of comparator offset
voltage (b).
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looking at the comparators is not that large [84]. The cost rather lies
in additional load on the CDAC and more significantly in the footprint
of the calibration circuit needed for each converter, often significantly
larger than the comparator itself [84].
With its core functionality, the comparator topology greatly affects
the achievable performance. It must provide fast decision time and small
offset voltage, and not rely on internal bias currents as these increase
the power consumption. Both the dynamic latch [84, 91–93] and the
strong-ARM comparator [82,94–96] are popular topologies in SAR con-
verters, fulfilling the above requirements. The dynamic latch is based
on a distributed topology that gives a higher internal gain, thereby in-
creasing the decision time for small input differences. The strong-ARM
topology on the other hand uses a single stack of transistors, thereby
increasing the decision speed for large input signals. As the voltage dif-
ference compared for most comparisons is fairly large in a SAR ADC,
the increased decision speed becomes beneficial. A schematic of the
comparator together with the calibration logic is shown in figure 5.2a.
The device mismatch and layout asymmetries are both sources to
offset voltage in the comparator. As the latching part of a compara-
tor often relies on cross-coupled inverters [82, 84]. When cross-coupled
inverters are used, a fully symmetric comparator cannot be achieved.
As long as this asymmetry is small, it can however be compensated for
through comparator calibration. Comparator calibration can however
not compensate for offset voltage caused by large rapid common mode
variations, as the comparators are calibrated only at the operating point
at which the calibration is performed. Large offset voltage variations can
be expected when the common-mode voltage is changed, making it im-
portant to keep it constant.
The calibration scheme chosen for the comparator builds on switched
charge control [67]. The two calibration transistors are placed in parallel
with the input transistors. These are then driven by a charge switch-
ing network enabled during the calibration phase. Two large capacitors
stores the calibration voltage. The voltage on one side is generated
through a resistive divider while the other is generated by adding or
subtracting a small charge from the storage capacitor, thus changing
the voltage [67]. This is a flexible, precise and low-power calibration
approach, although it constantly need to be in operation as the storage
capacitors experience leakage. This leakage causes the calibration volt-
age to slowly drift towards 0, thereby making the calibration inaccurate.
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5.2 Capacitive DAC
The CDAC performs two functions, it both acts as a sampling capaci-
tor and as a reference level generator. The reference levels are generated
through charge-redistribution; by switching the back-plates of the capac-
itors, it is possible to change the voltage on the top-plate. Most CDACs
are organized in a single-balanced topology, that is, switching only oc-
curs in one of the legs at a time [80, 93]. This however would cause the
common-mode voltage to change for each decision. In a double-balanced
CDAC, switching takes place after every comparator decision, thus keep-
ing the common-mode voltage constant [82]. This however comes at the
cost of twice as many capacitive elements, although the total capaci-
tance can be kept constant. With a constant common-mode voltage, a
smaller comparator offset voltage would result.
With the double-balanced topology it becomes possible to both add
and subtract charge from the CDAC. This as one of the parallel ca-
pacitors in each stage is connected to Vref while the other is connected
to ground while sampling. Switching the grounded signal to Vref adds
charge to the leg, thus increasing the voltage on the top-plate while the
opposite happens if a signal is switched from Vref to ground.
In this implementation a double-balanced redundantly scaled CDAC,
shown in figure 5.3, is used. It is based on the scaling [128, 64, 28, 16, 8,
4, 4, 2, 1], where fractional reference voltages are used at the final two
stages in order to reduce the number of unit cells needed. The number
of unit cells used in each stage is shown in figure 5.3. This scaling does
not result in the largest settling time reduction, as that would result in
significantly increased usage of fractional voltages, reducing the linearity.
The fractional reference voltage will cause increased settling time as
they are generated through resistive dividers, thus having a larger series
resistance to the reference buffer.
Matching does not depend only in the unit cell. Common centroid
placement schemes are commonly used reduce effects of mismatch [62,
Ch. 5]. However, as the reference voltage is stored in capacitive buffers
mainly located outside the CDAC, and routed to each unit cell, the
path resistance will affect the settling time. Thereby it also becomes
important to limit the number of unit cells simultaneously switching on
each row as these cells share the same reference voltage routing. This is
illustrated in figure 5.4. The chosen unit cell placement for the CDAC
together with the top-plate routing and reset-switch placement is shown
in figure 5.5.
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Figure 5.3: Schematic representation of the double balanced CDAC. The
number of parallel unit cells in each stage is highlighted by the
number next to the cell.
77
Chapter 5. ADC design and evaluation
d1 d1 d2 d2 d1 d1
CU CU CU CU CU CU
Vref
Vnode
Figure 5.4: Illustration of switching-dependent unit cell placement used to
minimize the effects of the trace resistance.
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Figure 5.5: Illustration of the common centroid unit cell placement, account-
ing for switching-dependent settling time, used in the CDAC.
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5.3 Asynchronous logic
With a comparator decision time logarithmically dependent on the volt-
age difference applied on the comparator input, a large variation in deci-
sion time can be expected [82]. In a binary scaled converter only a single
decision is smaller than 1 LSB, while in a redundantly scaled converter
this might increase to two comparisons. The stage at which this long
decision will happen will not be known as it is signal dependent.
The majority of all digital systems uses synchronous logic, where each
cycle is defined by a synchronization signal such as a clock. However,
in a synchronous SAR converter, the large variation in decision time
would result in the need of margins in each iteration, accounting for a
long decision. With asynchronous logic, it becomes possible to share the
margin as comparisons start directly after the previous finishes, thereby
improving speed [82,84]. A drawback is however that the timing cannot
be tuned, a potential problem when it comes to testing the circuit.
The SAR logic consists of two parallel asynchronous blocks: a clock
generator controlling the comparators, and a state machine for keeping
track of the progress and storing the comparison results properly. Al-
though both blocks share the comparator outputs as common inputs, it
still becomes important to keep the delay fairly equal in the two loops
in order to prevent unstable operation where blocks get out of sync.
The asynchronous paths have therefore been designed for equal num-
ber of transistor stages, making the logic more tolerable to variations in
transistor performance.
Although a conversion cycle is performed completely asynchronously,
the synchronous sampling is used to initialize the asynchronous logic,
thereby preventing it from propagating the effect of an incomplete con-
version to the next stage. There is no additional cost as the main purpose
of the sampling clock is to provide uniformly distributed samples.
5.4 Testability
In order to facilitate a thorough evaluation for the ADC, it is important
that the design support various different tests. The largest complexity
lies in storing the data generated in the converter. As the results are
asynchronously generated, one bit at a time, and deleted at the end
of the conversion in order to prepare for the next conversion, the data
must be re-captured in order to be synced to the sampling clock. A
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similar state machine as the one used in the converter is also used for
re-capturing the data and sync it to the clock.
Just as for evaluating the RF-DAC, there exist two options for stor-
ing the data, either internally using an on-chip memory or externally by
feeding the data off-chip at conversion rate. Internal memories are most
commonly adopted for high-speed converters [82, 84]. It however comes
with an increased design effort. Directly feeding the data off-chip comes
with less design effort but might cause increased noise on the chip due
to the output switching activity. Directly outputted data also allows for
more freedom in detecting the source of potential incorrect behaviour
when syncing the data to the clock.
With limited access to memory compilers in the 28 nm process used,
designing a memory interface became too complex. Thus arose the need
to feed data off-chip at the sample rate. The output drives were designed
to both function as differential drivers as well as single-ended drivers,
allowing for analysing the actual comparator outputs. The compara-
tor outputs are differential when operating properly, making differential
signalling possible. Incomplete conversion could be detected by monitor-
ing the single-ended signals by checking if they both where 0. Clocking
the outputs on both edges where chosen to reduce the output switching
activity.
Externally controlling the master reference allows for adjustments
of the dynamic range. By also having external access to the internally
generate reference voltage, it not only becomes possible to monitor the
function of the reference voltage generation. By providing a larger volt-
age on the internal reference voltage pin than on the master reference
voltage pin, the internal reference voltage generation can be overridden,
giving full control of the reference voltage used.
5.5 Manufactured chip
The ADC has been implemented and fabricated in STs 28 nm FDSOI
CMOS process. The entire design measures 1.12 mm by 1.12 mm. The
ADC core measures 87.5 µm by 78.5 µm, giving a total size of 6869 µm2.
A chip photo is shown in figure 5.6 together with a zoomed-in illustration
of the ADC core, taken from the layout view in the design tool. This
illustration highlights the placement of all the essential components in
the converter.
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Figure 5.6: Chip photo showing the fabricated chip together with an illustra-
tion of the ADC captured from the design environment.
5.6 Measurements
To evaluate the performance for an ADC, both the static and the dy-
namic properties needs to be evaluated. The dynamic properties are
evaluated by measuring a single tone at various frequencies. The SNDR
and SFDR can then be extracted from the output spectrum. When
measuring the SNDR, typically a 1 dB back-off from full-scale is used to
avoid clipping effects while utilizing the full range.
Measuring the linearity is often done by feeding a saw-tooth signal,
however, in high-speed converters this is not doable due to the com-
plexity of generating a precise saw-tooth waveform [62, Ch. 11]. In
converters where comparators rely on background calibration of the off-
set voltage, a slowly changing input signal might cause the calibration
to drift. Rather statistical metrics are used to evaluate the converter
linearity [62, Ch. 11]. The statistical distribution of a sine wave signal
result is more samples located at the outer borders of the conversion
range while a smaller number will fall within the range.
The chip has been mounted in a QFN package which has been sol-
dered onto a PCB. All measurement equipment has then been connected
to the PCB. The measurements have been performed using two signal
generators, one for generating the clock at 8 times the desired sample
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Figure 5.7: Measured SFDR and SNDR at various signal frequencies using
Pin = −1 dBFS and fs = 800 MS/s.
rate, and the other to be used for generating the signal to be measured.
A logic analyzer was used for capturing the output signals, allowing for
capturing of different record lengths, all being a power of two. The sig-
nal frequencies measured where chosen to result in an integer number of
periods, given the record length and the sample rate chosen to eliminate
FFT artefacts appearing from aperiodic signals.
5.6.1 Measured performance
All measurements have been performed at a nominal sample rate of
800 MS/s, using a full-scale range of 500 mVpp,diff . The measured SFDR
and SNDR are plotted for various input signal frequencies in figure 5.7.
From the figure it can be seen that the SNDR is tightly grouped for
supply voltages in the range 0.95–1 V. With a nominal supply voltage
of 1 V, this indicates that the chosen sample rate is not too high to
result in incomplete comparisons. An output spectrum for a 371.9 MHz
sine input is shown in figure 5.8. Here a large number of spurs can be
observed, limiting both the SNDR and SFDR. The DNL and INL are
shown in figures 5.9a and 5.9b.
The converter achieves a measured SNDR of 35.8 dB, giving an
ENOB of 5.65, and an SFDR of 46.8 dB. The measured power con-
sumption is 2.16 mW at a 1 V supply. A total of 2.7 pJ is consumed
for each conversion, giving a FoMW of 53.6 fJ/conv.-step. An DNL be-
tween −1 LSB and 2 LSB and an INL smaller than ±2.5 LSB has also
been measured. The performance is summarized and compared with
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Figure 5.8: ADC output spectrum for fsig = 371.9 MHz, Pin = −1 dBFS, and
fs = 800 MS/s.
(a)
(b)
Figure 5.9: Measured DNL (a), and INL (b).
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Table 5.1: Performance comparison.
[82] [84] [85]
This
work
Technology
32 nm
SOI
28 nm 28 nm
28 nm
SOI
Sample rate [GS/s] 1.2 1 0.75 0.8
Resolution [b] 8 8 8 8
SNDR [dB] 39.3 43.6 45.2 35.8
SFDR [dB] 49.9 58.6 57.5 46.8
Power [mW] 3.06 3.2 4.5 2.16
FOMW [fJ/conv.-step] 34 25.9 41 53.6
Area [mm2] 0.0015 0.006 75 0.004 0.0069
other state-of-the-art converters in table 5.1.
5.7 Evaluation and performance analysis
The measured power consumption closely matches the simulated values.
A constant dynamic performance over a 50 mV supply voltage range in-
dicates that the converter is not speed limited with a 1 V supply. The
dynamic performance on the other hand is significantly lower than indi-
cated by simulations.
Evaluating the performance of an asynchronous circuit is signifi-
cantly more tricky than for a synchronous circuit. As the timing of
the circuit is independent of the operation frequency, a key parameter
is removed when trying to understand the reason behind the degraded
performance. For example, some effects, such as incomplete comparator
reset, may in synchronous logic be reduced by reducing the clock rate,
thereby allowing more time for them. However, when the reset time is
derived asynchronously, this will not be possible without changing other
operating conditions, such as the supply voltage.
The measured data has been studied in search for patterns that may
point towards a problem. We have then tried to replicate these pat-
ters using simulations. Three different error types are studied below:
leakage from the output drivers, noise expansion around the signal, and
comparator offset voltage.
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Figure 5.10: Summed power spectrum for the 9 data streams.
5.7.1 Output clock and data feedthrough
As mentioned before, the spectrum presented in figure 5.8 shows a large
number of significant spurs which are not predicted by simulations. The
large spur located at 400 MHz corresponds to the frequency of the half-
rate clock used for syncing the output data. This indicates that this
clock is leaking into the input signal. Furthermore, this and other spurs
do not follow the input signal power, thereby pointing towards a digital
origin.
Based on the assumption that the digital noise is dominated by the
switching of the output pins, including the clock, an individual spec-
trum for each of the outputs has been calculated. The spectral power is
then summed per frequency bin. The result is presented in figure 5.10.
The bins with large values, indicating potential leakage, are sparsely
distributed at frequencies depending on the signal frequency and the
sample rate.
Comparing the frequencies at which spurs occur in figure 5.8 with
the bins showing high total spectral power in figure 5.10, an overlap can
be observed. However, a large value in the combined spectrum might
not be connected to a large spur, and a large spur might be represented
by a smaller leakage values. This is because in reality, the coupling of
the different data streams is significantly more complex than a simple
addition. Rather than just picking bins experiencing obvious leakage,
a more methodical approach was chosen. A threshold was introduced
and for all the bins in figure 5.10 exceeding the threshold, the value
in the corresponding frequency bin in figure 5.8 was replaced by the
average noise power. This operation will suppress all the spurs likely
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Figure 5.11: Output spectrum cleaned from data-dependent spurs.
caused by feedthrough from the digital pins. A lower threshold will re-
sult in suppression of more spurs and a larger improvement in SNDR.
While sweeping the threshold, we observed no improvement in the SNDR
after adjusting 6 % of the frequency bins. A spectrum with the data-
dependent spurs removed is shown in figure 5.11. The estimated noise
power caused by the data-dependent spurs is −38.4 dBc giving an SNDR
of 37.6 dB for the cleaned spectrum. For the input frequency chosen, the
suppressed spurs also include harmonics of the input frequency. Circuit
simulations predict these to be significantly smaller than shown in fig-
ure 5.8, but these predictions cannot be verified.
5.7.2 Excess noise around the signal
Zooming in on figure 5.11, a small increase in the noise level around the
signal can be observed, as shown in figure 5.12a. This increased noise
is most likely caused by a small misalignment between the signal fre-
quency and the sample rate. The accumulative noise power starting at
the signal frequency and moving away from it are shown in figure 5.12b.
With evenly-distributed noise, the accumulated noise should grow lin-
early, and the extrapolated intersection should be at the value 0 at the
signal frequency. In the case of excess noise, the intersection point of
the linear extrapolations will move upwards, representing the one-sided
excess noise contribution. The intersection might here not be located at
the signal frequency as the noise on each side can be different.
Looking at figure 5.12a, it would be expected that this contribution is
small. This noise contribution is estimated to −45.8 dBc, thus causing a
significantly smaller SNDR degradation than the data-dependent spurs.
86
5.7. Evaluation and performance analysis
(a) (b)
Figure 5.12: A zoomed-in portion of the spectrum in figure 5.11 is shown in
(a). The accumulated noise power is shown in (b) together with
linear fitted noise slopes. The intersection level gives the excess
noise contribution per side.
5.7.3 Comparator offset voltage
The alternating-comparator SAR topology is sensitive to offset voltages,
as pointed out above. The comparator calibration scheme chosen in
this implementation compensates for static and slowly varying offsets.
However, the offset voltage changing from decision to decision, that may
be caused by the asynchronous timing cannot be calibrated for.
For comparators relying of positive feedback, such as the strong-
ARM used here, the decision time depends on the input-voltage differ-
ence: a small difference needs longer time to cause the imbalance which
is then resolved by the feedback. The mechanism is the same as for FF
metastability resolution. The simulated decision time as a function of
the input voltage is shown in figure 5.13b.
In addition, the comparators rely on complete equalization of its
internal nodes during reset, for a low input-referred offset voltage. Dis-
regarding any circuit asymmetries, any voltage difference remaining be-
tween the two decision nodes will translate into an offset voltage. The
comparator reset phase is intended to reduce this difference enough, so
that the offset voltage contribution becomes insignificant. As shown in
figure 5.2, all decision nodes are pulled high by the reset switches, and
will exponentially approach the supply voltage as set by the decision
node capacitance and the resistance of the reset-switch. While the sign
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(a)
(b) (c)
Figure 5.13: Simulated reset-induced offset voltage. The input-referred offset
voltage as a function of reset duration for a previous positive
or negative decision (a). The comparator decision time as a
function of input voltage (b). The resulting offset voltage as a
function of the offset voltage for the previous decision (c).
of the voltage difference will be kept during the entire reset phase, the
magnitude (and therefore the offset voltage in the up-coming decision)
will depend on the time spent in reset. The simulated offset voltage as
a function of reset time is shown in figure 5.13a.
Combining figures 5.13a and 5.13b gives the comparator offset volt-
age as a function of input voltage for the previous decision, shown in
figure 5.13c. Most decisions are performed at low input voltage differ-
ences: roughly 50 % of the comparisons have a voltage difference of less
than 10 mV.
While effects of comparator offset voltage will appear as white noise
in the spectrum, thereby increasing the noise floor, it offers few clues
about the offset values. Rather, we have used histograms of the output
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values to estimate the offset voltages. Just as for the linearity measure-
ments, the distribution of samples should follow the bathtub shape given
a single sine wave input signal [97]. Most of the samples will fall into the
bins closest to the edges while the bins in the middle should have similar
number of hits. If an offset voltage difference between the two compara-
tors is present, the histogram will no longer be smooth for the middle
bins. Instead, the number of samples per bin will fall into a repetitive
pattern, depending on the offset voltage in the two comparators and at
the reference scaling used.
A behavioural model was constructed to analyse what influence on
the performance the offset voltage have. In addition to using fixed offset
voltages, the model also incorporates the reset-induced offset voltage
presented in figure 5.13c. The redundant scaling is also modelled in
order to account for the decision level symmetries. For the first two
decisions in each conversion, complete reset is assumed as both com-
parators are reset during the sampling. The behavioural model includes
three tunable parameters, the fixed comparator offset voltage unique
to each comparator and a scale factor for the relationship presented in
figure 5.13c. We tuned these parameters to recreate the behaviour ob-
served in the ADC. Without calibration, the scale factor was set to
1.05 and the fixed offset voltages to 1.9 LSB for comparator one and
0 LSB for comparator two. The central part of the histogram for the
behavioural model is shown in figure 5.14a together with the histogram
for the measured data to the right in figure 5.14b. The estimated noise
contribution due to offset voltage is −40 dBc.
With calibration enabled, we arrived at the same scale factor value.
The fixed offset voltage for comparator one was 0 LSB and for com-
parator two 0.95 LSB. The resulting noise contribution then becomes
−44 dBc. In a similar manner as above, the histograms for the be-
havioural simulation and the measured data are shown in figures 5.14c
and 5.14d.
The noise contribution for the data-dependent spurs calculated above
is for the 371.9 MHz tone presented in figure 5.8. The requirements for
the offset voltage estimation is however a bit different, thereby result-
ing in different results for the data-dependent spurs. With calibration
disabled the measured SNDR was 36.2 dB. After removing the data-
dependent spurs, an SNDR of 37.8 dB was achieved, giving a noise con-
tribution of −39.8 dBc. With calibration activated, an SNDR of 37.6 dB
was measured. This gives an SNDR for the cleaned spectrum of 38.8 dB,
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giving a noise contribution of 44 dBc.
Adding the noise contributions from the excess noise around the
signal and the comparator offset voltages gives a total noise contribu-
tion of −36.9 dBc with calibration disabled and −41.8 dBc with calibra-
tion enabled. The resulting SNDR after removing these noise sources
is 44.5 dB with calibration disables and 41.7 dB when calibration is en-
abled. Circuit level simulations indicated an SNDR of 43 dB. This close
agreement between the estimated SNDR and the simulated indicates
that the estimated contributions of the studied noise sources are real-
istic. The estimated SNDR with calibration disabled appears to be a
bit optimistic. However, the simple behavioural model used to estimate
the offset voltage simplifies the complex relationship in the real circuit,
thereby explaining the difference observed here.
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Figure 5.14: Histogram of measured data over 4096 samples without cali-
bration (b), and with calibration (d). The corresponding his-
tograms for the behavioural model used to estimate offset volt-
age without calibration (a), and with calibration (c). The es-
timated offset voltages with out calibration are 1.9 LSB and
0 LSB for comparator 1 and 2 respectively. With calibration
enabled, the offset voltages are 0 LSB and 0.95 LSB for the
two comparators. Only the central part of the histograms are
included here.
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Chapter 6
Conclusions
With the increased demands on higher data rates, new transmitters are
needed. With the introduction of massive MIMO transceivers, operating
at mmWave frequencies, compact and low cost transmitter realizations
are needed. The closed-loop transmitter opens the path towards lower
complexity analog implementation through an extensive use of DSP al-
gorithms. For this, low cost and highly integratable data converters are
needed.
In this thesis, I have presented data converters both for D/A and
A/D conversion. These data converters have been designed to enable
low-cost closed-loop mmWave transmitters needed for realizing massive
MIMO transmitters having hundreds of antennas.
A 2×6 bit RF-DAC-based IQ modulator operating at mmWave fre-
quencies have been demonstrated. It combines multiple functions into a
single unit, bringing a compact and effective building block. The fabri-
cated RF IQ modulator has been shown to operate upto 8 GHz, reaching
data rates of 4.6 Gb/s while being able to handle various different mod-
ulation formats.
The evaluation of an 800 MS/s SAR ADC has also been presented
in this thesis. For this alternating comparator based converter, the
difference between simulated and measured performance was studied in
order to understand the limitations in our fabricated circuit. Methods
for estimating data-dependent switching noise and offset voltage between
the alternating comparators have been presented.
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6.1 Future work
A number of different areas are of interest to explore in future research.
These include both the data converters them self and co-integration of
them into larger systems.
6.1.1 Increased RF-DAC resolution
In order to fulfil the EVM requirements for the high complexity modu-
lation formats, such as 256-QAM, used in modern communication sys-
tems [3], the RF-DAC resolution needs to be increased. With an in-
creased resolution the number of unit cells rapidly increase, doubling for
each additional bit of resolution, thus rapidly making it complex to sup-
port all connections needed in a flat hierarchy. This makes it beneficial
to explore what benefits a hierarchical unit cell arrangement has both
on the design-flow and on the RF-DAC performance.
6.1.2 Quadrature LO generation
The quadrature LO generation is the block within the current RF-DAC
design with the highest power consumption. It therefore becomes im-
portant to explore different topologies, not only focusing on their power
consumption but also consider their footprint and bandwidth.
Something else that here would be beneficial to explore further is
generation of non-overlapping 25 % duty cycle LOs. Non-overlapping
LOs show great potential but are highly complex to generate at mmWave
frequencies, making it important to further explore their generation.
6.1.3 Co-integration with PA
Thanks to their small footprint, RF-DAC based IQ modulators can be
tightly integrated with other components, such as PAs, enabling exotic
topological options to explore. One such topology would be a Doherty
PA, where the input path is split and individual input signals are pro-
vided to the different branches.
6.1.4 Closed-loop transmitter demonstration
To better understand the benefits with the feedback path, it would be
beneficial to study it in an actual circuit. Although measurements
94
6.1. Future work
to some extent can mimic the closed-loop behaviour, a tightly inte-
grated observation receiver will experience analog impairments just as
the transmitter, thus reducing its accuracy. Implementing a closed-loop
transmitter is a large project requiring a large joint effort from several
persons. At the same time, it enables studies on how the observation
path improves the performance, hopefully bringing understanding on
what performance the different building blocks need to achieve.
To enable the implementation of a close-loop transmitter, a new
ADC implementation will be needed in the same process as all the other
building blocks. Implementing a new ADC allows for further exploration
of the alternating comparator topology, using the understanding that we
have gained through the evaluation presented in this thesis.
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