In this paper we extend the geometric approach to the theory of evidence in order to include the class of necessity measures, represented on a finite domain of "frame" by consonant belief functions (b.f.s). The correspondence between chains of subsets and convex sets of b.f.s is studied and its properties analyzed, eventually yielding an elegant representation of the region of consonant belief functions in terms of the notion of "simplicial complex". In particular we focus on the set of outer consonant approximations of a belief function, showing that for each maximal chain of subsets these approximations form a polytope. The maximal such approximation with respect to the weak inclusion relation between b.f.s is one of the vertices of this polytope, and is generated by a permutation of the elements of the frame.
Introduction
Uncertainty measures have a mayor role in fields like artificial intelligence, where problems involving formalized reasoning or machine learning are common. Many engineering tasks require making decisions under scarce information, and are fertile ground for applications of uncertainty theory. Autonomous navigation [1] , database management [2] , computer vision [3, 4] provide significant examples.
The theory of evidence (ToE) [5] is one the most popular approaches to uncertainty description, as a natural extension of the classical Bayesian formalism. In the ToE probabilities are replaced by belief functions (b.f.s), which assign values between 0 and 1 to subsets of the sample space instead of single elements. Bayes' rule is also replaced by a more general operator called Dempster's sum [6] which governs the combination of two or more belief functions. In a series of recent works [7, 8] we proposed a geometric interpretation of the theory of evidence in which belief functions are represented as points of a simplex called belief space [8] . . Another attractive feature of the theory of evidence is the fact that, at least in the case of finite domains, it includes both possibility theory [9] and the theory of fuzzy sets as special cases. In particular, it is well known that necessity measures, i.e., measures of the form N ec(A) = 1 − P os (A c ), A ⊆ Θ where P os is a possibility measure have counterparts in the theory of evidence as consonant b.f.s, i.e. belief functions whose focal elements are nested [5] .
In this paper we then move forward to analyze the convex geometry of consonant belief functions (co.b.f.s), as a first step towards a unified geometric picture of a wider class of uncertainty measures. We show that consonant b.f.s are in correspondence with chains of subsets of their domain, and are hence located in a collection of convex regions of the belief space which has the form of a simplicial complex, i.e. a structured collection of simplices. This approach, on one side, provides a useful visualization tool which can be used to stimulate conjectures on the properties of the entities of interest. On the other side, it generates new problems and allows to look at known problems from a different perspective. We illustrate this in the second part of the paper, in which the problem of approximating a belief measure with a necessity measure [10] [11] [12] [13] is considered from a geometric point of view. In particular we focus on outer consonant approximations, showing that they live on a collection of polytopes associated with all possible maximal chains of focal elements. For a given chain the maximal such approximation is a vertex of the corresponding polytope, is generated by a permutation of the elements of the frame, and coincides with the lower chain measure associated with the original belief function.
Previous work
Set functions, i.e. functions µ : 2 Θ → [0, 1] s.t. µ(∅) = 0, µ(Θ) = 1 are a widely studied subject in uncertainty theory, of which belief functions are a special case [14] . In this context a representation of set functions in terms of points of a vector space has been introduced e.g. in [15, 16] . Similar methods have been applied by the author more specifically to the theory of evidence [8] . Other authors have recently worked on the geometry of uncertainty measures. P. Black used shapes of geometric loci to give a direct visualization of belief functions and other classes of monotone capacities [17, 18] , while Ha and Haddawy [19] presented the interval generalization of the probability cross-product operator, called convex-closure (cc) operator. On the other side many authors, like Yager [20] and Romer [21] amongst others, have studied the connection between fuzzy numbers and Dempster-Shafer theory. Klir et al. published an excellent discussion [22] on the relations among fuzzy and belief measures and possibility theory. Heilpern [23] also presented the theoretical background of fuzzy numbers connected with the possibility and Dempster-Shafer theories, describing some types of representation of fuzzy numbers and studying the notions of distance and order between fuzzy numbers based on these representations. Caro and Nadjar [24] , instead, suggested a generalization of the Dempster-Shafer theory to a fuzzy valued measure. The links between transferable belief model and possibility theory have been briefly investigated by Ph. Smets in [25] , while Dubois and Prade [10] have worked extensively on consonant approximations of belief functions. Their work has been later considered in [11, 26] .
Paper outline
We will first review the basic notions of theory of evidence and possibility theory (Section 2), stressing the relation between consonant belief functions and necessity measures. After recalling in Section 3 the geometric approach to the ToE, we will study the geometry of the space of consonant belief functions, or consonant subspace CO (Section 4). After observing the correspondence between co.b.f.s and maximal chains of events, we will look for useful intuitions by studying the case of ternary frames, and prove that the consonant subspace has the form of a simplicial complex [27] . In Section 5 we will investigate in more detail the convex geometry of the components of CO, proving that they are all congruent to each other, and can be decomposed into faces which are right triangles. In the second part of the paper (Section 6) we will discuss the consonant approximation problem in the framework of the consonant complex. Starting from the simple binary case we will prove that for each maximal chain C of focal elements the set of outer consonant approximations O C [b] of a b.f. b is not only convex but it forms a polytope. Maximal outer approximations are also investigated, as we prove that for each chain they coincide with both the vertex of O C [b] generated by a permutation of the elements of the frame and the lower chain measure associated with b.
To improve the readability of the paper several major proofs are collected in an Appendix.
Between evidence and possibility: consonant belief functions
In the theory of evidence [6, 5] subjective probability is represented by belief functions (b.f.s) rather than Bayesian mass distributions, assigning probability values to sets of possibilities rather than single events. A basic probability assignment (b.p.a.) over a finite set (frame of discernment [5] ) Θ is a function m : 2 Conversely, the unique basic probability assignment m b associated with a given belief function b is given by the Moebius inversion formula
so that there is a 1-1 correspondence between the two set functions m b ↔ b.
A dual mathematical representation of the evidence encoded by a belief function b is the plausibility function
and expresses the amount of evidence not against A.
In the theory of evidence a probability function is a special belief function which assigns non-zero masses to singletons only (Bayesian b.f.): m b (A) = 0 |A| > 1. At the opposite of Bayesian b.f.s stand consonant belief functions.
Definition 1 A b.f. is said to be consonant if its focal elements are nested:
Proposition 1 [5] illustrates some of their properties. 
Consonant belief functions as necessity measures
Possibility theory [9] is based on a different description of uncertainty called possibility measure. Possibility theory (in the finite case) is then embedded in the ToE. Studying the geometry of consonant belief functions is then equivalent to extending the geometric approach to the theory of evidence to possibility theory, in a step towards a unified geometric approach to uncertainty. 
where A 1 < ... < A N −2 is the linear order introduced above. We call belief space B the set of points of R N −2 which correspond to a belief function. Let us denote by
the categorical [29] belief function assigning all the mass to a single subset A ⊆ Θ. It can be proven that, denoting by E b the list of focal elements of b,
The set of all the belief functions with focal elements in a given collection L is closed and convex in B: {b :
, where Cl denotes the convex closure operator:
The following is then just a consequence of Theorem 1.
Corollary 1 The belief space B coincides with the convex closure of all the categorical belief functions b
The faces of an n-dimensional simplex are all the possible simplices generated by a subset of its vertices, i.e. Cl(
As it is not hard to see that the basis b.f.s b A are affinely independent, Corollary 1 states that the belief space B is a simplex (Figure 1-left) . Moreover, each belief function b ∈ B can be written as a convex sum as
m b is nothing but the set of simplicial coordinates of b in the simplex B. As a probability is a belief function assigning non zero masses to singletons only, Theorem 1 implies that the set P of all Bayesian b.f.s is a part of the border of B, precisely the simplex determined by all categorical b.f.s associated with singletons 
.., v k generate an affine space of dimension k they are said to be affinely independent. 
Binary frame
As an example let us consider a frame of discernment containing only two elements, Θ 2 = {x, y}. 
Since m b (x) ≥ 0, m b (y) ≥ 0, and m b (x) + m b (y) ≤ 1 we can easily infer that the set B 2 of all the possible belief functions on Θ 2 can be depicted as the triangle in the Cartesian plane of Figure 1 -right, whose vertices are the points
which correspond (through Equation (7) 
In the rest of the paper we will study the geometry of consonant belief functions in the general case of arbitrary frames.
Consonant subspace
The geometric interpretation of belief functions puts indeed the results of Section 2.1 in a different light. Using the language of convex geometry we can pose the problem of finding the region of B whose points correspond to consonant belief functions.
Chains of subsets as consonant belief functions
Where arbitrary belief functions do not suffer from restrictions on their list of focal elements, consonant b.f.s are characterized by the fact that their focal elements can be rearranged into a totally ordered set by set inclusion. The power set 2 Θ of a frame is a partially ordered set with respect to the settheoretic inclusion. In other words, the relation ⊆ possess three properties: 
The number of maximal simplices of CO is then the number of maximal chains in (2
since given a size k set we can build a new set containing it by just choosing one of the remaining elements. Since the length of a maximal chain is |Θ| = n, the dimension of these convex components is dim
Each categorical belief function b A obviously belongs to several distinct components. In particular, if |A| = k the total number of maximal chains containing A is (n − k)!k! since in the power set of A the number of maximal chains is k!, while to get a chain from A to Θ we just have to add an element of A c = Θ \ A (whose size is n−k) at each step. (n−k)!k! is then also the number of maximal simplices of CO containing b A . In particular, each vertex b x of the probabilistic subspace P (for which |{x}| = k = 1) belongs to a sheaf of (n − 1)! convex components of the consonant subspace. Clearly the maximum number of simplices is n!, obtained for k = n (the vacuous belief function b Θ ). An obvious remark is that CO is connected, for each convex component is obviously connected, and each pair of such components has at least b Θ as intersection.
Ternary case
Let us consider, as an example, the case of a frame of size 3: Θ = {x, y, z}. Belief functions b ∈ B 3 can be written as 6-dimensional vectors according to the linear order (3)
All the possible maximal chains are in this case
Each singleton is then associated with 2 chains, and the total number of convex components, whose dimension is |Θ| − 1 = 2, is 3! = 6:
The geometry of the ternary frame can then be represented as in Figure 2 -a, where the belief space is 6-dimensional
, and the consonant subspace CO 3 is given by the union of the maximal simplices listed above. 
Consonant subspace as simplicial complex
These properties of CO can be summarized by means of another concept of convex geometry, which generalizes that of simplex [27] .
Definition 3 A simplicial complex is a collection Σ of simplices of arbitrary dimensions possessing the following properties: (1) if a simplex belongs to Σ, then all its faces of any dimension belong to Σ; (2) the intersection of two simplices in the complex is a face of both.
Let us consider for instance two triangles on the plane (2-dimensional simplices). Roughly speaking, the second condition says that the intersection of those triangles cannot contain points of their interiors (Figure 2-b-right) . It cannot be any subset of their borders either (middle), but has to be a face (right, in this case a single vertex). Note that if two simplices intersect in a face τ , they obviously intersect in every face of τ .
Theorem 2 CO is a simplicial complex included in the belief space B.
Proof. Property (1) 
where
with k < n 1 , n 2 . But then C is a subchain of both A and B, so that (8) As Figure 2 shows, P and the maximal simplices of CO have the same dimension, and are both part of the boundary ∂B of the belief space.
Properties of the consonant subspace
It is worth to get a bit deeper in our understanding of the geometry of the consonant subspace.
Congruence of the convex components of CO
as those pairs of segments have the same norm. We can prove that in the general case too.
Theorem 3 All the maximal simplices of the consonant subspace are congruent.
Proof. To get a proof for the general case we need to find a 1-1 map between 1-dimensional sides of two any maximal simplices.
It is easy to see that we need to associate pairs of events with the same cardinality:
As a matter of fact, the categorical b.f.
Hence
But this is true for each similar pair in any other maximal chain, so that
for each pair of maximal simplices of CO. Because of the generalization of a well known Euclid's theorem this implies that the two simplices are congruent
It is easy to see that the components of CO are not congruent with P, even though they have both dimension n − 1. In the binary case, for instance,
while CO x = CO y = 1.
Decomposition of convex components into right triangles
The analysis of the norm of the difference of two categorical belief functions tells us more about the nature of the maximal simplices of the consonant subspace. We know from [30] Indeed we ca prove a much more general result.
Theorem 4 If
Proof.
and vice-versa, so that
But as each simplicial component CO C of the consonant complex has vertices associated with the elements A 1 ⊆ ... ⊆ A n of a maximal chain, any three of them will also form a chain. Hence all 2-dimensional faces of all components of CO are right triangles: all its 3-dimensional faces (tetrahedrons) have as faces right triangles ( Figure 3 ).
Geometry of outer consonant approximations in the consonant simplex
The geometric approach to the ToE was originally motivated by the search for Bayesian approximations of belief functions. We have just seen that it can nevertheless be extended to necessity measures, opening the way to a geometric analysis of the consonant approximation problem, i.e. the question 
As consonant belief functions represent necessity measures in the theory of belief functions, finding the "best" consonant approximation of a b.f. is equivalent to approximating a belief measure with a necessity measure.
Outer consonant approximations
Several partial orderings between belief functions have been introduced [31, 32] , in connection with the so-called "least commitment principle". The latter plays a similar role in the ToE as the principle of maximum entropy does in Bayesian theory. It postulates that, given a set of b.p.a.s compatible with a set of constraints, the most appropriate is the least informative (according to one of those orderings). In particular, b.f.s admit the following order relation The following family of nested sets can be then built
so that a new belief function co ρ can be defined with b.p.a.
Analogously an iterative procedure can be defined in which all permutations ρ of the focal elements {E 1 , ..., E k } of b are considered {E ρ(1) , ..., E ρ(k) } and the following family of sets is introduced
so that a new belief function c ρ can be defined with b.p.a.
In general, approximations of the second family (12) are generated by the first family (11) too [10, 13] .
Geometry in the binary case
Let us discuss the geometry of the set O[b] of all outer consonant approximations of a belief function b. We will first have a look at the situation in the case study of a binary frame, to later move to arbitrary frames of discernment. , Equation (11)) associated with the permutation ρ of singletons which generates the chain.
In the binary case there are just two such permutations, ρ 1 = {x, y} and ρ 2 = {y, x}, which generate respectively the chains {x, Θ} and {y, Θ}. We will prove that all those properties indeed hold in the general case. 
Convexity
whenever 
such that co has basic probability assignment
. (15) Lemma 1 states that the b.p.a. of any outer consonant approximation of b is obtained by re-assigning the mass of each f.e. A of b to some B ⊇ A. We will extensively use this result in the following.
The polytopes O C [b] of outer approximations
Summarizing, given a consonant belief function co weakly included in b, its focal elements will form a chain C = {B 1 , ..., B n } (|B i | = i) associated with a specific maximal simplex of CO. According to Lemma 1 the mass of each focal element A of b can be re-assigned to some of the events of the chain B 1 , ..., B n which contain A in order to obtain co. It is therefore natural to conjecture that, for each maximal simplex CO C of CO associated with a maximal chain C,
each of them associated with an "assignment function"
which maps each event A to one of the events of the chain C = {B 1 ⊂ ... ⊂ B n } which contains it. As a matter of fact, 
of the co.b.f.s (16) indexed by all admissible assignment functions (17) .
In other words, O C [b] is a polytope, the convex closure of a number of b.f.s whose number is equal to the number of assignment functions (17) . Each B is characterized by assigning each event A to an element B i ⊇ A of the chain C.
As we will see in the ternary example of Section 6.7 the points (16) are not guaranteed to be proper vertices of the polytope O C [b] . Some of them can be obtained as a convex combination of the others, i.e. they may lie on a side of the polytope.
Maximal outer approximations 6.6.1 Permutations of singletons and maximal approximations
We can prove instead that the outer approximation (11) 
Maximal approximations and lower chain measures
A different perspective on maximal outer consonant approximations is given by the notion of chain measure [33] . Let us S be a family of subsets of a non-empty set Θ containing ∅ and Θ itself. The "inner extension" of a monotone set function µ :
(dually for the outer extension).
Definition 4 A monotone set function β : S → [0, 1] is called lower chain measure, if there is a chain w.r.t. set inclusion C ⊂ S with ∅, Θ ∈ C such that β = (β|C) * |S, i.e., β coincides with the inner extension of its restriction to the elements of the chain.
We can prove that for a lower chain measure β on S: β(∩ A∈A ) = inf A∈A β(A) for all finite set systems A such that ∩ A∈A A ∈ S. If this property holds for arbitrary A and S is closed under arbitrary intersection, then β is called a necessity measure. Any necessity measure is a lower chain measure, but the converse does not hold. However, the class of necessity measures coincides with the class of lower chain measures if Θ is finite. As consonant belief functions are necessity measures on finite domains, they are trivially also lower chain measures and vice-versa. Now, let b be a belief function and C a maximal chain in 2 Θ . Then we can build a chain measure (consonant b.f.) associated with b as
We can easily prove the following result. Proof. Let us denote as usual by {B 1 , ..., B n } the elements of the maximal chain C. By definition the masses co ρ assigns to the elements of the chain are
so that the belief value of co ρ on an arbitrary event A ⊆ Θ can be written as
where B i A is the largest element of the chain included in A. But then clearly, as the elements B 1 ⊂ · · · ⊂ B n of the chain are obviously nested and any belief function b is monotone,
The chain measure associated with a b.f. b and a maximal chain C is the maximal outer consonant approximation of b.
Example
To better understand the properties we just proved, let us consider as an example a belief function b on a ternary frame Θ = {x, y, z} and study the polytope of outer consonant approximations with focal elements C = {{x}, {x, y}, {x, y, z}}. According to Theorem 6 this is the convex closure of all assignment functions B : 2 Θ → C: there are It is interesting to point out how the points (19) are ordered with respect to the weak inclusion relation (we just need to apply its definition, or the re-distribution property of Lemma 1). The result is summarized in the graph of Figure 6 . We can appreciate that the vertex o B 1 generated by singleton permutation is indeed the maximal outer approximation of b, as stated by Corollary 2.
Conclusions and perspectives
In this paper we extended the geometric approach to the ToE to consonant belief functions, proving that the region of all co.b.f.s in the belief space B has the form of a simplicial complex CO, in which each convex component is a simplex associated with a maximal chain of events of the frame Θ. We proved that all the convex components of CO are congruent, and described in more detail their shape by showing that they can in fact be decomposed into rectangular triangles. We applied the formalism of simplicial complexes to the analysis of the consonant approximation problem, focusing in particular on the properties of outer consonant approximations. We showed that such approximations form a polytope in each maximal simplex of CO. Finally, for a given chain the maximal outer approximation is a vertex of the corresponding polytope generated by a permutation of the elements of the frame, and coincides with the lower chain measure associated with the original belief function. As consonant belief functions correspond to finite necessity measures this work can be seen as a first step towards a unified geometric picture of all finite fuzzy measures.
Appendix

Proof of Lemma 1
(1) Sufficiency.
If Equation (15) (2) Necessity.
Let us denote by C = {B 1 , ..., B n }, n = |Θ| the chain of focal elements of co, and consider first the subsets A ⊆ Θ such that A ⊃ B 1 (A ∈ C). In this case
whatever the mass assignment of b. We then just need to focus on the elements A = B i ∈ C of the chain. We need to prove that for all B i ∈ C:
Let us use the notation α
for sake of simplicity. For each i we can sum the first i equations of the system (20) and obtain the equivalent system of equations: 
in which the coefficients (variables) β Step i = 1. We get
which is such that 0 ≤ β Step i. We suppose there exists a solution (23) 
We also need to show, though, that there exist solutions of the above form (23) that meet the ordering constraint (22) , i.e.,
The constraints (24) generate constraints on the free variables in (23), i.e., {β
Given the shape of (23) those conditions (in the same order as in (24)) assume the form
Let us call 1.,2.,3.,4. the above constraints on the free variables {β 
which is equivalent to
which is true by hypothesis; In conclusion, all the constraints in Equation (25) are mutually compatible. Hence there exists an admissible solution to the i-th equation of system (21) , which proves the induction step.
Proof of Theorem 6
We need to prove that: 
To prove (1) we then need to write (27) In other words we need to show that the system of equations A non-negative solution of (29) (and hence of (28) , and all the others to zero.
Proof of Theorem 7
The proof is divided in two parts. 
