In many applications such as personal digital assistants, there is a constant need for new domains to increase the system's coverage of user queries. A conventional approach is to learn a separate model every time a new domain is introduced. This approach is slow, inefficient, and a bottleneck for scaling to a large number of domains. In this paper, we introduce a framework that allows us to have a single model that can handle all domains: including unknown domains that may be created in the future as long as they are covered in the master schema. The key idea is to remove the need for distinguishing domains by explicitly predicting the schema of queries. Given permitted schema of a query, we perform constrained decoding on a lattice of slot sequences allowed under the schema. The proposed model achieves competitive and often superior performance over the conventional model trained separately per domain.
Introduction
Recently, there has been much investment on the personal digital assistant (PDA) technology in industry (Sarikaya, 2015) . Apple's Siri, Google Now, Microsoft's Cortana, and Amazon's Alexa are some examples of personal digital assistants. Spoken language understanding is an important component of these examples that allows natural communication between the user and the agent (Tur, 2006; El-Kahky et al., 2014; Kim et al., 2015a; Kim et al., 2016b) . PDAs support a number of scenarios including creating reminders, setting up alarms, note taking, scheduling meetings, finding and consuming entertainment (i.e. movie, music, games), finding places of interest and getting driving directions to them. The number of domains supported by these systems constantly increases, and whether there is a method that allows us to easily scale to a larger number of domains is an unsolved problem (Kim et al., 2015d; Kim et al., 2016a) .
The main reason behind the need for additional domains is that we require a new set of schema (i.e., query topics), composed of intents, and slots for processing user queries in a new category. For example, a query in the TAXI domain is processed according to domain-specific schema that is different from those in the HOTEL domain. This in turn requires collecting and annotating new data, which is time consuming and expensive. Once the data is prepared, we also need to build a new system (i.e., models) for this specific domain. In particular, slot modeling is one of the most demanding components of the system in terms of costs in annotation and computation.
In this paper, we introduce a new approach that entirely removes the costs traditionally associated with enlarging the set of supported domains while significantly improving performance. This approach uses a single model to handle all domains: including unknown domains that may be created in the future using a combination of intents and slots in the master schema. The key idea is to remove the need for distinguishing domains by explicitly predicting topics/schema of queries. Thus we obviate the need and directly predict the schema from queries by multi-label classification (either with an RNN or with binary * Work done while at Columbia University.
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In experiments on slot tagging 17 Cortana personal digital assistant domains, we observe that our single model outperforms each of the 17 models trained separately on different domains. This is because our model is able to leverage the data in all domains by reusing the same slots. It can be viewed as a form of domain adaptation, although "domainless adaptation" may be a more accurate description since we remove the need for distinguishing domains! 2 Background
Domain Adaptation
The goal of domain adaptation is to jointly leverage multiple sources of data (i.e., domains) in attempt to improve performance on any particular domain. There is a rich body of work in domain adaptation for natural language processing. A notable example is the feature augmentation method of Daumé III (2009) , who propose partitioning the model parameters to those that handle common patterns and those that handle domain-specific patterns. This way, the model is forced to learn from all domains yet preserve domain-specific knowledge.
Another domain adaptation technique used in natural language processing utilizes unlabeled data in source and target distributions to find shared patterns (Blitzer et al., 2006; Blitzer et al., 2011) . This is achieved by finding a shared subspace between the two domains through singular value decomposition (SVD). Unlike the feature augmentation method of Daumé III (2009) , however, it does not leverage labeled data in the target domain.
This work is rather different from the conventional works in domain adaptation in that we remove the need to distinguish domains: we have a single model that can handle arbitrary (including unknown) domains. Among other benefits, this approach removes the error propagation due to domain misclassification. Most domain adaptation methods require that we know the data's domain at test time (e.g., the feature augmentation method). But in practice, the domain needs to be predicted separately by a domain classifier whose error propagates to later stages of processing such as intent detection and slot tagging.
Constrained Decoding
In a later section, we perform constrained decoding on a lattice of possible label sequences. This technique was originally proposed for transfer learning by Täckström et al. (2013) . Suppose we have sequences that are only partially labeled. That is, for each token x j in sequence x 1 . . . x n we have a set of allowed label types Y(x j ). Täckström et al. (2013) 
where at each position j a set of allowed label types is given as:
We compute the most likely sequence in the lattice for a given observation sequence x under model θ as:
Methods
In this section, we describe our domainless prediction framework. It consists of two stages:
1. Given a query, we perform multi-label classification to predict a set of allowed schema for the query.
2. Given the predicted schema, we perform constrained decoding on the lattice of valid slot sequences.
Since this framework does not involve domain prediction at all, given a query in an unknown domain we can still use the same model to infer its slot sequence, as long as the new domain is composed of existing slots and intents. In cases where the new domain needs an a new intent or slot, the underlying generic models have to updated with the updated schema.
Schema Prediction
The first stage produces a set of label types that serve as constraints in the second stage. To this end, we use Long Short-Term Memory (LSTM) (Hochreiter and Schmidhuber, 1997) (Figure 1 ). The LSTM processes the given query to produce a fixed-size vector where the input at each time step is the word embedding corresponding to the word used at the time. We initialize these word embeddings with GloVe vectors (Pennington et al., 2014) . Then the network maps the query vector to a distribution over schema types.
In more detail, we first map each word of the utterance into d-dimensional vector space using an embedding matrix of size V by d (which is trained along with other parameters in the network), where V is the size of the vocabulary. Then we map the sequence of the word vectors, {x 1 , . . . x T }, to LSTM outputs {h 1 , . . . h T } where we take the last output to be a d-dimensional summary vector of the utterance s = h T . We then use parameters W ∈ R k×d and b ∈ R k where k is the number of slot types and computê
] is the probability of slot i for the given utterance. To train the model, we minimize the sum of squared errors ||ŷ − y|| (we could certainly use other metrics such as the KL divergence, but we did not pursue this direction).
At test time, we need to perform multi-label classification with the predicted probabilities of slot typeŝ y ∈ [0, 1] k . We achieve this by thresholding. But rather than using 0.5 as the threshold, we use the minimum probability of a ground-truth schema type from the training data. This results in predictions that are very high in recall at the expense of some precision. This trade-off is suitable in our setting, since these labels are only constraints in the second stage: while missing true labels causes the second stage to fail, over-predicting labels does not.
Since the minimum probabilities of ground-truth schema types are observed in the training data, we can train an separate model (SVM) to predict the threshold value for unseen inputs. In summary, given a test utterance, we first use the LSTM network to compute a distribution of slot typesŷ, next use the trained regressor to predict a suitable value of threshold, and take labels that have probabilities higher than the threshold. Figure 1 illustrates the process.
Constrained Decoding
In sequence learning, given a sample query x 1 . . . x n , the decoding problem is to find the most likely tag sequence among all the possible sequences, y 1 . . . y n :
Here, given constraintsỹ from the first stage, we can simply define a constrained lattice lattice
by pruning all tags not licensed by the constraints, as shown in Figure 2 . Then, to find the most likely tag sequence which does not violate the given constrained lattice, we perform the decoding in the constrained lattice:
In experiments, we train a single sequence labeling model (CRF) on all domains, but at test time apply this constrained decoding with slot types predicted by the model in Section 3.1.
Relation to the Union Method
One of the most naive baselines in domain adaptation is to simply train a single model on the union of all data in different domains; at test time, the model predicts labels for any input regardless of which domain it comes from. Since our approach uses all data as well, it can be seen as a variation on this naive method.
Figure 1: Illustration of schema prediction. In given a query, "order small pepperoni from domino", the word "small", "pepperoni" and "domino" is tagged as size, product and place name, respectively. Therefore, LSTM multi-label classification model should predict a set of slots a query would be tagged with. When we fix a threshold for final result to 0.5, we can get two permitted labels, product and size. Whereas, we select different threshold corresponding to each query such as 0.38 in this example, we can obtain four permitted labels, product, size, place name and place type. The naive method also implicitly makes a decision on the domain of a query when the model predicts domain-specific labels. But it is well-known that this approach typically, unlike ours, yields poor performance. We conjecture that the reason for poor performance is the following. In the union method, the model must perform the segmentation as well as labeling of slots, which involves predicting labels in the BIO format (B: begin, I: inside, O: outside) (Ramshaw and Marcus, 1999) . In comparison, our method only predicts possible labels and delegates inference to constrained decoding. Thus it can potentially make more efficient use of labeled data.
Experiments
In this section, we turn to experimental findings to provide empirical support for our proposed methods. To test the effectiveness of the proposed approach, we apply it to a suite of 17 Cortana personal assistant domains for slot (label) tagging tasks, where the goal is to find the correct semantic tags of the words in a given user utterance. For example, a user could say "reserve a table at joeys grill for thursday at seven pm for five people". Then the goal is to tag "joeys grill" with restaurant, "thursday" with date, "seven pm" with time, and "five" with number people. The data statistics and short descriptions about the 17 domains are shown in Table 1 . As the table indicates, the domains have very different granularity and diverse semantics. The total numbers of training, test and development queries across domains are 2964K, 217K and 153K, respectively. Note that we keep domain-specific slots such as alarm state, but there are enough shared labels across domains. To be specific, we have shared 62 labels among 131 labels. In ALARM domain, there are 6 shared slots among 8 slots.
Setting

Results
In all our experiments, we follow same setting as in (Kim et al., 2015b; Kim et al., 2015c) . We trained Conditional Random Fields (CRFs) (Lafferty et al., 2001 ) and used n-gram features up to n = 3, regular expression, lexicon features, and Brown Clusters (Brown et al., 1992) . With these features, we compare the following methods for slot tagging 1 :
• In-domain: Train a domain-specific model using the domain-specific data covering the slots supported in that domain.
• Binary: Train a binary classifier for each slot type, assuming prediction for each slot type is independent of one another. Then combine the classification result with the slots needed for a given schema. For each binary slot tagger targeting a specific slot type, the labeled data is programatically mapped to create a new labeled data set, where only the target label is kept while all the other labels are mapped other label.
• Post: Train a single model with all domain data, take the one-best parse of the tagger and filter-out slots outside the a given schema.
• Const: Train a single model with all domain data and then perform constrained decoding using a given schema.
To evaluate performance of the constrained decoding approach without schema prediction, we compare the performance among possible models, which can handle all domains in Table 2 . Here, a schema is given from a pre-trained domain classifier with an average accuracy of 97%.
We consider In-domain as a plausible upper bound of the performance, yielding 90.93% of F1 on average. Second, Binary has the lowest performance of 75.67%. When we train a binary classifier for each slot type, the other slots that provide valuable contextual information are ignored. This leads to the degradation in tagging accuracy. Third, Post improves F1 scores across domains, resulting in 85.31% F1 on average. Note that this technique does not handle ambiguities and data distribution mismatches due to combining multiple domain specific data with different data sizes. Finally, Const(CRF) leads to consistent gains across all domains, achieving 90.38%, which almost matches the In-domain performance. Const(CRF) performs better than Binary because Const(CRF) constrains the best path search to the target domain schema. It does not consider the schema elements that are outside of the target domain schema. By doing so, it addresses the training data distribution issue as well as overlap on various schema elements.
Also, we performed experiments with LSTM for slot tagging by masking scores of predicted class labels from predicted schema. LSTM is one of the most popular deep learning techniques for sequence tagging (Bahdanau et al., 2014; Dyer et al., 2015) , but we observe that the LSTM results (Const(LSTM)) on our dataset are very similar to that of CRFs (Const(CRF), as shown in Table 2 . In the following experiments, we mostly focus on the Const version of CRFs for simplicity.
The main results of constrained decoding with different schema prediction methods are shown in Table  3 . Bin approach trains k binary logistic regression classifier for each slot type. Each binary classifier determines if a query has a specific slot or not, while Mult approaches use a single LSTM to predict a set of allowed schema for a query. Subscript F ix denotes that a fixed threshold (0.5) is used to make a decision of positive versus negative label, and M in denotes that the threshold is set to be the minimum of positive label thresholds, which hence gives the maximum recall rate. GoldQ denotes the decoding was constrained by true schema for a query and and PredD denotes the decoding was constrained by a predicted domain. Here In-domain also uses domain classifier.
In the preliminary experiments, we observed that there are significant performance improvements when performing constrained decoding given a gold standard schema of a query (GoldQ). However, it is very difficult to get similar performance by the predicted schema. The main reason is because it does not guarantee recall. As you can see, all methods based on schema prediction except for Mult M in , fail to achieve any improvement compared to In-domain and PredD. So, we use the minimum probability of a ground-truth schema type per query to increase recall. Using predicted minimum boundary Mult M in finally boost up performance up to 93.55%, huge relative error reduction of 33% over In-domain approach.
Unlike previous experiments, the experiments shown in Table 4 assume that the true domain and its schema are given. So, there are no domain classification error. MULT M in removes the predicted schema elements that are outside of the true domain schema. In-domain yields 92.53% F1 score. MULT M in boosts the performance to 93.99%.
To further compare multi-classification approach to binary approach, we show performance for multiclass labeling task in Table 5 . Unlike slot tagging performance, Mult F ix has the highest F1 score because of its precision. Mult M in has high recall at the slight expense of precision. However, binary logistic regression (Bin M in ) fails to keep reasonable precision. This is because logistic regression models are over-fitted to each label, minimum boundary is very low and thus it causes a lot false positives.
For the last scenario shown in Table 6 domain is partially covered.
Conclusion
In this paper, we proposed a solution for scaling domains and experiences potentially to a large number of use cases by reusing existing data labeled for different domains and applications. The single slot tagging coupled with schema prediction and constrained decoding achieves competitive and often superior performance over the conventional model trained in per domain fashion. This approach enables creation of new virtual domains through any combination of slot types covered in the single slot tagger schema, reducing the need to collect and annotate the same slot types multiple times for different domains.
