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Abstract 
In this paper, the marginal Rao-Blackwellized particle filter (MRBPF), which fuses the Rao-Blackwellized particle filter (RBPF) 
algorithm and the marginal particle filter (MPF) algorithm, is presented. The state space is divided into linear and non-linear parts, which 
can be estimated separately by the MPF and the optional Kalman filter. Through simulation in the terrain aided navigation (TAN) do-
main, it is demonstrated that, compared with the RBPF, the root mean square errors (RMSE) and the error variance of the nonlinear state 
estimations by the proposed MRBPF are respectively reduced by 29% and 96%, while the unique particle count is increased by 80%. It 
is also found that the MRBPF has better convergence properties, and analysis has shown that the existing RBPF is nothing more than a 
special case of the MRBPF. 
Keywords: signal processing; marginal Rao-Blackwellized particle filter; simulation; mixed linear/nonlinear; terrain aided navigation  
1 Introduction1 
Let the following general model of a nonlinear 
state space system[1] be considered: 
xt+1 = f(xt, ωt)            (1.1) 
yt = h(xt, et)             (1.2) 
where ωt and et denote the known independent 
process and measurement noise respectively, {xt} is 
the state of the system complying with the Markov 
process with xnt ∈ Rx (nx denotes the dimension of 
the state), {yt} is the measurements of the system 
with ynt ∈ Ry (ny denotes the dimension of the 
measurement), and both f and h are known nonlin-
ear functions. Again, let x0:t = {x0, x1,···, xt}, y0:t={y0, 
y1, ···, yt}, and p(x0 | x–1) = p(x0). Here, the purpose 
is supposed to estimate the posterior probability 
density function (PDF) p(xt | y0:t) by the following 
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Unfortunately, it is almost unlikely to obtain a 
closed-form expression of Eq.(2). One special case 
appears when Eq.(1.1) and Eq.(1.2) are used to de-
scribe a linear Gaussian model, which leads to the 
famous Kalman filter (KF) recursions. In more 
common cases, to calculate the integrals in Eq.(2), 
numerical approximation methods must be used, in 
which the extended Kalman filter (EKF)[2] is most 
popular. However, the linearization process of the 
EKF is liable to large errors threatening the conver-
gence of the algorithm, particularly for models with 
high nonlinearity. 
A recently-popularized technique for numerical 
approximation, termed as the particle filter (PF)[1,3-6], 
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offers a general tool for the state estimation of 
nonlinear non-Gaussian systems. The core idea be-
hind the PF is to use samples (particles) to ap-
proximate the concerned distributions. The classic 
PF formulae give the estimations of the joint dis- 
tribution p(x0:t | y0:t). However, in many applications 
such as tracking, a marginal distribution p(xt | y0:t) is 
required. When using PF, this is approximated by 
dropping particles of the states x0, x1, ···, xt–1 from 
the joint distribution. Obviously, this is an ineffi-
cient approach. What is needed is to obtain particles 
x0, x1, ···, xt for the PF in the state space 1( )xn t+R , 
whose dimension is t times higher than xnR  which 
is the state space of xt. This results in higher vari-
ance of the importance weights[7-8]. In order to deal 
with this problem, the marginal particle filtering 
(MPF) algorithm[7], which directly estimates the 
marginal distribution p(xt | y0:t), is proposed. The 
literature shows a clear superiority of the MPF over 
the PF in terms of the importance weight variance. 
In practices, very often the nonlinear states 
constitute only one part of the whole state space, for 
instance, integrated navigation systems[9-11]. In this 
case, if the PF is used to estimate all parts of the 
state space, a large number of particles for each 
state must be acquired, which, owing to being 
computationally-prohibitive, may restrict the appli-
cability of the PF in real-time applications[3]. Re-
cently, there is presented the Rao-Blackwellized 
particle filter (RBPF)[3,9], which is sometimes re-
ferred to as marginalized PF[10-11]. The RBPF opti-
mizes the PF by marginalizing out the linear states 
which are estimated with the KF, and the nonlinear 
states are estimated still with the PF so as to reduce 
the likelihood of filtering divergence, the particle 
number, and the computational intensity. However, 
since the classic PF is still used by the RBPF for 
nonlinear state estimation, the same problems also 
remained associated with the PF.  In this paper, by 
introducing the idea of marginal filtering into RBPF, 
the marginal Rao-Blackwellized particle filter 
(MRBPF) algorithm is put forward. The analytical 
results indicate that the existing RBPF is nothing 
but a special case of the proposed MRBPF. More-
over, the terrain aided navigation (TAN) simulation 
results show that, compared with the RBPF, while 
the MRBPF reduces the root mean square errors 
(RMSE) and error variance of the nonlinear state 
estimation by about 29% and 96% respectively, and, 
at the same time, increases the unique particle count 
by 80%, it achieves better convergence as well. 
2 The MRBPF Algorithm 
Supposing a system is divided into two parts: a 
linear and a nonlinear, and the noise is additive, the 
Eq.(1) can be expressed as follows[3] 
n n n 1 n n
1 ( )t t t t t tf+ = + +x x A x B ω       (3.1) 
1 1 1 1 1
1t t t t t+ = +x A x B ω             (3.2) 
yt = h( ntx )+et              (3.3) 
where ntx and 
1
tx
 denote the nonlinear and linear 
states respectively, and [ ntx ,
1
tx ]
T = xt. tω is the 
process noise given by 
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where N(0, σ 2) denotes the normal distribution with 
0 as the mean value  and σ 2 the variance. Also, ( )l l l0 0 1 0 1ˆ ,| |~ Ν − −x x P  and et, n0x have arbitrary fixed 
PDFs. Here the target distribution is the posterior 
distribution p(xt | y0:t). By using Bayes’ rule,  
p(xt | y0:t) = p( ntx , xt
l | y0:t) = 
p( 1tx |
n
tx , y0:t)p(
n
tx | y0:t)         (4) 
can be achieved. 
2.1 Linear state estimation 
According to Eq.(3.3), if ntx  is known, the 
measurement yt is conditionally independent, and 
the first term on the right of Eq.(4) can be simplified 
as 
p( 1tx |
n
tx , y0:t) = ( )l n0:t tp |x x         (5) 
The process model of Eq.(3) can be rewritten as: 
1 1 1 1 1
1t t t t t+ = +x A x B ω            (6.1) 
zt = n 1 n nt t t t+A x B ω           (6.2) 
where zt = n 1t+x – f (xt
n). If zt is regarded as a meas-
urement and 1tx as the state, then Eq.(6) describes a 
linear Gaussian model, which enables the states to 
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be optimized by the KF, and Eq.(5) meets the Gaus-
sian distribution ( ) ( )l n l l0: 1 1ˆt t t | t t | tp | Ν ,− −=x x x P  
where l 1ˆt | t−x  and 
l
1t | t−P denote the one-step-ahead 
predictions of the states and its covariance respec-
tively, which can be obtained by the KF (provided 
n
tω  and ltω are uncorrelated) through 
kt = Ptl|t–1( ntA )
T( ntA Pt
l
|t–1( ntA )
T+ ntB
n
tQ (
n
tB )
T)–1 
( )( )l l l n l1 1 1ˆ ˆ ˆt | t t t | t t t t t | t+ − −= + −x A x k z A x  
1
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l
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2.2 Nonlinear state estimation 
Now comes the estimation of the nonlinear 
states, i.e. the second part on the right of Eq.(4), 
p( ntx | y0:t). According to Bayesian inference 
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where 
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where ( )1itw − is particle i normalized weight of time t–1, 
δ (·) is Dirac’s delta function with the following 
important property 
( ) ( ) ( )dg s s t s g tδ+∞−∞ − =∫  
Inserting Eq.(9) in Eq.(7) gives 
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Inserting Eq.(10) into Eq.(8) gives 
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As n0: 1t−x is given and 0: 1t−y is conditionally inde-
pendent, then 
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thus Eq.(11) can be rewritten as 
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If the importance density is chosen to be 
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2.3 Summary of the MRBPF 
The MRBPF algorithm can be summarized in 
following steps: 
(1) Initialization: take particles ( ){ }n,0
1
Ni
i=
x  from 
n
0( )p x , assign weights 
( ){ }
1
1Ni
t
i
w
N=
= , and set 
( ){ } { }l l l l0 1 0 00 1ˆ , ,, i || −− =x P x P , where t =1, ···, t. 
(2) Evaluate and normalize the importance weights 
(i = 1, 2, ···, N) 
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(3) Update particles and sample from the impor-
tance density 
( ){ } ( ) ( )( )n, n,n 1 11 0:
1 1
,
NNi jj
t t tt t
i j
~ w q |+ ++ = =
∑x x x y  
(4) Kalman filter (i = 1, 2, ···, N) 
kt = Ptl| t–1( ntA )
T( ntA
 Ptl| t–1 ( ntA )
T + ntB
n
tQ (
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From the above, it can be found that the dif-
ferences between the MRBPF and RBPF[3] lie in 
their importance weights and particle update rules. 
The importance weights in the RBPF and in the 
MRBPF are expressed respectively by 
( )
( )( ) ( ) ( )( )
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The particle update is achieved according to 
( ){ } ( )( )n, n,n 1 11 0:
1
,
Ni i
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MRBPF respectively. 
2.4 Relations between the RBPF and the    
MRBPF 
In practices, the main difference between the 
RBPF and the MRBPF lie in their different proposal 
densities defined by ( )( )n,n 1 10: ,it ttq |+ +x x y and ( )
1
N
i
t
i
w
=
∑ i  
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weights of RBPF in Eq.(13) will be 
( ) ( )( ) ( )n, 1ii it t t tw p | w −∝ y x           (15) 
and the importance weights of MRBPF in Eq.(14) 
will be 
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The only difference between Eq.(15) and Eq.(16) is 
( )
1
i
tw − , i.e., the importance weights at the moment t–1 
in RBPF. Since the resampling is adopted in RBPF, 
( )i
tw 1−  should be reassigned according to 
( ){ }1
1
Ni
t
i
w − =
=  
1/ N , which, however, can be omitted after nor-
malization. Therefore, Eq.(15) and Eq.(16) become 
equivalent which means the importance weights of 
RBPF and MRBPF are identical, and so are the im-
portance densities in RBPF and MRBPF defined by 
( )( )n,n 1 0: it tp |+x x  and ( ) ( )( )n,n 1 0:
1
N
ii
t t t
i
w p |+
=
∑ x x  respecti- 
vely. In fact, the resampling in RBPF can be seen as 
serving to produce the corresponding ( )itw in ( )
1
N
i
t
i
w
=
∑ i  
( )( )n,n 1 0: it tp |+x x , i.e., the importance density in MR- 
BPF. As a result, despite absence of the obvious re- 
sampling in MRBPF, it is factually contained in 
the sampling from the importance density ( )
1
N
i
t
i
w
=
∑ i  
( )( )n,n 1 0: it tp |+x x . 
All in all, if the proposed distribution is chosen 
to be ( ) ( )n, n,n n1 1 10: 0:( , ) ( )i it t tt tq | p |+ + +=x x y x x , the RBPF 
is equal to the MRBPF, which shows that the RBPF 
is nothing but a special case of the MRBPF. In com-
mon with Ref.[7], this conclusion demonstrates that 
the PF and the MPF will become similar when the 
transition prior density acts as the importance den-
sity. 
3 TAN Simulations 
TAN measures the variations in terrain height 
underneath the aircraft flight path and compares 
these measurements with a reference map[6] (see 
Fig.1). The radar altimeter provides the ground 
clearance (the height over the terrain), while the 
barometric altimeter the altitude (the height over the 
mean sea-level). The terrain elevation under the air-
craft equals to the difference between the altitude 
and the ground clearance. Meanwhile, the onboard 
navigation computer has a digital map, which stores 
the terrain elevation as a function of the position. 
By comparing the measured terrain elevation to the 
digital map, the matching position in the map can be 
determined[6,9]. 
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Fig.1  Principle of TAN. 
3.1 Simulation model 
Consider the following model [3, 9]: 
( )
32
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1
1
61 2
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T T
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where xt is the state expressed by xt = [ 1tx 2tx 3tx ]T, 
in which 1tx ,
2
tx , and 
3
tx  define errors of position, 
velocity, and acceleration respectively. Both Gaus-
sian ωt and et denote the process noise and measured 
noise respectively. T is the sampling period, yt is the 
measurement, and h is the nonlinear function of po-
sition which corresponds to the digital map. Clearly, 
a closed-form expression of h does not exist because 
of the complexity of the terrain height variation. 
Fig.2 shows the correlation between the terrain ele-
vation map and the position in the simulation. Let 
the constant reference speed be 50 m/s, then the 
TAN position simply amounts to the sum of the 
simulated values added by the product of reference 
speed and the corresponding time steps. 
In order to apply the MRBPF approach, the 
states may be divided into two parts: linear and 
nonlinear, which are represented by ntx =
1
tx and 
1
tx = [
2
tx ,
3
tx ]
T respectively. Then the model can be 
rewritten as follows 
n n 2 l 3
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. The 
particle count equals to 200. 
 
Fig.2  Terrain profile used in simulation. 
3.2 Simulation results 
Both RBPF and MRBPF are adopted in the 
simulation. All results are based on 100 Monte 
Carlo runs. The RBPF failed to converge in nine 
runs which are omitted in the aggregate statistics.  
Fig.3 gives out the RMSEs of the estimated 
position, velocity, and acceleration errors as a func-
tion of Monte Carlo runs. The solid lines denote the 
results of the RBPF and the dash-dot lines the 
MRBPF. Note that for the position errors estimation, 
in comparison with the RBPF, the error variances 
and the RMSE of the MRBPF are decreased by 96% 
and 29% respectively, where the RMSE is calcu-
lated according to 
( )2
1
ˆ
t
i i
i
N
=
−∑ x x  
where ˆix  and ix  denote the estimated and true 
values respectively, and N is the total estimated 
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times. As far as the other states are concerned, since 
they are all estimated by the KF in both methods, no 
significant difference appears in the results. Table 1 
shows the simulation results in detail. Fig.4 shows 
the numbers of the unique particles in both methods. 
It can be concluded that the unique particle count of 
the MRBPF is about 1.8 times that of the RBPF. The 
dependence of variances of the importance weights 
on Monte Carlo runs is illustrated in Fig.5, in which 
the variance of the MRBPF appears much lower and 
smoother than that of the RBPF. Furthermore, the 
results achieved by the MRBPF in Table 1 bears 
witness to its better convergence. 
 
 
 
Fig.3  RMSE of state estimation versus Monte Carlo runs. 
 
Fig.4  Unique particle numbers (200 particles used). 
 
Fig.5  Variances of importance weights versus Monte Carlo 
runs. 
Table 1 Detailed simulation results 
Methods
Position error 
RMSE/m 
(variance/m2)
Velocity error 
RMSE/(m·s–1) 
(variance/(m2·s–2)) 
Acceleration error 
RMSE/(m·s–2) 
(variance/(m2·s–4)) 
RBPF 
25.539 023 
(271.602 030)
1.700 582 
(0.324 630) 
0.063 854 
(0.000 123) 
MRBPF 
18.022 465 
(10.696 615) 
1.619 646 
(0.121 711) 
0.078 043 
(0.000 369) 
Methods
Mean of 
importance 
weight  
variance 
Mean number of 
unique  particles 
Divergence run 
times 
RBPF 0.000 052 103.673 600 9 
MRBPF 0.000 012 180.938 633 0 
4 Conclusions 
This paper presents a new filtering algorithm, 
called the MRBPF, for mixed linear/nonlinear state 
space models. It is shown that the RBPF is a special 
case of the proposed MRBPF. Furthermore, when 
applying the proposed MRBPF to TAN, the results 
indicate that the MRBPF gets the better of the 
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RBPF in terms of RMSEs of the estimated states, 
the estimation stability, the number of the unique 
particles, the variance of the importance weights, 
and, finally, the convergence properties of the algo-
rithms. 
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