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Abstract
The complexity of computing the Fourier transform is a longstanding open prob-
lem. Very recently, Ailon (2013, 2014, 2015) showed in a collection of papers that,
roughly speaking, a speedup of the Fourier transform computation implies numerical
ill-condition. The papers also quantify this tradeoff. The main method for proving
these results is via a potential function called quasi-entropy, reminiscent of Shannon
entropy. The quasi-entropy method opens new doors to understanding the computa-
tional complexity of the important Fourier transformation. However, it suffers from
various obvious limitations. This paper is motivated by one such limitation, related to
the computation of near-orthogonal matrices that have the Fourier transform ‘hidden’
in low-order bits. While partly overcoming this limitation, the paper sheds light on
new interesting, open problems on the intersection of computational complexity and
group theory. The paper also explains why this research direction, if fruitful, has a
chance of solving much bigger questions about the complexity of the Fourier transform.
1 Introduction
The Fourier transform is one of the most important linear transformations in science and
engineering. The (normalized) Discrete Fourier Transform (DFT) xˆ ∈ Cn for input signal
x ∈ Cn is defined by xˆi = n−1/2
∑n
j=1 e
−2piι(i−1)(j−1)/nxj , where ι =
√−1. DFT has
applications in many fields, including fast polynomial multiplication [9, chapter 30], fast
integer multiplication [13], fast large scale linear algebra and matrix sketching [5, 18],
signal processing [10, chapters 6-9] and more. From a theoretical perspective, the DFT is
a special case of the more general Fourier transform on abelian groups, with respect to the
∗This work was supported by ERC grant SpeedInfTradeoff
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group Z/nZ. Another special case, known as the Walsh-Hadamard transform, is defined
over the group (Z/2Z)log2 n (for integer log2 n). The Walsh-Hadamard transform xˆ
WH is
given by xˆWHi = n
−1/2∑n
j=1(−1)〈i−1,j−1〉xj , where 〈a, b〉 here is dot product of two bit
vectors corresponding to the base-2 representation of integers a, b. The WH transform has
applications in coding theory and digital image processing as well as in fast large scale linear
algebra and matrix sketching [7]. It is also instrumental in analysis of boolean functions
[6, 12] and more generally in theoretical computer science and learning theory [15].
From a computational point of view, an O(n log n) algorithm is known for both the
DFT and the WH transform. For the DFT case, this was discovered by Cooley and Tukey
in 1965 [8] in a seminal paper. For the WH case, the corresponding WH transform has been
discovered in 1976 [11]. Both algorithms run in a linear algebraic computational model
(more on that in Section 1.1).
The complexity of computing the Fourier transform is, on the other hand a longstand-
ing open problem, hence every contribution and insights are important. An Ω(n) bound is
trivial due to the necessity to consider all input coordinates. The gap between Ω(n) and
O(n log n) may seem small. Nevertheless, owing to the importance of the Fourier transform
(both DFT and WH), it is crucial to close it in a reasonable model of computation. Some
early results [16] proved a lower bound of the unnormalized Fourier transform, defined as
a scaling up of the Fourier transform by n1/2, using a potential function that is related to
matrix determinant. This result, though shedding light on an important problem, unfortu-
nately does not explain why the normalized (orthogonal) Fourier transform has complexity
Ω(n log n) and, conversely, does not explain why the Fourier transform is computationally
more complex than a scaling of the identity matrix by a factor n1/2. A result by Papadim-
itriou [17] provides a lower bound of computing the Fourier transform in finite fields in a
computational model that defines a certain information flow graph. The result does not
seem to be applicable to the real case.
Recently Ailon [1, 2, 3] showed in a collection of papers that speedup of Fourier com-
putation (both DFT and WH) implies ill-conditioned computation (see also Section 1.1
below for a precise definition). The result uses a potential reminiscent of Shannon entropy
function on probability vectors, except that it is applied to any real vector (including e.g.
negative numbers), hence the ‘quasi’ adornment.
1.1 Computational Model and the Quasi-Entropy Method
In this work we work over the reals R, and when discussing the complex matrix DFT of
order n, we think of its real embedding of order 2n. An algorithm A computing a real n
by n matrix M in m steps is a sequence (Idn = M
(0),M (1), . . . ,M (m) = M) of matrices,
where for each t ∈ [1,m], M (t) is obtained from M (t−1) by one of two ways:
(1) Planar rotation matrix: M (t) = R(t)M (t−1), where R(t) is defined using two indices
i = i(t), j = j(t) and an angle Θ = Θ(t) by
(
Ri,i Ri,j
Rj,i Rj,j
)
=
(
cosΘ sinΘ
− sinΘ cosΘ
)
, the
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remaining diagonal coordinates by 1 and all other coordinates by 0.
(2) Constant gate matrix: M (t) = C(t)M (t−1), where C(t) is defined using an index
i = i(t) and a nonzero constant c = c(t) as a diagonal matrix with the i’th diagonal
element equalling c and the rest as 1.
An algorithm runs in the orthogonal model if it performs steps of type (1) only.1 Applying
an algorithm A in this model to an input vector x, saved in a corresponding buffer of n
numbers, is done by iteratively performing at step t either an in-place planar rotation w.r.t
angle Θ on two buffer elements at positions i(t), j(t), or in-place multiplying a single buffer
element at position i(t) by c = c(t). The resulting buffer content is Mx.
The condition number κ(M) of a matrixM is the ratio between the top and the bottom
singular values. It is κ-well conditioned if κ(M) ≤ κ. Otherwise it is κ-ill conditioned. The
condition number κ(A) of an algorithm A is maxt∈[1,m] κ(M (t)). It is κ-well conditioned if
κ(A) ≤ κ. Otherwise if is κ-ill conditioned.
We briefly remind the reader of (preconditioned) matrix quasi-entropy: For a nonsingu-
lar real n-by-n matrix M , the matrix quasi-entropy ΦA,B(M) with respect to two matrices
A,B of n rows and a matching number ν of columns is given as
ΦA,B(M) = −
n∑
i=1
ν∑
j=1
(MA)i,j(M
−TB)i,j log |(MA)i,j(M−TB)i,j| . (1.1)
where M−T is shorthand for inverse-transpose. Throughout all logarithms are base 2.
If A = B = Idn then we write Φ(M). If additionally M is orthogonal then Φ(M) =
−∑i,j |Mi,j |2 log |Mi,j |2 . In such a case, we simply say ‘entropy’ instead of ‘quasi-entropy’.2
For an orthogonal matrix M of order n, we say that M has high entropy if Φ(M) =
Ω(n log n). The main technical lemma in [3] is:
Lemma 1.1 (From [3]). If M (t) is obtained from M (t−1) by a planar rotation matrix and
κ = κ(M (t)), then
∣∣ΦA,B(M (t))−ΦA,B(M (t−1))∣∣ ≤ 2κ · ‖A‖ · ‖B‖. If M (t) is obtained from
M (t−1) by a constant gate matrix, then ΦA,B(M (t)) = ΦA,B(M (t−1)).
The quasi-entropy of the n-by-n identity matrix Idn is 0, that of the Fourier matrix
(both DFT and WH) is Ω(n log n). Therefore, in the uniformly κ-well conditioned a lower
bound of the number of steps is Ω(κ−1n log n). Equivalently, a speedup of FFT by factor
of κ > 1 implies κ-ill conditioned computation.
1In previous work, this was called unitary model, but we use the terminology orthogonal, which is
standard and technically more accurate when working over the reals.
2The reason for the term quasi-entropy is that the expressions Mi,jM
−T
i,j may be negative, or greater
than 1, and hence Φ is an extension of the usual entropy function, applied to probabilities.
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1.2 Our Contribution
The aforementioned result, based on the quasi-entropy method, is limited. The result
implies that if we sped up FFT by a factor of κ, then the resulting computation would be
Ω(κ)-ill conditioned. This is a mild implication, and the author conjectures that the correct
implication is a lower bound of Ω(exp{κ}) in the condition number requirement. For an
exact statement of the conjecture, we refer the reader to the aforementioned papers as well
as to a more recent result [4]. Here we discuss and partially resolve a different problem, and
also find an intimate connection between this problem and the limitation just described.
Assume that instead of computing Fx, given an input vector x, we compute (Id+εF )x ,
where ε is a small constant. More precisely:
Definition 1.2. A matrix M is an ε-perturbation with respect to an orthogonal matrix
F if M = Id+εF .
We will be interested in the case in which F is a Fourier transform, or more generally,
an orthogonal C-dense matrix. Fix ε > 0 and let M = Id+εF be a corresponding ε-
perturbation with respect to F . The matrix M is not necessarily orthogonal, but it has
condition number at most 1+O(ε). There also exists a (1+O(ε))-well conditioned algorithm
computing Mx given input vector x (See Appendix A for proof). Our main results are as
follows:
Claim 1.3. The number of steps required for computing M in a (1+O(ε))-well conditioned
algorithm is Ω(εn log n).
Theorem 1.4. In case F is symmetric (e.g. the Hadamard matrix), the number of steps
required for computing M in a (1 +O(ε))-well conditioned algorithm is Ω
(
n logn
log ε−1
)
.
Theorem 1.4 also holds if F is almost symmetric.3 Our main conjecture is as follows:
Conjecture 1.5. The number of steps required for computing M in a (1 + O(ε))-well
conditioned algorithm is Ω
(
n logn
log ε−1
)
(unconditionally on symmetry properties of F ).
1.3 Justification for Studying this Problem
Understanding the complexity of computing an ε-perturbation of F seems like a toy prob-
lem, but it is important to study it. We now explain why.
3 Almost symmetric means that
∥
∥
∥
∥
F+FT
2
∥
∥
∥
∥
2
F
‖F‖2
F
= Ω(1) . This holds for the (real representation of) DFT.
We do not elaborate on this simple extension here.
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Reason 1: Free lunch by reducing ε?!
Assume that we could compute an ε-perturbation M with respect to a Fourier transform
matrix F , with some small parameter ε, much faster than the time it would take to compute
F . The implications would be that, we could compute y := Mx = x+ εFx quickly, then
compute y − x (after, say, having stored x somewhere) and finally output (y − x)/ε = Fx.
But of course it seems extremely unlikely that we could obtain a significant speedup simply
by choosing a small ε. This is the main reason for Conjecture 1.5. The fact that the proof
of Theorem 1.4 works only for a symmetric F is quite odd.
Reason 2: The bigger picture
In [4], the author presents an algebraic reduction from an algorithm computing F in a
κ-well conditioned model, to another algorithm that runs in the orthogonal model, and
computes a matrix M˜ = I˜d + 1√
κ
F˜ , where I˜ is a sparse (low entropy) matrix, and F˜ is
an orthogonal matrix of high entropy (that is related to F in a complicated way that is
beyond the scope of this work). If Conjecture 1.5 were true, then it would indicate that
the number of steps required to compute M˜ is Ω((n log n)/ log κ). This would be a major
breakthrough, because it would imply that speeding up FFT by a factor of s requires
condition number κ = exp{Ω(s)}, exponentially better than the current bound, with yet
further heavy implications on the bit-operation cost incurred by any such (theoretical)
speedup. Here we present the “toy” problem, partly solve it, and keep the bigger picture
in mind.
1.4 Proof of Claim 1.3
Assume an algorithm A = (Id = M (0),M (1), . . . ,M (m) = (Id+εF )) computes the Fourier
ε-perturbation, and that A is (1 + O(ε))-well conditioned. We will choose a pair of pre-
conditioning matrices A,B that are orthogonal, for which
|ΦA,B(Id)| = o(εn log n) ΦA,B(Id+εF ) = Ω(εn log n). (1.2)
Using Lemma 1.1 (with the spectral norm bound for A,B) implies that ∀t ∈ [m]:∣∣∣ΦA,B(M (t))− ΦA,B(M (t+1))∣∣∣ = O(1) .
Combining, the implication is thatm = Ω(εn log n). It turns out that (1.2) can be achieved
by taking A = Id and B = F + ε Id. It is easy to check that
|ΦA,B(Id)| = |ΦId,F+ε Id(Id)| =
∣∣∣∣∣
n∑
i=1
(Fi,i + ε) log |Fi,i + ε|
∣∣∣∣∣ ≤ 2n ,
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where the rightmost inequality is because of the observation that max0≤x≤1+ε |x| log |x| is
(loosely) at most 2.
ΦId,F+ε Id(Id+εF ) = −
n∑
i=1
n∑
j=1
L((Id+εF )i,j · ((Id+εF )−T (F + ε Id))i,j)
= −
n∑
i,j=1
L((Id+εF )i,j · ((Id+εF T )−1(Id+εF T )F )i,j) = −
n∑
i,j=1
L((Id+εF )i,j · Fi,j)
= −
∑
i 6=j
εF 2i,j log |εF 2i,j | −
n∑
i=1
(1 + εFi,i)Fi,i log |(1 + εFi,i)Fi,i|
≥ −
∑
i 6=j
εF 2i,i log |εF 2i,i| − 2n = −
∑
i,j
εF 2i,j log |εF 2i,j |+
∑
i
εF 2i,i log |εF 2i,i| − 2n
≥ εΦ(F )− 4n = Ω(εn log n) ,
where the first and second inequalities are, again, from the last observation. This concludes
the proof.
1.5 Proof of Theorem 1.4
As assumed in the theorem, F is symmetric. We will use a sightly different preconditioned
potential function. For a nonsingular matrix M and two n-by-2n matrices P,Q, we define
ΦˆP,Q(M) = −
n∑
i=1
n∑
j=1
L((MP )i,j(M
−TQ)i,j + (MP )i,j+n(M−TQ)i,j+n) (1.3)
We will use Φˆ in conjunction with the preconditioners P = [Id, −F ] , Q = [F, Id] , where for
matrices A,B with compatible number of rows, [A,B] is the matrix obtained by stacking
B to the right of A. We aim to prove that a rotation can change the potential by at most
O(ε log ε−1). (It is clear to see that a constant gate does not change the potential.) Let
t be such that M (t+1) is obtained from M (t) by left multiplication by a planar rotation
matrix R(t) with respect to indices i, i′ and angle Θ. Without loss of generality we can
assume that i = 1, i′ = 2. First, one can notice that since κ(M (t)) = 1 +O(ε),
M (t) = U +∆, (M (t))
−T
= U + Γ (1.4)
where U is an orthogonal matrix, and ∆,Γ have spectral norm O(ε). We can ignore the
contribution to the potential coming from rows i > 2. Let V = UF,Ξ = ∆F,Λ = ΓF . We
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denote by Φˆ|1,2 the contribution to ΦˆP,Q(M (t)) coming from rows i = 1, 2, namely:
Φˆ|1,2 =
n∑
j=1
L((U1,j +∆1,j)(V1,j + Λ1,j)− (V1,j + Ξ1,j)(U1,j + Γ1,j))
−
n∑
j=1
L((U2,j +∆2,j)(V2,j + Λ2,j)− (V2,j + Ξ2,j)(U2,j) + Γ2,j)) .
The term U1,jV1,j disappears from the first row, and U2,jV2,j from the second. Hence,
Φˆ|1,2 = −
n∑
j=1
L(U1,jΛ1,j + V1,j∆1,j +∆1,jΛ1,j − V1,jΓ1,j − U1,jΞ1,j − Γ1,jΞ1,j)
−
n∑
j=1
L(U2,jΛ2,j + V2,j∆2,j +∆2,jΛ2,j − V2,jΓ2,j − U2,jΞ2,j − Γ2,jΞ2,j) .
Define:
rj =
√
U21,j + V
2
1,j + U
2
2,j + V
2
2,j , ρj =
√
∆21,j + Ξ
2
1,j +∆
2
2,j + Ξ
2
2,j + Γ
2
1,j + Λ
2
1,j + Γ
2
2,j + Λ
2
2,j .
Note that by our construction we have:
∑n
j=1 r
2
j = 4 and
∑n
j=1 ρ
2
j = O(ε), where the
former is by orthogonality of U, V and the latter bound is by the spectral bound of O(ε)
on ∆,Γ,∆,Ξ and Λ. Dividing and multiplying by r2j , we get:
Φˆ|1,2 = −
n∑
j=1
L
(
r2j
(
U1,jΛ1,j
r2j
+
V1,j∆1,j
r2j
+
∆1,jΛ1,j
r2j
− V1,jΓ1,j
r2j
− U1,jΞ1,j
r2(j)
− Γ1,jΞ1,j
r2j
))
−
n∑
j=1
L
(
r2j
(
U2,jΛ2,j
r2j
+
V2,j∆2,j
r2j
+
∆2,jΛ2,j
r2j
− V2,jΓ2,j
r2j
− U2,jΞ2,j
r2j
− Γ2,jΞ2,j
r2j
))
.
For simplicity of notation, for rows i = 1, 2 and any column j we define:
Xi,j =
Ui,jΛi,j
r2j
+
Vi,j∆i,j
r2j
+
∆i,jΛi,j
r2j
− Vi,jΓi,j
r2j
− Ui,jΞi,j
r2j
− Γi,jΞi,j
r2j
, (1.5)
so that Φˆ|1,2 = −
∑n
j=1 L(r
2
jX1,j)−
∑n
j=1L(r
2
jX2,j). We now write M
(t+1) = U ′ +∆′ and
(M (t+1))
−T
= U ′ + Γ′, where U ′ = R(t)U , ∆′ = R(t)∆, Γ′ = R(t)Γ. Similarly, we define
V ′ = R(t)V , Ξ′ = R(t)Ξ, Λ′ = R(t)Λ as the ‘post-rotation’ version of the corresponding
variables. We can also define r′j, ρ
′
j similarly to rj and ρj , but with the post-rotation
variables. However clearly rj = r
′
j and ρj = ρ
′
j because rotation is an isometry, so U
2
1,j +
U22,j = U
′2
1,j+U
′2
2,j and similarly for the other components. The ultimate goal is to compare
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the corresponding potentials Φˆ|1,2 and Φˆ′|1,2, where Φˆ
′
|1,2 is defined like Φˆ|1,2, but using the
post-rotation variables. Now consider the expressionX1,j+X2,j for fixed j. This expression
can be viewed as sum of (scaled) inner products. For example, the first inner product is
〈(U1,j ,U2,j), (Λ1,j ,Λ2,j)〉
r2j
. Hence,
X1,j +X2,j = X
′
1,j +X
′
2,k , (1.6)
where X ′i,j is obtained as in (1.5), but using the post-rotation variables. Indeed planar
inner products are not affected by a planar rotation. Therefore, |Φˆ|1,2 − Φˆ′|1,2| equals∣∣∣∣∣∣
n∑
j=1
(L(r2jX1,j) + L(r
2
jX2,j))−
n∑
j=1
L(r2jX
′
1,j) + L(r
2
jX
′
2,j))
∣∣∣∣∣∣
=
∣∣∣∣∣∣
n∑
j=1
(
L(r2j )(X1,j +X2,j −X ′1,j −X ′2,j) + r2j (L(X1,j) + L(X2,j)− L(X ′1,j)− L(X ′2,j))
)∣∣∣∣∣∣
=
∣∣∣∣∣∣
n∑
j=1
r2j (L(X1,j) + L(X2,j)− L(X ′1,j)− L(X ′2,j))
∣∣∣∣∣∣
≤
n∑
j=1
r2j
∣∣(L(X1,j) + L(X2,j)− L(X ′1,j)− L(X ′2,j)∣∣ , (1.7)
where the first equality is application of the rule log(xy) = log x+ log y, the second is
from (1.6) and the inequality is application of the triangle inequality. Clearly, |Ui,j |, |Vi,j | ≤
rj and |Λi,j|, |∆i,j |, |Γi,j |, |Ξi,j| ≤ ρj for i = 1, 2 and j ∈ [n]. Therefore by definition of Xi,j ,
|Xi,j | ≤ 6ρj/rj . A similar bound holds for X ′i,j . For fixed j, each summand of (1.7) is
hence bounded above by r2j (2max|x|≤6 ρj
rj
L(x)− 2min|y|≤6 ρj
rj
L(y)) .
Let e be the natural logarithm basis. For nonnegative a such that a ≤ e−1, maxx:|x|≤aL(x) =
−|a| log |a| and minx:|x|≤aL(x) = |a| log |a|. For a > e−1, max|x|≤aL(x) ≤ a(3 + log a) and
min|x|≤aL(x) ≥ −a(3 + log a). We will now define the following subsets of column indices,
indexed by an integer h:
Jh =


{
j : 6
ρj
rj
≤ ε
}
h = 0{
j : 2h−1ε < 6ρjrj ≤ min{2hε, e−1}
}
1 ≤ h ≤ ⌈− log(εe)⌉{
j : max{e−1, 2h−1ε} < 6ρjrj ≤ 2hε
}
h > ⌈− log(εe)⌉
.
(Notice that the collection {Jh} is a disjoint cover of [1, n]). Splitting the sum (1.7) and
8
applying our analysis of the function L(x), we get
|Φˆ|1,2 − Φˆ′|1,2| ≤
∑
h≥0
∑
j∈Jh
r2j

2 max
|x|≤6 ρj
rj
L(x)− 2 min
|y|≤6 ρj
rj
L(y)


≤ −4
∑
j∈J0
r2j ε log ε− 4
⌈− log(εe)⌉∑
h=1
∑
j∈Jh
r2j2
hε log(2hε) (1.8)
+4
∑
h>⌈− log(εe)⌉
∑
j∈Jh
r2j 2
hε(3 + log(2hε)) . (1.9)
Let us now bound
∑
j∈Jh r
2
j for all h. For h = 0 we trivially have
∑
j∈J0 r
2
j ≤ 4. As
for h ≥ 1, from the definition of Jh, we get that for all j ∈ Jh: r2j ≤
36ρ2j
22h−2ε2
. Therefore,∑
j∈Jh r
2
j ≤
∑n
j=1
36ρ2j
22h−2ε2
≤ C˜2−2h , where C˜ is a global constant. This gives:
|Φˆ|1,2 − Φˆ′|1,2| ≤ −4ε log ε− 4
⌈− log(εe)⌉∑
h=1
C˜ 2−2h2hε log(2hε)
+4
∑
h>⌈− log(εe)⌉
C˜ 2−2h2hε(3 + log(2hε)) = O(−ε log ε) .
Finally, we will show that ΦˆP,Q(Id) = 0 and ΦˆP,Q(Id+εF ) = Ω(εn log n).
ΦˆP,Q(Id) = −
n∑
i=1
n∑
j=1
(Pi,jQi,j + Pi,j+nQi,j+n) log |Pi,jQi,j + Pi,j+nQi,j+n|
By the definition of P and Q, it holds that Pi,jQi,j = −Pi,j+nQi,j+n and hence ΦˆP,Q(Id) =
0. We now prove that ΦˆP,Q(Id+εF ) = Ω(εn log(n)) . Write (Id+εF )
−1 = Id−εF + Z
where we notice that Z has spectral norm O(ε2). Therefore ΦˆP,Q(Id+εF ) equals:
−
n∑
i=1
n∑
j=1
L((Id+εF )i,j(F − εF 2 + ZTF )i,j + (−(F + εF 2))i,j(Id−εF + ZT )i,j)
The diagonal terms (i = j) contribute O(n) in absolute value, because the argument of
L(·) for those terms is bounded in absolute value. Hence, accounting for the off-diagonal:
ΦˆP,Q(Id+εF ) ≥ −
∑
i,j
L

2εF 2i,j︸ ︷︷ ︸
γi,j
+ εFi,j(Z
TF )i,j − Fi,jZTi,j − ε(F 2)i,j(ZTi,j)︸ ︷︷ ︸
δi,j


︸ ︷︷ ︸
Γ
−O(n) .
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(Technically the last summation should be only over the off-diagonal (i 6= j), however
it is cleaner to do the analysis over all pairs i, j. The difference can be ‘swallowed’ by
the O(n) term.) We estimate Γ row by row. Fix i ∈ [n], and note that ∑j γi,j = 2ε
while
∑
j |δi,j | ≤ 3ε2, by the spectral bound on Z. Therefore, intuitively, the γ variables
should dominate the sum, and by this intuition the first order approximation would be
−∑j L(2εF 2i,j). This intuition is correct, and we now present the details. Let Ji be the set
of indices j ∈ [n] for which |δi,j | ≤ γi,j/2, and therefore γi,j + δi,j ≥ γi,j/2. The function
−L(x) is monotonically increasing in the range [−e−1, e−1] and therefore
∀j ∈ Ji : −L(γi,j + δi,j) ≥ −L(γi,j/2) = −L(εF 2i,j) . (1.10)
(We also used the fact that |γi,j | + |δi,j | ≤ 5ε which is safely in the range [−e−1, e−1] for
small enough ǫ.) Let J¯i = [n] \ Ji. Then
∑
j∈J¯i γi,j ≤ 6ε2, because otherwise we would
have
∑
j∈J¯i |δi,j | ≥
∑
j∈J¯i |γi,j |/2 > 6ε2/2 = 3ε2, a contradiction. This gives the following
estimate for Γ:
Γ = −
∑
i,j
L(γi,j + δi,j) = −
∑
i
∑
j∈Ji
L(γi,j + δi,j)−
∑
i
∑
j∈J¯i
L(γi,j + δi,j)
≥ −
∑
i
∑
j∈Ji
L(γi,j/2)−
∑
i
∑
j∈J¯i
L(γi,j + δi,j)
= −
∑
i,j
L(γi,j/2) +
∑
i
∑
j∈J¯i
L(γi,j/2)−
∑
i
∑
j∈J¯i
L(γi,j + δi,j)
= −
∑
i,j
L(εF 2i,j) +
∑
i
∑
j∈J¯i
L(γi,j/2)−
∑
i
∑
j∈J¯i
L(γi,j + δi,j)
≥ εΦ(F )− εn log ε−1 − 20ε2n log n = Ω(εn log n) , (1.11)
where we used (1.10) in the first inequality, and a loose estimation of
∑
j∈J¯i
γi,j/2 and∑
j∈J¯i
|γi,j + δi,j| as 10ε2 (each) in the last inequality. (Recall also that we assumed 1/ε
is no(1), hence log(1/ε) = o(log n).) Combining this with the bound O(−ε log ε) on the
change of Φˆ at each step concludes the proof of the theorem.
2 The Skew-Symmetric Case: An Interesting Open Problem
Assume now that M is an ε-perturbation of a skew-symmetric high-entropy orthogonal
matrix F . Then M is an orthogonal matrix scaled up by
√
1 + ε2 (because the eigenvalues
of F are all ±ι). Hence it is mathematically more elegant to consider computation of
M (orth) := M/
√
1 + ε2 instead. Indeed, it is natural to consider the complexity of M (orth)
in the orthogonal model of computation, in which we allow planar rotations only (without
constant gate matrices). This casts the problem as that of computing the distance between
two group elements (Id,M (orth)), with respect to a set of generators (planar rotations). It
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is tempting to conjecture a lower bound of Ω
(
n logn
log(1/ε)
)
, as we achieved for the symmetric
case, but the proof technique developed for the symmetric case fails here. In a nutshell,
the reason for the failure is because the inverse-transpose of M (orth) is exactly M , while
in the symmetric case the difference between M and M−T is a nonzero matrix of spectral
norm O(ε). The main open problem presented in this work is to improve the bound of
Ω(εn log n) for the skew-symmetric case.
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A Fourier ε-Perturbation Can be Computed by a (1+O(ε))-
Well Conditioned Algorithm
For completeness, we prove the simple fact stated in the section title. By the SVD theorem,
the matrix (Id+εF ) can be written as a product of three matrices UΣV T , where U and
V are real orthogonal and Σ is diagonal nonnegative, with the elements on the diagonal in
the range [1− ε, 1+ ε]. Therefore, to compute (Id+εF )x we can first compute V Tx, using
the well known fact that any real orthogonal matrix is a composition of O(n2) rotations
(see Chapter 5 on Givens rotations in [14]). Continuing from there, we can compute ΣV Tx
using constant gates, one per coordinate. Finally, we get UΣV Tx be decomposing U as
O(n2) rotations. Clearly this computation is (1 +O(ε))-well conditioned.
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