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I 
ABSTRACT 
Enhanced Flare Prediction by Advanced Feature Extraction from 
Solar Images 
 
Developing Automated Imaging and Machine Learning Techniques for Processing 
Solar Images and Extracting Features from Active Regions to Enable the Efficient 
Prediction of Solar Flares 
Omar Wahab Ahmed 
Keywords: 
Solar active regions, sunspots, space weather forecasting, Ising energy, Ising magnetic 
complexity, features selection, machine learning.  
 
Space weather has become an international issue due to the catastrophic impact 
it can have on modern societies. Solar flares are one of the major solar activities that 
drive space weather and yet their occurrence is not fully understood. Research is 
required to yield a better understanding of flare occurrence and enable the development 
of an accurate flare prediction system, which can warn industries most at risk to take 
preventative measures to mitigate or avoid the effects of space weather. This thesis 
introduces novel technologies developed by combining advances in statistical physics, 
image processing, machine learning, and feature selection algorithms, with advances in 
solar physics in order to extract valuable knowledge from historical solar data, related to 
active regions and flares. The aim of this thesis is to achieve the followings: i) The 
design of a new measurement, inspired by the physical Ising model, to estimate the 
magnetic complexity in active regions using solar images and an investigation of this 
measurement in relation to flare occurrence. The proposed name of the measurement is 
the Ising Magnetic Complexity (IMC). ii) Determination of the flare prediction 
capability of active region properties generated by the new active region detection 
system SMART (Solar Monitor Active Region Tracking) to enable the design of a new 
flare prediction system. iii) Determination of the active region properties that are most 
related to flare occurrence in order to enhance understanding of the underlying physics 
behind flare occurrence. The achieved results can be summarised as follows: i) The new 
active region measurement (IMC) appears to be related to flare occurrence and it has a 
potential use in predicting flare occurrence and location. ii) Combining machine 
learning with SMART’s active region properties has the potential to provide more 
accurate flare predictions than the current flare prediction systems i.e. ASAP 
(Automated Solar Activity Prediction). iii) Reduced set of 6 active region properties 
seems to be the most significant properties related to flare occurrence and they can 
achieve similar degree of flare prediction accuracy as the full 21 SMART active region 
properties. The developed technologies and the findings achieved in this thesis will 
work as a corner stone to enhance the accuracy of flare prediction; develop efficient 
flare prediction systems; and enhance our understanding of flare occurrence. The 
algorithms, implementation, results, and future work are explained in this thesis.   
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CHAPTER ONE 
 
1 
CHAPTER ONE 
1. INTRODUCTION 
1.1. SPACE WEATHER 
Space weather is defined as “the conditions on the Sun and in the solar wind, 
magnetosphere, ionosphere, and thermosphere that can influence the performance and 
reliability of space-born and ground-based technological systems and can endanger 
human life or health. Adverse conditions in the space environment can cause disruption 
of satellite operations communications, navigation, and electricity power distribution 
grids, leading to a variety of socioeconomic losses” (Moldwin, 2008). Space weather 
can impact on electric power, aviation, spacecraft, satellite, and oil and gas industries. 
Figure 1-1 illustrates some of the industries that are vulnerable to disruption by space 
weather. The consequences of space weather can extend to the various sectors and 
societies that rely on these industries, and can thus lead to enormous economic and 
commercial losses (Committee on the Societal and Economic Impacts of Severe Space 
Weather Events: A Workshop, 2009).   
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Solar flares are one of the most remarkable solar activities that drive space 
weather and affect the earth environment. Flares are sudden explosions that can release 
a vast amount of energetic particles and radiations which can effect the Earth 
environment immediately or within a few days. Flares occur in active regions (ARs) 
above Sunspots (SSs), however the process of their occurance is yet to be fully 
understood (Messerotti et al., 2009).   
 
Figure 1-1: An illustration of the industries that are vulnerable to space weather; 
courtesy of the Canadian Space Weather Forecast Centre (Natural Resources Canada) 
(Boteler, 2010). 
 
SSs and ARs are regions that appear on the photosphere of the Sun and are 
considered as one entity. They are associated with high magnetic activities and their 
local behaviour can be studied for flare forecasting (Hathaway et al., 1994, Tanaka, 
1991, Miller, 1988, Kurokawa, 1987, Patty and Hagyard, 1986, McIntosh, 1986, Luo, 
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1982, Sakurai, 1970, Warwick, 1966, Severny, 1965, Künzel, 1960). More information 
related to SSs, ARs, and flares are discussed in the next section.  
1.2. SOLAR ACTIVITIES 
This section introduces and discusses the solar activities that have been 
highlighted in this thesis.  
1.2.1. SUNSPOTS (SSS) 
SSs are seen as dark features in the photosphere and range from simple pore-like 
structures to very complex structures. They appear darker in comparison with the 
surrounding photosphere because they are lower in temperature. They are also 
associated with very strong and complicated magnetic fields. SSs usually start to form 
as the tiny dots known as pores. These grow in size and area to form an umbra, which is 
the dark centre of the SS, and usually a surrounding penumbra. SSs’ sizes vary from 
approximately 300 km to diameters in excess of 100,000 km, almost eight times the 
diameter of the Earth. The lifetime of SSs ranges from less than one hour to more than 
six months.  
SSs can be observed, for example, in the intensitygram images, which are 
captured by the Michelson Doppler Imager (MDI) instrument on board of Solar and 
Heliospheric Observatory (SOHO) satellite (Scherrer, 1995), as shown in Figure 1-2. 
The intensitygram images show the brightness of the Sun in white light, with SSs as 
dark spots. SOHO/MDI intensitygram images have been captured approximately every 
6 hours since 1996. SSs are assigned numbers by the Space Weather Prediction Center 
(SWPC), in the US government's National Oceanic and Atmospheric Administration 
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(NOAA), in order of their appearance. The NOAA number enables tracking SSs and 
also enables associating them with other solar activities, for example solar flares. 
 
Figure 1-2: SSs in a SOHO/MDI intensitygram image with a SS indicated by the arrow 
shown magnified. 
SSs can be classified according to two types of classification methods: the Mt. 
Wilson and the McIntosh classification. The Mt. Wilson classification, originally 
proposed by Hale (Hale et al., 1919), classifies SSs according to the distribution of 
magnetic polarities within SS groups. The McIntosh classification was originally 
introduced on 1966 by Patrick S. McIntosh of NOAA Space Environment Laboratory, 
Boulder. This classification has since been adopted for international interchange and 
publication of data (McIntosh, 1990). The McIntosh classification method was derived 
from the Zurich classification developed by Waldmeier in 1947. McIntosh classification 
describes the principal properties of a SS using three parameters: Z gives the modified 
Zurich class, p describes the penumbra of the largest spot, and c gives the SS 
distribution. SS’s McIntosh classification is one of the main methods that have been 
commonly used to characterise SSs and it is important parameter for space weather 
forecasting (i.e. predicting solar flares occurrences).  
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1.2.2. ACTIVE REGIONS (ARS) 
ARs are regions that appear on the photosphere of the Sun and usually form with 
SSs groups. SSs and ARs are considered as one component and they have been 
commonly studied to forecast solar activities (Hathaway, 1994). ARs are associated 
with particularly strong and complex magnetic fields which create suitable conditions 
for the release of enormous amounts of energy in the form of solar flares. ARs reach 
their maturity when their growth stops and the number of spots within the region 
reaches the maximum and they start to decay when the magnetic fields begin 
simplifying. 
ARs can be observed in SOHO/MDI magnetogram images as shown in Figure 
1-3. Magnetogram images show the polarity of the magnetic fields of the photosphere 
as black, white, and grey coloured areas, which indicate the negative, positive, and 
neutral polarity areas respectively. SOHO/MDI magnetogram images are captured 
approximately every 96 minutes and have been available since 1996. 
 
Figure 1-3: ARs in a SOHO/MDI magnetogram image with a region indicated by the 
arrow shown magnified.   
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1.2.3. SOLAR FLARES 
Flares are one of the most significant solar activities that can have a severe 
impact on human life on Earth and on human missions on space. Flares are sudden, 
rapid, and intense variations in brightness that occur when magnetic energy that has 
built up in the solar atmosphere is suddenly released, over a period lasting from minutes 
to hours. Flares emit strong radiations across the entire electromagnetic spectrum and 
energetic particles, therefore, they are considered as the most powerful explosions in the 
Solar System (Messerotti et al., 2009).  
Solar flares regularly occur in ARs where SSs exist because the magnetic fields 
and gradients there are always stronger. Figure 1-4 highlight the location of one of the 
largest recorded flares and the corresponding SS and AR on solar images. However, 
flares can occur even when spots are not present in the region. Flares are most frequent 
during the rapid growth stage of an AR’s development. Numerous small flares occur 
during the initial formation stage of a SS group, while in other small regions they might 
not occur until after SSs have already formed. This is because each SS is different and 
has its own "character".  
 
Figure 1-4: Three SOHO images, left: MDI Intensitygram, middle: MDI magnetogram 
and right: Extreme ultraviolet Imaging Telescope (EIT). The EIT image shows one of 
the largest recorded flares, on the 4-Nov-2003 of X28 class. The SS and AR (NOAA 
10486) that correspond to this flare are highlighted in the intensitygram and the 
magnetogram images.   
CHAPTER ONE 
 
7 
One of the most commonly used methods to classify flares is by X-ray 
classification. This method classifies flares as A, B, C, M, or X according to the X-ray 
peak flux in watts per square meter (W/m2) in the 1-8 Angstroms wavelength band 
measured near Earth (Baker, 1970). Each class has a peak flux ten times greater than the 
preceding one, starting from class A which has a peak flux of order 10-8 W/m2.  Each 
class has a linear scale from 1 to 9, to represent the intensity of the flare class, i.e. A1-
A9, B1-B9, etc. The total flux of a flare can be calculated by multiplying the flare 
intensity by the peak flux order of the class i.e. C5.5 is equal to 5.5 × 10-6 W/m2. Flares 
with higher total flux are considered to be more significant. Figure 1-5 shows a sample 
of the X-ray flux during 12 - 15 July 2000 detected by the Geostationary Operational 
Environment Satellites (GOES) spacecraft, and the corresponding flares’ classes and 
intensities. A number of significant flare events occurred on that period, indicated on 
the figure. 
 
Figure 1-5: GOES X-ray flux plot shows an average of the detected solar X-rays and the 
corresponding flares’ classes and intensities. (Figure source: spaceweather.com).  
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A major flare is one that reaches an M5.0 or greater rating. A flare which 
reaches an X class level (X1.0 or greater) is a very significant solar event. There are 
usually many X class flares during a solar cycle, most of which occur during the solar 
cycle maximum. M class events can produce a very large geophysical impact. The 
correlation with geophysical disturbances decreases as the energy released by the flare 
drops below M class levels. B or C class flares are the weakest but they can still cause 
geophysical disturbances. 
Flares eruptions and properties are observed by GOES satellite and recorded into 
catalogues. These catalogues can be obtained from the National Geophysical Data 
Center (NGDC) database. NGDC holds one of the most comprehensive public 
databases available for solar features and activities recorded by several observatories 
around the world, and can be accessed online 1 . NGDC flares’ catalogues hold 
information about flares, such as: flare’s date; flare’s start time, maximum time, and end 
time; flare’s location; flare’s class; flare‘s intensity; GOES satellite name; and the 
NOAA number of the AR that caused the flare. A sample of the data recorded in NGDC 
flare catalogue is shown in Table 1-1. 
Table 1-1: A sample of the information included in NGDC flares’ catalogues.  
Date Start Time 
End 
Time 
Max 
Time Location 
Flare 
Class 
Flare 
Intensity NOAA 
2003-11-02 17:03 17:39 17:25 S14W56 X 83 10486 
2003-11-03 01:09 01:45 01:30 N10W83 X 27 10488 
2003-11-03 09:43 10:19 09:55 N08W77 X 39 10488 
2003-11-03 15:26 15:43 15:32 S15W79 M 39 10486 
  
                                                 
1 NGDC website ftp://ftp.ngdc.noaa.gov/STP/SOLAR_DATA/  
CHAPTER ONE 
 
9 
1.3. MOTIVATION AND OBJECTIVE 
As mentioned in previous sections, solar flares can have catastrophic impact on 
human health and activities. The first report of a flare was made by Richard Carrington 
in 1st September 1859, and is believed to be the most powerful flare ever recorded. It 
caused distruption to telegraph services and economic losses. In March 1989, a solar 
storm hit the Earth and caused severe power outages to a province in eastern Canada. At 
the end of October and beginning of November 2003, the largest ever recorded X-ray 
flare occurred. It damaged 28 satellites, knocking two out of commission, caused 
airplane routes to be diverted, and resulted in power failures in Sweden and other 
countries. More details of the impact of various solar activities are reported in 
(Committee on the Societal and Economic Impacts of Severe Space Weather Events: A 
Workshop, 2009, Committee on the Societal and Economic Impacts of Severe Space 
Weather Events: A Workshop, 2008). 
It is important for industries vulnerable to disruption by space weather to take 
preventative measures to avoid or mitigate the influence of violent solar eruptions. For 
this to be possible, accurate prediction systems need to be available. Currently, there are 
several forecasting services which provide solar activity predictions. The accuracy of 
solar flare prediction, however, varies and is still not up to the standard required for a 
number of reasons. These include: 
• The cause of flare occurrences is still not fully understood.  
• Forecasting services are based on different prediction models using different 
parameters. 
• Some forecasting services are subjective as they require human experts’ 
involvement.  
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Historical records of solar data, in the form of images and catalogues, are the 
main source of data that can be used to analyse and understand solar activities, like ARs 
and flares. The size and type of these records are increasing rapidly causing the creation 
of enormous databases. This is beneficial as it enables us to apply large-scale analysis 
and tests using different statistical methods in order to extract and compare findings. 
These findings can enhance our understanding of solar activities and will result in the 
creation of more accurate prediction systems.  
The aim of this thesis is to extract knowledge related to ARs and flares from 
historical data and to develop advanced systems that can achieve the following 
objectives:  
• Develop a new measurement inspired by the novel Ising model in order to 
estimate the magnetic complexity of ARs, using solar images, and assess its 
relationship with flare occurrence. The proposed name of the new measurement 
is the Ising Magnetic Complexity (IMC). 
• Seek the possibility to enhance the prediction accuracy of the current flare 
prediction system, the Automate Solar Activity Prediction (ASAP), by adopting 
the IMC measurement. 
• Facilitate the design of a new flare prediction system with enhanced prediction 
capability and efficient computational and operational performances.  
• Contribute to the enhancement of our understanding of the underlying physics 
behind flare occurrence.  
 Advanced image processing, machine learning, and feature selection algorithms 
are employed to achieve the aims of this thesis as follows: 
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• Image processing techniques are applied to create an algorithm to calculate the 
IMC of ARs in solar images.  
• A Machine learning algorithm is applied to the IMC measurement combined 
with the flare prediction parameters that are adopted by ASAP in order to 
determine the significance of the IMC measurement on the prediction accuracy 
of ASAP.  
• A Machine learning algorithm is applied to evaluate the flare prediction 
capability of a set of AR properties generated by the recently developed Solar 
Monitor Active Region Tracker (SMART) system, in order to determine the 
feasibility of implementing an accurate flare prediction system based on 
SMART’s AR properties and machine learning.  
• Feature selection and machine learning algorithms are applied to a large number 
of AR properties generated by SMART to determine the significant properties 
that are most related to flare occurrence.  
1.4. CHALLENGES IN THE FLARE PREDICTION DOMAIN 
Having defined the motivation and objectives of this thesis, it is also beneficial 
to identify some of the challenges that exist in the flare prediction domain and those that 
have been encountered in conducting this work. These challenges are described below:  
1.4.1. FLARE PREDICTION CHALLENGES 
There are several challenges facing the development of an accurate flare 
prediction system, which can operate independently or as a part of a space weather 
prediction system. Some of the most significant challenges include:  
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• Understanding how and why solar flares occur. 
• Designing prompt and near real-time prediction systems.  
• Accurate predictions of flare occurrences and their classes, and providing all-
clear forecasts. 
• Predicting flare eruption locations and durations.  
1.4.2. RESEARCH CHALLENGES 
The major challenge of the work presented in this thesis is to combine 
knowledge of solar physics with statistical physics, image processing, machine learning, 
and feature selection algorithms in order to enable the extraction of useful knowledge 
from historical solar data beneficial to solar physicists and to enable the design of an 
efficient and accurate flare prediction system. A break-down of the challenges that have 
been encountered in this work is given below: 
• Combining AR properties and their representation in solar images with the 
properties of the physical Ising model in order to create a new model to measure 
the magnetic complexity of ARs using solar images.  
• Creating an algorithm to associate AR catalogues, which include AR detections 
that do not have NOAA number, with NGDC flare catalogues according to their 
date, time, and location information in order to determine the flaring and non-
flaring AR detections. This is needed to enable the application and assess the 
performance of statistical algorithms, such as machine learning and feature 
selection.  
• Utilising machine learning algorithms to extract knowledge from historical AR-
flare associated datasets in order to establish the relationship between ARs and 
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flares which indicates the prediction capability of the investigated AR 
properties.  
• Utilising feature selection and machine learning algorithms on AR-flare 
associated datasets to select the AR properties that are most significantly related 
to flare occurrences.  
1.5. LITERATURE REVIEW 
Various attempts and approaches have been taken to understand flare occurrence 
and to design an accurate flare prediction model or system. The literature related to a 
number of the most cited studies in this field is reviewed in this section. 
1.5.1. FLARE PREDICTION MODELS 
In 1987, the Space Environment Services Center at NOAA adopted a new 
system called THEOPHRASTUS or THEO for solar flare prediction. THEO produced 
X-ray flare probabilities within 24 hours, based on a few parameters, including: 
McIntosh classifications; spot growth; historical flare activity; spot activity (i.e. rotation 
and magnetic shear); magnetic topology; and magnetic classification. The system 
however was not completely objective as part of the prediction rules was based on 
spots-flares relationships and other parts were based on subjective judgements, which 
were not evaluated statistically. 
An expert system called WOLF was introduced in (Miller, 1988) to classify SSs 
according to McIntosh classification and then provide flares prediction. The system had 
a knowledge base consisting of a set of IF-THEN rules and an interference engine 
which applied the rules. Human expert input was required to provide descriptions of an 
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SS, and WOLF then provide the probability of flare occurrence with specific X-ray 
intensity. The flare probability for a certain SS group was determined based on 
statistical studies of past flares that erupted from similar SS groups. 
Gallagher et al. (Gallagher et al., 2002) created the Active Region Monitor 
(ARM) which used the average flares rates estimated for each McIntosh classification 
group during November 1988 - December 1996 to calculate the flare probability for 
each classification using Poisson statistics. The system forecasts C, M, and X class 
flares within 24 hours. This system, however, is not completely self-contained, as it 
relies on SSs’ McIntosh classifications provided by NOAA. 
A different approach was proposed in (Wheatland, 2005) which used the record 
of previous flares that had already been produced by an AR to provide prediction. 
Bayesian and statistical studies were adopted for the prediction. The proposed 
prediction model was tested on historical flare records during the period 1975 - 2003, 
and compared to NOAA’s predictions. The prediction performance evaluations showed 
that this method was slightly less accurate than NOAA for predicting M and X flares, 
but more accurate for predicting X flares. This method seems to provide efficient 
predictions for major flares only (X flares), and it can be employed with other flare 
prediction criterions to provide more efficient forecasts.  
Ternullo et al. (Ternullo et al., 2006) carried out statistical studies on SS groups 
that hosted M and X class flares, recorded during the period January 1996 - June 2003, 
in order to establish the parameters that are most relevant to energetic flare events. The 
study showed that flaring probability slightly increases with SS’s age. They also 
identified a number of conditions which increase flaring probability, which are: (1) 
number of SSs in the groups >=15; (2) number of pores in the group >=30; (3) SS group 
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characterised by area >= 103 MSH (Micro Solar Hemisphere); (4) Zürich class (D, E, 
and F); (5) magnetic configuration (β, βγ and βγδ); (6) penumbra in the largest spot 
characterised by a large asymmetry and a diameter greater than 2.5; (7) membership of 
the 13 most populated McIntosh classes; and (8) largest following spot and compact SS 
population density.  
Cui et al. (Cui et al., 2006) carried out statistical studies to distinguish the 
relationship between flare productivity and three photospheric magnetic field properties 
of ARs, including: the maximum horizontal gradient; the length of the neutral lines; and 
the number of singular points. SOHO/MDI longitudinal magnetogram images for the 
period April 1996 - January 2004 were used to calculate these properties. ARs were 
associated with different flare levels (C5, M1, M5, and X1) and different time windows 
(12-48 hours). They concluded that flare productivity was closely related to the 
considered AR properties, and the relationship between the properties and flare 
productivity could be fitted by a sigmoid function. The measures, however, were 
investigated individually against flares, and none of them were able to provide absolute 
predictions of whether a flare would occur or not.  
Jing et al. (Jing et al., 2006) used historical MDI magnetograms of 89 ARs and 
flare events to explore the relationship between three magnetic properties and flare 
productivity, including: the mean value of spatial magnetic gradients at strong-gradient 
magnetic neutral lines; the length of strong-gradient magnetic neutral lines; and the total 
magnetic energy dissipated in a layer of thickness 1 m during 1 s over the AR’s area. 
The overall flare productivity of an AR was determined by calculating the X-ray flare 
index of B, C, M, and X class flares with different time windows (1, 3, and 5 days). It 
was concluded that the investigated parameters bear a physical relationship between the 
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magnetic state of the photosphere and the flare productivity. The study, however, 
investigated few parameters only and the parameters were investigated individually. 
Qahwaji and Colak (Qahwaji and Colak, 2006) compared several Artificial 
Neural Networks (ANN) machine learning algorithms to determine the best algorithm 
for flare prediction using the following SS parameters: McIntosh classification; 
Mt.Wilson classification; Length; Area; Latitude; and Longitude. Learning algorithms 
were applied on SSs and flare associations for the period January 1992 - January 2005. 
It was found that the Cascade Correlation Neural Networks (CCNN) algorithm provided 
the best results in terms of convergence time, optimum network structure, and 
prediction performance.  
An ANN algorithm was adopted in (Wang et al., 2007) to set-up a flare 
forecasting model based on three ARs’ magnetic properties extracted from SOHO/MDI 
magnetograms, including: the maximum horizontal gradient; the length of neutral line; 
and the number of singular points. The model was tested to forecast M and above class 
flares within a 48 hours period. The model was trained on a data from 15 April 1996 - 
31 December 2001, and tested on data from 1 January 2002 - 31 December 2002 and 1 
January 2003 - 31 December 2003. The model seemed to overestimate the prediction of 
flares.  
Wang (Wang, 2007) reviewed several methods to understand the relationship 
between flares and ARs’ properties and concluded that tracking the structure and 
evolution of the magnetic fields may provide important clues of the magnetic conditions 
prior flaring. Also it was concluded that the most important signs of flaring ARs are: the 
non-potential magnetic topology; new flux emergence; and complicated flow patterns. 
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Georgoulis and Rust (Georgoulis and Rust, 2007) defined a new AR property, 
called Effective Connected Magnetic Fields (Beff), for flares prediction. Beff was 
determined for 298 ARs during a 10 year period of solar cycle 23 using SOHO/MDI 
magnetograms. The study concluded that Beff is an efficient measure for predicting M 
and X flares within 12 hours. Another AR property was defined by Schrijver, called R 
(Schrijver, 2007). R measures the unsigned flux near the strong-field polarity inversion 
lines. R was calculated for ARs during the period July 1998 - July 2006, to determine its 
relationship with M and X flares. The study established that ARs with certain R-value 
can produce major solar flares within 24 hours. The study proposed that the R-value is 
an efficient measure for predicting major flares. However, the prediction capability of 
both, Beff and R alongside other flare precursors, have been evaluated in (Barnes and 
Leka, 2008) by adopting standard evaluation measures and it was found that they did 
not distinguish between flaring and non-flaring ARs at a significant rate. 
Linear discriminant analysis was adopted by Leka and Barnes (Leka and Barnes, 
2007) in order to identify the AR properties that are most important for flare prediction. 
Vector magnetograms for 496 ARs during the period 2001 - 2004 were analysed. 74 
photospheric magnetic properties were calculated in order to determine the best AR 
properties for predicting C class flares and above and M class flares and above within 
24 hours from the AR observation time. It was shown that a subset of properties can 
achieve similar prediction rates to that achieved by all properties. For predicting C class 
flares and above, it was found that either the total magnetic flux or the total vertical 
currents combined with measures of the magnetic shear provide the best results. For 
predicting M class flares and above, it was found that properties of excess photospheric 
magnetic energy provide the best results. However, the overall conclusion of this study 
was “the state of the photospheric magnetic field at any single time has a limited 
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bearing on the occurrence of solar flares” (Leka and Barnes, 2007). Further analysis was 
conducted in (Barnes et al., 2007) to conclude the greatest prediction rates of all of the 
74 AR properties, and compare them with the prediction rats of two other flare 
prediction methods: the Bayesian approach (Wheatland, 2005) and the U.S. Space 
Environment Center (SEC) approach. ARs were classified as “flaring” or “flare-quiet” 
at each flaring level (C, M, and X) when the time difference between the AR and the 
flare was 24 hours. In comparison to the two alternative methods, Barnes’ method 
achieved comparable forecasting performance for predicting M class flares, and better 
performance for predicting X class flares. These studies, however, were applied on 
limited data for only a four year period. The studies were also conducted on vector 
magnetograms, which are currently not available for long durations or frequent 
cadencies. 
Barnes and Leka (Barnes and Leka, 2008) carried out experiments to determine 
the flare prediction capability of four AR properties using standard evaluation measures. 
The AR properties investigated were: the total flux (фtot); the total excess energy (Ee); 
the measure of the amount of magnetic flux close to high gradient polarity-separation 
lines (R); and the Effective Connected Magnetic Fields (Beff). Discriminant analysis was 
adopted to measure the prediction capability of the parameters using the same dataset 
described in (Leka and Barnes, 2007). ARs were classified as “flaring” if they produced 
M or X class flares within 24 hours; otherwise, they were classified as “flare-quiet”. 
Schrijver (Schrijver, 2007) and Georgoulis and Rust (Georgoulis and Rust, 2007) 
concluded that R-value and Beff were efficient for flare forecasting, however, prediction 
performance was evaluated differently. The forecasting performance in this study was 
evaluated using a number of forecasting measures, such as: SR (Success Rate), HSS 
(Heidke Skill Score), and CSS (Climatological Skill Score). As a result, the prediction 
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measures achieved did not reflect a significant prediction performance. The study 
showed that the investigated parameters were not able to distinguish between “flare” 
and “flare-quiet” at a distinctive rate. In conclusion, this study emphasised the use of 
standard skill scores to evaluate the prediction capability of prediction models or 
prediction parameters (i.e. AR properties).  
Li et al. (Li et al., 2008) combined Support Vector Machine (SVM) with  K-
nearest neighbours (KNN), to create a new classification algorithm called SVM-KNN. 
SVM and SVM-KNN were both applied for flare forecasting using the following 
properties: SSs’ area; SSs’ magnetic class; SSs’ McIntosh classes; and 10 cm solar 
radio flux. Data from the period January 1996 - December 2004 were investigated. They 
showed that SVM-KNN achieved better prediction results than SVM for predicting the 
occurrence and non-occurrence of solar flares. This study, however, was performed on a 
small number of SSs’ parameters only and needs to be extended by considering more 
parameters.  
Colak and Qahwaji (Colak and Qahwaji, 2009) proposed an automated near 
real-time hybrid system called ASAP which detects SSs using SOHO/MDI 
intensitygram and magnetogram images, determines their McIntosh classifications and 
area automatically, and then provides a flare prediction using ANN machine learning. 
The learning algorithm was trained on SSs and flares associations from the period 
January 1982 - December 2006 and tested to provide flare prediction within 6, 12, 24, 
and 72 hours. The prediction performance of the system was evaluated by calculating 
several standard prediction measures. It was shown that this system achieved better 
prediction performance when compared with the prediction performance of SWPC. 
However, this system considered a limited number of parameters and might be 
improved by the inclusion of more parameters.  
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Falconer et al. (Falconer et al., 2009) investigated 44 ARs extracted from 1897 
magnetograms by calculating two properties, which are: LWLSG, a gauge of the total 
free energy in an ARs magnetic field and Lф, a measure of the ARs total magnetic flux. 
The calculated properties of ARs were investigated against M and X class flares. The 
following points were concluded: (1) flare productive ARs are concentrated in a 
straight-line “main sequence” in (Log LWLSG, Lф) space; (2) main-sequence ARs have 
their maximum free magnetic energy; and (3) the input of free energy in and below the 
photosphere balances the loss of free energy through flares. The study indicated two 
important parameters that are related to flares, however, only major flares (M and X 
classes) were investigated.  
Welsch et al. (Welsch et al., 2009) investigated a number of magnetic and flow 
field properties of ARs in relation to C class flares and above. 46 ARs extracted from 
magnetograms during the period 1992 - 1998 were investigated. Intensive and extensive 
flow properties were calculated. Intensive properties do not relate directly to AR size, 
while extensive properties scale with AR size. The intensive flow properties included: 
moments of speeds; horizontal divergences; and radial curls, while the extensive flow 
properties included sums of these properties over the AR and a crude proxy for the ideal 
Poynting flux 𝑆𝑅 = ∑ |𝑢|𝐵�𝑅2 (where 𝐵�𝑅 : is the average estimated radial magnetic field 
and u: is the estimated flow field). A number of properties derived from 𝐵�𝑅  were also 
calculated, which were: total unsigned flux; R-value; and component of photospheric 
magnetic energy ∑𝐵�𝑅2. Correlation and discriminant analysis were applied to indicate 
the properties that are mostly related to flares. The results showed that: among the 
magnetic properties, the R-value property was most strongly associated with the flare 
flux; and among the extensive flow properties, the SR property was most strongly 
associated with flare flux, at a comparable level to R-value. In conclusion, the intensive 
CHAPTER ONE 
 
21 
properties were poorly associated with flare flux, while the extensive properties were 
better associated with flare flux. However, the results showed that even the best 
parameters did not have significant correlation with the flare flux, which means that 
none of the considered variables can explain the variation in the average flare flux.  
Yu et al. (Yu et al., 2009) introduced a sequential supervised learning method in 
which they consider AR’s evolutionary information for flare prediction. A number of 
parameters extracted from magnetograms during the period 15 April 1996 - 10 January 
2004 were investigated, including: the maximum horizontal gradients; the length of the 
neutral line; and the number of the singular points. Only ARs with erupted C or above 
class flares were considered. First the evolutionary information for AR parameters was 
analysed using autocorrelation and mutual information functions. It was shown that a 
flare is influenced by 3 days of photospheric magnetic field information prior to 
eruption. Then, a sliding window technique was used to add the evolutionary 
information of AR parameters into a machine learning algorithm to predict flares within 
48 hours. Two learning algorithms were adopted for testing: C4.5 decision tree and 
Learning Vector Quantization (LVQ). They concluded that the evolutionary information 
of ARs can significantly improve flare prediction. However, Huang et al. (Huang et al., 
2010) showed that the evolutionary information used in this study was redundant and it 
is necessary to decrease the redundancy. Therefore they proposed a new flare prediction 
model using a team of predictors to represent the evolutionary information of ARs, from 
their previous study. A Genetic algorithm and a C4.5 decision tree were applied to 
obtain predictor teams and to provide prediction. It was concluded that the ensemble 
prediction model can provide better prediction results than the model based on 
individual set of predictors. Both studies, however, considered small numbers of 
predictors only.   
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Yuan et al. (Yuan et al., 2010) proposed a flare prediction method based on two 
cascading steps, which are: Logistic Regression (LR) and SVM. Three photospheric 
magnetic parameters extracted from SOHO/MDI magnetograms during the period 1996 
- 2005, were considered, including: the total unsigned magnetic flux; the length of the 
strong-gradient magnetic polarity inversion line; and the total magnetic energy 
dissipation. The prediction model was tested to predict flares with certain intensity 
levels within 24 hours. The proposed model was compared with two other related 
models: the LR model (Song et al. 2009) and the SVM-based model (Li et al. 2008), 
when the same datasets were used. It was shown that the proposed model achieved 
better prediction of X class flares than the compared models. However, the capability of 
the proposed system is still very low for predicting X class flares. Also, the study only 
considered a few parameters for predictions.  
Reinard et al. (Reinard et al., 2010) developed a new parameter called the 
Normalised Helicity Gradient Variance (NHGV) to measure the subsurface large and 
shrinking kinetic helicity density in relation to flare production. Global Oscillations 
Network Group (GONG) full-disk Doppler velocity images from 2001 until the end of 
solar cycle 23 were used for analysis. The averaged results showed that the proposed 
parameter can distinguish between flaring and non-flaring ARs, as well as regions 
producing C, M, and X class flares 2-3 days in advance. Discriminant analysis was 
applied to the NHGV parameter combined with surface magnetic field to forecast M 
and X flaring regions versus non-flaring regions within 1 day. They found that flare 
occurrence can be predicted with HSS value ranging from 0.25 - 0.38. However, the 
HSS value for flare prediction is still not very significant, and higher prediction 
performance might be achieved if the NHGV is combined with more AR properties.   
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Park et al. (Park et al., 2010) investigated the magnetic helicity of 7 ARs which 
erupted 11 X class flares, using SOHO/MDI magnetograms. They found that the 
investigated flares were preceded by significant helicity accumulation within 0.5 to a 
few days prior to flaring. Also, they found that the helicity increased at a nearly constant 
rate and then became nearly constant before the flares. The study concludes there is a 
direct relationship between the helicity of the investigated ARs and X class flares. 
However, the study was conducted on only a small number of ARs and on X class flares 
only.  
1.5.2. CONCLUSIONS 
The systems and models designed to predict the occurrence of solar flares to 
date have made significant progress, however the achieved prediction performances are 
still not to the standard required (Messerotti et al., 2009). There remains a need for 
further investigation in this field in order to achieve a better understanding of what 
causes flares and to design more reliable flare prediction system. 
To date, most of the flare prediction models are based on different elements, 
such as: different data types, data periods, parameters, methods, validation measures, 
and aims. Detailed descriptions of the importance and impact of these elements can be 
described as follows: 
• The choice of the data that flare prediction models and systems are based on is 
really important. Prediction models should be based on data that are widely 
available for long time periods and available in real-time, in order to enable the 
undertaking of large-scale analysis, tests, and design systems that can operate in 
real-time. For instance, a number of studies were conducted on vector 
magnetograms data, which were not available in real-time and only available for 
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a limited time. However, although full-disk vector magnetograms have recently 
became available in real-time, i.e. the HMI (Helioseismic and Magnetic Imager) 
images, it will be several years until enough data has been accumulated to 
conduct appropriate analysis and tests. For the time being, MDI are the best 
source of data available to perform analysis and flare prediction in coming years 
as they have been available for over a solar cycle and they are available 
regularly in near real-time (McAteer et al., 2010). 
• Most flare prediction models or studies are based on a limited number of 
parameters, which differ from study to study. Each study claims that the 
parameters they adopt are strongly related with flare occurrence. Meanwhile the 
number of parameters related to flares is increasing and yet none of the models 
and the studies have been able to achieve high flare prediction accuracy. This 
suggests that the parameters investigated in these studies can be correlated or 
they can be related to flare occurrence in different ways. Therefore, there is a 
need to investigate a wide range of solar parameters simultaneously, derived 
from solar data from long time periods, in order to determine if better flare 
prediction accuracy can be achieved and to investigate the correlation among the 
parameters, and between the parameters and flare occurrence. 
• Flare prediction models and systems are based on different methods, and they 
can be categorised into: expert-based, linear statistics, and non-linear statistics. 
Expert-based models require human expert interference and thus they are 
subjective and can be less reliable. The application of statistical methods can be 
more advantageous, as they aim to achieve a clear cut relationship between flare 
occurrence and the investigated parameters, and thus allow the implementation 
of objective and automated flare prediction systems.  
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• Careful measures should be considered to validate the prediction capability of 
flare prediction models. Such measures should include: test the prediction model 
on datasets that cover long time periods and include events from the solar 
minimum and maximum; considering all the detections (i.e. AR or SS 
detections) in the investigated period without discarding any; and use a number 
of climatological skill scores to validate the test results. These measures should 
be chosen and interpreted carefully in order to provide a realistic prediction 
capability of the tested model, as shown in (Barnes and Leka, 2008).  
• A number of flare prediction models have been developed to predict major flares 
only. However, this shows a lack of our understanding of flare occurrence, as 
better flare prediction models should be able to predict all flare sizes (McAteer 
et al., 2010) as well as providing all-clear forecasting.  
According to the elements discussed above, it is difficult to compare the 
performances of current flare prediction models and assess the advancements that have 
been achieved by the different studies so far. It is therefore important to create generic 
guidelines that include a number of conditions and elements, such as the one discussed 
above, in order to develop and assess flare prediction models. 
1.6. OVERVIEW OF THE THESIS 
This thesis is organised as follows: 
• Chapter 2 presents the new AR measurement, the IMC. Background information 
on the measurement and the process of calculating a numerical and visual 
representation of IMC is discussed. A practical implementation of calculating 
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the IMC on a number of solar images is demonstrated to examine the 
relationship between the IMC measurements and flare occurrences.  
• Chapter 3 presents a large scale investigation of IMC measurement using a 
machine learning algorithm to determine its flare prediction capability. The IMC 
measurement is combined with other flare prediction parameters, which are used 
by the current flare prediction system, ASAP, to determine its significance for 
flare prediction. Solar images during solar cycle 23 are used for the detection of 
SSs and ARs and the calculation of McIntosh classification, area, and IMC. An 
association algorithm is developed to associate ARs with flares in order to 
determine the flaring status of ARs. The prediction capability of the IMC is 
determined by applying machine learning to assess the prediction capability of 
two sets of properties. The first set consists of McIntosh classification and area, 
which the flare prediction system, ASAP, is based on. The second set consists of 
McIntosh classification, area, and IMC. A comparison between the prediction 
performances of each set is presented.  
• Chapter 4 presents a study to determine the flare prediction capability of 21 AR 
properties generated by the new AR detection system, SMART. ARs and flare 
events during solar cycle 23 have been investigated. Two association algorithms 
are applied the AR and flare events in order to determine the flaring status of 
ARs. A machine learning algorithm is applied to the data produced by each 
association algorithm in order to determine the prediction capability of the AR 
properties and compare them with the prediction capability of one of the 
industry’s standard prediction systems, ASAP. A comparison between the 
prediction performances of each system is presented.  
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• Chapter 5 presents a study to determine the significant AR properties that are 
most related to flare occurrence. Feature selection and machine learning 
algorithms are applied to a 21 AR properties in order to determine if a smaller 
set of AR properties can achieve similar prediction measures as the 21 AR 
properties. The AR properties that are most related to flare occurrences and their 
flare prediction capabilities are presented.  
• Chapter 7 discusses the conclusions of the work presented in this thesis, 
recommendations for future work, the author’s original contributions, and the 
resources that have been used in this work. 
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CHAPTER TWO 
2. THE ISING MAGNETIC COMPLEXITY (IMC) 
MODEL  
Solar ARs appear on the photosphere of the Sun and they are associated with 
strong and complex magnetic fields which create suitable conditions for the release of 
enormous amounts of energy in the form of solar flares. The behaviour of the magnetic 
fields in ARs is usually studied for the purpose of solar flare forecasting (Hathaway, 
1994). A number of attempts have been undertaken to parameterise the magnetic 
complexity in ARs and investigate them in relation to flare occurrence. For instance 
Georgoulis and Rust (Georgoulis and Rust, 2007) defined a new parameter, the 
effective connected magnetic field (Beff), to quantify the magnetic complexity in ARs. 
Beff is a measure of the flux and the length between the magnetic footprints. A large 
number of ARs were analysed and the authors indicated that the Beff is related to 12 
hour conditional probabilities for major flare occurrence (M and X class flares). 
However, a later study conducted by Barnes and Leka (Barnes and Leka, 2008), showed 
that the Beff could not distinguish between flaring and non-flaring ARs at a significant 
rate, as discussed previously in Section 1.5. Another attempt was also carried out by 
Conlon et al. (Conlon et al., 2010) in which they applied two-dimensional wavelet 
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transform modulus maxima (WTMM) method to calculate the magnetic field fractal 
dimension and Hölder exponent of ARs. Based on the analysis of 6 ARs, they proposed 
that ARs with sufficiently large area and flux, and structured with sufficiently high 
fractal dimension and Hölder exponent, have a higher possibility of producing M and X 
class flares. However, the study was limited, as it was conducted on 6 ARs only, and the 
relationship with flares was based on a combination of numerous parameters rather than 
a single parameter. Thus, further investigation is required to determine the possibility of 
quantifying a single measurement of the magnetic complexity in ARs that can reflect 
the behaviour of flaring and non-flaring ARs and is useful for solar flare prediction.  
The role of interdisciplinary communication is becoming increasingly important 
in the current scientific environment, where a model originating in one discipline can 
solve a problem in another discipline (Majewski et al., 2001). In this chapter, 
interdisciplinary study has been conducted to design a new parameter, which is inspired 
by the Ising model in statistical physics, to provide an estimate of the magnetic 
complexity in solar ARs for the purpose of solar flare prediction. The proposed name of 
the new model and the parameter is the Ising Magnetic Complexity (IMC). The IMC 
measurement was first introduced in (Ahmed et al., 2010, Ahmed et al., 2008b, Ahmed 
et al., 2008a). However, further modifications have been applied to calculate the IMC 
accurately, and the methods and results presented here are the most recent. In this work, 
algorithms have been developed to provide numerical and visual representations of 
IMC, using SOHO/MDI magnetogram images. A number of ARs have been 
investigated in order to determine their IMC measurements and examine them in 
relation to flare eruption. Colour maps of the IMC have also been determined to 
visualise areas with high and low IMC in ARs and to examine them in relation to flare 
eruption locations.   
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This chapter is organised as follows. Section 2.1 introduces the original Ising 
model. Section 2.2 introduces the new IMC model. Section 2.3 presents a practical 
implementation of the IMC model on a number of ARs. Section 2.4 presents a visual 
representation of IMC as a colour map and a practical implementation of the calculating 
the IMC colour maps. Section 2.5 presents the conclusions of this chapter.  
2.1. THE ORIGINAL ISING MODEL 
The Ising model (Ising, 1925), used in statistical physics, is a simplified model 
designed to analyse magnetic interactions and structures relating to ferromagnetic 
substances. The model was introduced by the German physicist Ernst Ising. What 
became the Ising model was suggested as a problem by Ernst’s supervisor, Wilhem 
Lenz in 1920, and solved by Ising in 1925. At that stage, the model concerned only 1D 
cases, which does not exhibit phase transitions. In 1944, Lars Onsager solved the Ising 
model for 2D cases in the absence of an external magnetic field and showed that phase 
transitions occur. Phase transition phenomena are commonly observed in the changes of 
state of many materials, such as ice melting to water, water boiling to steam or a piece 
of iron becoming magnetic (Andren, 2007). However, there are still no known exact 
solutions for the models in 2D and 3D (Meyer, 2000). The Ising model enables the 
simplification of complex interactions, and has been successfully employed in several 
areas of science. The model has been applied to many physical systems including: 
magnetism, binary alloys, and the liquid-gas transition (Sethna, 2006). It has  also been 
used in Biology to model neural networks, flocking birds, and beating heart cells 
(Ahsan A, 1998, Irback et al., 1996, Rowe GW and LE, 1983). Between 1969 and 1997, 
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more than 12,000 papers were published using the Ising model in different applications, 
which shows the importance and potential of this model (Wierzchon, 1996-2007).  
For the purpose of the studies that have been conducted in this chapter, the Ising 
model for 2D cases has been considered. This case represents a magnetic system as a 
2D system consisting of magnetic spins, as shown in Figure 2-1. Each spin (S) can have 
one of two values, which are +1 or -1. Neighbouring spins Si and Sj interact with energy 
equal to –J×Si×Sj. J is a constant with dimension of energy (joules) and is a measure of 
the strength of the spin-spin interaction. The energy is equal to –J if the interacting 
spins have the same magnetic sign (aligned), and +J if they have opposite magnetic 
sign (antialigned). More information about the Ising model and its application can be 
found in (Sethna, 2006, Istrail, 2000, Lin, 1992, Cipra, 1987). The total Ising energy can 
be expressed in the form shown in Equation 2-1. 
𝐸 =  −𝐽 �𝑆𝑖 𝑆𝑗(𝑖,𝑗)  Equation 2-1 
Where the sum is taken over nearest neighbours only; E is the total Ising energy; 
J is a constant; and Si and Sj are neighbouring spins.  
              
 
Figure 2-1: An illustration of 2D lattice consists of positive and negative spins. In this 
example, each spin interacts with the 4 nearest neighbouring spins only which results in 
an interaction energy between -4J and +4J.  
CHAPTER TWO 
 
32 
2.2. THE IMC MODEL  
The IMC model has been developed to estimate a measure of the magnetic 
complexities in ARs using the line-of-sight of the magnetic fields’ representation on 
SOHO/MDI magnetogram images. The IMC model is inspired by the Ising model, 
described in the previous section. A number of modifications have been applied to the 
original Ising model and the resulting IMC model is explained in this section. The IMC 
model is designed to be applied on magnetogram images in GIF (Graphics Interchange 
Format) format, as these are available for long time periods with high cadence and are 
also available in near real-time, which make them suitable to be used for performing a 
large scale analysis and providing near real-time predictions. These are greyscale 
images, where pixel intensities ranging from 0 to 255 to represent black, through mid-
grey, to white, representing negative, neutral, and positive polarity areas respectively. 
To calculate the IMC, pixel intensities of the investigated AR image are represented in a 
2D matrix, where pixels that represent negative, neutral, and positive polarities are 
represented as -1, 0 and +1 respectively. Intensity thresholding is applied for this 
purpose using Equations 2-2 and 2-3, which was employed in (Colak and Qahwaji, 
2010) to detect AR polarities. 
𝑇𝑝 = 𝜇 + (𝜎 × 𝑎) Equation 2-2 
 
𝑇𝑛 = 𝜇 − (𝜎 × 𝑎) Equation 2-3 
Where Tp is the positive polarities threshold; Tn is the negative polarities 
threshold; µ is the mean and σ is the standard deviation of the pixel values over the 
whole AR image; and α is a constant and is set to 1 for detecting ARs. α has been 
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determined empirically by calculating the intensity thresholds with different α values 
for a number of AR images. Pixel intensities that hold values: greater than or equal to Tp 
are represented as (+1) in the matrix, less than or equal to Tn are represented as (-1) in 
the matrix, and less than Tp and greater than Tn are represented as 0 in the matrix.  
After transforming the AR image to a 2D matrix with +1, 0 and -1 values, IMC 
is calculated using the values in the 2D matrix by applying Equation 2-4.  
𝐼𝑀𝐶 = ∑ −𝑆𝑖 𝑆𝑗𝑑2𝑁𝑖𝑁𝑗𝑖,𝑗
𝑇𝑜𝑡𝑎𝑙 𝑁𝑖,𝑁𝑗 Equation 2-4 
Where the sum is taken over all positive to negative pixel values within the AR; 
IMC is the Ising Magnetic Complexity and it is unit-less; Ni represents the total number 
of positive pixels; Nj represents the total number of negative pixels; Si represents the 
value of the positive pixel (+1); Sj represents the value of the negative pixel (-1); and d 
is the Euclidean distance between Si and Sj, measured in pixels. An illustration of the 
magnetic polarities representation and the magnetic interaction is shown in Figure 2-2. 
To avoid the effect of the image size on the IMC measurement, the IMC value is 
normalised by dividing the final summation by the total number of positive and 
negative pixels (Total Ni and Nj). The process of the IMC model is also illustrated in 
Figure 2-3. 
  
Figure 2-2: An illustration of representing an AR image (a) as a matrix (b). The IMC 
model considers the interaction from positive polarity values to negative polarity values 
as indicated by the arrows in (b).  
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Figure 2-3: A flowchart illustrates the processes involved in calculating the IMC for an 
AR image. 
2.3. PRACTICAL IMPLEMENTATION OF IMC 
A number of AR candidates selected from different time periods were 
experimented with in order to measure their IMC values and examine their significance 
in relation to flare eruptions. ARs were detected and extracted from SOHO/MDI 
magnetograms. The NOAA and date information of the investigated ARs are given in 
Table 2-1. A number of pre-processes were applied prior to calculating the IMC. The 
overall processes are illustrated in Figure 2-4 and summarised below: 
• Reduce noise in the magnetogram image by applying a (3×3) median filter. 
• Convert the solar disk image to Carrington heliographic coordinates view. The 
algorithm described in (Colak T. and R., 2010) has been adopted for this 
purpose. 
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• Detect the AR from the heliographic coordinate image. AR boundaries have 
been determined manually. 
• Feed the AR to the IMC algorithm to measure its IMC value. 
Table 2-1: The dates and the NOAA number of the investigated ARs. 
 
No. AR NOAA Date 
1 9393 26 March 2001 – 31 March 2001 
2 10486 26 October 2003 – 31 October 2003 
3 10488 26 October 2003 – 31 October 2003 
4 10484 21 October 2003 –26 October 2003 
5 10314 13 March 2003 – 17 March 2003 
6 10365 24 May 2003 – 29 May 2003 
7 10507 22 November 2003  – 27 November 2003 
8 10956 16 May 2007 – 21 May 2007 
9 10308 11 March 2003 – 16 March 2003 
10 10482 20 October 2003 – 25 October 2003 
 
 
Figure 2-4: An illustration of the processes for detecting an AR and calculating its IMC.  
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In order to minimise the error caused by the projection effect only AR samples 
that are located within 45° from the solar centre are considered. The calculated IMC 
values and the flare eruptions of each AR are plotted in order to observe the relationship 
between IMC and flares. Flare events were obtained from NGDC database using the 
ARs’ NOAA number. The plots for the investigated ARs and images of the investigated 
ARs with one day cadence are given in Figures 2-5 to 2-14. In addition to the plots, the 
available SS McIntosh classes of the investigated ARs, which were obtained from 
NGDC database, are given in Tables 2-2 to 2-11. This allows the comparison of the 
IMC with the McIntosh classes of the investigated ARs, as some McIntosh classes are 
more prone to flaring and this should be reflected on the IMC.  
Observing the plots show that ARs associated with high flaring activities hold 
high IMC values and non-flaring ARs and ARs with low flaring activity hold low IMC 
values. According to the plots, it seems that one rule of thumb can be concluded, which 
is: when an ARs’ IMC increases above 0.8, C class flares and larger can be expected to 
occur, otherwise, when the IMC is below 0.8, no flares larger than B class flares are 
expected to occur. Also, the ARs’ IMC, that are given in the plots in Figures 2-5 to 2-
14, are compared with the corresponding McIntosh classes, which are given accordingly 
in Tables 2-2 to 2-11, in order to examine the relationship between ARs’ IMC and 
McIntosh classes. This comparison showed that ARs which have McIntosh classes that 
are known to have high probability to flaring, such as (DSO, DAI, DKC, DKI, DAC, 
EKI, EKC, EAO, EAI, FAI, FKI, FKC, HSX) (McIntosh, 1990), have high IMC, while 
ARs which have McIntosh classes that are known to have less probability to flaring, 
such as (AXX, BXO, CRO) (McIntosh, 1990), have low IMC. This shows that the IMC 
level changes accordingly with the McIntosh classes that represent ARs with low and 
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high flaring activities. Thus the IMC measurement can be a good indicator for flaring 
and non-flaring ARs. 
 
Figure 2-5: The IMC measurements and flare eruptions of AR 9393. 
 
Table 2-2: The McIntosh classes for region 9393. 
Date Time McIntosh Class 
2001-03-26 00:48 EKC 
2001-03-26 12:10 FKI 
2001-03-26 15:15 FKC 
2001-03-27 14:00 FKI 
2001-03-27 15:42 FKC 
2001-03-28 00:26 FKC 
2001-03-28 06:58 FKI 
2001-03-28 12:40 FKI 
2001-03-28 16:05 FKC 
2001-03-29 00:14 FKC 
2001-03-29 11:04 FKI 
2001-03-29 11:58 FKI 
2001-03-30 00:40 FKC 
2001-03-30 12:05 FKC 
2001-03-31 01:50 FKC 
2001-03-31 12:50 FKC 
2001-03-31 14:45 FKC 
2001-03-31 15:00 FKC 
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Figure 2-6: The IMC measurements and flare eruptions of AR 10486. 
Table 2-3: The McIntosh classes for region 10486. 
Date Time McIntosh Class 
2003-10-26 02:37 FKC 
2003-10-26 14:29 FKC 
2003-10-26 15:09 FKC 
2003-10-27 00:22 FKC 
2003-10-27 10:20 FKC 
2003-10-27 16:08 FKC 
2003-10-28 01:08 FKC 
2003-10-28 07:49 FKC 
2003-10-28 17:14 FKC 
2003-10-29 01:00 FKC 
2003-10-29 15:35 FKC 
2003-10-30 01:25 FKC 
2003-10-30 07:50 FKC 
2003-10-31 00:58 FKC 
2003-10-31 08:12 FKC 
2003-10-31 15:38 FKC 
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Figure 2-7: The IMC measurements and flare eruptions of AR 10488. 
Table 2-4: The McIntosh classes for region 10488. 
Date Time McIntosh Class 
2003-10-26 15:09 BXO 
2003-10-27 00:22 DAO 
2003-10-27 10:20 DKO 
2003-10-27 16:08 DKI 
2003-10-28 01:08 DKC 
2003-10-28 07:49 EKC 
2003-10-28 17:14 DKC 
2003-10-29 01:00 DKC 
2003-10-29 15:35 FKC 
2003-10-30 01:25 FKC 
2003-10-30 07:50 FKC 
2003-10-31 00:58 FKC 
2003-10-31 08:12 FKC 
2003-10-31 15:38 FKC 
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Figure 2-8: The IMC measurements and flare eruptions of AR 10484. 
Table 2-5: The McIntosh classes for region 10484. 
Date Time McIntosh Class 
2003-10-21 00:14 DKC 
2003-10-21 15:37 FKC 
2003-10-22 00:21 DKC 
2003-10-22 16:08 EKC 
2003-10-23 02:45 DKC 
2003-10-23 13:32 EKC 
2003-10-23 15:00 EKC 
2003-10-24 01:45 EKC 
2003-10-24 14:25 EKC 
2003-10-25 00:17 DKC 
2003-10-25 07:25 EKC 
2003-10-25 15:35 DKC 
2003-10-26 02:37 DKC 
2003-10-26 14:29 EKC 
2003-10-26 15:09 EKC 
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Figure 2-9: The IMC measurements and flare eruptions of AR 10314. 
Table 2-6: The McIntosh classes for region 10314. 
Date Time McIntosh Class 
2003-03-14 00:09 CRO 
2003-03-14 07:05 DSO 
2003-03-14 12:30 DAI 
2003-03-14 14:27 DAO 
2003-03-15 00:13 DAO 
2003-03-15 06:30 EAO 
2003-03-15 12:12 EKI 
2003-03-15 15:50 EAI 
2003-03-16 00:22 EAO 
2003-03-16 06:25 EKI 
2003-03-16 12:02 EKI 
2003-03-17 00:32 EKO 
2003-03-17 06:02 EKO 
2003-03-17 12:20 EKI 
2003-03-17 15:44 EKC 
  
CHAPTER TWO 
 
42 
 
Figure 2-10: The IMC measurements and flare eruptions of AR 10365. 
Table 2-7: The McIntosh classes for region 10365. 
Date Time McIntosh Class 
2003-05-24 01:15 BXO 
2003-05-24 16:12 CSO 
2003-05-25 00:50 DAO 
2003-05-25 07:35 DAO 
2003-05-25 14:45 DAI 
2003-05-26 02:05 DAI 
2003-05-26 07:00 DAI 
2003-05-27 01:58 DAI 
2003-05-27 06:55 DKC 
2003-05-27 15:15 DKC 
2003-05-28 00:24 DKI 
2003-05-28 09:05 DKI 
2003-05-28 15:00 DKC 
2003-05-29 00:15 DKI 
2003-05-29 04:48 DKI 
2003-05-29 14:18 DKC 
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Figure 2-11: The IMC measurements and flare eruptions of AR 10507. 
Table 2-8: The McIntosh classes for region 10507. 
Date Time McIntosh Class 
2003-11-22 01:35 EKI 
2003-11-22 11:35 EKI 
2003-11-22 15:17 EKC 
2003-11-23 00:08 EKC 
2003-11-23 09:50 DKC 
2003-11-23 15:26 EKC 
2003-11-24 00:10 DKC 
2003-11-24 11:10 EKI 
2003-11-24 15:13 EKC 
2003-11-25 00:45 EKC 
2003-11-25 17:40 EKC 
2003-11-26 00:03 EKC 
2003-11-27 01:50 DKI 
2003-11-27 08:36 DKI 
2003-11-27 17:30 DKI 
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Figure 2-12: The IMC measurements and flare eruptions of AR 10956. 
Table 2-9: The McIntosh classes for region 10956. 
Date Time McIntosh Class 
2007-05-16 00:59 DKC 
2007-05-16 06:18 DKC 
2007-05-16 16:30 DAC 
2007-05-17 03:19 DKC 
2007-05-17 08:35 DAO 
2007-05-18 01:30 DKC 
2007-05-18 13:10 DKO 
2007-05-18 14:35 DKC 
2007-05-19 01:47 DAC 
2007-05-19 06:38 DSI 
2007-05-19 15:26 DAC 
2007-05-20 02:58 DAO 
2007-05-20 06:15 DAI 
2007-05-20 15:09 DAC 
2007-05-21 06:10 DSO 
2007-05-21 14:59 DAO 
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Figure 2-13: The IMC measurements and flare eruptions of AR 10308. 
Table 2-10: The McIntosh classes for region 10308. 
Date Time McIntosh Class 
2003-03-11 00:35 HAX 
2003-03-11 14:36 HSO 
2003-03-12 01:00 HSX 
2003-03-12 11:52 HRX 
2003-03-12 16:01 BXO 
2003-03-13 00:08 AXX 
2003-03-13 16:03 BXO 
2003-03-14 00:09 HRX 
2003-03-14 12:30 CSO 
2003-03-14 14:27 BXO 
2003-03-15 00:13 BRO 
2003-03-15 06:30 AXX 
2003-03-15 12:12 CSO 
2003-03-15 15:50 CSO 
2003-03-16 00:22 BXO 
2003-03-16 06:25 DSO 
2003-03-16 12:02 BXO 
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Figure 2-14: The IMC measurements and flare eruptions of AR 10482. 
Table 2-11: The McIntosh classes for region 10482. 
Date Time McIntosh Class 
2003-10-20 00:17 CAO 
2003-10-20 10:47 CRO 
2003-10-20 15:10 HAX 
2003-10-21 00:14 HSX 
2003-10-21 15:37 CRO 
2003-10-22 00:21 HSX 
2003-10-24 14:25 AXX 
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2.4. COLOUR MAP VISUALISATION OF IMC IN 3D MODEL 
OF THE SUN 
A new tool has been developed to provide a 3D visual viewing of solar features 
and the solar disk using SOHO/MDI images (Colak et al., 2010). Viewing the Sun in 
3D is very advantageous in comparison with standard 2D images, as it offers a different 
viewing experience i.e. zooming in/out and navigating through the Sun and solar 
features. The IMC model has been integrated with the 3D tool to enable the 
visualisation of the IMC as colour maps in magnetogram images. The aim of this 
integration is to highlight AR areas on the solar disk with high and low IMC and 
establish their significance in relation to flare locations. A full description of the 3D tool 
algorithm can be obtained from (Colak et al., 2010). This algorithm can be summarised 
as follows: 
• The magnetogram image is converted to the Carrington heliographic coordinates 
view. 
• The pixels that represent ARs in the heliographic coordinate image are detected. 
• The IMC value for each pixel in the solar disk image is calculated, using 
Equation 2-4 in Section 2.2, and represented as colours ranging from red to 
green, where red represents the highest IMC and green represents the lowest 
IMC. 
• 3D Cartesian coordinates of each pixel are calculated using Equations 2-5, 2-6, 
and 2-7. Where, B is latitude; L is longitude of the detected solar pixel; and r is 
the radius of the solar disk that the new data are mapped to. 
𝑥 = 𝑟 sin(𝐵) cos(𝐿) Equation 2-5 
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𝑦 = 𝑟 sin(𝐵) cos(𝐿) Equation 2-6 
 
𝑧 = 𝑟 cos(𝐵) Equation 2-7 
• All the calculated 3D coordinates of the pixels are recorded in text files along 
with their colour values and then visualised using the OpenGL-based 3D tool. 
A sample of the input and outputs of the tool are shown in Figure 2-15. This 
figure consists of four images. Image A is an input SOHO/MDI magnetogram image. 
Image B is a 3D colour map of the solar disk which shows the ARs according to their 
polarities, where white and grey coloured areas represent positive and negative polarity 
regions, respectively. Image C is a 3D colour map of the solar disk which shows the 
ARs according to their IMC values, where red and green coloured areas represent high 
and low IMC levels respectively. In images B and C, the blue colour represents the 
Sun’s quiet area. Image D is a 3D wired view of the solar disk of image C.  
Three ARs which held 9 flares (2 C; 3 M; and 4 X class flares) have been 
investigated by establishing their IMC colour maps and comparing them with the 
locations of the erupted flares. The ARs and the flare location images have been 
obtained from (Y Liu et al., 2006), where flare locations on ARs were indicated by 
overlapping SOHO EIT images on AR’s contours on MDI magnetogram images. This 
comparison showed that the location of erupted flares corresponds with the areas 
coloured as bright red in the solar disk, which represent high IMC values. Images of the 
investigated ARs, AR locations on the solar disk images, AR IMC colour maps, and the 
location of the erupted flares are shown in Figures 2-16, 2-17, and 2-18. The IMC 
colour maps have been tested here on a limited number of samples, as it was not 
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possible to obtain further samples of AR images with flare locations indicated on them, 
similarly to the data obtained from (Y Liu et al., 2006). The current results of the IMC 
colour maps, however, show that this tool can have a potential for predicting the 
location solar flare, by indicating the footprints of the magnetic fields that are related to 
flare eruption. 
 
Figure 2-15: (A) The input image to the 3D tool (SOHO/MDI magnetogram image); (B) 
View of ARs in a 3D colour map. White and grey coloured areas represent positive and 
negative polarity regions; (C) View of IMC in a 3D colour map. Red coloured areas 
represent regions with high IMC, while green coloured areas represent regions with low 
IMC; the blue coloured areas in images B and C represent the quiet Sun. (D) a wired 
view of image C.   
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Figure 2-16: First row shows the investigated magnetogram images. Second row shows 
3D colour maps of the IMC on the solar disk. Third row shows a magnified view of the 
investigated AR with the IMC colour map. Fourth row shows the location of the flare in 
the investigated AR, obtained from (Y Liu et al., 2006).   
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Figure 2-17: First row shows the investigated magnetogram images. Second row shows 
3D colour maps of the IMC on the solar disk. Third row shows a magnified view of the 
investigated AR with the IMC colour map. Fourth row shows the location of the flare in 
the investigated AR, obtained from (Y Liu et al., 2006).  
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Figure 2-18: First row shows the investigated magnetogram images. Second row shows 
a 3D colour map of the IMC on the solar disk. Third row shows a magnified view of the 
investigated AR with the IMC colour map. Fourth row shows the location of the flare in 
the investigated AR, obtained from (Y Liu et al., 2006).  
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2.5. CONCLUSIONS 
This chapter introduced a novel AR measurement called the IMC, which uses 
the line-of-sight representation of the magnetic fields in solar magnetogram images to 
provide an estimate of the magnetic complexities in ARs. The IMC measurement is a 
result of interdisciplinary study; it combines the principles of the physical Ising model 
with the properties of solar ARs and their representation in solar images. The Ising 
model was originally used in statistical physics to simplify magnetic interactions but has 
been successfully applied in other areas.  
Algorithms have been developed to calculate the IMC using SOHO/MDI 
magnetogram images, in GIF format, to provide numerical and visual representations of 
it. Automated systems have been implemented to calculate the IMC and investigate its 
significance to flare eruptions. The IMC has been calculated for 10 different ARs and 
compared with their flare eruptions. The results showed that ARs with high flaring 
activities held high IMC values, while non-flaring ARs and ARs with low flaring 
activities held low IMC values. The results are represented in plots in Figures (2-5 to 2-
14). According to the achieved results, it seems that one rule of thumb can be 
concluded, which is: when an ARs’ IMC increases above 0.8, C class flares and larger 
are expected to occur, otherwise, when the IMC is below 0.8, no flares larger than B 
class flares are expected to occur. The IMC has also been investigated against McIntosh 
classification, and it has been found that the McIntosh classes that are known to have 
high flaring probability have high IMC values and the McIntosh classes that have low 
flaring probability have low IMC values. This shows that the IMC and the McIntosh 
classification are related and they can be investigated further to enhance the 
understanding of the characteristics of flaring and non-flaring ARs, and determine if 
accurate flare predictions can be obtained based on these two parameters.   
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For the visual representation of IMC, a tool has been developed to provide a 
colour map of IMC in order to indicate the areas with high and low IMC in the ARs in 
terms of colours. IMC colour maps have been calculated for 3 ARs and compared with 
flare eruption locations. Images of the 3 ARs that held 9 flares (2 C; 3 M; and 4 X class 
flares), which are obtained from (Y Liu et al., 2006), have been investigated. The results 
showed a strong relationship between areas which held high IMC and flare occurrence 
locations. The results are shown in Figures (2-16, 2-17, and 2-18). The obtained results 
show that the IMC colour maps have the potential to indicate the footprints of the 
magnetic loops that are related to flare eruptions.  
The achieved results in this chapter show that the IMC property appears to be 
related to solar flares and may have the potential to predict flare occurrence and 
location. This shows that the IMC measurement can be an important parameter in the 
field of solar physics and needs to be investigated further in order to determine its 
significance from physical perspective. This can be done by investigating the 
correlation between the IMC measurement in relation to other AR parameters. 
However, the experiments conducted here were limited to a small number of ARs and it 
is important to experiment with higher number of ARs in order to confirm the 
relationship between the IMC and flare eruptions. Also, further investigations are 
required to: calculate the IMC using the actual magnetic field values of ARs; and 
calculate the IMC for ARs detected according to the new AR detection system, 
SMART. More details about the SMART system are given in Chapter 4. 
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CHAPTER THREE 
3. INVESTIGATION OF THE FLARE PREDICTION 
CAPABILITY OF THE IMC MEASUREMENT 
USING MACHINE LEARNING 
The aim of this chapter is to investigate the flare prediction capability of the new 
AR measurement, the IMC, by examining its significance to enhance the prediction 
accuracy of the current flare prediction system, ASAP. ASAP is one of the industry’s 
standard technologies which provide flare prediction based on SS McIntosh classes and 
area properties, using ANN machine learning. More information about ASAP can be 
obtained from Chapter 1 Section 1.5 and (Colak and Qahwaji, 2009). The experiments 
in this chapter have been conducted by applying a machine learning algorithm to AR 
data related to two sets of AR properties, the first set consists of McIntosh classes and 
area properties only and the second set consists of McIntosh classes, area, and IMC 
properties. The prediction capability for each set is determined using a machine learning 
algorithm before they are compared to one other in order to assess the significance of 
the IMC property on flare prediction accuracy when it is added to the AR property set.   
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The practical implementation of the work presented here has been carried out as 
follows. The IMC model was integrated with the automated SS and AR detection 
system presented in (Colak and Qahwaji, 2008) in order to calculate the IMC property 
in addition to the McIntosh classes and area. The integrated system was run on 
SOHO/MDI intensitygram and magnetogram images between April 1996 and 
December 2008 to detect SSs and ARs and to calculate and catalogue their McIntosh 
classes, area, and IMC. The AR properties catalogue was then associated with the 
NGDC flares catalogue in order to determine the flaring and non-flaring AR detections, 
which is important for the machine learning application. AR detections are classified as 
“flaring” if they cased a C class flare or larger during 24 hours after the AR detection 
time; otherwise, they are classified as “non-flaring”. This form of association is called 
the “operational association” as every AR detection in the AR catalogue is classified as 
flaring or non-flaring. The term “AR detection” in this thesis refers to an individual AR 
detected in one image. The data related to the properties in each AR property set is 
extracted from the operational AR-flare associated dataset and then machine learning is 
applied to each dataset in order to determine the flare prediction capability of each AR 
property set. A general overview of the experiments conducted in this chapter is also 
illustrated in Figure 3-1. 
This chapter is organised as follows. Section 3.1 provides a generic description 
of the machine learning algorithm adopted in this thesis and discusses its application. 
Section 3.2 provides a description of the data that has been experimented on in this 
chapter. Section 3.3 introduces the AR-flare association algorithm to generate datasets 
to experiment with. Section 3.4 provides a description of a machine learning application 
to measure the flare prediction capability of the considered AR properties as well as the 
results achieved. Section 3.5 presents the conclusions of this chapter.   
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Figure 3-1: An overview of the experiments conducted in this chapter. 
3.1. MACHINE LEARNING 
Machine learning is the development of computing systems that are able to learn 
from data and improve performance through experience (Mitchell, 1997). Such systems 
can perform tasks in different areas, such as: recognition, diagnosis, robotics, 
prediction, etc. Machine learning is important for several reasons (Nilsson, 1998), 
including: 
• Machine learning can adjust itself to learn from data and find relationships 
between inputs and outputs. This is important for particular tasks that can only 
be defined through examples. 
• Machine learning can be used to extract knowledge embedded in large datasets.  
One of the key learning algorithms that have been able to solve many real-life 
problems is the ANN (Artificial Neural Networks). ANN is composed of nodes, to store 
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information. They are connected to each other in particular way to simulate the 
properties of biological neurons (Davalo and Naim, 1991). To operate an ANN, it must 
first be trained on a set of examples so that afterward it can operate as an “expert” 
system. There are number of ANN topologies. In this work Cascade Correlation Neural 
Networks (CCNN) has been adopted to investigate the flare prediction capability of AR 
properties. CCNN has been proven to provide efficient performance in applications that 
involve classification and time-series prediction (Frank et al., 2001). In (Qahwaji and 
Colak, 2006) it was shown that CCNN was the best and the faster ANN topology for 
solar flare prediction using a number of SS properties. A generic description of CCNN 
application for the work presented in this thesis is discussed in this section. A detailed 
description of CCNN and its application for flare prediction can be found in (Qahwaji 
and Colak, 2007, Qahwaji and Colak, 2006). 
3.1.1. CCNN STRUCTURE 
CCNN structure or topology consists of several layers including an input layer, 
hidden layer(s), and an output layer. The input layer is connected to the hidden layer(s) 
and the hidden layer(s) are connected to the output layer. Each layer has a number of 
nodes. The number of the input nodes is determined according to the number of input 
properties while the number of hidden nodes and layer(s) are not fixed and is 
determined during the training process, and the number of output nodes is determined 
according to the number of classes in the output data. The input layer receives the input 
data and passes output values to the hidden layer(s). The hidden layer(s) determines an 
output values using tangent sigmoid transfer function (tansig) and passes them to the 
output layer. The final output is then given by the output layer.   
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3.1.2. DATA PRE-PROCESSING  
To operate the CCNN for the purpose of prediction, it is important to arrange the 
data under investigation in the form of inputs and outputs. In this work, the input data 
represents the measurements of a number of AR properties and the output (classes or 
targets) represents the flaring status of the ARs. The data consists of detections; each 
one represents the property measurements of an AR and its flaring status at a particular 
time. It is also preferable to represent the data under investigation in a uniformed format 
through normalisation to enhance the CCNN performance. The data is normalised by 
representing each property measurements of ARs in the range of 0.1 to 0.9 while the 
classes are represented as 0.1 for no-flare or 0.9 for flare.  
3.1.3. VALIDATION 
There are several methods to train and test machine learning systems. In this 
work, two have been considered. The first method uses a particular portion of the data 
to create a training-set and the rest of the data are used to create a testing-set. The 
training-set is used to train the machine learning while the testing-set is used to test the 
machine learning. This method is usually adopted if the prediction performance of 
machine learning needs to be evaluated using particular or specific datasets. Simply, 
this method is applied as follows. The inputs and their corresponding classes in the 
training-set are fed to the learning algorithm for the purpose of training. When the 
training process is completed, the learning algorithm is fed with the input data only 
from the testing-set in order to predict their classes. The predicted classes are then 
compared with the actual classes in order to determine the prediction performance 
measures. Evaluating the prediction performance is explained in the next subsection, 
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3.1.4. Applying CCNN machine learning algorithm using specific training and testing 
sets is also illustrated in Figure 3-2. 
 
Figure 3-2: A flowchart illustrates the CCNN application with specific training and 
testing sets. 
The second method of applying machine learning is using cross-validation. This 
is a useful approach for analysing the overall prediction performance of a dataset using 
machine learning. Cross-validation is a method which partitions the data under 
investigation into subsets so that the learning algorithm can be trained on a subset and 
tested on a different subset. The application of this method is also important to avoid 
over-fitting (Hall, 1999). Over-fitting occurs when the learning algorithm performs very 
well on the training data, but not so well when it is fed with new data. There are a 
number of types of cross-validation methods. For this work, repeated random 
subsampling validation has been applied. This method is based on randomly dividing 
the data samples into a number of subsets. This process is repeated a number of times, 
so at each time the subsets’ contents are different. At each time, one subset is used for 
training and the rest are used for testing to determine the prediction performance 
measures. The overall prediction measures, which are obtained from each repetition, are 
then averaged in order to have an indication of the overall prediction capability of the 
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data. For the work presented here, cross-validation is applied as follows. The input data 
are reordered randomly and then two datasets are created: training-set and testing-set, 
which form 60% and 40% respectively from the overall data. The inputs and their 
corresponding classes in the training-set are fed to the learning algorithm for the 
purpose of training. When the training process is completed, the learning algorithm is 
fed with the input data only from the testing-set in order to predict their classes. The 
predicted classes are then compared with the actual classes in order to determine the 
prediction performance measures. Evaluating the prediction performance is explained in 
the next subsection, 3.1.4. The cross-validation is repeated 10 times and the averages of 
the prediction measures are established. Applying CCNN machine learning algorithm 
using cross-validation is also illustrated in Figure 3-3. 
  
Figure 3-3: A flowchart illustrates the CCNN application with cross-validation.  
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3.1.4. PREDICTION PERFORMANCE EVALUATION 
The learning algorithm produces values in the range of 0.1 to 0.9 and a threshold 
of 0.5 is used to categorise the generated outputs as 0.9 (>0.5) or 0.1 (<0.5), which 
represents flare or no-flare respectively. The prediction performance of the learning 
algorithm is evaluated by comparing the prediction outputs from the learning algorithm 
against the actual outputs. From the comparison, the following measures are calculated 
first: True Positive (TP), False Positive (FP), True Negative (TN), and False Negative 
(FN). For the work presented here, the significance of these measures is described 
below: 
• TP represents the number of cases when flaring AR detections are correctly 
predicted as flaring.  
• FP represents the number of cases when non-flaring AR detections are 
incorrectly predicted as flaring.  
• TN represents the number of cases when non-flaring AR detections are correctly 
predicted as non-flaring.  
• FN represents the number of cases when flaring AR detections are incorrectly 
predicted as non-flaring.  
Then, using the four measures above, a number of standard forecasting measures 
are calculated in order to evaluate the prediction performance of the learning algorithm. 
These forecasting measures are: 
• True Positive Rate (TPR), also named as Sensitivity, represents the proportion of 
flaring AR detections that are successfully predicted as flaring. Higher TPR 
reflects a better prediction performance. This value is calculated using Equation 
3-1.  
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𝑇𝑃𝑅 = 𝑇𝑃
𝑇𝑃 + 𝐹𝑁 Equation 3-1 
• False Positive Rate (FPR), represents the proportion of non-flaring AR 
detections that are unsuccessfully predicted as flaring. Lower FPR reflects better 
performance. This value is calculated using Equation 3-2. 
𝐹𝑃𝑅 = 𝐹𝑃
𝐹𝑃 + 𝑇𝑁 Equation 3-2 
• True Negative Rate (TNR), also named as Specificity, represents the proportion 
of non-flaring AR detections that are successfully predicted as non-flaring. 
Higher TNR reflects better performance. This value is calculated using Equation 
3-3. 
𝑇𝑁𝑅 = 𝑇𝑁
𝐹𝑃 + 𝑇𝑁 Equation 3-3 
• False Negative Rate (FNR), represents the proportion of flaring AR detections 
that are unsuccessfully predicted as non-flaring. Lower FNR reflects better 
performance. This value is calculated using Equation 3-4. 
𝐹𝑁𝑅 = 𝐹𝑁
𝑇𝑃 + 𝐹𝑁 Equation 3-4 
• False Alarm Rate (FAR), represents the proportion of false flare predictions. 
Lower FAR reflects better performance. This value is calculated using Equation 
3-5. 
𝐹𝐴𝑅 = 𝐹𝑃
𝐹𝑃 + 𝑇𝑃 Equation 3-5 
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• Mean Squared Error (MSE), represents the average of the squares of the 
difference between the actual flare status and the predicted flare status for all AR 
detections. A smaller MSE value reflects better performance. The MSE value is 
calculated using Equation 3-6, where n is the total number of AR detections, pi 
is the predicted flare status from the learning algorithm, and ri is the actual flare 
status. 
𝑀𝑆𝐸 = 1
𝑛
�(𝑝𝑖 − 𝑟𝑖)2𝑛
𝑖=1
 Equation 3-6 
• Accuracy (ACC), also called Percent Correct, represents how close the overall 
predicted results are to the actual output values. Higher accuracy rates reflect 
better performance. This value is calculated using Equation 3-7. 
𝐴𝐶𝐶 = 𝑇𝑃 + 𝑇𝑁(𝑇𝑃 + 𝐹𝑁) + (𝐹𝑃 + 𝑇𝑁) Equation 3-7 
• Heidke Skill Score (HSS), represents the chance factor of forecasting. HSS 
range from -1 to 1. Negative values indicate the forecasting is based on chance, 
0 indicate no-skill, and a perfect forecasting can be obtained when HSS is equal 
to 1. This value is calculated using Equation 3-8. 
𝐻𝑆𝑆 = 2 × ( (𝑇𝑃 × 𝑇𝑁) − (𝐹𝑃 × 𝐹𝑁))
�(𝑇𝑃 + 𝐹𝑁) × (𝐹𝑁 + 𝑇𝑁)� + ((𝑇𝑃 + 𝐹𝑃) × (𝐹𝑃 + 𝑇𝑁)) Equation 3-8 
The forecasting measures above provide different aspects of the prediction 
capability of a model. However, among these measures, HSS is one of the best 
indicators of the overall performance of a prediction model as it accounts for a correct 
chance forecasts (Barnes and Leka, 2008). More information about these measures can 
be obtained from (Fawcett, 2006, Balch, 2008).   
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3.2. DATA 
The experiments in this chapter have been carried out using two types of 
catalogues: flare and AR catalogues. Flare catalogues were obtained from NGDC 
database and AR property records were generated by the detection system introduced in 
(Colak and Qahwaji, 2008). This system has been modified to determine the IMC 
property in addition to McIntosh classes and area of SSs and ARs detected from 
SOHO/MDI intensitygram and magnetogram images. A sample of SS and AR detection 
from an SOHO/MDI intensitygram and magnetogram images and the considered 
properties measurements of the detected region are shown in Figure 3-4. The time range 
for the investigated events extends from April 1996 through December 2008, which 
covers most of solar cycle 23. 
  
Figure 3-4: A sample of SS and AR detection from SOHO/MDI intensitygram and 
magnetogram images and information of the investigated properties.  
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3.3. AR AND FLARE ASSOCIATIONS 
Prior to the application of machine learning to investigate the prediction 
capability of AR properties, AR and flare catalogues need to be associated in order to 
determine the flaring and non-flaring AR detections. Normally ARs can be associated 
with NGDC-listed flares using NOAA number. However, the adopted detection system 
does not generate NOAA numbers for the detected ARs. For this reason, a new 
association algorithm has been designed to associate ARs with flares based on their 
date, time, and location information. The association algorithm operates by remapping 
flares locations based on the times of the AR detections using the method described in 
(Colak and Qahwaji, 2010) and then the remapped location of flares are compared with 
the AR spatial coverage. AR detections are classified as flaring if the remapped flare 
location falls within the boundary of the AR detection, otherwise, AR detection are 
classified as non-flaring. In order to minimise the error caused by the projection effect, 
only AR detections that are located within 45° from the solar centre are considered.  
In this chapter, the form of association that has been carried out is named as the 
“operational association”. This association approach classifies every AR detection as 
flaring or non-flaring. This is important to satisfy the primary requirement for real-time 
prediction, as a real-time prediction system should provide prediction for every AR 
detection. The operational association algorithm classifies AR detections as “flaring” if 
they caused C, M, or X class flares within the following 24 hours, or “non-flaring” if 
they did not cause C, M, or X class flares within the following 24 hours. Further 
description of the process of the operational association algorithm is described below, 
and also illustrated in Figure 3-5. 
• Read an AR detection located within 45° from the solar disk centre. 
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o Find flare events of class C, M, or X that are recorded during 24 hours after 
the AR detection time. 
o If any flares are found, then re-map each flare location based on the AR’s 
detection date and time. 
o If any re-mapped flare is located within the AR’s detection boundaries, then 
classify the AR detection as “flaring”; otherwise, classify the AR detection 
as “non-flaring”.  
• Print the AR detection and its classification status and then return to read the 
next AR detection. 
The number of events in the input AR and flare catalogues is given in Table 3-1. 
The number of AR detections that are associated to flare and no-flare (output) is given 
in Table 3-2. 
Table 3-1: The total number of flare events and AR detections in the input catalogues 
(pre-association). The number of flare events has been broken down according to flare 
classes. The “Full Solar Disk” column shows that total events in the catalogues. The 
“Within 45°” column shows the events that are located within 45° from the solar centre, 
which are the data in interest. The number of events covers the period April 1996 
through December 2008. 
 Full Solar Disk Within 45° 
Number of AR detections 66,456 43,122 
Number of Flares 
8,385 4,847 
C M X C M X 
7,221 1,057 107 4,241 554 52 
 
Table 3-2: The number of flaring and non-flaring AR detections, which are located with 
45° from the solar centre, produced by the association algorithm. The number of events 
covers the period April 1996 through December 2008. 
Number of AR detections to Flare 6,781 
Number of AR detections to No-Flare 36,341 
Total 43,122 
  
CHAPTER THREE 
 
68 
 
Figure 3-5: A flowchart illustrates the processes involved in the AR and flare 
operational association algorithm.   
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3.4. MEASUREMENT OF THE PREDICTION CAPABILITY OF 
AR PROPERTIES 
In this section, CCNN machine learning has been applied to the AR-flare 
associations related to each set of AR properties in order to determine and compare their 
capability to predict flares (at and above the C class) or no-flares within the following 
24-hour period. The first AR property set consists of McIntosh classes and area, which 
the current flare prediction system ASAP is based on, and the second set consists of 
McIntosh classes, area, and IMC. The data related to each set are extracted from the 
operational AR-flare associated dataset and then CCNN machine learning is applied. 
For each set of AR properties, CCNN machine learning is applied using two validation 
methods: the first using specific training and testing sets and the second using cross-
validation. The application of CCNN machine learning is described in the previous 
Section, 3.1. The application of machine learning using each validation method and the 
achieved results are described below: 
3.4.1. APPLYING MACHINE LEARNING USING SPECIFIC TRAINING-SET 
AND TESTING-SET 
The CCNN machine learning is applied here by training it on a specific dataset 
and testing it on a specific dataset. The machine learning system was trained on a 
dataset consisting of events recorded during April 1996 - December 2008, excluding the 
data from the period 1 February 1999 to 31 December 2002 which is kept out for 
testing. The number of flaring and non-flaring AR detections in the training and testing 
sets is given in Table 3-3. 
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Table 3-3: The total number of flaring and non-flaring AR detections in the training and 
testing sets.  
 
 Training-set Testing-set 
Period Apr 1996 - 1 Feb 1999, Jan 2003 - Dec 2008 1 Feb 1999 – 31 Dec 2002 
Number of AR detections to Flare 1,818 4,963 
Number of AR detections to No-Flare 12,031 24,310 
 
The period of the testing-set has been adopted here as it was also used in (Colak 
and Qahwaji, 2009) to test ASAP’s flare prediction capability, which generates 
predictions using the same AR properties: McIntosh classes and area properties. 
However, ASAP used different ANN topology, trained on a dataset that covered a 
longer time period: from 1 January 1982 to 31 December 2006, and considered SSs and 
ARs despite their location on the solar disk, and therefore had more data in the training 
and testing sets. Hence, the experiments conducted here are not expected to achieve the 
same prediction measures that were achieved by ASAP. ASAP’s prediction measures 
are given in Table 3-4. 
Table 3-4: The prediction measures achieved by ASAP. 
Testing Period Training Period Total Detections 
Forecast Verification Measures 
TPR ACC FAR MSE HSS 
Feb1999–Dec2002 Jan1982–Jan1999, Jan2003–Dec2006 40,534 0.814 0.805 0.301 0.146 0.512 
 
CCNN machine learning has been applied on the operational AR-flare 
associated dataset that relate to each AR property set in order to measure the prediction 
performance of each AR properties set. The achieved prediction measures of each AR 
property set are shown in Table 3-5. Observing the prediction measures particularly the 
HSS values, which is one of the best indicators of the overall performance of a 
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prediction method (Barnes and Leka, 2008), show that slightly more accurate prediction 
measures are achieved when the IMC property is added with McIntosh classes and area.  
Table 3-5: The prediction performance measures of the investigated AR properties sets, 
using specific training and testing sets. Higher prediction measures are achieved when 
the IMC property is included with the McIntosh classes and area.  
Properties Set 
Forecast Verification Measures 
MSE TPR FPR TNR FNR FAR ACC HSS 
McIn., Area 0.1016 0.2382 0.0356 0.9644 0.7618 0.4226 0.8413 0.2644 
McIn., Area, IMC 0.0976 0.2591 0.0324 0.9676 0.7409 0.3799 0.8475 0.2950 
 
It is important to notice that the achieved prediction measures in this work using 
McIntosh classes and area, Table 3-5, is significantly low when compared with ASAP’s 
original prediction measures, Table 3-4. This difference is expected though, as 
mentioned previously, ASAP was trained on more data and also the size of the training-
set used here is lower than the testing-set. However, despite that the achieved prediction 
measures of McIntosh classes and area in this work are low when compared with 
ASAP; the significance of the IMC on the prediction measures is clear when it is added 
with McIntosh classes and area, as shown in Table 3-5. This shows that adding the IMC 
properties with the McIntosh classes and area can result in the provision of more 
accurate flare predictions, and hence it can enhance ASAP’s flare prediction accuracy.  
3.4.2. APPLYING MACHINE LEARNING USING CROSS-VALIDATION 
CCNN machine learning with cross-validation method is applied to each AR 
property set in order to measure their flare prediction performance. The data that 
corresponds to each AR property set are extracted from the operational AR-flare 
associated dataset to experiment with. The number of flaring and non-flaring AR 
detections in this dataset is shown in Table 3-2. CCNN machine learning with cross-
validation method is applied here to provide an indication of the overall flare prediction 
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capability of each of the investigated AR property set. The achieved prediction 
measures of each AR property set are shown in Table 3-6. The prediction measures 
overall, particularly the HSS, show that slightly more accurate prediction measures are 
achieved when the IMC property is added with McIntosh classes and area. 
The achieved prediction measures here seem to correspond with the prediction 
measures that have been achieved from the previous validation method, shown in 
Section 3.4.1 Table 3-5. Based on the results that has been achieved here, Tables 3-5 
and 3-6, it can be concluded that adding the IMC property with McIntosh classes and 
area properties can result in providing more accurate flare prediction. Thus the IMC 
property seems to be significant for flare prediction and it can be integrated with ASAP 
to enhance its flare prediction accuracy. 
Table 3-6: The prediction performance measures of the investigated AR properties sets, 
using cross-validation. Higher prediction measures are achieved when the IMC property 
is included with the McIntosh classes and area. 
Properties Set 
Forecast Verification Measures 
MSE TPR FPR TNR FNR FAR ACC HSS 
McIn., Area 0.0921 0.2397 0.0289 0.9711 0.7603 0.3921 0.8561 0.2794 
McIn., Area, IMC 0.0871 0.3071 0.0325 0.9675 0.6929 0.3630 0.8639 0.3478 
3.5. CONCLUSIONS 
In this chapter, the flare prediction capability of the new AR property, IMC, has 
been investigated using CCNN machine learning algorithm, to examine its significance 
in improving the flare prediction accuracy of ASAP system. The IMC model has been 
integrated with the automated SS and AR detection system that was presented in (Colak 
and Qahwaji, 2008) in order to calculate and catalogue the IMC property in addition to 
McIntosh classes and area using SOHO/MDI intensitygram and magnetogram images 
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from April 1996 to December 2008. The AR property catalogues, which are generated 
from the detection tool, have then been associated with NGDC flare catalogues in order 
to determine the flaring and non-flaring AR detections. This is important to enable the 
machine learning application. AR detections are classified as “flaring” if they caused a 
C class flare or larger in the following 24 hours, or “non-flaring” if they did not cause a 
C class flare or larger in the following 24 hours. This form of association is named as 
the operational association, as it classifies every AR detection in the investigated 
catalogue as flaring or non-flaring. This form of association is essential, particularly for 
the testing stage, as it will reflect the actual capability of the machine learning for real-
time operation.  
CCNN machine learning algorithm with two validation methods has then been 
applied to the AR-flare associated dataset that corresponds with the two sets of AR 
properties. The first AR property set consists of McIntosh classes and area, which are 
the parameters that ASAP is based on. The second AR property set consists of 
McIntosh classes, area, and IMC. The flare prediction capability of the investigated AR 
property sets have then been evaluated using a number of standard forecasting 
measures. The achieved flare prediction measures of each property set are shown in 
Tables 3-5 and 3-6. Table 3-5 provide the achieved prediction measures when the 
machine learning is trained on data covers April 1996 - December 2008, excluding the 
data from the period 1 February 1999 to 31 December 2002 which is kept out to test the 
machine learning. Comparing the prediction measures, particularly the HSS values 
which is one of the best indicators of the overall performance of a prediction method 
(Barnes and Leka, 2008), shows that the AR property set which included the IMC 
property achieved more accurate predictions than the AR property set without the IMC. 
The same findings have also been achieved when the machine learning is applied using 
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the cross-validation method. This method was applied on data during April 1996 - 
December 2008, when the training and testing sets were determined in a random 
manner. The results from this method are given in Table 3-6. In conclusion, the results 
from applying machine learning with two validation methods show that more accurate 
flare prediction measures have been achieved when the IMC property is added with the 
McIntosh classes and area properties.  
The achieved results in this chapter show that the IMC property is relevant for 
flare forecasting and can be integrated with ASAP to enhance its flare prediction 
accuracy. However, the work presented in this chapter is still limited and it can be 
improved by investigating the relevance of IMC property for predicting major flares (M 
and X class flares). Also, it is necessary to investigate with other machine learning 
algorithms, such as SVM, and use more AR properties in order to determine the 
optimum prediction measures and create an efficient flare prediction model. 
Furthermore, the associated data that have been experimented with here are highly 
unbalanced (the proportion of non-flaring AR detections is significantly high in 
comparison with the flaring AR detections), as shown in Table 3-2. The performance of 
learning algorithms can be improved by applying techniques to balance the investigated 
data. However, the performance improvement can vary depending on the considered 
learning algorithm (Hulse et al., 2007), and in (Khoshgoftaar et al., 2010) it was found 
that ANN performance can only be slightly improved when the investigated data are 
balanced. Nevertheless, it would be advantageous to investigate how balancing the data 
can affect the performances achieved in this work. The methods described in 
(Khoshgoftaar et al., 2010), can be considered in the future to balance the investigated 
data.  
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CHAPTER FOUR 
4. INVESTIGATION OF THE FLARE PREDICTION 
CAPABILITY OF SMART’S AR PROPERTIES 
USING MACHINE LEARNING 
The aim of the work presented in this chapter is to employ a machine learning 
algorithm to determine the flare prediction capability of AR properties generated by the 
SMART system. The SMART system was recently developed to detect ARs and 
calculate 21 AR properties using 96 minute SOHO/MDI line-of-sight magnetogram 
images. SMART detects ARs automatically using a combination of automated image 
processing techniques and it is completely independent from NOAA AR detections. 
Whereas NOAA detections rely on whitelight observations of SS groups, SMART uses 
magnetic field data for AR detection. Also, NOAA detections are based on identifying a 
bipolar SS arrangement, so a complex magnetic AR may be divided into multiple 
NOAA detections. SMART uses region growing techniques, so a large complex AR 
will often remain as one detection. A sample of SMART’s AR detection is shown in 
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Figure 4-1. More information about SMART can be obtained from (Higgins et al., 
2010). 
 
Figure 4-1: A sample of SMART’s feature detections on 29 October 2003. AR denotes 
to active regions, PL denotes to plage, and UD denotes to unipolar decaying.  
SMART’s AR properties have been investigated here as (1) SMART’s AR 
detection approach can be a key for better flare forecasting and (2) SMART generate a 
large number of AR properties which may yield to provide a better representation of the 
characteristics of flaring and non-flaring ARs. The flare prediction capability of 
SMART’s AR properties is determined and assessed here using standard forecast 
verification measures and compared with the prediction performance of one of the 
industry’s standard technologies for flare prediction which is also based on machine 
learning - ASAP. More details about ASAP are given in Chapter 1 Section 1.5 and 
Chapter 3. The work conducted here will determine if a more accurate flare prediction 
system can be designed in the long-term using AR properties generated by SMART and 
machine learning.  
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A practical implementation of the work applied in this chapter can be described 
as follows. SMART’s ARs and NGDC’s flares catalogues for the period from April 
1996 to December 2010 are associated in order to determine the flaring and non-flaring 
AR detections, to enables the application of machine learning. Two forms of association 
methods have been conducted, which are: “operational association” and “segmented 
association”. The operational association classifies each AR detection in the considered 
catalogue, as flaring or non-flaring, while the segmented association removes part of the 
data during the association process with the intention of helping the machine learning to 
discriminate between flaring and non-flaring AR detections more clearly. Both 
association methods have the same criteria for classifying flaring AR detections, which 
is: AR detections that caused a C class flare or larger in the following 24 hours are 
classified as “flaring”. However, the association algorithms have different criteria for 
classifying non-flaring AR detections. The operational association classifies AR 
detections as “non-flaring” if they did not cause a C class flare or larger in the following 
24 hours, while the segmented association classifies AR detections as “non-flaring” if 
they did not cause a C class flare or larger before and after 48 hours around the AR 
detection time. Machine learning is then applied to the outputs of each association 
method in order to determine the prediction capability of each associated dataset and to 
determine their prediction performances. Finally, the prediction performances of each 
associated dataset are compared with each other and with the prediction performance of 
ASAP in order to assess the significance of the achieved results. The segmented 
association method is introduced here for the first time in order to determine the 
performance of the machine learning when it is trained using segmented dataset verses 
operational dataset. A general overview of the experiments conducted in this chapter is 
also illustrated in Figure 4-2.  
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This chapter is organised as follows. Section 4.1 provides a description of the 
data that have been experimented on in this chapter. Section 4.2 introduces the AR-flare 
association algorithms to generate datasets to experiment with. Section 4.3 provides a 
description of the application of machine learning to measure the flare prediction 
capability of SMART’s AR properties and the achieved results. Section 4.4 presents the 
conclusions of this chapter. 
 
Figure 4-2: An overview of the experiments conducted in this chapter. 
4.1. DATA 
The experiments in this chapter have been carried out using two types of 
catalogues: NGDC’s flare and SMART’s AR properties catalogues. The investigated 
catalogues contain AR and flare events from April 1996 through December 2010, which 
cover most of solar cycle 23. The SMART system calculates 21 properties of ARs. A 
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description of SMART’s AR properties is given in Table 4-1. Detailed information 
about SMART’s AR properties and how they are calculated can be obtained from 
(Higgins et al., 2010).  
Table 4-1: SMART AR properties. 
Property ID SMART Property Description 
v1 Type-Polarity AR polarity (Unipolar / Multipolar) 
v2 Type-Size AR size (Big / Small) 
v3 Type-Evolution AR evolution (Emerging / Decaying) 
v4 A Area of the region 
v5 Φ Total unsigned magnetic flux of the region 
v6 Φ+ Total positive flux in the region 
v7 Φ− Total negative flux in the region 
v8 ΦIMB Flux imbalance fraction in the region 
v9 ∆Φ/∆t Flux emergence rate 
v10 BMIN Minimum magnetic field in the region 
v11 BMAX Maximum magnetic field in the region 
v12 BMEAN Mean magnetic field in the region 
v13 LNL Neutral line length in the region 
v14 LSG High gradient neutral line length in the region 
v15 ∇MAX Maximum gradient along the neutral line 
v16 ∇MEAN Mean gradient along the neutral line 
v17 ∇MEDIAN Median gradient along the neutral line 
v18 R Schrijver R value 
v19 WLSG Falconer WLSG value 
v20 R* Schrijver R value with a lower threshold 
v21 WLSG* A modified version of WLSG 
4.2. AR AND FLARE ASSOCIATIONS 
Prior to applying machine learning to investigate the prediction capability of 
SMART’s AR properties, AR and flare catalogues need to be associated in order to 
determine the flaring and non-flaring AR detections. Normally ARs can be associated 
with NGDC flares using NOAA number, but SMART has its own definition of ARs 
which is independent of NOAA’s, therefore, the association between SMART’s AR and 
NGDC flare catalogues have been conducted based on ARs’ and flares’ date, time, and 
CHAPTER FOUR 
 
80 
location information. The association algorithm operates by remapping flare locations 
based on the times of the AR detections using the method described in (Colak and 
Qahwaji, 2010) and then the remapped location of flares are compared with the AR 
spatial coverage. AR detections are classified as flaring if the remapped flare location 
falls within the boundary of the AR detection, otherwise, AR detections are classified as 
non-flaring. In order to minimise the error caused by the projection effect, only AR 
detections that are located within 45° from the solar centre are considered.  
In this work, two association algorithms have been developed to associate ARs 
with flares, which are: “operational association” and “segmented association”. The 
operational association algorithm classifies every AR detection as flaring or non-flaring. 
AR detections are classified as “flaring” if they caused C, M, or X class flares in the 
following 24 hours, or “non-flaring” if they did not cause any C, M, or X class flares in 
the following 24 hours. This association approach satisfies the primary requirement of a 
real-time operational prediction system, such that each AR detection must be given a 
prediction and so requires classification as either flaring or non-flaring. A detailed 
description of the processes involved in the operational association algorithm is 
described previously in Chapter 3 Section 3.3. 
In the segmented association algorithm, AR detections are classified as “flaring” 
in exactly the same way that is used to classify flaring in the operational association. 
However, the segmented definition of non-flaring is that AR detections that did not 
produce any C, M, or X class flares in the +/-48-hour period around its observation time 
are classified as “non-flaring”. Coupled with the flaring definition, this means that some 
AR detections are discarded from the complete set by the segmented association 
algorithm (i.e., AR detections observed 24 – 48 hours prior to a flare are neither 
classified as flaring nor non-flaring). The segmented association algorithm is introduced 
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for the first time in this work and its aim is to segment the data into AR detections that 
were observed very close in time before a flare and those that are at least two days far 
from a flare. Detailed description of the process of the segmented association algorithm 
is described in two stages below and illustrated in Figure 4-3: 
A. Associating AR Detections to Flare 
This stage highlights the flaring AR detections. The process of this stage is 
explained below: 
• Read an AR detection, located within 45° from the solar disk centre. 
o Find flare events of class C, M, or X during the following 24 hours from the 
AR detection time.  
o If a flare is found, then re-map each flare location based on the AR’s 
detection date and time.  
o If any re-mapped flare is located within the AR’s detection boundaries, then 
classify the AR detection as “flaring”. 
• If the AR detection is classified as “flaring”, then print its information and return 
to read the next AR detection. 
 
B. Associating AR Detections to No-Flare 
This stage highlights the non-flaring AR detections. The process of this stage is 
explained below: 
• Read an AR detection, located within 45° from the solar disk centre. 
o Find flare events of class C, M, or X recorded during 48 hours before or after 
the AR detection time.  
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o If a flare is found, then re-map each flare location based on the AR’s 
detection date and time.  
o If any re-mapped flare is located within the AR’s detection boundaries, then 
classify the AR detection as “flaring”. 
o If the AR detection is classified as “flaring”, then discard the AR detection 
and return to read the next AR detection. Otherwise, classify the AR detection 
as “non-flaring”. 
• If the AR detection is classified as “non-flaring”, then print its information and 
return to read the next AR detection. 
The number of input data and associated data (output) produced by the 
segmented and operational association algorithms are shown in Tables 4-2 and 4-3 
respectively. 
Table 4-2: The total number of flare events and AR detections in the input records (pre-
association) covering April 1996 – December 2010. The number of flare events is 
broken down according to flare classes. The “Full Solar Disk” column represents the 
total number of events in the AR and flare catalogues. The “Within 45°” column 
represents the number of events that are located with 45° from the solar centre.  
 Full Solar Disk Within 45° 
Number of AR detections 663,340 521,578 
Number of Flares 
8,498 4,919 
C M X C M X 
7,319 1,072 107 4,305 562 52 
 
Table 4-3: The total number of flaring and non-flaring AR detections, which are located 
with 45° from the solar centre, produced by the segmented and operational algorithms. 
Each dataset cover the period April 1996 – December 2010.   
Association Method Flaring AR Detections 
Non-Flaring 
AR Detections 
Total AR 
Detections 
Segmented 27,539 469,516 497,055 
Operational 27,539 494,039 521,578 
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Figure 4-3: An illustration of the segmented AR-flare association algorithm. The left 
part shows the processes involved in associating AR detections to flare. The right part 
shows the processes involved in associating AR detections to no-flare. 
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4.3. MEASUREMENT OF THE PREDICTION CAPABILITY OF 
SMART’S AR PROPERTIES  
In this section, CCNN machine learning has been applied to the AR-flare 
associations to determine the capability of the 21 AR properties generated by SMART 
to predict flares (at and above the C class) or no-flares within the following 24-hour 
period. CCNN machine learning algorithm is applied on the associated datasets using 
two validation methods: the first using specific training and testing sets and the second 
using cross-validation. Full description of CCNN machine learning application using 
each validation method is given previously in Chapter 3 Section 3.1. Both segmented 
and operational associated datasets, which are described previously in Section 4.2, are 
investigated. The process of applying CCNN machine learning on the investigated 
datasets and evaluating the results is described in the following subsections and also 
illustrated in Figure 4-4. 
 
Figure 4-4: An illustration of the CCNN machine learning application, using cross-
validation and specific training and testing sets, on the datasets generated by the AR-
flare segmented and operational association.  
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4.3.1. APPLYING MACHINE LEARNING USING SPECIFIC TRAINING-
SET AND TESTING-SET 
The machine learning is applied here by training it on a specific dataset and then 
testing it on a specific dataset to perform prediction. The training-set contains data 
during the period April 1996 to December 2000 and January 2003 to December 2008, 
while the testing-set contains data during the period January 2001 to December 2002 
and January 2009 to December 2010. The time coverage of the training-set was chosen 
so that the remaining testing-set would contain events from periods around the 
maximum and minimum levels of solar activity from solar cycle 23. The training and 
testing sets are obtained from both the segmented and operational AR-flare associated 
datasets, which are detailed previously in Section 4.2. The total number of the flaring 
and non-flaring AR detections in the training and testing sets is shown in Table 4-4. The 
approach of using different time ranges for training and testing is adopted to ensure that 
direct comparisons can be made between the different combinations of the 
training/testing datasets (i.e., segmented/segmented, operational/operational, and 
segmented/operational). CCNN machine learning is applied on the AR-flare 
associations which correspond to these three training/testing combinations and the 
achieved prediction measures are shown in Table 4-5. The highest prediction measures 
are achieved when the machine learning algorithm is both trained and tested on 
segmented data. However, these measures do not reflect the actual capability of the 
system if it were run operationally because the testing-set that is supplied to the 
machine learning contain segmented data, which does not contain all AR detections. 
The actual capability of the machine learning for realistic flare prediction can be 
determined when the machine learning is tested with operational datasets. Therefore, 
according the achieved prediction measures, which are shown in Table 4-5, it can be 
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concluded that the best prediction measures that reflect the actual capability of the 
system if it was run operationally in real-time is when it is trained on a segmented 
dataset and tested on an operational dataset. Segmentation thus allows the machine 
learning to more easily discriminate between flaring and non-flaring AR detections. 
This is because the no-flare component of the segmented dataset consists of AR 
detections that are clearly separated from flares (i.e., no flare occurs in a +/-48-hour 
period), while the no-flare component of the operational dataset consists of AR 
detections recorded just after flares (i.e., only requires that no-flare occurs in the 
following 24-hour period), as outlined in Section 4.2.  
Table 4-4: The total number of flaring and non-flaring AR detections in the training and 
testing sets, from each association output (datasets from segmented and operational 
association). 
Association 
Method 
Training Set 
(Apr1996–Dec2000, Jan2003–Dec2008) 
Testing Set 
(Jan2001–Dec2002, Jan2009–Dec2010) 
Flaring AR 
Detections 
Non-Flaring 
AR Detections 
Total AR 
Detections 
Flaring AR 
Detections 
Non-Flaring 
AR Detections 
Total AR 
Detections 
Segmented 16,864 300,306 317,170 10,675 169,210 179,885 
Operational 16,864 315,561 332,425 10,675 178,478 189,153 
 
Table 4-5: The prediction measures achieved from applying machine learning on 
different combinations of time-separated segmented and operational datasets. Note that 
the training sets always cover the combined time range of April 1996 – December 2000 
and January 2003 – December 2008, while the testing sets always cover the combined 
time range of January 2001 – December 2002 and January 2009 – December 2010. 
Association Method Forecast Verification Measures 
Testing Set Training Set MSE TPR FPR TNR FNR FAR ACC HSS 
Segmented Segmented  0.016 0.677 0.006 0.994 0.323 0.118 0.976 0.754 
Operational Operational  0.024 0.523 0.011 0.989 0.477 0.258 0.963 0.595 
Operational  Segmented  0.025 0.662 0.021 0.979 0.338 0.349 0.961 0.636 
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To determine the significance of the achieved prediction measures, they have 
been compared with ASAP’s prediction measures, shown in Table 4-6 (Colak and 
Qahwaji, 2010). ASAP is chosen for comparison here as it also uses machine learning 
for predicting C class flares and larger within 24 hours. However, ASAP used different 
ANN topology; trained and tested on datasets from different periods; and considered 
ARs and SSs despite their location on the solar disk. Also, it is worth noticing that the 
testing-set considered here, which is shown in Table 4-4, contains more AR detections 
than ASAP’s testing-set. Overall, observing the prediction measures, particularly the 
HSS which is one of the best indicators of the overall performance of a prediction 
method (Barnes and Leka, 2008), Tables 4-5 and 4-6 indicate that the use of SMART 
AR properties with CCNN machine learning has achieved significantly improved flare 
prediction accuracy over that of ASAP. 
Table 4-6: The prediction measures achieved by ASAP. 
Testing Period Training Period Total Detections 
Forecast Verification Measures 
MSE TPR FAR ACC HSS 
Feb1999–Dec2002 Jan1982–Jan1999, Jan2003–Dec2006 40,534 0.146 0.814 0.301 0.805 0.512 
 
4.3.2. APPLYING MACHINE LEARNING USING CROSS-VALIDATION 
CCNN machine learning with cross-validation method is applied using AR-flare 
associations in order to evaluate the overall prediction capability of SMART’s AR 
properties and to set a benchmark performance of the system. This process separately 
uses the segmented and operational AR-flare association datasets covering the entire 
time range (April 1996 – December 2010). The prediction measures achieved by 
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applying CCNN machine learning with cross-validation to both of the associated 
datasets are shown in Table 4-7.  
Table 4-7: The average prediction measures achieved from applying machine learning 
with cross-validation on the segmented and operational datasets covering April 1996 – 
December 2010. 
Association  
Method 
Forecast Verification Measures 
MSE TPR FPR TNR FNR FAR ACC HSS 
Segmented 0.017 0.662 0.008 0.992 0.338 0.176 0.974 0.720 
Operational 0.024 0.455 0.010 0.990 0.545 0.278 0.962 0.539 
 
Similarly to the results achieved from the previous method, Section 4.3.1 (Table 
4-5), Table 4-7 shows that the highest prediction measures are achieved when the 
machine learning algorithm is run using the segmented dataset. However, these 
measures do not reflect the actual capability of the system if it were run operationally 
because the data supplied to the prediction system does not contain all AR detections, as 
previously discussed in Section 4.2. However, despite the reduced level of prediction 
measures that are achieved here, the operational dataset results are regarded as the 
realistic capability of the machine learning to provide flare prediction in a near real-time 
operational mode. Overall, the results achieved in this section Table 4-7 and the 
previous Section 4.3.1 Table 4-5 shows that more accurate flare prediction system can 
be designed based SMART’s AR properties and CCNN machine learning. 
4.4. CONCLUSIONS 
In this chapter, the flare prediction capability of 21 AR properties generated by 
the recently developed SMART system has been investigated for the first time using the 
CCNN machine learning algorithm. To enable the application of machine learning, 
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SMART’s AR property and NGDC’s flare catalogues have been associated in order to 
determine flaring and non-flaring AR detections. Two forms of association methods 
have been employed to determine and compare the performance of the machine learning 
using datasets produced by each association method. These association methods are: the 
operational association and the segmented association. Both association methods have 
the same criteria for classifying flaring AR detections, which is: AR detections that 
caused a C class flare or larger in the following 24 hours are classified as “flaring”. 
However, the association algorithms have different criteria for classifying non-flaring 
AR detections. The operational association classify AR detections as “non-flaring” if 
they did not cause a C class flare or larger in the following 24 hours, while the 
segmented association classify AR detections as “non-flaring” if they did not cause a C 
class flare or larger before and after 48 hours around the AR detection time. The idea 
behind the operational association algorithm is to classify every AR detection in the AR 
catalogue as flaring or non-flaring. This is an essential requirement for testing the 
machine learning to determine its actual capability for flare prediction if it would be run 
in real-time, as a flare forecast system should provide prediction for every AR detection. 
On the other hand, the idea behind the segmented association algorithm is to select the 
AR detections that are very close in time before a flare, and AR detections that are far 
from flares (before and after a flare). To the author knowledge, this is the first time a 
new form of AR-flare association method is introduced (the segmented association) and 
the prediction performance of a machine learning algorithm is assessed by comparing 
the flare prediction accuracy of the machine learning when it is trained and tested using 
segmented dataset and non-segmented (operational) dataset.  
CCNN machine learning with two validation methods has been applied to the 
AR-flare association datasets that are provided by each association method, in order to 
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determine their flare prediction capability. The results from the machine learning 
application show that the segmented training and testing datasets are more successful 
than the operational training and testing datasets (Tables 4-5 and 4-7). This comparison 
shows that the value of FAR increases when operational training and testing sets are 
used, indicating that the system over predicts flare from AR detections that were 
observed within 24–48 hours before or 48 hours after a flare (i.e., the AR detections 
excluded from the segmented training and testing sets). This could be a result of the 
operational dataset including AR detections within 48 hours after a flare if the footprints 
of field topologies capable of producing low-magnitude flares do not significantly 
change in the photosphere over the course of a flare. AR detections observed shortly 
after a flare may then be predicted to flare, as they are similar to the machine learned 
pre-flare state, resulting in an increased number of false positive flare predictions. 
A comparison of the prediction measures that have been achieved here with the 
ones that have been achieved by other studies shows the followings. The HSS values 
that have been achieved here, when the machine learning is trained and tested on the 
segmented datasets are 0.72 and 0.75 (Tables 4-5 and 4-7). These values are higher 
when they are compared with other studies that also used segmented data. For example 
Yu et al. (Yu et al., 2009) achieve a mean HSS of 0.65 in predicting at least ten C flares 
(or one M class flare) within 48 hours, but discard observations that do not produce at 
least one C class flare. Mason and Hoeksema (Mason and Hoeksema, 2010) achieve a 
HSS of 0.69 in predicting X class flares within 6 hours of an observation, but do not 
predict for ARs that fall between two thresholds of property evolution in the 40 hours 
prior to a particular observation.  
In contrast to the segmented dataset, the HSS values that have been achieved 
when the operational dataset are supplied to the machine learning are 0.54 and 0.59 
CHAPTER FOUR 
 
91 
(Tables 4-5 and 4-7). These values are also higher when they are compared with other 
studies that used operational data. Barnes and Leka (Barnes and Leka, 2008) test an 
operational dataset using discriminant analysis, achieving a maximum HSS of 0.15 in 
predicting at least one M or X class flare within 24 hours. The major difference between 
these results is likely to come from the inclusion of predicting C class flares in the 
investigation conducted here, which are more common than M or X class flares. In 
addition, the machine learning adopted here is trained on a large dataset containing 
periods of minimum and maximum solar activity to expose the machine learning to the 
most complete and diverse properties of ARs. Colak and Qahwaji (Colak and Qahwaji, 
2009) report a maximum HSS of 0.51 for ASAP in predicting at least one C, M, or X 
class flare within 24 hours. These are quite similar results, with the marginal 
improvement offered by the experiment conducted here probably arising from the use of 
many magnetic field properties of ARs. 
The results from the machine learning using specific training and testing datasets 
show that the highest prediction performance for operational testing is obtained when 
the machine learning is trained on segmented data (Table 4-5). The value of HSS 
reached by this method (0.64) lies between the HSS values that are obtained from 
applying the machine learning with the cross-validation for the segmented data (0.72) 
and the operational data (0.54). In addition, the combination of segmented training and 
operational testing outperforms that of operational training and testing (HSS=0.59). 
This indicates that the machine learning system is capable of accurately applying the 
more clearly separated flare/no-flare parameter distributions in the segmented training-
set to the less distinct operational testing-set. It is also worth noting that this segmented 
training with operational testing also outperforms the operational training and testing 
scheme of ASAP (HSS=0.51). The segmented AR-flare association method that has 
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been presented in this chapter may have other benefits than simply increasing flare 
prediction accuracy of the machine learning. The segmented dataset used here discards 
AR detections that have held any flare history in the previous 48 hours. This will likely 
lead to the more accurate prediction of flaring “all-clear” periods because ARs that have 
flared in the past have a high potential to flare again in the future (Wheatland, 2005). 
The comparison above shows that the prediction measures that have been 
achieved here from applying CCNN machine learning on SMART’s AR properties are 
enhanced in comparison with other prediction models. This shows that a new flare 
prediction system with more reliable flare forecasts can be designed based on SMART’s 
AR properties and machine learning. The proposed name for this flare prediction system 
is “SMART-ASAP”, as it will be using AR properties generated by SMART system, 
and will be based on machine learning, which is initially inspired by ASAP. Currently, 
both SMART and the machine learning system are automated. The execution time for 
SMART to detect ARs from a single image and calculate the 21 properties is 
approximately equal to 20-60 seconds, while the machine learning can provide 
prediction in approximately 3-6 seconds, on a computer with 2.66 GHz Intel core 2 duo 
with 2GB of 800MHz DDR2 SDRAM. Hence SMART-ASAP will be suitable for near 
real-time operation. 
Further investigations are required to determine the prediction capability of 
SMART-ASAP to predict major flare (i.e. M class and above, and X class and above). 
Also, there is a need to include more properties into the SMART AR properties set, 
such as the IMC measurement (Chapter 2), and investigate their significance in relation 
to flare prediction accuracy. SMART currently operates on SOHO/MDI images only, 
which will become unavailable in the near future. Therefore further experiments are 
required to modify SMART so that it can operate on alternative data, such as SDO/HMI 
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magnetogram images. Further investigation will then be required to examine the 
similarity between AR properties extracted from these images, MDI and HMI. This is 
essential to determine the feasibility of designing a flare prediction system that is 
trained on data extracted from MDI images and operates on data extracted from HMI 
images.  
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CHAPTER FIVE 
5. DETERMINATION OF THE SIGNIFICANT AR 
PROPERTIES RELATED TO FLARE 
OCCURRENCE  
The aim of this chapter is to determine the AR properties that are most related to 
flare occurrence by applying feature selection and machine learning algorithms to 
SMART’s AR properties. Selecting the AR properties that are most related to flare 
occurrence is important to: (1) facilitate the development of efficient systems with 
enhanced computational and operational performances; (2) contribute to our 
understanding of the underlying physics behind flare occurrence. Feature selection, also 
known as variable selection or attribute selection, is the process of selecting a subset of 
features according to certain criteria (Liu and Motoda, 2008, Guyon, 2003, Liu et al., 
1998). This process enhances the efficiency and usability of a dataset by removing 
features that are irrelevant, redundant, and noisy (Liu and Motoda, 2008, Guyon, 2003, 
Liu et al., 1998). Feature selection has been applied in many areas of research, such as 
genomic analysis, text mining, and image retrieval. In this work, feature selection is 
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applied to select the AR properties that are most related to flare occurrence by selecting 
the features (AR properties) that are least redundant and most correlated with the class 
(flare/no-flare occurrences). To my knowledge, this is the first time feature selection has 
been applied to a set of AR properties to select the properties that are most related to 
flare occurrence. 
The investigations carried in this chapter can be described as follows. Feature 
selection algorithms are applied to the segmented AR-flare associated dataset, which are 
described in Chapter 4 Section 4.2, in order to select the AR properties that are most 
related to flare occurrence. The segmented AR-flare associated dataset have been 
adopted for the feature selection process as it is believed that it will aid the feature 
selection process to discriminate between flaring and non-flaring AR detections more 
clearly, because this dataset contains AR detections that were close in time before flares 
and AR detections that were not associated with flares for longer time period, as 
concluded in Chapter 4 Section 4.4. Then the data related to the selected AR properties 
are extracted from both the segmented and operational datasets and the CCNN machine 
learning algorithm is applied to each dataset in order to determine the flare prediction 
performance of the selected AR properties. A detailed description of the segmented and 
operational datasets is given in Chapter 4 Section 4.2. The flare prediction performances 
of the selected AR properties and the 21 AR properties, which are obtained in Chapter 4 
Section 4.3.2, are then compared in order to determine if the prediction capability of the 
21 AR properties can be achieved using the selected AR properties. An overview of the 
experiments that have been carried out in this chapter is also illustrated in Figure 5-1. 
This chapter is organised as follows. Section 5.1 provides a brief introduction to 
the AR-flare association algorithms that are used to generate datasets to experiment 
with. Section 5.2 provides a generic description of feature selection methods and 
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application. Section 5.3 introduces the feature selection algorithms that have been 
employed to carry out the experiments in this chapter. Section 5.4 discusses the 
application of feature selection and the results. Section 5.5 presents the conclusions of 
this chapter. 
 
Figure 5-1: An overview of the experiments conducted in this chapter. 
5.1. AR AND FLARE ASSOCIATIONS 
The experiments in this chapter have been carried out using NGDC’s flare and 
SMART’s AR property catalogues during April 1996 – December 2010. To enable the 
investigation of these catalogues, they have been associated in order to determine the 
flaring and non-flaring AR detections. Two forms of association methods have been 
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applied, which are: the operational association and the segmented association. A 
detailed description of each association algorithm is given in Chapter 3 Section 3.3 and 
Chapter 4 Section 4.2. The segmented AR-flare associated dataset is used during the 
feature selection process to determine the AR properties that are most related to flare 
occurrence, as it contain data that clearly distinct flaring and non-flaring AR detections, 
as concluded in Chapter 4 Section 4.4, while both segmented and operational datasets 
are used for the machine learning application to determine the prediction capability of 
the selected AR properties. 
5.2. FEATURE SELECTION 
Feature selection, also known as variable or attribute selection, is the process of 
investigating a set of data in order to select a subset of features according to a certain 
criteria (Liu and Motoda, 2008, Guyon, 2003, Hall, 1999). The aim of feature selection 
is to select relevant and informative features, by removing irrelevant, redundant, and 
noisy data (Guyon et al., 2006). Feature selection has been applied in many areas, such 
as genomic analysis, text mining, and image retrieval. Feature selection also has other 
benefits, such as:  
• Features reduction, which leads to reduce data dimensions. This is important to 
reduce storage requirements, increase operations speed, and economise 
computation resources for data generation utilisation.  
• Performance improvement, to enhance classifiers prediction accuracy. 
• Data understanding; provide underlying knowledge to the process that generated 
the data. 
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Feature selection algorithms can be evaluated according to certain 
characteristics, which are: 
• Supervised, Unsupervised or Semi-Supervised algorithms: Supervised 
algorithms select features by evaluating their correlation with their class. 
Unsupervised algorithms select features, which do not have a class, by 
exploiting data variance or distribution. Semi-Supervised algorithms can handle 
data with and without classes, and its aim is to use classified data as additional 
information to improve the performance of unsupervised feature selection 
algorithms.  
• Filter, Wrapper, or Embedded algorithms: Filter algorithms perform feature 
selection based on the general characteristics of the data. Wrapper algorithms 
use a specific learning algorithm and use its performance as an evaluation 
criterion to select features. Embedded algorithms select features as part of the 
training process, and feature relevance is obtained analytically from the 
objective of the learning model.  
• Univariate or Multivariate algorithms: Univariate algorithms rank features 
according to their individual relevance to the class. Multivariate algorithms rank 
features according to the feature-feature and feature-class relevance. When the 
relevance between a feature with the other features, and the relevance between a 
feature with the class is considered simultaneously during the feature selection 
process.  
• Subset or Weighted selection algorithms: Feature selection algorithms may 
return the selected features either as a set of selected features (subset) or all 
features ordered according to their relevance to the class (weighted). 
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Having described feature selection algorithms characteristics above, a feature 
selection algorithm goes through a number of processes. These processes can be 
described as follows: 
5.2.1. PRE-PROCESSING 
Feature selection is usually applied to a uniformed data format, which can be 
achieved by using normalisation or discretisation. Normalisation is the process of 
transforming the data into continuous numerical values within a specific range. The 
normalisation process is described in Chapter 3 Section 3.1.2. Discretisation is the 
process of transforming the data into discrete ranges. Detailed description of 
discretisation processes can be found in (Ding and Peng, 2005, Hall, 2000). Deciding 
the data format that should be considered depends on the adopted feature selection 
algorithm. 
5.2.2. VALIDATION  
Cross-validation can be adopted for feature selection applications to provide 
more robust findings. For instance, cross-validation can be applied to divide the data 
under investigation into a number of portions and feature selection can be applied to 
each portion. Further information about cross-validation is given in Section 3.1.3. 
5.2.3. FEATURE SUBSET GENERATION 
This stage selects feature candidates according to a certain search method. There 
are two common searching strategies, which are known as; exhaustive search, and 
heuristic search. Exhaustive search considers all possible feature subset combinations. 
This search strategy is prohibitive when applied on a large number of features. Heuristic 
search strategies are more feasible than exhaustive ones, when the investigated data 
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have large number of features (Hall, 1999). The common heuristic searching approaches 
are: forward search, when the search starts with no features and successively add 
features; backward search, when the search starts with all features and successively 
remove features; and bidirectional search, when the search start from somewhere in the 
middle and move outward from the starting point. Heuristic search strategies can give 
good results, however they do not guarantee finding the optimal feature subset. 
5.2.4. FEATURE SUBSET EVALUATION 
Feature subset evaluation measures the utility of the features in the candidate set, 
which is generated by the feature subset generation, using a certain evaluation measure. 
Based on the evaluation measure, new features are added or removed from the best 
features subset according to their relevance. During the evaluation stage, the feature 
subset is assessed according to a certain criteria to determine whether the feature 
selection should proceed or terminated.  
5.3.  FEATURE SELECTION ALGORITHMS 
There are a number of feature selection algorithms, which mainly differ in: the 
data type that they can handle; the feature subset generation method; and the feature 
subset evaluation. In this work feature evaluation algorithms with filter strategy and 
multivariate selection process have been adopted. Filter algorithms are one of the most 
common algorithms that are frequently used in real world applications, as they can be 
applied with any learning algorithm, have simple structure, and are fast (Liu et al., 
2010). Multivariate algorithms evaluate features, by assessing the feature-feature and 
feature-class relevance, which converge to a set of features with low redundancy and 
high relevance to the class. In this work, two feature evaluation algorithms have been 
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employed to experiment with, which are: Correlation-Based Feature Selection (CFS) 
(Hall, 1999) and Minimum Redundancy Maximum Relevance (MRMR) (Ding and 
Peng, 2005). More details about each algorithm are discussed below: 
 
5.3.1. CORRELATION-BASED FEATURE SELECTION (CFS) 
CSF is a supervised feature evaluation algorithm, with a filter strategy, 
multivariate selection, and outputs the selected features as a subset of features. This 
algorithm is based on selecting a subset of features that are highly correlated with the 
class and uncorrelated with each other. Features are considered to be correlated with the 
class if their values vary systematically with the class, contrary, features are considered 
to be uncorrelated if their values do not vary systematically with the class. Each feature 
is selected according to its capability to predict the class in areas that are not already 
predicted by other features. This algorithm can be applied to discrete or continuous data. 
CFS evaluates features using a particular correlation method, depending on the data 
type (discrete or continuous). CFS evaluates features using Equation 5-1 (Hall, 1999). 
𝑀𝑠 =  𝑘𝑟𝑐𝑓����
�𝑘 + 𝑘(𝑘 − 1)𝑟𝑓𝑓���� Equation 5-1 
Where MS is the heuristic “merit” of a feature subset containing k features; 𝑟𝑐𝑓���� is 
the average feature-class correlation; and 𝑟𝑓𝑓  is the average feature-feature inter-
correlation. The correlation type in (𝑟𝑐𝑓 and 𝑟𝑓𝑓) is determined according to the type of 
the data supplied to the algorithm, when symmetrical uncertainty correlation is applied 
for discrete data, and Pearson’s correlation is applied to continuous data. Equation 5-1 is 
applied to a group of features (k), which are selected by a particular search method for a 
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number of times, and the group of features that have the highest merit (MS) are 
considered to be the best features.  
CFS has been applied with two common heuristic search methods, which are: 
greedy hill climbing (or greedy stepwise) search and best-first search. The greedy hill 
climbing searching method, adopts the forward or backward searching approaches to 
select features candidates by searching the entire set of features as long as the feature 
evaluation does not degrade. The best-first searching method, adopts the forward, 
backward, or bidirectional searching approaches to select features candidates. Best-first 
allows backtracking during the search, so when a certain path look less promising, best-
first can back-track to a more promising previous subset and continue from there. 
However, a stopping criterion is applied if a limited number of fully expanded subsets, 
normally 5, result in no further improvements. Detailed description about CFS feature 
evaluation and the search methods can be obtained from (Hall, 1999). 
5.3.2. MINIMUM REDUNDANCY MAXIMUM RELEVANCE (MRMR) 
MRMR is a supervised feature evaluation method, with a filter strategy, 
multivariate selection approach, and outputs the selected features as a list of features 
according to their weights. MRMR selects features that are mutually dissimilar to each 
other (minimum redundancy), but highly related to the class (maximum relevance). This 
method can be applied to discrete or continuous data. For discrete data, Equation 5-2 is 
applied to calculate the minimum redundancy between features and Equation 5-3 is 
applied to calculate the maximum relevance between the features and the class. For 
continuous data, Equation 5-4 is applied to calculate the minimum redundancy between 
features and Equation 5-5 is applied to calculate the maximum relevance between the 
features and the class (Ding and Peng, 2005).  
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𝑚𝑖𝑛𝑊,   𝑊𝐼 =  1|𝑆|2  � 𝐼(𝑖, 𝑗)
𝑖,𝑗∈𝑆  Equation 5-2 
 
𝑚𝑎𝑥 𝑉,   𝑉𝐼 =  1|𝑆|  �𝐼(ℎ, 𝑖)
𝑖∈𝑆
 Equation 5-3 
 
𝑚𝑖𝑛𝑊,   𝑊𝑐 =  1|𝑆|2  � |𝑐(𝑖, 𝑗)|
𝑖,𝑗  Equation 5-4 
 
𝑚𝑎𝑥 𝑉,   𝑉𝐹 =  1|𝑆|  �𝐹(𝑖,ℎ)
𝑖∈𝑆
 Equation 5-5 
 V is the minimum redundancy; W is the maximum relevance; S is the set of 
features; I (i, j) is the mutual information between features i and j; c (i, j) is the Pearson 
correlation coefficient between feature i and j; F (i, j) is the F-statistic between features 
i and j; and h is the target class. As mentioned previously, MRMR can be applied to 
discrete or continuous data. For discrete data, the mutual information is used to 
calculate the level of similarity between the features to measure the minimum 
redundancy and it is also used to calculate the discriminant power between the features 
and the class to measure the maximum relevance. For continuous data, the Pearson 
correlation coefficient is used to calculate the similarity between the features to measure 
the minimum redundancy, while the F-test is used to calculate the maximum relevance 
between the features and the class. The minimum redundancy (W) and maximum 
relevance (V) values are optimised simultaneously by combining them into a single 
criterion function. This is obtained by subtracting or dividing the two values, max (V - 
W) or max (V / W). For discrete data, this is named the Mutual Information Difference 
CHAPTER FIVE 
 
104 
(MID) and Mutual Information Quotient (MIQ). For continuous input, the values are 
named the F-test Correlation Difference (FCD) and F-test Correlation Quotient (FCQ). 
MIQ and FCQ, however, seems to provide better results (Ding and Peng, 2005). 
MRMR uses heuristic forward search to provide features for evaluation. More details 
about MRMR can be obtained from (Ding and Peng, 2005). 
5.4. FEATURE SELECTION APPLICATION TO SELECT THE 
SIGNIFICANT AR PROPERTIES RELATED TO FLARE 
OCCURRENCE 
This section provides a description of feature selection application to the AR-
flare associated datasets and the achieved results. Two feature evaluation algorithms 
have been applied, which are CFS and MRMR, described in Section 5.3. As described 
in the previous sections, Sections 5.2 and 5.3, a feature selection process can be carried 
out by applying a feature evaluation method in combination with: different data format 
inputs and different search methods. For the experiments that have been carried out 
here, all possible combinations of feature selection processes have been considered, and 
they were 11 in total.  
Initially, feature selection has been applied to the segmented AR-flare associated 
dataset, which consist of 21 AR properties, as follows. Cross-validation is applied to the 
input data to select a sample consists of 50% of the data in a random manner and then 
feed the data to the feature selection algorithm to select the best AR properties set. This 
process is repeated 20 times and the most common set of AR properties is selected. The 
application of the feature selection is also illustrated in the flowchart in Figure 5-2. The 
selected AR properties from each feature selection process are shown in Table 5-1. In 
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all of the tables in this section, AR properties are denoted according to their numbers, 
which are given in Chapter 4 Table 4-1. It is important to note when viewing Table 5-1, 
that CFS and MRMR present results differently. CFS determines the best subset of AR 
properties, while MRMR ranks the AR properties according to their importance and it 
has been set up to select the best 10 properties.  
 
Figure 5-2: An illustration of feature selection application on the segmented AR-flare 
associated dataset to select the initial AR properties set. The feature selection process 
(surrounded by the dotted lines) is described in Section 5.2. 
It is noticeable when viewing Table 5-1 that the results from each feature 
selection process are different. It is therefore not possible to indicate the best set of AR 
properties directly using the results of a one feature selection algorithm. However, 
despite variations in the results from each feature selection process, it is noticeable that 
certain AR properties are selected by all of the methods. These AR properties can be 
considered to be more relevant to flaring. Therefore these AR properties were grouped 
according to their frequencies (the number of their appearance in each group). Overall, 
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4 groups of the selected AR properties were considered for comparison: the first 
represents the union of the results from all CFS applications; the second represents the 
results of MRMR-MIQ; the third represents the result of MRMR-FCQ; and the forth 
represents the results for MRMR-FCD. The 4 groups have been compared in order to 
determine the frequencies of each selected AR property. The results are shown in Table 
5-2. The first group shows the AR properties which appeared 4 times, the second group 
shows the AR properties which appeared at least 3 times, the third group shows the AR 
properties which appeared at least 2 times, and the fourth group shows the AR 
properties which appeared at least one time. 
Table 5-1: The AR properties that have been selected by each feature selection process. 
AR properties are denoted according to their numbers, which are given in Chapter 4, 
Table 4.1.  
Process 
No. 
Evaluation 
Method 
Search 
Method 
Data 
Type 
Output 
Type Selected AR Properties 
1 CFS BestFirst Backward Normalised Subset v7, v9, v13 
2 CFS BestFirst Bidirectional Normalised Subset v7, v9, v13 
3 CFS BestFirst Forward Normalised Subset v7, v9, v13 
4 CFS GreedyStepwise Backward Normalised Subset 
v5, v6, v7, v13, v14, v15, v19, 
v20, v21 
5 CFS GreedyStepwise Forward Normalised Subset v7, v9, v13 
6 CFS BestFirst Backward Discretised Subset v9, v13, v14, v18, v19, v20 
7 CFS BestFirst Bidirectional Discretised Subset v9, v13, v14, v18, v19, v20 
8 CFS BestFirst Forward Discretised Subset v9, v13, v14, v18, v19, v20 
9 MRMR- MIQ Forward Discretised Weighted 
v13, v21, v20, v19, v18, v17, 
v16, v15, v14, v11 
10 MRMR- FCQ Forward Normalised Weighted 
v13, v4, v14, v15, v21, v7, v6, 
v20, v11, v19 
11 MRMR- FCD Forward Normalised Weighted 
v13, v21, v14, v20, v15, v4, 
v5, v19, v7, v18 
  
CHAPTER FIVE 
 
107 
Table 5-2: The frequencies of the selected AR properties which are obtained by 
comparing the union of CFS results, MRMR-MIQ, MRMR-FCQ and MRMR-FCD 
from Table 5-1. The selected properties are indicated as (X) against their property 
number. The names of the selected properties are given in the bottom part of the table.  
Group 
No. 
No. of 
Props. 
Selection 
Frequency 
AR Property Number 
v1 v2 v3 v4 v5 v6 v7 v8 v9 v10 v11 v12 v13 v14 v15 v16 v17 v18 v19 v20 v21 
G1 6 4 - - - - - - - - - - - - X X X - - - X X X 
G2 8 >=3 - - - - - - X - - - - - X X X - - X X X X 
G3 12 >=2 - - - X X X X - - - X - X X X - - X X X X 
G4 15 >=1 - - - X X X X - X - X - X X X X X X X X X 
 AR Properties Key Number and Description 
v4 Area v9 ∆Φ/∆t v15 ∇MAX v19 WLSG 
v5 Φ v11 BMAX v16 ∇MEAN v20 R* 
v6 Φ+ v13 LNL v17 ∇MEDIAN v21 WLSG* 
v7 Φ− v14 LSG v18 R  
 
To examine the significance of each group of AR properties in Table 5-2, their 
data are extracted from both the segmented and operational AR-flare associated datasets 
and CCNN machine learning with cross-validation has been applied to the data that 
belong to each AR properties group from both the segmented and operational AR-flare 
associated datasets in order to determine their prediction capability. The CCNN with 
cross-validation process and the prediction evaluation have been carried out similarly to 
the process explained in Chapter 3 Section 3.1. In order to examine the significance of 
the prediction measures of the selected AR properties in each group, they are compared 
with the prediction measures of the 21 AR properties, which are described in Chapter 4 
Section 4.3.2. The prediction measures of the selected AR properties in each group and 
the 21 AR properties are shown in Tables 5-3 and 5-4. Table 5-3 shows the prediction 
measures of the fill-set 21 AR properties and the prediction measures of each group of 
the selected AR properties, when the segmented AR-flare associated dataset are used. 
Table 5-4 shows the prediction measures of the fill-set 21 AR properties and the 
prediction measures of each group of the selected AR properties, when the operational 
AR-flare associated dataset are used. It can be noticed when the results in Tables 5-3 
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and 5-4 are examined that the prediction measures of the 21 AR properties are 
comparable to the prediction measures of the selected AR properties in each group. The 
achieved results show that a minimum-set consisting of 6 AR properties or a maximum-
set consisting of 15 AR properties can achieve very similar prediction measures as the 
one achieved by the 21 AR properties. The sets with 6 and 8 AR properties achieved 
slightly lower prediction measures than the 21 AR properties, while the sets with 12 and 
15 AR properties achieved very similar prediction measures as the 21 AR properties.  It 
seems that the majority of the prediction measures can be achieved using the minimum-
set that consist of 6 AR properties, however, including a greater number of AR 
properties leads to a marginally higher prediction performance. 
Also, examining the results in Tables 5-3 and 5-4, it has been noticed that the 
selected AR properties fall into categories, which can be ranked according to their 
importance as follows:  
1. LNL, LSG, ∇MAX, WLSG, R*, and WLSG*. 
2. Φ− , R. 
3. A, Φ, Φ+, BMAX. 
4. ∆Φ/∆t, ∇MEAN, ∇MEDIAN. 
 
The properties in the first group are all related to magnetic neutral lines and are 
all extensive quantities (with the exception of ∇MAX). These properties are commonly 
considered to be highly relevant to flaring (Falconer et al., 2009, Schrijver, 2007, Cui et 
al., 2006) due to their indication of non-potentiality in magnetic field topology. The 
rank ordering of the less frequently selected AR properties in terms of significance for 
flare prediction is not surprising, with extensive measurements of total magnetic flux 
(Φ) and area (A) being generally more relevant than intensive measurements such as 
statistical moments of the magnetic field distribution (Welsch et al., 2009).  
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Table 5-3: The prediction measures of the 21 AR properties (Top), which are obtained 
from Chapter 4 Section 4.3.2 Table 4-7, and the selected AR properties in each group 
(Bottom), which are shown in Table 5-2. The prediction measures obtained by applying 
machine learning on the segmented dataset.  
Segmented Dataset 
Benchmark – Machine Learning using Cross Validation on all AR Properties 
 
No. of AR 
Properties MSE TPR FPR TNR FNR FAR ACC HSS 
21 0.017 0.662 0.008 0.992 0.338 0.176 0.974 0.720 
Experiment – Machine Learning using Cross Validation on Selected AR Properties 
Group  
No 
No. of AR 
Properties MSE TPR FPR TNR FNR FAR ACC HSS 
G1 6 0.018 0.610 0.007 0.993 0.390 0.163 0.972 0.690 
G2 8 0.018 0.610 0.007 0.993 0.390 0.157 0.972 0.691 
G3 12 0.017 0.650 0.008 0.992 0.350 0.168 0.973 0.716 
G4 15 0.017 0.659 0.008 0.992 0.341 0.165 0.974 0.723 
 
Table 5-4: The prediction measures of the 21 AR properties (Top), which are obtained 
from Chapter 4 Section 4.3.2 Table 4-7, and the selected AR properties in each group 
(Bottom), which are shown in Table 5-2. The prediction measures obtained by applying 
machine learning on the operational dataset. 
Operational Dataset 
Benchmark – Machine Learning using Cross-Validation on all AR Properties 
 
No. of AR 
Properties MSE TPR FPR TNR FNR FAR ACC HSS 
21 0.024 0.455 0.010 0.990 0.545 0.278 0.962 0.539 
Experiment – Machine Learning using Cross-Validation on Selected AR Properties 
Group 
No 
No. of AR 
Properties MSE TPR FPR TNR FNR FAR ACC HSS 
G1 6 0.025 0.440 0.009 0.991 0.560 0.277 0.961 0.528 
G2 8 0.025 0.454 0.010 0.990 0.546 0.292 0.961 0.533 
G3 12 0.025 0.457 0.010 0.990 0.543 0.286 0.962 0.538 
G4 15 0.024 0.467 0.011 0.989 0.533 0.288 0.962 0.545 
 
5.5. CONCLUSIONS 
In this chapter, advanced feature selection and machine learning algorithms have 
been applied for the first time on solar data, in order to determine the AR properties that 
are most relevant to flare occurrence. Catalogues of AR properties generated by 
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SMART and flare events obtained from NGDC during April 1996 – December 2010 
have been considered for investigation. To enable the investigation of these catalogues 
and to enable the application of feature selection, AR and flare catalogues have been 
associated in order to determine the flaring and non-flaring AR detections. Two forms 
of association algorithms have been considered, which are: segmented association and 
operational association.  
Feature selection is applied to the segmented AR-flare associated dataset in 
order to determine the best set of AR properties which are least redundant and highly 
correlated with flares. Different feature selection processes have been applied, and it is 
found that each process provided a different set of AR properties. It is noticeable though 
that a number of AR properties were selected by each feature selection process. These 
AR properties were considered to be more relevant to flaring. The repeatedly selected 
properties are therefore grouped together into groups according to their frequencies. In 
total, there were 4 groups of the selected AR properties; the first group consisted of 6 
properties, the second group consisted of 8 properties, the third group consisted of 12 
properties, and the fourth group consisted of 15 properties. The individual AR 
properties in each group can be seen in Table 5-2. The AR-flare associated data that 
relate to the selected AR properties in each group are extracted from both the segmented 
and operational datasets. CCNN machine learning with cross-validation was then 
applied to extracted data that relates to the AR properties in each group in order to 
determine their prediction measures. It was found that the achieved prediction measures 
for all of the selected properties were comparable to the prediction measures of the 21 
AR properties (Tables 5-3 and 5-4). 
In conclusion, it is found that minimum-set consists of 6 properties or a 
maximum-set consist of 15 properties include the AR properties that are most related to 
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flare occurrence and they can be used to achieve similar prediction measures as the one 
achieved by the full 21 AR properties. It is noticed that using the minimum-set of AR 
properties (6 properties) can achieve most of the flare prediction measures, and adding 
more AR properties to the minimum-set results in a slightly marginal increase in the 
prediction measures. Therefore it can be concluded that the 6 AR properties in the 
minimum-set are the properties that are mostly related to flares. The results also show 
that the selected AR properties fall into categories, which can be ranked according to 
their importance as follows: 
1. LNL, LSG, ∇MAX, WLSG, R*, and WLSG*, 
2. Φ− , R. 
3. A, Φ, Φ+, BMAX. 
4. ∆Φ/∆t, ∇MEAN, ∇MEDIAN. 
The AR properties in the first group, which are related to the polarity separation 
line, are seen to be the most significant. These properties are proxies for the degree of 
non-potentiality within an AR. Non-potentiality is believed to be one of the most 
important factors in enabling flares to occur as it allows suitable amounts of energy to 
be stored in the magnetic field (Régnier and Priest, 2007). In addition, five of the six 
most significant properties in the first group were found to be extensive properties, with 
the sixth being the maximum field gradient (∇MAX) that is an intensive property. 
The technologies developed in this chapter and the achieved results make an 
important contribution to the design of an efficient flare prediction system with 
enhanced computational and operational performances. The achieved results are also 
significant to enhance our understanding of the underlying physics behind flare 
occurrence. However, the work presented here can be improved by considering other 
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forms of feature selection algorithms, such as (Xudong, 2011), and adopt data fusion to 
process the selected sets of AR properties in order to select the optimum AR properties 
that are related to flares. Also, further investigations can be carried out to consider more 
AR properties and establish the significant AR properties that are related to different 
flare levels, i.e. AR properties versus M and X class flares.  
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CHAPTER SIX 
6. CONCLUSIONS AND FUTURE WORK 
6.1. CONCLUSIONS 
6.1.1. DETAILED CONCLUSION 
A reminder of the aims of this thesis, the achieved findings, and conclusion 
remarks are discussed as follows:  
• The aim of Chapter 2 is to: “Develop a new measurement based on the novel 
Ising model to estimate the magnetic complexity of ARs in solar images and assess its 
relationship with flare occurrence”. 
Inspired by the physical Ising model, the novel IMC model has been developed, 
implemented, and tested on ARs to determine its relationship with flare occurrence. 
Numerical and visual representation of the IMC measurement has been determined for a 
number of ARs and then examined in relation to flare occurrence. For the numerical 
representation of the IMC, the experiments results have shown that ARs with high 
flaring activities had a high IMC level, while ARs with low flaring activities have a low 
IMC level. According to the achieved results, it seems that one rule of thumb of the 
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IMC measurement can be concluded, which is: when ARs’ IMC increases above 0.8, C 
class flares and larger can be expected to occur, otherwise, when the IMC is below 0.8, 
no flares larger than B class flares are expected to occur. The IMC has also been 
investigated against McIntosh classification, and it has been found that the McIntosh 
classes that are known have high flaring probability have high IMC values and the 
McIntosh classes that have low flaring probability have low IMC values. This shows 
that the IMC and the McIntosh classification are related and they can be investigated 
further to enhance understanding of the characteristics of flaring and non-flaring ARs, 
and determine if accurate flare predictions can be obtained using these two parameters. 
For the visual representation of the IMC, colour maps of the IMC in ARs showed that 
areas with high IMC level seem to correspond with flare eruptions locations while areas 
with low IMC level seem to correspond with flare-quiet areas. This shows that colour 
maps of the IMC can have potential for indicating the footprints of the magnetic loops 
that are related to flares. The findings achieved from the IMC model application seems 
to be important as they can indicate ARs’ flaring status and the flare locations in ARs. 
This shows that the IMC model can have significance in the solar physics field and it 
can be adopted in solar flare forecasting. 
A limited number of ARs, however, have been investigated to examine the 
visual representation of IMC in ARs. This is because it was not possible to access AR 
images which have their flares located on the images in a similar manner to the 
investigated images. Further work is required to investigate the visual representation of 
the IMC using a larger number of AR images and flare locations within ARs. This 
would enable better conclusions to be drawn of the benefits of the IMC colour maps. 
Also, the calculation of the IMC measurement is currently based on pixel intensities in 
GIF images. More accurate calculation of the IMC can be obtained using the actual 
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magnetic field values in solar images. The IMC model has only been applied on 
SOHO/MDI magnetogram images, which will be available for the next few years only. 
Further tests are required to investigate the similarity of the IMC measurements of ARs 
extracted from images obtained from different satellites, such as SDO/HMI images. 
 
• The aim of Chapter 3 is to: “Enhance the prediction accuracy of the current 
flare prediction system, ASAP, by adopting the IMC measurement”. 
The flare prediction capability of the new AR measurement, the IMC, has been 
investigated using CCNN machine learning algorithm, to examine its significance on 
improving the flare prediction accuracy of the current flare prediction system, ASAP. 
The McIntosh classes, area, and IMC for ARs during April 1996 to December 2008 
have been determined and then associated with flares in order to in order to determine 
the flaring and non-flaring AR detections. This is important to enable the machine 
learning application. AR detections are classified as “flaring” if they caused a C class 
flare or larger in the following 24 hours, or “non-flaring” if they did not cause a C class 
flare or larger in the following 24 hours. This form of association is named as the 
“operational association”, as it classifies every AR detection in the investigated period 
as flaring or non-flaring. This form of association is essential, particularly for the testing 
stage, as it should reflect the actual capability of the machine learning for real-time 
operation. The approach of the operational association satisfies the primary requirement 
of a real-time operational prediction system, such that each AR detection must be given 
a prediction and so requires classification as either flaring or non-flaring. 
CCNN machine learning algorithm with two validation methods has been 
applied to the AR-flare associated dataset that correspond with the two sets of AR 
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properties. The first AR property set consists of McIntosh classes and area, which are 
the parameters that ASAP system is based on. The second AR property set consists of 
McIntosh classes, area, and IMC. The flare prediction capability of the investigated AR 
property sets have then been evaluated using a number of standard forecasting 
measures, which are introduced in (Fawcett, 2006, Balch, 2008). Comparing the 
achieved prediction measures, particularly the HSS values which is one of the best 
indicators of the overall performance of a prediction method (Barnes and Leka, 2008), 
shows that the AR property set which included the IMC property achieved more 
accurate predictions (the HSS from applying CCNN with specific training and testing 
set is 0.3 and the HSS from applying CCNN with cross-validation is 0.35) than the AR 
property set without the IMC (the HSS from applying CCNN with specific training and 
testing set is 0.26 and the HSS from applying CCNN with cross-validation is 0.28). In 
conclusion, the results from applying machine learning with two validation methods 
show that more accurate flare prediction measures have been achieved when the IMC 
property is added with the McIntosh classes and area properties.  
The achieved results in this chapter show that the IMC property is relevant for 
flare forecasting and can be integrated with ASAP to enhance its flare prediction 
accuracy. However, the work presented in this chapter is still limited and it can be 
improved by investigating the relevance of IMC property for predicting major flares (M 
and X class flares). Also, it is necessary to investigate with other machine learning 
algorithms, such as SVM, and use more AR properties in order to determine the 
optimum prediction measures that can be achieved and create an efficient flare 
prediction model. Furthermore, the associated data that have been experimented with 
here are highly unbalanced (the proportion of non-flaring AR detections is significantly 
high in comparison with the flaring AR detections). The performance of learning 
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algorithms can be improved by applying techniques to balance the investigated data. 
However, the performance improvement can vary depending on the considered learning 
algorithm (Hulse et al., 2007), and in (Khoshgoftaar et al., 2010) it was found that ANN 
performance can only be slightly improved when the investigated data are balanced. 
Nevertheless, it is advantageous to investigate in the future how balancing the data can 
affect the performances achieved in this work. The methods described in (Khoshgoftaar 
et al., 2010), can be considered in the future to balance the investigated data.  
 
• The aim of Chapter 4 is to: “Facilitate the design of a new flare prediction 
system with enhanced prediction capability and efficient computational and operational 
performances”.  
The flare prediction capability of 21 AR properties generated by the recently 
developed SMART system has been investigated for the first time using the CCNN 
machine learning algorithm. To enable the application of machine learning, SMART’s 
AR property and NGDC’s flare catalogues have been associated in order to determine 
flaring and non-flaring AR detections. Two forms of association methods have been 
employed to determine and compare the performance of the machine learning using 
datasets produced by each association method. These association methods are: the 
operational association and the segmented association. Both association methods have 
the same criteria for classifying flaring AR detections, which is: AR detections that 
caused a C class flare or larger in the following 24 hours are classified as “flaring”. 
However, the association algorithms have different criteria for classifying non-flaring 
AR detections. The operational association classify AR detections as “non-flaring” if 
they did not cause a C class flare or larger in the following 24 hours, while the 
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segmented association classify AR detections as “non-flaring” if they did not cause a C 
class flare or larger before and after 48 hours around the AR detection time. The idea 
behind the operational association algorithm is to classify every AR detection in the AR 
catalogue as flaring or non-flaring. This is an essential requirement for testing the 
machine learning to determine its actual capability for flare prediction if it would be run 
in real-time, as a flare forecast system should provide prediction for every AR detection. 
On the other hand, the idea behind the segmented association algorithm is to select the 
AR detections that are very close in time before a flare, and AR detections that are far 
from flares (before and after a flare). To the author’s knowledge, this is the first time a 
new form of AR-flare association method has been introduced (the segmented 
association) and the prediction performance of a machine learning algorithm is assessed 
by comparing the flare prediction accuracy of the machine learning when it is trained 
and tested using segmented dataset and non-segmented (operational) dataset.  
The flare prediction capabilities of the AR-flare associated datasets, which are 
provided by each association algorithm, are then determined by applying CCNN 
machine learning algorithm. CCNN machine learning algorithm have been applied 
using two validation methods and the results from the machine learning application 
show that the segmented training and testing datasets are more successful than the 
operational training and testing datasets. A comparison of the prediction measures that 
have been achieved here with the ones that have been achieved by other studies shows 
the followings. The HSS values that have been achieved here, when the machine 
learning is trained and tested on the segmented datasets are 0.72 and 0.75. These values 
are higher when they are compared with other studies that also used segmented data. 
For example Yu et al. (Yu et al., 2009) achieve a mean HSS of 0.65 in predicting at 
least ten C flares (or one M class flare) within 48 hours, but discard observations that do 
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not produce at least one C class flare. Mason and Hoeksema (Mason and Hoeksema, 
2010) achieve a HSS of 0.69 in predicting X class flares within 6 hours of an 
observation, but do not predict for ARs that fall between two thresholds of property 
evolution in the 40 hours prior to a particular observation. In contrast to the segmented 
dataset, the HSS values that have been achieved when the operational dataset is 
supplied to the machine learning are 0.54 and 0.59. These values are also higher when 
they are compared with other studies that used operational data. Barnes and Leka 
(Barnes and Leka, 2008) test an operational dataset using discriminant analysis, 
achieving a maximum HSS of 0.15 in predicting at least one M or X class flare within 
24 hours. The major difference between these results is likely to come from the 
inclusion of predicting C class flares in the investigation conducted here, which are 
more common than M or X class flares. In addition, the machine learning adopted here 
is trained on a large dataset containing periods of minimum and maximum solar activity 
to expose the machine learning to the most complete and diverse properties of ARs. 
Colak and Qahwaji (Colak and Qahwaji, 2009) report a maximum HSS of 0.51 for 
ASAP in predicting at least one C, M, or X class flare within 24 hours. These are quite 
similar results, with a marginal improvement offered by the experiments conducted here 
probably arising from the use of many magnetic field properties of ARs. 
The results from applying the machine learning using specific training and 
testing datasets show that the highest prediction performance for operational testing is 
obtained when the machine learning is trained on segmented data. The value of HSS 
reached by this method (0.64) lies between the HSS values that are obtained from 
applying the machine learning with the cross-validation for the segmented data (0.72) 
and the operational data (0.54). In addition, the combination of segmented training and 
operational testing outperforms that of operational training and testing (HSS=0.59). 
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This indicates that the machine learning system is capable of accurately applying the 
more clearly separated flare/no-flare parameter distributions in the segmented training-
set to the less distinct operational testing-set. It is also worth noting that this segmented 
training with operational testing also outperforms the operational training and testing 
scheme of ASAP (HSS=0.51). The segmented AR-flare association method that has 
been presented in this chapter may have other benefits than simply increasing flare 
prediction accuracy of the machine learning. The segmented dataset used here discards 
AR detections that have held any flare history in the previous 48 hours. This will likely 
lead to the more accurate prediction of flaring “all-clear” periods because ARs that have 
flared in the past have a high potential to flare again in the future (Wheatland, 2005). 
The comparison above shows that the prediction measures that have been 
achieved here from applying CCNN machine learning on SMART’s AR properties are 
enhanced in comparison with other prediction models. This shows that a new flare 
prediction system with more reliable flare forecasts can be designed based on SMART’s 
AR properties and machine learning. The proposed name for this flare prediction system 
is “SMART-ASAP”, as it will be using AR properties generated by SMART system, 
and will be based on machine learning, which is initially inspired by ASAP. Currently, 
both SMART and the machine learning system are automated. The execution time for 
SMART to detect ARs from a single image and calculate the 21 properties is 
approximately equal to 20-60 seconds, while the machine learning can provide 
prediction in approximately 3-6 seconds, on a computer with 2.66 GHz Intel core 2 duo 
with 2GB of 800MHz DDR2 SDRAM. Hence SMART-ASAP will be suitable for near 
real-time operation. 
Further investigations are required to determine the prediction capability of 
SMART-ASAP to predict major flares (i.e. M class and above, and X class and above). 
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Also, there is a need to include more properties into the SMART AR properties set, 
such as the IMC measurement (Chapter 2), and investigate their significance to flare 
prediction accuracy. SMART currently operates on SOHO/MDI images only, which 
will become unavailable in the near future. Therefore further experiments are required 
to modify SMART so it can operate on alternative data, such as SDO/HMI 
magnetogram images. Further investigation will then be needed to examine the 
similarity between AR properties extracted from these images, MDI and HMI. This is 
essential to determine the feasibility of designing a flare prediction system that is 
trained on data extracted from MDI images and operate on data extracted from HMI 
images.  
 
• The aim of Chapter 5 is to: “Contribute to the enhancement of our 
understanding of the underlying physics behind flare occurrence”.  
Advanced feature selection and machine learning algorithms have been applied 
for the first time on solar data, in order to determine the AR properties that are most 
relevant to flare occurrence. Catalogues of AR properties generated by SMART and 
flare events obtained from NGDC during April 1996 – December 2010 have been 
considered for investigation. To enable the investigation of these catalogues and to 
enable the application of feature selection, AR and flare catalogues have been 
associated in order to determine the flaring and non-flaring AR detections. Two forms 
of association algorithms have been considered, which are: segmented association and 
operational association. The association algorithms are described in Chapters 3 and 4.   
Feature selection is applied to the segmented AR-flare association dataset in 
order to determine the best set of AR properties which are least redundant and highly 
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correlated with flares. Different feature selection processes have been applied, and it is 
found that each process provided a different set of AR properties. It was noticed though 
that a number of AR properties were selected by each feature selection process. These 
AR properties were considered to be more relevant to flaring. The repeatedly selected 
properties are therefore grouped together into groups according to their frequencies. In 
total, there were 4 groups of the selected AR properties; the first group consisted of 6 
properties, the second group consisted of 8 properties, the third group consisted of 12 
properties, and the fourth group consisted of 15 properties. The AR-flare associated data 
that relate to the selected AR properties in each group are extracted from both the 
segmented and operational datasets. CCNN machine learning with cross-validation was 
then applied to extracted data that relates to the AR properties in each group in order to 
determine their prediction measures. It was found that the achieved prediction measures 
for all of the selected properties were comparable to the prediction measures of the 21 
AR properties. 
In conclusion, it is found that minimum-set consists of 6 properties or a 
maximum-set consists of 15 properties includes the AR properties that are most related 
to flare occurrence and they can be used to achieve similar prediction measures as the 
one achieved by the full 21 AR properties. It is noticed that using the minimum-set of 
AR properties (6 properties) can achieve most of the flare prediction measures, and 
adding more AR properties to the minimum-set results in a slightly marginal increase in 
the prediction measures. Therefore it can be concluded that the 6 AR properties in the 
minimum-set are the properties that are mostly related to flares. The results also show 
that the selected AR properties fall into categories, which can be ranked according to 
their importance as follows: 
  
CHAPTER SIX 
 
123 
1. LNL, LSG, ∇MAX, WLSG, R*, and WLSG*, 
2. Φ− , R. 
3. A, Φ, Φ+, BMAX. 
4. ∆Φ/∆t, ∇MEAN, ∇MEDIAN. 
The AR properties in the first group, which are related to the polarity separation 
line, are seen to be the most significant. These properties are proxies for the degree of 
non-potentiality within an AR. Non-potentiality is believed to be one of the most 
important factors in enabling flares to occur as it allows suitable amounts of energy to 
be stored in the magnetic field (Régnier and Priest, 2007). In addition, five of the six 
most significant properties in the first group were found to be extensive properties, with 
the sixth being the maximum field gradient (∇MAX) that is an intensive property. 
The technologies developed in this chapter and the achieved results make an 
important contribution to the design of an efficient flare prediction system with 
enhanced computational and operational performances. The achieved results are also 
significant to enhancing our understanding of the underlying physics behind flare 
occurrence. However, the work presented here can be improved by considering other 
forms of feature selection algorithms, such as (Xudong, 2011), and adopting data fusion 
to process the selected sets of AR properties in order to select the optimum AR 
properties that are related to flares. Further investigations can be carried out to consider 
more AR properties and find the significant AR properties that are related to different 
flare levels, i.e. AR properties versus M and X class flares.  
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6.1.2. OVERALL CONCLUSION 
The main achievements of the research presented in this thesis are the 
modification, development, and utilisation of advanced technologies, such as image 
processing, machine learning, and feature selection to: extract and analyse the 
information about ARs and flares embedded in historical solar images and catalogues; 
quantify a new AR measurement; establish the flare prediction capability of AR 
properties; and determine the AR properties that are most related to flare occurrence. 
The application and findings presented in this thesis are significant because a 
strong relationship has been established between the investigated AR properties and 
flare eruptions and an indication of the AR properties that are most related to flare 
occurrence has been drawn. Therefore, it is believed that these technologies and 
findings will contribute to enhancing understanding of the underlying physics behind 
flare occurrence and contribute to the design of an efficient flare prediction system with 
enhanced computational and operational performances.  
However, the work presented in this thesis is still limited. While flares events 
occur in the corona, they have been investigated here against properties observed in the 
photosphere of the Sun. Further investigations are required to study the evolution of a 
number of photospheric and coronal properties in relation to different flare intensities. 
There is also a need to utilise other technologies, (i.e. machine learning algorithms and 
feature selection algorithms), and investigate with data extracted from other sources (i.e. 
SDO images) to extract further findings and confirm our current knowledge. Plans to 
investigate the limitations of the work presented in this thesis are discussed in Section 
6.2. 
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6.2. FUTURE WORK 
The research work presented in this thesis can be extended further by 
considering the following suggestions: 
• The IMC model, presented in Chapter 2, can be improved by using the actual 
magnetic field values in solar images. It can also be applied on ARs detected by 
the new detection system, SMART. This would enable the undertaking of 
further experiments to determine the relationship between AR’s IMC properties 
and flare eruptions.  
• In Chapters 3, 4, and 5, machine learning and feature selection algorithms have 
been applied on unbalanced data. The performance of machine learning feature 
selection algorithms can be improved by applying techniques to balance the 
investigated data. However, the performance improvement can vary depending 
on the considered algorithm (Hulse et al., 2007). For example, it was found in 
(Khoshgoftaar et al., 2010) that ANN machine learning algorithms performance 
can only be slightly improved when the investigated data are balanced. 
Nevertheless, it is advantageous to investigate in the future how balancing the 
data can affect the performances achieved in this work. The methods described 
in (Khoshgoftaar et al., 2010), can be considered in the future to balance the 
investigated data.  
• Creation of a unified system for detecting and tracking ARs from solar images, 
according to NOAA and SMART detection, and calculation of all available 
properties related to ARs, i.e. magnetic properties, chromospheric properties, 
helicity properties, etc. This would enable the investigation of the relationship 
between the evolution of these properties in relation to flares, flares classes, flare 
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properties (e.g., eruption duration time, rise time, etc.), as well as the 
occurrences and the properties of other solar activities, such as Coronal Mass 
Ejection (CMEs).  
• Implementation of a large scale investigation on a long period of solar data, by 
calculating high number of AR properties, as mentioned in the previous point. 
The AR properties from different detection systems could be investigated, using 
a number of feature selection and machine learning algorithms, incorporated 
with data fusion techniques to process the results generated by the different 
algorithms. This study would determine the significance of the detection system 
on flare prediction and indicate the AR properties that are significant for flare 
prediction. An illustration of this suggested study is shown in Figure 6-1. 
6.3. ORIGINAL CONTRIBUTION 
A summary of the contributions presented in this thesis are: 
• Development of a novel model: the IMC model. This model was inspired by the 
Ising model, and it uses solar images to calculate the IMC in ARs. Automated 
systems were developed to determine numerical and visual representation of the 
IMC, using SOHO/MDI magnetogram images.  
• Development of the operational and segmented association algorithms to associate 
ARs with flares, using their date, time, and location information, in order to 
determine the flaring and non-flaring ARs. AR catalogues were generated by ASAP 
and SMART algorithms and flare catalogues were obtained from NGDC. 
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Figure 6-1: An illustration of investigating AR properties generated according to two 
detection systems, SMART and NOAA (ASAP implement NOAA detection). The 
diagram shows the use of the technologies: feature selection, machine learning, and data 
fusion, for the purposes of: determining the significance of AR detection method on 
flare prediction and indicating the AR properties that are most significant for flare 
prediction.    
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• Development of an advanced machine learning system, based on CCNN learning 
algorithm, to test the capability of the IMC property to enhance the flare prediction 
accuracy of one of the industry’s standard technologies, ASAP. 
• Development of an advanced machine learning system, based on CCNN learning 
algorithm, to determine the flare prediction capability of AR properties generated by 
the new AR detection system, SMART.  
• Utilisation of advanced feature selection and CCNN machine learning algorithms to 
determine the AR properties that are most related to flare occurrence. Feature 
selection has been applied for the first time on solar data for the purpose of 
identifying the AR properties that are most significant for flare prediction.  
6.4. RESEARCH RESOURCES 
The following resources have been adopted to implement the research presented 
in this thesis: 
• C++ and MATLAB programming languages have been adopted to implement 
the IMC model, in Chapter 2. The programs calculate numerical and visual 
representation of the IMC measurement. An executable program of the IMC 
model is included in the CD attached to this thesis. 
• C++ programming language has been adopted to implement the association 
algorithms, in Chapter 3 and 4. The program associate SMART’s and ASAP’s 
AR catalogues with NGDC flare catalogues in order to determine the flaring and 
non-flaring ARs. 
• MATLAB programming language has been adopted to implement the CCNN 
machine learning toolkit, in Chapter 3, 4, and 5. The program shows the flare 
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prediction capability of a set of AR properties, by producing a set of standard 
forecasting measures.  
• Waikato Environment for Knowledge Analysis (WEKA) open source package 
(Hall et al., 2009) and the feature selection repository developed at the Data 
Mining and Machine Learning Laboratory (DMML) at Arizona State University 
(DMML, 2010) tools have been adopted to apply feature selection, in Chapter 5.   
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Abstract In this paper, we introduce two novel models for
processing real-life satellite images to quantify and then
visualise their magnetic structures in 3D. We believe this
multidisciplinary work is a real convergence between im-
age processing, 3D visualisation and solar physics. The first
model aims to calculate the value of the magnetic complex-
ity in active regions and the solar disk. A series of experi-
ments are carried out using this model and a relationship has
been indentified between the calculated magnetic complex-
ity values and solar flare events. The second model aims to
visualise the calculated magnetic complexities in 3D colour
maps in order to identify the locations of eruptive regions
on the Sun. Both models demonstrate promising results and
they can be potentially used in the fields of solar imaging,
space weather and solar flare prediction and forecasting.
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1 Introduction
Research and interest in the field of space weather and so-
lar activities is growing because of the significance of their
potential impact on human lives and activities. The term
space weather is applied to the space environment around
the Earth and all the way to the Sun. Space weather is de-
fined as the “conditions on the Sun and in the solar wind,
magnetosphere, ionosphere, and thermosphere that can in-
fluence the performance and reliability of space-born and
ground-based technological systems and can endanger hu-
man life or health. Adverse conditions in the space environ-
ment can cause disruption of satellite operations communi-
cations, navigation, and electricity power distribution grids,
leading to a variety of socioeconomic losses” [1–3]. In the
past, few solar activities have affected the Earth and caused
notable damage. In March 1989, power grids in north-east
Canada collapsed during a great geomagnetic storm which
left millions of people without electricity [4]. Another large
event occurred during the end of October beginning of No-
vember 2003 period, when the largest ever recorded X-ray
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flare occurred, known as the Halloween solar storm. It dam-
aged 28 satellites, knocking two out of commission, caus-
ing airplane routes to be diverted and power failures in
Sweden and other countries [5, 6]. Thus, there is an ur-
gent need to develop preventive measures capable of reduc-
ing the risks associated with space weather events, by in-
troducing either a system design or efficient warning and
prediction systems [3, 7]. This will allow industries at risk
to take preventive measures to avoid or mitigate the conse-
quences of these events. Space weather and solar activities
are both directly influenced by the Sun. As such it is im-
portant to study the Sun and its activities in order to have
a good understanding of its influence on space weather [1].
Solar flares are the most remarkable solar activities which
drive space weather and affect the terrestrial environment as
they spew vast quantities of radiation and charged particles
into space [8, 9]. Flares are defined as sudden, rapid, and
intense variations in brightness that occurs when the mag-
netic energy that has built up in the solar atmosphere is sud-
denly released, over a period lasting from minutes to hours.
Flares emit strong radiation such as radio waves, X-rays and
gamma rays, and energetic particles (protons and electrons)
[10]. Solar flares mostly occur in active regions, as such, it is
important to study active regions in order to have a good un-
derstanding of flares. Active regions are regions on the Sun
usually form with sunspots, and they are studied in order to
forecast solar activities. Solar active regions are associated
with particularly strong and complex magnetic fields, which
emerge through the photosphere into the chromosphere and
corona. This creates suitable conditions for the release of
enormous amounts of energy in the form of solar flares. Un-
derstanding this energy is important as it aids the prediction
of solar eruptions, such as solar flares as well as other solar
activities.
The work presented here demonstrates recent develop-
ments in our ongoing efforts to design a web-based, au-
tomatic and real-time system for predicting and forecast-
ing solar flares. Two new models are introduced in this pa-
per. Both models were executed using daily solar images
captured by MDI (Michelson Doppler Imager) instrument
on board of the SOHO (Solar & Heliospheric Observatory)
satellite [11]. The first model introduces a method to cal-
culate the magnetic complexity in active regions and in the
solar disk for the purpose of solar flare prediction. The mag-
netic complexity calculation model is based on the famous
physical Ising model [12]. The Ising model has been mod-
ified to fit the nature of this application. The method intro-
duced here is the latest updated version, which is better fitted
to imitate the property of the magnetic fields connections in
active regions. More details about the original Ising model
and the earlier models can be found in our previous publi-
cations [13, 14]. The magnetic complexities were calculated
for number of different groups of active regions and solar
disk samples. Then, their values were plotted against flare
events that have occurred during the same period and lo-
cation. This has revealed a clear relationship between the
recorded magnetic complexities and flare events. The sec-
ond model visualise the solar disk, active regions, and the
calculated magnetic complexity in 3D colour maps. This
model reconstructs the studied magnetogram image and rep-
resents it for 3D view. Also the model can view a 3D colour
map of active regions according to their polarity or to the
calculated magnetic complexity. This can identify the po-
tentially eruptive regions. The models proposed in this paper
offer a new approach to observe solar images for the purpose
of solar flare prediction and forecasting.
This paper is organised as follows: solar data sources
are introduced in Sect. 2. Section 3 introduces the mag-
netic complexity calculation model and how it has been used
to calculate the magnetic complexity in active regions and
in the solar disk. Section 4 describes the 3D visualisation
model. Finally, the conclusion and future work is discussed
in Sect. 5.
2 Solar data
2.1 Satellite images
SOHO/MDI magnetogram images have been used in this
work. These images are captured by MDI (Michelson
Doppler Imager) instrument, which is on board the SOHO
(Solar and Heliospheric Observatory) satellite. SOHO is a
project of international cooperation between ESA (Euro-
pean Space Agency) and NASA (National Aeronautics and
Space Administration). SOHO/MDI magnetogram images
are available publicly online1 in GIF format (Graphic Inter-
change Format). The magnetogram images record the line-
of-sight components of the magnetic fields on the solar disk
[15] as shown in Fig. 1. These images are used in this work
because they show the strength and location of the magnetic
fields on the Sun, which makes them well suited for mag-
netic complexity calculation method. There are around 15
SOHO/MDI magnetogram images available per day. Every
two images are separated by approximately a 90 minute gap.
This is beneficial for the use of the proposed models in terms
of tracking the changes in the magnetic complexity values
of the active regions in relation to flare occurrence. MDI
magnetogram images are in greyscale, where pixel intensi-
ties range from 0–255. The minimum pixel intensity value
represents black, while the maximum pixel intensity value
represents white. Each colour represents the magnetic po-
larity distribution on the solar disk. The grey areas indicate
regions with minimum magnetic energies, while the black
1http://soi.stanford.edu/production/mag_gifs.html
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Fig. 1 SOHO/MDI magnetogram image
and white regions indicate strong magnetic fields. The black
regions indicate “south” magnetic polarity (pointing towards
the Sun), while white regions indicate “north” magnetic po-
larity (pointing outwards) [16].
2.2 NGDC flare catalogues
Solar flare catalogues obtained from the National Geophys-
ical Data Center (NGDC) have also been used in this work.
These catalogues are available for public access online.2
NGDC holds one of the most comprehensive public data-
bases for solar features and activities records from several
observatories around the world. The NGDC flare events cat-
alogues include full details about flares, such as flare’s date,
time, location, classification, intensity and NOAA number.
Flares are classified according to their X-ray brightness as
follows: A, B, C, M, or X. A and B flares are the weak-
est, while M and X flares are the strongest. C flares are
weak in comparison to M and X flares and they could have
few noticeable impacts on space weather. M and X flares
are more related to major impacts on space weather, espe-
cially X flares. The NOAA number is a unique number, for
each active region, given by the National Oceanic and At-
mospheric Administration (NOAA). Using the NOAA num-
ber, flares can be assigned to the active regions that they have
originated from. However, not all of the recorded flares are
assigned to a NOAA number. This could be related to the
difficulty of assigning a flare to the right active region, espe-
cially during solar maximum when in some scenarios active
regions could be attached to or in a group of complex active
regions, or the recorded flare might have occurred on the far
side of the Sun.
2ftp://ftp.ngdc.noaa.gov/STP/SOLAR_DATA
3 The magnetic complexity model
The idea of the magnetic complexity calculation model is
based on the relationship between the energy stored in the
magnetic fields of active regions and flares erupting from
these regions. The magnetic complexity calculation model
is derived from the Ising model. The Ising model is used for
the analysis of magnetic interactions and structures of ferro-
magnetic substances [12]. This model allows for the simpli-
fication of complex interactions, since it has been success-
fully employed in several areas of science. The Ising model
has been applied to many physical systems such as: mag-
netism, binary alloys, and the liquid-gas transition [17]. The
model was also used in biology to model neural networks,
flocking birds and beating heart cells [18–20]. Between
1969 and 1997, more than 12,000 papers were published
using this model in different applications, which shows the
importance and potential of this model [21]. For the first
time, the Ising model has been modified and then applied
to model the properties of magnetic fields formation in ac-
tive regions and calculate the magnetic complexity of ac-
tive regions. More details about the original Ising model and
the first attempts of the modified model can be obtained in
our previous publications [13, 14]. However, further modi-
fications have been applied to the model since the first at-
tempts in modifying the Ising model. To avoid confusion,
it is worth mentioning that the “magnetic complexity” have
also been declared as the “energy” in our previous publica-
tions. However, the new model imitates the magnetic config-
urations in active regions, which are the key factor in flare
occurrence, to provide more accurate results. The calculated
values should provide a new way to indicate the flaring and
non-flaring active regions, or even flare classifications. Also,
the magnetic complexity calculation model has been applied
to calculate the overall magnetic complexity on the solar
disk. This will provide a measure of the overall magnetic
activities on the front side of the Sun, and therefore can be
an important indicator for flare occurrences in general.
SOHO/MDI magnetogram images are used in this work.
The magnetogram images are processed and represented in
a 2D grid, according to pixel intensities. Each pixel value in
the magnetogram image is represented in the grid as follows.
• Pixel intensity values between 0 and 30 represent the
black areas in the image. These areas indicate a south
magnetic polarity and are represented as −1 in the grid.
• Pixel intensity values between 230 and 255 represent the
white areas in the image. These areas indicate a north
magnetic polarity and are represented as +1 in the grid.
• Pixel intensity values between 31 and 229 represent the
grey areas in the image. These areas indicate minimum
magnetic energies and are represented as 0 in the grid.
The magnetic complexity is calculated using (1), which
only takes the following values as an input: +1 and −1.
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Fig. 2 A sample of an active region showing the interaction between
opposite polarity areas according to the magnetic complexity model.
Each spin within the white area (+) will be multiplied by all the spins
in the black area (−)
In the equation, Si represents the north polarity areas only
(+1), and Sj represents the south polarity areas only (−1).
The magnetic fields in active regions loop from the positive
magnetic fields to the negative magnetic fields. This prop-
erty has been applied to the calculation method. The multi-
plication goes only from the values representing the positive
magnetic fields (Si = +1) to the negative magnetic fields
(Sj = −1), ignoring the weak polarity areas (0) as shown
in Fig. 2, taking into consideration the distance (d) between
the interacting spins. N is the number of the total spins (the
size of the 2-D grid). E is the total energy or the magnetic
complexity, and it is unit-less.
E = −
N∑
ij
SiSj
d2
(1)
3.1 Calculating the magnetic complexity in active regions
A number of image processing techniques are applied to the
MDI magnetogram images, prior to calculating the magnetic
complexity in active regions. These procedures are sum-
marised as follows.
• MDI magnetograms record the line-of-sight component
of the magnetic fields on the solar disk. In this work
it is important to have the magnetic fields of the MDI
magnetogram images represented accurately. Due to the
projection effect, it was noticed that active regions lo-
cated near the solar limb were distorted and it was dif-
ficult to observe and record the line-of-sight component
of the magnetic fields in these regions. Data far from
the solar disk are less reliable because of the observ-
ing angle correction factor [22]. This leads to inaccu-
rate representations of the active regions located near
the solar limb. In order to resolve this problem, the
MDI magnetogram image has been re-mapped using the
method conducted in [23]. The magnetogram image is re-
mapped from heliocentric Cartesian coordinates to Car-
rington heliographic coordinates. Then, the solar disk is
shifted so the investigated active region located in the
centre of the image. This is done by selecting the so-
lar disk image which has the active region under in-
vestigation located on around zero longitude, in order
to use the active region time and location information
as a reference point in the shifting process. Finally, the
solar disk is re-mapped again to heliocentric Cartesian
coordinates. The resulting image shows that the solar
disk is shifted and the active region under investiga-
tion is located in the centre of the image, as shown in
Fig. 3.
• Despite the remapping process, it was noticed that several
active regions located near the solar limb were still dis-
torted. Therefore, active regions located above 45◦ from
the centre of the solar disk were discarded.
• Most of the MDI magnetogram images used in this work
included a random noise. Hence, it was necessary to ap-
ply an image filtering method to reduce the noise in these
images. A (3 × 3) Median filter was applied for this pur-
pose. This filter is quite popular due to the excellent noise
reduction capability it can provide for certain types of
random noise [24]. An example of an active region image
before and after applying the median filter is shown in
Fig. 4. This means that the new algorithm is more likely
to achieve reliable results because better quality images
are used.
• The active region under investigation is detected and
cropped from the magnetogram image in order to cal-
culate the magnetic complexity using (1), as explained
previously.
A number of active regions candidates selected from
different period of times, during solar minimum and solar
maximum, were experimented with. The NOAA number
and date of these active regions are: (10308 08/03/2003–
18/03/2003), (10314 13/03/2003–18/03/2003), (10365 20/
05/2003–01/06/2003), (10482 17/10/2003–27/10/2003),
(10484 17/10/2003–30/10/2003), (10486 25/10/2003–03/
11/2003), (10488 25/10/2003–03/11/2003), (10507 19/11/
2003–30/11/2003), (9393 24/03/2001–02/04/2001), (10956
17/05/2007–21/05/2007). The calculated magnetic com-
plexity values for each of the investigated active regions
were compared to the flares that erupted from the same re-
gion, and they are both plotted against time. As a conclusion,
these active regions have been classified according to their
magnetic complexity values as follows:
1. Non-Flaring Active Regions, Magnetic Complexity <
500. These active regions were holding very low energy
and occasionally were accompanied with few B flares.
This can be seen in region 482 as shown in Fig. 5.
2. Steady Increase Regions, 500 < Magnetic Complexity
<10,000. Active regions within this range usually had a
gradual increase in their energy. Flares of type C, M and X
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Fig. 3 The three images above shows the re-mapping stages and how
it affects an investigated region. Image date: 2003.05.22 06:24. Re-
gion NOAA number: 365. (A) The original magnetogram image in
heliocentric Cartesian coordinates. (B) The solar disk represented in
Carrington heliographic coordinates. (C) The solar disk re-mapped and
represented in heliocentric Cartesian coordinates, showing the active
regions under investigation near the centre
Fig. 4 An active region before
(left) and after (right) applying
the 3 × 3 median filter
Fig. 5 The curve represents the energy (magnetic complexity) of active region 482. Very low energy and no flares were recorded within the region
erupted as the energy increased. Also, it has been noticed
that flares occurred as groups separated by approximately
10 hours. This can be seen in region 365, shown in Fig. 6.
3. Highly Energetic Regions, Magnetic Complexity >
10,000. These active regions were holding very high en-
ergy, accompanied by high number of flares of type C,
M and X. Also, it has been noticed that erupted flares
were separated by short time intervals. This can be seen
in region 9393, shown in Fig. 7.
Also, it was noticed that the number of flares increases
as the energy (magnetic complexity) increases. As a conclu-
sion, these outcomes show a good indication of the state of
active regions in relation to flare occurrences.
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Fig. 6 The curve represents the energy (magnetic complexity) of active region 365. A gradual build up in energy with flares occurred as groups
separated by a period of time
Fig. 7 The curve represents the energy (magnetic complexity) of active region 9393. The energy is very high, accompanied by a high number of
flares with short time intervals
3.2 Calculating the magnetic complexity in the solar disk
On many occasions, especially during the solar maximum
when the number of sunspots and active regions is high, it
is difficult to assign some of the erupted flares to the ac-
tive regions that they originated from. This is because either
there are groups of complex active regions adjacent to one
other, or the flare might have occurred on the back side of
the Sun. Therefore it is important to have an indicator to re-
flect the overall status of the solar disk. Based on this, we
are introducing a new technique to calculate the solar disk
magnetic complexity. The ideology of this method is com-
parable to the solar cycle and it can be used to determining
the overall solar activities on the Sun, which could be useful
for flare prediction. A summary of the method’s processes is
now described.
• The MDI magnetogram image is filtered using the Me-
dian filter. This is similar to the approach explained in
Sect. 3.1.
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Fig. 8 This plot shows the solar disk energy (magnetic complexity) and flares which occurred in October 2003
Fig. 9 This plot shows the solar disk energy (magnetic complexity) and flares which occurred in October 2004
• The solar disk is detected in order to exclude the black
areas around the disk.
• The magnetic complexity of the solar disk is calculated
using (1), as explained previously.
This method has been experimented using MDI magne-
togram images over a number of months; April 2001, June
2003, March 2001, March 2003, May 2003, May 2005, May
2007, November 2003, October 2003 and October 2004.
The calculated values have been plotted against flares that
occurred during the same period. A clear relationship can be
noticed between both curves in the plots. As a conclusion,
it was noticed that the number of flare events increases with
the increase of the solar disk magnetic complexity (energy),
and vice versa. Some of the results are shown in Figs. 8, 9,
and 10.
4 3D visualisation of the magnetic complexities on the
solar disk
A new tool has been developed using OpenGL (Open
Graphics Library) program to visualise the solar disk, active
regions, and the calculated magnetic complexity in terms of
 Author's personal copy 
149
392 O.W. Ahmed et al.
Fig. 10 This plot shows the solar disk energy (magnetic complexity) and flares which occurred in May 2007
3D colour maps. The 3D colour maps offer a new approach
to visualise active regions across the solar disk according
to their polarities or to their magnetic complexities. This is
very useful in terms of identifying the potentially eruptive
areas on the solar disk. Viewing the Sun in 3D is very ad-
vantageous in comparison with the regular 2D images, as
it offers different viewing experience i.e. zooming in/out
and navigating through the Sun and solar activities. Also it
offers a better viewing of solar activities located near the
solar limb. This tool is very constructive; it offers a new ap-
proach in visualising and investigating solar activities, and
it can be used effectively in the field of space weather re-
search.
The OpenGL-based tool reads a text file as an input,
which includes the properties of the extracted features from
the magnetogram image under investigation. The steps that
have been undertaken to extract the required features are ex-
plained here.
• The SOHO/MDI magnetogram image is converted to the
Carrington heliographic coordinates. Using the method
employed in [23].
• Active regions are detected from the heliographic coordi-
nate image, using intensity filtering. The intensity filtering
threshold value Tf for each image is found automatically
using (2), where, μ is the mean, σ represents the standard
deviation, and α is a constant that is determined empiri-
cally based on the type of the features to be detected and
the images.
Tf = μ ± (σ × α) (2)
The value of the first threshold is determined using (2) with
the plus (+) sign and α equal to 2. All pixels that have in-
tensity values larger than this threshold are marked as active
regions with north polarity. In the same manner, the second
threshold is determined using (2) with the minus (−) sign
and α equals to 2. Any pixel with intensity value less than
this threshold is marked as an active region with south po-
larity.
• After detecting the pixels that represent active regions, the
magnetic complexity values are calculated using (1) and
represented as colours ranging from red to green. Here
red represents the highest complexity and green repre-
sents the lowest complexity.
• Then using (3), 3D Cartesian coordinates of each pixel
are calculated. In this equation, B is equal to latitude, L
is equal to longitude of the detected solar pixel and r is
equal to the radius of the solar disk that the new data are
mapped to:
x = r sin(B) cos(L)
y = r sin(B) sin(L) (3)
z = r cos(B)
• All the calculated 3D coordinates of the pixels are
recorded to text files along with their colour values and
visualised using the OpenGL-based 3D tool.
This tool has been tested on the same active regions that
had their magnetic complexities values investigated previ-
ously in Sect. 3.1. The results of this model are shown in
Fig. 11 in three groups: (A), (B), and (C), and they can
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Fig. 11 For each group, the 1st image is a magnetogram image, with
the active regions under investigation surrounded by a yellow square,
as a reference point, so it can be compared with the related images in
the group. The 2nd image present active regions in 3D colour map. The
3rd image presents magnetic complexity regions. The 4th image shows
the solar disk in the 3rd image in wired view
be compared to the previous results, which discussed in
Sect. 3.1 and presented in Figs. 5, 6, 7 respectively. Each
group in Fig. 11 consists of four images. The first is a mag-
netogram image. The second image is a 3D colour map of
the solar disk, which shows the active regions as white/grey
areas, where white represents the north polarity regions, and
grey represents the south polarity regions. The third image
is a 3D colour map of the solar disk, which shows the high
magnetic complexity areas represented as red colour and the
low magnetic complexity areas represented as green colour.
The red coloured areas indicate a potential flare eruption lo-
cation, while the green coloured areas indicate quite loca-
tions. The fourth image is a 3D wired view of the solar disk,
which shows another view of the third image.
5 Conclusion and future work
Two new models have been presented in this paper. The first
calculates the magnetic complexity in active regions and the
solar disk. This model is based on the famous physical Ising
model, which has been modified to suit the properties of
this application. The second is to visualise the solar disk,
active regions, and the calculated magnetic complexity in
3D colour maps. SOHO/MDI magnetogram images are used
for this research. Both models have been developed with the
C++ programming language and OpenGL software for 3D
applications. Also they have been tested on different groups
of samples selected randomly from different time periods.
The obtained results reveal a relationship between the cal-
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culated magnetic complexities in active regions and the so-
lar disk with flares. Also, the calculated magnetic complex-
ity values have been represented in a 3D model in order to
visualise the flaring regions on the solar disk. These mod-
els demonstrate very significant findings and can be useful
tools for solar imaging, space weather and applied imaging
in general.
The aim of our research is to develop an automatic, real-
time, and web-based system for solar flare forecasting. Cur-
rently, the models presented here can perform in real time.
However, further work will be carried out on a large amount
of data in order to establish the exact correlation between the
calculated magnetic complexities and flares in order to eval-
uate the capability of the model to accurately predict flare
classes. This will be investigated using statistical or machine
learning methods. Also, the magnetic complexity model will
be integrated with ASAP (Automated Solar Activity Predic-
tion). ASAP is an automated solar forecasting system which
predict flares based on the sunspot’s McIntosh classification
and area [25, 26], available online.3 This step will enable us
to determine number of solar activities parameters which are
related to flare events, such as: sunspot’s McIntosh classifi-
cations, sunspots’ area, active region’s magnetic complex-
ity, and solar disk magnetic complexity, which can provide
better flare prediction. Finally, the 3D visualisation model
will be updated so it can be used to reconstruct and repre-
sent other solar images i.e. SOHO/MDI Continuum images,
EIT images, etc., and represent the solar features that are
presented in these images.
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Abstract—It is extremely important to design preventive 
measures to avoid or mitigate the influence of space 
weather.  Severe solar activities could have a catastrophic 
impact on human activities in general i.e. damaging 
satellites, flight navigation, power distribution stations, 
telecommunications, etc. In this paper, a new model has 
been designed and implemented to calculate the energy of 
solar active regions and the solar disk energy. The method 
has been tested in a series of experiments and a 
relationship has been found between the calculated 
energies and solar flare events. A final automated real-
time model will be designed later to provide flare 
forecasting, based on the proposed model. 
Keywords-active region energy; solar disk energy; 
satellite images; Ising model. 
I.  INTRODUCTION  
Research and interest in the field of space weather 
and solar activities is growing because of the 
significance of their potential impact on human lives 
and activities. The term space weather is applied to the 
space environment around the Earth and all the way to 
the Sun. Space weather is defined as the “conditions on 
the Sun and in the solar wind, magnetosphere, 
ionosphere, and thermosphere that can influence the 
performance and reliability of space-born and ground-
based technological systems and can endanger human 
life or health. Adverse conditions in the space 
environment can cause disruption of satellite operations 
communications, navigation, and electricity power 
distribution grids, leading to a variety of socioeconomic 
losses” [1] [2] [3]. Human activities are becoming more 
vulnrable from the potential effects of space weather, 
especially with the increasing reliance on technology as 
an essential element of our daily lives. Space weather 
and solar activities are both directly influenced by the 
Sun. As such it is important to study the Sun in order to 
have a good underdanding of its influence on space 
weather [1]. 
Two main types of energy are continuously emmited 
from the Sun into space: electromagnetic (EM) radition 
and corpuscular radation. EM radiation consists of 
visible light, radio waves, microwaves, infrared, 
ultraviolet, X-ray, and gamma rays. Corpuscular 
radiation includes the solar wind, which is full of 
charged atoms and sub-atomic particles (mainly protons 
and electrons) which expand out to the solar system 
carrying the Sun’s magnetic field. Solar winds affect 
the Earth’s environment in a number of ways. They 
cause changes to the upper atmosphere of the Earth 
which results in a natural coloured light display in the 
sky near the northern and southern poles known as 
aurorae, as well as carrying large electrical currents 
that can disrupt communication, power grids, and 
satellite navigations [1]. These energies are mainly 
associated with the following solar activity; Solar 
Flares and Coroal Mass Ejections (CMEs). Solar flares 
and CMEs are the most remarkable solar activities 
which drive space weather and affect the terrestrial 
enviromnent [4]. These two types of solar eruptions can 
spew vast quantities of radition and charged particles 
into space [5]. Threfore, it is essential to be able to 
predict these violent eruptions prior to their occurance 
to mitigate their consequences. In the past, few solar 
activities have affected the Earth and caused notable 
damage. In March 1989, a large CME hit the Earth 
causing severe power outages to a province in eastern 
Canada. During the period, from 25/10/2003 to 
04/11/2003, the largest ever recorded X-ray flare 
occurred, known as the Halloween solar storm which 
caused serious problems on Earth. It damaged 28 
satellites (knocking two out of commission), causing 
airplane routes to be diverted and power failures in 
Sweden, and other countries [6] [7]. 
The work presented here demonstrates some recent 
developments in our ongoing efforts to design web-
based, automatic and real-time systems for the 
prediction of significant solar flares. Therefore it is 
important to understand the associated solar features 
such as Sunspots and Active Regions, which are related 
to flares. Sunspots are seen as dark features in the 
photosphere and range from simple pore-like structures 
to very complex structures. They appear darker in 
comparison with the surrounding photosphere because 
they are cooler. They are also associated with very 
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strong and complicated magnetic fields. Their sizes 
vary from approximately 300 km, for small pores, to 
diameters in excess of 100,000 km, which is almost 
eight times the diameter of the Earth.  The lifetime of a 
sunspot also varies from less than one hour to more than 
6 months [8]. Sunspots can be classified according to 
two methods: Mt. Wilson and McIntosh. Mt. Wilson 
observatory set rules to classify  sunspots according to 
their magnetic polarity distribution [9]. McIntosh 
classification was invented in 1966 by Patrick S. 
McIntosh of the National Oceanic and Atmospheric 
Administration’s (NOAA) Space Environment Center 
(SEC) [10]. This method was a modified version of the 
Zurich sunspot classes [11]. McIntosh’s classification 
describes the primary properties of a sunspot using 
three parameters: Z gives the Modified Zurich Class, p 
describes the penumbra of the largest spot, and c gives 
the sunspot description. McIntosh classification is the 
standard method used for international solar data 
publications and interchange [10]. Active regions are 
regions on the Sun which usually form with sunspot 
groups. Sunspots are one component of active regions 
that are studied in order to forecast solar activity [12]. 
There exists a wide-range of spectral emissions 
associated with active regions, ranging from X-rays to 
decimetric radio waves. Solar active regions are 
associated with particularly strong and complex 
magnetic fields which create suitable conditions for the 
release of enormous amounts of energy in the form of 
solar flares. This energy can lead to the acceleration of 
atomic particles which may increase its energetic status 
and make it capable of affecting terrestrial systems and 
orbiting satellites. Understanding this energy is 
important as it aids our ability to predict solar eruptions, 
such as solar flares as well as CMEs. Flares are sudden, 
rapid, and intense variations in brightness that occur 
when the magnetic energy that has built up in the solar 
atmosphere is suddenly released, over a period lasting 
from minutes to hours. Flares emit strong radiations 
such as radio waves, X-rays and gamma rays, releasing 
very large amounts of energy equivalent to millions of 
100-megaton hydrogen bombs exploding at the same 
time.  Solar flares regularly occur in active regions 
where sunspots exist because the magnetic fields there 
are always stronger. However, flares could occur even 
when spots are not present in the region. They are most 
frequent during the rapid growth stage of an active 
region’s development. Numerous small flares often 
occur during the initial formation stage of a sunspot 
group, while in other small regions they might not occur 
until after a sunspot has already formed. This is because 
each sunspot region is different and has its own 
"character". Flares are created through the sudden 
release of a massive amount of energy [8]. 
There is an urgent need to develop preventative 
measures capable of reducing the risks associated with 
space weather events, by introducing either a system 
design or efficient warning and prediction systems [3] 
[13]. This paper introduces a new method to calculate 
the energy of active regions as well as the total energy 
of the whole solar disk in satellite images for the 
purpose of solar flare prediction. Daily solar images 
from the Solar & Heliospheric Observatory (SOHO) 
satellite are used in this study. 
In this work, we introduce an algorithm for the real-
time calculation of magnetic energy in the detected 
active regions in MDI images. The energy calculation 
algorithm is based on the famous physical Ising model 
[14]. The Ising model has been modified to fit the 
properties of this application. More details about the 
original Ising model and the earlier modified model can 
be found in our previous publications [15] [16]. The 
energy calculation method introduced here is the latest 
updated method, which is better fitted to imitate the 
property of active regions and flares. This method has 
been tested in a series of experiments. Energies have 
been calculated and plotted with flare events occurred 
within the same region and time. A clear relationship 
has been noticed between the recorded energies and 
flares. As such, the energy calculation method proposes 
an opportunity to provide more parameters that could be 
integrated with our existing flares prediction technology 
to deliver enhanced predictions. The Automated Solar 
Activity Prediction (ASAP) is an automated solar 
forecasting system which predicts flares based on the 
McIntosh classification of sunspots and sunspots areas 
[17], [18]. ASAP is available online 
(http://spaceweather.inf.brad.ac.uk). The aim of 
integrating the energy calculation method with ASAP is 
to build a coherent system capable of predicting flares 
based on a number of related factors which are; sunspot 
McIntosh classification, active region energy, the whole 
solar disk energy, solar cycle and active region area. 
The final model will determine these factors 
automatically and in a real-time mode using up-to-date 
daily solar images.  
This paper is organized as follows; solar data sources 
are introduced in section II. Section III introduces our 
energy calculation method. Section IV describes 
calculating the energy of active regions. Section V 
describes calculating the total energy of the whole solar 
disk. The conclusion and future work are described in 
section VI. 
II. SOLAR DATE 
A. Satellite Images 
SOHO/MDI magnetogram images in GIF format 
(Graphic Interchange Format) are used in this work. 
SOHO (Solar and Heliospheric Observatory) is a joint 
ESA (European Space Agency) and NASA (National 
Aeronautics and Space Administration) collaboration to 
study the Sun from its deep core to the outer corona 
(http://sohowww.nascom.nasa.gov). MDI 
magnetograms record the line-of-sight components of 
the magnetic field on the solar disk, as shown in Figure 
1 [19]. There are around 15 SOHO/MDI magnetogram 
images in gif format available per day. This is 
beneficial for the energy calculation method, in terms of 
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representing the magnetic fields of the solar disc and 
calculating the energy. The MDI magnetogram images 
are used in this work because they show the strength 
and location of the magnetic fields on the Sun which 
makes them well suited for energy calculation. In MDI 
magnetogram images, the gray areas indicate regions 
with minimum magnetic energies, while the black and 
white regions indicate strong magnetic fields. The black 
regions indicate “south” magnetic polarity (pointing 
towards the Sun), while white regions indicate “north” 
magnetic polarity (pointing outward the Sun) [20].  
B. NGDC Flare Catalogue 
In this research solar flare catalogues provided by 
National Geophysical Data Center (NGDC) are used. 
NGDC holds one of the most comprehensive public 
databases available for solar features and activities 
recorded from several observatories around the world 
and it is available online 
(ftp://ftp.ngdc.noaa.gov/STP/SOLAR_DATA/). The 
NGDC flare events catalogues include full details about 
flares. Erupted flares are represented according to their 
X-ray intensity as follows: B, C, M, or X, (B is the 
weakest and X is the strongest). These catalogues also 
record the NOAA number for the active region 
associated with the recorded flare. The NOAA number 
is a unique number, for each active region, given by the 
National Oceanic and Atmospheric Administration. 
This is very useful to compare flares and the 
corresponding active region. However, not all of the 
recorded flares have their NOAA number provided. 
This could be related to a difficulty in assigning a flare 
to the right active region, especially during solar 
maximum when in some scenarios active regions could 
be attached to or in a group of complex active regions. 
 
 
Figure 1 SOHO/MDI Magnetogram Image. 
III. THE ENERGY CALCULATION METHOD 
The idea of the energy calculation method is based on 
the association between the energy stored in the 
magnetic fields of active regions and flare eruptions. 
The energy calculation method is derived from the 
physical Ising model. The Ising model [14] is a 
simplified model used for the analysis of magnetic 
interactions and structures of ferromagnetic substances. 
This model allows for the simplification of complex 
interactions, since it has been successfully employed in 
several areas of science. The Ising model has been 
applied to many physical systems such as: magnetism, 
binary alloys, and the liquid-gas transition [21]. The 
model was also used in Biology to model neural 
networks, flocking birds and beating heart cells [22] 
[23] [24]. Between 1969 and 1997, more than 12,000 
papers were published using this model in different 
applications, which shows the importance and potential 
of this model [25]. For the first time, the Ising model 
has been modified to better suit the nature of solar 
properties and has been applied to calculate the energy 
of solar active regions. Further details about the original 
Ising model and the modified Ising model can be found 
in our previous publications [15] [16]. 
Further modifications have been applied to the modified 
model. The new model (the energy calculation method) 
imitates active regions and flare properties to provide 
more accurate results. The calculated energy should 
provide a new way to indicate the flaring and non-
flaring active regions, or even X-ray flare class. In some 
cases solar flares have not been associated with active 
regions as discussed in section 2.2. As such the energy 
calculation algorithm has also been applied to calculate 
the total energy of the whole solar disk. This could help 
in indicating the overall activities status of the Sun, and 
could be an important element in flare prediction. 
SOHO/MDI magnetogram images are used in energy 
calculation. The magnetogram images are processed 
and represented in a two dimension grid, according to 
pixels intensities, in order to calculate the energy.  Each 
pixel value in the magnetogram image is represented in 
the grid as follow: 
• The black colored areas (pixel value less than 30), 
which indicate a “south” magnetic polarity, are 
represented as -1’s in the grid.  
• The white colored areas (pixel value greater than 
230), which indicate a “north” magnetic polarity, 
are represented as +1’s in the grid.  
• The gray colored areas (pixel value between 30-
230), which indicate minimum magnetic energies, 
are represented as 0’s in the grid.  
The energy calculation method is based on equation (1) 
which will only take the following values as an input; 0, 
+1, and -1.  In the equation, Si represents the north 
polarity areas only (+1), and Sj represents the south 
polarity areas only (-1). The magnetic fields in active 
regions loop from the positive magnetic fields to the 
negative magnetic fields.  This property has been 
applied to the energy calculation method. The 
multiplication goes only from the values representing 
the positive magnetic fields (Si) to the negative 
magnetic fields (Sj) as shown in Figure 2, taking into 
consideration the distance (d) between the interacting 
spins. N is the number of the total spins (the 2-D grid 
values). E is the total energy, and it is unit-less. 
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   (1) 
 
Figure 2 A sample of an active region shows the magnetic 
configuration and interaction. According to the energy calculation 
method, each spin within the white area (+) will be multiplied by all 
the spins in the black area (-). 
IV. CALCULATING THE ENERGY OF ACTIVE REGIONS 
The aim of this method is to calculate the energy of 
active regions for the purpose of solar flare prediction. 
A number of procedures and image processing 
techniques are applied to the MDI magnetogram 
images, prior to calculating the energy. These 
procedures are part of the energy calculation method for 
active regions and they are summarized as follow: 
• MDI magnetograms record the line-of-sight 
component of the magnetic fields on the solar 
disk. In this work it is important to have the 
magnetic fields on the MDI magnetogram images 
represented accurately. Due to the projection 
effect, it was noticed that active regions located 
near the solar limb were distorted and it was 
difficult to observe and record the line-of-sight 
component of the magnetic fields of these regions. 
As explained in [26], data far from the solar disk is 
less reliable because of the observing angle 
correction factor. This lead to inaccurate 
representations of the active regions located near 
the solar limb. In order to resolve this problem, the 
MDI magnetogram image has been re-mapped to 
the Heliocentric-Cartesian so the investigated 
active region relocated to the center of the solar 
disk, using the method employed in [27]. 
However, despite remapping the solar images, it 
was noticed that several active regions located 
near the solar limb were still distorted. Therefore, 
active regions located within 45° from the solar 
limb, which is equivalent to three days, were 
discarded. 
• Most of the MDI magnetogram images used in 
this work included a random noise. As such, there 
was a need to apply an image filtering algorithm to 
reduce the noise in these images. The Median 
filter was applied for this purpose. This filter is 
quite popular due to the excellent noise reduction 
capability it could provide for certain types of 
random noise [28]. A (3 × 3) Median filter was 
applied to each image. An example of an active 
region image before and after applying the median 
filter is shown in Figure 3. This means that the 
new algorithm is more likely to achieve reliable 
results because better quality images are used.  
• The active region under investigation is detected 
and cropped from the MDI image in order to 
calculate its energy. The energy calculation 
method is explained in section III. 
 
 
Figure 3 An active region before (Left) and after (Right) applying 
the 3 × 3Median filter. 
Active regions candidates selected from different period 
of times, during solar minimum and solar maximum, 
were experimented. The calculated energies of the 
investigated active region are then compared to the 
flares which erupted from the same region, and they are 
both plotted against time. According to the NOAA 
number and date, these active regions are: (308 
08/03/2003-18/03/2003), (314 13/03/2003-18/03/2003), 
(365 20/05/2003-01/06/2003), (482 17/10/2003-
27/10/2003), (482 17/10/2003-30/10/2003), (486 
25/10/2003-03/11/2003), (488 25/10/2003-03/11/2003), 
(507 19/11/2003-30/11/2003), (9393 24/03/2001-
02/04/2001), (956 17/05/2007-21/05/2007). Studying 
these groups of active regions, it has been found that 
active region can be classified into three classes, 
according to their energy: 
1. Non-Flaring Active Regions, Energy < 600. These 
active regions were holding very low energy and 
occasionally were accompanied with few B flares.  
This can be seen in region 482, shown in Figure 4. 
2. Steady Increase Regions, 600 < Energy < 10,000. 
Active regions within this energy range usually 
had steady increase in their energy. Flares of type 
C, M and X were erupted as the energy increasing. 
Also, it has been noticed that flares occurred as 
groups separated by approximately 10hrs. This can 
be seen in region 365, shown in Figure 5. 
3. Highly Energetic Regions, Energy > 10,000.  
Those active regions were holing very high 
energy, accompanied by high number of flares of 
type C, M and X. Also, it has been noticed that 
erupted flares were separated by short time 
intervals. This can be seen in region 9393, shown 
in Figure 6. 
As a conclusion, these classifications are a key to 
determine the state of active regions which could help 
to increase the accuracy of our flare prediction model. 
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Figure 4 The curve represents the energy of active region 482.Very 
low energy and no flares were recorded within the region. 
 
 
Figure 5 The curve represents the energy of active region 365. A 
gradual build up in energy with flares occurred as groups separated by 
a period of time. 
 
 
Figure 6 The curve represents the energy of active region 9393. The 
energy is very high, accompanied by a high number of flares with 
short time intervals. 
V. CACLCULATE THE ENERGY OF THE WHOLE 
SOLAR DISK 
On many occasions, especially during the solar 
maximum when number of sunspots and active regions 
are high, it is difficult to assign erupted flares to active 
regions in particular with a group of neighbouring 
active regions. This can be noticed in the NGDC flare 
catalogue events, where many flares are recorded but 
not assigned to an active region or a location. 
Therefore, the whole solar disk energy calculation 
method was designed. This energy could be used in 
different scenarios. Currently, the whole solar disk 
energy will be used to determine the overall solar 
activity of the sun and predicting solar flares. The 
procedure of this method is as follow: 
• First the MDI magnetogram image is filtered using 
the Median filter. This is similar to filtering active 
regions, as explained in section IV.  
• Then the total energy of the solar disk is 
calculated, as explained in section III. 
This method has been experimented using MDI 
magnetogram images over a number of months; April 
2001, June 2003, March 2001, March 2003, May 2003, 
May 2005, May 2007, November 2003, October 2003, 
October 2004. The calculated energies have been 
plotted against flares that occurred during the same 
period. From the plots, a clear relationship between the 
two curves can be seen. It can be concluded that the 
number of flare events increases with the increase of the 
solar disk energy, and vice versa. Some of the results 
are shown in Figure 7, Figure 8 and Figure 9. This 
method will be used to find the ratio between the active 
regions energy and the solar disk energy, which could 
lead to a better flare prediction model. 
 
Figure 7 This plot shows the solar disk energy and flares which 
ocured in Octber 2003.  
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Figure 8 This plot shows the solar disk energy and flares which 
ocured in October 2004. 
 
Figure 9 This plot shows the solar disk energy and flares which 
ocured in May 2007. 
VI. CONCLUSION AND FUTURE WORK 
This paper proposes a new method to calculate the 
energy of solar active regions as well as the total energy 
of the solar disk, using SOHO/MDI magnetogram 
images for the purpose of creating an automated real-
time flare prediction system. The active region energy 
calculation method and the whole solar disk energy 
calculation method follow the same concept. The model 
has been developed using C++ programming language. 
The recorded energies from each method and the related 
flare events are plotted against time. Using the plots, a 
clear relationship has been found between the energies 
produced from each method with the flare events. This 
finding is significant as it can be used to create a new 
flare prediction model, or it could be added to the 
existing flare forecasting system, ASAP, to enhance 
prediction accuracy. Using the daily updated SOHO 
magnetogram images, the current system is capable of 
calculating energies in real-time. However, the exact 
correlation between the calculated energies and flares 
need to be determined. This will be done using 
statistical methods or machine learning techniques. 
Neural networks machine learning will be used to train 
the energies data against flare data in order to find the 
correlation between these data sets. Also, other data 
sets: sunspots McIntosh classifications, active region 
area and number of sunspots as well as the active 
regions and solar disk energies, will be trained using 
neural networks machine learning to find the correlation 
between them in relation to flares. Then the final flare 
prediction model will be decided according to the 
results from each method. 
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Abstract- This paper describes the
application of a new method to calculate
energies of solar active regions and sunspots in
satellites images. Digital images from the Solar
& Heliospheric Observatory (SOHO) satellite
are used I n this study and energies are
calculated using the Ising model, which has
been modified for our application. The new
algorithm has been integrated with our existing
ASAP system (Automate Solar Activity
Prediction) [lJ [2J and extensive testing carried
out. The results obtained are promising and will
help enhance the accuracy of our automated
real-time solarflare prediction.
Index Terms- Ising model; sunspots; active
regions; flares, solar images.
I. INTRODUCTION
Studying solar behavior is very important due to
its impact on many human activities here on
Earth and in space, including; satellites, computer
memories, airlines, high frequency
communications used by satellites, astronaut
safety, GPS signals, and telecommunications. In
this paper we discuss a new method to calculate
the energy of solar active regions which could be
a key element in predicting solar flare intensities.
Flares are one of the significant solar activities
and can have a severe impact on our life on
Earth. Flares are sudden, rapid, and intense
variations in brightness that occur when magnetic
energy that has built up in the solar atmosphere is
suddenly released, over a period lasting from
minutes to hours. Flares emit strong radiations
such as radio waves, x-rays and gamma rays,
releasing very large amounts of energy equivalent
to millions of 100-megaton hydrogen bombs
exploding at the same time. The Earth magnetic
field and atmosphere protects us from some of
the effect of solar flares, however flares can still
affect the Earth ionosphere which disturbs some
radio communications [3] [4].
Understanding the magnetic field in active solar
regions is important to predict solar eruptions,
such as solar flares. The magnetic field in solar
active regions is particularly strong. Sunspots are
one component of active regions that are studied
to forecast solar activity [5]. Sunspots are seen as
dark features in the photosphere and range from
simple pore-like structures to very complex
structures. They appear darker in comparison
with the surroundings photosphere because they
are cooler. They are also associated with very
strong and complicated magnetic fields. Their
sizes vary from approximately 300 kIn, for small
pores, to diameters in excess of 100,000 kIn,
which is almost eight times the diameter of the
Earth. The lifetimes of sunspots also varies, from
less than an hour to more than 6 months [6].
Here, we are using satellite images from SOHO
(Solar & Heliospheric Observatory), which is a
joint ESA (European Space Agency) and NASA
collaboration to study the Sun from it is deep
core to the outer corona [7]. SOHO/MDI
intensitygram images show the brightness of the
Sun in white light, with sunspots as dark spots.
SOHO/MDI magnetograms record the line-of-
sight component of the magnetic field on the
solar disk, as shown in Figure 1[8].
Our current system ASAP (Automated Solar
Activity Prediction), uses SOHOIMDI
intensitygram and magnetogram images, to
detect, group, cluster and classify sunspots based
on the McIntosh classification system [5][1][2].
The system classifies sunspots based on their
shape, size, and density. ASAP also extracts
physical infonnation from sunspot groups and
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provides real-time predictions for the flaring
properties of these groups using machine learning
algorithms [9]. In this paper our aim is to create a
computer-based model to calculate the energy of
active regions in order to integrate it with our
real-time space weather prediction systems to
improve their overall perfonnance. A modified
Ising algorithm has been developed to calculate
active regions energies and has been integrated
with ASAP. The model was tested on 86
SOHO/MDI intensitygram and magnetogram
images for the period 25/10/2003 to 04/11/2003.
During this period, the largest ever recorded x-
ray flare occurred, known as the Halloween solar
storm. The Halloween stonn caused serious
problems including damaging 28 satellites
(knocking two out of commission), causing
airplane routes to be diverted and power failures
in Sweden, and other countries [10][11]. We
decided to study two active regions, one of them
associated with the flares which occurred during
this storm.
Figure 1. SOHO/MDI Intensitygram image (left)
and MDI Magnetogram image (right)
This paper is organized as follows: The original
Ising model is described in Section II and a
modified Ising model is described in section III.
Section IV discusses the experimental work and
findings, while the conclusions and suggestions
for future work are given in section V.
II. THE ISING MODEL
The Ising model was introduced by the Gennan
physicist Ernst Ising (1900-1998). The model
was proposed by Ernst's supervisor, Wilhem
Lenz in 1920, and solved by Ernst in 1925. At
that stage, the model concerned I-D cases only,
which do not exhibit phase transitions. In 1944,
Lars Onsager solved the Ising model for the 2-D
case in the absence of an external magnetic field
and showed that phase transitions occur.
Currently, there are no known exact solutions for
the model in 2 and 3-D [12]. Phase transition
phenomena are commonly observed in the
changes of state of some materials, such as ice
melting to water, water boiling to steam or a
piece of iron becoming magnetic [13]. This
model has been applied to many physical systems
such as: magnetism, binary alloys, and the liquid-
gas transition [14]. The model was also used in
Biology to model neural networks, flocking birds
and beating heart cells. Between 1969 and 1997,
more than 12,000 papers were published using
this model in different applications, which shows
the importance and potential of this model [15].
The model is represented as a system consisting
of 2D spins, interacting as magnets. Each spin
can have one of two orientation values S; +1 or-
1. Neighboring spins Si and 5;. interact with
energy equal to -J. Si. Sj. J is a constant with
dimension of energy Ooules) and measures the
strength of the spin-spin interaction. This means
that the energy is -J if the interacting spins have
the same magnetic sign, and +J if they have
opposite magnetic sign [8]. If J > 0 (the usual
case) the interaction is ferromagnetic;
alternatively, if J < 0, the interaction is anti-
ferromagnetic [14]. The model undergoes a phase
transition when it changes between an ordered
and disordered state. The total energy can be
expressed in the form shown in equation (1)
E = -J Lfj=n.n Si Sj (1)
Si and S; are neighboring spins. Each spin
interacts with the four nearest neighbors, see
Figure 2 below, and the interaction energy per
spin can be between -4J and +4J.
Figure 2. An
--~.............."","'flIIJj~--------- illustration of a
lattice with spins
,-~-t4I111f1i'-""'''''''''''IIIIJ-lI-4 --
represented as a set
of arrows pointing up
and down. Each spin
interacts with the
...............~~...-......~-...........---- nearest four
neighboring spins.
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III. MODIFIED ISING MODEL
As we mentioned in the previous section the
Ising model has been used in various applic~tion.
The model was originally used to describe
magnetic iron, represented as (+ / -) spins. Also it
?as ~een a useful model for binary alloys, where
In thIS case the spins represent atoms. The model
can also describe gas-liquid phase transitions as
either occupied or vacant (1 / 0) lattice sites [14].
Here we are applying the Ising model to study the
energy of solar features, mainly sunspot and
active regions. In this case, we have modified the
Ising equation to make the calculation more
suited for handling the properties of the solar
features under investigation. The final equation is
represented in the form shown in equation (2):
E = - Lt:'. Sf Sj (2)
l,J d2
where Si Sj represents the product of the spins. In
the modified Ising model, we are not assuming
that the spin interacts with its direct neighbors
only. Instead, each spin interacts with all other
~pins in a finite region of the 2D grid, as
tllustrated in Figure 3. We also take into
consideration the Euclidean distance d between
each pair of interacting spins. Spin values are
also represented differently in the modified Ising
model. Each pixel value in the detected region is
included in the mathematical equation and the
results represented as real numbers. More details
are provided in the next section.
Figure 3. An illustration of the modified Ising
model operation each magnet/spin interacts with
all other magnets/spins on the lattice.
IV. ApPLICATION ANn RESULTS
a) The Practical Implementation
Accurate prediction of the extremes of space
weather activities is extremely important as
discussed before. For more information on the
damage that Flares could cause to our way of life
on Earth please refer to [5] or [16]. Sunspots and
active regions are related to solar flare eruption
[5]. The magnetic sheer of active regions is a key
to understanding flare occurrences [1 7]. Twisted
magnetic field lines in active regions can release
high energy in the form of flares [18].
Considering this association between active
regions and flare eruptions, investigating active
regions energy could provide a new insight for
predicting the flaring probabilities.
Our modified Ising model algorithm is
programmed in C++ and is integrated with our
real-time system ASAP. This processes
SOHO/MDI images in real-time and connects
automatically to SOHO's website to check for the
latest MDI images. It then applies segmentation
~lgorithms to detect sunspots. Machine learning
IS used to group and classify these regions. More
information on ASAP can be found in [5] [1].
Our new algorithm processes and analyzes the
detected active region images cropped from the
SOHO/MDI magnetogram images and calculates
th~ ~nergy for each region. To our knowledge,
thIS IS the first time the Ising model has been
used to provide a numerical representation of the
energies of active regions.
b) Detecting the Neutral Lines in Solar Images
One of the problems we face doing Ising
calculations is how to determine the exact
polarity of the pixels under investigation. A point
of reference, with zero polarity is needed in this
context. The intensity of these neutral
point/points could be assumed to be equivalent to
zero polarity and the polarities of other pixels
could be calculated with respect to these neutral
point/points. A neutral line separates line-of-sight
magnetic fields of opposite polarity [19]. Hence
we needed to use an automated algorithm for the
detection of neutral lines on solar SOHOIMDI
magnetogram images to overcome this problem.
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c) The Ising Algorithm
• The SOHO/MDI magnetogram image is
processed to detect the inversion line maps
(neutral lines), using the algorithm employed
in [20], with smoothing level = 2.
• After the neutral lines are detected on the
SOHO/MDI magnetogram image, ASAP
detects the active regions from the
magnetogram image with the neutral lines
and provides local segmented regions as
shown in Figure 4.
• The threshold value is calculated for each
detected region by finding the mean value of
the pixels marked as neutral lines.
• Each detected active region is analyzed and
represented in a 2D grid with the same
dimensions of the detected region. Pixels
values are represented in relation to the
threshold value of the region.
• Finally, the 2D grid is calculated using
Equation (2) and an energy for each region
is produced.
The method introduced in this paper will, if
successful, enable us to enhance the machine
learning algorithms described in [2] and hence
improve our future predictions for solar flare
eruptions probabilities.
We have experimented with 86 solar SOHOIMDI
intensitygram and magnetogram images in the
period from 25/10/2003 to 04/11/2003. For each
detected region, the system calculated the total
energy and the results are recorded in a sunspot
catalogue provided by ASAP. We then compared
this catalogue and the detected regions on the
solar disk with the solar observation details
obtained from the Meudon Observatory, France
(http://bass2000.obspm.frD, in order to find the
associated NOAA number for each detected
active region. Figure 5 explains the process. The
NOAA number is given by the National Oceanic
and Atmospheric Administration for each active
region. Using the NOAA number we compare the
energies in our sunspot catalogue with the NGDC
solar' flare catalogue in order to investigate
energy changes during the time of flaring. The
National Geophysical Data Center (NGDC) holds
one of the most comprehensive publically
available databases for solar features and
activities recorded from several observatories
around the world and it is available online
(ftp://ftp.ngdc.noaa.gov/STP/SOLAR DATAlSO
LAR FLARES/XRAY FLARESD. From the
available data, two regions have been studied:
NOAA region number 10488 and 10486. The
reason for studying those two regions is that they
were the largest regions during that time, and one
of them, region number 10486, was associated
with most of the flares that occurred during the
Halloween solar storm.
(a) (c)
Figure 4. (a) SOHO/MDI magnetogram image
of the solar disk with the detected neutral lines.
(b) Active region detected, by ASAP, NOAA
region number 10486, Date 31/10/03 00:00. (c)
Active region detected with the neutral lines
detected, by ASAP.
(a) (b)
Figure 5. Associating the detected active regions
by ASAP to their NOAA number. (a) Map of the
solar disk with the associated NOAA number, by
Meudon Observatory. (b) The solar disk with the
active regions detected, by ASAP.
We have plotted our results for each region
(region number 10488 and 10486) in Figure 6
and Figure 7, respectively in order to investigate
the changes of active region energy and erupted
flares at that time. However, plotting the Ising
energy versus time does not provide an accurate
description because of the geometrical distortions
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Figure 7: Histogram of active region energies,
NOAA number 10486, against erupted flares
during the period from 25/10/2003 to 04/11/2003
(Julian date format.).
Figure 6: Histogram of active region energies,
NOAA number 10488, against erupted flares
during the period from 25/10/2003 to 04/11/2003
(Julian date format.).
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We have noticed that while the sunspot energy is
building up, flares of type C and M occurs, and a
large increase in energy is followed by flares of
type X. This is a very important finding since it
shows us that we can add these calculated
energies to our machine learning algorithms to
provide more accurate solar flare predictions,
which is going to be developed further in future
work. We also intend to apply machine learning
algorithms to study the energy patterns in
association with the sunspot's McIntosh classes,
area, and age to identify patterns of flare
eruptions with respect to energy. Identifying such
patterns will help us to improve the prediction of
flares and is quite important for space weather
applications in general. Studying these patterns is
also important for understanding the evolution of
the associated solar features.
V. CONCLUSION AND FURTHER WORK
A new algorithm has been developed, tested,
and integrated with ASAP to calculate the energy
for the detected sunspots and active regions. The
algorithm has been derived from the Ising model.
This model has previously been used to calculate
the energies for various applications. We have
modified the Ising model to suit the calculation
of the energy of sunspots and active regions
appearing in SOHO/MDI intensitygram and
magnetogram images. These detected regions
vary in size and their values are converted and
represented on a 2D grid. Then we calculate the
energy on these regions using a modified Ising
equation. The program has been tested on 86
solar SOHO/MDI intensitygram and
magnetogram images in late Octoberlbeginning
November 2003, when the Halloween solar storm
occurred. The energies for each detected region
were recorded. Then, we compared the recorded
energies with the NGDC flares catalogue for the
same time period according to the NOAA region
number to investigate the changes of active
regions energies associated with flares.
of shape and area of solar features as solar
rotation moves them towards the limb. To
compensate for these effects we have plotted
d
dE versus time, in Figure 8 and 9. Looking at
t E
these curves, especially for NOAA region 10486,
it is obvious that a pattern exist where a build up
of magnetic energy takes place and is released in
the form of solar flare, causing a slight time delay
between both curves. On all the figures, the x-
axis represents the date/time (in a Julian date
format), the left y-axis represent the energy or its
normalized time gradient-energy quotient, and
the right y-axis represents the flare intensity (C
flare = 0.000001 - 0.00001, M flare = 0.00001 -
0.0001, and X flare = 0.0001-0.001). The figures
show that while the energy of an active region is
building up some C and M flares occur, and an
increase in the energy is followed by a large flare
of type X. This clarifies the association between
sunspots and active regions with high energy and
flare occurrence. However, machine learning and
data mining tools need to be applied to larger
number of flaring and non-flaring active regions
to provide a better description of this association.
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FigureS: Histogram of the nonnalized gradient
of active region energies, NOAA number 10488,
against erupted flares during the period from
25/10/2003 to 04/11/2003.
f'igure9: Histogram of the nonnalized gradient of
active region energies, NOAA number 10486,
against erupted flares during the period from
25/10/2003 to 04/11/2003.
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Abstract- In this paper, a new method is applied to
calculate the magnetic energies of active regions and
sunspots in satellites images. Digital images from the Solar
& Heliospheric Observatory (SOHO) satellite are used in
this study. The magnetic energies are calculated using the
Ising model, which has been modified for our application.
The new algorithm is integrated with our existing ASAP
system (Automate Solar Activity Prediction). Extensive
testing was carried out and the promising results are
obtained that will aid in enhancing the accuracy of our
automated real-time solar prediction system are presented.
Index Terms- Ising model; sunspots; active regions;
MDI magnetogram images.
I. INTRODUCTION
Sunspots are dark features in the photosphere that rangefrom simple pore-like structures to very complex systems
of spots. These regions appear darker in comparison with the
surrounding photosphere because they are cooler with respect
to the surrounding photosphere. They are also associated with
very strong and complicated magnetic fields. Their sizes vary
from small pores, approximately 300 km in diameter, to a
diameter in excess of 100,000 km, almost eight times the
diameter of the Earth. The lifetime of a sunspot also varies,
and can range from less than an hour to more than six months.
They tend to occur in groups or pairs and often cluster
together.
Sunspots usually start to form as the tiny dots known as pores;
many of them dissipate and fail to mature. Those which
survive successfully the first stag{~ of existence usually form as
pairs. Then, these spots grow in size and area to form an
umbra, which is the dark center of the sunspot, usually
surrounded by a penumbra. The spot that is further west is
known as the leader spot. Those that are located to the east
with respect to this spot are kno\vn as the following spots, as
they tend to follow the leader spot as the sun rotates from east
978-1-4244-2206-7/08/$25.00 ©2008 IEEE
to west. Sunspot groups start to decay when the follower spots
start to lose definition and fade away in stages. Sometimes the
follower spots split and subdivide into other individual spots.
They then continue to fade away slowly. Usually, the rate of
decay of the leader spot is much slower than that of the
follower spots. It often maintains it shape and only decreases
slightly in umbral and penumbral area. The leader spots can
survive for several weeks after the rest of the spots within the
group fade away. Leader spots tend to continue to exist longer
near the minimum of the solar cycle compared with near the
maximum [1].
Sunspots and active regions are mostly associated with the
occurrence of solar flare phenomenon. A solar flare is a
sudden, rapid and intense variation in brightness which occurs
when magnetic energy that has built up in the solar
atmosphere is suddenly released, over a period lasting from
minutes to hours. Sunspots are part of active regions, and their
local behavior is used in the forecast of solar activity [2].
All the satellite images used in this work were captured by
SOHO. SOHO (Solar & Heliospheric Observatory) is a project
of international collaboration between ESA (European Space
Agency) and NASA (National Aeronautics and Space
Administration) to study the Sun from it is deep core to the
outer corona.
Our current system ASAP (Automated Solar Activity
Prediction), uses SOHO's Michelson Doppler Imager (MDI)
images. The MDI intensitygram and magnetogram images
shown in Figure 1 are used to detect, group, cluster and
classify sunspots based on the McIntosh classification system
[2][3]. The McIntosh system classifies sunspots based on their
shape, size, and density.
ASAP also extracts physical information of sunspot groups
and provides real-time predictions for the flaring properties of
these groups using machine learning algorithms [4]. In this
paper our aim is to create a computer-based model to calculate
the energy of the detected sunspots regions from MDI
magnetogram images in order to integrate it with our real-time
space weather prediction systems to improve their overall
performance. A new magnetic energy calculation method is
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introduced in this work, while the integration with ASAP is
left for future work. MDI magnetogram images show the line-
of-sight component of the magnetic field. MDI images are
used here because they show the strength and location of the
magnetic fields on the Sun which makes them well suited for
energy calculation. In magnetogram images, the gray areas
indicate regions with minimum magnetic energies, while the
black and white regions indicate strong magnetic fields. The
black regions indicates "south" magnetic polarity (pointing
towards the Sun), white regions indicate "north" magnetic
polarity (pointing outward). [5].
(a) Intensitygram Image
(b) Magnetogram Image
Figure 1. SOHO/MDI Images.
(a) Intensitygram Image.
(b)Magnetogram Image.
This paper is organized as follows: The original Ising model is
described in Section II. The modi fication of the Ising model is
described in section III. Section IV discusses the application
of modified Ising model and results. Finally, the conclusions
and suggestions for future work are given in section V.
II. THE ISING MODEL
The Ising model is a mathematical model in statistical
mechanics, named after the physicist Ernst Ising. The model
was proposed by Wilhem Lenz in 1920 and was solved by his
student Ernst Ising in 1925 for the one dimension case.
However, it was shown that there is no phase transition in the
one dimensional case. In 1944, Lars Onsager solved the Ising
model for the two dimensions in the absence of an external
magnetic field and showed that there was a phase transition in
two dimensions. Currently, there are no exact solutions
available for two and three dimensions in an arbitrary
magnetic field [6].
The model is represented as a lattice system and consists of
spins (demonstrating magnets). Each spin takes one of two
values; +1 (up) or -1 (down). The interaction energy between
two neighboring spins is +J if the two spins are in the same
state, aligned, and -J if they are in opposite state, antialigned.
Thus if J > 0 (usual case) the interaction is ferromagnetic.
Alternatively, if J < 0, the interaction is antiferromagnetic.
The model undergoes a phase transition when it changes
between an ordered and disordered state. The total energy can
be expressed in the form:
l'f
11- -[ r,.tS,tSJ (I)
where Si and Sj are neighbouring spins (see figure 2). Each
spin has a maximum of four nearest neighbours (periodic
boundary conditions), and the interaction energy per spin can
be between -4J and +4J. J is a constant and has dimensions of
energy (could be specified in units like joules) and it measures
the strength of the spin-spin interaction.
Figure 2. A lattice with
spins represented as
arrows [7].
III. MODIFIED ISING MODEL
The Ising model has been applied to various areas. The model
was originally used to describe magnets, represented as (+ / -)
spins, Le. for iron. Also it has been a useful model for binary
alloys, where in this case the spins represent atoms. The mo?el
can also describe gas-liquid phase transition as either occupIed
or vacant (1 / 0) lattice sites [8]. For the first time, we are
applying the Ising model to study the strength of magnetic
fields in sunspot and active regions. We have modified the
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Ising equation to make the calculation more suited for
handling the properties of the solar features under
investigation. The final equation is represented in the form:
The distance is calculated using Pythagoras equation (3),
where a represents the horizontal distance between the two
spins under consideration and b is the vertical distance
between them.
In this equation, £t SJ represents the product of the spins. In
the modified Ising model, we are not assuming that the spin
interacts with its direct neighbors only. Instead the interaction
between the spin under investigation and all the spins in the
20 grid is studied. A simple illustration can be seen in the 3x3
matrix shown in Figure 3. d is the distance between the two
interacting spins. The distance calculated depends on the
locations of both the spins.
represented in a 20 grid to be processed by our Ising
algorithm. As explained earlier, the elements of this grid can
be +1, -lor O. On this grid, the dark regions on the
magnetogram image are represented as -1 's and the white
regions are represented as 1's. Other grey regions are
considered to be non magnetic regions and therefore are
represented as O's. Figure 4 shows a detected sunspot region
and its corresponding matrix. These matrices are used as an
input to our Ising model to calculate their energy. To our
knowledge this is the first time the Ising model is used to
provide numerical representation for the magnetic strength in
sunspots regions. This could be a very important step for
predicting the flaring possibility caused by these regions.
Sunspots are related to solar flare eruptions as demonstrated in
[2]. The method introduced in this paper will enable us, if
successful, to enhance the machine learning algorithms
described in [2] and hence improve our future predictions for
solar flare eruptions probabilities. Accurate prediction of solar
flares is extremely important for space weather because of the
severe effects and damage they can cause to satellites,
astronauts, power lines, etc. For more information on the
damage that Flares could cause to our way of life on Earth
please refer to [2] or [9].
(2)E-
(3)
Figure 3. Illustration of the interaction of
one spin with all other spins on the lattice.
d is Distance.
Sunspots and active regions can be unipolar or bipolar, and in
both cases there is a non-interacting area without magnetic
field. Another modification that we have introduced is
changing the system to deal with neutral spins, which are
represented with 0 values. Hence, three values have to be
considered in our calculations, which are + 1, -1 and O.
IV. ApPLICATION AND RESULTS
The Ising model is programmed in c++ and is integrated
with our real-time system ASAP. ASAP processes
SOHO/MDI images in real-time. ASAP connects
automatically to SOHO's website to check for the latest MOl
images. Then applies segmentation algorithms to detect
sunspot regions and machine learning is used to group and
classify these regions. More information on ASAP can be
found in [9]. The detected sunspot regions are extracted and
We have experimented with 28 solar SOHOIMDI
magnetogram images in the period from 21/04/2001 to
27/04/2001. For each detected region, the system has
calculated the total energy and the results have been added to
the sunspot catalogue provided by ASAP. Then this catalogue
is compared with the National Geophysical Data Center
(NGDC) solar flare catalogues in order to investigate the
energy change during the time of flaring (Table I). NGDC
provides a public sunspot catalogue and solar flare catalogue,
recorded from several observatories around the world. NGDC
holds one of the most comprehensive publically available
databases for solar features and activities. Figure 5, obtained
from Meudon Observatory, France
(http://bass2000.obspm.fr/), shows sunspots and active regions
and sunspots associated NOAA number, for the date
22/04/2001 00:00. Figure 6 shows the detected regions for the
same date, 22/04/2001 00:00, obtained from ASAP. The
calculated energies for region NOAA (9433) for that date are
included in the sunspots catalogue in (Table II). We used these
two types of images (figures 5 and 6), to compare the detected
sunspot regions and flares, according to the associated NOAA
number. This helps to investigate the relationship between
sunspots energies and the erupting flares within the same
region. Entries from the flares catalogue (Table I) and
sunspots catalogue (Table II) are used for comparison by
extracting the time and position information. Comparing the
energies with x-ray solar flare catalogue, it has been noticed
that solar flares have occurred while the sunspot's energy was
building up, within the same solar region. We can see the
association between flares and sunspots on the graph on
Figure 7. The graph shows the calculated energy for a specific
sunspot region (NOAA number 9433) during the set period, as
well as the flares and their classifications which occurred
within the same region. This clarifies the association between
sunspots and active regions with high energy and flare
occurrence.
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learning algorithms to provide accurate and better solar flare
predictions. This is going to be our first future work and we
also would like to study how the temperature of sunspots and
active regions can affect the energy of solar features. We also
intend to apply machine learning algorithms to study the
energy patterns in association with the Mcintosh classes to
identity patterns of flares eruptions with respect to Ising
energy. Identifying such patterns will help us to improve the
prediction of flares and is quite important for space weather
applications in general.
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Figure 4.
(a) Detected region, Image type: Magnetogram.
(b) Conversion matrix of the detected region.
Figure 5. a. Solar map shows solar activities, sunspots,
and their NOAA numbers.
V. CONCLUSION AND FURTHER WORK
An algorithm has been developed, tested, and integrated
with ASAP to calculate the energy for the detected sunspots
and active regions. The algorithm has been derived from the
Ising model. This model can be used to calculate the energies
for various forms, i.e. magnets and gas. We have modified the
Ising model so that it can be used to calculate the energy for
sunspots and active regions appearing in SOHO/MDI images.
The solar features are detected from magnetogram images of
the sun. These detected regions vary in size, and they have
been converted to a 2D grid. The dark regions are represented
as +I 's and white regions are represented as -I's. The gray
coloured areas are considered to be non magnetic regions and
have been represented as O's. The Ising model function for
matrix conversion and energy calculation has been created
using C++ and added to ASAP.
The program has been tested on 28 solar magnetogram images
during the period 21/04/2001 to 27/04/2001 and the energy for
each detected region was recorded. We have compared the
energies with the NGDC flares catalogue for the same time
period, and we have noticed that most of the solar flares
erupted within the same region as sunspots and active regions
of high energy. This is a very important finding since it shows
us that we can add these calculated energies to our machine
Table I. NGDC flare catalogue for April 22-2001.
Flare Catalogue
Date Time Position Type NOAA
31777010422 0129 0141 0133 C 18 GOES 9433
31777010422 0145 0151 0148 N20E30SF C 17 GOES 9433
31777010422 0511 0522 0520 N20E40SF C 28 GOES 9433
31777010422 0809 0818 0813 N20E39SF C 37 GOES 9433
31777010422 0827 0833 0830 C 19 GOES
31777010422 0840 0850 0846 C 18 GOES
31777010422 1011 1027 1018 C 40 GOES
31777010422 1050 1057 1054 C II GOES
31777010422 1508 1514 1512 C 21 GOES
31777010422 1702 1713 1707 NI2E21SF C 22 GOES 9433
31777010422 2037 2047 2044 NI4EI81N M 32 GOES 9433
31777010422 2133 2143 2137 NI7E22SF C 17 GOES 9433
31777010422 2144 2217 2205 NI7E21SF C 35 GOES 9433
31777010422 2236 2245 2241 NI5E25SF C 38 GOES 9433
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Figure 6. Solar image with the detected sunspots regions,
produced by ASAP.
Table II. Sunspot catalogue, produced by ASAP, of region
NOAA number 9433, date April 22-2001
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Sunspots Catalogue for n~gion 0 only
Date Time Region Position
20010422 0000 0 222 339 'J16E39 FHC 20 793
20010422 0624 0 244 337 'J16E35 FHC 20 823
20010422 1112 0 262 336 'J16E33 FHC 21 764
20010422 1736 0 286 335 'J16E29 FHC 22 821
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Figure 7. This graph shows the variation in energy of region
9433 and the flares occurance and classification withen the
same region.
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