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Abstract
In this paper we study the set of involutions of the hyperoctahedral group Bn with the order
induced by the Bruhat order of Bn. We prove that this is a graded poset, giving an explicit formula
for its rank function, and that it is E L-shellable, hence Cohen–Macaulay, and Eulerian.
© 2003 Elsevier Ltd. All rights reserved.
1. Introduction
It is known that the symmetric group Sn , partially ordered by the Bruhat order, encodes
the cell decomposition of Schubert varieties (see, e.g., [9]). This partially ordered set has
been studied extensively (see, e.g., [5, 7, 8, 13, 14] and [21]) and it is known that it is
a graded poset, with rank function given by the length (the number of inversions), and
that it is lexicographically shellable, hence Cohen–Macaulay, and Eulerian. These results
actually hold for every Coxeter group.
In [16] and [17] a vast generalization of this partial order has been considered, in relation
to the cell decomposition of certain symmetric varieties.
In [12] we have studied this partial order in a special case, particularly attractive from
a combinatorial point of view, namely that of the poset Invol(n) of the involutions of Sn
with the order induced by the Bruhat order. We have shown that this is a graded poset,
with rank function given by the average of the number of inversions and the number of
excedances, and that it is also E L-shellable and Eulerian.
In this paper we find similar results for the poset Invol(Bn) of the involutions of the
hyperoctahedral group Bn , with the order induced by the Bruhat order of Bn . We show that
this is also a graded poset, finding an explicit formula for its rank function, and that it is
E L-shellable, hence Cohen–Macaulay, and Eulerian.
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The organization of the paper is as follows. In Section 2 we give basic definitions,
notation and results that are needed in the sequel. In Section 3 we give a description of
the covering relation in Invol(Bn), proving that it is graded and giving an explicit formula
for the rank function. In Section 4 we prove that the poset is E L-shellable and Eulerian.
2. Preliminaries
In this section we recall some basic definitions, notation and results that will be used in
the rest of this work.
We let N = {1, 2, 3, . . .} and Z be the set of integers. For every n ∈ N we let
[n] = {1, 2, . . . , n} and for every n, m ∈ Z, with n ≤ m, we let [n, m] = {n, n+1, . . . , m}.
Finally, for every n ∈ N we let [±n] = [−n, n]\{0}.
2.1. Posets
We follow [18, Chapter 3] for poset notation and terminology. In particular we denote
by  the covering relation: x  y means that x < y and there is no z such that x < z < y.
The Hasse diagram of a finite poset P is the graph whose vertices are the elements of P ,
whose edges are the covering relations, and such that if x < y, then y is drawn “above” x .
A poset is said to be bounded if it has a minimum and a maximum, denoted by 0ˆ and 1ˆ
respectively. For a bounded poset P we denote by P¯ the subposet P\{0ˆ, 1ˆ}. If x, y ∈ P ,
with x ≤ y, we let [x, y] = {z ∈ P : x ≤ z ≤ y}, and we call it an interval of P . If
x, y ∈ P , with x < y, a chain from x to y of length k is a (k + 1)-tuple (x0, x1, . . . , xk)
such that x = x0 < x1 < · · · < xk = y, denoted simply by “x0 < x1 < · · · < xk”. A chain
x0 < x1 < · · · < xk is said to be saturated if all the relations in it are covering relations,
and in this case we denote it simply by “x0  x1  · · ·  xk”.
A poset is said to be graded of rank n if it is finite, bounded and if all maximal chains
of P have the same length n. If P is a graded poset of rank n, then there is a unique rank
function ρ : P → [0, n] such that ρ(0ˆ) = 0, ρ(1ˆ) = n and ρ(y) = ρ(x) + 1 whenever y
covers x in P . Conversely, if P is finite and bounded, and if such a function exists, then P
is graded of rank n.
If P is a graded poset and Q is a totally ordered set, an edge-labelling of P with values
in Q is a function λ : {(x, y) ∈ P2 : x  y} → Q. If λ is an edge-labelling of P , for every
saturated chain x0  x1  · · ·  xk we set
λ(x0, x1, . . . , xk) = (λ(x0, x1), λ(x1, x2), . . . , λ(xk−1, xk)).
An edge-labelling λ of P is said to be an E L-labelling if for every x, y ∈ P , with x < y,
(i) there is exactly one saturated chain from x to y, say x = x0  x1  · · · 
xk = y, such that λ(x0, x1, . . . , xk) is a non-decreasing sequence (i.e., λ(x0, x1) ≤
λ(x1, x2) ≤ · · · ≤ λ(xk−1, xk));
(ii) any other saturated chain from x to y, say x = y0  y1  · · ·  yk = y, different
from the previous one, is such that λ(x0, x1, . . . , xk) <L λ(y0, y1, . . . , yk), where
<L denotes the lexicographic order ((a1, a2, . . . , ak) <L (b1, b2, . . . , bk) if and only
if ai < bi , where i = min{ j ∈ [k] : a j = b j }).
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A graded poset P is said to be lexicographically shellable, or E L-shellable, if it has an
E L-labelling.
Connections between E L-shellable posets and shellable complexes, Cohen–Macaulay
complexes and Cohen–Macaulay rings can be found, for example, in [1, 3, 4, 10, 11, 15]
and [19]. Here we only recall some basic facts. The order complex (P) of a poset P is
the simplicial complex of all chains of P . A poset P is said to be shellable if (P) is
shellable, and Cohen–Macaulay if (P) is Cohen–Macaulay (see, e.g., [4, Appendix], for
the definitions of a shellable complex and of a Cohen–Macaulay complex). Furthermore,
a poset is Cohen–Macaulay if and only if the Stanley–Reisner ring associated with it is
Cohen–Macaulay (see, e.g., [15]). It is known that if a complex is shellable, then it is
Cohen–Macaulay (see [10, Remark 5.3]). So the same holds for posets. Finally, Bjo¨rner
has proved the following (see [4, Theorem 2.3]).
Theorem 2.1. Let P be a graded poset. If P is E L-shellable then P is shellable and hence
Cohen–Macaulay. 
A graded poset P with rank function ρ is said to be Eulerian if
|{z ∈ [x, y] : ρ(z) is even}| = |{z ∈ [x, y] : ρ(z) is odd}|
for every x, y ∈ P such that x ≤ y.
In an E L-shellable poset there is a necessary and sufficient condition for the poset to
be Eulerian. We state it in the following form (see [4, Theorem 2.7] and [20, Theorem 1.2]
for proofs of more general results).
Theorem 2.2. Let P be an E L-shellable poset and let λ be an E L-labelling of P. Then P
is Eulerian if and only if for every x, y ∈ P such that x < y, there is exactly one saturated
chain from x to y with decreasing labels.
Finally, we refer to [11] or [19] for the definition of a Gorenstein poset, just recalling
the following result (see, e.g., [19, Section 8]).
Theorem 2.3. Let P be a graded Cohen–Macaulay poset. Then P is Gorenstein if and
only if the subposet of P induced by P\{x ∈ P¯ : x is comparable with every y ∈ P} is
Eulerian.
2.2. The Bruhat order on the symmetric group
Given a set T we let S(T ) be the set of all bijections π : T → T . As usual we denote
by Sn = S([n]) the symmetric group, and we call its elements permutations.
If σ ∈ Sn then we write σ = σ1σ2 · · · σn , to mean that σ(i) = σi for every i ∈ [n].
We also write σ in disjoint cycle form, omitting to write the 1-cycles of σ . For example, if
σ = 364152, then we also write σ = (1, 3, 4)(2, 6). Given σ, τ ∈ Sn , we let στ = σ ◦ τ
(composition of functions) so that, for example, (1, 2)(2, 3) = (1, 2, 3).
Given σ ∈ Sn , the diagram of σ is a square of n × n cells, with the cell (i, j) (i.e., the
cell in the i th column and in the j th row, with the convention that the first column is the
leftmost one and the first row is the lowest one) filled with a dot if and only if σ(i) = j .
The diagonal of the diagram is the set of cells {(i, i) : i ∈ [n]}.
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It is known that Sn is a Coxeter group, with set of generators
S = {s1, . . . , sn−1},
where si = (i, i + 1) for every i ∈ [n − 1], and that the length of σ ∈ Sn (i.e., the smallest
k ∈ N such that σ can be written as a product of k generators) is given by
l(σ ) = inv(σ ),
where
inv(σ ) = |{(i, j) ∈ [n]2 : i < j and σ(i) > σ( j)}|,
is the number of inversions of σ .
About the Bruhat order of Sn we recall some properties.
Let σ ∈ Sn . A rise of σ is a pair (i, j) ∈ [n]2 such that i < j and σ(i) < σ( j). A rise
(i, j) of σ is free if there is no k ∈ [n] such that i < k < j and σ(i) < σ(k) < σ( j).
Proposition 2.4. Let σ, τ ∈ Sn. Then σ  τ in the Bruhat order of Sn if and only if
τ = σ(i, j), for some free rise (i, j) of σ .
Let σ ∈ Sn . For every (h, k) ∈ [n]2 we set
σ [h, k] = |{i ∈ [h] : σ(i) ≥ k}|.
A fundamental characterization of the Bruhat order relation is the following (see,
e.g., [13]).
Proposition 2.5. Let σ, τ ∈ Sn. Then σ ≤ τ in the Bruhat order of Sn if and only if
σ [h, k] ≤ τ [h, k] for every (h, k) ∈ [n]2.
Consider the maximum of Sn : w0 = n(n − 1)(n − 2) · · · 3 2 1. Given σ ∈ Sn , the
diagrams of the permutations w0σ , σw0, w0σw0 and σ−1 are obtained from the diagram
of σ by, respectively, reversing the rows, reversing the columns, reversing rows and
columns, and interchanging rows and columns. The effects of these operations on the
Bruhat order are described in the following proposition, which is an easy consequence
of Proposition 2.5.
Proposition 2.6. Let σ, τ ∈ Sn. Then the following are equivalent:
(1) σ ≤ τ ;
(2) w0σ ≥ w0τ ;
(3) σw0 ≥ τw0;
(4) w0σw0 ≤ w0τw0;
(5) σ−1 ≤ τ−1.
In [12] we have considered the set of involutions of Sn , which we have denoted by
Invol(n), with the order induced by the Bruhat order of Sn . In the next section we recall
briefly the main definitions and results obtained in [12] about this partially ordered set, as
they are needed in the sequel.
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2.3. The Bruhat order on the involutions of the symmetric group
In this section we recall briefly the main concepts and results of [12], that we will use
in the rest of this work.
Let σ ∈ Sn . We say that i ∈ [n] is an excedance of σ if σ(i) > i , a fixed point of
σ if σ(i) = i and a deficiency of σ if σ(i) < i . We denote by Ie(σ ), I f (σ ) and Id (σ )
respectively the sets of excedances, fixed points and deficiencies of σ . As usual we denote
by exc(σ ) the number of excedances of σ . The type of a rise (i, j) is the pair (a, b),
where a, b ∈ { f, e, d} are such that i ∈ Ia(σ ) and j ∈ Ib(σ ). We call a rise of type
(a, b) also an ab-rise. Furthermore, we need to distinguish two kinds of ee-rises: an ee-
rise (i, j) is crossing if i < σ(i) < j < σ( j), non-crossing if i < j < σ(i) < σ( j)
(looking at the diagram of σ , an ee-rise is crossing or non-crossing depending on the
fact that the rectangle having the dots in columns i and j as vertices intersects or not
the diagonal).
For example, if σ = 321654, the free rises of σ are (1, 4), (1, 5), (1, 6), (2, 4), (2, 5),
(2, 6), (3, 4), (3, 5), (3, 6), whose types are, respectively, (e, e), (e, f ), (e, d), ( f, e),
( f, f ), ( f, d), (d, e), (d, f ), (d, d) (all nine possible types) and the ee-rise is crossing.
Let σ ∈ Invol(n). A rise (i, j) of σ is suitable if it is free and if its type is one of the
following: ( f, f ), ( f, e), (e, f ), (e, e), (e, d).
Definition 2.7. Let σ ∈ Invol(n). Let (i, j) be a suitable rise of σ . The covering
transformation of σ with respect to (i, j), denoted by ct(i, j )(σ ), is the involution obtained
from σ by substituting the black dots with the white dots as described in Table 1, depending
on the type of (i, j).
Let σ, τ ∈ Invol(n), with σ < τ . The difference index of σ with respect to τ , denoted
by diτ (σ ) (or simply di ), is the minimal index on which σ and τ differ:
diτ (σ ) = min{i ∈ [n] : σ(i) = τ (i)}.
The covering index of σ with respect to τ , denoted by ciτ (σ ) (or simply ci ), is
ciτ (σ ) = min{ j ∈ [di + 1, n] : σ( j) ∈ [σ(di) + 1, τ (di)]}.
It is shown in [12] that ci is well-defined and that (di, ci) is always a suitable rise of σ
([12, Proposition 4.2]). So it makes sense to consider the minimal covering rise of σ with
respect to τ , denoted by mcrτ (σ ) (or simply mcr ):
mcrτ (σ ) = (di, ci),
and the minimal covering transformation of σ with respect to τ , denoted by mctτ (σ ) (or
simply mct):
mctτ (σ ) = ctmcr (σ ) = ct(di,ci)(σ ).
The most important result about the minimal covering transformation is the following
([12, Theorem 4.4]).
Theorem 2.8. Let σ, τ ∈ Invol(n), with σ < τ . Then
mctτ (σ ) ≤ τ.
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Table 1
Covering transformation
crossed
ee-rise
noncrossed
ee-rise
ed-rise
4
5
6
f f - rise
fe- rise
ef - rise
1
2
3
i j
i j
i j
i j
i j
i j
From this result the following characterization of the covering relation in Invol(n) can
be derived ([12, Theorem 5.1]).
Theorem 2.9. Let σ, τ ∈ Invol(n). Then τ covers σ in Invol(n) if and only if τ =
ct(i, j )(σ ), for some suitable rise (i, j) of σ .
Starting from this theorem, it is proved in [12] that Invol(n) is graded, with rank
function ρ given by
ρ(σ) = inv(σ ) + exc(σ )
2
,
for every σ ∈ Invol(n), and that it is E L-shellable, hence Cohen–Macaulay, and
Eulerian. Our aim in this work is to obtain similar results for the set of involutions of
the hyperoctahedral group Bn .
2.4. The Bruhat order on the hyperoctahedral group
We denote by Bn the hyperoctahedral group, defined by
Bn = {σ ∈ S([±n]) : σ(−i) = −σ(i) for every i ∈ [n]}
and we call its elements signed permutations.
If σ ∈ Bn we write σ = [σ1, σ2, . . . , σn], to mean that σ(i) = σi for every i ∈ [n] (the
images of the negative entries are then uniquely determined), and we call it the window
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notation of σ . We also denote σ by the sequence |σ1| |σ2| · · · |σn |, with the negative entries
underlined. For example, 4 2 1 5 3 denotes the signed permutation [4,−2, 1,−5,−3]. We
also write σ in disjoint cycle form. Signed permutations are also permutations of the set
[±n], so they inherit the notion of diagram. The main diagonal of the diagram is the set of
cells {(i, i) : i ∈ [±n]}, and the antidiagonal is the set of cells {(i,−i) : i ∈ [±n]}.
It is known (see, e.g., [2, Proposition 8.1.3]) that Bn is a Coxeter group, with set of
generators
S = {s0, s1, . . . , sn−1},
where s0 = (1,−1) and si = (i, i + 1)(−i,−i − 1) for every i ∈ [n − 1].
There are various known formulas for computing the length in Bn (see, e.g.,
[6, Proposition 3.1]). Here we present a new simple way of expressing it (which seems to
have never appeared in the literature before) which can be easily derived from the existing
ones: the length of σ ∈ Invol(Bn) is given by
l(σ ) = inv(σ ) + neg(σ )
2
,
where
inv(σ ) = |{(i, j) ∈ [±n]2 : i < j and σ(i) > σ( j)}|,
(the length of σ in the symmetric group S([±n])), and
neg(σ ) = |{i ∈ [n] : σ(i) < 0}|.
About the Bruhat order of Bn we recall the following property (see, e.g.,
[2, Corollary 8.1.9]).
Proposition 2.10. Let σ, τ ∈ Bn. Then σ ≤ τ in the Bruhat order of Bn if and only if
σ ≤ τ in the Bruhat order of the symmetric group S([±n]).
Note that the maximum of Bn is w0 = 1 2 . . . n , and that an analogue of Proposition 2.6
holds for Bn .
We are interested in the set of involutions of Bn . Note that a signed permutation (whose
diagram has the property of being symmetric with respect to the centre) is an involution if
and only if its diagram is symmetric with respect to both diagonals. We wish to study the
poset, which we denote by Invol(Bn), of these involutions with the order induced by the
Bruhat order of Bn .
In Fig. 1 the Hasse diagram of the poset Invol(B3) is represented.
3. Invol(Bn) is graded
In this section we prove that the poset Invol(Bn) of the involutions of Bn , partially
ordered by the Bruhat order, is graded and we give an explicit formula for its rank function.
We first define two statistics on a signed permutation σ . The first is the number of
deficiencies-not-antideficiencies:
dna(σ ) = |{i ∈ [n] : −i ≤ σ(i) < i}|.
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Fig. 1. The poset Invol(B3).
Fig. 2. The dna statistic.
Looking at Fig. 2, dna(σ ) is the number of dots of the diagram of σ which lie in the
grey area. For example, if σ = 4 7 3 1 5 6 2 , we have dna(σ ) = 4.
Note that, if σ is an involution of Bn , an alternative description of dna(σ ) is the
following:
dna(σ ) = n − f i x
+(σ ) + a f i x+(σ )
2
,
where
f i x+(σ ) = |{i ∈ [n] : σ(i) = i}| and a f i x+(σ ) = |{i ∈ [n] : σ(i) = −i}|
are, respectively, the number of positive fixed points and positive antifixed points of σ , that
is, the number of dots of the diagram of σ which are, respectively, in the cells (i, j), with
i > 0, of the main diagonal and of the antidiagonal.
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The second statistic we introduce is the average of the length l and dna, which we
call ρ:
ρ(σ) = l(σ ) + dna(σ )
2
.
Our aim is to prove that the poset Invol(Bn) is graded, with rank function ρ.
More precisely, we will find, for every pair (σ, τ ) of involutions of Bn , such that σ < τ ,
an involution χ of Bn greater than σ and less than or equal to τ , such that the ρ statistic
increases by 1 going from σ to χ .
We will show that in some “easy” cases, the desired involution χ is the covering
transformation of σ with respect to some suitable rise of σ (in the sense of Definition 2.7,
regarding σ as an involution of S([±n])). In some other cases, which we call “normal”, χ
is given by
χ = mctτ (w0mctτ (σ )w0),
that is, χ is obtained from σ by applying the minimal covering transformation, rotating the
diagram by 180◦ and then applying again the minimal covering transformation. But there
are several cases left, which we call “hard”, in which these choices of χ do not work.
Before describing in detail these cases, we need some definitions, valid in general for
involutions of the symmetric group.
Definition 3.1. Let σ, τ ∈ Invol(Sn), with σ < τ . Suppose that the set { j ∈ [ci + 1, n] :
σ( j) ∈ [σ(di) + 1, σ (ci) − 1]} is not empty. The second covering index of σ with respect
to τ , denoted by sciτ (σ ) (or simply sci ) is
sciτ (σ ) = min{ j ∈ [ci + 1, n] : σ( j) ∈ [σ(di) + 1, σ (ci) − 1]}.
The second covering rise of σ with respect to τ , denoted by scrτ (σ ) (or simply scr ), is
scrτ (σ ) = (di, sci).
If scr is a suitable rise of σ , we define the second covering transformation. . . , as the
covering transformation of σ with respect to scr :
sctτ (σ ) = ctscr (σ ) = ct(di,sci)(σ ).
We can now describe the cases mentioned above.
Definition 3.2. Let σ, τ ∈ Invol(Bn), with σ < τ . Consider the following seven
properties of the pair (σ, τ ):
(1) ci ∈ {−di,−σ(di)};
(2) (0, 0) ∈ [di, ci ] × [σ(di), σ (ci)];
(3) σ(ci) = −ci ;
(4) τ (di) = −di ;
(5) sci does not exist, or σ(sci) > −sci ;
(6) sci exists, and sci = −ci ;
(7) sci exists, and σ(sci) = −sci .
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We set type(σ, τ ) = 8 if (σ, τ ) does not satisfy any of the above properties, and other-
wise type(σ, τ ) = min{k ∈ [7] : (σ, τ ) satisfies property (k)}. We say that the pair (σ, τ ) is
(E1) easy of the first kind, if type(σ, τ ) = 1;
(E2) easy of the second kind, if type(σ, τ ) = 2;
(N1) normal of the first kind, if type(σ, τ ) = 3;
(N2) normal of the second kind, if type(σ, τ ) = 4;
(N3) normal of the third kind, if type(σ, τ ) = 5;
(N4) normal of the fourth kind, if type(σ, τ ) = 6;
(H1) hard of the first kind, if type(σ, τ ) = 7;
(H2) hard of the second kind, if type(σ, τ ) = 8.
In the following definition we introduce the “minimal B-covering transformation”,
which, as we will prove, is the involution χ that we are looking for.
Definition 3.3. Let σ, τ ∈ Invol(Bn), with σ < τ . The minimal B-covering transfor-
mation of σ with respect to τ , denoted by m Bctτ (σ ) (or simply mBct), is
m Bctτ (σ ) =


mctτ (σ ), in case (E1),
ct(di,−di)(σ ), in case (E2),
mctτ (w0mctτ (σ )w0), in cases (N),
mctτ (mctτ (w0mctτ (σ )w0)), in case (H1),
sctτ (w0sctτ (σ )w0), in case (H2).
We will soon prove that mBct is well-defined and that it is an involution. The choice of
the adjective minimal will be made clear in the next section.
It is useful to first “visualize” Definitions 3.2 and 3.3, in all possible cases. This is what
we do in Tables 2–9.
Each table describes one of the cases of Definition 3.2. At the top of each table, in the
left cell we enumerate the properties characterizing the case, in the middle cell we recall
the definition of mBct and the values of the indices Bci and Bcv, which will be introduced
in the next section, and in the right cell the notation used in the pictures is explained. In the
tables we describe each possible subcase with a picture, using the following conventions:
 we represent the essential dots of the diagrams of σ , τ and mBct, using black dots
for σ , white squares for τ and white dots for mBct;
 we fill the regions “enclosed” in the moves that we perform to reach mBct, with a
lighter grey for the first move and, possibly, a medium grey for the second one and a
darker grey for the third one;
 the first (leftmost) vertical arrow and the second one denote, respectively, the indices
di and ci ; the meaning of the other arrows is explained in the next section;
 the five numbers at the top of each picture are, respectively, inv, neg, l
(=(inv+neg)/2), dna, and ρ (=(l+dna)/2), where x = x(m Bct)−
x(σ );
 the labels we use for the cases have the form α.β[γ ], where α ∈ {E1, E2, N1, N2,
N3, N4, H1, H2} refers to the case of Definition 3.2 we are in, β ∈ [6] is the type (in
the sense of Definition 2.7) of the first move that we perform to reach mBct, and γ
(optional) distinguishes between some further possibilities.
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Table 2
Easy pairs of the first kind
Table 3
Easy pairs of the second kind
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Case (E2.6a):
Left hand side Right hand side
Case (E2.6b):
Case (E2.6c):
Fig. 3. Proof of Lemma 3.4.
First of all, note that in every case mBct is well-defined, in the sense that it always makes
sense to perform the “moves” indicated in the various cases of Definition 3.3. For example,
in cases (N), since mctτ (σ ) < τ , which implies w0mctτ (σ )w0 < w0τw0 = τ , it makes
sense to consider mctτ (w0mctτ (σ )w0).
It is not yet clear, at this stage, if mBct is an involution of Bn , so we have to consider it
just as an involution of S([±n]). Furthermore, it is not always obvious that m Bct ≤ τ in
the Bruhat order of S([±n]). In particular this is hard to prove in two cases, namely in case
(E2) and in case (H2). These are the cases that we consider in the next two lemmas.
Lemma 3.4. Let (σ, τ ) be an easy pair of the second kind. Then
m Bctτ (σ ) = ct(di,−di)(σ ) ≤ τ.
Proof. In each of the three cases (E2.6a), (E2.6b), (E2.6c) we have that
ct(di,ci)(w0ct(di,ci)(m Bctτ (σ ))w0) = mctτ (mctτ (w0mctτ (σ )w0)). (1)
This is proved in Fig. 3, where, in each of the three cases, the left picture represents the
left-hand side, and the right picture the right-hand side of (1). In each picture the black
F. Incitti / European Journal of Combinatorics 24 (2003) 825–848 837
Table 4
Normal pairs of the first kind
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Table 5
Normal pairs of the second kind
dots denote σ , the white squares denote τ , and the white dots denote the involution of Bn
described in the two sides of (1). For example, for the left picture of case (E2.6a) we have
that
ct(di,ci)(w0ct(di,ci)(m Bctτ (σ ))w0) = σ(di,−di)(σ (di),−σ(di))
·(di, ci,−σ(di))(−di,−ci, σ (di)).
One then checks that the positions of the white dots coincide in the two pictures.
From (1) we then have
m Bctτ (σ ) ≤ ct(di,ci)(w0ct(di,ci)(m Bctτ (σ ))w0)
= mctτ (mctτ (w0mctτ (σ )w0))
≤ τ. 
Lemma 3.5. Let (σ, τ ) be a hard pair of the second kind. Then
m Bctτ (σ ) = sctτ (w0sctτ (σ )w0) ≤ τ.
Proof. We prove that sctτ (σ ) ≤ τ , which implies w0sctτ (σ )w0 ≤ τ . With the same
reasoning it can be shown that w0sctτ (σ )w0 ≤ τ implies sctτ (w0sctτ (σ )w0) ≤ τ .
We recall that σ(ci) = −ci , τ (di) < −di , sci exists and σ(sci) < −sci .
We first prove that σ(di, sci) ≤ τ . For every (h, k) ∈ [±n]2, we have
σ(di, sci)[h, k] =
{
σ [h, k] + 1, if (h, k) ∈ [di, sci − 1] × [σ(di) + 1, σ (sci)],
σ [h, k], otherwise.
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Normal pairs of the third kind
If (h, k) ∈ [di,−τ (di) − 1] × [σ(di) + 1, σ (sci)], we have
σ [h, k] = σ [h, τ (di) + 1] and τ [h, k] ≥ τ [h, τ (di) + 1] + 1.
So, since τ [h, τ (di) + 1] ≥ σ [h, τ (di) + 1], we have τ [h, k] ≥ σ [h, k] + 1.
If (h, k) ∈ [−τ (di), sci − 1] × [σ(di) + 1, σ (sci)], we have
σ [h, k] =
{
σ [−τ (di) − 1, τ (di) + 1], if h < ci,
σ [−τ (di) − 1, τ (di) + 1] + 1, if h ≥ ci,
where the “+1” is due to the dot of σ in column ci , and
τ [h, k] ≥ τ [−τ (di) − 1, τ (di) + 1] + 2,
where the “+2” is due to the dots of τ in columns di and −τ (di). So, since τ [−τ (di) −
1, τ (di) + 1] ≥ σ [−τ (di) − 1, τ (di) + 1], we have again τ [h, k] ≥ σ [h, k] + 1.
Thus τ [h, k] ≥ σ(di, sci)[h, k] for every (h, k) ∈ [±n]2, which implies that
σ(di, sci) ≤ τ .
If (di, sci) is not an ed-rise, that is, in every case of (H2) except (H2.6), σ(di, sci) ≤ τ
implies sctτ (σ ) = ct(di,sci)(σ ) ≤ τ (by [12, Lemma 3.3]), and we are done.
In case (H2.6), the proof is essentially the same as that of [12, Theorem 4.4], by
replacing ci in that proof with sci. The only pairs (h, k) for which the value of σ [h, k]
is different, with respect to that proof, are those of the rectangle [ci, sci − 1]× [σ(di)+ 1,
σ (sci)]. But, as we have already seen, for every (h, k) in this rectangle, we have τ [h, k] ≥
σ [h, k] + 1, as in that proof. 
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Normal pairs of the fourth kind
We are now able to state and prove the main results of this section.
Theorem 3.6. Let σ, τ ∈ Invol(Bn), with σ < τ . Then
(1) m Bctτ (σ ) ∈ Invol(Bn);
(2) σ < m Bctτ (σ ) ≤ τ ;
(3) ρ(m Bctτ (σ )) = ρ(σ) + 1.
Proof. The proof is almost entirely contained in the pictures representing all possible
cases. For example, it is immediate from them that m Bctτ (σ ) is always an involution of Bn .
In each case it is obvious that m Bctτ (σ ) > σ . The relation m Bctτ (σ ) ≤ τ holds in
cases (E1), (N) and (H1), since mctτ (·) ≤ τ (Theorem 2.8), while in cases (E2) and (H2)
it follows by Lemmas 3.4 and 3.5, respectively.
Finally, it is again immediate to check from the pictures that m Bctτ (σ ) always satisfies
(3) (the fifth number at the top of each picture is always 1). 
Theorem 3.7. The poset Invol(Bn) is graded, with rank function given by
ρ(σ) = l(σ ) + dna(σ )
2
,
for every σ ∈ Invol(Bn). In particular Invol(Bn) has rank
ρ(Invol(Bn)) = n
2 + n
2
.
Proof. The first part is an immediate consequence of Theorem 3.6.
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For the second part, note that the maximum of Invol(Bn), that is w0 = 1 2 . . . n, is
such that inv(w0) = n(2n − 1), neg(w0) = n, so
l(w0) = inv(w0) + neg(w0)2 = n
2,
and dna(w0) = n. 
4. Invol(Bn) is EL-shellable and Eulerian
In this section we introduce a standard labelling of the edges of the Hasse diagram of
Invol(Bn), then we prove that this actually is an E L-labelling, and finally, starting from
this result, we prove that the poset is Eulerian.
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Hard pairs of the second kind
We start with some definitions.
Definition 4.1. Let σ, τ ∈ Invol(Bn), with σ < τ . The B-covering index of σ with
respect to τ , denoted by Bciτ (σ ) (or simply Bci), is
Bciτ (σ ) =


ci, in cases (E1), (N1), (N2),
−di, in case (E2),
−σ(di), in case (N3),
sci, in cases (N4), (H1), (H2).
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The B-covering value of σ with respect to τ , denoted by Bcvτ (σ ) (or simply Bcv), is
Bcvτ (σ ) = m Bct (di).
The B-rectangle of σ with respect to τ , denoted by Brectτ (σ ) (or simply Brect), is
Brectτ (σ ) = [di, Bci ] × [σ(di), Bcv].
In the pictures of Tables 2–9, the rightmost vertical arrow marks the B-covering index,
and the highest horizontal arrow marks the B-covering value. So the leftmost and the
rightmost vertical arrows mark the vertical sides of the B-rectangle, and the two horizontal
arrows mark the horizontal sides of it.
Note that, in each case, the union of the grey areas coincides with the union of the
B-rectangle and its symmetric with respect to the main diagonal, the antidiagonal and the
centre of the diagram.
We now define the standard edge-labelling of Invol(Bn).
Definition 4.2. The standard edge-labelling of Invol(Bn), with values in the set {(i, j) ∈
[±n]2 : i < j} (totally ordered by the lexicographic order), is defined in the following
way: for every σ, τ ∈ Invol(Bn) such that σ  τ in Invol(Bn), we set
λ(σ, τ ) = (di, Bci).
In the proof of the E L-shellability of Invol(Bn) we will use the following terminology.
Let σ ∈ Invol(Bn). We say that a pair (i, j) ∈ [±n]2 is a move for σ if there exists an
involution τ ∈ Invol(Bn) such that σ  τ in Invol(Bn) and λ(σ, τ ) = (i, j). In this case
τ is said to be the B-covering transformation of σ with respect to the pair (i, j), denoted
by Bct(i, j )(σ ), and we also write
σ 
(i, j )
τ.
Note that in this case we have
Brectτ (σ ) = [i, j ] × [σ(di), τ (di)],
and we say that this is the B-rectangle associated with the move (i, j).
The following remark justifies the choice of the adjective “minimal” in the definition of
mBct. It’s verification is left to the reader.
Remark 4.3. Let σ, τ ∈ Invol(Bn), with σ < τ . The move (di, Bci) is, among all the
moves (i, j) for σ such that Bct(i, j )(σ ) ≤ τ , the smallest in the lexicographic order.
We can now prove the E L-shellability of Invol(Bn).
Theorem 4.4. The poset Invol(Bn) is E L-shellable, having the standard edge-labelling
as an E L-labelling.
Proof. Suppose we label the edges of the Hasse diagram of Invol(Bn) with the standard
labelling.
Let σ, τ ∈ Invol(Bn), with σ < τ . Consider the saturated chain from σ to τ
σ = σ0  σ1  · · ·  σk = τ,
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Fig. 4. Proof of Theorem 4.4 (1).
defined by
σi = m Bctτ (σi−1),
for every i ∈ [k].
By Remark 4.3, this chain has, among all the saturated chains from σ to τ , the minimal
labelling in the lexicographic order.
We now prove that it has increasing labels. Suppose by contradiction that at a certain
step there is a decrease in the labels. We may assume, without loss of generality, that this
happens at the first step. Let j = Bciτ (σ ). So
σ 
(di, j )
σ1 
(i ′, j ′)
σ2,
with (i ′, j ′) <L (di, j). So either i ′ < di or i ′ = di and j ′ < j . If i ′ < di , obviously there
would be a move for σ with first element i ′. So the move (di, j) would not be minimal. If
i ′ = di and j ′ < j , we have the situation described in Fig. 4, where the two B-rectangles
associated with the two moves (di, j) and (di, j ′), respectively [di, j ] × [σ(di), σ1(di)]
and [di, j ′] × [σ1(di), σ2(di)], are represented.
In this case, starting from σ , it would be possible to perform the covering move (di, j ′),
with B-rectangle associated [di, j ′] × [σ(di), σ2(di)] (grey rectangle in the picture),
reaching an involution σ ′1, covering σ and still contained in the interval [σ, τ ]. So again
the move (di, j) would not be minimal.
It remains to prove that any other saturated chain from σ to τ , different from the minimal
one, has at least a decrease in the labels. Let σ = τ0  τ1  · · ·  τk = τ be such a
saturated chain. We may assume, without loss of generality, that τ1 = σ1. Suppose by
contradiction that this chain has increasing labels. Let l = min{h ∈ [k] : τh(di) = τ (di)}.
So
σ = σ0 
(di, j )
σ1  · · ·  σk = τ
and
σ = τ0 
(di, j1)
τ1 
(di, j2)
τ2  · · ·  τl−1 
(di, jl )
τl 
(il+1, jl+1)
τl+1  · · ·  τk = τ,
with j < j1 < j2 < · · · < jl and il+1 > di .
Let vh = τh(di) for every h ∈ [0, l]. The situation is described in Fig. 5.
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Fig. 5. Proof of Theorem 4.4 (2).
For simplicity, we call σ -move and σ -rect, respectively, the move (di, j) and the
corresponding B-rectangle [di, j ] × [σ(di), σ1(di)] (grey rectangle in the picture), and
we call τ -moves and τ -rects, respectively, the moves (di, jr ) and the corresponding B-
rectangles [di, jr ] × [vr−1, vr ], for r ∈ [l].
Depending on the positions of the intersections of a B-rectangle with the antidiagonal,
we distinguish between six types of moves (or B-rectangles), as described in Table 10.
In each case we represent the part of the diagram involving the B-rectangle and its
symmetric with respect to the antidiagonal.
For simplicity, we call fix-moves the moves of type 1 and 2, semifix-moves the moves of
type 3 and 5, def-moves the moves of type 4, and exc-moves the moves of type 6.
Note that in every case the sequence of the τ -moves is made of a (possibly empty)
sequence of def-moves, possibly followed by a semifix-move, and by a (possibly empty)
sequence of exc-moves.
Suppose that the type of the σ -move is 1. In this case the τ -moves are all exc-moves,
and none of them could bring the dot of the di th column on the (−di)th row. But the
σ -move brings that dot on that row, so we get a contradiction.
Suppose that the type of the σ -move is 2. In this case the only τ -move which could move
the dot in the cell ( j,− j) is the semifix-move, say (di, jm). The type of this semifix-move
(in the case of Tables 2–9), may only be (N3), (N4) and (H1). In all cases, except (N3.6)
and (H1.6), the τ -move (di, jm) would bring the dot of the di th column on the (− j)th
row. In case (N3.6), after this τ -move there would be a dot in the cell (vm−1,−vm−1).
In case (H1.6), after this τ -move there would be a dot in the cell (vm−1,− j). In every case
the following τ -moves are exc-moves, and none of them could bring the dot of the di th
column on the (−di)th row. Again we get a contradiction.
Suppose that the type of the σ -move is 3. In this case the τ -moves are all exc-moves,
and none of them could move the dot in the σ1(di)th row. Thus none of them could bring
the dot of the di th column on or above the σ1(di)th row. But the σ -move brings that dot
on that row, so we get a contradiction.
Suppose that the type of the σ -move is 4 (see Fig. 6). In this case none of the τ -moves
could move the dot in the cell ( j, σ1(di)), unless the symmetric of that dot with respect to
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Table 10
Proof of Theorem 4.4 (3)
1
2
3
4
5
6
i j
i j
i j
i j
i j
i j
the main diagonal is the NE-corner of one of the τ -rects, say [di, jm] × [vm−1, j ]. After
this move there would be a dot in the cell (vm−1, σ1(di)). The following τ -moves could
not move that dot. So no τ -move could bring the dot of the di th column on or above the
σ1(di)th row, again with a contradiction.
Suppose that the type of the σ -move is 5 (see Fig. 7). In this case the only τ -move
which could move the dots in the (− j)th and σ1(di)th rows is the semifix-move. The only
possibility is that this move is the one corresponding to the B-rectangle [di, σ1(di)] ×
[vm−1, j ]. After this move there would be a dot in the cell (vm−1, σ1(di)) and the conclu-
sion is the same as the previous case.
Finally, if the type of the σ -move is 6, the reasoning is the same as in case 4. 
As a consequence, by Theorem 2.1, we have the following.
Corollary 4.5. The poset Invol(Bn) is Cohen–Macaulay.
We can now prove that the condition of Theorem 2.2 holds for the poset Invol(Bn), and
thus that it is Eulerian.
Theorem 4.6. The poset Invol(Bn) is Eulerian.
Proof. Suppose we label the edges of the Hasse diagram of Invol(Bn) with the standard
labelling.
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Fig. 6. Proof of Theorem 4.4 (4).
Fig. 7. Proof of Theorem 4.4 (5).
Let σ, τ ∈ Invol(Bn), with σ < τ . By Theorem 2.2, we only have to show that there
is exactly one saturated chain from σ to τ with decreasing labels. Consider the two in-
volutions w0σ and w0τ of Bn . We have w0τ < w0σ . As we have shown in the proof of
Theorem 4.4, there is exactly one saturated chain from w0τ to w0σ with increasing labels,
say w0τ = σ0  σ1  · · ·  σk = w0σ . Then σ = w0σk  · · ·  w0σ1  w0σ0 = τ ,
is the unique saturated chain from σ to τ with decreasing labels. 
Furthermore, by Theorem 2.3, we can conclude the following.
Corollary 4.7. The poset Invol(Bn) is Gorenstein.
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