Abstract-Extracting or separating intrinsic information and illumination from natural images is crucial for better solving computer vision tasks. In this paper, we present a new illumination-based color space, the IL (intrinsic information and lighting level) space. Its first two channels represent 2D intrinsic information, and the third channel is for lighting levels. The IL color space has a one-to-one correspondence with the RGB color space. One valuable benefit of the IL color space is that illumination-related processing can be realized by directly operating on the lighting channel. As an example, based on the extracted lighting channel, we propose a new algorithm to estimate the intrinsic lighting level of an image such that the shadow-free color image and relighting series are obtained. In contrast to the existing color spaces for display or printing, the IL color space intuitively shows the information of reflectance and lighting levels for colors separately Index Terms-Color space, intrinsic value, illumination, shadow.
I. INTRODUCTION
T HE observed colors of natural scenes are mostly influenced by illumination. It may generate uneven lightness or shadows, which greatly affect the quality of various vision tasks. Therefore, increasingly more attention has been focused on extracting and representing illumination invariance from natural images, which is generally defined as an "intrinsic" image [1] , [3] , [5] , [11] . Until now, no illumination-based color space has existed. Such a space should be constructed via the intrinsic and lighting information and be suitable for "direct" lighting processing, as shown by the example presented in Fig. 1 .
Generally, a color space is designed for a certain purpose. The RGB and CMYK color models are the most well-known color spaces for digital display or printing, and they are devicedependent color models. For approximating human vision, the Lab color space was designed. The YUV color space was developed when engineers wanted color television in a black-and-white infrastructure. Based on different concepts, the HSV/HSL color spaces represent colors by hue, saturation and value (brightness) / lightness (luminance). They are based more on how colors are organized and conceptualized in human vision in terms of color-making attributes. However, the color attributes here do not correspond to the optical spectra in physics.
The aforementioned color spaces are suitable for color representation, display, painting, and so forth. However, they generally lack the ability to intuitively show the information of reflectance (material) or illumination separately. It may impede related image processing or perception, such as shadow removal, relighting, and scene understanding.
Recently, a new series of color representations have emerged from the aspect of illumination. The decomposition via Retinex [16] , [17] and intrinsic image [3] can be regarded as the original concepts of image representation for separating illumination and reflectance. Color constancy can be viewed as a subset of intrinsic images problem and is considered in many early works ( [4] , [7] , [8] , [18] ). The dichromatic reflection model ( [14] , [20] , [24] ) is the first physics-based model of reflection for separating different types of reflection on a single surface. More concretely, color models c 1 c 2 c 3 , l 1 l 2 l 3 and m 1 m 2 m 3 [10] are proposed for recognizing multicolored objects invariant to a substantial change in viewpoint, object geometry and illumination. Finlayson et al. [6] derived a progression of shadow-free image representations (1D, 2D and 3D) based on illumination-invariant representations. Shen et al. [21] decomposed an image into its intrinsic reflectance and shading components with non-local texture constraints. The discriminative color descriptor [13] was proposed for color representation based on the discriminative power in a classification problem. These color representations generally focus on extracting the intrinsic value of an image free from the influence of illumination. As a valuable application, the intrinsic values can be used for shadow removal, which is particularly effective for the cases of complex scenarios and textures [2] , [6] , [9] , [19] , [22] , [25] , [26] .
These models only place emphasis on separating different illuminations from surfaces but do not provide a complete space for representing colors. Consequently, an efficient operation is generally lacking for transforming their decomposition results back to the original illuminated RGB representation. Without a quantitative representation of illumination intensities, direct illumination-related applications are difficult to be realized.
In this paper, we aim at providing a new color space for image representation. As shown in Fig. 1 , the new color space has three channels. Each of the channels has its own physical meaning such that an image is separated into intrinsic reflectance (the first two channels) and lighting information (the third channel). Consequently, a couple of illumination-related applications can be directly reached, e.g., shadow removal and extracting and relighting. Furthermore, the new color space can be transformed with other color spaces (such as RGB) directly. It guarantees a gamut for color representation.
The basis of this new color space is a physics-based model, i.e., shadow linear model [23] . Conversely, the main contributions of [23] are deducing the linear relationship between the pixel values of a surface in and out of shadow regions and removing shadows based on shadow identification. The work in this paper focuses on providing a new image representation, and one of its benefits is that shadow-free images can be obtained directly without shadow detection. Compared to the models in [6] , [12] , [15] , and [26] , among others, which also provide the recovery of shadow-free color images, our work is not only superior in terms of the shadow-free results but also, more importantly, it emphasizes a new concept of the straightforward illumination-based color space rather than a shadow or color processing algorithm.
The main contributions of this work are as follows. (1) We propose the first complete color space based on separating intrinsic and lighting information, which corresponds one-toone with the RGB color space. (2) Via our proposed algorithm cooperating with the new color space, we can estimate intrinsic lighting and shadow intensities. Finally, (3) using this new space representation, an image is decomposed into factors of reflectance and illumination such that illumination-related applications can be directly achieved.
II. REVIEW ON SHADOW LINEAR MODEL [23] In the image formation procedure with outdoor illumination, given the spectral power distributions (SPDs) of illumination E(λ), object reflectance S(λ) and sRGB color matching functions Q(λ), the linear sRGB tristimulus values in the sRGB color space are
where H = {R, G, B} are for red, green and blue channels, respectively; η is the factor to approximate camera exposure; and w H are white balance factors. It is revealed that the linear sRGB tristimulus values of a surface illuminated by daylight (out of shadow) are proportional to those of the same surface illuminated by skylight (in the shadow) in each of the three color channels, i.e.,
where f H and F H denote the sRGB values of a surface in and out of a shadow area, respectively. It is presented in [23] that the point-wise product of daylight with color matching functions (CMFs) can be well approximated by that of skylight with CMFs multiplied by the proportional coefficients
Therefore, K H are independent of reflectance and are approximately equal to the constants defined by
Deduced from Eqn 2, the illumination-invariant equations hold as shown in Eqn 4, as shown at the bottom of this page, [23] .
For outdoor situations, the SPD in Eqn 3 can be measured using an optical spectrometer. In real applications, SPD can be calculated via the capture time and location of a picture, and such information can easily be recorded by most modern cameras along with taking a picture.
III. NEW COLOR SPACE: IL SPACE
The new color space depicts colors with two attributes: intrinsic value and light intensity. The concept of intrinsic lines is first proposed for creating two intrinsic value channels of the space. The concept of lighting level surfaces is then proposed for establishing a metric measurement for the lighting channel. Finally, the new tri-channel color space is constructed.
A. Intrinsic Lines
The light distribution within the same illumination environment is not uniform everywhere because of various degrees of reflections and occlusions by other objects or itself. Consequently, the pixels on the same reflectance should not simply be regarded as either inside ( f H ) or outside (F H ) shadows but rather under a continuous variation of light intensities. On this basis, by defining log-RGB value L H = log(F H ) for short, we can derive Eqn 5 from Eqn 4.
Here, I = (I 1 , I 2 , I 3 ) is defined as the intrinsic value. It provides an invariant for a set of log-RGB values. These log-RGB values belong to the same reflectance but under different lighting conditions. Since Eqn 5 is not a full-rank equation set (the rank is 2), its solutions can be written in the form of
where
and L B is a free variable. Eqn 6 defines the relationship among the three channels of log-RGB values for one given I , which constitutes a straight line in the 3D space of (L R , L G , L B ). We define this line as the intrinsic line because it identifies the intrinsic characteristic of the set of log-RGB values. As I changes, we obtain infinite numbers of intrinsic lines. They share the same slope, i.e.,
. Therefore, the intrinsic lines are parallel. They are distinguished by the intercepts, which are dominated by the values of I 1 and I 2 . Theoretically, each intrinsic line corresponds to one distinct reflectance.
values residing on the same intrinsic line correspond to the colors from the same reflectance but under various light intensities. Larger values correspond to higher light intensities.
In the new color space, the values of I 1 and I 2 constitute the two channels for representing the attribute of intrinsic information. 
B. Lighting Level Surfaces
Considering one specific reflectance under uneven lighting conditions, the log-RGB values of the pixels on the reflectance may be various because of different light intensities. However, they are distributed on the same intrinsic line. By setting the log-RGB values of all the pixels to one specific value, the entire reflectance is under the same lighting intensity. This procedure can be regarded as obtaining one specific solution of Eqn 6 by adding one more equation to make the equation set full rank. For simplicity, the equation can be designed as follows,
Here, T is a specific value. Geometrically, it defines a flat plane that is cutting through and vertical to the intrinsic lines. Therefore, by projecting all the pixels onto this plane, each reflectance is under the same light intensity. As the value of T changes, we have a series of parallel flat planes. Fig. 2 (a) presents a visual example. Ideally, each plane defines a unified level of relative light intensity for all reflectances, which is similar to the scale of a ruler for measuring light intensities on every intrinsic line. Therefore, we name these planes lighting level surfaces. T is taken as the "scale of the ruler". However, the vertical flat planes are not rational enough for the lighting level surface system because T cannot appropriately reflect the relationship of lighting levels among different reflectances. We select a random level surface as an illustration (the thicker one in the simplified 2D view in Fig. 2(b) ). The colors obtained via the intersections of the surface with every intrinsic line are supposed to be on the same relative lighting level (green circles and cross). However, for the intrinsic lines with larger absolute values of the intercept (green circles), the brightness of the colors may approximate the maximum
is close to the defined upper bound of the log-RGB values 1 (measured by the green dotted lines in the figure), whereas for the intrinsic lines with smaller absolute values of the intercept (green cross), the brightness may only reach the middle of the range. In this case, the two colors on the same level surface have a large difference in brightness, which deviates from the purpose of the lighting level surface.
A more rational lighting level surface system is set up in the form shown in Fig. 2(c , respectively. Then, the relationship between L H and ζ is given by
To better interpret the correspondence between the lighting level and the sRGB values, in Fig. 2(d) , the intrinsic lines and lighting level surfaces are transformed from the log-RGB space to the linear sRGB space. Note that the infinite interval of ζ ∈ (−∞, 0) corresponds to the region of F H ∈ (0, 1), which is the very tiny and insignificant area of the sRGB space from the illumination aspect. This family of lighting level surfaces are non-linear. By regarding T as the function of ζ and parameterized by I ,
, and Eqn 7 is still rewritten in a linear form as
ζ provides the metric measurement for lighting levels such that it is defined as the third channel for depicting the attribute of lighting.
C. Intrinsic and Lighting Color Space
By solving the union of Eqn 6 and Eqn 10, the relationships between (L R , L G , L B ) and ( I 1 , I 2 , ζ ) are obtained as 1 log(100) for linear sRGB or log(255) for gamma-corrected sRGB. shown in Eqn 11 and Eqn 12.
⎛
If we define the domain of the sRGB space as {F H > 0, H = {R, G, B}} (optically meaningful), in Eqn 11 and Eqn 12, the log(·) function is monotone and differentiable, and the lighting level surfaces T (ζ ) are dense in the space without any intersections. Therefore, these two relationships build the bijective mapping between the sRGB value and ( I 1 , I 2 , ζ ) value (visualized in Fig. 3 ). When transforming a single sRGB image to the new representation, the meaning of each channel is clear. I 1 and I 2 provide the intrinsic values, which reflect the intrinsic information (free from illumination) of every pixel. ζ records the lighting distribution of the scene.
When the environment coefficients (K R , K G , K B ) are given, ( I 1 , I 2 , ζ ) constitute a new tri-channel color space based on the intrinsic information and lighting level. Consequently, we name the new space IL color space.
IV. SHADOW/LIGHTING PROCESSING VIA THE IL SPACE Shadow removal and relighting are two typical examples of illumination-related processing. Shadows are the area under less illumination generated by the uneven lighting distribution. From the aspect of illumination, shadow removal consists of placing the entire scene under a uniform light intensity. Relighting consists of placing different lighting distributions on the same scene. The fundamental purpose of these two tasks is to estimate the true lighting levels of the entire scene under even illumination.
A. Intrinsic Lighting Levels
Lighting level surfaces are the scales for measuring relative light intensities on every intrinsic line. It means that even though all the reflectance in one specific scene is ideally under the same light intensity, the colors from different reflectances are probably on different lighting level surfaces (different ζ values). It is mainly caused by the metamerism. To unify the light intensities of the scene, we need to estimate the intrinsic lighting levels ζ * of all the corresponding intrinsic lines. ζ * reflects the lighting levels of all the image pixels under the true illumination environment without lighting variations. The surface S(ζ * ) spanned by this set of optimal values is defined as intrinsic lighting contour surface. It predicts the lighting levels of all possible reflectances in the illumination environment provided by the given scene. Fig. 4 presents a synthetic example of 24-color ColorChecker. (b) is the partly shadowed image of (a) with the same shadow intensity on every color patch. In (i), the IL spatial coordinates of the 24 colors in and out of shadows are displayed by the points in corresponding colors. As shown, each pair of the in and out of shadow colors in one color patch have the same ( I 1 , I 2 ) value. Moreover, all the pairs have similar differences on ζ because of the same added shadow intensity. The intrinsic lighting contour surface S(ζ * ) is spanned by the true colors (with ζ * ), or equally here by the out-of-shadow colors (with larger ζ ) in this synthetic example. (c) is the RGB image by setting all ζ to a same specific value, while (e) is by setting ζ to ζ * . (d) and (f) are the extracted shadow intensities. Comparing (c) and (e) with (a), the advantage of ζ * is quite obvious. Although the shadows are all removed, the majority of the colors become distorted in (c), particularly the monochrome colors in the 4th row, while (e) preserves all the colors perfectly. (f) correctly reflects the fact that all the color patches are shadowed with the same shadow intensity. Moreover, by tuning the intrinsic lighting contour surface up and down, we obtain the shadow-free image under different illumination environments, as shown in (g) and (h).
B. Pursuing Intrinsic Lighting Contour Surface
Natural images are considerably more complicated than the synthetic example because of noises, textures, uneven lighting conditions, and so forth. The major issues are manifested in two aspects: the deviation of intrinsic values and the dispersion of light intensities.
The deviation of intrinsic values is caused by various perturbations. Theoretically, the pixels of the same reflectance should share the same intrinsic value I such that their log-RGB values lie exactly on the same intrinsic line. However, in the real world, they are actually distributed continuously in Algorithm 1 Pursuing Intrinsic Lighting Contour Surface a small area around the true intrinsic line. Therefore, to group pixels of the same reflectance for estimating ζ * , they should not be assigned to lines but rather divided into N bundles {I } n , n = 1, ..., N, and the corresponding estimated intrinsic levels are denoted by ζ * n . This goal is achieved by applying a clustering method (e.g., K-means) on the ( I 1 , I 2 ) values. The number of bundles N depends on the parameter of the clustering algorithm.
The dispersion of light intensities is primarily caused by the slight fluctuation of lighting or reflecting conditions. Consequently, the ζ values from the same bundle {ζ } n are distributed in a relatively wider range rather than only two values for in and out of shadow. However, for one reflectance, there generally exists a large gap of ζ between the pixels in and out of shadows, and thus, {ζ } n should be distributed into one or two clusters. Fig. 5 shows four typical situations of the distributions of {ζ } n . (c) is the situation in which the numbers of pixels in and out of shadows are approximately equal. In (d), almost all the pixels are out of shadows, and in (e), the out-ofshadow pixels constitute the majority. Conversely, (f) shows the situation in which most of the pixels are in the shadows. As expected, the distributions of {ζ } n can be represented by a mixture of two Gaussians. Consequently, we adopt the mixture of Gaussians (MoG) model for analyzing {ζ } n . The lower expectation of the two Gaussians is for ζ inside shadows, while the higher one is for out of shadows and chosen as ζ * n . In Algorithm 1, we provide a brief statement of the algorithm for pursuing the intrinsic lighting contour surface.
In applications, ζ * can be regarded as an alternative channel for synthesizing shadow-free images. As shown in Fig. 6 , the IL representation ( I 1 , I 2 , ζ ) can be transformed back to the RGB representation. By replacing ζ by ζ * , ( I 1 , I 2 , ζ * ) can provide a shadow-free color image. Via the differences between ζ and ζ * , the shadow intensities are extracted, by which the shadow regions are "detected". Simultaneously, it realizes the decomposition of one shadowed image into an intrinsic color representation plus shadow information.
C. Experiments for Shadow-Free Color Images
For obtaining shadow-free color images using the IL color space, our goals are three-fold: (1) removing shadows from the given images; (2) recovering the "true" colors of the scenes; and (3) showing the shadow intensities of the original images.
In the following experiments, all the images are in common formats, e.g., BMP, JPG and PNG; hence, an inverse gamma correction is needed before processing. Because we do not know the environment information of each test image, the parameters K H are chosen (6.79, 5.92, 4.24) via the average of the measured SPD. The comparisons are with the state-ofthe-art paired regions strategy [12] and bilateral filtering strategy [26] . Note that the basis of [12] is quite different from [26] and IL. Reference [12] is based on "shadow removal", i.e., a shadow detection and removal algorithm via a mathematical method. Reference [26] and IL are based on "intrinsic image" from the aspect of physical optics. Furthermore, the goal of IL is to provide a "color representation", and shadow-free image is a valuable application of the color representation. The comparisons aim to verify the ability of shadow removal by IL.
We first compare IL with [12] on the outdoor images from the dataset provided by [12] . The comparison is on two measurements, as shown in Tab. I: 1) the recovery deviation of the shadow removal region, for which the average by IL is 17.86 compared to 41.60 by [12] (24-bit RGB); 2) the shadow region detection accuracy, for which the average by IL is 93.0% compared to 86.7% by [12] . IL outperforms [12] on both the measurements. In addition, the detection accuracy by IL is even underestimated because IL detects more tiny shadow areas, such as in leaves, grass or sand, which are often not detected by [12] and also not labeled in the ground truth. Fig. 7 presents more visual comparisons of the three models. IL and [26] provide better shadow removal results than [12] . The difference can also be realized by comparing shadow intensity images by IL with shadow mask images by [12] . IL provides more precise shadow areas than [12] , particularly for some tiny shadow areas. Quite different from traditional approaches such as [12] , in which shadow removal depends on the result of shadow detection, our algorithm obtains the shadow area simultaneously with the shadow removal results. [12] , [26] and IL (our method); shadow mask by [26] and shadow intensity by IL. Therefore, it is more robust, particularly on the cases with multiple unconnected shadow regions. The shadow intensity image can be directly applied to shadow processing. The refinement on the relighting series in the next subsection is one immediate utilization. Then, we compare IL and [26] in more detail. Visually, IL is superior on both the effects of shadow removal and color recovery. To provide a more objective measurement for color recovery, we perform a quantitative comparison of the average RGB deviations of the out-of-shadow area, as shown in Tab. II. Our results suffer smaller color deviations, and the deviation ratios are only approximately 5%.
Although the proposed algorithm is capable of recovering the "true" colors of the scene, when comparing the shadowfree image with its corresponding original image, the percepts by human vision may suffer minor differences, e.g., feeling whiten or dull. The major reasons are two-fold. First, the intrinsic lighting contour surface is estimated from the given scene. The deviation may occur for various reasons, such as improper clustering results or irregular lighting level distribution of one reflectance. Second, the perception differences come from the decrease of image contrast or entropy. Our shadow-free image is obtained by setting the lighting levels of all the pixels to the intrinsic lighting contour surface. By such processing, not only the shadows but also the over-reflecting phenomenon are removed. All the darker and brighter areas are pulled to the same brightness, which reduces the contrast of the image. Since a large number of textures are essentially generated by the variation of light intensities (not the cases by the mixtures of colors or materials), the disappearance of lighting variations makes the texture area more smooth and lowers the entropy of the image, which makes the image more cartoon like. Consequently, the visual percept for the entire scene is affected.
D. Intrinsic Lighting Contour Surface Embedding and Relighting
In the concept of the intrinsic lighting contour surface, the meaning of "contour" is that the colors distributed on this surface are under the same light intensity in a given scene. Therefore, one estimated intrinsic lighting contour surface can be shared by other images to make the scenes of the new images under the same lighting condition. Fig. 8 presents a simple example. The shadow-free image of the first input (a) is calculated via estimating the intrinsic contour surface, whereas the following three shadow-free images are obtained by directly embedding the original images into the surface. In detail, for each of the images, the values of channels I 1 and I 2 are kept unchanged, whereas the ζ * values are calculated via the interpolation from the intrinsic contour surface provided by (a). Not only can similar scenes with different shadows (b) or with different illumination conditions (c) be processed to be similar under the same illumination environment as (a) but it is also effective for completely different scenes only with similar reflectance combination (d). This experiment also demonstrates that I 1 and I 2 preserve the intrinsic information of lighting invariant.
Relighting consists of placing various lighting distributions upon the same scene to simulate different illuminations. In the IL representation, the relighting effects can be achieved by directly tuning the lighting channel ζ . Fig. 9 shows two relighting series for simulating illumination conditions ranging from heavy clouds to bright sun. Each relighting image is obtained by adding or subtracting a uniform lighting variation dζ from the original lighting condition ζ 0 . For the scene with slight shadows (upper row), the light intensities of all the pixels vary from low to high altogether. However, for the scene with heavy shadows (lower row), when the illumination environment becomes brighter, the shadow areas should become even darker. It is caused by the stronger direct sunlight and the weaker scattered skylight in such a situation. Therefore, the light intensities of pixels in and out of the shadow areas change in opposite directions. Note that more than a simple contrast enhancement, our relighting processing is based on physical optics. It is consistent with real-world situations and makes the effect more real.
V. CONCLUSION In this paper, we propose a novel intrinsic information and illumination based color space named the IL space. A simple bijective mapping exists between the IL and RGB spaces.
To verify the merit of the new space, we further present an algorithm for extracting the intrinsic lighting information. It can be applied to realize the goal of decomposing a single image into the intrinsic color representation and lighting information, which leads to applications of shadow removal, shadow detection, relighting, and so forth. It provides a new way to represent and understand natural images, and hence, we expect its widespread utilization and further development in the future.
Thus far, the main issue that may cause negative impacts on the recent model is the determination of the coefficients K H . It may affect the distribution of intrinsic lines. In our experiments, because we do not know the exact environment situations of the test images, we adopt the average measured value because it is generally stable from 9:00 to 16:00. For real applications in the future, the SPD can be measured using an optical spectrometer, or more simply, calculating SPD via the capture time and location of a picture, and such information can easily be recorded by any modern cameras along with taking a picture. More exact values of K H can be calculated based on the provided SPD, and it will further enhance the precision of IL transformation and the performance of our algorithms.
