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Abstract
Detecting manipulated images has become a significant
emerging challenge. The advent of image sharing platforms
and the easy availability of advanced photo editing soft-
ware have resulted in a large quantities of manipulated im-
ages being shared on the internet. While the intent behind
such manipulations varies widely, concerns on the spread
of fake news and misinformation is growing. Current state
of the art methods for detecting these manipulated images
suffers from the lack of training data due to the laborious
labeling process. We address this problem in this paper, for
which we introduce a manipulated image generation pro-
cess that creates true positives using currently available
datasets. Drawing from traditional work on image blend-
ing, we propose a novel generator for creating such exam-
ples. In addition, we also propose to further create exam-
ples that force the algorithm to focus on boundary artifacts
during training. Strong experimental results validate our
proposal.
1. Introduction
Manipulated photos are becoming ubiquitous on social
media due to the availability of advanced editing software,
including powerful generative adversarial models such as
[16, 37]. While such images have been created for a va-
riety of purposes, including memes, satires, etc., there are
growing concerns on the abuse of manipulated images to
spread fake news and misinformation. To this end, a vari-
ety of solutions have been developed towards detecting such
manipulated images.
While a number of proposed solutions posed the prob-
lem as a classification task [5, 39], where the goal is to clas-
sify whether a given image has been tampered with, there is
great utility for solutions that are capable of detecting ma-
nipulated regions in a given image [14, 39, 25, 28]. In this
paper, we similarly treat this problem as a semantic segmen-
tation task and adapt GANs [12] to generate samples to alle-
viate the lack of training data. The lack of training data has
been an ongoing problem for training models to detect ma-
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Figure 1. Examples of manipulated images across different
datasets. Columns from left to right are images in CASIA [9],
COVER [36], Carvalho [6], and In-The-Wild [14]. The odd rows
are manipulated images and the even rows are the ground truth
masks. Different datasets contain different distributions (from
animals to person), manipulation techniques (from copy-move
(the second column) to splicing (the rest columns)) and post-
processing methods (from no post-processing to various processes
including filtering, illumination, and blurring).
nipulated images. Scouring the internet for “real” tampered
images [24] is a laborious process that often also leads to
over-fitting in the training process. Alternatively, one could
employ a self-supervised process, where detected objects in
one image are spliced onto another, with the caveat that such
a process often results in training images that are not real-
istic. Of course, the best approach for generating training
samples is to employ professional labelers to create realistic
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or or
Predicted BoundaryP
<latexit sha1_base64="hjPaggFTAXNrdvIjs3osZ1aqiNU=">AAAB6HicbV DLSgMxFL3js9ZX1aWbYBFclRkRdFlw47IF+4B2kEx6p43NJEOSEcrQL3DjQhG3fpI7/8a0nYW2HggczjmX3HuiVHBjff/bW1vf2NzaLu2Ud/f2Dw4rR8dtozLNs MWUULobUYOCS2xZbgV2U400iQR2ovHtzO88oTZcyXs7STFM6FDymDNqndRsPFSqfs2fg6ySoCBVKODyX/2BYlmC0jJBjekFfmrDnGrLmcBpuZ8ZTCkb0yH2HJU0 QRPm80Wn5NwpAxIr7Z60ZK7+nshpYswkiVwyoXZklr2Z+J/Xy2x8E+ZcpplFyRYfxZkgVpHZ1WTANTIrJo5QprnblbAR1ZRZ103ZlRAsn7xK2pe1wPHmVbXuF3 WU4BTO4AICuIY63EEDWsAA4Rle4c179F68d+9jEV3zipkT+APv8wekMYzC</latexit><latexit sha1_base64="hjPaggFTAXNrdvIjs3osZ1aqiNU=">AAAB6HicbV DLSgMxFL3js9ZX1aWbYBFclRkRdFlw47IF+4B2kEx6p43NJEOSEcrQL3DjQhG3fpI7/8a0nYW2HggczjmX3HuiVHBjff/bW1vf2NzaLu2Ud/f2Dw4rR8dtozLNs MWUULobUYOCS2xZbgV2U400iQR2ovHtzO88oTZcyXs7STFM6FDymDNqndRsPFSqfs2fg6ySoCBVKODyX/2BYlmC0jJBjekFfmrDnGrLmcBpuZ8ZTCkb0yH2HJU0 QRPm80Wn5NwpAxIr7Z60ZK7+nshpYswkiVwyoXZklr2Z+J/Xy2x8E+ZcpplFyRYfxZkgVpHZ1WTANTIrJo5QprnblbAR1ZRZ103ZlRAsn7xK2pe1wPHmVbXuF3 WU4BTO4AICuIY63EEDWsAA4Rle4c179F68d+9jEV3zipkT+APv8wekMYzC</latexit><latexit sha1_base64="hjPaggFTAXNrdvIjs3osZ1aqiNU=">AAAB6HicbV DLSgMxFL3js9ZX1aWbYBFclRkRdFlw47IF+4B2kEx6p43NJEOSEcrQL3DjQhG3fpI7/8a0nYW2HggczjmX3HuiVHBjff/bW1vf2NzaLu2Ud/f2Dw4rR8dtozLNs MWUULobUYOCS2xZbgV2U400iQR2ovHtzO88oTZcyXs7STFM6FDymDNqndRsPFSqfs2fg6ySoCBVKODyX/2BYlmC0jJBjekFfmrDnGrLmcBpuZ8ZTCkb0yH2HJU0 QRPm80Wn5NwpAxIr7Z60ZK7+nshpYswkiVwyoXZklr2Z+J/Xy2x8E+ZcpplFyRYfxZkgVpHZ1WTANTIrJo5QprnblbAR1ZRZ103ZlRAsn7xK2pe1wPHmVbXuF3 WU4BTO4AICuIY63EEDWsAA4Rle4c179F68d+9jEV3zipkT+APv8wekMYzC</latexit><latexit sha1_base64="hjPaggFTAXNrdvIjs3osZ1aqiNU=">AAAB6HicbV DLSgMxFL3js9ZX1aWbYBFclRkRdFlw47IF+4B2kEx6p43NJEOSEcrQL3DjQhG3fpI7/8a0nYW2HggczjmX3HuiVHBjff/bW1vf2NzaLu2Ud/f2Dw4rR8dtozLNs MWUULobUYOCS2xZbgV2U400iQR2ovHtzO88oTZcyXs7STFM6FDymDNqndRsPFSqfs2fg6ySoCBVKODyX/2BYlmC0jJBjekFfmrDnGrLmcBpuZ8ZTCkb0yH2HJU0 QRPm80Wn5NwpAxIr7Z60ZK7+nshpYswkiVwyoXZklr2Z+J/Xy2x8E+ZcpplFyRYfxZkgVpHZ1WTANTIrJo5QprnblbAR1ZRZ103ZlRAsn7xK2pe1wPHmVbXuF3 WU4BTO4AICuIY63EEDWsAA4Rle4c179F68d+9jEV3zipkT+APv8wekMYzC</latexit>
Final Prediction
Ground TruthK
<latexit sha1_base64="7cQZWY++w 6Zlr4j+2LKYESeMsLY=">AAAB6HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx4 EXw0oL9gDaUzXbSrt1swu5GKKG/wIsHRbz6k7z5b9y2OWjrCwsP78ywM2+QCK 6N6347hY3Nre2d4m5pb//g8Kh8fNLWcaoYtlgsYtUNqEbBJbYMNwK7iUIaBQI 7weR2Xu88odI8lg9mmqAf0ZHkIWfUWKt5PyhX3Kq7EFkHL4cK5GoMyl/9YczSC KVhgmrd89zE+BlVhjOBs1I/1ZhQNqEj7FmUNELtZ4tFZ+TCOkMSxso+acjC/T 2R0UjraRTYzoiasV6tzc3/ar3UhDd+xmWSGpRs+VGYCmJiMr+aDLlCZsTUAmWK 210JG1NFmbHZlGwI3urJ69C+qnqWm9eVupvHUYQzOIdL8KAGdbiDBrSAAcIzv MKb8+i8OO/Ox7K14OQzp/BHzucPnJ2MvQ==</latexit><latexit sha1_base64="7cQZWY++w 6Zlr4j+2LKYESeMsLY=">AAAB6HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx4 EXw0oL9gDaUzXbSrt1swu5GKKG/wIsHRbz6k7z5b9y2OWjrCwsP78ywM2+QCK 6N6347hY3Nre2d4m5pb//g8Kh8fNLWcaoYtlgsYtUNqEbBJbYMNwK7iUIaBQI 7weR2Xu88odI8lg9mmqAf0ZHkIWfUWKt5PyhX3Kq7EFkHL4cK5GoMyl/9YczSC KVhgmrd89zE+BlVhjOBs1I/1ZhQNqEj7FmUNELtZ4tFZ+TCOkMSxso+acjC/T 2R0UjraRTYzoiasV6tzc3/ar3UhDd+xmWSGpRs+VGYCmJiMr+aDLlCZsTUAmWK 210JG1NFmbHZlGwI3urJ69C+qnqWm9eVupvHUYQzOIdL8KAGdbiDBrSAAcIzv MKb8+i8OO/Ox7K14OQzp/BHzucPnJ2MvQ==</latexit><latexit sha1_base64="7cQZWY++w 6Zlr4j+2LKYESeMsLY=">AAAB6HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx4 EXw0oL9gDaUzXbSrt1swu5GKKG/wIsHRbz6k7z5b9y2OWjrCwsP78ywM2+QCK 6N6347hY3Nre2d4m5pb//g8Kh8fNLWcaoYtlgsYtUNqEbBJbYMNwK7iUIaBQI 7weR2Xu88odI8lg9mmqAf0ZHkIWfUWKt5PyhX3Kq7EFkHL4cK5GoMyl/9YczSC KVhgmrd89zE+BlVhjOBs1I/1ZhQNqEj7FmUNELtZ4tFZ+TCOkMSxso+acjC/T 2R0UjraRTYzoiasV6tzc3/ar3UhDd+xmWSGpRs+VGYCmJiMr+aDLlCZsTUAmWK 210JG1NFmbHZlGwI3urJ69C+qnqWm9eVupvHUYQzOIdL8KAGdbiDBrSAAcIzv MKb8+i8OO/Ox7K14OQzp/BHzucPnJ2MvQ==</latexit><latexit sha1_base64="7cQZWY++w 6Zlr4j+2LKYESeMsLY=">AAAB6HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx4 EXw0oL9gDaUzXbSrt1swu5GKKG/wIsHRbz6k7z5b9y2OWjrCwsP78ywM2+QCK 6N6347hY3Nre2d4m5pb//g8Kh8fNLWcaoYtlgsYtUNqEbBJbYMNwK7iUIaBQI 7weR2Xu88odI8lg9mmqAf0ZHkIWfUWKt5PyhX3Kq7EFkHL4cK5GoMyl/9YczSC KVhgmrd89zE+BlVhjOBs1I/1ZhQNqEj7FmUNELtZ4tFZ+TCOkMSxso+acjC/T 2R0UjraRTYzoiasV6tzc3/ar3UhDd+xmWSGpRs+VGYCmJiMr+aDLlCZsTUAmWK 210JG1NFmbHZlGwI3urJ69C+qnqWm9eVupvHUYQzOIdL8KAGdbiDBrSAAcIzv MKb8+i8OO/Ox7K14OQzp/BHzucPnJ2MvQ==</latexit>
Tampered Image S
<latexit sha1_ba se64="V63bOOZSdWoBUz1Nw78g7dc+U 4c=">AAAB6HicbZBNS8NAEIYn9avWr 6pHL4tF8FQSEeqx4MVji/YD2lA220m7 drMJuxuhhP4CLx4U8epP8ua/cdvmoK0 vLDy8M8POvEEiuDau++0UNja3tneKu 6W9/YPDo/LxSVvHqWLYYrGIVTegGgWX 2DLcCOwmCmkUCOwEk9t5vfOESvNYPph pgn5ER5KHnFFjreb9oFxxq+5CZB28HC qQqzEof/WHMUsjlIYJqnXPcxPjZ1QZ zgTOSv1UY0LZhI6wZ1HSCLWfLRadkQv rDEkYK/ukIQv390RGI62nUWA7I2rGer U2N/+r9VIT3vgZl0lqULLlR2EqiInJ /Goy5AqZEVMLlCludyVsTBVlxmZTsiF 4qyevQ/uq6lluXlfqbh5HEc7gHC7Bgx rU4Q4a0AIGCM/wCm/Oo/PivDsfy9aCk 8+cwh85nz+ovYzF</latexit><latexit sha1_ba se64="V63bOOZSdWoBUz1Nw78g7dc+U 4c=">AAAB6HicbZBNS8NAEIYn9avWr 6pHL4tF8FQSEeqx4MVji/YD2lA220m7 drMJuxuhhP4CLx4U8epP8ua/cdvmoK0 vLDy8M8POvEEiuDau++0UNja3tneKu 6W9/YPDo/LxSVvHqWLYYrGIVTegGgWX 2DLcCOwmCmkUCOwEk9t5vfOESvNYPph pgn5ER5KHnFFjreb9oFxxq+5CZB28HC qQqzEof/WHMUsjlIYJqnXPcxPjZ1QZ zgTOSv1UY0LZhI6wZ1HSCLWfLRadkQv rDEkYK/ukIQv390RGI62nUWA7I2rGer U2N/+r9VIT3vgZl0lqULLlR2EqiInJ /Goy5AqZEVMLlCludyVsTBVlxmZTsiF 4qyevQ/uq6lluXlfqbh5HEc7gHC7Bgx rU4Q4a0AIGCM/wCm/Oo/PivDsfy9aCk 8+cwh85nz+ovYzF</latexit><latexit sha1_ba se64="V63bOOZSdWoBUz1Nw78g7dc+U 4c=">AAAB6HicbZBNS8NAEIYn9avWr 6pHL4tF8FQSEeqx4MVji/YD2lA220m7 drMJuxuhhP4CLx4U8epP8ua/cdvmoK0 vLDy8M8POvEEiuDau++0UNja3tneKu 6W9/YPDo/LxSVvHqWLYYrGIVTegGgWX 2DLcCOwmCmkUCOwEk9t5vfOESvNYPph pgn5ER5KHnFFjreb9oFxxq+5CZB28HC qQqzEof/WHMUsjlIYJqnXPcxPjZ1QZ zgTOSv1UY0LZhI6wZ1HSCLWfLRadkQv rDEkYK/ukIQv390RGI62nUWA7I2rGer U2N/+r9VIT3vgZl0lqULLlR2EqiInJ /Goy5AqZEVMLlCludyVsTBVlxmZTsiF 4qyevQ/uq6lluXlfqbh5HEc7gHC7Bgx rU4Q4a0AIGCM/wCm/Oo/PivDsfy9aCk 8+cwh85nz+ovYzF</latexit><latexit sha1_ba se64="V63bOOZSdWoBUz1Nw78g7dc+U 4c=">AAAB6HicbZBNS8NAEIYn9avWr 6pHL4tF8FQSEeqx4MVji/YD2lA220m7 drMJuxuhhP4CLx4U8epP8ua/cdvmoK0 vLDy8M8POvEEiuDau++0UNja3tneKu 6W9/YPDo/LxSVvHqWLYYrGIVTegGgWX 2DLcCOwmCmkUCOwEk9t5vfOESvNYPph pgn5ER5KHnFFjreb9oFxxq+5CZB28HC qQqzEof/WHMUsjlIYJqnXPcxPjZ1QZ zgTOSv1UY0LZhI6wZ1HSCLWfLRadkQv rDEkYK/ukIQv390RGI62nUWA7I2rGer U2N/+r9VIT3vgZl0lqULLlR2EqiInJ /Goy5AqZEVMLlCludyVsTBVlxmZTsiF 4qyevQ/uq6lluXlfqbh5HEc7gHC7Bgx rU4Q4a0AIGCM/wCm/Oo/PivDsfy9aCk 8+cwh85nz+ovYzF</latexit>
Copy Pasting
Target Image T
<latexit sha1_base64="Cu6uuuyOF Eg4dsYeNJjI6wy5rY4=">AAAB6HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx4 MVjC/2CNpTNdtKu3WzC7kYoob/AiwdFvPqTvPlv3LY5aOsLCw/vzLAzb5AIro 3rfjuFre2d3b3ifung8Oj4pHx61tFxqhi2WSxi1QuoRsEltg03AnuJQhoFArv B9H5R7z6h0jyWLTNL0I/oWPKQM2qs1WwNyxW36i5FNsHLoQK5GsPy12AUszRCa ZigWvc9NzF+RpXhTOC8NEg1JpRN6Rj7FiWNUPvZctE5ubLOiISxsk8asnR/T2 Q00noWBbYzomai12sL879aPzXhnZ9xmaQGJVt9FKaCmJgsriYjrpAZMbNAmeJ2 V8ImVFFmbDYlG4K3fvImdG6qnuXmbaXu5nEU4QIu4Ro8qEEdHqABbWCA8Ayv8 OY8Oi/Ou/Oxai04+cw5/JHz+QOqQYzG</latexit><latexit sha1_base64="Cu6uuuyOF Eg4dsYeNJjI6wy5rY4=">AAAB6HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx4 MVjC/2CNpTNdtKu3WzC7kYoob/AiwdFvPqTvPlv3LY5aOsLCw/vzLAzb5AIro 3rfjuFre2d3b3ifung8Oj4pHx61tFxqhi2WSxi1QuoRsEltg03AnuJQhoFArv B9H5R7z6h0jyWLTNL0I/oWPKQM2qs1WwNyxW36i5FNsHLoQK5GsPy12AUszRCa ZigWvc9NzF+RpXhTOC8NEg1JpRN6Rj7FiWNUPvZctE5ubLOiISxsk8asnR/T2 Q00noWBbYzomai12sL879aPzXhnZ9xmaQGJVt9FKaCmJgsriYjrpAZMbNAmeJ2 V8ImVFFmbDYlG4K3fvImdG6qnuXmbaXu5nEU4QIu4Ro8qEEdHqABbWCA8Ayv8 OY8Oi/Ou/Oxai04+cw5/JHz+QOqQYzG</latexit><latexit sha1_base64="Cu6uuuyOF Eg4dsYeNJjI6wy5rY4=">AAAB6HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx4 MVjC/2CNpTNdtKu3WzC7kYoob/AiwdFvPqTvPlv3LY5aOsLCw/vzLAzb5AIro 3rfjuFre2d3b3ifung8Oj4pHx61tFxqhi2WSxi1QuoRsEltg03AnuJQhoFArv B9H5R7z6h0jyWLTNL0I/oWPKQM2qs1WwNyxW36i5FNsHLoQK5GsPy12AUszRCa ZigWvc9NzF+RpXhTOC8NEg1JpRN6Rj7FiWNUPvZctE5ubLOiISxsk8asnR/T2 Q00noWBbYzomai12sL879aPzXhnZ9xmaQGJVt9FKaCmJgsriYjrpAZMbNAmeJ2 V8ImVFFmbDYlG4K3fvImdG6qnuXmbaXu5nEU4QIu4Ro8qEEdHqABbWCA8Ayv8 OY8Oi/Ou/Oxai04+cw5/JHz+QOqQYzG</latexit><latexit sha1_base64="Cu6uuuyOF Eg4dsYeNJjI6wy5rY4=">AAAB6HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx4 MVjC/2CNpTNdtKu3WzC7kYoob/AiwdFvPqTvPlv3LY5aOsLCw/vzLAzb5AIro 3rfjuFre2d3b3ifung8Oj4pHx61tFxqhi2WSxi1QuoRsEltg03AnuJQhoFArv B9H5R7z6h0jyWLTNL0I/oWPKQM2qs1WwNyxW36i5FNsHLoQK5GsPy12AUszRCa ZigWvc9NzF+RpXhTOC8NEg1JpRN6Rj7FiWNUPvZctE5ubLOiISxsk8asnR/T2 Q00noWBbYzomai12sL879aPzXhnZ9xmaQGJVt9FKaCmJgsriYjrpAZMbNAmeJ2 V8ImVFFmbDYlG4K3fvImdG6qnuXmbaXu5nEU4QIu4Ro8qEEdHqABbWCA8Ayv8 OY8Oi/Ou/Oxai04+cw5/JHz+QOqQYzG</latexit> Copy-Pasted imageM
<latexit sha1_base64="WyxqcBrkfYH+bxt/BQwFIdc2/Rc=">AAAB6HicbZ BNS8NAEIYn9avWr6pHL4tF8FQSEeqx4MWL0IL9gDaUzXbSrt1swu5GKKG/wIsHRbz6k7z5b9y2OWjrCwsP78ywM2+QCK6N6347hY3Nre2d4m5pb//g8Kh8fNLWc aoYtlgsYtUNqEbBJbYMNwK7iUIaBQI7weR2Xu88odI8lg9mmqAf0ZHkIWfUWKt5PyhX3Kq7EFkHL4cK5GoMyl/9YczSCKVhgmrd89zE+BlVhjOBs1I/1ZhQNqEj 7FmUNELtZ4tFZ+TCOkMSxso+acjC/T2R0UjraRTYzoiasV6tzc3/ar3UhDd+xmWSGpRs+VGYCmJiMr+aDLlCZsTUAmWK210JG1NFmbHZlGwI3urJ69C+qnqWm9 eVupvHUYQzOIdL8KAGdbiDBrSAAcIzvMKb8+i8OO/Ox7K14OQzp/BHzucPn6WMvw==</latexit><latexit sha1_base64="WyxqcBrkfYH+bxt/BQwFIdc2/Rc=">AAAB6HicbZ BNS8NAEIYn9avWr6pHL4tF8FQSEeqx4MWL0IL9gDaUzXbSrt1swu5GKKG/wIsHRbz6k7z5b9y2OWjrCwsP78ywM2+QCK6N6347hY3Nre2d4m5pb//g8Kh8fNLWc aoYtlgsYtUNqEbBJbYMNwK7iUIaBQI7weR2Xu88odI8lg9mmqAf0ZHkIWfUWKt5PyhX3Kq7EFkHL4cK5GoMyl/9YczSCKVhgmrd89zE+BlVhjOBs1I/1ZhQNqEj 7FmUNELtZ4tFZ+TCOkMSxso+acjC/T2R0UjraRTYzoiasV6tzc3/ar3UhDd+xmWSGpRs+VGYCmJiMr+aDLlCZsTUAmWK210JG1NFmbHZlGwI3urJ69C+qnqWm9 eVupvHUYQzOIdL8KAGdbiDBrSAAcIzvMKb8+i8OO/Ox7K14OQzp/BHzucPn6WMvw==</latexit><latexit sha1_base64="WyxqcBrkfYH+bxt/BQwFIdc2/Rc=">AAAB6HicbZ BNS8NAEIYn9avWr6pHL4tF8FQSEeqx4MWL0IL9gDaUzXbSrt1swu5GKKG/wIsHRbz6k7z5b9y2OWjrCwsP78ywM2+QCK6N6347hY3Nre2d4m5pb//g8Kh8fNLWc aoYtlgsYtUNqEbBJbYMNwK7iUIaBQI7weR2Xu88odI8lg9mmqAf0ZHkIWfUWKt5PyhX3Kq7EFkHL4cK5GoMyl/9YczSCKVhgmrd89zE+BlVhjOBs1I/1ZhQNqEj 7FmUNELtZ4tFZ+TCOkMSxso+acjC/T2R0UjraRTYzoiasV6tzc3/ar3UhDd+xmWSGpRs+VGYCmJiMr+aDLlCZsTUAmWK210JG1NFmbHZlGwI3urJ69C+qnqWm9 eVupvHUYQzOIdL8KAGdbiDBrSAAcIzvMKb8+i8OO/Ox7K14OQzp/BHzucPn6WMvw==</latexit><latexit sha1_base64="ck8pdC+ekZH4nUmSP+ZG7r8lEyk=">AAAB2XicbZ DNSgMxFIXv1L86Vq1rN8EiuCozbnQpuHFZwbZCO5RM5k4bmskMyR2hDH0BF25EfC93vo3pz0JbDwQ+zknIvSculLQUBN9ebWd3b/+gfugfNfzjk9Nmo2fz0gjsi lzl5jnmFpXU2CVJCp8LgzyLFfbj6f0i77+gsTLXTzQrMMr4WMtUCk7O6oyaraAdLMW2IVxDC9YaNb+GSS7KDDUJxa0dhEFBUcUNSaFw7g9LiwUXUz7GgUPNM7RR tRxzzi6dk7A0N+5oYkv394uKZ9bOstjdzDhN7Ga2MP/LBiWlt1EldVESarH6KC0Vo5wtdmaJNChIzRxwYaSblYkJN1yQa8Z3HYSbG29D77odOn4MoA7ncAFXEM IN3MEDdKALAhJ4hXdv4r15H6uuat66tDP4I+/zBzjGijg=</latexit><latexit sha1_base64="2SHJjs6V6HAAMbyqSzUAPbnKimw=">AAAB3XicbZ BLSwMxFIXv1FetVatbN8EiuCozbnQpuHEjtGAf0A4lk95pYzOZIbkjlNJf4MaFIv4td/4b08dCWw8EPs5JyL0nypS05PvfXmFre2d3r7hfOigfHh1XTsotm+ZGY FOkKjWdiFtUUmOTJCnsZAZ5EilsR+O7ed5+RmNlqh9pkmGY8KGWsRScnNV46Feqfs1fiG1CsIIqrFTvV756g1TkCWoSilvbDfyMwik3JIXCWamXW8y4GPMhdh1q nqANp4tBZ+zCOQMWp8YdTWzh/n4x5Ym1kyRyNxNOI7uezc3/sm5O8U04lTrLCbVYfhTnilHK5luzgTQoSE0ccGGkm5WJETdckOum5EoI1lfehNZVLXDc8KEIZ3 AOlxDANdzCPdShCQIQXuAN3r0n79X7WNZV8Fa9ncIfeZ8/kkKLfg==</latexit><latexit sha1_base64="2SHJjs6V6HAAMbyqSzUAPbnKimw=">AAAB3XicbZ BLSwMxFIXv1FetVatbN8EiuCozbnQpuHEjtGAf0A4lk95pYzOZIbkjlNJf4MaFIv4td/4b08dCWw8EPs5JyL0nypS05PvfXmFre2d3r7hfOigfHh1XTsotm+ZGY FOkKjWdiFtUUmOTJCnsZAZ5EilsR+O7ed5+RmNlqh9pkmGY8KGWsRScnNV46Feqfs1fiG1CsIIqrFTvV756g1TkCWoSilvbDfyMwik3JIXCWamXW8y4GPMhdh1q nqANp4tBZ+zCOQMWp8YdTWzh/n4x5Ym1kyRyNxNOI7uezc3/sm5O8U04lTrLCbVYfhTnilHK5luzgTQoSE0ccGGkm5WJETdckOum5EoI1lfehNZVLXDc8KEIZ3 AOlxDANdzCPdShCQIQXuAN3r0n79X7WNZV8Fa9ncIfeZ8/kkKLfg==</latexit><latexit sha1_base64="K5QYWP6yNl9NtL73U+p5idoUL7k=">AAAB6HicbZ BNS8NAEIYn9avWr6pHL4tF8FQSL3osePEitGDaQhvKZjtp1242YXcjlNBf4MWDIl79Sd78N27bHLT1hYWHd2bYmTdMBdfGdb+d0sbm1vZOebeyt39weFQ9PmnrJ FMMfZaIRHVDqlFwib7hRmA3VUjjUGAnnNzO650nVJon8sFMUwxiOpI84owaa7XuB9WaW3cXIuvgFVCDQs1B9as/TFgWozRMUK17npuaIKfKcCZwVulnGlPKJnSE PYuSxqiDfLHojFxYZ0iiRNknDVm4vydyGms9jUPbGVMz1qu1uflfrZeZ6CbIuUwzg5ItP4oyQUxC5leTIVfIjJhaoExxuythY6ooMzabig3BWz15HdpXdc9yy6 013CKOMpzBOVyCB9fQgDtogg8MEJ7hFd6cR+fFeXc+lq0lp5g5hT9yPn8AnmWMuw==</latexit><latexit sha1_base64="WyxqcBrkfYH+bxt/BQwFIdc2/Rc=">AAAB6HicbZ BNS8NAEIYn9avWr6pHL4tF8FQSEeqx4MWL0IL9gDaUzXbSrt1swu5GKKG/wIsHRbz6k7z5b9y2OWjrCwsP78ywM2+QCK6N6347hY3Nre2d4m5pb//g8Kh8fNLWc aoYtlgsYtUNqEbBJbYMNwK7iUIaBQI7weR2Xu88odI8lg9mmqAf0ZHkIWfUWKt5PyhX3Kq7EFkHL4cK5GoMyl/9YczSCKVhgmrd89zE+BlVhjOBs1I/1ZhQNqEj 7FmUNELtZ4tFZ+TCOkMSxso+acjC/T2R0UjraRTYzoiasV6tzc3/ar3UhDd+xmWSGpRs+VGYCmJiMr+aDLlCZsTUAmWK210JG1NFmbHZlGwI3urJ69C+qnqWm9 eVupvHUYQzOIdL8KAGdbiDBrSAAcIzvMKb8+i8OO/Ox7K14OQzp/BHzucPn6WMvw==</latexit><latexit sha1_base64="WyxqcBrkfYH+bxt/BQwFIdc2/Rc=">AAAB6HicbZ BNS8NAEIYn9avWr6pHL4tF8FQSEeqx4MWL0IL9gDaUzXbSrt1swu5GKKG/wIsHRbz6k7z5b9y2OWjrCwsP78ywM2+QCK6N6347hY3Nre2d4m5pb//g8Kh8fNLWc aoYtlgsYtUNqEbBJbYMNwK7iUIaBQI7weR2Xu88odI8lg9mmqAf0ZHkIWfUWKt5PyhX3Kq7EFkHL4cK5GoMyl/9YczSCKVhgmrd89zE+BlVhjOBs1I/1ZhQNqEj 7FmUNELtZ4tFZ+TCOkMSxso+acjC/T2R0UjraRTYzoiasV6tzc3/ar3UhDd+xmWSGpRs+VGYCmJiMr+aDLlCZsTUAmWK210JG1NFmbHZlGwI3urJ69C+qnqWm9 eVupvHUYQzOIdL8KAGdbiDBrSAAcIzvMKb8+i8OO/Ox7K14OQzp/BHzucPn6WMvw==</latexit><latexit sha1_base64="WyxqcBrkfYH+bxt/BQwFIdc2/Rc=">AAAB6HicbZ BNS8NAEIYn9avWr6pHL4tF8FQSEeqx4MWL0IL9gDaUzXbSrt1swu5GKKG/wIsHRbz6k7z5b9y2OWjrCwsP78ywM2+QCK6N6347hY3Nre2d4m5pb//g8Kh8fNLWc aoYtlgsYtUNqEbBJbYMNwK7iUIaBQI7weR2Xu88odI8lg9mmqAf0ZHkIWfUWKt5PyhX3Kq7EFkHL4cK5GoMyl/9YczSCKVhgmrd89zE+BlVhjOBs1I/1ZhQNqEj 7FmUNELtZ4tFZ+TCOkMSxso+acjC/T2R0UjraRTYzoiasV6tzc3/ar3UhDd+xmWSGpRs+VGYCmJiMr+aDLlCZsTUAmWK210JG1NFmbHZlGwI3urJ69C+qnqWm9 eVupvHUYQzOIdL8KAGdbiDBrSAAcIzvMKb8+i8OO/Ox7K14OQzp/BHzucPn6WMvw==</latexit><latexit sha1_base64="WyxqcBrkfYH+bxt/BQwFIdc2/Rc=">AAAB6HicbZ BNS8NAEIYn9avWr6pHL4tF8FQSEeqx4MWL0IL9gDaUzXbSrt1swu5GKKG/wIsHRbz6k7z5b9y2OWjrCwsP78ywM2+QCK6N6347hY3Nre2d4m5pb//g8Kh8fNLWc aoYtlgsYtUNqEbBJbYMNwK7iUIaBQI7weR2Xu88odI8lg9mmqAf0ZHkIWfUWKt5PyhX3Kq7EFkHL4cK5GoMyl/9YczSCKVhgmrd89zE+BlVhjOBs1I/1ZhQNqEj 7FmUNELtZ4tFZ+TCOkMSxso+acjC/T2R0UjraRTYzoiasV6tzc3/ar3UhDd+xmWSGpRs+VGYCmJiMr+aDLlCZsTUAmWK210JG1NFmbHZlGwI3urJ69C+qnqWm9 eVupvHUYQzOIdL8KAGdbiDBrSAAcIzvMKb8+i8OO/Ox7K14OQzp/BHzucPn6WMvw==</latexit><latexit sha1_base64="WyxqcBrkfYH+bxt/BQwFIdc2/Rc=">AAAB6HicbZ BNS8NAEIYn9avWr6pHL4tF8FQSEeqx4MWL0IL9gDaUzXbSrt1swu5GKKG/wIsHRbz6k7z5b9y2OWjrCwsP78ywM2+QCK6N6347hY3Nre2d4m5pb//g8Kh8fNLWc aoYtlgsYtUNqEbBJbYMNwK7iUIaBQI7weR2Xu88odI8lg9mmqAf0ZHkIWfUWKt5PyhX3Kq7EFkHL4cK5GoMyl/9YczSCKVhgmrd89zE+BlVhjOBs1I/1ZhQNqEj 7FmUNELtZ4tFZ+TCOkMSxso+acjC/T2R0UjraRTYzoiasV6tzc3/ar3UhDd+xmWSGpRs+VGYCmJiMr+aDLlCZsTUAmWK210JG1NFmbHZlGwI3urJ69C+qnqWm9 eVupvHUYQzOIdL8KAGdbiDBrSAAcIzvMKb8+i8OO/Ox7K14OQzp/BHzucPn6WMvw==</latexit><latexit sha1_base64="WyxqcBrkfYH+bxt/BQwFIdc2/Rc=">AAAB6HicbZ BNS8NAEIYn9avWr6pHL4tF8FQSEeqx4MWL0IL9gDaUzXbSrt1swu5GKKG/wIsHRbz6k7z5b9y2OWjrCwsP78ywM2+QCK6N6347hY3Nre2d4m5pb//g8Kh8fNLWc aoYtlgsYtUNqEbBJbYMNwK7iUIaBQI7weR2Xu88odI8lg9mmqAf0ZHkIWfUWKt5PyhX3Kq7EFkHL4cK5GoMyl/9YczSCKVhgmrd89zE+BlVhjOBs1I/1ZhQNqEj 7FmUNELtZ4tFZ+TCOkMSxso+acjC/T2R0UjraRTYzoiasV6tzc3/ar3UhDd+xmWSGpRs+VGYCmJiMr+aDLlCZsTUAmWK210JG1NFmbHZlGwI3urJ69C+qnqWm9 eVupvHUYQzOIdL8KAGdbiDBrSAAcIzvMKb8+i8OO/Ox7K14OQzp/BHzucPn6WMvw==</latexit>
Generated image G(M)
<latexit sha1_base64="K4hZ7cM0fn7Z7TgrGlAAcH2k58M=">AAAB63icbZ DLSgMxFIbP1Futt6pLN8Ei1E2ZEUGXBRe6ESrYC7RDyaSZNjTJDElGKENfwY0LRdz6Qu58GzPTWWjrD4GP/5xDzvmDmDNtXPfbKa2tb2xulbcrO7t7+wfVw6OOj hJFaJtEPFK9AGvKmaRtwwynvVhRLAJOu8H0Jqt3n6jSLJKPZhZTX+CxZCEj2GTWbf3+fFituQ03F1oFr4AaFGoNq1+DUUQSQaUhHGvd99zY+ClWhhFO55VBommM yRSPad+ixIJqP813naMz64xQGCn7pEG5+3sixULrmQhsp8BmopdrmflfrZ+Y8NpPmYwTQyVZfBQmHJkIZYejEVOUGD6zgIlidldEJlhhYmw8FRuCt3zyKnQuGp 7lh8ta0y3iKMMJnEIdPLiCJtxBC9pAYALP8ApvjnBenHfnY9FacoqZY/gj5/MH9jiNdQ==</latexit><latexit sha1_base64="K4hZ7cM0fn7Z7TgrGlAAcH2k58M=">AAAB63icbZ DLSgMxFIbP1Futt6pLN8Ei1E2ZEUGXBRe6ESrYC7RDyaSZNjTJDElGKENfwY0LRdz6Qu58GzPTWWjrD4GP/5xDzvmDmDNtXPfbKa2tb2xulbcrO7t7+wfVw6OOj hJFaJtEPFK9AGvKmaRtwwynvVhRLAJOu8H0Jqt3n6jSLJKPZhZTX+CxZCEj2GTWbf3+fFituQ03F1oFr4AaFGoNq1+DUUQSQaUhHGvd99zY+ClWhhFO55VBommM yRSPad+ixIJqP813naMz64xQGCn7pEG5+3sixULrmQhsp8BmopdrmflfrZ+Y8NpPmYwTQyVZfBQmHJkIZYejEVOUGD6zgIlidldEJlhhYmw8FRuCt3zyKnQuGp 7lh8ta0y3iKMMJnEIdPLiCJtxBC9pAYALP8ApvjnBenHfnY9FacoqZY/gj5/MH9jiNdQ==</latexit><latexit sha1_base64="K4hZ7cM0fn7Z7TgrGlAAcH2k58M=">AAAB63icbZ DLSgMxFIbP1Futt6pLN8Ei1E2ZEUGXBRe6ESrYC7RDyaSZNjTJDElGKENfwY0LRdz6Qu58GzPTWWjrD4GP/5xDzvmDmDNtXPfbKa2tb2xulbcrO7t7+wfVw6OOj hJFaJtEPFK9AGvKmaRtwwynvVhRLAJOu8H0Jqt3n6jSLJKPZhZTX+CxZCEj2GTWbf3+fFituQ03F1oFr4AaFGoNq1+DUUQSQaUhHGvd99zY+ClWhhFO55VBommM yRSPad+ixIJqP813naMz64xQGCn7pEG5+3sixULrmQhsp8BmopdrmflfrZ+Y8NpPmYwTQyVZfBQmHJkIZYejEVOUGD6zgIlidldEJlhhYmw8FRuCt3zyKnQuGp 7lh8ta0y3iKMMJnEIdPLiCJtxBC9pAYALP8ApvjnBenHfnY9FacoqZY/gj5/MH9jiNdQ==</latexit><latexit sha1_base64="K4hZ7cM0fn7Z7TgrGlAAcH2k58M=">AAAB63icbZ DLSgMxFIbP1Futt6pLN8Ei1E2ZEUGXBRe6ESrYC7RDyaSZNjTJDElGKENfwY0LRdz6Qu58GzPTWWjrD4GP/5xDzvmDmDNtXPfbKa2tb2xulbcrO7t7+wfVw6OOj hJFaJtEPFK9AGvKmaRtwwynvVhRLAJOu8H0Jqt3n6jSLJKPZhZTX+CxZCEj2GTWbf3+fFituQ03F1oFr4AaFGoNq1+DUUQSQaUhHGvd99zY+ClWhhFO55VBommM yRSPad+ixIJqP813naMz64xQGCn7pEG5+3sixULrmQhsp8BmopdrmflfrZ+Y8NpPmYwTQyVZfBQmHJkIZYejEVOUGD6zgIlidldEJlhhYmw8FRuCt3zyKnQuGp 7lh8ta0y3iKMMJnEIdPLiCJtxBC9pAYALP8ApvjnBenHfnY9FacoqZY/gj5/MH9jiNdQ==</latexit>
Hard Example
Generator G
<latexit sha1_base64="ssQ1Gi8nbTc080osjE+Hx3aEcNk=">AAAB6HicbZ BNS8NAEIYn9avWr6pHL4tF8FQSEeqx4EGPLdgPaEPZbCft2s0m7G6EEvoLvHhQxKs/yZv/xm2bg7a+sPDwzgw78waJ4Nq47rdT2Njc2t4p7pb29g8Oj8rHJ20dp 4phi8UiVt2AahRcYstwI7CbKKRRILATTG7n9c4TKs1j+WCmCfoRHUkeckaNtZp3g3LFrboLkXXwcqhArsag/NUfxiyNUBomqNY9z02Mn1FlOBM4K/VTjQllEzrC nkVJI9R+tlh0Ri6sMyRhrOyThizc3xMZjbSeRoHtjKgZ69Xa3Pyv1ktNeONnXCapQcmWH4WpICYm86vJkCtkRkwtUKa43ZWwMVWUGZtNyYbgrZ68Du2rqme5eV 2pu3kcRTiDc7gED2pQh3toQAsYIDzDK7w5j86L8+58LFsLTj5zCn/kfP4Alo2MuQ==</latexit><latexit sha1_base64="ssQ1Gi8nbTc080osjE+Hx3aEcNk=">AAAB6HicbZ BNS8NAEIYn9avWr6pHL4tF8FQSEeqx4EGPLdgPaEPZbCft2s0m7G6EEvoLvHhQxKs/yZv/xm2bg7a+sPDwzgw78waJ4Nq47rdT2Njc2t4p7pb29g8Oj8rHJ20dp 4phi8UiVt2AahRcYstwI7CbKKRRILATTG7n9c4TKs1j+WCmCfoRHUkeckaNtZp3g3LFrboLkXXwcqhArsag/NUfxiyNUBomqNY9z02Mn1FlOBM4K/VTjQllEzrC nkVJI9R+tlh0Ri6sMyRhrOyThizc3xMZjbSeRoHtjKgZ69Xa3Pyv1ktNeONnXCapQcmWH4WpICYm86vJkCtkRkwtUKa43ZWwMVWUGZtNyYbgrZ68Du2rqme5eV 2pu3kcRTiDc7gED2pQh3toQAsYIDzDK7w5j86L8+58LFsLTj5zCn/kfP4Alo2MuQ==</latexit><latexit sha1_base64="ssQ1Gi8nbTc080osjE+Hx3aEcNk=">AAAB6HicbZ BNS8NAEIYn9avWr6pHL4tF8FQSEeqx4EGPLdgPaEPZbCft2s0m7G6EEvoLvHhQxKs/yZv/xm2bg7a+sPDwzgw78waJ4Nq47rdT2Njc2t4p7pb29g8Oj8rHJ20dp 4phi8UiVt2AahRcYstwI7CbKKRRILATTG7n9c4TKs1j+WCmCfoRHUkeckaNtZp3g3LFrboLkXXwcqhArsag/NUfxiyNUBomqNY9z02Mn1FlOBM4K/VTjQllEzrC nkVJI9R+tlh0Ri6sMyRhrOyThizc3xMZjbSeRoHtjKgZ69Xa3Pyv1ktNeONnXCapQcmWH4WpICYm86vJkCtkRkwtUKa43ZWwMVWUGZtNyYbgrZ68Du2rqme5eV 2pu3kcRTiDc7gED2pQh3toQAsYIDzDK7w5j86L8+58LFsLTj5zCn/kfP4Alo2MuQ==</latexit><latexit sha1_base64="ck8pdC+ekZH4nUmSP+ZG7r8lEyk=">AAAB2XicbZ DNSgMxFIXv1L86Vq1rN8EiuCozbnQpuHFZwbZCO5RM5k4bmskMyR2hDH0BF25EfC93vo3pz0JbDwQ+zknIvSculLQUBN9ebWd3b/+gfugfNfzjk9Nmo2fz0gjsi lzl5jnmFpXU2CVJCp8LgzyLFfbj6f0i77+gsTLXTzQrMMr4WMtUCk7O6oyaraAdLMW2IVxDC9YaNb+GSS7KDDUJxa0dhEFBUcUNSaFw7g9LiwUXUz7GgUPNM7RR tRxzzi6dk7A0N+5oYkv394uKZ9bOstjdzDhN7Ga2MP/LBiWlt1EldVESarH6KC0Vo5wtdmaJNChIzRxwYaSblYkJN1yQa8Z3HYSbG29D77odOn4MoA7ncAFXEM IN3MEDdKALAhJ4hXdv4r15H6uuat66tDP4I+/zBzjGijg=</latexit><latexit sha1_base64="hIPhjj8hR2TTLKF2dHQVqZKSm34=">AAAB3XicbZ BLSwMxFIXv1FetVatbN8EiuCozbnQpuNBlC/YB7VAy6Z02NpMZkjtCKf0Fblwo4t9y578xfSy09UDg45yE3HuiTElLvv/tFba2d3b3ivulg/Lh0XHlpNyyaW4EN kWqUtOJuEUlNTZJksJOZpAnkcJ2NL6b5+1nNFam+pEmGYYJH2oZS8HJWY37fqXq1/yF2CYEK6jCSvV+5as3SEWeoCahuLXdwM8onHJDUiiclXq5xYyLMR9i16Hm Cdpwuhh0xi6cM2BxatzRxBbu7xdTnlg7SSJ3M+E0suvZ3Pwv6+YU34RTqbOcUIvlR3GuGKVsvjUbSIOC1MQBF0a6WZkYccMFuW5KroRgfeVNaF3VAscNH4pwBu dwCQFcwy08QB2aIADhBd7g3XvyXr2PZV0Fb9XbKfyR9/kDiWyLeA==</latexit><latexit sha1_base64="hIPhjj8hR2TTLKF2dHQVqZKSm34=">AAAB3XicbZ BLSwMxFIXv1FetVatbN8EiuCozbnQpuNBlC/YB7VAy6Z02NpMZkjtCKf0Fblwo4t9y578xfSy09UDg45yE3HuiTElLvv/tFba2d3b3ivulg/Lh0XHlpNyyaW4EN kWqUtOJuEUlNTZJksJOZpAnkcJ2NL6b5+1nNFam+pEmGYYJH2oZS8HJWY37fqXq1/yF2CYEK6jCSvV+5as3SEWeoCahuLXdwM8onHJDUiiclXq5xYyLMR9i16Hm Cdpwuhh0xi6cM2BxatzRxBbu7xdTnlg7SSJ3M+E0suvZ3Pwv6+YU34RTqbOcUIvlR3GuGKVsvjUbSIOC1MQBF0a6WZkYccMFuW5KroRgfeVNaF3VAscNH4pwBu dwCQFcwy08QB2aIADhBd7g3XvyXr2PZV0Fb9XbKfyR9/kDiWyLeA==</latexit><latexit sha1_base64="SXsbTmtD8U92oOgj17zpOrhZrx8=">AAAB6HicbZ BNT8JAEIan+IX4hXr0spGYeCKtFz2SeNAjJBZIoCHbZQor222zuzUhDb/AiweN8epP8ua/cYEeFHyTTZ68M5OdecNUcG1c99spbWxube+Udyt7+weHR9Xjk7ZOM sXQZ4lIVDekGgWX6BtuBHZThTQOBXbCye283nlCpXkiH8w0xSCmI8kjzqixVutuUK25dXchsg5eATUo1BxUv/rDhGUxSsME1brnuakJcqoMZwJnlX6mMaVsQkfY syhpjDrIF4vOyIV1hiRKlH3SkIX7eyKnsdbTOLSdMTVjvVqbm//VepmJboKcyzQzKNnyoygTxCRkfjUZcoXMiKkFyhS3uxI2pooyY7Op2BC81ZPXoX1V9yy33F rDLeIowxmcwyV4cA0NuIcm+MAA4Rle4c15dF6cd+dj2VpyiplT+CPn8weVTYy1</latexit><latexit sha1_base64="ssQ1Gi8nbTc080osjE+Hx3aEcNk=">AAAB6HicbZ BNS8NAEIYn9avWr6pHL4tF8FQSEeqx4EGPLdgPaEPZbCft2s0m7G6EEvoLvHhQxKs/yZv/xm2bg7a+sPDwzgw78waJ4Nq47rdT2Njc2t4p7pb29g8Oj8rHJ20dp 4phi8UiVt2AahRcYstwI7CbKKRRILATTG7n9c4TKs1j+WCmCfoRHUkeckaNtZp3g3LFrboLkXXwcqhArsag/NUfxiyNUBomqNY9z02Mn1FlOBM4K/VTjQllEzrC nkVJI9R+tlh0Ri6sMyRhrOyThizc3xMZjbSeRoHtjKgZ69Xa3Pyv1ktNeONnXCapQcmWH4WpICYm86vJkCtkRkwtUKa43ZWwMVWUGZtNyYbgrZ68Du2rqme5eV 2pu3kcRTiDc7gED2pQh3toQAsYIDzDK7w5j86L8+58LFsLTj5zCn/kfP4Alo2MuQ==</latexit><latexit sha1_base64="ssQ1Gi8nbTc080osjE+Hx3aEcNk=">AAAB6HicbZ BNS8NAEIYn9avWr6pHL4tF8FQSEeqx4EGPLdgPaEPZbCft2s0m7G6EEvoLvHhQxKs/yZv/xm2bg7a+sPDwzgw78waJ4Nq47rdT2Njc2t4p7pb29g8Oj8rHJ20dp 4phi8UiVt2AahRcYstwI7CbKKRRILATTG7n9c4TKs1j+WCmCfoRHUkeckaNtZp3g3LFrboLkXXwcqhArsag/NUfxiyNUBomqNY9z02Mn1FlOBM4K/VTjQllEzrC nkVJI9R+tlh0Ri6sMyRhrOyThizc3xMZjbSeRoHtjKgZ69Xa3Pyv1ktNeONnXCapQcmWH4WpICYm86vJkCtkRkwtUKa43ZWwMVWUGZtNyYbgrZ68Du2rqme5eV 2pu3kcRTiDc7gED2pQh3toQAsYIDzDK7w5j86L8+58LFsLTj5zCn/kfP4Alo2MuQ==</latexit><latexit sha1_base64="ssQ1Gi8nbTc080osjE+Hx3aEcNk=">AAAB6HicbZ BNS8NAEIYn9avWr6pHL4tF8FQSEeqx4EGPLdgPaEPZbCft2s0m7G6EEvoLvHhQxKs/yZv/xm2bg7a+sPDwzgw78waJ4Nq47rdT2Njc2t4p7pb29g8Oj8rHJ20dp 4phi8UiVt2AahRcYstwI7CbKKRRILATTG7n9c4TKs1j+WCmCfoRHUkeckaNtZp3g3LFrboLkXXwcqhArsag/NUfxiyNUBomqNY9z02Mn1FlOBM4K/VTjQllEzrC nkVJI9R+tlh0Ri6sMyRhrOyThizc3xMZjbSeRoHtjKgZ69Xa3Pyv1ktNeONnXCapQcmWH4WpICYm86vJkCtkRkwtUKa43ZWwMVWUGZtNyYbgrZ68Du2rqme5eV 2pu3kcRTiDc7gED2pQh3toQAsYIDzDK7w5j86L8+58LFsLTj5zCn/kfP4Alo2MuQ==</latexit><latexit sha1_base64="ssQ1Gi8nbTc080osjE+Hx3aEcNk=">AAAB6HicbZ BNS8NAEIYn9avWr6pHL4tF8FQSEeqx4EGPLdgPaEPZbCft2s0m7G6EEvoLvHhQxKs/yZv/xm2bg7a+sPDwzgw78waJ4Nq47rdT2Njc2t4p7pb29g8Oj8rHJ20dp 4phi8UiVt2AahRcYstwI7CbKKRRILATTG7n9c4TKs1j+WCmCfoRHUkeckaNtZp3g3LFrboLkXXwcqhArsag/NUfxiyNUBomqNY9z02Mn1FlOBM4K/VTjQllEzrC nkVJI9R+tlh0Ri6sMyRhrOyThizc3xMZjbSeRoHtjKgZ69Xa3Pyv1ktNeONnXCapQcmWH4WpICYm86vJkCtkRkwtUKa43ZWwMVWUGZtNyYbgrZ68Du2rqme5eV 2pu3kcRTiDc7gED2pQh3toQAsYIDzDK7w5j86L8+58LFsLTj5zCn/kfP4Alo2MuQ==</latexit><latexit sha1_base64="ssQ1Gi8nbTc080osjE+Hx3aEcNk=">AAAB6HicbZ BNS8NAEIYn9avWr6pHL4tF8FQSEeqx4EGPLdgPaEPZbCft2s0m7G6EEvoLvHhQxKs/yZv/xm2bg7a+sPDwzgw78waJ4Nq47rdT2Njc2t4p7pb29g8Oj8rHJ20dp 4phi8UiVt2AahRcYstwI7CbKKRRILATTG7n9c4TKs1j+WCmCfoRHUkeckaNtZp3g3LFrboLkXXwcqhArsag/NUfxiyNUBomqNY9z02Mn1FlOBM4K/VTjQllEzrC nkVJI9R+tlh0Ri6sMyRhrOyThizc3xMZjbSeRoHtjKgZ69Xa3Pyv1ktNeONnXCapQcmWH4WpICYm86vJkCtkRkwtUKa43ZWwMVWUGZtNyYbgrZ68Du2rqme5eV 2pu3kcRTiDc7gED2pQh3toQAsYIDzDK7w5j86L8+58LFsLTj5zCn/kfP4Alo2MuQ==</latexit><latexit sha1_base64="ssQ1Gi8nbTc080osjE+Hx3aEcNk=">AAAB6HicbZ BNS8NAEIYn9avWr6pHL4tF8FQSEeqx4EGPLdgPaEPZbCft2s0m7G6EEvoLvHhQxKs/yZv/xm2bg7a+sPDwzgw78waJ4Nq47rdT2Njc2t4p7pb29g8Oj8rHJ20dp 4phi8UiVt2AahRcYstwI7CbKKRRILATTG7n9c4TKs1j+WCmCfoRHUkeckaNtZp3g3LFrboLkXXwcqhArsag/NUfxiyNUBomqNY9z02Mn1FlOBM4K/VTjQllEzrC nkVJI9R+tlh0Ri6sMyRhrOyThizc3xMZjbSeRoHtjKgZ69Xa3Pyv1ktNeONnXCapQcmWH4WpICYm86vJkCtkRkwtUKa43ZWwMVWUGZtNyYbgrZ68Du2rqme5eV 2pu3kcRTiDc7gED2pQh3toQAsYIDzDK7w5j86L8+58LFsLTj5zCn/kfP4Alo2MuQ==</latexit>
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Figure 2. GSR-Net framework overview. (a) Given a tampered image S, an authentic target image T , and the ground truth mask K,
the generation stage generates hard example G(M) starting from a simple copy-pasting image M . (b) Feeding the training images, copy-
pasted images or generated images as input, the segmentation stage learns to segment the boundary artifacts and fill the interior to produce
the final prediction. (c) The segmentation network concatenates lower level features to predict boundary artifacts and then concatenate
back the boundary feature to the segmentation branch for final prediction. (d) The refinement stage creates a novel tampered image with
new boundary artifacts by replacing the predicted manipulated boundaries of segmentation stage with original authentic regions and learns
to make a new prediction.
process. It is therefore not surprising that existing datasets
[14, 8, 9, 36, 6] are often not comprehensive enough to train
models that generalize well.
Additionally, in contrast to standard semantic image seg-
mentation, correctly segmenting manipulated regions de-
pends more on visual artifacts that are often created at the
boundaries of manipulated regions than on semantic con-
tent [2, 40]. Several challenges exist in recognizing these
boundary artifacts. First, the space of manipulations is very
diverse. One can, for example, do a copy-move, which
copies and pastes image regions within the same image (the
second column in Figure 1) , or splice, which copies a re-
gion from one image and pastes it to another image (the
remaining columns in Figure 1). Second, a variety of post-
processing such as compression, blurring, and various color
transformations make it harder to detect boundary artifacts
caused by tampering. See Figure 1 for some examples.
Most existing methods [14, 40, 25, 28] that utilize discrim-
inative features like image metadata, noise models, or color
artifacts due to, for example, Color Filter Array (CFA) in-
consistencies, have failed to generalize well for these rea-
sons.
This paper introduces a two-pronged approach to (1) ad-
dress the lack of comprehensive training data, as well as, (2)
focus the training process on learning to recognize bound-
ary artifacts better. We adopt GANs for addressing (1), but
instead of relying on prior GAN methods [16, 41, 17] that
mainly explore image level manipulation, we introduce a
novel objective function (Section 3.1) that optimizes for the
realism of the manipulated regions by blending tampered
regions in existing datasets to assist segmentation. That
is, given an annotated image from an existing dataset, our
GAN takes the given annotated regions and optimizes via
a blending based objective function to enhance the realism
of the regions. Blending has been shown to be effective
in creating training images effective for the task of object
detection in [10], and this forms our main motivation in for-
mulating our GAN.
To address (2), we propose a segmentation and refine-
ment procedure. The segmentation stage localizes manip-
ulated regions by learning to spot boundary artifacts. To
further prevent the network from just focusing on seman-
tic content, the refinement stage refines the predicted ma-
nipulation boundaries with authentic background and feed
the new manipulated images back to the segmentation net-
work. We will show empirically that the segmentation and
refinement has the effect of focusing the model’s attention
on boundary artifacts during learning. (See Table 2)
We design an architecture called GSR-Net which in-
cludes these three components—a generation stage, a seg-
mentation stage and a refinement stage. The architecture of
GSR-Net is shown in Figure 2. During training, we alterna-
tively train the generation GAN, followed by the segmen-
tation and refinement stage, which take as input the output
of the generation stage as well as images from the train-
ing datasets. The additional varieties of manipulation arti-
facts provided by both the generation and refinement stages
produce models that exhibit very good generalization abil-
ity. We evaluate GSR-Net on four public benchmarks and
show that it performs better or equivalent to state-of-the-art
methods. Experiments with two different post-processing
attacks further demonstrate the robustness of GSR-Net. In
summary, the contributions of this paper are 1) A frame-
work that augments existing datasets in a way that specifi-
cally addresses the main weaknesses of current approaches
without requiring new annotations efforts; 2) Introducing a
generation stage with a novel objective function based on
blending for generating images effective for training mod-
els to detect tampered regions; 3) Introducing a novel re-
finement stage that encourages the learning of boundary ar-
tifacts inherent in manipulated regions, which, to the best
of our knowledge, no prior work in this field has utilized to
help training.
2. Related Work
Image Manipulation Segmentation. Park et al. [25] train
a network to find JPEG compression discrepancies between
manipulated and authentic regions. Zhou et al. [39, 40] har-
ness noise features to find inconsistencies within a manip-
ulated image. Huh and Liu et al. [14] treat the problem as
anomaly segmentation and use metadata to locate abnormal
patches. The features used in these works are based on the
assumption that manipulated regions are from a different
image, which is not the case in copy-move manipulation.
However, our method directly focuses on general artifacts
in the RGB channel without specific feature extraction and
thus can be applied to copy-move segmentation. More re-
lated works of Salloum et al. [28] and Bappy et al. [2] show
the potential of boundary artifacts in different image manip-
ulation techniques. Salloum et al. [28] adopt a Multi-task
Fully Convolutional Network (MFCN) [22] to manipulation
segmentation by providing both segmentation and edge an-
notations. Bappy et al. [2] design a Long Short-Term Mem-
ory (LSTM) [13] based network to identify RGB boundary
artifacts at both the patch and pixel level. These methods are
sources of motivation for us to exploit boundary artifacts as
a strong cue for detecting manipulations.
GAN Based Image Editing. GAN based image editing ap-
proaches have witnessed a rapid emergence and impressive
results have been demonstrated recently [32, 19, 33, 17, 41].
Prior and concurrent works force the output of GAN to be
conditioned on input images through extra regression losses
(e.g., `2 loss) or discrete labels. However, these methods
manipulate the whole images and do not fully explore re-
gion based manipulation. In contrast, our GAN manipulates
minor regions and help better generalization ability of a ma-
nipulation segmentation network. A more related work is
Tsai et al. [32] that generates natural composite images us-
ing both scene parsing and harmonized ground truth. Even
though it targets on region manipulation, Section 4.4 shows
that our method performs better in terms of assisting seg-
mentation.
Adversarial Training. Discriminative feature learning has
motivated recent research on adversarial training on several
tasks. Shrivastava et al. [29] propose a simulated and un-
supervised learning approach which utilizes synthetic im-
ages to generate realistic images. Wang et al. [34] boost
the performance on occluded and deformed objects through
an online hard negative generation network. Wei et al. [35]
investigate an adversarial erasing approach to learn dense
and complete semantic segmentation. Le et al. [20] propose
an adversarial shadow attenuation network to make correct
predictions on hard shadow examples. However, their ap-
proach is difficult to adapt to manipulation segmentation
because they either generate whole synthetic images or in-
troduce new manipulation such as erasing. In contrast, we
refine manipulated regions with original ones to assist seg-
mentation network.
3. Approach
We describe the GSR-net in details in the following sec-
tions. Key to the generation is the utilization of a GAN with
a loss function central around using blending to optimize
for producing realistic training images. The segmentation
and refinement stage are specially designed to single out
boundaries of the manipulated regions in order to guide the
training process to pay extra attention to boundary artifacts.
3.1. Generation
Generator. Referring to Figure 2 (a), the generator is given
as input both copy-pasted images and ground truth masks.
To prepare the input images, we start with the training sam-
ples in manipulation datasets (e.g., CASIA 2.0 [9]). Given
a training image S, the corresponding ground truth binary
mask K and an authentic target image T from a clean
dataset (e.g., COCO [21]), we first create a simple copy-
pasted image M by taking S as foreground and T as back-
ground:
M = K  S + (1−K) T, (1)
where  represents pointwise multiplication.
In Poisson blending [26], the final value of pixel i in the
manipulated regions is








||bi − ti||2, (2)
where∇ denotes the gradient,Ni is the neighborhood (e.g.,
up, down, left and right) of the pixel at position i, bi is the
pixel in the blended image B, si is the pixel in S and ti is
the pixel in T .
Similar to Poisson blending, we optimize the generator
to blend neighborhoods in the resulting image that now con-
tains copy-pasted regions and background regions. A key
part of our loss function enforces the shapes of the tam-
pered regions, while maintaining the background regions.
To maintain background regions, we utilize `1 loss as in






||mi − ti||1, (3)
where Nbg is the total number of pixels in the background,
mi is the pixel in M and ki is the value in mask K at po-
sition i. To maintain the shape of manipulated regions, we
apply a Laplacian operator to the pasted regions and recon-







where ∆ denotes the Laplacian operator and Nfg is the total
number of pixels in pasted regions. To further constrain the







||mi − si||1, (5)
where Nedge is the number of boundary pixels and ei is the
value of the edge mask at position i, which is obtained by
the absolute difference between a dilation and an erosion
on K. To generate realistic manipulated images, we add an
adversarial loss Ladv, as explained below, that serves to en-
courage the generator to produce increasingly realistic im-
ages as the training progresses.
Discriminator. In our discriminator, a crucial detail to
point out is that the manipulated regions are typically oc-
cupying only a small area in the image. Hence, it is ben-
eficial to restrict the GAN discriminator’s attention to the
structure in local images patches. This is reminiscent of
“PatchGAN” [16] that only penalizes structure at the scale
of patches. Similar to PatchGAN, our discriminator applies
a final fully convolutional layer at a patch scale of N ×N .
The discriminator distinguishes the authentic image T as
real and the generated image G(K,M) as fake by maxi-
mizing:
Ladv = ET [log(D(K,T ))]
+ EM [1− log(D(K,G(K,M)))], (6)
where K is concatenated with G(K,M) or T as the input
to the discriminator.
The final loss function of the generator is given as
LG = Lbg + λgradLgrad + λedgeLedge + λadvLadv, (7)
where λgrad, λedge, and λadv are parameters which control the
importance of the corresponding loss terms. Conditioned on
this constraint, the generator preserves background and tex-
ture information of pasted regions while blending the ma-
nipulated regions with the background.
3.2. Segmentation
For segmentation, we simply adopt the publicly avail-
able VGG-16 [30] based DeepLab model [3]. The network
structure is depicted in Figure 2 (c), consisting of a bound-
ary branch predicting the manipulated boundaries and a seg-
mentation branch predicting the interior. In particular, to en-
hance attention on boundary artifacts, we introduce bound-
ary information by subtracting the erosion from the dila-
tion of the binary ground truth mask to obtain the bound-
ary mask. We then predict this boundary mask through
concatenating bi-linearly up-sampled intermediate features
and passing them to a 1 × 1 convolutional layer to form
the boundary branch. Finally, we concatenate the output
features of the boundary branch with the up-sampled fea-
tures of the segmentation branch. Empirically, we noticed
such multi-task learning helps the generalization of the fi-
nal model. Only the segmentation branch output is used for
evaluation during inference. During training, we select the
copy-pasted examples M , generated examples G(M) and
training samples S in the dataset as input to the segmenta-
tion network which provides a larger variety of manipula-
tion. The loss function of the segmentation network is an
average, two class softmax cross entropy loss.
3.3. Refinement
The goal of the refinement stage is to draw attention to
the boundary artifacts during training, taking into account
the fact that boundary artifacts play a more pivotal role than
semantic content in detecting manipulations [2, 40]. While
we may be able to employ prior erasing based adversar-
ial mining methods [35, 34], they are not suitable for our
purpose because it will introduce new erasing artifacts. In-
stead, the refinement stage utilizes the prediction of the seg-
mentation stage to produce new boundary artifacts through
replacing with original regions. As illustrated in Figure 2
(d), given an authentic target image T in which the ma-
nipulated regions was inserted, the manipulated image M
(which could also be the generated image G(M)), and the
manipulated boundary prediction P by the segmentation
stage, we replace the pixels in predicted boundaries by the
authentic regions in T and create a novel manipulated im-
age:
M ′ = T  P +M  (1− P ), (8)
where M ′ is the novel manipulated image with new bound-
ary artifacts. The corresponding segmentation ground truth
now becomes
K ′ = K −K  P, (9)
where K ′ is the new manipulated mask for M ′. The new
boundary artifact mask can be extracted in the same way
as the previous step. Notice that the refinement stage uti-
lizes the target images T to help training, providing more
side information to spot the artifacts. Taking as input the
new manipulated images, the same segmentation network
then learns to predict the new manipulated boundaries and
interior regions.
Similar to [35], multiple refinement operations are pos-
sible and there is a tradeoff between training time and per-
formance. However, the difference is that the segmentation
network in the refinement stage shares weights with that in
the segmentation stage. The weight sharing enables us to
use a single segmentation network at inference. As a result,
the network learns to focus more attention on boundary ar-
tifacts with no additional cost at inference time.
4. Experiments
We evaluate the performance of GSR-Net on four public
benchmarks and compare it with the state-of-the-art meth-
ods. We also analyze its robustness under several forms of
post-processing.
4.1. Implementation Details
GSR-Net is implemented in Tensorflow [1] and trained
on an NVIDIA GeForce TITAN P6000. The input to the
generation network (both generator and discriminator) is re-
sized to 256×256. The generator is based on U-net [27] and
the discriminator has the same structure as 70 × 70 Patch-
GAN [16] without the batch normalization layers . We add
batch normalization [15] to the DeepLab VGG-16 model.
The segmentation network is fine-tuned from ImageNet [7]
pre-trained weights and the generation network is trained
from scratch. We use Adam [18] optimizer with a fixed
learning rate of 1×10−4 for all the subnetworks. Optimizer
of the generator, discriminator and segmentation network
are updated in an alternating fashion. To avoid overfitting,
weight decay with a factor of 5 × 10−5 and 50% dropout
[31] are applied on the segmentation network. The hyperpa-
rameters of (λgrad, λedge, λadv) are set to (1, 2, 5) empirically
to balance the loss values. Only random flipping augmen-
tation is applied during training. We feed the copy-pasted
images, generated images, and the training samples to the
segmentation network. We train the whole network jointly
for 50K iterations with a batch size of 4.
Only the segmentation network is used for inference and
we use the segmentation branch as the final prediction. Due
to the small batch size used during training, we utilize in-
stance normalization as in [16] on every test image. After
prediction, instead of using mean-shift as in [14], we simply
dilate and threshold connected components to remove small
noisy particles.
4.2. Datasets and Experiment Setting
Datasets. We evaluate our performance on the following
four datasets:
• In-The-Wild [14]: In-The-Wild is a splicing dataset with
201 spliced images collected online. The annotation is man-
ually created by [14] and the manipulated regions are usu-
ally person and animal.
• COVER [36]: COVER focuses on copy-move manipula-
tion and has 100 images. The manipulation objects are used
to cover similar objects in the original authentic images and
thus are challenging for humans to recognize visually with-
out close inspection.
• CASIA [9, 8]: CASIA has two versions. CASIA 1.0 con-
tains 921 manipulated images including splicing and copy
move. The objects are carefully selected to match with the
context in the background. Cropped regions are subjected to
post-processing including rotation, distortion, and scaling.
CASIA 2.0 is a more complicated dataset with 5123 im-
ages. Manipulations include splicing and copy move. Post-
processing like filtering and blurring is applied to make the
regions visually realistic. The manipulated regions cover
animals, textures, natural scenes, etc. We use CASIA 2.0 to
train our network and test it on CASIA 1.0 in Section 4.3.
• Carvalho [6]: Carvalho is a manipulation dataset de-
signed to conceal illumination differences between manip-
ulated regions and authentic regions. The dataset contains
100 images and all the manipulated objects are people.
Contrast and illumination are adjusted in a post-processing
step.
Evaluation Metrics. We use pixel-level F1 score and
MCC as the evaluation metrics when comparing to other
Dataset Carvalho In-The-Wild COVER CASIA
Metrics MCC F1 MCC F1 MCC F1 MCC F1
NOI [23] 0.255 0.343 0.159 0.278 0.172 0.269 0.180 0.263
CFA [11] 0.164 0.292 0.144 0.270 0.050 0.190 0.108 0.207
MFCN [28] 0.408 0.480 - - - - 0.520 0.541
RGB-N [40] 0.261 0.383 0.290 0.424 0.334 0.379 0.364 0.408
EXIF-consistency [14]* 0.420 0.520 0.415 0.504 0.102 0.276 0.127 0.204
DeepLab (baseline) 0.343 0.420 0.352 0.472 0.304 0.376 0.435 0.474
GSR-Net (ours) 0.462 0.525 0.446 0.555 0.439 0.489 0.553 0.574
Table 1. MCC and F1 score comparison on four standard datasets. ‘-’ denotes that the result is not available in the literature. * Our
method is 1600 times faster than EXIF-consistency.
Dataset Carvalho In-the-Wild COVER CASIA
DeepLab 0.420 0.472 0.376 0.474
DL + CP 0.446 0.504 0.410 0.503
DL + G 0.460 0.524 0.434 0.506
DL + DIH 0.384 0.421 0.342 0.420
DL + CP + G 0.472 0.528 0.444 0.507
GS-Net 0.515 0.540 0.455 0.545
GSR-Net 0.525 0.555 0.489 0.574
Table 2. Ablation analysis on four datasets. Each entry is the F1
score tested on individual dataset.
approaches. For fair comparison, following the same mea-
surement as [28, 14, 40], we vary the prediction threshold
to get binary prediction mask and report the optimal score
over the whole dataset.
4.3. Main Results
In this section, We present our results for the task of ma-
nipulation segmentation. We fine-tune our model on CA-
SIA 2.0 from the ImageNet pre-trained model and test the
performance on the aforementioned four datasets. We com-
pare with methods described below:
• NoI [23]: A noise inconsistency method which predicts
regions as manipulated where the local noise is inconsistent
with authentic regions. We use the code provided by Zam-
poglou et al. [38] for evaluation.
• CFA [11]: A CFA based method which estimates the in-
ternal CFA pattern of the camera for every patch in the im-
age and segments out the regions with anomalous CFA fea-
tures as manipulated regions. The evaluation code is based
on Zampoglou et al. [38].
• RGB-N [40]: A two-stream Faster R-CNN based ap-
proach which combines features from the RGB and noise
channel to make the final prediction. We train the model on
CASIA 2.0 using the code provided by the authors 1.
• MFCN [28]: A multi-task FCN based method which har-
nesses both an edge mask and segmentation mask for ma-
nipulation segmentation. Hole filling is applied for the edge
branch to make the prediction. The final decision is the in-
tersection of the two branches. We directly report the results
1https://github.com/pengzhou1108/RGB-N
from the paper since the code is not publicly available.
• EXIF-consistency [14]: A self-consistency approach
which utilizes metadata to learn features useful for manip-
ulation localization. The prediction is made patch by patch
and post-processing like mean-shift [4] is used to obtain the
pixel-level manipulation prediction. We use the code pro-
vided by the authors 2 for evaluation.
• DeepLab: Our baseline model which directly adopts
DeepLab VGG-16 model to manipulation segmentation
task. No generation, boundary branch or refinement stage
is added.
• GSR-Net: Our full model combining generation, seg-
mentation and refinement for manipulation segmentation.
The final results, presented in Table 1, highlight the ad-
vantage of GSR-Net. For supervised methods [40, 28], we
train the model on CASIA 2.0 and evaluate on all the four
datasets. For other unsupervised methods [23, 11, 14], we
directly test the model on all datasets. GSR-Net outper-
forms other approaches by a large margin on COVER, sug-
gesting the advantage of our network on copy-move ma-
nipulation. Also, GSR-Net has an improvement on CASIA
1.0 and Carvalho. Moreover, in terms of computation time,
EXIF-consistency takes 160 times more computation (80
seconds for an 800×1200 image on average) than ours (0.5s
per image). Compared to boundary artifact based methods,
our GSR-Net outperforms MFCN by a large margin, in-
dicating the effectiveness of the generation and refinement
stages. In addition to that, no hole filling is required since
our approach does not perform late fusion with the bound-
ary branch, but utilizing boundary artifacts to guide the seg-
mentation branch instead.
Our method outperforms the baseline model by a large
margin, showing the effectiveness of the proposed genera-
tion, segmentation and refinement stages.
4.4. Ablation Analysis
We quantitatively analyze the influence of each compo-









Figure 3. Qualitative visualization. The first row shows manipu-
lated images on different datasets. The second indicates the final
manipulation segmentation prediction. The third row illustrates
the output of boundary artifacts branch. The last row is the ground
truth.
• DL + CP: DeepLab VGG-16 model with just the seg-
mentation output, using simple copy-pasted (no generator)
and CASIA 2.0 images during training.
• DL + G: DeepLab VGG-16 model with just the segmen-
tation output, using generated and CASIA 2.0 images dur-
ing training.
• DL + [32]: DeepLab VGG-16 model with just the seg-
mentation output, using the images generated from [32] and
CASIA 2.0 images during training. We adapt deep harmo-
nization network for the generation stage as it also manipu-
late regions.
• DL + CP + G: DeepLab VGG-16 model with just the
segmentation output, using both copy-pasted, generated and
CASIA 2.0 images during training.
• GS-Net: Generation and segmentation network with
boundary artifact guided manipulation segmentation. No
refinement stage is incorporated.
The results are shown in Table 2. Starting from our base-
line model, simply adding copy-pasted images (DL + CP)
achieves improvement due to broadening the manipulation
distribution. In addition, replacing copy-pasted images with
generated images (DL + G) also shows improvement com-
pared to DL + CP on most of the datasets as it refines the
boundary from naive copy-pasting. As expected, adding
both copy-pasted images and generated hard examples (DL
+ CP + G) is more useful because the network has access
to a larger distribution of manipulation.
Compared to applying deep harmonization network DL
+ [32]), our generation approach (DL + G) performs better
as it aligns well with the natural process of manipulation.
The results also indicate the impact of boundary guided
Authentic Ground Truth Copy Paste Epoch 4 Epoch 20 Epoch 40
Figure 4. Qualitative visualization of the generation network. The
first two columns show the authentic background and manipula-
tion mask. As the number of epochs increases, the manipulated
region matches better with the background and thus boundary ar-
tifacts are harder to identify.
segmentation network. Directly predicting segmentation
(DL + CP + G) does not explicitly learn manipulation
artifacts, and thus has limited generalization ability com-
pared to GS-Net. Furthermore, GSR-Net boosts the per-
formance on GS-Net since the refinement stage introduces
new boundary artifacts.
4.5. Robustness to Attacks
We apply both JPEG compression and image scal-
ing attacks to test images of In-The-Wild and Carvalho
datasets. We compare GSR-Net with RGB-N [40] and
EXIF-selfconsistency [14] using their publicly available
code, and MFCN [28] using the numbers reported in their
paper. Figure 5 shows the results, which indicates our ap-
proach yields more stable performance than prior methods.
4.6. Segmentation with COCO Annotations
This experiment shows how much gain our model
achieves without using the manipulated images in CASIA
2.0. Instead of carefully manipulated training data, we only
utilize the object annotations in COCO to create manipu-
lated images. We compare the result of using different train-
ing data as follows:
• CP + S: Only using copy-pasted images to train the seg-
mentation network.
• CP + G + S: Using both copy-pasted and generated im-
ages.
• CP + G + SR: Using copy-pasted images and generated
images. The refinement stage is applied.
Results are presented in Table 3. The performance using
only copy-pasted images (CP + S) on the four datasets indi-
cates that our network truly learns boundary artifacts. Also,
the improvement after adding generated images (CP + G +
S) shows that our generation network provides useful ma-


































(b) In-The-Wild scale attack (c) Carvalho JPEG attack (d) Carvalho scale attack
Figure 5. Analysis of robustness under different attacks. Attacks with JPEG compression consists of quality factors of 70 and 50; scale
attacks use scaling ratios of 0.7 and 0.5. (a) JPEG compression attacks on In-The-Wild. (b) Scale attacks on In-The-Wild. (c) JPEG
compression attacks on Carvalho. (d) Scale attacks on Carvalho.
Dataset Carvalho In-The-Wild COVER CASIA
CP + S 0.343 0.430 0.351 0.242
CP + G + S 0.354 0.441 0.355 0.270
CP + GSR 0.418 0.479 0.381 0.331
Table 3. F1 score manipulation segmentation comparison
trained with COCO annotations.
refinement stage (CP + G + SR) boosts performance further
by encouraging the network to spot new boundary artifacts.
4.7. Qualitative Results
Generation Visualization. We illustrate some visualiza-
tions of the generation network in Figure 4. It is clear that
the generation network learns to match the pasted region
with background during training. As a result, the boundary
artifacts are becoming subtle and the generation network
produces harder examples for the segmentation network.
Segmentation Results. We present qualitative segmenta-
tion results on four datasets in Figure 3. Unsurprisingly, the
boundary branch outputs the potential boundary artifacts in
manipulated images and the other branch fills in the interior
based on the predicted manipulated boundaries. The exam-
ples indicate that our approach deals well with both splic-
ing and copy-move manipulation based on the manipulation
clues from the boundaries.
5. Conclusion
We propose a novel segmentation framework that firstly
utilizes a generation network to enable generalization across
variety of manipulations. Starting from copy-pasted exam-
ples, the generation network generates harder examples dur-
ing training. We also design a boundary artifact guided seg-
mentation and refinement network to focus on manipula-
tion artifacts rather than semantic content. Furthermore, the
segmentation and refinement stage share the same weights,
allowing for much faster inference. Extensive experiments
demonstrate the generalization ability and effectiveness of
GSR-Net on four standard datasets and show state-of-the-
art performance. The manipulation segmentation problem
is still far from being solved due to the large variation of ma-
nipulations and post-processing methods. Including more
manipulation techniques in the generation network could
potentially boost the generalization ability of the existing
model and is part of our future research.
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