Stringent limits on , the energy density in a gravitational wave background per logarithmic frequency interval in units of the closure density, have recently been suggested by Thorsett and Dewey using observational data of PSR B1855+09. We show that their use of the Neyman-Pearson test of hypotheses cannot, in the general case, provide reliable upper limits on an unknown parameter. The alternative presented here is the calculation of the probability distribution and repartition function for using a Bayesian formalism. A prior distribution must be speci ed and the choice of`Je reys' prior' is justi ed on the grounds that it best represents a total lack of prior knowledge about the parameter. The Bayesian approach yields an upper limit at 95% con dence of 9:3 10 ?8 for h 2 . This limit is less stringent by a factor Present address:
of 10 than that placed by Thorsett and 
Typeset using REVT E X I. PULSAR OBSERVATIONS AND A GRAVITATIONAL WAVE BACKGROUND
Arrival times of the radio pulses from millisecond and binary pulsars can be measured with a very high degree of accuracy. A gravitational wave passing by the pulsar or by the Earth changes the travel time through space of the pulses. In the case of an isotropic superposition of a large number of uncorrelated waves we would observe random di erences between observed pulse arrival times and those predicted on the basis of the pulsar's spindown and an astrometric model of the Earth-pulsar system 1]. In the assumption that no other noise a ects the system, Bertotti, Carr and Rees 2] have established the relationship between the spectral density of the timing residuals S(f) and g (f), the fraction of the closure energy density contained in a gravitational wave background (GWB) per logarithmic where H 0 is Hubble's constant. The function B(x) is proportional to x 2 near 0 and approaches 1 as x approaches in nity (x = 2 f L c ). This introduces a physical low frequency cuto of the detector, equal to the inverse of the pulsar's light travel time, below which the sensitivity to g falls o . In order to determine various pulsar parameters (rotation period, period derivative, etc.) low degree polynomial trends must be tted out of the timing data 3], which introduces a second low frequency cuto equal to the inverse of the observation time T. This time is much shorter than the light travel time to the pulsar and thus allows us to set B = 1. (Note: 16 4 becomes 8 4 for those who use the popular convention S(f) = 2 S(f) for f 0 and S(f) = 0 for f < 0.) Cosmic string scenarios 4{6] suggest that g (f) may be roughly uniform in the range 10 ?10 ? 10 ?6 Hz] and that these strings may have played a crucial role in large structure formation. Let , taken to be a constant, be the average value of g (f) over this frequency range. We can now write:
S(f) = 1:34 10 4 h 2 f ?5 s 2 yr (2) where h = H 0 =(100 km s ?1 Mpc ?1 ) and f is given in units of yr ?1 . The parameter of interest is thus h 2 but to simplify the notation we will drop the h 2 , reinserting it only when clarity calls for it. Certain cosmic strings scenarios for structure formation would have di culty if was proved to be far less than 10 ?7 . Previous limits on based on pulsar timing observations 7, 8] have been marred by questionable statistical analysis. We address here the most recent attempt by Thorsett and Dewey 9] (hereafter TD) to place a statistically rigorous limit on .
II. MINIMAL NOISE MODEL
Eq. (2) links S(f) with under the assumption that the GWB is the only noise source a ecting the data. We must, however, also take into account the unavoidable measurement uncertainty that arises when assigning a time-of-arrival to a pulse (for PSR B1855+09 this uncertainty is on the order of a couple of microseconds.) If this measurement uncertainty remains roughly constant, the fact that it is uncorrelated from one observation to the next allows us to treat the resulting scatter in the data as white noise. When regarded in this fashion, the white noise is measured over relatively short timescales (one observing session) where it dominates any low-frequency noise (such as from a GWB.) There is unquestionably a white noise of this type present in the data and we accept the values given by Kaspi, Taylor and Ryba 8] (hereafter KTR.) This provides a simple model for S(f):
with h 0 being a xed parameter determined from the measured level of white noise on short timescales. We will call this the`minimal noise model'. Although there are certainly other possible noise sources 8], for the purpose of placing upper limits on this is the most conservative choice.
III. ESTIMATORS OF SPECTRAL POWER OF THE TIMING RESIDUALS
If we could sample continuously the residuals over an in nite time or an in nite set of identical`Earth-pulsar' systems then S(f) would be known, and deduced from it. In practice we have only N samples R 1 ..R N irregularly spaced over a time T, and one system. Assuming the noise to be stationary, (possibly on time scales quite longer than T), Deeter and Boynton 10] and Deeter 11] have shown how to construct unbiased estimators of S(f) at some frequencies f 1 ::f m : Following this formalism, Stinebring, Ryba, Taylor & Romani 7] and more recently KTR, used an estimator based on orthonormal polynomials to determine S(f) near a frequency which is the inverse of the length of the data set. Higher frequencies are reached by dividing the set into 2, 4 and 8 subsets. The averages over each frequency are called S 1 ; S 2 ; S 4 ; S 8 .
IV. PUBLISHED DATA
The measured data along with expectation values which are computed via Monte-Carlo simulation, both found in Table 4 of KTR 8] , are reproduced in Table I . The expectation value due to gravitational waves when = 10 ?7 is < S m > g , and < S m > w is the expectation value due to the known level of white noise. This level is known from the scatter of data taken over a single observing session. The total noise expectation value for a given is the following: < S m >=< S m > w + < S m > g 10 7 (4) Note that the two pulsars have very di erent spectrums, PSR B1937+21 has a relatively low level of white noise along with a strong red component, whereas PSR B1855+09 has a relatively at spectrum. Any isotropic GWB would be expected to produce equal (red) noise levels in all pulsar timing residuals, with strong correlation for those waves that pass by the Earth. For this reason the noise in the spectrum of PSR B1937+21 is believed to come primarily from sources other than a GWB. Thus the spectrum of PSR B1855+09 will be used alone for the purpose of placing an upper limit on a GWB and hereafter only data for PSR B1855+09 will be discussed. In the conclusion however, we will show that the inclusion of the data for PSR B1937+21 increases the upper limit on a GWB for a given con dence level.
We also know that S 1 ; S 2 ; S 4 ; S 8 are independent to a very good approximation, and that they follow chi-square distributions with 1,2,4 and 8 degrees of freedom (because of the number of subsets used in the average).
Throughout this paper we will use the following dimensionless numbers with values given in Table II 
Because the measurements are independent, the total distribution is a product of the chi- 
Note that is the only free parameter of the minimal noise model. The question is now: \What can one say about , given the measurements ?"
It is a very natural question, and most people would expect Eq. (7) to provide an answer. In fact, some prior assumption about the parameter is always necessary as well. This is manifested either as a tacit assumption invoked by the particular method used, or as an explicit prior distribution as is the case with a Bayesian approach. First, we will examine the method detailed by TD which is based on the Neyman-Pearson test of hypotheses.
V. THE NEYMAN-PEARSON TEST
The Neyman-Pearson (NP) test (see references 12,13]) provides a decision rule to select between the null hypothesis H 0 and an alternative hypothesis H 1 : In the measurement space, a`critical' region w is de ned along with its complement C w , and the decision rule is to accept H 1 when the measurement falls inside w, and H 0 when the measurement falls inside C w . Two kinds of errors are associated with this rule : We may reject H 0 , whereas it is true, and accept H 0 whereas H 1 is true. These are known as errors of the rst and second kind respectively. Corresponding probabilities, traditionally called and ; are:
(Note that TD use a di erent notation and refer to the error of the second kind as :) As applied by TD, H 0 is the hypothesis that all arrival time variations are due to the white measurement noise alone. The alternative hypothesis H 1 is that both the measurement noise, and a GWB speci ed by the parameter ; a ect the data. Following this method one determines for any given value of the region w( ), and the probability ( ), by integrating over C w . The 4-dimensional region w is not easily de ned analytically and the integral is most readily done with Monte-Carlo methods.
Is the solution 0 of equation ( 0 ) = 0 an upper limit at (1 ? 0 )% con dence ? The only thing we can say is that given 0 , the probability of the measurements falling in the region C w is 0 and this probability is smaller for all > 0 . There is also the error of the rst kind ; which is the probability that the measurements would fall into the region w with white noise alone. Pertinent to our example is the case where is chosen to be small but is still fairly large. Although should be taken into account, it is not evident how it could be incorporated into the con dence level of an upper limit.
VI. BAYESIAN INFERENCE AND THE PRIOR DISTRIBUTION
The Bayesian point of view consists in considering as a random number. In its general form, Bayes theorem is 14]: (10) where is a normalization factor, ( ) is the assumed prior probability distribution of the parameter , and p(~ j ) is the conditional probability distribution due to the theoretical relationship between the data and the model. The function p(~ ) is the probability distribution of the measurements which in our case is a Dirac delta function because the measurement errors are accounted for as the white noise term in the model. Thus we can write:
The function p( j~ ) is the posterior probability distribution for the parameter given the measurements~ , and can be integrated to calculate upper limits at any given con dence level. For the problem at hand p(~ j ) is given by Eqs. (6) and (7), and the method for determining ( ) will be presented in Sections VIII and IX.
Following Tarantola 14], Bayesian inference is the most`physical' statistical method, since probability distributions are the only knowledge one can ever hope to have about physical parameters. Bayes`theorem tells us how to transform those distributions. (For general discussions of Bayesian statistics see Robert 15] ).
Some may object to the Bayesian approach because of the fact that the prior distribution on a parameter is generally unknown, and the notion that there will always be a great amount of subjectivity in its choice. In fact the power of this method is in the fact that this subjectivity is dealt with`up front.' In most cases when the problem is clearly stated the best choice of prior distribution is evident (see Section IX and Appendix B). In other concurrent methods what amounts to a prior distribution is hidden in the mathematics, and a choice, which may not be optimum, is forced upon the problem. To demonstrate this with a concrete example, let us consider the well known method of Con dence Intervals in the computationally simpler case where only one measurement, 1 ; is available. The method is equivalent to the NP test for this simpli ed case and will help to show the pitfalls encountered in these statistical methods.
VII. CASE OF ONE MEASUREMENT: CONFIDENCE INTERVALS
The starting point is the probability distribution for 1 given in Eq. (6) with m = 1. The parameters s 1 and are`equivalent' since from any probability distribution of s 1 one can easily derive the distribution of : The Con dence Intervals method (CIM) 13, 16] then provides a repartition function for the parameter , after the following ve steps: step 1: for a xed con dence level 1 ? , we associate the solution of the equation P( 1 j ) = which is determined by integrating the probability distribution in (6).
The rst indication of a problem with this method is that using the values of 1 and 1 from Table II , a choice of > 35% yields a negative value of . For physical reasons we clearly want the energy density to be positive, thus imposing a max = 35%. step 2: We remark that for xed , is an increasing and continuous function of 1; meaning that if our measure 1 had been larger, would be larger as well. This function is invertible = f ( 1 ) , 1 = f ?1 ( ) (12) The function f need not be de ned explicitly, only its value at point 1 , but the function must be invertible for the method to work. step 3: A true value v of the parameter is assumed to exist and v = f ?1 ( v ) is thus associated with it. If is say, 5%, then v delineates the bottom 5% of the`true' distribution. Of course we know neither v ; nor v : step 4: The probability distribution of 1 is assumed to be conditional to the true value of the parameter (it is a real physical measurement in the presence of an actual physical quantity v ) P( 1 v j v ) = (13) step 5: Using the fact that f is an invertible monotonic increasing function we deduce that we have an equal chance of nding less than v P(
So even though v is unknown, the probability for it to be bounded by is 1 ? (15) This is the repartition function for the parameter, given by CIM. Let us call it R( ) R( ) = 1 ?
A plot of this function for the experimental value 1 = 0:2 is shown in Fig. 1 .
The function R( ) would seem to provide a clear and su cient answer to the question :
\What is the upper limit on at 1 ? % con dence level ?" Recalling the problem encountered in step 1 we remark that R( = 0) = 0:65. Thus an upper limit at a con dence level of 65% is found for near zero or`very small' values of . The values which are`very small' in this context are de ned by the level of white noise; they are those values of which are buried in the white noise. We make the physical argument that one cannot hope to measure, or gain information about, values of which produce e ects on pulsar timing measurements which are much smaller than the measurement uncertainties. Guided by this intuition, we prefer a method for determining upper limits that gives a repartition function which goes to zero as goes to zero. The fact that CIM does not can be viewed as a bias for = 0, a tacit prior assumption of nite probability for the special value of = 0. This fact leads to limits which are signi cantly more stringent. One could stop here with the repartition function though the posterior probability distribution associated with R( ) can also be derived and will elucidate the often neglected relation between CIM and Bayesian methods. The probability distribution for given the measurement 1 By comparison with Eq. (11) it can be seen that this is similar (up to a factor of 1 ) to a Bayesian formalism with a prior distribution proportional to 1=s 1 . As will be seen in the following sections, this choice is of the form considered`best' by most Bayesians 16, 17, 14] .
Note that 1=s has a normalization problem (as would a prior with uniform distribution), but the posterior probability distribution (17) has no such normalization problem. The function p( j 1 ) is normalized over the range ?1= 1 to in nity
This is a consistent mathematical interpretation of the above derivation, but it allows nonphysical negative values of . To remedy the situation one could rede ne the probability density distribution with a Dirac delta function at = 0. The integrated probability would thus remain normalized with the negative-piece of the integral in (18) squeezed into a Dirac delta. This is the nite prior probability for = 0 alluded to above. The exact value of this \prior" probability depends on the relation between the measurements and the known measurement errors (see Appendix A.) Whatever its value we will argue against any such prior assumption in Sections VIII and IX.
There is de nitely a link between this example using CIM and the NP test. One can easily verify that the acceptance region of hypothesis H 0 is for all positive the set of points in measurement space smaller than 1 : So the probability ; the error second kind, is the same as CIM's , i.e. P( 1 j ). Both methods thus yield precisely the same upper limits. The CIM cannot be generalized to the case of four measurements, and therefore one turns to the NP test. The same problem arises however for small values of , giving unreasonably strict limits. This is shown in Fig. 2 .
VIII. PRIOR ASSUMPTIONS AND INFORMATION
The CIM appears in many books 13] but the importance of prior assumptions is seldom underlined. As was stated, CIM with s 1 0 (allowing to take on negative values) provides a mathematically acceptable posterior distribution with a prior distribution proportional to 1=s 1 .
Is it possible to understand why such a prior distribution would appear in such a case ? First, let us examine the assumption that s 1 0. Clearly, a negative value of s 1 cannot produce a positive measurement 1 
In presence of a positive 1 we know that s 1 is positive. This is the least informative prior assumption that can be made. All positive values of s 1 can a priori produce 1 and all of them are considered a priori as possible. Physically this simply means that there is some unrestricted noise level. It is only required to be positive. The fact that there is a known level of white noise, an e ective minimum value of 1 for s 1 , is not taken into account automatically and must be considered as part of the of the prior assumptions. This fact causes CIM and the NP test to give erroneous results as they have no way of including this extra knowledge. The following section explores how one determines the best prior distribution for a given, well posed problem.
IX. JEFFREYS' PRIOR
Let s be some parameter, and a measurement whose probability distribution given s is known. Bayes' theorem states, with the normalization included explicitly p(sj ) = p( js) (s) R p( js 0 ) (s 0 )ds 0 (20)
The question is what is the best choice for the prior distribution (s) when we have no a priori information on s ? Intuitively, we expect to provide us information about s. The least informative prior (LIP) is the one for which as much a posteriori information as possible comes from and as little as possible from the prior distribution. This will be the criteria for choosing the best prior distribution. Another requirement for the LIP is that it be invariant under`appropriate' reparametrization; appropriate being determined by the conditional probability distribution. This is why the CIM result allowing negative is mathematically sound (although we can reject it on physical grounds). The CIM's implicit prior is the one we would have chosen as the least informative, thus the best. Now we can return to the simpli ed case of one dimension and see how to apply the Bayesian formalism. The distribution p( j 1 ) in Eq. (17) is of the right form with the least informative prior distribution. We simply need to impose the condition that 0 and normalize. The Bayesian limit at (1 ? )% con dence level is thus the limit obtained by CIM at con dence level (1 ? max )%. Since max is less than 1 the CIM (and the NP test) con dence level is always too high. Numerically, for = 5%, we nd = 1:38 and B = 11:72 (in units of 10 ?7 ). It should be noted that the inclusion of all four measurements will lower the 95% con dence limit by about a factor of 10 for both the NP test method and the Bayesian method. It cannot therefore be assumed that only the lowest frequency components are important for placing a limit on a red noise. Now let us turn to the most general case in order to prescribe a method which can be applied to all four of the measurements. Suppose s is neither a scale nor a translation parameter, one can ask how much on the average, can help to distinguish between two values s 1 , and s 2 , of s. We consider for this the 2 distance between p 1 ( ) = p( js 1 ) and p 2 ( ) = p( js 2 ).
The 2 distance is the average of the squared contrast. 
But Eq. (29) gives a deeper meaning to the Fischer Information : the ability to distinguish between s 1 and s 2 , given depends, on the average, on their distance, but also on the Fischer Information at point s.
The least informative prior distribution suggested by Harold Je reys is 16,17]
One can easily verify that it is invariant under reparametrization: If s 0 = f(s) then J (s 0 ) as de ned in (31) has the required form J (s 0 ) = J ((s)j ds ds 0 j: Je reys' prior gives a uniform distribution to the parameter for which the Fischer Information is uniform (in our case this parameter is ln(1 + 1 )), and a distribution de ned in (31) to any other parameterization.
Naturally, it gives a uniform distribution for a translation parameter and a 1/s distribution for a scaling parameter.
It cannot be stressed enough that the merit of Je reys' prior is in the fact that it is the least informative prior. There is thus no bias toward any value of or any possible sources for gravitational radiation. No a priori probability, the kind discussed in Section VII, of the existence of a stochastic background of gravitational waves was used. We feel that for the purpose at hand this is the most natural and conserative approach.
X. APPLICATION TO OBSERVATIONAL DATA OF PSR B1855+09
Under the assumption that is positive, and that the four measurements are independent, Je reys' prior for (7) (1 + 8 ) 2 (32) and using (7), (11) and (32) we obtain 's posterior distribution function. This distribution is normalized for positive . Integrating gives the repartition function shown in Fig. 3 .
The upper limits at the particular values of con dence level 95% and 90%, are respectively h 2 9:3 10 ?8 and h 2 5 10 ?8 .
XI. CONCLUSIONS
With a high con dence of 95%, the observational data of PSR B1855+09 indicates that for a GWB, h 2 < 9 10 ?8 for a frequency range from around 4 10 ?9 Hz to 4 10 ?8 Hz. This translates to an upper limit in energy density of 4 10 ?36 g/cm 3 over this frequency range. These limits, found using a Bayesian formalism, are approximately 10 times less stringent than those placed by TD.
If data from PSR B1937+21 is included, the 95% con dence limit for h 2 becomes 4:1 10 ?7 which is 7 times higher than the 95% limit of KTR also calculated using both pulsars. Due to the fact that all pulsars are expected to be equally sensitive to a GWB, the excess red noise in the timing residuals of PSR B1937+21 can be assumed to come from another source, and the stricter limit on retained. Over the narrower frequency band near 4:4 10 ?9 Hz, a single measurement yields the 95% limit h 2 < 10 ?6 : This result is independent of the assumption of a at spectrum for g (f).
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APPENDIX A: ROLE OF THE WHITE NOISE On the left-hand part of the graph the measurements are quite large for the given level of white noise. As one moves to the right the measurements become relatively smaller.
Understanding the two curves requires a bit closer examination. Taking rst the Bayesian curve, the minimum, the point with the`best' limit, corresponds to a level of white noise that is in good agreement with the measurements. As one moves to the left the limit goes up. This corresponds to the case where the known level of white noise is low and another noise source is needed to explain the measurements. The curve levels o as the white noise becomes negligible. As one moves to the right of the minimum, the measurements become more and more unlikely in light of our hypothetical known white noise level. The farther one goes, the more unlikely it is to ever actually nd such a situation. Being too far to the right might cause one to call into question the`known' white noise. The limit goes up because the white noise level sets the scale in which one can hope to nd a limit on the red noise. In other words, as can be expected, noisier measurements allow less strict limits. As seen in Section IX the NP test always gives a limit which is lower than the Bayesian method. Near the minimum of the Bayesian curve the di erence is small, but in the right-hand part of the graph the discrepancy becomes larger. This can be understood in the following way. The unliklihood of the measurements, in light of the white noise alone is the`starting point' for limiting the red noise in the NP test method. Thus, if with the white noise alone the measurement is unlikely at 95% con dence then all values of will be ruled out with this or greater con dence. This is at the heart of the problem with the NP test approach.
APPENDIX B: BAYES' THEOREM AND SUBJECTIVITY
As stated in the text, the necessity of choosing a prior distribution in Bayes' theorem can be viewed as its great advantage. This method allows a prudent choice for the prior whereas other methods may force an unacceptable prior upon the problem. But what are the rami cations of what appears to be the inherent subjectivity present in all methods ? Let us look at the prior distribution seen to be the`best' in the sense of being the least informative. Recall that for one measurement ( ) = 1 1 + 1 = 1 s 1 In this prior, the parameter s 1 has equal probability distributed in equal logarithmic intervals. Thus with a scale de ned by the white noise level, small values of are distributed roughly uniformly and large values are distributed with equal probability for equal logarithmic intervals. Now we add in the experimental measurement 1 . A large value (again `large' is de ned relative to the level of white noise) of 1 indicates a large value of (under the minimal noise model, see Section (II)). The posterior distribution re ects this new knowledge. On the other hand a small value of 1 tells us that is not large but nothing more. Thus the posterior distribution is just a re ection of the prior for small . By its repartition function, our posterior distribution indicates that, most likely, the parameter is not extremely small compared to the white noise. In fact this is not known at all, = 0 is completely consistent with the data and cannot be ruled out. Thus extreme care must be exercised when using this posterior distribution. The main argument of this paper is that the posterior distribution can be used for placing an upper limit on (and is the best distribution for the task). We can make this claim because given the circumstances of our data, this is the sort of information we can expect to gain. However, one should not be tempted into using the posterior distribution to calculate a`most likely' value for , or a lower limit. For such uses the prior, una ected by the experimental data will give information that is not really known. The statement that all one can know about a parameter is its distribution function was made in the text. While we hold that this is true, we would also maintain that in many cases one knows less than the probability distribution. In such a situation one must be guided by the data at hand and look carefully at what assumptions have been made. There is no more acceptable state of a airs and thus any statistical method must be used with caution. FIGURES  FIG. 1 . Repartition function (which is the upper limit con dence level as a function of h 2 ) calculated with the Con dence Intervals method using one measurement, 1 
