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Abstract. Video is an essential imaging modality for diagnostics, e.g. in
ultrasound imaging, for endoscopy, or movement assessment. However,
video hasn’t received a lot of attention in the medical image analysis
community. In the clinical practice, it is challenging to utilise raw diag-
nostic video data efficiently as video data takes a long time to process,
annotate or audit. In this paper we introduce a novel, fully automatic
video summarization method that is tailored to the needs of medical
video data. Our approach is framed as reinforcement learning problem
and produces agents focusing on the preservation of important diagnos-
tic information. We evaluate our method on videos from fetal ultrasound
screening, where commonly only a small amount of the recorded data is
used diagnostically. We show that our method is superior to alternative
video summarization methods and that it preserves essential information
required by clinical diagnostic standards.
Keywords: Video summarization · Reinforcement learning · Ultrasound
diagnostic
1 Introduction
Ultrasound is a popular modality in medical imaging because of its low cost,
real-time capabilities, wide availability and safety. It’s primary output is a video
stream. It is challenging to utilize video data retrospectively since it often con-
tains too much redundant information, is too large for easy documentation or
audit and complicates remote assessment. Hence, finding a way to summarise
the data without losing important information is vital.
In this paper, we present an ultrasound imaging summarization method us-
ing deep reinforcement learning. We show effectiveness for the example of fetal
ultrasound screening. Given video captures from full examinations of 30 to 60
minutes per video, our goal is to select a small subset of frames to create a sum-
mary video that is much shorter but contains sufficient, dynamic and essential
information to facilitate retrospective analysis. Our deep summarization net-
work adopts an encoder-decoder convolutional neural network structure which
first extracts visual features from frame sequence and then feeds these features
into a bi-directional long short-term memory network (Bi-LSTM) for sequential
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modeling. The reinforcement learning (RL) network interprets the summariza-
tion task as a decision making process and takes actions on whether a frame
should be selected for the summary set or not. The RL network maximizes ex-
pected rewards computed on the quality of the selected frames in terms of their
representativeness, diversity, as well as the likelihood of being a standard diag-
nostic view plane [1]. The proposed method can be trained in either a supervised
or unsupervised way. Hence, in case the training process of our summarization
network does not have clinical annotations, the proposed method can be trained
in a fully unsupervised way which can still achieve encouraging performance.
Contribution: the contribution of this paper is three-fold: (1) We discuss a
deep RL-based framework for ultrasound video summarization. To the best of
our knowledge, this is the first method to use RL for this task. (2) We propose a
novel diagnostic view plane reward for the RL network which encourages agents
to select essential clinical information. (3) We take fetal screening as an example
from the clinical practice and show experimental evidence for the effectiveness
of our approach.
Related Work: There has been much work done in computer vision on gen-
eral video summarization techniques. Early works adopt low-level or mid-level
visual features to locate important segments of a video with a particular strat-
egy such as clustering [9,7,10] and sparse dictionary learning [4,17]. In [18], long
short-term memory (LSTM) has been used to model the frame-level features for
video summarization. In [14], Rochan et al. [14] demonstrated that it is possible
to model the video summarization task as an element-wise segmentation prob-
lem using fully convolutional sequence networks (FCSN). Recently, Zhou and
Qiao [19] propose an RL-based deep network for general video summarization.
They formulate the video summarization task as a sequential decision making
process and generate video summaries by predicting the probabilities of a given
frame being a key-frame. Video summarization fits the ideas of RL well. RL has
become increasingly popular in medical imaging research due to its effectiveness
for various tasks. For example, Alansary et al. [15,2] have shown that RL can be
successfully used for landmark detection in medical image analysis.
In many existing video summarization methods [11,19,14], the ground-truth
depends on subjective human perception of frame importance. This is more
variable than defining factual image classification tasks. Different annotators
may provide significantly different labels for the same video sequence. It usually
requires more than ten human annotators to mitigate inter-observer variance. In
medical image analysis we have the advantage that importance is often defined
according to diagnostically decision criteria. In [5], a summarization approach for
hysteroscopy data was proposed. Based on the motion estimation of the camera
capturing the hysteroscopy videos, they make use of physicians’ attention on
video segments for data summarization. In [12], a video summarization-based
tele-endoscopy service is introduced. They compute image moments, curvature,
and multi-scale contrast to obtain the saliency map of each frame for key frames
selection. In this paper we explore how to effectively exploit the prior knowledge
from diagnostically decision criteria for ultrasound videos.
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Fig. 1: Overview of the proposed deep ultrasound video summarization network. Given
an input video, a feature extraction network first computes CNN feature representa-
tions for frame sequences and feeds them into a bi-directional LSTM neural network.
Then, the RL network takes actions at on whether a frame should be selected for the
summary set S or not. The RL network maximizes the expected rewards R computed
on the quality of the selected frames in terms of their representativeness Rrep, diversity
Rdiv, and likelihood of being a diagnostically valuable view plane Rdet.
2 Method
An overview over our RL-based ultrasound summarization network is illustrated
in Fig. 1. Given an input video, a deep summarization network is used to extract
deep feature representations from the input video sequence and sequentially
models the frame features. It adopts an encoder-decoder convolutional network
structure. Our encoder network is a diagnostic view plane detection network [3]
pre-trained with ultrasound standard plane detection annotations. The decoder
network takes the extracted feature maps of each input frame as input and feeds
them into a Bi-LSTM to analyze features of both, past and future frames.
Following the feature extraction, the RL network interprets the diagnostic
video summarization task as a decision making process, in which a decision is to
include a current frame in the summary or not. The RL network accepts latent
scores from the Bi-LSTM as input and takes actions at on whether a frame
should be selected into the summary set S or not by maximizing the expected
rewards R. The rewards are computed on the quality of the selected frames in
terms of their representativeness Rrep, diversity Rdiv, as well as the likelihood
of being a standard diagnostic plane Rdet.
During training, the parameters of the decoder network will be learned using
back-propagation, while the parameters of the encoder network are frozen.
Given the frame sequence {xt}Tt=1, the outputs of the decoder network are
frame-level probability scores, given by the sigmoid activation of the final fully
connected layer, i.e., pt = sigmoid(W (xt, h
f
t , h
b
t), b) where W and b are the
trainable parameters of the fully connected layer, and hft and h
b
t denote the
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forward and backward hidden state of the input data xt. The frame selection
agent takes an action at according to these frame-level probability scores. In
this work, the actions are defined as binary values, i.e., at ∈ {0, 1}, indicating
whether frame t should be selected for the summary video or not. The frame
selection is sampled by a Bernoulli distribution, i.e., at ∼ B(pt).
Reward Function In order to enable the deep summarization network to select
a good set of key frames for the video summary, the deep summarization network
maximizes three reward terms during training:
R = Rrep +Rdiv +Rdet, (1)
where Rdet evaluates the likelihood of a frame being a standard diagnostic plane,
Rrep defines the representativeness reward and the diversity reward Rdiv eval-
uates the quality of the selected summary S = {si |asi = 1, i = 1, . . . , | S|} in
terms of their representativeness and diversity, respectively.
The representativeness reward Rrep is defined as
Rrep = exp(− 1
T
T∑
t=1
min
t′∈S
‖xt − xt′‖2). (2)
It measures how well the generated summary can represent the original video
by minimizing the mean squared errors (MSE) between video frames and their
nearest medoids. Maximizing Rrep can therefore help to preserve the temporal
information across the entire diagnostic video.
The diversity reward Rdiv measures the dissimilarity between the selected
frames of the summary video:
Rdiv = 1|S|(|S| − 1)
∑
t∈S
∑
i∈S,i6=t
d (xt,xi) , (3)
where d(·, ·) measures the cosine dissimilarity of two vectors.
We further propose a novel standard plane detection reward term Rdet to
encourage the agent to select essential diagnostic information.
Rdet = 1|S|
∑
i∈S
si (δ(yi = 1)− δ(yi = 0)) , (4)
where δ(·) is a Dirac delta function, si is the standard plane detection score of
the i-th frame in the summary set S resulting from the encoder network topped
up with a softmax layer. yi = 1 indicates that the i-th frame in S is classified as
standard diagnostic view plane.
Optimization The learning objective is to train a video summarization agent
for an optimal policy pi which indicates actions to take to maximize the over-
all reward. The expected reward J (θ) is defined as J (θ) = Epθ(a|pi)(R) where
pθ (a|pi) denotes the probability distribution over the actions of sequences.
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Fig. 2: Sequential summary of ultrasound video summary generation modules.
The proposed ultrasound video summarization method can be trained in
either a supervised or an unsupervised way. For supervised training, we utilize a
loss term that promotes to minimize the MSE between the predicted frame-wise
importance scores and ground-truth scores, i.e.,
Lpred = 1
T
T∑
t=1
‖pt − p∗t ‖2 , (5)
where pt and p
∗
t are the predicted frame-wise importance scores and the ground-
truth user annotation scores, respectively.
We further propose to apply a regularization term to penalize the selection
of a large number of frames in the summary set Lreg = || 1T
∑T
t=1 pt − ||2 where
 is a scalar controlling the proportion of the selected frames and λ controls the
relative importance of the two loss terms.
In our summarization network, the loss terms and reward terms are jointly
optimized in an end-to-end manner. Thus, the total cost for the video sum-
marization network is formulated as Lsup = Lpred + βLreg − γR where β and
γ are parameters to control the relevant importance of the costs. In case that
ground truth key frames through clinical annotations are limited or unavailable,
our method can be used as fully unsupervised model by jointly optimizing the
regularization and reward terms, i.e., Lunsup = βLreg − γR.
Video Summary Generalization Once we get the frame-level importance
scores via the deep RL network, we can generate the video summary as given
in Fig. 1. First, the input video is segmented into shots using Kernel temporal
segmentation (KTS) [13]. Then, we generate the video summaries by selecting
the shots with the highest scores while keeping the duration of summaries below
a threshold (e.g., 15% duration of the original video). The importance score of
an shot equals to the average score of the frames in that shot.
3 Experiments
Data In this paper, we use screen capture video recordings from fetal screening
ultrasound examinations. There are 50 videos of 13-65 minutes length in our
dataset from 50 different patients acquired between 24-30 weeks of gestation.
The videos have been acquired and labelled during routine screenings according
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Methods F1-scores
FCSNsup [14] 59.17
DR-DSNsup [19] 60.34
Proposedsup(our) 63.29
DR-DSNunsup [19] 40.92
Proposedunsup(our) 56.73
Table 1: Comparison to state-
of-the-art video summarization
methods. Best results in bold.
Fig. 3: Performance of supervised vs.
unsupervised summarization for different
summary lengths.
to the guidelines in the UK National Health Service (NHS) FASP handbook [1].
The feature extraction network is trained on annotations indicating the type of
standard ultrasound diagnostic plane. From all available FASP planes we have
selected Brain (Cb.), Brain (Tv.), Profile, Lips, Abdominal, Kidneys, Femur,
Spine (Cor.), Spine (Sag.), 4CH, 3VV, RVOT, LVOT as the most frequent ex-
emplars.
For ultrasound video summarization, we take the freeze-frame images which
are saved by the sonongraphers during the scan as the ground-truth key frames.
We follow the steps in [18,6] to convert key frame annotations into frame-level
scores. The videos are temporally segmented into disjoint intervals using KTS
[13]. If an interval (i.e., a shot) contains at least one key frame, we take this shot
as a key shot and mark all the frames of it with score 1 and otherwise 0.
Evaluation Metrics Following the protocols proposed for general video sum-
marization methods [8,16,6], we compute the precision (P ) and recall (R) ac-
cording to the temporal overlap between a user annotated summary A and a
predicted summary B, i.e., P = A∪B|A| and R = A∪B|B| , where |A| denotes the du-
ration of a summary A and |A ∪ B| is the temporal overlap between them two.
The harmonic mean F1-score against is F = 2P ×R/(P +R).
Implementation The proposed video summarization approach is implementa-
tions in PyTorch. For the RL algorithm, the number of episodes of the episodic
reinforcement learning algorithm is fixed to 5. Stochastic Gradient Descent with
momentum (ρ = 0.9) and a weight decay of 1e−5 is used to train the models.
The initial learning rate is set to 1e−4 and subsequently reduced by a factor
of 0.5 for every 50 epochs. The maximum training epoch is set as 300. We set
λ = 0.01 and  = 0.5 for Eq. 2. β and γ are set as 0.01 and 1. The experiments
are performed on a single TITAN RTX GPU.
3.1 Experimental Results
We conduct experiments and compare with conventional state-of-the-art video
summarization methods from traditional computer vision literature, including
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Table 2: Comparison of results using different combinations of reward terms.
Rewards Learning paradigm
Rrep Rdiv Rdet Supervised Unsupervised
F P R F P R
× × × 58.41 57.43 59.52 - - -
X × × 59.36 58.27 60.59 37.65 37.25 38.07
× X × 57.34 56.41 58.40 32.57 32.03 33.15
X X × 59.20 58.22 60.31 38.82 38.42 39.24
× × X 59.95 58.94 61.10 44.28 43.48 45.18
X × X 61.98 60.88 63.22 54.56 53.53 55.72
× X X 62.33 61.21 63.60 49.23 48.35 50.22
X X X 63.23 62.08 64.54 59.58 58.56 60.74
FCSN [14] and DR-DSN [19]. We report the results in Table 1. For fair com-
parison, we use the same feature extraction network which has been fine-tuned
with our ultrasound standard plane annotations for the FCSN and DR-DSN
approaches.
We performed experiments on five different splits of training and testing sub-
sets of percentages 80% and 20%, i.e., 40 videos for training and 10 videos for
testing each time. The averaged F1 scores for both unsupervised and supervised
learning paradigm are compared in Table 1. As we can see, the proposed ul-
trasound video summarization approach novel can effectively exploit the prior
knowledge from standard diagnostic plane, leads to significant improvements for
the performance especially for unsupervised model.
Ablation study about the effectiveness of rewards We conduct ablation
studies to investigate the effectiveness of the reward terms. For all the experi-
ments in this section, we keep the same split of training and testing video.
Table 2 reports experiments for the proposed approach with different com-
binations of reward terms. As this table shows, As we can see, the proposed
novel diagnostic view reward, i.e., Rdet for ultrasound video, leads to significant
improvements for the summarization performance especially for unsupervised
model. By using the standard plane detection reward Rdet alone, the summa-
rization performance can be as good as 59.95 regarding F1-score for the super-
vised model and 44.28 for the unsupervised model. Compared to the results of
unsupervised learning using Rdiv and Rrep rewards on their own, the F1-score
improves 11.45 and 6.25, respectively. For supervised learning, the improvements
are 2.61 and 0.6. Using the combination of all the three reward terms leads to the
highest scores, which are 63.23 and 59.58 for the supervised and the unsupervised
model, respectively.
Results with different summary lengths The above experiments are con-
ducted with a constant summary length constraint of 15%, i.e., the length of the
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Fig. 4: Comparison of video summary result on exemplar ultrasound video.
summary videos are restricted to be shorter than 15% of the input video length.
We also perform experiments on summaries generated with four different sum-
mary length constraints: 15%, 25%, 35% and 45% and show the results in Fig. 3.
When the video summarization network is allowed to select more key shots, the
F1 scores increase for both supervised models (green bars) and unsupervised
models (blue bars).
Qualitative Results Fig. 4 shows a visualization of an example video summary
generated by the proposed method and a baseline method [19]. The ground-
truth (gt) summary is shown at the top, where the gt key frames and gt scores
are shown in green and red, respectively. We observe that the summary result
using our approach have higher percentage of overlap with the gt. This implies
that our method is able to preserve essential information for generating optimal
and meaningful summaries.
4 Conclusion
We have proposed an RL-based deep learning model for effective diagnostic
video summarization. The proposed framework has the potential to save storage
costs as well as to increase efficiency when browsing patient video data during
retrospective analysis or audit without loosing essential information. Both the
supervised and unsupervised training model of our method can achieve good per-
formance. Hence, our ultrasound video summarization method can be used for
a variety of applications also when clinical annotations are unavailable. Experi-
ments and ablation studies show that the proposed novel diagnostic view reward
leads to significant improvements for the summarization performance and is able
to summarize ultrasound videos without discarding important information. Fu-
ture work will focus on experiments for other kind of diagnostic videos such as
endoscopy videos or physiotherapeutic movement assessment videos.
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