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Resumo
O modelo fatorial com os fatores latentes comuns e os fatores espec´ıficos
seguindo processos de volatilidade estoca´stica sa˜o uma forma frugal de re-
presentar a matriz de variaˆncias e covariaˆncias de se´ries financeiras multiva-
riadas variante no tempo. Esse modelo tem sido estimado na literatura por
infereˆncia bayesiana atrave´s de simulac¸a˜o MCMC e o objetivo deste tra-
balho e´ comparar dois esquemas de simulac¸a˜o recentemente desenvolvidos.
Ambas as formas de simulac¸a˜o MCMC sa˜o implementadas pelo amostrador
de Gibbs; uma delas reu´ne em blocos de simulac¸a˜o paraˆmetros e varia´veis
latentes correlacionados, o que diminui a autocorrelac¸a˜o da cadeia de Markov
gerada na simulac¸a˜o e aumenta a eficieˆncia do algoritmo. Nesse trabalho, es-
ses me´todos sa˜o aplicados a um conjunto de dados simulados para avaliar a
qualidade das estimativas e tambe´m a um conjunto de dados reais composto
de dez taxas de caˆmbio.
Abstract
The factor model structured with common and idiossincratic latent factors
that follow stochastic volatility processes is a technique to parsimoniously
represent the time varying variances and covariances matrix of financial time
series. This model has been fitted in the literature via MCMC simulation and
the purpose of this work is to compare two recently developed schemes for
MCMC simulation. Both schemes are implemented through Gibbs sampler.
One of them gathers parameters and latent variables that are correlated in
blocks sampling them simultaneously. This procedure reduces the autocorre-
lation of the generated Markov Chains and increases the simulation efficiency.
In this work these methods are applied both to simulated data sets, in order
to assess the quality of the estimates, and to a data set composed by ten
foreign exchange rates in order to experience different factor model specifi-
cations.
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Cap´ıtulo 1
Introduc¸a˜o
Se´ries financeiras teˆm a caracter´ıstica de exibir matrizes de variaˆncias e co-
variaˆncias (condicionais) variantes no tempo. Suas estimativas sa˜o utilizadas
em alguns modelos em financ¸as: a teoria de precificac¸a˜o de ativos (APT)
(Ross, 1976), que relaciona o valor esperado de um ativo individual a` co-
variaˆncia de retornos; a ana´lise de carteiras (Alexander, 1986), que busca
alocar recursos de forma a minimizar a variaˆncia de uma carteira para dado
n´ıvel de retorno; e o Valor em Risco (VaR) de uma carteira (Frak, Hardle e
Stahl (2000)), que estuda seu comportamento extremo.
Um me´todo tradicionalmente utilizado para estimar esta matriz e´ o de
me´dias mo´veis com amortecimento exponencial, que e´, por exemplo, utili-
zado na metodologia RiskMetriks (RiskMetriks, 1994). Essa abordagem, sob
o ponto de vista bayesiano, e´ chamada de estimador pelo me´todo dos des-
contos (ver West e Harrison (1997, subsec¸a˜o 16.4.5) para uma introduc¸a˜o
ao me´todo) e e´ utilizada em Quintana e West (1987) na ana´lise de taxas
de caˆmbio de va´rias moedas internacionais. Entretanto, esse me´todo, ao
contra´rio dos me´todos recentemente desenvolvidos baseados em modelos de
variaˆncia estoca´stica na˜o tem capacidade preditiva e portanto na˜o e´ capaz
de se antecipar a`s mudanc¸as. Por apresentarem melhores ajustes e previso˜es,
os modelos de volatilidade estoca´stica (VE) e auto-regressivos com hetero-
cedasticidade condicional (ARCH) sa˜o duas classes dominantes de modelos
para variaˆncia de se´ries temporais em financ¸as.
Dada a caracter´ıstica das se´ries financeiras de estarem relacionadas aos
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mesmos efeitos do mercado do qual participam, o modelo de ana´lise fato-
rial e´ uma forma frugal de descrever sua matriz de variaˆncias e covariaˆncias.
Esse modelo e´ utilizado considerando a estrutura de modelos (ARCH) em
Engle, Ng e Rotschild (1990), Ng, Engle e Rotschild (1990), King, Sentana e
Wadhwani (1994), Diebold e Nerlove (1989) e Bollerslev, Engle e Wooldridge
(1988), mas as generalizac¸o˜es multivariadas de modelos ARCH teˆm muitos
paraˆmetros e sa˜o dif´ıceis de estimar devido a restric¸o˜es complicadas no espac¸o
parame´trico. Em contrapartida, os modelos mais simples (Bollerslev, Engle
e Nelson (1994) podem ser simplistas demais para aproximar a natureza dos
dados. Por exemplo Bollerslev (1990) supo˜e que as correlac¸o˜es condicionais
entre as se´ries sa˜o constantes no tempo, o que e´ estendido em Engle e Shep-
pard (2001) que utiliza um ı´ndice de dois paraˆmetros para representar a
matriz de variaˆncias e covariaˆncias variante no tempo.
O modelo de fatores considerando os fatores latentes como processos
de VE e´ explorado em Harvey, Ruiz e Shephard (1994), Pitt e Shephard
(1999), Aguilar e West (2000), Chib, Nardari e Shephard (2002). Os mo-
delos de VE introduzem na func¸a˜o de verossimilhanc¸a muitos paraˆmetros
suplementares como as log-variaˆncias e os fatores latentes o que torna dif´ıcil
a obtenc¸a˜o de ma´ximos desta func¸a˜o, exigida na formulac¸a˜o cla´ssica. O
uso de infereˆncia bayesiana contorna esse problema pois na˜o requer a maxi-
mizac¸a˜o desta func¸a˜o e portanto modelos de forma complicada e com muitos
paraˆmetros na˜o sa˜o um obsta´culo.
A simulac¸a˜o MCMC e´ uma soluc¸a˜o para realizar esse tipo de infereˆncia.
E´ gerada uma cadeia de Markov para os paraˆmetros e varia´veis latentes
tomando amostras sequencialmente das distribuic¸o˜es a posteriori das log-
variaˆncias e dos fatores latentes condicionados aos paraˆmetros e tambe´m dos
paraˆmetros condicionados a essas varia´veis latentes. Apo´s a convergeˆncia,
esta cadeia possibilita a realizac¸a˜o de infereˆncias nas distribuic¸o˜es marginais
a posteriori exatas dos paraˆmetros e tambe´m das log-variaˆncias e fatores
latentes. Denotando por T o tamanho da amostra, k o nu´mero de fatores e q
o nu´mero de se´ries analisadas, esta abordagem de simulac¸a˜o e´ um contorno
ao obsta´culo de realizar integrac¸a˜o de ordem (2× k× q× T )-dimensional na
func¸a˜o de verossimilhanc¸a do modelo.
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Nesse trabalho e´ estudada a estimac¸a˜o do modelo de fatores para se´ries
financeiras com os fatores latentes comuns e espec´ıficos seguindo processos
de VE correlacionados e independentes respectivamente. A estimac¸a˜o des-
tes modelos e´ feita por meio de infereˆncia bayesiana atrave´s da simulac¸a˜o
MCMC em como Pitt e Shephard (1999), Aguilar e West (2000) e Chib,
Nardari e Shephard (2002)1. Nessas refereˆncias, a simulac¸a˜o MCMC e´ im-
plementada utilizando o amostrador de Gibbs que, em Pitt e Shephard (1999)
e Aguilar e West (2000), gera cada paraˆmetro de sua distribuic¸a˜o a posteriori
condicional enquanto que, em Chib, Nardari e Shephard (2002), paraˆmetros
e varia´veis latentes correlacionados ou participantes da mesma estrutura no
modelo sa˜o amostrados simultaneamente a partir de sua distribuic¸a˜o a pos-
teriori conjunta, ou seja, em blocos de simulac¸a˜o. Embora apresente maior
custo computacional a amostragem em blocos gera a cadeia Markov com au-
tocorrelac¸a˜o com maior decaimento a zero exigindo um tamanho menor de
cadeia.
O objetivo neste trabalho e´ comparar a desempenho destes dois me´todos
de simulac¸a˜o com respeito a`s caracter´ısticas de eficieˆncia, qualidade das esti-
mativas e tempo computacional. Para realizar esta comparac¸a˜o foi realizada
uma modificac¸a˜o do esquema de simulac¸a˜o de Chib, Nardari e Shephard
(2002) para abordar modelos de fatores com log-variaˆncias dos fatores co-
muns correlacionadas.
1.1 Modelos multivariados para aplicac¸a˜o em
financ¸as
Os modelos citados anteriormente, APT, Ana´lise de Carteiras e VaR sa˜o
a motivac¸a˜o para o estudo de modelos multivariados para aplicac¸o˜es em
financ¸as:
1outras refereˆncias que utilizam esta abordagem sa˜o Lopes e West (2000) com enfoque
na infereˆncia do nu´mero de fatores e Nardari e Scruggs (2003) com enfoque no teste do
modelo APT e ca´lculo da verossimilhanc¸a.
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• Teoria de Precificac¸a˜o de Ativos(APT). Relaciona o retorno esperado
de um ativo individual a` covariaˆncia de retornos. A exposic¸a˜o simples
de APT desenvolvida por Ross (1976) e´ dada em Campbell, Lo e Mc-
Kinley (1997). Aplicac¸o˜es de APT utilizam uma versa˜o prame´trica
onde e´ suposto que os retornos aritme´ticos seguem um modelo de
ana´lise fatorial cla´ssico (Bartholomew (1987)) para uma se´rie q dimen-
sional yt = α + Bft + εt, (ε
′
t, f
′
t)
′ ∼ N(0, D), D diagonal, B matriz de
cargas e ft k dimensional. APT diz que yt representa melhor o mercado
a medida que aumenta de dimensa˜o considerando mais ativos e, nesse
caso, α ' ir+Bλ onde r e´ a taxa livre de risco, i vetor de uns, λ e´ o fa-
tor preˆmio de risco associado aos fatores ft (normalmente sa˜o tomados
como as variaˆncias dos fatores). Geweke e Zhou (1996) e McCulloch e
Rossi (1991) sa˜o trabalhos bayesianos importantes para testar as res-
tric¸o˜es impostas pela teoria. Infelizmente a menos que sejam usados
dados de baixa frequ¨eˆncia como retornos mensais, a suposic¸a˜o NID
e´ rejeitada pelos dados que apresentam conglomerados de volatilidade
estatisticamente significantes e caudas pesadas.
• Alocac¸a˜o de Portfolio. Considerando um investidor que busca alocar
recursos entre ativos de forma o´tima utilizando retornos aritme´ticos de
per´ıodo mensal por exemplo sendo yt ∼ NID. A soluc¸a˜o cla´ssica (In-
gersoll (1987),cap.4) e´ delinear um portfolio que minimiza sua variaˆncia
para um dado n´ıvel de retorno. Um trabalho bayesiano importante e´ en-
contrado em Quintana (1992). Para dados de alta frequ¨eˆncia e´ preciso
extender o argumento escrevendo E(yt|Ft−1) = at e V ar(yt|Ft−1) = Σt
onde Ft e´ a informac¸a˜o ate´ o tempo de investimento.
• Valor em Risco(VaR). VaR estuda o comportamento extremo de uma
carteira de ativos (Frak, Hardle e Stahl (2000)). No caso mais simples
o interesse esta´ nas caudas da densidade de w′yt|Ft−1 onde w e´ vetor
de proporc¸o˜es de alocac¸a˜o de recursos.
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1.2 Os dados
O modelo e´ estimado para um conjunto de dados de dez se´ries simuladas
compondo um histo´rico de oitocentos retornos dia´rios segundo as suposic¸o˜es
do modelo - estrutura de fatores e componentes de volatilidade estoca´stica.
Em seguida, o me´todo MCMC com blocos e´ aplicado a um histo´rico de 934
retornos dia´rios de dez taxas de caˆmbio, envolvendo moedas da Europa, A´sia
e Ame´ricas do Sul e Central.
1.3 Estrutura da dissertac¸a˜o
No cap´ıtulo 2, sa˜o descritos o modelo de VE univariado, o modelo de fatores
latentes com componentes de volatilidade estoca´stica (MF-VE) que e´ utili-
zado neste trabalho, as restric¸o˜es necessa´rias para identificac¸a˜o deste modelo,
seus componentes de VE e tambe´m as prioris utilizadas. No cap´ıtulo 3, e´ de-
talhado o procedimento de estimac¸a˜o do modelo, de acordo com os esquemas
de simulac¸a˜o MCMC empregados em Aguilar e West (2000) e Chib, Nar-
dari e Shephard (2002). No cap´ıtulo 4, utilizando se´ries simuladas, os ajustes
do modelo realizados pelos dois me´todos citados sa˜o testados e comparados.
No cap´ıtulo 5, e´ estudado um conjunto de taxas de caˆmbio de acordo com o
MF-VE e no cap´ıtulo 6 sa˜o apresentadas as considerac¸o˜es finais.
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Cap´ıtulo 2
O Modelo de Fatores Latentes
com Volatilidade Estoca´stica
Esse cap´ıtulo descreve o modelo de fatores com componentes de volatilidade
estoca´stica (MF-VE) estudado no trabalho. Inicialmente e´ apresentado o
modelo de VE univariado. Em seguida sa˜o discutidos o modelo de fatores,
as restric¸o˜es feitas a` matriz de cargas devido ao problema de identificac¸a˜o e
os componentes de VE utilizados no modelo. O cap´ıtulo e´ finalizado com a
descric¸a˜o das prioris utilizadas no modelo.
2.1 O modelo de volatilidade estoca´stica uni-
variado
Como alternativa aos modelos da famı´lia ARCH que modelam a variaˆncia
(condicional) dos retornos como func¸a˜o dos quadrados dos retornos passados
e de variaˆncias passadas, a classe de modelos de VE constro´i um processo
estoca´stico latente para a variaˆncia. Verso˜es emp´ıricas do modelo de VE sa˜o
formuladas em tempo discreto. O modelo proposto por Taylor (1986) para
uma varia´vel univariada e´
yt = e
λt
2 ²t, t ≥ 1
λt = µ+ φ(λt−1 − µ) + σηη (2.1)
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λ1 ∼ N(µ,
σ2η
1− φ2
),
com yt o retorno do ativo no tempo t corrigido pela me´dia, λt a log-volatilidade
no tempo t suposta seguir um processo estaciona´rio (|φ| < 1), λ1 distribu´ıdo
segundo a distribuic¸a˜o marginal e ²t e ηt choques aleato´rios na˜o correlaciona-
dos cada um com distribuic¸a˜o normal padra˜o. A reparametrizac¸a˜o exp(µ /2)
sobre a me´dia µ e´ a volatilidade instantaˆnea modal, φ e´ a persisteˆncia da vo-
latilidade e ση a volatilidade da log-volatilidade. Esse modelo e´ usado como
aproximac¸a˜o para o processo de difusa˜o de VE em Hull e White (1987) e
Chesney e Scott (1989). Suas propriedades econome´tricas ba´sicas sa˜o discuti-
das por exemplo, em Taylor (1986, 1984), Shephard (1996), Ghysels, Harvey
e Renault (1996) e Jacquier, Polson e Rossi (1994). Nesse trabalho, para
denotar o modelo de volatilidade que segue um processo autorregressivo de
ordem 1, sera´ utilizado o termo VE-AR(1). Temos a sua extensa˜o vetorial
(VE-VAR(1)) quando, em (2.1), λ e µ forem vetores r×1 e Ση e φ matrizes
r × r.
2.2 O modelo de fatores
Nesse trabalho a se´rie de retornos yt q-variada e´ modelada como
yt = θt +Xtft + εt, t = 1, . . . , T, (2.2)
com me´dia θt vetor q × 1, relacionada linearmente pela matriz de cargas Xt
q × k (k < q) a um vetor ft k × 1 de fatores ditos comuns e εt vetor de
perturbac¸o˜es espec´ıficas q × 1. Os fatores comuns ft, condicionados a` sua
matriz de variaˆncias diagonal Ht sa˜o considerados realizac¸o˜es independentes
de um processo latente:
ft|Ht ∼ N(0, Ht), t = 1, . . . , T. (2.3)
Da mesma forma os efeitos espec´ıficos εt condicionados a` sua matriz de
variaˆncias Ψt diagonal sa˜o considerados condicionalmente independentes e
realizac¸o˜es de um processo latente:
εt|Ψt ∼ N(0,Ψt), t = 1, . . . , T, (2.4)
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sendo ft e εs mutuamente independentes para quaisquer t e s. Com essas
condic¸o˜es a estrutura de variaˆncias e covariaˆncias da se´rie de retornos yt
quando condicionada a θt, Xt, Ht e Ψt e´
Σt = XtHtX
′
t +Ψt, (2.5)
e temos
yt|θt, Xt, Ht,Ψt ∼ N(θt,Σt). (2.6)
Note que as se´ries de retornos yt quando tambe´m condicionadas fatores
comuns ft sa˜o condicionalmente independentes e gaussianas
yt|θt, Xt, ft,Ψt ∼ N(θt +Xtft,Ψt), (2.7)
com matriz de variaˆncias e covariaˆncias diagonal, logo os fatores comuns ft
explicam toda a estrutura de dependeˆncia entre as se´ries yt. Nesse trabalho,
e´ considerado o modelo com a matriz de cargas dos fatores Xt e a me´dia
θt como invariantes no tempo - X e θ, ao contra´rio de como e´ feito em
Lopes (2000), onde os elementos irrestritos da matriz Xt e os elementos de
θt variando no tempo sa˜o estimados como realizac¸o˜es de passeios aleato´rios.
2.3 Identificac¸a˜o e restric¸o˜es
Na forma em que e´ apresentado em (2.2) o modelo de fatores tem muitos
paraˆmetros e na˜o e´ identifica´vel pelos dados (Aguilar 2000). A fim de obter
uma decomposic¸a˜o u´nica e determinada em (2.5) sa˜o impostas restric¸o˜es a`
matriz X tais que esta matriz tenha posto completo, seja invariante com
respeito a transformac¸o˜es lineares invers´ıveis nos fatores e tenha nu´mero de
colunas k tal que o sistema dado pelas equac¸o˜es de (2.5) na˜o seja indetermi-
nado. Seguem as descric¸o˜es para as treˆs poss´ıveis causas de indeterminac¸a˜o
do modelo, as restric¸o˜es necessa´rias e a soluc¸a˜o que combina essas restric¸o˜es.
2.3.1 Causas da indeterminac¸a˜o do modelo
O problema da indeterminac¸a˜o dos paraˆmetros acontece por exemplo, quando
a matriz de cargas X na˜o tem posto completo (Geweke e Singleton 1980). Isto
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ocorre quando e´ ajustado um modelo com o nu´mero de fatores k em excesso.
Para verificar a necessidade deste posto completo considere a simplificac¸a˜o
Σ = XX ′ +Ψ no caso em que posto(X) = r, r < k; enta˜o existe uma matriz
Q de dimenso˜es k× (k− r) tal que XQ = 0 e Q′Q = Ik−r. Tomando M uma
matriz q × (k − r) tal que MM ′ seja diagonal, enta˜o temos
XX ′ +Ψt = XX
′ +MM ′ +Ψ−MM ′
= (X +MQ′)(X +MQ′)′ +Ψt −MM
′,
e temos Σ = XˆXˆ ′+Ψˆ com Xˆ = (X +MQ′) e Ψˆ = Ψ−MM ′; logo o modelo
na˜o e´ identifica´vel. Dessa forma, X deve ser tal que satisfac¸a a equac¸a˜o (2.5)
e que posto(X) = k ou posto(X ′X) = k.
Outra causa de indeterminac¸a˜o do modelo decorre da multiplicidade de
soluc¸o˜es para a matriz X em (2.5) que e´ um problema bastante conhecido na
ana´lise fatorial cla´ssica. Dada uma soluc¸a˜o X para Σ = XX ′ +Ψ, tomando
L = XP , para P matriz ortogonal qualquer, teremos LL′ = XX ′, ou seja,
Σ = LL′ + Ψ e L tambe´m e´ soluc¸a˜o para (2.5). Portanto sa˜o necessa´rias
restric¸o˜es ao modelo de tal forma que esta matriz seja u´nica como soluc¸a˜o de
(2.5).
Apo´s a considerac¸a˜o destas duas causas de indeterminac¸a˜o apresentadas
e´ necessa´rio considerar o nu´mero de paraˆmetros na matriz X de forma que
o sistema de equac¸o˜es dados por (2.5) seja determinado. Assim, a matriz X
deve ter o nu´mero de colunas k tal que o nu´mero de equac¸o˜es q(q+1)/2 seja
maior do que ou igual ao nu´mero de paraˆmetros em X, Ht e Ψt.
2.3.2 Estrutura hiera´rquica da matriz de cargas
Como soluc¸a˜o para a necessidade das restric¸o˜es de posto completo e in-
variaˆncia com respeito a transformac¸o˜es lineares nos fatores ft e´ utilizada
a forma hiera´rquica da matriz de cargas proposta em Geweke e Zhou (1996)
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com as restric¸o˜es xij = 0 para i > j e xij = 1 para i = j:
X =


1 0 0 · · · 0
x2,1 1 0 · · · 0
x3,1 x3,2 1 · · · 0
...
...
...
. . .
...
xk,1 xk,2 xk,3 · · · 1
xk+1,1 xk+1,2 xk+1,3 · · · xk+1,k
...
...
...
...
xq,1 xq,2 xq,3 · · · xq,k


. (2.8)
Com essas restric¸o˜es a primeira serie y1 sera´ modelada por uma me´dia θ1
somada ao primeiro fator f1 mais sua perturbac¸a˜o espec´ıfica ε1, a segunda
serie y2 por uma me´dia θ2 somada a x2,1f1 + f2 mais a sua perturbac¸a˜o
espec´ıfica ε2 e assim sucessivamente. Segundo Aguilar e West (2000) e Lopes
e West (2000) utilizando a forma hiera´rquica da matriz X, a ordem das q
se´ries univariadas no vetor yt e´ importante para interpretac¸a˜o dos valores
de X estimados, influencia o ajuste do modelo e tambe´m a determinac¸a˜o do
nu´mero de fatores k mas na˜o interfere nas previso˜es feitas pelo modelo pois
as variaˆncias e covariaˆncias entre as se´ries sa˜o independentes da ordem das
se´ries univariadas escolhida para compor o vetor yt.
Considerando o nu´mero de equac¸o˜es e inco´gnitas no sistema (2.5), k deve
ser tal que o nu´mero de equac¸o˜es q(q + 1)/2 seja maior que o nu´mero de
inco´gnitas qk + q − k(k − 1)/2. A tabela 2.1 mostra o nu´mero ma´ximo
de fatores que pode ser utilizado para o ajuste do modelo dado o nu´mero de
se´ries de retornos yt utilizadas tal que o modelo seja pelo menos determinado.
Ale´m da necessidade da identificac¸a˜o do modelo e´ deseja´vel que o nu´mero
de fatores k utilizado no modelo seja pequeno para se conseguir um modelo
simples - por utilizar menos paraˆmetros em X, que explique as variaˆncias e
covariaˆncias intertemporais da se´rie de retornos.
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q k q k q k
2 0 8 4 13 8
3 1 9 5 14 9
4 1 10 6 15 10
5 2 11 6 20 14
6 3 12 7 50 31
7 3 13 8 100 86
Tabela 2.1: Nu´mero ma´ximo de fatores (k) dado o nu´mero de se´ries (q) para
identificac¸a˜o do modelo fatorial.
2.4 Componentes de volatilidade estoca´stica
O modelo de VE utilizado para os fatores comuns ft e efeitos espec´ıficos εt
neste trabalho e´ o modeloVE-VAR(1). Nesse modelo o logaritmo neperiano
das variaˆncias dos fatores e efeitos espec´ıficos - que sa˜o os termos da diagonal
das matrizes Ht em (2.6) e Ψt em (2.7) respectivamente, e´ modelado por
processos (vetoriais) autorregressivos estaciona´rios de 1a ordem. O processo
k-variado das log-volatilidades dos fatores comuns ft e´ escrito fazendo λ
f
it =
log hit, i = 1, ..., k, com notac¸a˜o vetorial λ
f
t = (λ
f
1t, . . . , λ
f
kt)’. Ele e´ modelado
na forma de processo autorregressivo vetorial como
λft = µ
f + Φf (λft−1 − µ
f ) + ηft (2.9)
com ηft ∼ Nk(0,Σ
f
η) t=1,2,.. independentes. λ
f
t e´ dito ter me´dia µ
f=(µf1 , . . . , µ
f
k)’,
persisteˆncia Φf = diag(φf1 , . . . , φ
f
k) e matriz de variaˆncia das inovac¸o˜es Σ
f
η de
dimensa˜o k × k. A matriz Σfη deve ser cheia para permitir correlac¸a˜o entre
as k inovac¸o˜es do processo no tempo t. Note que a distribuic¸a˜o condicional
de λft |λ
f
t−1, µ
f , φf ,Σfη e´ normal com me´dia µ
f + Φf (λft−1 − µ
f ) e matriz de
variaˆncias e covariaˆncias Σfη e considerando o modelo autorregressivo vetorial
de 1a. ordem a distribuic¸a˜o marginal de λft e´ normal com me´dia µ
f e matriz
de variaˆncias e covariaˆncias W f tal que W f = ΦfW fΦf + Σfη .
Para as perturbac¸o˜es espec´ıficas fazendo λεit = logψit - denotado na forma
vetorial como λεt = (λ
ε
1t, . . . , λ
ε
qt)’, o processo q-variado de log-volatilidades
dos efeitos espec´ıficos e´ escrito utilizando paraˆmetros me´dia µε = (µε1,.., µ
ε
q)
′
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persisteˆncia Φε= diag(φε1, . . . , φ
ε
q) e matriz de variaˆncias das inovac¸o˜es Σ
ε
η que
neste processo e´ diagonal, ou seja Σεη = diag(σ
2
η,j). Essa forma equivale a
considerar q processos univariados mas para efeito de simplificac¸a˜o o processo
tera´ notac¸a˜o vetorial e temos
λεt = µ
ε + φε(λεt−1 − µ
ε) + ηεt (2.10)
com ηεt ∼ Nq(0,Σ
ε
η) independentes. A distribuic¸a˜o condicional de λ
ε
t |λ
ε
t−1, µ
ε, φε,Σεη
e´ N( µε + φε(λεt−1 − µ
ε), Σεη) e dado o modelo autorregressivo de 1a. ordem
a distribuic¸a˜o marginal para λεt e´ N(µ
ε,diag(
σ2η j
1−φε
j
2 )).
2.5 Prioris
Para a ana´lise bayesiana completamos a especificac¸a˜o do MF-VE tomando
prioris independentes para o conjunto de paraˆmetros {θ,X,Φf ,Σfη , µ
f ,Φε,Σεη, µ
ε}
i.e., proporcional ao produto das prioris
p(θ) p(X) p(Φf ) p(Σfη) p(µ
f ) p(Φε) p(Σεη) p(µ
ε)
que sa˜o tomadas como difusas - veja tabela (2.2). Uma refereˆncia razoa´vel
sobre os valores nos quais as distribuic¸o˜es de θ,X, µf e µε devem ser centradas
e´ dada por uma aproximac¸a˜o fatorial utilizada em Aguilar e West (2000)
aplicada a um trecho inicial dos dados - veja apeˆndice B. Para o restante dos
paraˆmetros sa˜o tomadas prioris conjugadas encontradas na literatura.
Prioris para θ e X
Para os elementos univariados do paraˆmetro θ sa˜o utilizadas prioris normais
centradas em zero (retornos de se´ries financeiras teˆm esperanc¸a pro´xima de
zero) e com variaˆncias iguais a 10. A matriz X, em cada linha i para i =
1, ..., q, representa a relac¸a˜o linear entre a se´rie yi,t e os fatores fi,t, i =
1, ..., k extra´ıda a fonte de variaˆncia espec´ıfica εi,t, logo depende da estrutura
de covariaˆncia entre as se´ries na˜o podendo ser definida a priori sem uma
consulta aos dados. Nesse trabalho utilizamos para as entradas univariadas
de X prioris normais independentes com me´dias os valores de X dados pela
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Paraˆmetro Priori Me´dia Desvio Padra˜o
θ N(θˆ; 25) θˆ 5
X N(xˆi,j; 25) xˆi,j 5
µf e µε N(µˆ; 25) µˆ 5
φf e φε Beta(21; 1, 5) 0,86 0,11
σεη,i IGamma(2, 4; 0, 35) 0,25 0,40
Σfη IWishart(6; 0, 10× I) 0,20* 0,28*
Tabela 2.2: Prioris utilizadas para os paraˆmetros do MF-VE. xˆ denota
estimativa dada pela aproximac¸a˜o fatorial. Para Σfη valores * se referem aos
elementos da diagonal da matriz considerando que sua dimensa˜o e´ 2× 2.
aproximac¸a˜o fatorial, e desvios padro˜es iguais ao ma´ximo entre 5 e o valor
absoluto destas estimativas.
Prioris para µf e µε
Prioris para os n´ıveis de log-variaˆncias µf e µε dos processos de VE sa˜o de-
terminadas como distribuic¸o˜es normais centradas nas estimativas dadas pelo
ajuste de modelos auto-regressivos a`s log-variaˆncias dadas pela aproximac¸a˜o
fatorial e desvio padra˜o igual a 5.
Prioris para φf e φε
Os elementos univariados de φf e φε teˆm distribuic¸o˜es a priori transformadas
da distribuic¸a˜o Beta fazendo φ = 2φ∗ − 1 para φ∗ ∼ Beta(a, b). Dada
a propriedade de alta persisteˆncia na volatilidade de se´ries financeiras sa˜o
tomados paraˆmetros desta distribuic¸a˜o Beta tais que a me´dia e o desvio
padra˜o sejam 0,86 e 0,11 respectivamente - veja tabela 2.2.
Prioris para Σfη e σ
ε
η
As variaˆncias das inovac¸o˜es σεη,i nos processos de VE-AR(1) dos efeitos
espec´ıficos utilizadas sa˜o distribuic¸o˜es inversas de Gamma com paraˆmetros
rγ e λγ tais que a me´dia e o desvio padra˜o da distribuic¸a˜o sejam 0,25 e 0,4
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respectivamente. A matriz de variaˆncias das inovac¸o˜es do processo de VE-
VAR(1) dos fatores comuns e´ considerada a priori uma inversa de Wishart
com paraˆmetro de grau de liberdade r = 6 (para ser difusa) e matriz de
escala R = 0, 10× I.
-20 -10 0 10 20
.1
.2
.3
(a)
0 .2 .4 .6 .8 1
2
4
(b)
.25 .5 .75 1 1.25 1.5
1
2
3
4
5 (c)
0 .2 .4 .6 .8 1
2.5
5
7.5
(d)
Figura 2.1: Distribuic¸o˜es a priori para os paraˆmetros do MF-VE:(a) Normais
para os elementos univariados de X, θ e µ fazendo ser centradas em zero; (b)
transformadas de Beta para os elementos univariados de φf e φε; (c) Inversa
de Gamma para as variaˆncias σε2i , i = 1, .., q e (d) Inversa de Wishart para
as posic¸o˜es dos elementos da diagonal de Σfη .
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Cap´ıtulo 3
Estimac¸a˜o: Ana´lise Bayesiana e
Simulac¸a˜o MCMC
Esse cap´ıtulo trata as formas de estimac¸a˜o do MF-VE analisadas neste
trabalho. Uma introduc¸a˜o discute o uso de infereˆncia bayesiana e simulac¸a˜o
MCMC para esse modelo e indica refereˆncias. Em seguida, duas sec¸o˜es
detalham os esquemas de simulac¸a˜o comparados neste trabalho, analisando
seus algoritmos.
3.1 Modelo e notac¸a˜o
Do cap´ıtulo anterior temos que o modelo a ser utilizado neste trabalho e´ dado
pelas equac¸o˜es
yt = θ +Xft + εt, (3.1)
para o modelo de fatores das se´ries de retornos yt, t = 1, . . . , T ,
ft|Ht ∼ N(0, Ht) (3.2)
λft = µ
f + Φf (λft−1 − µ
f ) + ηft (3.3)
para os fatores comuns ft e suas log-variaˆncias λ
f
t , t = 1, . . . , T e
εt|Ψt ∼ N(0,Ψt) (3.4)
λεt = µ
ε + φε(λεt−1 − µ
ε) + ηεt (3.5)
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para os erros espec´ıficos εt e suas log-variaˆncias λ
ε
t , t = 1, . . . , T .
Para simplificar a notac¸a˜o utilizamos para as varia´veis indexadas em t
para t = 1, ..., T sua forma sem ı´ndice, isto e´ y = (y1, ..., yT ), f = (f1, ..., fT ),
ε = (ε1, ..., εT ), λ
f = (λf1 , ..., λ
f
T ) e λ
ε
i = (λ
ε
i,1, ..., λ
ε
i,T ) para i = 1, ..., q - veja
tabela 3.1. Para os processos de VE temos cada terna de paraˆmetros re-
presentada por Γ. Isto significa que para o processo de VE-VAR(1) dos
fatores comuns temos Γf = (φf ,Σfη , µ
f ), e para os processos de volatilidade
dos efeitos espec´ıficos temos Γε = (φε,Σεη, µ
ε) quando considerados um pro-
cesso VE-VAR(1) e Γεi = (φ
ε
i , σ
ε
ηi, µ
ε
i ) quando tratados como q processos
de VE-AR(1) isoladamente. Para o conjunto de todos os paraˆmetros do
modelo sera´ utilizado Υ = (θ,X,Γf ,Γε) que, agregado a`s varia´veis latentes
e processos de VE resulta na extensa˜o ΥA = (Υ, f, ε, λf , λε). Tambe´m sera´
utilizado A\B como refereˆncia a todos os elementos de um conjunto A ex-
ceto B. As tabelas 3.1 e 3.2 dispo˜em uma refereˆncia de consulta para essas
notac¸o˜es.
Notac¸a˜o Varia´veis Descric¸a˜o
y (y1, ..., yT ) se´rie multivariada yt
f (f1, ..., fT ) fatores latentes ft
ε (ε1, ..., εT ) efeitos espec´ıficos εt
H (H1, ..., HT ) matrizes (diagonais) de variaˆncias dos
fatores ft
λf (λf1 , ..., λ
f
T ) log-variaˆncias dos fatores λ
f
t
Ψ (Ψ1, ...,ΨT ) matrizes (diagonais) de variaˆncias dos
efeitos espec´ıficos εt
λεi (λ
ε
i,1, ..., λ
ε
i,T ) log-variaˆncias dos efeitos espec´ıficos λ
f
t
Tabela 3.1: Tabela de refereˆncia da notac¸a˜o utilizada para varia´veis relacio-
nadas ao MF-VE - varia´veis em t = 1, ..., T .
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Notac¸a˜o Varia´veis Descric¸a˜o
Γf (φf ,Σfη , µ
f ) terna de paraˆmetros do processo de VE-
VAR(1) dos fatores latentes
Γεi (φ
ε
i , σ
ε
ηi, µ
ε
i ) terna de paraˆmetros de cada processo de
VE-AR(1) dos efeitos espec´ıficos i = 1, ..., q
Γε (φε,Σεη, µ
ε) terna de paraˆmetros do processo de VE-
VAR(1) dos efeitos espec´ıficos quando tra-
tado como processo vetorial
Υ (θ,X,Γf ,Γε) paraˆmetros do MF-VE
ΥA (Υ, f, λf , λε) paraˆmetros e varia´veis latentes do MF-VE
Tabela 3.2: Tabela de refereˆncia da notac¸a˜o utilizada para varia´veis relacio-
nadas ao MF-VE - paraˆmetros e varia´veis latentes.
3.2 Infereˆncia Bayesiana
A func¸a˜o de verossimilhanc¸a do MF-VE marginalizada sobre os paraˆmetros
Υ do modelo e´ definida por uma integral 2× k × q × T -dimensional
l(Υ) ∝
∫ ∫ ∫
p(Y |θ,X, f, λε) p(f |λf ) p(λf |Γf ) p(λε|Γε) dfdλfdλε, (3.6)
estrutura que torna dif´ıcil qualquer procedimento de maximizac¸a˜o com res-
peito aos paraˆmetros Υ. Na ana´lise bayesiana os modelos sa˜o tratados como
estruturas hiera´rquicas de distribuic¸o˜es condicionais. Essa hierarquia para o
MF-VE e´ dada pela distribuic¸a˜o dos dados condicionados aos paraˆmetros e
varia´veis latentes - p(Y |θ,X, f,Ψ); pelas distribuic¸o˜es das varia´veis latentes
condicionadas aos paraˆmetros - p(f |λf ), p(λf |Γf ) e p(λε|Γε); e pelas margi-
nais ou distribuic¸o˜es a priori dos paraˆmetros em Υ - p(θ), p(X), p(Γf ) e p(Γε).
Essas distribuic¸o˜es condicionais sa˜o obtidas a partir do produto em t das dis-
tribuic¸o˜es condicionais de (3.1) a (3.5) e as prioris sa˜o dadas - ver sec¸a˜o 2.4.
A distribuic¸a˜o conjunta das varia´veis latentes e paraˆmetros condicionados
aos dados e´ proporcional ao produto destes 3 grupos de distribuic¸o˜es. Dada
pelo teorema de Bayes esta distribuic¸a˜o p(Υ, f, λf , λε | y) e´ proporcional a
p(Y |θ,X, f,Ψ) p(θ) p(X) p(f |H) p(H|Γf ) p(Γf ) p(Ψ|Γε) p(Γε). (3.7)
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Dessa distribuic¸a˜o conjunta a marginal p(Υ|y) e´ utilizada para fazer in-
fereˆncia sobre os paraˆmetros do modelo, as marginais p(λf |y) e p(λε|y) para
conhecer o processo das log-variaˆncias suavizado e a marginal p(f |y) para
conhecer os fatores latentes a`s se´ries yt. Para computar essas distribuic¸o˜es
marginais sa˜o tomadas amostras da distribuic¸a˜o p(Υ, f, λf , λε|y) que e´ a
distribuic¸a˜o invariante da cadeia de Markov constru´ıda pelo MCMC. Essa
distribuic¸a˜o quando quebrada em distribuic¸o˜es condicionais facilita a cons-
truc¸a˜o desta cadeia e e´ uma implementac¸a˜o do amostrador de Gibbs - veja
apeˆndice A para uma introduc¸a˜o ao me´todo. A partir da convergeˆncia das
simulac¸o˜es para a distribuic¸a˜o invariante p(Υ, f, λf , λε|y) valores da cadeia
tomados periodicamente - para extrair a autocorrelac¸a˜o, podem ser trata-
dos como realizac¸o˜es independentes desta distribuic¸a˜o conjunta - o que e´
uma forma de fazer integrac¸a˜o de Monte Carlo. Considerando a simulac¸a˜o
e a infereˆncia na amostra extra´ıda da cadeia o me´todo e´ uma aplicac¸a˜o da
simulac¸a˜o MCMC.
Consideramos neste trabalho duas variantes do me´todo de simulac¸a˜o
MCMC para estimac¸a˜o do MF-VE. A primeira e´ o esquema MCMC
adotado em Aguilar e West (2000) e Pitt e Shephard (1999) nos quais a
distribuic¸a˜o (3.7) proporcional a` conjunta a posteriori e´ quebrada em dis-
tribuic¸o˜es condicionais de cada paraˆmetro. Nesse trabalho esse esquema de
simulac¸a˜o chamado de simulac¸a˜o sem considerar blocos e´ detalhado na sec¸a˜o
3.3.
A outra forma de simulac¸a˜o MCMC e´ discutida na 3.4 e e´ desenvol-
vida em Chib, Nardari e Shephard (2002) utilizando de me´todos previa-
mente desenvolvidos em Chib, Nardari e Shephard (2001) e Chib e Green-
berg (1995). Nessa aplicac¸a˜o da simulac¸a˜o MCMC as distribuic¸o˜es con-
dicionais que compo˜em (3.7) sa˜o distribuic¸o˜es conjuntas de paraˆmetros e
varia´veis latentes correlacionados ou participantes da mesma estrutura inter-
namente ao MF-VE. Simulando destas distribuic¸o˜es conjuntas o processo
de simulac¸a˜o produz uma cadeia MCMC com autocorrelac¸a˜o menor au-
mentando a eficieˆncia da simulac¸a˜o.
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3.3 Ana´lise MCMC sem blocos
Da forma como utilizado em Aguilar e West (2000) e Pitt e Shephard (1999)
o amostrador de Gibbs para o MF-VE (2.5)-(2.11) gera amostras dos paraˆ-
metros Υ e varia´veis latentes sequeˆncialmente a partir do conjunto de suas
distribuic¸o˜es condicionais da forma como e´ descrita a seguir. De uma forma
geral, essas amostras neste algoritmo sa˜o obtidas por passos de simulac¸a˜o
da distribuic¸a˜o condicional (amostragem direta), passos de simulac¸a˜o uti-
lizando o algoritmo de Metropolis-Hastings (MH) para dadas distribuic¸o˜es
proposta e objetiva e tambe´m por passos de simulac¸a˜o utilizando o simulador-
suavizador de de Jong e Shephard (1995) (SSMO) para as sequeˆncias de
log-variaˆncias - veja apeˆndice B para introduc¸a˜o ao me´todo. O algoritmo e´
resumido como segue.
Algoritmo 1. Esquema MCMC sem considerar blocos1
1. Inicializa f, ε, λf , λε, w eΥ
2. amostra θ (direta da distribuic¸a˜o normal)
3. amostra X (direta da distribuic¸a˜o normal)
4. amostra ft, t=1, . . . , T. (direta da distribuic¸a˜o normal)
5. Para o processo de VE-VAR(1) dos fatores comuns
(a) amostra φf (MH proposta normal)
(b) amostra Σfη (MH proposta inversa de Wishart)
(c) amostra µf (direta da distribuic¸a˜o normal)
(d) amostra wft , t=1, . . . , T. (direta da distribuic¸a˜o multi-
nomial)
(e) amostra λf (SSMO)
6. Para cada processo de VE-AR(1) dos fatores idiossincra´ti-
cos (i = 1, .., q)
1No esquema do algoritmo a quantidade w e´ uma varia´vel indicadora utilizada no
me´todo de aproximac¸a˜o por misturas para simulac¸a˜o das log-variaˆncias e sera´ definida na
sec¸a˜o 3.2.1 passos (5d-e) de simulac¸a˜o das log-variaˆncias.
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(a) amostra φεi (MH proposta normal)
(b) amostra σεηi (direta da distribuic¸a˜o inversa de Gamma)
(c) amostra µεi (direta da distribuic¸a˜o normal)
(d) amostra wεti, t=1, . . . , T. (direta da distribuic¸a˜o mul-
tinomial)
(e) amostra λεi (SSMO)
7. va´ para 2.
Passos do algoritmo
Essa subsec¸a˜o detalha os passos do Algoritmo 1 sequeˆncialmente na ordem
apresentada no esquema do algoritmo.
Passo (1) valores iniciais para ΥA.
Os valores iniciais utilizados para os paraˆmetros e varia´veis latentes sa˜o da-
dos pela aplicac¸a˜o da aproximac¸a˜o fatorial - veja apeˆndice, aplicadas a todo
o conjunto de dados, exceto os coeficientes auto-regressivos que sa˜o iniciali-
zados em 0,97 e as variaˆncias das inovac¸o˜es em 0,04 como sugerido em Kim,
Shephard e Chibb (1998).
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Figura 3.1: Amostrador de Gibbs para a ana´lise MCMC sem blocos.
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Passo (2) amostra de θ|ΥA\θ.
Utilizando na distribuic¸a˜o conjunta 3.7 condicionada a ΥA\θ o modelo para Y
como p(Y |Υ\θ), i.e. escrevendo as equac¸o˜es de Y como Yt−Xft = θ+εt com
εt ∼ N(0,Ψt) e considerando a priori conjugada p(θ) ∼ N(m0,M0) temos a
distribuic¸a˜o condicional a posteriori p(θ|ΥA\θ, Y ) ∼ N(m,M) com
M =
(
T∑
t=1
Ψ−1t +M
−1
0
)−1
e m =M
(
T∑
t=1
Ψ−1t (yt −Xft) +M
−1
0 m0
)
,
da qual θ e´ amostrada diretamente.
Passo (3) amostra de ft|Υ
A
\ft
, t = 1, .., T .
A partir das distribuic¸o˜es 3.1 e 3.3 a distribuic¸a˜o conjunta de ft e Yt − θ e´[
ft|θ,X,Ht,Ψt
Yt − θ|θ,X,Ht,Ψt
]
∼ N
(
0,
[
Ht HtX
′
XHt XHtX
′ +Ψt
])
o que leva a´ distribuic¸a˜o condicional de ft|Yt − θ
ft|Yt − θ ∼ N
(
HtX
′Qt
−1(Yt − θ), Ht −HtX
′Qt
−1XHt
)
para Qt = XHtX
′ + Ψt, da qual os fatores ft sa˜o amostrados de forma
independente t=1,...,T.
Passo (4) amostra de X|ΥA\X.
A simulac¸a˜o da matriz de cargas fatoriais segue o problema bayesiano de
estimac¸a˜o de coeficientes de regressa˜o. Condicionada em ΥA\X a distribuic¸a˜o
condicional a posteriori de X e´ produto das distribuic¸o˜es k dimensionais
conjuntas dos seus elementos de cada linha, o que significa que os vetores
formados por essas linhas, condicionados em ΥA\X sa˜o independentes e podem
ser amostrados de forma independente. Utilizamos a distribuic¸a˜o
p(Yt − θ|X, ft,Ψt) ∼ N(Xft,Ψt)
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para construir a func¸a˜o de verossimilhanc¸a
p(y1 − θ, . . . , yT − θ) ∝
T∏
t=1
N(Yt − θ|Xft,Ψt)
∝ exp
{
−
1
2
T∑
t=1
(Yt − θ −Xft)
′Ψ−1t (Yt − θ −Xft)
}
∝ exp
{
−
1
2
T∑
t=1
(Xft)
′Ψ−1t (Xft)− 2 (Xft)
′Ψ−1t (Yt − θ),
}
e como Ψt e´ diagonal e utilizando o ı´ndice l para as linhas de X (l = 2, . . . , q)
temos
∝
q∏
l=2
exp
{
−
1
2
T∑
t=1
(xlft)
′ ψ−1lt (xlft)− 2 (xlft)
′ ψ−1lt (Ylt − θl)
}
,
para xl a l-e´sima linha da matriz X. Com uma priori p(xl) ∼ N(m0,M0)
a l-e´sima linha de X tem distribuic¸a˜o a posteriori xl com o p(x
′
l|Υ
A
\xl
) ∼
N(ml,Ml) sendo
Ml =
(
T∑
t=1
ftψ
−1
lt f
′
t +M
−1
0
)−1
e ml =Ml
(
T∑
t=1
ftψ
−1
lt (Yt − θ) +M
−1
0 m0
)
da qual o vetor linha xl e´ amostrado diretamente. Para 2 ≤ l ≤ k temos xl
amostrado em suas posic¸o˜es de 1 a l − 1 condicionado a` restric¸a˜o feita nas
posic¸o˜es restantes, isto e´ [xl,l, .., xl,k] = [1, 0, .., 0].
Passo (5a) amostra dos coeficientes auto-regressivos φf |ΥA\φf
A partir da distribuic¸a˜o conjunta 3.7 condicionada a ΥAφf e utilizando p(H|Γ
f ) =
p(λf |Γf ) como produto da distribuic¸a˜o marginal γ1 ∼ N(0,W ) e condicio-
nais γt|γt−1, µ
f ,Σf ∼ N(φfγt−1,Σ
f
η) para t = 2, .., T , com γt = λ
f
t − µ
f e
W = φfWφf + Σfη , e tambe´m utilizando a priori p(φ
f ) como um produto
de prioris transformadas de beta com paraˆmetros ai e bi para i = 1, .., k
independentes, a distribuic¸a˜o condicional a posteriori para φf e´ da forma
p
(
φf |ΥA\φf
)
∝ c
(
φf
)
N(φf |b, B),
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com
c
(
φf
)
=
k∏
i=1
[
φai−1i (1− φi)
bi−1
]
|W |−
1
2 exp
(
−tr(γ1γ
′
1W
−1)/2
)
B =
(
T∑
t=2
diag(γt−1)Σ
f−1
η diag(γt−1)
)−1
e b = B
(
T∑
t=2
diag(γt−1)Σ
f−1
η γt
)
.
Dessa forma φf e´ amostrado pelo algoritmo de MH utilizando a distribuic¸a˜o
N(b, B) acima como distribuic¸a˜o proposta. Dado φf
cadeia
- o valor corrente
para φf , temos o valor candidato φf
∗
amostrado de N(b, B) truncada em
(-1,1) e aceito com probabilidade min{1, c(φ
f∗ )
c(φf
cadeia
)
}.
Passo (5b) amostra da matriz de inovac¸o˜es Σfη |Υ\Σfη
A partir da distribuic¸a˜o conjunta 3.7 condicionada a ΥA
\Σfη
utilizando p(H|Γf )
como em (5a) e uma inversa de Wishart - W−1(r0, R0), como distribuic¸a˜o a
priori para Σfη , temos que a distribuic¸a˜o a posteriori condicional para Σ
f
η e´
da forma
p
(
Σfη |Υ\Σfη
)
∝ a
(
Σfη
)
W−1k (r, R)
com r = r0 + T − 1 e
a
(
Σfη
)
= |W |−
1
2 exp
(
−
1
2
tr(γ1γ
′
1W
−1)
)
R =
(
r0R0 +
T∑
t=2
(γt − Φ
fγt−1)(γt − Φ
fγt−1)
′
)
/r
com W = φfWφf + Σfη . Σ
f
η e´ amostrado utilizando o algoritmo de MH
sendo W−1(r, R) a distribuic¸a˜o proposta. Dado Σf
cadeia
η - o valor corrente
da cadeia para Σfη , o valor candidato Σ
f∗
η e´ gerado da proposta Wishart
Inversa W−1(r, R) e aceito com probabilidade min{1,
a(Σf
∗
η )
a(Σf
cadeia
η )
} com W ∗ =
φW ∗φ+ Σf
∗
η .
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Passo (5c) amostra da me´dia da log-volatilidade µf |ΥA\µf
Omodelo p(µf |ΥAµf ) e´ dado pela distribuic¸a˜o conjunta 3.7, com p(H|Γ
f ) como
produto das distribuic¸o˜es marginal para λf1 e condicionais para λ
f
t |λ
f
t−1, t =
2, .., T , e uma distribuic¸a˜o a priori conjugada p(µf ) ∼ N(m0,M0). µ
f e´ amos-
trado diretamente da sua distribuic¸a˜o a posteriori condicional p(µf |ΥA\µf ) ∼
N(m,M) com
M =
(
W−1 + (T − 1)(I − Φf )Σ−1η (I − Φ
f ) +M−10
)−1
e
m = M
(
W−1λ1 + (I − Φ
f )Σf
−1
η
T∑
t=2
(λt − Φ
fλt−1) +M
−1
0 m0
)
.
Passo (5d-e) amostra das sequ¨eˆncias de log-variaˆncias λf |ΥA\λf e
da mistura de normais wf |ΥA\wf
As observac¸o˜es transformadas log(f 2t ) de (2.6) sa˜o usadas para construir um
modelo de espac¸os de estados linear formando a equac¸a˜o de observac¸a˜o jun-
tamente com o modelo auto-regressivo para as log-variaˆncias como equac¸a˜o
de estados
log(f 2t ) = λ
f
t + log(²
2
t ) (3.8)
λft+1 =
(
I − Φf
)
µf + Φfλft + ηt (3.9)
com ²t ∼ N(0, I) e ηt ∼ N(0,Σ
f
η). Trabalhando com transformac¸o˜es lo-
gar´ıtmicas surge o problema de lidar com observac¸o˜es que sa˜o zero - ou muito
pro´ximas de zero, o que e´ bastante problema´tico para o uso de algoritmos
de filtragem e suavizac¸a˜o nos quais as estimativas dos estados sa˜o me´dias
harmoˆnicas de valores de estados vizinhos. Uma soluc¸a˜o para o problema e´
a transformac¸a˜o sugerida por Fuller (1996)
log(y2t ) = log(y
2
t + cs
2
y)−
cs2y
y2t + cs2y
(3.10)
com c = 0.02 e s2y a variaˆncia amostral dos y
′
ts, cujo efeito e´ reduzir a curtose
das observac¸o˜es transformadas excluindo a cauda longa de valores negativos
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resultado do logaritmo dos inliers. O problema da na˜o normalidade dos erros
da equac¸a˜o de observac¸a˜o log(²2t ) e´ resolvido em Kim, Shephard e Chib (1998)
com o uso de uma mistura de distribuic¸o˜es normais. Utilizando a mistura de 7
componentes - veja tabela (3.3) a figura 3.2, o modelo de espac¸os de estados
se torna condicionalmente gaussiano viabilizando o emprego de algoritmos
para modelos gaussianos como o Filtro de Kalman, o suavizador-simulador
de deJong e Shephard e o FFBS de West e Harrisson.
ω qi = P (ω = i) mi vi
1 0,00730 -10,12999 5,79596
2 0,10556 -3,97281 2,61369
3 0,00002 -8,56686 5,17950
4 0,04395 2,77786 0,16735
5 0,34001 0,61942 0,64009
6 0,24566 1,79518 0,34023
7 0,25750 -1,08819 1,26261
Tabela 3.3: Componentes da mistura de normais para logχ2(1)
As amostras das varia´veis indicadoras da mistura de normais wft conforme
mencionado seguem uma distribuic¸a˜o multinomial condicional
P (wft = i|ft, λ
f
t ) ∝ qifN(ft|λ
f
t +mi − 1, 2704, v
2
i ) (3.11)
com qi, mi, v
2
i as quantidades dadas pela aproximac¸a˜o por misturas. Em
seguida as sequ¨eˆncias de log-variaˆncias sa˜o amostradas segundo o algoritmo
SSMO.
Passo (6a) amostra de φε|ΥA\φε
Os q elementos de φε, φεi , i = 1, . . . , q sa˜o amostrados de forma indepen-
dente. Fazendo δt,i = λ
ε
t,i − µ
ε
i , t = 1, . . . , T a distribuic¸a˜o condicional a
posteriori de φεi |Υ
A
\φε
i
utiliza de (3.7) com p(Ψ|Γε) como produto da distri-
buic¸a˜o marginal para δi,1 ∼ N(0,
σεη,i
(1−φε
2
i
)
) e das distribuic¸o˜es condicionais de
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Figura 3.2: Distribuic¸a˜o logχ2(1) e a aproximac¸a˜o por mistura de normais de
Kim, Shephard e Chib (1998).
δi,t|δi,t−1 ∼ N(φ
ε
iδi,t−1, σ
ε2
η,i), t = 2, . . . , T e a priori p(φ
ε
i ) como uma distri-
buic¸a˜o transformada de uma beta(φεi |ai, bi) - veja sec¸a˜o (2.4). A distribuic¸a˜o
condicional a posteriori de φεi e´ da forma
p
(
φεi |Υ
A
\φε
i
)
∝ N(b, B) c(φεi )
com
c(φεi ) = (1− φ
ε2
i )
1
2 φε
ai
i (1− φ
ε
i )
1−bi
B =
(∑T
t=3 δ
2
i,t−1
σε
2
η,i
)−1
e b = B
(∑T
t=2 δi,tδi,t−1
σε
2
η,i
)
.
φε e´ amostrado utilizando o algoritmo de MH com distribuic¸a˜o pro-
posta N(b, B) acima, dado φε
cadeia
o valor corrente, φε
∗
e´ amostrado da
distribuic¸a˜o N(b, B) truncada em (-1,1) e aceito com probabilidade igual
a min{1, c(φ
ε∗ )
c(φε
cadeia
)
}.
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Passo (6b) amostra de Σεη|Υ
A
\Σεη
A partir da distribuic¸a˜o conjunta 3.7 utilizando p(Ψ|Γε) como em (6a) e da
priori conjugada, uma distribuic¸a˜o inversa de Gamma IG(σεη,i|r0,i, α0,i) - ver
sec¸a˜o (2.4), temos que a distribuic¸a˜o a posteriori para σε
2
η,i e´ tambe´m da forma
de uma inversa de Gamma - p(σε
2
η,i|Υ
A
\σεη
) ∝ IG(σε
2
η,i|ri, αi), com ri = r0,i +
T
2
e
αi = α0,i +

(1− φε2i )δ21,i
2
+
T∑
t=2
(δt,i − φ
ε
iδt−1,i)
2
2


da qual σε
2
η,i sa˜o amostrados direta e independentemente i=1,. . .,q.
Passo (6c) amostra de µε|ΥA\µε
A distribuic¸a˜o p(µεi |Υ
A
\µε) e´ dada pela distribuic¸a˜o conjunta (3.7) utilizando
p(Ψ|Γε) como produto da distribuic¸a˜o marginal λi,1 ∼ N(µ,
σεη,i
(1−φε
2
i
)
) e das
distribuic¸o˜es condicionais de λi,t|λi,t−1 ∼ N((I − φ)µ + φ
ε
i (λi,t−1 − µ), σ
ε2
η,i)
para t = 2, . . . , T e uma distribuic¸a˜o a priori conjugada p(µεi ) ∼ N(m0,M0).
Denotando p(µεi |Υ
A
\µε) por N(m,M) temos que M e m valem
M =
(
(1− φε
2
i ) + (T − 1)(1− φ
ε
i )
2
σε
2
η,i
+M−10
)−1
m = M

λε1,i(1− φε2i )
σε
2
η,i
+ (1− φεi )
T∑
t=2
(λεt,i − φ
ε
iλ
ε
t−1,i)
σε
2
η,i
+M−10 m0

 .
Passo (6d-e) amostra das sequ¨eˆncias de log-variaˆncias λεt |Υ
A
\λεt
e
das varia´veis indicadoras da mistura wεt |Υ
A
\wεt
Os efeitos espec´ıficos para oMF-VE εt sa˜o tomados como a diferenc¸a Yt−θ−
Xft seguindo para cada (w
ε
ti, λ
ε
ti), i = 1, .., q e t = 1, .., T um procedimento
de simulac¸a˜o univariado ana´logo aos passos (5d-e) do processo dos fatores
comuns.
28
3.4 Ana´lise MCMC utilizando blocos
No modelo de fatores considerado em Chib, Nardari e Shephard (2002) as log-
variaˆncias do processo de VE dos fatores sa˜o incorrelacionadas e o esquema
de simulac¸a˜o MCMC utilizado reu´ne em blocos de simulac¸a˜o varia´veis la-
tentes e paraˆmetros correlacionados.
A simulac¸a˜o em blocos e´ estruturada de forma que a matriz de cargas
dos fatores X e os fatores latentes f formem um u´nico bloco de simulac¸a˜o
[X, f ] e tambe´m a terna de paraˆmetros de cada processo de VE-AR(1)
juntamente com sua sequ¨eˆncia de log-variaˆncias formem um u´nico bloco cada,
ou seja a partir dos 3(k + q) paraˆmetros e k + q sequ¨eˆncias de log-variaˆncias
[φfi , σ
f
ηi, µ
f
i , λ
f
i ] para i = 1, .., k e [φ
ε
i , σ
ε
ηi, µ
ε
i , λ
ε
i ] para i = 1, .., q sa˜o formados
k + q blocos de simulac¸a˜o.
Nessa sec¸a˜o sa˜o utilizados os me´todos de Chib, Nardari e Shephard (2002)
para realizar a simulac¸a˜o em blocos dos paraˆmetros do MF-VE. Algumas
modificac¸o˜es sa˜o necessa´rias para considerar as log-variaˆncias dos fatores
como correlacionadas para que os esquemas de simulac¸a˜o desta sec¸a˜o e da
sec¸a˜o 3.3 abordem o mesmo modelo. Em relac¸a˜o ao algoritmo de Chib,
Nardari e Shephard (2002) a simulac¸a˜o dos k blocos de paraˆmetros dos k
processos de VE-AR(1) das log-variaˆncias dos fatores e´ substitu´ıda pela
simulac¸a˜o de um u´nico bloco de paraˆmetros do processo de VE-VAR(1)
das log-variaˆncias dos fatores, ou seja, pela simulac¸a˜o das k sequ¨eˆncias de
log-variaˆncias dos fatores λfi , i = 1, .., k e dos paraˆmetros [φ
f ,Σfη , µ
f ] simul-
taneamente.
O algoritmo e´ resumido como apresentado a seguir, colocando-se entre
pareˆnteses os passos equivalentes no algoritmo 1. Para o algoritmo 2 os passos
(1) e (2) de inicializac¸a˜o e amostragem de θ e tambe´m os passos (4) e (6) de
amostragem das varia´veis indicadoras w da mistura de normais sa˜o ideˆnticos
aos passos que sa˜o equivalentes no algoritmo 1. Os passos de simulac¸a˜o dos
blocos da matriz de cargas X e fatores latentes f (3), das quantidades do
processo de VE-VAR(1) dos fatores (5) e das quantidades de cada processo
de VE-AR(1) dos efeitos espec´ıficos (7) seguem essencialmente o me´todo
desenvolvido em Chib e Greenberg (1994) de simulac¸a˜o via algoritmo de MH
utilizando como distribuic¸a˜o proposta multivariada t obtida por otimizac¸a˜o.
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Algoritmo 2. MCMC considerando blocos
1. (1) Inicializa f, ε, λf , λε, w eΥ
2. (2) amostra θ
3. (3, 4) amostra [X, f ] por MH
(a)amostra X
(b)amostra ft, t=1, . . . , T.
4. (5d) amostra wft de multinomial condicional
5. (5a, 5b, 5c, 5e) amostra [φf ,Σfη , µ
f , λf ]
(a) amostra [φf ,Σfη , µ
f ] por MH
(b) amostra [λf | φf ,Σfη , µ
f ] por SSMO
6. (6d) amostra wεt de multinomial condicional
7. (6a, 6b, 6c, 6d) amostra [φεi , σ
ε
η,i, µ
ε
i , λ
ε
i ] i = 1, .., q
(a) amostra [φεi , σ
ε
η,i, µ
ε
i ] por MH
(b) amostra [λεi |φ
ε
i , σ
ε
η,i, µ
ε
i ] por SSMO
8. va´ para 2.
Passos do algoritmo
Passo (3) amostra de (X, f) | ΥA\(X,f)
Esse passo e´ equivalente aos passos (3) e (4) no algoritmo 1. A matriz de
cargas X e´ amostrada de sua distribuic¸a˜o a posteriori marginalizada sobre f
e em seguida f e´ amostrada como condicionada em X, ambas condicionadas
nas demais varia´veis, ou seja ΥA\(X,f) = (θ, λ
f
t , λ
ε
t ,Γ
f ,Γε). O fato de X e ft
aparecerem no modelo na forma de produto sugere como razoa´vel a aborda-
gem de simular X condicionada a f e em seguida f condicionada em X mas
esse procedimento e´ menos eficiente como sera´ visto no cap´ıtulo 4.
Passo (3a) X e´ amostrada da densidade
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p(X|ΥA\(X,ft)) ∝
T∏
t=1
∫
p(X, ft|yt,Υ\(X,ft))dft
∝ p(X)
T∏
t=1
∫
p(yt|Υ)p(ft|λ
f
t )dft
∝ p(X)
T∏
t=1
p(yt|θ,X, λ
f , λε)
∝ p(X)
T∏
t=1
N(yt|θ,XHtX
′ +Ψt),
com p(X) priori normal como definida em 2.7. A simulac¸a˜o e´ implementada
utilizando o algoritmo de MH utilizando uma distribuic¸a˜o proposta como
uma multivariada t, fT (X|m,M, ν) com m aproximando a moda de
l = log(
T∏
t=1
N(yt|θ,XHtX
′ +Ψt)), (3.12)
M o negativo da segunda derivada de l, e ν tomado arbitrariamente igual a
15. Para encontrar (m,M) temos
l =
T∑
t=1
log N(yt|θ,Σt)
= cte−
1
2
T∑
t=1
log|Σt| −
1
2
T∑
t=1
(yt − θ)
′Σ−1t (yt − θ)
e fazendo xij o ij-e´simo elemento irrestrito de X temos
∂l
∂xij
=
1
2
T∑
t=1
{(yt − θ)
′Σ−1t
∂Σt
∂xij
Σ−1t (yt − θ)− tr(Σ
−1
t
∂Σ′t
∂xij
)} (3.13)
=
T∑
t=1
{s′t
∂X
∂xij
HtX
′st − tr(Et
∂X ′
∂xij
)} (3.14)
com st = Σ
−1
t (yt−θ) e Et = Σ
−1
t XHt e utilizando a forma de inversa para Σt
como Σ−1t = Ψ
−1
t −Ψ
−1
t X(H
−1
t +X
′Ψ−1t X)
−1X ′Ψ−1t . A partir das derivadas
(3.11) os paraˆmetros (m,M) podem ser encontrados utilizando o algoritmo
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de maximizac¸a˜o de Newton-Raphson. O algoritmo de MH e´ implementado
amostrando X∗ de fT (·|m,M, ν) que, condicionado ao valor corrente da ca-
deia Xc e´ aceito com probabilidade de movimento α(X∗, Xc|Y, θ, λ)
min{1,
p(X∗)
∏T
t=1N(yt|θ,X
∗HtX
∗′ +Ψt) fT (X
c|m,M, ν)
p(Xc)
∏T
t=1N(yt|θ,X
cHtXc
′ +Ψt) fT (X∗|m,M, ν)
}. (3.15)
Passo (3b) Em seguida a amostragem de f e´ direta e independente para
t = 1, .., T considerando como distribuic¸a˜o
p(ft|Υ
A
\ft) ∝ N(ft|0, Ht) N(yt|θ +Xft,Ψt)
∝ ft| Υ
A
\ft ∼ N(m
∗,M∗)
para
M∗ = (H−1t +X
′Ψ−1t X)
−1 e m∗ =M∗XΨ−1t (yt − θ).
Para os passos seguintes condicionado em (Y, θ,X, f) o modelo pode ser
escrito como o produto de (1 + q) modelos de espac¸os de estados
f ∗t = λ
f
t + νt (3.16)
λt = µ
f (I − φf ) + φfλft + ηt (3.17)
com ηt ∼ N(0,Σ
f
η) para o processo de fatores comuns e
ε∗t,i = λ
ε
t,i + νi,t (3.18)
λt,i = µ
ε
i (1− φ
ε)i + φ
ε
iλ
ε
t,i + ηt,i (3.19)
com ηi,t ∼ N(0, σ
ε
η,i) para i = 1, .., q ou seja para cada processo de VE dos
efeitos espec´ıficos.
Passo (5) amostra de (Γf , λf ) | ΥA
\(φf ,Σfη ,µf ,λf )
Equivalente aos passos (5a), (5b), (5c) e (5e) do algoritmo 1 a simulac¸a˜o
dos paraˆmetros e sequ¨eˆncias de log-variaˆncias dos fatores comuns e´ realizada
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simultaneamente a partir do modelo 3.14 amostrando Γf = (φf ,Σfη , µ
f ) pelo
algoritmo MH da densidade
p(Γf |f ∗, wf ) ∝ p(Γf )p(f ∗|wf ,Γf ) (3.20)
com
p(f ∗|wf ,Γf ) ∝ p(f ∗1 |w
f ,Γf )
T∏
t=2
p(f ∗t |F
∗
t−1, w
f ,Γf ) (3.21)
para p(f ∗t |F
∗
t−1, w
f ,Γf ) uma densidade normal k−variada com paraˆmetros
de me´dia e variaˆncia dados pelas inovac¸o˜es e matrizes de variaˆncias e co-
variaˆncias das inovac¸o˜es entregues pelas recurso˜es do Filtro de Kalman (Kim,
Shephard e Chibb 1998, de Jong 1991). Em seguida as log-variaˆncias λf sa˜o
amostradas pelo algoritmo SSMO.
Passo (7) amostra de (φεi , σ
ε
η,i, µ
ε
i , λ
ε
i ) | Υ
A
\(φε
i
,σε
η,i
,µε
i
,λε
i
) i = 1, .., q.
Equivalente aos passos (6a), (6b), (6c) e (6e) do algoritmo 1 para cada pro-
cesso de VE dos efeitos espec´ıficos sa˜o realizadas amostras de [φεi , σ
ε
η,i, µ
ε
i , λ
ε
i ]
simultaneamente e de forma ana´loga a` realizada para o processo dos fa-
tores, isto e´, pelo algoritmo de MH e´ amostrada a terna de paraˆmetros
Γε = (φεi , σ
ε
η,i, µ
ε
i ) da distribuic¸a˜o
p(Γεi |ε
∗
i , w
ε
i ) ∝ p(Γ
ε
i )p(ε
∗
i |w
ε
i ,Γ
ε
i ) (3.22)
com
p(ε∗i |si,Γ
ε
i ) ∝ p(ε
∗
i,1|si,Γ
ε
i )
T∏
t=2
p(ε∗i,t|F
∗
i,t−1, si,Γ
ε
i ) (3.23)
e p(εi,t|F
∗
i,t−1, si,Γ
ε
i ) e´ uma distribuic¸a˜o normal univariada com paraˆmetros
de me´dia e variaˆncia dados pelas recurso˜es do Filtro de Kalman. Em seguida
a sequ¨eˆncia de log-volatilidades λεi e´ amostrada utilizando algoritmo SSMO.
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Cap´ıtulo 4
Ana´lise de Dados Simulados
Para avaliar a habilidade dos me´todos discutidos no cap´ıtulo anterior em
estimar corretamente os paraˆmetros e varia´veis latentes do MF-VE, neste
cap´ıtulo esses me´todos sa˜o aplicados a dois conjuntos de se´ries simuladas.
Para um destes conjuntos de dados a ana´lise MCMC e´ detalhada exibindo
as cadeias geradas, as distribuic¸o˜es marginais a posteriori dos paraˆmetros,
a dependeˆncia serial das cadeias e as estimativas das varia´veis latentes.
Para ambos conjuntos de se´ries simuladas os valores reais dos paraˆmetros
e varia´veis latentes utilizados para gerar as se´ries sa˜o comparados com as
estimativas destas quantidades dadas pelas ana´lises MCMC. Para esta com-
parac¸a˜o e´ utilizada a medida do erro quadra´tico das estimativas para o valor
real.
A sec¸a˜o 4.1 mostra como os dados foram simulados. A sec¸o˜es 4.2 e 4.3
conte´m as ana´lises MCMC para os algoritmos sem blocos e com blocos respec-
tivamente aplicadas ao primeiro conjunto de se´ries simuladas. A sec¸a˜o 4.4
compara estimativas pontuais dadas por esses me´todos aplicados a ambos
conjuntos de se´ries simuladas.
4.1 Gerac¸a˜o das se´ries de retornos
Foram geradas q = 10 se´ries de retornos de tamanho T = 800 observac¸o˜es
cada e relacionadas a k = 2 fatores. A simulac¸a˜o das se´ries de retornos e de
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varia´veis latentes utiliza paraˆmetros Υ que tambe´m foram simulados.
Visando reproduzir as caracter´ısticas do MF-VE ajustado a dados reais na
literatura - Nardari e Scruggs (2003), Aguilar e West (2000) e Pitt e Shephard
(1999), os paraˆmetros do modelo foram simulados buscando: me´dias dos re-
tornos θi na˜o maiores que 10
−3, isto e´ θi ∼ U(−10
−3, 10−3); variaˆncias mar-
ginais das varia´veis latentes ft e εt em torno de 10
−4 ≈ exp(−9) fazendo µfj
e µεi ∼ N(−9, 1); alta persisteˆncia na log-volatilidade com coeficientes auto-
regressivos maiores que 0, 88 fazendo φfj e φ
ε
i ∼ U(0, 88, 0, 995) e variaˆncias
dos processos de VE em torno de 0, 05 fazendo σεη ∼ U(0, 005, 0, 10) e Σ
f
η ∼
W−1(10, 0, 05I) para i = 1, ..., q e j = 1, ..., k. Para a simulac¸a˜o dos elemen-
tos de X consideramos que, para o ajuste do modelo, a escolha da ordem
das varia´veis e´ tal que as primeiras k na˜o sejam entre as varia´veis as que
forem pouco correlacionadas com os fatores comuns. Dessa forma dados os
valores das restric¸o˜es Xii = 1 para i = 1, .., k isto significa que os elemen-
tos Xij da matriz na˜o assumem valores muito distantes de 1 pois as demais
varia´veis teˆm correlac¸a˜o com os fatores na˜o muito maiores que as primeiras
k varia´veis. Assim foram simulados xij ∼ N(0, 9; 1) levando a` matrizes X
geralmente com valores pro´ximos aos das refereˆncias.
A partir dos paraˆmetros simulados sa˜o gerados na ordem os processos de
log-variaˆncias, os fatores latentes e a se´rie. Os processos de log-variaˆncia λft
e λεt seguem os modelos (2.9) e (2.10) e sa˜o gerados para t = −99, .., 800,
utilizando valores iniciais λf−99 = µ
f e λε−99 = µ
ε e descartando as primeiras
99 observac¸o˜es. Em seguida os fatores comuns e efeitos espec´ıficos ft e εt sa˜o
gerados utilizando Ht = exp(λ
f
t ) e Ψt = exp(λ
ε
t) a partir dos modelos (2.3)
e (2.4) para t = 1, .., 800. Finalmente, com θ, X, ft e εt gerados as se´ries de
retornos yt sa˜o constru´ıdas para t = 1, .., 800 a partir do modelo (3.1).
As tabelas 4.1, 4.2 e 4.3 mostram os valores simulados para os paraˆmetros
em Υ. A partir dos paraˆmetros sa˜o constru´ıdas na ordem as sequeˆncias de
log-variaˆncias dos fatores comuns e espec´ıficos e finalmente as se´ries simuladas
de retornos - veja figura ??.
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se´rie matriz de θ
simulada Cargas X (×10−4)
y1 1 0 3,08
y2 1,222 1 6,93
y3 0,032 1,447 0,02
y4 1,444 0,958 -1,73
y5 -0,418 1,121 -2,51
y6 2,686 0,597 5,24
y7 2,618 1,357 -9,24
y8 -0,610 0,395 8,32
y9 1,093 0,947 -0,81
y10 0,706 0,056 -6,05
Tabela 4.1: Paraˆmetros X e θ utilizados na gerac¸a˜o da se´rie multivariada yt.
fator µf φf Σfη
comum
f1 -9,56 0,898 0,077
f2 -8,67 0,920 -0,008 0,033
Tabela 4.2: Paraˆmetros utilizados na gerac¸a˜o do processo de volatilidade dos
fatores comuns ft.
4.2 Simulac¸a˜o MCMC sem blocos
Essa sec¸a˜o descreve o estudo de simulac¸a˜o aplicado a`s se´ries pela ana´lise
MCMC sem blocos. Nessa aplicac¸a˜o foi gerada uma cadeia de 50000 si-
mulac¸o˜es da distribuic¸a˜o a posteriori conjunta descartando as primeiras 10000
consideradas como fase de convergeˆncia da cadeia.
Tomando para o ajuste do modelo o nu´mero de fatores k = 2, isto e´, o
nu´mero real de fatores e considerando as dimenso˜es das se´ries geradas isto
significa para o MF-VE 64 paraˆmetros em Υ e 24 sequeˆncias de tamanho 800
entre fatores comuns, efeitos espec´ıficos e log-variaˆncias.
Executando o amostrador de Gibbs como apresentado no algoritmo 1
sec¸a˜o 3.2 foram guardados os valores de toda a cadeia para os paraˆmetros
e as me´dias da cadeia para as varia´veis latentes. Consideramos que a con-
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especificidade µε φε σεη,i
ε1 -7,92 0,977 0,084
ε2 -9,67 0,915 0,033
ε3 -9,07 0,981 0,088
ε4 -10,01 0,888 0,014
ε5 -7,70 0,940 0,081
ε6 -9,21 0,889 0,049
ε7 -8,31 0,964 0,064
ε8 -9,02 0,895 0,089
ε9 -9,61 0,900 0,082
ε10 -9,03 0,891 0,080
Tabela 4.3: Paraˆmetros utilizados na gerac¸a˜o dos processos de volatilidade
dos erros espec´ıficos εt.
vergeˆncia da cadeia para a distribuic¸a˜o conjunta a posteriori foi atingida antes
de 3000 simulac¸o˜es dada a estabilidade, a partir destes valores, da locac¸a˜o
das distribuic¸o˜es marginais a posteriori dos paraˆmetros µ eX principalmente.
Contudo utilizamos o per´ıodo de convergeˆncia de 10000 simulac¸o˜es como na
literatura. Para os passos de simulac¸a˜o que utilizam o algoritmo MH as
taxas me´dias de aceitac¸a˜o foram 80% para o algoritmo de MH em (5a) dos
coeficientes auto-regressivos φf ; 85% em (5b) da matriz de variaˆncias das
inovac¸o˜es Σfη ; e de 80% a 92% em (6a) para os coeficientes auto-regressivos
φεi para i = 1, ..., q.
Nas sub-sec¸o˜es que seguem sa˜o analisadas as estimativas da ana´lise MCMC
sem blocos para as quantidades do modelo de fatores - equac¸o˜es 2.2, 2.3 e 2.4,
para os modelos de VE - equac¸o˜es 2.9 e 2.10 e para a matriz de variaˆncias
e covariaˆncias Σt. No final do cap´ıtulo sa˜o apresentadas as estimativas pon-
tuais para esta ana´lise em comparac¸a˜o com as estimativas da ana´lise com
blocos.
4.2.1 Estimativas para o modelo de fatores
A figura C.1 mostra as cadeias, os histogramas e as func¸o˜es de auto-correlac¸a˜o
para cada elemento univariado de θ. Note que, em todos os casos, o valor
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real do paraˆmetro θi esta´ contido no intervalo de credibilidade de 95% dado
pela marginal a posteriori para o paraˆmetro, exceto no caso de θ8.
A figura C.2 mostra as densidades da cadeia MCMC gerada para os ele-
mentos da matriz X. Note que os valores reais dos paraˆmetros se encontram
nos intervalos de credibilidade de 95%. As func¸o˜es de auto-correlac¸a˜o amos-
tral dadas na figura C.3 mostram uma dependeˆncia maior entre as amostras
da cadeia para os elementos das posic¸o˜es da primeira coluna nas linhas 2,
4, 6, 7 e 9 da matriz X. Esses elementos sa˜o os que esta˜o mais relaciona-
dos ao primeiro fator - veja tabela 4.1. A func¸a˜o de auto-correlac¸a˜o para
essas quantidades tomam valores pro´ximos a`s func¸o˜es dos paraˆmetros de VE
relacionados ao primeiro fator - veja figuras C.7, C.8 e C.9.
As me´dias para os fatores latentes f amostrados no passo (4) e seus
desvios padro˜es condicionais H
1/2
t = exp(λ
f
t /2) no passo (5e) do algoritmo 1
sa˜o comparados com os valores reais na figura C.4. As se´ries de retornos esta˜o
relacionadas a esses fatores atrave´s da matriz X cuja estimativa e´ apresentada
adiante.
A me´dia da cadeia para a diferenc¸a entre as se´ries de retornos e sua parte
relacionada aos fatores comuns e θ, isto e´, εt = yt −Xft − θ e´ a estimativa
tomada para os efeitos espec´ıficos. Esses valores sa˜o comparados com os
valores reais juntamente com sua sequeˆncia de desvios padro˜es condicionais
Ψ
1/2
t = exp(λ
ε
t/2) na figura C.5.
As estimativas obtidas para os fatores latentes e efeitos espec´ıficos sa˜o
bastante pro´ximas dos valores reais indicando bom desempenho do me´todo
em estimar essas quantidades. A figura C.6 mostra f2t, ε3t e ε4t para t =
600, .., 700.
4.2.2 Estimativa dos modelos de VE.
Para as me´dias µf e µε dos processos de VE em geral as marginais a posteriori
simuladas da˜o intervalos de credibilidade de 95% contendo o valor real do
paraˆmetro exceto nos casos de µf2 , µ
ε
4 e µ
ε
7 que se manteˆm pro´ximos dos
limites destes intervalos - veja figuras C.7 e C.10.
Para os coeficientes auto-regressivos φf e φε esses intervalos de credibi-
lidade conte´m o valor real do paraˆmetro exceto no caso de φf1 em que ha´
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super-estimac¸a˜o - veja figura C.8 e C.11.
As variaˆncias das inovac¸o˜es em σεη e em Σ
f
η apresentam auto-correlac¸o˜es
maiores entre os paraˆmetros e sendo que Σfη11, σ
ε
η2, σ
ε
η4, σ
ε
η6, e σ
ε
η9 apresentam
valores reais fora dos limites do intervalo de 95% de credibilidade ou pro´ximos
a esses limites. Essas quantidades participam dos processos de VE que tem
n´ıveis de log-volatilidade µ e persisteˆncia na volatilidade φ menores - veja
tabela 4.3, na˜o sendo ta˜o bem amostrados quanto o paraˆmetros dos processos
de maiores me´dias de log-volatilidade e persisteˆncia λε1, λ
ε
5 e λ
ε
7 por exemplo
devida a partic¸a˜o realizada para εt = yt − θ − Xft e tambe´m a me´dia da
distribuic¸a˜o de p(ft|Υ
A
\ft
) no passo (3). As log-variaˆncias de menor me´dia
teˆm menor participac¸a˜o na composic¸a˜o de Σt = XHtX
′ +Ψt.
4.2.3 As variaˆncias e covariaˆncias das se´ries de retor-
nos
A partir das estimativas para as sequeˆncias Ht = exp(λ
f
t ) e Ψt = exp(λ
ε
t) de
variaˆncias condicionais de ft e εt respectivamente e da matriz de cargas dos
fatores X sa˜o obtidas estimativas para a matriz de variaˆncias e covariaˆncias
dos retornos variante no tempo Σt por 2.5.
A figura C.13 mostra a parte diagonal da matriz Σt, isto e´ as sequeˆncias
de variaˆncias condicionais dos retornos das se´ries geradas yt. Calculando a
variaˆncia marginal destas se´ries de retornos temos os valores da tabela 4.4.
Se´rie y1 y2 y3 y4 y5 y6 y7 y8 y9 y10
Variaˆncia (×10−4) 5,8 4,2 8,1 4,1 8,7 7,7 15,0 2,2 3,6 1,8
Tabela 4.4: Variaˆncia marginal das se´ries simuladas.
Note que as se´ries de maior variaˆncia marginal 1, 3, 5, 6 e 7 teˆm picos
de volatilidade melhor estimados pela ana´lise MCMC que as se´ries que teˆm
menor variaˆncia marginal 2, 4, 8, 9 e 10. Tambe´m, em geral, os picos de vo-
latilidade que ocorrem em per´ıodos mais instantaˆneos sa˜o menos percebidos
dada a suavidade aplicada pelo amostrador das log-variaˆncias SSMO.
Para analisar a estimac¸a˜o das covariaˆncias variantes no tempo destas
se´ries e´ mostrado na figura C.14 as correlac¸o˜es entre os retornos das se´ries y1
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a y9 e os retornos da se´rie y10. Note que, dado que as correlac¸o˜es dependem
das variaˆncias condicionais e que y10 tem muitos picos de volatilidade que
na˜o sa˜o estimados, esta´ sendo exibido o conjunto de correlac¸o˜es que menos
se aproxima das correlac¸o˜es reais.
Um estudo de interesse a partir da ana´lise fatorial e´ a ana´lise da proporc¸a˜o
de variaˆncia de uma varia´vel individual devida a` causas espec´ıficas em relac¸a˜o
a` sua variaˆncia total que e´ a variaˆncia espec´ıfica somada a` variaˆncia comum.
Na abordagem deste trabalho esses valores variam no tempo e sa˜o dados pelas
quantidades Ψiit/Σiit, isto e´ Ψiit/(XHtX
′ + Ψt)iit para i = 1, ..., q. A figura
C.15 mostra essas quantidades em contraste com os valores reais. Note que as
estimativas sa˜o mais suaves que os valores reais sendo mais apropriadas para
conhecer n´ıveis me´dios destas proporc¸o˜es e analisar tendeˆncias do que para
investigar com maior precisa˜o um determinado comportamento localizado
em vizinhanc¸as pequenas.
4.3 Simulac¸a˜o MCMC utilizando blocos
A simulac¸a˜o por blocos descrita na sec¸a˜o 3.4 e´ aplicada ao conjunto de da-
dos simulado na sec¸a˜o 4.1 utilizando um tamanho de cadeia de N=11000
simulac¸o˜es descartando as primeiras 1000 como per´ıodo para convergeˆncia
da cadeia. A partir desta amostra e´ extra´ıda uma sub-amostra de n=1000
observac¸o˜es tomados da cadeia a cada 10 na ordem da simulac¸a˜o. A con-
vergeˆncia da cadeia para a distribuic¸a˜o conjunta a posteriori foi atingida
antes de 700 simulac¸o˜es dada a indicac¸a˜o de estabilidade, a partir destes va-
lores, da locac¸a˜o das distribuic¸o˜es marginais a posteriori dos paraˆmetros θ,
X e µ para os quais esta mudanc¸a e´ vis´ıvel. As taxas de aceitac¸a˜o nos passos
em que e´ utilizado o algoritmo de MH foram de 75% para o passo (3) do
bloco de [X,f ]; 20% para o passo (5) do bloco dos paraˆmetros do processo de
VE dos fatores; e de 25% a 50% para os blocos dos paraˆmetros dos processos
de VE dos efeitos espec´ıficos.
Nas sub-sec¸o˜es que seguem sa˜o analisadas as estimativas para os paraˆmetros
e varia´veis latentes como na simulac¸a˜o sem blocos. Como vantagem da si-
mulac¸a˜o com blocos observamos para todos os paraˆmetros cadeias com auto-
40
correlac¸a˜o amostral bastante reduzidas quando comparadas a` simulac¸a˜o sem
blocos. Essa caracater´ıstica da simulac¸a˜o com blocos requer menor tamanho
de cadeia MCMC utilizada para construir a amostra de n = 1000 observac¸o˜es
sobre a qual e´ realizada a infereˆncia para os paraˆmetros. Em geral a ana´lise
com blocos produziu estimativas pontuais bastante pro´ximas das estimativas
da ana´lise sem blocos como e´ descrito com mais detalhes na sec¸a˜o 4.4.
4.3.1 Estimativas para o modelo de fatores
A figura C.16 mostra a ana´lise MCMC para o paraˆmetro θ. Note que, como
na ana´lise sem blocos a marginal a posteriori de θ8 e´ distinta de zero. Tambe´m
temos a auto-correlac¸a˜o maior para os mesmos elementos que no caso sem
blocos - ver figura C.1.
A figura C.17 mostra os histogramas da cadeia MCMC com blocos para
os elementos de X. Note que as distribuic¸o˜es marginais a posteriori para os
elementos de X sa˜o bastante pro´ximas das obtidas na simulac¸a˜o sem blocos
- ver figura C.2.
As me´dias para os fatores latentes f e seus desvios padro˜es condicionais
H
1/2
t = exp(λ
f
t /2) sa˜o comparados com os valores reais na figura C.19. Os
efeitos espec´ıficos sa˜o comparados com os valores reais juntamente com sua
sequeˆncia de desvios padro˜es condicionais Ψ
1/2
t = exp(λ
ε
t/2) na figura C.20.
Para essas varia´veis latentes foram encontradas estimativas pro´ximas a`s da-
das pel aana´lise sem blocos. O gra´fico C.21 mostra as quantidades f2t, ε3t e
ε4t no per´ıodo de t = 600, .., 700.
4.3.2 Estimativa dos modelos de VE.
As figuras C.22 e C.25 mostram a ana´lise MCMC com blocos para as me´dias
µfi e µ
ε
i e temos em geral para esse paraˆmetro resultados semelhantes aos da
ana´lise sem blocos, isto e´, intervalos de credibilidade geralmente contendo o
valor real do paraˆmetro exceto nos casos de µf2 , µ
ε
4 e µ
ε
7. Para os coeficientes
auto-regressivos - veja figuras C.23 e C.26, e para as variaˆncias das inovac¸o˜es
σεη e Σ
f
η - veja figuras C.24 e C.27, os intervalos de credibilidade conte´m
os valores reais dos paraˆmetros e exibem auto-correlac¸a˜o bastante baixa em
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comparac¸a˜o a` ana´lise sem blocos pore´m esses intervalos sa˜o maiores que os
dados pela ana´lise sem blocos.
4.3.3 As variaˆncias e covariaˆncias das se´ries de retor-
nos
Como na ana´lise sem blocos analisamos as variaˆncias condicionais, as cor-
relac¸o˜es condicionais e a proporc¸a˜o de variaˆncia espec´ıfica das se´ries de re-
tornos simuladas.
Em geral foram obtidos melhores ajustes para as variaˆncias condicionais
das se´ries de maior variaˆncia marginal em comparac¸a˜o com as se´ries de me-
nor variaˆncia marginal como na ana´lise sem blocos - veja figura C.28. Em
comparac¸a˜o com a ana´lise sem blocos sa˜o obtidas variaˆncias e correlac¸o˜es
condicionais bastante pro´ximas - veja figura C.30 para comparac¸a˜o das esti-
mativas envolvendo as se´ries 7, 4 e 10.
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4.4 Comparac¸a˜o das estimativas
Nessa sec¸a˜o sa˜o comparadas as estimativas dadas pelas ana´lises com e sem
blocos apresentadas nas sec¸o˜es anteriores deste cap´ıtulo. Essa mesma ana´lise
e´ aplicada a um novo conjunto de dados simulados. Esse novo conjunto de
dados foi simulado da mesma forma que o primeiro conjunto, isto e´, a partir
de novos paraˆmetros em Υ gerados segundo as distribuic¸o˜es descritas na sec¸a˜o
4.1. Dessa forma temos as aplicac¸o˜es dos me´todos descritos no cap´ıtulo 3 para
dois conjuntos de dados tratados como simulac¸a˜o A e simulac¸a˜o B.
E´ utilizado nesta sec¸a˜o o erro quadra´tico me´dio (EQM) para avaliar a
distaˆncia entre os valores reais e as estimativas obtidas dos paraˆmetros do
MF-VE e tambe´m das varia´veis latentes. Para as varia´veis latentes, isto e´, os
fatores comuns, efeitos espec´ıficos e log-variaˆncias foram utilizadas como es-
timativas as me´dias das cadeias MCMC a partir da convergeˆncia. As me´dias
para essas varia´veis latentes sa˜o registradas a cada grupo de iterac¸o˜es na˜o
sendo necessa´rio armazenar toda a cadeia para essas se´ries. Para essas es-
timativas foram obtidos EQM bastante pro´ximos para os dois me´todos na˜o
havendo para todos os casos uma performance melhor de algum dos me´todos
- veja tabelas 4.5 e 4.6.
Como estimativa pontual para cada paraˆmetro univariado do MF-VE e´
utilizada neste trabalho a mediana da amostra extra´ıda da cadeia MCMC
descrita no in´ıcio das sec¸o˜es 4.2 e 4.3. As estimativas pontuais pela mediana
da cadeia mostraram maior proximidade dos valores reais quando compara-
das a`s estimativas pela me´dia da cadeia para as aplicac¸o˜es realizadas neste
trabalho.
A tabela 4.7 mostra o EQM para os paraˆmetros estimados pelos me´todos
em relac¸a˜o aos valores reais sem apresentar algum dos me´todos como melhor
para estimar todos os paraˆmetros. Temos que θ foi melhor estimado por duas
vezes pela simulac¸a˜o com blocos e φf , Σfη , φ
ε e σεη foram melhor estimados
pelo me´todo sem blocos.
Os valores das estimativas para os paraˆmetros, isto e´ as medianas da
amostras MCMC com e sem blocos sa˜o exibidos nas tabelas 4.8 a 4.12 junta-
mente com o valores reais dos paraˆmetros. As figuras 4.1 a 4.5 mostram os
valores destas tabelas juntamente com uma reta f(x) = x. Em geral, para
43
Simulac¸a˜o A Simulac¸a˜o B
Varia´vel EQM EQM EQM EQM
Latente sem Blocos com Blocos sem Blocos com Blocos
f1 0,92 0,92 0,69 0,70
f2 2,65 2,69 2,38 2,23
ε1 0,92 0,92 0,70 0,70
ε2 1,35 1,35 1,81 1,71
ε3 5,19 5,21 0,70 0,71
ε4 1,32 1,32 1,71 1,72
ε5 4,40 4,41 0,99 1,01
ε6 4,12 4,13 0,28 0,28
ε7 3,49 3,50 7,26 7,14
ε8 1,39 1,40 0,67 0,68
ε9 1,20 1,19 1,34 1,35
ε10 0,40 0,40 0,34 0,34
Tabela 4.5: Erro quadra´tico me´dio para as varia´veis latentes ft e εt estimadas
pelos me´todos pelas simulac¸o˜es A e B colocando-se em negrito os menores
EQM - valores ×10−5.
os paraˆmetros X e µ as estimativas pontuais obtidas pelas ana´lises MCMC
com e sem blocos sa˜o bastante pro´ximas entre si o que na˜o e´ observado para
θ, φ, σεη e Σ
f
η para os quais sa˜o obtidas maiores diferenc¸as.
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Simulac¸a˜o A Simulac¸a˜o B
Varia´vel EQM EQM EQM EQM
Latente sem Blocos com Blocos sem Blocos com Blocos
λf1 0,27 0,25 0,22 0,24
λf2 0,17 0,17 0,44 0,39
λε1 0,26 0,26 0,20 0,20
λε2 0,13 0,12 0,17 0,17
λε3 0,34 0,33 0,51 0,56
λε4 0,06 0,06 0,22 0,24
λε5 0,25 0,25 0,43 0,54
λε6 0,20 0,20 0,19 0,19
λε7 0,19 0,19 0,33 0,32
λε8 0,21 0,21 0,25 0,24
λε9 0,28 0,29 0,19 0,19
λε10 0,21 0,21 0,26 0,27
Tabela 4.6: Erro quadra´tico me´dio para as log-variaˆncias λft e λ
ε
t estimadas
pelos me´todos pelas simulac¸o˜es A e B colocando-se em negrito os menores
EQM.
Simulac¸a˜o A Simulac¸a˜o B
Paraˆmetro EQM EQM EQM EQM
sem Blocos com Blocos sem Blocos com Blocos
θ (×10−7) 3.05 2.03 2.32 2,13
X (×10−3) 7.89 9.74 37.2 22.4
µf e µε (×10−2) 2.91 2.78 13.9 14.9
φf e φε (×10−3) 0.97 1.40 0.50 1.69
Σfη e σ
ε
η (×10
−3) 1,13 1.21 0.57 0.86
Tabela 4.7: Erro quadra´tico me´dio para os paraˆmetros estimados pelos
me´todos pelas simulac¸o˜es A e B colocando-se em negrito os menores EQM.
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Figura 4.1: Medianas para os elementos de θ das ana´lises MCMC sem blocos
(esquerda) e utilizando blocos (direita) contra valor real e com a refereˆncia
da func¸a˜o f(x) = x.
Simulac¸a˜o A Simulac¸a˜o B
s/ Blocos c/ Blocos Real s/ Blocos c/ Blocos Real
Med DP Med DP Med DP Med DP
θ1 2,06 6,82 3,86 6,51 3,08 1,42 3,68 1,55 3,58 -2,30
θ2 1,14 6,99 2,90 6,24 6,93 -7,23 5,07 -6,82 5,08 -1,68
θ3 -7,78 8,75 -6,83 7,78 0,02 -13,1 5,57 -12,1 5,75 -9,97
θ4 -4,71 6,66 -2,76 6,14 -1,73 12,25 8,08 12,37 8,07 3,92
θ5 1,19 9,50 1,69 9,28 -2,51 -0,40 6,87 0,49 6,99 2,99
θ6 4,24 9,03 7,54 8,67 5,24 0,08 6,51 0,64 6,40 8,29
θ7 -21,2 12,12 -17,6 11,29 -9,24 7,29 6,50 6,77 6,87 -1,09
θ8 14,27 4,90 13,80 4,83 8,32 -3,69 5,90 -3,02 6,06 -4,01
θ9 -8,66 6,41 -7,48 5,79 -0,81 3,31 7,53 4,03 7,74 1,03
θ10 -3,32 4,49 -2,52 4,72 -6,05 -0,35 4,90 0,32 5,26 -1,27
Tabela 4.8: A me´dia θ estimada pelos me´todos de simulac¸a˜o MCMC e real -
valores ×10−4.
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Figura 4.2: Medianas para os elementos irrestritos de X das ana´lises MCMC
sem blocos (esquerda) e utilizando blocos (direita) contra valor real e com a
refereˆncia da func¸a˜o f(x) = x.
Simulac¸a˜o A Simulac¸a˜o B
s/ Blocos c/ Blocos Real s/ Blocos c/ Blocos Real
Med DP Med DP Med DP Med DP
X21 1,16 0,13 1,13 0,12 1,22 0,50 0,11 0,49 0,09 0,27
X31 -0,19 0,15 -0,22 0,14 0,03 1,89 0,11 1,90 0,11 1,67
X41 1,43 0,14 1,40 0,12 1,44 1,52 0,12 1,53 0,13 1,60
X51 -0,50 0,14 -0,52 0,14 -0,42 2,36 0,12 2,37 0,13 2,07
X61 2,71 0,20 2,68 0,19 2,69 1,00 0,10 1,00 0,11 0,80
X71 2,63 0,24 2,60 0,22 2,62 1,25 0,15 1,26 0,12 1,22
X81 -0,73 0,08 -0,75 0,08 -0,61 1,89 0,10 1,91 0,11 1,72
X91 1,02 0,12 0,99 0,11 1,09 1,98 0,14 1,98 0,14 1,78
X101 0,77 0,07 0,77 0,07 0,71 0,83 0,08 0,84 0,08 0,74
X32 1,40 0,06 1,40 0,06 1,45 1,05 0,23 1,04 0,05 0,96
X42 0,92 0,03 0,93 0,03 0,96 0,08 0,20 0,09 0,05 0,06
X52 1,09 0,07 1,08 0,07 1,12 1,04 0,20 1,03 0,05 0,92
X62 0,62 0,06 0,63 0,05 0,60 0,53 0,13 0,52 0,05 0,44
X72 1,34 0,06 1,35 0,06 1,36 -1,43 0,79 -1,38 0,08 -1,24
X82 0,44 0,04 0,43 0,04 0,39 0,86 0,17 0,85 0,05 0,78
X92 0,91 0,03 0,91 0,03 0,95 1,51 0,41 1,49 0,07 1,36
X102 0,04 0,03 0,05 0,03 0,06 0,01 0,13 0,02 0,05 0,06
Tabela 4.9: Elementos irrestritos da matriz X estimados pelos me´todos de
simulac¸a˜o MCMC e real.
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Figura 4.3: Medianas para as me´dias µf e µε dos processos de VE pelas
ana´lises MCMC sem blocos (esquerda) e utilizando blocos (direita) contra
seus valores reais e com a refereˆncia da func¸a˜o f(x) = x.
Simulac¸a˜o A Simulac¸a˜o B
s/ Blocos c/ Blocos Real s/ Blocos c/ Blocos Real
Med DP Med DP Med DP Med DP
µ
f
1 -9,68 0,22 -9,69 0,17 -9,56 -10,01 0,14 -10,11 0,11 -9,92
µ
f
2 -8,37 0,15 -8,41 0,11 -8,67 -9,44 0,71 -9,41 0,23 -9,06
µε1 -7,97 0,25 -7,96 0,25 -7,92 -9,84 0,13 -9,83 0,14 -9,73
µε2 -9,71 0,11 -9,70 0,12 -9,67 -9,08 0,12 -9,08 0,12 -9,12
µε3 -8,92 0,46 -8,93 0,42 -9,07 -11,46 0,50 -11,39 0,31 -11,05
µε4 -10,17 0,09 -10,18 0,09 -10,01 -7,67 0,44 -7,61 0,33 -8,07
µε5 -7,74 0,19 -7,72 0,21 -7,70 -10,09 0,68 -10,14 0,73 -9,10
µε6 -9,11 0,10 -9,09 0,10 -9,21 -8,22 0,17 -8,21 0,17 -8,36
µε7 -7,91 0,23 -7,90 0,22 -8,31 -8,94 0,28 -8,90 0,27 -8,82
µε8 -9,11 0,13 -9,09 0,13 -9,02 -9,66 0,16 -9,64 0,17 -9,73
µε9 -9,56 0,14 -9,55 0,14 -9,61 -9,03 0,11 -9,04 0,11 -8,82
µε10 -8,99 0,11 -8,99 0,10 -9,03 -8,60 0,14 -8,58 0,16 -8,94
Tabela 4.10: Me´dias dos processos de VE µf e µε estimadas pelos me´todos
de simulac¸a˜o MCMC e seus valores reais.
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Figura 4.4: Medianas para os coeficientes auto-regressivos φf e φε dos pro-
cessos de VE pelas ana´lises MCMC sem blocos (esquerda) e utilizando blocos
(direita) contra seus valores reais e com a refereˆncia da func¸a˜o f(x) = x.
Simulac¸a˜o A Simulac¸a˜o B
s/ Blocos c/ Blocos Real s/ Blocos c/ Blocos Real
Med DP Med DP Med DP Med DP
φ
f
1 0,95 0,02 0,89 0,05 0,90 0,94 0,03 0,80 0,09 0,92
φ
f
2 0,94 0,03 0,87 0,05 0,92 0,97 0,01 0,96 0,01 0,97
φε1 0,95 0,02 0,95 0,02 0,98 0,93 0,06 0,94 0,05 0,90
φε2 0,86 0,08 0,88 0,07 0,91 0,91 0,06 0,92 0,04 0,90
φε3 0,96 0,02 0,97 0,02 0,98 0,94 0,04 0,95 0,02 0,97
φε4 0,87 0,11 0,83 0,29 0,89 0,96 0,02 0,97 0,01 0,96
φε5 0,95 0,02 0,96 0,02 0,94 0,97 0,01 0,98 0,01 0,98
φε6 0,85 0,11 0,82 0,20 0,89 0,96 0,03 0,97 0,02 0,94
φε7 0,95 0,02 0,96 0,02 0,96 0,95 0,03 0,96 0,03 0,95
φε8 0,91 0,05 0,93 0,04 0,89 0,93 0,03 0,94 0,03 0,93
φε9 0,94 0,03 0,94 0,03 0,90 0,88 0,04 0,89 0,04 0,93
φε10 0,90 0,05 0,91 0,05 0,89 0,92 0,03 0,93 0,03 0,95
Tabela 4.11: Coeficientes auto-regressivos dos processos de VE estimados
pelos me´todos de simulac¸a˜o MCMC e os valores reais.
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Figura 4.5: Medianas para as variaˆncias e covariaˆncias em Σfη e σ
ε
η dos pro-
cessos de VE pelas ana´lises MCMC sem blocos (esquerda) e utilizando blocos
(direita) contra seus valores reais e com a refereˆncia da func¸a˜o f(x) = x.
Simulac¸a˜o A Simulac¸a˜o B
s/ Blocos c/ Blocos Real s/ Blocos c/ Blocos Real
Med DP Med DP Med DP Med DP
Σfη11 0,029 0,016 0,101 0,058 0,077 0,020 0,013 0,118 0,065 0,052
Σfη12 -0,012 0,009 -0,033 0,021 -0,008 -0,006 0,013 -0,020 0,025 -0,025
Σfη22 0,026 0,016 0,079 0,040 0,033 0,070 0,023 0,114 0,035 0,083
σεη1 0,079 0,030 0,073 0,029 0,084 0,032 0,046 0,028 0,032 0,071
σεη2 0,081 0,060 0,065 0,048 0,033 0,045 0,041 0,039 0,032 0,044
σεη3 0,136 0,066 0,123 0,047 0,088 0,119 0,073 0,096 0,059 0,080
σεη4 0,004 0,005 0,007 0,013 0,014 0,058 0,024 0,050 0,020 0,062
σεη5 0,051 0,029 0,045 0,023 0,081 0,118 0,047 0,123 0,058 0,090
σεη6 0,005 0,009 0,009 0,015 0,049 0,019 0,015 0,018 0,016 0,054
σεη7 0,065 0,033 0,055 0,027 0,064 0,059 0,057 0,044 0,036 0,051
σεη8 0,053 0,038 0,037 0,031 0,089 0,063 0,035 0,058 0,029 0,080
σεη9 0,035 0,023 0,029 0,021 0,082 0,067 0,035 0,066 0,033 0,051
σεη10 0,046 0,030 0,042 0,029 0,080 0,079 0,033 0,070 0,031 0,090
Tabela 4.12: Variaˆncias (e covariaˆncia) das inovac¸o˜es dos processos de VE
estimadas pelos me´todos de simulac¸a˜o MCMC e seus valores reais.
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Cap´ıtulo 5
Ana´lise de Dados Reais
Nesse cap´ıtulo e´ ajustado o MF-VE para um conjunto de 10 taxas de caˆmbio
utilizando o algoritmo de simulac¸a˜o por blocos. As taxas de caˆmbio analisa-
das sa˜o a paridade com o do´lar de moedas da A´sia, Europa e Ame´rica do Sul
e Central obtidas da ageˆncia de informac¸o˜es Bloomberg: Yen / Japa˜o (JPY),
Libra / Reino Unido (GBP), Do´lar de Cingapura (SGD), Bath / Tailaˆndia
(THB), Won / Core´ia (KRW), Coroa Sueca (SEK), Franco Suic¸o (CHF),
Euro (EUR), Real / Brasil (BRL) e Peso / Me´xico (MXN), no per´ıodo de
01/jan/1999 a 31/ago/2002 - veja figura 5.1.
A partir destas taxas sa˜o constru´ıdas as se´ries de retornos dia´rios uti-
lizando como retornos yt = (pt/pt−1 − 1) e formando um histo´rico de 934
retornos dia´rios. Esses retornos sa˜o mostrados na figura D.2 utilizando esca-
las diferentes devido a` maior amplitude da se´rie BRL. Nas sec¸o˜es seguintes
sa˜o discutidas a estrutura escolhida para o ajuste do modelo e as estimativas
obtidas para os paraˆmetros do modelo de fatores e e´ realizada a interpretac¸a˜o
dos seus valores identificando grupos de taxas de caˆmbio correlacionadas e
fatores comuns a essas se´ries. Em seguida sa˜o discutidos os modelos de VE
ajustados, os fatores comuns e efeitos espec´ıficos extra´ıdos das se´ries dada a
estrutura determinada para o ajuste e por fim sa˜o analisadas as variaˆncias e
covariaˆncias das moedas com o Real/Brasil variantes no tempo.
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5.1 Ana´lise MCMC
A tabela 5.1 mostra as estat´ısticas suma´rias para os retornos das taxas no
per´ıodo. A se´rie BRL se destaca pelo retorno me´dio alto e positivo em relac¸a˜o
a`s demais se´ries seguido pelas moedas EUR, SEK e THB com retornos me´dios
menores e positivos. Quanto a` dispersa˜o dos retornos em torno de sua me´dia
temos BRL com maior desvio padra˜o e tambe´m maior amplitude no intervalo
de 95% dos dados. O grupo de taxas JPY, SEK, CHF e EUR que exibem
desvios padro˜es em torno de 0,70% e intervalos dos percentis em torno de
-1,35% a 1,35%. Com menores variaˆncias esta˜o as moedas MXN, THB, KRW
e GBP com desvios padro˜es em torno de 0,47% e intervalos entre -0,90% a
0,90%. Se destaca com menor variaˆncia marginal a se´rie SGD com desvio
padra˜o 0,27% e intervalo contendo 95% dos dados de -0,50% a 0,51%.
Media DP %2,5 %97,5
Moeda ×10−4 ×10−2 ×10−2 ×10−2
JPY 0,82 0,70 -1,36 1,35
GBP 0,78 0,49 -1,00 1,02
SGD 0,75 0,27 -0,50 0,51
THB 1,56 0,43 -0,83 0,99
KRW -0,03 0,47 -0,92 1,09
SEK 1,91 0,69 -1,39 1,41
CHF 1,06 0,69 -1,41 1,41
EUR 2,13 0,68 -1,38 1,35
BRL 12,00 1,21 -1,92 2,42
MXN 0,10 0,50 -0,92 1,02
Tabela 5.1: Estat´ısticas suma´rias para os retornos das taxas de caˆmbio:
me´dia, desvio padra˜o e percentis de 2,5% e 97,5% - per´ıodo de 01/jan/1999
a 31/ago/2002.
A tabela 5.2 apresenta a matriz de correlac¸o˜es entre os retornos das 10
taxas analisadas. Note que o Real/Brasil apresenta estimativas baixas para
correlac¸a˜o com as demais moedas, exceto com MXN. Tambe´m temos que
JPY apresenta correlac¸a˜o me´dia, em torno de 0, 20 com as moedas da A´sia
e Europa exceto com SGD estimada em 0, 43. As moedas europe´ias apre-
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sentam entre si alta correlac¸a˜o positiva indicando a existeˆncia de um fator
comum entre essas taxas de caˆmbio. Dessa forma, ajustando um modelo
de 2 fatores utilizamos nas posic¸o˜es em que ha´ restric¸a˜o impondo correlac¸a˜o
com os fatores as moedas JPY por apresentar correlac¸a˜o com as moedas da
Europa e A´sia e GBP por pertencer ao grupo de moedas europe´ias de altas
correlac¸o˜es duas a duas.
JPY
0,43 SGD
0,26 0,49 THB
0,20 0,23 0,26 KRW
0,20 0,11 0,04 0,02 GBP
0,19 0,17 0,09 0,04 0,49 SEK
0,23 0,19 0,11 -0,02 0,58 0,72 CHF
0,21 0,19 0,11 -0,01 0,58 0,79 0,91 EUR
0,07 0,06 0,03 0,00 0,04 0,04 -0,05 -0,02 BRL
-0,04 0,01 0,07 0,02 -0,15 -0,10 -0,23 -0,19 0,22 MXN
Tabela 5.2: Correlac¸o˜es entre os retornos das taxas de caˆmbio analisadas
colocando-se em negrito os grupos de moedas da A´sia, Europa e tambe´m
as correlac¸o˜es mais altas envolvendo JPY - per´ıodo de 01/jan/1999 a
31/ago/2002.
Na ana´lise MCMC obtivemos em geral as distribuic¸o˜es marginais a poste-
riori exibindo grau de simetria/assimetria e tambe´m valores de auto-correlac¸a˜o
pro´ximos aos obtidos nas ana´lises dos dados simulados. Foi utilizada a amos-
tra de n=1000 a partir de N=15000 simulac¸o˜es descartando as primeiras 5000
como per´ıodo de convergeˆncia e tomando a cada 10 observac¸o˜es na ordem da
cadeia.
5.2 O modelo de fatores
A tabela 5.3 mostra as estat´ısticas suma´rias das cadeias geradas para a me´dia
θ estimada como a mediana das cadeias geradas. Note que a parte da estru-
tura fatorial a se´rie BRL e´ a u´nica que exibe retorno me´dio significativamente
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diferentes de zero para o per´ıodo.
θ Med DP 2, 5% 97, 5%
JPY 2,39 2,03 -1,53 6,44
GBP 0,46 1,49 -2,53 3,32
SGD 1,05 0,72 -0,36 2,42
THB 0,63 0,99 -1,32 2,54
KRW -0,89 1,01 -2,87 1,08
SEK 2,60 2,10 -1,64 6,53
CHF 2,35 2,19 -2,40 6,35
EUR 2,98 2,18 -1,76 6,83
BRL 4,16 1,98 0,42 7,95
MXN -1,14 1,36 -3,96 1,38
Tabela 5.3: Estat´ısticas suma´rias para θ - mediana, desvio padra˜o e percentis
de 2, 5% e 97, 5% da cadeia MCMC - valores ×10−4.
As estat´ısticas para as colunas da matriz de cargas X sa˜o mostradas na
tabela 5.4 e mostram a estrutura fatorial estimada. Cada elemento xij de X
multiplicado pela variaˆncia do j-e´simo fator representa a covariaˆncia entre a
taxa i e o fator j. Tambe´m cada coluna X.j de X e´ a combinac¸a˜o linear das
taxas que compo˜em o j-e´simo fator.
Os baixos valores para as cargas dos fatores de BRL e MXN mostram
que essas taxas de caˆmbio teˆm pouca participac¸a˜o na composic¸a˜o dos fatores
f1 e f2. O primeiro fator e´ uma ponderac¸a˜o entre todas as moedas exceto
BRL e MXN com pesos maiores para as moedas europe´ias. O segundo fator
e´ um contraste entre as moedas asia´ticas (exceto o Yen que foi exclu´ıdo) e as
europe´ias, com pesos maiores para as moedas asia´ticas. participac¸a˜o EUR,
CHF, SEK e GBP sendo um efeito comum a` moedas europe´ias. Em resumo
temos que para a estrutura do modelo utilizada sa˜o extra´ıdos dos dados 2
fatores comuns sendo o primeiro relacionado ao mercado comum Europa -
A´sia e o segundo exclusivo das taxas europe´ias.
Observando a matriz de cargas X no espac¸o dos fatores - veja figura
D.3, e´ poss´ıvel notar a formac¸a˜o de 2 grupos de moedas. O primeiro grupo
e´ composto justamente pelas moedas europe´ias EUR, CHF, SEK e GBP
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X.1 X.2
se´rie Med DP 2, 5% 97, 5% Med DP 2, 5% 97, 5%
JPY 1 0
GBP 0,429 0,07 0,294 0,576 1
SGD 0,544 0,04 0,469 0,631 -0,170 0,06 -0,286 -0,064
THB 0,616 0,10 0,502 0,884 -0,262 0,07 -0,430 -0,148
KRW 0,313 0,05 0,216 0,431 -0,167 0,05 -0,269 0,076
SEK 0,794 0,01 0,589 1,104 1,830 0,10 1,65 2,043
CHF 0,906 0,01 0,668 1,197 2,193 0,11 2,00 2,421
EUR 0,896 0,01 0,654 1,196 2,231 0,11 2,03 2,470
BRL 0,003 0,07 -0,136 0,154 -0,125 0,07 -0,261 0,023
MXN -0,023 0,05 -0,117 0,076 0,317 0,06 -0,438 -0,200
Tabela 5.4: Ana´lise MCMC para a matriz de cargas X - mediana, desvio
padra˜o e percentis de 2, 5% e 97, 5% da cadeia MCMC.
que pontuam com valores altos e positivos no segundo fator e relativamente
altos e positivos no primeiro fator. As moedas asia´ticas THB, SGD e KRW
formam o segundo grupo apresentando n´ıveis pro´ximos de correlac¸a˜o com o
primeiro fator e tambe´m com o segundo fator. As moedas JPY, BRL, MXN
na˜o participam destes grupos de forma a manter sua distinc¸a˜o. Note tambe´m
na figura a ana´lise fatorial proposta pelo MF-VE e´ um modelo de rotac¸a˜o
obl´ıqua pois os fatores na˜o sa˜o ortogonais, isto e´ apresentam correlac¸a˜o.
5.3 Os modelos de VE
A figura D.4 mostra os fatores f1 e f2 extra´ıdos das se´ries e seus respectivos
desvios padro˜es condicionais. Temos para o primeiro fator f1t uma variaˆncia
maior - veja tabela 5.5, e uma persisteˆncia menor na volatilidade quando
comparado ao segundo fator f2t. Considerando o modelo de log-variaˆncias
que permite correlac¸a˜o entre as inovac¸o˜es no mesmo tempo t temos da matriz
Σfη - ver tabela 5.6, que a correlac¸a˜o entre as inovac¸o˜es das log-variaˆncias e´
relativamente alta igual a 0,34, o que na˜o seria estimado pelo modelo de
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Chib, Nardari e Shephard (2002) - ver sec¸a˜o 3.3.
fator µf φf
comum Med DP 2,5% 97,5% Med DP 2,5% 97,5%
f1 -11,68 0,17 -12,08 -11,40 0,47 0,16 0,15 0,76
f2 -12,02 0,12 -12,27 -11,80 0,56 0,21 0,08 0,87
Tabela 5.5: Estimativas para os paraˆmetros µf e φf do processo de volati-
lidade dos fatores comuns - mediana, desvio padra˜o e percentis de 2, 5% e
97, 5% da cadeia MCMC.
fator σf
comum Med DP 2,5% 97,5%
σfη11 0,568 0,18 0,25 0,94
σfη22 0,199 0,11 0,05 0,48
σfη12 0,110 0,09 -0,03 0,33
Tabela 5.6: Estimativas para Σfη - mediana, desvio padra˜o e percentis de
2, 5% e 97, 5% da cadeia MCMC.
A figura D.5 mostra os efeitos espec´ıficos das se´ries e seus respectivos
desvios padro˜es condicionais. Como citado os efeitos espec´ıficos εt e os n´ıveis
de log-variaˆncia dependem da ordem das se´ries escolhidas para os ajuste do
modelo e tambe´m do nu´mero de fatores. As tabelas 5.7 e 5.8 conte´m as
estat´ısticas suma´rias para os paraˆmetros dos componentes de VE.
5.4 A matriz de variaˆncias e covariaˆncias
A matriz de variaˆncias e covariaˆncias Σt estimada para os retornos das taxas
para o per´ıodo pode ser visualizada nas figuras D.6 para os elementos da sua
diagonal e na figura D.7 para as correlac¸o˜es entre BRL e as demais moedas.
A escala e´ exibida como particular para cada gra´fico para possibilitar a vi-
sualizac¸a˜o das menores taxas. A figura D.6 mostra as variaˆncias das se´ries
de retornos diagonal de Σt.
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efeito µε φε
espec´ıfico Med DP 2,5% 97,5% Med DP 2,5% 97,5%
JPY -10,47 0,12 -10,73 -10,24 0,92 0,07 0,72 0,98
GBP -11,22 0,18 -11,55 -10,85 0,97 0,02 0,93 0,99
SGD -13,21 0,34 -13,90 -12,67 0,93 0,03 0,85 0,97
THB -12,24 0,38 -13,14 -11,61 0,95 0,02 0,90 0,97
KRW -11,34 0,19 -11,71 -10,94 0,92 0,03 0,86 0,96
SEK -11,24 0,12 -11,48 -11,00 0,90 0,04 0,80 0,96
CHF -12,61 0,24 -13,11 -12,15 0,93 0,02 0,87 0,97
EUR -13,48 0,56 -14,81 -12,64 0,98 0,08 0,76 0,997
BRL -9,80 0,35 -10,51 -9,09 0,97 0,01 0,93 0,99
MXN -11,01 0,10 -11,22 -10,82 0,80 0,06 0,66 0,89
Tabela 5.7: Estimativas para os paraˆmetros µε e φε - mediana, desvio padra˜o
e percentis de 2, 5% e 97, 5% da cadeia MCMC.
A ana´lise da proporc¸a˜o de variaˆncia espec´ıfica isto e´ dos efeitos espec´ıficos
em relac¸a˜o a` variaˆncia total exibe uma posic¸a˜o a parte das se´ries de retornos
de BRL, MXN e KRW com quase toda variaˆncia devida a esses efeitos.
A moeda KRW apresenta efeitos de fatores comuns a`s demais 7 se´ries de
retornos em T = 400. Uma vez que essas se´ries na˜o esta˜o relacionadas com
a parte que e´ comum a`s demais se´ries sua variaˆncia e´ modelada em grande
parte pelos modelos de VE dos efeitos espec´ıficos e pouco pela variaˆncia da
parte fatorial isto e´ a matriz X e o modelo de VE-VAR(1) dos fatores.Em
contrapartida se destacam como bastante relacionadas aos efeitos comuns
a essas se´ries as moedas CHF e EUR com efeitos espec´ıficos com me´dias
relativamente pequenas.
5.5 Especificac¸a˜o Euro - Yen nos fatores
Dado que a escolha das primeiras k se´ries para o ajuste do modelo influencia
as estimativas e a interpretac¸a˜o do modelo, nesta sec¸a˜o apresentamos o ajuste
do MF-VE ajustado a`s mesmas taxas de caˆmbio pore´m fazendo EUR e JPY
como as primeira e segunda se´ries do modelo. Essa escolha considerou a maior
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efeito σεη,i
espec´ıfico
Med DP 2,5% 97,5%
JPY 0,057 0,06 0,009 0,24
GBP 0,015 0,10 0,006 0,040
SGD 0,192 0,10 0,068 0,473
THB 0,187 0,10 0,080 0,492
KRW 0,166 0,06 0,089 0,310
SEK 0,089 0,05 0,003 0,220
CHF 0,154 0,06 0,075 0,308
EUR 0,023 0,04 0,004 0,145
BRL 0,115 0,04 0,062 0,203
MXN 0,226 0,09 0,118 0,464
Tabela 5.8: Estimativas para σεη,i - mediana, desvio padra˜o e percentis de
2, 5% e 97, 5% da cadeia MCMC
correlac¸a˜o dos retornos destas se´ries com os primeiros fatores estimados pela
ana´lise fatorial cla´ssica ortogonal aplicada a essas se´ries de retornos. A tabela
5.9 mostra as estimativas para o paraˆmetro θ. Notamos a diferenc¸a para a
outra aplicac¸a˜o que ale´m de BRL tambe´m EUR tem pelo menos 95% da
distribuic¸a˜o marginal a posteriori distinta de zero.
A estimativa para a matriz de cargas dos fatores e´ mostrada na tabela
5.10. Novamente temos as moedas BRL e MXN pouco relacionadas aos fa-
tores. Note que, para a estrutura escolhida nesta sec¸a˜o, as moedas esta˜o
relacionadas a` parte fatorial de forma mais identificada a um dos fatores
quando comparadas a` aplicac¸a˜o anterior - exceto JPY. O primeiro fator e´
uma combinac¸a˜o linear com coeficientes altos e positivos das taxas de caˆmbio
europe´ias EUR, CHF e SEK e tambe´m de GBP e JPY. As demais moedas
asia´ticas teˆm coeficientes baixos para esse fator. O segundo fator e´ com-
binac¸a˜o linear com coeficientes altos e positivos para as moedas asia´ticas,
principalmente JPY e THB e baixos para as moedas europe´ias.
A figura D.9 mostra os fatores extra´ıdos das se´ries e seus respectivos des-
vios padro˜es. Note que o primeiro fator tem maior variaˆncia nesta estrutura
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θ Med DP 2, 5% 97, 5%
JPY 1,66 2,05 -1,11 4,17
GBP 0,45 1,45 -1,44 2,19
SGD 0,54 0,72 -0,38 1,44
THB -0,20 0,98 -1,43 1,06
KRW -1,16 1,06 -2,51 0,23
SEK 2,62 2,07 -0,16 5,25
CHF 2,21 2,11 -0,61 4,69
EUR 2,82 2,10 0,10 5,42
BRL 4,12 1,90 1,68 6,57
MXN -1,28 1,32 -3,09 0,35
Tabela 5.9: Estat´ısticas suma´rias para θ - mediana, desvio padra˜o e percentis
de 2, 5% e 97, 5% da cadeia MCMC colocando-se em negrito os intervalos de
credibilidade que na˜o conte´m o zero - valores ×10−4.
fatorial que na especificac¸a˜o JPY - GBP. As tabelas 5.11 e 5.12 mostram as
estimativas para os paraˆmetros do modelo de VE dos fatores. Note que ha´
maior persisteˆncia na volatilidade para o processo de VE do segundo fator
que na sec¸a˜o anterior. O intevalo de credibilidade para a covariaˆncia entre
as log-variaˆncias Σfη12 na˜o conte´m o zero.
Os efeitos espec´ıficos sa˜o exibidos na figura D.10. Note que os proces-
sos foram estimados como bastante pro´ximos quando comparados a` sec¸a˜o
anterior na figura D.5.
As figuras D.11 e D.12 mostram bastante proximidade entre as estima-
tivas das variaˆncias condicionais e os percentuais de variaˆncia espec´ıfica da
aplicac¸a˜o anterior.
5.6 Ana´lise de sensibilidade do modelo
A se´rie BRL exibe per´ıodos de alta volatilidade no in´ıcio de janeiro do ano
de 1999 e tambe´m no final de julho de 2002 - veja figura D.11. Para estudar
quanto o me´todo de ajuste e´ robusto com respeito a` presenc¸a ou na˜o da se´rie
BRL, que tem maior volatilidade, nessa sec¸a˜o e´ realizada a comparac¸a˜o das
59
X.1 X.2
se´rie Med DP 2, 5% 97, 5% Med DP 2, 5% 97, 5%
JPY 0,24 0,03 0,17 0,31 1,00
GBP 0,47 0,02 0,42 0,50 0,00 0,06 -0,12 0,10
SGD 0,07 0,01 0,04 0,09 0,65 0,08 0,52 0,82
THB 0,05 0,02 0,02 0,09 1,12 0,26 0,65 1,59
KRW 0,01 0,02 -0,02 0,04 0,43 0,08 0,30 0,59
SEK 0,84 0,02 0,80 0,88 0,06 0,06 -0,06 0,18
CHF 0,99 0,02 0,97 1,03 0,03 0,03 -0,05 0,09
EUR 1,00 0,00
BRL -0,04 0,03 -0,10 0,01 0,09 0,09 -0,08 0,28
MXN -0,12 0,02 -0,16 -0,07 0,15 0,07 0,04 0,33
Tabela 5.10: Ana´lise MCMC para a matriz de cargas X - mediana, desvio
padra˜o e percentis de 2, 5% e 97, 5% da cadeia MCMC.
fator µf φf
comum Med DP 2,5% 97,5% Med DP 2,5% 97,5%
f1 -10,22 0,06 -10,35 -10,10 0,21 0,15 -0,07 0,50
f2 -12,34 0,33 -12,90 -11,67 0,81 0,08 0,59 0,91
Tabela 5.11: Estimativas para os paraˆmetros µf e φf do processo de vola-
tilidade dos fatores comuns - mediana, desvio padra˜o e percentis de 2, 5% e
97, 5% da cadeia MCMC.
estimativas pontuais dadas pelo ajuste do MF-VE para o mesmo conjunto
de taxas de caˆmbio pore´m retirando-se a se´rie BRL. Para as me´dias θ foram
obtidas estimativas bastante pro´ximas em geral - veja figura 5.1 e tabela
5.13. A matriz X foi estimada com pesos bastante pro´ximos dos valores no
ajuste para o modelo com a se´rie BRL exceto na posic¸a˜o (5,2) em que ha´
subestimac¸a˜o - veja tabela 5.14 e figura 5.2. Essa posic¸a˜o relaciona a moeda
THB, que obteve menor n´ıvel de log-variaˆncia estimado, ao segundo fator
tendo pouca importaˆncia em relac¸a˜o a`s demais estimativas. As me´dias dos
processos de log-variaˆncia mostram maior concordaˆncia entre os ajustes para
as maiores estimativas em relac¸a˜o a`s menores estimativas - veja tabela 5.15
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fator σf
comum Med DP 2,5% 97,5%
σfη11 0,40 0,12 0,19 0,64
σfη22 0,29 0,13 0,12 0,62
σfη12 0,22 0,07 0,09 0,38
Tabela 5.12: Estimativas para Σfη - mediana, desvio padra˜o e percentis de
2, 5% e 97, 5% da cadeia MCMC.
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Figura 5.1: Medianas para os elementos de θ das ana´lises MCMC para o MF-
VE ajusado para as taxas de caˆmbio com a moeda Real/Brasil, juntamente
com e sem a refereˆncia da func¸a˜o f(x) = x.
e figura 5.3. As estimativas dos paraˆmetros auto-regressivos e variaˆncias das
inovac¸o˜es exibem concordaˆncia e sa˜o mostradas nas figuras 5.4 e 5.5 e nas
tabelas 5.16 e 5.17.
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Ana´lise c/ BRL Ana´lise s/ BRL
θ Med DP Med DP
EUR 2,818 2,098 3,020 1,988
JPY 1,665 2,050 1,628 2,052
MXN -1,279 1,318 -1,354 1,335
SGD 0,544 0,723 0,627 0,761
THB -0,196 0,975 -0,101 0,946
KRW -1,163 1,060 -1,041 1,071
SEK 2,625 2,073 2,703 2,001
CHF 2,206 2,108 2,292 2,048
GBP 0,449 1,447 0,413 1,483
BRL 4,122 1,899 - -
Tabela 5.13: A me´dia θ estimada pelos me´todos de simulac¸a˜o MCMC e real
- valores ×10−4.
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Figura 5.2: Medianas para os elementos irrestritos de X do MF-VE ajustado
para as taxas de caˆmbio com e sem a moeda Real/Brasil.
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Ana´lise c/ BRL Ana´lise s/ BRL
X.1 e X.2 Med DP Med DP
JPY 0,241 0,033 0,240 0,036
MXN -0,119 0,022 -0,119 0,022
SGD 0,068 0,012 0,067 0,012
THB 0,054 0,017 0,052 0,017
KRW 0,011 0,017 0,011 0,017
SEK 0,837 0,021 0,837 0,023
CHF 0,995 0,016 0,993 0,018
GBP 0,465 0,020 0,464 0,021
BRL -0,043 0,029 0,000 0,000
MXN 0,155 0,073 0,127 0,064
SGD 0,645 0,078 0,630 0,068
THB 1,120 0,262 0,901 0,213
KRW 0,430 0,078 0,416 0,073
SEK 0,061 0,058 0,053 0,054
CHF 0,026 0,034 0,031 0,033
GBP -0,005 0,058 0,004 0,052
BRL 0,087 0,093 0,000 0,000
Tabela 5.14: Elementos irrestritos da matriz X estimados pelos me´todos de
simulac¸a˜o MCMC e real.
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Figura 5.3: Medianas para as me´dias µf e µε dos processos de VE dadas
pelas ana´lises MCMC para o MF-VE com os dados das taxas de caˆmbio com
e sem a moeda Real/Brasil.
Ana´lise c/ BRL Ana´lise s/ BRL
µ Med DP Med DP
fator1 -10,224 0,061 -10,226 0,068
fator2 -12,348 0,332 -12,120 0,293
EUR -13,363 0,424 -13,460 0,727
JPY -10,401 0,124 -10,422 0,122
MXN -11,016 0,098 -11,013 0,097
SGD -12,842 0,259 -12,972 0,317
THB -12,844 0,604 -12,565 0,510
KRW -11,333 0,192 -11,328 0,187
SEK -11,253 0,118 -11,233 0,121
CHF -12,682 0,252 -12,667 0,265
GBP -11,213 0,173 -11,216 0,177
BRL -9,808 0,336 0,000 0,000
Tabela 5.15: Me´dias dos processos de VE µf e µε estimadas pelos me´todos
de simulac¸a˜o MCMC e seus valores reais.
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Figura 5.4: Medianas para os coeficientes auto-regressivos φf e φε dos pro-
cessos de VE dadas pelas ana´lises MCMC para o MF-VE com os dados das
taxas de caˆmbio com e sem a moeda Real/Brasil.
Ana´lise c/ BRL Ana´lise s/ BRL
φ Med DP Med DP
fator1 0,207 0,151 0,205 0,155
fator2 0,817 0,084 0,782 0,098
EUR 0,972 0,044 0,977 0,074
JPY 0,906 0,099 0,913 0,094
MXN 0,800 0,059 0,804 0,057
SGD 0,927 0,031 0,922 0,030
THB 0,959 0,024 0,951 0,024
KRW 0,925 0,024 0,924 0,025
SEK 0,904 0,044 0,901 0,041
CHF 0,927 0,026 0,927 0,026
GBP 0,974 0,015 0,975 0,016
BRL 0,966 0,014 - -
Tabela 5.16: Coeficientes auto-regressivos dos processos de VE estimados
pelos me´todos de simulac¸a˜o MCMC e os valores reais.
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Figura 5.5: Medianas para as variaˆncias e covariaˆncias em Σfη e σ
ε
η dos pro-
cessos de VE dadas pelas ana´lises MCMC para o MF-VE com os dados das
taxas de caˆmbio com e sem a moeda Real/Brasil.
Ana´lise c/ BRL Ana´lise s/ BRL
ση Med DP Med DP
fator1 0,400 0,117 0,391 0,112
fatores 1 e 2 0,220 0,075 0,227 0,082
fator2 0,220 0,075 0,227 0,082
EUR 0,291 0,130 0,328 0,134
JPY 0,030 0,044 0,024 0,038
MXN 0,059 0,085 0,057 0,079
SGD 0,231 0,084 0,227 0,084
THB 0,119 0,072 0,154 0,091
KRW 0,249 0,139 0,224 0,129
SEK 0,160 0,053 0,164 0,058
CHF 0,093 0,051 0,094 0,049
GBP 0,168 0,069 0,162 0,064
BRL 0,013 0,008 0,014 0,008
Tabela 5.17: Variaˆncias (e covariaˆncia) das inovac¸o˜es dos processos de VE
estimadas pelos me´todos de simulac¸a˜o MCMC e seus valores reais.
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Cap´ıtulo 6
Considerac¸o˜es Finais
Foram aplicados os me´todos de simulac¸a˜o MCMC para conjuntos de dados
simulados para os quais as cadeias geradas exibem menor auto-correlac¸a˜o
para a ana´lise MCMC com blocos aumentando a eficieˆncia do algoritmo.
De uma forma geral os me´todos de simulac¸a˜o estudados produzem boas es-
timativas para os paraˆmetros e varia´veis latentes do MF-VE apresentando
maiores diferenc¸as nas estimativas dos paraˆmetros dos modelos de VE coe-
ficiente auto-regressivo e variaˆncia/covariaˆncia das inovac¸o˜es e na me´dia do
modelo de fatores. Pelas aplicac¸o˜es realizadas as diferenc¸as na˜o determinam
um me´todo como melhor para estimar os paraˆmetros do modelo em geral.
Foi verificada a suposic¸a˜o de matriz de variaˆncias e covariaˆncias variante
no tempo e retornos relacionados a fatores comuns para um conjunto de
10 taxas de caˆmbio. A partir de uma estrutura fatorial proposta com base
em fatores relacionados a`s moedas Yen e Libra Esterlina, sa˜o interpretados
esses fatores, a correlac¸a˜o varia´vel-fator, os grupos de moedas correlacionadas
identificados e o percentual de variaˆncia espec´ıfica destas moedas para o
per´ıodo. A ana´lise do modelo de fatores para as taxas de caˆmbio estaria
completa com o estudo de estimativas de previsa˜o pelo MF-VE, o que tem
sido realizado na literatura para modelos de VE atrave´s do me´todo de Monte
Carlo sequencial.
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Apeˆndice A
Simulac¸a˜o de Monte Carlo -
Cadeia de Markov
Ome´todo de simulac¸a˜oMCMC realiza integrac¸a˜o de Monte Carlo utilizando
Cadeias de Markov. E´ utilizado na estat´ıstica bayesiana para integrar sobre
a distribuic¸a˜o a posteriori dos paraˆmetros do modelo condicionado aos dados
e na estat´ıstica frequ¨entista para integrar nas distribuic¸o˜es das varia´veis ob-
serva´veis condicionado aos valores dos paraˆmetros. A integrac¸a˜o de Monte
Carlo gera amostras da distribuic¸a˜o relacionada e toma me´dias amostrais
para aproximar esperanc¸as. MCMC gera essas amostras formando uma
Cadeia de Markov longa no tempo. Existem muitas formas de construir es-
sas cadeias mas todas, incluindo o amostrador de Gibbs - Geman e Geman
(1984), sa˜o casos particulares da forma geral de Metropolis et al (1953) e
Hastings (1970).
A.1 O algoritmo de Metropolis
Dada uma distribuic¸a˜o p(θ|y) que pode ser computada a menos de uma
constante normalizadora o algoritmo de Metropolis cria uma sequ¨eˆncia de
pontos aleato´rios (θ(1), θ(2), ..) cuja distribuic¸a˜o converge para a distribuic¸a˜o
de interesse p(θ|y). O algoritmo procede da seguinte forma
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• observa um ponto inicial θ0 (com p(θ0|y) > 0) de uma distribuic¸a˜o
inicial p0(θ
0) - pode ser resultado de amostragem por importaˆncia.
• para t = 1, 2, ..
(a) amostra um ponto candidato θ∗ na iterac¸a˜o t de uma distribuic¸a˜o
Jt(θ
∗|θt−1)(regra de transic¸a˜o) que deve ser sime´trica no sentido
que Jt(θb|θa) = Jt(θa|θb) para quaisquer t, a, b.
(b) calcula a raza˜o das densidades
r =
p(θ∗|y)
p(θt−1|y)
(c) a cadeia se move em t para θ∗ (θt = θ∗) com probabilidade
min{1, r} e caso contra´rio na˜o se move permanecendo em θt−1
(θt = θt−1)
A prova de que a sequ¨eˆncia (θ(1), θ(2), ..) converge para a distribuic¸a˜o
de interesse envolve dois passos. Primeiro a sequ¨eˆncia gerada e´ uma Ca-
deia de Markov com distribuic¸a˜o estaciona´ria u´nica - processo e´ irredut´ıvel,
aperio´dico e na˜o transiente. Em seguida a distribuic¸a˜o estaciona´ria u´nica e´
a distribuic¸a˜o de interesse - ver Gelman, Carlin, Stern e Rubin (1996) cap.11
p.325. O algoritmo de Metropolis-Hastings generaliza o algoritmo de Me-
tropolis em dois sentidos. Primeiro a regra de transic¸a˜o Jt na˜o precisa ser
sime´trica ou seja na˜o e´ necessa´rio que Jt(θb|θa) = Jt(θa|θb). Em segundo
lugar para corrigir o erro de assimetria na regra de transic¸a˜o a raza˜o r e´
substitu´ıda por uma raza˜o de razo˜es de importaˆncia
r =
p(θ∗|y)/Jt(θ
∗|θt−1)
p(θt−1|y)/Jt(θt−1|θ∗)
que e´ sempre definida pois o movimento so´ ocorre se forem Jt(θ
∗|θt−1) e
p(θt−1|y) na˜o zeros. Permitir regras jumping assime´tricas pode ajudar a
aumentar a velocidade de convergeˆncia do passeio aleato´rio.
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A.2 O amostrador de Gibbs
O amostrador de Gibbs e´ um algoritmo particular de gerac¸a˜o de cadeia de
Markov muito u´til em problemas multidimensionais. E´ definido em termos
de subvetores do paraˆmetro de interesse: suponha o vetor θ dividido em d
componentes ou subvetores θ = (θ1, .., θd) e em cada iterac¸a˜o o algoritmo
percorre os d subvetores de θ amostrando cada subvetor condicionado aos
valores amostrados mais recentes dos demais. Assim em cada iterac¸a˜o t do
algoritmo existem d passos e para uma ordem escolhida θ
(t)
j e´ amostrado
θ
(t)
j ∼ p(θj|θ\j, y)
com θ\j = (θ
(t)
1 , .., θ
(t)
j−1, θ
(t−1)
j+1 , .., θ
(t−1)
d ) ou seja, todos os componentes de θ
nos seus valores correntes exceto θj.
O amostrador de Gibbs pode ser visto como um caso particular do algo-
ritmo de Metropolis-Hastings. Na sua iterac¸a˜o (t, j) - iterac¸a˜o t e bloco j,
temos a densidade condicional a posteiori de θj dado θ\j
JGibbst,j (θ
∗|θt−1) =
{
p(θ∗j |θ
t−1
\j , y) se θ
∗
\j = θ
t−1
\j
0 cc,
e a raza˜o das razo˜es de importaˆncia no j-e´simo passo da iterac¸a˜o t e´:
r =
p(θ∗|y)/JGibbsj,t (θ
∗|θt−1)
p(θt−1|y)/JGibbsj,t (θ
t−1|θ∗)
=
p(θ∗|y)/p(θ∗j |θ
t−1
\j , y)
p(θt−1|y)/p(θt−1j |θ
t−1
\j , y)
=
p(θt−1\j |y)
p(θt−1\j |y)
= 1
logo todo movimento e´ aceito.
70
Apeˆndice B
Simulac¸a˜o e Filtragem em
Modelos de Espac¸os de Estados
Nesse apeˆndice sa˜o brevemente descritos os me´todos de simulac¸a˜o e filtragem
para modelos de espac¸os de estados utilizados neste trabalho. O suavizador-
simulador de de Jong e Shephard (SSMO) e´ utilizado para gerar amostras
de estados condicionados a`s observac¸o˜es e paraˆmetros. O algoritmo FFBS
de West e Harrisson tem o mesmo propo´sito que o SSMO e e´ o simulador
de estados utilizado em Aguilar e West (2000) e neste trabalho foi utilizado
como refereˆncia ao desempenho de convergeˆncia do SSMO. O me´todo de
Descontos descrito na u´ltima subsec¸a˜o e´ utilizado para obter estimativas
filtradas e suavizadas da matriz de variaˆncias e covariaˆncias (matriz-estado)
de uma se´rie de tempo multivariada e e´ utilizada na ana´lise inicial para
estimar o processo da matriz de variaˆncias e covariaˆncias variante no tempo.
B.1 O suavizador-simulador de de Jong e She-
phard
Suponha que condicionada a ω = (ω0; ...;ωn) a se´rie yt e´ gerada pelo modelo
de espac¸os de estados
yt = Xtβ + Ztαt +Gtut, (t = 1, ..., n)
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αt+1 = Wtβ + Ttαt +Htut, (t = 0, 1, ..., n)
com α0 = 0, as matrizes de sistema podendo depender de ωt e os ut dis-
tribu´ıdos N(0, σ2I) independentes. O algoritmo amostra η ∼ p(η|y, ω) com
η = (η0; η1; ...ηn), ηt = Ftut para Ft matriz arbitra´ria. Inicialmente, e´ execu-
tado para t = 1, ..., n o filtro de Kalman
et = yt −Xtβ + Ztat
Dt = ZtPtZ
′
t +GtG
′
t
Kt = (TtPtZ
′
t +HtG
′
t)D
−1
t
at+1 = Wtβ + Ttat +Ktet
Pt+1 = TtPtL
′
t +HtJ
′
t
com a1 = W0β, P1 = H0H
′
0, Lt = Tt −KtZt e Jt = Ht −KtGt. Nesse passo
do filtro de Kalman et, Dt e Kt sa˜o armazenados. Fazendo rn = 0 e Un = 0
e´ executado para t = n, .., 1
Ct = Ft(I −G
′
tD
−1
t Gt − J
′
tUtJt)F
′
t
εt ∼ N(0, σ
2Ct)
Vt = Ft(G
′
tD
−1
t Zt + J
′
tUtLt)
rt−1 = Z
′
tD
−1
t et + L
′
trt − V
′
tC
−1
t εt
Ut−1 = Z
′
tD
−1
t Zt + L
′
tUtLt + V
′
tC
−1
t Vt
do qual e´ armazenado ηt = Ft(G
′
tD
−1
t et + J
′
trt) + εt para o qual G0 = 0. O
vetor η = (η0; η1; ...ηn) e´ uma amostra de p(η|y, ω). Fazendo Ft = Gt ou
Ft = Ht a amostra de ηt corresponde ao ru´ıdo de estado Htut e de medida
Gtut respectivamente.
B.2 O algoritmo FFBS de West Harrisson
O modelo linear dinaˆmico (DLM) multivariado definido em West Harrisson
(1997) e´
Yt = F
′
tθt + νt, νt ∼ N(0, Vt) (B.1)
θt = G
′
tθt−1 + wt, wt ∼ N(0,Wt) (B.2)
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com sequ¨eˆncias de erro νt e wt independentes e o estado θt n-dimensional. O
modelo e´ denotado pela qua´drupla {Ft, Gt, Vt,Wt} para cada tempo t com
matrizes de sistema conhecidas Ft n×r, Gt n×n, Vt r×r matriz de variaˆncias
e covariaˆncias dos erros observacionais e Wt n × n matriz de variaˆncias e
covariaˆncias dos erros de evoluc¸a˜o. Denotando a informac¸a˜o dispon´ıvel para
previsa˜o no tempo t como Dt = {Yt, Dt−1} atualizada sequeˆncialmente com
a observac¸a˜o dos valores de Yt a partir de um conjunto de informac¸o˜es inicial
D0, para o modelo (B.1)-(B.2) temos as distribuic¸o˜es de previsa˜o 1 passo a
frente e a posteriori para cada t como segue
(a) Posteriori em t− 1:
com uma media mt−1 e matriz de variaˆncias e covariaˆncias Ct−1,
(θt−1|Dt−1) ∼ N(mt−1, Ct−1)
(b) Priori em t:
(θt|Dt−1) ∼ N(at, Rt)
com at = Gtmt−1 e Rt = GtCt−1G
′
t +Wt
(c) Previsa˜o de um passo a frente:
(Yt|Dt−1) ∼ N(ft, Qt)
com ft = F
′
tat e Qt = F
′
tRtFt + Vt.
(d) Posteriori em t:
(θt|Dt) ∼ N(mt, Ct)
com mt = at + Atet, Ct = Rt − AtQtA
′
t, At = RtFtQ
−1
t e e = Yt − ft.
Para simulac¸a˜o dos estados θ0, θ1, .., θn sa˜o amostrados individualmente como
(1) amostra θn de (θn|Dn) ∼ N(mn, Cn)
(2) para t = n− 1, n− 2, ..., 0 amostra θt de p(θt|θt+1, Dt) com θt+1 o valor
mais recente amostrado
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O passo (2) e´ realizado sequeˆnciando
(θt|θt+1, Dt) ∼ N(ht, Ht) (B.3)
ht = mt +Bt(θt+1 − at+1) (B.4)
Ht = Ct −BtRt+1B
′
t (B.5)
Bt = CtG
′
t+1R
′
t+1 (B.6)
para cada t. Portanto no processo de amostragem de θ em um primeiro
esta´gio para t = 0 ate´ t = n sa˜o calculados e armazenados mt, Ct, at, Rt e
Bt e em seguida, em t = n um vetor θn e´ amostrado e seguindo ate´ t = 0
sequeˆncialmente o ca´lculo de ht e Ht para gerac¸a˜o θt. Essa estrutura para
a amostragem justifica a terminologia Forward-Filtering-Backward-Sampling
(FFBS).
B.3 O me´todo de descontos e a ana´lise inicial
para o MF-VE
Nessa sec¸a˜o e´ apresentado de forma bastante resumida a estimac¸a˜o do pro-
cesso evoluc¸a˜o de matrizes de variaˆncias e covariaˆncias de se´ries multivariadas
utilizando modelos de descontos para uma descric¸a˜o detalhada e refereˆncias
ver West e Harrisson (1997 cap´ıtulo 16). A partir de generalizac¸o˜es multivari-
adas aplicadas ao modelo (ler cap10)... No tempo t a distribuic¸a˜o a posteriori
para Σt e´ uma Wishart inversa p(Σt|Dt) ∼ W
−1
nt (Σt|St) com nt graus de li-
berdade e St matriz de escala. A sequ¨eˆncia St e´ atualizada sequeˆncialmente
no tempo
St = (δnt−1St−1 + ete
′
t/Qt)/nt (B.7)
para nt = δnt−1 + 1 e fator de descontos δ tal que 0 < δ < 1. Para t grande
nt vale (1− β)
−1 e St e´ dada por
St ≈ (1− β)
t−1∑
r=0
βret−re
′
t−r/Qt−r (B.8)
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logo as variaˆncias e covariaˆncias estimadas entre as se´ries sa˜o me´dias mo´veis
de variaˆncias e covariaˆncias passadas ponderadas exponencialmente. As es-
timativas δt sa˜o enta˜o revisadas pelas equac¸o˜es de suavizac¸a˜o para t = n− 1
ate´ t = 1
S−1t,n = (1− δ)S
−1
t + δS
−1
t+1,n (B.9)
iniciando com Sn,n = Sn.
Em Aguilar e West (2000) a ana´lise inicial proposta e´ uma aproximac¸a˜o
para o modelo MF-VE (2.5)-(2.11). Aplicada a`s estimativas suavizadas da
matriz de variaˆncias e covariaˆncias Σt das se´ries yt esta ana´lise fornece um
conhecimento a priori da forma do restante dos dados e e´ utilizada para
determinar hiperparaˆmetros das prioris dos paraˆmetros do MF-VE utiliza-
das na ana´lise bayesiana. Em uma primeira etapa sa˜o tomadas estimativas
suavizadas St,0 da matriz de variaˆncias e covariaˆncias Σt, t = −v, .., 0, de
um trecho inicial de v + 1 observac¸o˜es das se´ries yt pelo me´todo de Des-
contos e em seguida a cada matriz St,0, t = −v, .., 0, e´ aplicada a fatorac¸a˜o
de Choleski LtL
′
t = St,0. Da sequeˆncia dos elementos da diagonal de Lt
sa˜o selecionadas as k sequeˆncias de me´dias maiores como estimativas dos
desvios padro˜es dos k processos dos fatores h
1/2
it , i = 1, .., k. A partir do
logaritmo destas sequeˆncias ao quadrado sa˜o estimados paraˆmetros de um
processo auto regressivo levando a`s estimativas de [φf ,Σfη , µ
f ]. A matriz X
e´ estimada tomando a me´dia das matrizes de k colunas extra´ıdas de Lt com
cada elemento da diagonal valendo 1. Em seguida os paraˆmetros de q − k
processos de VE-AR(1) dos processos dos erros espec´ıficos sa˜o estimados a
partir da estimac¸a˜o do modelo AR(1) aplicada a`s q − k se´ries na˜o nulas da
diferenc¸a Ψt = St,0 +XHtX
′.
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Apeˆndice C
Cadeias de Markov para os
paraˆmetros do MF-VE
Esse apeˆndice conte´m os gra´ficos das amostras extra´ıdas das cadeias MCMC,
os histogramas e as func¸o˜es de auto-correlac¸a˜o para os paraˆmetros do MF-VE
da ana´lise de dados simulados sem blocos e com blocos do cap´ıtulo 4.
C.1 Simulac¸a˜o MCMC sem blocos
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Figura C.1: Ana´lise MCMC sem blocos para as me´dias θi. As linhas ponti-
lhadas nos gra´ficos da cadeia MCMC e nos gra´ficos das densidades indicam o
valor real do paraˆmetro. As linhas nos gra´ficos das densidades sa˜o os valores
para a mediana e os percentis de 2, 5% e 97, 5% da cadeia.
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Figura C.2: Histogramas para a cadeia MCMC gerada para os elementos
irrestritos da matriz de cargasX. As linhas verticais representam os percentis
de 2, 5%, 97, 5% e o valor real do paraˆmetro utilizado na simulac¸a˜o.
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Figura C.3: Func¸a˜o de auto-correlac¸a˜o para os valores da cadeia MCMC
gerada para os elementos irrestritos da matriz de Cargas X.
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Figura C.4: Fatores extra´ıdos do conjunto de se´ries analisadas e seus desvios
padro˜es condicionais.
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Figura C.5: Efeitos espec´ıficos extra´ıdos do conjunto de se´ries analisadas e
seus desvios padro˜es condicionais.
81
600 620 640 660 680 700
-.05
0
.05 ft2 ft2(MCMC)
600 620 640 660 680 700
.01
.015
.02
.025 Ht2 Ht2(MCMC)
600 620 640 660 680 700
-.05
0
.05 et3 et3(MCMC)
600 620 640 660 680 700
.01
.02
.03
.04 Psit3 Psit3(MCMC)
600 620 640 660 680 700
-.01
0
.01 et4 et4(MCMC)
600 620 640 660 680 700
.006
.007
.008
.009 Psit4 Psit4(MCMC)
Figura C.6: f2t, ε3t e ε3t para t = 600, .., 700 e desvios padro˜es condicionais.
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Figura C.7: Cadeia MCMC, histograma e func¸a˜o de auto-correlac¸a˜o para as
me´dias do processo de VE dos fatores comuns µf .
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Figura C.8: Cadeia MCMC, histograma e func¸a˜o de auto-correlac¸a˜o para os
coeficientes auto-regressivos φf do processo de VE dos fatores comuns.
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Figura C.9: Cadeia MCMC, histograma e func¸a˜o de auto-correlac¸a˜o para
os elementos da matriz de variaˆncias das invoac¸o˜es do processo de VE dos
fatores comuns Σfη .
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Figura C.10: Cadeia MCMC, histograma e func¸a˜o de auto-correlac¸a˜o para
as me´dias µε dos processos de VE dos efeitos espec´ıficos.
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Figura C.11: Cadeia MCMC, histograma e func¸a˜o de auto-correlac¸a˜o para
os coeficientes auto-regressivos φε do processo de VE dos efeitos espec´ıficos.
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Figura C.12: Cadeia MCMC, histograma e func¸a˜o de auto-correlac¸a˜o para
as variaˆncias das invoac¸o˜es σεη do processo de VE dos efeitos espec´ıficos.
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Figura C.13: Estimativas para as variaˆncias condicionais dadas pelo MF-VE
para cada se´rie dadas pela ana´lise MCMC sem blocos.
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Figura C.14: Estimativas para as correlac¸o˜es entre as se´ries analisadas
atrave´s do MF-VE - ana´lise MCMC utilizando blocos.
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Figura C.15: Percentual da variaˆncia de cada se´rie em relac¸a˜o a` variaˆncia
total - diagonal de Σt.
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C.2 Simulac¸a˜o MCMC utilizando blocos
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Figura C.16: Cadeia MCMC, histograma e func¸a˜o de auto-correlac¸a˜o para
as me´dias θi do modelo de fatores.
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Figura C.17: Histogramas para a cadeia MCMC gerada para os elementos
irrestritos da matriz de cargasX. As linhas verticais representam os percentis
de 2, 5%, 97, 5% e o valor real do paraˆmetro utilizado na simulac¸a˜o.
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Figura C.18: Func¸a˜o de auto-correlac¸a˜o para os valores da cadeia MCMC
gerada para os elementos irrestritos da matriz de Cargas X.
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Figura C.19: Fatores extra´ıdos do conjunto de se´ries analisadas e seus desvios
padro˜es condicionais.
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Figura C.20: Efeitos espec´ıficos extra´ıdos do conjunto de se´ries analisadas e
seus desvios padro˜es condicionais.
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Figura C.21: f2t, ε3t e ε3t para t = 600, .., 700 e desvios padro˜es condicionais.
0 250 500 750 1000
-10
-9.5
-10.5 -10 -9.5
2
4  
0 20 40
0
1  
0 250 500 750 1000
-8.75
-8.5
-8.25
-8.75 -8.5 -8.25
2.5
5
7.5  
0 20 40
0
1  
Figura C.22: Cadeia MCMC, histograma e func¸a˜o de auto-correlac¸a˜o para
as me´dias do processo de VE dos fatores comuns µf .
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Figura C.23: Cadeia MCMC, histograma e func¸a˜o de auto-correlac¸a˜o para
os coeficientes auto-regressivos φf do processo de VE dos fatores comuns.
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Figura C.24: Cadeia MCMC, histograma e func¸a˜o de auto-correlac¸a˜o para
os elementos da matriz de variaˆncias das invoac¸o˜es do processo de VE dos
fatores comuns Σfη .
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Figura C.25: Cadeia MCMC, histograma e func¸a˜o de auto-correlac¸a˜o para
as me´dias µε dos processos de VE dos efeitos espec´ıficos.
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Figura C.26: Cadeia MCMC, histograma e func¸a˜o de auto-correlac¸a˜o para
os coeficientes auto-regressivos φε do processo de VE dos efeitos espec´ıficos.
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Figura C.27: Cadeia MCMC, histograma e func¸a˜o de auto-correlac¸a˜o para os
elementos da matriz de variaˆncias e covariaˆncias σεη das invoac¸o˜es do processo
de VE dos efeitos espec´ıficos.
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Figura C.28: Estimativas para as variaˆncias condicionais dadas pelo MF-VE
para cada se´rie dadas pela ana´lise MCMC utilizando blocos.
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Figura C.29: Correlac¸o˜es entre as se´ries analisadas atrave´s do MF-VE -
ana´lise MCMC utilizando blocos.
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Figura C.30: Comparac¸a˜o das variaˆncias e correlac¸o˜es condicionais das
ana´lises MCMC.
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Figura C.31: Percentual da variaˆncia de cada se´rie em relac¸a˜o a` variaˆncia
total - diagonal de Σt.
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Apeˆndice D
Ana´lise das taxas de caˆmbio
Este cap´ıtulo conte´m as figuras da ana´lise MCMC aplicada ao conjunto de
taxas de caˆmbio no cap´ıtulo 5. A primeira sec¸a˜o contem as figuras referentes
a` ana´lise das taxas de caˆmbio com a especificac¸a˜o JPY-GBP, em seguida a
segunda sec¸a˜o contem as figuras da ana´lise com a especificac¸a˜o EUR-JPY e
na u´ltima sec¸a˜o a ana´lise sem a moeda BRL/Brasil.
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Figura D.1: Paridade com o do´lar das moedas analisadas de 01/jan/1999 a
31/ago/2002.
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Figura D.2: Se´ries de retornos analisadas.
106
Figura D.3: Representac¸a˜o das moedas analisadas no espac¸o dos fatores.
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Figura D.4: Me´dias da simulac¸a˜o MCMC para os fatores comuns ft e seus
respectivos desvios padroes condicionais exp(λft /2) dados pela simulac¸a˜o
MCMC.
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Figura D.5: Me´dias da simulac¸a˜o MCMC para os efeitos espec´ıficos εt e seus
respectivos desvios padroes exp(λεt/2) dados pela simulac¸a˜o MCMC.
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Figura D.6: Variaˆncias condicionais dadas pelo MF-VE para as taxas anali-
sadas.
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Figura D.7: Correlac¸o˜es entre as taxas de caˆmbio analisadas atrave´s do MF-
VE.
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Figura D.8: Percentual da variaˆncia de cada se´rie em relac¸a˜o a` variaˆncia
total - diagonal de Σt.
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Figura D.9: Me´dias da simulac¸a˜o MCMC para os fatores comuns ft e seus
respectivos desvios padroes condicionais exp(λft /2) dados pela simulac¸a˜o
MCMC.
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Figura D.10: Me´dias da simulac¸a˜o MCMC para os efeitos espec´ıficos εt e
seus respectivos desvios padroes exp(λεt/2) dados pela simulac¸a˜o MCMC em
comparac¸a˜o com a ana´lise da sec¸a˜o anterior.
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Figura D.11: Variaˆncias condicionais dadas pelo MF-VE para as taxas ana-
lisadas em comparac¸a˜o com a ana´lise da sec¸a˜o anterior.
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Figura D.12: Percentual da variaˆncia de cada se´rie em relac¸a˜o a` variaˆncia
total em comparac¸a˜o com a ana´lise da sec¸a˜o anterior - diagonal de Σt .
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