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The phase diagram of the quantum dimer model on the hexagonal (honeycomb) lattice is computed
numerically, extending on earlier work by Moessner, Sondhi, and Chandra. The different ground
state phases are studied in detail using several local and global observables. In addition, we analyze
imaginary-time correlation functions to determine ground state energies as well as gaps to the first
excited states. This leads in particular to a confirmation that the intermediary so-called plaquette
phase is gapped – a point which was previously advocated with general arguments and some data
for an order parameter, but required a more direct proof. On the technical side, we describe an
efficient world-line quantum Monte Carlo algorithm with improved cluster updates that increase
acceptance probabilities by taking account of potential terms of the Hamiltonian during the cluster
construction. The Monte Carlo simulations are supplemented with variational computations.
I. INTRODUCTION
Interacting spin systems in two dimensions have been
widely studied over the last decades, both from experi-
mental and theoretical points of view. Of importance in
this context is the so-called resonating valence bond ap-
proach put forward by P. W. Anderson in 1973 [1] in order
to analyze the physics of spin 1/2 Heisenberg antiferro-
magnets. This has later been advocated as a way to study
the yet unsolved problem of high-temperature supercon-
ductivity. Following Rokhsar and Kivelson [2], it proves
interesting, when studying the low energy properties of
these phases, to consider a simpler model, called the
quantum dimer model (QDM). In the latter, the SU(2)
singlet bonds are replaced by hard core dimers defined
on the edges of the lattice. Quantum dimer models have
been employed to study for example superconductivity
[2, 3], frustrated magnets [4–8], or hardcore bosons [9].
They can feature topological order, spin liquid phases,
and deconfined fractional excitations [7].
Before enlarging on the quantum systems, let us say a
few words about the classical case. Lattice dimer cover-
ings – the basis states of the Hilbert space in the quantum
case – represent already a rich mathematical problem
with many connections to statistical physics problems.
For a graph defined by its vertices and edges (defining
faces, often called plaquettes in the present context), a
dimer covering is a decoration of the bonds, such that
every vertex is reached by exactly one dimer. The sim-
plest rearrangement mechanism for dimer coverings is
provided by so-called plaquette flips. These are appli-
cable for plaquettes around which every second bond has
a dimer and the flip amounts to exchanging covered and
uncovered bonds, yielding a different valid dimer covering
(e.g., ←→ for a hexagonal lattice). Dimer coverings
are closely related to other configurational problems. For
the hexagonal lattice, these are ground-state configura-
tions of a classical Ising-spin model with antiferromag-
netic interactions on the (dual) triangular lattice, planar
rhombus tilings, and height models [10, 11]. Topologi-
cal sectors can be characterized by so-called fluxes (see
below). These sectors are invariant under the plaquette
flips. The topological properties depend for example on
the boundary conditions and have consequences on the
physics of the quantum dimer model.
The quantum version, as proposed by Rokhsar and
Kivelson, corresponds to considering the set of all dimer
coverings of the classical problem as an orthonormal basis
spanning the Hilbert space. The Hamiltonian contains
kinetic terms that correspond precisely to the elemen-
tary flips described above and an additional potential
term, proportional to the number of flippable plaque-
ttes. The competition between these kinetic and poten-
tial terms leads to a non-trivial phase diagram. For ex-
ample, when the potential term dominates in amplitude
and is of negative sign, the ground state is expected to be
dominated by configurations which maximize the num-
ber of flippable plaquettes; for the opposite sign, one ex-
pects a ground state dominated by dimer configurations
without flippable plaquettes. As will be discussed, such
configurations exist and correspond to the so-called star
and staggered phases, respectively. In between these two
extremes, the phase diagram can display intermediary
phases. The ground state is known exactly for the point
where kinetic and potential terms are of equal strength.
The physics around this so-called Rokhsar-Kivelson (RK)
point is expected to be different for bipartite and non-
bipartite lattices [7].
In this paper, we provide an extensive study of the
quantum dimer model on the bipartite hexagonal (honey-
comb) lattice along the lines already followed by Moess-
ner, Sondhi, and Chandra [12]. In their seminal work,
these authors numerically investigated the phase diagram
by studying a local order parameter which, in addition
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Figure 1. Prototypes of quantum dimer ground states on a honeycomb lattice: (a) star phase, (b) plaquette phase, (c)
staggered phase. Edges with a high probability of carrying a dimer are indicated in black, and edges with a ∼ 50% probability
are indicated in gray. The (dual) lattice can be decomposed into three triangular sublattices A,B, and C as shown. In the star
state, flippable plaquettes occupy two of the sublattices, while, in the plaquette phase, all plaquettes of one of the sublattices
are in a benzene-like resonating state (gray hexagons).
to the generic RK transition point, shows a first order
transition which separates the star phase from an inter-
mediary phase, the so-called plaquette phase. See Fig. 1
for a sketch of these phases. Based on finite-size data for
the star-phase order parameter at three different temper-
atures, Moessner et al. argued that the plaquette phase
should be gapped – a point which conflicts with an ear-
lier analytical analysis [13]. In the present paper, we use
quantum Monte Carlo simulations to extend the numer-
ical work by studying order parameters for different sys-
tem sizes and temperatures as well as ground-state ener-
gies and excitation gaps which we obtain from imaginary-
time correlation functions. This leads to a clear con-
firmation of the gapped nature of the plaquette phase.
We shortly explain the reason for conflicting results of
Ref. [13] and supplement the Monte Carlo results with a
variational treatment.
The outline of this paper is the following. In sec-
tion II, the quantum dimer Hamiltonian is detailed and
the nature of the different phases is explained. In sec-
tion III, we describe the employed world-line quantum
Monte Carlo algorithm which is based on a mapping of
the two-dimensional (2D) quantum model to a 3D clas-
sical problem, and which we accelerate through suitable
cluster updates. Section IV introduces the employed ob-
servables. In section V, we present the results of the nu-
merical simulations, and characterize the different phases
and phase transitions on the basis of different observ-
ables, ground-state energies, and energy gaps. Supple-
mentary variational computations are described in sec-
tion VI. Section VII gives a summary of the results. De-
tailed discussions of some technical issues are delegated
to the appendices.
II. QUANTUM DIMER MODEL
A. Hilbert space and Hamiltonian
We consider the 2D hexagonal lattice of spins-1/2 with
periodic boundary conditions. As described in the intro-
duction, the quantum dimer models are defined on the
subspace spanned by dimer configurations where every
spin forms a singlet (|↑, ↓〉 − |↓, ↑〉)/√2 with one of its
three nearest neighbors. These different dimer configu-
rations are used as an orthonormal Hilbert space basis.
Models of this type are for example important in the con-
text of resonating valence bond states and superconduc-
tivity [2, 4, 6]. Note that different dimer coverings of the
lattice (dimer product states) are not orthogonal with re-
spect to the conventional inner product for spin-1/2 sys-
tems (〈σ|σ′〉 = δσσ′). However, as explained in Ref. [2],
the two inner products can be related to one another
through additional longer-ranged terms in the Hamilto-
nian that turn out to be not essential. The Hamiltonian
HˆQDM =− t
∑
i
(| i〉 〈 i|+ h.c.)
+ V
∑
i
(| i〉 〈 i|+ | i〉 〈 i|) (1)
contains a kinetic term ∝ t that flips flippable plaquettes
(those with three dimers along the six plaquette edges)
and a potential term ∝ V that counts the number of
flippable plaquettes. The sums in Eq. (1) run over all
plaquettes i of the hexagonal lattice on a torus. The
potential term favors (V < 0) or disfavors (V > 0) flip-
pable plaquettes. The only free parameter of this model
is hence the ratio V/t. In Ref. [14], we discuss a general-
ized version of the model with additional potential terms.
In the following, a plaquette carrying j dimers is called a
j-plaquette such that 3-plaquettes are the flippable ones.
The configuration space of the system is not simply
connected but consists of different topological sectors
which are not flip-connected. Each sector is character-
ized by two flux quantum numbers, also known as wind-
ing numbers: Call A and B the two triangular sublattices
of the hexagonal lattice such that all nearest neighbors
of any site from A are in B. To compute the flux W
through a cut C of the lattice, first orient all cut edges,
say, from A to B, weight them by +2 or −1, depending on
whether they are covered by a dimer or not, and multi-
ply each weight by ±1 according to the orientation of the
3edge with respect to C. The flux W is then computed by
summing the contributions of all cut edges. Such fluxes
W are invariant under plaquette flips. As fluxes through
closed contractible curves C are zero, one has two flux
quantum numbers Wx and Wy, corresponding to the two
topologically distinct closed non-contractible curves on
the torus. Notice that these two fluxes characterize an
average slope in the height representation [10] of the sys-
tem.
Let us briefly recall the phase diagram obtained in
Ref. [12]. Three phases belonging to two different topo-
logical sectors have been described. The ground states
for the so-called star phase (−∞ < V/t < (V/t)c) and
the plaquette phase ((V/t)c < V/t < 1) are found in
the zero flux sector, while the staggered phase ground
states (1 < V/t <∞) are in the highest flux sector. See
Fig. 1. The ground states in the zero flux sector can be
distinguished using sublattice dimer densities. For that
purpose, we recall that the plaquettes of the hexagonal
lattice can be separated into three subsets – triangular
sublattices A, B, and C of disjoint plaquettes, as de-
picted in Fig. 1, such that every hexagon of a set shares
bonds with three hexagons of the two other sets each.
III. QUANTUM-CLASSICAL MAPPING AND
MONTE CARLO SIMULATION
As done by Moessner et al. [5, 12, 15], the 2D quan-
tum dimer model on a hexagonal lattice can be stud-
ied by mapping it first to a 2D quantum Ising model
on the (dual) triangular lattice. The resulting Ising-type
quantum model can be studied efficiently using world-
line quantum Monte Carlo [16, 17] by approximating its
partition function and observables by those of a classi-
cal 3D Ising-type model (CIM) on a stack of triangu-
lar 2D lattices (quantum-classical mapping) as described
in the following subsections. We accelerate the Monte
Carlo simulation of the classical 3D model through suit-
able cluster updates.
A. Equivalence to a quantum Ising model on the
dual lattice
As shown in Fig. 2, the dual of the hexagonal lattice
is the triangular lattice whose vertices are located at the
hexagon centers. We assign a spin-1/2 (σi = ±1) to each
of the vertices and, as explained in the following, the
quantum dimer model (1) maps for the limit Jz →∞ to
the Ising-type quantum model
HˆQIM = Jz
∑
〈i,j〉
σˆzi σˆ
z
j − t
∑
i
σˆxi + V
∑
i
δBˆi,0 (2)
on the triangular lattice, where {σˆxi , σˆyi , σˆzi } denote the
Pauli spin matrices for lattice site i. The operator
Bˆi :=
∑
j∈Ni σˆ
z
j , with Ni being the set of the six near-
est neighbors of site i, yields for an {σˆzi }-eigenstate the
value zero if exactly three of the six bonds starting at
site i are frustrated. A bond is called frustrated if the
corresponding two spins are parallel.
At the center of each triangle lies a vertex of the hexag-
onal lattice. For a given dimer covering, one dimer is
shared by this vertex and the dimer crosses exactly one
of the three edges of the triangle at an angle of 90°. See
Fig. 2. For sufficiently strong Jz, the physics of the
quantum Ising model (2) is restricted to the subspace
spanned by the classical ground states. Those have ex-
actly one frustrated bond per triangle (all other configu-
rations have higher energy). The identification of dimer
basis states and Ising basis states is then straightforward.
Given a certain dimer configuration, put a spin up on an
arbitrary site. Associating frustrated Ising bonds with
those that are crossed by a dimer in the given state, we
can work inward-out, assigning further Ising spins until
the triangular lattice is filled. The state, up or down, for a
new site depends on the spin state of an already assigned
neighboring site and on whether the corresponding bond
is frustrated or not. Periodic boundary conditions in the
quantum dimer model correspond, in the quantum Ising
model, to periodic boundary conditions in x-direction (y-
direction) for even flux quantum numbers Wx (Wy) and
to anti-periodic boundary conditions for odd Wx (Wy).
This mapping of dimer configurations on the hexag-
onal lattice to spin-1/2 configurations on the triangular
lattice implies that, for the quantum Ising model, we em-
ploy the conventional inner product 〈σ|σ′〉 = δσσ′ for
which different {σˆzi }-eigenstates are orthonormal. In the
Hamiltonian (2), the spin-flip terms ∝ t correspond to
the kinetic term in the quantum dimer model (1). Due
to the energetic constraint imposed by Jz → ∞, they
are only effective for sites where the spin flip does not
change the number of frustrated bonds, corresponding to
the flippable plaquettes in the dimer model. The term
∝ V corresponds exactly to the potential term in the
dimer model.
In fact, the mapping of dimer configurations to Ising-
spin configurations, described above is 1 to 2, as we
are free to choose the orientation of the first assigned
spin. This can be fixed by associating the quantum dimer
Flip
Figure 2. Equivalence of dimer coverings of the hexagonal
lattice and Ising-spin configurations on the (dual) triangular
lattice. Every dimer corresponds to a frustrated bond (↑ − ↑
or ↓ − ↓). Flipping a plaquette in the hexagonal lattice is
equivalent to flipping a spin in the dual lattice.
4Hilbert space with the spin-flip symmetric subsector in
the Ising-spin Hilbert space, i.e., with span{|σ〉+ |−σ〉}
for all ground states σ of the classical Ising model. How-
ever, for simplicity, the quantum Monte Carlo simula-
tion of the system (see section III C) operates in the full
Hilbert space span{|σ〉}. This is unproblematic as we
are only interested in ground-state properties, and the
global ground state resides in the symmetric sector [5]:
As all off-diagonal matrix elements of the Ising Hamilto-
nian (2) are non-positive, the ground state can be cho-
sen as a superposition of basis states with non-negative
real coefficients according to the Perron-Frobenius the-
orem. There can only be one such “nodeless” energy
eigenstate. The restriction of the quantum Ising model
to the symmetric sector yields a matrix for which, in the
basis of states |σ〉+ |−σ〉, again all off-diagonal elements
are non-positive. So, the ground state of this sector is
also nodeless and is identical to the global ground state.
B. Approximation by a classical 3D Ising model
To apply world-line quantum Monte Carlo [17], we can
approximate the partition function and observables of
the quantum Ising model (2) on the 2D triangular lattice
by those of a 3D classical Ising model on a stack of 2D
triangular lattices by a Trotter-Suzuki decomposition [16,
18]. To this purpose, we separate the Hamiltonian (2)
into two parts
HˆQIM = Hˆ
z + Hˆx with Hˆx := −t
∑
i
σˆxi and
Hˆz := Hz({σˆzi }) := Jz
∑
〈i,j〉
σˆzi σˆ
z
j + V
∑
i
δBˆi,0.
As detailed in appendix B, one can use the Trotter-Suzuki
decomposition
e−βHˆQIM =
(
e−
∆β
2 Hˆ
z
e−∆βHˆ
x
e−
∆β
2 Hˆ
z
)N
+O(N∆β3)
of the density operator with imaginary-time step ∆β ≡
β/N to determine the parameters Kz and Kτ for the
classical Ising model
ECIM(σ) = K
z
∑
n
Hz(σn)−Kτ
∑
n,i
σni σ
n+1
i (3)
such that the partition functions ZQIM ≡ Tr e−βHˆQIM and
ZCIM =
∑
σ e
−ECIM(σ) of the two models coincide (up to
a known constant A),
ZQIM = A · ZCIM +O(N∆β3) (4a)
with A = [sinh(2∆βt)/2]LN/2. (4b)
Similarly, for expectation values of observables Oˆ =
O({σˆzi }) that are diagonal in the {σˆzi }-eigenbasis,
〈Oˆ〉QIM=〈O〉CIM +O(N∆β3), where (5a)
〈Oˆ〉QIM ≡ 1
ZQIM
Tr(e−βHˆOˆ) and (5b)
〈O〉CIM ≡ 1
ZCIM
∑
σ
e−ECIM(σ)O(σn) ∀n. (5c)
In these equations, σ = (σn|n = 1, . . . , N) is a vector of
classical ground-state spin configurations σn = (σni |i ∈
T ) on the triangular lattice T for each of the imaginary-
time slices n = 1, . . . , N , and L is the number of lattice
sites i in T .
As shown in appendix B, the parameters Kz and Kτ
of the classical Ising model (3) are given by
Kz = ∆β and e−2K
τ
= tanh(∆βt). (6)
Besides computing in this way expectation values of
diagonal operators Oˆ = O({σˆzi }), one can also evalu-
ate expectation values of non-diagonal operators like the
energy expectation value of the quantum dimer model
by evaluating corresponding imaginary-time correlation
functions in the classical Ising model. See appendix D.
C. Monte Carlo algorithm with cluster updates
The representation (5c) of expectation values (5b) of
quantum observables as expectation values of classical
observables is of great value, as it can be evaluated effi-
ciently with a Monte Carlo algorithm by sampling classi-
cal states σ. Specifically, one generates a Markov chain
of classical states σ with probabilities e−ECIM(σ)/ZCIM
and averages O(σ) over these states.
The most simple scheme would be to choose in every
iteration of the algorithm one of the flippable spins (a
spin on site j of time slice n is flippable, iff
∑
i∈Nj σ
n
i =
0), compute the energy difference ECIM(σ
′) − ECIM(σ)
that the flipping of the spin would cause, and flip it with
a probability that is given by the so-called Metropolis
rule as detailed in appendix C.
However, as one increases the accuracy by reducing ∆β
(for a fixed inverse temperature β = N∆β), the coupling
Kτ of the time slices increases with Kτ ∝ log(1/∆βt)
and the classical Ising model, hence, becomes stiff with
respect to the time direction. In the generated states
σ, there will occur larger and larger 1D clusters of spins
along the time-direction that have the same orientation,
σmi = σ
m+1
i = · · · = σm+ni . Flipping one of the spins in-
side such a cluster becomes less and less frequent as the
associated energy change increases with the increasing
coupling Kτ . This would result in an inefficient Monte
Carlo sampling with high rejection rates. We avoid this
effect by doing 1D cluster updates instead of single-spin
updates: In every iteration of the algorithm, an initial
flippable spin is selected and, in an intermediate phase,
5a 1D cluster is grown in the imaginary-time direction be-
fore suggesting to flip this cluster as a whole. We further
decrease rejection rates by taking account of changes in
the number of flippable spins during the cluster construc-
tion. See appendix C for details.
IV. STUDIED OBSERVABLES
In the next section, section V, we numerically charac-
terize the phase diagram of the quantum dimer model
using several observables: the magnetization of the as-
sociated Ising model, dimer densities, the ground-state
energy, and the energy gap to the first excited state. Let
us briefly describe them in the following.
A. Magnetization
We compute the root mean square (RMS) z mag-
netization 〈mˆ2z〉1/2 := 〈(
∑
i σˆ
z
i /L)
2〉1/2QIM for the quan-
tum Ising model (2) with L sites. As explained below,
〈mˆ2z〉1/2 = 1/3 for V/t → −∞ and 〈mˆ2z〉1/2 = 0 for
V/t > 1, such that the RMS z magnetization is an order
parameter. It also facilitates comparison to earlier work
[12]. In the thermodynamic limit, 〈mˆ2z〉1/2 vanishes in the
plaquette phase and can hence be used to locate the tran-
sition from the star phase to the plaquette phase. We also
compute the x magnetization 〈mˆx〉 := 〈
∑
i σˆ
x
i /L〉QIM,
which corresponds to the kinetic energy and helps to as-
sert the finite gap in the plaquette phase.
B. Local and global dimer observables
The simulations give access to dimer densities 〈nˆi〉,
the average number of dimers on plaquette i. Two-
dimensional (contrast) plots of these densities nicely il-
lustrate the ground-state structure.
We also evaluate the normalized total numbers of j-
plaquettes (〈ρˆ0〉, 〈ρˆ1〉, 〈ρˆ2〉, 〈ρˆ3〉). Specifically, with j-
plaquettes being the plaquettes carrying j dimers and
L being the system size, ρˆj ≡
∑
i δnˆi,j/L. As described
in appendix A, the plaquette numbers 〈ρˆj〉 obey the sum
rule
〈ρˆ3〉 − 〈ρˆ1〉 − 2〈ρˆ0〉 = 0. (7)
Notice that 〈ρˆ2〉 does not enter in the sum rule, while
changes in the number of 3-plaquettes, which enter both
the kinetic and potential energy terms, must be compen-
sated by plaquettes with zero dimers or one dimer. 〈ρˆ2〉
is nevertheless constrained by the fact the total number
of plaquettes is of course constant, i.e.,
∑3
j=0〈ρˆj〉 = 1.
C. Sublattice dimer densities
As described above and indicated in Fig. 1, the hexago-
nal plaquettes can be separated into three sets (A,B,C),
each forming a triangular lattice, such that every hexagon
in a set shares a bond with three hexagons of the two
other sublattices each. The “prototype” states of the
star and the plaquette phases (Fig. 1) can be charac-
terized qualitatively in terms of dimer densities in the
three sublattices. To this purpose, we can analyze av-
eraged dimer densities on each sublattice and call them
〈nˆA,B,C〉, i.e., nˆA ≡ 3L
∑
i∈A nˆi, etc.
It should be stressed that the systems under study may
have degenerate (or nearly degenerate) ground states.
The star crystal (ground state for V/t = −∞) and the
ideal plaquette state (not a ground state, see below) are
both threefold degenerate. For sufficiently large systems,
it is expected that this symmetry is kinetically broken
in the Monte Carlo simulation. However, one cannot
fully prevent the system from translating from one typ-
ical ground-state configuration to another (even at the
level of medium-size patches), smearing out the informa-
tion carried by these local parameters. This possibility
was minimized here by choosing large system sizes and
low temperatures. We nevertheless carefully kept track
of this possible problem in analyzing the data. Specifi-
cally for the sublattice dimer densities, during the course
of the Monte Carlo simulation, we have rearranged the
three sublattice labels according to the dimer occupan-
cies, instead of keeping the ordering constant.
D. Ground state energy
To study the phase diagram, it is certainly of high
interest to access the ground-state energy which directly
decides what phase prevails for given values of the Hamil-
tonian parameters. For sufficiently low temperatures
in the simulation, the expectation value 〈HˆQIM〉 of the
quantum Ising model Hamiltonian corresponds to the
ground-state energy. But HˆQIM is not a diagonal op-
erator, and hence Eq. (5) cannot be used. As detailed in
appendix D, it can nevertheless be evaluated on the basis
of imaginary-time correlators 〈σni σn+1i 〉CIM.
E. Energy gap
It is important to determine whether a given phase
has gapless excitations or not. As explained in ap-
pendix E, we can estimate the energy gap to the first
excited state by fitting imaginary-time correlation func-
tions 〈Aˆ(0)Aˆ†(τ)〉. In the classical Ising model (3) they
correspond to inter-layer correlators with layer distance
∆n = τ/∆β. For sufficiently low temperatures, and τ
and β− τ big compared to the gap to the second excited
state, the leading terms in the correlation function are of
6Star
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Stagerred
Figure 3. The root-mean square z magnetization 〈mˆ2z〉1/2 and the x magnetization 〈mˆx〉 for the quantum dimer model, as
defined in section IV A. The different curves correspond to different inverse temperatures β and are obtained from Monte-Carlo
simulations for V/t ≤ 1 with system size L = 36×36 and ∆β = 0.02/t. For all V/t > 1, the staggered state, depicted in Fig. 1c,
is the ground state and hence 〈mˆ2z〉1/2, 〈mˆx〉 = 0. To improve visibility, not all data points are indicated by symbols.
the form a + b · cosh((β/2 − τ)∆E), allowing to fit the
upper bound ∆E of the gap.
V. SIMULATION RESULTS
In the following, let us study in detail the phase dia-
gram of the quantum dimer model, starting from large
negative V/t, i.e., in the star phase. The observables
described in the previous section are evaluated in simu-
lations for patches of linear size ` with a 60◦ rhombus
shape, periodic boundary conditions, and L = `2 plaque-
ttes. In order to be able to separate the lattice into the
three sublattices A, B, and C (Section IV C), ` needs to
be a multiple of three.
A. The star phase (−∞ < V/t < (V/t)c)
This phase has previously been called the “columnar
phase”, in analogy with a corresponding phase of the
square lattice quantum dimer model, where dimers are
aligned along columns. For the hexagonal lattice, this
denomination is a bit misleading, and we follow Ref. [19]
in calling it the “star phase” [20].
For large negative V , the potential term dominates the
kinetic term and the ground state is dominated by dimer
configurations that maximize the number of flippable pla-
quettes. In the limit V → −∞, there are three degener-
ate ground states given by ideal star states as depicted in
Fig. 1a, where all plaquettes from two of the three sub-
lattices, say A and B, are flippable, while all plaquettes
of the third sublattice (C) are dimer-free.
|ψstar〉 =
⊗
i∈A
| i〉
⊗
j∈B
| j〉 (8)
Changing from the dimer to the Ising-spin representa-
tion, we have
|ψstar〉 = 1√
2
( ⊗
i∈A∪B
|↑i〉
⊗
j∈C
|↓j〉+ ↑↔↓
)
.
A and B carry spins of equal orientation, and all spins
on sublattice C have the opposite orientation such that
the RMS z magnetization reaches its maximum possible
value 〈mˆ2z〉1/2 = 1/3. In the real system, it will decrease
as V/t is increased. Figure 3 shows that 〈mˆ2z〉1/2 is still
very close to the maximum value 1/3 at V/t = −3. The x
magnetization 〈mˆx〉 is zero in the ideal star state |ψstar〉,
hence it vanishes for V/t→ −∞ in the real system.
To understand how increasing V/t affects the star
phase ground state, one can do perturbation theory in
t/V . The calculation, done up to second order in t/V ,
is given in appendix F. The result for the ground-state
energy is shown in Fig. 8. It compares well with the sim-
ulation results up to V/t ∼ −1. The first correction to
the ideal star state amounts to mixing in configurations
with one flipped plaquette.
The ground state for small negative t/V is the ideal
star state dressed with flipped plaquettes in both A and
B, and, at some point also in C, when three or more flips
have occurred locally. These changes in the ground sate
can be quantified by the numbers of j-plaquettes as done
in Fig. 5. In the ideal star state (V/t → −∞), one has
(〈ρˆ0〉, 〈ρˆ1〉, 〈ρˆ2〉, 〈ρˆ3〉) = (1/3, 0, 0, 2/3). Say, sublattices
A and B contain the flippable plaquettes in this limit.
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Figure 4. Locating the transition between the star and plaquette phases. (a) The root-mean square z magnetization 〈mˆ2z〉1/2
for different lattice sizes L = `2 as a function of V/t for β = 19.2/t and ∆β = 0.02/t. (b) For the same temperature, 〈mˆ2z〉1/2
is plotted for different values of V/t as a function of the inverse linear system size 1/`. (c) 〈mˆ2z〉1/2 as a function of V/t for
different temperatures, ∆β = 0.02/t, and L = 81× 81.
Figure 5. Normalized numbers of j-plaquettes, 〈ρˆj〉, for the
zero flux sector, system size L = 81 × 81, β = 19.2/t, and
∆β = 0.02/t. Around (V/t)c, a finer grid of points was used
to resolve the jumps in the densities at the transition. In that
region, data points are not marked by symbols. Although the
global ground state is not in the zero flux sector for V/t > 1,
data obtained for the zero flux sector is also shown for that
region and is discussed in the text.
After flipping a plaquette in A, the three neighboring pla-
quettes in sublattice B carry two instead of three dimers
and the three neighboring plaquettes in C are no more
dimer free, but carry one dimer each. The numbers of 0-
and 3-plaquettes are hence reduced by three and those
of 1- and 2-plaquettes are increased by 3. This explains
why the curves for 〈ρˆ0〉 and 〈ρˆ3〉 in Fig. 5 are almost
parallel up to V/t ∼ −1 and why those for 〈ρˆ1〉 and 〈ρˆ2〉
increase correspondingly and are on top of each other.
The contrast plots of the dimer density 〈nˆi〉 in Fig. 6a
and the plot of the sublattice dimer densities 〈nˆA,B,C〉 in
Fig. 6b show that the differences between dimer densities
on sublattices A and B on one hand and those on sub-
lattice C on the other hand are reduced before reaching
a critical point (V/t)c.
B. The star to plaquette phase transition at
(V/t)c = −0.228± 0.002
A first order transition occurring between the star
phase and the so-called plaquette phase is found at
(V/t)c = −0.228±0.002. This critical value is consistent,
but more precise than that given in Ref. [12]. At (V/t)c,
the RMS z magnetization 〈mˆ2z〉1/2 suddenly drops to a
much smaller value which goes to zero in the thermody-
namic limit. Figure 3 displays the RMS z magnetization
for the whole phase diagram, while Fig. 4a provides a
zoom close to the transition and data for different sys-
tem sizes. We determined (V/t)c by plotting 〈mˆ2z〉1/2
as a function of the inverse (linear) size of the system
(Fig. 4b). The temperature dependence shown in Fig. 4c
indicates that using a larger β should not substantially
modify the numerical results. Considering this, we set
β = 19.2/t and ∆β = 0.02/t for most of our simulations.
The transition can also be observed in the dimer ob-
servables. The normalized j-plaquette numbers 〈ρˆj〉 all
show a small discontinuity at (V/t)c (Fig. 5). The discon-
tinuity of 〈ρˆ3〉 (see Fig. 7b) attests the first order char-
acter of the transition, since 〈ρˆ3〉 is the derivative of the
energy with respect to V . But the discontinuity is quite
small leading to a barely visible slope change for the en-
ergy (Fig. 7a).
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Figure 6. (a) Local dimer density 〈nˆi〉 for different values of V/t with L = 60 × 60 plaquettes, β = 19.2/t, and ∆β = 0.02/t.
(b) Sublattice dimer densities 〈nˆA,B,C〉 as functions of V/t for L = 60 × 60 (solid lines) and L = 12 × 12 plaquettes (dashed
lines), respectively.
At least as spectacular as the z-magnetization drop
is the sudden shift in sublattices dimer densities seen in
Fig. 6b. It nicely agrees with the qualitative properties of
the ideal plaquette state, depicted in Fig. 1b, where the
resonating 3-plaquettes are located on one of the three
sublattices.
C. The plaquette phase ((V/t)c < V/t < 1)
The plaquette phase is more complex to describe than
the star phase. The features of the ground state in this
phase are to some extent captured by the “ideal” res-
onating plaquette state, a simple product state in which
all plaquettes of one of the three sublattices, say A, are
in a benzene-like resonating state such that
|ψplaq〉 =
⊗
i∈A
(| i〉+ | i〉) /
√
2, (9)
In contrast to the star phase case, the ideal plaquette
state is not an exact ground state for any V/t. But the
actual ground states are adiabatically connected to the
ideal plaquette state. In the Ising-spin representation,
the ideal plaquette state |ψplaq〉 reads
|ψplaq〉 = 1√
2
⊗
i∈A
|→i〉
(⊗
j∈B
|↑j〉
⊗
k∈C
|↓k〉+ ↑↔↓
)
,
where |→i〉 denotes the σˆxi -eigenstate (|↑i〉+ |↓i〉) /
√
2.
The spins in sublattices B and C must be anti-parallel
with respect to each other. In accordance with the nu-
merical results, the ideal plaquette state has x mag-
netization 〈mˆx〉 = 1/3 and its RMS z magnetization
〈mˆ2z〉1/2 vanishes in the thermodynamical limit: As∑
i σˆ
z
i |ψplaq〉 =
∑
i∈A σˆ
z
i |ψplaq〉, we have that
〈ψplaq| mˆ2z |ψplaq〉 = 〈ψplaq|
(∑
i∈A
σˆzi
)2
|ψplaq〉 /L2
=
∑
i∈A
〈ψplaq| (σˆzi )2 |ψplaq〉 /L2 =
1
3L
→ 0. (10)
The energy density for |ψplaq〉 can be computed easily
and yields an upper bound to the exact ground state
energy. See section VI. At V = 0, it takes for example
the value −t/3 which is clearly above the numerically
determined value of ≈ −0.38t (Fig. 7a). One can improve
|ψplaq〉 as a variational state by adding flip excitations in
sublattices B and C. This is possible due the fact that
3-plaquettes occur in B and C with density 1/8.
A finite energy gap for the plaquette phase was ad-
vocated in Ref. [4] with an indirect numerical confirma-
tion based on the observation that RMS magnetizations
for three different temperatures coincided at V/t = 0.
Finding this at a single point is not fully conclusive and
is also complicated by the fact that the RMS magne-
tization vanishes in the plaquette phase according to
Eq. (10). It is possible to estimate excitation gaps, more
directly, on the basis of imaginary-time correlation func-
tions. The computation, based on dimer-dimer corre-
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Figure 7. The vicinity of the first order phase transition at (V/t)c for different lattice sizes with β = 19.2/t and ∆β = 0.02/t:
(a) While the ground-state energy density, 〈HˆQDM〉/(Lt), is continuous near (V/t)c, (b), the density of flippable 3-plaquettes,
〈ρˆ3〉, displays a small but evident jump.
lators and plaquette-flip correlators, is described in ap-
pendix E. Our results are presented in Fig. 9: Starting
from the star phase, the gap estimate decreases distinctly
around the first order phase transition at (V/t)c. Then,
it increases again in the plaquette phase, and eventually
goes to zero as we approach the RK point at V/t = 1.
This is clear evidence for a finite gap in the plaquette
phase with a value of about 0.6t at V/t = 0.1. This
is further supported by the (exponential) convergence of
different observables at finite temperatures as shown in
Fig. 10. In the vicinity of the RK point, gap estimates
in Fig. 9, computed from correlators at different temper-
atures, do not coincide anymore. The reason is simply
that, as the gap vanishes, temperatures have to be re-
duced more and more to obtain the actual gap from the
imaginary-time correlators. Also, fitting the correlation
functions becomes more difficult as their decay ultimately
changes from exponential to algebraic.
In contrast, an earlier analytical treatment in Ref. [13]
suggests that the plaquette phase should be gapless. We
believe that this is due to a mistake in that derivation.
In Ref. [13], the model for V = 0 and a hexagonal lat-
tice with mixed boundary conditions is mapped to a
model of vertically fluctuating non-intersecting strings on
a square lattice. See also Ref. [14] for a detailed discus-
sion. First, one can then obtain the ground state of a
single string which corresponds to the ground state of
the XX chain (energy E
(1)
0 → −2`t/pi) and that of the
quantum dimer model in a high-flux sector. One can
now add further strings, each reducing the flux by one.
To construct an N -string ground state, in Ref. [13], the
product of vertically shifted single-string ground state
wavefunctions is considered. To take account of the
no-intersection constraint for the strings, this wavefunc-
tion is anti-symmetrized with respect to the string posi-
tions, first with respect to all variables y
(n)
1 , then with
respect to all y
(n)
2 , etc., where (x, y
(n)
x ) are the coordi-
nates of string n. In analogy to the anti-symmetrization
for fermions, it is being assumed in Ref. [13] that the
resulting state has energy NE
(1)
0 and is hence the N -
string ground state. Generalizing the procedure to ex-
cited states, gapless excitations are found which sim-
ply correspond to gapless excitations of a single string.
The described anti-symmetrization, also employed in
Refs. [21, 22], appears to be flawed. Different from the
conventional anti-symmetrization for fermions, the re-
sulting N -string wavefunction is not a sum of product
states but contains also entangled states. Hence, the re-
sulting state is not an energy eigenstate. [23]
Let us look at further observables to better under-
stand the plaquette phase. The normalized j-plaquette
numbers 〈ρˆj〉 are shown in Fig. 5. They appear to be
much more sensitive to variations in V/t than the RMS
magnetization. As V/t increases, 〈ρˆ3〉 and 〈ρˆ0〉 contin-
uously decreases while 〈ρˆ2〉 increases, and 〈ρˆ1〉 stays al-
most constant, assuming its maximal value in the phase
diagram. The constant and maximal value of 〈ρˆ1〉 ≈ 0.25
seems to be a characteristic signature for the plaquette
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Figure 8. Numerically computed energy density 〈HˆQDM〉/L
for β = 19.2/t, ∆β = 0.02/t, and L = 81 × 81, compared
to variational and perturbative estimates as described in sec-
tion VI and appendix F, respectively.
phase. For the ideal plaquette state |ψplaq〉, one ob-
tains (〈ρˆ0〉, 〈ρˆ1〉, 〈ρˆ2〉, 〈ρˆ3〉) = (1/12, 1/4, 1/4, 5/12). For
no value of V/t do we find agreement with these values,
showing once again the difference between the ideal and
real plaquette states. Let us now discuss the approach to
the RK point.
D. From the plaquette phase to the RK point
The current understanding is that, for bipartite lat-
tices, there occurs a continuous transition from the pla-
quette phase to the RK point, the latter being an isolated
critical point. Some of the observables, like the dimer
densities (Fig. 5), show indeed the expected smooth be-
havior. Nevertheless, the RMS z-magnetization curves,
displayed in Fig. 3, show a small feature before the RK
point, the x magnetization converges slowly as a function
of β, and sublattice dimer densities in Fig. 6b show large
fluctuations in the interval 0.7 < (V/t)c < 1.
The most natural explanation for this behavior is finite
size effects, and the vanishing of the gap in the vicinity of
the RK point which leads to an enhancement of fluctua-
tions – the divergence of dimer-dimer correlation lengths
– and a critical slowing down of the Monte Carlo simu-
lation. The observed effects can be attributed to a crys-
talline regime with approximate U(1) symmetry in the
vicinity of the RK point. The continuum version of the
height representation [10] of the quantum dimer model
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Figure 9. Estimates for the energy gap ∆E to the
first excited state. The gaps were obtained from fits of
imaginary-time auto-correlation functions 〈dˆi,j(0)dˆi,j(τ)〉QIM
and 〈σˆxi (0)σˆxi (τ)〉QIM, for a system with L = 36×36 sites and
different temperatures. The results should be interpreted as
upper bounds to the real gap, which are close to the actual
gap after convergence in β.
has U(1) symmetry and algebraically decaying correla-
tions at the RK point V/t = 1. For V/t < 1, close to the
RK point, there are two length scales, one beyond which
dimer-dimer correlators show exponential decay signal-
ing crystalline order, and one beyond which one can ob-
serve the breaking of the U(1) symmetry. A linear system
size in-between these two length scales corresponds to the
crystalline U(1) regime [24].
E. The Rokhsar-Kivelson point (V/t = 1)
The Rokhsar-Kivelson point is the only point of the
phase diagram where the system does not display local
order. At this point, the Hamiltonian HˆQDM is a sum of
projection operators,
HˆQDM,RK =− V
∑
i
(| i〉 〈 i|+ h.c.)
+ V
∑
i
(| i〉 〈 i|+ | i〉 〈 i|)
=V
∑
i
(| i〉 − | i〉) · (〈 i| − 〈 i|) .
Therefore, the ground-state energy vanishes. For each
topological sector, and for each flip-connected subspace
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Figure 10. The (exponential) convergence of the energy ex-
pectation value −〈HˆQDM〉 and the magnetizations 〈mˆ2z〉1/2
and 〈mˆx〉 at finite temperatures, here for V/t = 0.1 and
L = 32 × 32, confirms that the system is gapped in the pla-
quette phase.
in a topological sector, one can build a zero-energy state
as an equal-amplitude superposition of all dimer cover-
ings in the corresponding basis set.
At the RK point, many physical properties, like dimer-
dimer correlations, can be derived from the classical
dimer problem at infinite temperature. See for instance
Ref. [25], where the relation between quantum dimer
models at the RK point and their classical counterparts is
discussed. We used this relation to benchmark the QMC
simulations and, in Ref. [14], we used it for a perturba-
tive analysis of an extended quantum dimer model in the
vicinity of the RK point.
F. Staggered phase (1 < V/t <∞)
In the parameter region 1 < V/t < ∞, flippable pla-
quettes are disfavored. As the Hamiltonian becomes a
sum of projection operators with positive coefficients,
HˆQDM = t
∑
i
(| i〉 − | i〉) · (〈 i| − 〈 i|)
+ (V − t)
∑
i
(| i〉 〈 i|+ | i〉 〈 i|) , (11)
the ground state energy is non-negative. The ground
states are dynamically isolated states, corresponding to
dimer coverings without any flippable plaquettes – so-
called staggered configurations. One such state is shown
in Fig. 1c. In the Ising-spin representation, they are
{σˆzi }-eigenstates with total magnetization zero such that
〈mˆ2z〉1/2 = 0 and 〈mˆx〉 = 0.
Staggered states belong to the topological sectors of
highest flux, are zero-energy eigenstates of HˆQDM for all
values of V/t, and become ground states for V/t ≥ 1.
The transition on the right of the RK point is abrupt.
At the RK point, all topological sectors contain (at least)
one state of vanishing energy. Only the isolated ground
states in the maximum flux sectors persist for V/t > 1.
In the zero flux sector, the RK point corresponds to
a first order transition to states with a large majority of
2-plaquettes (〈ρˆ2〉 > 0.8), vanishing 〈ρˆ0〉, and finite but
small values of 〈ρˆ1〉 = 〈ρˆ3〉. See Fig. 5.
VI. VARIATIONAL TREATMENT
Let us supplement the Monte Carlo study with a varia-
tional treatment. The main motivations are to find states
that improve upon the ideal plaquette state to approx-
imate the ground states in the plaquette phase and to
obtain further information on excitation gaps.
The ideal plaquette state (9) is a simple tensor prod-
uct state with resonating 3-plaquettes on one of the
three equivalent sublattices, say sublattice A, such that
|ψplaq〉 =
⊗
i∈A (| i〉+ | i〉) /
√
2. Recall that |ψplaq〉 is
not an exact ground state for any value of V/t. Its en-
ergy expectation value yields hence an upper bound to
the ground sate energy. The contribution of the kinetic
terms is due to the resonating 3-plaquettes (density 1/3)
and has the value −tL/3. The contribution of the po-
tential terms is due to the L/3 flippable plaquettes of
sublattice A, while sublattices B and C contribute with
a 3-plaquette density of 1/8 each. This leads us to
Eplaq = −L
3
t+
(
L
3
+
2L
3
1
8
)
V = L
(
−1
3
t+
5
12
V
)
.
For V = 0, this gives an energy of −t/3 per plaquette,
slightly above the numerically observed value ≈ −0.38t.
Improving this variational energy is possible along sev-
eral ways. A simple method is to decompose the lattice
into cells as exemplified in Fig. 11a and to consider a
tensor product
|Φ〉 = |φ〉 ⊗ |φ〉 ⊗ |φ〉 . . . (12)
of states |φ〉 defined on appropriately chosen subgraphs
in each cell (bold edges in Fig. 11a). We choose these
subgraphs to contain all vertices of the A-hexagons in
the cell and all edges connecting these vertices. The cell
Hilbert space is spanned by all dimer coverings of the cho-
sen subgraphs. This construction guarantees that indeed
every vertex of the full lattice is reached by exactly one
dimer. The cell state |φ〉 is determined by minimizing the
expectation value of the energy density 〈Φ| HˆQDM |Φ〉 /L
with respect to |φ〉 under the normalization constraint
‖φ‖ = 1. For the minimization of the energy functional,
which is generally a sixth order polynomial in the ba-
sis coefficients, we employed the L-BFGS algorithm [26],
starting from several different initial states to find the
global minimum.
The simplest choice is the 3×1 cell depicted in Fig. 11a
which corresponds to considering states |φ〉 = a | 〉A +
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Figure 11. Variational treatment for which the energy expectation value for a cell product state |ψ〉 = |φ〉 ⊗ |φ〉 ⊗ |φ〉 . . . is
minimized with respect to |φ〉. (a) Examples for the employed rectangular and lozenge cell shapes. The considered basis states
for each cell are all dimer coverings of the marked edges. (b) Overlap of the cell state |φ〉 with the ideal star state |φstar〉 and
the ideal plaquette state |φplaq〉. (c) Normalized numbers of j-plaquettes, 〈ρˆj〉. (d) Local excitation gap as defined in the text.
b | 〉A with a2 + b2 = 1. The energy functional −2tab+
V (a2 + b2 + a6 + b6) is minimized by
a = −1
6
√
18− 6
√
9− 4t2/V 2 for V/t <− 2/3
and by a = 1/
√
2 for V/t ≥− 2/3,
i.e., for V/t ≥ −2/3, the solution is given by the ideal
plaquette state (9). This is reflected in the overlap
〈φ|φstar〉 = 1/
√
2 to the ideal cell star state and the
overlap 〈φ|φplaq〉 = 1 to the ideal cell plaquette state
for V/t ≥ −2/3 in Fig. 11b and the constant nor-
malized numbers of j-plaquettes (〈ρˆ0〉, 〈ρˆ1〉, 〈ρˆ2〉, 〈ρˆ3〉) =
(1/12, 1/4, 1/4, 5/12) for V/t ≥ −2/3 in Fig. 11c.
When increasing the cell size up to 6× 6 rectangles or
lozenges, more and more hexagons of the B and C lattices
can be flipped, the variational energy density decreases
(see Fig. 8) and observables such as the 〈ρˆi〉 approach
the values observed in the Monte Carlo simulations. The
overlaps to the ideal star and plaquette states, displayed
in Fig. 11b, decay with increasing cell size. This is due to
13
two effects. On the one hand, more and more corrections
to the ideal states are taken account of and, on the other
hand, there is a type of orthogonality catastrophe that
is inevitable in the thermodynamic limit. In contrast,
fidelities for any fixed-size subregion in the center of the
cells would converge.
The variational treatment can also be used to obtain
approximations to the excitation gap. To this purpose
we first obtain the optimal cell state |φ〉. Singling out a
certain cell and fixing state |φ〉 on all other cells, we then
compute an effective Hamiltonian
〈n| Hˆcelleff |n′〉 :=
( 〈n|⊗〈φ|⊗〈φ| . . . )Hˆ( |n′〉⊗|φ〉⊗|φ〉 . . . )
for the cell. The gap between the ground state and the
first excited state of Hˆcelleff , which converges to the gap of
Hˆ, is displayed in Fig. 11d. It shows the same proper-
ties already observed in the Monte Carlo computations
(Fig. 9): a local maximum of the gap inside the plaquette
phase region, and a vanishing of the gap in the vicinity
of the RK point.
VII. SUMMARY
We have studied in detail the phase diagram of the
quantum dimer model on the hexagonal (honeycomb) lat-
tice (1). To this purpose, we employed world-line quan-
tum Monte Carlo simulations based on approximating
the partition function and observables of the 2D quantum
system by those of a 3D classical model. We accelerated
the algorithm by using improved cluster updates.
In comparison to earlier work in Ref. [12], we have used
larger systems at lower temperatures to reduce finite-size
effects and have investigated several observables in or-
der to give an in-depth description of the ground states
and phase transitions. The numbers of j-plaquettes and
sublattice dimer densities are monitored throughout the
phase diagram. In addition, we computed the ground-
state energy and energy gaps to the first excited states
on the basis of imaginary-time correlation functions.
The first order transition from the star phase to the
plaquette phase is found to occur at (V/t)c = −0.228 ±
0.002 and the corresponding symmetry change is clearly
reflected in the computed sublattice dimer densities. We
also shed some light on the differences between the actual
ground states and the corresponding “ideal” star and pla-
quette states, as witnessed by the computed ground-state
energies and the behavior of the different dimer observ-
ables.
A main result of the present paper is strong numeri-
cal evidence for a finite excitation gap in the plaquette
phase. At V/t = 0.1, we find a gap of about 0.6t, using
imaginary-time dimer-dimer correlators and plaquette-
flip correlators. This is further supported by the conver-
gence of different observables at finite temperatures. For
the attainable cell sizes (6 × 6 plaquettes) in the varia-
tional treatment, the obtained excitation gap estimate of
about 1t is still rather large.
In Ref. [14], we discuss a generalized version of the
model (1) with additional potential terms. Besides
the star plaquette, and staggered phases, it features a
plethora further crystalline phases. Their transitions
form a fractal structure in the phase diagram, corre-
sponding to a devil’s staircase (see also Ref. [24]).
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Appendix A: Sum rule for the plaquette types
Dimer coverings of regular lattices are constrained
by simple sum rules, associated to Euler-Poincare´ and
Gauss-Bonnet relations for tilings on compact sur-
faces [27].
For a given dimer covering of the hexagonal lattice on
a torus, let Nj denote the total number of j-plaquettes,
i.e., plaquettes covered with j dimers, and let L denote
the total number of plaquettes. The Nj obey the sum
rules
3∑
j=0
Nj = L,
3∑
j=0
jNj = 2L. (A1)
The first rule signifies that every plaquette can carry from
j = 0 to j = 3 dimers. The left-hand side of the sec-
ond rule gives two times the total number of dimers, as
every (dimer-carrying) edge belongs to two plaquettes.
The right-hand side 2L is due to the fact that the total
number of vertices is 2L, and every vertex is reached by
exactly one dimer. From the two rules (A1), it follows
that N3 = N1 + 2N0 as stated in Eq. (7). Notice that,
on average, plaquettes carry two dimers.
Appendix B: From the 2D quantum Ising model to a
classical 3D Ising model
In Sec. III B, we have described how the Ising-type
quantum model (2) on the 2D triangular lattice can be
mapped to a 3D classical Ising model on a stack of 2D tri-
angular lattices to allow for an efficient world-line Monte
Carlo simulation. Let us show here that the partition
functions and expectation values of diagonal observables
do indeed coincide up to corrections that are of third or-
der in the imaginary-time step ∆β = β/N , as claimed in
Eqs. (4) and (5).
Based on the second order Trotter-Suzuki decomposi-
tion
eλ(Aˆ+Bˆ) = e
λ
2 AˆeλBˆe
λ
2 Aˆ +O(λ3),
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the quantum partition function can be expanded as
ZQIM = Tr
(
(e−∆β(Hˆ
z+Hˆx))N
)
=
∑
σ
N∏
n=1
〈σn| e−∆β(Hˆz+Hˆx) ∣∣σn+1〉
=
∑
σ
N∏
n=1
〈σn| e−∆βHˆze−∆βHˆx ∣∣σn+1〉+O(∆β3)
=
∑
σ
N∏
n=1
e−∆βH
z(σn)
∏
i
〈σni | e∆βtσˆ
x
i
∣∣σn+1i 〉+O(∆β3)
where σN+1 ≡ σ1. With
〈σ| e∆βtσˆx |σ′〉 = cosh(∆βt)δσ,σ′ + sinh(∆βt)δσ,−σ′
and AeK
τσσ′ = A
(
eK
τ
δσ,σ′ + e
−Kτ δσ,−σ′
)
we can identify
〈σ| e∆βtσˆx |σ′〉 = AeKτσσ′ , where
e−2K
τ
= tanh(∆βt) and A2 = sinh(2∆βt)/2.
Using this result and the definition A := ALN in the
expansion of ZQIM (N is the number of imaginary-time
steps and L the number of lattice sites), one obtains the
connection between the quantum and the classical parti-
tion functions
ZQIM
A =
∑
σ
N∏
n=1
e−∆βH
z(σn)+
∑
iK
τ
i σ
n
i σ
n+1
i +O(∆β3)
=
∑
σ
e−(
∑
nK
zHz(σn)−∑n,iKτi σni σn+1i ) +O(∆β3)
= ZCIM +O(∆β3),
with Kz and Kτ as specified in Eq. (6). The normal-
ization factor A cancels in the evaluation of expectation
values for observables Oˆ = O({σˆzi }) that are diagonal
in the {σˆzi }-eigenbasis and for which one obtains in the
same way as for the partition functions
〈Oˆ〉QIM = Tr(e
−βHˆOˆ)
ZQIM
=
∑
σ e
−ECIM(σ)O(σ)
ZCIM
+O(∆β3)
= 〈O〉CIM +O(∆β3).
However, the factor A = [sinh(2∆βt)/2]LN/2 [Eq. (4b)]
needs to be taken account of in the evaluation of non-
diagonal observables such as the energy 〈HˆQIM〉 of the
quantum system, as described in appendix D.
Appendix C: Monte Carlo sampling and 1D cluster
updates
With the quantum-classical mapping, described in
section III B, we have constructed the classical model
ECIM(σ), Eq. (3), in such a way that its partition func-
tion and expectation values of observables are identical to
those of the quantum model as expressed in Eqs. (4) and
(5). The imaginary-time step ∆β = β/N of the quantum
model enters the coupling constants Kz and Kτi of the
classical model according to Eq. (6) and the inverse tem-
perature itself determines the number N of time slices,
i.e., the extension of the classical Ising model in the time
direction. The classical model is then formally sampled
at βCIM = 1. In the Monte Carlo algorithm, we generate
a Markov chain of classical states such that each state σ
occurs with a frequency that corresponds to its weight
e−ECIM(σ)/Z in the classical ensemble. As explained in
section III B, expectation values of diagonal observables
Oˆ = O({σˆzi }) can then be evaluated by averaging O(σn)
(any choice of the time slice n or additionally any average
of the time slices n) with respect to the states generated
by the algorithm. Non-diagonal observables can be ad-
dressed as exemplified in appendix D.
In Monte Carlo simulations, it is essential to obey de-
tailed balance, i.e., with the state probabilities pi(σ) :=
e−E(σ) [in the following E(σ) ≡ ECIM(σ)] and the state
transition probabilities denoted by p(σ → σ′), we require
pi(σ)p(σ → σ′) = pi(σ′)p(σ′ → σ). (C1)
Separating the transition probability into proposal and
acceptance probabilities,
p(σ → σ′) = P (σ → σ′)A(σ → σ′),
detailed balance can be achieved by using the Metropolis
choice
A(σ → σ′) := min
(
1,
pi(σ′)P (σ′ → σ)
pi(σ)P (σ → σ′)
)
. (C2)
As outlined in Sec. III C, we base the simulation on flips
of 1D clusters, oriented along the time direction, in or-
der to avoid problematically low acceptance probabilities
when decreasing ∆β. This type of update is inspired by
the Swendsen-Wang or Wolff cluster algorithms [28, 29].
The 1D cluster updates for the time direction of the
classical Ising model (3) are equivalent to cluster updates
in an Ising chain Heff = −Kτ
∑
n σ
n
i σ
n+1
i +
∑
n h
nσni
with site-dependent effective magnetic fields hn which
encode the change in the number of flippable spins in
time slices n. Denoting by Nnf the total number of flip-
pable spins in time slice n and by ∆Nnf the change in
this number due to flipping the spin σni , the effective
magnetic field reads hn = KzV∆Nnf . (Remember that
the potential term ∝ V in the Hamiltonian counts the
number of flippable spins.) The chain consists of flip-
pable spins and ends at time slices m and m′ > m where
the first non-flippable spins occur.
Because of the effective magnetic fields hn, the actual
Wolff cluster update [29] is not applicable (even for the
1D problem Heff). In the following, we describe an algo-
rithm that is similar to the original Wolff cluster update
in the sense that the clusters consist of parallel spins.
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Modifications are only due to the hn. In principle, one
can ignore the effective magnetic fields hn in the con-
struction of the Wolff cluster. After the construction
of a cluster, one would then flip it not with probabil-
ity one as usual, but with a probability that takes the
energy change ∆Eh := K
zV∆Nf due to the effective
fields hn and potential unflippable spins at the cluster
ends into account. At least for small |Kτ/hn|, the re-
sulting rejection rates would however be high. Also, the
probability factor e−∆Eh may get small for big clusters
even if |Kτ/hn| is big and, thus, lead to a high rejection
rate. Hence, it is favorable to take account of the en-
ergy changes due to the field terms ∝ hn already during
the construction of the clusters. The algorithm works as
follows:
(i) Start from a (consistent) random initial state σ0.
Also, determine the number Nf of flippable spins in σ0.
(ii) Choose a random flippable spin (site i, time slice
n).
(iii) Let σ0 := σ
n
i . Starting from the initial site (n, i),
go forward and backward along the direction of imaginary
time, respectively, to build a 1D cluster of parallel spins.
As long as the spin at the currently considered cluster
boundary has magnetization σn
′
i = σ0 and is flippable,
add it with probability
q(∆Nn
′
f ) :=
(
1− e−2Kτ
)
·min
(
1, e−K
zV∆Nn
′
f
)
to the cluster. In the following, let us denote the time
slices that define the boundary of the obtained cluster by
m and m′ > m, such that the cluster consists of time-
slices m+1,m+2, . . . ,m′−1. Let fmi , fm
′
i ∈ {0, 1} label
whether the boundary spins are flippable (one) or not
(zero).
(iv) Accept the flip of the cluster σki → σ′ki = −σki
∀m<k<m′ with probability
A(σ → σ′) = min
(
1,
Nf
Nf + ∆Nf
e−K
zV∆Nnf
× e−2Kτσ0(σmi +σm
′
i )
∏
k=m,m′
[
1− q(∆Nkf )
]−fki σki σ0).
(C3)
Why this rule guarantees detailed balance and is useful
is explained below.
(v) If the number of cluster updates surpasses a cer-
tain threshold ∝ LN , evaluate and store observables of
interest, and reset the update counter to zero.
(vi) If you have accepted the transition in step (iv),
update the spin configuration σ → σ′ and Nf → Nf +
∆Nf . Go to step (ii).
Eq. (C3) is based on the Metropolis choice (C2) for the
acceptance probability. The proposal probability for the
cluster between time-slices m and m′ is given by
P (σ → σ′) = 1
Nf
∏
m<k<m′
k 6=n
q(∆Nkf )
×
∏
k=m,m′
[
1− q(∆Nkf )
]fki δ(σki ,σ0) ,
where δ(σ, σ′) denotes the Kronecker delta. Correspond-
ingly,
P (σ′ → σ) = 1
Nf + ∆Nf
∏
m<k<m′
k 6=n
q(−∆Nkf )
×
∏
k=m,m′
[
1− q(∆Nkf )
]fki δ(σki ,−σ0) .
Due to the fact that q(−∆Nkf )/q(∆Nkf ) = eK
zV∆Nkf , we
obtain
P (σ′ → σ)
P (σ → σ′) =
Nf
Nf + ∆Nf
e∆Eh−K
zV∆Nnf
×
∏
k=m,m′
[
1− q(∆Nkf )
]−fki σki σ0 ,
where ∆Eh = K
zV
∑m′−1
k=m+1 ∆N
k
f = K
zV∆Nf . Mul-
tiplying this with pi(σ′)/pi(σ) = e−∆E with the total
energy change ∆E = ∆Eh + 2K
τσ0(σ
m
i + σ
m′
i ) yields
Eq. (C3). In the formula (C3) for the acceptance prob-
ability, one has only the factor e−K
zv∆Nnf instead of
e−∆Eh = e−K
zV
∑m′−1
k=m+1 ∆N
k
f . So, the effective magnetic
fields hn are taken into account during the cluster con-
struction, and may reduce the cluster size, but they do
not occur in the cluster flip acceptance formula and can
hence not increase the rejection rate.
Appendix D: Evaluation of the energy
The quantum Hamiltonian Hˆ ≡ HˆQIM [Eq. (2)] is not
diagonal in the {σˆzi }-eigenbasis and its expectation value
can hence not be evaluated directly along the lines of Eq.
(5). Based on the relation (4) between the quantum and
classical partition functions, an efficient way to evaluate
the energy is to use that
〈Hˆ〉QIM = 1
ZQIM
Tr
(
Hˆe−βHˆ
)
=
−1
ZQIM
∂βZQIM
=
−1
N
(
∂∆βZCIM
ZCIM
+
∂∆βA
A
)
+O(∆β2)
Using the relations (6) between the parameters of the
quantum dimer model and the classical Ising model, as
well as A = ALN = [sinh(2∆βt)/2]LN/2 [Eq. (4b)], one
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Figure 12. Determination of upper bounds on the en-
ergy gap by exponential fits of the dimer-dimer correlator
〈dˆi,j(0)dˆi,j(τ)〉QIM [cf. Eq. (E1)] for a system of L = 36× 36
sites, β = 19.2/t, and ∆β = 0.02/t. In the figure, a fitted
addend aV/t has been subtracted from the correlator.
obtains
〈Hˆ〉QIM = 1
N
〈∂∆βECIM(σ)〉CIM − L
A
∂∆βA+O(∆β2)
=
1
N
∑
n
〈(
Hz(σn) +
∑
i
t σni σ
n+1
i
sinh(2∆βt)
)〉
CIM
− Lt coth(2∆βt) +O(∆β2)
=
∑
n
〈 1
N
Hz(σn)− 1
β
∑
i
δσni ,−σn+1i
〉
CIM
+O(∆β).
So what one basically needs to evaluate are averages of
the number of flippable spins [Hz(σn)] and the nearest-
neighbor correlators σni σ
n+1
i in the imaginary-time direc-
tion.
Appendix E: Evaluation of the energy gap
A common technique in quantum Monte Carlo sim-
ulations is to evaluate dynamical structure factors and
spectral functions from imaginary-time correlation func-
tions. This is complicated by the need of a, usually ill-
conditioned, analytic continuation from the imaginary to
real frequencies [30–32]. Away from the critical points
the quantum dimer model is expected to be in crystalline
phases. In such phases, excitations are localized with lit-
tle dispersion. Hence, the full spectral function is not
very interesting and we can restrict the analysis to the
estimation of excitation gaps – in particular to assert the
gapped nature of the plaquette phase. This can be done
without the need for analytic continuation. See, for ex-
ample, Refs. [33–36] for similar studies.
We want to estimate the energy gap to excited states
by evaluating imaginary-time correlation functions
〈Aˆ(0)Aˆ†(τ)〉 = 1
Z
Tr
(
Aˆe−τHˆAˆ†e−(β−τ)Hˆ
)
.
If τ and β − τ are both big enough in comparison to the
gap to the second excited state, one can expect the corre-
lation functions to have a cosh form. For a generic oper-
ator Aˆ =
∑
ij aij |i〉 〈j|, with the eigenstates |i〉 (i ∈ N0)
of the system ordered according to increasing energies Ei
and gaps denoted by ∆Ej,i := Ej − Ei, one gets
〈Aˆ(0)Aˆ†(τ)〉
=
1
2Z
∑
ij
|aij |2(e−τEje−(β−τ)Ei + e−τEie−(β−τ)Ej )
=
1
2Z
∑
ij
|aij |2e−βEi(e−τ∆Ej,i + e−(β−τ)∆Ej,i)
=
1
Z
∑
ij
|aij |2e−β(Ej+Ei)/2 cosh((β/2− τ)∆Ej,i),
i.e., a sum of cosh terms with non-negative coefficients
that decay exponentially in β and Ej + Ei (due to the
normalization factor 1/Z rather in Ej + Ei − 2E0 =
∆Ej,0+∆Ei,0). The “saturation” value 〈Aˆ(0)Aˆ†(β/2)〉 =
1
Z
∑
ij |aij |2e−β(Ej+Ei)/2 of the correlator (τ = β/2) has
for low temperatures β∆E1,0  1 the value |〈Aˆ〉gs|2. As
exemplified in Fig. 12, one can hence extract the gap
of the system by fitting a few leading terms of the sum
to the imaginary-time correlation functions, the simplest
expression being a + b · cosh((β/2 − τ)∆E1,0). To this
purpose, we choose the dimer-dimer correlator
〈dˆi,j(0)dˆi,j(τ)〉QIM = 1
4
〈(σni σnj + 1)(σn
′
i σ
n′
j + 1)〉CIM
(E1)
and the plaquette flip correlator
〈σˆxi (0)σˆxi (τ)〉QIM =
1
(∆βt)2
〈δσni ,−σn+1i δσn′i ,−σn′+1i 〉CIM
where dˆi,j := (σˆ
z
i σˆ
z
j + 1)/2 is the dimer operator for edge
(i, j), integers n ∈ [1, N ] label imaginary-time slices, and
n′ = n+ τ/∆β.
As described in section III A, the dimer-model Hilbert
space corresponds to the symmetric sector of the Ising
model on the dual lattice, spanned by states |σ〉+ |−σ〉
with ground states σ of the classical Ising model. For the
gap estimation, it is hence important to choose operators
Aˆ that do not connect the symmetric and anti-symmetric
subspaces. For example, Aˆ = σˆzi transforms spin-flip
symmetric into anti-symmetric states. The analysis of
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the corresponding imaginary-time correlator would hence
yield an estimate for the gap between the ground-state
energies of the two sectors. In contrast, the dimer oper-
ator Aˆ = dˆi,j and the plaquette-flip operator Aˆ = σˆ
x
i are
block-diagonal and yield an estimate for the gap to the
first excited state in the symmetric subspace.
Appendix F: Perturbation theory for the star phase
The ideal star state (8) is a product state with 3-
plaquettes on two of the three triangular sublattices (say
A and B) and 0-plaquettes on C. It is the ground state
for V/t → −∞, where the potential energy term selects
the classical dimer coverings with the maximum number
of 3-plaquettes. For a perturbative analysis in λ := t/V ,
we write the Hamiltonian (1) in the form
HˆQDM = V
(− λ∑
i
fˆi + Nˆ3
)
, (F1)
where fˆi = (| i〉 〈 i|+ h.c.) flips plaquette i, and Nˆ3 =∑
i (| i〉 〈 i|+ | i〉 〈 i|) counts the total number of
flippable plaquettes.
Let us denote the energy of the ith unperturbed eigen-
state by E
(0)
i and |ψ0〉 := |ψstar〉. For λ = 0, the first ex-
cited states |ψ1,i〉 := fˆi |ψ0〉 are obtained by flipping sin-
gle plaquettes. The other two degenerate ground states
can be disregarded for the following as they can only be
reached by an extensive number of flips. Up to second
order, the perturbed energy is
E
(2)
star
V
=
E
(0)
0
V
+ λ2
∑
i
| 〈ψ1,i| fˆi |ψ0〉 |2
E
(0)
0 /V − E(0)1 /V
+O(λ3), (F2)
since the linear term 〈ψ0| fˆi |ψ0〉 is zero. Applying
Eq. (F1), we find
E
(2)
star =
2L
3
V + λ2V
2L
3
1
2L
3 −
(
2L
3 − 3
)
(λ=t/V )
= L ·
(
2V
3
+
2t2
9V
)
. (F3)
[1] P. Anderson, Mater. Res. Bull. 8, 153 (1973).
[2] D. S. Rokhsar and S. A. Kivelson, Phys. Rev. Lett. 61,
2376 (1988).
[3] S. Sachdev and M. Vojta, J. Phys. Soc. Jpn. 69, Suppl.
B 1 (2000).
[4] R. Moessner and S. L. Sondhi, Phys. Rev. Lett. 86, 1881
(2001).
[5] R. Moessner and S. L. Sondhi, Phys. Rev. B 63, 224401
(2001).
[6] G. Misguich, D. Serban, and V. Pasquier, Phys. Rev.
Lett. 89, 137202 (2002).
[7] R. Moessner and K. S. Raman, in Introduction to Frus-
trated Magnetism, Vol. 164 of Springer Series in Solid-
State Sciences, edited by C. Lacroix, P. Mendels, and F.
Mila (Springer, Heidelberg, 2011), pp. 437–479.
[8] A. F. Albuquerque, D. Schwandt, B. Hete´nyi, S. Cap-
poni, M. Mambrini, and A. M. La¨uchli, Phys. Rev. B
84, 024406 (2011).
[9] A. Sen, K. Damle, and T. Senthil, Phys. Rev. B 76,
235107 (2007).
[10] H. Blo¨te and H. Hilhorst, J. Phys. A: Math. Gen. 15,
L631 (1982).
[11] V. Elser, J. Phys. A: Math. Gen. 17, 1509 (1984).
[12] R. Moessner, S. L. Sondhi, and P. Chandra, Phys. Rev.
B 64, 144416 (2001).
[13] P. Orland, Phys. Rev. B 47, 11280 (1993).
[14] T. Schlittler, T. Barthel, G. Misguich, J. Vidal, and R.
Mosseri, Phys. Rev. Lett. 115, 217202 (2015).
[15] R. Moessner, S. L. Sondhi, and P. Chandra, Phys. Rev.
Lett. 84, 4457 (2000).
[16] M. Suzuki, Prog. Theor. Phys. 56, 1454 (1976).
[17] M. Suzuki, S. Miyashita, and A. Kuroda, Prog. Theor.
Phys. 58, 1377 (1977).
[18] H. F. Trotter, Proc. Am. Math. Soc 10, 545 (1959).
[19] M. D. Schulz, S. Dusuel, G. Misguich, K. P. Schmidt,
and J. Vidal, Phys. Rev. B 89, 201103 (2014).
[20] The name “star phase” originates from the rhombus
tiling associated to this dimer configuration in the limit
V → −∞, which is either known as the “star tiling” or
the “dice lattice”.
[21] P. Orland, Nucl. Phys. B 372, 635 (1992).
[22] P. Orland, Phys. Rev. B 49, 3423 (1994).
[23] As an example for the conventional anti-symmetrization,
consider two non-interacting fermions in 2D space.
For a product state µ(x(1), y(1))ν(x(2), y(2)), one ob-
tains µ(x(1), y(1))ν(x(2), y(2)) − µ(x(2), y(2))ν(x(1), y(1)).
It has zero amplitude for (x(1), y(1)) = (x(2), y(2))
and has the same energy Eµ + Eν as the orig-
inal state. For two strings of length two, the
anti-symmetrization of Ref. [13] yields the state
µ(y
(1)
1 , y
(1)
2 )ν(y
(2)
1 , y
(2)
2 ) − µ(y(2)1 , y(1)2 )ν(y(1)1 , y(2)2 ) −
µ(y
(1)
1 , y
(2)
2 )ν(y
(2)
1 , y
(1)
2 ) + µ(y
(2)
1 , y
(2)
2 )ν(y
(1)
1 , y
(1)
2 ). While
it is zero for intersecting strings, the second and third
components in the sum are not products of single-string
states. Hence, the resulting energy is not simply Eµ+Eν .
Strings interact by restricting their lateral fluctuations.
The actual ground state energy per string is hence in
general larger than the single-string ground state energy.
[24] E. Fradkin, D. A. Huse, R. Moessner, V. Oganesyan, and
S. L. Sondhi, Phys. Rev. B 69, 224415 (2004).
[25] C. L. Henley, J. Phys.: Condens. Matter 16, S891 (2004).
[26] R. Byrd, P. Lu, J. Nocedal, and C. Zhu, SIAM J. Sci.
Comput. 16, 1190 (1995).
[27] J. Sadoc and R. Mosseri, Geometrical Frustration (Cam-
bridge University Press, Cambridge, 2007).
[28] R. H. Swendsen and J.-S. Wang, Phys. Rev. Lett. 58, 86
(1987).
[29] U. Wolff, Phys. Rev. Lett. 62, 361 (1989).
[30] J. E. Gubernatis, M. Jarrell, R. N. Silver, and D. S. Sivia,
18
Phys. Rev. B 44, 6011 (1991).
[31] M. Jarrell and J. Gubernatis, Phys. Rep. 269, 133 (1996).
[32] A. W. Sandvik, Phys. Rev. B 57, 10287 (1998).
[33] F. F. Assaad and M. Imada, J. Phys. Soc. Jpn. 65, 189
(1996).
[34] F. F. Assaad, Phys. Rev. Lett. 83, 796 (1999).
[35] D. A. Ivanov, Phys. Rev. B 70, 094430 (2004).
[36] A. Ralko, M. Ferrero, F. Becca, D. Ivanov, and F. Mila,
Phys. Rev. B 74, 134301 (2006).
