Abstract: Large Volume of Data is growing because the organizations are continuously capturing the collective amount of data for better decision-making process. The most fundamental challenge is to explore the large volumes of data and extract useful knowledge for future actions through data mining and data science methodologies. Nevertheless these not tackle the issues in data quality clearly, leaving out relevant activities. We proposed a conceptual framework for data quality in knowledge discovery tasks based on CRISP-DM, SEMMA and Data Science, considering the issues of ESE Taxonomy.
Introduction
Data explosion is an inevitable trend as the world is connected more than ever. Data are generated faster than ever, and to date about 2.5 quintillion bytes of data are created daily. This speed of data generation will continue in the coming years and is expected to increase at an exponential level, according to International Data Corporation (IDC) recent survey [1] . The most fundamental challenge is to explore the large volumes of data and extract useful knowledge for future actions through data mining and data science [2] , [3] .
For a successful process of discovery knowledge from data mining exist recognized methodologies such as CRISP-DM and SEMMA [4] , [5] which describe the data treatment. Similarly, the Data Science area searches the knowledge extraction with different approaches as stochastic modeling, probability models, signal processing, pattern recognition and learning, etc. [6] . Although the data mining methodologies and data sciences defined the steps for data treatment, these not tackle the issues in data quality clearly, leaving out relevant activities [3] . It has been agreed that poor data quality in data mining, machine learning and data science will impact the quality of results of analyses and that it will therefore impact on decisions made on the basis of these results.
Therefore, in this paper we proposed a conceptual framework for data quality in knowledge discovery tasks based on ESE taxonomy [7] . This framework is a result of filtering elements of CRISP-DM, SEMMA and Data Science, and checking their suitability to the nature in data mining and machine learning projects. The paper is organized as follows. In the next section, we briefly present the data quality framework definitions, the methodologies CRISP-DM, SEMMA, and Data Science. In Section 3, FDQ-KDT framework is described. Finally, we conclude our paper and show the future works in Section 4.
Background

Data Quality Frameworks (DQF)
The DQF seek to assess areas where poor quality processes or inefficiencies may reduce the profitability of an organization [8] . At its most basic, a data quality framework is a tool for the assessment of data quality within an organization [9] . The framework can go beyond the individual elements of data quality assessment, becoming integrated within the processes of the organization. Eppler and Wittig [10] add that a framework should not only evaluate, but also provide a scheme to analyze and solve data quality problems by proactive management.
Cross Industry Standard Process for Data Mining (CRISP-DM)
CRISP-DM is a comprehensive data mining methodology and process model that provides anyone-from novices to data mining experts-with a complete blueprint for conducting a data mining project. CRISP-DM breaks down the life cycle of a data mining project into six phases: business understanding, data understanding, data preparation, modeling, evaluation, and deployment [11] . Fig. 1 shows the phases with its respective generic tasks of a data mining process. We considered the following tasks of the phases of data understanding and data preparation for the construction of FDQ-KDT framework proposed: describe data, explore data, verify data quality, select data, clean data, construct data, and integrate data. The remaining tasks of these phases were discarded because we proceed from the fact that FDQ-KDT framework inputs are raw data whereas that the outputs are tidy data in plain text.
Sample, Explore, Modify, Model and Assess (SEMMA)
The SEMMA process was developed by the SAS Institute that considers a cycle with 5 stages for the process: Sample, Explore, Modify, Model, and Assess. Beginning with a statistically representative sample of your data (sample), SEMMA intends to make it easy to apply exploratory statistical and visualization techniques (explore), select and transform the most significant predictive variables (modify), model the variables to predict outcomes (model), and finally confirm a model's accuracy (assess) [4] . A pictorial representation of SEMMA is given in Fig. 2 . For FDQ-KDT construction we considered the sample, explore and modify stages of SEMMA process and we discarded the model and assess stage because the scope of FDQ-KDT is deliver an tidy data in plain text as output.
Data Science
The data science is focused in the representation, analysis, anomalies of data, and relations among variables [3] , from a process with the next steps: raw data collected, data processing, clean data, exploratory data analysis, models and algorithms, construction of reports, and build data product [6] . The data science process flowchart is shown in Fig. 3 . We considered the steps: clean data, exploratory data analysis and construction of reports of data science process flowchart to build the FDQ-KDT. The steps: raw data is collected, data processing, model and algorithms and build data product were not considered because the FDQ-KDT does not aim solve data collection processes and data modeling.
A Taxonomy of Data Quality Challenges in Empirical Software Engineering (ESE)
The ESE taxonomy captures many issues associated with data typically used in empirical software engineering modeling, although some of the elements of the taxonomy are not peculiar to ESE data sets. The issues are grouped into three main classes. First is the group of characteristics of data that mean the
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observations are not fit for model-building (accuracy); second are data set characteristics that lead to concerns about the suitability of applying one model to another data set (relevance); and third is a set of factors that limit data accessibility and trust (provenance) [7] . Fig. 4 depicts the ESE taxonomy.
Fig. 4. Taxonomy of data quality challenges in empirical software engineering (ESE).
We took all sub-issues of accuracy and relevance (Fig. 5) as starting point for the construction of FDQ-KDT framework proposed. The provenance sub-issues not were considered because we assume the data has availability. The proposed framework was developed to address poor quality data in knowledge discovery task such
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as data mining and machine learning projects. Fig. 5 shows the process of developing the proposed framework based on methodology developed by Almutiry [12] . The process began with Gathering the preselected elements of CRISP-DM, SEMMA and Data science area (red color elements in Fig. 1, Fig. 2 , and Fig. 3 ). Afterward in Filtering & Mapping Phase (Fig. 5 ) the repeated components were removed. The Clustering phase, grouped the remaining components in five phases: data fusion, data quality diagnosis, select data, clean data, and construct data.
The result to apply the methodology of Almutiry [12] , is the FDQ-KDT which comprising seven tasks of the phases of data understanding and data preparation of CRISP-DM (describe data, explore data, verify data quality, select data, clean data, construct data, and integrate data), three stages of SEMMA (modify, sample, explore), and three steps of Data Science Area (clean data, exploratory data analysis and construction of reports), organized in five main phases (Fig. 5) .
In this regard, the FDQ-KDT phases have an execution order with the aim of supply a tidy dataset. Fig. 6 shows the execution process of FDQ-KDT. 6 shows the execution process of proposed framework. The process begins by combining information of multiple sources in data fusion component with aim to create a dataset (if the information comes of one source, this step is avoided). Subsequently is assessed the quality of new dataset in data quality diagnosis component. The next step selects the data more suitable for knowledge discovery task taking into account selection criteria such as data quality diagnosis, among others. If diagnosis of dataset is good, it will be sent to construct data component for completing the execution process of framework otherwise to clean data component for fixing the problem found. 
The issues of relevance and accuracy (Fig. 4 red branches) of Taxonomy of Data Quality Challenges in Empirical Software Engineering are embedded in the five components of FDQ-KDT. The basic idea is to resolve the relevance and accuracy issues found in ESE taxonomy for any domain through FDQ-KDT. Fig. 7 shows the ESE taxonomy issues organized in the five phases of FDQ-KDT.
Next is presented a detailed description of framework components for data quality in knowledge discovery tasks:
Data Fusion
Better known as Integrate data in CRISP-DM, involves combining information from multiple sources such as databases, plain text, physical document, etc. Data fusion encourages the issue heterogeneity defined as incompatibility of information. We distinguish two types of heterogeneity: syntactic heterogeneity refers to differences among definitions, such as attribute types, formats, or precision, while semantic heterogeneity refers to differences or similarities in the meaning of data [13] .
Nowadays several techniques exist for solving the heterogeneity issue through data fusion approaches. In [14] the authors propose three categories of data fusion techniques: data association, state estimation, and decision fusion, as shown in Table 1 . 
Data Quality Diagnosis
This component gather the tasks: description data (sample in SEMMA), exploration data (explore in SEMMA and exploratory data analysis in Data Science) and verification of data quality of CRISP-DM. Description data examines the "gross" or "surface" properties of the acquired data and reports on the results, examining issues such as the format of the data, the quantity of the data, the number of instances and attributes, the identities of the attributes, and any other surface features of the data. Exploration data eliminates or sharpens potential hypotheses about the world that can be addressed by the data, through statistical analyses. These analyses may directly address the knowledge discovery goals; they may also contribute to or refine the data description and quality reports [11] . Verification of data quality assess the quality of the data, considering the next issues (Fig. 7):  Outliers: these are observations which deviate so much from other observations as to arouse suspicions that it was generated by a different mechanism [15] . Outlier detection is used extensively in many applications. Current application areas of outlier detection include detection of credit card frauds, detecting fraudulent applications or potentially problematic customers in loan application processing, intrusion detection in computer networks, medical condition monitoring such as heart-rate monitoring, identifying abnormal health conditions, detecting abnormal changes in stock prices and fault diagnosis [16] .
 Noise: defined as irrelevant or meaningless data [17] in the instances. For a given domain-specific dataset, attributes that contain a significant amount of noise can have a detrimental impact on the success of a knowledge discovery initiative, e.g., reducing the predictive ability of a classifier in a supervised learning task [18] .
 Inconsistency: refers to a lack of harmony between different parts or elements; instances that are self-contradictory, or lacking in agreement when it is expected [7] . This problem is also known as mislabeled data or class noise. e.g., in supervised learning tasks, two instances have the same values, but have different labels or the label values do not correspond itself.
 Incompleteness: it is widely acknowledged as data sets affected by missing values. Typically occur because of sensor faults, a lack of response in scientific experiments, faulty measurements, data transfer problems in digital systems or respondents' unwillingness to respond to survey questions [19] .
 Timeliness: has been defined as the degree to which data represent reality from the required point in time. When the state of the world changes faster than our ability to discover these state changes and up-date the data repositories accordingly, the confidence on the validity of data decays with time [20] . e.g., people move, get married, and even die without filling out all necessary forms to record these events in each system where their data is stored [21] .
Select Data
Decide on the data to be used for analysis. Criteria include relevance to the knowledge discovery task, the assessment performed in data quality diagnosis component (DQD) and technical constraints such as limits on amount of data or redundancies (construct data component in Section 3.5). If diagnosis of dataset is good, it will be sent to construct data component otherwise to clean data component for fix the problem found (Fig. 6 ).
Clean Data
Known in CRISP-DM and Data Science as Clean Data and SEMMA as Modify, improved the data quality with regard to issues found in DQD. This may involve selection of clean subsets of the data, the insertion of suitable defaults [11] , or another approaches to fix the issue such as outliers, noise, inconsistency, incompleteness, timeliness (Fig. 7) .
In Table 2 we presented the approaches to fix the issues found in DQD phase from the review works [18] , [22] - [24] and the research [25] . 
Construct Data
This component builds a dataset for a specific task of knowledge discovery (classification, clustering,
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etc.), also generates new information from that production of derived attributes or transformed values for existing attributes, solving the issues (Fig. 7 ):
 Amount of data: the amount of data available for model building contributes to relevance in terms of goal attainment [7] ; small and imbalanced data sets build inaccurate models.
 Redundancy: as the name implies is the redundant information such as duplicate instances and derived attributes of others that contain the same information [26] , [27] . In Table 3 are shown the approaches to solve the problems related to amount of data and redundancy. [28]- [30] Redundancy Feature and instance selection methods: wrapper, filter.
[26], [27] It is worth mentioning that construction of reports (step of SEMMA methodology) is taking into account in all phases of FDQ-KDT.
Conclusion and Future Research
In knowledge discovery tasks such as classification, prediction, cluster, etc, is very important to use tidy dataset to get relevant outcomes. In the early decades of computing, a common saying was "garbage in, garbage out." That is, mistakes in recollection of information were aberrations, and if knowledge discovery tasks have bad data (garbage in), then they should expect incorrect answers (garbage out) [31] . For this reason we proposed a conceptual framework for data quality in knowledge discovery task based on CRISP-DM, SEMMA and Data Science Area, which tackle the issues in data quality clearly through ESE taxonomy.
Several approaches exist to tackle the issues of data quality in outliers [22] , noise [18] , inconsistency [23] , incompleteness [24] , redundancy [26] , [27] , amount of data [28] - [30] , heterogeneity [14] , and timeliness [25] . Nevertheless the results to date not consider resolve the issues in ensemble. Thus the next step will be developing, examining and evaluating the proposed framework through artificial intelligence algorithms, statistical and mathematical models.
