ABSTRACT. -We obtain sufficient conditions in terms of Lyapunov functions for the existence of invariant measures for diffusions on finite-dimensional manifolds and prove some regularity results for such measures. These results are extended to countable products of finite-dimensional manifolds. We introduce and study a new concept of weak elliptic equations for measures on infinite-dimensional manifolds. Then we apply our results to Gibbs distributions in the case where the single spin spaces are Riemannian manifolds. In particular, we obtain some a priori estimates for such Gibbs distributions and prove a general existence result applicable to a wide class of models. We also apply our techniques to prove absolute continuity of invariant measures on the infinite-dimensional torus, improving a recent result of A.F. Ramirez. Furthermore, we obtain a new result concerning the question whether invariant measures are Gibbsian.  2001 Éditions scientifiques et médicales Elsevier SAS
Introduction
Let M be a complete connected Riemannian manifold of dimension d 2 without boundary and let λ M be the Riemannian volume element on M. Let us consider the elliptic operator:
where is the Laplacian and Z is a measurable vector field on M. We say that a Radon measure µ on M satisfies the weak elliptic equation (1.2) where C ∞ 0 (M) is the space of all infinitely differentiable compactly supported functions on M. Equation (1.1) is satisfied for invariant measures of a diffusion process with drift Z/2. In this work, we study the global behavior of solutions of equation (1.1) and obtain some sufficient conditions for their existence. Then we apply our results to Gibbs distributions in the case where the single spin spaces are Riemannian manifolds. In particular, we obtain some a priori estimates for such Gibbs distributions and prove an existence result that applies to a wide class of models.
We recall that it has been shown in [12] and [15] that in the case M = R d , one has µ = p dx with √ p ∈ H 2,1 (R d , dx) provided that a finite nonnegative measure µ satisfies (1.1) with |Z| ∈ L 2 (µ). In addition,
Local Sobolev regularity results for arbitrary solutions of (1.1) have been obtained in [11, 12] and [13] .
Concerning the existence and local regularity of solutions, the following result has been proved in [16] and [11, 13] , respectively. Recall that a function V on a topological space is said to be compact if the sets {V c}, c ∈ R 1 , have compact closures. In the case of a Riemannian manifold, it is natural to construct the function V by using the Riemannian distance function, which is related to various geometrical properties of the manifold. Unfortunately, the square of the distance function may fail to be smooth whenever the cut locus is nonempty, so that the above result from [16] The first goal of this paper is to extend (1.3) and Corollary 1.2 to general finite-dimensional Riemannian manifolds. Our second objective is to consider infinite products of Riemannian manifolds. In particular, we introduce and study a new concept of a weak elliptic equation for measures on infinite-dimensional manifolds. Applications to Gibbs distributions on lattices of manifolds are obtained. In the case where M = R d , the results in this paper (announced in [19] ) extend the results from [3] and [4] (for further development in the flat case, see also [17] ).
The principal results in this work can be summarized as follows:
(1) (Cf. Theorem 2.2) If M is a finite-dimensional Riemannian manifold with Ricci curvature bounded below and positive injectivity radius and if a probability measure µ on M satisfies (1.1) with |Z| ∈ L 2 (µ), then (1.3) holds. In particular, this is true if µ is an invariant probability of a diffusion process with drift Z such that |Z| ∈ L 2 (µ).
(2) (Cf. 3) An analogue of (1.3) is valid in the infinite-dimensional case when M is replaced by a countable product of finite-dimensional Riemannian manifolds.
(4) (Cf. Propositions 5.2, 5.3 and 6.8, Theorem 5.5) Analogues of Theorem 1.1(i) and Corollary 1.2 are valid for a countable product of finite-dimensional Riemannian manifolds. In particular, the corresponding results enable us to construct infinite volume Gibbs measures for a broad class of lattice models with Riemannian manifolds as state spaces.
(5) (Cf. Theorem 8.3) A priori estimates are obtained for probability measures solving equation (1.1) in infinite dimensions; these estimates hold, e.g., for the above mentioned Gibbs measures.
In addition, as an application of our methods, in Section 7 we, for example, extend some results on finite range vector fields obtained by R. Holley and D. Stroock [35] , J. Fritz [28, 29] (cf. Theorem 7.8), and A. Ramirez [42] (cf. Theorem 7.4). In particular, the previously known fact that in dimensions one and two every stationary measure for the stochastic system associated with a Gibbs measure is also Gibbsian is extended to considerably more general state spaces (non-compact Riemannian manifolds) and more general interactions.
It would be interesting to study the objects considered in this work in the case of other infinitedimensional manifolds such as loop spaces or more general manifolds of mappings. In particular, existence and properly defined regularity of solutions of the equation L * Z µ = 0 as well as the non-uniqueness phenomena are important problems.
Finally, we would like to draw attention to Theorem 3.4 below which we obtain as a consequence of the above mentioned Theorem 3.1 and which extends a recent result by A.-B. Cruzeiro and P. Malliavin [24] , proved, however, by completely different means (cf. Corollary 3.6 below).
Regularity of solutions
The class of all C k -vector fields on M is denoted by Vec k (M), k = 0, 1, . . ., ∞. The sub-indices 0 and b distinguish the fields with compact supports and bounded derivatives, respectively. Let P(M) be the set of all Borel probability measures on M. We shall define the Sobolev space H 2,1 (λ M ) as the closure of C ∞ 0 (M) with respect to the norm · H 2,1 given by:
There exists a nonpositive self-adjoint operator with domain D( ) ⊂ H 2,1 (λ M ) such that:
Let us put H 2,2 (λ M ) := D( ).
It is known that on C ∞ 0 (M) is the usual Laplace-Beltrami operator on M (defined locally in terms of the metric tensor, see [46] ). In addition, H 2,1 (λ M ) coincides with the Sobolev class W 2,1 (λ M ) of all functions f ∈ L 2 (λ M ) such that f belongs to W 2,1 loc (R d ) in local charts and |∇f | ∈ L 2 (λ M ) (see [46, 8] [46] concerning the definition of the heat semigroup (P t ) t 0 on L 2 (λ M ); its characteristic property is that ∂ t P t ψ = P t ψ for all ψ ∈ C ∞ 0 (M). We denote the space of all functions f on M that are locally λ M -integrable of order p by L p loc (λ M ). Let us set:
Given a nonnegative Borel measure µ on a Riemannian manifold M, we shall denote by L 2 (µ, Vec(M)) the Hilbert space of all µ-square integrable vector fields on M with its natural inner product
Let Γ (µ) be the closure of the set {∇ψ,
. For the rest of this section we fix a Borel-measurable vector field Z on M.
, r ∈ N, be such that θ r (t) = t if |t| r and sup |θ r | 2. By considering compositions θ r • f , one reduces the claim to bounded f . Moreover, in the case when f is bounded, by considering products ζf with ζ ∈ C ∞ 0 (M) such that 0 ζ 1, |∇ζ | 2, and ζ = 1 on a big ball V (such a function exists for every ball V , see [30] or [46] ), we reduce the claim to the case where f = 0 outside a compact set K. Let ζ j ∈ C ∞ 0 (M), j m, be a finite collection of functions with supports in local charts such that j ζ j = 1 on K. Then it suffices to prove our assertion for each ζ j f . Hence we may assume that M = R d (with a possibly different Riemannian metric, however) and that f has a compact support in R d . Moreover, the condition that f has a compact support enables us to consider R d with the standard inner product. Then it remains to refer to [43] (where the desired result was established in the proof of Theorem 3.1) or to [20, Theorem 2.7] .
(ii) Since the set {|∇f | = 0} is relatively compact and because of (i), we can find f n ∈ C ∞ 0 (M), n ∈ N, such that the set ∞ n=1 {f n = 0} is relatively compact and |∇f n − ∇f | → 0 in L 2 (µ) as n → ∞. Therefore, integrating by parts we obtain by (1.2):
satisfies the following condition: there is a function
By letting δ → 0 we obtain:
is compact for every ball U with compact closure in M, there exists a subsequence {g n k } that converges λ M -a.e. and strongly in L 2 (U ; λ M ) and weakly in W 2,1 (U ; λ M ) to a function in W 2,1 (U ; λ M ). Since the measures f 1/n λ M converge weakly to µ as n → ∞, we obtain that g n k → √ p λ M -a.e. and that
3) follows from (2.6), since C(ε) → 1 as ε → 0. Finally, ∇p/p ∈ Γ (µ) by Lemma 2.1. Indeed, for every n ∈ N one has ψ n := 2 log( 
where B(x, r) is the closed geodesic ball with center x and radius r.
Proof. -Since the Ricci curvature is bounded below, is bounded above in the distribution sense outside any neighborhood of o. By the Greene-Wu approximation theorem (see [32, Theorem 3 .2 and its Corollary 1]), there exists a nonnegative smooth compact function V with |∇V | 1 and V 1. Let h ∈ C ∞ (R 1 ) be such that 0 h 1, h(r) = 1 for r 0, h(r) = 0 for r 1 and −2 h 0. Let f ∈ C ∞ (M) be bounded and nonnegative
Letting:
we obtain:
as n → ∞. Thus, we arrive at the estimate L Z f dµ 0. Clearly, the same is true for every
Since the Ricci curvature is bounded below, there exists K 0 such that |∇P t ϕ| exp[Kt]P t |∇ϕ| for all t > 0 and ϕ ∈ C ∞ 0 (see, e.g., [9] ), hence (2.1) holds. Next, by the Li-Yau heat kernel upper bound (see [41] ), we obtain from (2.
-By the proof of Corollary 2.3, we conclude that if µ ∈ P(M) is such that L * Z µ = 0 and there exists a compact function V ∈ C 2 (M) such that |∇V | and L Z V are bounded above, then (2.8) holds. One only has to realize that we have the following estimate for L Z f n rather than that in the proof:
for some C > 0.
We note that if the injectivity radius of the manifold is positive (see [31, 
Using that
By standard arguments this implies that log(p + δ) − log δ ∈ H 2,1 (λ M ) and that:
By letting δ → 0 we obtain (2.10). In order to prove the last claim, let U be a bounded geodesic ball. Then there exists C > 0 such that 
. This follows from Theorem 1.1 in the same manner as in the case M = R d considered in [11] (see also [46] for the case Z = 0 and [7] for the case where Z is locally Lipschitzian).
Existence results in finite dimensions
Theorem 2.13 in [16] is a general result on existence of invariant measures on Riemannian manifolds. But as already pointed out in [16] , the required condition, i.e. the existence of Lyapunov functions, is not always easy to check. As pointed out in the introduction, we now prove existence of invariant measures under conditions which are easier to verify in applications.
We recall that x ∈ cut(o), the cut locus of o, provided there is a unit vector [8, 31] 
where once again we set sup ∅ = −∞. Then there exists a probability measure µ which solves equation (1.1) and has a density p ∈ W α,1
Proof. -We assume that M is noncompact because the result for the compact case is covered by Theorem 2.3 in [16] . We observe that:
Let us note that condition (3.1) may be fulfilled even if sup
is not bounded above in r from some interval (0, T ]. However, we can always choose F satisfying (3.1) in such a way that F 0 and 
τ . In particular, by changing F , we may assume that F • is C 2 outside cut(o). By (3.1), there exists r 0 > 0 such that F (r) > 0 for r > r 0 . Indeed, let r 0 > 0 be such 
Let us take an increasing function G ∈ C[0, ∞) such that:
Then, by the integration by parts formula, (3.2) yields
According to an observation of Cheeger and Gromoll [21] , we can take a sequence of closed smooth domains 
where c l = sup r∈ [0,l] |F (r)|. By first letting ε ↓ 0 and then m ↑ ∞, we obtain:
This yields that for every ε > 0, there exists a compact ball B such that µ l (M\B) ε for all l. Hence the sequence {µ l } is relatively weakly compact. Let µ ∈ P(M) be its cluster point in the weak topology. It is known (see [16] ) that, for every n 1, the sequence {p l : l n + 1} is bounded in W α,1 (B n ; λ M ). Therefore, there exists p ∈ W α,1
Since G • is continuous and bounded below, the estimate (3.6) also holds for µ in place of µ l . We shall now show that such an estimate for probability measures solving (1.1) is valid in a more general situation. 
The same is true if there exists a function
. Now we can employ the arguments used above to obtain (3.6). Namely, for fixed
Then one has:
and is constant outside B l k , where l k is such that F (r) k + 2 if r l k , we obtain by Lemma 2.1(ii) that:
As in the proof of Theorem 3.1 we choose closed smooth domains
0, where N m denotes the outward unit normal vector field of ∂D m , we obtain from the integration by parts formula, (3.8) and (3.9) that:
By letting m ↑ ∞ we obtain:
which by Fatou's lemma yields (3.7) by letting k ↑ ∞, since h k (F • ) → 1. To prove the last assertion we integrate by parts and use Lemma 2.1(ii) to obtain the equality
, then the assertion of Theorem 3.1 is valid. It suffices to take F (r) = r 2 and note that lim
We are now going to present a curvature condition for the existence and uniqueness of invariant measures. Given a C 1 vector field Z, we set:
Then there exists a probability measure µ that satisfies (1.1) with respect to C ∞ 0 (M). If the Ricci curvature is bounded below, then the same is true provided that (3.12) holds for k in place of k.
where and in what follows we simply denote (x) by . We have (see, e.g., the second variation formula of the distance in [22] ) that:
where the integral is taken along l over the length parameter s, and ∇ • is the Levi-Civita
By the index lemma (see [8, Theorem 1 .51] or [22] ), we obtain
Noting that:
we obtain
Let h be a smooth function such that h(0) = 0, 0 h 1, h(r) = 1 for r 1 and |h | 2. We have that outside cut(o) ∪ { < 1}:
By combining this with (3.12), we see that
We also have that outside cut(o):
But if (3.12) holds for k, this tends to −∞ as → ∞ provided the Ricci curvature is bounded below, hence is bounded above outside a neighborhood of o and cut(o). Hence Theorem 3.1 applies with F (r) = r. ✷ Remark 3.5. -(i) Suppose that in Theorem 3.1 or in Theorem 3.4 one has Z = ∇W , where
Then the function exp W is λ M -integrable, which is verified by the aid of (3.6). Namely, in the proof of Theorem 3.1, we take p l = const(l) exp W on B l . Then, by (3.6), the sequence of measures µ l is uniformly tight on M, whence the desired integrability follows. Hence we can find a normalization constant c 0 such that the probability
It is seen from the above proof that we have used in fact the following weaker condition instead of (3.12): assuming that the Ricci curvature of M is bounded below so that one has C outside a neighborhood of o and cut(o), where C ∈ (0, +∞), it suffices to have the estimate:
In the general case, it suffices to have the estimate:
In both cases, by the same reasoning as at the end of the above proof, we can apply Theorem 3.1 with F (r) = r 2 . For example, if W ∈ C 2 (M) is such that its second derivative is nondegenerate outside o and ∇W (o) = 0, then the field Z = α∇W satisfies (3.13) for any sufficiently big constant α. In this case, the probability measure µ with the density const. (3.12) implies the Poincaré inequality (see [47] ) and furthermore the super-Poincaré inequality (see [48] ), since it implies that L Z → −∞ as shown in the proof of Theorem 3.4.
We note that the existence and uniqueness of invariant measures for L Z -diffusion processes have been proved by Cruzeiro and Malliavin in [24] under some conditions including that inf k > 0. The proof of Theorem 3.4 enables us to improve their result as follows: 
for some increasing process L t and a Brownian motion b t on R. Let τ n := inf{t 0: (x t ) n}. We obtain
Therefore, P (τ ∞ t) P (τ n t) ct/n 2 for any t, n > 0. Hence τ ∞ = ∞ a.s. By letting n ↑ ∞, the first inequality in (3.15) yields that:
We conclude from (3.16) that (ν n ) n 1 is tight and hence has a subsequence which converges weakly to some µ ∈ P(M). Then it is easy to check that µ is an invariant measure of the process (i.e., an invariant measure for the corresponding semigroup).
To prove the ergodicity and uniqueness, we shall show that, for any ν ∈ P(M), letting νT t ( · ) = P t (y, ·) ν(dy), where P t (y, ·) is the distribution at time t of the L Z -diffusion process starting from y, we have lim t →∞ νT t (B) = µ(B) for every Borel set B. This follows by a theorem of Doob (see, e.g., [25, Theorem 4.2.1]). Moreover, one has even νT t → µ in the total variation norm (see [44] ). In order to apply the result cited, it suffices to note that the semigroup (T t ) t 0 is strongly Feller and stochastically continuous (i.e., for every x and every ball B of positive radius centered at x, one has lim t →0 P t (x, B) = 1) and the transition probabilities have continuous strictly positive densities. All these properties follow from the condition that Z is continuously differentiable. ✷ Let us single out an important special case of equation (1.1). Let µ be any Borel measure on M with density p ∈ W 1,1 loc (λ M ). Set Z = β µ := ∇p/p. The vector field β µ is called the logarithmic gradient of µ. Clearly, |Z| ∈ L 1 loc (µ) and, by the integration by parts formula, (1.1) is satisfied with respect to the class C ∞ 0 (M). This example corresponds to symmetric diffusions on M. It is easily verified (see, e.g., [15] ) that a probability measure µ is uniquely determined by its logarithmic gradient
Remark 3.7. -The uniqueness problem for equation (1.1) will be discussed in a separate paper. The case M = R d has been studied in [1, 13, 18] . In general, there is no uniqueness for probability measures satisfying (1.1) even if Z is smooth (see [18] ). By a modification of the methods employed in [18] and [45] we shall prove in a forthcoming paper that in the situation of Theorem 3.1 there exists exactly one probability measure µ such that L * Z µ = 0. In addition, there is a unique strongly continuous Markovian semigroup (
Moreover, µ is a unique invariant probability for (T µ t ) t 0 on the space of all bounded Borel functions on M. Finally, there exists a Markov process in M (in the sense explained in [45] ) with the transition semigroup given by (T µ t ) t 0 . If the drift Z is continuous, then such a process can be constructed as a limit of usual diffusions generated by L Z in compact regions exhausting M.
The infinite product case: regularity
Let S be a countable set, e.g., let S = N be the set of natural numbers. For each i ∈ S, let M i be a complete connected finite-dimensional Riemannian manifold. For Λ ⊂ S, let M Λ = i∈Λ M i be equipped with the product Borel σ -field B Λ . We denote the distance function on M i from a fixed point o i by i . Let λ Λ be the Riemannian volume element on M Λ . For every x ∈ M S and Λ ⊂ S, let x Λ ∈ M Λ be the natural projection of x. For any µ ∈ P(M S ) and Λ ⊂ S, let µ Λ c (dy Λ c |x Λ ) be the regular conditional probability of µ on M Λ c given B Λ × M Λ c := {B × M Λ c | B ∈ B Λ }, i.e., for every bounded Borel function f on M S , one has:
where µ Λ is the marginal distribution of µ on M Λ .
We set
Here and below, we regard a function on M Λ as a cylindrical function on M S in the natural way.
where i is the Laplacian on M i , and the sense in which the sum is understood will be explained later. In particular, Lψ makes sense if ψ ∈ FC ∞ 0 . Moreover, let ∇ := (∇ i ) i∈S , where ∇ i denotes the gradient on M i , denote the gradient on M S . We set |∇f | 2 = i∈S |∇ i f | 2 for f : M S → R provided the right-hand side exists. One of the motivations for the study of equation (4.2) is that, as will be explained below, Gibbs distributions on M S satisfy this equation under very broad assumptions.
Suppose first that µ is a Borel probability measure on M S such that L * Z µ = 0 with respect to the class FC ∞ 0 and that |Z i | ∈ L 1 (µ) for all i. Given a finite set Λ = {s 1 , . . . , s n } ⊂ S, we denote by Z µ Λ the conditional expectation of Z Λ := (Z s 1 , . . . , Z s n ) with respect to µ and the σ -field generated by the natural projection from M S to M Λ . Note that µ-a.e. we have:
It is readily verified that one has
The following result about the regularity of marginal distributions then follows immediately, by Theorem 1 and Remark 4(iii) in [11] . Let ∇ Λ denote the gradient on M Λ . 
Our next result deals with the regularity of invariant measures with respect to a fixed probability measure as in [1, 12] and [15] . To this end, let
, and the following logarithmic Sobolev inequality holds for some α > 0 and all i ∈ S:
We set η = i∈S η i , η Λ = i∈Λ η i . The Sobolev class H 2,1 (η) is defined as the completion of the linear span of FC ∞ 0 with respect to the Sobolev norm · H 2,1 given by:
In the same way we define H 2,1 (η Λ ). By [5] indeed the associated quadratic forms with respect to η and η Λ are closable on L 2 (η) and L 2 (η Λ ), respectively. We shall assume that the measure η satisfies the following condition: for every finite set Λ, one has:
loc (η Λ ) such that, in every local chart, f has a modification which is absolutely continuous on almost all lines parallel to the coordinate lines and the corresponding partial derivatives are locally in L 2 (η Λ ) (then ∇f is defined by means of these partial derivatives).
One can verify that (4.5) is, e.g., fulfilled if η Λ has a density such that, for every compact 
Proof. -We may assume that S = N. For any finite set Λ ⊂ N, we obtain by the above 
On the other hand, the vector field
. Therefore, we obtain the orthogonal decomposition
Therefore, one has:
Let Λ n = {1, . . ., n} and let
By (4.4) and (4.6), one has:
This means that {p Λ n } n 1 is uniformly integrable with respect to η. Furthermore, it is readily seen that (p Λ n ) n 1 is a σ n -martingale under η.
On the other hand, we have for f ∈ FC ∞ 0 and large enough n:
Additional results about regularity in infinite dimensions are given in Section 7 devoted to the so called finite range case.
Existence results in infinite dimensions
We keep the notation introduced in Section 4, in particular, given vector fields Z i , i ∈ S, on M S such that Z i (x) ∈ T x i M i , and we consider the elliptic operators L i and (heuristically)
Recall that o i ∈ M i are fixed points. Let A = (a i,j ) i,j ∈S be an infinite symmetric matrix with a i,j 0. Given a collection of positive numbers q = (q i ) i∈S such that i∈S q i < ∞, we denote by l 1 (q) the space L 1 with respect to the discrete measure on S that assigns q i to i. Given a collection ξ = (ξ i ) i∈S of nonnegative numbers, we write Aξ λξ for some λ 0 if j ∈S a i,j ξ j λξ i for all i ∈ S.
We shall assume that S is a union of an increasing sequence of finite sets Λ n , n ∈ N, which is always possible, since S is countable; a typical example is
Given a family (C i ) i∈S of real numbers, we write C i → +∞ if lim n→∞ inf i∈S\Λ n C i = +∞. The restriction of a function f :
and is denoted by f Λ n |o : M Λ n → R. Correspondingly, we set:
Let us introduce a class of test functions that will be employed below. Given nonnegative functions G i ∈ C(M i ), we set:
Suppose that the set Ω := {Ψ < ∞} is equipped with some completely regular topology τ such that the natural embedding (Ω, τ ) → M S is continuous.
By K Ψ we denote the class of all bounded functions f : M S → R with the following properties:
(1) f is zero outside of one of the sets S r := {Ψ r}, 
Then there exist measures µ n ∈ P(M Λ n ) such that L * Λ n |o µ n = 0 with respect to C ∞ 0 (M Λ n ) and
In particular, Ψ dµ n c δ i∈S q i and the sequence {µ n } is relatively weakly compact. Moreover, the same is true if
Proof. -We may assume that S = N, Λ n = {1, . . ., n}, and
. . .) and
By (5.1) and the estimate A l 1 (q) λ, which means that
Therefore, by Theorem 1.1, there exists µ n ∈ P(M Λ n ) such that Then it is easy to obtain an analogue of (3.5) for the present situation, which in turn leads to the existence of µ n ∈ P(M Λ n ) such that L * Λ n |o µ n = 0 and Ψ n dµ n c/δ. Let us regard µ n as a probability on M S . Then Ψ dµ n c/δ, which yields that the sequence {µ n } is uniformly tight. Let us show (5.2). Let n be fixed and let ξ i = G i dµ n . Then ξ = (ξ i ) ∈ l 1 (q). It follows by the above reasoning that
where the sequence (c, c, . . ., ) ∈ l 1 (q) is denoted by c. Iterating this inequality and using the estimate A l 1 (q) λ, we obtain: Proof. -Let us keep the same notation as in the proof of Lemma 5.1. The sequence {µ n } constructed in that lemma is uniformly tight, hence there exists a measure µ ∈ P(M S ) which is the weak limit of some subsequence {µ n j } j ∈N . It follows from (5.2) that there exist positive numbers (C i ) i∈S with C i → +∞ such that sup n i∈S C i q i G i dµ n < ∞ and the same is true for µ in place of µ n . Hence by assumption the sequence {µ n } is also uniformly tight on Ω with respect to the topology τ , hence µ n j → µ weakly on (Ω, τ ) as j → ∞. By the definition of L Λ n |o , we obtain for every f ∈ K Ψ that:
Let K be the support of f on Ω. By definition, the bounded τ -continuous functions n i=1 L i f converge to Lf uniformly on K, whence we obtain the desired conclusion. ✷ 
Finally, under the assumptions of Corollary 2.3 for each M i in case ψ i = γ i (G i ) but without the assumption on the above function h, the above results hold for
Proof. -Without loss of generality, we assume that the sequence {µ n } in Lemma 5.1 converges weakly to µ. We only have to verify the equality L Z f dµ = 0 for every f ∈ FC ∞ 0 , where µ is the measure constructed in Lemma 5.1. We see that i n q i h(V i ) is a function satisfying the assumption of Remark 2.4 for M Λ n and L Λ n |o . Suppose that f (x) = f 0 (x Λ ), where f 0 ∈ C ∞ 0 (M Λ ), and let n be so large that Λ ⊂ Λ n . Then by Remark 2.4
Clearly, by the weak convergence, we have i∈Λ i f dµ n → i∈Λ i f dµ.
In addition, for every fixed i ∈ Λ, one has 
Proof. -Let x (j ) = (x (j )
i ) i∈S be a sequence of points in the set K r . It is readily seen that K r is compact in the product topology of M S , hence there exist a subsequence {y (k) } ⊂ {x (j ) } and a point x = (x i ) ∈ K r such that y (k) i → x i as k → ∞ for every fixed i ∈ S. Given ε > 0, we can pick n 0 such that
for all z ∈ K r , we obtain that d p (y (k) , x) < 2(rε) 1/p + ε for all k sufficiently large, i.e., x is a cluster point of {x (j ) } with respect to τ . ✷ 
Applications to Gibbs measures
In this section, we discuss an important special case of the elliptic equation 
The logarithmic derivative β i of µ will also be denoted by β µ i . We shall see that under broad assumptions, a measure µ with the logarithmic derivatives Z i along x i satisfies the elliptic equation L * Z µ = 0. This follows from the formal integration by parts on every term in (4.3), but requires a justification.
Let v be a fixed smooth compactly supported vector field on a Riemannian manifold M and let U v t , t ∈ R 1 , be the corresponding flow, i.e., U v t (x) solves the ordinary differential equation
The following lemma is a straightforward modification of a result in [49] proved in the linear case for globally integrable logarithmic derivatives (cf. also [6] and [7] for the manifold case). Although the reasoning is essentially the same as in [49] , we include a proof for completeness, since some additional technicalities arise. This lemma shows how Gibbs measures fit into the above framework of elliptic equations.
where M is a finite-dimensional Riemannian manifold and (Y, F ) is a measurable space, let µ be a measure on B = B(M) ⊗ F with the regular conditional measures µ y on M × {y}, and let ν be the projection of |µ| to Y . Suppose that K is a class of bounded B-measurable functions that satisfies the following conditions:
(i) for every ψ ∈ K and y ∈ Y , the function x → ψ(x, y) is continuously differentiable and
Let (x, y) → β(x, y) ∈ T x M be a µ-measurable mapping (i.e., β, v is µ-measurable for all smooth vector fields v on M) such that ψ|β| ∈ L 1 (µ) for every ψ ∈ K and
for every ψ ∈ K and every v ∈ Vec ∞ 0 (M). Then, for ν-a.e. y, µ y admits a density f y on the fiber M × {y} such that:
Proof. -We can find an increasing sequence of measurable sets A j ⊂ X such that j A j has full measure and there exist functions ϕ j ∈ K with ϕ j > 0 on A j . Indeed, let K 0 = {ψ ∈ K: 0 ψ 1}. By [27, Theorem IV.11.6], there is a sequence ϕ j ∈ K 0 such that, for every ψ ∈ K 0 , one has ψ sup j ϕ j µ-a.e. Then the union of the sets A j = {ϕ j > 0} has full measure. Indeed, if sup j ϕ j = 0 on a positive measure set A, then for every ψ ∈ K 0 , one has ψ = 0 µ-a.e. on A, hence the same is true for every ϕ ∈ K, which easily follows by taking compositions with smooth compactly supported functions vanishing at the origin. Thus, the measure µ| A and the zero measure are not separated by K, which is a contradiction. Moreover, we may assume that ϕ j = 1 on A j . Indeed, every ϕ j can be replaced by the sequence of functions ζ k • ϕ j , where Letting β j = β + ∇ x ϕ j /ϕ j , and using that ψ 1 ψ 2 ∈ K for all ψ 1 , ψ 2 ∈ K, we obtain from (6.2) that
for every ψ ∈ K and every smooth compactly supported vector field v on M. In addition, |β j | ∈ L 1 (µ j ). Let v be a fixed smooth compactly supported vector field on M and let U v t , t ∈ R 1 , be the corresponding flow. Then we have:
for all ψ ∈ K, which is proved as follows. Both sides of (6.4) are continuously differentiable in t and vanish at t = 0. We observe that for every ϕ ∈ K, one has
Therefore,
Hence the derivatives of the left and right sides of (6.4) are given by:
respectively, hence are equal. The left-hand side of (6.4) equals the integral of ψ with respect to the measure (µ j ) t − µ j , where (µ j ) t is the image of µ j under the shift (x, y) → (U v t (x), y). The right-hand side of (6.4) is the integral of ψ against the measure
Hence, by our assumption on K, we have
This implies that (6.4) holds for all bounded B-measurable functions ψ, which enables us to reduce the claim to the case M = R d (however, with a Riemannian structure possibly different from the standard one). Indeed, (6.4) is true, in particular, for all functions of the form ψ(x, y) = f (x)ψ 0 (x, y), where f ∈ C ∞ 0 (M) has support in a local chart U and ψ 0 ∈ K. Differentiating (6.4) at t = 0, we arrive at the equality
This shows that the measure f µ j satisfies the same condition as µ j with β j + ∇ x f/f in place of β j . Therefore, it suffices to consider the case where µ j has support in U . Moreover, by considering vector fields v that are constant on the support of f , we may assume that (6.4) is true for the constant fields e i , i = 1, . . ., d, where {e i } is a standard basis in R d , and all t from a fixed interval. Let us set:
where div and ·, · correspond to the Riemannian structure of M (so that the divergences of the constant fields e i may be nonzero). By the assumption that µ j has support in U , we have | β j | ∈ L 1 (µ j ). We shall denote by ( ·, · ) the standard inner product in Then for every bounded Borel function g, one has
It follows from (6.5) and (6.6) that
Clearly, every measure π ε with ε > 0 has absolutely continuous conditional measures on R d × {y}. Hence, for ν-a.e. y, the conditional measure µ y j admits a density q y j (x) with respect to Lebesgue measure. Thus, we obtain from (6.5) that there exists a measurable set Y 0 of full ν-measure such that for every i = 1, . . . , d, every rational t, and every y ∈ Y 0 , one has for a.e. Now (6.7) follows from the identity ∂ e i q/q = div e i , which is readily verified by the integration by parts formula:
Recall that ϕ j µ y = µ 
Proof. -For ν-a.e. y, we have by the integration by parts formula:
Integrating in y, we arrive at (6.2). ✷ Remark 6.4. -(i) It is clear from the above proof that the separation assumption (iii) on K can be weakened; e.g., it would be enough to replace it by the following condition:
(iii) there exists a measurable set Ω ⊂ X of full measure with respect to all shifts (µ) t generated by the fields v as above such that K separates the measures on the set Ω.
In particular, it is the case when Ω has full µ-measure and is mapped by the transformations U v t into itself.
(ii) In turn, the collection of fields v involved in the formulation may be considerably reduced. Next we observe that the requirement ϕ • ψ ∈ K for all ψ ∈ K and ϕ ∈ C ∞ 0 (R 1 ) with ϕ(0) = 0 in condition (ii) can be replaced by the following assumption: there exist functions ψ j ∈ K such that the sets {ψ j = 1} cover M × Y up to a µ-measure zero set. Finally, if K is a linear space and is stable under compositions with C ∞ 0 -functions vanishing at 0, then it is stable under multiplication, i.e., K is an algebra.
Remark 6.5. -(i) If µ is a Gibbs measure on M S specified by conditional densities f Λ ∈ W 1,1 loc on the fibers M Λ × {y}, y ∈ M S\Λ such that ∇ Λ f Λ /f Λ is locally λ M Λ -integrable, then the previous lemma yields an "integration by parts characterization" of µ, i.e., every probability measure µ on M S that satisfies the analog of (6.2) with every β Λ = ∇ Λ f Λ /f Λ in place of β has the same conditional measures as µ. This is obvious from the fact that a probability measure on M is uniquely determined by its logarithmic gradient if it is locally λ M -integrable (cf. [15] ).
(ii) It is worth noting that one can always find a suitable class K that satisfies conditions (i)-(iii) from the above lemma and (6.2). We shall deal with the version of µ y such that y ∈ W 1,1 loc (λ M ) for every y ∈ Y . We take an increasing sequence of compact sets K j that cover M. Such sets can be chosen with the property that, for every fixed t, v, and i, the set U v t (K i ) is contained in one of the K j 's, which is obviously possible. Then we consider the sets Ω j,r ∈ Y , j, r ∈ N, such that
Then the sets Ω j,r cover Y . Now we take for K the class of all functions of the form Proof. -It suffices to show that
For a fixed i ∈ S, in accordance with Lemma 6.2, we have by the integration by parts formula:
Integrating this relation in x c i , we arrive at (6.8). ✷ Example 6.7. -Let q n > 0 be such that n∈S q n < ∞ and let µ ∈ P(M S ) be such that Ψ = n∈S q n p n < ∞ µ-a.e. for some p 2. Suppose that the regular conditional probabilities µ(
Z µ = 0 with respect to the class K of all functions ϕ with supports in the sets {Ψ r} and bounded derivatives ∇ i ϕ, ∇ 2 i ϕ. In addition, K separates the Borel measures on the set {Ψ < ∞}.
Proof. -We only have to show that K separates the Borel measures on {Ψ < ∞}. This is obvious, since K contains all functions of the form f θ(
. Note that we could employ the class K 0 of functions: 
Then there exists µ ∈ P ( 
Proof. -The claim follows by the proof of Proposition 5.3 applied to the probability measures µ n = c n exp U Λ n (see 
where
Proof. -As observed above, the functions exp U Λ are integrable on M Λ with respect to the Riemannian volumes. Let µ n be the probability measure on M Λ n with the density c n exp U Λ n . This measure will be regarded as a measure on M Λ n × {o}. By Lemma 5.1, the sequence of probability measures µ n on M Λ n × {o} has a weak limit point µ that is concentrated on the set Ω = {Ψ < ∞}. Moreover, the sequence {µ n } is uniformly tight with respect to the metric: 
. . belongs to K. Now, in order to apply Lemma 6.2, it remains to verify that, for every ψ ∈ K and every smooth compactly supported vector field v on M i , one has: Remark 6.11. -The idea of constructing measures on an infinite-dimensional space X with a given logarithmic gradient β as invariant measures of a diffusion process with drift β/2 goes back to S. Albeverio and R. Høegh-Krohn [2] , who introduced the concept of vector logarithmic gradient. Lyapunov functions technique has been applied for this purpose in [37, 38] and in a more general setting in [15] . Concerning applications of Lyapunov functions in the case where there exists a diffusion process with generator L, see [25, 39, 40] , and the references therein. The approach initiated in [37, 38] has been recently developed in [3] and [4] in order to cover a broad class of Gibbs measures. The above results in the flat case yield extensions of the analogous results from [3] and [4] . For further extensions in the linear case, see [17] .
In the next section we shall consider Gibbs measures in the finite range case.
Finite range vector fields
Let S = Z m and let M S = i∈S M i , where the M i 's are Riemannian manifolds which satisfy the hypotheses of Corollary 2.3, hence as shown in the proof of Corollary 2.3 they also satisfy the conditions of Theorem 2.2. Suppose that we are given a family Z = (Z i ) i∈S of Borel vector fields Z i on M S such that Z i (x) ∈ T x i M i , i ∈ S. We shall say that Z is of finite range R if, for every i ∈ S, Z i depends only on the coordinates x j with j ∈ i + Λ 1 , where
Given a measure ν on a manifold M, we define the divergence of a ν-measurable vector field 
where div Z is the usual divergence with respect to the Riemannian volume (i.e., the trace of the derivative). In this case, we also have div λ M Z = div Z. We shall denote div λ M Z by div Z even if the latter exists only in the sense of (7.1).
By analogy, one can define a divergence of a vector field on an infinite-dimensional manifold with a measure. For example, if λ M i (M i ) = 1 and λ S is the corresponding product-measure on M S , then we shall say that a λ S -measurable vector field Z i with Z i (x) ∈ T M i (x i ) and |Z i | ∈ L 1 (λ S ) has a divergence div Z i (which can be denoted also by div i Z i ) with respect to
The divergence of a vector field Z = (Z i ) i∈S can be defined as i∈S div Z i provided that the divergences div Z i exist and the series converges to a function from L 1 (µ) in a suitable sense, e.g., in L 1 (µ) or with respect to the duality with the linear span of FC ∞ 0 . We shall only use the divergence of components Z i .
(ii) Assume, in addition, that there exists
Proof. -(i) First note that since (4.5) holds we have:
, both integrals on the right-hand side of (7.2) exist. Let
, n ∈ N, allows to integrate by parts, so using that Z i , i ∈ Λ k−1 , depends only on x Λ k , we obtain again, using (4.5)
The desired equality follows if we put ∇ i ϕ = ∇ i f k /f k , but this requires some justification. We observe that
where E i is the conditional expectation of Z i with respect to µ and the σ -field generated by
, it suffices to show that there exists a sequence of functions
It remains to note that ∇W k ∈ Γ (µ Λ k ) by Lemma 2.1 and ∇p/p ∈ Γ (µ k ) by Theorem 2.2 (which applies by our assumptions stated at the beginning of this section). Equality (7.3) is proved in a similar manner taking into account that for every i ∈ Λ k \Λ k−1 , one has
With the above justification, one can replace 
i , µ k -a.e.
We observe that if µ satisfies L * Z µ = 0 and |Z i | ∈ L 2 (µ) for i ∈ S, then µ k is absolutely continuous with respect to ν k .
For example, (7.18) is fulfilled if m 2 and one has (7.20) with sup i |Z (2) i | < ∞. Clearly, this is the case if m 2 and the Z i 's are uniformly bounded. Thus, in the case of the two-dimensional lattice, the above theorem gives broad sufficient conditions for the reversibility of every stationary measure of the stochastic system associated with a Gibbs measure. A detailed discussion of such applications and of the relation to [28, 29] and [35] will be addressed in a forthcoming paper. Certain a priori estimates which can be used for the verification of (7.18) are discussed in the next section.
It should be also noted that the technical condition (4.5) is ensured by the existence of continuous strictly positive densities of the measures ν k , which, in turn, follows, by [14, Proposition 2.18] , from the following condition: exp(ε i |Z i |) ∈ L 1 (ν) for some ε i > 0.
Finally, let us note that analogous results are valid for more general elliptic equations which involve non-constant diffusion coefficients a i which depend on x j with j ∈ Λ i .
Estimates of solutions in infinite dimensions
In this section, we establish some a priori estimates for arbitrary probability measures solving the elliptic equations considered in the previous sections. In particular, we show the integrability of Ψ with respect to every probability measure satisfying the corresponding elliptic equation Proof. -Certainly, (8.1) follows trivially by integrating the estimate L Z V C − Θ and making use of the equality L Z V dµ = 0. However, due to the above interpretation of both relations, some justification is needed. By our hypothesis, we have (4.3) with ψ = ϕ • V for every ϕ ∈ C ∞ 0 (R 1 ). Then the same is true for every ϕ ∈ C ∞ (R 1 ) such that ϕ = const outside some interval, since ϕ − const ∈ C ∞ 0 (R 1 ) and (4.3) is trivially true for ψ = const. Now let us fix an even function ζ ∈ C ∞ (R 1 ) such that ζ(t) = t if |t| 1, ζ(t) = 2 if t 3, 0 ζ (t) 1, and ζ (t) 0 if t 0. Set ζ j (t) = j ζ(t/j ) if t 0 and ζ j (t) = ζ j (−t) if t 0. Clearly, 0 ζ j (t) 1 and ζ j (t) 0 if t 0. In addition, ζ j (t) = t if t ∈ [0, j] and ζ j (t) = 2 if t 2j . Hence, (4.3) is satisfied for ψ = ζ j • V . We observe that
By (4.3), the convergence of the series i∈S (ζ j • V )λ i in L 1 (µ), and the hypothesis i∈S λ i C − Θ, we arrive at the estimate 
