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概要
従来の制御システムは，拠点内に閉じたシステムであった．拠点外部のシステムと接続されるこ
とはなく，拠点内で制御が完結していた．また，各ベンダが独自の仕様を持つ機器を提供してお
り，第三者がシステムを構築することは容易ではなかった．通信プロトコルとしては，業界独自の
仕様が定められており，これも外部からの参入障壁となっていた．
しかし，ICT技術 (Information and Communication Technology)の進展に伴って，遠隔接続
（リモート）と汎用化（オープン）が制御システムにも影響を与えるようになってきた．さらに現
在，IoT(Internet-of-Things)という形で遠隔接続と汎用化の制御システムへの適用が進んでいる．
IoTを適用した制御システムでは，機器の監視だけではなく，収集データの分析や分析結果に基づ
いた制御も行う．このような制御を実現するために，監視センタをオープンな技術により構築し，
監視センタと拠点の制御システムを汎用かつ高速回線で接続し，制御システムからデータの収集・
分析・制御を行う．
本研究では，制御システムの中でもビルシステムを対象として，IoTを適用したビルシステム向
け遠隔サービスの提供において，センタサーバとの接続および接続後の運用を汎用かつ安全な手段
で可能にすることを目的としている．前述の目的を達成するために解決すべき課題として，接続性
と運用性に関する課題をそれぞれ設定した．接続性に関する課題は，センタサーバの通信プロトコ
ルに対応していないビル設備とセンタサーバを接続すること及び，センタサーバからの制御とビル
内での制御の競合を回避することである．運用性に関する課題は，ゲートウェイ装置設置時のサー
バとの通信設定作業の簡易化，稼働中に発生したネットワーク設定のセンタサーバ同期および，セ
ンタサーバのセキュリティ確保である．本研究では，これらの課題を解決するために，ゲートウェ
イとセンタが連携した新しい運用管理方式を 2つ提案した．
1つは，スクリーンラッピングを利用したプロトコル変換により，レガシーな通信プロトコルし
か持たないビル機器をゲートウェイ経由でセンタと接続する方式である．また，このときセンタか
ら制御とビル内での制御の競合を検知して回避する機能をゲートウェイで実現する方式を示した．
これらの方式を実装，評価して，接続性の課題を解決する上で有用であることを示した．もう 1つ
は，事前共有鍵を用いた設定支援機能により，ゲートウェイ装置の運用負荷を抑制してサービス提
供が可能な方式である．本方式を実装，評価して，運用性の課題を解決するうえで有用であること
を示した．
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第 1章
序論
本章では，研究の背景を述べ，対象システムにおける目的と課題を議論し，最後に研究の貢献を
示す．
制御システムは，工場やビル，発電所といった施設の機器を制御するために用いられるシステム
の総称である．例えば，製品製造工場の制御システムは製品の製造の用途で稼働しており，製品の
製造ラインや部品の管理システムなどを構成する機器を制御する．また，発電所プラントの制御シ
ステムは燃料等を用いて発電を行う用途で稼働しており，プラント設備の制御により発電量を制御
する．制御システムのアーキテクチャは階層構造となっており，上位から順に，ユーザに対してシ
ステム全体の管理機能を提供する管理装置，制御対象が所望の状態となるように機器の制御を実行
する制御装置，人や環境との接点として制御される機器がある．
制御システムの制御は多岐に渡る．例えば，機器の ON/OFFを変更する 2値の制御，機器の設
定値を変更する多値の制御などである．また，制御を実現するためには，人や環境の状態を把握す
ることを目的として設置されたセンサのデータや機器の稼働状態を示すデータも必要である．その
ため，制御システムはこれらのデータを集める機能も有している．本書では，機器の状態を変更す
る処理とセンサや機器の状態を取得する処理とを併せて「制御」と呼ぶ．
従来の制御システムは，拠点内に閉じたシステムであった．拠点外部のシステムと接続されるこ
とはなく，拠点内で制御が完結していた．また，各ベンダが独自の仕様を持つ機器を提供してお
り，第三者がシステムを構築することは容易ではなかった．通信プロトコルとしては，業界独自の
仕様が定められており，これも外部からの参入障壁となっていた．
しかし，ICT(Information and Communication Technology) 技術の進展に伴って，遠隔接続
（リモート）と汎用化（オープン）が制御システムにも影響を与えるようになってきた．このような
システムの変化は，初期においては，M2M (Machine-to-Machine) という形で実現された．M2M
が適用された制御システムでは，機器の監視を目的として，専用の監視センタと拠点を低速な専用
回線で接続し，拠点データを収集している．これにより，従来の拠点に閉じた制御システムでは考
慮されてこなかった，制御システムと外部システムの接続というシステムを構築する必要が生じ
た．一方で，上記のシステムは監視が主たる目的であるため，監視センタの処理が拠点の制御シス
テムに与える影響は限定的であった．
1
さらに現在，IoT(Internet-of-Things)という形で遠隔接続と汎用化の制御システムへの適用が
進んでいる．IoTとは，多数の様々な機器，センサ，アクチュエータを通信回線でクラウドに接続
してサービスを提供するアーキテクチャや概念を指している．IoTを適用した制御システムでは，
機器の監視のみではなく，収集データの分析と分析結果に基づいた制御も行うことを想定してい
る．監視センタをオープンな技術により構築し，監視センタと拠点の制御システムを汎用かつ高速
回線で接続する．制御システムからデータを収集し，ビッグデータ処理により分析を行い，分析結
果をフィードバックして制御する．
本研究は，このような IoT を適用した制御システム向け遠隔サービスの提供に向けて，センタ
サーバとビルシステムの接続および接続後の運用を汎用かつ安全な手段で可能にすることを目的と
している．制御システムの中でも，システムの規模が中小規模であり，外部システムとの接続需要
が大きいビルシステムを対象として研究を進めた．
次に，前述の目的を達成し，ビルシステム向け遠隔サービスを実現するために解決すべき課題と
して，接続性と運用性に関する課題を設定した．接続性に関する課題は，センタサーバの通信プロ
トコルに対応していないビル設備とセンタサーバを接続すること及び，センタサーバからの制御と
ビル内での制御の競合を回避することである．また，運用性に関する課題は，ゲートウェイ装置設
置時のサーバとの通信設定作業の簡易化，稼働中に発生したネットワーク設定のセンタサーバ同期
および，センタサーバのセキュリティ確保である．本研究では，これらの課題を解決するために，
ゲートウェイとセンタが連携した新たな運用管理方式を 2つ提案した．
1つは，スクリーンラッピングを利用したプロトコル変換により，レガシーな通信プロトコルし
か持たないビル機器をゲートウェイ経由でセンタと接続する方式である．また，このときセンタか
らの制御とビル内での制御の競合を検知して回避する機能をゲートウェイで実現する方式を提案し
た．本研究では，これらの方式を実装，評価して，接続性の課題を解決する上で有用であることを
示した．もう 1つは，事前共有鍵を用いた設定支援機能により，ゲートウェイ装置の運用負荷を抑
制して安全に運用する方式である．本方式を実装，評価して，運用性の課題を解決するうえで有用
であることを示した．
本研究の成果は，ビルシステム向け遠隔サービスの立ち上げ・運用に必要となる事項，検討すべ
き要件を整理し，そのリファレンスモデルとできる．また，ゲートウェイとセンタサーバが連携し
て機能を実現するモデルを提示し，実装評価することで有用性を示すことができた．本方式は，ビ
ルシステム以外の制御システムにも適用可能なものであり，制御システム向け遠隔サービスの適用
拡大に寄与する．
1.1 背景
本節では，研究の背景として IoT(Internet-of-Things)と制御システムへの影響を述べる．
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クラウドコンピューティング
組み込み機器
（デバイス，センサ，アクチュエータ）
ネットワーク
組み込み機器の高性能化
・無線規格対応製品の増加
・処理性能の向上
ネットワークコストの低減
・光回線やLTEの普及，MVNOなど
クラウドサービスの進展
・AWS，Google Cloud，Azureなど
・IaaS，PaaS，SaaSなど
図 1.1 IoTが注目される理由
1.1.1 IoT: Internet-of-Things
ICTを活用する様々な分野において，IoT(Internet-of-Things)と呼ばれる新しいアーキテクチャ
が注目されている [1][2]．IoTが注目されるようになった理由には，図 1.1に示すように，組み込み
機器の高性能化，ネットワークコストの低減，クラウドサービスの進展という 3つの要素が関係し
ている．組み込み機器の高性能化により，様々な機器がネットワーク機能やセキュリティ機能を搭
載できるようになり，ネットワークへの接続機器数が増大している．Wi-Fi，920MHz帯無線など
の対応する機器が増えており，それに合わせて処理性能も向上している．また，ネットワークの帯
域も拡大しており，有線であればベストエフォートで 1Gbps，無線であってもベストエフォートで
数百Mbpsの通信をエンドユーザーが利用することが可能となっている．これには光回線や LTE
の普及が背景にあり，さらに現在は通信事業者の 3G/LTE回線を利用して安価に通信サービスを
提供するMVMO(Mobile Virtual Network Operator)も事業を拡大しており，ネットワークコス
トは提言している．そして，クラウドサービスの進展により，多数の機器をネットワークで接続し，
データの収集・分析・可視化することが実現できる．加えて，クラウドから機器に対して，分析結
果に基づいた最適制御を提供することも行うことができる．クラウドサービスとしては，Amazon
AWS，Google Cloud，Microsoft Azureなどがあり，利用者は容易な手段で IaaS(Infrastracture-
as-a-Service)/PaaS(Platform-as-a-Service)/SaaS(Software-as-a-Service) を活用したアプリケー
ションを立ち上げることができる．このように，IoTを適用することで，遠隔地にある組み込み機
器を安価かつ高速な回線で接続してセンサや機器の情報をクラウドに収集し，分析結果のユーザへ
の提供あるいは機器の最適制御を行う遠隔サービスを提供することが期待されている．
これまで IoTのアーキテクチャはシステムおよびソリューションで異なっていた．そのため，シ
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4サービス⽀援とアプリケーション⽀援
データベース，ビッグデータ分析，モデリング
管理機能構成，性 ，リソース セキュリティ認証，暗号化，
プライバシー
アプリケーション
可視化，監視，最適制御，異常検知，予防保全
クラウドコンピューティング
機器
 スマートフォン，モバイル，ゲートウェイ
 センサネットワーク，無線ネットワーク
 センサ，アクチュエータ
ネットワーク
 HTTP, HTTP2, MQTT, AMQT, CoAP, REST, WebSocket
 IPv4, IPv6, 6lowPAN, TCP, UDP
 3G, LTE, 5G, xDSL, FTTH
本研究で着⽬
図 1.2 IoTの概要
ステムやソリューションを提供する企業や団体ごとの差異が大きく，相互接続性や企業・団体間で
の連携が進まないという問題があった．そこで，IoTアーキテクチャのリファレンスモデルの策定
を標準化団体が進めており，例えば ITU-Tは IoTに関する勧告の中で 4つのレイヤとそれらのレ
イヤを貫く 2つの特性を定義している [3]．4つのレイヤは，L1: Application layer（アプリケー
ション），L2: Service support and Application support layer（サービス支援とアプリケーション
支援），L3: Network layer（ネットワーク），L4: Device layer（機器）がある．また 2つの特性
は，C1: Management Capabilities（管理機能）と C2: Security Capabilities（セキュリティ）で
ある．
L1:アプリケーションは，IoTを利用してサービスを提供するために開発されるソフトウェアの
レイヤである．サービス提供事業者が開発して，ユーザに対してサービスを提供するものであり，
ユーザは社内・組織内である場合や社外・組織外である場合もある．L2:サービス支援とアプリケー
ション支援は，サービスとアプリケーションを提供するために必要な機能のレイヤである．複数の
サービスやアプリケーションで共通に利用するライブラリはこのレイヤである．L3: ネットワーク
はクラウドと機器を接続するために利用し，有線と無線の両方が利用される．L4: 機器は，分野に
よって様々であり，同一分野であっても様々な機器がある．例えば，家庭分野においては，冷蔵庫
や洗濯機，テレビなどの様々な機器があり，異なるメーカーの機器を利用している場合も多い．
C1: 管理機能は，クラウドのソフトウェア管理から接続機器のハードウェア情報管理まで幅広い
情報が対象である．IoTにより様々な機器をクラウドに接続するため，クラウドのソフトウェアを
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常に安全なバージョンに維持することや，異なるサービスから共通の機器を利用することなどが想
定される．C2: セキュリティも IoTにおける重要な要素である．クラウドと機器を接続して安全
にサービスを提供するためには，相互の認証や通信の暗号化などが必要である．このように，IoT
を適用するためには，様々な点を考慮する必要がある．
上記のレイヤおよび特性は図 1.2内に示すように様々な技術により実現される．例えば，機器側
では，ZigBee，WiSUN などの軽量なプロトコルを用いて多数のセンサから情報を収集するセン
サネットワーク技術が使われる．ネットワークでは，xDSLや FTTHなどの有線通信技術，3G，
LTE，5Gといった無線通信技術，IPv4/v6や HTTP，MQTTなどの通信プロトコルが利用され
る．クラウドコンピューティングでは，収集した情報を蓄積するためのデータベース技術，蓄積情
報を分析するためのビッグデータ処理技術や人工知能技術が利用される．そして，IoT全体に関連
する技術として，現地機器の遠隔管理技術 [4][5][6]やセキュリティ技術 [7][8]が存在する．
1.1.2 IoTが制御システムへ与える影響
こうした様々な技術の汎用化の流れにより，IoTは産業分野でも活発に適用されるようになって
いる．IoTを適用した制御システムは，従来の制御システム，またM2Mが適用された制御システ
ムと異なるアーキテクチャとなる．制御システムへの影響を図 1.3に示す．本図は総務省の講演資
料 [9]を参照して作成したもので，産業分野における IoTの適用目的と利用する情報を示している．
まず，IoTを適用することで，大量のデータを分析して従来検知することができなかった異常の検
知や異常が発生する前にその兆候を検出する予防保全への適用が期待されている．また，その適用
範囲は，ビルやプラント，橋梁などの構造物といった社会を支えるインフラに拡大している [10]．
本研究では，制御システムとしてビル内の設備を管理するビルシステムを対象として議論する．
ビルシステムの概要は次節で詳細に述べる．なお，研究成果が制御システム全般に対して適用可能
であることは結論で議論する．
1.2 目的と課題
本節では，本研究の目的と課題を述べる．
1.2.1 目的
IoTをビルシステムに適用するには，次の要件を満たす必要がある．まず，様々なビル設備をセ
ンタサーバに接続できなければならない．しかしながら，ビルおよびビル設備の耐用年数は ICT
のそれとは大きく異なる．例えば，国内において，ビルの耐用年数は鉄骨鉄筋コンクリートの場合
で 30年から 50年ほどと定義されている [11]．一方，センタサーバの更新頻度ははるかに高く，資
産価値は 5年程度，一般には 3年程度で更新する．そのため，既築ビルで稼働しているビル設備と
センタサーバの年式は大きく異なることとなり，互いに通信可能なプロトコルが存在しない場合が
ある．このようなビル設備についてもセンタサーバへの接続性を担保しなければならない．
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図 1.3 IoTの制御システムへの影響
次に，ビル設備の設置から撤去に至るまでの運用負荷を低減する必要がある．ビル設備をセンタ
サーバに接続するためには，設置時の設定作業や運用中の設定変更といった業務が発生する．しか
し，ビルシステムにおいてはビル設備の据付，保守を担当する保守エンジニアが必ずしも ICT技
術に精通しているわけではない．そのため，遠隔サービスを安定的に提供するために実施する運用
業務は，保守エンジニアにとって追加の負荷となる．さらに，平成 27年度の国内における着工建
築物は 71,924棟であり [12]，こうした数のビルシステムを運用するためには運用性を考慮しなけ
ればならない．
そこで，本研究の目的は，長期間に渡って稼働するビルシステムと短期間で更新される遠隔のセ
ンタサーバの接続および接続後の運用を安全かつオープンな手段で可能にすることである．本目的
を達成することで，接続性と運用性の課題を解決できる．
1.2.2 本研究の対象システム：ビルシステム
本研究で対象とするビルシステムの詳細を本節で示す．
図 1.4にビルシステムの例を示す．ビル内には，空調，照明，エレベータなどのビル設備があり，
設備ごとに管理用のコントローラが設置されている [13]．コントローラは各設備を制御する機能を
有しており，その制御方法は各メーカー独自のものである．コントローラはネットワークで接続
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図 1.4 ビルシステムの例
されており，自律的にあるいは中央監視からの指示により各設備を制御する．オープン化により，
ネットワークでは独自に定義したプロトコルではなく，TCP/IP ベースのプロトコルを利用する
ようになってきている．
図 1.5に従来のビルシステムから IoTを適用したビルシステムへの変遷を示す．従来のビルシス
テムでは，ビル内に閉じたネットワークに中央監視，コントローラ，ビル設備が接続され，クロー
ズな環境でビル設備を運用していた（図 1.5①制御システム）[14]．次のステップとして主に遠隔
監視を目的として，専用・低速回線で専用のセンタと通信を行う機能によりビル設備を運用するよ
うになった（図 1.5②M2M）．このような機器同士が人手を介さずに接続されて稼働するシステム
は M2M (Machine-to-Machine) と呼ばれている [15][16][17]．そして，今後は IoT の適用によっ
て，ビルシステムが汎用・高速回線で汎用のセンタと接続されるようになり，遠隔監視に加えてビ
ル設備データのビックデータ分析処理やビル設備の遠隔制御などの機能が運用されるようになる
（図 1.5③ IoT）[18]．
IoTを適用した新しいアーキテクチャの登場により，ビルシステムは新しい要件を満たす必要が
ある．次節では，この要件から本研究の目的を示し，課題を述べる．
1.2.3 課題
1.2 節で示した目的を達成するためには，以下の課題を解決する必要がある．まず，長期間に
渡って稼働するビルシステムと短期間で更新される遠隔のセンタサーバの接続を実現するために
は，接続性に関して下記が課題となる．
 センタサーバの通信プロトコルに対応していないビル設備との接続
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図 1.5 ビルシステムの変遷
センタサーバはオープンな通信プロトコルを利用するのに対して，ビルシステムで利用され
ている通信プロトコルは機器メーカーの囲い込みを目的としてクローズなものが利用されて
いる場合がある．また，長期間に渡って運用されるため，ICT技術の進歩に比べてレガシー
なインタフェースとなっている場合もある．このようなビル設備についてもセンタサーバと
の通信を維持する必要がある．
 センタサーバからの制御とビル内での制御の競合回避
ビル設備からセンタサーバに収集したデータを利用したサービスを提供する際に，ビルシス
テム側の制御ポリシーとセンタサーバ側の制御ポリシーが衝突する場合がある．例えば，ビ
ル全体の消費電力量を削減するサービスを提供している場合に，ビルシステム側では全ての
ビル設備の稼働履歴から各ビル設備の制御を決定しようとする．一方で，ビル設備は，自身
の置かれた環境やスケジュール，ユーザからの操作（例えば温度設定変更）により制御を決
定する．このとき，センタサーバの制御ポリシーとビル設備の制御ポリシーが衝突すること
により，サービスの SLAを保証できなくなる可能性がある．このような制御の競合を問題
を解決しなければならない．
次に，接続後の運用を安全かつオープンな手段で実現するためには，システムの運用性に関して
下記が課題となる．
 ゲートウェイ装置設置時のセンタサーバとの通信設定作業を簡易化
ビルシステムとセンタサーバを接続する際に生じる通信設定作業は，ビルシステムを据付お
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よび設定と同じタイミングで実施する．ビルシステムの据付および設定を担当する保守エン
ジニアは電気や機械を専門としており，通信設定作業のような ICT技術には精通していな
い．そのため，通信設定作業は，現地で作業する保守エンジニアにとって追加の作業負荷と
なるため，作業時間やコストの増加につながる．したがって，ビルシステムとセンタサーバ
を接続するために実施する通信設定作業の簡易化が必要である．
 稼働中に発生したネットワーク設定のセンタサーバ同期
専用回線ではなく汎用回線を利用するため，契約によっては通信事業者側で IPアドレス等
のネットワーク環境が変更される場合がある．追加の費用を支払い，固定の IPアドレスを
利用することもできるが，運用コストの増加につながるため避けたい．そこで，運用中に生
じたネットワーク設定の変更をセンタサーバと同期する機能が必要である．
 センタサーバのセキュリティ確保
IoTを適用することによりビルシステムがオープンなネットワークに接続されるようになる
と，悪意のある第三者にとっては攻撃を実行しやすくなる．実際に，ビルシステムをはじめ
とする制御システムを狙ったサイバー攻撃の事例も報告されている．センタサーバにとって
も不正な機器からの接続が増えるというリスクが生じている．そこで，ゲートウェイ装置と
センタサーバを接続する際に，正当なゲートウェイのみをセンタサーバと接続する必要が
ある．
1.3 本研究の貢献
本研究では，IoTを適用したビルシステム向け遠隔サービスを実現するにあたり，運用管理機能
に着目した．また，特に拠点のシステムをセンタサーバに接続するために設置するゲートウェイ
[19][20][21]に着目した．ビルシステムにゲートウェイ装置を導入することでビルシステムとセン
タサーバの接続性の課題を解決し，ゲートウェイ装置の運用を簡易化する方式を導入することでシ
ステム全体の運用性の課題を解決した．
本研究の貢献は以下のとおりである．
 人手を介することが困難なビルシステムで重要となる IoT システムの運用管理技術の高度
化を実現した．
 ビルシステム向け遠隔サービスを提供する上で考慮すべき点を明確にした．
 コンシューマ向けと異なり，長期間に渡ってシステムを維持し，運用できる仕組みを提案，
評価した．
本研究の成果により，産業面においては，ビルシステム向け遠隔サービスの立ち上げ・運用に必
要となる事項，検討すべき要件を整理し，そのリファレンスモデルとすることができる．また，技
術面においては，ゲートウェイとセンタサーバが連携して機能を実現するモデルを提示し，実装評
価することができた．以上より，今後の IoT を適用したビルシステム向け遠隔サービスの拡大に
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図 1.6 本論文の構成
貢献することができる．
1.4 本論文の構成
本論文の構成を図 1.6に示す．
第 1章「序論」では，研究の背景として，M2M/IoTの概要，制御システムの概要を述べ，本研
究の位置づけと新規性，結果および貢献を示した．
第 2章「制御システム向け遠隔サービスにおける運用管理技術」では，制御システムとのその遠
隔サービスの研究について述べ，この分野における運用管理技術の重要性を論じる．
第 3章「データセンターのサーバとの連携を実現するビル設備ゲートウェイ方式」では，1.2.3
節で課題として挙げた APIを提供していない機器をセンタサーバと接続するためのプロトコル変
換方式を提案する．また，提案方式に基づいて実装したプロトコル変換機能をゲートウェイに搭載
し，機能と性能面で有効性を評価した結果を述べる．
第 4章「ゲートウェイ - サーバ連携による初期設定支援方式」では，1.2.3節で課題を示したゲー
トウェイ装置の運用方式を提案する．また，提案方式に基づいて実装した初期設定支援機能をゲー
トウェイに搭載し，機能と性能面で有効性を評価した結果を述べる．
第 5章では本研究の関連研究を示し，第 6章で成果と貢献および今後の課題をまとめる．
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第 2章
制御システム向け遠隔サービスにおけ
る運用管理技術
本章では，制御システムの汎用化と遠隔化の流れを述べ，運用管理技術の有用性を示し，本研究
の位置づけを明確化する．
2.1 制御システム
制御システムは，工場やビル，発電所といった施設の機器を制御するために用いられるシステム
の総称である．例えば，製品製造工場の制御システムは製品の製造の用途で稼働しており，製品の
製造ラインや部品の管理システムなどを構成する機器を制御する．また，発電所の制御システムは
燃料等を用いて発電を行う用途で稼働しており，燃料の制御により発電量を制御する．典型的な制
御システムの概要を図 2.1に示す．制御システムのアーキテクチャは階層構造となっており，上位
から順に，ユーザに対してシステム全体の管理機能を提供する管理装置，制御対象が所望の状態と
なるように機器の制御を実行する制御装置，人や環境との接点として制御される機器がある．
制御システムの制御は多岐に渡る．例えば，機器の ON/OFFを変更する 2値の制御，機器の設
定値を変更する多値の制御などである．また，制御を実現するためには，人や環境の状態を把握す
ることを目的として設置されたセンサのデータや機器の稼働状態を示すデータも必要である．その
ため，制御システムはこれらのデータを集める機能も有している．本書では，機器の状態を変更す
る処理とセンサや機器の状態を取得する処理とを併せて「制御」と呼ぶ．
従来の制御システムは，拠点内に閉じたシステム（Closed system）であった．拠点外部のシス
テムと接続されることはなく，拠点内で制御が完結していた．また，各ベンダが独自の仕様を持つ
機器を提供しており，第 3者がシステムを構築することは容易ではなかった．通信プロトコルとし
ては，業界独自の仕様が定められており，これも外部からの参入障壁となっていた．
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中央監視・操作端末
制御装置
制御対象
(例)
監視PC
管理PC など
(例)
PLC
制御盤
(例)
センサ
動⼒機器
ネットワーク
（Ethernet等）
ネットワーク
（シリアル、光ケーブル等）
図 2.1 制御システムの概要
2.2 制御システムの汎用化と遠隔化
しかし，ICT 技術の進展に伴って，遠隔接続（リモート）と汎用化（オープン）が制御シス
テムにも提供されるようになってきた．このようなシステムの変化は，初期においては，M2M
(Machine-to-Machine) という形で実現された．M2Mが適用された制御システムでは，機器の監
視を目的として，専用のセンタを専用かつ低速回線で拠点と接続し，拠点データを収集している．
これにより，外部システムとの接続という従来の制御システムでは考慮されてこなかった機能を考
慮する必要が生じている．一方で，監視が主たる目的であるため，専用センタが拠点の制御システ
ムに与える影響は限定的であった．
さらに近年，IoTという形で遠隔接続と汎用化の制御システムへの適用が進んでいる．IoTが適
用された制御システムでは，機器の監視のみではなく，収集データの分析と分析結果に基づいた制
御も目的に加わる．そして，汎用のセンタを汎用かつ高速回線で拠点と接続し，拠点データの収
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集・分析・制御を行う．これにより，外部システムとの接続に加えて，外部システムの動作が拠点
の制御システムへの影響を考慮する必要が生じている．
本研究では，このような IoTを適用した制御システム向け遠隔サービスの提供に向けて，センタ
サーバとビルシステムの接続および接続後の運用を汎用かつ安全な手段で可能にすることを目的と
している．制御システムの中でも，システム規模が中から小の範囲であり，外部システムとの接続
需要が大きいビルシステムを対象として研究を進めた．
ここで，センタと制御システムを接続することによるメリットとデメリットを整理する．メリッ
トとしては，(1)クラウドコンピューティングを活用した高度な分析・制御が可能になること，(2)
現地システムのデータを長期間に渡って蓄積できること，(3)複数の拠点を統合管理（群管理）で
きることがある．一方，ネガティブ面としては，(1)現地システムの自律性が低下するためセンタ
サーバの障害発生時にサービスを継続して提供できなくなること，(2)センタサーバの通信プロト
コルに対応していない現地機器を考慮しなければならないこと，(3)センタサーバと現地システム
の間で制御ポリシーの矛盾が生じることでサービス品質が低下する可能性があることがある．本研
究では，ゲートウェイにインテリジェンスを付与することでこれらの問題に対処し，メリットを残
したままデメリットを抑えることを目指してきた．
なお，本研究では，制御システム及び制御システム向け遠隔サービスの受益者を利用者あるいは
ユーザと呼ぶ．想定するユーザを下記のとおり定義した．
 ビルの管理者
企業の施設管理部門やビルオーナーから管理を委託される事業者が該当する．ビルの
設備を管理するために BAS(Building Automation System) や BEMS(Building Energy
Management System)を利用する．また，省エネ法に対応するために省エネを支援する遠
隔サービスを利用する．
 ビルオーナー
自社ビルを所有する企業，テナントビルの所有者，マンションの所有者が該当する．ビルの
設備を維持し，管理する責務があり，管理事業者に委託する場合もある．また，ビルの状態
を把握したり，資産価値を維持したりするために，遠隔サービスを利用する．
 テナント
テナントビルに入居する企業が該当する．エレベーターや空調などのビル設備を他のテナン
トと共用している．また，テナント独自でビルシステムを導入することや，事務所が全国に
ある企業ではそれらの事務所全体の省エネを実現するための遠隔サービスを契約することが
ある．
 在室者
ビル内で働く従業員や外部からの訪問者などが該当する．個人の暑さ感・寒さ感によって空
調を操作したり，入退室のために社員証認証による入退を行ったりする．
次に，前述の目的を達成し，ビルシステム向け遠隔サービスを実現するために解決すべき課題と
して，接続性と運用性に関する課題を定義した．接続性に関する課題は，センタサーバの通信プロ
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トコルに対応していないビル設備との接続および，センタサーバからの制御とビル内での制御の
競合である．また，運用性に関する課題は，ゲートウェイ装置設置時のセンタサーバとの通信設定
作業の簡易化，稼働中に発生したネットワーク設定のセンタサーバ同期および，センタサーバのセ
キュリティ確保である．
2.3 運用管理技術
本研究では，これらの課題を解決するために，ゲートウェイとセンタが連携した運用管理方式を
提案した．
まず，スクリーンラッピングを利用したプロトコル変換により，レガシーな通信プロトコルしか
持たないビル機器をゲートウェイ経由でセンタと接続する方式を示した．このときセンタから制御
とビル内での制御の競合を検知して回避する機能をゲートウェイで実現する方式を示した．これら
の方式を実装，評価して，接続性の課題を解決する上で有用であることを示した．また，事前共有
鍵を用いた設定支援機能により，ゲートウェイ装置の運用負荷を抑制してサービス提供が可能な方
式を示した．本方式を実装，評価して，運用性の課題を解決するうえで有用であることを示した．
本研究により，産業面においては，ビルシステム向け遠隔サービスの立ち上げ・運用に必要とな
る事項，検討すべき要件を整理し，そのリファレンスモデルすることができる．また，技術面にお
いては，ゲートウェイとセンタサーバが連携して機能を実現するモデルを提示し，実装評価するこ
とで有用性を示すことができた．本方式は，ビルシステム以外の制御システムにも適用可能なもの
であり，制御システム向け遠隔サービスの適用拡大に寄与する．
本研究ではこれらを実現するために，ゲートウェイにアプリケーションを搭載してインテリジェ
ンスを強化し，従来のゲートウェイよりも役割を拡大した．従来のゲートウェイは，異なるネット
ワークを接続するために用いられてきたが，本研究ではアプリケーションレベルの通信を中継した
り，制御ポリシーを調停したりするために用いることができる．今後もゲートウェイに搭載したア
プリケーションによる処理（エッジコンピューティング）を追加し，制御システム向け遠隔サービ
スの発展に貢献する．
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第 3章
データセンターのサーバとの連携を実
現するビル設備ゲートウェイ方式
本章では，IoTを適用したビルシステムにおける機器の接続性に関する課題を解決する方式とそ
の評価結果を示す．まず，センタサーバの通信プロトコルに対応していないビル設備との接続を実
現するために，スクリーンラッピング [22, 23]を適用したプロトコル変換機能を提案した．プロト
コル変換機能をゲートウェイ装置として実現し，レガシーなビル機器であってもセンタサーバとの
接続が可能となることを示した．また，センタサーバからの制御とビル内での制御の競合を防ぐた
めに，優先度に基づく競合回避機能を提案した．競合回避機能により，センタサーバからの要求と
ビル側での要求が競合した場合であっても，適切に制御可能であることを示した．
3.1 はじめに
2005 年に発効した京都議定書は，温室効果ガス排出量削減の約束達成を各国に求めており我が
国においても，削減を実現するための取り組みが進められてきた [24]．また，2011年に発生した
東日本大震災以降は，国内で電力不足や電気料金の値上げが発生し，消費電力を抑えることが社会
全体でこれまで以上に求められている [25]．一方，不安定な電力供給を安定化させることを目的と
して，従来よりスマートグリッドやデマンドレスポンスによるエネルギー管理システムの開発が行
われてきた [26, 27]．
こうした社会情勢を背景にして，ビル設備管理の分野においても，消費電力の見える化やデマ
ンドレスポンスによる消費電力の削減などのサービスへの関心が高まっている [28, 29]．また，
単純に消費電力を削減するだけでなくビルの利用者を考慮した省エネサービスも検討されている
[30]．これらのサービスは，EMS (Energy Management System) と呼ばれるエネルギー管理シ
ステムを導入することで実現される．特にビルを対象とした EMS を BEMS (Building Energy
Management System) と呼んでいる [14]．国内では，経済産業省が中心となって，省エネルギー
を実現するシステムの導入を補助金によって支援するなど，取り組みが活発化している [31]．
EMS を実現するためには，ビル設備が持つエネルギーデータを分析したり，分析した結果を元
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にしてビル設備を制御したりすることが必要である．こうした機能は，ビル内に設置したビル管理
装置やビル設備コントローラ（ビル機器）が提供してきたが，電力供給情報や天気予報などのビル
の外部で提供される情報と組合せて分析したり，複数のビルを統合的に管理したりするためには，
従来のビル内に閉じたシステムだけでは不十分である．このため，複数のビルとデータセンターを
ネットワークで接続し，データの収集やビル機器の制御を行うシステムが求められている [32]．
ビルとデータセンターを接続するためには，専用の通信プロトコルに対応したビル機器を設置す
る必要がある．しかし，このような構成では，データセンターとの通信プロトコルに対応していな
いビル機器を接続できないという課題がある．また，データセンターとビルを接続してデータを収
集するだけではなく，データセンターからビル機器を制御することも必要である．しかし，ビル機
器はデータセンターとビルとの連携を考慮していないため，データセンターからの制御とビル内
での制御が競合するという問題が生じる．こうした課題はサービス競合問題として知られている
[33]．
本章では，このような問題を解決し，データセンターとビルの連携を実現するビル設備ゲート
ウェイ方式を提案する．提案方式は，ビル設備を管理しているビル機器を対象とし，データセン
ターのサーバとビルに設置したビル設備ゲートウェイ装置が連携することで以下を実現する．
 データセンターの通信プロトコルに対応していない機器に対して，スクリーンラッピング
[22, 23]用いたプロトコル変換によりデータセンターとの接続性を確保する．
 データセンターからの制御とビルでの操作のどちらを 採用するかを，優先度に基づいて判
断することで，ビル設備制御の競合を回避する．
提案方式を採用することにより，データセンターとビルが連携することで，様々なビルがデー
タセンターと連携して柔軟にサービスを提供できるようになる．なお，スクリーンラッピングと
は，既存のユーザインタフェースをWeb を用いた新しいユーザインタフェースでラッピングして，
ユーザに提供する技術である．
3.2 背景と課題
3.2.1 ビルを対象としたエネルギー管理サービス
20世紀より地球温暖化に対する取り組みとして，二酸化炭素排出量の削減が国家の枠組みで進
められてきた [24]．また，日本国内では震災以降に電力供給逼迫が発生する事態となり，使用電力
量を抑えることが社会的要請となっている [25]．
そのため，ビル設備の分野においても，使用電力量の見える化やデマンドレスポンスによる使用
電力量の削減といったサービスへの関心が高まっている [28, 29]．また，単純に消費電力を削減す
るだけでなくビルの利用者を考慮した省エネサービスも検討されている [30]．これらのサービスを
導入することで，消費エネルギー量を可視化したり，ビル設備の制御を行ったりすることができる．
具体的には，BEMS (Building Energy Management System) と呼ばれるシステムをビルに導入
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する [14]．日本国内では，経済産業省が中心となって，エネルギー利用情報管理運営者（BEMSア
グリゲータ）やエネルギーマネジメント事業者の取り組みを補助金で支援することも行われている
[31]．
他方，電力を安定供給することを目的として，従来よりスマートグリッドやデマンドレスポンス
の取り組みが進められてきた [26] [27]．そうした取り組みの成果として，OpenADRと呼ばれるデ
マンドレスポンスを自動化する規格の整備が世界的に進んでいる [34]．OpenADR では，電力会
社と需要家の間にアグリゲータと呼ばれる事業者が入り，電力会社からの節電依頼を元に需要家へ
負荷分散をするなどの調整を行う．
このようなサービスは，従来からあるビル内で閉じたシステムだけでは実現することができな
い．まず，ビルで取得できるデータを分析したり，分析した結果を元にしてビル設備を制御したり
することが必要である．こうした処理は負荷が大きいためビル機器の様な比較的低スペックの機
器で実現することができない．また，管理者が常駐しないビルも多く，複数拠点を管理している管
理者にとっては，1つの事務所から遠隔にある複数のビルの情報を管理することが望ましい．そし
て，デマンドレスポンスなどのサービスでは，節電依頼の様なビルの外にある情報が必要であり，
サービス提供の形態そのものが他のシステムと連携して動作することを前提にしている．
3.2.2 従来方式と課題
ICT 技術の進歩に伴い，データセンターのサーバと遠隔地に設置された機器を接続する形態で
サービスを提供する事例が増えている．こうしたアーキテクチャは，M2M (Machine-to-Machine)
[15, 17] あるいは IoT (Internet-of-Things) [1] と呼ばれている．そして，本アーキテクチャをビ
ル設備分野に適用し，データセンターとビルを接続し，データセンターへの情報収集及びビルへの
制御を行う方式が提案されている [18]．データセンターとビルの接続についての一般的な構成を図
3.1に示す．
図 3.1において，ビル機器は，データセンターとの通信機能を搭載している．たとえば，ビル設
備の通信プロトコルである BACnet を拡張した BACnet/WS[35]や，汎用制御ネットワークの統
合を目的とした oBIX[36]などのプロトコルが策定されてきた．また，空調サブシステムに特化し
たプロトコルのインタフェース仕様を策定して公開することも行われてきた [37]．これらのプロト
コルに対応したビル機器であれば，データセンターと通信してデータの収集やビル機器の制御を実
行できる．
ビル機器は，ビル内部のネットワークに繋がっており，何らかの通信インタフェースを提供して
いることが一般的である．しかし，データセンターとの通信プロトコルには対応していないビル機
器もある．そのため，従来方式には次の課題がある．
1. センタサーバの通信プロトコルに対応していない機器との接続：ビルには，センタサーバと
の通信プロトコルに対応していないビル機器も設置されているため，従来のシステムでは，
それらのビル機器がセンタサーバと通信を行うために，センタサーバとの通信機能をビル機
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図 3.1 データセンターとビルの接続についての一般的な構成
器に搭載するための改修をしたり，センタサーバとの通信機能に対応したビル機器にリプ
レースしたりしなければならない．しかし，製造元の都合や性能の不足からビル機器を改修
することは困難な場合が多く，リプレースについても，ビル機器は長期的な運用を前提とし
ているため任意のタイミングで実施することは難しい．
2. データセンターとビル間の通信量削減：従来方式では，ビル機器から目的の結果を得るま
で，センタサーバがビル機器を制御する必要がある．そのため，センタサーバが目的の結果
を得るまでに，センタサーバとビル機器間で複数回の通信が発生する．
3. ビル側の設定変更に対応したデータセンター側の設定変更：センタサーバがビル機器とネッ
トワーク経由で接続され，センタサーバの通信プロトコルに従ってビル機器を制御する要求
を送信するため，データセンターでビル側の機器構成を把握しておく必要がある．そのた
め，ビル側で機器の改修や変更といった設定変更が行われた場合に，設定変更の内容をデー
タセンター側にも反映しなければならない．
4. データセンターからの制御とビル内での制御の競合：ビル機器をデータセンターと接続する
場合においても，ビル機器が管理しているビル設備の制御は現地でも行えるようにする必要
がある．その場合，データセンターが認識しているビル設備の状態と，実際のビル設備の状
態との間に差異が生じる．たとえば，デマンドレスポンスの様に，目標電力量を超えないよ
うにデータセンターから制御する必要のあるサービスでは，データセンターから要求した制
御をビル内で変更されるとサービスを保証することができない．つまり，データセンターか
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らの制御とビル内での制御が競合するという課題がある．なお，本研究では，ビルシステム
とセンタサーバのそれぞれが異なる制御ポリシーに基づいてビル設備を制御することでビル
設備に異なる制御が要求されることを「競合」と呼ぶ．そして，異なる制御ポリシーをゲー
トウェイで全体最適することを指して，「競合の回避」と呼ぶ．競合の回避は従来からも発
生する問題である．例えば，ビル内の在室者がそれぞれの暑さ感・寒さ感によってビル設備
の設定を変更するような場合に，競合が発生していました．しかし，本研究では，ビルシス
テムがセンタサーバと接続されて高度な遠隔サービスを提供するにあたって発生するセンタ
サーバとビルシステムの制御の競合に着目する．
3.3 提案方式
本章では，前節で述べた従来方式の課題を解決するためのビル設備ゲートウェイ方式を提案す
る．以降，ビル設備ゲートウェイ方式を単にゲートウェイ方式と呼ぶ．
3.3.1 提案システム
提案方式に基づくデータセンターとビルの連携システムの全体像を図 3.2に示す．図 3.2におい
て，データセンターとビルは，ブロードバンド網により接続されている．ブロードバンド網として
は，光回線，xDSL 回線，LTE などを利用した通信事業者網が挙げられる．また，ビル側では，ビ
ル設備ゲートウェイ装置（以降，単にゲートウェイ装置）が，ブロードバンド網と接続されている．
ゲートウェイ装置のもう 1 端は，ビル内のネットワークに接続されている．ビルには 2 つのネッ
トワークがある．上位のネットワークには，ビル管理装置とビル設備コントローラの様なビル設備
の管理・制御を行うビル機器やビル機器・設備の監視を行う監視 PC が接続されている．下位の
ネットワークには，空調機，照明器具，監視カメラなどのビル設備とその管理と制御を行うビル機
器が接続されている．
これらのビル機器は，データセンターとの通信機能は持たないが，ビル内の上位ネットワークを
介して監視 PC と通信し，Web 画面を操作するプロトコルを提供する．このようなビル機器とし
て，ビル設備を管理するためのWeb サーバの機能を有する機器を想定する．この画面はビルの管
理者向けに提供されており，ビルの管理者は，監視 PC のブラウザから接続してビル設備の状態を
閲覧したり，ビル設備の制御を指示したりすることができる．
提案するゲートウェイ方式は，まず，ビル機器をデータセンターと接続するために，データセン
ターとの通信とビル機器との通信を変換ルールに従って変換するプロトコル変換機能を提供する．
ここで，スクリーンラッピングによるプロトコル変換を行う．加えて，データセンターからの制御
と現地での制御の競合を防ぐために，優先度に基づいた競合回避機能を提供する．ビル設備の状態
を確認して，競合を回避し，データセンターからの制御を変更する場合は最新のビル設備の状態
をデータセンターへ通知する．このゲートウェイ方式により，様々なビル機器を設置したビルが，
データセンター内のセンタサーバと連携して動作することを実現する．
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図 3.2 提案方式に基づくデータセンターとビルの連携システム
3.3.2 スクリーンラッピングによるプロトコル変換機能
まず，スクリーンラッピングを用いたプロトコル変換について述べる．対象とするビル機器は，
Web サーバの機能を有しており，監視 PC などからWeb ブラウザでアクセスしてビル設備の情
報を閲覧したり機器を制御したりする機能を提供する．ユーザは始めにログイン処理を行い，ログ
イン完了後に必要なページに移動してエネルギーデータの閲覧やビル設備の制御等の目的の操作を
行う．ゲートウェイ装置のプロトコル変換機能により，データセンターからの要求をWeb ブラウ
ザの操作を模擬する通信に変換することで，必要な情報を取得したり適切な制御を行ったりできる
ようにする．このように，本研究ではビル設備管理システムにおいて，保守管理用にWeb サーバ
の機能を有する機器が増えていることに着目し，センタサーバとビル機器の間に設置したゲート
ウェイ装置が，センタサーバからの要求をビル機器のWeb 画面操作に変換して，ビル機器を操作
する方式を策定した．
ゲートウェイ装置は，センタサーバのプロトコルとビル機器の画面操作をマッピングした情報を
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記憶しており，センタサーバから受信した要求から適切な画面操作を選択する．また，ビル機器か
ら得た画面に応じて次の画面操作を決定する必要があるため，画面情報から次の画面操作を決定す
るために必要な情報を取得する機能と取得した情報から次の動作を選択する機能を有する．例え
ば，ログイン処理機能，連続する複数ページを順にアクセスする機能がある．そして，センタサー
バの要求に対応した情報を，応答として返す機能を有する．以上の機能により，提案方式は，セン
タサーバとの通信プロトコルに対応していないビル機器をセンタサーバと接続することを可能と
する．
本方式により，従来方式の課題を次のとおり解決する．
1. センタサーバの通信プロトコルに対応していない機器との接続：提案方式は，ビル機器が保
守管理用のWebサーバの機能を有していることに着目し，センタサーバから要求を受信す
ると，要求に対応する結果が得られるように，ビル機器のWeb 画面を操作する機能をゲー
トウェイ装置に搭載する．これにより，センタサーバとの通信プロトコルに対応していない
ビル機器であってもセンタサーバと接続することを可能とする．
2. データセンターとビル間の通信量削減：従来方式における，センタサーバとビル機器間で複
数回の通信が発生するという課題を，提案手法では，ゲートウェイ装置がセンタサーバか
ら要求を受信すると，必要な情報を得られるまでビル機器との通信を行うことにより解決
する．
3. ビル側の設定変更に対応したデータセンター側の設定変更：従来方式では，ビル側での設定
変更に合わせてデータセンター側の設定を変更する必要があが，提案方式では，ゲートウェ
イ装置の設定変更によりビル側の設定変更に対応できるため，データセンター側で設定を変
更する必要がない．
図 3.3に，スクリーンラッピングによるプロトコル変換機能の機能ブロック図を示す．図 3.3に
おいて，プロトコル変換機能は，あらかじめ要求された処理を実現するために必要なWeb 操作を，
データセンターからの要求と対応付け，変換ルールとして記憶している．この変換ルールを取り出
して，データセンターからの要求をビル機器のWeb 操作へと変換するリクエスト生成部がある．
操作部は，リクエスト生成部で生成されたWeb 操作を用いて，ビル機器を操作する．レスポンス
生成部は，操作の結果として得られたビル設備の状態や制御結果を，データセンターからの要求に
対する応答へ変換する．
図 3.3 に，提案方式のスクリーンラッピングによるプロトコル変換機能のフローチャートを示
す．まず，ゲートウェイ装置はデータセンターから要求を受信すると，変換ルールを読み出す．次
に，ゲートウェイ装置は，ビル機器に対してログイン要求を送信して，ログイン情報を取得する．
そして，変換ルールに基づいて生成したWeb 画面の操作を，取得したログイン情報を用いてビル
機器へ送信する．最後に，ビル機器から応答を受信すると，その結果をデータセンターへ返す．こ
れにより，データセンターと接続することを想定していないビル機器に対応できないという課題を
解決できる．
なお，変換ルールは，センタサーバの制御要求とその要求を実現するために実行するビルシステ
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図 3.3 プロトコル変換機能の機能ブロック
ムの制御プロトコルを記述したものとなっている．ビルシステムごとに記述する必要があるため，
特定のビルシステムに特化した表現方法とはなっていない．したがって，変換ルールの汎用性・表
現力は十分に確保されている．
3.3.3 優先度に基づく競合回避機能
次に，優先度に基づく競合回避機能について述べる．ビル機器は現地で人手によって設定を変更
することができる．したがって，データセンターからの制御と現地での制御が競合する可能性があ
る．提案方式の優先度に基づく競合回避機能は，ゲートウェイ装置が処理の優先度に基づいて競合
を回避する．
図 3.5に，優先度に基づく競合回避機能の機能ブロック図を示す．図 3.5において，競合回避機
能は，ビル設備の状態を保存する状態データを記憶している．競合回避機能は，ビル設備の状態を
保存する状態データを記憶している．この状態データを取り出して，データセンターからの要求と
ビルでの要求に違いがないかを確認する状態確認部がある．また，データセンターからの要求とそ
の優先度を記憶した，優先度データを保持する．優先度確認部は，この優先度データを取り出し
て，データセンターからの要求とビルでの要求のどちらを優先するかを判断する．状態更新部は，
ビル設備の状態を優先度に基づいて更新する．データセンターからの要求よりもビルでの要求を優
先した際は，通知部が，データセンターへ通知する．
図 3.6にデータセンターから要求を受信した場合の処理フローを，図 3.7にゲートウェイ装置が
一定期間ごとに状態を確認する場合の処理フローを示す．
図 3.6において，ゲートウェイ装置にはあらかじめ，要求ごとにデータセンターと現地のどちら
を優先するかを示す情報を保存しておく．ゲートウェイ装置は，データセンターから要求を受信す
ると，ビル機器経由でビル設備の現在の状態を確認する．ビル設備の状態がデータセンターが設定
しようとする状態と一致している場合は，何もしない．ビル設備の状態が一致していない場合は，
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図 3.4 プロトコル変換機能のフローチャート
図 3.5 優先度に基づく競合回避機能の機能ブロック
23
図 3.6 データセンターから要求を受信した場合の処理フロー
図 3.7 ゲートウェイ装置が一定期間ごとに状態を確認する場合の処理フロー
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優先度を確認し，データセンターの優先度が高い場合は，そのままビル機器を制御する．一方，現
地の優先度が高い場合は，ビル設備の状態を確認し，データセンターの要求とビル設備の状態が異
なる場合は，そのことをデータセンターへの応答で通知する．
図 3.7において，データセンターからの要求が無い状態でも，ゲートウェイ装置は一定期間ごと
にビル機器の状態を確認する．データセンターからの要求が無い状態でも，ゲートウェイ装置は一
定期間ごとにビル機器の状態を確認する．ビル設備の状態が，データセンターからの要求を実行し
た際の状態と一致している場合は，何もしない．ビル設備の状態が，データセンターからの要求を
実行した際の状態と異なる場合，要求の優先度を確認する．ビルの優先度が高い場合は，データセ
ンターへビル設備の状態が変更されたことを通知する．一方，データセンターの優先度が高い場合
は，ゲートウェイ装置はビル設備の状態を保存しておいた情報を利用してデータセンターから要求
した設定に変更する．
センタとビルのそれぞれのシステムは，別のポリシーに基づいてシステムの最適化を図るため，
そのポリシーの矛盾を調停する役割をゲートウェイが担う．これにより，システム全体での最適化
を実現し，サービス品質（SLA）を保証することができる．なお，M2Mにおいても制御をおこな
う場合には同様の課題が発生する可能性はあり，本研究の提案手法で解決を図ることができる．以
上の処理により，データセンターからの制御と現地での制御が競合する問題を解決することがで
きる．
3.4 評価
本節では，前節で述べた提案方式の評価結果について述べる．
3.4.1 実装
提案するゲートウェイ方式を図 3.8に示す構成で実装して評価した．
データセンターのセンタサーバは，CPU が Intel Core2 Duo P8400 2.26GHz，メインメモリ
4GB，Ethernet ポートを有している．オペレーティング・システムのカーネルは Linux2.6.28 で
ある．
ゲートウェイ装置は，CPU が ARM プロセッサ，メインメモリが 256MB，Ethernet ポートを
有している．オペレーティング・システムのカーネルは Linux2.6.33 である．その上で，JavaVM
が動作しており，JavaVM上で OSGi Framework[38]を実行している．スクリーンラッピングに
よるプロトコル変換機能と優先度に基づいた競合回避機能は，Java を用いてバンドルとして実装
しており，OSGi 上で実行した．
データセンターとビルとの間のネットワークは，通信事業者が提供するブロードバンド網を用い
ており，最大 100 Mbps のベストエフォートサービスである．データセンターとの通信プロトコ
ルには，IPv6/TCP/HTTP を利用し，GET メソッドのクエリで制御コマンドを送信する形式と
した．
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図 3.8 評価環境
3.4.2 スクリーンラッピングによるプロトコル変換機能の評価
スクリーンラッピングによるプロトコル変換機能が，実運用上で問題ないことを確認するため
に，その処理時間を評価した．スクリーンラッピングによるプロトコル変換機能の性能評価結果を
表 3.1に示す．
表 3.1 プロトコル変換機能の性能評価結果
Total [s] DC-GW[s] GW-Device[s]
Get(Alarm) 1.23 1.0 0.23
Get(Signal) 2.16 1.0 1.16
Set 1.75 1.0 0.75
評価は，データセンターからゲートウェイ装置を経由してビル機器を制御するまでのオーバヘッ
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ドと通信量によって行った．オーバヘッドと通信量は 5 回計測した結果の平均をとった．制御は，
警報取得 (Get (Alarm))，信号取得 (Get(Signal))，設定 (Set) の 3 つを対象とした．データセン
ター‒ ゲートウェイ装置間 (DC-GW) とゲートウェイ装置‒ ビル機器間 (GW-Device) は別々に
計測し，足しあわせたものを合計 (Total) とした．DC-GW はベストエフォートの通信サービスで
あるため，通信状況によっては，通信時間が変動する．制御対象のビル設備は，実際のビル設備で
はなくダミーのビル設備を用いた．ここでダミーのビル設備とは，実際のビル設備を接続していな
い場合であっても入出力制御が可能なダミーの接点のことを示している．
まず，オーバヘッドの評価結果を示す．警報取得は，合計で 1.23 秒かかっており，その内訳は
データセンター‒ ゲートウェイ装置間が 1.0 秒，ゲートウェイ装置‒ ビル機器間が 0.23 秒であっ
た．信号取得の合計は，2.16 秒となっており，その内訳はデータセンター‒ ゲートウェイ装置間
が 1.0 秒，ゲートウェイ装置‒ ビル機器間が 1.16 秒であった．設定の場合は，合計が 1.75 秒，そ
の内訳としてデータセンター‒ ゲートウェイ装置間が 1.0 秒，ゲートウェイ装置‒ビル機器間が
0.75 秒であった．なお，ビル機器からビル設備を制御する周期は，ビル機器によって異なる．提
案方式では，ビル設備を管理するためのWeb サーバの機能を有するビル機器を対象としており，
このビル機器からビル設備の警報取得などを行う際の制御周期は，概ね 0.1 秒から 0.3秒である．
したがって，提案方式によるレスポンス時間は，オーバヘッドに前記時間を足し合わせたものとな
り，最短で 1.33 秒となり最長で 2.46 秒となる．
次に，センタサーバとゲートウェイ装置間の通信量とゲートウェイ装置とビル機器間の通信量を
評価した．制御の種類によらず，データセンター‒ ゲートウェイ装置間で要求は 0.036KB，応答
は 17.0KB であった．ゲートウェイ装置‒ビル機器間で，ログイン処理の要求が 0.036KB，応答
が 0.941KB，データ取得の要求が 0.116KB，応答が 17.0KB，ビル設備制御の要求が 0.134KB，
応答が 17.0KB となった．なお，ヘッダ部のサイズの変動は通信データ部のサイズの変動と比べて
小さいため，通信量の評価は通信データのみを対象とした．
さらに，センタサーバとゲートウェイ装置間の通信量について，従来方式の場合と提案方式の場
合を比較した．その際，ユースケースとして，デマンドレスポンスを実現するために設置したセン
タサーバが，ビル設備の現在の状態を取得し，発停によりビル設備の設定を変更し，ビル設備の設
定変更後の状態を取得する場合を取り上げた．従来方式では，センタサーバが直接ビル機器を制御
するため，全ての要求がセンタサーバとビル機器間でやり取りされる．したがって，要求の通信量
は合計で 0.474KB となり，応答の通信量は合計で 53.8KB となる．一方で，提案方式では，セン
タサーバが直接ビル機器を制御するのではなく，ゲートウェイ装置がビル機器の制御を行う．した
がって，要求の通信量は合計で 0.108KB，応答の通信量は合計で 51.0KB となり，提案方式は従
来方式と比べて，要求の通信量を約 77%削減し，応答の通信量を約 5%削減する．
上記のユースケースについて，データの取得やビル設備の制御を行うために複数のページにアク
セスする必要がある場合の通信量を評価する．ページの取得回数が，1 回から 5 回の通信量につい
て，従来方式と提案方式を比較した結果を図 3.9と図 3.10に示す．従来方式が，回数に比例して
通信量が増加するのに対して，提案方式は，回数に依らず一定である．これは，従来方式では，セ
ンタサーバが直接ビル機器の画面を操作するため，目的とするビル設備の状態が記載されたページ
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図 3.9 従来方式と提案方式の比較（リクエスト）
を得るまで，センタサーバとゲートウェイ装置との間で，ビル機器への要求とビル機器からの応答
が繰り返し通信されるのに対して，提案方式では，ゲートウェイ装置がセンタサーバの代わりにビ
ル機器との繰り返し通信を行うため，センタサーバとゲートウェイ装置との間の通信が一定回数と
なるためである．
3.4.3 優先度に基づく競合回避機能の評価
優先度に基づく競合回避機能が，想定されるケースで適切に動作することを確認するために，動
作処理シーケンスを確認して評価した．優先度に基づく競合回避機能の処理シーケンスを図 3.11
に示す．図 3.11 では，データセンターから予冷のためにビル設備を ON に設定していた場合に，
現地で OFF に設定されたときの動作を確認した．
まず，データセンターのセンタサーバからビルのゲートウェイ装置へ，ビル設備の設定を ON に
するように要求が送信している．ゲートウェイ装置は，プロトコル変換を行った後に，ビル設備の
状態と要求の優先度を確認している．この場合は，ビル設備の状態が OFF であるため状態が異な
り，優先度は予冷のためデータセンターが高いと判断している．そして，データセンターからの要
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図 3.10 従来方式と提案方式の比較（レスポンス）
求に従ってビル設備を ONに設定をし，ゲートウェイ装置はビル設備の設定状態と予冷が目的であ
ることを記録している．その後，ゲートウェイ装置は，定期的にビル機器の設定を確認して，設定
に差異が生じていないことを確認している．データセンターから設定したビル機器の状態が，現地
で変更されて OFF になっていた場合，ゲートウェイ装置はデータセンターから設定した際の目的
を確認している．目的が予冷であり，ビルでの設定変更よりも優先度が高いため，ゲートウェイ装
置は，ビル設備の設定を元の ON に戻すと共に，データセンターへ通知している．
以上に示したとおり，ゲートウェイ装置が，優先度に基づいてビル設備の設定を適切な状態に変
更できることを確認できた．
3.5 考察
本章では，まず，スクリーンラッピングによるプロトタイプ変換機能と優先度に基づいた競合回
避機能の評価結果を考察する．次に，これら 2 つの機能に基づくゲートウェイ方式の有用性につい
て考察する．
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図 3.11 優先度に基づく競合回避機能の処理シーケンス
3.5.1 スクリーンラッピングによるプロトコル変換機能の考察
データセンターからの要求に対するゲートウェイ装置の応答時間は，全ての機能で 2 秒前後であ
る．BEMSのようなサービスでは，処理性能として 2 つの要件がある．1 つ目は，指定された時
間間隔（30 分間隔や 1 時間間隔など）で消費電力を表示できることである．このようなサービス
において，1 回の通信が 2 秒前後で通信を完了しているため，情報を途切れず表示できることが満
足できる．また，2 つ目は，利用者が設定変更などの操作を実施してから十分短い時間で結果を得
られることである．Web サービスにおいて，利用者全体の 87%はWeb コンテンツの表示までに
3 秒以上待つことが報告されている [39]．そのため，本章の評価結果のとおり利用者がビル設備の
設定を行う場合に，2 秒前後で設定を完了することができれば，利用者が操作結果を待つ時間とし
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ては十分短いと言える．したがって，本機能は 2 つの要件を満足しているため，対象とするサービ
スでデータセンターとビルが連携する場面において，必要な性能を実現できる．
表 3.1に示したように，ゲートウェイ装置とビル機器との間の処理時間は，機能ごとにバラツキ
がある．この原因は，機能ごとにアクセスするビル機器のWeb ページが異なるため，ビル機器側
での処理が異なることにある．対象としているビル機器のWeb 画面は，サーバサイドの技術実現
されており，クライアントの HTTP リクエストに対してサーバで処理をした結果を HTTP レス
ポンスとして返す構成となっている．HTTP リクエストごとに HTTP レスポンスを生成するた
めのビル機器側での処理は異なる．したがって，警報取得，信号取得および設定の各要求に対して
応答が得られるまでの時間は，ビル機器のページごとに異なる．このようなバラツキはあるもの
の，前述のとおり全体として性能に問題はないものと考える．
データセンターとビル間を流れる通信量について，デマンドレスポンスに対応するために設置し
たセンタサーバが，ビル設備の状態を取得し，発停によりビル設備の設定を変更し，ビル設備の状
態を取得する場合をユースケースとして評価した．図 3.9と図 3.10に示したように，従来方式は，
回数の増加と共に通信量も増加するのに対して，提案方式は，回数に依らず一定の通信量である．
したがって，提案方式では，データセンターとビル間の通信コストは一定となり，通信コストに影
響を受けることなく，センタサーバと接続するビル機器の数を拡張できる．
なお，提案方式では，あらかじめビル機器のWeb 画面構成を把握した上で，データセンターから
の要求とビル機器のWeb 画面の対応情報から変換ルールを作成している．そのため，ビル機器の
Web 画面の構成が変更されると，データセンターからの要求に対して正しい結果を返すことがで
きなくなる可能性がある．ビル機器のWeb 画面は，保守作業や管理者による設定によって変更さ
れることがあるため，ビル機器のWeb 画面構成の変更に対応できることは課題である．たとえば，
ビル機器のWeb 構成を定期的に確認し，自律的に変換ルールを変更する様な機能が必要となる．
3.5.2 優先度に基づいた競合回避機能の考察
3.3.3節で述べたように，優先度に基づく競合回避機能が，想定されるパターンにおいて正しく
動作することを確認できた．データセンターの優先度が高い場合に，ビルで行われた設定の変更を
検知して，優先度に基づいて適切な設定に変更することができる．デマンドレスポンスなどの目標
電力量が定められているサービスにおいて，データセンターからの制御によってサービスを保証す
る上で，提案方式の機能は有効である．
また，ビルの優先度が高い場合に，ビル側で行なわれた設定の変更を有効にしたままにすること
もできる．電力の需要予測に基づいてあらかじめデータセンターから設定を行った場合であって
も，その日の天候の変動によって電力に余力が生じることもある．ビルでの制御変更を認めない場
合，テナントや利用者の判断でビル環境を快適な状態に保つことができない．このような場合に，
提案方式の機能は，優先度に基づいてビルでの制御変更を認めるため，目標電力を超えない範囲で
テナントや利用者の判断によるビル環境の快適性向上を実現できる．つまり，提案方式の機能は，
データセンターとビルの双方で制御を行うことを認めているサービスにおいて，テナントや利用者
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の満足度を向上する上で有効である．
さらに，本機能は，ゲートウェイ装置で優先度に基づいて判断を行うため，設定を修正するまで
のタイムラグを抑えると共にデータセンターとの通信量も抑えることができる．このため，ビルで
の設定変更が多数行われる場合であっても，効率的に制御を行うことができる．たとえば，人の在
室状況に合わせて制御を行うシステムの場合，人の入退室と連動して制御変更が発生する．データ
センター側で判断を行うシステムでは，データセンターの設定と競合が発生してデータセンターと
の通信が多数発生することになる．昼休みの開始時刻や就業時間の終了時刻の様に，複数のビルで
同時に入退室が発生する時間帯では，通信が集中することになりサービスを提供する上で課題とな
る．これに対して，提案方式は，設定修正までのタイムラグを抑えると共にデータセンターとの通
信量も抑えることが可能となる．
本研究の提案手法では，センタサーバとビルシステムのどちらかの処理を優先するようにビル設
備を制御している．これは，センタサーバとビルシステムがそれぞれ個別最適を実行しようとして
いるものに対して，全体最適となる制御をゲートウェイが優先度により決定しているということで
ある．このような全体最適を実現する研究として金子らの研究 [30]では，ビルの省エネを実現する
際に在室者を考慮することで全体最適を達成しながら，在室者の要求を満足するような制御をおこ
なっている．ゲートウェイでこのようなアルゴリズムをゲートウェイで実行することにより，ビル
システムに手を入れることなく，またセンタサーバで実行するよりも優れた満足度の向上を実現す
ることが可能である．
計算機工学においては競合の例としてデッドロックが知られている．デッドロックとは，複数の
処理が互いに終了を待つ状態に陥った結果，処理の実行が停止してしまう事象である．本研究で対
象とする制御システムでは，設備制御においてデッドロックは発生しない．例えば，ビル設備の制
御手順においては，あるビル設備を占有したまま他のビル設備の制御を行うことはない．そのた
め，複数の制御が互いのビル設備の解放を待つような処理は発生しない．同様に，ビルシステム以
外の他の制御システムにおいてもデッドロックは発生しない．一方で，センタサーバとビルシステ
ムとの間で制御の矛盾が発生する可能性はある．例えば，センタサーバが消費電力量を削減しよう
と照明の照度を下げようとするのに対して，ユーザが作業環境を改善するために照度を上げようと
する場合に制御の矛盾が発生する．センタサーバ及びビルシステムは，ビル設備に対して制御を要
求すると，制御結果が反映されたかどうか一定期間で確認する．このときに，制御結果が反映され
ていない場合，矛盾が発生したとみなす．
3.5.3 ビル設備ゲートウェイ方式の有用性の考察
データセンターとビルを接続してサービスを提供するためには，データセンターとビルが連携す
る仕組みが必要である．これを実現するためには，既設の機器も含めた様々なビル機器がデータセ
ンターと通信できることと，データセンターからの制御とビルでの制御が競合した場合でもあって
も最適に制御できることが求められる．
まず，本章で示したプロトコル変換機能によって，データセンターとの直接の通信インタフェー
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スを持たないビル機器であってもデータセンターと連携することが可能となる．本章では，Web
画面で操作するプロトコルを提供しているビル機器を対象としたが，本方式は他のプロトコルを提
供するビル機器にも適用できる．たとえば，XML，SOAP，REST などのWeb サービス向けのプ
ロトコルが提唱されており，ビル機器のインタフェースとして利用されている場合もある．こうし
たプロトコルは，多くの場合，下位レイヤに HTTPを利用して実現されているため，提案方式を
そのまま適用可能である．
また，競合回避機能によって，データセンターからの制御とビルでの制御が競合した場合であっ
ても最適に制御することが可能となる．本章では，データセンターにある単一のアプリケーション
からの制御とビルでの制御が競合する場合を対象とした．しかし，提案手法の仕組みは，複数のア
プリケーションが競合した場合であっても適用できる．たとえば，あるビルに対してデマンドレス
ポンスとビル機器遠隔操作の 2 つのサービスを提供していることを想定する．このとき，デマンド
レスポンスによってビル機器の設定がオフに変更された後で，利用者がビル機器を遠隔でオンに設
定して競合が発生する．このような場合であっても，本章で提案した優先度に基づいた競合回避機
能によって，最適な制御を実現できる．
以上で述べたとおり，提案したゲートウェイ方式をビル設備管理の分野に適用することで，ビル
に存在する様々なビル機器をデータセンターのセンタサーバと接続し，かつ最適にビル設備の制御
を行うことができる．提案方式のプロトコル変換機能により，データセンターとの通信プロトコル
に対応していないビル機器が設置されたビルであっても，データセンターと連携してサービスを
提供し，提案方式の競合回避機能により，優先度に基づいて適切にビル設備の制御し，データセン
ターとビルが連携したサービス提供を実現することができる．
提案手法のゲートウェイ方式は，データセンターのセンタサーバがビルに設置したビル機器を制
御するサービスを前提としている．したがって，ゲートウェイ装置は，プロトコル変換や競合回避
の機能を提供し，サービスを提供するために必要な制御結果の集計，分析などはデータセンターの
センタサーバが行う．しかし，データセンターとビルが連携して提供するサービスには，データセ
ンターではなくビルで処理できるものもある．たとえば，ビル機器の異常や異常の兆候を監視し
て，データセンターへ通知する機能をゲートウェイ装置で実行することが考えられる．このような
構成を実現するためには，センタサーバが提供している集計や分析などの機能をゲートウェイに移
動してゲートウェイが処理を行う仕組み，処理して得られた結果をゲートウェイがセンタサーバに
通知する仕組み，通知結果をセンタサーバに蓄積してビル機器およびビル設備の管理に利用する仕
組みが必要となる．
センタサーバからの制御要求は，ステートレスな手順とすることができる．一方で，稼働中の
ゲートウェイで障害が発生した場合，ゲートウェイが実行するビル設備の制御が途中で停止し，目
的の状態まで到達しないことが考えられる．この問題を解決するために，ビルシステムの自律性を
利用することができる．例えば，トリガを設定しておくことで，ビル設備が中途半端な状態に遷移
したままで消費電力量が一定値を超えると検出してビルシステム側で制御を再設定する処理を実現
できる．このようなゲートウェイ障害発生時に引き続きサービスを継続するために必要な技術開発
は今後も重要である．
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3.6 まとめ
本章では，データセンターとビルが連携してサービスを提供することを実現するためのゲート
ウェイ方式を提案した．さらに，ゲートウェイ装置に実装した提案方式を評価し，その有用性を示
した．提案方式は，プロトコル変換機能によりデータセンターとの通信プロトコルに対応していな
いビル機器が設置されたビルであってもデータセンターと連携してサービスを提供し，競合回避機
能により優先度に基づいて適切にビル設備を制御し，データセンターとビルが連携したサービスを
提供できるため，データセンターのセンタサーバとゲートウェイ装置が連携するユースケースにお
いて有効である．今後は，ゲートウェイ装置における，ビル機器の構成変更検出方式と異常兆候検
知方式の研究を進める予定である．
34
第 4章
ゲートウェイ - サーバ連携による初期
設定支援方式
本章では，IoTを適用したビルシステムにおける機器運用の課題を解決する方式とその評価結果
を示す．まず，ゲートウェイ装置設置時のセンタサーバとの通信設定作業の簡易化を実現するため
に，運用支援サーバを提案した．ゲートウェイ装置設置時の初期設定作業を簡易化し，作業に要す
る時間を短縮できることを示した．また，稼働中に発生したネットワーク設定のセンタサーバとの
同期について，ゲートウェイ装置が運用支援サーバと連携することで同期する仕組みを提案した．
この仕組みにより，遠隔サービスの停止時間を短縮できることを示した．
4.1 はじめに
M2M (Machine-to-Machine)[15, 16, 17]あるいは IoT (Internet-of-Things)[1]と呼ばれるシス
テムの活用が広がっている．M2M/IoT を活用したシステムは，遠隔地にある多数のデバイスとセ
ンタにあるサーバをネットワークを介して接続し，センタサーバがそれらのデバイスを制御するこ
とで，様々なサービスを提供する．M2M は ETSI[40]や oneM2M[41]などが標準を提案し，IoT
については ITU-T[3]が勧告を出しており，いずれも基本的な構成は類似している．遠隔地にある
デバイスは，ゲートウェイ装置を介してあるいは直接，3G/LTE や xDSL/FTTH などのアクセス
ネットワークに繋がっている．センタには，それらのデバイスと通信をするセンタサーバがあり，
アクセスネットワーク経由でデバイスから情報を収集したり制御したりすることでサービスを実現
する．このM2M/IoT を活用する分野として，自動車，制御システム，農業，コンシューマ機器，
医療など，様々な産業が想定されている．
ビル設備向けの遠隔サービスにおいても，M2M/IoT を活用したシステムの構築が進められてい
る．例えば，消費電力の見える化やデマンドレスポンスによる需給調整などのサービスが提供され
ている [28][29]．こうしたサービスを実現するためには，ビル設備が持つエネルギーデータを分析
したり，分析した結果を元にしてビル設備を制御したりすることが必要である．このため，複数の
ビルとセンタをネットワークで接続し，データの収集やビル機器の制御を行うシステムを構築しな
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ければならない [32]．
本章では，このようなビル向けの遠隔サービスを対象として，ビル側のゲートウェイ装置とセン
タ側のサーバを接続する場合のゲートウェイ装置の運用支援について検討する．ゲートウェイ装置
とは，ビル設備やビル設備コントローラなどのビル機器とセンタサーバを接続するためにビルに設
置する装置であり，プロトコル変換などの機能によってビル機器とセンタサーバの通信を中継する
機能を有している．ビル機器とセンタサーバの接続を開始し，維持するためには，両者の通信を中
継するゲートウェイ装置について，その設置から運用中の設定変更に至るまで，ビル側での設定作
業が必要となる．しかし，多数のビル機器をセンタサーバと接続するためには，そのような運用上
必要となる設定作業に精通したエンジニアを育成する必要があり，サービスの拡大において課題と
なる．そこで，我々は，ゲートウェイ装置の運用上必要となる設定作業を支援する運用支援システ
ムを提案する．
4.2 課題と提案方式
本章では，ビル設備向けの遠隔サービスを提供するシステムにおいて，ゲートウェイ装置とセン
タサーバを接続して運用する場合の課題を述べ，その後に課題を解決するために我々が提案する方
式を述べる．
4.2.1 ビル設備向け遠隔サービス
ICT 技術の進歩と社会情勢の変化により，ビル設備向け遠隔サービスの提供が進められている．
従来より，省エネルギーを実現するために，BEMS(Building Energy Management System) と呼
ばれるシステムがビルに導入されてきた [14]．現在は，経済産業省が中心となって，エネルギー利
用情報管理運営者（BEMS アグリゲータ）やエネルギーマネジメント事業者の取り組みを補助金
で支援することも行われている [31]．
また，電力を安定供給することを目的として，従来よりスマートグリッドやデマンドレスポンス
の取り組みが進められてきた [26], [27]．そうした取り組みの成果として，OpenADR と呼ばれる
デマンドレスポンスを自動化する規格の整備が世界的に進んでいる [34]．OpenADR では，電力
会社と需要家の間にアグリゲータと呼ばれる事業者が入り，電力会社からの節電依頼を元に需要家
へ電力使用量の負荷分散をするなどの調整を行う．
さらに，ビルの多数を占める中小規模ビルにおいては，ビル内に追加の機器を設置することは，
設置場所やコストの面で難しい場合が多い．そのため，センタに設置したセンタサーバに情報を収
集して，顧客に対しては，インターネット経由でサービスを提供することも行われている [42]．
このようなサービスは，次の理由からビル内で閉じたシステムだけでは実現することができな
い．まず，ビルで取得できるデータを分析したり，分析した結果を元にしてビル設備を制御したり
することが必要なためである．こうした処理は負荷が大きいためビル機器の様なセンタサーバと比
べて比較的低スペックの機器で実現することが難しい．加えて，複数拠点を管理している管理者に
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図 4.1 システム構成図
とっては，遠隔にある複数のビルの情報をまとめて管理できることが望ましい．複数のビルの情報
をまとめるために，センタサーバにデータを収集することが求められる．そして，デマンドレスポ
ンスのように，サービス提供の形態そのものが他のシステムと連携して動作することを前提にして
いる．
4.2.2 ビル設備向け遠隔サービス提供システム
本章で対象とするビル設備向けの遠隔サービスを提供するシステムは，ビルに設置された機器と
センタに設置されたセンタサーバ，そしてビルとセンタを繋ぐネットワークから成る．このシステ
ムの構成図を図 4.1に示す．ビルの規模や提供するサービスによって違いはあるものの，一般的に
は次のとおりに構成される．
センタ（Center）には，サービスを実現するためのセンタサーバ（Server）が設置されている．
例えば，ビルに設置された機器と通信してデータ収集や機器制御を行うセンタサーバ，収集した
データを蓄積する DB を搭載するセンタサーバ，利用者が操作するためのWeb ページを提供する
センタサーバなどがある．
ビル（Building）には，複数のビル設備とそれらを制御・管理するための機器が設置されている．
ビル設備（Equipment）とは，空調機，照明設備，入退室管理設備などを指す．これらのビル設備
を制御し，管理する機器をビル設備コントローラ（Controller）と呼ぶビル設備は種類ごとにまと
められて，対応するビル設備コントローラにより管理されている．ビル設備とビル設備コントロー
ラは，有線や無線などのネットワークで接続されている．
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図 4.2 ゲートウェイ装置の機能
前述のとおり，ビル設備コントローラが種類ごとにビル設備を管理している．ビルには複数
種類の設備があるため，全ての種類のビル設備を管理し，情報を集約するために中央監視装置
（Workstation）が設置される．中央監視装置は，BACnet 等のネットワークでビル設備コントロー
ラと接続されており，各ビル設備コントローラが収集したデータを集約したり，ビル管理者向けの
ビル設備管理画面を提供したりする．
センタとビルはネットワーク（Network）により繋がる．ネットワークとしては，一般に，
3G/LTE などの無線通信や，xDSL/FTTH などの有線通信がある．このネットワークにより，ビ
ル機器とセンタサーバを接続する構成として，2 つのモデルがある．1 つは，デバイスとセンタ
サーバを直接接続するモデルであり，もう 1 つは，デバイスとセンタサーバの間に，通信を中継す
るゲートウェイ装置（Gateway）を置くモデルである．本章では，ゲートウェイ装置を置くモデル
を前提として議論を進める．なお，ゲートウェイ装置については，次節で取り上げる．
4.2.3 ゲートウェイ装置の機能と運用における課題
前節で，デバイスとセンタサーバの間に，通信を中継するゲートウェイ装置を置くモデルを前提
として議論を進めると述べた．本章では，ゲートウェイ装置の機能を図 4.2に従って述べる．
ゲートウェイ装置の機能として，（1）データ中継，（2）プロトコル変換，（3）デバイスの遠隔初
期設定の支援がある [43]．
まず，データ中継機能とは，デバイスが保持しているデータを収集する機能である．ゲートウェ
イ装置でデータを中継するメリットとして，ゲートウェイ装置の配下に多数のデバイスが設置され
ている場合に，センタサーバがデバイスに対して 1 台ずつ収集するのではなく，ゲートウェイが集
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約してセンタサーバに応答することで，負荷を低減できることが示されている．次に，プロトコル
変換機能とは，センタサーバとデバイスとで対応するプロトコルが異なる場合に，ゲートウェイ装
置がプロトコルを相互に変換することで，センタサーバとデバイスを接続可能にする機能である．
ビル設備管理においても，ビルに設置されている全ての機器が，センタサーバのプロトコルに対応
している訳ではない．全ての機器にセンタサーバとのプロトコルに対応する改修を行うことは難し
いため，プロトコル変換機能を搭載したゲートウェイ装置がプロトコルを変換することで，センタ
サーバと機器を接続できる．そして，デバイスの遠隔初期設定の支援機能は，多数のデバイスを一
斉に導入する際の初期設定をゲートウェイ装置とセンタサーバが連携して行うことで自動的に実行
する機能である．
本章では，前述の 3 つの機能に加えて，運用支援機能を挙げる．遠隔サービスを安定的に提供し
続けるためには，据付から機能維持，撤去に至るまで，日々の運用を考慮しなければならない．ビ
ル向け遠隔サービス提供システムを例にとると，まず，サービスの提供に先立って，ビルにゲート
ウェイ装置を設置し，ゲートウェイ装置とセンタサーバが通信するための設定作業を行わなけれ
ばならない．また，ネットワークの設定変更によりセンタサーバと機器の接続に問題が生じた場合
は，現地で情報を確認してセンタサーバ側に反映しなければならない．
しかし，ビル設備管理の分野においては，ビル設備の据付，保守を担当するエンジニアは機械や
電気を専門としている場合が多く，必ずしも ICT 技術に精通している訳ではない．そのため，遠
隔サービスを安定的に提供するために実施するゲートウェイ装置の運用業務は，エンジニアにとっ
て負荷となる．M2M/IoT を活用して，多数のビル機器をセンタサーバと接続していくためには，
このような ICT技術を要求する作業を必要最低限に抑えることが求められる．
4.3 システムの要件
本節では，前節で述べた，遠隔サービスを安定的に提供することを目的とした，ゲートウェイ装
置の運用業務を容易にするためのシステム要件（図 4.3）を述べる．
まず，検討にあたっての前提条件として，本章では，エネルギーの見える化やデマンドレスポン
スのようなサービスを提供することを想定している．これらのサービスにおいては，ビル外部の要
求に基づいて，ビル設備の情報収集やビル設備の制御を任意の時点で実行する必要がある．した
がって，処理の主体はセンタ側であり，通信の方向は，センタからビルに対する要求を送信する方
向（つまり，センタからビルに対するポーリング）を想定する．また，センタの通信プロトコルに
は，広く用いられている HTTP と TCP/IP を利用する．HTTP およびその派生プロトコルはビ
ル機器とのプロトコルにも採用されている他，M2M/IoTを実現するプロトコルとしても利用され
ているため，検討対象は多くのシステムを包含する．
39
図 4.3 システムの要件
4.3.1 要件 1
システムの要件の 1 つ目は，ゲートウェイ装置設置時のセンタサーバとの通信設定作業を簡易
化できることである．本章において簡易化とは，ゲートウェイ装置設置時のセンタサーバとの通信
設定作業の作業数を削減することを意味する．ビル設備向けの遠隔サービスを提供するためには，
ゲートウェイ装置とセンタ側の装置との接続を有効にするための設定をしなければならない．例え
ば，センタに設置した装置からゲートウェイ装置にポーリングによる通信を行うためには，センタ
装置がゲートウェイ装置の IP アドレスを管理しておく必要がある．通信事業者のネットワークを
利用する場合，ゲートウェイ装置の IP アドレスは，設置時まで分からない仕様となっていること
が多い．そのため，遠隔サービスの立ち上げを行うエンジニアは，ビルでゲートウェイ装置の IP
アドレスを確認してセンタ装置に設定し，その後にゲートウェイ装置とセンタ装置の通信が正常に
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行えることを確認するために通信試験を行う．上記の作業は，ビル設備やビル設備コントローラの
据付と設定の作業に加えて行う必要があり，エンジニアにとっては現地作業における負担となって
いる．特に，ICT 技術に精通していないエンジニアにとっては負担が大きい．そこで，ゲートウェ
イ装置設置時とセンタ装置との接続を有効にするために行うネットワークの設定作業を，簡易化す
ることが要件となる．
4.3.2 要件 2
2 つ目の要件は，稼働中に発生したネットワークの設定変更を一定の時間内にセンタサーバへ反
映することである．ビル向け遠隔サービスを安定的に提供するためには，ネットワークの設定変更
によりセンタ装置とビル機器の接続に問題が生じた場合は，現地で情報を確認してセンタ側に反映
しなければならない．例えば，ゲートウェイ装置に割り当てられる IP アドレスが変更されると，
センタ装置から当該ゲートウェイ装置宛の通信がタイムアウトしてエラーとなり，サービスを提供
できなくなる．通信エラーを検出すると，エンジニアが対象のビルを訪問し，ゲートウェイ装置の
IP アドレスを確認して，再度センタ側に設定し，ゲートウェイ装置とセンタサーバの通信が正常
に行えることを通信試験により確認する．しかし，エンジニアが現地を訪問するためには一定の時
間を要するため，サービスレベルを維持できない可能性がある．エネルギーの見える化では，30
分単位で使用電力量を表示することが一般的である．また，デマンドレスポンスは，電力会社から
の節電依頼に応えるため，将来的に数分単位でビル設備を制御する可能性があるとされている．し
たがって，ネットワークの設定変更は各サービスの通信間隔よりも短い時間で完了している必要が
ある．本章ではより短い間隔での設定変更にも対応できるようにするため，1 分以内にネットワー
クの設定変更が完了することを一定の時間の定義とする．
4.3.3 要件 3
3 つ目の要件は，センタ装置のセキュリティを確保することである．近年，サイバー攻撃が増加
すると共に，その手段も高度化していることが報告されている．M2M/IoT はビル機器とセンタ装
置をネットワークで繋ぐため，サーバ機密性，完全性，可用性といった一般の情報セキュリティで
考慮すべき事項も満足する必要がある．センタには，ビル設備や顧客の情報を蓄積しているため，
センタサーバのセキュリティを確保することは重要な要件となる．特に，外部からの接続を受け付
けるセンタサーバについては，セキュリティを十分に確保する必要がある．
本章では，上記の要件を満足する認証システムを提案する．
4.4 提案方式
本研究では，運用支援サーバを導入し，運用支援サーバとゲートウェイ装置で事前共有した鍵を
用いた運用支援システムを提案する．
提案方式のシステム構成図を図 4.4 に示す．提案方式のシステムでは，センタに 3 つの装置を
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図 4.4 提案方式のシステム構成図
設置する．収集制御クライアント（Collection and Control Device）は，ゲートウェイ装置に要求
を送信し，ビル設備のデータを収集したり，ビル設備を制御したりする機能を提供するクライアン
トである．運用支援サーバ（Operation Support Server）は，ゲートウェイ装置からの通知を受信
し，ゲートウェイ装置を認証し，ゲートウェイ装置の設定情報を記録するセンタサーバである．鍵
管理サーバ（Key Management Server）は，ゲートウェイ装置と運用支援サーバで事前に共有す
る鍵データを生成し，管理するセンタサーバである．鍵データの取得は，鍵管理サーバへ要求を送
信して実行する．ゲートウェイ装置の情報や鍵の情報はデータベース（DB）に保存する．
遠隔サービスの運用者は，あらかじめ鍵管理サーバを用いて，ゲートウェイ装置の固有情報から
鍵を生成する．ここでは，ゲートウェイ装置のMAC アドレスを固有情報として扱う．そして，生
成した鍵を事前共有情報としてゲートウェイ装置の製造者に提供し，製造者がゲートウェイ装置に
設定する．鍵管理サーバによる鍵の生成からゲートウェイ装置への設定までの一連の処理を図 4.5
に示す．
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図 4.5 事前共有鍵の設定
提案方式の運用システムでは，ゲートウェイ装置とセンタ装置をネットワークで繋ぐために必要
な設定を，ゲートウェイ装置から運用支援サーバに通知することで実現する．ビルにゲートウェイ
装置を設置した際にゲートウェイ装置から初期設定を実行するためのシーケンスを図 4.6に示す．
4.4.1 ゲートウェイ装置→ 運用支援サーバ
まず，ゲートウェイ装置は，次の処理を実行する．
1. メッセージ 1 生成（図 4.6(a)）：
事前共有鍵で固有情報と時刻情報を用いてメッセージ 1を生成する．
2. 初期設定要求（図 4.6(b)）：
メッセージ 1 と固有情報およびセンタサーバに設定する情報を運用支援サーバに送信する．
4.4.2 運用支援サーバと鍵管理サーバ
次に，運用支援サーバと鍵管理サーバは，次の処理を実行する．
1. 鍵要求と鍵応答（図 4.6(c)(d)(e)(f)）：
事前共有鍵を鍵管理サーバに要求し，鍵管理サーバからの応答として事前共有鍵を取得する．
2. メッセージ 1 生成（図 4.6(g)）：
事前共有鍵と固有情報と時刻情報を用いてメッセージ 1 を生成する．
3. メッセージ 1 検証（図 4.6(h)）：
受信したメッセージ 1 と生成したメッセージ 1 を比較し，検証する．
4. 登録要求と登録応答（図 4.6(i)(j)）：
ゲートウェイ装置のネットワーク設定情報を登録する．また，ゲートウェイ装置に設定する
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図 4.6 初期設定のシーケンス
必要のある情報を応答する．
5. 暗号化（図 4.6(k)）：
ゲートウェイ装置に初期設定する情報を暗号化する．
6. メッセージ 2 生成（図 4.6(l)）：
事前共有鍵で固有情報と時刻情報を用いてメッセージ 2 を生成する．
4.4.3 運用支援サーバ→ ゲートウェイ装置
最後に，ゲートウェイ装置が次の処理を実行する．
1. 初期設定応答（図 4.6(m)）：
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ゲートウェイ装置が運用支援サーバから暗号化された初期設定情報とメッセージ 2 を受信
する．
2. 復号（図 4.6(n)）：
暗号化された初期設定情報を複合する．
3. メッセージ 2 生成（図 4.6(o)）：
事前共有鍵で固有情報と時刻情報を用いてメッセージ 2 を生成する．
4. メッセージ 2 検証（図 4.6(p)）：
受信したメッセージ 2 と生成したメッセージ 2 を比較し，検証する．
5. 初期化処理（図 4.6(q)）：
複合した初期設定情報を反映する．
4.5 提案方式とシステム要件との対応
従来のゲートウェイ装置の設置作業と提案方式による設置作業の比較を図 4.7に示す．従来の設
置作業では，ゲートウェイ装置に対して証明書の設定や IP アドレスの確認を行い，センタに IP
アドレスを登録する作業が必要であった．一方，提案方式は，ゲートウェイ装置の設置時にエンジ
ニアが初期設定を実施すると，ゲートウェイ装置と運用支援サーバとの間で初期設定に必要な情報
を交換するため，エンジニアがセンタサーバへの設定作業を行う必要がない．したがって，ゲート
ウェイ装置設置時のセンタサーバとの通信設定作業の作業数を従来と比べて 1/2 に削減すること
ができるため，通信設定作業を簡易化するという 1 つ目の要件を満足する．
また，IP アドレスが変更されるといったゲートウェイ装置のネットワーク設定の変更が運用中
に発生した場合であっても，初期設定と同様のシーケンスにより，変更された情報を通信支援サー
バに通知し，センタで管理している設定情報を変更することができる．したがって，エンジニアが
ビルを訪問してゲートウェイ装置の設定を確認し，センタサーバの設定を変更するまでの処理に要
していた時間に比べて，センタサーバへの設定反映までの時間を削減することができる．一連の処
理は，エンジニアの派遣を要することなくゲートウェイ装置と運用支援サーバとの間で行われるた
め，一定の時間内でセンタサーバへ反映される．よって，2 つ目の要件である，設定変更から一定
の時間内にセンタサーバへの設定反映を完了していること，という点を充足する．
最後に，要件 3 について述べる．センタ装置のセキュリティを確保するためには，センタ装置が
正当なゲートウェイ装置からの初期設定のみを受け付けられること及び，ゲートウェイ装置とセン
タ間でやりとりするゲートウェイ装置の初期設定の内容が第三者からの盗聴に対して安全であるこ
とが必要である．提案方式では，まず事前に共有した鍵とゲートウェイ装置固有の情報を入力とし
てメッセージを生成して検証することで，運用支援サーバが，初期設定を要求してきたゲートウェ
イ装置を正当な装置であると認証できる．また，ゲートウェイ装置の初期設定情報を事前に共有し
た鍵を用いて暗号化することで正当な装置のみが初期設定を完了できる．したがって，センタサー
バのセキュリティを確保するという 3 つ目の要件も満たすことができる．このように，事前に共有
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図 4.7 ゲートウェイ装置設置時の作業比較
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した鍵により現地でエンジニアが設定作業をすることなく，センタに正当なゲートウェイ装置の情
報のみを登録すると共に，初期設定に必要な情報を正当なゲートウェイ装置にのみ設定できるよう
になったことが従来の実機運用との差異である．また，要件 1 と要件 2 を満足した状態で要件 3
も満足できるため，運用上も問題ない．
4.6 実装
本節では，前節で述べた，運用支援サーバと事前共有した鍵を用いたゲートウェイ装置の運用支
援システムの実装を述べる．
4.6.1 運用支援サーバ
運用支援サーバは，ゲートウェイ装置からの通知を受信して，認証し，通信設定の変更があれば
適用する．運用支援サーバは，CPU が Intel Xeon E5-2603 1.80GHz，メインメモリが 4GB であ
り，OS として RedHat EnterpriseLinux 5 系を利用して，Apache2.2 系，Tomcat5 系により構
築した．
4.6.2 鍵管理サーバ
鍵管理サーバは，事前共有鍵の生成，鍵の取得の機能を提供している．他の装置は，鍵管理サー
バに要求を送信して，それらの機能を実行することができる．運用支援サーバは，API を利用して
鍵を取得して，ゲートウェイ装置の認証を行っている．仮想マシン上に構築し，CPU として Intel
Xeon L5520 2.27GHz，メインメモリとして 3GB を割り当てた．OS には，RedHat Enterprise
Linux 5 系を利用して，その上に Apache2.2 系，Tomcat5 系を利用して構築した．
4.6.3 収集制御クライアント
収集制御クライアントは，ゲートウェイ装置と通信を行って，ビル設備のデータ収集やビル設
備の制御を要求する．本章で対象とする遠隔サービスは，収集制御サーバからゲートウェイ装置
に対するポーリングにより実現する．宛先であるゲートウェイ装置の IP アドレスは，運用支援
サーバが保存した情報を参照して通信する．収集制御サーバは，CPU が Intel Core2 Duo P8400
2.26GHz，メインメモリが 4GB であり，Linux2.6.28 系の OS とその上で動作するアプリケー
ションにより実現した．
4.6.4 ゲートウェイ装置
ゲートウェイ装置は，ビル機器とセンタサーバの間に設置し，相互の通信を中継する．ゲート
ウェイ装置は，Linux 上で JavaVM を実行しており，JavaVM 上で OSGi Frameworkを実行し
ている．事前共有鍵をあらかじめ設定し，ゲートウェイ装置で実行するソフトウェアは，その事前
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共有鍵を取得して各処理を実行する．事前共有鍵による暗号化には AES 暗号を用い，メッセージ
の生成には HMAC-SHA を用いる．AES 暗号は，共通鍵暗号方式による米国政府の標準暗号方式
であり，日本政府の電子政府推奨暗号リストにも記載されている暗号方式である．したがって，安
全性が確認されており広く利用されている暗号方式であるため，本章でゲートウェイ装置の初期設
定情報を事前に共有した鍵を用いて暗号化してやりとりするための暗号として採用した．
4.6.5 ネットワーク
センタに設置した運用支援サーバと収集制御クライアントと，ビルに設置するゲートウェイ装置
を繋ぐネットワークには，通信事業者が提供する有線ネットワークを利用している．通信速度は，
最大 100Mbps のベストエフォートサービスである．運用支援サーバ，収集制御クライアント，鍵
管理サーバは LAN で接続されている．
4.7 評価
本章では，前章で実装を示した運用支援システムの性能を測定した結果を示す．
4.7.1 運用支援サーバの処理性能
運用支援サーバがゲートウェイ装置からの初期設定要求を受信してから，ゲートウェイ装置に応
答を返すまでの処理時間を 2 つの区間に分けて計測した．区間を説明するのに用いる丸括弧内の
数字は，2.5.2 節の処理番号に対応する．1 つ目の区間（1）-（3）は，鍵管理サーバから鍵を取得
して，メッセージ 1 を生成し，メッセージ 1 を検証するまでである．2 つ目の区間（4）-（6）は，
鍵管理サーバにゲートウェイ装置を登録して，ゲートウェイ装置へ返す初期設定情報を暗号化し，
メッセージ 2 を生成するまでである．これは，1 つ目の区間は運用支援サーバがゲートウェイ装置
からの初期設定要求を受信すると必ず実行されるのに対して，2 つ目の区間は 1 つ目の区間で正当
なゲートウェイ装置であると認証された場合にのみ実行されるという違いがあるためである．
計測した処理時間の結果を表 4.1に示す．（1）-（3）は，平均で 0.073 秒であり，（4）-（6）は，
平均で 0.203 秒であった．次に，他の装置からの要求に基づいて，鍵管理サーバが鍵を検索するの
に要する時間を計測した．計測した処理時間の結果を表 4.2 に示す．平均値は，0.069 秒である．
いずれの評価においても，計測範囲は定型的な処理であり計測回数は数回で十分なため，本研究で
は 3 回計測を行った結果の平均値をとった．
4.7.2 鍵管理サーバの処理性能
他の装置からの要求に基づいて，鍵管理サーバが鍵を検索するのに要する時間を計測した．計測
した処理時間の結果を表 4.2に示す．平均値は，0.069 秒である．計測範囲は定型的な処理であり
計測回数は数回で十分なため，本研究では 3 回計測を行った結果の平均値をとった．
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表 4.1 通知処理の処理時間の測定結果
(1) - (3) [s] (4) - (6)[s] Total [s]
1st time 0.076 0.205 0.281
2nd time 0.072 0.164 0.236
3rd time 0.070 0.240 0.310
average 0.073 0.203 0.276
表 4.2 通知処理の処理時間の測定結果
search key time [s]
1st time 0.078
2nd time 0.058
3rd time 0.071
average 0.069
前節で示した運用支援サーバへの初期設定処理の処理時間の内，（1）-（3）の処理中に鍵管理
サーバからの鍵の取得を行っている．したがって，鍵取得処理の処理時間が，（1）-（3）の処理の
内の 93.2%を占めている．
4.8 考察
本章では，ビル設備向けの遠隔サービスを安定的に提供するために必要な運用を支援する方式を
提案した．本章では，センタサーバの処理性能とシステムの有用性の 2 つについて考察した結果を
述べる．
4.8.1 処理性能の考察
通信支援サーバへの初期設定処理の処理時間は，平均で 0.259 秒で完了している．稼働中に IP
アドレスが変更された場合も，初期設定と同様の処理シーケンスを実行するため，処理時間もほぼ
同じであると考える．
この結果から，本章で対象としたビル設備向け遠隔サービスの安定した提供について考察する．
IP アドレスが変更されると，センタ側装置からゲートウェイ装置に対するポーリングがタイムア
ウトしてエラーとなる．ここで，ゲートウェイ装置から運用支援サーバにネットワーク設定の変更
を通知する．処理時間は，平均で 0.259 秒であり，人の体感からすると遅延なく反映される．Web
サービスにおいて，利用者全体の 87%はWeb コンテンツの表示までに 3 秒以上待つことが報告
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されている [39]．そのため，本章の評価結果のとおり利用者がビル設備の設定を行う場合に，2 秒
前後で設定を完了することができれば，利用者が操作結果を待つ時間としては十分短いと言える．
また，提案システムによるネットワークの設定変更処理は 1 分以内に完了しており，要件 2 を満
足している．
しかし，運用支援サーバへの通知が完了するまでの 0.259秒の間，収集制御クライアントから通
信ができない可能性があることには注意しなければならない．その区間に通信を行った場合でも
サービスを安定して提供するために，収集制御クライアントにはリトライ処理を実装するなどの対
応が必要である．
4.8.2 システムの有用性の考察
本節では，提案方式をビル設備向け遠隔サービス提供システムに適用する場合の有効性を議論
する．
まず，本章で提案した方式によって，遠隔サービスを提供するにあたって必要となるゲートウェ
イ装置の初期設定作業，稼働中のネットワークの設定変更作業を，センタサーバの安全性を確保し
た上で，ゲートウェイ装置が自律して実行できるようになる．本章では，ゲートウェイ装置の運用
を対象としたが，提案方式は，直接センタサーバと通信をするビル設備コントローラやビル設備に
対しても適用可能である．
提案方式は，事前共有鍵を利用しており，ゲートウェイ装置が初期設定を開始するよりも前に，
鍵をゲートウェイ装置へ設定しておく必要がある．設定するタイミングとしては，（1）製造段階，
（2）事務所での事前作業段階，（3）ビルへの設置段階がある．（2）と（3）の段階で設置する場合，
エンジニアの設定作業が生じるため，作業負荷を軽減するという観点では，（1）製造段階で鍵を設
定することが望ましい．本章では，製造段階で鍵を設定する方式を選択して現地での鍵の設定作業
を不要としたため，エンジニアの作業負荷とはならない．
提案方式では，ゲートウェイ装置の IP アドレスが変更されたり，証明書の有効期限が切れた場
合を想定して，センタサーバへ通知を行い，必要な設定情報を受信することで，収集制御装置と
ゲートウェイ装置の通信を維持できるようにしている．しかし，ゲートウェイ装置から運用支援
サーバへの通知は，いつ，どの程度発生するか分からないため，運用支援サーバは十分な性能を確
保しておかなければならない．また，災害時など，センタサーバとの通信が途絶えた状態であって
も，ゲートウェイ装置は自律して動作を継続したい．このような要求を満足するためには，ゲート
ウェイ装置の機能を拡張し，自律的に処理を実行する仕組みが必要となる．
4.9 まとめ
本章では，ビル設備向け遠隔サービスを提供するシステムを対象として，ビルに設置するゲート
ウェイ装置の運用を支援するための運用支援システムを提案した．提案方式は，運用支援サーバを
センタに設置し，センタサーバとゲートウェイ装置にあらかじめ事前共有鍵情報を設定しておくこ
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とで，センタサーバのセキュリティも確保する．提案方式を実装し，その性能を評価して，提案方
式の有用性を示した．今後は，ゲートウェイ装置だけでなくビル設備やビル設備コントローラにも
対象を拡大し，運用を支援する方式の研究を進める予定である．
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第 5章
関連研究
本章では，関連研究を挙げて，本研究の位置づけを明確化する．関連研究として，プロトコルを
変換するゲートウェイ方式および機器の初期設定を支援する方式を取り上げる．
5.1 ゲートウェイ方式の関連研究
本節ではゲートウェイ方式の関連研究をまとめる．
5.1.1 M2M/IoTゲートウェイ
M2M システムを対象としたゲートウェイの研究成果が報告されている．Datta らは [19][44]
において，ゲートウェイを中心とした M2M のアーキテクチャを提案している．ゲートウェイ
は，スマートデバイスとセンサやアクチュエータを無線通信で接続することを目的としてしてお
り，RESTfulの APIを提供する．しかし，ゲートウェイは拠点側に設置するのではなくクラウド
（Google App Engine）上に構築している点で本研究とはアーキテクチャが異なる．また，本研究
が対象とする接続性と運用性の課題を解決する方式ではない．
Guoqiangらは IoTシステム向けゲートウェイを提案している．[20] このゲートウェイは，様々
なセンサデータを統一フォーマットに変換する機能を提供している．しかし，接続性と運用性の課
題解決については論じていない点で本研究とは異なる．
5.1.2 既存プロトコルの拡張
ビルシステムを遠隔に対応させる方式として，既存のプロトコルを拡張する取り組みが行われて
いる．国際標準のプロトコルとしては，まず，BACnet/WS[35]が挙げられる．従来，ビルシステ
ムの通信プロトコルとして BACnetが標準化され，利用されてきた．BACnetにWeb技術を適用
することで，ビルシステムの汎用化および遠隔化に対応することを目指している．BACnet/WS
では，データモデルとして木構造を採用しており，プロトコルは RPCモデルで表現されている．
ビルに設置したゲートウェイが，センタサーバからの通信を BACnet/WSで受け付け，ビル設備
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との通信を BACnetで行うプロトコル変換処理を行うことも提案されている [45]．
また，同様の目的で標準化されたプロトコルに oBIXがある [36]．oBIXでは，既存ビルシステ
ムを統合してエンタープライズ環境のシステムと接続可能にすることを目的としたプロトコルであ
る．通信仕様に RESTを採用し，データ交換には XMLを利用している．
国内においても，プロトコルの標準化を進める動きがある．例えば，空調システムにおいて，
メーカーごとに異なっていた通信インタフェースを共通化することを目的として定義されたインタ
フェース仕様のガイドラインがある [37]．ガイドラインでは，2種類のインタフェースを標準仕様
として定義している．1つ目は，データパック形式と呼んでおり，バイナリデータとして表現され
ている空調システムの通信データを HTTP のメッセージボディ部にカプセル化して受け渡す．2
つ目は，XML形式と呼んでおり，空調システムの通信データを XMLで再定義し，受け渡す方式
である．
これらのプロトコルは，ビルシステム向けの独自プロトコルとして定義されており，センタサー
バとビルシステムのプロトコルが異なるという課題は解決されない．また，センタサーバとビルシ
ステムとで生じる制御の競合を回避する手段を提供していない．
5.1.3 スクリーンラッピング
クローラーは，既存のWebページにアクセスして自動的に情報を収集する技術である [46, 47,
48]．この技術を利用したサービスの代表例としては，Google[49]をはじめとするWebサーチエン
ジンがある．インターネット上に存在する多数のWebページに自動的にアクセスしてデータを収
集・蓄積しておき，ユーザが検索を実行すると PageRankによってソートされた結果を返す [50]．
このときアクセスしたWebページからデータを取得する技術がスクレイピング [51]である．スク
レイピングは，Webサーバの応答を解析して，あらかじめ必要な情報として定義されている情報を
取得する技術である．クローラー以外にも，統計データを表形式で返すWebサーバに対してアク
セスし，応答の HTMLを解析して統計データをデータベースへ格納するといった使い方がある．
クローラーおよびスクレイピングを利用した技術にマッシュアップがある [52]．Web上で公開
されている情報を収集して新たなWebサービスとして提供する技術である．近年では，Webサー
ビスの APIを公開することが広く行われるようになっており，これらの APIを組み合わせたサー
ビスが提供されるようになっている．
本研究では，Webサーバへアクセスする目的は情報の取得にとどまらず，設備の操作全体を対
象としている点でこれらの技術とは異なる．センタサーバの要求に基づいて，ゲートウェイはビル
設備の情報を収集するとともに，ビル設備の制御も行う．
5.1.4 制御の競合回避
本研究では，センタサーバの制御ポリシーとビルシステムの制御ポリシーが衝突することを指し
て，制御の競合と呼んでいる．例えば，センタサーバが群管理した複数のビルシステム全体の稼
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働実績から制御を決定するというポリシーを持っているのに対して，ビル設備は設定されたスケ
ジュールや利用者の操作に従って制御を決定するというポリシーを持っている場合がある．このと
き，センタサーバは消費電力を抑制するためにビル設備の消費電力を抑制する方向に制御をかける
（夏季に空調設備の設定温度を上げる，日中に照明設備の照度を下げる，など）が，ビル設備は利
用者の要求で消費電力を増加させる方向に制御をかける（夏季に空調設備の設定温度を下げる，日
中に照明設備の照度を上げる）．制御の競合が発生すると，遠隔サービスのサービスレベルを保証
することが困難になる．
制御システムを対象とした制御の競合を回避する研究としては北上らの研究 [53, 54]がある．こ
の研究では，センタサーバで動作する複数のサービスが制御システムと通信する環境において，プ
ロキシサーバと機器の利用権を用いて制御の競合を回避する方法が論じられている．
本研究では，センタサーバと拠点の制御が競合する場合における競合回避の方式を提案している
点で異なる．前述の技術と提案手法を組み合わせることで，センタサーバのサービス間の競合およ
びセンタサーバと拠点間の競合の両方に対応することができる．
5.2 初期設定支援方式の関連研究
本節では，初期設定支援方式の関連研究を示す．
5.2.1 遠隔からのデバイス設定技術
ネットワークカメラを対象として，動作に必要なプロファイル情報をネットワーク経由で設定す
る方式が提案されている [7]．この方式においては，暗号化処理に IDベース暗号を用いており，マ
スターパブリックキーと機器固有の ID（サーバ：顧客 ID，ネットワークカメラ：MACアドレス）
から，対向機器の公開鍵を生成し，その公開鍵を用いてプロファイル情報を暗号化して対向機器へ
送信している．本章の提案手法の暗号化処理は，ID ベース暗号ではなく，より高速かつ一般的で
ある AES 暗号による共通鍵暗号方式を用いている．AES は，ゲートウェイ装置と運用支援サーバ
間で初期設定を行う際にデータを暗号化するために使用している．初期設定が完了すると，証明書
がゲートウェイ装置に設定された状態となるため，以降は HTTPS による安全な通信を利用でき
る．また，この方式では，サーバから HTTP/POST によりネットワークカメラに初期設定を要求
しており，サーバがネットワークカメラの IP アドレスを前提としている．一方，本研究では，ビ
ルでの据付作業時に，ゲートウェイ装置からサーバに初期設定を行うことを前提としており，前提
が異なる．
スマートデバイスの運用中にスマートデバイスが設定変更を検知すると，サーバへ変更を通知し
て新しい設定に対応するコンテンツを取得することを目的とした研究がある [8]．この方式におい
ては，別のアクセスポイントに入ったことを設定変更の契機としており，SSID とMACアドレス
をスマートデバイスの属性 ID としている．別のアクセスポイントに入ると，サーバから暗号化さ
れた設定情報（機能制御ファイル/コンテンツ）を取得すると共に，属性 ID に対応する復号鍵を取
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得する．スマートデバイスは，取得した設定情報を復号，設定して利用する．本章の提案手法は，
事前に共有した鍵を用いて，ゲートウェイ装置側の設定情報をサーバにも通知する際にゲートウェ
イ装置の認証を行うと共に，ゲートウェイ装置に設定する情報の暗号化も行っている．
5.2.2 デバイス管理の標準仕様
M2M/IoT において，遠隔地に設置したデバイスを管理するための標準仕様として，OMA-DM
（Open Mobile AllianceDevice Management）[4] や BBF（Broadband Forum）の TR069 CPE
WAN Management Protocol [5]がある．これらの標準仕様の実装については，OSGi Alliance が
標準化を行っており [6]，OSGi Release 6 が公開されている [38]．本章の提案手法を実現する上
で，ゲートウェイ装置と運用支援サーバとの間の通信プロトコルに，これらの標準を利用すること
も可能である．本研究では，ビル設備向け遠隔サービスを提供する上で必要となる，ゲートウェイ
装置の運用に着目して，要件を抽出し，その要件に対応するシステムを実装し，有効性を評価して
いる．
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第 6章
結論
本章では，本研究の結論を述べる．
6.1 研究の目的と課題
本研究では，IoTを適用した制御システム向け遠隔サービスの提供において，センタサーバと制
御システムの接続および接続後の運用を汎用かつ安全な手段で可能にすることを目的としている．
制御システムの中でも，システム規模が中小規模であり，外部システムとの接続需要が大きいビル
システムを対象として研究を進めた．
そして，目的を実現するために，接続性と運用性の課題を解決する手法を提案した．まず，長期
間に渡って稼働するビルシステムと短期間で更新される遠隔のセンタサーバの接続を実現するため
には，接続性に関する以下の課題がある．
 センタサーバの通信プロトコルに対応していないビル設備との接続
センタサーバはオープンな通信プロトコルを利用するのに対して，ビルシステムで利用され
ている通信プロトコルは機器メーカーの囲い込みを目的としてクローズなものが利用されて
いる場合がある．また，長期間に渡って運用されるため，ICT技術の進歩に比べてレガシー
なインタフェースとなっている場合もある．このようなビル設備についてもセンタサーバと
の通信を維持する必要がある．
 センタサーバからの制御とビル内での制御の競合
ビル設備からセンタサーバに収集したデータを利用したサービスを提供する際に，ビルシス
テム側の制御ポリシーとセンタサーバ側の制御ポリシーが衝突する場合がある．例えば，ビ
ル全体の消費電力量を削減するサービスを提供している場合に，ビルシステム側では全ての
ビル設備の稼働履歴から各ビル設備の制御を決定しようとする．一方で，ビル設備は，自身
の置かれた環境やスケジュール，ユーザからの操作（例えば温度設定変更）により制御を決
定する．このとき，センタサーバの制御ポリシーとビル設備の制御ポリシーが衝突すること
により，サービスの SLAを保証できなくなる可能性がある．このような制御の競合を問題
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を解決しなければならない．
次に，接続後の運用を安全かつオープンな手段で実現するためには，システムの運用性に関して
以下の課題がある．
 ゲートウェイ装置設置時のセンタサーバとの通信設定作業を簡易化
ビルシステムとセンタサーバを接続する際に生じる通信設定作業は，ビルシステムを据付お
よび設定と同じタイミングで実施する．ビルシステムの据付および設定を担当する保守エン
ジニアは電気や機械を専門としており，通信設定作業のような ICT技術には精通していな
い．そのため，通信設定作業は，現地で作業する保守エンジニアにとって追加の作業負荷と
なるため，作業時間やコストの増加につながる．したがって，ビルシステムとセンタサーバ
を接続するために実施する通信設定作業の簡易化が必要である．
 稼働中に発生したネットワーク設定のセンタサーバ同期
専用回線ではなく汎用回線を利用するため，契約によっては通信事業者側で IPアドレス等
のネットワーク環境が変更される場合がある．追加の費用を支払い，固定の IPアドレスを
利用することもできるが，運用コストの増加につながるため避けたい．そこで，運用中に生
じたネットワーク設定の変更をセンタサーバと同期する機能が必要である．
 センタサーバのセキュリティ確保
IoTを適用することによりビルシステムがオープンなネットワークに接続されるようになる
と，悪意のある第三者にとっては攻撃を実行しやすくなる．実際に，ビルシステムをはじめ
とする制御システムを狙ったサイバー攻撃の事例も報告されている．センタサーバにとって
も不正な機器からの接続が増えるというリスクが生じている．そこで，ゲートウェイ装置と
センタサーバを接続する際に，適切なゲートウェイのみをセンタサーバと接続する必要が
ある．
前述の課題を解決するために，ゲートウェイによるプロトコル変換方式と初期設定支援方式によ
る遠隔システムの運用管理を提案した．そして，提案方式を実装，評価し，有効であることを示
した．
6.2 研究の位置づけ
本研究の位置づけをまとめる．
6.2.1 制御システムの汎用化と遠隔化
ICT技術の進展に伴って，遠隔接続（リモート）と汎用化（オープン）が制御システムにも提供
されるようになってきた．このようなシステムの変化は，近年，IoTという形で遠隔接続と汎用化
の制御システムへの適用が進んでいる．IoTが適用された制御システムでは，機器の監視のみでは
なく，収集データの分析と分析結果に基づいた制御も目的に加わる．そして，汎用のセンタを汎用
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かつ高速回線で拠点と接続し，拠点データの収集・分析・制御を行う．これにより，外部システム
との接続に加えて，外部システムの動作が拠点の制御システムへの影響を考慮する必要が生じて
いる．
本研究では，このような IoTを適用した制御システム向け遠隔サービスの提供に向けて，センタ
サーバとビルシステムの接続および接続後の運用を汎用かつ安全な手段で可能にすることを目的と
している．制御システムの中でも，システム規模が中から小の範囲であり，外部システムとの接続
需要が大きいビルシステムを対象として研究を進めた．
次に，前述の目的を達成し，ビルシステム向け遠隔サービスを実現するために解決すべき課題と
して，接続性と運用性に関する課題を定義した．接続性に関する課題は，センタサーバの通信プロ
トコルに対応していないビル設備との接続および，センタサーバからの制御とビル内での制御の
競合である．また，運用性に関する課題は，ゲートウェイ装置設置時のサーバとの通信設定作業の
簡易化，稼働中に発生したネットワーク設定のセンタサーバ同期および，センタサーバのセキュリ
ティ確保である．
6.2.2 運用管理技術
本研究では，これらの課題を解決するために，ゲートウェイとセンタが連携した運用管理方式を
提案した．
まず，スクリーンラッピングを利用したプロトコル変換により，レガシーな通信プロトコルしか
持たないビル機器をゲートウェイ経由でセンタと接続する方式を示した．このときセンタからの制
御とビル内での制御の競合を検知して回避する機能をゲートウェイで実現する方式を示した．これ
らの方式を実装，評価して，接続性の課題を解決する上で有用であることを示した．また，事前共
有鍵を用いた設定支援機能により，ゲートウェイ装置の運用負荷を抑制してサービス提供が可能な
方式を示した．本方式を実装，評価して，運用性の課題を解決するうえで有用であることを示した．
本研究により，産業面においては，ビルシステム向け遠隔サービスの立ち上げ・運用に必要とな
る事項，検討すべき要件を整理し，そのリファレンスモデルすることができる．また，技術面にお
いては，ゲートウェイとセンタサーバが連携して機能を実現するモデルを提示し，実装評価するこ
とで有用性を示すことができた．本方式は，ビルシステム以外の制御システムにも適用可能なもの
であり，制御システム向け遠隔サービスの適用拡大に寄与する．
6.3 各章の成果
本節では各章の成果をまとめる．
 第 1章「序論」
まず，研究の背景として制御システムへの IoT適用が活発になっている点を述べた．次に，
IoTを適用した制御システム向け遠隔サービスの提供において，センタサーバと制御システ
ムの接続および接続後の運用を汎用かつ安全な手段で可能にすることが目的であることを述
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べ，接続性と運用性の課題を議論した．最後に本研究の成果と技術面・産業面での適用可能
性から本研究の貢献を示した．
 第 2章「制御システム向け遠隔サービスにおける運用管理技術」
まず，ビルシステムを例にとって制御システムの汎用化と遠隔化の流れを述べた．次に，こ
うした流れから生じる課題を解決する手段として研究した運用管理技術について述べ，本研
究の位置づけを明確化した．
 第 3章「データセンターのセンタサーバとの連携を実現するビル設備ゲートウェイ方式」
まず，IoTを適用したビルシステムにおける機器の接続性に関する課題を解決する方式とそ
の評価結果を示した．次に，センタサーバの通信プロトコルに対応していないビル設備との
接続を実現するために，スクリーンラッピング [22][23]を適用したプロトコル変換機能を提
案した．プロトコル変換機能をゲートウェイ装置として実現し，レガシーなビル機器であっ
てもセンタサーバとの接続が可能となることを示した．また，センタサーバからの制御とビ
ル内での制御の競合を防ぐために，優先度に基づく競合回避機能を提案した．競合回避機能
により，センタサーバからの要求とビル側での要求が競合した場合であっても，適切に制御
可能であることを示した．
 第 4章「ゲートウェイ - サーバ連携による初期設定支援方式」
まず，IoTを適用したビルシステムにおける機器運用の課題を解決する方式とその評価結果
を示した．また，ゲートウェイ装置設置時のセンタサーバとの通信設定作業の簡易化を実現
するために，運用支援サーバを提案した．ゲートウェイ装置設置時の初期設定作業を簡易化
し，作業に要する時間を短縮できることを示した．そして，稼働中に発生したネットワーク
設定のセンタサーバとの同期について，ゲートウェイ装置が運用支援サーバと連携すること
で同期する仕組みを提案した．この仕組みにより，遠隔サービスの停止時間を短縮できるこ
とを示した．
 第 5章「関連研究」
本章では関連研究として標準技術や先行研究事例を挙げて，プロトコル変換技術や運用管理
技術における本研究の位置づけを明確化した．関連研究として，プロトコルを変換するゲー
トウェイ方式および機器の初期設定を支援する方式を取り上げた．
6.4 今後の課題
本節では，今後の課題を述べる．
今後の課題として，ビルシステムに限らず工場や発電所などのプラント等に適用するにあたって
は，よりリアルタイム性の要件が厳しいシステムにも対応しなければならないという点がある．ビ
ルシステムのリアルタイム性の要件は最大でも数秒オーダーであるのに対して，プラントの制御シ
ステムでは数ミリ秒オーダーが求められる場合がある．このようなハードリアルタイム性が求めら
れる環境においては，遠隔にあるセンタサーバとの通信ですべての制御を実現することは困難で
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ある．拠点側にあるゲートウェイでの分析，制御がより重要となってくる．このようなアーキテク
チャは，エッジコンピューティングと呼ばれており，分散処理技術の新たな分野である．例えば，
ゲートウェイのような組み込み機器で実現可能な軽量な分析技術，制御技術が必要となる．
また，本研究ではレガシーなインタフェースを持つビルシステムやビル設備に対して，ゲート
ウェイを用いてセンタサーバとの接続を可能にする方式を提案した．一方で今後のビルシステムに
ついては，遠隔でのセンタサーバとの接続を前提とした機能開発も求められるようになる．このと
き，ゲートウェイの役割はビルシステムとセンタサーバとの接続を提供するだけではなく，ビルシ
ステムの中のキーデバイスとしての役割も担うようになる．したがって，ゲートウェイの信頼性や
拡張性あるいは，遠隔管理技術の高度化が求められる．今後は，こうした遠隔接続を前提とした制
御システムにおけるゲートウェイの役割定義と必要な技術開発を進めることが必要となる．
IoTの産業界への適用が拡大し，遠隔接続（リモート）と汎用化（オープン）が進展すると，ク
ラウド事業者と製造ベンダ，サービス事業者の連携がより重要になる．このような連携を実現する
ために拠点の制御システムとクラウドのセンタサーバを接続するゲートウェイが担う役割は大き
い．今後も，センタシステムと拠点側システムの連携による制御システムの研究開発に取り組み，
制御システム向け遠隔サービスとサービスを実現する技術のさらなる発展に貢献したい．
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