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ABSTRACT
The subject of this thesis is the Induced Innovation Hypothesis 
in which it is proposed that the direction (or bias) of technical change 
is determined by changes in relative factor (input) prices acting as a 
"spur to invention" (Hicks, 1932, p.124). In addition to reviewing 
important theoretical developments in this hypothesis, a test of induced 
innovation was conducted on data for the High Rainfall Zone of the 
Australian sheep industry over the period 1952/53 to 1976/77.
Estimates of biased technical change for five recognized 
categories of inputs - labour, capital, materials and services, livestock 
and land - were obtained using the translog cost function model proposed 
by Binswanger (1974a,b) and adapted by McKay et al. (1980). This model 
also permitted estimates of the elasticities of factor substitution and 
factor demand. On average, technical change was found to have been biased 
towards the saving of labour and land, the using of livestock, and neutral 
in regard to capital (and possibly materials and services).
From the ranking test of induced innovation conducted it was 
found that all inputs, with the exception of capital, were in general 
conformity with the predictions of the Induced Innovation Hypothesis. 
Despite a substantial increase in the relative price of capital, neutral 
technical change for this input was evident. It was concluded that whilst 
the majority of technical change biases evident could be explained in 
terms of induced innovation, the result for capital called into question 
the general applicability of this hypothesis. Explanations other than 
changing relative input prices were required to explain the neutral 
technical change evident for the capital input.
VThe test conducted was considered a rather "blunt instrument" 
for the purpose, encountering problems categorized as conceptual, 
methodological and estimational. Further work was considered necessary 
to confirm the above results. In addition to extending the above study, 
it was considered that micro-level studies investigating the factors
influencing the decision-maker in his choice of technology were required.
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CHAPTER 1
INTRODUCTION
The role of technical change in economic growth has been subject
to increased attention in recent years. A major cause of this increased
attention was the finding by Solow (1957) that technical change was the
major source of growth in the United States' economy, in contrast to the
then generally accepted view that capital formation was the major source.'*'
This resulted in a flood of studies endeavouring to support or challenge
2the relative importance of technical change.
Together with these studies, increased emphasis began to be 
devoted to the concept of technical change itself and the factors 
determining the path of technical progress. In production theory, 
technical change was assumed to be given, uninfluenced by economic
3variables, and conceived simply as a shift in the production function.
1 Fabricant (1954) and Abramowitz (1956) also undertook studies that, 
like Solow's, appeared to show that between 80 per cent to 90 per cent 
of the growth of output per head in the American economy could not be 
accounted for by increases in capital per head and must therefore be 
due to some form of technical change.
2 The classic examples are Denison's (1966) study which endeavoured to 
explain growth not attributed to labour and capital (i.e., the residual) 
as being due to technical change, while Jorgenson and Griliches' (1967) 
study endeavoured to explain the residual completely by changes in the 
quantity and quality of inputs. Solow may be held responsible for 
generating this ferment by defining technical change as "any kind of 
shift" (1957, p.313) in the production function, without distinguishing 
between causes of this shift.
3 A more detailed account of the concept of technical change and its 
empirical application to Australian agriculture is given in Appendix 1.
2Increased awareness that economic variables were important influences on 
the extent and direction of technical change led to the development of 
the theory of endogenous technical change. As Heertje (1977) recently
pointed out, there is now general consensus that technical change is, to 
some extent, determined by economic forces.
There has, however, been considerable disagreement as to which 
economic variables may be considered decisive in determining the direction 
of technical change. One view, known as the Induced Innovation Hypothesis 
postulated that changes in relative factor prices were a "spur to 
invention and to invention of a particular kind - directed to economising 
the use of a factor which has become relatively expensive" (Hicks, 1932, 
p.124). The apparent importance of relative factor prices in inducing 
technical change led to the development of a number of theoretical models 
which endeavoured to explain the mechanism of induced innovation.^ Since 
this development in understanding technical change represented a 
considerable advance on the simplistic view of technical change that was 
previously adopted, it was considered an appropriate field for investigation.
The focus of this thesis is therefore upon the concept of induced 
innovation in technical change. A major component consists of an 
examination of this hypothesis, reviewing some of the more important 
theoretical contributions. Although not all studies covered can be 
reviewed, the purpose of this analysis is to bring to light some of the 
major issues involved and the limitations of various models proposed.
There has been relatively little empirical work undertaken on 
testing the Induced Innovation Hypothesis. This is in part due to the 
nature of the subject itself, and the difficulties in distinguishing
1 See Chapter 2.
3causal factors of technical exchange ex post, as well as inadequacies in
the models required to test this hypothesis. Recent developments in
theory and methodology have, however, reduced some of these limitations.
This thesis undertakes a case study of the Induced Innovation
Hypothesis using data for the High Rainfall Zone of the Australian sheep
industry."^ " Although the methodology adopted has a number of limitations,
it does allow a simple test of the Induced Innovation Hypothesis and
extends the restricted range of empirical studies undertaken on technical
2change in Australian agriculture. Together with work by McKay et al. 
(1980), the study also extends knowledge of input substitution in the 
Australian sheep industry. Finally, the results obtained for technical 
change in Australian agriculture broaden the understanding of this process 
and call into question the applicability of earlier more restrictive 
models adopted.
1.1 Objectives
The specific objectives of this thesis are as follows:
(i) To review the theoretical developments in the 
hypothesis of induced innovation, focussing on 
some of the more important models, their 
limitations and recent research designed to 
overcome these limitations.
(ii) To undertake an empirical test of the Induced 
Innovation Hypothesis at the industry level, 
using the model developed by Binswanger (1974a,b)
1 By focussing upon a particular zone within a specific industry, it 
is intended to reduce some of the aggregation and other problems 
associated with macro-economic studies treating agriculture as a 
single entity.
2 See Appendix 1 for a detailed account of technical change studies 
on Australian agriculture.
4and time-series data for the High Rainfall Zone 
of the Australian sheep industry, derived from 
the Bureau of Agricultural Economics Sheep Industry 
Survey.1
1.2 Outline of Chapters
In Chapter 1, the topic of the thesis is introduced, indicating 
that the concept of endogenous technical change is a relatively new concept 
in economic thought. The Induced Innovation Hypothesis is presented as 
one manifestation of this interest in endogenous technical change. In 
this chapter the objectives of the study are given, together with an 
outline of the succeeding chapters.
An analysis of the literature on induced innovation is undertaken 
in Chapter 2. The distinction between inventions and innovations, first 
introduced by Schumpeter in 1912 (cited in Heertje, 1977, p.69), serves 
as a useful starting point to the discussion, since the process of 
invention is an important element in the consideration of technical 
change. Various views on the process of invention are given, followed 
by an understanding of the relationship between invention and induced 
innovation. Attention then is directed towards the development of the 
induced innovation concept, focussing on some of the more important 
studies in support (or otherwise) of the Induced Innovation Hypothesis.
The empirical work of Hayami and Ruttan (1971) on Japanese and United 
States agriculture is considered an important element in the present 
context. Their study was the first empirical attempt to interpret growth 
in agricultural productivity and technical change in the light of the 
Induced Innovation Hypothesis. It is noted that this study led to the
1 Data sources are considered in Appendix 3.
5development of models by Binswanger (1974b; 1978, Chs. 3,7) which
endeavoured to empirically test the validity of the Induced Innovation
Hypothesis. In the final section of this chapter recent developments
in the induced innovation literature are discussed, focussing particularly
upon Binswanger's (1974c; 1978) micro-economic analysis of induced
innovation in terms of investment in research.
In Chapter 3, the methodology adopted in undertaking the
empirical test of the Induced Innovation Hypothesis is presented. This
test involves the determination of the relationship between measured
2technical change biases and changes in relative input (factor) prices.
The requirements of such a test are indicated by considering Hayami and 
Ruttan's (1971) work and the succeeding developments of two-factor and 
multi-factor tests by Binswanger (1974a,b; 1978, Chs 3,7). The translog 
cost function model used in the direct measurement of technical change 
biases follows that of McKay et al. (1980). The theoretical basis of 
this multi-factor test is outlined, with a detailed account of the steps 
taken to determine the changes in input shares due to technical change and 
their relationship to changes in input prices. In the latter sections of 
the chapter the measurement of the elasticity of substitution and 
elasticity of input demand, which are derived from the translog cost 
function, is presented, together with their relevance to this study.
The results of the analysis are given in Chapter 4, as well as 
the estimated elasticities of substitution and input demand. These 
results, their interpretation and their limitations are then considered
1 The book by Binswanger, et al. (1978), Induced Innovation
has a number of chapters by Binswanger and Binswanger and others.
To avoid confusion, these chapters are referred to as Binswanger (1978, 
Ch. ), with the appropriate chapter indicated. The reference list 
contains the full title and authorship of chapters referred to.
2 The concepts of neutrality and bias adopted here follow Hicks (1932) 
and are considered in detail in Appendix 2.
6in relation to the Induced Innovation Hypothesis and for their under­
standing of the technical change process in the High Rainfall Zone sheep 
industry. The conclusions of the study and recommendations for future 
work are contained in Chapter 5.
7CHAPTER 2
INVENTION, INNOVATION AND INDUCED TECHNICAL CHANGE
2.1 Introduction
The Induced Innovation Hypothesis states that technical change 
is induced by changes in relative factor prices. Whilst this concept 
was alluded to by Ricardo (cited in Heertje,1977, p.183) and formalised 
by Hicks (1932), it came into prominence in the wake of Solow's findings 
(1957) regarding the importance of technical change in economic growth. 
Since that time a wide variety of models have been proposed to explain 
this apparent phenomenon.
Technical change has, however, proved a difficult subject for 
economic analysis, in part due to the nature of the subject, which, as 
Dewey (1965, p.140) suggests, "almost by definition involves the appearance 
of the unforeseen". This is reflected in studies of induced innovation. 
Whilst various economists have disputed the very existence of induced 
innovation, those supporting the concept differ considerably in the 
mechanism proposed. The general lack of empirical evidence to support 
these models again reflects the difficulty of the topic.
The elaboration of the above statements and an understanding of
the divergencies in the models proposed forms the content of this chapter,
which also serves as an introduction to the empirical content of this
thesis (Chapters 3 and 4). In Section 2.2 the important distinction
between invention and innovation is introduced.-^ After consideration of
1 Although the distinction between inventions and innovations is
conceptually important, particularly in relation to the validity of 
some induced innovation models, in practice the distinction becomes 
somewhat blurred.
8various beliefs about the process of invention, it is made apparent that 
a complete understanding of this process is beyond the scope of economics. 
Having indicated the significance of the invention process in the 
development of the induced innovation concept, attention is then focussed 
on the Induced Innovation Hypothesis (Section 2.3). Whilst this analysis 
of induced innovation is not exhaustive, an attempt is made to outline 
the major developments, the models proposed and relevant criticism.
Section 2.3 concludes with an account of the important empirical work by 
Hayami and Ruttan (1971) who endeavoured to explain the contrasting 
patterns of agricultural progress in the United States and Japan in terms 
of the Induced Innovation Hypothesis. Their work led to the development 
of an empirical test of induced innovation by Binswanger (1974b; 1978,
Ch.7) which is used in this thesis (Chapters 3 and 4). Section 2.4 
concludes the chapter by indicating some of the recent developments 
designed to extend the understanding of the induced innovation mechanism 
and overcome earlier deficiencies.
2.2 Inventions and Innovations
2.2.1 Inventions, Innovations and the Determinants of Invention
A complete theory of endogenous technical change requires the 
explanation of two related phenomena. These are, firstly, what are the 
factors causing the creation of new technologies (invention) and secondly, 
what is the mechanism by which particular technologies are selected and 
adopted from a given stock of technologies (innovation)?
The distinction between invention and innovation was first 
espoused by Schumpeter in 1912 (cited in Heertje, 1977, p.69). According 
to Schumpeter, an invention can be regarded as a new idea, an original
9way of making use of physical and chemical phenomena, or a combination 
of technical operations already known into a new process. The application 
of an invention (that is, an innovation) may be prevented from being 
introduced on a large scale because of technical or economic difficulties.
Schumpeter believed there was a sharp distinction between an 
idea and its application. For him, innovations occurred in separate 
"burst" or "shocks" which startle society when they occur from time to 
time. This is in contrast to the view that technical development is a 
relatively systematic process, with innovations arising in a more or less 
continuous stream. Inventions may then be considered in a somewhat 
deterministic manner, arising from the prevailing conditions. In this 
situation, there is a close connection between invention and innovation 
and the distinction may become blurred.
The nature of the invention process thus becomes a key component 
of any theory of endogenous technical change. Few are likely to disagree 
with Dewey's comment:
"It is doubtful that we shall ever be able to 'explain' 
technical progress to our own satisfaction since technical 
progress almost by definition involves the appearance of 
the unforeseen" (1965, p.140).
This raises the problem of whether a complete theory of 
endogenous technical change is likely to be formulated. Heertje, who 
appears to support the "continuous innovation" view mentioned above, 
stated:
"Inventions that can hardly be conditioned by historic 
necessity are at the same time rarely due to supernatural 
inspiration, and one can generally point to a set of 
factors on the basis of which the inventor arrives at a 
new concept by means of accurate observations and the 
combination of ideas. The important point is that the 
inventor has a creative mind which rejects the status quo 
and strives to modify it" (1977, p.70).
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Other economists adopt a stronger belief in the inspirational 
or supernatural:
"I am prepared to argue that the scientific and 
technical revolution through which we are now passing 
is also, in large part, a by-product of certain non­
economic forces. When the creative spirits - the 
great entrepreneurs of this movement - are identified, 
we shall find an extraordinary portion of them infected 
with a sort of prophetic religion and a heroic 
sensitivity to a truth that counts no cost and seeks no 
reward. It is not, I think, a mere aberration that 
Newton was an ardent practising Christian or that Dalton 
was a devout Quaker or that such an extraordinary 
proportion of the great technical innovators of the 
eighteenth century were pious nonconformists. The 
method of doubt may be all very well for philosophy but 
it is the heroic and imaginative leap of faith which 
produces both science and technology" (Boulding, 1958, 
p.187).
This view does not underestimate the importance of the "other 
factors" and need for a "creative mind" (which itself may be inspired) 
but like Dewey, indicates that in this process of creation there are 
elements beyond explanation. It is also in accord with Edison's famous 
statement that an invention consists of ninety-nine per cent perspiration, 
and one per cent inspiration.
This takes the discussion beyond the realm of economics to that 
of belief and faith. Some important observations can, however, be made. 
Firstly, the viewpoint expressed by Boulding, with which I would tend to 
agree, is more consistent with Schumpeter's view of technical change in 
terms of "burst" or "shocks" than with the "gradual" technical development 
view. Secondly, the concern with endogenous technical change can be seen, 
in Edison's terminology, as an endeavour to explain how much "perspiration" 
goes into making an invention, and what are the factors which determine 
where the inventor directs his efforts. The role of "inspiration" is 
ignored, partly because its very existence is a matter of faith and partly
11
because its investigation can be considered beyond the scope of economics. 
Accordingly, the remaining discussion is confined to the consideration of 
what determines where the inventor'*’ directs his efforts, and the amount 
of effort ("perspiration") expended.
2.2.2 Invention and the Induced Innovation Hypothesis 
The study of endogenous technical change may be regarded as the 
study of the set of economic factors which determine the rate and direction 
of technical change. One of the hypotheses proposed is that of induced 
technical change, in which it is postulated that changes in relative 
factor prices determine the direction of technical change. This hypothesis 
has come to be known as the Induced Innovation Hypothesis, although Hicks 
(1932), who was first to formalise this hypothesis, referred to 
inventions, rather than innovations.
Hicks endeavoured to explain the apparent bias of technical 
change towards the development of labour-saving inventions by movements 
in relative factor prices:
"The real reason for the predominance of labour-saving 
inventions is surely that which was hinted at in our 
discussion of substitution. A change in the relative 
prices of the factors of production is itself a spur to 
invention, and to invention of a particular kind - 
directed to economising the use of a factor which has 
become relatively expensive. The general tendency to 
a more rapid increase of capital than labour which has 
marked European history during the last few centuries 
has naturally provided a stimulus to labour-saving 
invention" (1932, pp.124-5).
Hicks did distinguish between inventions which were the result
1 Given the confusion in the literature between invention and innovation, 
both inventors and innovators are considered.
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of changes in relative factor prices and "autonomous" inventions which 
were not induced and which were neither labour- nor capital-saving. On 
balance, a labour-saving bias for inventions as a whole would thus be 
apparent.
The concern of Hicks with the invention process is important 
because in the subsequent development of the Induced Innovation Hypothesis, 
the problem of how new technologies were generated was largely ignored. 
Instead, the earlier models tended to assume a given stock (or potential 
stock) of technology (often referred to as "innovation possibilities") 
and the models endeavoured to show how cost-minimization behaviour 
resulted in the introduction of one of these particular technologies 
(that is an innovation) biased towards the saving of the factor (s) which 
had grown relatively more expensive. This is demonstrated in the following 
section which analyses some of the more important contributions to the 
development (or otherwise) of the Induced Innovation Hypothesis.
2.3 Developments in the Induced Innovation Literature
2.3.1 Growth and Conflict
Although Hicks is regarded as the first person to have formalised
the idea of induced technical change, the concept had been previously
alluded to by various authors, including Ricardo:
"With every increase of capital and population, food will 
generally rise, on account of its being more difficult to 
produce. The consequence of a rise in food will be a 
rise in wages, and every rise of wages will have a tendency 
to determine the saved capital in a greater proportion than 
before to the employment of machinery. Machinery and 
labour are in constant competition, and the former can 
frequently not be employed until labour rises" (cited in 
Heertje, 1977, p.18).
1 Recognition that inventions occur independently of changes in relative 
factor prices has important consequences for the concept of induced 
technical change (see discussion of empirical results, Chapter 4).
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In this context, Ricardo is referring to the substitution of
capital for labour resulting from price changes at a given level of
technology - the relationship between mechanization and wage increases
known as the Ricardo effect. However, Ricardo may also have meant a
technical change caused by continual wage increases and appearing in the
application of inventions embodied in better machines (Heertje, 1977, p.35).
Hicks' view was challenged by Salter who, in an important
theoretical and empirical work, rejected the notion of induced bias:
"If... the theory (Hicks') implies that dearer labour 
stimulates the search for new knowledge aimed specifically 
at saving labour, then it is open to serious objections.
The entrepreneur is interested in reducing costs in total, 
not particular costs such as labour costs or capital 
costs. When labour's costs rise, any advance that 
reduces total costs is welcome, and whether this is 
achieved by saving labour or capital is irrelevant.
There is no reason to assume that attention should be 
concentrated on labour-saving techniques, unless, 
because of some inherent characteristic of technology, 
labour-saving knowledge is easier to acquire than capital­
saving knowledge" (Salter, 1960, pp.43-4).
Salter suggested that the induced innovation concept implies
that the entrepreneur has prior knowledge regarding innovational
possibilities and this could only be obtained at positive cost. Without
this knowledge, the path of technical progress could not result from
profit maximising behaviour, since investment in inventive activities
and relative factor prices could not be related to the resulting pattern
of innovation. In contrast, McKay argued that
"unless all inventions are accidental or costless, 
entrepreneurial knowledge concerning the potential 
of various avenues of input saving inventive activity 
will lead profit maximising behaviour to generate a 
relationship between relative factor expenditures and 
the bias of technical progress" (1978, pp.5-6).
In his micro-economic analysis, Salter described technical change 
directly in terms of its effect on the quantities of the factors of
14
production in the equilibrium position. Assuming constant factor prices 
and minimization of total cost, technical change is observed by comparing 
the new and previous equilibrium positions and, in comparison to a neutral 
position, labour-saving and capital-saving change can be directly 
determined by comparing the required equilibrium quantities of the factors 
of production.
Salter's views have had a major impact on the theory and
investigation of technical change, including empirical support by
Rasmussen (1973). Binswanger, however, considered that Salter's criticism
"has haunted the induced innovation literature and has 
definitely slowed the development of these theories 
(1978, p .25).
Theoretical analysis of Salter's work has been difficult because
of the "unavoidable interwining of technical and economic circumstances,
inherent in the ex post interpolation" (Heertje, 1978, p.169). This is
in part due to the difficulty in his empirical research of distinguishing
between substitution and technical change, although Salter does separate
these components in his theoretical framework. Binswanger (1978, Ch.2,
p.25) considered that Salter has "defined induced innovation away" and
"confused marginal adjustments in factor use with the factor saving that
can be achieved through a given research investment".
In contrast to Salter, Fellner (1961) developed Hicks' theory
by postulating that it is not factor prices per se which induce biased
innovations, but the anticipation of a continuous future rise in the price
of the progressively scarcer factor. He acknowledged that
"the firm is not interested in whether any given product­
raising or cost-saving effect is achieved by raising 
primarily the marginal productivity of one or the other 
factor of production",
15
reflecting Salter's view, while postulating that the firm's inventive 
activity will be more or less labour-saving
"according as one or the other factor of production is
getting relatively scarce on the macro-economic level"
(1961, p .305).
It is of interest to note that Fellner is referring to innovations rather 
than inventions in his study so that the stock of technology is assumed 
as given.
Kennedy (1964), who was the first to publish a mathematical and 
economic treatment of endogenous technical change, brought about a major 
shift in emphasis by focussing on application rather than the invention of 
new technology. He believed that one of the reasons why Hicks' model had 
not developed was through its emphasis on changes in relative factor prices 
which were "not essential for a theory of induced bias in innovation"
(1964, p.542). Kennedy developed his model on the basis of the entrepreneur 
selecting the least expensive innovation given a technical change in which 
the amount of at least one of the two assumed factors of production is 
decreased in percentage terms. Since Kennedy's model with its Innovation 
Possibility Frontier has been the source of much discussion, it may be 
outlined here.
Assuming labour and capital as the sole factors of production, 
with only one consumption good produced, the proportionate reduction in the 
amount of labour and capital required to produce a unit of output arising 
from a particular technical change will be p and q respectively. Technical 
change may then be defined as:
labour saving if p > q 
neutral if p = q
capital saving if p < q
16
If the share of labour costs in total costs is S , and the shareL
of capital in total costs is S , the proportionate reduction in unit costsK
(r) may be defined as:
r = SLP + SKq (1)
Given that the entrepreneur seeks changes which reduce total 
cost by the greatest proportion (that is, maximise r), the entrepreneur's 
choice is thus influenced by economic as well as technological 
considerations.
Kennedy then introduced a restraint on the technological 
possibilities through the Innovation Possibility Frontier (IPF) which 
denotes a fundamental trade-off between the rate of reduction in labour 
requirements and the rate of reduction in capital requirements. Thus:
P = f (q) (2)
In this critical assumption, innovation possibilities become 
purely technological, uninfluenced by economic factors. The entrepreneur's 
problem is to maximise (1) subject to (2) giving the condition that:
dp __hc
dq - SL
Since S and S are positive:
(3) 1
<dq 0 (4)
so that the larger the reduction in the unit labour requirements, the 
smaller the possible reduction in unit capital requirements. It is further
1 For proof, see Ferguson (1969).
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considered that:
0 (5)
since:
"it is clear that for p to approach its upper limit of 
one... very large increases in the amount of capital 
would be required. Similarly for q to approach one, 
very large increases in labour would be required" 
(Kennedy, 1964, p.544).
Re-arranging equation (1):
p = (6)
so that the slope becomes:
dp
dq (7)
Given the constrained maximising conditions in equation (3) and equation
(7), the solution to the Kennedy propositions can be obtained from the
points of tangency in Figure 2.1.
The slope of the Innovation Possibility Frontier is equal to the
inverse ratio of the shares. For example, if S is high relative to S ,L K
the slope of the line will be slight and the point of tangency will be at
a point where p is high relative to q. Given that when p is greater than
q there is a labour-saving bias in technical change, Kennedy's model
concludes that there will be a labour-saving bias when the relative share
of labour (S ) is greater than the relative share of capital (S ). The L K
converse also applies.
The major deficiency in this model is that the Innovation 
Possibility Frontier is based solely on technological considerations and 
is not derived from changes in the prices of the factors of production.
FIGURE 2.1
KENNEDY'S INNOVATION POSSIBILITY FRONTIER
Proportionate 
reduction in 
amount of 
labour p
Slope
S low
Proportionate reduction in 
amount of capital q
Source: Adapted from Binswanger (1978(Ch.2, p.34)
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Samuelson (1965), for example, believes that economic weights should enter
the trade-off function and reformulated the transformation function so as
to consider relative shares and
"to get away from implicit theorizing by which one 
assumes that the entrepreneur can have knowledge that 
the transformation function remains invariant over 
time and has naught to do with the costs and shares 
of the factors themselves" (Samuelson, 1965, p.352).
This model cannot be regarded as a model of induced or exogenous
technical change, but as one of the choice of the best technique of
production in a macro-economic situation. It appears that Kennedy's model
differs little from the usual determination of equilibrium based on the
isoquants of production theory. As Heertje concluded,
"Kennedy's approach blurs the distinction between the 
choice of a certain method of production at a given state 
of technology and the choice of a certain type of 
technical change from all the possible ones" (1977, p.179).
This last point was generally covered in studies following
Kennedy. However, the major objection to this model is that found in other
models presented, namely that technical change is not derived from changes
in the prices of the factors of production, but is really the starting
point of the formal analysis.
One of the most critical assessments of the model was that of 
Binswanger:
"In retrospect, the Innovation Possibility Frontier 
appears to be one of the outstanding cases of implicit 
theorizing in the economic literature. The interacting 
problems posed by endogeneity of technical change, 
namely, how to determine optimal amounts of research and 
how to trade it off against investments in physical 
capital is completely neglected in the theory ... It 
attempts to explain constancy of shares with biased 
technical change by means of an ingenious device whose 
relationship to the research process was left in the 
dark long after the implications of the device were 
explored in detail and became widely accepted. That
20
the device cannot be generated by research as an investment 
process did not matter" (1974, p.956).
In a more recent work, Binswanger suggested that the difficulty
"to conceptualize an empirical counterpart of the 
innovation possibility frontier"
and the consequent absence of empirical studies adopting the Innovation 
Possibility Frontier was a "consequence of the theory's lack of micro- 
economic foundation" (1978, p.38).
The Kennedy frontier has, however, been used by a number of 
authors in growth models, including Samuelson (1965) and Drandakis and 
Phelps (1966) who have based their neoclassical growth model with a 
constant saving ratio on Kennedy's work. This model and its criticisms 
are well discussed by Wan (1971).
A careful exposition of biases that are price induced was under­
taken by Ahmad (1966). Ahmad postulated an Innovation Possibility Curve 
(IPC) which is
"simply an envelope of all the alternative isoquants 
(representing a given output on various production 
functions) which the businessman expects to develop 
with the use of the available amount of innovating 
skill and time" (1966, p.347).l
This is explained in Figure 2.2. In time t the process I was 
developed with the corresponding IPC^. If the relative factor prices are 
given by the line P^P^, the equilibrium (cost-minimizing) point at time t 
is A (that is, the point of tangency between the individual isoquant I on 
IPC^ and the relative price line P P^)• Given a price increase of labour 
relative to capital (P^+^Pt+ )^ the best the firm can do in the short run
1 Nordhaus (1973) has a model with some similarities but incorporates 
research expenditures more explicitly.
FIGURE 2.2
AHMAD'S MODEL OF INNOVATION POSSIBILITY CURVES
CAPITAL
LABOUR
Source: Adapted from Ahmad (1966^P-'S^
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is move from A to B - the normal situation for factor substitution.
However, in period t+1 the Innovation Possibility Curve has
shifted inwards to IPC, ., so that if factor prices change to P ,P, , , thet+1 t+1 t+1
process corresponding to becomes optimal, and it is no longer optimal
to develop I (which would have been developed had factor prices remained t+1
constant - i.e., at point C). If the Innovation Possibility Curve has 
2shifted neutrally, the technical change will also be neutral. Thus
despite the neutral shift of the Innovation Possibility Curve, I^ _+  ^will
be relatively labour-saving in comparison to I^ _. Hence,
"a rise in the price of labour would lead to an 
innovation which is necessarily labour-saving, if the 
innovation is technologically unbiased" (Ahmad, 1966, 
p .349).
The Innovation Possibility Curve, like Kennedy's Innovation
Possibility Frontier, has received considerable criticism, particularly
because it also lacks a micro-economic foundation. The theory does not
offer an explanation of how new techniques are generated, but rather which
technique would be selected under given factor price ratios.
Nordhaus was critical of this model and commented:
"Almost the only micro-economic framework that preserves 
competition is one in which a book of new blue prints
1 Another isoquant on IPC^ cannot be selected because of Ahmad's 
assumption that "all the isoquants belonging to a particular Innovation 
Possibility Curve except the one actually chosen become irrelevant for 
economic decisions after the choice is actually made" (Ahmad (1966).
2 Ahmad did recognize that a non-neutral inward shift of the Innovation 
Possibility Curve was possible, resulting in biases even at constant 
factor prices. Thus both Ahmad and Hicks acknowledged that technical 
change may occur independently of changes in relative factor prices 
("autonomous" inventions). Hicks assumed that these "autonomous" 
inventions are neutral, so that on balance, technical change would be 
biased according to the predictions of the Induced Innovation Hypothesis. 
Ahmad allowed the possibility that "autonomous" inventions may be biased, 
(presumably by factors beyond the scope of the Induced Innovation 
Hypothesis). Both models failed to analyse the causes of "autonomous" 
inventions.
23
falls from the sky every period - the new techniques 
given according to the Innovation Possibility Curve - 
and the entrepreneur chooses the best technique. In 
this case, it would be quite misleading to say that 
technical change is induced. Rather, the Innovation 
Possibility Curve gives the technical possibilities at 
a point in time. The model is then a disguised 
version of the neoclassical model with exogenous 
technical change" (1967, p.343).
Although the criticism that the model does not explain how new
techniques are generated remains, Binswanger indicated that the model,
"remains attractive as an illustration of a one-period 
micro-economic model in which a firm or research 
institute has a fixed exogenous budget constraint and 
in which market-structure problems do not arise"
(1978, p.27).
Ahmad's model served as an inspiration for an important empirical 
study by Hayami and Ruttan (1971). Their analysis of the path of technical 
change in the agricultural sectors of the United States and Japan, which 
represented the first major empirical study relating the growth in 
agricultural productivity to the Induced Innovation Hypothesis, is 
discussed in the following section.
2.3.2 Hayami and Ruttan1s Contribution
By introducing resources specifically to achieve efficiency
increases, Hayami and Ruttan attempted
"to show how a model, in which technical and institutional 
changes are treated as endogenous factors, responding to 
economic factors, can aid in the historical analysis of 
agricultural growth, particularly in Japan and the United 
States" (1971, p.3).
Upon examination of resource endowments in particular countries, 
Hayami and Ruttan sought to determine the extent to which the variations in 
factor proportions (land-labour, power-labour and fertilizer-land ratios) 
could be explained by changes in factor-price ratios. Huge differences in
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land-labour ratios between Japan and the United States were not explainable
in terms of factor substitution (factor-price effects) since this would
imply an unrealistically high value for the elasticity of substitution
between the two factors."*' Hayami and Ruttan postulated a path of biased
technical change as a determining factor.
In their view, technical change could be classified as either
mechanical or biological. Mechanical technology facilitated
"the substitution of power and machinery for labour.
Typically this involves the substitution of land for 
labour, because higher output per worker through 
mechanisation usually requires a larger land area 
cultivated per worker".
Biological technology facilitated the
"substitution of labour and/or industrial inputs for 
land. This may occur through increased recycling of 
soil fertility... through use of chemical fertilizers 
... management systems... which permit an optimum 
yield response" (1971, p.44).
The growth in labour productivity could be viewed as occurring 
either through increases in land area per worker and/or land productivity 
such that:
Y = A Y 
L ~ L A
where Y = Output;
L = Labour; and 
A = Land Area
The differences in relative factor prices between countries 
(reflecting their different endowments), led to the development of different 
technologies, designed to save the relatively scarce (hence expensive) 
factor. Thus in the United States, the rising price of labour relative to
1 This point is considered in detail in the following chapter.
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land resulted in productivity growth by increased mechanisation, increasing 
land area per worker and thus saving the relatively scarce factor, labour.
In Japan, where land was the relatively scarce factor, productivity increases 
occurred primarily through biological advances which were land-saving.
Hayami and Ruttan thus considered that the contrasting patterns 
of productivity growth and factor use in United States and Japanese 
agriculture resulted from
"a process of dynamic adjustment to changing relative 
factor prices along a metaproduction function - dynamic 
in the sense that production isoquants change in response 
to changes in relative factor prices" (1971, p.122).
The postulated metaproduction function^- related output (Y) to
land (A), labour (L), physical capital (K), human capital (HC) and
cumulative research capital (RC):
Y = f (A, L, K, HC, RC)
Increased levels of K, HC and RC caused the production point to 
shift inwards in the A/L space. Investment in these three categories 
(particularly research into location-specific technology) was required 
for increased efficiency. A wide choice in technology (with respect to 
the capital-labour ratio) was available, and as in Ahmad's model, factor 
prices determined which technique was optimal. The higher the labour
1 In Hayami and Ruttan's work, the metaproduction function (m.p.f.) is
identical to Ahmad's Innovation Possibility Curve (I.P.C.). Recently,
Binswanger (1978 , Chapter III, p.46) redefined the 
metaproduction function as the "envelope of the production points of 
the most efficient countries... (which) describes a technological 
frontier that countries now lying within its borders can definitely 
reach by borrowing or by adaptive research as appropriate and by 
investing in human capital in extension and in rural electrification". 
The Innovation Possibility Curve is regarded as "the envelope of all 
neoclassical production functions that might be invented, given the 
existing state of scientific knowledge".
26
prices, the higher the optimal land-labour ratios (and, by extension, the 
optimal capital-labour ratios).
However, this model is also subject to the same criticism as 
that levelled at earlier models of induced innovation in that it does not 
provide any mechanism by which the appropriate invention is made available. 
The statistical test employed in verification of the model can only view 
the observed ex post relationship between factor proportions and factor 
prices, and is unable to determine when the invention of the relevant 
technique occurred and whether these inventions were stimulated by changes 
in relative factor prices. Although Hayami and Ruttan do propose a 
mechanism of induced technical change, they did not attempt to verify that 
this in fact occurred:
"Farmers are induced, by shifts in relative prices, to 
search for technical alternatives which save the 
increasingly scarce factors of production. They press 
the public research institutions to develop the new 
technology, and also, demand that agricultural firms 
supply modern technical inputs which substitute for 
more scarce factors. Perceptive scientists and science 
administrators respond by making available new technical 
possibilities and new inputs that enable farmers to 
profitably substitute the increasingly abundant factors 
for increasingly scarce factors, thereby guiding the 
demand of farmers for unit cost reduction in a socially 
optimum direction" (1971, p.57).
The above deficiency in this model does detract somewhat from its 
value as a model of induced innovation, but it has been valuable in 
inspiring other work, particularly that by Binswanger (1974a,b,c; 1978).
2.4 New Directions
The previous section outlined some of the major developments in 
induced innovation and concluded with Hayami and Ruttan's exposition of the 
path of technical progress in the agricultural sectors of Japan and the 
United States. One extension of Hayami and Ruttan's work has been the
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development of econometric models, principally by Binswanger (1974,a,b;
1978) which allow a crude empirical test of the validity of the Induced 
Innovation Hypothesis. Such a test is undertaken in the empirical 
component of this thesis (Chapters 3, 4 and 5) using Australian data. 
Consequently, Hayami and Ruttan's work and Binswanger's empirical test 
are considered further in Chapter 3.
Before concluding this chapter, it is of importance to indicate 
some of the recent developments in the study of induced innovation.^
These have generally been intended to overcome objections to earlier 
versions of the Induced Innovation Hypothesis or to refine the understanding 
of the induced innovation mechanism, or both.
2.4.1 Behavioural Models
One approach has been to focus more explicitly on the behaviour
of firms in developing new techniques. Nelson and Winter (1973; 1974)
adopted an evolutionary approach in which firms producing with fixed-
2proportion techniques begin to search for new techniques when profits 
fall below a certain margin.
Firms draw samples from a distribution of input-output co­
efficients as in Figure 2.3. Given a present input combination A, the
1 The scope of this thesis prevents mention of all models developed.
Models omitted include those in which production of technical knowledge 
is modelled in the same manner as other outputs and which allow inter­
action between the production of knowledge and production of conventional 
outputs. In such a study, McKay (1978) found evidence in support of 
induced innovation for the private domestic sector of the Canadian 
economy.
2 In an important article encompassing the process of rational choice,
Simon (1978, p.10) pointed out that although theories of search may 
treat the actual process "cavalierly" nevertheless they do "recognize 
explicitly that information gathering is not a free activity and that 
unlimited amounts of it are not available".
FIGURE 2.3
NELSON AND WINTER'S EVOLUTIONARY MODEL
APITAL
Source: Binswanger (1978, p.30).
LABOUR
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search process results in a greater probability of finding a point close
to A than further away among the choice of potential input coefficients.
The search is undertaken until a point B is found which has lower costs
than A. In the diagram a point B will be accepted if labour is
relatively cheap, as in the relative price line CD. However, with expensive
labour (C'D'), B would be rejected in favour of a point such as B', which
will be labour-saving relative to B.
Based on a mechanism of many firms in competition, Nelson and
Winter indicated that increased wage rates tend to move the firms in a
capital intensive direction:
"When firms check the profitability of alternative 
techniques that their search processes uncover, a 
higher wage rate will cause certain techniques to 
fail the 'more profitable' test that would have 
'passed' at a lower wage rate and enable others to 
pass the test that would have failed at a lower wage 
rate. The former will be capital intensive relative 
to the latter. Thus a higher wage rate nudges firms to 
move in a capital intensive direction compared with that 
in which they would have gone. Also, the effect of a 
higher wage rate is to make all technologies less 
profitable (assuming, as in our model, a constant cost 
of capital) but the cost increase is proportionately 
greatest for those that involve a low capital-labour 
ratio. Since firms with high capital-labour ratios 
are less adversely affected by high wage rates than 
those with low capital-labour ratios, capital-intensive 
firms will tend to expand relatively to labour-intensive 
ones. For both these reasons a higher wage rate will 
tend to increase capital-intensity relative to what 
would have been obtained"
(1974, p.900)-1
In this model, the inducement mechanism arose through competition 
and the survival and growth of successful firms. It was the elimination 
of capital goods with inefficient capital-labour ratios in the market place 
which resulted in observed capital-labour ratios in the direction of saving
the scarce factors in the economy. This mechanism was independent of the
30
research outcome and unaffected by the separation between the producer and 
user of the research.
A deficiency of the model was that it postulated that firms
undertake research only when profits fall below a certain level. Schmookler
(1966), however, provided strong empirical evidence that increased demand
for a product, providing greater profitability for firms in the industry,
lead to more innovation not less.^ The level of expected returns over
expected costs exerted an important influence on the incentive to invent:
"Scientific progress may reduce expected costs and so 
increase the probability that a given invention will be 
sought and made. However, every invention represents 
a fixed cost, and the expected benefits from it vary 
with circumstances. These circumstances, arising from 
the prospective market for a commodity or process, depend 
not on scientific discovery, but on a socio-economic 
change - urbanization, declining family size, changing 
status of women, changes in relative factor costs, 
increases in population and per-capita income etc.
Antecedent scientific discoveries are sometimes necessary 
but seldom sufficient conditions for invention" (1966, p.20).
A behavioural model developed along similar lines to the Nelson-
Winter model but which retained some similarities with the Kennedy model
was Radner's (1975) cost-reduction model. With uncertain innovation
possibilities, Radner traced the long-run development of input coefficients
and factor shares for the firm in terms of their limiting probability
distributions as time goes to infinity. Under the decision rule that
"the managers' behaviour is to allocate, at each date, all of his effort
to cost reduction for an input that promises the largest possible expected
cost reduction" (1975, p.198), he showed that the limiting distribution
1 It is not possible to do justice to the literature on the role of
demand in influencing the nature and rate of technical change. Lucas 
(1967), and Ben Zion and Ruttan (1978), for instance, provided empirical 
evidence supporting Schmookler's finding that the rate of technical 
change is responsive to final demand forces. A socio-economic model 
exploring, inter alia, the demand for innovations by particular interest 
groups, and the mechanism of technical and institutional change, was 
proposed by de Janvry (1973; 1978) for Argentine agriculture.
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of factor shares is independent of factor prices. However, in demonstrating 
that the limiting distribution of the ratios of the input coefficients was 
dependent on factor prices, support was provided for the induced innovation 
mechanism.
Although this model, like the Nelson-Winter model, was a major 
advance in basing innovation possibilities on real activities that were 
resource using, it assumed a fixed research budget which was independent 
of the expected pay off or size of firm. The innovation possibilities were 
assumed inexhaustible and also not dependent on past history. In addition, 
the assumed research process of reducing only one of the input-output 
coefficients without affecting the others appears unrealistic.
2.4.2 A Micro-Economic Approach
Recognition that earlier models of induced innovation assumed
that innovation possibilities were inexhaustible lead to increased emphasis
on the micro-economics of induced innovation. In this context, the work
by Binswanger (1974c; 1978, Chs.4,5) is most relevant.'*" As McKay (1978,
p.17) pointed out in relation to induced innovation models that were based
on the original Kennedy exposition:
"Apart from Binswanger's (1974) notion of alternative 
avenues of research having pay-off functions, they still 
lack micro-economic foundations for the innovation 
possibility frontier which is so basic to these models".
1 Kamien and Swartz (1969) developed a model based on the basic Kennedy 
model in which both the bias and overall rate of technical change were 
determined endogenously. This model indicated that the path of 
technical development is influenced by factor expenditure for the 
production of marketable commodities, the discount rate and the nature 
of potential knowledge producing activities. Binswanger's work is 
consistent with this model, explaining the Kamien and Swartz Innovation 
Possibility Frontier in terms of alternative avenues for research (see 
McKay, 1978, pp.16-17).
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Binswanger endeavoured to
"develop a micro-economic model by reformulating 
innovation possibilities on the basis of research 
processes, which have expected pay-off functions in 
terms of efficiency improvements and by explicitly 
introducing research costs. This leads to the 
specification' of research as an investment problem 
in which present value is maximized" (1974c, p.940).
In this model Binswanger showed that it is total costs and
research costs which were important in determining the optimal research
mix. Thus absolute factor expenditures, and not just factor shares (as
in the Kennedy model) or factor prices (as in the Ahmad model) were
influential in determining the pattern of technical change.^
Binswanger's model based on research processes is similar to
2Ahmad's model if a budget constraint is assumed. In the former model,
the inclusion of the cost of the research processes which have specific 
implications for factor proportions enables consideration of questions 
regarding allocation of resources to research, which is not possible in the 
latter (or Kennedy's) model.
In a more recent work, Binswanger (1978, Chs.4,5) extended this 
micro-economic approach. He sought to incorporate the effects which 
factor prices, scale of operation, interest rates, final demand and 
exogenous advances in basic and applied research had on the amount and
3direction of scientific and technical effort at the individual firm level.
1 In his later work (1978), Binswanger extended the fixed proportion 
production function on which these results were based to include 
production functions with variable proportions.
2 Both Ahmad's Innovation Possibility Frontier and Kennedy's Innovation 
Possibility Frontier implicitly assume a fixed budget constraint for 
research.
3 Also considered was the effect of market imperfections, such as the 
inability of innovating firms to capture a significant share of the 
social benefits stemming from innovative activity, on the inducement 
process.
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It was demonstrated that these economic variables do affect the rate and
direction of technical change, but the possibility of fundamental or
exogenous biases in technical change could not be excluded.
To conclude this discussion, it is of interest to consider
Binswanger's conclusions regarding the implications of endogenous technical
change for economic growth:
"It is impossible to build a very long-term theory of 
economic growth that treats endogenous technical change 
in a truly endogenous way. This means that it is 
impossible to have a iong-term theory of growth at all, 
because technical change is an essential part of growth.
The fundamental problem is that it is impossible to know 
ex ante how basic and supporting sciences will develop 
in the future. Growth models cannot bridge that gap 
in our knowledge, they can only trace the consequences 
of various assumptions about the long-term development 
of basic knowledge... The usefulness of induced innovation 
models, therefore, should not be sought in their con­
tribution to formal growth theory, but rather in what 
they imply for research policy" (1978, p.159).
It would seem that the discussion of this chapter has now turned 
full circle, and we are again confronted with Dewey's observation that 
technical change "almost by definition, involves the appearance of the 
unforeseen" (1965, p.140). However, our understanding of technical change 
has been enriched through the realisation that economic factors are of 
importance in determining the rate and direction of technical change. 
Despite the difficulties involved, the testing of such hypotheses as that 
of induced innovation does further enhance our understanding of this 
important phenomenon. In the following chapter, the methodology used in 
the empirical test of the Induced Innovation Hypothesis for Australian
agriculture is presented.
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CHAPTER 3 
METHODOLOGY
3.1 Introduction
In this chapter a detailed account of the methodology used to 
test the Induced Innovation Hypothesis is provided, together with 
expositions of both the development of this methodology and the theoretical 
basis of the translog cost function model adopted. An overview of the 
scope of this chapter can be gained from an examination of Figure 3.1 
which indicates the major individual components and their interrelationship.
In Section 3.2, the three basic requirements of a test of 
induced innovation are outlined. Each of these requirements forms a 
separate section of this chapter. Thus: (i) the measurement of technical
change biases; (ii) the determination of changes in relative factor (input)^ 
prices; and (iii) the determination of the relationship between the changes 
in relative input prices and the corresponding technical change biases 
are considered in Sections 3.4, 3.5 and 3.6 respectively.
An important element in the measurement of technical change 
biases is the ability to distinguish between changes in factor ratios (or 
shares) caused by factor substitution, and those caused by biased technical 
change. To understand the significance of this distinction, the work of 
Hayami and Ruttan (1971), which was referred to in Chapter 2, is considered 
in greater detail (Section 3.3.1). In endeavouring to explain the con­
trasting paths of technical progress in the United States and Japanese
1 The term "input" is preferred in the multiple input situation analysed 
in this thesis, but the terms "input" and "factor" are used inter­
changeably where it is considered appropriate.
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agriculture in the light of the Induced Innovation Hypothesis, Hayami and 
Ruttan faced a basic difficulty in distinguishing between the changes in 
factor proportions resulting from substitution and those resulting from 
biased technical change (Section 3.3.1). A solution to this problem was 
proposed by Binswanger (1978, Ch.3) who developed a two-factor test of 
induced innovation which endeavoured to separate these effects.
An alternative methodology developed was the multi-factor test 
of induced innovation which is adopted here. By the use of the translog 
cost function, Binswanger (1974b; 1978, Ch.7) endeavoured to directly 
estimate the changes in factor shares due to biased technical change and 
those due to factor substitution in the multiple input situation. In 
'this thesis both the estimated technical change biases (Section 3.4) and 
the estimated elasticities of input substitution and input demand (which 
are directly obtainable from the translog cost function parameters) are 
presented (Section 3.7).
The estimation of technical change biases from the translog cost 
function is discussed in sub-sections 3.4.1 to 3.4.3 of this chapter.
The theoretical base of the translog function and the concept of duality 
are considered in Section 3.4.1. Using the translog cost function, a 
system of estimating equations may be arrived at and the relevant para­
meters estimated by Restricted Generalized Least Squares regression 
(Section 3.4.2). The method of incorporation of the technology index 
and its significance in the measurement of technical change are examined 
in Section 3.4.3.
The measured technical change biases are then related to the 
changes in relative input prices (whose measurement is the subject of 
Section 3.5) to undertake the test of induced innovation. This is a
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ranking test where the average percentage change in input price over the 
25 years (and 21 years sub-period) is compared to the average percentage 
change in input share due to biased technical change over the same period. 
The ranking of price movements is then compared to the ranking of the 
technical change biases and interpreted in the light of the Induced 
Innovation Hypothesis (Section 3.6).
3.2 Objectives of the Test of Induced Innovation
The Induced Innovation Hypothesis states that as a result of
changes in relative factor prices, innovations are introduced which are
designed to save the factor which has become relatively more expensive.
In this context technical change is said to be "biased"^ towards the
saving of the more expensive (scarcer) factor. The objective of any
test of the Induced Innovation Hypothesis is to determine whether these
biases have been caused by changes in relative factor prices.
Such a test should satisfy three basic requirements: (i) the
measurement of the actual technical change biases; (ii) the measurement
of movements in relative factor prices; and (iii) the determination of
whether a causal relationship exists between changes in relative factor
prices and the consequent technical change biases.
These three requirements would best be satisfied by a model in
which the movement in relative input prices allows the simultaneous
measurement of the corresponding technical change biases. In the absence
of such a model, less satisfactory methods must be adopted.
The model presented here viewed the above requirements as three
distinct steps. Thus the determination of relative input price changes,
1 For a formal definition of biases see Section 3.4.3. This is expanded 
in Appendix 2.
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the measurement of technical change biases and the determination of the 
corresponding relationship were undertaken separately. Such a procedure 
is clearly inadequate. In particular, it is not possible to establish 
a causal relationship between the changes in relative input prices and 
the consequent technical change biases.
The limitations of this test are considered in detail in Chapter 4. 
Although not a conclusive test of induced innovation, the study undertaken 
here does add to the body of evidence regarding the possible validity of 
the Induced Innovation Hypothesis, so that in future more definitive 
statements may be made regarding its general applicability.
The ability to undertake any test of induced innovation is a 
very recent development.^ The multi-factor test using the translog cost 
function applied here was first developed by Binswanger (1974a,b). The 
earlier work of Hayami and Ruttan (1971) which led to the development of 
this methodology and also the development of the relatively less 
sophisticated two-factor model is considered in the following section.
3.3 Development of Methodology
3.3.1 Hayami and Ruttan's Empirical Investigation
As indicated in Chapter 2, Hayami and Ruttan (1971) investigated
the relationship between relative factor prices and changes in factor
usage for Japanese and United States agriculture. Observing large
differences in factor usage (land and labour) both between countries and
within a particular country over time, Hayami and Ruttan sought to determine
whether these differences could be explained simply by factor substitution
1 No published study is as yet available which has tested the Induced 
Innovation Hypothesis for Australian agriculture. Readers are, 
however, referred to a recently completed thesis on this topic by 
Fleming (1979) which was not available prior to the completion of 
this study.
39
along a common production function ("substitution effects") or whether
the differences were the result of non-neutral"^ shifts in the production
function ("technical change effects").
On the assumption that the elasticity of substitution between
factors for a given technology is low, Hayami and Ruttan concluded that,
"the historically observed changes in those factor 
proportions in the United States and Japan are so 
large that it is hardly conceivable that these 
changes represent substitution along a given pro­
duction surface describing a constant technology"
(1971, p .128).
This conclusion supported their hypothesis regarding induced
innovation. They believed agricultural growth in the United States and
Japan during the period studied (1880-1960) could best be understood when
viewed as a process of dynamic factor substitution.
"Factors have been substituted for each other along 
a metaproduction function^ in response to long-run 
trends, in relative factor prices. Each point on 
the metaproduction surface is characterized by a 
technology which can be described in terms of 
specific sources of power, types of machinery, crop 
varieties, and animal breeds. Movements along this 
metaproduction surface involve technical changes.
These technical changes have been induced to a 
significant extent by the long-term trends in 
relative factor prices" (1971, p.128).
The validity of their conclusions rests inter alia, on the 
assumption regarding the low elasticity of substitution between factors. 
This prompted the development of the following two-factor test by 
Binswanger (1978, Ch.3).
1 Neutral technical change does not affect factor shares at a given 
factor price ratio. See Appendix 2.
2 For a definition of the metaproduction function, see the reference 
made previously to Hayami and Ruttan1 2s (1971) work (Chapter 2, 
Section 2.3.2).
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3.3.2 The Two-Factor Test
As implied by the above, testing the Induced Innovation 
Hypothesis is dependent on the ability to distinguish changes in factor 
usage resulting from substitution (with a given technology), from those 
resulting from non-neutral technical change. Binswanger (1978, Ch.3) 
used Hayami and Ruttan's (1971) data and analysis together with elasticity 
of substitution estimates of Binswanger (1974a,b) to develop a simple but 
crude method to achieve this.
Binswanger's method may be understood in relation to Figure 3.2-. 
Points P and Q refer respectively to the labour:land ratios of Japan and 
the United States.'*’ The slope of OP represents the labour: land ratio 
for Japan, while the slope of BB represents its factor price ratio. The 
corresponding characteristics for the United States are the slope of OQ 
and the slope of CC. Japan is considered a labour-abundant country 
(labour is relatively inexpensive) while the United States has a higher 
land:labour ratio and a higher relative labour price.
If the substitution possibilities using the available agricultural 
technology are represented by an isoquant map with little curvature, such 
as I* and I*, the differences in factor ratios between Japan and the United 
States may be explained simply by substitution along a common production 
function as a result of factor price changes. But if the possibilities 
for substitution between labour and land are represented by I for Japan 
and I for the United States, P and Q could not represent alternative 
factor combinations along a common production function.
1 The test applies equally to input ratios within a country at different 
points in time. Results presented in this chapter are for both inter 
and intra country variations, though for simplicity only inter-country 
differences are discussed.
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FIGURE 3.2 
THE TWO-FACTOR TEST
Japan
I* \\
United
States
Land
Source: Adapted from Binswanger (1978, Ch.3), p.47.
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Binswanger (1978, Ch.3) estimated the size of the elasticity
of substitution (a ) that would be "necessary" for the entire difference
in the observed factor ratios between different countries to be explained
in terms of substitution effects. He then estimated the actual value
of the elasticity of substitution between land and labour, and subjectively
1determined a maximum value (referred to as the critical value o ). When
exceeded a , the hypothesis of neutral technical change was rejected.
Relevant data used in undertaking the test are presented in Table 3.1.
Results presented in Table 3.2 may be used to illustrate the
significance of the two-factor test of the Induced Innovation Hypothesis.
Values of below the critical value (o^ ) of 1.34 indicate that variations
in factor ratios are able to be explained by neutral technical change.
In the United States between 1880 and 1930, when the land-labour ratio
rose from 25.4 to 40.5, the corresponding price ratio fell from 181 to 115.
This meant a value for a of 1.03. Since this is less than c . theN C
hypothesis of neutral technical change cannot be rejected. From 1930 to 
1960, was 16.5, while in the 1960's, the relative price ratio did not 
change, although the land-labour ratio continued to rise. It can be 
concluded therefore that since 1930, change has been strongly biased in a 
labour-saving direction.
1 The critical value is determined as follows: (i) estimate the factor
demand elasticities for land and labour; (ii) assume equiproportionality 
of changes in the price of land and labour; (iii) calculate the implied 
elasticity of substitution (0.67 in this instance); and (iv) double 
this value to obtain the critical value. This doubling is subjective, 
designed to compensate for possible estimation errors, for errors 
arising from the use of land prices rather than land rents, and for 
bias in the method of computing the elasticity of substitution. For 
a more detailed account, see Binswanger (1978, Ch.3).
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TABLE 3.2
NECESSARY VALUES OF ELASTICITY OF SUBSTITUTION(a )1N
TO EXPLAIN INTER-PERIOD CHANGES IN LAND-LABOUR 
RATIOS (N/L) BY PRICE EFFECTS: UNITED STATES AND JAPAN
Time Period United^States
Japan
Land Price Basis Land Rent Basis
1880-1930
1890-1930
1.03
* 3 a* 0. 33
1890-1910 a* 0.33
1910-1930 1.09 0.34
1930-1960 16.5* a*
1960-1970 b* 0.40
Notes: 1 _ % Change in N/L Between 2 PeriodsN % Change in P /P N L
where geometric means are used as a basis for the two percentage 
changes.
(N/L)., - (N/L)._____ l+l__________ i_____
(P /P ) - (P /P )L N l L N l+l
W i + i
(N/L) (N/L)
where i = 1880, 1930, 1960, 1970; N= Land; L= Labour
P = Price of Land; P = Price of Labour N L
2 Land rent data unavailable, only land price data used.
3 * = Significant labour saving bias; hypothesis of neutral
technical change rejected when o greater than a 
(1.34). N C
a = price ratio and land-labour ratio rose, implying labour- 
saving technical change: (No common isoquant map can be
constructed through P and Q in Figure 3.X in this case), 
b = No price change: technical change labour-saving.
Source: Binswanger (1978, Ch.3, p.67).
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The results for Japan in the period 1890 to 1930 are dependent
on which series was used for the opportunity cost of land. The results
based on the land-price series were inconsistent with the Induced
Innovation Hypothesis, since technical change was indicated to be labour-
saving, despite an apparent rise in the price of land relative to the
price of labour. On the basis of land-rent, however, which is
theoretically a more appropriate measure of the opportunity cost,
technical change must have been either neutral or only slightly labour-
saving.’'" From 1945, the absence of land rent data meant only land-price
information could be used, and this suggested that in the period 1930 to
1960 slightly labour-saving technical change was experienced. During the
21970's, technical change in Japan again appeared to have been neutral.
The results presented above do not all conform to the Induced 
Innovation Hypothesis. This lack of conformity does not necessarily 
prove the invalidity of the hypothesis. One reason for the incon­
sistencies may be deficiencies in the model. The translog cost function 
model presented in Section 3.4 is a more sophisticated attempt to under­
take a similar type of investigation. By: (i) allowing for separation
of inputs into more than two factors; and (ii) using a relatively un­
restricted form of the production function this model relaxes some of the 
unrealistic assumptions of the earlier model.
3.4 The Measurement of Technical Change Biases
In this section, the translog cost function used to estimate the 
technical change biases is presented. Consideration is given in the first
1 A test of the sub-periods from 1880 to 1910 and 1910 to 1920, not 
presented here, showed that results were inconsistent with the Induced 
Innovation Hypothesis only up to 1910.
2 Relevant price information appear in Table 3.1.
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part of this section (Section 3.4.1) to the theoretical base of the 
translog function and to the concept of duality which enables a cost 
function, rather than a production function, to be estimated. The pro­
cedures used to obtain the set of estimating equations for the translog 
cost function are outlined in Section 3.4.2. The incorporation and 
interpretation of the technology index used to estimate the technical 
change biases is the subject of Section 3.4.3.
3.4.1 The Translog Function and Duality 
(i) The Translog Function
The translog function was developed by Christensen et al.
(1971; 1973) to overcome restrictions in previously developed functional
forms, particularly the Cobb-Douglas and Constant Elasticity of Substitution
(C.ErS.) production functions. The Cobb-Douglas function is highly
restrictive in that the elasticity of substitution is confined to unity.
The C.E.S. functional form, developed by Arrow et al. (1961), allows an
arbitrary constant elasticity of substitution between the two inputs.
However, as Uzawa (1962) and McFadden (1962; 1963) established, if the
number of factors is greater than two, it is not possible to obtain a
functional form which has an arbitrary set of constant elasticities of 
1 2substitution. The translog function was one of the functions developed
1 Each of the pairwise partial elasticities of substitution are con­
strained to equality.
2 A recent development has been the generalization of the C.E.S. function, 
referred to as the CRESH/CRETH (Constant Ratio of Elasticities of 
Substitution, Homothetic/Constant Ratio of Elasticities of Transformation, 
Homothetic) system, which does permit substitution elasticities to differ 
among different pairs of factors (see Dixon et al. (1977)). Other 
developments include the generalized Leontief production possibility 
frontier proposed by Diewert (1971; 1973) which also permits a variety
of substitution and transformation patterns. This function is a 
quadratic form in an arbitrary number of inputs which reduces to the 
Leontief (fixed input ratios) production function as a special case.
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to overcome this deficiency.
The two forms of the translog function are the transcendental
logarithmic production possibility frontier (or translog production
function) and the transcendental logarithmic price possibility frontier
(or translog cost function). Since the partial derivatives of the cost
function (which give expressions for the market shares of the factors)
2are linear in logarithms, the translog cost function is amenable to 
ordinary regression techniques for estimation.
The translog cost function, which is adopted for this thesis, 
may be written in logarithmic form as:
ln C = f (In y, In w. , In w,,..., In w , In t)1 2 n ' '
where C = total cost of production; 
y = total output (quantity);
w^ = price of input i, where i = 1, 2 ... n; and 
t = time, proxy for index of technology.
The cost function approach has a number of advantages over the 
production function approach, provided the necessary conditions are 
satisfied. These aspects are discussed in the following sub-section.
(ii) The Cost Function and Duality
It has been shown (see, for example Samuelson (1947)) that 
under certain regularity conditions and assuming cost minimizing behaviour, 
a (minimum total) cost function may be derived from a production function. 
Shephard (1953) extended this concept of duality by demonstrating that
1 Christensen et al. (1973) were also seeking functional forms which did 
not require homogeneity and additivity as part of the maintained 
hypothesis. They recognized that the set of functional forms with 
constant elasticity of substitution and transformation was identical 
to that requiring homogeneity and additivity. This is explored in 
their 1973 paper.
2 The procedures used to derive the system of estimating equations from 
this function are considered in Section 3.4.2.
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given a cost function satisfying certain regularity conditions, a pro­
duction function may be defined which in turn may be used to derive the 
original cost function. In an important article, Diewert (1971) proved 
this Shephard duality theorem on the basis of regularity conditions that 
are much weaker than those used by Shephard (1953; 1967) and McFadden 
(1962).
The advantage of this duality is that provided the cost function 
satisfies the necessary conditions, it may be interpreted as the total 
cost function of some underlying production function without having to 
explicitly express the form of the production function. In addition, the 
econometric estimation of the parameters of the cost function is equivalent 
to estimating the parameters describing the underlying production function. 
In deriving factor share demand functions from the cost function, the 
production technology of the firm is indirectly described.
In general, it is easier to estimate the cost function than the 
production function. Other specific advantages in the cost function 
approach are:
(i) If the cost function meets the necessary conditions, 
the differentiation of the cost function with 
respect to the price of the input gives the factor 
demand function for that input (Shephard's lemma).^
1 For a cost function C(y:p)(where y is output and p is a vector of 
strictly positive input prices), the conditions are that C(y:p) be 
defined and continuous for all non-negative y and p, that it be mono- 
tonically increasing in y and p, that it be linear homogeneous in 
factor prices, p, and that the function be differentiable with respect 
to input prices (Denny and May, 1978, p.306). See also Shephard 
(1971) and Diewert (1971). Diewert uses Shephard's lemma to develop 
the generalized Leontief Production Function.
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(ii) To obtain the estimation equations, it is not 
necessary to impose the condition of 
homogeneity of degree one on the production 
process, since cost functions are automatically 
homogeneous of degree one, irrespective of the 
production function. A doubling of all prices 
will double the costs, but leave factor ratios 
unaffected.
(iii) Since prices are the independent variables, in 
the estimation equation, rather than factor 
quantities, the situation faced by the individual 
firm or industry is more accurately represented. 
Factor levels become endogenous decision 
variables, based on externally determined prices,
(iv) in estimating the elasticities of substitution
and/or factor demand from the production function, 
the matrix of coefficients has to be inverted.
This inevitably leads to increased estimation 
errors (Binswanger, 1974a, p.377). In the 
case of the cost function, these elasticities 
are a simple function of the first and second 
order derivatives (see Section 3.7).
(v) Problems of multicollinearity usually found amongst 
inputs in production function estimation are 
reduced, because of the general lack of 
correlation between input prices.
(vi) For the translog cost function in particular,
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problems of neutral and non-neutral efficiency 
differences^ (or of neutral and non-neutral
2economies of scale) among observational units 
may be handled relatively simply and in a manner 
which prevents the estimated production para­
meters being biased.
The derivation of the system of equations used to estimate the 
translog cost function is presented in Section 3.4.2.
33.4.2 The Estimating Equations
The procedures required to specify the estimating model used in 
the analysis are as follows:
(i) The translog cost function is written:
ln C = f (In y, In w , In w ,..., In w , In t) (2)
1 "A non-neutral efficiency difference in the Hicksian sense is one where
the isoquant does not shift inwards homothetically. The factor ratio 
does not stay constant at a constant factor price ratio. If the 
capital-labour ratio increases, the efficiency gain is labour-saving. 
This implies that the labour share declines at a constant factor price 
ratio. Efficiency gain biases can therefore be defined as follows:
9a^ rfactor i-saving
B. = — —  . —  = 0 Hicks S factor i-neutrali 3t a. > / _l factor i-using
where factor prices are held constant and a_^ is the cost share of factor
i. This definition is more easily handled in the many-factors case than 
the usual definition in terms of marginal rates of substitution." 
(Binswanger, 1974a, p.377). See also Appendix 2.
2 Whether among years in a time series analysis or among firms or 
countries in a cross-section.
3 The model follows that originally applied by McKay et al. (1980) and 
is based predominantly on work by Binswanger (1974a,b).
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where C = Total cost of production.
y = Total output (quantity).
= Price of input i, where i = 1, 2...n.
t = Time, proxy for index of technology.^"
The cost function is assumed to be an exact representation of
2the true minimum cost function.
(ii) By a Taylor series expansion, the second order (quadratic)
3approximation of the translog function becomes:
n n n
In C(w;y,t)=b +b In o y y+ E b i=l
In w . +^ 5l Ei=l
E
j=l
b . .In w .In w . + i: i :
n
E b 
i=l it'
w .In t+b In t+b In t l t ty In y+^b (In y)yy '+ (3)
^btt(ln t)1 2 34
(iii) Homogeneity in prices, which is defined as:
g (y, Aw , . . . , Aw , t) = Ag (y, w ... . , w , t) l n  1' m
4implies the following restrictions on the parameters, 
n n n n
E
i=l
b .l 1; £ b . . i=l 13
0; E b..
j-1 1D
0; E 
i=l it
0 for all i.
(4)
(5)
1 The incorporation and interpretation of the technology index is 
considered in Section 3.4.3.
2 This assumption allows the additive disturbance terms specified for the 
derived input share equations (the estimating equations) to be interpre­
ted as deviations of the input shares from their minimum cost levels, 
considered due to random errors in cost-minimizing behaviour.
3 The neglect of the remainder term in this approximation has recently 
been investigated by Byron (1979). Reference is also made to this 
problem in the interpretation of results (Chapter 4).
4 As indicated, this does not impose homogeneity of degree one on the 
production function in inputs.
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Equality of cross-derivatives of the function implies the symmetry 
constraint:
b. . = b. . (6)13 Di
(iv) Given perfect competition in factor markets and cost 
minimizing behaviour of producers, the partial derivatives of the cost 
function give expressions for the market shares of the factors (Shephard's 
lemma)."*" The factor share demand functions may be written:
n
S. = 31n C/31n w. = b. + E In w . + b.. In t (7)1 1 1 j = 1 3 it
where = share of input i in total cost.
These share equations are linear in logarithms, making their
estimation by regression techniques possible. Price variables on the
right hand side will generally be exogenous variables at the firm or 
2industry level.
(v) It is assumed that the error terms in the input share
demand functions are contemporaneously correlated. This assumption, and
the fact that input shares must sum to unity, imply that the residual
co variance matrix is singular. To overcome this problem, the procedure
3followed by McKay et al. (1980) was adopted. This resulted in dropping
1 See Diewert (1973). The term "factor share demand functions" means 
the demand for shares of the factors rather than for the actual 
quantities of the factors.
2 If the translog production function were used, the right hand variables 
would be factor quantities, which are endogenous for the decision-making 
firm. The translog cost function would thus appear a better specification, 
except in the case of land where prices are unlikely to be exogenous at
the industry level. This is duscussed more fully in the interpretation 
of results, Chapter 4.
3 This approach was undertaken by Berndt and Christensen (1973) and Denny 
and May (1978).
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one of the equations (that for the materials and services input) and (in 
order to gain efficiency), employing Zellner's (1962) iterative estimator 
for seemingly unrelated equations.  ^ The parameters for the materials and 
services equation were recoverable from the homogeneity constraints.
(vi) The system of estimating equations. On the basis of the 
linear homogeneity restrictions of equations in (5) and the symmetry 
restriction (6), the following system of estimating equations may be 
specified by expressing the explanatory variables in terms of price ratios.
S =b +b ln(W /W )+b In(w /w )+b In(w /w )+b L L LL L M LN N M LV V M LC
ln< V V +bLtln t+ S1
(8)
S =b +b In(w /w )+b In(w /w )+b In(w /w )+b N N LN L M NN N M NV V M NC
ln<WC/wM )+bNtln t+ ®2
(9)
SV=bV+bLVln ‘W  +bNVln (VV +bW ln (VV +bVC
ln(w /w )+b In t+ e C M Vt 3
(10)
SC=bC+bLCln (W +bNCln(V V +bVCln < W  +bCC
ln<WC/WM )+bCtln t+ S4
(ID
1 The "seemingly unrelated equations" problem arises frequently where it 
is suspected that omitted variables are either common to equations or 
correlated with one another. The application of O.L.S. equation by 
equation, will result in estimates that are not fully efficient: the
source of the inefficiency being the failure to utilize information on 
the correlation between disturbances of different equations. Zellner 
(1962) was the first to analyse this efficiency loss, and under the 
heading of "seemingly unrelated equations" furnished an efficient 
estimator. This method, referred to as Generalized Least Squares 
(G.L.S.) or the "Aitken transformation", involves the transformation of 
the model and the application of O.L.S. (Department of Statistics,
A.N.U., (1980), personal communication). Given the restrictions imposed,
the Restricted Generalized Least Squares (R.G.L.S.) model was applied.
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where SJj = Share of labour.
SN = Share of land.
sv = Share of livestock inputs.
sc = Share of capital.
b .l = Constant terms.
b. . ID = Coefficients of price variables.
= Coefficients of technology variables.
wi = Price of input i.
ij = L,N,C,V.
3.4.3 The Measurement and Interpretation of Technical Change 
The nature of the technical change biases is determined by the 
coefficients of the In t variables (b^) . These coefficients may be 
interpreted either as the rate of bias over the time period (assuming that 
the rate has remained constant), or as the average rate of bias over the 
time period.
Interpretation of the sign of the coefficients is as follows:
b . > 0it technical change has been biased in being relatively 
input i-using.
b = 0it Hicks neutral technical change.
b . < 0it technical change has been biased in being relatively 
input i-saving.
These b^ parameters may be used to measure the average percentage 
change in input share due to biased technical change over the estimated
See also Appendix 2 for a discussion of technical change biases.
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time period. The formula used for this conversion is:
b. x 100
i = -it-------i t x S*l
where = Percentage change in share of input-i due to
biased technical change.
S? = Share of input i at commencement of the period, 
t = Time period considered.
The technical change biases (Eh) measure the percentage change
in input share due to biased technical change over the period assuming
2relative input prices remain constant. At constant relative input
prices, there will be no change in input shares due to substitution.
Thus incorporation of the technology index in this manner theoretically
enables technical change biases to be directly measured, and to separate
the changes in input shares due to biased technical change from changes
due to substitution. The coefficients of the price variables (b..) areil
used to derive elasticities of substitution.
The approximation of technical change by a smooth time trend is 
a common practice and is in conformity with Ferguson's conclusion that 
"when many discrete and almost random influences are aggregated, it is 
not unreasonable to suppose that aggregate technological change can be 
represented by a smooth time trend" (1969, p.216). Recent empirical 
studies which have introduced technical change into the translog cost 
function as discussed here include Binswanger (1974a,b; 1978, Ch.7), 
Nghiep (1979) and McKay et al. (1980).
1 The derivation of this formula is given in Chapter 5, Section 5.3.
2 Neutral technical change is excluded because input shares remain 
unaltered when technical change is neutral (by definition).
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Whilst incorporation of technical change in this manner enables 
substitution effects and biased technical change effects to be theoretically 
distinguished, this may not necessarily be achieved in practice. The 
representation of the technology index by a smooth time trend is clearly 
inadequate. It is a variant of the "residual" approach to the measurement 
of technical change (see Appendix 1) where part of the "residual" is 
attributed to technical change. This is evident in Ferguson's (1969) 
reference to "almost random influences" given above. Unfortunately a 
satisfactory technology index is not available, and the model adopted here 
is therefore deficient in this respect. However, it is consistent with 
similar studies of technical change indicated above.
3.5 The Measurement of Input Price Changes
The test of induced innovation requires the comparison of the 
measured technical change biases with movements in relative input prices. 
Given the assumed causal relationship between the changes in relative 
input prices and the resulting technical change biases, it would have been 
preferable to allow the results of the measurement of input price changes 
to determine the manner in which technical change biases were measured. 
However, the difficulties in measuring the technical change biases meant 
that the converse procedure was adopted.
Technical change biases were measured in terms of the average 
percentage change in the input share due to biased technical change over 
the 25 year period (or 21 year sub-period). The measure of input price 
change therefore considered appropriate was the average percentage change 
in input price over the same period. The logarithms of the input prices 
were regressed against time according to the equation:
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InP. = a + k . t + ei i
where = Price index of input i.
t = Time.
Expressed in this form, the coefficients (k_) measure the average 
annual rate of change in the input price over the period.
Relative price changes may be determined by simply ranking the 
k^ estimates, or by comparing the result for individual inputs against a 
standard (such as the average annual rate of change of the total input 
price index).
The above expression of the movement in price (or relative
price) of the input is clearly inadequate, given the variation in input
prices likely to occur over the 25 year period. Some indication of this var-
- 2iation was provided by including estimates of the R for individual equations 
and the standard errors of the coefficients. Further discussion is 
undertaken in the following chapter (Section 4.4) when the results are 
considered.
3.6 The Test of Induced Innovation
The test of induced innovation consists of the determination 
of the relationship between the changes in relative input prices (Section 
3.5) and the measured technical change biases (Section 3.4).
The Induced Innovation Hypothesis states that an increase 
(decrease) in the relative price of the input will result in the intro­
duction of new technologies designed to save (use) the input which has 
become more (less) expensive. The test of induced innovation therefore 
consists of comparing the movements in relative input prices (discussed in 
Section 3.5) with the corresponding technical change biases (considered
in Section 3.6).
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The test undertaken here consists of the comparison of the 
ranking of the input price changes (the k_^ parameters) with the ranking 
of the technical change biases (B_^) . Given a ranking of input price 
changes such that k^>kN>k >k^>ky, the order of technical change biases 
predicted by the Induced Innovation Hypothesis would be B <B <B <B <B .
Thus a large increase in the relative price of the input (e.g. labour) 
will be accompanied by the most negative (input-saving) technical change 
bias. The input with a low increase in price (corresponding to a 
relative price decline, such as livestock in the above example) will be 
expected to exhibit a positive (input-using) technical change bias.
It is apparent that the test undertaken is a rather "blunt 
instrument" with which to test the Induced Innovation Hypothesis. At 
best the test can indicate whether the measured biases are in conformity 
with the predictions of the hypothesis. Caution in interpretation is 
therefore required, as is clearly evident from the discussion of the 
results in the following chapter.
3.7 Elasticities of Factor Substitution and Factor Demand
3.7.1 The Elasticity of Factor Substitution
A major concern in the testing of the Induced Innovation Hypothesis 
is to distinguish between changes in factor usage caused by substitution, 
and those caused by non-neutral technical change. The model developed in 
this chapter has demonstrated how this may be accomplished, so that direct 
measurements of biased technical change are obtained. In addition, the 
model allows the elasticity of substitution between factors to be readily 
estimated. This enables some indication of the ease with which factors
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may be substituted for each other. The measured elasticities of
substitution may also be used to test the appropriateness of other
functional forms, notably the Cobb-Douglas and C.E.S. In the former
case, the elasticity of substitution is confined to unity, while in the
2latter, the partial elasticities of substitution are constrained to a
constant equal value over time. The translog function allows arbitrary
and variable values for the partial elasticities of substitution between
factors, thus providing a test of the appropriateness of these more
3restrictive functional forms.
The partial elasticity of substitution as defined by Allen (1938)
4(cited in Binswanger, 1974a, p.378) is:
n
kr
. X. f.
± (f'1 234) , X, X rkk r
where f Bordered Hessian matrix of the function Y=f(X^,X2, .,X )n
where Y = output, X^ = input levels, i = 1, 2...n.
f. = 3Y/9X.l l
1 The concept of the elasticity of substitution is relatively new, being
attributable to Hicks who called it "a measure of the ease with which 
the varying factors can be substituted for others" (1932, p.117). 
Robinson gave a more precise definition: "...the proportionate change
in the ratio of the amounts of the factors divided by the proportionate 
change in the ratio of their marginal physical productivities" (1933, 
p.330, n.2). The elasticity of substitution referred to here and 
throughout this thesis is the elasticity of factor substitution.
2 In the multiple factor situation, the elasticity of substitution between 
factors is termed the partial elasticity of substitution. In the two 
factor case, this partial elasticity of substitution is exactly the same 
as the elasticity of substitution (Ferguson, 1969, p.108).
3 A further advantage of the translog function is that standard errors 
can be obtained for the partial elasticity of substitution estimates, 
which is not possible by production function methods.
4 Other measures are the direct elasticity of substitution (D.E.S.) and 
the shadow elasticity of substitution (S.E.S.). For definitions see 
Mundlak (1968).
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f. . = 32Y/ox.ax.)ID 1 D
(f 'S . = rkt 1^ element of the inverted bordered Hessian matrix (f S  .rk
Given the availability of estimates of the coefficients of the
production function, the bordered Hessian matrix can be computed, inverted
and the elasticities of substitution found for specific input levelsS
Estimates of the elasticities of substitution are, however,
directly obtainable from the parameters of the cost function. The
following relationship was established for homogeneous production functions
by Uzawa (1962) and more generally by Binswanger (1974a). 
n
. . P. X. ~ 2i=l l i  3 C*
X, X k r 3P 3P, r k
= Input levels (i = 1, 2...n).
= Factor prices (i = i, 2...n).
= Minimum cost function (dual of the corresponding 
production function).
= g (y , p....p ).I n
In the case of the translog cost function, Binswanger (1974a) 
has shown that the elasticities of substitution are linear transformations 
of the estimated price coefficients (the b _  of the input share equations 
in this thesis). The variable elasticities of substitution may therefore 
be estimated directly according to the formula:
where X
C*
The inversion of a matrix of estimates, "has, however, the tendency to 
blow up estimation errors to an unknown extent and because inversion
is a non-linear transformation, econometric estimates of the cannot
be found, even if such properties of the production function parameters 
are known" (Binswanger, 1974a, p.379).
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a
ij
ii
S . S . i :
b. . + 1 ID
%  (b.. + S1 2
s2 11 1
1
for all i , j , i ^ j 
S .) for all ii
As McKay et al. (1980) have pointed out, these estimates are all 
implicitly long-run elasticities, since there are no adjustment constraints 
within this model. The implicit assumption is that producers adjust 
instantaneously to the optimum level and composition of inputs. Although 
this assumption is simplistic, other alternatives pose special problems.^" 
Estimates of the partial elasticities of substitution between 
pairs of factors and their interpretation are presented in the following 
chapter.
3.7.2 The Elasticity of Factor Demand
As in the case of the elasticity of substitution, the elasticity 
of factor demand (n) for the translog function is a linear transformation 
of the coefficients of the price variables (the b^ ) . The elasticity of 
demand is directly related to the elasticity of substitution and may be 
obtained directly from the estimated cost function by the following 
equations:
n . . = S . a ii-- - „ + S . - 1  for all in  l ii S. l
1 Nghiep (1979), for instance, has recently endeavoured to overcome this 
defiency and obtain short-run measures by hypothesising that the long- 
run equilibrium level of input is related to the observed level according 
to a Nerlovian distributed lag scheme. However, this solution 
encounters econometric problems in that estimation of the elasticities
of substitution is more difficult, and standard errors of these 
elasticities cannot be calculated directly.
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The cross-price partial elasticities of input demand may be
expressed:
S .0
b. .
'ij ~j~ij “ s. + Sj f°r a11 i' ^ 3-
Measurements of these elasticities of demand and their interpre­
tation are presented in the following chapter.
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CHAPTER 4 
RESULTS
4.1 Introduction
The results obtained from the model discussed in Chapter 3 are 
presented as follows. In Section 4.2, the estimated parameters of the 
input-share equations and their related statistical and econometric tests 
are given. This serves as an introduction to the more detailed analysis 
undertaken in the remaining sections of the chapter. The coefficient 
of the technology index is considered in Section 4.3 and estimates are 
made of the technical change bias for each of the five inputs. According 
to the Induced Innovation Hypothesis, these biases may be interpreted in 
relation to changes in the relative prices of inputs. Thus in Section 
4.4 the results of time trend analysis of each of the input prices are 
presented and discussed. The results of the technical change biases and 
relative price changes are then brought together (Section 4.5) and inter­
preted in the light of the Induced Innovation Hypothesis. Results are 
shown to be generally consistent with the Induced Innovation Hypothesis, 
but the few inconsistencies cast doubt on the general applicability of the 
Induced Innovation Hypothesis. In Sections 4.6 and 4.7 estimates of the 
elasticity of substitution and elasticity of input demand, which may be 
derived directly from the parameters of the estimated model, are presented. 
In the final section (Section 4.8), some general observations are made 
about the overall results obtained and the following chapter introduced.
4.2 Input-Share Equation Results
The translog cost function model was estimated for two time
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periods: the full period for which data were available (1952/53-1976/77),
and the sub-period from 1952/53-1972/73. This sub-period was chosen 
because of the substantial rises in various input prices and consequent 
changes in relative prices in the post-1972/73 period which were considered 
to have had an important influence on the estimated parameters.
The four input-share equations (labour, land, livestock and 
capital) estimated from the Restricted Generalized Least Squares (RGLS) 
model, together with the mat/serv (materials and services) equation derived 
from the homogeneity constraints are presented in Table 4.1 and Table 4.2.
The former table relates to the sub-period to 1972/73. The changes in 
input prices over the period are presented in Table 4.3, with the substantial 
changes in input prices since 1972/73 readily apparent.
Each row of Tables 4.1 and 4.2 consists of the results for each
of the five input share equations - labour, land, livestock, capital and
mat/serv. Columns 2 to 6 contain the coefficients of the price parameters
for each of the inputs (ln W./W ). These coefficients have little economicj M
significance per se, but are used to derive estimates of the elasticities 
of substitution (Section 4.5) and elasticities of input demand (Section 
4.6). It is apparent that the matrix of coefficients is symmetric 
(b^=b^) , which is the restriction imposed in estimating the Restricted 
Generalized Least Squares model. The coefficients of the technology index 
(In t) are given in column 7, and enable the estimation of the change in 
input shares due to technical change (Section 4.3). A positive sign for 
these coefficients indicates an input-using bias, while a negative sign 
indicates an input-saving bias. A coefficient not significantly different
from zero indicates Hicks-neutral technical change for that input.
2The R values in column 8 are those of Ordinary Least Square (OLS)
1 These Tornqvist indices were developed by Lawrence and McKay of the
Bureau of Agricultural Economics, Canberra. See Lawrence and McKay (1980) 
and Section 3.3 of Appendix 3.
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regression of individual input share equations, since R values in systems
2of equations are inappropriate. The R values indicate a satisfactory 
goodness of fit for labour and land, but a lower value for capital.
2Variability in livestock prices is a likely cause of the relatively low R
value for the livestock share. The Durbin-Watson (D.W.) test for serial
correlation (which determines whether error terms are inter-dependent over
time), also conducted on individual OLS regression equations, generally
gave inconclusive results, except for the land share equation, which
showed positive serial correlation at the one per cent level.^ In the
sub-period results, the D.W. statistic for all equations, except capital,
was improved. For the sub-period results in general, a lowering of
2goodness-of-fit (R ) was evident, but was accompanied by an improvement 
in the test for serial correlation (D.W.).
All coefficients for the full period were significant at either 
the one per cent or five per cent level, except for b (ten per cent)LiU
2b and b^T (not significant). For the sub-period, the significance of 
approximately half the coefficients was reduced, with b and b becoming 
non-significant. However, the inconclusive result for the serial 
correlation test suggests that the estimated t-values used in the test of 
significance may be over-stated.
1 The presence of serial correlation means that the estimated parameters 
will no longer be efficient (minimum variance) but they are still 
statistically unbiased. The t-ratios (and therefore the level of 
significance) of the land-share equation are consequently over-stated. 
Therefore the results for the land equation for the period to 1976/77 
are less reliable, and the results for the period to 1972/73 preferred. 
In general, the sub-period results are statistically preferable because 
of the lower evidence of serial correlation.
Although the b . . have little economic meaning per se, a value of b 
implies that tftä corresponding partial elasticity of substitution ij'
(aij 1 from the formula ij' . . ID S.S . i D
(See Chapter 3 and also Section 4.6.)
+ 1.
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There are a number of conditions which the estimated cost
function should satisfy. The symmetry constraint, that the cross
derivatives of the function be equal (which holds for all translog
functions), is satisfied by the imposition of the restriction b..=b...ID D1
Linear homogeneity in prices - that is, doubling of factor prices doubles
which was imposed in the estimated equations. Monotonicity requires 
that the function be non-decreasing in input prices, that is:
As all the estimated shares (Tables 4.4 and 4.5) are positive, this 
condition was also met over the observed range of input prices. Finally, 
the function should be concave in input prices, implying that the matrix
Binswanger (1974b) has indicated that this condition can be translated 
into the condition that the matrix of partial elasticities of substitution 
be negative semi-definite. Although this condition did not hold, the own 
price elasticities of input demand were negative, hence all input demand 
equations were downward sloping.
indicates substantive differences between the estimated coefficients. The 
analysis of these differences is undertaken in Sections 4.3, 4.5 and 4.6. 
Differences are considered due to the sharp increases in labour, capital 
and mat/serv prices since 1972/73. Land prices also increased markedly, 
but with a slight downturn in 1975/76. Livestock prices run counter to 
this upward trend, however the volatility of livestock prices (measured
9 ln C > 
3 ln W.i
0
be negative semi-definite within the range of input prices.
Comparison between the full period and sub-period equations
by the fluctuations between years) has increased since 1972/73. In the
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interpretation of results, it is considered that the sub-period results
more strongly reflect the trend for the period commencing 1952/53, while
the full period results capture something of the effect of post-1972/73
changes. However, the four year period (1972/73-1976/77) is too short
to fully capture the effect of these changes, or to undertake a separate
analysis for this period. More recent data, when available, will help
determine whether these changes are part of a new long term trend. In
2general, it can be seen that: (i) the goodness of fit (R ) for the labour,
capital and land share equations is increased in the sub-period model, 
while that of the livestock equation is reduced; (ii) serial correlation 
is less evident in the livestock, labour and land equations of the sub­
period model, but not in the case of capital; and (iii) less confidence 
can be placed on the parameters b^, b^, b^, b ^  and b ^  because of 
their lower level of significance.
4.3 Technical Change Biases
The coefficients of the technology variable provide a measure of 
the bias in technical change for the individual inputs. As indicated, 
positive values for b_^ T indicate that technical change has been input-i 
using, while negative values indicate an input-saving bias. If the value 
of b^T does not differ significantly from zero, it implies that at constant 
relative factor prices, the share of factor i would remain constant (Hicks 
neutral).^ Interpretation of the results for the period to 1976/77 
suggests that technical change has been land and labour-saving and livestock­
using. Since the capital coefficient is not significantly different from 
zero, technical change appears to have been neutral with respect to capital.
1 Further information on technical change biases is found in Appendix 2.
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A slightly input-saving bias is indicated for the mat/serv input, but
with no test of significance available, this result is uncertain. In
the sub-period results, all b_^ T coefficients, except that for the mat/serv
coefficient, retain the same sign. The change in sign of b (fromMT
0.0095 to -0.0038) suggests that the mat/serv coefficient may not differ 
significantly from zero, and that Hicks neutrality is indicated.
The b parameters measure the change in the share of the input, 
at constant relative factor prices, as a result of a change in the 
technology index (In t).^ That is:
as.
b = — — —  iT a In t (1 )
Share changes resulting from technical change OS^) may thus be determined 
by:
3S. = b. a In tl iT (2)
If the measure of technical change bias (B) is defined in terms 
of the percentage change in the input share due to technical change over 
the period, then the value of B for each input may be determined by:
B.l
From (2), this
100 
S. *l
becomes:
(3)
b._ a In t _ _ _ b . x  100 iT________ 100 _ iT______
i at x s.*~ t.s.* (4)
where S^* is the share of input i at the commencement of the period.
1 Since the b are constant in the linear regression analysis they may 
be interpreted either as the average rate of bias in technical change, 
or the rate of bias for the period, assuming that the rate has remained 
constant.
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Because of the fluctuations in input-shares between years, the input- 
share at the commencement of the period (S *) was taken as the average of 
the three years 1952/53 to 1954/55, rather than the share for 1952/53.^
The resulting measures of technical change bias for each of the 
five inputs are presented in Table 4.6, together with the b^ parameters 
and S_^ *. The signs of the biases are, as would be expected, identical 
to the signs of the corresponding b.^ parameters. However, the relative 
magnitude of the biases is different, because of the effect of the 
different initial levels of the input-shares (S^ *) .
In the full-period results, technical change has been, on 
average, land-saving at 0.67 per cent per annum and labour-saving at 0.28 
per cent per annum. Input-using technical change has occurred for the 
livestock input, at 0.81 per cent per annum. A capital-using bias of 
0.10 per cent per annum is indicated, although, as previously stated, the 
^CT Parameter on which this estimate is based is not significantly 
different from zero. The statistical significance of the mat/serv 
parameter is unknown, but an apparent input-using bias of 0.15 per cent 
per annum is suggested.
In the sub-period analysis all inputs retain the same sign,
except for the mat/serv input which has become input-saving at an apparent
2rate of 0.07 per cent per annum. The land-saving bias (0.61 per cent 
per annum) is less pronounced, as is the livestock-using bias (0.73 per 
cent per annum). The apparent capital-using bias has increased, though 
the b^T parameter remains non-significant. Comparison of the results for
1 Actual and estimated input shares are given in Tables 4.4 and 4.5.
2 This result would tend to support the view that the b parameter in 
both periods is not significantly different from zero, since it is 
considered unlikely that such a substantial change would have occurred 
in the four years following 1972/73.
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TABLE 4.6
TECHNICAL CHANGE BIASES
1. b. Parameters lT
Input i 1952/53 - 1972/73 1952/53 - 1976/77
Labour -0.0089*1 -0.0194***
Land -0.0207*** -0.0271***
Livestock 0.0256*** 0.0336***
Capital 0.0078 n.s. 0.0034 n.s.
Mat/Serv -0.0038 0.0095
St : Input Shares at <Commencement of Period (%)2
Labour 28.1 28.1
Land 16.2 16.2
Livestock 16.6 16.6
Capital 13.5 13.5
Mat/Serv 25.6 25.6
B^ : Technical Change Biases (%)^
Labour -0.151 -0.276
Land -0.608 -0.669
Livestock 0.734 0.810
Capital 0.275 0.101
Mat/Serv -0.071 0.148
Notes: 1 Level of significance: n.s. not significant; *=10%; ***=1%.
2 Average of 3 year period 1952/53 to 1954/55.
3 Interpreted as the average percentage change in input share 
due to technical change over the 21 and 25 years respectively, 
or the rate of change in input share due to technical change 
over the period, assuming a constant rate.
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labour for both periods shows that in the period to 1972/73, the labour-
saving bias was 0.15 per cent per annum, but the level of significance
of the b was only 10 per cent. For the period to 1976/77, the labour- LT
saving bias increased to 0.28 per cent per annum, with the level of
significance of b now one per cent, suggesting an increased labour- LT
saving bias.
How may these biases be interpreted? Changes in input-shares 
may be viewed as the effect of two different processes. Changes in the 
exogenous input prices cause a substitution of inputs, resulting in 
alteration of input-shares. At constant input prices, technical change 
may also affect input-shares over time, and the biases measured reflect 
the nature of the technical change process. Thus it appears from these 
results, that in their cost-minimizing behaviour, decision-makers have 
not only substituted between various inputs, but also introduced 
technologies that have been biased towards the saving of land and labour, 
the using of livestock, and neutral in regard to capital (and possibily 
materials and services).
Assuming that these biases are a true reflection of the technical 
change process in the High Rainfall Zone of the Australian sheep industry, 
what has been the cause of these biases? The Induced Innovation Hypothesis 
states that changing relative input prices have been the mechanism by 
which these biases occur.'*' In the following section, these input price 
changes are explored.
1 As pointed out in Chapter 2, it is assumed that new technologies adopted 
by the farmer are already available (that is, innovations are intro­
duced) . The Induced Innovation Hypothesis does not explain the process 
of invention giving rise to these new technologies, although this micro­
level problem is being examined (see Chapter 2).
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4.4 Trends in Input Prices
To obtain estimates of the trends in input prices, the logarithms 
of the input prices given in Table 4.3 were regressed against time. The 
fitted regression line was:
ln P . = a + k. t + e (5)l l
where P_^ = price index of input i; and 
t = time.
Expressed in this form, the coefficients (k^ ) measure the annual rate of 
change in the input prices over the period. Results of this regression 
analysis appear in Table 4.7 and Table 4.8.
TABLE 4.7
PRICE TRENDS: SEMI-LOG EQUATIONS 
1952/53 - 1972/73
Input Time Coefficient^'^  
k .l
Constant
CN 1 VC
Livestock 0.0137 
(3.61)***
4.5997 0.37
Materials and 
Services
0.0167 
(15.18)***
4.4728 0.92
Labour 0.0308 
(28.00)***
4.3440 0.97
Total Inputs 0.0337 
(30.64)***
4.3597 0.98
Capital 0.0432 
(33.23)***
4.2416 0.98
Land 0.0717 
(20.49) ***
4.1135 0.95
Notes: 1 t-statistics in parentheses: *** = 1%.
2 These coefficients represent annual trends.
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TABLE 4.8
PRICE TRENDS: SEMI-LOG EQUATIONS 
1952/53 - 1976/77
Input 1 , 2Time Coefficient 
(k.)l
Constant -2R
Livestock 0.0192 
(4.17)***
4.5572 0.41
Materials and 
Services
0.0310
(7.75)***
4.3551 0. 71
Total Inputs 0.0464
(13.65)***
4.2559 0.89
Labour 0.04919
(9.84)***
4.1928 0.80
Capital 0.0596
(13.24)***
4.1066 0.88
Land 0.0778 
(24.31)***
4.0634 0.96
Notes: 1 t-statistics in parentheses: *** = 1%.
2 These coefficients represent annual trends.
Price increases over the full period ranged from 1.9 per cent
(for livestock) to 7.8 per cent (for land). In the sub-period to 1972/73,
price increases were somewhat lower, ranging from 1.4 per cent (for
livestock) to 7.2 per cent (for land). The higher price increases to
1976/77 reflect the rise in input prices in the post-1972/73 period.
-2The R values provide a measure of the fluctuation in prices
-2over the period with the low R value for livestock indicating a high
-2degree of fluctuation. In the period to 1972/73, the high R for the
other four inputs suggests a relatively stable trend. However, in the
- 2period to 1976/77, all R except that of livestock declined, indicating 
increased variability and/or the emergence of a new (higher) trend to
that prevailing in the period to 1972/73.
79
Relative price changes may be determined by reference to the 
total price index. On this basis, in the period to 1972/73, livestock 
prices had the greatest relative decline, on average, followed by mat/serv 
prices. Labour prices also declined slightly. Land prices had the 
greatest relative increase, followed by capital prices. In the post- 
1972/73 period, rapid price changes affected relativities, particularly 
for labour, which over the full period to 1976/77 experienced a relative 
increase.
4.5 The Test of Induced Innovation
4.5.1 The Test
Given the nature of the relative price changes for the full 
period to 1976/77, the Induced Innovation Hypothesis predicts that the 
measured technical change biases would be saving in land, capital and 
labour, and using in livestock and mat/serv. In addition, given that 
kN>kc>kL>kM>k^, the order of technical change biases would be B <B <B <£^ <13^ , 
(ranking test). The general correspondence between the actual and 
predicted biases for the full period may be seen in Table 4.9.
The input with the highest increase in price (that is, land) is 
accompanied by the most negative (that is, most input-saving) technical 
change bias. The livestock input, which experienced the greatest 
relative price decline, is accompanied by the most positive (that is, most 
input-using) technical change bias. All inputs, except for capital, are 
consistent with the expectations of the Induced Innovation Hypothesis for 
the period 1952/53 to 1976/77. Despite the high price increase for 
capital, Hicks neutral technical change is apparent, since b is not 
significantly different from zero.
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TABLE 4.9
TEST OF INDUCED INNOVATION
Input
(i)
Input Price Change 
(k. x 100)l
(% per annum)
Technical Change 
Biases (B.)l
(% per annum)
1952/53 - 1972/73
Livestock 1.37 0. 73
Materials and Services 1.67 -0.07
Labour 3.08 -0.15
Total Inputs 3.37
Capital 4.32 0.28
Land 7.17 -0.61
1952/53 - 1976/77
Livestock 1.92 0.81
Materials and Services 3.10 0.15
Total Inputs 4.64
Labour 4.92 -0. 28
Capital 5.92 0.10
Land 7.78 -0.67
Similar results are obtained for the sub-period analysis. All 
of the inputs, except capital, correspond to the desired pattern that the 
higher the price change, the more negative (input-saving) the bias. 
However, a different result is obtained when relative price changes (that 
is, relative to total input prices) are considered. Thus labour 
experienced a relative price decline in the period to 1972/73, but a 
labour-saving bias is indicated. The same discrepancy is apparent for
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the mat/serv input.
In general, the measured technical change biases are consistent 
with the predictions of the Induced Innovation Hypothesis, with the clear 
exception of the capital input. Before considering the significance of 
these results in terms of the Induced Innovation Hypothesis (Section 4.5.2), 
it is important to draw attention to the limitations of the study in order 
to determine what degree of confidence can be placed in the results.
4.5.2 Limitations
Problems inherent in this analysis can be considered in three 
categories: conceptual, methodological and estimational problems. It
is not possible to discuss all the limitations in depth, but in outlining 
the major deficiencies it is made apparent that this test of induced 
innovation is a rather "blunt instrument" for the purpose.
(i) Conceptual
Fundamental questions such as the existence of the 
aggregative production function and the ability to distinguish between 
substitution and technical change are not discussed here [see Nadiri 
(1970), Kennedy and Thirwall (1972)] but are obviously of importance in 
determining the validity of production (or cost) function studies of this 
kind.
1 In the situation where there are more than two inputs, the term
"relative change" needs to be defined precisely since this term may 
only refer to the comparison between two (input) categories. Price 
changes are compared here to the change in total input price (to 
determine relative price increases and decreases). Other comparisons, 
such as the movement in labour price relative to capital may be more 
meaningful, but require numerous pair-wise comparisons. For 
simplicity, reference is made only to the results of the ranking test 
given above. In this test, only the capital input was shown to be 
inconsistent with the predictions of the Induced Innovation Hypothesis.
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A major conceptual difficulty is the inability to establish a 
cause and effect relationship between the changes in relative input 
prices and the consequent technical change biases. It can be expected 
that technical change itself will affect relative input prices, so that 
there is a dynamic interaction which this model cannot include. In 
addition, the test undertaken is on a step by step basis, rather than 
establishing a simultaneous relationship between movements in relative 
input prices and technical change biases.
A further difficulty is that adopting the measure of technology 
as a smooth time trend is clearly inadequate. Its method of incorporation 
means that the model attempts to attribute part of the residual term of 
individual equations to technical change. Consequently, this study of 
technical change faces similar problems to other studies endeavouring to 
explain the residual in terms of technical change (see Appendix 1).
(ii) Methodological
An important deficiency of the methodology lies in the
translog cost function model adopted. This function is able to be
estimated by linear regression techniques by a second order approximation
of a Taylor series expansion. However, in the absence of knowledge of
the population characteristics, this linear approximation must exclude
an unobservable remainder term. As Byron (1979, pp.1-2) stated:
"If the remainder term is unobserved and excluded 
then the problem is simply one of specification 
error in the context of linear regression analysis 
and the estimates of the derivatives will be both 
inconsistent and biased. Likewise, any induced 
estimates of the parameters of the underlying non­
linear function will be inconsistent and may be 
expected to be biased. Obviously, if the remainder 
were known this would not be the case."
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Byron has proposed a solution to this problem by enabling the 
remainder term to be estimated. It is beyond the scope of this study to 
investigate this very recent development, but future studies should take 
into account the limitations of the translog cost function expressed here.
A further limitation of the model is the assumption that decision­
makers respond instantaneously to changes in input prices. The incorporation 
of a lagged response is likely to affect both the measured substitution 
and technical change parameters, although it may not necessarily affect 
the overall results of this analysis. In addition, it requires its own 
set of assumptions and makes estimational procedures considerably more 
difficult.
One of the requirements of the induced innovation test is that 
input prices be exogenous. This would appear to apply for the majority 
of inputs, such as labour, where demand from the sheep industry of the 
High Rainfall Zone is unlikely to influence the price of labour. In the 
case of land, and possibly livestock, the situation is different. At 
the industry level, the demand for agricultural land by decision-makers 
is likely to influence the price of land. In this situation, decision­
makers cannot be viewed as responding to exogenous input prices.
A further deficiency in this model is that technical change 
biases are estimated on an average'*' basis over the whole 21 or 25 year 
period. Data availability was inadequate to enable shorter time periods 
to be estimated and compared. This meant that the test conducted simply
relates these average biases to a measure of the average movement in
2relative input prices over the period. This is clearly inadequate to
1 Or assumed to be constant over the period.
2 This is of particular significance for inputs such as livestock where 
prices exhibit considerable fluctuation.
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capture the dynamic situation faced by the decision-maker in his choice 
of technique.
(iii)Estimational
The aggregation of heterogeneous units of capital, labour
and other inputs presents a perennial problem in studies of this kind.
Changes in quality of inputs (such as different types of labour) are not
incorporated, and other considerations such as vintage (different ages of
capital), embodied technology (new technology incorporated within inputs)
and utilization rates of these inputs are excluded. If data sources had
allowed, it would have been preferable to disaggregate some inputs,
particularly capital (perhaps identifying only machinery) so that a more
appropriate analysis could be undertaken.
An important aspect of this is the valuation of service flows
from durable inputs. The data used in this study are based on the
assumption that the quantities of service flows of durable inputs in any
particular year are a constant proportion of the quantity of durable
stock in that year.'*' Although it is acknowledged that the above
assumption may be unrealistic, resulting in inaccurate measurement of
2technical change bias (particularly for capital and land), this assumption 
is commonly adopted and does allow some comparability with similar studies.
Other problems inherent in the data are the selection of the 
time period (which in this instance is based solely on data availability) 
and the failure to adjust for cyclical elements in the time series. Both 
problems should be taken into consideration in future investigations.
1 See Lawrence and McKay (1980).
2 For land, a conceptually more desirable measure would be the rental 
value of land.
3 See, for example, B.inswanger (1974b; 1978) , Nghiep (1979) .
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Finally, a problem encountered in this study was the presence of 
serial correlation in the land share equation in the period to 1976/77. 
Whilst this problem was less evident in the analysis of the sub-period to 
1972/73, the majority of inputs gave inconclusive results for the 
Durbin-Watson test, suggesting that the statistical significance of the 
estimated parameters may be over-stated.
From the above discussion it is clear that the results presented 
here should be interpreted with caution. Technical change studies are 
fraught with difficulties, and to a greater or lesser degree, the 
problems encountered by previous studies of technical change in Australian 
agriculture (see Appendix 1) have been encountered here. One of the 
advantages of the model adopted, however, has been the ability to provide 
some estimate of technical change bias in the multiple-input situation, 
separating the effect of input substitution. In addition, by examining 
one zone (High Rainfall Zone) of one industry (the Australian sheep 
industry) aggregation problems inherent in the "agricultural sector" 
approach have been reduced, and it is more likely that the assumption of 
exogenous input prices may be realized at this level. Thus although the 
"state of the art" is still relatively crude, it is felt that the results 
of this study do help deepen the understanding of the technical change 
process.
4.5.3 The Validity of the Induced Innovation Theory
Assuming that the estimated results do reflect the actual 
technical change process, and are not due to methodological deficiencies, 
what are their implications for the Induced Innovation Hypothesis?
The association of increasing (decreasing) relative factor
prices with factor-saving (factor-using) biases for land, labour, livestock
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and materials and services, at least in the full period analysis, is
consistent with the Induced Innovation Hypothesis. Although a cause
and effect relationship cannot be established from this model, the results
at least support the Induced Innovation Hypothesis.
The major difficulty lies in the interpretation of the result
for capital. The finding that despite increasing capital prices,
technical change is neutral for this input, is similar to the result
obtained by Binswanger for the machinery input in his analysis of U.S.
agriculture (1974b). Despite a relative rise in machinery prices,
technical change was machinery-using, rather than machinery-saving.
Binswanger interpreted this result by concluding that innovation
possibilities were not neutral.
"Innovation possibilities must have been machinery­
using regardless of the role of factor prices in 
determining biases. Any price induced bias would 
have been machinery-saving, not machinery-using. If 
price induced biases are important, then the machinery­
using bias would have been even larger in the absence 
of the rise in machinery prices" (1974b, p.975).
A similar interpretation may be given to the capital results
presented here."'’ Despite an increase in the relative price of capital,
there is no indication of a capital-saving bias. Other factors must be
involved in the adoption of capital-intensive technologies. The use of
the term "non-neutral innovation possibilities" in effect means that the
Induced Innovation Hypothesis is insufficient to explain the direction of
technical change biases.
What then is the likely cause of non-neutral innovation 
possibilities? One possible explanation, in the case of capital, is that
1 It would have been preferable if capital could have been disaggregated 
and the machinery component identified.
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potential innovations for the agriculture sector do not come about as a 
result of conditions pertaining to Australian agriculture. Capital-using 
technologies developed abroad in response to a set of factor prices in which 
capital is relatively cheaper may have been successfully transferred to 
Australia. Alternatively, technologies made available to the agricultural 
sector in Australia may have been developed in response to the conditions 
pertaining to the more dominant sectors of the Australian economy, such as the 
industrial sector. The investigation of such possibilities would appear a 
fruitful area for further research.
The result for capital poses a wide range of questions. For instance, 
does the capital-using bias reflect an ex^  post response to reduced quantities 
of labour in an imperfect rural labour market? Apart from their labour- 
saving potential, to what extent is the decision-maker's adoption of capital- 
intensive technologies influenced by factors such as access to taxation 
concessions, their prestige value and ready availability?
Thus while the results show a good deal of conformity with the 
Induced Innovation Hypothesis, at least one result (capital) is sufficiently 
contrary to cast doubt on the adequacy of the Induced Innovation Hypothesis 
to explain technical change biases. This suggests three avenues of future 
research (i) the confirmation (or otherwise) of the inconsistent result for 
capital using improved data (ii) the investigation of the reasons for the 
apparent non-neutral innovation possibilities for the capital input (iii) the 
undertaking of micro-level studies exploring in more detail the factors 
affecting the introduction of new technologies.
4.6 The Elasticity of Factor Substitution (a..)-*- ------------------------------------- 1D
Since the changes in input shares are partly a reflection of technical
change, and partly a result of input substitution, the investigation of the
elasticity of substitution (G ) can help understand the process of changing
input shares. In addition, the consistency of G.. estimates with the results
il
of other studies helps to establish the validity, or otherwise, of these
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estimates. Finally, the G^j estimates may be used to determine the suitability 
of more restrictive functional forms, such as Cobb-Douglas and C.E.S.
Estimates of o . . for both full and sub-period models are 
presented in Tables 4.10 and 4.11. In the former table, estimates of 
a  at six yearly intervals and at mean prices are provided. In the
ij
latter table, the statistical significance of c k _. estimates at mean 
prices are given (where available), as well as the range in estimates 
over the period considered. The ability to undertake a test of 
significance of these estimates is a major advantage of the translog 
cost function model. Estimates are presented for paired combinations 
of the five inputs, since öij=aji (because of the symmetry of second 
order derivatives of the cost function). A positive value for ck ^ 
indicates that the inputs i and j are substitutes, while a negative 
value indicates these inputs are complementary. A zero value implies 
inputs are combined in fixed proportions.
It is clear from Table 4.9 that the sign and significance of
the estimated a . . is sensitive to the time period chosen. The value for 
il
a is negative and significant (at 5 per cent) for the period to 1972/73, LN
but positive and non-significant in the period to 1976/77. Only the 
estimate for a is significant (at the one per cent level) over both 
time periods, and with a minimum estimate of 1.6, indicates that land
and capital are strongly substitutable.
The t-statistics presented here may be overstated since Binswanger's 
(1974a) formula used (see footnote Table 4.11) to estimate standard 
errors does not allow for errors in the and S .. Hence the 
standard error estimates on which these t-statisiics are based may 
best be regarded as minimal estimates. A further consideration in
interpreting these tests of significance is that a value of 
implies ck _. = ! from formula ij
ij S.S . i 1
+ 1.
Thus whilst the value of a is not significantly different from zero, 
the non-significance of b (for the sub-period results) implies that
a may not be significantly different from one either.ID
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TABLE 4.11
ELASTICITIES OF SUBSTITUTION 
AT MEAN PRICES AND RANGE OF ESTIMATES
Inputs’*' At Mean Prices Range
1952/53 - 1972/73
LN -0.7082 -0.361 - -0.908
(2.54)**
LV -0.353 -0.146 - -0.717
(1.01) n .s.
LC 0.006
(0.01) n .s.
-0.320 - 0.166
LM 3.106 2.657 - 3.478
NV 0.379
(1.24) n.s.
0.169 - 0.464
NC 1.781 
(4.93)***
1.611 - 2.017
NM 0.077 -0.120 - 0.256
VC 0.071
(0.18) n .s.
-0.308 - 0.091
VM 2.201 2.069 - 2.587
CM 3.043 1.611 - 2.017
1952/53 - 1976/77
LN 0.262
(1.32) n.s.
0.041 - 0.459
LV -0.417 -0.061 - -1.132
(-1.85)*
LC -0.846 -0.432 - -1.474
(-0.89) n.s.
LM 2.015 1.804 - 2.202
NV -0.665 -0.429 - -1.313
(-2.78)**
NC 1.933 
(6.93)***
1.713 - 2.380
NM -0.323 -0.080 - -0.853
VC 0.433
(0.262) n.s.
0.110 - 0. 538
VM 2.020 1.778 - 2.376
CM 2.746 2.675 - 2.942
Notes: 1 The letters L,N,V,C and M refer respectively to
labour, land, livestock, capital and materials 
and services.
2 t-statistic in parentheses. Obtained from standard 
error (s.e.) where s.e. (a. . ) =s. e. (b^  j ) /S^S . 
(Binswanger, 1974a). Level ^of significance: n.s.= 
not significant; *=10%; **=5%; ***=1%.
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As previously suggested, the estimates for the period to 1972/73 
are considered more representative of the long-term trend, because the 
results to 1976/77 are substantially affected by the relatively large 
shifts in relative input prices in the post-1972/73 period. This view 
is reinforced by the estimate for G . The value of o for the periodJuL* LiC
to 1972/73, although not significantly different from zero, is small and
positive. This is consistent with results from previous Australian
studies.'*' Powell (1969), Duncan (1972) and Bates (1974) obtain small
positive values for o using the restrictive C.E.S. production function,LL
while Vincent used a derived demand function in obtaining a similar result 
for Australian agriculture. However, the value of b in the sub-periodLiU
analysis is not significantly different from zero, implying o equal toLiC
2unity. Hence the tests of significance appear to be too insensitive to 
determine the extent of substitutability between labour and capital, 
although weak substitutability is indicated here with a value of 0.006
f°r 0LC-
The range of a estimates for the period 1972/73 may provide 
the best guide as to the likely sign and magnitude of the partial
elasticity of substitution between inputs. On this basis, land-labour and 
labour-livestock would appear weakly complementary (that is, -l<a <0)
ij
land-livestock weakly substitutable (that is, 0<o.. <1), and capital-land,
1 There have been few estimates of the elasticity of substitution in 
Australian agriculture, except for measures of a mentioned here. 
Recently, however, McKay et al. (1980) measured efasticities of 
substitution for the Australian sheep industry which are generally 
consistent with those presented here.
2 A value of equal to unity, implying a high degree of substitutability
between labour and capital, is more consistent with the results of 
McKay et al. (1980) that o for the Australian sheep industry is 
slightly greater than unity.
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capital-mat/serv, livestock-mat/serv, labour-mat/serv as strongly
substitutable (that is, o. .>1). The range for the a. . estimatesID ID
labour-capital, land-mat/serv and capital/livestock changes sign over the 
period, so less confidence can be placed in these results.
Finally, it would seem that the Cobb-Douglas function, with 
its unitary elasticity of substitution, and the C.E.S. function, with a 
constant partial elasticity of substitution between inputs, are inappropriate 
functional forms for the sheep industry of the High Rainfall Zone. For 
some inputs, a fixed coefficient specification (zero a ) would appear 
appropriate, while for others, varying degrees of substitutability and 
complementarity are evident.
4.7 The Elasticity of Factor (input) Demand (n)
The own (n^) and cross (n^ j) partial price elasticities of factor
(input) demand for the two periods to 1972/73 and 1976/77 are presented in
Tables 4.12 and 4.13, respectively. These tables record the n estimates
obtained at six yearly intervals and at mean prices. Since the cross
price elasticities of demand are not symmetric (that is, r)../n..) allID Di
pairwise combinations of inputs are reported.
Only the own price elasticities of input demand, which measure
the change in quantity of the input demanded in response to a change in
its own price, are discussed here. The cross price elasticity of demand
between inputs i and j (g ) measures the change in the quantity demanded
of input i in response to a change in the relative price of input j. The
results for n.. are not discussed here. However, all n .. for both ID ID
periods were inelastic (less than one), indicating that a one per cent 
change in the price of input j results in a less than one per cent change 
in demand for the input.
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In Table 4.14 the results for all own price elasticities of 
input demand (g ) at mean prices and their level of significance are 
reported. Results for both time periods are included, together with 
the range in their estimated values over these time periods.
TABLE 4.14
OWN PRICE ELASTICITIES OF INPUT DEMAND (n) 
AT MEAN PRICES AND RANGE OF ESTIMATES
Inputs^ At Mean Prices Range
1952/53 - 1972/73
LL -0.6092 -0.579 -- 0.613
(-3.327)***
NN -0.195 
(-3.879)***
-0.093 -- 0.266
W -0.572 
(-4.648)***
-0.544 -- 0.575
cc -1.135 
(-4.444)***
-1.117 -- 0.177
MM -1.562 -1.489 - -1.615
1952/53 - 1976/77
LL -0.388 
(-2.69)**
-0.338 -- 0.410
NN -0.144
(-2.72)**
-0.230 - +0.074
W -0.354 
(-4.72)***
-0.134 -- 0.407
CC -0.997
(-4.14)***
-0.975 -- 1.017
MM -1.110 -1.047 -- 1.160
Notes: 1 The letters L,N,V,C and M refer respectively to
labour, land, livestock, capital and materials 
and services.
2 t-statistic in parentheses. Obtained from 
standard error (s.e.) where s.e. (ri^)=s.e. 
bii)/Si* (Binswanger, 1974a).
Level of significance: **=5%; ***=1%.
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All inputs have the desired negative sign, such that an increase 
(decrease) in the price of the input results in a decrease (increase) in 
demand for the input. All results for the period to 1972/73 are 
significant at the one per cent level, while in the period to 1976/77, all 
except labour (5 per cent) and land (5 per cent) are significant at one 
per cent.
Results are generally consistent between the two time periods, 
although for the period to 1976/77, a more inelastic response is indicated. 
This result implies that in the post-1972/73 period, decision-makers were 
less responsive to input price changes than previously. Thus the decline 
in demand for inputs following the escalation in input prices after 1972/73 
appears to have been less than that which would have prevailed in the pre- 
1972/73 period.
From these results it would seem that the demand for land is 
least responsive to price changes, followed by livestock and labour. Each 
of these have elasticities of demand less than one, indicating an inelastic 
response to input price changes. Both the capital and mat/serv input have 
elastic elasticities of demand (that is, greater than one) which implies 
that the use of these inputs is very sensitive to their respective price 
changes. It would appear from these results that the agricultural system 
is relatively inflexible, in so far as changes in land, livestock and 
labour prices do not affect the demand for these inputs to any great 
extent. On the other hand, when it comes to the use of materials and 
services, and the purchase of capital equipment, the decision-maker's 
demand for these inputs is much more sensitive to changes in price. The 
sheep industry in the High Rainfall Zone would thus appear to be characterized 
by a rather fixed resource use in terms of land, labour and livestock, and
a large degree of flexibility in the use of capital and materials and services.
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4.8 The Main Results
In the estimation of changes in input shares due to biased 
technical change in the High Rainfall Zone of the Australian sheep industry 
for the period 1952/53 to 1976/77, it has been found that, on average, the 
technologies introduced have been biased towards the saving of land and 
labour, the using of livestock, and neutral in regard to capital (and 
possibly materials and services). Results for the sub-period to 1972/73 
indicated similar, but less pronounced, biases.
Over the period, all input prices have increased, with greater 
variability in the upward trend evident for the livestock and, to a lesser 
extent, materials and services, inputs. The relative magnitude of these 
increases has been in the descending order - land, capital, labour, materials 
and services and livestock. The Induced Innovation Hypothesis predicts 
that an increase (decrease) in the relative price of the input will result 
in an input-saving (using) bias in technical change. On this basis, the 
predicted ascending order of biases would be land, capital, labour, 
materials and services and livestock. Results for both periods were 
generally in conformity with these predictions, with the clear exception 
of the capital input. Technical change was found to be neutral despite 
an increase in the relative price of capital. This result called into 
question the general applicability of the Induced Innovation Hypothesis, 
although conceptual, methodological and estimational problems in the test 
undertaken prevent accepting this result as conclusive.
Estimates made of the elasticity of input substitution for pairs 
of inputs were sensitive to the time period chosen, in terms of both their 
sign and significance. In general it appeared that land-labour and labour- 
livestock were weakly complementary, land-livestock weakly substitutable
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and capital-land, livestock-mat/serv and labour-mat/serv as strongly 
substitutable. The results for other input-pairs were less certain.
The elasticity of substitution between labour and capital for the sub­
period to 1972/73 was estimated to be small and positive, which is 
consistent with the low positive values generally found in other Australian 
studies. In general, the range in elasticities of substitution evident 
between various input pairs indicated that the Cobb-Douglas and C.E.S. 
production function would be inappropriate functional forms for modelling 
this sector. Their restrictive properties regarding the elasticities of 
substitution would not be satisfied, given the above results.
Results for the elasticities of input demand indicated that the 
demand for land is least responsive to price changes followed by livestock 
and labour. Elasticities of input demand for these inputs were all less 
than unity. However, the elasticities of demand for capital and mat/serv 
inputs were greater than unity, indicating that the decision maker's 
demand for these inputs is much more sensitive to changes in their price.
In the following chapter, the significance of the results for 
the Induced Innovation Hypothesis is considered, drawing together both
the theoretical and empirical components of this thesis.
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CHAPTER 5
SUMMARY AND CONCLUSIONS
This thesis began with the observation that, until recently, 
economists tended to view technical change as exogenous to the economic 
system. The work of Solow (1957) which purported to show that technical 
change was the major determinant of the growth of the United States 
economy led to greater attention being devoted to technical change, with 
an increasing awareness that economic variables did play a role in 
determining the nature and direction of technical change (that is, 
technical change is, to some degree, endogenously determined).
One manifestation of this increased interest was the development 
of the Induced Innovation Hypothesis, which had been first formalized by 
Hicks (1932). It was hypothesised that the direction (or bias) of 
technical change was determined by changes in relative factor (input) 
prices which acted as a "spur to invention" (Hicks, 1932, p.124). Since 
there are no published studies on this topic for Australian agriculture 
it was considered a suitable subject for investigation.
The development by Binswanger (1974a,b; 1978, Ch.7) of a multi­
factor test of induced innovation enabled this hypothesis to be tested 
for the High Rainfall Zone of the Australian sheep industry. Since the 
study was considered incomplete without first focussing on the concept of 
induced innovation and its development in the economic literature,
Chapter 2 was devoted to this topic, outlining some of the more important 
models proposed, the controversies they generated and finally some of the
recent developments intended to overcome the limitations of the earlier
100
models. This review also provided the opportunity to introduce the work 
of Hayami and Ruttan (1971) who used Ahmad's (1966) model of induced 
innovation as a means of interpreting the divergent paths of technical 
progress in the United States and Japanese agriculture. It was on the 
basis of their work that Binswanger (1974b; 1978, Ch.7) developed the 
multi-factor test of induced innovation which was used in this thesis.
The translog cost function model employed by Binswanger (1974b; 1978) 
enabled the direct estimation of technical change biases by allowing 
changes in input shares due to biased technical change and those due to 
input substitution to be distinguished. In Australia, McKay et al. (1980) 
developed a modified version of this model to examine input substitution 
in the Australian sheep industry. Their version was used in the test 
of induced innovation undertaken here.^
The data used in the study were taken from the Australian Sheep
2Industry Survey for the period 1952/53 to 1976/77. Because of the 
substantial movements in relative input prices in the post-1972/73 period, 
a sub-period analysis for the 21 year period to 1972/73 was also undertaken. 
Five input categories were distinguished in the translog cost function 
model employed to estimate the technical change biases: labour, capital,
materials and services, livestock and land. The test of induced 
innovation consisted of the comparison of the measured technical change 
biases with the movement in the relative input prices.
Interpretation of the results for the estimation of the technical 
change biases indicated that, on average, technical change had been biased
1 Elasticities of substitution and input demand were also measured and 
interpreted as part of this thesis.
2 The data were in the form of Tornqvist indices. See Lawrence and 
McKay (1980).
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towards the saving of labour and land, the using of livestock and neutral 
in regard to capital (and possibly materials and services). In the sub­
period analysis, whose results were considered as more representative of 
the trend since 1952/53, the measured biases were generally less pro­
nounced, but of the same sign.
Since only a single estimate^ of the technical change biases 
over the 21 and 25 year periods could be obtained for each input with the 
available data and methodology, the test of induced innovation able to be 
conducted was relatively crude. The measured biases were ranked according 
to size and compared with the ranking of the input price changes. The 
Induced Innovation Hypothesis predicts that increases (decreases) in 
the relative price of an input results in a technical change bias which 
is saving (using) for that input. On this basis, given that the average 
percentage changes in the five input prices over the period were in the 
descending order: land, capital, labour, materials and services and
livestock, the expected ascending order of technical change biases would 
be land, capital, labour, materials and services and livestock. Results 
were consistent for all inputs except capital, where despite a substantial 
increase in the price of capital relative to all inputs except land, 
neutral technical change (rather than the predicted input-saving technical 
change) was evident.
Interpretation of these results in the light of the Induced 
Innovation Hypothesis suggested that whilst a high degree of conformity 
with the predictions of the Induced Innovation Hypothesis was obtained, 
the result for capital called into question the notion that the observed 
bias in technical change was induced by changes in relative input prices.
These estimates were interpreted as the average rate of bias, or the 
actual rate assuming that the rate had remained constant.1
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The result obtained for capital was similar to the result obtained 
by Binswanger (1974b) for machinery, where an input-using bias was found 
despite a substantial increase in the relative price of machinery. Binswanger 
interpreted this result as indicating that innovation possibilities were not 
neutral, or in Hicks terminology, some inventions are "autonomous". These 
terminologies can be interpreted as inferring that, in itself, the Induced 
Innovation Hypothesis is unable to explain the direction of technical 
change biases. The decision-maker cannot freely select technologies on the 
basis of relative input prices, because there is a stronger influence at 
work biasing the innovation possibilities (technologies) available to him 
towards the saving or using of particular inputs. One possibility proposed 
in this thesis is that since agriculture is a small sector of the Australian 
economy, technologies made available to this sector are not determined by 
cost conditions in Australian agriculture. Thus the conditions prevailing 
in countries from which the technologies are imported and/or those prevailing 
in the more dominant sectors of the Australian economy may be more significant 
in determining the nature of technologies adopted. Further investigation 
of such possibilities would seem an important area for future research.
Although the result for the capital input casts doubt on the general 
applicability of the Induced Innovation Hypothesis, the results for the other 
four inputs are in conformity with the predictions of the hypothesis. To 
some degree it would seem that the path of technical progress has been 
"directed to economising the use of a factor which has become relatively 
expensive" (Hicks, 1932, p.124). This result, if confirmed, is of interest 
given that much of the investment in producing new technologies is done by 
the public sector.
These results must, however, be interpreted with caution, given the 
conceptual, methodological and estimational problems inherent in this study.
Conceptual problems discussed included: (i) the inability to
establish a cause and effect relationship between movements in relative
input prices and the corresponding technical change biases; (ii) the
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inability to include the effects of changes in technology on relative 
input prices; and (iii) the inadequacy of incorporating technical change 
as a smooth time trend.
Important methodological considerations were: (i) the use of
average movements in relative input prices and average measures of 
technical change biases to undertake the test of induced innovation;
(ii) the requirement that input prices be exogenous which did not hold 
for all inputs; and (iii) the assumption that decision-makers respond 
instantaneously to movements in relative input prices. A further 
important consideration was the possibility that significant measurement 
errors exist as a result of the neglect of the remainder term when a 
second-order approximation of the translog function (enabling the function 
to be estimated by linear techniques) is used.
A number of estimational problems were encountered. These 
included: (i) the aggregation of heterogeneous units of capital, labour
and other inputs; (ii) the valuation of service flows from durable inputs;
(iii) dependence on the fixed time period for which data were available; 
and (iv) the possible influence of serial correlation given the inconclusive 
results of the Durbin-Watson test for the majority of inputs.
Technical change studies are fraught with difficulties, and 
this study clearly was no exception. By undertaking this study at the 
zonal level of a specific agricultural industry, some of the aggregation 
problems were lessened, and the requirement of the induced innovation 
test that input prices be exogenous was largely met. In addition, the 
state of the art has advanced sufficiently to have attempted the measure­
ment of technical change biases for multiple inputs. However, the test 
employed clearly falls short of a conclusive test of the Induced 
Innovation Hypothesis.
The deficiencies inherent in this study provide opportunities 
for future research on this important topic. In addition, at least two
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specific areas for future research arise directly from the results 
presented here. One such area is the confirmation (or otherwise) of 
the result for the capital input by using improved data. The second 
area is the examination of the measured land-saving bias of technical 
change. Have increases in the relative price of land resulted in the 
introduction of labour-saving technologies in this apparently land- 
abundant country? Would a similar result be obtained in the Wheat- 
sheep and Pastoral Zones of the Sheep Industry? Such studies would 
help substantiate or refute the results presented here.
Some final observations may be made about the applicability 
of the Induced Innovation Hypothesis as a result of this study. It is 
apparent that this hypothesis offers one plausible explanation of the 
direction of technical change biases for a select number of inputs.
The general applicability of the Induced Innovation Hypothesis is, however, 
in doubt. It would appear that there are a number of deficiencies in 
the hypothesis, principally its rather simplistic consideration of what 
is clearly a complex interrelationship between changes in relative input 
prices and the nature of technical change biases. Thus, as has been 
alluded to, the mechanism of price formation and the effect of technology 
on input prices (and not just vice versa) are two influences likely to 
affect the operation of the Induced Innovation Hypothesis. Further 
study at the micro-level is required to determine what factors do influence 
the decision-makers' choice of technology. This would help support, or 
refute, the simple version of induced innovation.
The Induced Innovation Hypothesis has provided a useful focal 
point for the discussion of endogenous technical change. It is now 
widely accepted that economic factors do exert an influence in determining 
the direction and rate of technical change. Since the Induced Innovation 
Hypothesis achieved prominence in the context of economic growth, it is 
worthwhile to consider what the concept of induced innovation, and 
endogenous technical change in general, seem to imply for the modelling
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of economic growth. This may best be considered by quoting Binswanger 
(1978), who, despite his important contribution towards developing a 
micro-economic foundation to the induced innovation concept,concluded 
pessimistically:
"It is impossible to build a very long-term theory of 
economic growth that treats endogenous technical change 
in a truly endogenous way. This means that it is 
impossible to have a long-term theory of growth at 
all, because technical change is an essential part 
of growth. The fundamental problem is that it is 
impossible to know ex ante how basic and supporting 
sciences will develop in the future. Growth models 
cannot bridge that gap in our knowledge, they can 
only trace the consequences of various assumptions 
about the long-term development of basic knowledge...
The usefulness of induced innovation models, therefore, 
should not be sought in their contribution to formal 
growth theory, but rather in what they imply for 
research policy" (1978, p.159).
It would seem then that the discussion has turned full circle. 
Though economic thought has been enriched by the consideration of the 
Induced Innovation Hypothesis concept, and resulted in a better under­
standing of the role of economic forces in determining technical change, 
a basic difficulty remains. As expressed by Dewey,
"technical progress, almost by definition, involves 
the appearance of the unforeseen" (1965, p.140).
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APPENDIX 1
TECHNICAL CHANGE IN AUSTRALIAN AGRICULTURE: A STUDY OF
CONCEPTS, METHODOLOGIES, ESTIMATES AND LIMITATIONS
OUTLINE
1.1 The Concept of Technical Change
1.2 Methodologies Adopted in Australian Studies
1.3 The Solow and C.E.S. Models
1.4 Review of Australian Studies
1.5 Limitations of the Studies
1.6 Conclusions
1.1 The Concept of Technical Change
In its simplest form, technical change can be said to result 
from new and improved ways of accomplishing traditional tasks. This 
process, occurring over time, increases productivity efficiency and may 
arise from a number of sources of adjustment in the production process. 
Since technology (which may be defined as the body of knowledge that can 
be applied in productive processes) can be summarized by an appropriately 
defined production function, changes in technology are reflected in 
production functions.
When understood in relation to economic growth, technical 
change implies advances in knowledge which have a positive impact 
quantitatively on human welfare by increasing real income per head, and 
qualitatively by widening man's choice of goods and extending his leisure. 
On this basis, technical change can be seen to take different forms, 
including new processes of production, new goods and new methods of
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industrial organisation (particularly in the fields of management and 
marketing).
It is impossible to measure technical change in all its aspects. 
However, its essential quantitative characteristic is that it shifts the 
production function (embodying all previously known technologies), 
enabling greater output to be produced with the same volume of inputs, 
or the same output with lesser inputs.
Since advances in knowledge cannot be directly quantified, 
technical change can only be measured by its effects, such as its impact 
on the growth of national income, or on the growth of factor productivity 
not accounted for by other inputs, leaving technical change as a 
residual. This approach is not able to distinguish technical change 
from inputs not specified, and may also confuse advances in knowledge 
with other factors which may increase productivity (for example, advances 
in education). There appears no alternative, but it does mean that 
careful interpretation of this residual is required.
This point is relevant in regard to technical change studies 
in Australia since they have generally adopted the approach to: (i)
define the appropriate factors of production; (ii) estimate what part of 
total output is contributed to by these factors; then (iii) assume that 
the remainder of the change in output is the result of technical change. 
In this context it can be noted that: (i) negative estimates can be,
and have been, obtained; and that (ii) some studies have endeavoured to 
account for the residual other than in terms of technological change 
(such as Young's study in 1971).
In technical change studies, it is important to distinguish 
four elements which may affect the measurement of technical change and 
its consequent magnitude.
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These are:
(1) technical efficiency of production;
(2) the bias of technical change;
(3) the elasticity of substitution; and
(4) scale of operation of production.
An increase in the technical efficiency of production occurs 
when the quantities of all factors used in producing a unit of output 
are reduced. This change can be of a neutral or non-neutral (biased) 
variety. A neutral technical change, according to the Hicks definition,^ 
occurs when the marginal rate of substitution remains constant at each 
factor combination over the time period. Since the marginal rate of 
substitution is defined as the ratio of the marginal products of the 
particular inputs, this neutrality implies that the marginal product of 
one factor (e.g. labour) is raised by the same proportion as the marginal 
product of the other (e.g. capital). Thus with a given price ratio 
there is no tendency for one factor to be substituted for the other.
A non-neutral technical change in efficiency may be either 
labour-saving or capital-saving. A labour-saving change occurs when 
the marginal product of capital increases relative to the marginal 
product of labour for all combinations of capital and labour.
The third element in technical change is the ease with which
2one input can be substituted for another. The measure of the 
elasticity of substitution (a) provides an indication of the responsive­
ness of the input K/L ratio to changes in the price of inputs. Formally,
1 See Appendix 2 for a more complete description of Hicksian neutrality 
and biases as adopted for the empirical component of this thesis.
2 See also Section 1.3.2 of this appendix.
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this is defined as the proportionate change in K/L in response to a 
proportionate change in the marginal rate of substitution of capital for 
labour.
= H k / l )
LK K/L
amrslk
MRSLK
The fourth element involves the introduction of new processes, 
which for technical reasons, provide greater economies of scale. These 
economies occur when output is changed by an equi-proportional change in 
all inputs. Increasing, decreasing or constant returns to scale are 
defined according to whether total output respectively increases more, 
less or equally in proportion to increases in all inputs. Economies 
of scale are important because of the frequent assumption in studies of 
constant returns to scale and the inability of most technical change 
studies to distinguish between economies of size arising directly from 
technical change and economies of size'*' in general.
21.2 Methodologies Adopted in Australian Studies
There have been relatively few quantitative studies of 
technical change undertaken for Australian agriculture. Of those 
undertaken, the most widely adopted methodology is the geometric total 
productivity model developed by Solow (1957). An early study by Saxon 
(1963) adopted the multi-factor productivity ratio method which has not 
been used in any other study. The only published study adopting the 
Cobb-Douglas production function per se (as opposed to the Solow approach 
which is based on the Cobb-Douglas function) is that of Gutman (1955) -
1 Economies of size is a more general term indicating that not all 
factors are increased in proportion.
2 Summarized in Table 1.2.
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the first published study of technical change in Australian agriculture. 
Two unsuccessful attempts at an aggregate production function approach 
(which were not published) were those of Gruen et al. (1967) and Throsby 
and Rutledge (1972).
More recent studies have also adopted the Solow approach 
(Maclean (1975) , Powell (1974), Hastings (1977)), although there has 
been some diversification with two studies using the C.E.S. (Constant 
Elasticity of Substitution) method. One of these (Bates (1974) )\ used 
aggregative Australia-wide data, while Duncan (1972) confined his study 
to the Pastoral Zone of New South Wales. Previously all other studies, 
except that of Maclean's study of Victoria (1975), were aggregative 
Australia-wide studies.
The latest available studies have seen a new emphasis, with
te Kloot and Anderson (1977) using a variety of methodologies applied to
2a single farm, and Vincent (1977) adopting a derived demand model.
1.3 The Solow and C.E.S. Models
The two methodologies most commonly used in technical change 
studies in Australia are the Solow and C.E.S. Models, which are 
considered below.
1.3.1 The Solow Approach to Technical Change
Because of its prevalence in Australian studies and because it 
helps in understanding how technical change is defined, Solow's 
methodology is presented here.
1 Aspects of this study were considered in a paper by Bates and 
Musgrave (1972).
2 See also recent papers by Lawrence and McKay (1980) and McKay et al. 
(1980).
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On the assumptions that:
(1) A Cobb-Douglas production function exists and 
consequently that unitary elasticity of 
substitution exists between factors (where two 
factors labour and capital are identified).
(2) That technological change is neutral (Hick's 
definition) so that the marginal rate of 
substitution is constant at each factor 
combination. Thus the marginal product of 
capital does not change relative to the marginal 
product of labour.
(3) That technological change is disembodied and 
thus is not contained (embodied) in new capital 
equipment.
(4) That constant returns to scale exist: a linear
homogeneous production function.
(5) A perfectly competitive factor market exists so 
that each factor is rewarded according to its 
marginal value product.
Y = A (t) f (L,K) (1)
where Y = output;
L = Labour input;
K = Capital input; and
A(t)= Cumulated shifts in the production function over time.
If the production function is totally differentiated with 
respect to time and divided throughout by Y, the following equation is
118
derived.
AY
Y
AA—  + A K K
AL 
*L L (2)
where W and W are partial production elasticities for capital and K Li
labour respectively. The factor market equilibrium conditions also 
result in W and W. representing the output shares of capital and labour 
respectively, which sum to unity.
Assuming the production function is homogeneous of degree one, 
if Y/L = y K/L = k and W = 1-W then Equation 2 becomes:
*y = M. + w “
y A K k (3)
This equation indicates that the growth in output per unit of
labour is equal to the shift effects of technical change (— ) and the
increase in capital per labour unit, where W is the share of outputK
payable to capital.
The neat form Equation 3 indicates that the only data needed 
to estimate technical change are a series for output per unit of labour, 
capital per unit of labour and the share of capital.
A cumulative index of technical change can be derived from:
A (t+1) = A (t) [1 + —
where —  (t+1) refers to the change in A between time periods t and (t+1).
Included in the residual are: (i) substitution of capital for
labour; (ii) economies of scale; (iii) learning by experience;
(iv) increased education; (v) resource shifts; (vi) organisational 
improvements; and (vii) any errors in measurement of variables or 
omission of variables.
The above equations are summarised in Table 1.1, which also 
includes an example of actual data used in the compilation of a technical 
change index.
1.3.2 The C.E.S. Production Function
The C.E.S. production function can be viewed as a more 
generalized form of the Cobb-Douglas function in that the elasticity of 
substitution is not restricted to unity, although it is limited to a 
constant value for all output levels.^
The C.E.S. function may be written:
v
Y = A (aL~P + 3K"P) P
A = neutral shift parameter (technical change). 
a,3 = distribution parameters, indicating the capital 
intensity of the technology.
v = degree of homogeneity: with constant returns
v=l, and a + 3 = 1.
p = transformation of the elasticity of substitution
(o) where o = ~ —1+P
Since o is constant, p is constant.
Other terminologies adopted for these terms are:
A = efficiency parameter.
1 The translog cost function used in this thesis allows variable 
elasticities of substitution between inputs (Chapter 3).
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TABLE 1.1
SOLOW TECHNICAL CHANGE
(1) FUNCTION
Y = A (t) f (L, K)
Y = Output 
L = Labour Input 
K = Capital Input
A(t) = Cumulated shift in production function over time.
AY
Y
AA „ AK „ AL—  + w —  + w —A K K L L
V  WL = partial production
ESTIMATING EQUATION
Ay _ AA + w ^y “ a + WK k
where y = Y/L k = K/L W = 1-W L K
(3) CUMULATIVE INDEX
A (t+1) = A (t) ^
(4) EXAMPLE
AA ,1 + -^-(t+1)3
Year Gross Output 
(Agriculture)(Y) 
1949/50 Prices 
$M
Rural
Workforce
(L)
C000)
Total 
Rural 
Capital(K) 
$M
Capital
Share
(w )K
AA
A
At
1925/26 1158 472.2 4738 0.273 1.00
1926/27 1179 471.1 4981 0.165 0.006 1.01
1927/28 1103 469.3 5130 0.167 -0.067 0.94
1928/29 1258 473.4 5404 0.179 0.124 1.06
1929/30 1182 463.8 5469 0.026 -0.047 1.01
Source: Hastings (1977)
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p = substitution parameter 
a, 3 = distribution parameters 
v = scale parameter
The major advantage of this functional form is that it allows
din(K/L)measurement of the elasticity of substitution (a) , wheredin (r)
din(K/L) is a percentage change in the ratio of capital to labour and 
din ( r) is a percentage change in the ratio of the marginal productivity 
of labour to the marginal productivity of capital (i.e., a percentage 
change in the marginal rate of substitution of capital for labour (r)j 
Under the assumptions of perfect competition and profit maximisation, the 
ratio of the factor marginal productivities is equal to the ratio of the 
factor prices so that the elasticity of substitution measures the 
percentage change in the ratio of capital to labour for a one per cent 
change in the ratio of factor prices.
If technical change is disembodied and neutral, only the 
efficiency parameter changes over time. Because the function is non­
linear, even in logarithms, the other parameters cannot be readily 
estimated except by using side relations based on the marginality 
conditions. That is, constant returns to scale(v=l), perfect competition 
and equilibrium (MVP = P ) are assumed.Li Li
Through these side relations the expression can be derived:
1 - klog Y/L = - ö log --- + a log WAp
The regression of this equation, which relates the logarithm of 
output per man on the logarithm of the real wage rate, is accomplished 
through ordinary least squares because it is linear in logarithms. From 
this an estimate of a - the elasticity of substitution - will be gained.
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Since a is the slope of the equation, the greater the slope,
the more effect real wage will have on output per man, that is the greater
substitution of capital for labour (because it is easier to substitute
factors) with correspondingly increased output per man.
The parameter values derived from the side relation can then
be substituted in the C.E.S. function. The side relation only provides
an estimate of o (and therefore p). If technical change is assumed
neutral, then the a and 3 values will remain constant over time and can
be approximated by the shares of output attributed to capital and labour.
These values can be substituted into the original function and the ’residual'
estimated by, log Y- log AQ+Xt - b^ log V, where V is the estimated value
of (aK P + 3L P), and b, = 1/ (or V/ if other than constant returns to1 P P
scale are assumed).
The C.E.S. function is more difficult to estimate and more
demanding in data requirements.^ It is very sensitive to the specification
of the function and the data used. It is also subject to specification
errors in that a person may be ascribing changes in elasticity to changes
in technology which are really due to changes in factor proportions. A
2functional form with variable elasticity of substitution is required to 
overcome this limitation.
1.4 Review of Australian Studies
Gutman's (1955) original study for the period 1920 to 1948 using 
the Cobb-Douglas function, despite its carefully constructed indices of
1 It has not been widely used in studies of Australian agriculture.
See Duncan (1972) and Bates (1974).
2 The translog cost function adopted here allows variable elasticities 
of substitution between inputs(see Chapter 3).
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capital stock and farm labour force, was disappointing in its negative 
estimate of technical change of 1.1 per cent and negative impact of labour 
on output. These results may have been due to over-valuation of real 
capital stock and the cumulative and delayed effects of the erosion of 
capital stock.
A negative co-efficient for labour was also obtained from 
Gruen et al. (1967) in their endeavour to construct an aggregate 
production function for the period 1949-63. Although providing the 
first drought corrected index of Australian aggregate farm output the 
study was seriously affected by errors in both the labour and capital 
series (which were highly correlated). This attempt was abandoned, as 
was Throsby and Rutledge's attempt in 1972.
_p
Saxon (1963) used an arbitrarily weighted index^'all inputs to 
calculate the ratio of aggregate output to aggregate input for the 
period 1937-38 to 1962-63, obtaining a 0.6 per cent rise in productivity 
per annum. In the sub-period 1948-49 to 1962-63 a rise of 1.1 per cent 
was evident in this post-war period. This is the only attempt undertaken 
using this arbitrarily weighted index.
Of the Solow studies, Herr's (1964) initial study for the 
period 1922-59 adopted five sub-periods. A range of 0.7 to 3.0 per cent 
was obtained for these sub-periods, and the study suggested that in the 
post-war period a substantial portion of the increase in labour productivity 
could be attributed to greater capital intensity. In the earlier periods, 
capital accounted for less than one third of the gain in productivity, 
suggesting the high importance of technical change.
Herr's (1966) comparison of technical change in the United
States and Australia between 1930 and 1959 suggested that despite an average
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compound rate of 0.94 per cent in Australia, the American growth rate 
was four times as fast. This was considered predominantly due to the 
greater impact of economies of size associated with out-migration of 
labour in the U.S.A., as well as the composition of output where the 
higher proportion of pastoral agriculture in Australia is considered less 
amenable to technical change than that of the crop or livestock-fattening 
systems. In examining the rise in labour productivity between countries 
(where the U.S. figure was substantially higher), over 85 per cent in the 
U.S. was considered due to technical change, while for Australia only 49 
per cent was thus considered, with the remaining 51 per cent attributable 
to increased investment.
Of the Solow studies undertaken since that time, Young's (1971) 
study is perhaps the most informative in terms of the interpretation of 
the residual. Those by McLean (1973) and R.A. Powell (1974) were also 
major studies, while Hastings (1977) was concerned with the economics of 
public sector scientific research. Using a simple index of technical 
change, Hastings tentatively concluded that agricultural research 
contributed to productivity, that a climatic variable qualitatively 
improved results and that an educational variable had no significant effect 
in "explaining" the residual.
McLean's (1973) historical analysis used less aggregated data 
for Victoria for the period 1870 to 1910. He emphasised the regional 
diversity of Australia's agricultural development and the consequent 
difficulties of interpreting an aggregate index for the whole of Australia. 
Major differences were apparent between Victoria and the rest of Australia,
1 Hence the focus in this thesis upon one zone of one industry (the High 
Rainfall Zone of the Australian Sheep Industry).
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particularly in comparing shares in output of the major product groups.
In addition he pointed to the wide variability between results for 
different sub-period decades, which ranged from 0.98 per cent to 3.28 
per cent. During these sub-periods, striking changes were apparent in 
production methods, composition of output and location mix of rural 
activity.
The major contribution of R.A. Powell's study (1974) was the
provision of a data series which covers Australian agriculture for the
period 1920-21 to 1969-70, and is conceptually and methodologically
consistent. This data series has since been used in studies by Bates
. and(1974), Hastings (1977] ^Vincent (1977). A study by
A.A. Powell (1969) which used Salter's equation's relating changes in 
unit labour and capital requirements to shares of capital and labour in 
total variable costs is not included here because of the non-significance 
of the technical change parameter and the "rough and tentative" nature 
of the results.
Of greater interest is Young's (1971) Solow study. His 
aggregative Australian study for the period 1948-49 to 1967-68 indicated 
an annual compound rate of growth in average productivity of 1.9 per cent. 
Whilst 52 per cent of growth in Gross Farm Product could be attributed 
to changes in the quantities of capital, labour and intermediate inputs, 
the remaining 48 per cent residual (i.e., that normally attributed to 
technical change) could be "explained" by various selected factors. With 
the educational level of labour able to account for 19 per cent, rainfall 
and time variables 21 per cent, the technical change component was thus 
reduced to eight per cent of the growth in gross farm product. Young 
concluded that on its own the residual method of productivity growth is
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not very meaningful, and his analysis demonstrates the importance of some 
of the factors likely to influence the residual. However, a caveat is 
placed on these results in that weaknesses of data and problems of 
identification detract somewhat from the statistical significance of the 
results.
Of the two C.E.S. studies undertaken, Duncan's (1972) results 
are of interest for the general study of technical change. He obtained 
an estimate of 1.31 per cent average annual rate of technical progress 
using the less-aggregated level of the Pastoral Zone of New South Wales 
for the period 1906 to 1967, and concluded that current rainfall appeared 
to be a major determinant of change in output from year to year. Of 
greater interest is his estimate of the elasticity of substitution between 
capital and labour of 0.018 (standard error 0.067) implying a fixed 
capital/labour path, and also implying the inappropriateness of Cobb- 
Douglas and Solow methodologies with elasticities of substitution equal to 
unity.
Although Bates' (1974)'*' study endeavoured to measure the bias 
of technical change using Australia -wide aggregative data empirical 
results were rather variable with the main conclusion being that the 
results strongly suggested that the elasticity of substitution between 
capital and labour had been less than unity over the period 1920-21 to 
1969-70 and that technical progress appeared to have a labour-saving bias.
Finally, two recent studies are of relevance in the study of 
technical change in Australia. Te Kloot and Anderson (1977) adopted a 
single farm study to assess the effect of different methodologies on one 
series of data. Although they obtained negative estimates of technical
1 Results of Bates and Musgrave (1972) are presented in Table 1.2.
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change and neglected important capital items, they did demonstrate the 
sensitivity of results to the type of model specified (various C.E.S., 
V.E.S. models, a transcendental and GPPF model, as well as Cobb-Douglas).
Vincent's (1977) study using Powell's aggregative Australian 
data is of significance in that it used a derived demand model to 
estimate partial elasticity of substitution between different pairs of 
inputs (land, labour and capital). The low measurements obtained for 
the total elasticities of substitution and the almost zero partial 
elasticities suggest the inappropriateness of Cobb-Douglas (and Solow) 
and C.E.S. production functions in these studies. However, the results 
themselves are subject to their own conceptual and statistical problems.
Overall results for the studies indicated are summarized in
Table 1.2.
1.5 Limitations of the Studies*
From an examination of these studies it can be concluded that 
there is continuing controversy regarding the nature and extent of 
technical change in Australian agriculture. This reflects not only the 
difficulty of measuring technical change but a variety of associated 
problems. This can be demonstrated with reference to studies undertaken.
1.5.1 Conceptual
Of basic concern is the attributing of the residual to technical 
change. As Young (1971) demonstrated this residual may be explained in 
a number of ways, with as many explanations possible as there are studies. 
The classic instances of this are those by Jorgenson and Griliches (1967)
1 These comments just touch on the problems. See Nadiri (1970) and 
Kennedy and Thirwall (1973).
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TABLE 1.2
ESTIMATED RATES OF TOTAL FACTOR PRODUCTIVITY 
GROWTH IN AUSTRALIAN AGRICULTURE
Author Year Method Aggregation Time Period Growth Rate
Published (% per annum)
Gutman C.O. 1955 CD AUST 1923 to 1947 -1.1
Saxon E .A. 1963 MPR AUST 1937/38 to 62/63 0.6
1948/49 to 62/63 1.1
Herr McD.W. 1964 SOL AUST 1922 to 1930 2.1
1930 to 1940 0. 7
1940 to 1947 0.7
1947 to 1955 0.8
1955 to 1959 3.0
Bates W. and 
Musgrave W.
1972 CES AUST 1920 to 1970 1.2
Duncan R. 1972 CES N.S.W. Pas- 1906 to 1967 1.31
toral Zone
McLean I. 1973 SOL VICTORIA 1870/71 to 1880/81 0.12
1880/81 to 1890/91 0.10
1890/91 to 1900/01 0.10
1900/01 to 1910/11 0. 33
Hastings T. 1977 SOL AUST 1925/26 to 1969/70 1.52
Powell R. 1974 SOL AUST 1920/21 to 1929/30 -2.72
1929/30 to 1939/40 3.96
1939/40 to 1948/49 0.47
1948/49 to 1959/60 0.47
1959/60 to 1969/70 1.1
Te Kloot and 1977 CES1 Single Farm -1.67
Anderson CES QLD -1.10
CES -0. 35
CES 1937 to 1970 -0.26
VES -0.11
VES -1.18
CD -0. 37
TRANS -0.51
GPPF -0. 58
Note: 1 Different CES and VES models specified.
SOL = Solow TRANS = Transcendental
CD = Cobb-Douglas MPR = Multifactor
CES = Constant Elasticity of Substitution Productivity Ratio
VES = Variable Elasticity of Substitution
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who endeavoured to explain the residual completely by changes in the 
quantity and quality of inputs, and Denison (1962) who attempted to reduce 
the residual to zero by quantifying specific factors thought to be sources 
of technical change.
1.5.2 Aggregation Problems
Aggregation of heterogeneous units of capital, labour and output 
poses serious problems, with capital presenting the greatest difficulties 
(including questions of vintage,^- capital stock vs flow, usage). In 
addition the question arises whether the aggregate production function 
can be regarded as having a conceptual reality of its own since "it emerges 
as a consequence of the growth processes at various micro-economic levels 
and is not a causal determinant of the growth path of the economy" (Nadiri, 
1970). This is indicated by McLean whose study of Victoria demonstrates 
the need for studies at lower levels of aggregation, although the 
aggregation problem is still existent at the Victoria (i.e., State) level.
The importance of the aggregation problem is seen in that the 
value of the real service inputs for capital and labour may be under­
estimated, thus attributing a higher importance to the "residual"
("technical change").
1.5.3 Methodology
Te Kloot and Anderson (1977) have given an indication of the 
effect of different methodologies on the estimated results. Methodological 
problems are particularly important. It has already been indicated that 
there are four major considerations in technical change: the technical
efficiency of production, scale of operations, bias of technical change,
1 This incorporates the general question of embodied technical change.
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and elasticity of substitution. Depending on the models' assumptions 
regarding these factors, results are likely to differ considerably. Choice 
of variables will also affect results.
These types of difficulties are present in all studies, to 
differing degrees, and may take many forms. Thus the C.E.S. function^- 
gives results that are very sensitive to the period covered and 
methodology adopted. Snooks (1976) provides another example in 
questioning the appropriateness of Solow's geometric index when an 
arithmetic index may be more applicable in particular situations.
1.5.4 Estimation
Estimational problems take a variety of forms, such as Gruen 
et al. (1967) encountering multi-collinearity between labour and capital.
All studies face an identification problem in determining technical 
change, and other problems such as serial correlation are also evident.
There is considerable variation in the statistical significance of the 
results.
In addition, reliability of data is a major constraint. Errors 
in measurement of variables will have an important impact on the study, 
and consequently on the estimation of the residual.
1.5.5 Time Period
As clearly demonstrated in these studies, choice of time period 
and sub-periods has an important impact on results obtained, and 
consequently on comparability of results, their reliability and inter­
pretation.
1 Specification problems with C.E.S. were indicated previously.
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1.5.6 Weighting System
Although this limitation can be considered in part under previous 
headings, it is important to recognize the difficulties in determining 
the weighting systems used for different types of inputs, such as quality 
of land and labour. This occurs in all studies, with a clear example of 
its effect provided by Young's (1971) adjustment of labour incorporating 
an educational level component.
1.6 Conclusions
(1) The relatively few quantitative studies of technical 
change in Australia have predominantly focused on the 
rather simplistic Solow model.
(2) This has been due to a number of factors, with data 
limitations and inadequate available methodologies 
major determinants.
(3) In the 1970’s there have been significant developments 
with the adoption of C.E.S. functions in two studies, 
and the development of an improved aggregative data 
base by Powell (1974).
(4) This has increased the variety of studies undertaken, 
including those of Bates (1974), (adopting C.E.S.),
Hastings (1977)(public sector research) and Vincent 
(1977)(derived demand model).
(5) At this point few comparisons can be made between 
studies because of the varying degrees of aggregation, 
differing time periods, different models and different 
specifications.
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(6) In addition, all studies have their own inherent 
weaknesses, with virtually all authors qualifying 
their results as tentative, and facing statistical 
and methodological limitations.
(7) An indication of the variability can be seen from 
the range of results of total factor productivity 
growth of -2.72 per cent per annum to 3.28 per cent.
(8) More recent work with the C.E.S. throws into doubt 
the suitability of the Cobb-Douglas (and therefore 
Solow) studies because of the less than unity 
elasticity of substitution.
(9) If Vincent's work (1977) has general application, 
the usage of the C.E.S. function (as well as Cobb- 
Douglas) is also considered unsuitable because of 
the low partial pairwise elasticities of substitution 
between land, labour and capital and consequent 
limitations of the two factor model.
(10) It is apparent that there has been insufficient 
in-depth study and that the Australia, -wide 
aggregative studies are of limited usefulness in 
analysing the nature and extent of technical change 
in Australia.
(11) Less aggregative studies (such as at the specific 
industry level) would appear desirable as well as 
advances in methodology.
(12) This implies a more detailed understanding of the 
actual process of technical change.
(13) The conclusions reached by Kennedy and Thirwall 
(1972) appear as relevant to Australia as to the 
United States and Britain
"Macro-economic studies of technical 
progress which seek to estimate the rate of 
technical progress as a residual component of 
the growth of output are fraught with 
aggregation and identification problems."
They also conclude that the process of 
technical change is of "vital interest" because 
of the apparent conclusion in many of the 
studies that it is "the single most important 
determinant of the growth of living standards".
134
APPENDIX 2
BIASED TECHNICAL CHANGE
The definition of technical change biases used in this thesis
is consistent with that of Hicks who stated, "If we concentrate upon two
groups of factors 'labour' and 'capital', and suppose them to exhaust the
list, then we can classify inventions according as their initial effects
are to increase, leave unchanged, or diminish the ratio of the marginal
product of capital to that of labour. We may call these inventions
'labour-saving', 'neutral' and 'capital-saving' respectively" (1932, p.121).
At a given capital-labour ratio, technical change is capital
using, neutral, or labour using depending on whether the marginal rate of
technical substitution of capital for labour (MRTS ) decreases, remainsKL
unchanged, or increases where:
dK
dL
F
MRTS L (A—1)KL FK
F^ = partial differentiation of the function w.r.t. labour. 
F^ = partial differentiation of the function w.r.t. capital.
From the above, the measurement of biases (B) may be expressed
as follows:
B factor ratio
9(fK/fL)
at
1 >0 Labour-saving 
= 0 neutral (A-2)
0 Labour-using
where f and f are the marginal products. K L
The bias measures the proportional rate of change in the marginal
rate of substitution at constant K/L ratio.
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Alternatively, biases may be defined by holding relative factor 
prices constant. In the two factor case this is expressed as:
II
B relative factor prices
9 (K/L) 
3t
1
* K/L
>0 Labour-saving 
= 0 neutral (A-3j
<0 Labour-using
The bias measures the proportional change in the capital-labour 
ratio due to the technical change.
The numerical magnitude of these estimated biases will differ
I II
slightly. In the two-factor case, B and B differ only by a scalar 
multiple since:
M I
B = a B
where a is the elasticity of substitution of the production function.
The definition of biases which holds relative factor prices
II
constant (i.e. B ) would seem more useful at the micro-economic level 
because the prices are given to a firm, and also this definition is more 
readily visualized. At the macro-economic level, factor endowments may
I
be assumed to be exogenous, so that the B definition would seem more 
appropriate.
In this thesis, undertaken at the industry level, biases were 
defined given constant relative factor prices. However, in the multi­
factor case adopted here, biases may be more readily expressed in terms
I II
of changes in factor shares, since, in the B and B definitions, there 
are n-1 factor pairs to consider for each factor:
I I I 9Si S.lB relative factor prices 3t
<0 Input i-saving 
=0 neutral 
>0 Input i-using
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At a given factor price ratio, neutral technical change will not 
affect factor shares over time. If the share of the factor declines 
(increases) over time at constant relative factor prices, then technical 
change exhibits a factor i-saving (-using) bias.
For further information on the concept and measurement of 
technical change biases, see Binswanger (1978), Chapter 2.
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APPENDIX 3
THE AUSTRALIAN SHEEP INDUSTRY - DATA 
SOURCES AND CHARACTERISTICS
The data used in this thesis were derived from the results of 
the Bureau of Agricultural Economics' (BAE) Australian Sheep Industry 
Survey (ASIS)^ for the High Rainfall Zone for the period 1952/53 to
21976/77. These data, which were on an average per property basis, were 
used in the form of Tornqvist indices.
In the first section of this Appendix, some of the general 
characteristics of the three zones of the Australian sheep industry are 
given, focusing on the High Rainfall Zone. In the second section, 
details of the five input categories used in the analysis are provided, 
while the final section considers the Tornqvist indexing procedure.
3.1 The Australian Sheep Industry
For the purposes of the survey, the BAE divides the Australian 
sheep industry into three geographical zones - the Pastoral Zone (PZ), 
the Wheat-Sheep Zone (WSZ) and the High Rainfall Zone (HRZ). See Map 3.1.
The PZ is the largest in area and includes the arid and most of 
the semi-arid parts of Australia. In general, cropping is not feasible 
because of the low and unreliable rainfall. Livestock tend to graze 
extensively on native species of grasses and shrubs. Properties in the
1 The Australian Sheep Industry Survey (ASIS) was incorporated into the 
Australian Grazing Industry Survey (AGIS) in 1973/74. Time-series 
continuity for the sheep industry was maintained.
2 The average per property data are a weighted average of ASIS survey 
data and represent an industry average rather than a simple sample
mean.
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PZ are usually conducted on an extensive basis with low stocking rates 
and large holdings. Income is largely derived from sheep and cattle 
production.
The WSZ carries the largest number of sheep and is the second 
largest in area. It is bounded by the arid PZ towards the centre of 
the continent and the more humid HRZ towards the coastline of Australia. 
Rainfall in the area is adequate for crop production, but its variability 
affects crop production relatively more than livestock production. There 
are more opportunities for diversification than in the PZ, which is 
reflected in the large number of properties combining sheep, cattle and 
cereal cropping activities. Many properties have also diversified 
within the sheep enterprise itself by producing lambs as well as wool and 
replacement stock.
The HRZ is situated adjacent to the coastal strips of Australia, 
excluding Queensland, and taking in the whole of Tasmania. Rainfall in 
this zone, is, on average, higher and more reliable compared with the 
other two zones which does allow opportunities for diversification. 
Although it is the smallest zone in terms of area, the HRZ is second in 
importance with respect to sheep numbers and consequently stocking rates 
tend to be higher than in the other two zones. Sheep grazing in the 
HRZ is often carried on in association with beef cattle. Cropping 
enterprises are of considerably less importance than in the other two 
zones. As in the WSZ, a large number of properties combine wool growing 
with prime lamb production, particularly in Victoria and New South Wales.
The major characteristics of the three zones, in terms of 
enterprise production and land use, for the period 1970/71 to 1972/73 are
given in Table 3.1. The classification of cost items used in the survey
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is shown in Table 3.2, which also provides an indication of the differences 
between zones. For the HRZ, a summary of major selected characteristics 
for the period 1968/69 to 1972/73 may be seen in Table 3.3. All tables 
are taken from the Australian Sheep Industry Survey 1970-71 to 1972-73.
3.2 Input Categories
Data are categorized into five input groups: livestock,
materials and services, labour, capital and land. The following items 
are included in each of these input categories:
Livestock: sheep purchases plus the absolute value of
negative operating gains; cattle purchases 
plus the absolute value of negative operating 
gains; sheep opening stock; cattle opening stock.
Materials and Services: fuel and electricity; fertiliser;
seed; fodder; packs and bags; drenches, dips 
and other chemicals; pest destruction; plant 
maintenance; freight and cartage; improvements 
maintenance; rates and taxes; insurance; 
droving and agistment; rent; interest; other 
costs.
Labour: hired labour and farm operation contracts; imputed
family labour; shearing and crutching; stores and 
rations; operator's labour.
Capital: water; fencing and yards; buildings; plant.
Land: land.
Details on the estimation of the service flow from durable inputs, 
which was taken to be proportional to the current quantity of the stock of
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TABLE 3.3
SELECTED SURVEY RESULTS: 1968-69 TO 1972-73
Average Per Property
I t e m U n i t 1 9 6 8 - 6 9 1 9 6 9 - 7 0 1 9 7 0 - 7 1 1 9 7 1 - 7 2 1 9 7 2 - 7 3
P h y s i c a l  d a t a  -
T o t a l  f a r m  s i z e h a . 513 513 521 5 3 2 6 3 9
S h e e p  c a r r i e d n o . 1 755 1 8 0 6 1 861 1 7 9 6 1 8 1 7
C a t t l e  c a r r i e d i t 81 93 11 9 1 4 0 1 19
S h e e p  a n d  l a m b s  s h o r n i i 1 9 40 2 096 2 163 2 0 8 6 2 112
Wo o l  p r o d u c e d kg 8 038 8 753 8 5 29 8 091 7 9 32
E w e s  m a t e d  a s  p e r c e n t a g e
of  f l o c k % 4 4 . 4 4 6 . 7 4 4 . 4 4 4 . 9 4 5 . 8
L a m b i n g  p e r c e n t a g e i i 8 0 . 2 8 3 . 9 8 4 . 8 8 3 . 4 7 9 . 2
Wo o l  c u t  p e r  s h e e p
s h o r n kg 4.1 4 . 2 3 . 9 3 . 9 3.8
Wool p r i c e  p e r
k i l o g r a m c e n t s 1 0 5 . 1 9 0 . 6 7 2 . 9 8 6 . 0 2 1 0 . 0
C a p i t a l  s t r u c t u r e  -
L a n d $ 72 8 7 2 73 4 4 1 72 041 79 6 0 0 97 4 4 9
W a t e r i t 2 3 8 2 2 4 4 1 2 6 52 2 601 2 941
F e n c i n g i t 6 3 0 6 6 3 68 6 608 6 5 77 7 232
vB u i l d i n g s i t 9 972 1 0  222 10 594 1 0  5 72 11 1 9 2
P l a n t i i 8 963 9 4 1 7 10 078 9 3 3 6 1 0  181
S h e e p i i 9 131 11 1 39 1 0  7 80 7 9 7 7 7 334
C a t t l e i t 6 1 9 0 8 715 11 2 00 12 3 3 3 13 655
O t h e r  l i v e s t o c k • i 1 3 6 1 57 1 3 8 1 5 3 229
T o t a l  c a p i t a l f t 115 952 121 9 0 0 124 091 129 149 150 2 1 3
R e t u r n s
Wool i t 8 4 51 7 932 6 215 6 9 6 0 1 6  6 35
S k i n s i t 21 11 7 7 18
S h e e p  t r a d i n g  g a i n 1 » 2 1 9 0 3 0 36 2 1 7 3 3 1 3 3 5 295
S h e e p  o p e r a t i n g  g a i n i i 4 8 5 3 83 4 5 -643 -7 4 8
S h e e p  e n t e r p r i s e i t 11 147 11 3 6 2 8 4 4 0 9 4 5 7 21 2 00
W h e a t i t 4 9 1 261 181 1 9 6 198
T o t a l  c r o p s 1 887 1 7 0 9 1 174 1 3 0 0 1 3 6 2
C a t t l e  t r a d i n g  g a i n i i 1 927 2 0 92 3 245 3 571 4 669
C a t t l e  o p e r a t i n g  g a i n i t 1 397 1 4 8 6 1 4 1 5 2 2 9 2 1 253
C a t t l e  e n t e r p r i s e i i 3 324 3 578 4 6 6 0 5 8 63 5 9 2 2
O t h e r  r e t u r n s i i 6 8 4 671 1 008 9 9 0 1 2 6 7
T o t a l  r e t u r n s 17 0 42 17 3 2 0 15 282 17 6 1 0 29 571
C o s t s  -
L a b o u r 1 1 2 8 5 7 2 8 79 2 858 3 021 3 791
M a t e r i a l s i i 4 013 3 8 0 9 3 5 4 0 3 8 54 5 573
S e r v i c e s i t 2 5 8 8 2 6 4 0 2 411 2 7 73 4 1 4 6
R e n t 1 f 142 1 5 9 1 85 1 6 3 140
D e p r e c i a t i o n i i 1 6 7 9 1 780 1 8 0 6 1 755 1 9 9 0
T o t a l  c o s t s i i 11 279 11 267 1 0  8 0 0 11 5 6 6 15 6 4 0
I n c o m e  -
N e t  f a r m  i n c o m e i t 5 763 6 053 4 4 8 2 6 044 14 111
O p e r a t o r ' s  a l l o w a n c e i i 2 1 1 0 2 167 2 252 2 4 2 8 2 4 6 6
R e t u r n  to c a p i t a l  a n d
m a n a g e m e n t i t 3 653 3 8 8 6 2 2 3 0 3 6 1 6 11 645
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such inputs, is given in Lawrence and McKay (1980), together with 
consideration of the conceptual issues involved.
3.3 Tornqvist Indices
The amalgamation of heterogenous inputs (or outputs) such as 
capital, is usually undertaken using an indexing procedure. A number 
of these are available, such as the commonly-used Laspayres index which 
takes the change in total output to be the sum of changes in component 
output quantities weighted by prices in the base year. The Tornqvist 
indexing procedure, which is based on a homogeneous translog 
production function,^ is used here because of its greater flexibility. 
Whilst the Laspeyre's index implicitly assumes all factors of production 
and all outputs to be perfect substitutes (equivalent to a linear 
production function), the Tornqvist index "can precisely reflect an 
arbitrary set of substitution possibilities at any given feasible point" 
(Lawrence and McKay, 1980).
The Tornqvist indexing formula may be written in logarithmic
form as:
log (Vfit-i) " E vit log (qit/qit-l) 1=1
where v = <P±t qit/} Pjt qjt + Pit_i. ? jt-lq jt-l)/23=1 3=1
p^ is the price of item i at time t;
q^ is the quantity of item i at time t; and
Qt is the total output at time t.
N
Hence = Qfc_1 antilog ( E vi log (qifc/qit_1)).
i=l
Procedures used in the construction of the actual indices used 
for this study may be found in Lawrence and McKay (1980).
1 Providing a second-order approximation to an arbitrary production 
function at any given point.
