Introduction

44
One of the most intriguing features of the human brain is its ability to recall vivid episodes from 45 long-term memory in response to sparse cues. For example, the word 'breakfast' may elicit recall of 46 visual information including spatial (e.g. a bright kitchen) and object details (e.g. a croissant). This 47 phenomenological reinstatement of past experiences is mirrored in cortical reinstatement -a neural 48 reactivation of the original perceptual trace (Danker and (Schultz et al., 2012) , and associative retrieval of object-scene pairs (Staresina et al., 2013b) . 61
Conversely, the HC, instead of representing perceptual content, is thought to store indices linking 62 distributed cortical memory traces (Teyler and DiScenna, 1986; Teyler and Rudy, 2007) , thereby well-63 suited to coordinate pattern completion from partial cues (Marr, 1971; Norman and O'Reilly, 2003 ; 64 Staresina et al., 2012; Horner et al., 2015) . 65
The reciprocity of MTL connectivity implies overlapping activity profiles between perception and 66 retrieval in content-sensitive pathways, and is thought to underlie cortical reinstatement 67 (Eichenbaum et al., 2007; Danker and Anderson, 2010) . Indeed, there is evidence that neural activitythat was present during the original encoding of a memory is reinstated during retrieval, as 69 demonstrated using univariate analyses of encoding-retrieval overlap (Nyberg et comprising an encoding and a retrieval phase. During encoding, participants saw adjective-object or adjective-128 scene pairs. During retrieval, only the adjective was presented and participants tried to recall the associated 129 object or scene from memory. Not shown: Each fMRI trial was followed by 10s of an active baseline task (ITI,   130 arrows task), and the encoding phase was preceded and followed by a resting phase (odd-even numbers task, 131 180s) (see main text for details). B. In the post-fMRI recall task, participants typed in descriptions of the 132 associated object and scene for each adjective.
133
Since memory responses given during the fMRI task were subjective, two measures were taken to 134 ensure that the scanned retrieval portion accurately captured brain activity related to success vs.failure to recall. First, prior to the fMRI task, participants were explicitly instructed only to press 136 'recall' if they could vividly recall details of the associated image and to press 'forgotten' otherwise. 137 Second, we additionally employed a post-fMRI recall task ( Figure 1B ) in order to obtain an objective 138 memory measure. Again, participants were presented with each adjective, in the same order as 139 during the fMRI retrieval phase. The task was to type a brief description of the associated image or a 140 '?' in case the target image was not recalled. 141
Critically, only trials with matching subjective and objective memory responses entered fMRI 142 analyses (i.e. subjective 'recall' response during the fMRI task plus successful recall in the post-test, 143 or subjective 'forgotten' response during the fMRI task plus unsuccessful recall in the post-test). This 144 resulted in the following conditions of interest: object-recalled (OR), object-forgotten (OF), scene-145 recalled (SR), scene-forgotten (SF). 146
fMRI acquisition
147
Brain data were acquired using a GE Discovery MR750 3T system (GE Medical Systems) and a 32-148 channel head coil. For the functional runs, we used a gradient-echo, echo-planar pulse sequence (48 149 slices, 2.5mm isotropic voxels, TR=1000ms, TE=30ms, ascending acquisition order, multiband factor 150 3, 1300 volumes per run). The slice stack was oriented in parallel to the longitudinal MTL axis and 151 covered nearly the whole brain (in some participants with larger brains, superior frontal cortex was 152 not covered). The first 10 images of each run were discarded prior to analysis to allow for 153 stabilization of the magnetic field. Additionally, a high-resolution whole-brain T1-weighted structural 154 image (1x1x1mm, TR=7.9ms, TE=3.06ms) was acquired for each participant. 155 Preprocessing. All analyses were carried out using Matlab and SPM12. Functional images were first 167 corrected for differences in acquisition time (slice time correction), then corrected for head 168 movement and movement-related magnetic field distortions using the 'realign and unwarp' 169 algorithm implemented in SPM12. Structural images were then coregistered to the mean functional 170 image before being segmented into grey matter, white matter, and CSF. Deformation fields from the 171 segmentation procedure were used for MNI normalization (used for visualization only, see Figure 2A 172 -all analyses were done in native space). 173
fMRI preprocessing and analysis
Univariate analyses. For the first-level general linear model, all runs were concatenated and the 174 high-pass filter (128s) and autoregressive model AR(1) + w were adapted to account for run 175 concatenation. Regressors for our conditions of interest (OR, OF, SR, and SF for the encoding and 176 retrieval phase, respectively) were modeled using a canonical hemodynamic response function (HRF) 177 with a variable duration of each trial's RT, assuming that memory-related processing of the stimulus 178 is concluded at the time of the response. These regressors only included trials with matching 179 memory responses during the fMRI task and post-fMRI recall. Non-matching trials (e.g. 'recall' 180 response during the scan, but failed explicit recall during the post-scan) entered separate regressors 181 of no interest. Additionally, the first-level model included non-convolved nuisance regressors for 182 each volume of the transition and resting periods, and run constants. The resulting beta estimates 183 from the retrieval phase were averaged across each participant's ROIs before entering a group-levelrepeated-measures ANOVA with the factors region, content, and recall success. In case of sphericity 185 violations, the degrees of freedom were adjusted using Greenhouse-Geisser correction. 186
Perception-retrieval overlap (PRO).
We asked whether, within each MTL cortex ROI (PRC, PHC), 187 successful recall of a particular content is predicted, across voxels, by content tuning during 188 perception. In that case, within PRC, there should be a positive correlation such that voxels that 189
show stronger tuning to objects compared to scenes during perception should also be more engaged 190 during successful compared to unsuccessful object recall. Similarly, within PHC, there should be a 191 positive correlation such that voxels that show stronger tuning to scenes compared to objects during 192 perception should be more engaged during successful compared to unsuccessful scene recall. This 193 should be reflected in an across-voxel correlation of the effect sizes of the respective perception and 194
recall contrasts, which we tested in the following way: We computed, for each participant, four t tuned to objects rather than scenes for PRO-O, and to scenes rather than objects for PRO-S. To 206 ensure that these correlations would capture local rather than cross-hemispheric topographical 207 relationships, the correlation coefficients were computed in left and right ROIs separately, then 208
Fisher z-transformed and averaged. The resulting values were submitted to a two-way repeatedmeasures ANOVA with the factors region (PRC, PHC) and correlation type (PRO-O, PRO-S), and 210 followed up with two-sample and one-sample t-tests. 211
One possible concern is that PRO might be biased by temporal autocorrelations, which are greater 212 within a run than between runs. Note though that the task consists of four functional runs, with two 213 object-and two scene-only runs in alternating order. Each run contains an encoding and retrieval 214 phase. Thus, in PRO, we correlate a contrast containing data from all four runs ( impact of differences in signal-to-noise ratio across voxels. Since the analysis is based on t contrasts 236 between conditions, rather than estimates of activation in single conditions, we consider it unlikely 237 that SNR gradients across voxels bias these results. Nevertheless, we additionally computed PRO as 238 described above, but using partial Pearson correlations that included the temporal SNR of each voxel 239 as a control variable. Temporal SNR was computed as the mean value of the preprocessed, 240 unfiltered functional time series, divided by its standard deviation (separately per run, then 241 averaged across runs). 242
Results
243
Behavioral results
244
We queried successful recall of objects and scenes at two time-points: During the fMRI task, 245 participants merely responded 'recall' or 'forgotten' in response to each word cue (subjective recall). 246
During a post-scan explicit word-cued recall task, participants typed in descriptions of the associated 247 image, which were then scored by the authors (objective recall). Subjective responses during the 248 fMRI task did not significantly differ by content (t (17) =0.685, p=.502), with nearly 50% 'recall' and 249 'forgotten' responses for both objects and scenes (mean [SEM] % 'recall' responses: objects: 51.2 250 [1.8], scenes 52.6 [2.6]). To test whether subjective 'recall' responses in the scanner were more likely 251 to be followed by objective recall during the post-scan, we submitted the proportions of successful 252 objective recall to a two-way repeated measures ANOVA with the factors content (objects, scenes) 253 and subjective response ('recall', 'forgotten'). This analysis yielded a significant effect of subjective 254 response (F (1,17) =280.661, p<.001; no effect of content or interaction, ps≥.682); compared to 255 subjective 'forgotten' responses, subjective 'recall' responses in the scanner were more likely to be 256 followed by objective recall during the post-test for both objects (mean [ 
Content-independent vs. content-sensitive retrieval processing in MTL
291
HC showed a significant main effect of successful recall (F (1,17) =24.509, p<.001), but no effect of 292 content nor a recall success x content interaction (p≥.496). By contrast, PRC showed a significant 293 main effect of successful recall (F (1,17) =18.137, p=.001), as well as a recall x content interaction 294 (F (1,17) =4.579, p=.047) due to a stronger recall effect for objects relative to scenes. There was no main 295 effect of content in PRC (p=.173). Finally, PHC showed a significant main effect of content 296 (F (1,17) =16.804, p=.001), recall success (F (1,17) =27.329, p<.001), and a significant recall success x 297 content interaction (F (1,17) =7.723, p=.013) due to a stronger recall effect for scenes relative to 298 objects. To further characterize each ROI's response profile, we computed post-hoc paired t-tests to 299 assess object recall effects (OR vs. OF) and scene recall effects (SR vs. SF) in each ROI. All single 300 comparisons were significant (ts (17) ≥2.667, ps≤.016). Critically, however, as indicated by the above 301 interaction effects, the object recall effect was greater than the scene recall effect in PRC, and vice 302 versa in PHC. Taken together, the ROI results show content-independent recall-related activity in HC 303 versus a preference for object recall activity in PRC and for scene recall activity in PHC. 304
Perception-retrieval overlap (PRO)
305
The preceding analysis established a preference for object recall in PRC and a preference for scene 306 recall in PHC. Next, we assessed whether successful recall in these ROIs preferentially recruited 307 voxels that were also diagnostic of object vs. scene perception during encoding. Note that this 308 approach goes beyond a simple overlap of contrasts (as in a conjunction analysis): Rather than 309 asking whether two contrasts exceed threshold in the same voxels, we ask whether there is a linear 310 relationship between two contrasts such that voxels with a greater effect size in one contrast tend to 311
show a greater effect size in the other (see Figure 3A for illustrative participant-level data). PRC would show evidence for PRO-O: Voxels that are more tuned to objects over scenes during 319 perception would be preferentially recruited during successful compared to unsuccessful object 320 recall. In PHC, we expected evidence for PRO-S: Voxels that are more tuned to scenes over objects 321 during perception would be preferentially recruited during successful compared to unsuccessful 322 scene recall. We did not expect evidence for PRO-S in PRC or evidence for PRO-O in PHC.
Before assessing the correlation between perception and retrieval contrasts, we confirmed PRC and 324 PHC showed overall content tuning during perception. First, we tested whether the perception 325 contrast yielded significant differences between objects and scenes when averaged across all voxels 326 of each ROI. Second, we tested whether a majority of voxels in each ROI would show content tuning. 327
Averaged across voxels, activation during object perception differed significantly from scene 328 perception for both PRC (objects > scenes, t 17 =7.367, p<.001) and PHC (scenes > objects, t 17 =7. 640 Results from the PRO analysis are summarized in Figure 3B . , p=0.013) . Importantly, they were also significantly smaller than PRO-374 S (t 17 =5.007, p<.001). In sum, across PRC voxels, object tuning during perception predicted object 375 recall (PRO-O) but not scene recall, and there was no relationship between scene tuning and scene 376 recall. In contrast, across PHC voxels, scene tuning during perception predicted scene recall (PRO-S) 377 to a greater extent than object recall, and there was no relationship between object tuning and 378 object recall. 379
As a second control analysis, we computed PRO-O and PRO-S for PRC and PHC using partial Pearson 380 correlations with each voxel's temporal SNR as a control variable (see Methods). The statistical 381 pattern was nearly identical for both the ANOVA and follow-up t tests, with the exception of the 382 paired t test between PRO-O and PRO-S in PRC, which was now significant (t 17 =2.486, p=.024). 383
Discussion
384
Investigating cued recall of objects and scenes in the human MTL, we observed a triple dissociation 385 across MTL subregions: While HC was engaged during successful recall of both content types, PRC 386 preferentially tracked successful object recall and PHC preferentially tracked successful scene recall. 387
Moreover, we demonstrate an across-voxel linear mapping of content-sensitive recall effects in PRC 388
and PHC to content-tuning during the preceding encoding phase, suggesting that successful recall 389 tends to draw on the same voxels that represent percepts with high specificity.
