Recently, most of part-of-speech tagging approaches, such as rule-based, probabilistic, and neural network approaches, have shown very promising results. In this paper, we are particularly interested in probabilistic approaches, which usually require lots of training data to get reliable probabilities. We alleviate such restriction of probabilistic approaches by introducing a fuzzy network model to provide a method for estimating more reliable parameters of a model under a small amount of training data. Experiments with the Brown corpus show that the performance of the fuzzy network model is much better than that of the hidden Markov model under a limited amount of training data.
use of the learning techniques alleviates the huge cost of manually creating the knowledge and provides a basis for progress in the performance and the practical use of natural language processing systems, such as POS tagging systems called taggers. In training a probabilistic model for POS tagging, the reliability of the resulting parameters rests on a laborious manual annotation of a necessarily large amount of training data like the Penn Treebank (Marcus, Santorini, and Marcinkiewicz 1993) .
We are particularly interested in lexical ambiguity resolution in dialogue processing. In such a eld, however, collecting real dialogue data is not an easy task. For example, the size of dialogue corpus in the entire Penn Treebank corpus is only about 3% (Marcus, Santorini, and Marcinkiewicz 1993) . This implies that we have only a small amount of training data to estimate the parameters of a model for dialogue processing (i.e., conditional probabilities in probabilistic approaches). Such small training data, however, causes a well-known sparse data problem and hence a resulting probabilistic tagging system can hardly achieve an acceptable result. Even for large training data, the maximum likelihood estimation method, which is a kind of parameter estimation method in probabilistic approaches, does not allow us to adequately estimate model parameters of rare or unseen data (Katz 1987) . To alleviate these problems, we use membership functions in fuzzy set theory instead of probability distributions. In general, since fuzzy set theory proposed by L.A. Zadeh (Zadeh 1965 ) provides a robust and consistent foundation for dealing with uncertain or ambiguous data (Pao 1989) , several researchers have used it in many application areas such as expert systems, speech recognition, and pattern recognition. A critical issue in the practical applications of fuzzy sets is to nd membership functions.
In this paper, the issue is addressed by using probabilities and neural networks with a certain learning algorithm for modeling the membership functions. The proposed fuzzy network model for POS tagging is basically the same as the hidden Markov model (HMM) except for weight, which are fuzzy membership functions in the fuzzy network model and conditional probabilities in the HMM. Therefore, in each model, the di erent ways of estimating values of the parameters, such as transition and observation probabilities, are used. In the HMM, the values of the parameters are based on conditional probabilities, but in the fuzzy network model, we use neural networks to estimate the transition possibilities 1 and some transformations of the lexical probabilities for the observation possibilities. Using such fuzzy membership functions, we present a new POS tagging model based on a fuzzy network and have gotten better results than probabilistic approaches in domains which have a small amount of training data. This paper is organized follows. After presenting the de nition of the fuzzy network in Section 2, we present the fuzzy network model for POS tagging and the ways of estimating the membership functions of the fuzzy network in Section 3. In Section 4, we extend the basic rst order fuzzy network model to the higher-order 1 In the fuzzy network, the term of possibility is used for probability since the possibility does not follow the basic constraint of probability, such as the sum of the probabilities is 1 (Kandel 1986, pagee 31{37). model and in Section 5 present some experimental results. After discussing the related works in Section 6 and applications in Section 7, nally we summarize our ndings and draw conclusions in Section 8.
Fuzzy Networks
Fuzzy networks have been applied to various elds including technological forecasting (Hidekiyo and Nishkawa 1984) , decision support (Kawamura 1993) , maximum ow (Chanas and Ko lodziejczyk 1982) , and so on. Since the de nitions of fuzzy networks vary slightly according to the application areas, we provide a new de nition of a fuzzy network to serve our purpose. A network is a kind of a directed graph with weights on its edges (Sedgewick 1990 ). The network can be fuzzi cated in the same way as the fuzzication of fuzzy relations and fuzzy graphs (Zimmermann 1985, pages 61-82) . Such a network is called a fuzzy network in brief.
De nition 1 Let G = (V; E) be a directed graph, where V is a nite set of elements called nodes or vertices, and E is a precedence relation on V . V has two distinguished nodes: one with no pointing-in edges (the source) and the other with no pointing-out edges (the destination). The elements of E are called the edges of the directed graph. Then a fuzzy networkG = (Ṽ ;Ẽ) is made up of the fuzzi cated nodes V and edges E whereṼ andẼ are the set of fuzzy nodes and fuzzy edges respectively, which will be de ned below in detail. 2
De nition 2
Let V be a subset of the Cartesian product W T (that is, V W T) where W is a nite set of words and T is also a nite set of tags or POSs. Then the fuzzy nodes in the fuzzy networkG are de ned as V = f((w; t); Ṽ (w; t)) j (w; t) 2 W Tg;
(1) that is, a set of fuzzy nodesṼ is a fuzzy relation on W T, where Ṽ (w; t) is a membership function of the node (w; t) in W T. 2
De nition 3
Let E be a subset of the Cartesian product V V (that is, E V V ). Then the fuzzy edges in the fuzzy networkG are de ned as 2 For a path, ((eos; EOS), (Time; NOUN), (is; V ERB), (money; NOUN), (., S-END), (eos; EOS)) in Figure 1 , its strength is about 0.23 when the t-norm fuzzy operator is the algebraic product and its length is 5. Figure 1 shows the fuzzy network for the morphological analysis of the sentence \Time is money." The network is a partially ordered set with the partial ordering among words on the relative position in a sentence. Each node of a network consists of two parts: one is a pair of a word and its tag; the other is a membership value of the fuzzy node called a fuzzy lexical membership value (FLMV). In Figure 1 , for example, the node v 2 (Time, NOUN) represents that the word`Time' can be a noun with the certainty factor of 0.9 as the FLMV. Each edge of a network represents a membership value of the fuzzy edge called a fuzzy contextual membership value (FCMV) between the two nodes. For example, the edge from v 2 (Time, NOUN) to v 3 (is, VERB) means that v 2 is followed by v 3 with the certainty factor of 0.8 as the FCMV. Each path from the source to the destination on the network represents one interpretation of POS tagging for a sentence. In this representation, POS tagging is to nd the path with the highest strength among all possible paths using the well-known Viterbi algorithm (Forney 1973) . For example, f (Time; NOUN), (is; V ERB), (money; NOUN), (:; S-END) g, which is the path illustrated with the thick line in Figure 1 , is the result of POS tagging for the example sentence. Note that a pair (eos; EOS) of the word eos and the tag EOS is not involved in the result.
In the following subsections, we will explain how to decide fuzzy lexical and contextual membership functions.
Estimation of Fuzzy Lexical Membership Functions
For all words w 2 W and tags t 2 T, the Fuzzy Lexical Membership Function (FLMF) Ṽ (w; t) is estimated by using probabilities. It can be derived from the estimate of Pr(tjw), that is a probability that a word w can be a tag t. For example, Pr(NOUNjTime) is a probability that the word Time can be a NOUN. Pr(tjw) is estimated as C(w;t) C(w) where C(w; t) represents the frequency of the occurrence of the word w as the tag t and C(w) represents that of the word w in the training corpus. However, when a tag t for a word w does not appear in the training corpus (i.e., C(w; t) = 0), the conditional probability Pr(tjw) also become zero even when w can be in a dictionary. To avoid this, we assign an initial count value to every pair (w; t) in the dictionary before the training data is examined. can be an arbitrary constant between 0 and 1. We set the value of to 1.0 in our experiments described below. The initial count values are added to the observed counts of each pair in the training corpus. As a consequence, the conditional probability Pr(tjw) is adjusted asP r(tjw) = + C(w; t) Many works (Dubois and Prade 1983; Wonneberger 1994 ) on the estimation of membership functions with the aid of probabilistic characteristics have been addressed. To serve our purpose, this paper uses a transformation which maps an adjusted conditional probability distribution to a possibility distribution Ṽ (w; t) = 1? q 1 ?Pr(tjw) where is a gradient control parameter and is set to 0.9 in our experiments. The transformation satis es the probability/possibility-consistency relation (Wonneberger 1994) , but is subnormal (Zimmermann 1985) since its maximum value cannot possibly be one, and is a kind of a fuzzy quali er, which translates a membership function of true into a membership function of fairly true (Kandel 1986 , pages 31-37).
Estimation of Fuzzy Contextual Membership Functions
We use neural networks to estimate the Fuzzy Contextual Membership Function (FCMF). In the eld of fuzzy logic, neural networks are used not only for estimating the membership function (Wang 1994a ) but also for many applications like fuzzy controller, fuzzy expert systems, etc. (Buckley and Hayashi 1994; Gupta and Rao 1994) .
To represent POSs in neural networks, we use the local representation (Hinton, McClelland, and Rumelhart 1986 ) which has one-to-one correspondence between a computing element and a POS. For example, suppose that a tagset T is f EOS, NOUN, VERB, ADJ, AUX, S-END g. Then, the neural network requires 6 units to represent the tagset as shown at the input and the output layer of the neural network in Figure 2 . Note that the FCMF Ẽ (v i ; v j ) = Ẽ ((w i ; t i ); (w j ; t j )) approximates to Ẽ (t i ; t j ) because the FCMF is not reliably estimated when there exists the large number of words. Figure 2 shows the architecture of a neural network to estimate the FCMF Ẽ . The network is composed of 4 layers including input and output layers and is trained through the error back propagation algorithm (Rumelhart, Hinton, and Williams 1986) . The network trains the possibility of the POS for the next word on a training sentence while the POS of a word is presented to the input layer of the network. For example, let a training sentence be \Time/NOUN is/VERB money/NOUN ./S-END" and let an input word/POS be is/VERB. Then the output is money/NOUN as the next word/POS. The input vector X is f0; 0; 1; 0; 0;0g and the desired output vector Y is f0; 1; 0; 0;0;0g. At next step, money/NOUN and ./S-END are the input and the output word/POS respectively. In this way, the network is trained by presenting all pairs of (t i?1 ; t i ) in the training corpus in order until the error of the network is su ciently reduced. After training, the FCMF Ẽ (t i ; t j ) for all t i and t j is estimated through the trained network. When the input X for a tag t i is presented to the input layer, the output Y , which is the vector of possibility scores for tags as the next POSs, is produced. For example, when the input X is f0, 0, 1, 0, 0, 0g for tag VERB, the output Y is f0.2, 0.9, 0.3, 0.6, 0.1, 0.5g as shown in Figure 2 . We also use the normalizing function (Wang 1994a) Ẽ (V ERB; t j ) = (y 1 ; : : :; y M ) = y j ? y min y max ? y min (4) so that the value of the membership function Ẽ can be between 0 and 1. y min and y max are the elements of Y with the maximumand the minimumvalue respectively.
Since Ẽ (t i ; t j ) for all tag pair (t i ; t j ) should not be zero, 2 0; 1) is used. In our experiments described below, the value of is 0.9. In this way, for all pairs of tags t i and t j 2 T, the values of FCMF Ẽ (t i ; t j ) can be estimated. For example, when input X for VERB is presented to the input layer, Ẽ (V ERB; EOS) is 0:14, Ẽ (V ERB; V ERB) is 0:26, etc. as shown in Figure 2, 
A Generalized Fuzzy Network Model
The proposed model uses Information of only one preceding word as the contextual information for resolving the lexical ambiguity of a current word. To improve the accuracy of the POS tagging, however, we need more contextual information. A generalized fuzzy network model for resolving the lexical ambiguities is a fuzzy network model that transcends the limitation associated with the use of preceding words as context. In case of using h preceding words as context, we call it the h th order fuzzy network model. Generally when the order goes higher, estimating the membership function becomes more and more di cult because of the data sparseness. So, we use an approximation of the membership functions to alleviate the burden. First, consider a FLMF (fuzzy lexical membership function). The h th order FLMF of Ṽ (w i?h?1 ; : : :; w i ; t i?h?1 ; : : :; t i ) can be approximated by the rst order FLMF Ṽ (w i ; t i ). This is similar to the approximation of the lexical probability in probabilistic approaches (Church 1988 Figure 3 shows the second order fuzzy network for the sentence \Time is money." We now turn to the way of estimating fuzzy membership functions in the generalized fuzzy network. As mentioned above, the h th order FLMF is the same as the rst order one. The h th order FCMF, however, is not the case. We will mainly describe the way of the estimation of the second order FCMF. In case of the second order model, FCMF Ẽ (t i ; t j ; t k ) provides two POSs as context. As in the rst order model, when the input X, for the two tags the output Y , for the possible tags of the word w i , is generated at the output layer of the network. In proportion to the size of the context, the dimension of X is twice as many as that of the rst order model. In the same manner as the rst order model, Ẽ (t i ; t j ; t k ) can be estimated for all triples of tags t i , t j , and t k 2 T.
The way of nding the most proper POS sequence in the generalized fuzzy network model is the same as that of the rst order model. For example, as shown in Figure 3 , the most proper node sequence (represented by thick line) is ( (eos, eos, EOS, EOS), (eos, Time, EOS, NOUN), (Time, is, NOUN, VERB), (is, money, VERB, NOUN), (money, ., NOUN, S-END), (., eos, S-END, EOS), (eos, eos, EOS, EOS) ). To get the result of POS tagging, the tagger extracts the sequence of the representative tags and their corresponding words. As the result, the result of POS tagging is ( (time, NOUN), (is, VERB), (money, NOUN), (., S-END) ). Note that a pair (eos, EOS) of the representative word eos and the representative tag EOS is not also included in the result.
Experimental Results
In order to evaluate the performance of the tagging model, the tagged-Brown corpus which is included in the Penn Treebank Corpus (Marcus, Santorini, and Marcinkiewicz 1993 ) is chosen. We use the tagset of the Penn Treebank plus the special tag`EOS' for the beginning and the end of a sentence. The number of POSs is 49.
We separate the corpus into two parts; one for training (about 70%) and the other for testing (about 30%) as shown in Table 1 . About 68% of the words in the test corpus are ambiguous; That means approximately 68% of the words in the test corpus have more than one POS. The average number of POS per word is 3.13. To observe the variation of the performance according to the size of the training corpus, we train the network and test the system by gradually increasing the training corpus. To do this, we use the ten training corpora as shown in Table  2 according to the size of each corpus.
The neural network has 2 hidden layers. Each hidden layer has 15 units. To represent POSs, both input and output layer use local representation. Accordingly, the number of the units in the input layer is 49 and 98 for the rst order and the second order network respectively, while the number of the units in the output layer is xed to 49.
For the performance evaluation in the next subsection, we use the hidden Markov In our experiments, parameters of the model are estimated by using the relative frequency training (Merialdo 1994) , which use tagged data like the fuzzy network model, with the Good-Turing method (Good 1953) for smoothing. In this paper, we use a closed dictionary (Kupiec 1992) since we do not concerned with the prediction of unknown words. We think that estimating the membership functions for unknown words is another research issue in its own right. Figure 4 and 5 show the comparisons of the error rates for the fuzzy network model with thoses of the HMM for the rst order and the second order respectively. In case of the fuzzy network model, the error rates for the rst order and the second order are 4. 52% and 4.19% (95.48% and 95.81% in accuracy) respectively with the training corpus (train-10) of size more than 800,000 words. These rates are not better than these of HMM with the same training corpus. The performance of the fuzzy network model, however, is much better than that of HMM with the smaller corpus (train-01) of size 2,193 words as shown in Figure 4 and 5. On a basis of 60,000 words of the corpus size, the fuzzy network model outperforms the HMM in the range below the basis, and vice versa above the basis. Thus, we can say that the fuzzy network model is proper for estimating the membership functions on unseen data, and consequently it is well applied to the domains such as dialogue processing, speech recognition, and the construction of the initial version of a training corpus where it is not easy to collect large data. 
Performance Evaluation

What can Neural Networks Perform on Unseen Data?
Is it reasonable to estimate the membership functions by neural networks? We say`yes' since the neural networks perform e ectively on unseen data. That is, the neural networks can learn some linguistic structures like POS trigram, and can interpolate the structures in case of data sparseness. To back our claim, we calculate the similarity of a hidden layer output vectors for all tags, and cluster tags into several groups. The cosine coe cient used as the measure of the vector similarity is
where H i and H j are the output vectors of the second hidden layer when tag t i and tag t j present to the input layer respectively, and h i;k and h j;k are elements of H i and H j respectively. Table 3 shows the groups of clustering.
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In the table, the rst group has the common characteristic as the determinative, the second group as those which very often appear at the beginning of a sentence, and so on. Both VB and VBG are in the fth group because they equally guide the sentence which would 2 DT: determiner; POS: possessive ending; EX: existential there; PRP: personal pronoun; WDT: wh-determiner; WP; wh-pronoun; JJS: adjective, superlative; JJ: adjective; NNP: proper noun, singular; NNPS: proper noun, plural; RP: particle; VB: verb, base form; VBG: verb, gerund/present participle; VBD: verb, past tense; VBP: verb, non-3rd person singular present; VBZ: verb, 3rd person singular present; SYM: symbol; UH: interjection; LS: list item marker; RB: adverb; RBR: adverb, comparative be incomplete due to the ellipsis of the subject. In the sixth group, VBD, VBP, and VBZ share the common characteristic that the verb leads a complete sentence without an ellipsis of the subject. Such idiosyncracy means that the neural network can learn some linguistic structures. Figure 6 shows the ability of learning and the generality of the fuzzy network model. No matter how small the training corpus is, the error rate for a test corpus decreases steadily as the training data is repeatedly presented to the neural network even if the rate could oscillate just a little. However, the saturation points of the error rate vary with training corpora. This is due to the lack of sample data required to discriminate classes. The larger sample (training) data do not always lead to better accuracy as shown in the curves in Figure 6 . This is due to the over-generalization problem of neural networks (Gallant 1993 ). In Figure 6 , the curves on the training data of more than 60,000 words have similar shapes. It means that the training data do not have a good e ect on the performance of the tagging system based on the fuzzy network model.
Learning and Generalization
The Boundary of the Fuzzy Network Model
We have compared the performance of the fuzzy network model with that of the HMM, a probabilistic model. Figure 4 and 5 show the di erence of the performance between the two. When provided with su cient training data, the HMM performs better than the fuzzy network model. This means that the performance of the fuzzy network model may fall behind that of probabilistic models in dealing with uncertainty when the size of the training data is quite su cient for a given problem. The boundary (critical point) is about 60,000 words of the training corpus in our problem. With less than 60,000 words of training corpus, the fuzzy network model is superior to the probabilistic model. The boundary size of the training data seems to depend on the size of the tag set. If we include more POSs in the tag set, the boundary size of the training corpus must be increased. Therefore, we can conclude that, with a tag set of the size 49 and the training corpus of less than 60,000 words, the fuzzy network model outperforms a probabilistic model. This result re ects the fact that fuzzy network model can alleviate the sparse problem in probabilistic model which is inevitable when the size of training data is small. Since we used fuzzy membership functions rather than rigid mathematical probabilistic, fuzzy network model can naturally achieve better smoothing e ects than probabilistic models for small training data. Thus, we can say that the fuzzy network model is proper for estimating the membership functions under small training data. We also believe that this idea can be applied to the problems which can be modeled into networks or relations when training data for the problems is not big enough to get reliable probabilities.
6 Related Works 6.1 Fuzzy Network Model vs. Hidden Markov Model for POS tagging
In this section, we discuss the di erence between the proposed fuzzy network model and the hidden Markov model for POS tagging. Two models are very similar except for weights (fuzzy membership functions vs. conditional probabilities) on the edges and nodes of the network. The di erence between fuzzy membership functions and conditional probabilities is based on the di erence between the concepts of fuzziness and probability, which was discussed by several researchers (Dubois and Prade 1980; Kandel 1986; Wang 1994b; Zimmermann 1985) including L.A. Zadeh. To explain the di erence, we borrow the Kandel's (Kandel 1986 , page 74) and Wang's (Wang 1994b , page 101) comments in their works; Kandel says :
Probability is an objective characteristic; the conclusions of probability theory can, in general, be tested by experience. The membership grade is subjective, although it is natural to assign a lower membership grade to an event that, considered from the aspect of probability, would have a lower probability of occurrence. The fact that the assignment of a membership function of a fuzzy set is \nonstatistical" does not mean that we cannot use probability distribution functions in assigning memberships.
and Wang says :
As for the debate on fuzziness versus probability, we think, from an engineering point of view, that the important point is not whether membership functions are the same as probability distribution functions; the point is how these functions are used. More speci cally, a probability distribution is used to characterize a collection of data, whereas a membership function is used to characterize a word in natural language. Consequently, although the starting representations of the two theories may be similar, the directions along which the theories are further developed and used are quite di erent. Probability theory, on one hand, concentrates, for example, on the statistical analysis of a large amount of data and on the modeling of random noise; fuzzy theory, on the other hand, concentrates on the representation and e ective use of human knowledge.
On the mathematical di erence, a probability distribution has the following basic constraints; 0 Pr(x) 1 (6) X Pr(x) = 1;
whereas, as we can see in Equation (8), a membership function has a constraint similar to Equation (6), but the sum of membership functions may not be 1. 0 (x) 1: (8) In the proposed fuzzy network model, the values of the membership functions for the edges are acquired using neural network techniques and for the nodes are calculated from transformations of lexical probabilities.
Our Neural Network vs. Neural Network Models for POS tagging
Many neural network models for POS tagging were proposed (Benello, Mackie, and Anderson 1989; Schmid 1994) . The neural network models use, as input representation, the POSs of the current word (ambiguous) and its surrounding context, which is the p preceding words (unambiguous, processed), for example p = 3 in (Schmid 1994) , and the f following words (ambiguous, unprocessed), for example f = 2 in (Schmid 1994) . In the output layer of the networks, each unit corresponds to one of the POSs in the tagset. In these models, the output unit with the highest activation indicates the POS assigned to the current input word. Such neural networks are used for disambiguating the POSs of the current input word using the surrounding context whereas the neural network in the fuzzy network model is used for predicting the possibility of the next POSs. Because of the di erent purposes of the neural networks, the input of the neural network in our model represents the information about the POSs of one or two unambiguous preceding words, and the activation value of each output unit is used as the possibility degree of the corresponding POS, which is used for estimating the membership functions in the fuzzy network model.
Applications
Without the modi cation of the tagging system except the morphological analyzer, the fuzzy network model can be applied to POS tagging for Korean sentence. Korean POS tagging has to resolve to the morphological ambiguities as well as the categorical ambiguities what is called POS ambiguities (Kim, Lim and Seo 1995) . The Korean POS tagging system based on a fuzzy network model can handle the two ambiguities naturally since for a given sentence the system generates a sequence of pairs of a representative tag and its corresponding word(a morpheme in Korean), but not a sequence of POSs which is the output of other tagging systems (Church and Mercer 1993) . For example, the system inputs a Korean sentence, e.g. nanun kamkiey kellyessta.
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(I caught a cold.), and outputs the resulting sequence, e.g. (na, pronoun)+(nun, auxiliary-particle) (kamki, noun)+(ey, adverbial-particle) (kelli, verb)+(ess, past-tense)+(ta, nal ending) 4 . According to such characteristics of the fuzzy network model, we have applied the model to a tagging module for lexical disambiguation in a dialogue machine translation system (Seo et al. 1994 ). The system translates dialogues, which were collected from the domain of hotel reservation, from Korean to English. The tagging module in the system gives us a promising result and is trained with a very small amount of training data, that consists of 35 dialogues with 983 sentences, 2,618 word phrases called Eojeols in Korean, and 3,540 morphemes.
We expect that the model is well applied not only to dialogue processing but also to some domains such as speech recognition and the construction of the initial version of a training corpus where it is not easy to collect large training data.
Conclusion
In this paper, we have presented a new POS tagging model called the fuzzy network model. The membership functions are automatically estimated through some probabilities and the neural network with a certain learning algorithm.
The result of experiments reveals that the model is well applicable to the domain, where it is not easy to collect a large amount of training data such as dialogue processing, speech recognition, and the construction of an initial version of tagged corpus. Especially, with the training data of less than 60,000 words, the performance 3 In this paper, the Yale Romanization is used to represent Korean sentences and words. 4 The symbol + represents the boundary of morphemes.
of the model is superior to that of others like an HMM. We believe that the training data of 60,000 words is the boundary of the relative performance standings between the fuzzy model and the probabilistic model where we use a tag set with 49 POSs. In other words, the sparse data problem is serious in probabilistic approach when the size of the training data is less than the boundary point.
We have successfully applied the fuzzy network model to a tagging module for lexical disambiguation in a dialogue machine translation system (Seo et al. 1994 ).
