Abstract. We use super-paramagnetic colloidal particles confined by gravitation to a flat water-air interface as a model system to study the non-equilibrium liquid-solid phase transition in two dimensions. The system temperature is adjustable by changing the strength of an external magnetic field perpendicular to the water-air interface. Increasing the magnetic field on a timescale of milliseconds quenches the liquid to a strongly super-cooled state. If the system is cooled down out of equilibrium the solidification differs drastically from the equilibrium melting and freezing scenario as no hexatic phase is observable. The system solidifies to a polycrystalline structure with many grains of different orientations. Since the local closed packed order in two dimensions is sixfold, in both the fluid and the crystalline state, sensitive measures have to be developed. In the present manuscript we compare different methods to identify crystalline cluster locally and motivate the threshold values. Those are chosen in comparison with the isotropic fluid on one hand and large mono-crystals in thermal equilibrium on the other hand. With the given criteria for crystalline cluster the cluster are found not to be circular and fractal dimensions of the grains are given.
Introduction
Since the work of Peierls [1] and Mermin and Wagner [2, 3] it is known that strictly speaking no crystals exist in systems with dimension d < 3 at finite temperature. In general the significance of thermal fluctuations is increased when the dimension of a system is decreased. Crystal lattices with dimension d < 3 are thermally unstable due to long wavelength phonon modes. As a consequence long range translational order does not exist in 1d whereas in 2d fluctuations around lattice sites diverge logarithmicaly in the crystalline phase [4] . Likewise this is also detectable with dynamic functions [5] . The slow logarithmic divergence in two dimensions leads to crystals which possess only a quasi long-range translational order but perfect long-range orientational order. Given the existence of 2d crystals it has been a matter of debate over a e-mail: peter.keim@uni.kn decades how a two-dimensional crystal melts. While the liquid to crystal transition in three-dimensional systems is usually a first order transition, the situation in twodimensional systems is found to be more complex. Grain-boundary induced melting [6] [7] [8] or condensation of geometrical defects [9, 10] suggest a first order phase transition, while the theory of John M. Kosterlitz, David J. Thouless, Bertrand Halperin, David R. Nelson, and Allan P. Young [11] [12] [13] [14] [15] [16] [17] , the so called KTHNY theory, predicted a melting process via two continuous phase transitions with an intermediate phase.
The intermediate phase appears due to the fact that the translational and orientational symmetries are broken at different temperatures. The first phase transition at temperature T m is associated with destroying the discrete translational symmetry. The intermediate phase is named hexatic, based on the remaining sixfold quasi long range orientational order. If the orientational order degenerates to short range at temperature T i > T m , a second phase transition from the hexatic to the isotropic liquid occurs. According to the KTHNY theory, the different symmetries are affiliated with the occurrence of different topological defects, namely dislocations and disclinations.
In simulations [18] [19] [20] [21] [22] [23] [24] [25] [26] the results were controversial for a long time but meanwhile the hexatic phase is well established. In experiments the hexatic phase is observed, too [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] but in both, experiments ans simulations the nature of the transitions is debated: indications of first order transitions are reported in a colloidal system with screened coulomb interactions [30, 31] and in di-block copolymer systems [34, 35] . Like in simulations, a phase coexistence is usually interpreted as first order signature. KTHNY theory is a melting theory starting from large single crystals but of course a thermodynamic phase should be independent of the history of the matter and cooling and heating cycles should yield the same results. Wang et al. reported polycrystalline domains during cooling in a system of diameter-tunable microgel spheres at finite cooling rates [37] . Indeed, cooling rates have to be small such that critical fluctuations of a continuous order phase transition can switch the symmetry globally. In a system of particles with dipolar interaction, where the monolayer is confined to an air-water interface as described below, we measured the softening of elasticity to be completely consistent with renormalization group calculations [38] . We found both transitions, the crystal to hexatic and the hexatic to isotropic fluid transition to be continuous during melting and freezing if the system is always kept in thermal equilibrium. Indeed, if the cooling rate is very slow we do observe homogeneous large single domain crystals in the field of view [39, 40] , implying that KTHNY theory also holds for freezing. But, as we summarise in this minireview, cooling the system rapidly from the isotropic liquid to the crystalline state, we find a polycrystalline sample without a signature of a hexatic phase during crystallization [41] . Obviously the mechanism of annihilation of topological defects is too slow for crystallization if the system is supercooled on short timescales.
In 3 dimensions, supercooled fluids nucleate homogeneously or heterogeneously from the isotropic phase to the periodic structure. The underlying phase transition is a first order transition where phase equilibrium exists and the nucleation process has been intensely studied [42] [43] [44] [45] [46] [47] [48] [49] [50] [51] [52] [53] [54] [55] [56] . The most widely used concept, the Classical Nucleation Theory (CNT), attempts to describe this complex process by treating the nuclei as compact spheres that grow if their size exceeds a critical value [42] [43] [44] . However, experiments on hard sphere colloidal systems [48, 49, 52] differ from the predictions of critical nucleation theory and the CNT calculation underestimates the nucleation rate by many orders of magnitude [57] . In computer simulation in 3D [58] and for phase-field-crystal calculations in 2D [59] , a precursor-mediated two-step crystallization was observed. In experiments in 2D with attractive particle interactions [60, 61] such precursors are found, too, but might be explained with sublimation rather than nucleation.
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and acts like an inverse temperature. The experiments are carried out at constant ambient temperature but the effective temperature is varied by the magnetic field H which is physically equivalent. At high magnetic fields we observe a hexagonal crystal if the system is kept always in thermal equilibrium while at low fields Brownian motion dominates, the system is disordered and particles diffuse freely throughout the 2D plane. The melting temperature in units of the interaction parameter between crystal and hexatic is about Γ m = 60 and the transition temperature between hexatic and isotropic liquid is about Γ i = 57.5 [67] . We can monitor the different states using a CCD-camera looking at a 1 mm 2 spot with a frame rate of 10 fps containing several thousand particles. Images are analysed and particles are tracked using digital image analysis. This way we record the trajectory of all particles and obtain the whole phase-space information. Thanks to a computer controlled regulation of the sample volume we keep the water-air interface flat such that number density inhomogeneities are less then 0.1% over several months. Using magnetic colloids has the advantage that the pair-potential is known precisely and can be varied in strength by the applied magnetic field. This way, the (inverse) system temperature can be varied on a time scale 10 4 times faster compared to intrinsic time scales like the Brownian time which is of the order of 50 sec. The power supply switches the magnetic field within 5 ms. During that time, diffusion would lead to an average translation of 50 nm which is comparable to the resolution in particle position by video microscopy. For all the data shown, the quench is repeated at least ten times and the results are averaged for those independent runs. After a quench, the system is remelted and equilibrated for a few days bevor the next measurement.
Time dependent crystallization
To identify the degree of orientational order we calculate the sixfold bond orientation parameter which assigns to every particle k at position r a complex number. The phase and the magnitude of this complex number is marking the local orientational order given by the N j nearest neighbours with bond orientation θ jk to a fixed reference axis.
The phase of ψ k marks the absolute orientation of the neighbours in the sixfold orientational space and the magnitude 0 ≤ m 6 k = |ψ k | ≤ 1 measures the deviation of perfect hexagonal order. The global orientational order of an ensemble of N particles in the field of view is given by
whereas an average local order of the ensemble is given by Figure 2 shows the averaged local and global orientational order parameter as function of time after a quench for different quench-depths. The deeper the quench, the faster is the increase in orientational order, as expected. Within the duration of measurements of 10 min, the orientational order does not saturate but for the deepest quench to Γ E = 141, the local orientational order approaches 90%. This is in contrast to the global orientational order where the deepest quench increases to a degree of about 10% within 10 min. This clearly indicates that the system does not crystallize into a monocrystal but into several grains of individual orientation. This is furthermore seen in a snapshot in real space where the magnitude of the local director field m 6 k = |ψ k | is plotted, which is zero for perfect five-or sevenfold neighbored particles and one for perfect sixfold ones. In Fig. 3 , the color code ranges from blue (m 6 = 0, low orientational order) via yellow to red (m 6 = 1, high orientational order). The system is obviously polycrystalline and grains of different orientation of the lattice are visible.
As can be seen in the bottom of Fig. 3 solely the magnitude of the bond order field is not sufficient to identify crystalline cluster since the border between order and disordered areas are not sharp but rather washed-out. In the following section we discuss which criteria work best to identify local grains.
Local criteria for crystallinity and their comparison with homogeneous phases in equilibrium
As mentioned in the introduction, the phase transitions crystalline to hexatic and hexatic to isotropic are continuous transitions. Those continuous phase transitions are characterized by the absence of a phase equilibrium and the absence of latent heat. The system switches the symmetry of the appropriate order parameter on all length scales if the transition temperature is crossed. To exclude phase coexistence, Strandburg et al. introduced the bond angular stiffness being the magnitude squared of the global bond order parameter χ ang = |Ψ global | 2 [68] . In the original manuscript, this quantity was named nearest-neighbor bond-angular susceptibility, a terminus which is nowadays usually used for the variance of the bond order parameter defined as χ 6 = |Ψ 2 | − |Ψ| 2 [36, 37, 67] . A finite size analysis of the probability distribution P (χ ang ) may distinguish between a homogeneous phase and phase equilibrium. A monomodal distribution of the bond angular stiffness indicates a homogeneous phase, whereas a bimodal distribution indicates a phase coexistence of ordered and disordered regions in different subsystems of the same size. In Fig. 4 the finite size analysis of the bond angular stiffness is plotted for a system which has been always in thermal equilibrium. The upper row Fig. 3 . Magnitude of the local bond order color coded in real space ten minutes after the quench. Blue corresponds to low orientational order (m 6 = 0) and red to high orientational order (m 6 = 1). Whereas for the deep quench to ΓE = 141 most of the particles arrange in crystalline grains separated by grain boundaries (top) the system did not yet crystallize completely for the low quench to Γ E = 68 (bottom).
equilibrium system shows homogeneous orientational bond stiffness consistent with KTHNY-melting and without any indications of phase equilibrium.
To analyze the time dependent behaviour of crystallization after a temperature quench below the melting temperature (= above Γ M ), Fig. 5 shows the bond angular stiffness for three different times. The upper graph is still in the fluid phase at Γ = 13 and shows qualitatively the same behaviour as Fig. 4 . The middle graph shows the distribution of χ ang 50 sec after a quench to Γ E = 141 and the lower graph is 580 sec after the quench. The curves are averaged for 100 consecutive timesteps in an interval of about 10 sec. Especially 50 sec after the quench, a bimodal distribution is found for small subwindows with N = 1.4 and 2.8. The maxima of the probability distributions are at χ ang = 0 and χ ang ≈ 0.8 indicating heterogeneous local orientational order. 580 sec after the quench, small subwindows show quite large local order with maxima between of χ ang ≈ 0.7 and χ ang ≈ 0.85 but the largest window with N ≈ 5700 particles is peaked at vanishing or very small bond order stiffness χ ang < 0.05. Consistent with Fig. 2 and Fig. 3 this indicates polycristalline order. At intermediate times, the bimodal distribution confirms, that areas with crystalline local order and areas with fluidlike order are present at the same time. Of course, this should not be named a phase equilibrium since the system is quenched rapidly out of thermal equilibrium.
Another way to analyze the local orientational order was suggested by Larsen and Grier [71] . It takes the magnitude of the local bond order field m 6 k = |ψ 6 (r k )| and projects it to the mean of the local bond order field given by the nearest neighbours.
It takes the second nearest neighbors into account and determines how the orientation of the center particle fits into the orientational field of its neighbor particles. Since it is a projection n 6 ≤ m 6 and n 6 + m 6 ≤ 2. In [71] an uni-modal distribution was found even if real space images showed a dilute liquid (or gas) phase and dense crystalline flakes implying the existence of an attractive interaction between particles, whereas in [31] a bimodal distribution is reported next to the isotropic-hexatic as well to the hexatic-crystalline transition. Particles in the m 6 -n 6 -plane with m 6 + n 6 > 1 were identified to be crystal-like particles. In [67] we showed i) the absence of a bimodal distribution and ii) the weak dependence of the local bond-order field above and below the melting temperatures. This indicates continuous phase transitions for our system if kept always in equilibrium, consistent with KTHNY theory. Figure 6 shows the probability distribution 220 sec after a quench from Γ = 13 to Γ = 63 in the m 6 -n 6 -plane. The distribution is clearly bimodal with highly sixfold particles (upper right corner) and poorly sixfold particles (lover left corner). But to identify crystalline cluster it is not sufficient to investigate the magnitude of the local bond order field.
The bond length has to bee taken into account too preclude particles which have sixfold orientational symmetry but the neighbours are not sitting at the corners of a hexagon (see Fig. 7 right) . This way not only the direction but the periodicity of the crystal is used to identify crystalline grains. Furthermore, the complex phase of the local bond order parameter has to be compared between neighboring particles to distinguish between crystalline cluster of different orientation.
Neighboring particles do belong to the same crystalline cluster if they fulfill those three criteria:
• The magnitude of the local bond order field m 6 k must exceed a threshold value m T for both neighboring particles.
with the computer algorithm reproduces the grains identified by eyes. The human brain is quite developed in pattern recognition and can easily distinguish between an artefact or tolerable perturbations since it compares the patterns a) parallel and globally and b) with former data. The optimization of the threshold parameters is done in comparison with the equilibrated system. Figure 8 shows the probability distribution of m 6 (upper graph), the distribution of the bond length variation Δl (middle graph) and the bond orientation difference ΔΘ of neighboring particles (lower graph) in histograms of equilibrated systems. The interaction strength ranges from very fluid values to those deep in the crystalline phase.
1. P (m 6 ) has a pronounced maximum at m 6 > 0.9 in the crystalline phase. With decreasing interaction strength the maximum decreases and shifts to lower values of m 6 . In the hexatic phase and even in the fluid phase at Γ = 50, the maximum is close to m 6 ≈ 0.9. For Γ = 39.5 in the fluid phase a shoulder appears at m 6 ≈ 0.35.
The shoulder grows to a maximum for very fluid phases and the maximum at m 6 > 0.8 has disappeared. 2. For decreasing interaction strength particles fluctuate increasingly around their lattice sites in the crystal. Since the particle pair potential is purely repulsive we do not observe a change in density during melting but the fluctuations in particle distances increases with decreasing Γ. This leads to a decrease of the maximum in P (Δl) at Δl = 0 and an increase of the maximal deviations of Δl max ≈ 20% at Γ = 132.9 to Δl max ≈ 50% at Γ = 5.9. 3. Similarly, the maximum of P (|ΔΘ|) (at |ΔΘ| = 0
• ) decreases with increasing system temperature and the width of the distribution increases. In the crystalline phase at Γ = 132.9, the maximal deviation (in sixfold space) is about 30
• (corresponding to 30
• in real space) whereas in the fluid phase the complete range of possible values 0
• ≤ |ΔΘ| ≤ 180
• is found.
The crossover in P (m 6 ) for different Γ is near m 6 = 0.6. This motivates to choose the threshold value to m T = 0.6.
In P (Δl) the crossover is near Δl ≈ 10%. This value is the full width at half maximum of curves close to melting (Γ m = 60) and furthermore coincides with the the classical Lindemann criterion which states that a crystal melts, if the particle fluctuations exceeds 10% of the lattice distance. Therefore we choose l T to be
The threshold for the bond orientation difference of nearby particles was defined as follows: the first two criteria were applied to configurational data of the crystal in equilibrium close to melting and ΔΘ was increased from zero until the whole monolayer (except virtual dislocation pairs) were identified as monocrystal.
This 14
• degree in sixfold space corresponds to 2.3
• in real space. Particles sitting in hexagons being less tilted with respect to each other are defined as crystalline cluster. Figure 9 shows the number of particles in equilibrated systems which are identified to be crystalline. For comparison, the Larsen-Grier criterion m+n > 1 and the number of particles with coordination number CN = 5, 6, 7 is plotted, too. The Larsen-Grier criterion is slightly less tight but shows in principle the same result. Having a look at polycrystalline samples, grain boundaries seem to be made of two rows of particles would not appear as such, since the bending of crystals in 2D due to Mermin-Wagner fluctuations is large.
If the crystalline cluster are identified for the whole duration of the experiment one can label the cluster of consecutive time steps to follow their temporal behaviour. Cluster of time t i and t i+1 are compared by investigating the overlap in area of cluster A j at t i with B k at time t i+1 . The index j ranges from 1 to N ti and k ranges from 1 to N ti+1 where N ti and N ti+1 are the numbers of cluster in the time steps t i and t i+1 . The classification and correlation of the cluster is done as follows:
• No passing of Cluster-label A j to B k if no overlap in areas exists in the following time step. Cluster A j has disappeared.
• If cluster A j has only overlap with one cluster B k , this cluster will become the label of cluster A j in the previous time step.
• If more than one cluster B k has overlap with A j , the cluster with the largest overlap in area will become the label of A j .
• If there are cluster B k which did not get a label after all cluster A j of time step t i has run through, they will get a new label.
The cluster analysis allows to follow the clusters in time and offers the possibility to investigate the area, circumference, shape and derivatives of such quantities in time.
The only restriction is that clusters which are not completely in the field of view are neglected since their shape and size can not be determined correctly. This becomes relevant only at large rates of crystallinity and for late times where some clusters exceeds the field of view. Figure 10 shows the crystalline clusters (here, cluster which touch the border are included) 10 min after a quench to Γ E = 141 (top) and Γ E = 68 (bottom) identified with the cluster analysis. For the deep quench almost the whole area is crystalline and only grain boundaries with a thickness of one to two particles and a view point defects in large grains are not crystalline. Note, that frequently one finds grains not separated by grain boundaries due to the strong bending of the lattice. The temporal development of patterns like in Fig. 10 (upper graph) , which are almost completely crystalline, is very slow and can be described by Ostwald ripening [69] . For the lower quenches (e.g. lower plot), this is beyond our experimental time window but we were interested in the early times after a quench since new physics is expected in this range.
The large number of precritical nuclei in the fluid phase and the absence of any lack time after the quench indicates that the formation of a cluster is not a rare event. In this case, no nucleation barrier which defines a critical nucleus size has to be overcome by a fluctuation (in 2D a cost of energy in line tension is compensated by an energy gain in area). Hence one would expect all cluster which are present at the time of the quench to grow. But this is not what we observed: the probability of shrinking of individual clusters is always larger then the probability of growing, independent of the time after the quench, the size of the cluster and the depth of the quench [70] .
Fractal dimension
The shape of the cluster and the ratio of circumference versus area provides information of the line tension of the clusters. In Fig. 11 , we analyze for small grains with a size of up to ten particles the probability distribution P (N V K ) of the circumference in units of Voronoi edges N V K . A single sixfold particle has six Voronoi edges N 1 V K = 6, two neighboring sixfold particles have N 2 V K = 2 * (6 − 1) = 10 since two edges of the two hexagons are connected/merged and do not count to the circumference. For three hexagons, two possibilities exist to arrange: as line then radius of gyration one finds a power law
where k f is a prefactor and a is the lattice spacing [76] . The radius of gyration of cluster j is given by
where r i is the distance of particle i from the center of mass of cluster j. R g (M ) is the mean of the radius of gyration of all clusters with particle number M . Figure 12 shows the radius of gyration in a log-log plot as function of cluster size 10 min after a quench to Γ E = 66. The red line is a fit to the data for M ≥ 5 with a slope of d f = 1.8±10 −5 . Dotted lines for one dimensional systems and purely spherical systems in 2d are plotted for comparison, too. The fractal dimension is almost independent of the quench depth provided the fact that the system is not yet fully crystallized, e.g. 150 sec after a quench to Γ = 63.3 it is d f = 1.8 ± 10 −5 and 30/150 sec after a quench to Γ = 141 it is d f = 1.84/1.86 ± 10 −4 , significantly below d T = 2.
Conclusion
Using a monolayer of super-paramagnetic particles we can perform ultra fast temperature quenches on time scales much faster compared to atomic systems. The crystallization is a kind of nucleation process without any indication of a hexatic phase known from equilibrated systems. KTHNY scenario, known from equilibrium systems, is not observed if the system is quenched rapidly below the melting temperature. The final structure is a polycrystal and even for the deepest quenches no amorphous phase is found. This might be explained by the fact that, unlike in 3d, the locally favored structures in the fluid are compatible with periodic order. The local order in 2d is sixfold, in the fluid as well as in the crystal. This implies that the local bond order parameter m 6 is not sufficient to identify crystalline regions. We use additionally the bond length variation Δl which has to be smaller than 10% and the criterion that neighboring hexagons are tilted less than 2.3
• . Labeling cluster with maximal overlap of area in time, the time dependent behaviour of number, size, and shape of the cluster can be investigated. We observed the fractal dimension of the cluster to be d f = 1.8. As pointed out in [70] we do not find a critical nucleation barrier. In this case one expects that grains which are present at the quench should grow continuously -which is surprisingly not the case. Following individual grains in time the shrinking probability is always larger than the growing probability. This observation, together with the large number of 'precritical nuclei' in the fluid and the absence of a lack time indicates that classical nucleation theory which is compatible with a first order scenario does not describe the observed phenomena. 2D systems behave differently compared to 3D ones for both equilibrium and out of equilibrium situations.
