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A B S T R A C T
This thesis describes a quantitative analysis of a language area based on an
ontology. It utilizes the digitized data of The Linguistic Atlas of the Middle
Rhine (MRhSA), which was made available by the REDE project. An Ontolo-
gy (phonOntology) was developed to further enrich the IPA-annotated obser-
vations of the atlas by breaking down each sound into its sound-properties.
This is possible due the inference capabilities of the ontology, thus allowing
for the creation of quantitative datasets that contain representative feature
vectors for each place covered by the MRhSA. The study starts with a com-
prehensive dataset including all of the observations for an older generation
of speakers interviewed during the field work for the MRhSA. In the next
step, subsets of these are extracted on the basis of which datasets associated
with the Middle High German and West Germanic reference systems are ge-
nerated. These datasets are first analyzed via clustering algorithms and then
evaluated based on different stability metrics. The results show a structural
difference between the northern region called Moselle Franconian and the
southern region called Rhine Franconian. This difference is not bound to
specific isoglosses, but can be found within the sound properties themselves.
It is possible to conduct an apparent-time analysis because the MRhSA also
offers a second dataset that takes a second generation of younger speakers
into account. The results of this analysis show that the structural difference
is still in place; however, there are measurable normalization tendencies bet-
ween these dialects, which may be attributable to a closer approximation to
Standard German.
Z U S A M M E N FA S S U N G
Diese Arbeit beschreibt eine quantitative Sprachraumanalyse auf Basis ei-
ner Ontologie. Ausgangspunkt sind dabei die im REDE-Projekt verfügbaren
digitalisierten Kartendaten des Mittelrheinischen Sprachatlas (MRhSA). Da-
mit die in IPA annotierten Lautobservationen genauer beschrieben werden
können, wurde eine Ontologie (phonOntologie) entwickelt, welche die in IPA
definierten Laute mit den zugehörigen phonetischen Eigenschaften in Bezie-
hung setzt. Mittels Inferenz ist es möglich, automatisch aus den IPA-Lauten
die entsprechenden, in der Ontologie definierten phonetischen Eigenschaf-
ten zu erhalten. Durch diese Technik und einer anschließenden Quantifizie-
rung lassen sich Datensets konstruieren, die zu jedem Ort einen repräsentati-
ven Lauteigenschaften-Vektor enthalten. Die Konstruktion der Datensets ge-
schieht unter Berücksichtigung historischer Lautklassen. Die so generierten
Datensets bilden ein Datenset zu allen Lauten, den Lauten zu den mittelhoch-
deutschen Langvokalen, mittelhochdeutschen Kurzvokalen und den west-
germanischen Konsonanten. Diese Datensets werden anschließend mittels
drei populärer Clusteralgorithmen geclustert und anhand von Stabilitätsme-
triken bewertet. Es zeigt sich mittels dieser Analysen, dass es eine deutliche
i
strukturelle Trennung zwischen dem Moselfränkischen und dem Rhein-
fränkischen gibt. Zusätzlich tun sich bei höheren Clusterings noch Unter-
regionen auf, die auch auf strukturelle Phänomene hindeuten. Da im MRhSA
neben dem Hauptdatenset, das auf den Aufnahmen von älteren Sprechern
(„ältere Generation“) basiert, auch ein zweites Datenset, mit Aufnahmen zu
jüngeren Sprechern („jüngere Generation“) vorliegt, kann in einer „apparent-
time“-Analyse, der Wandel zwischen den beiden Generationen beschrieben
werden. Es zeigt sich, dass obwohl es deutliche Normalisierungstendenzen
gibt, der strukturelle Unterschied gewahrt bleibt. Diese Normalisierung liegt
wahrscheinlich an einer Annäherung an das Standarddeutsch in beiden Re-
gionen.
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Box 0.0.1 Hinweise zur Terminologie
Diese Arbeit steht in einem informatischen und datenwissenschaftli-
chen Kontext und verwendet damit das dort gebräuchliche Vokabular.
Dieses Vokabular ist für gewöhnlich Englisch. Deswegen sind einge-
führte Begriffe und Fachtermini weitestgehend in Englisch gehalten.
Mit einer Ausnahme: die Begriffe Feature, Merkmal und Eigenschaft
werden gleichbedeutend verwendet, wobei der letzte am häufigsten ge-
braucht wird. Begriffe, die im unmittelbaren Kontext zu der Arbeit ste-
hen oder für diese Arbeit definiert wurden, sind kursiv geschrieben.
Konzepte, auf die sich in dieser Arbeit bezogen wird, werden durch
Kapitälchen markiert. Dies betrifft vor allen die Sprachräume. Auch
ist zu beachten, dass bei der Notation von Dezimalzahlen die Vor- und
Nachkommastellen durch einen».«und nicht wie im Deutschen üblich
mit einem »,«getrennt werden. Dies liegt daran, dass die verwendeten
Programme ohne Modifikation diese Art der Eingabe erwarten und auch
Ergebnisse in der Form liefern.
x
0E I N L E I T U N G
Diese Arbeit behandelt eine Analyse sprachhistorischer Daten mittels Me-
thoden des maschinellen Lernens und die Anwendung einer phonetischen
Ontologie als Vorverarbeitungsschritt. Als Anwendungsfall dient dabei der
Mittelrheinischer Sprachatlas (MRhSA) (vgl. Bellmann, Herrgen und Schmidt
1994–2002), der auf der Onlineplattform REDE1 (vgl. Schmidt, Herrgen und
Kehrein 2008b) als digitaler Atlas abrufbar ist und damit Daten in Form von
indizierten Datenbankeinträgen zur Verfügung stellt.
Für die Analyse werden mittels Ontologien die Daten in eine Datenstruk-
tur überführt, die eine Clusteranalyse auf Basis von Lauteigenschaften nach
dem IPA Standard ermöglicht. Die dadurch entstehenden Sprachcluster wer-
den anhand objektiver Metriken bewertet und in einen historischen Kontext
gesetzt. Da die Daten des MRhSA zwei Generationen umfassen, ist es mög-
lich zeitliche Änderungen hervorzuheben.
Inspiriert wurde die Arbeit von Lameli (2013), der in seiner Habilitations-
schrift Strukturen im Sprachraum: Analysen zur arealtypologischen Komple-
xität der Dialekte in Deutschland eine Reindizierung der deutschen Dialekt-
landschaft mit vergleichbaren Methoden vornahm.
0.1 m o t i vat i o n
Die Untersuchung sprachlicher Varietäten und deren Abbildung in der Flä-
che2 ist spätestens seit der Wenkererhebung (vgl. Wenker 1877; Wenker
und Wrede 1888–1923) ein wichtiger Gegenstand der Sprachforschung. Da
Sprachwandel ein kontinuierlicher, dynamischer und vor allem langfristiger
Prozess ist, ergeben sich für eine Analyse mittels computergestützter Metho-
den neue Herausforderungen. Viele der Sprachatlanten stammen aus einer
Zeit, in der der Einsatz eines Computers entweder beschränkt oder über-
haupt noch nicht möglich war. Die Akquise der Daten erfolgte häufig über
Jahre; eine anschließende manuelle Nachbearbeitung und Analyse ebenfalls.
Die Notation von Lauten ist nicht immer eindeutig oder mit anderen Sys-
temen direkt kompatibel. Auch wenn mit IPA (vgl. International Phonetic
Association 1999) ein internationaler Standard existiert, werden doch im-
mer wieder entweder andere Systeme wie Teuthonista bei den Bayerischen
Sprachatlanten (vgl. Klepsch, Munske und Hinderling 2003; König und Hin-
derling 1997) oder spezielle Erweiterungen zu IPA verwendet.
Die Erfassung der Daten geschieht nur selten in einem Format, welches
ein einfaches, automatisches Auslesen der Kerninformation ermöglicht. Ein
weiteres Problem ist die Datenmenge. Auch wenn ein Computer für gewöhn-
lich sehr effizient bei der Verarbeitung großer Datenmengen sein kann, kann
eine Aufbereitung dieser Daten in den meisten Fällen bestenfalls semi-auto-
1 <https://www.regionalsprache.de>, abgerufen 05.02.2018.
2 In dieser Arbeit auch als Sprachraum oder einfach als Raum bezeichnet.
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matisch erfolgen und nimmt damit viel Zeit in Anspruch. In Anbetracht der
rasanten Entwicklung im Bereich des maschinellen Lernens kann dies dazu
führen, dass während der Aufarbeitung der Daten neue Methoden bereitge-
stellt werden, die allerdings eine andere Aufarbeitungsmethode benötigen.
Bei einer Datensammlung über Jahre hinweg fallen bereits Einzelanalysen
an. Dies führt zu dem Problem, dass zwar Informationen zu speziellen As-
pekten sehr gut verfügbar sind, ein gesamtheitliches Bild aber häufig fehlt
oder sich erst sehr langsam herausbildet.
Diese Arbeit versucht diese Probleme anzugehen. Dafür wird zum einen
eine Methode zur Normalisierung der erhobenen Lautinformation, mittels
einer Ontologie, vorgestellt. Diese Methodik stammt aus dem Kontext der
Wissensrepräsentation und kommt besonders bei der Modellierung komple-
xer, heterogener und verteilter Datenstrukturen zum Einsatz. Ontologien
werden bereits in Feldern wie der Medizin, Biologie oder dem Semantischen
Web erfolgreich eingesetzt und dienen dort als Grundlage zur Vernetzung
oder Strukturierung der anfallenden Daten und Entdeckungen.
Zum anderen ermöglicht eine Clusteranalyse die Verarbeitung aller zur
Verfügung stehenden Daten. Das erlaubt eine Raumeinteilung der für den
Menschen nicht greifbaren Struktur der Daten, unabhängig von Isoglossen,
außerdem kann die Analyse als Bewertung eben dieser gelten und damit als
zusätzliche Validierungsmetrik für eine Sprachraumanalyse dienen.
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Das Thema dieser Arbeit fällt in den Bereich der Dialektometrie, einem Teil-
gebiet der Dialektologie, welche sich mit der quantitativen Analyse dialek-
taler Daten beschäftigt. Wie bereits in Abschnitt 0.1 erwähnt, gibt es ei-
ne gewisse Asynchronität zwischen der Erfassung linguistischer Daten und
den Möglichkeiten der Analyse. Umfassende quantitative Analysen sind erst
durch angemessene Rechenleistung durchführbar geworden, wohingegen
die Datenerfassung weniger dadurch begrenzt war. Dies führt dazu, dass
dialektometrische Studien in der Regel auf abgeschlossenen Atlasprojekte
aufbauen und nicht bereits Teil der Projekte waren. Dies gilt auch für die
vorliegende Arbeit. Aktuellere Atlasprojekte ziehen dialektometrische Un-
tersuchungen inzwischen mit in Betracht (zum Beispiel Budin u. a. 2017;
Spiekermann u. a. 2016).
Im Folgenden wird eine kurze Übersicht über die Dialektometrie gegeben.
Dabei wird der Gegenstand von einer informatischen Sicht beleuchtet und
ein besonderes Augenmerk auf die verwendeten Methoden und Prinzipien
gelegt (siehe auch Tabelle 0.1).
Als Wegbereiter der Dialektometrie gelten Jean Séguy mit seinem Atlas
Atlas linguistique de la Gascogne (vgl. Séguy 1973) und Hans Goebl mit seinen
Dialektometrischen Studien (vgl. Goebl 1984) zu den Sprachtalanten Sprach-
und Sachatlas Italiens und der Südschweiz (AIS) (vgl. Jaberg, Jud und Scheu-
ermeier 1928) und Atlas Linguistique de la France (ALF) (vgl. Gilliéron und
Edmont 1902). Die Methodik wird in dem Begleitband Dialektometrie (vgl.
Goebl 1982) detailliert beschrieben. Dieser Band kann als ein Ausgangspunkt
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für die Dialektometrie gesehen werden, insbesondere was die Methodik be-
trifft.
In der Einführung zu Dialektometrie beschreibt Goebl die Problematik der
Klassifizierung von (linguistischen) Daten und bedient sich dabei ontologi-
scher Ansatzpunkte (siehe Kapitel 1 dieser Arbeit), ohne den Begriff der On-
tologie explizit zu erwähnen. So wird zum Beispiel das Universalienproblem
erwähnt und die Taxonomie von Carl von Linné (vgl. Linné und Gmelin
1788) als Beispiel für eine Klassifikation präsentiert. Der Gegenstand, der in
dieser Arbeit als Datenset bezeichnet wird, wird in den Arbeiten von Goebl
in Anlehnung an diese historische Taxonomie Taxandum genannt.
Als Grundlage dieser Taxate dienen die kartierten Sprachdaten des AIS
und des ALF. Dabei wurden die Datensets erzeugt, indem das Kartenthema
als Merkmal beziehungsweise Variable und die entsprechenden Ausprägun-
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gen oder Realisationen des Kartenthemas an den Belegorten als die Merkmals-
oder Variablenausprägungen aufgefasst wurden. So lassen sich Datensets
auf Basis der Kartenthemen erstellen. Für die Dialektometischen Studien wur-
den so verschiedene Taxate erstellt:
1. Ein vollständiges Datenset, in dem alle Karten aufgeführt wurden
2. Ein Datenset, das nur Karten enthält, die zu jedem Ortspunkt Merk-
malausprägungen haben.
3. Teildatensets, die jeweils nur eine Auswahl an Karten enthalten. Diese
Teildatenset sind aber nicht notwendigerweise distinkt.
In Tabelle 0.2 ist der schematische Aufbau der Taxate dargestellt.
Tabelle 0.2: Schematischer Aufbau der Taxate von Goebl. Jedem Kartenthema und
jeden Belegort ist eine entsprechende Realisation zugeordnet.
b e l e g o r t k a r t e n t h e m a i k a r t e n t h e m a i i …
Ort 1 Realisation 1A Realisation 2A …
Ort 2 Realisation 1B Realisation 2B …
Ort 3 Realisation 1C Realisation 2C …
...
So können zu jedem Ort im Untersuchungsgebiet sogenannte Merkmal-
stränge konstruiert werden, die zu jedem Ort die entsprechenden Merkmal-
ausprägung jedes Kartenthemas beinhalten. Goebl vertrat die Annahme, dass
größere Merkmalstränge zu valideren Ergebnissen führen, eine Annahme,
die heute nicht mehr so vertreten wird (siehe dazu Abschnitt 3.2). Um zu
ermitteln, wie ähnlich sich die Dialekte zweier Orte sind, können nun die
Merkmalsstränge miteinander verglichen werden. Zur Berechnung der Ähn-
lichkeit zweier Merkmalsstränge verwendet Goebl eine Metrik, die er als Re-
lativer Identitätswert (RIW) bezeichnet:
RIW = 100 ∗ #Übereinstimmende Merkmale#Alle Merkmale
Diese Formel ist äquivalent zu dem Jaccard-Koeffizenten (vgl. Jaccard 1912)
zur Ähnlichkeitsbestimmung zweier Mengen3. Ursprünglich für die Botanik
entwickelt, gilt der Jaccard-Koeffizent als eine der Basismethoden zur Ähn-
lichkeitsbestimmung von Texten (vgl. Huang 2008) und ist deshalb auf dem
Gebiet des „Text-Mining“ sehr prominent. Mithilfe dieser Formel lässt sich
eine Ähnlichkeitsmatrix der Merkmalspunkte zueinander aufstellen, die je-
dem Ortspunktpaar einen prozentualen Ähnlichkeitswert zuweist. Da die
Merkmalsstränge nicht notwendigerweise vollbesetzt sein müssen4, werden
3 Die nominalen Merkmalstränge von Goebl können als Mengen aufgefasst werden.
4 Zum Beispiel wenn ein Ort zu einem Kartenthema nicht befragt wurde.
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Spalten, die mindestens einen leeren Wert enthalten bei der Berechnung des
RIW ignoriert5.
Eine Spalte (oder Zeile) dieser Distanzmatrix kann nun als Choroplethen-
karte visualisiert werden. Dazu wird ein Referenz-Ort6 ausgewählt und die
Distanz (definiert als : 1-RIW) zu den übrigen Orten7 gilt als Darstellungs-
grundlage. Zur besseren Übersicht wurden die Karten in sechs beziehungs-
weise zwölf Klassen eingeteilt. Diese Technik wird auch Binning8 genannt.
Zur Einteilung in diese Klassen werden drei Methoden verwendet. Die ers-
te Methode unterteilt das Spektrum vom Minimum bis zum Mittelwert der
Daten in n gleiche Intervalle9 und dann nochmal vom Mittelwert bis zum
Maximum der Daten. Sie wird als MINMWMAX bezeichnet und verwendet
ein n von sechs. Die zweite Methode, die als MEDMW bezeichnet wird, funk-
tioniert ähnlich, nur dass – anstelle einer Unterteilung in Intervalle gleicher
Länge – jede Klasse die gleiche Anzahl von Datenpunkten enthält. Die letzte
Methode unterteilt das ganze Spektrum vom Minimum bis zum Maximum in
Klassen, so dass jede Klasse die gleiche Anzahl von Ortspunkten enthält. Sie
wird MED genannt. Eine Visualisierung der Choroplethenkarte erfolgt ent-
weder mittels einer diskreten Farbskala oder eines schwarz-weißen Musters
zur Unterscheidung der einzelnen Klassen. Zusätzlich zu den aufgearbeite-
ten Choroplethenkarten liegen die Rohkarten als ASCII-Karten10 vor.
Diese Form der Visualisierung zeigt nur die Dialektähnlichkeiten zu ei-
nem ausgewählten Ort, für einen besseren Vergleich der strukturellen Ähn-
lichkeiten der Orte untereinander benötigt es andere Methoden. Eine Kar-
tenart, die dabei helfen kann, sind die Wabenkarten. Dabei werden die Orte
wieder als Polygone modelliert, die durch die Voronoi-Tessellation ein wa-
benförmiges Muster annehmen. Die Grenzen zwischen zwei benachbarten
Orten werden je nach errechneter Ähnlichkeit unterschiedlich dick einge-
zeichnet. Diese Methode bietet eine schnelle Möglichkeit deutliche dialek-
tale Unterschiede zwischen zwei Gebieten zu visualisieren und fungiert ge-
wissermaßen als eine Art datenbasierter Isoglossen-Generator. So kann man
zum Beispiel einen Schwellenwert definieren und nur Grenzen über diesem
Schwellenwert anzeigen lassen.
Neben den Distanzmatrizen wurden auch bereits Clusteringverfahren an-
gewendet, meistens in der Form von hierarchischem Clustering und insbe-
sondere in Form von Dendrogrammen (siehe dazu Abschnitt 3.3). Allerdings
5 Eine andere Möglichkeit wäre das Fehlen einer Variante mittels eines speziellen Symbols zu
repräsentieren oder dem mengentheoretischen Hintergrund des Jaccard-Koeffizienten fol-
gend keine speziellen Anpassungen vornehmen und einfach mit der Vereinigung bzw. dem
Schnitt beider Mengen arbeiten.
6 Für gewöhnlich ein Ort, der dialektal nah an dem gewählten Standard angesehen wird.
7 In den Karten werden die Orte als Polygone dargestellt. Eine Karte ist also nicht eine An-
sammlung von Ortspunkten, sondern unterteilt das Untersuchungsgebiet in Polygone, wie
es bei Choroplethenkarte üblich ist. Für die Erstellung von Polygonen aus Punkten bedient
man sich für gewöhnlich der Voronoi-Tessellation (vgl. Aurenhammer und Klein 2000).
8 Das Binning ist eine Datenglättungstechnik, um ein kontinuierliches Spektrum in diskrete
Klassen zu unterteilen.
9 Die Intervalle entsprechen damit den Klassen.
10 Eine Methode aus den Anfängen der Computergrafik, bei der Karteninformationen mittels
Tastaturzeichen dargestellt werden. So können zum Beispiel Grenzen mittels einer Folge von
$- oder %-Zeichen repräsentiert werden.
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wird keine vollständige Clusteranalyse durchgeführt, sondern die Dendro-
gramme dienen zum Hervorheben besonderer Eigenschaften des Taxats.
Goebls Methodik und der relative Identitätswert sind bis heute ein Be-
standteil der Dialektometrie. Zusätzlich zu dem RIW führte Goebl den ge-
wichteten RIW (vgl. Goebl 1984) ein, um ein Datenset besser in Bezug auf
seltene Phänomene kontrollieren zu können, dabei wird ein Merkmal mit
einem Faktor multipliziert, der von der Häufigkeit des Merkmals im Taxat
abhängig ist. Der RIW, als prominentes Distanzmaß in der Dialektometrie,
wird in vielen dialektometrischen Studien angewendet, dabei wird allerdings
nur selten die Verbindung zu dem Jaccard-Koeffizent oder dem damit zusam-
menhängenden „Text-Mining“ herausgestellt (vgl. auch Lameli 2013, S. 49).
Der Ansatz von Goebl eignet sich besonders für Datensets, die für jedes Kar-
tenthema jedem Ortspunkt genau eine Merkmalsausprägung zuweisen.
Direkt anschließend an die Analysen von Goebl bietet der Kleine Deutsche
Sprachatlas (KDSA) (vgl. Veith, Hummel und Putschke 1984–1999) mit den
dazugehörigen Dialektometrischen Studien (vgl. Hummel 1993) einen weite-
ren Atlas, der sich insbesondere dadurch auszeichnet, dass er von vornher-
ein als computergestützter Atlas geplant war, inklusiver eines – für die Zeit
– professionellen Datenbanksystems für die Modellierung und Speicherung
der Daten. Als Datengrundlage dient dabei eine repräsentative Auswahl (vgl.
Veith 1984, S. 304) der Wenkererhebung (vgl. Schmidt und Herrgen 2011,
S. 97–107) an 5892 der ca. 50000 Befragungsorte. Da die Wenkerbögen nicht
direkt übernommen werden können, wurden die Daten einer umfassenden
Vorverarbeitung unterzogen, um die in den Sätzen enthaltenen linguistische
Phänomene besser fassen zu können. Aus den Wenkersätzen wurden dazu
174 Morphe ausgewählt, das heißt, Stämme und Affixe. Diese wurden wei-
ter in ihre standardsprachlichen Tagmen zerlegt. Diese Tagmen11 wurden
entsprechend ihrer Artikulationsmerkmale klassifiziert (vgl. Veith 1984) und
bilden die Grundlage für die 462 Kartenthemen. Diese Art der Klassifikati-
on kann dazu führen, dass eine Realisationsform je nach Kontext mehreren
Morphen oder Tagmen zugeordnet ist. Um den Kontext zu behalten, wurden
die Ausprägungen an den Belegorten von einer kategorischen Struktur in ei-
ne binäre12 überführt. Dafür wird eine Technik namens One-Hot-Encoding
(siehe Abschnitt 3.2) angewendet, allerdings ohne diese Technik explizit zu
benennen13. Für die dialektometrische Auswertung wurden verschiedene
Subsets dieser Kartenthemen wie zum Beispiel Frikative oder Langvokale
generiert, die als Basis für die 266 erstellten Karten dienen. Die Auswertung
selbst ähnelt der von Goebl. Wieder kommen der RIW in Relation zu einer
„Standardlautung“ oder einem ausgewählten Ortspunkt und eine Klassifizie-
rung anhand der Verteilungsspektren (zum Beispiel MED) zum Einsatz. Eine
Kartierung erfolgt sowohl thematisch als auch regional auf Basis eines qua-
dratischen Gitternetzes. Die Visualisierung erfolgt anhand von deskriptiven
Piktogrammen in Schwarz-Weiß. Nachbarschaftsbeziehungen werden wie-
der an Hand der Liniendicke zu den vier direkten Nachbarn eines Quadrates
11 Bei Hummel (1993) werden diese Tagmen in Anlehnung an Goebl auch als Taxate bezeichnet.
12 Es spielten auch praktische Gründe auf Grund der damals zur verfügung stehenden Rechen-
leistung eine Rolle.
13 Der Term hat sich erst später mit dem großflächigen Einsatz des Computers in der Daten-
analyse durchgesetzt.
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visualisiert, diese sind allerdings auf Grund der schieren Menge sehr unüber-
sichtlich und lassen nur großflächige Muster erkennen.
Der KDSA bietet ein sehr gutes Beispiel für den frühen Einsatz computer-
gestützter Analysen und der Datenvorverarbeitung. Durch die Vorverarbei-
tung sind die Daten nach phonetischen Merkmalen vorsortiert und erlauben
so die Erstellung von Karten unter bestimmten Gesichtspunkten, wie zum
Beispiel eine Karte zu allen Langvokalen oder Plosiven.
In den 90er- und den frühen 2000er-Jahren gab es einen Boom an Ent-
wicklungen in dem Bereich des „Information Retrieval“ und der Biologie.
Dank leistungsfähiger Hardware konnten nun viele Algorithmen auf Pro-
bleme oder Datensets angewandt werden, die vorher nicht in akzeptabler
Zeit analysiert werden konnten. Dies führte zum einen zu dem neuen For-
schungsfeld der Bioinformatik, aber auch zu vielen neuen Methoden in der
Textanalyse und der Datenanalyse generell.
Bereits früh wurde die Multidimensionale Skalierung (MDS) (siehe auch
Abschnitt 3.4) für die Dialektometrie entdeckt (vgl. Embleton 1993). MDS
kann eine Antwort auf die Frage bieten, wie man die Distanzen zwischen al-
len Orten sichtbar machen und gleichzeitig ein interpretierbares Kartenbild
wahren kann. Goebl umging diese Problematik, indem er einen Referenz-
Ort auswählte. Alle Karteneinfärbungen stehen also in Abhängigkeit von
diesem Ort. In der Wabendarstellung werden nur die dialektalen Distanzen
zwischen benachbarten Orten betrachtet.
MDS ist ein sogenanntes dimensionenreduzierendes Verfahren und dient
dazu, einen hochdimensionalen Raum wie zum Beispiel eine Datenmatrix
von dialektalen Distanzen in einen niederdimensionalen Raum zu überfüh-
ren, ohne dabei die relative „Struktur“ der einzelnen Datenpunkte unterein-
ander zu stark zu verändern. Für gewöhnlich wird auf drei Dimensionen
reduziert, da man mit drei Komponenten Farben am Computer generieren
kann. So können Choroplethenkarten generiert werden, bei denen eine Farb-
ähnlichkeit einer dialektalen Ähnlichkeit entspricht. Dies ermöglicht auf ein-
fache Art und Weise ein stetiges Raumbild dialektaler Strukturen zu generie-
ren. Die Ergebnisse einer MDS lassen sich bewerten, so kann zum Beispiel
die „goodness of fit“ mittels des Bestimmtheitsmaßes (R2) bestimmt wer-
den. Dieses Maß gibt an, wieviel Varianz die reduzierten Dimensionen im
Verhältnis zu den originalen Dimensionen abbilden können. Je höher R2 ist,
umso besser spiegelt also eine Choroplethenkarte die dahinter liegende Aus-
gangsdatenstruktur wieder. MDS ist ein exzellentes Werkzeug, um schnell
komplexe Daten zu visualisieren, allerdings benötigt es eine entsprechende
Datengrundlage in Form einer Distanz- oder Ähnlichkeitsmatrix. Auch muss
beachtet werden, dass diese Art der Visualisierung nur eine Annäherung bis
zu einem bestimmten Grad sein kann und gerade komplexe Datenstrukturen
durchaus verzerrt sein können.
Eine andere Methode zur Distanzberechnung, die besonders in der Bioin-
formatik Verwendung findet, aber generell für den Vergleich von Zeichen-
ketten geeignet ist, ist die Levensthein-Distanz (vgl. Kruskal 1983; Leven-
shtein 1966). In der Biologie werden DNA oder RNA-Sequenzen als Zei-
chenketten, die aus dem Alphabet A-T/U-G-C bestehen, kodiert. Ziel ist es,
die Ähnlichkeit zweier RNA-Squenzen zu bestimmen. Diese Sequenzen sind
sehr lang, allerdings bestehen sie nur aus dem oben genannten Alphabet.
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Trotzdem wird für einen Vergleich so viel Rechenleistung benötigt, dass
eine Anwendung erst seit den 90er-Jahren praktikabel ist. In der Linguis-
tik kann die Levensthein-Distanz ähnlich verwendet werden, nur sind die
Wortsequenzen für gewöhnlich kürzer, allerdings das Alphabet umfangrei-
cher. So kann die Ähnlichkeitsbestimmung zwischen zwei Wörten oder Sät-
zen, wie zum Beispiel auf Basis transliterierter Wenkerbögen (vgl. Nerbon-
ne und Siedle 2005) vorgenommen werden und als Alphabet entweder der
Standard-Zeichensatz (zum Beispiel das lateinische Alphabet) oder auch ein
phonetisches Alphabet dienen. Die Levensthein-Distanz ergibt sich aus der
minimalen Anzahl der Operationen Keine Änderung, Ersetzen, Löschen, die
benötigt werden, um eine Zeichenkette in eine andere zu überführen. Dabei
können die Operationen gewichtet werden. Meistens wird für Keine Ände-
rung 0 gesetzt und 1 für die anderen beiden14. Die Levensthein-Distanz wird
mittels eines dynamischen Algorithmus bestimmt. Dabei wird versucht, das
komplexe Gesamtproblem in weniger komplexe Teilproblem zu unterteilen,
diese zu lösen und anschließend mittels einer Technik namens Backtracking
eine optimale Lösung für das Hauptproblem zu finden. Hierbei werden die
beiden Zeichenketten in Zeilen-Spalten-Form gegenüber gestellt und itera-
tiv für jede Zelle der Modifikationswert berechnet. Dieser Wert setzt sich
aus der aktuellen Operation plus dem Minimum der benachbarten vorherge-
henden Operationen zusammen. Als mathematische Formel sieht der Algo-
rithmus zur Berechnung der Levensthein-Distanz (ld) so aus:
lda,b(i, j) =

max(i, j), wenn min(i, j) = 0,
min

lda,b(i− 1, j) + 1
lda,b(i, j − 1) + 1
lda,b(i− 1, j − 1) + op(ai ̸=bj)
sonst
Wobei gilt, dass a und b je zwei Zeichenketten sind, i,j die Positionen in den
Zeichenketten und op(ai ̸=bj) die Modifikationsoperation. Anders als zum
Beispiel der RIW, der zwischen 0 und 100 genormt ist, ist die Levensthein-
Distanz abhängig von der Länge der zu vergleichenden Zeichenkette. Das
macht diese Art der Distanzmessung kontextabhängig und ohne eine Nor-
mierung ist der Vergleich zwischen zwei Datensets nicht möglich.
Diese Levenshtein-Distanz als Distanzmetrik wird an der Universität Gron-
ningen in der Arbeitsgruppe um John Nerbonne seit den späten 1990ern (vgl.
Nerbonne und Heeringa 1997; Nerbonne, Heeringa und Kleiweg 1999)15 und
besonders seit der Dissertation von Wilbert Heeringa (vgl. Heeringa 2004) er-
folgreich in vielen Analysen verwendet, so dass sich Groningen neben Salz-
burg mit Hans Goebl als ein Zentrum für Dialektometrie etabliert hat. So
wurde der Linguistic Atlas of the Middle and South Atlantic States (LAMSAS)
(vgl. McDavid Jr und O’Cain 1980) einer dialektometrischen Analyse unter-
zogen, dabei wurde für einfache lexikographische Vergleiche die Methodik
14 Die Gewichtung dieser Operationen ist kontextabhängig und oft nicht eindeutig geklärt.
Manchmal wird Ersetzen nur mit 0.5 angegeben oder es werden komplexe Kostenfunktionen
definiert.
15 Eine erste Anwendung in der Dialektologie fand die Levensthein-Distanz auf den Daten zum
Linguistic Atlas and Survey of Irish Dialects (vgl. Wagner 1958-1969) in Computational Dialec-
tology in Irish Gaelic von Kessler 1995.
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von Goebl eingesetzt, für feinere Unterscheidungen die Levensthein-Distanz
(vgl. Nerbonne und Kleiweg 2003). Visualisiert wurden die Ergebnisse zum
einen mittels Einfärben von erstellten Clustern aber auch mittels Multidi-
mensionaler Skalierung. Mit dieser Methodik wurden im Laufe der Zeit meh-
rere Dialekträume untersucht. Dabei folgt die Vorgehensweise einem ähnli-
chen Muster: Mittels Levensthein-Distanz wird eine Distanzmatrix für ein
Datenset erstellt und mittels MDS wird diese visualisiert. Als zusätzliche Vi-
sualisierung werden auch sogenannte Netzwerk-Karten herangezogen. Diese
funktionieren ähnlich der Wabenkarten von Goebl und zeigen die Ähnlich-
keit zwischen je zwei Ortspunkten mittels Linien zwischen zwei Polygonen
oder Ortspunkten an. Dabei wird für gewöhnlich wieder auf besonders rele-
vante Informationen gefiltert, um die Übersicht zu wahren.
Als Datengrundlage für dialektometrische Studien für die Niederlande die-
nen der Reeks Nederlandse Dialectatlassen (RND) (vgl. Blancquaert und Pée
1925–1982), das Goeman-Taeldeman-Van Reenen-Project (GTRP) (vgl. Ree-
nen, Goeman und Taeldeman 2003) und der Syntactic Atlas of the Dutch
Dialects (SAND) (vgl. Barbiers u. a. 2005, 2008 ). Die Hauptarbeit dazu ist
Measuring Dialect Pronunciation Differences using Levenshtein Distance von
Heeringa (2004), die unter anderem den RND einer Analyse unterzieht. Die-
se Dissertation dient als Ausgangspunkt vieler weiterer Studien. So wurden
von Wieling, Heeringa und Nerbonne (2007) die Daten des GTRP und RND
verglichen. In Associations Among Linguistic Levels präsentieren Spruit, Hee-
ringa und Nerbonne (2009) einen Teilaspekt der Ergebnisse für eine Analyse
des SAND. Dabei wird ein Augenmerk auf den Zusammenhang der unter-
schiedlichen Modalitäten der Datensets gelegt und die Korrelation der Syn-
tax des SAND zu Lexik und Aussprache des RND untersucht und in Form
von MDS-Karten präsentiert. Auch wurden bereits Studien zur deutschen
Dialektlandschaft mit diesen Methoden vorgenommen. So wurden auf Ba-
sis der transkribierten PAD-Daten (vgl. Nerbonne und Siedle 2005) Vokale
und vokalisch bedeutsame Worte untersucht und eine Dialekteinteilung auf
Basis signifikanter Ausspracheunterschiede vorgenommen (vgl. Nerbonne
2009, S. 178 ff.). Über die Jahre wurde diese Methodik um eine Auseinander-
setzung mit der Qualität der Datensets und der Validierung der Ergebnisse
erweitert. Ein weiteres Augenmerk liegt auf dem Zusammenhang zwischen
dialektaler und geographischer Distanz. Außerdem wird von der Arbeits-
gruppe um Nerbonne eine Online-Plattform Gabmap16 (vgl. Nerbonne u. a.
2011) zur Verfügung gestellt, die das Erstellen eigener Karten und Analysen
mittels Levensthein-Distanz oder RIW, MDS und Clustering ermöglicht.
Eine andere Art zur Dialekteinteilung, die auch auf Clustering beruht, ist
die sogenannte Split-Tree-Analyse17 (vgl. Huson 1998) und als Erweiterung
die Neighbor-Net-Methode (vgl. Huson und Bryant 2006). Diese Methoden
stammen auch aus der Biologie, genauer der Phylogenetik, wo zum Bespiel
versucht wird, anhand des genetischen Codes oder der Proteinstrukturen die
historischen Verwandschaftsbeziehung zwischen Arten zu bestimmen und
einen Stammbaum zu rekonstruieren18. Die Neighborhood-Nets und Split-
16 <https://gabmap.nl>, abgerufen 01.04.2020.
17 Split-Trees werden sehr oft mittels der an Universität Tübingen entwickelten gleichnamigen
Software erstellt.
18 Auch hier sei wieder Carl von Linné als Wegbereiter erwähnt.
0.2 s ta n d d e r d i a l e k to m e t r i e 10
Trees werden sehr prominent in der vergleichenden Linguistik zur Klassi-
fizierung von Sprachfamilien eingesetzt (vgl. Nichols und Warnow 2008). In
der Dialektologie kann die Arbeit von Lameli (2013) als Hauptwerk angese-
hen werden. Diese Techniken dienen dort auch als Grundlage seiner integra-
tiven Dialekteinteilung (vgl. Lameli 2019, S. 158 ff.; Schmidt 2017, S. 107). Das
besondere an Split-Trees ist, dass anders als zum Beispiel bei Dendrogram-
men, bei denen eine strikt hierarchische Einteilung der Daten vorgenommen
wird, auch die relativen Ähnlichkeiten der Datenpunkte berücksichtigt wer-
den. Die Daten werden also nicht rein von einer sichtbaren Wurzel aus in
eine Richtung angeordnet, sondern können in jede Richtung von der Wurzel
aus platziert werden. Die Wurzel selbst verliert dabei an Bedeutung, weshalb
Split-Trees auch als wurzelfreie Bäume bezeichnet werden. So erhält man
einen Graphen, in dem die Knoten und Blätter relativ zueinander in einer
Ebene angeordnet sind. Dies ermöglicht einen schnellen Überblick über die
Verwandschaftsbeziehungen und darüber, wie die verschiedenen Teilcluster
in dem Graphen untereinander in Beziehung stehen.
0.01
Abbildung 0.1: Beispiel eines Split-Trees. Dieser Baum basiert auf Daten dieser Arbeit. Auf eine genaue Kenn-
zeichnung der Blätter wurde bewusst verzichtet.
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Die Art, wie der Graph aufgebaut wird, kann sich je nach Struktur der
Grunddaten deutlich unterscheiden. Verwendet man eine distinkte Eigen-
schaftsmenge, wie zum Beispiel bei dem Taxandum von Goebl, ist eine Di-
stanzmetrik nicht unbedingt nötig und der Graph kann direkt auf Basis der
Merkmalsausprägungen erstellt werden. Die Erstellung eines Split-Trees ist
wieder sehr rechenintensiv und oft nicht eindeutig in endlicher Zeit lösbar19.
Deswegen wird sich dabei des sogenannten Bootstrappings bedient. Das ist
eine Technik, bei der die Struktur eines Datensets bestimmt wird, indem
die Operationen zur Generierung des Baums auf zufällig ausgewählten Teil-
mengen wiederholt ausgeführt werden und sich zum Schluss ein Gesamt-
ergebnis auf Basis der Auswahlwahrscheinlichkeiten bildet (mehr dazu in
Abschnitt 3.4). Da Bootstrapping auch als eine Verifikationstechnik angese-
hen werden kann, bieten Split-Trees ein sehr mächtiges Werkzeug für die
Clusteranalyse dialektaler Daten. Die Neighbor-Nets sind eine Erweiterung
der Split-Trees und zeichnen sich durch eine genauere Aufschlüsselung der
relativen Verwandtschaft aus. Während Split-Trees nur einen Pfad zwischen
zwei Blättern oder Knoten erlauben, können in den Neighbor-Nets auch zu-
sätzliche direkte Verbindungen angezeigt werden. Dabei kann die Dicke der
Verbindungen wieder als Metrik für die Ähnlichkeit angesehen werden.
Einen etwas anderen Fokus in der Dialektometrie legt das Gemeinschafts-
projekt Geoling20 der Universitäten Augsburg und Ulm. Während viele Me-
thoden sich mit der Zuordnung und Klassifizierung von größräumigen Dia-
lektgebieten beschäftigen, wird bei diesem Projekt der Fokus auf die inter-
nen Strukturen eines Untersuchungsgebiets gelegt. Untersucht wird die in-
terne, räumliche Struktur und besonders, welche latenten Eigenschaften die-
se Sprachregionen auszeichnen. Die Datengrundlage bildet der Sprachatlas
von Bayerisch-Schwaben (vgl. König 1996–2006) und die Dissertation Raum-
variation zwischenMuster und Zufall: Geostatistische Analysen amBeispiel des
Sprachatlas von Bayerisch-Schwaben von Pröll (2015) kann als das Hauptwerk
dazu angesehen werden. Für die Teilaspekte dieser Art der Analysen sind
in Einzelpublikationen noch einmal gesondert erläutert. Dabei wird neben
einer diskreten Abgrenzung der einzelnen Sprachräume in Form einer Clus-
teranalyse auch Wert auf eine Visualisierung des Datenspektrums in Form
von Gradienten gelegt (vgl. Rumpf u. a. 2010). Dabei wird sich Methoden aus
der statistischen Geographie und der statistischen Bildanalyse bedient. Die
untersuchten Orte wurden wieder mittels Voronoi-Tessellation in Polygone
umgewandelt, so dass sich auf Basis dieser Polygone ein stetiges Bild ergibt.
Mit Hilfe sogenannter Kernel-Density-Estimation (vgl. Parzen 1962; Silver-
man 1986) wird dabei ein statistisches Modell für eine Ausprägungswahr-
scheinlichkeit einer Variante21 in einem Polygon erstellt. Durch die Kernel-
Density-Estimation wird die eine abgeschwächte Ausprägungswahrschein-
lichkeit auf Basis eines Kernels auch auf die nahen Polygone übertragen22.
19 Das Erstellen eines Split-Trees ist ähnlich wie die Levensthein-Distanz ein Optimierungspro-
blem mit Backtracking, nur noch komplexer, da die Verarbeitungsmöglichkeiten der Daten-
punkte nicht durch die vorhergegangen limitiert werden.
20 <https://www.geoling.net>, abgerufen 05.04.2020.
21 Eine Variante kann in diesem Fall nicht nur eine linguistische Variante sein, sondern auch
das Ergebnis einer statistischen Berechnung (zum Beispiel eines Clusterings).
22 Das kann man sich ähnlich einer Glühbirne vorstellen, bei der Licht abgestrahlt wird und
sich nach und nach abschwächt. Wenn zwei Lichtquellen nah bei einander sind, überlagern
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So können sich zum Beispiel Übergangsgebiete bilden, in denen zwei Cluster
gegenseitig in den anderen „hineinstrahlen“. Diese Methode ist in der sta-
tistischen Geographie beliebt, da man dort statistische Vermutungen über
eine Region, in der man keine Daten erheben kann, auf Basis der Nachbar-
schaft anstellen kann. So lassen sich Flächenkarten erzeugen, bei denen jede
Region durch den errechneten Farbwert der dominierenden Variante reprä-
sentiert wird. Da bei den meisten Karten eine Einfärbung allerdings an die
Polygone gebunden ist, tritt der Funktionen-Charakter des Kernels in den
Hintergrund und die Einfärbung folgt eher einer Art des Binnings.
Eine Besonderheit dieser Untersuchung ist, dass nicht versucht wird, ei-
ne räumliche Struktur auf Basis aller Daten zu finden, sondern es wird eine
Ähnlichkeit der Karten auf Basis ihrer räumlichen Strukturen ermittelt. Die-
ses Vorgehen erlaubt es, unterschiedliche Datenstrukturen zu vergleichen
und bietet Möglichkeiten nicht nur räumliche, sondern auch thematische
Zusammenhänge zu untersuchen. Dies bietet sich an, da die Karten des SBS
auch thematisch kategorisiert sind. Für eine Untersuchung der Karten unter-
einander wird auf Basis der Raumeinteilung innerhalb der Karten eine glo-
bale Distanz zwischen je zwei Karten generiert. Aus diesen Distanzen wird
anschließend eine Distanzmatrix für alle Karten generiert und mit Hilfe hier-
archischen Clusterings geclustert. Anschließend wird mit Hilfe statistischer
Tests überprüft, ob und welche Kategorien mit den Clustern signifikant kor-
relieren und wie die Karten eines Clusters untereinander in Beziehung ste-
hen.
Neben der Klassifizierung der Karten auf Basis einer repräsentativen Raum-
struktur wurde auf den Daten des SBS eine sogenannte Faktor-Analyse durch-
geführt (vgl. Pröll, Pickl und Spettl 2014). Eine Faktor-Analyse versucht soge-
nannte latente Variablen als Kombination eines dritten Faktors zu beschrei-
ben. Ein Ziel ist es, zu bestimmen, in wieviele voneinander unabhängige Fak-
toren sich die Daten zerlegen lassen. Dies ist ähnlich wie die MDS eine Art
der Dimensionsreduktion. Die Stärke der Korrelation einer latenten Variable
mit einem Faktor kann außerdem Aufschluss über die Bedeutung dieser Va-
riable liefern. Auf die Daten des SBS angewandt kann nun die Verteilung der
einflussreichsten Faktoren und den dahinterliegenden Variablen bestimmt
werden. So kann man zeigen, welche Phänomen in welchen Regionen be-
sonders dominant sind. Gruppiert man die Regionen nach den wichtigsten
Faktoren, kann diese Methode zu einer Dialektraumeinteilung führen.
Die vorgestellten Methoden und Projekte geben eine Übersicht über die
Anwendung der Datenwissenschaft in der Dialektometrie wieder. Gerade
aus der Bioinformatik haben sich viele Methoden etabliert und dank MDS
gibt es eine Möglichkeit, leicht Daten zu visualisieren. Allerdings sollte man
beachten, dass die Dialektometrie ein überschaubares Feld ist und häufig
auf bereits etablierte Methoden zurückgreift. Als Datengrundlage dienen in
der Regel Sprachatlanten, deren Datenstruktur nicht für eine großflächige,
computergestütze Auswertung angelegt wurde.
Auch wenn hier von Sprachatlanten als Ausgangsbasis gesprochen wird,
ist eine quantitative Analyse nicht auf Kartendaten beschränkt. Natürlich
sich diese Lichtquellen und die Strahlen erscheinen heller. Im statistischen Sinne versucht
eine Kernel-Density-Estimation eine Verteilungskurve auf Basis von einer Stichprobe zu be-
rechnen.
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kann auch ein (Daten-) Korpus als Basis dienen, wie zum Beispiel der Frei-
burg Corpus of English Dialects (FRED) (vgl. Szmrecsanyi und Hernández
2007). Die Analysen von Szmrecsanyi 2012 beziehen sich auf die Daten zu
den 34 Counties, die im Rahmen des FRED-Projekts erhoben wurden23. Er
verwendet dort unter anderem die Häufigkeitsverteilungen dialektaler Va-
rianten für ausgewählte sprachliche Merkmale. Dabei verwendet er als Di-
stanzmaß die Euklidische Distanz und liefert neben einer MDS auch Cluste-
rings zu den Daten.
Ein interessanter Aspekt dieser Arbeit ist die Korrelation mit dritten Fak-
toren, in diesem Fall die geografische Distanzen zwischen den Orten. Diese
Art von Vergleich erfreut sich gerade im Zusammenhang mit der Soziolingu-
istik einer gewissen Beliebtheit in der Dialektomertrie (siehe auch Gooskens
2004; Nerbonne 2007; Trudgill 1974 und in Korrelation mit wirtschaftlichen
Aspekten bei Falck, Lameli und Ruhose 2018).
Für hochwertige Analysen ist die Datenvorverarbeitung mindestens ge-
nauso wichtig wie die Analyse selbst. Auch sollten Analysen einer Überprü-
fung der Ergebnisse unterzogen werden, wobei es nicht ausreicht, diese Er-
gebnisse mit externen Annahmen zu vergleichen, sondern auch die interne
Struktur der Daten und die interne Struktur der Ergebnisse sollten häufiger
für die Verifikation herangezogen werden.
Diese Arbeit legt den Fokus auf diese Bereiche. In Kapitel 1 wird eine
Methode zur Strukturierung und Aufarbeitung von Daten besprochen und
anschließend in Kapitel 2 auf die Daten des MRhSA angewendet. In Kapitel 3
werden die Methoden zur Clusteranalyse vorgestellt und in Kapitel 4 wird
das Datenset mittels dieser Methoden überprüft und verifiziert.
23 Die Datenbasis besteht aus 431 Informanten in insgesamt 156 Orten.
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1E I N E O N T O L O G I E F Ü R D I E P H O N E T I K
Dieses Kapitel bietet eine Einführung in die Wissenschaft der computerge-
stützten Wissensrepräsentation. Neben einer kurzen Erläuterung der häufig
verwendeten Terme und einem kurzen historischen Überblick, beschreibt es
die verwendeten Techniken und dahinter liegenden Prinzipien zur Ontolo-
gieerstellung. Es schließt ab mit einer Beschreibung der phonOntology, der
für diese Arbeit entwickelten Ontologie.
1.1 w i s s e n s r e p r ä s e n tat i o n
Wissensrepräsentation ist ein zentrales Thema der Informatik und beschäf-
tigt sich mit der Beschreibung von Daten, um einen semantisch interpretier-
baren Mehrwert in Form von Wissen24 zu erhalten. Der Computer dient da-
bei als Werkzeug zur Erzeugung dieser Strukturierung und als Speicherme-
dium. Zudem stellt er Methoden für einen effizienten Zugriff auf die Daten
und zur Weiterverarbeitung der Daten zur Verfügung. Wissensrepräsentati-
on im Computer ist zudem eine Projektion eines Ausschnittes25 der Welt auf
eine durch den Computer interpretierbare Struktur mithilfe einer formalen
Sprache26. Das Modellieren27 dieser Wissensrepräsentation ist für gewöhn-
lich zielgerichtet. So kann sich die Repräsentation eines Gespräches sehr
unterscheiden, je nachdem ob man es unter einem soziologischen Gesichts-
punkt28 oder unter einem biologischen Gesichtspunkt modelliert. So kann
es für ein Gespräch im sozialen Stratum bedeutend sein, ob es sich um einen
Streit, „Small Talk“ oder eine moderierte Diskussion handelt, wie emotional
das Gespräch geführt wird oder ob alle Beteiligten dieselbe Sprache spre-
chen. Im biologischen Stratum hingegen liegt ein Fokus auf den Organen,
die an der Lautproduktion und Lautwahrnehmung beteiligt sind, wohinge-
gen im physikalischen Stratum Frequenz, Schallübertragung und Reaktions-
zeiten von Bedeutung sind.
Eine mittels einer Modellierungssprache erstellte Spezifikation zu einer
Domäne wird in der Informatik auch als Ontologie bezeichnet, wobei Kom-
plexität und Ausdrucksstärke einer Ontologie sehr unterschiedlich ausfallen
können. Diese Ontologie ist die Trägermenge einer Wissensrepräsentation.
Bei der Modellierung einer Wissensrepräsentation mit dem Computer soll-
ten nach Davis, Shrobe und Szolovits (1993) folgende fünf Prinzipien berück-
sichtigt werden:
24 „Wissen” kann hier sehr vereinfacht als „Daten im Kontext” aufgefasst werden. „Kontext”
kann als semantisches Netzwerk aufgefasst werden (vgl. Sowa 2014).
25 Dieser Ausschnitt wird im Umfeld der Wissensrepräsentation Domäne genannt.
26 Wenn der Term „Sprache“ in diesem Kapitel verwendet wird, so ist damit, falls nicht anders
erwähnt, eine formale Sprache gemeint.
27 Engl.: Knowledge Engineering.
28 In der Wissenschaft der Wissensrepräsentation wird für Gesichtspunkt häufig der Begriff
Stratum verwendet (vgl. Poli 2001). Dabei sind soziologische, biologisch und physikalische
Strata die am häufigsten verwendeten.
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1. Wissensrepräsentation ist ein Stellvertreter:
Dies Prinzip folgt den in The Meaning of Meaning: A Study of the Influ-
ence of Language UponThought and of the Science of Symbolism (Ogden,
Richards und Malinowski, 2013) vorgestellten semiotischen Verfahren.
Der Computer repräsentiert echtweltliche Dinge oder Beziehungen
durch Symbole und Relationen zwischen diesen Symbolen. Die Sym-
bole, meistens in Form von Zeichenketten, sind die Stellvertreter der
Entitäten einer Domäne und bilden die Grundlage des Modells. Da die
Ausdrucksstärke von Computern beschränkt ist, sind diese Modelle
nur Annäherungen oder Sichten auf die Domäne. Es ist Aufgabe des
Domänenexperten und des Wissensdesigners (siehe Punkt 5 in dieser
Aufzählung) zu entscheiden, wie umfassend eine Domäne zu modellie-
ren ist und welche Symbole und Konzepte verwendet werden sollten.
2. Wissensrepräsentation besteht aus einer Menge ontologischer
Festlegungen29:
Diese Festlegungen bieten den philosophischen Überbau der zu mo-
dellierenden Domäne und legen damit das Vokabular, das für die Be-
schreibung einer Domäne in Frage kommt und dessen Bedeutung fest.
So wird ein Gespräch im sozialen Stratum Kategorien wie Sprache, Teil-
nehmer oder Gesprächsthema benötigen, wohingegen im biologischen
Stratum die beteiligen Organe klassifiziert werden sollten. Häufig geht
das Ontological Commitment über das Erstellen eines Vokabulars
hinaus und beschäftigt sich auch mit der Existenz der Entitäten, die
durch ein Vokabular beschrieben werden (vgl. Bricker 2016). Die ver-
wendeten ontologischen Festlegungen sind abhängig von dem gängi-
gen Wissensstand über die Domäne und einem philosophischen Über-
bau.
3. Wissensrepräsentation sollte Schlussfolgerungen innerhalb
der Domäne zulassen:
In einem Wissensmodell sollten nicht nur die Dinge an sich, sondern
auch deren Verhalten und Beziehungen abgebildet werden. Damit soll
sich eine axiomatisierbare Theorie über eine Domäne bilden lassen,
mit der Schlussfolgerungen möglich sind. Als axiomatisierbare Theo-
rie ist dabei eine minimale Menge an Aussagen über eine Domäne zu
betrachten, aus der sich alle weiteren Aussagen, die innerhalb dieser
Theorie als „wahr“ betrachtet werden können, ableiten lassen. Dies
legt der zu modellierenden Wissensrepräsentation einige Einschrän-
kungen auf. Damit wichtige Nebenbedingungen, wie die Widerspruchs-
freiheit einer Theorie, erhalten bleiben, sind den bei der Modellierung
verwendeten Sprachen gewisse Restriktionen auferlegt.
4. Wissensrepräsentation sollte für effiziente Berechnungen ge-
eignet sein:
Anfragen an ein Wissensmodell sollten vom Computer in angemesse-
ner Zeit beantwortet werden. Zudem sollten diese Antworten inner-
halb der Domäne korrekt und vollständig sein. Dieser Punkt ist ein
29 Engl.: Ontological Commitment.
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nicht zu unterschätzendes Problem bei der Konzeptualisierung einer
Domäne und hängt stark von der in Punkt 3 in dieser Aufzählung vor-
gestellten Axiomatisierung ab. Eine formale Sprache beschränkt nicht
nur die Ausdrucksstärke, sondern setzt auch gewisse Grenzen bei der
Berechnung eines komplexen Problems.
5. Wissensrepräsentation ist ein Mittel menschlicher Ausdrucks-
weise:
Wissen über eine Domäne ist an den aktuellen Forschungsstand und
an das menschliche Vorstellungs- und Ausdrucksvermögen gebunden.
Meistens sind Domänenexperte und Wissensdesigner nicht identisch.
Es muss darauf geachtet werden, dass Wissensdesigner und Domä-
nenexperte bei der Entwicklung einer Wissensrepräsentation einan-
der verstehen. Dieser Prozess der Synchronisierung nimmt Zeit in An-
spruch und ist für gewöhnlich iterativ.
1.2 e i n k u r z e r g e s c h i c h t l i c h e r ü b e r b l i c k
Das Wort Ontologie leitet sich aus dem Altgriechchen óntos und lógos ab
und bedeutet so viel wie Wissenschaft des Seienden und wurde Anfang des
17. Jahrhunderts erstmals von Rudolf Göckel und Jacob Lorhard in Schriften
verwendet (vgl. Øhrstrøm, Andersen und Schärfe 2005). Als Teil der Meta-
physik sind die dahinter stehenden Prinzipien natürlich viel älter. In der Phi-
losophie ist Ontologie das Teilgebiet der Metaphysik, welches sich mit der
Kategorisierung und Klassifizierung der „Dinge, die existieren“30 beschäftigt
(vgl. Inwagen und Sullivan 2017). Die erste Anwendung ontologischer Prin-
zipien wird Parmenides (um 500 v. Chr) nachgesagt. In seinem Werk Über
die Natur führt er eine erste Unterscheidung von Dingen in „Seiende“ und
„Nicht-Seiende“ (vgl. Parmenides 1986) ein. Die Grundlage für die Metaphy-
sik an sich und ontologische Betrachtungen legte Aristoteles (384 v. Chr–322
v. Chr) in seinen Schriften Kategorien und Metaphysik. In Kategorien wird der
erste ontologische Baum beschrieben (siehe Abbildung 1.1), der zwei Haupt-
kategorien umfasst; zum einen die Substanz und zum anderen den Akzidens.
Metaphysik führt den Begriff des Ding an sich (Being qa being) ein. Die-
ser Term gilt als ein zentraler Begriff der philosophischen Ontologie (vgl.
Gracia 1999) und beschäftigt sich mit der Fragestellung, ob und welche Din-
ge unabhängig von anderen Dingen existieren können. Aristoteles hat auch
in der Logik eine besondere Bedeutung. So gilt er als Begründer des Syllo-
gismus und des Prinzips des logischen Widerspruchs (vgl. Aristoteles 1949).
Diese beiden Prinzipien bilden die Grundlage für das logischen Schließen
und sind damit auch in der computergestützten Wissensrepräsentation von
Bedeutung.
30 „Ding“ ist eine etwas problematische Bezeichnung, da wir eine intuitive Vorstellung von
dem Begriff „Ding“ als physikalisches Objekt haben, im Kontext der Ontologie sind aber
auch nicht-physische Sachen, wie Vorstellungen oder Prozesse gemeint. Eine Alternative zu
dem Begriff „Ding“ ist „Entität“. Die Verwendung im Deutschen beruht auf dem englischen
Begriff „Thing”, welches in der formalen Sprache OWL als „Etwas, was in irgendeiner Form
existiert“, definiert ist.













Abbildung 1.1: Die Hauptkategorien Aristoteles nach Sowa (2000).
Die Unterscheidung zwischen Substanz als Dinge, die unabhängig in der
Welt existieren und Akzidens als Dinge, die nur in Abhängigkeit von ande-
ren existieren, ist ein Motiv, das über die Jahrhunderte erhalten blieb und
von mittelalterlichen Philosophen wie Thomas von Aquin (1225–1274) und
Avicenna (980–1037) (vgl. Goodwin 1965; Janssens 2006) in ihren Werken
zum Gottesbeweis aufgegriffen wurde.
Während der Aufklärung etablierte sich unter den Philosophen Christi-
an Wolff (1679–1754) und Alexander Baumgarten (1714–1762) die Onto-
logie als philosophische Disziplin. Diese Epoche bot mit Wissenschaftlern
wie Gottfried Wilhelm Leibniz (1646–1716) auch wichtige Erkenntnisse im
Bereich der Mathematik, Logik und Graphentheorie. Als eine der ersten Do-
mänenontologien in Form eines Graphen kann Carl von Linnés (1707–1778)
Baum der Arten gesehen werden (vgl. Linné und Gmelin 1788).
Deutliche Kritik an der von Wolff und Baumgarten propagierten rationa-
len Sicht auf die Ontologie (vgl. Wolff 1963) als Wissenschaft übte Kant
(1724–1804). Seine Schrift Kritik der reinen Vernunft (vgl. Mohr und Willa-
schek 2010) kritisiert den a-priori-Ansatz der bisherigen ontologischen Be-
trachtungen und postuliert, dass Kognition und Empfindung einen wichti-
gen Einfluss auf die Wahrnehmung der Welt haben, von der wir uns nicht
einfach befreien können. Diese Ansicht wurde von den Philosophen des 19.
Jahrhunderts aufgenommen. In der zweiten Hälfte des 19. Jahrhunderts wur-
de dann versucht, diese Ansichten in die aristotelische Auffassung von On-
tologie zu integrieren.
Die Entwicklung der Boolschen Logik durch George Boole (1815–1864)
und des Prädikatenkalküls durch Gottlob Frege (1848–1925) lieferten die
theoretischen Grundsteine für Computer und die Informatik. Charles San-
ders Peirce (1839–1914) entwickelte nicht nur den NAND-Operator, der eine
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entscheidende Rolle in der Schaltkreisentwicklung spielt31, und führte mit
den Quantoren (∀,∃) die Standardnotation der Prädikatenlogik ein, sondern
leistete auch bedeutende Beiträge zur Semiotik, die für die Wissensreprä-
sentation im Computer unerlässlich ist. Seine Arbeiten zur Ontologie liefer-
ten drei Basiskategorien, die sich auf die Arbeiten von Kant zur Ontologie
zurückführen lassen. Die Firstness beschreibt konzeptuelle oder existenzun-
abhängige Dinge. Secondness beschreibt abhängige Dinge und Thirdness die
Relationen zwischen Dingen der Firstness und der Secondness (vgl. Peirce
1974).
Das frühe 20. Jahrundert war geprägt von einer Formalisierung der philo-
sophischen Betrachtungen. Husserls (1859–1938) Hauptwerk Logische Unter-
suchungen führt den Begriff der Formalen Ontologie ein, sein Zeitgenosse Sta-
nisław Leśniewski (1886–1839) entwickelte mit der Mereologie eine Theorie
zur Teil-Ganzes-Beziehung, was eine genauere Betrachtung von Beziehun-
gen zwischen Dingen ermöglicht, die mit der klassischen Mengentheorie so
nicht möglich ist (vgl. Leśniewski 1929).
In der zweiten Hälfte des 20. Jahrhunderts rückte der Computer als Werk-
zeug für die Wissensrepräsentation in den Fokus. Unter dem Begriff der
„künstlichen Intelligenz“ wurde ab den 60er-Jahren versucht, mithilfe von
logischen Schlusssystemen „Intelligenz“ im Computer zu erzeugen (vgl. Mc-
Carthy 1968; Minsky 1988). Obwohl diese Experimente hinter den Erwar-
tungen zurück blieben, lieferten sie wichtige Ansätze im Bereich der Wis-
sensrepräsentation. Insbesondere die Entwicklungen von Datenbanken und
Metasprachen zur Wissenskodierung oder Beschreibung32 können als Pro-
dukte dieser Zeit betrachtet werden. Auch stellte sich mit zunehmendem
Einfluss des Computers in der Forschung heraus, dass für eine effiziente An-
wendung des Computers das angesammelte Wissen besser strukturiert wer-
den sollte und es Möglichkeiten bedarf, dieses Wissen über Institutionen hin-
weg verfügbar und zwischen Systemen kompatibel zu machen. Ontologien
wurden als Möglichkeit gesehen, diese Anforderungen zu erfüllen, und sind
besonders in Biologie und Medizin ein fester Bestandteil der Datenstruktu-
rierung (vgl. Apweiler u. a. 2004; Stearns u. a. 2001). Mit dem Internet und
dem damit verbundenen Vernetzen von Daten rückten graphenbasierte Da-
tenstrukturen wieder in den Fokus. In The Semantic Web (vgl. Berners-Lee,
Hendler und Lassila 2001) wird die Grundidee des „Semantischen Web“ vor-
gestellt. Mit den von der W3C33 entwickelten Sprachen RDF (1999) und dem
bereits erwähnten OWL (2004) wurden Methoden entwickelt, Ontologien zu
erstellen und Relationen zwischen Daten einheitlich und mit dem Internet
als Zielplattform beschreiben zu können.
1.3 d e r b e g r i f f ontolog i e
Ontologie ist nicht nur ein fester Begriff in der Philosophie, sondern hat
sich auch in der Informatik als Term etabliert (vgl. Horrocks 2013). Die Be-
deutung in der Informatik weicht allerdings von der Bedeutung im philoso-
31 Der NAND-Operator ermöglicht es, Schaltkreise aus nur einem Grundbausstein aufzubauen.
32 Diese Metasprachen sind die bereits auf Seite 21 erwähnten Beschreibungslogiken.
33 World Wide Web Consortium, <https://www.w3.org>, abgerufen 05.02.2018.
1.3 d e r b e g r i f f ontolog i e 20
phischen Kontext ab34 und setzt einen deutlich stärkeren Schwerpunkt auf
die Beschreibung einer Domäne mittels einer formalen Sprache. Häufig wird
der Begriff Ontologie auch mit Klassifikationshierarchie oder einem kontrol-
lierten Vokabular gleichgesetzt, was als Teilmengen oder Unterklassen des
Begriffes Ontologie angesehen werden kann. Abbildung 1.2 zeigt eine Über-












































Abbildung 1.2: Übersicht über die verschiedenen Arten von Ontologien. Bild nach Giunchiglia und Zaihra-
yeu (2009), ursprüngliche Version von Uschold und Gruninger (2004).
In Ontologies and Knowledge Bases: Towards a Terminological Clarificati-
on (vgl. Guarino und Giaretta 1995) werden folgende sieben verschiedene
Bedeutungen für den Begriff Ontologie aufgelistet:
1. Ontologie als philosophische Disziplin. Die Ontologie als „Wissenschaft
des Seienden“ ist ein Teilgebiet der Metaphysik (vgl. Abschnitt 1.2).
2. Ontologie als ein informales System für Konzepte. Diese Definition
entspricht unserer intuitiven Auffassung von Struktur und Hierarchie.
Wir verwenden oft Klassifikationen, ohne uns zu tief mit der genauen
Bedeutung auseinanderzusetzen. So sind wir in der Lage, Terme wie
Katze, Säugetier, Mensch, Mann oder Frau in einen Kontext zu setzen,
ohne uns tiefe Gedanken über die Bedeutung dieser Terme zu machen.
3. Ontologie als eine formale semantische Beschreibung. Diese Interpre-
tation erweitert den vorherigen Punkt um eine Wissensgrundlage. Der
Term Katze ist nun festgelegt und mit einer Beschreibung versehen.
4. Ontologie als eine Spezifikation einer Konzeptualisierung. Hier wer-
den Begriffe nicht nur beschrieben, sondern klar und abgegrenzt defi-
niert und in Beziehung zueinander gesetzt. Ein ontologischer Term ist
nicht mehr nur über eine Beschreibung definiert, sondern auch über
seine Beziehungen zu anderen Termen, wie in einem semantischen
34 Im Englischen wird diese Abgrenzung oft durch Ontology für die philosophischen und
ontolgy für die informatische Bedeutung kenntlich gemacht.
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Netzwerk. Eine Konzeptualisierung kann zum Beispiel einschließen,
dass Mann und Frau Menschen sind und dass Katzen und Menschen
sich unterscheiden. Auch können den Begriffen Eigenschaften zuge-
ordnet werden, zum Beispiel, dass Menschen aufrecht gehend sind,
während Katzen auf vier Beinen gehen.
5. Ontologie als Repräsentant eines Systems für Konzepte mittels einer
logischen Theorie
a) beschrieben durch spezifische formale Eigenschaften,
b) beschrieben durch einen spezifischen Zweck.
Diese Interpretation beschreibt eine Ontologie als eine logische Theo-
rie basierend auf einer formalen Sprache und einem dazugehörigen
Axiomensystem. So kann zum Beispiel der Unterschied zwischen Kat-
ze und Mensch ausgedrückt werden als: Mensch ∩Katze = ∅ (Die
Schnittmenge der Menge Katze mit der Menge Mensch ist disjunkt).
6. Ontologie als das Vokabular, das in einer logischen Theorie verwendet
wird. Dies setzt den Begriff der Ontologie mit dem Begriff des Onto-
logical Commitment (vgl. Seite 16) gleich.
7. Ontologie als die Metaspezifikation einer logischen Theorie. In dieser
Interpretation stellt eine Ontologie die Grundbausteine für eine Theo-
rie bereit.
Alle Punkte bis auf den ersten haben einen deutlichen Bezug zur Informatik
und Wissensrepräsentation. Tatsächlich folgt Punkt 4 in der obigen Auflis-
tung der am häufigsten zitierten Definition von Ontologie in der Informatik:
„An ontology is an explicit specification of a conceptualization.
The term is borrowed from philosophy, where an Ontology is a
systematic account of Existence. For AI systems, what “exists”
is that which can be represented.“ (Gruber 1995)
Ontologien mit einem hohen Grad an Formalisierung werden auch „for-
male Ontologien“ genannt. Diese Ontologien bilden häufig eine Implemen-
tierung einer philosophischen Auffassung in einer formalen Sprache. Nino
Cocchiarella definiert Formale Ontologie als:
„Formal Ontology is a discipline in which the formal methods
of mathematical logic are combined with the intuitive, philoso-
phical analyses and principles of ontology.“ (Cocchiarella 2007)
Es ist nicht immer möglich eine formale Ontologie vollständig im Computer
umzusetzen, da der Computer für gewöhnlich auf entscheidbare Teilmengen
des Prädikatenkalküls beschränkt ist. Diese Teilmengen werden Beschrei-
bungslogiken35 genannt (vgl. Baader, Horrocks und Sattler 2008) und bilden
seit den 60er-Jahren des 20. Jahrhunderts eine Gruppe von Sprachen, die ex-
plizit für die computergestützte Wissensrepräsentation entwickelt wurden.
Seit 2004 bietet die von der W3C entwickelte OWL eine allgemeine Sprache
35 Engl.: Description logic.
1.4 o n to l o g i e n i n d e r i n f o r m at i k 22
zur Ontologieentwicklung. Formale Ontologien agieren oft als die Metaon-
tologien für anwendungsbezogene Ontologien und liefern Konzepte und Ka-
tegorien für sehr grundlegende Entitäten, wie Prozess oder Raum und Zeit.
1.4 o n to l o g i e n i n d e r i n f o r m at i k
Ontologien in der Informatik haben im Gegensatz zur philosophischen Diszi-
plin ein deutlich fokussierteres Ziel. Meistens sollen sie eine Strukturierung
für eine Domäne liefern oder als Mediator zwischen verschiedenen Wissens-
repräsentationen dienen. Man teilt Ontologien je nach Komplexität und Fo-
kus in drei Gruppen ein:
to p - l e v e l - o n to l o g i e n versuchen die grundlegenden Dinge der Rea-
lität abzubilden. Sie liefern Formalisierungen für Raum und Zeit oder
Teil-Ganzes-Beziehungen. Häufig versuchen sie eine metaphysische
Grundannahme nachzubilden. Sie agieren als Meta-Ontologien für die
folgenden und liefern die groben Rahmenbedingungen und Basiskate-
gorien. Sie helfen dadurch auch beim Austausch von Informationen
mithilfe von Ontologien36. Beispiele für Top-Level-Ontologien sind
die GFO (General Formal Ontology) (vgl. Herre 2010; Herre u. a. 2007),
DOLCE (Descriptive Ontology for Linguistic and Cognitive Enginee-
ring) (vgl. Gangemi u. a. 2002) oder SUMO (Suggested Upper-Merged
Ontology) (vgl. Pease, Niles und Li 2002).
d o m ä n e n - u n d au f g a b e n o n to l o g i e n versuchen einen Teil der
Welt (Domäne) so gut und vollständig wie möglich abzubilden. Idea-
lerweise bedienen sie sich einer Top-Level-Ontologie und erweitern
diese um die für die Domäne benötigten Konzepte. Je nach Definition
der jeweiligen Domäne können diese Ontologien mehr oder weniger
komplex oder genau ausfallen. Man spricht in diesem Zusammenhang
auch von Granularität (vgl. Kumar, Smith und Novotny 2004). Für ge-
wöhnlich werden diese Ontologien noch in Upper-Domain-Ontologies
und Domänenontologien unterteilt, wobei die ersten einen eher allge-
meinen Blick auf eine Domäne bieten und direkt mit den Top-Level-
Ontologien interagieren (vgl. Beisswanger u. a. 2008), wohingegen die
zweite deutlich spezifischer ist. Diese Arten von Ontologien finden
häufig in der Wissenschaft Verwendung und dienen als Grundlage zur
Datenstrukturierung oder Austausch. Eine Sammlung von Domänen-
ontologien für die Medizin und Biologie findet sich im Bioportal37 (vgl.
Salvadores u. a. 2013).
a n w e n d u n g s o n to l o g i e n erweitern oder beschränken die Domänen-
ontologien, um sie in der Anwendung in Programmen oder Arbeitsab-
läufen nutzbar und praktikabel zu machen. Die meisten Ontologien,
mit denen ein Endnutzer interagieren wird, fallen in diese Kategorie.
In der Praxis sind Anwendungsontologien häufig kontrollierte Voka-
bulare oder Schemata, die eine hierarchische oder semantische Einord-
36 Top-Level-Ontologien sind der kleinste gemeinsame Nenner beim Ontological Commit-
ment.
37 <https://bioportal.bioontology.org>, abgerufen 05.02.2018.
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nung zulassen. So kann der Dublin Core38 als eine Anwendungsonto-
logie gesehen werden, die einen Anwender darin unterstützt, Doku-
mente zu beschreiben. Die in dieser Arbeit vorgestellte phonOntology
ist auch in erster Linie als eine Anwendungsontologie aufzufassen.







Abbildung 1.3: Verschiedene Arten von Ontologien nach Guarino (1997). Ein Pfeil
kann als „Stellt Konzepte bereit“-Relation interpretiert werden.
In der Wissensrepräsentation hat sich ein spezielles Metavokabular für
Ontologien entwickelt, um Terme einer Domäne beschreiben und klassifi-
zieren zu können. Diese Beschreibungen genügen nicht notwendigerweise
jeder philosophischen Ausrichtung oder entsprechen einem intuitiven Ver-
ständnis. Es ist außerdem schwierig, diese Terme zu definieren, da sie für
gewöhnlich die Grundlage von Definitionen sind. Die Hauptterme sind:
e n t i tät oder auch Ding symbolisiert die grundlegende ontologische Klas-
se. Alles Materielle als auch Immaterielle ist eine Entität. Die philoso-
phischen Hintergründe sind auf Seite 17 kurz erwähnt. Eine Drache
ist in diesem Zusammenhang eine Entität genauso wie eine tatsäch-
lich existierende Tasse, die irgendwo in einem Regal steht.
k at e g o r i e n sind abstrakte Entitäten, von denen sich andere Dinge in-
stanziieren lassen. Mithilfe von Kategorien39 ist es möglich, allgemei-
ne Aussagen über eine Menge individueller Entitäten zu treffen und so
zum Beispiel zu einem Oberbegriff zusammenzufassen oder mit ande-
ren Kategorien in Relation zu setzen. Wie eine Kategorie gebildet wird,
kann sich je nach zugrunde liegender philosophischer Auffassung un-
terscheiden. So kann eine Kategorie zum Beispiel als eine minimale
Menge an Eigenschaften gesehen werden, die von einer Menge von
Individuen inhäriert wird oder es können a-priori-Klassen sein, die
unabhängig von Individuen existieren können. Beispiele für Kategori-
en sind Mensch, Säugetier oder Stadt. Eine Kategorie wird als Konzept
bezeichnet, wenn wir dafür einen angemessenen linguistischen Aus-
druck und eine direkte mentale Assoziation haben. So sind Mensch
und Stadt auch Konzepte, aber ob es einen passenden linguistischen
38 <http://dublincore.org>, abgerufen 05.02.2018.
39 Im informatischen Kontext oft auch Klasse (engl. Class) genannt.
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Ausdruck gibt, der die minimalen Eigenschaften einer zufälligen Men-
schenmenge beschreibt, ist nicht sicher.
i n s ta n z e n sind einzigartige, konkrete Entitäten, die keine Kategorien
sind, aber durch Kategorien instanziiert werden. So kann das Indivi-
duum Robert40 als eine Instanz der Kategorien Mensch oder Säugetier
gesehen werden. Da Instanzen auch Entitäten sind, ist man nicht auf
real existierende Dinge beschränkt. Smaug41 kann also auch eine In-
stanz der Kategorie Drache sein.
r e l at i o n e n setzen Entitäten miteinander in Beziehung. Dadurch ist es
möglich, Strukturen aufzubauen und Aussagen über diese Strukturen
zu treffen. Welche Relationen benötigt werden, unterscheidet sich je
nach gewählter Domäne, Stratum oder Granularität. Ein paar Relatio-
nen haben sich aber in der Wissensrepräsentation als de-facto-Standard
durchgesetzt. Dazu gehören:
• Die Instanziierungsrelation, die verwendet wird um einem Indi-
viduum eine Kategorie zuzuordnen. So kann gesagt werden, dass
Robert eine Instanz der Kategorie Mensch ist.
• Die Unterklassenrelation, mit der sich Kategorien genauer spe-
zifizieren lassen. So kann die Kategorie Mensch als Unterklasse
der Kategorie Säugetier gesehen werden. Häufig sagen wir „Ein
Mensch ist ein Säugetier“ genauso wie „Robert ist ein Mensch“.
Ontologisch haben diese beiden „ist“ aber zwei verschiedene Be-
deutungen.
• Die Teil-Ganzes-Beziehung. Mereologische Relationen sind ein
wichtiger Teil in einer ontologischen Strukturierung (vgl. Simons
2000). Diese Relationen erlauben Kompositionen von Entitäten
zu komplexeren Entitäten oder beschreiben strukturelle Bezie-
hungen. So kann man sagen: „Ein Dach ist Teil eines Hauses“
oder „Ein Wort ist Teil eines Satzes“. Die Teil-Ganzes-Relation
wird meistens auf ein Stratum begrenzt, insbesondere wenn es
um die Transitivität einer Relation geht. So kann man zwar sa-
gen, diese Person ist Teil eines Gespräches und dieser Finger ist
Teil dieser Person. Aber ob der Finger auch als Teil des Gesprä-
ches gesehen wird, ist Ansichtssache42.
Eine besondere Eigenschaft einer formalen Axiomatisierung einer Ontolo-
gie ist die Möglichkeit, einen logischen Abschluss43 zu bilden. Das bedeutet,
auf Basis logischer Regeln lassen sich zusätzlich Informationen über Entitä-
ten gewinnen. Ein Beispiel für Inferenz ist die Transitivität:
∀x : x ∈ A ∧A ⊆ B → x ∈ B
40 Die Zeichenkette Robert ist in diesem Fall ein Repräsentant für eine real existierende Person.
41 Ein Drache aus dem Fantasieroman „Der Hobbit“.
42 Ontologisch kann sich Begriff „Person“ einmal auf einen Aktor im soziologischen Stratum
oder auf die Repräsentation eines bestimmten Körpers im biologischen Stratum beziehen.
43 Auch Inferenz genannt.
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Diese Formel besagt, dass für alle Elemente x gilt, wenn x ein Element der
Menge A ist und A eine Teilmenge von B ist. Dann folgt daraus, dass x auch
ein Element von B ist.
Der logische Abschluss dient außerdem dazu, Ontologien auf logische
Korrektheit zu überprüfen oder mögliche Widersprüche aufzudecken. Wür-
den wir behaupten, dass Robert eine Instanz der Kategorien Mensch und Kat-
ze ist und an anderer Stelle, dass Mensch und Katze disjunkt sind, so würde
Inferenz einen Widerspruch aufdecken. Im Idealfall ist eine Ontologie wider-
spruchsfrei.
Die Erstellung einer Ontologie erfolgt gewöhnlich in drei Schritten (vgl.
Herre 2013), die iterativ durchlaufen werden. Diese Schritte leiten sich direkt
aus den in Abschnitt 1.1 vorgestellten Punkten ab. Zuerst muss die Domäne
abgegrenzt werden. Dabei müssen Entscheidungen zur Granularität und des
Stratums getroffen werden. Der zweite Schritt umfasst das Ontological
Commitment und die Konzeptualisierung (vgl. Guarino, Oberle und Staab
2009). Hier wird geklärt, welche Terme die Domäne benötigt und wie diese
Terme aufzufassen sind. Im finalen Schritt wird die Ontologie axiomatisiert
und in einer passenden Sprache implementiert. Die Axiomatisierung erfolgt
auf den gewählten Termen und setzt diese Terme in eine logische Struktur,
die sich möglichst gut in der gewählten Sprache abbilden lassen sollte.
1.5 d a s s e m a n t i s c h e w e b
Die Idee des Semantischen Webs basiert darauf, dass Internetadressen als
Repräsentanten für Dinge agieren. Damit baut es auf der in Abschnitt 1.1,
Punkt 1 vorgestellten Idee auf. Eine Internetadresse beschreibt damit nicht
nur den Verweis auf eine Webseite, sondern kann auch als Repräsentant für
ein Ding stehen. Solche Adressen werden auch Ressourcen44 genannt. Links
zwischen Ressourcen werden als Relationen aufgefasst. Zusätzlich können
diese Ressourcen mit Metadaten versehen werden. Folgt diese Annotierung
einem Standard, können automatisierte Agenten selbstständig diese Ressour-
cen entdecken und einordnen. Dadurch wird das Internet selbst zu einer
Wissensbasis. In der Praxis bedeutet das, dass Webseiten zusätzliche Infor-
mationen innerhalb der HTML-Seite enthalten. Diese Informationen sind
für gewöhnlich für den Nutzer versteckt, können aber von Agenten oder
Webcrawlern gelesen werden. Eine weitere Möglichkeit ist, eine spezielle
Version einer Ressource anzubieten. So kann ein menschlicher Benutzer ei-
ne HTML-Webseite angezeigt bekommen, während ein Agent ein spezielles
maschinenlesbares Format lädt. Eines dieser Formate ist RDF.
1.5.1 Resource Description Framework
Die Resource Description Framework (RDF) ist ein Webstandard45, der 1999
von dem World Wide Web Consortium (W3C) beschlossen wurde (vgl. Ma-
44 Engl.: Resource.
45 Da die W3C keine anerkanntes zwischenstaatliche Institution ist, gelten die Ausarbeitungen
des W3C offiziell als Vorschläge (engl. Proposal.); es haben sich aber viele als „best practice“
Standard durchgesetzt.
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nola und Miller 2004) und seit 2014 in der Version 1.1 vorliegt (vgl. Schreiber
und Raimond 2014). RDF wurde als Strukturierungssprache für das Seman-
tische Web entworfen und erlaubt, Dinge und Zusammenhänge (Relationen)
in einfachen Aussagen der Form [<subject> <predicate> <object>] zu beschrei-
ben. Diese Aussagen werden auch Statements oder Triple genannt. Eine An-
sammlung von solchen Statements kann als Graph aufgefasst werden. Ma-
thematisch ist ein Graph eine Menge von Ecken und Kanten (Vertices) :
G = (E, V ) wobei gilt: V ⊆ (E × E)
Eine Kante ist also eine Relation46 zwischen zwei Ecken. Anders ausgedrückt,
eine Kante ist eine geordnete Menge von Ecken-Tupeln. In RDF modellier-
te Statements können als ein gerichteter Graph aufgefasst werden, wobei
Subjekt und Objekt Elemente der Menge E (Ecken) und Prädikat der Men-
ge V (Kanten) sind. Die Identifikation oder Benennung der Ecken und Kan-
ten erfolgt über IRIs47. Die Auffassung einer Menge von RDF-Statements als
mathematischer Graph erlaubt es, graphentheoretische Aussagen über diese
Statements zu treffen und mathematische Operationen darauf anzuwenden.
Eine wichtige Operation ist das Traversieren des Graphen. Damit kann über-
prüft werden, ob es einen Zusammenhang, genauer gesagt einen Kantenpfad,
zwischen zwei Ecken gibt. So können komplexe Strukturen modelliert oder
aufgedeckt werden. Auch erlaubt das Traversieren eines Graphen das Be-
antworten von Fragen an den Graph. Dadurch können diese Strukturen als
Grundlage für Datenbanken verwendete werden (siehe Abschnitt 1.6).
Ein gültiges Statement in RDF unterliegt folgenden Annahmen:
• An jeder Position (<subject> <predicate> <object>) kann eine IRI vor-
kommen.
• Ein <object> kann auch ein Literal sein.
• Ein <subject> oder <object> kann eine Blank Node sein.
Eine IRI (vgl. Duerst und Suignard 2005) ist ein standardisiertes Format für
dereferenzierbare Identifikatoren. Es stellt eine Generalisierung der URI (Uni-
form Resource Identifier) (vgl. Berners-Lee, Fielding und Masinter 1998) dar,
die in Form von Internetadressen (URLs) bekannt sind. Der Hauptunterschied
zwischen einer IRI und einer URI ist, dass eine IRI auch andere Schreibsys-
teme (Unicode) zulässt, wohingegen eine URI auf die Zeichen der amerika-
nischen Tastatur (ASCII48) beschränkt ist.
Eine URI49 für RDF besteht aus:
<Protokoll>://<Domäne>/<Kontext></ oder #><Identifikator>
Ein Protokoll ist zum Beispiel das Hypertext Transfer Protocol (vgl. Fiel-
ding u. a. 1999), abgekürzt mit http; eine Domäne der Name einer Website,
wie zum Beispiel issg.de oder www.regionalsprache.de, ein Kontext50 ist eine
durch / getrennte genauere Spezifikation der Ressource und der Identifika-
tor ist der letzte Teil der URI, abgegrenzt entweder durch ein / oder eine #.
Bei einer Serialisierung von RDF können <Protokoll><Domäne>/<Kontext>
46 Mengentheoretisch wird eine Relation als geordnete Teilmenge des kartesischen Produkts
von zwei oder mehr Mengen gesehen.
47 Internationalized Resource Identifier.
48 American Standard Code for Information Interchange.
49 Durch die Verbreitung von URI als Bezeichner von Internetadressen und der Nähe von RDF
zum Semantischen Web werden in der Praxis meistens URI anstelle von IRI verwendet.
50 Häufig auch als Pfad bezeichnet.
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durch ein Präfix abgekürzt werden. Dadurch werden sogenannte Namens-
räume definiert. Diese dienen in erster Linie der Lesbarkeit und zur Platz-
einsparung bei der Datenübertragung. So kann beispielsweise die URI <http:
//issg.de/ontologies/phonetic#Vowel>, die sich aufteilt in das Protokoll http,
die Domäne issg.de, den Kontext ontologies/phonetic, das Trennsymbol # und
den Identifikator Vowel, verkürzt als phon:Vowel geschrieben werden, wobei
phon als Präfix definiert wird und damit den Namensraum, in dem Vowel
eine Ressource ist, bildet. Im Laufe der Zeit haben sich bestimmte Namens-
räume als Standard durchgesetzt, so dass sich damit semantische Bedeutun-
gen assoziieren lassen. Tabelle 1.1 zeigt häufig verwendete Namensräume
und ihre Abkürzungen. Rdf, rdfs, owl und xml sind kontrollierte Vokabulare,
die zur besseren Strukturierung und Formulierung von RDF dienen, dcterm
und skos sind Ontologien, die zur Beschreibung von Metadaten oder dem
Wissensmanagement im Generellen dienen.
Tabelle 1.1: Häufig verwendete Namensräume und zugehörige Präfixe für RDF.







Die Verwendung von URIs als Identifikatoren in RDF schlägt eine Brücke
zum Internet und erlaubt es, Webadressen als Identifikatoren in Statements
zu verwenden. Dadurch werden diese Adressen Teil der zu modellierenden
Datenstruktur und können damit als Repräsentant einer realweltlichen En-
tität angesehen werden. Dies ist eine der wesentlichen Ideen hinter dem Se-
mantischen Web.
Eine Blank Node ist eine nicht näher bezeichnete Ressource oder anony-
me Ressource, die nur durch ihre Relationen beschrieben wird. Beim Erstel-
len von RDF-Graphen sollten Blank Nodes vermieden werden. Sie können
aber als Ergebnis von Transformationen auf dem Graph, wie zum Beispiel
Inferenz, auftreten oder als Repräsentant komplexer Entitäten dienen, für
die eine einfache Benennung durch eine IRI nicht möglich oder sinnvoll ist.
Ein Literal ist alles, was keine IRI oder Blank Node ist und kann als
der inhaltliche Datenträger betrachtet werden. Literale können Texte oder
Zahlen, aber auch Binärdaten sein. Einem Literal kann ein Datenformat
oder eine Sprache zugeordnet werden.
Eine Menge von RDF-Statements lässt sich in verschiedenen Formaten
serialisieren. Manche Formate wie XML (vgl. Schreiber und Gandon 2014)
oder JSON-LD (vgl. Lanthaler, Sporny und Kellogg 2014) sind für Menschen
schwer zu lesen, andere wie TURTLE (vgl. Prud’hommeaux und Carothers
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2014) haben eine durchaus verständliche Syntax. Nach einer Definition von
Präfixen am Anfang der Datei, werden RDF-Statements in der [<subject>
<predicate> <object>] Form in eine Zeile geschrieben und mit einem Punkt
abgeschlossen. Kommentare werden durch eine führende # gekennzeichnet
und dienen ausschließlich als Annotation für einen menschlichen Leser. Der
resultierende Graph aus der folgenden Serialisierung in TURTLE ist in Ab-
bildung 1.4 gezeigt:
PREFIX urn: <urn:example.net/> # Namensraumdefinition
PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>
PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#>
urn:id27362 rdf:type urn:Mensch .
# urn:id27362 ist eine willkürlich generierte ID, die die
Person Robert repräsentieren soll.↪→
urn:id27362 rdfs:label 'Robert' .
# 'Robert' ist ein Literal
urn:Mensch rdfs:subClassOf urn:Mammal .








Abbildung 1.4: Die TURTLE-Serialisierung als Graph.
Dieser Graph beschreibt eine Ressource markiert durch die URI
<urn:id27362>. Dieser Ressource wird mittels der Relation rdfs:label das Lite-
ral „Robert“ in Form eines Textstrings zugeordnet. Außerdem wird über die
Relation rdf:type ausgedrückt, dass sie eine Instanz der Kategorie urn:Human
ist und über die Relation urn:livesIn wird eine Beziehung zu der Ressource
urn:Marburg hergestellt, die wiederum eine Instanz der Kategorie urn:City
ist. Schließlich wird noch festgelegt, dass urn:Human eine Unterklasse von
urn:Mammal ist.
Eine Erweiterung zu RDF-Graphen sind Datasets51. Um viele RDF-State-
ments besser kontrollieren zu können, werden die RDF-Triple in einen Kon-
text in Form eines Named Graphs gesetzt. Dadurch werden aus den Trip-
le Quads, beziehungsweise aus Subjekt Prädikat Objekt wird Subjekt Prädi-
kat Objekt Kontext. So lassen sich Statements besser gruppieren. Ein RDF-
Datenset besteht aus 0 bis n Named Graph und einem Default Graph. Die-
sem Graph ist kein Kontext zugeordnet und wird bei Anfragen gegen das
RDF-Datenset standardmäßig verwendet. Der Default Graph ist in den meis-
ten Fällen die Vereinigung aller Named Graphs. RDF-Datensets sind die Im-
51 Da in Kapitel 3 und folgenden der Begriff „Dataset“ auch eine wichtige Rolle spielt, allerdings
in einem anderen Kontext, wird Datenset im weiteren als RDF-Datenset bezeichnet.
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plementierungsgrundlage für eine besondere Form von Graphdatenbanken,
den sogenannten TripleStores, auf die in Abschnitt 1.6 genauer eingegangen
wird.
1.5.2 Resource Description Framework Schema
RDFS (Resource Description Framework Schema) (vgl. Guha und Brickley
2014) ist eine Erweiterung zu RDF. Sie dient in erster Linie dazu, Schemata
für RDF-Daten zu entwickeln. Dazu stellt RDFS ein kontrolliertes Vokabu-
lar zur Verfügung, um zum einen eine Datenstruktur aufbauen zu können
und zum anderen normierte Relationen für die Annotation von RDF bereit-
zustellen. RDFS erweitert RDF um eine leichte Semantik und führt ontologi-
sche Konzepte wie Klassen (Kategorien) und die Instanziierung ein. Die in
RDFS eingeführten Relationen und Klassen werden unter den rdf und rdfs
Namensräumen geführt. Die wichtigsten Klassen und Relationen sind:
• Alle Terme in RDF sind Instanzen der Klasse rdfs:Resource. Damit fun-
giert sie als Basisklasse von der sich alles ableitet. rdfs:Resource selbst
ist vom Typ rdfs:Class.
• rdfs:Class ist die Basisklasse für alle Konzepte oder Kategorien in ei-
nem Schema. Elemente von rdfs:Class können instanziiert werden.
• rdf:Property ist die Hauptklasse für alle Prädikate oder Relationen. Sie
ist auch eine Instanz von rdfs:Class.
• rdf:type ist die Instanziierungsrelation. Ein Statement der Form
A rdf:type B .
impliziert, dass A eine rdfs:Class ist. In vielen RDF-Formaten wird
rdf:type für gewöhnlich mit einem einfachen „a“ abgekürzt. Zum Bei-
spiel: ex:Marburg a ex:City .
• rdfs:subClassOf ist die transitive Unterklassenrelation und kann ge-
nutzt werden, um Konzepte in einer Baumstruktur anzuordnen. Ei-
ne Aussage der Form A rdfs:subClassOf B bedeutet, dass alle A und B
rdfs:Class sind und dass alle Instanzen von A auch Instanzen von B
sind.
• rdfs:subPropertyOf ist die analoge Relation zu rdfs:subClassOf für
rdfs:Property. Diese Relation dient dazu, selbst definierte Properties in
einer Baumstruktur anzuordnen.
• rdfs:label ist eine Annotationsrelation und wird verwendet um Res-
sourcen mit einem für Menschen verständlichen Bezeichner (Label)
zu versehen. Da in einem RDF-Datenset alle Entitäten einen eindeuti-
gen Identifikator (IRI) benötigen, ist es nicht immer möglich oder sinn-
voll, diesen Identifikator für den Menschen verständlich zu wählen.
Rdfs:label bietet eine normierte Möglichkeit, verständliche Bezeichner
einer Ressource hinzuzufügen.
So steht die URI <https://www.uniprot.org/taxonomy/9606>52 für die
52 Abgerufen 05.03.2018.
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taxonomische Klasse „Homo Sapiens“ in der Uniprot Datenbank53. Als
RDF-Fragment kann dies als
<https://www.uniprot.org/taxonomy/9606>
rdfs:label "Homo Sapiens".
ausgedrückt werden. Label müssen nicht einzigartig oder eindeutig
sein. Häufig gibt es mehrere Label zu einer Ressource. Insbesondere
wenn Daten für mehrere Sprachen annotiert sind.
• rdfs:range, rdfs:domain sind zwei Relationen, mit denen eine Relation
eingeschränkt werden kann. Dass die Entitäten, die durch sie verbun-
den werden, bestimmten Klassen angehören
urn:livesIn rdfs:range urn:City .
urn:livesIn rdfs:domain urn:Human .
bedeutet, dass alle Subjekte A in A urn:livesIn B Instanzen der Klasse
urn:Human sind und alle Objekte B Instanzen der Klasseurn:City.
Mit rdfs:subClassOf, rdfs:subPropertyOf, rdfs:domain und rdfs:range bietet
RDFS Inferenzmöglichkeiten. So lassen sich mit rdfs:domain und rdfs:range
Instanzen implizit einer Klasse zuordnen. Die beiden sub-Relationen ermög-
lichen eine Hierarchisierung von Klassen und eine implizite Weitergabe die-
ser Struktur an die Instanzen einer Subklasse.
RDFS folgt der Offene-Welt-Annahme54. Das bedeutet, dass solange eine
Aussage nicht explizit als Widerspruch markiert wird, ist diese gültig. Eine
Aussagenmenge wie:
urn:livesIn rdfs:range urn:City .
urn:livesIn rdfs:domain urn:Human .
urn:id27362 rdf:type urn:Human .
urn:Marburg rdf:type urn:city .
urn:Marburg urn:livesIn urn:id27362 .
würde implizieren, dass urn:Marburg zusätzlich zur Stadt auch ein Mensch
ist und urn:id27362 sowohl Mensch als auch Stadt ist. Es ist in RDFS nicht
möglich, solche Konstrukte in der Sprache selbst zu verbieten. Erst eine kom-
plexere Logik wie OWL55 ermöglicht es, Restriktionen zu definieren. Das be-
deutet auch, dass eine Aussage wie oben nicht als semantischer Widerspruch
erkannt wird, und bei einem unachtsamen Design kann dies Auswirkungen
auf die gesamte Struktur der Daten haben.
1.5.3 Beschreibungslogik
Mit RDFS ist es möglich, RDF-Aussagen eine einfache Semantik zu geben.
Komplexere Aussagen erfordern allerdings ausdrucksstärkere Sprachen. Ei-
ne dieser Sprachen ist die Web Ontology Language. OWL gehört zu den Be-
schreibungslogiken (vgl. Baader, Horrocks und Sattler 2005). Eine Beschrei-
bungslogik ist ein Fragment des Prädikatenkalküls der ersten Stufe. Dabei
53 <https://www.uniprot.org> Abgerufen 05.03.2018.
54 Engl.: Open-World-Assumption (OWA).
55 Web Ontology Language (kurz: OWL).
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wird besonderer Wert auf die Entscheidbarkeit56 der dadurch produzierba-
ren Ausdrücke gelegt. Beschreibungslogiken wurden explizit für die Wis-
sensrepräsentation entwickelt. Ein Fokus ist dabei neben der Entscheidbar-
keit auch die Möglichkeit zur Schlussfolgerung. Es gibt verschiedene Aus-
prägungen von Beschreibungslogiken, die unterschiedliche semantische Ein-
schränkungen haben können, aber je nach Anwendungsgebiet für die Mo-
dellierung einer Domäne besser geeignet sein können.
1.5.4 Web Ontology Language
Die Web Ontology Language (vgl. Hitzler u. a. 2009; W3C OWL Working
Group 2012) ist eine Erweiterung zu RDFS und ermöglicht als Beschreibungs-
logik die Entwicklung komplexer Ontologien. Die erste Version wurde 2004
vorgestellt und seit 2012 liegt OWL in der Version 2 als OWL2 vor, die
die Ausdrucksmöglichkeiten noch einmal erweitert. Aussagen in OWL sind
nicht notwendigerweise entscheidbar. Um dennoch effiziente Inferenz und
computergestütztes Ontologiedesign mit OWL2 zu ermöglichen, wurden so-
genannte Profile eingeführt, die gewissen Beschränkungen in der Ausdrucks-
stärke unterliegen, dafür aber Entscheidbarkeit in akzeptabler Zeit gewähr-
leisten.
Es werden zudem neue Klassen und Relationen eingeführt. Alle Klassen
und Relationen von RDFS sind auch Teil von OWL2, aber während RDFS
hauptsächlich zur einfachen Datenstrukturierung gedacht ist, sind in OWL2
auch ontologische (und logische) Aspekte berücksichtigt Die wichtigsten
Klassen und Relationen in OWL2 sind:
• owl:Thing ist die universelle Klasse. Jede benutzerdefinierte Klasse ist
eine Unterklasse von owl:Thing. Daraus folgt direkt, dass alle Indivi-
duen Instanzen der Klasse owl:Thing sind. Ontologisch kann owl:Thing
als Entität aufgefasst werden. Owl:Thing ist eine Instanz von owl:Class,
die äquivalent zu rdfs:Class ist.
• owl:Nothing ist die „leere“ Klasse und damit das semantische Gegen-
stück zu owl:Thing. Owl:Nothing ist eine Unterklasse jeder Klasse in
OWL und kein Individuum darf Instanz dieser Klasse sein. Diese Klas-
se sollte nicht explizit verwendet werden, sondern höchstens nach der
Anwendung von Inferenz auftauchen, wenn dadurch ein logischer Wi-
derspruch (Inkonsistenz) in der Ontologie aufgedeckt wurde. Eine On-
tologie, in der Instanzen der Klasse owl:Nothing existieren, beinhaltet
einen logischen Widerspruch und sollte überprüft werden. Das kann
bedeuten, dass dieser Widerspruch entweder bei dem Design der Onto-
logie auftritt oder dass Daten widersprüchlichen Klassen zugeordnet
wurden.
• owl:disjointWith ermöglicht zwei Klassen explizit distinkt zu machen
und löst damit das in Unterabschnitt 1.5.2 geschilderte Problem, dass
56 Entscheidbarkeit bedeutet vereinfacht ausgedrückt, dass es einen Algorithmus gibt, der in
endlicher Zeit berechnen kann, ob ein Ausdruck bei einer Variablenbelegung wahr oder
falsch ist. Entscheidbarkeit wird für gewöhnlich mithilfe von Turing-Maschinen (vgl. Turing
1937) definiert und diese sind ein zentraler Gegenstand der theoretischen Informatik.
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die Offene-Welt-Annahme bei RDFS ex:Marburg sowohl als Stadt als
auch als Mensch klassifizieren kann. Wenn ex:City und ex:Human als
disjunkt erklärt werden, führt die obige Aussage zu einem Widerspruch,
genauer gesagt ex:Marburg wird als eine Instanz der Klasse owl:Nothing
inferiert und dies widerspricht der Definition von owl:Nothing.
• owl:equivalentClass definiert zwei Klassen als gleich. Es ist zu beach-
ten, dass in OWL2 eine Klasse auch eine komplexe Klasse sein kann,
die sich aus mehreren logischen Konstrukten zusammensetzt. Dies
macht diese Relation sehr mächtig, weil es das „Zerlegen“ einer be-
nannten Klasse in ihre Einzelteile ermöglicht. Diese Relation ist für die
phonOntology von entscheidender Bedeutung, da durch sie ein Laut als
eine Menge von Lauteigenschaften definiert werden kann.
• owl:TransitiveProperty definiert eine Relation als transitiv. Dies ist in
RDFS der rdfs:subClassOf Relation vorbehalten. In OWL2 können nun
auch andere Relationen als transitiv definiert werden, was viele neue
Anwendungsmöglichkeiten eröffnet. Insbesondere lässt sich nun auch
die mereolgische partOf -Relation als transitiv definieren.
• owl:inverseOf definiert zwei Relationen invers zueinander. So kann
zum Beispiel „ex:partOf owl:inverseOf ex:hasPart .“ definiert werden.
Damit reicht es beim Erstellen der Statements aus, nur eine Relation
explizit anzugeben. Die andere wird mittels Inferenz automatisch hin-
zugefügt.
• owl:Ontology deklariert eine Datei als Ontologie. Dadurch lassen sich
Ontologien und Daten voneinander trennen. In der Praxis macht es
Sinn, eine Ontologie zusätzlich noch in einem Named Graph zu spei-
chern. In einem graphenbasierten Wissenssystem ist es nicht notwen-
dig diese Unterscheidung vorzunehmen, aber sie ist sehr hilfreich bei
der Verwaltung eines Wissenssystems.
Aus Anwendungsfällen bei der Benutzung von Ontologien haben sich drei
Profile ergeben, um bestimmte Anwendungsfälle besser lösen zu können.
Die Profile sind OWL2 EL, OWL2 QL und OWL2 RL, wobei jedes Profil ei-
nen bestimmten Fokus setzt und damit gewisse Restriktionen an die Onto-
logieentwicklung stellt.
OWL2 EL ist hilfreich bei der Entwicklung von umfangreichen, baum-
strukturartigen Ontologien, wie sie häufig in der Biologie oder Medizin vor-
kommen. Eine wichtige Einschränkung ist, dass die owl:inverseOf Relation
nicht verwendet werden darf. Damit muss die Richtung immer explizit an-
gegeben werden, allerdings können rdfs:range und rdfs:domain inferiert wer-
den. OWL2 EL basiert auf der EL Beschreibungslogik (vgl. Baader, Brandt
und Lutz 2005).
OWL2 QL ist ein Profil, das sich an den traditionellen relationalen Daten-
banken orientiert. QL steht für Query Language und soll auf Anfragespra-
chen wie SQL hinweisen. Dieses Profil verwendet weitestgehend die Relatio-
nen und Klassen von RDFS, ignoriert allerdings Transitivität. Dieses Profil
ist hilfreich, wenn man Kompatibilität zu relationalen Datenbanken wahren
muss.
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Das OWL2 RL Profil ist dafür gedacht, auf Basis von Regeln das Wissen
über die Daten zu erweitern. Es bietet damit die größten Inferenzmöglich-
keiten. Einschränkungen gibt es aber bei der Reflexivität57 und bei der De-
finition fixer Mengenangaben. RL steht für Rule Language und bietet ein re-
gelbasiertes Axiomsystem auf Basis von Implikationen58 in Form von Horn-
Klauseln (vgl. Horrocks u. a. 2005) zur Wissenserweiterung an. Das Profil ist
sprachneutral, das heißt, dass die Regeln für OWL2 RL in verschiedenen for-
malen Sprachen verfasst werden können. Meistens bieten sich dafür logik-
basierte Programmiersprachen wie Prolog (vgl. Clocksin und Mellish 2012)
oder SWRL (vgl. Horrocks u. a. 2004) an. Über diese Regeln können alle er-
laubten Klassen und Relation in OWL2 RL definiert werden. In Tabelle 1.2
werden einige ausgewählte Regeln vorgestellt. Eine vollständige Definition
findet sich in Motik u. a. (2012).
Tabelle 1.2: Ausgewählte OWL2 RL Regeln. Dabei sind die Inhalte von Wenn …
und Dann … als RDF-Triple zu lesen (x, y, p, z, c1, c2 sind Platzhalter
für beliebige URIs).
r e g e l w e n n … d a n n …
Symmetrie x owl:sameAs y . y owl:sameAs x .
Transitivität p a owl:TransitiveProperty .
x p y .
y p z .
x p z .
Klassenäquivalenz 1 c1 rdfs:subClassOf c2 .
c2 rdfs:subClassOf c1 .
c1 owl:equivalentClass c2 .
Klassenäquivalenz 2 c1 owl:equivalentClass c2 .
x a c1 .
x a c2 .
Leere Klasse x a owl:Nothing . Widerspruch
Klassendisjunktheit c1 owl:disjointWith c2 .
x a c1 .
x a c2 .
Widerspruch
Mithilfe der in OWL2 definierten Semantik lassen sich Klassen, Relatio-
nen und Axiome definieren. All dies zusammen ist eine Ontologie in der In-
formatik. Diese Ontologie kann auf ein RDF-Datenset angewendet werden,
um das RDF-Datenset mit einer Struktur zu versehen oder durch inferiertes
Wissen zu erweitern. Im Kontext der Beschreibungslogik wird die Ontologie
auch TBox (Terminological Box) und das Datenset ABox (Assertional Box)
genannt.
1.6 g r a p h d at e n b a n k e n
Zu einem Wissenssystem gehören neben einem Schema (oder Ontologie)
auch Daten und ein System, diese Daten effizient zu verwalten und verfüg-
bar zu machen. Solche Systeme werden unter dem Begriff Datenbank oder
57 Man kann in OWL2 RL nicht definieren, dass ein Ding mit sich selbst in Beziehung steht.
Zum Beispiel kann man nicht explizit ausdrücken, dass jede Person sich selbst kennt.
58 „Wenn-dann“-Regeln.
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Datenbankmanagementsystem geführt. Der bekannteste Vertreter von Da-
tenbanken ist die relationale Datenbank mit der Anfragesprache SQL. Rela-
tionale Datenbanken sind sehr verbreitet und dominieren den Datenbank-
markt. In jüngerer Zeit haben andere Datenbankmodelle unter dem Begriff
der NoSQL59-Datenbanken vermehrt Zulauf bekommen. Bekannte Beispie-
le für NoSQL-Datenbanken sind Objekt-Datenbanken wie MongoDB60 oder
Redis61 oder Graphdatenbanken wie Neo4j62 oder GraphDB63. Eine beson-
dere Unterklasse von Graphdatenbanken sind die TripleStores. Graphdaten-
banken sind zunächst schemalos. Eine Datenstruktur ergibt sich nicht wie
bei relationalen Datenbanken aus einem vorher festgelegten Schema, son-
der implizit aus den tatsächlich vorhanden Daten. Dies macht sie zu einer
guten Wahl für heterogene Datensätze. Anders ausgedrückt bedeutet dies,
dass es keine explizite Trennung zwischen einem Schemabereich und einem
Datenbereich gibt. Ein Schema ist damit Teil der Daten selbst. Da Ontologi-
en in RDF implementiert werden und RDF eine Graphenstruktur ist, bieten
sich Graphdatenbanken an, um RDF-Daten und zugehörige Ontologien zu
speichern. Dies bietet ein hohes Maß an Flexibilität für die Daten und die On-
tologien können komplexe Schemata zu diesen Daten liefern. Im Folgenden
ist ein Beispiel für Daten und Schema als RDF-Datensatz angeführt:
# SCHEMA
urn:PopulatedPlace rdfs:subClassOf geo:Feature .
urn:City rdfs:subClassOf urn:PopulatedPlace .
urn:LingObs rdfs:subClassOf qb:Observation .
urn:at rdfs:range geo:Feature .
urn:at rdfs:domain qb:Observation .
# DATEN
urn:id234 urn:at urn:Marburg .
urn:id234 rdfs:label "e" .
urn:id234 a urn:LingObs .
urn:Marburg a urn:City .
urn:id235 urn:at urn:Marburg .
urn:id235 rdfs:label "25°C" .
Dieser Datensatz definiert eine Schemastruktur, die eine Stadt als Unter-
klasse von bewohnten Orten definiert, die wiederum eine Unterklasse von
Landmarken ist. Linguistische Observation ist eine Unterklasse einer allge-
meinen Observation. Durch die Einschränkungen der Relation urn:at wird
ausgedrückt, dass Observationen an Landmarken vorkommen können. In
den Daten werden Ressourcen nun verknüpft. Die Ressource urn:id234 hat
den Bezeichner „e“ und ist mit der Ressource urn:Marburg über die Relati-
on urn:at verknüpft. Zudem wird festgelegt, dass urn:id234 eine linguistische
Observation ist und urn:Marburg eine Stadt. Die Ressource urn:id235 hat kei-
nen expliziten Typ, man kann aber inferieren, dass sie mindestens eine Ob-
servation ist, da sie mit einer Stadt über die Relation urn:at verknüpft ist.
59 NoSQL steht für Not only SQL.
60 <https://www.mongodb.com>, abgerufen 07.02.2018.
61 <https://redis.io>, abgerufen 07.02.2018.
62 <https://neo4j.com>, abgerufen 07.02.2018.
63 <http://graphdb.ontotext.com>, abgerufen 07.02.2018.
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So dienen Ontologien dazu, die Daten durch die in der Ontologie definier-
ten Regeln zu erweitern und in eine Struktur zu bringen, aber gleichzeitig
kann das implizite Schema der RDF-Daten erhalten bleiben. So kann in der
Ontologie definiert werden, dass jede Sprachkarte auch eine Karte ist. Ein
optionaler Kommentar zu einer Karte benötigt aber keine genauere Klas-
sifikation und muss nicht gesondert in der Ontologie beschrieben werden,
sondern bildet einen Teil des impliziten Schemas auf den RDF-Daten. Umge-
kehrt bietet es auch die Möglichkeit, ein Schema aus heterogenen Daten zu
extrahieren und anschließend in einer Ontologie zu strukturieren. So kön-
nen Datensätze Bezeichnungsinformationen in einem :name- oder :title-Feld
enthalten. In der Ontologie kann dann definiert werden, dass diese beiden
Relationen Unterklassen von rdfs:label sind. Dies kann helfen, Anfragen an
die Datenbank zu vereinheitlichen und unterschiedliche Datensätze unter-
einander kompatibel zu machen.
TripleStores sind Graphdatenbanken, die speziell darauf ausgelegt wur-
den, RDF-Daten zu verwalten. Mithilfe der Anfragesprache SPARQL (vgl.
Seaborne und Harris 2013) kann auf diese Datenbanken zugegriffen wer-
den. SPARQL wurde als eine Anfragesprache für das Internet entwickelt
und ähnelt sehr der bereits vorgestellten Syntax von TURTLE. Eine einfa-




select ?obs ?class ?label where
{
?obs urn:at urn:Marburg .
?obs a ?class .
?obs rdfs:label ?label
}
Diese Anfrage sucht64 nach allen „Dingen“, die über die Relation urn:at
mit der Ressource urn:Marburg verbunden sind, eine Klasse haben und mit-
tels rdfs:label mit einer weiteren Ressource verbunden sind. Das Ergebnis
einer solchen Anfrage ist eine Tabelle, die Spalten für ?obs, ?class und ?la-
bel hat. Tabelle 1.3 zeigt das Ergebnis einer derartigen Anfrage gegen das
oben aufgeführte Beispieldatenset.
TripleStores implementieren auch die durch OWL oder RDFS zur Verfü-
gung stehenden Inferenzmöglichkeiten und erweitern somit die explizit defi-
nierten Daten. Als Technologie für das Semantische Web erfolgt der Zugriff
auf TripleStores für gewöhnlich über eine spezielle Ressource, einem soge-
nannten SPARQL-Endpoint. Für Benutzer präsentiert sich dieser Endpunkt
in Form einer speziellen Webseite, auf der man SPARQL-Anfragen eingeben
kann. Andere Agenten können direkt über das HTTP-Protokoll zugreifen.
64 Suche bedeutet hierbei, ob es Statements in dem Datenset gibt, auf die das Anfragemuster
passt. Durch ?<Zeichen> wird eine Variable denotiert.
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Tabelle 1.3: Ergebnis einer SPARQL-Anfrage.
? o b s ? c l a s s ? l a b e l
Ergebnisse ohne Inferenz
urn:id234 urn:LingObs “e“
Zusätzliche Ergebnisse mit Inferenz
urn:id234 qb:Observation “e“
urn:id235 qb:Observation “25℃“
Box 1.6.1 Erklärung des Zustandekommens des Ergebnis der SPAR-
QL Anfrage
Ohne Inferenz wird nur eine Zeile als Ergebnis produziert, da nur diese
Belegung die Triple produziert, die so explizit in dem Datenset stehen.
Mit Inferenz werden noch implizit die Aussagen:
urn:id234 a qb:Observation .
urn:id235 a qb:Observation .
hinzugefügt, die wiederum zwei neue gültige Variablenbelegungen lie-
fern.
TripleStores speichern die in Unterabschnitt 1.5.1 erwähnten RDF-Datensets
ab. Es existieren Indizes für alle Subjekte, Objekte, Prädikate und den Kon-
text. Zusätzlich können noch spezielle Indizes zur Freitextsuche oder für
geospatiale Anfragen erstellt werden. Graphdatenbanken sind explizit auf
die Verwaltung großer Datenmengen ausgelegt. So ist ein effizientes Verwal-
ten von über einer Milliarde Triples für die meisten Graphdatenbanken kein
Problem. Moderne Technologien wie Clusterreplikation oder Map Reduce
erhöhen diese Zahlen noch weiter.
Für die Analyse der in dieser Arbeit verwendeten Daten ist der TripleStore
GraphDB der Firma Ontotex65 ein zentrales Werkzeug. In diesem TripleStore
werden die Daten und die verwendeten Ontologien, insbesondere die phon-
Ontology, verwaltet. Die Daten werden durch die in der Ontologie definier-
ten Regeln mittels OWL2 RL Inferenz erweitert, so dass ein Laut in seine
Lauteigenschaften zerlegt wird.
1.7 l i n g u i s t i s c h e o n to l o g i e n
Als Teil des Semantischen Webs kommen Ontologien bei der automatischen
Textanalyse und Klassifizierung zum Einsatz und sind damit auch ein Teilge-
biet in der linguistischen Informatik. Sie bieten das Vokabular, um Texte zu
analysieren, oder fungieren als lexikalische Datenbank, um Worte zu klassi-
65 <https://ontotext.com>, abgerufen 15.01.2018.
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fizieren. Das von der Universität Princeton verwaltete Wordnet66 (vgl. Fell-
baum 2012) ist die bekannteste linguistische Ontologie und diese ist häufig
ein Grundbaustein bei dem Verarbeiten natürlichsprachlicher Texte.
Die Gold-Ontologie (GOLD)67 (vgl. Farrar und Langendoen 2003) ist eine
umfassende, annotierte und mit Literaturverweisen versehene Ontologie für
die Linguistik. Sie versucht die generellen Konzepte der Linguistik zu erfas-
sen sowie abzubilden und kann als eine Upper-Domain-Ontologie für die
Linguistik betrachtet werden. GOLD versucht auf Basis von Expertenwis-
sen und „best practice“-Erfahrung, eine Wissensbasis für vernetzte linguisti-
sche Forschung zu sein. GOLD baut auf der Top-Level-Ontologie SUMO auf
und benutzt das Glossar des SIL (Summer Institute of Linguistics)68 für vie-
le verwendete Termbeschreibungen. Die meisten Konzepte sind annotiert
und mit Literaturverweisen versehen. GOLD verwendet den Namensraum
http://purl.org/linguistics/gold/ und wird für gewöhnlich mit dem Präfix gold:
abgekürzt. Die Hauptunterteilung basiert auf den drei Kernkonzepten von
SUMO:
• gold:Abstract: Abstrakte Eigenschaften oder Entitäten, die keine eigen-
ständige Ausdehnung in Raum und Zeit haben. Das klassische Bei-
spiel sind Zahlen und mathematische Objekte wie Mengen. Die meis-
ten Konzepte in GOLD sind Unterklassen dieser Klasse. So wird zum
Beispiel gold:Dialect als Unterklasse gold:Taxon aufgefasst mit der De-
finition:
A regional, temporal or social variety of a language, dif-
fering in pronunciation, grammar and vocabulary from the
standard language,which is in itself a socially favoured dialect.
(Hartmann 1973)
• gold:Object: „Normale“ Dinge in Raum und Zeit. Dies umfasst geogra-
phische Regionen, aber auch Menschen oder Gegenstände wie Bücher
oder die Orte, an denen ein gold:Process stattfindet. In GOLD werden
drei Arten von gold:Object unterschieden:
– gold:SignedLinguisticExpression zur Repräsentation von Gebärden-
sprache.
– gold:WrittenLinguisticExpression zur Repräsentation von Schrift.
– gold:SpokenLinguisticExpression zur Repräsentation von gespro-
chenen Worten69.
• gold:Process: Prozesse sind Entitäten, die temporale Teile haben und
nicht vollständig zu einem Zeitpunkt präsent sein können. Beispiele
dafür sind: Ein Fußballspiel, Schreiben, Zellteilung oder auch der Vor-
gang des Sprechens selbst.
Die GOLD-Ontologie beinhaltet insgesamt 503 Klassen und 2918 Axiome,
die häufigsten Arten von Axiomen sind dabei Unterklassendefinitionen. Ein
66 <https://wordnet.princeton.edu>, abgerufen 15.01.2018.
67 <http://www.linguistics-ontology.org>, abgerufen 15.01.2018.
68 <https://www.sil.org>, abgerufen 15.01.2018.
69 Hier ist das physikalische „Ding“ gemeint, welches durch den Prozess des Sprechens erzeugt
wird.
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Ausschnitt der Ontologie ist in Abbildung 1.5 zu sehen. Er zeigt einen Teil
der Klassen sowie deren Unterklassen und bietet eine grobe Übersicht über

































Abbildung 1.5: Ausschnitt aus der GOLD-Ontologie.
GOLD selbst liefert eine Basis für die Eigenschaften der Lauterzeugung.
Die Laute selbst werden in GOLD nicht modelliert. Die Eigenschaften, die
Unterklassen des PhoneticProperty-Astes der Ontologie sind, unterteilen sich
nach dem Ort und der Art der Lauterzeugung. Dabei folgen sie den gängigen
wissenschaftlichen Annahmen (vgl. Ball u. a. 2008; Crystal 1997). Der Auf-
bau dieser Taxonomie basiert weitestgehend auf der von Ladefoged (1997).
Eine Auflistung der ontologischen Klassen inklusive der dabei verwendeten
Definition zu den phonetischen Eigenschaften findet sich in Abschnitt A.1
auf Seite 160. Die Definitionen der Klassen wurden direkt aus der OWL-
Datei70 übernommen. GOLD liegt in einer OWL-Version71 vor (vgl. Farrar
70 Als Webseitenversion unter: <http://linguistics-ontology.org/gold/2010/PhoneticProperty>,
abgerufen 15.01.2018.
71 <http://linguistics-ontology.org/gold-2010.owl>, abgerufen 07.02.2018.
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und Langendoen 2009). Die GOLD-Ontologie ist eine Beschreibung linguisti-
scher Eigenschaften und Konzepte und dient damit der Strukturierung sowie
als kontrolliertes, interpretierbares Vokabular. Sie ist eine Upper-Domain-
Ontologie, die für die Entwicklung weiterer Ontologien oder den Informati-
onsaustausch zwischen Agenten dienen kann. Ein direkter Anwendungsbe-
zug ist in GOLD nicht gegeben.
1.8 e i n e o n to l o g i e f ü r d i e p h o n e t i k
Ziel der Ontologie für die Phonetik (phonOntology) ist die Möglichkeit aus
einer IPA-Notation (Internationales Phonetische Alphabet) auf phonetische
Eigenschaften zu schließen und vice versa. Als Anwendungsontologie dient
sie dazu, Transkriptionen für eine computergestützte Analyse anwendbar
zu machen oder eine Verbindung zwischen leicht formalisierten Sprachda-
ten und IPA, als normierter Träger phonetischer Informationen, herzustellen.
Des Weiteren kann sie als Mediator zwischen verschiedenen Sprachdaten-
quellen dienen, indem sie Konvertierungsregeln für die unterschiedlichen
Ausgangsnotationen liefert. Ein weiterer Aspekt ist die Gewinnung neuer
Erkenntnisse über eine Sprachregion durch die Zerlegung der IPA-Phone in
ihre Bestandteile. Unter diesem Aspekt wird sie auch in dieser Arbeit ein-
gesetzt (siehe Abschnitt 2.4). Die Ontologie ist in OWL2 implementiert und
verwendet die URI <http://issg.de/ontologies/phonetic#> als Namensraum.
Als Präfix für diesen Namensraum wird in dieser Arbeit phon: verwendet.
Das Internationale Phonetische Alphabet72 gilt als der Ausgangspunkt bei
der Entwicklung der phonOntology und bedient sich dabei Überlegungen
zur hierarchischen Strukturierung phonetischer Eigenschaften, wie sie zum
Beispiel von Ladefoged (1988) oder Clements (1985) beschrieben werden. In
beiden Publikationen, die wiederum sehr von Chomsky und Halle (1968) in-
spiriert wurden, wird über eine Strukturierung phonetischer Eigenschaften
und der Substitution von Lauten durch eine Matrix von Eigenschaften, die
entweder vorhanden (+) oder nicht vorhanden (-) sind, diskutiert. So kann
zum Beispiel [m] durch (+voiced, +bilabial, +nasal) ausgedrückt werden. Die
Eigenschaften sind wiederum in einer Baumstruktur angeordnet und haben
Überklassen, die sie genauer klassifizieren. So kann Bilabial als eine Unter-
klasse von Place und Physiological beschrieben werden und folgt damit on-
tologischen Designprinzipien.
Die phonOntology implementiert die in IPA definierten Konsonanten und
Vokale als Klassen und beschreibt diese Klassen zusätzlich über ihre pho-
netischen Eigenschaften. Die phonetischen Eigenschaften basieren für die
Vokale auf dem Vokaltrapez und bei den Konsonanten auf der Tabelle, die in
Abbildung 1.6 dargestellt sind. Diese Eigenschaften decken sich in vielen Fäl-
len mit den Eigenschaften der GOLD-Ontologie, allerdings gibt es auch ein
paar Unterschiede, die auf die verschiedenen Zielsetzungen zurückzuführen
sind. Während GOLD einen Fokus auf die Konfiguration des Mundraumes
setzt, liegt der Fokus der phonOntology auf der Konfiguration der Lauterzeu-
gung.
72 <https://www.internationalphoneticassociation.org>, abgerufen 07.02.2018.
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Abbildung 1.6: I A Chart, <http://www.internationalphoneticasso iation.org/content/ipa-ch rt>, verfüg-
bar gemacht unter der Creative Commons Attribution-Sharealike 3.0 Unported License. Co-
pyright © 2015 International Phonetic Association.
In sei e Arbeiten zur Onlineplattform PHOIBLE73 (vgl. Moran 2012; Mo-
ran, McCloy und Wright 2014) stellt Steven Moran ein ähnliches System
vor wie die phonOntology. Der Fokus dabei liegt auf der Sammlung und Ver-
netzung der verschiedenen ph nol g schen Lautinventare weltweit und bie-
tet eine umfassende Datenbank an IPA-Lauten u d deren Vorkommen in
Sprachen, sowie eine Annotierung dieser Laute durch die bereits erwähnte
[+/-]-Eigenschaftsmatrix74. Durch die Verwen ung von IPA und einer Im-
plementierung n OWL kann die phonOntology leicht mit dem PHOIBLE-
System verknüpft werden. Dies bietet der phonOntology einen guten Ein-
stiegspunkt in die Linguistic Linked Open Data Cloud75 (vgl. Chiarcos, Nord-
hoff und Hellmann 2012), einem System basierend auf dem Semantischen
Web, um linguistische Daten verfügbar und untereinander kompatibel zu
machen.
Die benannten Laute der phonOntology sind unterteilt in Konsonanten
und Vokale. Zusätzlich gibt es noch den „Dummy“-Laut Gap, der den Ausfall
eines Lautes repräsentiert. Jeder benannte Laut ist zudem über die vordefi-
nierte OWL-Relation owl:equivalentClass mit einer Kombination von phone-
tischen Eigenschaften verbunden. In dieser Hinsicht kann die phonOntology
als eine Implementierung der oben erwähnten Eigenschaftsstrukturierun-
gen gesehen werden, aber anstelle einer Definition über eine [+/-]-Matrix
der Eigenschaftsausprägungen erfolgt die Implementierung als ontologische
Axiome in OWL2. So wird zum Beispiel das Phon [ɪː] in der Ontologie durch
folgendes Axiom ausgedrückt:
Vowel
and (vowelBackness value NearFront)
and (vowelAperture value LoweredClose)
and (vowelLongness value Long)
and (vowelRoundness value Unround)
Umgangssprachlich bedeutet dies, dass ein [ɪː]-Laut ein Vokal ist, der die
Vokalöffnungsgradeigenschaft (Backness) NearFront, die Vokalhöheneigen-
schaft (Aperture) LoweredClose, die Vokallängeneigenschaft (Longness) Long
73 <https://phoible.org>, abgerufen 23.09.2018.
74 Im Kontext der Phonologie siehe: Hayes (2011).
75 Siehe dazu: <http://linguistic-lod.org>, abgerufen 23.09.2018.
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und die Vokalrundungseigenschaft (Roundness) Unround hat. Die Eigenschaf-
ten werden durch URIs repräsentiert und sind die Stellvertreter für die in IPA
verwendeten Konzepte der Lautbildung. Somit repräsentiert die URI <http://
issg.de/ontologies/phonetic#LoweredClose> die fast geschlossene Mundöffnung
in der vokalischen Lauterzeugung. Die phonetischen Eigenschaften sind hier-
archisch angeordnet. So teilen sie sich zunächst in konsonantische und vo-
kalische Eigenschaften und die „Dummy“-Eigenschaft Nil auf, welches die
Lautausfall-Eigenschaft für den Gap-Laut darstellt. Die konsonantischen Ei-
genschaften unterteilen sich weiter in Art, Ort und Stimmhaftigkeit der Ar-
tikulation. Die Vokaleigenschaften sind unterteilt in Öffnungsgrad, Zungen-
position, Lautlänge und Lippenrundung.
Die Diphthongeigenschaften werden gesondert behandelt. Strukturell sind
sie aber eine Unterklasse der vokalischen Lauteigenschaften. Sie werden
durch einen Anfangs- und einen Endlaut repräsentiert und nicht durch eine
direkte Konfiguration im Vokaltrapez. Die Diphthonglauteigenschaften sind
dadurch bereits eine spezifische Konfiguration und die Repräsentation eines
Diphthongs erfolgt über zwei dieser Lauteigenschafteskonfigurationen.
Der PhoneticProperty-Ast der Ontologie ist in Tabelle 1.4 aufgelistet. Die
hervorgehobenen Eigenschaften haben noch Unterklassen, die einfachen Ei-
genschaften sind Blätter im Baum76. Damit ist die Eigenschaft Nil ein Blatt
der Hauptkategorie PhoneticProperty. Die beiden Tonakzente (TA1, TA2) (sie-
he Seite 43) sind Blätter der Intonations-Oberklasse, die wiederum eine Un-
terklasse der PhoneticProperty ist. Zu diesen Klassen gibt es noch passende
Relationen, die alle eine Unterklasse von phoneticProperty77 sind. Die Rela-
tionen sind:
• phoneticProperty: Die Hauptrelation für alle genaueren phonetischen
Eigenschaftsrelationen; hat als rdfs:range eine PhoneticProperty
– consonantProperty: Die übergeordnete Relation für konsonanti-
sche Eigenschaften.
∗ articulationManner : Ordnet einem konsonantischen Laut ei-
ne Artikulationsart zu.
∗ articulationPhonation: Ordnet einem konsonantischen Laut
die Art der Stimmhaftigkeit zu.
∗ articulationPlace: Ordnet einem konsonantischen Laut den
Ort der Lauterzeugung zu.
– prosodicProperty: Die Relation, um Lauten prosodische Eigen-
schaften zuzuordnen. Dies ist eine Erweiterung zu IPA, die not-
wendig ist, um die Tonakzente in die Analyse in Kapitel 4 mit-
einzubeziehen.
– vowelProperty: Die übergeordnete Relation für vokalische
Eigenschaften.
∗ diphthongProperty: Die übergeordnete Relation für die Diph-
thongeigenschaften. Diese Relation hat hauptsächlich struk-
76 In der Graphentheorie werden die Endknoten in einem Baum Blätter genannt.
77 Eine verbreitete Konvention bei der Ontologieerstellung ist, dass Relationen mit Kleinbuch-
staben und Klassen mit Großbuchstaben anfangen.
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turierenden Charakter und sollte nicht direkt verwendet
werden.
· diphthongStart: Die Relation, die einen Diphthong mit
der Anfangskonfiguration seiner Artikulation verbin-
det.
· diphthongEnd: Die Relation, die einen Diphthong mit
der Endkonfiguration seiner Artikulation verbindet.
∗ monophthongProperty: Die übergeordnete Relation für die
Monophthongeigenschaften.
· vowelAperture: Die Relation, die einen vokalischen Laut
mit einer Öffnungsgradeigenschaft verbindet.
· vowelBackness: Die Relation, die einen vokalischen Laut
mit einer Zungenpositioneigenschaft verbindet.
· vowelLongness: Die Relation, die einen vokalischen Laut
mit einer Längeneigenschaft verbindet.
· vowelRoundness: Die Relation, die einen vokalischen
Laut mit einer Lippenrundungseigenschaft verbindet.
Ein in IPA benannter Laut kann nun über die owl:equivalentClass Relation
mit den entsprechenden Eigenschaften verbunden werden. Die Kombination
der Lauteigenschaften bildet eine anonyme Klasse. Da nur wenig explizite
Verbote implementiert sind, ist es theoretisch möglich, Laute, die entweder
physikalisch nicht umsetzbar oder nicht explizit definiert sind, über diese
anonymen Klasse zu definieren. Auch ist es möglich, anonyme Lautklassen
unter bestimmten Gesichtspunkten zu definieren. So kann zum Beispiel die
Lautklasse aller Vorderzungenvokale erzeugt werden als :
Vowel and (vowelBackness value Front)
Dies geschieht gewöhnlich implizit durch die Inferenz, die durch das OWL2
RL Profil definiert ist. Die Hauptstärke der Inferenz basiert allerdings auf
dem Zerlegen der IPA-Laute in Lauteigenschaften. Durch die in OWL2 de-
finierten owl:equivalentClass-Relation lässt sich eine Verbindung zwischen
einem IPA-Laut und der dazugehörigen anonymen Eigenschaftsklasse her-
stellen. So lässt sich der IPA-Laut als Repräsentant dieser Eigenschaften auf-
fassen. In einer Anwendung bedeutet das, dass Instanzen eines IPA-Lautes
automatisch die entsprechenden Lauteigenschaften zugeordnet bekommen.
Da IPA ein weitestgehend normiertes Format ist, lassen sich so semiautoma-
tisch78 phonetische Observationen mittels der phonOntology und OWL2 RL
Inferenz in ihre Lauteigenschaften zerlegen, die als Basis für weiterführende
Auswertungen dienen können.
In der phonOntology werden 65 Vokale und 64 Konsonanten explizit auf-
geführt. Diese Laute werden durch URIs aus dem phon: Namensraum reprä-
sentiert (vgl. Seite 39). Der Identifikator eines Lautes folgt den offiziellen
78 Semiautomatisch, da die Zuordnung der Observationen zu entsprechenden IPA-Lauten noch
manuellen Input benötigt. Mehr dazu in Abschnitt 2.4.
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IPA Bezeichnungen79. Bei den Vokalen wird noch eine explizite Unterschei-
dung zwischen kurz und lang vorgenommen. Das Phon [ɪː] wird zum Bei-
spiel durch die Ressource phon:LongLoweredCloseNearFrontUnroundedVowel
repräsentiert.
Insgesamt besteht die phonOntology aus 5665 Axiomen, die sich aufteilen
in 200 Klassendefinitionen, 15 Relationendefinitionen und 48 Individuende-
finitionen. Alle übrigen Axiome beschreiben die Beziehungen zwischen die-
sen.
Abweichungen gegenüber IPA
Auch wenn es Ziel der phonOntology ist, die Lautdefinitionen aus IPA so
gut wie möglich umzusetzen, gibt es doch ein paar Abweichungen. Eine
Abweichung ist der deutsche a-Laut. Zusätzlich zu den a-Varianten auf der
Öffnungsgrad-Achse des Vokaltrapezes wird noch ein zentraler a-Laut hin-
zugefügt (vgl. International Phonetic Association 1999, S. 87; Hall 2011, S. 34;
Pompino-Marschall 2009). Die Bezeichnung in der Ontologie ist OpenCentral-
UnroundedVowel beziehungsweise LongOpenCentralUnroundedVowel für die
lange Ausprägung. Die Denotationen in IPA für diesen Laut sind [a̠] und
[a̠ː] für den entsprechenden Langvokal. Eine weitere Abweichung ist das
Hinzufügen von zwei Intonationsmerkmalen, den sogenannten Tonakzent 1
(TA1) („Schärfung“) und Tonakzent 2 (TA2) („Trägheitsakzent“). Die Tonak-
zente sind ein wichtiger Bestandteil des Untersuchungsgegenstands dieser
Arbeit und basieren auf der Arbeit von Schmidt (1986). Hier werden sie als
zusätzliche phonetische Eigenschaften angesehen und sind den anderen Ei-
genschaften gegenüber gleichgestellt. Außerdem wird ein Leer-Laut hinzu-
gefügt, einmal als definierter Laut an sich (Gap), aber auch als entsprechende
Eigenschaft, die mit Nil denotiert wird. Damit wird der Wegfall eines Lautes
markiert. Dies ist nötig, da der Wegfall eines Lautes eine wichtige Obser-
vation ist (vgl. Tabelle 2.3), Ontologien aber auf der Offene-Welt-Annahme
und monotoner Logik basieren und man deshalb einen Wegfall explizit mo-
dellieren muss. Diese zusätzlichen Merkmale wurden hinzugefügt, um eine
bessere Transformation der in Kapitel 2 vorgestellten Daten zu ermöglichen.
Probleme und Grenzen
Eine Ontologie kann immer als „work in progress“ angesehen werden, da
sich mit neuen Erkenntnissen über eine Domäne auch deren ontologischen
Annahmen ändern können. Ebenso sind Anwendungsontologien wie die
phonOntology fokussiert auf eine Anwendung und müssen nicht notwen-
digerweise eine Domäne komplett abdecken. Diese Herausforderung ist den
Domänenontologien wie GOLD vorbehalten, meistens auf Kosten der An-
wendbarkeit. Der Fokus der phonOntology liegt auf der Transformation der
IPA-Laute in ihre Lauteigenschaften, um so ein statistisches Modell über
diese Eigenschaften für eine Region aufstellen zu können. Um diese Auf-
gabe anwendbar und überschaubar zu halten, gibt es ein paar Limitationen.
79 Zu finden unter <https://www.internationalphoneticassociation.org/content/ipa-chart>, ab-
gerufen 16.01.2018.
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So werden bis auf die Länge bei Vokalen keine Diakritika aus IPA berück-
sichtigt. An expliziten Lauten sind nur die Basislaute aufgeführt. Diakritika
erweitern die Menge der Laute beträchtlich, machen es aber auch unprakti-
kabel, alle möglichen Laut-Diakritika-Kombinationen explizit zu definieren.
So verfügen wir selbst nur über ein überschaubares Basisvokabular an IPA-
Lauten und erzeugen komplexere Laute durch die Kombination mit Diakriti-
ka. So steht [ëː] für ein langes, zentralisiertes [e]. Das [e] selbst ist wiederum
ein Surrogat für die in IPA definierten Eigenschaften OpenMid, Front, Un-
round80. In der Ontologie lassen sich Eigenschaftskombinationen, die nicht
einem expliziten Laut zugeordnet sind, als anonyme Klasse ausdrücken, die
durch eine Blank Node repräsentiert werden. Für einen Menschen trägt
eine solche Blank Node keine interpretierbare Information mehr, für den
Computer stellt sie aber kein Problem dar. Diakritika können damit als zu-
sätzliche Eigenschaften zu einem Laut angesehen werden, und die Ontologie
kann leicht um diese zusätzlich benötigten Eigenschaften erweitert werden.
Dies wirft die Frage auf, wie diese Eigenschaften einzuordnen sind und in
welchem Verhältnis diese Eigenschaften zu den Haupteigenschaften stehen.
Bei manchen Eigenschaften ist der Fall einfach. So kann eine Aspiration als
zusätzliche phonetische Eigenschaft hinzugefügt werden und die ursprüngli-
che Eigenschaftsmenge des aspirierten Lautes wird um dieses neue Merkmal
erweitert. Bei anderen Diakritika ist dies nicht so einfach möglich. Ist zum
Beispiel die Fortisierung des [d] in IPA denotiert durch [d̥] gleichzusetzen
mit einem [t] oder einem [t]̬-Laut? In IPA markieren die Symbole [◌̥] und
[◌̬] die Eigenschaften voiceless und voiced, in der Praxis werden sie aber zur
Beschreibung von Fortis und Lenis eingesetzt, die Druckeigenschaften bei
der Lauterzeugung markieren und mit stimmlos oder stimmhaft korrelieren
(vgl Kohler 1984). Ontologien sind kategorienbasiert, was eine gewisse Dis-
tinktivität impliziert. Lauteerzeugung ist aber ein Prozess, das heißt, ein Laut
kann nie zu einem definierten Zeitpunkt existieren, sondern benötigt immer
eine zeitliche Ausdehnung. Auch ist Lauterzeugung nicht deterministisch,
sondern bildet ein Spektrum an Lauten. Dies ermöglicht nicht immer eine
saubere Trennung in zwei disjunkte Klassen. Ein IPA-Symbol für einen Laut
repräsentiert damit nicht genau eine Lautkonfiguration, sondern ein Spek-
trum an Konfigurationen, wobei die Grenzbereiche nicht immer eindeutig
oder einfach zu bestimmen sind. Eine Notation in IPA ist eine Interpretation
oder Klassifikation eines Lauterzeugungsprozesses und ist damit bereits ei-
ner Glättung unterworfen, die zum Beispiel durch das zur Verfügung stehen-
de Glypheninventar oder durch die Kombinationsmöglichkeiten von Basis-
und Diakritikaglyphen beschränkt ist (vgl. Moran und Cysouw 2018).
Moderne Ansätze zur automatischen Lautklassifikation bieten oft Mög-
lichkeiten für eine gewichtete oder wahrscheinlichkeitsbasierte Klassifikati-
on anstelle einer einfachen Lautzuordnung (vgl. Graves und Jaitly 2014; Keil
2017; Pellegrini und Mouysset 2016). Diese Methoden stehen allerdings für
diese Arbeit nicht zur Verfügung und bieten auch keine vollständige Lösung
für dieses Problem. Je nach Genauigkeit (Granularität) der Ontologie müssen
Entscheidungen getroffen werden, zu welcher Klasse ein Laut zugeordnet
wird. Dieses Problem tritt bereits in der Notation der Ausgangsdaten in IPA
80 Ohne explizite zusätzliche Kennung wird ein Laut als Short angenommen.
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auf, wird aber häufig durch Zusatzbemerkungen oder zusätzliche Diakritika
abgeschwächt.
Die phonOntology versucht so weit möglich, mit den Haupteigenschaften
und einigen auf das Datenset des Mittelrheinischen Sprachatlas zugeschnit-
tenen Erweiterungen auszukommen. So können die Tonakzente als zusätz-
liche Eigenschaft erfasst werden und einem Laut können mehrere Artiku-
lationsorte zugewiesen werden, um Unschärfe zwischen zwei Merkmalen
abzubilden.
Auch bei einem Mapping zwischen der GOLD-Ontologie und der phon-
Ontology müssen einige Eigenheiten beachtet werden. So werden die Laut-
eigenschaften in der GOLD-Ontologie unter einem anatomischen Gesichts-
punkt beschrieben, wohingegen die phonOntology ergebnisorientiert ist. Da-
mit ist gemeint, dass die phonetischen Eigenschaften so gewählt sind, dass
damit IPA-Laute erzeugt werden können. So unterscheidet die phonOntolo-
gy sieben Öffnungsgrade bei der Vokalerzeugung, die GOLD-Ontologie aber
nur drei. Genauere Unterteilungen erfolgen über andere Eigenschaften. Das
bedeutet, dass keine einfache 1:1-Translation zwischen diesen Ontologien
möglich ist und in vielen Fällen ein Mapping über komplexe Klassen zu er-
stellen ist.














































































































































































































































































































































































2D E R M I T T E L R H E I N I S C H E S P R A C H AT L A S
Der Mittelrheinische Sprachatlas (MRhSA) (vgl. Bellmann, Herrgen und
Schmidt 1994–2002) dient als Anwendungsfall für die phonOntology. Die Da-
ten, die für den Atlas erhoben wurden, sind in der Onlineplattform REDE81
(vgl. Schmidt, Herrgen und Kehrein 2008b) integriert und bilden die Grund-
lage der Clusteranalyse in Kapitel 4. Dieses Kapitel bietet einen Überblick
über die Methodik und die Ergebnisse des MRhSA und die Aufbereitung der
Daten mittels eines TripleStores und der Anwendung der phonOntology als
vorbereitenden Schritt zur Clusteranalyse.
2.1 d e r m r h s a - e i n ü b e r b l i c k
Der MRhSA ist einer der ersten bidimensionalen Sprachatlanten und der ers-
te europäische. Zudem gilt er als ein Ausgangsmodell für nachfolgende bi-
beziehungsweise pluridimensionale Sprachatlanten oder linguistische Kar-
tierungsprojekte wie dem L’Atlas Linguistique Diatopique et Diastratique de
l’Uruguay (ADDU) von Thun (2001) oder der Neuerhebung der modernen Re-
gionalsprachen des Deutschen von Schmidt, Herrgen und Kehrein (2008a). Ne-
ben der sprachlichen Dimension wird im MRhSA auch eine soziologische
Dimension berücksichtigt. Es werden also nicht nur die reinen Sprachdaten
gesammelt, sondern es wird auch der soziale Hintergrund der Informanten
berücksichtigt. Diese Methodik wurde zuerst von Fujiwara (1976) und Ku-
rath (1973) angewendet und bildete die Grundlage für moderne sprachdyna-
mische Analysen (vgl. Schmidt und Herrgen 2011, S. 145). Als soziologische
Dimensionen spielen Alter und Ortsfestigkeit eine besondere Rolle. Der At-
las bietet zwei Datensets unter Berücksichtigung dieser Dimensionen. Zum
einen die „ältere Generation“ (Datenserie 1), die für ortsgebundene Personen
um die 75 Jahre steht, und zum anderen die „jüngere Generation“ (Datenserie
2), die für mobile82 Personen um die 35 Jahre zur Zeit der Datenerhebung
steht. Für beide Gruppen gilt, dass die Familien seit mindestens zwei Ge-
nerationen ortsansässig und im handwerklichen oder landwirtschaftlichen
Bereich tätig sind. Zusätzlich wird noch der Bildungsgrad als Dimension ein-
bezogen83.
Das Vorhandensein von zwei Generationen bietet die Möglichkeit einer
„apparent time“-Analyse (vgl. Labov 1994), da neben einer generationenin-
ternen Analyse auch der Vergleich zwischen den beiden Generationen zu
einem Zeitpunkt möglich ist.
Die Datenerhebung für Datenserie 1 erfolgte an 549 ausgewählten Orten
des Untersuchungsgebietes84 mit insgesamt 1680 Informanten. Für die Er-
hebung der jüngeren Generation wurden die Orte auf 292 und insgesamt
81 <https://www.regionalsprache.de>, abgerufen 15.02.2018.
82 Mobil bedeutet hier Nahpendler. Insgesamt wird auf eine gewisse Ortsfestigkeit geachtet.
83 Diese Dimension wird in dieser Arbeit aber nicht weiter berücksichtigt.
84 Das Untersuchungsgebiet wird in Abschnitt 2.5 auf Seite 58 genauer vorgestellt.
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830 Informanten reduziert, wobei auf eine ausgeglichene Verteilung in der
Fläche des Untersuchungsgebietes geachtet wurde. Aus der Datenerhebung
gingen 1073 Karten hervor, die sich auf fünf Bände aufteilen. Dabei wurde zu
jedem untersuchten Phänomen entweder eine (nur Datenserie 1) oder drei
Karte(n) (Datenserie 1, Datenserie 1 eingeschränkt auf die Orte zur Datense-
rie 2, Differenzkarte aus Datenserie 1 und 2, in der Unterschiede in der Serie
2 rot hervorgehoben sind) erstellt. Die Bände selbst sind unterteilt nach85:
Bd. 1: Vorkarten; Diphthonge des Bezugssystems mit 13 Vorkarten und
115 Sprachkartenblätter zu den Diphthongen des Mittelhochdeutschen.
Publiziert 1994.
Bd. 2: Langvokale des Bezugssystems mit 135 Sprachkarten zum mittel-
hochdeutschen Langvokalismus.
Publiziert 1995.
Bd. 3: Kurzvokale des Bezugssystems mit 219 Karten zum mittelhochdeut-
schen Kurzvokalismus.
Publiziert 1997.
Bd. 4: Vokale in Nebensilben; Konsonanten des Bezugssystems mit 272
Sprachkarten zum westgermanischen Konsonantismus.
Publiziert 1999.
Bd. 5: Morphologie mit zwei Vorkarten und 309 Karten zur Morphologie.
Publiziert 2002.
Die Karten sind hauptsächlich Punkt-Symbol-Karten im Maßstab 1:60000
für die ältere Generation und 1:1000000 für die vergleichenden Kontrastkar-
ten. Die Datenerhebung erfolgte von 1978 bis 1988 und der Bearbeitungszeit-
raum des MRhSA war von 1983 bis 2001 (vgl. Girnth 2015, S. 30).
Die Datenerhebung erfasst phonologische und morphologische Phänome-
ne. In dieser Arbeit werden aber nur erstere berücksichtigt. Die Phänome-
ne wurden direkt vor Ort während der Erhebung notiert, dadurch konnte
bei Unsicherheit (siehe Abschnitt 2.2) direkt nachgefragt werden. Als Nota-
tionssytem für die Erhebung dient ein ausgewähltes Vokabular aus IPA. Dies
erlaubt zum einen eine Vergleichbarkeit mit anderen Atlanten oder Daten-
erhebungen, die auf IPA basieren und gewährleistet zum anderen eine Nor-
malisierung während der Erhebung (vgl. Bellmann 1994, S. 88 ff.). Die Wahl
von IPA als Notationssytem ist einer der Gründe, warum der MRhSA für eine
ontologiebasierte Clusteranalyse geeignet ist. Zusätzlich zur direkten Nota-
tion wurden alle Interviews auf Tonband aufgezeichnet. Dies erlaubt eine
nachträgliche Überprüfung und falls notwendig Anpassung beziehungswei-
se Angleichung der Notationen. Angleichungen sind zum Beispiel notwen-
dig, wenn Exploratoren individuelle Variation für die Notation eines Phäno-
mens aufweisen. Um diesen Umstand von vornherein zu reduzieren, wurden
bei der Erhebung zwei speziell ausgebildete Hauptexploratoren eingesetzt,
die außerdem alle erhobenen Daten überprüften.
85 <https://www.igl.uni-mainz.de/forschung/dialektforschung/mittelrheinischer-
sprachatlas.html>, abgerufen 16.01.2018.
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Die erhobenen Daten sind nach historischen Lautbezugssystemen klassifi-
ziert. Dies ermöglicht das Vergleichen von räumlich verteilten linguistischen
Phänomenen auf Basis einer gemeinsamen, historischen Grundlage.
Die historischen Bezugssysteme des MRhSA
Die historischen Bezugssysteme basieren auf der Annahme, dass Laute ei-
nen gemeinsamen historischen Bezugspunkt haben und so zu einer (Laut-)
Klasse zusammengefasst werden können. Dies kann im ontologischen Sin-
ne als Klassen-Instanz-Beziehung gesehen werden, bei dem die Worte die
Instanzen zu den historischen Lautklassen bilden86.
Für den Vokalismus wurde das historische Mittelhochdeutsch und
für den Konsonantismus das historische Westgermanische als Bezugs-
system gewählt. Das historische Mittelhochdeutsch basiert auf den Ar-
beiten von Karl Lachmann (1793–1851) und galt bei der Ausarbeitung des
MRhSA als die Bezugsnorm, die der Dialekt der Region im 10. bis 13. Jahr-
hundert durchlaufen hat (vgl. Wiesinger 1983, S. 1045).
Neuere Forschungen, auch basierend auf den Ergebnissen des MRhSA, zie-
hen die Anwendung des historischen Mittelhochdeutsch als Bezugs-
system für den Vokalismus für die gesamte Region in Zweifel und schlagen
stattdessen für das Moselfränkische (siehe Abbildung 2.3) ein angepasstes
Lautsystem (Altwestdeutsch) für den Vokalismus vor (vgl. Schmidt 2015),
das sich direkt aus einem regional angepassten Westgermanisch ableitet.
Das historische Westgermanische als Bezugssystem für den Konso-
nantismus gilt als deutlich sicherere Annahme, da sich das Untersuchungs-
gebiet durch die Hauptgrenze der zweiten Lautverschiebung einteilen lässt.
Diese Grenze, die vornehmlich durch die dat/das- und Dorp/Dorf -Isoglosse
bestimmt wird, ist eine der bestimmenden sprachlichen Unterscheidungs-
merkmale in dieser Region.
Da die Korrektheit dieser Bezugssysteme sich nicht immer vollständig be-
legen lässt, werden die Systeme eher als Ordnungs- oder Markierungssyste-
me gesehen, in denen eine ähnliche Lauterwartung an die Instanzen einer
Wortklasse gesetzt wird. In diesem Sinne werden auch die Bezugssysteme
bei der Clusteranalyse in Kapitel 4 betrachtet. Tatsächlich ist die Analyse der
Varianz innerhalb einer Klasse ein zentraler Punkt der Clusteranalyse. Eine
vollständige historische Korrektheit ist dabei nebensächlich. Die beiden Be-
zugssysteme wurden direkt aus den Klassifikationen entnommen, die den
Karten zugeordnet sind. Dies bedeutet, dass, mit Ausnahme der Hauptanaly-
se, die alle Laute unabhängig des historischen Bezugssystems mit einbezieht,
die ausgewiesenen Cluster in der Clusteranalyse abhängig von dem gewähl-
ten Bezugssystem sind.
Der Sprachatlas des Deutschen Reichs87 (vgl. Wenker 1877; Wenker und
Wrede 1888–1923) untersucht Wörter, die als Instanzen oder Referenzwör-
86 In gewissem Sinne wird eine zusätzliche Metaebene eingeführt. Das „was“ zum Beispiel rea-
lisiert als [ʋa̠s], welches von einer bestimmten Person ausgesprochen wird, kann als Instanz
der Klasse was gesehen werden. Dieses was wiederum kann als eine Instanz der Bezugsklas-
se wg. t gesehen werden. In der Ontologieentwicklung nennt man diese Methodik „punning“
(vgl. Grau u. a. 2008).
87 Die bereits erwähnte Wenkererhebung. Oft als WA (Wenkeratlas) abgekürzt.
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ter der historischen Lautklassen fungieren. So dient die Wenkererhebung
als Ausgangs- oder Referenzpunkt für viele Sprachatlanten. Diese Wörter
sind Teil der sogenannten „Wenkersätze“, einer Sammlung an speziell kon-
struierten Sätzen, mit der ein breites Spektrum dialektaler Phänomene er-
fasst wurde. Eine Auflistung der im MRhSA verwendeten historischen Be-
zugsklassen mit zugehörigen standardsprachlichen Referenzwörtern findet
sich in Abschnitt A.3. Diese Kompatibilität mit der Wenkererhebung ermög-
licht ein leichtes Einbinden des MRhSA in eine „real-time“-Analyse (vgl. La-
bov 1994). Dadurch, dass dieselben Phänomene annotiert wurden, lässt sich
ein direkter Vergleich zwischen distinkten Zeitabschnitten vornehmen. Die
Möglichkeit innerhalb des Atlas bereits zwei Generationen zu kontrastieren
und die Kompatibilität mit der Wenkererhebung machen den MRhSA zu ei-
nem sprachdynamischen Atlas (vgl. Schmidt und Herrgen 2011, S. 145 f.).
Da der MRhSA mit dem verwendeten Bezugssystem eine Klassifikation
der Laute vornimmt, die Daten ein hohes Maß an Normierung in Form des
IPA-Vokabulars aufweisen und die Daten bereits digitalisiert und in eine Da-
tenbank überführt wurden, bietet sich dieser Atlas als geeigneter Datensatz
an, um durch die phonOntology annotiert zu werden.
2.2 f e h l e r u n d f e h l e r q e l l e n
Da diese Arbeit auf sekundären Daten aufbaut, ist es wichtig, mögliche Feh-
ler zu berücksichtigen. Mögliche Fehlerquellen sind die Atlanten selbst und
diese werden bereits in dem Einführungsband zum MRhSA (siehe Bellmann
1994, S. 123 ff.) behandelt. Diese Fehlerquellen sind unterteilt in:
p r o d u k t i o n s f e h l e r beschreiben Fehler oder Anomalien bei der Laut-
produktion. Diese Fehlerquelle liegt damit beim Informanten selbst.
Da dieser Fehler durch den individuellen Sprechapperat des Informan-
ten zustande kommt, lässt er sich nur schwer vermeiden. Mehr Infor-
manten für einen Ort und eine hohe Varianz an Wortkombinationen
helfen diesen Fehler zu reduzieren.
v e r s t e h e n s f e h l e r sind Fehler, die durch Missinterpretation der Fra-
gen zustande kommen. Diese Art von Fehler lassen sich durch Nach-
fragen oder genauere Erklärung der Frage reduzieren.
h y p e d i a l e k ta l i s m e n beschreiben dialektale Übertreibungen oder Kor-
rekturen, die durch Unsicherheit oder Stress zustande kommen kön-
nen. Ähnlich wie die Produktionsfehler helfen mehr Informanten
oder Lauterzeugung in unterschiedlichen Kontexten bei der Minimie-
rung dieses Fehlers.
n o t i e r u n g s f e h l e r sind Fehler des Explorators während der Daten-
erfassung. Da die Datenerfassung in den meisten Fällen direkt wäh-
rend des Interviews erfolgte, kann es natürlich zu solchen „Flüchtig-
keitsfehlern“ kommen. Zusätzliche Audioaufnahmen und eine doppel-
te Überprüfung durch die Hauptexploratoren helfen diesen Fehler zu
minimieren.
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k a r t i e r u n g s f e h l e r sind Translationsfehler beim Überführen der Da-
ten auf die Karte. Das Übertragen der Daten auf Karten erfolgte manu-
ell, was bedeutet, dass auch dort Flüchtigkeitsfehler entstehen können.
Doppelte Überprüfung hilft auch hier wieder bei der Minimierung.
Bevor die Daten für die Clusteranalyse bereit stehen, durchlaufen sie noch
drei weitere Schritte, in denen wiederum Fehler auftreten können. So kön-
nen bei der Integration der Daten in die Datenbank des REDE-Projekts Über-
tragungsfehler88 vorkommen, genauso können wiederum Übertragungsfeh-
ler bei der Transformation des relationalen Datensatzes in REDE in das RDF-
Datenset und der anschließenden Integration in die Graphdatenbank vor-
kommen. Eine letzte Fehlerquelle ist das Mapping zur phonOntology, dies
geschieht semiautomatisch mithilfe einer Mappingtabelle und wird genauer
in Abschnitt 2.4 behandelt. Die aufgelisteten Fehlerquellen wurden bereits
während der Erhebung kontrolliert und auch die Integration in das REDE-
Projekt erfolgte kontrolliert. Zudem sind diese Daten bereits seit Jahren in
aktiver Verwendung und damit wiederholter Überprüfung unterzogen, so
dass mögliche Fehler allenfalls in den letzten beiden Schritten zu vermuten
sind. Da die Transformation in ein RDF-Datenset automatisch erfolgt, ist zu
erwarten, dass diese Transformationsfehler systematisch sind. Stichproben
haben keine unerwarteten Differenzen zwischen den Daten in REDE und
den transformierten Daten des RDF-Datensets ergeben. Auch wenn nicht
davon auszugehen ist, dass ein grober systematischer Fehler während des
ETL-Prozesses von den Karten bis hin zum RDF-Datenset aufgetreten ist, so
ist doch wichtig anzumerken, dass das RDF-Datenset nur eine Approxima-
tion des Sprachraumes ist. An mindestens zwei Stellen wurde bereits eine
Datenglättung89 vorgenommen. Zum einen bildet die phonOntology nicht
das vollständige Spektrum der menschlichen Lauterzeugung ab, sondern be-
schränkt sich (mit einigen Ausnahmen) auf die in IPA definierten Hauptlaute.
Zum anderen ist das Mapping zwischen den Lautnotationen des MRhSA und
der phonOntology nicht eineindeutig. Da eine Clusteranalyse per Definition
einen Fokus auf Makrostrukturen setzt und bereits in der Vorbereitung des
Datensets gewisse Glättungsprozesse (siehe Abschnitt 3.2) stattfinden und
quantitative Merkmale im Fokus stehen, sollten sich die Auswirkungen die-
ser Fehler in Grenzen halten90.
88 Mit Übertragungsfehler sind nicht Fehler im Sinne einer fehlerhaften Datenübertragung bei
einer Netzwerkkommunikation gemeint, sondern Fehler, die während des ETL-Prozesses
(Extract, Transform, Load) auftreten.
89 Datenglättung beschreibt den Vorgang einer Vereinfachung der Daten, indem zum Beispiel
seltene Sonderfälle (Ausreißer) ignoriert werden oder komplexe Datenstrukturen in einfache-
re überführt werden. Dabei geht immer etwas Information verloren. Dieser Fehler ist aber
für gewöhnlich Teil einer Datentransformation und lässt sich kaum vermeiden. Ziel sollte es
natürlich sein, diesen Fehler in einem angemessenen Maße zu minimieren.
90 Während der iterativen Entwicklung der Framework zur Clusteranalyse haben sich keine
nennenswerten Unterschiede in den Ergebnissen, basierend auf leicht angepasste Datensets,
ergeben.
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2.3 d e r m r h s a i n r e d e
Der Mittelrheinische Sprachatlas wurde im Zuge des REDE-Projekts91 digi-
talisiert92. Dazu wurden die Daten in den Karten in eine relationale Daten-
bank überführt. Zudem wurden ausgewählte Karten georeferenziert und als
Rasterkarten verfügbar gemacht. Diese Konvertierung der Karten erfolgte
semiautomatisch aus den HPGL-Dateien93, die den Karten zugrunde liegen.
Dabei wurde versucht, so viele Informationen wie möglich aus den zugrun-
deliegenden Datensätzen zu extrahieren und die fehlenden Informationen
nachträglich manuell einzugeben. Auch wurde darauf geachtet, dass die Kar-
teninformationen in Form von Symbolzuordnungen an Orten mit entspre-
chender Erklärung dieser Symbole in einer Legende auch in der Onlinean-
wendung erhalten bleibt. Diese Daten können dann in Anwendungen wie
dem SprachGIS des REDE-Projekts94 als interaktive Elemente genutzt wer-
den und erlauben so eine dynamische Kombination mit anderen Karten oder
Datenquellen, wie zum Beispiel Audioaufnahmen oder Literatur zu einem
Ort. Für die Darstellung der Symbole wurde eine spezielle Symbolschrift ent-
wickelt, so dass die Symbole direkt für die Onlineanwendungen mitgeliefert
werden. Die digitalisierten Kartendaten sind in der Datenbank in mehrere
Tabellen aufgeteilt. In einer Haupttabelle für die Karten werden für jede Kar-
te neben einer eindeutigen ID auch sämtliche relevante Metadaten wie zum
Beispiel Kartentitel, Kartennummer und Band gespeichert. Für den MRhSA
sind dort 1082 Karten hinterlegt95. Die einzelnen Legendeneinträge, die zur
Symbolisierung und als Repräsentanten eines linguistischen Phänomens die-
nen, finden sich in einer Tabelle, die mit der Haupttabelle verknüpft ist. Dort
sind 10442 Legendeneinträge zum MRhSA gespeichert. Ein Legendeneintrag
besteht aus dem Symbol und einer Legendeneintragsklasse, in der festgelegt
ist, ob es sich um ein Hauptsymbol, ein Zusatzsymbol, eine Bemerkung oder
eine Abschnittsüberschrift handelt. Weitere Spalten definieren die Größe,
Farbe und Anzeigereihenfolge der Einträge oder beinhalten Metainforma-
tionen, wie das Erstellungsdatum oder das Datum der letzten Bearbeitung.
Die Beschreibung der Einträge ist in einer weiteren Tabelle mit den Legen-
deneinträgen verknüpft. Über eine Mapping-Tabelle werden die Legenden-
einträge mit den entsprechenden Orten in der REDE-Datenbank verknüpft.
So kann jedem Ort (in einer Karte) das richtige Symbol mit Beschreibung
zugeordnet werden. Eine SQL Anfrage erzeugt aus diesen Datensätzen ein
GeoJSON Objekt96 (vgl. Butler u. a. 2016), das durch gängige Geospatialan-
91 <https://www.regionalsprache.de>, abgerufen 23.0.3.2018.
92 Genauer gesagt im Vorläuferprojekt DIWA (<http://diwa.info>, abgerufen 20.05.2018), wel-
ches in REDE aufgegangen ist.
93 HPGL (Hewlett-Packard Graphics Language) ist eine Instruktionssprache für die Steuerung
von Stiftplottern.
94 Beispielhaft die Karte „weh“ aus Datenserie 1:<https://www.regionalsprache.de/SprachGis/
VectorMap/mrhsa/2/133>, abgerufen 18.01.2018.
95 Das REDE System stellt noch weitere Sprachatlanten online zur Verfügung. Mehr Informa-
tionen finden sich unter <https://www.regionalsprache.de/atlanten-und-karten.aspx>, abge-
rufen 18.01.2018.
96 <http://geojson.org>, abgerufen 18.01.2018.
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wendungen oder -bibliotheken97 zur Darstellung von annotierten spatialen
Daten (Karten) genutzt werden kann. Die Verfügbarkeit als Onlinepublikati-
on innerhalb eines linguistischen Geoinformationssystems bietet besonders
für die „real-time“ Analyse einen Mehrwert. Da dieses System als zentrale
Sammlung für viele linguistische Karten dient und die Kombination dieser
Karten auf einer virtuellen Oberfläche die Analyse von Karten aus verschie-
denen Zeitabschnitten deutlich vereinfacht, lässt sich mittels der ebenfalls in
diesem System verfügbaren Wenkererhebung eine „real-time“-Analyse über
100 Jahre durchführen (vgl. Herrgen 2010 ).
Da die Datenanalyse dieser Arbeit ontologiebasiert ist, werden die Daten
des MRhSA aus der relationalen Datenbank in einen TripleStore98 überführt.
Diese Konvertierung geschieht automatisch mittels eines Transformations-
skripts. Dabei werden die erwähnten Tabellen aus der Datenbank ausgelesen
und in ein RDF-Datenset umgewandelt, welches wiederum in dem Triple-
Store gespeichert wird.
Das Skript führt auch eine Reihe von Transformationen durch, da RDF
eine flexiblere Strukturierung erlaubt als eine relationale Datenbank. An-
stelle über eine ID, die als Markierung für eine Zeile in der Tabelle dient,
wird eine URI als Repräsentant für eine Ressource generiert. Der gewählte
Namensraum für das Datenset ist <http://issg.de>. Als Ressource werden die
Daten aus der REDE-Datenbank aufgefasst, die als Individuum einer ontolo-
gischen Klasse dienen können. Einer Ressource werden über Statements die
zugehörigen Daten in Form von Literalen oder weiteren Ressourcen zuge-
ordnet. Anders als in der REDE-Datenbank, wo die Dateneinträge zu einem
Ort eine Kombination aus dem Legendeneintrag, der Legendenbeschreibung
und dem Ort selbst sind, werden zu jedem Ort die beobachteten Phänome-
ne (im weiteren auch als Observationen bezeichnet) explizit erzeugt. So be-
kommt jede Observation eine eindeutige URI und lässt sich über diese direkt
als Ressource referenzieren. Diese Observationen sind einem Ort und einer
Karte zugeordnet, die wiederum als Ressourcen definiert sind. Eine Legen-
de zu einer Karte wird auch zu einer expliziten Ressource und die einzelnen
Legendeneinträge, die auch als referenzierbare Ressource definiert werden,
sind über Relationen mit der Legende und den zugehörigen Observationen
verbunden. Mithilfe einer Schemaontologie werden den Daten angemesse-
ne ontologische Klassen99 zugeordnet und in eine einfache Struktur über-
führt. So wird zum Beispiel definiert, das ein Atlas aus Band oder Karte
besteht und ein Band aus Karte. Durch Inferenz werden zudem die Orte,
für die Observationen vorliegen, einem Atlas oder Band zugeordnet100. Das
bedeutet, dass die Orte des Atlas direkt aus den Daten generiert werden und
sich bei einer Änderung automatisch anpassen. Die individuellen Karten des
MRhSA sind entweder Instanzen der Klassen Lautkarte oder Morpholo-
97 Zum Beispiel: <https://openlayers.org>, abgerufen 23.03.2018,
<https://leafletjs.com>, abgerufen 23.03.2018,
<https://qgis.org/de/site/>, abgerufen 23.03.2018.
98 Für diese Arbeit wird der TripleStore GraphDB (<https://www.ontotext.com>, abgerufen
18.01.2018.) in der FREE Version verwendet.
99 Im Folgenden mit Kapitälchen markiert. Unmarkierte Bezeichnungen beziehen sich auf
Instanzen dieser Klassen.
100 Wenn eine Observation an einem Ort einer Karte zugeordnet ist und die Karte Teil eines
Atlas (oder Bands) ist, dann wird dieser Ort von dem Atlas behandelt.
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gische Karte, wobei beide eine Unterklasse von Karte selbst sind. Alle Ob-
servationen selbst sind Instanzen einer linguistischen Observation, die
wiederum eine Unterklasse einer Observation ist. Die Observation gehört
zu der DataCube-Ontologie101 und ist ein W3C Vorschlag für die Strukturie-
rung von statistischen Daten. Die informationstragenden Felder in der Da-
tenbank werden über Relationen als Literal den Hauptressourcen zugeord-
net. Für viele Relationen werden verbreitete oder „best practice“-Vokabulare
verwendet. So wird der Dublin Core102 verwendet zur Beschreibung der Me-
tadaten, wie Kartentitel (dct:title) und GeoSPARQL103, für die Modellierung
der Orte und Sprachräume (geo:Feature). Dadurch soll eine Schnittstelle104
zum Semantischen Web geschaffen werden, was eine einfache Verknüpfung
mit anderen Wissenssystemen erlaubt. Abbildung 2.1 zeigt einen Ausschnitt
aus dem RDF-Datenset zum MRhSA.
Abbildung 2.1: Ausschnitt aus dem MRhSA-Datenset. Es wird ein Teil der Relationen und Entitäten an den
Orten Mayen, Dohr und Hörschhausen, die der Karte „weh“ (133) aus Band 2 zugeordnet
sind, gezeigt. Erstellt mit dem Visualisierungswerkzeug von GraphDB.
Tabelle 2.1 bietet eine Übersicht über die Anzahl der Instanzen zu den
wichtigsten Hauptklassen des Datensets. Die phonetischen Eigenschaften
ergeben sich durch Inferenz mittels der phonOntology.
101 <https://www.w3.org/TR/vocab-data-cube>, abgerufen 18.01.2018.
102 <http://dublincore.org>, abgerufen 18.01.2018.
103 <http://www.opengeospatial.org/standards/geosparql>, abgerufen 18.01.2018.
104 <https://www.w3.org/standards/semanticweb/data>, abgerufen 18.01.2018.
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Tabelle 2.1: Übersicht über die Anzahl der relevanten Daten nach Datenserien ge-
trennt.
d at e n s e r i e 1 d at e n s e r i e 2 g e s a m t
Karten 460 276 736
Observationen 248748 84386 333134
Phon. Eigenschaften 792068 274689 1066757
Orte 546 297 546
2.4 d a s l au t s y s t e m d e s m r h s a u n d d i e z u o r d n u n g z u d e r
p h o n e t i s c h e n o n to l o g i e
Zusätzlich zu der Schemaontologie, die vornehmlich der Strukturierung der
Daten gilt, sind noch zwei weitere Ontologien für den MRhSA angelegt. Ein-
mal die sehr einfach aufgebaute Ontologie der historischen Bezugslaute und
die Hauptontologie phonOntology. Diese erste Ontologie definiert die histo-
rischen Bezugslaute, die als Kategorie einer Karte zugeordnet sind, als on-
tologische Klasse. Diese Klassen entsprechen den Labeln auf der X-Achse
in Abbildung 2.2 und sind in Abschnitt A.3 noch einmal, zusammen mit den
zugehörigen Bezugsworten, aufgeführt. Die Wahl der Bezugslaute wurde be-
reits in Abschnitt 2.1 diskutiert. Die Ontologie unterteilt diese Bezugslaute
in Klassen. Zum einen in das historische Mittelhochdeutsch mit Kurz-
vokalen, Langvokalen und Diphthongen als Unterklassen und zum an-
deren in das historische Westgermanisch. Es findet jedoch keine histo-
rische Analyse oder stärkere Vernetzung der Klassen statt. Diese Ontologie
ist die Grundlage bei der Filterung der Daten für die Clusteranalyse, da sie
eine einfache Aufteilung der Daten nach den historischen Bezugslauten er-
möglicht.
Die phonOntology ist die zentrale Ontologie für die Datenanalyse. Diese
Ontologie ist dafür verantwortlich, dass die einzelnen Observationen in ihre
phonetischen Eigenschaften zerlegt werden. Da zunächst die Observationen
nicht den entsprechenden phonetischen Klassen in der Ontologie zugeord-
net sind, bedarf es eines Mappings. Für dieses Mapping werden alle distink-
ten Ausprägungen der Observationen aufgelistet und zusammengefasst. Zu
diesen Ausprägungen wird ein entsprechender IPA-Laut gesucht und mit der
dazugehörigen Klasse in der phonOntology verknüpft. Sollte eine Observati-
on noch zusätzliche phonetische Eigenschaften benötigen, werden diese hin-
zugefügt. Ein Ausschnitt aus der Mappingtabelle ist in Tabelle 2.3 zu sehen.
Insgesamt wurden alle Ausprägungen mit mindestens zehn Observationen
für ein Mapping in Betracht gezogen.
Das Erstellen dieser Tabelle ist ein manueller Schritt, und die Ausprägun-
gen erlauben nicht immer eine eindeutige Zuordnung. Häufig wurden un-
eindeutige Einträge oder mehrere Laute zur Beschreibung des erfassten Phä-
nomens verwendet, so dass selbst mit einem normalisierten Vokabular eine
eineindeutige Zuordnung nicht immer möglich ist. Es wurde versucht, sinn-
volle Entscheidungen zu treffen und diese konsequent umzusetzen. Bei einer
Uneindeutigkeit wurde sich für den häufiger vorkommenden oder den ers-



























































































































Abbildung 2.2: Verteilung der Observationen aus Datenserie 1 des MRhSA auf die historischen Lautklassen.
ten Laut (bei zwei möglichen) entschieden. So wird zum Beispiel [aː, ɑː, ɑˑ, ɑ̣ː]
und Abwandlungen davon in der Ontologie auf das deutsche a ([a̠ː]) abge-
bildet. Ausprägungen, zu denen sich kein passender IPA-Laut aus der phon-
Ontology finden lies, wurden ignoriert. Insgesamt wurden 464 von 1167 Aus-
prägungen einem IPA-Laut zugeordnet. Dies entspricht 412645 von 448320
einzelnen Observationen105 (92% Abdeckung). Eine vollständige Auflistung
der Abdeckungen ist in Tabelle 2.2 aufgeführt. Dabei beziehen sich Daten-
serie 1 und 2 auf die entsprechenden Lautkarten des Datensets und „Alle
Observationen“ auf alle Karten.
Dieses Mapping beinhaltet auch die in Abschnitt 2.2 erwähnte Datenglät-
tung. Zum einen wurden nicht alle Observationen erfasst und zum ande-
ren besteht die Möglichkeit, dass Observationen nur unzureichend auf einen
IPA-Laut gemappt wurden. Da besonders Ausprägungen, die zur Differenz-
kartenserie gehören oder nur vereinzelt vorkommen, nicht erfasst wurden,
sollte dieser Fehler in Grenzen überschaubar bleiben und kann als Teil des
Glättungsprozesses der Clusteranalyse gesehen werden. Die größte Klasse
105 Die Zahlen unterscheiden sich von den in Tabelle 2.1 angegebenen Zahlen, da hier noch die
Observationen der Differenzkartenserie einbezogen sind; sofern erkenntlich wurden diese
aber beim Mapping ignoriert. Diese Kartenserie trägt für die Analyse keine relevanten Infor-
mationen.
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von nicht markierten Observationen ist „kein Tonakzent feststellbar“ mit
4908 Einzelausprägungen. Da diese Observationen implizit in den Observa-
tionen zu den Tonakzenten enthalten sind, können sie ignoriert werden. Ein
unzureichendes Mapping kann durchaus Auswirkungen auf die Ergebnisse
haben. Dieser Fehler ist aber nur schwer zu umgehen, da die phonOntology
nur einen Teil des möglichen Sprachspektrums abbildet und die Observa-
tionen nicht immer eine eindeutige Lautmarkierung besitzen. Eine häufige
Ausprägung, die bei dem Mapping übergangen wird, obwohl sie mit 2039
Observationen relativ häufig ist, ist die Heteronymik, welches die Substituti-
on des Referenzwortes beschreibt. Auch wenn Heteronymik durchaus einen
Einfluss auf einen Sprachraum haben kann, so lässt sich durch diese Markie-
rung nicht mehr ein Unterschied zu einem Referenzlaut ableiten. Die nächst
größere Observationklasse, die ignoriert wird, ist die Zentralisierung, da die-
se Markierung eine relative Eigenschaft beschreibt, das Mapping sich aber
auf absolute Eigenschaften beschränkt. Alle weiteren nicht erfassten Obser-
vationen sind Sonder- oder Einzelfälle.
Tabelle 2.2: Übersicht über die Abdeckung der Datenserien mit Observationen, die




o b s e r vat i o n e n a n t e i l
Datenserie 1 248733 271302 92%
Datenserie 2 84386 87081 97%
Alle Observationen 412645 448320 92%
Diese Mappingtabelle wird mithilfe eines Skriptes eingelesen und jeder
Observation wird die entsprechende Klasse aus der phonOntology zugeord-
net. Die Inferenzengine der Graphdatenbank fügt dann die entsprechenden
phonetischen Eigenschaften hinzu. Durch diese Inferenzberechnung werden
sehr viele neue Triple der Datenbank hinzugefügt, was die Gesamtmenge
der Statements des RDF-Datensets um ungefähr die zehnfache Menge er-
höht. Viele dieser hinzugefügten Statements sind trivialer Natur106. So wird
zum Beispiel zu jeder Observation, die den Laut [ɪː] als Klasse zugeordnet
bekommt, zusätzlich inferiert, dass sie zu den Klassen Vowel und Phon ge-
hören. Auch werden viele anonyme Klassen generiert. So ist [ɪː] äquivalent
zu Phon mit den Eigenschaften NearFront, LoweredClose, Long und Unround.
Dieses Konstrukt ist selbst eine anonyme Klasse, und diese Klasse ist zudem
eine Unterklasse jeder Teilklasse davon, also unter anderem von Phon und
NearFront und Phon und Long. Wegen Inferenz ist der Laut damit auch ei-
ne Instanz dieser anonymen Klassen. Dies führt dazu, dass eine Observation
über 50 anonyme Klassen haben kann. Bei der Analyse spielen diese Klassen
aber keine Rolle und werden in der Anfrage, die ein Datenset zur Analyse ge-
106 Aus menschlicher Sicht; für den Computer sind diese gleichwertig zu allen anderen State-
ments.
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neriert, gefiltert. Diese anonymen Klassen werden relevant, wenn Laute nur
unter bestimmten Gesichtspunkten analysiert werden sollen. So sind diese
Klassen Surrogate für Lautmerkmale wie Vorderzungenvokale oder stimm-
hafte Konsonanten.
Tabelle 2.3: Auszug aus dem Mapping zwischen Observationen im MRhSA und den
Klassen der phonOntology.
# o b s l a b e l c l a b e l c l a s s
23471 Ausfall des Konsonanten - http://issg.de/ontologies/phonetic#Gap
19063 eː, eˑ eː http://issg.de/ontologies/phonetic#LongCloseMidFrontUnroundedVowel
18041 ɪ ɪ http://issg.de/ontologies/phonetic#LoweredCloseNearFrontUnroundedVowel
14755 ɪː, ɪˑ ɪː http://issg.de/ontologies/phonetic#LongLoweredCloseNearFrontUnroundedVowel
12351 oː, oˑ oː http://issg.de/ontologies/phonetic#LongCloseMidBackRoundedVowel
11192 ʊ ʊ http://issg.de/ontologies/phonetic#LoweredCloseNearBackRoundedVowel
10607 ɛː, ɛˑ ɛː http://issg.de/ontologies/phonetic#LongOpenMidFrontUnroundedVowel
10412 e e http://issg.de/ontologies/phonetic#CloseMidFrontUnroundedVowel
9260 ʊː, ʊˑ ʊː http://issg.de/ontologies/phonetic#LongLoweredCloseNearBackRoundedVowel
8817 ɛ ɛ http://issg.de/ontologies/phonetic#OpenMidFrontUnroundedVowel
8537 n n http://issg.de/ontologies/phonetic#VoicedAlveolarNasal
8035 ə ə http://issg.de/ontologies/phonetic#MidCentralUnroundedVowel
7248 s s http://issg.de/ontologies/phonetic#VoicelessAlveolarFricative
6610 o o http://issg.de/ontologies/phonetic#CloseMidBackRoundedVowel
6606 f f http://issg.de/ontologies/phonetic#VoicelessLabiodentalFricative
5766 aɪ, ạɪ, ɑɪ, ɑ̣ɪ a̠͡ɪ http://issg.de/ontologies/phonetic#DiphOpenCentralLoweredCloseNearFront
5471 x x http://issg.de/ontologies/phonetic#VoicelessVelarFricative
Da das direkte Mapping über eine IPA-Zuordnung erfolgt und das Auftei-
len der Laute in ihre phonetischen Eigenschaften durch Inferenz geschieht,
ist es möglich, viele Observationen in einem Schritt abzuarbeiten. So zeigt
Tabelle 2.3, dass die ersten beiden „Laute“ (Ausfall des Konsonanten und
[eː, eˑ]) bereits für über 40000 einzelne Observationen verantwortlich sind.
So kann eine ansonsten fast unmögliche Aufgabe auf ein überschaubares
Maß reduziert werden. Auch ist es möglich, die Eigenschaften und die Kom-
bination von Eigenschaften nachträglich in der Ontologie zu ändern, oh-
ne das Mapping neu erstellen zu müssen. So können verschiedene Versio-
nen erstellt werden, um Kompatibilität zu anderen System, wie der GOLD-
Ontology zu gewährleisten. In dem TripleStore werden Mapping, phonOn-
tology und die Daten selbst in gesonderten Graphen gespeichert. Auf diese
Weise lässt sich das Mapping leicht austauschen, sollen sich Änderungen als
notwendig erweisen, ohne dass die anderen Daten davon betroffen werden.
Eine Änderung an diesem Mapping zieht allerdings Reinferierung mit sich,
die viel Zeit in Anspruch nimmt. Anfragen werden dann gegen die Vereini-
gung (Default Graph) dieser Graphen gestellt.
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Das Untersuchungsgebiet des MRhSA umfasst den linksrheinischen Teil des
Bundeslandes Rheinland-Pfalz und das Bundesland Saarland. Dieser Raum
ist auch als der mittlere und südliche Teil des „Rheinischen Fächers“(vgl.
Bellmann 1994, S. 9–10) bekannt und wird geographisch im Norden durch
die Eifel-Schranke, im Süden durch die Selz-Lauter-Schranke und durch die
Hunsrückschranke als mittlere Raumtrennung aufgespannt (vgl.Frings 1957,
S. 87). Der nördliche Teil des Untersuchungsgebietes kann nach den Ergeb-
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nissen von Lameli und Schmidt (vgl. Lameli 2013; Schmidt 2015) dem His-
torischen Westdeutsch zugeordnet werden, der südliche Teil dem Mit-
teldeutschen. Sprachhistorisch werden Sprachräume durch Isoglossen ge-
trennt, also historisch untersuchte, markante Laut- oder Wortschatzgrenzen,
die eine deutliche Trennung in zwei Regionen erlauben. Für das Untersu-
chungsgebiet sind das drei Hauptisoglossen. Im Norden trennt die Dorp/Dorf -
Isoglosse das Moselfränkische vom Ripuarischen ab. Die Hauptgrenze
innerhalb des Untersuchungsgebiets ist die dat/das-Isoglosse, die das Mo-
selfränkische vom Rheinfränkischen trennt und auch die Grenze zwi-
schen dem Historischen Westdeutschen und dem Mitteldeutschen ist.
Das Rheinfränkische selbst wird im Süden durch die Pund/Pfund-Isoglosse
vom Alemannischen getrennt. Diese Isoglossen sind räumlich durch die
Wenkererhebung gut verortet und lassen sich in den entsprechenden Kar-
ten107 nachvollziehen. Diese Isoglossen haben ihren Ursprung in der zweiten
deutschen Lautverschiebung, die als der Ausgangspunkt des Hochdeutschen
aus dem Germanischen gilt, womit sie sprachhistorisch bedeutend sind. Bei
der Einteilung von Sprachräumen anhand von den als wichtig angesehenen
Isoglossen stellte sich heraus, dass diese Isoglossen nicht isoliert im Raum
stehen, sondern mit anderen korrelieren. So werden die „harten“ Grenzen an
den Isoglossen etwas aufgeweicht. Anstelle einer Isoglosse wird ein Isoglos-
senbündel zur Bildung der Sprachräume einbezogen. Die sukzessiven Laut-
oder Wortschatzgrenzen in der Nähe einer Hauptisoglosse bilden somit ein
Übergangsgebiet zwischen Dialekträumen108. Diese Isoglossenbündel korre-
lieren häufig mit natürlichen oder politischen Grenzen, so finden sich in der
bereits erwähnten Hunsrückschranke Isoglossenbündel, die die Trennung
zwischen dem Moselfränkischen und dem Rheinfränkischen beschrei-
ben können.
Wiesinger erweiterte die isoglossenzentrierte Sichtweise um eine struktu-
relle und erlaubt damit eine strukturelle Einteilung der deutschenDialekte (vgl.
Wiesinger 1983). Anstelle nach pivotalen Isoglossen, wird nach strukturel-
len Gemeinsamkeiten innerhalb gestaffelter Isoglossen für die Bildung eines
Sprachraums gesucht, zum Beispiel Qualitätsunterschiede in den Vokalen
oder prosodische Distinktionen. Für das Untersuchungsgebiet des MRhSA
bildet die Tonakzentgrenze eine scharfe Dialektraumgrenze, da sie ausschließ-
lich in dem Gebiet des Historischen Westdeutsch, im Moselfränkischen
vorkommt. Die Tonakzente bilden dort ein signifikantes Merkmal, da sie im
Deutschen einzigartig sind (vgl. Schmidt 1986). Diese Strukturgrenzen sind
nicht notwendigerweise distinkt, sondern können Übergangsgebiete haben.
Dies betrifft vor allem großräumige Dialekteinteilungen.
Sowohl die isoglossenbasierte als auch die strukturbedingte Sprachraum-
einteilung führt zu ähnlichen Raumstrukturen. Diese Dialekträume lassen
sich auch heute noch „intuitiv“, trotz stärkerer Standardisierung der Sprache
und deutlich höherer Mobilität, räumlich korrekt verorten. Purschke (2011)
zeigt in seiner Dissertation mithilfe eines Perzeptionsexperiments, dass Hö-




108 Exemplarisch zu sehen bei Martin (1914).
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Abbildung 2.3: Das Untersuchungsgebiet des MRhSA mit den Hauptsprachräumen Moselfränkisch und
Rheinfränkisch nach der Einteilung von Wiesinger und den zusätzlichen Untersprachräu-
men Umlautgebiet und südpfälzisches Reliktgebiet nach der Karte Strukturgrenzen des
Westmitteldeutschen (479b) des fünften Bandes des MRhSA.
rer in der Lage sind, dialektale Sprachproben in die entsprechenden Regio-
nen einzuordnen. Dies trifft besonders auf Hörer in angrenzenden Regio-
nen zu. Da diese Verortung gelingt, obwohl die gewählten Isoglossen und
Hervorhebungsmerkmale wie die Tonakzente, nicht allgemein bekannt sind,
lässt sich eine tiefere Struktur in dem Dialekt der entsprechenden Region
vermuten. Für das Untersuchungsgebiet stellt Purschke zusätzlich fest, dass
die beiden Hauptregionen in der Wahrnehmung der lokalen Sprecher als
deutlich getrennte und stabile Sprachräume verankert sind (vgl. Purschke
2011, S. 228 ff., 307 ) und über saliente Merkmale, zum Beispiel dem dat/das-
Gegensatz, referenziert werden können.
Der Mittelrheinische Sprachatlas selbst bietet eine gewichtete Einteilung
des Untersuchungsgebietes in Dialektregionen basierend auf ausgewählten
Karten. Die beiden Hauptregionen sind das bereits erwähnte Moselfrän-
kische im Norden und das Rheinfränkische im Süden. Als Grenze dient
dabei die Tonakzentgrenze basierend auf der Karte „Seide“. Diese Grenze
folgt ungefähr der dat/das-Isoglosse. Die Tonakzente, die im Moselfränki-
schen markiert mit den Bezeichnern Tonakzent 1 und Tonakzent 2 auftreten,
im Rheinfränkischen und in den übrigen deutschen Dialekten allerdings
überhaupt nicht, stellen ein deutliches Abgrenzungskriterium dar. Bedingt
durch die Tonakzente ergibt sich im Moselfränkischen eine völlig andere
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prosodische Grundstruktur, die unter anderem einen Einfluss auf die Realisa-
tion von Vokalen hat (vgl. Schmidt 1986). Diese Hauptgrenze wird umrandet
von einem Übergangsgebiet, das im Moselfränkischen eine deutlich größe-
re Ausdehnung hat als im Rheinfränkischen. Im Norden wird aus dem Mo-
selfränkischen entlang der sogenannten Entrundungsgrenze, basierend
auf der Karte „Füße“, ein Untergebiet hervorgehoben. Diese Grenze bildet
die zweite Dialektgrenze. Sie trennt das Moselfränkische von dem Ripua-
risch-Moselfränkischen-Übergangsgebiet. Dieses nördliche Umlautge-
biet zeichnet sich gegenüber dem Moselfränkischen durch konsequent
gerundete Vorderzungenvokale aus. Im Süden des Rheinfränkischen hebt
sich das südpfälzische Reliktgebiet markiert durch zwei Isoglossen ab.
Zum einen zeigen die Isoglossen die Grenze der Phonemverschmelzung, ba-
sierend auf der Karte „Frau“, und die Grenze der Diphthongierung basierend
auf der Karte „froh“. Auch wenn diese beiden Phänomene nur wenige Pho-
neme betreffen, bilden sie doch einen deutlichen Unterschied zum Rest des
Rheinfränkischen. Die Phonemverschmelzung markiert den Zusammen-
fall von Lauten der Lautklassen mhd. ei ~ öu ~ ou zu dem Phonem /ɛː/ inner-
halb des Reliktgebietes, während im Rheinfränkischen eine Disktinktion
zwischen /ɛː/ und /a̠ː, ɔː/ gewahrt wird. Die Grenze der Diphthongierung ba-
siert auf den Lautklassen mhd. ê ~ œ ~ ô, was eine Distinktion zwischen /eː/
~ /oː/ im Rheinfränkischen wahrt, wohingegen die Phoneme zu mhd. ô
und mhd. â zusammenfallen. In diesem Reliktgebiet haben wir zum einen
die Diphthongierung zu /ɛɪ/ ~ /ɔʊ/ und zwischen mhd. ô und mhd. â bleibt
ein Phonemunterschied bestehen.
Abbildung 2.4 zeigt das Untersuchungsgebiet des Mittelrheinischen Sprach-
atlas mit den dazugehörigen Isoglossen im Überblick.
Zusätzlich sind noch die wih/weh-Isoglosse der Wenkerkarte „weh“109 und
Korf/Korb-Isoglosse der Wenkerkarte „Korb“110 eingezeichnet und die dat/das-
Isoglosse. Diese Karte dient zudem als Basiskarte für die Clusteranalysen in
Kapitel 4. Die Ergebnisse der Clusteranalysen werden mit den in der Karte
eingezeichneten Isoglossen in Kontext gesetzt. Die Orte sind nach der Di-
stanz vom geografischen Nordpol aus indiziert, wobei ein 0-Index, wie in
der Informatik gebräuchlich, angewendet wird.
109 <https://www.regionalsprache.de/SprachGis/RasterMap/wa/113>, abgerufen 07.03.2018.
110 <https://www.regionalsprache.de/SprachGis/RasterMap/wa/289>, abgerufen 07.03.2018.





































































































C L U S T E R A N A L Y S E
3E I N E E I N F Ü H R U N G I N D I E C L U S T E R A N A L Y S E
Dieses Kapitel bietet einen Überblick über ein Teilgebiet des maschinellen
Lernens, der Clusteranalyse. Neben einer kurzen Einführung und einer Vor-
stellung der Hauptmethoden wird ein besonderer Fokus auf die Vorverarbei-
tung und die Möglichkeiten zur Bewertung der entstehenden Cluster gelegt.
3.1 e i n l e i t u n g
Maschinelles Lernen ist wie Ontologie ein Teilgebiet der künstlichen Intelli-
genz. Der Fokus liegt hier aber nicht auf dem Entwerfen und Verwalten von
Datenstrukturen, sondern auf dem Erkennen von Strukturen in Daten selbst
sowie dem Zuordnen von neuen Daten zu bereits annotierten Daten, soge-
nannten Modellen. Dies geschieht für gewöhnlich mithilfe von Methoden
und Prinzipien aus der Mathematik und Statistik. Ontologie hingegen wird
eher als Teilgebiet der Logik gesehen. Maschinelles Lernen hat in den ver-
gangenen Jahren stark an Popularität gewonnen, weil neue Entwicklungen
im Algorithmendesign (Parallele Algorithmen) und die breite Verfügbarkeit
von leistungsfähigen Prozessoren die Verwendung von deutlich komplexe-
ren Algorithmen und Modellen ermöglichen (vgl. Abadi u. a. 2016). Beim ma-
schinellen Lernen wird für gewöhnlich zwischen dem unüberwachten Lernen
und dem überwachten Lernen als den beiden Hauptteilbereichen unterschie-
den.
Hauptziel des unüberwachten Lernens ist es, Strukturen innerhalb einer
Datenmenge (Datenset) zu erkennen. Dabei wird nicht auf externes Wis-
sen111 zurückgegriffen, sondern die angewendeten Methoden versuchen ei-
ne Struktur allein auf Basis der verfügbaren Daten zu erkennen. Das Haupt-
feld des unüberwachten Lernens ist das Clustering, das den Kern der Clus-
teranalyse darstellt. Weitere Gebiete beschäftigen sich mit der Dimensions-
reduktion oder -einbettung, die wiederum Vorverarbeitungsschritte für das
Clustering sind. Clustering kann als eine Möglichkeit zur Erstellung von so-
genannten Modellen gesehen werden, indem es den Daten auf Basis der in-
trinsischen Struktur Bezeichner112, meistens in Form von natürlichen Zah-
len, zuordnet.
Das überwachte Lernen erfordert ein Modell. Dies besteht für gewöhnlich
aus einer Datenmenge und dazugehörigen Labels oder Klassen. Ziel ist es,
ein System anhand dieses Modells so zu trainieren, dass es Aussagen im
Sinne von Klassen- oder Labelzuordnungen über neue Daten machen kann.
Dies wird als Klassifizieren113 bezeichnet. Klassifizieren ist bei weitem das
größte Feld beim maschinellen Lernen und sehr verbreitet im Bereich der
Textklassifikation, Sprach- oder Bilderkennung. Das Erstellen eines Modells
111 Dieses externe Wissen wird auch als Ground Truth bezeichnet.
112 Auch Label oder Klassen genannt.
113 Klassifizieren arbeitet mit diskreten Klassen, bei kontinuierlichen Modellen spricht man von
Regression.
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ist beim Klassifizieren meist der aufwendigste Teil. In Kapitel 5 wird eine
Klassifikation der Daten zu der jüngeren Generation im MRhSA vorgenom-
me. Dabei werden die Ergebnisse der Clusteranalyse aus Kapitel 4 als Modell
verwendet.
Terminologie
Für ein besseres Verständnis der folgenden Abschnitte werden einige Grund-
konzepte und wichtige Terme erklärt. Ein zentraler Term ist das Datenset114,
innerhalb der informatischen Auswertung wird es auch als X bezeichnet.
Die zu X gehörigen Label oder Klassen werden als y bezeichnet. Diese Be-
zeichner haben ihren Ursprung in der linearen Algebra, wo Großbuchstaben
für Matrizen und Kleinbuchstaben für Vektoren verwendet werden.
X =
1 · · · 3 42 · · · 4 4
3 · · · 5 3




Eine Reihe in X, z. B.
[
1 · · · 3 4
]
, ist ein Featurevektor. Ein Featurevek-
tor wird bisweilen auch als Datenpunkt bezeichnet, wenn es darum geht, die
spatialen115 Eigenschaften hervorzuheben. So kann zum Beispiel ein Ort im
MRhSA durch einen Featurevektor oder Datenpunkt repräsentiert werden.
Die Position eines Featurevektors im Datenset markiert mithilfe eines Index









, wird als Feature116 be-
zeichnet. Der Klassenvektor y hat dieselbe Länge wie X Reihen hat. In den
Zellen dieses Vektors stehen die Labels oder Klassen. Diese werden durch
natürliche Zahlen repräsentiert117. Die Zahlen gehen für gewöhnlich von 0
bis k-1, wobei k die Anzahl der Klassen ist. Mit k wird auch der Parameter
bezeichnet, der beim Clustering die Anzahl der zu findenden Cluster angibt.
Das Ergebnis eines Clusterings auf einem Datenset X kann also als ein Klas-
senvektor y betrachtet werden. Häufig basieren Klassenvektoren aber auf
der manuellen Zuordnung von Labels. Zum Beispiel können Bildern118 La-
bel wie „Katze“ oder „Hund“ zugeordnet119 werden. Basierend auf diesem
114 Der Begriff Datenset wurde in Kapitel 1 bereits im Kontext von RDF eingeführt (RDF-
Datenset), hier bedeutet Datenset eine geordnete Sammlung von Daten in einer tabellen-
ähnlichen Struktur.
115 Hiermit ist nicht eine geographische Verortung auf einer Karte gemeint, sondern die Position
von Vektoren im kartesischen Raum (Vektorraum). Dieser Raum kann durchaus mehr als nur
zwei oder drei Dimensionen haben.
116 Auch wenn Feature der gebräuchliche Term in der Fachliteratur ist, werden in dieser Arbeit
auch die deutschen Bezeichnungen Eigenschaft oder Merkmal verwendet.
117 Label oder Klassen können zum Beispiel Moselfränkisch und Rheinfränkisch sein. Eine
Repräsentation durch Zahlen, beispielsweise (0, 1) wird vorgezogen, da die computerinternen
Datenstrukturen beim maschinellen Lernen auf die Speicherung von Zahlen optimiert sind.
118 Ein Bild kann als Featurevektor aufgefasst werden, wobei jedem indizierten Pixel ein Farb-
wert zugeordnet ist. Dies zeigt außerdem, dass Featurevektoren nicht notwendigerweise ei-
ner einfachen Tabellenform folgen müssen, sondern auch komplexere Formen annehmen
können. In dem Fall von Bildern setzt sich ein Farbwert aus je drei Unterdimensionen zusam-
men.
119 Intern wird meistens weiterhin eine Labelzuordung über natürliche Zahlen vorgenommen.
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Modell lassen sich Klassifikatoren konstruieren, die in der Lage sind, diese
Klassen in Bilder zu erkennen (vgl. Deng u. a. 2009).
3.2 d at e n vo r v e r a r b e i t u n g
Eine Clusteranalyse folgt meistens einem ähnlichen Schema und unterschei-
det sich nur in der Art der eingesetzten Clusteralgorithmen. Zunächst müs-
sen die Daten aus einer Datenbank geholt werden. Diese Daten liegen meis-
tens noch nicht in einer quantitativen Matrixform vor, wie es für die meisten
Clusteralgorithmen erforderlich ist, sondern bestehen aus den phonetischen
Eigenschaften eines Lautes und einer Zuordnung zu einem Ort. Ein sehr
kurzer Auszug aus diesen Daten ist in Tabelle 3.1 zu sehen. Die vollständi-
ge Tabelle umfasst bis zu 792068 Zeilen für alle phonetischen Eigenschaf-
ten zu allen Observationen der Datenserie 1. Die Methodik, um so eine Da-
tensammlung in ein Datenset umzuwandeln, nennt sich One-Hot-Encoding.
Dabei wird für jede Variable-Ausprägung-Kombination eine eigene Spalte
oder Dimension im Datenset angelegt. Für jede dieser Dimensionen wird
anstelle der Ausprägung eine 1 gesetzt, alle anderen Dimensionen werden
auf 0 gesetzt. So wird die Ausprägung binär codiert120. Um einen repräsen-
tativen Vektor (einen Datenpunkt) für einen Ort zu bekommen, addiert man
sämtliche so codierten Ausprägungen an einem Ort. Das Ergebnis einer sol-
Tabelle 3.1: Auszug aus den mittels einer SPARQL-Anfrage generierten Rohdaten.
Id ist ein Identifikator für einen Ort und p ist die Variable, die phoneti-
sche Eigenschaften „bindet“.
id p id p id p id p
276 Long 184 Back 544 Back 513 Round
276 Back 184 Long 544 Back 513 Back
276 Back 184 NearFront 544 Long 513 Long
276 Round 184 Long 544 Round 513 OpenMid
276 Front 184 Long 544 Round 513 Front
chen Transformation ist in Tabelle 3.2 zu sehen. Bei einer vollständigen
Transformation aller Daten der Datenbankabfrage erhält man einen reprä-
sentativen Featurevektor zu einem Ort, der die Frequenz der einzelnen pho-
netischen Eigenschaften angibt. Dieses Datenset ist die Grundlage für alle
weiteren Vorverarbeitungen und Analysen. Ein so transformiertes Datenset
hat für alle 792068 erfassten Lauteigenschaften der Datenserie 1 546 Reihen
(Anzahl der Orte) und 47 Dimensionen (Anzahl der Variable-Ausprägung-
Kombinationen). Eine Einschränkung nur auf Beobachtungen zum histori-
120 Dies entspricht dem kartesischen Produkt aus Variable und Variablenausprägung. Es ist er-
sichtlich, dass durch diese Methode sehr viele Dimensionen erzeugt werden können, in de-
nen allerdings die meisten Featurewerte 0 sind. Matrizen, in denen die meisten Werte 0 sind,
werden auch als sparse (dünnbesetzt) bezeichnet.
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schen Langvokalismus für Datenserie 1 erzeugt ein Datenset der Form (546,
23)121.
Tabelle 3.2: Mittels One-Hot-Encoding transformiertes Datenset basierend auf den
Daten aus Tabelle 3.1.
id p=Long p=Back p=Round p=Front p=NearFront p=OpenMid
276 1 2 1 1 0 0
184 1 3 0 0 1 0
544 1 2 2 0 0 0
513 1 1 0 1 0 1
Der nächste Schritt, der für die Anwendung eines Clusteralgorithmus auf
ein Datenset notwendig ist, ist die Skalierung der Daten. Dabei wird die Ver-
teilung der Daten auf eine vergleichbare Skala gebracht. Viele Klassifizierungs-
und Clusteralgorithmen basieren auf Distanz- oder Wahrscheinlichkeitsbe-
stimmungen in einem Vektorraum. Damit die Distanz zwischen zwei Da-
tenpunkten gemessen werden kann, sollten sich alle Dimensionen in einem
vergleichbaren Spektrum befinden. So soll verhindert werden, dass einzelne
Dimensionen einen zu starken Bias122 bieten. Für gewöhnlich transformiert
man die Daten so, dass eine angenommene Normalverteilung einen Mittel-
wert und Median von 0 sowie ein oberes und unteres Quartil von 1 respektive







wobei x(i) die i-te Dimensionspalte, µx das arithmetische Mittel der Spalte
und σx die entsprechende Standardabweichung ist. Bei realen Daten kön-
nen Mittelwert und Median durchaus verschieden sein und die Quartilen
müssen nicht notwendigerweise bei 1 und -1 liegen. Die Datenverteilung ei-
nes Datensets kann als Boxplot dargestellt werden. Abbildung 3.1 zeigt eine
derartige Datenverteilung. Man erkennt deutlich die vielen Ausreißer.
Ausreißer können für Clusteralgorithmen ein Problem darstellen, da sie
den Entscheidungshorizont für ein Cluster beeinflussen können, anderer-
seits tragen diese Ausreißer aber auch linguistische Informationen und dür-
fen nicht einfach ignoriert werden. Für die vorliegende Datenanalyse wurde
als Kompromiss eine Kappungsfunktion für Ausreißer eingeführt. So wer-
den alle Werte, die größer als der Wert der oberen Quartile plus der dreifa-
chen Interquartilenreichweite sind, auf diesen Wert gesetzt und Werte, die
kleiner als die untere Quartile minus der dreifachen Interquartilenreichwei-
te sind, ebenfalls. Dadurch bleiben Ausreißer noch bestehen, insgesamt wird
121 Diese Schreibweise ist eine gebräuchliche Art, die „Form“ eines Datensets zu beschreiben.
Dabei gibt das erste Element des Tuples die Anzahl der Datenpunkte und das zweite die
Anzahl der Dimensionen an.
122 Es ist bei den meisten realen Datensets nicht möglich, den Bias völlig zu eliminieren, beson-
ders wenn manche Dimensionen nur über ein kleines Spektrum verfügen. Die beste Mög-
lichkeit, gegen Bias anzugehen, ist eine größere Datenmenge..
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der Datenraum aber normalisiert, was beim Clustering helfen kann123. Ein
so transformiertes Datenset kann nun von den meisten Verfahren des ma-



























































































































































































Abbildung 3.1: Verteilung der einzelnen Phänomene für alle Observationen der Datenserie 1. Der Mittelwert
ist bei 0. Der Strich innerhalb der Boxen markiert den Median (Q2), die Ausdehnung der Box
die 0.25 (Q1) bzw. 0.75 (Q3) Quartile. Die Länge der dünnen Striche beschreibt die Reichweite
der 1.5-fachen Interquartilenreichweite (IQR) ausgehend von Q1 bzw. Q3. Werte außerhalb
dieses Bereichs werden als Ausreißer bezeichnet.
Häufig wird noch ein weiterer Schritt eingefügt, eine sogenannte Dimen-
sionsreduktion. Eine hohe Anzahl von Dimensionen kann gewisse Proble-
me mit sich bringen. Das Hauptproblem ist unter dem Schlagwort Fluch der
Dimensionalität (vgl. Nasrabadi 2007, S. 33) bekannt und beschreibt den Um-
stand, dass bei vielen Dimensionen die Chance stark ansteigt, eine große
Entfernung in einer Richtung zwischen zwei Datenpunkten zu haben, da
zwei Werte innerhalb einer Dimension sehr weit auseinander liegen kön-
nen. Dies wiederum bereitet Probleme beim Erstellen von Clustern, die auf
distanzbasierten Algorithmen basieren. Eine Dimensionsreduktion kann zu-
123 Vergleiche zwischen gekappten und ungekappten Datensets haben keine nennenswerten Un-
terschiede im Raum gezeigt. Sowohl T-Tests (vgl. Lowry 2014a) auf identische Mittelwerte
als auch ein Levene-Test (vgl. Brown und Forsythe 1974) auf Grundmengen mit gleichen Va-
rianzen liefern hohe p-Werte. Dies stützt die 0-Hypothese, dass die Datensets auf derselben
Verteilung beruhen. Gekappte Werte liefern stabilere Cluster.
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dem redundante Dimensionen zusammenfassen oder triviale weglassen124.
Dies führt zu einer Glättung des Datensets, dies kann helfen, stabilere und
besser trennbare Cluster zu finden. Die bekannteste Dimensionsreduktions-
technik ist die Hauptkomponentenanalyse125 (PCA) (Jolliffe, 1986; Tipping
und Bishop, 1999). Die PCA ist eine Hauptachsentransformationstechnik,
bei der eine neue n ≤ N -dimensionale Vektorraumbasis so erzeugt wird,
dass die Varianz des originalen N-dimensionalen Datensets möglichst gut
durch Vektoren in dem neuen n-dimensionalen Vektorraum abgebildet wird.
Abbildung 3.2 zeigt, wie viel Varianz des ursprünglichen Datensets durch
ein PCA-transformiertes Datenset erklärt wird. Dieses Beispiel demonstriert,
dass eine Reduktion auf 28 Dimensionen 99% der Varianz des ursprünglich
47-dimensionalen Datensets erklärt und die ersten drei Dimensionen bereits
60%. Die neuen Dimensionen sind allerdings nicht mehr eindeutig phoneti-
schen Eigenschaften zugeordnet, sondern sind eine gewichtete Kombination
aller Phänomene. Der Einfluss einer alten Dimension auf die neuen lässt sich
allerdings berechnen. Dieser Umstand kann bei der Gewichtung der einzel-
nen ursprünglichen Dimensionen hilfreich sein. Ein hoher Einfluss auf die
neuen Dimensionen bedeutet, dass das phonetische Phänomen wichtig ist.
Zudem sind die neuen Dimensionen selbst nach Einfluss geordnet, ein hoher
Einfluss auf eine niedrig indizierte Dimension ist wichtiger als der Einfluss
auf eine höher indizierte.
Die Hauptkomponentenanalyse wird als Vorverarbeitungsschritt für die
Clusteranalyse des MRhSA angewendet. Dabei ist der Algorithmus so ein-
gestellt, dass die neuen Dimensionen 99% der Varianz erklären sollen. Das
dadurch entstehende Datenset dient als das transformierte Datenset, wel-
ches für die Clusteranalyse verwendet wird. Weiterführende Analysen ver-
wenden teilweise das nicht transformierte Datenset, insbesondere wenn der
Einfluss von Features auf ein Clustering betrachtet wird.
3.3 c l u s t e r i n g
Clustering beschreibt den Versuch, mittels bestimmter mathematischer oder
statistischer Prinzipien Strukturen in einem Datenset zu finden. Die Anzahl
der zu findenden Strukturen (Cluster) wird meistens als Kenngröße k dem
Clusteralgorithmus vorgegeben. Da Clustering zu den unüberwachten Lern-
methoden zählt, ist häufig über die optimale Wahl des Parameter k wenig
bekannt. Auch ist es schwierig, bei Clustering von „richtig“ oder „falsch“ zu
sprechen, da die Algorithmen k Cluster basierend auf den zugrundeliegen-
den Prinzipien finden werden. Ohne eine Ground Truth, wie zum Beispiel
historische Quellen, muss man sich auf interne Maße zur Wahl und Bewer-
tung der Anzahl der Cluster verlassen. Dies wird in Abschnitt 3.4 genauer
besprochen. Clustering lässt sich grob in drei Gruppen unterteilen, wobei die
dritte Gruppe in dieser Arbeit nicht weiter zum Einsatz kommt und nur kurz
erwähnt wird. Die Hauptgruppen sind das partitionierende Clustering und
das hierarchische Clustering (vgl. Jain 2010). Beim partitionierenden Cluste-
124 Eine Dimension, in der alle Features 1 sind, trägt keine relevante Information für ein Cluste-
ring.
125 Engl.: Principal Component Analysis.
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Abbildung 3.2: Anteile der neuen Dimensionen an der Gesamtvarianz des Datensets über alle phonetischen
Eigenschaften der Datenserie 1 nach einer PCA.
ring werden Cluster erzeugt, indem der Raum, in dem das Datenset einge-
bettet ist, in Teilräume unterteilt wird. Dies geschieht meistens mithilfe von
Distanz- oder Wahrscheinlichkeitsmaßen, die in iterativen Prozessen opti-
miert werden. Beim hierarchischen oder agglomerativen Clustering werden
die Cluster entweder durch das rekursive Teilen des Datensets anhand einer
Metrik (hierarchisches Clustering) oder dem sukzessiven Zusammenführen
der einzelnen Datenpunkte mittels einer Metrik (agglomeratives Clustering)
erzeugt, bis die gewählte Clusteranzahl erreicht ist. Das vollständige Zerle-
gen respektive Zusammenführen eines Datensets erzeugt ein Dendrogramm.
Das Zerlegen eines Datensets wird auch Top-Down-Ansatz genannt, das zu-
sammenführen Bottom-Up. In der Praxis dominiert das agglomerative Clus-
tering, da es etwas effizienter implementierbar ist.
Die dritte Gruppe ist dichtebasiertes Clustering. Ein Merkmal dieser Grup-
pe ist, dass es ohne einen Parameter k auskommt, stattdessen wird die An-
zahl der Cluster über eine Dichtefunktion bestimmt. Abhängig von der Dich-
tefunktion werden mehr oder weniger Cluster ermittelt, außerdem ermög-
licht es das Erkennen von Ausreißern. Da die Dichtefunktion aber sehr stark
von der Form des Datensets abhängt, ist das Finden einer optimalen Anzahl
von Clustern häufig deutlich komplexer als mit den anderen beiden Cluste-
ringansätzen. Zusätzlich zu diesen drei Hauptgruppen existieren noch zahl-
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reiche Hybrid- oder Kombinationsmethoden, die versuchen, die jeweiligen
Schwächen der einzelnen Gruppen zu minimieren.
Die in dieser Arbeit verwendeten Clusteralgorithmen werden im Folgen-
den vorgestellt.
K-Means
K-Means ist der bekannteste Clusteralgorithmus. Erstmals namentlich er-
wähnt wurde er von MacQueen (1967). Die Prinzipien wurden aber bereits
zehn Jahre früher von Steinhaus (1956) und Llyod126 beschrieben. Die Grund-
annahme basiert auf der Existenz von k Clusterzentren. Zu den Datenpunk-
ten eines Datensets wird ein sogenannter Fehler127 in Form des Quadrats der
Abstände zu den Clusterzentren ermittelt. Ziel ist es, die Clusterzentren so zu
finden, dass die Summe aller dieser Fehler minimal ist. Diese Methode wird
von Lloyd (1982) als Least-Square-Method beschrieben. Der generelle Ablauf
des Algorithmus ist einfach. Zunächst werden zufällig im Datenraum des
Datensets k Clusterzentren verteilt. Nun wird der Fehler der Datenpunkte
zu den Clusterzentren ermittelt. Jeder Datenpunkt wird dem Clusterzentrum
zugeordnet, bei dem sein Fehler am geringsten ist. Die Summe über alle Feh-
ler wird auch als Inertia oder Sum of Square Means (SSE) bezeichnet und







wobei gilt, dass C eine Menge von Clustern und µj ein Clusterzentrum ist.
Mit ∥xj − µj∥ wird eine Distanzmetrik denotiert, in diesem Fall die Diffe-
renz zwischen dem Datenpunkt und dem Clusterzentrum in Form der eu-
klidischen Distanz. Ziel des Algorithmus ist es, diese Summe zu minimie-
ren. Nach der initialen Berechnung dieser SSE werden die Clusterzentren
angepasst. Dazu wird für alle Cluster die jeweilige konvexe Hülle der Daten-
punkte, die dem aktuellen Clusterzentrum zugeordnet sind, erzeugt und das
Zentrum dieser Hülle als neues Clusterzentrum gesetzt. Dann erfolgt eine
neue Zuordnung und Fehlerberechnung auf Basis dieser neuen Clusterzen-
tren. Dies wird wiederholt, bis es zu keiner Änderung mehr kommt. Dieser
Ablauf zeigt auch ein paar Schwächen des K-Means-Algorithmus auf. Zum
einen sollte das Datenset konvex128 sein und zum anderen kann diese Art
der Optimierung zu verschiedenen Ergebnissen abhängig von den initialen
Clusterzentren führen. Dies wird für gewöhnlich umgangen, indem man den
Algorithmus mit verschiedenen Initialzentren wiederholt und das häufigste
Ergebnis als Endergebnis auswählt.
126 Allerdings erst 1982 von Lloyd (1982) veröffentlicht.
127 Beim maschinellen Lernen werden Fehler häufig in Form eines Abstandes von einem Daten-
punkt zu einem Zielwert beschrieben.
128 Es ist mit K-Means nicht mögliche, Cluster der Art „inneres“-Cluster–„äußeres“-Cluster zu
finden. Ein Problem mit konvex ist, dass wir keine räumliche Vorstellung von Dimensionen
mehr als drei haben und wir uns deshalb konvex für höherdimensionale Räume nicht einmal
vorstellen können.
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Aggrolomatives Clustering nach Ward
Aggrolomatives Clustering (vgl. Jain und Dubes 1988) basiert auf dem suk-
zessiven Zusammenführen von Clustern zu immer größer werdenden Clus-
tern. Zu Beginn des Algorithmus ist jeder Datenpunkt sein eigener Cluster.
Der Algorithmus fasst so lange Cluster nach einer bestimmten Strategie zu-
sammen, bis nur noch die gewünschten k Cluster übrig sind. Das iterative
Zusammenfassen der Cluster lässt sich auch als Baumstruktur auffassen, die
bei komplettem Durchlauf als Dendrogramm bezeichnet wird. Ein solches
Dendrogramm erlaubt eine gewisse Einsicht in die Datenstruktur und kann
sehr hilfreich bei der Wahl von k sein oder bei einer Analyse von Ähnlich-
keiten zwischen Clustern. Abbildung 3.3 zeigt ein derartiges Dendrogramm.
Man kann bereits erkennen, dass es zwei Hauptäste gibt und der zweite Ast
(in dieser Darstellung der untere) sich noch einmal in zwei Unteräste teilt.
Man kann also vermuten, dass sich für dieses Datenset ein Zweier- oder
Dreierclustering anbietet.
Abbildung 3.3: Dendrogramm über die Datenpunkte für alle phonetischen Eigenschaften. Basierend auf den
euklidischen Distanzen und der Ward-Linkage.
Die Strategie, nach der die Datenpunkte vereint werden, wird auch als
Linkage bezeichnet. Es gibt verschiedene Linkagestrategien, die verbreitetste
ist das Linkage nach Ward (vgl. Ward 1963).
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s i n g l e - l i n k ag e Zwei Cluster werden vereinigt, wenn der Abstand zwi-
schen den beiden nächsten Punkten in den jeweiligen Clustern mini-
mal ist.
c o m p l e t e - l i n k ag e Zwei Cluster werden vereinigt, wenn der Abstand
zwischen den beiden am weitesten entfernten Punkten in den jeweili-
gen Clustern minimal ist.
av e r ag e - l i n k ag e Zwei Cluster werden vereinigt, wenn der mittlere
Abstand aller Punkte aus dem einen Cluster zu den Punkten aus dem
anderen Cluster minimal ist.
u p g m a Zwei Cluster werden vereinigt, wenn der mittlere Abstand aller
Punkte aus beiden Clustern zusammen minimal ist. Mit anderen Wor-
ten, die Cluster, die die flächenmäßig geringste konvexe Hülle auf-
spannen, werden vereinigt.
wa r d - l i n k ag e Zwei Cluster werden vereinigt, so dass sich die Gesamt-
varianz durch das Zusammenführen dieser Cluster nur minimal er-
höht. Die Gesamtvarianz ist dabei wie bei K-Means die SSE mit den je-
weiligen Clustermittelpunkten als Clusterzentren. Diese Methode er-
zeugt größere, aber auch ausgeglichenere Cluster.
In dieser Arbeit wird ausschließlich das Ward-Linkage für das hierarchische
Clustering verwendet.
Gaussian Mixture Models
Das Gaussian Mixture Model (GMM) (vgl. Reynolds und Rose 1995) basiert
auf der Annahme, dass sich innerhalb einer Datenmenge k Untermengen
befinden, die sich mithilfe der Erwartungsmaximierung hervorheben lassen.
Dabei wird zusätzlich angenommen, dass diese Untermengen normalver-
teilt129 sind. Erwartungsmaximierung (Expectation–Maximization oder EM-
Algorithmus) (vgl. Moon 1996) ist ein Algorithmus, bei dem zunächst, basie-
rend auf zufällig initialisierten Parametern, k Unterverteilungen im Datenset
berechnet werden (Erwartung) und anschließend die Wahrscheinlichkeit be-
rechnet wird, dass diese Verteilungen vorliegen. Anhand einer Fehlerfunk-
tion werden die Parameter nun angepasst (Maximierung). Dieser Prozess
wird solange wiederholt, bis die Wahrscheinlichkeit für das Vorliegen der
Unterverteilungen ein Maximum erreicht hat. Abbildung 3.4 zeigt die An-
wendung eines GMM auf das Datenset zu den historischen Langvokalen des
Mittelhochdeutschen. Die Ellipsen sind Hilfslinien, die die negative logarith-
mierte Wahrscheinlichkeit angeben, dass ein Punkt zu einem Cluster gehört.
In der Darstellung werden Ellipsen verschmolzen, wenn sie sich schneiden.
Man sieht an dieser Abbildung aber auch, dass ein Clustering von „realen“
Daten sich von Beispieldatensets130 unterscheiden kann. Es lassen sich zwar
129 Normalverteilung wird auch als Gauß-Verteilung bezeichnet.
130 Engl.: Toy datasets.
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durchaus zwei Hauptcluster in den Daten erkennen, aber die Trennung ist
nicht völlig distinkt131.
Abbildung 3.4: Beispiel für die Anwendung des Gaussian Mixture Model auf dem Datenset zu den histori-
schen Langvokalen des Mittelhochdeutschen und k=2. Um eine Visualisierung zu ermögli-
chen wurde das Datenset mittels Multidimensionaler Skalierung (MDS) auf zwei Dimensio-
nen reduziert.
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Anders als beim Klassifizieren, bei dem man über ein Referenzmodell ver-
fügt, mit dem die gegebenen Daten verglichen werden können, steht beim
Clustering nur ein Datenset zur Verfügung und man muss andere Wege fin-
den, die Ergebnisse zu bewerten. Wie bereits erwähnt kann ein Clustering
ein Modell generieren. Allerdings bietet so ein generiertes Modell zunächst
keine Hinweise, ob es eine Fragestellung korrekt abbildet und kann besten-
falls als eine Hypothese angesehen werden. Dabei ist zu beachten, dass die-
se Hypothesen auf mathematischen oder statistischen Strukturen innerhalb
131 Dieses Clustering basiert auf einem modifizierten Datenset, welches durch eine Dimensions-
reduktion auf zwei Dimensionen reduziert wurde und es bildet nur eine ungefähre Annähe-
rung an die „reale“ Datenstruktur ab.
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des Datensets beruhen. In dieser Hinsicht kann ein Clustering als korrekt
angenommen werden, ob sich dies auch in eine Interpretation der Struktur
übertragen lässt, ist dadurch aber nicht geklärt. Mit Aussagen über die Struk-
tur des Clusterings lassen sich intrinsische Verifikationsmetriken angeben.
Man kann zum Beispiel überprüfen, wie groß die Dispersion132 eines Clus-
ters ist. Anschaulich bedeutet das, ob sich die Datenpunkte um ein Zentrum
bündeln, innerhalb eines Clusters verteilen oder eher in der Grenzregion
eines Clusters liegen. Eine weitere Möglichkeit ist die Überprüfung der Sta-
bilität eines Clusters. Ein stabiles Clustering erzeugt ähnliche Cluster, wenn
nur eine zufällig ausgewählte Teilmenge der ursprünglichen Daten zur Ver-
fügung steht. Mit Methoden wie Bootstrapping oder Crossvalidation, also
dem wiederholten Anwenden der Algorithmen auf zufällige Teilmengen des
Datensets, lassen sich Aussagen zur allgemeinen Stabilität treffen. Für ex-
trinsische Vergleiche bieten sich historische Quellen oder zur Zeit gängige
Annahmen an. So besteht eine wichtiger Teil der Clusteranalyse zum MRhSA
auf dem Vergleich mit den derzeit in der Dialektologie gesetzten Raumstruk-
turen. Diese externen Quellen können als eine Art Ground Truth agieren.
Dabei ist zu beachten, dass statistische Datenanalysen häufig angewendet
werden, um genau die Behauptungen der externen, empirischen Quellen
zu überprüfen, weshalb diese Quellen nicht als Ground Truth agieren kön-
nen, sondern nur als Vergleichsmodell. Zusätzlich zu diesen Strukturunter-
suchungen können noch sogenannte Raumeinbettungen133 erstellt werden.
Embeddings sind auch Dimensionsreduktionstechniken wie die PCA und
dienen dazu, die Datenpunkte in einem zweidimenionalen Raum, wie zum
Beispiel einem Streuungsplot, abzubilden. Dabei wird besonderer Wert dar-
auf gelegt, dass die daraus resultierende räumliche Struktur eine möglichst
gute Repräsentation der hochdimensionalen Daten ist. Dies kann natürlich
nur eine Annäherung sein. So sieht man in Abbildung 3.2, dass zwei Di-
mensionen ungefähr 50% der Varianz erklären und obwohl das bereits eine
Menge für zwei Dimensionen (von den ursprünglich 47) ist, heißt das um-
gekehrt auch, dass eine solche Darstellung nur die Hälfte der tatsächlichen
Datenstruktur widerspiegelt. Zur Verifikation von Clustern sollten mehrere
Methoden herangezogen werden, damit man sich ein besseres Gesamtbild
schaffen kann.
Silhouettenkoeffizient
Der Silhouettenkoeffizient ist ein Maß für die mittlere Clusterdispersion. Die
Methode wurde erstmalig von Rousseeuw (1987) beschrieben und dient als
Metrik, um Aussagen über einzelne Datenpunkte in einem Clustering oder
über das komplette geclusterte Datenset zu machen. Eine Silhouette für ei-
nen Punkt i wird berechnet, indem man die mittlere Distanz a zu allen ande-
ren Punkten des Clusters mit der niedrigsten mittleren Distanz b des Punktes
zu Punkten aus anderen Clustern vergleicht.
Silhouette = (b− a)/max(a, b)
132 Auch Streuung oder Varianz genannt.
133 Engl.: Embeddings.
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Das Ergebnis ist ein Wert zwischen -1 und 1, wobei ein negativer Wert auf
eine mögliche Falschzuordnung des Punktes schließen lässt. Hohe Werte be-
deuten eine gute Nähe zum Clusterzentrum und Werte nahe 0 eine Nähe
zum Rand des Clusterings. Der Silhouettenkoeffizient wird aus dem Durch-
schnitt aller Silhouetten gebildet. Abbildung 3.5 zeigt eine Visualisierung
der einzelnen Silhouetten und des Silhouettenkoeffizienten als gestrichelte
rote Linie. Es ist zu beachten, dass in der Literatur für gewöhnlich ein Sil-
houettenkoeffizient>0.5 als ein gutes Clustering angegeben wird. Die Werte
dieser Clusteranalyse liegen deutlich darunter (in Bereichen um 0.2). Man
muss jedoch berücksichtigen, dass es sich bei den verwendeten Sprachdaten
um keine völlig isolierten Gebilde handelt, sondern Berührungsgebiete, in
denen Sprachkontakt stattfindet, zu erwarten sind. Das Konzept der Über-
gangsgebiete wurde in Abschnitt 2.5 kurz angesprochen. Deswegen sollten
die durch das Clustering bestimmten Grenzen eher als Grenzregionen und
nicht als distinkte Grenzen aufgefasst werden. Diese Annahme wird durch
Datensetvisualisierung mittels Dimensionseinbettung gestützt. Dies bedeu-
tet allerdings, dass der Silhouettenkoeffizient fallspezifisch und nur inner-
halb des Datensets vergleichbar ist. Auch muss darauf hingewiesen werden,
dass die Grenzen zwischen zwei Clustern nicht unanfechtbar sind und dass
ein Ort, der einen negativen Silhouettenkoeffizient hat, durchaus besser in
ein anderes Cluster passen kann. Generell sollte ein „gutes“ Clustering über
wenige Orte mit negativen Silhouetten verfügen.
Calinski-Harabasz-Kriterium
Eine weitere Methode, um die intrinsische Qualität eines Clusterings zu
überprüfen, ist das Calinski-Harabasz-Kriterium (vgl. Caliński und Harabasz
1974). Dieses basiert wie der K-Means Algorithmus auf der Summe der qua-
dratischen Fehler (SSE). Dabei wird einmal der SSE-Wert für je ein Cluster
(W )134 und einmal für den globalen Wert (B)135 berechnet. Der Quotient aus
B und W liefert nun einen Calinski-Harabasz-Wert für ein Cluster. Diese Be-
rechnung wird für jedes Cluster wiederholt und aufaddiert. Ein hoher Wert
für dieses Kriterium spricht für ein stabiles Cluster. Diese Werte sind von
dem Datenset abhängig und somit nicht zwischen verschiedenen Datensets
direkt vergleichbar. Ein Vergleich kann allerdings zwischen verschiedenen
Clusterparametern k stattfinden. Damit bietet sich die Methode als Entschei-
dungshilfe für die Wahl der Anzahl der Cluster an. Dieses Kriterium dient zu-
sammen mit dem Silhouettenkoeffizienten als Hauptargument für die Wahl
der Cluster bei der Clusteranalyse in Kapitel 4.
Clusterstabilität
Die Stabilität eines Clusterings kann überprüft werden, indem man zufälli-
ge Teilmengen des Datensets entfernt und anschließend auf Änderung beim
Clustering testet. Dabei wird zuerst das eigentliche, vollständige Clustering
mit dem Datenset und den zugehörigen Klassen als eine Art Ground Truth
134 Engl.: Within variance.
135 Engl.: Basis variance.
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Abbildung 3.5: Beispiel für Silhouettenkoeffizienten basierend auf einem Zweiercluster für die Laute zu mit-
telhochdeutschen Langvokalen.
beiseite gelegt. Aus diesem Datenset werden nun zufällig ein Trainings- und
ein Testset erstellt. Die Trainingsmenge wird mit denselben Parametern wie
das originale Datenset neu geclustert. Auf Basis dieser Clusterings werden
Klassifikationsalgorithmen trainiert und validiert. Anschließend werden die-
se Klassifikatoren auf das Testdatenset angewendet. Die Ergebnisse können
nun mit den originalen Klassen zu dem Testdatenset verglichen werden. Zu-
sätzlich dazu kann man auch die Ergebnisse des Clusterings anhand des Trai-
ningsdatensets mit den Labels des originalen Datensets vergleichen. Dieser
Prozess wird nun mehrmals wiederholt und die Ergebnisse werden zusam-
mengefasst. Für die Bewertung der Ergebnisse gibt es verschiedene Metri-
ken, die aber alle auf der Übereinstimmung zwischen den Labels aus der
Ground Truth und den Ergebnissen der Klassifikation beziehungsweise des
Clusterings arbeiten. Beim Klassifizieren spricht man in diesem Zusammen-
hang auch von Genauigkeit136, da dies aber für die Bewertung von Cluste-
ring ohne externe Ground Truth nicht angemessen ist, wird für Clustering
der Term Stabilität verwendet. Das wiederholte Anwenden von Qualitätskri-
terien auf Teilmengen des Datensets fällt unter den Sammelbegriff der Cross-
validation. Eine besondere Art der Crossvalidation (Bootstrapping) wird im
136 Engl.: Accuracy.
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weiteren Verlauf noch genauer vorgestellt. Da Crossvalidieren auf vielen
Wiederholungen beruht, ist es sinnvoll, nicht nur die gemittelte Genauigkeit
über alle Wiederholungen zu betrachten, sondern sich auch die Streuung der
einzelnen Validierungen. Hierbei können wiederum Boxplots hilfreich sein.
Ein Problem beim Clustering ist, dass es bei vielen Algorithmen keine
Garantie gibt, dass die Bezeichnung der Cluster bei wiederholtem Anwen-
den des Algorithmus gleich bleibt. Deswegen kann man beim Überprüfen
der Stabilität nicht einfach die Zuordnung der Labels vergleichen, sondern
muss vorher überprüfen, ob diese Zuordnung auch kompatibel ist, oder an-
dere Metriken heranziehen. Sollten sich die Cluster gut trennen und relativ
stabil gegenüber Änderungen sein, ist es möglich, die Labels mit der gewähl-
ten Ground Truth zu synchronisieren. Es gibt aber keine Garantie, dass dies
immer funktionieren wird. Andere Metriken vergleichen die Cluster durch
Mengenübereinstimmung oder durch das Permutieren aller Möglichkeiten.
Dabei wird das Problem umgangen, dass die Bezeichnungen der Labels bei
vielen Algorithmen zufällig gewählt werden.
Der Adjusted-Rand-Index (vgl. Hubert und Arabie 1985; Rand 1971) ist ei-
ne der am häufigsten verwendeten Metriken dieser Art. Dabei wird zunächst




Dabei gilt, dass C die Ground Truth ist, a alle Elemente bezeichnet, die so-
wohl in C als auch im Clustering in derselben Gruppe sind, b die Elemente,
die in unterschiedlichen Gruppen sind und dass C2n alle möglichen Gruppie-
rungen der Ground Truth sind. Der Adjusted-Rand-Index ARI versucht noch





Der RI kann Werte zwischen 1 und 0 annehmen, wobei 1 sehr gut ist und 0
ein zufälliges Clustering bedeutet. Der ARI umfasst ein Spektrum von -1 bis
1. Dabei bedeutet 1 wiederum eine vollständige Übereinstimmung und alles
kleiner gleich 0 weist auf ein zufälliges Clustering hin.
Eine weitere Metrik ist die Adjusted-Mutual-Information (vgl. Vinh, Epps
und Bailey 2010), die auf dem informationstheoretischen Maß der Entropie
beruht. Die gemeinsame Information zweier Mengenzuordnungen U und V
von N Elementen kann ausgedrückt werden durch:
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Die Adjusted-Mutual-Information (AMI) rechnet wieder zufällige Verteilun-
gen heraus. Wie der Rand-Index reicht der Ergebniswert von 0 bis 1 bezie-
hungsweise von -1 bis 1 für die AMI. Da die Metriken in dieser Arbeit nicht
auf einer verifizierten, sondern auf einer generierten Ground Truth beruhen,
liefern die Metriken auch eher Ansatzpunkte zur Stabilität als zur „Korrekt-
heit“ des Clusterings.
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Bootstrapping
Bootstrapping (vgl. Efron 1982) ist eine Crossvalidierungstechnik, die beson-
ders in der Biologie bei der Erstellung phylogenetischer Bäume beliebt ist
(vgl. Huson, Rupp und Scornavacca 2010). Diese Technik wurde in der Lin-
guistik bereits von Lameli (2013) bei der Erstellung der Dialekteinteilung an-
gewendet. Bootstrapping basiert auf der Idee des wiederholten Ziehens mit
Zurücklegen. Aus einem Datenset wird ein Testdatenset erstellt, indem zu-
fällig Datenpunkte ausgewählt und anschließend wieder zurückgelegt wer-
den, bis so viele Elemente ausgewählt wurden, wie das Datenset insgesamt
Elemente umfasst. Anschließend wird ein Klassifikations- oder ein Cluster-
algorithmus auf das Testdatenset angewendet. Dieser Vorgang wird sehr
oft137 wiederholt. Aus der Gesamtmenge der wiederholten Anwendungen
lassen sich Statistiken ableiten. Man kann zum Beispiel bei einem Cluste-
ring die häufigste Zuordnung eines Datenpunktes zu einem Cluster als das
dominante Clusterlabel setzen oder sich anschauen, zu welchen Anteilen
ein Datenpunkt eine Klasse zugeordnet bekommt. Bootstrapping kann so-
mit als Hilfsmittel zur Berechnung robuster Statistiken eingesetzt werden
(vgl. Plonsky, Egbert und Laflair 2015). Im Kontext der Clusteranalyse wird
Bootstrapping zur Bewertung der Stabilität der Clusterings eingesetzt. Die
Annahme bei Bootstrapping ist, dass sich bei häufiger Wiederholung stabile
Cluster herausbilden, obwohl Datenpunkte mehrfach gewählt werden kön-
nen. Sollte ein Clustering also ein „echtes“ Cluster berechnet haben, dann
sollte die Summe der Cluster aus dem Bootstrapping mit den berechneten
„echten“ Clustern konvergieren. Anders ausgedrückt, ein Datenpunkt sollte
deutlich häufiger das Label des „echten“ Clusters haben als andere Zuord-
nungen. Diese Methode hat Probleme mit sehr ungleich verteilten Clustern,
da die kleineren Cluster häufiger „übersehen“ werden. Bei kleinen Clustern
ist dadurch eine höhere Varianz der Clusterzuordnungen anzunehmen. Ähn-
lich wie bei der Clusterstabilität in Abbildung 3.4 gibt es keine Garantie, dass
die Label beim wiederholten Clustering in derselben Reihenfolge zugeord-
net werden, deswegen sind direkte Vergleiche zwischen zwei Clusterings
nach einem Bootstrapping schwierig138. Es lassen sich allerdings die in der
Clusterstabilität vorgestellten Metriken anwenden, indem die Hälfte der ge-
nerierten Cluster als Ground Truth gesetzt wird. Wiederum gilt, dass diese
Ergebnisse eher als ein Clusterstabilitätsfaktor, als ein solcher der objektiven
Korrektheit zu verstehen sind.
137 Beim Bootstrapping sind 10000 oder mehr Wiederholungen keine Seltenheit. Für diese Arbeit
wurden 1000 Iterationen festgelegt.
138 In dieser Arbeit wird dieses Problem abgeschwächt, indem die Cluster von Norden nach
Süden renummeriert werden. Der erste Ort und alle Orte, die dasselbe Label wie der erste Ort
haben, bekommen immer das Label 0 zugewiesen. Der erste Ort und alle zugehörigen Orte,
der nicht zu dem neuen 0-Cluster gehört bekommt das Label 1 und so weiter. Dies bietet
keine Garantie, dass die Labelzuweisung immer diskret geschieht, erhöht aber die Chance
beträchtlich. Deswegen können auch Karten auf Basis des Bootstrapping erstellt werden.
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Dimensionseinbettungen
Dimensionseinbettungen sollen helfen, eine Vorstellung von der Form der
Daten zu bekommen. Da Datensets häufig mehr als drei Dimensionen ha-
ben und wir uns höhere Dimensionen nicht vorstellen können, sind Aussa-
gen wie „Das Datenset sollte eine konvexe Form haben“ für uns wenig in-
haltsreich. Einbettungen sollen eine ungefähre Vorstellung über die Daten
vermitteln. Wie bereits erwähnt, ist die Hauptkomponentenanalyse auch ei-
ne Art Einbettung und kann bei einer Reduktion auf zwei Dimensionen eine
ungefähre Form über die aufgespannte Varianz bieten. Weitere Formen der
Einbettung sind die Multidimensionale Skalierung (MDS) (vgl. Kruskal 1964)
und die T-Distributed Stochastic Neighbor-Einbettung (T-SNE) (vgl. Maaten
und Hinton 2008). Beide Methoden ermöglichen eine Visualisierung in zwei
Dimensionen, allerdings unter sehr unterschiedlichen Gesichtspunkten. Ei-
ne MDS versucht die Datenpunkte in einem niederdimensionalen Raum an-
zuordnen, so dass die relative Entfernung der Punkte untereinander den Ent-
fernungen der Punkte im Ausgangsdatenset entspricht. Da versucht wird,
sämtliche Datenpunkte untereinander zu vergleichen, führt dies zu einer glo-
balen Optimierung, wobei jeder Datenpunkt an eine möglichst gute Position
im Vergleich zu allen anderen Datenpunkten gesetzt wird. Diese Form der
Einbettung ist besonders für Daten mit Raumbezug interessant, weil sie oft
mit den räumlichen Positionen korreliert. Die T-SNE ist eine wahrscheinlich-
keitsbasierte Einbettung. Sie geht davon aus, dass ähnliche Datenpunkte ei-
ne hohe Wahrscheinlichkeit haben, gemeinsam ausgewählt zu werden. Ziel
ist es, dass diese Auswahlwahrscheinlichkeit auch bei einer zweidimensio-
nalen Einbettung erhalten bleibt. Dieses Einbettungsverfahren erzeugt stär-
ker abgegrenzte Cluster, allerdings ist die Aussagekraft über die Abstände
zwischen diesen Clustern geringer als bei der MDS. Abbildung 3.6 zeigt die
Einbettung eines Datensets in die zwei Verfahren. Man erkennt, dass die
Einbettung mittels MDS eher einem Raumbild des Untersuchungsgebiets
entspricht139 als die T-SNE, allerdings unterteilt die T-SNE das Datenset in
deutlicher unterscheidbare Gruppen.
139 In diesem Fall steht die Einbettung auf dem Kopf. Das kann natürlich passieren, da eine Ein-
bettung keine Aussagen über Norden und Süden treffen kann. Die Rotation der Einbettung
ist bei jeder Anwendung des Algorithmus zufällig.
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Abbildung 3.6: Vergleich zwischen einer Einbettung mit MDS (a) und T-SNE (b) angewendet auf das Daten-
set für phonetische Eigenschaften aller Laute im MRhSA.
4C L U S T E R A N A L Y S E A U F D E M D AT E N S E T D E S M R H S A
Dieses Kapitel umfasst den Hauptteil der Arbeit, die Clusteranalyse auf dem
durch die phonOntology generierten Datenset zum MRhSA. Dabei werden
die in Kapitel 3 vorgestellten Algorithmen auf das Datenset angewendet.
Die Clusteranalyse ist in verschiedene Experimente unterteilt, die jeweils die
Daten unter Berücksichtigung eines historischen Lautsystems untersuchen.
Das Ergebnis dieser Experimente sind Karten, die die berechneten Cluster in
einen räumlichen Kontext setzen und mit den in Abschnitt 2.5 vorgestellten
historischen Grenzen vergleichen. Zudem wird analysiert, welche Features
für das Zustandekommen der Cluster verantwortlich sind und wie stabil die-
se Cluster sind. Als „gut” befundene Clusterings können dann als Modell für
die Sprachregion oder für einen ausgewählten Aspekt dieser Sprachregion
dienen. Alle Clusteranalysen in diesem Kapitel basieren auf den Daten zur äl-
teren Generation (Datenserie 1). Ein Vergleich mit der jüngeren Generation
findet in Kapitel 5 statt.
4.1 e x p e r i m e n t e
Die Clusteranalyse zum MRhSA ist in Experimente unterteilt. Ein Experi-
ment umfasst die Generierung eines Datensets unter bestimmten Auswahl-
kriterien (historische Lautklassen) aus dem TripleStore, die Anwendung ver-
schiedener Clusteralgorithmen auf dieses Datenset, die Erzeugung passen-
der Metriken, die bei der Bewertung der Clusteranalyse hilfreich sein kön-
nen und schließlich eine Visualisierung der Ergebnisse und Metriken in Form
von Diagrammen und Karten. Dies geschieht mithilfe eines in Python140 ent-
wickelten Frameworks, das sehr stark auf einer Funktionsbibliothek für das
maschinelle Lernen skLearn141 (vgl. Pedregosa u. a. 2011) basiert. Diese Bi-
bliothek baut wiederum auf dem Goldstandard für numerische Berechnun-
gen in Python auf – NumPy142. Für eine einfache Bedienung gibt es eine
Weboberfläche, entwickelt mit dem React-Framework143, welches in eine
Webanwendung eingebettet ist. Über diese Oberfläche kann ein Experiment
erzeugt werden. Experimente werden in einer Datenbank persistent gespei-
chert. Die Visualisierung der Experimente erfolgt zur Laufzeit, da das Ab-
speichern sämtlicher Grafiken viel Platz in Anspruch nimmt. Die Experi-
mente lassen sich entweder direkt als eine PDF-Datei oder verteilt auf ein-
zelne PDF-Dateien in einem ZIP-Ordner herunterladen. In diesem ZIP-Order
befindet sich außerdem eine automatisch generierte Beschreibung des Expe-
riments mit einer Auflistung der SPARQL-Anfrage, durch die das Datenset
generiert wurde und die darauf angewendeten Algorithmen. Das vektori-
sierte Datenset liegt einmal in unveränderter und einmal in skalierter Form
140 <https://www.python.org>, abgerufen 24.01.2018.
141 <http://scikit-learn.org>, abgerufen 24.01.2018.
142 >http://www.numpy.org>, abgerufen 24.01.2018.
143 <https://reactjs.org>, abgerufen 24.01.2018.
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als CSV-Datei bei. Die Ergebnisse des Clusterings sind mit Ortsinformatio-
nen versehen, die einen einfachen Import in Geoinformationssysteme, wie
zum Beispiel das REDE SprachGIS erlauben. Natürlich kann man auch auf
alle Funktionen direkt über Python-Skripte zugreifen, um zum Beispiel wei-
tere Analysen vorzunehmen, die für eine Webanwendung zu viel Zeit in
Anspruch nehmen oder zu komplex für eine einfache Parametrierung via
Weboberfläche sind.
Die in der Clusteranalyse betrachteten Experimente sind unterteilt nach
den historischen Lautklassifikationen und untersuchen, wenn nicht anders
erwähnt, alle durch die phonOntology inferierten Lauteigenschaften. Die in
dieser Arbeit beschriebenen Experimente unterteilen sich in die folgenden:
a l l e : Alle erfassten Observationen.
l a n g vo k a l e : Alle erfassten Observationen in Karten, die sich mit Phä-
nomenen zu den historischen mittelhochdeutschen Langvokalen be-
fassen.
k u r z vo k a l e : Alle erfassten Observationen in Karten, die sich mit Phä-
nomenen zu den historischen mittelhochdeutschen Kurzvokalen be-
fassen.
ko n s o n a n t e n : Alle erfassten Observationen in Karten, die sich mit Phä-
nomenen zu den historischen westgermanischen Konsonanten befas-
sen.
Die verwendeten Algorithmen zum Clustering sind mit eindeutigen Kennun-
gen versehen. Der Aufbau einer Kennung ist:
[Kurzname des Algorithmus][Clusteranzahl k]
So steht GMM3 für das Gaussian Mixture Modell mit drei Clustern, KME-
ANS2 für ein Zweierclustering mit K-Means und WARD5 für ein agglome-
ratives Clustering mit der Ward-Linkage und fünf Clustern. Für alle Experi-
mente wurden Clusterings mit den drei Algorithmen und einem k von 2 bis 5
durchgeführt. Das bedeutet, jedes Experiment beinhaltet 12 Clusterings mit
dazugehörigen Metriken. Da eine vollständige Auflistung aller Modelle viel
Platz in Anspruch nimmt, werden im Folgenden nur ausgewählte Cluster-
analysen gezeigt. Das Webinterface erlaubt eine beliebige Kombination von
historischen Klassifikationen und ein k zwischen 2 und 20 für die drei Al-
gorithmen sowie eine Einschränkung auf die phonetischen Klassen Vokale,
Monophthonge, Diphthonge, Konsonanten oder alle Laute. Dies erlaubt die
Generierung sehr vieler Experimente. Diese Arbeit beschränkt sich aber auf
die oben erwähnten Hauptexperimente.
Die Clusteranalysen sollen eine räumliche Einteilung des Untersuchungs-
gebiets liefern, die ausschließlich auf den mittels der phonOntology anno-
tierten Daten basiert. Dazu gilt es, ein geeignetes k zu finden, das nicht nur
eine räumlich sinnvolle Einteilung liefert, sondern auch über ausreichend
Stabilität verfügt, um als ein gültiges Clustering akzeptiert zu werden. Eine
räumlich sinnvolle Einteilung ist eine Einteilung, die, basierend auf der An-
nahme, dass „ähnliche“ Datenpunkte auch „ähnlich“ in der Welt angeordnet
sind, räumlich zusammenhängende Clusterings in einer Karte erzeugt.
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Vorverarbeitung
Das erste Experiment (ALLE) ist eine Analyse aller 773936 inferierten pho-
netischen Lauteigenschaften der Observationen der Datenserie 1. Die Trans-
formation nach dem One-Hot-Encoding erzeugt ein Datenset mit 47 Dimen-
sionen an 546 Orten. Eine Verteilung der einzelnen Lauteigenschaften auf
das Datenset ist in Abbildung 3.1 auf Seite 68 zu sehen. Die Verteilung der
Laute erlaubt bereits einige grobe Aussagen über das Datenset. Wie man er-
kennen kann, gibt es viele Ausreißer in dem Datenset. Die Lauteigenschaften
LateralApproximant und Uvular haben außer den Ausreißern kein erkenn-
bares Datenspektrum. Unround hat viele Ausreißer in die negative Richtung
und Round in die entgegengesetzte Richtung. Ein genauer Blick auf die La-
teralApproximant-Eigenschaft zeigt einen Ausreißer in negativer Richtung
und der Median von Uvular ist leicht ins Negative verschoben. Dies lässt
vermuten, dass LateralApproximant weitestgehend gleichverteilt über alle
Orte ist und Uvular nur an ausgewählten Orten (weniger als der Hälfte des
Untersuchungsgebietes) auftritt. Ein Blick in die Datenbank bestätigt diese
Vermutung. Der LateralApproximant tritt an allen 546 Orten des Untersu-
chungsgebietes auf, Uvular an 187144.
Daraus kann man schließen, dass der LateralApproximant keine beson-
dere Bedeutung für irgendeinen Sprachraum im Untersuchungsgebiet hat,
wohingegen das Auftreten des Uvular durchaus Einfluss auf einen Raum ha-
ben kann, da die Verteilung auf ein paar Orte mit hoher Uvular-Frequenz
schließen lässt. Der Round–Unround-Gegensatz bei den jeweiligen Ausrei-
ßern lässt auch ein Gebiet vermuten, das durch diesen Gegensatz geprägt
wird145.
Eine genauere Beziehung zwischen den Lauteigenschaften zeigt die Kor-
relationsmatrix in Abbildung 4.1. Da sich ein Laut aus mehreren Lauteigen-
schaften zusammensetzt, ist eine positive Korrelation zwischen den lautde-
finierenden Eigenschaften zu erwarten. So sind LoweredClose und NearFront
zwei der Haupteigenschaften zur Erzeugung eines [ɪ]-Lautes und haben, wie
zu erwarten, eine hohe Korrelation. Auch ist zu beachten, dass Eigenschaf-
ten, die zur Erzeugung vieler Laute beitragen, eine Korrelation nahe 0 mit
Eigenschaften haben können, wenn der dadurch erzeugte Laut selbst nur ei-
ne geringe Varianz besitzt. So wird das [l]-Phon durch LateralApproximant,
Alveolar und Voiced beschrieben, man sieht aber eine leicht negative Korre-
lation zwischen LateralApproximant und Alveolar. Aus den Beobachtungen
zu Abbildung 3.1 weiß man bereits, dass LateralApproximant gleichmäßig
verteilt ist und nur eine geringe Varianz hat. Die Varianz von Alveolar ist
aber deutlich größer, deswegen ist die Korrelation zwischen den beiden Ei-
genschaften gering. Solche Beziehungen helfen beim Identifizieren von Ei-
144 Der Median ist der mittlere Wert einer sortierten Auflistung der Anzahl der skalierten Aus-
prägungen. Daraus folgt, wenn mehr als die Hälfte einer Ausprägungen 0 sind, der Median
0 ist.
145 Es ist zu beachten, dass diese beiden Eigenschaften unabhängig voneinander modelliert sind
und sich nicht notwendigerweise gegensätzlich verhalten müssen, obwohl es der Name na-
helegt.



































































































































































































































Abbildung 4.1: Die Korrelationsmatrix für alle Lauteigenschaften. Rot eingefärbte Felder bedeuten eine ho-
he Korrelation, Blau eingefärbte eine negative Korrelation (Antikorrelation). Die Korrelation
ist zwischen 1 (vollständige Korrelation) über 0 (keine Korrelation) bis -1 (vollständige Anti-
korrelation) normiert.
genschaften, die Einfluss auf die Form des Datensets haben. Interessant ist
besonders das Zusammenspiel von Eigenschaften, zwischen denen zunächst
kein direkter Zusammenhang im Sinne einer Lauterzeugung besteht. Ein sol-
ches Zusammenspiel kann auf Sprachraumstrukturen hinweisen. Die Ton-
akzente, denotiert durch TA1 und TA2, zeigen eine starke Antikorrelation
mit der Short-Eigenschaft. Velar und Bilabial korrelieren, zeigen aber deut-
liche Antikorrelationen mit Approximant, Labiodental, Nasal und den Ton-
akzenten. Da die Tonakzentgrenze bereits bekannt ist und die Tonakzente
nicht direkt aus dem IPA-Vokabular inferiert wurden, sondern als zusätzli-
che Eigenschaften dem Datenset hinzugefügt wurden, kann man durch eine
Korrelation mit den Tonakzenten schließen, in welchem Sprachraum Eigen-
schaften häufiger oder weniger oft auftreten. Die hoch korrelierten Eigen-
schaften sollten im Gebiet des Moselfränkischen eine höhere Frequenz
haben, die Antikorrelierten im Bereich des Rheinfränkischen. Auffällig
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ist, dass die Eigenschaft Plosive mit den Tonakzenten antikorreliert, obwohl
man durch die dat/das-Isoglosse eine umgekehrte Beziehung erwarten könn-
te. Die Alveolar-Eigenschaft korreliert allerdings mit den Tonakzenten. Da
diese eine Eigenschaft zur Erzeugung des [t]-Lauts ist, kann angenommen
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Abbildung 4.2: Anteile der Varianz der ursprünglichen Dimensionen auf die Varianz der neuen, reduzier-
ten Dimensionen nach einer Hauptkomponentenanalyse. Hohe positive (rot) oder negative
(blau) Werte zeigen einen hohen Einfluss. Die X-Achse zeigt die erklärte Varianz in Prozent,
gerundet auf eine Nachkommastelle.
Die Hauptkomponentenanalyse ist Teil der Vorverarbeitung des Daten-
sets. Dadurch werden die ursprünglich 47 Dimensionen auf 28 reduziert. Die-
se neuen Dimensionen bilden immer noch 99% der Varianz im Datenset ab.
Diese Transformation erlaubt außerdem einen Einblick in die Bedeutung der
einzelnen ursprünglichen Dimensionen. So kann man den Anteil der durch
die neuen Dimensionen erklärten Varianz der alten Dimensionen in einer
Matrixform darstellen. Man sieht in Abbildung 4.2, dass die erste Dimension
des neuen Vektors von vielen verschiedenen Eigenschaften beeinflusst wird.
Bei den hinteren Dimensionen dominieren häufig wenige Eingenschaften,
aber dafür um so stärker. Den Haupteinfluss auf die erste Dimension haben
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die Tonakzente, außerdem Bilabial und Velar für die konsonantischen und
Short, Close und NearBack für die vokalischen Eigenschaften.
Mithilfe der Hauptkomponentenanalyse ist es möglich, eine erste Über-
sichtskarte für das Untersuchungsgebiet zu erstellen. Farberzeugung am Com-
puter erfolgt für gewöhnlich über drei Komponenten, so erzeugt zum Bei-
spiel das RGB-Modell Farben aus einer Mischung aus Rot, Grün und Blau
Anteilen, das HSV-Modell nimmt einen Farbton (Hue), eine Sättigung (Satu-
ration) und einen Helligkeitswert (Value) zur Farbgenerierung. Man kann
also aus den ersten drei Dimensionen des transformierten Datensets einen
Farbwert generieren, der einen Datenpunkt repräsentiert. So werden diese
Dimensionen auf ein kontinuierliches Farbspektrum abgebildet und es lässt
sich über den Farbwert eine Ähnlichkeit zwischen den Datenpunkten (den
Orten) visualisieren. Dabei ist zu beachten, dass die ersten drei Dimensionen
nur ungefähr 60% der Streuung des ursprünglichen Datenset erklären.

















Abbildung 4.3: Übersicht über die Region des MRhSA. Einfärbung der Orte erfolgt basierend auf den ersten
drei Dimensionen des PCA-transformierten Datensets für alle Lauteigenschaften und dem
HSV-Farbmodell. Dabei sind Sättigung und Helligkeit mindestens 0.5.
Abbildung 4.3 stellt eine derartige Visualisierung dar. Man sieht deut-
lich eine Trennung zwischen einem lila-rot dominierten Bereich im Rhein-
fränkischen und einem grün-braun dominierten Bereich im Moselfrän-
kischen. Die Grenze läuft entlang der Tonakzentgrenze und der dat/das-
Isoglosse. Auffällig ist auch der eher türkisfarbende Bereich zwischen der
Korb/Korf -Isoglosse und der Tonakzentgrenze. Diese Visualisierung stützt
die Behauptung der Zweiteilung des Untersuchungsgebietes in die beiden
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Hauptsprachräume entlang der Tonakzent- beziehungsweise der dat/das-Gren-
ze und des Vorhandenseins eines Übergangsgebietes entlang dieser Grenzen.
Im Moselfränkischen kann der türkisfarbende Bereich als das Übergangs-
gebiet interpretiert werden, im Rheinfränkischen der blaue Bereich, der
zudem noch eine Häufung im Saarland hat.
Clusteranalyse
Box 4.2.1 Bezeichnung der Cluster
Die Bezeichnung der einzelnen Cluster erfolgt einfach über eine Zahl
n (n ∈ {0...k − 1} mit k = Anzahl der Cluster). Die spezifischen Clus-
ter werden als n-Cluster bezeichnet; also 1-Cluster für das Cluster mit
dem Label 1. Für gewöhnlich erfolgt die Benennung der Cluster von
Norden nach Süden. Die Benennung der Cluster ist immer algorithmus-
spezifisch. Ein 0-Cluster aus einem GMM3 ist nicht dasselbe wie ein
0-Cluster aus einem WARD3. Auch wenn die Cluster häufig mit den in
Abschnitt 2.5 vorgestellten Regionen übereinstimmen, ist eine Zuord-
nung eines Clusters zu einem Sprachraum bereits eine Interpretation.
Ausgehend von der Karte in Abbildung 4.3 bietet sich als erste Untersuchung
ein Zweiercluster an. Abbildung 4.4a zeigt ein Clustering nach KMEANS2.
Man sieht im Bereich nördlich der Entrundungsgrenze und im südlichen
Grenzgebiet zwischen der Tonakzent- und der dat/das-Grenze eine Häufung
von Orten mit negativen Silhouetten. Dies lässt vermuten, dass ein Zweier-
clustering nicht eine optimale Einteilung der Sprachregion ist und man ein
Clustering mit einem größeren k versuchen sollte. Die Hauptgrenzen zwi-
schen dem 0-Cluster und dem 1-Cluster sind die Tonakzent- und die dat/das-
Grenze. Auffällig ist dabei, dass der Grenzverlauf wechselt. Im Norden folgt
die Clustergrenze der Tonakzentgrenze, im Süden der dat/das-Grenze. Der
Wechsel geschieht in der Nähe des Ortes Heimbach (318), das heißt in der-
selben Region, in der die Korb/Korf -Grenze (zu sehen in Abbildung 2.4 auf
Seite 62) einen Knick nach Norden macht.
Im Dreierclustering (Abbildung 4.4b) erscheint im Norden ein neues Clus-
ter. Dieses Cluster koinzidiert mit dem Umlautgebiet nördlich der Ent-
rundungsgrenze. Auch stabilisiert sich die südliche Grenze zwischen dem
1- und dem 2-Cluster. Dieses Clustering erzeugt zudem die wenigsten Orte
mit negativen Silhouetten. Der durchschnittliche Silhouettenkoeffizient ist
mit 0.23 zwar immer noch niedrig relativ zu den Vorschlägen aus der Lite-
ratur, dies ist aber für Datensets, die auf einem hoch heterogenen Spektrum
basieren, nicht notwendigerweise ungewöhnlich146. Insgesamt weisen 14
Orte einen negativen Silhouettenkoeffizienten auf. Der Calinski-Harabasz-
Score ist mit 137.28 am zweithöchsten für alle erstellten Clusterings des
ALLE-Experiments, was auf ein gutes Clustering für dieses Datenset schlie-
ßen lässt. Als Stabilitätsmaß wird eine „Genauigkeit“ von 0.91 angegeben
146 Vergleiche dazu <http://scikit-learn.org/stable/auto_examples/cluster/plot_kmeans_digits.
html>, abgerufen 20.05.2018.
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Abbildung 4.4: KMEANS2 (a) und GMM3 -Clustering (b) für alle phonetischen Eigenschaften. Schwarz um-
randete Orte weisen auf eine negative Silhouette hin.
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und auch der ARI (Adjusted-Rand-Index)147 ist mit 0.80 relativ hoch. Das
1-Cluster ist dabei das instabilste. Das GMM3-Clustering kann als eine sta-
bile Einteilung des Untersuchungsgebietes bezüglich aller erfassten phone-
tischen Eigenschaften gelten.
Das 2-Cluster in Abbildung 4.4b kann damit als Modell für das Rhein-
fränkische dienen, das 0- und 1-Cluster bilden zusammen das Moselfrän-
kische, wobei das 0-Cluster für sich das Umlautegebiet beschreibt. Auch
ein Bootstrapping (siehe Abschnitt A.5, Abbildung A.1a auf Seite 218) zeigt
eine deutliche Trennung zwischen den Clustern, die dem Moselfränki-
schen und dem Rheinfränkischen zugeordnet sind. Allerdings trennen
sich das 0- und 1-Cluster nicht so deutlich, wobei eine Präferenz in Rich-
tung der originalen Labelzuordnung weiterhin sichtbar bleibt.
Nachdem durch das Dreicluster eine Einteilung des Untersuchungsgebiets
erfolgte, das zumindest nach dem Silhouettenkoeffizienten eine gewisse Sta-
bilität aufweist, gilt es zu untersuchen, welche phonetischen Eigenschaften
zur Bildung dieses Clusterings beitragen, wie stabil die Grenzen sind und ob
sich noch signifikante Subcluster in den Sprachräumen finden lassen. Mithil-
fe einer ANOVA148 (vgl. Weir und Cockerham 1984) lässt sich der Einfluss
der einzelnen Dimensionen auf das Modell messen und ein p-Wert für diese
Dimensionen bestimmen. ANOVA basiert auf dem f-test (vgl. Lowry 2014b)
und berechnet den Quotienten des Mittelwerts der Varianz aller Klassen und
der Varianz innerhalb einer Klasse für eine Dimension. Als Nullhypothe-
se wird eine zufällige Verteilung angenommen. Tabelle 4.1 zeigt eine Über-
sicht über die einflussreichsten Dimensionen für ausgewählte Clusterings.
Die Tonakzente sind unabhängig vom gewählten Clustering sehr einfluss-
reich. Auffällig ist, dass bei KMEANS2 Unround als nicht signifikant einge-
stuft wird, obwohl es bei höheren Clustern sehr wichtig ist. Das lässt sich
dadurch erklären, dass der Unround–Round-Gegensatz ein Hauptmerkmal
für das Umlautgebiet, also das 0-Cluster in GMM3, ist. Bei einer ANOVA
auf dem Zweierclustering wird dieses Merkmal als zufällige Störverteilung
im 0-Cluster identifiziert149 und damit als nicht signifikant. Für eine ANOVA
sollten die beobachteten Dimensionen unabhängig und normalverteilt sein,
dies ist in diesem Datenset nicht notwendigerweise gegeben. Die Datenbasis
ist allerdings ausreichend groß, um trotzdem Aussagen mittels einer ANOVA
machen zu können.
Abbildung 4.5 zeigt die Verteilung der vier einflussreichsten Merkmale
nach einer ANOVA. Man sieht, dass die Tonakzente eine Art binäres Merk-
mal sind und in den Clustern, die dem Rheinfränkischen zugeordnet wer-
den, überhaupt nicht auftreten. Eine Übereinstimmung der aus der Daten-
analyse erzeugten Grenze und der eingezeichneten Tonakzentgrenze ist zu
erwarten, da diese auf denselben Daten basieren. Für das Dreierclustering
zeichnet sich zudem der Round-Unround-Gegensatz als entscheidendes Merk-
147 Der ARI und andere Stabilitätskriterien basieren auf einer Selbstcrossvalidierung (siehe Ab-
bildung 3.4) und nicht auf einer Ground Truth. Die Werte sind daher mit Bedacht zu inter-
pretieren.
148 Analysis of variance.
149 Die Algorithmen haben keine Information über die Verteilung der Datenpunkte (Orte) in der
Welt und „sehen“ daher nicht, dass diese Punkte ein räumliches Cluster bilden.
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(b) GMM3
Abbildung 4.5: Räumliche Verteilung der vier einflussreichsten Features für KMEANS2 (a) und GMM3 (b)
zum dem Datenset für alle phonetischen Eigenschaften. Die Werte sind zwischen 0 und 1
normiert.
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Tabelle 4.1: Die zehn höchstsignifikanten (p-value < 0.001) und alle nicht signifikan-
ten (p-value > 0.05) Eigenschaften für verschiedene Clusterings auf dem
Datenset für alle phonetischen Eigenschaften.





































mal für das Umlautgebiet im Norden ab (in dem GMM3-Clustering als 0-
Cluster bezeichnet).
Um das Zustandekommen der Cluster besser zu verstehen, zeigt Abbil-
dung 4.6 die mittlere Featureausprägung pro Cluster nach dem GMM3-
Clustering.
Box 4.2.2 Interpretationshilfe zu den Grafiken der mittleren Fea-
tureausprägung
Grafiken wie Abbildung 4.6 zeigen die mittlere Featureausprägung über
alle gewählten Lautklassen und Cluster. Dabei wird der Mittelwert zu
den einzelnen Features über alle Orte eines Clusters gebildet. Der Wer-
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tebereich liegt also zwischen dem minimalen und maximalen Wert der
skalierten Featureverteilung (zu sehen zum Beispiel in Abbildung 3.1
auf Seite 68). Dabei ist zu beachten, dass ein Wert von 0 der mittleren
Verteilung eines Features entspricht. Negative und positive Werte sind
also als weniger häufige beziehungsweise häufigere Ausprägungen rela-
tiv zu der mittleren Verteilung eines Features zu verstehen. Da die Werte
Mittelwerte sind, wird keine Aussage über die Intraclusterstreuung oder
über die Häufigkeit eines Features getroffen. Cluster sollten sich paar-
weise durch negative oder positive Werte für Features unterscheiden.
Man sieht zum einen deutlich den Round-Unround-Gegensatz in dem 0-
Cluster und die Tonakzente in den dem Moselfränkischen zugeordneten
Clustern. Wie bereits in der Korrelationsmatrix angedeutet, ist der Plosive-
Fricative-Gegensatz relativ zum dat/das-Gegensatz vertauscht. In einer Ag-
gregation über alle untersuchten Lautmerkmale ist die Frequenz der Plo-
sive im 2-Cluster höher als in den anderen. Für den Fricative gilt das Ge-
genteil, wenn auch bei weitem nicht so deutlich. Generell erscheinen das
1- und das 2-Cluster komplementär zueinander. So hat das 2-Cluster eine
hohe Frequenz für Velar und Bilabial, das 1-Cluster eine niedrige. Für das
0-Cluster zeigen sich neben dem Round-Unround Gegensatz als Hauptmerk-
mal noch weitere Herausstellungsmerkmale gegenüber dem 1-Cluster. So
weisen DiphOpenMidBack, Front, Back und Palantal eine hohe Frequenz auf,
wohingegen Open, Central und DiphLoweredNearBack eine eher niedrige Fre-
quenz aufweisen.
Box 4.2.3 Interpretationshilfe zu den Grafiken für die Aufteilung
nach den historischen Lautklassen
Diese Grafiken zeigen den Einfluss der einzelnen Lautklassen auf die
Features zu einem Cluster. Anders als die Grafiken zur mittleren Auftei-
lung sind sie nicht um 0 normiert, sondern skalieren zwischen 0 und 1.
Die linke Spalte zeigt dieselben Informationen wie die Grafik zur mittle-
ren Ausprägung, nur auf einer 0-1-Skala. Die anderen Spalten zeigen die
mittleren Featureausprägungen der entsprechenden historischen Laut-
klassen, aufgeteilt nach den Clustern. Dabei werden die Daten zu je-
der Klasse getrennt auf 0-1 skaliert und anschließend der Mittelwert der
Cluster berechnet. Da die Verteilungen der Features für jede Lautklasse
sehr variieren können, addieren sich die Lautklassen nicht zu den mittle-
ren Features (linke Spalte) auf. Eine Featureausprägung einer Lautklasse
eines Clusters zeigt zunächst nur an, wie sie im Verhältnis zu den ande-
ren Clustern steht. Allerdings lässt sich aus einem Vergleich zwischen
der Ausprägung in einer Lautklasse und der mittleren Gesamtausprä-
gung bewerten, wie sich diese Verteilung zusammensetzt. Zum Beispiel
ist in Abbildung 4.6 im 2-Cluster für wg. t der Plosive mit 0.04 sehr nied-
rig und der Fricative mit 0.72 hoch. Die mittlere Verteilung gibt aber 0.63
und 0.40 respektive an. Im 0- und 1-Cluster sind die Verhältnisse um-
gekehrt. Dies lässt schließen, dass der saliente dat/das-Gegensatz eher
wort- beziehungsweise lautklassengebunden ist.
4.2 u n t e r s u c h u n g a l l e r o b s e r vat i o n e n z u a l l e n l au t e n 94
Es ist noch zu beachten, dass Wortklassen, die Featureausprägungen
von genau 1 haben, wahrscheinlich über ein sehr homogenes oder sehr
geringes Spektrum verfügen. Der Übersicht halber sind Ausprägungen
von genau 0 nicht gesondert markiert und einfach weiß belassen. Des
























































































Abbildung 4.6: Mittlere Verteilung der phonetischen Eigenschaften im Datenset zu allen Lauten nach GMM3-
Clustering. Rot bedeutet eine hohe Frequenz, Blau eine niedrige.
Eine Aufteilung der Lauteigenschaften nach den historischen Klassen150
demonstriert den zu erwartenden Plosive-Fricative-Gegensatz für das histori-
sche wg. t, der durch die dat/das-Isoglosse markiert wird. Abbildung 4.7 zeigt
die Verteilung der einzelnen Klassen auf das historische Westgermanisch.
Neben dem Plosive-Fricative-Gegensatz in wg. t zwischen dem 1-Cluster und
dem 2-Cluster sieht man nun, warum dieses Phänomen bei einer Zusammen-
fassung aller Lautklassen überdeckt wird. In vielen anderen Klassen, zum
Beispiel wg. b, wg. g oder wg. w, sind die Auftrittfrequenzen vertauscht, was
zur Folge hat, dass die Gesamtfrequenz der Plosive im 2-Cluster insgesamt
höher ist als in den anderen Clustern. Ob dies ein generelles Phänomen ist
oder durch einen Bias innerhalb des Datensets zustande kommt, lässt sich
allerdings nicht zweifelsfrei sagen.
150 Aus Gründen der Übersicht werden hier nur die westgermanischen Konsonanten gezeigt.




















































wg. b wg. d wg. f wg. g wg. h wg. j wg. k wg. l wg. m wg. n wg. p wg. r wg. s wg. t wg. þ wg. w
0.05 0.43
0.24 0.02 0.49 0.01 0.64 0.57 0.60 0.47 0.58
0.66 0.31 1.00 0.49
0.14 0.50 0.35 0.02 0.45 0.36 0.01
0.42
0.65 0.58 0.64 0.38 0.07 0.22 0.42 0.39 0.34 0.26




0.58 0.66 0.02 0.34 0.70 0.93 0.49 0.85 0.26 0.33 0.16 0.17 0.42 1.00
0.68 0.32 0.50 0.42
0.32 0.57 0.33 0.03 0.13 0.57 0.70 0.74 0.74 0.26





0.47 0.18 0.24 0.50 0.36 0.40 0.47
0.38 0.13 0.50 0.36 0.16 0.50 0.27 0.49 0.11 0.74 0.33 0.52 0.56 0.21 0.48 0.01




















































wg. b wg. d wg. f wg. g wg. h wg. j wg. k wg. l wg. m wg. n wg. p wg. r wg. s wg. t wg. þ wg. w
0.07 0.60
0.50 0.08 0.02 0.50 0.12 0.63 0.45 0.58 0.55 0.68
0.45 0.57 1.00 0.24
0.30 0.56 0.64 0.32 0.06 0.23
0.54
0.53 0.57 0.49 0.43 0.18 0.34 0.61 0.41 0.38 0.54




0.54 0.47 0.05 0.52 0.61 0.82 0.49 0.38 0.32 0.23 0.33 0.03 0.02 0.43 0.63
0.38 0.23 0.50 0.16
0.48 0.53 0.36 0.12 0.19 0.01 0.44 0.60 0.66 0.58 0.15
0.33 0.32 0.18 0.51 0.32
0.05
0.49
0.33 0.02 0.43 0.08 0.10 0.33
0.01 0.12 0.00 0.02
0.07 0.02 0.27 0.32 0.01 0.52 0.06 0.18 0.07
0.46 0.30 0.51 0.30 0.29 0.50 0.52 0.50 0.48 0.65 0.51 0.43 0.40 0.39 0.49 0.24




















































wg. b wg. d wg. f wg. g wg. h wg. j wg. k wg. l wg. m wg. n wg. p wg. r wg. s wg. t wg. þ wg. w
0.06 0.91
0.75 0.50 0.00 0.37 0.44 0.28 0.36 0.52
0.30 0.09 1.00
0.75 0.41 0.83 0.41 0.40 0.41
0.62
0.27 0.65 0.33 0.62 0.02 0.20 0.60 0.36 0.72 0.11
0.00 0.46 0.01 0.41





0.21 0.13 0.05 0.46 0.27 0.96 0.54 0.25 0.60 0.40 0.40 0.65 0.79
0.01
0.33 0.25 0.50 0.23 0.03
0.93 0.71 0.23 0.38 0.65 0.02 0.77 0.68 0.04 0.35 0.50
0.11 0.13 0.01 0.21 0.62 0.00
0.41
0.58
0.43 0.32 0.06 0.05 0.55
0.05
0.02 0.02 0.00 0.02
0.60 0.48 0.76 0.02 0.77 0.00 0.01
0.63 0.53 0.29 0.30 0.14 0.51 0.69 0.50 0.58 0.35 0.67 0.32 0.13 0.43 0.43 0.12
0.59 1.00 0.58 0.39 0.75 0.02 0.22 0.44 0.57 0.43 0.35 0.99
0.0 0.2 0.4 0.6 0.8 1.0
Abbildung 4.7: Ausprägungsverteilung der Cluster nach den einzelnen Lautklassen des Westgermanischen
zu GMM3 des ALLE-Experiments.
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Tonakzente
















Abbildung 4.8: GMM3-Clustering auf allen phonetischen Eigenschaften ohne Berücksichtigung der Tonak-
zente.
Die ANOVA bewertet die Tonakzente als sehr einflussreich für das Zu-
standekommen der Cluster. Da die Tonakzente (TA1 und TA2 zusammen)
eine streng binäre Trennung des untersuchten Raumes vornehmen und aus-
schließlich im Bereich des Moselfränkischen auftreten, ist es zu erwarten,
dass sie einen großen Einfluss auf die Form der Cluster haben. Deswegen gilt
es zu untersuchen, ob nicht die Tonakzente als Features im Datenset einen zu
großen Einfluss auf die Clustererzeugung haben. Dazu wird das Experiment
wiederholt, nur dass die Tonakzente herausgefiltert werden.
Ein GMM3-Clustering ohne Berücksichtigung der Tonakzente ist in Ab-
bildung 4.8 zu sehen. Man erkennt, dass die Form der Cluster weitestgehend
beibehalten wird. Es gibt kaum Änderungen an den Labelzuordnungen. Ins-
gesamt wechseln nur vier Orte das Label. Lauterbach (506), Püttlingen (462)
und Oberheimbach (136) wechseln vom 2-Cluster ins 1-Cluster und Bosen
(338) umgekehrt. Der ARI ist mit 0.97 sehr hoch. Der Silhouettenkoeffizient
bleibt mit 0.23 unverändert und der Calinski-Harabasz-Wert sinkt mit 133.25
leicht ab. An die Stelle der wichtigsten Merkmale rücken Round und Unround
auf, weiter gefolgt von Velar und Plosive. Da die Tonakzente nicht unabhän-
gig existieren, sondern auch weitere Lauteigenschaften beeinflussen, sind
natürlich Beeinflussungen durch Tonakzenteigenschaften weiterhin in den
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Daten vorhanden. Sie sind nur weniger explizit. So antikorrelieren die Ton-
akzente mit Short, und diese Eigenschaft hat im 2-Cluster Gebiet eine hohe
Frequenz. Die Tonakzente als eigenständige Features können somit als sta-
bilisierender Faktor angesehen werden, haben als direkte Features aber kei-
nen raumbildverändernden Einfluss auf die Form der Cluster bei GMM3 im
ALLE-Experiment.
Höhere Clusterings
Im Dreiercluster folgen die Clustergrenzen des 1- und 2-Clusters der dat/das-
Isoglosse und der Tonakzentgrenze. Das Umlautgebiet im Norden korre-
liert fast eins zu eins mit dem 0-Cluster. Dies liefert eine gute Einteilung der
Region in zwei Hauptregionen, wobei die Hauptregion, die sich mit dem Mo-
selfränkischen überlappt, noch über eine signifikante Unterregion verfügt.
Erhöht man die Clusteranzahl auf fünf, erscheinen weitere Unterregionen.
In Abbildung 4.9 werden zwei neue Unteregionen hervorgehoben. Im Ge-
biet des Rheinfränkischen erscheint am südlichen Rand ein neues Cluster
und im Gebiet des Moselfränkischen bricht ein neues Cluster entlang der
Hauptisoglossen heraus. Die Hauptgrenze mit dem 2-Cluster des Dreierclus-
terings (also das Gebiet des Rheinfränkischen) bleibt bestehen.




















Abbildung 4.9: WARD5 für alle phonetischen Eigenschaften.
Das 4-Cluster markiert den Bereich des südpfälzischen Reliktgebietes,
wenn auch nicht in völliger Übereinstimmung mit den historischen Struktu-
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ren im MRhSA. Das 2-Cluster spannt sich hauptsächlich zwischen der Ton-
akzentgrenze und der Korb/Korf -Grenze auf, reicht allerdings im südlichen
Bereich weiter an die Tonaktengrenze heran. Das kleine Gebiet im Süden
zwischen der Tonakzentgrenze und der dat/das-Grenze teilt sich in 2-Cluster
und 1-Cluster. Man sieht jedoch deutlich mehr Orte mit negativen Silhouet-
ten. Insgesamt ist die Stabilität dieses Clusterings deutlich geringer als das
Dreierclustering. So beträgt der Silhouettenkoeffizient nur noch 0.12 und
auch der Calinski–Harabasz-Wert ist mit 82.49 weit geringer als bei GMM3.
Eine genaue Betrachtung der Silhouetten zeigt, dass die Silhouetten für das
0-Cluster und das 4-Cluster hoch sind und der niedrige Gesamtwert beson-
ders durch das 1- und 2-Cluster bestimmt wird. Zwischen diesen beiden
Clustern findet keine harte Trennung, wie zum Beispiel zwischen dem 0-
und 1-Cluster, statt. Dies spricht für einen eher kontinuierlichen Übergang
zwischen diesen beiden Regionen. Ein Bootstrapping des Clusterings zeigt
ein ähnliches Ergebnis. Während die 0-, 3- und 4- Labels beim Bootstrapping
(siehe Abschnitt A.5, Abbildung A.1b auf Seite 218) weiterhin sehr dominant
in ihren Clustern sind, verwischt die Grenze zwischen dem 1- und 2-Cluster.
Bemerkungen
In diesem Experiment wurden insgesamt 24 Clusterings erstellt, vorgestellt
wurden allerdings nur drei151. Die vorgestellten Clusterings zeichnen sich
vor allem durch die besten Stabilitätsmetriken für das gewählte k und ein
homogenes räumliches Gesamtbild aus. In den meisten Fällen unterschei-
den sich die Clusterstrategien nur in einzelnen Orten beziehungsweise in
der Anzahl der Orte mit negativem Silhouettenkoeffizient. Es gibt zwei Aus-
nahmen: zum einen KMEANS3, bei dem sich kein Cluster, das mit dem Um-
lautgebiet koinzidiert, herausbildet, sondern das 0-Cluster noch Teile der
Westeifel abdeckt und das GMM5, bei dem sich ein Cluster um die Tonakzent-
grenze herum bildet. Dieses Cluster ähnelt von der Ausdehnung dem Über-
gangsgebiet in der Wiesingereinteilung (siehe Abbildung 2.3), allerdings be-
steht es fast ausschließlich aus Orten mit negativen Silhouetten (siehe Ab-
schnitt A.5, Abbildung A.2 auf Seite 219). Es hat sich zudem gezeigt, dass,
obwohl die Tonakzente als sehr wichtige Eigenschaft bewertet wurden, sie
nicht direkt ausschlaggebend für die Form der Cluster sind und sich zumin-
dest das Dreierclustering auch ohne die Tonakzente rekonstruieren lässt. Als
Hauptgrenze wird, basierend auf dem GMM3 Clustering, eine Mischung aus
der Tonakzentgrenze im nördlichen Abschnitt und der dat/das-Isoglosse im
südlichen Abschnitt angenommen.
151 Vier, wenn man den Vergleich mit dem tonakzentlosen Clustering einbezieht.
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4.3 u n t e r s u c h u n g d e r o b s e r vat i o n e n z u d e n l au t e n d e r
h i s to r i s c h e n k l a s s e d e r m i t t e l h o c h d e u t s c h e n l a n g -
vo k a l e
Vorverarbeitung
Das zweite Experiment (LANG) untersucht die inferierten Eigenschaften zu
den Beobachtungen der historischen Langvokale des Mittelhochdeutschen.
Insgesamt umfasst dies 147161 Observationen, die wiederum in ein (546, 47)-





















































































































Abbildung 4.10: Verteilung der phonetischen Eigenschaften zu den Observationen der historischen Langvo-
kale des Mittelhochdeutschen.
Bei den historischen Langvokalen treten nicht alle Lauteigenschaften auf,
es wird aber zunächst ein vollständiges Datenset konstruiert, damit eine
Kompatibilität der Datensets untereinander gewährleistet ist. Dies erlaubt
mit gewissen Einschränkungen Matrizenoperationen auf den Datensets der
Experimente. Dadurch, dass alle Datensets dieselben Dimensionen und die-
selbe Anordnung haben, können nicht überlappende Datensets addiert wer-
den und Teildatensets von einem umfassenderen Datenset, wie zum Beispiel
das LANG-Datenset von dem vollständigen ALLE-Datenset, subtrahiert wer-
den. Da das Clustering auf einem dimensionsreduzierten Datenset zum Ein-
satz kommt, spielen die „leeren“ Dimensionen bei der Weiterverarbeitung
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keine Rolle. Auch sind bei den Visualisierungen nur Dimensionen darge-
stellt, die auch tatsächlich Informationen enthalten.
Da die Langvokale nur eine Teilmenge aller Vokale sind, kann die Vertei-
lung eine andere als die Verteilung aller Lauteigenschaften (siehe Seite 68)
sein. Abbildung 4.10 zeigt die Verteilung reduziert auf die historischen Lang-
vokale. Auffällig sind die vielen Ausreißer bei Long in beide Richtungen, aber
nur in positiver Richtung bei Short. Das lässt auf zwei Gebiete schließen.
Zum einen ein Gebiet, in dem Long ein zusätzliches Merkmal ist und zum
anderen ein Gebiet, in dem Long durch Short ersetzt wird. Der Gegensatz bei
den Ausreißern zu Round und Unround ist bei den Langvokalen nicht mehr
so deutlich ausgeprägt wie bei dem Datenset über alle Laute. Tatsächlich
haben beide Eigenschaften viele positive Ausreißer. Auffällig ist auch das
Vorkommen der konsonantischen Eigenschaft Nasal. Auch hier kann man
bereits ein räumlich begrenztes Vorkommen inferieren, da der Medianbal-
ken nicht erkennbar ist. Die Eigenschaft kommt damit an weniger als der













































































































































Abbildung 4.11: Korrelationsmatrix zu den Lauteigenschaften der historischen Langvokale des Mittelhoch-
deutschen.
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Die Korrelationsmatrix in Abbildung 4.11 zeigt ein paar Besonderheiten
des Langvokaldatensets auf. Auffällig ist die starke Antikorrelation zwischen
Front und NearFront und zwischen CloseMid und LoweredClose, wenn auch
in etwas abgeschwächter Form. Diese beiden Zusammenhänge lassen auf
die /e/-/ɪ/-Reihenvertauschung schließen, die Schmidt (2015) beschreibt. Die-
se Reihenvertauschung ist in der Wenkerkarte „weh“ (WA:113)152 durch die
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Abbildung 4.12: Anteile der erklärten Varianz der ursprünglichen Dimensionen des Langvokaldatensets auf
die Varianz der neuen, reduzierten Dimensionen nach einer Hauptkomponentenanalyse.
Der Round-Unround-Gegensatz ist nicht mehr so deutlich wie in der Kor-
relationsmatrix zu dem ALLE-Datenset (siehe Seite 85). Dies lässt vermuten,
dass dieses Phänomen stärker durch die historischen Kurzvokale bestimmt
wird. Die hohe Korrelation zwischen NearFront und NearBack lässt darauf
schließen, dass [ɪ]- und [ʊ]-Laute in demselben Gebiet auftreten. Die Eigen-
schaft Short korreliert auch mit LoweredClose und NearFront, wohingegen
Long eher mit den Eigenschaften zu [e] korreliert. Dadurch kann das Gebiet,
in dem Short häufiger auftritt, im [ɪ]-Gebiet verortet werden. Die Antikor-
relation der Tonakzente mit CloseMid und Front lässt vermuten, dass das
[e]-Gebiet eher im Rheinfränkischen und das [ɪ]-Gebiet eher im Mosel-
fränkischen zu finden ist.
152 <https://www.regionalsprache.de/SprachGis/RasterMap/wa/113>, abgerufen 29.01.2018.
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Eine PCA reduziert das Datenset von den ursprünglich 47 Dimensionen
auf 17, wobei die erste und zweite Dimension 31% respektive 16% erklären.
Die einflussreichsten Eigenschaften sind wenig überraschend. Dies sind zum
einen wieder die Tonakzente, die Eigenschaften des Lautes [e], die negativ
gewichtet sind und die Eigenschaften des Lautes [ɪ], die positiv gewichtet
sind. Eine komplette Übersicht ist in Abbildung 4.12 gegeben.

















Abbildung 4.13: Räumliche Visualisierung des Langvokaldatensets durch die ersten drei Dimensionen einer
PCA, eingefärbt nach dem HSV Farbmodell.
Abbildung 4.13 präsentiert eine Visualisierung der ersten drei Dimensio-
nen des PCA-transformierten Datensets im Raum. Es zeigt sich eine erste
Strukturierung der Observationen zu den historischen Langvokalen des Mit-
telhochdeutschen. Man sieht deutlich den Farbwechsel von blau zu grün ent-
lang der wih/weh-Grenze und von dort einen Verlauf ins rötlich-grüne im Be-
reich des Rheinfränkischen. Auffällig sind die drei dunkelblauen Ausrei-
ßer im Süden, namentlich die Orte Eschringen (501), Kleinblittersdorf (513)
und Habkirchen (520). Auch gibt es im Nordwesten ein Gebiet, welches eher
rot-violett als blau erscheint.
Clusteranalyse
Das Zweierclustering nach KMEANS2 ist in Abbildung 4.14 dargestellt. Man
sieht deutlich eine Zweiteilung entlang der wih/weh-Grenze. Neben verein-
zelten Ausreißern, wie die Orte Bleckhausen (97) und Niederkail (151) für
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Abbildung 4.14: Clustering der Eigenschaften der historischen Langvokale des Mittelhochdeutschen nach
KMEANS2.
das 1-Cluster oder Lauschied (263) und Heidenburg (235) für das 0-Cluster,
gibt es zwei auffällige Gebiete. Zum einen ein Gebiet südlich der wih/weh-
Isoglosse im Westen des Untersuchungsgebietes um den Ort Bethingen (392)
und im Süden das bereits erwähnte Ausreißergebiet um Eschringen (501).
Dieses Clustering kann als sehr stabil angesehen werden. Insgesamt gibt
es neun Orte mit negativen Silhouetten und der mittlere Silhouettenkoef-
fizient beträgt 0.37. Der Calinski-Harabasz-Wert ist 337.56, was nicht nur
der höchste Wert in diesem Experiment ist, sondern auch deutlich höher als
die Werte für andere Clusterings. Es ist zu beachten, dass ein direkter Ver-
gleich, ob ein Clustering „besser“ oder „schlechter“ ist, anhand des Calinski-
Harabasz-Wertes zwischen verschiedenen Experimenten nur bedingt aussa-
gekräftig ist. Da aber alle Experimente auf eine ähnliche Datengrundlage zu-
greifen, kann der Wert als Indikator gesehen werden, wie stabil die Cluster
relativ zueinander sind. Der Adjusted-Rand-Index lässt mit einem Wert von
0.98 auch auf ein sehr stabiles Cluster schließen. Ein Bootstrapping (ohne Ab-
bildung) ist so stabil, dass so gut wie alle Orte (98%) zu 100% ausschließlich
ihrem Cluster zugewiesen werden153. Insgesamt kann daraus geschlossen
werden, dass sich diese beiden Cluster deutlich unterscheiden.
153 Es ist zu beachten, dass dies bei einem k von 2 und ausreichend großen Clustern nicht unge-
wöhnlich sein muss, insbesondere wenn sich diese Cluster klar unterscheiden. Bootstrapping
auf höheren Clusterings sollte mehr Varianz aufweisen.
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Abbildung 4.15: Räumliche Verteilung der vier einflussreichsten Features für KMEANS2 zu dem Datenset
zu den historischen Langvokalen.
Abbildung 4.15 und die Spalte KMEANS2 in Tabelle 4.2 zeigen die Bedeu-
tung der einzelnen phonetischen Eigenschaften für dieses Clustering. In den
Karten sieht man, dass die Features die für die Erzeugung von [ɪ]- und [ʊ]-
Lauten im Gebiet nördlich der wih/weh-Grenze deutlich häufiger sind als im
Süden, wohingegen die Features des [e]-Lautes (hier nur CloseMid darge-
stellt) im Süden deutlich frequenter sind. Dies liefert einen Hinweis auf die
Vertauschung der Langvokalreihen von /e/ ~ /o/ zu /ɪ/ ~ /ʊ/ im nördlichen
Moselfränkischen, da die für die entsprechenden Laute verantwortlichen
Eigenschaften als statistisch höchst signifikant für das Zustandekommen der
Clusterings bewertet werden, welche sich entlang der historischen wih/weh-
Isoglosse trennen.
Abbildung 4.16 dokumentiert die Aufteilung der Laute nach den einzelnen
Lautklassen. Hier zeigt sich deutlich die Reihenvertauschung in mhd. ê und
mhd. ô. Im 0-Cluster dominieren stark die [ɪ] und [ʊ] erzeugenden Eigen-
schaften, während im 1-Cluster die Eigenschaften von [e] und [o] deutlich
häufiger vorkommen. Für das 0-Cluster ist auffällig, dass sowohl NearBack
als auch NearFront bei mhd. ô sehr dominant sind, was auf eine Teilung der
Ausprägung der Lautklasse in [ɪ] und [ʊ] schließen lässt. Die Ausprägungen
zu mhd. œ sind ähnlich wie die zu mhd. ê. Mhd. æ ist auch ähnlich zu mhd.
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ê, weist aber zusätzlich noch die Eigenschaften von [e] auf. Im 1-Cluster fal-
len auch die Eigenschaften zu mhd ê, mhd. æ und mhd. œ als [e] zusammen.
Mhd. î und mhd. iu fallen im 1-Cluster als [a̠͡ɪ]-Diphthong zusammen, wäh-
rend im 0-Cluster mhd. î eher als [ɛ͡ɪ]-Diphthong vorkommt und mhd. iu
eine deutlich breitere Varianz an Ausprägungen hat. Beide Cluster haben ei-
ne merkliche Ausprägung der Eigenschaft Long, das 0-Cluster hat zusätzlich
noch Short als erhöhte Eigenschaftsausprägung, was auf Subregionen mit
Short als prägendem Merkmal hinweist.
Ein genaues Betrachten dieser Abbildung erklärt auch die Zuordnung des
Ausreißergebietes um Eschringen (501) zu dem 0-Cluster. In der historischen
Lautklasse mhd. iu sind auch die Eigenschaften LoweredClose und NearFront
etwas stärker ausgeprägt. Die Lautklasse mhd. iu enthält Wörter, wie „Feu-
er“, „Leute“ oder „heute“, also Laute, die im Standarddeutschen mit einem
[ɛ͡ʊ]-Diphthong realisiert werden. Ein Blick in historische Sprachkarten, wie
zum Beispiel die Wenkerkarte zu „Feuer“ (WA:77)154, zeigt das Gebiet um
Eschringen (501) als Teil eines Gebietes, in dem die Diphthongierung nicht
stattgefunden hat und mhd. iu mit einem /ɪ/ realisiert wurde. Sprachhisto-
risch gehört dieses Gebiet zum Alemannischen. Da das Clustering auf Basis
einer Zusammenfassung der historischen Lautklassen geschieht, wird die-
ses Gebiet mit zu dem 0-Cluster gezählt, da dort dieselben Eigenschaften
vorkommen. Dies stützt die Behauptung, dass der /ɪ/-/e/-Gegensatz entschei-
dend für die Clusterbildung bei einem Zweierclustering ist, da der Algorith-
mus auf eine hohe Frequenz von [ɪ]-Eigenschaften reagiert.
Das kleine 0-Cluster-Gebiet um den Ort Freudenburg (354) am südwestli-
chen Ende der wih/weh-Grenze wird durch mhd. ô und mhd. œ geprägt. Für
mhd. ô folgt es der Lautvertauschung von [o] zu [ʊ], wie auch im Hauptge-
biet. Bei mhd. œ haben wir eine starke Ausprägung von [ɪ]-Eigenschaften,
was wiederum mit [ɪ]-Dominanz des 0-Clusters koinizidiert.
Die einzelne konsonantische Eigenschaft Nasal tritt im 0-Cluster über-
haupt nicht auf. Ob die Eigenschaft allerdings noch dem Moselfränkischen
oder dem Rheinfränkischen zugeordnet ist, lässt sich aus dem Zweierclus-
tering nicht ablesen, da das 1-Cluster deutlich über die Hälfte der Orte um-
fasst.
Höhere Clusterings
Ein Blick auf höhrere Clusterings zeigt weitere Grenzen und Phänomene.
Das Dreierclustering in Abbildung 4.17a schildert wieder eine Aufteilung
des Untersuchungsgebietes in einen moselfränkischen Teil mit dem 0- und
1-Cluster und ein rheinfränkisches Gebiet mit dem 2-Cluster. Interessan-
terweise verläuft die Grenze zwischen dem 1-Cluster und dem 2-Cluster
nicht vollständig an der Tonakzentgrenze, sondern ähnlich wie die Grenze
im Clustering über die Gesamtdaten (siehe Seite 89), im nördlichen Grenzbe-
reich entlang der Tonakzentgrenze, im südlichen entlang der dat/das-Grenze.
Auffällig sind die beiden Häufungen von Orten mit negativen Silhouettenko-
effizenten im 2-Cluster: einmal bei Orten in der Nähe des Ortes Niederwürz-
bach (482) nahe der dat/das-Isoglosse und bei Orten in der Nähe des Ortes
154 <https://www.regionalsprache.de/SprachGis/RasterMap/wa/77>, abgerufen 30.01.2018.


















































mhd. â mhd. æ mhd. ê mhd. î mhd. iu mhd. ô mhd. mhd. û
0.66 0.08 0.41 0.15 0.02 0.07 0.01 0.09
0.08 0.02 0.20 0.20
0.36 0.15 0.18 0.09 0.14 0.07 0.24 0.09
0.05 0.12 0.02 0.48
0.02 0.03 0.48 0.31 0.03 0.02 0.09
0.02 0.13 0.14 0.20
0.03 0.20 0.02 0.02 0.47
0.02 0.03 0.52 0.30 0.02 0.02 0.03
0.04 0.47 0.13 0.10 0.18 0.01 0.23 0.03
0.71 0.66 0.59 0.07 0.19 0.51 0.52 0.07
0.10 0.33 0.67 0.14 0.31 0.90 0.58 0.18
0.25 0.20
0.00 0.00
0.10 0.01 0.01 0.14 0.90 0.11 0.18
0.03 0.33 0.67 0.14 0.28 0.88 0.55 0.04
0.08 0.02 0.08
0.58 0.41 0.16 0.05 0.12 0.01 0.04 0.01
0.01 0.01 0.80
0.63 0.14 0.46 0.09 0.15 0.52 0.25 0.18
0.13 0.25 0.37 0.28 0.45 0.37 0.24 0.24
0.94 0.33 0.47 0.42
0.46 0.39 0.53


















































mhd. â mhd. æ mhd. ê mhd. î mhd. iu mhd. ô mhd. mhd. û
0.52 0.37 0.03 0.01 0.03 0.63 0.10
0.18 0.01 0.13 0.22
0.60 0.60 0.73 0.04 0.02 0.70 0.66 0.02
0.08 0.01 0.16 0.10 0.53
0.02 0.09 0.57 0.47 0.02 0.08 0.01
0.02 0.48 0.50 0.02 0.50
0.05 0.01 0.10 0.14 0.10 0.18
0.01 0.02 0.09 0.22 0.19 0.01 0.08 0.06
0.03 0.62 0.65 0.07 0.04 0.05 0.65 0.02
0.55 0.69 0.75 0.06 0.04 0.55 0.59 0.19
0.24 0.05 0.07 0.08 0.08 0.13 0.06 0.16
0.18 0.13
0.16 0.00 0.07 0.14 0.16 0.18 0.12 0.20
0.24 0.02 0.00 0.00 0.15 0.16
0.02 0.05 0.07 0.08 0.08 0.01 0.06
0.01
0.18 0.01 0.03 0.03
0.22 0.19 0.05 0.05 0.04 0.15 0.20 0.10
0.00 0.05 0.01 0.85
0.56 0.23 0.03 0.01 0.01 0.54 0.00 0.16
0.33 0.23 0.07 0.16 0.12 0.22 0.09 0.12
0.22 0.14 0.13 0.11
0.11 0.13 0.14
0.18 0.59 0.58 0.14 0.13 0.10 0.70 0.04
0.0 0.2 0.4 0.6 0.8 1.0
Abbildung 4.16: Mittlere Verteilung der einzelnen phonetischen Eigenschaften nach Cluster und aufge-
teilt nach historischen Lautklassen und den Langvokalen des Mittelhochdeutschen für
KMEANS2.
4.3 u n t e r s u c h u n g z u d e n l au t e n d e r m i t t e l h o c h d e u t s c h e n l a n g vo k a l e 107
Tabelle 4.2: Die 10 höchstsignifikanten (p-value < 0.001) und alle nicht signifikan-
ten (p-value > 0.05) Eigenschaften für verschiedene Clusterings auf dem
Datenset für die historischen Langvokale des Mittelhochdeutschen.






























Lachen (450) direkt nördlich des Südpfälzischen Reliktgebietes am öst-
lichen Rand des Untersuchungsgebietes. Während das nördliche 0-Cluster
weiterhin deutlich getrennt ist, ist eine saubere Trennung zwischen dem 1-
und dem 2-Cluster in diesem Gebiet nicht ohne weiteres möglich. Auch fin-
den sich gerade im nördlichen Bereich des 2-Clusters noch Orte aus dem
1-Cluster. Insgesamt ist die Stabilität dieses Clusterings mit einem Silhou-
ettenkoeffizenten von 0.23 und einem Calinski-Harabasz-Wert von 231.50
deutlich geringer als bei einem Zweierclustering.
Das Fünferclustering in Abbildung 4.17b zeigt zwei neue Unterräume. Zum
einen die Ost-West-Teilung des nördlichen Bereichs (dem 0-Cluster in K-
MEANS2 und WARD3) und ein neues Gebiet als 4-Cluster im Bereich des
südpfälzischen Reliktgebietes. Auffällig ist, dass das Monophthongge-
biet um den Ort Eschringen (501) zum 1-Cluster gezählt wird. Abbildung 4.18
liefert eine Erklärung für die generierten Cluster. Das 1-Cluster wird sehr
stark von der hohen Frequenz der Eigenschaft Short bestimmt, die in allen
Lautklassen bis auf mhd. â verstärkt auftritt und komplementär zu einer nied-
rigeren Frequenz von Long in den Lautklassen mhd. æ, mhd. ê, mhd ô und
œ ist. Die Verteilung der einzelnen phonetischen Eigenschaften auf Seite 99
deutete bereits auf ein Gebiet mit einer hohen Short-Frequenz hin. Dieses
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Abbildung 4.17: WARD3- (a) und WARD5-Clustering (b) für das Datenset der historischen Langvokale.
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Gebiet scheint durch das 1-Cluster definiert zu sein, welches im Raum der
Westeifel liegt. Zudem weist dieses Gebiet im Vergleich zu dem 0-Cluster ei-
ne hohe Frequenz von [ɪ]-Eigenschaften in mhd. æ auf. Historisch lässt sich
dieses Phänomen an den Wenkerkarten „nähen“ (WA:260)155 und „mähen“
(WA:525)156 ausmachen. Die 2- und 3-Cluster sind sich ähnlich, was die allge-
meine Verteilung der Eigenschaften angeht, unterscheiden sich aber in den
Tonakzenten, die im 3-Cluster nicht auftreten und der Eigenschaft Unround,
die im 2-Cluster eine hohe Frequenz aufweist.
Auch lässt sich die Nasal-Eigenschaft verorten. Das häufigste Vorkommen
ist das im 3-Cluster, gefolgt von dem im 4-Cluster. Im 2-Cluster ist die Fre-
quenz mit 0.06 so gering, dass sie als statistische Unruhe157 abgetan wer-
den kann. Nasalität in Langvokalen ist damit eine rheinfränkische Eigen-
schaft.
Das 4-Cluster grenzt sich von dem 3-Cluster insofern ab, als mhd. ô meis-
tens in der Form des [ɔ͡ʊ]-Diphthongs erscheint, repräsentiert durch die Ei-
genschaften DiphLoweredCloseNearBack und DiphOpenMidBack, wohinge-
gen das 3-Cluster dort [oː] als Lautvariante benutzt. Diese Verteilung wird
auch bei Lauten zu mhd. â verwendet, allerdings in etwas abgeschwächter
Form. Während die Laute zu mhd. ê und mhd. œ im 3-Cluster zu [eː] zu-
sammenfallen, gekennzeichnet durch eine hohe Frequenz von CloseMid und
Front, bleibt im 4-Cluster ein Unterschied erhalten. Die Laute zu mhd. œ
werden weitestgehend durch den [ɛ͡ɪ]-Diphthong ausgedrückt, wohingegen
mhd. ê das [eː]-Phon weitesgehend behält. Ein ähnliches Verhalten lässt sich
auch für mhd. æ und mhd. œ beobachten.
Die Stabilitätsmetriken sind etwas niedriger als beim Dreierclustering mit
einem Silhouettenkoeffizenten von 0.20 und einem Calinski–Harabasz-Wert
von 156.33. Der ARI beträgt allerdings nur noch 0.69158, was als Indiz ge-
sehen werden kann, dass die Cluster nicht mehr so deutlich getrennt sind
wie zum Beispiel das KMEANS2-Clustering. Ein Bootstrapping (siehe Ab-
schnitt A.5, Abbildung A.3b auf Seite 220) zeigt eine größere Varianz in den
Labelzuordnungen als in den Zweier- und Dreiclusterings, aber die zuge-
ordneten Label sind weiterhin deutlich dominant, insbesondere bei dem 4-
Cluster und dem 0-Cluster im Umlautgebiet. So zeigt sich, dass die Tren-
nung zwischen dem 0- und dem 1-Cluster nicht so stabil ist. Dies lässt das
1-Cluster als „Westeifelgebiet“ eher als Unterraum denn als eigenständiges
Gebiet erscheinen. Ein weiteres instabiles Gebiet findet sich zwischen der
Tonakzentgrenze und der dat/das-Isoglosse. Dieser Bereich, der weitestge-
hend dem 2-Cluster zugeordnet ist, kann als ein Übergangsgebiet interpre-
tiert werden.
Einfluss der Tonakzente
Auf das Zweierclustering haben die Tonakzente offensichtlich keinen gro-
ßen Einfluss (ARI von 0.93), da die Grenze deutlich woanders liegt. Für höhe-
155 <https://www.regionalsprache.de/SprachGis/RasterMap/wa/269>, abgerufen 30.01.2018.
156 <https://www.regionalsprache.de/SprachGis/RasterMap/wa/269>, abgerufen 30.01.2018.
157 Engl. Noise.
158 Aufgrund der Art, wie diese Stabilitätsmetrik berechnet wird, kann ein ARI >0.5 immer noch
als gut interpretiert werden. Ein ARI von 0 bedeutet eine zufällige Labelzuordnung.


















































mhd. â mhd. æ mhd. ê mhd. î mhd. iu mhd. ô mhd. mhd. û
0.66 0.03 0.40 0.16 0.01 0.04 0.00 0.05
0.10 0.20 0.20
0.46 0.18 0.18 0.09 0.10 0.04 0.22 0.06
0.05 0.18 0.03 0.53
0.04 0.06 0.54 0.36 0.07 0.03 0.09
0.01 0.17 0.12 0.20
0.04 0.31 0.03 0.54
0.04 0.06 0.56 0.33 0.03 0.03 0.02
0.03 0.61 0.12 0.09 0.08 0.01 0.20
0.72 0.72 0.61 0.04 0.11 0.53 0.57 0.05
0.09 0.16 0.68 0.07 0.25 0.92 0.59 0.12
0.34 0.33
0.00 0.00
0.08 0.01 0.02 0.17 0.93 0.03 0.12
0.06 0.16 0.68 0.07 0.21 0.89 0.58 0.03
0.10 0.03
0.47 0.53 0.13 0.04 0.03 0.02 0.03 0.00
0.02 0.01 0.67
0.62 0.17 0.48 0.11 0.16 0.53 0.30 0.08
0.10 0.14 0.32 0.22 0.33 0.31 0.16 0.16
0.94 0.46 0.49 0.43
0.44 0.33 0.55


















































mhd. â mhd. æ mhd. ê mhd. î mhd. iu mhd. ô mhd. mhd. û
0.67 0.16 0.46 0.14 0.04 0.11 0.01 0.13
0.05 0.04 0.23 0.20
0.22 0.09 0.18 0.08 0.19 0.12 0.26 0.14
0.04 0.02 0.02 0.40
0.01 0.01 0.41 0.25 0.01 0.02 0.09
0.02 0.09 0.19 0.22
0.02 0.03 0.02 0.04 0.36
0.01 0.01 0.46 0.24 0.01 0.01 0.02
0.03 0.25 0.13 0.10 0.31 0.00 0.25 0.09
0.70 0.55 0.56 0.12 0.28 0.47 0.44 0.10
0.13 0.57 0.65 0.24 0.42 0.86 0.57 0.28
0.12 0.03
0.13 0.11 0.85 0.22 0.26
0.57 0.65 0.24 0.39 0.90 0.50 0.06
0.05 0.04 0.17
0.72 0.25 0.20 0.06 0.24 0.01 0.08 0.02
0.01 0.97
0.66 0.11 0.46 0.07 0.14 0.52 0.17 0.32
0.17 0.42 0.44 0.37 0.63 0.46 0.38 0.37
0.91 0.14 0.44 0.39
0.47 0.46 0.51


















































mhd. â mhd. æ mhd. ê mhd. î mhd. iu mhd. ô mhd. mhd. û
0.59 0.01 0.08 0.01 0.06 0.58 0.09
0.26 0.10 0.21
0.55 0.42 0.68 0.05 0.05 0.69 0.72 0.03
0.02 0.40 0.03 0.57
0.02 0.04 0.53 0.35 0.04 0.02 0.02
0.25 0.33 0.33
0.02 0.00 0.13 0.03 0.42
0.02 0.04 0.46 0.35 0.02 0.02 0.04
0.09 0.66 0.59 0.14 0.11 0.13 0.64 0.01
0.66 0.68 0.72 0.11 0.11 0.59 0.65 0.13
0.06 0.10 0.15 0.10 0.10 0.19 0.09 0.11
0.11 0.05
0.04 0.03 0.03 0.03 0.03 0.02 0.05
0.06 0.01 0.01 0.21 0.11
0.10 0.15 0.10 0.10 0.03 0.09
0.26 0.04 0.02
0.36 0.33 0.05 0.12 0.10 0.08 0.03 0.08
0.07 0.03 0.91
0.52 0.01 0.08 0.03 0.01 0.54 0.11
0.19 0.23 0.14 0.19 0.15 0.20 0.04 0.11
0.64 0.40 0.37 0.32
0.32 0.37 0.40


















































mhd. â mhd. æ mhd. ê mhd. î mhd. iu mhd. ô mhd. mhd. û
0.50 0.53 0.02 0.72 0.11
0.14 0.02 0.14 0.23
0.63 0.70 0.77 0.03 0.01 0.76 0.68 0.01
0.04 0.01 0.04 0.04 0.50
0.01 0.04 0.59 0.53 0.02 0.00
0.01 0.59 0.59 0.00 0.59
0.02 0.01 0.14 0.14 0.04 0.05
0.00 0.01 0.04 0.10 0.11 0.00 0.02 0.06
0.01 0.61 0.70 0.04 0.01 0.00 0.72 0.02
0.51 0.71 0.79 0.03 0.01 0.60 0.63 0.23
0.33 0.03 0.03 0.07 0.07 0.11 0.05 0.18
0.24 0.19
0.24 0.00 0.10 0.21 0.24 0.29 0.19 0.30
0.32 0.02 0.00 0.13 0.18
0.03 0.02 0.03 0.07 0.07 0.05
0.01
0.14 0.02 0.02 0.03
0.16 0.12 0.06 0.02 0.01 0.22 0.32 0.13
0.00 0.05 0.01 0.81
0.59 0.32 0.00 0.61 0.00 0.20
0.39 0.23 0.04 0.16 0.11 0.22 0.14 0.12
0.00 0.00 0.00
0.00 0.00


















































mhd. â mhd. æ mhd. ê mhd. î mhd. iu mhd. ô mhd. mhd. û
0.38 0.81 0.03 0.29 0.03
0.12 0.08 0.25
0.58 0.71 0.65 0.03 0.32 0.25 0.01
0.53 0.03 0.73 0.53
0.03 0.46 0.60 0.54 0.68 0.00
0.16 0.61 0.58 0.21 0.58
0.34 0.03 0.21 0.23 0.68 0.06
0.06 0.03 0.46 0.03 0.02 0.04 0.68 0.11
0.53 0.57 0.02 0.24
0.34 0.69 0.62 0.02 0.11 0.13 0.16
0.43 0.01 0.03 0.06 0.06 0.03 0.02 0.18
0.12 0.03
0.13 0.06 0.20 0.16 0.12 0.06 0.15
0.42 0.03 0.03 0.18
0.03 0.00 0.03 0.06 0.06 0.02
0.12 0.01 0.09
0.11 0.08 0.03 0.00 0.01 0.05 0.02
0.04 0.01 0.88
0.51 0.49 0.01 0.12 0.12
0.50 0.20 0.01 0.10 0.08 0.21 0.02 0.11
0.10 0.44 0.43 0.08 0.07 0.25 0.09
0.0 0.2 0.4 0.6 0.8 1.0
Abbildung 4.18: Mittlere Verteilung der einzelnen phonetischen Eigenschaften nach Cluster und aufgeteilt
nach historischen Lautklassen und den Langvokalen des Mittelhochdeutschen für WARD5.
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re Clusterings lässt doch ein merklicher Einfluss der Tonakzente feststellen.
So zeigt Abbildung 4.19 das WARD5 Clustering ohne die Tonakzente. Man
erkennt, dass das 0- und 1-Cluster weitestgehend stabil bleibt. Das 2-Cluster
geht im südlichen Bereich allerdings über die dat/das-Isoglosse hinaus und
umfasst noch das Gebiet des Saarlandes im Rheinfränkischen. Insgesamt
sind die 2- bis 4-Cluster weniger homogen. Ein völlig anderes Raumbild er-
gibt sich jedoch nicht, dennoch können die Tonakzente für eine Stabilisie-
rung entlang der dat/das-Isoglosse verantwortlich gemacht werden.




















Abbildung 4.19: WARD5-Clustering für das Datenset der historischen Langvokale ohne Berücksichtigung
der Tonakzente.
Bemerkungen
Die historischen Langvokale des Mittelhochdeutschen liefern ein gut sepa-
rierbares Clustering für ein k von 2. Die Hauptgrenze verläuft in diesem
Fall aber nicht entlang der Tonakzent- und dat/das-Grenze, sondern zeichnet
sich in erster Linie durch einen Gegensatz von LoweredClosed und OpenMid
bei dem Öffnungsgrad der Vokale aus. Dieser Gegensatz ist als Reihenver-
tauschung bekannt und wird in Schmidt (2015) ausführlich diskutiert.
Höhere Clusterings liefern eine zusätzliche Separierung an der Haupt-
grenze entlang der Tonakzentgrenze und der dat/das-Isoglosse, die bereits
aus dem ALLE-Experiment bekannt ist. Diese Grenze ist insofern interes-
sant, als das verwendete Datenset nur auf den Eigenschaften zu den histori-
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schen Langvokalen beruht, die dat/das-Isoglosse aber auf konsonantischen
Lauteigenschaften basiert. Ein Bootstrapping zeigt aber, dass das Gebiet zwi-
schen den beiden Grenzen instabiler ist als die übrigen Gebiete in den an-
grenzenden Clustern. Das Cluster (4-Cluster in WARD5), welches mit dem
Kern des südpfälzischen Reliktgebietes koinzidiert, zeichnet sich durch
eine hohe Frequenz an Diphthongen aus. In der Westeifel bildet sich im Fün-
ferclustering ein Gebiet heraus, das sich durch ein höheres Auftreten der
Short-Eigenschaft auszeichnet. Allerdings zeigt ein Bootstrapping, dass sich
dieses Gebiet nicht sauber von dem angrenzenden Cluster trennen lässt. So-
mit sollte es eher als Unterraum aufgefasst werden.
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4.4 u n t e r s u c h u n g d e r o b s e r vat i o n e n z u d e n l au t e n d e r
m i t t e l h o c h d e u t s c h e n k u r z vo k a l e
Vorverarbeitung
Das Experiment zu den historischen Kurzvokalen (KURZ) basiert auf 251037
inferierten phonetischen Eigenschaften, verteilt auf die 546 Orte des Unter-
suchungsgebietes. Die Datenumwandlung erfolgt dabei wie bei dem LANG-
Experiment. Die Verteilung der einzelnen Eigenschaften ist in Abbildung 4.20
dargestellt. Auffällig sind hierbei die vielen negativen Ausreißer bei Unround
und die positiven Ausreißer bei Long. Die vielen negativen Ausreißer zu
Unround weisen höchstwahrscheinlich auf das Umlautgebiet im Norden

























































































































Abbildung 4.20: Verteilung der phonetischen Eigenschaften zu den Observationen der historischen Kurzvo-
kale des Mittelhochdeutschen.
Auch findet sich wieder die konsonantische Eigenschaft Nasal mit einer
ähnlichen Verteilung, wie im LANG-Experiment. Dies lässt vermuten, dass
diese Eigenschaft in derselben Region (dem Rheinfränkischen) vorkommt.
Die vielen Ausreißer zu Long lassen sich über die Tonakzente erklären, die
zu einer Dehnung des Vokals führen. Bei der Untersuchung der Langvokale
(Abschnitt 4.3) hat sich bei dem Fünferclustering (siehe Seite 108) ein Gebiet
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im Bereich der Westeifel mit einer hohen Frequenz an Short-Eigenschaften
herausgebildet. Es ist zu vermuten, dass die vielen Ausreißer zu Long in die-
sem Gebiet zu finden sind.
Diese Behauptungen werden durch die Korrelationsmatrix (siehe Abbil-
dung 4.21) gestützt. Man sieht deutlich eine hohe Korrelation zwischen den
Tonakzenten und Long sowie eine Antikorrelation zwischen den Tonakzen-
ten und Nasal. Neben der erwarteten hohen negativen Korrelation zwischen
Unround und Round sind auch Long und Short deutlich negativ korreliert,
was auf eine Ersetzung des Merkmals und nicht auf eine zusätzliche Eigen-
schaft schließen lässt. Wegen der Korrelation mit den Tonakzenten können
wir inferieren, dass die Long-Eigenschaft stark im Gebiet des Moselfränki-
schen vertreten ist. Ähnlich wie bei den Langvokalen gibt es weiterhin eine

















































































































































Abbildung 4.21: Korrelationsmatrix der phonetischen Eigenschaften zu den Observationen der historischen
Kurzvokale des Mittelhochdeutschen.
Die Hauptkomponentenanalyse reduziert die 47 ursprünglichen Dimen-
sionen auf 18, wobei die erste Dimension 28% der Varianz erfasst und die
ersten drei Dimensionen zusammen 53%. Dies ist etwas weniger als bei dem
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Langvokaldatenset, was auf eine breitere Streuung der Daten hinweist. Der
Einfluss der ursprünglichen Features auf diese Dimensionen ist in Abbil-
dung 4.22 zu finden. Die wichtigsten Features sind die Tonakzente (TA1,
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Abbildung 4.22: Anteile der Varianz der ursprünglichen Dimensionen des Kurzvokaldatensets auf die Vari-
anz der neuen, reduzierten Dimensionen nach einer Hauptkomponentenanalyse.
Die Visualisierung der ersten drei Dimensionen des durch die PCA (Ab-
bildung 4.23) reduzierten Datensets zeigt eine grobe Dreiteilung des Unter-
suchungsgebietes. Im Norden wird mit einem eher türkisen Bereich das Um-
lautgebiet hervorgehoben. Der Rest des Moselfränkischen wird in grün
bis grünbraun dargestellt. Das Rheinfränkische erscheint weitestgehend
in einem blauviolet, es findet sich aber im Bereich des südpfälzischen Re-
liktgebietes ein kleiner Bereich, der ähnlich wie das Umlautgebiet türkis
erscheint.
Clusteranalyse
Das Clustering der Observationen zu den historischen Kurzvokalen des Mit-
telhochdeutschen ist instabiler als die bisherigen beiden Experimente. Auf
den ersten Blick scheint sich eine Struktur ähnlich denen des Dreierclus-
terings im ALLE-Experiment abzuzeichnen, bei einer genauen Betrachtung
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Abbildung 4.23: Räumliche Visualisierung des Kurzvokaldatensets durch die ersten drei Dimensionen einer
PCA, eingefärbt nach dem HSV Farbmodell.
treten aber ein paar Eigenheiten hervor. Abbildung 4.24a zeigt das Dreier-
clustering nach GMM3. Es folgt der bereits in der PCA-Visualisierung ver-
muteten Dreiteilung des Untersuchungsgebietes. Die Grenze zwischen dem
1- und dem 2-Cluster ist aber anders als beim Datenset über alle Lautei-
genschaften und dem Dreierclustering zu LANG nicht eine Mischung aus
der Tonakzentgrenze und der dat/das-Isoglosse, sondern folgt hier deutlich
stärker der Tonakzentgrenze. Das Dreierclustering nach KMEANS3 (Abbil-
dung 4.24b) zeigt ein etwas anderes Bild. Im südlichen Untersuchungsgebiet
findet sich ein Raum, der auch dem 0-Cluster, das seine Hauptausdehnung
ansonsten im Norden im Umlautgebiet hat, zugeordnet wird. Dieser Raum
koinzidiert mit dem Südpfälzischen Reliktgebiet. Dass zwischen diesen
beiden Gebieten eine gewisse Nähe besteht, hat sich bereits in der PCA-
Visualisierung angedeutet. Das heißt aber auch, dass zum einen die Form der
Cluster deutlicher durch die Wahl des Algorithmus beeinflusst wird und dass
die Räume weniger homogen sind. Man sieht allerdings auch, dass die meis-
ten Orte im 0-Cluster im Süden eine negative Silhouette haben. Dies lässt
vermuten, dass die Zuordnung dieser Orte zum 0-Cluster nicht völlig ein-
deutig ist und dieses Clustering instabiler ist als das GMM3. Ebenfalls sieht
man in beiden Clusterings viele Orte mit negativen Silhouetten im 1-Cluster
an dem östlichen Randgebiet zu dem 0-Cluster. Dies weist auch auf eine eher
instabile Unterregion hin. Eine Nearest-Neighbor-Analayse auf den Distan-
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Abbildung 4.24: GMM3- (a) und KMEANS3-Clustering (b) für das Datenset der historischen Kurzvokale.
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zen im Datenraum zeigt, dass die Orte, die im 1-Cluster eine negative Silhou-
ette haben, Orte aus 2-Cluster als nächsten Nachbarn haben. Nur ein paar
Orte verweisen auf Orte im südpfläzischen Reliktgebiet. Die Metriken
geben einen Silhouettenkoeffizienten von 0.23 und einen Calinski–Harabasz-
Wert von 151.96 für GMM3 an und 0.17 und 144.80 für KMEANS3. Dies lässt
das GMM3-Clustering etwas stabiler erscheinen. Interessanterweise liefert
der ARI ein umgekehrtes Bild. Mit 0.93 ist er für KMEANS3 höher als für
GMM3 mit 0.85. Dies kann als Hinweis gesehen werden, dass die histori-
schen Kurzvokale einem weniger klaren Muster folgen als die Langvokale.
Ein Bootstrapping zu GMM3 (ohne Abbildung) rekonstruiert die Ausgangs-
cluster fast zu 100%, während das Bootstrapping zu KMEANS3 (ohne Abbil-
dung) einen deutlichen Einfluss des 2-Clusters auf das 0-Clustergebiet im
Bereich des südpfälzischenn Reliktgebietes aufweist.
Bedeutung der Tonakzente
Da die Tonakzentgrenze diesmal als die bestimmende Grenze in GMM3 dient,
ist eine Analyse der Daten ohne ihren direkten Einfluss von besonderem In-
teresse. In Abbildung 4.25a sieht man das GMM3-Clustering ohne die Tonak-
zente. Man erkennt, dass das Clustering ohne die Tonakzente die Hauptgren-
ze zwischen dem 1- und 2-Cluster sich der Form aus dem ALLE-Experiment
annähert, allerdings gibt es sehr viele „Ausreißer“ aus dem 2-Cluster im Ge-
biet des östlichen Moselfränkischen. Ein Bootstrapping zu dem GMM3
zeigt einige interessante Auffälligkeiten. Zum einen wird das Hauptgebiet
des 1-Clusters deutlich homogener rekonstruiert als das entsprechende Clus-
tering, und zum anderen findet sich wieder ein 0-Cluster-Einfluss im Gebiet
des südpfälzischen Reliktgebietes. Die Hauptgrenze zwischen den das
1-Cluster dominierenden Orten und den das 2-Cluster dominierenden Or-
ten verschiebt sich sogar noch deutlicher in Richtung der aus dem ALLE-
Experiment bestimmten Hauptgrenze.
Für die historischen Kurzvokale bilden die beiden Eigenschaften TA1 und
TA2 einen wiederum stabilisierenden Faktor, allerdings bleibt die generelle
Form der Cluster erhalten. Der Silhouettenkoeffizient für das GMM3 ohne
die Tonakzente beträgt immer noch 0.22 und der Calinski–Harabasz-Wert
140.30. Der Adjusted-Rand-Index ist mit 0.47 jedoch sehr niedrig, was ein
Hinweis dafür sein kann, dass Zufall einen merkbaren Einfluss auf dieses
Clustering hat. Da das 2-Cluster im GMM3-Clustring viele „Ausreißer“ im
Gebiet des Moselfränkischen hat, die aber beim Bootstrapping deutlich
weniger stark vertreten sind, ist anzunehmen, dass diese Datenpunkte für
den niedrigen ARI verantwortlich sind. Sie können daher als Rauschen be-
trachtet werden. Dies spricht aber wieder für die Behauptung, dass die his-
torischen Kurzvokale eine höhere Varianz über die gesamte Region verteilt
aufweisen.
Merkmaleinfluss
Bei einer Betrachtung des Einflusses einzelner Features auf verschiedene
Clusterings sieht man den deutlichen Einfluss der Tonakzente. Tabelle 4.3
zeigt die zehn einflussreichsten Features in verschiedenen Clusterings. Für
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(a) GMM3 ohne Tonakzente
















(b) Boostrapping zu GMM3
Abbildung 4.25: GMM3-Clustering (a) und Boostrapping zu GMM3 (b) für das Datenset der historischen
Kurzvokale ohne Tonakzente.
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GMM3 haben wir drei Hauptgegensätze, die das Clustering bestimmen. Als
wichtigstes Merkmal stechen eindeutig die Tonakzente hervor, dann der
Round–Unround-Gegensatz und der Long–Short-Gegensatz. Bei KMEANS3
schiebt sich mit DiphOpenMidBack eine Diphthongeigenschaft an die erste
Position vor die Tonakzente und Round. Auch sind noch weitere Diphthong-
eigenschaften hoch gewichtet. Da der Hauptunterschied zu GMM3 das Her-
ausstellen des südpfälzischen Reliktgebietes als Teil des 0-Clusters ist,
kommt die Vermutung auf, dass der [ɔ͡ʊ]-Diphthong als Kombination der
Eigenschaften DiphOpenMidBack und DiphLoweredCloseNearBack eine Ge-
meinsamkeit zwischen dem Umlautgebiet und dem Südpfälzischen Re-
liktgebiet bildet.
Tabelle 4.3: Die zehn höchstsignifikanten (p-value < 0.001) Eigenschaften für ver-
schiedene Clusterings auf dem Datenset für die historischen Kurzvoka-
len des Mittelhochdeutschen. Das einzige als nicht signifikant klassifi-
zierte Feature ist RaisedOpen für KMEANS3

















Das Fünferclustering in Abbildung 4.26 zeigt nun alle angesprochenen Räu-
me. Der Silhouettenkoeffizient beträgt allerdings nur noch 0.14 und der Calin-
ski–Harabasz-Wert beträgt 124.51. Der ARI ist mit 0.90 aber ungewöhnlich
hoch. Auffällig sind dabei die vielen 3-Cluster-Orte mit negativen Silhouet-
ten, die sich besonders entlang der Entrundungsgrenze finden und die ver-
einzelten 4-Cluster-Orte in der Nähe der dat/das-Isoglosse. Abbildung 4.27
zeigt die mittlere Verteilung der Cluster. Hier sieht man auch die Verbindung
zwischen dem 0-Cluster und dem 4-Cluster, deren Regionen bei KMEANS3
als ein Cluster zusammengefasst wurden und auch beim Bootstrapping von
GMM3 ohne Berücksichtigung der Tonakzente Ähnlichkeiten aufweisen. Die
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Abbildung 4.26: KMEANS5-Clustering auf dem Kurzvokaldatenset.
Hauptgemeinsamkeit ist die DiphOpenMidBack-Eigenschaft, die sich beson-
ders in dem [ɔ͡ʊ] manifestiert. Der vermeintliche Zusammenhang der Regio-
nen, die mit dem Umlautgebiet und dem südpfälzischen Reliktgebiet,
kann damit wohl als ein künstlicher angesehen werden; ein echter struktu-
reller Zusammenhang ist nicht gegeben. Die Orte im südpfälzischen Re-
liktgebiet wurden dem 0-Cluster zugeordnet, weil sie bei einem k von
3 noch nicht so stark sind, dass sie als eigenständiges Cluster hervortre-
ten können und sind deswegen dem nächstbesten Cluster zugeordnet. An-
sonsten gibt es wenig Überraschungen. Der Round–Unround-Gegensatz ist
weiter sehr dominant im 0-Cluster. Der hohe Wert zu Mid ist mit Vorsicht
zu betrachten, da dies eine Eigenschaft ist, die nur sporadisch auftritt. Da
die Eigenschaften skaliert sind, neigen seltene Eigenschaften zu stärkeren
Sprüngen in der Varianz. Im 1-Cluster treten die [ɪ] und [ʊ] erzeugenden
Eigenschaften häufiger auf als die Eigenschaften zu [e] und [o]. Ob dies
ein Hinweis auf eine Reihenvertauschung ist, lässt sich nicht sagen, da die
Raumstrukturen andere sind, aber die Gesamtverteilung lässt auf eine weit
weniger homogene Struktur schließen. Dies lässt vermuten, dass eine kon-
sequente Reihenvertauschung wie in den Langvokalen nicht stattgefunden
hat, sondern sich die Lautvarianten über ein größeres Spektrum verteilen.
Im 2-Cluster, welches die Westeifel markiert, sind die [e] definierenden Ei-
genschaften häufiger als die für [ɪ], zudem taucht die Nil-Eigenschaft auf,
die den Vokalausfall markiert. Außerdem ist, wie bereits vermutet, die Long-
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Eigenschaft überfrequent auf Kosten der Short-Eigenschaft. Im 3-Cluster tritt
die konsonantische Nasal-Eigenschaft auf, ansonsten ist dieses Cluster durch
den Mangel an Diphthongeigenschaften definiert. Im 4-Cluster sind diese Ei-
genschaften hingegen sehr häufig.


























-0.20 -1.00 -0.16 0.72 0.53
0.40 0.47 0.17 -0.32 -0.84
-0.20 0.01 0.43 -0.20 -0.20
-0.13 -0.65 0.33 0.36 -0.19
0.46 0.34 0.38 -0.91 1.69
0.21 0.37 0.68 -0.86 0.93
-0.09 0.25 0.23 -0.23 -0.34
1.73 -0.01 0.22 -0.79 1.38
-0.50 0.40 0.62 -0.78 1.32
0.30 -1.07 0.23 0.50 0.32
-0.45 0.29 1.15 -0.49 -1.01
-0.62 1.15 -0.74 -0.20 -0.39
1.02 -0.10 -0.63 0.25 -0.38
-0.57 -0.56 -0.57 0.81 0.06
-1.44 0.49 -0.96 0.40 0.39
0.29 1.18 -0.24 -0.59 -0.83
-0.67 0.40 0.79 -0.56 0.06
0.27 0.46 0.38 -0.40 -0.82
0.19 -0.72 -0.29 0.46 0.70
-0.44 -0.02 0.01 -0.02 0.47
2.20 -0.75 -0.70 0.36 0.21
0.24 -0.37 -1.28 0.71 0.76
1.10 0.40 1.09 -0.90 -0.90
0.88 0.66 0.85 -0.91 -0.91






Abbildung 4.27: Mittlere Verteilung der einzelnen phonetischen Eigenschaften nach Cluster für KMEANS5
und nach den historischen Kurzvokalen des Mittelhochdeutschen.
Die Auflistung der Merkmalverteilung nach den einzelnen Lautklassen ist
in Abbildung 4.28 dargestellt. Das 0-Cluster wird von der Round-Eigenschaft
dominiert, besonders bei mhd. ö und mhd. ü, da diese Klassen fast ausschließ-
lich durch [ʏ], [ø] und bei mhd. ö zusätzlich noch durch [œ] realisiert wer-
den.
Das 2-Cluster hat sehr viele Ausprägungen mit einem mittleren Wert. Die
vielen Orte mit negativen Silhouettenkoeffizienten überschatten bei diesem
Cluster einzelne Ausprägungen, was zu einem Cluster ohne extreme Werte
führt. Das 1-Cluster verhält sich bis auf die Rundung ähnlich. Auch hier ist
eine Reihendrehung als dominierendes Merkmal für eine Lautklasse nicht
auszumachen. Das 2-Cluster zeigt nun sehr hohe Werte für Long und niedri-
ge für Short für die Westeifel. Auffällig ist zudem noch die Realisierung von
mhd. i als [a̠] auf Basis von Central und Open. Dies ist allerdings kein allge-
meines Phänomen für das 2-Cluster, sondern basiert auf einzelnen Wörtern
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wie zum Beispiel „gebissen“159. Insgesamt verfügen das 1- und 2-Cluster über
ein deutlich breiteres Spektrum an Lautrealisierungen in den einzelnen Laut-
klassen. Das 3-Cluster hat Short als sehr dominante Eigenschaft und zeigt
eine deutliche Abwesenheit an Diphthongeigenschaften, ansonsten folgt es
einer ähnlichen Verteilung wie das 1-Cluster. Auffällig ist zudem die hohe
Frequenz von Back und CloseMid in mhd. e/ä und mhd. o. Das 4-Cluster unter-
scheidet sich von dem 3-Cluster durch das zusätzliche Auftreten von Diph-
thongen bei mhd. e/ä, mhd. o und mhd. ö.
b e m e r k u n g e n
Das Clustering der historischen Kurzvokale ähnelt auf den ersten Blick dem
Clustering zu ALLE. Ein Dreiercluster unterteilt den Raum in das Mosel-
fränkische mit dem nördlichen Umlautgebiet und das Rheinfränkische
im Süden. Die Hauptgrenze wird dabei sehr stark von den Tonakzenten be-
einflusst. Eine Ausklammerung der Tonakzente führt zu einer leichten An-
passung der Hauptgrenze an die bereits aus dem ALLE-Experiment bekannte
Grenze, allerdings auf Kosten der Clusterstabilität und Konnektivität.
Insgesamt ist ein Clustering auf dem Kurzvokaldatenset deutlich insta-
biler als auf dem Langvokaldatenset und sogar auf dem Datenset über al-
le Vokale. Die Wahl des Clusteralgorithmus hat außerdem Einfluss darauf,
in welcher Reihenfolge einzelne Cluster gebildet werden. Bei niedrigen k
werden häufig das Umlautgebiet und das südpfälzische Reliktgebiet zu
einem Cluster zusammengefasst, da beide Gebiete eine hohe Frequenz von
DiphOpenMidBack haben.
Höhere Cluster weisen auf weitere Strukturen hin, wie das Long-Gebiet
in der Westeifel. Dieses Gebiet zeigt sich beim Clustering der Langvokale
mit einer dominanten Short-Eigenschaft. Dies lässt vermuten, dass in diesem
Gebiet die Lang- und Kurzvokale teilweise vertauscht sind.
Eine Reihenvertauschung wie in den Langvokalen ist in diesen Clustern
nicht so deutlich zu bemerken. Dies kann allerdings daran liegen, dass sich
keine Cluster entlang der wih/weh-Isoglosse bilden, die als Grenze der Rei-
henvertauschung gesehen werden kann. Dies spricht wiederum dafür, dass
die Reihenvertauschung in den Kurzvokalen nicht in demselben Maß statt-
fand wie bei den Langvokalen, weil sich ansonsten diese Isoglosse auch in
den Clusterings wiederfinden sollte. Im Umlautgebiet gibt sich eine Ten-
denz, mhd. i mit den Eigenschaften CloseMid und Front zu realisieren. Jedoch
verhält sich mhd. ë komplementär dazu. Insgesamt ist die Realisierung der
Laute der historischen Lautklassen der Kurzvokale deutlich variantenreicher
als in den Langvokalen. Dies trifft besonders auf das Moselfränkische zu.
159 <https://www.regionalsprache.de/SprachGis/VectorMap/mrhsa/3/182>,
abgerufen 30.01.2018.




















































mhd. a mhd. ë mhd. e/ä mhd. i mhd. o mhd. ö mhd. u mhd. ü
0.27 0.17 0.24 0.46 0.26 0.49
0.51 0.15 0.23 0.01 0.46
0.12 0.61 0.14 0.49 0.36 0.25 0.53 0.32
0.05 0.47
0.09 0.04 0.17 0.40 0.05
0.02 0.01 0.02 0.22
0.34 0.36 0.36
0.15 0.03 0.13 0.05
0.22 0.58 0.44 0.53 0.19 0.43 0.45 0.37
0.25 0.32 0.27 0.30 0.28 0.20 0.39 0.63
0.22 0.22 0.23 0.32 0.33 0.28 0.39 0.57
0.52 0.86 0.04 0.74
0.01
0.01 0.21 0.09 0.33
0.43 0.22 0.23 0.34 0.32 0.35 0.44 0.57
0.04 0.02 0.07
0.54 0.23 0.32
0.34 0.29 0.66 0.31 0.32 0.57 0.10 0.08
0.02 0.05 0.09 0.01
0.30 0.22 0.54 0.42 0.58 0.92 0.48 0.91
0.66 0.61 0.67 0.58 0.60 0.73 0.52 0.33
0.47 0.49
0.50 0.50




















































mhd. a mhd. ë mhd. e/ä mhd. i mhd. o mhd. ö mhd. u mhd. ü
0.24 0.01 0.01 0.01 0.46 0.26 0.23 0.11
0.59 0.15 0.03 0.06 0.16 0.00
0.05
0.22 0.48 0.35 0.22 0.43 0.51 0.19 0.30
0.01 0.48
0.01 0.01 0.02 0.47 0.05 0.01 0.01
0.01 0.01 0.11 0.01 0.01 0.27
0.00 0.34
0.01 0.02 0.39 0.08 0.01 0.01
0.17 0.53 0.41 0.25 0.14 0.52 0.01 0.31
0.36 0.41 0.40 0.48 0.41 0.45 0.44 0.58
0.18 0.42 0.45 0.59 0.49 0.26 0.70 0.58
0.62 0.53 0.01 0.28 0.01
0.01 0.00
0.09 0.05 0.43 0.19 0.66 0.19
0.24 0.42 0.45 0.61 0.16 0.29 0.38 0.53
0.13 0.21 0.06 0.39
0.61 0.01 0.03 0.06 0.10
0.25 0.33 0.43 0.16 0.20 0.30 0.05 0.11
0.01 0.09 0.04 0.02
0.28 0.01 0.00 0.06 0.63 0.23 0.29 0.09
0.59 0.52 0.56 0.38 0.54 0.52 0.49 0.39
0.23 0.39
0.49 0.39




















































mhd. a mhd. ë mhd. e/ä mhd. i mhd. o mhd. ö mhd. u mhd. ü
0.33 0.05 0.07 0.43 0.32 0.57 0.03
0.36 0.12 0.07 0.55 0.28
0.14
0.25 0.53 0.30 0.35 0.42 0.44 0.54 0.60
0.01 0.49
0.06 0.00 0.05 0.45 0.20 0.05
0.09 0.06 0.03 0.07 0.09 0.09
0.44
0.03 0.00 0.02 0.43 0.22
0.25 0.59 0.46 0.39 0.27 0.44 0.20 0.62
0.50 0.54 0.56 0.56 0.54 0.57 0.57 0.69
0.39 0.18 0.24 0.29 0.39 0.26 0.40 0.34
0.24 0.34 0.60
0.00 0.00
0.15 0.01 0.28 0.07 0.37 0.01
0.58 0.18 0.24 0.30 0.30 0.33 0.32 0.34
0.41 0.40 0.01 0.09
0.40 0.06 0.07 0.55 0.12
0.34 0.36 0.50 0.20 0.23 0.31 0.08 0.07
0.04 0.07 0.07 0.06
0.39 0.07 0.00 0.13 0.47 0.25 0.27 0.07
0.39 0.38 0.36 0.33 0.37 0.34 0.39 0.29
0.45 0.50
0.49 0.50




















































mhd. a mhd. ë mhd. e/ä mhd. i mhd. o mhd. ö mhd. u mhd. ü
0.52 0.73 0.72 0.06 0.25 0.26
0.40 0.17 0.10 0.01 0.02 0.02 0.03 0.02
0.19 0.40 0.69 0.32 0.71 0.60 0.10 0.25
0.03 0.00 0.04
0.01 0.01 0.03 0.01 0.00
0.03 0.07
0.03 0.00
0.01 0.01 0.01 0.01 0.00
0.17 0.64 0.51 0.48 0.00 0.76 0.01 0.45
0.33 0.33 0.30 0.27 0.35 0.26 0.21 0.36
0.15 0.22 0.52 0.25 0.09 0.74 0.40
0.89 0.67 0.01 0.02
0.33 0.17 0.23 0.18 0.16
0.05 0.25 0.02 0.82 0.33
0.15 0.22 0.54 0.11 0.03 0.32
0.00 0.10 0.00 0.03
0.41 0.01 0.10 0.01 0.02 0.02 0.03 0.01
0.52 0.52 0.25 0.41 0.17 0.31 0.31 0.54
0.01 0.09 0.02 0.04
0.52 0.00 0.15 0.03 0.80 0.04 0.58 0.12
0.65 0.64 0.74 0.65 0.63 0.73 0.75 0.58




















































mhd. a mhd. ë mhd. e/ä mhd. i mhd. o mhd. ö mhd. u mhd. ü
0.54 0.73 0.64 0.04 0.26 0.27
0.31 0.13 0.08 0.00 0.02
0.15 0.28 0.53 0.36 0.63 0.52 0.14 0.30
0.02 0.81 0.07 0.08
0.06 0.48 0.11 0.24
0.01 0.05
0.02 0.81 0.07 0.06
0.06 0.48 0.10 0.24
0.30 0.64 0.36 0.52 0.01 0.66 0.01 0.44
0.24 0.25 0.13 0.30 0.21 0.18 0.19 0.36
0.08 0.22 0.47 0.24 0.15 0.74 0.40
0.98 0.39 0.02
0.22 0.02 0.07 0.08 0.03
0.07 0.24 0.81 0.44
0.08 0.22 0.48 0.20 0.04 0.29
0.33 0.05 0.02
0.32 0.01 0.08 0.02
0.60 0.63 0.25 0.38 0.15 0.26 0.24 0.47
0.13 0.06 0.08
0.54 0.01 0.15 0.04 0.69 0.03 0.57 0.14
0.71 0.63 0.76 0.62 0.65 0.75 0.75 0.57
0.40 0.41 0.40 0.67 0.01 0.70 0.05 0.73
0.0 0.2 0.4 0.6 0.8 1.0
Abbildung 4.28: Mittlere Verteilung der einzelnen phonetischen Eigenschaften nach Cluster und aufge-
teilt nach historischen Lautklassen und den Kurzvokalen des Mittelhochdeutschen für
KMEANS5.
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h i s to r i s c h e n k l a s s e d e r w e s tg e r m a n i s c h e n ko n s o n a n -
t e n
Vorverarbeitung
Die vierte Untersuchung (WG) basiert auf dem Datenset für die historischen
Konsonanten des Westgermanischen und besteht aus 234796 inferierten pho-
netischen Eigenschaften, die in das (546, 47)-dimensionale Datenset umge-
wandelt werden. Abbildung 4.29 zeigt die Verteilung der phonetischen Ei-


















































































































Abbildung 4.29: Verteilung der phonetischen Eigenschaften zu den Observationen der westgermanischen
Konsonanten.
Neben den konsonantischen Eigenschaften sind mit Central, LoweredClose,
Mid, NearFront, RaisedOpen, Short und Unround auch einige vokalische ver-
treten. Dabei gibt es zwei unterschiedliche Verteilungsmuster. Während Cen-
tral, Mid, Short und RaisedOpen ein Verteilungsspektrum haben, ist die Ver-
teilung von LoweredClose, NearFront, OpenMid und Unround bei 0 bis auf
Ausreißer. Daraus kann man schließen, dass sich diese Eigenschaften nur
auf ein sehr isoliertes Phänomen beziehen, während die anderen verbreite-
ter sind. Ansonsten gibt es in diesem Datenset deutlich weniger auffällige
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Ausreißer als bei dem vokalischen Datenset. Einzig Uvular hat übermäßig







































































































































Abbildung 4.30: Korrelationsmatrix der phonetischen Eigenschaften zu den Observationen der westgerma-
nischen Konsonanten.
Die Korrelationsmatrix in Abbildung 4.30 gibt einen ersten Einblick in
die gegensätzlichen Lauteigenschaften und verrät auch, welche vokalischen
Laute in dem Datenset zum westgermanischen Konsonantismus vorkom-
men. Die starke Korrelation von LowerdClose, Unround und NearFront lässt
auf einen [ɪ]-Laut schließen, Central, Short und Mid auf das [ə]. Das Fehlen
der Front- und Back-Eigenschaften lässt von der Eigenschaft OpenMid auf [ɜ]
und von RaisedOpen auf [ɐ] schließen. Bei den konsonantischen Eigenschaf-
ten gibt es eine deutliche Antikorrelation zwischen Labiodental und Bilabial
sowie Velar und Labiodental. Der Plosive-Fricative-Gegensatz, der bezeich-
nend für die dat/das-Grenze ist, ist zwar vorhanden, aber nicht so stark, wie
man vermuten könnte.
Die Hauptkomponentenanalyse reduziert die Dimensionen auf 17, wobei
die erste Dimension 30% der Varianz erklärt. Die einflussreichsten Features
sind Bilabial, Velar und Labiodental. Des Weiteren werden Approximant, Na-
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0.12 -0.11 0.33 0.40 0.01 -0.16 0.02 0.03 -0.01 0.01 -0.02 0.00 -0.02 -0.06 0.06 -0.12 -0.21
-0.10 -0.42 -0.21 0.02 -0.18 -0.07 0.02 0.39 -0.14 -0.16 0.02 -0.02 0.12 0.03 0.05 -0.04 -0.02
-0.30 -0.07 0.16 -0.13 -0.10 -0.21 -0.20 0.07 0.01 0.18 0.01 0.19 -0.33 -0.06 -0.45 -0.42 0.05
0.12 -0.11 0.33 0.40 0.01 -0.16 0.02 0.03 -0.01 0.01 -0.02 0.00 -0.02 -0.06 0.06 -0.12 -0.21
-0.08 0.16 -0.37 0.41 0.10 0.10 0.14 -0.15 -0.05 -0.04 0.08 0.18 -0.02 0.17 0.34 -0.40 0.07
0.01 0.00 -0.00 0.02 0.01 0.00 -0.02 -0.01 -0.02 0.01 0.00 -0.03 0.03 0.13 -0.14 0.34 0.62
0.00 0.05 0.13 0.09 -0.62 0.39 -0.03 0.05 0.26 0.13 0.02 -0.02 -0.08 0.06 0.08 0.22 -0.23
0.28 -0.06 -0.04 -0.07 0.01 -0.02 -0.55 -0.09 -0.33 0.09 -0.08 0.02 0.01 -0.15 0.41 0.16 -0.03
-0.21 -0.19 0.07 -0.10 0.49 -0.13 0.19 -0.07 -0.12 -0.07 -0.09 -0.28 -0.14 0.02 0.04 0.25 -0.29
0.27 -0.01 0.03 -0.12 0.16 -0.04 0.05 -0.49 0.50 0.26 -0.07 0.04 -0.10 -0.17 0.03 -0.04 0.03
0.12 -0.47 -0.17 -0.03 -0.07 -0.13 0.07 0.04 0.24 0.03 -0.04 0.01 0.06 -0.10 0.07 -0.05 0.05
0.09 0.41 -0.04 -0.00 -0.05 -0.19 0.27 0.32 0.28 -0.33 -0.13 -0.22 0.08 -0.41 0.08 -0.03 0.09
0.12 -0.11 0.33 0.43 0.01 -0.16 0.01 0.02 -0.03 0.02 -0.02 -0.03 0.01 0.06 -0.09 0.21 0.42
-0.11 0.04 0.12 -0.01 0.40 0.25 -0.21 0.56 0.30 0.21 -0.02 0.22 -0.17 -0.07 0.23 0.03 0.10
0.32 0.05 0.15 -0.16 0.01 0.09 -0.18 0.00 -0.12 -0.12 0.00 -0.15 0.38 -0.13 -0.28 -0.29 -0.01
-0.21 0.15 0.18 -0.17 -0.05 -0.41 -0.33 0.07 0.22 0.07 0.01 -0.08 0.38 0.18 0.26 -0.02 -0.08






Abbildung 4.31: Anteile der Varianz der ursprünglichen Dimensionen des Konsonantismusdatensets auf die
Varianz der neuen, reduzierten Dimensionen nach einer Hauptkomponentenanalyse.
Abbildung 4.32 zeigt die Raumverteilung anhand der PCA. Man sieht ei-
ne Violett-Blau-Dominanz im Gebiet des Rheinfränkischen und ein grün-
braun markiertes Moselfränkisch. Im Moselfränkischen tritt aber auch
ein Gebiet zwischen der Korf/Korb- und der dat/das-Grenze als etwas stärker
türkis hervor. Das Umlautgebiet fällt nicht besonders auf.
Clusteranalyse
Ein Zweierclustering (Abbildung 4.33a) zeigt eine interessante Abweichung
von dem Gesamtdatenset. Anstelle der dat/das-Isoglosse koinzidiert die Clus-
tergrenze mit der Korf/Korb-Isoglosse. Der Silhouettenkoeffizient von 0.3,
ein Calinski–Harabasz-Wert von 254.99 und ein ARI von 0.99 sprechen für
ein stabiles Clustering. Eine Erhöhung auf drei Cluster präsentiert ein ganz
anderes Bild (Abbildung 4.33b). Als neues Cluster treten nur ein paar ver-
teilte Orte im Rheinfränkischen hervor, und die Anzahl der Orte mit ne-
gativen Silhouetten nimmt im 1-Clustergebiet deutlich zu. Ein Blick in die
Daten zeigt, dass der entscheidende Unterschied zwischen dem 1- und dem
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Abbildung 4.32: Räumliche Visualisierung des Datensets zu den westgermanischen Konsonanten durch die
ersten drei Dimensionen einer PCA, eingefärbt nach dem HSV Farbmodell.
2-Cluster das Auftreten der Eigenschaften des [ɪ]-Lautes in wg. r ist. Tat-
sächlich wird an diesen Orten das Pivotwort Berg mit [ɪ] realisiert („Berg“,
MRhSA:4/463160). Da dieses Phänomen eine sehr starke Abweichung von der
Verteilung in dem übrigen Datenset darstellt, führt dies zu einem sehr star-
ken Outliner im Clustering und überschattet damit alle möglichen anderen
Strukturen in dem Datenset. Das bedeutet, dass aussagekräftige Clusterings
für ein k>2 auf diesem Datenset nicht möglich sind. Für höhere Cluster müs-
sen daher die Daten gefiltert werden, zum Beispiel durch eine Einschrän-
kung auf nur konsonantische Laute oder durch eine Exklusion von wg. r.
Der starke Einfluss von [ɪ] in wg. r lässt sich auch in Abbildung 4.34 im
2-Cluster sehen. Für die Cluster 0 und 1 ergibt sich, wie zu erwarten, ein
komplementäres Bild. So zeigt sich der Labiodental/Fricative-Bilabial/Plosive-
Gegensatz in wg. b als einflussreiches Merkmal für die Trennung von Clus-
ter 0 und 1, und die Hauptgrenze zwischen dem 0- und dem 1-Cluster ähnelt
der Korf/Korb-Isoglosse. Über alle Daten präsentiert sich der Fricative im 0-
Cluster als einflussreicher im Vergleich zu Plosive. Im 1-Cluster ist es umge-
kehrt. Die dat/das-Isoglosse wird in dieser Clusteranalyse nicht als Haupt-
grenze zwischen den zwei größten Clustern erkannt. Genauer gesagt basie-
ren die Cluster sogar auf den gegensätzlichen Features, als es die dat/das-
160 <https://www.regionalsprache.de/SprachGis/VectorMap/mrhsa/4/463>,
abgerufen 02.02.2018.
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Abbildung 4.33: KMEANS2- (a) und KMEANS3-Clustering (b) für das Datenset der Lautklassen des westger-
manischen Konsonantismus.
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Isoglosse implizieren würde. Dass die Korf/Korb-Isoglosse dominanter ge-
genüber der dat/das-Isoglosse als Hauptgrenze zwischen den beiden Clus-
tern ist, ist allerdings leicht zu erklären. Da es keine Gewichtung der Fea-
tures gibt, werden alle Features als gleichwertig betrachtet. Die Laute [f] und
[b] unterschieden sich in zwei Features, während [t] und [s] sich nur in der
Artikulationsart unterscheiden. Dies führt dazu, dass das Clustering eine bes-
sere Trennung entlang der Labiodental/Fricative-Bilabial/Plosive-Hyperebene
erzielen kann.
Höhere Clusterings
Mit einem gefilterten Datenset (in diesem Fall eingeschränkt auf konsonan-
tische Lauteigenschaften) lassen sich auch höhere Cluster betrachten. Das
gefilterte Dreiercluster (Abbildung 4.35a) zeigt eine Abspaltung einer Re-
gion im Süden ähnlich dem südpfälzischen Relikgebiet. Ein Alleinstel-
lungsmerkmal des neuen 2-Clusters ist die hohe Frequenz von Fricative in
wg. g. Der Silhouettenkoeffizient von 0.30 und der Calinski-Harabasz-Wert
von 221.77 lassen auf eine ähnliche Stabilität wie KMEANS2 schließen. Das
Vierercluster (Abbildung 4.35b) erzeugt ein Zwischengebiet, das sich im Nor-
den zwischen der Korf/Korb-Grenze und der dat/das-Grenze sowie im Süden
nördlich der dat/das-Grenze und nördlich der Tonakzentgrenze aufspannt,
also entlang der bereits bekannten Hauptgrenze aus dem ALLE-Experiment.
Dieses Cluster (1-Cluster) zeichnet sich durch eine hohe Frequenz des Trill
in wg. d, wg. r, wg. s, wg. t und wg. þ aus. Dieses Phänomen ist aber sehr
wortgebunden und nur die Kombination von Observationen mehrerer Kar-
ten lässt ein Cluster entstehen. Mit einem Silhouettenkoeffizienten von 0.26
und einem Calinski-Harabasz-Wert von 189.04 ist dieses Clustering zwar we-
niger stabil als KMEANS3, aber immer noch stabiler als andere Clusterings.
Der ARI ist mit 0.84 ebenfalls hoch. Ein Bootstrapping (siehe Abschnitt A.5,
Abbildung A.4b auf Seite 221) rekonstruiert die Ausgangscluster sehr stabil,
nur für das 1-Cluster zeigt sich ein gewisser Einfluss des 2-Clusters. Dadurch
kann dieses Zwischencluster wieder als Übergangsgebiet gesehen werden,
in diesem Fall aber ausgehend von dem 2-Cluster. Ein Fünferclustering (Ab-
schnitt A.5, Abbildung A.4a auf Seite 221) liefert für das Gebiet des Mosel-
fränkischen kein deutlich zusammenhängendes Clustering mehr. Es spal-
tet sich allerdings wieder ein Gebiet in der Westeifel ab.
Merkmaleinfluss
Die wichtigsten Eigenschaften für die verschiedenen Clusterings sind in Ta-
belle 4.4 aufgeführt, dabei ist zu beachten, dass nur KMEANS2 auch voka-
lische Eigenschaften berücksichtigt. Man sieht, dass die Bewertung der Ei-
genschaften für die verschiedenen Clusterings ähnlich ist. Tabelle 4.4 ist zu
entnehmen, dass Bilabial, Labiodental und Velar die wichtigsten Eigenschaf-
ten sind. Damit verbunden sind die Laute [b] und [f] der Korf/Korb-Grenze.
In KMEANS2 sieht man mit RaisedOpen zudem noch eine hoch gewichte-
te vokalische Eigenschaft. Diese Eigenschaft kann in diesem Datenset nur
dem [ɐ]-Laut zugeordnet sein, der nur als Realisierung von wg. r auftritt.




















































wg. b wg. d wg. f wg. g wg. h wg. j wg. k wg. l wg. m wg. n wg. p wg. r wg. s wg. t wg. þ wg. w
0.05 0.47
0.43 0.02 0.50 0.13 0.68 0.42 0.59 0.54 0.65
0.51 0.63 1.00 0.35
0.20 0.50 0.54 0.00 0.31 0.08 0.15
0.52
0.64 0.61 0.53 0.40 0.21 0.34 0.58 0.42 0.39 0.60




0.53 0.51 0.03 0.47 0.66 0.80 0.48 0.49 0.25 0.25 0.34 0.07 0.05 0.44 0.63
0.44 0.26 0.50 0.21
0.36 0.60 0.27 0.10 0.15 0.01 0.42 0.60 0.73 0.66 0.10
0.37 0.34 0.20 0.51 0.29
0.03
0.47
0.12 0.02 0.44 0.02 0.00 0.13
0.00 0.14 0.00
0.17 0.02 0.24 0.25 0.01 0.49 0.12 0.26 0.17
0.48 0.27 0.49 0.31 0.32 0.50 0.44 0.50 0.39 0.72 0.44 0.44 0.48 0.32 0.48 0.22




















































wg. b wg. d wg. f wg. g wg. h wg. j wg. k wg. l wg. m wg. n wg. p wg. r wg. s wg. t wg. þ wg. w
0.08 0.92
0.70 0.06 0.51 0.00 0.39 0.48 0.35 0.39 0.56
0.33 0.11 1.00
0.71 0.49 0.82 0.42 0.36 0.40
0.61
0.25 0.60 0.34 0.60 0.01 0.21 0.60 0.36 0.63 0.12
0.01 0.39 0.01 0.42 0.00
0.02 0.51 0.01 0.01 0.02
0.45
0.12 0.57 0.37
0.29 0.20 0.06 0.51 0.33 0.97 0.54 0.25 0.59 0.38 0.31 0.59 0.82
0.01
0.34 0.22 0.50 0.21 0.02
0.91 0.61 0.33 0.33 0.59 0.01 0.74 0.67 0.13 0.36 0.49
0.12 0.13 0.01 0.25 0.55 0.00
0.34
0.55
0.53 0.36 0.11 0.13 0.61
0.00
0.02 0.02 0.01 0.03
0.46 0.44 0.71 0.01 0.74 0.01 0.01
0.56 0.46 0.36 0.30 0.13 0.50 0.67 0.51 0.57 0.37 0.66 0.36 0.15 0.45 0.45 0.12




















































wg. b wg. d wg. f wg. g wg. h wg. j wg. k wg. l wg. m wg. n wg. p wg. r wg. s wg. t wg. þ wg. w
0.03 0.94
0.83 0.48 0.36 0.41 0.10 0.33 0.50
0.16 0.04 1.00
0.76 0.25 0.80 0.41 0.35 0.42
0.61







0.21 0.01 0.28 0.21 0.96 0.52 0.30 0.63 0.37 0.46 0.70 0.74
0.37 0.41 0.50 0.30 0.04
0.88 0.85 0.11 0.41 0.57 0.04 0.80 0.70 0.01 0.33 0.50






0.87 0.60 0.76 0.04 0.79 0.05
0.72 0.67 0.20 0.22 0.09 0.52 0.73 0.48 0.55 0.36 0.68 0.30 0.09 0.39 0.46 0.13
0.53 1.00 0.63 0.58 0.80 0.19 0.44 0.59 0.43 0.26 1.00
0.0 0.2 0.4 0.6 0.8 1.0
Abbildung 4.34: Mittlere Verteilung der einzelnen phonetischen Eigenschaften nach Cluster und aufgeteilt
nach historischen Lautklassen und den westgermanischen Konsonanten für KMEANS3.
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Abbildung 4.35: KMEANS3- (a) und KMEANS4-Clustering (b) für das Datenset der Lautklassen des West-
germanischen mit Einschränkung auf konsonantische Lauteigenschaften.
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Da in den höheren Clustern die vokalischen Eigenschaften herausgefiltert
sind, kann keine Aussage mehr zum Einfluss dieser Eigenschaften auf die
Sprachraumstruktur bei höheren Clusterings getroffen werden.
Tabelle 4.4: Die zehn höchstsignifikanten (p-value < 0.001) Eigenschaften für ver-
schiedene Clusterings auf dem Datenset für die westgermanischen Kon-
sonanten. KMEANS3 und KMEANS4 basieren auf dem auf konsonanti-
sche Eigenschaften gefilterten Datenset. Für KMEANS2 wird OpenMid
und für KMEANS4 wird LateralApproximant als nicht signifikant ange-
sehen.











Abbildung 4.36 zeigt die Aufteilung nach den westgermanischen Lautklas-
sen für KMEANS4. Das 0-Cluster ist bereits in Abbildung 4.34 gezeigt. Das
neu hinzugekommene 1-Cluster zeichnet sich zum einen durch den Wegfall
des Konsonanten (siehe Nil bei wg. b, wg. g, wg. j, wg. k, wg. n und wg. w)
aus und zum anderen durch eine hohe Frequenz an Trill bei wg. d, wg. r
und wg. þ. Im 2-Cluster sind natürlich Plosive in wg. b und Fricative in wg.
t einflussreich. Die Nil-Eigenschaft verhält sich ähnlich wie im 1-Cluster.
Das 3-Cluster zeichnet sich durch eine deutlich höhere Fricative-Frequenz
in wg. f, wg. g und wg. h aus. Insgesamt nimmt die Frequenz von Velar vom
0- bis zum 3-Cluster zu. Dies entspricht einer Zunahme von Nordosten nach
Südwesten.
Bemerkungen
Anders als es vielleicht von einem konsonantischen Datenset zu erwarten
gewesen wäre, trennen sich die Hauptcluster nicht an der dat/das-Isoglosse,
sondern an der Korf/Korb-Isoglosse, was dazu führt, dass die Merkmalshäu-
figkeiten von Plosive und Fricative vertauscht sind. Das nördliche Gebiet, wel-
ches den größten Bereich des Moselfränkischen abdeckt, hat mehr Fricati-
ve-Eigenschaften als das südliche Gebiet. Für Plosive ist es genau umgekehrt.
Die dat/das-Isoglosse wird erst in einem höheren Clustering zu einer Clus-
tergrenze. Dabei muss allerdings beachtet werden, dass das Clustering auf
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gleichgewichteten Features basiert und damit nicht einer wahrnehmungsge-
bundenen Einteilung entsprechen muss. Als eines der häufigsten Worte im
Deutschen ist „das“161 mit einer Häufigkeitsklasse von 2 im Sprachgebrauch
natürlich deutlich frequenter als zum Beispiel „Korb“162 mit einer Häufig-
keitsklasse von 12. Ein großes Problem bei dieser Clusteranalyse ist wg. r.
Diese Lautklasse wird teilweise durch vokalische Eigenschaften realisiert.
Diese klare Abweichung von dem ansonsten auf konsonantische Eigenschaf-
ten fokussierten Datenset führt zu gravierenden Problemen bei einem Clus-
tering mit k > 2. Dies tritt auf, weil die vokalischen Eigenschaften nur in Ob-
servationen zu wg. r vorkommen, wohingegen konsonantische Eigenschaf-
ten über alle Lautklassen verteilt sind, was dazu führt, dass die vokalischen
Laute sehr isoliert sind und folglich als eigenständiges Cluster hervortreten.
Ein Clustering mit k = 4 führt zu einer Raumstruktur, die sich mit dem Mo-
selfränkischen, dem mosel-rheinfränkischen Übergangsgebiet, dem
Rheinfränkischen und dem südpfälzischen Reliktgebiet überdecken









































wg. b wg. d wg. f wg. g wg. h wg. j wg. k wg. l wg. m wg. n wg. p wg. r wg. s wg. t wg. þ wg. w
0.04 0.45
0.41 0.02 0.50 0.14 0.69 0.39 0.60 0.55 0.65
0.53 0.63 1.00 0.37
0.19 0.49 0.52 0.00 0.29 0.09 0.13
0.64 0.59 0.54 0.39 0.22 0.35 0.58 0.42 0.39 0.58
0.70 0.50 0.08 0.00 0.38 0.98
0.00 0.50 0.00
0.25 0.38 0.74
0.54 0.53 0.04 0.46 0.67 0.78 0.48 0.51 0.23 0.27 0.35 0.07 0.05 0.44 0.65
0.45 0.25 0.50 0.22
0.37 0.61 0.30 0.10 0.14 0.01 0.40 0.60 0.75 0.69 0.10
0.38 0.36 0.22 0.52 0.29
0.06 0.02 0.42 0.01 0.07
0.15 0.00
0.19 0.02 0.23 0.24 0.01 0.47 0.13 0.28 0.18
0.46 0.26 0.49 0.32 0.32 0.50 0.42 0.50 0.38 0.74 0.41 0.42 0.51 0.32 0.48 0.19




































wg. b wg. d wg. f wg. g wg. h wg. j wg. k wg. l wg. m wg. n wg. p wg. r wg. s wg. t wg. þ wg. w
0.15 0.89
0.58 0.19 0.51 0.52 0.65 0.53 0.47 0.71
0.38 0.24 1.00 0.02
0.54 0.69 0.78 0.47 0.16 0.41
0.31 0.53 0.45 0.53 0.01 0.26 0.59 0.34 0.38 0.32
0.14 0.27 0.45 0.11
0.02 0.51 0.01
0.28 0.53 0.49
0.52 0.39 0.06 0.60 0.50 0.98 0.50 0.29 0.50 0.29 0.08 0.41 0.74
0.38 0.20 0.50 0.17
0.70 0.34 0.47 0.15 0.32 0.63 0.65 0.42 0.38 0.36
0.18 0.14 0.01 0.35 0.40
0.84 0.52 0.27 0.31 0.81
0.04 0.03 0.02 0.04
0.04 0.31 0.53 0.66 0.03 0.03
0.45 0.33 0.55 0.28 0.13 0.50 0.66 0.51 0.53 0.49 0.65 0.52 0.22 0.49 0.52 0.28




































wg. b wg. d wg. f wg. g wg. h wg. j wg. k wg. l wg. m wg. n wg. p wg. r wg. s wg. t wg. þ wg. w
0.03 0.90
0.74 0.01 0.50 0.00 0.34 0.41 0.34 0.37 0.52
0.36 0.11 1.00
0.75 0.47 0.87 0.41 0.34 0.41
0.25 0.62 0.21 0.56 0.19 0.60 0.37 0.72 0.12
0.00 0.40 0.01 0.39
0.03 0.50 0.01 0.01 0.02
0.09 0.62 0.32
0.21 0.15 0.06 0.57 0.30 0.98 0.58 0.19 0.63 0.41 0.37 0.65 0.77
0.29 0.16 0.50 0.18 0.02
0.96 0.69 0.29 0.39 0.69 0.02 0.77 0.70 0.05 0.35 0.50
0.10 0.15 0.25 0.56 0.01
0.44 0.29 0.04 0.04 0.55
0.02 0.02 0.02
0.56 0.43 0.75 0.02 0.76 0.00 0.01
0.59 0.50 0.33 0.34 0.13 0.51 0.65 0.50 0.62 0.32 0.69 0.29 0.14 0.44 0.43 0.12




































wg. b wg. d wg. f wg. g wg. h wg. j wg. k wg. l wg. m wg. n wg. p wg. r wg. s wg. t wg. þ wg. w
0.15 0.99
0.82 0.51 0.42 0.53 0.04 0.34 0.47
0.05 0.02 0.98
0.76 0.12 0.65 0.42 0.65 0.34




0.21 0.00 0.03 0.14 0.92 0.45 0.49 0.54 0.37 0.48 0.68 0.98
0.45 0.57 0.51 0.37 0.06
0.84 0.85 0.39 0.53 0.80 0.62 0.01 0.37 0.50
0.13 0.07 0.04 0.08 0.88
0.28 0.39 0.01 0.48
0.01
0.85 0.71 0.81 0.82 0.01 0.03
0.76 0.64 0.12 0.13 0.16 0.49 0.80 0.51 0.40 0.40 0.61 0.39 0.05 0.39 0.42 0.01
0.47 1.00 0.71 0.80 0.86 0.08 0.20 0.47 0.60 0.44 0.31 1.00
0.0 0.2 0.4 0.6 0.8 1.0
Abbildung 4.36: Mittlere Verteilung der einzelnen phonetischen Eigenschaften nach Cluster und aufgeteilt
nach historischen Lautklassen und den westgermanischen Konsonanten für KMEANS4 auf
dem auf konsonantische Eigenschaften eingeschränkten Datenset.
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4.6 d i s k u s s i o n
Die vorgestellten Experimente geben einen Einblick in die Struktur der im
Mittelrheinischen Sprachatlas erfassten Daten, die durch die phonOntology
in ein für eine statistische Datenanalyse geeignetes Format transformiert
wurden. Die Daten sind nicht direkte Audiosignale, sondern bereits nor-
malisierte IPA-Notationen, die in ein historisches Referenzsystem gesetzt
sind und in Form von Sprachkarten publiziert wurden. Die phonOntology er-
zeugt aus diesen Notationen Lauteigenschaften. Aus diesen Lauteigenschaf-
ten und ausgewählten Teilmengen des historischen Bezugssystems werden
die Datensets für die Experimente generiert. Diese Teilmengen folgen gän-
gigen linguistischen Betrachtungen und lassen sich unterteilen in das ge-
samte Bezugssystem mit allen Referenzlauten, die Bezugslaute, die nur dem
mittelhochdeutschen Langvokalismus zugeordnet sind, die Bezugslaute, die
nur dem mittelhochdeutschen Kurzvokalismus zugeordnet sind und alle Be-
zugslaute zum westgermanischen Konsonantismus. Nicht näher aufgeführt
sind Experimente zu den gesamten mittelhochdeutschen Vokalen und einge-
schränkte Experimente auf die mittelhochdeutschen Diphthonge. Die so ge-
nerierten Datensets werden mittels einer Clusteranalyse strukturiert. Dabei
kommen drei Clusteringmethoden zum Einsatz, die je zwei bis fünf Cluster
erzeugen. Alle drei Clustermethoden haben gewisse Stärken und Schwächen
und die Wahl des Clusteralgorithmus kann deutlichen Einfluss auf die Form
der Cluster haben. Das Gaussian Mixture Model versucht in den Daten k
Normalverteilungen zu finden, dieses Verfahren basiert auf Wahrscheinlich-
keiten und eignet sich besonders für Daten, die auch einer Normalverteilung
folgen. Da es aber auf der Einbettung von Gaußs verteilungen basiert, hat
der Algorithmus Schwierigkeiten, kompakte Daten oder Daten, die nur über
schwache Cluster verfügen, klar zu trennen. Der K-Means-Algorithmus er-
zeugt Clusterzentren und ordnet die Datenpunkte den nächsten Zentren zu.
Der Algorithmus funktioniert gut bei konvexen Datensets, aber er hat Pro-
bleme mit Ausreißern und komplexeren Datenstrukturen. Das Ward-Cluste-
ring erzeugt Cluster mit ähnlicher Varianz. Dies erlaubt auch eine Anwen-
dung auf komplexere Datenstrukturen. Allerdings tendiert dieser Algorith-
mus dazu, ausgeglichene Cluster zu erzeugen, was nicht unbedingt den dar-
unter liegenden Daten entsprechen muss. Da eine Clusteranalyse ein un-
überwachter Lernalgorithmus ist, steht kein explizites Referenzdatenset zur
Verfügung, gegen das das geclusterte Datenset getestet werden kann. Dies
macht es schwer, von richtigen oder falschen Clusterings zu sprechen. Statt-
dessen wird die Güte eines Clusterings an der internen und Zwischencluster-
streuung bewertet (Silhouettenkoeffizient und Calinski-Harabasz-Wert) so-
wie der Stabilität (Adjusted-Rand-Index) gegenüber zufälligem Aussortieren
von einem Teil der Daten und Bootstrapping. Ein weiteres Qualitätsmerk-
mal, das allerdings bereits auf einer subjektiven Interpretation beruht, ist der
räumliche Zusammenhang der den Clustern zugeordneten Ortspunkte. Dies
beruht auf der Annahme, dass eine Kausalität zwischen der Ähnlichkeit der
Datenpunkte und der räumlichen Nähe der zugehörigen Ortspunkte besteht.
Die in diesem Kapitel als Sprachraumeinteilung ausgewählten Sprachräume
basieren auf den Clusterings, die unter den drei vorgestellten Bewertungsge-
sichtspunkten am besten abschneiden. In vielen Fällen sind die Unterschiede
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zwischen verschiedenen Clusteralgorithmen aber gering. Tabelle 4.5163 gibt
eine Übersicht über den V-Measure-Wert164 (vgl. Rosenberg und Hirschberg
2007) zwischen den verschiedenen Clusteralgorithmen. Man sieht eine ho-
he Übereinstimmung zwischen GMM und WARD mit einem K von 3 und die
niedrigsten Werte bei KMEANS und auch bei einem k von 3 für das ALLE-
Experiment. Während GMM und WARD Cluster erzeugen, die einer räum-
lichen Einteilung in das nördliche Umlautgebiet (0-Cluster), das Mosel-
fränkische (1-Cluster) und das Rheinfränkische (2-Cluster) ähneln, fin-
det KMEANS eine andere Einteilung für das 0- und 1-Cluster. In diesem Fall
wird ein Teil der Westeifel noch mit zu dem 0-Cluster gezählt. Dadurch ent-
steht aber ein Cluster negativer Silhouettenkoeffizienten an vielen Orten.
Tabelle 4.5: V-Measure-Wert zwischen den Clusteralgorithmen für die einzelnen Ex-
perimente.
v e r g l e i c h k = 2 k = 3 k = 4 k = 5
A
LL
E GMM vs. KMEANS 0.89 0.69 0.61 0.70
KMEANS vs. WARD 0.87 0.68 0.60 0.79
WARD vs. GMM 0.87 0.90 0.83 0.71
LA
N
G GMM vs. KMEANS 0.42 0.40 0.78 0.60
KMEANS vs. WARD 0.86 0.62 0.69 0.69
WARD vs. GMM 0.40 0.54 0.64 0.69
KU
RZ GMM vs. KMEANS 0.67 0.67 0.51 0.54
KMEANS vs. WARD 0.73 0.70 0.64 0.73
WARD vs. GMM 0.84 0.85 0.68 0.69
W
G GMM vs. KMEANS 0.97 0.72 0.64 0.64
KMEANS vs. WARD 0.69 0.58 0.76 0.66
WARD vs. GMM 0.68 0.58 0.59 0.61
Ein Beispiel dafür, dass ein Clusteralgorithmus nicht in der Lage ist, räum-
liche Cluster zu erzeugen, ist der GMM2, angewendet auf das Datenset zu
den westgermanischen Konsonanten (WG). Wie in Abschnitt 4.5 erwähnt,
führen die vokalischen Eigenschaften bei wg. r zu Problemen beim Cluste-
ring. Beim GMM2-Algorithmus führt dies dazu, dass Orte, bei denen das /r/
in „Berg“ mit einem /ɪ/ realisiert wird, ein Cluster bilden und die restlichen
Orte das andere Cluster. Solche Ergebnisse sind zwar gut geeignet, um auf
Probleme oder Besonderheiten in einem Datenset aufmerksam zu machen,
163 Für WG wird das Datenset verwendet, welches auf die konsonantischen Eigenschaften ein-
geschränkt ist. Das Datenset, welches alle Laute zulässt, ist für GMM2 nicht in der Lage, eine
Trennung der Daten vorzunehmen. Dies resultiert zum Beispiel in einem V-Score von 0.06
für GMM2 vs. KMEANS2.
164 Der V-Measure-Wert ist ein entropiebasiertes Ähnlichkeitsmaß, welches die Überdeckung
von Elementen zwischen zwei Mengen misst. Eine spezifische Labelzuordnung spielt dabei
keine Rolle. Ein Wert von 1 bedeutet eine perfekte Überdeckung.
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als Sprachraumeinteilung sind die dermaßen erzeugten Cluster allerdings
ungeeignet. Niedrige V-Measure-Werte (<0.6) sprechen für eine unterschied-
liche Raumeinteilung. Man sieht auch, dass sich die Werte für k=5 über alle
Experimente hinweg etwas normalisieren. Clustering kann somit auch als
ein Entdeckungsvorgang über die Daten verwendet werden. Bei den Expe-
rimenten haben sich immer wieder ähnliche Regionen herausgebildet, teil-
weise aber in einer anderen Reihenfolge bei Erhöhung des Parameters k. So
zeigt sich immer wieder ein Gebiet in der Westeifel (vgl. Abbildung 4.17b auf
Seite 108 und Abbildung 4.26 auf Seite 121), das bei verschiedenen k, Clus-
teralgorithmen und Datensets auftaucht. Auch treten Bereiche im südpfäl-
zischen Reliktgebiet bei verschiedenen Experimenten hervor (vgl. Abbil-
dung 4.9 auf Seite 97, Abbildung 4.26 auf Seite 121 und Abbildung 4.35b auf
Seite 132). Solche Zusammenhänge können als Ausgangspunkt genauerer
Untersuchungen dieser Teilregionen gesehen werden. Im Fall der Westeifel
lässt sich zum Beispiel eine Vertauschung der Eigenschaft Long und Short
zwischen dem Langvokal- und dem Kurzvokaldatenset zeigen. Bei den be-
sprochenen Experimenten wurden Clusteranalysen für k ≤ 5 aufgeführt, da
ab einer gewissen Clusteranzahl die Idee des Sprachraums nicht mehr gege-
ben ist und sich Cluster basierend auf leichten Abweichungen oder nur eines
einzelnen Merkmals herausbilden. Auch sinkt bei hohem k die Stabilität der
Cluster bei einer Auswahl zufälliger Teilmengen ab und macht damit eine
Bewertung der Cluster schwieriger bzw. weniger aussagekräftig.
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Die Experimente offenbaren räumliche Strukturen, die in vielen Fällen mit
den historischen Sprachräumen übereinstimmen. Damit können die entspre-
chenden Cluster als Repräsentanten für den entsprechenden Sprachraum
dienen und die darunter liegenden Daten als ein Modell dieses Raums. Ein
solches Modell basiert auf den phonetischen Eigenschaften, die in der phon-
Ontology definiert wurden. Dadurch erhält man zum einen eine mathema-
tisch nachvollziehbare Basis für die Sprachräume und zum anderen erlaubt
es, Datensets, die mittels der phonOntology annotiert wurden, untereinander
zu vergleichen.
Die durch die Clusteranalyse ermittelten Grenzen zwischen den einzel-
nen Sprachräumen folgen weitestgehend den in Abschnitt 2.5 besprochenen
Isoglossen des Mittelrheinischen Sprachaltlas. Allerdings tun sich besonders
im Moselfränkischen ein paar Eigenheiten auf.
Das Moselfränkisch-Rheinfränkische Grenzgebiet
Als Hauptgrenzen zwischen dem Moselfränkischen und dem Rheinfrän-
kischen werden zum einen die dat/das-Grenze und zum anderen die Tonak-
zentgrenze gesehen. Diese doppelte Grenze bestätigt sich in den Experimen-
ten.
Das ALLE-Experiment trennt die Hauptcluster zum Moselfränkischen
und Rheinfränkischen entlang der Tonakzentgrenze und der dat/das-Iso-
glosse (vgl. Abbildung 4.4b auf Seite 89). Diese Grenze findet sich auch bei
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den anderen Experimenten, die als Teilmengen des ALLE-Experiments ge-
sehen werden können. Während die Grenze zu den historischen Kurzvoka-
len des Mittelhochdeutschen sich deutlich stärker an den Tonakzenten ori-
entiert, verschiebt sich die Grenze nach einer Filterung der Tonakzente in
Richtung der Hauptgrenze aus ALLE. In den Clusterings zu den Langvoka-
len und den Konsonanten findet sich diese Grenze ebenfalls, allerdings erst
ab einem k > 2. Der Bereich zwischen diesen beiden Isoglossen kann als die
Grenz- oder Übergangsregion zwischen dem Moselfränkischen und dem
Rheinfränkischen betrachtet werden. Bootstrapping (siehe Abschnitt A.5,
Abbildung A.1b auf Seite 218) zeigt, dass diese Behauptung für den östlichen
Bereich deutlicher zutrifft als für den westlichen Bereich. Clusterings mit hö-
herem k zeigen zudem für alle Experimente, dass diese Hauptgrenze stabil
bleibt und sich neue Cluster eher im Moselfränkischen bilden. Das lässt
das Rheinfränkische homogener erscheinen. Nur im Süden bildet sich ein
Cluster im Gebiet des südpfälzischen Reliktgebietes heraus. Im Fünfer-
clustering (siehe Abbildung 4.9 auf Seite 97) zerfällt der Bereich des Mosel-
fränkischen in ein Cluster zum nördlichen Umlautgebiet, ein mittleres
Hauptgebiet sowie ein Zwischengebiet entlang der Korf/Korb-Isoglosse und
der Hauptgrenze.
Das Bootstrapping zeigt aber, dass dieses Zwischengebiet eher als ein
Übergangsgebiet von dem Hauptgebiet aus gesehen werden sollte. Das dem
Zwischengebiet zugeordnete 2-Label findet sich mit sichtbaren Anteilen auch
an Orten, die im Clustering dem 1-Label zugeordnet sind165. Das 1-Label hin-
gegen hat nur Anteile an Orten, die auch dem 1-Cluster zugeordnet sind. Zu-
dem kann man besonders in dem bereits erwähnten Grenzgebiet auch einen
geringen Einfluss des 3-Labels auf das Zwischengebiet ausmachen. Auffällig
ist, dass es so gut wie keinen Einfluss von 1- oder 2-Label auf die Cluster im
Gebiet des Rheinfränkischen gibt.
Das Umlautgebiet
In der Clusteranalyse tritt das nördliche Umlautgebiet sehr deutlich her-
vor. Die dominierende Eigenschaft ist Round. Dieses Gebiet erscheint als
eigenständiges Cluster ab einem k > 2 bei Clusterings über alle Lauteigen-
schaften und über die Lauteigenschaften zu den historischen Kurzvokalen
des Mittelhochdeutschen. In der in Abbildung 4.37 dargestellten Visualisie-
rung der Daten mittels der T-Distributed-Stochastic-Neighbor-Einbettung
entspricht das 0-Cluster dem Umlautgebiet, und man beobachtet in dieser
Form der Visualisierung einen Abstand zu den anderen Clustern166. In den
Clusterings zu den historischen Langvokalen des Mittelhochdeutschen zeigt
sich das Umlautgebiet nicht als eigenständiges Cluster, obwohl die Round-
Eigenschaft auch dort dominant ist. Grund dafür ist der deutlich stärkere
Fokus auf die Reihenvertauschung von /e/ - /o/ zu /ɪ, ʏ/ - /ʊ/ in derselben
Region.
165 Es ist zu beachten, dass aufgrund der Unschärfe bei bei der Clustermarkierung während des
Bootstrappings (siehe Seite 79) der Anteil des 2-Label wahrscheinlich etwas höher ist, als es
bei einem streng deterministischen Clustering der Fall wäre.
166 Dabei ist zu beachten, dass TSNE dazu neigt, deutlichere Cluster zu produzieren, und diese
Visualisierung nur eine grobe Annäherung an die Struktur der originalen Daten ist.
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Abbildung 4.37: Visualisierung des ALLE-Datensets mittels einer TSNE und Einfärbung der Datenpunkte
nach GMM3.
Die Grenze der Reihenvertauschung
Innerhalb des Moselfränkischen kommt es zu einer Reihenvertauschung
von /e/ - /o/ zu /ɪ/ - /ʊ/ bei den historischen Langvokalen des Mittelhochdeut-
schen. Die Grenze dieser Vertauschung koinzidiert weitestgehend mit der
wih/weh-Grenze der entsprechenden Wenkerkarte „weh“. Dabei ist im nörd-
lichen Bereich die LoweredClose-Eigenschaft und im südlichen die CloseMid-
Eigenschaft dominant. Diese Reihenvertauschung ist konsequent für die-
ses Cluster und führt zu einer deutlichen Abgrenzung zwischen den beiden
Hauptregionen. Am westlichen Rand des Untersuchungsgebiets findet sich
noch eine Häufung von Orten, die dem nördlichen Cluster zugeordnet sind
und etwas über die wih/weh-Isoglosse hinausgehen, da diese Isoglosse auf
dem /ɪ/-/e/-Gegensatz in mhd. ê basiert, das Cluster aber auch den /ʊ/-/o/-
Gegensatz in mhd. ô mit berücksichtigt. Diese Grenze tritt nur in dem Lang-
vokaldatenset auf.
Die Eigenschaften zu den historischen Kurzvokalen verteilen sich über
ein deutlich größeres Spektrum, so dass nicht eindeutig von einer Reihen-
vertauschung gesprochen werden kann, sondern anzunehmen ist, dass eine
Realisierung stark von dem gewählten Pivotwort abhängt. Abbildung 4.38
zeigt die Verteilung der Kurzvokale getrennt nach dem Zweierclustering zu




















































mhd. a mhd. ë mhd. e/ä mhd. i mhd. o mhd. ö mhd. u mhd. ü
0.34 0.08 0.01 0.12 0.43 0.28 0.46 0.01
0.40 0.13 0.10 0.33 0.31
0.10
0.24 0.54 0.26 0.36 0.39 0.39 0.46 0.46
0.02 0.47
0.07 0.00 0.05 0.34 0.26 0.05 0.00
0.08 0.05 0.03 0.05 0.07 0.12
0.09 0.10 0.41
0.06 0.00 0.02 0.27 0.24 0.01 0.00
0.21 0.57 0.44 0.39 0.21 0.44 0.23 0.49
0.41 0.45 0.44 0.44 0.42 0.42 0.49 0.64
0.33 0.23 0.26 0.36 0.42 0.29 0.47 0.46
0.39 0.51 0.01 0.57
0.01 0.00 0.00
0.11 0.04 0.31 0.08 0.43 0.04
0.51 0.23 0.26 0.37 0.30 0.36 0.37 0.45
0.23 0.28 0.17
0.43 0.04 0.10 0.33 0.18
0.34 0.33 0.55 0.20 0.24 0.38 0.07 0.05
0.03 0.06 0.04 0.02 0.02
0.38 0.10 0.15 0.21 0.52 0.41 0.32 0.29
0.50 0.46 0.49 0.44 0.49 0.50 0.44 0.33
0.44 0.48
0.47 0.48




















































mhd. a mhd. ë mhd. e/ä mhd. i mhd. o mhd. ö mhd. u mhd. ü
0.42 0.00 0.49 0.00 0.63 0.13 0.27 0.22
0.46 0.16 0.08 0.03 0.07 0.01 0.02 0.02
0.01
0.18 0.42 0.56 0.29 0.62 0.56 0.16 0.29
0.00 0.11 0.01 0.19
0.02 0.07 0.21 0.00 0.03 0.00
0.06 0.00 0.15
0.00 0.11 0.01 0.12
0.02 0.07 0.16 0.03 0.00
0.19 0.61 0.46 0.42 0.06 0.68 0.01 0.42
0.33 0.35 0.32 0.36 0.37 0.33 0.29 0.44
0.06 0.23 0.30 0.52 0.31 0.14 0.71 0.45
0.80 0.58 0.01 0.12 0.00
0.21 0.10 0.13 0.11 0.09
0.03 0.04 0.30 0.08 0.75 0.30
0.07 0.23 0.30 0.55 0.04 0.17 0.14 0.37
0.07 0.16 0.03 0.12
0.48 0.01 0.08 0.03 0.04 0.01 0.02 0.01
0.43 0.47 0.30 0.33 0.18 0.30 0.22 0.40
0.00 0.10 0.04 0.05
0.43 0.01 0.10 0.04 0.73 0.11 0.49 0.12
0.63 0.60 0.67 0.54 0.59 0.64 0.66 0.51
0.07 0.13
0.17 0.13
0.52 0.43 0.54 0.62 0.09 0.69 0.15 0.75
0.0 0.2 0.4 0.6 0.8 1.0
Abbildung 4.38: Verteilung der Lautklassen der historischen Kurzvokale, getrennt nach dem Zweiercluste-
ring (KMEANS2) der historischen Langvokale.
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den historischen Langvokalen (siehe Seite 103). Man erkennt, dass beson-
ders die Lautklassen mhd. a, mhd. i, mhd. o, mhd. ö und mhd. u nördlich der
wih/weh-Isoglosse viel variantenreicher sind als die südlichen Gegenstücke.
Eine konsequente Reihenvertauschung ist allerdings nicht zu beobachten.
Die konsonantische Grenze
Mit der bereits gezeigten Bedeutung und historischen Signifikanz der dat/das-
Isoglosse könnte man annehmen, dass diese Grenze auch bei dem Clustering
der konsonantischen Lautklassen die Hauptgrenze bildet. Stattdessen teilen
sich die Hauptcluster entlang einer Grenze, die der Korf/Korb-Isoglosse der
Wenkerkarte zu „Korb“ ähnelt. Erst bei einem k > 3 bildet sich eine Gren-
ze entlang der dat/das-Isoglosse. Die Clusteranalyse bewertet den Bilabial-
Labiodental-Gegensatz in wg. b höher als den Fricative-Plosive-Gegensatz in
wg. t. Abbildung 4.39 zeigt die mittlere Verteilung der Eigenschaften zu den

























































Abbildung 4.39: Mittlere Verteilung der phonetischen Eigenschaften im Datenset zu den westgermanischen
Konsonanten nach KMEANS2-Clustering.
Man sieht, dass Fricative im 0-Cluster, also im nördlichen Bereich, einen
positiven Wert aufweisen und Plosive einen negativen. Im 1-Cluster ist die
Verteilung vertauscht. Das bedeutet, dass das Vorkommen von Plosive im
4.7 z u s a m m e n fa s s e n d e b e o b ac h t u n g e n 143
nördlichen Bereich des Untersuchungsgebietes statistisch seltener ist als im
südlichen167 und Plosive in wg. t eine Ausnahme im Moselfränkischen dar-
stellt. Da das Clustering die Grenze entlang der Korf/Korb-Isoglosse zieht,
ist zu erwarten, dass der nördliche Bereich einen Bias in Richtung Fricative
hat. Deutlicher werden die Unterschiede aber an einem Labiodental–Bilabial-
Gegensatz. Das Gebiet zwischen der Korf/Korb- und der dat/das-Isoglosse
entspricht ungefähr dem Zwischengebiet aus dem ALLE-Experiment (mit
WARD5). Dieses Zwischengebiet hat kein eindeutiges Erkennungsmerkmal,
sondern zeichnet sich eher durch seine hohe Varianz aus und kann als Be-
rührungsraum zwischen dem Moselfränkischen und Rheinfränkischen
interpretiert werden.
Das südpfälzische Reliktgebiet
Das südpfälzische Reliktgebiet tritt in dem ALLE-Experiment und inter-
essanterweise auch in den untersuchten Teilexperimenten auf, meistens ab
einem k von 3 oder 5. Dies ist insofern beachtenswert, als die Hervorhe-
bung dieser Region auf den Karten des MRhSA zu „Frau“ (mhd. ou) und
„froh“ (mhd. ô) basiert, die Cluster sich aber auch in den Experimenten zu
den historischen Kurzvokalen und den Konsonanten wiederfinden. Bei den
konsonantischen Lauten zeichnet sich dieses Gebiet durch ein erhöhtes Vor-
kommen von Affricate, Fricative und Voiceless im Verhältnis zu dem übrigen
Gebiet des Rheinfränkischen aus und bei den Eigenschaften zu den histori-
schen Kurzvokalen zeichnet es sich durch ein erhöhtes Vorkommen an Diph-
thongeigenschaften und ein etwas niedriges Vorkommen von Unround im
Verhältnis zu der Umgebung aus. Diese Eigenschaften zu den Kurzvokalen
ähneln damit dem Cluster zum Umlautgebiet im Norden des Moselfrän-
kischen. Diese Nähe zeigt sich auch in den Clusterings wie zum Beispiel in
dem KMEANS3-Clustering (Abbildung 4.24b) auf Seite 117. Die Region wird
allerdings erst ab einem k = 5 als eigenes Gebiet aufgefasst, davor wird es zu
dem 0-Cluster gerechnet, welches weitestgehend mit dem Umlautgebiet
koinzidiert. Das bedeutet nicht, dass ein direkter Zusammenhang zwischen
diesen beiden Räumen besteht. Da die „Nähe“ nur auf sehr wenigen Eigen-
schaften beruht, kann angenommen werden, dass das Zusammenfassen zu
einem Cluster auf einer technischen Limitation des Clusterings beruht. Da
zum Beispiel für ein k = 3 exakt drei Cluster gefunden werden, muss dieses
Gebiet einem Cluster zugeordnet werden, in diesem Fall dem 0-Cluster, da
dort die Ähnlichkeit am größten ist.
167 Umgekehrt für Fricative, wenn auch nicht so deutlich wie bei Plosive.
5V E R G L E I C H M I T D E R J Ü N G E R E N G E N E R AT I O N
Als mehrdimensionaler Sprachatlas bietet der Mittelrheinische Sprachatlas
auch Daten für eine jüngere Generation, also Informanten, die zur Zeit der
Erhebung des Atlas ca. 35 Jahre alt waren. Dadurch ist ein zweites Datenset
verfügbar, welches Observationen zu dieser Generation enthält und eben-
falls durch die phonOntology annotiert werden kann. So können in Form ei-
ner „apparent-time“-Analyse Vergleiche zwischen den Generationen durch-
geführt werden, die einen Einblick in Änderungen des Sprachraums zwi-
schen diesen beiden Generationen gewähren. Dazu bieten sich verschiede-
ne Methoden an. Eine naheliegende Möglichkeit ist das Durchführen der
Clusteranalyse auf dem Datenset zur jüngeren Generation und ein anschlie-
ßender Vergleich der Cluster. In weiteren Analysen kann das Datenset der
älteren Generation als Ausgangsmodell dienen und Klassifikatoren trainie-
ren, welche die jüngere Generation auf Basis der älteren klassifizieren. Auch
lässt sich die Distanz zwischen den entsprechenden Datenpunkten beider
Datensets berechnen.
Eine Clusteranalyse erzeugt neue Cluster, die in ihrer Bewertung unab-
hängig von den Clustern basierend auf der älteren Generation sind. Ein di-
rekter Vergleich der Cluster der jüngeren und der älteren Generation ist nur
eingeschränkt möglich, da die Bedingungen, die zur Clusterbildung führen,
andere sein können. Wenn man aber davon ausgeht, dass die Haupträume
weiterhin Bestand haben, sollte ein Vergleich168 der Hauptcluster durchaus
vertretbar sein. Bei der Klassifizierung wird von den Clustern der älteren Ge-
neration ausgegangen und Änderungen bei der jüngeren Generation können
im Verhältnis zur älteren Generation betrachtet werden. Man ist dabei aber
an die Strukturen der älteren Generation gebunden.
5.1 vo r v e r a r b e i t u n g
Um aussagekräftige Klassifikationen oder Distanzmaße zu erhalten, ist es
wichtig bei der Vorverarbeitung der Datensets sicherzustellen, dass beide Da-
tensets aus einer gemeinsamen (hypothetischen) Verteilung kommen. Falls
möglich, wird die Verteilung des Trainingsdatensets169 als Standardvertei-
lung gesetzt und das Testdatenset wird anhand dieser skaliert. Um eine kom-
patible Skalierung zu gewährleisten, wird zudem das Testdatenset so ange-
passt, dass es nur auf Karten basiert, zu denen es auch entsprechende Kar-
ten für die jüngere Generation gibt. Dies bedeutet zum Beispiel, dass die
Tonakzente als Eigenschaften fehlen. Die Zuordnung der Label basiert aber
weiterhin auf den durch die Clusteranalyse bestimmten Klassen.
168 Auch wenn durch die Neusortierung der Label (siehe Seite 79) ein gewisser Determinismus
gegeben ist, ist ein direkter Vergleich zwischen den Labeln nicht angebracht. Es besteht kein
semantischer Zusammenhang zwischen den 0-Clustern der älteren und jüngeren Generation.
169 In diesem Fall die ältere Generation.
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Abbildung 5.1: Vergleich der skalierten Verteilung des Datensets der älteren Generation und der jüngeren
Generation.
Abbildung 5.1 zeigt eine Gegenüberstellung der Verteilungen der Daten-
sets der älteren und der jüngeren Generation, wobei beide Generationen auf
Basis der älteren Generation skaliert sind. Für viele Eigenschaften besteht
eine deutliche Überlappung in der Verteilung zwischen den beiden Genera-
tionen. Auffällig ist, dass Affricate zwischen den Generationen gespiegelt
ist. Dies weist auf einen eher überschaubaren Datenraum hin, der bei der
Verteilung nicht viel Variation zulässt. So können bereits kleine Änderun-
gen große Auswirkungen auf die Skalierung haben. Man kann auch erken-
nen, dass die Eigenschaft Close für die jüngere Generation völlig wegfällt170.
Bei manchen Eigenschaften, wie DiphOpenCentral oder OpenMid verschiebt
sich die Verteilung leicht ins Positive, wohingegen es sich bei CloseMid oder
DiphOpenMidBack ins Negative verschiebt. Der Gegensatz zwischen den vie-
len positiven Ausreißern zu Round und den negativen zu Unround bleibt be-
stehen, woraus man schließen kann, dass zumindest das Umlautgebiet als
Sprachraum erhalten bleibt.
170 Bei der älteren Generation ist kein Medianbalken zu erkennen. Das bedeutet, dass der un-
skalierte Median 0 ist und damit bei der skalierten Verteilung am unteren Ende des Balkens
liegen muss. Das Close der jüngeren Generation hat nur eine Markierung beim unteren Ende
des Balkens der älteren Generation, damit müssen alle unskalierten Werte 0 sein.
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5.2 ä n d e r u n g e n i n d e n c l u s t e r n
Da die Daten einen Vektorraum aufspannen, lässt sich die euklidische Di-
stanz zwischen skalierten Datenpunkten des Datensets der älteren Genera-
tion und den Datenpunkten der jüngeren Generation berechnen. Dies kann
einen Einblick geben, in welchen Sprachräumen die größten Änderungen
stattfinden. Abbildung 5.2 zeigt die Änderung in den in der Clusteranaylse
bestimmten Hauptsprachräumen. Eine hellere Einfärbung der Orte symboli-
siert eine größere Änderung. In Abbildung 5.3 sieht man die Reichweite der
Änderungen nach den Labeln gruppiert. Insgesamt gibt es die größten Ände-
rungen innerhalb des Umlautgebietes, die geringsten im Südpfälzischen
Reliktgebiet. Das Hauptgebiet des Moselfränkischen hat die höchste Va-
rianz bezüglich der Änderung. Räumlich betrachtet kann man also sagen,
dass die Stärke der Änderung von Norden nach Süden abnimmt. Es ist wich-
tig zu beachten, dass man daraus keine Aussagen zur Änderung der Dia-
lektalität treffen kann, da nur eine Differenz der älteren Generation berech-
net wird, für eine Bewertung der Änderung der Dialektalität aber auch ein
0-Modell für die Standardsprache berücksichtigt werden muss. Allerdings
kann eine geringe Änderung auf einen über die Zeit stabileren Sprachraum
hindeuten171.
Für einen genaueren Einblick, welche Lautklassen am stärksten von Än-
derungen betroffen sind, bietet es sich an, die Daten nach den historischen
Bezugslauten zu gruppieren und die Differenz zwischen der älteren und der
jüngeren Generation für diese Klassen zu berechnen. Abbildung 5.4 zeigt
dies exemplarisch für die historischen Kurzvokale. Man sieht deutlich den
starken Abbau von CloseMid und Front und eine auffallende Zunahme von
LoweredClose und NearFront für mhd. i im 0-Cluster, also dem Cluster, das
mit dem Umlautgebiet überlappt. Dies ist ein deutlicher Normalisierungs-
prozess von [e] → [ɪ] in dem ursprünglich sehr heterogenen Raum (siehe
Abbildung 4.28, Seite 124). Die umgekehrte Richtung in mhd. ë allerdings
fällt weitaus schwächer aus. Auch ist dieser Effekt nur im 0-Cluster für das
Moselfränkische ausgeprägt. Das 1-Cluster, welches das übrige Gebiet der
Reihenvertauschung einschließt, ist weniger stark von dieser Änderung be-
troffen. Auffällig ist ebenfalls die Zunahme der Unround Eigenschaft, beson-
ders in den beiden erwähnten Lautklassen. Auch dies lässt einen Normali-
sierungsprozess vermuten.
Im 1-Cluster sieht man eine Rücknahme der Reihenvertauschung in mhd. ü
und damit eine Annäherung an das Standarddeutsche. Während Front und
CloseMid ([e]) abnehmen, nehmen LoweredClose, NearFront und Round ([ʏ])
zu. Im 2- und 3-Cluster fällt die Normalisierung von mhd. a auf. Es kommt zu
einer Zunahme der [a̠] definierenden Eigenschaften, während die anderen
Eigenschaften zurückgehen. Für das mhd. i reduzieren sich die Diphthong-
eigenschaften zu [ɛ͡ɪ] (DiphOpenMidFront und DiphLoweredCloseNearFront)
und die Monophthongeigenschaften zu [ɛ] und [ɪ] nehmen zu. Bei mhd. ö
kommt es sogar noch deutlicher als im 1-Cluster zu einer Normalisierung in
Richtung [ʏ]. Der Hauptunterschied bei den Änderungen in den Kurzvoka-
171 Ob diese Stabilität aus einer tief verwurzelten, generationenübergreifenden Dialektalität oder
einer bereits bestehenden Nähe zum Standarddeutschen herrührt ist ohne zusätzliche Infor-
mationen nicht inferierbar.
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Abbildung 5.2: Änderung an den Datenpunkten zwischen der älteren und jüngeren Generation. Einfärbung
der Orte nach dem WARD5-Clustering für alle Laute. Heller eingefärbte Orte haben eine
größerer Änderung.
len zwischen dem 2- und 3-Cluster ist das breiter gestreute Vorkommen der
Diphthonge und die leichte Zunahme im 3-Cluster, während die Diphthong-
eigenschaften im 2-Cluster rückläufig sind. Im 4-Cluster sind im Mittel die
geringsten Änderungen zu beobachten. Die deutlichsten Änderungen finden
sich in mhd. e/ä und mhd. o mit einer Anpassung in Richtung [e] beziehungs-
weise [o].
Die entsprechenden Grafiken zu den Langvokalen und den Konsonanten
sind in Abschnitt A.6 (Seite 222) zu finden. Bei den Langvokalen gibt es im
0-Cluster die größten Änderungen in mhd. â und mhd. û. Wobei im Ersteren
die Eigenschaften zu [a̠͡ʊ] deutlich zunehmen, während sich im Letzteren
die durch die Reihendrehung beeinflussten Eigenschaften noch einmal ver-
stärken. Auch gibt es wieder Normalisierungsprozesse bei mhd. î, allerdings
weniger deutlich als bei den Kurzvokalen. Das 1- und 2-Cluster fallen in ers-
ter Linie durch den Mangel an signifikanten Änderungen172 auf. Während
es also durchaus zu Änderungen an den Lauteigenschaften kommt, befin-
den sich die meisten Änderungen zu den historischen Langvokalen in ei-
nem eher niedrigen Bereich. Außer in mhd. â und mhd. æ kommt es zu ei-
ner Abschwächung von CloseMid bei gleichzeitiger Stärkung von OpenMid.
172 Die mittlere Änderung, dargestellt in der ganz linken Spalte, zeigt die mittlere Änderung
über alle Lauteigenschaften, also auch die kurzvokalischen. Dort sind auch die auffälligsten
Änderungen zu verorten.
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Abbildung 5.3: Spektrum der Änderungen in den Clustern nach WARD5 für alle Laute.
Auch im 3-Cluster gibt es die deutlichsten Änderungen in mhd. â. Diesmal
mit einer merklichen Zunahme der [a̠] beeinflussenden Eigenschaften. Im
4-Custer findet vor allem ein Abbau der Diphthongeigenschaften bei mhd. ô
und mhd. œ bei Zunahme entsprechender Monophthongeigenschaften (Back
und CloseMid bei mhd. ô und Front und OpenMid bei mhd. œ) statt. Eine sehr
deutliche Änderung gibt es noch bei mhd. û, indem die DiphOpenCentral ge-
gen die DiphOpenMidFront Eigenschaft ausgetauscht wird.
Bei den Konsonanten fällt besonders wg. r auf. In dem 0- und 1-Cluster
gibt es einen deutlichen Wechsel vom alveolaren [r] hin zum uvularen [ʀ]
oder Lautausfall (Nil). Im 2- und 3-Cluster verschiebt sich das wg. r in Rich-
tung des vokalischen Schwa ([ə]) beziehungsweise Tiefschwa ([ɐ]) oder es
fällt weg. In dem 4-Cluster nimmt vor allem der Ausfall des Lautes zu, wäh-
rend die anderen relevanten Lauteigenschaften für diese Klassen deutlich
abnehmen. Insgesamt reduziert sich also das Lautspektrum von wg. r, wo-
bei die Normalisierung zwischen den Clustern im Moselfränkischen und
Rheinfränkischen nicht gleich verläuft. Bei allen konsonantischen Laut-
klassen kommt es zu einer deutlichen Zunahme des Ausfalls des Konsonan-
ten, markiert durch die Nil-Eigenschaft.
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Box 5.2.1 Interpretationshilfe zu den Differenzgrafiken nach den
historischen Lautklassen
Grafiken wie Abbildung 5.4 zeigen die mittlere relative Änderung der
Lauteigenschaften über alle Lautklassen und darüber hinaus aufgeteilt
nach den historischen Lautklassen in jedem Custer. Die äußerst linke
Spalte zeigt die Differenz gemittelt über alle Orte des Clusters und al-
le Lautklassen. Die anderen Spalten über die entsprechende Lautklasse
und die Orte des Clusters.
Die Differenz ist ausgehend von den skalierten Daten berechnet, des-
wegen liegt der Wertebereich auch zwischen -3 und 3. Dabei sind alle
Spalten unabhängig voneinander skaliert, wobei die ältere Generation
jeweils als Ausgangsverteilung gesetzt ist.
Die Änderungen sind relativ zu sehen. Das bedeutet, wenn ein hypo-
thetisches Feature einen Wert von -2 (sehr selten) in der älteren Genera-
tion hat und von 0 (mittlere Verteilung) in der jüngeren Generation, ist
die Differenz genauso hoch, als wenn ein Feature 0 in der älteren Ge-
neration und 2 in der jüngeren hat. Ohne zusätzliche Informationen,
lassen sich also nur schwer Rückschlüsse auf die Ausgangsverteilungen
ziehen.
5.3 k l a s s i f i k at i o n d e r j ü n g e r e n g e n e r at i o n
Wenn man das geclusterte Datenset der älteren Generation als Modell auf-
fasst, kann man Klassifikatoren trainieren und diese gegen die jüngere Ge-
neration testen. Dies liefert einen Einblick, inwieweit die unterliegenden
Sprachstrukturen über die Generation hinweg im Untersuchungsgebiet ge-
wahrt wurden. Insgesamt ordnen Klassifikatoren basierend auf der älteren
Generation die Datenpunkte der jüngeren Generation den entsprechenden
Clustern zu. Es zeigt sich, dass ein Ort, der in der älteren Generation zum
2-Cluster gehört, auch mit einer hohen Genauigkeit in der jüngeren Genera-
tion denselben Clustern zugeordnet wird. Eine Dimensionseinbettung zeigt
zudem, dass sich die Datenpunkte der jüngeren und älteren Generation über-
lappen. Es kommt also zu keiner signifikanten Änderung in der Datenstruk-
tur. Dabei ist allerdings zu beachten, dass die Modelle in sich abgeschlossen
sind. Ein Vergleich mit einem hypothetischen 0-Modell zur Standardspra-
che oder angrenzenden Sprachräumen findet nicht statt. Insofern können
nur Änderungen innerhalb des Sprachraums gezeigt werden, und in dieser
Hinsicht bleiben die Strukturen relativ zueinander weitestgehend erhalten.
Abbildung 5.5 zeigt eine Klassifizierung der jüngeren Generation auf Basis
des WARD5 Models für alle Laute. Als Klassifikator kommt eine Support Vec-
tor Machine mit einem RBF Kernel173 zum Einsatz. Nur wenige Orte haben
173 Eine Support Vector Machine (vgl. Cortes und Vapnik 1995; Cristianini und Shawe-Taylor
2000; Guyon, Boser und Vapnik 1993) ist einer der bekanntesten Klassifikationsalgorithmen
und basiert auf der Unterteilung des Datenraums in Hyperebenen anhand von Stützvekto-
ren. Stützvektoren sind die benachbarten Datenpunkte unterschiedlicher Klassen, deren Ab-
stände zueinander es zu maximieren gilt und damit die (Vektorraum-)Basis der Trennebene
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Abbildung 5.4: Spektrum der Änderungen in den Clustern nach WARD5 für die Lautklassen der historischen
Kurzvokale.
stellen. Der Radial Basis Function Kernel (RBF) wird verwendet, um auch nicht linear sepa-
rierbare Daten trennen zu können.
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Abbildung 5.5: Klassifizierung der jüngeren Generation basierend auf dem WARD5 Clustering für alle Laute.
Orte, denen ein anderes Label als in der älteren Generation zugewiesen wurde, sind schwarz
umrandet.
eine schwarze Umrandung, die auf eine Änderung in der Labelzuweisung
hinweist. Diese Stabilität lässt sich auch in den als gut befundenen Cluste-
rings der anderen Experimente beobachten.
5.4 c l u s t e r i n g d e r j ü n g e r e n g e n e r at i o n
Natürlich kann man dieselbe Methodik, die man zum Erstellen der Cluster-
analysen der älteren Generation benutzt, auch auf die jüngere übertragen.
Vergleiche zwischen den Generationen sind aber nur bedingt möglich, da
diese Clusterings zum einen völlig unabhängig voneinander erstellt werden
und zum anderen die Datenstruktur der jüngeren Generation zu einer ande-
ren Clusterkonfiguration führen kann.
Abbildung 5.6 zeigt ein Clustering zur jüngeren Generation mit einem Sil-
houettenkoeffizienten von 0.18. Am auffälligsten ist bei diesem Clustering
die Auflösung der scharfen Grenze entlang der dat/das-Grenze und der Ton-
akzentgrenze. Im 3-Clustering sind die vielen Orte mit negativer Silhouet-
te prägnant, die sich besonders im südlichen Saarland häufen. Im Norden
bleibt das 0-Cluster zum Umlautgebiet stabil. Die Grenze zwischen dem 1-
und 2-Cluster verläuft im nördlichen Bereich entlang der Korf/Korb-Grenze,
fällt allerdings im südlichen Bereich nicht mit der dat/das-Grenze zusam-
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Abbildung 5.6: WARD4-Clustering auf allen Lauteigenschaften zur jüngeren Generation.
men, sondern bleibt eher in der Nähe der Tonakzentgrenze. Das 2-Cluster
geht zudem über die dat/das-Isoglosse hinaus ins Rheinfränkische hinein
und trennt sich erst im Norden in der Nähe vom 3-Cluster, im Süden verläuft
die Grenze entlang der Grenze zwischen Saarland und Rheinland-Pfalz.
Die ANOVA (Abbildung 5.7) zeigt Velar, Bilabial, Round und Labiodental
als einflussreichste Eigenschaften für die Struktur des Clusterings. Diese Ei-
genschaften weisen auch je einen der Hauptsprachräume auf. Auffällig ist
die relativ niedrige Gewichtung von vokalischen Eigenschaften (außer Län-
ge und Rundung). So ist Central die erste vokalische Eigenschaft. Diese Ei-
genschaft könnte mit Normalisierung in Richtung [a̠] einhergehen, die be-
sonders im Gebiet des Rheinfränkischen auffällig ist.
Das Bootstrapping der Cluster (Abbildung 5.8) gibt eine Einsicht in die
Stabilität der Cluster. Die Orte des 1-Clusters haben eine deutliche Nähe zum
0-Cluster, während die anderen Cluster etwas homogener sind. Es zeigt sich
außerdem eine klare Übergangsregion. So beeinflusst das 1-Cluster das 2-
Cluster vom Norden her, während das 3-Cluster das 2-Cluster vom Süden
her beeinflusst. Durch diesen beidseitigen Einfluss kann das 2-Cluster als
Übergangsregion interpretiert werden.
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Abbildung 5.7: Räumliche Verteilung der vier einflussreichsten Features für WARD4 zu dem Datenset der
jüngeren Generation.
5.5 z u s a m m e n fa s s u n g
Die Struktur und Strukturgrenzen der älteren Generation bleiben auch in der
jüngeren Generation weitgehend erhalten. Es kommt zwar zu Änderungen
in den Dialekten, in vielen Fällen zu einer Angleichung an die Standardspra-
che, allerdings noch nicht in dem Maße, dass sich die Hauptsprachräume
auflösen. In vielen Fällen sind Änderungen lautklassenbedingt und können
sich je nach Sprachregion unterscheiden. So verschiebt sich das alveolare
[r] im Moselfränkischen in Richtung des uvularen [ʀ], wohingegen es im
Rheinfränkischen eher wegfällt. Auch gibt es Bewegung in dem Gebiet
der Reihenvertauschung. Während sich die ehemals sehr heterogenen Kurz-
vokale in Richtung des Standarddeutschen verändern, bleibt die Reihenver-
tauschung in den Langvokalen erhalten und verfestigt sich teilweise noch.
Insgesamt ist eine Abnahme der Änderungen von Norden (dem Umlaut-
gebiet) nach Süden (dem südpfälzischen Reliktgebiet) zu beobachten,
wobei die Spannweite der Änderungen im Bereich des Moselfränkischen
am größten ist.
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Abbildung 5.8: Bootstrapping auf KMEANS4-Clustering auf allen Lauteigenschaften zur jüngeren Genera-
tion.
6Z U S A M M E N FA S S U N G U N D A U S B L I C K
Diese Arbeit stellt mit der phonOntology eine Möglichkeit vor, Laute, die in
IPA annotiert sind, mittels Inferenz einer Menge an Lauteigenschaften zuzu-
ordnen. So lässt sich ein [ɪː] als eine Kombination der ontologischen Klassen
Long, LoweredClose und NearFront ausdrücken. Diese Transformation über-
führt zum einen IPA-Laute in ein für maschinelles Verarbeiten gut geeigne-
tes Format und ermöglicht gleichzeitig eine differenzierte Sicht auf die Da-
ten. Durch die Aufsplittung der Laute in ihre Eigenschaften lassen sich struk-
turelle Gemeinsamkeiten innerhalb der Daten untersuchen. Als Beispiel für
eine derartige Untersuchung dient der Mittelrheinische Sprachatlas, da sich
das verwendete, kontrollierte Vokabular auf IPA-Basis gut für eine solche
Transformation eignet. Auf dem transformierten Datenset zu der älteren Ge-
neration werden verschiedene Clusteranalysen (Experimente) durchgeführt.
Neben der Analyse zu allen Lauten werden auch die Laute zu den histori-
schen Lang- und Kurzvokalen des Mittelhochdeutschen sowie den westger-
manischen Konsonanten gesondert betrachtet. Es zeigt sich in allen Experi-
menten, dass es entlang der Tonakzentgrenze und der dat/das-Isoglosse eine
Trennung in zwei Hauptcluster gibt. Diese Grenze ist sehr stabil und kann
als die Hauptgrenze für diese Region betrachtet werden. Für die Langvoka-
le findet die erste Trennung entlang der wih/weh-Isoglosse statt und für die
Konsonanten entlang der Korf/Korb-Isoglosse. Die Hauptgrenze tritt bei hö-
heren Clusterings (k ≥ 3) zutage. Diese Abweichung von der Hauptgrenze
zeigt zwei besondere Phänomene für diese Region und speziell für den mo-
selfränkischen Teil. Zum einen die sogenannte Reihenvertauschung, bei
der die Aperture-Eigenschaften von /e/ – /o/ und /ɪ/ – /ʊ/ vertauscht sind, und
zum anderen den Labiodental/Fricative–Bilabial/Plosive-Gegensatz, bei dem
die Ausprägungshäufigkeiten gegensätzlich sind. Diese beiden Phänomene
unterteilen den moselfränkischen Raum zusätzlich. Dies führt dazu, dass
dieser Raum, der noch das sogenannte Umlautgebiet als Übergangsregi-
on zum Ripuarischen umfasst, deutlich variantenreicher ist als das Rhein-
fränkische, bei dem im Süden das südpfälzische Reliktgebiet als signi-
fikante Unterregion auftritt.
Die Tonakzente, die in den deutschen Dialekten ein exklusives Phänomen
des Moselfränkischen sind, sind als eigenständige Eigenschaft ein stabili-
sierender Faktor bei den Experimenten, allerdings sind sie nicht ausschlag-
gebend für die Form der Cluster. Die Hauptgrenze findet sich auch in Expe-
rimenten, in denen die Tonakzente herausgefiltert wurden.
Ein Vergleich mit den Daten der jüngeren Generation zeigt, dass es zwar
deutliche Normalisierungstendenzen174 gibt, diese allerdings noch nicht aus-
reichen, um die Raumstrukturen neu zu ordnen oder aufzulösen. Die Haupt-
grenze lässt sich in den Daten immer noch wiederfinden, allerdings sind die
Unterschiede entlang der Grenze geringer, so dass sich ein breiteres Gebiet,
174 Ob diese Tendenzen eine Annäherung an das Standarddeutsch bedeuten ist zwar anzuneh-
men, kann aber anhand dieser Daten nicht inferiert werden, da es keine Referenzmenge gibt.
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welches als Übergangsgebiet interpretiert werden kann, um die Tonakzent-
grenze und die dat/das-Isoglosse findet.
















Abbildung 6.1: Vergleich eines KMEANS2-Clusterings zu allen Eigenschaften mit der Sprachraumeinteilung
nach Wiesinger.
Strukturell bestätigt sich die Aufteilung nach Wiesinger (vgl. Wiesinger
1983, S. 830 f.) in das Moselfränkische und Rheinfränkische. Abbildung 6.1
zeigt den Vergleich mit den entsprechenden Raumstrukturen seiner Sprach-
raumstrukturierung. Der Adjusted-Rand-Index, bei dem die Einteilung nach
Wiesinger als Ground Truth gesetzt wird, ist mit 0.87 sehr hoch175.
au s b l i c k
Eine Ontologie ist in der Informatik nicht nur ein Mittel, um Daten zu struk-
turieren und zu erweitern, sondern dient auch als Mediator zwischen ver-
schiedenen Datenstrukturen. In diesem Sinne kann die phonOntology ein-
gesetzt werden, um eine Kompatibilität zwischen verschiedenen digitalisier-
ten Sprachatlanten herzustellen. Dieser Schritt würde weiterhin ein manu-
elles Mapping zwischen den Ausgangsdaten und der Ontologie benötigen,
allerdings wären alle Daten, die über ein entsprechendes Mapping verfügen,
untereinander vergleichbar. Damit kann die phonOntology als vereinheitli-
chendes Framework dienen, um eine Datengrundlage für eine übergreifen-
175 Es ist zu beachten, dass die Grenze in der Wiesingereinteilung eine vereinfachte Version der
dat/das-Isoglosse ist und damit ein hoher ARI nicht verwunderlich ist.
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de Analyse von Sprachatlanten zu generieren. Die phonOntology in der hier
präsentierten Form repräsentiert nur einen Ausschnitt aller möglichen Lau-
te und Lautvarianten, basierend auf den durch IPA definierten Lauten. Dia-
kritika sind bis auf die Länge-Eigenschaft nicht weiter berücksichtigt. Da
die Anzahl der möglichen Lautrepräsentationen durch das Hinzufügen von
Diakritika natürlich deutlich ansteigt, auf Kosten der expliziten Benennung,
gibt es noch deutliches Erweiterungsportenzial für die phonOntology. Als
Ansatzpunkt kann hierbei das PHOIBLE-Datenset (vgl. Moran 2012; Moran,
McCloy und Wright 2014) dienen, in dem eine Auflistung des Lautinven-
tars verschiedener Sprachen weltweit, vorgenommen wird. Dabei muss al-
lerdings beachtet werden, dass die Konstruktion von Lauteigenschaftskom-
binationen ontologisch gesehen kein größeres Problem darstellt, die expli-
zite Zuordnung zu einem Laut kann jedoch an Grenzen stoßen. Es muss in
vielen Fällen zwischen einer theoretisch korrekten und einer praktisch an-
wendbaren Repräsentation entschieden werden. Ein weiteres Problem, wel-
ches es bei einer Erweiterung der phonOntology durch das Einbeziehen von
Diakritika zu lösen gilt, ist die Gewichtung der Laute. Viele Diakritika reprä-
sentieren eine relative Änderung ausgehend von einer Lautkonfiguration.
Dies wirft die Frage auf, ob eine Lauteigenschaft, die durch ein Diakritikum
repräsentiert wird, dieselbe Gewichtung haben sollte, wie eine Haupteigen-
schaft. Diese Frage ist aber nicht an die Ontologie gebunden, sondern ein
allgemeines linguistisches Forschungsfeld.
Mittels der phonOntology wurden Sprachraumstrukturierungen und dazu-
gehörige Modelle für den MRhSA generiert. Es bietet sich natürlich an, weite-
re Modelle auf Basis der Ontologie zu erstellen, um zum Beispiel ein 0-Modell
für das Standarddeutsch zu bekommen, das als Referenzmodell für Dialekta-
litätsbestimmungen dienen kann. Mit der von Herrgen und Schmidt entwi-
ckelten Methode zur Dialektalitätsmessung (vgl. Herrgen und Schmidt 1989)
steht auch ein spezialisiertes Distanzmaß zur Differenzbestimmung zur Ver-
fügung. Auch können die in dieser Arbeit generierten Modelle für Vergleiche
mit anderen Sprachräumen herangezogen werden. So bietet der Audioat-
las siebenbürgisch-sächsischer Dialekte176 (ASD) (vgl. Krefeld, Lücke und
Mages 2016) Material, das aufgearbeitet werden kann, um mit der phonOnto-
logy kompatibel zu werden. Indem ein Clustering zum Moselfränkischen
als Klassifikationsmodell für ein kompatibles Datenset des ASD aufbereitet
wird, kann geschaut werden, inwieweit sich der Dialekt der moselfränki-
schen Aussiedler in dieser Region bewahrt hat.
Eine weitere Anwendungsmöglichkeit ist eine Überprüfung oder Reindi-
zierung der historischen Bezugssysteme. Die in dieser Arbeit verwendeten
Bezugssysteme dienen in erster Linie als Referenzpunkt, um die Varianz ei-
nes Lautes in einem Wort, welches einem Bezugslaut zugeordnet ist, zu klas-
sifizieren. Die phonOntology kann genutzt werden, um nach struktureller
Ähnlichkeit von Wörtern zu suchen. So kann zum Beispiel nach räumlichen
Zusammenhängen zwischen Lautrealisierungsverteilungen gesucht werden,
um so Wörter zu finden, die einem ähnlichen Verteilungsmuster folgen, un-
abhängig ihrer zugeordneten historischen Klassifikation.
176 <http://doi.org/10.5282/asd>, abgerufen 15.10.2018.
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Auch bieten sich noch weitere Analysemöglichkeiten für die Clusterings
selbst. So werden in dieser Arbeit nur drei Algorithmen verwendet, die al-
le an ein vordefiniertes k gebunden sind. Die in Abschnitt 3.3 erwähnten
dichtebasierten Clusterings können helfen, eine flexiblere Struktur in den
Daten zu finden und im Zuge dessen neue, differenziertere Sichtweisen auf
die Datenstruktur zu ermöglichen. Auch gibt es neben den drei hier vorge-
stellten Verfahren noch weitere Variationen von Dimensionseinbettung, die
genutzt werden können, um Daten nicht als Cluster, sondern anhand eines
stetigen Beschreibers im Raum abzubilden. Auch kann die Analyse der Fea-
tures noch verfeinert werden. In Detecting Shibboleths (vgl. Prokić, Çöltekin
und Nerbonne 2012) wird eine Methode vorgestellt, um sogenannte Shibbo-
leths177, also hervorstechende linguistische Charakteristika, innerhalb eines
Clusters zu bestimmen. Ergebnisse solcher Analysen könnten wiederum in
Sprachwahrnehmungsuntersuchungen verwendet werden.
Bei der Verwendung von semantischer Technologie bietet es sich immer
an, diese auch in ein größeres Netzwerk einzubetten und als Onlinesystem
zur Verfügung zu stellen. Webtechnologien ermöglichen eine einfache Er-
stellung angemessener Benutzeroberflächen, die dank REST178-API (vgl. Fiel-
ding und Taylor 2000; Fielding u. a. 2017) komplexe Serveranwendungen
steuern können. Dies ist sehr hilfreich, um mehr moderne informatische Me-
thoden und Prinzipien für die Dialektforschung anzubieten und zugänglich
zu machen.
177 Engl.: distinctive, characteristic variants.
178 Representational State Transfer.
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a.1 p h o n e t i s c h e e i g e n s c h a f t e n d e r g o l d o n to l o g i e
• ArticulatoryProperty: The class of properties defining how sounds are
produced in the mouth. (vgl. Ladefoged 1997)
– AirstreamProperty: Refers to the direction of the airstream in
speech sound production. In the canonical literature, there are
three airstream mechanisms: pulmonic, velaric, and glottalic. Glot-
talic airstream mechanism is sometimes used to describe the me-
thod of production of ejectives and implosives. Ladefoged and
Maddieson prefer to regard implosives and ejectives as charac-
terized by a laryngeal parameter of movement rather than an
airstream property. (vgl. Maddieson und Ladefoged 1996, S. 372–
373)
∗ PulmonicProperty: Pulmonic refers to an air-stream mecha-
nism wherein the air is generated in the lungs and pushed
out under the control of the respiratory muscles. (vgl. Lade-
foged 2000, S. 122)
∗ VelaricProperty: Velaric refers to an air-stream mechanism
wherein the air is generated by a closure at the velar posi-
tion, rather than an air-stream generated by the lungs. The
back of the tongue is raised against the velum, and articula-
tions are made farther forward by the lips or front parts of
the tongue, drawing air into or pushing air out of the mouth.
The clicks of some African languages are produced in this
way. In English, they may be heard in the ’tut tut’ sound.
(vgl. Crystal 1985, S. 325–326; Hartmann 1973, S. 8)
– LaryngealProperty: The laryngeal setting refers to differences in
the timing of laryngeal activity in relation to oral articulation.
Most languages have phonemic contrasts between classes of stops
which differ in the mode of action of the larynx, or in the timing
of laryngeal activity. (vgl. Maddieson und Ladefoged 1996, S. 47)
∗ GlottalMovementProperty: A phonation type containing the
features ’raising’ and ’lowering’. (vgl. Maddieson und Lade-
foged 1996, S. 372)
∗ GlottalStrictureProperty: The three phonation types are part
of the five possible values of Glottal Stricture that are used
by languages. Sounds can have the vocal cords tightly tog-
ether, as in a glottal stop, or they can be far apart as in
voiceless sounds, or they can have one of the three phonati-
on types: breathy voice, modal voice and creaky voice. Alt-
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hough some phoneticians have shown how terms similar to
these may be combinable from the phonetic point of view,
the named terms form a set of phonologically mutually ex-
clusive possibilities. These factors point to there being an
ordered set of five possibilities: [voiceless], [breathy], [mo-
dal voice], [creaky] and [closed]. It is certainly appropriate
to consider these glottal states as resulting from two phy-
siological attributes of the vocal cords, their stiffness and
their aperture. However from a linguistic point of view, the
named values of the feature Glottal Stricture operate as a
linearly ordered set of five mutually exclusive possibilities.
(vgl. Ladefoged 1997, S. 607–608)
∗ GlottalTimingProperty: A phonation type containing the fea-
tures ’aspirated’ and ’unaspirated. Aspiration involves mat-
ters of relativing timing between laryngeal and oral articu-
lations, and the wider opening can be viewed as an aspect
of the control of this timing. There are two ways of interpre-
ting this greather width; it can be seen as the essential aspect
of the production of voiceless aspiration, that is, aspiration
is an extra-wide opening of the vocal folds [Kim 1965], or it
can be seen as a by-product of the mechanism by which a
delay between the offset of the oral and glottal gestures is
achieved, that is, aspiration is esentially a matter of the ti-
ming between speech movements controlling laryngeal set-
ting and oral articulation. (vgl. Maddieson und Ladefoged
1996; Ohala, Browman und Goldstein 1986, S. 49–66, 372)
∗ VoicingProperty: Refers to the vibratory activity of the vocal
folds. Most languages have phonemic contrasts between voi-
ced and voiceless sounds (regular vibration of the vocal folds
versus no vibration of the vocal folds respectively). Howe-
ver, Ladefoged and Maddieson recognize five steps in the
continuum of modes of vibration in the glottis, going from
breathy voice – the most open setting of the vocal folds in
which vibration will occur, passing through slack voice, mo-
dal voice, and stiff voice, ending with creaky voice - the most
constricted setting in which vibration will occur. Each of
these modes of voicing may or may not be phonemic in a
given language. (vgl. Maddieson und Ladefoged 1996, S. 48–
49)
– SupraLaryngealProperty: The supralaryngeal node dominates the
activity of all of the articulators except stiffening and slacking of
the vocal folds. For consonants it can be viewed as the default
node which comes into play when the supranasal node below it
is deactivated. In the case of sounds produced by an articulator
dominated by this node, the only possible segments are those
which are traditionally classified as [-consonantal]. It is not ne-
cessary to specify manner features for sounds dominated by the
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supralaryngeal node, because they are redundantly determined.
(vgl. Keyser und Stevens 1994, S. 216)
∗ MannerProperty: A sound property referring to the kind of
articulatory process used in a sound’s production. The dis-
tinction between vowel and consonant is usually made in
terms of manner of articulation. Within consonants, several
articulatory types are recognized based on the type of clo-
sure made by the vocal organs. Within vowels, classification
is based on the number of auditory qualities distinguishable
in the sound, the position of the soft palate, and the type of
lip position. (vgl. Crystal 1997, S. 232)
∗ NasalityProperty: The class of properties that describe the
degree to which the velum or soft palate is raised or lowered,
allowing or prohibiting air from escaping through the nose.
(vgl. Kenstowicz 1993, S. 143)
∗ PlaceProperty The superclass of properties that specify the
location of the articulators. (vgl. Ladefoged 1997, S. 594)
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ObjectProperty: diphthongStart
Annotations:
































































































and ((vowelAperture value Close)
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and (vowelBackness value Back)
and (vowelLongness value Short)









and ((vowelAperture value Close)
and (vowelBackness value Back)
and (vowelLongness value Short)









and ((vowelAperture value Close)
and (vowelBackness value Central)
and (vowelLongness value Short)









and ((vowelAperture value Close)
and (vowelBackness value Central)
and (vowelLongness value Short)









and ((vowelAperture value Close)
and (vowelBackness value Front)
and (vowelLongness value Short)










and ((vowelAperture value Close)
and (vowelBackness value Front)
and (vowelLongness value Short)












and ((vowelAperture value CloseMid)
and (vowelBackness value Back)
and (vowelLongness value Short)









and ((vowelAperture value CloseMid)
and (vowelBackness value Back)
and (vowelLongness value Short)









and ((vowelAperture value CloseMid)
and (vowelBackness value Central)
and (vowelLongness value Short)








and ((vowelAperture value CloseMid)
and (vowelBackness value Central)
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and (vowelLongness value Short)








and ((vowelAperture value CloseMid)
and (vowelBackness value Front)
and (vowelLongness value Short)









and ((vowelAperture value CloseMid)
and (vowelBackness value Front)
and (vowelLongness value Short)

























rdfs:comment "The German a̠͡ʊ diphthong, following the
convention at DSA."↪→
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EquivalentTo:
Vowel
and ((diphthongEnd value DiphOpenCentral)










and ((diphthongEnd value DiphOpenCentral)








and ((diphthongEnd value DiphOpenMidFront)








and ((diphthongEnd value DiphOpenMidFront)














and ((diphthongEnd value DiphOpenMidBack)
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EquivalentTo:
Vowel
and ((diphthongEnd value DiphOpenMidBack)


































































and ((vowelAperture value Close)
and (vowelBackness value Back)
and (vowelLongness value Long)








and ((vowelAperture value Close)
and (vowelBackness value Back)
and (vowelLongness value Long)








and ((vowelAperture value Close)
and (vowelBackness value Central)
and (vowelLongness value Long)
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and ((vowelAperture value Close)
and (vowelBackness value Central)
and (vowelLongness value Long)








and ((vowelAperture value Close)
and (vowelBackness value Front)
and (vowelLongness value Long)








and ((vowelAperture value Close)
and (vowelBackness value Front)
and (vowelLongness value Long)








and ((vowelAperture value CloseMid)
and (vowelBackness value Back)
and (vowelLongness value Long)








and ((vowelAperture value CloseMid)
and (vowelBackness value Back)
and (vowelLongness value Long)
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and ((vowelAperture value CloseMid)
and (vowelBackness value Central)
and (vowelLongness value Long)








and ((vowelAperture value CloseMid)
and (vowelBackness value Central)
and (vowelLongness value Long)








and ((vowelAperture value CloseMid)
and (vowelBackness value Front)
and (vowelLongness value Long)








and ((vowelAperture value CloseMid)
and (vowelBackness value Front)
and (vowelLongness value Long)








and ((vowelAperture value LoweredClose)
and (vowelBackness value NearBack)
and (vowelLongness value Long)
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and ((vowelAperture value LoweredClose)
and (vowelBackness value NearFront)
and (vowelLongness value Long)








and ((vowelAperture value LoweredClose)
and (vowelBackness value NearFront)
and (vowelLongness value Long)








and ((vowelAperture value Mid)
and (vowelBackness value Central)








and ((vowelAperture value Open)
and (vowelBackness value Back)
and (vowelLongness value Long)








and ((vowelAperture value Open)
and (vowelBackness value Back)
and (vowelLongness value Long)





rdfs:comment "The German long a"
EquivalentTo:
Vowel
and ((vowelAperture value Open)
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and (vowelBackness value Central)
and (vowelLongness value Long)








and ((vowelAperture value Open)
and (vowelBackness value Front)
and (vowelLongness value Long)








and ((vowelAperture value Open)
and (vowelBackness value Front)
and (vowelLongness value Long)








and ((vowelAperture value OpenMid)
and (vowelBackness value Back)
and (vowelLongness value Long)








and ((vowelAperture value OpenMid)
and (vowelBackness value Back)
and (vowelLongness value Long)








and ((vowelAperture value OpenMid)
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and (vowelBackness value Central)
and (vowelLongness value Long)








and ((vowelAperture value OpenMid)
and (vowelBackness value Central)
and (vowelLongness value Long)








and ((vowelAperture value OpenMid)
and (vowelBackness value Front)
and (vowelLongness value Long)








and ((vowelAperture value OpenMid)
and (vowelBackness value Front)
and (vowelLongness value Long)








and ((vowelAperture value RaisedOpen)
and (vowelBackness value Central)








and ((vowelAperture value RaisedOpen)
and (vowelBackness value Front)
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and (vowelLongness value Long)














and ((vowelAperture value LoweredClose)
and (vowelBackness value NearBack)
and (vowelLongness value Short)








and ((vowelAperture value LoweredClose)
and (vowelBackness value NearFront)
and (vowelLongness value Short)








and ((vowelAperture value LoweredClose)
and (vowelBackness value NearFront)
and (vowelLongness value Short)











and ((vowelAperture value Mid)
and (vowelBackness value Central)
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and ((vowelAperture value Open)
and (vowelBackness value Back)
and (vowelLongness value Short)









and ((vowelAperture value Open)
and (vowelBackness value Back)
and (vowelLongness value Short)
and (vowelRoundness value Unround))






rdfs:comment "The German a"
EquivalentTo:
Vowel
and ((vowelAperture value Open)
and (vowelBackness value Central)
and (vowelLongness value Short)








and ((vowelAperture value Open)
and (vowelBackness value Front)
and (vowelLongness value Short)








and ((vowelAperture value Open)
and (vowelBackness value Front)
and (vowelLongness value Short)












and ((vowelAperture value OpenMid)
and (vowelBackness value Back)
and (vowelLongness value Short)










and ((vowelAperture value OpenMid)
and (vowelBackness value Back)
and (vowelLongness value Short)









and ((vowelAperture value OpenMid)
and (vowelBackness value Central)
and (vowelLongness value Short)








and ((vowelAperture value OpenMid)
and (vowelBackness value Central)
and (vowelLongness value Short)








and ((vowelAperture value OpenMid)
and (vowelBackness value Front)
and (vowelLongness value Short)









and ((vowelAperture value OpenMid)
and (vowelBackness value Front)
and (vowelLongness value Short)
































and ((vowelAperture value RaisedOpen)
and (vowelBackness value Central)








and ((vowelAperture value RaisedOpen)
and (vowelBackness value Front)
and (vowelLongness value Short)





















rdfs:comment "Tonakzent 1 (nach Schmidt, Die





rdfs:comment "Tonakzent 2 (nach Schmidt, Die























and ((articulationManner value Approximant)
and (articulationPhonation value Voiced)









and ((articulationManner value Fricative)
and (articulationPhonation value Voiced)








and ((articulationManner value LateralApproximant)
and (articulationPhonation value Voiced)








and ((articulationManner value LateralFricative)
and (articulationPhonation value Voiced)








and ((articulationManner value Nasal)
and (articulationPhonation value Voiced)








and ((articulationManner value Plosive)
and (articulationPhonation value Voiceless)








and ((articulationManner value Flap)
and (articulationPhonation value Voiced)
A.2 l au t d e f i n i t i o n d e r phonontology 184








and ((articulationManner value Trill)
and (articulationPhonation value Voiced)








and ((articulationManner value Fricative)
and (articulationPhonation value Voiced)








and ((articulationManner value Nasal)
and (articulationPhonation value Voiced)








and ((articulationManner value Plosive)
and (articulationPhonation value Voiced)








and ((articulationManner value Trill)
and (articulationPhonation value Voiced)









and ((articulationManner value Fricative)
and (articulationPhonation value Voiced)








and ((articulationManner value Fricative)
and (articulationPhonation value Voiced)








and ((articulationManner value Approximant)
and (articulationPhonation value Voiced)








and ((articulationManner value Flap)
and (articulationPhonation value Voiced)








and ((articulationManner value Fricative)
and (articulationPhonation value Voiced)








and ((articulationManner value Nasal)
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and (articulationPhonation value Voiced)








and ((articulationManner value Approximant)
and (articulationPhonation value Voiced)








and ((articulationManner value Fricative)
and (articulationPhonation value Voiced)








and ((articulationManner value LateralApproximant)
and (articulationPhonation value Voiced)







and ((articulationManner value Nasal)
and (articulationPhonation value Voiced)








and ((articulationManner value Plosive)
and (articulationPhonation value Voiced)









and ((articulationManner value Fricative)
and (articulationPhonation value Voiced)








and ((articulationManner value Affricate)
and (articulationPhonation value Voiced)








and ((articulationManner value Fricative)
and (articulationPhonation value Voiced)








and ((articulationManner value Approximant)
and (articulationPhonation value Voiced)








and ((articulationManner value Fricative)
and (articulationPhonation value Voiced)








and ((articulationManner value LateralApproximant)
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and (articulationPhonation value Voiced)








and ((articulationManner value Nasal)
and (articulationPhonation value Voiced)








and ((articulationManner value Plosive)
and (articulationPhonation value Voiced)








and ((articulationManner value Flap)
and (articulationPhonation value Voiced)








and ((articulationManner value Fricative)
and (articulationPhonation value Voiced)








and ((articulationManner value Nasal)
and (articulationPhonation value Voiced)
and (articulationPlace value Uvular))
SubClassOf:
Consonant






and ((articulationManner value Plosive)
and (articulationPhonation value Voiced)








and ((articulationManner value Trill)
and (articulationPhonation value Voiced)








and ((articulationManner value Approximant)
and (articulationPhonation value Voiced)








and ((articulationManner value Fricative)
and (articulationPhonation value Voiced)








and ((articulationManner value LateralApproximant)
and (articulationPhonation value Voiced)
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and ((articulationManner value Nasal)
and (articulationPhonation value Voiced)








and ((articulationManner value Plosive)
and (articulationPhonation value Voiced)











and ((articulationManner value Affricate)
and (articulationPhonation value Voiceless)








and ((articulationManner value Fricative)
and (articulationPhonation value Voiceless)








and ((articulationManner value LateralFricative)
and (articulationPhonation value Voiceless)








and ((articulationManner value Plosive)
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and (articulationPhonation value Voiced)








and ((articulationManner value Fricative)
and (articulationPhonation value Voiceless)








and (((articulationPlace value Bilabial)
and (articulationPlace value Labiodental))
and (articulationManner value Affricate)








and ((articulationManner value Plosive)
and (articulationPhonation value Voiceless)








and ((articulationManner value Fricative)
and (articulationPhonation value Voiceless)








and ((articulationManner value Fricative)
and (articulationPhonation value Voiceless)
and (articulationPlace value Glottis))
SubClassOf:
Consonant






and ((articulationManner value Plosive)
and (articulationPhonation value Voiceless)








and ((articulationManner value Fricative)
and (articulationPhonation value Voiceless)








and ((articulationManner value Fricative)
and (articulationPhonation value Voiceless)








and ((articulationManner value Plosive)
and (articulationPhonation value Voiceless)








and ((articulationManner value Fricative)
and (articulationPhonation value Voiceless)
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Consonant
and ((articulationManner value Affricate)
and (articulationPhonation value Voiceless)








and ((articulationManner value Fricative)
and (articulationPhonation value Voiceless)








and ((articulationManner value Fricative)
and (articulationPhonation value Voiceless)








and ((articulationManner value Plosive)
and (articulationPhonation value Voiceless)








and ((articulationManner value Fricative)
and (articulationPhonation value Voiceless)








and ((articulationManner value Plosive)
and (articulationPhonation value Voiceless)
and (articulationPlace value Uvular))
SubClassOf:







and ((articulationManner value Affricate)
and (articulationPhonation value Voiceless)








and ((articulationManner value Fricative)
and (articulationPhonation value Voiceless)








and ((articulationManner value Plosive)
and (articulationPhonation value Voiceless)
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a.3 b e z u g s l au t e u n d r e f e r e n z wo r t e
Tabelle A.1: Das Bezugssystem des MRhSA und zugehörige Referenzlaute.
b e z u g s l au t r e f e r e n z wo r t
mhd. a Asche, sagen, das, an, Mann, Nase, Schatten, Tag, Mon-
tag, Nagel, Hammer, wann, Arbeit, Garten, allein, Pa-
pier
mhd. e/ä Zähne, Blätter, Kälte, steck, Egge, Nägel, Hefe, dre-
schen, fremde, wenn, Hölle, stellen, gerben
mhd. ei Ei, zweite, Kleider, Fleisch, kein, ein, einen, weiß,
Krankheit, Kleid, leid, Eidechse, Teig, Meister, Eimer,
zwanzig
mhd. i isst, nichts, gebissen, Kirche, mit, Kirsche, ist, ich, nicht,
Kind, Milch, Honig, sieben, Giebel, Schlitten, Fisch,
Vieh, Trichter, schwimmen, Stiel, Birne
mhd. ie die, vier, lieb, fliegen, Brief, passieren, Knie, Lied, Spie-
gel, Licht, Riemen, Papier
mhd. iu Leute, Säufer, neue, Feuer, heute, euch, neun, eure, Läu-
se, teuer, Häute, feucht
mhd. o Ochse, Boden, Vogel, trocken, Ofen, gebrochen, Koh-
len, vor, gestorben, Frosch, wohnen, Honig, voll, Boden,
Ofen, Honig, Handvoll
mhd. ou Auge, taub, Frau, behauen, glauben, auch, Baum
mhd. u Hunde, du, Durst, durch, Hund, Zucker, Kugel, Lust,
Frucht, Fuchs, herum, Pfund, schuld, schuldig, Lust,
Fuchs, Pfund
mhd. uo zu, Mutter, muß, tun, Hut, Futter, Fuß, Huf, rufst, Schuh,
Handschuh, suchen, Blume, Stuhl, Schule, zu, Hut, Fuß
mhd. â gelassen, blau, Montag, Adern, gebracht, nach, wo,
schlafen, getan, schlagen, ohne, Nachbar, Samen, Naht,
blau, Naht, getan
mhd. æ läßt, täte, Schäfer, nähen, spät, sät, schläft, Käse, schwer
mhd. ê weh, stehen, erste, Zeh, Peter
mhd. ë Herde, er, geben, Mehl, Herd, herum, Wetter, Pfeffer,
gestern, dem, Berg, Stecken, Regen, Nest, Fenster, hell,
Wetter, Pfeffer, Fenster, (v)erzählt
mhd. î gleich, hinein, bei, bleib, Zeiten, weiß, Eis, Wein, Feier-
tagen, Hochzeit, Seide, Scherenschleifer, Deichsel
mhd. ô Hochzeit, rot, Ohren, roh, froh, Floh, Rose, Bohne, froh,
rot, Rose
mhd. ö Vögel, Köpfe, Frösche, Öl, Körbe, Hörner
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Tabelle A.1: Das Bezugssystem des MRhSA und zugehörige Referenzlaute.
b e z u g s l au t r e f e r e n z wo r t
mhd. öu Bäume, Heu, freuen, streuen, Krauthäuptchen, läuft,
träumen
mhd. û Raupe, bauen, Bauern, aufräumen, Haus, heraus, Braut,
Daumen, Zaun, Uhren, Braut, Raupe, Zaun, Nachbar
mhd. ü Stückchen, fünf, Schlüssel, Küche, kommst, Bühne,
Mühle, Tür, dürr, Gürtel, Schürze, Stückchen, Schlüs-
sel, Küche
mhd. üe Hüte, Füße, müssen, Pflüge, Bücher, grün, Stühle, rüh-
ren
mhd. œ böse, schöne, hört, Flöhe, Röteln, schöner
wg. b gibt, Arbeit, ab, gestorben, bleib, Abend, Körbe, Gabel,
geben, Taube, Kamm, taub
wg. d Leute, Blätter, Montag, alte, Pfund, Futter, Beutel,
Schulter
wg. f Luft, fünfzig, Hof, voll, Armvoll, Hefe, Ofen
wg. g Kugel, grün, Tag, Garten, fliegen, morgen, Berg, Mon-
tag, Pflüge, Pflug, Waage, Wagen, Nagel, Orgel
wg. h höher, Nachbar, Frucht, hoch, nichts, Nacht, Ochse,
wachsen, nach, Deichsel, Flöhe, Licht, Schuh, Floh,
Hochzeit
wg. j sät, jünger
wg. k ich, gebacken, welcher, Kind, Kleid, trocken, macht,
auch, schmeckt, suchen, Seiche, Kirche, Markt
wg. l hell, kalt, mahlen
wg. m kommt, kommst, Besen, Armvoll, Faden
wg. n lang, an, seine, schöner, Abend, Hund, uns, wachsen,
getan, ein, Wein, neun, Ast, Stühlchen, Zange, Fenster,
Hörner, schreiben, Bein, Zaun
wg. p aufräumen, Pfund, Apfel, gekauft, Pfennig, Kupfer,
Knopf, pfeifen, Stiefkind, scharf, Spiegel
wg. r Berg, Butter, dürr, gestorben, Garten, Durst, Rose, Haa-
re, rühren, fahren, Kirsche, Kirche, Birne, vier
wg. s waschen, festklopfen, Salz, Besen, ist, unser, erste
wg. t kurz, eins, was, zu, müssen, beißen, es, Nacht, Weizen,
gesetzt, gelassen, bis auf, bitter, Markt, Kirsche
wg. w Farbe, was, Zehen
wg. þ Kleider, Zeiten, mit, Hemd, schneiden, fremde, Egge,
Zahn
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a.4 o r t e d e s m i t t e l r h e i n i s c h e n s p r ac h at l a s
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69 97062 Forst (Eifel)
70 97121 Büdesheim
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84 96037, 100213 Hersdorf, Nieder-Hersdorf
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Tabelle A.2: Die Orte im Untersuchungsgebiet des MRhSA.
ID GID Name

































175 94440 Graach an der Mosel
176 98262 Essenheim
177 99928 Sohren
178 94273, 95876 Noviand, Maring-Noviand
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Tabelle A.2: Die Orte im Untersuchungsgebiet des MRhSA.
ID GID Name



































251 101007 Berschweiler bei Kirn
252 98039 Wendelsheim
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256 95592, 95589, 95590, 95591,
95588
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356 98074 Kirchheim an der Weinstrasse
357 100643 Ramsen
358 98360 Primstal
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396 95939 Steinbach am Glan
397 95417 Ballern
398 95386, 99297 Ramstein-Miesenbach, Ram-
stein
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Tabelle A.2: Die Orte im Untersuchungsgebiet des MRhSA.
ID GID Name
399 100327 Kaiserslautern






405 96688, 96394 Dannstadt-Schauernheim,
Dannstadt



























432 98212 Lambrecht (Pfalz)
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451 97922, 97921, 97918, 97919,
97920
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470 97406 Rhodt unter Rietburg
471 94033 Altforweiler

















489 99562 Münchweiler an der Rodalb
490 97924 Albersweiler
491 97502 Ommersheim










502 97039 Ottersheim bei Landau
503 97469 Bellheim
504 96027 Wernersberg
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538 101040 Schönau (Pfalz)
539 98210, 94210 Schweigen-Rechtenbach, Rech-
tenbach
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543 101029 Neuburg am Rhein
544 98156 Berg (Pfalz)
545 100181 Scheibenhardt
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a.5 z u s ät z l i c h e k a r t e n z u K a p i t e l 4






































Abbildung A.1: Bootstrapping für GMM3 (a) und WARD5 (b) auf dem ALLE-Datenset.
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Abbildung A.2: Clustering für KMEANS3 (a) und GMM5 (b) auf dem ALLE-Datenset.
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Abbildung A.3: Bootstrapping für WARD3 (a) und WARD5 (b) auf dem LANG-Datenset.
A.5 z u s ät z l i c h e k a r t e n z u K a p i t e l 4 221








































(b) Bootstrapping zu KMEANS4
Abbildung A.4: KMEANS5-Clustering (a) und Bootstrapping zu KMEANS4 (b) auf dem WG-Datenset.
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mhd. â mhd. æ mhd. ê mhd. î mhd. iu mhd. ô mhd. mhd. û
-0.24 0.02 -1.16
0.48 0.25
-0.99 -0.43 -0.16 -0.34 -0.76 0.02 0.16 -1.42
1.22 -0.46 0.05 0.30
0.16 -0.42 0.45
1.50 0.25 1.03
0.22 0.36 0.05 -0.72
0.16 -0.48 -0.08
0.08 0.17 -0.14 -0.31 -0.81 0.15
-0.16 0.32 -0.00 0.25 -0.18 -0.04 0.46 0.39
0.06 0.20 0.78 0.20 -0.02 0.04 1.30
-0.77
0.06 -0.03 -0.25 1.30
0.20 0.78 0.20 0.13
0.48
0.76 0.78 -0.10 -0.35
-0.24 0.90
-0.26 0.41 -0.11 0.67 -0.39 0.25 0.19
0.30 0.00 0.29 -0.33 0.09 -0.24 -0.05














































mhd. â mhd. æ mhd. ê mhd. î mhd. iu mhd. ô mhd. mhd. û
0.26 -0.04 -0.09 0.19 0.05 -0.05 -0.13
0.05 -0.03 0.05
-0.54 -0.32 -0.04 -0.14 -0.32 -0.00 -0.20 -0.34
0.23 -0.02 -0.01 0.28
0.01 -0.08 -0.19 0.08 0.53 -0.05 -0.05
0.34 0.16 0.19 0.32
0.07 -0.01 -0.13
0.05 -0.08 -0.19 -0.10 0.13 -0.05 0.02
-0.09 0.15 0.01 -0.09 -0.23 -0.14 -0.11
0.15 0.20 0.41 0.09 -0.03 0.14 0.15 0.25
-0.05 0.03 0.19 0.20 -0.11 0.07 0.25 0.29
0.05 0.03
-0.03 0.04
-0.06 -0.05 0.06 0.29
0.05 0.03 0.19 0.23 -0.11 0.12 0.27
0.05 -0.05
0.58 0.51 0.02 0.09 -0.10 0.12 0.13 0.25
-0.05
0.22 -0.04 -0.06 0.08 0.01 0.17 0.04 0.15
0.06 0.14 -0.20 0.15 -0.30 0.08 0.03 -0.05














































mhd. â mhd. æ mhd. ê mhd. î mhd. iu mhd. ô mhd. mhd. û
-0.08 0.04 0.18 -0.09
0.30
-0.91 -0.59 0.14 -0.21 0.07 0.09 0.15 -0.05
0.09 -0.29 -0.26
0.37
0.13 0.46 0.42 0.46
-0.14 -0.46
-0.44 -0.19 -0.25
-0.08 0.11 0.07 -0.11 0.14 -0.51 0.18
-0.11 0.03 0.12 -0.00 0.14 0.12 0.37
-0.07 0.15 -0.19 -0.06 -0.13 0.40
-0.16
0.49 0.16 0.42 0.13 0.35
-0.09 0.40
-0.07 0.15 -0.19 0.06 -0.14
0.30
0.73 0.84 -0.12 0.05 0.14 0.08 0.01
0.16
-0.11 0.04 0.11 0.21 0.27
0.16 0.31 -0.10 0.04 -0.18 0.09 -0.04 -0.05














































mhd. â mhd. æ mhd. ê mhd. î mhd. iu mhd. ô mhd. mhd. û
-0.23 -0.17 0.31 -0.10
1.38 0.04 -0.11 0.02
-0.21 -0.15 0.09 -0.09 0.23 0.10 -0.01
0.32 -0.07 -0.07 -0.19 0.20
0.23 0.04 0.27 0.24 0.03
0.48 0.33 0.27 -0.07 0.04
0.07 -0.07 -0.11 -0.09 -0.18 -0.06
-0.04 0.23 0.04 -0.08 -0.08 -0.04 0.03 0.36
-0.08 0.20 0.11 -0.20 -0.05 -0.02 0.23
-0.13 0.02 -0.14 -0.24 -0.13 0.06 -0.12 -0.07
-0.53 -0.13 -0.17 -0.06 -0.22 -0.26 -0.16 -0.09
-0.04 -0.55
-0.30 -0.04 -0.52 -0.07 0.02 -0.11 0.21 -0.56
-0.53 -0.11 -0.31 -0.09
-0.11 -0.17 -0.06 -0.23 -0.17
-0.07
1.38 0.04 -0.09 0.02 0.26
0.04 0.30 0.07 -0.15 -0.09 0.49 0.28
-0.04 0.02 0.20
-0.76 -0.19 0.11 -0.16
0.25 0.01 0.24 -0.09 -0.21 0.12 0.34 -0.14














































mhd. â mhd. æ mhd. ê mhd. î mhd. iu mhd. ô mhd. mhd. û
0.03 -0.17 0.54 -0.19
1.06 -0.20 -0.12
0.04 -0.17 0.13 -0.08 0.50 0.61 0.08
-0.35 -0.97 0.14
-0.18 0.15 0.32 -0.36
0.39 0.42 0.48 -0.20 -0.48
-0.52 0.03 0.03 -0.94 -0.06
-0.20 -0.18 -0.34 -0.35 -0.20 -0.36 1.56
0.16 0.07 -0.11 0.67
0.03 0.00 0.18 -0.13 0.79 0.36
-0.51 -0.03 -0.05 -0.36 -0.09 -0.25
0.12
-0.82 -0.26 -1.24 0.21 -0.86 -0.17 -0.81
-0.33 -0.20 -0.11
-0.78 -0.05 -0.36 -0.27
1.06 -0.20 -0.12 -0.20
-0.02 0.38 -0.09 -0.08 0.30 0.23 -0.41
-0.76
-0.24 -0.21 0.87 -0.15
0.23 0.08 -0.14 -0.06 -0.39 0.07 0.44 -0.23
0.66 0.22 0.07 -0.13 -0.31 0.48 -0.20
2.0 1.5 1.0 0.5 0.0 0.5 1.0 1.5 2.0
Abbildung A.5: Spektrum der Änderungen in den Clustern nach WARD5 für die Lautklassen der histori-
schen Langvokale.




















































wg. b wg. d wg. f wg. g wg. h wg. j wg. k wg. l wg. m wg. n wg. p wg. r wg. s wg. t wg. þ wg. w
0.95 0.30
0.13 0.28 0.11 -2.51 0.07 0.84 0.06
-0.11 -0.47 -0.46
0.08 0.20 0.50 0.13 0.32
-0.24




0.06 -0.18 0.04 -0.00 -0.00 0.00 1.24 0.14
-0.91 -0.58 -0.44





0.36 0.24 0.69 0.82 -0.00
-0.10 0.25 -0.49 -0.47 0.64 0.35 0.10 -0.47 -0.26 0.13 0.69




















































wg. b wg. d wg. f wg. g wg. h wg. j wg. k wg. l wg. m wg. n wg. p wg. r wg. s wg. t wg. þ wg. w
0.64 0.15
-0.07 0.72 0.82 0.07 -1.18 0.05 -0.19
-0.06 -0.73 -0.87
0.10 -0.23 0.54 -0.06
-0.05
-0.01 -0.05 -0.02 -0.03 -0.04 -0.05 -0.21 -0.02 -0.04




-0.14 0.03 0.05 0.20 0.07 -0.00 0.41 -0.06 0.94 0.10 0.23
-0.25 -0.65 -0.05 -0.54




-0.07 -0.35 -0.04 -0.04
0.41 1.06 0.38
-0.02 -0.05 0.08 0.12 0.45 0.45 0.16
-0.02 0.08 -0.06 -0.70 0.05 -0.51 0.72 0.26 0.15 -0.15 -0.35 0.54 0.05 -0.18




















































wg. b wg. d wg. f wg. g wg. h wg. j wg. k wg. l wg. m wg. n wg. p wg. r wg. s wg. t wg. þ wg. w
0.50 0.05
0.18 0.15 0.11 -0.68 0.59 0.26 -0.52
0.06 -0.31 -0.06
0.08 0.04 -0.21 -0.21 -0.23
0.42





-0.21 -0.37 -0.04 0.04 -0.34 0.04 -0.07 0.61 0.66
-0.57 -0.69 -0.62
0.37 0.64 0.03 0.43 0.10 -0.70 -0.05 -0.44 0.24





-0.06 0.22 0.26 0.06 -0.02
-0.22 0.48 0.10 -0.31 0.05 0.11 0.10 -0.98 -0.60 0.81 0.74 0.40 -0.97




















































wg. b wg. d wg. f wg. g wg. h wg. j wg. k wg. l wg. m wg. n wg. p wg. r wg. s wg. t wg. þ wg. w
0.21 0.10
0.31 -0.04 0.20 0.23 -0.36 0.41 0.39 0.15
-0.03 -0.16
0.04 -0.27 0.06 -0.34 -0.02
0.31
-0.03 0.41 0.39 0.04 0.03 -0.05 1.01 0.15 -0.03
-0.01 0.04 -0.05 0.13





-0.12 -0.12 -0.10 0.31 0.08 -0.09 0.52 -0.18 0.22 -0.15 0.28
0.06
-0.16 -0.58 -0.58 -0.04
0.07 0.63 -0.10 -0.47 -0.07 0.01 -0.11 -0.00 0.23 0.02
0.22 0.27 0.40 -0.06
-0.02
0.28
-0.34 -0.46 -0.30 -0.41
0.04
0.05 0.00 -0.07 0.04
0.16 0.25 -0.21 -0.07 0.18 -0.02 -0.03
0.07 0.61 -0.01 -0.16 -0.07 0.11 -0.04 -0.18 0.20 -0.17 -0.46 0.47 0.57 0.52 -0.07




















































wg. b wg. d wg. f wg. g wg. h wg. j wg. k wg. l wg. m wg. n wg. p wg. r wg. s wg. t wg. þ wg. w
0.37
0.27 0.17 -0.76 0.12 0.09 0.53
0.05 -0.53 0.08 -0.41
-0.22







-0.23 -0.05 -0.10 0.21 0.14 0.33 0.56 -0.08 1.01 0.16
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Abbildung A.6: Spektrum der Änderungen in den Clustern nach WARD5 für die Lautklassen der westger-
manischen Konsonanten.
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