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1. はじめに 



















車に対する支出は、車を持っていなければ収入が多くても 0 である、また 5 点評価の成
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目的変数を k 個の説明変数と定数項で回帰する重回帰式を以下のように仮定する。 
= +y Zd u  
ここに、 
( 1)N y ， ( )( )N k= Z 1 X ， ( )0 (1 )b k= d b ， 
2( 1) ~ ( , )NN N u 0 I  
最小 2 乗法で以下の量の最小化を考える。 




= − − =

Z y Zd 0
d
 より、
1ˆ ( )− =d Z Z Z y  
以後、推定値は真の値 a に対して â で表す。この d̂を書き換えると、 
1 1 1ˆ ( ) ( ) ( ) ( )− − −     = = + = +d Z Z Z y Z Z Z Zd u d Z Z Z u  
となり、これを用いると d̂の平均と分散は以下となる。 










    = − − =
= 
d









1ˆ( ) ( ) ] ~ (0,1)i ii N
−−d d Z Z     (1) 
 
回帰係数の検定 
推定値を使って ˆ ˆ= +y Zd uと定義すると、 
1 1
ˆ ˆˆ ( )
( ) ( ( ) )− −
= − + = − − +
   = − + = −
u Zd y Z d d u
Z Z Z Z u u I Z Z Z Z u
 
表式の簡単化のために、以下の定義をする。 
1( )− ZP Z Z Z Z ，  −Z ZM I P  
対象行列
Z
P と ZM はべき等行列であり、 = =Z Z Z ZP M M P 0も成り立つ。 
また、べき等行列の固有値は 0 か 1 であることから、以下も分かる。 
( ) 1rank k= +
Z




ˆ ( )= − =
Z Z
u I P u M u  
ここで、u の分散
2 が不明であるので、以下の推定値 2̂ で置き換える。 




ˆ ˆ  = =
Z Z Z




ˆ ˆ[ ] [ ] ( ) ( ) ( 1)
N




 = = = = − −Z Z Zu u u M u M M  
2 2ˆ ˆ ˆ[ ] [ ( 1)]E E N k = − − =u u  
 
次に、 ~ (0, )NNu I であるから、【公式４】を用いて以下となる。 
2 2 2
1
ˆ ˆ ( ) ( ) ~ N kEV      − − = = Zu u u M u    (2) 
 
最後に ˆ −d dと EV が独立であることを示す。 ZM がべき等行列であり、 
ˆ ˆEV   = = =
Z Z Z
u u u M u u M M u  
の関係から、 ˆ −d dと ZM u の独立性を示せばよい。 
1ˆ ( )− − =d d Z Z Z u， 1( ( ) )− = −ZM u I Z Z Z Z u  
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であるから、 
1 1 2 1 1
2 1 2 1 1
( ) ( ( ) ) ( ) ( ( ) )
( ) ( ) ( )

 
− − − −
− − −
         − = −
     = − =
uZ Z ZΣ I Z ZZ Z ZZ Z I I Z ZZ Z
Z Z Z Z Z Z Z Z Z Z 0
 
よって、【公式２】より、 ˆ −d dと EV は独立である。 


















 ， ˆ ˆEV = u u  
 
結合仮説の検定 









R d d Σ R d d  
ここに、 ( )rank q=R  
2 1
ˆ ˆ ˆ( )
( ) −
−
  = = =
R d d Rd d
Σ Σ RΣ R R ZZ R  





ˆ ˆ[ ( )] ( )





  = − −
Rd
R d d Σ R d d
Rd r R Z Z R Rd r
 
また、(2)式より、 
2 2 2 2
1
ˆ ˆ ~ N kEV     − − = = xu u u M u  
さらに、以前の議論から ˆ −d dと EV は独立であるので、 
1 1
, 1









  − −
=
− −
Rd r R Z Z R Rd r
 
例として、単独の検定 0ib = について考える。その場合は以下である。 
 (1 ( 1)) 0 (1 ( 1)) 1 (1 ( ))k i k i + =  −  −R 0 0 ， 0r =  
また、有効性の検定 1 0, , 0kb b= = の場合は以下となる。 
 ( ( 1)) ( 1) ( )k k k k k + =  R 0 I ， ( 1)k  =r 0  
また、結合仮説検定
1 0, , 0qb b= = の場合は以下である。 




















































1 1 1 1
11 11 11 12 21 11
− − − −= +B A A A C A A ， 1 112 11 12
− −= −B A A C ， 122
−=B C  
ここに、
1
22 21 11 12











 として、  
1
11 1 N
−= +B x C x ， 112
−= −B x C ， 121
−= −B C x ， 122
−=B C  
ここに、 

















   
   
= =   













  + −
 =  
− 
x C x x C
Z Z
C x C
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1 1 1 1






( ) ( )
( )
N






− − − −
− − − −
− − −
− − −
  + −  
  =   −   
       + − + − 
= =     − − +    
      + − − − −
= = 
  − + − 
1x C x x C
Z Z Z y y
XC x C
x C x x C x C x x C X y
X yC x C C x C X y
x C X y x C X y x C X X y y














[( ) ] ( 1)
ˆ
~
























[( ) ] ( 1) [ ] ( 1)
i i i i
i N k
ii ii
b b b b
t t



















  − −
=
− −
Rb r R Z Z R Rb r
 



















目的変数を k 個の説明変数と定数項で回帰する重回帰式を以下のように仮定する。 
= +y Zd u  
ここに、 ( 1)N y ， ( )( )N k= Z 1 X ， ( )0 (1 )b k = d b ， ( 1)N u  
( )1(1 ) NN u u  =u ，
2~ ( , )u N 0 ，
2( , )Cov u u     =   
最小 2 乗法で以下の量の最小化を考える。 
( ) ( )L = − −y Zd y Zd   






= − − =

Z y Zd 0
d
 より、
1ˆ ( )− =d Z Z Z y  
この d̂ を書き換えると、 
1 1 1ˆ ( ) ( ) ( ) ( )− − −     = = + = +d Z Z Z y Z Z Z Zd u d Z Z Z u  
となり、これを用いると d̂ の平均と分散は、 
1ˆ[ ] ( ) [ ]E E− = + =d d Z Z Z u d  
1 1
1 1
ˆ ˆ ˆ ˆ[ , ] [( )( ) ] ( ) [ ] ( )
( ) ( )
Cov E E− −
− −
    = − − =
  =
d d d d d d Z Z Z uu Z Z Z
Z Z Z UZ Z Z
 
ここに、




ˆ ( ) ~ ( , )N− − =
d
d d Z Z Z u 0 Σ ， 1 1ˆ ( ) ( )
− −  
d













ˆ ˆ( ) ~ ( , )N− − =
d
d d Z Z Z u 0 Σ ， 1 1ˆ
ˆ ˆ( ) ( )− −  
d




ˆ ˆ( ) ( ) ~ (0,1)i i iib b N− dΣ  
結合仮説の検定 









R d d Σ R d d  
ここに、 ( )rank q=R とする。また、 
1 1
ˆ ˆ ˆ( )
( ) ( )− −
−
    = = 
R d d Rd d
Σ Σ RΣ R R ZZ ZUZ ZZ R  
より、 =Rd r とすると 
1
ˆ
1 1 1 2
ˆ ˆ[ ( )] ( )




    = − −
Rd
R d d Σ R d d
Rd r R Z Z Z UZ Z Z R Rd r
 
検定のために推定値を使って以下の関係を利用する。 
1 1 1 2ˆ ˆ ˆ( ) [ ( ) ( ) ] ( ) ~ q
− − −    − −Rd r R Z Z Z UZ Z Z R Rd r  
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ˆ ˆ ˆ( ) [ ( ) ( ) ] ( ) ~ qF q F
− − −










   
図 1 重回帰分析実行画面            図 2 サンプルデータ 
図 2 のデータで、不均一分散にチェックを入れない場合と入れた場合を分けて、図 3a、
図 3b と図 4a、図 4b に示す。 
 





図 3b 均一分散誤差の有効性の検定 
 
図 4a 不均一分散誤差の結果１ 
 
図 4b 不均一分散誤差の有効性の検定 
均一分散誤差では、回帰係数の検定に t 検定が、有効性の検定に自由度が有限な F 検定
が用いられている。しかし、不均一分散誤差では、回帰係数の検定に正規分布による検定
が使われ、標準誤差や 95%の区間推定結果が表示されている。また、有効性の検定では、




我々は、図 1 の下側の枠で囲まれた部分に結合仮説検定の機能を追加した。 
「結合仮説」チェックボックスボタンをチェックし、「結合選択」ボタンをクリックする
と、図 5 のような設定画面が表示される。 
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図 5 結合仮説検定の変数設定 
ここでは２つの変数を選んでいる。この状態で「OK」ボタンを押すと２つの説明変数の係
数が共に 0 であるという設定が出来上がる。そのまま「重回帰分析」ボタンをクリックす
るとテキストエディタに図 6 のような結果が追加出力される。 
 






される。これが図 6 の結果を与えた変数選択である。 
 
図 7 結合仮説検定編集画面 
これを編集して図 8 のような形にする。 
 






ックすると、テキストエディタに図 9 のような結合仮説検定結果が追加出力される。 
 
図 9 結合仮説検定結果 
ここでは、不均一分散の場合を扱ったが、均一分散の場合でも同様のことを実行するこ
とができる。但し、この検定は先頭列で群分けの場合には対応していない。 
また現在、結合仮説検定は 2 値ロジスティック分析にも含まれている。2 値ロジスティ
ック分析の分析実行メニューを図 10 に、結合仮説検定を与えた場合に追加されるテキス
ト出力画面を図 11 に示す。 
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と同様である。具体的に下からの切断の場合、尤度関数 lL は正規分布の密度関数 ( )f x と
分布関数 ( )F x を用いて以下で与えられる。 
1
1
( ) ( )
N






= − − ， 01
p
i ii
Y b x b == +   
ここで、  は 番目の個体が切断値の場合に 0 = 、切断値でない場合 1 = をと










y b x u  
=
= +  （ 0 1; 1, ,x N = = ） 
誤差項を











f u u y b x   
  =
  
 = − = − − 





ここで、標準正規分布の密度関数を ( )x とすると、以下のようにも表される。 
0
1 1 1




f u u y b x     
   =
  
= = −  
   
  
また、分布関数 ( )F x は標準正規分布の分布関数 ( )x を用いて以下のようにも表される。 
0







F u f t dt x dx











=  =  −  




ここで、各データに対して、切断データの場合 0 = 、そうでないデータの場合 1 =
とすると、例えば下からの y a = の切断（床効果）の場合、尤度関数 L は以下となる。 
1
1
( ) ( )
N







また、上からの y a = の切断（天井効果）の場合、尤度関数 L は以下となる。 
1
1
( ) [1 ( )]
N






= −  





u a b x 
=
= −   








l j j j j
j j








         = − −  −     
           










u j j j j
j j







            = − − − −       
             




1 1 1 0
1 0
1










L y b x
a b x








= = = =
= =
 
= − − − − 
 
  
+ −  −  
   
   
 
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1 1 1 0
1 0
1
log log 2 log
2
1







L y b x
a b x








= = = =
= =
 
= − − − − 
 
    
+ − − −   
     






























      
 = − 





( 1) ( ) ( ) 1 ( )( )m m m m+ −= + b b U  































L x y Y
b
x a Y a Y
   
   



























a Y a Y a Y
  
   

  





= − + −








   









(1 ) ( ) ( ) ( )
1










x x a Y a Y a Y
x x a Y a Y
  
     
    


   









− − − −  −






   
   











(1 ) ( ) ( )
1
(1 )( ) ( ) ( )
1










L x y Y
b
x a Y a Y
a Y x a Y a Y
x a Y a Y a Y
   
   
    
    

 
   

   










+ − −  −
− − − −  −







   
   
   
2
2





















a Y a Y a Y
a Y Y Y
a Y a Y a Y
  
   
   
   

  
   

   










+ − − −  −
− − − −  −




















L x y Y
b
x a Y a Y
   
   



























a Y a Y a Y
  
   

  





= − + −

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  ( ) 









(1 ) ( ) ( ) 1
1










x x a Y a Y a Y
x x a Y a Y
  
     
    


   









+ − − − − −  






  ( ) 
  ( ) 











(1 ) ( ) 1
1
(1 )( ) ( ) 1
1










L x y Y
b
x a Y a Y
a Y x a Y a Y
x a Y a Y a Y
   
   
    
    

 
   

   










− − − − −  
+ − − − − −  
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  ( ) 
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2
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(1 )( ) ( ) 1
1
(1 )( ) 1
1








a Y a Y a Y
a Y Y a Y
a Y a Y a Y
  
   
   
   

  
   

   










− − − − − −  
+ − − − − −  















データは通常の重回帰分析と同様のデータ形式で、例えば図 2 のように与えられる。 
 




れている。結果を図 3 に示す。 
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図 5 予測値と残差 
「実測/予測散布図」は、この実測値と予測値を使って、図 6 のように表される。 
 




























［１］ Stock, J.H., Watson, M.W., 宮尾龍蔵訳, 「入門計量経済学」, 共立出版,（2016） 




【公式１】 ( , )Cov =
u
Au Bu AΣ B   
【公式２】  =
u
AΣ B 0ならば、AuとBu は独立した分布である。 
【公式３】 ( 1) ~ ( , )m N
u
u 0 Σ のとき、 
~ ( , )N 
u
d + Au d AΣ A ， 2~ m
-1
uu Σ u  
【公式４】 ~ (0, )mNu I で ( )m mC がべき等行列（CC = C）のとき、 
2~ ru Cu  但し、 ( )rank r=C  
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Abstract: We have been constructing a unified program on the social system analysis 
for purpose of education.  This time, we made programs for statistical analysis used in 
the econometrics.  In this paper, we introduce the programs for the regression analysis 
based on the central limit theorem and Tobit regression analysis for the data with floor 
and ceiling effects. 
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