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Introduction
Discrete choice experiments (DCEs) have become a common data collection method in health economics. A recent review by de Bekker-Grob et al. (2012) finds that the number of published DCE studies in health economics has increased from 34 in 1990-2000 to 114 in 2001-2008 . By far the most well-known type of DCE is a traditional DCE which prompts the respondent to choose her best, i.e. most preferred, profile from a set of multiple profiles differentiated by the attributes of interest. An extension to this method, the multi-profile case best-worst scaling (BWS), has become popular in recent years. By asking the respondent for both the best and worst among several differentiated profiles, it elicit more preference information with minimal additional burden (Flynn, 2010a; Flynn, 2010b) .
Recently, another type of DCE has received a lot of attention in the choice modelling literature. In this alternative DCE, known as the profile case best-worst scaling (BWS), the respondent faces one hypothetical profile, and states its best and worst aspects. Within health economics, Flynn et al. (2007) is the primary article that kindled interest in the profile case method, and Marti (2012) discusses subsequent applications. In the present study, we provide empirical comparisons of stated preferences elicited by these two different methods: the profile case BWS and the multi-profile case BWS (Flynn 2010b) . For ease of presentation and clarity, we refer to these experiments as single profile and multi-profile cases respectively.
We know of only two other papers, Potoglou et al. (2011) and Flynn et al. (2013) , that study the comparability of preferences estimated using single profile and multiprofile case data. Findings in these quality-of-life studies suggest that preferences are structurally similar across methods. However, the life situations depicted in these papers include only non-monetary attributes. In contrast, our profiles include both monetary (salary) and non-monetary attributes, much as discrete alternatives of interest in a typical economic analysis. As we show below, the inclusion of monetary attributes alters the comparability of the estimated preferences substantially.
The respondents in our experiments consist of current students and recent graduates of the Bachelor of Nursing programs at two universities in New South Wales, Australia, and profiles describe typical entry-level nursing positions.
1 Each person participated in both single and multi-profile case BWS experiments during [2009] [2010] . A choice
In comparison, only 6 out of 148 DCE studies reviewed in de Bekker-Grob et al. (2012) specify more than 10 attributes. Evidence suggests that the number of attributes is the primary design dimension that influences respondents' perceived complexity of DCE tasks (Caussade et al., 2005) . The use of a cognitively easier method, hence, can be expected to have significant effects on respondent behaviour in the present analysis. We specify a flexible choice model for each case, following the discrete mixture or latent class approach (Train, 2008) . This approach is an attractive one for analysing two sets of preferences elicited by DCEs with different information processing requirements. Latent class models have been found to perform well in capturing key aspects of preference heterogeneity in many choice data sets (Keane and Wasi, 2012) , and various heuristics in choice behaviour can be conceptualised as particular classes of preference parameters (Hensher and Greene, 2010) . In the multi-profile case analysis, the flexible model's kernel is the heteroskedastic rank-ordered logit (Hausman and Ruud, 1987) , and in the single profile case analysis, it is the max-diff logit (Marley and Louviere, 2005; Marley et al., 2008) .
Our findings suggest that in comparison with the multi-profile case method, the single profile case method elicits less noisy preferences. More importantly, the preferences are also structurally different. The key structural difference is that people value salary gains more and non-salary gains less when completing the multi-profile case experiment. To be specific, most of the utility coefficients on non-pecuniary attributes are scaled up by a similar proportion as we move from the multi-profile case to the single profile case estimates. In this regard, our results add to the existing empirical evidence from Potoglou et al. (2011) and Flynn et al. (2013) . However, we also find that the utility coefficients on salary levels are scaled up by a much smaller proportion than the coefficients on non-pecuniary attributes. This result is new and it is especially important given the use of the coefficient on monetary attributes (i.e. the marginal utility of money) to estimate the valuation of non-monetary goods and attributes.
Interestingly, we find little evidence that the variation in the amount of hypothetical information to be processed drives this key discrepancy in elicited preferences. In general, only a few studies (Flynn, 2010b; Flynn et al., 2013) discuss why the two methods may elicit different preference structures, and no discussion is available on specifically why the differential treatment of the pecuniary attribute may arise. We place our findings in the context of related examples from experimental economics and contingent valuation studies, and speculate on alternative driving factors some of which are amenable to further investigation using more specialised survey designs.
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The remainder of this paper is structured as follows. Section 2 describes the discrete choice survey designs and estimation sample. Section 3 describes the main models to be estimated. Section 4 discusses the results and Section 5 concludes.
Data
We analyse discrete choice experiments collected as part of an ongoing longitudinal study of nursing job choices described more fully in Doiron et al. (2011) and Kenny et al. (2012) . The data come from an online survey completed between September 2009 and September 2010. We recruited Bachelor of Nursing (BN) degree students enrolled during 2008-2010 at two large Australian universities: the University of Technology Sydney (UTS) located in a major city, and the University of New England (UNE) in a regional centre. The sample includes nursing students in each year of the 3-year BN program and new graduates (within 12 months since graduation). Nursing students include school-leavers, mature age entry and other health-care workers seeking to upgrade their qualifications. The sample covers a range of age groups, stages of household formation and exposure to nursing work.
The 526 survey respondents (100 from UNE and 426 from UTS) represent 18% of the BN enrolment at both universities during the recruitment period (19% at UNE, 18% at UTS). As discussed in Doiron et al. (2011) , these response rates are similar to comparable cohort studies. Also, based on available demographics, there are but small differences between our cohort and all enrolled students. For more details on the sample, see Doiron et al. (2011) .
As well as answering standard survey questions on demographics and labour market experiences, each of the 526 respondents participates in two different types of DCEs involving hypothetical entry-level nursing jobs. Each job is described in terms of salary and eleven non-salary attributes set at specific levels. The selection of attributes is based on the literature on Magnet Hospitals in the US (Naude and McCabe, 2005; Seago et al., 2001) , and reflect characteristics that have been shown to influence the quitting decision and job satisfaction of nurses. We use 4 different levels of salary and 2 different levels of each non-salary attribute as listed in Table 1 . The salary levels reflect those found in current entry-level nursing jobs in Australia. The feedback from an earlier pilot study involving 60 students indicates that the attributes and levels are appropriate in the context of the first job as a registered nurse in Australia. There is a job available in a program for new graduates which has the following characteristics. Please indicate which aspect of this job you think is the best aspect (choose one only) and which you think is the worst aspect (choose one only). Please select one answer per column.
To review the features of jobs, please click here. The first choice experiment is the single profile case best-worst scaling (BWS). As shown in Figure 1 , each scenario presents one hypothetical job and the respondent picks its best and worst aspects. The second choice experiment is the multi-profile case BWS. As shown in Figure 2 , each scenario presents a choice set of three hypothetical jobs, labelled Job A, B and C, and the respondent states which job is the best and which job is the worst; all jobs are effectively ranked from most to least preferred.
Every respondent must complete 8 different scenarios of the single profile case BWS before completing another 8 scenarios of the multi-profile case BWS. This presentation sequence raises a concern that the comparability of preferences elicited by the two BWS methods is affected by fatigue. An earlier analysis of the multi-profile case data (Doiron et al, 2011) , however, finds that the utility coefficients do not vary significantly over the 8 scenarios. Moreover, our findings on the differences in the estimates between the single and multi-profile cases do not support the wide-spread application of heuristic decision rules in the multi-profile case tasks that one may expect in the presence of respondent fatigue. We provide more details below.
We now discuss the optimality of designs underlying these two BWS experiments. The scenarios for each experiment are constructed from an initial set of 16 jobs which form a resolution 3 fractional factorial design. Initial sets for the two experiments use different resolution 3 fractions, to ensure that no multi-profile case scenario includes a job which the respondent has seen earlier in a profile case scenario.
For the single profile case experiment, the initial set of 16 jobs becomes the set of 16 scenarios. The 16-scenario set is then divided into two 8-scenario subsets, and every respondent is randomised to one of these two subsets. Street and Knox (2012) show that our design performs as well as the complete factorial design in terms of the D-criterion, when all coefficients in the standard max-diff model are equal.
For the multi-profile case experiment, each of the initial 16 jobs is augmented by a pair of new jobs to form a scenario. The two new jobs in each scenario are determined by the addition of two generators, chosen to make the resulting set of 16 scenarios D-optimal when all coefficients in the standard multinomial logit model are zero. To cover a larger proportion of the sample space, two different sets of 16 scenarios are constructed in this manner using two different resolution 3 fractions. Each 16-scenario set is then divided into two 8-scenario subsets, giving four 8-scenario subsets in total. Every respondent is randomised to one of these four subsets.
Model specification and selection
We begin by describing the basic notation used in the formulation of the choice models. n = 1, . . . , N denotes a respondent; t = 1, . . . , T indexes a scenario; k = 1, . . . , K indicates an attribute; l k = 1 k , 2 k , ..., L k refers to a level of attribute k.
2 In our context, N = 526, T = 8 and K = 12. Each profile or job j is described by the K attributes set at specific levels. x l k njt is a zero-one variable which equals one if attribute k of profile j shown to respondent n in scenario t is set at level l k .
The term "attribute-level" shall be used to describe the pair formed by an attribute and one of its possible levels. For example, when the attribute of interest is the quality of care which can be either poor or excellent, there are two possible attribute-levels: poor quality of care and excellent quality of care.
We estimate discrete mixture (latent class) models which allow utility coefficients to covary freely over a finite number of mass points (Train, 2008) . These models are well-suited to our objective of comparing preferences elicited by two different methods. Keane and Wasi (2012) find that latent class logit models do well in summarising the key aspects of preference heterogeneity in many discrete choice data sets.
Models for multi-profile case data
In our multi-profile case best-worst scaling (BWS) experiment, respondents choose the best and the worst out of 3 jobs in each scenario. We thus obtain a full ranking of the jobs. These data can be modelled using the rank-ordered logit (ROL) due to Beggs et al. (1981) . The modelling of complete rankings tend to result in smaller coefficient estimates than the modelling of first-best choices only, as if residual variances increase across preference ranks; Hausman and Ruud (1987) introduce the heteroskedastic ROL (HROL) to address this issue.
With 8 scenarios completed by each person, our data also feature a panel dimension. In the (first-best) choice modelling literature, a random parameter or "mixed" logit model (McFadden and Train, 2000) is often specified to address this dimension by capturing within-person correlations in observations as well as between-people preference heterogeneity. The same approach can be adapted for the ROL framework as demonstrated by Calfee et al. (2001) and Train (2008) .
We analyse our multi-profile case data using an extension of HROL developed in Yoo (2012) . The basic idea is to model all parameters in HROL as person-specific random parameters. In this paper, we describe the resulting model from the conventional perspective that rank heteroskedasticity arises as people are more certain about what they like more (see for example, Fok et al, 2012) . Alternatively, Yoo (2012) motivates the use of the same model to account for stochastic misspecification of the microeconomic random utility function (McFadden, 1981) . Our discussion shows that the model is an attractive tool regardless of the origin of rank heteroskedasticity.
Specifically, assume that respondent n ranks three available jobs in two statistically independent steps indexed by r = 1, 2. In step 1, she picks the best of the three jobs. In step 2, she eliminates her first-best from consideration, and picks the best of the other two jobs. The best job in each step is the one that provides the highest utility.
The utility she derives from job j is decomposed into a systematic component associated with attribute-levels and a random disturbance term.
3 Specifically, for r = 1, 2
( 1) where u 1 njt and u 2 njt are independently extreme value distributed with variances equal to π 2 /6 and π 2 /(σ 2 n 6) respectively. B l k n measures person n's utility of having attributelevel l k and its scale has been implicitly normalised along with the variance of u 1 njt . Because utility differences between jobs depend only on differences in the levels of job attributes, the utility from each attribute's first level is further normalised to 0, giving identified parameters β
n . β n and x njt are vectors of identified parameters and attribute-level dummies, respectively.
Let P nt (β n , σ n ) denote the likelihood of person n's stated ranking in scenario t. Once the utility parameters β n and the scale parameter σ n are known, this likelihood takes the HROL form. For instance, if person n has ranked the three available jobs as 1 2 3, this likelihood becomes:
where σ n captures heteroskedasticity across steps in the ranking. This form of heteroskedasiticity may arise when people feel more certain about their more preferred profiles, so that their first step response depends more on systematic parts of the utility and less on random disturbances (Hausman and Ruud, 1987) . σ n would then lie in the (0, 1) interval, unless person n ranks all jobs equally systematically (σ n = 1) or picks the second-best job arbitrarily (σ n = 0). In this view, the coefficient attenuation issue of standard ROL results from incorrectly constraining σ n to 1.
To address the panel dimension of our data, we model β n and σ n as random parameters in a latent class framework. Specifically, we assume that there are C distinct sets or classes of utility and scale parameters. Since everyone in the same class has the same parameters, we use β c and σ c with c = 1, ..., C to denote the class-specific parameters. The resulting "mixing" distribution is discrete, with η c denoting the relative frequency of class c in the respondent population. The final likelihood of respondent n's sequence of responses over the T scenarios is specified as:
where η C = 1− C−1 c=1 η c . We call the model specification in equation (3) the latent class HROL (LHROL). As summarised in Table 2 , LHROL can nest several other modelling approaches for rank-ordered data.
Our preferred LHROL incorporates 4 classes (C = 4). The estimation results are discussed in Section 4, and presented in Table 3 of the Appendix. The preferred number of classes has been chosen as in other empirical studies using latent class logit models (Greene and Hensher, 2003; Train, 2008) . Specifically, the 4-class LHROL specification gave the smallest Bayesian Information Criterion (BIC) among nine alternative specifications with the number of classes varying from 2 to 10. The following summary of specification tests are based on the preferred 4-class LHROL model. The scale parameter σ c is statistically different from 1 at the 1% level in all classes. The joint hypothesis of homogeneous ranking capabilities across all classes, that is σ 1 = σ 2 = σ 3 = σ 4 , is rejected at the 4.2% level based on a Wald test statistic of 8.19. The parametric restrictions leading to LCL (σ 1 = σ 2 = σ 3 = σ 4 = 0) and latent ROL (σ 1 = σ 2 = σ 3 = σ 4 = 1) are overwhelmingly rejected at the 1% level using the likelihood ratio tests; the test statistics are 132.24 and 926.37 respectively.
Models for single profile case data
In each of our single profile case BWS scenarios, respondents examine one job described by K different attributes set at specific levels, and pick the best and the worst of these K attribute-levels. Marley and Louviere (2005) and Marley et al. (2008) develop alternative models to analyse the resulting data. In particular, they prove a number of choice theoretical properties of the maximum difference logit (max-diff) model, that has since been the workhorse model in empirical studies (Flynn et al., 2007; Lusk and Briggeman, 2009; Lusk and Natalie, 2009; Potoglou et al., 2011; Marti, 2012) .
As Flynn et al. (2008) summarise, the max-diff model is operationalised by assuming that an observed best-worst pair is the most preferred option out of K(K − 1) mutually exclusive options. These K(K − 1) options refer to all possible best-worst pairs of attribute-levels given a profile, or job in our application. In the context of the object case BWS (Flynn, 2010b) , which is like the single profile case BWS with only one possible level per attribute, Lusk and Briggeman (2009) explicitly describe it as a form of the latent dependent variable model.
We now extend the description of Lusk and Briggerman (2009) to the single profile case BWS involving several possible levels per attribute. Let respondent n's systematic utility from an attribute-level be denoted A l k n .
5 Respondent n's response to a profile case scenario depends on the difference in utilities attainable from the candidate best and worst attribute-levels; specifically, she maximises the difference (hence "max-diff") between the utility from the best and the worst attribute-levels. This utility difference can be decomposed into systematic and random components. 6 In the case where attributes q and h form the candidate best-worst pair, the corresponding utility difference D {q,h} nt is:
where the error term e {q,h} nt is independently type I extreme value distributed. The profile subscript j is dropped from attribute-level dummies x l k njt since only one profile is shown in each scenario.
The utility difference between any two candidate best-worst pairs will be unchanged when the same constant is added to each parameter A l k n . To achieve identification, one utility parameter needs to be normalised to 0, say for the first level of the first attribute A 1 1 n . Then, each identified parameter can be defined as α
n ; recall that a similar statement cannot be made in the context of equation (1). In this sense, with the single profile case data, we can infer more about the underlying preferences than the multi-profile case 5 We change the notation for utility weights from B l k n to A l k n to emphasise that their scale is normalised with respect to potentially different residual variances. If the same set of primitive utility weights are applied to comparing profiles in the multi-profile case and the best-worst pairs in the single profile case, each B l k n would differ from A l k n by the same factor of proportionality. 6 Following from footnote 3, the random component here can be interpreted as accounting for fluctuations in the decision maker's state of mind. 13 data.
7 Intuitively, K −1 more utility parameters can be identified with the single profile case experiment because it elicits preferences over attribute-levels directly, whereas the multi-profile case experiment elicits such preferences only to the extent that betweenprofile variations in attributes' levels affect the ranking of the profiles. Let F nt (α n ) denote the likelihood of respondent n's stated best-worst pair in scenario t. Suppose that respondent n has picked q as best and h as worst. Once the identified parameters, collected as vector α n , are known, this likelihood can be specified as:
As in the multi-profile case analysis, the utility parameters are modelled as random draws from a discrete distribution with C distinct classes, to capture inter-personal preference heterogeneity and intra-personal correlations in responses over T = 8 scenarios. The final likelihood of respondent n's sequence of responses is specified as a function of the relative frequency of each class c, ρ c , and the class-specific utility parameters, α c :
where ρ C = 1 − C−1 c=1 ρ c . We call the model specification in equation (6) the latent class max-diff (LMD). LMD nests the standard max-diff model as a special case with one class, C = 1.
Our preferred LMD has C = 7 classes. As we discuss in Section 3.3, the estimated LMD parameters are transformed to make them comparable to the LHROL estimates. The transformed results are discussed in Section 4 and presented in Table 4 of the Appendix. An earlier draft of this paper provides a summary of untransformed estimates (p. 31, Yoo and Doiron, 2012) . As in LHROL, the preferred number of classes has been determined by examining which of 9 alternative specifications, with C varying from 2 to 10, led to the smallest BIC.
The postulated behaviour of the max-diff model may be unrealistic in the present context, as it would have a respondent consider 132 (= 12 × 11) best-worst pairs in each 7 We emphasise that this result holds not because the single profile case data allow identifying the absolute level of the utility weight on each attribute-level; the identified parameter α l k n has been explicitly normalised to represent the deviation of A l k n from A 11 n . This result holds because the identified parameters preserve enough information on the unidentified parameters to enable the ordinal comparisons of utility weights on different attribute-levels.
scenario. For a sensitivity check, we have also estimated a latent class variant of the sequential best-worst model (Marley and Louviere, 2005) which postulates a simpler choice behaviour: a respondent looks for the best of 12 attribute-levels, and then the worst among the other 11 attribute-levels in two statistically independent steps. This alternative model, however, has a very similar likelihood as the workhorse max-diff model, and leads to almost identical estimates; see our earlier draft (p.17, Yoo and Doiron, 2012) for further comments. Our findings are in line with Flynn et al. (2008) who also find the two behavioural models empirically comparable.
Normalisation convention
In LHROL (for multi-profile case data), the utility coefficient on one level of each attribute is normalised to 0. An estimated coefficient measures how much utility changes as the level of the relevant attribute changes from the omitted level to the reported level. For example, the coefficient on excellent quality of care measures the utility difference between excellent and poor qualities of care.
In LMD (for single profile case data), only the utility coefficient on the lowest salary level, $800 per week, is normalised to 0. An estimated coefficient measures the difference in utilities provided by the relevant attribute-level and the weekly salary of $800, taking the positive (negative) sign when this attribute-level is (less) preferred to $800. For example, the coefficient on excellent quality of care is positive when it provides a higher utility than the weekly salary of $800.
Our analysis focuses on comparisons of the two sets of estimates. For this purpose, the LMD coefficient estimates are transformed to represent the same information as the LHROL estimates. Specifically, the LMD coefficient on a level of each attribute is differenced with the LMD coefficient on the base level of the same attribute, where the base level refers to the omitted level in the LHROL estimation. For example, we difference the LMD coefficients on the excellent quality of care and the poor quality of care to obtain a transformed coefficient, which can be compared with the LHROL coefficient on the excellent quality of care. No transformation is required for salary, as the LMD coefficients on salary levels have already been normalised as deviations from the coefficient on $800, the omitted salary level in LHROL.
Main findings 8
As discussed earlier, one advantage of the single profile case best-worst scaling (BWS) experiments over multi-profile case discrete choice experiments (DCEs) is that they yield more information on the underlying preferences. Specifically, since the single profile case BWS collects stated preferences over different attribute-levels directly, it allows identification of parameters that indicate whether a level of one attribute is preferred to a level of another attribute, instead of whether a level change in one attribute is preferred to a level change in another attribute.
However, the two methods may also elicit structurally different information. We begin this section by a discussion of hypotheses on potential differences in preference parameters across the methods. Our reading of the few studies addressing this issue suggests three broad possibilities. The first two relate to the ease of answering the profile case and favour its use, while the third calls for discretion.
First, single profile case responses may be subject to less random noise. The respondent may answer the profile case with greater certainty than the multi-profile case since the former involves consideration of one instead of several hypothetical profiles per scenario. Then, as initially envisioned by Flynn et al (2007) , the single profile case utility coefficients would be a scaled-up version of the multi-profile case coefficients due to the smaller variance in the stochastic component. Without any structural shift in preferences, the relative magnitude of the coefficients on two different attributes would be the same across the two approaches.
Second, the single profile case task may be better understood and more attentively completed. Flynn (2010b) anticipates that the single profile case would be especially useful when the cognitive burden of processing multiple profiles is likely to be excessive. Given the complexity of jobs generally, and our use of many attributes to describe the hypothetical nursing jobs, the survey analysed in this paper provides a good example of such a situation. It is an open question as to what kind of empirical differences the varied cognitive burden may produce. A useful insight comes from a growing number of traditional DCE studies on attribute non-attendance (Cameron and DeShazo, 2008; Greene and Hensher, 2010; Hole, 2011) . These studies suggest that people tend to handle the cognitive burden of a choice task by ignoring a subset of presented attributes. If an attribute is ignored in the more complex multi-profile case but taken into account in the simpler profile case, its coefficient would have a larger magnitude relative to other coefficients in the latter case.
Third, single and multi-profile cases may elicit inherently different types of preferences. The single profile case asks respondents to state the best and worst attributelevels of a given profile, while the multi-profile case asks respondents to trade off attributes across hypothetical profiles. Flynn (2010a; 2010b) and Flynn et al. (2013) suggest that tradability alters the choice context and may affect the relative magnitudes of the coefficients.
9 In our view, this is similar to effects from reference-dependent preferences in the behavioral economics literature (Kahneman, 2003) . The two studies that provide an empirical comparison of the methods (Potoglou et al., 2011; Flynn et al., 2013) find that the single profile case BWS and the multi-profile case DCE primarily yield the first type of discrepancy; that is, the relative magnitudes of the coefficients are preserved. In this sense, the preference structure is maintained across the two methods. Importantly, these studies do not include a monetary attribute.
The discussion of our results begins with a brief summary of findings followed by a more detailed presentation of the evidence. We start by examining to what extent the qualitative conclusions of the earlier studies hold in our data. As the earlier two studies, we find that most of the utility coefficients on non-salary attributes of the nursing jobs are scaled up by a similar proportion as we move from the multi-profile to the single profile case results. However, we also find that the utility coefficients on the monetary attribute (salary) are scaled up by a much smaller proportion; that is, respondents place a higher value on salary gains relative to improvements in other job characteristics when completing the multi-profile task.
Is the different treatment of money driven by the varied cognitive burden? More specifically, is the larger relative weight on the monetary attribute in the multi-profile case due to respondents ranking jobs mainly in order of salary to simplify multi-profile comparisons? Our results do not support this hypothesis. While one preference segment (a latent class of respondents) in our multi-profile case data is consistent with such behaviour, this segment is too small to explain the overall differences. The other classes of respondents also reduce their relative valuation of salary in the profile case task. Moreover, our analysis using an accept/reject DCE embedded at the end of each single profile case scenario further rules out any explanation tied to the cognitive burden of processing several profiles, as the estimates from this simple task are similar to those from the more complex multi-profile case. (More details on this survey question are provided below.)
The question then arises as to whether the two methods elicit different aspects of preferences because the multi-profile case introduces tradability. While this possibility is difficult to refute and provides a valid starting point for discussion, it does not address the question of why salary is unlike other characteristics. We speculate on more specific mechanisms by placing our findings in the context of related examples from experimental economics and stated preference analyses.
Differential treatment of salary
As mentioned above, our results are comparable to previous studies for non-monetary attributes in that most of the utility coefficients are scaled up by a similar proportion as we move from the multi-profile case to the single profile case results. The different treatment of money across the two methods is a new finding that went undetected in the earlier studies as their profiles included only non-pecuniary attributes.
Our preferred panel data models are the latent class max-diff (LMD) with 7 classes for the single profile case data and the latent class heteroskedastic rank-ordered logit (LHROL) with 4 classes for the multi-profile case data. Utility coefficients vary across classes in each model, and there is no exact correspondence between classes across the two approaches. We average utility coefficients across classes within each model using the class shares as weights, and analyse the resulting set of averages as summary statistics for the preferences elicited by each method. Figure 3 plots the average LMD coefficients against the corresponding average LHROL coefficients.
10,11 All but one of these averages are significant at the 1% level; the exception, the average LMD coefficient on public hospital (public hosp), is significant at the 6% level.
12 Figure 3 shows that differences between preferences elicited by the two methods cannot be entirely explained by a shift in the error variance, capturing less random noise in the profile case data. If they could, the points in this figure would be (1) 10 Detailed estimates are available in the Appendix. Section 3.3 describes how the LMD coefficients are transformed for comparability with the LHROL coefficients.
11 An anonymous referee pointed out that the use of a bivariate plot to summarise the estimated coefficients of two different choice models dates back to Swait and Louviere (1993) .
12 Our earlier draft (p. 21, Yoo and Doiron, 2012) presents the results from the simple max-diff and HROL models that ignore unobserved heterogeneity. The results from these simple models closely resemble those in Figure 3 ; the main difference is a decrease in scale which is expected since omitted preference heterogeneity increases unexplained variances (Revelt and Train, 1998 Figure 3 also shows that the relative utility gains from two different non-salary characteristics is much more robust across data sets than relative gains involving salary and non-monetary characteristics. The bold line with the slope of 7.1 is the best fit line through the origin and the average coefficients on non-salary attributes excluding "public hospital", the characteristic that is only marginally significant in LMD. These averages are closely scattered around the bold line, whereas the average coefficients on salary levels are located far below it. In fact, the salary coefficients are very closely clustered around another line with slope equal to 3.5, suggesting that they are scaled up by roughly half as much as the non-salary coefficients.
In other words, the respondents seem to value salary gains more in relative terms when completing the multi-profile case than the single profile case. A key implication is that the rankings of average utility gains from salary and other characteristics could be reversed depending on which data set is analysed. The different treatment of salary, a monetary attribute, is especially important given the use of willingness-to-pay measures in applied work. The dollar valuation of improvement in a non-monetary attribute is usually derived from a ratio of the utility coefficient on this attribute to the marginal utility of money (the coefficient on salary). The slopes of the bold and dashed lines in Figure 3 indicate that such dollar measures can double as we move from the multi-profile to the single profile case.
Varied cognitive burden as a potential explanation
That respondents evaluate only one profile at a time has often been emphasised as a potential advantage of the single profile case BWS (Flynn et al., 2007; Flynn, 2010a; Flynn, 2010b; Potoglou et al., 2011; Marti, 2012) . Is the greater valuation of salary in the multi-profile case driven by the cognitive burden involved in the processing of several profiles at once? We examine this possibility using two types of evidence. First, we investigate if our results are consistent with a specific form of decision heuristic derived from the growing literature on information processing strategies in DCEs (Cameron and DeShazo, 2008; Greene and Hensher, 2010; Hole, 2011; Lagarde, 2013) . Second, we analyse data from a simple yes-or-no question which asks respondents whether they would accept or reject a particular job. They are asked this question for each job presented as a single profile case scenario (see Figure 1 for an example). Since this accept/reject DCE involves only one hypothetical job at a time, and each of these jobs is a single profile case scenario, we would expect the accept/reject DCE results to be comparable to the single profile case results, based on the level of cognitive difficulty.
We now turn to the first set of findings. The hypothesis is that salary influences multi-profile case responses to a greater extent because respondents rank jobs based mostly on salary as a way of handling the extra cognitive burden. Note that the same simplifying strategy cannot be applied in the single profile case, since salary must be compared with at least one other attribute to state the best and worst aspects of a job. Also, given our experimental design, each of three jobs in a multi-profile case scenario offers a distinct salary level; hence, salary can always be used to rank the three jobs.
As detailed next, we do find a preference class in the multi-profile case data which is consistent with such behaviour, and some evidence that people in this class pay more attention to non-salary attributes during the single profile case experiment. However, this class is too small to drive the overall result and we find that the relative undervaluation of salary gains in the single profile case is a wide phenomenon found in all preference classes. The finding requires more general explanations than a specific heuristic.
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Following Hensher and Greene (2010) who interpret heuristics as a particular form of preferences, our analysis begins by examining whether a class with very large coefficients on salary levels and small coefficients on non-salary attributes exists in LHROL (for multi-profile case data), but not in LMD (for single profile case data). Figure 4 displays the LHROL coefficients for its four preference classes. In each panel, the horizontal axis labels attribute-levels and the vertical axis measures coefficient magnitudes.
13 Class 4, albeit with a small share of the population at 14%, indeed seems to capture individuals who rank jobs mainly in order of salary levels; we observe very big spikes in the last three columns depicting the coefficients on salary levels $950, $1100 and $1250, and much smaller bars in other columns. To aid interpretation, consider someone in Class 4 who faces two jobs. Job I pays $800 per week (smallest in our design) but has the best possible non-salary characteristics: excellent quality of care, supportive management, and so on. Job II pays a higher salary but has the worst possible non-salary characteristics. When job II pays $1250, this person has a 0.78 chance of choosing it. When job II pays $1100, she still has a 0.57 chance of choosing it, despite disadvantages in all other aspects. Figure 5 plots the LMD coefficients for its seven preference classes. 14 The axes of each panel convey the same information as before. There is no class which shows extreme concerns for salary gains as LHROL Class 4 does. Most tellingly, Class 5 in the LMD model is the only class that places the salary increase to $1250 above any other non-pecuniary improvement. Yet, in the context of the earlier thought experiment, even this class is more likely to choose Job I than Job II paying $1250; it can be easily seen that the combined height of coefficients on non-pecuniary attributes easily exceeds the height of the coefficient on $1250. More generally, only Class 6 with a population share of 0.12 stands out in terms of likely information processing strategy. This class has small coefficients on all attributes, suggestive of a large error variance, and may capture people who expend minimal attention on the evaluation of a profile; with no obvious rule to rank attributes of the same job, some people may give responses after a very casual evaluation. The evidence so far is consistent with the view that LHROL Class 4 captures people who use salary to simplify the multi-profile case task. In our earlier draft (p. 26, Yoo and Doiron, 2012) , we complement this population-level analysis with an individuallevel analysis, which further suggests that the salary-focused respondents in the multi- suppose that there are C classes in total. Person n's posterior probability of membership in class c is given
where φ k is the population share of class k and L nk is the likelihood of observing her sequence of choices given she is in class k.
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A broader comparison of preference classes in the two data sets suggests that the relative undervaluation of salary gains in the single profile case is a wide phenomenon. Figure 4 shows that LHROL Class 1 contains a majority (51%) of the population who show no striking taste for a specific attribute. This majority class values the largest salary increase (to $1250) more than any non-pecuniary gain, and the second largest increase (to $1100) more than all but one of non-pecuniary gains. By contrast, Figure  5 shows that all LMD classes, excluding Class 5 with a 12% share, value many of nonpecuniary gains more than such large salary gains. These results suggest that even those who do not exploit salary as the primary job ranking criterion value salary gains less during the single profile case experiment.
We now turn to the the second set of findings that incorporate data from a small DCE presented at the end of each single profile case scenario. Specifically, the respondent is asked to indicate if she is willing to accept the very job whose best and worst aspects she has stated. Figure 1 shows an example. For anyone who has a view on what kind of job is acceptable, this DCE should be considerably easier than the multi-profile case experiment. The person need not process two extra jobs that vary over scenarios and she only needs to consider if the job she has already evaluated provides at least her own reservation utility. Whether her view is realistic or not influences this DCE's external validity, not its comparative ease over the multi-profile case experiment.
16
We specify a random effects (RE) logit model of the accept/reject DCE outcome, using job characteristics as regressors. The model intercept follows a normal distribution to accommodate interpersonal variations in the reservation utility or acceptability threshold. Figure 6 plots the RE logit coefficients against the average LHROL coefficients.
17 The two sets of coefficients are very similar in scale; they are closely clustered around the best fit line from the origin that has the slope of 0.8.
18
Most importantly, the RE logit and LHROL coefficients agree on how much the two largest salary gains ($1100 and $1250) are valued relative to major non-salary determinants of job choices: supportive management (supp mgt), excellent quality of care 16 Nevertheless, the survey participants have considerable knowledge or at least strong beliefs regarding entry level jobs for nurses. Many of them have worked as nursing aides and their program includes a practicum where students get on-the-job experience. See Doiron et.al. (2011) for more details.
17 In the RE logit, the intercept's standard deviation and all slope coefficients are significant at the 1% level, except those on three clinical rotations (3 rotations), well equipped (well equip) and abundant parking space (abund park).
18 The same qualitative conclusion holds whether unobserved coefficient heterogeneity in the multiprofile case data is modelled or not. When plotting the RE logit estimates against the simpler HROL estimates, the best fit line yields a slope of 1.1. (excell care), encourage professional development (encourage) and appropriate responsibility at work (app resp). Figure 6 indicates that any pair of these coefficients has roughly the same ratio in the accept/reject DCE and the multi-profile case experiment. These findings do not support the hypothesis that it is the extra cognitive burden in the multi-profile case that led to the relative overvaluation of salary gains in Figure 3 .
Other explanations
The preceding analysis suggests that justifications for greater preferences for salary gains in the multi-profile case should go beyond the processing of larger amounts of information. We close this section with a discussion of alternative explanations. Distinguishing among various behavioral hypotheses would require experiments specifically designed for the task; we also offer a few thoughts on such possible experiments as future avenues of research. Flynn (2010b) is a rare study which explicitly speculates on why structural differences can be expected in the preferences elicited by the single and multi-profile case methods. Our reading of his argument is that the two methods invoke different choice contexts since attribute-levels are like tradable goods in the multi-profile case but not in the single profile case. What is valued in the presence of tradability could be different from what is valued in the absence of it. Flynn et al. (2013) investigate this hypothesis empirically in a health-related quality of life study with senior citizens, but as mentioned previously they find little evidence that the contextual variation influences the relative valuation of different attributes. Using Flynn's hypothesis to explain our findings requires consideration of why tradability affects salary and non-salary attributes to different extents.
The concept and importance of tradability may be related to reference-dependent preferences in the area of behavioral economics (Kahneman, 2003) . Evidence from lab and field experiments shows that the point of reference influences the monetary valuation of a good, sometimes with surprising results. People may have evaluated the job in a single profile case scenario as the only offer in hand, whereas they are unlikely to use as the point of reference any particular one of the three job offers that a multi-profile case scenario presents. Once the job is perceived as given, the non-salary characteristics could increase in monetary value.
19 A test of this explanation could proceed with a random allocation of two contextual prompts to single profile case respondents, which would include one stating that the job is the only available offer and the other stating that it is but one of several, and comparing the preferences elicited by each treatment method with those elicited by the multi-profile case method. An explanation more specific to our context is that the shift in preferences towards non-salary attributes in the single profile case is due to the need for direct comparisons with salary. There is a social connotation associated with certain attributes (for example, excellent quality of patient care) and several other non-salary characteristics are related to a nurse's ability to perform well in the job. Suppose for example that a single profile case hospital has the reputation for an excellent quality of patient care and pays $1250 per week. Even when the respondent regards such salary as the best aspect, she may be hesitant about stating so, to avoid revealing that she places her monetary rewards above the welfare of the patients. In the multi-profile case, because the respondent chooses best and worst jobs which differ in several aspects, the monetary value placed on non-monetary attributes is not so evident. The validity of this line of explanation could be tested by comparing single and multi-profile case experiments on objects with a price attribute and less pro-social elements, for example different knee injury treatment options as in Bryan et al. (2000) .
Finally we note that our results are consistent with results from comparative studies on willingness-to-pay (WTP) derived using multi-profile DCEs and different contingent valuation methods. As summarised in Ryan and Watson (2009) , a more direct elicitation format tends to generate a smaller WTP for an intervention. Translated in terms of our application, this means that a more direct elicitation format leads to a lower dollar valuation of improvements in non-salary characteristics. The multi-profile case, which prompts trading off attributes across profiles, is indeed a more direct way to elicit how much salary gains a person is willing to forgo for a better non-salary characteristic; the single profile case collects more primitive information on what attribute-level is preferred to another, which we then use to infer trade-offs. This aspect of the two cases can also be seen from the need to transform the profile case parameters for comparability with the multi-profile case parameters (see the earlier discussion in Section 3.3). To our best knowledge, there are no behavioral explanations to date for these latter findings.
Conclusion
We have analysed stated preference data from two different discrete choice experiments (DCEs): multi-profile case best-worst scaling (BWS) which, like traditional DCEs, involves choices over several profiles, and single profile case BWS which involves choices over attributes of a given profile. In our application, a profile is an entry-level nursing job. That respondents need to process only one profile at a time, and may thus understand single profile case tasks better, has been often advanced as an advantage of the single profile BWS method. Also, the ability to identify additional utility parameters can make the single profile case BWS a profitable alternative to multi-profile DCEs. For example, in relation to our application, suppose that hospital managers are considering how best to allocate a fixed budget to the design of new nursing jobs meant to attract nurses away from non-nursing jobs. A relevant multi-profile DCE may be hard to design, because jobs in different occupations are best described by different attributes. A single profile case BWS experiment would provide useful inputs by allowing inference of attribute-levels which are more preferred than others, thereby highlighting key features an attractive nursing job needs to possess.
We find that when restricting attention to non-pecuniary attributes, the relative valuation of different non-pecuniary gains remains fairly stable across the two cases. In contrast, the elicited preferences over gains in pecuniary (salary) and non-pecuniary at-tributes vary substantially, with the multi-profile case analysis indicating much stronger preferences for pecuniary gains. Our results, however, show that the differential treatment of salary requires explanations which go beyond different amounts of information the respondents need to process in the two experiments. An economic analysis is mostly concerned with objects which involve both pecuniary and non-pecuniary aspects. In this respect, our analysis suggests that if the single profile case BWS is to become a broadly accepted method, empirical evidence from more specialised studies is needed to inform why profile and multi-profile DCEs may elicit different preferences for the two distinct aspects. It is hoped that our earlier discussion will provide a basis for future research in this direction. The coefficients are transformed for an easier comparison with the results from the LHROL model; specifically, coefficients are differenced with respect to the base level for each attribute. BIC refers to the Bayesian information criterion. Asymptotic standard errors are in parenthesis. * * * indicates that the parameter is significantly different from zero at the 1% level, * * at 5% and * at 10%.
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