In this paper we study the numerical method and the convergence for solving the time-dependent Maxwell-Schrödinger equations under the Lorentz gauge. An alternating Crank-Nicolson finite element method for solving the problem is presented and the optimal error estimate for the numerical algorithm is obtained by a mathematical inductive method. Numerical examples are then carried out to confirm the theoretical results.
Introduction
Light-matter interaction at nanoscale is a central topic in the study of optical properties of nanophotonic systems, for example, metallic nanostructures and quantum dots. In view of practical numerical simulation, a semiclassic model is often used for modelling light-matter interaction. The basic idea is to use the classical Maxwell's equations for the electromagnetic field and the Schrödinger equation for the matter. In this paper, we study the following Maxwell-Schrödinger coupled system, which describes the 2 of 27 C. P. MA ET AL. interaction between an electron and its self-consistent generated and external electromagnetic fields. [ih∇ + qA(x,t)] 2 + qφ (x,t) + V 0 ψ(x,t), (x,t) ∈ Ω × (0, T ), − ∂ ∂t ∇ · εA(x,t) − ∇ · ε∇φ (x,t) = q|ψ(x,t)| 2 , (x,t) ∈ Ω × (0, T ), ε ∂ 2 A(x,t) ∂t 2 + ∇ × µ −1 ∇ × A(x,t) + ε ∂ (∇φ (x,t)) ∂t = J q (x,t), (x,t) ∈ Ω × (0, T ),
ψ, φ , A subject to the appropriate initial and boundary conditions,
(1.1)
where Ω ⊂ R d , d 2 is a bounded Lipschitz polygonal convex domain in R 2 (or a bounded Lipschitz polyhedron convex domain in R 3 ), ψ * denotes the complex conjugate of ψ, ε and µ respectively denote the electric permittivity and the magnetic permeability of the material and V 0 is the constant potential energy.
It is well-known that the solutions of the Maxwell-Schrödinger equations (1.1) lack uniqueness. In fact, for any function χ : Ω × (0, T ) → R, if (ψ, φ , A) is a solution of (1.1), then (exp(iχ)ψ, φ − ∂ t χ, A+ ∇χ) is also a solution of (1.1). To obtain mathematically well-posed equations, some extra constraint, commonly known as gauge choice, is often enforced on the solutions of the Maxwell-Schrödinger equations. The most common gauges are listed below.
(i) The Lorentz gauge
(ii) The Coulomb gauge ∇ · A = 0.
(iii) The temporal gauge φ = 0.
For simplicity, we employ the atomic units, i.e.h = m = q = 1, and assume that ε = µ = 1 without loss of generality.
In this paper, we consider the time-dependent Maxwell-Schrödinger equations under the Lorentz gauge as follows:
for the Maxwell-Schrödinger equations (1.2)-(1.4). The proof of the main theorem (see Theorem 2.1) in this paper will be given in section 3. Finally, some numerical tests are carried out to validate the theoretical results in this paper. Throughout the paper the Einstein summation convention on repeated indices is adopted. By C we shall denote a positive constant independent of the mesh size h and the time step ∆t without distinction.
An alternating Crank-Nicolson Galerkin finite element scheme
In this section, we present a numerical scheme for the Maxwell-Schrödinger equations (1.2)-(1.4) using Galerkin finite element method in space and a decoupled alternating Crank-Nicolson scheme in time. To start with, here and afterwards, we assume that Ω is a bounded Lipschitz polygonal convex domain in R 2 (or a bounded Lipschitz polyhedron convex domain in R 3 ). We introduce the following notation. Let In particular, we introduce the following subspace of H 1 (Ω ):
which is equivalent to the standard H 1 (Ω )-norm u H 1 (Ω ) , see Girault & Raviart (1986) . The weak formulation of the Maxwell-Schrödinger system (1.2)-(1.4) can be specified as follows:
Let M be a positive integer and let ∆t = T /M be the time step. For any k=1,2,· · · , M, we introduce the following notation: for any given sequence {U k } M 0 and denote u k = u(·,t k ) for any given functions u ∈ C(0, T ; X) with a Banach space X.
Let T h = {e} be a regular partition of Ω into triangles in R 2 or tetrahedrons in R 3 without loss of generality, where the mesh size h = max e∈T h {diam(e)}. For a given partition T h , let V r h , V r h and V r h denote the corresponding r-th order finite element subspaces of H 1 0 (Ω ) , H 1 t (Ω ) and H 1 0 (Ω ), respectively. Let R h , π h and I h be the conventional point-wise interpolation operators on V r h , V r h and V r h , respectively.
For convenience, assume that the function A and φ is defined in the interval [−∆t, T ] in terms of the time variable t. We can compute A(·, −∆t) by
which leads to an approximation to A −1 with second order accuracy. φ −1 can be approximated in a similar way. An alternating Crank-Nicolson Galerkin finite element approximation to the Maxwell-Schrödinger system (2.1) is formulated as follows:
(2.5) 
Then the variational form of the Maxwell-Schrödinger system (2.1) and its discrete system (2.2) can be reformulated as follows:
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(2.8)
In this paper we assume that the Maxwell-Schrödinger equations (2.7) has one and only one weak solution (ψ, A, φ ) and the following regularity conditions are satisfied:
(2.9)
For the initial conditions (ψ 0 , A 0 , A 1 , φ 0 , φ 1 ) , we assume that
We now give the main convergence result in this paper as follows:
THEOREM 2.1 Suppose that the Maxwell-Schrödinger coupled system (2.7) has a unique solution (ψ, A, φ ) satisfying (2.9) and (2.10). Let (ψ k h , A k h , φ k h ) be the fully discrete numerical solution of (ψ, A, φ ) defined in (2.8). Then there exist two positive constants h 0 > 0 and ∆t 0 > 0, such that when h < h 0 , ∆t < ∆t 0 , we have the following error estimates:
, and C is a constant independent of h, ∆t.
3. The proof of Theorem 2.1
In this section, we will give the proof of Theorem 2.1.
Preliminaries
For convenience, we list some imbedding inequalities and interpolation inequalities in Sobolev spaces (see, e.g., Ladyzhenskaya et al. (1968) and Girault & Raviart (1986) ), and use them in the sequel.
The following identities will be used frequently in this paper.
By applying standard finite element theory and the regualrity conditions in (2.9), we have
where C is a constant independent of h.
The following lemmas will be useful in the proof of Theorem 2.1.
LEMMA 3.1 For the solution of (2.8), we have
LEMMA 3.2 For k = 1, 2 · · · , M, the following identities hold for the bilinear functional B(A; ψ, ϕ) defined in (2.6):
(3.7)
Lemma 3.1 can be proved by choosing ϕ = ψ k h in (2.8) 1 and taking the imaginary part. A direct calculation gives (3.7) in Lemma 3.2.
By using the error estimates of the interpolation operators (3.5), we only need to estimate θ k ψ , θ k A and θ k φ . We will prove the following estimate:
where
By using the regularity assumption of the initial conditions (2.10) and the error estimates of the interpolation operators (3.5), we get θ 0 ψ 2
We use the mathematical inductive method to show (3.8). By (3.9), if we require C * C 0 , then (3.8) holds for k = 0. We assume that (3.8) holds for 0 k m − 1. In the rest of this section, we will find C * such that (3.8) holds for k m, where C * is independent of k , h , ∆t. Subtracting (2.7) from (2.8), we obtain the following equations for θ k A , θ k φ and θ k ψ :
(3.12)
The key steps of the proof of (3.8) are now briefly described. In order to find C * and to show that (3.8) holds for k = m, we first take v = 1 2∆t
φ ) in (3.11) and obtain the estimates of θ m A and θ m φ . Then we choose ϕ = θ k ψ in (3.12) and give the estimate of θ m ψ L 2 . Finally, we take ϕ = ∂ θ k ψ in (3.12) and make use of the above estimates of θ m A and θ m φ to derive the energy-norm estimate for θ m ψ . Using the above estimates, we can complete the proof of (3.8).
Estimates for (3.10)
If we set
then we rewrite (3.10) as follows:
(3.14) 
Here we have used the fact that
Under the regularity assumption of A in (2.9), we can prove
(3.17)
We rewrite the term ∆t ∑
Applying (3.4), the regularity assumption and Young's inequality, we get
(3.20)
We thus have
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We observe that
The first four terms in (3.22) can be estimated by a standard argument, i.e.
We notice that
and obtain
(3.25)
By using the assumption of the induction, we have
If we choose some sufficiently small h and ∆t such that CC 1 2 * (∆t) 2 + h r 1, then we get Observing
and applying (3.5), we get
(3.30)
Using (3.5), we similarly prove
(3.31)
Hence we have
Substituting (3.17), (3.21), (3.27) and (3.32) into (3.16), we get
(3.33)
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We estimate the last term on the right side of (3.33). It follows from the definition of bilinear functional f (ϕ, ψ) in (2.6) that
For ∆t h 1 2 , by the assumption of the induction and the inverse inequalities, we have
We choose a sufficiently small h > 0 such that CC
1 and obtain
where C is a constant independent of h, ∆t.
As for h 1 2 ∆t, by the assumption of the induction, we discover
Now choose a sufficiently small ∆t > 0 to find 2C 1 2 * ∆t 1, in which case we have ∇θ
It follows that
(3.36)
Combining (3.35), (3.36) and (3.33) implies
(3.37)
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We choose a sufficiently small ∆t > 0 such that C∆t 1 8 and find
which leads to
by the assumption of the induction. Applying the assumption of the induction again and (3.39), for k = 1, 2, · · · , m, we deduce
Estimates for (3.11)
we rewrite (3.11) as follows:
(3.43)
Multiply (3.43) by ∆t and sum k = 1, 2, · · · , m to discover
(3.44)
Applying the regularity assumption of φ in (2.9), we deduce 
and using (3.24), we get
(3.47)
Here we have used θ k−1
1. Substituting (3.45), (3.46) and (3.47) into (3.44) yields
(3.48)
Similarly to (3.40), for k = 1, 2, · · · , m, we can prove
where C is a constant independent of h, ∆t and C * .
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Estimates for (3.12)
We rewrite (3.12) as follows:
. .50), and observing the imaginary part of the above equation, we have
It is obvious that
Using the error estimates (3.5) for the interpolation operator R h and the regularity of ψ in (2.9), we give the following estimate 53) and
Hence we obtain |Q
, we rewrite it as follows:
(3.56)
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It follows from Lemma 3.1, the regularity assumption (2.9), the properties of the interpolation operators and (3.56) that
(3.58)
It follows from Lemma 3.2 that
(3.59)
Using (3.40), we prove
and thus |Q
From (3.51), summing over k = 1, 2, · · · , m and combining (3.52), (3.55), (3.57) and (3.61), we have
(3.62)
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To proceed further, we take ϕ = ∂ θ
We take the real part of (3.63) and use (3.7) to get
It follows from (3.40) that
(3.66)
Combining (3.35) and (3.36) gives
(3.67) Substituting (3.66) and (3.67) into (3.65), we have
(3.68)
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We now proceed to estimate
. By virtue of (3.4), we get
(3.69)
From (3.5) and (3.69), we deduce
From the definition of the bilinear functional B(A; ψ, ϕ) in (2.6), we rewrite ∆tQ k 3 (∂ θ k ψ ) as follows: 
, we use (3.4), (3.5), the regularity assumption (2.9) and Young's inequality to prove
Due to space limitations, we omit the proof of (3.75). We observe that
and have ∆tQ
The first two terms can be estimated as follows.
(3.77)
By applying (3.49), the last term on the right hand side of (3.76) can be bounded as follows:
(3.78)
Combining (3.76)-(3.78) gives ∆tQ k 5 (∂ θ k ψ ) can be decomposed as follows:
5 .
(3.80)
Following the lines of the proof of (3.79) and using (3.7), we prove
5 |, we rewrite it as follows:
(3.82)
Note that
By applying Young's inequality and (3.40), we can estimate the first two terms on the right side of (3.83) by
(3.84)
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Observing 85) and using (3.40), we get
(3.86)
From (3.83)-(3.86), we thus have
From (3.82), using (3.4) and integrating by parts, we get
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Using (3.5) and Young's inequality, we can estimate the first three terms on the right side of (3.88):
(3.89)
The last term on the right side of (3.88) can be estimated by
(3.90)
We thus get
(3.91)
We similarly prove 
(3.96)
It follows from (3.40) and the interpolation inequality (3.3) that
(3.97)
We thus obtain 1 4 ∇θ
(3.98)
Multiplying (3.62) with (C + 1) and adding to (3.98), we get 
(3.100)
Now by applying the discrete Gronwall's inequality and choosing a sufficiently small ∆t such that C∆t 1 2 , we conclude
