Carbon dioxide (CO 2 ) is the main cause of the greenhouse effect. With the rapid development of the economy in China, CO 2 emissions have increased dramatically. To reduce CO 2 emissions, ensure the sustainability of China's economy and implement the Paris International Convention, it is important to investigate the main factors affecting CO 2 emissions and use those factors to accurately forecast CO 2 emissions. In order to achieve accurate prediction of CO 2 , this paper proposes a CO 2 emission prediction model based on principal component analysis (PCA) and particle swarm optimization for least squares support vector machine (PSO-LSSVM). Through data 1990-2016 in Hebei Province of China, this paper identifies 24 influencing factors though the bivariate correlation analysis. After applying PCA to reduce the dimensions of the influencing factors, two principal components were extracted as input variables. Then the parameters of the LSSVM model are obtained by PSO and the forecast model is established. By comparing the prediction results with actual values, it is proved that the prediction error of the PSO-LSSVM prediction model is 0.663%, which is smaller than that of the traditional BPNN and LSSVM models.
Introduction
The CO 2 effect brought about by the consumption of fossil energy is becoming more and more obvious. The emission of greenhouse gases has caused serious environmental problems such as global warming, and also has caused huge economic losses. Urban areas and the rapid progress of industrialization and technology are leading to serious air pollution in urban areas. In particular, human beings trying to maintain urban life harm health [1] [2] [3] [4] [5] [6] . In Europe, more than two-thirds of the total population lives in cities. Population growth and industrialization have led to air pollution in some cities that reaches levels that threaten human health. This has become one of the most important topics of our day. Human health is affected by all air pollution, but some emissions have more severe atmospheric conditions. In particular, carbon dioxide (CO 2 ) and other pollutants, which provide global warming, have recently attracted attention; because CO 2 is one of the most searched gases [7] [8] [9] [10] [11] [12] [13] . Recent studies show PM10 and PM2.5 CO 2 air quality indices. There are a lot of studies for carbon emissions, including indoor and outdoor -especially urban areas and parks. This shows that PM2.5 affects human health.
China's primary energy consumption accounts for 23% of world consumption, of which coal consumption accounts for 62%. China is the world's largest energy consumer and CO 2 emitter. In order to solve the problem caused by the greenhouse effect, countries around the world have also made relevant efforts. In 2015, 200 countries agreed the Paris Agreement, clarifying the goals that the global community pursues. Under the agreement, China has pledged that by 2030, carbon emissions per unit of GDP will fall by 60% to 65% from 2005. Research on influencing factors analysis and CO 2 emission prediction will help the government extract the main factors influencing CO 2 emissions and use them to guide CO 2 reduction efforts [14] . In recent years, research on CO 2 emission factors has mainly related to (1) exponential decomposition analysis methods, such as the generalized Fisher Index (GFI) decomposition analysis, logarithmic mean index Divisia decomposition method, and Laspeyres decomposition method [15] [16] [17] . Decomposition methods such as LMDI can improve the accuracy of calculations. In the processing data, it has the characteristic of no residual decomposition, simple calculation process and visual decomposition result; (2) structural decomposition analysis methods, including input-output method [18] ; and (3) econometric method methods, including Granger causality analysis [19] , factor analysis [20] , provincial panel data analysis [21] , etc. This kind of statistical analysis method, in the general sense, has a wide range of analysis and can handle various situations flexibly, but has many influencing factors. The areas covered by the CO 2 emissions forecasting analysis include data from various departments and regions, such as the industrial sector [22] , the transportation sector [23] , and the steel industry [24] , as well as multi-regional research [25] .
The research on CO 2 emissions prediction is mainly on the establishment of different models. The traditional predictive model is computationally complex and prediction accuracy depends on historical data such as the establishment of regression prediction models. Xu and Lin [26] use vector autoregressive models to analyze the influencing factors of industrial CO 2 emissions and show that energy efficiency plays a leading role in CO 2 emissions. Wang et al. [27] adopted a partial least-squares regression model. The results show that the level of urbanization, economic level, and industry share have positive effects on CO 2 emissions. Meng and Niu [28] used a logistic model to predict CO 2 emissions in various industries. Rigoberto et al. [29] , based on the extended environmental Kuznets curve (EKC) and environmental logistics curve (ELC) combined with the logistic model, empirical samples of 175 countries, and CO 2 emissions prediction. Zhang et al. [30] used the extended STIRPAT model to analyze and predict CO 2 emissions in Henan Province, as well as the traditional forecasting models such as time series models, Holtwinters models, and smoothing index forecasting models. However, the disadvantage is that it depends heavily on past data and is suitable for the prediction of horizontal data. Due to giving a larger weight in the near future and a smaller proportion in the long-term, it is suitable for short-term forecasting.
In recent years, artificial intelligence technology has been widely applied. Compared with the above models, the artificial intelligence prediction and optimization model has improved the accuracy and calculation speed. For example, Wang and Dang [31] has applied the gray model GM (1, 1) to the prediction of Jiangsu's CO 2 emissions. Although grey prediction requires less sample data and does not require the exploration of internal mechanisms, the model prediction accuracy is not high. Chen and Ye [32] used artificial neural networks (ANN) to predict CO 2 emissions and estimated the amount of CO 2 emitted by the global reservoir. Because the neural network algorithm converges very slowly, it is easy to fall into a local minimum. Thus, Sun et al. [33] proposed the genetic algorithm (GA) optimized back propagation neural network (BPNN) to predict CO 2 emissions, selected multiple influencing factors, and used autocorrelation and partial correlation to analyze CO 2 emissions. The hybrid algorithm improves the speed of convergence. And Wen and Liu [34] use the particle swarm optimization neural network (IPSO-BP) to show that the particle swarm optimizes the BP initial connection weights and thresholds. The algorithm can fully utilize the PSO's global search capability and BP's local search ability. Zhao et al. [35] combined the mixed data sampling regression model with BPNN to predict CO 2 emissions. Literature [36] proposed extreme learning machine (ELM) to overcome the shortcomings of the BP neural network. This method not only reduces the risk of falling into local optimum, but also greatly improves the learning speed and generalization ability of the network. However, when the extreme learning machine's initial function was selected improperly, the extrapolation ability was poor. Therefore, Sun et al. [37] improved the particle swarm optimization limit learning machine, which optimizes the input weights and biases and improves the generalization ability. It also shows that selecting more carbon dioxide emission factors can more fully study CO 2 emissions. The literature [38] proposed a support vector machine (SVM) to avoid local optimization problems. Using an SVM prediction model to study the inevitable link between CO 2 emissions and economic growth, the SVM algorithm is difficult to achieve for large sample data calculation training. There are difficulties in solving the problem of multivariate planning. Therefore, the literature [39] improved LSSVM to study the effects of the three major industries and household consumption on CO 2 emissions. It shows that the classification analysis has higher accuracy than the unclassified prediction.
Based on the above research, it is observed that a number of selected influencing factors and different classifications affect prediction accuracy. In previous studies, decomposition methods or classification method were applied to avoid the problem of including too many influencing factors, which may lead to a decrease in the accuracy of CO 2 emissions forecast. However, the factors of CO 2 emissions are numerous and it is difficult to determine which factor is influential intuitively.
To solve this problem, this paper presents a method based on principal component analysis (PCA) and an improved least squares support vector machine (LSSVM) prediction. The PCA method converts the pre-selected influencing factors for dimension reduction. Through PCA process, fewer components are selected to represent most of the original information as input factors. With fewer inputs, the LSSVM can be solved quickly by PSO and avoid the possibility of PSO procedure falling into a local optimum. Through the combination with PSO-LSSVM, the CO 2 emission prediction model can be established, avoiding the difficulties in the selection of impact factors, strong collinearity between them and low accuracy of prediction results, etc.
Material and Methods
This paper applies the CO 2 emission prediction model of PSO-LSSVM. First, the PCA is applied to screen main factors as input factors, then the PSO is applied to optimize the LSSVM model, and the parameters are trained using historical data to obtain the optimal penalty and nuclear parameters to obtain the final Prediction model.
Principal Component Analysis
Principal component analysis is a statistical method that aims to reduce dimensions and eliminate multi-collinearity, combining multiple correlation variables into one or several variables. Orthogonal transformation transforms a set of p-dimension variables (X 1 , X 2 ,..., X p ) T = X with correlations into a set of p-dimension linear independent indicators y, which are independent of each other. The relationship between them is y = a 1 X 1 + L + a p X p = a T X. Where a is the coefficient vector to be determined, and the goal is to find a. The newly generated comprehensive index y has become the main component. These components should satisfy the following conditions: (1) each principal component is perpendicular to each other; and (2) the sum of the variance of each principal component is equal to the sum of the eigenvalues. In this paper, SPSS 20.0 is used to calculate the principal component whose eigenvalue is greater than 1, so that its cumulative contribution rate exceeds 85%.
Least Squares Support Vector Machine
Support vector machine (SVM) is a supervised learning algorithm that can build prediction models based on regression methods. It maps vectors into a higher dimensional space and solves the maximum interval hyperplane classification problem. Cortes and Vapnik (1995) have a great advantage in solving small samples, nonlinear problems, etc. However, it is difficult to solve large sample data, which consumes a lot of memory and computational time.
In order to solve the above problem, an improved LSSVM based on SVM is proposed by Suykens, (1999) . LSSVM proposes a norm in the objective function of the optimization problem so that (1) the original inequality constraints are transformed into equality constraints and different loss functions are applied; (2) turning the optimization problem from quadratic programming to a linear equation solving problem, the complexity of the solution is reduced, and the convergence speed is improved [40] . Thus in this paper, the LSSVM method is applied to build the prediction model.
In the LSSVM model, the given training sample is set as D = {(x n , y n ) | n = 1, 2,..., k}, x n ∈ R k , y n ∈ R where x n is the input variable and y n is the corresponding output variable. The training set is mapped from the input space to the feature space using the nonlinear mapping φ(·), and then the linear regression is performed in the high-dimensional feature space.
The LSSVM model can be expressed as:
…where ω is weight and b is bias. Based on the principle of minimizing structural risks, the optimization problem is expressed as follows:
…where γ is the regularization parameter and l n is the error. In order to solve the optimization problem, the Lagrange equation is constructed:
…where a n (n = 1,2,..., k) are the Lagrange multipliers. According to the KKT (Karush-Khun-Tucker) conditions, find the partial derivative for ω, b, l n , a n and make it equal to zero. With simplification after removing both ω and l n variables, the optimization problem can be simplified to solve linear equations:
Then the LSSVM regression model can finally be obtained:
Among them, K(x, x n ) is a positive definite kernel function that satisfies Mercer's theorem. In this paper, a radial basis kernel function with strong generalization ability is applied. Its expression is as follows:
… where σ 2 is the kernel width of the kernel function.
Particle Swarm Optimization Algorithm
Particle swarm optimization is an intelligent algorithm proposed by Kennedy and Eberhart (1995) [41] . This algorithm is an intelligent optimization algorithm based on inter-group collaboration that observes and simulates behaviors of the birds. Each bird is modeled as an optimal solution to the search space, called "particles." Particle swarm optimization algorithm has good robustness and is easy to converge, but it is easy to fall into the local optimum. It is often used to optimize algorithms such as neural network. This paper applies the PSO algorithm to optimize the parameters of LSSVM.
In order to search for the optimal position, the fitness value is calculated by the fitness function. The current position of each particle is compared with the best position of the particle itself, and the optimal position is selected after iteration. These two optimal extremum are individual optimal and global optimal, respectively.
Assume that the particle population size is M, and the particle performs the flight search optimal solution in the D-dimensional space. The spatial position vector of the i th particle is
) T , and the fitness of each particle's corresponding spatial position is calculated according to the objective function. The i th particle has a spatial displacement speed of
) T ,, and a global extremum of
, p (t) g2 ,..., p (t) gd ) T ,. According to the particle fitness value, the position and velocity of each generation of particles are iterated under the following equations:
…where ω is the weight of inertia, where a large value is better for obtaining global optimization; on the contrary, a smaller value is better for the convergence of PSO; c 1 and c 2 are acceleration constants, generally taken between [0, 2]. r 1 and r 2 are randomly distributed between [0, 1]. Additionally, to avoid blind search,
LSSVM Optimized by PSO
The optimization of LSSVM parameters mainly focus on obtaining the parameters C and σ. The steps of the proposed PSO-LSSVM are as follows:
Step 1: Particle group parameter initialization.
Step 2: Calculating particle fitness value.
Step 3: Finding individual extremes and population extremes.
Step 4: Update the particle velocity and position according to equations (10) (11).
Step 5: Check whether the condition is satisfied; if so, go to Step 6; if not, return to Step 2.
Step 6: Substitute the optimization parameters (C, σ) into the LSSVM.
The overall work flow chart for CO 2 emission prediction in this paper is shown in Fig. 1 . In Part 1, the bivariate correlation and significance tests were used to study the correlation between the influencing factors and CO 2 emissions. Then the dimension of the preselected influential factors is reduced by using PCA. Part 2 includes the PSO algorithm. The third part is to build the LSSVM for CO 2 emissions prediction.
Data Source and Conversion
In order to verify the accuracy of the proposed forecasting model, our paper studies the CO 2 emissions from 1990 to 2016 in Hebei Province. CO 2 emissions are calculated based on consumption of various energy sources, in the Economic Yearbook of Hebei Province, and it is shown in Fig. 2 . Then according to the 2006 IPCC Guidelines for National Greenhouse Gas Inventories, the standard coal for energy sources is converted into CO 2 emissions through the energy conversion coefficients in Table 1 . To facilitate intuitive understanding, Table 2 lists the four types of energy CO 2 emissions and total CO 2 emissions in Hebei from 1990 to 2016.
As can be seen from Fig. 2 , between 1990 and 2016, coal accounts for most of the CO 2 emissions in Hebei, while crude oil and natural gas account for only a small part of CO 2 emissions. In order to respond to the national energy-saving and emission-reduction policy, the proportion of natural gas consumption has been gradually rising. Based on 1990, it has grown by more than 11 times in recent years. The increase in primary electricity was even greater. Using 1990 as a benchmark, there was an increase of 36.44 times in 2016. As China's "coal to electricity" and "coal to gas" implementation, the consumption of coal gradually decreased; on the contrary, the portion of clean energy gradually increased. In order to further study the relationship between CO 2 emissions in Hebei and China's CO 2 emissions, this paper also calculates China's CO 2 emissions for comparison. As shown in Fig. 3 , by comparing Hebei's CO 2 emissions with that of the whole country, it can be seen that the total emissions of Hebei and China's total emissions continue to grow. It can be seen that Hebei emits at least 6% of China's CO 2 emissions. From 2000 to 2009, the proportion has risen by close to 8%, and the proportion has continued to decrease since 2010. From the figure, before 2000, the growth rates of CO 2 emissions in both China and Hebei increased slowly. After 2000, the growth rates increased significantly. Hebei has a faster rate of increase in CO 2 emissions than the national growth rate. It has only slowed down in the past three years, indicating that Hebei has achieved initial results in conformity with the national emission reduction policies.
The prediction results of CO 2 are related to the selection of influencing factors. In order to better study CO 2 emissions, this paper extracts the main sub-indicators from the general indexes of the Hebei Economic Yearbook. Pre-selected 24 variables, namely, coal consumption, primary sector GDP, secondary industry GDP, tertiary industry GDP, area final consumption, total population, power generation, total export, coverage of railway, coverage of highway, urbanization level (%), total investment in fixed assets of the whole society, consumer price index, transportation possession quantity, fuel and power purchase price index, cement production, urban green areas, added value of construction industry, producer price index, total power of agricultural machinery, consumption of pure fertilizers, total retail sales of consumer goods, finished steel production, and gross output value of agriculture animal husbandry and fisheries.
Pre-selection Factors Analysis
Due to the large number of influencing factors, it is necessary to ensure the rationality of the pre-selection factors. Firstly, the correlation between CO 2 emissions and preselected influencing factors was analyzed. This paper applied SPSS 20.0 to select the Pearson coefficient and the two-sided significance to reflect the correlation. The results are shown in Table 3 . The coefficient of correlation of the selected influencing factors was greater than 0.8, except for the producer price index, and the probabilities of the two-sided significance tests were all less than 0.05, satisfying the confidence level of 95%, indicating that there is a significant correlation between CO 2 emissions and influencing factors. Therefore, 24 influencing factors are used as preselected factors. However, the correlation between factors is also great, affecting prediction accuracy. It is important to eliminate multicollinearity between variables using PCA. 
PCA Analysis
Prior to the principal component analysis, KMO and Bartlett tests were performed on the data applying SPSS 20.0, where the KMO test value was 0.764>0.5, the approximate Chi-Square was 2464.493, the df was 276, and the significance was 0.000<0.05. The results indicate that principal component analysis is effective.
Then reduce the dimensions of the influencing factors. After processing and analysis, as shown in Fig. 4 , gravel chart, select the components with eigenvalue greater than 1. The first principal component explains 91.493% of the factors; the second principal component is the auxiliary component, and the cumulative interpretation of more than 97% of the variables. The composition matrix is shown in Table 4 . As a result, these two principal components are applied to explain and replace the impact factors as input factors for CO 2 emissions prediction.
Application of the PSO-LSSVM
In order to verify the accuracy of the prediction model proposed in CO 2 emission prediction, this paper applies the data of Hebei's CO 2 emissions from 1990 to 2016. The PSO-LSSVM model was used to predict the CO 2 emissions in Hebei from 2012 to 2016. The relative error (RE), the mean absolute percentage error (MAPE), and the root mean square error (RMSE) were selected to test and predict the CO 2 emissions. The smaller the error value obtained, the higher the accuracy of the prediction and the better the performance of the prediction model. The error equations are as follows: Where y t , ŷ t are the actual and predicted CO 2 emissions during the t-period, and n represents the number of samples of the predicted CO 2 emissions.
In this paper, PSO optimizes the parameters of C and σ in LSSVM. In PSO, max-generation = 100, 
Results and Discussion
The prediction model PSO-LSSVM was implemented by MATLAB 2014a. Based on the data from 1990-2016, the prediction of CO 2 emissions in Hebei was conducted. A total of 26 data were collected, and 21 samples from 1990 to 2011 were selected as the training set. The remaining 5 years of sample was as a test set.
As shown in Fig. 5 , the CO 2 emissions forecast for 2012-2016 are predicted by five forecasting models. It can be seen that the PCA/PSO-LSSVM model has the closest predictive value to the actual value. In contrast, the comparison shows that PCA/LSSVM has higher prediction error accuracy than LSSVM. There is still a large error between the predicted and actual values of the BPNN model, with the maximum relative error reaching 5%. Table 5 clearly lists the mean absolute error percentage (MAPE) and root mean square error (RMSE) values of the five models. The analysis shows that: (1) The PCA/PSO-LSSVM model has the best results in terms of MAPE and RMSE. They are 0.663% and 0.009 respectively. It is already a very accurate result. (2) The application of PCA reduces the multicollinearity between the influencing factors, simplifies the calculation and improves accuracy. The prediction accuracy of PCA/PSO-LSSVM is higher than that of PCA/LSSVM. The main reason is that PSO optimizes the kernel parameters and regularization parameters of LSSVM and increases the global optimization ability.
Conclusions
This paper uses a least squares support vector machine to establish a CO 2 emission prediction model and uses PSO to solve the parameters. The algorithm not only retains the global optimum searching ability, but also improves PSO convergence. It has certain advantages in dealing with high-dimensional issues. With optimal regularization parameters the CO 2 emissions of Hebei in 2012-2016 are applied to verify the effectiveness of the prediction model. Based on the error values of CO 2 emissions forecast from 2012 to 2016, it can be observed that: (1) PCA is applied and both PSO convergence and LSSVM accuracy are improved; and (2) Compared with other models, the PSO-LSSVM model has higher accuracy. Therefore, the PCA/PSO-LSSVM model proposed in this paper can be effectively applied to CO 2 emissions prediction.
Based on the results, the following suggestions can be proposed for China's future CO 2 emissions reduction: (1) According to the energy consumption data, coal consumption has a high correlation with CO 2 emissions, thus Hebei should respond to the national energysaving and emission-reduction policies by substituting coal with clean energy and renewable energy. (2) Restricting high-energy-consuming industries, adjusting the structure of the first, second and third industries. Hebei's high-energy-consuming departments, such as steel and cement production, should improve production processes and prohibit high-pollution, poor-quality small workshops to reduce CO 2 emissions during production.
(3) The development of public transportation should be encouraged in order to reduce the growth of combustion cars, and the coverage of electric vehicles, hybrid vehicles, and the addition of charging piles should be promoted. Table 5 . Error analysis of compared models.
