We study the resolution dependence of the steady-state saturation values of coarse-grained entropies characterizing general dynamical systems. For dissipative maps they are proportional to the information codimension of the chaotic attractor. Thus, they provide a highly accurate method for determining the information dimension and related characteristics of the dynamical system. This general result is demonstrated for the field-driven Lorentz gas. In the discussion, we take the results on the resolution dependence of the entropy as the starting point to revisit different approaches to define thermodynamic entropy production for transport processes in dynamical systems, and discuss the role of local equilibrium in this enterprise.
I. INTRODUCTION
The heart of irreversible thermodynamics ͓1͔ is to setup an entropy balance for the thermodynamic entropy S ͓2͔. This balance is commonly written in the form
The temporal change of the entropy is written here as the sum of an external change ⌽(t) and an internal ͑or irreversible͒ change of entropy ⌺ (irr) (t). The former accounts for an entropy flux ⌽ out of the considered volume. The latter is due to irreversible entropy production. ⌺ (irr) is nonnegative, while ⌽ can have any sign. Earlier results ͓3,4͔ show that a relation in the form of Eq. ͑1͒ can also be found in deterministic systems if a suitably chosen coarse-grained entropy is considered. In this paper we study properties of this coarsegrained entropy and show that its steady-state saturation value scales with the linear size of the applied coarse graining. In dissipative maps the saturation value is found to be proportional to the information codimension of the chaotic attractor.
In Sec. II we define the coarse-grained entropy of a general dynamical system and present its most important properties: the tendency to converge to a saturation value and the relation of this value to the information dimension of the chaotic invariant set. In Sec. III the field-driven Lorentz gas is presented as well as the numerical results obtained for the time evolution of the coarse-grained entropy. The saturation value provides a highly accurate method of determining the information dimension, even in systems where the invariant measures only minutely deviate from a smooth distribution. Section IV concludes the paper by taking up recent discussions on analogies of local equilibrium in dynamical-system models for transport.
II. COARSE-GRAINED ENTROPIES FOR DYNAMICAL SYSTEMS
We treat invertible dissipative dynamical systems ͓5,6͔ with a closed d-dimensional phase space. The long-time dynamics is then associated with a chaotic attractor ͓5,6͔, i.e., with a fractal phase-space structure which has no volume with respect to the Liouville measure. The set of average Lyapunov exponents characterizing the associated invariant set will be denoted by 1 у 2 у•••у d , and the location dependent eigenvalues of the linearized dynamics are accordingly 1 у 2 у•••у d . A key ingredient of dynamicalsystem models for irreversible processes are ever refining phase-space structures related to the convergence towards a fractal measure. It is impossible to describe the asymptotic states by smooth stationary densities in phase space. Instead, we consider a coarse-grained description that approximates the ever refining structures in phase space with a finite resolution. Comparing the time evolution in this coarse-grained description with the exact one gives insight in the dynamics. For illustrational purposes, we confine ourselves to discuss only the simplest possible coarse graining. It consists in dividing the adimensionalized phase space into identical boxes of linear size much smaller than unity ͑Ӷ1͒. The phasespace volume of the boxes is then d .
A. Exact and coarse-grained densities
We use two different phase-space densities ͓4͔ characterizing the evolution of the same smooth initial condition: ͑1͒ (x,t), the exact phase-space density at phase-space location x and time t, ͑2͒ (i,t), the coarse-grained density of box i at time t, specifying the average value of (x,t) in box i. The density (x,t) is normalized to unity ͐dx (x,t) ϭ1, on the phase space accessible to the system, and accordingly ͚ i d ϭ1 for the coarse-grained density. The averaging on the set of boxes defines the coarse graining.
After a long time there is a qualitative difference between the exact and the coarse-grained densities: the exact density keeps developing finer and finer structures and has no timeindependent limit. It becomes undefined as a density such *Electronic address: tel@general.elte.hu that the asymptotic distribution can only be described by a natural invariant measure ͓5͔. On the other hand, the coarse-grained density converges to a ͑piecewise constant͒ stationary distribution ¯ (i), such that the measure i () of box i equals ¯ (i) d . For points x on the attractor of the dynamical system the asymptotic temporal dependence of (x,t) can be written, in the spirit of large deviation theorems, as
Here (x) is the local phase-space contraction rate ͓7-9͔ at point x. Equation ͑2a͒ follows from the fact that the phasespace volume around x is behaving like exp͓Ϫ(x)t͔ and the measure of a given volume is not changing in time due to the conservation of probability. The phase-space contraction rate is the negative sum of all local eigenvalues ͓7͔
The emergence of differences between the coarse-grained and the exact density depends on the type of initial conditions. In what follows we always consider smooth initial conditions. The difference between the densities is then initially on the order of the box size , and therefore negligible for sufficiently small . Strong deviations develop after a crossover time t , after which the contraction due to the negative Lyapunov exponents makes the support of the density in the stable direction of the same order as the box size. An upper limit to this time scale is
where Ϫ is the largest negative average Lyapunov exponent ͑the smallest one in modulus͒. For typical dynamical systems this Lyapunov exponent is of the order unity in a dimensionless description. Thus, the crossover time is on the order of the characteristic time ͑iteration unit͒ of the dynamical system. It depends only logarithmically on the box size. The qualitative difference between the behavior of the exact and the coarse-grained densities ͓cf. Fig. ͑2a͒ and ͑2b͔͒ is a hallmark of irreversibility. Every macroscopic description of transport is based on coarse-grained densities, i.e., ͑coarse-grained͒ averages of smoothly varying functions in phase-spacelike particle numbers or the ͑kinetic͒ energy ͓10͔. Hence, such a description, even if applied to dynamical systems, cannot resolve all information on the fine details of the system's phase-space dynamics.
B. Gibbs and coarse-grained entropies
A natural choice for the entropy characterizing the state of a general dynamical system at time t is the informationtheoretic entropy taken with respect to a phase-space density at that time. Since we consider the time evolution of the exact and the coarse-grained densities, two entropies are defined: ͑1͒ The entropy S (G) evaluated with respect to the exact density
where * is a constant reference density. S (G) is commonly referred to as the Gibbs entropy. ͑2͒ The coarse-grained entropy S is defined in an analogous way as a sum over boxes of size
The notation S expresses that the coarse-grained entropy explicitly depends on the box size .
In the choice of the normalization * of the density under the logarithms we follow Green ͓11͔, even though other choices have also been adopted recently ͑cf. for instance, Ref. ͓8͔͒ . The expressions for differences of the same entropy evaluated at different times agree, however, for all these choices. For convenience we identify the reference density * with the average density in the system. This amounts to a choice of the entropy scale where the entropies vanish for a uniform density distribution in phase space, i.e., for (x,t)ϵ (i,t)ϵ *.
The entropies ͑5͒ are defined irrespective of the notion of local thermodynamic equilibrium. In Eq. ͑12͒ even the splitting ͑1͒ of the entropy changes into a ''flux'' and an ''irreversible'' part is done without referring to that notion. The relation of the formal splitting of the entropy to concepts of irreversible thermodynamics will be addressed in the discussion.
The time evolution of the entropies immediately follows from that of the densities. For smooth initial conditions, S (G) and S nearly coincide until the crossover time t is reached. Typically, they both decrease since the distributions start approaching the one on the invariant set and hence the information content is increasing. This tendency does not change for S (G) , which keeps decreasing after t . Based on Eqs. ͑5a͒ and ͑2a͒ one immediately verifies that S (G) ϭϪ(t) t ϩconst, where (t) is the average of the phase-space contraction rate ͓defined by Eq. ͑2a͔͒ taken with (x,t) at time t. The asymptotic behavior is a linear decay
with as the long-time average of the phase-space contraction rate taken with respect to the natural invariant measure.
The coarse-grained entropy, on the other hand, levels off around t , since with the given resolution the invariant set does not change any longer after this time. Asymptotically, the coarse-grained entropy tends to the constant value S ͑see Fig. 1͒ , which depends on the box size but is independent of the initial condition
͑7͒
The saturation expresses the convergence of the coarsegrained density to a stationary value.
It is worth briefly discussing the dependence of the entropy on the resolution . To this end, we rewrite the coarsegrained entropy ͑5b͒ in the form
The measure of the full phase space is, by definition, unity. For a partitioning of this domain in cells of linear size the product * d is the average measure of the boxes. It is an increasing function of the linear size ͑ * does not depend on ͒. The measure of a given box i at the time instant t is denoted by (i,t)ϭ (i,t) d . The corresponding average measure of the boxes is ϵ * d . Using these notations, one obtains for the coarse-grained entropy
The dependence of the asymptotic (t→ϱ) coarsegrained entropy can be expressed by a number: the information dimension D I of the coarse-grained steady-state distribution, i.e., the dimension of the natural invariant measure on the attractor. This quantity has been introduced in the context of the multifractal characterization of chaotic attractors, and of other fractal distributions ͓12-14͔. For every stationary measure characterized by boxes of very small ͑but finite͒ linear size , which carry probabilities (i), the information dimension is defined by the relation Ϫ ͚ i (i)ln (i)ϳϪD I ln for Ӷ1. In view of this, the dependence of S on for fine enough resolutions is
Refining the box size from to ЈϽ the saturation value is shifted downward by (dϪD I )ln(/Ј) ͑Fig. 1͒. This shift is proportional to the codimension (dϪD I ). At the same time the initial value of the entropy characterizing the uniform initial condition is unchanged ͑it remains zero͒. Consequently, for a higher resolution ͑smaller ͒ the steady-state distribution will be reached at later times, as already stated by Eq. ͑4͒. Finally, we point out that even for general dynamical systems there is an analog of the thermodynamical relation ͑1͒. Since the difference S (t)ϪS (G) (t) between the coarsegrained and the Gibbs entropy measures the loss of information on the exact state, one can identify ͓4,15,16͔ the time derivative
with the rate of irreversible entropy production of the dynamical system due to a coarse graining with resolution . The dependence of ⌺ (irr) on is weak, and it disappears latest upon reaching the steady state of the coarse-grained entropy. By writing S ϭS (G) ϩ(S ϪS (G) ) and taking the time derivative, we obtain in view of Eq. ͑11͒
where the entropy flux is ⌽(t)ϵdS (G) /dt. By this an entropy balance ͓cf. Eq. ͑1͔͒ has been established for dynamical systems. It is based on a simultaneous knowledge of both the coarse-grained and the Gibbs entropies. By considering only one of them, no balance equation can be derived with a meaningful distinction of flux and entropy production.
In a general investigation of the entropy of nonequilibrium steady states, Evans and Rondoni ͓17͔ came to similar conclusions based on a different form of coarse graining. They considered the Gibbs entropy for a many particle system. For noninteracting particles it diverges in a nonequilibrium steady state, while otherwise the lower-order terms (n ϭ1,2,3) of a perturbation series involving n body terms converge in time towards a finite value, which according to these authors might be related to the thermodynamic entropy. Interpreting the truncated expansion as a coarse-grained entropy, one observed then that also in this setting the entropies for systems subjected to an electric field are very close to the one characterizing the field-free case.
III. THE FIELD-DRIVEN LORENTZ GAS

A. The Lorentz gas dynamics
In this section the above considerations are explicitly worked out for the field-driven Lorentz gas, i.e., for a billiard, where particles are scattered elastically from a periodic array of circular scatterers ͑Fig. 2͒. To avoid technical difficulties arising from trajectories which travel infinitely far between collisions ͑i.e., moving in an array of scatters with FIG. 1 . Time evolution of the Gibbs entropy S (G) and the coarse-grained entropy S in d-dimensional dissipative systems relaxing towards a steady state described by a chaotic attractor. denotes the coarse-graining grid size and S stands for the steadystate coarse-grained entropy. The arrow represents the shift of the coarse-grained entropy curve when changing the resolution from to ЈϽ, and D I stands for the information dimension of the attractor.
an infinite horizon͒ we choose a triangular arrangement of scatterers and fix the lattice constant a to be twice the radius of the scatterers Rϭa/2. In other words we fix a to the largest value where the horizon is finite. Moreover, we set the mass of the particle to be one and use Rϵ1 as length.
The motion of particles in response to an applied external field E has extensively been discussed for the Lorentz gas. In order to avoid an unbounded growth of the energy, the system is typically subjected to a thermostat fixing the energy, which can for instance be achieved by means of a Lagrange multiplier. The dimensionless equations of motion are in that case ẋ ϭp x , ͑13a͒ ẏ ϭp y , ͑13b͒
where ϭEp x assures conservation of kinetic energy ‫ץ‬ t p 2 ϭ0. Since the momentum p of the particles does not change its modulus during the motion its value can also taken to be unity. The equations ͑13͒ describe the trajectory segments in between collisions. Since they can be solved in closed analytic form ͓18͔, it is sufficient to follow the time evolution only by specifying the new initial conditions after each collision ͓19͔. The coordinates of the mapping are a position and a conjugate quantity, and it is convenient to specify the latter in terms of the the angular momentum b of the trajectory with respect to the scatterer hit at the last collision ͑since the momentum is set to one, b is the impact parameter at the collision͒ and the angle of the trajectory with the y axis ͑cf. Fig. 2b͒ . We specify the scatterer hit in collision nϩ1 by s n ϭ0, . . . ,11 ͓cf. Fig. 2͑a͔͒ .
The impact parameter, and hence also the angular momentum measured with respect to the center of the respective disk, is preserved in a collision. Moreover, observing that sin ␣ϭb nϩ1 and ␤ϭϪ2␣, as well as elementary trigonometry ͑cf. Fig. 2͒ , one immediately finds for the angle nϩ1 , nϩ1 ϭ n ϩϩ2 arcsin b nϩ1 . ͑14͒
By definition b͓Ϫ1,1͔ and can be taken in ͓0,2͔ such that the resulting mapping M defining the time evolution is defined on the fundamental domain ͓Ϫ1,1͔ϫ͓0,2͔. It is periodic in its coordinate and remains one-to-one on its domain ͑cf. Fig. 3͒ as long as the field is not very strong (E Ͻ2.2) ͓20͔.
FIG. 2. Dynamics of the Lorentz gas.
͑a͒ Arrangement of the scatters on a triangular lattice; a denotes the lattice spacing, R the radius of scatterers, and E an external field parallel to the x axis. The numbers 0, . . . ,11 inside the scatterers denote the values of the symbols s of those disks which can be hit immediately after leaving the one in the center. For Eϭ " 0, in addition to these also the light shaded disks can be reached. ͑b͒ The dependence of b nϩ1 on n . The center of the scatterer is indicated by gray bullets; all other symbols are explained in the text. 
B. Numerical integration of evolution equations
For numerical studies Eqs. ͑13͒ are solved by a fourth order Runge-Kutta method ͓21͔ ͑RK4͒, with periodic boundary conditions based on a unit cell containing ͑in the notation of Fig. 2͒ the area between the central disk C and the disks labeled by 6, 8, and 10.
At a field Eϭ0.1 the average momentum in the direction of the external field is found to be p x ϭ0.025Ϯ0.001. Since ϭ ϭE p x ͑remember p 2 ϭ1), the average phase-space contraction is ͑ Eϭ0. 1͒ϭ͑Eϭ0.1͒ϭ͑2.5Ϯ0.1͒ϫ10 Ϫ3 .
͑15͒
Comparing the divergence of closeby trajectories one finds for the largest Lyapunov exponent of the Lorentz gas at E ϭ0.1 that 1 ϭ1. 73Ϯ0.02 . Combining this result with Eq. ͑15͒ allows us to calculate the fractal dimension of the attractor in phase space. To this end we write the KaplanYorke formula D I ϭ1Ϫ 1 / 2 for the information dimension D I as
where the average phase-space contraction rate is ϭϪ 1 Ϫ 2 . For an external field Eϭ0.1 we thus obtain for the codimension
This value is of the same order of magnitude as the one obtained by Dellago et al. ͓22͔ by means of a completely different method, for a slightly different geometry and field strength.
C. Information codimensions
According to Eq. 10 the information codimension can also be calculated based on the resolution ͑i.e., ͒ dependence of the levels of saturation of the coarse-grained entropy S . Using Eq. ͑9͒, this entropy is calculated by partitioning the fundamental domain (͓ϪR,R͔ϫ͓0,2 ͔) into boxes of size ϫ and estimating the respective measures of the boxes as the ratio of the number of points found in box i ͑at time t), and the total number of points ͓23͔. Choosing for instance a partitioning of 2 6 parts in both the vertical and the horizontal direction, one considers 2 11 ϫ2 11 uniformly spread initial conditions in such a way that in every box there is a number of 2 5 ϫ2 5 starting points. These points mimic a uniform initial density, where the average measure of each cell is ϭ1/(number of boxes)ϭ1/(2 6 ϫ2 6 ). The initial measure (i,tϭ0) coincides with such that S (tϭ0) ϭ0 since the number of points in each box is exactly the same. Figure 4 shows the time evolution of the coarse-grained entropy S at different electric fields ͓24͔. Starting from the initial condition S ϭ0, the distribution changes, and the coarse-grained entropy becomes negative for tϾ0. Its saturation value increases in modulus at increasing electric field. Due to the finite number of points used to approximate the temporal evolution of the measures, however, the entropy takes a nonvanishing value even in the absence of the electric field, which is immediately related to the variance of ͑ran-domly͒ distributed points in the respective boxes. When both the number of boxes and the number of points in each box (N box ) are sufficiently large, a simple estimate of the entropy yields a proportionality of S to 1/N box , which is consistent with the asymptotic value of the data ͑ϩ͒ in Fig. 4 belonging to Eϭ0. This deviation from zero ͑the expected value for Eϭ0) can be taken as an estimate for the systematic errors of the calculation of S based on a finite number of particles. In principle the offset can be eliminated by using increasingly higher number of points N and working out the scaling of the entropy for N Ϫ1 →0. For the present study this is not FIG. 4 . The time dependence of the coarsegrained entropy for different electric fields: E ϭ0.00 ͑ϩ͒, 0.05 ͑ϫ͒, 0.08 ͑*͒, and 0.10 ͑ᮀ͒. The horizontal time axis marks the number of collisions n. The nonvanishing asymptotic value of the coarse-grained entropy for Eϭ0 is caused by fluctuations due to the finite number of points used in simulations.
necessary, however, since we are interested in differences of the saturation levels for increasing resolution . The systematic displacement then drops out when the number of points per cell is maintained. We choose 2 nϩ5 ϫ2 nϩ5 points for a 2 n ϫ2 n partitioning, i.e., for instance 2 12 ϫ2 12 initial conditions for the partition into 2 7 ϫ2 7 boxes. Figure 5 shows the time evolution S and its saturation values at an external field Eϭ0.1 for different resolutions ϭ2 Ϫ6 , 2 Ϫ7 , 2 Ϫ8 , and 2 Ϫ9 . For smaller ͑increasing resolution͒, the saturation occurs later, and its level is shifted downwards by S ϪS 2 ϭ(dϪD I )ln2 relative to the previous one. The slope of the initial decay before saturation is expected to follow the Gibbs entropy ͑cf. Fig. 1͒, i .e., it should amount to the phase-space contraction rate. A reasonable estimate can be obtained after the decay of correlations (n Ͼ2), and sufficiently far from the saturation region. There are only few data fulfilling these conflicting constraints, but in the highest resolution case (ϭ2 Ϫ9 ) the line that goes through points nϭ2 and nϭ3 has a slope, 2ϫ10
Ϫ3 , a value close to the result ϭ(2.5Ϯ0.1)ϫ10 Ϫ3 reported in Sec. III B.
The difference between different saturation values is ⌬ ϭ(1.00Ϯ0.04)ϫ10
Ϫ3 , from which we obtain the following estimate of the codimension dϪD I ϭ⌬/ln 2ϭ͑1.44Ϯ0.05͒ϫ10
Ϫ3
͑18͒
as compared to the value 2ϪD I ϭ(1.44Ϯ0.07)ϫ10
Ϫ3 obtained in Eq. ͑17͒ from the Kaplan-Yorke formula.
This analysis was also done for the electric field Eϭ0.2. In this case the information codimension evaluated from the saturation values of the entropies is dϪD I ϭ(5. 26Ϯ0.31)ϫ10 Ϫ3 , which agrees well with the codimension (5. 30Ϯ0.22)ϫ10 Ϫ3 obtained by the Kaplan-Yorke method ͓22͔. Altogether the numerical results are therefore consistent with a quadratic increase of the codimension with electric field.
IV. CONCLUSION
Equation ͑10͒ provides a, highly accurate method for calculating the information dimension of a chaotic attractor. It is based on the observation that the difference between the saturation values of the coarse-grained entropies of different resolution is a numerically very robust quantity to calculate, which makes accurate predictions even for systems with information codimension of the invariant measures of less than a few promille. The data were used to test the relation ͑17͒ between the information codimension of two-dimensional maps, their phase-space contraction and the largest Lyapunov exponent. Such relations and their numerical tests have received considerable attention in the recent literature due to suggested relations between the thermodynamic entropy production and the phase-space contraction towards invariant measures characterizing the ͑long-time͒ dynamics ͓7,15͔.
In the remaining part of this discussion we revisit this relation from the point of view of the present results. For a general dynamical system the coarse-grained entropy S is-to our understanding-the closest analog of the thermodynamical entropy. This does not imply, however, that the analogy is very close. In irreversible thermodynamics after all the change of the entropy is related to the fluxes of macroscopic thermodynamic variables. On the level of a global balance the requirements for such an agreement are not known, yet. On the other hand, for certain classes of spatially extended systems the ͑much more restrictive͒ conditions for the agreement of a local entropy balance with the requirements of irreversible thermodynamics were worked out ͓8,4,25͔. To that end, ͑cf. Refs. ͓15,26͔͒ the system has to admit a decomposition into small spatial domains representing regions characterized by a local thermodynamic equilibrium ͓27͔. The unit cells of the periodic Lorentz gas ͓cf. Fig.  2͑a͔͒ are an appropriate choice of such regions. Local equilibrium corresponds in this system to a constant velocity of particles and uniform distribution in angles ͓28͔. Its basic characteristics is the density of particles in the cell obtained by integrating over all the momenta and the spatial coordi- FIG. 5 . The dependence of the time evolution of the coarse-grained entropy S for E ϭ0.1. Time is specified in terms of the number of collisions, and the different symbols refer to ϭ2 Ϫ6 ͑ϩ͒, 2 Ϫ7 ͑ϫ͒, 2 Ϫ8 ͑*͒, and 2 Ϫ9 ͑ᮀ͒. Note that the difference between neighboring saturation levels does not depend on .
nates of the cell. After all, in the absence of external fields, every initial condition will relax to a state with a uniform distribution of the particles in each cell. Local equilibrium implies the assumption that for each cell the macroscopically relevant averages taken with respect to the true nonequilibrium distribution are indistinguishable from those taken with respect to the uniform ͑equilibrium͒ distribution ͑Sec. 3 of Ref. ͓29͔͒ . The unit cells may be characterized by different equilibrium densities, which are updated in time by solely considering the constraints implied by conservation laws. This approach is valid for the Lorentz gas if ͑and only if͒ the channels between the disks are very narrow so that a particle will have many collisions inside a cell before progressing to a neighboring one ͓28,30͔. Since irreversible thermodynamics is based on local-equilibrium densities, there cannot be an a priori relation between the coarse-grained entropies S of dynamical systems, which are defined in Sec. II irrespective of local equilibrium, and the entropy functional characterizing thermodynamic transport processes. Consequently, it is overambitious ͓31-33͔ to identify the phase-space contraction rate in thermostated models with the thermodynamic entropy production.
It is also interesting to investigate the notion of a stationary nonequilibrium state from the present perspective. Approaches based on dynamical systems ͓7,31-35͔ often relate these states to the natural invariant measures of the underlying chaotic dynamics. It was repeatedly pointed out that a key difference between equilibrium and typical nonequilibrium steady states is the observation that the natural measures of the former obey smooth densities while the latter are only defined in the sense of fractal distributions. Let us now consider a dynamical system where at time tϭ0 a driving force is switched on, which will eventually force the system into a nonequilibrium steady state. For diffusive relaxation in a system of linear spatial extension L this will roughly happen after a time tϷL 2 /D; or-if external forces induce a drift v-the somewhat shorter, but still macroscopic, time scale L/v. In the course of this relaxation the phase-space distribution describing the associated chaotic dynamics contracts exponentially like exp(Ϫ͉ 2 ͉t) towards a fractal phase-space structure, were 2 is the average negative Lyapunov exponent. On the macroscopic time scales this contraction reaches length scales ⑀Ϸexp(Ϫ͉ 2 ͉L 2 /D) or ⑀Ϸexp(Ϫ͉ 2 ͉L/v), which are unphysically small because the exponents contain the ratios of a macroscopic and a microscopic time. This causes conceptual problems in the interpretation of approaches like the one of Ref. ͓8,25͔, while it clearly supports our preference ͓16,15͔ to relate entropy production to the mixing properties taking place on the scale of the cells used to define local equilibrium, rather than concentrating on miniscule structures in phase space.
