Introduction
Food outbreaks have generated intensive research on modelling survival and growth of bacterial populations. A discipline, called predictive food microbiology emerged from this interest in the 1980s, as a result of collaboration between food microbiologists and food technologists, mathematicians and statisticians (McMeekin et al., 1993) .
Predictive microbiology has so far concentrated dominantly on the dynamics of bacterial population, using deterministic models with stochastic elements restricted only to estimating the errors of the model parameters. As the background of these population models was clari"ed, the attention turned to the stochastic modelling of individual cells, which has become evident in a recent conference of interested researchers (Van Impe & Bernaerts, 2000) . The main drive behind this development is that, from practical food microbiology point of view, predictions would be more desirable at low cell concentrations. However, to describe the (probability of ) survival and growth of individual cells, deterministic models are less useful and stochastic birth}death models should be used (Renshaw, 1991) . The problem is that, unfortunately, direct observations on the intracellular activity during the lag time (changes in the physiological state) are rarely available. Encouragingly, some recently developed measurement techniques (such as digital images combined with image analysis software, #ow cytometry), are more and more capable of observing the variability and distribution of individual cells.
The exponential growth of a bacterial population is preceded by a period called lag phase (Pirt, 1973) , when hardly any change can be observed in the size of the population. Baranyi (1998) demonstrated that deterministic concepts of the lag, interpreted for a population, must be treated with caution for individual cells. The same paper showed that, because of the subsequent exponential growth, the mean of the lag times of individual cells can be much bigger than the commonly perceived lag time of the whole culture. The formulae of that study were used to develop practical measurements in Baranyi & Pin (1999) . The authors pointed out that the distribution of the lag times of individual cells can be measured by the distribution of the times the respective single-cell-generated subpopulations need to reach a certain (constant) detectable level. The importance of this distribution is that it can indicate a certain history-e!ect. It is expected that changes in the substrate, or sublethal injury result in di!erent distributions of the individual lag times, and this information could be used to optimize food processing procedures, in the interest of minimally processed foods (Baranyi, 2000) . This distribution is obviously characterized by the transition from the lag to the exponential phase. However, in numerical practice, it is very di$cult and unstable to estimate the parameter(s) of that transition from traditional growth curves (Baranyi, 2000) . This is why it has become important to analyse the distribution of individual lag times and to clarify the relation between population and single cell dynamics.
The situation is similar for survival curves where a shoulder period preceeds the exponential decay. The fact that the mirror images of growth functions are also used to model survival curves (Xiong et al., 1999) makes it desirable to carry out a parallel study on growth and survival models and to clarify the degree of symmetry between them.
During the inactivation of a cell population, we call the &&ln counts vs. time'' curve the population survival curve, while, for a single cell, the period of &&time to death'' the individual survival time. Similarly, if the cell population is inoculated in a growth environment, we call the &&ln counts vs. time'' curve the population growth curve and the lag (adjustment) period of a single cell the individual lag time . Note that this is shorter than the period of &&time to the "rst division'', which is the sum of the lag and the "rst cell cycle in the exponential phase (Pirt, 1975) .
The main questions to be answered in this paper are: What is the relation between (A) the distribution of individual survival times and the survival curve of the population; (B) the distribution of individual lag times and the growth curve of the population. We are particularly interested in developing formulae between the parameters of the distribution functions of individual survival/lag times and the parameters of the survival/growth curves of the population. For this purpose, we introduce the following de"nition. If the growth/survival curve (by which is meant as the &&ln counts vs. time '' curve, y(t) ) asymptotically converges to a linear function
where N is the initial counts, and are constant and do not depend on N, (i.e. "y(t)!y ? (t)"P0 as tPR), then and are called the limit slope and limit shoulder/lag parameter of the survival/growth curve, respectively (see Fig. 1 ).
For the [0, ] interval, as common in predictive microbiology, we also use the terminology (A) shoulder period of the survival curve, and (B) lag period of the growth curve. The relation between the limit shoulder/lag parameter of the population and the parameters of the distribution of the individual survival/lag times will receive special attention in the paper.
The consequence of a thorough analysis of the distribution of individual survival/lag times and the respective population curves is evident; if we could observe one, we could derive the other. Care must be taken, however, even if a oneto-one mapping exists between the two. Baranyi (2000) demonstrated for growth curves that, from practical data, it is a hopeless attempt to try to derive the distribution of individual lag times from measured population growth curve, though the opposite direction is easy. This observation con"rmed the need to investigate the connection between deterministic and stochastic models (for cell population and single cells, respectively) of bacterial growth and survival.
Theory
For a cell population, let the initial cell number be N and let x(t) denote the expected number of 328 FIG. 1. Equation (3) de"nes a one-to-one mapping between F(t), the cummulative distribution function of the survival times of individual cells and y(t), the survival curve of the population. If y(t) asymptotically converges to a linear function, y ? (t), then a shoulder parameter, , is interpreted for the population curve. The parameter h quanti"es the &&damage to be done'' during the shoulder period.
live cells at the time t. Denote y(t)" ln x(t)
. This is what we will call population curve (survival or growth curve) in what follows.
INACTIVATION AFTER A SHOULDER PERIOD
Denote the survival time of the i-th cell, during an inactivation process, by G (i"1, 2 , N). Suppose that the population is homogeneous, that is, the G random variables are independent and identically distributed, with mean value. Denote their common probability density function (p.d.f.) and cumulative distribution function (c.d.f.) by f (t) and F(t), respectively.
For inactivation, the answer to our basic question is easy and well known. Because,
so the population survival curve is (see Fig. 1 ):
Consider some speci"c examples for F(t).
Case A . The most cited situation is when G are exponentially distributed with the mean value (pure Poissonian death process). In this case, F(t)" 1!e\RO, so the survival curve is
Therefore, the survival curve is linear; the reciprocal of its slope is the mean value of the exponentially distributed survival times of the individual cells, and there is no positive shoulder parameter in this situation: "0.
Case A . A possible generalization of Case A is when
follow the gamma distribution, with the parameters p*1 and '0 , where the expected value of the survival time for a cell is "p/ . This can be interpreted in the following way: to destroy a cell, p damaging hits are needed (see the multi-hit theory in Casolari, 1988) , and the times H ( j"1, 2 , p) between the hits are independent, exponentially distributed variables, with a common mean value "1/ . Then the survival time of the i-th cell is
Therefore, G (i"1, 2 , N) are gamma distributed. In this case,
where N (t) is the c.d.f. of the gamma distribution, with parameters p and , and mean value p/ . As shown in the appendix, though the derivative of y(t) converges to a constant, namely , a limit shoulder still does not exist in the p'1 case. This, however, has only theoretical signi"-cance. With practical data, the value of y(t) cannot be arbitrarily small and therefore, though the Fig. 1 ) is assumed for the individual lag times, then eqn (11) maps F(t) onto a population growth curve, y(t). Because of the subsequent exponential growth, y(t) always converges to a linear function, y ? (t). In addition, the lag parameter of the population, , is always interpretable. The parameter h quanti"es the &&work to be done'' during the lag period.
shoulder does not exist in mathematical limit sense (apart from the p"1, exponential distribution case), in practice it would be simply determined by and the smallest measurable value of y(t).
Case A Another possible generalization of Case A is the so-called multi-target model (Hermann & Horst, 1970) . According to that, a cell has p targets that are being hit synchronously (not consecutively as in the previous case). The times needed to destroy the targets, H ( j"1, 2 , p), are independent, exponentially distributed variables with the common mean value of 1/ and the cell is live until all targets are inactivated. Therefore, the survival time of the i-th cell is
and F(t)"(1!e\JR)N, where p*1. The population survival curve is now
which converges to the
linear asymptote (for details, see the appendix.). In this case, the limit shoulder parameter can be calculated as
The situation is more complex when studying growth after a lag period. Let G be the lag time of the i-th cell, where G (i"1, 2 , N) are independent, identically distributed random variables, with common p.d.f. and c.d.f. [ f(t) and F(t), respectively]. Assuming that, after the lag period, the subpopulation generated by the cell grows at a constant speci"c growth rate, , the expected population x(t) consists of two subpopulations: those that are over the lag period (or already daughter cells) and those that are the original cells, still in the lag period. Therefore,
that is:
Just like eqn (3) for the inactivation curves, the above formula provides a one-to-one mapping between the distribution of the individual lag times and the population growth curve (see Fig. 2 ). The big di!erence is caused by the exponential phase, which will ensure, as proven below, that the y(t) growth curve always converges to a linear function with slope. With a rearrangement of eqn (11), we obtain
As can be seen, for tPR the population curve y(t) asymptotically converges to the
330 linear function, where
As the formula shows, the parameter is the (common) mean value of the G "e\IOG variables. It is called the &&mean physiological state'' by Baranyi (1998) .
We remark that this is a new proof for the result of Baranyi (1998) , who arrived at the same conclusion by deriving that, for su$ciently large t, the y(t) population curve converges to the linear function
Because the argument of the &&ln'' function is the arithmetical mean of the G "e\IOG (independent, identically distributed) variables, it converges to their common mean value, , de"ned by eqn (14).
Therefore, in this case, the limit lag parameter of the population is related to the individual lag times indirectly, through the mean of the individual physiological states. The wanted formula is
so the theorem of Baranyi (1998) is obtained now as a special case. Note that this relation was deduced without making any use of some particular form of the individual lag distribution, exploiting only that the mean value of the G variables exists. This was not the case with survival curves because there the linear asymptote was not guaranteed.
The basic equation for growth situation is eqn (11). Because it is much more complex than the parallel equation (3) for the survival curves, it is worth investigating possibilities for simpli"cation.
Case B Suppose that the individual lag times are exponentially distributed with the mean . Then, with the notation "1/ ,
Therefore,
This con"rms another formula of Baranyi (1998) , who derived this by using two compartments (lag and exponential phase cells) to model the population growth curve, where the speci"c rates of transitions between the compartments were constant. However, this result is not as general as eqn (12) and holds only if the individual lag times are exponentially distributed. After calculating from and , and applying the formulae (12)}(14), the wanted relation between the limit population lag and the mean individual lag time is
Case B Suppose that the G (i"1, 2 , N) individual lag times follow the gamma distribution, with the parameters p and v, so the mean individual lag is "p/ . The biological interpretation of this scenario is analogous to Case A : the cells have to carry out p consecutive tasks, and the times H ( j"1, 2 , p) required by the individual tasks are independent, exponentially distributed variables, with the mean time " /p"1/ . Therefore, the G individual lag time is the sum of the times required by the p subtasks, as eqn (5).
In this case, as shown in the appendix, the common mean of the G "exp( ! G ) variables is
BACTERIAL GROWTH AND INACTIVATION Applying eqn (12), we obtain the relation for the limit population lag and the mean individual lag time:
Equation (19) is, indeed, a special case of the above formula, with p"1, when the gamma distribution is reduced to exponential distribution (the cell has one task to be carried out during the lag). This formula, with p"1 was used by Baranyi & Pin (1999) in a practical example.
Case B Suppose that the G (i"1, 2 , N) individual lag times are obtained analogously to Case A : the cells have to carry out p subtasks simultaneously during the lag, and the times H ( j"1, 2 , p) required by the individual subtasks are independent, exponentially distributed variables, with the mean time "1/ . Then G is the maximum of the times required by the p subtasks (see eqn (7)).
As shown in the appendix, the expected value of the population mean of G is
where
(A reminder: this is a generalization of the factorial function, inasmuch as
Applying eqns (12)} (14), we obtain the relation for the population lag and the mean individual lag time:
Notice that eqn (21) is really a special case of this result: the cell has only one task to be carried out during the lag (p"1).
Discussion
The formaulae connecting the distribution of individual lag times and the population lag are built on the purely mathematical conclusions described by eqns (10)}(16). It is important to emphasize that those equations were obtained without any assumption about the particular distribution of the individual lag times, as long as they have a "nite expected value. Baranyi & Roberts (1995) introduced the concept of &&physiological state'' for the " exp( ! ) quantity, where is the traditionally de"ned lag time of the bacterial culture, as de-"ned in this paper for the population lag. They noticed that the h "!ln parameter is more or less independent of the temperature, if the inoculation procedure was standardised. Robinson et al. (1998) described the lag as a time interval, during which a certain &&work is to be done'' to adjust to the actual environment. The h parameter can be conceived as a quanti"cation of this work. Notice that, according to our formulae, the product of the lag and the subsequent maximum speci"c growth rate (i.e. the h parameter) really increases with p, the tasks to be carried out during the lag.
The geometrical interpretation of h is shown in Fig. 2 . This is the mirror image of how the shoulder is interpreted for bacterial inactivation curves (Fig. 1) by Hermann & Horst (1970) . While h characterizes the &&work to be done'' during the lag before growth, it is the damage to be done during the shoulder period before inactivation.
In this paper we use shoulder and lag parameters assuming that the initial population, N, is big. This is frequently a pre-condition for the applicability of population parameters. A commonly used rule, for example, that the expected time required by an exponentially growing population to double is t B "ln2/ (Rubinow, 1984) . However, this is obviously not true, for example, for a single cell, if the division time is exponentially distributed, then the expected time to division is 1/ . In the appendix, for the sake of clari"cation, we show that expected time for N cells to double is
332 converging to ln 2 / as NPR. Therefore, the expected doubling time is a function of the number of cells and it decreases from 1/ (for N"1) to ln 2 / (for NPR). Baranyi & Pin (1999) published experimental results on the distribution of individual lag times (more precisely, on the distribution of detection times of subpopulations generated by a few cells). For numerical identi"cation purposes, they used the formulae obtained from the exponential assumption (Case B ), which is the common root of the other two distributions discussed in this paper. Rubinow (1984) assumed Case 2 for growth curves. We hope to test these generalizations of the exponential distribution in a follow-up paper soon.
Our results can mainly be applied to modelling cell dynamics at low concentration in food microbiology. The developed formulae will, hopefully, be useful as data of su$cient quality and quantity, will be available on the distribution of survival/lag times of individual cells. 
where the constant N is de"ned as
As well-known, for p"integer, N "(p!1)! and for p"1 the exponential distribution is obtained. The mean value and the variance of are
The survival curve of the population is
For its derivative, one can calculate that
Applying the L'Hospital rule, as tPR, the ratio of the counter and denominator converges to the same value as the ratio of their derivative:
As was expected, the derivative of the survival curve converges to ! . However, this does not ensure that assymtotic linear function exists. Indeed, suppose that, for a constant b:
That would be equivalent to
Again, apply the L'Hospital rule:
This expression, however, is convergent only for p"1, when b"0 and the survival curve describes a pure exponential death, with y(t)" y ? (t)"! t (straight line through the origin).
If p'1 then the expression cannot be convergent, so (A.7) was a false hypothesis. Standard analysis can show that this is a monotone decreasing function of t, starting from y(0)"ln N. Its derivative also decreases monotonically, to the asymptotic "nal slope, ! , as shown below:
According to the L'Hospital rule, the last term coverges to ln(1)"0:
Therefore, y(t) converges monotonically to the linear function
Case B . In this case, the individual lag times are gamma-distributed with parameters and p, as de"ned by (A.1) and (A.2).
Let v/ "r, where is the subsequent constant speci"c rate in the exponential phase. Then, as can be checked, the respective p.d.f. of the individual physiological states,
The mean and variance of the above p.d.f. is calculated by means of two substitutions: "rst s"!ln t is applied to both; then the u"(r#1)s transformation is applied to the expected value, and u"(r#2)s to the variance.
Similarly,
Case B In this case, the c.d.f. of the individual lag times is as in (A.8):
Denoting / "r, where is the constant speci"c rate in the subsequent exponential phase; the c.d.f. of the individual physiological states,
Its expected value is therefore
This de"nite integral can be calculated in an explicit form, after u"sP substitution and considering the relationship between the beta and gamma functions: .19) Similarly, the variance can be calculated from the connection between the gamma and beta functions:
(A.20)
Doubling time of a Poisson birth process
Suppose that all the N cells are in the exponential growth phase and the individual division times, d G (i"1, 2 , N) are independent, exponentially distributed variables, with the common parameter (Poisson birth process). We wish to estimate the time required to obtain 2N cells; i.e. the sum of the "rst N time intervals, each of which is de"ned by two consecutive divisions in the population:
For the time to the "rst division, t , we obtain .22) It can be shown that t follows the exponential distribution with the parameter N : The time between the "rst and second division (t ) is the minimum division time of the resulted N#1 cells. Because of the so-called &&memory-less'' feature of the exponential distribution, we can apply the previous result for N#1 cells, so the c.d.f. of t is Because the right-hand side also converges to ln(2), as NPR, the proof is complete.
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