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Kapitel 1
Einleitung
1.1 Allgemeines
Der Begri Chaos ist in vielen Bereihen des Alltags und der Wissenshaft
allgegenwärtig. Doh was ist Chaos? Kann Chaos deniert, bestimmt
oder gar berehnet werden?
Chaos tritt in dynamishen Systemen auf, die in zahlreihen Bereihen
der Wissenshaft vorkommen. Begrie wie Chaos und Shmetterlingseekt
sind aus der Meteorologie bekannt. Der CO2-Kreislauf sowie auh der Kli-
mawandel unterliegen einem dynamishen haotishen System. Anhand der
in dieser Arbeit behandelten Theorie zu Stabilität und stabilen und insta-
bilen Bahntypen, kann in der Astronomie die Entstehung von Bahnen um
Planeten, wie zum Beispiel die bekannten Ringe des Saturns erklärt werden.
In Teilgebieten der Physik, wie etwa der Mehanik beshreiben dynamishe
Systeme Sahverhalte, wie das Shwingen eines Pendels oder weitere Bewe-
gungsabläufe. Der Ausgang beim Werfen eines Würfels ist zwar theoretish
durh das Newton'she Gesetz der Mehanik exakt bestimmbar, aber in der
Praxis ein haotishes dynamishes System. Für die Beshreibung der Ab-
läufe bei Reaktionsgleihungen werden dynamishe Systeme in der Chemie
herangezogen. In der Biologie beshreiben dynamishe Systeme Vorgänge in
der Ökologie, wie das Populationswahstum. Auh die Darstellung der Foto-
synthese kann durh dynamishe Systeme erfolgen.
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1.2 Ziel der Arbeit
Ziel der Arbeit ist es zu beshreiben, was ein dynamishes System ist und
wann es stabil oder instabil ist. Unter welhen Bedingungen sih die Stabilität
dynamisher Systeme ändert und was nah langer Zeit oder bei Iteration
passiert, soll ebenfalls analysiert werden.
Darüber hinaus soll diese Arbeit veranshaulihen, dass bereits bei sehr
einfahen Funktionen Chaos auftreten kann. Hier sei besonders auf die
logistishe Funktion hingewiesen, die in dieser Arbeit immer wieder für Bei-
spiele herangezogen wird. Weiters wird versuht den Begri Chaos durh
Eigenshaften zu beshreiben. Eine zentrale Frage in diesem Zusammenhang
ist wie genau getroene Vorhersagen sind. Zahlreihe grundlegende Anfangs-
bedingungen eines Systems können nur mit einer bestimmten Genauigkeit,
also mit der Wahrsheinlihkeit P mit P < 1 gemaht werden. Dies hat
zur Folge, dass kleine Untershiede in den Anfangsbedingungen sehr groÿe
Änderungen im Verhalten des dynamishen Systems bewirken und so keine
genauen Vorhersagen getroen werden können. Das beshriebene Merkmal
ist ein wesentlihes Merkmal von dynamishen haotishen Systemen.
Ein weiteres Ziel dieser Arbeit ist es einen Einblik in die Theorie diskreter
dynamisher Systeme zu geben.
1.3 Aufbau der Arbeit
Zu Beginn der Arbeit wird in Kapitel zwei erklärt, was dynamishe Systeme
sind und welhe Arten von dynamishen Systemen es gibt. Zur Veranshau-
lihung werden Beispiele aus der Populationsbiologie angeführt. In Kapitel
drei wird die Stabilität von dynamishen Systemen untersuht. Auh in die-
sem Kapitel werden die Inhalte anhand bekannter Modelle aus der Biologie
reektiert. Das nähste Kapitel behandelt Bifurkationen, die in dynamishen
Systemen auftreten können. An einem Beispiel aus der Populationsbiologie
wird der Weg ins Chaos gezeigt. Dies führt zum fünften Kapitel, indem
Chaos genauer betrahtet wird. Nah einem einleitenden Beispiel aus der
Mathematik, bei dem ebenfalls Chaos auftritt wird die topologishe Entro-
pie, die ein Maÿ dafür ist wie haotish ein dynamishes System ist, de-
niert. Weiters wird beshrieben wie sie berehnet werden kann. Neben der
topologishen Entropie wird auh die maÿtheoretishe Entropie, sowie der
Zusammenhang dieser beiden behandelt. Eine Verallgemeinerung der topo-
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logishen Entropie stellt der topologishe Druk dar, der ebenfalls in Kapitel
fünf deniert wird. Abshlieÿend werden Abbildungen auf einem Intervall
und die Stabilität der topologishen Entropie und des topologishen Druks
auf Intervallabbildungen beshrieben.
In dieser Arbeit werden vor allem Beispiele aus dem Bereih der Bio-
mathematik zur Veranshaulihung herangezogen. Dabei sei jedoh darauf
hingewiesen, dass theoretishe Modelle die Wirklihkeit nur vereinfaht wie-
dergeben können. Niht alle Aspekte, die in der Realität miteinieÿen, können
auh im Modell berüksihtigt werden.
Einige Inhalte der Arbeit werden graphish veranshauliht. Alle Abbil-
dungen wurden mit Mathematia 7 eigenhändig erstellt.
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Kapitel 2
Dynamishe Systeme
Dieses Kapitel gibt eine erste Beshreibung dynamisher Systeme. Beispie-
le aus der Populationsbiologie veranshaulihen diskrete und kontinuierlihe
dynamishe Systeme.
2.1 Einleitung
Vielen einfah ersheinenden Phänomenen liegen sehr komplizierte dynami-
she Systeme zugrunde. Was ein dynamishes System ist, wird in diesem
Kapitel anhand einiger Beispiele näher beshrieben.
Ein einfahes und anshaulihes Beispiel für ein diskretes dynamishes
System ist
x, ex, ee
x
, ee
ex
, . . . .
Die Grundfrage, die sih bei der Behandlung dynamisher Systeme stellt ist,
was mit einer Funktion T und einem Startwert x bei wiederholter Anwendung
x, T (x), T (T (x)), T (T (T (x))), . . .
nah langer Zeit passiert. (vgl. [12℄ S. 2 und [10℄ S. 19).
Diese Zusammensetzung von Funktionen
T (T (x)) = T 2(x)
T (T (T (x))) = T 3(x)
T (T (T (T (x)))) = T 4(x)
.
.
.
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wird Iteration genannt. Dabei ist Iteration (lat. Wiederholung) die Bez.
für die shrittweise Annäherung an eine gesuhte Zahl, wobei man jedesmal
denselben Rehenvorgang auf den zuvor berehneten Wert anwendet. ([33℄,
S. 48).
2.2 Arten von dynamishen Systemen
Es kann zwishen diskreten und kontinuierlihen dynamishen Systemen un-
tershieden werden. Diskrete dynamishe Systeme werden zu gewissen Zeit-
punkten betrahtet, während bei kontinuierlihen dynamishen Systemen die
Änderungen in gewissen Zeitspannen untersuht werden. Erstere werden in
der Mathematik durh Dierenzengleihungen beshrieben. Kontinuierlihe
dynamishe Systeme werden durh Dierenzialgleihungen dargestellt. Bei
einem kontinuierlihen dynamishen System, das durh eine Dierenzialglei-
hung mit der unabhängigen Variable t beshrieben wird, stellen sih die
typishen Fragen für dynamishe Systeme: Was passiert nah langer Zeit
t → +∞ und was war vor langer Zeit t → −∞? Bei diskreten dynami-
shen Systemen wird das Verhalten der Punkte x, T (x), T 2(x), . . . , T n(x) bei
wahsendem n untersuht. (vgl. [12℄ S. 17).
Neben der Untersheidung in diskrete und kontinuierlihe dynamishe
Systeme erfolgt weiters eine Untersheidung in lineare und niht lineare Sys-
teme. Die Dimension dynamisher Systeme kann ebenfalls zur Untershei-
dung herangezogen werden. Es gibt nulldimensionale, eindimensionale, zwei-
dimensionale und höherdimensionale dynamishe Systeme. Was ein topologi-
shes dynamishes System ist, wird in dieser Arbeit in Kapitel fünf behandelt.
Eine Denition eines diskreten topologishen dynamishen Systems in einem
kompakten metrishen Raum wird in Abshnitt 5.3 in Denition 29 gegeben.
Von Bedeutung ist weiters das haotishe dynamishe System. In einem hao-
tishen dynamishen System ist theoretish alles vorhersagbar, niht jedoh
in der Praxis. Chaos beshreibt theoretish ein deterministishes System,
indem durh Gesetze alles vollständig beshrieben werden kann. Determinis-
tish bedeutet in diesem Zusammenhang nah Arnold (vgl. [3℄ S. 9), dass der
gesamte zukünftige und der gesamte vergangene Verlauf durh den gegen-
wärtigen Zustand eindeutig bestimmt werden kann. Tatsählih handelt es
sih in der Praxis jedoh um ein wahrsheinlihkeitstheoretishes System, bei
dem die Ergebnisse nur mit einer gewissen Wahrsheinlihkeit vorhergesagt
werden können.
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2.3 Dynamishe Systeme in der Populations-
biologie
Als weitere Motivation zur Erklärung eines dynamishen Systems dienen
nahfolgende Beispiele aus der Populationsbiologie. In der Populationsbiolo-
gie wird die langfristige Entwiklung von Populationen einer Art betrahtet.
Als Population wird nah Bik ([6℄ S. 17) die Gesamtheit der Individuen
einer Organismenart mit gemeinsamen genetishen Gruppenmerkmalen in
einem bestimmten Raum bezeihnet. Mathematishe Modelle werden her-
angezogen, um die Fluktuation unter gewissen Parametern, wie Nahrungsres-
souren, Anzahl der Prädatoren oder klimatishe Bedingungen zu beshrei-
ben. Je nah dem, wie oft die Population betrahtet wird, ist das Ergebnis
in Form einer Dierenzialgleihung (kontinuierlihe Funktion) oder in Form
einer Dierenzengleihung (diskrete Funktion) darstellbar. Es stellt sih also
die typishe Frage für dynamishe Systeme: Kann die langfristige Entwik-
lung einer Population vorhergesagt werden, wenn die Anzahl der Individuen
der Ausgangspopulation gegeben ist? (vgl. [12℄ S. 3, 4).
Um diese Frage zu behandeln wird das Wahstum von Populationen in einem
Modell dargestellt. Zu den grundlegenden Modellen in der Populationsbio-
logie zählen die des exponentiellen und des logistishen Wahstums. Diese
beiden Wahstumsmodelle werden nun näher beshrieben.
2.3.1 Exponentielles Wahstum
In dem Modell des exponentiellen Wahstums wird angenommen, dass die
Umweltfaktoren konstant bleiben und es keine Störfaktoren gibt, die mit
steigender Individuenzahl in der Population zunehmen. Es werden somit Ein-
ussfaktoren, wie zum Beispiel Nahrungsknappheit oder die Knappheit von
Raum niht berüksihtigt. Eine weitere grundlegende Annahme ist, dass es
keine Zu- und Abwanderung gibt. (vgl. [6℄ S. 233).
Dieses Modell wird zum Beispiel für die Beshreibung des Bevölkerungs-
wahstums, des Wahstums von Bakterien oder des Wahstums durh Zell-
teilung angewendet. Ein weiteres Anwendungsgebiet ist die Neubesiedlung
von Lebensräumen durh Erstbesiedler, wie zum Beispiel Protisten, Pan-
zen oder Tiere. Exponentielles Wahstum ist jedoh in der Natur nur über
kurze Zeiträume zu beobahten. (vgl. [6℄ S. 234).
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Nahstehend wird zuerst das Modell des diskreten und anshlieÿend das
Modell des kontinuierlihen exponentiellen Wahstums behandelt.
Diskretes exponentielles Wahstum
Wird die Veränderung der Population von einem Jahr zum nähsten oder
von einer Generation zur nähsten betrahtet, so spriht man von einem
diskreten Modell. Die Zeit t ist eine diskrete Variable und nimmt Werte aus
N0 an. Das diskrete Modell führt zu Dierenzengleihungen. Mit Nn wird
die Populationsgröÿe nah n Generationen, wobei n ∈ N ist, beshrieben.
Die Populationsgröÿe der nähsten Generation ist direkt proportional zur
aktuellen Populationsgröÿe
Nn+1 = kNn.
Dabei ist die Wahstumsrate k konstant. Für eine Ausgangspopulation N0
zum Zeitpunkt t = 0 ergibt sih
N1 = kN0,
N2 = kN1 = k
2N0,
N3 = kN2 = k
3N0,
.
.
.
Nn = kNn−1 = k
nN0.
Aussagen sind nur über die Populationsgröÿe zu den einzelnen Zeitpunkten
möglih, niht jedoh über Werte dazwishen. Das langfristige Shiksal der
Population kann in zwei Fälle untershieden werden. Ist zum einen k > 1,
dann wähst die Population unkontrolliert (Nn →∞). Ist jedoh 0 < k < 1,
so stirbt die Population nah langer Zeit aus (Nn → 0). (vgl. [12℄ S. 4, 5).
Nahstehendes Beispiel dient zur Veranshaulihung des beshriebenen
Wahstumsmodells.
Beispiel 1. Das Wahstum einer Bakterienkultur wird untersuht. Dazu
wird jede Stunde die Gröÿe der Kultur bestimmt. Die Ausgangspopulation
N0 hat zu Beginn der Messung eine Flähe von 2 m
2
besiedelt. Es sei die
Wahstumsrate k = 1, 35. Somit kann die Gröÿe der Kultur nah n Stunden
durh
Nn = 1, 35
n · 2
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berehnet werden.
In Tabelle 2.1 ist die Entwiklung der Bakterienkultur in den ersten 20
Stunden mit gerundeten Werten angeführt. Für die graphishe Darstellung
der Entwiklung der Bakterienkultur siehe Abbildung 2.1.
Tabelle 2.1: Diskretes exponentielles Wahstum einer Bakterienkultur
Zeit [Stunden℄ Gröÿe der Bakterienkultur [m
2
℄
0 2
1 2,7
2 3,65
3 4,92
4 6,64
5 8,97
6 12,11
7 16,34
8 22,06
9 29,79
10 40,21
11 54,29
12 73,29
13 98,94
14 133,57
15 180,32
16 243,43
17 328,63
18 443,65
19 598,92
20 808,55
Kontinuierlihes exponentielles Wahstum
Kann die Zeit t alle reellen positiven Werte t ∈ R+ annehmen, so handelt es
sih um ein kontinuierlihes Modell. Dieses Modell wird nah Bik (vgl. [6℄
S. 233, 234) beshrieben.
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Abbildung 2.1: Entwiklung der Bakterienkultur
Die Dierenzialgleihung lautet
dN
dt
= N˙ = kN, (2.1)
wobei
N . . . die Anzahl der Individuen der Population,
t . . . die Zeit und
k . . . die spezishe Vermehrungsrate, also die Dierenz aus Geburtenrate
und Sterberate pro Individuum der Population ist.
Ist die Ausgangspopulation N0 zum Zeitpunkt t = 0 bekannt, so ist durh
die Lösung der Dierenzialgleihung (2.1)
N(t) = N0e
kt
für alle t ≥ 0
die Anzahl der Individuen der Population zur Zeit t gegeben.
Langfristig (t→ +∞) kann es zum einen zu einem ungehemmten Ausbrei-
ten der Population kommen N(t)→∞, falls die spezishe Vermehrungsrate
positiv ist. Zum anderen kann es zum Aussterben der Population kommen
N(t)→ 0, falls die spezishe Vermehrungsrate negativ ist. (vgl. [12℄ S. 4).
Nahstehendes Beispiel aus Heuser (vgl. [16℄ S. 22) veranshauliht die Gren-
zen dieses Modells.
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Beispiel 2. Es wird die menshlihe Bevölkerung der Erde mit dem Modell
des exponentiellen Wahstums beshrieben. Die spezishe Vermehrungsrate
sei näherungsweise 0, 02 pro Jahr. Im Jahr 1986 lebten nah Angabe der
Vereinten Nationen ungefähr 5 MilliardenMenshen auf der Erde. Die Anzahl
der Erdbevölkerung zum Zeitpunkt t Jahre nah 1986 kann somit durh
N(t) = 5 · 109 · e0,02t
ermittelt werden.
In Tabelle 2.2 ist die Gröÿe der Erdbevölkerung bis zum Jahr 2501 an-
gegeben. Die entsprehende graphishe Darstellung ist in Abbildung 2.2 zu
sehen.
Tabelle 2.2: Kontinuierlihes exponentielles Wahstum der Erdbevölkerung
Jahr Zeit [Jahre nah 1986℄ Erdbevölkerung
1986 0 5·109
1990 4 5,41644·109
2000 14 6,61565·109
2010 24 8,08037·109
2020 34 9,86939·109
2030 44 1,20545·1010
2040 54 1,47234·1010
2050 64 1,79832·1010
2100 114 4,88834·1010
2200 214 3,61202·1011
2300 314 2,66894·1012
2400 414 1,97210·1013
2500 514 1,45719·1014
2501 515 1,48663·1014
Die Bevölkerungszahl von 148,7 Billionen Menshen im Jahr 2501 kann
wie folgt veranshauliht werden. Die Landähe des Planten Erde beträgt
149 Billionen Quadratmeter. Würde sih die Bevölkerung nah dem Modell
des exponentiellen Wahstums entwikeln, so hätte jeder Mensh im Jahr
2501 statistish nur einen Quadratmeter Land zur Verfügung.
Das angeführte Beispiel zeigt ebenfalls, dass beim Modell des exponentiel-
len Wahstums die Wahstumsgeshwindigkeit
dN
dt
= kN mit zunehmendem
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Abbildung 2.2: Entwiklung der Erdbevölkerung
Wahstum gröÿer wird. Somit wähst die Population umso shneller, je gröÿer
sie bereits ist. (vgl. [16℄ S. 21).
Die langfristige Entwiklung einer Population kann natürlih niht nur
zu den zwei dargestellten Fällen des ungehemmten Wahstums und des Aus-
sterbens führen. Wie bereits erwähnt, tritt exponentielles Wahstum in der
Natur meist nur in kurzen Zeiträumen auf. Das Wahstum wird durh Fak-
toren wie Mangel an Lebensraum, Mangel an Nahrung oder das Auftreten
von Seuhen begrenzt. Somit ist eine wesentlihe Verbesserung des Modells
niht unbegrenztes Wahstum sondern, wie für reale Prozesse viel häuger,
begrenztes Wahstum anzunehmen. Darauf wird im nähsten Abshnitt mit
dem Modell des logistishen Wahstums eingegangen.
2.3.2 Logistishes Wahstum
Eine Möglihkeit zur Verbesserung des Wahstumsmodells ist einen limitie-
renden Faktor L für die Population einzuführen. Dieser beshreibt die Ka-
pazitätsgrenze der Population und kann durh Faktoren wie Konkurrenten,
Prädatoren, abiotishe Faktoren, Nahrung und Raum bestimmt werden. Geht
die Gröÿe der Population N(t) über L hinaus, wird das Wahstum der Po-
pulation zurük gehen. Andererseits hat die Population die Möglihkeit zu
wahsen, fallsN(t) < L ist. Dieser Sahverhalt wird mit demModell des logis-
tishen Wahstums dargestellt. Das Modell des logistishen Wahstums ver-
bindet das Modell des exponentiellen Wahstums mit dem des beshränkten
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Wahstums. Es geht auf den Mathematiker und Statistiker Pierre-François
Verhulst (1804  1849) zurük. (vgl. [12℄ S. 5, [39℄ S. 143 und [51℄ S. 324).
Kontinuierlihes logistishes Wahstum
Im Vergleih zum Modell des kontinuierlihen exponentiellen Wahstums
wird die Dierenzialgleihung mit dem Faktor L − N multipliziert. Damit
ergibt sih, dass die Wahstumsrate k niht nur proportional zur Gröÿe der
Population N , sondern auh zur Kapazität, die bis zum Erreihen des li-
mitierenden Faktors noh vorhanden ist. Das Modell des kontinuierlihen
logistishen Wahstums wird durh die Dierenzialgleihung
dN
dt
= N˙ = kN(L−N) (2.2)
mit k, L > 0 und konstant dargestellt. In dieser Gleihung beshreibt k die
Wahstumsrate und L den Sättigungspunkt oder die Kapazitätsgrenze, bei
dem das gehemmte Wahstum in ein Shrumpfen übergeht. (vgl. [12℄ S. 5, 6
und [16℄ S. 22, 23).
Die Lösung der Dierenzialgleihung (2.2) kann durh die Methode der
Trennung der Variablen ermittelt werden. Wird dabei der Logarithmus ver-
wendet, so ist der Logarithmus zur Basis e gemeint. Bei der Berehnung wird
die Variable N , die die Populationsgröÿe beshreibt, durh die Variable x,
wie in der mathematishen Shreibweise üblih, ersetzt. Somit folgt
dx
dt
= kx(L− x) = k(Lx− x2).
Die Variablen werden getrennt, indem die Gleihung formal mit dt und mit
dem Kehrwert von Lx− x2 multipliziert wird. Es ergibt sih
1
Lx− x2 dx = k dt.
Durh Integration der Gleihung folgt daraus∫
1
Lx− x2 dx =
∫
k dt. (2.3)
Bei der Partialbruhzerlegung erhält man für Lx − x2 = 0 die Nullstellen
x1 = 0 und x2 = L und somit den Ansatz
A
x− L +
B
x
=
1
Lx− x2 . (2.4)
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Wird mit dem Nenner Lx− x2 multipliziert, ergibt sih folgende Gleihung
−Ax+B(L− x) = −Ax+BL− Bx = 1.
Die Koezienten A und B werden mittels Koezientenvergleih bestimmt.
Aus dem Koezientenvergleih erhält man das Gleihungssystem
BL = 1
−A−B = 0
aus dem sih A = − 1
L
und B = 1
L
ergeben. Werden die ermittelten Koezi-
enten in (2.4) eingesetzt, ergibt sih aus (2.3)∫ − 1
L
x− L dx+
∫ 1
L
x
dx =
∫
k dt.
Bevor das Integral berehnet wird, kann der Faktor
1
L
herausgehoben werden.
Somit ist
1
L
(∫ −1
x− L dx+
∫
1
x
dx
)
=
∫
k dt.
Beim Lösen des Integrals ist die Integrationskonstante c˜ zu berüksihtigen.
Es ist
1
L
(− log |x− L|+ log |x|) = kt+ c˜.
Wird die Gleihung mit L multipliziert, ergibt sih
log |x| − log |x− L| = Lkt + Lc˜.
Gemäÿ den Rehenregeln für Logarithmen folgt
log
∣∣∣∣ xx− L
∣∣∣∣ = Lkt + Lc˜,
woraus sih ∣∣∣∣ xx− L
∣∣∣∣ = eLkt+Lc˜ = eLktc (2.5)
ergibt. Durh Einsetzen der Anfangsbedingung x(0) = x0 kann die Integra-
tionskonstante c ermittelt werden. Es ist
x0
x0 − L = e
0c = c.
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Wird die ermittelte Integrationskonstante in (2.5) eingesetzt, ergibt sih
x
x− L = e
Lkt x0
x0 − L
und somit
1
1− L
x
=
x0e
Lkt
x0 − L.
Wird der Kehrwert genommen, so ist
1− L
x
=
x0 − L
x0eLkt
.
Einfahe Umformungsshritte führen zu
L
x
= 1− x0 − L
x0eLkt
=
x0e
Lkt − x0 + L
x0eLkt
.
Wird x explizit ausgedrükt, erhält man
x(t) =
Lx0e
Lkt
L− x0 + x0eLkt .
Daraus ergibt sih mit der ursprünglihen Variable N für die Gröÿe der Po-
pulation
N(t) =
LN0e
Lkt
L−N0 +N0eLkt .
Ist k > 0, so können nah Devaney (vgl. [12℄ S. 5) folgende drei Fälle
untershieden werden.
1. Fall: N > L, dN
dt
< 0
Hat die Population eine Gröÿe, die über dem limitierenden Faktor liegt,
so nimmt ihre Gröÿe ab. Dieser Fall ist in Abbildung 2.3 dargestellt.
2. Fall: N = L, dN
dt
= 0
Entspriht die Populationsgröÿe genau der Kapazitätsgrenze, so bleibt
sie langfristig konstant. Die graphishe Abbildung ist in Abbildung 2.4
zu sehen.
3. Fall: N < L, dN
dt
> 0
Wie Abbildung 2.5 zeigt, nimmt in diesem Fall die Gröÿe der Popula-
tion zu, da die Kapazitätsgrenze noh niht erreiht ist.
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t
N
Abbildung 2.3: Logistishes Wahstum mit N > L
t
N
Abbildung 2.4: Logistishes Wahstum mit N = L
t
N
Abbildung 2.5: Logistishes Wahstum mit N < L
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Von besonderem Interesse ist der 3. Fall, in dem die Gröÿe der Popu-
lation die Kapazitätsgrenze noh niht erreiht hat. Zur Veranshaulihung
des Modells des kontinuierlihen logistishen Wahstums sind nahstehende
Beispiele aus der Biologie angeführt.
Beispiel 3. Die Entwiklung einer Population von Fruhtiegen (Drosophi-
la) wird durh das logistishe Wahstum beshrieben. Die Ausgangspopula-
tion besteht aus 8 Tieren und die Wahstumsrate wird mit 0, 00068 pro Tag
angenommen. Es ist ausreihend Lebensraum und Nahrung für höhstens
1250 Fliegen vorhanden. Der Bestand an Fruhtiegen zum Zeitpunkt t kann
durh
N(t) =
1250 · 8 e0,85t
1250− 8 + 8 e0,85t
ermittelt werden. In Tabelle 2.3 ist die Entwiklung der Fruhtiegenpopu-
lation in den ersten 14 Tagen dargestellt.
Tabelle 2.3: Kontinuierlihes logistishes Wahstum bei Fruhtiegen
Zeit [Tage℄ Fruhtfliegenpopulation [Anzahl℄
0 8
1 19
2 43
3 95
4 202
5 389
6 642
7 890
8 1066
9 1164
10 1212
11 1233
12 1243
13 1247
14 1249
Wie in Abbildung 2.6 zu sehen ist, verläuft das Wahstum zu Beginn ex-
ponentiell und nimmt immer weiter ab, bis es sih shlieÿlih mit einer Wahs-
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Abbildung 2.6: Entwiklung der Fruhtiegenpopulation
tumsrate von ungefähr null der Kapazitätsgrenze nähert. Der S-förmige Ver-
lauf der Lösungskurve wird als sigmoid bezeihnet.
Das Modell des logistishenWahstums spiegelt das reale Wahstum einer
Population besser wider, als das Modell des exponentiellen Wahstums.
Auh das Wahstum von Panzen kann mit dem Modell des kontinuier-
lihen logistishen Wahstums beshrieben werden. Zur Veranshaulihung
ist nahstehendes Beispiel in Anlehnung an die empirishe Untersuhung von
Reed und Holland in [37℄ über das Höhenwahstum von Sonnenblumen an-
geführt.
Beispiel 4. Die Entwiklung von Sonnenblumen wird durh das logistishe
Wahstum beshrieben. Keimlinge mit einer Gröÿe von ungefähr 2 m werden
ausgepanzt und ihr Wahstum 12Wohen lang beobahtet. Die Wahstums-
rate wird mit 0, 00046 pro Tag und die maximal erreihbare Höhe mit 255 m
angenommen. Die durhshnittlihe Höhe der Sonnenblumen zum Zeitpunkt
t in Tagen kann durh
N(t) =
255 · 2 e0,1173t
255− 2 + 2 e0,1173t
ermittelt werden.
Tabelle 2.4 zeigt die Entwiklung des Höhenwahstums von Sonnenblu-
men mit gerundeten Werten in den ersten 12 Wohen. Die graphishe Dar-
stellung des Wahstums von Sonnenblumen ist in Abbildung 2.7 zu sehen.
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Tabelle 2.4: Kontinuierlihes logistishes Wahstum von Sonnenblumen
Zeit [Tage℄ Höhe der Sonnenblumen [m℄
0 2
7 4,5
14 10,0
21 21,7
28 44,5
35 82,8
42 133,1
49 181,8
56 216,6
63 236,6
70 246,5
77 251,2
84 253,3
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N
Abbildung 2.7: Höhenwahstum von Sonnenblumen
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Diskretes logistishes Wahstum
Es könnte angenommen werden, dass die der Dierenzialgleihung korrespon-
dierende Dierenzengleihung sih auf lange Siht ähnlih verhält. Wie sih
in dieser Arbeit herausstellen wird, ist dies jedoh niht der Fall.
Das Wahstum der Population wird durh die niht lineare Dierenzen-
gleihungen
Nn+1 = kNn(L−Nn)
mit konstantem Wahstumsfaktor k > 0 beshrieben. Dabei stellt L wieder
den limitierenden Faktor oder die Kapazitätsgrenze dar.
In weiterer Folge wird zur Vereinfahung die Annahme getroen, dass
der limitierende Faktor L = 1 ist. Somit wird niht die gesamte Population,
sondern nur ein gewisser Anteil betrahtet. Der Anteil der Population in der
Generation n ist Nn. Daher ergibt sih die Dierenzengleihung
Nn+1 = kNn(1−Nn), mit k > 0 konstant.
Es sei
N1 = T (x), N2 = T (T (x)), N3 = T (T (T (x))), . . .
und die Gröÿe der Ausgangspopulation N0 = x. Dann ergibt sih die logisti-
she Funktion
T (x) = kx(1− x). (2.6)
Es wird sih zeigen, dass die logistishe Gleihung zu einem der grundle-
gendsten niht linearen dynamishen Systeme führt. Die der Dierenzialglei-
hung des kontinuierlihen logistishen Wahstums analoge Dierenzenglei-
hung führt somit zu einem dynamishen System, dessen Dynamik bis heute
wissenshaftlih niht vollständig geklärt ist. (vgl. [12℄ S. 6).
Auf die logistishe Gleihung wird in Abshnitt 4.5 näher eingegangen.
Kapitel 3
Stabilitätsanalyse dynamisher
Systeme
In der Theorie dynamisher Systeme spielen Fixpunkte eine wihtige Rol-
le. Wird ein dynamishes System auf lange Siht betrahtet, so kann ein
Fixpunkt anziehend oder abstoÿend sein. Die Analyse der Stabilität dynami-
sher Systeme erfolgt in diesem Kapitel zuerst in diskreten und anshlieÿend
in kontinuierlihen Systemen. Konkrete Anwendung nden die behandelten
Inhalte im Lotka-Volterra-Modell und im SIR-Modell.
3.1 Diskrete Systeme
3.1.1 Fixpunkte
Die Existenz und Eindeutigkeit von Fixpunkten in diskreten dynamishen
Systemen wird im Banah'shen Fixpunktsatz gezeigt. Bevor dieser Satz for-
muliert und bewiesen wird, sind einige wihtige Denitionen angeführt.
Denition 1. Sei die Menge M 6= ∅. Es wird jedem Paar von Elementen
x, y ∈ M eine reelle Zahl d(x, y) zugeordnet. Die Funktion d : M ×M → R
wird Metrik auf M genannt, falls
1. d(x, y) ≥ 0 ∀x, y ∈ M ,
2. d(x, y) = 0⇔ x = y,
3. d(x, y) = d(y, x) ∀x, y ∈M und
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4. d(x, y) ≤ d(x, z) + d(z, y) ∀x, y, z ∈ M
erfüllt ist. Dabei heiÿt (M, d) metrisher Raum.
Die Denition der Metrik kann zum Beispiel in Reitmann (vgl. [38℄ S.
227) oder in Bruks und Bruin (vgl. [10℄ S. 1) nahgelesen werden.
Denition 2. Sei (M, d) ein metrisher Raum und A ⊆ M eine Menge. Ein
Punkt x ∈ M heiÿt Häufungspunkt von A, falls in jeder Umgebung von
x Punkte aus A liegen, die von x vershieden sind, also ∀ε > 0 ∃ y ∈ A mit
y 6= x und d(y, x) < ε.
In Reitmann (vgl. [38℄ S. 227) ist die Denition eines Häufungspunkts
gegeben.
Denition 3. Ist T eine Funktion, so heiÿt x Fixpunkt, falls T (x) = x gilt.
Der Punkt x wird auf sih selbst abgebildet.
Diese Denition besagt, dass sih der Wert von x bei Anwendung der
Funktion T niht mehr ändert und somit das dynamishe System auf diesem
Fixpunkt verharrt.
Nahstehende Denition ist nah Verhulst (vgl. [44℄ S. 211).
Denition 4. Ein Punkt x ∈ X heiÿt periodisher Punkt, falls es ein
n ∈ N gibt, mit T n(x) = x.
Denition 5. Die Periode von x wird durh das kleinste n mit der Ei-
genshaft
n = min{k ∈ N : T k(x) = x}
beshrieben. Dabei heiÿt x Punkt der Periode n. Ein Punkt der Periode
1 ist ein Fixpunkt.
Für die angeführte Denition 5 siehe Bruks und Bruin (vgl. [10℄ S. 20).
Denition 6. Sei M ⊆ R eine niht leere Menge. Weiters sei T : M → R
eine Funktion. Dann heiÿt T Lipshitz-stetig auf M , falls eine Lipshitz-
Konstante K existiert (∃K ∈ R), sodass |T (x) − T (y)| ≤ K|x − y| für alle
x, y ∈M gilt.
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Denition 7. Eine Abbildung einer Menge M in sih selbst, T : M → M ,
heiÿt Kontraktion, falls es ein q < 1 gibt, sodass für alle x, y ∈M gilt:
d(T (x), T (y)) ≤ qd(x, y)
Die Menge M wird bei mehrfaher Anwendung der Kontraktion in sih kon-
trahiert.
Bemerkung 1. Diese Denition entspriht Denition 6 von Lipshitz-stetig
mit einer Lipshitz-Konstante K < 1.
Nahstehend ist der Banah'she Fixpunktsatz allgemein formuliert. Er
gibt Auskunft über die Existenz und Eindeutigkeit von Fixpunkten in dis-
kreten Systemen. Der Banah'she Fixpunktsatz ist nah dem Mathematiker
Stefan Banah (1892  1945) benannt. (vgl. [48℄ S. 163).
Satz 1 (Banah'sher Fixpunktsatz). Sei (M, d) ein vollständiger metrisher
Raum und T : M → M eine Kontraktion. Dann gibt es einen eindeutig
bestimmten Fixpunkt x0 von T . Weiters gilt für alle x ∈M , dass
lim
n→∞
T n(x) = x0
die Näherung an den Fixpunkt beshreibt. Zusätzlih gibt die Fehlerabshät-
zung
∀x ∈M ∀n ∈ N : d(T n(x), x0) ≤ q
n
1− qd(T (x), x)
die Entfernung vom Fixpunkt an.
Der angeführte Beweis des Banah'shen Fixpunktsatzes entspriht dem
Standardbeweis, der etwa in Heuser (vgl. [17℄) nahzulesen ist. Im Zuge des
Beweises werden Behauptungen aufgestellt, die anshlieÿend bewiesen wer-
den.
Beweis. Behauptung: Falls es einen Fixpunkt gibt, ist dieser eindeutig be-
stimmt.
Beweis der Behauptung: Es gilt T (x0) = x0, T (y0) = y0 und
d(x0, y0) = d(T (x0), T (y0)) ≤ qd(x0, y0).
Da q < 1 ist und daher d(x0, y0) = 0 ist, folgt x0 = y0.
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Behauptung: Sei x ∈M . Dann konvergiert (T n(x))n∈N.
Beweis der Behauptung: Sei ε > 0. So gilt
∃N : ∀n ≥ N : q
n
1− qd(T (x), x) < ε. (3.1)
Seien n,m ≥ N . Wir können ohne Beshränkung der Allgemeinheit n < m
annehmen. Wird die Dreieksungleihung angewendet, so ergibt sih
d(T n(x), Tm(x)) ≤ d(T n(x), T n+1(x)) + d(T n+1(x), T n+2(x)) + . . .
+d(Tm−1(x), Tm(x))
(3.2)
Wird die Kontraktion angewendet ergibt sih für den zweiten Summand
d(T n+1(x), T n+2(x)) = d(T ◦ T n(x), T ◦ T n+1(x)) ≤ qd(T n(x), T n+1(x)),
für den dritten Summand
d(T n+2(x), T n+3(x)) ≤ qd(T n+1(x), T n+2(x)) ≤ q2d(T n(x), T n+1(x))
und so fort bis zum letzten Summand, für den gilt
d(Tm−1(x), Tm(x)) ≤ qm−n−1d(T n(x), T n+1(x)).
Wird der Ausdruk d(T n(x), T n+1(x)) herausgehoben, ergibt sih für (3.2)
daher
. . . ≤ d(T n(x), T n+1(x))(1 + q + q2 + q3 + . . .+ qm−n−1) = . . . .
Der verbleibende Ausdruk ist eine endlihe geometrishe Reihe. Deshalb
folgt
. . . = d(T n(x), T n+1(x))
1− qm−n
1− q ≤ d(T
n(x), T n+1(x))
1
1− q .
Weiters gilt
1
1− qd(T
n(x), T n+1(x)) ≤ 1
1− qqd(T
n−1(x), T n(x)) ≤
≤ 1
1− qq
2d(T n−2(x), T n−1(x)) ≤ . . . ≤ 1
1− q q
nd(T (x), x).
3.1. DISKRETE SYSTEME 29
Gemäÿ (3.1) gilt
qn
1− qd(T (x), x) < ε.
Somit ist T n(x) eine Cauhyfolge. Da M vollständig ist, folgt dass T n(x)
konvergiert.
Zusatz: Es gilt d
(
T n(x), limk→∞ T k(x)
) ≤ qn
1−qd(T (x), x).
Beweis Zusatz: Deniere y = limn→∞ T n(x). Sei ε > 0. Es gibt ein N mit
∀k ≥ N : d(T k(x), y) < ε. Wähle k > max{N, n}. Es ist
d(T n(x), y) ≤ d(T n(x), T k(x)) + d(T k(x), y).
Weiters ist d(T n(x), T k(x)) ≤ qn
1−qd(T (x), x) und d(T
k(x), y) < ε. Somit folgt
d(T n(x), y) ≤ q
n
1− qd(T (x), x).
Behauptung: Sei x ∈ M und der Grenzwert x0 = limn→∞ T n(x). Dann
gilt T (x0) = x0.
Beweis der Behauptung: Sei ε > 0. Dann gibt es ein N mit ∀n ≥ N :
d(T n(x), x0) <
ε
2
. Wähle n ≥ N . Es ist
d(T (x0), x0) ≤ d(T (x0), T n+1(x)) + d(T n+1(x), x0).
Da d(T (x0), T
n+1(x)) ≤ qd(x0, T n(x)) < ε2 und d(T n+1(x), x0) < ε2 ist, ergibt
sih
d(T (x0), x0) ≤ d(T (x0), T n+1(x)) + d(T n+1(x), x0) < 2ε
2
= ε.
Daher ist d(T (x0), x0) = 0 und somit T (x0) = x0.
Es wurde also gezeigt, dass T n(x) konvergiert und der Grenzwert wurde
x0 genannt. Weiters wurde gezeigt, dass x0 ein Fixpunkt ist. Da zu Beginn
des Beweises gezeigt wurde, dass der Fixpunkt eindeutig ist, ergibt sih, dass
T n(x) für alle x ∈M gegen x0 konvergiert.
Der Banah'she Fixpunktsatz besagt auh, dass x0 ein stabiler Fixpunkt
ist.
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3.1.2 Stabilitätskriterium
Wurden die Fixpunkte einer Funktion T ermittelt, so kann in weiterer Folge
die Stabilität der Fixpunkte analysiert werden.
Denition 8. Sei x ein Punkt der Periode n. Wenn |(T n)′(x)| 6= 1 ist, so
heiÿt der Punkt x hyperbolish.
Denition 9. Der Punkt x wird anziehender periodisher Punkt oder
Attraktor genannt, falls x ein hyperbolisher Punkt der Periode n ist und
|(T n)′(x)| < 1 gilt.
Denition 10. Der Punkt x wird abstoÿender periodisher Punkt oder
Repellor genannt, falls x ein hyperbolisher Punkt der Periode n ist und
|(T n)′(x)| > 1 gilt.
Diese beiden Denitionen sind nah Devaney (vgl. [12℄ S. 24, 25, 26).
Nahstehende Denition der Jaobi-Matrix in diskreten Systemen ist nah
Plashko und Brod (vgl. [34℄ S. 3, 8).
Denition 11. Sei T : Rn → Rn, j ∈ N und durh
xj+1 = T (xj)
eine Iteration gegeben. Dann ist die Jaobi-Matrix
J =


∂T1
∂x1
∂T1
∂x2
· · · ∂T1
∂xn
.
.
.
.
.
.
.
.
.
.
.
.
∂Tn
∂x1
∂Tn
∂x2
· · · ∂Tn
∂xn

 .
Zusammenfassend kann die Stabilität von Fixpunkten diskreter Syste-
me nah Plashko und Brod (vgl. [34℄ S. 10), wie nahstehend beshrieben,
klassiziert werden.
Denition 12. Je nah Lage der Eigenwerte λj mit j ∈ {1, 2, 3, . . . , n} der
Jaobi-Matrix einer linearen oder nihtlinearen Iteration können Fixpunkte
wie folgt untershieden werden.
• Der Fixpunkt ist stabil und wird Senke oderAttraktor genannt, wenn
für alle Eigenwerte |λj | < 1 gilt. In der Gauÿshen Zahlenebene bedeu-
tet das, dass alle Eigenwerte im Inneren des Einheitskreises liegen.
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• Der Fixpunkt ist instabil und wird Quelle oder Repellor genannt,
wenn alle Eigenwerte auÿerhalb des Einheitskreises liegen, also |λj| > 1
für alle Eigenwerte gilt.
• Ein Fixpunkt ist instabil und wird Sattelpunkt genannt, wenn min-
destens ein Eigenwert auÿerhalb und mindestens ein Eigenwert inner-
halb des Einheitskreises liegt. Es ist somit |λj| > 1 für j = 1, 2, . . . , m <
n und |λk| < 1 für k = m+ 1, . . . , n.
Falls für einen Eigenwert |λj | = 1 ist, kann mit dieser Linearisierungsmethode
keine Aussage getroen werden.
In Abbildung 3.1 ist die Denition in der Gauÿshen Zahlenebene gra-
phish dargestellt.
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Abbildung 3.1: Stabilität der Fixpunkte in der Gauÿshen Zahlenebene
3.2 Kontinuierlihe Systeme
3.2.1 Qualitative Theorie autonomer
Dierenzialgleihungen
Für nihtlineare Dierenzialgleihungssysteme gibt es keine einfahen Lö-
sungsverfahren. Lösungswerte werden daher oft durh numerishe Verfahren
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bestimmt. Reiht es jedoh aus das Lösungsverhalten des Systems zu ermit-
teln, so kann dies ohne groÿen Aufwand anhand einer qualitativen Analyse
erfolgen. (vgl. [16℄ S. 528).
Denition 13. Eine Dierenzialgleihung der Form x˙ = T (x), die niht von
t abhängt, wird autonome Dierenzialgleihung genannt.
Diese Denition kann in Verhulst (vgl. [44℄ S. 7) nahgelesen werden.
Denition 14. Seien x˙1 = T (x1, x2) und x˙2 = F (x1, x2) jeweils autonome
Dierenzialgleihungen. Dann wird
x˙1 = T (x1, x2)
x˙2 = F (x1, x2)
ein System autonomer Dierenzialgleihungen erster Ordnung ge-
nannt.
Für diese Denition siehe Arnold (vgl. [3℄ S. 117, 118).
Denition 15. Ein Punkt x0 heiÿt Fixpunkt von x˙ = T (x), falls T (x0) = 0
ist.
Die Denition des Fixpunkts ist nah Verhulst (vgl. [44℄ S. 11).
Proposition 1. Der Punkt x0 ist genau dann ein Fixpunkt von x˙ = T (x),
wenn x(t) = x0 ∀t eine Lösung von x˙ = T (x) ist.
Beweis. (⇒) Betrahte x(t) = x0. Es gilt 0 = x˙(t) = 0 = T (x0) = T (x(t)).
(⇐) T (x0) = T (x(t)) = x˙(t) = 0.
Der Fixpunkt x0 wird in der Literatur, wie zum Beispiel in Arnold (vgl. [3℄
S. 15) oder in Heuser (vgl. [16℄ S. 535) auh kritisher Punkt, stationärer
Punkt, singulärer Punkt, Ruhelage oder Gleihgewihtspunkt genannt. Die
Lösung x˙ = T (x) wird als stationäre Lösung bezeihnet.
Für eine erste Analyse bei der Untersuhung von Systemen nihtlinearer
Dierenzialgleihungen kann die Theorie von linearen Gleihungen herange-
zogen werden. Somit ist es möglih Aussagen über die Stabilität von Fix-
punkten zu mahen. Die nahstehende formale Denition ist nah Arnold
(vgl. [3℄ S. 157, 158) und Grüne und Junge (vgl. [15℄ S.47).
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Denition 16. Ein linearer Operator im n-dimensionalen Raum Rn sei
durh A : Rn → Rn gegeben, wobei A die Systemmatrix genannt wird.
Dann wird durh die sogenannte Linearisierung
x˙ = Ax
ein System von n linearen homogenen gewöhnlihen Dierenzialgleihungen
erster Ordnung mit konstanten Koezienten beshrieben.
Wann ein System autonomer Dierenzialgleihungen hyperbolish genannt
wird, ist nah Hirsh, Smale und Devaney (vgl. [18℄ S. 66) in nahstehender
Denition angeführt.
Denition 17. Ist der Realteil aller Eigenwerte einer Matrix A ungleih
null, also liegt kein Eigenwert auf der imaginären Ahse, so wird die Matrix
hyperbolish genannt. Ein System von Dierenzialgleihungen heiÿt genau
dann hyperbolish, wenn die Matrix A des linearisierten Systems x˙ = Ax
hyperbolish ist.
Um das Verhalten in der Nähe eines Fixpunkts zu beshreiben wird die
Jaobi-Matrix des Systems ermittelt. Das Lösungsverhalten wird durh die
Eigenwerte der entsprehenden Jaobi-Matrix am Fixpunkt bestimmt.
Denition 18. Sei T : Rn → Rm eine dierenzierbare Funktion. Dann ist
die Jaobi-Matrix
J =


∂T1
∂x1
∂T1
∂x2
· · · ∂T1
∂xn
.
.
.
.
.
.
.
.
.
.
.
.
∂Tm
∂x1
∂Tm
∂x2
· · · ∂Tm
∂xn

 .
Proposition 2. Die Dierenzialgleihung x˙(t) = T (x(t)) lautet in Kompo-
nentenshreibweise

x˙1(t)
x˙2(t)
.
.
.
x˙n(t)

 =


T1 (x1(t), x2(t), . . . , xn(t))
T2 (x1(t), x2(t), . . . , xn(t))
.
.
.
Tn (x1(t), x2(t), . . . , xn(t))

 .
Es sei x0 ein Fixpunkt. Die Jaobi-Matrix von T an der Stelle x0 ist
J(x0) =


∂
∂x1
T1(x0)
∂
∂x2
T1(x0) · · · ∂∂xnT1(x0)
∂
∂x1
T2(x0)
∂
∂x2
T2(x0) · · · ∂∂xnT2(x0)
.
.
.
.
.
.
.
.
.
.
.
.
∂
∂x1
Tn(x0)
∂
∂x2
Tn(x0) · · · ∂∂xnTn(x0)

 .
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3.2.2 Stabilitätsanalyse
In diesem Abshnitt wird die Frage, was mit den Lösungen von x˙ = T (x)
nah langer Zeit passiert, behandelt.
Um die Struktur von Lösungen in kleinen Umgebungen von Fixpunkten
zu analysieren wird der Satz von Hartman und Grobman formuliert.
(vgl. [34℄ S. 40, [52℄ S. 234, [15℄ S. 94 und [19℄ S. 304).
Satz 2 (Satz von Hartman und Grobman). Es sei x˙ = T (x) ein autono-
mes System nihtlinearer Dierenzialgleihungen und x0 ein hyperbolisher
Fixpunkt. Dann ist in einer Umgebung des Fixpunkts das nihtlineare Sys-
tem x˙ = T (x) und seine Linearisierung x˙ = Ax lokal topologish konjugiert.
Dies bedeutet, dass es lokal eine umkehrbare, eindeutige, stetige Abbildung
mit stetiger Inversen, also einen lokalen Homöomorphismus gibt.
Ein Beweis des Satzes ist in Jiménez López (vgl. [19℄ S. 304  317) ange-
führt.
Zusammengefasst sagt der Satz von Hartman und Grobman aus, dass
sih die Lösungen der autonomen Dierenzialgleihung in der Nähe des Fix-
punkts, wie die des linearisierten Systems verhalten.
Das langfristige Verhalten der Lösungen eines autonomen, homogenen
linearen Systems x˙ = Ax hängt qualitativ vom Vorzeihen der Realteile der
relevanten Eigenwerte der Matrix A ab. Es können entsprehende Eigenräume
ES und EU nah dem qualitativen Langzeitverhalten der in ihnen enthaltenen
Lösungen, wie in nahstehendem Satz nah Grüne und Junge (vgl. [15℄ S. 93)
angeführt, zusammengefasst werden.
Satz 3 (Stabilitätskriterium). Es sei A eine reelle n×n Matrix und x˙ = Ax.
Die Eigenwerte der Matrix A werden mit λj bezeihnet. Dann gibt es stabile
Unterräume ES und unstabile Unterräume EU von Rn mit den Eigenshaften:
1. Für x0 ∈ ES \ {0} erfüllt die Lösung x von x˙ = Ax, x(0) = x0, dass
limt→+∞ x(t) = 0 und lim supt→−∞ |x(t)| = +∞ ist.
2. Für x0 ∈ EU \ {0} erfüllt die Lösung x von x˙ = Ax, x(0) = x0, dass
lim supt→+∞ |x(t)| = +∞ und limt→−∞ x(t) = 0 ist.
Die Dimension von ES ist die Anzahl (mit algebraisher Vielfahheit) der
Eigenwerte mit negativem Realteil, also Re(λj) < 0. Das qualitative Verhalten
der in dem Unterraum ES enthaltenen Lösungen ist stabil. Im Unterraum EU
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sind jene Lösungen enthalten, deren qualitatives Verhalten instabil ist. Die
Dimension dieses Teilraums ist die Anzahl (mit algebraisher Vielfahheit)
der Eigenwerte mit positivem Realteil Re(λj) > 0. Ist der Realteil genau null,
so kann mithilfe dieses Satzes keine Aussagen getroen werden.
stabil
stabil
Abbildung 3.2: Attraktor
Hyperbolishe Fixpunkte dynamisher Systeme können nah Plashko
und Brod (vgl. [34℄ S. 45) wie folgt klassiziert werden.
Denition 19. Sei x0 ein hyperbolisher Fixpunkt eines dynamishen Sys-
tems.
• Sind die Realteile aller Eigenwerte negativ, so ist der Fixpunkt stabil
und wird Senke oder Attraktor genannt. (siehe Abbildung 3.2).
• Sind die Realteile aller Eigenwerte positiv, so ist der Fixpunkt instabil
und wird Quelle oder Repellor genannt. (siehe Abbildung 3.3).
• Hat ein Teil der Eigenwerte positive Realteile und ein Teil negative,
so ist der hyperbolishe Fixpunkt instabil und wird Sattelpunkt ge-
nannt. (siehe Abbildung 3.4).
Bei dem Teil der Eigenwerte mit positivem Realteil herrsht Instabili-
tät. Die Phasenkurven werden vom Fixpunkt abgestoÿen. Andererseits
herrsht bei dem Teil der Eigenwerte mit negativem Realteil Stabilität.
Die Phasenkurven werden vom Fixpunkt angezogen.
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instabil
instabil
Abbildung 3.3: Repellor
instabil
stabil
Abbildung 3.4: Sattelpunkt
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Sind jedoh die Realteile der Eigenwerte null, also handelt es sih um
ein niht hyperbolishes System, kann die beshriebene Klassizierung zur
Untersuhung der Stabilität niht herangezogen werden.
Für diesen Fall wird nahstehend die Lyapunov Funktion nah Heuser
(vgl. [16℄ S. 547) und Wiggins (vgl. [52℄ S. 10, 11) deniert.
Denition 20. Sei
x˙1 = T (x1, x2)
x˙2 = F (x1, x2)
ein autonomes System und x0 sei ein Fixpunkt dieses Systems. Dann heiÿt
eine Funktion L(x1, x2) Lyapunov Funktion, falls sie in einer oenen Um-
gebung U von x0 folgende Eigenshaften besitzt:
1. L ist stetig dierenzierbar,
2. L vershwindet im Fixpunkt und ist auÿerhalb des Fixpunkts positiv
und
3.
∂L
∂x1
T+ ∂L
∂x2
F vershwindet im Fixpunkt und ist auÿerhalb des Fixpunkts
≤ 0.
Bemerkung 2. Gilt bei der 3. Bedingung sogar
∂L
∂x1
T + ∂L
∂x2
F < 0, so wird L
eine strikte oder strenge Lyapunov Funktion genannt.
Für eine Denition der Lyapunov Funktion in Rn siehe Wiggins (vgl. [52℄
S. 12).
Die nah dem russishen Mathematiker Alexander Mihailovi£ Lyapunov
(1857  1918) (vgl. [50℄ S. 307) benannte Funktion dient dazu, die Stabilität
eines Fixpunkts in einem dynamishen System zu beshreiben.
Für ein autonomes System, dessen Lyapunov Funktion bekannt ist, gelten
nah Heuser (vgl. [16℄ S. 547) die in nahstehender Denition angeführten
Stabilitätskriterien. Obwohl diese Denition von der sonst in dieser Arbeit
verwendeten Bezeihnung abweiht, wird sie hier angeführt, da sie sehr ge-
bräuhlih ist.
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Denition 21. Sei
x˙1 = T (x1, x2)
x˙2 = F (x1, x2)
ein autonomes System mit dem Fixpunkt x0 und das System besitze die
Lyapunov Funktion L. Dann ist der Fixpunkt x0 stabil (d. h. eine Lösung,
die nahe bei x0 startet, bewegt sih niht zu weit von x0 weg). Der Fix-
punkt x0 ist asymptotish stabil (d. h. startet man nahe bei x0, dann gilt
limt→+∞ x(t) = x0), falls L eine strikte Lyapunov Funktion ist.
Zur Veranshaulihung der behandelten Theorie dient nahstehendes Bei-
spiel.
Beispiel 5. Das autonome System S sei durh
x˙1 = −2x1 + 6,
x˙2 = x
2
1 + 4x1 − 5x2 − 1
gegeben. Der Fixpunkt wird bestimmt, indem S(x) = 0 gesetzt wird. Aus
der ersten Gleihung ergibt sih für x1 = 3. Wird dieses Ergebnis in die
zweite Gleihung eingesetzt, so erhält man x2 = 4. Somit ist der Fixpunkt
x0 =
(
3
4
)
. Das Verhalten des Systems von Dierenzialgleihungen in der
Nähe des Fixpunkts wird durh
dS(x) =
( −2 0
2x1 + 4 −5
)
an der Stelle x0, also durh die Matrix
dS
(
3
4
)
=
(−2 0
10 −5
)
bestimmt. Sind alle Einträge einer Matrix oberhalb der Hauptdiagonale null,
so wird sie untere Dreieksmatrix genannt. Analog spriht man von einer
oberen Dreieksmatrix, wenn alle Einträge unterhalb der Hauptdiagonale
null sind. Eine Eigenshaft von Dreieksmatrizen ist, dass die Elemente der
Hauptdiagonale die Eigenwerte der Matrix sind. Da es sih in diesem Bei-
spiel um eine untere Dreieksmatrix handelt, sind die Eigenwerte abzulesen.
Es ist λ1 = −2 und λ2 = −5. Da beide Eigenwerte negativ sind, ergibt sih
nah Satz 3 dimES = 2 und dimEU = 0. Gemäÿ Denition 19 liegt hier ein
stabiler Fixpunkt, nämlih ein Attraktor vor.
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Beispiele für dynamishe Systeme gibt es niht nur in der Mathematik.
Einige nihtlineare Systeme dienen als mathematishe Modelle für biologishe
Systeme. In den nähsten beiden Abshnitten werden das Lotka-Volterra-
Modell und das SIR-Modell beshrieben.
3.3 Lotka-Volterra-Modell
3.3.1 Einfahes Lotka-Volterra-Modell
Es sei die Population der Prädatoren (Räuber) durh R und die Population
der Beutetiere durh B festgelegt. Die Gröÿe der jeweiligen Population ist
von der Zeit abhängig. Somit gilt R(t) und B(t). Wie jedes Modell spiegelt
auh das Räuber-Beute-Modell die Wirklihkeit aufgrund der dem Modell
zugrunde gelegten Bedingungen nur vereinfaht wider. Zur Beshreibung des
Modells werden die unrealistishen Annahmen getroen, dass zum einen das
gesamte Nahrungsangebot der Prädatoren die Beutepopulation ist und zum
anderen das Nahrungsangebot für die Beutepopulation unbegrenzt ist. Gibt
es keine Prädatoren, so wähst die Beutepopulation exponentiell. Sei a die
Reproduktionsrate der Beutetiere. Dann ist die Geshwindigkeit der Vermeh-
rung
B˙ = aB,
wobei a > 0 ist. Die Gröÿe der Beutepopulation zum Zeitpunkt t kann durh
B(t) = B0e
at
bestimmt werden, falls die Population der Prädatoren R = 0
ist. Die Kontakthäugkeit der Prädatoren und der Beutetiere wird durh
das Produkt RB beshrieben. Bei Vorhandensein von Prädatoren nimmt die
Populationsgröÿe der Beute in Abhängigkeit von der Anzahl der Zusammen-
treen zwishen Prädatoren und Beutetieren ab. Dies wird durh cBR mit
c > 0 im Modell dargestellt. Die Dierenzialgleihung für die Beutepopula-
tion ist somit
B˙ = aB − cBR.
Sie beshreibt die Rate, mit der sih die Anzahl der Beutetiere ändert. Ist
andererseits keine Beute vorhanden, also gilt B = 0, so nimmt die Population
der Prädatoren exponentiell ab. Die Sterberate der Prädatorenpopulation
wird durh s beshrieben. Für B = 0 gilt
R˙ = −sR
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mit s > 0 und somit R(t) = R0e
−st
. Langfristig stirbt die Population der
Prädatoren aus. Sind jedoh Beutetiere vorhanden, so nimmt die Popula-
tionsgröÿe der Prädatoren je nah Anzahl der Zusammentreen zwishen
Prädatoren und Beutetieren zu. Die Zuwahsrate der Prädatoren wird durh
pBR mit p > 0 beshrieben. Für die Geshwindigkeit mit der sih die Präd-
atorenpopulation vermehrt ergibt sih daher die Dierenzialgleihung
R˙ = −sR + pBR.
(vgl. [18℄ S. 239  246, [15℄ S. 188, 189 und [3℄ S. 25, 26).
Sind a, c, p, s > 0 und die Gröÿen der beiden Populationen R,B ≥ 0, so wird
die Wehselwirkung zwishen der Prädatorenpopulation und der Population
der Beutetiere durh das Räuber-Beute-Modell in Form eines autonomen
Systems von zwei niht linearen Dierenzialgleihungen erster Ordnung
B˙ =
∂B
∂t
= aB − cBR = B(a− cR)
R˙ =
∂R
∂t
= −sR + pBR = R(−s+ pB)
(3.3)
beshrieben. Dieses Modell geht auf den italienishen Mathematiker Vito
Volterra (1860  1940) und den Mathematiker Alfred James Lotka (1880 
1949) zurük. (vgl. [51℄ S. 354).
Da das System von Dierenzialgleihungen niht geshlossen lösbar ist,
wird eine qualitative Analyse durhgeführt.
(vgl. [18℄ S. 239  243, [9℄ S. 192  200, [15℄ S. 188, 189, [29℄ S. 79  83
und [16℄ S. 528  532).
Die Fixpunkte des Dierenzialgleihungssystems werden ermittelt, indem
B˙ und R˙ null gesetzt werden. Aus
B(a− cR) = 0
R(−s + pB) = 0
ergibt sih zum einen ein Fixpunkt im Ursprung (B,R)1 = (0, 0) und ein
weiterer bei (B,R)2 =
(
s
p
, a
c
)
.
Zur Ermittlung der Stabilität der Fixpunkte ist das linearisierte System
der Dierenzialgleihungen notwendig. Dieses ist
x˙ =
(
a− cR −cB
pR −s + pB
)
x.
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Die Jaobi-Matrix ist
J(B,R) =
(
a− cR −cB
pR −s + pB
)
.
Wird der erste Fixpunkt (B,R)1 = (0, 0) in die Jaobi-Matrix eingesetzt, so
ergibt sih
J(0, 0) =
(
a 0
0 −s
)
.
Da es sih in diesem Fall um eine Dreieksmatrix handelt, können die Ei-
genwerte, die die Elemente der Hauptdiagonale sind, abgelesen werden. Die
Eigenwerte sind λ1 = a und λ2 = −s. Der Realteil von λ1 ist positiv und jener
von λ2 negativ. Daher ergibt sih nah Satz 3 dimE
S = 1 und dimEU = 1.
In diesem Fall handelt es sih um einen Sattelpunkt. Der Fixpunkt ist hyper-
bolish instabil. Wie in Abbildung 3.5 dargestellt, herrsht in der R-Ahse
(Ordinate) Stabilität. Die Bahnkurven werden vom Fixpunkt angezogen. An-
dererseits herrsht in der B-Ahse (Abszisse) Instabilität und die Bahnkurven
werden vom Fixpunkt abgestoÿen.
B
R
Abbildung 3.5: Phasenportrait des Fixpunkts (0, 0)
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Für den zweiten Fixpunkt (B,R)2 =
(
s
p
, a
c
)
ist die Jaobi-Matrix
J
(
s
p
,
a
c
)
=
(
0 − cs
p
ap
c
0
)
.
Bei der Bestimmung der Eigenwerte der Matrix müssen die Lösungen der
quadratishen Gleihung λ2 = −as ermittelt werden. Somit erhält man die
rein imaginären Eigenwerte λ1 = i
√
as und λ2 = −i√as. Über die Stabilität
des zweiten Fixpunkts kann zunähst nah Satz 2 und Satz 3 nihts ausgesagt
werden.
Deshalb erfolgt eine erste Analyse des Verlaufs der Lösungskurven. Dazu
wird nahstehende Denition der Trajektorien gegeben, die in Braunÿ, Junek
und Krainer (vgl. [9℄ S. 194) nahzulesen ist.
Denition 22. Sei x˙ = T (x) ein autonomes System von zwei Dierenzial-
gleihungen erster Ordnung. Alle Lösungskurven im Phasenraum, die durh
die Zuordnung t→ (x1(t), x2(t)) entstehen werden Phasenportrait des Sys-
tems genannt. Die Phasenkurven heiÿen Trajektorien oder Orbits.
Die Bestimmung der Trajektorien kann wie folgt beshrieben werden.
(vgl. [16℄ S. 531, 532, [3℄ S. 26, 27, [18℄ S. 241 und [21℄ S. 132).
Um den Verlauf der Lösungskurven zu analysieren werden die Isoklinen er-
mittelt. Unter Isoklinen versteht man Kurven gleiher Steigung k = T (x) der
Dierenzialgleihung x˙ = T (x). (vgl. [16℄ S. 57).
Aus der Lösung von B˙ = aB − cBR = 0 ergibt sih die erste Isokline
R = a
c
und die Lösung von R˙ = −sR + pBR = 0 führt zur zweiten Iso-
kline B = s
p
. Der Shnittpunkt der beiden Isoklinen ist der zweite Fixpunkt
(B,R)2 =
(
s
p
, a
c
)
. Der Denitionsbereih B,R ≥ 0 wird daher von den Iso-
klinen in vier Bereihe unterteilt. Wird am Punkt der Trajektorie mit dem
kleinsten Bestand an Prädatoren (R < a
c
) begonnen, so wähst die Beu-
tepopulation und aufgrund zunehmender Nahrungsvorräte auh die Anzahl
der Prädatoren. Im ersten Bereih nimmt also sowohl die Population der
Beutetiere B˙ > 0, als auh die Population der Prädatoren R˙ > 0 zu. Die Lö-
sungskurve bewegt sih gegen den Uhrzeigersinn, bis sie die Isokline R = a
c
shneidet. Die Population der Prädatoren wird übermähtig. Die Gröÿe der
Beutepopulation hat den maximalen Wert erreiht und bleibt konstant, wäh-
rend die Zahl der Prädatoren weiter zunimmt. Im zweiten Bereih nimmt so-
mit die Beutepopulation ab B˙ < 0 und die Prädatorenpopulation zu R˙ > 0.
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Untershreitet die Gröÿe der Beutepopulation den Shwellenwert B = s
p
, so
ist für die Prädatoren zu wenig Nahrung vorhanden und somit nimmt auh
ihre Populationsgröÿe ab. Im dritten Bereih nimmt also sowohl die Beute-
population B˙ < 0, als auh die Prädatorenpopulation R˙ < 0 ab. Sinkt die
Populationsgröÿe der Prädatoren unter den Shwellenwert von R = a
c
, so
kann sih die Beutepopulation, die ihr Minimum erreiht hat, wieder erho-
len. Im vierten Bereih nimmt die Gröÿe der Prädatorenpopulation weiter
ab R˙ < 0, während die Zahl der Beutetiere zunimmt B˙ > 0. Erreiht die
Population der Beutetiere den Shwellenwert B = s
p
, so ist genug Beute vor-
handen, um wieder ein Wahstum der Prädatorenpopulation zu ermöglihen
und der Zyklus beginnt von neuem.
B
R
ac
sp
Abbildung 3.6: Analyse der Lösungskurven im Lotka-Volterra-Modell
Wie die Lösungskurven tatsählih aussehen kann nah dieser ersten Ana-
lyse jedoh noh niht gesagt werden. So könnten sie sih spiralförmig dem
Fixpunkt nähern oder geshlossen sein, was eine periodishe Shwankung der
Populationsgröÿen bedeuten würde.
Zur weiteren Bestimmung wird die Lyapunov Funktion nah Hirsh, Sma-
le und Devaney (vgl. [18℄ S. 241, 242) durh die Methode der Trennung der
Variablen ermittelt. Sei L(B,R) die Lyapunov Funktion, so ist
L˙(B,R) =
∂L(B,R)
∂t
=
∂L(B,R)
∂B
∂B
∂t
+
∂L(B,R)
∂R
∂R
∂t
. (3.4)
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Werden
∂B
∂t
und
∂R
∂t
gemäÿ (3.3) ersetzt, erhält man
L˙(B,R) =
∂L(B,R)
∂B
B(a− cR) + ∂L(B,R)
∂R
R(−s + pB).
Wird L˙ = 0 gesetzt ergibt sih, dass
∂L(B,R)
∂B
B
−s + pB =
∂L(B,R)
∂R
R
−a + cR
konstant ist. Wird diese Konstante gleih 1 gesetzt, so folgt
∂L(B,R)
∂B
=
−s + pB
B
=
−s
B
+ p = p− s
B
, (3.5)
∂L(B,R)
∂R
=
−a + cR
R
=
−a
R
+ c = c− a
R
. (3.6)
Werden die Ergebnisse von (3.5) und (3.6) in die Lyapunov Funktion (3.4)
eingesetzt, erhält man
L˙(B,R) =
(
p− s
B
) ∂B
∂t
+
(
c− a
R
) ∂R
∂t
= p
∂B
∂t
− s
B
∂B
∂t
+ c
∂R
∂t
− a
R
∂R
∂t
.
Wird integriert, so ergibt sih die Lyapunov Funktion
L(B,R) = pB − s logB + cR− a logR mit B,R > 0.
Nah Denition 21 ist der Fixpunkt (B,R)2 =
(
s
p
, a
c
)
daher stabil.
Die graphishe Darstellung der Entwiklung der beiden Populationen
kann in einem Phasendiagramm und in einem Zeitdiagramm erfolgen. Beim
Phasendiagramm in Abbildung 3.7 ist die Gröÿe der Beutepopulation auf der
Abszisse und die Populationsgröÿe der Prädatoren auf der Ordinate aufge-
tragen. Die konstante Lyapunov Funktion
L(B,R) = pB − s logB + cR − a logR
beshreibt die Phasenkurven. Die Lösungskurven bewegen sih um den zwei-
ten Fixpunkt (B,R)2 =
(
s
p
, a
c
)
. Dieser bestimmt somit die durhshnittlihen
Gröÿen der beiden Populationen.
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B
R
Abbildung 3.7: Phasendiagramm des Lotka-Volterra-Modells
Für jede Ausgangspopulation der Beutetiere B(0) 6= 0 und der Prädato-
ren R(0) 6= 0 shwanken die beiden Populationsgröÿen zyklish und zeitlih
versetzt. Unabhängig von der Gröÿe der Ausgangspopulationen kommt es
weder zum Aussterben noh zu einem unbeshränkten Wahstum. (vgl. [18℄
S. 243).
Die Populationen der Prädatoren und der Beutetiere unterliegen periodishen
Änderungen. Es kommt zu einer ungedämpften Shwingung oder Oszillation.
Das in Abbildung 3.8 angeführte Zeitdiagramm zeigt die Entwiklung der
Prädatoren- und der Beutepopulation in Abhängigkeit von der Zeit t.
t
B, R
Abbildung 3.8: Zeitdiagramm des Lotka-Volterra-Modells
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In dem einfahen Lotka-Volterra-Modell wurde etwa der Einuss von in-
traspezisher Konkurrenz niht berüksihtigt. Diese Bedingung wird in
dem erweiterten Lotka-Volterra-Modell miteinbezogen. Das erweiterte Mo-
dell spiegelt die Wirklihkeit besser wider als das einfahe Modell.
3.3.2 Erweitertes Lotka-Volterra-Modell
Eine Erweiterung des Räuber-Beute-Modells erfolgt, indem der Aspekt der
intraspezishen Konkurrenz zum Beispiel in Form von Überweidung hinzu-
gefügt wird. (vgl. [18℄ S. 243  246).
Die Darstellung der intraspezishen Konkurrenz in dem Modell erfolgt
durh Subtraktion von Termen, die proportional zu B2 und R2 sind. Gemäÿ
dem Modell des logistishen Wahstums wird die Entwiklung der Beutepo-
pulation ohne Vorhandensein von Prädatoren durh die Gleihung
B˙ = aB − λB2
beshrieben. Die Population der Prädatoren wird unter dem Aspekt der in-
traspezishen Konkurrenz durh die Gleihung
R˙ = −sR− µR2,
falls B = 0 ist, dargestellt.
Das erweiterte Räuber-Beute-Modell unter Berüksihtigung des begrenz-
ten Wahstums der Populationen in Form der logistishen Gleihung wird
durh das autonome System
B˙ =
∂B
∂t
= B(a− cR − λB)
R˙ =
∂R
∂t
= R(−s + pB − µR)
beshrieben. Die Gröÿen a, c, p, s, λ und µ sind positiv und konstant. (vgl. [18℄
S. 243).
Die Fixpunkte des Dierenzialgleihungssystems werden ermittelt, indem
B˙ und R˙ null gesetzt werden. Aus
B(a− cR− λB) = 0
R(−s+ pB − µR) = 0
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ergeben sih die Fixpunkte (B,R)1 = (0, 0) im Ursprung, (B,R)2 =
(
a
λ
, 0
)
und (B,R)3 =
1
cp+λµ
(aµ+ cs, ap− sλ). Der Punkt (B,R) =
(
0,− s
µ
)
liegt
niht in der Denitionsmenge B,R ≥ 0 und wird deshalb niht behandelt.
Es wird wieder die Stabilität der Fixpunkte untersuht.
(vgl. [18℄ S. 243  246, [16℄ S. 567  568 und [15℄ S. 189  191).
Das linearisierte System ist
x˙ =
(
a− cR− 2λB −cB
pR −s+ pB − 2µR
)
x.
Für den ersten Fixpunkt (B,R)1 = (0, 0) ist die Jaobi-Matrix
J =
(
a 0
0 −s
)
.
In diesem Fall handelt es sih um eine Dreieksmatrix aus der die Eigenwerte
abgelesen werden können. Diese sind λ1 = a und λ2 = −s. Der Realteil
von λ1 ist positiv und der von λ2 negativ. Daher ergibt sih nah Satz 3
dimES = 1 und dimEU = 1. Es handelt sih, wie im Fall des einfahen
Lotka-Volterra-Modells um einen Sattelpunkt. Die graphishe Darstellung
ist in Abbildung 3.5 angeführt.
Für die Analyse der beiden anderen Fixpunkte werden zunähst die Iso-
klinen bestimmt. Sie ergeben sih, indem B˙ = 0 und R˙ = 0 gesetzt werden.
Somit ist
B˙ = 0⇒ a− cR− λB = 0 und
R˙ = 0⇒ −s+ pB − µR = 0.
Es wird nur der erste Quadrant behandelt, da gemäÿ dem Denitionsbe-
reih B,R ≥ 0 sind. Wie in Abbildung 3.9 und in Abbildung 3.10 dargestellt,
können zwei Fälle untershieden werden.
1. Fall: Der Shnittpunkt der Isoklinen liegt niht im ersten Quadranten.
2. Fall: Der Shnittpunkt der Isoklinen liegt im ersten Quadranten.
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B
R
spaΛ
Abbildung 3.9: Isoklinen mit Shnittpunkt auÿerhalb des ersten Quadranten
B
R
sp aΛ
Abbildung 3.10: Isoklinen mit Shnittpunkt im ersten Quadranten
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Betrahten wir zuerst den 1. Fall. Die Bestimmung der Stabilität des
zweiten Fixpunkts erfolgt durh Linearisierung. Für den zweiten Fixpunkt
(B,R)2 =
(
a
λ
, 0
)
ergibt sih die Jaobi-Matrix
J
(a
λ
, 0
)
=
(−a −c a
λ
0 −s+ p a
λ
)
.
Da die Matrix eine obere Dreiekmatrix ist, können die Eigenwerte λ1 = −a
und λ2 = −s + p aλ abgelesen werden. Der Realteil des Eigenwertes λ1 ist
negativ. Ob der Realteil des zweiten Eigenwertes positiv oder negativ ist,
muss wie folgt analysiert werden. Der Shnittpunkt der Isoklinen liegt niht
im ersten Quadranten. Werden die beiden Shnittpunkte der Isoklinen mit
der B-Ahse betrahtet, so zeigt sih, dass der zweite Fixpunkt (B,R)2 =(
a
λ
, 0
)
links von (B,R) =
(
s
p
, 0
)
liegt. Somit gilt
a
λ
<
s
p
.
Da die Variable p positiv ist, kann mit ihr multipliziert werden ohne die
Ungleihung zu ändern. Daraus folgt
a
λ
p < s
und somit ist
−s+ pa
λ
< 0.
Der Eigenwert λ2 = −s+p aλ ist negativ. Die Realteile der beiden Eigenwerte
sind reell negativ. Daher ergibt sih dimES = 2 und dimEU = 0. Der
Fixpunkt ist nah Denition 19 stabil und somit ein Attraktor.
Wie in Abbildung 3.11 dargestellt zeigt sih, dass alle Lösungskurven zu
dem zweiten Fixpunkt (B,R)2 =
(
a
λ
, 0
)
konvergieren. Für die beiden Popula-
tionen bedeutet diese Lösung, dass die Population der Prädatoren unabhän-
gig von der Gröÿe der Ausgangspopulation nah einiger Zeit ausstirbt. Der
Grund dafür ist, dass zu wenig Beutetiere vorhanden sind und die Prädatoren
daher niht ausreihend Nahrung haben. Die Gröÿe der Beutetierpopulati-
on stabilisiert sih langfristig bei der Kapazitätsgrenze B = a
λ
. Selbst die
Populationsgröÿe der Beutetiere an der Kapazitätsgrenze ist zu gering, um
ausreihend Nahrung für die Prädatoren darstellen zu können. Auf lange
Siht ist daher eine Koexistenz der beiden Populationen niht möglih.
(vgl. [16℄ S. 567 und [18℄ S. 244, 245).
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B
R
Abbildung 3.11: Phasenportrait des Fixpunkts
(
a
λ
, 0
)
Sei nun der Shnittpunkt der beiden Isoklinen im ersten Quadranten.
Durh einfahes Nahrehnen zeigt sih, dass in diesem Fall der Isoklinen-
shnittpunkt der bereits ermittelte dritte Fixpunkt
(B,R)3 =
1
cp+ λµ
(aµ+ cs, ap− sλ)
ist.
Durh Linearisierung ergibt sih für diesen Fixpunkt die Jaobi-Matrix
J(B,R)3 =
(−λB −cB
pR −µR
)
.
Bei der Bestimmung der Eigenvektoren der Matrix ist die quadratishe Glei-
hung x2 + (µR+ λB)x+ λµBR + cpBR = 0 zu lösen. Daraus folgt
x = −µR + λB
2
±
√
(µR− λB)2
4
− cpBR.
Der Wurzelausdruk kann nun abgeshätzt werden. Durh Weglassen des
Summanden −cpBR, der siher negativ ist, da die Faktoren c, p, B,R positiv
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sind, ergibt sih√
(µR− λB)2
4
− cpBR <
√
(µR− λB)2
4
=
|µR− λB|
2
.
Wird die Dreieksungleihung angewendet, so folgt
|µR− λB|
2
≤ µR + λB
2
.
Die Eigenwerte der Jaobi-Matrix sind daher entweder beide reell negativ
oder beide komplex mit negativem Realteil. Daraus ergibt sih nah Satz 3
dimES = 2 und dimEU = 0. Gemäÿ den Stabilitätskriterien in Denition 19
ist der Fixpunkt stabil und somit ein Attraktor. (vgl. [18℄ S. 245).
Die graphishe Darstellung des Phasenportraits des Fixpunkts (B,R)3 =
1
cp+λµ
(aµ+ cs, ap− sλ) ist in Abbildung 3.12 zu sehen.
R
B
Abbildung 3.12: Phasenportrait des Fixpunkts
1
cp+λµ
(aµ+ cs, ap− sλ)
Für die Populationen der Prädatoren und der Beutetiere ist eine Koexis-
tenz langfristig möglih. (vgl. [16℄ S. 567).
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3.4 SIR-Modell
In diesem Abshnitt wird ein weiteres Modell vorgestellt, das durh nihtli-
neare Dierenzialgleihungen beshrieben werden kann und dessen Stabilität
analysiert wird.
Das SIR-Modell, wobei SIR für Suseptible Infeted Reovered steht,
stammt aus dem Themenbereih der Epidemiologie. Gemäÿ der Denition
im Brokhaus ([32℄ S. 462) ist die Epidemiologie die Lehre von der statist.
Häugkeit und Verteilung von anstekenden Krankheiten (. . .) in der Bev.
i. w. S. auh von nihtinfektiösen Erkrankungen wie Diabetes, Herzinfarkt,
Krebs. Wesentl. Aspekte sind die Erforshung der Risikofaktoren innerhalb
bestimmter Bevölkerungsgruppen, der Ursahen, Übertragungswege, klimat.
und geomedizin. Voraussetzungen sowie der sozialen und volkswirtshatl. Fol-
gen.
Erstmals wurde das SIR-Modell von Kermak und MKendrik 1927
in [20℄ beshrieben. Durh die Untersuhung einer Pestepidemie in Mumbai
(früher Bombay) konnte das Modell von Kermak und MKendrik quanti-
tativ bestätigt werden. (vgl. [16℄ S. 562).
Dieses Modell von nihtlinearen Dierenzialgleihungen dient dazu, um
die Verbreitung von Infektionskrankheiten wie zum Beispiel Masern oder Ma-
laria darzustellen. An dieser Stelle sei erwähnt, dass Sir Ronald Ross (1857 
1932) die Krankheit Malaria erforshte und ihre Verbreitung mit einem von
ihm entwikelten mathematishen Modell beshrieb. 1902 erhielt er den No-
belpreis für Medizin für seine Arbeiten über den Nahweis, wie die Krankheit
in den menshlihen Organismus gelangt. (vgl. [13℄ S.183, 184).
Die Grundfrage, die mit dem SIR-Modell behandelt wird, ist, wie sih
eine Infektionskrankheit in einer Population entwikelt. Kann sih die Epi-
demie dauerhaft durhsetzen oder ist es möglih die Krankheit auszurotten?
Das SIR-Modell beshreibt die Verbreitung von Infektionskrankheiten, bei
denen es zur Immunitätsbildung kommt. Beispiele sind Masern, Mumps und
Poken. (vgl. [18℄ S. 235, 236).
Nahstehende Beshreibung des SIR-Modells ist nah Hirsh, Smale und
Devaney (vgl. [18℄ S. 235-237), Murray (vgl. [29℄ S. 319-325), Thieme (vgl. [42℄
S. 293  303) sowie Ellner und Gukenheimer (vgl. [13℄ S. 183  191).
Als Grundlage dieses Modells wird die Annahme getroen, dass die Grö-
ÿe der Gesamtpopulation konstant ist. Eine Infektion erfolgt durh Kontakt
eines inzierten Individuums mit einem niht Inzierten. Dabei wird ange-
nommen, dass es keine Inkubationszeit gibt und jedes Individuum der Po-
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pulation mit jedem anderen in Kontakt kommen kann. Diese Annahme wird
in dem Modell durh das Produkt SI dargestellt. Somit ist das Risiko einer
Infektion für alle gesunden Individuen einer Population ktiv gleih. Die ge-
samte Population wird in drei disjunkte Teile (S, I, R) gegliedert, die je eine
von der Zeit t abhängige Funktion darstellen.
• S . . . ist die Anzahl der gesunden Individuen (suseptible individuals),
die mit der Krankheit inziert werden können.
• I . . . beshreibt die Anzahl der inzierten Individuen (infeted popula-
tion), die die Infektion weiter verbreiten können.
• R . . . ist die Anzahl der genesenen und nun immunen Individuen einer
Population (reovered population).
Es sei S ≥ 0, I ≥ 0 und R ≥ 0.
Der Zusammenhang dieser drei Gruppen der Population kann durh
S → I → R
dargestellt werden.
Sei die Anzahl der Gesamtpopulation S + I +R konstant. Somit gilt
S˙ + I˙ + R˙ = 0.
Die Anstekung von gesunden Individuen ieÿt in das Modell in Form
der Infektionsrate e mit e > 0 und konstant ein. Diese ist proportional zu
der Anzahl der gesunden Individuen und zur Anzahl der Inzierten. Die
Heilung von Kranken wird durh die Genesungsrate g mit g > 0 und konstant
berüksihtigt.
Das SIR-Modell wird durh die drei Dierenzialgleihungen
S˙ =
∂S
∂t
= −eSI,
I˙ =
∂I
∂t
= eSI − gI,
R˙ =
∂R
∂t
= gI
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beshrieben.
Die Anfangsbedingungen sind
S(0) = S0 mit S0 > 0,
I(0) = I0 mit I0 > 0 und
R(0) = 0.
Dieses Modell dient dazu, um bei gegebenen e, a, S0 und I0 herauszu-
nden, ob die Krankheit sih ausbreitet, wie sih die Epidemie entwikelt
und wann die Anzahl der erkrankten Individuen in der Population wieder
abnimmt. (vgl. [29℄ S. 321).
Sind S(t) und I(t) gegeben, so kann R(t) berehnet werden. Somit ist es
ausreihend das zweidimensionale System
S˙ =
∂S
∂t
= −eSI
I˙ =
∂I
∂t
= eSI − gI
zu betrahten. Zur Ermittlung der Fixpunkte werden die beiden Gleihungen
null gesetzt. Aus
−eSI = 0 und
eSI − gI = 0
ergibt sih, dass für I = 0 die Gröÿe S beliebige Werte aus dem Denitions-
bereih annehmen kann. Alle Fixpunkte liegen daher auf der S-Ahse, der
Abszisse.
Das linearisierte System ist
x˙ =
(−eI −eS
eI eS − g
)
x.
Für jeden Wert S aus dem Denitionsbereih ergibt sih mit (S, 0) die
Jaobi-Matrix
J =
(
0 −eS
0 eS − g
)
.
Da die Matrix eine obere Dreieksmatrix ist, können die Eigenwerte abgelesen
werden. Sie sind λ1 = 0 und λ2 = eS − g. Falls 0 < S < ge ist, dann ist der
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Eigenwert λ2 negativ. Er ist positiv, falls S >
g
e
gilt. Da ein Eigenwert null
ist, kann nah Satz 2 und Satz 3 zunähst nihts über die Stabilität ausgesagt
werden.
Für eine erste Analyse werden die Isoklinen betrahtet. Aus
I˙ = eSI − gI = 0
folgt
eS = g
und es ergibt sih die Isokline
S =
g
e
.
Ist I > 0, dann gilt für die Anzahl der gesunden Individuen S:
1. Ist S > g
e
, so folgt dass die Zahl der Inzierten zunimmt I˙ > 0 ,
2. ist S = g
e
, so ist die Zahl der inzierten Personen auf einem konstanten
Niveau I˙ = 0,
3. und wenn S < g
e
ist, dann nimmt die Zahl der Inzierten ab I˙ < 0.
(vgl. [29℄ S. 320, 321).
Diese Analyse der Lösungskurven ist in Abbildung 3.13 graphish dargestellt.
Nah der ersten Analyse werden nun zur genaueren Betrahtung die Tra-
jektorien bestimmt. Die Trajektorien sind die Integralkurven der Dierenzi-
algleihungen
I˙
S˙
=
∂I
∂t
∂S
∂t
=
∂I
∂S
=
eSI − gI
−eSI = −1 +
g
eS
.
(vgl. [16℄ S. 561).
Durh die Methode der Trennung der Variablen folgt∫
1 dI = −
∫
1 dS +
g
e
∫
1
S
dS,
woraus sih
I(S) = −S + g
e
logS + C (3.7)
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S
I
ge
Abbildung 3.13: Analyse der Lösungskurven im SIR-Modell
S
I
Abbildung 3.14: Phasendiagramm des SIR-Modells
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ergibt. Dabei ist C eine Integrationskonstante. Die konstante Funktion (3.7)
beshreibt die Lösungskurven. Wie in Abbildung 3.14 dargestellt, wird durh
die Lösungskurven jeder Fixpunkt aus dem Intervall
g
e
< S < ∞ mit einem
Fixpunkt aus 0 < S < g
e
verbunden. (vgl. [18℄ S. 237).
Dies bedeutet für jede Ausgangspopulation S0 mit S0 <
g
e
, dass die An-
zahl der Inzierten abnimmt und die Krankheit rash vershwindet. Ist die
Ausgangspopulation S0 >
g
e
, so nimmt die Anzahl der gesunden Individuen
ab und die Anzahl der inzierten Individuen zu. Dies bedeutet, dass sih
die Krankheit zu einer Epidemie auswähst. Erst nah dem Erreihen des
Maximalwertes, der auf der Isokline S = g
e
liegt, wird die Epidemie wieder
abklingen. Nah Übershreiten dieses Shwellenwertes nimmt die Zahl der in-
zierten Individuen ab, bis I = 0 ist. Die Gefahr, die eine Epidemie mit sih
bringt, wird durh die Gröÿe
g
e
bestimmt. Je kleiner dieser Wert ist, desto
gröÿer ist die Gefahr einer Epidemie. (vgl. [16℄ S. 562).
Auh beim SIR-Modell gibt es ein erweitertes Modell, das an dieser Stel-
le kurz erwähnt wird. Im erweiterten SIRS-Modell wird die zusätzlihe An-
nahme getroen, dass die genesenen Individuen (R) wieder in die Klasse
der gesunden und somit für die Infektionskrankheit anfälligen Individuen (S)
zurükkehren. Dieses Modell wird zum Beshreiben von Infektionskrankhei-
ten wie Malaria oder Tuberkulose herangezogen. Nähere Informationen dazu
können in Hirsh, Smale und Devaney (vgl. [18℄ S. 238, 239) oder Heuser
(vgl. [16℄ S. 562, 563) nahgelesen werden.
Allgemein sind für die Beshreibung mathematisher Modelle in der Bio-
logie die Werke [29℄ und [30℄ von Murray zu empfehlen.
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Kapitel 4
Bifurkation
In diesem Kapitel wird die Änderung der Stabilität von Fixpunkten behan-
delt. Nah einer Erklärung des Begris Bifurkation erfolgt eine Beshreibung
vershiedener Arten von Bifurkationen. Eine davon ist die Periodenverdop-
pelung-Bifurkation, die einen Weg ins Chaos beshreibt. Anhand dieses
Beispiels wird am Ende des Kapitels Chaos nah Devaney deniert.
4.1 Einleitung
Bifurkation (lat. fura Gabel) bedeutet Gabelung. Der Name Bifurkati-
on tritt in vielen Bereihen auf. In der Anatomie wird durh Bifurkation
die Gabelung der Luftröhre in den rehten und linken Hauptbronhenast be-
shrieben. Die Gabelung von Flieÿgewässern in der Hydrologie stellt ebenfalls
eine Bifurkation dar. Im Bereih der Mathematik ist die Bifurkationstheorie
ein mathemat. Forshungsgebiet, in dem Gleihungen behandelt werden, de-
ren parameterabhängige Lösungen sih für bestimmte Werte der Parameter
verzweigen. ([31℄ S. 294).
Bifurkationen können in diskreten und kontinuierlihen dynamishen Sys-
temen auftreten. Deshalb werden zunähst diese beiden Fälle genauer be-
shrieben. Anshlieÿend werden die häugsten Arten von Bifurkationen, näm-
lih die Sattel-Knoten-Bifurkation, die Pithfork-Bifurkation, die transkribi-
she Bifurkation und die Periodenverdoppelung-Bifurkation dargestellt. Die
angeführten Bifurkationen werden jeweils anhand eines passend gewählten
Beispiels in einem diskreten oder kontinuierlihen dynamishen System be-
shrieben.
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4.1.1 Bifurkation in diskreten Systemen
In der Bifurkationstheorie diskreter dynamisher Systeme wird die Verän-
derung von Funktionen unter ändernden Parametern untersuht. Von dieser
Änderung ist oft die Struktur von periodishen Punkten betroen. (vgl. [12℄
S. 79).
Bei einer Bifurkation kann es auh zur Entstehung von neuen Fixpunkten
kommen. Nahstehende Proposition besagt, dass in diskreten dynamishen
Systemen neue Fixpunkte oder periodishe Punkte nur in der Nähe von Fix-
punkten oder periodishen Punkten, die niht hyperbolish sind, auftreten
können. Ebenso kann nur in so einer Situation ein Fixpunkt oder periodi-
sher Punkt zerstört werden. (vgl. [12℄ S. 85 und [18℄ S. 333).
Proposition 3. Eine Familie von stetig dierenzierbaren Funktionen, die
nur von dem Parameter λ abhängt, wird durh Tλ beshrieben. Weiters sei
(x, λ) 7→ Tλ(x) stetig dierenzierbar. Für den Fixpunkt x0 gelte Tλ0(x0) = x0
und T ′λ0(x0) 6= 1. Dann gibt es um x0 ein Intervall I und um λ0 ein Intervall
N , sowie eine stetig dierenzierbare Funktion f : N → I, sodass f(λ0) = x0
und Tλ(f(λ)) = f(λ) gilt. Im Intervall I hat die Familie von Funktionen Tλ
keine weiteren Fixpunkte.
Mithilfe des Satzes über die implizite Funktion kann die Proposition be-
wiesen werden. Der Beweis wird nah Devaney (vgl. [12℄ S. 86) und Hirsh,
Smale und Devaney (vgl. [18℄ S. 333) geführt.
Beweis. Deniere eine stetig dierenzierbare Funktion F (x, λ) := Tλ(x)− x.
Um den Satz über die implizite Funktion anwenden zu können, müssen zwei
Voraussetzungen nahgeprüft werden. Zum einen ist F (x0, λ0) = 0 und zum
anderen ist
∂F
∂x
(x0, λ0) invertierbar, da gilt
∂F
∂x
(x0, λ0) = T
′
λ0
(x0) − 1 6= 0.
Nah dem Satz über die implizite Funktion gibt es ein Intervall I um x0, ein
Intervall N um λ0 und eine stetige Funktion f : N → I mit f(λ0) = x0,
sodass gilt
F (x, λ) = 0⇔ x = f(λ).
Somit folgt
F (f(λ), λ) = Tλ(f(λ))− f(λ) = 0,
woraus sih Tλ(f(λ)) = f(λ) ergibt.
Wird T durh T n ersetzt, so gilt diese Proposition auh für periodishe
Punkte. (vgl. [12℄ S. 87).
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4.1.2 Bifurkation in kontinuierlihen Systemen
Nah Grüne und Junge (vgl. [15℄ S. 137) beshreibt eine Bifurkation die
Änderung von qualitativen Eigenshaften der Lösungen eines kontinuierlihen
dynamishen Systems, das von externen Parametern abhängt.
Systeme, bei denen Bifurkationen auftreten bezeihnet man als struktu-
rell instabil. Treten Bifurkationen beim Übergang von einem Fixpunkt zu
einem anderen auf, so werden sie statishe Bifurkationen genannt. Es kann
jedoh auh durh die Änderung eines Parameters zum Übergang von einem
Fixpunkt zu einem Grenzzyklus kommen. Von dynamishen Bifurkationen
spriht man, wenn sie beim Übergang von einem Grenzzyklus zu einem an-
deren Grenzzyklus auftreten. (vgl. [34℄ S. 71).
Es kann niht nur zwishen statishen und dynamishen, sondern auh
zwishen lokalen und globalen Bifurkationen untershieden werden. Lokale
Bifurkationen laufen nahe einzelner Orbits eines dynamishen Systems ab.
Betreen Bifurkationen sofort einen groÿen Teil des Phasenraums, so werden
sie globale Bifurkationen genannt. (vgl. [38℄ S. 115).
In weiterer Folge werden nur lokale und statishe Bifurkationen behandelt.
4.2 Sattel-Knoten-Bifurkation
Es werden zuerst ein Beispiel der Sattel-Knoten-Bifurkation in einem diskre-
ten und anshlieÿend zwei Beispiele in einem kontinuierlihen dynamishen
System dargestellt.
Sattel-Knoten-Bifurkation in diskreten Systemen
In diskreten Systemen wird die Sattel-Knoten-Bifurkation durh nahstehen-
de Proposition beshrieben. (vgl. [12℄ S. 87 und [52℄ S. 358  361).
Proposition 4. Sei (Tλ)λ eine Familie von Funktionen, sodass (x, λ) 7→
Tλ(x) zweimal stetig dierenzierbar ist. Weiters gelten
1. Tλ0(x0) = x0,
2. T ′λ0(x0) = 1,
3. T ′′λ0(x0) 6= 0 und
4.
∂Tλ
∂λ
|λ=λ0 6= 0.
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Dann gibt es ein Intervall I um x0 und eine zweimal stetig dierenzierbare
Funktion f : I → R, sodass gilt Tf(x)(x) = x, f(x0) = λ0, f ′(x0) = 0 und
f ′′(x0) 6= 0.
Der Beweis dieser Proposition ist in Devaney (vgl. [12℄ S. 88, 89) ange-
führt.
Ein Beispiel der Sattel-Knoten-Bifurkation ist nah Devaney (vgl. [12℄ S.
79, 80) durh die Familie der Exponentialfunktionen der Form
T (x) = λex, mit λ > 0
gegeben. Bifurkation tritt bei λ = 1
e
auf. Es können drei Fälle untershieden
werden.
1. Fall: λ > 1
e
Der Graph der Funktion und die Diagonale berühren einander niht.
Die Funktion T hat keinen Fixpunkt. Anshaulih folgt, dass bei Ite-
ration limn→∞ T n(x) =∞ für alle x gilt.
2. Fall: λ = 1
e
In diesem Fall berührt der Graph der Funktion die Diagonale. Die Funk-
tion hat an der Stelle 1 einen Fixpunkt, da T (1) = 1 gilt. Auf lange Siht
können zwei Fälle untershieden werden. Zum einen ist limn→∞ T n(x) =
1 für alle x < 1 und zum anderen ist limn→∞ T n(x) =∞ für alle x > 1.
3. Fall: 0 < λ < 1
e
Der Graph der Funktion und die Diagonale shneiden einander in zwei
Punkten. Diese sind a mit T ′(a) < 1 und b mit T ′(b) > 1. Da T (a) = a
und T (b) = b gilt, hat die Funktion T in diesem Fall zwei Fixpunkte.
Diese sind sozusagen neu entstanden. Ist x < b, so wird die langfristige
Entwiklung durh limn→∞ T n(x) = a beshrieben. Ist im anderen Fall
x > b, so folgt langfristig limn→∞ T n(x) =∞.
Das beshriebene Beispiel einer Sattel-Knoten-Bifurkation ist in den Bi-
furkationsdiagrammen in den Abbildungen 4.1, 4.2 und 4.3 dargestellt. Der
Parameter λ ist auf der Abszisse und die Werte der periodishen Punkte x
sind auf der Ordinate aufgetragen.
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Abbildung 4.1: Sattel-Knoten-Bifurkation λex mit λ > 1
e
1
Λ
1
x
Abbildung 4.2: Sattel-Knoten-Bifurkation λex mit λ = 1
e
Λ
x
a b
Abbildung 4.3: Sattel-Knoten-Bifurkation λex mit 0 < λ < 1
e
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Sattel-Knoten-Bifurkation in kontinuierlihen Systemen
Die Sattel-Knoten-Bifurkation in einem kontinuierlihen dynamishen Sys-
tem wird nah Hirsh, Smale und Devaney (vgl. [18℄ S. 177) und Wiggins
(vgl. [52℄ S. 279) durh nahstehende Proposition beshrieben.
Proposition 5. Sei x˙ = Tµ(x) eine Dierenzialgleihung erster Ordnung,
wobei (x, µ) 7→ Tµ(x) zweimal stetig dierenzierbar ist. Falls gilt
1. Tµ0(x0) = 0,
2. T ′µ0(x0) = 0,
3. T ′′µ0(x0) 6= 0 und
4.
∂Tµ0
∂µ
(x0) 6= 0,
dann tritt bei µ = µ0 eine Sattel-Knoten-Bifurkation auf.
Der Beweis dieser Proposition ist in Hirsh, Smale und Devaney (vgl. [18℄
S. 177, 178) nahzulesen.
Eine Sattel-Knoten-Bifurkation ist zum Beispiel durh die Dierenzial-
gleihung
x˙ = T (x) = µ− x2
mit x, µ ∈ R gegeben.
(vgl. [34℄ S. 80  84, [15℄ S. 138  141 und [52℄ S. 255, 256).
Die Fixpunkte sind x1 =
√
µ und x2 = −√µ für µ > 0. Ist µ = 0 erhält man
den Fixpunkt x0 = 0 und falls µ < 0 ist, so gibt es keine Fixpunkte.
Zusammengefasst können drei Fälle untershieden werden. Diese sind
1. Fall: µ < 0
Die Funktion T (x) enthält keine Fixpunkte.
2. Fall: µ = 0
Der Fixpunkt x0 = 0 ist der einzige Fixpunkt der Funktion. Er wird
Bifurkationspunkt genannt.
3. Fall: µ > 0
Die Funktion hat die beiden Fixpunkte x1 =
√
µ und x2 = −√µ.
Um die Stabilität der Fixpunkte zu analysieren, wird T ′(x) = −2x
bestimmt. Bei x1 =
√
µ ergibt sih T ′(
√
µ) = −2√µ. Da T ′ < 0 ist, ist
der Fixpunkt stabil. Für x2 = −√µ erhält man T ′(−√µ) = 2√µ > 0.
Somit ist dieser Fixpunkt instabil.
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In Abbildung 4.4 ist ein Beispiel der Sattel-Knoten-Bifurkation darge-
stellt. Auf der Abszisse ist der Parameter µ und auf der Ordinate sind die
Fixpunkte x aufgetragen. Der Bereih der stabilen Fixpunkte ist durh ei-
ne durhgehende Linie und der Bereih der instabilen Fixpunkte durh eine
strihlierte Linie dargestellt.
Μ
x
Abbildung 4.4: Sattel-Knoten-Bifurkation von x˙ = µ− x2
Warum diese Art der Verzweigung Sattel-Knoten-Bifurkation heiÿt, ist
anhand des nahstehenden Beispiels ersihtlih.
(vgl. dazu [18℄ S. 179, 180 und [15℄ S. 140).
In der Ebene R2 wird das System von Dierenzialgleihungen
x˙ = x2 − µ
y˙ = −y
betrahtet. Wieder können drei Fälle untershieden werden. Diese sind
1. Fall: µ < 0
In diesem Fall besitzt das System keinen Fixpunkt.
2. Fall: µ = 0
Das System hat einen Fixpunkt. Dieser ist x0 = 0.
3. Fall: µ > 0
In diesem Fall gibt es zwei Fixpunkte, nämlih x1 =
√
µ und x2 = −√µ.
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Das linearisierte System ist
x˙ =
(
2x 0
0 −1
)
x.
Für den Fixpunkt x1 ist die Jaobi-Matrix
J(x1) =
(
2
√
µ 0
0 −1
)
.
Da die Matrix eine Dreieksmatrix ist, können die Eigenwerte λ1 = 2
√
µ
und λ2 = −1 abgelesen werden. Der Realteil von λ1 ist positiv und der
Realteil von λ2 negativ. Daher ergibt sih nah Satz 3 dimE
S = 1 und
dimEU = 1. Der Fixpunkt ist ein Sattelpunkt.
Wird der zweite Fixpunkt x2 eingesetzt, ergibt sih die Jaobi-Matrix
J(x2) =
(−2√µ 0
0 −1
)
mit den Eigenwerten λ1 = −2√µ und λ2 = −1. Da die Realteile beider
Eigenwerte negativ sind, ist dimES = 2 und dimEU = 0. Der stabile
Fixpunkt wird Attraktor oder wie in einigen Werken (vgl. [15℄ S. 140)
auh Knoten genannt. Da einer der auftretenden Fixpunkte ein Sattel
und der andere ein Knoten ist, wird diese Art der Bifurkation Sattel-
Knoten-Bifurkation genannt.
Sattel-Knoten-Bifurkationen können auh für höherdimensionale Systeme auf
Rn verallgemeinert werden. Nähere Information dazu kann zum Beispiel in
Plashko und Brod (vgl. [34℄ S. 81  84) nahgelesen werden.
4.3 Pithfork-Bifurkation
Die nahfolgend beshriebene Bifurkation, die anhand von einem Beispiel in
kontinuierlihen dynamishen Systemen veranshauliht wird, wird Pithfork-
Bifurkation oder Heugabel-Bifurkation genannt.
Eine Pithfork-Bifurkation wird durh die Dierenzialgleihung
x˙ = T (x) = µx− x3
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beshrieben.
(vgl. [15℄ S. 141, 142, [34℄ S. 85, 86, [18℄ S. 178, 179 und [52℄ S. 257, 258).
Wird µx− x3 = 0 gesetzt, so erhält man die Fixpunkte x0 = 0 für alle µ
sowie x1 =
√
µ und x2 = −√µ für alle µ > 0. Es werden somit folgende zwei
Fälle untershieden
1. Fall: µ ≤ 0
Der Fixpunkt ist x0 = 0. Die Stabilität kann durh
∂T
∂x
(x, µ) = µ− 3x2
analysiert werden. Da
∂T
∂x
(x0, µ) = µ ist, ergibt sih für µ < 0, dass
∂T
∂x
(x0, µ) < 0 ist. Bei µ = 0 ist x˙ = −x3 und ∂T∂x (x, µ) = −3x2 < 0.
Somit ist der Fixpunkt x0 = 0 stabil.
2. Fall: µ > 0
In diesem Fall treten die drei Fixpunkte x0 = 0, x1 =
√
µ und x2 =
−√µ auf. Es wird ∂T
∂x
(x, µ) = µ − 3x2 zur Stabilitätsanalyse herange-
zogen. Im Fall des ersten Fixpunkts ist
∂T
∂x
(x0, µ) = µ positiv. Der
Fixpunkt x0 = 0 ist daher instabil. Die beiden anderen Fixpunk-
te x1 und x2 sind stabil, da
∂T
∂x
(x1, µ) = µ − 3µ = −2µ < 0 und
∂T
∂x
(x2, µ) = µ− 3µ = −2µ < 0 sind.
Der Fixpunkt x0 = 0 verliert seine Stabilität bei µ = 0 an die beiden
anderen Fixpunkte. (vgl. [15℄ S. 141, 142).
x
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Abbildung 4.5: Pithfork-Bifurkation
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Die Pithfork-Bifurkation ist in Abbildung 4.5 dargestellt. Das Ausse-
hen der Grak erklärt den Namen Pithfork-Bifurkation oder Heugabel-
Bifurkation.
4.4 Transkribishe Bifurkation
Die transkribishe Bifurkation wird anhand eines Beispiels in einem kontinu-
ierlihen dynamishen System beshrieben. Diese Bifurkation ist durh die
Dierenzialgleihung
x˙ = T (x) = µx− x2
gegeben.
(vgl. [34℄ S. 80, 84, 85, [52℄ S. 256, 257 und [44℄ S. 183, 184).
Wird x˙ = 0 gesetzt, so ergeben sih die Fixpunkte x1 = 0 und x2 = µ. Bei
der Analyse der Stabilität der Fixpunkte wird
∂T
∂x
(x) = µ− 2x ermittelt. Es
können drei Fälle untershieden werden.
1. Fall: µ < 0
Da
∂T
∂x
(x1) = µ < 0 ist, ist der Fixpunkt x1 = 0 stabil. Andererseits ist
∂T
∂x
(x2) = µ−2µ = −µ > 0 und somit ist der Fixpunkt x2 = µ instabil.
2. Fall: µ = 0
Bei µ = 0 und x = 0 tritt Bifurkation auf. In diesem Fall ist der
Fixpunkt stabil. Der Punkt (0, 0) wird Bifurkationspunkt genannt.
3. Fall: µ > 0
Es ist
∂T
∂x
(x1) = µ > 0. Der Fixpunkt x1 = 0 ist instabil. Da
∂T
∂x
(x2) =
−µ < 0 gilt, ist der Fixpunkt x2 = µ stabil.
Bei der transkribishen Bifurkation ändert sih die Stabilität der beiden Fix-
punkte am Bifurkationspunkt. Abbildung 4.6 zeigt die transkribishe Bifur-
kation. Stabile Fixpunkte sind durh eine durhgehende und instabile durh
eine strihlierte Linie dargestellt.
Die transkribishe Bifurkation kann für höherdimensionale Systeme auf
Rn verallgemeinert werden. In Plashko und Brod (vgl. [34℄ S. 84, 85) kann
darüber nahgelesen werden.
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Abbildung 4.6: Transkribishe Bifurkation
4.5 Periodenverdoppelung-Bifurkation
Die Periodenverdoppelung-Bifurkation tritt nur in diskreten dynamishen
Systemen auf. Nahstehende Proposition beshreibt diese Bifurkation.
(vgl. [12℄ S. 89 und [52℄ S. 371  374).
Proposition 6. Es sei (Tλ)λ eine Familie von Funktionen, für die (x, λ) 7→
Tλ(x) dreimal stetig dierenzierbar ist. Weiters gelte
1. Tλ(x0) = x0 für alle Parameter λ in einem Intervall um λ0,
2. T ′λ0(x0) = −1,
3. T ′′′λ0(x0) 6= 0 und
4.
∂(T 2
λ
)′
∂λ
(x0) 6= 0.
Dann gibt es eine stetig dierenzierbare Funktion f : I → R und ein Intervall
I um x0, sodass Tf(x)(x) 6= x und T 2f(x)(x) = x gelten.
Der Beweis dieser Proposition kann in Devaney (vgl. [12℄ S. 90, 91) nah-
gelesen werden.
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Die Periodenverdoppelung-Bifurkation wird anhand eines Anwendungs-
beispiels aus der Populationsbiologie beshrieben.
(vgl. [11℄ S. 30, 45, [12℄ S. 31  36, [44℄ S. 213  217 und [23℄ S. 13 20).
Die Funktion T : [0, 1]→ [0, 1] mit
T (x) = ax(1− x) (4.1)
beshreibt das logistishe Wahstum. Dieses Beispiel wird herangezogen um
Bifurkation, genauer Periodenverdoppelung zu beshreiben.
Das Maximum von (4.1) wird bestimmt, indem die Ableitung null gesetzt
wird. Somit folgt
T ′(x) = a(1− 2x) = 0 =⇒ x = 1
2
.
Dies bedeutet, dass bei x = 1
2
die Geshwindigkeit mit der die Population
wähst am gröÿten ist. Aus T
(
1
2
)
= a
4
und den Randwerten T (0) = T (1) = 0
ergibt sih, dass a zwishen 0 und 4 liegt, also a ∈ [0, 4].
Je nahdem wie groÿ a ist können drei Fälle untershieden werden.
1. Fall 0 ≤ a ≤ 1: limn→∞ T n(x) = 0, ∀x ∈ [0, 1]
Der Ursprung ist der einzige periodishe Punkt. Bei beliebigem Start-
wert konvergiert die Funktion gegen den Fixpunkt (0, 0). Dies ist in
Abbildung 4.7 für die Startwerte
1
3
und
7
9
der logistishen Funktion
T (x) = 4
5
x(1− x) dargestellt.
Für eine Population bedeutet dieser Fall, dass die gesamte Population
langfristig ausstirbt, unabhängig davon wie groÿ die Ausgangspopula-
tion war.
Im Besonderen wird auf den Fall a = 1 hingewiesen, da hier die erste
Bifurkation stattndet. Der anziehende Fixpunkt (Attraktor) x = 0
wird bei a = 1 zu einem neutralen Fixpunkt und mit steigendem a zu
einem abstoÿenden (Repellor). Es entsteht ein neuer Fixpunkt, der im
nähsten Fall dargestellt ist.
2. Fall 1 < a ≤ 3: limn→∞ T n(x) = 1− 1a , ∀x ∈ (0, 1)
Die Funktion T besitzt einen einzigen periodishen Punkt, nämlih den
stabilen Fixpunkt 1− 1
a
. Dieser kann berehnet werden, indem die Glei-
hung T (x)− x = 0 gelöst wird. Graphish erhält man die Lösung als
Shnittpunkt des Graphen mit der Diagonale. Langfristig stabilisiert
sih die Populationsgröÿe auf den Wert 1− 1
a
.
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Abbildung 4.7: Graph der logistishen Funktion T (x) = 4
5
x(1− x)
Ein konkretes Beispiel für a = 5
2
ist in Abbildung 4.8 dargestellt. Der
Orbit (eine exakte Denition folgt in Denition 30) von
1
3
konvergiert
gegen den Fixpunkt
3
5
. Bei a = 3 tritt die nähste Bifurkation auf. Der
anziehende Fixpunkt 1− 1
a
wird abstoÿend und es entstehen anziehende
periodishe Punkte. Der Punkt 3 wird Bifurkationspunkt genannt.
3. Fall a > 3: Wird a etwas gröÿer als 3, so wird aus dem stabilen Fixpunkt
1− 1
a
ein instabiler. Es entsteht ein periodisher Punkt der Periode 2,
der wieder stabil ist. Dies bedeutet, dass es ein x1 und ein x2 aus dem
Intervall (0, 1)mit x1 6= x2 gibt, sodass T (x1) = x2 und T (x2) = x1 gilt.
Somit sind x1 und x2 periodishe Punkte der Periode 2, da T
2(x1) = x1
und T 2(x2) = x2 gilt.
Mit wahsendem a wird der Orbit der Periode 2 instabil und es ent-
steht ein stabiler Orbit der Periode 4. Wird a gröÿer, so wird auh
dieser instabil und es entsteht ein stabiler Orbit der Periode 8. Wird
das beshriebene Szenario fortgeführt, entstehen periodishe Punkte
der Länge 2, 4, 8, 16, 32, . . . , 2n, . . ., wobei n ∈ N0 ist. Zusammenfassend
wird mit wahsendem a die Dynamik von T zunehmend komplizierter.
Dies ist in Abbildung 4.9 für a = 3, 1, Abbildung 4.10 für a = 3, 2, Ab-
bildung 4.11 für a = 3, 8 und Abbildung 4.12 für a = 3, 999 dargestellt.
Der Startwert ist jeweils
1
3
.
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Abbildung 4.8: Graph der logistishen Funktion T (x) = 5
2
x(1− x)
Für a = 4 besteht totales Chaos. T (x) = 4x(1−x) ist auf dem Intervall
I = [0, 1] haotish. Das bedeutet unter anderem, dass geringfügige Ände-
rungen der Gröÿe der Ausgangspopulation zu einer beliebig groÿen Änderung
der Populationsdihte führen. Eine Detailvorhersage ist niht mehr möglih.
Zusammenfassend kann festgehalten werden welhe Eigenshaften Chaos
hat.
Um Chaos zu beshreiben ist es notwendig vorab zwei Denitionen nah
Devaney (vgl. [12℄ S. 49) anzuführen.
Denition 23. Seien U und V oene Mengen, sodass U, V ⊆ X gilt. Die
Abbildung T : X → X wird topologish transitiv genannt, falls für U und
V ein k > 0 existiert, sodass
T k(U) ∩ V 6= ∅
ist.
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1
3
1
1
Abbildung 4.9: Graph der logistishen Funktion T (x) = 3, 1 x(1− x)
1
3
1
1
Abbildung 4.10: Graph der logistishen Funktion T (x) = 3, 2 x(1− x)
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1
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1
Abbildung 4.11: Graph der logistishen Funktion T (x) = 3, 8 x(1− x)
1
3
1
1
Abbildung 4.12: Graph der logistishen Funktion T (x) = 3, 999 x(1− x)
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Denition 24. Die Abbildung T : X → X weist starke Abhängigkeit
von den Anfangsbedingungen auf, falls es ein ε > 0 gibt, sodass für alle
x ∈ X und für jede δ-Umgebung U von x mit δ > 0 ein y ∈ U existiert und
für ein n ∈ N
|T n(y)− T n(x)| > ε
gilt.
Nun wird nah Devaney (vgl. [12℄ S. 50) beshrieben welhe Eigenshaften
Chaos hat.
• Es gilt die bereits beshriebene Eigenshaft der starken Abhängigkeit
von den Anfangsbedingungen. Dies bedeutet, dass es ein ε0 > 0 gibt,
sodass es für alle x ∈ [0, 1] und alle δ > 0 ein y ∈ [0, 1] mit |y − x| < δ
und ein n ∈ N gibt, sodass |T n(y) − T n(x)| > ε0 gilt. Ein haotishes
dynamishes System ist aufgrund der starken Abhängigkeit von den
Anfangsbedingungen unvorhersagbar und unberehenbar.
• Die periodishen Punkte in [0, 1] liegen diht. Das bedeutet, dass es für
alle x ∈ [0, 1] und alle δ > 0 ein y ∈ [0, 1] mit |y−x| < δ und ein n ∈ N
gibt, sodass T n(y) = y gilt. Inmitten des haotishen Verhaltens gibt
es ein Element der Ordnung, nämlih dass die periodishen Punkte in
der Menge diht liegen.
• Die dritte Eigenshaften, mit der Chaos beshrieben werden kann,
wird topologish transitiv genannt. Damit ist gemeint, dass es ein x ∈
[0, 1] gibt, sodass für alle y ∈ [0, 1] es eine streng monoton wahsende
Folge (nk)k∈N mit limk→∞ T nk(x) = y gibt. Dabei ist ω(x) = [0, 1] die
ω-Limes Menge von x, also ω(x) := {y ∈ X : ∃(nk)k∈N ∈ N, (nk)k∈N
ist streng monoton wahsend und limk→∞ T nk(x) = y} (siehe auh
Denition 33). Diese Eigenshaft besagt, dass die Menge unzerlegbar
ist. Sie kann niht in zwei invariante, oene Teilmengen zerfallen, die
unter Anwendung der Abbildung T niht aufeinander wirken.
Zusammenfassend kann der Begri Chaos in dynamishen Systemen
nah Devaney (vgl. [12℄ S. 50) wie folgt deniert werden. Man nennt diese
Eigenshaft Chaos nah Devaney.
Denition 25. Sei X eine Menge. Dann ist die Abbildung T : X → X
haotish, falls folgende drei Eigenshaften erfüllt sind.
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1. T hat die Eigenshaft der starken Abhängigkeit von den Anfangsbedin-
gungen.
2. Die periodishen Punkte liegen diht in X.
3. T ist topologish transitiv.
Kapitel 5
Diskrete dynamishe Systeme
Ein weiteres Beispiel, das einen Weg ins Chaos zeigt, soll die folgenden
Inhalte dieses Kapitels motivieren. Ziel ist es Chaos mathematish zu be-
shreiben. Ein Maÿ dafür, wie haotish ein diskretes dynamishes System
ist, ist die topologishe Entropie. Neben der topologishen Entropie werden
die maÿtheoretishe Entropie und der topologishe Druk deniert. Die Ana-
lyse der Stabilität der topologishen Entropie auf stükweisen monotonen
Abbildungen bildet den Abshluss des Kapitels.
Zahlreihe Sätze, die in diesem Kapitel angeführt sind, wurden erst in
den letzten Jahrzehnten formuliert und bewiesen.
5.1 Denitionen
Denition 26. Liegt jeder Punkt aus der Menge M mindestens in einer
Menge Uj , so wird das Mengensystem (Uj)j∈J aus oenen Mengen oene
Überdekung genannt.
Diese Denition kann in Reitmann (vgl. [38℄ S. 227) nahgelesen werden.
Denition 27. Sei (M, d) ein metrisher Raum und die Menge C ⊆M . Falls
es für jede Familie (Uj)j∈J von oenen Mengen mit C ⊆
⋃
j∈J Uj eine endlihe
Teilmenge J0 ⊆ J mit C ⊆
⋃
j∈J0 Uj gibt, wird C kompakt genannt.
Bemerkung 3. Eine Menge C heiÿt somit kompakt, falls aus jeder oe-
nen Überdekung der Menge eine endlihe Teilüberdekung ausgewählt werden
kann.
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Für die Denition von kompakt siehe Bruks und Bruin (vgl. [10℄ S. 5)
oder Arnold (vgl. [3℄ S. 100).
Denition 28. Sei (M, d) ein metrisher Raum und A ⊆M . Dann heiÿt A
zusammenhängend, falls es keine oenen Mengen V1 und V2 mit
1. A ∩ V1 6= ∅,
2. A ∩ V2 6= ∅,
3. V1 ∩ V2 = ∅ und
4. A ⊆ V1 ∪ V2
gibt.
Bemerkung 4. Zusammenfassend kann festgehalten werden, dass A genau
dann zusammenhängend ist, wenn ∅ und A die einzigen Teilmengen von A
sind, die gleihzeitig oen und abgeshlossen sind.
Denition 29. Sei X ein kompakter metrisher Raum und T : X → X eine
stetige Abbildung. Dann nennt man (X, T ) ein diskretes topologishes
dynamishes System.
Diese Denition ist nah Alsedà, Llibre und Misiurewiz (vgl. [2℄ S. 187).
Für alle x ∈ X wird T 0(x) = x = id(x), T 1(x) = T (x) und für n ∈ N mit
n > 1 wird T n(x) = (T ◦ T n−1)(x) gesetzt.
Die folgende Denition ist nah Devaney (vgl. [12℄ S. 17).
Denition 30. Für x ∈ X bezeihnet die Folge (T n(x))n∈N0 den Orbit von
x unter T .
Der Orbit kann folgenderweise vorgestellt werden. Zur Zeit 0 ist man im
Zustand x, zur Zeit 1 im Zustand T (x), zur Zeit 2 im Zustand T 2(x), . . ., zur
Zeit n im Zustand T n(x), . . . .
Denition 31. Das n-tupel (x, T (x), T 2(x), . . . , T n−1(x)) wird der Orbit
der Länge n von x unter T genannt.
Das System wird also nur zu den Zeitpunkten 0, 1, 2, . . . , n−1 betrahtet.
In Walters (vgl. [46℄ S. 122) und Devaney (vgl. [12℄ S. 18) kann die nah-
stehende Denition nahgelesen werden.
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Denition 32. Ein Punkt x ∈ X heiÿt periodish, falls es ein n ∈ N mit
T n(x) = x gibt. Das kleinste nmit dieser Eigenshaft nennt man diePeriode
von x.
Bemerkung 5. Ein Punkt der Periode 1 ist ein Fixpunkt. Fixpunkte erfüllen
daher T (x) = x.
Denition 33. Sei (X, T ) ein dynamishes System und x ∈ X. Dann heiÿt
die Menge der Häufungspunkte von T n(x) der ω-Limes von x unter T . Es
ist also
ω(x) := {y ∈ X : ∃(nk)k∈N monoton steigend mit lim
k→∞
T nk(x) = y}.
Für diese Denition siehe Walters (vgl. [46℄ S. 123) sowie Bruks und
Bruin (vgl. [10℄ S. 25).
Wird in diesem Kapitel der Logarithmus verwendet, so ist der Logarith-
mus zur Basis e gemeint. Alle Denitionen und Sätze behalten ihre Gültigkeit,
falls der Logarithmus zu einer anderen Basis gewählt wird.
5.2 Das Newtonverfahren
Neben der Funktion, die das logistishe Wahstum beshreibt (siehe Ab-
shnitt 2.3.2 und Abshnitt 4.5), ist das Newtonverfahren ein weiteres Bei-
spiel für ein diskretes dynamishes System mit auftretendem Chaos.
Um die Nullstellen von Funktionen ersten und zweiten Grades zu nden,
gibt es sehr einfahe Lösungsmethoden. Für Polynomfunktionen dritten und
vierten Grades gibt es komplizierte Mehrshrittverfahren um die Nullstellen
zu berehnen. Ab Polynomfunktionen fünften Grades können keine einfahen
geshlossenen Lösungsformeln erwartet werden. (vgl. [5℄ S. 79).
Zum Bestimmen der Nullstellen einer Funktion f höheren Grades dient zum
Beispiel das Newtonverfahren. Es ist ein Näherungsverfahren.
Allgemein sind Näherungsverfahren Iterationsverfahren, bei denen aus-
gehend von einem Startwert mithilfe einer Iterationsfunktion T weitere Nä-
herungswerte x1, x2, . . . für die Nullstelle x0 berehnet werden. Dabei ist in
einer Umgebung U der Nullstelle der Grenzwert der Folge der Näherungswer-
te, die man durh die Iterationsfunktion erhält, die gesuhte Nullstelle x0.
(vgl. [14℄ S. 289, 290).
Dies ist in den beiden folgenden Sätzen formuliert.
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Satz 4. Sei T : (a, b) → R eine stetig dierenzierbare Funktion, x0 ∈ (a, b)
erfülle T (x0) = x0 und |T ′(x0)| < 1. Dann gibt es ein oenes Intervall U ⊆
(a, b) mit x0 ∈ U , sodass limn→∞ T n(x) = x0 für alle x ∈ U gilt.
Beweis. Es gibt ein oenes Intervall U = (x0 − r, x0 + r) mit U ⊆ (a, b),
x0 ∈ U und es gibt ein q < 1 mit |T ′| ≤ q für alle x ∈ U . Nah dem
Mittelwertsatz gilt |T (x)− T (y)| ≤ q|x− y| für alle x, y ∈ U . Für x ∈ U gilt
|T (x)− x0| = |T (x)− T (x0)| ≤ q|x− x0|. Da q < 1 ist und |x− x0| ≤ r ist,
folgt
|T (x)− x0| = |T (x)− T (x0)| ≤ q|x− x0| ≤ r.
Somit gilt T (x) ∈ [x0 − r, x0 + r] = U . Daher ist T eine Kontraktion (siehe
dazu Denition 7) auf dem vollständigen metrishen Raum U . Nah dem
Banah'shen Fixpunktsatz (siehe Satz 1) gilt für alle x ∈ U und somit für
alle x ∈ U , dass limn→∞ T n(x) = x0 ist.
Nahstehender Satz besagt, dass das Newtonverfahren gegen eine Null-
stelle konvergiert, falls genügend nahe an der Nullstelle gestartet wird.
Satz 5 (Newtonverfahren). Sei f : (a, b) → R eine zweimal stetig dieren-
zierbare Funktion und x0 ∈ (a, b) erfülle f(x0) = 0 und f ′(x0) 6= 0. Dann
gibt es ein oenes Intervall U ⊆ (a, b) mit x0 ∈ U . Sei die Abbildung T
durh T (x) := x − f(x)
f ′(x)
deniert. Für alle x ∈ U erfüllt die durh x1 := x,
x2 := T
1(x) = x1 − f(x1)f ′(x1) , . . ., xn := T n−1(x) = xn−1 −
f(xn−1)
f ′(xn−1)
für n > 1
denierte Folge, dass ihr Grenzwert limn→∞ xn = x0 ist.
Beweis. Es gibt ein oenes Intervall (a0, b0) ⊆ (a, b) mit x0 ∈ (a0, b0), sodass
f ′(x) 6= 0 für alle x ∈ (a0, b0) gilt, weil f ′ stetig in x0 und f ′(x0) 6= 0 ist. Für
x ∈ (a0, b0) sei die Abbildung T durh T (x) = x − f(x)f ′(x) deniert. Dann ist
T ′(x) = 1− f ′(x)f ′(x)−f(x)f ′′(x)
f ′(x)2
= f(x)f
′′(x)
f ′(x)2
stetig, da f , f ′ und f ′′ stetig sind und
f ′(x) 6= 0 für alle x ∈ (a0, b0) ist. Es gilt T (x0) = x0− f(x0)f ′(x0) = x0− 0f ′(x0) = x0
und T ′(x0) =
f(x0)f ′′(x0)
f ′(x0)2
= 0, also |T ′(x0)| = 0 < 1. Daher gibt es nah Satz 4
ein oenes Intervall U mit x0 ∈ U und limn→∞ T n(x) = x0 für alle x ∈ U .
Für x ∈ U ist x1 = x = T 0(x) und T n−1(x) = T (T n−2(x)) = T (xn−1) =
xn−1 − f(xn−1)f ′(xn−1) = xn.
Das Newtonverfahren konvergiert aber im Allgemeinen niht für jeden
Startwert, wie nahstehendes Gegenbeispiel zeigt.
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Beispiel 6. Das Newtonverfahren wird für die Funktion f(x) = x3− 3x mit
dem Startwert
2
√
3
5
durhgeführt.
T (x) = x− f(x)
f ′(x)
= x− x
3 − 3x
3x2 − 3 = x−
1
3
x3 − x− 2x
x2 − 1 =
2
3
x+
2x
3(x2 − 1) .
T
(
2
√
3
5
)
=
2
3
2
√
3
5
+
2 2
√
3
5
3
(
3
5
− 1) = 23 2
√
3
5
+
2 2
√
3
5
−6
5
=
2
√
3
5
(
2
3
− 5
3
)
= − 2
√
3
5
,
T 2
(
2
√
3
5
)
= T
(
− 2
√
3
5
)
= −2
3
2
√
3
5
−
2 2
√
3
5
−6
5
=
2
√
3
5
(
−2
3
+
5
3
)
=
2
√
3
5
.
Falls n gerade ist, ist T n
(
2
√
3
5
)
= 2
√
3
5
und falls n ungerade ist, dann ergibt
sih T n
(
2
√
3
5
)
= − 2
√
3
5
. Es zeigt sih, dass das Newtonverfahren für den
Startwert
2
√
3
5
in diesem Fall niht gegen eine Nullstelle konvergiert.
-2 -1 1 2
x
-3
-2
-1
1
2
3
f
Abbildung 5.1: Graph der Funktion f(x) = x3 − 3x
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Dass die Funktion f(x) = x3 − 3x drei Nullstellen hat, kann jedoh leiht
nahgerehnet werden. Für x3− 3x = 0 ergibt sih x1 = 0 als eine Nullstelle.
Die anderen beiden Nullstellen erhält man aus der Gleihung
x2 − 3 = 0⇒ x2,3 = ± 2
√
3 ≈ ±1, 7320508076.
Die drei Nullstellen der Funktion f(x) = x3−3x sind daher − 2√3, 0 und 2√3.
In Abbildung 5.1 ist die Funktion f(x) = x3 − 3x graphish dargestellt.
Das Newtonverfahren kann als diskretes dynamishes System gemäÿ De-
nition 29 angesehen werden. Dazu wird das langfristige Verhalten der stetigen
Funktion T und des Startwertes x bei wiederholter Anwendung betrahtet.
Zum Zeitpunkt 0 ist das dynamishe System im Zustand x, zum Zeitpunkt
1 im Zustand T (x), . . . und zum Zeitpunkt n im Zustand T n(x).
Dieses diskrete dynamishe System wird untersuht, indem das Newton-
verfahren in C angewendet wird. Um das globale Verhalten des Newtonver-
fahrens auf C, bzw. auf C∪ {∞} zu untersuhen, wird das Newtonverfahren
für das Polynom z3 − 1 auf C betrahtet.
Die Ableitung ist in C analog zu jener in R deniert.
Das Newtonverfahren für f(z) = z3 − 1 wird auf C betrahtet. Daher ist
T (z) = z − f(z)
f ′(z)
= z − z
3 − 1
3z2
=
2
3
z +
1
3z2
.
Gemäÿ dem Fundamentalsatz der Algebra hat die Funktion f(z) = z3 − 1
drei Nullstellen. Diese sind 1, e
2pii
3
und e
4pii
3
.
Da Iterationsfolgen bei einer der Nullstellen enden, falls genügend nahe
an der Nullstelle gestartet wurde, haben die Nullstellen die Eigenshaft von
Attraktoren. Wird mit einem Startwert in der Nähe der Nullstelle begonnen,
so führt die Iteration auf den jeweiligen Attraktor. Es stellt sih die Frage,
wie die Einzugsgebiete der Attraktoren aussehen. Wo ist mit den Iterationen
zu beginnen, um bei einem bestimmten Attraktor zu landen?
(vgl. [5℄ S. 78 und S. 101).
Zur Behandlung dieser Frage werden die Mengen U1, U2 und U3 deniert.
Sie beshreiben die Attraktionsgebiete. Setze
U1 :=
{
z ∈ C : lim
n→∞
T n(z) = 1
}
,
U2 :=
{
z ∈ C : lim
n→∞
T n(z) = e
2pii
3
}
und
U3 :=
{
z ∈ C : lim
n→∞
T n(z) = e
4pii
3
}
.
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Diese drei Mengen sind oen. Es wird ein entsprehender Ausshnitt aus der
Ebene der komplexen Zahlen, der die Attraktoren enthält, Punkt für Punkt
untersuht. Je nah Zugehörigkeit zu den Attraktionsgebieten werden die
Startpunkte der Iterationsfolgen untershiedlih eingefärbt.
(vgl. [5℄ S. 101).
Abbildung 5.2: Newtonverfahren für z3 − 1
In Abbildung 5.2, die von Peter Raith erstellt wurde, sind die Einzugsgebiete
der drei Nullstellen untershiedlih gefärbt. Die Menge U1 ist in Abbildung 5.2
türkis, die Menge U2 rosa und die Menge U3 gelb dargestellt. Jene Punkte,
für die nah einer bestimmten vorgegebenen Anzahl von Iterationsshritten
noh kein Attraktor erreiht wurde, werden zur Grenze gezählt.
(vgl. [5℄ S. 107).
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Dass es eine Grenze gibt, kann wie folgt begründet werden. Gäbe es ein
z, das sih in zwei der Mengen bendet, würde es gleihzeitig gegen zwei
vershiedene Grenzwerte konvergieren. Deshalb sind die drei Mengen U1, U2
und U3 paarweise disjunkt. Die drei Mengen U1, U2 und U3 können niht
ganz C sein, da C zusammenhängend ist, U1 ∪U2 ∪U3 aber niht. Dies kann
direkt mit Denition 28 gezeigt werden.
5.2.1 Juliamenge und Fraktal
Man setzt J := C \ (U1 ∪ U2 ∪ U3). Da U1, U2 und U3 oen und paarwei-
se disjunkt sind, ist J abgeshlossen und niht leer. Die Menge J wird die
Juliamenge des Newtonverfahrens für z3 − 1 genannt. Die Juliamenge, die
eine komplexe Grenze mit selbstähnlihen Elementen beshreibt (vgl. [5℄ S.
99), ist nah dem französishen Mathematiker Gaston Maurie Julia (1893 
1978) benannt. (vgl. [50℄ S. 73).
Auf J konvergiert das Newtonverfahren niht gegen eine Nullstelle. Weiters
besteht auf J Chaos. Die Juliamenge besteht aus überabzählbar vielen
Punkten.
Die Vereinigung der Mengen, für die das Newtonverfahren gegen eine
Nullstelle konvergiert
U1 ∪ U2 ∪ U3 = {z ∈ C : T n(z) = 1} ∪
{
z ∈ C : T n(z) = e 2pii3
}
∪
∪
{
z ∈ C : T n(z) = e 4pii3
}
,
wird Fatoumenge genannt. Die Fatoumenge ist nah dem französishen Ma-
thematiker und Astronom Pierre Joseph Louis Fatou (1878  1929) benannt.
(vgl. [49℄ S. 136).
Das Komplement der Fatoumenge ist die Juliamenge. Die Juliamenge
ist ein Fraktal. Fraktale sind selbstähnlih. Egal wie nahe in die Menge J
gezoomt wird, sieht die Menge immer fast genauso aus, wie aus der Ferne.
Weiters besitzt ein Fraktal keine glatten Begrenzungen. Je stärker die Grenze
vergröÿert wird, desto länger wird sie. Somit ist die Grenze eigentlih unend-
lih lang und hat die Breite null. (vgl. [5℄ S. 112, 113).
Fraktale treten oft bei haotishem Verhalten auf. Der Begri Fraktal wur-
de von Benoit Mandelbrot entwikelt. (vgl. [5℄ S. VII).
Weitere Beispiele für Fraktale sind die Cantormenge und das Sierpi«ski-
Dreiek. Die Cantormenge ist nah dem deutshen Mathematiker Georg Fer-
dinand Ludwig Cantor (1845  1918) benannt (vgl. [48℄ S. 275) und das
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Sierpi«ski-Dreiek nah dem polnishen Lehrer und Mathematiker Waªaw
Franiszek Sierpi«ski (1882  1969) (vgl. [51℄ S. 22). Bei den genannten Bei-
spielen handelt es sih um selbstähnlihe Mengen, die nun genauer beshrie-
ben werden.
Cantormenge
Eine allgemeine Denition der Cantormenge ist nah Reitmann (vgl. [38℄ S.
147, 148) und Bruks und Bruin (vgl. [10℄ S. 7) gegeben.
Denition 34. Sei (M, d) ein metrisher Raum und C eine Menge darin.
Hat die Menge C die folgenden Eigenshaften:
1. C ist kompakt,
2. C ist abgeshlossen und jeder Punkt ist Häufungspunkt, also C ist
perfekt und
3. C ist total unzusammenhängend, d. h. für jeden Punkt x ∈ C besteht
die gröÿte zusammenhängende Menge, die x enthält nur aus {x},
so wird sie Cantormenge genannt.
Anhand eines Beispiels nah Devaney (vgl. [12℄ S. 37, 135) und Hirsh,
Smale und Devaney (vgl. [18℄ S. 349  352) wird eine Cantormenge beshrie-
ben. Es handelt sih dabei um die sogenannte üblihe Cantormenge.
Beispiel 7. Sei I das Einheitsintervall [0, 1] (also (I, d) ist ein metrisher
Raum). Aus dem Einheitsintervall wird das mittlere Drittel
(
1
3
, 2
3
)
entfernt.
Es bleibt die Menge
C1 =
[
0,
1
3
]
∪
[
2
3
, 1
]
.
Nun wird aus den verbleibenden zwei abgeshlossenen Intervallen
[
0, 1
3
]
und[
2
3
, 1
]
wieder jeweils das mittlere Drittel entfernt. Somit ergibt sih
C2 =
[
0,
1
9
]
∪
[
2
9
,
1
3
]
∪
[
2
3
,
7
9
]
∪
[
8
9
, 1
]
aus 22 abgeshlossenen Intervallen, die jeweils die Länge
(
1
3
)2
haben. Wird
dieses Verfahren fortgesetzt ergibt sih mit n→∞ die Cantormenge
C :=
∞⋂
n=0
Cn.
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Die Menge Cn besteht aus 2
n
abgeshlossenen Intervallen, die jeweils die
Länge
(
1
3
)n
haben. Alle Intervalle, die herausgenommen werden sind jeweils
oen. Es gilt, dass eine beliebige Vereinigung von oenen Mengen oen ist. Da
C =
⋂∞
n=0 Cn ist und der beliebige Durhshnitt von abgeshlossenen Mengen
abgeshlossen ist, ist die Cantormenge C abgeshlossen. In Abbildung 5.3 ist
die Konstruktion der beshriebenen Cantormenge dargestellt.
0 1
3
1
9
2
9
7
9
8
9
2
3
1
Abbildung 5.3: Cantormenge
Die Cantormenge ist eine selbstähnlihe Menge, also ein Fraktal. Bei die-
sem Fraktal geht die Länge der Linien gegen 0 und die Anzahl der Punkte
in der Menge konvergiert gegen ∞. Die Cantormenge ist überabzählbar. Der
Beweis kann bei Hirsh, Smale und Devaney (vgl. [18℄ S. 350  352) nahge-
lesen werden.
Sierpi«ski-Dreiek
Die Konstruktion des Sierpi«ski-Dreieks erfolgt analog, wie die Konstrukti-
on der Cantormenge, allerdings im R2. Ein gleihseitiges Dreiek wird in vier
gleihseitige Dreieke geteilt und das mittlere entfernt. Jedes der drei ver-
bleibenden Dreieke wird wieder geviertelt und das mittlere entfernt. Dieses
Verfahren wird fortgesetzt. In Abbildung 5.4 sind die ersten Konstruktions-
shritte dargestellt.
Ein Beispiel eines Sierpi«ski-Dreieks nah Denker (vgl. [11℄ S. 16) ist
nahstehend angeführt.
5.2. DAS NEWTONVERFAHREN 87
Abbildung 5.4: Sierpi«ski-Dreiek
Beispiel 8. Die drei Punkte
p1 =
(
−1
2
, 0
)
, p2 =
(
1
2
, 0
)
, p3 =
(
0,
√
3
2
)
denieren ein gleihseitiges Dreiek im R
2
. Durh die anen Abbildungen
T (x) = 1
2
(x + pj) werden die Seiten des Dreieks um die Hälfte verkleinert
und pj invariant gelassen. Die zugehörige selbstähnlihe Menge heiÿt das
Sierpi«ski-Dreiek. Die Flähe geht bei diesem Fraktal gegen 0 und die Länge
des Randes konvergiert gegen ∞.
Niht nur in der Mathematik, sondern auh in der realen Welt treten
Fraktale auf. Sie kommen in der Natur sehr häug vor. Wie in einem Artikel
von Robert Walgate in Die Zeit nahzulesen ist, gilt für Lebewesen ein inter-
essantes Phänomen: Je kleiner das Wesen, desto gröÿer die Welt. (vgl. [45℄).
Demnah ist der Lebensraum eines Lebewesens umso gröÿer, je kleiner der
Organismus selbst ist. Weitere Beispiele für Fraktale in der Natur sind das
Aussehen von Wolken, Bergen oder Panzen wie Karol, Romaneso oder
Sonnenblumen. Die Küstenlinie einer Insel ist ebenfalls ein Fraktal. Je ge-
nauer die Linie betrahtet wird, also je kleiner der gewählte Maÿstab ist,
desto länger ist die Küstenlinie. (vgl. [5℄ S. 113).
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Nun werden nah der Beshreibung von Fraktalen die Eigenshaften der
Juliamenge zusammengefaÿt.
Eigenshaften der Juliamenge
Die Abbildung T verhält sih auf der Juliamenge haotish. Damit sind
folgende Eigenshaften von T auf der Juliamenge gemeint.
• Die starke Abhängigkeit von den Anfangsbedingungen ist erfüllt (siehe
Denition 24).
• Die periodishen Punkte liegen diht in J .
• Es gibt ein z ∈ J mit ω(z) = J . Diese Eigenshaft wird topologish
transitiv genannt. Man kann zeigen, dass diese Eigenshaft zu der in
Denition 23 beshriebenen äquivalent ist.
Nah Denition 25 ist das Newtonverfahren auf der Juliamenge haotish
nah Devaney. Ein Maÿ dafür, wie haotish ein dynamishes System ist,
ist die topologishe Entropie.
5.3 Topologishe Entropie
Die topologishe Entropie soll beshreiben wie haotish ein dynamishes
System ist. Es gibt zahlreihe untershiedlihe Denitionen der topologishen
Entropie. 1965 wurde von Adler, Konheim und MAndrew erstmals die to-
pologishe Entropie als topologishes Analogon zur maÿtheoretishen Entro-
pie in [1℄ deniert. Denitionen der maÿtheoretishen Entropie stammen von
Kolmogorov (1958) und von Sinai (1959). Dinaburg (1970) und Bowen (1971)
haben in [7℄ die topologishe Entropie äquivalent deniert.
5.3.1 Denition nah Dinaburg und Bowen
Die Denition der topologishen Entropie nah Dinaburg und Bowen in [7℄
wird wie in Walters (vgl. [46℄ S. 168  173) beshrieben.
Anshaulih ist ein dynamishes System umso haotisher, je stärker
die Anzahl der Orbits der Länge n mit wahsendem n steigt. Da es unend-
lih viele Orbits der Länge n gibt, hat die anshaulihe Betrahtung wörtlih
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keinen Sinn. Sehr nahe nebeneinander liegende Orbits werden niht als ver-
shieden gezählt. So können zum Beispiel zwei Punkte x und y genau dann
untershieden werden, wenn der Abstand zwishen ihnen gröÿer als ε, also
d(x, y) > ε ist. Weiters können zwei Orbits der Länge n genau dann unter-
shieden werden, wenn sie sih zu einem der Zeitpunkte 0, 1, 2, . . . , n− 1 um
mehr als ε untersheiden. Die maximale Anzahl der Orbits der Länge n, die
auf diese Weise untershieden werden können, wird kn(ε) genannt.
(vgl. [2℄ S. 190).
Nahstehende Denition von (n, ε)-trennend kann in Alsedà, Llibre und
Misiurewiz (vgl. [2℄ S. 190) nahgelesen werden.
Denition 35. Sei (X, T ) ein dynamishes System, n ∈ N, ε ∈ R und ε > 0.
Eine Menge E ⊆ X heiÿt (n, ε)-trennend, falls es für alle x, y ∈ E mit
x 6= y ein j ∈ {0, 1, 2, . . . , n− 1} gibt, sodass d(T j(x), T j(y)) > ε ist.
Denition 36. Es sei n ∈ N, ε > 0 und K eine kompakte Teilmenge von
X. Dann ist kn(ε,K) die gröÿte Kardinalität von (n, ε)-trennenden Mengen
von K.
Somit ist die maximale Anzahl der Orbits der Länge n, die untershieden
werden können kn(ε) = sup{cardE : E ist (n, ε)-trennend}.
Bei vielen Beispielen erhält man
kn(ε) ≈ cεenh, (5.1)
für ein h ≥ 0. Je gröÿer die Zahl h ist, umso haotisher ist das System. Die
Zahl h wird als Maÿzahl für das haotishe Verhalten eines Systems heran-
gezogen und topologishe Entropie genannt. Wird (5.1) mit dem natürlihen
Logarithmus logarithmiert, so erhält man
log kn(ε) ≈ log cε + nh.
Die Zahl h wird explizit ausgedrükt. Es ergibt sih
h ≈ 1
n
log kn(ε)− 1
n
log cε.
Für n→∞ konvergiert der Summand 1
n
log cε gegen null. Es bleibt
h ≈ 1
n
log kn(ε).
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Nun wird die Entropie h als Grenzwert
h = lim
n→∞
1
n
log kn(ε)
deniert.
Dabei treten zwei Probleme auf. Zum einen muss der Grenzwert niht
existieren und zum anderen kann h von ε abhängen.
1. Es kann sein, dass der Grenzwert limn→∞ 1n log kn(ε) niht existiert.
Wird statt limn→∞ der lim supn→∞ genommen, dann existiert
h(ε) := lim sup
n→∞
1
n
log kn(ε)
siher, wenn für h(ε) der Wert +∞ zugelassen wird.
2. Die Zahl h hängt von ε ab. Falls 0 < ε1 < ε2, dann ist kn(ε1) ≥ kn(ε2).
Es ist
h(ε1) = lim sup
n→∞
1
n
log kn(ε1) ≥ lim sup
n→∞
1
n
log kn(ε2) = h(ε2).
Daher existiert limε→0+ h(ε) und limε→0+ h(ε) = supε>0 h(ε), wenn für
limε→0+ und supε>0 der Wert +∞ zugelassen wird.
Bei der formalen Denition der topologishen Entropie wird für lim supn→∞
und limε→0+ der Wert +∞ zugelassen.
Denition 37. Sei (X, T ) ein topologishes dynamishes System. Dann ist
htop(X, T ) := lim
ε→0+
lim sup
n→∞
1
n
log sup
E
cardE
die topologishe Entropie von (X, T ), wobei das Supremum (supE) über
alle (n, ε)-trennenden Mengen E ⊆ X genommen wird.
5.3.2 Denition nah Adler, Konheim und MAndrew
Die ursprünglihe Denition der topologishen Entropie wurde von Adler,
Konheim und MAndrew 1965 in [1℄ gegeben. Dabei wird der Begri der
ε-trennenden Punkte niht verwendet. Diese Denition der topologishen
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Entropie basiert auf oenen Überdekungen.
(vgl. [46℄ S. 164  167 und [2℄ S. 188, 189).
Sei X ein kompakter metrisher Raum. Falls α und β oene Überdekun-
gen von X sind, dann sei α ∨ β die oene Überdekung aller Mengen der
Form A ∩ B, mit A ∈ α und B ∈ β. Analog deniert man ∨nj=1 αj als of-
fene Überdekung von X mit Mengen der Form
⋂n
j=1Aj mit Aj ∈ αj für
j ∈ {1, 2, . . . , n}. Es handelt sih um oene Überdekungen, weil der Durh-
shnitt endlih vieler oener Mengen wieder oen ist.
Eine oene Überdekung β ist eine Verfeinerung der oenen Überdekung
α, falls jedes Element von β eine Teilmenge eines Elementes von α ist, also:
∀B ∈ β∃A ∈ α mit B ⊆ A. Man shreibt α < β.
Wenn α eine oene Überdekung von X ist, und T : X → X stetig ist,
dann sei T−1(α) die oene Überdekung, die aus allen Mengen der Form
T−1(A) mit A ∈ α besteht.
Es sei α eine oene Überdekung von X. Weil X kompakt ist, kann
X durh endlih viele Elemente aus α überdekt werden. Setze N(α) :=
min{n : X kann durh n Elemente aus α überdekt werden}, also N(α) be-
zeihnet die Anzahl der Mengen in einer Teilüberdekung von α mit mini-
maler Kardinalität.
Sei α eine oene Überdekung von X. Dann wird die Entropie von α als
h(α) := logN(α) deniert.
Denition 38. Es sei α eine oene Überdekung von X und T : X → X
eine stetige Abbildung. Dann ist
h(T, α) = lim
n→∞
1
n
h
(
n−1∨
j=0
T−j(α)
)
die Entropie von T bezüglih α.
Denition 39. Sei T : X → X eine stetige Abbildung. Die topologishe
Entropie von T wird als
h(T ) = sup
α
h(T, α)
deniert, wobei das Supremum über alle oenen Überdekungen von X ge-
nommen wird.
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5.3.3 Äquivalenz der beiden Denitionen
Die Äquivalenz der beiden Denitionen der topologishen Entropie wurde
von Bowen 1971 in [8℄ nahgeprüft. Nahstehend wird der Zusammenhang
der beiden Denitionen der topologishen Entropie nah Walters (vgl. [46℄ S.
173  174) dargestellt.
Denition 40. Sei (X, T ) ein dynamishes System, n ∈ N, ε ∈ R und ε > 0.
Eine Menge E ⊆ X heiÿt (n, ε)-erzeugend, falls es für alle x ∈ X ein y ∈ E
und ein j ∈ {0, 1, 2, . . . , n− 1} gibt, sodass d(T j(x), T j(y)) ≤ ε ist.
Denition 41. Es sei n ∈ N, ε > 0 und K eine kompakte Teilmenge von X.
Dann ist rn(ε,K) die kleinste Kardinalität von (n, ε)-erzeugenden Mengen
von K.
Die angeführten Denitionen sind nah Alsedà, Llibre und Misiurewiz
(vgl. [2℄ S. 190). Für die Denition von (n, ε)-trennend siehe Denition 35
und 36.
Denition 42. Sei (X, d) ein kompakter metrisher Raum und seien α und
γ oene Überdekungen von X. Dann heiÿt δ die Lesbeguezahl der Über-
dekung γ, mit δ > 0, falls es zu jeder oenen Überdekung γ eine Zahl
δ gibt, sodass jede Menge α mit dem Durhmesser diam(α) < δ in einer
überdekenden Menge γ enthalten ist.
Bemerkung 6. Aus Denition 42 folgt, dass γ < α ist, falls der Durh-
messer diam(A) jeder Menge A ∈ α aus einer oenen Überdekung α von X
kleiner als die Lesbeguezahl δ von γ ist.
Proposition 7. Sei (X, d) ein kompakter metrisher Raum und T : X → X
eine stetige Abbildung.
1. Falls α eine oene Überdekung von X mit der Lesbeguezahl δ ist, so
gilt
N
(
n−1∨
j=0
T−j(α)
)
≤ rn
(
δ
2
, X
)
≤ kn
(
δ
2
, X
)
.
2. Sei ε > 0 und γ eine oene Überdekung. Der Durhmesser von γ ist
diam(γ) := sup{diam(A) = A ∈ γ}. Falls diam(γ) ≤ ε ist, dann gilt
rn(ε,X) ≤ kn(ε,X) ≤ N
(
n−1∨
j=0
T−j(γ)
)
.
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Korollar 1. Es sei (X, d) ein kompakter metrisher Raum und T : X → X
eine stetige Abbildung sowie ε > 0. Alle oenen Überdekungen von X mit der
oenen Kugel mit Radius 2ε werden durh αε beshrieben. Weiters beshreibt
γε alle oenen Überdekungen von X mit der oenen Kugel mit Radius
ε
2
. Es
gilt
N
(
n−1∨
j=0
T−j(αε)
)
≤ rn(ε,X) ≤ kn(ε,X) ≤ N
(
n−1∨
j=0
T−j(γε)
)
.
Proposition 8. Sei (X, d) ein kompakter metrisher Raum, T : X → X
eine stetige Abbildung und sei ε > 0. Dann sind die beiden Denitionen 37
und 39 der topologishen Entropie ident.
5.4 Berehnung der topologishen Entropie
Nah Plashko und Brod (vgl. [34℄ S. 190) wird invariant wie folgt deniert.
Denition 43. Sei M ⊆ Rn eine Menge und T : X → X eine Abbildung.
Die Menge M heiÿt T -invariant, falls für alle x aus M und alle n aus N gilt
T n(x) ∈M .
Ist die Entropie auf kleinen Teilmengen bekannt, so kann sie mit nah-
stehendem Satz berehnet werden.
Satz 6. Sei (Xj)j∈J eine endlihe oder abzählbare Familie von abgeshlos-
senen, T -invarianten Teilmengen von X und es gelte für alle x ∈ X, dass
ω(x) ⊆ ⋃j∈J Xj ist. Dann ist htop(T ) = supj∈J htop(Xj, T ).
Satz 7. Falls X endlih ist, dann ist htop(T ) = 0.
Beweis. Es gilt cardX = N und cardE ≤ N . Für die topologishe Entropie
ist htop(T ) ≤ limε→0+ lim supn→∞ 1n logN = 0.
Satz 8. Falls X =
⋃n
j=1Xj, Xj abgeshlossen, Xj1 ∩ Xj2 endlih und T :
Xj → X bijektiv ist, dann ist
htop(T ) ≥ log n.
Bemerkung 7. In vielen einfahen Fällen ist die Entropie von T unter den
Voraussetzungen von Satz 8 htop(T ) = logn.
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Die Entwiklung einer Population kann mit der logistishen Funktion
T (x) = ax(1 − x) beshrieben werden. Wie in Abshnitt 4.5 besprohen
besteht für a = 4 totales Chaos. Nun wird in nahstehendem Beispiel ver-
suht mit den bekannten Sätzen die topologishe Entropie zu berehnen.
Beispiel 9. Sei die Abbildung T : [0, 1]→ [0, 1] durh
T (x) = 4x(1− x)
gegeben. Der Graph der Funktion ist in Abbildung 5.5 dargestellt. Das Ein-
0 1
2
1
1
Abbildung 5.5: Graph der logistishen Funktion T (x) = 4x(1− x)
heitsintervall kann in zwei Teilintervalle I1 =
[
0, 1
2
]
und I2 =
[
1
2
, 1
]
zerlegt
werden. Die Abbildungen T : I1 → [0, 1] und T : I2 → [0, 1] sind jeweils
bijektiv. Da I1 ∩ I2 endlih ist, kann die topologishe Entropie mithilfe der
Bemerkung nah Satz 8 berehnet werden. In diesem Fall ist die topologishe
Entropie
htop(T ) = log 2 ≈ 0, 693147180559945309.
Auf dieses Beispiel werden wir nah Korollar 3 zurükkommen.
5.5 Maÿtheoretishe Entropie
Die maÿtheoretishen Entropie wurde vor der topologishen Entropie 1958
von Kolmogorov und 1959 von Sinai deniert.
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Nahstehend sind einige Denitionen aus der Wahrsheinlihkeitstheorie
angeführt, bevor die maÿtheoretishe Entropie beshrieben wird. Dabei ist Ω
die Menge aller möglihen Ereignisse und A ⊆ Ω ein Ereignis.
Denition 44. Sei Ω 6= ∅. Eine Familie M von Teilmengen von Ω (also
A ∈M⇒ A ⊆ Ω), wird σ-Algebra genannt, falls sie folgende Eigenshaften
besitzt:
1. Ω ∈M,
2. ist A ∈M, so ist das Komplement Ω \ A ∈ M,
3. ist (Aj)j∈N eine Folge in M, so ist
⋃∞
j=1Aj ∈ M.
(vgl. [22℄ S. 128 und [4℄ S. 16).
Satz 9. Jeder Durhshnitt von σ-Algebren ist wieder eine σ-Algebra in Ω.
Dieser Satz kann durh nahprüfen der Eigenshaften einer σ-Algebra
gemäÿ Denition 44 bewiesen werden. (vgl. [4℄ S. 17).
Denition 45. Es sei Ω 6= ∅ eine Menge und M eine σ-Algebra auf Ω. Eine
Funktion P :M→ R heiÿtWahrsheinlihkeitsmaÿ aufM, falls folgende
drei Eigenshaften erfüllt sind:
1. P (A) ≥ 0 für alle A ∈M,
2. P (Ω) = 1 und
3. P ist σ-additiv, also ist (Aj)j∈N eine paarweise disjunkte Folge inM,
so gilt
P
( ∞⋃
j=1
Aj
)
=
∞∑
j=1
P (Aj).
(vgl. [4℄ S. 129 und [22℄ S. 129).
Denition 46. Sei Ω 6= ∅ eine Menge, M eine σ-Algebra auf Ω und P :
M → R ein Wahrsheinlihkeitsmaÿ auf M. Dann wird (Ω,M, P ) Wahr-
sheinlihkeitsraum genannt.
(vgl. [4℄ S. 129 und [22℄ S. 129).
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Denition 47. Sei (Ω,M, P ) ein Wahrsheinlihkeitsraum. Dann heiÿt C
mit C ⊆ M eine Partition von Ω, falls gilt
1. P (C1 ∩ C2) = 0 für alle C1 6= C2 ∈M und
2. P
(⋃
C∈C C
)
= 1.
Denition 48. Der Wahrsheinlihkeitsraum (Ω,M, P ) und das Ereignis
A mit A ∈ M und dem Wahrsheinlihkeitsmaÿ P (A) sind gegeben. Dann
heiÿt − logP (A) die Information, die das Ereignis A liefert.
Wenn A eine endlihe Teil-σ-Algebra von M ist, dann gibt es eine end-
lihe Partition {A1, A2, . . . , An}, sodass es für alle A ∈ A eine Menge J ⊆
{1, 2, . . . , n} mit A = ⋃j∈J Aj gibt.
Denition 49. Sei A eine endlihe Teil-σ-Algebra von M. Dann ist die
Entropie von A
H(A) = −
n∑
j=1
P (Aj) logP (Aj).
Für diese Denition siehe Walters (vgl. [46℄ S. 78).
Somit ist H(A) ein Maÿ für die durhshnittlihe Information eines Experi-
ments mit den möglihen Ausgängen {A1, A2, . . . , An}. Ist der Ausgang des
Experiments siher, so ist H(A) = 0. Das ist genau dann der Fall, wenn
P (Aj) = 0 oder P (Aj) = 1 für alle j ∈ {1, 2, . . . , n} ist.
Es stellt sih die Frage, welhe Wahrsheinlihkeitsverteilung P (Aj) mit
j ∈ {1, 2, . . . , n} die gröÿte durhshnittlihe Information oder Entropie lie-
fert. Dazu wird nahstehende Proposition nah Walters (vgl. [46℄ S. 80) for-
muliert und bewiesen.
Proposition 9. Ist A = {A1, A2, . . . , An}, so ist die Entropie H(A) ≤ logn.
Gleihheit H(A) = log n liegt genau dann vor, wenn P (Aj) = 1n für alle
j ∈ {1, 2, . . . , n} ist.
Beweis. Der Beweis wird durh Induktion geführt.
Sei n = 1. Somit ist H(A) = −1 log 1 = 0 = log 1.
Sei n > 1. Mithilfe der Lagrange'shen Multiplikatoren wird eine Extrem-
wertaufgabe gelöst. Dabei ist
∑n
j=1 P (Aj) = 1 die Nebenbedingung. Es ergibt
sih
F = −
n∑
j=1
P (Aj) logP (Aj)− λ
(
n∑
j=1
P (Aj)− 1
)
.
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Um das Maximum der Entropie zu bestimmen wird die erste Ableitung null
gesetzt. Dies führt zu
∂F
∂P (Aj)
= − logP (Aj)− 1− λ = 0,
woraus sih durh Umformung
logP (Aj) = −1− λ
und shlieÿlih
P (Aj) = e
−1−λ
ergibt. Unter Berüksihtigung der Nebenbedingung ist
1 =
n∑
j=1
P (Aj) = n e
−1−λ
und daher
e−1−λ =
1
n
.
Somit ist P (Aj) =
1
n
für alle j ∈ {1, 2, . . . , n}. Für die Entropie ergibt sih
an dieser Extremstelle
H(A) = −
n∑
j=1
1
n
log
1
n
=
n∑
j=1
1
n
log n = log n.
Abshlieÿend werden die Randwerte untersuht. Diese liegen bei einem j
mit P (Aj) = 0. Wird das j-te Element herausgenommen, ergibt sih für die
Entropie
H(A) = −
n∑
k=1
P (Ak) logP (Ak) = −
n∑
k=1
k 6=j
P (Ak) logP (Ak) ≤ log(n−1) < log n.
Daher ist das Maximum der Entropie H(A) = log n, wobei P (Aj) = 1n für
alle j ∈ {1, 2, . . . , n} ist.
Denition 50. Sei A eine Teil-σ-Algebra von M und T : Ω → Ω eine
maÿtheoretishe Transformation (d. h.: ∀A ∈ M ist T−1(A) ∈ M). Dann
beshreibt T−n(A) die Teil-σ-Algebra {T−n(A) : A ∈ A} mit n ≥ 0.
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Die angeführte Denition kann in Walters (vgl. [46℄ S. 76) nahgelesen
werden.
Denition 51. In einem Wahrsheinlihkeitsraum (Ω,M, P ) sei eine maÿ-
theoretishe Transformation T : Ω→ Ω gegeben. Die endlihe Teil-σ-Algebra
von M ist A. Dann wird die Entropie von T bezüglih A durh
h(T,A) = lim
n→∞
1
n
H
(
n−1∨
j=0
T−j(A)
)
beshrieben.
(vgl. [46℄ S. 86).
Bemerkung 8. In Walters (vgl. [46℄ S. 86  88) wird gezeigt, dass der
Grenzwert immer existiert.
Denition 52. In einem Wahrsheinlihkeitsraum (Ω,M, P ) sei eine maÿ-
theoretishe Transformation T : Ω → Ω gegeben. Dann ist die maÿtheore-
tishe Entropie von T
h(T ) = sup
A
h(T,A).
Das Supremum wird über alle endlihen Teil-σ-Algebren A von M genom-
men.
Bemerkung 9. Wird das Supremum über alle endlihen Partitionen µ von
(Ω,M, P ) genommen, so lautet die Denition der maÿtheoretishen Entropie
von T
h(T ) = sup
µ
h(T, µ).
Die in dieser Bemerkung angeführte Denition ist nah Walters (vgl. [46℄
S. 87).
In der Literatur ist für die maÿtheoretishe Entropie die Bezeihnung metri-
she Entropie, Kolmogorov-Sinai-Entropie oder KS-Entropie üblih.
(vgl. [38℄ S. 184).
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5.5.1 Variationsprinzip
Der Zusammenhang zwishen der topologishen und der maÿtheoretishen
Entropie wird durh das Variationsprinzip nah Walters (vgl. [46℄ S. 187 
191) beshrieben.
In einem metrishen Raum (X, d) sei B die kleinste σ-Algebra, die alle
oenen Mengen enthält. Man nennt B die σ-Algebra der Borelmengen. Sei
M(X) die Menge aller Borel-Wahrsheinlihkeitsmaÿe auf X. Für einen kom-
pakten metrishen Raum (X, d) und eine stetige Funktion T : X → X sei
M(X, T ) die Menge aller T -invarianten Borel-Wahrsheinlihkeitsmaÿe µ auf
X. Dabei heiÿt µ T -invariant, falls µ(T−1(B)) = µ(B) für alle B ∈ B gilt.
Weiters ist die Funktion φ : [0,∞)→ R durh
φ(x) =
{
0, falls x = 0 und
x log x, falls x 6= 0 (5.2)
gegeben. Durh Induktion (vgl. [46℄ S. 79) ergibt sih für xj ∈ [0,∞), αj ≥ 0
und
∑n
j=1 αj = 1 die Ungleihung
φ
(
n∑
j=1
αjxj
)
≤
n∑
j=1
αjφ(xj).
Denition 53. Es sei (X,B, P ) ein Wahrsheinlihkeitsraum. Weiters sei-
en A = {A1, A2, . . . , Am} und V = {V1, V2, . . . , Vv} zwei endlihe Teil-σ-
Algebren von B. Dann ist die bedingte Entropie von A unter V
H(A|V) = −
v∑
j=1
P (Vj)
m∑
i=1
P (Ai ∩ Vj)
P (Vj)
log
P (Ai ∩ Vj)
P (Vj)
=
= −
v∑
j=1
m∑
i=1
P (Vj)φ
(
P (Ai ∩ Vj)
P (Vj)
)
.
Für diese Denition siehe Walters (vgl. [46℄ S. 80, 82).
Proposition 10. Sei (X,B, P ) ein Wahrsheinlihkeitsraum und A und V
endlihe Teil-σ-Algebren von B. Dann gilt die Ungleihung
H(A∨ V) ≤ H(A) +H(V).
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Für die Proposition und den Beweis siehe Walters (vgl. [46℄ S. 81, 82).
Proposition 11. Sei (X,B, P ) ein Wahrsheinlihkeitsraum mit der maÿ-
theoretishen Transformation T . Weiters seien A und V zwei endlihe Teil-
σ-Algebren von B. Dann gilt h(T,A) ≤ h(T,V)+H(A|V), wobei H(A|V) die
bedingte Entropie von A unter V ist.
Die Proposition und der Beweis sind in Walters (vgl. [46℄ S. 89  91)
nahzulesen.
Proposition 12. Sei (X,B, P ) ein Wahrsheinlihkeitsraum mit der maÿ-
theoretishen Transformation T . Dann gilt für die maÿtheoretishe Entropie
h(Tm) = mh(T ), wobei m > 0 ist.
Der Beweis kann in Walters (vgl. [46℄ S. 91, 92) oder in Denker (vgl. [11℄
S. 206, 207) nahgelesen werden.
Das entsprehende Analogon der Proposition für die topologishe Entro-
pie ist in nahstehender Proposition zusammengefasst.
(vgl. [46℄ S. 174, 175, [2℄ S. 191 und [10℄ S. 121).
Proposition 13. Sei (X, d) ein metrisher Raum, T : X → X eine gleih-
mäÿig stetige Abbildung und m > 0. Dann gilt für die topologishe Entropie
htop(T
m) = mhtop(T ).
Proposition 14. Sei X ein kompakter metrisher Raum und T : X →
X eine stetige Abbildung darin. Weiters sei (νn)
∞
n=1 eine Folge in M(X).
Deniere µn =
(
1
n
)∑n−1
j=0 νn ◦ T−j. Dann liegt jeder Häufungswert µ der
Fogle (µn)
∞
n=1 in M(X, T ).
Die Proposition sowie der Beweis sind in Walters (vgl. [46℄ S. 151) nah-
zulesen.
In einem metrishen Raum (X, d) mit A ⊆ X wird die kleinste abge-
shlossene Menge A, die A enthält, der Abshluss von A genannt. Die gröÿte
oene Menge, die in A enthalten ist heiÿt das Innere von A. Man shreibt
Ao. Der Rand von A ist der Abshluss ohne dem Inneren ∂A = A \ Ao. Er
ist stets abgeshlossen.
Lemma 1. Es ist X ein kompakter metrisher Raum und µ ∈M(X). Sei δ >
0, dann gibt es eine endlihe Partition A = {A1, A2, . . . , Am} von (X,B(X))
mit diam(Aj) < δ und µ(∂Aj) = 0 für alle j ∈ {1, 2, . . . , m} .
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Das Lemma und der Beweis sind nah Walters (vgl. [46℄ S. 187, 188).
Lemma 2. Sei µj ∈ M(X), pj ≥ 0 und
∑n
j=1 pj = 1 für 1 ≤ j ≤ n. Dann
gilt für jede Partition A von (X,B(X))
H∑n
j=1 pjµj
(A) ≥
n∑
j=1
pjHµj (A).
Für dieses Lemma siehe Walters (vgl. [46℄ S. 188).
Lemma 3. Es seien q, n ∈ N fest mit 1 < q < n und für 0 ≤ j ≤ q sei
a(j) =
[
n−j
q
]
, wobei die Gauÿklammer [. . .] eine Funktion beshreibt, die
jeder reellen Zahl (R) die nähstkleinere ganze Zahl (Z) zuordnet. Weiters
sei 0 ≤ j ≤ q − 1 fest. Setze
S := {0, 1, 2, . . . , j − 1, j + a(j)q, j + a(j)q + 1, . . . , n− 1}.
Dann gilt
{0, 1, 2, . . . , n− 1} = {j + rq + t : 0 ≤ r ≤ a(j)− 1, 0 ≤ t ≤ q − 1} ∪ S.
Weiters ist die Kardinalität von S höhstens 2q.
Beweis. Da j+ a(j)q ≥ j+
[
n−j
q
− 1
]
q = n− q gilt, ist die Kardinalität von
S siher ≤ 2q.
Das angeführte Lemma und der Beweis können in Walters (vgl. [46℄ S.
188) nahgelesen werden.
Lemma 4. Seien q, n ∈ N fest mit 1 < q < n und für 0 ≤ j ≤ q sei
a(j) =
[
n−j
q
]
. Es gilt
(a(j)− 1)q + j ≤
[
n− j
q
− 1
]
q + j = n− q
für jedes 0 ≤ j ≤ q − 1. Ist 0 ≤ j ≤ q − 1 und 0 ≤ r ≤ a(j)− 1, so sind alle
Zahlen {j + rq} < n− q und voneinander vershieden.
Siehe Walters (vgl. [46℄ S. 188) für das angeführte Lemma.
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Lemma 5. Es sei µ ∈ M(X, T ). Weiters gilt für den Rand einer Menge
∂
(⋂n−1
j=0 T
−j(Aj)
)
⊆ ⋂n−1j=0 T−j(∂Aj). Ist µ(∂Aj) = 0 für 0 ≤ j ≤ n − 1, so
ist
µ
(
∂
(
n−1⋂
j=0
T−j(Aj)
))
= 0.
Dieses Lemma kann in Walters (vgl. [46℄ S. 188) nahgelesen werden.
Lemma 6. Seien µn und µ ∈ M(X), wobei n ≥ 1 ist. Dann sind folgende
Aussagen äquivalent
1. µn konvergiert gegen µ.
2. Sei B die kleinste σ-Algebra, die alle oenen und alle abgeshlosse-
nen Teilmengen von X enthält. Für jedes A ∈ B mit µ(∂A) = 0 gilt
µn(A)→ µ(A).
Für dieses Lemma siehe Walters (vgl. [46℄ S. 149).
Der folgende Satz beshreibt den Zusammenhang zwishen der topologi-
shen Entropie und der maÿtheoretishen Entropie nah Walters (vgl. [46℄ S.
188).
Satz 10 (Variationsprinzip). Sei (X, d) ein kompakter metrisher Raum und
T : X → X eine stetige Abbildung. Dann gilt
htop(T ) = sup{hµ(T )|µ ∈M(X, T )}.
Das Supremum wird über alle Wahrsheinlihkeitsmaÿe µ genommen.
Der nahstehende Beweis des Variationsprinzips geht auf Misiurewiz
in [25℄ zurük und wird nah Walters (vgl. [46℄ S. 189, 190) geführt.
Beweis. Der Beweis besteht aus zwei Teilen. Im ersten Teil wird gezeigt, dass
hµ(T ) ≤ htop(T ) ist und im zweiten Teil, dass k(ε,X, T ) ≤ hµ(T ) gilt.
1. Teil: Behauptung: Es gilt hµ(T ) ≤ htop(T ).
Eine Partition von (X,B(X)) sei A = {A1, A2, . . . , Am}. Es wird ε > 0 so
gewählt, dass ε < 1
m logm
ist. Es gibt kompakte Mengen Bj mit Bj ⊆ Aj , wo-
bei 1 ≤ j ≤ m ist, sodass µ (Aj \Bj) < ε gilt. Sei V = {B0, B1, B2, . . . , Bm}
eine Partition, wobei B0 = X \
⋃m
j=1Bj ist. Dann gilt
µ(B0) < mε. (5.3)
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Die bedingte Entropie ist nah Denition 53
Hµ(A|V) = −
m∑
i=0
m∑
j=1
µ(Bi)φ
(
µ(Bi ∩ Aj)
µ(Bi)
)
.
Wird die erste Summe aufgelöst, fallen nah (5.2) alle Summanden bis auf
den ersten weg. Somit ist die Entropie
Hµ(A|V) = −µ(B0)
m∑
j=1
φ
(
µ(B0 ∩ Aj)
µ(B0)
)
.
Nah Proposition 9 ist
Hµ(A|V) ≤ µ(B0) log(m).
Wird nun µ(B0) gemäÿ (5.3) ersetzt, so ist
Hµ(A|V) < mε log(m) < 1. (5.4)
Sei
∨n−1
i=0 T
−i(V) eine Partition und die Anzahl der niht leeren Mengen in
ihr wird durh N
(∨n−1
i=0 T
−i(V)) beshrieben. Ist n ≥ 1, so folgt nah Pro-
position 9
Hµ
(
n−1∨
i=0
T−i(V)
)
≤ logN
(
n−1∨
i=0
T−i(V)
)
.
Ist i 6= 0, so ist die Vereinigung B0 ∪ Bi = X \
⋃
i6=j Bj eine oene Menge.
Somit ist D = {B0 ∪B1, B0 ∪B2, . . . , B0 ∪Bm} eine oene Überdekung von
X. Für die Entropie ergibt sih
Hµ
(
n−1∨
i=0
T−i(V)
)
≤ logN
(
n−1∨
i=0
T−i(D)
)
· 2n.
Somit folgt
hµ(T,V) ≤ h(T,D) + log 2 ≤ htop(T ) + log 2. (5.5)
Aus Proposition 11 folgt
hµ(T,A) ≤ hµ(T,V) +Hµ(A|V).
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Wird der erste Summand gemäÿ (5.5) und der zweite gemäÿ (5.4) ersetzt, so
ergibt sih
hµ(T,A) ≤ htop(T ) + log 2 + 1.
Zusammengefasst gilt für jede stetige Abbildung T mit µ ∈ M(X, T ), dass
die Entropie hµ(T ) ≤ htop(T ) + log 2 + 1 ist. Für die iterierte Abbildung
T n folgt unter Berüksihtigung von Proposition 12 und Proposition 13, dass
nhµ(T ) ≤ nhtop(T )+log 2+1 ist, also hµ(T ) ≤ htop(T )+ log 2+1n . Damit wurde
die Behauptung des ersten Teils des Beweises, nämlih dass hµ(T ) ≤ htop(T )
ist, gezeigt.
2. Teil: Sei ε > 0. Es gibt ein µ ∈M(X, T ) mit hµ(T ) ≥ k(ε,X, T ). Somit
folgt, dass sup{hµ(T )|µ ∈M(X, T )} ≥ htop(T ) ist.
Behauptung: Es gibt ein µ ∈M(X, T ) mit k(ε,X, T ) ≤ hµ(T ).
Eine (n, ε)-trennende Menge En vonX mit der Kardinalität kn(ε,X) sei gege-
ben (siehe dazu Denition 36). Das Maÿ, das auf der Menge En deniert wer-
den kann ist σn ∈ M(X) mit σn =
(
1
kn(ε,X)
)∑
x∈En δx. Sei µn ∈ M(X) wie
in Proposition 14 deniert. Nah Proposition 14 liegt ein Häufungswert µ der
Folge (µn)
∞
n=1 inM(X, T ). DaM(X) kompakt ist, gibt es weiters eine konver-
gente Teilfolge (nj) ∈ N, sodass der Grenzwert limj→∞
(
1
nj
)
log knj(ε,X) =
k(ε,X, T ) ist und µnj → µ. Da µ ∈ M(X) ist, kann nah Lemma 1 ei-
ne Partition A = {A1, A2, . . . , Am} von (X,B) so gewählt werden, dass der
Durhmesser diam(Ai) < ε ist. Weiters gilt für 1 ≤ i ≤ m, dass µ(∂Ai) = 0
ist. Da kein Element von
∨n−1
i=0 T
−i(A) mehr als ein Element von En beinhal-
tet, haben kn(ε,X) Elemente von
∨n−1
i=0 T
−i(A) das σn-Maÿ 1kn(ε,X) und alle
weiteren Elemente das σn-Maÿ null. Es ist
Hσn
(
n−1∨
i=0
T−i(A)
)
= log kn(ε,X).
Wähle q, n ∈ N fest mit 1 < q < n und sei a(j) =
[
n−j
q
]
für 0 ≤ j ≤ q.
Weiters sei S = {0, 1, 2, . . . , j − 1, j + a(j)q, j + a(j)q + 1, . . . , n − 1}. Nah
Lemma 3 gilt
n−1∨
i=0
T−i(A) =
a(j)−1∨
r=0
T−(rq+j)
q−1∨
i=0
T−i(A) ∨
∨
l∈S
T−l(A) (5.6)
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und die Kardinalität von S ist höhstens 2q. Somit ist
log kn(ε,X) = Hσn
(
n−1∨
i=0
T−i(A)
)
.
Wird
∨n−1
i=0 T
−i(A) gemäÿ (5.6) ersetzt und Proposition 10 angewendet, so
ergibt sih
log kn(ε,X) ≤
a(j)−1∑
r=0
Hσn
(
T−(rq+j)
q−1∨
i=0
T−i(A)
)
+
∑
m∈S
Hσn
(
T−m(A)) .
Proposition 9 führt zu
log kn(ε,X) ≤
a(j)−1∑
r=0
Hσn◦T−(rq+j)
(
q−1∨
i=0
T−i(A)
)
+ 2q log(m).
Nun wird die Ungleihung über alle j mit 0 ≤ j ≤ q − 1 summiert. Unter
Berüksihtigung von Lemma 4 führt dies zu
q log kn(ε,X) ≤
n−1∑
p=0
Hσn◦T−p
(
q−1∨
i=0
T−i(A)
)
+ 2q2 log(m).
Im nähsten Shritt wird die Ungleihung durh n dividiert und Lemma 2
angewendet. Somit ist
q
n
log kn(ε,X) ≤ Hµn
(
q−1∨
i=0
T−i(A)
)
+
2q2
n
log(m). (5.7)
Die Grenzen der Elemente von
∨q−1
i=0 T
−i(A) haben gemäÿ Lemma 5 das µ-
Maÿ null. Somit ist für alle Elemente B von
∨q−1
i=0 T
−i(A) nah Lemma 6 der
Grenzwert limj→∞ µnj(B) = µ(B). Es ergibt sih
lim
j→∞
Hµnj
(
q−1∨
i=0
T−i(A)
)
= Hµ
(
q−1∨
i=0
T−i(A)
)
.
Nun wird in (5.7) die Variable n durh nj ersetzt. Für j →∞ erhält man
qk(ε,X, T ) ≤ Hµ
(
q−1∨
i=0
T−i(A)
)
.
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Wird zum einen die Ungleihung durh q dividiert und geht zum anderen
q →∞, so ergibt sih
k(ε,X, T ) ≤ hµ(T,A) ≤ hµ(T ).
Damit wurde gezeigt, dass sup{hµ(T )|µ ∈ M(X, T )} ≥ htop(T ) ist. Zusam-
menfassend folgt daher aus dem ersten und dem zweiten Teil des Beweises
htop(T ) = sup{hµ(T )|µ ∈M(X, T )}.
5.6 Topologisher Druk
Der topologishe Druk wird nah Walters (vgl. [46℄ 207) und Reitmann
(vgl. [38℄ S. 183, 184) beshrieben.
Eine Verallgemeinerung der topologishen Entropie wird erreiht, indem
jedem Punkt ein gewisses Gewiht gegeben wird. Je höher dieses Gewiht
ist, umso wihtiger ist der Punkt. Eine stetige Funktion f : X → R wird
Gewihtsfunktion genannt. Der Punkt x erhält das Gewiht f(x).
Denition 54. Das Gewiht des Orbits (x, T (x), T 2(x), . . . , T n−1(x)) der
Länge n ist
n−1∑
j=0
f
(
T j(x)
)
.
Bei x werden entlang der Orbits die Gewihte summiert.
Der topologishe Druk wurde erstmals in Spezialfällen 1973 in [40℄ von
David Ruelle und im allgemeinen Fall 1976 in [47℄ von Peter Walters deniert.
Denition 55. Sei (X, T ) ein topologishes dynamishes System und f :
X → R stetig. Dann heiÿt
p(X, T, f) := lim
ε→0+
lim sup
n→∞
1
n
log sup
E
∑
x∈E
exp
(
n−1∑
j=0
f
(
T j(x)
))
(5.8)
der topologishe Druk von (X, T ) mit der Gewihtsfunktion f , wobei
das Supremum (supE) über alle (n, ε)-trennenden Mengen E ⊆ X gemessen
wird.
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Satz 11. Der topologishe Druk ist die Verallgemeinerung der topologishen
Entropie, da p(X, T, 0) = htop(X, T ) gilt.
Beweis. 0 bedeutet die Nullfunktion, also ist 0(x) := 0 für alle x ∈ X.
p(X, T, 0) = lim
ε→0+
lim sup
n→∞
1
n
log sup
E
∑
x∈E
exp
(
n−1∑
j=0
0
(
T j(x)
))
=
= lim
ε→0+
lim sup
n→∞
1
n
log sup
E
∑
x∈E
exp
(
n−1∑
j=0
0
)
=
= lim
ε→0+
lim sup
n→∞
1
n
log sup
E
∑
x∈E
exp(0) =
= lim
ε→0+
lim sup
n→∞
1
n
log sup
E
∑
x∈E
1 =
= lim
ε→0+
lim sup
n→∞
1
n
log sup
E
cardE = htop(X, T ).
Analog zu Satz 6 kann der topologishe Druk mithilfe des nahstehenden
Satzes berehnet werden, wenn er auf kleinen Teilmengen bekannt ist.
Satz 12. Seien (Xj)j∈J eine endlihe oder abzählbare Familie von abgeshlos-
senen T -invarianten Teilmengen von X. Weiters gelte für alle x ∈ X, dass
ω(x) ⊆ ⋃j∈J Xj. Dann ist p(T, f) = supj∈J p(Xj, T, f).
5.7 Abbildungen auf dem Intervall
In diesem Abshnitt wird besonders auf Intervallabbildungen der Form [0, 1]→
[0, 1] eingegangen. Jede Abbildung S in sih selbst S : [α, β] → [α, β] kann
normiert werden, indem T (x) := 1
β−α(S(α + (β − α)x) − α) deniert wird.
Die Abbildung T : [0, 1]→ [0, 1] ist nun normiert.
Der Satz von arkovsky gibt Auskunft über die Struktur von periodishen
Punkten und die Existenz von weiteren periodishen Punkten. Im Wesentli-
hen kann mithilfe des Satzes zwishen Chaos und Niht-Chaos getrennt
werden.
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Vor der Formulierung des Satzes wird die arkovsky-Ordnung nah Alse-
dà, Llibre und Misiurewiz (vgl. [2℄ S. 17) und Bruks und Bruin (vgl. [10℄
S. 22, 23) deniert.
Denition 56. Die arkovsky-Ordnung der natürlihen Zahlen wird wie
folgt deniert: 3 << 5 << 7 << 9 << . . . << 2 · 3 << 2 · 5 << 2 · 7 <<
2 · 9 << . . . << 22 · 3 << 22 · 5 << 22 · 7 << . . . << 23 · 3 << 23 · 5 <<
23 · 7 << . . . << 23 << 22 << 2 << 1.
Nahstehender Satz wurde von arkovsky 1964 in [41℄ bewiesen.
Satz 13. Es gilt die arkovsky-Ordnung. Falls T : [0, 1]→ [0, 1] eine stetige
Abbildung des Einheitsintervalls ist und T einen Punkt der Periode n besitzt,
mit n << m, dann besitzt T auh einen Punkt der Periode m.
Der Beweis des Satzes von arkovsky wird in Devaney (vgl. [12℄ S. 62 
65) und in Denker (vgl. [11℄ S. 46  48) beshrieben. Für die Anwendung
dieses Satzes muss nur eine wesentlihe Voraussetzung, nämlih die Stetig-
keit der Abbildung erfüllt sein. Er gilt niht nur, wie hier beshrieben für
Abbildungen auf dem Einheitsintervall der Form T : [0, 1] → [0, 1], sondern
allgemeiner für alle reellen Abbildungen T : R → R. Der Satz hat jedoh
nur im eindimensionalen Fall Gültigkeit. Es gibt kein höherdimensionales
Analogon. (vgl. [12℄ S. 67 und [24℄ S. 58).
Aus Satz 13 ergibt sih nah Metzler (vgl. [24℄ S. 58) folgendes Korollar.
Korollar 2. Sei T : [0, 1]→ [0, 1] eine stetige Abbildung. Hat T einen peri-
odishen Punkt der Periode 3, so hat T periodishe Punkte aller anderen Pe-
rioden. Die Periode 3 ist daher die gröÿte Periode in der arkovsky-Ordnung.
Satz 14. Sei T : [0, 1] → [0, 1] stetig. Dann ist htop(T ) > 0 genau dann,
wenn es einen Punkt der Periode k gibt, wobei k 6∈ {2n, n ∈ N0} ist.
Dieser Satz beshreibt den Zusammenhang zwishen der topologishen
Entropie und der arkovsky-Ordnung.
Denition 57. Eine Abbildung T : [0, 1]→ [0, 1] heiÿt stükweise mono-
ton, wenn es c0 := 0 < c1 < c2 < . . . < cN−1 < cN := 1 gibt, sodass für alle
j ∈ {1, 2, . . . , N} die Funktion T |(cj−1,cj) : (cj−1, cj) → R stetig und streng
monoton ist.
Zu dieser Denition nah Alsedà, Llibre und Misiurewiz (vgl. [2℄ S. 198,
199) ist zu bemerken, dass
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• die Abbildung T niht stetig sein muss. In diesem Kapitel werden je-
doh in weiterer Folge nur stetige, stükweise monotone Abbildungen
betrahtet.
• Die Intervalle (c0, c1), (c1, c2), . . . , (cN−2, cN−1), (cN−1, cN) nennt man
Monotonieintervalle von T. Die Menge E ist die Menge aller Endpunk-
te der Monotonieintervalle von T, mit Ausnahme der Punkte 0 und 1,
also
E := {c1, c2, . . . , cN−2, cN−1}.
• Es kann sein, dass zum Beispiel die Abbildung T |(c0,c2) : (c0, c2) → R
stetig und streng monoton ist. Deshalb werden
(c0, c1), (c1, c2), . . . , (cN−2, cN−1), (cN−1, cN)
als die maximalen Monotonieintervalle von T deniert, falls für jedes
j ∈ {1, 2, . . . , N − 1} die Funktion T |(cj−1,cj+1) : (cj−1, cj+1) → R niht
stetig oder niht monoton ist. Man nennt T eine Abbildung mit N
Monotonieintervallen. In diesem Kapitel werden in weiterer Folge nur
maximale Monotonieintervalle betrahtet.
Es wird nun stets angenommen, dass
(c0, c1), (c1, c2), . . . , (cN−2, cN−1), (cN−1, cN)
die maximalen Monotonieintervalle von T sind. Nah Alsedà, Llibre und Mi-
siurewiz (vgl. [2℄ S. 200) gilt, dass T n stükweise monoton ist, falls T stük-
weise monoton ist.
Denition 58. Sei T eine stükweise monotone Abbildung. Für n ∈ N wird
die Anzahl der Monotonieintervalle von T n mit cn(T ) bezeihnet.
Für diese Denition siehe Alsedà, Llibre und Misiurewiz (vgl. [2℄ S. 200,
201).
Satz 15. Sei T : [0, 1]→ [0, 1] eine stetige, stükweise monotone Abbildung.
Dann gilt htop(T ) = limn→∞ 1n log cn(T ).
Der Satz liefert eine Formel für die Berehnung der topologishen Entropie
und wurde von Misiurewiz und Szlenk 1980 in [28℄ bewiesen.
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Korollar 3. Sei T : [0, 1] → [0, 1] eine stetige, stükweise monotone Abbil-
dung. Für alle j ∈ {1, 2, . . . , N} gelte T [cj−1, cj] = [0, 1]. Dann ist htop(T ) =
logN .
Beweis. Behauptung: cn(T ) = N
n
.
Der Beweis der Behauptung wird durh Induktion nah n geführt. Für n = 1
gilt c1(T ) = N
1 = N . Sei n > 1 und sei I ein Monotonieintervall von T n−1.
Das Intervall I wird in N Intervalle geteilt, auf denen T n streng monoton
ist und die durh T n auf ganz [0, 1] abgebildet werden. Für die Anzahl der
Monotonieintervalle gilt cn(T ) = N · cn−1(T ) = N · Nn−1 = Nn. Daher ist
nah Satz 15 htop(T ) = limn→∞ 1n log cn(T ) = limn→∞
1
n
logNn = logN .
Für die Abbildung T (x) = 4x(1−x) aus Beispiel 9 (siehe Abbildung 5.5)
ist c1 =
1
2
, T
[
0, 1
2
]
= [0, 1] und T
[
1
2
, 1
]
= [0, 1]. Deshalb ist nah Korol-
lar 3 htop(T ) = log 2. Damit ist das in Beispiel 9 vorgestellte Ergebnis exakt
hergeleitet.
Satz 16. Sei T : [0, 1]→ [0, 1] eine stetige, stükweise monotone Abbildung.
Für alle j ∈ {1, 2, . . . , N} sei die Funktion T |(cj−1,cj) dierenzierbar und es
gebe ein c > 1, sodass |T ′(x)| = c für alle x ∈ (0, 1) \ E ist. Dann gilt
htop(T ) = log c.
Der Beweis wurde von Misiurewiz und Szlenk 1980 in [28℄ erbraht. An-
hand der nahstehenden Beispiele wird die Bedeutung dieses Satzes zur Be-
rehnung der topologishen Entropie veranshauliht.
Beispiel 10. Sei die Abbildung T : [0, 1]→ [0, 1] durh
T (x) =


1
3
+ 2x, für x ∈ [0, 1
3
]
,
12
3
− 2x, für x ∈ [1
3
, 5
6
]
,
−12
3
+ 2x, für x ∈ [5
6
, 1
]
deniert. Eine Darstellung der Funktion T ist in Abbildung 5.6 zu sehen. Die
Menge aller Endpunkte der Monotonieintervalle von T , mit Ausnahme der
Punkte 0 und 1, ist E =
{
1
3
, 5
6
}
. Für x ∈ (0, 1) \ E ist |T ′(x)| = 2. Da 2 > 1
ist, kann Satz 16 angewendet werden. Es folgt daher, dass die topologishe
Entropie
htop(T ) = log 2 ≈ 0.693147180559945309
ist.
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Abbildung 5.6: Graph der Funktion T (x) in Beispiel 10
Beispiel 11. Die Abbildung T : [0, 1]→ [0, 1] sei
T (x) =
{√
ex, für x ∈ [0, 1√
e
],
2−√ex, für x ∈ [ 1√
e
, 1].
In Abbildung 5.7 ist der Graph der Funktion dargestellt. Die Menge aller
Endpunkte der Monotonieintervalle von T ist E =
{
1√
e
}
. Für x ∈ (0, 1) \ E
gilt |T ′(x)| = √e. Die Voraussetzung √e > 1 ist erfüllt. Daher folgt nah
Satz 16, dass die topologishe Entropie durh
htop(T ) = log
√
e =
1
2
log e =
1
2
berehnet werden kann.
112 KAPITEL 5. DISKRETE DYNAMISCHE SYSTEME
2 - ã
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ã
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1
Abbildung 5.7: Graph der Funktion T (x) in Beispiel 11
5.8 Stabilitätsanalyse von Intervallabbildungen
In diesem Abshnitt werden die Auswirkungen kleiner Störungen der Funk-
tion T untersuht.
Haben zwei Funktionen T und die gestörte Funktion T˜ dasselbe dy-
namishe System, so ist die Funktion T strukturell stabil. Besonders in der
praktishen Anwendung ist die strukturelle Stabilität von groÿer Bedeutung.
Ein dynamishes System beshreibt meist ein Modell aus der realen Welt.
Dieses ist jedoh aufgrund von getroenen Hypothesen und Annahmen so-
wie durh experimentelle Fehler mit zahlreihen Ungenauigkeiten behaftet.
Insbesondere ist das dynamishe System nur eine Annäherung an das Modell,
welhes selbst eine Annäherung an die Realität darstellt. Ist das dynamishe
System strukturell stabil, so ist es von kleinen Fehlern unabhängig. Dies ist
bei der realen Umsetzung von entsheidender Bedeutung. (vgl. [12℄ S. 53).
Denition 59. Für n ∈ N bezeihnetMN die Menge aller stetigen, stükwei-
se monotonen Abbildungen T : [0, 1] → [0, 1] mit N Monotonieintervallen.
Dabei sind (c0, c1), (c1, c2), . . . , (cN−2, cN−1), (cN−1, cN) die maximalen Mono-
tonieintervalle von T .
Nahstehende Denition sagt aus, was unter kleinen Störungen der Funk-
tion T zu verstehen ist. Sie ist nah Devaney (vgl. [12℄ S. 54) und Bruks
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und Bruin (vgl. [10℄ S. 120) formuliert.
Denition 60. Sei T ∈ MN und sei ε > 0. Dann nennt man T˜ ∈MN ε-nahe
bei T , falls der Graph von T˜ in einer ε-Umgebung des Graphen von T liegt.
Wird etwa die Funktion F : MN → R betrahtet, so bedeutet die Deni-
tion von ε-nahe, dass
lim
T˜→T
F
(
T˜
)
= a :⇔ für alle ε > 0 gibt es ein δ > 0, sodass für alle T˜ ∈MN
mit T˜ ist δ-nahe bei T : |F (T˜ )− a| < ε gilt.
Weiters ist zum Beispiel
lim sup
T˜→T
F
(
T˜
)
= a :⇔


1.∀ε > 0 ∃δ > 0, sodass für alle T˜ ∈MN mit T˜ ist
δ-nahe bei T gilt F
(
T˜
)
< a+ ε und
2.∀ε > 0 und ∀δ > 0 gibt es ein T˜ ∈MN mit T˜ ist
δ-nahe bei T und F
(
T˜
)
> a− ε.
5.8.1 Stetigkeit der topologishen Entropie
Der folgende Satz besagt, dass die topologishe Entropie nah unten halbste-
tig ist, also dass bei kleinen Störungen das dynamishe System niht weniger
haotish wird. Der Beweis dieses Satzes wurde von Misiurewiz und Szlenk
1980 in [28℄ erbraht.
Satz 17. Sei T : [0, 1]→ [0, 1] eine stetige, stükweise monotone Abbildung.
Dann gilt
lim inf
T˜→T
htop
(
T˜
) ≥ htop(T ).
Für die Halbstetigkeit der topologishen Entropie nah oben wird voraus-
gesetzt, dass max ∅ := −∞ ist. Falls c ∈ E periodish ist, dann wird n(c) als
die Periode von c deniert, also n(c) := min{n ∈ N : T n(c) = c}. Weiters gilt
k(c) := card
({c, T (c), T 2(c), . . . , T n(c)−1(c)} ∩ E). Die Zahl k(c) gibt an wie
viele Elemente des Orbits {c, T (c), T 2(c), . . . , T n(c)−1(c)} in E liegen.
Satz 18. Sei T : [0, 1]→ [0, 1] eine stetige, stükweise monotone Abbildung.
Dann gilt
lim sup
T˜→T
htop
(
T˜
)
= max
{
htop(T ),max
{
k(c)
n(c)
log 2 : c ∈ E, c ist periodish
}}
.
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Dieser Satz, der von Misiurewiz 1989 in [26℄ bewiesen wurde besagt, dass
die topologishe Entropie nah oben halbstetig ist, falls keine periodishen
Punkte in E sind.
Nah Alsedà, Llibre und Misiurewiz (vgl. [2℄ S. 236) ist die topologishe
Entropie stetig, falls sie nah unten und nah oben halbstetig ist.
Korollar 4. Falls htop(T ) ≥ max
{
k(c)
n(c)
log 2 : c ∈ E, c ist periodish
}
ist,
dann gilt limT˜→T htop
(
T˜
)
= htop(T ).
Beweis. Für den Beweis dieses Korollars ist Satz 18 anzuwenden. Da
htop(T ) ≥ max
{
k(c)
n(c)
log 2 : c ∈ E, c ist periodish
}
und
lim sup
T˜→T
htop
(
T˜
)
= max
{
htop(T ),max
{
k(c)
n(c)
log 2 : c ∈ E, c ist periodish
}}
gelten, folgt dass limT˜→T htop
(
T˜
)
= htop(T ) ist.
In Korollar 4 ist die topologishe Entropie stetig. Aus der Denition
von k(c) folgt, dass k(c) ≤ n(c) ist. Daher gilt k(c)
n(c)
log 2 ≤ log 2 sowie
max
{
k(c)
n(c)
log 2 : c ∈ E, c ist periodish
}
≤ log 2. Aus Korollar 4 ergibt sih,
dass auh im folgenden Korollar die topologishe Entropie stetig ist.
Korollar 5. Falls htop(T ) ≥ log 2 ist, dann gilt limT˜→T htop
(
T˜
)
= htop(T ).
Zur Veranshaulihung der Bedeutung dieses Korollars für die Stetigkeit
der topologishen Entropie wird nahstehendes Beispiel angeführt.
Beispiel 12. Die Abbildung T : [0, 1]→ [0, 1] sei durh
T (x) =


1− 3x, für x ∈ [0, 1
3
]
,
3x− 1, für x ∈ [1
3
, 1
2
]
,
2− 3x, für x ∈ [1
2
, 2
3
]
,
3x− 2, für x ∈ [2
3
, 1
]
.
deniert. In Abbildung 5.8 ist der Graph der Funktion T dargestellt.
Die Menge aller Endpunkte der Monotonieintervalle ist E =
{
1
3
, 1
2
, 2
3
}
. Für
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Abbildung 5.8: Graph der Funktion T (x) in Beispiel 12
x ∈ (0, 1)\E gilt |T ′(x)| = 3. Da 3 > 1 ist, kann Satz 16 angewendet werden.
Somit ist die topologishe Entropie
htop(T ) = log 3 ≈ 1.09861228866810969.
Da htop(T ) = log 3 ≥ log 2 ist, folgt nah Korollar 5, dass
lim
T˜→T
htop
(
T˜
)
= htop(T )
gilt. Die topologishe Entropie ist stetig.
5.8.2 Stetigkeit des topologishen Druks
Nahstehender Satz besagt, dass der topologishe Druk nah unten halbste-
tig ist, wenn gewisse Bedingungen erfüllt sind. Er wurde 1987 von Urba«ski
in [43℄ bewiesen.
Satz 19. Sei T : [0, 1] → [0, 1] eine stetige, stükweise monotone Abbildung
und f : [0, 1] → R sei eine stetige Funktion. Falls p(T, f) > supx∈[0,1] f(x)
ist, dann gilt
lim inf
T˜→T
‖f˜−f‖∞→0
p
(
T˜ , f˜
) ≥ p(T, f).
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Für die Halbstetigkeit des topologishen Druks nah oben gilt ein ähnli-
her Satz, wie für die topologishe Entropie.
Satz 20. Sei T : [0, 1] → [0, 1] eine stetige, stükweise monotone Abbildung
und sei f : [0, 1]→ R eine stetige Funktion, dann gilt
lim sup
T˜→T
‖f˜−f‖∞→0
p
(
T˜ , f˜
)
=
max

p(T, f),max

k(c)n(c) log 2 + 1n(c)
n(c)−1∑
j=0
f(T j(c)) : c ∈ E, c ist periodish



 .
Dieser Satz wurde von Raith 1992 in [35℄ als Korollar 2.2 formuliert und
bewiesen.
Bevor die Frage behandelt wird, wann der topologishe Druk für alle
Gewihtsfunktionen nah oben halbstetig ist, werden noh zwei Bemerkungen
angeführt.
Bemerkung 10. Falls lim sup T˜→T
‖f˜−f‖∞→0
p
(
T˜ , f˜
) ≤ p(T, f) für alle Gewihts-
funktionen f : [0, 1] → R stetig ist, dann gilt limT˜→T htop
(
T˜
)
= htop(T ).
Die topologishe Entropie ist stetig, falls der topologishe Druk für alle Ge-
wihtsfunktionen nah oben halbstetig ist. Dies gilt, da lim supT˜→T p
(
T˜ , 0
) ≤
p(T, 0), also lim supT˜→T htop
(
T˜
) ≤ htop(T ) ist und lim inf T˜→T htop(T˜ ) ≥
htop(T ) ist.
Bemerkung 11. Falls die topologishe Entropie niht stetig ist und somit
limT˜→T htop
(
T˜
)
= htop(T ) niht gilt, dann gibt es eine stetige Funktion, näm-
lih die Gewihtsfunktion f : [0, 1] → R mit lim supT˜→T p
(
T˜ , f
)
> p(T, f).
Die stetige Funktion ist f = 0.
Nahstehender Satz sagt aus, wann der topologishe Druk nah oben
halbstetig für alle Gewihtsfunktionen ist. Er wurde 2001 von Raith in [36℄
als Theorem 7 formuliert und bewiesen.
Satz 21. Sei T : [0, 1]→ [0, 1] eine stetige, stükweise monotone Abbildung.
Dann sind die folgenden Aussagen äquivalent:
1. Für jede stetige Funktion f : [0, 1]→ R gilt
lim sup
T˜→T
‖f˜−f‖∞→0
p
(
T˜ , f˜
) ≤ p(T, f).
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2. Für jede stetige Funktion f : [0, 1] → R, die lim inf T˜→T p
(
T˜ , f
) ≥
p(T, f) erfüllt, gilt
lim
T˜→T
‖f˜−f‖∞→0
p
(
T˜ , f
)
= p(T, f).
3. Die Menge E enthält keine periodishen Punkte.
Zur Veranshaulihung der Stetigkeit des topologishen Druks werden
nahstehend zwei Beispiele angeführt.
Beispiel 13. Deniere die Funktion T : [0, 1]→ [0, 1]
T (x) =


1− 4x, für x ∈ [0, 1
4
]
,
4x− 1, für x ∈ [1
4
, 1
2
]
,
32
5
− 44
5
x, für x ∈ [1
2
, 2
3
]
,
44
5
x− 3, für x ∈ [2
3
, 5
6
]
,
6− 6x, für x ∈ [5
6
, 1
]
.
Der Graph der Funktion ist in Abbildung 5.9 dargestellt.
Die Menge aller Endpunkte der Monotonieintervalle von T , mit Ausnahme
der Punkte 0 und 1, ist E =
{
1
4
, 1
2
, 2
3
, 5
6
}
. Nun wird untersuht, ob die Menge
E periodishe Punkte enthält. Der Punkt 1
4
ist niht periodish, da
T
(
1
4
)
= 0, T (0) = 1, T (1) = 0
gilt. Für den Punkt
1
2
ergibt sih
T
(
1
2
)
= 1, T (1) = 0, T (0) = 1.
Somit ist auh dieser Punkt niht periodish. Da
T
(
2
3
)
=
1
5
, T
(
1
5
)
=
1
5
ist, ist auh der Punkt
2
3
niht periodish. Für den letzten Punkt der Menge
E gilt
T
(
5
6
)
= 1, T (1) = 0, T (0) = 1.
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Abbildung 5.9: Graph der Funktion T (x) in Beispiel 13
Somit ist auh der Punkt
5
6
niht periodish. Da die Menge E keine peri-
odishen Punkte enthält ist nah Satz 21 der toplogishe Druk nah oben
halbstetig. Für jede Gewihtsfunktion f : [0, 1]→ R gilt daher
lim sup
T˜→T
‖f˜−f‖∞→0
p
(
T˜ , f˜
) ≤ p(T, f).
Beispiel 14. Die Funktion T : [0, 1]→ [0, 1] sei durh
T (x) =


1− 2x, für x ∈ [0, 1
3
]
,
3x− 2
3
, für x ∈ [1
3
, 5
9
]
,
21
4
− 21
4
x, für x ∈ [5
9
, 1
]
.
deniert. In Abbildung 5.10 ist der Graph der Funktion T dargestellt. Es ist
E =
{
1
3
, 5
9
}
die Menge aller Endpunkte der Monotonieintervalle von T . Für
den Punkt
1
3
gilt
T
(
1
3
)
=
1
3
, T
(
1
3
)
=
1
3
, . . . .
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Abbildung 5.10: Graph der Funktion T (x) in Beispiel 14
Daher ist
1
3
ein periodisher Punkt der Periode 1, also ein Fixpunkt. Der
Punkt
5
9
ist niht periodish, da
T
(
5
9
)
= 1, T (1) = 0, T (0) = 1
ist. Nah Satz 21 folgt, dass die Ungleihung
lim sup
T˜→T
‖f˜−f‖∞→0
p
(
T˜ , f˜
) ≤ p(T, f).
niht für alle Gewihtsfunktionen f gilt und daher der topologishe Druk
niht für alle Gewihtsfunktionen f nah oben halbstetig ist.
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Kapitel 6
Zusammenfassung
Es wurde gezeigt, dass in sheinbar einfahen dynamishen Systemen Chaos
auftreten kann. Eine Unterteilung dynamisher Systeme erfolgt in diskrete
und kontinuierlihe. Diese beiden Arten von dynamishen Systemen wurden
in Kapitel zwei anhand von Wahstumsmodellen besprohen. Eine wihtige
Frage im Zusammenhang mit dynamishen Systemen ist die der langfristigen
Entwiklung. Dazu wurde die Stabilität von dynamishen Systemen unter-
suht. Je nah Stabilität des Fixpunkts konnte zwishen Attraktor, Repellor
und Sattelpunkt untershieden werden. Die Stabilitätsanalyse in kontinuierli-
hen dynamishen Systemen wurde in Kapitel drei anhand von zwei bekann-
ten biologishen Modellen, nämlih dem Lotka-Volterra-Modell und dem SIR-
Modell, demonstriert. Bei der Untersuhung der langfristigen Entwiklung
von dynamishen Systemen treten häug Bifurkationen auf. In Kapitel vier
wurden statishe Bifurkationen beshrieben, bei denen es zu einer Änderung
der Stabilität von Fixpunkten kommt. Anhand der Periodenverdoppelung-
Bifurkation ist zu erkennen, dass die logistishe Funktion ins Chaos führt.
Es zeigte sih, dass Chaos nah Devaney durh die starke Abhängigkeit
von den Anfangsbedingungen, topologishe Transitivität und die Eigenshaft,
dass die periodishen Punkte diht liegen, beshrieben werden kann. Auh
das sheinbar einfahe Newtonverfahren für z3 − 1 führt ins Chaos. Dabei
herrsht auf der Juliamenge Chaos. Diese Menge ist selbstähnlih und daher
ein Fraktal. Weitere Beispiele für Fraktale sind die in Kapitel fünf beshriebe-
ne Cantormenge und das Sierpi«ski-Dreiek. Zahlreihe Beispiele für Fraktale
sind auh in der Natur zu nden. Ein Maÿ, um zu beshreiben wie haotish
ein dynamishes System ist, ist die topologishe Entropie. Neben der De-
nition von Dinaburg und Bowen wurde die Denition nah Adler, Konheim
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und MAndrew gegeben. Die topologishe Entropie kann in manhen Fällen
mithilfe einiger Sätze, die in dieser Arbeit formuliert wurden, sehr einfah
berehnet werden. Neben der topologishen Entropie wurde die maÿtheoreti-
she Entropie deniert. Den Zusammenhang zwishen der topologishen und
der maÿtheoretishen Entropie beshreibt das Variationsprinzip. Eine Verall-
gemeinerung der topologishen Entropie ist der topologishe Druk. Zwishen
Chaos und Niht-Chaos kann mithilfe des Satzes von arkovsky getrennt
werden. In Kapitel fünf wurden weiters Abbildungen auf dem Intervall be-
shrieben. Die topologishe Entropie von Intervallabbildungen kann mithilfe
der angeführten Sätze bestimmt werden. Abshlieÿend wurde die Stabilität
der topologishen Entropie und des topologishen Druks auf Intervallab-
bildungen untersuht. Die Analyse, welhe Auswirkungen kleine Störungen
haben, ist vor allem für Modelle der realen Welt von groÿer Bedeutung.
Abbildungsverzeihnis
2.1 Entwiklung der Bakterienkultur . . . . . . . . . . . . . . . . 14
2.2 Entwiklung der Erdbevölkerung . . . . . . . . . . . . . . . . . 16
2.3 Logistishes Wahstum mit N > L . . . . . . . . . . . . . . . 20
2.4 Logistishes Wahstum mit N = L . . . . . . . . . . . . . . . 20
2.5 Logistishes Wahstum mit N < L . . . . . . . . . . . . . . . 20
2.6 Entwiklung der Fruhtiegenpopulation . . . . . . . . . . . . 22
2.7 Höhenwahstum von Sonnenblumen . . . . . . . . . . . . . . . 23
3.1 Stabilität der Fixpunkte in der Gauÿshen Zahlenebene . . . . 31
3.2 Attraktor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.3 Repellor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.4 Sattelpunkt . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.5 Phasenportrait des Fixpunkts (0, 0) . . . . . . . . . . . . . . . 41
3.6 Analyse der Lösungskurven im Lotka-Volterra-Modell . . . . . 43
3.7 Phasendiagramm des Lotka-Volterra-Modells . . . . . . . . . . 45
3.8 Zeitdiagramm des Lotka-Volterra-Modells . . . . . . . . . . . . 45
3.9 Isoklinen mit Shnittpunkt auÿerhalb des ersten Quadranten . 48
3.10 Isoklinen mit Shnittpunkt im ersten Quadranten . . . . . . . 48
3.11 Phasenportrait des Fixpunkts
(
a
λ
, 0
)
. . . . . . . . . . . . . . . 50
3.12 Phasenportrait des Fixpunkts
1
cp+λµ
(aµ+ cs, ap− sλ) . . . . . 51
3.13 Analyse der Lösungskurven im SIR-Modell . . . . . . . . . . . 56
3.14 Phasendiagramm des SIR-Modells . . . . . . . . . . . . . . . . 56
4.1 Sattel-Knoten-Bifurkation λex mit λ > 1
e
. . . . . . . . . . . . 63
4.2 Sattel-Knoten-Bifurkation λex mit λ = 1
e
. . . . . . . . . . . . 63
4.3 Sattel-Knoten-Bifurkation λex mit 0 < λ < 1
e
. . . . . . . . . . 63
4.4 Sattel-Knoten-Bifurkation von x˙ = µ− x2 . . . . . . . . . . . 65
4.5 Pithfork-Bifurkation . . . . . . . . . . . . . . . . . . . . . . . 67
123
124 ABBILDUNGSVERZEICHNIS
4.6 Transkribishe Bifurkation . . . . . . . . . . . . . . . . . . . . 69
4.7 Graph der logistishen Funktion T (x) = 4
5
x(1− x) . . . . . . . 71
4.8 Graph der logistishen Funktion T (x) = 5
2
x(1− x) . . . . . . . 72
4.9 Graph der logistishen Funktion T (x) = 3, 1 x(1− x) . . . . . 73
4.10 Graph der logistishen Funktion T (x) = 3, 2 x(1− x) . . . . . 73
4.11 Graph der logistishen Funktion T (x) = 3, 8 x(1− x) . . . . . 74
4.12 Graph der logistishen Funktion T (x) = 3, 999 x(1− x) . . . . 74
5.1 Graph der Funktion f(x) = x3 − 3x . . . . . . . . . . . . . . . 81
5.2 Newtonverfahren für z3 − 1 . . . . . . . . . . . . . . . . . . . 83
5.3 Cantormenge . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
5.4 Sierpi«ski-Dreiek . . . . . . . . . . . . . . . . . . . . . . . . . 87
5.5 Graph der logistishen Funktion T (x) = 4x(1− x) . . . . . . . 94
5.6 Graph der Funktion T (x) in Beispiel 10 . . . . . . . . . . . . . 111
5.7 Graph der Funktion T (x) in Beispiel 11 . . . . . . . . . . . . . 112
5.8 Graph der Funktion T (x) in Beispiel 12 . . . . . . . . . . . . . 115
5.9 Graph der Funktion T (x) in Beispiel 13 . . . . . . . . . . . . . 118
5.10 Graph der Funktion T (x) in Beispiel 14 . . . . . . . . . . . . . 119
Tabellenverzeihnis
2.1 Diskretes exponentielles Wahstum einer Bakterienkultur . . . 13
2.2 Kontinuierlihes exponentielles Wahstum der Erdbevölkerung 15
2.3 Kontinuierlihes logistishes Wahstum bei Fruhtiegen . . . 21
2.4 Kontinuierlihes logistishes Wahstum von Sonnenblumen . . 23
125
126 TABELLENVERZEICHNIS
Symbol- und
Abkürzungsverzeihnis
A ⊆ B A ist Teilmenge von B
A ∪B Vereinigung der Mengen A und B
A ∩B Durhshnitt der Mengen A und B
Bev. Bevölkerung
Bez. Bezeihnung
C Menge der komplexen Zahlen
diam Durhmesser
∃ es existiert
∀ für alle
htop topologishe Entropie
i. w. S. im weiteren Sinne
inf Inmum, untere Shranke
N Menge der natürlihen Zahlen
N0 Menge der natürlihen Zahlen und Null
R Menge der reellen Zahlen
R+ Menge der positiven reellen Zahlen
Rn Vektorraum mit der Dimension n über R
SIR Suseptible Infeted Reovered
sup Supremum, obere Shranke
x ∈ A Element x aus der Menge A
x˙ Ableitung von x nah t, auh ∂x
∂t
Z Menge der ganzen Zahlen
127
Literaturverzeihnis
[1℄ R. Adler, A. Konheim, M. MAndrew, Topologial entropy, Trans. Amer.
Math. So. 114 (1965), 309  319.
[2℄ Ll. Alsedà, J. Llibre, M. Misiurewiz, Combinatorial Dynamis and
Entropy in Dimension One, World Sienti Publishing, Singapore, New
Jersey, London, 1993.
[3℄ V. Arnold, Gewöhnlihe Dierentialgleihungen, Springer, Berlin, Hei-
delberg, 2001.
[4℄ H. Bauer,Wahrsheinlihkeitstheorie und Grundzüge der Maÿtheorie, de
Gruyter, Berlin, New York, 1978.
[5℄ K. Beker, M. Dörer, Dynamishe Systeme und Fraktale, Vieweg,
Braunshweig, Wiesbaden, 1989.
[6℄ H. Bik, Grundzüge der Ökologie, Fisher, Stuttgart, 1998.
[7℄ R. Bowen, Entropy for group endomorphisms and homogeneous spaes,
Trans. Amer. Math. So. 153 (1971), 401  414; erratum: Trans. Amer.
Math. So. 181 (1973), 509  510.
[8℄ R. Bowen, Periodi points and measures for axiom A dieomorphims,
Trans. Amer. Math. So. 154 (1971), 377  397.
[9℄ H.-A. Braunÿ, H. Junek, T. Krainer, Grundkurs Mathematik in den Bio-
wissenshaften, Birkhäuser, Basel, Boston, Berlin, 2007.
[10℄ K. Bruks, H. Bruin, Topis from One-Dimensional Dynamis, Cam-
bridge University Press, Cambridge, 2004.
129
130 LITERATURVERZEICHNIS
[11℄ M. Denker, Einführung in die Analysis dynamisher Systeme, Springer,
Berlin, Heidelberg, New York, 2005.
[12℄ R. Devaney, An Introdution to Chaoti Dynamial Systems, Benja-
min/Cummings, California, 1986.
[13℄ S. Ellner, J. Gukenheimer, Dynami Models in Biology, Prineton Uni-
versity Press, Prineton, 2006.
[14℄ R. Freund, R. Hoppe, Stoer/Bulirsh: Numerishe Mathematik 1, Sprin-
ger, Berlin, Heidelberg, 2007.
[15℄ L. Grüne, O. Junge, Gewöhnlihe Dierentialgleihungen, View-
eg+Teubner, Wiesbaden, 2009.
[16℄ H. Heuser, Gewöhnlihe Dierentialgleihungen, Teubner, Wiesbaden,
2006.
[17℄ H. Heuser, Lehrbuh der Analysis Teil 2, Teubner, Stuttgart, 1981.
[18℄ M. Hirsh, S. Smale, R. Devaney, Dierential Equations, Dynamial Sys-
tems, and an Introdution to Chaos, Elsevier, Amsterdam, Boston, Hei-
delberg, 2004.
[19℄ V. Jiménez López, Euaiones Difereniales, Serviio de Publiaiones,
Universidad de Muria, 2000.
[20℄ W. Kermak, A. MKendrik, Contribution to the mathematial theory
of epidemis, Pro. R. So. Lond. A 115 (1927), 700  721.
[21℄ M. Koth, Mathematishe Modelle aus Biologie und Ökologie, Ös-
terreihishe Mathematishe Gesellshaft, 19 (1991), 129  150,
http://www.oemg.a.at/DK/Didaktikhefte/1991%20Band%2019/Koth
1991.pdf, Stand vom 16.2.2009.
[22℄ U. Krengel, Einführung in die Wahrsheinlihkeitstheorie und Statistik,
Vieweg, Wiesbaden, 2003.
[23℄ R. Leven, B.-P. Koh, B. Pompe, Chaos in dissipativen Systemen, View-
eg, Braunshweig, Wiesbaden, 1989.
[24℄ W. Metzler, Nihtlineare Dynamik und Chaos, Teubner, Stuttgart, 1998.
LITERATURVERZEICHNIS 131
[25℄ M. Misiurewiz, A short proof of the variational priniple for a ZN+ a-
tion on a ompat spae, Asterique 40 (1976), 147  187.
[26℄ M. Misiurewiz, Jumps of entropy in one dimension, Fund. Math. 132
(1989), 215  226.
[27℄ M. Misiurewiz, S. V. lja£kov, Entropy of pieewise ontinuous interval
maps, in: European Conferene of Iteration Theory (Batshuns, 1989),
World Sienti, River Edge, 1991, pp. 239  245.
[28℄ M. Misiurewiz, W. Szlenk, Entropy of pieewise monotone mappings,
Studia Math. 67 (1980), 45  63.
[29℄ J. Murray, Mathematial Biology. I. An Introdution, Springer, Berlin,
Heidelberg, 2002.
[30℄ J. Murray, Mathematial Biology. II. Spatial Models and Biomedial Ap-
pliations, Springer, New York, 2003.
[31℄ o.A., Brokhaus Enzyklopädie in 24 Bänden, Dritter Band, Brokhaus,
Mannheim, 1990.
[32℄ o.A., Brokhaus Enzyklopädie in 24 Bänden, Sehster Band, Brokhaus,
Mannheim, 1990.
[33℄ o.A., Brokhaus Enzyklopädie in 24 Bänden, Elfter Band, Brokhaus,
Mannheim, 1990.
[34℄ P. Plashko, K. Brod, Nihtlineare Dynamik, Bifurkation und Chaotishe
Systeme, Vieweg, Braunshweig, Wiesbaden, 1995.
[35℄ P. Raith,Continuity of the Hausdor dimension for pieewise monotoni
maps, Israel J. Math. 80 (1992), 97  133.
[36℄ P. Raith,Disontinuities of the pressure for pieewise monotoni interval
maps, Ergod. Th. & Dynam. Sys. 21 (2001), 197  232.
[37℄ H. Reed, R. Holland, The growth rate of an annual plant
helianthus, Pro. Nat. Aad. Si. 5 (1919), 135  144,
http://www.pnas.org/ontent/5/4/135.full.pdf, Stand vom 23.3.2009.
132 LITERATURVERZEICHNIS
[38℄ V. Reitmann, Reguläre und haotishe Dynamik, Teubner, Stuttgart,
1996.
[39℄ H. Remmert, Ökologie, Springer, Berlin, Heidelberg, 1992.
[40℄ D. Ruelle, Statistial mehanis on a ompat set with Zν ation sa-
tisfying expansiveness and speiation, Trans. Amer. Math. So. 185
(1973), 237  251.
[41℄ A. N. arkovsky, Co-existene of the yles of a ontinuous mapping of
the line into itself, Ukrain. Math. Zn. 16 (1) (1964), 61  71.
[42℄ H. Thieme, Mathematis in Population Biology, University Press Prin-
eton, Prineton, Oxford, 2003.
[43℄ M. Urba«ski, Invariant subsets of expanding mappings of the irle, Er-
godi Theory Dynam. Systems 7 (1987), 627  645.
[44℄ F. Verhulst, Nonlinear Dierential Equations and Dynamial Systems,
Springer, Berlin, Heidelberg, 1990.
[45℄ R. Walgate, Je kleiner das Wesen, desto gröÿer die Welt, in:
Die Zeit 20 (1985), http://www.zeit.de/1985/20/Je-kleiner-das-Wesen-
desto-groesser-die-Welt.pdf, Stand vom 3.3.2009.
[46℄ P. Walters, An Introdution to Ergodi Theory, Springer, New York,
Heidelberg, Berlin, 1982.
[47℄ P. Walters, A variational priniple for the pressure of ontinuous trans-
formations, Amer. J. Math. 17 (1976), 937  971.
[48℄ G. Walz (Red.), Lexikon der Mathematik 1 A bis Eif, Spektrum, Heidel-
berg, 2001.
[49℄ G. Walz (Red.), Lexikon der Mathematik 2 Eig bis Inn, Spektrum, Hei-
delberg, 2001.
[50℄ G. Walz (Red.), Lexikon der Mathematik 3 Inp bis Mon, Spektrum,
Heidelberg, 2001.
[51℄ G. Walz (Red.), Lexikon der Mathematik 5 Sed bis Zyl, Spektrum, Hei-
delberg, 2002.
LITERATURVERZEICHNIS 133
[52℄ S. Wiggins, Introdution to Applied Nonlinear Dynamial Systems and
Chaos, Springer, New York, Berlin, Heidelberg, 1990.
Kurzzusammenfassung
Der Begri Chaos wird in vielen Bereihen der Wissenshaft und des Alltags
verwendet. In der Mathematik zeigt sih, dass bereits in sheinbar einfahen
dynamishen Systemen Chaos auftreten kann. Um dies zu veranshaulihen
werden Beispiele aus der Biologie und der Mathematik angeführt. Ziel der
Arbeit ist es, Chaos durh Eigenshaften zu beshreiben und ein passendes
Maÿ zur Beshreibung wie haotish ein dynamishes System ist, zu nden.
Dazu werden in Kapitel zwei ein dynamishes System deniert und vershie-
dene Arten beshrieben. Zur Veranshaulihung diskreter und kontinuierli-
her dynamisher Systeme werden Beispiele aus der Biologie beshrieben.
Eine Analyse der Stabilität dynamisher Systeme erfolgt in Kapitel drei. Da-
zu werden die bekannten Beispiele des Lotka-Volterra-Modells und des SIR-
Modells vorgestellt. Dass es in dynamishen Systemen häug zum Auftreten
von Bifurkationen kommt, wird in Kapitel vier behandelt. Ein Beispiel dieses
Kapitels ist die Periodenverdoppelung-Bifurkation der logistishen Funktion,
die zu Chaos führt. In Kapitel fünf wird mit dem Newtonverfahren für
z3 − 1 ein weiteres einfahes Beispiel gegeben, bei dem Chaos auftritt. Ein
Maÿ dafür, wie haotish ein dynamishes System ist, ist die topologishe
Entropie. Neben der Denition von Dinaburg und Bowen wird die Denition
nah Adler, Konheim und MAndrew gegeben. Weiters wird die maÿtheoreti-
she Entropie deniert sowie der Zusammenhang zwishen der topologishen
und der maÿtheoretishen Entropie im Variationsprinzip beshrieben. Eine
Verallgemeinerung der topologishen Entropie ist der topologishe Druk, der
ebenfalls behandelt wird. Abshlieÿend werden stükweise monotone Abbil-
dungen auf dem Intervall sowie die Stabilität der topologishen Entropie und
des topologishen Druks auf Intervallabbildungen untersuht.
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Abstrat
The onept haos is used in many areas of siene and everyday life. In
this study haos, in terms of mathematis, will be analysed. The logisti
map is taken as an example to demonstrate that haos ours in elementary
dynamial systems. The goal of this study is to haraterize haos and to
nd out how to measure haos in dynamial systems. Therefore, a dyna-
mial system will be dened in hapter two. To illustrate a disrete and a
ontinuous dynamial system the growth of a population will be explained.
Chapter three deals with the stability of dynamial systems. In this ontext
the Lotka-Volterra-Model and the SIR-Model will be dened. Bifuration
might appear in dynamial systems suh as the period-doubling bifuration
of the logisti map, whih results in haos. This is topi of hapter four.
Newton's method used for z3 − 1 is another road to haos. In hapter ve
the topologial entropy, whih is a measurement of how haoti a dyna-
mial system is, will be dened. In addition to this the denition of the
measure-theoreti entropy will be given. The variational priniple desribes
the orrelation between these two denitions. Also the topologial pressure
is onsidered, whih is a generalization of the topologial entropy. The next
part deals with interval maps. At the end of this paper the stability of the
topologial entropy on interval maps will be analyzed.
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