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Bakalářská práce se zabývá numerickými metodami řešeńı diferenciálńıch rovnic neceloč́ı-
selného řádu. Jsou uvedeny některé základńı pojmy zlomkového kalkulu a výsledky teorie
zlomkových diferenciálńıch rovnic, jako jsou existence a jednoznačnost řešeńı počátečńı
úlohy s Caputovou derivaćı. Dále je uveden přehled vybraných numerických metod pro
řešeńı takových počátečńıch úloh. Tyto metody jsou testovány a porovnány na modelové
úloze.
Abstract
This bachelor’s thesis deals with numerical methods of solving fractional differential
equations. Some fundamental notions of fractional calculus and basic results from the the-
ory of fractional differential equations (such as existence and uniqueness of the solution to
an initial value problem with the Caputo derivative) are presented. Further, a summary
of selected numerical methods for solving such initial value problems is presented. These
methods are tested and compared on a model problem.
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2.1 Riemannovy–Liouvilleovy operátory . . . . . . . . . . . . . . . . . . . . . . 15
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Tato práce je zaměřena na numerické řešeńı úloh z oblasti matematiky zvané zlomkový
kalkulus, tedy diferenciálńı a integrálńı počet s neceloč́ıselnými řády. Dá se ř́ıci, že proble-
matika je zhruba stejně stará jako klasický diferenciálńı a integrálńı počet, nebot’ zmı́nky
o tomto odvětv́ı matematiky pocháźı z konce 17. stolet́ı, kdy G. W. Leibniz v dopise
G. l’Hospitalovi představil symbol pro zapisováńı n-tých derivaćı: d
n
dxn
f . Na to l’Hospital
v dopise odpov́ıdá mimo jiné i dotazem, co tento symbol znamená, když n = 1
2
. To Leib-
niz nedokázal zodpovědět a považoval to za paradox. Tento dopis je obecně považován
jako prvńı zmı́nka o zlomkové derivaci kv̊uli n = 1
2
, dnes se již dobře v́ı, že neńı d̊uvod
omezovat se pouze na č́ısla racionálńı (dokonce se ukazuje, že i komplexńı řády maj́ı své
opodstatněńı), nicméně pojmenováńı z historických d̊uvod̊u z̊ustalo stejné.
Mnoho inženýrských i jiných aplikaćı vede na problémy s rovnicemi neceloč́ıselného
řádu. Např́ıklad v mechanice modelováńı viskoelastických a viskoplastických látek, v che-
mii modelováńı polymer̊u a protein̊u, v elektronickém inženýrstv́ı přenos ultrazvukových
vln a v neposledńı řadě i v medićıně modelováńı lidské tkáně pod exterńım napět́ım.
Dnes existuje mnoho př́ıstup̊u k zobecněńı diferenciálńıho a integrálńıho počtu na
neceloč́ıselné řády. Mezi nejznáměǰśı př́ıstupy k takovým zobecněńım patř́ı Riemannova–
Liouvilleova derivace a Caputova derivace. Prvńı ze zmı́něných koncept̊u je historicky
starš́ı a matematicky dobře ucelená teorie, avšak u praktických úloh velmi obt́ıžně apli-
kovatelná. Zejména z toho d̊uvodu, že diferenciálńı rovnice vyžaduj́ı počátečńı podmı́nky
neceloč́ıselného řádu. Tento problém překonává Caput̊uv př́ıstup, který je jistou modifi-
kaćı Riemannova–Liouvilleova př́ıstupu.
Tato bakalářská práce se věnuje některým moderńım numerickým metodám pro řešeńı
počátečńıch úloh s Caputovou derivaćı, které využ́ıvaj́ı analytické vlastnosti pro ekviva-
lentńı převod na integrálńı rovnici. To se ukazuje být výhodněǰśı z hlediska efektivnosti
odvozených numerických metod.
Práce je rozčleněna do šesti kapitol. V prvńı kapitole uvedeme některé potřebné pojmy
nutné pro dále uvedené definice a věty. V kapitole druhé jsou uvedeny konkrétńı př́ıstupy
k definováńı zlomkových derivaćı a integrál̊u. Třet́ı kapitola se věnuje diferenciálńım rov-
nićım s Caputovou derivaćı, je zde popsána existence a jednoznačnost řešeńı těchto rovnic.
Ve čtvrté kapitole jsou uvedeny numerické metody, jejich odvozeńı a některé jejich vlast-
nosti. Kapitola pátá popisuje stabilitu uvedených numerických metod a šestá se věnuje
numerickým experiment̊um.
Práce čerpá převážně z monografíı [1], [6] a článk̊u [2], [3] a [5]. Veškeré d̊ukazy k
uvedeným tvrzeńım je možné v této literatuře dohledat.
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1 Přehled potřebných pojmů
Před samotným definováńım neceloč́ıselných derivaćı a integrál̊u uved’me prostory funkćı,
které budeme využ́ıvat.
Symbolem C(〈a, b〉) označ́ıme množinu všech spojitých funkćı definovaných na uzav-
řeném intervalu 〈a, b〉.
Vedle spojitosti budeme potřebovat ještě silněǰśı typ spojitosti na intervalu, uved’me
proto jej́ı definici.
Definice 1.1. Funkci f nazveme aboslutně spojitou na intervalu 〈a, b〉, jestliže pro všechna
ε > 0 existuje δ > 0 takové, že pro každý systém interval̊u 〈a1, b1〉 , 〈a2, b2〉 , . . . , 〈an, bn〉,
v němž a ≤ a1 ≤ b1 ≤ a2 ≤ b2 ≤ . . . an ≤ bn ≤ b, a
∑n
i=1(ai − bi) < δ plat́ı
n∑
i=1
|f(bi)− f(ai)| < ε.
Množinu všech absolutně spojitých funkćı na uzavřeném intervalu budeme pak značit
AC(〈a, b〉).
Necht’ f je absolutně spojitá funkce na 〈a, b〉. Potom f má derivaci skoro všude a plat́ı
f(x) = f(a) +
∫ x
a
f ′(t)dt ∀x ∈ 〈a, b〉 .
Symbolem ACn(〈a, b〉) pak označ́ıme množinu funkćı, kde libovolná f má spojité de-
rivace na 〈a, b〉 až do řádu (n− 1) a f (n−1) ∈ AC.
Množinu Lebesgueovsky integrovatelných funkćı budeme značit Lp(〈a, b〉). Tedy f je




Nyńı uved’me některé vyšš́ı transcendentńı funkce, které hraj́ı ve zlomkovém kalkulu
významnou roli.




tz−1e−tdt, Re(z) > 0, (1.1)
se nazývá Gama funkce.
Důležitou vlastnost́ı této funkce je
Γ(z + 1) = Γ(z)z,
odtud plyne spolu s Γ(1) = 1 faktoriálová vlastnost
Γ(n) = (n− 1)! ∀n ∈ N.






, α > 0,






, α > 0, β > 0,
se nazývá Mittag-Lefflerova funkce dvou parametr̊u.
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2 Derivace a integrály neceloč́ıselného řádu
Hlavńı myšlenka zlomkového kalkulu je úzce spjata s klasickým diferenciálńım a in-
tegrálńım počtem, jehož d̊uležitým výsledkem je základńı věta integrálńıho počtu. Tato
věta ukazuje vztah mezi derivacemi a integrály.
Věta 2.1. (Základńı věta integrálńıho počtu) Necht’ f : 〈a, b〉 → R je spojitá a F :





Potom F je diferencovatelná na 〈a, b〉 a plat́ı zde
F ′ = f.
Jedńım z ćıl̊u zlomkového kalkulu je v jistém smyslu zachováńı této vlastnosti. Pro
přehlednost zavedeme derivováńı a integrováńı funkćı v klasickém smyslu jako operátory
Df := f ′,




f(t)dt pro a < x < b,
kde f je riemannovsky integrovatelná na 〈a, b〉. Násobné derivováńı a integrováńı potom
označ́ıme jako Dn a Ina pro n ∈ N, tj. D1 := D, I1a := Ia, Dn := DDn−1 a Ina := IaIn−1a
pro n ≥ 2.
Když vyjádř́ıme tvrzeńı věty 2.1 pomoćı operátorové notace, dostaneme
DIaf = f.
To pro n ∈ N implikuje
DnIna f = f.
V následuj́ıćıch podkapitolách uvedeme př́ıstupy pro př́ıpad n /∈ N. Nyńı uved’me
dvě lemmata, která hraj́ı d̊uležitou roli v těchto neceloč́ıselných zobecněńıch. Prvńım je
Cauchyho vzorec pro opakované integrováńı.
Lemma 2.2. Necht’ f je riemannovsky integrovatelná na 〈a, b〉. Potom pro a < x < b a







Daľśı lemma je d̊usledkem věty 2.1.
Lemma 2.3. Necht’ m,n ∈ N jsou taková, že m > n. Dálě necht’ f je funkce se spojitou
n-tou derivaćı na 〈a, b〉. Potom plat́ı
Dnf = DmIm−na f.
D̊ukaz. Z věty 2.1 Dm−nIm−na f = f . Na obě strany použijeme operátor D
n. Dostáváme
DnDm−nIm−na f = D
nf , kde DnDm−n = Dm.
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2.1 Riemannovy–Liouvilleovy operátory
Výchoźı vztah pro následuj́ıćı definici je Cauchyho vzorec pro opakované integrováńı.
V tomto vztahu se však vyskytuje faktoriál, který nemá smysl pro n /∈ N. Ten ale můžeme
nahradit gamma funkćı, která je jeho zobecněńım.








nazveme Riemannovým–Liouvilleovým integrálem (dále jen RL integrál) řádu α.
Poznamenejme, že Iαa f má smysl, jestliže f ∈ L1(〈a, b〉).
Výchoźım vztahem pro následuj́ıćı definici je lemma 2.3.
Definice 2.5 (Riemannova–Liouvilleova derivace). Necht’ m = dαe a α ∈ R \ N. Potom
výraz
Dαa f(t) := D
mIm−αa f(t), a ≤ t ≤ b
nazveme Riemannovou–Liouvilleovou derivaćı (dále jen RL derivaćı) řádu α. Symbolem
dαe zde rozumı́me horńı celou část č́ısla α, tj.
dαe = min{n ∈ Z | n ≥ α}.
Poznamenejme, že RL derivace existuje, jestliže f ∈ ACm(〈a, b〉).
2.2 Caput̊uv diferenciálńı operátor
Definice 2.6 (Caputova derivace). Necht’ n = dαe, α /∈ N a a ∈ R. Potom Caputova
derivace je definována












kde Dαa je operátor RL derivace.
Věta 2.7. Necht’ Re(α) ≥ 0 a n = dαe. Jestlǐze f ∈ ACm(〈a, b〉), potom CDαa f existuje






(x− t)n−α−1y(n)dt = In−αa Dnf(t).
3 Diferenciálńı rovnice neceloč́ıselného řádu s jednou
Caputovou derivaćı
Jak již bylo naznačeno v úvodu, budeme se věnovat pouze rovnićım, kde se vyskytuje Ca-
put̊uv diferenciálńı operátor a to zejména kv̊uli jeho výhodě v předepisováńı počátečńıch
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podmı́nek. Máme-li rovnici s Caputovou derivaćı, která je α-tého řádu, α /∈ N, jej́ı
podmı́nky jsou ve tvaru
Dkx(t0) = x
(k)
a , k = 0, 1, . . . ,m− 1, m = dαe.
Naproti tomu diferenciálńı rovnice s RL derivaćı vyžaduj́ı podmı́nky v tvaru neceloč́ıselném,
což je z hlediska aplikovatelnosti v praxi problém. Kdybychom chtěli změřit hodnoty
počátečńıch podmı́nek, většinou bychom nevěděli jak zlomkovou derivaci interpretovat.
Oproti tomu např. prvńı nebo druhá derivace (např. polohy v čase: rychlost a zrychleńı)
jsou dobře měřitelné.
3.1 Existence a jednoznačnost řešeńı
Zabývejme se nyńı otázkou řešitelnosti diferenciálńıch rovnic obsahuj́ıćıch neceloč́ıselnou
derivaci (v našem př́ıpadě Caputovou). Uvažujme tedy následuj́ıćı počátečńı úlohu (umı́s-
těnou do t = 0)




0 , k = 0, 1, . . . ,m− 1; m = dαe. (3.2)
Věta 3.1. Necht’ α > 0 a m = dαe. Dále necht’ x(0)0 , . . . , x
(m−1)
0 ∈ R, K > 0 a h∗ > 0.





0 /k!| ≤ K} a necht’ funkce f : G→ R
je spojitá. Dále definujeme M := sup(t,x)∈G |f(t, x)| a
h :=
{
h∗ jestlǐze M = 0,
min{h∗, (KΓ(n+ 1)/M)1/n} jinak.
Potom existuje funkce x ∈ C(〈0, h〉), která je řešeńım počátečńı úlohy (3.1), (3.2).
Lemma 3.2. Za předpoklad̊u věty 3.1 je funkce x ∈ C(〈0, h〉) řešeńım počátečńı úlohy
(3.1), (3.2) právě tehdy, když je řešeńım (obecně nelineárńı) Volterrovy integrálńı rovnice













(t− τ)n−1f(τ, x(τ))dτ. (3.3)
Věta 3.3. Necht’ α > 0 a m = dne. Dále necht’ x(0)0 , . . . , x
(m−1)
0 ∈ R, K > 0 a h∗ > 0.
Definujme množinu G stejně jako ve větě 3.1, dále necht’ funkce f : G → R je spojitá
a splňuje lipschitzovskou podmı́nku vzhledem k druhé proměnné, tj.
|f(t, x1)− f(t, x2)| ≤ L|x1 − x2|
s konstantou L > 0 nezávislou na t, x1 a x2. Necht’ h je definováno stejně jako ve Větě 3.1.
Pak existuje jediná funkce x ∈ C(〈0, h〉), která je řešeńım počátečńı úlohy (3.1), (3.2).
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4 Numerické řešeńı
V této kapitole uvedeme konkrétńı numerické metody pro řešeńı počátečńı úlohy (věnu-
jeme se pouze úlohám s jednou Caputovou derivaćı), včetně některých jejich vlastnost́ı
a odvozeńı.
Numerickým řešeńım počátečńı úlohy rozumı́me určeńı přibližných funkčńıch hodnot
hledané funkce x v uzlových bodech źıskaných děleńım intervalu 〈a, b〉. Mějme tedy takové
děleńı intervalu a = 0 < t1 < · · · < tN = b. Body tn, n = 0, 1, . . . , N nazýváme uzlové
body děleńı a vzdálenost hn = tn− tn−1 mezi soused́ıćımi body je délka kroku. Přibližnou
hodnotu (aproximaci) v uzlovém bodě tn pak označme jako xn. Zaj́ımá-li nás přibližná
hodnota řešeńı pro body z intervalu 〈a, b〉 r̊uzné od uzlových, můžeme je určit interpolaćı.
Numerickou metodou rozumı́me předpis, pomoćı kterého źıskáme numerické řešeńı
x1, x2, . . . , xN (x0 je určena počátečńı podmı́nkou). Jestliže předpis pro hodnotu xn+1
záviśı na předchoźıch hodnotách xn, xn−1, . . . , xn−k+1 řekneme, že se jedná o metodu k-
krokovou.
Řekneme, že numerická metoda je konvergentńı, jestliže nám umožňuje źıskat libovolně
přesné řešeńı (zmenšováńım kroku). To jest ‖xn − x(tn)‖ → 0 pro h→ 0.
Daľśım d̊uležitým pojmem je stabilita numerické metody. Zhruba řečeno, metoda je
stabilńı pokud dává kvalitativně stejně se chovaj́ıćı řešeńı jako p̊uvodńı diferenciálńı rov-
nice. Tato problematika bude podrobněj́ı rozebrána v kapitole 5.
Lokálńı diskretizačńı chyba je chyba, která se dopoust́ıme ve výpočtu xn+1 za předpo-
kladu x(tn) = xn. Použ́ıvá se pouze pro analýzu vlastnost́ı metody. Znač́ı se lten (z an-
gličtiny local truncation error). Necht’ je dána numerická metoda
xn+k = Ψ(tn+k, xn, xn+1, . . . , xn+k−1, h).
Tato metoda má lokálńı diskretizačńı chybu
ltehn+k = Ψ(tn+k, xn, xn+1, . . . , xn+k−1, h)− x(tn+k).







Konzistence je nutnou podmı́nkou konvergence, ale ne postačuj́ıćı. Aby metoda byla kon-
vergentńı muśı být konzistentńı a stabilńı.
Lokálńı chyba je chyba, které se skutečně dopust́ıme v reálném výpočtu při jednom
kroku.
Globálńı chyba vyjadřuje kumulaci lokálńıch chyb na konci výpočtu. Je-li tN posledńı
uzel intervalu a xN numerická aproximace v tomto bodě, pak globálńı chybu můžeme
vyjádřit jako en = x(tn)− xn pro n = 0, 1, . . . , N .
Asymptotické chováńı funkćı se popisuje pomoćı tzv. Landauvoa symbolu O (v an-
gličtině často jako Big O notation). Necht’ funkce φ je definována na (0, s∗〉 a p je libovolné
č́ıslo. O funkci φ řekneme, že je řádu O(sp), jestliže existuje kladné č́ıslo C (nezávislé na
s), takové že pro všechna s ∈ (0, s∗〉 plat́ı |φ(s)| ≤ Csp. Ṕı̌seme pak φ(s) = O(sp).
Obvykle chybu numerické metody můžeme vyjádřit pomoćı symbolu O. Jestliže |en| =
|x(tn) − xn| ≤ Chp pak ř́ıkáme, že chyba metody je řádu O(hp). Jestliže en → 0 pro
h → 0, pak numerické řešeńı źıskané konkrétńı metodou konverguje k přesnému řešeńı.
Č́ıslo p nazveme řádem konvergence.
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Numerické metody řešeńı zlomkových diferenciálńıch rovnic uváděné v této práci
použ́ıvaj́ı jako výchoźı vztah pro odvozeńı ekvivalentńı integrálńı rovnici. V této integrálńı
rovnici pak aproximuj́ı RL integrál ruznými zp̊usoby. Některé historicky starš́ı metody
aproximuj́ı př́ımo člen se zlomkovou derivaćı v p̊uvodńı rovnici. Stručně a bez větš́ıch
detail̊u uvedeme jednu z takových metod. Tou je aproximace Grünwaldovi–Letnikovovi
derivace (dále GL derivace). Pro širokou skupinu funkćı je GL derivace ekvivalentńı s RL
derivaćı. Uved’me jej́ı definici
aD
α























4.1 Zlomková metoda prediktor–korektor
Tato metoda se dá považovat za zobecněńı klasické Adamsovy–Bashforthovy–Moultonovy
metody pro řešeńı počátečńıch úloh prvńıho řádu. Vyjdeme z toho, že počátečńı úloha
(3.1), (3.2) je ekvivalentńı Volterrově integrálńı rovnici druhého druhu ve smyslu, že funkce















Začneme t́ım, že stručně uvedeme klasickou metodu pro ODR1 a obdobným zp̊usobem
odvod́ıme algoritmus pro zlomkový př́ıpad. Uvažujme tedy nejprve rovnici prvńıho řádu
s počátečńı podmı́nkou
x′(t) = f(t, x(t)),
x(0) = x0.
(4.1)
Funkci f uvažujeme takovou, aby existovalo jediné řešeńı na intervalu 〈0, T 〉. Při rov-
noměrném děleńı intervalu na N d́ılk̊u jsou uzlové body dány tn = nh, n = 0, 1, 2, . . .
kde krok h = T
N
. Naš́ım ćılem je źıskat předpis pro numerické řešeńı xn+1, když známe
xn ≈ x(tn). Vyjdeme z integrace rovnice (4.1) přes interval 〈tn, tn+1〉:




Integrál na pravé straně rovnosti (4.2) nahrád́ıme lichoběžńıkovou formuĺı pro výpočet
integrálu. Źıskáme tak jeho aproximaci. Nyńı můžeme nahradit x(tn) aproximaćı xn




f(tn, xn) + f(tn+1, xn+1))
]
. (4.3)
Na pravé straně (4.3) neznáme hodnotu aproximace xn+1, kterou se snaž́ıme vypoč́ıtat.
Proto tuto rovnici použijeme v iterativńım smyslu, kdy do pravé strany dosad́ıme mı́sto
xn+1 předběžnou aproximaci x̃n+1. Tuto předběžnou aproximaci, neboli prediktor, źıskáme
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opět z (4.2), ale s využit́ım obdélńıkové formule s levým uzlovým bodem mı́sto lichoběž-
ńıkové. Obdrž́ıme
x̃n+1 = xn + hf(tn, xn), (4.4)
což je explicitńı Eulerova metoda. Kombinaćı (4.3) a (4.4) dostaneme předpis




f(tn, xn) + f(tn+1, x̃n+1)
]
. (4.5)
Dále je známo, že chyba této metody je
max
1≤n≤N
|x(tn)− xn| = O(h2).
Jedná se o metodu typu PECE (z angličtiny Predict, Evaluate, Correct, Evaluate. To
znamená: předpovědět, vyhodnotit, opravit, vyhodnotit.) a to z d̊uvodu konkrétńı imple-
mentace. Nejdř́ıve bychom začali poč́ıtat prediktor (4.4), potom vyč́ısĺıme f(tn+1, x̃n+1),
následně spočteme korektor (4.5) a vyč́ısĺıme f(tn+1, xn+1). Hodnota je uložena a dále se
iteračńı krok opakuje.
Obdobným zp̊usobem odvod́ıme předpis pro neceloč́ıselný řád rovnice. Výchoźı rovnićı













(tn+1 − τ)α−1f(τ, x(τ))dτ.
Suma před integrálem je určena počátečńımi podmı́nkami, tud́ıž zbývá aproximovat in-
tegrál a to provedeme následovně∫ tn+1
0




kde g̃n+1 je lineárńı splajn aproximuj́ıćı funkci g. Použit́ım standartńıch metod lze integrál
na pravé straně zapsat jako∫ tn+1
0






kde koeficienty v sumě jsou dány
aj,n+1 =

nα+1 − (n− α)(n+ 1)α jestliže j = 0,
(n− j + 2)α+1 + (n− j)α+1 − 2(n− j + 1)α+1 jestliže 1 ≤ j ≤ n,
1, jestliže j = n+ 1.



















Tento zápis jsme si mohli dovolit s př́ıhlédnut́ım k faktu, že an+1,n+1 = 1 a dvojnásobné
aplikace vlastnosti Gamma funkce Γ(α)α = Γ(α + 1).
Nyńı se zaměř́ıme na zbývaj́ıćı část a tou je odvozeńı prediktoru, podobně jako v celo-
č́ıselném př́ıpadě zvoĺıme jednodušš́ı náhradu integrálu. Integrál aproximujeme obdél-
ńıkovým pravidlem, tj. máme∫ tn+1
0









(n+ 1− j)α − (n− j)α
)
.














Numerická analýza v literatuře ř́ıká, že chyba této metody na intervalu 〈0, T 〉, při N
kroćıch a délce kroku h = T/N je
max
1≤j≤N
|x(tj)− xj| = O(hp),
kde
p = min{2, 1 + α}.
Lze ukázat, že d̊uvodem takto zadané mocniny p je fakt, že p muśı být minimem řádu
korektoru a metody prediktoru plus řád diferenciálńıho operátoru α. V př́ıpadě α = 1
je p = 2, to si odpov́ıdá s celoč́ıselnou metodou uvedenou dř́ıve. Tuto metodu budeme
označovat jako αPECE.
4.2 Zlomkové lineárńı v́ıcekrokové metody
Jiným př́ıstupem k źıskáńı numerického řešeńı jsou zlomkové lineárńı v́ıcekrokové metody
(anglicky fractional linear multistep methods, zkráceně FLMM), které vycháźı z klasických
lineárńıch v́ıcekrokových metod. U těchto metod problematika spoč́ıvá v aproximaci RL
integrálu v (3.3) pomoćı konvolučńı kvadratury









Koeficienty wn,j slouž́ı v této aproximaci pro překonáńı možné singularity integrandu
(č́ıslo s je popsáno ńıže). Konvolučńı koeficienty ωn jsou hlavńı komponentou metody
a charakterizuj́ı metodu. Źıskáme je z konkrétńı lineárńı v́ıcekrokové metody pro ODR.








S rovnićı (4.7) jsou asociovány charakteristické polynomy
ρ(z) = ρ0z
k + ρ1z
k−1 + · · ·+ ρk−1z + ρk,
σ(z) = σ0z
k + σ1z
k−1 + · · ·+ σk−1z + σk.










Klasické lineárńı v́ıcekrokové metody mohou být přeformulovány jako (4.6) s β = 1




















kde β je řád integrálu.
Nyńı věnujme pozornost koeficient̊um wn,j. Odvozuj́ı se z (4.6) pro g = t
ν , kde ν ∈
Ap−1 ∪ {p− 1}. Zde je p řád konvergence metody a množina Al je dána jako
Al = {m ∈ R |m = i+ jβ, j, i ∈ N,m < l}.
Jedńım z výsledk̊u zlomkového kalkulu je vzorec pro výpočet RL integrálu mocninné




Γ(α + ν + 1)
(t− t0)α+ν , pro ν > −1, t ≥ t0.











Γ(α + ν + 1)
nν+α,
kde ν ∈ A1 ∪ {1} a s je počet prvk̊u množiny A1. Koeficienty wn,j obdrž́ıme, když v
každém kroku , řeš́ıme soustavu n+ 1 lineárńıch rovnic.
Po aplikaci metody tohoto typu na (3.1) a (3.2) dostáváme


















Následuj́ıćı věta ř́ıká, za jakých podmı́nek je metoda konvergentńı.
21
Věta 4.1. Necht’ implicitńı lineárńı v́ıcekroková metoda s charakteristickými polynomy ρ,
σ je stabilńı, konzistentńı a řádu p, s kořeny polynomu σ maj́ıćı absolutńı hodnoty ≤ 1.
Potom zlomková lineárńı v́ıcekroková metoda (4.9) je konvergentńı řádu p.
Efektivńı vyč́ısleńı koeficient̊u ωn jako koeficient̊u mocninné řady je nejtěžśı překážkou.
I když pro některé metody tohoto typu existuj́ı algoritmy pro pohodlněǰśı manipulaci
s mocninou řadou, pro většinu je nejefektivněǰśım nástrojem Miller̊uv vzorec, který je
uveden v následuj́ıćı větě.
Věta 4.2. Necht’ φ(ξ) = 1 +
∑∞
n=1 anξ








n jsou určeny rekurentně
v
(β)













Tento vzorec tedy umožňuje určeńı prvńıch N koeficient̊u řady (φ(ξ))β s počtem operaćı
úměrným N2. Pro mnohé př́ıpady je výpočtová náročnost ve skutečnosti menš́ı. Např́ıklad
v situaci, kdy generuj́ıćı funkce má tvar (1 ± ξ)β, potom a1 = ±1 a a2 = a3 = · · · = 0.
Aplikaćı věty 4.2 v tomto př́ıpadě dostaneme
ω
(β)









kde počet operaćı zahrnuje N sč́ıtáńı a 2N násobeńı.
Nyńı uvedeme jednotlivé metody.
Zlomkové lichoběžńıkové pravidlo
Nejprve vezměme v úvahu lichoběžńıkové pravidlo pro ODR




Charakteristické polynomy této metody maj́ı tvar
ρ(z) = z − 1 a σ(z) = z + 1
2
.





























Pro vyč́ısleńı prvńıch N člen̊u mocninné řady odpov́ıdaj́ıćı ωα(ξ) je výpočetně vý-
hodněǰśı použ́ıt jiný zp̊usob než př́ımou aplikaci Millerova vzorce (počet operaćı je zde
úměrný N2). Jedńım z těchto zp̊usob̊u je využit́ı algoritmu rychlé Fourierovy transformace
(anglicky Fast Fourier Transform, zkratka FFT).
Generuj́ıćı funkci lichoběžńıkového pravidla rozděĺıme na činitele (1+ξ)α a 2α(1−ξ)−α.
T́ım doćılime toho, že aplikace věty 4.2 povede na př́ıpad (4.10). Následně vyhodnot́ıme
koeficienty jejich součinu pomoćı FFT algoritmu. T́ımto se výpočetńı náročnost redukuje






kde omega1 a omega2 jsou řádkové vektory s koeficienty funkćı (1 + ξ)α a 2α(1 − ξ)−α,
které spoč́ıtáme snadno pomoćı (4.10). Označeńı pro tuto metodu je FT (z anglického
fractional trapezoidal rule).
Newtonova–Gregoryho formule
Lichoběžńıkové pravidlo patř́ı do skupiny k-krokových Adamsových–Moultonových metod




kde ∇ifn+1 představuje zpětnou diferenci, tj. ∇0fn+1 = fn+1 a ∇i+1fn+1 = ∇ifn+1−∇ifn.
Koeficienty γi zde představuj́ı prvńıch k + 1 koeficient̊u mocninné řady
G(ξ) = γ0 + γ1(1− ξ) + · · ·+ γk(1− ξ)k + . . .
funkce G(ξ) = (ξ−1)
ln ξ
. To lze zkráceně zapsat jako
[G(ξ)]k = γ0 + γ1(1− ξ) + · · ·+ γk(1− ξ)
k.





Zvoĺıme-li k = 1 dostaneme γ0 = 1 a γ1 = −12 . To vede na předpis pro klasické li-
choběžńıkové pravdilo. Dále umocńıme-li generuj́ıćı funkci řádem α, dostaneme zlomkovou
variantu lichoběžńıkového pravidla uvedenou dř́ıve.
Ukázalo se, že záměnou operaćı [·]k a umocněńı na α (nejprve umocńıme G(ξ) na
α a potom vezmeme prvńıch (k+1) člen̊u) dostaneme jinou skupinu metod, které jsou
známy jako Newtonovy–Gregoryho formule (dále budeme použ́ıvat zkratku NG). Pro
přehlednost označme τ = 1− ξ,



















Koeficienty γ̄αn můžeme vyč́ıslit pomoćı věty 4.2.








































n jsou koeficienty funkce (1− ξ)α určené pomoćı (4.10). Výpočetńı náročnost pro
určeńı těchto koeficient̊u je N .
Zlomková metoda zpětného derivováńı





















3(1− 4ξ/3 + ξ2/3)
.
Tato metoda disponuje řádem konvergence 2 a velmi dobrou stabilitou, později ověř́ıme,
zda si zachová tyto vlastnosti i jej́ı neceloč́ıselná varianta.
Koeficienty generuj́ıćı funkce ωα(ξ) opět vyč́ısĺıme pomoćı Millerova vzorce (věta 4.2).
Nejprve jej aplikujeme na (1− 4ξ/3 + ξ2/3)−α, to dá




















a potom ωn = 2
αω̃n/3
α. Celkový počet operaćı jde zde opět úměrný N . Tato metoda se
označuje jako FBDF (z anglického fractional backward differentiation formula).
5 Stabilita
Jak už bylo naznačeno dř́ıve, vágně řečeno, stabilitou metody rozumı́me vlastnost, kdy
se numerické řešeńı chová kvalitativně stejně jako př́ıslušné přesné řešeńı. Zejména pak,
je-li nulové řešeńı ODR (soustavy ODR) asymptoticky stabilńı v Ljapunovově smyslu,
pak trajektorie, které zač́ınaj́ı
”
bĺızko“ počátku, z̊ustávaj́ı stále
”
bĺızko“ a pro t → ∞
jsou k počátku přitahovány. Pokud je toto chováńı zachováno i v př́ıpadě numerického
řešeńı źıskaného nějakou metodou, pak takovou metodu považujeme za stabilńı. Přesněji,
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tato myšlenka je podstatou pojmu A-stabilńı numerické metody, který je v teorii stability
numerických metod základńım.
V př́ıpadě ODR celoč́ıselného řádu se stabilita testuje na lineárńı rovnici
x′(t) = λx(t), λ ∈ C. (5.1)
Takovou rovnici lze chápat jako linearizaci autonomńı nelineárńı rovnice
x′(t) = g(x(t))
v okoĺı hyperbolického bodu rovnováhy x∗ (v takovém př́ıpadě je λ = g′(x∗) ∈ R). Je
známo, že nulové řešeńı rovnice (5.1) je asymptoticky stabilńı právě tehdy, když λ lež́ı
v levé polorovině komplexńı roviny (tj. Re(λ) < 0). Aplikujeme-li numerickou metodu
(s pevným krokem h) na rovnici (5.1) a označ́ıme S oblast asymptotické stability (v nu-
merice nazývané oblast absolutńı nebo lineárńı stability), tj. množiny hodnot hλ ∈ C, pro
které numerické řešeńı xn konverguje k nule pro n→∞, pak metodu nazveme A-stabilńı,
jestliže S je nadmnožinou levé komplexńı poloroviny, tj.
S ⊇ C− = {λ ∈ C : Re(λ) < 0}.
V opačném př́ıpadě, kdy S ⊂ C− (S 6= ∅), hovoř́ıme o podmı́něně stabilńı metodě. Proto-
typem A-stabilńı metody je zpětná (implicitńı) Eulerova metoda, prototypem podmı́něně
stabilńı metody je dopředná (explicitńı) Eulerova metoda.
Analogický př́ıstup lze aplikovat i v př́ıpadě ODR zlomkového řádu. Testovaćı rovnićı
nyńı bude rovnice
CDα0 x(t) = λx(t), λ ∈ C, 0 < α < 2, (5.2)
která má opět ustálený stav x ≡ 0. Zobecněńı výsledku o asymptotické stabilitě tohoto
řešeńı je uvedeno v následuj́ıćı větě.
Věta 5.1 ([7]). .Necht’ α > 0. Nulové řešeńı rovnice (5.2) je asymptoticky stabilńı tehdy
a jenom tehdy, když λ ∈ Σα, kde Σα = {z ∈ C : | arg(z)| > απ/2}.
Jestliže aplikujeme zlomkovou metodu prediktor–korektor, nebo zlomkovou lineárńı
v́ıcekrokovou metodu na (5.2), numerické řešeńı této rovnice {xn}n∈N źıskáme vyč́ısleńım
konvolučńı kvadratury





Následuj́ıćı věta popisuje oblast stability Sα ⊆ C tak, že xn → 0, když hαλ ∈ Sα.
Věta 5.2. Necht’ α > 0. Předpokládejme, že posloupnost {gn} je konvergentńı a že koefi-








Potom oblast absolutńı stability konvolučńı kvadratury (5.3) je












V literatuře lze dohledat, že FLMM splňuj́ı předpoklady věty 5.2. Pro metody zlom-
kových diferenciálńıch rovnic je výhodné zavést pojem A(απ
2
)-stability, kdy požadujeme,
aby Σα ⊆ Sα. Prototypem A(απ2 )-stabilńı metody je zlomkové lichoběžńıkové pravidlo FT.
Úhel απ
2
je zde mezi reálnou osou a hranićı oblasti. Na následuj́ıćıch obrázćıch je množina




tenkou čarou. Pro zlomkovou variantu metody prediktor–korektor generuj́ıćı funkce ωα(ξ)
nelze analyticky vyjádřit, proto neńı uveden obrázek s oblast́ı stability.
Obrázek 1: FT pro α = 0.7 Obrázek 2: FT pro α = 1.3
Obrázek 3: NG pro α = 0.7 Obrázek 4: NG pro α = 1.3
Pro 0 < α < 1 lze pozorovat, že se oblast Sα s rostoućım α zmenšuje, ale všechny uve-
dené metody jsou A(απ
2
)-stabilńı. V tomto rozsahu α má největš́ı oblast stability (oproti
FT) metoda FBDF, po ńı metoda NG. Pro 1 < α < 2 je situace jiná. Pouze FT a BDF
si zachovávaj́ı A(απ
2
)-stabilitu, kdežto metodya NG ji ztráćı.
6 Numerické experimenty
Uvedené numerické metody byly srovnány na testovaćı úloze (5.2) s hodnotou λ = −1
pro řády rovnic α = 0.7 a α = 1.7





Obrázek 5: FBDF pro α = 0.7 Obrázek 6: FBDF pro α = 1.3
při podmı́nce x(0) = 1 pro t ≥ 0 a λ ∈ R.
Zkratky použitých metod:
• αPECE – Zlomková metoda prediktor–korektor
• FT – Zlomkové lichoběžńıkové pravidlo (Fractional Trapezoidal rule)
• NG – Newtonovy–Gregoryho formule
• FBDF – Zlomkové metody zpětného derivováńı (Fractional Backwards Differenti-
ation Formula)
Chyba eN je spoč́ıtána jako
eN = |x(tN)− xN |.
Hodnota x(tN) je určena pomoćı [4] numericky s chybou přibližně 10
−15. Odhad řádu





V tabulce je použit zkrácený zápis č́ısel, např. 1.23(−4) zde představuje 1.23 · 10−4.
α = 0.7
N α PECE FTR NG FBDF
- eN EOC eN EOC eN EOC eN EOC
25 1.88(−4) 2.16(−7) 1.17(−6) 9.55(−6)
50 5.62(−5) 1.748 5.55(−7) 1.361 1.11(−6) 0.074 4.38(−6) 1.128
100 1.70(−5) 1.722 2.77(−7) 1.002 4.65(−7) 1.261 1.54(−6) 1.506
200 5.21(−6) 1.707 9.88(−8) 1.490 1.55(−7) 1.580 4.79(−7) 1.685
400 1.60(−6) 1.701 3.06(−8) 1.688 4.68(−8) 1.732 1.38(−7) 1.788
800 4.94(−7) 1.697 8.84(−9) 1.794 1.32(−8) 1.819 3.84(−8) 1.852
1600 1.52(−7) 1.695 2.43(−9) 1.858 3.62(−9) 1.873 1.03(−8) 1.895
Tabulka 1: Chyby eN a odhady řádu konvergence EOC pro t=1, α=0.7 a λ = −1.
Pro metodu αPECE výsledky výpočt̊u v tabulce 1 potvrzuj́ı teoretický výsledek, že
metoda konverguje s řádem 1 + α pro α < 1. Z hlediska velikosti chyby je pro řád α < 1
nejpřesněǰśı metoda FT. Pro řády 1 < α < 2 má nejmenš́ı chybu metoda NG a odhad
řádu všech metod přibližně odpov́ıdá 2.
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α = 1.7
N α PECE FTR NG FBDF
- eN EOC eN EOC eN EOC eN EOC
25 7.68(−5) 1.17(−4) 9.35(−7) 4.39(−4)
50 1.88(−5) 2.031 2.99(−5) 1.971 4.57(−7) 1.032 1.15(−4) 1.928
100 4.64(−6) 2.020 7.56(−6) 1.983 2.20(−7) 1.057 2.97(−5) 1.960
200 1.15(−6) 2.012 1.91(−6) 1.989 7.10(−8) 1.629 7.53(−6) 1.977
400 2.86(−7) 2.008 4.79(−7) 1.994 2.02(−8) 1.813 1.90(−6) 1.987
800 7.12(−8) 2.005 1.20(−7) 1.996 5.43(−9) 1.897 4.78(−7) 1.992
1600 1.78(−8) 2.003 3.00(−8) 1.998 1.41(−9) 1.940 1.20(−7) 1.995
Tabulka 2: Chyby eN a odhady řádu konvergence EOC pro t=1, α=1.7 a λ = −1.
Závěr
V této práci bylo ćılem uvést základy zlomkového kalkulu a několik metod řešeńı di-
ferenciálńıch rovnic neceloč́ıselného řádu. V prvńı části (kapitoly 1–3) byla pozornost
zaměřena na teorii zlomkového kalkulu. Byly definovány derivace a integrály neceloč́ısel-
ného řádu a řečeny podmı́nky jejich existence. Dále je uvedeno za jakých podmı́nek exis-
tuje jednoznačné řešeńı diferenciálńı rovnice neceloč́ıselného řádu a d̊uležité vlastnosti,
kterých je využito při odvozeńı numerických metod.
Druhá část (kapitoly 4–6) je věnována odvozeńı a testováńı numerických metod. Mezi
uvedené metody patř́ı zlomková metoda prediktor–korektor a některé metody ze skupiny
zlomkových lineárńıch v́ıcekrokových metod (FT, NG, FBDF). Tyto metody jsou dále
porovnány z hlediska stability v závislosti na neceloč́ıselném řádu rovnice α. Pro řády
0 < α < 1 jsou všechny uvedené metody nezávislé na velikosti kroku. Pro řády 1 <
α < 2 touto vlastnost́ı disponuj́ı pouze metody FT a FBDF, metody NG a αPECE jsou
proto nevhodné pro řešeńı tuhých systémů v tomto rozsahu řádu. V posledńı kapitole
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Apendix
Implementace metody αPECE v programovaćım jazyce MATLAB. Řeš́ı počátečńı úlohu
zlomkové diferenciálńı rovnice s jedńım Caputovým operátorem řádu α.
fdefun – funkce pravé strany, t0 – začátek intervalu, t_final – konec intervalu,
ic – vektor s počátečńımi podmı́nkami, alpha - řád rovnice, h – délka kroku.
function [ t, x ] = fde_pece( fdefun, t0 , t_final, ic, alpha, h )
N=floor((t_final-t0)/h);
t=t0:h:N*h;
m=ceil(alpha);
A=zeros(1,N);B=A;
problemSize=max(size(ic(:,1)));
fMat=zeros(problemSize,N);
for k=1:N
B(k)=k^alpha-(k-1)^alpha; %koeficienty korektoru
A(k)=(k+1)^(alpha+1)-2*k^(alpha+1)+(k-1)^(alpha+1); %koef. prediktoru
end
x(:,1)=ic(:,1);
u=zeros(1,m);
for j=1:N
for k=1:m
u(k)=(j*h)^(k-1)/(factorial(k-1));
end
icSum = ic*u’;
fMat(:,j) = feval(fdefun,t0+(j-1)*h,x(:,j));
predictSum = fMat(:,1:j)*flip(B(1:j))’;
xPredict = icSum+(h^alpha/gamma(alpha+1))*predictSum;
p=[0,flip(A(1:j-1))]’;
correctorSum = fMat(:,1:j)*p;
x(:,j+1)=icSum+h^alpha/gamma(alpha+2)*(feval(fdefun,j*h,xPredict)+...
((j-1)^(alpha+1)-(j-1-alpha)*j^alpha)*fMat(:,1)+correctorSum);
end
end
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