[1] During the last decade, much attention has been placed on quantifying and modeling Arctic stratospheric O 3 loss. At issue in particular is the reliability of models for simulating the loss under variable dynamical conditions in the Arctic region. This paper describes 
Introduction
[2] Since the discovery of the Antarctic O 3 hole in 1985 [Farman et al., 1985] , modeling O 3 loss has been an important focus of research in the atmospheric science community. At issue most recently is the feedback between climate change and stratospheric O 3 levels. In order to predict changes in climate, scientists have employed coupled Chemistry Climate Models (CCMs). An integral part of developing CCMs is defining the most appropriate atmospheric chemistry modules, which should ideally be derived from chemical transport models (CTMs) . CTMs are forced with winds and temperatures derived from analyses of observed meteorological parameters; therefore they cannot be used to make projections about future climate. However, CTMs are used to simulate present day atmospheric conditions and can be compared to observations to test our understanding of atmospheric phenomena. Previous studies have shown that CTMs have underestimated Arctic chemical O 3 loss compared to observed loss [Chipperfield et al., 1996; Deniel et al., 1998; Becker et al., 2000; Guirlet et al., 2000] , which implies a gap in our understanding of O 3 loss processes. WMO [2003] states that ''global CTMs reproduce a large fraction (60 to 100%, depending on the winter) of the observed O 3 loss in the Arctic and its variability''; however, uncertainties exist because of the ''current unrealistic representation of denitrification processes in 3-D CTMs and unexplained O 3 losses during cold Arctic Januarys''. The report also states that, ''these uncertainties prevent reliable predictions of future Arctic O 3 losses in a potentially changing climate [WMO, 2003] .'' Therefore in order to correctly develop CCMs to make accurate predictions about future climate, it is imperative for CTMs to simulate changes in the stratospheric O 3 layer accurately.
[3] Recent studies have shown that changes made to CTMs have now improved their ability to simulate Arctic O 3 loss, even during complex, dynamically active winters [e.g., Feng et al., 2005] . Singleton et al. [2005] have shown that during the 2002 -2003 Arctic winter the SLIMCAT CTM was able to simulate O 3 loss that was inferred from Polar Ozone and Aerosol Measurement (POAM) III observations. In order to rigorously evaluate SLIMCAT or any other CTM for reliability in simulating Arctic O 3 loss processes, it is necessary to investigate multiple Arctic winters, since there is large interannual variability due to complex dynamical activity [WMO, 2003] . This paper describes inferences of chemical O 3 loss from observations (hereafter referred to as the inferred O 3 loss) inside the polar vortex for the 2004 -2005 Arctic winter (defined here as the time period from 1 December 2004 to 1 April 2005) using a version of the well-validated ''passive subtraction'' technique [e.g., Harris et al., 2002; WMO, 2003; Manney et al.,1995a Manney et al., , 1995b Manney et al., , 2003 Singleton et al., 2005] . Calculations of inferred O 3 loss in the lower stratosphere are shown at discrete levels and for the integrated partial column. Data from five different satellite instruments are used, including POAM III, the Stratospheric Aerosol and Gas Experiment (SAGE) III, the Earth Observing System Microwave Limb Sounder (EOS MLS), and the Atmospheric Chemistry 
Data Sets
[4] In this section the five satellite data sets that were analyzed for the 2004 -2005 Arctic winter are described.
POAM III
[5] POAM III (hereafter referred to as POAM) is a ninechannel solar occultation photometer that was launched in March 1998; the instrument ceased operations in December of 2005 because of an instrument anomaly. POAM has channels ranging from 0.353 to 1.02 mm and measures vertical profiles of O 3 , NO 2 , H 2 O, and aerosol extinction [Lucke et al., 1999] . Because of the sun-synchronous polar orbit, 14-15 POAM observations occur around a circle of latitude in each hemisphere each day, with Northern Hemisphere latitudinal coverage varying slowly between 55°N and 73°N. During the Arctic winter, POAM sampled both inside and outside the polar vortex. For this analysis POAM version 4.0 retrievals, which have a vertical resolution of approximately 1 km in the stratosphere, are used. Version 4.0 O 3 data have changed little from version 3.0, which was validated by Randall et al. [2003] ; POAM O 3 measurements agree to within ±5% with correlative ozonesonde and satellite data between 13 and 60 km. [Chu et al., 2002; Thomason and Taha, 2003; Wang et al., 2006] . SAGE uses a grating spectrometer with spectral channels ranging from 280 to 1545 nm. SAGE was launched into a sun-synchronous orbit and its Northern Hemisphere observations range between 50°and 80°N. Atmospheric profiles of O 3 are sampled with $0.5 km vertical resolution in the lower stratosphere. As shown by Wang et al. [2006] , ''the agreement between SAGE and correlative measurements is approximately 5% down to 17 km''. For this work, version 3.0 SAGE data have been used in the comparisons.
SAGE III

EOS MLS
[7] EOS MLS was launched in July 2004. The EOS MLS instrument is composed of heterodyne radiometers operating in 5 spectral regions: 118 GHz, 190 GHz, 240 GHz, 640 GHz, and 2.5 THz . EOS MLS measures limb emission at these wavelengths to obtain vertical profiles of a number of species that are relevant to polar studies including temperature, H 2 O, HNO 3 , O 3 , HCl, ClO, and N 2 O. The NASA Aura satellite that hosts the EOS MLS instrument is in a near-polar, sun-synchronous orbit. On each orbit, EOS MLS observations span from 82°S to 82°N . The vertical resolution varies for each species and is approximately 2.7 km for O 3 in the lower stratosphere .
ACE-FTS and MAESTRO
[8] The Atmospheric Chemistry Experiment (ACE) satellite was launched in August 2003. Two solar occultation instruments are included on ACE, the ACE-FTS and MAESTRO instruments. For this work ACE-FTS version 2.2 O 3 update (which compared to versions 1.0 and 2.2 has improved agreement with SAGE, POAM, and ozonesondes near the profile peak) and MAESTRO version 1.1 data are used. ACE-FTS is a high-resolution, Fourier transform infrared spectrometer [Walker et al., 2005] that operates in the 2 to 13 micron spectral region. It measures the vertical distribution of many constituents relevant to polar studies, including temperature, O 3 , H 2 O, CH 4 , NO, NO 2 , HNO 3 , HCl, N 2 O 5 , and ClONO 2 with a vertical resolution of approximately 4 km in the lower stratosphere . MAESTRO is an optical spectrometer covering the 400 to 1030 nm spectral region with a vertical resolution of approximately 1 km; it measures vertical profiles of O 3 , NO 2 , and aerosol extinction.
[9] As indicated above each instrument has a different vertical resolution for the O 3 observations. For this study, all observations and the CTM have been interpolated to a standard potential temperature grid corresponding to a vertical resolution of about 1 km. Before conducting the analysis, the original profiles were compared to the interpolated profiles to ensure that the vertical structure of the profile was not compromised by the interpolation. Implica-tions of the different vertical resolutions for the conclusions drawn here are discussed below. Figure 1 , right, shows the equivalent latitudes of all the observations made between 50°and 90°N on the 500 K potential temperature surface during the same period. Equivalent latitude, originally defined by Butchart and Remsberg [1986] , is a vortexcentered coordinate system where 90°is always in the center of the vortex. The Arctic vortex is often displaced from the pole; therefore conventional zonal means obscure dynamical features by averaging air that is inside and outside the vortex; thus equivalent latitude is used here. The equivalent latitude was calculated from potential vorticity (PV), which was computed from the European Centre for Medium-Range Weather Forecasts (ECMWF) operational analyses. The equivalent latitude was then interpolated from the ECMWF model grid to the observation locations. The vortex algorithm of Harvey et al. [2002] was applied to calculate the edge of the Arctic vortex. This algorithm integrates Q, a strain/rotation parameter around stream function isopleths in each hemisphere. Q is negative (positive) in flows dominated by rotation (shear). Q is negative inside the center of the vortex and becomes positive toward the edge with large gradients near the polar night jet. Neighboring stream function contours where Q changes sign are vortex edge candidates. Of these candidates, the stream function contour with the largest integrated wind speed is defined as the vortex edge (see Harvey et al. [2002] for further details). This vortex edge definition agrees well with algorithms by Waugh and Randel [1999] and Nash et al. [1996] . The white line in Figure 1 , right, denotes the vortex edge as determined using this criterion. Figure 1 , right, shows that SAGE, EOS MLS, and POAM sampled air within the vortex throughout most of the Arctic winter. SAGE and POAM observations inside the vortex were located mostly near the edge in middle to late December, and SAGE measurements inside the vortex in February and March were more sporadic than in January. ACE-FTS and MAESTRO only sampled vortex air (i.e., air inside the vortex) from early January through late March, with fewer measurements inside the vortex in early February.
Methods
[11] To quantify O 3 loss from satellite observations, the ''passive subtraction'' technique has been used. In this technique, a passive O 3 tracer field, which represents the change in O 3 due to dynamics (horizontal mixing and descent), is subtracted from the observations to quantify the change in O 3 due to chemistry [Manney et al., 1995a [Manney et al., , 1995b [Manney et al., , 2003 Goutail et al., 2005; Deniel et al., 1998; Hoppel et al., 2002; Singleton et al., 2005] . This technique, which has been widely used and compared favorably with other O 3 loss methods [e.g., Harris et al., 2002; WMO, 2003] , was applied to the five data sets discussed above. Here we used the University of Leeds SLIMCAT CTM [Singleton et al., 2005] . Unlike the study of Singleton et al. [2005] , which utilized two different methods to quantify the chemical O 3 loss, only one method is used here. The full chemical model was also sampled at each observation location and the difference between the full model and the passive tracer is referred to as the modeled or simulated chemical O 3 loss (ML). The IL and ML were calculated at the satellite observation locations that were inside the vortex, as determined using the vortex criteria of Harvey et al. [2002] . Loss calculations were not extended below 400 K because of uncertainties in the identification of the vortex edge due to contamination from the presence of the subtropical jet [Harvey et al., 2002] and the increased influence of mixing [e.g., McIntyre, 1995] .
[12] The SLIMCAT CTM is a 3-D offline model with detailed stratospheric chemistry, which includes heterogeneous chemistry on solid and liquid aerosols. A full description of the model can be found in Chipperfield [1999] and detailed adjustments to the model chemistry and transport are discussed in Feng et al. [2005] and FE, submitted paper, 2006. The SLIMCAT CTM uses a hybrid sigma-theta grid, with isentropic coordinates in the stratosphere [see Chipperfield, 2006] . The run used here extends from the Earth's surface to approximately 55 km and has a vertical resolution of approximately 2 km in the lower [Briegleb, 1992] was used to handle vertical transport above 350 K.
[13] For this work, a low-resolution (7.5 Â 7.5°) run was started on 1 January 1977 and forced with ECMWF ERA-40 and operational analyses. Rex et al. [2006] . This diagnostic is a measure of the probability of PSC formation, which is positively correlated with column O 3 loss.
[15] To examine the 2004-2005 meteorology more closely, Figure 3 shows the difference between the minimum ECMWF operational temperatures found inside the vortex at the satellite measurement locations and the daily average T NAT (calculated same as above) for the 600 K, 500 K, 450 K, and 425 K potential temperature surfaces. Of all of the instruments, EOS MLS sampled air that experienced the lowest temperatures. Because of the large sampling of the instrument, the EOS MLS temperatures are most representative of the overall minimum temperatures found inside the vortex. Since the other instruments sampled air masses with higher temperatures, this suggests that the other instruments did not sample air in the center of the vortex cold pool. From December through the end of February temperatures at the instrument locations often fell below T NAT , with the exception of the ACE instruments, which either did not sample inside the vortex or were at lower geographic latitudes (in early January). Temperatures dramatically increased by March at all of the measurement locations and never returned to the T NAT levels due to the onset of a ''major final warming'' [Manney et al., 2006] .
[16] Even though the Arctic region was unusually cold in 2004 -2005, the polar vortex was dynamically active [Manney et al., 2006; Schoeberl et al., 2006] . Figure 4 shows ECMWF PV and the vortex edge computed by the vortex determination criteria of Harvey et al. [2002] on the 500 K potential temperature surface for selected representative days. SAGE, POAM, ACE-FTS, and MAESTRO measurement locations are superimposed. From December through mid-February the vortex remained intact. On 24 February, a warming occurred in the lower stratosphere (see Figure 2 ) that caused a localized split in the vortex; by 1 March the vortex had reformed. However, by mid-March the major final warming caused the vortex to split throughout the depth of the stratosphere and it remained split throughout March. Between January and March the vortex often traversed to lower latitudes, which allowed for more sunlight exposure and thus greater potential for O 3 loss.
Results
Inferred O 3 Loss
[17] In order to quantify the IL, the passive model field was interpolated to the satellite measurement locations inside the polar vortex. Daily average profiles of IL for each of the satellite instruments are shown in Figure 5 . For qualitative purposes, days when the instrument did not sample inside the vortex and days with missing data (see Figure 1) were filled in by a time interpolation. Data in all contour plots presented in this paper have been smoothed using a 7-day running average.
[18] When applying the CTM-PS technique, it is important to analyze the agreement between the model and the observations on the first day of the analysis, 1 December 2004. Any differences at this time will descend in the model during the run in accordance with the model vertical transport. A positive offset (an indication of O 3 production) or a negative offset (an indication of O 3 loss) on 1 December would falsely mask or enhance IL calculations on lower potential temperature surfaces at a later date [Singleton et al., 2005] . On 1 December only POAM, SAGE, and EOS MLS were taking observations inside the polar vortex. The IL from these instruments falsely indicates a small loss of approximately 0.2 ppmv on 1 December above 450 K because of an initial mismatch between the model and observations. Below 450 K there was a more significant (false) loss of 0.5 ppmv at the start of the analysis. Typically, air starting below 450 K on 1 December would descend too far (below 400 K, the lower limit of this analysis) during the winter to affect air near levels of peak O 3 loss in March; however, air above 450 K would likely have an impact on O 3 loss calculations inferred at the end of the winter. In this case the offset could lead to an overestimate of loss by up to 0.2 ppmv.
[19] Similar morphology is observed in all of the panels in Figure 5 . In particular, loss (relative to the initial offset) begins in early January at the highest potential temperature levels depicted here. In order to determine if this loss is truly chemical or a problem with the modeled dynamics, SLIMCAT and ACE-FTS vortex CH 4 fields were compared (not shown). The CH 4 fields overall show good agreement. During late December through mid-January, the rate of descent in SLIMCAT is somewhat faster than the observations above 550 K. At the same altitudes, signatures consistent with mixing are apparent in both the model and the observations in middle to late January; e.g., CH 4 increases in time, whereas descent alone would lead to monotonic decreases. Manney et al. [2006] also point out that vortex intrusions had occurred during this time as indicated by EOS MLS N 2 O observations. SLIMCAT shows a slightly sharper rise in CH 4 than ACE-FTS, which may indicate the model slightly overestimates mixing compared to the observations. Both of these effects could increase the SLIMCAT passive O 3 , resulting in too much loss at these altitudes. However, Manney et al. [2006] show that chlorine activation was observed by MLS above 600 K. Our understanding of this high-altitude loss is thus not complete, and will be a subject for further study. Loss gradually increases at lower potential temperature levels, as depleted air descends in time and additional local [20] A more quantitative diagnosis can be conducted by examining time series of daily averaged IL, which are shown in Figure 6 for the 600 K, 500 K, 475 K, and 450 K surfaces. Unlike Figure 5 , days where the instrument did not sample inside the vortex and days with missing data have not been filled in with a time interpolation. Neither ACE-FTS nor MAESTRO sampled vortex air until January. At all levels shown here, IL calculations for the different instruments agree very well, although the solar occultation results are noisier because not as many data points are averaged together compared to EOS MLS (see Figure 1 [2006] found that the maximum IL occurred between 475 and 500 K and ranged from 1.6-2.3 ppmv. Rex et al. [2006] applied the vortex average descent approach to SAGE and POAM data to calculate the accumulated loss between 5 January and 25 March. Compared to the CTM-PS IL results, Rex et al. [2006] indicate that the maximum loss occurred at a lower altitude (between 400 and 450 K) and was much less than the CTM-PS. In particular, the vortex average descent approach shows a loss of 1-1.2 ppmv at 500 K for SAGE and POAM, whereas the CTM-PS approach indicates a larger loss of 1.7 -2.0 ppmv at this altitude. The vortex average descent approach also shows a larger amount of loss at 450 K compared to 500 K, which is not as pronounced in the CTM-PS IL calculations. However, it is important to point out that accumulated loss calculated by Rex et al. [2006] started on a later date than the CTM-PS IL calculations (5 January compared to 1 December). In Figure 6 , there is a positive slope in the differences at 600 K between the observations and modeled passive O 3 during December, most evident in the SAGE data. Since O 3 production at 600 K in December is not expected, this suggests a slight error in the passive model calculations. At this level O 3 mixing ratios are generally greater outside the vortex than inside because of poleward transport of O 3 rich subtropical air [Manney et al., 1995b; Randall et al., 1995; Singleton et al., 2005] . Thus the slope could result from horizontal transport of air from outside the vortex that is not captured by the model. SAGE measurement locations moved equatorward during December, closer to the vortex edge than the other instruments, possibly magnifying any error in the model transport near the vortex edge.
Inferred O 3 Loss and Instrument Sampling
[21] As previously mentioned the EOS MLS instrument makes near-global observations on a daily basis, whereas the geographic sampling of the solar occultation instruments is limited to a single latitude circle on any given day. Therefore the EOS MLS IL should more adequately represent true vortex average conditions. However, Figure 1 , right, indicates that although the solar occultation instruments have limited geographic sampling, they observed a wide range of equivalent latitudes during the winter; thus in terms of vortex space the solar occultation instruments were not very limited. To examine the sensitivity of the solar occultation IL calculations to limited geographic coverage, we sampled the EOS MLS instrument at the other instrument locations and then calculated the IL. The results of this test are shown in Figure 7 . Qualitatively, the IL morphology derived from EOS MLS sampled at the solar occultation locations is the same as derived from the solar occultation instruments themselves. Inferred O 3 loss begins earliest at the highest potential temperature levels, followed by increasing loss at lower levels, with peak loss occurring near 450 K in March. The peak magnitude of the loss inferred from EOS MLS data sampled at the solar occultation locations is only slightly less than that inferred from the solar occultation data themselves.
[22] The similarity between Figures 7 and 5 confirms that the individual differences between each of the panels in Figure 5 are due primarily to differences in geographic sampling. This is expected since O 3 data from most of the instruments have been well validated [e.g., Randall et al., 2003; Wang et al., 2006; Froidevaux et al., 2006] (although see discussion below regarding ACE-FTS versus MAESTRO). EOS MLS has the lowest vertical resolution of all of the instruments tested. Therefore if the vertical resolution had been significant there would have been large discrepancies between Figures 7 and 5. That IL variations from instrument to instrument are generally quite minor (e.g., see Figure 6 ) leads to the conclusion that even though solar occultation geographic coverage is limited, the sampling of equivalent latitude can be broad enough to adequately define O 3 loss inside the vortex. Rex et al. [2006] also showed little difference in the O 3 loss estimates from sondes, POAM, and SAGE, although the sampling of the instruments in latitude space was quite different. Rex et al. [2006] concluded that the similarities in the results increase the confidence that sampling issues do not have a significant impact on the IL calculations.
[23] The ACE-FTS versus MAESTRO comparisons require further explanation. Only preliminary validation has been completed for ACE-FTS version 1.0 data [Walker et al., 2005] ; however, detailed studies are in progress for the current versions of both ACE-FTS and MAESTRO data that we use here. Because these instruments are on the same satellite, their geographic sampling is identical. Therefore differences between IL results from these instruments can be attributed to differences in the solar occultation measurements themselves. Indeed, the only reason the Figure 7 EOS MLS plots for the ACE-FTS and MAESTRO sampling are not identical is that days where there is missing ACE-FTS or MAESTRO data (as with all the other instruments) have been filled in with a time interpolation. That the MAESTRO data show more apparent IL in Figure 5 is attributed to the fact that O 3 mixing ratios retrieved from MAESTRO are on average $5 -10% lower than those retrieved from ACE-FTS, even for coincident data (not shown). However, because of the higher variability in the MAESTRO data, few O 3 measurements near 600 K caused the average vortex MAESTRO O 3 to be slightly higher than the ACE-FTS data in January.
Column O 3 Loss
[24] The partial column is the vertical integral of the difference between the observed O 3 and the modeled passive O 3 field . The partial column O 3 loss for 2004-2005 is shown in Figure 8 . Here the partial column was computed between the potential temperature surfaces of 400 K and 575 K, and only observations where the instruments were sampling within the vortex at all potential temperature levels were used in the calculation. Figure 8 shows that, overall, the partial column O 3 loss is in strong agreement for the five instruments, with maximum loss at the end of March near 100 -120 Dobson Units (DU), with an uncertainty of $15 DU. There is an initialization offset between the model and the observations on the first however, the SLIMCAT CTM was only forced with ECMWF operational winds from January through the remainder of the winter; during December 1999 the CTM was forced with ECMWF ERA-40 winds. Since POAM was the only instrument taking observations in both 2004 -2005 and 1999-2000 and because there are in general very few discrepancies in the IL for the five instruments, we compare the 2 years only using POAM data.
[26] Figure 9 shows the time series of the daily averaged IL inside the vortex for the POAM instrument during both of the cold Arctic winters for the 575 K, 550 K, 500 K, and 475 K potential temperature surfaces from 1 December until 15 March. The analysis was only conducted through mid-March because after this time in 2000 the vortex was too close to the pole for POAM to sample [Hoppel et al., 2002; Rex et al., 2002] . Unfortunately, the analysis was not conducted for levels below 475 K because 100 hPa was the lower limit for the 1999 -2000 ECMWF operational wind fields that were used to determine the location of the vortex edge. These comparisons are therefore at potential temperature levels above where the maximum loss (in terms of mixing ratio) occurred in both winters . Rex et al. [2006] applied the vortex average descent approach between 5 January and 25 March to SAGE, POAM, and ozonesondes in 2006 and to ozonesondes in 2000, and showed that the 2005 loss below 475 K was as large as or larger than the loss that occurred in 2000. Above 475 K, differences between CTM-PS and Rex et al. [2006] are expected because of the differences in the time period over which the loss calculations were made. [Manney et al., 2006; Salawitch et al., 2002] . Our understanding of these differences is not complete, and will be a subject for further study. These results agree with those presented by Rex et al. [2006] and Manney et al. [2006] , which show that more loss occurred during 2000 at 500 K and 475 K than in 2005.
Modeled O 3 Loss
[27] The SLIMCAT CTM ML was analyzed to determine how well the model was able to reproduce the 2004 -2005 Arctic O 3 loss inferred from the observations. A contour plot of the daily average ML is shown in Figure 10 . In order to compute the ML, the SLIMCAT CTM was sampled at each of the satellite measurement locations. As in Figure 5 , data on days where there was missing satellite data and on days where the instrument did not sample inside the vortex are filled in by a time interpolation. Both the IL and ML show strong descent of O 3 loss starting near 700 K in December and peaking below 500 K by mid-March. Above 500 K the ML slightly underestimates the magnitude of the IL starting in February. The amount by which the model underestimates the loss varies for each instrument. The opposite is true below 500 K, where the ML calculations show a peak loss that is larger in magnitude by about 0.3 ppmv than the peak IL values at these potential temperature levels. At 450 K the ML diverges from the IL calculations starting in late February, when the major final warming occurred. This suggests the possibility that the model had difficulty simulating the effects of the stratospheric warming event. Despite these differences, qualitatively the ML agrees well with the IL calculations.
Satellite O 3 and CTM Active O 3
[28] The differences between the ML and the IL calculations are due to differences between the satellite O 3 observations and the active (full chemistry and dynamics) model field. If the chemistry, physics and the meteorology in the SLIMCAT CTM were accurate, the active model O 3 should match the observations, within the uncertainties introduced by initialization errors. Figure 11 shows the evolution of daily average vortex O 3 for the observations, the corresponding active model sampled at the observation locations, and the difference (active model O 3 minus observed O 3 ). Time series of the active model and the observations at 600 K and 450 K are shown in Figure 12 . Qualitatively, the model simulates the observed O 3 quite well. At these altitudes, O 3 mixing ratios increase with increasing altitude. Between 550 K and 700 K, O 3 mixing ratios increase in time from December to March because of poleward transport of ozone-rich air into the vortex. From about 450 -550 K, O 3 mixing ratios decrease in time, as halogen-activated O 3 destruction becomes prevalent. Below 450 K, O 3 mixing ratios increase in December and early January as O 3 -rich air descends; mixing ratios then decrease as halogen-activated chemistry takes over.
[29] One notable feature in Figure 11 is the small model underestimate of O 3 that descends in time throughout the winter; this is surrounded at lower and higher altitudes by model overestimates of the observed O 3 field. The overestimates at the beginning of the winter are correlated with initialization errors, and cannot be interpreted as indicating any errors in the model chemistry or physics. The precise magnitude and altitude of the underestimate (blue region in Figure 11 ) varies with instrument and time, but in general is on the order of 0.3 ppmv or less, and descends from about 550-600 K in December to about 400-450 K in midMarch. The underestimate is on average smaller when compared to EOS MLS data, which may in part be due to the fact that averaging large numbers of data points masks any initialization errors that might be present at given latitudes. Since the model O 3 underestimates occur near the primary altitudes/times of halogen-activated O 3 loss, they most likely result from small discrepancies between the simulated and observed relative contributions of transport and chemistry to the overall O 3 variations. The results from Figure 12 are particularly interesting at 450 K, where the model overestimates O 3 in December and January, but then underestimates O 3 in March. As noted above, the initial overestimate is clearly related to an initialization error, as it occurs even in early December. The fact that this then transitions to an underestimate explains the larger ML compared to the IL. The differences between the model and observations in March are not well understood. They may be due to the fact that the model did not properly simulate the impact of the final stratospheric warming event. That is, it is possible that the model was too diffusive in the lower stratosphere and allowed low O 3 from outside the vortex to mix into the vortex, resulting in O 3 mixing ratios that were too low. SLIMCAT and ACE-FTS vortex averaged CH 4 mixing ratios (not shown) increase in time during March below 500 K, consistent with increased mixing. EOS MLS N 2 O observations presented in Manney et al. [2006] also confirm that mixing was occurring during this time. As with the higher altitudes, CH 4 mixing ratios in SLIMCAT increase more than those in ACE-FTS, which may be a signature of mixing that is not accounted for properly in the model. The differences in March may also be due to the model overestimating the chemical loss because of too strong denitrification, which would allow high ClO x to persist longer (M. P. Chipperfield, private communication, 2006) . [Manney et al., 2006; Jin et al., 2006; Rex et al., 2006; FE, submitted paper, 2006] and had a dynamically active vortex. During the winter the vortex experienced two warming events. The first event occurred in late February and split the vortex in the lower stratosphere. In addition to weakening the vortex, the warming event caused the vortex to be stretched and brought down to lower latitudes. The vortex reformed in a couple of days and remained intact until the major final warming event occurred in early to mid-March [Manney et al., 2006] and split the vortex through the depth of the stratosphere. After the first warming event the temperatures warmed and never fell below T NAT for the remainder of the winter.
Summary and Conclusions
[ Rex et al. [2006] between 400 K and 550 K (M. Rex, private communication, 2006 ). Because each instrument had different latitudinal sampling of the vortex, we were able to evaluate the sensitivity of the inferred loss calculation to the geographic sampling of the instrument. The results suggest that although the solar occultation instruments have limited geographic sampling they do observe a wide range of equivalent latitudes during the winter and therefore are able to adequately sample the vortex for O 3 loss studies.
[32] In this study we calculated the modeled loss from the SLIMCAT CTM and compared the results to IL calculations to determine how well the CTM was able to simulate O 3 loss during the 2004 -2005 Arctic winter. The SLIMCAT CTM modeled loss had a morphology similar to that of the inferred loss calculations. In the past, CTMs have underestimated O 3 loss compared to loss inferred from observations [Chipperfield et al., 1996; Deniel et al., 1998; Becker et al., 2000; Guirlet et al., 2000] . Unlike earlier versions of the SLIMCAT CTM, this version no longer underestimates the loss. On the contrary, the CTM slightly overestimates the loss by approximately 0.3 ppmv ($10 -15%) after 1 March between 450 and 500 K, but overall the modeled loss agrees very well with the inferred loss calculations. Future work will involve comparing other retrieved satellite species to the model in order to fully test the model's ability to simulate the chemistry and dynamics of the 2004 -2005 Arctic winter. This study and the study of Singleton et al. [2005] have shown that the SLIMCAT CTM was able to reproduce the maximum loss inferred from satellite observations for both the 2002 -2003 and 2004 -2005 Arctic winters using the CTM passive subtraction technique to within 15%. Although some discrepancies between the observed and modeled O 3 remain (such as O 3 loss above 550 K), the level of agreement has improved from previous studies. Thus these results help to increase confidence in our understanding of Arctic O 3 loss processes.
