Recently, Fullér et al. [Fuzzy Sets and Systems, 2010] introduced a new f -weighted index of interactivity, ρ f (A, B), between marginal possibility distributions A and B of a joint possibility distribution C for any weighting function f . They also left two open questions in connection with the lower limit for f -weighted possibilistic correlation coefficient related to the improved index of interactivity. In this paper, we obtain a more general result than the suggested open problem, and hence completely prove this open question.
Introduction
In possibility theory the principle of average value of appropriately chosen realvalued functions plays a fundamental role in defining mean value, variance, covariance and correlation of possibility distributions. Fullér and Majlender [2] defined a measure of possibilistic correlation between marginal possibility distributions of a joint possibility distribution as the f -weighted average of probabilistic covariances between marginal probability distributions whose joint probability distribution is defined to be uniform on the γ-level sets of their joint possibility distribution. Carlsson and Fullér [1] defined the same measure as their possibilistic covariance divided by the square root of the product of their possibilistic variances.
There is a drawback to the measure of possibilistic correlation introduced in [1] : it does not necessarily take its values from [−1, 1] if some level sets of the joint possibility distribution are not convex. A new normalization technique is needed. Recently, Fullér et al. [3] introduced a new index of interactivity between marginal distributions of a joint possibility distribution; the index is defined for a whole family of joint possibility distributions. At the end of their paper, they proposed two open questions as follows: 
Preliminaries
A fuzzy number A is a fuzzy set of R with a normal, fuzzy convex and continuous membership function of bounded support. A family of fuzzy numbers is denoted by F . Fuzzy numbers can be considered as possibility distributions.
A joint possibility distribution of fuzzy numbers is defined as a normal fuzzy set C of R 2 . Furthermore, A and B are called the marginal possibility distributions of C if they satisfy the relationships max{y ∈ R|C(x, y)} = A(x) and max{x ∈ R|C(x, y)} = B(y)
for all x, y ∈ R. Suppose that C is given so that a uniform distribution can be defined on [C] γ for all γ ∈ [0, 1]. Then marginal possibility distributions are always uniquely defined from their joint possibility distribution by the principle of falling shadows. Fullér et al. [3] introduced a new index of interactivity between marginal distributions A and B of a joint possibility distribution C as the f -weighted average of probabilistic correlation coefficients between marginal probability distributions of a uniform probability distribution on [C] γ for all γ ∈ [0, 1]: that is,
The f -weighted index of interactivity of A, B ∈ F (with respect to their joint distribution C) is defined as
and X γ and Y γ are random variables whose joint distribution is uniform on
A possibility distribution A is said to be symmetric if there exists a point a ∈ R such that A(a − x) = A(a + x) for all x ∈ R. If the membership functions of two symmetrical marginal possibility distributions are equal then we can easily define a joint possibility distribution such that their possibilistic correlation coefficient is minus one (see Section 5.2 [3] ). Fullér et al. [3] guessed that for the non-symmetrical, but identical marginal distributions, A(x) = B(x) = (1 − x), for all x ∈ [0, 1], one cannot define any joint possibility distribution and any f for which ρ f (A, B) could go below the value of −3/5. They also left the lower limit for f -weighted possibilistic correlation coefficient between non-symmetrical marginal possibility distributions with the same membership function as an open question. In the following section, we prove that inf C sup 0<γ≤1 ρ(X γ , Y γ ) = −1 for non-symmetrical marginal possibility distributions with the same membership function, A(x) = B(x) = (1−x), for all x ∈ [0, 1]. This immediately proves these open questions suggested by Fullér et al. [3] 
Main result
We first consider the following lemma.
and a ≤ b ≤ c. Let X and Y be random variables whose joint distribution is uniform on C. Then
where
Proof. We calculate them as a limit of integrals to consider two line segments in C. For c ∈ (b, 1] and δ ∈ (0, min{a, b − a}), put The density function of a uniform distribution on C δ can be written as
.
The marginal functions are obtained as
We can calculate the probabilistic expected value and variance of the random variables X and Y , whose joint distribution is uniform on C:
And similarly we obtain
Using that
we can calculate the probabilistic correlation of random variables:
Theorem 3.2 Let C(x, y) be a joint possibility distribution with identical marginal distributions, A(x) = B(x) = (1 − x), for all x ∈ [0, 1]. Let X γ and Y γ be random variables whose joint distribution is uniform on [C] γ for all γ ∈ [0, 1]. Then we have, for 0 ≤ γ < 1,
Proof. We first consider a joint possibility distribution defined as
Then the marginal possibility distributions are computed by
For γ ∈ [0, 1), let X γ n and Y γ n be random variables whose joint distribution is uniform on [C n ] γ . Then for sufficiently large n,
From 
