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Abstract
We investigate the Weyl channels being covariant with respect to
the maximum commutative group of unitary operators. This class in-
cludes the quantum depolarizing channel and the ”two-Pauli” channel
as well. Then, we show that our estimation of the output entropy for a
tensor product of the phase damping channel and the identity channel
based upon the decreasing property of the relative entropy allows to
prove the additivity conjecture for the minimal output entropy for the
quantum depolarizing channel in any prime dimesnsion and for the
”two Pauli” channel in the qubit case.
1 Introduction
Let H be a finite-dimensional Hilbert space. Denote σ(H) the set
of states (positive unit-trace operators) in H. The linear map Φ :
∗E-mail: gramos@mail.ru
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σ(H)→ σ(H) is said to be a quantum channel if Φ∗ is completely pos-
itive ([8]). The quantum channel Φ is called bistochastic if Φ(1dIH) =
1
dIH , where IH is the identity operator in H.
The Holevo-Schumacher-Westmoreland bound C1(Φ) of a quantum
channel Φ is defined by the formula
C1(Φ) = sup
xj∈σ(H),pi
S(
r∑
j=1
pijΦ(xj))−
r∑
j=1
pijS(Φ(xj)),
where S(x) = −Trxlogx is the von Neumann entropy of x and the
supremum is taken over all probability distributions pi = (pij)
r
j=1, 0 ≤
pij ≤ 1,
r∑
j=1
pij = 1 for all r ∈ N. The additivity conjecture states ([1])
that for any two channels Φ and Ψ
C1(Φ⊗Ψ) = C1(Φ) + C1(Ψ).
If the additivity conjecture holds, one can easily find the capacity C(Ψ)
of the channel Ψ by the formula C(Ψ) = lim
n→+∞
C1(Ψ⊗n)
n = C1(Ψ) (see
[9]).
At the moment, the additivity conjecture is proved for a number of
different cases ([9, 13, 14, 16, 5, 3]). The crucial role was played by C.
King who proved [13, 14] the additivity conjecture for all bistochastic
qubit channels as well as for the quanum depolarizing channel. In [2]
it was shown that the additivity conjecture for the channels of the
form Ψ◦Φ, where Φ is the quantum depolarizing channel and Ψ is the
phase damping can be proved by means of the decreasing property of
the relative entropy [15]. In the present paper we continue to study
a possibility to use the decreasing property of the relative entropy
to estimate the von Neumann entropy of the output of a quantum
channel.
The additivity conjecture for the quantity C1 is closely connected
with the additivity conjecture for the entropy infimum which states
that
inf
ρ∈σ(H⊗K)
S((Φ⊗Ψ)(ρ)) = inf
ρ∈σ(H)
S(Φ(ρ)) + inf
ρ∈σ(K)
S(Ψ(ρ))
for any two channels Φ and Ψ acting in Hilbert spaces H and K,
respectively. For the case of the Weyl channel we consider in the
present paper, if the additivity conjecture for the entropy infimum
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holds it implies that the quantity C1 is additive also ([10]). As it
is shown in [17] the additivity conjectures for C1 and the entropy
infimum are globally equivalent.
Fix the basis ej , 0 ≤ j ≤ d− 1, in a Hilbert space H, dimH = d,
and define a unitary operator U by the formula
U =
d−1∑
j=0
e
2pii
d
j |ej >< ej|.
Given a probability distribution 0 ≤ λj ≤ 1,
d−1∑
j=0
λj = 1, we shall call
the bistochastic quantum channel defined as
Φ(x) =
d−1∑
j=0
λjU
jxU∗j , x ∈ σ(H), (1)
by a phase damping. The map
E(x) =
1
d
d−1∑
j=0
U jxU∗j ≡
d−1∑
j=0
|ej >< ej|x|ej >< ej|,
x ∈ σ(H), is a conditional expectation to the algebra of the elements
being fixed with respect to the action of the group {U j , 0 ≤ j ≤ d−1}
and, hence, of the channel Φ.
Given two states ρ and ρ, let S(ρ, ρ) = Tr(ρ log ρ)−Tr(ρ log ρ) be
the Umegaki relative entropy [18]. Due to [15] the following property
holds,
S(Φ(ρ),Φ(ρ)) ≤ S(ρ, ρ)
for any (not necessarily bistochastic) quantum channel Φ. Using this
property it is possible to estimate the entropy of the output of a quan-
tum channel ([2]).
Let K be an arbitary finite-dimensional Hilbert space. Using the
decreasing property of the relative entropy we shall prove the following
statement.
Theorem 1.Let x ∈ σ(H ⊗K) be such that
E(TrK(x)) =
1
d
IH .
Then, for the phase damping (1) we get
S((Φ ⊗ Id)(x)) ≥ −
d−1∑
j=0
λj log λj +
1
d
d−1∑
j=0
S(xj), (2)
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where xj = dTrH((|ej >< ej | ⊗ IK)x) ∈ σ(K), 0 ≤ j ≤ d− 1.
Analyzing the Weyl channels being covariant with respect to the
maximum commutative group of unitary operators we shall prove the
following two theorems based upon the estimation (2).
Theorem 2.Let Φ(ρ) = (1− p)ρ+ pdIH , ρ ∈ σ(H), 0 ≤ p ≤ d
2
d2−1 ,
be the quantum depolarizing channel in the Hilbert space H of the
prime dimension d. Then, there exists d orthonormal bases {f sj , 0 ≤
s, j ≤ d− 1} in H such that
S((Φ⊗ Id)(x)) ≥ −(1− d− 1
d
p) log(1− d− 1
d
p)− d− 1
d
p log
p
d
+ (3)
1
d2
d−1∑
j=0
d−1∑
s=0
S(xsj),
where x ∈ σ(H ⊗K), xsj = dTrH((|esj >< esj | ⊗ IK)x) ∈ σ(K), 0 ≤
j, s ≤ d− 1.
Denote σx, σy and σz the Pauli operators.
Theorem 3.Let Φ(ρ) = (1− 2p)ρ+ pσyρσy + pσzρσz be the ”two
Pauli” channel in the space H, dimH = 2. Suppose that p ≤ 13 , then
there exist three orthonormal bases (es1, e
s
2), 1 ≤ s ≤ 3, in H such that
S((Φ⊗ Id)(x)) ≥ −(1− p) log(1− p)− p log p+ 1
6
3∑
n=1
(S(x1j ) +S(x
2
j )),
where x ∈ σ(H ⊗K), xkj = 2TrH((|ejk >< ejk| ⊗ IK)x) ∈ σ(K), 1 ≤
j ≤ 3, 1 ≤ k ≤ 2.
Remark.The additivity of the minimal output entropy for the quan-
tum depolarizing channel and the ”two-Pauli” channel follows from
Theorems 2 and 3. Indeed, these theorems contain more information.
It was shown in [13] that if the additivity conjecture holds for the qubit
depolarizing channel and the ”two-Pauli” channel in the case p ≤ 13 ,
then it holds for all bistochastic qubit channels. Hence, in particular,
Theorems 2 and 3 imply that the additivity conjecture holds for all
bistochastic qubit channels.
This paper is organized as follows. In Part 2 we prove Theorem 1.
Part 3 is devoted to the description of the Weyl (the same as Weyl-
covariant) channels. The orbits of the maximum commutative groups
in the dimensions d = 2 and d = 3 are described in Part 3. In Part
4 we find the conditions which are sufficient for the Weyl channel be
covariant with respect to the maximum commutative group. In Part
5 the proof of Theorems 2 and 3 is given.
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2 Proof of Theorem 1
In this section we shall use the approach introduced in [2].
Fix x with the property formulated in Theorem 1 and define a
quantum channel Ξx : σ(H ⊗K)→ σ(H ⊗K) by the formula
Ξx(ρ) =
d−1∑
j=0
Tr((|ej >< ej|⊗IK)ρ)(U j⊗IK)x(U∗j⊗IK), ρ ∈ σ(H⊗K).
Put ρ =
d−1∑
j=0
λj |ej >< ej | ⊗ y, ρ =
d−1∑
j=0
1
d |ej >< ej | ⊗ y = 1dIH ⊗ y,
where y ∈ σ(K) is an arbitrary fixed state. Then,
Ξx(ρ) = (Φ⊗ Id)(x),
Ξx(ρ) =
1
d
d−1∑
j=0
(U j ⊗ IK)x(U∗j ⊗ IK) ≡ E˜(x).
Notice that E˜ = (E ⊗ Id) is the conditional expectation to algebra of
the elements being fixed with respect to the action of the cyclic group
{U j ⊗ IK , 0 ≤ j ≤ d− 1}.
The decreasing property of the relative entropy [15] gives us the
estimation:
S(Ξx(ρ),Ξx(ρ)) ≤ S(ρ, ρ) =
d−1∑
j=0
λj log λj + log(d). (4)
On the other hand,
S(Ξx(ρ),Ξx(ρ)) = Tr((Φ⊗ Id)(x) log(Φ⊗ Id)(x))−
Tr((Φ⊗ Id)(x) log E˜(x)) = −S((Φ⊗ Id)(x))−
Tr(E˜ ◦ (Φ⊗ Id)(x) log E˜(x)) =
− S((Φ⊗ Id)(x)) + S(E˜(x)). (5)
Here we used the equality E˜ ◦ (Φ ⊗ Id) = E˜ which holds because E˜
is the conditional expectation to the algebra of elements being fixed
with respect to the action of Φ⊗ Id. It follows from the condition of
Theorem 1 that
E˜(x) =
1
d
d−1∑
j=0
|ej >< ej | ⊗ xj , xj ∈ σ(K).
5
Thus,
S(E˜(x)) = log(d) +
1
d
d−1∑
j=0
S(xj), (6)
xj = dTrH((|ej >< ej | ⊗ IK)x), 0 ≤ j ≤ d − 1. Combining (4), (5)
and (6) we get the result we need.
3 The Weyl channels
Recently the representation of quantum channels by means of the
discrete Weyl group were discussed in different contexts ([2, 4, 7, 12]).
Fix the orthonormal basis |k >, k = 0, 1, . . . , d−1 of the Hilbert space
H, dimH = d, and define the unitary operators Um,n by the formula
([6])
Um,n =
d−1∑
k=0
e
2pii
d
kn|k +m mod d >< k|,
0 ≤ m,n ≤ d− 1. The operators Um,n are satisfied the Weyl commu-
tation relations,
Um,nUm′,n′ = e
2pii(m′n−mn′)/dUm′,n′Um,n, (7)
0 ≤ m,n,m′, n′ ≤ d − 1. We shall call Um,n by a Weyl operator.
Notice that
Um,0|k >= |k +m mod d >, U0,n|k >= e
2pii
d
kn mod d|k >, (8)
Um,n = UmUn, 0 ≤ m,n ≤ d− 1.
We shall consider bistochastic quantum communication channels of
the following form
Φ(x) =
d−1∑
m,n=0
pim,nUm,nxU
∗
m,n, (9)
x ∈ σ(H), where 0 ≤ pim,n ≤ 1,
d−1∑
m,n=0
pim,n = 1, is an arbitrary
probability distribution. We shall call (9) by a Weyl channel.
The bases (ej)
d−1
j=0 and (fj)
d−1
j=0 of the space H are said to be mutu-
ally unbiased bases ([11]) if | < ej |fk > | = 1√d , 0 ≤ j, k ≤ d− 1. For
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example, the eigenvectors fj = |j > and ej = 1√d
d−1∑
k=0
e
2pii
d
jk|k > of the
Weyl operators U0,n and Um,0, respectively, form mutually unbiased
bases. If the dimension d of the Hilbert space H is prime, there exist
d+ 1 mutually unbiased bases {ekj , 0 ≤ j ≤ d− 1, 0 ≤ k ≤ d} which
can defined as the eigenvectors of the Weyl operators Usk,k such that
|esj >< esj | =
1
d
d−1∑
k=0
e
2pii
d
jkUsk,k, 0 ≤ s ≤ d− 1, (10)
|edj >< edj | =
1
d
d−1∑
k=0
e
2pii
d
jkUk,0 ≡ |j >< j|.
Because the elements of the mutually unbiased bases (esj) are eigen-
vectors for the Weyl operators Usk,k and Uk,0, we get
Usk,k =
d−1∑
j=0
e
2pii
d
jk|esj >< esj |, 0 ≤ s ≤ d− 1,
Uk,0 =
d−1∑
j=0
e
2pii
d
jk|edj >< edj |.
Fix a basis (ej)
d−1
j=0 in the space H. We shall call by the maximi-
mum commutative group of unitaries Ud((ej)d−1j=0) a d-parameter group
of unitary operators
U =
d−1∑
j=0
eiφj |ej >< ej |, (11)
where φj , 0 ≤ j ≤ d − 1, are arbitrary real numbers. Denote by
Usd = Ud((esj)d−1j=0), 0 ≤ s ≤ d, the maximum commutative groups
generated by the mutually unbiased bases (10).
The bistochastic quantum channel
Es(x) =
d−1∑
j=0
|esj >< esj |x|esj >< esj |, x ∈ σ(H),
is a conditional expectation to the algebra of elements being fixed with
respect to the action of the maximum commutative group Usd as well
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as of the phase damping channel
Φs(x) =
d−1∑
j=0
λjUsj,jxU
∗
sj,j
for 0 ≤ s ≤ d− 1 and
Φd(x) =
d−1∑
j=0
λjUj,0xUj,0
for s = d.
4 Orbits of the maximum commuta-
tive group of unitaries.
Denote by Gsd the set consisting of the unit vectors g for which there
exists the unitary operator Us ∈ Usd , 0 ≤ s ≤ d− 1, such that
Ed(Us|g >< g|U∗s ) =
1
d
IH ,
Let Asd be the convex set of states generated by the one-dimensional
projections |g >< g|, g ∈ Gd.
Lemma 1.Given complex numbers a, b, |a|2 + |b|2 = 1 there exist
the real numbers φ,ψ, α ∈ [0, 2pi] such that
eiφa+ eiψb = 1,
eiφa− eiψb = eiα.
Proof.
Pick up φ˜, ψ˜ such that cos φ˜ = sin ψ˜ = |a|, − sin φ˜ = cos ψ˜ = |b|.
Then, φ = ψ˜ − arg(a), ψ = ψ˜ − arg(b), cosα = cos(2φ˜), sinα =
sin(2φ˜) give us the solution. 
Proposition 1. Suppose that d = 2. Then, G02 = G12 = H and,
hence, A02 = A12 = σ(H).
Proof.
We shall prove that G02 = H. The identity G12 = H can be consid-
ered analogously.
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Take a vector g ∈ H. Suppose that the coordinates of g in the basis
e00, e
0
1 are < e
0
0|g >= a, < e01|g >= b. Let the numbers φ,ψ, α ∈ [0, 2pi]
are defined by Lemma 1. Determine the unitary operator U ∈ U02 by
the formula
U = eiφ|e00 >< e00|+ eiψ|e01 >< e01|,
then, it follows from Lemma 1, that
< e20|Ug >=
1√
2
, < e21|Ug >=
eiα√
2
.

Proposition 2.Gs3 6= H, 0 ≤ s ≤ 2.
Proof.
We shall prove that G03 6= H. The other cases can be considered
analogously.
Take a unit vector g ∈ H whose coordinates < e0j |g >= αj, 0 ≤
j ≤ 2,. If G03 = H, then there exist the real numbers φj , βj , 0 ≤ j ≤ 2,
satisfying the relations
2∑
k=0
eiφkei
2pi
3
jk = eiβj , 0 ≤ j ≤ 2. (12)
Suppose that α1, α2 > 0 and α3 = 0, then the condition (12) implies
that
cos(φ1 − φ2) = 0,
cos(φ1 − φ2 − 2pi
3
) = 0
and
cos(φ1 − φ2 − 4pi
3
) = 0.
But the system of these three equation has no solution. 
Lemma 2.Given complex numbers αj,
2∑
j=0
|αj |2 = 1 satisfying the
relations
|α1α2|+ |α1α3| > |α2α3|,
|α1α2|+ |α2α3| > |α1α3|,
|α1α3|+ |α2α3| > |α1α2|.
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there exist the real numbers φj , βj , 0 ≤ j ≤ 2, such that
2∑
j=0
ei(φj+
2pijk
3
)αj = e
iβk , 0 ≤ k ≤ 2.
Proof.
Because αj = |αj |eiarg(αj ), it suffices to consider only the case of
non-negative real numbers αj ≥ 0, 0 ≤ j ≤ 2. Denote by γj , 0 ≤
j ≤ 2, the angles of the triangle with the sides equal to the values
α1α2, α1α3 and α2α3. Then,
sin γ1
α1α2
=
sin γ2
α1α3
=
sin γ3
α2α3
, (13)
α1α2 = α1α3 cos(γ3) + α2α3 cos(γ2),
α1α3 = α1α2 cos(γ3) + α2α3 cos(γ1), (14)
α2α3 = α1α2 cos(γ2) + α1α3 cos(γ1).
Put
φ1 = 0, φ2 =
2pi
3
+
1
3
γ2 − 1
3
γ3,
φ3 =
pi
3
− 1
3
γ2 − 2
3
γ3.
Thus, we get
α1α2 cos(φ1 − φ2) + α1α3 cos(φ1 − φ3) + α2α3 cos(φ2 − φ3) =
α1α2 cos(φ2)− α1α3 cos(φ2 + γ3)− α2α3 cos(φ2 − γ2) =
(α1α2 − α1α3 cos(γ3)− α2α3 cos(γ2)) cos(φ2) + (15)
(α1α3 sin(γ3)− α2α3 sin(γ2)) sin(φ2) = 0
due to (13) and (14). Analogously,
α1α2 sin(φ1 − φ2)− α1α3 sin(φ1 − φ3) + α2α3 sin(φ2 − φ3) =
−α1α2 sinφ2 + α1α3 sin(φ2 + γ3) + α2α3 sin(φ2 − γ2) =
(−α1α2 + α1α3 cos(γ3) + α2α3 cos(γ2)) sin(φ2) + (16)
(α1α3 sin(γ3)− α2α3 sin(γ2)) cos(φ2) = 0.
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Denote
Ik =
2∑
j=0
ei(φj+
2pijk
3
)αj, 0 ≤ k ≤ 2.
Under the condition
2∑
j=0
α2j = 1 the formulas (15)-(16) imply that
Re(Ik)
2 + Im(Ik)
2 = 1, 0 ≤ k ≤ 2.

Proposition 3. The set Gs3 includes the unit vectors h whose
coordinates α1, α2 and α3 in the basis (e
s
j) satisfy the relation
|α1α2|+ |α1α3| > |α2α3|,
|α1α2|+ |α2α3| > |α1α3|, (17)
|α1α3|+ |α2α3| > |α1α2|.
Remark.We doesn’t consider the trivial case αi = δii0 for some
i0, 0 ≤ i0 ≤ 2.
Proof.
As it was done above we shall consider only the case s = 0.
Take a vector g satisfying the relations (17). Suppose that the
coordinates of g in the basis e00, e
0
1, e
0
2 are < e
0
k|g >= αk, 0 ≤ k ≤ 2.
Let the numbers φj , 0 ≤ j ≤ 2, are defined by Lemma 2. Determine
the unitary operator U ∈ U03 by the formula
U =
2∑
j=0
eiφj |e0j >< e0j |,
then, it follows from Lemma 2 that
| < e3j |Ug > | =
1√
3
, 0 ≤ j ≤ 2.

Denote by Md and M(0) the algebra of all d× d matrices and its
subalgebra generated by the cyclic group {Um,0, 0 ≤ n ≤ d − 1},
respectively. Let Ud be the maximum commutative group constructed
by means of the basis (ej)
d−1
j=0 .
Proposition 4.The inclusion W ∈M(0) holds for all W ∈ Ud.
Proof.
It suffices to notice that Um,0 ∈ Ud, 0 ≤ m ≤ d− 1.

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5 The covariant Weyl channels.
The quantum channel Φ is said to be covariant with respect to the
group U being a subgroup of the group of all unitary operators in H
if
Φ(UxU∗) = UΦ(x)U∗, x ∈ σ(H), U ∈ U .
The Weyl operators Um,n satisfying the relation (7) form the basis
in the algebra of all d × d matrices. Moreover, the action of a Weyl
channel (9) on the Weyl operator Us,t is given by the formula
Φ(Us,t) = λstUs,t,
where
λst =
d−1∑
m,n=0
pim,ne
2pii(sn−tm)/d.
Proposition 5. Suppose that λst = µt = const, 0 ≤ s ≤ d−1, 1 ≤
t ≤ d − 1. Then the Weyl channel is covariant with respect to the
maximum commutative group Udd .
Remark. If d = 2, a role of the maximum commutative group of
unitaries can be played by all multiples of the group SO(2) consisting
of all rotations in H implemented by the matrices of the form
eiψ
(
cosφ sinφ
− sinφ cosφ
)
, φ, ψ ∈ [0, 2pi].
It is straightforward to check that the bistochastic qubit channel deter-
mined by the triple [λ1, λ2, λ3] is covariant with respect to the group
of rotations iff λ1 = λ3. Thus, this class includes the quantum depo-
larizing channel [λ, λ, λ] and the ”two-Pauli” channel [λ, 1− 2λ, λ] as
well.
Proof.
Denote M(n) the algebra of matrices generated by the Weyl oper-
ators Um,n, 0 ≤ m ≤ d− 1. Due to Proposition 4 a unitary operator
W ∈ Udd can be represented as
W =
d−1∑
m=0
cmUm,0.
Hence WUm,0W
∗ = Um,0, 0 ≤ m ≤ d − 1, and WM(n)W ∗ ⊂ M(n)
for all W ∈ Udd , 1 ≤ n ≤ d − 1. It follows that if the condition of
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Proposition 5 holds, we get WUs,tW
∗ ∈ M(t) for 1 ≤ t ≤ d − 1.
Hence,
Φ(WUs,tW
∗) = µtWUstW
∗ =WΦ(Us,t)W
∗,
0 ≤ s, t ≤ d− 1. 
Proposition 6. Suppose that pimn = pm, 0 ≤ m ≤ d − 1, 1 ≤
n ≤ d− 1. Then the Weyl channel (9) is covariant with respect to the
maximum commutative group Udd .
Remark. If pi00 = (1 − d2−1d2 p) and pim0 = pn = pd2 , 1 ≤ n,m ≤
d− 1, the Weyl channel (9) is the quantum depolarizing channel,
Φ(x) = (1− p)x+ p
d
Tr(x), 0 ≤ p ≤ d
2
d2 − 1 .
Suppose that d = 2, then the ”two Pauli” channel
Φ(ρ) = (1− 2p)ρ+ pσyρσy + pσzρσz, ρ ∈ σ(H), (18)
is satisfied the conditions of Proposition 6 if we identify the Weyl oper-
ators with the Pauli operators such that U0,0 ≡ IH , U1,0 ≡ σx, U0,1 ≡
σy, U1,1 ≡ iσz.
Proof.
In the case,
λst =
d−1∑
m=0
pim0e
−2piitm/d +
d−1∑
n=1
d−1∑
m=0
pme
2pii(sn−tm)/d =
d−1∑
m=0
(pim0 − pm)e−2piitm/d ≡ µt,
0 ≤ s ≤ d− 1, 1 ≤ t ≤ d − 1. So, the result follows from Proposition
5.

Fix the positive numbers 0 ≤ pn ≤ 1, 0 ≤ rm ≤ 1, 1 ≤ n ≤
d − 1, 0 ≤ m ≤ d − 1, such that d
d−1∑
n=1
pn +
d−1∑
m=0
rm = 1 and consider
the Weyl channel
Φ(x) =
d−1∑
m=0
rmUm,0xU
∗
m,0 +
d−1∑
m=0
d−1∑
n=1
pnUm,nxU
∗
m,n, (19)
x ∈ σ(H).
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Proposition 7. Suppose that d is a prime number, then the Weyl
channel (19) can be represented in the form
Φ(x) =
d−1∑
k=0
d−1∑
m=0
cmUm,0Φk(x)U
∗
m,0, (20)
where
Φk(x) =
d−1∑
n=0
λnUnk mod d,nxU
∗
nk mod d,n, x ∈ σ(H),
are the phase damping channels and
λ0 = 1− d
d−1∑
n=1
pn, λn = dpn, 1 ≤ n ≤ d− 1,
cm =
rm
d(1 − d
d−1∑
n=1
pn)
, 0 ≤ m ≤ d− 1.
Remark. Suppose that d = 2, then the qubit Weyl channel (19)
has the following form,
Φ(ρ) = r0ρ+ r1σxρσx + p1σyρσy + p1σzρσz, ρ ∈ σ(H),
where we have identified the Weyl operators with the Pauli matrices
such that U0,0 ≡ IH , U1,0 ≡ σx, U0,1 ≡ σy, U1,1 ≡ iσz. In the case,
in the representation (20) we get
Φ(ρ) =
r0
2(1 − 2p1) (Φ0(ρ) + Φ1(ρ)) +
r1
2(1 − 2p1)σx(Φ0(ρ) + Φ1(ρ))σx,
Φ0(ρ) = (1− 2p1)ρ+ 2p1σyρσy,
Φ1(ρ) = (1− 2p1)ρ+ 2p1σzρσz,
ρ ∈ σ(H).
Proof.
Let us compare the equations (19) and (20). In (20) it is included
d terms c0λ0x, d terms cmλ0Um,0xU
∗
m,0 as well as d terms
cm−nk mod dλnUm,nxU
∗
m,n, n 6= 0,
14
(corresponding to each the channel Φk). Hence,
dcmλ0 = rm, 0 ≤ m ≤ d− 1,
d−1∑
k=0
cm−nk mod dλn =
d−1∑
k=0
ckλn = dpn, 1 ≤ n ≤ d− 1.
Then, let us claim
d−1∑
n=0
λn =
d−1∑
n=0
cn = 1. It follows that
dcmλ0 = rm, 0 ≤ m ≤ d− 1,
λn = dpn, 1 ≤ n ≤ d− 1.
Hence,
λ0 = 1− d
d−1∑
n=1
pn,
cm =
rm
d(1− d
d−1∑
n=1
pn)
, 0 ≤ m ≤ d− 1.

6 The estimation of the output entropy.
Using Theorem 1 and Propositions 7 we can prove Theorem 2.
Proof of Theorem 2.
For x ∈ σ(H ⊗K) choose the unitary operator W in H such that
TrK(y) = WTrK(x)W
∗ ∈ Afix, where y = (W ⊗ IK)x(W ∗ ⊗ IK).
Here we denoted Afix the algebra of elements being fixed with respect
to the action of the group Udd . The algebra Afix is generated by the
projections |edj >< edj |. Hence,
Es(TrK(y)) =
1
d
IH , 0 ≤ s ≤ d− 1,
because the bases (esj) are mutually unbiased. Using the covariance of
Φ with respect to the group of all unitary operators in H we get
S((Φ ⊗ Id)(x)) = S((Φ⊗ Id)(y)).
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Due to Proposition 7 the tensor product of the quantum depolar-
izing channel and the identity channel can be represented as follows
(Φ⊗ Id)(y) =
d−1∑
k=0
d−1∑
m=0
cm(Um,0 ⊗ IK)(Φk ⊗ Id)(y)(U∗m,0 ⊗ IK), (21)
where
(Φk ⊗ Id)(y) =
d−1∑
n=0
λn(Unk mod d,n ⊗ IK)y(U∗nk mod d,n ⊗ IK),
λ0 = 1− d− 1
d
p, λn =
p
d
, 1 ≤ n ≤ d− 1,
c0 =
1− d2−1d2 p
d(1− d−1d p)
,
cm =
p
d3(1− d−1d p)
, 1 ≤ m ≤ d− 1.
Applying Theorem 1 to each term (Φk ⊗ Id)(y) included in the sum
(21) we obtain the estimation (3) with xsj = dTr((|f sj >< f sj |⊗ IK)x),
where |f sj >=W ∗|esj >, 0 ≤ j, s ≤ d− 1.

Now consider the qubit case d = 2. Let us involve the Pauli oper-
ators such that
U0,0 ≡ IH , U1,0 ≡ σx, U0,1 ≡ σy, U1,1 ≡ iσz.
Then, the maximum commutative groups U02 ≡ Uy, U12 ≡ Uz, U22 ≡ Ux
are generated by the spectral projections of the Pauli operators σy, σz
and σx, respectively. In the following we shall also use the notation
e0j = e
y
j , e
1
j = e
z
j and e
2
j = e
x
j , j = 0, 1, as well as E0 = Ey, E1 =
Ez, E2 = Ex for the corresponding conditional expectations.
The ”two-Pauli” channel
Φ(ρ) = (1− 2p)ρ+ pσyρσy + pσzρσz, ρ ∈ σ(H), 0 < p < 1
2
. (22)
is covariant with respect to Ux by means of Proposition 6.
Proposition 8.The channel (22) can be represented as a convex
combination of the form
Φ(ρ) =
1− 3p
1− p Φ1(ρ) +
2p
1− pσzΨ1(ρ)σz,
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where
Φ1(ρ) = (1− p)ρ+ pσyρσy
is the phase damping and the channel
Ψ1(ρ) = pρ+
1− p
2
σxρσx +
1− p
2
σzρσz
is covariant with respect to Uy.
Proof.
It is straightforward to check the validity of the formula. To show
that the channel Ψ1 is covariant with respect to Uy let us redefine the
correspondence between the Pauli operators and the Weyl operators
such that
σy ≡ U1,0, σz ≡ U0,1, σx ≡ −iU1,1.
Then, the result follows from Proposition 6.

In the proof of Theorem 3 we shall need the ”two Pauli” channel
of the form
Ψ1(ρ) = pρ+
1− p
2
σxρσx +
1− p
2
σzρσz, ρ ∈ σ(H). (23)
It is straightforward to check that the following estimation holds.
Proposition 9.Suppose that p ≤ 13 . Then, the channel (23) is a
convex combination of the form
Ψ0(ρ) =
p
1− pΦ0(ρ) +
1− 3p
2(1− 2p)σxΦ1(ρ)σx+
(1− p
1− p −
1− 3p
2(1− 2p) )σzΦ1(ρ)σz,
where
Φ0(ρ) = (1− p)ρ+ pσxρσx,
Φ1(ρ) = (1− p)ρ+ pσyρσy,
ρ ∈ σ(H), are two phase damping channels.
Proof of Theorem 3.
Fix the state ρ ∈ σ(H⊗K). Due to Proposition 1 one can find the
unitary operator W ∈ Ux such that TrK(ρ˜) = WTrK(ρ)W ∗ satisfies
the identity
Ey(TrK(ρ˜)) =
1
2
IH , (24)
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where ρ˜ = (W ⊗ IK)ρ(W ∗ ⊗ IK). Using the covariance of the channel
Φ with respect to Ux we obtain
S((Φ ⊗ Id)(ρ)) = S((Φ⊗ Id)(ρ˜)).
It follows from Proposition 8 that
(Φ⊗Id)(ρ˜) = 1− 3p
1− p (Φ1⊗Id)(ρ˜)+
2p
1− p(σz⊗IK)(Ψ1⊗Id)(ρ˜)(σz⊗IK),
where
(Φ1 ⊗ Id)(ρ˜) = (1− p)ρ˜+ p(σy ⊗ IK)ρ˜(σy ⊗ IK),
and
(Ψ1⊗Id)(ρ˜) = pρ˜+1− p
2
(σx⊗IK)ρ˜(σx⊗IK)+1− p
2
(σz⊗IK)ρ˜(σz⊗IK).
Hence, we get
S((Φ⊗ Id)(ρ˜)) ≥ min{S(Φ1 ⊗ Id)(ρ˜), S((Ψ1 ⊗ Id)(ρ˜))}. (25)
Taking into account (24) one can apply Theorem 1 to (Φ1⊗Id)(ρ˜).
Then,
S((Φ1⊗Id)(ρ˜)) ≥ −(1−p) log(1−p)−p log p+1
2
(S(2TrH((|e11 >< e11|⊗IK)ρ))+
S(2TrH((|e12 >< e12| ⊗ IK)ρ)), (26)
where |e11 >=W ∗|ey0 >, |e12 >=W ∗|ey1 >.
It follows from Proposition 1 that there exists the unitary operator
W˜ ∈ Uy such that TrK(˜˜ρ) = W˜TrK(ρ˜)W˜ ∗ satisfies the identity
Ex(TrK(˜˜ρ)) =
1
2
IH , (27)
where ˜˜ρ = (W˜ ⊗ IK)ρ˜(W˜ ∗ ⊗ IK). Moreover,
Ey(TrK(˜˜ρ)) = Ey(W˜TrK(ρ˜)W˜
∗) = Ey(TrK(ρ˜)) =
1
2
IH , (28)
because W˜ belongs to the algebra generated by the projections |ey0 ><
e
y
0|, |ey1 >< ey1|, such that Ey(W˜ ) = W˜ .
The covariance of Ψ1 with respect to Uy gives us
S((Ψ1 ⊗ Id)(ρ˜)) = S((Ψ1 ⊗ Id)(˜˜ρ)).
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It follows from Proposition 9 that the channel Ψ1 ⊗ Id can be repre-
sented in the form
(Ψ1⊗Id)(˜˜ρ) = p
1− p(Φ0⊗Id)(
˜˜ρ)+
1− 3p
2(1 − 2p) (σx⊗IK)(Φ1⊗Id)(
˜˜ρ)(σx⊗IK)+
(29)
(1− p
1− p −
1− 3p
2(1− 2p) )(σz ⊗ IK)(Φ1 ⊗ Id)(
˜˜ρ)(σz ⊗ IK),
where
(Φ0 ⊗ Id)(˜˜ρ) = (1− p)˜˜ρ+ p(σx ⊗ IK)˜˜ρ(σx ⊗ IK),
(Φ1 ⊗ Id)(˜˜ρ) = (1− p)˜˜ρ+ p(σy ⊗ IK)˜˜ρ(σy ⊗ IK),
Taking into account the identities (27) and (28) one can apply
Theorem 1 to (Φ0 ⊗ Id)(˜˜ρ) and (Φ1 ⊗ Id)(˜˜ρ). Thus, we obtain
S((Φ0⊗Id)(˜˜ρ)) ≥ −(1−p) log(1−p)−p log p+1
2
(S(2TrH((|e21 >< e21|⊗IK)ρ))+
(30)
S(2TrH((|e22 >< e22| ⊗ IK)ρ))),
where |e21 >=W ∗W˜ ∗|ex0 >, |e22 >=W ∗W˜ ∗|ex1 > and
S((Φ1⊗Id)(˜˜ρ)) ≥ −(1−p) log(1−p)−p log p+1
2
(S(2TrH((|e31 >< e31|⊗IK)ρ))+
(31)
S(2TrH((|e32 >< e32| ⊗ IK)ρ))),
where |e31 >= W ∗W˜ ∗|ey0 >, |e32 >= W ∗W˜ ∗|ey1 >. Combining (25),
(26), (29), (30) and (31) we obtain the result.

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