In this paper an ill-posed problem for the heat equation is investigated. Solutions u to the equation u, -u xx = 0, which are approximately known on the positive half-axis t = 0 and on some vertical lines x -xj,... ,x = x n , are considered and stability estimates of these solutions are presented. We assume an a priori bound, governing the heat flow across the boundary x = 0. 
Introduction
Suppose that the temperature u(x, t) of an oil well is initially known for any depth x and then the temperature is monitored at some depths *,,... ,x n , for all times. However, the monitoring device measures the temperature only approximately. A natural question arises to what inference can be made from such a set of data, can the temperature u(x, t) at any time t for any depth x be determined at least approximately?
A simple (though coarse) approach to this problem might be to determine a solution u(x, t) to the heat equation [2 ] An ill-posed problem for the heat equation 359
x -» + oo. Without loss of generality, the initial condition can be assumed to have the form In this paper we deal with the problem specified by (1.1)-(1.4). We indicate that this problem is an ill-posed problem in the sense of Hadamard, and that it has some instability. Our results are theoretical and we give additional conditions which restore stability of solutions. Moreover we give explicit stability estimates and by using the least squares method we establish a formula for obtaining stable solutions.
A key remark is in order at this stage. The set (1.1), (1.2), (1.3), (1.4) is a statement of an ill-posed problem in the sense of Hadamard. More precisely, the evaluation of any solution u to (1.1)-(1.4) on the left of the vertical line x = x t (the first vertical axis carrying data) may suffer from an arbitrarily large error, whatever the error in the data is. This assertion is easily proved with the help of the following argument. Let u satisfy equation (1.1) and boundary conditions (1.2), (1.3), and let 0 < a < b be any two fixed points. A well-known uniqueness theorem (see for example [10] 
As is well known, an ill-posed problem in the sense of Hadamard is a process in which effectual information on solutions is not available from the data. In other words instability, namely the impossibility of efficiently recovering a solution from conventional data, can be thought of as a consequence of a loss of information. Experience has shown that the stability of solutions can often be restored by complementing conventional data with a priori bounds on the solutions, the role of these a priori bounds being to replace the lost information. In the present paper we assume that the heat flow at the bottom of the oil well does not exceed a fixed quantity. More explicitly, we shall be concerned with solutions to problem (1.1), (1.2), (1.3), (1.4) which satisfy the a priori bound
where £ is a given constant.
Our results are presented in the next sections. We must mention that the problem we are dealing with was discussed by Tihonov and Glasko [9] , who especially stressed its numerical aspects. Stability estimates have been obtained, by methods quite different from ours and in a different functional setting, by Cannon [2] , [3] , [4] , [5] . Similar problems have been discussed by Anderssen and Saull [1] , Glasko, Zaharov and Kolp [6] and P. Manselli and K. Miller [7] .
use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S1446788700024915
Stability estimates
The aim of stability estimates is to describe how much the development of solution from data magnifies errors, when noise affects the data. In other words, a stability estimate should tell how much any two solutions, which fit the data up to some error (and possibly satisfy reasonable a priori bounds), differ from each other. When the problem is linear in nature, stability estimates can be derived by estimating the size of solutions to the corresponding homogeneous problem. Thus we shall be concerned in this section with solutions u to the heat equation (1.1) REMARK 1. We have not specified the function class where our solutions u are sought. For our purposes, any function class (that is any meaning of the boundary conditions) is allowed which leads to the usual representations of solutions to the heat equation in terms of Poisson type integrals.
use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S1446788700024915 [s 1 REMARK 2. As it will b e clear from our proofs, the previous estimates could b e given in a more precise (though less explicit) form. F o r instance, the following inequality is proved below: where <J > is given by (2.3). We want to stress here that the same proof allows us to replace such a < # > with the following one: n (2.5b) *(A) = X 2 />*exp(-x,/27x).
k=\
The latter form of <£, though more involved, brings into evidence how error bounds may depend upon the (position and number of the) knots x t ,...,x n as well as the precisionp k of the measurement at x k . In particular, formulas (2.5a), (2.5b) may help in investigating those arrangements of knots which lead to the minimum error estimate. PROOF. A well-known uniqueness theorem (see [11] for example) guarantees that any solution u to (1.1), (1.2), (1.3) can be represented by the formula because of the arithmetic-geometric inequality. Now we are in a position to prove assertions (i) and (ii). Fix x such that 0 =£ x < m and define a function <j> with the following rule:
The properties of <j> that we need are listed in the lemma below. In particular we use in a crucial way the convexity of <f>. Note that if x = 0 (2.11) simply becomes (2.4a).
Denote the L 2 (0, oo) norm by II ||. We have the following chain of inequalities:
\u(x, -)II
(because of formulas (2.7) and (2.9)) (2 12) (Jensen inequality for convex functions) (see equation (2.11)) (see inequality (2.10) and formula (2.9)).
H« x (o,-)H 2
As 0(A)/X increases with X, (2.12) and (1.6) give The following properties hold: (i) </>(X)/X, hence <j>(X), increases as X increases; t n e s e t °f a 'l solutions u to the heat equation (1.1), which satisfy conditions (1.2), (1.3) together with (1.4) and (1.6), is not empty; and (ii) exhibiting a representative from such a set of solutions. The least squares method (see [7] for example) provides us with a strategy for discussing these questions. In our case, the method may consist of looking for the solution u to the heat equation (1.1), which satisfies conditions (1.1), (1.2) and minimizes the quadratic functional
Presently, we shall prove the following two facts: (i) the minimum (under the specified constraints) of the functional (3.1) is
(ii) the minimizer w of (3.1) is given by
Here f k denotes the Fourier transform of f k , it is understood that all f k are continued by zero on the negative axis. We proceed as follows: (i) The level set {u solution to (1.1): u satisfies (1.2) and (1.3), (3.4) the functional (3.1) at u is less than 1}
is not empty if and only if the following condition (where only data of our problem are involved) holds (3.5) the integral (3.2) is less than 1. Obviously, (3.4) is a subset of the collection of all solutions to our problem (1.1), (1.2), (1.3), (1.4), (1.6). Hence (3.5) ensures that our problem has solutions.
(ii) Suppose that condition (3.5) holds. Then the function u defined by (3.3) , is a solution to problem (1.1), (1.2), (1.3), (1.4), (1.6): actually (3.3) is a distinguished member of the level set (3.4), namely (3.3) is just the Chebyshev centre of (3.4) (see [9] for comments). Let us recall that the Chebyshev centre of a convex subset K of a Hilbert space is the point u from K, which minimizes the worst deviation between u and any other point from K; in other words, u is the solution of the minimax problem s u p { | | u -v\\:v E. K) -minimum.
The above results are the main concern of this section. As far as proofs are concerned, it is enough to observe that the functional (3.1) takes the form 
