In this paper we provide a method to study critical points of strongly indefinite functionals on vector bundles. We focus mainly on energy functionals coupled with a fermionic part, that is with a Dirac-type operator. We consider the cases of the perturbed Dirac-Geodesics problem and the Yang-Mills-Dirac type equation in dimension two.
Introduction and Main Results
In most of the mathematical physics models involving super-symmetry, the total energy functional involves two parts, a Bosonic classical part and a fermionic part involving a coupling with the Dirac operator. For instance, we can see the Dirac-Harmonic Maps [2, 3, 4] and in particular the Diracgeodesics problem [10, 12] , the Dirac-Einstein functional in full generality, see [7, 14] or under conformal restriction [19] , The Yang-Mills-Dirac equation [15, 21, 23] , The super-Liouville equation [13] . The main difficulty in these problems is the fact that the energy functional is strongly indefinite and depending on the dimension, it can be critical. We will focus on the earlier aspect of the problems, that is the strongly indefinite aspect of these energy functionals. This issue comes from the fact that the Dirac operator has infinitely many positive and negative eigenvalues. There was an extensive work dealing with such problems, involving different methods. For instance we can cite [16, 17, 18, 11] for methods involving a Floer type homology, or [22, 24, 20] for methods involving the generalized Nehari manifold. In this paper, we will rely mainly on the last type of methods. In certain cases, Here, the E 1 represents the bosonic part and E 2 will be the coupled fermionic part. We will assume that the fermionic part E 2 (u, v) takes the form
but since H is a second countable infinite dimensional Hilbert manifold, by theorem of Eells and Elworthy (1970) , it can be embedded as an open set of a Hilbert spaceÑ × V . Thus, we can assume that
where ι is the map induced by the embedding H ⊂Ñ × V and L : V → V . So from now on, we will identify these two operators and we will absorb the g part in the b functional.
We assume that the Hilbert space V is embedded in a dense and compact way in a Hilbert space (W, | · |) so that the operator Now if we denote ·, · the inner product in W , we define then the inner product of V as follows
We obtain the decomposition
We will write
according to the previous splitting also we will write P + : V → V + and P − : V → V − the orthogonal projectors on their respective spaces. We explicitly note that
Therefore we will write |L|v, v in place of v + 2
It is important to point out here that this way we can construct a two vector bundles H + and H − on M since we can do this splitting at every point of u ∈ M and the splitting varies smoothly and they are defined as
The functional b will be assumed to be compact and C 2 and such that
where we mean by C i ( u ) that the constant depends continuously on the magnitude of u and p > 1 and u is to be understoud as the distance in M with respect to a fixed reference point u 0 . We recall that a C 1 functional F : X → R, where X is a Banach-Finsler manifold, is said to satisfy the Palais-Smale condition (PS), if for every sequence (x n ) ⊂ X such that F (x n ) → c and ∂F (x n ) → 0 (such sequence will be called a (PS) sequence), then we can extract a convergent subsequence from (x n ). This condition is fundamental in the study of variational problem since it is the main ingredient for the classical deformation Lemma.
We define the generalized Nehari manifold by
Then one have
Lemma 2.1. The set N is a manifold.
Proof: We consider the map G :
.
is onto for every (u, v) ∈ N , we can deduce that the last set is a manifold, since the u component is untouched. For this matter, we restrict our variations first to the v component. So that
Hence, if h 1 = tv and h 2 ∈ V − , we have that
But since (u, v) ∈ N , we have that
Hence, from iii) we have that
and on V − , we have that
which is a negative defined operator, hence invertible. Therefore, we have
Proof: First we show that E 2 has a maximum on F u (v). So we start by claiming that there exists R > 0 such that E 2 (u, w) ≤ 0 when w V > R. So we reason by contradiction assuming that there exists a sequence w n ∈ F u (v) such that w n V → ∞ and E 2 (u, w n ) > 0. Without loss of generality we can assume that v = v + ∈ V + and v V = 1 since
Then we can write w n = t n v + ϕ n and w n 2
Notice that since s n and ψ n V are bounded, we have that up to a subsequence, s n → s 0 and ψ n ⇀ ψ 0 . Therefore,
Therefore, if h n ⇀ 0 then s 0 → 0 and ψ n ⇀ 0 thus
leading to a contradiction. On the other hand, if h n ⇀ h 0 = 0 hence by (iv), we have that
Which leads again to a contradiction. Therefore we can set
We claim that β > 0. Indeed, using a Taylor expansion around zero we have,
Hence we see that for t > 0 small enough, we have that E 2 (u, tv) > 0 and thus β > 0.
So we consider now a maximizing sequence w n = t n v + ϕ n ∈ F u (v). Clearly, w n V us bounded, So we can extract again a subsequence, such that w n ⇀ w 0 = t 0 v + ϕ 0 . But
So by compactness of b, we have that
Whence, E 2 (u.w 0 ) = β and we do indeed have a maximize and we need to show now the uniqueness of the maximizer. So let us take (u, v) ∈ N We want to show that E 2 (u, tv + w) < E 2 (u, v) unless t = 1 and w = 0. In fact, one has
But since (u, v) ∈ N we have that
Hence,
is negative then we have the desired result. This last claim of negativity follows exactly from the procedure in [24] and [20] .
✷.
Notice that since N is a manifold is equivalent to the smoothness of the map g. We define thus the functional
Lemma 2.3. If E 1 is coercive, then any Palais-Smale sequence (u n , v n ) of E |N , is a Palais-Smale sequence of E.
Proof Notice first that
Therefore, from i), it is bounded from below, hence if (z n ) is a (PS) sequence forẼ, then u n is bounded and so is |g un (v n )|. Now, we have that
and
On the other hand
Hence, if (u n , v n ) ∈ N is a (PS) sequence of E |N , as long as v + V is bounded away from zero, we do have indeed a (PS) sequence for E. notice that if (u, v) ∈ N then we have that
Letting v → 0 we find a contradiction. hence v V > δ. On the other hand, we have that v
, and therefore
Hence any (PS) sequence ofẼ is a (PS) sequence of E. ✷ Lemma 2.4. If E 1 is coercive and weakly lower semi-continuous then E has at least one critical point.
Proof Let us consider a minimizing sequence of E |N , then by coercivity of E 1 we have that u n is bounded and hence it converges weakly to u ∞ . This also implies the boundedness of |v n | p+1 and using inequalities (2) and (3), we have the boundedness of v n V . Thus, there exist a weakly convergent subsequence that converges to weakly v ∞ in H and strongly in W . Now if (u ∞ , v ∞ ) ∈ N then we do have a minimizer, which will be a critical point of E.
Since
by passing to the limit, we have that
Moreover, since z n is a (PS) sequence for E, we have in particular that
Testing against v ∞ we see that
using the weak convergence and passing to the limit, we see that (u ∞ , v ∞ ) is indeed in N , moreover, we do have the strong convergence of v n → v ∞ and hence
So we have indeed one non-trivial critical point. ✷
Coupling with the Dirac Operator
Given a Riemannian spin manifold M , we let ΣM denote the canonical spinor bundle associated to M , see [9] , whose sections are simply called spinors on M . This bundle is endowed with a natural Clifford multiplication c, a hermitian metric and a natural metric connection ∇ Σ . The Dirac operator D g acts on spinors
defined as the composition c • ∇ Σ , where c is the Clifford multiplication, in the following way: if (e 1 , · · · , e n ) is an orthonormal local frame of T M , then
The functional space that we are going to define is the Sobolev space H 1 2 (ΣM ). First we recall that the Dirac operator D g on a compact manifold is essentially self-adjoint in L 2 (ΣM ) and has compact resolvent and there exists a complete L 2 -orthonormal basis of eigenspinors {ψ i } i∈Z of the Dirac operator
and the eigenvalues {λ i } i∈Z are unbounded, that is
, it has a representation in this basis , namely:
Let us define the unbounded operator
We 
which induces an equivalent norm in H s (ΣM ); we will take
as our standard norm for the space H 1 2 (ΣM ). Even in this case, the Sobolev embedding theorems say that there is a continuous embedding for
which is compact if 1 ≤ p < 2n n−1 . For n = 1 we have that the embedding is compact in all L p for 1 ≤ p < ∞.
Finally, we will decompose H 1 2 (ΣM ) in a natural way. Let us consider the L 2 -orthonormal basis of eigenspinors {ψ i } i∈Z : we denote by ψ − i the eigenspinors with negative eigenvalue, ψ + i the eigenspinors with positive eigenvalue and ψ 0 i the eigenspinors with zero eigenvalue; we also recall that the dimension of the kernel of D g is finite dimensional. Now we set:
where the closure is taken with respect to the H 1 2 -topology. Therefore we have the orthogonal decomposition H 1 2 (ΣM ) as:
,+ .
We will let P + , P 0 and P − be the projectors on H 
The Dirac-Geodesic Problem
In this section we will adapt the method stated above to find solutions to the Dirac-Geodesic problem studied in [10, 12] . In fact the proof that we provide here is shorter and much simpler than the one in [10] even though, we deal with a certain class of non-linearities. But we believe that this method can be extended even more to incorporate the cases in [10] .
Let N be a compact Riemannian manifold. We define the configuration space F 1,1/2 (S 1 , N ) as
This space is disconnected and the connected components are coming for the homotopy classes of the loops φ : S 1 → N . Hence, we will restrict the study to each homotopy class [α] ∈ π 1 (N ). Again here, as we saw above, the space H 
where Γ i ik are the Christoffel symbols of N . We consider the perturbed Dirac-geodesic action E defined by
where K :
, where s ∈ S 1 and (φ, ψ) ∈ ΣS 1 ⊗ T N , i.e., φ ∈ N is a base point and ψ ∈ ΣS 1 ⊗ T φ N is a point on the fiber over φ ∈ N ). We assume that there exists p > 2 such that K satisfies In [10] , Isobe proved that N ) , we have the following:
where
See [10] for the details of the derivation of the above formula. So we propose in this case to find solutions to the system
Notice that this system has already trivial solutions if we take ψ = 0 and φ a geodesic on N . Similarly to what we have defined above, we consider the generalized Nehari manifold N defined by
As we saw above, we can show that N is indeed a manifold and any (PS) sequence for E |N is also a (PS) sequence for E. It is important to notice here that there is a small but relevant difference, form the case above. In fact, in the above case, the operator L is independent of u, but in this case we can take it to be dependent on φ. It appears to be more convenient to do it that way but it does not change any thing to the proof. First, notice that
which is bounded from below.
Lemma 3.2. Let (z n ) be a Palais-Smale sequence for E |N then there exists δ > 0 such that ψ
Proof: First, notice that since φ n is bounded in H 1 (S 1 , N ), in particulaṙ φ n is bounded in L 2 , we have that the norms defined on the bundle above φ n is equivalent to the standard one. In fact this follows from the expression (4) that
where A(φ) is linear inφ. Now, we have that
On the other hand, we have that
. But from the classical Sobolev embedding, we have that
Since, p > 1, ψ 1 2 cannot converge to zero. ✷ Now we consider a minimizing sequence (z n ) of E |N it follows from Ekeland's variational principle [6] , that it is a (PS) sequence for E and since in this case E satisfies the (PS) condition, one has a minimizer, in each homotopy class [α] ∈ π 1 (M ). In fact, in this case, E satisfies the (PS) condition, (see [10] ), then so does E |N . We have then the following result Theorem 3.3. If we assume moreover that K is even in ψ, then we have infinitely many solutions to (6).
Proof:
Notice that in this case N is invariant under the action of Z 2 on the ψ component, we consider then B k the collection of sets B ⊂ N such that −B = B and γ(B) ≥ k where γ is the Krasnoselskii genus, also we consider the sequence of numbers c k defined by
Then we already know from classical min-max theory (see [28] ), that the c k are critical values of E, so if we show that γ(N ) = ∞, we do have indeed infinitely many solutions. So we fix φ ∈ H 1 (S 1 , N ) and we consider the map
where S + φ is the unit sphere of H Since γ(S + ) = ∞, we have then γ(N ) = ∞ leading to the desired result. ✷
The Yang-Mills-Dirac Problem
In this section we consider a Riemann surface (M, g) and a compact Lie group G with principal G-bundle P → M . If σ : G → Aut(g) is the adjoint representation of G, we define the adjoint vector bundle Ad(P ) = P × σ g. A smooth connection A on P is an equivariant g-valued 1-form, with values in the vertical direction, that is A ∈ Ω 1 (P, g) satisfying for p ∈ P , v ∈ T p P , h ∈ G and ξ ∈ g,
We will set A(P ) the set of smooth connections on P . Every connection A on P , provides a covariant derivative ∇ A :
The curvature of a connection is the two form F A = (d A ) 2 that we can write as
One can check that
for A 1 , A 2 ∈ A(P ). For further details on gauge theory, we refer the reader to [26] . In a similar way as for the Levi-Civita connection, we can extend the connection ∇ A to the bundle H = ΣM ⊗ Ad(P ) locally bỹ
Hence, one can define the Twisted Dirac operator D A on sections of H as D A = c •∇ A where c is the Clifford multiplication. We recall also the Gauge group G(P ), which is the set of equivariant maps u : P → G. The action of the group G(P ) on A(P ) is defined by
With this action, we notice that
Moreover, we can define an action of G(P ) on H = S(M ) ⊗ Ad(P ) by
With this action, we have that
We can also define the Sobolev Spaces of connections A k,p (P ) as the space of connections in L p , with derivatives up to order k in L p . In particular, A 1 (P ) = A 1,2 (P ) is the substitute of the Sobolev space with Hilbert structure
then we define the H 1 , inner product with respect to a given connection A 0 by (A, B)
The associated norm will then be denoted by · A 0 . The norm on the dual space A −1 (P ) will be denoted by · * A 0
. Moreover we have the following
Lemma 4.1 ([27]
). Let S be a bounded set in A 0,4 (P ), the set of connections in L 4 . Then if A 1 , A 2 ∈ S, there exists C(S) > 0 depending on the bound of S, such that for all A ∈ A 1 (P ),
and for all B ∈ A −1 (P )
Also G 2,2 (P ) the space of maps that are square integrable and with derivatives up to the second order, square integrable (see [26] for details). The space H If S is a bounded set in A 0,q (P ) the set of connections in L q for q > 4, then for A 1 , A 2 ∈ S, there exists C(S) > 0 depending on the bound on S, such that for ψ ∈ H 1 2 (H),
In these spaces, we can define the functional Y M D :
Where for sinplicity here we will take
with b a smooth strictly positive function on M and 2 < p + 1 < 4. 
where J(ψ, ψ) = − 1 2 ψ, e i ·σ(g α )ψ e i ⊗a α where (a α ) is an orthonormal basis of g and (e i ) is a local frame of T M and σ is the unitary representation. The operator δ A is the formal adjoint of d A .
Again, here we have that the functional Y M D is the sum of two functional Y M D(A, ψ) = E 1 (A) + E 2 (A, ψ), where
We recall that the functional Y M was extensively investigated because of its topological and geometrical implications. We refer the reader to [1] for the study of the functional in dimension two and [5, 8] for its study in dimension four. Notice that (8) has trivial solutions by taking ψ = 0 and A a YangMills connection, but in this work we are interested in non-trivial solutions, that is ψ = 0. The space H respectively. We will also take P −.0
Clearly, Y M D is invariant under the action of G 2,2 (P ). We can now define the generalized Nehari manifold by
Notice that since H ±,
A , we deduce that N is invariant under the action of G(P ). As in the previous sections we define the space
Notice that from the uniqueness, we have that Proof: This follows from the fact that
where t A (ψ) =
Hence, it is enough to show that there exists δ > 0 such that ψ + A , we have that
therefore for r > 0 and small enough we have the existence of δ 1 > 0 such that E 2 (A, ψ) > δ 1 . Now, notice that
Thus, there exists δ > 0 such that
,A > δ.
✷
Recall that by taking the space G 2 m , of gauge transformations fixing the fiber above m ∈ M , then we have that G 2 m acts freely on A 1 (P ) hence, the action is also free on H. Thus the space H = H/G 2 m has the structure of a manifold, moreover the functional Y M D descends to the quotient as Y M D as a well defined functional on H and it is C 2 . We can also take the quotient of N under the action of G 2 m that we will denote by N . Notice also that G 2 /G 2 m is compact since G is a compact group. Proof: We will follow closely the proof of the (PS) condition for the Yang-Mills functional as in [27] .
Let
In particular, we have the existence of C 1 > 0 and C 2 > 0 such that
Thus F A i L 2 and ψ L p+1 are bounded. By the Uhlenbek weak compactness Theorem [25] , there exists a sequence of gauge transformations (u i ) ∈ G 2 (P ) such that u * i A i is bounded in A 1 (P ) and weakly convergent to a connection A ∞ ∈ A 1 (P ) and the convergence is strong in A q,0 for all q ≥ 1. We will setÃ i = u * A i andψ i = u * i ψ i , then we have that (Ã i ,ψ i ) is also a (PS) sequence for Y M D |N . Notice now that sinceψ i ∈ N then we have that P
is bounded, moreover, 
Using the strong convergence ofÃ i in L q for all q > 1, we deduce that
Similarly,
In particular, we can assume from the regularity result in Lemma 5.1 in theSetting τ i =Ã i − A ∞ , we have that δ A∞ (τ i ) = 0 and
We can see that since τ i converges weakly to zero in A 1 (P ), that Q converges strongly to zero in A −1 (P ). Also, we have that
Again, since (Ã i ,ψ i ) is a (PS) sequence, we have that δÃ
) converges strongly to zero in A −1 (P ) and sinceψ i converges strongly in L q for q < 4, we have that J(ψ i ,ψ i ) − J(ψ ∞ , ψ ∞ ) converges strongly to zero in L 2 ֒→ A −1 (P ), hence ∆ A∞ τ i converges strongly to zero in A −1 (P ). Again using the compactness of the operator ∆ A∞ + 1, we have the strong convergence of τ i to zero in A 1 (P ), which finishes the proof since G 2 (P )/G 2 m is compact. ✷ Proposition 4.7. The functional Y M D has infinitely many non-gauge equivalent, non-trivial solutions.
Proof:
To prove the following, it is enough to show that N has infinite genus. For that, we fix A ∈ A 1 (P ) and we consider the map Z : S 
Appendix: Regularity
We consider now a weak solution of the system
Lemma 5.1. If (A, ψ) is a solution to (11) then there exists u ∈ G 2,2 such that (u * A, u * ψ) ∈ C 2,α × C 1,α .
Proof:
We will place our selves in a Coulomb gauge with respect to a smooth connection A 0 close to A in the A 1 (P ) norm. We will assume without loss of generality that A 0 = 0. That is we will replace (A, ψ) by (u * A, , u * ψ) so that we have δ 0 u * A = 0
We will disregard from now on the action of u. Thus, we have that Since A ∈ A 1 (P ), we have that A ∈ L q for all q > 1 and dA ∈ L 2 , hence * [A, * F A ] ∈ L q for all q < 2 and similarly for δ 0 [A, A]. Also since ψ ∈ H 1 2 (H), then we have that ψ ∈ L r for all 1 ≤ r ≤ 4. Therefore we have that ∆ 0 A ∈ L q for all q < 2, by classical elliptic regularity, we have that A ∈ A 2,q (P ) hence A ∈ C 0,α .
p again by elliptic regularity, we have that ψ ∈ W Then ψ ∈ L r for all r > 1. Hence, D 0 ψ ∈ L r for all r > 1 so ψ ∈ C 0,α , iterating again using Schauder's estimates, we have that ψ ∈ C 1,α .
Case 2: If 3 > p > 2. Then ψ ∈ L r and r = 4 p−2 > 4, so by classical boot-strap argument, we have that ψ ∈ C 0,α , once again using Schauder's estimates we have that ψ ∈ C 1,α . Now, we go back to A. Notice that ∆ 0 A ∈ A 1,q (P ) for q < 2. Thus A ∈ A 3,q (P ), hence, A ∈ C 2,α .
