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1. Einleitung 1
1 Einleitung
Alle Bereiche ökonomischer Aktivitäten werden durch einzelne Personen oder Personen-
gruppen beeinusst. Dabei weist jede einzelne Person individuelle Eigenschaften auf, die
ihre Erfolgschancen als Einzelmitglied der Wirtschaft teilweise bedingen. Zu diesen Cha-
rakteristiken gehören unter anderem der erreichte Schulabschluss, der im Verlauf des Er-
werbslebens gesammelte Erfahrungsschatz, das Geschlecht und die ethnische Herkunft.
Basierend auf den Vorschlägen der Humankapitaltheorie leiten sich möglicherweise auf-
grund der individuellen Eigenschaften Produktivitätsunterschiede im Gruppenvergleich
ab. Letztlich ist die Signikanz der potentiellen Unterschiede eine empirische Fragestel-
lung. Von Interesse ist neben den Gruppenunterschieden auch der Produktivitätsverlauf im
Alterungsprozess innerhalb einer Gruppe. Hier bietet die Humankapitaltheorie eine Basis:
Durch das Sammeln von Erfahrungswissen kommt es zu einer Produktivitätssteigerung im
Erwerbsleben. Allerdings könnten diese Gewinne durch Veraltern des gesammelten Wis-
sens oder natürliches Vergessen geschmälert werden. In der theoretischen Literatur geht
man deshalb von einem umgekehrt u-förmigen Verlauf des Produktivitätsproles durch
Alterung aus. Die Überprüfung dieser These ist eine empirische Frage.
Diese Arbeit knüpft an der Überlegung des Produktivitätsproles an. Wenn es tatsächlich
zu einer Produktivitätssteigerung im Alterungsprozesses kommt, so ist zu erwarten, dass
aggregiert auf regionaler Ebene eine bessere ökonomische Performanz zu erwarten ist, wenn
der Anteil an Personen mit dem höchsten Erfahrungswissen tendenziell größer ist. Das Ziel
dieser Arbeit ist es, diese These anhand empirischer Untersuchungen auf Signikanz zu
prüfen.
Die Arbeit ist folgendermaßen strukturiert: Zunächst wird die existierende Literatur zu-
sammengefasst, die den E¤ekt der Altersstruktur auf ökonomische Variablen untersucht.
Dabei kristallisiert sich heraus, dass das Alter von Personen oder Gruppen durchaus einen
relevanten Einuss ausübt. In der Literaturstudie wird ersichtlich, dass Studien zur Al-
tersstruktur auf regionaler Ebene selten sind. Diese Lücke soll im Rahmen dieser Arbeit
etwas weiter geschlossen werden.
An den Literaturteil anknüpfend werden Möglichkeiten genannt, um Alterse¤ekte auf re-
gionaler Ebene empirisch nachzuweisen. Dabei werden allgemein verfolgbare Ansätze vor-
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gestellt und diskutiert. Es zeigt sich, dass neben anderen Alternativen das Schätzen von
Wachstumsgleichungen oder Produktionsfunktionen möglich ist. Diese Konzepte sollen in
den folgenden Teilen der Arbeit verfolgt werden.
Im Teil 3 wird für europäische und deutsche Regionen ein Wachstumsmodell in Anlehung
an die Arbeit von Mankiw, Romer und Weil (1992) geschätzt. Dabei werden die regio-
nale Altersstruktur beziehungsweise ö¤entliche Investitionen eingebaut und verschiedene
statistische Verfahren angewandt. Generell zeigen sich E¤ekte der Altersstruktur auf das
Wirtschaftswachstum.
Das darau¤olgende Kapitel 4 befasst sich mit Unterschieden in der regionalen Produkti-
vität. Im ersten Teil des Abschnittes wird eine von Lucas (1988) vorgeschlagene Produk-
tionsfunktion zugrunde gelegt und eine Querrschnittsstudie angefertigt. Um vertiefende
Einblicke zu gewinnen, erfolgt anschließend eine Panel-Studie, die sich an Baldwins (1999)
theoretischer Basis anlehnt.
In Kapitel 5 werden die gefundenen Resultate zusammengefasst.
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2 Grundlagen
Das Ziel der Arbeit ist es, Unterschiede in der regionalen Performanz aufgrund verschiede-
ner altersstruktureller Zusammensetzungen empirisch zu identizieren. In diesem Kapitel
soll zunächst ein Literaturüberblick über Studien gegeben werden, die sich mit E¤ekten
des Alters befassen. Basierend auf der Humankapitaltheorie wird herausgearbeitet, warum
die Implementierung der Altersstruktur ökonomische Modelle bereichern kann. Im zweiten
Teil des Kapitels erfolgt eine Diskussion von Methoden und Konzepten zur E¤ektmessung,
um damit die Grundlage für die empirischen Arbeiten zu scha¤en.
2.1 Zusammenhang der Altersstruktur mit ökonomischen Variablen
Dieses Kapitel widmet sich der Aufarbeitung der bestehender Literatur hinsichtlich des
Einusses des Alters von Personen oder der Altersstruktur von Gruppen auf ökonomische
Variablen.
Die Berücksichtigung des Alters in ökonomischen Modellen ndet eine Begründungen in
der Humankapitaltheorie bereits Anfang der sechziger Jahre des vergangenen Jahrhunderts
durch die Arbeiten von Schultz (1962) und Becker (1962, 1964). Die generelle Bedeutung
von Humankapital und deren Signikanz auf das Wirtschaftswachstum ist weitgehend
anerkannt1. Grundlegend stellen Bildung und Wissensakkumulation den Untersuchungs-
gegenstand der Humankapitaltheorie dar2. Die Entscheidung der (individuellen) Zeit, die
man in Schulbildung verbringt, basiert auf einem intertemporalen Maximierungskalkül, in
dem die Kosten der Bildung bzw. der gegenwärtige Einkommensverzicht den resultieren-
den Gewinnen eines weiteren Schuljahres oder Abschlusses gegenübergestellt werden3. Ein
ähnliches Problem liegt bei der Entscheidung der Weiterbildung nach der formalen Schul-
qualikation zugrunde. Hofmann (2001) stellt heraus, dass Humankapital ansich in der
Denition auf Fähigkeiten begrenzt wird bzw. werden sollte, die durch Bildungsprozesse
wie Schulabschluss oder sogenanntes on the job training erlernt werden, da genetisch
bedingte angeborene Fähigkeiten und Begabung nur schwer quantizierbar sind. In die-
1Vgl. z.B. Nelson und Phelps (1966), Lucas (1988), Romer (1990), Grossman und Helpman (1991),
Mankiw, Romer und Weil (1992), Benhabib und Spiegel (1994), Bils und Klenow (2000), Barro (2001),
Krueger und Lindahl (2001), Hartog und van den Brink (2007) oder Pritchett (2008).
2Vgl. Lazear (1998).
3Vgl. Ben-Porath (1967), Mincer (1974), Johnes (1993).
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ser Arbeit wird die sehr allgemeine Denition des Humankapitals nach Hofmann (2001)
verwendet.
Im Fokus der Untersuchung der Humankapitaltheorie stehen folglich vorerst einzelne In-
dividuen. Die (Weiter-) Bildung wird als Prozess der Humankapitalakkumulation und die
dazu nötigen Bildungsaufwendungen als Investition in das Humankapital gesehen. Schultz
(1962) sieht das Humankapital als eine Fähigkeit die an das Individuum untrennbar gebun-
den ist. Daraus resultiert, dass Investitionen in den individuellen Humankapitalbestand
als eine Quelle für höheres Einkommen (in Zukunft) angesehen werden kann. Der Einuss
des Alters auf den Fähigkeits- und Wissensbestand des Einzelnen ist folglich indirekt ge-
geben durch den natürlichen Alterungsprozess. Der angestrebte Schulabschluss, learning
by doing, das bereits erwähnte on the job training aber auch Vergessen oder Veral-
terung des Wissens (Obszoleszens) verändern den Humankapitalbestand des Individuums
im Zeitverlauf.
Interessant ist, dass der Zeithorizont der zusätzlichen Erträge durch Weiterbildung im
Erwerbsleben stets abnimmt und folglich die Kosten zur Amortisation geringer ausfallen
müssen. Becker (1964) argumentiert, dass der Zeitaufwand um Humankapital zu bilden,
für einen abnehmenden Grenznutzen der Humankapitalinvestitionen von Bedeutung ist.
Es zeichnet sich ab, dass eine zusätzliche Qualikation im Alter weniger rentabel erscheint,
was die Studien von Welch (1979) sowie Fair und Dominguez (1991) bestätigen. Sie nden
Evidenz dafür, dass Investitionen in Humankapital altersspezisch sind.
Unabhängig von der altersstrukturellen Zusammensetzung steht der generelle Einuss von
Bildung und Humankapital auf die Produktivität bzw. auf regionale Produktivitätsunter-
schiede im Fokus der wissenschaftlichen Untersuchungen4. Unter anderem argumentieren
Rauch (1993), Kosfeld et al. (2006) oder Moretti (2004a), dass neben dem reinen Be-
stand an Humankapital eine wesentliche Determinante zur Produktivitätssteigerung die
Ausweitung des Humankapitalstocks darstellt.
Wie Schultz bereits argumentiert, verbindet man mit verschiedenen Humankapitalniveaus
unterschiedliche Lohnniveaus. Aus mikroökonomischer Sicht ist ein höherer Lohn möglich,
wenn die Grenzproduktivität steigt. Man kann schlußfolgern, dass Unterschiede in der
4Vgl. Jacobs (1969), Sveikauskus (1976), Moomaw (1983), Carlino und Voith (1992), Rauch (1993) oder
DiGiacinto und Nuzzo (2006).
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Humankapitalausstattung bedingt durch verschiedene Qualikationsniveaus oder durch
Erfahrungswissen und das (individuelle) Alter verschiedene Produktivitäten bedingen.
Empirisch lässt sich dieser Zusammenhang beispielsweise unter Verwendung der sogenann-
ten Mincer-Lohngleichung überprüfen (Mincer 1974). Dabei liegt das Hauptaugenmerk auf
der Quantizierung des Ausmaßes einer Bildungsinvestition auf individueller Ebene bzw.
aus gesellschaftlicher Sicht. Es steht der individuelle oder durchschnittliche (regionale)
Lohn in Abhängigkeit vom Bildungsniveau, der gesammelten Erfahrung sowie dem Alter
im Mittelpunkt der Untersuchung. Weitere Kontrollvariablen wie die ethnische Herkunft,
die Religion, das soziale Umfeld oder das Geschlecht werden in die empirischen Studien
aufgenommen5. Viele Studien belegen einen umgekehrt u-förmigen Verlauf des E¤ektes
des Alters auf das Einkommen aus individueller und gesellschaftlicher Sicht6. Lazear und
Moore (1984) stellen fest, dass der Lohn für Selbständige über den Lebenszyklus hin-
weg konstant, d.h. altersunabhängig ist. Kotliko¤ (1988) hingegen weist einen schwach
umgekehrt-u-förmigen Verlauf nach. Weitere Studien, die in Skirbekks Arbeit (2004) ana-
lysiert werden, unterstützen die Altersabhängigkeit des individuellen Lohns. Zusammen-
fassend kann leider nicht von einem eindeutigen Muster des Altersprols auf individueller
Ebene ausgegangen werden.
Einen Zusammenhang zwischen Bildungsinvestitionen und daraus resultierenden sozialen
Zugewinnen können Ciccone und Peri (2006) oder Acemoglu und Angrist (2000) nicht
nachweisen. Der Überblicksartikel von Belzil (2007) vergleicht weitere Studien. Es zeigt
sich, dass Bildungsinvestitionen in verschiedenen Alterskohorten nicht zwingend zu gesell-
schaftlichen Zugewinnen führen.
Es wurde bereits argumentiert, dass der (individuelle) Humankapitalbestand von der Bil-
dungsausstattung abhängt. Im Zeitverlauf kann der Bestand durch Weiterqualikation
erhöht werden. Aufgrund von Unterbrechungen in der Erwerbsbiographie kann es zu ei-
ner Senkung des individuellen Humankapitalbestandes kommen. Mit dem Einuss von
Erwerbspausen befassen sich unter anderem Becker (1993) oder Achatz et al. (2004). Im
Mittelpunkt der Untersuchung stehen bei diesen Studien Erwerbspausen aufgrund von Kin-
5Vgl. Ammermüller und Dohmen (2004).
6Vgl. z.B. Mincer (1974), Rauch (1993), Heckman et al. (2003), Moretti (2004a), Dalmazzo und Blasio
(2007).
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dererziehung. Achatz et al. (2004) argumentieren, dass langjährige Bildungsinvestitionen
(Studium) bei Frauen im Vergleich zu Männern weniger ertragsreich ausfallen. Weiter-
hin nden sie Evidenz einer verminderten Investitionstätigkeit in Humankapital während
der Erwerbspause, was intuitiv logisch erscheint. Zwar beziehen sich die Erwerbspausen
in diesem Fall auf Kindererziehung durch Frauen, man kann allerdings feststellen, dass
Unterbrechungen in der Erwerbsbiographie o¤enbar zu einer Minderung des individuellen
Humankapitalbestandes führen. Es zeichnet sich ab, dass Alterskohorten, bei denen die
Kindererziehung von Relevanz ist, tendenziell einen durch Erwerbspausen geminderten
Humankapitalbestand aufweisen.
Neben den möglichen Produktivitätse¤ekten durch verschiedene Bildungsniveaus von Hu-
mankapital sind weitere E¤ekte der Altersstruktur (in Verbindung mit Humankapital) zu
nennen.
Wissensakkumulation, so Lucas (1988), bzw. die Ausstattung an Wissen (Romer 1990)
führen zu Wirtschaftswachstum im Rahmen der Modelle mit endogenem Wachstum. Acs
et al. (2006) kritisieren, dass nicht nur die Investition in Wissen entscheidend ist, sondern
auch das Umsetzen neuen Wissens. Als Kontrollvariable für das Anwenden neuen Wissens
verwenden Acs et al. Firmenneugründungen. Die Idee ist, dass neues Wissen, wenn es er-
folgreich umgesetzt wird und zu einem marktreifen Produkt führt, eine Firma gegründet
wird, die dieses Produkt erzeugt. Bönte et al. (2007) untersuchen Firmenneugründun-
gen auf regionaler Ebene im Zusammenhang mit der Altersstruktur der Bevölkerung. Sie
nden einen positiven signikanten Zusammenhang zwischen Firmenneugründungen bei
wissensbasierten, humankapitalintensiven Industrien und der Altersstruktur.
Auf Firmenebene werden auch Produktivitätsstudien durchgeführt (z.B. Hellerstein et al.
1999). Dazu wird in der Regel auf Daten von Betriebsstätten zurückgegri¤en. Resultie-
rende (regionale) Unterschiede werden auf Agglomerationsexternalitäten sowie das durch-
schnittliche verfügbare regionale Humankapital zurückgeführt7. Moretti (2004b) fügt dem
Ansatz die regionale Altersstruktur der Bevölkerung als ein Instrument für die Wissensaus-
stattung bei. Haltiwanger et al. (1999) vermuten Produktivitätsunterschiede aufgrund der
7Vgl. Rigby und Esslezbichler (2002), Moretti (2004b), Ciccone und Peri (2006) oder Baldwin et al.
(2008).
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Beschäftigtenstruktur, insbesondere der Altersstruktur innerhalb der Firma. Die Ansätze
berücksichtigen zwar die Altersstruktur, jedoch nicht separat die der Humankapitalträger.
Die meisten Studien8, die auf Firmenebene die Altersstruktur implementierten, schließen
auf einen umgekehrt u-förmigen Verlauf der Produktivität hinsichtlich des durchschnittli-
chen Alters der Beschäftigten.
Die Studien von Lindh und Malmberg (1999) für OECD-Länder, Persson (1999) für Schwe-
den und US-Staaten, Bhatta und Lobo (2000) für die USA, sowie für europäische NUTS-2
Regionen von Brunow und Hirte (2006), belegen einen signikanten Einuss der Alters-
struktur auf das regionale Wirtschaftswachstum. Unterschiede bestehen jedoch hinsichtlich
der Frage, welche Altersgruppe am produktivsten ist und somit am stärksten wachstums-
fördernd wirkt. Die Studien von Sarel (1995) sowie Feyrer (2007) belegen ebenfalls den
Einuss der Demograe auf die Pro-Kopf-Produktion.
Es zeigt sich, dass theoretische Arbeiten und empirische Studien den E¤ekt von Bildung
und Humankapital auf die Produktivität nachweisen. In der Literatur wird Evidenz ge-
funden, dass wesentlich ökonomische Variablen wie beispielsweise Einkommen, Firmen-
gründungen, Innovation und Wachstum durch Altersunterschiede beeinusst werden. Al-
lerdings sind auf regionaler aggregierter Ebene bisherige empirische Erkenntnisse selten.
Diese Lücke soll im Folgenden weiter geschlossen werden.
In dieser Arbeit soll nicht im Besonderen auf Bildung sowie Akkumulation von Wissen
und deren Auswirkungen auf wirtschaftliche Aktivitäten eingegangen werden. Zwar bildet
die Anreicherung von Wissen das Fundament der Humankapitaltheorie, jedoch steht das
Alter von Personen oder die regionale Altersstruktur in enger Verknüpfung mit der Theo-
rie. Kommt es im Zeitverlauf zu einer individuellen Anhäufung an Humankapital, so kann
dies indirekt in der Altersstruktur gemessen werden. Steigt das individuell gebildete Hu-
mankapital bis beispielsweise 50 Jahre an, so ist zu vermuten, dass der (unbeobachtbare)
Bestand des aggregierten regionalen Humankapitals relativ höher sein wird, wenn der An-
teil der 50jährigen in der Region steigt. Wie bereits zu vermuten ist, werden verschiedene
Alterskohorten ihre Spezika aufweisen. So könnte die Personengruppen zwischen 25 bis
8Z.B. Hellerstein et al. (1999), Hellerstein und Neumark (2004), Ilmakunnas und Maliranta (2005). Zu
einem umgekehrten Ergebnis kommen Hellerstein und Neumark (1995) oder Haltiwanger et al. (1999) mit
gemischten Resultaten.
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40 Jahren weniger produktiv sein, da in dieser Zeit Erwerbspausen durch Kindererziehung
von besonderer Relevanz sind.
Ziel dieser Arbeit ist es, solche Kohortene¤ekte zu quantizieren und ihre potentielle Rele-
vanz zu prüfen. Das folgende Kapitel gibt einen Überblick darüber, welche Möglichkeiten
bestehen, E¤ekte der Altersstruktur unter Verwendung von Regressionstechniken zu iden-
tizieren.
2.2 Messung von Altersstrukture¤ekten
Im vorangangenen Kapitel wurde ersichtlich, dass die (regionale) Altersstruktur durch-
aus die ökonomische Variablen beeinusst. In diesem Kapitel soll ein kurzer Überblick
darüber gegeben werden, wie man generell solche E¤ekte empirisch nachweisen kann. Im
Fokus der Untersuchung von Rosenthal und Strange (2004) steht das Messen von Agglome-
rationsvorteilen. Die dort genannten Möglichkeiten lassen sich jedoch generell als Ansätze
zur E¤ektmessung übertragen und sollen daher genannt werden. Die Autoren fassen die
Methoden und Herangehensweisen für Schätzungen in folgende drei Gruppen zusammen:
1. Messung anhand der Produktionsfunktion,
2. Messung anhand einer Wachstumsgleichung für
 die Faktoreinsätze (bspw. Arbeit)
 die Firmenzahl (Neugründungen) oder
 die Produktionsfunktion (Wachstum des Bruttoinlandproduktes),
3. Messung anhand einer Faktorpreisgleichung für
 Arbeit (Lohn) sowie
 Renten (Kapitalerträge, Boden).
Alle Ansätze haben Vor-, aber auch Nachteile. Das Schätzen der Produktionsfunktion
benötigt beispielsweise nur die Faktoreinsätze. Dabei wird allerdings das relative Preis-
verhältnis zwischen den Faktoren vernachlässigt. Dem könnte man durch ein simultanes
Schätzen der Produktionsfunktion mit den Faktoreinsätzen, zum Beispiel den bedingten
Faktornachfragen, entgegenwirken. Dies setzt allerdings eine Verfügbarkeit von Daten vor-
aus. Ein anderer Weg, um Optimalbedingungen zu berücksichtigen, ist das Schätzen einer
Wachstumsgleichung. Im folgenden Teil der Arbeit wird dies auch anhand des Modells
von Mankiw, Romer und Weil (1992) durchgeführt. Das Modell reduziert sich soweit auf
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eine Schätzgleichung. Die dafür notwendigen Daten liegen auf regionaler Ebene vor, was
einen Vorteil des Ansatzes darstellt. Das Schätzen einer Wachstumsgleichung hat allerdings
den Nachteil, dass man aufgrund der Konstruktion der Wachstumsrate lange Zeitreihen
benötigt, um entweder letztlich (nur) eine Querschnittsanalyse durchzuführen oder eine
Panel-Schätzung für relativ wenige Beobachtungen je Region vorzunehmen. Im Hinblick
auf die Identikation von Altersstrukture¤ekten auf regionaler Ebene ist das Verwenden
von kurzen Zeitperioden in einer Panelanalyse wenig sinnvoll, da sich die Altersanteile der
verschiedenen Kohorten im Zeitverlauf nur sehr langsam verändern. Insignikante Ergeb-
nisse wären die Folge. Insofern erscheint eine Querschnittsbetrachtung sinnvoller, da die
between-Variation größer ausfallen wird als eine within-Variation.
Das Schätzen von Faktorpreisgleichungen hat den Vorteil, dass Optimalbedingungen Be-
rücksichtigung nden. Die Methode kann für verschiedene Aggregationsebenen angewandt
werden. In aller Regel werden in dem theoretischen Modell mehrere Faktoren in der Pro-
duktion eingesetzt. Betrachtet man nur eine Faktorpreisgleichung (zum Beispiel den Lohn),
werden gegebenenfalls Korrelationen zwischen den Faktorpreisen unberücksichtigt bleiben,
sodass eine Verzerrungen und Inkonsistenz der Schätzergebnisse zu erwarten ist9. Als Ab-
hilfe können Gleichungssysteme verwendet werden; dies setzt allerdings wieder eine gute
Datenbasis voraus.
In Gegenwart ökonometrische Probleme sind die Schätzergebnisse dementsprechend vor-
sichtig zu interpretieren. Sind beispielsweise nicht alle Daten des theoretischen Modells
verfügbar, hat man das Problem der fehlenden Variablen. Die geschätzten Koe¢ zienten
der aufgenommenen Variablen können dann verzerrt sein10. Vorausgesetzt, alle Daten sind
vorhanden, tritt in aller Regel das Problem der Endogenität auf, d.h. erklärende Variablen
hängen indirekt von der zu erklärenden oder anderen Variablen ab11. In diesem Fall bieten
sich Mehrgleichungssysteme als Lösung an12.
Eine weitere weit verbreitete Lösungsmöglichkeit der Instrumentisierung endogener Va-
riablen ist das Verwenden zeitverzögerter Werte der unter Verdacht stehenden Variablen.
9Vgl. Greene (2005), Kapitel 15.
10Vgl. Chatterjee und Price (1991), Kapitel 8.
11Vgl. Judge et al. (1985), Kapitel 14.
12Für ein umfassenderes Modell stellt sich wieder das Problem der Datenverfügbarkeit ein.
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Man verwendet beispielsweise den Wert von vor beispielsweise 5 oder 10 Jahren, um den
gegenwärtigen Wert zu instrumentieren.
Im Rahmen dieser Arbeit ndet die Altersstruktur besondere Beachtung. Da auf regio-
naler Ebene gearbeitet wird, werden Kohorten zusammengefasst und deren Anteile in
den Schätzgleichungen implementiert. Das Verwenden zurückliegender Altersanteile zur
Instrumentalisierung gegenwärtiger Anteile weckt das Problem, dass die Instrumente für
jüngere Altersgruppen stark mit älteren zu instrumentalisierenden Kohorten korrelieren,
da die heute älteren Kohorten als Instrumente für jüngere Kohorten eingesetzt werden.
Damit erscheint eine Verwendung zeitverzögerter Werte für Altersanteile nicht sinnvoll.
Das Verwenden von Anteilswerten in einer Schätzgleichung wirft zusätzlich das Problem
der Multikollinearität auf. In der Gegenwart von solchen Kollinearitäten können die Schät-
zer nicht separat betrachtet werden. Sie können verzerrt, insbesondere überschätzt sein und
hohe Standardfehler aufweisen, was schließlich zur Insignikanz führt.
Die genannten methodischen aber auch statistischen Probleme sind je nach Problemstel-
lung und Messung zu berücksichtigen. Eine vertiefende Diskussion um die statistischen
Probleme soll hier allerdings nicht erfolgen.
In den folgenden Teilen werden zwei Ansätze zur Identikation von einer möglichen Al-
tersabhängigkeit auf ökonomische Variablen verfolgt. Im folgenden Teil der Arbeit wird
das erweiterte Solow-Wachstumsmodell nach Mankiw, Romer und Weil (1992) angewandt.
Dabei wird eine Wachstumsgleichung des Outputs pro Kopf hergeleitet und für europäi-
sche NUTS-2 Regionen sowie deutsche Arbeitsmarktregionen geschätzt.
Der anschließende Teil widmet sich der Schätzung regionaler Produktionsfunktionen. Zu-
nächst wird eine Produktionsfunktion in Anlehnung an Lucas (1988) geschätzt. Da es
sich dabei um eine Querrschnittsstudie handelt, wird im darau¤olgenden Kapitel eine
Produktionsfunktion unter Berücksichtigung der konzeptuellen Ideen von Baldwin (1999)
entwickelt, die sich für eine Panelstudie eignet13.
13 In dem Ansatz nach Lucas wird ein Kapitalstock vorausgesetzt. Dieser ist jedoch nicht ohne metho-
dische Probleme für Deutschland konstruierbar. Daher wird ein Ansatz gewählt, der ohne Kapitalstock
auskommt.
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3 E¤ekte der Altersstruktur auf das Wirtschaftswachstum
In theoretischen Arbeiten zum Wirtschaftswachstum wurde bisher kein Modell entwickelt,
welches den direkten Einuss der regionalen Altersstruktur bestimmt. Allerdings ndet das
Bevölkerungswachstum eines Landes oder einer Region Verwendung und ist ausschlagge-
bend für das Wirtschaftswachstum. Geht man beispielsweise von einem negativen Schock
auf die Geburtenrate aus, sodass das Bevölkerungswachstum auf eine neue Rate absinkt,
wird es in folgenden Perioden dazu kommen, dass relativ mehr alte Menschen in der Region
wohnen und arbeiten, bis sich ein neues langfristiges Gleichgewicht einstellt. Mit Mikrosi-
mulationsmodellen kann man komperative Statik betreiben und die E¤ekte der Alterung
bis hin zum neuen Gleichgewicht berechnen. Es ändert sich entlang des Übergangspfades
von Jahr zu Jahr die relative Zusammensetzung der Bevölkerung im Hinblick auf das Al-
ter. Tritt der Schock auf die Geburtenrate zu unterschiedlichen Zeitpunkten oder von
unterschiedlicher Stärke in einzelnen Regionen ein, so unterscheidet sich im Übergangspfad
die altersstrukturelle Zusammensetzung der Bevölkerung im regionalen Vergleich. Dadurch
erzeugte E¤ekte wie regional verschiedene Löhne könnten beispielsweise Migrationsströme
auslösen, verzerrende E¤ekte verstärken und Disparitäten fördern.
Brunow/Hirte (2006) zeigen für europäische NUTS-2 Regionen Unterschiede in der Wachs-
tumsrate auf. Sie verwenden fünf verschiedene Alterskohorten, deren relative Anteile in
Tabelle 1 deskriptiv beschrieben werden. Es wird ersichtlich, dass über die europäischen
Regionen hinweg die Spanne der verschiedenen Kohortenanteile großist. Es gibt Regionen,
in denen weniger als 10% der Bevölkerung im Alter von 60-74 Jahren sind. Auf der anderen
Seite gibt es eine Region, in der fast ein Viertel der Bevölkerung dieser Kohorte angehört.
Es lässt sich vermuten, dass die Zusammensetzung der Altersstruktur Unterschiede im
regionalen Wachstum beeinusst.
Das folgende Kapitel gibt einen kurzen Überblick über verschiedene Wachstumsmodelle
und stellt eine Erweiterung des Modells von Mankiw, Romer und Weil (1992) genauer
vor. Dieses eignet sich als ein mögliches Basismodell zur Messung altersspezischer Ef-
fekte auf das Wirtschaftswachstum von Regionen. Anschließend werden zwei empirische
Studien präsentiert, die das Wirtschaftswachstum europäischer und deutscher Regionen
untersuchen.
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Tabelle 1: Deskriptive Statistiken der Altersstruktur in Europäischen NUTS-2 Regionen
Kohortenanteil Mittel s.d. Minimum Maximum
0-14 Jahre 0.185 0.025 0.116 0.250
15-29 Jahre 0.217 0.020 0.185 0.277
30-44 Jahre 0.242 0.014 0.210 0.281
45-59 Jahre 0.199 0.016 0.142 0.235
60-74 Jahre 0.158 0.022 0.090 0.226
N=197
3.1 Das erweiterte Solow-Modell
Solow (1956) entwickelt ein theoretisches Modell zur Erklärung von Wirtschaftswachstum.
Ausgehend von einer neoklassischen Makroproduktionsfunktion mit Arbeits- und Kapital-
einsatz zeigt Solow, dass bei gegebener exogener Sparquote sowie Bevölkerungswachstum
unterschiedliche Steady-State Werte des Einkommens im Ländervergleich erzielt werden
können. Solows Modell bildet eine wesentliche Basis für die Wachstumstheorie. Ein Vorteil
des Ansatzes ist, dass er relativ leicht empirisch zu testen ist. Es ist allerdings kritisch
festzuhalten, dass Sparquote und Bevölkerungswachstum exogen vorgegeben werden. Die
Arbeiten von Cass (1965) und Koopman (1965) gri¤en die Arbeit von Ramsey (1928) auf,
was zum heutigen sogenannten Ramsey-Modell führt. Dort wird die Sparquote durch die
Modellierung einer intertemporalen Haushaltsentscheidung endogenisiert. Weitere theore-
tische Arbeiten zur Endogenisierung des Bevölkerunswachstums existieren14.
Je nachdem, welche Wachstumsmodelle man unterstellt, bewegt man sich in traditio-
nellen Ansätzen oder in Modellen der endogenen Wachstumstheorie. Bei Modellen der
endogenen Wachstumstheorie bilden beispielsweise im Zeitverlauf fallende Grenzkosten
den Motor weiteren Wachstums.
Viele Erweiterungen des Solow-Modells führen weitere Variablen in das einfache Modell
ein. So wird technischer Fortschritt zugelassen oder weitere Produktionsinputs wie öf-
fentliche Ausgaben oder Humankapital berücksichtigt. Auch diese erweiterten Modelle
ermöglichen es, relativ einfache empirische Schätzgleichungen abzuleiten.
Solow unterstellt zwei Produktionsfaktoren: physisches Kapital und Arbeit. Theoretische
14Vgl. Barro und Sala-I-Martin (1995), Kapitel 9.2.
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Arbeiten und empirische Studien belegen, dass der Einuss von Humankapital auf die wirt-
schaftliche Entwicklung nicht vernachlässigt werden sollte, d.h. Humankapital sollte als
zusätzlicher Produktionsfaktor aufgenommen werden. Mankiw, Romer und Weil (MRW)
(1992) erweitern das Solow-Modell um den Faktor Humankapital und gehen weiterhin von
einer linear homogenen Produktionsfunktion aus. Dabei steht die Wirtschaftswachstums-
rate beziehungsweise das Einkommen pro Kopf in Abhängigkeit von der Bildung neuen
Humankapitals (der Sparquote für Humankapital) oder vom Bestand des Humankapitals
im Fokus der Untersuchung. Becker, Murphy und Tamura (1990) oder auch Azariadis und
Drazen (1990) zeigen auf, dass die Anfangsausstattung von Humankapital die zukünftige
Wachstumsrate bestimmt.
Das Modell nach MRW eignet sich, die Altersstruktur der regionalen Bevölkerung mit
einzubeziehen15. Im folgenden wird das um die Altersstruktur und das Humankapital
erweiterte Modell dargestellt und die resultierende Schätzgleichung entwickelt.
3.1.1 Modellherleitung
In diesem Abschnitt soll das Modell von MRW (1992) um die Altersstruktur erweitert und
die resultierende empirische Schätzgleichung gewonnen werden. Die Implementierung der
Altersstruktur wurde von Lindh und Malmberg (1999) vorgenommen. Ein ähnliches Vor-
gehen wählen Brunow und Hirte (2006), wobei ihr Ansatz noch die regionale Partizipation
sowie Arbeitsmarktsituation berücksichtigt werden. Daher soll insbesondere das Modell
von Brunow und Hirte (2006) näher vorgestellt werden.
Als Basis für dieses Modell wird eine Makro-Produktionsfunktion mit konstanten Skale-
nerträgen angenommen. Die Erweiterung durch MRW (1992) gegenüber dem Modell von
Solow kennzeichnet sich durch Aufspaltung des Kapitals in physisches Kapital und Human-
kapital. MRW stellen in ihrer Arbeit heraus, dass die Vernachlässigung von Humankapital
aus statistischer Sicht dem Problem der vernachlässigten Variablen16 entspricht. In ihrer
Studie wird theoretisch und empirisch die Verzerrung der Schätzkoe¢ zienten dargestellt.
15Vgl. Lindh und Malmberg (1999).
16Das entspricht dem Problem der sogenannten omitted variables.
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In dieser Arbeit wird folgende regionale Cobb-Douglas-Produktionsfunktion unterstellt
Yt = AtK

t (MtHt)
 (MtLt)
1   ; (1)
wobei Y die Produktionsmenge, K das physische Kapital, H das Humankapital, L die
Arbeit und A die totale Faktorproduktivität repräsentieren.  und  sind die Technolo-
gieparameter, t der Zeitindex. Lindh und Malmberg folgend ist der Altersindex M mit k
Altersklassen deniert als
M =
kY
i=1
m
i
i :
i ist der Produktivitätse¤ekt der einzelnen Altersklasse i und mi ist der Anteil der Al-
tersklasse i an der regionalen Gesamtbevölkerung.
Wie bereits angemerkt, bestimmen sich das Bevölkerungswachstum sowie der technische
Fortschritt nicht endogen. Auf eine Abbildung des technischen Fortschritts wird aufgrund
fehlender Daten verzichtet.
Es wird angenommen, dass L mit gegebener, konstanter Rate n wächst. Der Zeitpfad des
Arbeitsbestandes kann aus einem Anfangsbestand L0 errechnet werden
Lt = L0e
nt
Ferner unterstellen MRW, dass Humankapital und physisches Kapital aus der Ersparnis
ohne weitere Kosten erzeugt werden können.
Die Produktionsmenge kann unter Verwendung des Bruttoinlandsproduktes beschrieben
werden. Es ist zu bedenken, dass Regionen unterschiedlich großsind und daher die Werte
des Bruttoinlandsproduktes durchaus variieren. Ein üblicher Ansatz der Nivellierung ist
die Umrechnung in Pro-Kopf-Größen. Solow (1956) schlägt vor, die Normierung anhand
des e¢ zienten Arbeiters vorzunehmen. Eine weitere Möglichkeit ist es, mit der Zahl der
Beschäftigten zu normieren. Dann wird man die Produktivitätsunterschiede zwischen Re-
gionen feststellen können. Möchte man den generellen Wohlstand der Bevölkerung messen,
ist es sinnvoll, eine Normierung unter Verwendung der regionalen Gesamtpopulation vor-
zunehmen. Letzteres soll hier erfolgen.
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Neben dem ökonomischen Interpretationsgehalt der Normierung ist zusätzlich ein stati-
stischer Aspekt zu nennen. Betrachtet man die absoluten Größen im Rahmen einer Re-
gression, so wird man in aller Regel einen heteroskedastischen Störterm erhalten. Durch
die Normierung und Messung in Pro-Kopf-Größen wird diesem Problem entgegengewirkt
und gemildert17. Zusammenfassend kann abgeleitet werden, dass eine Normierung aus
ökonomischer und statistischer Sicht sinnvoll ist.
Durch das Dividieren mit der Gesamtbevölkerung B folgt die Produktionsfunktion in Pro-
Kopf-Größen18
y = AkM1  (h)

L
B
1  
:
Mit der sogenannten accounting-Methode kann der Ausdruck L=B zerlegt werden in
Arbeitsmarktcharakteristiken wie die regionale Arbeitslosen- und Beschäftigtenrate sowie
die Partizipationsrate der Bevölkerung. Der Ansatz hat den Vorteil, dass durch die De-
nition keine Störgrößen auftreten, da letztlich nur die Gesamtbevölkerung in Teilgruppen
zerlegt wird. Jedoch vernachlässigt die Methode das regionale Lohnsetzungsverhalten und
ist somit als unvollständig anzusehen19.
Hinter dem Ausdruck L=B verbirgt sich die Partizipationsrate p = (L+ U) =B sowie die
Arbeitslosenrate u = U= (L+ U) bzw. die Beschäftigtenrate e = (1  u). Es kann somit
die Beschäftigung pro Bevölkerung zerlegt werden in L=B = p (1  u). Nun ist es möglich,
die Arbeitsmarktsituation in das Modell einzubeziehen.
In der Überblicksarbeit von Elhorst (2003) werden Gründe erarbeitet, weshalb die Arbeits-
marktsituation regionale E¤ekte bedingt. So charakterisiert die Arbeitsmarktsituation zu
einem bestimmten Maße den regionalen Wohlstand. Sie kann aber auch als Indikator für
die Funktionsweise des Arbeitsmarktes gesehen werden: Elhorst (2003) sieht die Partizipa-
tionsrate als Indikator für das Arbeitsangebot sowie die Beschäftigtenrate als Indikatoren
für die Arbeitsnachfrage. Beide Größen werden in einer Vielzahl empirischer Studien ver-
wendet. Dabei zeigt Elhorst auf, dass bei steigender Partizipation die Arbeitslosigkeit sinkt
17Allerdings ist zu beachten, dass das Auftreten von Heteroskedastie auch durch andere Variablen ver-
ursacht werden kann.
18Der Zeitindex t wird fallengelassen, solange er nicht für Berechnungen notwendig erscheint.
19Vgl. Elhorst (2003, S. 724).
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und damit die Beschäftigung (per Denition) steigt. Es kann geschlussfolgert werden, dass
die Partizipation und Beschäftigung die gleiche Wirkungsrichtung aufweisen. Dieses Er-
gebnis ist entscheidend für die Interpretationskraft des Ausdruckes p (1  u). Es wird sich
zeigen, dass in der empirischen Studie der Ausdruck p (1  u) nicht getrennt betrachtet
werden kann. Wirken beispielsweise die Partizipations- und Beschäftigtenrate entgegen-
gesetzt, könnte man letztlich keine Aussage tre¤en, welche Wirkungsrichtung besteht -
die E¤ekte sind nicht trennbar. Ferner ist es dann nicht möglich, Aussagen darüber zu
tre¤en, welcher E¤ekt überwiegt. In diesem Fall wäre der Schätzparameter nicht interpre-
tierbar, weder vom Vorzeichen noch vom E¤ekt. Da jedoch die E¤ekte glücklicherweise die
gleiche Wirkungsrichtung haben, besteht nicht das Problem der Interpretation, wenn der
Ausdruck p (1  u) steigt. Das Vorzeichen und der E¤ekt sind aussagekräftig. Dennoch
ist es aber nicht möglich, die E¤ekte, hervorgerufen durch steigende Partizipation bzw.
Beschäftigung, zu trennen.
Die Pro-Kopf-Produktionsfunktion lautet nun
y = AkM1 h [p (1  u)]1   : (2)
Die gesamte Produktionsmenge kann entweder konsumiert oder reinvestiert werden. Da
hier von einer für alle Kapitalarten konstanten exogenen Sparquote s ausgegangen wird,
ermittelt sich die volkswirtschaftliche Gesamtersparnis pro Kopf aus s  y. Dies kann ent-
weder zur Erstellung neuen physischen Kapitals oder Humankapitals verwendet werden.
Es stellt sich nun die Frage, wie hoch die Ersparnisse und damit die Investitionen in die
jeweiligen Kapitalarten sein müssen. Nimmt man eine Situation an, in der sich die Volks-
wirtschaft im langfristigen Gleichgewicht bendet, sind im Rahmen diesen Modells die
Pro-Kopf-Bestandsgrößen konstant. Anders ist dies bei Modellen mit endogenem Wachs-
tum, bei denen sich die Wachstumsraten der Produktionsmenge oder des Kapitalstocks
auf ihr langfristiges Niveau einpegeln.
Soll sich gemäßder Denition des Steady-States der Humankapitalstock beziehungsweise
der physische Kapitalinput pro Kopf nicht ändern, mußzu jedem Zeitpunkt so viel an
neuem Kapital erstellt werden, wie mit der Rate  abgeschrieben wird. Es erfolgt keine
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Unterscheidung der Abschreibungsrate für die zwei Kapitaltypen.
Bedingt durch Bevölkerungswachstum wird zunächst der Kapitalstock pro Kopf sinken.
Deshalb mußweiteres Kapital erzeugt werden, das neben der Abschreibung des Kapi-
talstocks noch dem Bevölkerungswachstumsprozess entgegenwirkt. Nun lassen sich die
Bewegungsgleichungen für die Kapitalarten nennen,
dk = _k = sk y   (n+ ) k; (3)
dh = _h = sh y   (n+ )h: (4)
Dabei bezeichnet sk die Sparquote physischen Kapitals und sh die Sparqoute des Hu-
mankapitals. Aus den Gleichungen (2), (3) sowie (4) lassen sich unter der Annahme der
gegebenen Sparquote, Abschreibungsrate und der Bevölkerungswachstumsrate die Steady-
State Werte errechnen. Die ausführliche Herleitung erfolgt im Anhang A.
Zunächst folgen die langfristigen Werte für den Kapitalstock pro Kopf k sowie den Hu-
mankapitalstock pro Kopf h, die durch Modellparameter, die Altersstruktur sowie Spar-
und Investitionsqouten gegeben sind. Sie lauten
k = A
1
1  M
1 
1  
"
s1 k s

h
n+ 
# 1
1  
[p (1  u)] ; (5)
h = A
1
1  M
1 
1  
"
sks
1 
h
n+ 
# 1
1  
[p (1  u)] : (6)
Durch Einsetzen von k und h in (2) ergibt sich der Steady-State Wert für die Pro-Kopf-
Produktion y,
y = A
1
1  M
1 
1   s

1  
k s

1  
h

1
n+ 
 +
1  
[p (1  u)] : (A)
Unter der Annahme einer identischen Sparquote s für die Kapitalarten folgt eine verein-
fachte Gleichung für den Steady-State (vgl. Brunow und Hirte 2006),
y = A

1
1  

M

1 
1  
 
s
n+ 
 +
1  
[p (1  u)] : (B)
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Die Produktionsfunktionen (A) sowie (B) lassen sich empirisch schätzen (MRW 1992).
Man setzt aber voraus, dass sich die Ökonomie im Gleichgewicht bendet. Eine weitere
alternative Form zu (A) stellen MRW (1992) vor. Dazu wird h nach sh umgeformt und
eingesetzt. Es folgt
y = A
1
1 Ms

1 
k (h
)

1 

1
(n+ )
 
1 
[p (1  u)]
1  
1  : (C)
Diese Schätzgleichung beinhaltet neben der Kapitalsparquote den (Anfangs-) Bestand an
Humankapital20 h. In der Literatur wird diskutiert, ob die Akkumulation oder der Be-
stand an Humankapital für Wachstum ausschlaggebend ist. Insofern ermöglichen beide
Formen die Überprüfung der Relevanz. MRW (1992) schlagen vor, je nach Datenverfüg-
barkeit eine der beiden Schätzgleichungen zu verwenden.
Geht man nun davon aus, dass man sich nicht im Steady-State sondern in der Umgebung
des langfristigen Gleichgewichts bendet, wird es zu einer Anpassung des Kapital- und
Humankapitalstocks und somit zu Wachstums- oder Schrumpfungsprozessen kommen. Aus
(2) lässt sich die Wachstumsrate von y herleiten. VorausgesetztM sowie die Partizipations-
und Erwerbstätigenrate sind exogen und konstant, gilt
gy 
dy
y
= 
dk
k
+ 
dh
h
mit
d ln (y=y) = ln y   ln y:
Die Wirtschaftswachstumsrate setzt sich aus den Wachstumsraten der Kapitalstöcke zu-
sammen. Eine linear Approximation in der Umgebung des Steady-States führt zu
d ln (y=y)
dt
 gy = (1    ) (n+ ) (  ln y + ln y) :
Somit bestimmt sich die Wachstumsrate aus Parametern sowie der Abweichung des ge-
genwärtigen y = y0 und des langfristigen Steady-State Wertes. Substituiert man nun
20Romer (1990) sieht den Bestand an Humankapital als wesentliche Determinante für Wachstum an.
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Gleichung (A) und dividiert mit n+ , folgt21
g
(n+ )
= lnA+ (1  ) lnM +  ln sk +  ln sh   (+ ) ln (n+ )
+ (1    ) ln [p (1  u)]  (1    ) ln y: (D)
Diese Wachstumsgleichung ist ebenfalls empirisch schätzbar. Im folgenden sollen die her-
geleiteten Gleichungen diskutiert werden.
3.1.2 Resultierende Regressionsgleichungen, Diskussion und Hypothesen
Während die hergeleiteten Steady-State Gleichungen Aussagen tre¤en können, welche Va-
riablen den langfristigen Wert der Produktion erhöhen oder mindern, misst die Wachs-
tumsgleichung die Rate, wie schnell man zu diesem Gleichgewicht konvergiert. Die Schätz-
gleichungen werden in der Literatur aufgrund der Einfachheit und Aussagekraft vielfach
aufgegri¤en, werden aber auch kritisch hinterfragt. Im Folgenden soll auf einige Aspekte
separat eingegangen werden.
Diskussion Querschnitt vs. Panel: Caselli et al. (1996) nennen Parameterheterogeni-
tät zwischen Regionen aber auch Unterschiede in der Faktorproduktivität als eine Ursache
für unterschiedliche langfristige Werte. Insbesondere heben sie die Rolle des regionalen In-
dustriemixes hervor, der zu einer Parameterheterogenität führt. In der empirischen Analyse
werden diese E¤ekte als regionalspezische E¤ekte behandelt (xe oder zufällige E¤ekte).
MRW (1992) stellen bereits in ihrer Arbeit heraus, dass permanente Di¤erenzen der tota-
len Faktorproduktivität A das Ergebnis verzerren.
Die Berücksichtigung der Heterogenität als regionalspezischer E¤ekt ist allerdings kri-
tisch zu bewerten. Wird neben regionaler Heterogenität zusätzlich Industrieheterogenität
unterstellt und diese durch xe/zufällige E¤ekte in Regressionsmodellen abgebildet, dann
geht man davon aus, dass Abweichungen aufgrund der Branchenstruktur ausschließlich
E¤ekte auf die totale Faktorproduktivität ausüben. Es besteht keine Möglichkeit, unter-
schiedliche branchenspezische Inputfaktorproduktivitäten zu messen, d.h., es gibt keine
branchenspezischen  und .
21Alternativ können (B) oder (C) eingesetzt werden.
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Im Rahmen einer Panel-Studie kann dem Problem unterschiedlicher totaler Faktorproduk-
tivitäten durch die within-Transformation (xe E¤ekte) entgegengewirkt werden. Dabei
unterstellt man allerdings weiterhin konstante Faktorproduktivitäten. Für die empirische
Arbeit, die europäische Regionen betrachtet, können beispielsweise länderspezische Ef-
fekte durch Dummy-Variablen abgefangen werden.
Caselli et al. (1996) verweisen zusätzlich auf Endogenitätsprobleme. Aus diesem Grund
verwenden sie zeitverzögerte Werte der erklärenden Variablen als Instrumente und wen-
den den Aranello-Bond-Schätzer an. Im Rahmen von Querrschnittsregressionen kann eine
solche Methodik nicht angewandt werden. Insofern bleibt dieses Problem ungelöst.
Diskussion Modellerweiterung um Produktionsfaktoren: Weiterhin bemerken Ca-
selli et al (1996), dass die Erweiterung um weitere Produktionsfaktoren nicht zwingend
eine Modellverbesserung bedeutet, solange Endogenitätsprobleme unberücksichtigt blei-
ben. Auf der anderen Seite zeigen MRW (1992), dass die Nichtberücksichtigung von we-
sentlichen Produktionsfaktoren das Ergebnis der bisher aufgenommenen Determinanten
verzerrt.
So erweitern bspw. Criheld und Panggabean (1995a) obiges Modell um den Faktor Infra-
struktur beziehungsweise ö¤entliche Ausgaben, nachdem Aschauer (1989) die Debatte um
deren Produktivitätse¤ekte erö¤nete. Generell ist der Produktivitätsaspekt der Infrastruk-
tur in seiner Stärke und Signikanz im Hinblick auf Wachstum ungeklärt. Insbesondere
bei Studien, die wirtschaftliches Wachstum untersuchen, ist der E¤ekt je nach Aggrega-
tionstiefe unterschiedlich und teilweise insignikant22. Als eine weitere Determinante für
Unterschiede im Wachstum sehen Castineira und Nunes (2000) den Faktor Gesundheit
der Bevölkerung.
Diskussion der gemeinsamen Sparquote: Die Sparquote wird bei Brunow und Hirte
(2006) für alle Kapitalarten als konstant angenommen. Diese Vereinfachung resultiert aus
der Datenverfügbarkeit. Trennt man die Sparquoten für physisches Kapital und Human-
22Holtz-Eakin (1991) oder Garcia-Mila et al. (1993) nden keinen signikanten Einuss der Infrastruktur
auf Wachstum auf Länderebene. Criheld (1989, 1990) hingegen weist signikante, aber relativ geringe
E¤ekte auf Ballungsraumebene nach - eine Aggregation der Daten auf Länderebene führt allerdings zum
Verschwinden der gemessenen E¤ekte.
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kapital, so benötigt man Daten für beide Quoten. Insbesondere für das Humankapital sind
die Daten für europäische Regionen lückenhaft, sodass aus diesem Grund auf die Trennung
verzichtet wurde. Der zu erwartende E¤ekt der Spar- beziehungsweise Investitionsrate s
ist unklar: ein gegenwärtiger Konsumverzicht bedeutet ein höheres Investitionspotential.
Somit tritt verstärktes Wachstum ein und ermöglicht einen höheren Konsum in Zukunft.
Ist also s relativ hoch, so müsste man gegenwärtig geringere Wachstumsraten beobachten,
da weniger konsumiert wird23. Es kommt somit auf die beobachtete Zeitspanne an.
Es gibt eine generelle Diskussion über die Sparquote des Humankapitals, insbesondere die
Messung. In der Studie von MRW (1992) ndet der Anteil, der sich derzeit in höherer
Ausbildung bendet als Approximation wieder (school enrollment). Verschiedene wei-
tere Studien verwenden hierbei die Anzahl an Schülern oder Studenten bezogen auf die
Gesamtbevölkerung oder Erwerbspersonen. So bleiben allerdings learning by doing und
on the job training unberücksichtigt24, obgleich beide Arten der weiteren Qualikation
durchaus zur Humankapitalakkumulation beitragen.
Weitere Studien verwenden das Konzept des educational attainment nach Barro und
Lee (1993), welches den durchschnittlichen Bildungsstand der Bevölkerung von Personen
ab 25 Jahren als Grundlage zur Messung des Humankapitals h ansetzt.
Beide Ansätze unterscheiden sich auch im Hinblick der Interpretation. während der An-
teil der Schüler oder Studenten eher die Akkumulation von Humankapital messen, drückt
der Ansatz des educational attainment aus, dass der Bestand an Humankapital für
Wachstumsimpulse sorgt. De la Fuente und Donenech (2006) bemerken allerdings, dass
das Verwenden von Einschulungsraten als Proxy nicht deutlich trennt, ob es den Human-
kapitalbestand oder dessen Akkumulation quantiziert. Es kann festgehalten werden, dass
generell die Quantizierung der Humankapitalvariablen schwierig ist.
Altersstruktur: Betrachtet man die Literatur zu Altersstrukture¤ekten, so ist ein um-
gekehrt u-förmiger Verlauf des Altersprols zu erwarten. Insbesondere junge und ältere
Kohorten, wie Kinder, Schüler und Rentner werden nicht wachstumsfördernd sein, da sie
im gewissen Maße von Unterstützungen anderer Altersgruppen abhängig sind. Die Pro-
23Vgl. Brunow und Hirte (2006).
24Vgl. Frenkel und Hemmer (1999), S. 218.
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duktivität und der Einuss auf Wachstum der anderen Alterskohorten wird allerdings auch
durch spezielle Charakteristiken der Kohorten bestimmt. Hierzu zählen Studienzeiten oder
Kindererziehung, aber auch eine potentiell höhere Gefahr der Arbeitslosigkeit Älterer.
Dementsprechend kann das Altersprol in Produktivitäts- und Arbeitsmarkte¤ekte einge-
teilt werden. Ein Anstieg der Produktivität durch Schulbildung, dem learning-by doing
oder on-the-job-training ist gerade in jüngeren Jahren möglich. Kotliko¤ und Gokhale
(1992) nden eine Spitze bei 45 Jahren und weisen einen umgekehrt u-förmigen Verlauf
nach. Arbeitsmarkte¤ekte treten dann auf, wenn Altersgruppen spezielle Risiken oder Ei-
genschaften aufweisen. So könnte die Partizipations- und Erwerbstätigenrate von älteren
Personen oder jungen Müttern relativ niedriger sein.
Der Argumentation folgend, ist ein umgekehrt u-förmiger Verlauf des Alterprols zu er-
warten.
Weitere Hypothesen: Gemäßder Hypothese der absoluten Konvergenz, führt ein an-
fänglich hohes Pro-Kopf-Einkommen y0 zu niedrigerem Wachstum, ein niedriges y0 hinge-
gen bedingt ein stärkeres Wachstum. Somit impliziert die absolute Konvergenz einen ne-
gativen Schätzkoe¢ zienten von y0: Dies gilt jedoch nur, wenn alle Regionen zum gleichen
Steady-State konvergieren. Eine relativ reiche Region, die bereits ein hohes Einkommen
pro Kopf aufweist, kann eine ebenso hohe Wachstumsrate aufweisen, verglichen mit einer
relativ armen Region, da unterschiedliche langfristige Gleichgewichte vorliegen25. In dem
Fall unterschiedlicher langfristiger Gleichgewichte spricht man von bedingter Konvergenz.
Innerhalb eines Konvergenzclubs nimmt man dann wieder einen negativen Schätzer für y0
an. Das Konzept der sigma-Konvergenz sieht vor, dass Regionen, die sich näher am langfri-
stigen Gleichgewicht benden, eine geringere Streuung aufweisen. Diese Überlegung kann
nur unter Verwendung von Panel-Daten überprüft werden.
Wie Elhorst (2003) zeigt, ist davon auszugehen, dass eine höhere Partizipations- und
Beschäftigtenrate p (1  u) eine höhere Produktion ermöglichen und folglich wachstums-
fördernd wirken.
Ziel der folgenden zwei Unterkapitel ist es, den E¤ekt der Altersstruktur auf Wachstum zu
25Vgl. Caselli et al. (1996).
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ermitteln. Der nächste Abschnitt widmet sich dem Wachstum europäischer Regionen von
1995 bis 2000. Anschließend wird das deutsche pro-Kopf-Wachstum von 1996 bis 2005 un-
tersucht. Aufgrund einer besseren Datenverfügbarkeit, können für die Deutschland-Studie
weitere Kontrollvariablen wie Urbanisationsmaße oder ö¤entliche Ausgaben berücksichtigt
werden.
3.2 Wachstum in Europa
Im vorangegangenen Kapitel wurde das Solow-Modell um Humankapital nach MRW (1992)
sowie der Altersstruktur (Lindh und Malmberg 1999) erweitert und eine schätzbare Glei-
chung zur Bestimmung der Wachstumsrate in der Nähe des Steady-States hergeleitet.
Zusätzlich konnten Arbeitsmarktdeterminanten im Modell implementiert werden - die
Partizipationsrate sowie die Beschäftigtenrate26. Die zugrunde liegende Schätzgleichung
g = 0 + 1 lnM + 2 ln s+ 3 ln (n+ ) + a4 ln [p (1  u)] + 5 ln y0 + u
soll nun auf empirische Relevanz geprüft werden. Die Analyse orientiert sich dabei an der
Arbeit von Brunow und Hirte (2006). Zu bemerken ist, dass es eine der ersten Studien ist,
die sich mit der Altersstruktur im Zusammenhang mit der regionalen Entwicklung und
Wachstum befasst. Es ist die erste Studie, die räumliche Korrelationen berücksichtigt.
Im Folgenden wird die verwendete Datenbasis vorgestellt, deskriptive Untersuchungen
vorgenommen und verschiedene Regressionstechniken angewandt. Schließlich sollen die
zentralen Ergebnisse zusammengefasst werden.
3.2.1 Datenbasis
Die für die Analyse zugrunde gelegten Daten auf NUTS-2 Ebene stammen von der Eurostat
Database, insbesondere das regionale reale Bruttoinlandsprodukt (gemessen in Kaufkraft-
paritäten), die Bevölkerungsstruktur, die Arbeitsmarktinformationen sowie die Arbeitslo-
senrate. Die Bevölkerung wurde in Alterskohorten aufgeteilt, die jeweils eine Spanne von
15 Jahren umfassen. Personen über 75 Jahre wurden vernachlässigt, um missing values
im Datensatz zu vermeiden, sodass insgesamt 5 Kohorten gebildet wurden (0 bis 14, 15
26Vgl. Brunow und Hirte (2006).
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bis 29, 30 bis 44, 45 bis 59 sowie 60 bis 74 Jahre). Die jüngste Gruppe wird als Referenz
gewählt.
Die Sparquote s wurde dem Penn World Table entnommen und ist innerhalb eines Landes
konstant, d.h. die Sparquote misst ausschließlich cross-country-Variationen und ist nicht in
der Lage, zwischen regionalen Unterschieden innerhalb eines Landes zu diskriminieren. Die
Sparquote wurde berechnet aus dem Verhältnis der Investitionen zum Bruttoinlandspro-
dukt. Internationale Investitionen bleiben dabei unberücksichtigt. Die Abschreibungsrate
 wurde auf 0:06 gesetzt und ist für alle Regionen identisch.
Aufgrund von Kreisreformen im Betrachtungszeitraum (1995 bis 2000) wurden einige we-
nige Kreise zusammengefasst. Insgesamt umfasst der Datensatz 197 Beobachtungen. Es
handelt sich um eine Querrschnittsanalyse.
Es ist zu beachten, dass Migrationsverhalten und Pendeln im Modell nicht explizit be-
rücksichtigt wird. Aufgrund der regionalen Abgrenzung auf NUTS-2 Ebene ist allerdings
zu vermuten, dass Pendlerverechtungen zwischen Regionen schwächer ausgeprägt sind
als Migrationsströme. Um diese regionalen Verechtungen neben anderen unbeobachte-
ten räumlichen Faktoren zu berücksichtigen, sollte die räumliche Struktur berücksichtigt
werden und spezielle räumliche Verfahren angewandt werden27.
3.2.2 Deskriptives
In Tabelle 2 werden die Variablen deskriptiv vorgestellt. Die durchschnittliche Wachstums-
rate für den betrachteten Zeitraum betrug 0.291, variiert allerdings sehr stark zwischen
den 197 europäischen Regionen. Auch das reale Bruttoinlandsprodukt y1995 weist eine hohe
Variation auf. Die Hypothese der absoluten Konvergenz setzt voraus, dass mit steigendem
y1995 die Wachstumsrate sinken soll. In folgender Abbildung 1 wird dieser negative Zusam-
menhang für die Stichprobe dargestellt. Der enthaltene Trend beruht auf einer einfachen
Regression zwischen den abgebildeten Variablen.
Das Minimum von n +  liegt unterhalb der xierten Abschreibungsrate  = 0:06. Das
bedeutet, dass es Regionen gibt, die einen Bevölkerungsschwund aufweisen. Dem gegen-
über stehen Regionen mit starkem Bevölkerungswachstum von über 20% im betrachteten
27Vgl. Anselin (1988).
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Tabelle 2: Deskriptive Statistiken zentraler Variablen
Mittelwert St.-Abw. Minimum Maximum
g 0.291 0.072 0.072 0.499
ln y1995 17.99 5.040 8.225 43.454
n+  0.065 0.029 0.004 0.263
p (1  u) 0.442 0.073 0.276 0.918
s 0.22 0.019 0.189 0.255
Alterskohorten - relativer Anteil
0-14 0.185 0.025 0.116 0.250
15-29 0.217 0.020 0.185 0.277
30-44 0.242 0.014 0.210 0.281
45-59 0.199 0.016 0.142 0.235
60-74 0.157 0.022 0.090 0.226
Zeitraum.
Sehr starke Schwankungen treten auch bei der relativen altersstrukturellen Zusammenset-
zung der Bevölkerung auf. So weist beispielsweise die italienische Region Pescara einen
Anteil an Jugendlichen unter 15 Jahren mit nur 11,5% und den höchsten Anteil an Men-
schen über 60 Jahren auf (22.6%). Im Kontrast dazu ist die im Datensatz jüngste Region
die niederländische Provinz Flevoland mit einem Jugendanteil von 24.9% und einem Anteil
an über 60jährigen von 9%. Es ist nicht überraschend, dass die niederländische Region die-
jenige ist, die das größte Bevölkerungswachstum aufweist und die italienische mit zu den
schrumpfenden Regionen gehört. Aus den Gleichungen für die Steady-State Beziehungen
geht auch hervor, dass tendenziell höhere Werte für n +  ein niedrigeres ln y bedingen.
Auch dies lässt sich für die zwei Regionen bestätigen (Flevoland ln y = 15:46 , Pescara
ln y = 20:87 ). Ein wenig überraschend ist, dass die Wachstumsrate in der italienischen
Provinz die der niederländischen übersteigt ( 0:317 zu 0:233 ).
Nachdem nun die Daten kurz vorgestellt wurden, soll im nächsten Kapitel auf die Regres-
sionsergebnisse eingegangen werden.
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Abbildung 1: Reales Bruttoinlandsprodukt und regionales Wachstum in Europa
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Reales Bruttoinlandsprodukt pro Kopf 1995 in Kaufkraftparitäten
Quelle: Eurostat Database und eigene Berechnungen, N=197
3.2.3 Regressionsergebnisse
In der Arbeit von Brunow und Hirte (2006) werden neben einer einfachen OLS-Regression
auch Modelle geschätzt, welche räumlich bedingte Korrelationen reduzieren sollen, um
e¢ ziente und unverzerrte Schätzer zu gewährleisten28. Die Regressionsergebnisse des Mo-
dells sind in Tabelle 3 abgebildet. Zusätzlich wurde eine weitere Spalte aufgenommen, die
länderspezische Dummy-Variablen berücksichtigt (Dummy-Modell). Für die räumlichen
Modelle wird eine distanzbasierte Gewichtungsmatrix W verwendet29.
Den Testverfahren der Modellselektion von Brunow und Hirte (2006) folgend ist das
spatial-lag-Modell das geeignetste. Die Parameter für das Ausgangsniveau des Bruttoin-
landproduktes pro Kopf sind, wie zu erwarten war, negativ und signikant. Folglich sinkt
die Wachstumsrate mit steigendem Ausgangsniveau ln y0, was bereits augenscheinlich in
28Die resultierenden modizierten Schätzgleichungen sind in Brunow und Hirte (2006) präsentiert.
29Die Konstruktion der Gewichtungsmatrix ist in Brunow und Hirte (2006) beschrieben.
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Tabelle 3: Basismodell - Regressionsergebnisse zum europäischen Wirtschaftswachstum
OLS spatial spatial regressives Dummy-
g error lag Modell Modell
ln y1995 -0.004*** -0.003*** -0.003*** -0.004*** -0.002*
(0.001) (0.001) (0.001) (0.001) (0.001)
ln (n+ ) 0.006 -0.009 0.002 0.003 -0.010
(0.011) (0.011) (0.01) (0.011) (0.010)
ln p (1  u) 0.013 0.017 -0.002 0.01 -0.003
(0.041) (0.044) (0.038) (0.041) (0.049)
ln s -0.223*** -0.137 -0.139** -0.214*** 0.237
(0.067) (0.102) (0.064) (0.068) (0.673)
Anteil 15-29 0.400*** 0.127 0.248*** 0.329*** -0.028
(0.092) (0.143) (0.09) (0.112) (0.138)
Anteil 30-44 0.252** 0.294** 0.295*** 0.273** 0.387***
(0.116) (0.13) (0.107) (0.118) (0.164)
Anteil 45-59 0.211** 0.133 0.191** 0.205** 0.054
(0.096) (0.097) (0.089) (0.096) (0.093)
Anteil 60-74 -0.025 -0.079 -0.045 -0.044 -0.044
(0.046) (0.062) (0.043) (0.049) (0.071)
Regionale Dummys ausgelassen
W ln y -0.003
(0.003)
Konstante 1.323*** 0.810* 0.990*** 1.255*** 1.052
(0.348) (0.48) (0.328) (0.354) (1.048)
;  0.719*** 0.623***
(0.129) (0.127)
AIC -505.296 -514.943 -518.825 -504.590 -548.651
N=197, robuste Standardfehler in (); p < 0.1 *, 0.05 **, 0.01 ***
Abbildung 1 vermutet wurde. Der E¤ekt durch die Arbeitsmarktvariablen ist insignikant.
Eine höhere Partizipation bzw. eine niedrigere Arbeitslosigkeit führt nicht zwingenderma-
ßen zu verstärktem Wachstum.
Der Paramter von s ist signikant und negativ. Eine relativ höhere Sparquote führt zu
geringerem Wachstum. Entgegen der theoretischen Überlegung, dass ein erhöhtes Sparen
auch ein höheres Wachstum generiert, ist hier anzunehmen, dass der kurzfristige Konsum-
verzicht, hervorgerufen durch die relativ hohe Sparquote, die kurzfristige Wachstumsrate
schmälert. Allerdings könnte es auch sein, dass die landesspezische Sparquote landesspe-
zische E¤ekte enthält und abfängt, die ansich nichts mit der Sparquote gemein haben.
Durch Aufnahme der Länderdummys kann gezeigt werden, dass ln s einen positiven E¤ekt
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auf die Wachstumsrate ausübt. Jedoch werden dann alle bis auf die Koe¢ zienten von ln y
und der Gruppe der 30-44jährigen statistisch insignikant. Das Bild bestätigt sich bei einer
Betrachtung räumlicher Modelle unter Berücksichtigung der Länder-Dummy-Variablen,
die hier allerdings nicht zusätzlich präsentiert werden.
Unter Verwendung eines F-Tests kann für das Ergebnis von Tabelle 3 gezeigt werden, dass
alle Altersvariablen zusammen einen signikanten Einuss auf die Wachstumsrate aufwei-
sen. Im spatial lag Modell sind bis auf die älteste Kohorte alle Parameter positiv und
hoch signikant. Dabei ist die Gruppe der 30 bis 44 jährigen diejenige, die am wachstums-
fördernsten ist. Im Gegensatz identizieren Lindh und Malmberg (1999) die Gruppe der
50-64 jährigen für OECD-Staaten als wachstumsfördernste Kohorte. Insbesondere ist her-
vorzuheben, dass diese Gruppe auch als einzige signikant ist, wenn man länderspezische
Dummy-Variablen in das Modell aufnimmt. Ein F-Test auf gemeinsame Signikanz aller
Altersvariablen bestätigt widerum, dass alle Altersgruppen zusammen einen signikanten
Einuss im Dummy-Modell ausüben. Die Insignikanz lässt sich auf Multikollinearitäten
zurückführen, da teilweise die Standardfehler ansteigen.
Die Regressionsergebnisse erlauben, ein Muster der Altersstruktur festzustellen. Die Grup-
pe der 15-29 jährigen und der 45-60 jährigen ist weniger produktiv als die der 30-44jährigen.
Das bedeutet, dass es einen umgekehrt u-förmigen E¤ekt der Altersstruktur auf das re-
gionale Wachstum gibt, was bereits in anderen Studien identiziert wurde30. Es kann
allerdings nicht genau identiziert werden, was die Ursachen der Kohortenunterschiede
sind. Der Humankapitaltheorie folgend, ist es das Erfahrungswissen und verfügbare Hu-
mankapital der einzelnen Kohorten.
3.2.4 Zusammenfassung
In der vorangegangenen ökonometrischen Studie von Brunow und Hirte (2006) wurde das
um die Altersstruktur bereicherte Wachstumsmodell nach MRW (1992) sowie Lindh und
Malmberg (1999) auf Evidenz für europäische Regionen getestet. Es zeigt sich, dass die
Berücksichtigung der Altersstruktur durchaus das Modell bereichert und diese einen signi-
kanten Einuss ausübt. Die arbeitende Bevölkerungsgruppe übt dabei einen signikant
30Vgl. Lindh und Malmberg (1999); Bhatta und Lobo (2000) weisen Einkommensdi¤erenzen hervorge-
rufen durch unterschiedliche regionale Kohortenstrukturen nach.
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positiven E¤ekt auf das regionale reale Wachstum aus, wobei unterschiedliche Intensitäten
je nach betrachteter Kohorte auftreten. Im Vergleich zur Studie von Lindh und Malmberg
(1999) sind hier die unter 45jährigen und nicht die Gruppe der 50-64jährigen am wachs-
tumsfördernsten. Ungeachtet der Spitze zeigt sich ein umgekehrt u-förmiger Verlauf des
Altersprols. Die Studie lässt zwar keine Schlüsse über die genauen Ursachen zu. Aus
der bestehenden Literatur ist jedoch zu vermuten, dass die kohortenspezischen Wachs-
tumsimpulse durch Erfahrungswissen erklärbar sind. Aus politischer Sicht ist es sinnvoll,
Wissensakkumulation über die formale Berufsqualikation hinaus zu fördern, um den Be-
stand an Humankapital zu erhöhen.
Die gefundene Evidenz soll im folgenden Kapitel bei der Betrachtung deutschen Wirt-
schaftswachstums gefesstigt werden. Das Ziel dabei ist es, zusätzlich zur Altersstruktur
den ö¤entlichen Kapitalstock zu berücksichtigen.
Der Kritik von Caselli et al (1996) folgend führen Unterschiede in der Faktorproduktivität
sowie die Gegenwart von Externalitäten zu Unterschieden im langfristigen Gleichgewicht.
Die Datenbasis von Deutschland erlaubt es, zusätzliche Maßzahlen in das Modell aufzuneh-
men, um so Teile der Kritik von Caselli et al. (1996) zu berücksichtigen. Des weiteren soll
eine Erweiterung um den Faktor Ö¤entlicher Kapitalstock erfolgen, um der Aschauer-
Debatte (1989) gerecht zu werden.
3.3. Wirtschaftswachstum - Deutsche Regionen 30
3.3 Deutsches Wirtschaftswachstum
Im letzten Kapitel wurde untersucht, inwiefern Wachstumsunterschiede in Europa erklärt
werden können. Neben klassischen Determinanten, die in der Arbeit von MRW (1992)
vorgeschlagen wurden, ist zusätzlich die Altersstruktur der Bevölkerung berücksichtigt
worden. Allerdings konnte nur eine Wachstumsrate über einen Zeitraum von 5 Jahren auf-
grund der Datenverfügbarkeit konstruiert werden. In einer solch kurzen Periode können
wirtschaftliche Zyklen das Ergebnis stark beeinussen. Wählt man hingegen Deutschland
als Untersuchungsfeld, so kann auf eine längere Zeitreihe zurückgegri¤en werden. Aufgrund
einer generell besseren Datenbasis für Deutschland soll nun zusätzlich eine Erweiterung
mit dem Faktor Ö¤entlicher Kapitalstock erfolgen. Zusätzlich können weitere Kontroll-
variablen in das Modell aufgenommen werden, die regionale Unterschiede erklären.31
Im folgenden Teil soll zunächst ein kurzer Literaturüberblick über relevante Studien zum
deutschen Wirtschaftswachstum aber auch zu Studien, die ö¤entliche Investitionen sowie
Infrastruktur und Wachstum in Verbindung setzen, gegeben werden. Die Implementierung
der ö¤entlichen Investitionen in das Modell stellt eine Erweiterung dar. Dementsprechend
ist die Schätzgleichung zu modizieren. Im Anschlußsoll die empirische Untersuchung
folgen. Das Kapitel schließt mit einer Zusammenfassung.
3.3.1 Literaturüberblick
Dieses Kapitel fasst relevante Literatur zusammen, die den Einuss des ö¤entlichen Ka-
pitalstocks auf Wirtschaftswachstum quantiziert. Des weiteren sollen Studien erwähnt
werden, die sich mit der Denition der Bildungsvariablen und der Ersparnis des Hu-
mankapitals befassen. Doch zunächst sollen kurz empirische Arbeiten zu deutschem Wirt-
schaftswachstum erwähnt werden.
In der Studie von Kosfeld et al. (2006) ndet das MRW-Modell für Gesamtdeutschland für
den Zeitraum 1992-2000 Verwendung32. Dabei werden wie im vorangegangenen Kapitel
Methoden der räumlichen Ökonometrie angewandt. Es zeigt sich, dass die Berücksichti-
gung der räumlichen Struktur die Schätzergebnisse verbessert. Weitere Evidenz für Kon-
31Die folgende Analyse wurde der wissenschaftlichen Diskussion beigefügt. Vgl. Brunow und Hirte (2009).
32Barrell und ta Velde (2000) sowie Funke und Strulik (2000) befassen sich ebenfalls mit der Konvergenz
von Ost- und Westdeutschland.
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vergenz in Westdeutschland zeigen Seitz (1995b), Schalk und Untied (1996), Bohl (1998),
Funke und Strulik (1999) oder Niebuhr (2001). Allerdings bleiben in diesen Studien die
Altersstruktur der Bevölkerung und der ö¤entliche Kapitalstock unberücksichtigt.
Infrastruktur, ö¤entliche Investitionen und Wachstum: Aschauer (1989) hebt die
Bedeutung der Infrastruktur, insbesondere die Rolle des ö¤entlichen Kapitalstocks, auf die
regionale Produktivität hervor. Seiner Arbeit folgten viele weitere Arbeiten, die Infrastruk-
tur als erklärende Variable berücksichtigten. Neben der Verbesserung der Schätzergebnisse
Aschauers, standen aber auch andere Fragestellungen als Produktivitätsaspekte im Fokus
der Untersuchung. Da ein Großteil der Studien zur Produktivität der Infrastruktur zu dem
Ergebnis kommen, dass durch eine Ausweitung des Infrastrukturangebotes Produktivitäts-
steigerungen möglich sind, leitet sich die Frage ab, inwiefern sich diese auf das regionale
Wachstum auswirken.
Easterly und Rebelo (1993) berücksichtigen als Kontrollvariable ö¤entliche Ausgaben in
einer Wachstumsregression nach Barro (1991), um den Einuss skaler Politik auf das
Wirtschaftswachstum zu messen. Zusätzlich zum anfänglichen Einkommen wird die Wachs-
tumsrate durch die Anzahl an Schülern als ein Maßfür den anfänglichen Humankapitalbe-
stand erklärt. Insofern ähnelt dieser Ansatz stark dem MRW-Modell mit dem Unterschied,
dass nicht die Sparquote, sondern der Bestand in die Regression eingehen. Easterly und
Rebelo (1993) nden Evidenz für einen positiven Zusammenhang zwischen den ö¤entli-
chen Ausgaben in Transport- und Kommunikationsinfrastruktur und dem Wachstum. Die
gepoolte Regression beruht auf Daten für ca. 100 Länder und einem Zeitraum von 1970
bis 1988. Levine und Renelt (1992) widersprechen diesem Resultat. Sie führen eine Sen-
sitivitätsanalyse für länderübergreifende Regressionen durch und stellen fest, dass keine
Infrastrukturvariable bzw. keine Variable des ö¤entlichen Kapitalstocks robust ist. Auf
Stadtebene führen Criheld und Panggabean (1995a) eine Untersuchung für 277 amerika-
nische Ballungsgebiete im Zeitraum von 1960 bis 1977 durch. Sie verwenden verschiedene
Variablen, um den E¤ekt des Infrastrukturkapitalstocks auf das Wirtschaftswachstum zu
erfassen. Die verwendeten Maße für Infrastruktur haben tendenziell einen signikant nega-
tiven, aber sehr schwachen E¤ekt auf die Produktivität und das Wachstum. Investitionen
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in das lokale Straßennetz hingegen stimulieren das lokale Wirtschaftswachstum. Dabei be-
rücksichtigen sie die Endogenität und verwenden Instrumentalvariablenansätze (2SLS). In
der Arbeit von Engen und Skinner (1993) werden ebenfalls Endogenitätsprobleme aufge-
gri¤en. Auch sie kommen zum Schluß, dass die potentiellen E¤ekte durch ö¤entliche Inve-
stitionen33 sehr klein sind oder sogar insignikant werden. Ai und Cassou (1993), Hulten
(1996), Sanchez-Robles (1998), Milbourne et al. (2003), Calderon und Serven (2004), aber
auch Canning und Pedroni (2008) schätzen ebenfalls den Einuss von ö¤entlichem Kapital
und nden einen signikant positiven E¤ekt.
Die meisten Studien weisen auf eine spezielle Charakteristik ö¤entlicher Investitionen hin.
So nden Ford und Poret (1991) Evidenz dafür, dass der E¤ekt länderabhängig ist. Andere
Studien weisen E¤ekte für spezielle Infrastrukturträger nach. Von besonderem Interesse ist
die Studie von Canning und Pedroni (2008): O¤enbar gibt es einen kritischen Wert ö¤ent-
licher Ausgaben. Eine Erhöhung der Ausgaben über diesen Wert führt zu keinem weiteren
positiven Impuls. Das impliziert indirekt, dass es ein optimales Angebot an ö¤entlichen
Investitionen gibt, beziehungsweise der Grenznutzen einer weiteren Einheit ö¤entlicher
Investitionen Null beträgt.
Aus theoretischer Sicht zeigt Barro (1990) in einem endogenen Wachstumsmodell den po-
sitiven Einuss ö¤entlicher Investitionen auf das Wachstum auf, da dies die Produktivität
des privaten Sektors steigert.
Zusammenfassend stellt sich heraus, dass der Einuss von ö¤entlichem Kapital bezie-
hungsweise der Infrastruktur auf Wirtschaftswachstum unklar ist. Weder die Stärke noch
die Signikanz des E¤ektes ist eindeutig, obgleich eine Vielzahl an Studien einen positi-
ven E¤ekt der ö¤entlichen Investitionen und der Infrastruktur auf Wirtschaftswachstum
aufzeigen.
Denition der Spar- und Investitionsquote von Humankapital: Im vorangegan-
genen Kapitel wurden die Sparquoten aufgrund der Datenverfügbarkeit zu einem gemein-
samen Proxy zusammengefasst. Das Argument der unzureichenden Datenverfügbarkeit für
Bildungsvariablen stellt für Deutschland kein Problem dar. Allerdings zeigte sich, dass die
33Den Autoren folgend liegen allerdings hoch aggregierte Daten vor, sodass gegebenenfalls auf niedrigerer
Aggregationsebene positive E¤ekte zu erwarten sind.
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Ergebnisse durchaus davon abhängen, wie die Sparqoute deniert wird (school enroll-
ment seduc vs. educational attainment h).
Einen signikant positiven Einuss nden Barro (1991), MRW (1992), Blomström et al.
(1992) sowie Levine und Renelt (1992) für die durchschnittliche Einschreibungsqoute der
sekundären Schulbildung. Dem entgegen nden Barro und Lee (1993) hierfür ein insigni-
kantes Ergebnis. Barro (1991) verwendet zusätzlich als Qualitätsindikator das Schüler-
Lehrer-Verhältnis und ermittelt einen signikant negativen E¤ekt für die Primärstufe so-
wie einen insignikanten E¤ekt für die Sekundärstufe. Die durchschnittlichen Jahre der
Schulbildung der Arbeitskräfte verwendeten Benhabib und Spiegel (1994), Barro und Lee
(1994), Barro (1997) sowie De la Fuente und Donenech (2006). Teilweise wird hier nach
Männern und Frauen getrennt. Es zeigt sich ein gemischtes Ergebnis, neben signikant po-
sitiven Schätzern werden ebenso insignikante oder signikant negative Werte ermittelt.
Gemmel (1996) ndet Evidenz für einen signikant positiven Einuss des Anfangsbestan-
des und des Wachstums des primären und tertiärem Humankapitals.
Aus der bestehenden Literatur lässt sich keine einheitliche Aussage herleiten, wie sich der
Anteil der Bevölkerung, der sich gegenwärtig in Ausbildung bendet, auf das Wachstum
auswirkt. Der Anfangsbestand an Humankapital hingegen wirkt o¤enbar positiv auf Wirt-
schaftswachstum, was dem Argument Romers (1990) entspricht. MRW (1992) verwenden
in ihrer Arbeit seduc. Allerdings kann dieser Proxy nicht learning-by-doing oder on-the-
job-training erfassen und ist damit unvollständig.
Wie Acs et al. (2006) argumentieren, spielt nicht nur der reine Bestand an Wissen oder
dessen Akkumulation eine Rolle bei Wachstum, sondern auch die Fähigkeit, neues Wissen
zu transferieren. Somit ist die Umsetzung neuen Wissens entscheidend. Letztlich kann das
Umsetzen nicht durch seduc und nur bedingt durch h ausgedrückt werden.
Im kommenden Abschnitt wird die Erweiterung um den ö¤entlichen Kapitalstock in das
Wachstumsmodells mit Altersstruktur erfolgen.
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3.3.2 Implementierung des ö¤entlichen Kapitalstocks
Nachdem im vorangegangenen Kapitel empirische Literatur zu ö¤entlichen Ausgaben und
der Humankapitalvariablen im Rahmen von Wachstumsmodellen zusammengefasst wur-
de, soll nun die Integration des ö¤entlichen Kapitalstocks das Ziel dieses Abschnittes sein.
Criheld et al. (1995) sowie Criheld und Panggabean (1995b) zeigen die Implementie-
rung. Ausgangspunkt ist wieder die Cobb-Douglas-Produktionsfunktion (1), die bereits die
Altersstruktur M beinhaltet. Zusätzlich wird der ö¤entliche Input G als weiterer Faktor
aufgenommen. Die erweiterte Produktionsfunktion mit konstanten Skalenerträgen lautet
Yt = AtK

t (MtHt)
 Gt (MtLt)
1    :
Zusätzlich zu den dynamischen Gleichungen für den Kapitalstock und den Bestand an
Humankapital ist eine weitere dynamische Gleichung für den ö¤entlichen Kapitalstock G
aufzunehmen,
_g = sgy   (n+ ) g;
wobei sg die Spar- beziehungsweise Investitionsquote des ö¤entlichen Sektors bezeichnet.
Die Herleitung ist identisch mit dem Vorgehen im vorangegangen Kapitel und soll hier
nicht noch einmal durchgeführt werden. Zunächst lassen sich wieder die langfristigen Werte
für alle Faktoren und anschließend der langfristige Produktionswert y bestimmen. Im
nächsten Schritt erfolgt eine Approximation in der Nähe des langfristigen Gleichgewichts.
Die resultierende Wachstumsgleichung des Bruttoinlandsproduktes pro Kopf lautet
g
n+ 
= 0 + 1 lnM + 2 ln sk + 3 ln seduc + 4 ln sg + 5 ln (n+ )
+6 ln [p (1  u)] + 7 ln y0 + "; (7)
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IY
i
m
i
i ; mi::Anteil der i-ten Beschäftigungsgruppe,
wobei hier wieder sk die Spar- beziehungsweise Investitionsquote des physischen Kapitals
und seduc die Sparquote des Humankapitals bezeichnet.
Die im vorangegangenen Kapitel formulierten Hypothesen gelten auch hier. Die empiri-
sche Wachstumsliteratur in Westdeutschland schließt auf Konvergenzverhalten, sodass ein
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negativer Koe¢ zient für ln y0 erwartet werden kann. Speziell für die Sparquoten des Hu-
mankapitals und der ö¤entlichen Investitionen können aufgrund der gemischten Evidenz
der Literatur keine Erwartungen getro¤en werden. Aus theoretischen Überlegungen sollte
jeweils ein positiver E¤ekt resultieren.
Das Modell sieht soweit keine Unterschiede in der totalen Faktorproduktivität vor, was der
Kritik von Caselli et al. (1996) entspricht. Dieses Problem soll im folgenden aufgegri¤en
werden. In der theoretischen und empirischen Literatur werden Produktivitätsunterschiede
teilweise auf Lokalisations- und Urbanisationse¤ekte zurückgeführt. Es wird davon ausge-
gangen, dass gegebenenfalls regional konzentrierte Firmen einer Branche produktiver sind,
als wenn sie über alle Regionen gleichverteilt wären (Lokalisationse¤ekte). Urbanisations-
e¤ekte auf der anderen Seite rücken den regionalen Branchenmix in den Vordergrund. Hier
vermutet man, dass eine gewisse Streuung der regionalen Branchen produktivitätssteigernd
wirken kann. Beide E¤ekte erzeugen Externalitäten, schließen sich aber nicht gegenseitig
aus. Es können folglich Lokalisations- und Urbanisationse¤ekte in einer Region gleichzeitig
auftreten. Eine Quantizierung und Messung dieser Arten von Externalitäten gehen auf
die Arbeiten von Marshall, Arrow und Romer (MAR-Externalitäten) sowie Jacobs (1969)
zurück. In der neueren Literatur sind die Arbeiten von Glaeser et al. (1992) oder Hender-
son (1995) als Einstiegsliteratur zu nennen, die sich mit der empirischen Relevanz solcher
E¤ekte befassen. Combes et al. (2004) fassen diverse Maße zusammen, die in den folgenden
Teilen dieser Arbeit als Basis der Implementierung für solche E¤ekte dienen. Wie Combes
et al. (2004) argumentieren, können MAR-Externalitäten (Lokalisationse¤ekte) durch au-
toregressive Modelle nachgewiesen werden. Im Rahmen einer Querrschnittsanalyse ist ein
solches Verfahren jedoch nicht möglich. Jacobs-Externalitäten (auch Urbanisationse¤ek-
te) lassen sich durch die Denition regionaler Indizes quantizieren. Diese Maße werden
in der Regel in die totale Faktorproduktivität aufgenommen und greifen so Casellis et
al. (1996) Kritik auf. Dies impliziert allerdings, dass diese Maße Hicks-neutral auf die
aufgenommenen Produktionsfaktoren wirken.
Nachdem nun die erweiterte Schätzgleichung hergeleitet wurde, stellt der anschließende
Abschnitt die Datenbasis vor.
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3.3.3 Datenbasis und deskriptive Statistik
Für deutsche Regionen soll das Wachstumsmodell in Anlehnung an MRW (1992) für den
Zeitraum 1996-2005 überprüft werden. Starke Abhängigkeiten durch Pendlerverechtun-
gen benachberter Regionen werden durch die Aggregation nach Eckey (2001) reduziert.
Diese Abgrenzung fasst NUTS-3 Regionen (Kreise) zu 180 Arbeitsmarktregionen zusam-
men. Durchschnittlich enthält eine Arbeitsmarktregion 2.4 NUTS-3 Kreise. Als Daten-
grundlage für das Bruttoinlandsprodukt, die Schülerstatistiken, die Bevölkerungszahlen
sowie die Aufteilung der Altersstruktur, die Erwerbszahlen und schließlich der regionalen
Flächennutzung dient die GENESIS Regional Datenbank. Die Arbeitslosenzahlen entstam-
men einer Tabelle der Bundesagentur für Arbeit. Weitere Variablen zur Altersstruktur der
Beschäftigten sowie zur regionalen Industriestruktur sind anhand des Betriebshistorikpa-
nels des IAB konstruiert.
Einen Überblick über die Modellvariablen, die im folgenden näher vorgestellt werden, ist in
Tabelle 4 gegeben. Zur besseren Interpretierbarkeit sind die Werte in nicht-logarithmierter
Form angegeben.
Tabelle 4: Deskriptive Statistik der Modellvariablen (ohne log)
Mittelwert St.abw. Minimum Maximum
g 0.0202 0.0088 -0.0038 0.0490
g
n+ 0.4250 0.2212 -0.0723 1.2591
y1996 = y0 20.2373 4.4790 11.3243 35.7134
n+  0.0493 0.0063 0.0326 0.0622
p (1  u) 0.3892 0.0574 0.2448 0.5374
sg 0.2111 0.0674 0.0635 0.3835
seduc 0.1536 0.0176 0.1171 0.2002
h 0.0595 0.0294 0.0173 0.1828
infradens 0.0479 0.0149 0.0219 0.1122
Anz:spez:Ind: 3.2380 1.6791 0 8
Nage 17.4620 4.5163 9.5095 21.6981
DIVN 3.2353 0.1411 2.8274 3.6555
N=180, Werte sind nicht-logarithmiert.
Die durchschnittliche jährliche Wachstumsrate des Bruttoinlandproduktes pro Kopf g, die
sich als geometrisches Mittel über den Beobachtungszeitraum ermittelt, übersteigt nicht
5%. In der Region Celle kam es sogar zur Schrumpfung, wobei die Wachstumsrate nahe
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Abbildung 2: Verteilung der Wachstumsraten nach Perzentilen über Deutschland
Quartiles of Growth Rate
> 90 th   (18)
>75  to <= 90 th  (27)
> 50 to <=75 th   (45)
> 25 to <= 50 th   (45)
> 10 to <=25 th   (27)
<=10 th   (18)
Null ist. Die am schnellsten wachsende Region ist Salzwedel, welche gleichzeitig die fünft-
ärmste Region ist. Um einen besseren Überblick zu der Verteilung der Wachstumsraten im
Raum zu erhalten, wird in Abbildung 2 eine Klassikation der Raten anhand verschiedener
Perzentile dargestellt. Ist die regionale Wachstumsrate beispielsweise unterhalb oder gleich
dem zehnten Perzentil, so wird sie weißdargestellt. Liegt die Wachstumsrate hingegen über
dem zehnten Perzentil und ist kleiner oder gleich dem 25. Perzentil, so ist sie hellgrau
dargestellt, usw.
Die Spanne von y0 zeigt deutlich die weite Streuung der Vermögensverteilung in Deutsch-
land. Durchschnittlich lag das Bruttoinlandsprodukt bei etwas über 20000 Euro pro Kopf.
In Abbildung 3 wird die durchschnittliche jährliche Wachstumsrate dem Bruttoinlands-
produkt pro Kopf im Basisjahr 1996 gegenübergestellt. Zusätzlich wurde eine Trendgerade
eingefügt, der eine lineare Einfachregression zugrunde liegt. Augenscheinlich kann Konver-
genz vermutet werden, wie bereits in anderen Studien über deutsches Wirtschaftswachstum
3.3. Wirtschaftswachstum - Deutsche Regionen 38
Abbildung 3: Wachstumsrate und ln y0 deutscher Regionen für 1996-2005
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R=180, Quelle: GENESIS Regional, eigene Berechnungen
gezeigt wurde.
Die Abschreibungsrate  wurde auf 0.05 festgesetzt34, der Durchschnittswert von n + 
lautet 0.0493. Es wird somit deutlich, dass in Deutschland eine generelle Schrumpfungs-
tendenz der Bevölkerung stattndet. Das Bevölkerungswachstum n ist teilweise negativ.
Einige Regionen weisen einen hohen Abhängigkeitsanteil in der Bevölkerung auf. Nur
knapp 25% der Bevölkerung gehen in diesen Regionen einer Arbeit nach und sind derzeit
beschäftigt. In der Region mit der relativ höchsten Beschäftigung liegt der Anteil an be-
schäftigten Personen bei 53.7%. Es ist zu bemerken, dass p und u die Durchschnittswerte
des Jahres 1996 und nicht als Mittel über den Beobachtungszeitraum gebildet wurden.
Dies geschieht, um Endogenitätsprobleme zu vermeiden.
Nun sollen die Spar- beziehungsweise Investitionsquoten betrachtet werden.
34Kosfeld et al. (2006) verwenden in ihrer Studie zu deutschen Regionen den Wert  = 0:048.
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Investitionen in Humankapital: Der Anteil von Schülern seduc (school enrollment)
beziehungsweise der Anteil an hochqualizierten Beschäftigten h (educational attain-
ment) schwankt stark zwischen Regionen. In der Wachstumsliteratur gibt es eine Diskus-
sion darüber, ob die Akkumulation oder der Bestand von Humankapital35 wachstumsför-
dernd ist. Während die Akkumulation eher durch seduc ausgedrückt wird, repräsentiert h
den gegenwärtigen Bestand an Humankapital. Ohne das Ergebnis vorwegzunehmen, zeigt
sich, dass seduc stets insignikant ist. Das kann durch das relativ einheitliche Bildungs-
system begründet werden. Aus diesem Grund wird im folgenden Teil ausschließlich der
Bestand h weitere Betrachtung nden. Er ist deniert als der Anteil der Erwerbstätigen
mit Hochschulabschluss. Zur Bestimmung der Variable h wurde wieder das Basisjahr 1996
zugrunde gelegt.
Investitionen in den ö¤entlichen Kapitalstock: Die Debatte Aschauers (1989) rückt
den ö¤entlichen Kapitalstock in den Mittelpunkt der Untersuchung. Insofern müsste man
sg als Investitionsquote des ö¤entlichen Sektors interpretieren. Die GENESIS-Regional-
Datenbank stellt die regionalen Sachausgaben zur Verfügung, welche Baumaßnahmen aber
auch den Erwerb von beweglichen und unbeweglichen Wirtschaftsgütern beinhalten. Sie
können folglich als Investitionsausgaben angesehen werden. Die Sachinvestitionen werden
mit den Gesamtausgaben des ö¤entlichen Sektors normiert. Dieser Anteil beträgt durch-
schnittlich 21% und liegt in einer Spanne von 6-38%. Es ist lohnenswert anzumerken,
dass die ostdeutschen Regionen ö¤entliche Investitionsausgaben tätigen, die höher sind als
der Durchschnitt. Dies sollte durchaus mit politischen Einüssen begründet werden, ist
aber insofern wünschenswert, da es das mögliche Argument entkräftet, dass relativ rei-
chere Regionen relativ höhere ö¤entliche Ausgaben tätigen. Allerdings misst die Variable
sg nur einen Teil der regional getätigten ö¤entlichen Investitionen, da eine Förderungen
durch Bundes- oder sogar EU-Gelder unberücksichtigt bleiben. Der bivariate Zusammen-
hang zwischen sg und der durchschnittlichen jährlichen Wachstumsrate ist in Abbildung
4 visualisiert.
Ähnlich der Diskussion der Bildungsvariablen, könnte neben der Akkumulation auch der
Bestand des ö¤entlichen Kapitalstocks das Wachstum bestimmen. Eine Quantizierung
35Vgl. Romer (1990).
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Abbildung 4: Ö¤entliche Sachinvestitionen und jährliches Pro-Kopf-Wachstum
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R=180, Quelle: GENESIS Regional, eigene Berechnungen
des Bestandes ö¤entlichen Kapitals ist schwierig. Eine Möglichkeit stellt die Verwendung
der (messbaren) Infrastrukturäche dar. Die regionale Flächenerhebung in Deutschland
beinhaltet die Kerninfrastrukturäche, wobei neben dem Straßennetz auch die Eisenbahn-
äche und Wasserwege berücksichtigt werden. Um Heteroskedastie zu vermeiden, sollte das
Flächenmaßnormiert werden. Hier erfolgt ein Bezug zur regionalen Gesamtäche, und es
ermittelt sich die Infrastrukturdichte infradens, welche als (unvollständiges) Maßfür den
Bestand des ö¤entlichen Kapitalstock, aber auch als Proxy für Urbanisationse¤ekte ange-
sehen werden kann. Wie Abbildung 5 zeigt, korreliert die Infrastrukturdichte sehr stark
mit der Bevölkerungsdichte, welche Ciccone und Peri (2002) als Maßfür die Urbanisierung
verwenden36. Der Korrelationskoe¢ zient beider Dichten beträgt 0.7437. Der Korrelations-
koe¢ zient der Kerninfrastrukturäche und der gesamten regionalen Bevölkerung beträgt
36Die Bevölkerungsdichte sollte hier nicht Verwendung nden, da die regionale Bevölkerung bereits zur
Normierung eingesetzt wurde.
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Abbildung 5: Kerninfrastrukturdichte und Bevölkerungsdichte deutscher Regionen
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R=180, Quelle: GENESIS Regional
0.8411. Insofern charakterisiert die Variable infradens eher den Regionentyp im Hinblick
auf den Urbanisierungsgrad und ist weniger als Bestand des ö¤entlichen Kapitalstocks
anzusehen. Der Argumentation folgend ist es somit nicht möglich, den Bestand des ö¤ent-
lichen Kapitalstocks und dessen Einuss auf das Wachstum im Modell abzufragen.
Investitionen in den privaten Kapitalstock: Daten zu Investitionsquoten zur Bil-
dung privaten Kapitals sind für das verarbeitende Gewerbe gegeben. Kosfeld et al. (2006)
argumentieren, dass eine Denition anhand sektorspezischer Investitionsraten kritisch ist,
da keine Repräsentativität zu erwarten ist. Stattdessen verwenden sie Firmengründungen
pro Kopf als Maßfür private Kapitalakkumulation. Fraglich ist, ob Firmengründungsra-
ten als Investitionsraten privaten Kapitals angesehen werden können. Zunächst werden
damit alle rmeninternen Investitionsentscheidungen nicht berücksichtigt, solange die in-
terne Neuinvestition keine Betriebsstättengründung bedingt. Es folgt, dass betriebsinterne
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Investitionen nicht oder nur teilweise berücksichtigt werden, wenn man Gründungsraten
verwendet.
Die Motive zur Gründung von Firmen und Betriebsstätten sind vielfältig: Arbeitslose grün-
den ein kleines Unternehmen, um der Arbeitslosigkeit zu entgehen. Diese Gründung wird
voraussichtlich eine nicht sehr kapitalintensive Produktion mit sich bringen. Das bedeutet,
dass eine solche Firmengründung kaum Investitionen in den physischen Kapitalstock reprä-
sentieren. Beispielsweise zeigen Fritsch und Müller (2004), dass Regionen mit einem hohen
Dienstleistungsangebot eine relativ hohe Firmengründungsrate im Dienstleistungssektor
aufweisen. Sind diese Dienstleistungsrmen mikroskopisch klein und nicht kapitalintensiv,
so repräsentieren Firmengründungsraten nur unzureichend die Akkumulation privaten Ka-
pitals.
In der Literatur der Firmengründungen wird der Branchenzugehörigkeit ein hohes Maß
beigemessen. Je nach Gründung in der einen oder anderen Industrie, reagieren die un-
tersuchten Variabelen unterschiedlich stark. So ist ein Untersuchungsfeld die Überlebens-
wahrscheinlichkeit einer Firmengründung. Dort zeigt sich, dass viele Unternehmen recht
schnell wieder aus dem Markt austreten37. Dies impliziert eine hohe Abschreibungsrate
auf phyisches Kapital, wenn man dem Ansatz von Kosfeld et al. (2006) folgt.
Theoretische Arbeiten zu Firmengründungen fokusieren auf die besondere Rolle von Hu-
mankapital38. Diese Modelle nehmen an, dass ein Forschungssektor neue Ideen oder Pa-
tente erzeugt. Diese Innovationen werden sich letztlich (indirekt) in Firmengründungen
widerspiegeln, wenn man ein wenig von der abstrakten Interpretation der Theorie ab-
weicht. Der Forschungssektor sollte als humankapitalintensiv angesehen werden, und es
ist anzunehmen, dass die neuen Erndungen in ihrer Struktur komplex sind. Ein neues
marktfähiges Produkt wird aufgrund der Komplexität in der Produktion kapitalintensiv
sein und ein hohes Maßan privaten Investitionen bedingen, welche sich letztlich in einer
einzigen Betriebsstättengründung ausdrücken. Unter dieser Bedingung ist der Ansatz von
Kosfeld et al. (2006) sinnvoll. Sind allerdings die Innovationen humankapitalintensiv und
drücken diese sich in Firmengründungen aus, bestehen endogene Verechtungen zwischen
37Vgl. hierzu beispielsweise Boeri und Cramer (1991), Brixy (1999), Strotmann (2002) Fritsch (2004a),
Fritsch (2005), Brixy und Grotz (2006), Fritsch et al. (2006).
38Vgl. zum Beispiel Romer (1990), Grossman und Helpman (1995) oder Baldwin et al. (2001).
3.3. Wirtschaftswachstum - Deutsche Regionen 43
der Humankapitalvariablen h, die bereits im Modell enthalten ist, und der Firmengrün-
dungsrate. Damit messen beide Variablen den gleichen Sachverhalt.
Wie sich zeigte, sind die Motive einer Firmengründung facettenreich und bedingen nicht
zwingend private Investitionen. So ist Kosfelds et al. (2006) Ansatz der Messung privater
Investitionen anhand von Firmengründungen als ein sehr schwacher Proxy zu sehen und
sollte daher nicht verwendet werden. Letztendlich kann man nicht wissen, welche E¤ekte
mit Firmengründungsraten abgebildet werden.
Das Vernachlässigen des privaten Kapitals beziehungsweise der Investitionen kann die
Ergebnisse der Regression verzerren. Allerdings kann man argumentieren, dass sich Ka-
pitalüsse so schnell anpassen, dass ein konstanter Zins resultiert, der eine überregionale
Gleichverteilung der Ertragsraten sicherstellt. Dies wird das Problem der Vernachlässigung
reduzieren. Auf der anderen Seite ist anzunehmen, dass Kapitalmarktimperfektionen die-
sem Anpassungsmechanismus entgegenwirken.
Die Akkumulation privaten Kapitals wird nicht im Modell direkt abgebildet. Allerdings
belegen Studien zur Infrastruktur und dem ö¤entlichen Kapitalstock, dass ö¤entliches
Kapital und privates Kapital in komplementärer Beziehung stehen39. Durch das Aufneh-
men ö¤entlicher Investitionen in die Regressionsgleichung wird indirekt auch die private
Kapitalakkumulation abgebildet. Bei der Interpretation des Schätzkoe¢ zienten der öf-
fentlichen Investitionen ist dies zu berücksichtigen. Insbesondere werden dann ö¤entliche
Investitionen tendenziell überschätzt sein. Zusätzlich werden weitere Kontrollvariablen in
das Modell aufgenommen, die teilweise Unterschiede in der Kapitalausstattung abbilden.
Dies sind Informationen über die Industriestruktur, die nun vorgestellt werden.
Weitere Kontrollvariablen: Regionale Produktivitätsunterschiede lassen sich durch
Unterschiede in der totalen Faktorproduktivität erklären, die zum Beispiel durch Urbanisations-
und Lokalisationse¤ekte hervorgerufen werden. Als Urbanisationsmaßsoll das von Combes
(2004) vorgeschlagene DiversikationsmaßDIVN verwendet werden, welches sich über die
regional ansässigen Firmen N i und die regional vertretenen Branchen i = 1; :::; I hinweg
39Vgl. Seitz (1993, 1995a), Feltenstein und Ha (1995), Bosca et al. (2002), Harchaoui und Tarkhani
(2003), Conrad und Seitz (1994), Ezcurra et al. (2004).
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als Herndahl-Index wie folgt berechnet,
DIVN =   ln
24 IX
i=1
 
N iPI
k=1N
k
!235 :
Wie Brunow und Hirte (2008) festhalten, misst DIVN eher technologische und produkti-
onsbedingte Urbanisationse¤ekte wie vertikale Verechtungen zwischen Industrien.
Geht man davon aus, dass Firmen der gleichen Branche und etwa der gleichen Größe eine
identische Produktionsfunktion aufweisen, so kann man annehmen, dass der Kapitalbe-
darf dieser Firmen überregional identisch ist. Das bedeutet, dass die Industriestruktur
teilweise den Kapitalstock approximiert. Es folgt, dass in DIVN indirekt auch regionale
Unterschiede im Kapitalstock enthalten sind. Martin et al. (2008) nden Evidenz, dass die
auftretenden E¤ekte nichtlinear sind. Deshalb wird zusätzlich der quadrierte Term DIV 2N
in das Modell aufgenommen.
Als weitere Kontrollvariable soll das durchschnittliche regionale Firmenalter Nage Verwen-
dung nden. Zum einen wird so die wirtschaftliche Tradition und Gefestigtheit der Region
quantiziert. Zum anderen misst es allerdings auch die E¤ektivität der regional ansässi-
gen Betriebsstätten. Relativ ältere Firmen sind gegebenenfalls in ihren innerbetrieblichen
Abläufen gefestigter und eingespielter. Dies hat Auswirkungen auf die Produktivität
der Firma und möglicherweise auch im Aggregat auf Regionenebene. Das Alter wurde
anhand der Daten des Betriebshistorikpanels ermittelt. Dabei ist zu berücksichtigen, dass
Traditionsunternehmen aufgrund der Datenerhebung teilweise vom Alter her unterschätzt
werden, sodass die Variable Nage imperfekt ist. Nichtsdestotrotz bleibt die grundlegende
Ordnung im regionalen Vergleich erhalten40. Das durchschnittliche Firmenalter beträgt
17 Jahre. Eine vertiefende Analyse enthüllt, dass alle ostdeutschen Betriebsstätten unter
und alle westdeutschen über dem Durchschnitt liegen. Um eine sinnvolle Interpretation
zu ermöglichen, wurde die Variable Nage für die ökonometrische Untersuchung mittel-
wertzentriert - jeweils mit dem Mittel für Ost und West. Das DiversikationsmaßDIVN
ist weniger stark von Ost-West-Unterschieden betro¤en, wurde aber auch in dieser Weise
40Bei der Interpretation der E¤ekte ist darauf zu achten, dass man keine Aussage tre¤en kann, wenn alle
Firmen einer Region um ein Jahr altern würden. Vielmehr zeigt es nur eine Tendenz auf, was zu erwarten
ist, wenn die Firmen im Durchschnitt altern.
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mittelwertzentriert.
Das Messen von Lokationse¤ekten auf regionaler Ebene erweist sich als schwierig, da diese
branchenspezisch sind. Eine Identikation ist möglich, wenn man sich Branchen sepa-
rat betrachtet und eine Panel-Datenstruktur vorliegt. Lokationse¤ekte lassen sich nach
Combes et al. (2004) nachweisen, wenn Störterme korreliert sind und ein AR(1)-Prozess
vorliegt. Für diese Untersuchung liegen Querschnittsdaten auf regionaler Ebene vor, so-
dass der Ansatz von Combes et al. nicht weiter verfolgt werden kann. Stattdessen soll der
Spezialisierungskoe¢ zient41 eingesetzt werden. Dieser wird für jede vertretene Branche in
jeder Region berechnet. Im nächsten Schritt wird geschaut, ob diese Industrie innerhalb
der Region relativ stark vertreten ist und sich die Region auf diese Branche speziali-
sierte. Es ist etwas irreführend zu behaupten, dass sich eine Region auf eine bestimmte
Industrie spezialisierte, da sich eher die Branche in der Region etablierte und aufgrund
von Lokationse¤ekten überpräsentiert sein könnte.
Als Abgrenzungskriterium wurde der Mittelwert plus zwei mal die Standardabweichung
der Spezialisierungskoe¢ zienten innerhalb der Branche gewählt. Das bedeutet, dass eine
Branche in einer Region als spezialisiert gilt, wenn der regionale Spezialisierungskoe¢ zient
das Abgrenzungskriterium übersteigt. Es folgt die Variable Anz:spez:Ind:, welche im Be-
reich zwischen 0 und 8 liegt. Das bedeutet beispielsweise, dass es Regionen gibt, in denen
8 Branchen relativ stark vertreten sind.
Die Kontrollvariablen werden in die totale Faktorproduktivität (TFP) aufgenommen wer-
den. Die TFP ießt als Absolutglied in die Wachstumsgleichung ein. Regionale Unterschie-
de führen folglich bei sonst gleichen Werten zu verschiedenen Wachstumsraten. Somit ist
das Vorzeichen der zusätzlichen Kontrollvariablen ausschlaggebend für die Interpretation
der Wirkungsrichtung.
Vorstellung der Altersstruktur: Nachdem die wesentlichen Modellvariablen vorge-
stellt wurden, soll nun das Augenmerk auf die Altersstruktur gerichtet werden. Die De-
nition der Altersstruktur erfolgt anhand der beschäftigten Erwerbspersonen. Im vor-
angegangenen Teil der Arbeit stand die Altersstruktur der Bevölkerung im Fokus der
Untersuchung. Darauf wird in der Studie für Deutschland aus folgenden Gründen verzich-
41Vgl. Schätzl (2000), S. 63.
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tet: die Altersgruppen korrelieren sehr stark untereinander, aber auch mit den anderen
Modellvariablen. Dies führt zu starken Kollinearitäten. So sind beispielsweise die jungen
Altersgruppen stark mit der Bildungsvariablen seduc korreliert, da eine Schulpicht be-
steht. Insofern würden die Schüler doppelt gezählt und berücksichtigt.
Aus modelltheoretischer Sicht bietet sich die Altersstruktur der Erwerbstätigen an, da die-
se am Produktionsprozess beteiligt sind und somit direkt zur Erwirtschaftung des Outputs
beitragen. Des weiteren bietet sie den Vorteil, dass gezielt die Produktionsseite Beachtung
ndet und somit die e¤ektive Arbeitskraft genauer abgebildetet wird. Als Datenbasis
der Altersstruktur der Erwerbstätigen dient das Betriebshistorikpanel (BHP) des Instu-
tutes für Arbeitsmarkt- und Berufsforschung und der Bundesanstalt für Arbeit42. Eine
deskriptive Statistik sowie die Korrelationstabelle der Altersstruktur sind in Tabelle 5
gegeben.
Tabelle 5: Altersstruktur der beschäftigten Arbeitnehmer
m18 29 m30 44 m45 54 m55 65
Mittelwert 0.2631 0.4349 0.2016 0.1004
St.abw. 0.0345 0.0258 0.0201 0.0136
Min 0.2023 0.3798 0.1456 0.0510
Max 0.3520 0.5053 0.2535 0.1343
Korrelationsmatrix
m30 44 -0.6495 1.0000
m45 54 -0.8259 0.2186 1.0000
m55 65 -0.0815 -0.5748 0.2012 1.0000
N=180, Datenquelle: BHP
Nachteilig an dieser Denition ist jedoch, dass Selbständige oder Beamte nicht berücksich-
tigt werden, sondern ausschließlich sozialversicherungspichtig Beschäftigte. Die Aufglie-
derung der Kohorten ist gegenüber der Bevölkerungsstruktur aufgrund der Datenverfüg-
barkeit etwas unscharf, insbesondere durch die relativ breite Kohorte der 30 bis 44jährigen.
Die Tabelle 6 beinhaltet die Korrelationsstruktur der Alterskohorten der Bevölkerung und
der Erwerbstätigen, angepasst an die Spannen der Erwerbstätigen. Wie zu erwarten ist,
korrelieren gleiche Kohorten stark untereinander, ausgenommen der Gruppe der 55-65 jäh-
42Das BHP ist eine 50%-Stichprobe aller deutscher Betriebsstätten, welche sozialversicherungspichtige
Personen beschäftigen.
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Tabelle 6: Korrelation der Altersstruktur der beiden Abgrenzungen
Erwerbstätige
Bevölkerung me18 29 m
e
30 44 m
e
45 54 m
e
55 65
mb<18 0.4558 0.0362 -0.6554 -0.2559
mb18 29 0.6097 -0.4421 -0.5406 0.0925
mb30 44 -0.2969 0.5141 -0.0192 -0.195
mb45 54 -0.3994 -0.1986 0.7415 0.2939
mb55 65 -0.7512 0.4398 0.7030 0.0306
mb>65 0.0086 -0.2743 0.2213 0.1719
Altersstruktur der b.. Bevölkerung, e.. Erwerbstätigen
N=180, Datenquellen: BHP, GENESIS Regional
rigen. Steigt der Anteil der Bevölkerung in dieser Altersgruppe, bedeutet dies nicht ein An-
steigen der Erwerbspersonen. Es wird vermutet, dass o¤enbar gerade in dieser Altersgrup-
pe regionale Arbeitsmarktbedingungen wie Fachkräfteverfügbarkeit und Arbeitslosigkeit,
aber auch die generelle Wirtschaftslage eine zentrale Rolle für die Beschäftigungsmöglich-
keiten spielen. Des weiteren ist anzunehmen, dass ein Selektionsprozess stattndet. Für
die jüngeren Altersgruppen zeigt sich zudem, dass es o¤enbar unterschiedliche Beschäfti-
gungscharakteristiken gibt. Ein Anstieg der 18-29 jährigen in der Bevölkerung führt nicht
zu einem proportionalen Anstieg der Erwerbstätigen. Hier kann man die (schulische) Be-
rufsausbildung und insbesondere das Studium als Begründung anführen. In der folgenden
Gruppe der 30-44 jährigen tritt die Erziehung von Kindern als Argument für eine geringere
Partizipation ein. Die scheinbar besten Arbeitsmarktchancen weist die Gruppe der 45-54
jährigen auf. Steigt der regionale Anteil der Bevölkerung in dieser Gruppe, so steigt auch
der Erwerbstätigenanteil relativ stark an.
Die Korrelation der Bevölkerungsstruktur mit der Erwerbsstruktur im Hinblick auf die
Altersgruppen macht deutlich, dass Arbeitsmarktchancen und Motive der Beschäftigung
für verschiedene Kohorten unterschiedlich sind. Dies hat eine ökonometrische Folge: die
Altersanteile werden mit der Arbeitslosen- sowie Partizipationsrate p (1  u) korreliert
sein.
Um einen besseren Überblick über die Verteilung der Altersstruktur zu erhalten, wer-
den in Abbildung 6 Kerndichte-Plots getrennt nach Ost und Westdeutschland aufgezeigt.
Während der Anteil der jüngsten Beschäftigtenkohorte im Westen sehr breit streut, ist die
3.3. Wirtschaftswachstum - Deutsche Regionen 48
Abbildung 6: Verteilung der regionalen Altersanteile getrennt nach Ost- und West
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Kerndichte der verschiedenen Alterskohorten
Verteilung für Ostdeutschland sehr schmal. Schlechte Beschäftigungschancen und eine ten-
denziell höhere Bereitschaft zur Migration könnte die ostdeutsche Jugend dazu bewogen
haben, in die alten Bundesländer zu migrieren. Dieses Muster ist durchaus in Deutschland
gegeben und lässt folglich den Anteil der Jugend in Ostdeutschland relativ zur Gesamtbe-
schäftigung sinken.
Die Verteilungen der Gruppe der 30-44 jährigen weisen im Osten und Westen einen ähn-
lichen Verlauf auf, obgleich die Mittelwerte unterschiedlich sind. Die Kinderbetreuungs-
möglichkeiten sind in Ostdeutschland wesentlich besser ausgebaut. Dies ermöglicht Frauen,
nach dem Erziehungsjahr wieder aktiv am Arbeitsmarkt teilzunehmen, sodass die Partizi-
pation steigt und folglich der Mittelwert angehoben wird. Die höhere Partizipation kann
anhand eines einfachen t-Tests aufgezeigt werden. Obgleich die Mittelwerte der Bevölke-
rung der 30-44 jährigen zwischen Ost und West nicht signikant unterschiedlich sind, ist
der Mittelwert der Beschäftigtenanteile dieser Kohorte signikant höher für die ostdeut-
schen Regionen.
Aufgrund der Abwanderung junger Personen aus Ostdeutschland, steigt der relative Anteil
3.3. Wirtschaftswachstum - Deutsche Regionen 49
der anderen Kohorten in Ostdeutschland. Insbesondere die Gruppe der 45 bis 54 jährigen
ist im Mittel im Osten häuger beschäftigt. Die älteste Kohorte weist wieder Abweichun-
gen zwischen Ost und West auf, diese sind aber weniger stark o¤ensichtlich, verglichen
mit den anderen Altersgruppen. Die relativen Beschäftigungschancen erscheinen für diese
Gruppe etwas besser im Westen. In der Studie von Heinrich und Hildebrand (2001) wer-
den die Partizipations- und Arbeitslosenrate untersucht. Dabei wird deutlich, dass neben
Geschlechter- und Bildungsabschlussunterschieden beide Raten auch altersabhängig sind.
Es ist zu erwarten, dass die Partizipations- und Arbeitslosenrate mit der Altersstruktur
sowie den Humankapitalvariablen korrelieren.
Korrelation der aufgenommenen Modellvariablen: Die in die Regression einie-
ßenden Variablen sind größtenteils logarithmiert. In folgender Tabelle 7 werden die biva-
riaten Korrelationen zwischen den logarithmierten Variablen präsentiert. Die Korrelati-
onstabelle zeigt einen negativen Zusammenhang zwischen der Wachstumsrate g und ln y0
sowie den Strukturparametern n+ auf. Die Investitions- und Sparquote sg sowie der Hu-
mankapitalbestand h korrelieren positiv mit g: Allerdings tritt ein gewisses Datenproblem
auf. Die Korrelation vieler erklärender Variablen mit ln y0 ist sehr hoch, sodass Multikol-
linearität durchaus präsent sein kann. In der Gegenwart kollinearer erklärender Variablen
ist die Interpretation der geschätzten Koe¢ zienten mit Vorsicht durchzuführen43.
Im folgenden Teil sollen die Regressionsergebnisse präsentiert werden.
43Vgl. Chatterjee und Price (1991), Kapitel 7.
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3.3.4 Regressionsergebnisse
Die um die Kontrollvariablen erweiterte Schätzgleichung (7) lautet
g
n+ 
= 0 + 1 lnM + 2 lnh+ 3 ln sg + 4 ln (n+ ) + 5 ln [p (1  u)] + 6 ln y0
+7 ln infradens+ 8Anz:spez:Ind:+ 9Nage + 10DIVN + 11DIV
2
N + u
M =
IY
i=2
m
i
i ; mi::Anteil der i-ten Bevölkerungsgruppe,
Neben der einfachen Regression unter Verwendung von OLS soll auch auf Methoden der
räumlichen Ökonometrie zurückgegri¤en werden. Dazu nden das spatial error und das
spatial lag Modell Anwendung. Für die räumlichen Regressionen liegen verschiedene Ge-
wichtungsmatrizen vor, die alle zeilenstandardisiert sind. Neben einer direkten Nachbar-
schaftsmatrix WD gibt es noch distanzabhängige Matrizen Wi; deren Konstruktion in
Brunow und Hirte (2006) beschrieben ist.
In der Tabelle 8 werden die Regressionsergebnisse des Modells präsentiert. Die erste Spalte
enthält Modell 1, welches das Wachstumsmodell mit Berücksichtigung der Urbanisations-
und Lokalisationsmaße enthält, allerdings noch nicht die Altersstruktur berücksichtigt.
Diese wird im Modell 2 aufgenommen. Um Multikollinearität zu vermeiden, wird die erste
Alterskohorte aus dem Modell entfernt und dient somit als Referrenzgruppe. In Modell
3 wird auf die Strukturparameter n +  sowie p (1  u) aufgrund hoher Kollinearitäten
mit y0 verzichtet44. Ein Indiz für die Präsenz der Kollinearität ist das Absinken des Stan-
dardfehlers von ln y0: Das Modell 4 verwendet robuste Regressionstechniken45, um das
Problem potentieller Ausreißer zu berücksichtigen. Modell 5 zeigt die Schätzergebnisse ei-
nes räumlichen Lag-Modells unter Verwendung einer distanzbasierten Gewichtungsmatrix,
die moderat die Entfernung abdiskontiert. Die ausgewiesenen Standardfehler der Modelle
1 bis 3 sowie 5 sind robuste Standardfehler.
Modellsellektion und -güte: Ein F-Test lehnt für das Modell 1 die Hypothese ab,
dass alle Parameter Null sind. Somit ist sichergestellt, dass die aufgenommenen Variablen
die Wachstumsrate erklären. Die Hinzunahme der Altersstruktur verbessert das Modell
44Die Selektion erfolgte unter Berücksichtigung der Varianz-Inations-Faktoren.
45Vgl. Berk (1990), Goodall (1983) oder Rousseeuw und Leroy (2003).
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Tabelle 8: Deutsches Wirtschaftswachstum - Regressionsergebnisse
abh. Variable OLS - Estimates rob.regr. ML-sp.lag
g= (n+ ) Model 1 Model 2 Model 3 Model 4 Model 5
ln y0 -0.3488 -0.4174* -0.3498*** -0.3321*** -0.3803***
(0.2357) (0.2191) (0.0866) (0.0774) (0.0826)
ln (n+ ) -0.2587 0.0129
(0.1959) (0.2564)
ln [p (1  u)] -0.0537 0.1027
(0.2845) (0.2494)
ln sg 0.1857*** 0.1425*** 0.1490*** 0.1218*** 0.1851***
(0.0484) (0.05) (0.0473) (0.0464) (0.0538)
lnh 0.0746** -0.0092 -0.0045 0.0246 0.0049
(0.0291) (0.0446) (0.0422) (0.038) (0.0411)
ln infradens 0.1372** 0.1332** 0.1273** 0.1147** 0.1100**
(0.0602) (0.0638) (0.0573) (0.0521) (0.0542)
Anz:spez:Ind: 0.0097 0.0149** 0.0150** 0.0172** 0.0187***
(0.0078) (0.0076) (0.0072) (0.007) (0.0071)
Nage
@ 0.0384** 0.0432*** 0.0444*** 0.0428*** 0.0460***
(0.0176) (0.0154) (0.015) (0.0139) (0.0143)
DIVN
@ -0.1352 -0.0244 -0.017 0.0728* 0.0206
(0.0993) (0.1076) (0.1083) (0.0981) (0.0992)
DIV 2N
@ -0.716 -0.8274* -0.8002* -0.9322** -0.8335**
(0.4798) (0.483) (0.4533) (0.4706) (0.4244)
m30 44 0.2724 0.2279 -0.1128 0.3373
(0.3767) (0.3812) (0.3378) (0.3742)
m45 54 0.7190*** 0.6921*** 0.6261*** 0.8821***
(0.2717) (0.198) (0.1687) (0.2113)
m55 65 -0.3937*** -0.3937*** -0.4978*** -0.4606***
(0.1357) (0.1317) (0.1118) (0.1187)
Konstante 1.5558 2.8601 2.4471*** 1.7605*** 3.0221***
(1.3964) (1.9221) (0.5861) (0.5129) (0.6908)
 -0.5144**
(0.2617)
AIC / BIC -123 / -88 -137 / -92 -141 / -102 -142 / -97
N=180, robuste s.e. in (), @ Variable ist zentriert mit dem Mittel von Ost- und
Westdeutschland, rob.reg - robuste Regression, sp.lag - spatial lag.
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signikant. Der zu testende Wert lautet 4.85 und ist hoch signikant mit 99 prozentiger
Sicherheit. Des weiteren verschlechtert sich das Modell nicht signikant, wenn man die
Strukturparameter vernachlässigt (Modell 3 vs. Modelle 1 und 2).
Betrachtet man Modell 4, so fallen zwar die geschätzten Koe¢ zienten im Vergleich zu
Modell 3 etwas unterschiedlich aus, jedoch kommt es kaum zu einer Änderung in den
Signikanzen oder Vorzeichen, sodass die Ergebnisse o¤enbar kaum durch Ausreißer be-
einusst werden. Die Interpretation ändert sich zwischen beiden Ansätzen nicht. Unter
Verwendung des Akaike Informationskriterium scheint Modell 3 zur Interpretation am be-
sten geeignet zu sein. Ein Ramsey-Test auf omitted variables schlägt nicht an, sodass
von einer hinreichend guten Spezikation ausgegangen werden kann. Allerdings werden
hier noch nicht mögliche räumliche Zusammenhänge berücksichtigt.
Unter Verwendung robuster Lagrange-Multiplikatortests kann man das Vorhandensein von
räumlichen Strukturen testen und zwischen einer räumlichen Lag- oder Error-Struktur
unterscheiden46. Sind die Tests insignikant, so bringt die räumliche Schätzung keine Mo-
dellverbesserung47. Zur Modellauswahl für räumliche Modelle wird dem Vorschlag von
Florax et al. (2003) gefolgt. Dabei stellt sich heraus, dass die räumliche Lag-Spezikation
die richtige ist. Aus diesem Grund werden in Modell 5 die Schätzergebnisse des räumli-
chen Lag-Modells präsentiert. Es wurden verschiedene Gewichtungsmatrizen zugrunde ge-
legt, wobei die distanzbasierten Gewichtungsmatrizen die räumliche Struktur aufdecken,
nicht aber die Matrix unter Berücksichtigung der direkten Nachbarschaft. Diese Erkennt-
nis passt zu dem Ergebnis von Kosfeld et al. (2007). Dort wird eine Nachbarschaftsmatrix
verwendet und Korrelationen höherer Ordnung berücksichtigt. Insbesondere werden dabei
Zusammenhänge nicht direkt benachbarter Regionen aufgedeckt. Insofern ist die Verwen-
dung der distanzbasierten Gewichtsmatrix ähnlich. Allerdings kann keine Aussage über
die direkte Stärke der E¤ekte zwischen direkt und nicht direkt benachbarten Regionen
mit der hier verwendeten Matrix getro¤en werden.
Bei dem Vergleich der Schätzergebnisse von Modell 3 und Modell 5 kann wieder festge-
halten werden, dass die Schätzer recht robust sind und die gleiche Interpretation zulassen.
46Siehe Anselin und Florax (1995) und Anselin und Moreno (2003) zur Beschreibung der räumlichen
Tests.
47Die Spezikation der räumlichen Wachstumsmodelle sind in Brunow und Hirte (2006) oder Kosfeld et
al. (2006) ausführlich beschrieben.
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Das Akaike-Informationskriterium steigt nur wenig für das räumliche Modell an. Aufgrund
der Signikanz des räumlichen Parameters  ist Modell 5 tendenziell vorzuziehen.
Interpretation der Schätzer: Beim Betrachten der Schätzparameter für ln y0 kann
die bestehende Literatur zu deutschem Wirtschaftswachstum bestätigt und bedingte Kon-
vergenz geschlussfolgert werden. Wachstumsrate sinken c.p., wenn Regionen tendenziell
reicher werden, was durch das negative Vorzeichen indiziert wird. Der E¤ekt ist für alle
Modelle 2-5 signikant48.
Der E¤ekt von ö¤entlichen Ausgaben ist o¤ensichtlich: Eine Erhöhung dieser führt zu
Wachstum. Der E¤ekt ist robust gegenüber Modellmodikationen. Der Debatte von Aschau-
er (1989) folgend, kann die Hypothese der positiven Impulse durch ö¤entliche Investitionen
auf die regionale Entwicklung unterstützt werden.
Die Modellvariable h, die den Einuss des Humankapitalbestandes erfasst, wird insigni-
kant, wenn die Altersstruktur im Modell explizit berücksichtigt wird. Eine Diskussion
dazu soll weiter unten erfolgen, wenn die Parameter der Altersstruktur analysiert werden.
Betrachtet man Modell 1 ist festzuhalten, dass eine bessere Ausstattung mit Humankapital
gemessen am Anteil der Beschäftigten mit Hochschulabschlußwachstumsfördernd wirkt.
Somit wirkt eine bessere Ausstattung der Region mit Hochschulabsolventen wachstums-
fördernd.
Die zusätzlichen regionalen Kontrollvariablen verbessern das Modell signikant, was durch
einen F-Test bestätigt wird. Betrachtet man das Firmenalter Nage, zeigt sich, dass Regio-
nen mit einer gefestigten Betriebsstruktur höhere Wachstumsraten erzielen. Auch die dich-
ter besiedelten Regionen mit einem höheren Infrastrukturangebot weisen ein tendenziell
höheres Wachstum auf.
Ein weiteres Maßfür Urbanisationse¤ekte DIVN zeigt, dass Urbanisationse¤ekte durch-
aus eine Rolle im Hinblick auf Wachstum spielen. Der Koe¢ zient des linearen Terms ist
weitestgehend insignikant, der quadratische Schätzer ist signikant und negativ. Da die
Variable mit dem Mittelwert von Ost- beziehungsweise Westdeutschland zentriert ist, kann
geschlussfolgert werden, dass Regionen mit einem ausgewogenen Branchenmix diejenigen
48Die Insignikanz im Modell 1 kann mit der gegenwärtigen Kollinearität begründet werden. Ein Weglas-
sen von p (1  u) beziehungsweise n+ führt zu einem Koe¢ zienten für ln y0 von -0.42, der hoch signikant
ist.
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sind, die ein höheres Wachstum erzielen. Folglich sind Regionen c.p. durch geringe Wachs-
tumsraten gekennzeichnet, wenn in ihnen der Großteil der Firmen innerhalb einer Branche
konzentriert beziehungsweise die Firmen über die vertretenen Industrien relativ gleichver-
teilt sind. Betrachtet man die Anzahl der spezialisierten Branchen, so ist festzustellen, dass
ein Anstieg wachstumsfördernd wirkt. Dies scheint im Widerspruch zur Interpretation zu
DIVN zu stehen - dem ist aber nicht so, denn Lokalisations- und Urbanisationse¤ekte
schließen sich nicht gegenseitig aus. Folglich ist es so, dass Regionen zunächst positive
Wachstumsimpulse erfahren, wenn sie eine gewisse industrielle Spezialisierung aufweisen.
Das ist der E¤ekt von Anz:spez:Ind:. Dem hinzu kommt die Interpretation von DIVN :
Regionen werden zusätzliche Wachstumsimpulse erfahren, wenn einige zusätzliche Indu-
strien in der Region vertreten sind, die gegebenenfalls nicht regional spezialisiert sind.
Man könnte darin vertikale Industrieverechtungen sehen, die ein erhöhtes Wachstum be-
dingen49.
Altersstruktur: Nun soll insbesondere auf die Altersstruktur eingegangen werden. Be-
vor es zu einer inhaltlichen Auswertung kommt, sollte noch auf das Problem der Mul-
tikollinearität hingewiesen werden. In Gegenwart von Multikollinearität tendieren Stan-
dardfehler dazu anzusteigen. Geschätzte Parameter neigen dann zur Insignikanz oder
steigen stark an, um weiterhin einen signikanten Einuss beizuhalten. Beim Umgang
mit Anteilswerten tritt schnell dieses Problem auf, denn steigt ein Anteil an, so sinken
per Denition die Anteilswerte der anderen Gruppen. In Tabelle 5 werden die bivariaten
Korrelationswerte zwischen den Kohorten angegeben und diese erreichen durchaus kriti-
sche Werte (>0.8). Ob Multikollinearität die Ergebnisse der Regression beeinusst, kann
durch die Varianz-Inations-Faktoren (VIF) getestet werden50. In der Literatur werden
VIF-Werte größer 10 als kritisch angesehen.
Als Robustheitskontrolle wurde das Modell 3 unter Aufnahme jeweils nur einer Alters-
gruppe geschätzt, um die Multikollinearität zwischen den Alterskohorten zu reduzieren.
Die Ergebnisse sind in Tabelle 9 enthalten. In allen Modellen sind die VIF-Werte kleiner
10. Die Standardfehler variieren kaum im Vergleich zum Basismodell unter Berücksichti-
49Um vertiefende Einblicke in die Interaktion zu erhalten, wurde ein Interaktionsterm von DIVN 
Anz:spez:Ind: gebildet. Der E¤ekt war insignikant.
50Vgl. Chatterjee und Price (1991).
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gung aller Alterskohorten. Scheinbar scheint das Problem der Multikollinearität nicht zu
stark auszufallen. Allerdings sind die Schätzer in der Höhe durchaus unterschiedlich. Die
Abweichung kann mit dem omitted-variable-bias erklärt werden. Greene (2005) folgend
werden Parameter unter- oder überschätzt, wenn die Kovarianzen der ausgelassenen Varia-
blen mit den im Modell enthaltenen Variablen von Null verschieden sind. Dies ist an dieser
Stelle gegeben. Da es zu keinen Vorzeichenwechseln der Altersstrukturparameter kommt
(Tabelle 9), was in Gegenwart von Kollinearität durchaus geschehen kann, erlauben die
Schätzungen ein generelles Bild der Altersstruktur zu ziehen, ohne auf die genaue Höhe
der E¤ekte einzugehen51.
Die Ergebnisse orientieren sich an der ersten Spalte in Tabelle 9 und sind relativ zur
jüngsten Kohorte zu interpretieren. Die zweite Kohorte weist einen positiven, aber insi-
gnikanten Parameter auf. Die Gruppe der 55-65 jährigen hingegen weist ein signikant
negatives Vorzeichen auf. Die produktivste und somit wachstumsfördernste Kohorte ist
die der 45-54 jährigen. Das Ergebnis ist vergleichbar mit den Resultaten von Lindh und
Malmberg (1999), aber nicht mit denen von Brunow und Hirte (2006). Es lässt sich ein um-
gekehrt u-förmiger Verlauf des Altersproles feststellen. Das Ergebnis unterstützt folglich
auch die Humankapitaltheorie, die von einem solchen Altersprol ausgeht.
Es stellt sich die Frage, warum die älteste Kohorte weniger wachstumsfördernd als die jüng-
ste ist. Eine mögliche Erklärung könnte sein, dass Wachstum durch Innovationen generiert
wird. Obwohl die älteren Kohorten ein hohes Maßan Erfahrungen sammeln konnten, wei-
sen die jungen Erwerbstätigen aufgrund der Berufsausbildung den aktuellen Wissensstand
auf. Das Wissen der Älteren hingegen könnte veraltet sein und somit schwerer für Innova-
tionen sorgen. Ein weiterer Aspekt ist, dass die älteste Kohorte bald aus dem Arbeitsmarkt
ausscheidet, die regionale Abhängigenrate ansteigt und somit das Wachstum hemmt.
Die Robustheit der Ergebnisse der Altersstruktur soll betrachtet werden. Aus der de-
skriptiven Analyse ging hervor, dass die Gruppe der 45-54 jährigen relativ stark im Osten
vertreten ist und im Osten die Wachstumsraten höher sind. So kann es sein, dass dieser Zu-
sammenhang die Ergebnisse beeinusst und somit obige Interpretation nicht zulässt. Aus
diesem Grund wurde die Altersstruktur mit einem Ost-Dummy interagiert. Somit misst
51Auf die Stärke der E¤ekte soll verzichtet werden, um Fehlinterpretationen durch eine unentdeckte
Multikollinearität zu vermeiden.
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Tabelle 9: Robustheitskontrolle der Ergebnisse hinsichtlich gegenwärtiger Kollinearität
abh. Variable Modell 3
g= (n+ ) Alle Gruppen Gruppe 2 Gruppe 3 Gruppe 4 alternativ
ln y0 -0.3498*** -0.4243*** -0.4725*** -0.4479*** -0.3283***
(0.0866) (0.1033) (0.0725) (0.0832) (0.0899)
ln sg 0.1490*** 0.1705*** 0.1909*** 0.1357*** 0.1511***
(0.0473) (0.0449) (0.0474) (0.0494) (0.0473)
lnh -0.0045 0.0699** 0.0433 0.0962*** -0.0149
(0.0422) (0.03) (0.0385) (0.025) (0.0439)
ln infradens 0.1273** 0.1270** 0.1527*** 0.1143* 0.1290**
(0.0573) (0.0607) (0.0561) (0.0598) (0.0565)
Anz:spez:Ind: 0.0150** 0.0103 0.0137* 0.0124 0.0142*
(0.0072) (0.0081) (0.0078) (0.0078) (0.0073)
Nage 0.0444*** 0.0430** 0.0416** 0.0460*** 0.0444***
(0.015) (0.0179) (0.019) (0.0158) (0.0152)
DIVN -0.017 -0.1561 -0.1566 -0.0859 -0.0193
(0.1083) (0.0995) (0.1033) (0.102) (0.1077)
DIV 2N -0.8002* -0.7409 -0.8241* -0.8106* -0.7955*
(0.4533) (0.4738) (0.4528) (0.4596) (0.4478)
m18 29 Referrenzgruppe -0.2437
(0.2595)
m30 44 0.2279 0.4998 Referrenz-
(0.3812) (0.4082) gruppe
m45 54 0.6921*** 0.3700* 0.5260**
(0.198) (0.1942) (0.2556)
m55 65 -0.3937*** -0.2757** -0.4453***
(0.1317) (0.1366) (0.1205)
Konstante 2.4471*** 2.9588*** 3.3047*** 1.9524*** 1.4595
(0.5861) (0.3242) (0.4197) (0.6224) (1.0806)
Varianz-Inations-Faktoren
m18 29 6.58
m30 44 3.34 2.15
m45 54 2.49 2.03 3.89
m55 65 2.15 1.32 1.60
N=180, robuste Standardfehler in (), * p<0.1; ** p<0.05; *** p<0.01
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man die Abweichung des E¤ektes einer Kohorte relativ zu dieser Gruppe in Westdeutsch-
land. Die Schätzer der Interaktionsterme weisen negative und insignikante Ergebnisse
auf. Dies macht deutlich, dass es wohl keine signikanten Unterschiede zwischen dem Ein-
uss in Ost und West gibt. Es entkräftet die genannte Vermutung, dass die Ergebnisse
durch den relativ hohen Anteil der 45-54 jährigen im Osten determiniert werden.
Ein weiteres Problem ist, dass die Abweichungen der Altersgruppen relativ zur ersten
Altersgruppe gemessen werden. Man kann aber nicht sagen, ob beispielsweise die zweite
von der dritten Gruppe signikant abweicht. Aus diesem Grund wurde ein weiteres Modell
geschätzt, bei dem eine andere Referrenz gewählt wurde. Die Ergebnisse sind in Tabelle
9 in der letzten Spalte (Modell 3 alternativ) enthalten und lassen den Schluss zu, dass
auch die relativen Abweichungen zu Gruppe 2 durchaus signikant sind. Das Ergebnis
untermauert den umgekehrt u-förmigen Verlauf des Altersprols. Die VIF-Werte für die
erste und dritte Gruppe sind recht hoch, was mit der hohen Korrelation unter beiden
Gruppen begründet werden kann.
Soweit konnte generell ein Einuss des Altersprols auf die Wachstumsrate festgestellt
werden. Allerdings kann nicht aufgezeigt werden, in welchem Ausmaßunterschiedliche
Wachstumsklubs52 von der Altersstruktur beeinusst werden. Beispielsweise argumentie-
ren Acemoglu et al. (2002), dass E¤ekte einzelner Variablen unterschiedlich stark wirken,
jenachdem ob sich Regionen nahe oder fern von der E¢ zienzgrenze benden. Diese Unter-
schiede lassen sich unter Verwendung der quantilen Regression53 beleuchten. In Tabelle 10
sind die Schätzergebnisse für verschiedene Perzentile enthalten. Die ausgewiesenen Stan-
dardfehler sind durch Bootstrapping ermittelt worden.
Die geschätzten Koe¢ zienten geben Aufschluss darüber, ob die erklärenden Variablen
einen Einußauf die Wachstumsrate des jeweiligen betrachteten Perzentils ausüben. Zu-
nächst sollen kurz die anderen Modellvariablen betrachtet werden, bevor wieder der Fo-
kus auf die Altersstruktur gesetzt wird. Ö¤entliche Ausgaben sind relevant für höhere
Wachstumsraten, sie führen aber nicht zwingend zu erhöhtem Wachstum. Urbanisations-
e¤ekte und andere Kontrollvariablen scheinen keinen signikanten E¤ekt auf bestimmte
52Als Klub gilt eine Gruppe von Regionen, die in einem bestimmten Wertebereich der Wachstumsrate
angehören.
53Vgl. Koenker und Hallock (2001) oder Breuninger und Niebuhr (2008).
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Tabelle 10: Quantile Regression und der Einuss der Altersstruktur
abh. Variable Perzentil
g= (n+ ) 10: 25. 50. 75: 90:
ln y0 -0.5078*** -0.4579*** -0.3894*** -0.2656** -0.2908**
(0.186) (0.135) (0.147) (0.1202) (0.1168)
ln sg 0.0958 0.0664 0.1129* 0.1530** 0.2114***
(0.0994) (0.0675) (0.0664) (0.0599) (0.06)
lnh 0.0242 0.036 0.0364 0.0316 -0.0181
(0.0696) (0.0574) (0.06) (0.0592) (0.0708)
ln infradens 0.2233 0.0884 0.1185* 0.1202 0.1424
(0.1552) (0.0799) (0.069) (0.0731) (0.0901)
Anz:spez:Ind: -0.0079 0.0029 0.0214*** 0.0211* 0.0368***
(0.0163) (0.0105) (0.0078) (0.0116) (0.0116)
Nage 0.0913** 0.0331 0.0617*** 0.03 0.0468**
(0.0438) (0.0238) (0.0231) (0.0216) (0.0227)
DIVN 0.0943 0.0817 0.0583 0.0385 -0.1219
(0.1901) (0.1639) (0.1287) (0.1716) (0.2049)
DIV 2N -0.4902 -1.1418 -0.8898 -0.9764 -0.0442
(0.9656) (0.8018) (0.616) (0.7011) (1.0447)
m30 44 -0.0698 -0.3732 -0.3365 0.393 0.7077
(0.7411) (0.4944) (0.5095) (0.6371) (0.7297)
m45 54 0.3812 0.2557 0.6125** 0.6782*** 0.9947***
(0.3603) (0.2736) (0.2795) (0.2534) (0.2788)
m55 65 -0.4563** -0.3929** -0.4188** -0.5645*** -0.4361*
(0.2085) (0.1713) (0.1636) (0.1819) (0.2278)
Konstante 2.2150** 1.3825* 1.9196*** 2.0834** 3.2546***
(1.0596) (0.7274) (0.7029) (0.8078) (1.0465)
Pseudo-R2 0.1917 0.2324 0.3069 0.4057 0.5035
N=180, s.e. durch Bootstrapping (Reps. = 1000) ermittelt
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Wachstumsgruppen auszuüben. Allerdings scheint eine Spezialisierung der Region auf ei-
nige Branchen durchaus eine Rolle im Hinblick auf Wachstumschancen zu spielen. Dies
unterstützt die Literatur zu Lokalisationse¤ekten.
Unabhängig von der Betrachtung des Perzentils zeigt sich, dass die älteste Altersgruppe
stets einen signikant negativen E¤ekt auf das Wachstum ausübt. Ein Test auf einen ge-
meinsamen Koe¢ zienten unterstützt die These, dass unabhängig von der Höhe der Wachs-
tumsrate der E¤ekt der 55-65 jährigen stets gleichstark ausfällt. Beim Betrachten der
wachstumsfördernsten Gruppe der 45-54 jährigen fällt auf, dass der E¤ekt dieser Gruppe
steigt, je höher die Wachstumsrate ist. Das bedeutet, dass regionales Wachstum gestei-
gert werden kann, wenn der relative Anteil dieser Kohorte wächst - aber nur dann, wenn
generell Wachstumschancen gegeben sind. Eine Erhöhung des Anteils der 45-54 jährigen
führt nicht zu einem Anstieg der Wachstumsrate bei niedrige Wachstumsraten. Betrach-
tet man die zweite Altersgruppe, so steigen ebenfalls die Koe¢ zienten, wenn man höhere
Wachstumsraten betrachtet. Allerdings sind alle Koe¢ zienten insignikant.
Die Resultate der Quantilregression halten den gleichen Robustheitschecks der OLS- Re-
gression des Modells 3 stand. Insbesondere die Interaktionsterme der Altersstruktur mit
dem Ost-Dummy sind wieder negativ und insignikant. Somit kann auch hier ausgeschlos-
sen werden, dass die Ergebnisse durch die hohen Anteile der 45-54 jährigen im Osten
bestimmt werden.
Eine Variable wurde bisher nicht betrachtet: Der Anteil der regional Hochqualizierten h:
Der Parameter wird insignikant, wenn die Altersstruktur in dem Modell berücksichtigt
wird. Scheinbar fängt die Altersstruktur alle E¤ekte der durchschnittlichen Qualikation
einer Region ab. Die Korrelation zwischen h und den Altersgruppen ist moderat hoch für
die mittleren Altersgruppen. Die jüngste Kohorte der unter 30 jährigen weist eine negative
recht hohe Korrelation mit h auf. Das ist zu erwarten, da man üblicherweise einen Hoch-
schulabschlußmit etwa 25 Jahren ablegt und somit der Anteil der Hochschulabsolventen in
dieser Gruppe gering ist. Um eine Verzerrung durch das Auftreten möglicher Kollinearitä-
ten zu vermeiden, wurde h von der Regression ausgeschlossen. Das Ergebnis verschlechtert
sich nicht und die obige Interpretation der Altersstrukture¤ekte bleibt erhalten.
Wenn die Altersstruktur E¤ekte von Humankapital wie zum Beispiel Erfahrungen oder
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die Möglichkeit der Adaption neuen Wissens repräsentiert, dann kann sie als Maßfür
den regionalen Bestand an verfügbaren Humankapitals angesehen werden. Dies erklärt
dann die Insignikanz von h. Leider lässt das BHP es nicht zu, die Altersstruktur der
Hochschulabsolventen zu betrachten oder die Altersstruktur anhand von Erfahrungen und
Qualikation zu konstruieren, wie es im folgenden Teil der Arbeit erfolgt. Allerdings wird
dort kein Wachstum betrachtet, sondern Produktivität.
Die Ergebnisse zeigen, dass die Altersstruktur Wachstum erklären kann. Insbesondere die
Gruppe der 45-54 jährigen sorgt für bessere Wachstumsperspektiven. Falls zusätzlich zur
Berufsqualikation oder dem Studium Erfahrungswissen das Humankapital eines Indivi-
duums beeinusst, dann erklärt dies den E¤ekt der 45-54 jährigen. Die zweite Gruppe
scheint bereits zusätzlich zur formalen Qualikation weiteres Humankapital gebildet zu
haben. Allerdings sind die Auswirkungen insignikant gegenüber der ersten Alterskohorte.
Die Schätzergebnisse des Altersprols sowie die Robustheitskontrollen lassen den Schluss
eines umgekehrt u-förmigen Verlaufes zu. Dieses Ergebnis wird nicht von der besonderen
Charakteristik von Ostdeutschland überlagert.
3.3.5 Zusammenfassung
Dieses Kapitel befasst sich mit der Auswirkung der Altersstruktur der Beschäftigten auf
das deutsche Wirtschaftswachstum für die Jahre 1996-2005. Eine zum Modell von MRW
(1992) erweiterte Variante wurde zur Schätzung des E¤ektes verwendet. Insbesondere
wurde die Altersstruktur wie von Brunow und Hirte (2006) vorgeschlagen, implemen-
tiert. Als zusätzliche Variable werden die ö¤entlichen Investitionen aufgenommen, um die
Aschauer-Debatte (1989) zu berücksichtigen. Die Modellierung orientiert sich hierbei an
den Arbeiten von Criheld und Panggabean (1995a, b). Im Vergleich zum Wachstumsmo-
dell zu europäischen Regionen des vorangegangenen Kapitels wurden explizit verschiedene
Sparquoten auf Kapitalarten zugelassen. Des weiteren wurden Unterschiede in der totalen
Faktorproduktivität berücksichtigt, indem Urbanisations- und Lokalisationsmaße in die
Regressionsanalyse einossen.
Zusätzlich zur OLS-Regression wurde räumliche Autokorrelation berücksichtigt, wobei sich
die spatial lag-Struktur als bevorzugter Ansatz herausstellte. Unter Verwendung der quan-
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tilen Regression konnte festgestellt werden, ob die erklärenden Variablen unterschiedliche
Einüsse ausüben, je nachdem, wie hoch die Wachstumsrate ausfällt.
Die gefundenen Ergebnisse stützen die Literatur und schließen auf bedingte Konvergenz
deutscher Regionen. Ein Anstieg ö¤entlicher Ausgaben wirkt sich wachstumsfördernd aus,
aber nicht notwendigerweise. Um Urbanisationse¤ekte aufzudecken, wurde ein Herndahl-
Index der Firmen über die Branchen gebildet. Dabei stellt sich heraus, dass ein gesunder
Industriemix wachstumsfördernd wirkt, wohingegen eine Konzentration in wenigen Bran-
chen beziehungsweise eine weite Streuung eher nachteilig für Wachstumsprozesse sind.
Allerdings erscheint es auch aus regionaler Sicht sinnvoll, sich im gewissen Maße auf einige
Industrien zu spezialisieren.
Bei der Betrachtung der Altersstruktur stellt sich ein umgekehrt u-förmiger Verlauf heraus.
Die Gruppe der 45-54 jährigen wirkt dabei besonders wachstumsfördernd. Unter Verwen-
dung der quantilen Regression kann vertiefend festgestellt werden, dass der E¤ekt der
Altersstruktur verstärkt wirkt, wenn man Regionen betrachtet, die ein höheres Wachstum
aufweisen. Die Erkenntnis des Altersstrukturprols kann anhand der Humankapitaltheorie
gestützt werden. Wenn Erfahrungswissen, learning-by-doing oder on-the-job-training
während der Erwerbsbiographie eine Rolle spielen, wird sich der Bestand an Humankapi-
tal während der Alterung zusätzlich zur formalen Qualikation steigern. Diese zusätzliche
Wissen sorgt für Wachstumsimpulse. Allerdings ist auch festzustellen, dass ein steigender
Anteil der 55-65 jährigen Wachstumschancen hindert. Dementsprechend spielen Veralte-
rung und Abschreibung von Humankapital und Wissen durchaus eine Rolle. Wenn all
diese Humankapitale¤ekte durch die Altersstruktur der Erwerbstätigen gemessen werden,
erklärt es, dass der Bestand an Humankapital h insignikant wird.
In dieser Studie wurde bereits darauf hingewiesen, dass die Altersstruktur der Beschäf-
tigten nicht die Gruppe der Hochschulabsolventen direkt berücksichtigt. Nimmt man al-
lerdings an, dass gerade diese Gruppe für Wachstum sorgt, so sollte sie genauer studiert
werden. Unter Verwendung einer Produktionsfunktion als Schätzgleichung wird eine wei-
tere empirische Studie im kommenden Teil der Arbeit angefertigt, die sich im speziellen
mit der Altersstruktur der Hochqualizierten befasst.
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4 Einüsse der Altersstruktur auf die Produktivität
Während in den vorangegangenen Teilen der Arbeit Wachstumsprozesse im Vordergrund
standen, soll nun gezielt die Produktivität im Mittelpunkt der Untersuchung stehen. Wie
bereits Rosenthal und Strange (2004) darlegen, ist eine Schätzung der Produktionsfunktion
denkbar. Die generellen Probleme liegen dabei, dass entweder nicht genügend Daten über
Produktionsfaktoren vorliegen oder man sich dem Problem der Endogenität der Regres-
soren gegenüber sieht. Die in den folgenden Unterkapiteln gewählten Ansätze benötigen
relativ wenig Datenmaterial, sodass - abgesehen vom generellen Problem der Messung des
Kapitalstocks - die Datenverfügbarkeit ein geringeres Problem darstellt. Die Gegenwart
einer möglichen Endogenität kann im folgenden Unterabschnitt nicht gezielt berücksichtigt
werden. Im zweiten Teil allerdings wird ein endogener Regressor instrumentiert.
In der empirischen Studie zum deutschen Wirtschaftswachstum wurde ersichtlich, dass
die Humankapitalvariable unter Hinzunahme der Altersstruktur insignikant wurde. Um
weitere Einblicke in diesen überraschenden E¤ekt zu erhalten, soll der Faktor Humankapi-
tal auf Altersstrukture¤ekte in diesem Kapitel untersucht werden. Dabei wird der Begri¤
Humankapital verstanden als alljene Personen, die einen Hochschulabschlußbesitzen. Eine
weitere Denition von Humankapital wird ebenfalls verwendet. Diese betrachtet alle Per-
sonen als Humankapitalisten, die in einem Beruf arbeiten, der vorwiegend von Personen
mit Hochschulabschlußausgeführt wird.
Zunächst wird eine von Lucas (1988) vorgeschlagene Produktionsfunktion verwendet, um
externe E¤ekte zu quantizieren, die durch den relativen Anteil an Humankapital her-
vorgerufen werden. Die Altersstruktur ießt dabei als Interaktionsterm ein und variiert
die Stärke des externen E¤ektes. Es handelt sich wieder um eine Querschnittsanalyse.
Die vorgeschlagene Produktionsfunktion, insbesondere die Implementierung des externen
E¤ektes, geschieht ad hoc. Daher wird im darau¤olgenden Kapitel ein Modell von Bald-
win (1999) vorgestellt, bei dem der Humankapitale¤ekt durch eine separate Gleichung
beschrieben werden kann.
Die in diesem Kapitel vorgestellten empirischen Befunde beziehen sich wieder aus folgen-
den Gründen auf Deutschland. Erstens ist die Überalterung in Deutschland sehr stark.
Sind ältere Kohorten ggf. weniger produktiv und steigt der Anteil an der Arbeitsbevöl-
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kerung, so ist zu vermuten, dass auf regionaler Ebene die Produktivität sinkt. Zweitens
ist Deutschland aufgrund der Wiedervereinigung ein interessantes Forschungsfeld, da die
bereits bestehende westliche Wirtschaftsstruktur mit einem Transitionsland, der ehema-
ligen DDR, verschmolz. Das bedeutet, dass gegebenenfalls Erkenntnisse übertragbar sind
im Hinblick auf die Integration ehemals sozialistischer Staaten in die Europäische Uni-
on. Nicht nur das Wirtschaftssystem, sondern auch das Bildungssystem in der ehemaligen
DDR waren anders strukturiert und aufgebaut. Dies weckt auch die Frage, inwiefern sich
Humankapital zwischen Ost und West unterscheidet.
4.1 Produktivitätse¤ekte bei einer Lucas-Produktionsfunktion
4.1.1 Motivation des Regressionsmodells
Dieses Kapitel verwendet die von Lucas (1988, 2001) vorgeschlagene Produktionsfunktion,
die neben Arbeit L und Kapital K einen durch Humankapital hervorgerufenen externen
E¤ekt aufweist54. In der Arbeit von Lucas wird der externe E¤ekt durch das durchschnitt-
liche Bildungsniveau h der Region generiert55. Allerdings soll in dieser Arbeit nicht das
vollständige endogene Wachstumsmodell auf empirische Relevanz geprüft werden. Die em-
pirische Literatur hinsichtlich des Lucas-Modells befasst sich vorwiegend mit der Qualität
und E¢ zienz von Bildung56.
Lucas (1988) schlägt folgende Produktionsfunktion vor, die steigende Skalenerträge auf-
weist. In Anlehnung an Lucas (2001) oder Ciccone und Peri (2002) lautet die zu prüfende
Produktionsfunktion
Y = A ()KL1 h : (8)
Die eingesetzte Arbeit L umfasst die Anzahl an Beschäftigten - sowohl einfache Ar-
beiter als auch Humankapitalisten. Das bedeutet, dass eine perfekte Substituierbarkeit
zwischen beiden Arbeitstypen angenommen wird57. Jedoch erzeugen die Humankapitali-
sten den externen E¤ekt, da sie den Anteil h erhöhen. Insofern bieten Humankapitalisten
54Die folgende Analyse wurde der wissenschaftlichen Diskussion beigefügt. Vgl. Brunow und Hirte (im
Erscheinen).
55Vgl. Lucas (1988).
56Vgl. Aghion und Howitt (1998), Kapitel 10.3.
57Moretti (2004) als auch Ciccone und Peri (2006) untersuchen die Auswirkungen unvollständiger Sub-
stituierbarkeit zwischen verschiedenen Arbeitstypen.
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eine Basisproduktivität an, welche der der einfachen Arbeiter gleicht und erzeugen einen
zusätzlichen E¤ekt durch das durchschnittliche Qualikationsniveau h. Arbeitskraft und
Kapital zusammen werden unter konstanten Skalenerträgen eingesetzt. Um eine Vergleich-
barkeit zwischen Regionen herzustellen, wird (8) mit L dividiert58,
y = A ()

K
L

h = A () kh (9)
Lucas (2001) unterstellt eine Produktionsfunktion, in die zusätzlich die regionale Flä-
che als Produktionsfaktor einießt, jedoch auf Kapital verzichtet wird. Ciccone und Peri
(2002) beziehen sich auf den Einsatz von Arbeit, dem durchschnittlichen Humankapital-
und traditionellem Kapitaleinsatz zur Erklärung der Produktivität und normiert mit der
Regionenäche. Beide Studien versuchen, Externalitäten zu identizieren. Lucas vermutet,
dass ein Großteil der Externalitäten im Bodenpreis monetarisiert werden und verwendet
daher Boden als einen zentralen Produktionsfaktor - relative Bodenknappheit lässt ten-
dentiell den Preis für Boden steigen. Gibt es zusätzliche Margen durch externe E¤ekte,
liegt es nahe, dass diese auch im Bodenpreis enthalten sind und eine zusätzliche Preis-
steigerung hervorrufen. Die Hinzunahme von Boden als Produktionsfaktor in das Modell
hat zur Folge, dass durch die Division mit L die Inverse der Bevölkerungsdichte resultiert,
welche als Urbanisationsmaßangesehen werden kann59.
Die totale Faktorproduktivität A () in Gleichung 8 kann durch zusätzliche Kontrollvaria-
blen bereichert werden. Dabei ist zu beachten, dass nur solche Variablen Einuss nden, die
nicht an Humankapitale¤ekte geknüpft sind, denn letztere sollten in  quantiziert werden.
Eberts und McMillen (1999), aber auch Rosenthal und Strange (2004) führen Agglome-
rationse¤ekte in A () ein. Solange diese E¤ekte ausschließlich in A Betrachtung nden,
wirken diese Hicks-neutral60 in Bezug auf den Kapital-, Arbeits- und Humankapitalein-
satz, d.h. sie ändern an der relativen Faktoreinsatzstruktur nichts. Die Annahme, dass
Agglomerationse¤ekte Hicks-neutral auf den Humankapitaleinsatz ausüben, ist strittig.
Es ist unklar, ob die Maßzahlen der Agglomerationse¤ekte nicht durch das Humankapital
58Eine Nivellierung mit der regionalen Bevölkerungszahl erfolgt hier nicht, da die Produktivität und
nicht der generelle regionale Wohlstand im Fokus der Untersuchung steht.
59Vgl. die Argumentation des vorangegangenen Kapitels.
60Vgl. Maussner und Klump (1996), S. 62¤.
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bedingt wurden und umgekehrt. Insbesondere ist zu erwarten, dass in A abgefangene Ag-
glomerationsmaße stärker mit h korrelieren als mit dem Einsatz von Arbeit und Kapital.
Jedoch sei an dieser Stelle vorweggenommen, dass sich Interaktionsterme von Agglomerati-
onsmaßen und h so stark untereinander bedingen, dass Multikollinearitäten die Ergebnisse
stark beeinussen. Agglomerationse¤ekte ausschließlich in  zu berücksichtigen, hätte zur
Folge, dass diese keinen Produktivitätse¤ekt auf den Kapital- und Arbeitseinsatz ausüben,
was intuitiv abgelehnt werden sollte. Daher soll die Annahme gelten, dass Agglomerati-
onse¤ekte einen Hicks-neutralen E¤ekt ausüben. Diese Annahme kann durch die Arbeit
Hendersons (2003) gestützt werden. Er untersucht auf Betriebsstättenebene Agglomerati-
onse¤ekte und schlußfolgert, dass diese Hicks-neutral wirken.
Obgleich das Aufdecken von Externalitäten Zeitreihendaten voraussetzt61, was in dieser
Studie aufgrund von Querrschnittsdaten nicht möglich ist, sollen folgende Variablen sol-
che E¤ekte kontrollieren. Lokalisationse¤ekte (MAR-Externalitäten) werden durch eine
Dummy-Variable ausgedrückt. Der Dummy Dloc nimmt für eine Region den Wert Eins
an, wenn eine Industrie relativ stark in dieser Region vertreten ist. Als Grundlage wird
die Anteil der Arbeiter N ir in Region r innerhalb der Industrie i verwendet
qir =
N irP
rN
i
r
:
Das Maßuntersucht ausschließlich die Verteilung einer Industrie. Liegt eine starke Kon-
zentration vor, so sind die Werte für einige wenige qir relativ hoch. Diese Maßzahl erlaubt
allerdings nicht, Urbanisationse¤ekte zu messen, die beispielsweise durch wirtschaftliche
Wertschöpfungsketten, vorgelagerte Produktionsbetriebe und Vorleistungen oder Diver-
sikation hervorgerufen werden62. Eine Anhäufung unterschiedlicher Industrien in einer
Region kann, wie Jacobs (1969) oder Krugman (1991) argumentieren, Marktgrößene¤ekte
hervorrufen, die widerrum die Produktivität aller Sektoren steigern. Treten solche Urbani-
sationse¤ekte auf, so können diese durch einen hohen Grad an Diversikation beschrieben
werden. Combes et al. (2004) schlägt zur Messung einen logarithmierten Herndahl-Index
61Vgl. Rosenthal und Strange (2004), Combes et al. (2004).
62Vgl. Jacobs (1969), Krugman (1991), Krugman und Venables (1995), Krugman et al. (1999, Kapitel
14).
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vor. Dieser ermittelt sich wie folgt
DIVr =   ln
24 IX
i=1
 
N irPI
k=1N
k
r
!235 :
Der Index misst die Streuung der Beschäftigung zwischen den Sektoren. Ciccone (2002)
schlägt als weiteres Maßfür Urbanisationse¤ekte das Verhältnis aus Beschäftigung zur
Regionenäche vor. Um eine regionale Vergleichbarkeit zu garantieren, wird in dieser Stu-
die die Produktivität pro Erwerbstätigen betrachtet. Das Aufnehmen von Ciccones Maß
würde folglich die Normierung teilweise relaxieren und zu Heteroskedastie führen. Aus
diesem Grund soll dieser Ansatz nicht weiter verfolgt werden.
Griliches (1990) zeigt auf, dass Patente, insbesondere das Erweitern des Patentbestan-
des, Änderungen in der totalen Faktorproduktivität erklären. Das Wirken von Patenten
auf technischen Fortschritt sieht Cameron (1998) kritisch. Er stellt insbesondere die Rolle
von R&D-Spillovern hervor, die letztlich ein Wachstum des technischen Fortschritts be-
dingen und folglich indirekt die totale Faktorproduktivität erhöhen. Auch Romer (1990)
deniert einen Forschungssektor, der Designs erzeugt, die später in einem Zwischen-
produktesektor als Varianten produziert werden. Jedes neue Design kann man als Patent
au¤assen, da ein exklusives Nutzungsrecht angenommen wird. Der Forschungssektor ist
humankapitalintensiv. Weitere Arbeiten stellen auch die Rolle von Humankapital in R&D
sowie Patententwicklung heraus. Humankapitalexternalitäten werden hier in h im Mo-
dell aufgenommen. Sind nun Patente an Humankapital gebunden, sollten Patente nicht
als Maßzahl zur Unterscheidung regionaler Faktorproduktivitäten verwendet werden, da
Patente in diesem Fall endogen sind. Die Rolle der Patente wird folglich durch den rela-
tiven Anteil an Humankapital berücksichtigt. Die hohe Korrelation der Patentzahlen und
dem Humankapitaleinsatz untermauert diesen Zusammenhang63.
Um weiterhin bestehende Unterschiede zwischen Ost- und Westdeutschland in der Re-
gression zu berücksichtigen, wird eine Dummy-Variable Ost eingeführt. Durch Einsetzen
der motivierten Variablen in A mit einer Konstanten C sowie in die Produktionsfunktion,
63Die Hinzunahme der Patentzahlen in das Modell führt zu hohen Multikollinearitäten mit h:
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folgt die erweiterte Produktionsgleichung,
y = exp [C + aDDIV + aLDloc+ aEOst] k
h :
Durch Logarithmieren und Erweitern um einen Fehlerterm ", folgt das Basisregressions-
modell M 1,
ln y = C + aDDIV + aLDloc+ aEOst+ aSNsize +  ln k +  lnh+ ": (10)
Das Modell kann unter Verwendung von OLS geschätzt werden. Der nächste Abschnitt
stellt weitere ökonometrische Modelle auf, die insbesondere räumliche Strukturen berück-
sichtigen. Des weiteren erfolgt die Einarbeitung der Altersstruktur in das Modell.
4.1.2 Implementierung der Altersstruktur und räumlicher Abhängigkeiten
Nachdem im vorangegangenen Abschnitt das grundlegende Regressionsmodell hergeleitet
wurde, widmet sich dieser Teil der Implementierung der Altersstruktur des Humankapitals.
Die regionale Altersstruktur des Humankapitals wird derart eingeführt, dass sie die Stärke
des externen E¤ektes  beeinusst. Andere Studien, zum Beispiel Lindh und Malmberg
(1999) oder Brunow und Hirte (2006), verwenden die Altersstruktur als einen Index, der
zu einem Produktionsfaktor multiplikativ hinzugerechnet wird. Somit wird der e¤ektiv
einsetzbare Bestand skaliert, jedoch nicht die Produktivität des Gesamtbestandes deter-
miniert. Im Unterschied zu den Studien von Moretti (2004b) beziehungsweise Haltiwanger
et al. (1999), welche die Altersstruktur des Humankapitals durch die der Bevölkerung be-
ziehungsweise der Belegschaft approximieren, soll hier die tatsächliche Altersstruktur der
Humankapitalisten Verwendung nden. Somit ist es nicht notwendig, vorauszusetzen, dass
die Zusammensetzung des Humankapitals der der Bevölkerung oder der Erwerbstätigen
entspricht. Bezeichne mj den Anteil der j-ten Altersgruppe der Humankapitalträger, so
gelte
 = 1 +
JX
j=2
jmj ; mit mj =
hjPJ
k hk
;
JX
j
mj = 1; (11)
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wobei J der Anzahl an Altersgruppen entspricht. Eine solche Modellierung setzt voraus,
dass die Humankapitale¤ekte tatsächlich altersabhängig sind und der Anteil, den eine
Gruppe zur Externalität beiträgt, relativ zur Referenzgruppe 1 ausgedrückt wird. Somit
beträgt der Teil der Externalität, der durch die Altersgruppe j generiert wird, 1+jmj .
Die Substitution von (11) in (10) liefert ein weiteres Regressionsmodell MA 1, welches die
Altersstruktur von Humankapital berücksichtigt. Es lautet
ln y = C + aDDIV + aLDloc+ aEOst+  ln k +
0@1 + JX
j=2
jmj
1A lnh+ ":
Nachdem die Altersstruktur in das Regressionsmodell implementiert wurde, soll nun der
Umgang mit der räumlichen Struktur im Fokus stehen. So ist es denkbar, dass ein hoher
Anteil an h in einem Zentrum einen ebenfalls hohen Anteil in den umliegenden Regionen
bedingt. Aus diesem Grund ist die Kontrolle nach räumlicher Autokorrelation unumgäng-
lich. Cli¤ und Ord (1981) entwickeln ein Modell, welches räumliche Autokorrelation der
Störterme unterschiedlicher Regionen berücksichtigt. Es resultiert das spatial error Modell.
Unter Verwendung einer zeilennormierten distanzbasierten Gewichtsmatrix64 W lauten die
Regressionsmodelle M2 und MA2 ohne bzw. mit Berücksichtigung der Altersstruktur
ln y = C + aDDIV + aLDloc+ aEOst+  ln k +  lnh+ (I   W ) 1 
ln y = C + aDDIV + aLDloc+ aEOst+  ln k
+
0@1 + JX
j=2
jmj
1A lnh+ (I   W ) 1 
Denkbar ist auch, eine räumliche Korrelation der zu erklärenden Variablen zuzulassen,
dem sogenannten spatial lag model65, M 3 beziehungsweise MA 3. Die Tests lehnen
das spatial lag Modell ab und aus diesem Grund soll es hier nicht weiter verfolgt werden.
Eine Verallgemeinerung des spatial lag-Modells ist das spatial Durbin-Modell66. Hierbei
werden alle aufgenommenen Variablen mit dem dazugehörigen räumlichen Lag versehen.
64Vgl. Brunow und Hirte (2006), wobei W Distanz moderat diskontiert (insb. wurde der Parameter zur
Ermittlung der Halbwertszeit auf 0.5 gesetzt).
65Vgl. Anselin (1988).
66Vgl. Anselin (1988).
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Die resultierenden Modelle M 4 und MA 4 lauten
ln y = W ln y + C + aDDIV + aLDloc+ aEOst+  ln k +  lnh
+DWDIV + :::+ W lnh+ 
ln y = W ln y + C + aDDIV + aLDloc+ aEOst+  ln k
+
0@1 + JX
j=2
jmj
1A lnh+ DWDIV + :::+ JX
j=2
jWmj lnh+ 
Das räumliche Durbin-Modell beinhaltet das spatial error Modell als Spezialfall, wobei
die Koe¢ zienten  bzw.  den geschätzten Parametern i; ; sowie  multipliziert mit 
bzw.  entsprechen. Das spatial Durbin Modell kann somit als Kontrollmodell verwendet
werden, um von einer richtigen Modellspezikation (dem spatial error-Modell) ausgehen
zu können. In der Tabelle (11) sind nochmals die Modellvarianten und die verwendeten
Bezeichnungen gegenübergestellt. Im Folgenden werden Hypothesen formuliert und die
Datenbasis vorgestellt.
Tabelle 11: Modellübersicht des Lucas-Ansatzes
Berücksichtigung der Altersstruktur nein ja
Basismodell (OLS) M 1 MA 1
Spatial Error Modell (ML) M 2 MA 2
Spatial Lag Modell (ML) M 3 MA 3
Spatial Durbin Modell (ML) M 4 MA 4
4.1.3 Hypothesen
Bezugnehmend auf das theoretische Modell sowie der gefundenen Evidenz der empirischen
Literatur lassen sich Hypothesen bezüglich der zu erwartenden Schätzergebnisse formu-
lieren. Zunächst ist davon auszugehen, dass der Humankapitalanteil h die Produktivität
steigert, folglich  einen Wert größer Null annimmt. Des weiteren werden konstante Skale-
nerträge von Kapital und Arbeit angenommen, sodass insgesamt steigende Skalenerträge
generiert werden, solange  > 0 und signikant ist. Falls diese Ergebnisse nachgewiesen
werden können, stützt dies die von Lucas (1988) getro¤enen Annahmen. Ferner ist aus der
theoretischen Überlegung zu erwarten, dass die Agglomerationse¤ekte, DIV und Dloc,
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einen produktivitätssteigernden E¤ekt aufweisen und somit Agglomerationse¤ekte auf-
decken. Aus empirischen Studien ist zu vermuten, dass die Diversikationse¤ekte (DIV )
die Produktivität erhöhen, jedoch ist davon auszugehen, dass der E¤ekt geringer ausfällt
als in anderen Arbeiten67, da der Einuss durch Humankapital nicht in der Diversikation
berücksichtigt sondern direkt in  abgefangen wird. Inwieweit eine Konzentration einer
Industrie die regionale Produktivität fördert, ist empirisch nicht eindeutig belegt68. Daher
wird kein spezielles Vorzeichen für Dloc erwartet.
Betrachtet man Ost- und Westdeutschland, so ist festzustellen, dass das Lohnniveau im
Osten um ca. 25-30% niedriger ist als im Westen. Somit erwarten wir einen produktivitäts-
senkenden E¤ekt auf ca. 70-75% des Westniveaus in Ostdeutschland. Einen E¤ekt dieser
Größenordnung weisen Eckey et al. (2007) nach. Aufgrund der räumlichen Struktur der
Daten und die damit verbundenen, nicht modellierten, Interaktionse¤ekten benachbarter
Regionen, ist auch von räumlicher Korrelation auszugehen.
Hinsichtlich der Altersstruktur ist ein umgekehrt u-förmiger Verlauf zu erwarten, was sich
aus der Literaturrecherche ergab. Jedoch ist die Evidenz innerhalb der Literatur nicht
eindeutig, sodass auch andere Alterse¤ektemuster denkbar sind.
Nachdem die Hypothesen formuliert worden, sollen im nächsten Abschnitt die verwendeten
Daten vorgestellt und deskriptiv beschrieben werden.
4.1.4 Datenbasis und deskriptive Statistik
Das in den vorangegangenen Abschnitten vorgestellte Modell soll anhand deutscher Da-
ten für das Jahr 2000 überprüft werden. Es werden 172 Regionen betrachtet, die anhand
von Pendlerbewegungen zwischen NUTS-3 Regionen abgegrenzt worden (vgl. Eckey 2001).
Durchschnittlich enthält jede dieser 172 Regionen 2.4 NUTS-3 Regionen. Die Bruttowert-
schöpfung, die Beschäftigung und die Regionenklassikation wurden von der GENESIS-
Regional sowie der INKAR-Datenbank entnommen. Der Kapitalstock wurde von Eckey et
al. (2007) ermittelt. Dazu wurde auf shift-share Methoden zurückgegri¤en, denen Investi-
tionsdaten sowie die regionale Industriestruktur zugrunde liegen.
Die Altersstruktur, der Bestand an Humankapital sowie Daten für den Diversikationsin-
67Vgl. van Oort (2007), Henderson et al. (1995).
68Vgl. van Oort (2007).
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dex entstammen der IABS, welche vom Institut für Arbeitsmarkt und Berufsforschung und
der Bundesanstalt für Arbeit bereitgestellt werden. Die in der Datenbank enthaltene Wirt-
schaftsstruktur entspricht der WZ93, Ebene 1. Diese Klassikation ist nahe der NACE-1
Klassikation der Sektoren A-Q. Ferner beinhaltet die IABS die regionale Zuordnung des
Arbeitsortes. Damit dient der Arbeitsort der Ermittlung des Humankapitalbestandes sowie
der Berechnung der Alterskohorten.
Die Zuordnung zu Humankapital erfolgte dann, wenn die Beschäftigten einen Hochschul-
abschluss als höchsten Berufsabschlußaufweisen. Dies wird im folgenden als die alte De-
nition bezeichnet. Dabei erfolgte eine durch Fitzenberger et al. (2005) vorgeschlagene Be-
rücksichtigung von möglichen Falschmeldungen. Um Verzerrungen durch Langzeitarbeits-
losigkeit und einer damit möglicherweise verbundenen Abschreibung des Humankapitals
zu verhindern, werden Personen mit Hochschulabschluss nur dann als Humankapitalträger
berücksichtigt, wenn sie nicht länger als ein Jahr arbeitslos gemeldet sind. Insgesamt gibt
es vier Alterskohorten, die sich wiefolgt zusammensetzen: 20-29 Jahre, 30-39 Jahre, 40-49
Jahre sowie alle Personen über 49 Jahren. In Tabelle (12) werden Mittelwert, Standard-
abweichung sowie die Spanne der Kohortenanteile für zwei Denitionen - alt und neu -
gegenübergestellt.
Tabelle 12: Überblick der alten und neuen Humankapitalabgrenzung
alt neu
Altersgruppe Mittelwert Std.Dev. Mittelwert Std.Dev.
m20 29 0.1251 0.0484 0.1867 0.0596
m30 39 0.3620 0.0737 0.3162 0.0541
m40 49 0.2890 0.0455 0.2581 0.0448
m50 65 0.2229 0.0839 0.2390 0.0673
Minimum Maximum Minimum Maximum
m20 29 0.0172 0.2679 0.0323 0.3571
m30 39 0.1588 0.5610 0.1720 0.4742
m40 49 0.1591 0.4299 0.1421 0.3939
m50 65 0.0541 0.4463 0.1250 0.4516
N=172
Eine Einteilung und Zählung der Personen mit Hochschulabschlußzum Abgrenzen des Hu-
mankapitals birgt ein Problem. Personen, die möglicherweise nie einen Hochschulabschluß
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erwarben, arbeiten teilweise in Berufen, in denen es typisch ist, ein Diplom als Berufsvor-
aussetzung vorzuweisen. Diese Personen werden nicht im Humankapitalbestand erfasst,
sind allerdings voraussichtlich für das Generieren der Externalität mitverantwortlich, da
sie persönliche individuelle Fähigkeiten besitzen.
Auf der anderen Seite ist vorstellbar, dass Personen einen Hochschulabschlußerwarben,
jedoch im Laufe ihrer Erwerbsbiographie in Berufen arbeiten, die keinen Hochschulab-
schlußvoraussetzen. Dies ist insbesondere in Ostdeutschland beobachtbar und kann mit
den Unterschieden im Bildungswesen, Veralterung von Wissen beziehungsweise durch das
Wegfallen spezischer Berufe begründet werden. Aus diesem Grund soll eine weitere neue
Denition der Humankapitalzuordnung erfolgen. Alle Personen, die in einem Beruf arbei-
ten, der vorwiegend durch Hochschulabgänger besetzt ist, gelten als Humankapitalträger.
Diese Abgrenzung berücksichtigt neben dem tendenziell notwendigen Bildungsstand zu-
sätzlich Erfahrungswissen sowie die Abschreibung von erlernten Fähigkeiten und ist inso-
fern zu bevorzugen.
Beide Denitionen orientieren sich an den Denitionen der Literatur zu overeducation
(vgl. Duncan und Ho¤mann 1981), insbesondere der Einteilung in gegenwärtige und be-
nötigte Bildung. Einen aktuellen Überblick über die bestehende Literatur geben Groot et
al. (2007). Die Zuordnung bei der neuen Denition einzelner Personen zum Humankapi-
talstock erfolgt, wenn der Anteil von Personen mit formalem Hochschulabschlußinnerhalb
der Berufsgruppe 29% übersteigt. Ein manuelles Durchgehen der als humankapitalinten-
siv geltenden Berufe der neuen Denition zeigt, dass üblicherweise ein Studium notwendig
ist, um diesen Beruf auszuüben. Die Datenbasis bietet nur aggregierte Berufsgruppen an,
sodass auch hier eine gewisse Verwässerung erfolgt. Aus diesen Gründen wird der relativ
geringe Wert von 29% angesetzt, andernfalls bleiben eine Vielzahl an hochqualizierten
Jobs unberücksichtigt.
Um einen vertiefenden Einblick in den Unterschied zu erhalten, werden beide Denitionen
getrennt nach Altersgruppen m20 29 bis m50 65 sowie einer Unterscheidung zwischen Ost
und West in den Häugkeitsdiagrammen 7 bis 10 gegenübergestellt. Zusätzlich wird die
Kern-Dichte-Verteilungskurve eingezeichnet.
Es fällt auf, dass in der neuen Denition gerade in der jungen Bevölkerungsschicht Zu-
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Abbildung 7: Verteilung der regionalen Anteile der Altersgruppe 1
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Altersgruppe 1: 20-29 Jahre
wächse des relativen Kohortenanteils auftreten. Auf der einen Seite können dies arbeits-
marktbedingte Einstiege in Berufe sein, die einen erhöhten (ungedeckten) Fachkräftebe-
darf aufweisen. Auf der anderen Seite können unbeobachtbare individuelle Fähigkeiten, die
nicht im Bildungsabschlußgemessen werden können, als Argument genannt werden. In der
zweiten Kohorte fällt auf, dass es in der neuen Denition erwartungsgemäßzu einer relativ
geringeren Besetzung kommt. Durch Verkürzungen der Arbeitszeiten oder dem Ausstieg
aus dem Beruf aufgrund eines Kinderwunsches, sinken die Wiedereinstiegschancen in den
erlernten Beruf und somit sinkt der Kohortenanteil. Jedoch fällt die Abnahme nicht so
stark aus verglichen mit den Unterschieden in der jüngsten Altersgruppe.
Des weiteren ist festzustellen, dass es in den älteren Kohorten kaum starke Veränderungen
gibt. In der dritten Alterskohorte fällt augenscheinlich auf, dass die Verteilungen dichter
werden, jedoch die Änderung in der Standardabweichung marginal ist. Die vierte Grup-
pe zeigt den relativen Altersunterschied zwischen Ost und Westdeutschland auf. Durch
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Abbildung 8: Verteilung der regionalen Anteile der Altersgruppe 2
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Altersgruppe 2: 30-39 Jahre
Migration von Ostdeutschen nach Westdeutschland jüngerer Kohorten steigt der relative
Anteil der Alten im Osten an. Die formale Qualikation in Westdeutschland weist einen
schlankeren Verlauf im Vergleich zur neuen Denition aus. Dies zeigt auf, dass durch
Erfahrungen oder zusätzliche Qualikation die Möglichkeit besteht, in hochschulabschluß-
typischen Berufen als Nichtakademiker zu arbeiten. Zusätzlich kann auch hier wieder mit
der Arbeitsmarktsituation argumentiert werden.
Ein deskriptiver Überblick über weitere Variablen wie die Produktivität pro Erwerbstäti-
gen oder den Kapitalstock wird in Tabelle 13 gegeben. Neben dem logarithmierten Anteil
des Humankapitals wird auch der tatsächliche Anteilswert angegeben. Dabei ist festzu-
stellen, dass die Spanne bei neuer Denition geringer und der Mittelwert etwas höher ist
verglichen mit der alten Denition.
Dieser Unterschied kann folgendermaßen interpretiert werden: Regionen, in denen kaum
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Abbildung 9: Verteilung der regionalen Anteile der Altersgruppe 3
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Altersgruppe 3: 40-49 Jahre
Hochschulabsolventen beschäftigt beziehungsweise vorhanden sind, erfolgt eine Einstel-
lung von Nichtakademikern in Akademikerberufe. Ein Grund dafür könnte sein, dass die
Arbeitsplätze besetzt werden müssen, jedoch kein tatsächlich Qualizierter zur Verfü-
gung steht und somit eine second-best-Besetzung erfolgt. Natürlich steht neben diesem
Arbeitsmarktargument der relativen Knappheit auch das Argument der unbeobachteten
Fähigkeiten gegenüber. Der Anstieg um ca. 0.5 % des Mittelwertes lässt vermuten, dass
insgesamt Aufstiegschancen im Arbeitsmarkt bestehen. Das Absinken um über 1 % des
Maximums zeigt, dass allerdings nicht jeder Hochschulabsolvent in einem hochschulspezi-
schen Job arbeitet. Um einen vertiefenden Überblick zwischen Ost- und Westdeutschland
zu gewinnen, wird in der Abbildung 11 die Verteilung des Humankapitalanteils dargestellt.
Dabei fällt auf, dass ein Aufstieg als Nichtakademiker in Westdeutschland eher gegeben ist
als in Ostdeutschland. Speziell im Osten kommt es jedoch zu einer Verdichtung des Anteils
um die 10%-Marke. Regionen, die einen relativ hohen Anteil an Hochqualizierten nach
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Abbildung 10: Verteilung der regionalen Anteile der Altersgruppe 4
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Altersgruppe 4: 50-65 Jahre
formaler Bildung haben, weisen teilweise einen geringeren Anteil bei job-basierter Abgren-
zung auf. Wie bereits erwähnt, ist ein Argument dafür der Qualikationsverlust durch die
Wiedervereinigung. Diese These kann durch die Abbildungen 9 sowie 10 gestützt werden,
da für die älteren Generationen tendenziell eine Abwertung erfolgt.
Das Maßder Diversikation ist über die Beschäftigten des verarbeitenden Gewerbes de-
niert. Beispielsweise Henderson et al. (1995) oder Henderson (2003) nden Evidenz, dass
insbesondere dieser Sektor positive Wachstumsimpulse ausübt und somit produktivitäts-
steigernd sein kann. Des weiteren stellt Henderson (2003) fest, dass der Index, wenn man
ihn über die Beschäftigtenstruktur deniert, Urbanisierungse¤ekte auf dem Arbeitsmarkt
repräsentiert. Deniert man den Index hingegen über die Zahl der Betriebsstätten oder
Firmen, werden eher technologische und wissensbasierte Urbanisationse¤ekte abgefan-
gen. Alecke und Untied (2008) zeigen, dass gerade wissensbasierte Urbanisationse¤ekte
in Deutschland lokal wirken. Da die nach Eckey (2001) abgegrenzten Arbeitsmarktregio-
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Tabelle 13: Überblick wesentlicher Modellvariablen
Mittelwert Std.Abw. Minimum Maximum
ln y 3.9962 0.1706 3.6028 4.6061
ln k 4.1053 0.1999 3.5755 4.9086
DIV 1.3856 0.1735 0.6602 1.6001
h (alt) 0.0850 0.0313 0.0325 0.1923
(neu) 0.0904 0.0260 0.0480 0.1792
lnh (alt) -2.5298 0.3581 -3.4252 -1.6487
(neu) -2.4430 0.2807 -3.0374 -1.7191
N=172
nen relativ großund anhand von Pendlerverechtungen abgegrenzt sind, ist davon aus-
zugehen, dass die wissensbasierten E¤ekte vorwiegend innerhalb der Region stattnden.
Diese Humankapitale¤ekte sollen gerade in h gemessen werden. Aus diesem Grund wird
die Denition des Diversikationsindizes über die Beschäftigten gegenüber Firmenzahlen
bevorzugt.
In Abbildung 12 werden die Regionen hervorgehoben, in denen eine relativ starke Kon-
zentration einer Industrie vorliegt. Eine Industrie gilt als konzentriert, wenn der regionale
Anteil größer ist als der durchschnittliche Anteil zuzüglich zwei mal der Standardabwei-
chung. Die relativ strenge Abgrenzung ist notwendig, da die Industrieklassikation sehr
grob vorliegt. Eine weniger restriktive Trennlinie bedingt, dass relativ viele Regionen eine
konzentrierte Industrie aufweisen und das MaßDloc insignikant wird.
Die wesentlichen Variablen wurden deskriptiv vorgestellt. Um den gemeinsamen Einuss
der Variablen auf die Produktivität zu untersuchen, sollen im nächsten Abschnitt die
Regressionsergebnisse dargestellt und diskutiert werden.
4.1.5 Regressionsergebnisse
Die in Anlehnung an Lucas (1988, 2001) vorgestellte Produktionsfunktion in den vor-
angegangenen Abschnitten soll nun unter Verwendung der Regressionstechnik überprüft
werden. Dabei wird auch auf Techniken der räumlichen Autokorrelation zurückgegri¤en.
Die dafür verwendete Gewichtsmatrix W ist zeilenstandardisiert und basiert auf der Di-
stanz zwischen den jeweiligen Regionen. Eine Beschreibung der Erstellung von W ist in
Brunow und Hirte (2006) gegeben. Der Parameter der Abdiskontierung ist auf 0.5 gesetzt,
4.1. Produktivität - Lucas-Ansatz 79
Abbildung 11: Verteilung des Humankapitals getrennt nach Ost und West für die alte und
neue Denition
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Anteil des Humankapitals
woraus eine Halbwertsdistanz von 72.8 km resultiert. Die durchschnittliche Distanz zwi-
schen benachbarten Regionen beträgt 52.5 km. Im folgenden Unterabsatz sollen zunächst
die Modelle ohne Berücksichtigung der Altersstruktur vorgestellt und diskutiert werden.
Anschließend wird die Altersstruktur explizit berücksichtigt.
In Tabelle 14 werden die räumlichen Tests aufgezeigt. Morans I indiziert die generelle Ge-
genwart räumlicher Prozesse. Zur Modellauswahl wird die vorgeschlagene Prozedure von
Florax et al. (2003) verwendet, die auf Lagrange-Multiplikatoren-Test beruht. Grundlage
bilden dabei die OLS-Residuen der verschiedenen Modelle69. Die LM-Tests im Hinblick
auf eine spatial error als auch auf eine spatial lag Modellierung weisen einen räumlichen
Zusammenhang nach. Die robusten Tests enthüllen, dass die spatial error Formulierung
der räumlichen Lag-Struktur vorzuziehen ist. Die spatial error Spezikation geht als Spe-
69Vgl. Anselin und Florax (1995).
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Abbildung 12: Ansiedlung und Konzentration von Industrien innerhalb Deutschlands
zialfall aus dem spatial Durbin Ansatz hervor70, wenn gemeinsame Faktoren vorliegen.
Mit dem Common-Faktor-Test lässt sich überprüfen, ob das spatial-Error-Modell genügt
oder die komplexere Struktur des Durbin-Ansatzes verwendet werden soll. Die Hypothese
der gemeinsamen Faktoren wird verworfen. Somit sollte das Durbin-Modell vorgezogen
werden. Im Durbin-Modell ist der Koe¢ zient der räumlichen Autokorrelation  insigni-
kant. Das bedeutet, dass die räumlichen Lags der exogenen Variablen des Durbin-Ansatzes
vollständig die räumliche Korrelation erklären. Unterschiede zwischen den nicht räumlich
gewichteten Variablen bestehen allerdings kaum.
Neben den Modelltests der Findung der geeignetsten Modellspezikation zeigt auch das
Akaike-Informationskriterium, dass das räumliche Durbin-Modell am geeignetsten ist.
70Vgl. Anselin (2003).
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Tabelle 14: Räumliche Tests des Lucas-Modells
M1 alt M1 neu MA1 alt MA1 neu
Morans I 6.335*** 5.637*** 5.135*** 5.721***
Spatial error
LM-Test 19.005*** 14.791*** 10.993*** 14.645***
robuster LM-Test 15.097*** 11.013*** 7.505*** 11.084***
Spatial lag
LM-Test 4.008** 4.092** 4.063** 3.825**
robuster LM-Test 0.1 0.314 0.574 0.264
Freiheitsgrade df=1, * p<0.10; ** p<0.05; *** p<0.01
Das Lucas-Modell ohne Alterssturktur: Die Regressionsergebnisse ohne Berück-
sichtigung der Altersstruktur sind in Tabelle 15 präsentiert. Ein F-Test bestätigt, dass
die geschätzten Parameter gemeinsam von Null verschieden sind und somit das Modell
hinreichend die Produktivität pro Erwerbstätigen erklärt.
Unabhängig von der Modellspezikation sind die wesentlichen E¤ekte und geschätzten
Parameter recht robust. Die geschätzte Kapitalelastizität liegt in einer Spanne von 0.3171
bis 0.337 und kann somit die Resultate der bestehenden empirische Literatur stützen.
10 Jahre nach der Wiedervereinigung bestehen immer noch signikante Unterschiede zwi-
schen Ost- und Westdeutschland. Der Schätzer des Ost-Dummy zeigt auf, dass die totale
Faktorproduktivität im Osten etwa 78% des Westniveaus erreicht71. Die Spanne liegt da-
bei zwischen 76-80.5%, je nach Modellspezikation und stützt die Erkenntnisse in der
Literatur.
71Der E¤ekte berechnet sich aus exp ( 0:253) für das spatial Durbin Modell bei alter Denition.
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Das Maßder Diversikation der Beschäftigten über die Sektoren DIV ist in allen Modellen
insignikant. In der Literatur zeichnet sich eine gemischte Evidenz von solchen Urbani-
sationse¤ekten ab72. Ein Grund für die Insignikanz kann die hohe Aggregationsebene
der Sektoren sein. Allerdings ist in diesem Urbanisationsmaßder E¤ekt des Humankapi-
tals durchaus mit enthalten. Dieser wird jedoch im speziellen im Anteil h berücksichtigt.
Insofern könnte hier ein weiterer Grund für die Insignikanz liegen.
Die zweite Variable, die Unterschiede in der Faktorproduktivität messen soll, insbesondere
Lokalisationse¤ekte, ist Dloc: Sie ist stets signikant und die geschätzten Parameterwerte
sind relativ robust. In Regionen, in denen eine Branche relativ stark vertreten ist, steigt
die Produktivität um über 3.5%73. Dies weist Lokalisationse¤ekte bzw. Gewinne der regio-
nalen Spezialisierung nach. Der Parameter des räumlichen Lags,W Dloc ist ebenfalls hoch
signikant und negativ, was als ein Indiz für die lokale Begrenzung der Externalität auf
die einzelne Region angesehen werden kann. Positive Lokalisationse¤ekte werden durchaus
in der Literatur beobachtet74.
Die Koe¢ zienten  und  sind signikant in der spatial error bzw. spatial lag Spezikation.
Die Tests auf räumliche Strukturen ergaben, dass das Error-Modell geeigneter erscheint.
Dies drückt sich auch in der höheren Signikanz des Parameters  aus. Verglichen mit den
OLS-Schätzungen fallen die geschätzten Koe¢ zienten für die Lokalisationse¤ekte stärker
aus, wenn man die räumliche Struktur in der Schätzung berücksichtigt.
Der durchschnittliche Anteil des Humankapitals h, erhöht die Produktivität und bedingt
Humankapitale¤ekte. Die Elastizität liegt im Bereich zwischen 0.095 und 0.117, je nach
Modell und Denition. Au¤ällig ist, dass der E¤ekt für die neue Denition höher ausfällt.
Somit zeigt dies, dass die arbeitsplatz-basierte Abgrenzung insbesondere unbeobachtete
Fähigkeiten berücksichtigt. Folglich reagiert die Produktivität sensitiver auf Änderungen
im verfügbaren durchschnittlichen Humankapitalbestand nach der neuen Denition. Die
Resultate der Humankapitalelastizitäten passen zu den Resultaten Eckeys et al. (2007) für
Deutschland. Allerdings sind die Schätzergebnisse im unteren Bereich der Literatur zu Hu-
mankapitale¤ekten angesiedelt. Die bestehende Literatur ndet Elastizitäten bis ca. 0.3.
72Vgl. die Diskussionen in van Oort (2007) oder Combes et al. (2004).
73Für das spatial Durbin Modell nach alter Denition ermittelt sich der Wert aus exp (0:035) = 1:0356:
74Vgl. Henderson (2003).
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Teilweise berücksichtigen die Studien nicht Agglomerationse¤ekte, die im Zusammenhang
mit Humankapital stehen können. Aus diesem Grund sind ggf. die Ergebnisse über Hu-
mankapitalelastizitäten überschätzt. Ist beispielsweise der verfügbare regionale Bestand
an Humankapital bedeutend für das Existieren einer Konzentration, wird dieser E¤ekt
hier durch die Variable Dloc erklärt und ist somit nicht mehr vollständig in h enthalten.
Kontrolliert man in der Regression in diesem Fall nicht nach den Konzentrationsmaßen,
wird der E¤ekt in h enthalten sein.
Das Modell von Lucas (1988) sieht h als Externalität an. Um diese Frage beantworten
zu können, ist sicherzustellen, dass konstante Skalenerträge beim Einsatz von Kapital
und Arbeit vorliegen. Eine restringierte OLS-Schätzung zeigt, dass dies erfüllt ist. Ein F-
Test und ein likelihood-ratio-Test bekräftigen diese Aussage. Dieses Ergebnis zeigt somit,
dass die geschätze Elastizität des durchschnittlichen Humankapitalanteils eine Externalität
generiert.
Das Lucas-Modell mit Alterssturktur: Der vorangegangene Abschnitt zeigt gene-
rell, dass das verfügbare Humankapital produktivitätssteigernd wirkt und steigende Ska-
lenerträge hervorruft. In diesem Teil soll die Altersstruktur des Humankapitals implemen-
tiert werden, um mögliche Abhängigkeiten aufzuzeigen. Die Schätzergebnisse sind in Ta-
belle 16 enthalten. Auch hier zeigen die Tests, dass die räumlichen Modelle der einfachen
OLS-Sschätzung vorzuziehen sind (vgl. Tabelle 14). Der Test auf gemeinsame Faktoren
der räumlichen Lag-Variablen verwirft die Hypothese eines gemeinsamen Parameters75,
sodass schließlich das spatial Durbin-Modell dem spatial error Modell vorzuziehen ist. Die
meisten Variablen der räumlichen Lags sind allerdings insignikant, sodass in Tabelle 16
wieder nur die signikanten Parameter der Durbin-Spezikation angegeben sind.
75Die Werte des Testes betragen 21.4 bzw. 19.6 für die alte bzw. neue Denition der Messung des
Humankapitals und sind hoch signikant.
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Im Vergleich zum Modell ohne Altersstruktur ist festzustellen, dass kaum Unterschiede in
den Parametern festzustellen sind. Die geschätzten Parameter für die Kapitalintensität,
die Urbanisations- und Lokalisationse¤ekte sowie der Ost-Dummy veränderten sich nur
geringfügig. Somit liegt ein recht robustes Ergebnis vor. Der geschätzte Wert für h bezieht
sich nun auf die jüngste Altersgruppe. Die Interaktionsterme mi lnh stellen die Abwei-
chung der i-ten Gruppe relativ zur ersten Kohorte dar. Die geschätzten Parameter der
zweiten Kohorte der 30-39 jährigen sind signikant negativ für die job-basierte Humanka-
pitaldenition. Für die alte Denition sind hingegen alle Abweichungen insignikant. Es
können keine Unterschiede am E¤ekt der Produktivitätssteigerung zwischen den Kohorten
bei der abschlußorientierten Denition festgestellt werden. Es resultiert, dass die Denition
und die Messung des Humankapitals von genereller Bedeutung ist, um Humankapitalex-
ternalitäten zu identizieren76. Au¤ällig ist, dass sich bei der alten, abschlußorientierten
Abgrenzung die Parameter im Vergleich zum Modell ohne Altersstruktur kaum verändern.
Die job-orientierte Abgrenzung hingegen zeigt, dass der E¤ekt von h der jungen und alte-
ren Kohorten bedeutend höher ausfällt gegenüber dem Referenzmodell ohne Alterse¤ekte.
In der jungen Kohorte (<30 Jahre) steigt der E¤ekt durch Humankapital auf 0.182 gegen-
über dem Durchschnitt von 0.111 im Modell ohne Altersstruktur. Da die Kohorten 3 und
4 insignikante Abweichungen aufweisen, erklärt sich die Abweichung zum Referenzmo-
dell ohne Altersstruktur durch die zweite Kohorte. Soweit leitet sich folgende Struktur des
Altersproles ab: Die zweite Kohorte unterscheidet sich signikant negativ von der ersten
während die dritte und vierte Gruppe keine Veränderung gegenüber der ersten Kohorte
in der Externalität erzeugen. Dies kann durch learning-by-doing, on-the-job-training
aber auch durch generelles Erfahrungswissen erklärt werden.
Betrachtet man weiterhin die job-basierte Denition, lässt sich für die älteste Kohorte eine
Besonderheit feststellen. Zunächst ist aus theoretischen Überlegungen zu erwarten, dass
sie nicht produktivitätsfördernd wirkt. Während die jungen Kohorten das neuste Wissen
aufweisen, protieren die mittleren Kohorten durch Erfahrungswissen. Das Humankapital
der ältesten Kohorte kann durchaus veraltet sein. Auch das Aufnehmen neuen Wissens
erscheint schwieriger. In der Studie stellt sich allerdings ein insignikanter E¤ekt gegen-
76 In der Wachstumstheorie wird auch diskutiert, welche Variable am geeignetsten ist, Humankapitalef-
fekte zu identizieren. Siehe dazu beispielsweise die Diskussion in Gemmel (1996).
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über der ersten Kohorte heraus. Das bedeutet, dass diejenigen Personen, die in der neuen
Denition als Humankapital identiziert werden, weiterhin hinreichend viel Erfahrungs-
wissen aufweisen. O¤enbar ndet hier ein Selektionsmechanismus in der Kohorte der Al-
ten statt. Jene, die nicht mehr über genügend Humankapital verfügen, scheiden aus der
job-basierten Denition des Humankapitals aus. Diejenigen, die weiterhin enthalten sind
beziehungsweise aufsteigen, generieren die Externalität im gleichen Maße wie die Jungen.
Das signikante Abfallen in der zweiten Kohorte der 30-39 jährigen ist zunächst überra-
schend. In dieser Alterskohorte spielt jedoch die Betreuung und Erziehung eigener Kinder
eine bedeutende Rolle, was ggf. das Absinken begründen könnte77. In den darau¤olgenden
Jahren steigt allerdings wieder die Produktivität auf das Niveau der Jüngsten an. Zwar
sind die Abweichungen zur Jüngsten Kohorte insignikant, jedoch negativ, was darauf hin
deutet, dass die jüngste Alterskohorte die produktivste ist.
Die Resultate implizieren, dass die Alterung der Bevölkerung die regionale Produktivi-
tät beeinussen. Betrachtet man die Alterung des abschlussbasierten Humankapitals, so
kann man keine Alterse¤ekte feststellen. Berücksichtigt man jedoch die unbeobachtbaren
Fähigkeiten der job-basierten Denition, so stellt sich heraus, dass Unterschiede in der
Altersstruktur die regionale Produktivität ändern. Somit kommt es auf die Verfügbarkeit
geeigneten Humankapitals an und nicht auf die generelle Verfügbarkeit von Hochschulab-
solventen.
Robustheit: Die Schätzergebnisse sind zwischen den verschiedenen Schätzverfahren re-
lativ ähnlich. Allerdings wurde das Problem einer möglichen Endogenität des Humankapi-
tals vernachlässigt. Gerade die Gruppe der Hochschulabsolventen ist mobiler und migrati-
onsfreudiger verglichen zu Nichtakademikern. Dies kann in den IABS-Daten nachgewiesen
werden. Zwar wird durch die Berechnung des Anteils h das Problem abgeschwächt, al-
lerdings nicht gänzlich beseitigt. Dabei stellt das tägliche Pendeln durch die Abgrenzung
der Regionen nach Eckey (2001) kein Problem dar, da ein Großteil der Pendlerströme
innerhalb der Regionen und nicht über regionale Grenzen hinweg stattndet. Folglich
beschränkt sich die Mobilität auf den Regionenwechsel. Die Mobilitätsraten der älteren
77Vgl. Becker (1993) oder Achatz et al. (2004).
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Generationen ab 40 Jahre fallen gering aus78, sodass die kritischen Gruppen die jüngeren
Kohorten darstellen. Ein Weg der Bereinigung der Endogenität ist das Verwenden zeitver-
zögerter Werte der unter Verdacht stehenden Variablen. Eine Instrumentierung mit den
Anteilen von zurückliegenden Jahren ist allerdings kritisch. Zunächst liegen die Daten erst
ab 1995 für Gesamtdeutschland vor. Das Verwenden zeitverzögerter Altersanteile hat aber
zur Folge, dass der Anteil gegenwärtig älterer Kohorten als Instrument für derzeit jün-
gere Kohorten dient und somit das potentielle Instrument mit einer anderen erklärenden
Variablen stark korreliert. Damit ist es als Instrument nicht verwendbar.
Die Migrationsentscheidung wird determiniert durch die vergangene Entwicklung der zu-
rückliegenden Produktivitäts- und Lohnentwicklung, aber auch anhand zukünftiger Er-
wartungen. Verschiedene, weitere Push- und Pull-Faktoren werden in der Literatur dis-
kutiert79. Die gegenwärtige Studie ist eine Querrschnittsuntersuchung. Somit beinhaltet
sie ausschließlich Migration der vergangenen Jahre, kann aber keine Dynamik berück-
sichtigen. Das bedeutet, dass der verwendete Anteil des Humankapitals und der Anteil
der Alterskohorten bereits in der Vergangenheit gebildet wurde und daher exogen ist.
Der Wu-Hausman-Test sowie der Durbin-Wu-Hausman-Test unterstützen die Exogenität
der Humankapitalvariablen in der Schätzung. Beide Tests sind insignikant, womit die
Hypothese der Exogenität des Humankapitalanteils nicht verworfen werden kann. Zur
Fundierung der Exogenität wurde die Schätzung ohne die ersten beiden Kohorten m20 29
und m30 39 durchgeführt. Dabei änderten sich die Resultate nicht, wenn nur m30 39 lnh
aus der Schätzung herausgenommen wurde. Das Auslassen von m20 29 lnh hingegen hat
Veränderungen in den Parametern derart zur Folge, dass die Humankapitale¤ekte nun
den älteren Kohorten zugeschrieben werden, sodass keine Änderung in der Qualität und
Robustheit der Ergebnisse eintritt.
Das Auslassen der jüngeren Kohorten ist gleichzeitig ein Test auf die Gegenwart von
Multikollinearität, wie es im vorangegangenen Kapitel beschrieben wurde.
Regionale Heterogenität wird soweit durch den Ost-Dummy, die Diversikation DIV so-
78Chies (1994) diskontiert die zukünftigen Mehreinnahmen durch eine potentielle Migration auf die
Gegenwart ab und stellt sie den Migrationskosten gegenüber. Da die zusätzlichen abdiskontierten Gewinne
für Ältere geringer ausfallen und die Kosten nicht übersteigen, wird die Wahrscheinlichkeit des Umzugs
gering.
79Vgl. Siebert (1993), Hebler (2002).
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wie Lokalisation Dloc und räumliche Autokorrelation erklärt. Zusätzlich wurden Regio-
nen in Agglomerationsräume, urbanisierte Räume sowie ländlicher Raum eingeteilt. Diese
Dummy-Variablen erzielten keine Verbesserung oder Verschlechterung des Modells.
Die Urbanisations- und Lokalisationsmaße denieren sich über die Beschäftigtenstruktur.
Als Kontrolle fand auch die Denition über die Zahl der Firmen statt. Damit änderten
sich DIV und Dloc in der Denition. Es stellt sich heraus, dass dann das Maßder Di-
versikation DIV einen signikant negativen Einuss auf die Produktivität ausübt80. Das
bedeutet, dass eine Gleichverteilung der Firmen über alle Sektoren hinweg eher produk-
tivitätsreduzierend wirkt. Bei dem LokalisationsmaßDloc bestätigt sich der signikant
positive Parameter. In Regionen, in denen Firmen innerhalb einer Industrie stark vertre-
ten sind, kommt es zu Produktivitätssteigerungen.
Die Literatur zu Firmenproduktivitäten hebt die Bedeutung der Firmengröße Nsize in den
Vordergrund. Das Aufnehmen der Firmengröße (und des quadrierten Wertes) führt zu
insignikanten Ergebnissen. Schließlich wurde noch die Infrastrukturäche pro Kopf als
Erklärungsvariable aufgenommen. Auch hier folgte ein insignikantes Ergebnis.
Der Ost-Dummy ist in allen Regressionen negativ und hoch signikant. Um tiefere Ein-
blicke in Unterschiede zwischen Ost- und Westdeutschland zu gewinnen, wurden alle Varia-
blen mit dem Ost-Dummy interagiert. Ein Chow-Test indiziert dabei, dass kein Struktur-
bruch vorliegt. Die Unterschiede können durch den Dummy Ost erklärt werden, allerdings
sind einzelne Interaktionse¤ekte signikant. In Tabelle 17 werden die Ergebnisse mit den
Interaktionstermen präsentiert.
Die jüngste Kohorte im Osten ist verglichen mit dem Westen signikant weniger produk-
tiv. Das gleiche Ergebnis stellt sich für die älteste Kohorte ein. Folglich kann ein umgekehrt
u-förmiger Verlauf des Produktivitätsproles im Hinblick auf die Altersstruktur für Ost-
deutschland geschlußfolgert werden. Des weiteren zeigt die Trennung der Altersgruppen
nach Ost und West, dass auch die älteren Kohorten im Westen verglichen mit den jungen
weniger produktiv sind.
80Es ist anzumerken, dass ausschließlich 16 Branchen bei der Messung der Diversikation unter Be-
rücksichtigung der Firmenzahlen zur Verfügung stehen und nicht klar ist, was genau in DIV gemessen
wird.
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Tabelle 17: Robustheitskontrolle: Interaktionsterme mit dem Ost-Dummy
ln y Test 1 Test 2 Test 3 Test 4 Test 5 Test 6
Konstante 2.950***
(0.155)
2.830***
(0.204)
2.810***
(0.239)
3.005***
(0.194)
3.118***
(0.187)
2.989***
(0.179)
ln k 0.323***
(0.033)
0.356***
(0.047)
0.355***
(0.048)
0.321***
(0.033)
0.315***
(0.033)
0.322***
(0.033)
lnh 0.198***
(0.051)
0.233***
(0.053)
0.239***
(0.052)
0.251***
(0.053)
0.252***
(0.0533)
0.250***
(0.052)
m30 39 lnh -0.139**
(0.063)
-0.168**
(0.070)
-0.173**
(0.071)
-0.175**
(0.067)
-0.178**
(0.071)
-0.175**
(0.070)
m40 49 lnh -0.084
(0.055)
-0.122*
(0.064)
-0.127**
(0.060)
-0.125**
(0.062)
-0.123**
(0.063)
-0.125**
(0.062)
m50 65 lnh -0.079
(0.060)
-0.093
(0.058)
-0.101*
(0.057)
-0.113*
(0.058)
-0.106*
(0.059)
-0.113*
(0.058)
DIV 0.037
(0.034)
0.047
(0.038)
0.050
(0.038)
0.034
(0.035)
0.033
(0.035)
0.035
(0.035)
Dloc 0.066***
(0.023)
0.071***
(0.024)
0.069***
(0.025)
0.057**
(0.023)
0.059**
(0.023)
0.057**
(0.023)
Ost -0.258***
(0.030)
0.162
(0.312)
0.538
(0.391)
-0.073
(0.312)
-0.541***
(0.149)
ln k Ost -0.113*
(0.059)
-0.103*
(0.060)
lnhOst -0.396***
(0.123)
-0.354***
(0.116)
-0.291**
(0.121)
-0.346***
(0.120)
-0.277**
(0.109)
m30 39 lnhOst 0.366**
(0.161)
0.349**
(0.167)
0.198
(0.170)
0.230
(0.161)
0.194
(0.168)
m40 49 lnhOst 0.321***
(0.122)
0.354***
(0.123)
0.288**
(0.128)
0.283**
(0.121)
0.286**
(0.132)
m50 65 lnhOst 0.316*
(0.164)
0.296*
(0.156)
0.227
(0.163)
0.268
(0.164)
0.219
(0.157)
Div Ost -0.149
(0.098)
-0.146
(0.101)
DlocOst -0.052
(0.042)
-0.052
(0.041)
Nsize 0.080
(0.608)
0.048
(0.581)
-0.543
(0.563)
0.110
(0.575)
N2size 0.0345
(1,099)
0.116
(1,043)
1.163
(0.939)
0.012
(1.037)
NsizeOst -2.417
(1,619)
-2.774*
(1,658)
-3.119***
(0.753)
N2sizeOst 4.248
(2.666)
4.759*
(2.723)
5.339***
(1.308)
 0.675***
(0.194)
0.715***
(0.176)
0.721***
(0.181)
0.706***
(0.189)
0.689***
(0.194)
0.706***
(0.189)
AIC -395.5 -394.5 -390.8 -391.5 -392.7 -393.5
LL 208.7 215.2 217.4 214.8 213.4 214.7
N = 172, robuste Standardfehler in (), *p<0.1; **p<0.05, ***p<0.01
Es handelt sich um spatial error Schätzungen.
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Tabelle 18: Robustheit: Direkte Nachbarschaftsmatrix bei neuer Humankapitaldenition
Gegenüberstellung verschiedener Gewichtsmatrizen
OLS ML spat. error ML spat lag ML spat Durbin
ln y W5 WD W5 WD WD W5 WD
Konstante 3.013***
(0.152)
2.970***
(0.154)
2.975***
(0.154)
2.347***
(0.313)
1.756***
(0.164)
2.385***
(0.433)
ln k 0.309***
(0.031)
0.321***
(0.031)
0.319***
(0.031)
0.325***
(0.031)
0.332***
(0.031)
0.327***
(0.030)
Ost -0.262***
(0.015)
-0.254***
(0.021)
-0.253***
(0.018)
-0.221***
(0.023)
-0.240***
(0.028)
-0.212***
(0.031)
DIV 0.018
(0.035)
0.027
(0.036)
0.026
(0.036)
0.010
(0.035)
0.019
(0.035)
0.026
(0.036)
Dloc 0.039**
(0.019)
0.069***
(0.019)
0.069***
(0.019)
0.062***
(0.019)
0.064***
(0.018)
0.067***
(0.018)
lnh 0.104***
(0.024)
0.112***
(0.024)
0.111***
(0.024)
0.114***
(0.024)
0.111***
(0.023)
0.115***
(0.023)
W ln k 0.517*
(0.265)
W DIV -0.447***
(0.132)
-0.121*
(0.067)
W Dloc -0.495**
(0.246)
-0.112***
(0.035)
 /  0.659***
(0.270)
0.242**
(0.106)
0.156**
(0.071)
-0.035
(0.33)
0.140
(0.11)
AIC -390.2 -390.1 -396.6 -392.8 -393.6 -402.3
(-404.3)
-397.3
(-397.7)
ll 206.5 204.4 204.8 214.2 211.6
sp err LM 14.8*** 4.9**
sp rob LM 11.0*** 0.69 Common Factor Test
sp lag LM 4.1** 6.3** 15.72*** 14.46***
sp rob LM 0.3 2.1 p-Wert 0.003 0.006
N = 172, robuste Standardfehler in (), *p<0.1; **p<0.05, ***p<0.01
WD - direkte Nachbarschaftsmatrix, W5 - distanzbasierte Gewichtungsmatrix
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Schließlich wurde anstelle der distanzorientierten Gewichtsmatrix eine binäre, zeilenstan-
dardisierte Nachbarschaftsmatrix verwendet. Die Ergebnisse sind in den Tabellen 18 sowie
19 enthalten. Es fällt auf, dass der E¤ekt von W lnh des räumlichen Durbin-Modells insi-
gnikant wird. Insgesamt bleiben die Resultate jedoch relativ robust trotz der Änderung
der Denition der Gewichtsmatrix. Das Ergebnis hinsichtlich der Altersstruktur zeichnet
kein neues Bild. Die Gruppe der 30-39 jährigen weist einen signikant negativen E¤ekt
gegenüber der jüngsten Kohorte auf. Die Abweichungen der älteren Gruppen gegenüber
der jüngsten sind negativ allerdings insignikant.
Zusammenfassend kann festgehalten werden, dass die Hauptaussagen robust gegenüber
Variationen in der Messung der räumlichen E¤ekte oder Urbanisations- sowie Lokalisa-
tionse¤ekten sind und das Aufnehmen weiterer Kontrollvariablen keine E¤ekte aufhebt.
Insgesamt kann ein robuster signikanter negativer Produktivitätse¤ekt der Gruppe der
30-39 jährigen zugeschrieben werden.
4.1.6 Zusammenfassung
Unter Verwendung einer in Anlehung an Lucas (1988) vorgeschlagenen Produktionsfunk-
tion konnte anhand einer Querschnittsanalyse die Altersabhängigkeit der Produktivität
von Humankapital nachgewiesen werden, obgleich der E¤ekt recht schwach ist. Wird Hu-
mankapital anhand von Fähigkeiten deniert, zeigt sich für Ostdeutschland ein umgekehrt
u-förmiger Verlauf der regionalen Altersstruktur auf die Externalität. Regionenunabhän-
gig zeigt sich ein robuster und signikanter produktivitätssenkender E¤ekt der Gruppe
der 30-39 jährigen. Die gefundenen Resultate der Altersstruktur sind gegenüber aufge-
nommenen Variablen weniger stark robust: Je nach Modikation zeigt sich ein negativer
Produktivitätse¤ekt der älteren Kohorten gegenüber der jungen Gruppe in Westdeutsch-
land. Die junge Kohorte der neuen Bundesländer ist signikant unproduktiver verglichen
mit den jungen Westdeutschen.
Um diesen Produktivitätsverringerung im Alterungsprozess entgegenzuwirken, sind per-
manente Weiterbildungen durchaus empfehlenswert. Die Unterscheidung in job-basierte
und formale Abgrenzung des Humankapitals zeigt ferner auf, dass es nicht genügt, die
Zahl der Hochschulabsolventen zu erhöhen. Es kommt vielmehr auf das Know-How der
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Tabelle 19: Robustheit: Verschiedene Nachbarschaftsmatrizen und Altersstruktur
Gegenüberstellung verschiedener Gewichtsmatrizen im Altersmodell
OLS ML spat error ML spat Durbin
ln y W5 WD W5 WD W5 WD
Konstante 2.988***
(0.156)
2.950***
(0.155)
2.951***
(0.156)
2.207*
(1.293)
2.272***
(0.433)
ln k 0.311***
(0.032)
0.323***
(0.031)
0.322***
(0.032)
0.346***
(0.031)
0.337***
(0.031)
East 0.257***
(0.025)
0.257***
(0.028)
0.250***
(0.027)
0.234***
(0.033)
0.207***
(0.0358)
DIV 0.028
(0.035)
0.037
(0.035)
0.037
(0.036)
0.021
(0.035)
0.0369
(0.0362)
Dloc 0.041**
(0.019)
0.066***
(0.018)
0.067***
(0.018)
0.067***
(0.019)
0.063***
(0.018)
lnh 0.173***
(0.048)
0.198***
(0.048)
0.197***
(0.048)
0.182***
(0.048)
0.214***
(0.049)
m30 39 lnh -0.138**
(0.067)
-0.139**
(0.065)
-0.154**
(0.066)
-0.108*
(0.063)
-0.142**
(0.066)
m40 49 lnh -0.031
(0.062)
-0.084
(0.060)
-0.065
(0.061)
-0.065
(0.063)
-0.096
(0.061)
m50 65 lnh -0.070
(0.063)
-0.079
(0.062)
-0.081
(0.063)
-0.052
(0.066)
-0.083
(0.064)
W ln k 0.789**
(0.325)
W lnh -0.584*
(0.316)
W m40 49 lnh 1.171**
(0.560)
W DIV -0.542**
(0.27)
-0.132*
(0.068)
W Dloc -0.313*
(0.189)
-0.106***
(0.039)
= 0.675***
(0.165)
0.263**
(0.105)
-0.393
(0.382)
0.168
(0.109)
AIC -388.6 -395.5 -392.1 -399.1 -392.2
ll 208.7 207.0 218.6 215.1
Moran I 5.7*** 2.8***
sp err LM 14.6*** 5.7** Common Factor Test
sp rob LM 11.1*** 1.4 19.6*** 16.1**
sp lag LM 3.8* 5.8** p-Wert 0.0064 0.0245
sp rob LM 0.3 1.4
N = 172, robuste Standardfehler in (), *p<0.1; **p<0.05, ***p<0.01
WD - direkte Gewichtsmatrix, W5 - distanzbasierte Gewichtungsmatrix
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Arbeiter an, welches durch ständiges Lernen beziehungsweise durch Weiterbildungen ge-
fördert werden kann. Das Zulassen von vertikaler Mobilität und insbesondere das Fördern
von Aufstiegschancen kann den e¤ektiven Bestand des Humankapitals erhöhen. Der reine
Blick auf die absolute Zahl an Hochschulabsolventen lässt diesen Schlußund die damit
verbundenen Empfehlungen nicht zu.
Die job-basierte Denition von Humankapital gibt auch tiefere Einblicke in die Wirkungs-
weisen auf dem Arbeitsmarkt, insbesondere der Arbeitsnachfrage. Es zeigte sich, dass
Aufstiegschancen bestehen. Insbesondere in Regionen, in denen ein hohes Maßan Ar-
beitslosigkeit gegeben ist oder - auf der anderen Seite - Arbeitskräftemangel besteht, sind
individuelle Erfahrungen wichtig. Betrachtet man Gebiete wie Ostdeutschland, die sich in
einem Wandel (Systemwandel) benden, ist insbesondere in der Übergangsphase die job-
und erfahrungsbasierte Denition von Humankapital vorzuziehen, da hier keine Verzer-
rungen durch veraltetes Wissen oder nicht mehr benötigte Qualikationen entstehen.
Die bisherigen Methoden können nicht alle Einüsse berücksichtigen. Insbesondere die
Verwendung von Querschnittsdaten lässt nur den Vergleich zwischen den Regionen zu.
Man kann aber keine Zeitvariation berücksichtigen. Aus diesem Grund soll das folgende
Kapitel einen Ansatz herleiten, der sich für eine Panel-Analyse eignet. Dazu wird ein
Modell in Anlehnung an die Arbeit von Baldwin (1999) vorgestellt.
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4.2 Produktivitätse¤ekte bei monopolistischer Konkurrenz
Das im letzten Kapitel vorgestellte Modell in Anlehnung an Lucas (1988) zeigte, dass
die Altersstruktur des Humankapitals eine Determinante der Generierung von Externa-
litäten darstellt. In diesem Kapitel sollen die Ergebnisse unter Verwendung eines Panel-
Datensatzes fundiert werden. Dies wirft allerdings grundlegende Probleme auf:
Zum ersten wurde die verfügbare Arbeitskraft L als homogen angesehen. Es gibt keine
Unterschiede in der Produktivität getrennt nach Bildungs- oder Berufstypen. Somit wird
eine perfekte Substituierbarkeit zwischen unterschiedlichen Bildungsniveaus zugelassen.
Zum zweiten ießt der externe E¤ekt des durchschnittlichen Bildungsniveaus ad-hoc in
die Produktionsfunktion ohne mikroökonomische Fundierung ein.
Zum dritten ist zu berücksichtigen, dass die verwendeten Kapitalstockdaten nicht als
Zeitreihe vorliegen. Eine eigene Berechnung mit der perpetual-inventury-Methode erscheint
nicht sinnvoll, denn hier sind neben Informationen zu (branchenspezischen) Investitions-
raten langfristige Zeitreihendaten notwendig, um Endogenitätsprobleme des Kapitalstocks
auszuschließen. Diese Punkte sollen in diesem Kapitel aufgegri¤en werden.
Baldwin (1999) entwickelt ein Modell der Neuen Ökonomischen Geographie81, welches
als eine Variante der Arbeiten von Grossman und Helpman (1995) oder Romer (1990) an-
gesehen werden kann. In diesem Kapitel sollen zentrale Punkte und Ideen dieses Modells
übernommen werden, um Produktivitätse¤ekte empirisch zu identizieren. Ausgehend von
einem Wettbewerbssektor und einer durch Monopolisierungstendenzen gekennzeichneten
Industrie82 wird eine regionale Makroproduktionsfunktion ermittelt. Diese Produktions-
funktion besteht aus dem Arbeitsinput und der Anzahl regionaler Betriebsstätten. Die
eingesetzte Arbeit ist immobil. Die Zahl der Betriebsstätten hingegen ist eine endogene
Größe. Aus diesem Grund wird eine weitere Gleichung zur Instrumentalisierung anhand
der zugrunde liegenden Theorie motiviert.
Zunächst werden aus modelltheoretischer Sicht beide Gleichungen hergeleitet und zusätzli-
che Kontrollvariablen eingeführt. Dabei werden die Hypothesen der zu erwarteten E¤ekte
aufgestellt. Im Anschluss werden die Datenbasis vorgestellt, die empirische Untersuchung
81Vgl. Krugman (1991) oder Fujita et al. (1999).
82Die etwas naive Bezeichnung Monopolsektor soll im folgenden zur einfacheren Unterscheidung beider
Hauptindustrien fortgeführt werden.
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präsentiert sowie die Ergebnisse diskutiert und zusammengefasst.
4.2.1 Motivation der Schätzgleichung
Die Produktionsfunktion: Üblicherweise wird in der Neuen Ökonomischen Geogra-
phie die regionale Produktion in einen Wettbewerbssektor und einen Sektor mit Monopo-
lisierungstendenzen unterschieden. Die Aggregation beider Sektoren hin zum regionalen
Output erfolgt aufgrund der Einfachheit häug unter Verwendung eines Cobb-Douglas-
Indizes. Es werden auch quasilineare Funktionen diskutiert83. Der Vorteil quasilinearer
Funktionen liegt darin, dass ein Anstieg des realen Einkommens und damit verbundene
Einkommense¤ekte nicht zu einem Mehrkonsum der monopolistischen Güter führt. Aus
analytischer und wohlfahrtstheoretischer Sicht ist diese Eigenschaft wünschenswert. Qua-
silineare Funktionen weisen für eine empirische Arbeit allerdings den Nachteil auf, dass
ein Logarithmieren in aller Regel nicht möglich ist und somit nichtlineare Schätzverfahren
eingesetzt werden müssen. Es wird sich zeigen, dass eine komplexe Schätzmethodik anzu-
wenden ist. Aus diesem Grund wird auf den Einsatz der quasilinearen Funktion und der
damit verbundenen nichtlinearen Verfahren verzichtet.
Es ist zu bemerken, dass die Aggregation der beiden Güterarten auf Haushaltsebene ge-
schieht. An der theoretischen Erkenntnis ändert sich nichts, wenn beispielsweise ein Han-
delssektor84 alle verfügbaren Produkte zu einem Endprodukt kostenminimal zusammen-
stellt und an die Haushalte als ein klassisches Endprodukt weiterverkauft. Dieser Ansatz
wird hier aufgegri¤en, da sich so auf einfache Weise eine regionale Produktionsfunktion
spezizieren lässt.
Baldwins (1999) Modell folgend, setzt der Wettbewerbssektor ausschließlich Arbeit LC als
Faktor in der Gesamtproduktion C ein. Die Produktionsfunktion lautet
C = ALC ; (12)
wobei A die totale Faktorproduktivität bezeichnet.
Die einzelne monopolistische Firma i setzt ebenfalls nur Arbeit liM zur Güterproduktion
83Vgl. Ottaviano et al. (2002), Püger (2004).
84Vgl. Bröcker (2003).
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ein. Die Produktionsmenge xi dieser Firma kann durch folgenden funktionalen Zusam-
menhang beschrieben werden
xi = Al
i
M :
Gibt es insgesamt LM Angestellte in der Region, die in der Produktion des gesamten
monopolistischen Sektors arbeiten und bezeichne NM die Anzahl der monopolistischen
Firmen auf dem regionalen Markt, so kann man den durchschnittlichen Output der ein-
zelnen Firma unter Annahme der Symmetrie zwischen den Firmen berechnen aus
xi = A
LM
NM
: (13)
Der Term LM=NM kann als durchschnittliche Betriebsgröße N sizeM interpretiert werden.
Die Aggregation der einzelnen Produktionsmengen der regionalen Firmen erfolgt unter
Verwendung eines CES-Index. Im Unterschied zu den Modellen der Neuen Ökonomischen
Geographie nden hier nur Produkte der eigenen Region Verwendung, sodass Transport-
kosten und interregionale Produktionsverechtungen unberücksichtigt bleiben. Der CES-
Index M mit der Substitutionselastizität  lautet
M =
 
NMX
i
x
 1

i
! 
 1
;  > 1: (14)
Durch Einsetzen von (13) in (14) folgt der Output des regionalen monopolistischen Sek-
tors85
M = ALMN
1
 1
M : (15)
Die Aggregation der Produktionsmengen C und M der beiden Sektoren führt schließlich
zur regionalen Makroproduktionsfunktion. Diese lautet
Y = C1 M = AL1 C L

MN
 1
 1
M ; 0    1:
Dabei bezeichnt  den Anteil des gesamten regionalen Outputs des Monopolsektors. Die
85Alternativ kann NsizeM aufgenommen werden, welches dann zu M = AN
size
M N
=( 1) führt. Diese
Spezizierung hat hohe Kollinearitäten zur Folge, und es ermitteln sich unplausible Schätzergebnisse.
Ferner sind NM sowie NsizeM endogene Variablen.
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Produktion setzt sich zusammen aus den Beschäftigten in der Produktion der monopoli-
stischen Industrie und des Wettbewerbssektors sowie der Anzahl der Betriebsstätten im
Monopolsektor. Insgesamt weist die Produktionsfunktion durch NM steigende Skalener-
träge auf. Um eine Vergleichbarkeit unterschiedlich großer Regionen zu erreichen, ist es
zweckmäßig, die Produktionsfunktion in Pro-Kopf-Größen umzuwandeln. Da in diesem
Kapitel ebenfalls die Produktivität im Vordergrund steht, erfolgt eine Normierung mit
der regionalen Beschäftigung. Der gesamte regionale Arbeitsmarkt W unterteilt sich in
die Beschäftigten im Wettbwerbs- und Monopolsektor, LC und LM , sowie der Beschäfti-
gung in einem noch nicht vorgestellten Forschungssektor HF , sodass W = LC +LM +HF
gilt. Die durchschnittliche Produktivität pro Beschäftigten lautet
y =
Y
W
= As1 C s

MN

 1
M ;
mit den Beschäftigungsanteilen in der jeweiligen Industrie, sC = LC=W sowie sM =
LM=W .
Diskussion der Produktionsfunktion: Cameron (1998) leitet eine ähnliche Produk-
tionsfunktion her, wobei dort NM als Hicks-neutraler technischer Fortschritt modelliert
wird. Die Faktorproduktivitäten der verbleibenden Produktionsfaktoren addieren sich dort
zu Eins, sodass tatsächlich eine Externalität durch NM vorliegt. Griliches und Lichtenberg
(1984) sehen NM als Wissenskapital einer Gesellschaft an. Grossman und Helpman (1995)
betrachten NM ebenfalls als Wissen, Patente oder den Stand der zur Verfügung stehenden
Technikpalette. Es gibt somit unterschiedliche Möglichkeiten, NM zu interpretieren. In
Baldwins (1999) Modell ist es die zur Verfügung stehende Anzahl an Produktvarianten.
Die durch NM abgefangenen Externalitäten können als statische MAR-Externalitäten auf-
gefasst werden. Je höher der Bestand an Firmen im monopolistischen Sektor ist, desto stär-
ker fällt die Externalität aus. Spielt die Anzahl an monopolistischen Firmen keine Rolle bei
der Generierung einer Externalität, muss der geschätzte Parameter insignikant werden.
Cameron (1998) fasst die bestehende empirische Literatur zusammen. Die geschätzten Pa-
rameter der in seiner Arbeit analysierten Studien liegen im Bereich von 0.05-0.1.
Der regionale Bestand an Betriebsstätten ist eine endogene Variable, da Firmen den Be-
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triebsstandort frei wählen können. Dem Modell folgend ist in der Region eine Firmengrün-
dung zu erwarten, wo die meisten Gewinne erzielt werden. Auch dieses Argument spricht
für die Endogenität dieser Variablen. Die Instrumentalisierung von NM erfolgt nun.
Endogenisierung der Anzahl der Betriebsstätten NM : Dem Modell Baldwins
(1999) folgend, wird die Ersparnis der Haushalte in risikolosen Anlagen gehalten und
dienen der Deckung von Forschungsausgaben eines R&D-Sektors. Dieser Sektor verwendet
ausschließlich Arbeitskraft als Faktor und produziert Ideen, Patente oder Innovation. Die
Denition des Outputs ist dabei gar nicht so wichtig, denn später erfolgt eine Normierung,
die auch hier einießen soll: Jede Erndung, die marktfähig ist, wird in einer einzelnen
Betriebsstätte erzeugt und stellt eine Variante auf einem horizontal di¤erenzierten Markt
dar. Somit repräsentiert NM den regionalen Firmen- und Wissensbestand und ist zugleich
ein Maßfür den von den Haushalten gehaltenen Kapitalstock.
Görzig et al. (2007) zeigen für das deutsche verarbeitende Gewerbe, dass pro Betriebsstätte
etwa ein Produkt erzeugt wird. Sie beobachten, dass mit steigender Betriebsgröße die
Zahl der erzeugten Produkte sinkt. Die Spanne der erzeugten Waren je Betrieb beträgt
somit zwischen 0.7 und 1. Der Arbeit Görzigs et al. (2007) folgend repräsentiert die Zahl
der Firmen NM zugleich die regional erzeugten Produkte. Insofern ist die oben erwähnte
theoretische Annahme und Normierung durchaus plausibel.
Die einzelne Firma erzeugt ein exklusives Produkt, d.h., nur sie kennt die genaue Produk-
tionstechnologie, die zunächst erfunden werden muss. Die Kosten der Erndung tragen
indirekt die Haushalte durch ihre Ersparnis. Für die Erndung zahlt die Firma an die Ka-
pitalgeber (Haushalte) eine Dividende. Diese wird als operating prot bezeichnet und
stellt permanente Fixkosten für das Unternehmen dar. Aufgrund des xen Kostenblocks
und der Exklusivität resultiert letztlich eine gewisse Monopolmacht. Eine Eindämmung der
rmenspezischen Macht erfolgt durch eine Vorliebe für Vielfalt (CES-Index). Es resultiert
ein imperfekten Sektor mit NM Unternehmen, die den Annahmen der monopolistischen
Konkurrenz unterliegen. Aus diesem Grund wird dieser Sektor auch als Monopolsektor
oder monopolistischer Sektor bezeichnet werden.
Grundlegend wird eine neue Unternehmung gegründet, wenn die Erndungskosten von
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den zukünftigen Einnahmen gedeckt werden (Tobins q). Nachdem die ökonomische Ein-
ordnung der Betriebsstättengründungen im Modellrahmen vorgestellt wurde, soll nun die
Technologie des Forschungssektors im Fokus der Untersuchung stehen. Das Modell Bald-
wins (1999) geht von einem einfachen linearen Zusammenhang zwischen Innovationen
QF und dem dafür notwendigen Arbeitseinsatz HF im R&D-Sektor aus86. Aufgrund der
obigen Argumentation entspricht eine Erndung einer neuen Betriebsstätte. Die Produk-
tionsfunktion der Ideen lautet
QF =
1
aF
HF (16)
Diese Gleichung kann als Wissensproduktionsfunktion87 aufgefasst werden. Die Verände-
rung im Betriebsstättenbestand ist die Di¤erenz aus Neuerndungen und Abschreibungen
mit der Rate : Somit gilt
dNM = QF   NM :
Das Modell sieht kein endogenes Wachstum vor, sodass es langfristig einen xen Firmenbe-
stand88 gibt. Mit dNM = 0 und der Technologie (16) folgt eine Gleichung, die den Bestand
an Betrieben beschreibt,
NM =
1
aF 
HF :
Folglich hängt der Bestand an Firmen von den im Sektor eingesetzen Arbeitern, der Ab-
schreibungsrate  sowie der Produktivität des Forschungssektors ab.
Der lineare Zusammenhang zwischen Innovation und Faktoreinsatz ist für das theoretische
Modell zur analytischen Lösbarkeit durchaus zweckdienlich, im Rahmen einer empirischen
Studie allerdings weniger geeignet. Daher soll für das Humankapital ein Grenzertrag 
eingeführt werden, sodass folgt
NM =
1
aF 
HF :
Diskussion der Firmengleichung: Unter Einsatz von Arbeit entstehen neue Erndun-
gen. Marktfähige werden dabei in neuen Betriebsstätten umgesetzt, und neue Produkte
86Vgl. auch Romer (1990), Grossman und Helpman (1995).
87Vgl. Audretsch und Feldman (2004) oder Acs und Varga (2005).
88Martin und Ottaviano (1999) sowie Baldwin et al. (2001) entwickeln Modelle, bei denen durch dyna-
mische MAR-Externalitäten endogenes Wachstum generiert wird. Dabei folgt die Technologie (16) einer
Lernkurve (vgl. Aghion und Howitt 1998): Je mehr Firmen auf dem Markt sind, desto preiswerter wird
die folgende Erndung. Diese Dynamik bedingt letztlich endogenes Wachstum.
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stehen zur Verfügung. Die bedeutende Rolle von Humankapital wird im Zusammenhang
mit Wissensgenerierung oder Firmengründung immer wieder hervorgehoben. Forschungs-
aktivitäten sind intuitiv humankapitalintensiv. Im Ansatz Baldwins erfolgt zwar keine
Unterscheidung der Arbeitskräfte. Für die empirische Motivation kann aber davon aus-
gegangen werden, dass vorwiegend Humankapital in der Wissensproduktion einießt89.
Daher sei HF als der notwendige Humankapitaleinsatz im Forschungssektor aufzufassen.
Ein positiver E¤ekt des Humankapitals auf den Bestand an Firmen wird erwartet.
Zu diskutieren ist, ob der Bestand an Humankapital normiert werden soll, zum Beispiel
durch eine Umrechnung in den Anteil an den Beschäftigten90. Damit ist das durchschnitt-
liche regionale Ausbildungsniveau für die Wissensgeneration von Bedeutung. Jedoch ar-
beiten eine Vielzahl an Studien heraus, dass gerade der Bestand an Humankapital für eine
verbesserte R&D-Aktivität sorgen91.
Des weiteren ießt die zu instrumentierende Variable als Bestandsgröße ein. Insofern ist
es günstig, den Bestand an Humankapital zur Erklärung zu wählen und nicht einen An-
teilswert. Aus diesen Gründen soll der Bestand an Humankapital HF einießen92.
Zusammenfassung: Bisher wurden anhand der theoretischen Überlegungen in Anle-
hung an Baldwin (1999) zwei Gleichungen hergeleitet - die Produktionsfunktion sowie die
Gleichung zur Instrumentierung der Zahl der Firmen. Die Gleichungen bilden das Grund-
gerüst der Schätzgleichungen und lauten in logarithmierter Form
ln y = lnA+ (1  ) ln sC +  ln sM +

   1 lnNM ; (17)
lnNM =   ln    ln aF +  lnHF : (18)
Soweit wurde zwar eine Gleichung für NM gefunden, bisher ist aber nicht geklärt, welche
Firmen dem monopolistischen Sektor und welche dem Wettbewerbssektor hinzugerechnet
89Brixy und Niese (2004) stellen fest, dass ein hoher Anteil an Hochqualizierten o¤enbar die Verfüg-
barkeit von rmengründungsrelevantem Wissen impliziert.
90Vgl. Lucas (1988) oder Brunow und Hirte (2008).
91Vgl. Romer (1990), Acs und Armington (2003), Audretsch et al. (2006), Audretsch und Keilbach
(2007).
92Die Verwendung des Anteils des Humankapitals an der Gesamtarbeitnehmerschaft ist im Sinne des
Lucas-Ansatzes.
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werden sollen. Dieser Fragestellung widmet sich das folgende Kapitel.
4.2.2 Bestimmung des monopolistischen Sektors
Das vorangegangenen Kapitel führte die zugrundeliegende theoretische Basis ein. Dabei
wurde davon ausgegangen, dass in einer Region zwei übergeordnete Sektoren existieren: ein
Wettbewerbssektor und ein monopolistischer Sektor. Für die folgende empirische Unter-
suchung müssen die regionalen Betriebsstätten jeweils einem dieser Sektoren zugerechnet
werden. Diese Diskussion soll nun erfolgen.
Aus der Sichtweise der Neuen Ökonomischen Geographie sollten jene Industrien im mo-
nopolistischen Sektor enthalten sein, die zu einer Agglomeration tendieren, d.h. relativ
konzentriert sind. Um die Frage zu beantworten, wann es zu einer regionalen Konzentra-
tion kommt, kann man sich die intraindustriellen mark-ups anschauen.
Das theoretische Modell prognostiziert Investitionen in Regionen, in denen der Gegen-
wartswert der zukünftigen Dividenden (mark-up) den Erstellungskosten entspricht (Tobins
q). Sind innerhalb einer Region die intraindustriellen mark-ups relativ höher als in anderen
Regionen, dann ist der Barwert höher und somit können dort die Erstellungskosten93 eher
gedeckt werden. Es kommt zur Investition. Schließlich kann es zu einer Agglomeration der
betrachteten Industrie kommen, solange die mark-ups in der begünstigten Region stets
relativ höher ausfallen.
Daher verfolgt der erste Ansatz zur Abgrenzung des monopolistischen Sektors vom Wett-
bewerbssektor die Konzentrationsneigungen einzelner Industrien. Es wird der von Ellison
und Glaeser (1997) entwickelte Index angewandt. Dieser ist branchenspezisch und steigt
wertemäßig an, je stärker eine Industrie im Vergleich zu anderen konzentriert ist. Der
Index bietet den Vorteil, dass er neben der Beschäftigung innerhalb einer Branche auch
die Firmengröße berücksichtigt. Somit wird nicht sofort eine Agglomeration als Ergebnis
ermittelt, wenn sehr viele Personen in nur einer regionalen Betriebsstätte arbeiten. Eine
Abgrenzung unter Verwendung des EG-Indexes erfolgt dann, wenn der Wert des branchen-
spezischen Indizes größer als ein gewisser Schwellenwert ist. Dabei werden verschiedene
93Bei der Argumentation wird implizit angenommen, dass die Erndungskosten in allen Regionen iden-
tisch sind.
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Perzentile zur Bestimmung der Schwelle zugrunde gelegt. Damit besagt beispielsweise ein
Wert von EG75, dass 75% aller Industrien dem Wettbewerbssektor und 25% dem mono-
polistischen Sektor zugeordnet werden.
Nachteile weist das Konzept zur Identikation von Agglomerationstendenzen auf. Zunächst
unterstellt die Neue Ökonomische Geographie, dass es zu einer Konzentration durch hinrei-
chend niedrige Transportkosten kommt. Dabei umfassen Transportkosten nicht zwingen-
dermaßen ausschließlich Kosten des Transportes von Gütern sondern auch andere Handels-
kosten. Sind die gegenwärtigen branchenspezischen Handelskosten hoch, prognostiziert
die Theorie eine gleichmäßige Verteilung dieser Branche im Raum. Der Ellison-Glaeser
Index wird daher die Branche nicht als monopolistisch ansehen, da derzeit keine Kon-
zentrationsneigungen vorliegen.
Ein weiterer Nachteil besteht darin, dass der Ellison-Glaeser-Index nicht standortspezi-
sche Besonderheiten wie den Zugang zu Ressourcen oder Rohsto¤en berücksichtigen kann.
Sind Branchen aufgrund von Standortbesonderheiten relativ stark konzentriert, so werden
diese Branchen als monopolistisch identiziert, obwohl sie ggf. nicht den Annahmen der
monopolistischen Konkurrenz unterliegen.
Deshalb soll ein zweites Konzept verfolgt werden. Das Modell von Baldwin (1999) sieht
Fixkosten für die Unternehmen vor, die im monopolistischen Markt tätig sind. Sind die-
se Fixkosten branchenspezisch, so unterscheiden sich interindustrielle mark-ups in ihrer
Höhe. Ist der Preisaufschlag auf Grenzkosten in bestimmten Industrien nahe Null, so könn-
ten diese Industrien dem Wettbewerbssektor zugeordnet werden, da die Fixkosten nicht zu
hoch ausfallen. Sind die Aufschläge hingegen relativ hoch, so erfolgt die Zuordnung zum
monopolistischen Sektor, da hohe Fixkosten anfallen.
Daten über Preisaufschläge liegen nicht vor, sodass ein Weg zu nden ist, der dieses Kon-
zept aus der Sicht des Modells unterstützt. Monopolistische Firmen müssen zunächst er-
funden werden, da eine Erforschung die Voraussetzung für die Aufnahme der Produkti-
on ist. Die Fixkosten der einzelnen Firma (operating prot) entsprechen der Dividende,
die an die Haushalte dafür gezahlt werden, dass diese Firma überhaupt erfunden wur-
de. Der abdiskontierte Einkommensstrom der Dividenden soll den Erstellungskosten des
Forschungssektors entsprechen. Steigt der Preisaufschlag und somit die Höhe der Divi-
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dendenzahlung, ist davon auszugehen, dass die Entwicklungskosten im Forschungssektor
relativ hoch sind94. Das bedeutet, dass der mark-up in den Industrien tendenziell höher ist,
die humankapital- beziehungsweise forschungsintensiv sind. Daraus leitet sich das zweite
Konzept zur Identikation des monopolistischen Sektors ab.
Sei H iF die Anzahl an Beschäftigten mit Hochschulabschlußund W
i die Gesamtbeschäf-
tigung in der i   ten Industrie, dann wird eine Industrie als monopolistisch eingestuft,
wenn der relative Anteil siH = H
i
F =W
i einen gewissen Schwellenwert erreicht. Jede einzel-
ne Betriebsstätte wird dann zu NM gezählt, die in der identizierten Industrie enthalten
ist.
Im folgenden Kapitel sollen weitere Kontrollvariablen eingeführt werden, um schließlich
das Regressionsmodell zu erhalten.
4.2.3 Kontrollvariablen
Die im letzten Kapitel motivierten Basisgleichungen (17) und (18) sollen anhand von Re-
gressionstechniken überprüft werden. In diesem Kapitel werden weitere Kontrollvariablen
eingeführt. Da die Gleichung (18) in enger Verbindung mit der Firmengründungs- und
Wissensgenerierungsliteratur steht, werden auch Studien dieses Zweiges berücksichtigt.
Es zeigt sich, dass nicht alle dort betrachteten Variablen in diesem Modell aufgenommen
werden sollten.
Externalitäten: Wie bereits in der Herleitung der Produktionsfunktion erarbeitet wur-
de, repräsentiert die Zahl der Firmen NM eine statische MAR-Externalität. Der regionale
Industrie-Mix und der Grad der regionalen Diversikation, also Jacobs-Externalitäten,
tragen gegebenenfalls auch zu regionalen Disparitäten der Produktivität bei.
Wie Glaeser et al. (1992) und Henderson et al. (1995) herausstellen, berücksichtigen
Jacobs-Externalitäten interindustrielle Verknüpfungen, die eine bessere regionale Perfor-
manz bedingen können. Combes et al. (2004) schlagen das Verwenden eines Herndahl-
Indexes zur Messung vor, der bereits mehrfach in dieser Arbeit Verwendung fand. Die
94Es wird angenommen, dass die Abschreibungsrate  sowie der Diskontierungszins für alle Industrien
identisch ist.
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Diversikation der Beschäftigten kann als Maßfür Urbanisationse¤ekte auf dem Arbeits-
markt gesehen werden (Henderson 2003). Im Gegensatz dazu stellen Brunow und Hirte
(2008) heraus, dass die Diversikation der regionalen Firmen als Maßzahl für technologi-
sche Urbanisationse¤ekte zu sehen ist.
Da industrielle Verechtungen wie Dienstleistungen oder Vorleistungen verschiedener Bran-
chen bisher in obiger Produktionsfunktion nicht berücksichtigt werden, sollte anstelle der
Beschäftigtendiversikation die Verteilung der Firmen über die Sektoren DIVN als Maß
für technologische Urbanisationse¤ekte in der Produktionsfunktion Verwendung nden.
Falls die lokalen Betriebsstätten in nur einer Branche konzentriert sind, wird DIVN den
Wert Null annehmen. Gibt es jedoch mehrere Sektoren, ist DIVN positiv und steigt kon-
tinuierlich, je homogener die Firmenverteilung über die Branchen hinweg ist. Eine weitere
Maßzahl für Urbanisationse¤ekte, welches Combes et al. (2004) vorschlagen, ist die (loga-
rithmierte) Anzahl der Industrien Ind:, die zusätzlich in die Produktionsfunktion einießen
soll.
Durch die Aggregation des Humankapitaleinsatzes in der Firmengleichung ist gegebenen-
falls auch hier die Verteilung der Arbeiter oder Firmen zwischen Sektoren relevant. Im
Gegensatz zur Produktionsfunktion wird nun unter Verwendung des Herndahlindexes
DIVB anhand der Streuung der Arbeitnehmer des monopolistischen Sektors konstruiert.
Es ist davon auszugehen, dass innovative Prozesse beispielsweise eher durch Face-to-Face-
Kontakte von Personen begünstigt werden (Vgl. Fritsch und Franke 2004).
Armington und Acs (2002) untersuchen den Einuss der Industriedichte auf Betriebs-
gründungen und nden Evidenz für einen positiven Zusammenhang. Somit ist ein hoher
Verdichtungsgrad für Wissensspillover durchaus förderlich95. Audretsch und Fritsch (1999)
untersuchen die Auswirkungen der Bevölkerunsdichte auf Firmengründungsraten und stel-
len fest, dass der E¤ekt branchenabhängig ist. Die E¤ekte der Bevölkerungsdichte werden
bedeutender, wenn Firmen einen hohen Grad an Kapitalintensivität aufweisen oder hohe
Lohnkosten anfallen. Wenn diese beiden Bedingungen zutre¤en, senkt ein Anstieg der Be-
völkerungsdichte die Kosten im Forschungssektor, so Audretsch und Fritsch (1999).
Die Bevölkerungsdichte popdens und die Siedlungsdichte dens stellen Maße zur Identi-
95Vgl. auch Krugman (1991).
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zierung von Wissenspillovern dar. Letztere Variable soll genutzt werden, um Urbanisati-
onse¤ekte im Forschungssektor aufzudecken, da die Siedlungsdichte weniger stark mit W
korrelieren wird als die Bevölkerungsdichte. Der Einsatz eines dieser Maße in der Pro-
duktionsfunktion erscheint nicht sinnvoll, da die Produktivität im Vordergrund steht und
nicht der allgemeine Wohlstand. Des weiteren werden in der Anzahl der Branchen Urba-
nisationse¤ekte in der Produktion quantiziert.
Der Diskussion von Martin et al. (2008) folgend werden von den Diversikationsmaßen
wieder die quadrierten Terme DIV 2N sowie DIV
2
B aufgenommen.
Arbeitslosigkeit: Audretsch und Fritsch (1999) zeigen, dass Firmengründungen durch
branchenspezische, aber auch regionale Notwendigkeiten gebunden sind. Neben dem Ein-
satz von Humankapital wird in ihrem Regressionsmodell zusätzlich die Arbeitslosenrate
berücksichtigt. Möglicherweise determiniert die Arbeitslosenrate auch den Bestand an (mo-
nopolistischen) Firmen.
Die Arbeitslosenrate soll nicht in dieser Studie als Kontrollvariable verwendet werden, denn
Audretsch und Keilbach (2007) argumentieren, dass sie Personen repräsentiert, welche aus
der Arbeitslosigkeit heraus eine eigene Firma erö¤nen. Je größer die Arbeitslosenrate ist,
desto höher ist die Wahrscheinlichkeit, dass jemand aus der Arbeitslosigkeit heraus ein
Unternehmen gründet. Solche Firmengründungen sind in aller Regel nicht humankapital-
intensiv. Es kann auch davon ausgegangen werden, dass diese Firmengründungen eher dem
Wettbewerbssektor zugeordnet werden können.
Des weiteren impliziert eine regional hohe Arbeitslosigkeit eine geringere aggregierte Nach-
frage in der Region, was gegebenenfalls den Anreiz der Firmengründung senkt96. Somit
sind dann auch relativ wenig Firmen in der Region vertreten. Folglich wäre die Arbeits-
losenrate endogen und sollte aus diesem weiteren Grund nicht in das Regressionsmodell
aufgenommen werden.
Wie Audretsch und Fritsch (1999) herausstellen, ist der Einuss der Arbeitslosenrate auf
Firmengründungen abhängig von der betrachteten Branche und der notwendigen Quali-
kation. Insgesamt weisen die empirischen Befunde kein allgemeingültiges Muster auf97.
96Vgl. Armington und Acs (2002), Brixy und Niese (2004), Sutaria und Hicks (2002) oder Storey( 1991).
97Einen positiven Zusammenhang zwischen Arbeitslosigkeit und Unternehmensgründungsrate nden
Carree (2002), Armington und Acs (2002), Brixy und Niese (2004), Fritsch und Mueller (2004) oder Lee
4.2. Produktivität - monopolistische Konkurrenz 107
Firmenalter und Überlebenswahrscheinlichkeiten: Eine weitere diskutierte Deter-
minante der Gründungsaktivitäten ist das durchschnittliche Firmenalter NageM . Je länger
sich Firmen im Markt benden, desto e¢ zienter könnten sie arbeiten, gegebenenfalls neue
Marktbedürfnisse erkennen und im eigenen Produktionsprozess berücksichtigen. Durch die
langjährigen Erfahrungen könnten Forschungskosten niedriger ausfallen und somit ein re-
lativer Vorteil gegenüber Marktneulingen entstehen. Auf der anderen Seite ist es möglich,
dass relativ ältere Firmen eher blind sind, neue Marktbedürfnisse nicht erkennen und
somit wenig in zukunftsorientierte Forschung investieren.
Im Laufe der Zeit wird sich erst zeigen, ob eine Innovation und damit die Einführung
des neuen Produktes marktfähig ist98. Ist das Produkt nicht marktfähig, wird die Firma
letztlich wieder aus dem Markt austreten. Boeri und Cramer (1991) zeigen, dass nach ca.
5 Jahren nach einer Gründung nur noch ca. 50% der Neugründungen am Markt existieren.
Fritsch (2005) unterscheidet zwischen Gründungen, die mehr oder weniger wissensintensiv
sind. Dabei zeigt sich, dass die Überlebenswahrscheinlichkeit für wissensintensive Bran-
chen etwas höher liegt. Handelt es sich bei den wissensintensiven Gründungen um beson-
ders forschungsintensive Produkte, steigt ebenfalls die Überlebensrate. Eine Studie von
Fritsch (2006) unterstützt die genannten Resultate und zeigt zusätzlich, dass Überlebens-
raten branchenspezisch sind. Weitere Untersuchungen hinsichtlich der Überlebensraten
von Gründungen führten Brixy (1999), Strotmann (2002), Fritsch (2004) und Brixy und
Grotz (2006) durch und kamen zu ähnlichen Ergebnissen. Santarelli und Vivarelli (2007)
liefern eine Überblicksarbeit über weitere bestehende Studien. Um in der Analyse ein mög-
lichst unverzerrtes Bild über den Einuss der Zahl der Betriebsstätten zu geben, sollen
in der empirischen Arbeit nur Firmen in NM einießen, deren Alter 3 Jahre übersteigt.
Somit werden in der Ermittlung von NM tendenziell unrentable Firmen herausgerechnet.
Die in der Literatur ermittelten empirischen Resultate können inhaltlich auf die Variable
NageM übertragen werden. Es ist zu erwarten, dass ein höheres durchschnittliches regionales
Firmenalter zu relativ weniger Firmen führt, da sich ausschließlich die erzeugten Produkte
am Markt etablierten, die langfristig rentabel sind. Ist das regionale Durchschnittsalter
et al. (2004), wobei die Resultate durchaus von der betrachteten Branche abhängig sind. Einen negativen
Einuss zeigen Reynolds et al. (1995), Göggel et al. (2006) oder Reynolds (1997).
98Vgl. Audretsch und Thurik (2000).
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hingegen gering, so sind vermutlich noch eine Vielzahl an Firmen auf dem Markt, die vor-
aussichtlich wieder ausscheiden werden und folglich agieren viele Firmen auf dem Markt.
Das Firmenalter kann auch als Maßder Konsistenz der regionalen Industriestruktur auf-
gefasst werden.
Durchschnittliche Firmengröße: Eine weitere in der Literatur vorgestellte Variable
ist die durchschnittliche Firmengröße gemessen an der Belegschaft. Boeri und Cramer
(1991) zeigen, dass im Alterungsprozess Betriebe dazu tendieren, mehr Personen zu be-
schäftigen. Zwar beobachten sie wieder ein Abfallen der Belegschaftszahlen, jedoch führen
Brüderl et al. (1993) an, dass dieser E¤ekt konjunkturbedingt sei. Fritsch (2005) weist
auch Unterschiede in der Entwicklung der Größe nach, die auf Unterschieden in der In-
tensität vom Wissensinput und des Forschungsaufwandes liegen. Auf jeden Fall sieht er
einen Zusammenhang zwischen Alterungsprozess und Belegschaftswachstum. Die Arbeit
von Fritsch und Weyh (2006) unterstützt die Erkenntnisse, weist aber darauf hin, dass im
Produktionssektor eher Beschäftigungswachstum zu erkennen ist im Vergleich zu Dienstlei-
stungsunternehmen. Weitere Arbeiten, die sich mit der Beschäftigungswirkung befassen,
nden ähnliche Ergebnisse99. Dabei ist jedoch das Gründungsmotiv zu berücksichtigen
(Gewinnorientierung vs. private Einkommenssicherung)100. Die empirische Evidenz weist
darauf hin, dass mit steigendem Firmenalter die Beschäftigung in der Firma wächst. Da
bereits das durchschnittliche Alter in der Regression enthalten ist, hätte das Aufnehmen
der durchschnittlichen Firmengröße zur Folge, dass Multikollinearitäten im Modell einge-
führt werden. Dies ist nicht besonders wünschenswert.
Ein weiterer Aspekt, die Firmengröße des monopolistischen Sektors im Modell nicht expli-
zit zu berücksichtigen, ist folgender. Das Maßberechnet sich aus N sizeM = (LM +HF ) =NM ,
wobei NM erklärt werden soll. Ferner wird HF als Instrument für NM verwendet und HF
korreliert stark mit LM +HF . Auch aus dieser Sicht ist die Aufnahme in das Modell nicht
zweckmäßig, da Multikollinearität und weitere Endogenitätsprobleme im Regressionsmo-
dell erzeugt werden.
Schließlich kann bereits in der Produktionsfunktion die durchschnittliche Firmengröße
99Vgl. Fritsch (1996) oder Audretsch und Fritsch (2002).
100Vgl. Hinz und Ziegler (1999), Sternberg et al. (2006) und Sternberg et al. (2007).
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implementiert werden. Eine Verwendung als Instrument für NM erscheint auch deshalb
nicht sinnvoll.
Altersstruktur: Bereits in der vorangegangenen Studie wurde die Altersstruktur des
Humankapitals beleuchtet. Die dortige Modellierung im Zusammenhang mit diesem An-
satz bedeutet die Variation des Parameters . Dieses Konzept soll hier nicht erfolgen.
Stattdessen wird der E¤ekt der Altersstruktur wieder so zerlegt, wie es in den Wachstums-
modellen der Fall war. Der Grund dafür ist, dass so eine unvollständige Substituierbarkeit
der Angestellten aufgrund der Altersunterschiede ermöglicht wird. Moretti (2004) sowie
Ciccone und Peri (2006) untersuchen die Auswirkungen unvollständiger Substituierbarkeit
zwischen verschiedenen Arbeitstypen.
Erste Evidenz, dass regionale Firmengründungen von der Altersstruktur der Bevölkerung
abhängig sind, liefern Bönte et al. (2007).
Sei mi der Anteil der i   ten Alterskohorte der durchschnittlichen Belegschaft in einem
Betrieb, dann sei
~HF = (MHF )
 mit M =
IY
i
m
i
i ; .
Insgesamt werden vier Alterskohorten unterschieden: Die erste Kohorte beinhaltet Per-
sonen unter 30 Jahren. Die zweite Kohorte ist im Alter zwischen 30 und 44 Jahren. Die
dritte Kohorte fasst Personen im Alter von 45 bis 54 Jahre zusammen. Die älteste Ko-
horte umfasst Beschäftigte ab dem Alter von 55 Jahren. Die zweite Kohorte ist aufgrund
der Datenverfügbarkeit nicht anders wählbar und umfasst eine Spanne von 15 Jahren.
Deshalb wird sie als Referenz gewählt wird. Grundlegend ist aus theoretischer Sicht ein
umgekehrt u-förmiger Verlauf der Altersstruktur zu erwarten. Im vergangenen Kapitel
stellte sich aber heraus, dass die zweite Alterskohorte einen signikant negativen Einuss
auf die Produktivität ausübt, sodass die Hypothese des u-förmigen Musters nicht eintreten
muss.
Tobins q: Das theoretische Modell Baldwins (1999) betrachtet die Ausgaben für Inno-
vation und damit Firmengründungen als abhängige Variable. Investiert wird in Regionen,
in denen der Barwert der rückießenden Dividenden die Erstellungskosten deckt (Tobins
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q). Unter der Annahme, dass der Rückuss in einer durchschnittlich produktiveren Region
größer ist, erweist es sich durchaus als sinnvoll, ln y als zusätzliche Variable aufzunehmen.
Somit resultiert ein Gleichungssystem mit den beiden endogenene Variablen NM und y.
Regressionsgleichungen und Schätzverfahren: Die Basisgleichungen (17) und (18)
werden um die Kontrollvariablen erweitert und es wird jeweils ein Störterm hinzugefügt.
Es folgt das Regressionsmodell mit den zu schätzenden Parametervektoren  sowie .
ln y = 0 + 1 ln sC + 2 ln sM + 3 lnNM
+4 ln Ind+ 5DIVN + 6DIV
2
N + uy (19)
lnNM = 0 + 1 ln y + 2 ln dens+ 3 lnN
age
M + 4DIVB + 5DIV
2
B
+6 lnHF + <30 lnm<30 + 45=54 lnm45=54 + 55+ lnm55+ + uN (20)
Es resultiert ein simultanes Gleichungssystem101 mit den endogenen Regressoren ln y und
lnNM . Als eine Besonderheit ist zu berücksichtigen, dass die vorliegenden Daten eine
Panelstruktur aufweisen. Folglich können xe und zufällige regionale Besonderheiten er-
mittelt werden. Verschiedene Verfahren zur Schätzung von simultanen Gleichungssystemen
bei dem Vorliegen von Paneldaten werden in Baltagi (2005) vorgestellt. Im Rahmen dieser
Studie soll die 2SLS-Methode angewandt werden. Bei der Schätzung der zufälligen E¤ekte
wird auf den Schätzer von Balestra und Varadharajan-Krishnakumar (1987) zurückgegrif-
fen.
Aus ökonometrischer Sicht ist es problematisch, beide sektoralen Beschäftigungsanteile
sC und sM aufzunehmen, da von starker Kollinearität ausgegangen werden kann. Eine
Aufnahme beider Größen soll der Robustheitskontrolle dienen.
Die Normierung der Produktionsfunktion in Pro-Erwerbstätige führt zu einer besseren
Vergleichbarkeit unterschiedlich großer Regionen. Allerdings bleibt die Zahl der Firmen
als Absolutgröße erhalten, was ggf. Heteroskedastie zur Folge hat.
Soweit wurde das Regressionsmodell hergeleitet. Im folgenden Kapitel sollen die zur Über-
prüfung des Modells verwendeten Daten deskriptiv vorgestellt werden.
101Verschiedene Schätzmethoden für Gleichungssysteme wie 2SLS, 3SLS, LIML oder FIML sind anwend-
bar (Greene 2005).
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4.2.4 Datenbasis und deskriptive Statistiken
Das hergeleitete Modell setzt voraus, dass man sich im langfristigen Gleichgewicht bendet.
Im Kapitel zum deutschen Wirtschaftswachstum zeigte sich, dass die Wachstumsraten in
Westdeutschland im Vergleich zum Osten relativ niedrig sind. Somit kann man vermuten,
dass sich westdeutsche Regionen in der Nähe des Steady-States benden, ostdeutsche
hingegen weniger. Um Verzerrungen durch die Dynamik des Ostens zu vermeiden, erfolgt
die empirische Überprüfung ausschließlich anhand Westdeutschlands für die Jahre 1995-
2005.
Tabelle 20: Deskriptive Statistiken der Modellvariablen
Gesamte Stichprobe within-Transformation
Mittel Std.Abw. Min. Max. Std.Abw. Min. Max.
ln y 10.688 0.088 10.477 10.953 0.029 -0.149 0.141
lnNM 6.738 0.866 5.286 9.323 0.047 -0.162 0.171
lnHF 7.482 1.258 5.240 10.891 0.080 -0.399 0.389
ln sC -0.362 0.103 -0.853 -0.128 0.023 -0.094 0.309
ln sM -1.346 0.235 -2.202 -0.676 0.068 -1.240 0.368
ln Ind: 5.263 0.168 4.873 5.615 0.017 -0.091 0.052
DIVB 2.649 0.382 1.117 3.436 0.089 -0.605 0.352
DIVN 3.283 0.128 2.911 3.677 0.027 -0.129 0.158
ln dens -2.059 0.363 -2.873 -0.743 0.012 -0.070 0.080
NageM 19.344 0.837 15.871 21.718 0.422 -1.459 1.674
N=1463, sH = 0:06, Jahr 1995
Die regionale Bruttowertschöpfung, die Beschäftigungszahlen sowie die Flächenmaße sind
der GENESIS-Datenbank, Informationen über die Zahl der Firmen und deren Alter sowie
Beschäftigung und die Altersstruktur sind dem Betriebshistorikpanel102 (BHP) entnom-
men. NUTS-3 Regionen werden wieder nach der Klassikation von Eckey et al. (2001)
zu 133 Arbeitsmarktregionen zusammengefasst. Somit liegt ein Stichprobenumfang von
1463 Beobachtungen vor. Um den Einuss zeitxer E¤ekte zu berücksichtigen, werden
alle Variablen jahresmittelwertzentriert103.
102Das BHP ist eine 50% Stichprobe aller deutschen Betriebsstätten, die sozialversicherungspichtig Be-
schäftigte angestellt haben.
103Zur Sensitivitätsanalyse wurden für die einzelnen Jahre Zeitdummy-Variablen aufgenommen und auf
die Zentrierung verzichtet. Die Schätzer der Modellvariablen werden alle insignikant, was mit der durch
die Dummy-Variablen hervorgerufenen Multikollinearität zu begründen ist.
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In Tabelle 20 werden die Variablen deskriptiv beschrieben. Zusätzlich zu den tatsächlichen
Daten wird noch die deskriptive Statistik nach der within-Transformation angegeben. Der
Mittelwert beträgt für diese Variablen Null und wird daher nicht ausgewiesen. Die Tabelle
21 enthält die jeweiligen Korrelationstabellen.
Da einige Variablen von der Denition des monopolistischen Sektors abhängen, wurde
eine relativ schwache Abgrenzung vorgenommen (sH = 0:06)104. Die Werte verändern sich
nicht au¤ällig, wenn man restriktivere Abgrenzungskriterien setzt.
Zunächst zeigt die Korrelationsmatrix einen starken Zusammenhang zwischen der (loga-
rithmierten) Zahl der Betriebsstätten im monopolistischen Sektor sowie dem Humankapi-
taleinsatz, wenn man den oberen Teil der Tabelle betrachtet. Aus der Sicht des theoreti-
schen Modells ist dies durchaus wünschenswert. Die Spanne beider Größen ist verglichen
mit den anderen Variablen, insbesondere der Produktivität, hoch. Der hohe Korrelations-
koe¢ zient macht deutlich, dass Regionen mit viel Humankapital auch viele Firmen im
Monopolsektor aufweisen. Dieses Ergebnis wird teilweise durch die Denition bedingt, in-
diziert aber auch die relative Konzentration beider Größen. Der E¤ekt des Humankapitals
auf die Zahl der Firmen sinkt nach der within-Transformation enorm. Das bedeutet, dass
eine Ausweitung des Humankapitalbestandes in einer Region nicht zu einem Anstieg der
monopolistischen Betriebsstätten führt. Folglich liegt eine starke between-Variation und
eine geringe within-Variation vor.
Eine weitere starke Korrelation liegt zwischen der Zahl der Firmen und der Produktivität
y vor, was auch nach der within-Transformation gegeben ist. Dies spricht grundlegend für
das Modell. Ein Ansteigen der Zahl der monopolistischen Firmen führt tendenziell zu einer
erhöhten Produktivität.
104Das Kriterium besagt in diesem Fall, dass mindestens 6% der Angestellten in einer Industrie einen
Hochschulabschluss benötigen, damit diese Industrie als monopolistisch gilt.
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Die Maße der Diversikation DIVN und DIVB unterstützen die genannte Hypothese und
die Zuordnung zu den beiden Regressionsgleichungen. Während die Streuung der Firmen
stark mit ln y korreliert, liegt nur eine relativ schwache Korrelation mit der Zahl der Firmen
im Monopolsektor vor. Das stützt das Argument der Firmenverechtungen und der daraus
resultierenden Externalität im Sinne von Jacobs. Die Korrelation des Diversikationsmaßes
DIVB ist höher für die Firmengleichung verglichen mit der Produktivitätsgleichung. Zwar
ist DIVB ausschließlich anhand der Beschäftigten im Monopolsektor ermittelt worden,
allerdings mußdies nicht zwingendermaßen eine schwächere Korrelation mit ln y bedingen.
Interessant ist auch die Spanne von DIVB, sie liegt im Bereich von 1.117 bis 3.4. Das
bedeutet, dass es Regionen gibt, die eine relativ homogene Branchenstruktur und Kon-
zentration aufweisen (1.11), aber auch Regionen, in denen die Beschäftigten weit über die
monopolistischen Sektoren streuen (3.4). Ist der geschätzte Parameter signikant positiv,
unterstützt dies wieder die Vermutung Jacobs, dass eine sektorale Streuung begünstigend
auf innovative Prozesse wirkt.
Tabelle 22: Deskriptive Statistik der Altersstruktur
Gesamte Stichprobe within-Transformation
lnm<30 lnm30=44 lnm45=54 lnm55+ lnm<30 lnm30=44 lnm45=54 lnm55+
Mittelwert
in log -1.612 -0.828 -1.479 -2.040
ohne log 0.199 0.437 0.228 0.130
Std.Abw. 0.106 0.046 0.104 0.156 0.051 0.023 0.045 0.062
Minimum -1.858 -0.936 -1.777 -2.594 -0.216 -0.107 -0.165 -0.293
Maximum -1.347 -0.716 -1.277 -1.666 0.177 0.115 0.196 0.264
Korrelationstabelle
lnm30=44 0.011 1.000 -0.143 1.000
lnm45=54 -0.823 -0.400 1.000 -0.550 -0.453 1.000
lnm55+ -0.479 -0.697 0.465 1.000 -0.427 -0.496 0.208 1.000
N=1463, Referenzjahr 1995, sH = 0:06
Eine Zusammenfassung der Altersstruktur der gesamten Beschäftigten des monopolisti-
schen Sektors ist in Tabelle 22 gegeben. Hier wird angenommen, dass die Altersstruktur
der gesamten Belegschaft der des Humankapitals gleicht105. Aufgrund der Datenverfüg-
barkeit enthält damit jede Kohorte Personen, die keinen Hochschulabschluss aufweisen.
105Das BHP weist Alterskohorten nicht getrennt nach Berufsgruppen aus.
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Die jüngste Kohorte weist einen Anteil von ungefähr 20% der Gesamtbeschäftigten für
das Jahr 1995 auf. Geht man davon aus, dass in der Regel ein Hochschulabschlußmit 25
Jahren erworben wird, lässt sich ableiten, dass der Anteil an Nichthochschulabsolventen
in der ersten Gruppe verglichen mit den anderen Kohorten relativ hoch ist, und gegebe-
nenfalls ein insignikantes Ergebnis folgt. Die zweite Kohorte ist mit über 40% sehr stark
vertreten. Der Anteil der dritten Kohorte beträgt knapp 23% und der der ältesten Gruppe
13%. Es ist zu vermuten, dass der relative Anteil von Hochschulabsolventen in der vierten
Kohorte höher ist als in den anderen Kohorten aufgrund von Arbeitsmarktbedingungen.
Die Partizipations- und Beschäftigtenrate liegt für Personen mit Diplomabschlußim Alter
durchaus über dem Niveau von Nichtstudierten. So kann es sein, dass die Gruppe der über
55jährigen einen relativ starken E¤ekt aufweisen106.
In der Tabelle 23 werden die Anzahl zugeordneter Branchen nach beiden Abgrenzungskon-
zepten gegenübergestellt. Zusätzlich wird die Zahl der Industrien, die in beiden Abgren-
zungen als monopolistisch identiziert werden, aufgenommen. So sind beispielsweise bei
einer Denition des Humankapitalinputs sH = 0:07 71 der 302 verschiedenen Industrien
monopolistisch. Gerade 14 dieser 71 Branchen werden auch als monopolistisch bei der Ab-
grenzung nach EG75 identiziert, wobei hier 76 Branchen enthalten sind. Dies zeigt, dass
die zur Agglomeration tendierenden Industrien nach dem EG Index nicht als humanka-
pitalintensiv gelten. Dies ist insofern unglücklich, da die Theorie indirekt annimmt, dass
wissensintensive Branchen zur Konzentration neigen. Allerdings ist dieses Argument kri-
tisch, da die Rolle von Transportkosten unberücksichtigt bleibt. Auf eine weitere Analyse
der Gründe der unterschiedlichen Zuordnungen soll an dieser Stelle verzichtet werden.
Die Unterschiede bei der Abgrenzung des monopolistischen Sektors haben ggf. Einuss
auf die Schätzergebnisse.
Wie sich zeigte, ist Wissen eine wesentliche Determinante für (technologischen) Fortschritt
sowie Wachstum, aber auch zum Erzeugen von Spillovere¤ekten und somit Externalitäten.
Im Sinne des Modells tragen humankapitalintensive Industrien zum Entstehen einer Ex-
ternalität nach Marshalls, Arrows und Romers bei. Der EG Index identiziert Branchen,
106Partizipations- und Beschäftigungse¤ekte wurden bereits im vorangegangenen Teil diskutiert. Daher
soll an dieser Stelle darauf verzichtet werden.
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Tabelle 23: Vergleich der Abgrenzung nach dem relativen Humankapitalinput und dem
EG-Index
Identizierung der Industrien: sH vs. EG
EG50 EG75 EG90
Anz. Ind. 151 76 32
sH = 0:05 114 56 27 11
sH = 0:06 89 41 18 8
sH = 0:07 71 32 14 5
sH = 0:08 61 28 12 5
sH = 0:09 51 23 8 4
sH = 0:10 44 20 6 2
Gesamtanzahl der Industrien: 302
die nicht besonders humankapitalintensiv sind. Daher kann vermutet werden, dass bei der
Ellison-Glaeser-Abgrenzung die Externalität eher schwach im Vergleich zur sH Denition
ausfallen wird.
Die Schätzung des Modells für die strenge Abgrenzung des EG90 ist aus statistischer Sicht
nicht sinnvoll. Zum einen gibt es Regionen, die keine monopolistischen Firmen aufweisen
und folglich aus der Stichprobe herausfallen. Zum anderen ist die Zahl der Firmen nicht
mehr normalverteilt, sodass die genannten statistischen Methoden nicht Verwendung n-
den können.
Aufgrund des theoretischen Modells und dem vermutetem Einuss des Humankapitals er-
scheint insgesamt die sH Abgrenzung sinnvoller. Daher soll das Hauptaugenmerk darauf
gesetzt werden. Nach der Vorstellung der Daten und der Diskussion der Unterschiede zwi-
schen den beiden Abgrenzungskonzepten des Wettbewerbs- und Monopolsektors sollen im
folgenden Teil der Arbeit die Regressionsergebnisse vorgestellt werden.
4.2.5 Regressionsergebnisse
Die motivierten Regressionsgleichungen (19) sowie (20) werden nun anhand von 2SLS
für Panel-Daten geschätzt. Die verwendeten Daten wurden jahresmittelzentriert, um zeit-
xe E¤ekte abzufangen. Wie bereits argumentiert wurde, soll der Schwerpunkt bei der
Analyse auf die sH Abgrenzung des monopolistischen Sektors gelegt werden. Für die
EG75 Abgrenzung werden die zentralen Ergebnisse in Tabelle 27 am Ende des Kapitels
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präsentiert.
Bevor Schätzungen ausgewertet werden, sollen zunächst verschiedene Testverfahren zur
Modellselektion diskutiert werden. Da es sich um ein endogenes Gleichungssystem handelt,
soll zunächst die Frage geklärt werden, ob gegebenenfalls die einfache Regression genügt
und auf 2SLS verzichtet werden kann. Dazu wird der von Davidson und MacKinnon (1993)
vorgeschlagene Test verwendet. Dieser indiziert je nach Abgrenzung des monopolistischen
Sektors und je nach aufgenommenen Variablen, dass die IV-Schätzung vorzuziehen ist.
Unter Verwendung des Hausman-Tests (1978), der von der Konsistenz und gegebenenfalls
einer Ine¢ zienz der IV-Schätzungen verglichen mit einer e¢ zienten, aber inkonsistenten
Nicht-IV-Schätzung ausgeht, bestätigt sich, dass der IV-Schätzer vorzuziehen ist. Teilweise
wird aber auch der Nicht-IV-Schätzer akzeptiert. Der Argumentation Greenes (2005) fol-
gend, ist ein IV-Schätzer tendenziell vorzuziehen, solange keine Missspezikation vorliegt.
Den Vorschlägen der Tests sowie der ökonometrisch-theoretischen Basis folgend, soll daher
die IV-Schätzung vorgezogen werden.
Der Hausman-Test verwirft die Annahme, dass die individuellen E¤ekte unkorreliert mit
dem Störterm sind, sodass das Modell mit xen E¤ekten bevorzugt wird. Bei Verwendung
des von Scha¤er und Stillmann (2006) vorgeschlagenen Tests auf zufällige E¤ekte bestätigt
sich das Ergebnis. Die Tests indizieren, dass die Korrelation der xen E¤ekte mit den
erklärenden Variablen korreliert und somit das random-e¤ects Modell zu inkonsistenten
Schätzern führt.
In beide Schätzgleichungen wurde jeweils der quadrierte Term des Diversikationsmaßes
aufgenommen. Das MaßDIV 2N war in allen Schätzungen insignikant, DIVN hingegen
signikant. Ein Grund könnte die Gegenwart von Multikollinearität sein. Deshalb erfolgte
ein F-Test, der allerdings eine gemeinsame Signikanz ablehnt. Testet man in der Firmen-
gleichung DIVB und dessen quadrierten Term, so kann in aller Regel von gemeinsamer
Signikanz ausgegangen werden. Daher werden ausschließlich Ergebnisse ohne DIV 2N , aber
mit DIV 2B präsentiert.
Bei der Interpretation der Parameter ist zu beachten, dass die einzelnen Spalten keine
Modellvariation darstellen. Es ändert sich ausschließlich die Zuordnung der einzelnen In-
dustrien zum Wettbewerbssektor beziehungsweise zum monopolistischen Sektor. Die Höhe
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und Signikanz zeigen dann auf, wie relevant die jeweiligen E¤ekte je nach Abgrenzung
sind.
Tabelle 24: Fixe E¤ekte IV-Schätzungen ohne Altersstruktur
sH = 0:05 sH = 0:06 sH = 0:07 sH = 0:08 sH = 0:09 sH = 0:10
Produktionsfunktion ln y
lnNM 0.1701*** 0.1445*** 0.1752*** 0.1472*** 0.1732*** 0.2292***
0.0521 0.0403 0.0544 0.0514 0.0511 0.0462
DIVN 0.0096 0.0093 -0.0553* -0.0549* -0.0557* -0.0704**
0.0304 0.03 0.0305 0.0303 0.0301 0.0306
ln Ind 0.1045** 0.0871* 0.0594 0.07 0.0606 0.021
0.0479 0.048 0.054 0.0542 0.053 0.0532
ln sM 0.0679*** 0.0630*** 0.0636*** 0.0576*** 0.0347*** 0.0132
0.0134 0.0119 0.0116 0.0113 0.0089 0.0084
Konstante 8.9933*** 9.3094*** 9.5157*** 9.6610*** 9.5551*** 9.4442***
0.4054 0.3301 0.3094 0.2948 0.295 0.2828
R2within 0.03 0.05 0.02 0.03 0.03 0.01
R2overall 0.33 0.33 0.30 0.29 0.30 0.31
R2between 0.37 0.36 0.33 0.33 0.34 0.35
Corr (ui; xb) -0.87 -0.82 -0.86 -0.81 -0.87 -0.92
Firmengleichung lnNM
ln y 0.6687*** 0.9782*** 0.8278*** 1.2150*** 0.8816*** 1.6533***
0.2072 0.2475 0.192 0.2391 0.2332 0.4264
lnHF -0.0098 0.0204 0.0470*** 0.0668*** 0.0532*** 0.0497***
0.0149 0.0173 0.0135 0.0153 0.0112 0.0144
DIVB 0.0604 0.4238*** 0.1549 0.2263* 0.0518 0.3560***
0.0776 0.1126 0.1044 0.1316 0.079 0.1092
DIV 2B -0.0067 -0.0750*** -0.0287 -0.0418 -0.0082 -0.0894***
0.0143 0.0221 0.0217 0.03 0.0194 0.0299
ln dens 0.5433*** 0.5804*** 0.2327** 0.1457 0.4251*** 0.2303
0.1115 0.131 0.106 0.1317 0.1176 0.1764
NageM -0.0269*** -0.0316*** -0.0263*** -0.0217*** -0.0201*** -0.0165***
0.0028 0.0032 0.0025 0.0027 0.0022 0.003
Konstante 1.4308 -2.65 -1.9203 -6.6779** -2.4403 -11.4817**
2.3254 2.8061 2.1856 2.758 2.6428 4.8352
R2within 0.01 . . . . .
R2overall 0.42 0.52 0.69 0.73 0.68 0.66
R2between 0.42 0.52 0.71 0.75 0.68 0.69
Corr (ui; xb) 0.46 0.51 0.75 0.77 0.69 0.69
N=1463, Standardfehler in (), *p<0.10, **p<0.05, ***p<0.01
Daten sind jahresmittelwertzentriert, um zeitxe E¤ekte herauszurechnen
Die Tabelle 24 beinhaltet die Schätzergebnisse der IV-Schätzungen ohne Berücksichtigung
der Altersstruktur bei xen E¤ekten für die sH Abgrenzung.
Viele der geschätzten Koe¢ zienten sind signikant. In der Produktionsfunktion ist das R2
der within-Variation nahe Null und das gesamte R2overall moderat hoch. Somit bestätigt
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sich, dass vorwiegend die Variation zwischen den Regionen von Bedeutung ist. Die hohe
Korrelation zwischen den regionalspezischen E¤ekten und dem erklärten Teil festigt das
Bild.
Der E¤ekt der Firmen auf die Produktivität ist hoch signikant. Das bedeutet, dass stati-
sche MAR-Externalitäten vorhanden sind, die durch wissensbasierte Industrien hervorge-
rufen werden. Das unterstützt soweit die Erkenntnisse in der Literatur und das zugrunde
gelegte Modell Baldwins (1999). Bemerkenswert ist, dass bei der EG Abgrenzung (vgl.
Tabelle 27) der E¤ekt von NM insignikant ist. Dieses Resultat bestätigt sich auch bei
anderen Abgrenzungen nach der EG Klassikation. Unter Hinzunahme der Ergebnisse
des EG-Index kann das Ergebnis zu den Externalitäten gefestigt werden: Wissensbasierte
Industrien ermöglichen das Erzeugen einer Externalität. Diese Erkenntnis hat politische
Relevanz. Ist die Produktivität in einigen Regionen tendenziell höher aufgrund der vertre-
tenen (wissensintensiven) Branchen, so wird dort vermutlich auch der generelle Wohlstand
höher sein und regionale Disparitäten bedingen.
Der Schätzkoe¢ zient von sM fällt mit steigender Strenge der Abgrenzung des monopolisti-
schen Sektors. Der Parameter sollte relativ zur verbleibenden Belegschaft in den anderen
Sektoren interpretiert werden, da sC aus dem Modell ausgeschlossen wurde. Allerdings
repräsentiert der Schätzer auch den Anteil  des theoretischen Modells.
Betrachtet man die Urbanisationsmaße so zeigt sich, dass eine Diversikation der Firmen
nachteilig ist im Hinblick auf wissensintensivere Branchen (sH steigt). O¤enbar wirkt sich
eine breite Streuung der Firmen über die regionalen Branchen produktivitätssenkend aus.
Die in der Region vertretenen Branchen bedingen dann auch keine zusätzlichen E¤ekte.
Nun soll die Firmengleichung betrachtet werden. Die between-Variation ist bedeutender
als die within-Variation. Folglich spielen regionale Unterschiede eine besondere Rolle.
Steigt die Produktivität in der Region, so sind auch mehr Firmen des monopolistischen
Sektors vertreten. Insbesondere bei der strengeren Abgrenzung des Sektors gewinnt der
E¤ekt durch ln y an Einuss. Somit bestätigt sich, dass die als monopolistisch gekenn-
zeichneten Industrien tatsächlich auch dort sind, wo die Produktivität hoch ist. Der Hu-
mankapitalbestand HF determiniert auch die Zahl der regionalen Betriebsstätten. Hier
kann das theoretische Fundament bestätigt werden.
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Das Maßder Beschäftigtendiversikation zeigt die Gegenwart von Jacobs-Externalitäten
auf. Der quadratische Term ist negativ. Die vermuteten Wissensspillover treten dann be-
sonders stark auf, wenn die Beschäftigten nicht zu konzentriert in einer Branche oder zu
diversiziert über viele Branchen beschäftigt sind. Somit ist ein gesunder Industriemix
förderlich. Eine ähnliche Erkenntnis konnte auch im Kapitel zum deutschen Wirtschafts-
wachstum abgeleitet werden.
Ein Ansteigen der Siedlungsdichte wirkt sich auch positiv auf den Firmenbestand im mo-
nopolistischen Sektor aus. Teilweise sind die positiven E¤ekte insignikant für die strenge
Abgrenzung (sH steigt). Um diesen E¤ekt der Insignikanz zu klären, muss gezielt in die
Branchenklassikation geschaut werden. Wenn sH steigt, zeigt sich, dass gewisse Branchen,
in denen Urbanisationse¤ekte vermutet werden wie zum Beispiel die Automobilindustrie,
aus der Zurechnung zum monopolistischen Sektor herausfallen.
Das Firmenalter weist einen negativen Schätzkoe¢ zienten auf. In Regionen, in denen das
Durchschnittsalter der Firmen steigt, sind tendenziell weniger Firmen vorhanden. Zum
einen kann es daran liegen, dass noch nicht alle ine¢ zienten Firmen aus dem Markt aus-
traten, zum anderen könnte es auch die Marktmacht der Altsassen repräsentieren, die
weitere Markteintritte verhindern. Im Kontext mit der Wissensproduktionsfunktion be-
deutet dies, dass Altsassen potentiell niedrigere Kosten haben und sich somit am Markt
behaupten. Unklar ist, ob der negative E¤ekt von NageM den Untergang veralteter Industri-
en abbildet. Das Argument gilt allerdings nur dann, wenn die E¤ekte in allen Regionen
gleichermaßen auftreten. Das kann intuitiv ausgeschlossen werden, da die Industriestruktur
nicht homogen über die Regionen verteilt ist. Folglich kann das Argument der Altsassen
zutre¤ender für die Interpretation von NageM sein.
In Tabelle 25 werden die xed-e¤ects Schätzungen des IV-Ansatzes mit Altersstruktur prä-
sentiert. Das Aufnehmen der Altersstruktur hat die bisherigen Ergebnisse kaum verändert,
sodass ausschließlich auf den E¤ekt der Firmenzahl NM in der Produktionsfunktion einge-
gangen werden soll. Im Vergleich zum Modell ohne Altersstruktur werden die geschätzten
Koe¢ zienten nun tendenziell höher. O¤enbar erklärt die Altersstruktur zusätzliche bis-
her nicht modellierte E¤ekte, die den Humankapitalbestand innerhalb der Region besser
beschreiben können. Dazu zählt das Erfahrungswissen einzelner Personengruppen.
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Tabelle 25: Fixe E¤ekte IV-Schätzungen mit Altersstruktur
sH = 0:05 sH = 0:06 sH = 0:07 sH = 0:08 sH = 0:09 sH = 0:10
Produktionsfunktion ln y
lnNM 0.1918*** 0.2161*** 0.2041*** 0.1998*** 0.2401*** 0.2693***
(0.047) (0.0346) (0.0462) (0.0439) (0.044) (0.0408)
DIVN 0.0132 0.0241 -0.0597** -0.0632** -0.0655** -0.0772**
(0.0303) (0.0301) (0.0303) (0.0302) (0.0303) (0.0307)
ln Ind 0.0985** 0.0583 0.0442 0.0401 0.0254 -0.0019
(0.0476) (0.0479) (0.0521) (0.0524) (0.0517) (0.0522)
ln sM 0.0667*** 0.0576*** 0.0621*** 0.0536*** 0.0316*** 0.0115
(0.0134) (0.012) (0.0115) (0.0112) (0.009) (0.0085)
Konstante 8.8606*** 8.9234*** 9.4206*** 9.5039*** 9.3537*** 9.3391***
(0.3819) (0.3139) (0.2958) (0.2858) (0.2874) (0.2797)
R2within 0.02 0.02 0.01 0.01 0.01 .
R2overall 0.33 0.33 0.3 0.29 0.31 0.31
R2between 0.37 0.37 0.34 0.33 0.34 0.35
Corr (ui; xb) -0.9 -0.91 -0.9 -0.89 -0.93 -0.94
Firmengleichung lnNM
ln y 0.8136*** 0.8258*** 0.5529*** 0.9234*** 0.5304** 1.1749***
(0.2158) (0.2522) (0.174) (0.226) (0.2191) (0.3351)
lnHF 0.008 0.0477*** 0.0645*** 0.0788*** 0.0720*** 0.0675***
(0.0156) (0.0173) (0.0121) (0.0139) (0.0105) (0.0126)
DIVB 0.0294 0.3865*** 0.2495*** 0.2897** 0.095 0.2989***
(0.0802) (0.1064) (0.0902) (0.1125) (0.0692) (0.0885)
DIV 2B 0.0011 -0.0663*** -0.0492*** -0.0585** -0.0185 -0.0735***
(0.0149) (0.0209) (0.0187) (0.0257) (0.0169) (0.0238)
ln dens 0.5277*** 0.4874*** 0.1828** 0.1456 0.3799*** 0.2804**
(0.1064) (0.1154) (0.0868) (0.1063) (0.096) (0.1338)
NageM -0.0281*** -0.0345*** -0.0260*** -0.0227*** -0.0212*** -0.0181***
(0.0029) (0.0031) (0.0022) (0.0024) (0.0019) (0.0025)
lnm<30 0.0166 0.0133 0.1665*** 0.1468*** 0.0909*** 0.0911***
(0.0324) (0.0331) (0.0253) (0.0271) (0.0221) (0.0255)
lnm45 54 -0.1624*** -0.1854*** 0.2099*** 0.2282*** 0.0850*** 0.0828***
(0.03) (0.0346) (0.0271) (0.0319) (0.0239) (0.0283)
lnm55+ -0.0198 0.1017*** 0.1144*** 0.0840*** 0.1210*** 0.0904***
(0.0273) (0.0341) (0.0214) (0.0272) (0.0202) (0.0254)
Konstante -0.4953 -1.3679 1.4855 -2.9433 1.5859 -5.854
(2.4119) (2.8019) (1.9363) (2.5403) (2.4301) (3.7793)
R2within . 0.11 0.12 . 0.17 .
R2within 0.5 0.6 0.76 0.78 0.73 0.73
R2within 0.5 0.61 0.77 0.8 0.74 0.75
Corr (ui; xb) 0.52 0.6 0.81 0.81 0.75 0.76
N=1463, Standardfehler in (), *p<0.10, **p<0.05, ***p<0.01
Daten sind jahresmittelwertzentriert, um zeitxe E¤ekte herauszurechnen
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Die Interpretation der E¤ekte geschieht relativ zur zweiten Kohorte der 30-44 jährigen.
Deren E¤ekt wird in lnHF abgebildet. Die jüngste Kohorte weist einen positiv signi-
kanten beziehungsweise insignikanten E¤ekt auf. Folglich ist diese Gruppe tendenziell
produktiver gegenüber der zweiten Kohorte. Der Koe¢ zient der Gruppe der 45-54 jährigen
ist bei sH = 0:05 beziehungsweise 0:06 signikant negativ, bei strengeren Abgrenzungen
signikant positiv. Der stärkste E¤ekt tritt dabei bei sH = 0:07 und 0:08 auf. Die älte-
ste Kohorte scheint ähnlich der jüngsten Kohorte stets einen positiv signikanten E¤ekt
aufzuweisen.
Im vorangegangenen Kapitel unter Verwendung einer Lucas-Produktionsfunktion konnte
für Westdeutschland kein besonders scharfes Bild gezeichnet werden. Unter Berücksichti-
gung der Panel-Struktur kann folgendes Ergebnis abgeleitet werden: die jüngste und älteste
Gruppe weisen tendenziell einen gegenüber der zweiten Gruppe positiven E¤ekt auf den
regionalen Firmen- und Wissensbestand auf, während der E¤ekt der dritte Kohorte wei-
ter unklar bleibt. Grundlegend kann wieder festgestellt werden, dass die zweite Kohorte
weniger produktiv ist relativ zu den anderen Gruppen.
Robustheit der Altersstruktur: Als Robustheitskontrolle wurde zusätzlich die erste
Kohorte als Referenz gewählt. Es zeigt sich kein wesentlich anderes Muster. Interessant
ist, dass die Abweichungen der dritten und vierten Gruppe zur ersten Kohorte bei einer
strengeren Abgrenzung von sH geringfügig sind beziehungsweise insignikant werden107.
Um eine Verzerrung durch das Auftreten von Multikollinearität auszuschließen, wurde
wieder stets nur eine Alterskohorte aufgenommen. Es bestätigt sich das Ergebnis des vor-
angegangenen Kapitels: Die zweite Kohorte weicht unabhängig von der sH - Abgrenzung
signikant negativ von den anderen Gruppen ab.
Die erste Kohorte weicht nur bei sH = 0:05 positiv signikant vom Basise¤ekt ab. Anson-
sten ist der E¤ekt insignikant. Das bedeutet, dass die junge Gruppe im Vergleich zu den
anderen Gruppen nicht produktiver ist. Wichtig bei der Interpretation ist aber auch, dass
der E¤ekt nicht negativ signikant ist. Somit zeigt das Ergebnis, dass die Gruppe nicht
weniger produktiv ist, obwohl sie noch kein Erfahrungswissen akkumulieren konnte. Der
erlernte aktuelle Wissensstand kann folglich mit dem Erfahrungswissen der älteren Grup-
107Die Insignikanz kann aber auch durch das Auftreten von Multikollinearität getrieben werden.
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pen durchaus konkurrieren. Bei der dritten Kohorte bestätigt sich der Vorzeichenwechsel.
Die geschätzten Koe¢ zienten bleiben stets signikant. Der Parameter der älteste Kohorte
weicht signikant positiv vom Basise¤ekt ab sH = 0:07 ab.
Die Unterschiede in den Schätzergebnissen lassen sich o¤enbar durch Unterschiede in der
Zusammensetzung der monopolistischen Industrien erklären.
Random-E¤ekt-Modelle: Obwohl das Modell mit zufälligen E¤ekten durch die Tests
verworfen wurde, soll auf einige Besonderheiten hingewiesen werden. In den random-E¤ekt
Modellen wird die Variation zwischen den Regionen berücksichtigt. Grundlegend bestäti-
gen sich dabei die Erkenntnisse der Schätzungen mit xen E¤ekten. Unterschiedlich stark
fallen die E¤ekte von lnNM sowie lnHF aus. Dies ist nicht überraschend, denn beide
Variablen sind diejenigen, die für die hohe Korrelation der individuellen E¤ekte ui mit
dem erklärten Teil sorgen. Der Schätzkoe¢ zient für NM liegt bei den zufälligen E¤ekten
um 0:05, was dem Ergebnis des Literaturüberblicks von Cameron (1998) entspricht. Der
E¤ekt von HF liegt in einer Spanne von ca. 0:17 bis 0:23. Die Ergebnisse der Modelle mit
zufälligen E¤ekten für die sH - Abgrenzung sind in Tabelle 26 gegeben.
Robustheit der Fixed E¤ects Modelle: Anstelle der Siedlungsdichte dens wurde
in der bestehenden Literatur auch die Bevölkerungsdichte popdens als Maßzur Identi-
kation von Wissensspillovern diskutiert. Die zentralen Ergebnisse werden bestätigt. Des
weiteren wurde die Verkehrsäche pro Kopf beziehungsweise als Dichtemaßin die Produk-
tionsfunktion aufgenommen. Durch hohe Korrelationen mit dens beziehungsweise popdens
ermittelten sich unplausible Ergebnisse, insbesondere Vorzeichenwechsel von ln y in der
Firmengleichung.
In der Regression fanden die Anteilswerte der eingesetzten Arbeiter sC und sM Verwen-
dung. Als Alternative wurde N sizeM vorgeschlagen. Dieses Maßes liefert keine Modellverbes-
serung. Tendenziell ändern sich die E¤ekte kaum. Teilweise resultierten unplausible Ergeb-
nisse für lnNM : Das kann an der erwähnten denitorischen Beziehung und der Endogenität
der Variablen liegen. Die Regressionsergebnisse unter Aufnahme von sC zusätzlich zu sM
liefern keine weitere Erkenntnis. Die Parameter tendieren aufgrund der Kollinearität zur
Insignikanz.
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Tabelle 26: Zufällige E¤ekte IV-Schätzungen mit Altersstruktur
sH = 0:05 sH = 0:06 sH = 0:07 sH = 0:08 sH = 0:09 sH = 0:10
Produktionsfunktion ln y
lnNM 0.0482*** 0.0657*** 0.0493*** 0.0467*** 0.0467*** 0.0541***
(0.0123) (0.0121) (0.0132) (0.0136) (0.013) (0.0132)
DIVN 0.0403 0.0402 0.0131 0.015 0.0185 0.0147
(0.0251) (0.0254) (0.0252) (0.0252) (0.0252) (0.0251)
ln Ind 0.0397 -0.0158 0.045 0.0561 0.0437 0.0203
(0.0494) (0.0491) (0.0514) (0.0521) (0.0524) (0.0534)
ln sM 0.0856*** 0.0651*** 0.0639*** 0.0567*** 0.0322*** 0.0185**
(0.0123) (0.0109) (0.0105) (0.01) (0.0081) (0.0075)
Konstante 10.1016*** 10.2838*** 10.1844*** 10.1424*** 10.1754*** 10.2459***
(0.1972) (0.1996) (0.2144) (0.2159) (0.2204) (0.2248)
R2within 0.04 0.05 0.04 0.04 0.04 0.03
R2overall 0.39 0.35 0.31 0.3 0.31 0.33
R2between 0.44 0.39 0.34 0.33 0.34 0.37
Firmengleichung lnNM
ln y 1.1105*** 0.7545*** 0.4376** 0.8951*** 0.5564** 1.2992***
(0.2615) (0.2616) (0.2062) (0.2655) (0.2651) (0.4115)
lnHF 0.2053*** 0.1722*** 0.2330*** 0.2613*** 0.1972*** 0.2278***
(0.0159) (0.0163) (0.0123) (0.0136) (0.0114) (0.0136)
DIVB 0.1014 0.4080*** 0.2323** 0.2341* 0.1928** 0.4919***
(0.0942) (0.1098) (0.1043) (0.127) (0.0822) (0.1045)
DIV 2B -0.0003 -0.0631*** -0.0346 -0.0345 -0.0351* -0.1127***
(0.0176) (0.0216) (0.0217) (0.029) (0.0201) (0.0282)
ln dens 0.7150*** 0.7455*** 0.6427*** 0.5930*** 0.8173*** 0.7458***
(0.0757) (0.0809) (0.0594) (0.0636) (0.0655) (0.0745)
NageM -0.0243*** -0.0319*** -0.0233*** -0.0207*** -0.0183*** -0.0151***
(0.0035) (0.0032) (0.0025) (0.0028) (0.0023) (0.003)
lnm<30 0.0547 0.0415 0.2121*** 0.2009*** 0.1401*** 0.1603***
(0.0398) (0.0342) (0.0294) (0.031) (0.0264) (0.0304)
lnm45 54 -0.1934*** -0.2058*** 0.1987*** 0.2159*** 0.0742** 0.0841**
(0.0372) (0.036) (0.032) (0.037) (0.0289) (0.0344)
lnm55+ -0.0597* 0.1197*** 0.1320*** 0.1043*** 0.1440*** 0.1192***
(0.0337) (0.0359) (0.0258) (0.0326) (0.0249) (0.0321)
Konstante -5.1205* -1.0847 2.4093 -2.9761 1.245 -7.4516*
(2.8748) (2.8724) (2.2498) (2.9198) (2.8851) (4.5125)
R2within 0.08 0.2 0.19 0.15 0.19 0.13
R2overall 0.76 0.72 0.8 0.82 0.76 0.8
R2between 0.77 0.73 0.8 0.83 0.76 0.81
N=1463, Standardfehler in (), *p<0.10, **p<0.05, ***p<0.01,
Daten sind jahresmittelwertzentriert, um zeitxe E¤ekte herauszurechnen
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Tabelle 27: IV-Schätzungen mit und ohne Altersstruktur bei der EG-Abgrenzung
Fixe E¤ekte Zufällige E¤ekte
Produktionsfunktion lny
lnNM -0.0839** -0.0821*** 0.0553*** 0.0276*
(0.0356) (0.0281) (0.0183) (0.0152)
DIVN -0.0276 -0.0275 0.0059 0.0043
(0.03) (0.03) (0.0266) (0.026)
ln Ind 0.2141*** 0.2129*** 0.0544 0.1355**
(0.0532) (0.0509) (0.0617) (0.0548)
ln sM 0.0044 0.0042 -0.0110** -0.0083*
(0.006) (0.0058) (0.0052) (0.005)
Konstante 10.0478*** 10.0457*** 10.0976*** 9.8105***
(0.2621) (0.2606) (0.2593) (0.2394)
R2within . . 0 0
R2overall 0.13 0.13 0.24 0.26
R2between 0.15 0.15 0.28 0.29
Corr (ui; xb) -0.74 -0.73
Firmengleichung lnNM
ln y 0.8132 0.5035 3.4824*** 2.9850***
(0.733) (0.7287) (1.1986) (1.1185)
lnHF 0.0009 0.0148 0.0119 0.0305**
(0.0107) (0.0097) (0.0166) (0.0143)
DIVB -0.1108** -0.1554*** -0.1784** -0.2259***
(0.0509) (0.0497) (0.0842) (0.078)
DIV 2B 0.0372** 0.0481*** 0.0684*** 0.0801***
(0.0157) (0.0154) (0.0261) (0.0243)
ln dens -0.1786 -0.0281 0.5172** 0.6005***
(0.2887) (0.2787) (0.2434) (0.2258)
NageM -0.0309*** -0.0315*** -0.0323*** -0.0339***
(0.0026) (0.0026) (0.0043) (0.004)
lnm<30 0.1152*** 0.1192***
(0.0238) (0.0373)
lnm45 54 0.0342 -0.0495
(0.037) (0.0582)
lnm>55 0.1405*** 0.1909***
(0.0221) (0.0339)
Konstante -3.8312 0.3116 -30.9354** -24.9355**
(8.2535) (8.2072) (13.0855) (12.2343)
R2within 0.01 0.12 0.01 0.02
R2overall 0.01 0.10 0.40 0.46
R2between 0.01 0.11 0.42 0.48
Corr (ui; xb) -0.18 0.23
N=1463, Standardfehler in (), *p<0.10, **p<0.05, ***p<0.01, Daten
sind jahresmittelwertzentriert, um zeitxe E¤ekte herauszurechnen
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4.2.6 Zusammenfassung
Dieses Kapitel widmete sich der Schätzung eines simultanen Gleichungssystems, wobei
neben einer Produktionsfunktion eine Gleichung für die Zahl der regionalen Betriebsstätten
geschätzt wurde. Die theoretische Basis für das empirische Modell stammt von Baldwin
(1999). Das ermöglicht das Anfertigen einer Studie für Regionen, die sich im Steady-State
benden. Deshalb umfasst das Forschungsfeld Westdeutschland für die Jahre 1995-2005.
Das Modell unterscheidet zwei zentrale regionale Sektoren: einen Wettbewerbssektor und
einen Sektor, der den Annahmen der monopolistischen Konkurrenz unterliegt. Bei der Zu-
ordnung der einzelnen Industrien werden zwei Konzepte der Identikation verfolgt. Das
eine sieht eine Zuweisung der Industrien anhand von Agglomerationstendenzen unter Ver-
wendung des Ellison-Glaeser-Index vor, während das andere Konzept den durchschnittli-
chen Humankapitaleinsatz berücksichtigt. Beide Ansätze lassen sich anhand des theoreti-
schen Modells begründen, wobei das zweite Konzept eher modellkonsistent erscheint. Die
Unterscheidung beider Konzepte ist sinnvoll, denn es ermöglicht, die besondere Rolle von
Hochschulabsolventen bei der Generierung von Externalitäten herauszuarbeiten. Während
bei der EG Abgrenzung keine Externalitäten identiziert werden konnten, lassen sich bei
der wissensbasierten Abgrenzung statische MAR-Externalitäten aufdecken.
Die Hinzunahme der Altersstruktur verbesserte das Modell. Es bestätigt sich, dass die
zweite Gruppe einen produktivitätssenkenden E¤ekt aufweist. Die Gruppe der jüngsten
und der ältesten tendieren gegenüber der zweiten Gruppe zu einer erhöhten Produktivität.
Die dritte Kohorte weist gegenüber der zweiten Gruppe einen produktivitätssteigernden
E¤ekt auf, jedoch erst bei strengeren Abgrenzungen des monopolistischen Sektors. Je
nach Abgrenzung kann ein umgekehrt u-förmiger Verlauf des Altersprols nachgewiesen
werden. Die grundlegenden Resultate zu den Modellvariablen ist robust innerhalb der sH
- Abgrenzung. Die resultierenden Unterschiede lassen sich mit weiteren Informationen wie
der Branchenzugehörigkeit begründen. Die empirische Erkenntnis dieser Studie erlaubt es,
der Altersstruktur signikante E¤ekte beizumessen.
Im abschließenden Kapitel sollen die in den Studien zu Wirtschaftswachstum und Produk-
tivität gefundenen Ergebnisse zusammengefasst und diskutiert werden.
5. Zusammenfassung 127
5 Zusammenfassung
Diese Arbeit befasst sich mit der Identikation von Altersstrukture¤ekten auf regionaler
Ebene. Dabei stehen Wirtschaftswachstum und Produktivität im Fokus der Untersuchung.
Zunächst wird ein Literaturüberblick über Studien gegeben, die sich mit dem E¤ekt des
Alters von Individuen oder Kohorten auf ökonomische Variablen befassen. Es stellt sich
heraus, dass neben dem erreichten Qualikationsniveau aufgrund schulischer Bildung der
individuelle Humankapitalbestand durch Erfahrungswissen gesteigert wird. Beim Altern
kann es aber auch zur Veraltung von Wissen und zu natürlichem Vergessen kommen,
sodass der Bestand an Humankapital auch wieder abnehmen kann. Aus der theoretischen
Überlegung, aber auch anhand der empirischen Evidenz, kann von einem umgekehrt u-
förmigen Produktivitätsprol hervorgerufen durch das Alter ausgegangen werden. Das
bedeutet, dass es einen Bereich im Erwerbsleben gibt, in dem man relativ produktiver ist.
Basierend auf den Gedanken der Humankapitaltheorie wird somit die für die Arbeit grund-
legende Hypothese aufgestellt: Steigt der Anteil der potentiell produktivsten Altersgruppe
in einer Region an, so kann man eine bessere regionale Performanz erwarten. Folglich un-
terscheidet sich der regionale Humankapitalbestand neben der absoluten Größe auch in
der Zusammensetzung aufgrund der Altersstruktur. Letzteres kann als Approximation des
e¤ektiven Humankapitalbestandes gesehen werden.
Um die zentrale Hypothese zu prüfen, werden zwei Ansätze verfolgt. Zunächst werden in
Anlehnung an die Arbeit von Mankiw, Romer und Weil (1992) zwei Studien zum Wirt-
schaftswachstum für europäische und deutsche Regionen angefertigt. Insgesamt kann da-
bei ein umgekehrt u-förmiger Verlauf, der sich aus theoretischen Überlegungen ableitet,
nachgewiesen werden. Somit wird die grundlegende Hypothese dieser Arbeit gestützt. Al-
lerdings ist nicht eindeutig, welche Kohorte letztlich am stärksten wachstumsfördernd ist.
Der folgende Abschnitt rückt die Produktivität in den Vordergrund. Unter Verwendung
einer Lucas-Produktionsfunktion sowie dem von Baldwin (1999) vorgeschlagenen Modell
werden für Deutschland zwei Studien angefertigt. Auch hier leitet sich ein genereller E¤ekt
von der Altersstruktur ab und stützt die zentrale Hypothese. Allerdings kann hier kein
umgekehrt u-förmiger Verlauf aufgedeckt werden. Bei der jungen Kohorte ist nur bedingt
ein produktivitätsfördernder E¤ekt erkennbar. Insbesondere zeigt sich ein dominant nega-
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tiver E¤ekt auf die Produktivität der Kohorte der 30-44 jährigen. Die folgende Kohorte
der 45-54 jährigen weist Besonderheiten im Hinblick auf die Branchenzugehörigkeit auf.
Die älteste Kohorte der Personen über 55 Jahre weist produktivitätssteigernde E¤ekte auf.
Es wurde argumentiert, dass dieser E¤ekt mit einem verstärktem Selektionsmechanismus
auf dem Arbeitsmarkt begründbar ist. In den Wachstumsstudien verbuchte diese Gruppe
tendenziell hemmende E¤ekte.
Die scheinbar unpassenden Resultate des Wirtschaftswachstums und der Produktivität
lassen sich wie folgt erklären: Bei den Studien zur Produktivität steht der gegenwärtige
E¤ekt einer Gruppe im Vordergrund. Bei den Studien zum Wachstum wurde die Alters-
struktur des Ausgangsjahres zur Erklärung der künftigen Wachstumsrate verwendet. An
dieser Stelle liegt die Verknüpfung beider Ansätze.
Junge Personen, die in das Berufsleben einsteigen, weisen zwar den aktuellen Wissensstand
auf, können aber noch nicht von Erfahrungswissen protieren. In den folgenden Jahren
werden sie dieses Wissen durch on the job training und learning by doing ansam-
meln. Dies kostet im gewissen Maße Ressourcen. Auf die gegenwärtige Produktivität kann
sich der aktuelle Wissensstand begünstigend auswirken. Allerdings kann dieses Wissen
nur bedingt mit dem Erfahrungsschatz älterer Kohorten konkurrieren, sodass es nicht zu
Produktivitätssteigerungen gegenüber älterer Gruppen kommt. Durch die Wissensakku-
mulation in den kommenden Jahren und die damit verbundenen Kosten, aber auch die
Familiengründung kann zunächst kein besonderer E¤ekt auf Wachstum erfolgen.
Die zweite Kohorte hingegen sammelte bereits etwas Erfahrungswissen und kann damit
zum (zukünftigen) Wirtschaftswachstum beitragen. Insbesondere wird sie im betrachteten
Zeitraum tendenziell produktiver und generiert folglich ein erhöhtes Output in zukünf-
tigen Perioden. Folglich muss die Wachstumsrate tendenziell steigen. Allerdings ist zu
bemerken, dass in diesem Lebensabschnitt die Kindererziehung von Bedeutung ist. Die
Elternzeit führt zu einer geringeren Partizipation am Arbeitsmarkt und gegebenenfalls zu
Teilzeitarbeit. Diese spezielle Charakteristik senkt die gegenwärtige Produktivität dieser
Gruppe.
Der dritten Kohorte der 45-54 jährigen wird in der Literatur aber auch in dieser Arbeit
eine besonders e¤ektive Kraft beigemessen. Zunächst ist die Partizipationsrate hoch. Des
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weiteren kann sie von einem hohen Erfahrungsschatz protieren. Dies steigert tendenziell
die Produktivität gegenüber den anderen Gruppen. Kommt es in den folgenden Jahren
nicht zu Einbußen in der Produktivität durch die Alterung und bleibt weiterhin die Parti-
zipation relativ hoch, kann dies wieder zur Generierung zukünftigen Wachstums beitragen.
Die älteste Kohorte weist eine spezielle Charakteristik auf. Zum einen nden arbeitsmarkt-
bedingte Selektionsmechanismen statt. Personen, die nicht mehr über benötigte Fähigkei-
ten verfügen, da das Wissen veraltet oder vergessen ist, werden entweder nicht mehr am
Arbeitsmarkt partizipieren oder in Jobs arbeiten, die dem gegenwärtigen Niveau entspre-
chen. Diese These kann durch die Erkenntnisse des Kapitels 4.1 gestützt werden. Diejeni-
gen, die noch aktiv am Arbeitsmarkt teilnehmen, sind folglich recht produktiv. Das erklärt,
warum ein relatives Ansteigen dieser Gruppe die Produktivität steigert. Auf der anderen
Seite werden diese Personen in naher Zukunft aus dem Arbeitsmarkt ausscheiden und in
den Ruhestand eintreten. Die kurzfristigen E¤ekte der auf dem Arbeitsmarkt verbleiben-
den dieser Gruppe können den E¤ekt durch das Ausscheiden aus dem Arbeitsmarkt nicht
kompensieren. Steigt der Anteil an Personen, die bald das Renteneintrittsalter erreichen,
tendenziell an, wird in Zukunft der Abhängigenanteil in der Region steigen. Folglich sinkt
die Produktion, sodass eine tendenziell niedrigere oder sogar negative Wachstumsrate zu
vermuten ist. Folglich ist der E¤ekt der ältesten Kohorte wachstumssenkend.
Diese Erkenntnisse bedeuten für die einzelne Region, dass je nach altersstruktureller
Zusammensetzungen gewisse Handlungsempfehlungen abzuleiten sind. Weist die Regi-
on eine relativ junge Bevölkerungsstruktur auf, so werden die Förderung von Trainee-
Programmen und schnelle Wiedereinstiegschancen nach Erwerbsunterbrechungen in Ver-
bindung mit einem familienfreundlichen regionalen Angebot die Humankapitalakkumula-
tion fördern. Dies steigert die gegenwärtige Produktivität der Beschäftigten und bedingt
Wachstum.
Ist der Anteil der älteren Bevölkerung relativ stark vertreten, so ist tendenziell mit Pro-
duktivitätsverlusten zu rechnen, da in den kommenden Jahren der Abhängigkeitsanteil in
der Bevölkerung steigen wird. Allerdings bietet die Region auch Chancen. Da die durch-
schnittliche Produktivität und somit der regionale Lohnsatz relativ hoch sind, könnte
dies Migration in die Region durch reale Lohndi¤erenzen bedingen und den zu erwarten-
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den Fachkräftemangel bremsen. Aus regionalstrategischen Überlegungen ist es sinnvoll,
tendenziell jüngere Personengruppen zur Immigration zu motivieren. Damit erscheint es
wieder günstig, Familien zu fördern beziehungsweise ein familienfreundliches Umfeld zu
scha¤en. Nicht zuletzt sollte dann auch wieder die Weiterbildung der jungen wie alten
Erwerbstätigen eine zentrale Rolle einnehmen.
Neben dem Hauptaugenmerk der Altersstruktur wurden weitere Variablen untersucht. So
konnten generell Urbanisations- und Lokationse¤ekte nachgewiesen werden. Insbesondere
in der letzten Studie unter Verwendung der theoretischen Basis von Baldwin (1999) konn-
te Evidenz für MAR-Externalitäten hervorgerufen durch Innovation und Humankapital
aufgezeigt werden. Unter Verwendung einer Produktionsfunktion in Anlehnung an Lucas
(1988) lässt sich ein signikanter E¤ekt des durchschnittlichen regionalen Humankapital-
bestandes auf die Produktivität identizieren.
Zusammenfassend kann festgehalten werden, dass das Humankapital in Verbindung mit
der Altersstruktur eine zentrale Determinante regionaler Produktivität und des regionalen
Wachstums ist. Zentrale E¤ekte der Humankapitaltheorie im Hinblick auf die altersstruk-
turelle Zusammensetzung können auch auf regionale Ebene übertragen werden und sind
signikant.
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A Herleitung derWachstumsgleichung im erweiterten Solow-
Modell
Bestimmung der Steady-State Werte Das beschriebene Gleichungssystem (2), (3)
und (4) konvergiert zu einem Punkt (Steady-State), in dem langfristig die Produktion,
der physische Kapitalstock und der Humankapitalbestand einen festen Wert annehmen.
Die folgenden Ausführungen orientieren sich an den Herleitungen in Barro und Sala-I-
Martin (1995), Maussner und Klump (1996) sowie Lindh und Malmberg (1999). Langfristig
sind _k und _h gleich Null gemäßder Denition des Steady-States. Es lassen sich nun die
langfristigen Werte für den Kapital- und Humankapitaleinsatz pro Kopf berechnen. Aus
(4) folgt h in Abhängigkeit von Parametern sowie der Produktionsmenge
h =
sh y
n+ 
: (21)
Durch Einsetzen von (21) in (2) erhält man
y1  = AkM1 

sh
n+ 

[p (1  u)]1   : (22)
Ferner kann man die dynamische Gleichung des Kapitalstocks (3) nach y lösen
y =
(n+ ) k
sk
und in (22) substituieren. Es folgt der langfristige Wert für den Kapitalstock pro Kopf k
k = A
1
1  M
1 
1  
"
s1 k s

h
n+ 
# 1
1  
[p (1  u)] : (23)
Eine analoge Herleitung ergibt sich für das Humankapital. Es folgt h
h = A
1
1  M
1 
1  
"
sks
1 
h
n+ 
# 1
1  
[p (1  u)] : (24)
Durch Einsetzen von (23) und (24) in (2) ergibt sich der Steady-State Wert für die pro-
Kopf Produktion y
y = A
1
1  M
1 
1   s

1  
k s

1  
h

1
n+ 
 +
1  
[p (1  u)] : (25)
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Unter der Annahme der identischen Sparquoten für die Kapitalarten folgt die Gleichung
für den Steady-State (vgl. Brunow und Hirte 2006)
y = A

1
1  

M

1 
1  
 
s
n+ 
 +
1  
[p (1  u)] :
Eine weitere alternative Form stellen MRW (1992) vor. Dazu wird h nach sh umgeformt
und in (25) eingesetzt. Es folgt
y = (h)

1  A
1
1 Ms

1 
k (n+ )
  
1  [p (1  u)]
1  
1  : (26)
Diese Schätzgleichung beinhaltet neben der Kapitalsparquote den Bestand an Humanka-
pital.
Geht man nun davon aus, dass man sich in der Umgebung des langfristigen Gleichgewichts
bendet, wird es zu einer Anpassung des Kapital- und Humankapitalstocks und somit zu
Wachstums- oder Schrumpfungsprozessen kommen. Aus (2) lässt sich die Wachstumsrate
von y herleiten. Vorausgesetzt, M sowie die Partizipations- und Erwerbstätigenrate sind
exogen und konstant, gilt
gy 
dy
y
= 
dk
k
+ 
dh
h
Die Wirtschaftswachstumsrate setzt sich aus den Wachstumsraten der Kapitalstöcke zu-
sammen. Im folgenden Teil soll diese Wachstumsrate linear approximiert werden.
Bestimmung der Wachstumsrate in der Nähe des Steady-States Gleichung (25)
erlaubt Aussagen über den Steady-State zu tre¤en. Tatsächlich beobachtet man regionale
Wachstumsprozesse. Es ist folglich anzunehmen, dass sich die Regionen nicht im langfri-
stigen Gleichgewicht, aber in der Umgebung benden. Die Abweichung des gegenwärtigen
Wertes y vom langfristigen Gleichgewicht y lautet
ln y   ln y:
Unter Verwendung der dynamischen Anpassungsgleichungen für die Kapitalarten (3) sowie
(4) kann man in der Umgebung des Steady-States eine lineare Approximation in der Nähe
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des Steady-States durchführen
_k
k
=
s y
k
  (n+ ) = s Ak
M1 h [p (1  u)]1  
k
  (n+ )
' (  1) s y
k
(k   k)
k
+ 
s y
k
(h  h)
h
Da im Steady-State _k=k = 0 gilt, folgt (s y) =k = (n+ ) ; und somit
_k
k
' (  1) (n+ ) (k   k
)
k
+  (n+ )
(h  h)
h
und wegen ln
 
z
z

' z zz sowie
d ln(z=z)
dt =
_z
z ; gilt
d ln (k=k)
dt
'   (1  ) (n+ ) ln

k
k

+  (n+ ) ln

h
h

:
Eine analoge Herleitung ergibt sich für die Bewegungsgleichung des Humankapitalstocks.
Es ist
d ln (h=h)
dt
'  (n+ ) ln

k
k

  (1  ) (n+ ) ln

h
h

:
Aus
dy
y
= 
dk
k
+ 
dh
h
d ln (y=y)
dt
= 
d ln (k=k)
dt
+ 
d ln (h=h)
dt
folgt die Wachstumsrate in der Umgebung des Steady-States,
d ln (y=y)
dt
 g =   (1    ) (n+ )

 ln

k
k

+  ln

h
h

Die Substitution von ln (y=y) =  ln (k=k) +  ln (h=h) führt zu
d ln (y=y)
dt
 g = (1    ) (n+ ) (  ln y + ln y) :
Somit bestimmt sich die Wachstumsrate aus Parametern sowie der Abweichung des ge-
genwärtigen y und des langfristigen Steady-State Wertes. Substituiert man nun eine der
alternativen Gleichungen, die den Steady-State Produktionswert y beschreiben, folgt die
Gleichung der Wachstumsrate.
