Computing Lempel-Ziv Factorization Online by Starikovskaya, Tatiana
ar
X
iv
:1
20
2.
52
33
v4
  [
cs
.D
S]
  3
0 N
ov
 20
12
Computing Lempel-Ziv Factorization Online
Tatiana Starikovskaya
Lomonosov Moscow State University, Moscow, Russia
tat.starikovskaya@gmail.com
Abstract. We present an algorithm which computes the Lempel-Ziv
factorization of a word W of length n on an alphabet Σ of size σ online
in the following sense: it reads W starting from the left, and, after read-
ing each r = O(log
σ
n) characters of W , updates the Lempel-Ziv factor-
ization. The algorithm requires O(n log σ) bits of space and O(n log2 n)
time. The basis of the algorithm is a sparse suffix tree combined with
wavelet trees.
1 Introduction
The Lempel-Ziv factorization (further LZ-factorization for short) of a word W
is a decomposition W = f1f2 . . . fz, where a factor fi, 1 ≤ i ≤ z, is either a
character that does not occur in f1f2 . . . fi−1 or the longest prefix of fi . . . fz
that occurs in f1f2 . . . fi at least twice [6,21].
The most famous application of the LZ-factorization is data compression (e.g.
the LZ-factorization is used in gzip, WinZip, and PKZIP). Moreover, it is a basis
of several algorithms [12,10] and text indexes [13].
Let W be a word of length n on an alphabet Σ of size σ. There are many
algorithms that compute the LZ-factorization in O(n log n) bits of space 1. These
algorithms use suffix trees [19], suffix automata [6] or suffix arrays [1,2,7,8,9,17]
as a basis.
However, only two algorithms have been known which use O(n log σ) bits of
space [18,17]. The algorithms exploit similar ideas (both are based on an FM-
index and a compressed suffix array). The algorithm [17] is offline and requires
O(n) time.
Running time of the algorithm [18] is rather big, O(n log3 n), but the algo-
rithm computes the LZ-factorization of a word W online. Consider the factors
f1, f2, . . . , fi of the LZ-factorization of a word X . The LZ-factorization of a word
Xa, where a is a character, contains either i or i+1 factors: in the first case the
factors are f1, f2, . . . , fi−1, f
′
i , where the last factor f
′
i = fia; and in the second
case the factors are f1, f2, . . . , fi, fi+1, where fi+1 = a. The algorithm reads W
and after reading each new character updates the LZ-factorization, i.e. either
increases the length of the last factor by one or adds a new factor.
For many practical applications dealing with large volumes of data it would
be natural to allow updating the LZ-factorization only each r > 1 new characters
1 In this paper log stands for log
2
.
of W , for some small parameter r, in order to reduce the running time. Unfor-
tunately, naive application of this idea to the algorithm [18] does not improve
its running time.
Here we propose a new linear-space algorithm which achieves a reasonable
trade-off between frequency of updates and running time. The algorithm updates
the LZ-factorization of W each r = logσ n4 characters of W , requiring O(n log
2 n)
time and O(n log σ) bits of space. It is assumed that both σ and n are known
beforehand and n ≥ σ. The basis of the algorithm is a sparse suffix tree combined
with wavelet trees.
LetX be a word of length |X | onΣ. Throughout the paper, positions inX are
numbered from 1. The subword of X from position i to position j (inclusively) is
denoted by X [i..j]. If j = |X |, then we write X [i..] instead of X [i..|X |]. A word
X [i..] is called a suffix of X and a word X [1..j] is called a prefix of X .
With each word Y of length r on Σ we associate a meta-character Y ′ formed
by concatenating bit representations of characters of Y . Note that a bit repre-
sentation of any character of Y can be obtained from the bit representation of
Y ′ in constant time by two shift operations. Also, Y ′ can be obtained from Y in
O(r) time.
2 Algorithm
Let f1, f2, . . . , fz be the factors of the LZ-factorization of W . For the sake of
clarity we describe not how to update the LZ-factorization after reading each
block of characters but rather how to compute f1, f2, . . . , fz sequentially. How-
ever, it will be easy to see that the presented algorithm can be modified to solve
the problem we formulated in the introduction.
Suppose that f1, f2, . . . , fi−1 of total length ℓi have been computed. The
algorithm consists of two procedures. The procedure P<r checks if |fi| is less
than r and, if it is, computes fi (Section 2.2). The procedure P≥r computes
fi only if it is already known that |fi| ≥ r (Section 2.3). To compute fi the
algorithm runs P<r first and then, if necessary, runs P≥r.
2.1 Data Structures
The algorithm makes use of several data structures. To explain what these data
structures are, we need to give a definition of a trie and a compacted trie first.
Definition 1. A trie for a set of words S is a rooted tree edges of which are
labelled by characters. For each prefix P of a word ∈ S there exists exactly one
vertex such that P is spelled out by the path from the root of the trie to this
vertex, and vice versa, a word spelled out by any path starting at the root must
be a prefix of one of the words ∈ S. A compacted trie for S can be constructed
from the trie by eliminating all vertices with one son, thus forming edges that
are labelled by words rather than single characters.
The algorithm readsW by blocks of r characters starting from the left. After
reading the t-th block of W , the first data structure is an (uncompacted) trie on
suffixes of words W [rj + 1..r(j + 2)], j = 0..t− 2. Each explicit vertex v of the
trie stores the leftmost starting position of a suffix ending in the subtree rooted
at v.
Let W ′ be the meta-word formed by replacing each block of characters of W
with the corresponding meta-character. The second data structure is an implicit
suffix tree for W ′[1..t], i.e. a compacted trie for the set of suffixes of W ′[1..t].
This tree is also called a sparse suffix tree forW [1..tr] [3,5,4], though the original
definition of a sparse suffix tree is slightly different [11].
For each explicit vertex v of the suffix tree we store a compacted trie CTv
on words of length r corresponding to the first meta-characters on the edges
outgoing from v.
Definition 2. Consider a tree with labels on edges (a suffix tree or a trie). We
say that a word X is represented by a vertex v (or that v represents X), if the
word spelled out by the path from the root of the tree to v is equal to X.
If the label of an edge (v, u) of the suffix tree begins with a meta-character
Y ′, and Y is the corresponding word of length r, then we store a pointer to
the edge (v, u) in the leaf of CTv representing Y . Tries in vertices are used for
navigation in the suffix tree (but not only for it). Clearly, given a vertex v and
a meta-character Y ′, it takes O(r log σ) = O(log n) time to find an edge (v, u)
such that its label starts with Y ′.
Also, the algorithm maintains a dynamic data structure which allows, given a
vertex v of the suffix tree, to compute the ranks of the leftmost and the rightmost
leaves of the subtree rooted at v in O(log n) time.
Definition 3. Block borders are positions of W of the form pr+1, p = 1..
⌊
n
r
⌋
.
Finally, we store a data structure which allows, given an interval I, a word
Y ∈ Σ[1,r], and a block border b, to determine whether a set of block borders
corresponding to the starting positions of the suffixes which are represented
by the leaves of the suffix tree with ranks in the interval I contains a block
border different from b and preceded by an occurrence of Y . The procedure
Exist(I, Y, b) returns zero if there is no such block border and one of them
otherwise.
Details of implementation are not important to understand the algorithm
and will be explained later, in Section 3.
Hereafter
⌊
ℓi
r
⌋
is denoted by ℓ′i. We assume that the algorithm has read the
first ℓ′i + 1 blocks of W before running the procedures P<r and P≥r.
2.2 Procedure P<r
Let W [ℓi+1..ℓi+ s] be the longest prefix of W [ℓi+1..ℓi+ r] which occurs before
the position ℓi +1. Obviously, |fi| ≥ r if s = r (see Fig. 1), and |fi| = s if s < r.
W [rk + 1] W [r(k + 2)] W [ℓi]
Previous occurrence of fi
W [ℓi + 1..ℓi + r]
fi
W [ℓi + 1..ℓi + r]
Fig. 1. Case |fi| ≥ r, r = 4. Block borders are in bold.
P<r first computes the longest prefix W [ℓi+1..ℓi+ s0] of W [ℓi+1..r(ℓ
′
i+1)]
which occurs before the position ℓi + 1. It traverses the trie starting at the
root and following edges labelled by the characters of W [ℓi + 1..r(ℓ
′
i + 1)]. The
algorithm stops in a vertex v0 either when v0 has no outgoing edge labelled by
the next character of W [ℓi+1..r(ℓ
′
i+1)] or when the position stored in the next
vertex is bigger than ℓi (which means that its label does not occur at positions
1..ℓi).
Clearly, v0 will be labelled by W [ℓi + 1..ℓi + s0]. If ℓi + s0 < r(ℓ
′
i + 1), then
|fi| = s = s0. Otherwise, the algorithm reads W [r(ℓ
′
i+1)..r(ℓ
′
i+2)], updates the
data structures and proceeds the traverse in a similar manner this time starting
at v0 and following edges labelled by the characters of W [r(ℓ
′
i + 1) + 1..ℓi + r].
A vertex v the procedure will stop at will be labelled by W [ℓi + 1..ℓi + s].
From the definition of a trie it follows that the traverse will take O(|fi| log σ)
time.
2.3 Procedure P≥r
P≥r consists of two steps. The first can be considered as preliminary, and during
the second step we compute |fi|.
The First Step P≥r starts with reading W . After reading the s-th block, it
updates the data structures and checks whether W ′[ℓ′i+1..s] is represented by a
leaf of the suffix tree of W ′[1..s]. If it is, P≥r proceeds to the second step. From
the definition of a suffix tree it follows that after the first step of P≥r all suffixes
starting at positions less than ℓ′i will be represented by leaves.
Lemma 1. During the first step at most |fi|+ r characters of W will be read.
Proof. Since s is the minimal position such that W ′[ℓ′i + 1..s] is represented by
a leaf, W ′[ℓ′i + 1..s − 1] is represented by an inner vertex in the suffix tree of
W ′[1..s−1] and, consequently, occurs before the position ℓ′i+1 inW
′. Therefore,
W [ℓi + 1..(s − 1)r] occurs before the position ℓi + 1 (see Fig. 2) and |fi| ≥
|W [ℓi + 1..(s− 1)r]|. The statement of the lemma easily follows.
We initialize M with |W [ℓi + 1..(s − 1)r]|. From the proof of the lemma it
follows that |fi| ≥M . During the computation process we will increase M until,
finally, it will become equal to |fi|.
W [ℓi] W [rs]
W [ℓi + 1..r(s − 1)] W [ℓi + 1..r(s − 1)]
W ′[ℓ′i + 1] W
′[s]
Prev. occ. of W ′[ℓ′i + 1..s − 1] W
′[ℓ′i + 1..s − 1]
Fig. 2. Relation between W ′[ℓ′i + 1..s − 1] and W [ℓi + 1..r(s− 1)].
Furthermore, the lemma guarantees that after the first step the difference
between the position of the last read character of W and ℓi +M is less than r.
This invariant will be maintained throughout the second step of the procedure
as well in the following way: we will read a new block of characters and update
the data structures only when ℓi +M is equal to the position of the last read
character of W .
The Second Step Consider the first block border which intersects a previous
occurrence of fi (see Fig. 3). It divides the occurrence into two parts: the first
short part equal to W [ℓi + 1..ℓi +m − 1] and the second part equal to a prefix
of W [ℓi +m..], m ∈ [1, r].
W [rk + 1] W [r(k + 2)] W [ℓi]
Previous occurrence of fi fi
Fig. 3. A previous occurrence of fi. The part equal to W [ℓi + 1..ℓi +m − 1] (m = 4)
is highlighted in grey.
Let fmi be the longest prefix of W [ℓi + m..] with at least one occurrence
at a block border which is less than ℓi + 1 and preceded by an occurrence of
W [ℓi + 1..ℓi +m− 1]. Obviously, |fi| = maxm∈[1,r](|f
m
i |+m− 1).
For each m = 1..r the procedure P≥r either computes |f
m
i | and updates M
or proves that |fmi |+m− 1 ≤M and starts computation of |f
m+1
i |.
If (ℓ′i+1)r+1−m ≤ ℓi, then the second step of P≥r starts with computing the
length q of the longest common prefix of W [ℓi + 1..] and W [(ℓ
′
i + 1)r+ 1−m..].
In order to compute q the procedure compares the two strings character by
character. If q > M , the procedure puts M equal to q. Then the procedure
starts to work with the suffix tree.
The procedure traverses the suffix tree starting at the root and following
the edges so that characters of the words corresponding to meta-characters of
labels coincide with characters of W [ℓi+m..]. For navigation the procedure uses
compact tries stored in the vertices of the suffix tree.
Suppose that after reading a word W [ℓi+m..p] of length at least M −m+1
the procedure is on the edge (v, u) of the suffix tree. Two cases are possible
depending on whether u is an inner vertex of the suffix tree or a leaf.
Let u be an inner vertex. Obviously, |fmi | ≥ |W [ℓi + m..p]| iff a set of the
block borders corresponding to the leaves of the subtree rooted at u contains a
block border less than ℓi+1 preceded by an occurrence of W [ℓi+1..ℓi+m− 1].
Definition 4. String depth of a vertex u of the suffix tree is the length of its
label.
Lemma 2. Let u be an explicit inner vertex of the suffix tree of W ′[1..s] with
string depth at least
⌊
M
r
⌋
. Then a block border corresponding to a leaf in the
subtree rooted at v can not be bigger than (ℓ′i + 1)r + 1.
Proof. Indeed, a subtree rooted at u can only contain leaves representing suffixes
of length at least
⌊
M
r
⌋
+1 = s−ℓ′i, and all such suffixes start at positions ≤ ℓ
′
i+1.
The statement immediately follows.
Since |W [ℓi+m..p]| ≥M−m+1, the string depth of u is at least ⌈
M−m+1
r ⌉ ≥
⌊Mr ⌋. It follows from the lemma that a set of the block borders corresponding
to the leaves of the subtree rooted at u might contain only one block border
situated to the left of ℓi + 1, namely, (ℓ
′
i + 1)r + 1.
Let left(u) and right(u) be the ranks of the leftmost and the rightmost leaves
of the subtree rooted at u. The ranks left(u) and right(u) can be computed in
O(log n) time (see Section 3). Then the set of the block borders corresponding
to the leaves of the subtree rooted at u contains a block border less than ℓi + 1
preceded by an occurrence of W [ℓi + 1..ℓi +m − 1] iff the set of block borders
corresponding to leaves with ranks belonging to the interval [left(u), right(u)]
contains at least one block border different from (ℓ′i + 1)r + 1 and preceded by
an occurrence of W [ℓi + 1..ℓi +m− 1]. To define is this condition holds we call
the procedure Exist. If such a block border exists, the procedure updates M
and proceeds. Otherwise, the procedure starts computation of |fm+1i |.
If u is a leaf then instead calling the procedure Exist we first check if this
leaf corresponds to a block border less than ℓi+1 and then check if the border is
preceded by an occurrence ofW [ℓi+1..ℓi+m−1] using a character-by-character
comparison.
Suppose now that after readingW [ℓi+m..p] of length at leastM −m+1 the
procedure stops on an edge (v′, u′) of the compact trie CTv, stored in a vertex v
of the suffix tree (which means that we are looking for an edge outgoing from v
which has an appropriate label). Let u1 and u2 be sons of v, which correspond
to the leftmost and the rightmost leaves of the subtree of CTv rooted at u
′.
Obviously, u1 and u2 can be found in O(r) time. All block borders corresponding
to leaves with ranks left(u1), left(u1)+1, . . . , right(u2) are the starting positions
of occurrences of W [ℓi +m..p]. Moreover, if one of these block borders is bigger
than ℓi+1 then it is equal to (ℓ
′
i+1)r+1 (Lemma 2). To define if there is a block
border corresponding to a leaf with the rank in the interval [left(u1), right(u2)]
preceded by an occurrence of W [ℓi..ℓi +m− 1] and different from (ℓ
′
i + 1)r + 1
the algorithm calls the procedure Exist.
Correctness of the procedure P≥r follows from its description. The following
lemma estimates the time spent during P≥r, not including the time for updates
of the data structures.
Lemma 3. To compute fi the procedure P≥r needs O(|fi| log
2 n+r log2 n) time.
Proof. During the first step P≥r reads O(|fi|+ r) characters of W (Lemma 1).
To compute the longest common prefix ofW [ℓi+1..] andW [(ℓ
′
i+1)r+1−m..]
we need O(|fmi |) time. To follow f
m
i down in the suffix tree we need O(|f
m
i | log σ)
time. Since after each execution of the procedure Exist we either increase M
or proceed to the computation of fm+1i , it is executed at most r + |fi| times.
The procedure Exist takes O(log2 n) time (see Section 3). Therefore, the total
time spent during the second step of P≥r is O((r + |fi|) log
2 n + r|fi| log σ) =
O(|fi| log
2 n+ r log2 n).
3 Data Structures
As we have already said, our algorithm maintains two data structures. In this
section we give the details and describe update procedures.
3.1 Trie
After reading W [1..tr] the trie contains suffixes of words W [rj + 1..r(j + 2)],
j = 0..t− 2. To update the trie after reading the (t + 1)-th block of characters
we first check if W [r(t − 1) + 1..r(t + 1)] is represented in the trie. To do that
we traverse the trie starting at the root and following edges labelled by the
characters of W [r(t − 1) + 1..r(t + 1)]. If we read out the whole word, then
W [r(t− 1)+1..r(t+1)], and, consequently, all its suffixes are represented in the
trie. If not, we add all suffixes of W [r(t − 1) + 1..r(t + 1)], including the word
itself, to the trie.
Lemma 4. The trie occupies o(n) bits of space and its maintenance takes
O(n log σ) time.
Proof. Due to our choice of r, there are at most σ2r = σ
logσ n
2 = n
1
2 different
words of length 2r on Σ. Therefore, the trie has at most n
1
2 r2 vertices and
occupies o(n) bits of space.
To check if the words W [rj+1..r(j+2)], j = 0..nr − 2, are represented in the
trie one needs O(n log σ) time in total. During the algorithm we add suffixes of
at most n
1
2 < nr2 words. All suffixes of a word of length 2r can be added to the
trie in O(r2 log σ) time, so we get the announced time bound.
Finally, suppose that we create a new vertex v in the process of adding a
suffix W [p..r(k + 2)] of the word W [rk + 1..r(k + 2)] to the trie. Then we just
remember the position p as the leftmost starting position of a suffix ending in
the subtree rooted at v. This completes the description of the update procedure
of the trie.
3.2 Suffix Tree
The suffix tree is updated by Ukkonen’s algorithm [20]. When we create a new
edge outgoing from a vertex v with the first character of the label equal toW ′[k],
we add W [(k − 1)r + 1..kr] to CTv.
Below we describe the procedure Exist and how to compute the ranks of
the leftmost and the rightmost leaves in a subtree rooted at a vertex v.
Ranks of the leftmost and the rightmost leaves The data structure we will
use to compute the ranks of the leftmost and the rightmost leaves of a subtree
is similar to the one from [14].
We maintain a dynamic doubly-linked list EL corresponding to the Euler
tour of the current suffix tree. Each internal vertex of the suffix tree is stored
in two copies in EL, corresponding respectively to the first and last visits of
the vertex during the Euler tour. Leaves of the suffix tree are kept in one copy.
Observe that the leaves of the suffix tree appear in EL in the “left-to-right”
order, although not consecutively.
We also maintain a balanced binary tree, denoted BT , whose leaves are
elements of EL. Note that the number of vertices of BT is bounded by 2nr
and the height of BT is O(log n). We call leaves of BT corresponding to leaves
of the suffix tree suffix leaves. For each suffix leaf we store the corresponding
block border (we will use this information in the procedure Exist), and for each
internal vertex u of BT we store the number of suffix leaves in the subtree of BT
rooted at u.
The rank of the leftmost leaf in the subtree rooted at v is the number of the
suffix leaves in EL preceding the first copy of v in EL plus one. This number
can be computed in O(log n) time by following the path from the leaf of BT
corresponding to this copy to the root of BT and summing up the number of
the suffix leaves in the subtrees rooted at the left sons of the vertices on the
path. The rank of the rightmost leaf can be computed in a similar way.
Now we should explain how to update EL and BT . When a new vertex v is
added to a suffix tree, the following updates should be done (in order):
(i) insert v at the right place of the list EL (in two copies if v is an internal
vertex),
(ii) rebalance the tree BT if needed,
(iii) if v is a leaf of the suffix tree (i.e. a suffix leaf of BT ), update information
about the number of suffix leaves in BT .
To see how update (i) works, we have to recall how suffix tree is updated
when a new document is inserted. Two possible updates are creation of a new
internal vertex v by splitting an edge into two (edge subdivision) and creating
a new leaf u as a child of an existing vertex. In the first case, we insert the first
copy of v right after the first copy of its parent, and the second copy right before
the second copy of its parent. In the second case, the parent of u has already at
least one child, and we insert u either right after the second (or the only) copy
of its left sibling, or right before the first (or the only) copy of its right sibling.
Rebalancing the tree BT (update (ii)) is done using standard methods. Ob-
serve that during the rebalancing we may have to adjust the information about
the number of the suffix leaves for internal vertices, but this is easy to do as only
a constant number of local modifications is done at each level.
Update (iii) is triggered when a new leaf u is created in the suffix tree and
added to EL. We then have to follow the path in BT from the new leaf u to
the root and update the information about the number of suffix leaves for all
vertices on this path. These updates are straightforward. All these steps take
O(log n) time.
Procedure Exist(I, Y, b) Let pi be the starting position of the suffix repre-
sented by the i-th leaf in the left-to-right order on the leaves of the suffix tree.
Consider a virtual sequence GBWT , where GBWT [i] is equal to the reverse of
the bit representation of W ′[pi − 1]. Elements of GBWT belong to a segment
[0, σr] = [0, n
1
4 ].
Consider a dynamic wavelet tree for GBWT . The wavelet tree for a se-
quence GBWT , elements of which belong to a segment [min,max] ⊂ [0, n
1
4 ]
can be defined recursively. If min = max then the wavelet tree consists of
one vertex corresponding to min. Otherwise the tree has a root correspond-
ing to the segment [min,max]. A binary vector Vroot is defined as follows: if
GBWT [i] ≤ ⌊min+max2 ⌋, then Vroot[i] = 0, otherwise Vroot[i] = 1. We store a
data structure [16] which allows ro read any bit Vroot[i], compute the number of
zeros or ones in a prefix Vroot[1..i] (rank0(i, Vroot) or rank1(i, Vroot) ), or com-
pute the position of i-th zero or i-th one (select0(i, Vroot) or select1(i, Vroot)), as
well as to add a new bit between Vroot[i] and Vroot[i + 1] in O(log n) time. The
data structure occupies the number of bits proportional to the vector’s length.
Let GBWT left be a subsequence of GBWT formed by the elements GBWT [i],
GBWT [i] ≤ ⌊min+max2 ⌋, and GBWT right be the complementary subsequence.
Then a subtree rooted at the left son of the root is the wavelet tree forGBWT left,
elements of which belong to a segment [min, ⌊min+max2 ⌋], and a subtree rooted
at the right son of the root is the wavelet tree for GBWT right, elements of which
belong to a segment [⌊min+max2 ⌋+ 1,max].
It follows from the definition that the wavelet tree for GBWT has o(n) leaves
and, consequently, o(n) vertices. As there are at most O(log n) levels in the tree
and the total length of the bit vectors is at most nr , the wavelet tree for GBWT
occupies o(n) +O(nr logn) = O(n log σ) bits of space in total.
We define a meta-character cmin as follows: reverse the bit representation of
Y and then append (r−|Y |) log σ zeros to it. A meta-character cmax is defined in
a similar way, but ones are appended instead of zeros. Obviously, a block border
pr+1 is preceded by an occurrence of Y iff the reverse of the bit representation
of W ′[p− 1] lies in the interval [cmin, cmax]. Let B
Y
I be the set of block borders
corresponding to the leaves with ranks in I and preceded by an occurrence of Y .
First the procedure Exist finds p1, p2 ∈ I such that GBWT [p1],GBWT [p2] ∈
[cmin, cmax], and then computes the block borders b1, b2 corresponding to leaves
with ranks p1, p2. Obviously, B
Y
I contains at least one block border different
from b iff either b1 or b2 is not equal to b.
The dynamic wavelet tree for GBWT allows to find p1, p2 ∈ I such that
GBWT [p1],GBWT [p2] belong to [cmin, cmax] in O(log
2 n) time [15]. We start
at the interval [start, end] = I of Vroot. Now we map the interval to the left
and to the right, replacing start by rank0/1(start − 1, Vroot) + 1 and end by
rank0/1(end, Vroot), and continue recursively. We stop the recursion (i) if the
interval [start, end] is empty; (ii) if the interval corresponding to the current
vertex does not intersect with the interval [cmin, cmax]; (iii) if the interval cor-
responding to the current vertex is contained in [cmin, cmax]. It can be shown
that only O(log n) vertices will be visited. Suppose that the traverse stops at
some vertex u because of (iii) and GBWTu is the corresponding subsequence of
GBWT . Then elements GBWT u[start],GBWT u[start + 1], . . . ,GBWTu[end]
belong to the interval [cmin, cmax], and their positions in GBWT belong to I.
Any of these positions, e.g., the position of an element GBWTu[k] in GBWT ,
can be computed in O(log2n) time in the following way: we go along the path
from u to the root replacing k by select0/1(k, Vp) when moving from the left
(right) son of a vertex p to p. The value of k at the root will be equal to the
position of the element GBWTu[k] in GBWT .
Using BT the block borders corresponding to the leaves of the suffix tree
with ranks p1 and p2 can be computed in O(log n) time, since it is enough to
find the corresponding suffix leaves of BT . Hence, O(log2 n) time is sufficient to
determine whether a set of block borders corresponding to the starting positions
of the suffixes which are represented by the leaves of the suffix tree with ranks
in the interval I contains a block border different from b and preceded by an
occurrence of Y .
It remains to describe how the wavelet tree is updated. To add a new element
between GBWT [i] and GBWT [i+1] we need O(log2 n) time, because we need to
create at most log n vertices and to add a new bit to O(log n) binary vectors. To
update the wavelet tree after adding a new leaf to the suffix tree we first compute
the rank of this leaf in the left-to-right order on the leaves of the suffix tree in
O(log n) time using BT and then add the corresponding element to GBWT .
Lemma 5. The suffix tree and additional data structures occupy O(n log σ) bits
and their maintenance takes O(n log2 n) time.
Proof. The suffix tree has at most nr leaves and therefore O(
n
r ) edges. We specify
labels of edges by their starting and final positions in W ′. Hence, the suffix tree
occupies O(n log σ) bits.
Tries in vertices of the suffix tree have O(nr ) leaves in total and occupy
O(n log σ) bits as well (labels of edges are specified by their starting and final
positions inW ). Finally, BT , EL and the dynamic wavelet tree use O(nr logn) =
O(n log σ) bits of space.
Ukkonen’s algorithm [20] takes O(nr logn) = O(n log σ) time (additional logn
appears because of the cost of navigation). To update tries in the vertices of the
suffix tree we need O(nr logn) = O(n log σ) time. All wavelet tree updates take
O(nr log
2
n) = O(n log n logσ) = O(n log2 n) time. And finally, updates of BT
and EL take O(nr logn) = O(n log σ) time.
4 Results and Conclusions
To conclude, we prove the following theorem.
Theorem 1. The presented algorithm computes the Lempel-Ziv factorization of
a word W in O(n log2 n) time and O(n log σ) bits of space.
Proof. Lemmas 4 and 5 guarantee that the data structures occupy O(n log σ)
bits of space in total and that their maintenance takes O(n log2 n) time.
To compute fi, first P<r is run. As we have proved, it takes O(|fi| log σ) time.
P≥r is run only when |fi| ≥ r (i.e., at most
n
r times) and takes O((|fi|+r) log
2 n)
time. Therefore, the total time spent by procedures P<r and P≥r is O(n log
2 n),
and this completes the proof.
It is easy to see that the described algorithm can be implemented online with
the same running time and space.
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