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Change detection for undermodelled processes using mismatched
hidden Markov model test filters
Jasmin James, Jason J. Ford and Timothy L. Molloy
Abstract— In this paper we present a change detection
approach for dependent processes based on the output of a
mismatched hidden Markov model (HMM) test filter (i.e., a
HMM filter applied to observations not generated by its model).
The presented approach is intended to be suitable for dependent
processes that are significantly undermodelled in the sense that
their conditional densities are not known, are too complex, or
are otherwise unsuitable for existing change detection tech-
niques. We establish a description of a mismatched HMM test
filter’s output when it is applied to sequences generated by a
general dependent process. This description is used to motivate
the proposal of a novel change detection approach based on
monitoring the statistical properties of the mismatched HMM
test filter’s output. We examine our proposed approach in an
important vision based aircraft detection application where it
offers improvements in detection range (mean increase of 276m)
compared to the current state of the art baseline detection
approach.
I. INTRODUCTION
The problem of detecting change in a stochastic process
arises in many applications across diverse fields including
automatic control [1]–[3], quality control [1], and signal
and image processing [4]–[8]. In many practical applications
in automatic control such as fault detection [2], [9], [10],
process control [11] and event and signal detection [12], we
are interested in detecting change events, however we do not
have accurate descriptions of the underlying pre-change and
post-change behaviours. Although there have been advances
in uncertain process change detection techniques using pa-
rameter estimation [10] and robust methods [7], challenges
still remain when processes are significantly undermodelled
(such as in the presence of non-parametric uncertainty).
Motivated by these challenges, this paper proposes a novel
approach for detecting changes in undermodelled processes
using a mismatched hidden Markov model (HMM) test filter
(i.e., a HMM filter applied to observations not generated by
its model).
Standard change detection problem formulations seek ap-
proaches that minimise the delay in detecting a change in the
statistical properties of a process, between pre-change and
post-change process models that are assumed known exactly
or have parameterised uncertainty, subject to a constraint
on the false alarm rate [3], [13]–[17]. Early treatments
considered the case where both the pre-change and post-
change models are exactly known and are independent and
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identically distributed (i.i.d.) processes [4]. Under these
simple i.i.d. process modelling assumptions, Lorden posed
and solved an optimal change detection problem for a worst
average detection delay cost over all possible pre-change
observation sequences subject to a false alarm rate con-
straint [13]. More recently, asymptotic versions of Lorden’s
optimality result have been extended to general dependent
processes in [3], and some classes of HMM processes in
[15]–[17].
Over the last few decades, there has been some limited
progress in developing change detection approaches for un-
certain processes. Several authors have proposed approaches
that estimate unknown statistics using maximum likelihood
techniques to detect additive changes in linear state-space
models (such as actuator or sensor faults) [9], [10]; but
unfortunately these approaches become computationally in-
tractable for non-additive changes and general dependent
processes lacking parameterised densities (cf., [3] and [8]).
Alternatively, tractable robust change detection approaches
that offer some level of guaranteed performance for bounded
model uncertainty have recently been proposed in [7].
However these robust change detection approaches are still
limited by their reliance on model uncertainty descriptions
(e.g., sets of parameterised models). This paper seeks to
propose a change detection approach that is capable of
detecting unknown changes in general dependent processes
without relying on parameter estimation or parameterised
model uncertainty descriptions.
The key contribution of this paper is the idea of detecting
a change in an undermodelled general dependent process
(i.e., a process with non-parametric uncertainty) on the basis
of a mismatched HMM test filter. To support this idea we
establish a description of how the statistics of a mismatched
HMM test filter’s output changes with variations in the
underlying general dependent process. We then propose a
novel change detection approach based on a cumulative
sum (CUSUM) test statistic generated from a HMM test
filter’s output. We examine the performance of our proposed
approach in a vision based aircraft detection application,
where we illustrate detection performance improvements
relative to the current state of the art baseline detection
system.
The rest of this paper is structured as follows. In Section
II we describe the change detection problem for general
dependent processes, and highlight why this problem is chal-
lenging for existing approaches. In Section III we introduce
some HMM filter notation that is required for our proposed
approach. In Section IV we establish statistical properties
of a mismatched HMM test filter’s output when applied
to a general dependent process. We use this description to
motivate the proposal of our change detection approach.
In Section V we examine our proposed technique in a vi-
sion based aircraft detection application where parameterised
models are impractical. Finally, we provide some conclusions
in Section VI.
II. PROBLEM FORMULATION
In this section, we will describe our motivating change
detection problem for general dependent processes and high-
light why this problem poses a challenge for existing change
detection techniques.
For k > 0, let Yk ∈ Y be a sequence of (possibly
dependent) random variables taking values in the set Y ⊆
RM . We assume that the sequence Yk potentially contains a
change point ν ≥ 1 in the sense that the conditional density
of Yk given Y[1,k−1] , {Y1, Y2, . . . , Yk−1} is f0k (·|Y[1,k−1])
for k < ν and f1,νk (·|Y[1,k−1]) for k ≥ ν.
Under our change description, the joint probability density
function of the sequence Y[1,k] for k ≥ ν is given by
pν(Y[1,k]) ,
ν−1∏
i=1
f0i (Yi|Y[1,i−1])
k∏
j=ν
f1,νj (Yj |Y[1,j−1]) (1)
where we define the initial densities f01 (Y1|Y[1,0]) , f01 (Y1)
and f1,ν1 (Y1|Y[1,0]) , f1,ν1 (Y1). If k < ν we define∏k
j=ν f
1,ν
j (Yj |Y[1,j−1]) , 1.
We observe Yk sequentially with the aim of detecting a
change as soon as possible after the change time ν subject to
a false alarm rate constraint. The cumulative sum (CUSUM)
rule is the standard approach for detecting changes in general
dependent processes [3], [8]. The CUSUM stopping time T
is defined as [3]
T , inf
{
k : max
1≤t≤k
k∑
i=t
log
(
f1,νi (·|Y[1,i−1])
f0i (·|Y[1,i−1])
)
≥ h
}
(2)
where h is a constant chosen to set the false alarm rate
constraint.
For general dependent processes (even with known pre-
and post-change models), applying the CUSUM rule T is
challenging. For example, the maximisation step in (2) is
taken over all previous time instants and quickly becomes
computationally intractable. Further, if the pre- and post-
change models are not known, but are from a known pa-
rameterised class of models, then an additional maximisation
over possible models is required.
In this paper, we consider the challenging case where the
pre-change f0k (·|Y[1,k−1]) and post-change f1,νk (·|Y[1,k−1])
conditional densities are undermodelled in the sense of
containing non-parametric uncertainty (a situation where the
standard frameworks appear to be untenable). Our approach
will be to indirectly detect a change in the sequence Yk by
utilising the output of a mismatched HMM test filter.
III. BACKGROUND MATERIAL
In this section, we introduce some HMM filter notation
that is required for our proposed approach.
A. Hidden Markov model description
At time k ≥ 0, let Xk be a Markov chain of dimension
X , with state space SX , {e1, e2, . . . , eX } where ei ,
[0, . . . , 0, 1, 0, . . . , 0]′ is a unit vector in RX with 1 in its
ith component and zeros elsewhere. The state sequence
Xm, Xm+1, . . . , Xn will be written as X[m,n]. The transi-
tions between states are described by the transition probabil-
ity matrix A ∈ RX×X where Aij , P (Xk+1 = ei|Xk = ej)
for all 1 ≤ i, j ≤ X and ΣXi=1Aij = 1 for all j. We denote
the initial state distribution as pi ∈ RX where pii , P (X0 =
ei).
Let us now assume the state process is observed indirectly
through the sequence Yk ∈ RM , at time k > 0, as described
by the following additive noise observation process
Yk = CXk + ωk (3)
where C ∈ RM×X and ωk ∈ RM is an i.i.d. sequence of
random variables with vector density φ(·). At time k > 0,
the probability law bi(Yk) , p(Yk|Xk = ei) describes the
probability of an observation Yk, given that the state is
Xk = ei for i ∈ {1, . . . ,X}. We let B ∈ RX×X denote
the diagonal matrix of output densities where
Bij(Yk) =
{
bi(Yk) for i = j
0 for i 6= j (4)
for 1 ≤ i, j ≤ X . We denote a HMM as λ =
(X , A,C, φ(·), pi). Associated with the HMM λ, let
pλ(Y[1,k]) and pλ(Yk|Y[1,k−1]) denote the joint probability
density function and conditional probability density functions
respectively.
B. The hidden Markov model filter
For k > 0, the conditional mean filter for a HMM λ is
given by [18]
Xˆk|λ = Nk|λB(Yk)AXˆk−1|λ (5)
where Nk|λ are scalar normalisation factors defined by
N−1k|λ , 〈1, B(Yk)AXˆk−1|λ〉. (6)
Here, Xˆ0|λ is set equal to the initial state distribution pi, and
〈., .〉 denotes the inner product. The joint probability density
function of a sequence Y[1,k] generated by λ is given by [18]
pλ
(
Y[1,k]
)
=
k∏
m=1
N−1m|λ. (7)
IV. A MISMATCHED HIDDEN MARKOV MODEL FILTER
APPROACH TO CHANGE DETECTION
In this section, we present our proposed change detection
technique. We first introduce some required measure theory
concepts, before characterising the outputs of a mismatched
HMM test filter when it is applied to a sequence generated by
a general dependent process. We use this characterisation to
motivate the proposal of a novel change detection approach
based on the output of the mismatched HMM test filter.
A. Probability spaces and measure changes
To establish the results that follow, we will introduce some
probability measure and measure change concepts (see [18]
for more information).
First, let us consider the probability space of the mis-
matched HMM test filter (Ω,F , P ), where Ω is the set
of all infinite sequences ω , {Y[1,∞], X[1,∞]} and F =
∪∞k=0Fk where Fk denotes the complete filtration generated
by Y[1,k] with F0 , {∅,Ω}. Here, P is a probability
measure constructed using Kolmogorov’s extension theorem
[19] obtained from distributions of Yk generated by λ. Let
E[·] denote the expectation operation defined by P .
Let us also consider a general dependent process with
conditional densities fk(Yk|Y[1,k−1]), and an associated
probability measure P g on (Ω,F) constructed using Kol-
mogorov’s extension theorem [19] obtained from distribu-
tions of Yk generated by the general dependent process.
Let Eg[·] denote the expectation operation defined by P g .
Here, fk(Yk|Y[1,k−1]) could be one of the pre- or post-change
models described in Section II, or simply a process without
change. Finally, we introduce a reference probability measure
P † on (Ω,F), under which Yk becomes a sequence of i.i.d.
random variables with density φ(·) and let E†[·] denote the
expectation operation defined by P †.
Let us now describe three measure changes to relate
P , P g and P †. Assume that P  P † and P †  P g .
We can define these measure changes via Radon-Nikodym
derivatives dPdP g
∣∣
Fk = Λk,
dP
dP †
∣∣
Fk = Λ
†
k, and
dP †
dP g
∣∣∣
Fk
= Λgk
as follows (see [18], [20]) :
Λk =
k∏
l=1
ρl, ρk =
pλ(Yk|Y[1,k−1])
fk(Yk|Y[1,k−1]) P
g-a.s. (8)
Λ†k =
k∏
l=1
ρ†l , ρ
†
k =
pλ(Yk|Y[1,k−1])
φ(Yk)
P†-a.s. (9)
Λgk =
k∏
l=1
ρgl ρ
g
k =
φ(Yk)
fk(Yk|Y[1,k−1]) . P
g-a.s. (10)
Simple algebra confirms that the defined Radon-Nikodym
derivatives (8)-(10) relate our probability measures in the
intended way (see [18, Ch. 3] for similar situations).
B. The normalisation factor of a hidden Markov model test
filter
We now establish a result that describes the statistical
properties of a mismatched HMM test filter’s normalisation
factor N−1k|λ when it is applied to a sequence generated by a
general dependent process.
Theorem 1. Consider a HMM λ and corresponding filter
Xˆk|λ (5) applied to a sequence Y[1,k] generated by a general
dependent process governed by fk(Yk|Y[1,k−1]) (rather than
λ). Assume that P  P † and P †  P g . Then the
normalisation factor Nk|λ (6) is given by
N−1k|λ =
Eg
[
Λgk|Y[1,k−1]
]
Eg
[
Λk|Y[1,k−1]
] Pg-a.s. (11)
Proof. From the unnormalised conditional expectation result
[18, Lem. 2.3.3] we can write
N−1k|λ =
1
E†k
[
Λ†|Y[1,k−1]
] P†-a.s. (12)
Using the conditional Bayes Theorem [18, Thm. 2.3.2],
noting that Λk = Λ
†
kΛ
g
k and P
†  P g , gives
N−1k|λ =
Eg
[
Λgk|Y[1,k−1]
]
Eg
[
Λk|Y[1,k−1]
] Pg-a.s. (13)
and this completes the proof.
Theorem 1 establishes a relationship between the test
filter normalisation factor N−1k|λ and the general dependent
process fk(Yk|Y[1,k−1]) that generated the sequence Y[1,k].
The theorem highlights that, as expected, variations in the
general dependent process fk(Yk|Y[1,k−1]) (such as a change
from f0k (·|Y[1,k−1]) to f1,νk (·|Y[1,k−1])), changes both Λgk
and Λk, and hence changes the statistics of N−1k|λ. We will
exploit this observation in the next section, by proposing a
change detection approach based on detecting changes in the
statistics of the sequence N−1k|λ (rather than detecting directly
from the sequence Y[1,k]).
C. Proposed approach: hidden Markov model filter normal-
isation factor change detection (N-CD)
We now return to our original problem from Section II
and consider a general dependent process sequence Y[1,k],
described by (1). In light of Theorem 1, we propose reducing
the problem of detecting a change in Y[1,k] to the problem
of detecting a change in the normalisation factors N−1k|λ of
the mismatched HMM filter (5). We assume that processing
Y[1,k] by a HMM filter results in a sequence to monitor (i.e.
N−1k|λ) that has reduced dependence and can be approximately
modelled as i.i.d. for change detection purposes, see also Re-
mark 1. Specifically, motivated by Lorden’s quickest change
detection in i.i.d. processes [13], we propose a normalisation
change detection (N-CD) approach that declares a change in
Y[1,k] the first time k ≥ 0 that the CUSUM monitoring test
statistic
Sk = max
{
Sk−1 + log
(
pb(N
−1
k|λ)
pa(N
−1
k|λ)
)
, 0
}
(14)
exceeds a given threshold hs > 0 chosen to set the false
alarm rate constraint. Here, we define S−1 , 0, and let
pa(N
−1
k|λ) and pb(N
−1
k|λ) denote the i.i.d pre-change and post-
change models of the normalisation factors, respectively.
These pre-change and post-change models of the normali-
sation factors are potentially experimentally determined.
Our N-CD approach applied to a general sequence Y[1,k]
is summarised in Algorithm 1 with required inputs:
• a mismatched HMM test filter Xˆk|λ (5),
• densities for the pre-change and post-change models
pa(N
−1
k|λ) and pb(N
−1
k|λ) (14),
• a false alarm constraint hs.
Remark 1. The motivation behind approximating the N−1k|λ as
i.i.d. is the intuition that examining the HMM normalisation
Algorithm 1 Normalisation factor change detection (N-CD)
1: while change not declared do
2: receive Yk;
3: compute N−1k|λ with mismatched HMM filter (6);
4: update CUSUM monitoring test statistic Sk (14);
5: if Sk > hs then
6: declare change;
7: end if
8: end while
factor is analogous to examining the whiteness of Kalman
filter innovations to evaluate model match [21, Section 5.4].
Hence, the proposed change detection approach is concep-
tually similar to Kalman filter residual based fault detection
techniques [11]. The advantage here is that HMMs allow the
modelling of a broader range of dependent processes (in-
cluding non-linear processes). Moreover, [3] established that
the CUSUM rule (2) is asymptotically optimal for non-i.i.d.
processes, hence we would expect the CUSUM monitoring
test statistic (14) performance to gracefully degrade for small
errors in the i.i.d. assumption about N−1k|λ.
V. APPLICATION TO VISION BASED AIRCRAFT
DETECTION
In this section, we examine our proposed N-CD approach
(14) in an important vision based aircraft detection applica-
tion, in which undermodelled processes make it challenging
to apply existing change detection techniques. Detection
performance will be evaluated on image sequences collected
during 9 mid-air head-on near collision course encounters
between two fixed-wing aircraft: a ScanEagle unmanned
aerial system (UAS) and a Cessna 172R general aviation
aircraft. An example of the cloud variation in the image
sequences can be seen in Figure 1. See [22] for more details
of the flight experiments.
A. Vision based aircraft detection system
The baseline detection system from [23] uses a two-stage
processing paradigm of spatial filtering followed by temporal
filtering. For spatial filtering we use morphological filtering
to suppress background clutter and highlight small pin-like
shapes. The bottom hat (BH) morphological filter applied to
an image Yk with a structuring element S is defined by
BH(Yk, S) = [(Yk ⊕ S)	 S]− Yk (15)
where 	 and ⊕ are the morphological operations erosion
and dilation respectively. We used horizontal and vertical
structuring elements Sh =
[
1, 1, 1
]
, Sv =
[
1, 1, 1
]′
and took the minimum response to give our processed image
Y¯k as follows
Y¯k = min[BH(Yk, Sh), BH(Yk, Sv)]. (16)
The morphologically processed image Y¯k is the input to
the temporal filtering stage, which uses a HMM filter (5)
where the Markov states correspond to pixels in the image.
Between consecutive image frames the aircraft can transition
Fig. 1. An example of the cloud variation in different image sequences:
Case 10 and Case 15.
to different states (pixels) as described by the HMM filter
transition probabilities. We model the expected motion of the
aircraft in the image as having equal probability of motion
to any pixel within 2 pixels of the aircraft location in the
previous frame (see [23] for more details).
We model the output densities based on the strength of the
response in the morphology (see [23] for justification) as,
bi(Y¯ ik ) = Y¯
i
k + 1 (17)
where Y¯ ik is the intensity in the ith pixel of Y¯k.
1) Baseline system: smoothed normalisation thresholding
(SNT) detection declaration: In the baseline detection system
of [23], a test statistic ηk is calculated using the normalisation
factor (6) from the HMM filter via an exponential moving
average filter
ηk =
(
L− 1
L
)
ηk−1 +
(
1
L
)
log
(
N−1k|λ
)
(18)
where L = 10 is used (experimentally found to be effective).
A detection is declared when ηk ≥ hc where hc is a constant
chosen to set the false alarm rate constraint. In the following
sections, we will denote this baseline declaration approach
as smoothed normalisation thresholding (SNT).
2) Proposed system: N-CD detection declaration: Our
proposed system uses a N-CD approach Sk (14) for detection
declaration, where non-aircraft pa(N−1k|λ) = N (1.2, 0.05)
and aircraft pb(N−1k|λ) = FN (0, 1.5) (FN denotes a folded
normal density, see [24] for definition) densities were em-
pirically derived taking the mean and variance of a sample
sequence. We note that we are currently unable to analyti-
cally derive these densities however we test the sensitivity
of these parameters in an upcoming section.
Remark 2. For simplicity of presentation, our study only
examines one filter branch of the vision based aircraft
detection system but similar performance benefits are seen
in the 4 HMM filter detection system described in [23],
[25], which successfully detects aircraft in an additional 6
encounters, and hence all 15 encounters collected in [22].
B. Illustrative example of N-CD compared to SNT
Here, we compare the performance of the baseline SNT
declaration approach to our proposed N-CD approach. Note
that detection range and false alarm performance varies with
the choice of the threshold parameters (hs for N-CD and hc
for SNT). Hence, to ensure fair comparison, we will compare
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Fig. 2. An illustrative example of the proposed N-CD and SNT approaches
during two encounters. In Case 9 N-CD detects the aircraft at 3479m and
SNT at 2160m. In Case 11 the N-CD detects the aircraft at 1968m and the
SNT at 1917m.
the two approaches on the basis of the lowest hs and hc
thresholds for each algorithm that achieve zero false alarms
(ZFAs) in this data set; so that we can compare the resulting
ZFA detection range (the ability to achieve low false alarm
rates is consistent with findings in [23], [25]). In practice,
detection thresholds could be adaptively selected on the basis
of scene difficulty such as proposed in [26].
Figure 2 shows illustrative examples comparing the pro-
posed N-CD and baseline SNT in two encounters: Case 9
(significant improvement) and Case 11 (minimal improve-
ment). In both cases, there are noise artefacts in the SNT
statistics that correspond to cloud features having some
visual similarity to an aircraft, these (importantly) are effi-
ciently rejected by the N-CD approach. In Case 9, the distinct
nature of the N-CD statistic results in significantly earlier
detection at frame 761 (ZFA detection range of 3479m)
whilst the SNT approach detects at frame 935 (ZFA detection
range of 2160m). In contrast, in Case 11 the N-CD and SNT
approaches detect at similar ranges with the N-CD approach
detecting the aircraft at frame 1069 (ZFA detection range of
1968m) and the SNT approach at frame 1075 (ZFA detection
range of 1917m).
C. Detection range performance and sensitivity study
Figure 3 shows the ZFA detection ranges of the proposed
N-CD and SNT approaches in the 9 examined encounters.
The mean N-CD ZFA detection range of 2292 ± 174.5m
represents a mean improvement of 276m over the mean SNT
ZFA detection range of 2016± 63.7m.
We also examined the sensitivity in ZFA detection range
performance to the choice of pre- and post-change models
in the N-CD approach. We determined ZFA detection ranges
for different values of the non-aircraft normalisation factor
density pa(N−1k|λ) = N (µN0 , σN0 ) for 1.1 ≤ µN0 ≤ 1.3 and
0.01 ≤ σN0 ≤ 0.1 and the aircraft normalisation factor
density pb(N−1k|λ) = FN (0, σN1 ) for 1.0 ≤ σN1 ≤ 2.0. Figure
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Fig. 3. ZFA detection ranges of the proposed N-CD and SNT approaches
in 9 encounters.
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Fig. 4. The detection ranges (m) for a sweep of different parameters for
the non-aircraft normalisation factor density pa(N−1k|λ) = N (µN0 , σN0 ) for
1.1 ≤ µ0 ≤ 1.3 and 0.01 ≤ σN0 ≤ 0.1 with the aircraft normalisation
factor density pb(N
−1
k|λ) = FN (0, σN1 ) for σN1 = 1.5. The red cross
corresponds to the parameters used in the comparison study. This illustrates
that the N-CD algorithm is not overly sensitive to density choice.
4 shows the variation in ZFA detection range for varying
µN0 and σ
N
0 with a constant σ
N
1 = 1.5 (investigations with
σN1 = 1.0 and σ
N
1 = 2.0 resulted in similar sensitivities).
The red star in Figure 4 corresponds to the parameters used
for the results shown in Figure 3.
Figure 4 suggests that there is a broad range of parameters
for which there is minimal change in ZFA detection range
and that the N-CD approach is not significantly sensitive to
density parameter choice.
D. Testing the validity of the i.i.d. assumption
We tested the autocorrelation of a sample sequence to
investigate the feasibility of our i.i.d. assumption [27], [28].
Figure 5 presents the autocorrelation of the normalisation
factor N−1k|λ in Case 11 during a period where the filter
is not tracking a target. The red dots are the correlation
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Fig. 5. The autocorrelation of the normalisation factor N−1
k|λ in Case 11
during a period where the filter is not tracking a target. The red dots are
the correlation for a given lag and the blue bounds corresponds to 95%
confidence intervals. This study suggests that the normalisation factor could
be approximately modelled as i.i.d..
of the normalisation factor for a given lag and the blue
bounds corresponds to 95% confidence intervals. We note
that similar autocorrelation is seen in the other 9 examined
encounters. This study suggests that the normalisation factors
can be approximately modelled as i.i.d..
E. Conclusions from the application study
This important vision based aircraft detection application
is challenging for existing change detection techniques due
to the presence of undermodelled processes. The mean
detection range improvement of 276m achieved by our novel
N-CD approach in our study highlights:
• the utility of our assumption that processing Y[1,k] by
a HMM filter results in an output sequence that can be
approximately modelled as i.i.d. for change detection
monitoring purposes; and
• that monitoring mismatched HMM test filter outputs can
lead to a practical approach to change detection of the
undermodelled processes.
VI. CONCLUSION
In this paper, we applied a mismatched HMM test filter to
sequences generated by an undermodelled general dependent
process. We established a description of how the statistics of
a mismatched HMM test filter output change with variations
in the underlying general dependent process and proposed
an algorithm that uses a CUSUM monitoring test statistic
to detect this change. We applied our proposed algorithm to
vision based aircraft detection and illustrated improvements
in detection range (mean increase of 276m) compared to the
current state of the art baseline detection system. Finally, in
this application, we illustrated that the proposed algorithm is
not overly sensitive to parameter choice.
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