Feynman pseudomeasures are defined to be linear functionals (distributions) on proper subspaces of functions defined on an infinite-dimensional vector space or manifold; the values that such functionals take on functions from their domains are called Feynman path integrals of those functions.
There exist two methods for obtaining formulae for transformations of Feynman pseudomeasures and, what is almost the same, for the Feynman path integrals. The first one of these methods can be traced back to a procedure developed for (only usual σ-additive) measures in [9] (see also an appendix in [4] written by V. Styablovskaya). This method uses the integration of the logarithmic derivatives of the distributions, along a family of transformations and subsequent integration of this derivative; some results in this direction were obtained in [2] and [7] . The second method uses the generalized densities of pseudomeasures; in a systematic form it was started in [1] , but only for usual measures. In fact, this latter method gives a recipe to calculate the formulae while the former gives a way to prove the validity of the obtained formulae.
One of the possible applications of the obtained formulae for transformations of Feynman pseudomeasures is the explanation of the origin of the so-called quantum anomalies, i.e. symmetry breaking by the quantization procedure (cf. [5] ). In particular one says that the quantum anomalies arise when after the quantization of a classical Lagrangian system, whose Lagrange function is invariant with respect to a collection of transformations one gets a quantum system which is not invariant anymore with respect to the same set of transformations. The explanation of the origin of the quantum anomalies, with full mathematical rigor, was first given in [6] . However, that paper mainly considers the logarithmic derivatives of the pseudomeasures and not the pseudomeasures themselves.
The aim of the present communication is twofold. On the one hand we extend the technique developed in [1] to pseudomeasures, and on the other, we apply this technique to discuss the origin of quantum anomalies in an alternative fashion to the approach taken in [6] . As it has already mentioned the first of the previously described methods has been extended to the Feynman type pseudomeasures in [2] and [7] (but without applications to quantum anomalies).
Our paper is organized as follows. After some preliminaries we investigate differential properties of pseudomeasures and introduce the notion of the generalized density of a pseudomeasure. Then we consider the application of the obtained results to the problem of quantum anomalies.
In the books [3] and [5] written by leading experts in mathematical physics, the authors suggest explanations of quantum anomalies which contradict each other. In [6] the contradiction has been explained using differential properties of the Feynman pseudomeasures; in what follows we consider the finite transformations of the same pseudomeasure.
Below we discuss mainly the algebraic structures of the considered problems and omit assumptions of analytical character.
Preliminaries
In his famous paper from 1948, Feynman represents a solution of the simplest Schrödinger equation by a limit of integrals over Cartesian powers of the spatial domain of the solution; after that, he interprets this limit as an integral over an infinite dimensional space of functions taking values in the same spatial domains. Finally, he notices that the integrand can be taken as the product of the exponent of the classical action and the initial data. In this paper by Feynman the action is presented in Lagrangian form, but in his next paper (1951) the action is presented in Hamiltonian form. Because of that it was necessary to consider, instead of the limit of integrals over cartesian powers of the spatial domains of the solution, the limit of the integrals over Cartesian powers of the cotangent bundles of the domain. But integration over infinite-dimensional spaces of functions, with values in proper subspaces, was understood by Feynman (without any mathematical definition) with respect to some analogues of Lebesgue measure, which do not exist in the infinite dimensional case (due to a theorem by A. Weil).
In order to embed this construction in a mathematical frame, one usually represents the exponent of the action as a product of two exponents: one of them defines a Feynman pseudomeasure (in our terminology it is the generalized density of the Feynman pseudomeasure) and the second one is a function whose product with the initial data is the integrand in the Feynman path integral (which is an integral, in some generalized sense, with respect to the the Feynman pseudomeasure).
Alternatively, one can (actually following the original ideas of Feynman) interpret the nonexisting analogue of Lebesgue measure as a pseudomeasure (in the style of the theory of distributions), using the original Feynman integrand: the initial data times the exponent of the classical action.
Differential properties of pseudomeasures
Let E be a real locally convex space (LCS). A mapping from E into another LCS is smooth along a Hilbert subspace 1 H of E if it is infinitely many times Hadamard differentiable along H. We assume that the following spaces of continuous linear mappings are equipped with the topology of compact convergence.
Let D be a complex LCS of smooth complex-valued functions on E and let D ′ be the space of all continuous linear functionals on E equipped with the topology respecting the duality between D ′ and D (in spite of such notation, we do not assume that if E = R n then D is the space of smooth functions with compact supports). Elements of D ′ are called pseudomeasures on E.
Let ε > 0 and let S be a mapping from (−ε, ε) into a set of some Hadamard differentiable maps of E into E such that for every ϕ ∈ D and every t ∈ (−ε, ε) the function
(the inverse image of ϕ) is an element of D.
A pseudomeasure ν ∈ D ′ is said to be differentiable along S if the function
is differentiable at t = 0. Here (S(t)) * ν denotes the direct image of ν defined by
We call f A vector field k on E is a mapping of E into E; if k is a vector field on E and S is defined by S(t)(x) = x − tk(x) then the pseudomeasure ν on E is said to be differentiable along the vector field k if it is differentiable along S. The derivative (respectively the logarithmic derivative) of ν along S is called the derivative (respectively the logarithmic derivative) of ν along the vector field k and is denoted by ν ′ k (respectively by β
for all x then the derivative of a pseudomeasure ν along k is called the derivative along the vector k 0 and so on; in this case instead of the symbol β ν k we use the symbol β ν (k, ·). If H is a Hilbert subspace of E and if a pseudomeasure ν has a derivative along each k ∈ H, then the mapping H ∋ k → ν ′ k is linear (see [6] where the usual measures were considered). The corresponding vector valued distribution
is called the derivative of ν along H.
If for any k ∈ H there exists the logarithmic derivative of ν along k then the mapping
is also linear. We denote it by β ν and call it the logarithmic derivative along the subspace H. We stress that if k is a vector field on E for which k(x) ∈ H for all x, then, in general β ν k (x) = β ν (k(x), x) (see [6] and the following theorem).
Theorem 2.1. Let ν be a pseudomeasure on E which has the logarithmic derivative along a Hilbert subspace H of E and let k be a vector field on E taking values in H. Then, for the logarithmic derivative of ν along the vector field k the following identity is valid:
Proof. We present the idea of the proof. By the definition of the derivative of the H-valued distribution k · ν one has, for any ϕ ∈ D, the identity
where (k · ν) ′ and ϕ ′ are derivatives along H; so both sides of the identity are operators in H. Taking traces of those operators after applying the Leibniz rule to the left hand side one gets the following identity (we use some natural notation):
On the other hand, by direct calculations one can check that if ν is differentiable along the vector field k, then (ν ′ k, ϕ) = −ν(ϕ ′ k). The theorem follows from the last two identities. Such a pseudomeasure can be called a Lebesgue pseudomeasure.
Generalized densities of pseudomeasures and anomalies
We keep the assumptions and notation of the preceding section.
Definition 3.1. Let ν be a pseudomeasure which is differentiable along any direction in the Hilbert subspace H of E. A generalized density of ν is a function F ν : H → R whose logarithmic derivative along each h ∈ H coincides with β ν (h, ·).
If the logarithmic derivative of the pseudomeasure ν allows one to reconstruct ν then the generalized density also allows one to reconstruct ν (in this case H is dense in E).
Now we describe the recipe to define the density of a pseudomeasure subjected to the transformation induced by a transformation G of E.
Suppose there exists a function S whose values are transformations such that S(0) = Id and S(1) = G (we also need to assume some "good enough" analytical properties of G). We assume that the values of the vector field generated by S belong to H. Then, the formula from Theorem 2.1 is valid (see e.g. [9] ). Using a calculation that is analogous to the ones performed in [9] (where only usual measures were considered) one obtains the following theorem. Theorem 3.2. Let ν be a pseudomeasure on E having logarithmic derivative along each h ∈ H, where H is a dense Hilbert subspace of E and assume that the preceding assumptions are valid. Then G * ν = Ψν where the function Ψ (which can be called the density of G * ν with respect to ν) is defined to be the extension by continuity of the function Ψ defined on its natural domain by
(see [1] ).
Corollary 3.4. From the discussion above, the Feynman path integral can be considered as the value that the "Lebesgue type pseudomeasure" (one whose logarithmic derivatives along any direction are equal to zero) takes on the function which is the product, of the exponent of the classical action, and of the initial data. If the action and the initial data are invariant with respect to a transformation G then the Feynman path integral is invariant if det(G ′ (x)) = 1 (see Theorem 3.6 below).
Corollary 3.5. Let E t , t > 0 be the space of all continuous real valued functions on [0, t] vanishing at 0, let H t be the Hilbert subspace of E t defined as the set of all absolutely continuous functions from E t , with square integrable derivatives, equipped with the scalar product (·, ·) defined by (f, g) = t 0 f ′ (τ )g ′ (τ )dτ and let ν be the "classical" Feynman pseudomeasure on E t whose generalized density F ν is defined by F ν (ξ) = e i 2 t 0 ((ξ(τ )) ′ ) 2 dτ where ξ ∈ H t (we do not use the subscript t both in the notation ν and in some related notations below). Then the solution ψ of the simplest Schrödinger equation, with a potential V and an initial data ψ 0 , is defined by ψ(t, q) = Et F q (ξ)ν(dξ) where
V (ξ(τ )+q)dτ ψ 0 (ξ(t) + q). The first statement of Corollary 3.4 implies the following identity Et 
where ν L -is the Lebesgue type pseudomeasure from Corollary 3.4 and the last integral, which can be called the Feynman path integral in Feynman's form, is the value that ν L takes on the function F q (·)F ν (·).
Corollary 3.6. The following identities hold:
which is the change variable formula for the Feynman path integral;
which is the change variable formula for the Feynman path integral in Feynman's form.
Remark 3.7. The last statement of Corollary 3.3 actually coincides with the statement from [5] and contradicts what is said in [3] . In fact, using the Trotter-Chernoff Theorem (see [8] and references therein) one can obtain rigorous versions of the first statement from the 1948 paper by Feynman, about the representations of a solution of the Schrödinger equation, and of the similar statement from his 1951 paper. But the limits in the corresponding Feynman formulas coincide with the Feynman path integrals (in Feynman's form) of the exponent of the action times the initial data. From statements similar to the preceding corollary one finds that even if the action and the initial data are invariant with respect to a transformation G but det(G ′ (x)) > 1 (or < 1) then the solution of the Schrödinger equation is not invariant with respect to the transformation. Moreover, any changing of the "measure of integration" referred to in [3] cannot make the solution invariant. ⋄ Remark 3.8. It would be interesting to investigate the notion of generalized density for pseudomeasures on infinite dimensional manifolds. ⋄
