Let F be a field of characteristic not 2, and let (A, B) be a pair of n×n matrices over F, in which A is symmetric and B is skew-symmetric. A canonical form of (A, B) with respect to congruence transformations (S T AS, S T BS) was given by Sergeichuk (1988) up to classification of symmetric and Hermitian forms over finite extensions of F. We obtain a simpler canonical form of (A, B) if B is nonsingular. Such a pair (A, B) defines a quadratic form on a symplectic space, that is, on a vector space with scalar product given by a nonsingular skew-symmetric form. As an application, we obtain known canonical matrices of quadratic forms and Hamiltonian operators on real and complex symplectic spaces.
Introduction
In this paper, F denotes a field of characteristic not 2. We consider the canonical form problem for pairs of n × n matrices (A, B) with symmetric A and nonsingular skew-symmetric B
over F with respect to congruence transformations (A, B) → (S T AS, S T BS), S ∈ F n×n is nonsingular.
This is the problem of classifying quadratic forms (u, u) → u T Au on the space F n with scalar product (u, v) → u T Bv. A vector space with scalar product given by a nonsingular skew-symmetric form is called symplectic. Thus, we consider the problem of classifying quadratic forms on symplectic spaces.
Canonical forms under congruence for matrix pairs (1) over R and C without the condition of nonsingularity of B are given in [10, 19, 28] . A more general problem of classifying pairs of symmetric or skew-symmetric matrices with respect to congruence (or pairs of Hermitian matrices with respect to *congruence) was solved by Sergeichuk [25, Theorem 4] over F up to classification of symmetric and Hermitian forms over finite extensions of F (without "up to . . . " if F is R or C). Closely related results for pairs of Hermitian matrices were obtained by Williamson [30, 32] .
Theorem 4 in [25] is proved by a universal method that is valid for arbitrary systems of forms and linear mappings over a field or skew field of characteristic not 2; it reduces the problem of classifying such a system to the problem of classifying quadratic and Hermitian forms and some system of linear mappings (i.e., representations of some quiver). This method is developed in [24, 25] and is applied in [25] (see also [16, 17, 23, 26, 27] ) to the problem of classifying bilinear or sesquilinear forms, pairs of symmetric or skew-symmetric or Hermitian forms, as well as to the problem of classifying isometric or selfadjoint operators on a space with nonsingular symmetric or Hermitian form. We now apply this method to the problem of classifying quadratic forms and Hamiltonian operators on symplectic spaces.
For pairs (A, B) with symmetric A and skew-symmetric B, the canonical form in [25, Theorem 4] simplifies significantly if A is nonsingular, but, unfortunately, not if B is nonsingular.
In Section 2 we modify the proof of Theorem 4 in [25] in order to obtain a simple canonical form of (1) .
John Williamson in [31] classified matrix pairs (1) over R up to congruence; he obtained some results over any field. As an application, he constructed for pairs of 4 × 4 real matrices (1) their canonical pairs in the form (A can , Ω n ) with n = 2 and
Thus, A can is a canonical form of a 4×4 symmetric real matrix A with respect to transformations A → S T AS such that S T Ω n S = Ω n and S is nonsingular.
These transformations are called symplectic congruence transformations; a matrix S such that S T Ω n S = Ω n is called symplectic. Thus, Williamson constructed canonical matrices of quadratic forms on a four-dimensional real symplectic space in a symplectic basis (i.e., in a basis in which the scalar product is given by the matrix Ω n ).
The following consequence of Williamson's classification of matrix pairs (1) over R is known as Williamson's theorem [1, 3, 11] :
Hofer and Zehnder [13] point out that this fact was known to Weierstrass [29] . The positive numbers α 1 , . . . , α n are the symplectic eigenvalues of A; their properties are studied by Bhatia and Jain [3] . Using Williamson's classification [31] , Galin [8] constructs canonical quadratic forms (in the form of homogeneous polynomials of degree two in 2n variables) on the real symplectic space R 2n with scalar product given by Ω n . Galin A linear operator H on a symplectic space V with scalar product ω(u, v) is Hamiltonian if ω(Hu, v) = −ω(u, Hv) for all u, v ∈ V . It defines the form A(u, v) := ω(Hu, v) on V , which is symmetric since
Therefore, the problem of classifying quadratic forms on symplectic spaces is equivalent to the problem of classifying Hamiltonian operators. If H is the matrix of H in a symplectic basis, then
T Ω n H[v], hence −Ω n H is the matrix of the symmetric form A(u, v). Since Ω n (−Ω n H) = H, left multiplication by Ω n of a set of canonical matrices of symmetric forms on symplectic spaces produces a set of canonical matrices of Hamiltonian operators. Thus, canonical matrices of real Hamiltonian operators can be obtained by left multiplication by Ω n of Galin's canonical matrices of quadratic forms. Burgoyne and Cushman [4, 5] construct another set of canonical matrices of real Hamiltonian operators using Williamson's article [31] . Canonical matrices of real Hamiltonian operators whose spectrum is an imaginary pair are constructed by Coleman [6] . Miniversal deformations of Burgoyne and Cushman's canonical matrices are obtained by Koçak [18] ; see also [8] and [2, Chapter 1, § 3] .
A Hamiltonian operator is given in a symplectic basis by a Hamiltonian matrix ; that is, by a 2n × 2n matrix H such that Ω n H is symmetric. The problem of classifying Hamiltonian operators is the problem of classifying Hamiltonian matrices with respect to symplectic similarity transformations [7, 21, 22] . In Section 2 we obtain canonical forms of (1) up to classification of symmetric and Hermitian forms. In Section 3 we give them without "up to" over an algebraically or real closed field of characteristic not 2 (in particular, over C and R). We give them in the form (A can , Ω n ). Thus, A can is a canonical form of a symmetric matrix A with respect to symplectic congruence. After left multiplication of all A can by Ω n (see (3)), we obtain canonical matrices of Hamiltonian operators. They practically coincide with Burgoyne and Cushman's canonical matrices [4, 5] , but we obtain them using Theorem 1 instead of Williamson's classification of quadratic forms on symplectic spaces [31] .
Matrix pairs over a field of characteristic not 2
A real closed field is a field P that has index 2 in its algebraic closure P. Its properties are close to the properties of R (see [12, Chapter VI, § 2] or [16, Lemma 2.1]): the characteristic of P is 0 and each algebraically closed field of characteristic 0 contains a real closed subfield; there is i ∈ P such that i 2 = −1 and P = P(i); P has a unique linear ordering such that a > 0 and b > 0 imply a + b > 0 and ab > 0.
A Frobenius block over a field is a matrix
Each square matrix over any field is similar to a direct sum of Frobenius blocks and this sum is uniquely determined up to permutations of summands. We denote by F n (F) any set of n × n matrices over F obtained by replacement of each n × n Frobenius block by a similar matrix. If F is an algebraically closed field, then F n (F) can be the set of Jordan blocks
If P is a real closed field and P = P(i) with i 2 = −1, then F n (P) can be the set of all J n (a) with a ∈ P, and of the realifications
of Jordan blocks J n (a + bi) over P, in which a, b ∈ P and b > 0. For each Ψ ∈ F n (F), if there exists a nonsingular skew-symmetric matrix M such that MΨ is symmetric, then we fix one and denote it by Ψ. Thus,
Denote by F n (F) the set of all Ψ ∈ F n (F) for which Ψ exists. 
These summands are uniquely determined, up to replacement of some summands
. These summands are uniquely determined, up to replacement of the whole group of summands Q
with the same Ψ by
in which the Hermitian form
is equivalent to the Hermitian form
If F is a real closed field, then (ii) can be replaced by
The summands (ii ′ ) and (ii ′′ ) are determined uniquely, up to permutations.
The following lemma is analogous to [25, Theorem 8] .
Lemma 1. (a) Let F be a field of characteristic not 2 and let Ψ ∈ F n (F).
The matrix Ψ exists if and only if
n is even and either
(b) If F is an algebraically closed field of characteristic not 2, then (7) can be replaced by n is even and
If F is a real closed field, then (7) can be replaced by n is even and either
Constructive proof. (a) Suppose that Ψ exists. Since the n × n matrix Ψ is nonsingular and skew symmetric, n is even. Since ΨΨ = ( ΨΨ)
. We have proved (7). Conversely, suppose that (7) holds. If p Ψ (x) = x, then Ψ = S −1 J n (0)S with a nonsingular S. We take
and we have proved (5) .
. Let Φ be the Frobenius block that is similar to Ψ −1 ; that is, Ψ = S −1 Φ −1 S for a nonsingular S. Then
The existence of a nonsingular matrix Γ such that
T is proved and Γ is constructed explicitly in [25, Theorem 8] . The equalities (5) hold for Ψ := S T ΓΦS since 
where Φ ∈ F n (F) and
and this sum is uniquely determined by M and N , up to permutations of summands.
(a) The set of pairs (11) is used in the proof of [25, Theorem 4] . Let B in (10) be nonsingular; then N is bijective. By (11), the pair (M, N) of matrices of M and N is a direct sum of pairs of two types:
They give four types of summands. In contrast, we use summands of the type (Φ, I n ) with any Φ ∈ F n (F) instead of (12) and obtain only the two types of summands in Theorem 1. The reasoning for (Φ, I n ) is analogous to the reasoning for (I n , Φ) in the proof of [25, Theorem 4]: we consistently find (in the definitions and notations from [25] ) that
* in which α = α * , β = −β * , the arrows β and β * are assigned by bijective mappings, and representations of the quiver S can be given by pairs of matrices of the same size;
• ind(S) consists of the pairs (Φ, I n ), in which Φ ∈ F n (F);
• ind 1 (S) consists of the pairs (Φ, I n ), in which Φ ∈ F n (F) F n (F) and Φ is determined up to replacement by Φ ′ ∈ F n (F) with
• ind 0 (S) consists of the pairs Q Ψ := ( ΨΨ, Ψ), in which Ψ ∈ F n (F);
• the pairs
• the field T(Q Ψ ) := End(Q Ψ )/ Rad(End(Q Ψ )) can be identified with the field F(ω) :
• the orbit of Q Ψ consists of the pairs Q
and apply [25, Theorem 1].
(b) We could use [25, Theorem 2], but we give a direct proof. Let F be an algebraically closed field of characteristic not 2, and let Ψ ∈ F n (F). By (8), p Ψ (x) = x, and so the field
from Theorem 1(a) is F with the identity involution. By [20, Chapter XV, Theorem 3.1], the symmetric form (6) is equivalent to the form x 
Therefore, all summands Q f (x) Ψ = ( ΨΨ, Ψ)f (Ψ) in Theorem 1(a) are congruent to Q ±1 Ψ = ±( ΨΨ, Ψ); these summands are uniquely determined up to permutations.
Quadratic forms on symplectic spaces
We consider 2n × 2n matrices that are partitioned into four n × n blocks. The block-direct sum of such matrices is defined as follows:
Define the 2n × 2n symmetric matrix
over any field. For each c > 0 from a real closed field P, define the 2n × 2n symmetric matrix Q n (c) over P: 
in which a = 0 if n is even and a is determined up to replacement by −a.
(b) For each quadratic form on a symplectic space over a real closed field P (in particular, over the field of real numbers), there exists a symplectic basis in which its matrix is a block-direct sum, uniquely determined up to permutations of block-direct summands, of matrices of three types:
in which Φ n := J n (a) with a ∈ P and a 0; n is odd if a = 0; or J n/2 (a + bi) P with a, b ∈ P, a 0, b > 0, and even n,
in which J n/2 (a + bi) P is defined in (4).
(c) For each Hamiltonian operator on a symplectic space over a real closed field P, there is a symplectic basis in which its matrix is a block-direct sum, uniquely determined up to permutations of block-direct summands, of matrices of three types:
in which Φ n is defined in (15).
Theorem 2 implies Williamson's theorem (2). Indeed, if
A is a positive definite symmetric real matrix, then it is real symplectically congruent to a block-direct sum of positive definite matrices of types (14) . Among the matrices (14) , only Q 1 (c) = diag(c, c) with c > 0 is positive definite since the diagonal entries of each positive definite matrix are positive numbers. Hence, A is symplectically congruent to D ⊕ D, in which D = diag(α 1 , . . . , α n ) and α 1 . . . α n > 0.
Our proof of Theorem 2 is based on the following lemma.
If F is an algebraically closed field of characteristic not 2, then F 2n (F) consists of one matrix; we can take F 2n (F) = {−Ω n P n }. If F is a real closed field, then we can take
is taken as in (a) and Ψ ∈ F 2n (F), then we can take Ψ := Ω n .
Proof. (a) By (7), F n (F) is empty if n is odd. Let F be an algebraically closed field of characteristic not 2. By (8), F 2n (P) consists of any matrix that is similar to J 2n (0). The matrix −Ω n P n is nilpotent since −(−Ω n P n ) 2 = J n (0) T ⊕ J n (0). The rank of −Ω n P n is 2n − 1. Hence −Ω n P n is similar to J 2n (0).
Let F = P be a real closed field, and let P = P(i) with i 2 = −1 be its algebraic closure. Let us prove that we can take F 2n (P) = {−Ω n P n , −Ω n Q n (c)| c > 0}. Due to (9) , it suffices to show that −Ω n Q n (c) is similar over P to J n (ci) ⊕ J n (−ci). Indeed, it suffices to show that Ω n Q n (c) is similar to J n (ci) ⊕ J n (−ci).
• Let n be even. We have
is the direct sum of two n × n matrices.
Write
The matrix obtained from T by deleting its first column and its penultimate row is nonsingular since it has a block-triangular form in which all diagonal 2 × 2 blocks are nonsingular. Hence rank T = 2n − 1, and so Φ is similar to J n (ci) ⊕ J n (−ci) over P.
• Let us show that Ω n Q n (c) with odd n is similar to J n (ci) ⊕ J n (−ci). Expanding the determinant χ n (x) := det(xI 2n −Ω n Q n (c)) along the first row, we get χ n (x) = (x 2 + c 2 )χ n−1 (x). Hence χ n (x) = (x 2 + c 2 ) n . In order to show that the rank of ciI 2n − Ω n Q n (c) is 2n − 1, we delete its (n + 1)st column and its last row and let R n denote the matrix obtained. For example, 
Let us prove that R n is nonsingular. Denote by R n−1 the matrix obtained from R n by deleting its first and last rows and its first and last columns. Expanding the determinant of R n along the first row, we find that det(R n ) = 2ci det(R n−1 ) if n > 3. Hence det(R n ) = (2ci) n−2 det(R 2 ) = (2ci) n−1 = 0.
(b) We have proved that Ω n Q n (c) is similar to J n (ci) ⊕ J n (−ci). For each Ψ ∈ {−Ω n P n , −Ω n Q n (c)| c > 0}, the matrix Ω n Ψ ∈ {P n , Q n (c)} is symmetric. Hence (5) holds with Ψ = Ω n .
Proof of Theorem 2. Statement (a) follows from the following proof of (b).
(b) Let P be a real closed field. Let us construct F 2n (P) as follows: F 2n (P) = {P n , Q n (c)| c > 0} as in Lemma 2, and F 2n (P) F 2n (P) consists of those Jordan blocks J 2n (a) with a ∈ P and the realifications (4) that do not satisfy (9) .
Let A ∈ P 2m×2m be any symmetric matrix of even size. By Theorem 1 and Lemma 2, (A, Ω m ) is congruent to a direct sum of pairs of the form 0 Φn
in which c > 0 and Φ n is defined in (15) . Each pair −(B, Ω n ) = (−B, −Ω n ) with symmetric B ∈ P 2n×2n is congruent to (−B, Ω n ). This follows from the congruence of M := −B − Ω n and
+ Ω n since these sums are the unique expressions of M and M T as sums of symmetric and skew-symmetric matrices; the matrices M and M T are congruent since each square matrix over P is congruent to its transpose (see [15] ).
Thus, (A, Ω m ) is congruent to a direct sum of pairs of the form (B, Ω n ) with B from (14) ; the summands are determined by (A, Ω m ) uniquely up to permutations. For each M ∈ R 2p×2p and N ∈ R 2q×2q , the matrix pair (M, Ω p ) ⊕ (N, Ω q ) is permutation congruent to (M ⊞ N, Ω p ⊞ Ω q ) = (M ⊞ N, Ω p+q ). Hence (A, Ω m ) is congruent to some pair (D, Ω m ), in which D is a block-direct sum of matrices of the form (14) .
(c) If we replace each Φ n ∈ F n (P) F n (P) in part (b) of this proof by Φ T n , we find that the set of matrices (14) in Theorem 2 can be replaced by 0 Φ T n Φ n 0 , ±P n , ±Q n (c).
If we multiply the matrices (17) on the left by Ω n , we obtain the matrices (16), which proves (c) due to (3).
Remark 1. In (13) and (14), the canonical summand P n can be replaced by The matrix Ω n P ′ n is similar to J 2n (0) since it acts on the standard basis, up to multiplication by −1, as follows: e 2n → e 2n−1 → · · · → e n+1 → e 1 → e 2 → · · · → e n → 0.
The matrix Ω n Q ′ n (c) with odd n is similar to J n (ci) P since ⊕ diag (1, 1, −1, −1, 1, 1, −1, −1, . . .) is the direct sum of two n × n matrices.
