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Abstract For an arbitrary Le´vy process X which is not a compound Poisson process,
we are interested in its occupation times. We use a quite novel and useful approach
to derive formulas for the Laplace transform of the joint distribution of X and its
occupation times. Our formulas are compact, and more importantly, the forms of the
formulas clearly demonstrate the essential quantities for the calculation of occupation
times of X . It is believed that our results are important not only for the study of
stochastic processes, but also for financial applications.
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1 Introduction
The investigation of occupation times of stochastic processes is an interesting and
historic question. In 1939, Paul Le´vy derived an interesting and useful result:
P
(∫ t
0
1{Wu≥0}du ∈ ds
)
=
ds
pi
√
s(t − s)
, 0 < s < t, (1.1)
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where (Wt)t≥0 is a standard Brownian motion and 1A is the indicator function of
a set A; see Le´vy [13] for the details. After that, the investigation on occupation
times of Le´vy processes (in particular spectrally negative Le´vy processes) has made
much great progress. For example, the Laplace transform of
∫
∞
0 1{Xt<0}dt and the
joint Laplace transform of τ−0 and
∫ τ−0
0 1{a<Xt<b}dt have been derived, where X =
(Xt)t≥0 is a spectrally negative Le´vy process; τ−0 is the first passage time of X and
0 ≤ a ≤ b. The interested readers are referred to [12,15] for more details.
There are many papers considering the joint distribution of a Le´vy process and its
occupation times. For instance, for a spectrally negative Le´vy process X , the Laplace
transform of Ex
[
e−p
∫ t
0 1{a<Xs<b}ds1{Xt∈dy}
]
with respect to t has been considered in
[11]. Recently, Wu and Zhou [18] studied a similar problem, where the process X is
assumed to be a hyper-exponential jump diffusion process. Here, we want to mention
that Cai et al. [5] have derived formulas for
∫
∞
0
e−(a+r)tEx
[
e−ρ
∫ t
0 1{Xs≤b}ds+γXt
]
dt,
where X is a double exponential jump diffusion process.
The above mentioned papers can be classified into two categories according to
the assumption on the process X . Some papers assume that the process X is a spec-
trally negative Le´vy process (e.g., [11,15]), the others allow the process X to have
two-sided jumps but pose a limitation on its jumps (the jumps of X follow exponen-
tial or hyper-exponential distributions). These two categories both have some draw-
backs. For the first category, the results in those papers are written in terms of q-scale
functions, which are associated to spectrally negative Le´vy processes; thus it is very
difficult to extend their results and approaches to the case that the process X has both
positive and negative jumps. For the second one, the derivation in these papers are
heavily dependent on the assumption of exponential-type jump distributions; there-
fore, it is likely that their approaches cannot be used to other non-exponential-type
jump distributions.
In this paper, for an arbitrary Le´vy process X but not a compound Poisson process,
we explore the problem how to compute the following quantity:
Ex
[
e−p
∫ t
0 1{Xs≤b}ds1{Xt∈dy}
]
, (1.2)
where p is an appropriate constant. Formulas for the Laplace transform of (1.2) with
respect to t are derived by applying a novel but straightforward approach. Our method
consists of two steps. First, we consider the case that X is a jump diffusion process
with jumps having rational Laplace transform. Then the result is extended to a general
Le´vy process via an approximation discussion. As in [11,18], the result in this article
has some financial applications. Specifically, our results can be used in pricing occu-
pation time derivatives. It is expected to obtain some unusual and profound outcomes
on the pricing of occupation time derivatives through the application of the general
result obtained in this paper. But here, we do not intend to discuss this application
further and leave it to future research.
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The remainder of the paper is organized as follows. Some important preliminary
results related to Le´vy processes are given in Section 2, and the main results are pre-
sented in Section 3. In the next two sections, details on the derivation are presented.
Finally, we present two examples in Section 6 and draw some conclusions in Section
7.
2 Some preliminary results
In this paper, we let X = (Xt)t≥0 represent a general Le´vy process. The law and
the corresponding expectation of X such that X0 = x are denoted respectively by Px
and Ex. To simplify the notation, we write P and E when x = 0. In addition, define
XT := inf0≤t≤T Xt and XT := sup0≤t≤T Xt for T ≥ 0, and denote
∫ b
a
:=
∫
(a,b)
,
∫ b
a−
:=
∫
[a,b)
and
∫ b+
a
:=
∫
(a,b]
, (2.1)
where a,b ∈ R
⋃
{−∞,∞}.
Throughout this article, we assume that X is not a compound Poisson process;
and the random variable e(q) for q > 0, independent of X , is an exponential random
variable with rate q; Re(x) and Im(x) represent the real part and the imaginary part of
a complex number x, respectively.
The following lemma, which is taken from Proposition 15 on page 30 in Bertion
[3], is important for the derivation in the paper.
Lemma 2.1 For any q > 0 and z ∈R, we have P
(
Xe(q) = z
)
= 0, which leads to that
P(Xt = z) = 0 for Lebesgue almost every t > 0.
Remark 2.1 If X is a compound Poisson process, then it is possible thatP(Xe(q) = z)>
0 for some z ∈ R, which will make the discussion more difficult.
The result in Lemma 2.2 is well-known, one can see, e.g., Theorem 5 on page
160 in Bertion [3].
Lemma 2.2 For Re(ξ )≤ 0 and q > 0, we have
E
[
e
ξ Xe(q)
]
= e
∫
∞
0
1
t e
−qt ∫ ∞
0 (e
ξ x−1)P(Xt∈dx)dt . (2.2)
The following theorem gives some simple but useful results, and its derivation is
straightforward.
Theorem 2.1 (i) For p,q > 0, there exists an infinitely divisible distribution G1(x)
on [0,∞) with the Laplace transform
∫
∞
0−
e−sxdG1(x) =
E
[
e
−sXe(q)
]
E
[
e
−sXe(p+q)
] = e∫∞0 (e−sx−1)Π1(dx), s ≥ 0, (2.3)
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where Π1(dx) is the Le´vy measure and is given by
Π1(dx) =
∫
∞
0
1
t
e−qt
(
1− e−pt
)
P(Xt ∈ dx)dt, x > 0. (2.4)
(ii) For q > 0 and −q < p < 0, there are two measures G21(x) and G22(x) on
[0,∞) such that∫
∞
0−
e−sxdG21(x) =
1
2
(
e−
∫
∞
0 e
−sxΠ2(dx)+ e
∫
∞
0 e
−sxΠ2(dx)
)
, s > 0, (2.5)
and ∫
∞
0−
e−sxdG22(x) =
1
2
(
e
∫
∞
0 e
−sxΠ2(dx)− e−
∫
∞
0 e
−sxΠ2(dx)
)
, s > 0, (2.6)
where
Π2(dx) =
∫
∞
0
1
t
e−qt
(
e−pt − 1
)
P(Xt ∈ dx)dt, x > 0. (2.7)
Besides, it holds that
e
∫
∞
0 Π2(dx)
∫
∞
0−
e−sxd(G21(x)−G22(x))
=
E
[
e
−sXe(q)
]
E
[
e−sXe(p+q)
] = e∫ ∞0 (1−e−sx)Π2(dx), s > 0, (2.8)
where ∫
∞
0
Π2(dx) =
∫
∞
0
1
t
e−qt
(
e−pt − 1
)
P(Xt > 0)dt < ∞. (2.9)
(iii) G1(x), G21(x) and G22(x) are continuous on (0,∞).
Proof (i) According to (2.2), we can derive
E
[
e
−sXe(q)
]
E
[
e−sXe(p+q)
] = e∫ ∞0 (e−sx−1)Π1(dx), f or s ≥ 0, (2.10)
where Π1(dx) is given by (2.4) and is a measure (since p > 0). Note that
Π1(0,∞) :=
∫
∞
0
Π1(dx) =
∫
∞
0
1
t
e−qt
(
1− e−pt
)
P(Xt > 0)dt < ∞. (2.11)
Therefore, from the Le´vy-Khintchine formula (see, e.g., Theorem 8.1 on page 37 in
Sato [16]), we obtain that the right-hand side of (2.10) is the Laplace transform of an
infinitely divisible distribution, i.e., there is an infinitely divisible distribution G1(x)
on [0,∞) such that ∫
∞
0−
e−sxdG1(x) = e
∫
∞
0 (e
−sx−1)Π1(dx), s ≥ 0. (2.12)
Formula (2.3) is derived from (2.10) and (2.12).
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(ii) It follows from (2.2) that
E
[
e
−sXe(q)
]
E
[
e
−sXe(p+q)
] = e∫∞0 (1−e−sx)Π2(dx), s ≥ 0, (2.13)
where Π2(dx) is given by (2.7) and is a measure (since p < 0). Next, it is obvious
that
e−
∫
∞
0 e
−sxΠ2(dx) =
∞
∑
n=0
(−1)n
∫
∞
0 e
−sxdΠ ∗n2 (0,x)
n!
, (2.14)
where dΠ ∗02 (0,x) = δ0(dx); Π2(0,x) :=
∫ x
0 Π2(dy) and Π ∗n2 (0,x) for n ≥ 1 is the
n-fold convolution of Π2(0,x).
Therefore, for x ≥ 0, we can define
G21(x) = 1+
∞
∑
n=1
Π ∗2n2 (0,x)
(2n)!
and G22(x) =
∞
∑
n=1
Π ∗(2n−1)2 (0,x)
(2n− 1)!
, (2.15)
which are measures on [0,∞) obviously. Formulas (2.5) and (2.6) follow directly from
(2.15), and formula (2.8) is due to (2.5), (2.6) and (2.13).
(iii) Formula (2.3) gives∫
∞
0−
e−sxdG1(x) = e
∫
∞
0 (e
−sx−1)Π1(dx)
= e−Π1(0,∞)
∞
∑
n=0
∫
∞
0 e
−sxdΠ ∗n1 (0,x)
n!
,
(2.16)
where dΠ ∗01 (0,x) = δ0(dx); Π1(0,x) :=
∫ x
0 Π1(dy) and Π ∗n1 (0,x) for n ≥ 1 is the n-
fold convolution of Π1(0,x). From (2.4) and Lemma 2.1, we know Π1(dx) has no
atoms.Thus, G1(x) is continuous on (0,∞).
Since Π2(dx) has no atoms, the conclusion that G21(x) and G22(x) are continuous
on (0,∞) can be seen from (2.15). ⊓⊔
Remark 2.2 If we define G1(x) = 0 for x < 0, then from (2.3), we obtain that G1(x)
is not left-continuous at 0 since
G1(0) = lim
s↑∞
∫
∞
0−
e−sxdG1(x) = e−
∫
∞
0
1
t e
−qt(1−e−pt)P(Xt>0)dt > 0. (2.17)
Remark 2.3 From Theorem 2.1 (ii), it is easy to derive that
G21(0) = 1, G21(∞) := lim
x↑∞
G21(x) =
1
2
(
e−
∫
∞
0 Π2(dx)+ e
∫
∞
0 Π2(dx)
)
, (2.18)
and
G22(0) = 0, G22(∞) := lim
x↑∞
G22(x) =
1
2
(
e
∫
∞
0 Π2(dx)− e−
∫
∞
0 Π2(dx)
)
. (2.19)
In particular,
G22(∞)< G21(∞)< e
∫
∞
0 Π2(dx) ≤ e
∫
∞
0
1
t e
−qt(e−pt−1)dt . (2.20)
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Corollary 2.1 states a similar result to Theorem 2.1, and can be proved by apply-
ing Theorem 2.1 to the dual process −X .
Corollary 2.1 (i) For p,q > 0, there exists an infinitely divisible distribution G3(x)
on [0,∞), whose Laplace transform is given by
∫
∞
0−
e−sxdG3(x) =
E
[
esXe(q)
]
E
[
e
sXe(p+q)
] = e∫ ∞0 (e−sx−1)Π3(dx), s ≥ 0, (2.21)
where
Π3(dx) =
∫
∞
0
1
t
e−qt
(
1− e−pt
)
P(−Xt ∈ dx)dt, x > 0. (2.22)
(ii) For q > 0 and −q < p < 0, there are two measures G41(x) and G42(x) on
[0,∞) such that
∫
∞
0−
e−sxdG41(x) =
1
2
(
e−
∫
∞
0 e
−sxΠ4(dx)+ e
∫
∞
0 e
−sxΠ4(dx)
)
, s > 0, (2.23)
and ∫
∞
0−
e−sxdG42(x) =
1
2
(
e
∫
∞
0 e
−sxΠ4(dx)− e−
∫
∞
0 e
−sxΠ4(dx)
)
, s > 0, (2.24)
where Π4(dx) is a measure and is given by
Π4(dx) =
∫
∞
0
1
t
e−qt
(
e−pt − 1
)
P(−Xt ∈ dx)dt, x > 0. (2.25)
(iii) G3(x), G41(x) and G42(x) are continuous on (0,∞).
Proof For t ≥ 0, let X1t = −Xt . If p,q > 0, Theorem 2.1 (i) leads to that there is an
infinitely divisible distribution G3(x) on [0,∞) such that
∫
∞
0−
e−sxdG3(x) =
E
[
e−sX
1
e(q)
]
E
[
e
−sX1e(p+q)
] = e∫ ∞0 (e−sx−1)Π3(dx), s ≥ 0, (2.26)
where
Π3(dx) =
∫
∞
0
1
t
e−qt
(
1− e−pt
)
P
(
X1t ∈ dx
)
dt. (2.27)
Then, formulas (2.21) and (2.22) are followed after replacing X1 by −X in (2.26) and
(2.27). The proofs of (ii) and (iii) are similar, thus we omit the details. ⊓⊔
3 Main results
In this section, we first give a primary result (Theorem 3.1) in subsection 3.1, and
then present some corollaries in subsection 3.2.
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3.1 A primary result
For given y ≥ b, q > 0 and p >−q, define
Vq(x) := Ex
[
e−p
∫ e(q)
0 1{Xs≤b}ds1{Xe(q)>y}
]
, x ∈R. (3.1)
The following Theorem 3.1 is the primary result of this paper, whose proof is
very long and is postponed to the later two sections.
Theorem 3.1 For q > 0 and p >−q, we have
Vq(x)−Px
(
Xe(q) > y
)
= J1(b− x;y− b), y ≥ b, (3.2)
with
J1(x;y− b) =
∫ x
−∞
F1(x− z+ y− b)dKq(z), x ∈ R, (3.3)
where Kq(x) is the convolution of the probability distribution functions of Xe(q) and
X e(p+q) under P, i.e.,
Kq(x) =
∫ min{0,x}+
−∞
P
(
Xe(p+q) ≤ x− z
)
P
(
X e(q) ∈ dz
)
, x ∈ R, (3.4)
and F1(x) is a continuous function on (0,∞) with the Laplace transform
∫
∞
0
e−sxF1(x)dx =
1
s

 E
[
e−sXe(q)
]
E
[
e
−sXe(p+q)
] − 1

 , s > 0. (3.5)
Before going further, we give some properties of Kq(x) in (3.4) and F1(x) in (3.5)
in Propositions 3.1 and 3.2, respectively. These two propositions are important for
the rest of the paper.
Proposition 3.1 Kq(x) in (3.4) is continuous on (−∞,∞).
Proof If 0 is regular for (0,∞) or (−∞,0), i.e., P(τ+ = 0) = 1 or P(τ− = 0) = 1,
where τ+ = inf{t > 0,Xt > 0} and τ− = inf{t > 0,Xt < 0}, then P
(
X e(q) = z
)
= 0 or
P
(
Xe(q) = z
)
= 0 for any q> 0 and all z∈R1, thus the result that Kq(x) is continuous
on R is followed.
From Theorem 6.5 on page 142 and Corollary 6.6 on page 144 in Kyprianou
[10], we obtain that 0 is irregular for both (0,∞) and (−∞,0) (i.e., P(τ+ = 0) =
P(τ− = 0) = 0) only when X is a compound Poisson process. Since the compound
Poisson process is excluded in this paper, it must hold that 0 is regular for (0,∞) or
(−∞,0). Thus the desired result is derived. ⊓⊔
1 For some z ∈ R and T > 0, if
∫ T
0 1{Xt=z}dt > 0, then there is at least one interval (a,b) such that
X t = z for all t ∈ (a,b) as the paths of X are non-decreasing. Since 0 is regular for (0,∞), the probability
P
(
X t = z f or all t ∈ (a,b)
)
is zero, where a < b. This gives E
[∫ T
0 1{Xt=z}dt
]
= 0 for all T > 0 and
z ∈ R, thus P
(
Xe(q) = z
)
= 0 for all q > 0.
8 Lan Wu et al.
Proposition 3.2 (i) For q > 0 and p >−q, it holds that
F1(x) =
{
G1(x)− 1, i f p > 0,
e
∫
∞
0 Π2(dx)
(
G21(x)−G22(x)
)
− 1, i f p < 0, (3.6)
where G1(x), Π2(dx), G21(x) and G22(x) are given by Theorem 2.1. Moreover,
F1(0) := lim
x↓0
F1(x) = e−
∫
∞
0
1
t e
−qt(1−e−pt)P(Xt>0)dt −1, F1(∞) := lim
x↑∞
F1(x) = 0. (3.7)
(ii) For p > 0, F1(x) is continuous, increasing and bounded on [0,∞], and
− 1≤ F1(x)≤ 0, f or any x ≥ 0. (3.8)
(iii) For −q < p < 0 and x ≥ 0,
|F1(x)|< 2e2
∫
∞
0
1
t e
−qt (e−pt−1)dt + 1. (3.9)
Proof (i) Applying integration by parts to (2.3) leads to
∫
∞
0
e−sxG1(x)dx =
1
s
E
[
e−sXe(q)
]
E
[
e
−sXe(p+q)
] , (3.10)
which combined with (3.5), yields∫
∞
0
e−sxF1(x)dx =
∫
∞
0
e−sx (G1(x)− 1)dx, s > 0. (3.11)
This gives F1(x) = G1(x)− 1, thus (3.6) holds for p > 0. Similarly, from (2.8), we
can show that (3.6) is also valid for p < 0.
Then, noting that
F1(0) = lim
s↑∞
∫
∞
0
se−sxF1(x)dx and F1(∞) = lim
s↑0
∫
∞
0
se−sxF1(x)dx, (3.12)
we can derive (3.7) from (2.3), (2.8) and (3.5).
(ii) This result can be obtained from (3.6) since G1(x) is a probability distribution
function and is continuous (see Theorem 2.1 (i)).
(iii) This result is due to (2.20) and (3.6) since
|F1(x)|< e
∫
∞
0 Π2(dx)2G21(∞)+ 1.
⊓⊔
Remark 3.1 Since G1(x), G21(x) and G22(x) are measures. Formula (3.6) means
that F1(x) can be written as
F1(x)−F1(0) =
∫ x
0
F1(dz), x > 0,
where for z > 0,
F1(dz) =
{
G1(dz), i f p > 0,
e
∫
∞
0 Π2(dx)
(
G21(dz)−G22(dz)
)
, i f p < 0.
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Remark 3.2 Since F1(dx) for x > 0 is well defined, for given q > 0 and p > −q,
formula (3.5) gives
∫
∞
0
e−sxF1(dx)+F1(0)+ 1 =
E
[
e−sXe(q)
]
E
[
e
−sXe(p+q)
] , s > 0. (3.13)
As F1(x) is bounded and continuous on [0,∞] (see Proposition 3.2), the above identity
(3.13) can be extended to the half-plane Re(s)≥ 0. Particularly,
∫
∞
0−
eiφxd(F1(x)+ 1) =
E
[
e
iφXe(q)
]
E
[
e
iφXe(p+q)
] , f or φ ∈ R. (3.14)
Remark 3.3 If y = b in (3.1), then for fixed b ∈ R, it follows from (3.2)–(3.5) and
(3.14) that ∫
∞
−∞
e−iφ(x−b)dVq(x) = E
[
eiφXe(q)
]
E
[
eiφXe(p+q)
]
, φ ∈ R. (3.15)
In particular, if p = 0, then (3.15) will reduce to the following well-known Wiener-
Hopf factorization (see, e.g., Theorem 6.16 in [10])
E
[
e
iφXe(q)
]
= E
[
e
iφXe(q)
]
E
[
e
iφXe(q)
]
, φ ∈ R.
3.2 Some corollaries
Corollary 3.1 For q > 0 and p >−q,
Ex
[
e−p
∫ e(q)
0 1{Xs≥b}ds1{Xe(q)<y}
]
−Px
(
Xe(q) < y
)
= J2(x− b;b− y), y ≤ b, (3.16)
with
J2(x;b− y) =
∫ x
−∞
F2(x− z+ b− y)dLq(z), x ∈ R, (3.17)
where Lq(x) is the convolution of the probability distribution functions of −Xe(p+q)
and −Xe(q) under P, i.e.,
Lq(x) =
∫
∞
max{0,x}−
P
(
−Xe(q) ≤ x− z
)
P
(
−Xe(p+q) ∈ dz
)
, x ∈ R, (3.18)
and F2(x) is a continuous function on (0,∞) with the Laplace transform
∫
∞
0
e−szF2(z)dz =
1
s

 E
[
e
sXe(q)
]
E
[
esXe(p+q)
] − 1

 ,s > 0. (3.19)
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Proof Consider the dual process X1t = −Xt for t ≥ 0. For q > 0 and p > −q, the
convolution of the probability distribution functions of X1e(q) and X1e(p+q) under P
is given by Lq(x) in (3.18).
As y ≤ b, i.e., −y ≥−b, we can obtain from Theorem 3.1 that
Ex
[
e
−p
∫ e(q)
0 1{X1s≤−b}
ds1{X1
e(q)>−y}
]
−Px
(
X1e(q) >−y
)
= J2(−b− x;b− y), (3.20)
with
J2(x;b− y) =
∫ x
−∞
F2(x− z− y+ b)dLq(z), x ∈ R, (3.21)
where F2(x) is given by (3.19) since
∫
∞
0
e−sxF2(x)dx =
1
s

 E
[
e−sX
1
e(q)
]
E
[
e−sX
1
e(p+q)
] − 1

= 1
s

 E
[
esXe(q)
]
E
[
e
sXe(p+q)
] − 1

 .
In addition, it is obvious that
Ex
[
e
−p
∫ e(q)
0 1{X1s≤−b}
ds1{X1
e(q)>−y}
]
= E−x
[
e−p
∫ e(q)
0 1{Xs≥b}ds1{Xe(q)<y}
]
, (3.22)
and
Px
(
X1e(q) >−y
)
= P−x
(
Xe(q) < y
)
. (3.23)
Thus, formula (3.16) is derived from (3.20) by first using the last two formulas
and then replacing −x by x. ⊓⊔
Remark 3.4 Similar to the derivation of (3.6), we can show that
F2(x) =
{
G3(x)− 1, i f p > 0,
e
∫
∞
0 Π4(dx)
(
G41(x)−G42(x)
)
− 1, i f p < 0, (3.24)
where G3(x), Π4(dx), G41(x) and G42(x) are given by Corollary 2.1.
Remark 3.5 Similar to the derivation of (3.15), for fixed b ∈ R, we can deduce the
following result from (3.16).
∫
∞
−∞
e−iφ(x−b)d
(
Ex
[
e−p
∫ e(q)
0 1{Xs≥b}ds1{Xe(q)<b}
])
=−E
[
eiφXe(p+q)
]
E
[
eiφXe(q)
]
, φ ∈R.
Corollary 3.2 (i) For p,q > 0 and y ≥ b, we have
Ex
[
e−p
∫ e(q)
0 1{Xs>b}ds1{Xe(q)>y}
]
=
q
p+ q
(
Px
(
Xe(p+q) > y
)
+ ˆJ1(b− x;y− b)
)
,
where
ˆJ1(x;y− b) =
∫ x
−∞
ˆF1(x− z+ y− b)d ˆKq(z), x ∈ R. (3.25)
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Here, in (3.25), ˆKq(x) is the convolution of the probability distribution functions of
X e(p+q) and X e(q) under P; ˆF1(x) is a continuous function on (0,∞) and satisfies
∫
∞
0
e−sx ˆF1(x)dx =
1
s

E
[
e
−sXe(p+q)
]
E
[
e
−sXe(q)
] − 1

 , s > 0. (3.26)
(ii) For p,q > 0 and y ≤ b,
Ex
[
e
−p
∫ e(q)
0 1{Xs<b}ds1{Xe(q)<y}
]
=
q
p+ q
(
Px
(
Xe(p+q) < y
)
+ ˆJ2(x− b;b− y)
)
,
where
ˆJ2(x;b− y) =
∫ x
−∞
ˆF2(x− z− y+ b)d ˆLq(z), x ∈ R. (3.27)
In (3.27), ˆLq(x) is the convolution of the probability distribution functions of −Xe(q)
and −Xe(p+q) under P; ˆF2(x) is a continuous function on (0,∞) and satisfies
∫
∞
0
e−sx ˆF2(x)dx =
1
s

E
[
esXe(p+q)
]
E
[
e
sXe(q)
] − 1

 , s > 0. (3.28)
Proof Note first that
Ex
[
e−p
∫ t
0 1{Xs>b}ds1{Xt>y}
]
= e−ptEx
[
e−(−p)
∫ t
0 1{Xs≤b}ds1{Xt>y}
]
. (3.29)
Then it holds that
Ex
[
e
−p
∫ e(q)
0 1{Xe(q)>b}ds1{Xe(q)>y}
]
= q
∫
∞
0
e−qte−ptEx
[
ep
∫ t
0 1{Xs≤b}ds1{Xt>y}
]
dt
=
q
p+ q
Ex
[
e−(−p)
∫ e(p+q)
0 1{Xs≤b}ds1{Xe(p+q)>y}
]
,
(3.30)
which combined with (3.2) and (3.5), gives the results in the first part. The derivation
of the second part is similar and thus we omit the details. ⊓⊔
Remark 3.6 Since Lemma 2.1 holds, the item
∫ e(q)
0 1{Xs<b}ds in (3.27) can be rewrit-
ten as
∫ e(q)
0 1{Xs≤b}ds. A similar result holds for the quantity
∫ e(q)
0 1{Xs>b}ds in (3.25).
Remark 3.7 Although it is assumed that p,q > 0 in Corollary 3.2, one can verify
that this corollary also holds for q > 0 and p > −q by using a similar derivation in
Theorem 3.1. The reason why we focus on the case p,q > 0 in Corollary 3.2 is that
now it is a straightforward result of Theorem 3.1 and Corollary 3.1.
Similar to Remark 3.1, for the three functions F2(x) in (3.19), ˆF1(x) in (3.26)
and ˆF2(x) in (3.28), we have expressions for F2(dx), ˆF1(dx) and ˆF2(dx) for x > 0.
Particularly, Theorem 3.1 and Corollaries 3.1 and 3.2 will give us the following result.
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Corollary 3.3 (i) For p,q > 0, we have
Ex
[
e−p
∫ e(q)
0 1{Xs≤b}ds1{Xe(q)∈dy}
]
=
{
Px
(
Xe(q) ∈ dy
)
−
∫ b−x
−∞ F1(dy− x− z)dKq(z), y ≥ b,
q
ξ
(
Px
(
Xe(ξ ) ∈ dy
)
−
∫ x−b
−∞
ˆF2(x− dy− z)d ˆLq(z)
)
, y ≤ b,
(3.31)
where ξ = p+ q.
(ii) For p,q > 0, we have
Ex
[
e−p
∫ e(q)
0 1{Xs≥b}ds1{Xe(q)∈dy}
]
=
{
Px
(
Xe(q) ∈ dy
)
−
∫ x−b
−∞ F2(x− dy− z)dLq(z), y ≤ b,
q
ξ
(
Px
(
Xe(ξ ) ∈ dy
)
−
∫ b−x
−∞
ˆF1(dy− x− z)d ˆKq(z)
)
, y ≥ b.
(3.32)
Remark 3.8 To obtain closed-form formulas for Ex
[
e−p
∫ e(q)
0 1{Xs≤b}ds1{Xe(q)∈dy}
]
in
(3.31), it is enough to know the distributions of X e(q) and Xe(q) for any q> 0, because
these two distributions determine the distribution of Xe(q) (which is due to the Wiener-
Hopf factorization; see, e.g., Theorem 6.16 in [10]) and other quantities, i.e., F1(x),
ˆF2(x), Kq(x) and ˆLq(x). The distributions of Xe(q) and X e(q) have been investigated
considerably, the reader can refer to [7,9].
Remark 3.9 It follows from (3.14) that∫
∞
0
eiφxF1(dx)+F1(0)+ 1 = E
[
e
iφXe(q)
]
/E
[
e
iφXe(p+q)
]
, f or φ ∈ R.
which combined with the definition of Kq(x) in (3.4), gives∫
∞
−∞
eiφx
∫ x
−∞
F1(dx− z)dKq(z) =
∫
∞
0
eiφxF1(dx)
∫
∞
−∞
eiφxdKq(x)
= E
[
e
iφXe(q)
]
− (F1(0)+ 1)
∫
∞
−∞
eiφxdKq(x), φ ∈ R,
where in the second equality, we have used the known Wiener-Hopf factorization (see
Remark 3.3). Therefore, for x ∈ R, the last formula produces∫ x
−∞
F1(dx− z)dKq(z) = P
(
Xe(q) ∈ dx
)
− (F1(0)+ 1)Kq(dx).
Similarly, we can derive that∫ x
−∞
ˆF2(dx− z)d ˆLq(z) = P
(
Xe(p+q) ∈ −dx
)
− ( ˆF2(0)+ 1) ˆLq(dx),∫ x
−∞
ˆF1(dx− z)d ˆKq(z) = P
(
Xe(p+q) ∈ dx
)
− ( ˆF1(0)+ 1) ˆKq(dx),
and ∫ x
−∞
F2(dx− z)dLq(z) = P
(
Xe(q) ∈ −dx
)
− (F2(0)+ 1)Lq(dx).
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Remark 3.10 From the above remark, we can write (3.31) and (3.32) as
Ex
[
e
−p
∫ e(q)
0 1{Xs≤b}ds1{Xe(q)∈dy}
]
=
{
(F1(0)+ 1)Kq(dy− x)+
∫ y−x
b−x F1(dy− x− z)dKq(z), y ≥ b,
q
p+q
(
( ˆF2(0)+ 1) ˆLq(x− dy)+
∫ x−y
x−b
ˆF2(x− dy− z)d ˆLq(z)
)
, y ≤ b,
(3.33)
and
Ex
[
e−p
∫ e(q)
0 1{Xs≥b}ds1{Xe(q)∈dy}
]
=
{
(F2(0)+ 1)Lq(x− dy)+
∫ x−y
x−b F2(x− dy− z)dLq(z), y ≤ b,
q
p+q
(
( ˆF1(0)+ 1) ˆKq(dy− x)+
∫ y−x
b−x
ˆF1(dy− x− z)d ˆKq(z)
)
, y ≥ b,
(3.34)
where q, p > 0.
4 Proof of Theorem 3.1 in a dense subclass
In this section, the process X =(Xt)t≥0 is assumed to be a Le´vy process with Gaussian
component and its jumps have rational Laplace transform, and one can refer to, e.g.,
Lewis and Mordecki [14] for the investigation on such processes. In specific, the
process X is given by
Xt = X0 + µt +σWt +
N+t∑
k=1
Z+k −
N−t∑
k=1
Z−k , (4.1)
where µ and X0 are constants; (Wt)t≥0 is a standard Brownian motion with W0 = 0,
and σ > 0 is the volatility of the diffusion; (N+t )t≥0 is a Poisson process with rate
λ+, and (N−t )t≥0 is a Poisson process with rate λ−; Z+k
(
Z−k
)
, k = 1,2, ..., are in-
dependent and identically distributed random variables; moreover, (Wt)t≥0, (N+t )t≥0,
(N−t )t≥0, {Z+k ;k = 1,2, . . .} and {Z
−
k ;k = 1,2, . . .} are independent mutually; finally,
the density functions of Z+1 and Z
−
1 are given respectively by
p+(z) =
m+
∑
k=1
mk∑
j=1
ck j
(ηk) jz j−1
( j− 1)! e
−ηkz, z > 0, (4.2)
and
p−(z) =
n−
∑
k=1
nk∑
j=1
dk j
(ϑk) jz j−1
( j− 1)! e
−ϑkz, z > 0. (4.3)
Besides, it is assumed that ηi 6= η j and ϑi 6= ϑ j for i 6= j.
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The following Lemma 4.1 is a combination of Lemma 1.1 in [14] and Proposition
1 (v) in [8]. It characterizes the roots of ψ(z) = q with
ψ(z) : = ln
(
E
[
eizX1
])
= λ+
(
m+
∑
k=1
mk∑
j=1
ck j
(
ηk
ηk − iz
) j
− 1
)
+ izµ − σ
2
2
z2 +λ−
(
n−
∑
k=1
nk∑
j=1
dk j
(
ϑk
ϑk + iz
) j
− 1
)
, z ∈ R,
(4.4)
where σ > 0.
Lemma 4.1 (i) For almost all q > 0, the equation ψ(z) = q has, in the set Im(z) <
0, a total of M = ∑m+k=1 mk + 1 distinct simple solutions −iβ1,q, −iβ2,q, . . ., −iβM,q,
ordered such that
0 < β1,q < Re(β2,q)≤ ·· · ≤ Re(βM,q). (4.5)
(ii) For almost all q > 0, the equation ψ(z) = q has, in the set Im(z) > 0, a total
of N = ∑n−k=1 nk + 1 distinct simple roots iγ1,q, iγ2,q, . . ., iγN,q, ordered such that
0 < γ1,q < Re(γ2,q)≤ ·· · ≤ Re(γN,q). (4.6)
(iii) There are only finite numbers of q > 0 such that ψ(z) = q has a root with
multiplicity larger than one.
From now on, we denote by Q the set of q > 0 such that the equation ψ(z) = q
only has simple roots.
Our objection in this section is proving that Theorem 3.1 holds for the process X
in (4.1), and this will be done in Subsections 4.1 and 4.2.
4.1 The case of q, p+ q∈Q
In this subsection, we want to show that Theorem 3.1 holds for X given by (4.1)
and q, p + q ∈ Q. First, for y > b and q, p + q ∈ Q, the expression for Vq(x) =
Ex
[
e−p
∫ e(q)
0 1{Xs≤b}ds1{Xe(q)>y}
]
with X in (4.1) is summarized in Proposition 4.1, whose
proof is left to the Appendix.
Proposition 4.1 For X in (4.1), y > b, and q, p+ q∈Q,
Vq(x) =


∑Mk=1 Ukeβk,p+q(x−b), x < b,
∑Mk=1 Hkeβk,q(x−y)+∑Nk=1 Pkeγk,q(b−x), b < x < y,
1+∑Nk=1 Qkeγk,q(y−x)+∑Nk=1 Pkeγk,q(b−x), x > y,
(4.7)
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where Hk and Qk are given by (A.18) and (A.19); Uk and Pk are given by rational
expansion:
M
∑
i=1
Ui
x−βi,p+q −
N
∑
i=1
Pi
x+ γi,q
−
M
∑
i=1
Hi
x−βi,q e
βi,q(b−y)
=
∏m+k=1(x−ηk)mk ∏n
−
k=1(x+ϑk)nk
∏Mi=1(x−βi,p+q)∏Ni=1(x+ γi,q)
×
M
∑
k=1
∏Mi=1(βk,q −βi,p+q)∏Ni=1(βk,q + γi,q)
∏m+i=1(βk,q −ηi)mi ∏n−i=1(βk,q +ϑi)ni
−Hk
x−βk,q e
βk,q(b−y).
(4.8)
Remark 4.1 The expressions for Uk and Pk can be easily obtained from (4.8), but
here, we are not interested in these expressions. Hence, the corresponding results are
omitted for the sake of brevity.
Remark 4.2 We comment that Vq(x) in (4.7) is continuous on (−∞,∞). In fact, from
(4.7), it is enough to show
Vq(b−) =Vq(b+) and Vq(y−) =Vq(y+). (4.9)
These two identities can be derived from (A.22) and the following result:
M
∑
i=1
Hi−
N
∑
i=1
Qi− 1 = 0, (4.10)
which can be obtained from (A.24) by letting θ ↑ ∞.
Lemma 4.2 For X in (4.1), y > b, and q, p+ q∈Q, we have
∫
∞
−∞
e−φ(x−b)
(
Vq(x)−Px
(
Xe(q) > y
))
dx
= E
[
e
φXe(q)
]
E
[
e
φXe(p+q)
]∫ ∞
0
F0(x+ y− b)eφxdx, Re(φ) = 0,
(4.11)
where
F0(x) =
M
∑
i=1
e−βi,qx
M
∏
k=1
βi,q−βk,p+q
βk,p+q
M
∏
k=1,k 6=i
βk,q
βi,q−βk,q , x ≥ 0. (4.12)
In addition,
∫
∞
0
e−sxF0(x)dx =
M
∑
i=1
M
∏
k=1
βi,q−βk,p+q
βk,p+q
M
∏
k=1,k 6=i
βk,q
βi,q−βk,q
1
βi,q + s
=
1
s

 E
[
e
−sXe(q)
]
E
[
e−sXe(p+q)
] − 1

 , s > 0.
(4.13)
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Proof From (4.7), for Re(φ) = 0, some direct calculations yield∫
∞
−∞
e−φ(x−b)dVq(x) =
M
∑
i=1
Uiφ
βi,p+q−φ +
N
∑
i=1
Piφ
φ + γi,q
−
M
∑
i=1
Hiφ
βi,q−φ e
βi,q(b−y)+ eφ(b−y)
(
M
∑
i=1
Hiβi,q
βi,q−φ −
N
∑
i=1
Qiγi,q
γi,q +φ
)
= φE
[
e
φXe(q)
]
E
[
e
φXe(p+q)
]∫ ∞
0
F0(x+ y− b)eφxdx
+ eφ(b−y)
(
M
∑
i=1
Hiβi,q
βi,q−φ −
N
∑
i=1
Qiγi,q
γi,q +φ
)
= φE
[
e
φXe(q)
]
E
[
e
φXe(p+q)
]∫ ∞
0
F0(x+ y− b)eφxdx+ eφ(b−y)ψ+q (−φ)ψ−q (φ),
(4.14)
where ψ+q (·) and ψ−q (·) are given respectively by (A.1) and (A.4); in the first equality,
we have used the identity ∑Mi=1
(
Ui−Hieβi,q(b−y)
)
−∑Ni=1 Pi = 0 (see (A.22)); the sec-
ond equality follows from (4.8), (A.1), (A.4) and (A.18) with F0(x) given by (4.12);
the third one is due to (4.10) and (A.24).
For fixed y, we have∫
∞
−∞
e−φ(x−y)dPx
(
Xe(q) > y
)
= E
[
eφXe(q)
]
= E
[
eφXe(q)
]
E
[
eφXe(q)
]
= ψ+q (−φ)ψ−q (φ),
(4.15)
where the second equality is due to the well-known Wiener-Hopf factorization (see,
e.g., Theorem 6.16 in [10]). Then, from (4.15), applying integration by parts will lead
to ∫
∞
−∞
e−φ(x−b)dVq(x)− eφ(b−y)ψ+q (−φ)ψ−q (φ)
= φ
∫
∞
−∞
e−φ(x−b)
(
Vq(x)−Px
(
Xe(q) > y
))
dx.
(4.16)
From (4.14) and (4.16), we arrive at (4.11). The second equality in (4.13) is a
direct result of (A.1) and (4.17) in the following Lemma 4.3. ⊓⊔
Lemma 4.3 For given constants x˜1, . . . , x˜n, which satisfy x˜i 6= x˜ j for i 6= j, it holds
that
n
∑
i=1
∏mk=1(x˜i− xˆk)
∏nk=1,k 6=i(x˜i− x˜k)
= 0, (4.17)
where m < n− 1 and xˆ1, . . . , xˆm are arbitrary constants.
Proof Note first that
x∏mi=1(x− xˆi)
∏ni=1(x− x˜i)
=
n
∑
i=1
∏mk=1(x˜i− xˆk)
∏nk=1,k 6=i(x˜i− x˜k)
x
x− x˜i
. (4.18)
Since m < n− 1, formula (4.17) is derived from (4.18) by letting x ↑ ∞. ⊓⊔
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Proposition 4.2 For X in (4.1), q > 0 and p > −q such that q, p+ q ∈ Q, Theorem
3.1 holds, i.e.,
Vq(x)−Px
(
Xe(q) > y
)
= J0(b− x;y− b), y ≥ b, (4.19)
with
J0(x;y− b) =
∫ x
−∞
F0(x− z+ y− b)dKq(z), x ∈ R, (4.20)
where Kq(x) is given by (3.4) with X in (4.1); F0(x) is given by (4.12) and its Laplace
transform is given by (4.13).
Proof Since Vq(x) is a continuous function of x (see Remark 4.2) and Px
(
Xe(q) > y
)
,
as a function of x, is also continuous with respect to x (as P(Xe(q) = z) = 0 for all
z ∈ R, see Lemma 2.1), the integrand on the left-hand side of (4.11) is continuous
with respect to x.
As the distributions of X e(p+q) and Xe(q) have continuous density functions (see
Lemma A.1), Kq(x) (see (3.4)) also has a density function. This result and the con-
tinuity of F0(x) on (0,∞) will lead to that J0(x;y− b) in (4.20) is continuous on
(−∞,∞). Finally, the definition of J0(x;y− b) gives
E
[
e
φXe(q)
]
E
[
e
φXe(p+q)
]∫ ∞
0
F0(x+ y− b)eφxdx =
∫
∞
−∞
J0(x;y− b)eφxdx. (4.21)
From (4.11) and (4.21), we can derive the conclusion that (4.19) holds for y > b.
Next, it is obvious that
lim
y↓b
Px
(
Xe(q) > y
)
= Px
(
Xe(q) > b
)
. (4.22)
Besides, we have limy↓b J0(x;y− b) = J0(x;0), which is due to the fact that F0(x) is
bounded and continuous on (0,∞) (see (4.12)) and the dominated convergence theo-
rem. Since (A.14) holds, applying the dominated convergence theorem again gives
lim
y↓b
Ex
[
e−p
∫ e(q)
0 1{Xs≤b}ds1{Xe(q)>y}
]
= Ex
[
e−p
∫ e(q)
0 1{Xs≤b}ds1{Xe(q)>b}
]
.
Therefore, we conclude that (4.19) also holds for y = b. ⊓⊔
4.2 The case of q ∈Qc or p+ q∈Qc
In this subsection, for given q > 0 and p > −q, we assume that either q ∈ Qc or
p+ q∈Qc holds.
From Lemma 4.1 (iii), we can find a sequence of qn such that qn, p+ qn ∈Q and
limn↑∞ qn ↓ q. For each n, the result in Proposition 4.2 leads to
Vqn(x)−Px
(
Xe(qn) > y
)
= Jn0(b− x;y− b), y > b, (4.23)
with
Jn0 (x;y− b) =
∫ x
−∞
Fn0 (x− z+ y− b)dKqn(z), x ∈R, (4.24)
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where Kqn(x) is the convolution of Xe(qn) and Xe(p+qn) under P, and
∫
∞
0
e−sxFn0 (x)dx =
1
s

 E
[
e
−sXe(qn)
]
E
[
e
−sXe(p+qn)
] − 1

 , s > 0. (4.25)
Lemma 4.4 It holds that
lim
n↑∞
Vqn(x) =Vq(x), lim
n↑∞
Px
(
Xe(qn) > y
)
= Px
(
Xe(q) > y
)
. (4.26)
And for Kq(x) given by (3.4) with X in (4.1), we have
lim
n↑∞
Kqn(x) = Kq(x), x ∈ R. (4.27)
Proof It follows from the definition of (3.1) that
Vqn(x) =
∫
∞
0
qne−qntEx
[
e
−p
∫ t
0 1{Xs≤b}ds1{Xt>y}
]
dt. (4.28)
Since qn > q and p+ q > 0, formula (4.26) is obtained from the application of the
dominated convergence theorem. Similarly, for Re(φ)≥ 0, we have
lim
n↑∞
E
[
e
φXe(qn)
]
= E
[
e
φXe(q)
]
, lim
n↑∞
E
[
e
−φXe(p+qn)
]
= E
[
e
−φXe(p+q)
]
. (4.29)
Formula (4.29) means that Xe(p+qn) and Xne(qn) converge respectively to X e(p+q) and
X e(q) in distribution. Thus, recalling the definition of Kq(x) in (3.4) and Proposition
3.1, we derive (4.27). ⊓⊔
For the function Fn0 (x) in (4.25) and F1(x) in (3.5) with X given by (4.1), we have
the following lemma.
Lemma 4.5 (i) Fn0 (x) is uniformly convergence to F1(x) on [0,∞].
(ii) F1(x), F10 (x),F20 (x), . . ., are uniformly bounded.
Proof First, formula (3.7) leads to
Fn0 (∞) = 0 = F1(∞), (4.30)
and Fn0 (0) = e
−
∫
∞
0
1
t e
−qnt(1−e−pt)P(Xt>0)dt − 1. Thus
lim
n↑∞
Fn0 (0) = F1(0) = e−
∫
∞
0
1
t e
−qt(1−e−pt)P(Xt>0)dt − 1. (4.31)
In addition, similar to (4.29), we also have
lim
n↑∞
E
[
e
−sXe(qn)
]
= E
[
e
−sXe(q)
]
, s > 0. (4.32)
(1) Assume p > 0. It follows from (3.13), (4.29) and (4.32) that
lim
n↑∞
∫
∞
0−
e−sxd(Fn0 (x)+ 1) =
∫
∞
0−
e−sxd(F1(x)+ 1). (4.33)
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Since F1(x) is continuous on (0,∞), applying the continuity theorem for Laplace
transforms (see, e.g., Theorem 2a on page 433 in Feller [6]) to (4.33) gives
lim
n↑∞
Fn0 (x)+ 1 = F1(x)+ 1, x > 0. (4.34)
Since Fn0 (x) is increasing, continuous and bounded on (0,∞) (see Proposition 3.2
(ii)). From (4.30), (4.31) and (4.34), we deduce the result that Fn0 (x) is uniformly
convergence to F1(x) on [0,∞]. Besides, formula (3.8) produces
− 1≤ F1(x), Fn0 (x)≤ 0, f or n = 1,2, . . . , (4.35)
(2) Assume −q < p < 0. For each n = 1,2, . . ., we obtain from (3.6) that
Fn0 (x) = e
−Πn2 (0,∞) (Gn21(x)−Gn22(x))− 1, (4.36)
where
Π n2 (0,∞) :=
∫
∞
0
1
t
e−qnt(e−pt − 1)P(Xt > 0)dt, (4.37)
and Gn21(x) and Gn22(x) are given respectively by (see (2.5), (2.6) and (2.8))
2
∫
∞
0−
e−sxdGn21(x) = e−Π
n
2 (0,∞)
E
[
e−sXe(qn)
]
E
[
e
−sXe(p+qn)
] + eΠn2 (0,∞)E
[
e−sXe(p+qn)
]
E
[
e
−sXe(qn)
] , (4.38)
and
2
∫
∞
0−
e−sxdGn21(x) = eΠ
n
2 (0,∞)
E
[
e
−sXe(p+qn)
]
E
[
e
−sXe(qn)
] − e−Πn2 (0,∞) E
[
e
−sXe(qn)
]
E
[
e
−sXe(p+qn)
] . (4.39)
Obviously, we have
lim
n↑∞
Π n2 (0,∞) = Π2(0,∞) :=
∫
∞
0
1
t
e−qt(e−pt − 1)P(Xt > 0)dt. (4.40)
Then from (4.29) and (4.32), we immediately derive that∫
∞
0−
e−sxdGn2i(x) =
∫
∞
0−
e−sxdG2i(x), i = 1,2, (4.41)
where G21(x) and G22(x) are given by (2.5), (2.6) and (2.7) with X in (4.1). Applying
the continuity theorem for Laplace transforms again leads to
lim
n↑∞
Gn2i(x) = G2i(x), f or x > 0 and i = 1,2. (4.42)
Recall (2.18) and (2.19). From (4.40), for i = 1,2, it is easy to show that
lim
n↑∞
Gn2i(0) = G2i(0) and lim
n↑∞
Gn2i(∞) = G2i(∞)< ∞. (4.43)
Since G21(x) and G22(x) are measures, it follows from (4.42) and (4.43) that Gn2i(x)
is uniformly convergence to G2i(x) on [0,∞], where i = 1,2.
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Therefore, from (3.6) and (4.36), we arrive at the result that Fn0 (x) is uniformly
convergence to F1(x) on [0,∞]. Since qn > q, formula (3.9) gives us
|F1(x)|, |Fn0 (x)|< e
2
∫
∞
0
1
t e
−qt(e−pt−1)dt + 1, (4.44)
this completes the proof. ⊓⊔
Proposition 4.3 For X in (4.1), Theorem 3.1 is valid for the case of q∈Qc or p+q∈
Qc.
Proof From Lemma 4.5 (i), we know Fn0 (x) is uniformly convergence to F1(x) on
[0,∞). Thus if xn → x ≥ 0, then
lim
n↑∞
Fn0 (xn) = F1(x). (4.45)
For y ≥ b, Jn0 (x;y− b) can be written as (see (4.24))
Jn0(x;y− b) = E
[
Fn0 (x−Z
n
0 + y− b)1{Zn0<x}
]
, (4.46)
where the law of Zn0 is given by Kqn(z). Besides, as Lemma 4.5 (ii) and Proposition
3.1 hold, we deduce from (4.27), (4.45) and (4.46) that
lim
n↑∞
Jn0(x;y− b) = J1(x;y− b) = E
[
F1(x−Z0 + y− b)1{Z0<x}
]
, (4.47)
where the distribution of Z0 is given by Kq(z); and we have used the bounded conver-
gence theorem in the derivation of (4.47).
Therefore, the desired result is deduced by letting n ↑∞ in (4.23) and using (4.26)
and (4.47). ⊓⊔
5 Proof of Theorem 3.1
In this section, the details on the derivation of Theorem 3.1 are given. The following
technical lemma is important, and one can refer to Proposition 1 in Asmussen et al.
[2] for its proof.
Lemma 5.1 For any given Le´vy process X = (Xt)t≥0, there exists a sequence of Xn =
(Xnt )t≥0 with the form of (4.1) such that
lim
n↑∞
sup
s∈[0,t]
|Xns −Xs|= 0, almost surely. (5.1)
Remark 5.1 Note that Xn in (5.1) is assumed to have a Gaussian component. A
particular case is that the process X in (5.1) is a pure jump process and at first sight
Proposition 1 in Asmussen et al. [2] does not cover this special case. Here, for any
given Le´vy process X, we remind the reader that
lim
n↑∞
sup
s∈[0,t]
|
(
Xs +
1
n
Ws
)
−Xs|= lim
n↑∞
1
n
W T = 0,
where Wt is a Brownian motion. This means that Proposition 1 in Asmussen et al. [2]
also holds for the above case.
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For each Xn and y ≥ b, Propositions 4.2 and 4.3 give
V nq (x)−Px
(
Xne(q) > y
)
= Jn1 (b− x;y− b), (5.2)
with
V nq (x) := Ex
[
e
−p
∫ e(q)
0 1{Xns≤b}ds1{Xn
e(q)>y}
]
, (5.3)
and
Jn1(x;y− b) =
∫ x
−∞
Fn1 (x− z+ y− b)dKnq(z), (5.4)
where Knq (x) is the convolution of Xne(q) and X
n
e(p+q) under P, and
∫
∞
0
e−sxFn1 (x)dx =
1
s

 E
[
e−sX
n
e(q)
]
E
[
e−sX
n
e(p+q)
] − 1

 , s > 0. (5.5)
Lemma 5.2 It holds that
lim
n↑∞
V nq (x) =Vq(x), lim
n↑∞
Px
(
Xne(q) > y
)
= Px
(
Xe(q) > y
)
, (5.6)
and
lim
n↑∞
Knq (x) = Kq(x), x ∈R, (5.7)
where Kq(x) is given by (3.4).
Proof Since Lemmas 2.1 and 5.1 hold, the dominated convergence theorem will lead
to
lim
n↑∞
Px
(
Xne(q) > z
)
= lim
n↑∞
qE
[∫
∞
0
e−qt1{Xnt >z}dt
]
= Px
(
Xe(q) > z
)
. (5.8)
Similarly, we have (note that p+ q > 0)
lim
n↑∞
V nq (x) := lim
n↑∞
qEx
[∫
∞
0
e−qte
−p
∫ t
0 1{Xns≤b}ds1{Xnt >y}dt
]
=Vq(x). (5.9)
In addition, it is known that (see, e.g., Lemma 13.4.1 of Whitt [17])
|Xnt −Xt | ≤ sup
0≤s≤t
|Xns −Xs| and |Xnt −Xt | ≤ sup
0≤s≤t
|Xns −Xs|, (5.10)
which combined with (5.1), yields
lim
n↑∞
E
[
e−sX
n
e(q)
]
= q lim
n↑∞
∫
∞
0
e−qtE
[
e−sX
n
t
]
dt = E
[
e−sXe(q)
]
, (5.11)
and
lim
n↑∞
E
[
e
sXn
e(q)
]
= q lim
n↑∞
∫
∞
0
e−qtE
[
esX
n
t
]
dt = E
[
e
sXe(q)
]
, (5.12)
where s,q > 0. Formulas (5.11) and (5.12) mean that Xne(p+q) and Xne(q) converge
respectively to Xe(p+q) and Xe(q) in distribution, thus formula (5.7) is derived by
recalling Proposition 3.1. ⊓⊔
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Lemma 5.3 For the continuous functions F1(x) in (3.5) and Fn1 (x) in (5.5), the fol-
lowing results hold.
(i) Fn1 (x) is uniformly convergence to F1(x) on [0,∞).
(ii) F1(x), F11 (x),F21 (x), . . ., are uniformly bounded.
Proof Note that (5.11) holds for any q > 0. Besides, from (5.1), we have
lim
n↑∞
∫
∞
0
1
t
e−qt
(
1− e−pt
)
P(Xnt > 0)dt =
∫
∞
0
1
t
e−qt
(
1− e−pt
)
P(Xt > 0)dt,
which is due to the result that P(Xt = 0) = 0 for Lebesgue almost every t > 0 (see
Lemma 2.1) and the dominated convergence theorem (note that p+ q > 0).
The remaining proof of this lemma is similar to that of Lemma 4.5, thus the details
are omitted for simplicity. ⊓⊔
Proof of Theorem 3.1 First, Lemma 5.3 (i) states that if xn → x ≥ 0, then
lim
n↑∞
Fn1 (xn) = F1(x). (5.13)
Next, for y ≥ b, Jn1(x;y− b) in (5.4) can be written as
Jn1(x;y− b) = E
[
Fn1 (x−Z
n
1 + y− b)1{Zn1<x}
]
, (5.14)
where the law of Zn1 is given by Knq (z). Since F1(x), F11 (x), F21 (x), . . ., are uniformly
bounded (see Lemma 5.3 (ii)). Applying the bounded convergence theorem to (5.14)
and using (5.7), (5.13) and Proposition 3.1, we obtain
lim
n↑∞
Jn1(x;y− b) = J1(x;y− b) = E
[
F1(x−Z1 + y− b)1{Z1<x}
]
, (5.15)
where the distribution of Z1 is given by Kq(z). Therefore, letting n ↑ ∞ in (5.2), we
derive Theorem 3.1 from (5.6) and (5.15). ⊓⊔
6 Examples
In Corollary 3.3 (see also Remark 3.10), we obtain expresses for the following ex-
pectation:
Ex
[
e−p
∫ e(q)
0 1{Xs≤b}ds1{Xe(q)∈dy}
]
= q
∫
∞
0
e−qtEx
[
e−p
∫ t
0 1{Xs≤b}ds1{Xt∈dy}
]
dt, (6.1)
where p,q > 0 and X is a general Le´vy process but not a compound Poisson process.
For some Le´vy process X , this quantity Ex
[
e−p
∫ e(q)
0 1{Xs≤b}ds1{Xe(q)∈dy}
]
has more
explicit expressions. And in the following, we will give some examples.
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Example 6.1 Let X be a hyper-exponential jump diffusion process, i.e., the process
X is given by (4.1) but the jump distributions p+(z) and p−(z) are simplified as:
p+(z) =
m+
∑
k=1
ckηke−ηkz, p−(z) =
n−
∑
k=1
dkϑke−ϑkz, z > 0,
where ck,ηk,ϑk,dk > 0 and ∑m+k=1 ck = 1 = ∑n
−
k=1 dk.
In this case, the equation ψ(z) = q for any q > 0 only has real and simple roots,
where ψ(z) = ln
(
E
[
ezX1
]) (see Lemma 2.1 in [4]). The distributions of X e(q) and
X e(q) for any q > 0 have semi-explicit expressions, whose forms are the same as (A.2)
and (A.5). In addition, the function F1(x) defined by (3.5) has the same form as F0(x)
given by (4.12), and ˆF2(x) in (3.28) has a similar expression. Thus the left-hand side
of (3.31) can be written in a more explicit form.
In fact, after some simple calculations, we obtain that formula (3.31) will reduce
to the results given by Corollary 3.9 in [18].
⊓⊔
Example 6.2 Assume that X is a spectrally negative Le´vy process. First, we give
some results on such a Le´vy process X and refer the reader to chapter 8 of [10] for
more details.
It is known that for λ > 0,
ψ(λ ) = ln(E
[
eλ X1
]
) =
1
2
σ2λ 2 + γλ +
∫ 0
−∞
(eλ x− 1−λ x1{x>−1})Π(dx),
where γ ∈ R and σ ≥ 0; the Le´vy measure Π has a support of (−∞,0) such that∫ 0
−∞(x
2∧1)Π(dx)< ∞. Besides, if σ = 0 and ∫ 0−1 |x|Π(dx)< ∞, then X has bounded
variation and ψ(λ ) = dλ + ∫ 0−∞(eλ x− 1)Π(dx) with d = γ − ∫ 0−1 xΠ(dx)> 0.
Define
Φ(q) = sup{λ ≥ 0 : ψ(λ ) = q}, f or q > 0. (6.2)
For given q > 0, the q-scale function W (q)(x) is strictly increasing and continuous on
(0,∞) and its Laplace transform satisfies∫
∞
0
e−sxW (q)(x)dx = 1ψ(s)− q , f or s > Φ(q). (6.3)
In addition, W (q)(x) = 0 for x < 0 and W (q)(0) := limx↓0 W (q)(x).
Next, we derive formulas for F1(x), ˆF2(x) and Kq(x) given respectively by (3.5),
(3.28) and (3.4).
From (8.2) in [10], we know
E
[
e−sXe(q)
]
=
Φ(q)
Φ(q)+ s
and E
[
esXe(q)
]
=
q
Φ(q)
Φ(q)− s
q−ψ(s) , s,q > 0. (6.4)
(i) It follows directly from (3.13) and (6.4) that F1(0) = Φ(q)Φ(p+q) − 1 and
F1(dx) =
Φ(p+ q)−Φ(q)
Φ(p+ q)
Φ(q)e−Φ(q)xdx, x > 0. (6.5)
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(ii) Note that (see (3.28))∫
∞
0
e−sx ˆF2(dx)+ ˆF2(0)+ 1 = E
[
e
sXe(p+q)
]
/E
[
e
sXe(q)
]
.
So formula (6.4) gives ˆF2(0) = (p+q)Φ(q)qΦ(p+q) − 1. Then, for s > max{Φ(p+ q),Φ(q)},
some straightforward calculations will yield
∫
∞
0
e−sx ˆF2(dx) = E
[
e
sXe(p+q)
]
/E
[
e
sXe(q)
]
−
(p+ q)Φ(q)
qΦ(p+ q)
=
(p+ q)Φ(q)(Φ(q)−Φ(p+ q))
qΦ(p+ q)(s−Φ(q))
+
(p+ q)pΦ(q)
qΦ(p+ q)
1+ Φ(q)−Φ(p+q)
s−Φ(q)
ψ(s)− (p+ q) .
The above result and formula (6.3) will lead to
ˆF2(dx)
dx =
(p+ q)Φ(q)(Φ(q)−Φ(p+ q))
qΦ(p+ q) e
Φ(q)x +
(p+ q)pΦ(q)
qΦ(p+ q)
ˆf2(x), x > 0,
(6.6)
where
ˆf2(x) =W (p+q)(x)+ (Φ(q)−Φ(p+ q))
∫ x
0
eΦ(q)(x−z)W (p+q)(z)dz, x ∈ R. (6.7)
(iii) Since P(Xe(p+q) ∈ dx)=Φ(p+q)e−Φ(p+q)xdx for x> 0 (see (6.4)) and (see,
e.g., formula (8.20) on page 219 of [10])
P
(
−Xe(q) ∈ dx
)
=
q
Φ(q)
W (q)(dx)− qW (q)(x)dx, x ≥ 0.
From (3.4), we can rewrite Kq(dx) as
Φ(p+ q)
{∫ 0+
−∞
e−Φ(p+q)(x−z)P
(
X e(q) ∈ dz
)
−
∫ 0+
x
e−Φ(p+q)(x−z)P
(
X e(q) ∈ dz
)}
.
Integration by parts shows that
∫ 0+
x
e−Φ(p+q)(x−z)W (q)(−dz) =W (q)(−x)+Φ(p+ q)
∫ 0
x
e−Φ(p+q)(x−z)W (q)(−z)dz.
From (6.4) and the last three formulas, we will derive the following result after some
simple computations.
Kq(dx)
dx =
q
p
Φ(p+ q)
(
Φ(p+ q)
Φ(q)
− 1
)
e−Φ(p+q)x−
qΦ(p+ q)
Φ(q)
kq(x), x ∈ R,
(6.8)
where
kq(x) =W (q)(−x)+ (Φ(p+ q)−Φ(q))e−Φ(p+q)x
∫ 0
x
eΦ(p+q)zW (q)(−z)dz. (6.9)
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In addition, the definition of ˆLq(x) (see Corollary 3.2 (ii)) gives
ˆLq(dx) = Kq(−dx), f or x ∈R,
which can be obtained from (6.8).
Finally, as ˆF2(0) = (p+q)Φ(q)qΦ(p+q) −1 and F1(0) =
Φ(q)
Φ(p+q)−1, we can rewrite formula
(3.33) as follows:
Ex
[
e−p
∫ e(q)
0 1{Xs≤b}ds1{Xe(q)∈dy}
]
=


Φ(q)
Φ(p+q)Kq(dy− x)+
∫ y−x
b−x F1(dy− x− z)dKq(z), y ≥ b,
q
p+q
(
(p+q)Φ(q)
qΦ(p+q)
ˆLq(x− dy)+
∫ x−y
x−b
ˆF2(x− dy− z)d ˆLq(z)
)
, y ≤ b,
(6.10)
which combined with (6.5), (6.6) and (6.8), leads to (see Appendix B for the details
on the derivation)
Ex
[
e−p
∫ e(q)
0 1{Xs<b}ds1{Xe(q)∈dy}
]
=−qW (q,p)x−b (x− y)dy
+
q
p
(Φ(p+ q)−Φ(q))H(p+q,−p)(x− b)H(q,p)(b− y)dy,
(6.11)
where
H(p+q,−p)(x− b) = eΦ(p+q)(x−b)
[
1− p
∫ x−b
0
e−Φ(p+q)zW (q)(z)dz
]
,
H(q,p)(b− y) = eΦ(q)(b−y)
[
1+ p
∫ b−y
0
e−Φ(q)zW (p+q)(z)dz
]
,
(6.12)
and
W (q,p)x−b (x− y) =W
(q)(x− y)+ p
∫ x−y
x−b
W (p+q)(x− y− z)W (q)(z)dz. (6.13)
Therefore, formula (6.11) recovers the result obtained in previous research, see
(19) in [11] or (12) in [19].
7 Conclusion
In this paper, we investigate the occupation times of a general Le´vy process. Formu-
las for the Laplace transform of the joint distribution of an arbitrary Le´vy process
(which is not a compound Poisson process) and its occupation times are derived. The
approach used is novel and the result has some applications in finance. Particularly,
the application of our result to price occupation time derivatives is a potential direc-
tion of our future research.
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A The proof of Proposition 4.1
In this section, we derive Proposition 4.1 and present some preliminary results before starting the deriva-
tion.
The following Lemma A.1 gives the distributions of Xe(q) and Xe(q) for any q ∈ Q, where Lemma
A.1 (i) is taken from Theorem 2.2 and Corollary 2.1 in Lewis and Mordecki [14]; and Lemma A.1 (ii) is a
straightforward application of Lemma A.1 (i) to the dual process −X .
Lemma A.1 (i) For any q ∈Q and Re(s)≥ 0,
E
[
e
−sX e(q)
]
=
m+
∏
k=1
(
s+ηk
ηk
)mk M∏
k=1
( βk,q
s+βk,q
)
=
M
∑
k=1
Cqk
s+βk,q := ψ
+
q (s), (A.1)
and for z ≥ 0,
P
(
Xe(q) ∈ dz
)
=
M
∑
k=1
Cqk e
−βk,qzdz, (A.2)
where
Cqi
βi,q =
m+
∏
k=1
(ηk −βi,q
ηk
)mk M∏
k=1,k 6=i
βk,q
βk,q −βi,q , f or 1 ≤ i ≤ M. (A.3)
(ii) For any q ∈Q and Re(s)≥ 0,
E
[
e
sX e(q)
]
=
n−
∏
k=1
(
s+ϑk
ϑk
)nk N∏
k=1
( γk,q
s+ γk,q
)
=
N
∑
k=1
Dqk
s+ γk,q
:= ψ−q (s), (A.4)
and for z ≤ 0,
P
(
Xe(q) ∈ dz
)
=
N
∑
k=1
Dqke
γk,qzdz, (A.5)
where
Dqj
γ j,q
=
n−
∏
k=1
(ϑk − γ j,q
ϑk
)nk N∏
k=1,k 6= j
( γk,q
γk,q − γ j,q
)
, f or 1 ≤ j ≤ N. (A.6)
Although (A.1) and (A.4) hold for Re(s)≥ 0 only, ψ+q (s) in (A.1) and ψ−q (s) in (A.4) are treated as
two rational functions of s in what follows. In addition, for any a ∈ R, define
τ+a := inf{t ≥ 0 : Xt > a} and τ−a := inf{t ≥ 0 : Xt < a}. (A.7)
Lemma A.2 summarizes the results on the one-sided exit problems of X , and its proof is very easy
by applying Lemma A.1 and the following two results (see, Corollary 2 and formula (4) in Alili and
Kyprianou [1])
E
[
e
−qτ−x +s(Xτ−x
−x)
]
=
E
[
e
s(X e(q)−x)1{Xe(q)<x}
]
E
[
e
sX e(q)
] , s ≥ 0 and x ≤ 0,
and
E
[
e
−qτ+x −s(Xτ+x
−x)
]
=
E
[
e
−s(X e(q)−x)1{Xe(q)>x}
]
E
[
e
−sX e(q)
] , x,s ≥ 0.
Lemma A.2 (1) For q ∈Q and x,y ≤ 0, we have
E
[
e−qτ
−
x 1{X
τ−x
−x∈dy}
]
= Dq0(x)δ0(dy)+
n−
∑
k=1
nk∑
j=1
Dqk j(x)
(ϑk) j(−y) j−1
( j−1)! e
ϑkydy, (A.8)
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with Dq0(x) and D
q
k j(x) given by rational expansion:
Dq0(x)+
n−
∑
k=1
nk∑
j=1
Dqk j(x)
(
ϑk
ϑk + s
) j
=
1
ψ−q (s)
N
∑
k=1
Dqk
eγk,qx
s+ γk,q
, x ≤ 0, (A.9)
where ψ−q (s) is a rational function and is given by (A.4).
(2) For q ∈Q and x,y ≥ 0,
E
[
e−qτ
+
x 1{X
τ+x
−x∈dy}
]
=Cq0(x)δ0(dy)+
m+
∑
k=1
mk∑
j=1
Cqk j(x)
(ηk) jy j−1
( j−1)! e
−ηkydy, (A.10)
with Cq0 (x) and C
q
k j(x) given by rational expansion:
Cq0 (x)+
m+
∑
k=1
mk∑
j=1
Cqk j(x)
(
ηk
ηk + s
) j
=
1
ψ+q (s)
M
∑
k=1
Cqk
e−βk,qx
s+βk,q , x ≥ 0, (A.11)
where ψ+q (s) is a rational function and is given by (A.1).
Remark A.1 From (A.9), we see that Dq0(x) and Dqk j(x), for 1 ≤ k ≤ n− and 1 ≤ j ≤ nk, are linear
combinations of eγi,qx for 1 ≤ i ≤ N. Similarly, formula (A.11) leads to that Cq0 (x) and Cqk j(x), for 1 ≤ k ≤
m+ and 1 ≤ j ≤ mk, are linear combinations of eβi,qx for 1 ≤ i ≤ M.
Lemma A.3 For any θ > 0 and s 6=−η1, . . . ,−ηm+ with θ 6= s,
∫
∞
0
e−θxCq0(x)dx+
m+
∑
k=1
mk∑
j=1
∫
∞
0
e−θxCqk j(x)dx
(
ηk
ηk + s
) j
=
1
s−θ
(
ψ+q (θ )
ψ+q (s)
−1
)
, (A.12)
and for any θ > 0 and s 6=−ϑ1, . . . ,−ϑn− with θ 6= s,
∫ 0
−∞
eθxDq0(x)dx+
n−
∑
k=1
nk∑
j=1
∫ 0
−∞
eθxDqk j(x)dx
(
ϑk
ϑk + s
) j
=
1
s−θ
(
ψ−q (θ )
ψ−q (s)
−1
)
. (A.13)
Proof These results can be obtained from (A.9) and (A.11) after some direct algebraic manipulations.
Here, we only remind that
∫
∞
0
e−θx
e−βk,qx
s+βk,q dx =
1
s−θ
(
1
θ +βk,q −
1
s+βk,q
)
.
⊓⊔
Proof of Proposition 4.1 The derivation consists of three steps.
Step 1. For given y > b, considering the function defined in (3.1), we have
Vq(x) = Ex
[
e
−p
∫ e(q)
0 1{Xs≤b}ds1{Xe(q)>y}
]
≤
{
1, i f p ≥ 0,
Ex
[
e−pe(q)
]
= qp+q , i f −q < p < 0.
(A.14)
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For x < b, we can obtain from the strong Markov property of the process X and the lack of memory
property of e(q) that
Vq(x) = Ex
[
e
−p
∫ e(q)
0 1{Xs≤b}ds1{Xe(q)>y}1{e(q)>τ+b }
]
= Ex
[
e
−pτ+b −p
∫ e(q)
τ+b
1{Xs≤b}ds1{Xe(q)>y}1{e(q)>τ+b }
]
= Ex
[
e−(p+q)τ
+
b Vq(Xτ+b )
]
=
m+
∑
k=1
mk∑
j=1
Cξk j(b− x)
∫
∞
0
(ηk) jz j−1
( j−1)! e
−ηkzVq(b+ z)dz
+Cξ0 (b− x)Vq(b) =
M
∑
k=1
Ukeβk,ξ (x−b), x < b,
(A.15)
where ξ = p+ q and U1, . . . ,UM are proper constants and do not depend on x; the fourth equality follows
from (A.10) and the final one is due to Remark A.1.
Similarly, for x > b, we can derive
Vq(x) = Ex
[
e
−p
∫ e(q)
τ−b
1{Xs≤b}ds1{Xe(q)>y}1{e(q)>τ−b }
]
+Ex
[
1{Xe(q)>y}1{e(q)≤τ−b }
]
= Ex
[
e−qτ
−
b Vq(Xτ−b )
]
+Px(Xe(q) > y,X e(q) ≥ b)
=
n−
∑
k=1
nk∑
j=1
Dqk j(b− x)
∫ 0
−∞
Vq(b+ z)
(ϑk) j(−z) j−1
( j−1)! e
ϑkzdz
+Dq0(b− x)Vq(b)+Px(Xe(q) > y,X e(q) ≥ b),
(A.16)
where the third equality follows from (A.8).
The well-known Wiener-Hopf factorization (see, e.g., Theorem 6.16 in [10]) gives that Xe(q)−Xe(q)
is independent of Xe(q) and is equal in distribution to Xe(q) under P. This result and formulas (A.2) and
(A.5) yield
Px(Xe(q) > y,X e(q) ≥ b) =
∫ 0
b−x
P(Xe(q)−Xe(q) > y− x− z,X e(q) ∈ dz)
=
∫ 0
b−x
P(Xe(q) > y− x− z)P(Xe(q) ∈ dz)
=
{
∑Mk=1 Hkeβk,q(x−y)+∑Nk=1 ˆPkeγk,q(b−x), b < x ≤ y,
1+∑Nk=1 Qkeγk,q(y−x)+∑Nk=1 ˆPkeγk,q(b−x), x ≥ y,
(A.17)
where we remind the reader that P
(
Xe(q) > z
)
= 1 for z ≤ 0; for k = 1,2, . . . ,M,
Hk =
Cqk
βk,q
N
∑
j=1
Dqj
βk,q + γ j,q , (A.18)
and for k = 1,2, . . . ,N,
Qk = Dqk
M
∑
i=1
Cqi
βi,q(βi,q + γk,q) −
Dqk
γk,q
, ˆPk =−
M
∑
i=1
Cqi
βi,q
Dqke
βi,q(b−y)
βi,q + γk,q . (A.19)
From (A.16), (A.17) and Remark A.1, we arrive at
Vq(x) =
{
∑Mk=1 Hkeβk,q(x−y) +∑Nk=1 Pkeγk,q(b−x), b < x ≤ y,
1+∑Nk=1 Qkeγk,q(y−x) +∑Nk=1 Pkeγk,q(b−x), x ≥ y,
(A.20)
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where P1, . . . ,PN do not depend on x and satisfy
N
∑
k=1
Pkeγk,q(b−x) =−
M
∑
i=1
Cqi
βi,q
N
∑
j=1
Dqj e
γ j,q(b−x)
βi,q + γ j,q e
βi,q(b−y)+Dq0(b− x)Vq(b)
+
n−
∑
k=1
nk∑
j=1
Dqk j(b− x)
∫ 0
−∞
Vq(b+ z)
(ϑk) j(−z) j−1
( j−1)! e
ϑkzdz, x > b.
(A.21)
Formulas (A.15) and (A.20) imply that the remaining thing is to derive the expressions of Uk and Pk.
In the second step, we establish the equations satisfied by U1, . . . ,UM and P1, . . . ,PN ; and in the last step,
we solve these equations.
Step 2. Since σ > 0, it is known that P
(
τ+0 = 0
)
= P
(
τ−0 = 0
)
= 1. Thus Vq(x) is continuous at b (see
(A.15) and (A.16)), i.e., limx↑b Vq(x) = Vq(b) = limx↓b Vq(x), which combined with (A.15) and (A.20),
yields
M
∑
i=1
Ui = Vq(b) =
M
∑
i=1
Hieβi,q(b−y)+
N
∑
i=1
Pi. (A.22)
Besides, we know that the derivative of Vq(x) at b is continuous, i.e., V ′q(b−) = V ′q(b+)2. Then, it follows
from (A.15) and (A.20) that
M
∑
i=1
Uiβi,ξ =
M
∑
i=1
Hiβi,qeβi,q(x−y)−
N
∑
i=1
Piγi,q. (A.23)
For all θ ∈C except at β1,q, . . . ,βM,q and−γ1,q, . . . ,−γN,q , formulas (A.18), (A.19) and some straight-
forward computations lead to
M
∑
k=1
θ Hk
βk,q −θ +1+
N
∑
k=1
θ Qk
θ + γk,q
=
M
∑
k=1
θ Hk
βk,q −θ +
M
∑
i=1
N
∑
j=1
Cqi D
q
j
βi,qγ j,q
+
N
∑
k=1
θ
θ + γk,q
(
Dqk
M
∑
i=1
Cqi
βi,q(βi,q + γk,q) −
Dqk
γk,q
M
∑
i=1
Cqi
βi,q
)
=
M
∑
i=1
N
∑
j=1
{
θCqi D
q
j
βi,q(βi,q + γ j,q)(βi,q −θ ) +
Cqi D
q
j
βi,qγ j,q −
θCqi D
q
j
γ j,q(βi,q + γ j,q)(γ j,q +θ )
}
=
M
∑
i=1
N
∑
j=1
Cqi D
q
j
(βi,q −θ )(θ + γ j,q) = ψ
+
q (−θ )ψ−q (θ ),
(A.24)
where we have used ∑Mi=1 C
q
iβi,q = 1 = ∑
N
j=1
Dqj
γ j,q (let s = 0 in (A.1) and (A.4)) in the first equality; the last
equality follows from (A.1) and (A.4).
For 1 ≤ k ≤ m+ and 1 ≤ j ≤ mk, we can write
(−1) j−1
∫ b2
b1
z j−1e−ηkzeθ zdz = ∂
j−1
∂η j−1
(∫ b2
b1
e−ηzeθ zdz
)
η=ηk
,
providing the integral
∫ b2
b1 e
−ηzeθ zdz exists. So we derive via (A.20) that
∫
∞
0
(ηk) jz j−1
( j−1)! e
−ηkzVq(b+ z)dz =
N
∑
i=1
Pi(ηk) j
(ηk + γi,q) j
+
M
∑
i=1
Hi(ηk) j
(ηk −βi,q) j e
βi,q(b−y), (A.25)
where we have used the following result:
(ηk) j(−1) j−1
( j−1)!
∂ j−1
∂η j−1
(
1
η e
η(b−y)
( M
∑
i=1
Hiη
βi,q −η +
N
∑
i=1
ηQi
η + γi,q
+1
))
η=ηk
= 0, (A.26)
2 From the proof given in the Appendix A of Wu and Zhou [18], we obtain that V ′q(b−) and V ′q(b+)
must be equal if they are existent. The existence of V ′q(b−) and V ′q(b+) can be seen from (A.15) and
(A.20).
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which can be proved by using (A.24) and noting that
∂ j−1
∂η j−1
(
ψ+q (−η)
)
η=ηk
= 0, f or 1 ≤ k ≤ m+ and 1 ≤ j ≤ mk. (A.27)
Then, it follows from (A.15), (A.22) and (A.25) that
M
∑
k=1
Ukeβk,ξ (x−b) =Cξ0 (b− x)
(
M
∑
i=1
Hieβi,q(b−y)+
N
∑
i=1
Pi
)
+
m+
∑
k=1
mk∑
j=1
Cξk j(b− x)
(
N
∑
i=1
Pi(ηk) j
(ηk + γi,q) j
+
M
∑
i=1
Hi(ηk) j
(ηk −βi,q) j e
βi,q(b−y)
)
.
(A.28)
Multiplying both sides of (A.28) by eθ (x−b) and taking an integration from −∞ to b with respect to x, we
obtain from (A.12) that
M
∑
i=1
Ui
βi,ξ +θ =
M
∑
i=1
Hieβi,q(b−y)
θ +βi,q
(
1−
ψ+ξ (θ )
ψ+ξ (−βi,q)
)
+
N
∑
i=1
Pi
γi,q −θ
(
ψ+ξ (θ )
ψ+ξ (γi,q)
−1
)
.
(A.29)
Since both sides of (A.29) are rational functions of θ , it can be extended to the whole plane except at
−β1,ξ , . . . ,−βM,ξ . Note that
lim
θ→−βi,q
ψ+ξ (−βi,q)−ψ+ξ (θ )
θ +βi,q =−ψ
+′
ξ (−βi,q), limθ→γi,q
ψ+ξ (θ )−ψ
+
ξ (γi,q)
θ − γi,q
= ψ+′ξ (γi,q).
Similarly, for 1 ≤ k ≤ n− and 1 ≤ j ≤ nk, we can derive from (A.15) that
∫ 0
−∞
Vq(b+ z)
(ϑk) j(−z) j−1
( j−1)! e
ϑkzdz =
M
∑
i=1
Ui(ϑk) j
(ϑk +βi,ξ ) j . (A.30)
From (A.13), (A.21), (A.30) and the fact of Vq(b) = ∑Mi=1 Ui (see (A.22)), it can be shown that
N
∑
i=1
Pi
θ + γi,q
=
N
∑
i=1
Pi
∫
∞
b
eθ (b−x)eγi,q(b−x)dx
=−
M
∑
i=1
N
∑
j=1
Dqj
βi,q + γ j,q
eβi,q(b−y)
θ + γ j,q
Cqi
βi,q +
M
∑
i=1
Ui
βi,ξ −θ
(
ψ−q (θ )
ψ−q (βi,ξ ) −1
)
.
(A.31)
Furthermore, it holds that
−
M
∑
i=1
N
∑
j=1
Dqj
βi,q + γ j,q
eβi,q(b−y)
θ + γ j,q
Cqi
βi,q
=−
M
∑
i=1
Cqi
βi,q e
βi,q(b−y) 1βi,q −θ
N
∑
j=1
Dqj
(
1
θ + γ j,q
−
1
βi,q + γ j,q
)
=
M
∑
i=1
Hi
βi,q −θ e
βi,q(b−y)−
M
∑
i=1
Cqi ψ−q (θ )
βi,q(βi,q −θ )e
βi,q(b−y).
(A.32)
where the second equality follows from (A.18) and (A.4). Hence,
N
∑
i=1
Pi
θ + γi,q
=
M
∑
i=1
Ui
βi,ξ −θ
(
ψ−q (θ )
ψ−q (βi,ξ ) −1
)
+
M
∑
i=1
Hi
βi,q −θ e
βi,q(b−y)−
M
∑
i=1
Cqi ψ−q (θ )
βi,q(βi,q −θ ) e
βi,q(b−y),
(A.33)
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which holds for θ ∈C except at −γ1,q, . . . ,−γN,q .
Therefore, for any given 1 ≤ k ≤ m+ and 0 ≤ j ≤ mk − 1, taking a derivative on both sides of (A.29)
with respect to θ up to j order and letting θ equal to −ηk will produce
M
∑
i=1
Ui(−1) j
(βi,ξ −ηk) j+1 +
M
∑
i=1
Pi
(ηk + γi,q) j+1
−
M
∑
i=1
Hi(−1) j
(βi,q −ηk) j+1 e
βi,q(b−y) = 0, (A.34)
where the fact that ∂ j∂ θ j
(
ψ+ξ (θ )
)
θ=−ηk
= 0 (see (A.1)) is used in the derivation. In a similar way, for any
given 1≤ k ≤ n− and 0 ≤ j ≤ nk −1, applying ∂ j∂ θ j
(
ψ−q (θ )
)
θ=−ϑk
= 0 (see (A.4)) to (A.33) yields
M
∑
i=1
Ui(−1) j
(βi,ξ +θk) j+1 +
M
∑
i=1
Pi
(γi,q −θk) j+1
−
M
∑
i=1
Hi(−1) j
(βi,q +θk) j+1 e
βi,q(b−y) = 0. (A.35)
Step 3. Consider the following rational function of x:
f (x) =
M
∑
i=1
Ui
x−βi,ξ −
N
∑
i=1
Pi
x+ γi,q
−
M
∑
i=1
Hi
x−βi,q e
βi,q(b−y). (A.36)
For fixed 1 ≤ k ≤ m+ and 0 ≤ j ≤ mk − 1, (A.34) yields that ∂ j∂ x j ( f (x))x=ηk = 0, which means that ηk
is a root of the equation f (x) = 0 with multiplicity mk. Besides, from (A.35), for 1 ≤ k ≤ n−, we obtain
that −ϑk is a nk-multiplicity root of f (x) = 0. These results give us (recall M = ∑m+k=1 mk + 1 and N =
∑n−k=1 nk +1; see Lemma 4.1)
f (x) = ∏
m+
k=1(x−ηk)mk ∏n
−
k (x+ϑk)nk (l0 + l1x+ · · ·+ lM+1xM+1)
∏Mi=1(x−βi,ξ )∏Ni=1(x+ γi,q)∏Mi=1(x−βi,q)
, (A.37)
with some proper constants l0, l1, . . . , lM+1 .
Formulas (A.36) and (A.37) produce
lM+1 =
M
∑
i=1
Ui −
N
∑
i=1
Pi −
M
∑
i=1
Hieβi,q(b−y),
and
lM =
M
∑
i=1
Ui
(
Sum+βi,ξ
)
−
N
∑
i=1
Pi
(
Sum− γi,q
)
−
M
∑
i=1
Hieβi,q(b−y)
(
Sum+βi,q) ,
where Sum =−∑Mi=1 βi,ξ +∑Ni=1 γi,q −∑Mi=1 βi,q. So formulas (A.22) and (A.23) lead to that lM+1 = 0 and
lM = 0. In addition, it is obvious that (see (A.36))
lim
x→βi,q
f (x)(x−βi,q) =−Hieβi,q(b−y), 1 ≤ i ≤ M, (A.38)
thus
f (x) = ∏
m+
k=1(x−ηk)mk ∏n
−
k=1(x+ϑk)nk
∏Mi=1(x−βi,ξ )∏Ni=1(x+ γi,q)
×
M
∑
k=1
∏Mi=1(βk,q −βi,ξ )∏Ni=1(βk,q + γi,q)
∏m+i=1(βk,q −ηi)mi ∏n−i=1(βk,q +ϑi)ni
−Hk
x−βk,q e
βk,q(b−y).
(A.39)
Formulas (4.7) and (4.8) are derived from (A.15), (A.20), (A.36) and (A.39). ⊓⊔
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B The derivation of (6.11)
In this section, we give the details on the derivation of (6.11), and we will divide the arguments into two
cases.
Case 1: Assume y ≥ b.
In this case, we have (see (6.12) and (6.13))
W (q,p)x−b (x− y) =W
(q)(x− y) and H(q,p)(b− y) = eΦ(q)(b−y) .
For any given x < 0, exchanging the order of integration produces
∫ 0
x
e−Φ(q)(x−z)kq(z)dz = e−Φ(p+q)x
∫ 0
x
eΦ(p+q)zW (q)(−z)dz. (B.1)
Since kq(z) =W (q)(−z) = 0 if z > 0. So identity (B.1) holds for all x ∈ R. In addition, for any given
x ∈ R, we have
∫ y−x
b−x
e−Φ(q)(y−x−z)kq(z)dz =eΦ(q)(b−y)
∫ 0
b−x
e−Φ(q)(b−x−z)kq(z)dz
−
∫ 0
y−x
e−Φ(q)(y−x−z)kq(z)dz.
When y ≥ b, applying (6.5), (6.8), (6.10) and the above three formulas, we can deduce (6.11) after
some simple and straightforward computations.
Case 2: Assume y ≤ b.
As ˆLq(dx) = Kq(−dx), it follows from (6.8) that
ˆLq(dx)
dx =
q
p
Φ(p+q)
(
Φ(p+q)
Φ(q) −1
)
eΦ(p+q)x −
qΦ(p+q)
Φ(q) kq(−x),
where kq(−x) is given by (6.9).
Formula (B.1) can be rewritten as∫ x
0
eΦ(q)(x−z)kq(−z)dz = eΦ(p+q)x
∫ x
0
e−Φ(p+q)zW (q)(z)dz, f or all x ∈ R.
Besides, for x ∈ R, it is obvious that
∫ x−y
x−b
eΦ(q)(x−y−z)kq(−z)dz =
∫ x−y
0
eΦ(q)(x−y−z)kq(−z)dz
− eΦ(q)(b−y)
∫ x−b
0
eΦ(q)(x−b−z)kq(−z)dz.
Similar to the derivation of (B.1), from (6.7), we can obtain∫ x
0
eΦ(p+q)(x−z) ˆf2(z)dz = eΦ(q)x
∫ x
0
e−Φ(q)zW (p+q)(z)dz,
which holds for all x ∈ R (note that ˆf2(z) =W (p+q)(z) = 0 for z < 0).
Finally, for all x ∈ R, we will prove the following result in Lemma B.1.
∫ x−y
x−b
ˆf2(x− y− z)kq(−z)dz =
∫ x−y
x−b
W (p+q)(x− y− z)W (q)(z)dz
+(Φ(p+q)−Φ(q))
∫ x−b
0
eΦ(p+q)(x−b−z)W (q)(z)dz
∫ b−y
0
eΦ(q)(b−y−z)W (p+q)(z)dz.
(B.2)
For given y ≤ b, applying the above results, (6.6) and (6.10) will derive (6.11). This derivation only
involves some straightforward calculations, thus we omit the details for brevity.
Lemma B.1 For given y ≤ b, formula (B.2) holds for all x ∈ R.
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Proof For s > max{Φ(p+q),Φ(q)}, we can derive via (6.3), (6.7) and (6.9) that∫
∞
0
e−sx
∫ x
0
ˆf2(x− z)kq(−z)dzdx = 1ψ(s)−q
1
ψ(s)− (p+q) ,
which leads to (note that kq(−z) =W (q)(z) = 0 if z < 0)∫ x
0
ˆf2(x− z)kq(−z)dz =
∫ x
0
W (q)(z)W (p+q)(x− z)dz, f or all x ∈ R. (B.3)
So formula (B.2) holds for x ≤ b (note that the second item on the right-hand side of (B.2) equals to zero
if x ≤ b).
If x > b, we note first that∫ x−y
x−b
dz
∫ x−y−z
0
dt1
∫ 0
−z
wˆ(·)dt2 =
∫ b−y
0
dt1
∫ 0
b−x
dt2
∫ x−y−t1
x−b
wˆ(·)dz
+
∫ b−y
0
dt1
∫ b−x
t1+y−x
dt2
∫ x−y−t1
−t2
wˆ(·)dz,
(B.4)
where
wˆ(·) = eΦ(q)(x−y−z−t1 )W (p+q)(t1)eΦ(p+q)(z+t2)W (q)(−t2).
Then, from (6.7), (6.9) and (B.4), we can show that (B.2) also holds for x > b after some straightforward
computations. ⊓⊔
Remark B.1 For any given c ≥ 0 and x > 0, the following identity holds∫ x
0
ˆf2(x+ c− z)kq(−z)dz =
∫ x
0
W (p+q)(x+ c− z)W (q)(z)dz
− (Φ(p+q)−Φ(q))
∫ x
0
eΦ(p+q)(x−z)W (q)(z)dz
∫ c
0
eΦ(q)(c−z)W (p+q)(z)dz,
(B.5)
since both sides have the same Laplace transform.
In fact, for s > max{Φ(p+q),Φ(q)}, exchanging the order of integration gives∫
∞
0
e−sx
∫ x
0
ˆf2(x+ c− z)kq(−z)dzdx =
∫
∞
0
∫
∞
z
e−sx ˆf2(x+ c− z)dxkq(−z)dz
=
∫
∞
0
e−szkq(−z)dz
(
esc
∫
∞
0
e−sx ˆf2(x)dx−
∫ c
0
e−s(x−c) ˆf2(x)dx
)
,
and ∫
∞
0
e−sx
∫ x
0
W (p+q)(x+ c− z)W (q)(z)dzdx
=
∫
∞
0
e−szW (q)(z)dz
(
esc
∫
∞
0
e−sxW (p+q)(x)dx−
∫ c
0
e−s(x−c)W (p+q)(x)dx
)
.
Note that ∫ c
0
e−s(x−c)
∫ x
0
eΦ(q)(x−z)W (p+q)(z)dzdx =
∫ c
0
∫ c
z
e−s(x−c)eΦ(q)(x−z)dxW (p+q)(z)dz.
Combining the above three formulas with (6.3), (6.7) and (6.9), we can deduce that both sides of (B.5)
have the same Laplace transform. ⊓⊔
Remark B.2 Note first that identity (B.5) holds also for x ≤ 0 (since kq(−z) =W (q)(z) = 0 if z < 0). For
any given x ∈ R and y ≤ b, we can write∫ x−y
x−b
ˆf2(x− y− z)kq(−z)dz =
∫ x−y
0
ˆf2(x− y− z)kq(−z)dz
−
∫ x−b
0
ˆf2(x−b+(b− y)− z)kq(−z)dz.
Then formula (B.2) follows from (B.5). ⊓⊔
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