During the last two decades, Continuous Network Design Problem (CNDP) has received much more attention because of increasing trend of traffic congestion in road networks. In the CNDP, the problem is to find optimal link capacity expansions by minimizing the sum of total travel time and investment cost of capacity expansions in a road network. Considering both increasing traffic congestion and limited budgets of local authorities, the CNDP deserves to receive more attention in order to use available budget economically and to mitigate traffic congestion. The CNDP can generally be formulated as bilevel programming model in which the upper level deals with finding optimal link capacity expansions, whereas at the lower level, User Equilibrium (UE) link flows are determined by Wardrop's first principle. In this paper, cuckoo search (CS) algorithm with Lévy flights is introduced for finding optimal link capacity expansions because of its recent successful applications in solving such complex problems. CS is applied to the 16-link and Sioux Falls networks and compared with available methods in the literature. Results show the potential of CS for finding optimal or near optimal link capacity expansions in a given road network.
Introduction
The Continuous Network Design Problem (CNDP) deals with finding optimal capacity expansions for a set of selected links and the corresponding equilibrium link flows in a given road network. This well-known transportation problem has been studied for many years to improve the performance of transportation road networks and thus mitigate traffic congestion. Since the multiple objectives exist in the CNDP, it is considerably typical to formulate it as a bilevel model, which is difficult to solve. Due to the nonconvexity of the bilevel solution of the CNDP, it can be recognized as one of the most challenging problems in transportation field. The difficulty of the bilevel modeling arises from the evaluation of the upper level objective function that involves solving the lower level problem for each set of upper level decision variables. In the CNDP, upper level problem can be formulated by minimizing the sum of total travel time and total investment cost of link capacity expansions in a given road network, whilst the lower level can be solved as User Equilibrium (UE) traffic assignment model considering Wardrop's first principle [1] . In the CNDP, optimal capacity expansion plan at the upper level cannot be found without considering the reactions of the road users to that plan at the lower level. Although the upper and lower level problems consist of convex problems, the bilevel solution of the CNDP may be nonconvex due to both traffic assignment constraints and nonlinear travel time function. This nonconvexity may cause serious problems for deterministic algorithms [2] .
The first continuous network design formulation was proposed by Abdulaal and LeBlanc [3] . They have formulated the network design problem with continuous variables subject to equilibrium assignment as a nonlinear optimization problem. Hooke-Jeeves (HJ) and Powell's methods were used in order to test the proposed model on a medium-sized network. In their study, the effect of type of investment function was also investigated. It has been found that the performance of two methods is approximately same for convex investment cost function, whilst the HJ is better than the Powell's method in the case of using concave investment function. After this first study, several variations of the CNDP have been studied and various solution methods have been proposed for solving this problem. Suwansirikul et al. [4] proposed Equilibrium Decomposition Optimization (EDO) method for finding an 2 Journal of Applied Mathematics approximate solution to the CNDP and tested this heuristic on several networks. Their results showed that the proposed heuristic is more efficient than the HJ algorithm. The efficiency of the method stems from decomposition of the original problem into a set of suboptimization problems. The other advantage of the EDO algorithm was reported that the computational cost of the proposed model does not depend on the number of links which are considered for capacity expansion. Marcotte [5] and Marcotte and Marquis [6] presented efficient implementations of heuristic methods in small-sized networks for solving the CNDP where road users follow Wardrop's first principle. In addition, a number of sensitivity-based heuristic algorithms were developed for the CNDP [7] [8] [9] [10] . Furthermore, Friesz et al. [11] used Simulated Annealing (SA) approach to solve the CNDP for two different road networks and found that the proposed heuristic is more efficient than Iterative Optimization Assignment (IOA), HJ, and EDO algorithms. Afterwards, Friesz et al. [12] presented a model for continuous multiobjective optimal design of a transportation road network. Results showed that SA is ideally suited for solving multiobjective versions of the equilibrium network design problem. Unlike using classical lower level solution as in most studies, Stochastic User Equilibrium (SUE) assignment procedure was embedded to the CNDP in Davis [13] . The generalized reduced gradient and sequential quadratic programming methods were used to solve the CNDP. The proposed solution methods were tested on several example networks, and it has been found that the differentiable and tractable version of the CNDP could be created. In order to avoid the disadvantages for the use of bilevel formulation, Meng et al. [14] formulated the CNDP as a single level continuously differentiable optimization problem and applied the augmented Lagrangian method to solve this problem. Their results showed that the proposed method has the potential for application to large-scale problems. Chiou [15] used a bilevel programming model to solve the CNDP. Four variants of gradient-based methods are presented, and numerical comparisons are made with several test networks. Results showed that the proposed methods are more effective than the other compared algorithms when especially congested road networks are considered.
Similarly, Ban et al. [16] proposed a relaxation method to solve the CNDP when the lower level is a nonlinear complementary problem. They converted original bilevel model into a single level formulation by means of adding some constraints to the lower level problem, and a relaxation scheme was proposed to solve it. The proposed solution algorithm was tested on different test networks, and promising results were obtained. Karoonsoontawong and Waller [17] presented SA, Genetic Algorithm (GA), and random search techniques to solve the CNDP. Their study showed that GA is performed better than the others on the test networks in terms of solution quality and convergence. Moreover, they emphasized that the algorithm parameters should be calibrated to achieve best results for different road networks. Gao et al. [18] converted the bilevel solution of the CNDP into a single level convex model and proposed a globally convergent algorithm to solve this problem. They presented a numerical example to show the effectiveness of the proposed method against the other existing heuristic algorithms. Xu et al. [19] proposed SA and GA methods to achieve the optimal solutions of the CNDP. They tested the proposed methods on small-sized network for three demand scenarios and found that when demand is large, SA is more efficient than GA in solving the CNDP. In addition, much more computational time is needed for GA in comparison with SA in order to achieve same optimal solution. Unlike the study proposed by Xu et al. [19] , Mathew and Sharma [20] reported that GA model is more efficient than other compared algorithms available in the literature for solving the CNDP. They applied the proposed model to three different road networks, one of which is considered as a real city network, and found that the GA is capable of finding high quality solution especially for large scale road network. Wang and Lo [21] formulated the CNDP as a single level optimization problem subject to equilibrium constraints. In order to overcome the nonconvexity of the CNDP, they transformed the equilibrium constraints into a set of mixed-integer constraints and linearized the travel time function. Their results showed that the proposed method is capable to find globally optimal solution of the CNDP. Li et al. [22] presented an applicable global optimization method for solving the CNDP and converted the CNDP into a sequence of single level concave programs. Their method has the potential to find global optimum of large network design problems. Baskan and Dell'Orco [23] applied artificial bee colony optimization algorithm to solve the CNDP. The proposed method is compared with SA and GA algorithms for small-sized road network and obtained good results in comparison with other methods in terms of objective function value and number of UE assignments. In addition, Baskan [2] and Baskan and Ceylan [24] attempted to solve the bilevel formulation of the CNDP using Harmony Search and Differential Evolution algorithms, respectively.
From the viewpoint of reserve capacity, Yang and Wang [25] compared the level of equivalence and effectiveness of two different objective functions for the CNDP, which are minimizing the total system cost under a budget constraint and maximization of network reserve capacity. Numerical results showed that a combined objective function by applying different weightings on two objectives can also be more effective. Following the study made by [25] , Ziyou and Yifan [26] combined the concept of reserve capacity with the CNDP. A bilevel programming model and heuristic solution algorithm based on sensitivity analysis are proposed to solve the reserve capacity problem of optimal signal control with user equilibrium route choice. They concluded that it is crucial importance to combine the concept of reserve capacity with the CNDP in order to provide more realistic information for transportation planners. Similarly, Chiou [27] proposed a projected Quasi-Newton method for simultaneously solving the problem of finding the maximum possible increase in travel demand and determining optimal link capacity expansions. Numerical applications are made on signal-controlled networks where obtained results outperform than traditional methods.
The reviewed literature shows that heuristic methods play an important role for solving the various types of the CNDP. Therefore, the performance of recently developed heuristic algorithms needs to be investigated in order to obtain probably better solutions to the CNDP. On the other hand, although some exact algorithms for the CNDP are available in the literature, they may not be suitable especially for large scale networks. Therefore, this paper deals with finding optimal link capacity expansions in a given road network using cuckoo search (CS) algorithm with Lévy flights. For this purpose, a bilevel model has been proposed in which the lower level problem is formulated as UE traffic assignment mode,l and Frank-Wolfe (FW) method is used to solve this problem.
The remainder of this paper is organized as follows. In Section 2, problem formulation for the CNDP is given. In the next section, the CS algorithm and its solution procedure on the CNDP are presented. In Section 4, numerical studies are conducted on two different test networks. Finally, concluding remarks and future study directions are given in Section 5.
Problem Formulation
The following notation is used for the problem formulation: 
Upper Level Formulation.
In the CNDP, the upper level deals with finding optimal capacity expansion plan for a set of selected links in a given road network by minimizing the total system cost and construction cost, while the lower level determines UE link flows considering given capacity expansion plan in the upper level. Therefore, the CNDP is recognized within the framework of a leader-follower, where the transportation planner is the leader and the user is the follower [28] . It is assumed that the leader as transportation planning manager can influence the users' route choice behavior but cannot be able to control it. The users make their route choice decision by minimizing their own travel costs under given service level of transportation road networks [18] . This interaction can be formulated as follows:
where ( ) is UE link flow under given capacity expansion plan and obtained by solving the lower level problem. The constraint of (1) ensures that the investment cost of link ∀ ∈ will not exceed the related budget. It is also the nonnegativity constraint of the upper level decision variables.
Lower Level Formulation.
In the CNDP models, the user's route choice behavior is generally characterized by the UE assignment that is to find the equilibrium link flows. In this paper, Wardrop's first principle is followed, which states that the travel times of all used paths between the same Origin-Destination (O-D) pair are equal and less than any unused paths [21] . It is well-known that the increase in capacity of any link in a given road network without considering the response of network users may actually increase traffic congestion rather than reducing it. Due to well-known Braess' paradox, prediction of traffic flows is crucial importance to the CNDP. The UE assignment problem can be formulated as follows: Journal of Applied Mathematics where the constraints of (2) are definitional, conservation of the flow constraints, and nonnegativity, respectively. Since UE traffic assignment is a convex optimization problem, it can be numerically solved by various methods. For this purpose, the most widely used solution method is the Frank-Wolfe (FW) algorithm [29] . It has been developed for solving quadratic optimization problems and is also highly convenient for determining equilibrium link flows in road networks [30] .
Cuckoo Search Algorithm

Cuckoo Breeding Behavior.
The CS is an optimization algorithm proposed by Yang and Deb [31, 32] and recently improved for multiobjective optimization [33] . Before the description of the CS algorithm, it may be helpful to briefly review the fascinating breed behavior of some cuckoo species. The CS is inspired by some cuckoo species by laying their eggs in the nests of host birds of other species. In this case, if a host bird realizes that the eggs are not their own, these alien eggs are either taken away or the nest is abandoned by host bird, and a new nest is built elsewhere. Some cuckoo species such as parasitic cuckoos have evolved in such a way that female cuckoos are very specialized in the mimicry in colours and pattern of the eggs of a few chosen host species. This behavior reduces the probability of their eggs being abandoned and thus increases their hatching probability [34] . Additionally, a cuckoo chick can imitate the call of host chicks to gain access to more feeding opportunities [35] . Furthermore, the timing of egg laying of some cuckoo species is also amazing. Parasitic cuckoos often choose a nest where the host bird has just laid its own eggs. In general, the cuckoo eggs hatch slightly earlier than the host eggs. Once the first cuckoo chick is hatched, the first instinctive action by cuckoo chicks is to evict the host eggs by blindly propelling the eggs out of the nest, which increases the cuckoo chick's share of food provided by the host bird [34] . As summarized previously, the CS algorithm idealizes cuckoo's breeding behavior and thus can be applied to various optimization problems.
Lévy Flights.
As it is well-known, random searching is crucial importance in meta-heuristic algorithms. The Lévy flight is a random process which consists of taking a series of consecutive random steps [36] . From the mathematical point of view, two consecutive steps need to be performed to generate random numbers with Lévy flights: (i) the generation of steps and (ii) the choice of a random direction.
To do this, one of the most efficient methods is to use the socalled Mantegna algorithm where the step length can be determined as follows:
where is the scale parameter and its recommended range is [1, 2] . The value is set to 1.5 in this study. and V are obtained from normal distribution as
where and V are calculated using the following:
where Γ denotes gamma function.
Cuckoo Search.
The CS algorithm is inspired by some species of cuckoos because of their special lifestyle and fascinating breeding behavior [37] . These species tend to lay their eggs in the nests which belong to other host birds.
Regarding this parasite behavior of some species of cuckoos, some of host birds either throw out these alien eggs or abandon their nests and build new nests elsewhere.
The following three rules are utilized in the CS algorithm: (i) selection of the best by keeping the best nests or solutions (ii) replacement of host eggs with respect to the quality of the new solutions or cuckoo eggs produced based randomization with Lévy flights and (iii) discovering of some cuckoo eggs by the host birds and replacing according to the quality of the local random walks [38] . The algorithm steps of CS are based on these rules and given in Algorithm 1.
One of the most important steps in the algorithm is the use of Lévy flights for random searching. The Lévy flight is a type of random walk and described by a series of instantaneous jumps chosen from a probability density function which has a power law tail [39, 40] . The step size , which controlled random search process in Lévy flight, is generally selected between [0, 1] interval. Setting = 0.1 may produce efficient results especially for small-sized optimization problems [40] . The other important parameter in the CS algorithm is which is used by discovering of cuckoo eggs by the host birds. Besides Yang and Deb [32] emphasized that the convergence rate of the algorithm was not strongly affected by the value; they suggested setting = 0.25. The flowchart of the CS algorithm for the CNDP is given in Figure 1 and corresponding solution steps can be summarized as given in Figure 1 .
Initialize the CS Parameters. The CS parameters, which are number of nests ( ), step size ( ), discovering probability ( ), and maximum number of generations (MNG), are set to 10, 0.1, 0.25, and 1000, respectively. These values are selected in accordance with the recommendation by Yang and Deb [32] .
Generation of Initial Population. At generation , the nests, nest = [nest ], where ∈ {1, 2, . . . , }, are filled with randomly generated capacity expansions for a set of selected links in a given road network by considering upper and lower bounds, and UE link flows are determined for each nest (i.e., set of link capacity expansions) by using (2) . After that, their corresponding objective function values are calculated using (1).
Generate New Nests by Lévy Flights. The vector of new nest is generated from randomly selected ith nest by Lévy flights using the following: Calculate fitness value for each nest using (1)
Step 1: initialize required parameters Solve the lower level problem for the new nest and obtain the UE link flows (x)
Calculate fitness value for the new nest using (1) Compare fitness values and keep the best nest
Step 4: discovery of alien eggs
Determine new nests through probability and local step size matrices using (8) Solve the lower level problem for new nests and calculate fitness values using (1) New nest for randomly selected ith nest is generated
Compare fitness values for each nest and the best nest enters to the next generation
Step 5: termination Output Optimal link capacity expansions Y by Lé vy flights using (6)
Step 3: generate new nests by Lé vy flights
Step 2: generation of the initial population, t = 1
• Upper bound for capacity expansion (h a )
• Investment function and cost coefficient (d a )
• O-D demand matrix and network parameters t = MGN?
• Parameters of link travel cost function ( a , a )
Generate nest t = [nest where new nest is the new nest generated by Lévy flights; nest is randomly selected nest from population; nest best is the best nest obtained so far; is step size; and is the Lévy flights vector or step length as in Mantegna's algorithm. After determining the new nest, the objective function values of two nests are calculated using (1), and the best nest is kept.
Discovery of Alien Eggs.
The alien eggs discovery is performed for all of the eggs using the probability matrix. The probability matrix is produced as
where is discovering probability for the jth variable of the ith nest. The value of is compared with the output of a uniform random number generator, rand(0, 1), to determine whether local random walk is considered or not. After determining discovering probabilities, new nests are produced using the following:
where P is the probability matrix and K is the matrix of local step size, which is produced by using the following:
where rand( ) is random number generator in [0, 1] interval and permute 1 and permute 2 are different rows permutation functions applied to the nests matrix [41] . Finally, the existing and new objective function values are compared for each nest and the best nest enters to the next generation according to the simple rule as given in the following:
Termination. The generation of new nests and the discovering of the alien eggs steps are repeated until a predetermined stopping criterion is satisfied or maximum number of generations is reached.
Numerical Studies
16-Link Network.
In order to test the performance of the CS algorithm in solving the CNDP, it is first applied to the 16-link network which is most widely used test network by many researchers. This network consists of 16 links and 6 nodes as shown in Figure 2 . For this network, two demand scenarios are considered as given in Table 1 . Results obtained by the CS algorithm for different demand cases are compared with the results produced by other methods available in the literature. The compared methods for all numerical applications are given in Table 2 . The link travel time function is defined as given in (11) . Link parameters and demand data are adopted from Suwansirikul et al. [4] . Consider the following:
The upper level objective function for the 16-link network is defined as
where is the cost coefficient. The upper bound (ℎ ) was set to 10 and 20 for scenarios 1-2 for fair comparison with other Tables 3 and 4 .
Since the CS algorithm is a stochastic search method, the results obtained from this algorithm are selected as the best output of trials made by different random numbers. As can be seen from Table 4 , the CS algorithm achieved to the value of 199.32 as its best output. Among all the compared algorithms, the SA produces the best solution but needs much more computational efforts than other algorithms in solving traffic assignment problem. It is clear that the CS produces better results with less computational efforts in comparison with other methods except SA, CG, and QNEW for scenario 1. However, they need much computational efforts than the CS algorithm in solving traffic assignment problem. Additionally, results show that the objective function values produced by all compared algorithms are very close to each other, but optimal capacity expansion vectors are not similarly consistent. This result shows us again that the CNDP has multiple optimal solutions.
In order to evaluate the sensitivity of the CS algorithm under different demand levels, scenario 2 is considered, and results are given in Tables 5 and 6 . It can be clearly seen that the CS algorithm is able to produce the best solution among 14 algorithms, as well as with significant less computational efforts. In order to validate the obtained results for scenarios 1 and 2, the equilibrium link flows and travel times are given in Table 7 .
Sioux Falls Network.
In order to show the ability of the CS algorithm on realistic test network, the city of Sioux Falls is used which is probably the most used network for the CNDP. It consists of 24 nodes and 76 links. The link parameters of the network and travel demands between 552 O-D pairs are adopted from Suwansirikul et al. [4] . The link travel time function is used as given in (11) . The dashed links 16, 17, 19, 20, 25, 26, 29, 39, 48 , and 74 of Sioux Falls network are candidates for capacity expansion as shown in Figure 3 . The upper level objective function for the Sioux Falls network is formulated as in the following: The results obtained by the CS algorithm on the Sioux Falls network are compared with those generated by other existing methods, and they are given in Tables 8 and 9 . From these tables, it can be observed that the CS algorithm is able to produce the best solution among the compared major algorithms except SA. Although the SA slightly outperformed than CS, the objective function values obtained by both algorithms are quite close. In addition, the CS algorithm produced good results with much less computational efforts in solving the traffic assignment problem in comparison with SA. It should be noted that AL, HJ, and GA algorithms have the potential to produce good results for solving the CNDP, but they require much more computational efforts in solving traffic assignment problem than CS. As presented in the previous numerical application, the equilibrium link flows and travel times produced by the CS on the Sioux Falls network are given in Tables 10 and 11 in order to give an opportunity to the readers for validating the obtained result by the CS algorithm.
Conclusions
In this paper, the CS algorithm with Lévy flights has been introduced to solve the CNDP, which is formulated as a bilevel programming model. In the upper level, the objective function is defined as the sum of total travel time and investment cost of link capacity expansions. The lower level is formulated as UE static traffic assignment problem, and Frank-Wolfe method is used to solve it.
The proposed model is first tested on the 16-link network, which is widely used network for solving the CNDP. Two scenarios are considered in order to evaluate the sensitivity of the CS algorithm to different demand levels. Results obtained by the proposed algorithm are compared with those generated by existing major methods in the literature. From the results, it has been found that the CS algorithm is able to produce good results for solving the CNDP, especially under heavier demand condition. Secondly, the performance of the CS algorithm is tested on the Sioux Falls city network. In comparison with the results obtained by the other major algorithms except SA, the CS algorithm achieved the best solution. Although the SA slightly outperformed than CS, it needs much more computational efforts in solving the traffic 
