Abstract. We obtain sharp estimates of the Hardy-Vitali type total p-variation of a function of two variables in terms of its mixed modulus of continuity in L p ([0, 1] 2 ). We also investigate various embeddings for mixed norm spaces of bivariate functions whose linear sections have bounded p-variation in the sense of Wiener.
Introduction
Consider a 1-periodic function f on the real line and let 1 ≤ p < ∞. A set Π = {x 0 , x 1 , ..., x n } such that x 0 < x 1 < ... < x n = x 0 + 1 will be called a partition. Set
We say that f is of bounded p-variation (written f ∈ V p ) if
where the supremum is taken over all partitions Π. For p = 1, this definition was given by Jordan, and for p > 1 by Wiener [20] . Subsequently, other extensions of the concept of bounded variation have been considered by many authors, see, e.g., [2, 12, 19] We denote by L p ([0, 1] n ) (1 ≤ p ≤ ∞) the class of all measurable functions f on R n that are 1-periodic in each variable and satisfy
or f ∞ = ess sup x∈[0,1] n |f (x)| < ∞ for p = ∞. For f ∈ L p ([0, 1] n ) and h ∈ R n , set ∆(h)f (x) = f (x + h) − f (x).
( 1.2)
The L p -modulus of continuity of f is defined as ω(f ; δ) p = sup |h|≤δ ∆(h)f p , 0 < δ ≤ 1.
(1.3)
In the one-dimensional case, the relationship between integral smoothness and variational properties of functions has been studied for a long time; we refer to [11] and the references given therein. In [11] , the following result was proved. Let f ∈ L p ([0, 1]) (1 < p < ∞) and assume that
Then f is equivalent to a continuous 1-periodic functionf ∈ V p . Moreover,
and 6) where A is an absolute constant and p ′ = p/(p − 1). Inequalities of the type (1.5) and (1.6) were obtained much earlier by Geronimus [6] and Terehin [18] respectively. The novelty of the above estimates is that the constant coefficients in them have the sharp asymptotic behaviour as p → 1 and p → ∞.
One of the main objectives of this paper is to to study the relations between integral smoothness and variational properties of functions of two variables.
Several definitions of the concept of bounded variation in higher dimensions have been suggested, we refer to [1] for an overview of some classical extensions. For more recent developments, see, e.g., [4] and the references given therein.
A set N = {(x i , y j ) : 0 ≤ i ≤ m, 0 ≤ j ≤ n} of points in R 2 such that x 0 < x 1 < ... < x m = x 0 + 1, y 0 < y 1 < ... < y n = y 0 + 1, will be called a net. Let 1 ≤ p < ∞ and let the function f (x, y) be 1-periodic in both variables. For a fixed net N , we denote ∆f (x i , y j ) = f (x i+1 , y j+1 ) − f (x i+1 , y j ) − f (x i , y j+1 ) + f (x i , y j ), where the supremum is taken over all nets N . If f (x, y) is 1-periodic in both variables and x ∈ R is fixed, then the x-section of f is the 1-periodic function f x defined by
The y-sections of f are defined analogously.
The space H
consists of all functions that, in addition to (1.7), also satisfy the following conditions on their sections: for any x, y ∈ R, we have f x , f y ∈ V p . Observe that the class H (see, e.g., [1] ). For p > 1, the classes V (2) p and H (2) p were first defined and studied by Golubov [7] . Let s, t ∈ R. We shall use the following notation.
It was proved by Golubov [7] 
We prove (Theorem 4.1 below) that for p = 1, the converse is also true:
such that f =f almost everywhere, and moreover,
This result is a two-dimensional analogue of a classical theorem of Hardy and Littlewood [5, Theorem 24] . For p > 1, the condition
2 ) (1 < p < ∞) and denote
and
Then we have
One of the main results of this paper is the following: if I p (f ) < ∞ holds, then there existsf ∈ V (2) p such that f =f almost everywhere. Moreover, we have the estimate
where A is an absolute constant. We show that the constant coefficients in (1.10) have the optimal asymptotic behaviour as p → 1 or p → ∞.
We also consider a two-dimensional analogue of (1.5). Potapov [14, 15, 16] obtained estimates of the L ∞ -norm of a function in terms of its mixed L p -modulus of continuity (see also [17] ). However, the behaviour of the constant coefficients in these estimates were not investigated. We study this problem in Section 3 below.
φ is an arbitrary function (in particular, φ can be unbounded). However, we prove below that if we in addition to I p (f ) < ∞ also assume that
then f is equal almost everywhere to a continuous function, and there exists an absolute constant A > 0 such that 11) holds. In the same way as in the estimate (1.10), the constant coefficients of (1.11) are optimal. Let f be a given function and define the functions
In [1] , it was proved that if f ∈ H
1 , then
. This result led us to consider the following mixed norm spaces. Let f (x, y) be 1-periodic in both variables. For 1 ≤ p < ∞, define
We denote by V p [ V p ] the collection of all functions f such that
(1.12)
The result of [1] mentioned above states that the embedding H 
where A is an absolute constant. This is a complement of inequality (1.10).
Acknowledgments. This work was completed under the supervision of Professor V.I. Kolyada, to whom the author is very grateful.
Auxiliary results
We collect some results on moduli of continuity. Let
Similarly, for a fixed v ∈ [0, 1], ω(f ; u, v) p is nondecreasing in the first variable and
Consequently, we have
Similar relations hold with respect to the second variable v for a fixed u ∈ [0, 1]. Let h ∈ R, we shall use the following notations.
5) The mixed difference (1.8) can be written as an iterated difference
From here,
Applying the triangle inequality, we obtain the second estimate of the next lemma (the first inequality is proved similarly).
We recall the notations
Indeed, by (2.3)
Thus,
. Similarly, one shows
and (2.11) follows. In the same way, one demonstrates that
14)
Then the functionf
We shall also need some results on the L p -modulus of continuity for a function of one variable. The first result is well-known (see, e.g., [10] for a proof for functions on the real line; the proof in the periodic case is the same). 17) and consequently,
Recall that when defining the class H (2) p (see the Introduction), we require in addition to (1.7) also that the sections f x , f y ∈ V p for all x, y ∈ R. However, it is sufficient to assume that that there exists at least two values
is easy to show that for p ≥ 1 and any x-section f x , we have
, and similar inequalities hold for the y-sections.
The next result is due to Golubov [8] .
2 ) and let
2 ) is imposed to assure that F is 1-periodic in both variables.
We shall also need the following lemma, which is a special case of a Helly-type principle proved in [9] . Lemma 2.5. Let {f n } be a sequence of functions in H (2) 1 . Assume that there exist x 0 , y 0 ∈ R and M > 0 such that the estimate
holds uniformly in n. Then there exists a subsequence {f n j } that converges at every point to a function f ∈ H (2) 1 .
Estimates of the L ∞ -norm
Below, we shall use the notations (2.8) and (2.10).
2 ) (1 < p < ∞) and suppose that
Then f is equal a.e. to a continuous function and
where A is an absolute constant.
Proof. Assume that (3.1) holds, we shall first prove the estimate (3.2).
For each x ∈ [0, 1], we apply (1.5) to the x-section f x . Using also (2.18), we have
where
We shall estimate Φ ∞ . By (1.5) and (2.18), we have
where ∆(u)Φ(x) = Φ(x+u)−Φ(x). It follows easily from the definitions (3.4) that
We estimate both terms of (3.7), starting with Φ p . By Minkowski's inequality and the left inequalities of (3.8) and (3.9), we get
We proceed to estimate ∆(u)Φ p . Put
Then, by Minkowski's inequality and the right inequality of (3.8)
Further, since
we get after applying Minkowski's inequality that
By (3.11), (3.12) and the right inequality of (3.9), we have
Now, (3.2) follows from (3.6), (3.7), (3.10) and (3.13). We now prove that f agrees a.e. with a continuous function. To do this, it is sufficient to show that ω(f ; δ)
where ∆ 1 (h)f, ∆ 2 (h)f are defined by (2.4) and (2.5) respectively. For h ∈ (0, δ], we have by (3.2) that
By using Lemma 2.1, (2.1) and (2.2), we get for any 0 < h ≤ δ
for some constant c that is independent of δ. It follows that
In exactly the same way, we can show that
Hence, lim δ→0 ω(f ; δ) ∞ = 0. This concludes the proof.
2 ) (1 < p < ∞) and assume that
2 ) and univariate functions φ 1 , φ 2 such that
Proof. By (2.13), we have
. We shall prove thatf is equal a.e. to a continuous function g.
2 ), we also have J p (f ) < ∞, by (2.16) and (2.11). The result now follows from Theorem 3.1.
Estimates of the Vitali type p-variation
In this section we shall consider the relationship between mixed integral smoothness and the Vitali type p-variation.
In the case p = 1, we have the following theorem.
Then there exist a function g ∈ H
Proof. We may without loss of generality assume that
We shall first prove that
Observe that
This proves (4.2). Let E be the set of Lebesgue points of f . Since R 2 \ E has Lebesgue measure 0, there exist (x 0 , y 0 ) ∈ E such that the sections E(x 0 ) = {y ∈ R : (x 0 , y) ∈ E} and E(y 0 ) = {x ∈ R : (x, y 0 ) ∈ E}, have full measure. That is,
where mes 1 denotes linear Lebesgue measure. For n ∈ N, define now
For each n ∈ N, we have g n (x, y 0 ) = g n (x 0 , y) = 0 for all x, y ∈ R. Thus, by (4.2), v
By Lemma 2.5, there is a subsequence g n j that converges at all points to a function g ∈ H
1 . On the other hand, by (4.3) and Lebesgue's differentiation theorem, for a.e. (x, y) ∈ R 2 there holds
. We now prove (4.1). Since g n j converges to g at all points, it follows from (4.4) that
On the other hand, since f = g a.e., we have for any u, v
1 (g)uv, by (1.9). Whence, sup ω(f ; u, v) 1 /uv ≤ v (2) 1 (g). This proves (4.1). Recall the notations (2.9) and (2.10).
2 ) (1 < p < ∞) and assume that I p (f ) < ∞. Then there exists a continuous function g ∈ H (2) p and univariate functions φ 1 , φ 2 such that for a.e. (x, y) ∈ R 2 , we have
2 ), then we may take φ 1 = φ 2 = 0 in (4.5).
Proof. By Corollary 3.2, there is a continuous function
Take any net
and set
By (1.6) and (2.18), we have for 0
where ∆(v)g i (y) = g i (y + v) − g i (y). Set
By (4.8) and (2.19), we have
Further, by (1.6), (2.18) and (2.20), we have
Next, by Minkowski's inequality,
Thus, we have
Now we estimate the second term of (4.9). Applying Minkowski's inequality, we obtain
On the other hand,
where g y,v (x) = g(x, y + v) − g(x, y). Thus, by (1.6) and (2.18), for a fixed y ∈ [0, 1], we have the following estimate
Further, by (4.10),
This inequality, (4.14) and Minkowski's inequality yield
we obtain from (4.13) and (4.15)
Integrating this inequality with respect to v and taking into account (4.12), we have
The above inequality together with (4.9) and (4.11) yield
The estimate (4.6) follows now from (4.7), (4.16), and the fact that
p , we also need to demonstrate that there exist x, y ∈ R such that g x , g y ∈ V p . By applying (1.6) and (2.18) to an arbitrary x-section g x , we get
It was shown in the proof of Theorem 3.1 that if J p (g) and
′ , by (2.16) and (2.11). Thus, for a.e. x ∈ R,
In the same way, we have g y ∈ V p for a.e. y ∈ R. This concludes the proof.
Below we shall demonstrate that the estimate (4.6) is sharp in a sense. For this, we use the following results. Let t n (x) = sin 2πnx, for n ∈ N. It is easy to show that we have
and ω(t n ; δ) p ≤ 2π min(1, nδ). Remark 4.3. Let 1 < p ≤ 2, by (2.11) and (2.12), we have
Whence, for 1 < p ≤ 2, the estimate (4.6) assumes the form
The constant 1/(p ′ ) 2 has the optimal order as p → 1. Indeed, let f (x, y) = t 1 (x)t 1 (y), then f ∈ H
Remark 4.4. Let p > 2, then 1 < p ′ < 2 and the estimate (4.6) takes the form.
We shall prove that the first term at the right-hand side of (4.20) cannot be omitted, and that the constant coefficients of the other two terms have the optimal asymptotic behaviour as p → ∞. Take first f (x, y) = t 1 (x)t 1 (y). As above, v
p (f ) ≥ 1 for all p > 1 and thus lim p→∞ v (2) p (f ) ≥ 1. On the other hand, by (4.18) and (2.22), we have for all p > 2 the inequalities
This shows that the term ω(f ; 1, 1) p of (4.20) cannot be omitted.
We proceed to show the sharpness of the constant coefficients. For fixed but arbitrary 1 < p < ∞, let α p , β p be any coefficients such that
holds for some absolute constant A and all
In light of Theorem 4.2, we may assume that α p ≤ 1/p and β p ≤ 1/p 2 . We shall prove that these decay rates are optimal, i.e., that lim p→∞ pα p > 0 and lim p→∞ p 2 β p > 0. Let f (x, y) = t n (x)t 1 (y), where n ∈ N is fixed but arbitrary. By (4.18) and (2.22), we have
Simple calculations shows that there exists an absolute constant A > 0 such that
On the other hand, by (4.17) and (2.21), we have v (2) p (f ) ≥ n 1/p . Putting these estimates into (4.21) and taking into consideration that β p ≤ 1/p 2 yield that for all p > 2 and all n ∈ N, we have
where A is an absolute constant. Assume that lim p→∞ pα p = 0. Then, given any ε > 0, we may choose r = r(ε) such that for all n ∈ N, there holds n 1/r ≤ A(1 + εn 1/r ).
In particular, take ε = 1/(2A) and choose subsequently n ∈ N large enough to have n 1/r > 2A. This gives the contradiction
Whence, lim p→∞ pα p > 0. To show that lim p→∞ p 2 β p > 0, take f (x, y) = t n (x)t n (y), where n ∈ N is fixed but arbitrary. As above, we have
2 min(nv, 1) min(nu, 1).
Then there exists an absolute constant A > 0 such that
p (f ) ≥ n 2/p . Putting these estimates into (4.21) yields that for all n ∈ N and p > 2,
where A > 0 is an absolute constant. Dividing by n 1/p and taking into consideration that pα p ≤ 1, we see that
for all p > 2 and all n ∈ N. From here, we can give a proof by contradiction of the inequality lim p→∞ p 2 β p > 0, as above. Oskolkov [13] proved that for any trigonometric polynomial (4.22) of degree (n, m) and any 1 ≤ p < ∞, there holds
where A is an absolute constant. We can obtain (4.23) directly from (4.6). Indeed, take any trigonometric polynomial T of degree (n, m). The estimate
is immediate. By using (4.24), we get
It is a simple consequence of Bernstein's inequality (see [3, p. 97] ) that
By (4.25) and (4.26), we get
Similarly, by (4.24),
By the above estimate and (4.26), we have
Now, (4.23) is derived from (4.6), the estimate ω(T ; 1, 1) p ≤ 4 T p , (4.27) and (4.28).
The mixed norm space
We first give some terminology from the theory of mixed norm spaces. Let X, Y be spaces of functions defined on the real line, with norms · X and · Y . A function f (x, y) is said to belong to the symmetric mixed norm space X [ Y ] if the functions x → f x Y and y → f y Y both belong to the space X (recall that f x , f y denote sections).
We shall consider the mixed norm spaces
, and their relation to other classes, especially H (2) p (see the Introduction for the definitions).
We observe that mixed norm spaces defined in terms of variation have been considered earlier. For example, Tonelli introduced and studied the space L 1 [ V 1 ] in connection with problems of surface area (see [1] ). Another example is [8] , where the space L ∞ [ V 1 ] was shown to be relevant in the study of summability of double Walsh-Fourier series.
We first remark that V p [ V p ] is not a vector space for any 1 ≤ p < ∞.
Proposition 5.1. There are two functions f and g such that for any
Proof. Let f, g be functions that are 1-periodic in each variable, and defined as follows on [0, 1] 2 . Let f (x, y) = 1 if y = x and f (x, y) = 0 otherwise. Set g(x, y) = 1 if y = x and x / ∈ Q, g(x, y) = −1 if y = x and x ∈ Q and g(x, y) = 0 otherwise. Then it is easy to see that for any x, y ∈ [0, 1], we have 
We shall consider relations between V p [ V p ] and H (2) p for p ≥ 1. As mentioned in the Introduction, for p = 1, we have the strict inclusion H [1] ). For p > 1, no such embeddings hold. In fact, we shall prove that
The first relation is almost obvious.
and extend to the whole plane by periodicity. It is clear that
On the other hand, fix n ∈ N and let N n = {(x i , y j )}, where
p . We proceed to show the second relation of (5.1). We shall use the function φ(x) = inf k∈Z |x − k|.
For each n ∈ N, denote φ n (x) = φ(nx). Then,
and extend g n to a 1-periodic function. Set also
where g n is given by (5.3). Set also
α n g n (x) and h 2 (x) = n∈σ ′′ α n g n (x).
Then h 1 is a non-negative continuous function. Moreover, we have h 1 (x) = 0 if x / ∈ n∈σ ′ I n , and h 1 is piecewise linear on each interval I n (n ∈ σ ′ ). It is not difficult to show that the variational sum v p (h 1 ; Π) is maximal when Π consists of the endpoints and midpoints of the intervals I n (n ∈ σ ′ ). Thus, Proof. We first prove that f ∈ V
p . Fix any net N = {(x i , y j ) : 0 ≤ i ≤ m, 0 ≤ j ≤ n}.
For each j ∈ {0, 1, ..., n − 1}, denote g j (x) = f (x, y j+1 ) − f (x, y j ).
Since
∆f (x i , y j ) = g j (x i+1 ) − g j (x i ), we get
By Lemma 5.3, we have
and thus,
Set σ l = {j : 2 −l−1 < y j+1 − y j ≤ 2 −l } for l ≥ 0. Subdividing the above sum, we get 
Moreover, for p > 1, we cannot replace the exterior L ∞ -norm with any stronger V q -norm for 1 ≤ q < ∞. Indeed, the construction used to prove Theorem 5.4 actually shows that for 1 < p < ∞ and all q ≥ 1, we have H
p ⊂ V q [ V p ]. Finally, we consider the relationship between mixed smoothness and the class V p [ V p ]. The next lemma will be useful in our investigation.
Lemma 5.6. Let 1 ≤ p < ∞ and the function f be 1-periodic in both variables. Let x ′ , x ′′ ∈ R be fixed but arbitrary and assume that the x-sections f x ′′ , f x ′ belong to V p . Then 9) where g(y) = f (x ′′ , y) − f (x ′ , y).
Proof. Denote ϕ(x) = v p (f x ) and
Observe that for any x ∈ R and any partition Γ = {y 0 , y 1 , ..., y n }, we have A simple modification of the above argument yields (5.13) in the case when ϕ(x ′′ ) < ϕ(x ′ ) as well.
