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Abstract
In this paper the interaction of extended waves in a noncommutative modified 2+1 dimensional
U(2) sigma model are studied. Using the dressing method, we construct an explicit two-wave
solution of the noncommutative field equation. The scattering of these waves and large time
factorization are discussed.
1 Introduction
Possible noncommutativity of spacetime coordinates is an old idea [1] which was recently revived
in active studying of noncommutative field theories (see e.g. reviews [2][3][4][5] and references
therein). Being nonlocal, these theories have many interesting properties.
It has been found that noncommutative field theories arise naturally in certain limits of string
theories involving D-branes and a nontrivial B-field background [6]. Recently, this fact led to a
high level of interest in field theories on noncommutative spaces and their nonperturbative solutions
(like solitons), which admit a D-brane interpretation in the context of string theory [7][2][8][3]. A
lot of progress has been made in the analysis of such solitonic solutions of various noncommutative
field theories (see e.g. [2] - [4], [7] - [18] and references therein).
In [19] it was shown that the open N = 2 fermionic string is identical at tree level to self-dual
Yang-Mills theory in 2+2 dimensions. Turning on a constant B-field in this string theory yields
noncommutative self-dual Yang-Mills (ncSDYM) [20]. If the B-field is restricted to the world
volume of n coincident D2-branes the effective field theory turns out to be the noncommutative
generalization [21] of an integrable modified U(n) sigma model in 2+1 dimensions introduced by
Ward [22]. Its soliton solutions have been studied in [16].
In the present paper we examine a different type of solutions of the noncommutative modified
sigma model mentioned above, namely plane waves, which were studied in the commutative setup
by Leese [23]. Our work is based on [16], where the gauge group is restricted to the case of
U(2). The organization is the following. After presenting the necessary material and formulas
for the commutative sigma model we briefly review its noncommutative extension and the general
construction of solutions. We then derive an explicit two-wave solution and investigate its scattering
properties and large time factorization.
2 Noncommutative modified U(2) sigma model
The investigations are based on a modified SU(2) sigma model in 2+1 dimensions introduced
by Ward [22]. This model describes the dynamics of an SU(2)-valued field J(t, x, y) depending on
the real coordinates t, x, y of R1,2 with minkowskian signature (− + +). Its field equation reads
ηµν∂µ
(
J−1∂νJ
)
+ vαǫ
αµν∂µ
(
J−1∂νJ
)
= 0, (2.1)
with a constant unit vector (vα) = (0, 1, 0). It is obvious that the second term in (2.1) breaks
Lorentz invariance, but makes this equation integrable [22]. The model has a positive definite
energy functional, which is given by
E =
∫
dxdy E = 1
2
∫
dxdy tr
(
∂tJ
−1∂tJ + ∂xJ−1∂xJ + ∂yJ−1∂yJ
)
. (2.2)
The field equation (2.1) actually arises from the Bogomol’nyi equations for the 2+1 dimensional
Yang-Mills-Higgs system [24]
1
2
ǫαµνFµν = ∂αΦ+ [Aα,Φ ]. (2.3)
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After choosing the gauge Ax = −Φ and At = Ay and solving two of the three equations above by
Ax = 12 J−1∂xJ and At = 12 J−1 (∂tJ + ∂yJ) one obtains
∂x
(
J−1∂xJ
)
+ ∂y
(
J−1∂yJ
)− ∂t (J−1∂tJ)+ ∂y (J−1∂tJ)− ∂t (J−1∂yJ) = 0, (2.4)
which is precisely equation (2.1). It admits both soliton [22] and extended wave solutions [23].
The noncommutative generalization of equation (2.1) is easily achieved by deforming the ordi-
nary product of functions into the noncommutative star product, which is given by
(f ⋆ g)(x) = f(x) exp[
i
2
←−
∂ µ θ
µν −→∂ ν ]g(x). (2.5)
Since the time coordinate remains commutative, the only nonvanishing components of the tensor
θµν are
θxy = −θyx =: θ > 0. (2.6)
After introducing the following combinations of the coordinates t and y
u :=
1
2
(t+ y) , v =
1
2
(t− y) ⇒ ∂u = ∂t + ∂y , ∂v = ∂t − ∂y, (2.7)
the noncommutative field equation1 reads [21]
∂x
(
J−1 ⋆ ∂xJ
)− ∂v (J−1 ⋆ ∂uJ) = 0, (2.8)
and the energy density is
E = 1
2
tr
[
∂tJ
† ⋆ ∂tJ + ∂xJ† ⋆ ∂xJ + ∂yJ† ⋆ ∂yJ
]
. (2.9)
The nonlocality of the star product involves difficulties in explicit calculations. It is therefore
more convenient to switch to the operator formalism. Here, the star product is traded for operator-
valued spatial coordinates xˆ, yˆ, which are subject to the following commutation relations
[t, xˆ] = [t, yˆ] = 0 , [xˆ, yˆ] = iθ. (2.10)
With the complex coordinates, zˆ = xˆ + iyˆ , ˆ¯z = xˆ − iyˆ, relation (2.10) becomes [zˆ, ˆ¯z] = 2θ. Now
one can introduce creation and annihilation operators
a† =
1√
2θ
ˆ¯z , a =
1√
2θ
zˆ ⇒ [a, a†] = 1, (2.11)
which act in a harmonic oscillator Hilbert space H with orthonormal basis {|n〉, n = 0, 1, 2, . . . } in
standard fashion
a|n〉 = √n |n− 1〉 , a†|n〉 = √n+ 1 |n+ 1〉. (2.12)
1It should be noted here, that in the noncommutative setup J ∈ U(2), since SU(2) as gauge group is not possible.
See for example [25][26].
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Every c-number function f(t, z, z¯) can be associated with an operator-valued function fˆ ≡ F (t, a, a†)
through the Moyal-Weyl map
f(t, z, z¯)→ F (t, a, a†) = 1
(2π)2
∫
d2kf˜(kx, ky)e
−i(kxxˆ+ky yˆ)
= −
∫
dpdp¯
(2π2)
dzdz¯f(t, z, z¯)e−i[p¯ (
√
2θ a−z)+p (
√
2θ a†−z¯)], (2.13)
with p = 12 (kx + iky). The inverse transformation reads
f(t, z, z¯) = F⋆
(
t,
z√
2θ
,
z¯√
2θ
)
, (2.14)
where F⋆ is obtained by replacing ordinary products with star products. Under the Moyal-Weyl
map one has [8][27]
∂z → ∂ˆz = − 1√
2θ
[a†, ] , ∂z¯ → ∂ˆz¯ = 1√
2θ
[a, ] , (2.15)
f ⋆ g → fˆ gˆ ,
∫
dxdyf = 2πθTrHfˆ = 2πθ
∑
n≥0
〈n|fˆ |n〉. (2.16)
Hence, in terms of creation and annihilation operators the energy density (2.9) becomes
Eˆ = 1
2
tr
[
∂tJˆ
†∂tJˆ
]
+
1
2θ
tr
[
[a, Jˆ†][a, Jˆ†]† + [a†, Jˆ†][a†, Jˆ†]†
]
, (2.17)
where ∂ˆx = ∂ˆz + ∂ˆz¯ and ∂ˆy = i
(
∂ˆz − ∂ˆz¯
)
have been used, and Jˆ ≡ J(t, a, a†). For simplicity, hats
over operators are omitted from now on.
3 Construction of solutions
The main observation for constructing solutions of the equation of motion (2.8) is that this
equation can be formulated as the compatibility condition of a system of linear differential equations.
For the commutative model the ‘dressing method’ [28][29] can be used to construct solitons and
plane waves as shown in [22] and [23]. This can easily be extended to the noncommutative situation,
which will be briefly presented next. For more details see [16].
Let us consider the following linear system
(ζ∂x − ∂u)ψ = Aψ,
(ζ∂v − ∂x)ψ = Bψ, (3.1)
where ψ = ψ(x, u, v, ζ) is a 2 × 2 matrix whose elements are operators acting in H. The matrices
A and B are of the same type but do not depend on the parameter ζ ∈ C. The matrix ψ has to
satisfy the reality condition [22]
ψ(x, u, v, ζ)
[
ψ(x, u, v, ζ¯
]†
= 1. (3.2)
The integrability conditions for the system (3.1) are
∂xB − ∂vA = 0 , ∂xA− ∂uB − [A,B] = 0. (3.3)
3
The second equation can be solved by parametrizing the matrices A and B in the following way :
A = J−1∂uJ , B = J−1∂xJ, (3.4)
where J is some unitary 2× 2 matrix. Then the first equation in (3.3) becomes
∂x
(
J−1∂xJ
)− ∂v (J−1∂uJ) = 0, (3.5)
which is the operator version of the field equation (2.8). Thus, any solution of the system (3.1)
yields a solution of (3.5) since
ψ(x, u, v, ζ = 0) = J−1(x, u, v). (3.6)
Let us now assume that ψ is of the form [28][29][22][16]
ψ = 1 +
m∑
p=1
Rp
ζ − µp , Rp =
m∑
l=1
TlΓ
lpT †p , (3.7)
where µp are complex constants, the Tk(t, x, y) are some 2 × 1 matrices and the Γkl are some
operator-valued functions. By multiplying (3.1) with ψ−1 on the right and using (3.2), the linear
system can be rewritten as
− ψ(ζ) (ζ∂x − ∂u)ψ(ζ¯)† = A,
−ψ(ζ) (ζ∂v − ∂x)ψ(ζ¯)† = B. (3.8)
The singularities at ζ = µ and ζ = µ¯ have to be removable, since the right hand side of these
equations does not depend on ζ. By putting to zero the corresponding residues one finds two
differential equations (
1−∑mp=1 Rpµp−µ¯k
)
(µ¯k∂x − ∂u)R†k = 0,(
1−∑mp=1 Rpµp−µ¯k
)
(µ¯k∂v − ∂x)R†k = 0. (3.9)
In the same manner, one obtains from (3.2)
1− m∑
p=1
Rp
µp − µ¯k

Tk = 0, (3.10)
which yields the inverse of the functions Γkl in terms of the matrices Tk [16],
Γ˜kl =
T
†
kTl
µk − µ¯l and
m∑
p=1
Γlp Γ˜pk = δ
l
k. (3.11)
It is useful to introduce the following new coordinates
wk := νk(x+ µ¯ku+
1
µ¯k
v) = νk[x+
1
2
(µ¯k − 1
µ¯k
)y +
1
2
(µ¯k +
1
µ¯k
)t],
w¯k := ν¯k(x+ µku+
1
µk
v) = ν¯k[x+
1
2
(µk − 1
µk
)y +
1
2
(µk +
1
µk
)t], (3.12)
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with the νk being functions of the µk,
νk =
[
4i
µk − µ¯k − µ−1k + µ¯−1k
µk − µ−1k − 2i
µ¯k − µ¯−1k + 2i
]1/2
. (3.13)
Since
[wk, w¯k] = 2θ, (3.14)
one can define the ‘co-moving’ creation and annihilation operators
ck =
1√
2θ
wk , c
†
k =
1√
2θ
w¯k ⇒ [ck, c†k] = 1, (3.15)
with oscillator basis { |n〉k}. Derivatives with respect to these coordinates are represented in the
same way as in (2.15),
√
2θ ∂wk = −[c†k, ] ,
√
2θ ∂w¯k = [ck, ] . (3.16)
One can relate the co-moving oscillators to the static one. Expressing the wk through z and z¯,
one obtains
ck = (cosh τk) a− (eiϑk sinh τk) a† − βkt, (3.17)
where νk = cosh τk − eiϑk sinh τk , eiϑk tanh τk = µ¯k−µ¯
−1
k
−2i
µ¯k−µ¯−1k +2i
and
βk := −1
2
(2θ)−1/2 νk(µ¯k + µ¯−1k ). (3.18)
Equations (3.9) can now be combined to a single one,

1− m∑
p=1
Rp
µp − µ¯k

 ckTk = 0. (3.19)
With (3.10) it is quite obvious that a sufficient condition for a solution is
ck Tk = Tk Zk (3.20)
with some operator Zk. If Zk is taken to be ck then (3.20) becomes
[ck, Tk] = 0, (3.21)
which means that any matrix Tk with elements being arbitrary functions of ck yields a solution ψ
of the linear system (3.1), and by (3.6) a solution J of the equation of motion (3.5).
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4 A two-wave configuration
As was shown in the previous section, the solution for J−1 = J† can be expressed through Rk
J† = 1−
m∑
k=1
Rk
µk
. (4.1)
In order to obtain an extended wave solution comparable to the commutative solution of Leese, the
elements of the Tk are taken to be exponentials of bkwk = bk
√
2θck
2, with bk ∈ R. To be specific
Tk =
(
1
ebkωk
)
. (4.2)
From now on let us take m = 2 in formula (4.1),
J† = 1− 1
µ1
T1Γ
11T
†
1 −
1
µ2
T1Γ
12T
†
2 −
1
µ1
T2Γ
21T
†
1 −
1
µ2
T2Γ
22T
†
2 . (4.3)
Now the functions Γkl can be expressed in terms of Γ˜lp via (3.11)
Γ11 = [Γ˜11 − Γ˜12Γ˜−122 Γ˜21]−1 ,
Γ12 = −[Γ˜11 − Γ˜12Γ˜−122 Γ˜21]−1Γ˜12Γ˜−122 ,
Γ21 = −[Γ˜22 − Γ˜21Γ˜−111 Γ˜12]−1Γ˜21Γ˜−111 ,
Γ22 = [Γ˜22 − Γ˜21Γ˜−111 Γ˜12]−1 , (4.4)
which yields J† in explicit Tk-dependence
J† = 1− T1[T †1 (1− σP2 )T1]−1T †1 (
µ11
µ1
− µ21
µ2
σ P2 )
−T2[T †2 (1− σP1 )T2]−1T †2 (
µ22
µ2
− µ12
µ1
σ P1 ), (4.5)
where the following complex parameters have been introduced
µkl = µk − µ¯l , σ = µ11µ22
µ12µ21
. (4.6)
The Pk are hermitian projectors parametrized through the matrices Tk,
Pk = Tk(T
†
kTk)
−1T †k , P
†
k = Pk , P
2
k = Pk. (4.7)
For simplicity, we choose the first wave to be static, µ1 = −i, which means w1 = z, and rename
µ2 := µ , w2 := w. In addition, µ is restricted to be pure imaginary, µ = ip, with real p > 1. This
ensures the existence of large time limits of exp (b2w) and exp (b2w¯), which will be important in
further considerations. The strategy is to evaluate the energy density E for large positive and large
negative times and investigate the interaction.
For µ = ip the constant β in (3.17) will be real
β = − 1
2
√
θ
p− 1p√
p+ 1p
< 0, (4.8)
2Compare with [23].
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so that large-time limits can be easily evaluated. For t being large means3 b2w = b2
√
2θc →
+b2
√
2θ|β|t, and finally eb2w → +∞ , eb2w¯ → +∞. In this limit, J† becomes4 (b := b1)
J
†
+∞ := limt→+∞
J†
= 1− 2
(
[1 + (1− σ)ebz¯ebz ]−1 −1+p1−p [1 + (1− σ)ebz¯ebz]−1ebz¯
1+p
1−p [1 + (1− σ)ebzebz¯]−1ebz [1 + (1− σ)ebzebz¯ ]−1
)
. (4.9)
For large negative times, eb2w → 0 , eb2w¯ → 0, and we obtain (b := b1)
J
†
−∞ := limt→−∞
J†
= −1− 2
(
−(1− σ)[1− σ + ebz¯ebz]−1 1+p1−p [1− σ + ebz¯ebz]−1ebz¯
−1+p1−p [1− σ + ebzebz¯]−1ebz −(1− σ)[1− σ + ebzebz¯]−1
)
, (4.10)
where the first sign results from simplifying matrix elements. Now the energy density can be readily
calculated.
For large times, J → J0 + O(t−1), with J0 being independent of t, and therefore in this limit
the first term in equation (2.17) vanishes. Hence, the asymptotics of the energy density operator
are5
Eˆ±∞ := lim
t→±∞
Eˆ = 1
2θ
tr
[
[a, Jˆ†±∞][a, Jˆ
†
±∞]
† + [a†, Jˆ†±∞][a
†, Jˆ†±∞]
†
]
, (4.11)
with Jˆ†±∞ given by (4.9) and (4.10). By noting that e
bˆ¯zebzˆ → e2bx−b2θ and that the star product of
two functions depending only on x is identical to usual multiplication, one sees that the final result
in star product formulation is
E−∞,⋆ = 4b2
{
sech2
[
b x− b
2θ
2
+ γ
]
+ sech2
[
b x+
b2θ
2
+ γ
]}
,
E+∞,⋆ = 4b2
{
sech2
[
b x− b
2θ
2
− γ
]
+ sech2
[
b x+
b2θ
2
− γ
]}
, (4.12)
with γ being a real constant depending only on p,
γ = −1
2
ln
(
1 + p
1− p
)2
. (4.13)
These two noncommutative plane waves interact in a simple way (see Fig. 1-4 on the next
page). The phase of the static wave depends on the noncommutativity parameter θ. This wave
experiences a phase shift of 2γ, which is independent of θ and precisely matches the result obtained
from the commutative model by Leese6. The phase shift is clearly visible in the figures on the next
page. Moreover, it is easy to see that in the commutative limit, θ → 0, the formulas (4.12) recover
the energy density as obtained by Leese7.
3b2 is restricted to be greater than zero, in order to achive a well defined limit.
4We refrain from writing down the full expression for J†.
5To avoid any confusion, operators are marked again with hats.
6 See [23] and formula (4.5) for p1 = −1 and p2 = p.
7 See [23] and formula (4.4).
7
-5
-2.5
0
2.5
5
0
0.5
1
1.5
2
Figure 1: E−∞,⋆ with b = 1, p = 2, θ = 1.
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Figure 2: E+∞,⋆ with b = 1, p = 2, θ = 1.
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Figure 3: E−∞,⋆ with b = 1, p = 2, θ = 4.
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Figure 4: E+∞,⋆ with b = 1, p = 2, θ = 4.
5 Large time factorization
Besides the additive ansatz used in (4.3), one can also use a multiplicative ansatz. Let us take
the function ψˆ(t, xˆ, yˆ, ζ) to be of the form
ψˆ2 =
(
1 +
−2i
ζ + i
P˜1
)(
1 +
µ− µ¯
ζ − µ P˜2
)
, (5.1)
where the operators P˜1 and P˜2 are yet to be determined. Because the reality condition (3.2) has to
hold, P˜1 and P˜2 are identified as hermitian projectors, parametrized as usual, P˜k = T˜k(T˜
†
k T˜k)
−1T˜ †k ,
k = 1, 2, with some 2× 1 matrices T˜k. The removability of the singularities at ζ = µ¯ and ζ = µ in
(3.8) is guaranteed if P˜2 satisfies the equation
(1− P˜2)cP˜2 = 0 ⇒ c T˜2 = T˜2Z2, (5.2)
which means, for Z2 = c, that the elements of T˜2 are functions of c. For the residues at ζ = ±i,
one obtains the equation
1√
2θ
(1− P˜1)
(
1 +
µ− µ¯
i− µ P˜2
)
a
(
1 +
µ¯− µ
i− µ¯ P˜2
)
P˜1 = 0. (5.3)
This equation looks more complicated than (5.2), but can be investigated in large positive and
large negative time limit, yielding an equation similiar to (5.2). Let T˜2, solving equation (5.2), be
of the form
T˜2 =
(
γ1
γ2e
γ3c
)
, (5.4)
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with constant parameters γk , k = 1, 2, 3 , and γ3 > 0. Then, for t→ ±∞, one gets
lim
t→−∞
P˜2 =
(
1 0
0 0
)
=: Π−∞ , lim
t→+∞
P˜2 =
(
0 0
0 1
)
=: Π+∞. (5.5)
So, in these limits P˜2 is a constant projector. Therefore, the operator a in equation (5.3) can be
moved to the left of P˜1 and (5.3) simplifies to (P˜1,±∞ := limt→±∞ P˜1)
(1− P˜1,±∞)aP˜1,±∞ = 0 ⇒ a T˜1,±∞ = T˜1,±∞Z1. (5.6)
With Z1 = a, the elements of T˜1,±∞ are arbitrary functions of a, and in this case T˜1,±∞ can be
chosen to be
T˜1,−∞ =
(
λ1
λ2e
λ3a
)
, T˜1,+∞ =
(
λ4
λ5e
λ6a
)
, (5.7)
where the λk are yet to be determined. Writing
Jˆ
†
±∞ = limt→±∞
ψˆ2(ζ = 0) = (1− 2P˜1,±∞)(1− 2Π±∞), (5.8)
and comparing (5.7) with formulas (4.9) and (4.10), one finds
T˜1,−∞ =
(
λ
ebzˆ
)
= [1 + (λ− 1)Π−∞]T1 , T˜1,+∞ =
(
1
λebzˆ
)
= [1 + (λ− 1)Π+∞]T1, (5.9)
where λ := 1+p1−p and T1 is given in (4.2). So, Jˆ
† factorizes in the large time limit in a term
(1 − 2P˜1,±∞) constructed from a modified time dependent one-wave solution (T1 → T˜1,±∞) and a
constant unitary matrix (1 − 2Π±∞) =: U †±∞. The energy density Eˆ±∞ from equation (2.17) now
reads
Eˆ±∞ = 1
2θ
tr
[
[a, (1 − 2P˜1,±∞)U †±∞][a, (1 − 2P˜1,±∞)U †±∞]†
+[a†, (1− 2P˜1,±∞)U †±∞][a†, (1− 2P˜1,±∞)U †±∞]†
]
=
2
θ
tr
[
[a, P˜1,±∞][a, P˜1,±∞]† + [a†, P˜1,±∞][a†, P˜1,±∞]†
]
, (5.10)
where the projectors P˜1,±∞ are given by
P˜1,−∞ =
(
(1− σ)[(1 − σ) + ebˆ¯zebzˆ]−1 1+p1−p [(1− σ) + ebˆ¯zebzˆ]−1ebˆ¯z
1+p
1−p [(1− σ) + ebzˆebˆ¯z]−1ebzˆ 1− [(1− σ) + ebzˆebˆ¯z]−1
)
,
P˜1,+∞ =
(
[1 + (1− σ)ebˆ¯zebzˆ]−1 1+p1−p [1 + (1− σ)ebˆ¯zebzˆ]−1ebˆ¯z
1+p
1−p [1 + (1− σ)ebzˆebˆ¯z]−1ebzˆ (1− σ)
{
1− [1 + (1− σ)ebzˆebˆ¯z]−1
} ) . (5.11)
By construction the operators Eˆ±∞ from (5.10) are identical to those in equation (2.17) with Jˆ†±∞
given by (4.9) and (4.10). So, both additive and multiplicative ansa¨tze result in the same energy
densities E±∞,⋆ given by formulas (4.12).
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6 Conclusion
In this paper we have constructed an explicit time-dependent two-wave solution of a noncom-
mutative 2+1 dimensional modified U(2) sigma model. We have shown that this configuration
depends on the noncommutativity parameter θ, but the phase shift produced by the interaction is
independent of θ, coinciding with the commutative case. We have also proven that this solution
factorizes in the large time limit.
As was previously remarked, the considered noncommutative modified sigma model can be
obtained from ncSDYM in 2+2 dimensions [20]. For the commutative case it is well known that
most integrable equations in three or less dimensions derive from SDYM by suitable dimensional
reductions [30]-[34]. It therefore will be interesting to consider other reductions of ncSDYM (see
e.g. [35] - [38] ) and to construct solutions of those noncommutative integrable equations with the
help of the dressing approach.
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