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Abstract 
 
 
This thesis presents a fuzzy logic based approach to implementation of Connection 
Admission Control (CAC) in Asynchronous Transfer Mode (ATM) networks: Fuzzy 
logic based CAC (FCAC); which addresses the unpredictability of the effects on cell 
loss when several connections are multiplexed on an ATM link. Providing there is past 
knowledge about ATM traffic behaviour, a fuzzy logic approach, by virtue of its 
flexibility in expressing the non-linearity between the load in the ATM link and the 
maximum cell loss ratio per connection, in non-homogeneous traffic scenarios, has an 
advantage over more conventional approaches which are based on traffic (source) 
models.  
 
Genetic Algorithms (GA) are applied to automatically design the fuzzy rule base and 
the fuzzy sets for each of the fuzzy variables using a method of identification of fuzzy 
logic systems from examples. The examples refer to on-line measurements of traffic 
parameters comprising the peak rate, mean rate, mean burst length and cell loss ratio for 
of each of the multiplexed connections. Every time a new set of measurements is 
available, a tuning process is invoked so allowing FCAC to adjust itself to the changing 
traffic patterns. 
 
Validation experiments of FCAC cell loss prediction were performed for homogeneous 
and heterogeneous traffic scenarios by considering different link capacities and output 
buffer sizes. The predicted cell loss values were compared with cell loss obtained either 
using an ATM simulator or on-line measurements performed on an ATM test bed.  
 
FCAC cell loss prediction was also compared with an “enhanced” convolution based 
approach, ECA, and a theoretical approach based on Markov chains and queueing 
analysis, the (M+1)-MMDP approximation, where M is the number of sources in the 
traffic mix. FCAC does not favour any type of traffic or link configuration. The ECA 
  iii
cell loss prediction is accurate for small output buffer sizes capable of queueing the cell 
level fluctuations, but too pessimistic for large buffer sizes. The (M+1)-MMDP 
approximation is accurate for connections with a burst scale type of behaviour, but due 
to the computational effort involved in the cell loss calculations, is not adequate for real 
time CAC response. 
 
FCAC cell loss prediction was also compared with another fuzzy based CAC approach 
that uses neural networks to create the fuzzy rule base, NFCAC. The cell loss 
predictions given by FCAC and NFCAC conform to the cell loss value obtained by 
simulation. FCAC requires more training data than NFCAC to achieve the same 
accuracy in the cell loss prediction, because FCAC considers not only the influence on 
the cell loss of the variations in transmission rates but also the influence of the duration 
of the traffic bursts.  
 
FCAC is recommended for network configurations having large output buffer sizes that 
can queue not only cells resulting from asynchronous arrivals but also the whole or part  
of the burst. Thus, FCAC is very useful for ATM services sensitive to cell loss, such as 
file transfer and image retrieval.  
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page 22, line 13, where it reads “according to a deterministic arrival process instead of a deterministic arrival process”, should 
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page 35, line 10 counting from the end of the page, where it reads “the traffic load is not underestimated if π and µ are to be 
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page 40, line 2 counting from the end of the page, where it reads “Depending on the number of different traffic types to be 
considered and the number of states of each type” should be read “Depending on the number of different traffic types to be 
considered and the number of rate states of each type”. 
 
page 43, line 3, where it reads “the results may be close to the peak allocation scheme.” should be read “the results given by 
the linear CAC may be close to the peak allocation scheme.” 
 
page 46, line 9 counting from the end of the page, where it reads “but can also be a generalisation of the same data for 
similar traffic patterns.” should be read “but can also generalise its response for similar traffic patterns.” 
 
page 50, line 8, where it reads “if the burst size is long” should be read “if the burst size is such that can be partially or totally 
queued at ATM buffers”. 
 
page 57, line 3, where it reads “ { }x U F x∈ ≥: ( ) 0 ” should be read “ { }x U F x∈ >: ( ) 0 ”. 
 
page 59, line 11, where it reads “The fuzzy knowledge base contains is a set of fuzzy rules” should be read “The fuzzy 
knowledge base is a set of fuzzy rules”. 
 
page 63, line 5, where it reads “When used for monotonic membership functions, CAC is also referred as” should be read 
“When used for monotonic membership functions, Centre of Area (COA) is also referred as”. 
 
page 63, line 9, where it reads “wi = min(Ai(x0), Bi(x0) )” should be read “wi = min(Ai(x0), Bi(y0) )”. 
 
page 67, line 11, where it reads “The structure identification of a fuzzy model consists of the input variable identification and 
the rule identification. The input variable identification consists of” should be read ““The structure identification of a fuzzy 
model consists of the rule identification and the input variable identification. The rule identification consists of”. 
 
page 72, line 5, where it reads “ A A A AM= ( , ,..., )1 2 ” should be read “ A A A Ai i i iM= ( , , ..., )1 2 ”. 
 
page 73, line 9, FORMULA 3.15 
 
page 80, line 7, 
 
page 83, line 12, where it reads “Choquet capacities of order two”, should be read “Choquet capacities of order two [Lam, 
1989]”. 
 
page 87, line 12, where it reads “the fuzzy sets B and ¬B exhaustive (i.e. B B U∗ ¬ = 2 ); more precisely, the bounded sum t-
conorm operator, defined as: a b a b ab⊕ = + − . The fuzzy inference result obtained using the Choquet integral based on the 
sum t-conorm operator (see [Camp, 1993, pp.150 for details), yields:” should be read “the fuzzy sets B and ¬B exhaustive, for 
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 xiii
instance using a Choquet integral in which the maximum operator is replaced by the bounded sum t-conorm (see [Camp, 
1993], pp. 150 for details). The fuzzy inference result is:” 
 
page 87, figure 3.8, where it reads “⊕ is the bounded sum t-conorm” should be read “⊕ is the probabilistic sum t-conorm 
( a b a b ab⊕ = + − )”. 
 
page 88, line 5 counting from the end, where it reads “considering as the t-conorm the bounded sum t-conorm and “ should 
be read “considering as the t-conorm the probabilistic sum t-conorm ( a b a b ab⊕ = + − ) and “. 
 
page 92, line 5, where it reads “but because B s1 0
*( ) ≥  and B s s2 0*( ) ,≥ ∀ ”, should be read “but because 
B s B s s1 2 1 0
* *( ) ( ) ,+ − ≥ ∀ ”. 
 
page 97, line 6, where it reads “will be applied in chapter 6” should be read “will be applied in chapter 5”  
 
page 97, line 9, where it reads “Before that, chapter 5 presents ” should be read “Before that, chapter 4 presents”. 
 
page 112, line 14, where it reads “GA are different from normal optimisation techniques” should be read “GA are different 
from traditional optimisation techniques”. 
 
page 120, line 5, where it reads “∀ ∈ = ⇔ ∀ ∈ − ◊ +i rank a i j f a f ait jt jt{ ,..., }: ( ) { ,..., }: ( ) ( )1 1 1 1λ λ ”, should be read 
“∀ ∈ = ⇔ ∀ ∈ − ◊ +i rank a i j i f a f ait jt jt{ ,..., }: ( ) { ,..., }: ( ) ( )1 1 1λ λ ”. 
 
page 129, line 5 counting from the end, where it reads “assigning ey to this value” should be read “assigning ey to this value, 
for example if y is 10-5 then ey is assigned the value 5”. 
 
page 149, line 5, where it reads “The learning method based on GA presented in this chapter fixes the number of fuzzy 
variables” should be read “The learning method based on GA presented in this chapter fixes only the number of fuzzy 
variables”. 
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1  Introduction  
 
1.1 ATM for Broadband Communications Networks 
 
Asynchronous Transfer Mode (ATM) is the basis for future high-speed 
telecommunications networks, namely the Broadband Integrated Services Digital 
Network (B-ISDN), [ITU I121, 1991]. B-ISDN provides end-to-end digital 
connectivity to support a wide range of services, including voice and non-voice 
services ([ITU I121, 1991]). Hitherto, networks have been service specific (e.g. 
telephony over circuit switching networks and data services over packet networks). 
The principal argument in favour of using ATM as a transfer mode for B-ISDN is 
precisely its flexibility to integrate on the same physical network existing services 
and new services to be introduced in the future, given that: 
• in ATM, all information to be transferred is packed into fixed-size slots called 
cells; 
• the multiplexing and switching of cells is independent of the actual application. 
 
In addition, the asynchronous nature of ATM allows B-ISDN to achieve a higher 
utilisation of the bandwidth than using a synchronous transfer mode (STM). This is 
because, in ATM, each service can use the capacity of the links, switches and buffers 
according to the actual demand. Hence, if temporarily one of the connections has no 
information to be transmitted, the network resources can be used by other 
connections. This is known as statistical multiplexing and is important because many 
of the B-ISDN services, particularly video services, are variable bit rate (VBR) 
services, where the activity level of the source varies over time. 
 
In ATM, the competition for limited network resources (link capacity and output 
buffer size) among the multiplexed connections can cause, in overload conditions, a 
decrease in the quality of service (QoS), expressed in terms of cell loss and delay 
statistics. Therefore, a traffic control policy needs to be introduced in order to obtain 
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a reasonable trade-off between the QoS required by the user and the maximisation of 
the utilisation of the network resources. 
 
Among the traffic control functions, Connection Admission Control (CAC) plays an 
important role as it determines the admittance or refusal of a new connection into the 
network. In order to do this, the CAC algorithm takes into account the traffic 
characteristics and QoS requirements of the new connection and those of the 
connections already established. Because ATM-based networks can integrate any 
service (with fixed or variable bandwidth rates), the CAC task is a complex one. 
 
The CAC decision-making process relies on an accurate knowledge about the traffic 
behaviour of the sources being multiplexed into an ATM link. Traffic source models 
help in the analysis of the traffic generated by a particular source and give a first 
estimation of the amount of network resources each source requires. A second and 
more accurate estimation is given by the traffic model of the superposed traffic, that 
is, the model that describes the aggregate traffic behaviour resulting from 
multiplexing several sources on the same ATM link. By relating the superposed 
traffic characteristics to the available network resources, a prediction can be obtained 
for the expected QoS. CAC decides to admit a new connection if the expected QoS 
conforms with the required QoS; otherwise, the new connection request is rejected. 
 
The traffic models available in the literature for source characterisation have been 
derived by analysing on-line measurements of statistical traffic parameters for voice, 
image and data traffic; for example, Leland et. al ([Lel, 1993]) analysed traffic 
generated by Ethernet Local Area Networks (LANs), Maglaris et al. (see [Magl, 
1988]) studied the traffic generated by digital packetised video in packet networks 
(see also [Rama, 1990]) and Brady ([Brad, 1969]) studied N-ISDN voice sources. 
The specific properties of ATM (fixed size cells and bandwidth on demand) require 
statistical models different from those used for traffic in existing circuit or packet 
switched networks. ATM source models need also to be accurate, simple, and 
generally applicable. A traffic model that satisfies the previously mentioned 
requirements and takes into account the characteristics of data, image and voice 
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sources given on the published traffic studies represents a big challenge for research 
studies. 
 
In addition, CAC has to look for an optimisation in the distribution of the bandwidth 
resources in order to achieve a maximum statistical multiplexing gain. The principle 
of statistical multiplexing is that not all the sources need to transmit at their peak 
rates at all times. This means that more sources than the number given from the sum 
of the peak bit rates and available bandwidth can be carried, provided that the QoS 
requirements can still be satisfied. 
 
1.2 Research challenge  
 
The theoretical traffic model of the traffic process resulting from multiplexing 
several traffic sources in the same ATM link (assuming that the traffic model of each 
of the sources is known) is too complex to be used in a real time CAC application. In 
order to overcome this, several authors (see [Kilk, 1994], [Saito, 1992], [Ivers, 1987], 
[Hui, 1988]) have proposed to divide the multiplexed traffic process into several 
layers, each corresponding to a different time scale and each having a different 
influence on the expected QoS. The CAC approaches based on this layered model of 
the multiplexed traffic take into consideration the effects of some (not all) of the 
traffic layers on the QoS and, thus, can be either pessimistic or optimistic if the 
effects of the traffic layer(s) not considered happen to be influential. 
 
Other CAC approaches are based on approximations made in the traffic models in 
order to achieve numerical tractability, but these approximations have an effect on 
the accuracy of the QoS prediction. For example, the convolution algorithm is based 
on a bufferless model and, therefore, gives a pessimistic cell loss ratio prediction for 
sources with small burst sizes that can be partially queued in ATM buffers.  
 
Considering the limitations of a theoretically based CAC approach referred in the 
previous paragraphs, the research presented in the following chapters has explored 
the use of fuzzy techniques, in preference to analytically based approaches, to obtain 
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an empirical model for the relation between the QoS to be expected for each of the 
multiplexed connections and the statistical parameters that characterise the 
multiplexed traffic. The QoS parameter considered is the cell loss ratio per 
connection. The reason for choosing the CLR in preference to QoS parameters,  such 
as the maximum cell delay per connection, is that the CLR is the simple, single 
parameter that applies to both short and large buffer sizes. 
 
The application of fuzzy logic based techniques to CAC constitutes a new research 
topic ([Ram, 1994]). A parallel research by Fontaine et al ([Font, 1996]) has also 
proposed a fuzzy logic based approach to CAC but this approach uses is a hybrid 
fuzzy-neural system. The cell loss ratio predictions obtained using each of these 
fuzzy logic CAC approaches will be compared and commented in chapter 6.  
 
According to Zadeh ([Zad, 1993]), “the principal aim of fuzzy logic based 
techniques is to exploit the tolerance for imprecision and uncertainty to achieve 
tractability, robustness and low solution cost”. In the same line of thought, the fuzzy-
logic based CAC (FCAC) proposed in this thesis, will exploit the tolerance for 
imprecision in the characterisation of the multiplexed traffic scenario in order to 
achieve a numerically tractable solution that predicts the effects on cell loss when 
several connections are multiplexed on an ATM link. The traffic model embedded in 
the fuzzy rule base can also express the non-linearity between the load in the ATM 
link and the maximum cell loss ratio per connection, observed in non-homogeneous 
traffic scenarios.  
 
The FCAC performs the decision-making of admitting or rejecting a new connection 
into an ATM network by predicting the maximum cell loss ratio per connection when 
a candidate connection is added to a background traffic scenario (made up of the 
connections already admitted into the network). If the cell loss ratio predicted by 
FCAC does not violate the cell loss ratio requirements of the existing connections 
and of the candidate connection, the new connection is admitted; otherwise it is 
rejected.  
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The FCAC uses the user declared statistical parameters for each of the connections 
(including the incoming connection) on a node-to-node basis. The empirical 
knowledge is derived from on-line measurements collected at each ATM link for 
different traffic patterns. The measurements comprise the mean and peak bit rates, 
mean burst length per connection as well as the monitored cell loss ratio for each of 
the multiplexed connections. 
 
1.3 Research proposal 
 
The most difficult task in developing fuzzy logic systems is the identification of the 
fuzzy logic system, that is, the determination of the number and structure of the 
fuzzy rules, as well as the definition of the fuzzy sets for each of the fuzzy variables. 
Particularly, the definition of the fuzzy sets that allow the fuzzy logic system to 
obtain the optimum performance, is the most time consuming phase. Changes in the 
shape used for the definition of the fuzzy sets affect the performance of the fuzzy 
logic system, because the contributions each one of the rules makes to the final 
decision also changes. Among others, Procyk and Mamdani [Mam, 1978] introduced 
an iterative procedure for modification of the fuzzy sets of the domain of each fuzzy 
variable and Tanscheit and Scharf ([Tans, 1988]) proposed a self-organising fuzzy 
logic controller for robotics application, but in general, the design of fuzzy logic 
systems has been a trial and error process in which most of the development time is 
devoted to the “quest” for efficient fuzzy sets. 
 
More recently, several automatic design methods have been proposed. These 
methods have mainly been based on neural networks ([Ichik, 1992], [Jang, 1992], 
[Tak, 1991]), gradient methods ([Arak, 1992], [Katay, 1992]) or genetic algorithms 
([Karr, 1992], [Nish, 1992], [Nom, 1992]). Automatic design methods offer an 
improvement to the development of fuzzy logic systems over the traditional “trial-
and-error” process. This is because the definition of the fuzzy sets and the fuzzy 
rules becomes the outcome of an automated process. The same automated process 
can also be used after the design phase to adapt the fuzzy logic system to a dynamic 
environment, by tuning the fuzzy sets for each of the rules.  
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This research has explored genetic algorithms in the automatic design of the fuzzy 
rule base of FCAC; the fuzzy rules and the definition of the fuzzy sets for each of the 
rules are obtained using a learning algorithm composed of three phases (generation, 
simplification and tuning), each of these, based on genetic algorithms. The 
application of this learning algorithm to the automatic design a fuzzy decision 
support system to CAC is a new research work and has been based on the research 
developed by Herrera et al ([Herr, 1995]).  
 
Taking into account that the traffic patterns observed in an ATM link are expected to 
vary over time (new services are introduced, existing services might become 
obsolete), the adaptation of FCAC to changes in the traffic patterns is achieved 
using a tuning process, based on a genetic algorithm. The tuning phase is invoked 
either periodically or when a certain network performance threshold is reached in 
order to improve the accuracy with which the FCAC predicts the effect of a new 
connection on the ATM traffic already in the link. 
 
Once a decision has been made to use (1) a fuzzy rule base for representing 
knowledge about the ATM traffic and (2) genetic algorithms in order to automate the 
design of this rule base, the next challenge is how to acquire knowledge based on the 
relationship between the multiplexed traffic characteristics and the observed cell loss 
ratio. In traditional fuzzy logic systems, this heuristic knowledge would be obtained 
by interviewing experts in the area and would be used to set up the fuzzy rule base. 
In the CAC case, this was not possible because the only heuristic knowledge that 
exists on ATM traffic was obtained by monitoring the traffic statistical parameters 
(e.g. mean and peak bit rates) of the multiplexed connections and the corresponding 
cell loss ratio for each connection, using on-line measurements obtained from an 
ATM test-bed and results generated with ATM traffic simulators. This led to the 
adoption of a method of learning from examples, the examples being the above 
mentioned data measurements. 
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1.4 Organisation of thesis  
 
This thesis describes a fuzzy logic system for the prediction of the maximum cell 
loss ratio expected per connection, when a new connection is added to an ATM 
traffic mix made up of existing connections. This chapter has introduced the main 
contribution of the thesis to the topic of traffic control, namely to the CAC function 
in an ATM network. 
 
In chapter 2 a more detailed review of ATM related issues is presented. The focus 
will be made mainly on topics related to CAC, such as traffic control, source 
characterisation (traffic models) and statistical multiplexing gain. This will provide 
an understanding of the application area and of the CAC algorithms (analytical and 
heuristic) proposed in the literature. 
 
Chapter 3 introduces the theoretical background for the development of fuzzy logic 
systems. Initially, the  definitions and terminology used in this thesis are presented. 
After that, the method for identification of fuzzy logic systems from examples is 
presented, followed by the presentation of the fuzzy inference model for rules with 
an associated uncertainty interval. The uncertainty interval asserts the lower and 
upper bounds of uncertainty contained in the rule about the statement: “the rule is a 
true rule for the system”, where the truthfulness of the rule is related to its ability to 
describe the knowledge implicitly expressed in a set of examples. 
 
Chapter 4 presents the architecture of the fuzzy logic based CAC (FCAC) proposed 
in this thesis. The input and output fuzzy variables considered in the antecedent and 
consequent of the fuzzy rules are described, as well as the format of the fuzzy rules 
selected and the fuzzy sets chosen for the universe of discourse of the fuzzy 
variables. 
 
In Chapter 5 the three-phase algorithm for the automatic design of the fuzzy rule set, 
based on genetic algorithms, is presented and the characteristics of the genetic 
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algorithm used in each of the phases of the algorithm are explained. This is preceded 
by a brief introduction to genetic algorithms. 
 
Chapter 6 shows the results obtained when comparing FCAC predictions with cell 
loss ratio predictions using (1) theoretically based CAC approaches and (2) a fuzzy 
logic based CAC approach that uses neural nets instead of genetic algorithms for the 
automatic setting up of the fuzzy rule base. The traffic mixes studied are composed 
of “On-Off” traffic sources of the same type (homogeneous traffic mixes) and 
different types (heterogeneous traffic mixes). A network simulator ([Pitts, 1993]) 
and on-line measurements obtained from an ATM test-bed ([EXPLOIT, 1994]) were 
used to validate the cell loss ratio predictions. The experimental scenarios were 
chosen in order to show both (1) the areas where the prediction  of the FCAC has to 
be accurate and (2) the areas where the FCAC prediction has to be backed up by a 
more conservative approach such as peak rate allocation.  
 
Chapter 7 discusses the results obtained in chapter 6 and suggests further research 
topics which are a result of the limitations due to lack of knowledge of real ATM 
traffic sources faced during the research and the effect that such limitations can have 
on the performance of the FCAC. Chapter 8 presents the main conclusions reached 
in the research and summarises the application of a fuzzy logic based approach to 
CAC, focusing on the advantages and limitations presented in chapter 7.  
 9 
2  Connection Admission Control in ATM Networks 
 
One of the major advantages of Broadband Integrated Services Digital Network (B-
ISDN) based on the Asynchronous Transfer Mode (ATM) is its flexibility at high 
transmission rates. Such a network allows the integration of a large variety of 
services having different stochastic features (such as the mean and the variance of 
the number of arrivals in a time interval) and different Quality of Service (QoS) 
requirements defined in terms of cell loss, cell delay and cell delay variation ([Cuth, 
1993]). 
 
Traffic management of an ATM-based network requires the definition of a set of 
control algorithms in order to be able to achieve a high network utilisation, 
maintaining the network performance. Connection Admission Control (CAC) is one 
of the purposed ([ITU I371, 1995]) traffic control functions and it decides whether or 
not to admit a new connection in the network. 
 
CAC admits a new connection if there are available network resources to provide the 
QoS required by a new connection and by the already established connections. In 
order to fulfil these requirements, CAC needs to obtain an estimation of how the 
network performance decreases, in terms of cell loss, cell delay and cell delay 
variation, when a new connection is added to a background traffic scenario, 
consisting of the multiplexed traffic from accepted connections. CAC second aim is 
to look for an optimisation in the allocation of network resources, to take full 
advantage of the facilities provided by the ATM network. 
 
In the following, a review of concepts considered when defining CAC in an ATM 
context is presented: 
• section 2.1 presents an overview on ATM comparing it with present transfer 
modes, such as circuit switching, message switching and packet switching. 
Furthermore, concepts such as statistical multiplexing and statistical multiplexing 
gain are revised and its relation with CAC explained. The network performance 
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(NP) parameters for ATM-based networks are presented and comments are given 
on the choice of cell loss for the NP parameter considered for CAC purposes. 
• section 2.2 considers ATM traffic behaviour at several time scales and presents 
the set of parameters chosen, in this study, for describing the traffic behaviour of 
the source; this set of parameters is referred in the literature as the traffic 
descriptor. After that, a description of the On-Off model as the traffic model 
adopted in this study is presented, followed by the identification of the On-Off 
model parameters using the chosen traffic descriptor. 
• section 2.3 defines traffic control in ATM networks and introduces the traffic 
control functions which are related to this thesis: CAC and Usage Parameter 
Control (UPC). The relationship between CAC and UPC is explained, focusing on 
how CAC relies on UPC to guarantee that the user declared values for the traffic 
descriptor parameters (presented to the network at connection set-up) are being 
respected.  
• section 2.4 presents CAC algorithms proposed in the literature to solve the CAC 
task, more precisely the ones that are most relevant for comparisons with the 
FCAC approach (see [Hui, 1988], [Ivers, 1989], [Klein, 1990], [Louv, 1988], 
[Mur, 1991], [Wors, 1992]). 
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2.1 Asynchronous Transfer Mode Networks 
 
The transfer mode is a specific way of transmitting and switching information in a 
telecommunications network. More precisely, it defines how the information 
supplied by network users is eventually mapped onto the physical network: this 
includes the technique for transmission, multiplexing, and switching aspects of 
communications networks. 
 
ATM networks flexibility is achieved by providing services with a common transfer 
capability due to its independence of the bit rate and data structure of the services 
carried ([Cuth, 1993]). In ATM, all types of information (voice, data, video and still 
picture) are presented in the same form using equal-sized packets comprising a 5 
byte header and 48 byte payload, named cells. The cell header contains a label, 
called a virtual channel identifier/virtual path identifier (VCI/VPI), denoting the 
routeing address. The cell labels are used in switching and multiplexing. The 
payload contains service specific header and tail, plus the actual information that the 
user wants to transmit across the network. 
 
ATM has been recognised to become the solution for the implementation of B-ISDN 
by several authors in the literature (see [Hand, 1989], [Kawa, 1988], [Turn, 1986]). 
B-ISDN implies a multi-service environment where applications will have different 
service requirements (e.g. voice applications are delay sensitive and data 
applications are sensitive to cell losses). The flexibility of the ATM-based B-ISDN 
access, resulting from the cell transport concept, allows the coexistence on a same 
physical network of a wide variety of services and applications and the introduction 
of new services. 
 
ATM is inherently an asynchronous mechanism which allows connections to send 
information whenever they are ready to do so, after an initial connection set-up 
negotiation has taken place. Given that B-ISDN will accommodate not only constant 
bit rate (CBR) connections (bit rate is constant) but also variable bit rate (VBR) 
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connections (bit rate varies over time), ATM allows a more efficient utilisation of the 
network resources than a dedicated channel allocation policy such as circuit 
switching.  
 
ATM provides virtual circuit switching as opposed to fixed circuit switching. This 
has the advantage of using connection oriented routeing techniques from circuit 
switched networks but without having to establish a dedicated circuit (with fixed 
bandwidth) between the two ends of the communication for the whole duration of the 
connection. 
 
In message switching networks the wastage of resources for VBR traffic is overcome 
by treating each information unit as a logical entity (referred to as a message) that is 
transmitted in the network independently of other units. This can be achieved by 
adding a header to each message that defines the destination node. The main 
disadvantage of this transfer mode is that it is not well suited for real time or delay 
sensitive applications, since the delay caused by header decoding at each intermediate 
node is not predictable. 
 
Another candidate transfer mode for B-ISDN is the packet switching mode. Packet 
switching combines the advantages of both circuit switching and message switching. 
According to Onvural ([Onvur, 1994]), the main disadvantage of packet switching 
over message switching is that transmitting a message requires more overhead (i.e. 
packet header) per message than the correspondent overhead in message switching, 
thereby reducing effective resource utilisation in the network.  
 
The asynchronous transfer mode (ATM) is similar to virtual circuit packet switching 
if packets are assumed to have the same size. ATM has advantages over both the 
circuit mode and the packet mode. The self-routeing ATM switch uses the 
advantages of circuit-switched networks allowing to provide high-speed 
communication transfer after connection set-up. The simplification of functions 
within the core network reduces the number of software driven procedures. This 
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overcomes the disadvantage of the packet mode and allows broadband 
communications whilst allowing an arbitrary bandwidth to be allocated [Saito, 1994]. 
 
The main challenges introduced by fast-packet switching with variable-length 
packets were the complexity of the switching fabrics and the buffer management 
scheme as the transmission speed increases. ATM answers this by using fixed sized 
packets and, therefore, is able to support real-time applications together with data 
applications in the same network environment.  
 
 
2.1.1 Statistical Multiplexing  
 
When several ATM connections share common resources through multiplexing, a 
more efficient usage of the resources is obtained compared with the fixed amount of 
resources allocated without multiplexing. This phenomenon is due to the statistical 
nature of the traffic streams and the resource sharing is called statistical multiplexing. 
The statistical multiplexing is quantified by means of the multiplexing gain, defined 
in [R1022 D.126, 1992] as the ratio of the link utilisation obtained when the highest 
possible number of connections is multiplexed without violation of their Quality of 
Service (QoS) requirements and the link rate utilisation obtained by peak allocation 
(deterministic multiplexing). The utilisation previously referred can be measured in 
terms of the number of connections admitted into the network (see figure 2.1).  
 
Considering the above definition, the multiplexing gain is a function of : 
• the characteristics of the multiplexed sources: the bandwidth requirements such 
as peak and mean bit rates and space requirements expressed in terms of the 
mean burst length; 
• the network resources (e.g. link capacity, output buffer size); 
• the user required QoS (expressed in terms of parameters such as cell loss, cell 
delay, cell delay variation). 
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Figure 2.1 Statistical Multiplexing and Peak Rate bandwidth allocation. 
 
 
Exploitation of statistical multiplexing allows a more efficient utilisation of the 
network resources under traffic loads that vary over time. On the other hand, 
statistical multiplexing poses challenging problems because it requires the 
introduction of appropriate traffic control procedures in order to support the QoS 
required by the services using the network. Therefore, traffic control in ATM 
networks requires a basic understanding of the statistical multiplexing effects on the 
QoS of the multiplexed traffic streams. This understanding is also necessary for the 
definition of the network performance objectives and traffic descriptors.  
 
2.1.2 Network performance parameters  
 
Network Performance (NP) is defined in the ITU Recommendation I350 ([ITU I350, 
1993]) as “the ability of a network or network portion to provide the functions related 
to communications between users”. This thesis is interested in the identification of 
the network performance parameters that have a significant influence on the user 
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required Quality of Service (QoS). The term QoS is described in CFS D510 ([CFS, 
1992]) in the following way: "QoS is the measure of how good a service is, as 
perceived by the user. It is expressed in user understandable language and manifests 
itself as a number of parameters, all of which have either subjective or objective 
values". 
 
According to Saito ([Saito, 1992]):  
“Of the network performance deterioration factors, cell segmentation delay and propagation 
delay over transmission links are fixed, and are independent of traffic characteristics. Cell loss 
and misdelivery due to header field errors in transmission are also independent of the traffic. 
Cell loss and delay in a switch are negligible. Thus, the key factors in ATM network 
performance deterioration are cell loss and delay in the output queue to a transmission link in 
ATM nodes.” 
 
Although the QoS requirements of a connection may contain several parameters, the 
cell loss is important as far as connection admission is concerned. The cell delay and 
cell delay variation depend mostly on the network properties, especially on the 
storage capacity of the output buffer and on the length of transmission links. Cell 
delay variation is a measure of the variation of the end-to-end delay introduced by 
network elements such as switches and access multiplexers. However, if the 
following buffer size dimensioning method is used (see also [Saito, 1991a]), the 
variable portion of the end-to-end delay remains at a level that is not relevant for the 
QoS of the B-ISDN services: 
“Consider a transmission link of C Mbit/s and its output buffer. The buffer size is assumed to 
be K. Let T ms be the maximum admissible delay in the output buffer. Assume that the buffer 
size K is dimensioned such that the maximum delay in the buffer is less that T under a First In 
First Out (FIFO) discipline. That is, the output buffer size K and the maximum admissible delay 
T are assumed to satisfy the relationship  
K= 1000TC / L 
where L is the cell length in bits.”([Saito, 1992]) 
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Figure 2.2 Simplified model of an ATM network focusing on the processing in the terminal nodes 
(from [Saito, 1991a]). 
 
Studies presented by Blondia and Casals in ([Blond, 1992]) indicate that the 
probability but not the correlation of cell losses can be reduced by enlarging the 
network buffers. However, according to Jacobsen ([Jac, 1990]): “the increase in 
network efficiency that can be obtained by increasing the buffer size is small“. 
Jacobsen also refers that this is because large buffers introduce more cell delay 
variation and changes in the characteristics of the cell streams. 
 
Considering all the previously stated, this research has adopted the cell loss measured 
at the output buffer to the transmission link as the QoS parameter for connection 
admittance purposes. 
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2.2 ATM Traffic 
 
The characterisation of the cell stream, generated by ATM traffic sources has been 
studied by many researchers over the past years. The proposals for source (traffic) 
models put the emphasis on simplicity, realism and accuracy. Traffic models are 
used to evaluate the performance of CAC and UPC algorithms. 
 
Traffic in ATM networks is mainly of two types: Constant Bit Rate (CBR) and 
Variable Bit Rate (VBR). CBR connections are deterministic connections in the 
sense that the bit rate is fixed over time. VBR connections exhibit a variable bit rate 
over time and are one of the most predominant connection types in ATM Networks. 
 
Table 2.1: ATM traffic classes as described in [Bon, 1995]. 
Traffic Class Main Characteristics 
 
CBR,  
VBR 
 
Fixed (possibly re-negotiable) Traffic Descriptor; 
QoS guaranteed by CAC; 
Traffic Descriptor parameters policed by UPC. 
 
 
ABR 
 
The source cannot describe completely its traffic characteristics but provides 
some minimum traffic requirements (e.g., Minimum Cell Rate); 
Source “dynamically adapts” to feedback from congestion control mechanism; 
Requires low loss for cells “conforming” to correct dynamic behaviour. 
 
 
UBR 
 
No traffic description nor QoS guarantee; 
No call admission nor policing. 
 
 
 
The classification adopted in this thesis for QoS guaranteed ATM traffic is resumed 
to two traffic types, VBR and CBR, aiming at a simplification of the description of 
the ATM traffic inherent characteristics and not at providing an exhaustive list of all 
the possible traffic classes identified in the literature (see also table 2.1). Recently, 
two other traffic classes have been specified, namely the Available Bit Rate (ABR) 
and Unspecified Bit Rate (UBR), see also [Bon, 1995], and [Berg, 1995] for details. 
The justification behind the existence of these traffic types is that, in order to 
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guarantee QoS levels for traffic such as VBR and CBR, the network may have to be 
under utilised. Hence, the bandwidth unused by guaranteed traffic can be available to 
“best-effort” traffic such as ABR and UBR. A problem arises in how to share the 
bandwidth available to the best-effort service dynamically. A solution suggested by 
[Bon, 1995] queues QoS guaranteed traffic (CBR and VBR) and best-effort traffic 
(ABR and UBR) in different output buffers and best-effort traffic is served when 
there is no guaranteed QoS traffic ready to be served. 
 
This thesis focus on the influence of multiplexing traffic comprising mainly of CBR 
and VBR traffic on the monitored cell loss for CAC purposes. This is because ABR 
and UBR do not require a guaranteed QoS, and, therefore, CAC methods do not 
apply. CBR traffic, due to its deterministic statistical behaviour, does not allow CAC 
methods to contribute for a high statistical multiplexing gain and, therefore, is 
considered in this thesis just to illustrate a bandwidth consumption service.  
 
In the next section, models for analysing the traffic generated by VBR connections 
and the traffic parameters chosen to define VBR traffic characteristics are going to be 
identified and explained in detail. 
 
2.2.1 Traffic Parameters  
 
The traffic parameters are the parameters that identify the traffic behaviour of an 
ATM source. These parameters are used by traffic control mechanisms and should 
fulfil the following requirements ([ITU I371,1995]): 
 
• the parameters should be simple such that they can be declared by the user-end or 
his terminal and be enforceable by the Usage Parameter Control (UPC) and 
Network Parameter Control (NPC) functions (source policing functions, see 
section 2.3.2 for more details); 
• the parameters should be relevant for resource allocation schemes meeting 
network performance requirements. 
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The traffic descriptor of an ATM source is a vector specifying the actual values for 
the traffic parameters. The traffic descriptor plays a key role in the service 
provisioning, admission control, and UPC of the network, because it: 
 
• constitutes the basis of the service contract between the user and the network; 
• is the basis for the network decision on call connection attempts; 
• is the basis for judging a user's conformance with the service contract. 
 
There has been some discussion on traffic descriptors in the literature and standards’ 
forums (see also [ITU I371, 1995], [ATM-F, 1993], [Eck, 1991]); the discussion is 
far from over and there is no consensus on the exact parameter set to be included in 
the traffic descriptor. The difficulties in the choice of a traffic descriptor set are due 
to the trade-off between the exploitation of multiplexing gain and the complexity of 
the traffic control schemes, not to mention the complexity of its enforcement by a 
policing function. 
 
Vakil and Saito ([Vak, 1991]) proposed a traffic descriptor including the peak rate, 
mean rate, maximum burst length and mean burst length. These parameters are 
defined as follows: 
 
• the peak rate is the inverse of the minimum time between the transmission of two 
successive cells; if this rate is measured in Mbit per second is referred as peak bit 
rate, if measured in cells per second as peak cell rate; 
• the mean rate is the average number of cells that the source transmits during an 
interval T (see 2.3.2.2 for more details on the criteria for the choice of T) and 
similar comments as before apply regarding the measurement units; 
• the maximum burst length is the maximum number of consecutive cells that the 
source could transmit at its peak rate during an active period; 
• the mean burst length is the average number of consecutive cells that the source 
transmits at its peak rate during an active period. 
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Commenting on the previously presented traffic parameter set in terms of its 
relevance for CAC schemes, it can be pointed out that, since bandwidth allocation 
based on the peak bit rate excludes any multiplexing gain potential, then at least peak 
and mean rate should be taken into consideration. However, mean and peak rates 
allow an estimation of the traffic behaviour in terms of bandwidth consumption (time 
resource), but give no information in terms of the output buffer occupation (space 
resource). This is why, in this research, the traffic parameter set includes not only the 
mean and peak rates, but also the mean burst length of a traffic connection. This 
choice for the parameter set has also to do with the feasibility of the enforcement of 
the traffic descriptor values by the policing function (see on section 2.3.2 how this 
can be achieved).  
 
Recently, the ATM-Forum ([ATM-F, 1993]) suggested the inclusion in the ATM 
traffic descriptor of the mean rate, peak rate and maximum burst length. In this 
research, the mean burst length is preferred to the maximum burst length because the 
latter is associated with a worst case buffer occupation. Only in case the user cannot 
specify a value for the mean burst length, but can do so for the maximum burst length 
value, this would be the value used for the quantisation of the requirements in terms 
of buffer space occupation. 
 
Other authors ([Andr, 1994], [Andr, 1991], [Heff, 1986]) have suggested the 
inclusion in the traffic descriptor of the Index of Dispersion for Counts (IDC), 
defined for a time interval of length t, as the variance of the number of arrivals in an 
arbitrary time interval of length t divided by the mean number of arrivals in the same 
arbitrary interval. This thesis does not consider this traffic parameter, because it is 
quite difficult for the user to specify the source’s IDC value. Nevertheless, if this 
parameter can be obtained via on-line traffic measurements, it will provide a more 
accurate correlation measure than an estimation based on the mean burst length. 
 
Summarising, the chosen traffic parameters to describe a traffic source (connection) 
are inspired in Rasmussen’s approach ([Rasm, 1991]) and comprise the following: 
• peak rate (Rp) measured over a short period Ts of time; 
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• mean rate (Rm) measured over a longer period Tl of time; 
• mean burst length (Bm). 
 
The value for Ts is chosen such that the source is strictly peak rate policed; it is 
assumed that the minimum duration of a connection is Tl. The mean burst length can 
be obtained from Rp, Rm and Tl in case the user cannot specify this parameter (see 
section 2.3.2.4 for more details). 
 
2.2.2 The On-Off Model 
 
The On-Off model is a versatile source model and has been shown by several studies 
to be an adequate traffic model for ATM traffic sources; namely: 
• Maglaris et al. ([Magl, 1988]) showed that a superposition of N (N>1) video 
sources can be modelled by M (M=20×N) independent On-Off sources, each 
alternating between transmitting 0 bits/pixel and A bits/pixel according to a 
Bernoulli distribution. 
• Heffes and Lucantoni ([Heff, 1986]) showed that the statistical multiplexing of M 
voice sources with speech activity detection can be analysed with a superposition 
of M sources each modelled with an On-Off model, where the On state represents 
a talkspurt and the Off state the silence periods. 
• Andrade et al ([Andr, 1994]) presented a study on the characterisation of Local 
Area Networks (LAN) traffic with the Index of Dispersion for Counts (IDC) 
parameter. LAN traffic measurements made at Bellcore (see [Fowl, 1991]) 
revealed special characteristics which are not present in traditional arrival 
processes studied in the literature; namely, the measurements show a long range 
dependence confirming the opinions on the self-similar nature of LAN traffic 
([Lel, 1993]). Andrade et al. matched the parameters of the On-Off model to the 
IDC values calculated for two time intervals of the LAN generated traffic (a short 
time interval in order to capture the short term variations of the cell rate, and a 
longer time interval to capture the rate correlation).  
 
2  Connection Admission Control in ATM Networks 
 22
Considering the previously stated, the On-Off model is the model chosen, in this 
thesis,  for describing the traffic behaviour of an ATM source. In the following, the 
On-Off model will be presented in more detail, emphasising on the calculation of the 
model parameters using the traffic descriptor presented in section 2.1.1. 
 
2.2.2.1 Model description 
 
The On-Off model is a stochastic process with two possible states: “on”, active state 
and “off”, inactive state. While in the “on” state, the source generates cells at a 
constant rate. The transitions between the “on” and “off” states occur with 
exponential transition rates. The resultant rate λ(t) is a continuous time process with 
discrete jumps at exponentially distributed sojourn times. 
 
There are other types of On-Off source models described in the literature. For 
example, Fuhrman [Fuhr, 1991] used an On-Off model in which the source generates 
cells according to a deterministic arrival process instead of a deterministic arrival 
process. According to Yang ([Yang, 1995]) the model in [Fuhr, 1991] is appropriate 
for bursty sources whose cell arrivals are more random and less correlated, whereas 
the model presented above (and adopted in this thesis) is suitable for bursty sources 
that are highly correlated. 
 
 
 
 
 
 
 
Figure 2.5 The On-Off Model 
 
The On-Off model is identified by the following parameters (see figure below): 
- the bit rate A in the active state (no information flow in the inactive state); 
- the mean burst duration (also referred as mean on period) 1/β; 
- the mean silence duration (also referred as mean off period) 1/α; 
A 0
α
β
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where β and α are the mean transition rate out of the on state and mean arrival rate in 
the on state, respectively. 
 
2.2.2.2 Parameter identification 
 
The parameters A, α and β can be easily obtained from the traffic descriptor 
parameters defined in section 2.2.1, namely the mean, m, and peak, p, bit rates 
(Mbit/s) and the mean burst length, b (cells). If we denote by α‘ (=1/α) the mean off 
period (sec.), and by β‘ (=1/β) the mean on period (sec.), the percentage of time the 
source is on, ρ, is given by: 
ρ = m
p
 and also ρ βα β= +
'
' ' ,  
 
The On-Off model parameters are obtained as follows: 
• bit rate in the on state, A = p; 
• mean on period, β ' = L b
pc
,where Lc is the length of an ATM cell (53 octets); 
• mean off period, α β' '= −


p m
m
. 
 
 
2.2.3 Time resolution for traffic models  
 
The multiplexed traffic observed in ATM networks is very difficult to model 
stocastically due to its unpredictability over time. In order to simplify its analysis, the 
traffic process can be divided into several levels corresponding to a specific time 
scale and with typical traffic characteristics. Three, four or even more time scales 
have been applied (see [Hui, 1988], [Jacob, 1990], [Saito, 1992]) when dealing with 
performance analysis in an integrated broadband communication environment. In this 
thesis, Kilkki’s four time scale model is chosen ([Kilkki, 1994], pp.13). The 
description of each time scale is as follows: 
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• Connection scale: traffic variations result from variations on the number of 
established connections (see [Lutt, 1984], [Ivers, 1987] and [Delb, 1981] on how 
to calculate the blocking probability in the connection scale for different traffic 
mixes); 
 
• Rate-variation scale: the number of established connections is assumed constant 
but traffic variations are induced by the changes in the demand in terms of cell 
rate, for example in a VBR video or audio source. This scale covers typically the 
region from 20 ms to minutes (see [Hui, 1988] for a study on the rate scale using 
the theory of large deviations and [Lind, 1989] for a similar study using an 
approximation based on a multi-server loss system); 
 
• Burst scale: the inherent phenomenon is the arrival of bursts (arrival process 
where the inter-arrival time between successive cells is fixed but does not 
necessarily have to be the minimum declared inter-arrival time), for example the 
arrival of packets from Local Area Networks (LANs). Each of the connections has 
a constant inter-arrival time between successive bursts, and the variations occur in 
the burst duration. This time scale covers typically the region from 0.1 ms to 100 
ms (see Yang et al. [Yang, 1995] for a study on the influence of burst level 
congestion on cell loss using the Markov Modulated Deterministic Process 
(MMDP) to approximate the arrival process); 
 
• Cell scale: each connection is supposed to be deterministic (the inter-arrival time 
between successive cells is the minimum declared inter-arrival time) and thus the 
variations in the aggregated traffic process are due to the randomness of phases of 
different connections. The time scale of these variations is approximately from 1 
µs to 1 ms. In cell scale the individual cells and the structures of the switches are 
taken into account and queuing theory is used to obtain performance data. (see 
[Hui, 1988], [Ekl, 1988], [Rob, 1991] for discussions on performance at the cell 
level). 
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Figure 2.3 Time resolution of ATM traffic 
 
 
As illustrated in Fig. 2.3, traffic offered from a source, can be observed on 
connection (or call), rate-variation, burst and cell layers (see also [Gihr, 1991]). In the 
high-speed ATM environment, the time resolution in these traffic layers differs in 
order of magnitude, that is, seconds, milliseconds or microseconds for rate, burst and 
cell layers, respectively. There are no problems to determine and name the 
connection and cell scales whereas the situation is much more difficult with the 
intermediate scales: burst and rate-variation scales. According to Kilkki ([Kilkki, 
1994]): 
“The names used [... ] try to depict the inherent characteristics of a traffic process at each scale. 
[...] A burst is interpreted as a block of information which has a certain size but not necessary a 
tight requirement for the peak rate during bursts (except that the transmission of a burst should 
end before the arrival of the next burst). In contrast, in rate-variation scale there is typically no 
definite amount of information but a required level for the average cell rate. [...] The time 
resolution proposed by Aagesen (1993) ([Aag, 1993]) is similar to the [one shown in the figure 
above]; the most important difference is that the frame scale (from 1 ms to 1 s) and average 
scale (from 1 s to 1000 s) of Aagesen are united in the rate-variation scale in this study. The 
reason for this is that if the buffer size is relatively small, as expected in this study, the same 
traffic models can be applied to the whole region from 10 ms to minutes.” 
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From the CAC point of view, the connection admittance decision that must be made 
for the connection time scale should be able to guarantee the Quality of Service 
(QoS) on the rate, burst and cell layer. The CAC studies further reported focus on the 
traffic behaviour at the burst and rate variation layers. The choice was made in order 
to study the impact of the burst sizes and the cell rates on the cell loss of the 
connections being multiplexed in an ATM link. 
 
 
2.2.4 Queueing influence on network performance 
 
The queue length distribution, obtained for the multiplexed traffic at the output 
buffer to an ATM transmission link, is difficult to analyse mathematically when cell, 
burst and rate-variation scale fluctuations are considered. However, several studies 
([Norros, 1991], [Rasm, 1991]) have shown that a regular behaviour can be found 
independently of the actual traffic parameters in each scale (see figure 2.4). Basically, 
when VBR connections are aggregated on a multiplexer, the queue length 
distribution is composed of three distinct components. According to Kilkki ([Kilkki, 
1994]): 
“The additional rate-variation scale component [...] arises where the input rate is permanently 
greater than the output rate. The burst scale component [...] is due to the relatively short bursts 
which can be partly buffered even by the small buffers of ATM nodes. The cell scale 
component [...] reflects the small queues which occur due to the asynchronous arrival of cells 
from distinct connections”. 
 
There is an essential difference between cell and burst scale components: the cell 
scale depends on the stationary distribution of the arrival rate whereas the burst 
component varies with the time dependent stream characteristics ([Rob, 1992]). As 
stated in [Norros, 1991] and discussed in [Pitts, 1993]: 
“... the delay distribution depends significantly on the cell component, whereas the burst 
component is the dominant factor in dimensioning the buffer to low cell-loss probabilities. This 
latter observation arises from the low loss, low delay requirements of ATM (...). The 
requirement for low delay means that buffer sizes must be small. This in turn means that burst 
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scale behaviour cannot be adequately buffered and the probability of it occurring must be kept 
below the low loss requirement”.  
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Figure 2.4 Cell, burst and rate-variation scale components of the queue length distribution. 
 
 
From the previous paragraphs, it can be inferred that the buffer size must be chosen 
taking into account the contributions of each component on the network performance 
(cell loss and cell delay). In Rasmussen et al [Rasm, 1991], x0 in the figure above 
denotes the buffer size at which the cell scale contribution (approximated by an 
M D r/ / .1  queue) equals the burst scale (binomial tail) contribution. Norros et al. 
([Norros, 1991]) obtained the same queueing pattern in which the cell component is 
shown to behave like a D Di / / 1∑  when the burst component is zero. The burst 
component was obtained using a fluid flow approximation. 
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2.3 Traffic Control in ATM Networks 
 
When several traffic streams compete for a common network resource, the 
competition needs fair and efficient rules. These rules are part of the so-called traffic 
control and congestion control described in the ITU recommendations. In [ITU I371, 
1995], traffic control is defined as the set of functions taken by the network in all the 
relevant network elements to avoid congestion conditions. Congestion control refers 
to the actions taken by the network to minimise the intensity of congestion effects and 
to avoid the congestion state spreading once congestion has occurred.  
 
Also, in the same recommendation, congestion is defined as the state of network 
elements (e.g. switches, concentrators, transmission links) in which the network is 
not able to meet the negotiated network performance objectives for the already 
established connections and/or for the new connection request. Congestion is to be 
distinguished from the state where buffer overflow is causing cell losses, but 
negotiated network performance is still achieved.  
 
The primary role of traffic control and resource management parameters and 
procedures, is to allow the network to achieve the network performance objectives. 
An additional role, is to optimise the utilisation of network resources. In ATM-based 
networks, the output buffers are dimensioned to allow the network to cope with 
simultaneous arrivals of cells from different connections that may require a 
temporary buffering of cells prior serving. The dimensioning is not meant to take into 
account the bit rate fluctuations at the burst level obtained when multiplexing 
variable bit rate (VBR) connections. This implies that if momentarily the sum of the 
bandwidth actually being used by each of the connections exceeds the link capacity 
and the capacity of the buffers is not enough to queue the excess cells, cell loss will 
inevitably occur. Therefore, a suitable traffic control strategy that can allow the 
network operator to obtain a high utilisation of the network resources and at the same 
time to satisfy the QoS required by the customers is necessary. 
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Under normal operation (i.e. when no network failures occur) the functions referred 
to as traffic control functions are intended to avoid network congestion conditions or 
to minimise congestion effects in order to avoid the congestion. This is also referred 
in the literature ([Onvur, 1994]) as preventive control. However, preventive control 
techniques are not sufficient to eliminate congestion. Congestion may occur because 
of malfunctioning of traffic control functions, caused by unpredictable statistical 
fluctuations of traffic flows or of network failures. Therefore, additional functions 
referred to as congestion control functions are intended to react to network 
congestion to minimise its intensity, spread and duration (reactive control).  
 
In the following, only preventive control functions are considered, namely the CAC 
and UPC traffic control functions (see [ITU I371,1995] for more details on other 
traffic and congestion control functions). The UPC function will be considered 
because it enforces the values of the traffic parameters specified in the traffic 
descriptor and upon which the CAC decision is going to be made.  
 
2.3.1 CAC and UPC control functions  
 
Many problems must be overcome in order to use the facilities of ATM networks 
[Kawash, 1990]; one of these is Connection Admission Control (CAC) [Eck, 1989], 
[Wood, 1988]. In the synchronous transfer mode (STM), when the (peak) bandwidth 
of a new connection exceeds the remaining capacity of the links, the connection 
request is rejected. However, in ATM networks, the bandwidth of a connection is not 
clear, since all the information is segmented into fixed-size cells and just the 
necessary number of cells is generated and conveyed through the network. As the 
number of connected calls increases, the NP decreases (the cell loss probability 
increases). Thus, it is impossible to admit an unlimited number of calls under the 
service requirements of ATM networks. On the other hand, by limiting the number of 
connections to a network element and its characteristics (output buffer size, 
bandwidth capacity), the network load is limited and a suitable QoS is maintained. 
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To attain high utilisation under the QoS standards, CAC must decide whether to 
admit a new connection, based on the new connection anticipated traffic 
characteristics and the QoS requirements of the new and existing connections 
([Wood, 1988]). The traffic behaviour of the new connection is estimated from the 
parameter values specified by the user at connection set-up. Thus, it is very important 
to ensure that the user declared values are being enforced for the whole duration of 
the connection. This is the aim of the Usage Parameter Control (UPC) function. 
UPC polices the parameters declared by the user and makes sure that the declared 
value is being respected. Therefore, CAC and UPC co-operate in the sense that, to 
make an admittance decision, the CAC function needs to rely on UPC to assume that 
the traffic parameters used in the decision making are being enforced. 
 
 
2.3.1.1 What is CAC ? 
 
The Connection Admission Control (CAC) definition given by the ITU in [ITU 
I371,1995] is "the set of actions taken by the network at the call set-up phase (or 
during call negotiation phase) to establish whether a Virtual Channel (VC) 
connection or a Virtual Path (VP) connection can be admitted or rejected". In other 
words, CAC in ATM networks, decides to admit a connection request only when 
sufficient resources are available to establish the connection end-to-end, at its 
required QoS, and maintaining the QoS agreed for the existing connections. 
Although the primary responsibility of CAC is to maintain the QoS, to operate 
effectively the CAC should also maintain a high network utilisation. In addition, a 
switched network requires the CAC to provide a rapid response to a connection 
request. 
 
[ITU I371,1995] considers the routeing of a connection to be part of CAC. In this 
studies, however, CAC refers only to the question whether the new connection can be 
admitted or not on a node-to-node basis. Summarising, the purpose and requirements 
that CAC has to fulfil are as follows: 
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1. the network has to be protected from overload; 
2. resources have to allocated such that the QoS requirements are met for all 
established connections; 
3. maximal statistical multiplexing gains should be obtained; 
4. the required real-time processing should be reasonable. 
 
2.3.1.2 What is UPC?  
 
The purpose of the Usage Parameter Control (UPC) is to detect violations of the 
traffic contract and take suitable actions at the user access. The traffic contract is 
specified at connection set-up and binds the user to transmit as declared in the traffic 
descriptor and the network to provide the user required QoS.  
 
UPC mechanisms should protect the network resources from malicious as well as 
unintentional misbehaviours that can affect the QoS of other already established 
connections. In case of violations of negotiated parameters, possible actions may be 
to discard cells, mark cells as low priority, charge extra, disconnect or re-negotiate 
the connection. Rescheduling of compliant cells may be used in the UPC as an 
option. A large number of UPC-algorithms have been proposed: for more details see 
[Niest, 1990],  [Hemm, 1991a], [Rath, 1991], [Race 1022, D122], [Race1022, 1990], 
[Yam, 1992] among others. 
 
 
2.3.2 Relation between CAC and UPC 
 
For a consistent traffic control framework in ATM networks it is necessary that CAC 
and UPC co-operate in a proper way. A careful selection of the traffic parameters 
used by both control schemes has to be made, because the CAC function can only 
rely on those parameters that are enforced by the UPC. 
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Figure 2.6 Relation between CAC and UPC. 
 
The above figure localises the CAC and UPC as traffic control functions within the 
more general Call Control function. At connection set-up, a negotiation takes place 
between the Call Control module and the user that wants to have access to the 
network. This results in a contract describing the source traffic parameters at a certain 
reference point. The contract will contain user declared values for the traffic 
descriptor parameters referred in section 2.2.1 and also the required cell loss, delay 
and delay variation values. Call Control consults CAC (based on the contract) in 
order to allow or not the user to start the transmission. If the connection can be 
admitted, Call Control will then inform UPC with the parameter values required to be 
enforced and the user is allowed to start a new connection. 
 
2.3.2.1 Control of the peak cell rate 
 
Peak cell rate is of prime importance for the performance of a statistical multiplexer 
and therefore should be used for CAC schemes. The UPC enforcement of this 
parameter has been suggested by many authors in the literature (see [Boy, 1990], 
[Rath, 1991] among many others). 
 
At the reference point (e.g. network access) where the source is controlled by the 
UPC function, the cells may have experienced a variable delay (e.g., due to waiting 
time in the buffers, cell multiplexing, etc.). This will alter the traffic characteristics of 
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the source (namely its cell inter-arrival time) and it is referred as Cell Delay Variation 
(CDV).  
 
The peak cell rate is defined as the inverse of the minimum inter-arrival time; but due 
to CDV, when the cells arrive at the UPC function, they may have experienced a 
variable delay. Therefore, some deviations from the negotiated inter-arrival time 
should be admitted by the UPC function.  
 
The acceptable deviations from the negotiated minimum inter-arrival time is 
described by the maximum CDV. Therefore, a parameter describing the maximum 
allowed CDV should be included in the traffic contract. The user should then specify: 
• peak cell rate (traffic descriptor parameter); 
• maximum allowed CDV (QoS parameter). 
 
A precise definition of what it means to respect/violate the contract is needed to 
evaluate the performance of UPC algorithms regarding peak rate policing ([Hemm, 
1991b], [Hemm, 1992]). An approach that considers that if one of the above 
mentioned parameters is violated, the contract is regarded as violated, is not practical, 
as the two parameters are not independent. Therefore, the combination of the two 
parameters should be controlled. Bearing this in mind, an algorithm referred as 
“generic cell rate” algorithm is proposed in appendix 1 of ITU recommendation I371 
([ITU I371 A1,1995]) and explained in detail in ([Stall, 1995], pp.507). 
 
2.3.2.2 Control of the mean cell rate 
 
In order to take advantage of the statistical multiplexing gain, traffic parameters other 
than the peak cell rate have to be taken into account in CAC schemes. The mean cell 
rate is one of those parameters. Nevertheless, several studies (see [Rath, 1991], 
[Rath, 1989], [Hemm, 1989], [Kron, 1991]) have shown that a strict control of a 
general mean value is not possible. This is because in order to control the mean cell 
rate exactly, the necessary counter limits for the Leaky Bucket algorithm (e.g. 
maximum bucket level) may become very high for bursty (high peak to mean ratio) 
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broadband sources. The source will then be allowed to transmit on a high bit rate for 
a long period of time, which is not acceptable, because it may not provide adequate 
protection for rather small buffers within the network.  
 
The problem may be reduced by choosing parameters that allow a higher mean cell 
rate than the agreed contract (safety factor). This is referred in ITU’s 
recommendation I.371 ([ITU I371,1995]) as Burst Tolerance (BT) and the upper 
bound on the average cell rate of a connection as sustainable cell rate (SCR). Thus, 
using the “generic cell rate” algorithm referred before and explained in detail in 
([Stall, 1995], pp.511) the sustainable cell rate can be enforced over the duration of 
the connection. 
 
2.3.2.3 Control of mean burst length 
 
COST 224 Final Report ([COST, 1991]) gives some suggestions on burst length 
policing; it states that a UPC approach based on Leaky Bucket is “not very sensitive 
to the burst duration as long as the source increases the burst and silence duration in 
the same proportion, keeping the mean rate constant”. It also refers that a window 
method (such as Moving Window, Jumping Window or Exponentially Weighted 
Moving Average) because is based on counting the number of cells sent in N 
consecutive bursts is appropriate to control the mean burst length as long as the 
parameter N (window size in number of bursts) is properly configured. The 
conclusion is that “in order to have small error probabilities, a large number of bursts 
should be controlled”, i.e., the value suggested for the parameter N for an error 
probability of the order of 10-3 is shown to be 80 (see [COST, 1991], pp. 63 for more 
details). 
 
 
 
2.3.2.4 Rasmussen’s approach 
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In Rasmussen et al ([Rasm, 1991]) a different philosophy on the interpretation of the 
traffic parameters that compose the traffic descriptor is taken. A set of two 
parameters 
• a peak cell rate (Rp) measured over a short period Ts of time; 
• a mean cell rate (Rm) measured over a longer period Tl of time; 
referred to as “virtual cell rate” parameters are proposed: 
“A virtual cell rate can be interpreted as the maximum of the average cell rate over all intervals 
of a chosen length. For short intervals, the limitations on the traffic are strict. The longer the 
intervals are, the more the average will smooth out variations in the cell rate. This means that 
especially for bursty sources, the virtual mean cell rate can be set much lower than the virtual 
peak cell rate. Note that the real mean cell rate will be the limit of virtual mean cell rate as Tl 
tends to infinity.” ([Rasm, 1991]). 
 
The Ts parameter is chosen such that the source is strictly peak rate policed; it is 
assumed that the minimum duration of a connection is Tl. These assumptions yield: 
p ≤ Rp, where p stands for the real peak cell rate; 
m ≤ Rm, where m stands for the mean cell rate. 
These two inequalities ensure that the traffic load is not underestimated if π and µ are 
to be replaced by Rp and Rm, respectively. The introduction of these virtual cell rate 
parameters envisages their direct translation into a policing function mechanism 
based on two running windows, one for the virtual peak cell rate and one for the 
mean cell rate ([Rasm, 1991]). 
 
Rasmussen’s approach meets the requirements proposed in this study because from 
the parameter set (Rp, Rm, Tl) we can easily obtained an estimation of the mean burst 
length value. Quoting ([Rasm, 1991]): 
“Assume that all peak rate bursts have maximal allowed duration and that the virtual mean is 
met. Then the traffic process is completely determined as a periodic on-off process with peak 
rate Rp, mean rate Rm, burst duration β ' = T R Rl m p , and silence duration α
' = −

1
R
R T
m
p l
. 
“ 
Hence, the mean burst length, l, can be obtained using equation l Rp= ⋅ β ' . 
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From what has been written before, a final comment can be made: if the mean burst 
length value is to be obtained from the formula stated above,  
1)  the user will have to specify only the connection’s mean and peak bit rates,  
2)  a UPC mechanism to enforce the value for the mean burst length is no longer 
needed. 
 
On the other hand, the reasoning presented on the last paragraph comes from the 
assumption that all peak rate bursts have maximal allowed duration. If the traffic 
generated by the source does not follow this “worse case” behaviour, than the 
estimated value for the mean burst length is not accurate and the QoS prediction 
could be too pessimist. This study suggests to follow Rasmussen’s assumption if a 
user declared value for the mean burst length cannot be obtained. 
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2.4 CAC methods  
 
CAC methods vary in terms of the traffic scale (cell, burst or rate-variation scale) that 
is addressed for the traffic model ([Kilk, 1994]). Given this, three main limitations 
that have an effect on the CAC response can be pointed out: 
 
i. limitation due to the traffic models being used: some CAC methods are tailored 
for cell scale traffic models (linear CAC) while others are tailored for rate scale 
traffic models (convolution and normal approximation methods); 
ii. limitation to a specific technique for the determination of traffic parameters (such 
as measured flow techniques, neural networks) 
iii. limitation to a certain method to approximate heterogeneous traffic cases 
(effective bandwidth, effective variance models).  
 
A number of possible algorithms have been studied for CAC purposes (see among 
others [Ivers, 1990], [Hui, 1988], [Wors, 1992]). In this section the CAC algorithms 
mostly referred in the literature are summarised and subsequently described in detail; 
the CAC algorithms presented are based on resource allocation schemes applied to 
each link and switching unit. 
 
The convolution CAC algorithm derives a full description of the multiplexed traffic 
by convoluting the traffic distributions of all connections ([Ivers, 1990]). The 
congestion probability and cell loss probability can then be evaluated by comparing 
the traffic distribution with the available capacity. The accuracy of this method is 
only limited by the choice of parameters used to describe the component traffic 
streams. The main drawback is that the convolution calculus is very lengthy and 
therefore time-consuming. 
 
Another CAC approach, the two-moment allocation scheme (also referred as normal 
approximation), assumes the independence of the connections traffic behaviour and 
characterises the multiplexed traffic by a normal distribution with parameters given 
by the sum of the means and the sum of the variances of each of the multiplexed 
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connections. A connection is only admitted if the congestion probability derived from 
the tail of the normal distribution is less than a pre-specified threshold ([Hui, 1988]). 
 
The notion of “effective” bandwidth for each connection aims to summarise in a 
single figure the bandwidth and QoS requirements of a connection ([Guer, 1991], 
[Mur, 1991a]). The CAC method based on this parameter is the Linear CAC which 
reduces the CAC task to the simple problem of determining whether the sum of the 
effective bandwidth of each of the connections is greater then the resource capacity; 
if that is the case the connection is rejected, else it is admitted. 
 
The other group of CAC approaches is based on heuristics and data modelling 
techniques. The neural network approach is an example of this kind of approaches 
([Wors, 1992], [Hiram, 1990]). It’s main advantage is the clustering of data obtained 
from ATM traffic measurements in a net structure that constitutes the traffic model.  
 
2.4.1 Basic definitions  
 
In the following, the term source is used for a connection that has certain traffic 
parameters (e.g. peak and mean rates). These parameters are valid for the input link at 
the ATM node under study. All sources with the same values of parameters belong to 
a source type. 
 
The other notations used in this thesis are: 
 
C = link capacity; 
K = output buffer size; 
p = peak rate; 
m = mean rate; 
l = mean burst size; 
α’= mean off (silence) duration; 
β’ = mean on (active) duration; 
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ρ = maximum load factor; 
N = number of sources; 
 
The CAC functions described in the following are based on the connections 
statistical traffic parameters values (such as peak, mean and variance of the bit rate) 
and on the network dimensioning parameters (link capacity and output buffer size).  
 
The bandwidth requirement of a connection of type i is described by means of a 
discrete random variable Xi, i∈{1,...,S}, where S denotes the number of different 
connection types. The distribution P(Xi = bi) defines the (steady-state) probability that 
a connection of type i requires the bandwidth bi. 
 
Let the vector (N1, ...,NS) denote the system state at the connection level, i.e., Ni 
connections of type i, are established on a link with available capacity C. It is 
assumed that the sources are independent of each other. The random variable Y for 
the bandwidth required by the total traffic stream is given by the sum of the random 
variables of the individual traffic streams: 
Y N Xi i
i
S
= ⋅
=
∑
1
. 
 
The performance parameters that can be calculated by means of the distribution of Y 
are ([R1022, D120, 1990]): 
 
• the congestion probability, PC, defined by PC(Y) = P(Y>C); 
• the rate (for the total traffic stream) of cells that exceeds the link capacity, PLT, 
given by 
PLT Y E Y L C P Y L
L C
( ) ( ) ( ) ( )= ⋅ − ⋅ =−
>
∑1  
 
where E(Y) denotes the mean value of the bandwidth required by the multiplexed 
traffic.  
• the cell rates, PLI, for the individual traffic streams Xi, (assuming that the cells 
exceeding the capacity are randomly chosen) given by 
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PLI X Y E X b
L
L C P X b Y Li i
L C
i
i
i
i( , ) ( ) ( ) ( , )= ⋅ ⋅ − ⋅ = =−
>
∑ ∑1 . 
 
PLT and PLI provide estimators for the total cell loss rate and the individual cell loss 
rate, respectively. 
 
2.4.2 Convolution approach 
 
The convolution CAC assumes that the bandwidth distribution of each connection is 
known and calculates the bandwidth distribution of the superposition of several 
connections by convolving the distributions of each of the connections (see, e.g. 
[Ivers, 1987], [Ivers, 1990]). The convolution algorithm is based on a server 
bufferless model, that is, cells generated by several sources are served at maximum 
speed (limited by the link bandwidth capacity) and if momentarily the multiplexed 
traffic rate exceeds the link capacity cells are lost.  
 
Let Y denote the random variable for the bandwidth required by the already 
established connections on a link. A connection of traffic type i will be admitted if 
the following conditions are fulfilled ([R1022, D120, 1990]): 
E Y X Ci( )+ < ⋅ρ , 
PC Y Xi( )+ < ε1, 
PLT Y Xi( )+ < ε2 
PLI X Y Xj i( , )+ < ε3, 
where j ∈{1,...,S} and possible parameter values are ρ=0.8, ε1=ε2=ε3=10-10. 
 
Depending on the number of different traffic types to be considered and the number 
of states of each type, the computations may be very time consuming. This is an 
obstacle if a fast real-time processing is required. Considering this and the fact that 
the users might not be able to give at call set-up a lot of information on statistical 
parameters, a convolution algorithm using peak and sustainable cell rates has been 
proposed by Marzo et al. ([Marzo, 1993]). The new algorithm is referred as 
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“enhanced” convolution approach (ECA) by the authors. ECA allows real-time 
calculations by using a set of mechanisms designed to improve the running time 
performance (see [Marzo, 1993] for details). ECA uses the multi-nomial distribution 
function to model the aggregated traffic and groups the connections in classes, where 
each class characterises a different traffic type (see chapter 5 for more comments on 
this convolution algorithm). 
 
2.4.3 Normal approximation 
 
This method is based on the assumption that the distribution of the required 
bandwidth of all existing calls can be approximated by a Normal distribution 
described by the first and second moments (mean and variance) of the rate 
distribution of the multiplexed traffic. However, from the mathematical point of view 
it is known that this approximation provides accurate results only in the 
neighbourhood of the mean value, when many sources of a traffic type are 
superposed. Comparisons with the convolution approach show (see [Ivers, 1990]) 
that for various traffic mixes the Normal distribution may accept too many 
connections. An improved approximation based on the large deviation approximation 
is described in [Hui, 1988]. 
 
The reason for investigating this approach is that the probability of exceeding a 
certain capacity, can be easily expressed by the ε-fractile, fε , of the standard normal 
distribution described by mean, E(Y), and variance, Var(Y), given by the sum of the 
mean and variance of each of the multiplexed connections, respectively. In these 
conditions, the congestion probability is given by: 
PC Y P Y C E Y f Var Y C( ) ( ) ( ) ( ) .= > ⋅ < ⇔ + ⋅ ≤ ⋅ρ ε ρε 0 5  
 
The inequality on the right is called the “two-moment allocation scheme”. If the 
connection admittance procedure is based only on the congestion probability, then 
with the assumption of a Normal distribution the CAC algorithm is very simple. 
Given the mean and variance of each traffic type, only the ε-fractile of the normal 
2  Connection Admission Control in ATM Networks 
 42
distribution of the aggregated traffic must be known and no other distribution 
function needs to be identified (see also [Ivers, 1987] for more details on the CAC 
algorithm based on this method). 
 
2.4.4 “Effective” rate CAC procedures  
 
The main idea behind the notion of effective rate (also referred as effective bandwidth 
or equivalent bandwidth) is the representation of the bandwidth requirements of a 
source in a single figure. This single-valued descriptor is a value between the mean 
and the peak bit rates of a connection (defined at call set-up) and represents the 
multiplexing attitude of a connection within a certain environment (i.e. given 
multiplexer dimensions and background traffic). It expresses the bit rate that is 
effectively consumed by the connection in that environment when the constraint that 
the QoS for all connections multiplexed is respected. Once this goal is reached, 
simple linear CAC schemes arise. 
 
 
2.4.4.1 Linear CAC function 
 
The linear approach is defined by a linear function F 
F N N N B NS i i
i
S
( , ,..., )1 2
1
= ⋅
=
∑  
where Bi is the effective rate of traffic type i. A connection of traffic type i will be 
admitted if  F N N N N Ci S( , ,..., ,..., )1 2 1+ ≤ ⋅ρ , where ρ is the maximum load factor. 
The load factor is a pre-defined value given by results for the G/D/1/K queue for 
specific input streams (see [Louv, 1988]). For example with a cell loss probability 
equal to 10-9 and buffer size equal to 64, ρ is 0.85. 
 
Numerical results ([Hui, 1988]) show that for many traffic mixes the boundary of the 
admissible load region can be approximated by a linear function, but depending on 
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the heterogeneity of the traffic types multiplexed, the results may be close to the peak 
allocation scheme. 
 
2.4.4.2 Determination of the effective rate 
 
Despite the simple outline of the effective rate mechanism, the full development of 
the idea presents some difficult problems. Firstly, a method of associating a particular 
source with a certain effective rate value must be devised. Secondly, these effective 
rates must enjoy an additive property, if they are to be employed for a linear scheme. 
The latter property means that whenever a combination of connected sources features 
a sum of effective rates below the link capacity, then it should be guaranteed that the 
QoS will be respected for all admitted connections. 
 
Considering the simplicity requirement of the linear schemes, several definitions for 
the effective rate have been introduced in the literature (see [Mase, 1991] for a 
review on these). There are basically two variants: 
 
• Guerin et. al ([Guer, 1991]) obtains a conservative definition for the minimum 
output buffer size and link capacity that the multiplexer should provide, so that 
feeding it with a single on/off source, the required QoS could be respected. The 
determination of this rate is computed by assuming each source in isolation via the 
usage of the asymptotic expression for the solution of a fluid flow model. Hence, 
using the sum of the effective rates as the criterion for CAC is a conservative 
strategy that ignores multiplexing gain. Guerin et. al ([Guer, 1991]) also propose a 
joint strategy using the stationary rate distribution to partially compensate for this. 
 
• Murase et. al ([Mur, 1991a]) propose an alternative definition using a bufferless 
fluid-flow model to determine the effective rate of a stream, which is defined as 
the ratio of the output link capacity to the maximum number of sources that can be 
superposed without violating the QoS. According to [R1022 D126, 1992] this 
definition of the effective rates allows a linear CAC to achieve higher 
multiplexing gain than a similar CAC based on Guerin’s method but, 
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unfortunately, is not always conservative, that is, the QoS may not be respected 
even if the sum of the effective rates of the superposed streams remains lower than 
the link capacity. In [Mur, 1991b] the notion of “interfering” class is introduced to 
describe this sub-linear effect which is attributed primarily to large differences in 
burstiness or peak rates among different traffic classes.  
 
An approach closer to the one given in [Mur, 1991a] is presented in [Race1022 
D126, 1992]; but this time a buffered fluid model is used, that is, a multiplexer with a 
specific output buffer size and link capacity is assumed. The method for the 
determination of the effective rate and the relevant properties for CAC schemes 
outlined. The basic source model assumed is the On-Off type.  
 
A generalisation of the effective rate definition to sources represented as a 
superposition of identical On-Off sources or sources that feature a CBR component 
has also been presented in [Race1022 D126, 1992]. The QoS requirements refer only 
to cell loss and are expressed as a probability denoting the maximum allowable 
overflow probability. 
 
Experiments performed by the RACE Consortium R1022 ([Race1022 D126, 1992]) 
for heterogeneous traffic mixes revealed that the burstiness (ratio between the peak 
rate and the mean rate) and the mean volume of the bursts are the two parameters that 
primarily affect the linear behaviour. Large differences in burstiness and mean 
volume of the bursts presented by the multiplexed traffic classes causes deviation 
from linearity. In some cases the influences of the two are counterbalancing each 
other. It is still an open problem, however, to determine regions in the traffic 
parameter space preserving a desired degree of linearity.  
 
Therefore, when the traffic streams multiplexed on a link are statistically identical, a 
simple CAC procedure can be applied based directly on the effective rate definition 
given in [Race1022, 1992]. However, since ATM is introduced to support a variety 
of services with quite divergent characteristics, the homogeneous case will only be an 
exception. The challenge is to extend the simple effective rate-based linear CAC 
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scheme to work accurately in a heterogeneous traffic environment, without loosing 
the possibility of achieving a statistical multiplexing gain. 
  
In order to capture the non-linearity shown for the boundary of the admissible load 
region, in heterogeneous traffic mixes, whilst using a linear CAC approach, a 
modified effective rate definition has been proposed in [Race1022 D126, 1992]. The 
modified effective rate approach reduces the overestimation of the admissible-load 
region. However, for very strong heterogeneity, even using the modified rates there 
may be some overestimation. In such cases, a rate partitioning scheme between the 
different classes may be applied (see [R1022 D126, 1992] for more details). 
 
2.4.5 Neural networks approach 
 
The usual approach to CAC is to find a solution that relates a queueing model with a 
source model in order to relate offered traffic (in terms of offered connections and 
respective source model parameters) to a performance threshold under which the 
QoS requirements are guaranteed. The traffic descriptor chosen for offered 
connections is mapped in the source model parameters. This approach is problematic 
if the source (traffic) model does not fit the real sources well, that is, the source 
model does not reflect differences between a low load source and a high load source 
because these characteristics cannot be visualised from the traffic descriptor 
parameters. 
 
In attempting to solve the uncertainties faced in the choice of a source model, CAC 
algorithms based on automatic learning principles have been proposed in the 
literature: the main idea is to learn the relation between the offered traffic and the 
expected service quality during on-line operation. The allocation of resources to 
virtual connections would be based on past experience and would be adaptive to 
changes in traffic characteristics and possibly also system performance.  
 
Considering the previously stated, Worster ([Wors, 1992]) and Hiramatsu ([Hiram, 
1990], [Taka, 1990]) presented CAC approaches based on neural networks (NN). 
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The network state seen by the neural network is { }X n n nM= 1 2, ,..., , where ni  
denotes the number of active connections of type i in  the system. The CAC problem 
is then formulated as a pattern recognition problem: upon recognition of the load 
pattern X, a yes/no decision is made to admit/reject the connection request. 
 
NN have also been used to convert the source’s traffic descriptor into parameters that 
can be used by a suitable CAC procedure (see [Taka, 1990], section 5.2). Kilkki 
([Kilk, 1994]) comments on this approach referring that “the same method that is 
required to train the neural network to recognise acceptable [traffic] patterns can be 
used for the determination of effective bandwidth or effective variance of a 
conventional CAC. If pre-defined source types are used, there is probably no reason 
to use a neural network for on-line calculation” between traffic descriptor and CAC 
parameters”. However, it must not be forgotten that NN response is not just a 
reflection of the training data but can also be a generalisation of the same data for 
similar traffic patterns. The conventional method of determination of effective rates 
does not possess such characteristic. 
 
2.4.6 Other approaches  
 
Simulated and analytical results have proved that performance parameters like cell 
loss are strongly dependent on variances in the traffic statistic characteristics. Hence, 
to be able to control cell loss, the CAC function needs a traffic model which 
represents accurately the sources’ traffic behaviour. Because a traffic model which 
can be used for any type of ATM traffic has not yet been identified, at call set-up, the 
user is expected to provide the network with a set of parameter values that are able to 
characterise the traffic to be generated.  
 
Very often a user will not be able to determine the mean or the variance of the traffic 
bit rate, only the peak bit rate can be given. A possible solution to overcome this, is 
to monitor the behaviour of the traffic sources and perform a CAC based on the 
measurements made. 
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Several approaches have been introduced that use this solution: 
• the congestion control proposed in [Boy, 1990] is based on the classification of 
the different sources in four types (CBR, VBR with continuous bit rate range, 
VBR with discrete bit rate range and others). The congestion control is performed 
at different levels: call, burst and cell levels. At call set-up a load control is 
performed by an expert system based on load measurements and prediction. 
• Saito’s method ([Saito, 1992]) is based on an estimated distribution on the number 
of cells arriving during a renewal period, $p (t)=( $p (0;t), $p (1,t),...) and on the 
measured distribution of cells during N periods, q(t)=(q(0,t),q(1,t),...). The 
estimated distribution for the period (t+1) is: $p (t+1)= αq(t) + (1-α) $p (t). Thus, 
the probability that eactly n cells arrive from the connected sources can be 
estimated by convoluting the distribution of each source. The source traffic 
behaviour is determined by two parameters: mean and maximum cell rate values 
during the observation interval. The interval proposed is equal to the time at which 
K/2 cells are transmitted, where K is the buffer size in cells.  
 
Parameters describing the traffic process, such as the mean and the intensity of 
variations, can be estimated with the aid of on-line measurements instead of the 
theoretical values which have been calculated from declared traffic parameters. The 
drawbacks associated with this approach have to do with the difficulties in the choice 
of a suitable time scale for the measurements: “If there are long range fluctuations, 
for example because of scene changes in video sources, the measuring period should 
be very long in order to capture all fluctuations. On the other hand, during a long 
measuring period connections will be established and released, and we cannot 
suppose that the behaviour of sources with rapid fluctuations remains unchanged.” 
([Kilk, 1994]). 
 
2.4.6 Implementation aspects 
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From the computation point of view only the two-moment allocation scheme (given 
the ε-fractile) and the linear approach (given the effective bandwidth for each traffic 
type) fulfil the requirements given in section 2.3.1.1 for a CAC procedure. But, as 
discussed in the previous sections, these mechanisms could be too optimistic 
(network overload) or too pessimistic (low multiplexing gain).  
 
To overcome this problem a CAC implementation in two levels has been proposed 
([Kron, 1991]). The idea behind this “two-level” model is to combine the advantages 
of a fast real-time processing first level algorithm with more accurate (but slower) 
algorithms at the second level. Hence, at the first level, a CAC algorithm with a fast 
real time processing (e.g. linear approach) will give a quick answer whether a 
connection can be admitted or not; whereas a slower but more accurate CAC 
algorithm (e.g. convolution) should be implemented at the second level to calculate 
the bandwidth values actually being used by each of the connections. The admittance 
or rejection of the connection is based purely on the decision made on the first level 
CAC. The second level module would be activated periodically to calculate and 
update the required bandwidth values. 
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2.6 Conclusions  
 
CAC in ATM Networks addresses two fundamental problems related with the 
unpredictability of the traffic characteristics and the multiplexing effects on the QoS 
of the multiplexed traffic: 
 
• source modelling: ATM sources’ traffic behaviour needs to be accurately 
described either by a set of parameters or a traffic model that relates these 
parameters in a statistics framework; 
• resource allocation: knowing the characteristics of the traffic streams, a relation 
between available network resources (link capacity and buffer storage space) and 
multiplexed traffic demands needs to be identified and categorised in terms of the 
associated QoS. 
 
As stated in previous sections, the majority of CAC approaches proposed in the 
literature assumes a specific source model (e.g. On-Off model, normal distribution) 
and solves the resource allocation problem considering the multiplexed effects 
inherent to the sources’ traffic model (for example, convolution and normal 
approximation). When applied to heterogeneous scenarios or to scenarios where the 
sources present large differences in burstiness and/or peak rates, the before 
mentioned CAC approaches can be either too pessimistic or too optimistic ([Ivers, 
1990], [R1022 D126, 1992]).  
 
Other approaches, such as the linear CAC approach, are based on a specific 
parameter: effective bandwidth, to relate bandwidth demands to QoS requirements. 
Linear approaches for which the effective bandwidth values are calculated (for each 
traffic type) using approximations based on homogeneous traffic mixes tend to be too 
optimistic (i.e. too many connections are admitted for a specific QoS) when applied 
to heterogeneous traffic mixes ([R1022 D126, 1992]).  
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The “two-level” approach satisfies the real time processing requirements as long as 
used with a linear or two-moment approach as the first level algorithm. If the 
convolution approach is the algorithm chosen for the second level algorithm, a 
conservative approach to CAC is obtained. This is because the convolution approach 
does not consider the burst phase duration nor the size of the output buffer; in other 
words, the convolution approach ignores the multiplexing gain obtained by queueing 
the whole burst or part of it. Hence, transmission capacity will be wasted using the 
convolution approach if the burst size is long.  
 
Kilkki ([Kilk, 1994]) suggests that a neural network (NN) approach can be used “to 
refine on-line traffic measurements regarding fluctuations of incoming traffic 
process, queue length, etc.” These fluctuations occur due to delays due to buffering 
before service, which may lead to a higher peak rate than the user declared peak rate 
value. The mean bit rate measured might also differ from the user declared mean bit 
rate value, because the user might not be able to define this value accurately. A CAC 
approach which uses the NN estimated statistical parameters instead of the user 
declared ones would be able to allocate resources more efficiently. Independently of 
the purpose NN are used for, considerations on the fact that in order to provide an 
accurate answer NN require successive training periods and that can be a drawback if 
CAC needs to adapt to changes in a reasonably short period. 
 
The fuzzy logic approach to CAC further described shares the same aims as the NN 
learning approach: to support the CAC decision making by modelling the 
relationship between the traffic statistical behaviour and the monitored cell loss ratio 
via a model which is embedded in the architecture used to represent the knowledge 
(as opposed to a stochastic based estimation model), more precisely: 
• a set of neurones and respective connections in the case of NN, 
• a set of “if-then” rules relating the input and output fuzzy variables in the case of 
fuzzy logic systems. 
 
The main advantage of neural and fuzzy logic based CAC approaches over 
conventional mathematical approaches (such as the convolution, two-moment based 
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approach and linear) is that they estimate sample functions from samples collected 
on-line from the system under study. Also, neural and fuzzy systems are numerical 
knowledge based approaches as opposed to symbolic knowledge based approaches 
(e.g. expert systems), which allow for a greater accuracy in systems described by 
numerical values.  
 
The main differences between fuzzy and neural systems is in how they estimate 
sampled functions, more precisely: how the samples are represented and stored and 
how the inference mechanisms work (for more details see [Kosko, 1992]). The 
choice between fuzzy or neural systems has to do with the nature of the problem and 
the availability of numerical and structured data. NN so far seem best applied to ill-
defined two-class pattern-recognition problems (defective or non-defective, 
accept/reject, etc.). Fuzzy-based systems have been applied to problems where a 
comparison with theoretic models is possible and problems where there is heuristic 
knowledge (obtained by consulting experts in the area or monitoring the system) 
which can be formulated in linguistic rules of the type: “If traffic-load is HEAVY 
then cell-loss-ratio is HIGH”. 
 
Other differences between fuzzy and neural systems appear at design stage. The 
neural approach requires the specification of a non-linear dynamical system: the 
acquisition of a representative set of numerical training samples, and the encoding of 
those training samples in the dynamical system is done through repeated learning 
cycles. The fuzzy system requires only that we partially fill in a linguistic “rule 
matrix”. According to Kosko ([Kosko, 1992]):  
“The neural network suffers a deeper problem than just the computational burden of training. 
What does it encode? How do we know the network encodes the original structure? What does 
it recall? (...) Unlike an expert system, we do not know which inferential paths the network uses 
to reach a given output or even which inferential paths exist. (...) We are left with an 
unstructured computational black box. We do not know what the neural network encoded 
during training or what it will encode or forget in further training.” 
 
Considering all the expressed above, a fuzzy logic decision support tool to CAC is 
proposed in the following chapters (also referred in the following as FCAC). The aim 
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is not to propose the FCAC as the best approach for the CAC problem but certainly 
to show that such kind of approach can be of great usefulness where other approaches 
fail, namely: 
• to capture the non-linearities in the bandwidth actually being used by an 
heterogeneous traffic scenario that are not so easy to capture using a Linear CAC 
approach based on effective bandwidth values; 
• to obtain a faster, although accurate response for traffic scenarios previously 
studied overcoming the computational efforts required by the convolution 
approach; 
• to construct a system easier to understand and update than a neural network 
approach, but still keeping the philosophy of a tool that learns from data samples 
obtained from on-line measurements and is adaptable to changes in the traffic 
patterns introduced by the addition of new services in the network. 
 
The studies further presented do not address the source characterisation problem, 
delegating the task to a traffic analyser (e.g. based on a NN as referred in Kilkki) 
which refines the traffic parameters declared at connection set-up. Instead, and for 
the time being, the UPC enforced parameters referred in section 2.3.2 are adopted to 
characterise the connection’s traffic behaviour.  
 
It is the aim of the next chapters to address the resource allocation problem, by 
identifying a relation between available network resources (link capacity and buffer 
storage space) and multiplexed traffic demands using a fuzzy-based tool, in the 
following referred as FCAC. FCAC predicts the worse (in the sense of maximum) 
cell loss ratio that can be expected for the multiplexed connections. The predicted 
cell loss value will be a CAC decision support parameter, in the sense that, if the cell 
loss requirement of any of the existing connections or the new connection is not 
possible to be satisfied, the new connection will be rejected.  
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3  Fuzzy logic systems 
 
 
Fuzzy logic systems represent the knowledge on the relation between inputs and 
outputs, for a specific problem area, without a mathematical model of how outputs 
functionally depend on inputs; fuzzy logic systems are model free estimators 
([Kosko, 1992]). 
 
Fuzzy systems can be usefully applied in areas where: 
• expert knowledge is required (e.g. control systems); 
• the characteristics of the monitored data change over time (e.g. dynamic systems 
modelling); 
• an algorithm based solution, although possible, is very complex and, therefore, 
difficult to implement. 
 
Fuzzy logic systems acquire knowledge using sampled numerical data obtained from 
monitoring the input and output variables of the process under study. Fuzzy logic 
systems can also acquire knowledge by consulting experts to provide linguistic 
associations such as (Heavy, Longer); or equivalently, “If X is Heavy then Y is 
Longer”, where X and Y refer to input and output linguistic variables (such as Weight 
and Width), respectively. These associations are also referred in the literature as fuzzy 
rules.  
 
The theoretical support behind fuzzy systems ability to represent the mathematics of 
the system (fuzzy logic) is, quoting Zadeh, a means of “computing with words” and 
is described very clearly in [Zad, 1993]: 
“There are two concepts within fuzzy logic which play a central role in its applications. The first 
is that of a linguistic variable, that is a variable whose values are words or sentences in a natural 
or synthetic language. The other is that of a fuzzy if-then rule in which the antecedent and 
consequent are propositions containing linguistic variables. The essential function served by 
linguistic variables is that of granulation of variables and their dependencies. […] In this respect, 
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fuzzy logic mimics the crucial ability of human mind to summarise data and focus on decision-
relevant information.” 
 
Another very important concept in fuzzy logic, is that of a fuzzy set, that is, a set to 
which members belong with a degree of membership. This extends the notion of a 
crisp set in set theory, given that, an element of the universe where the fuzzy set is 
defined, is said to belong to the fuzzy set with a membership degree, say 0.75, 
whereas for traditional crisp sets, the element either belongs or not to the crisp set. 
 
The inference process in fuzzy logic systems differs from the one used in other 
knowledge based systems, in that fuzzy logic systems fire all the rules in the rule base 
(parallel inference) and the weight associated with each rule in the inferred output is 
determined by the degree of matching between the input and the rules premises. 
Regarding this, Kosco ([Kosco, 1992]) states: 
“Fuzzy based systems include rules to direct the decision process and membership functions to 
convert linguistic (fuzzy) variables into the precise numeric values required by the application. 
[…] When asked a question or given an input, a fuzzy system fires each [fuzzy] rule in parallel, 
but to different degree, to infer a conclusion or output.” 
 
Although the first applications of FBS have been in the control area ([Mamd, 1973]), 
FBS have also been applied in computer vision ([Kell, 1992]), preference modelling 
and decision analysis ([Roub, 1985]), operations research and optimisation ([Verd, 
1984]) and pattern recognition ([Pedr, 1984]). 
 
Recently, automatic methods of learning from examples (system inputs and outputs) 
have been studied and used in conjunction with a fuzzy-based tool, 
• Delgado and Gonzalez in [Delg, 1993] have proposed a method whereby 
measures of uncertainty derived from the evidence of numerical samples are 
associated with fuzzy rules; 
• Takagi and Sugeno in [Tak, 1985] proposed a method of identification of fuzzy 
systems by modelling directly the control actions of an operator using fuzzy rules 
where the consequent is a linear input-output relation; 
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• Pedrycz ([Pedr, 1984], [Pedr, 1993]) proposed the use of training techniques 
associated with neural networks to derive the fuzzy model for a particular 
problem. These hybrid methods allow the conjunction of the flexibility of an 
adaptive system with the fuzzy ability to represent vague knowledge; successive 
experience refines the rules improving gradually the performance of the system.  
 
The next sections will describe an automatic learning method to identify fuzzy 
systems, following that, the fuzzy inference model adopted in this studies is 
presented and, finally, the definition of the input and output fuzzy variables as well 
as the fuzzy rule format considered in the fuzzy logic tool proposed in this thesis is 
given. Initially, the basic concepts of fuzzy set theory and fuzzy logic are reviewed. 
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3.1 Basic notions  
3.1.1 Fuzzy sets  
 
The concept of a fuzzy set can be defined by changing the usual definition of the 
characteristic function of a crisp set, so as to introduce degrees of membership. Crisp 
sets either allow full membership or no membership at all. Given for example the 
crisp set T, of equilateral triangles, and its characteristic function T T( ): { , }⋅ → 0 1 , 
there are only two possible choices: 
T x( ) ,= 1  if x is an equilateral triangle or 
T x( ) ,= 0  if x is not an equilateral triangle. 
 
Fuzzy sets allow partial membership. A fuzzy set F is defined by giving a reference 
set U, called the universe, and a mapping F U( ): [ , ]⋅ → 0 1 , called the membership 
function of fuzzy set F ([Zad, 1965]. F(x), for x ∈U, is interpreted as the degree of 
membership of x in the fuzzy set F. Suppose, for example, that U is the set of all 
individuals and F is the fuzzy set of Tall individuals, the membership degree of an 
individual x in F is the degree (between 0 and 1) to which x can be categorised as a 
tall individual. 
 
This gives a viable model for the vague categories of natural language (Heavy, is 
another example), defined on a universe which could be defined using a numerical 
scale (U = set of weights) or the set of objects qualified by these categories (U = set 
of individuals). F(x) then expresses how much the value (or the object) x is 
compatible with the concept F.  
 
Figure 3.1 shows some of the most commonly used shapes of membership functions 
that can be found in the literature. 
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Figure 3.1 (a) Triangular, (b) Trapezoidal, (c) Monotonic, (d) Bell-shaped membership functions 
 
 
The support of a fuzzy set F, defined in universe U, is a crisp set that contains all the 
elements x ∈U which have degree of membership greater then zero, that is, 
{ }x U F x∈ ≥: ( ) 0 . 
 
The α-cut of a fuzzy set F , Fα , is defined as the crisp set of all the elements of the 
universe U which have memberships in F greater than or equal to α, that is, 
{ }F x U F xα α= ∈ ≥: ( ) . 
 
The height of a fuzzy set is defined as the value of the maximum degree of 
membership among all the elements of the support of F. If height (F) = 1, that is, 
∃ ∈ =x U F x: ( ) 1, then F is called a normalised fuzzy set. 
 
Fuzzy or linguistic variables are variables whose values are expressed as fuzzy sets. 
The fuzzy domain or domain of discourse of a fuzzy variable X is the set of fuzzy 
sets that the fuzzy variable can take as values. As an example, the set {Light, 
Medium, Heavy} is the fuzzy domain of fuzzy variable Weight, where Light, Medium 
and Heavy are fuzzy sets defined in the same universe U. 
 
 
3.1.2 Architecture of a fuzzy logic system 
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The architecture of fuzzy logic systems (see figure 3.2) is composed of: 
• the knowledge base or rule base, expressed in the form of a set of fuzzy rules; 
• the data base containing the definitions regarding the discretisation and 
normalisation of the universes, the definitions of the fuzzy domains of each fuzzy 
variable and the definition of the membership function for each fuzzy set; 
• the coding (fuzzifier) algorithm to match numerical input values with the fuzzy 
sets of the domain of the correspondent fuzzy variable; 
• the fuzzy inference mechanism, that is, the algorithm that by firing each of the 
rules of the knowledge base in parallel enables to obtain an inferred fuzzy set 
given a set of input values; 
• the decoding (defuzzifier) algorithm to calculate the crisp output from the inferred 
fuzzy set;  
• the application area, for example, the process under control in a fuzzy logic 
system control application. 
 
 
 
 
 
 
 
 
 
 
Figure 3.2 A simplified fuzzy system architecture 
 
 
The figure above illustrates the data flows between the constituents of a FBS during 
a fuzzy query:  
1. a set of input crisp values relative to variables represented in the antecedent of the 
fuzzy rules is introduced; 
Fuzzifier
Defuzzifier
Inference 
Mechanism 
Application 
Area 
Knowledge 
Base  
& Data Base
Crisp Input data 
Crisp Output data 
Fuzzified Input 
Output fuzzy set 
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2. the values are fuzzified, that is, transformed in values of the universe of definition 
of the fuzzy variables by normalising and scaling (see for details 3.1.2.2); 
3. the fuzzy inference mechanism is activated and an output fuzzy set is obtained by 
matching the fuzzified values with the antecedent of all fuzzy rules in the 
knowledge base; 
4. finally, the output fuzzy set is defuzzified, that is, transformed in a crisp output 
value. 
 
 
3.1.2.1 Fuzzy knowledge base and data base 
 
The fuzzy knowledge-base contains is a set of fuzzy rules that express the relation 
between the input and output fuzzy variables. The rule 
 
R1: If cornering_angle is Moderate and loading_weight is Heavy 
  then moving_velocity is Slow 
 
from ([Tak, 1991]) where: 
• Moderate is a fuzzy set of the domain of input fuzzy variable cornering_angle 
defined in universe U (e.g. set of allowed angle values); 
• Heavy is a fuzzy set of the domain of input fuzzy variable loading_weight defined 
in universe V (e.g. set of possible weight values); 
• Slow is a fuzzy set of the domain of output fuzzy variable moving_velocity 
defined in universe T (e.g. set of allowed velocity values). 
is an example of a rule format that models human concepts expressed in human 
words. It can be obtained by querying the operator while he drives the mobile 
vehicle. Apart from this type of fuzzy rules, rules of the following type have also 
been proposed: 
 
R2: If cornering_angle is Moderate and loading_weight is Heavy 
  then moving_velocity = g (cornering_angle, loading_weight) 
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where  
• fuzzy sets Moderate and Heavy are now restricted to monotonic membership 
functions (see figure 3.1 (c) )  
• g is a function that implies the value of moving_velocity when cornering_angle 
and loading_weight satisfy the rule’s premise. 
 
Rule R2 intends to model directly the control actions of a car driver (for instance, 
when the driver is parking the car) and have been proposed by Takagi and Sugeno in 
([Tak, 1985]). Rules of the format of rule R2 above, enable to incorporate in the 
fuzzy rule more knowledge about how to control a specific process. On the other 
hand, a deeper knowledge of the characteristics of the process is necessary if the 
relation between the variables in the antecedent of the rules is not polynomial. 
 
The number of input and output fuzzy variables in the antecedent and consequent of 
the fuzzy rules, respectively, varies according to the application problem under 
study.  
 
A fuzzy data-base contains all the information regarding: 
• normalisation and scaling of the actual input values in values of the universe of 
definition of the fuzzy sets for each fuzzy variable; 
• definition of the fuzzy domains of each fuzzy variable, that is, the set of fuzzy 
sets (linguistic terms) that each variable can assume; 
• the definition of the membership function for each fuzzy set.  
 
 
 
 
3.1.2.2 Fuzzification 
 
The process of matching the input value for a specific fuzzy variable with the fuzzy 
set that the variable assumes as its value is called fuzzification. For a crisp input 
value, x, the fuzzification involves: 
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• normalising the value x to a value, xn, in the interval [0, 1], 
• scaling the normalised value xn to a value xs in the universe of the correspondent 
fuzzy variable, UX . For a continuous universe, say UX = [0, umax] this involves 
multiplying xn by umax. For a discrete universe, say U X = { , . , . , . , . , .}0 0 2 0 4 0 6 0 8 1  
a scaling function, ϕ:ℜ → U X  needs to be defined and xs is calculated as  
xs = ϕ (xn), 
• to match xs with the membership function of the fuzzy set, F, that is, by obtaining 
the membership value of xs for fuzzy set F (see also figure 3.3). 
For more details on fuzzification methods see [Yag, 1991] and [Foul, 1993]. 
 
 
 
 
 
 
Figure 3.3 Fuzzification of the value xs, by matching it with the membership function of F. 
 
3.1.2.3 Fuzzy Inference 
 
The fuzzy inference mechanism is a process by which the input values for each of the 
fuzzy variables in the antecedent of the rules (x0 and y0 in figure above) are matched 
with all rules in the fuzzy rule base and an inferred fuzzy set is obtained. The fuzzy 
inference in a parallel inference in the sense that all rules contribute in a large or 
small extent to the inferred result. The weight that a specific rule has on the final 
output is determined by the degree of matching between the input (fuzzified) values 
and the rule’s antecedent.  
 
Figure 3.4 illustrates a simple fuzzy inference mechanism using the max-min 
inference introduced by Mamdani et al. ([Mamd, 1973]). For more details on fuzzy 
inference methods see also [Fodor, 1993], [Nov, 1993], [Nguy, 1993], [Redd, 1992], 
[Hell, 1992], [Park, 1992], [Zimm, 1991], [Dub, 1991], [Dub, 1988], among others. 
 
F ( ) 
xs 
1.0 
F(xs) 
X
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Figure 3.4 Fuzzy Inference using the max-min method (modified from [Yag, 1991], pp.79) 
Rule1: IF X is A1 and Y is B1 THEN Z is C1 
Rule2: IF X is A2 and Y is B2 THEN Z is C2 
 
 
3.1.2.4 Defuzzification  
 
The process whereby a non-fuzzy (crisp) output is obtained from the fuzzy set, B* 
resulting from the fuzzy inference process is called defuzzification. The two most 
commonly used defuzzification methods are: 
 
• Centre of area (COA) method (used for point-wise membership function such as 
triangular and trapezoidal) calculates the centre of gravity of the distribution of 
the degrees of membership of B*. If B* is defined in a discrete universe U, the 
crisp output value is obtained using 
 z
B x x
B x
i ii
q
ii
q*
( )
( )
*
*
= ⋅=
=
∑
∑
1
1
, (3.1) 
where q is the number of quantisation levels of universe U, xi is the crisp value 
for quantisation level i and B* (xi) is its membership value in the inferred fuzzy 
set, B*. 
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 When used for monotonic membership functions, CAC is also referred as 
Tsukamoto method. The crisp output value is, now, obtained using the formula 
 z
w x
w
i ii
n
ii
n* = =
=
∑
∑
1
1
, (3.2) 
where n is the number of rules with firing strength, wi (in figure 3.4  
wi = min(Ai(x0), Bi(x0) ) greater than zero and xi is the crisp value of the support of 
fuzzy set in the consequent of rule i, with membership value wi.(see also figure 
3.1 (c) ). 
 
• Mean of Maximum (MOM) method (used for any membership function shape) 
calculates a crisp output value by averaging the support values of the inferred 
fuzzy set B*, with membership value equal to the “height” of fuzzy set B*. If B* 
is defined in a discrete universe U, this is calculated using the formula 
 z x
l
i
i
l* = =∑ 1 , (3.3) 
where l is the number of elements, xi, with membership equal to the “height” of 
fuzzy set B*.  
 
The most commonly used defuzzification methods: COA and MOM methods, 
(Tsukamoto’s method is a special case of COA method) differ in that: 
• MOM selects only the rules which have a strong influence on the inferred result 
(in this method only the quantised values that reach the maximum membership 
value for the inferred fuzzy set are used to compute the final result) whereas COA 
considers the weight of every rule to compute the final result; 
• the defuzzified result obtained by MOM is independent of the shape of the 
membership functions used for the fuzzy sets in the consequent of the rules, as 
long as the fuzzy sets have a symmetric shape (only one element of the support 
reaches the maximum membership value). The same is not valid for COA. the 
shape of the consequent fuzzy sets in COA case is important, because the 
membership value of all the elements of the support of the inferred fuzzy set is 
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taken in consideration and not only those for which the membership function 
achieves its maximum. 
 
3.1.2.5 A fuzzy inference example  
 
In the following, an example from ([Yag, 1991], pp.79-80) is used to demonstrate 
the max-min fuzzy inference with a fuzzy rule base composed of the rules: 
Rule1: IF X is A1 and Y is B1 THEN Z is C1 
Rule2: IF X is A2 and Y is B2 THEN Z is C2 
and how to calculate the crisp defuzzified value using the COA and MOM methods. 
 
Suppose x0 = 4 and y0 = 8 (see figure 3.4) are the input values for fuzzy variables X 
and Y, and the following are the membership functions for fuzzy sets A1, A2, B1, B2, 
C1 and C2: 
 A x
x x
x x
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3
5 8
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First, the inputs x0 and y0 have to be matched against fuzzy sets A1, B1, respectively. 
This will produce A1(x0)=2 /3 and B1(y0)=1. Similarly, for rule 2, we have A2(x0)=1 
/3 and B2(y0)=2 /3. The strength of rule 1 is calculated by  
 a1 = Min (A1(x0), B1(y0) ) = Min (2 /3, 1) = 2 /3 
similarly, for rule 2: 
 a2 = Min (A2(x0), B2(y0) ) = Min (1 /3, 2 /3) = 1 /3. 
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Applying a1 to the conclusion of rule 1 results in the highlighted trapezoid fuzzy set 
of figure 3.4 for C1. Similarly, applying a2 to the conclusion of rule 2 results in the 
highlighted trapezoid fuzzy set C2. The membership function for the fuzzy set 
inferred from rules 1 and 2 is obtained by operating fuzzy sets C1 and C2 with the 
Max operator (see graphic at bottom of figure 3.4). 
 
Finally and using the COA method, the defuzzified output value is: 
ZCOA =
⋅ + ⋅ + ⋅ + ⋅ + ⋅ + ⋅ + ⋅
+ + + + + +
=
2 1
3
3 2
3
4 2
3
5 2
3
6 1
3
7 1
3
8 1
3
1
3
2
3
2
3
2
3
1
3
1
3
1
3
4 7.   
 
Using MOM, three support values (3, 4 and 5) reach the maximum membership 
value, 2 /3, in the inferred fuzzy set. Hence, we have 
Z MOM = + + =3 4 53 4 0.  
 
As it can be shown with the example, the output obtained using MOM concentrates 
on the support values with membership values that reach the “height” of the output 
fuzzy set and therefore, ignores the contribution of support values with lower 
membership values. The COA output considers all support values and therefore 
provides an answer with a broad range. Depending on the fuzzy logic system 
application, the need to focus on broad or concentrated values of the output fuzzy set 
support will arise and, therefore, the defuzzification method chosen will be either 
COA or MOM, respectively. 
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3.2 Learning to identify fuzzy systems from examples  
 
Process dynamics can be described by the relation between its input and output 
variables. For many complex processes the identification of a functional input-output 
relation is not straightforward and a possible way to overcome this is by describing 
the process behaviour through a finite set of fuzzy rules ([Delg, 1993]). 
 
Rules for mobile vehicle breaking control, such as “if Acceleration is Big and 
Distance-to-Target is Short, then Breaking-Force is High”, are just an example of a 
process described using linguistic (fuzzy) expressions. Even in cases where an exact 
theoretical model can be identified, a description using fuzzy rules may be useful for 
ease of understanding the dynamics of the problem at hand and to identify possible 
input and output variables. 
 
Knowledge acquisition, that is, the transfer of knowledge from some source into a 
knowledge base, is the first task to face when developing a fuzzy logic system. 
Hitherto, knowledge acquisition has consist of the application of techniques for 
eliciting data from experts. Nowadays, new knowledge acquisition techniques are 
being proposed in the literature using automatic methods, namely: 
• Pedrycz [Pedr, 1984] used fuzzy neural networks (distributed and parallel 
computing structures employing fuzzy connectives as logic operators) to identify 
fuzzy relations,  
• Takagi  ([Tak, 1985]) and Sugeno et al. ([Sug, 1991], [Sug, 1993]) investigated 
the identification of fuzzy systems where the consequent of the fuzzy rule is a 
linear input-output relation that is intended to model the operators’ control actions 
when operating a system (e.g. a driver when parking a car), 
• Delgado and Gonzalez ([Delg, 1993]) introduced a method of calculating 
frequencies in fuzzy domains in order to capture the frequency of appearance of 
some kind of patterns in raw data obtained from on-line measurements on the 
system input and output variables 
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(see also [Sest, 1991], [Lee, 1991], and [Nom, 1992a], among others, for studies on 
automatic knowledge acquisition techniques). 
 
In classical system identification theory [Ljung, 1987], a distinction between 
modelling and system identification is made. Modelling is the process of splitting up 
the system into several subsystems whose properties are well understood. System 
identification is the process where the model is derived from a given input-output 
data set. Thus, fuzzy modelling is the process of building up a fuzzy model based on 
user knowledge only, while fuzzy system identification is the process of identifying 
the structure and parameters of the fuzzy model based on a given input-output data 
set. Bastians in [Bast, 1995] defines structure and parameter identification as: 
“The structure identification of a fuzzy model consists of the input variable identification and 
the rule identification. The input variable identification consists of a) the identification of the 
rule type used by the fuzzy model to represent a given input-output data relation and b) the 
identification of the rule structure. The latter task is the process of selecting the input and 
output variables involved in each individual rule, and determining the rule base size, that is, the 
number of rules.  
The parameter identification of a fuzzy model consists of a) the rule parameter identification 
and b) the mapping parameter identification. The rule parameters of a fuzzy model are all the 
parameters related directly to the interpretation of a fuzzy rule, as there are the membership 
functions, the aggregation operator and the implication function. The mapping parameters are 
those parameters which are related to the mapping of a crisp set to a fuzzy set, and vice-versa, 
namely the fuzzification and the defuzzification.” 
 
When knowledge on the process under study is not available from experts, fuzzy 
logic systems identification is achieved using on-line measurements on the input and 
output variables of the fuzzy system. These measurements are referred also as 
“input-output data” or simply “examples”. 
 
At this point a remark must also be made on the terminology used in this thesis. The 
term system is used as an abbreviation for fuzzy system and not to refer to the actual 
process whose dynamics are aimed to be captured by performing on-line 
measurements on monitored variables. 
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In the following section, a method for the identification of patterns in input-output 
data using the notion of “frequencies” in fuzzy domains developed by Delgado and 
Gonzalez ([Delg, 1993]) is presented. This method will be used to associate to a 
fuzzy rule an uncertainty measure expressing how the rule describes a set of 
examples. After that, a learning method used to identify fuzzy logic systems from 
raw data is described. 
 
3.2.1 Frequencies on fuzzy domains  
 
Let X be a fuzzy variable taking values in fuzzy domain D and Ai, 1≤ i≤ r, the fuzzy 
sets of D defined in universe U. Each of the fuzzy sets of D has its meaning given by 
membership functions A U i ri (.): [ , ],→ ≤ ≤0 1 1 . It is further assumed that the fuzzy 
sets of D are normal ( ∃ ∈ = ≤ ≤u U A u i ri, ( ) ,1 1 ), and satisfy the following 
completeness condition (convexity): 
   ∀ ∈ ∃ ∈ ≥ > ≤ ≤u U A D A u i ri i, ( ) , ,δ δ 0 1  (3.4) 
 
with δ ∈( , ]0 1  a threshold value representing the completeness degree of the 
referential fuzzy domain D. 
 
Under these assumptions, Delgado and Gonzalez ([Delg, 1993]) define frequency in 
a fuzzy domain as: 
 
Definition 3.1 (Frequency): “Given a set of examples E e e eh h= { , ,..., }1 2 , the 
frequency of any subset A of D through the set Eh is given by: 
 f A
if A
e
h
otherwiseh A kk
h( )
,
( ) ,=
= ∅

 =∑
0
1
Π , (3.5) 
 
where: 
- Π ΠA k F A F ke e( ) sup ( )= ∈  and  
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- ΠF ke( ) is the normalised non-negative compatibility degree between fuzzy set a 
and the example ek given by:  
  ΠF j F j
F D F j
e
e
e
( )
( )
sup ( )
=
∈
µ
µ , (3.6) 
 
It is also assumed that sup ( ) , ,...,F D F je j h∈ > =µ 0 1 , i.e., all examples are 
covered by domain D.” ([Delg, 1993]) 
 
The compatibility degree, as defined in (3.6), can be interpreted as the possibility 
measure of A given the evidence ej ([Delg, 1993]). 
 
It can be shown (see [Delg, 1992] for proofs) that the frequency f h ( )⋅ , defined in 
(3.5), is a plausibility measure. Its dual measure, gh ( )⋅ , defined as 
  g A f A
e
hh h
F A F j
j
h
( ) ( )
sup ( )= − = − ∉
=
∑1 1
1
Π
 (3.7) 
is a belief measure1. 
                                                           
1 Given a function Bel D: [ , ]→ 0 1 which assigns to each subset A of D a number in the unit interval [0, 
1], the function Bel is said to be a belief measure if satisfies: 
Axiom 1 (boundary conditions): Bel(A) ≥ 0, ∀A⊆D and Bel(D) = 1. 
Axiom 2 (montonicity): If A B⊆ , then Bel A Bel B( ) ( )≤ . 
Axiom 3 (continuity): For every monotonic sequence Ai, i∈N of subsets of D, then 
lim ( ) ( lim )
i
i
i
iBel A Bel A→∞ →∞
=  
Axiom 4 (superadditivity to every positive integer order n): To the second order, this property is 
expressed as: 
 Bel A A Bel A Bel A Bel A A( ) ( ) ( ) ( )1 2 1 2 1 2∪ ≥ + − ∩ . 
 
A plausibility measure, Pl, is a function that satisfies axioms 1 to 3 and 
Axiom 4’ (subadditivity to every positive integer order n): To the second order, this property is 
expressed as: 
 Pl A A Pl A Pl A Pl A A( ) ( ) ( ) ( )1 2 1 2 1 2∩ ≤ + − ∪ . 
It then follows the inequalities: 
Bel A Bel A( ) ( )+ ≤ 1 , Pl A Pl A( ) ( )+ ≥ 1 , ∀ ∈ℑA X( )  
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The pair of dual measures ( , )f gh h  defined through function ΠF ( )⋅  constitutes a 
belief-plausibility pair in the sense of Dempster-Shafer’s theory ([Delg, 1993], see 
also [Shaf, 1976], [Demp, 1967] for more details).  
 
Hence, g A f A A Dh h( ) ( ),≤ ∀ ⊆ , and the interval [ , ] [ ( ), ( )]α β = g A f Ah h  can be 
interpreted as a measure of the uncertainty about A that lies in the raw data set 
([Delg, 1993]). In the next section, a more detailed interpretation of this interval of 
uncertainty is given. 
 
Once defined the concept of frequency on fuzzy domains, the generalisation to an M-
dimensional fuzzy domain is as follows ([Delg, 1993]). Let D D D DM= × × ×1 2 ...  
be the cartesian product of domains D a a aj j j N jj= { , ,..., }1 2 , where each domain 
Dj corresponds to a variable Xj and aij (i=1, ...,Nj, j=1, ..., M), is a fuzzy set in the 
universe Uj. Let { }E e e eh h= 1 2, ,..., , e e e ek k k Mk= ( , ,..., )1 2 , k=1,...,h, be a sequence 
of examples of the multidimensional variable ( )X X X M1 2, ,...,  obtained through 
some sampling or trial process and taking values on D D D DM= × × ×1 2 ... .  
 
Definition 3.2 (Frequency in M-dimensional domain). “The frequency of any 
( )B B B BM= 1 2, ,..., , with B Dj j⊆ , through the set Eh is defined as 
 ( )f B B B e
hh M
B kk
h
1 2
1, ,...,
( )= =∑ Π  (3.8) 
 
where Π Π ΠB k B k B Mke e eM( ) ( )*...* ( )= 1 1  (3.9) 
e e e ek k k Mk= ( , ,..., )1 2 , k=1,...,h and * is a t-norm2.” ([Delg, 1993]). 
                                                                                                                                                                    
and,  Bel A Pl A( ) ( )≤ , ∀ ∈ℑA X( )  
For more details on belief and plausibility measures see [Klir, 1988 ] and [Dub, 1988].) 
 
2 Let I=[0, 1]. A triangular norm, or t-norm, is a mapping ∗ × →: I I I  that satisfies the following 
conditions ([Schw, 199]): 
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A learning procedure needs to update information when new evidences are available; 
the conditional operator is used to achieve this. Given that fh (gh) is a measure 
(satisfies Axioms 1 to 3 in footnote 1), the conditional definitions in probability 
theory are going to be applied in the next section to define conditioned plausibility 
(belief). 
 
A generalisation of the conditioning in probability theory given by Dempster 
([Demp, 1967]) can be found in the theory of evidence, where conditional 
plausibility and belief are defined as: 
 
Definition 3.3 (Conditional plausibility and belief): 
 Pl B A Pl B A
Pl A
Bel B A Pl A Pl B A
Pl AD D
( | ) ( , )
( )
, ( | ) ( ) ( , )
( )
.= = − ¬  (3.10) 
 
Other authors, have proposed alternative definitions (see also [Moral, 1991], [Nom, 
1992a]). In this study, the above conditional definition is chosen. The application of 
any of the definitions produces similar results ([Delg, 1993]). 
 
 
 
3.2.2 Uncertainty of a fuzzy rule  
 
Let us assume, to simplify the description, that the rules have a M-dimensional 
antecedent and a one-dimensional consequent 
                                                                                                                                                                    
1.  a a∗ =1 ; 
2.  a b b a∗ = ∗ ; 
3.  ( ) ( )a b c a b c∗ ∗ = ∗ ; 
4.  a c b c∗ ≤ ∗ , whenever a b≤ , 
for any a, b, c ∈ I. 
A t-conorm (or s-norm) is a mapping ∗ × →: I I I , that satisfies the conditions 1 to 3 and 
5. a a a I∗ = ∀ ∈0 ,  
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 R if X is A then Y is Bi j≡  (3.11) 
with X X X X M= ( , ,..., )1 2 , A A A AM= ( , ,..., )1 2 .  
 
We want to associate to each rule R an interval [ , ]α β  expressing the information 
contained in the examples about the proposition “the rule R is a true rule for the 
system”. A direct interpretation of this interval is the usual one for a lower-upper 
measure model: α and β are, respectively, the lower and upper bound of the evidence 
contained in the set of examples about the aforementioned proposition ([Delg, 
1993]). 
 
Suppose that E e e eh h= { , ,..., }1 2  is a set of examples where: 
- ek = (exmk, eyk), k=1,...,h; 
- ex ex ex exmk k k Mk= ( , ,..., )1 2 ; 
- exmk and eyk are examples for variables X and Y, respectively; 
- exmk and eyk belong to domains Dj (j=1, ..., M) and S, respectively. 
 
The definition of the frequency of a fuzzy rule is ([Herr, 1995]): 
 
Definition 3.4 (Frequency of a fuzzy rule) The frequency of any fuzzy rule R 
through the set of examples Eh can then be defined as 
 ΨE kk
h
R
R e
h
( )
( )= =∑ 1  (3.12) 
 
with: 
• h is the total number of examples in Eh; 
• the compatibility degree between rule R and example ek is 
  R e ex eyk A mk B k( ) ( ) ( )= ∗Π Π   (3.13) 
• Π A mkex( )  is the compatibility degree between the rule’s antecedent and example 
ek, given by (3.9); 
• Π B key( )  is the compatibility degree between the rule’s consequent and example 
ek, given by 3.6. 
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Applying the conditional operator (definition 3.3) and the notion of frequency in M-
dimensional domains (definition 3.2), the interval of uncertainty [ , ]α β , is calculated 
for each rule R using ([Delg, 1993]): 
 α = = −
∗∑
∑g B A
ex ey
exh j i
A mk B kk
A mkk
i j
i
( | )
( ) ( )
( )
1
Π Π
Π , (3.14)
 β = = ∗∑ ∑f B A
ex ey
exmh j i
A mk B kk
A kk
i j
i
( | )
( ) ( )
( )
Π Π
Π . (3.15) 
 
The property “to be a true rule” for a system may be measured by a crisp (Boolean) 
value. In a fuzzy domain it is more accurate to say that each possible rule in R will 
fulfil such property with a degree (degree of truth) between 0 and 1. This degree can 
be interpreted as the strength of the rule’s implication and behaves as the “weight” 
associated with the fuzzy rule. Delgado and Gonzalez ([Delg, 1993]) refer to it as a 
measure of the “adequateness” between a certain rule and a set of examples and 
formulate this by associating with each rule, R, an interval [ , ]α β , representing a 
measure of uncertainty about the statement: “rule R is a true rule”.  
 
The compatibility degree between an example, e, and a rule, R, or, equivalently, the 
ability of a rule R to describe example e, is given by the measure Π⋅(.)  defined in 
(3.6): Π A e( )  and Π B e( )  measure the compatibility degree between example e and 
the antecedent, A, and consequent, B, of rule R, respectively. Π B e( ) , measures the 
compatibility degree between example e and the complement of the consequent of 
rule R (best matching value between example e and any other consequent of domain 
S different from B) and is given by: 
  ( )( )ΠB k B B kF S ke
ey
F ey
( )
sup
sup
'
'
= ≠
∈
B
 (3.16) 
 
Summarising, the application of the concept of frequency in fuzzy domains and its 
inclusion in the theory of evidence (conditional belief and plausibility) has been 
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described in previous paragraphs. The definitions have been used to obtain a 
formulation for the calculus of the lower and upper bounds of the uncertainty 
interval associated with the rule. In the next section, these concepts are going to be 
applied on a: 
• methodology of “learning from examples” in fuzzy domains; 
• fuzzy inference model where the uncertainty contained in the rule is “propagated” 
from premises to conclusions. 
 
3.2.3 Learning from examples  
 
Learning from examples is the most thoroughly studied discipline of Machine 
Learning. The idea is to teach a computer a concept by means of its positive and 
negative examples. Concepts can be disjoint or overlapping, logical or probabilistic, 
crisp or fuzzy, stable or time-varying. The positive examples are representative and 
provide a good description of the concept. The negative examples allow to 
distinguish between instances and non-instances of the concept; they represent 
“near-miss” of the concept.  
 
Before introducing the method of learning from examples, some basic definitions are 
given: 
 
Definition 3.6 An example ek is said to have an effect on rule R (in the sense of 
contributing for the corresponding interval of uncertainty [ , ]α β ), if Π A ke( ) >0, 
i.e., ek matches to some extent the antecedent of R. 
 
Using Π B ke( )  and Π B ke( ) , the examples having effect on R can be split in two 
categories: 
 
Definition 3.7 (Positive examples) Examples such that Π A ke( ) >0 and 
Π B ke( ) >0. In other words, positive examples match both the antecedent and 
consequent of R. 
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Definition 3.8 (Negative examples) Examples such that Π A ke( ) >0 and 
Π B ke( ) =0. In other words, negative examples match the antecedent of R but do 
not match its consequent. 
 
A negative example ek for a rule R matches better with some other rule having the 
same antecedent but having a consequent value different from B. Also, it can be 
easily proved that if Π B ke( ) =0 then Π B ke( ) =1 ([Delg, 1993]). 
 
Although this classification could help to decide which rules represent the examples, 
the above definitions are over simplified, an example ek is either positive or negative 
and, thus, it is not possible to distinguish between strongly positive examples to the 
rule (e.g. Π A ke( ) =1 and Π B ke( ) =1) and weakly positive examples (e.g. 
Π A ke( ) =0.2 and Π B ke( ) =0.001). The alternative is to consider “positively” and 
“negatively” to be vague properties and define the fuzzy sets for positive and 
negative examples. 
 
Hence, the set of examples that have an effect on rule R is defined as the fuzzy set 
E(R), defined in universe Eh, as: 
 ( ){ }E R e e e Ek A k k h( ) , ( )= ∈Π . (3.17) 
 
that is, example ek has a membership value of Π A ke( )  in fuzzy set E(R). 
 
Similarly, the fuzzy set of positive examples of R, defined in universe Eh, is given 
by: 
 ( ){ }E R e e e e Ek A k B k k h+ = ∗ ∈( ) , ( ) ( )Π Π . (3.18) 
 
and the fuzzy set of negative examples of set of R is defined as: 
 ( ){ }E R e e e e Ek A k B k k h− = ∗ ∈( ) , ( ) ( )Π Π  (3.19) 
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where symbol * stands for a t-norm operator. In the following, the t-norm chosen is 
the Lukasiewicz t-norm defined by a b a b∗ = + −max ( , )1 0 , because it allows to 
concentrate the evidence in the most representative rules (for other definitions of t-
norms see for instance [Fodor, 1993]). 
 
An example, ek, such that Π A ke( ) =1 and Π B ke( ) =1 has a membership of 1 to 
E+(R), and an example, ek, such as Π A ke( ) =0.2 and Π B ke( ) =0.001 has a 
membership of 0 to E+(R). It is easy to show that an example ek such that 
Π A ke( ) =1 and Π B ke( ) =0 belongs to E-(Ri) with a membership degree of 1, that is, 
ek ought to match with some other rule having the same antecedent but different 
consequent. 
 
In case of a single variable consequents, the relation between Π B ke( )  and Π B ke( )  
is such that max{ Π B ke( ) , Π B ke( ) }=1, and hence the following result 
 max{ Π A ke( ) * Π B ke( ) , Π A ke( ) * Π B ke( ) }= Π A ke( ) . (3.20) 
 
Therefore, if the max t-conorm is used to define the union between two fuzzy sets, 
then the following equality holds: 
  E(R) = E+(R) ∪E-(R). (3.21) 
 
The uncertainty interval [ , ]α β , can be calculated for each rule from the fuzzy sets 
(3.17) to (3.19). Let us denote by A A uu U= ∈∑ ( ) , the cardinality of a fuzzy 
subset. The quotient 
 
E R
E R
+ ( )
( )  (3.22) 
represents the proportion of positive examples (among those having some effect on 
the rule) and coincides with β. Therefore, the upper measure of the rule’s uncertainty 
quantifies the proportion of positive examples. 
 
Similarly, the quotient 
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E R
E R
− ( )
( )  (3.23) 
represents the proportion of negative examples and coincides with (1 - α). It 
measures to what extent R is rejected (negatively supported) by the examples. 
 
Therefore, the interval [ , ]α β  has the following interpretation: each rule is affected 
by the proportions of the positive examples β (that is, examples matching the rule to 
a certain degree) and the fuzzy percentage of non-negative examples α (that is, one 
minus the percentage of examples matching the complement of the rule). 
 
A rule R with an uncertainty interval [0,1] has 100% positive examples and 100% 
negative examples, that is, 100% examples that do not affect the rule (we have no 
information about the rule). Such an interval represents the “ignorance” about the 
sentence “rule R is a true rule” and can be used as the initial evidence of the rule. If 
the interval is [1, 1], the positive examples are 100% and the negative examples are 
0%. For this case, the rule describes the data set accurately. The interval [0, 0] 
represents 0% positive examples and 100% negative examples; in this case all the 
information relative to the rule is concentrated in other rules with the same 
antecedent but different consequent. 
 
3.2.3.1 Learning algorithm  
 
After presenting the interpretation of the method of learning from examples and how 
to calculate the interval of uncertainty associated with each rule, the learning 
algorithm suggested by Delgado et al ([Delg, 1993]) is as follows: 
 
Table 3.1 Learning-from-examples algorithm. 
 
 
 1. Collect a set of examples; 
 2. Compute the interval of uncertainty of each rule from the set of examples using 
formulas (3.22) and (3.23), that is, for each rule R, calculate the values: 
 a E R0 = + ( ) , b E R0 = − ( )   and c E R0 = ( )  
3  Fuzzy logic systems 
 78
 and initialise to uncertainty interval as 
 current_interval (R) = 1 0
0
0
0
−



b
c
a
c
, , 
 3. Update the interval of uncertainty when new examples are available, that is, for the new 
set of examples, calculate the values: 
 x E R= ( ) , y E R= + ( )   and z E R= − ( ) ,  
 and update the interval of uncertainty using 
 new_interval (R) = 1 0
0
0
0
− ++
+
+




b z
c x
a y
c x
, . 
 
Now, each of the fuzzy rules in the rule base has an associated interval of 
uncertainty, [α, β], representing the evidence contained in the examples about the 
statement “rule R is a true rule”, that is, for each fuzzy rule R we have: 
 R if X is A then Y is Bi j≡ [ , ]α β  (3.24) 
 
After this and quoting Delgado et al in ([Delg, 1993]): 
“[…] any system identification is done with prediction […] purposes. [Thus], inference is to be 
made on the rules and the question about how to combine and propagate the interval [of 
uncertainty] we have introduced arises at once.”  
In the next section, the inference model proposed by Campos et al ([Camp, 1992]) 
and used in this studies is explained.  
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3.3 Fuzzy Inference Model  
 
A fuzzy inference model allows to infer from vague or fuzzy premises, that is, given the 
inference problem stated in figure 3.5 below, the inference model allows to calculate an 
inferred output B* from a fuzzy rule (3.25) and an input A*. In contrast to the classical 
modus ponens, rule (3.25) allows to use fuzzy predicates A, B and A*. Moreover, A* is 
not required to be identical to A. 
 
 
 (fuzzy rule) If X is A then Y is B   (3.25) 
 (input)  X is A* 
 (inferred output)   Y is B* 
 
 where: 
 - X and Y are variables on domains D1, D2, respectively;  
 - A, B, are fuzzy sets of the domain of fuzzy variables X and Y, respectively; 
 - B* is the fuzzy set obtained from fuzzy rule (3.25) and the restriction A* on X. 
 
 
Figure 3.5 Fuzzy inference problem 
 
The method, introduced initially by Zadeh ([Zad, 1973]), proposes the following 
solution for the inference problem stated above 
 
  
 ( )B s A r A r B s
r
* *( ) sup { ( ) ( ) ( ) }= ∧ − +1    (3.26) 
 where: 
 - ∧ stands for the min t-norm;  
 - r is a value of the antecedent universe U1; 
 - s is a value of the consequent universe U2. 
 
Figure 3.6 Zadeh’s compositional rule of inference. 
 
Using expression (3.26), the membership function of B* is given by the projection on 
U2 of the intersection of the implication relation H, defined by 
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H r s A r B s( , ) ( ( ) ( ) )= ∧ − +1 1 , and the cylindrical extension on U U1 2×  of the 
membership function A*. When A = A*, the predicates are crisp and ∧ is the 
Lukasiewicz t-norm (defined by a b a b∗ = + −max ( , )1 0  ), then (3.26) becomes the 
classical modus ponens, that is, B = B*. 
 
A more general version of the generalised modus ponens given by (3.26) can be 
obtained if we replace the min operator ∧ by an alternative t-norm *, and the particular 
implication relation H (r, s) by another by implication A B→  (see also [Dub, 1988], 
[Dub, 1991], [Magr, 1989]), thus obtaining 
 B s A r A B r s
r
* *( ) sup { ( ) ( )( , ) }= ∗ →   (3.27) 
 
This section aims to present the extension of the general inference model given by 
(3.27), proposed by Campos et al ([Camp, 1992] and [Camp, 1993]), in order to be able 
to reason with uncertain knowledge, that is, to allow to infer not only from fuzzy 
propositions such as  
 If X is Low then Y is High 
but also from fuzzy rules expressing uncertain knowledge, as for example, 
 If X is Low then Y is High, with uncertainty interval [0.5, 0.8] 
 
The rule “If X is Low then Y is High” contains no uncertainty apart from its fuzziness, 
that is, the propositions considered in the rule: “X is Low” and “Y is High” are fuzzy but 
there is no doubt about its certainty. The method of learning from examples explained in 
section 3.2 allows to associate a fuzzy rule with an uncertainty interval (say [0.5, 0.8] in 
the example above). The interval of uncertainty represents a pair of measures (lower and 
upper measures) of the uncertainty that lies in the rule about the relation between input 
and output described by a set of examples. In terms of the inference model, the lower 
and upper uncertainty measures provide a means of “weighting” the influence of each 
fuzzy rule on the inferred output value. 
 
Given a rule 
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  If X is A then Y is B  (3.28) 
the extended inference model is based on two main ideas ([Camp, 1993]):  
1. The fuzzy rule (3.28) defines a relation among the elements of the sets UA={A, ¬A} 
and UB={B, ¬B}. 
2. The relation is interpreted as a conditioning represented by means of an uncertainty 
measure. 
 
In other words, 1. states that the rule does not establish how each element from U1 and 
each element from U2 are related (i.e. it does not define a relation on the Cartesian 
product of the universe of variable X and the universe of Y: U1xU2), it only establishes 
the relation between the concepts represented by A, ¬A and B, ¬B; 2. distinguishes the 
interpretation of a fuzzy rule given by this model, from other models that interpret the 
rule as a material implication (¬A∨B) ([Camp, 1993]). 
 
An input A* does not necessarially match any of the rules’ antecedent. Bearing in mind 
1. and 2., the inference model should translate the information contained in A* to 
information about A and ¬A. This is achieved by calculating: 
• the compatibility degree between input A* and the antecedent of the rule, A;  
• the compatibility degree between input A* and the negation of the antecedent of the 
rule, ¬A.  
 
These compatibility degrees will be interpreted as uncertainty measures generated by 
the current input A*, on the set UA. The measures on UA will, then, be transferred, 
through the fuzzy rule, to an uncertainty measure on UB using a propagation model.  
 
Hitherto, the inference model enables to obtain an uncertainty measure on UB. Finally, 
by combining the membership functions of B and ¬B, and the uncertainty values of B 
and ¬B (given by the uncertainty measure on UB), the output fuzzy set B* will be 
obtained. 
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3.3.1 Propagation model 
 
The formalism used by Campos et al in ([Camp, 1993]) to represent pieces of uncertain 
information is using the authors’ own words: 
“by means of a class of fuzzy measures [mappings that satisfy Axioms 1 to 3, see footnote 1 in section 
3.2.1], namely representable measures (also called lower and upper probabilities3)”  
 
Let us suppose that the fuzzy variables of inference problem are X and Y, taking values 
on { }D x x xx n= 1 2, ,...,  and { }D y y yy n= 1 2, ,..., , respectively. Let us associate with X 
a pair of representative measures, ( )( )l A u A A Dx x x( ), ( ) , ⊆ , representing our 
knowledge about the values of X.  
 
Through fuzzy rule (3.28), there is also conditional information about the values of Y, 
given that we know the true value of X. The conditional information on Y given some 
value x Di x∈  is modelled using also conditional representative measures 
( )( )l B x u B x B D x Dx i x i y i x( ), ( ) , ,⊆ ∈ . 
 
Hence, a mechanism is necessary to propagate the information from X to Y, through a 
conditional relation between X and Y, in order to obtain on Y another pair of lower and 
upper probabilities representing the knowledge about the value of the variable Y. 
 
                                                           
3 Let P  be a family of probability measures on a referential Dx. We may associate a pair of lower and 
upper probabilities with P  : ( l, u ), given by 
 
 l A P A A D
P
x( ) inf ( ),= ∀ ⊆∈P   (3.29) 
 u A P A A D
P
x( ) sup ( ),= ∀ ⊆∈P
, 
 
where “inf” stands for the infimum operator and “sup” stands for the supremum operator. This defines a 
pair of ordered fuzzy measures in Sugeno´s sense (see [Lam, 1989] for details).) 
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In [Camp, 1992] the general solution for this problem was obtained by calculating the 
upper measure of any subset of Dy . This measure is obtained as the solution of the 
following linear program problem  
 u B u B x hY i ii
n( ) max ( )= =∑ 1  
 subject to (3.30) 
 h u A A Di x x
x Ai
≤ ∀ ⊆
∈
∑ ( ),  
 
Particular cases of this problem can be directly solved without using optimisation 
techniques, namely the case in which the lower-upper probability measures (lX, uX) are 
Choquet capacities of order two. This is the case in these studies and, thus, the 
propagated measure uY(B) on DY can be obtained by calculating the Choquet integral in 
finite domains4 (see [Choq, 1953] and [Camp, 1992] for more details).  
 
 
3.3.2 Description of the inference model  
 
In order to simplify, for ease of understanding, the description of the inference model, 
firstly, let us consider rules with no associated uncertainty degree, that is, rules of 
format “If X is A then Y is B”, where X and Y are fuzzy variables, and A and B are fuzzy 
sets of the domain of X and Y, defined in universe U1 and U2, respectively.  
 
Let U A AA = ¬{ , }  and U B BB = ¬{ , }  be two crisp sets representing fuzzy partitions of 
U1 and U2. The basic idea, throughout this explanation, is to replace U1 and U2 by the 
                                                          
4 Given a fuzzy measure g on a finite set { }D x x xx n= 1 2, ,...,  and a function f Dx: → R+, such that the f 
satisfies f x f x f xn( ( () ) . . . )1 2≤ ≤ ≤ , then the Choquet integral of f with respect to the measure g is given 
by: 
  E f f x g A g Ag ii
n
i i( ) ( ) ( ( ) ( ) )= −= +∑ 1 1 , (3.31) 
 
where { }A x x xi i i n= +, ,...,1 , An+ = ∅1 .) 
3  Fuzzy Logic Systems 
 84
fuzzy partitions UA and UB, respectively, and then to consider uncertainty measures on 
each fuzzy partition ([Camp, 1993]).  
 
The conditional information comes from a semantic interpretation of the rule  
“If X is A then Y is B” in the sense that the rule generates two conditional measures on 
UB, 
 ( ) ( )l A u A l A u A(. ), (. ) , (. ), (. )¬ ¬  
 
defined by ([Camp, 1993]): 
  
l B A u B A
l B A u B A
( | ) ( | )
( | ) ( | )
= =
¬ = ¬ =
1 1
0 0
  (3.32) 
   
l B A u B A
l B A u B A
( | ) ( | )
( | ) ( | )
¬ = ¬ =
¬ ¬ = ¬ ¬ =
0 1
0 1
  (3.33) 
 
Thus, the rule “If X is A then Y is B” is interpreted as a conditioning (instead of a 
material implication); in other words ([Camp, 1993]):  
- if A is true is known, then we can assert that B is true (modelled as the total certainty 
(3.32)); 
- if A is false then nothing can be inferred about the truthfulness of B (modelled as the 
total ignorance (3.33)). 
 
Moreover, an upper (lower) probability measure on UA needs to be defined in order to 
propagate it to Y through the conditional information expressed in the rule.  
 
The upper probability measure will be obtained by matching the input A* with each of 
the values in UA, that is, by matching A* with A and A* with ¬A. A matching 
mechanism, based on the compatibility degree between two fuzzy sets, F and G, given 
by: 
 { }c F G F r G r
r U
( , ) sup ( ) ( )= ∗
∈
 (3.34) 
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is used to obtain the measure on UA. Although any t-norm, *, could be used in (3.34), 
the Lukasiewicz t-norm ( a b a b∗ = + −max( , )1 0 ) is chosen, because it satisfies the non-
contraction law ( a a∗ − =( )1 0, ∀a) and, thus, the compatibility degree between two 
complementary fuzzy sets is going to be zero : 
 ( ){ }c F F F r F r
r U
( , ) sup max ( ) ( )( ) ,¬ = + ¬ − =
∈
1 0 0  (3.35) 
 
(with ( )( ) ( )¬ = −F r F r1 ). This way, the elements in each partition UA and UB are 
going to be incompatible. 
 
The upper measure on UA induced by the input A* is then, defined as: 
 
 
{ }
{ }
u A A c A A A r A r
u A A c A A A r A r
x
r
x
r
( ) ( , ) sup max( ( ) ( ) ,
( ) ( , ) sup max( ( ) ( ),
* * *
* * *
= = + −
¬ = ¬ = −
1 0
0
 (3.36) 
 
(the lower probability measure is given by l H u H H Ux x A( ) ( ),= − ¬ ∈1 ,). (3.37) 
 
Because the input A* is required to be a normalised fuzzy set, it can be easily proved 
that  c A A c A A( , ) ( , )* *+ ¬ ≥ 1 . (3.38) 
 
Given (3.38), ux and lx can be interpreted as the upper and lower probability measure 
on UA, respectively ([Camp, 1993]).  
 
Therefore, the upper (lower) measure on UB, uY, (lY), obtained from the conditional 
information (3.32) ( (3.33) ) and the upper (lower) measure on UA, (3.36) ( (3.38) ) can 
be calculated using the Choquet integral with respect to the measure ux (see footnote 4 
for definitions and also [Camp, 1989] and [Lam, 1989] for proof that the pair of 
probability measures (lX, uX) defined in (3.36), (3.37), are Choquet capacities of order 
two)  
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The solution of the Choquet integral is ([Camp, 1993]): 
 u B u B c A AY Y( ) , ( ) ( ,
*)= ¬ = ¬1   (3.39) 
 
and, using the upper measure on UB, defined as (3.39), the first solution of the fuzzy 
inference problem, is ([Camp, 1993]): 
 
 
 (rule) If X is A then Y is B 
 (input) X is A* 
 (output)  Y is B is [1-λ, 1]  (3.40) 
   Y is ¬B is [0, λ], 
 where: 
 - λ = c(¬A, A*); 
 - “Y is C is θ” means a proposition at degree θ 5([Zad, 1983]).  
 
 
Figure 3.7 First solution of the inference model. 
 
If the fuzzy inference output is to be given in terms of a fuzzy set B*, then the upper 
measure on UB and the membership functions of B and ¬B have to be combined, in 
order to obtain a result, B*, as an expected value of B and ¬B , weighted by the values 
of the upper measures on UB through a fuzzy integral ( in [Camp, 1993] this is justified 
by a similar reasoning to the one used to calculate the measure uY , using the Choquet 
integral, as an average of the conditional measure u(./.) weighted by the measure uX). 
 
In order to be coherent at the membership level with the previously stated, the total 
ignorance about the universe U2 (i.e. the fuzzy variable Y has no restrictions) must be 
expressed as a fuzzy set B* such that  
 B r r*( ) ,= ∀1 . 
 
                                                           
5 In this study, the uncertainty degree θ is represented by the uncertainty interval [α,β] where α and β are 
the lower and upper probability values, respectively. 
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This is achieved by defining a fuzzy integral based on a t-conorm operator which makes 
the fuzzy sets B and ¬B exhaustive (i.e. B B U∗ ¬ = 2 ); more precisely, the bounded 
sum t-conorm operator, defined as: a b a b ab⊕ = + − .  
 
The fuzzy inference result obtained using the Choquet integral based on the sum t-
conorm operator (see [Camp, 1993, pp.150 for details), yields: 
 B r B r B r*( ) ( ) ( )= + − ⋅λ λ   (3.41) 
or, equivalently: 
 
 (rule) If X is A then Y is B 
 (input) X is A* 
 (output)  Y is B* 
 where: 
 - B r B r* ( ) ( )= ⊕ λ    (3.42) 
 - λ = c(¬A, A*); 
 - ⊕ is the bounded sum t-conorm.  
 
 
Figure 3.8 Second solution of the inference model. 
 
3.3.3 Inference model properties 
 
The inference model verifies the following properties (see [Camp, 1993] for proofs): 
 
- If A*=A then B*=B, in other words, the inference model extends the classical modus 
ponens. 
 
- If A*⊆A then B*=B: 
 If the input A* is included in A, the compatibility between A* and ¬A (given by (3.36)) 
is zero, and a similar result to the previous case is obtained. When the input is more 
precise than the antecedent, the rule can only infer the consequent, without adding 
information not contained in the rule (the rule only says "if X is A then Y is B", but it 
does not say, for instance, "the more X is A, then the more Y is B"). 
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- If A*⊆¬A then B*=U2: 
 If A*⊆¬A, ∃ ∈ =r U A r1 1: * ( )  and A r( ) = 0 . Hence, the compatibility between A* 
and ¬A is equal to one, and B B*(.) (.)= ⊕ =1 1. 
 In other words, an uncertainty measure on UB is obtained for this case, representing 
“total ignorance” on the truthfulness of B*. Thus, for inputs completely different from 
A, the inference process gives no information about the universe U2: and all the 
elements of the universe of the consequent variable are equally possible. 
 
- If A⊆ A* then ∃ ∈ ∀ ∈ = ⊥a s U B s B s a[ , ], , * ( ) ( )0 1 2 , where ⊥ is a t-conorm. 
 This property is suggested by Magrez and Smets ([Marg, 1989]) and it imposes two 
requirements in the inference model: first, whenever an imprecision appears in the 
output, each of the elements of the consequent domain should receive the same degree 
of imprecision, and second, the shapes of the output B*  and the input A*  should be 
independent. The proposed model verifies the before mentioned conditions 
considering as the t-conorm the bounded sum t-conorm and a = c(¬A, A*). 
 
The proposed inference model is easy to implement and computationally efficient; it 
only requires the calculation of the compatibility degree between the input A* and ¬A 
and to operate this value throughout a t-conorm (bounded sum) with the membership 
function of B. 
 
 
3.3.4 Inference with uncertainty  
 
In the following the inference model previously presented is going to be extended, in 
order to allow to infer from rules of the type: 
 If X is A then Y is B is [α, β].  (3.43) 
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Rule (3.43) generates two conditional measures on UB (pair of conditional lower and 
upper measures) given by ([Camp, 1993]): 
 
  
l B A u B A
l B A u B A
( | ) ( | )
( | ) ( | )
= =
¬ = − ¬ = −
α β
β α1 1  (3.44) 
 
  
l B A u B A
l B A u B A
( | ) ( | )
( | ) ( | )
¬ = ¬ =
¬ ¬ = ¬ ¬ =
0 1
0 1
 (3.45) 
 
Propagating the measure (3.36) through these conditional measures, a measure on UB is 
obtained as follows (see [Camp, 1993] for details): 
 
 uY(B) = β⊕λ  (3.46) 
 uY(¬B) = (1-α)⊕λ 
 
where λ =  c(¬A, A*). 
 
The output B* produced by combining (3.46) and the membership function of B and  
¬B is: 
 ( ) ( )B s B s B s*( ) ( ) ( ) ( )( )( )= ⊕ ⊕ − − − −λ α β λ1 1 1  (3.47) 
 
The previous equation defines a non-normalised fuzzy set for β ≠ 1. This imposes a 
restriction in the use of the inference model if the output (3.47) is going to be used as 
the input for another rule (forward chaining), because the propagation model requires 
the input fuzzy sets to be normalised. In this study, rules are going to be fired in 
parallel, and, therefore, the last comment does not apply. Nevertheless, and following 
Gonzalez suggestions, this research has decided to divide rule (3.43) in two rules in 
order to obtain a normalised fuzzy set as the output of the inference process for each 
rule. The division just aims for a better understanding of the influence of each of the 
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bounds of uncertainty associated with rule (3.43) in the output fuzzy set, rather then by 
simply looking at expression (3.47). 
 
Hence, rule (3.43) is divided in two rules in the following way: 
- Rule 1: Imposing β = 1 in (3.43) gives  
  “If X is A then Y is B is α “   (3.48) 
 
 and the conditional measure is now defined as: 
  
l B A u B A
l B A u B A
( | ) ( | )
( | ) ( | )
= =
¬ = ¬ = −
α
α
1
0 1
 (3.49) 
 
 with (3.39) unchanged. The inferred output fuzzy set is (see also figure 3.9, where a 
graphical interpretation of the inference model applied to rule 1 is shown in the top 
graphic, for trapezoidal fuzzy sets): 
  ( )B s B s1 1*( ) ( ) ( )= ⊕ ⊕ −λ α   (3.50) 
 
- Rule 2: Imposing α = 1- β, in the rule (3.48) gives  
  ”If X is A then Y is B is (1 - β)“  (3.51) 
 
 and the conditional measure is now defined by: 
  
l B A u B A
l B A u B A
( | ) ( | )
( | ) ( | )
= − =
¬ = ¬ =
1 1
0
β
β   (3.52) 
 
 with (3.39) unchanged. The output fuzzy set generated is (see also the middle graphic 
in figure 3.9): 
   ( ) ( )B s B s2 1*( ) ( )= − ⊕ ⊕λ β   (3.53) 
 
Finally, the output B* is obtained by combining outputs (3.50) and (3.53) with the 
Lukasiewicz t-norm (see also bottom of figure 3.9) 
  B s B B* * *( ) = ∗1 2   (3.54) 
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γ
1
1
∗Β1
Β
1
γ
2
1
γ
1
γ
2
Β∗
Inferrred output from Rule 1
Inferrred output from Rule 2
Combined output from Rules 1 and 2
1−Β
∗Β2
∗Β1
∗Β2
 
 
Figure 3.9 Inference model from rules 1 (3.48) and rule 2 (3.51); γ λ α1 1= ⊕ −( ) , γ λ β2 = ⊕ . 
 
 
The output fuzzy set B* obtained in (3.54) combining the fuzzy sets B1
* and B2
* 
(resulting from fuzzy rules (3.48) and 3.51), respectively) with the Lukasiewicz t-norm, 
is exactly the same as (3.47).  
 B s B B B B*( ) * max( , )* * * *= = + −1 2 1 2 1 0 ,  
but because B s1 0
*( ) ≥  and B s s2 0*( ) ,≥ ∀  and α, β, λ ≥0, comes: 
 B s B s B s B s B s*( ) ( ) ( ) ( ) ( ( )( )* * *= + − = − − − +1 2 11 1 λ β λβ  
and, finally, (3.47) 
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 ( ) ( )B s B s B s*( ) ( ) ( ) ( )( )( )= ⊕ ⊕ − − − −λ α β λ1 1 1  
 
 
3.3.5 Inference with connectives in premises 
 
Let us consider the following fuzzy inference problem 
 
 
 (rule) If X is A and X is A and and X is An n1 1 2 2 ...  then Y is B (3.53) 
 (input) X is A and X is A and and X is An n1 1 2 2
∗ ∗ ∗...  (3.54) 
 (inferred output)  Y is B* 
 
 where: 
 - Xi are variables on universe Ui (i=1, …,n), Y is a variable on reference set S,  
 - Ai are fuzzy sets on fuzzy domains DXi, and B is a fuzzy set on DY; 
 - Ai
∗ are the inputs and B* is the inferred fuzzy set. 
 
Figure 3.10 Inference problem with conjunctions in premises 
 
If the above fuzzy inference problem is rewritten with: 
 X=(X1, X2, ..., Xn), A=(A1, A2, ..., An) and ( )A A A An* , ,...,= ∗ ∗ ∗1 2  
then a similar inference problem to the one described in figure 3.5 is obtained. All that 
is left to be done, is to define a measure on UA and a conditional measure representing 
rule (3.53), that is, to define the compatibility between the conjunction of Ai and the 
conjunction of Ai
∗, c A A( , )∗ . 
 
Considering that: 
1. the greater the compatibilities between each Ai and Ai
∗ (given by c A Ai i( , )
∗ ) are, the 
greater the compatibility between vector A and A* is, because these factors denote a 
conjunction of facts; 
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2. if there is an i (i=1, …,n), such that the compatibility between Ai and Ai
∗ is low, the 
compatibility degree between A and A* should be low, too; 
 
it seems appropriate to calculate c A A( , )∗  as a function of c A Ai i( , )
∗  through a 
conjunctive operator (e.g. a t-norm); the minimum t-norm was chosen because it 
satisfies requirements 1. and 2. above.  
 
The compatibility between A and A* is, thus: 
 c A A c A A
i
i i( , ) min{ ( , )}
∗ ∗=  (3.57) 
where c A Ai i( , )
∗  was defined in (3.34).  
 
The negation of input vector A can be interpreted as the disjunction of the negations of 
each input Ai. Thus, the compatibility degree between ¬A and A*, c A A( , )¬ ∗ , can be 
defined through a disjunctive operator (e.g. a t-conorm); the maximum t-conorm was the 
t-conorm chosen.  
 
The compatibility between A and A*, c A A( , )¬ ∗  is, thus:  
 c A A c A A
i
i i( , ) max{ ( , )}¬ = ¬∗ ∗  (3.58) 
 
Hence, from (3.57) and (3.58), a measure on the antecedent domain is defined as 
 u A A c A Ax ( ) ( , )
∗ ∗=  
 u A A c A Ax ( ) ( , )¬ = ¬∗ ∗  (3.59) 
 
It can be easily proved that ([Camp, 1993]) 
u A A u A Ax x( ) ( )
∗ ∗+ ¬ ≥ 1 
because if each Ai is a normalised fuzzy set, then c A A c A A ii i i i( , ) ( , ) ,* *+ ¬ ≥ ∀1 . Thus, ux 
can be interpreted as an upper probability measure. 
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Using the above measure, the conditional measure defined by (3.32) and (3.33) for rules 
without uncertainty and by (3.44) and (3.45) for rules with uncertainty, and the 
propagation model defined in section 3.2.2, the result of the inference model for 
conjunctions in premises is (3.42) for certain rules and (3.47) for uncertain rules, with  
   λ λ λ= = ¬ ∗max , ( , )
i i i i i
c A A .  (3.60) 
 
 
 
 (rule) If X is A1 or 
   X is A2 or  … or 
   X is Am  then Y is B (3.61) 
 (input) X is A* 
 (inferred output)  Y is B* 
 
 where X=(X1, X2, ..., Xn), As=(As1, As2, ..., Asn), s = 1,…,m and ( )A A A An* , ,...,= ∗ ∗ ∗1 2 . 
 
Figure 3.11 Inference problem with disjunction in premises. 
 
Similarly, for a fuzzy inference problem with disjunction in premises, such as the one 
shown in figure 3.11, a solution can be obtained as for the problem with conjunctions in 
premises shown in figure 3.10, by replacing the min t-norm operator in (3.57) with the 
max t-conorm operator and the max t-conorm operator in (3.58) with the min t-norm 
operator. Hence, a measure on the antecedent domain is obtained as: 
 
u A A c A A c A A
u A A c A A c A A
x
s m
s
x
s m
s
( / ) ( , ) max { ( , )}
( / ) ( , ) min { ( , )}
*
..
*
*
..
*
= =
¬ = ¬ = ¬
∗
=∗
=
1
1
 (3.62) 
 
Using measure ux, the conditional measure defined by (3.32) and (3.33) for rules 
without uncertainty and by (3.44) and (3.45) for rules with uncertainty, and the 
propagation model defined in section 3.2.2, the result for inference problem (3.60) is 
(3.42) for certain rules and (3.47) for uncertain rules, with 
 λ λ λ= = ¬ ∗min , ( , )
i
i i i ic A A .  (3.63) 
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3.4 Conclusions 
 
 
The method of identification of fuzzy systems from examples, presented in section 3.2, 
enables to associate with each fuzzy rule an interval representing the lower and upper 
bounds of uncertainty in the truthfulness of the fuzzy rule, given the evidence supported 
by a set of examples (raw data consisting of on-line measurements on the fuzzy system 
input and output variables).  
 
The inference model described in section 3.3 extends Zadeh’s compositional rule of 
inference in order to infer from fuzzy rules with an associated uncertainty interval. 
Furthermore, the inference model extends the traditional “modus ponens” used in 
Boolean logic and satisfies the properties of a fuzzy inference model. 
 
The learning algorithm described in section 3.2.3 and the inference algorithm for a 
single fuzzy rule described in sections 3.3.4, 3.3.5 are efficient in running time and 
storage requirements. The learning algorithm can be used in training mode, at an initial 
stage and in adaptation mode, after collecting new examples. The inference algorithm 
for a fuzzy system of n rules is going to be presented in the next chapter, adapted to the 
particular fuzzy rule format adopted in these studies. 
 
The model of frequencies in fuzzy domains and the propagation model, described in 
sections 3.2.1 and 3.3.2, respectively, are flexible in the choice of the operators, that is, 
some other alternatives could be considered within the model, without affecting its 
basis. Let us briefly list some of them: 
• the type of matching used in the model of frequencies in fuzzy domain (section 
3.2.1) was based on the Lukasiewicz t-norm but other t-norms could have been used 
instead (for example, the minimum or the product t-norms); 
• the propagation model presented in section 3.3.1 is based on the integration of 
conditional upper measures ( u A( | )⋅ , u A( | )⋅ ¬  ) with respect to a marginal upper 
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measure ( uY ( )⋅  ). Marginal lower measures could also have been chosen, but this 
would entail a change in the underlying concept of conditioning. Moreover, the 
Choquet integral was chosen for the integral operator, because the lower-upper 
measures ( l uX X(.), (.)  ) are Choquet capacities of order two, but the choice could 
have fallen upon other integrals, such as the Sugeno integral ([Camp, 1993]). 
 
The method of identifying fuzzy systems from examples will be applied in chapter 6 to 
an algorithm that automatically designs a fuzzy logic based system given a set of 
training examples and tunes the fuzzy rules obtained every time a set of testing 
examples is available (adaptation mode). Before that, chapter 5 presents the structure of 
the fuzzy logic based CAC (FCAC) proposed in this thesis and also a detailed 
description of the inference algorithm used in these studies, based on the propagation 
model presented in this chapter. 
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4  Fuzzy CAC structure 
 
 
The selection of the fuzzy variables used in the fuzzy logic decision support system to 
CAC (in the following referred as FCAC) aimed at identifying the main traffic factors 
that influence the statistical multiplexing gain and the network performance in terms of 
cell losses. Ovural in [Onvur, 1994] suggests the following factors, for each of the 
multiplexed connections (see also figure 4.1): 
1. average bit rate to peak bit rate ratio; 
2. peak bit rate to link capacity; 
3. burst length to buffer size ratio. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.1 Multiplexing factors (modified from [Onvur, 1994]) 
 
Factors 1 and 2 quantify the resource consumption in terms of the bandwidth required 
by the connections (time resource) and 3 quantifies the resource consumption in terms 
of memory storage, i.e., the output buffer storage requirements (space resource). Factor 
Average Bit Rate to Peak Bit Rate ratio 
Peak Bit Rate to Link Capacity ratio 
Burst length to Buffer Size ratio 
Low High 
High Low 
Long Short 
Deterministic  
multiplexing 
Statistical  
multiplexing 
Average load to Link Capacity ratio 
High Low 
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1 is a global factor and quantifies the network utilisation. This thesis proposes to add to 
this set of three factors another factor, the mean load (given by the sum of the mean bit 
rates of the multiplexed connections) to the link capacity ratio. This additional factor is 
a global factor and estimates how much bandwidth (time resource) is already allocated 
to the existing connections. 
 
The identification of the traffic scenario through the before mentioned set of 4 traffic 
factors, is an attempt to capture the traffic variations in the long term (rate variations) 
and in the mean term (burst size variations) by relating the source traffic parameters, 
peak, mean rate and mean burst length to the available network resources expressed in 
terms of link capacity and output buffer size.  
 
If in future, another traffic factor is identified whose addition to the current model of 4 
factors will improve the characterisation of a specific traffic scenario, this factor can be 
easily added to the current model. But one should always bear in mind that it is not by 
increasing the number of parameters but by choosing the key parameters that contribute 
for the measured cell loss value, that a better traffic model can be achieved. Some of the 
CAC approaches proposed in the literature, such as the convolution approach ([Fabr, 
1994]) and the neuro-fuzzy CAC ([Font, 1996]) are based on a bufferless model and, 
therefore, do not consider factor 3. This study considers that the increase in the 
complexity of the model, by considering factor 3, can be beneficial, if it contributes for 
a more accurate prediction, when the size of the output buffers is such that can absorb 
not only the cell level variations but can also queue partly or totally a burst of 
consecutive cells. 
 
In the following, a more detailed description of the fuzzy linguistic variables selected 
for the antecedent and consequent of the rules is presented as well as the format of the 
fuzzy rules and the shapes of the associated fuzzy sets. 
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4.1 Rule structure  
 
The rule structure chosen to represent the relation between input and output fuzzy 
variables is 
 
 Ri:  If X1 is A1i and ... and X4 is A4i then Y is Bi  (4.1) 
 
where Ri denotes the i-th rule, Xj (i=1,...,4) are input fuzzy variables on universe [0, 
umax] and Y is the output fuzzy variable defined on universe [0, vmax] and Aji (j=1,...,4) 
and Bi are fuzzy sets of the fuzzy domains of variables Xj and Y, respectively. 
 
4.2 Definition of the fuzzy linguistic variables  
 
The definition of the input fuzzy (linguistic) variables is the following: 
 
• X1 is the aggregate mean bandwidth offered to the link (Mean Offered Load) and 
linguistically expresses the degree of utilisation of the system. 
  
• X2 is the aggregate ratio of the weighted mean to peak bandwidths (Mean to Peak 
Ratio) and linguistically expresses how close the behaviour of each of the 
connections is to that of a constant bit rate (CBR) connection, for which mean and 
peak bit rates are equal. 
  
• X3 is the Relation between Peak rate and Link Capacity and linguistically expresses 
how much bandwidth (time resource) the connections require in terms of peak bit 
rate. 
  
• X4  is the Mean Buffer Allocation and linguistically measures the requirements of the 
connections in terms of buffer space (space resource). This will have an influence on 
the amount of cells lost in case the sum of the bandwidths for each connection 
4  Fuzzy CAC structure 
 101
exceeds the link capacity and the excess cells have to be stored in the output buffer 
before being served. 
 
The output linguistic variable, Y, represents the maximum predicted cell loss ratio (ratio 
of cells lost per cells sent) per connection to be expected for a multiplexed traffic 
scenario consisting of the new connection and the existing ones. 
 
4.3 Definition of the fuzzy variables mappings 
 
In order to match the crisp input values with the fuzzy variables in the antecedent of the 
rules, mappings need to be defined so that the input values are translated into values of 
the universe of the fuzzy terms (fuzzy sets) of the domain of each variable. This 
involves normalising each input to the maximum value that it can assume in reality, so 
obtaining a value in the interval [0, 1] and then scaling the normalised value to the 
maximum value of the universe of the correspondent variable. 
 
The normalisation and scaling of the crisp inputs to match the fuzzy variables in the 
rule’s antecedent (fuzzification) is given as follows: 
 
- The crisp input, x1, that matches variable X1, the Mean Offered Load, is obtained by 
normalising the sum of the mean bit rates of all connections to the link capacity, C, 
and then, scaling the result to umax, where umax is the upper bound of the universe of 
variable X1. Thus, x1 = f1(mi), where mi (1≤ i ≤ N) is the mean bit rate of connections of 
type i, N is the total number of connections and f1 is defined as: 
  f uN1 0 1 0:[ , ] [ , ]max→  
  f m m u
m
CN
i
i
N
1 1
1( ,..., ) max= ⋅ =
∑
  (4.2) 
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- The crisp input, x2, that matches variable X2, the Mean to Peak Ratio, is obtained by 
summing the “weighted” mean to peak ratios of all connections and normalising that 
value to the sum of the mean rates of all connections. Because the connections may 
have the same mean to peak ratio but different mean rates, the weight is given by the 
mean rate. Thus, x2 = f2(mi, pi), where mi is the mean bit rate and pi the peak bit rate of 
connections of type i (1≤ i ≤ N), N is the total number of connections and f2 is defined 
as: 
  f uN N2 0 1 0 1 0:[ , ] [ , ] [ , ]max× →  
  f m m p p u
m
p
m
m
N N
i
i
i
i
N
i
i
N2 1 1
1
1
( ,..., , ,..., )
( )
max=
⋅
=
=
∑
∑
,  (4.3) 
 
- The crisp input, x3, that matches variable X3, the Peak rate to Link Capacity ratio is 
obtained by calculating the “weighted” sum of the peak to link capacity ratio of each 
connection. The weights wi are the square root of the peak to link capacity ratios. The 
reason for choosing this weight function is that it enables to exaggerate the influence 
of the actual peak to link ratio as soon as it starts to increase, and therefore, more 
easily can a high peak to link ratio be detected from the obtained value. 
 
 Thus, x3 = f3(pi), where pi the peak bit rate of connections of type i, (1≤ i ≤ N), N is the 
total number of connections and f3 is defined as: 
  f uN3 0 1 0:[ , ] [ , ]max→  
  f p p u
w p
C
w
N
i
i
i
N
i
i
N
P
3 1
1
1
( ,..., ) max= ⋅
⋅








=
=
−
∑
∑
,  (4.3) 
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 with w
p
Ci
i= , P∈[0,1] is a scaling parameter representing the maximum allowed 
value for 
p
C
i , 1≤ i≤ N (suggestion: P = 0.5) and C is the link capacity. 
 
- The crisp input, x4, that matches variable X4, the Mean Burst Length to Buffer Size 
ratio linguistically measures the requirements of the connections in terms of buffer 
space (space resource). The crisp input to match this variable, x4, is obtained by 
calculating the ratio between the mean burst length, bi, and the buffer size, K, for each 
non-CBR connection i, and normalising the obtained value by a threshold value, a, 
a∈N. The parameter a is an integer multiple of the buffer size and enables to scale the 
mean burst length, bi, when its value is over the size of the buffer (suggestion:  
a = 100). 
 
 Because the value of the input x4 is required to be normalised (transformed in a value 
between 0 and 1) and considering that b aKi ∈[ , ]0  the following reasoning is applied: 
adding and dividing by K, comes b K
K
ai + ∈ +[ , ( )]1 1 , then applying logarithms, a 
normalised value is obtained as 
log
log ( )
[ , ]
10
10 1
0 1
b K
K
a
i +



+ ∈ . Summing the previously 
obtained ratio for N non-CBR connections, yields the expression for f4: 
  f uN4 0 1 0:[ , ] [ , ]max→  
   ( )f b b u
b k
k
N aN
i
i
N
4 1
101
10 1
( ,..., )
log
logmax
= ⋅
+



⋅ +
=∑
  (4.5) 
 
 If there are CBR connections among the multiplexed connections, the mean burst 
length of CBR traffic can be considered to assume its maximum value, that is,  
bCBR = ak and in this case N will refer to the total number of connections, including 
also non-CBR. 
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- The crisp output value, y, obtained after defuzzification of the value of output variable 
Y, the Maximum Cell Loss Ratio, represents the negative power of ten for the 
maximum cell loss ratio per connection obtained for a traffic scenario consisting of 
the existing connections and the new connection. The universe of Y is the set of 
integers between 1 and vmax. 
 
Previously, when we refer to N, the total number of connections, we refer to the 
connections already accepted in the ATM link and also the connection upon which the 
CAC decision is going to be made. 
 
 
4.4 Definition of the membership functions  
 
The values of fuzzy variables X1, to X4 are linguistic terms (fuzzy sets) which are 
defined by membership functions. In order to achieve flexibility in the definition of the 
membership function shape, symmetrical exponential membership functions (see figure 
4.2) have been chosen for the linguistic terms of the antecedent of the rules. These 
functions enable to obtain membership functions’ shapes that can be close to triangular 
or trapezoidal by varying the values of definition parameter β in expression (4.6) below. 
Moreover, the amount of overlapping between adjacent fuzzy sets can be adjusted by 
varying parameter σ in expression (4.6). Symmetrical exponential functions are defined 
by ([Ng, 1994]): 
 
  f x
x
( ) exp= − −






α
σ
β
  (4.6) 
where: 
- x is a value of the universe of fuzzy set f, Uf; 
- α (∈ Uf) is the position parameter which describes the centre of symmetry of the fuzzy 
set f; 
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- β (∈ [1.5, 5.0]), is the shape parameter which enables to obtain fuzzy sets’ shapes such 
as triangles and trapeziums; 
- σ (∈ [0.1, 3.0]), is the scale parameter which modifies the base-length of the 
membership function and determines the amount of overlapping. 
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Figure 4.2 Bell-shaped membership functions.  
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( ) exp= − −






α
σ
β
, i = 1, ..., 7 
α1=0, α2=1.5, α3=2, α4=3, α5=4, α6=4.5, α7=6; 
β1=3, β2=5, β3=5, β4=2.5, β5=5, β6=5, β7=3; 
σ1= 2 , σ2= 2 , σ3=1, σ4=0.3, σ5=1, σ6= 2 , σ7=2.5; 
 
 
The output linguistic variable, Y, cell loss ratio is described by linguistic terms 
represented by singletons, {s}, where s is the negative power of ten of the cell loss ratio. 
The membership function of {s} is the usual for a conventional set: 
   { }f x
x s
x ss
( )
,
,
= =≠

1
0
.  (4.7) 
 
Singletons were chosen for the consequent fuzzy variables, aiming to simplify the 
learning process. This way the number of examples required for training and testing is 
much less than the required to obtain a floating point value for the cell loss ratio. 
Furthermore, for CAC purposes, the predicted cell loss ratio does not need to have a 
floating point precision, because the predicted value helps in the CAC decision making 
and is not to be used for any further calculations.  
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4.5 FCAC Inference algorithm  
 
In the following, FCAC‘s inference algorithm is presented for a rule-base with n fuzzy 
rules and for fuzzy rules with fuzzy sets in the antecedent of the rule and singletons in 
the consequent. The rule base has the form: 
 
 R if X is A then Y is B1 1 1 1 1≡ [ , ]α β  
 R if X is A then Y is B2 2 2 2 2≡ [ , ]α β  
 ... 
 R if X is A then Y is Bn n n n n≡ [ , ]α β  
where: 
- X X X X= ( , ,..., )1 2 4 , where Xi is defined in the continuous universe [0, umax], 
1 ≤ ≤i n , 
- ( )A A A Ai i i i= 1 2 4, ,...,  are fuzzy sets of the domain of Xi, 
-  Y is defined in the discrete universe { ,..., }max1 v , where vmax is an integer, 
- Bi  is a fuzzy set of the domain of Y. 
 
The inference algorithm shown in table 4.1 is inspired on the inference model presented 
in chapter 3, section 3.3, and based on the research by Campos and Gonzalez ([Camp, 
1993]). The inference method described in chapter 3 has been applied to a single rule, 
the inference algorithm further presented ([Ram, 1996]) enables to infer from a rule 
base with n rules and has been adapted to the fuzzy rule format adopted in this study . 
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 Table 4.1 FCAC Inference algorithm ([Ram, 1996]) 
1.  Initialisation  
 
 λmin[r] = 1,  λmax[i,r] = 0, B* [r] = 1, (4.8) 
 
 where i is the index for the rule, 1 ≤ i ≤n, and r is the integer negative power of ten representing the value that 
for the consequent variable, Y, can assume, r∈ {x∈N: 1≤x≤ m}. 
 
2.  Normalisation and scaling 
 
 Calculate the crisp values xi for the crisp input vector A x x x x* ( , , , )= 1 2 3 4  (for more details on how to 
calculate the crisp values see section 4.3). 
 
3.  Propagation through the fuzzy rule base (parallel inference) 
  
 For each of the n rules do (i is the index of the rule): 
  
3.1. Calculate λmax[i, r] = ( )max ( )
..j
ij jA x=
−
1 4
1  (see footnote 1) (4.9) 
 
 where Aij are the fuzzy sets that variables Xj (j=1…4) in the antecedent of rule i assume as its value and 
r is the integer negative power of ten that variable Y in the consequent of rule i assumes as its value. 
 
3.2.  If (λmax[i, r] < λ min[r]) then calculate the output fuzzy sets B1[r] and B2[r] given by (3.50) and (3.53), 
respectively (see chapter 3, section 3.3.4) 
 
 3.2.1. λ λmin max[ ] [ , ]r i r= ; (4.10) 
 3.2.2. B r i r i1 1[ ] [ , ] ( [ ])max= ⊕ −λ α ; (4.11) 
 3.2.3. B r i r i2[ ] [ , ] [ ]max= ⊕λ β , (4.12) 
 where α[i] and β[i] are respectively, the lower and upper bounds of the uncertainty interval associated 
with rule i. 
 
3.3. For each of the possible r values, r∈ {x∈N: 1≤x≤ m}, that variable Y can assume do: 
 
 3.3.1. If (λ min[r] > 0.5 ) then B* [r] = 0; 
3.3.2. Else, for each of the possible s values, s∈ {x∈N: 1≤x≤ m}, that variable Y can assume do (see 
footnote 2): 
 
( )( )B r
B r B s s r
B r B s s r
∗
∗
∗=
=
≠



[ ]
min [ ], [ ]
min [ ], [ ]
2
1
 (4.13) 
4.  Defuzzification 
                                                           
1  Conjunction in the antecedents: λmax [i, r] is given by (see chapter 3, section 3.3.2, expressions (3.34) and (3.58)) 
 λmax [i, r] = c(¬A, A*) = ( )max ( , )
..j
ij jc A x=
¬
1 4
= ( ){ }max sup max ( ) ( ) ,
..j x U
j ij
X j
x x A x
= ∈
+ ¬ −





1 4 1 0  
 = ( ){ }max sup max ( ) ( ) ,
..j x U
j ij
X j
x x A x
= ∈
+ − −





1 4 1 1 0 = ( ){ }max sup max ( ) ( ),..j x U j ijX j x x A x= ∈ −





1 4 0  
 = ( )max ( )
..j
ij jA x=
−
1 4
1 , because x x
x x
x xj
j
j
( )
,
,
= =≠

1
0
. 
2  Disjunction in the antecedents: a set of n rules of the form “If X is A(i) then Y is B”, i=1, ...., n, can be seen as a 
rule “If X is A(1) and ... and X is A(i) ... and X is A(n) then Y is B”, where A(i) is the fuzzy vector in the antecedent of 
rule i. Applying expression (3.62) comes (4.13).  
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4.1.  Calculate ( )M B r
r m
= ≤ ≤
∗max [ ]
1
 (4.14) 
  
4.2.  Calculate the output crisp value, y*, using the Mean of Maximum defuzzification method, that is, by 
averaging the support values, r, of the inferred fuzzy set B*, whose membership function value,  
B* [r], reaches the maximum value, M: 
 
 y
r
n
r m B r M
r
* : [ ]= ≤ ≤ =∗
∑
1  (4.15) 
 
 where nr is the number of quantified levels, r, of the support of B* which reach the maximum 
membership value, M. 
 
 
 
4.6 Conclusions 
 
The set of traffic factors chosen to characterise the traffic behaviour of the connections 
multiplexed on an ATM link enabled to identify the fuzzy variables in the antecedent of 
the rules. 
 
The format of the rules chosen, more precisely the use singletons in the consequent of 
the fuzzy rules, enables to have a smaller precision for the set of possible values for the 
cell loss ratio (integer negative power of ten) which is compensated by the addition of 
one more traffic factor, the mean burst length to buffer size ratio, in the identification of 
the traffic scenario under study. Thus, FCAC considers not only the bandwidth 
requirements (time resource) of the multiplexed connections but also the queueing 
requirements in terms of the output buffer (space resource). 
 
Bell shaped fuzzy sets were chosen for the fuzzy domain of the input variables in order 
to add flexibility to the definition of the correspondent membership function. Bell 
shaped fuzzy sets can look like triangular or trapezoidal fuzzy sets by an adequate 
choice of its definition parameters. Moreover, the amount of overlapping between 
adjacent fuzzy sets can also be controlled. 
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The inference algorithm is efficient in terms of storage and processor requirements. The 
algorithm uses four vectors with m elements (m is set, for example, to 12 if the smallest 
cell loss ratio to be predicted is 10-12) and one matrix with n×m entries, where n is the 
number of rules.  
 
The inference calculations require, for n rules: 
• to calculate the maximum of 4 possible values (expression (4.9)), 
• to calculate expressions (4.10 to (4.12), 
• the calculate expression (4, 13), B*, requires a maximum of m2 iterations, but in 
practice only 3 m or 4 m iterations are required, if the inferred cell loss ratio is one of 
three or 4 possible values, respectively. 
• to calculate the maximum of m possible values in expression (4.14). This is 
straightforward because in practice just one or two values are different from zero.  
 
The maximum number of rules permitted is not fixed for FCAC’s rule base and the 
actual number of rules is given as a side result of the automatic design method explained 
in the following chapter. 
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5 Using genetic algorithms to design 
automatically the fuzzy knowledge base 
 
 
A learning technique can be viewed as a search technique in which the states of the 
search space consist of all the possible hypotheses (rules) for a particular concept and 
the aim is to find one or more states satisfying a pre-established acceptance criterion. 
With this in mind, the learning algorithm would be an algorithm which after generating 
a rule, tests to see if it satisfies a pre-established acceptance criterion; if not, it 
continues generating and testing rules and in doing so, searches the space of solutions 
until the acceptance criteria are fully satisfied.  
 
Recently, the need for fast problem solving algorithms for optimisation problems has 
brought to light probabilistic search algorithms, including probabilistic hill climbing, 
simulated annealing (see [Ackl, 1987] for more details), genetic algorithms (GA) (see 
[Holl, 1975]), evolutionary programming (EP) (see [Fogel, 1966]) and evolution 
strategies (ES) (proposed by I. Rechenberg, see [Rech, 1973]), and Hans-Paul 
Schewfel, see [Schw, 1981]). Michalewicz  in ([Mich, 1992], page 13) presents the 
term “probabilistic algorithms”, referring that: 
“probabilistic algorithms […] do not guarantee the optimum value, but by randomly choosing 
sufficiently many ‘witnesses’ the probability of error may be made as small we like. […] 
In general, any abstract task to be accomplished can be thought of as solving a problem, which, in 
turn, can be perceived as a search through a space of potential solutions. […] For small spaces, 
classical exhaustive methods usually suffice; for larger spaces special artificial intelligence techniques 
must be employed.”  
 
A search algorithm requires that two main objectives are balanced: exploitation of the 
best solutions and exploration of the search space. Hill climbing is a good example of a 
strategy that mainly exploits the promising regions of a search space, whereas random 
search strategies do not select promising regions of a search space before commencing 
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their exploration of it. GA are general purpose (domain independent) search methods 
which provide a good balance between exploration and exploitation of the search space 
([Mich, 1992]). 
 
This chapter describes the application of GA to non-symbolic systems, that is, which 
are systems that do not represent knowledge explicitly (e.g. neural networks, fuzzy 
logic based systems). The learning algorithm is based on the algorithm by Herrera et al. 
in ([Herr, 1995]) and performs the following functions: 
• automatic generation of the set of fuzzy rules that describe the relation between the 
traffic behaviour of a set of multiplexed connections and the maximum expected cell 
loss ratio per connection. The generation process uses pairs of input-output data, also 
referred to as training examples, that consist of on-line measurements (using ATM 
traffic analysers or ATM simulators) on the fuzzy system input and output variables, 
• tuning of the fuzzy sets for each of the rules every time a new set of test examples is 
available in order to update the knowledge of the traffic to take into account possible 
changes in the observed traffic patterns. 
 
A brief introduction to GA and their associated terminology is presented in section 4.1. 
 
Section 4.2 describes the characteristics and implementation aspects of the GA used in 
each of the following three learning phases: 
1.  generation of the fuzzy rules; 
2.  simplification of the rule set previously obtained; 
3.  tuning of the fuzzy sets for each rule of the simplified rule set. 
 
The characteristics of the GA used in each phase of the algorithm are described and 
implementation aspects discussed. 
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5.1 Introduction to Genetic Algorithms 
 
Genetic Algorithms (GA) are categorised as “weak” Artificial Intelligence (AI) problem 
solving strategies, because, as opposed to “strong” problem solving strategies (e.g. 
Evolution Strategies), GA make few assumptions about the problem domain. Hence, 
they enjoy wide applicability. Weak AI strategies can cause combinatorial explosive 
solution costs when scaling up to large problems. On the other hand, making strong 
assumptions about the problem domain in the design of an algorithm, very often 
requires significant redesign when the same algorithm is applied even to related 
problems ([Mich, 1992]). 
 
GA are best described as search algorithms rather than optimisation algorithms because 
the GA search paradigm is not meant to fit a particular problem domain but a large 
variety of problem domains. GA can find one or more optimal solutions to a problem; 
these solutions may also be optimum, although this is not guaranteed. 
 
GA are different from normal optimisation and search procedures in several ways. 
• GA work with a coding of the parameter set, the chromosome, not the parameters 
themselves; 
• GA search from a set of possible solutions, the population, not a single solution; 
• GA use payoff information, the objective function, not derivatives or other auxiliary 
knowledge; 
• GA use probabilistic transition rules, not deterministic rules. 
 
GA are probabilistic algorithms which start with an initial set of likely problem 
solutions or a randomly initialised set, if no solutions are known, and then evolve 
towards optimal solutions (see also [Gold, 1989] for more details). New solutions are 
generated with the use of genetic operators inspired by the reproductive processes 
observed in nature. 
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Table 5.1  Comparison of natural and artificial genetics 
terminology ([Gold, 1989, pp.22) 
 
Natural Genetics Artificial Genetics  
chromosome string 
genotype structure 
phenotype alternative solution 
gene feature 
allele feature value  
locus string position 
 
 
GA terminology used in the literature is rooted in both natural genetics and computer 
science and the corresponding terms are used interchangeably. For instance, following 
Goldberg’s “lingo” ([Gold, 1989], pp. 21): 
“Roughly speaking, the strings of artificial genetic systems are analogous to chromosomes in 
biological systems. In natural systems, one or more chromosomes combine to form the total genetic 
prescription for the construction and operation of some organism. In natural systems, the total genetic 
package is called the genotype. In artificial genetic systems the total package of strings is called a 
structure […]. In natural systems, the organism formed by the interaction of the total genetic package 
with its environment is called the phenotype. In artificial genetic systems, the structures decode to 
form a particular parameter set, solution alternative, or point (in the solution space). 
[…] In natural terminology, we say that chromosomes are composed of genes, which may take on 
some number of values called alleles [and] the position of a gene [is] its locus. In artificial genetic 
search strings are composed of features or detectors, which take on different values. Features may be 
located at different positions on the string.” 
 
Goldberg in ([Gold, 1989]) describes GA as: 
“search algorithms based on the mechanics of natural selection and natural genetics. They combine 
survival of the fittest among string structures with a structured yet randomised information exchange 
[…]. In every generation, a new set of artificial creatures (strings) is created using bits and pieces of 
the fittest of the old ones [cross-over]; an occasional new part is tried for good measure [mutation].” 
 
Let us assume that the space of solutions is the set of integers between 1 and 63 and that 
we want to search, using a GA, the maximum solution of the function f x x( ) = 2 . 
 
First of all, five components need to be defined for the above mentioned problem: 
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1. a genetic representation of potential problem solutions or coding of the solutions 
(e.g. for the problem above mentioned we could use a binary string of six digits, say 
100100, to represent the integer solution 36); 
  
2. a method for creating an initial population either using likely problem solutions or 
initialising the population randomly; 
  
3. a function verifying the fitness of a chromosome (for the problem under study 
f x x( ) = 2  could be the function used); 
  
4. genetic operators changing a gene's contents in a chromosome: 
reproduction: selection of a pair of genes (parents) that will be crossed-over; 
cross-over: joining and mixing characteristics of the two “parent”-chromosomes in 
two “child”-chromosomes; 
mutation: arbitrary change of one or more randomly chosen genes of a selected 
chromosome; 
 
(for example, let us suppose that from a population of n individuals, the individuals 
with chromosomes 110010 and 000110 have been selected for reproduction using a 
“roulette wheel” or proportional selection (see [Gold, 1989], page 11 for details on 
selection algorithms). If the chromosomes are selected for cross-over, with 
probability pcross, at a random string position, say 3, the two child chromosomes 
110110 and 000010 are obtained. If mutation is applied to the chromosome 110110, 
with probability pmutat, at randomly selected positions 3 and 5, the chromosome 
obtained is 111111, and the maximum solution to the above problem, 63, has been 
found);  
 
5. values for the parameters used by the algorithm: 
popsize - maximum number of chromosomes in the population; 
maxgen - maximum number of generations; 
preprod - probability of a specific chromosome to be selected for reproduction; 
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pcross - probability of a specific chromosome to be selected for cross-over; 
pmutat - probability of a specific gene to be mutated; 
threshold - maximum (minimum) value assumed by the fitness function (if known). 
 
Table 5.2 describes the sequence of steps of the simple Genetic Algorithm proposed by 
Goldberg (see also [Gold, 1989], chapter 1 and see chapter 3 for a computer 
implementation of the algorithm).  
 
Table 5.2. Simple Genetic Algorithm ([Gold, 1989]). 
Step 1: Initialisation of parameters: popsize, maxgen, preprod, pcross, pmutat; 
Step 2: Initialise population. 
Step 3: Repeat while number of generations is less than maxgen or threshold has not been reached: 
3.1. Repeat while index(population) is less than popsize: 
3.1.1. Increment index(population) by two. 
3.1.2. Select two parent chromosomes for reproduction with probability preprod; 
3.1.3. Cross-over (with probability pcross) and mutate (with probability pmutat) the parent 
chromosomes to obtain the two child chromosomes; 
3.1.4. Calculate the “fitness” value associated with each of the child chromosomes; 
 3.2. Replace population of parents with population of children. 
 
 
The success behind the search paradigm of the GA is that it implicitly seeks for 
similarities among strings of the population by relating them with the fitness value of 
each of the strings. To explain this, Holland ([Holl, 1968], [Holl, 1975]) suggested the 
term “schema” (plural, “schemata”) to refer to a similarity template. A schema 
describes a subset of strings with similarities at certain string positions Let us consider 
the binary alphabet for ease of explanation and let us add to it the symbol * or “don’t 
care” symbol. With this ternary alphabet {0, 1, *}, schemata can now be created and the 
meaning of the schema can be thought of as a pattern matching mechanism: a schema 
matches a particular string if at every location in the schema a 1 (0) matches a 1 (0) or a 
* matches either 0 or 1. For example, for strings of size 3, the string *10 matches two 
strings {110, 010}. 
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Goldberg relates GA performance to the performance of the schemata by introducing 
the notions of “building blocks” and “implicit parallelism” ([Gold, 1993]): 
“Highly fit, short-defining-length schemata (we call them building blocks) are propagated generation 
to generation by giving exponentially increasing samples to the observed best; all this goes in parallel 
with no special bookkeeping or special memory other than our population of n strings […]. It turns 
out that the number [of schemata processed successfully in each generation] is something like n3. This 
compares favourably with the number of function evaluations (n). [To this processing], we give [the 
name of] implicit parallelism.” 
 
Goldberg ([Gold, 1993], pp.41) adds that the reason why short-length schemata are 
preferred instead of large-length schemata is that they are less susceptible of being 
destroyed after crossover and mutation of the sampled strings. Another reason is, as 
stated before, related to the concept of a building block ([Gold, 1993], pp.41): 
“In a way by working with these particular schemata (the building blocks), we have reduced the 
complexity of our problem; instead of building high-performance strings by trying every conceivable 
combination, we construct better and better strings from these partial solutions of past samplings […] 
just as a child creates magnificent fortresses through the arrangement of simple blocks of wood, so 
does a genetic algorithm seek near optimal performance through the juxtaposition of short, low-order, 
high-performance schemata, or building blocks”. 
 
GA have proved to work well as function optimisers for a number of smooth, unimodal, 
noisy multimodal problems and combinatorial optimisation problems ([Gref, 1985], 
[Gref, 1987]). Nevertheless, and because limited empirical evidence is not enough to 
prove a theoretical statement about the convergence of GA for all types of optimisation 
functions, Bethke ([Beth, 1981]), has generated a number of optimisation test cases that 
are misleading for the simple GA with operators: reproduction, crossover and mutation. 
These are, for that reason, called GA-deceptive functions. GA-deceptive functions are 
functions that contain isolated optima, that is, the solutions with a higher fitness value 
tend to be surrounded by solutions with lower fitness value. Goldberg states ([Gold, 
1989], pp. 45) that the application of genetic algorithms as function optimisers for GA-
deceptive functions requires long waiting times to arrive at near optimal solutions, and 
this has to do with the fact that for these functions the building blocks are misleading 
due to the coding or the fitness function being used. 
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Moreover, the binary coding used in a simple GA, is not adequate for numerical 
problems that require a high floating point precision in the values of their solutions. 
Regarding this, Michalewicz states that ([Mich, 1996]): 
“The binary representation traditionally used in genetic algorithms has some drawbacks when applied 
to multidimensional, high precision numerical problems. For example, for 100 variables with domains 
in the range [-500, 500] where a precision of six digits after the decimal point is required, the length 
of the binary solution vector is 3000. This, in turn, generates a search space of about  
10 1000 [possible solutions]. For such problems genetic algorithms perform poorly.” 
 
The usual justification for using a binary encoding has been that this representation 
gives the maximum number of schemata per bit of information of any coding ([Gold, 
1989]). However, several authors have tried to extend schemata theory to be able to use 
not only binary but also real coded chromosomes: Antonisse in [Anto, 1989] argued 
that the “implicit parallelism” characteristic of binary GA does not depend on the use of 
binary coding. Eshelman and Schaffer in [Esh, 1993] introduced the concept of 
interval-schemata as a tool for real-coded GA analysis. Furthermore, Goldberg in 
[Gold, 1991] presents a convergence theory for GA with parameters encoded as real 
numbers. 
 
Given this, De Jong’s queries in ([DeJo, 1985]) : 
“What should one do when elements in the space to be searched are most naturally represented by 
more complex data structures such as arrays, trees, digraphs, etc? Should one attempt to ‘linearize’ 
them into a string representation or are there ways to creatively redefine crossover and mutation to 
work directly on such structures?” 
find an answer by Michalewicz in [Mich, 1992], when he states: 
“In particular, for parameter optimisation problems with variables over continuous domains, we may 
experiment with real-coded genes together with special “genetic” operators developed for them [in 
order to] move the genetic algorithm closer to the problem space.” 
 
Real encoded GA maintain the principles of evolution and inheritance, but use (1) a set 
of data structures which are richer than the simple binary encoding for chromosome 
representation and (2) a set of genetic operators which are related to the data 
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representation used (for more details on real encoded GA see also [Mich, 1992], [Mich, 
1992a], [Jani, 1990], [Mich, 1991], [Davis, 1989], among others).  
 
In the following, the genetic operators proposed in the literature for real-coded GA (see 
also [Mich, 1992], [Herr, 1995]) are presented and the specific characteristics of each 
operator explained. 
 
 
5.1.1 Reproduction Mechanisms 
 
The reproduction mechanism plays an important role in driving the genetic search 
towards better solutions than the solutions considered in past generations and also in 
maintaining a high diversity in terms of the genotype of the individuals in the 
population ([Bäck, 1991]. The reproduction algorithm defines the selection 
(reproduction) probabilities for each individual within a population, that is, it defines 
the potential that each individual has for producing offspring in the new population. 
 
The simple GA proposed by Goldberg (see [Gold, 1989]) and described in table 5.2, 
uses proportional selection (see definition 5.1 below) to select the individuals for 
reproduction. This algorithm suffers from premature convergence, that is, the entire 
population tends to converge to a particular genotype, representing a local maximum 
(minimum) and the diversity of the search towards a global maximum (minimum) is, 
therefore, annulled. Baker in [Bak, 1985] gives reasons that help to explain these 
phenomena: 
“A common cause of rapid convergence is the existence of super individuals which will be rewarded 
with a large number of offspring in the next generation. Since the population size is typically kept 
constant, the number of offspring allocated to a super individual will prevent some other individuals 
from contributing any offspring to the new generation.” 
and also ([Bak, 1985]): 
“Rapid convergence is not caused solely by an individual receiving too many offspring, but also by 
the often related situation of many individuals being denied any offspring.” 
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To control or prevent rapid convergence, one either develops a fixed selection 
algorithm which avoids rapid convergence; or a hybrid system, which adapts the 
selection algorithm to handle rapid convergence when it occurs ([Bak, 1985]). The first 
approach is chosen in this thesis because using Baker’s ranking system as the selection 
mechanism (see also [Bäck, 1991] for other selection mechanisms) together with the 
stochastic universal sampling algorithm ([Bak, 1987]) premature convergence can be 
controlled, by fixing the expected number of offspring (the expected value) for each 
individual in the population. This way, individuals with a high fitness value are not 
allowed to receive an unlimited number of offspring, blocking other less fit individuals 
to produce any offspring (premature convergence). The expected value is based on the 
“rank” of the individual’s performance and not in its magnitude. The algorithm used to 
convert floating point expected values to an integer number of offspring for each 
individual is called the sampling algorithm. 
 
Consider the GA population at generation t ∈N, P a a It t t= ∈( ,..., )1 λ , where λ>1 is the 
population size and I is the space of individuals ai
t , i=1, …, λ.The fitness function 
f I: → r provides the environmental feedback to calculate the selection probabilities, 
p as i
t( ) , that each individual ai
t  has to be selected for reproduction (the expected value) 
and p as i
t
i ( ) ==∑ 11λ . 
 
Definition 5.1 (Proportional selection, [Hol, 1975]): 
 p a f a
f a
s i
t i
t
j j
t
( ) ( )
( )
=
=∑ 1λ
 (4.1) 
 
For reproduction mechanisms based on “ranking”, a mapping rank I: { ,..., }→ 1 λ  is 
defined satisfying: 
∀ ∈ = ⇔ ∀ ∈ − ◊ +i rank a i j f a f ait jt jt{ ,..., }: ( ) { ,..., }: ( ) ( )1 1 1 1λ λ  
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where ◊  denotes the ≤ relation in case of a minimisation problem and ≥ in case of 
maximisation. In the following, it is assumed that individuals are always sorted 
according to their fitness values , with at1  representing the best individual of P
t  and i 
denoting the rank of individual ai
t . 
 
Definition 5.2 (Linear ranking selection [Bak, 1985]) 
 p a is i
t( ) ( )max max min= − − −−




1 1
1λ η η η λ , (4.2) 
where η ηmin max= −2  and 1 2≤ ≤ηmax . 
 
The quantities ηmax and ηmin are the upper and lower bounds for the expected values of 
each individual, respectively. Usually, the value chosen for ηmax, is 1.1, because 
according to studies done by Baker (see also [Bak, 1985]), the value 1.1 forces the 
percentage of the current population which contributes offspring to the next generation 
to a desirable value between 94% and 100%. 
 
Definition 5.3 (Stochastic Universal Sampling [Bak, 1987]). The following is a 
“C” code fragment to select individual i, given the expected value, ExpVal[i]: 
 
ptr = Rand(); 
for (sum= i= 0; i < popsize; i ++) 
 for (sum += ExpVal [i]; sum > ptr;  ptr ++) 
 Select_individual (i); 
 
Thus, an individual i is guaranteed  ExpVal [i] offspring and no more than  
ExpVal [i], where x and x are, respectively, the biggest integer that do not exceeds 
x and the smallest integer that exceeds x. Baker ([Bak, 1987]) warns that the population 
should be “shuffled” before crossover in order to eliminate the positional bias of an 
individual in the population. 
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A selection scheme for reproduction purposes can be classified as “elitist” or pure 
selection, according to the number of times parents are allowed to be selected to 
reproduce, throughout generations. Quoting Bäck et al in [Bäck, 1991]: 
“Normally, parents are allowed to reproduce in one generation only. Then, they die out and are 
replaced by some offspring. A selection scheme which enforces a life time of just one generation for 
each individual regardless of its fitness is referred as pure selection. In an elitist selection scheme 
some or all of the parents are allowed to undergo selection with their offspring [DeJo, 1975]. This 
might result in ‘unlimited’ life times of super-fit individuals.” 
 
Definition 5.4 (Elitist Selection, [Bäck, 1991]) 
A selection scheme is called elitist or k-elitist if and only if  
∃ ∈ ∀ > ∀ ∈ ◊ −k popsize t i k f a f ait it{ ,..., } { ,..., }: ( ) ( )1 0 1 1  
 
Definition 5.5 (Pure Selection [Bäck, 1991]) 
A selection scheme is called pure if and only if there is no k ∈{ ,..., }1 λ  which 
satisfies the k-elitist property. 
 
 
 
 
5.1.2. Genetic operators 
 
The operators used in real-coded GA are different from the ones used in binary coded 
GA, more precisely ([Mich, 1992], pp.125): 
• the space of solutions is a real valued space Rq, where a solution is coded as a vector 
with q floating point components; 
• genetic operators can be non-uniform, if their action depends on the age of the 
population. 
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The size of the chromosome is the same as the length of the vector which is the solution 
to the problem; in this way, each gene represents a variable of the problem. The values 
of each gene are forced to remain within the boundaries of the interval domain of each 
variable by requiring that the space of solutions, generated by the genetic operators 
crossover and mutation, be convex, that is, satisfies the following requirements ([Mich, 
1992]): 
R1: for any two points s and t in the solution space S, the linear combination 
a s a t⋅ + − ⋅( )1 , where a ∈[ , ]0 1 , is a point in S; 
R2: for every point s ∈S  defined in interval [l, u] and any line p such that s∈p,  
p intersects the boundaries of S at precisely two points, say lp
s  and up
s . 
 
5.1.2.1 Mutation operator 
 
The mutation operator in real-coded domains is quite different from the mutation 
operator in binary coded ones, regarding the actual gene mutation: the gene, being a 
floating point number is mutated in a dynamic range. 
 
Let us assume that C = (c1, …, cq) is the chromosome selected to be mutated, with 
probability pmutat, and ci (i ∈{1, …, q}) is a gene of chromosome C selected at random 
among the set of genes of chromosome C. The result of applying the mutation operator 
to C is a chromosome C’ = ( ,..., ,..., )'c c ci q1  where ci
' , defined in domain [li, ui], is given 
by: 
 
Definition 5.6 (uniform mutation, [Mich, 1992]): ci
'  is a random value from the 
range [li, ui], calculated using the uniform probability distribution. 
 
Definition 5.7 (boundary mutation, [Mich, 1992]): ci
'  is either li or ui with equal 
probability. 
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Definition 5.8 (non-uniform mutation, [Mich, 1992]): ci
'  is given by expression  
 c
c t u c if a
c t c l if ai
i i i
i i i
' ( , )
( , )
= + − =− − =

∆
∆
0
1
 
 
where a is a random number which value is either 0 or 1, and ∆(t, y) is given by: 
 ∆( , ) .t y y r t
T
b
= ⋅ −

1  
where r denotes a random number in the interval [0, 1], T is the maximum number of 
generations and b is a parameter, defined by the user, which determines the degree of 
dependency with the number of iterations. The function ∆(t, y) returns a value in the 
range [0, y] such that the probability of ∆(t, y) being close to 0 increases as the number 
of generations increases. This enables non-uniform mutation to search the space of 
solutions uniformly when the number of generations is small and very locally at later 
stages ([Mich, 1992]). 
 
 
 
5.1.2.2 Cross-over operator 
 
Let us assume that chromosomes C c c ci q
1
1
1 1 1= ( ,..., ,..., )  and C c c ci q2 12 2 2= ( ,..., ,..., )  are 
selected, with probability pcross, to be crossed-over. Then the result of the application of 
the cross-over operator is (in the following only cross-over operators that satisfy the 
convexity requirements R1 and R2, in section 5.12, are presented): 
 
Definition 5.9 (Arithmetical cross-over, [Mich, 1992], [Herr, 1994]): the two 
chromosomes: 
D d d di q
1
1
1 1 1= ( ,..., ,..., )  and D d d di q2 12 2 2= ( ,..., ,..., )  
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where d a c a ci i i
1 1 21= ⋅ + − ⋅( )  and d a c a ci i i2 2 11= ⋅ + − ⋅( )  and a ∈[0, 1] is a constant 
(uniform arithmetical cross-over) or varies with the maximum number of generations 
(non-uniform arithmetical cross-over). 
 
Definition 5.10 (Max-Min arithmetical cross-over, [Herr, 1995]): the two best 
chromosomes among the following four chromosomes: 
D d d di q
1
1
1 1 1= ( ,..., ,..., ) ,  
D d d di q
2
1
2 2 2= ( ,..., ,..., ) ,  
D d d di q
3
1
3 3 3= ( ,..., ,..., ) , 
D d d di q
4
1
4 4 4= ( ,..., ,..., ) ,  
 
where d a c a ci i i
1 1 21= ⋅ + − ⋅( ) , d a c a ci i i2 2 11= ⋅ + − ⋅( ) , d c ci i i3 1 2= max ( , ) , 
d c ci i i
4 1 2= min ( , )  and a ∈[0, 1] is a constant (uniform max-min arithmetical cross-
over) or varies with the maximum number of generations considered (non-uniform 
max-min arithmetical cross-over).  
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5.2 Learning algorithm applied to the design process 
 
The application of GA to the automatic design of fuzzy logic systems has been 
purposed often by researchers trying to introduce self-adaptation in fuzzy based tools 
applied to control and decision making ([Surm, 1993]). Furthermore, the search 
capabilities of GA have been used in automatic fuzzy systems design, more precisely, to 
tune the fuzzy sets membership functions ([Surm, 1993], [Ng, 1994], [Karr, 1992]), to 
determine the number of fuzzy rules and the fuzzy set for the consequent of the rules 
([LeeM, 1993], [Thri, 1991]). 
 
This section will present an application of GA to the automatic design of FCAC. The 
algorithm enables to create the fuzzy rule base and to define the membership functions 
of the fuzzy sets in the antecedent and consequent of the rules. The number of fuzzy 
variables in the antecedent and consequent of the rules is fixed and so is the format of 
the fuzzy rules. 
 
The learning algorithm described in the following, is based on the algorithm proposed 
by Herrera et al. ([Herr, 1995]) to automatically design a fuzzy logic system using GA. 
The algorithm uses the: 
1. method of learning from examples presented in chapter 3, section 3.2.3, 
2. the inference algorithm proposed in chapter 4, section 4.5. 
 
The learning algorithm used to automatically design FCAC is composed of three main 
phases (see also figure 5.1): 
1. Generation phase. In this phase the initial set of fuzzy rules, R0, is generated, more 
precisely, the fuzzy sets for each of the fuzzy variables in the antecedent and 
consequent of the rule) are defined (fuzzy domain F0), using the knowledge 
implicitly expressed in a set of training examples; 
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Training data
Simplification 
Phase 2
Tuning 
Phase 3
Testing data
Generation 
Phase 1
..
Fuzzy Domain F1
.
Fuzzy Domain F0
Fuzzy Rule-base R0
        m rules 
.
Fuzzy Domain F0
Rule Base R1
   n<=m rules 
Rule Base R1
   n<=m rules 
 
 
Figure 5.1 The algorithm for automatically design FCAC using training and test data sets. 
 
2.  Simplification phase. In this phase, the rule set R0, obtained formerly, is simplified, 
that is, a rule set R1, with a number of rules less than or equal than the number of 
rules in R0 is obtained. The fuzzy domain F0 remains unchanged. The simplification 
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algorithm aims to eliminate redundant rules (e.g. duplicated rules), that is, rules 
which elimination does not alter the performance of the system. The performance of 
FCAC is evaluated for a set of training examples (see section 5.2.3 for more details); 
 
3. Tuning phase. In this phase, the fuzzy sets for each of the rules in rule set R1 are 
tuned using a set of test examples, thus obtaining a new fuzzy domain F1. The tuning 
algorithm aims to increase the performance of the FCAC by comparing its inference 
response for each of the test examples (see section 5.2.4 for more details). 
 
In order to enable FCAC to adapt to changes in the traffic patterns an adaptation mode  
algorithm, similar to the one outlined before, is used every time a new set of test 
examples is available. 
 
Table 5.3 Adaptation algorithm 
1. The performance of FCAC is tested by measuring the mean square error between the cell loss 
prediction stated in the example and the cell loss prediction given by FCAC, for each of the test 
examples. If for any of the test examples, FCAC fails to give a prediction then the square of the cell 
loss value stated in the example is added to the current error sum. The expression to calculate FCAC 
performance is stated in section 5.2.4.1.3, expression (T2); 
  
2. The performance of FCAC is compared with a threshold given by the sum of the squared cell loss 
values for all the test examples;  
 
2.1 If the performance of FCAC is less than the threshold then the tuning phase is invoked to tune the 
fuzzy sets of each of the fuzzy rules.  
  
2.2  If the performance of FCAC is equal to the threshold, then the three-phase algorithm described in 
figure 5.1 is invoked using as training data the new set of test examples. A new set of rules, RTEST, and 
the respective fuzzy domain, FTEST, are generated for the test data. The rule set RTEST is added to the 
current set of rules, RCUR, and the simplification phase is invoked to eliminate redundant rules. A new 
rule set, RNEW, is obtained from the simplification process and the correspondent fuzzy domain, F, is 
then tuned to obtain the final fuzzy domain FNEW.  
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Case 2.1 occurs when the characteristics of the traffic represented in the examples is not 
very different from the characteristics of the traffic studied up to then. To tune the fuzzy 
sets is enough to provide for the adaptation of FCAC to small variations in the traffic 
characteristics that do not require changes in the rules associations and can be captured 
by adjusting the parameters that describe the fuzzy sets for each of the fuzzy rules. Case 
2.2 occurs when the characteristics of the multiplexed traffic have changed significantly 
from the traffic previously studied and FCAC lacks the knowledge to predict a cell loss 
value. 
 
The sampling mechanism used in the selection of the examples to be included in the set 
of test examples plays a very important role in the success of the adaptation algorithm 
presented above. This is because if the set of test examples contains examples 
representing traffic mixes very distinct from the ones studied up to then, it is very likely 
that the simplification algorithm will eliminate from the set of rules RCUR, the rules that 
describe the traffic scenarios observed in the past. Considering that the elimination of 
rules expressing past knowledge which is not yet outdated is not a desirable feature of 
the algorithm, some care must be put in the selection of the examples included in the set 
of test examples. The sampling mechanism should monitor the traffic patterns in the 
link for a wide period of time and statistically treat the traffic data in order to include in 
the set of test examples a higher percentage of test examples for those traffic patterns 
which are more popular (and, thus more likely to appear in the future) and a lower  
percentage of test examples corresponding to traffic patterns that occur sporadically. 
The use of a carefully selected set of test examples also envisages to avoid the case 2.2 
of the adaptation algorithm above which is time consuming and, thus, to increase the 
speed of the adaptation process in a real implementation.  
 
Before explaining in detail each of the phases of the learning method, the definitions 
and general assumptions made are reviewed briefly. 
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5.2.1 Definitions and general assumptions 
 
5.2.1.1 Training and test examples 
 
The examples used for training and testing FCAC are obtained using the same 
procedure.  
 
Assuming that for a specific trafic pattern consisting of N multiplexed traffic 
connections defined by the peak bit rate, pi, mean bit rate, mi and mean burst length, bi, 
(i=1,...,N) and a traffic scenario consisting of a link with capacity C Mbit/s and an 
output buffer size of K cells, the maximum cell loss ratio obtained per connection is y. 
The example that describes this traffic pattern is an example e = (ex, ey), where 
ex={ex1,ex2,ex3,ex4} is the vector of example values that corresponds to the 4 antecedent 
variables, X1, X2, X3 and X4 and ey is the example for the consequent variable, Y (see 
chapter 4, section 4.3 for the definition of these variables) is constructed as follows: 
• the values of each of the elements of vector ex are obtained using formulas (4.2) to 
(4.5) given in chapter 4, section 4.3. Thus, ex1 = f1(mi), where f1(mi) is given by 
expression (4.2), ex2 = f2(mi, pi), where f2(mi, pi) is given by expression (4.3), ex3 = 
f3(pi), where f3(pi)is given by expression (4.4) and finally ex4 = f4(bi), where f4(bi)is 
given by expression (4.5); 
• the value for ey is obtained by rounding the floating point number y (the measured 
cell loss ratio) to the nearest negative integer power of ten and assigning ey to this 
integer value.  
 
5.2.1.2 Soft completeness and consistency conditions 
 
The acceptance criterion used by search algorithms applied to concept learning should 
ensure that the concept description is simple, complete and consistent. The concept 
description considered when studying the application of fuzzy logic to CAC 
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corresponds to the set of fuzzy rules describing the relation between traffic 
characteristics and the measured cell loss ratio.  
 
A concept description is said to be simple in the sense that the acceptance criteria 
prefers descriptions which are shorter, where “shorter” could mean that the rules have 
the smallest number of conjunctions in the rule’s antecedents or that the rule base 
should contain the smallest number of rules. A concept description is complete over a 
set of positive examples if and only if it covers all positive examples in the set. A 
concept description is consistent over a set of negative examples if and only if it does 
not cover any negative example in the set. 
 
Often a complete and consistent concept description can not be achieved. The reason 
for this is that sometimes the language of concepts is too restrictive or the set of 
positive and negative examples overlap. The latter be related to the discrepancies 
between observations and examples or between concepts and concept descriptions 
([Raedt, 1992]). This is particularly important when considering concepts in fuzzy 
domains where the concept “descriptions” are expressed in terms of fuzzy variables and 
fuzzy rules. Because the rules are fuzzy, the examples have a partial matching with the 
rules. Hence, the consistency and completeness conditions become a matter of degree. 
Taking this into account, “soft” definitions of consistency and completeness have been 
proposed by Gonzalez and Perez ([Gon, 1995]) will be presented in the following 
paragraphs. 
 
Let us suppose we know a set of h examples { }E e e eh h= 1 2, ,...,  of the system under 
study, consisting of the values that the variables take during an experiment of the type: 
“in time t = k, the value of the input variables Xr (r=1, ..., M) and output variable Y 
(antecedent and consequent of the rules, respectively) is exrk and eyk, respectively”.  
The example ek = (exk, eyk) , k=1, …, h with vector { }ex ex ex exk k k Mk= 1 2, ,..., , and 
each exrk belongs to the domains of Xr (r =1,…M) and eyk to the domain of Y. 
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Definition 5.11 (Soft-consistency): Let R ∈∆  be a rule and k∈[0,1] be a fixed 
parameter. Rule R, such that n RE
+ ( ) >0, satisfies the k-consistency condition if and 
only if 
• k = 0, then n RE− ( ) =0; 
• ( ]k ∈ 0 1, , then n RE− ( ) < k n RE+ ( ) , (C1) 
 
where n RE
− ( ) = E R− ( )  and n RE
+ ( ) = E R+ ( ) , with A A u
u U
= ∈∑ ( )  (see chapter 3, 
section 3.2.3 for the definition of fuzzy sets E R− ( )  and E R+ ( ) ). 
 
The hard-consistency definition is included in this definition as a 0-consistency 
condition. Parameter k may be interpreted as a noise threshold, since a rule satisfies the 
k-consistency condition when a noise level less than 100k % of the positive examples, 
appears in the example set. Parameter k will be referred to as the consistency 
parameter. 
 
 
Definition 5.12 (Soft-completeness): A rule set ∆ satisfies the λ-completeness 
condition if and only if it covers all possible situation-action pairs, ek∈Eh. This may 
be formulated, for some constant λ ∈ [0, 1] as: 
 
 ( )C e R e k hk i k
i T
∆ = ≥ =
=
( ) , ,...,
..1
1U λ  (C2) 
 
where: 
• T is the number of rules and h the number of examples; 
• Ri(ek), i = 1, ..., T, is the compatibility degree between the rule Ri and the example ek, 
given by ( )R e ex eyi k A k B ki i= ∗Π Π( ) ( ) , with * the Lukasiewicz t-norm, see also 
(3.13), chapter 3; 
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• A A Ai i iM= ( ,..., )1  and Bi  are fuzzy sets in the antecedent and consequent of the 
fuzzy rules, respectively; 
• Π A ki ex( )  is given by expression (3.9), chapter 3; 
• Π B ki ey( )  is given by expression (3.6), chapter 3. 
Parameter λ will be referred to as the completeness parameter. 
 
Definition 5.13 (Covering value): Given a set of rules ∆, the covering value of 
example ek, k=1,...,h, by the set of rules ∆, CV ek∆ ( ) , is a value (between 0 and 1) 
given by 
CV e R ek i k
i
T
∆ ( ) ( )=
=
∑
1
 
 
and the soft-coverage condition (ε-covering, with ε ∈ [0, 2]) of a set of examples Eh 
requires  
 CV ek∆ ( ) ≥ ε   (C3)
  
 for all examples ek,, k=1, ...,h in the set of examples Eh, that is, 
 CV ek
e Ek h
∆ ( )
∈
≥I ε  (C3’) 
 
where the left side of the inequality above represents the coverage degree of the set of 
examples Eh, by the set of rules ∆, CV Eh( , )∆ . ε is referred in the following as the 
covering parameter. 
 
 
5 Using genetic algorithms to design automatically the fuzzy knowledge base 
 133
5.2.2 The generation phase 
 
The generation phase consists in iteratively: 
1. applying a Genetic Algorithm (GAgen) over the set of training examples to generate a 
fuzzy rule, 
2. assigning to every example the relative covering value,  
3. eliminating the examples with a covering value greater than the covering parameter.  
 
The algorithm referred in the previous paragraph has been proposed by Herrera et al in 
[Herr, 1995]) and is referred as the covering algorithm, because it aims to cover all 
examples of a set of training examples by a set of rules, using a GA to generate each of 
the rules. Thus, in each iteration of the algorithm, the GA (GAgen) is executed and a new 
fuzzy rule, R, is generated, more precisely, values are obtained for the parameters that 
define the fuzzy set membership functions for each of the fuzzy variables of the 
antecedent and consequent of the rule. The new rule R is added to the rule base RBgen 
(initially empty) if it satisfies the consistency and completeness conditions (C1) and 
(C2) previously stated (see definitions 5.11 and 5.12). The example(s) that satisfy 
coverage condition (C3) (see definition 5.13) for rule base RBgen are eliminated from the 
set of examples and the iterative process starts again. The algorithm finishes when the 
example set is empty, that is, when all examples from the initial example set have been 
“covered”. This is the case when all examples have a coverage degree greater or equal 
than the covering parameter. 
 
Table 5.4 Generation algorithm (based on covering algorithm of Herrera et al. ([Herr, 1995]). 
1.  Initialisation of completeness parameter λ, consistency parameter k and covering parameter ε; assign 
coverage value, CV[i], to zero for every example ei ∈Eh, i = 1, ..., h  and RBgen = ∅. 
2.  While Eh is not empty do: 
2.1 Application of the GAgen using a set of examples Eh. 
2.2  Selection of the best chromosome Cr with Rr the associated fuzzy rule. 
2.3  If k-consistency (C1) and λ-completeness (C2) conditions are verified for rule Rr then: 
2.3.1 Calculate the interval of uncertainty [αr, βr] associated with Rr; 
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2.3.2 Introduce Rr in the set of rules RBgen; 
2.4  For every e ∈ E+(Rr) do (see (3.18), chapter 3 for the definition of E+(Rr) ): 
2.4.1 Update CV[i] = CV[i] + Rr(ei) (see (3.13), chapter 3 on how to calculate Rr(ei) ),  
2.4.2 If CV[i] ≥ ε then remove example ei from Eh. 
 
The values suggested for parameters λ, k and ε used in the covering algorithm are  
λ=0.7, k = 1.5 and ε=0.5.  
 
5.2.2.1 GAgen implementation aspects 
 
In the following, a detailed description of the characteristics of the GA used to generate 
each of the fuzzy rules, GAgen, is presented. GAgen generates a fuzzy rule by defining the 
fuzzy sets for each of the fuzzy variables in the antecedent and consequent of the rules.  
 
Each of the chromosomes of GAgen represents a fuzzy rule, and the fitness of each 
chromosome is evaluated by means of the concepts of frequency, positive and negative 
examples defined in chapter 3, section 3.2.2. GAgen searches for rules with a high 
frequency value, a high number of positive examples and a small number of negative 
examples.  
 
5.2.2.1.1 GAgen genetic representation 
 
In GAgen, a candidate solution (chromosome) Cr, represents a fuzzy rule: 
“If X1 is Ar1 and ... and X4 is Ar4 Then Y is Br” 
where the universe of every input fuzzy set Arj is a closed real interval  
U = [0, 10]. Similarly, the universe of the output fuzzy set Br is the discrete set  
{i∈N: 1≤ i≤ 10} (see chapter 4, section 4.2 for the definition of X1, X2, X3, X4, and Y). 
 
The chromosome represents the parameters that define the linguistic terms (fuzzy sets) 
of the antecedent and consequent of the rules. The antecedent fuzzy sets are defined by 
the symmetrical exponential membership functions given by (3.59) and therefore 
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completely defined by parameters α∈[0, 10] (position parameter), β∈[1.5, 5.0] (shape 
parameter) and σ∈[0.1, 3.0] (scale parameter). The linguistic terms for the consequent 
of the rules are singletons (crisp sets) given by (3.60) and therefore completely defined 
by parameter b∈{i∈N: 1≤ i≤ 10}. 
 
Thus, Cr codes the real values: 
• α rj , β rj  and σ rj  which are the parameters defining the membership functions of 
fuzzy sets Arj, j=1, ...,4 
• br, the parameter defining singleton Br, r is the index associated with the rule. 
 
  C br r r r rn rn rn r= ( , , , ... , , , , )α β σ α β σ1 1 1 . (G1) 
 
5.2.2.1.2 Initialisation of GAgen population 
 
The initial gene pool is created partially from a subset with t examples, Et, of the set of 
examples Eh (t ≤ h) and the rest randomly. Setting t = min { h popsize, 2 }, t examples 
randomly chosen from Eh are used to create t chromosomes in the following way: 
 
  C ex ex eyk
k k= ( , , . ,..., , , . , )1 42 0 2 2 0 2 , (G2) 
for an example ( )e ex ey Ek t= ∈,  where component ex ex exk k= ( ,..., )1 4 , k=1,…, t. 
The genes for the remaining (popsize - t) chromosomes of the initial population are 
chosen randomly within the domain of the respective gene. 
 
5.2.2.1.3 Evaluation of the fitness of each chromosome in GAgen 
 
In order to assess which are the “best” rules for a set of training examples, we need to be 
able to decide whether an example is positive or negative for a rule and to count the 
number of positive and negative examples. The fuzzy sets E(Ri), E+(Ri) and E-(Ri) 
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defined in chapter 3, section 3.2.3, by expressions (3.17) to (3.19), respectively, will be 
used for this purpose. 
 
The objective is to maximise the fitness function value, F(R), given by 
  F R R R g n RE E E( ) ( ) ( ) ( ( ))= ⋅ ⋅+ −Ψ Γ , (G3) 
and defined as the product of: 
 
∗ ΨE R( ) , the frequency of a rule R given an example set Eh (given by expression 
(3.12) in chapter 3, section 3.2.3); 
 
∗ ΓE R+ ( )  is the frequency of rule R in the set of positive examples for the rule, given 
by expression 
 ΓE
ke E R
E
R
R e
n R
k+
+= ∈ +
∑
( )
( )
( )
( )λ  (G4) 
 
with E+(R)λ the set of the positive examples of R, for which the compatibility degree 
between the example and the rule is greater than covering parameter λ ∈[ , ]0 1 , that 
is, E R e E R R ek k
+ += ∈ >( ) { ( ): ( ) }λ λ  and n RE+ ( )  is the number of positive 
examples in E+(R)λ. 
 
∗ g n RE( ( ))−  represents a weight measure on the number of negative examples given 
by  
 ( )g n R
n R z
n R z otherwiseE
E
E
( ( ))
, ( )
( ) exp( ) ,
−
−
− −=
≤
− +

1
1
1  (G5) 
with E-(R) the set of the negative examples of R defined as 
{ }E R e E R e and A exk k k− = ∈ = >( ) : ( ) ( )0 0  and n RE− ( )  is the number of 
negative examples in E-(R) and z is the admissible number of negative examples. 
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5.2.2.1.4 GAgen genetic operators 
 
The genetic operators are the non-uniform mutation operator proposed by Michalewicz 
(see definition 5.8) that enables to fine tune the capabilities of the GA as the number of 
generations increases and the max-min-arithmetical crossover proposed by Herrera et al 
(see definition 5.10) because, as shown in [Herr, 1993]) it enables a real encoded GA to 
achieve a greater accuracy in the best result for a varied number of fitness functions, 
when compared with real encoded GA that use other crossover operators. 
 
In addition, elitist selection (see definition 5.4) is used to select the individuals for the 
next generation. Linear ranking (see definition 5.2) with stochastic universal sampling 
(see [Bak, 1987]) are used to select the individuals for reproduction. Linear ranking 
enables to control premature convergence by controlling the range of trials for 
reproduction allocated to any single individual during a generation.  
 
 
5.2.2.1.5 GAgen configuration parameters 
 
The values selected for GAgen parameters were obtained according to suggestions by 
Herrera et al in [Herr, 1995] and also by trial and error running GAgen and observing the 
variations of performance. 
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Table 5.5 GAgen configuration parameters. 
Parameter description Parameter value 
maximum number of generations maxgen = 200 
population size popsize = 100 
probability of crossover pcross = 0.6 
probability of mutation pmutat = 0.6 
probability of gene mutation 
pgene=
pmutat
13
 (13 is the length of the 
chromosome) 
max-min arithmetic crossover parameter a = 0.35 
non-uniform mutation parameter b = 5 
maximum expected value for ranking ηmax, = 1.1 
covering parameter λ = 0.7 
consistency parameter k = 0.2 
covering method parameter ε = 1.5 
 
 
5.2.2.1.6 GAgen package 
 
GAgen uses a GA package designed by Michalewicz, the GEnetic algorithm for 
Numerical Optimisation for Constrained Problems or GENOCOP, version 2.01 (see also 
[([Mich, 1992b] or [Mich, 1992], chapter 7). GENOCOP addresses a way of handling 
constraints in numerical optimisation problems by eliminating the equalities present in 
the set of constraints, and to use genetic operators that satisfy the convexity 
requirements of the space of solutions.  
 
The software is written in C and runs under either DOS or UNIX operating systems. 
                                                 
1 GENOCOP can be obtained from Department of Computer Science, University of North Carolina, 
Charlotte, NC 28223, USA, or mailing zbyszek@mosaic.uncc.edu 
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5.2.3 The simplification phase 
 
The simplification algorithm takes as input the generated rule set RBgen and searches for 
a subset of candidate rules RBsimp ⊆ RBgen that are able to describe the traffic knowledge 
implicitly expressed in the set of training examples. The reason for this simplification is 
that the generation process might produce two (or more) similar rules and, therefore, 
some of the generated rules can be eliminated. 
 
5.2.3.1 GAsimp implementation aspects  
 
In the following, a detailed description of the characteristics of the GA used to simplify 
the rule set RBgen is presented. 
 
5.2.3.1.1 GAsimp genetic representation  
 
A binary GA, GAsimp, is used in this phase where the chromosomes are m-bit binary 
strings, and m is the number of rules of rule base RBgen obtained in the generation phase. 
The m-bit chromosome ( )C c cm= 1,...,  represents either a subset of rules RBsimp of the 
rule set RBgen of candidate rules or the whole rule set RBgen, in the following way: 
 If c then R R else R Ri i simp i simp= ∈ ∉1 , i = 1, ..., m (S1) 
 
In other words, chromosome C represents a solution vector (i1, i2, ..., im), ir ∈{ , }0 1 ,  
r=1, ...,m, where ir =1 means that rule r belongs to the set of simplified rules, RBsimp, and 
ir = 0 means that rule r does not belong to the set of simplified rules. 
 
In order to codify the m rules in chromosome C using (S1), the rule set obtained in the 
generation phase, RBgen, is scrambled (ordered in an arbitrary way) because statistically 
the algorithm will proceed more quickly. Each rule is associated with a gene of the m-bit 
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chromosome. Hence, the chromosome ( )C c cm= 1,...,  represents a subset of n (n≤m) of 
the m candidate rules as described in (S1) if c ni
i
m
=
∑ =
1
. 
 
5.2.3.1.2 Initialisation of GAsimp population 
 
In the initial GAsimp population, a chromosome with ci=1, i=1,...,m is introduced 
representing the complete rule set, RBgen, obtained by the generation algorithm (table 
5.3). All the other chromosomes are obtained by performing mutations on the genes of 
this chromosome with probability pgene (see table 5.5 for the values of GAsimp 
parameters). 
 
5.2.3.1.3 Evaluation of the fitness of each solution in GAsimp 
 
The obtained rule set RBsimp is the rule set for which the mean square error function over 
a set of examples Eh is minimum (Eh is the same set of training examples that is used in 
the generation phase). 
 
Given the set of h examples Eh, where example ( )e ex ey Ek k k h= ∈, , k=1,…, h, is 
composed of the vector of values for the antecedent variables, exk, and consequent fuzzy 
variable, eyk, the fitness function of GAsimp for a chromosome C is defined as: 
 
( )
F C h
ey FI ex c if CD E and FI ex
h
ey otherwise
i ii
h
ii
m
h C i
ii
h
( )
( ) ln , ( , ) ( )
( ) ,
=
−

 ×
  ≥ ≠



= =
=
∑ ∑
∑
1
2
0
1
2
2
1 1
2
1
∆ ε
  (S2) 
 
where cii
m
=∑ 1  represents the number of rules represented in C and FI (exi) is the output 
value obtained after inferring from a fuzzy rule base ∆C for input vector exi (see chapter 
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4, section 4.5 for details on the fuzzy inference algorithm). ∆C is obtained from 
chromosome C, using (S1).  
 
If nothing can be inferred from rule base ∆C for input exi, that is, FI (exi)=0, or the 
coverage degree of an example set Eh by a rule set ∆C, CD Eh C( , )∆ , given by 
CD E CV eh C ii
h
C
( , ) ( )∆ Λ= =1I , does not satisfy condition (C3’), then the value (eyi)2 is 
added to the current sum instead of the squared difference between eyi and FI (exk). 
 
Summarising, GAsimp aims to minimise the mean square error between the output given 
by the examples and the output obtained from fuzzily infering based on the set of rules 
represented in the chromosome. Rule bases with a big number of rules are penalised 
using the logarithmic function on the number of rules, n, given by f(n) = ln(n). 
 
5.2.3.1.4 GAsimp genetic operators 
 
The classical mutation and crossover operators for binary strings are used (see [Gold, 
1989]). Elitist selection (see definition 5.4) is used to select the individuals for the next 
generation. Linear ranking (see definition 5.2) and stochastic universal sampling (see 
[Bak, 1987]) are used to select the individuals for reproduction in order to control 
premature convergence by controlling the range of trials for reproduction allocated to 
any single individual during a generation.  
 
5.2.3.1.5 GAsimp configuration parameters 
 
The values selected for GAsimp parameters were obtained according to suggestions 
published in the literature (see [Gold, 1989])) and also by trial and error running GAsimp 
and observing the variations of performance. 
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Table 5.6 GAsimp configuration parameters. 
Parameter description Parameter value 
maximum number of function evaluations 
per GAsimp run 
t = 1000 
population size popsize = 100 
probability of crossover pcross = 0.6 
probability of mutation pmutat = 0.01 
probability of gene mutation 
pgene=
p
m
mutat  (m is the length of the 
chromosome for rule base RBgen) 
maximum expected value for ranking ηmax, = 1.1 
coverage parameter ε = 1 
 
 
5.2.3.1.6 GAsimp package 
 
GAsimp uses a GA implementation written by Bäck ([Bäck, 1992]), GENEsYs-1.0 2, 
which is an extension of the original GA software package, GENESIS-4.5, written by 
Grefenstette ([Gref, 1987a]). The extensions, implemented in GENEsYs-1.0, to the GA 
implementation in GENESIS-4.5, refer to: 
• an enlargement of the set of crossover and mutation operators to the ones 
implemented in GENESIS-4.5; proportional ([Hol, 1975]) or linear ranking selection 
([Bak, 1985]) can also be used among other selection mechanisms ([Bäck, 1992]), 
• enhancements in the actual software in order to make it more user-friendly, such as, 
either the command line or a “setup” program can be used to configure the GA and 
also the provision of a table of objective functions, allowing the user to choose from 
one of the objective functions when invoking the GA.  
The software is written in C and runs under the UNIX operating system. 
                                                 
2 GENEsYs-1.0 can be obtained from ftp from lumpi.informatik.uni-dortmund.de: 
/pub/GA/src/GENEsYs-1.0.tar.Z 
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5.2.4 The tuning phase 
 
The tuning algorithm tunes the set of rules, RBsimp, obtained by the simplification 
algorithm by tuning the shapes of the fuzzy sets for the antecedents of the fuzzy rules. 
The number of the rules and the consequent of the fuzzy rules in RBsimp remains the 
same. 
 
5.2.4.1 GAtun implementation aspects 
 
In the following, a description of the genetic algorithm, GAtun, used in this phase is 
presented. 
 
5.2.4.1.1 GAtun genetic representation 
 
A chromosome ( )C C C Ct= 1 2... , represents a rule base with t rules (t<m is the number 
of fuzzy rules obtained by the simplification phase) and each Ci, i=1,…,t is given by 
( )Ci i i i i i i i i i= α β σ α β σ α β σ1 1 1 2 2 2 4 4 4, , , , , ,..., , ,  
 
where αij, βij, σij, i=1,…,t, j=1,…,4 are the actual values of the parameters that define 
the fuzzy sets of the antecedent of rule i.  
 
5.2.4.1.2 Initialisation of GAtun population 
 
In the initial GAtun population, one of the chromosomes represents the rule base obtained 
by the simplification process. This is done by assigning the triplets (αij, βij, σij), 
j=1,…,4, in chromosome C with the real encoded values of each of the 4 fuzzy sets in 
the antecedent of the rules, (αrij, βrij, σrij), j=1,…,4, for each of the t rules (i=1,…,t). 
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All the other chromosomes are obtained by performing non-uniform mutation on this 
chromosome, with probability pmutat (see table 5.6 for the values of GAtun parameters). 
The range of values of the elements of the triplet (αij, βij, σij), j=1,…,4, i=1,…,t, is: 
 αij ∈[αrij - 1., αrij + 1.], βij ∈[1.5, 5.0],  σij ∈[0.1, 3.0]. 
 
 
5.2.4.1.3 Evaluation of the fitness of each chromosome in GAtun 
 
The parameters defining the membership functions of the fuzzy sets in the antecedent of 
the rules are tuned in order to minimise the mean square error between the output 
inferred from the fuzzy rule base specified in chromosome C and the output given in the 
example for a specific input value, for all examples in a test example set. 
 
The fitness function of GAtun for a chromosome C and a test set of n examples, TD, is 
defined as: 
( )
F C n
ey FI ex if CD TD
n
ey otherwise
i ii
n
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ii
n
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=
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2
2
1
2
1
∆ ε
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where FI (exi) is the output value obtained after inferring from a fuzzy rule base ∆C for 
input vector exi (see section 3.4.5 for details on the fuzzy inference algorithm). ∆C is 
obtained from chromosome C, by attaching the values of the consequent variable, 
obtained for each of the rules in RBsimp, to the correspondent set of 4 triplets (α, β, σ) in 
C that define the fuzzy sets of the variables in the antecedent of the rules.   
 
If the coverage degree of an example set Eh by a rule set ∆C, CD TD C( , )∆ , given by 
CD TD CV eC ii
n
C
( , ) ( )∆ ∆= =1I does not satisfy condition (C3’), then the value (eyi)2 is 
added to the current sum instead of the squared difference between eyi and FI (exk). 
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5.2.4.1.4 GAtun genetic operators 
 
The genetic operators chosen for GAtun are the same used as the ones used in GAgen, 
given that GAtun is also a real coded GA. These are the non-uniform mutation operator 
proposed by Michalewicz (see definition 5.8) and the max-min-arithmetical crossover 
proposed by Herrera et al (see definition 5.10). Elitist selection (see definition 5.4) is 
used to select the individuals for the next generation. Linear ranking (see definition 5.2) 
and stochastic universal sampling (see [Bak, 1987]) are used to select the individuals for 
reproduction.  
 
5.2.4.1.5 GAtun configuration parameters 
 
The values selected for GAtun parameters are the same as the ones selected for GAgen (see 
table 5.4), except the value of the coverage parameter which takes the value 1. 
 
Table 5.7 GAtun configuration parameters. 
Parameter description Parameter value 
maximum number of generations maxgen = 200 
population size popsize = 100 
probability of crossover pcross = 0.6 
probability of mutation pmutat = 0.6 
probability of gene mutation 
pgene=
p
l
mutat  (l is the length of the 
chromosome) 
max-min arithmetic crossover parameter a = 0.35 
non-uniform mutation parameter b = 5 
maximum expected value for ranking ηmax, = 1.1 
coverage parameter ε = 1 
 
5.2.4.1.6 GAtun package 
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GAtun uses the same package as GAgen: the GEnetic algorithm for Numerical 
Optimisation for Constrained Problems or GENOCOP, version 2.0, proposed by 
Michalewicz (see also [([Mich, 1992b] or [Mich, 1992], chapter 7). 
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5.3. Conclusions 
 
The algorithm presented in this chapter enables to automatically design a fuzzy logic 
based system for CAC (FCAC) using a set of examples that express the relation 
between the traffic characteristics of a particular traffic scenario and the maximum cell 
loss obtained for each of the connections. 
 
The algorithm uses GA to generate both the fuzzy rules and the fuzzy sets associated 
with each rule. GA are used also to simplify the rule base previously obtained and to 
tune the fuzzy sets of each of the rules. Moreover, the tuning process can be invoked 
every time a new set of test examples is available, so allowing FCAC to capture 
changes in the traffic patterns that have an effect on the maximum cell loss ratio 
measured per connection. 
 
The cell loss ratio mentioned in the previous paragraphs refers to the cell loss ratio 
measured in a steady state, that is when the cell loss values obtained are reduced to the 
influence of burst and rate-variation scales and the cell level influence has been 
smoothed by the output buffer.  
 
In the literature, other learning methods for the automatic design a fuzzy logic system 
(definition of fuzzy rules and fuzzy sets) from examples have been presented, more 
precisely learning methods based on neural networks (NN):  
• Fontaine and Smith ([Font, 1996]) proposed a neuro-fuzzy approach to CAC that 
does not take into account the size of the bursts and predicts the average cell loss 
probability for a specific traffic scenario. This is an hybrid approach that, using the 
authors own words, takes “advantage of both the learning capabilities of NN and the 
interpretability properties of fuzzy logic,  preventing the scheme from being only a 
black box from which it would be impossible to interpret and understand the 
knowledge learnt by a NN” ([Font, 1996]); 
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• Hiramatsu [Hiram, 1995] uses NN to predict the average of the cell loss probability 
for a network state described by a vector containing the number of connections per 
traffic classes of  audio, video and data connections. The use of user-declared traffic 
parameters to describe traffic scenarios is not recommended by Hiramatsu given that 
“users declare their traffic parameters before they start their connection, usually they 
declare the traffic parameters for the expected maximum traffic” and, also “when the 
number of connections is large, it is not easy to estimate QoS by using all those 
parameters” [Hiram, 1995]; 
• Khalil et al ([Khal, 1994] also propose a NN tool in which the network state is 
modelled using a vector consisting of the number of connections per traffic class.  
 
The main differences between the NN approach proposed by Khalil et al and the one 
proposed by Hiramatsu’s are: 
• the method used to train the NN. Khalil et al use off line training and back 
propagation and Hiramatsu proposes on-line training using the relative target 
method; 
• the method used to obtain the training data. Khalil et al use training data obtained 
from a method for calculating individual cell loss probabilities advocated by [Miyao, 
1993] and Hiramatsu proposed a new method of monitoring, every 100 ms, the cell 
loss ratio obtained for virtual output buffers, the “virtual output buffer method” (see 
[Hiram, 1995] for details); 
• the cell loss value targeted. The NN proposed by Khalil et al predicts the cell loss 
ratio per traffic type whereas the NN proposed by Hiramatsu predicts the average of 
the cell loss distribution for a particular traffic scenario. 
 
Approaches that categorise the traffic connections in classes face the same challenge as 
approaches that use the user-declared traffic parameters to model the network state: an 
accurate source characterisation method is necessary either to identify the traffic class 
that a source belongs to or to determine the traffic parameters that define the traffic 
behaviour of the source. These studies are beyond the scope of this research but can be 
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found in [ITU I371, 1995], [ATM-F, 1993], [Andr, 1994], [Lel, 1993], [Eck, 1991], 
[Magl, 1988] and [Heff, 1986] among others. 
 
As far as the learning method is concerned, both GA based methods and NN are valid 
methods to automatically design a fuzzy logic based system for CAC purposes, as long 
as the training data is sampled carefully via off-line or on-line methods.  
 
The learning method based on GA presented in this chapter fixes the number of fuzzy 
variables in the antecedent and consequent of the rules. Apart from that, the NN based 
approaches previously referred also assume as fixed the number of fuzzy sets of the 
domain of each fuzzy variable. The learning method defines the membership functions 
for each of the fuzzy sets and the fuzzy rules using the knowledge (implicitly) 
expressed in the training data. 
 
The sampled data used by a learning mechanism applied to CAC (either based on NN or 
on GA) in order to adapt to changes in traffic patterns, can be collected via off-line or 
real-time (on-line) sampling. In off-line sampling, the learning system is trained with a 
set of data already sampled, or data obtained from computer simulations. Real-time 
sampling, on the other hand, uses data monitored in real time from an ATM node. If a 
representative data set or an accurate model of the buffer behaviour exists, the learning 
system can be installed on the ATM node after tuning with off-line data, without tuning 
with real time data. But usually there are differences between the simulations and the 
actual situation or the user-declared traffic parameters do not describe accurately the 
generated traffic characteristics. This is the reason why tuning a system with real time 
data is advisable in order to adjust for these errors (see also [Hiram, 1995]). In the 
experiments reported in the next chapter, data monitored on a real ATM link has been 
used as much as it was possible. In the absence of this type of data, computer 
simulations were used to collect data for off-line training using a tool developed by Pitts 
([Pitts, 1993]). 
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In this thesis, no mechanism for monitoring the cell loss training data is proposed. This 
is because the only monitoring facility available in the ATM control plane is the UPC 
function but other monitoring mechanisms can become available on a real ATM 
network (e.g. a source characterisation tool). FCAC requires that the cell loss ratio for 
all active connections be monitored for a period of time in which there are no changes 
in the network state (no connections acceptances or connections releases) and the cell 
loss refers to the cell loss obtained in a steady state, that is, when the cell level 
influences on the obtained cell loss value are no longer predominant. 
 
The cell loss ratio predicted by FCAC is expressed in terms of an integer value 
representing the negative power of ten associated with the maximum cell loss ratio per 
connection. The reason for not predicting a cell loss ratio with floating point precision, 
has to do with the reduction envisaged on the number of examples used in the 
adaptation mode algorithm and also on the time spent in on-line training. This might 
not be an advantage on a real system because there will not be a scarcity of training data 
but it is worth to be considered if the system has to adapt within a short period.  
 
The actual performance of the FCAC learning mechanism in terms of learning times 
and accuracy of the cell loss prediction can only be evaluated using real traffic in an 
ATM link. Nevertheless, in the next chapter some experiments are reported on the 
performance of FCAC, using artificiallly generated traffic in an ATM test bed. A 
comparison of the cell loss prediction given by FCAC is also compared with cell loss 
predictions given by theoretical CAC approaches and a learning CAC approach based 
on a combination of fuzzy logic and NN. 
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6  Experiments 
 
 
The experiments presented in the following sections were designed to evaluate: 
• the accuracy of the cell loss ratio (CLR) predicted by FCAC, compared with 
predictions using other CAC approaches, 
• the ability of FCAC to generalise its prediction capabilities when applied to traffic 
scenarios for which there is no previous knowledge, 
in the presence of: 
• homogeneous (same type of sources) and heterogeneous (different types of sources) 
traffic mixes composed of On-Off traffic sources; the type of sources is chosen 
according to published suggestions in [Yang, 1996] and [R2061 D.28, 1994]; 
• ATM network configurations with short and large output buffer sizes and for various 
link transmission speeds. 
 
The comparison criteria for different CAC approaches will focus on the simplicity of 
development, speed of response and accuracy of the CLR prediction envisaging to 
maximise the use of network resources. The comparison should make it possible to find 
the strong and weak points of each method in the presence of different traffic and link 
configurations. 
 
The experiments on comparative CLR prediction consider the following methods:  
• the fuzzy-based decision support system for CAC (FCAC) proposed in this thesis; 
• the convolution-based CAC developed by Marzo et al ([Marzo, 1993]), and referred 
to using the authors terminology, as “enhanced” convolution approach (ECA); 
• the (M+1)-state MMDP approximation proposed by Yang and Tsang ([Yang, 1995]); 
• the neuro-fuzzy CAC developed by Fontaine et al ([Font, 1996]), in the following 
referred as NFCAC. 
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The convolution and the (M+1)-state MMDP approximation are examples of CAC 
approaches based on a theoretical model of the traffic behaviour. The first has been 
chosen because it provides an upper bound estimation of the average CLR to be 
obtained for an ATM link with a small output buffer (capable of queueing the cell level 
fluctuations). The latter provides a tighter bound for the average CLR prediction 
particularly when the buffers are large (the convolution approach does not take in 
consideration the actual size of the buffer) and the traffic exhibits long bursts (e.g. data 
transfer, image retrieval). 
 
The neuro-fuzzy CAC approach and the fuzzy-based CAC (FCAC) share the same 
modelling philosophy in the sense that are both based on fuzzy logic to represent the 
traffic knowledge and use ATM traffic data, collected from measurements on an ATM 
node, to acquire knowledge on possible traffic patterns and its relation with the expected 
CLR. The difference between NFCAC and FCAC is: 
• NFCAC uses neural networks instead of genetic algorithms as the learning 
methodology; 
• NFCAC assumes that the maximum number of fuzzy sets per input and output fuzzy 
variable is fixed and learns the fuzzy relations between variables (rules) and the 
associated fuzzy sets. FCAC assumes neither of the latter as fixed; 
• NFCAC models the traffic using the same input variables as FCAC, except that 
NFCAC does not consider the fourth input variable, representing the mean buffer 
allocation. Therefore, NFCAC does not take into account the burst length of each of 
the connections (space resource).  
 
The CLR predicted by the (M+1)-state MMDP approximation, ECA and FCAC are 
compared with CLR results obtained using a cell rate simulator, LINKSIM, developed 
by Pitts ([Pitts, 1993]). LINKSIM was chosen because  
“it accurately models the burst scale component of queueing in ATM buffers which is the key 
behaviour determining cell loss, [and also because] in comparison with cell by cell simulation, cell rate 
simulation enables the low cell loss probabilities required of ATM networks to be measured within 
reasonable computing times” ([Pitts, 1993], pp. 165). 
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The CLR predicted by NFCAC and FCAC will be compared with CLR results 
monitored on an ATM test-bed by RACE Consortium EXPLOIT ([R2061 D.28, 1994]). 
See also table 6.1 for the layout of the test experiments. 
 
The reason why not all the CLRs were obtained from on-line measurements is that there 
was only a limit period of time to perform the measurements and also because the 
equipment available at the ATM test bed only allows to monitor a small number of 
sources at a time. Hence, LINKSIM was used to calculate the CLR for the other traffic 
experiments reported in this chapter. 
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6.1 Comparative cell loss ratio experiments (theoretical 
CAC approaches) 
 
 
The approaches for CLR prediction considered in the experiments described in this 
section are: 
• the enhanced convolution approach (ECA) developed by Marzo et al. ([Marzo, 
1993]) is a CAC approach inspired by the convolution algorithm (see also [Ivers, 
1990]). The convolution algorithm determines the exact distribution of the 
aggregated bit rate on the link. It assumes that the behaviour of the traffic sources is 
independent from each other and does not take into account the duration of the 
bursts. This algorithm has a high cost in terms of calculation and storage 
requirements and the calculation time increases with the number of multiplexed 
connections. ECA aims to overcome these drawbacks and still to obtain an accurate 
CLR prediction: the connections are classified in traffic classes whose rate 
distribution is modelled using the multinomial distribution function. Real-time 
calculations are possible because a set of mechanisms have been specifically 
designed for the algorithm to reduce the computational times; 
• the approach to estimate the cell loss probability in an ATM multiplexer for traffic 
scenarios with the same type of traffic sources (homogeneous traffic) described by 
Yang and Tsang in ([Yang, 1995]), that uses the Markov Modulated Deterministic 
Process (MMDP) to approximate the actual arrival process and models the ATM 
multiplexer as an MMDP/D/1/k queueing system. Cells arrive according to a 
deterministic renewal process whose rate is controlled by a Markov process {X(t), 
t≥0}. Using queueing analysis, Yang at al derived a formula for the cell loss 
probability expressed in terms of the limiting probabilities of a Markov chain. Two 
approximations methods were proposed based on the analysis results. The first 
method approximates the actual arrival process by an (M+1)-state MMDP, where M 
is the number of identical sources. The modulating Markov process X(t) is the 
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number of sources that are active at time t (hence, the MMDP has M+1 states). This 
approximation provides accurate results “for all cases in which burst-level congestion 
is the main contributing factor of loss” ([Yang, 1995]). The second method models 
the arrival process using a two-state MMDP and the two states of the modulating 
Markov process X(t) are matched in such a way that state 0 characterises the 
underload region of the number of sources that are active at time t (the total cell 
arrival rate in any state is less than or equal to the link capacity) and state 1 represents 
the overload region (the total cell arrival rate in any state is greater than the link 
capacity). This approximation is “sufficiently accurate for applications where the 
average burst length is large (such as large file transfers, image retrievals, etc.)” 
([Yang, 1995]). In this study only the first method, the (M+1)-MMDP 
approximation, is considered because it is sufficiently accurate to estimate the cell 
loss probability for the scenarios studied. 
 
The traffic sources used in the experiments are On-Off sources defined by parameters: 
peak and mean bit rate and mean burst length (see also table 6.2) and are in 
conformance with the traffic characteristics for the On-Off sources presented by Yang 
et al in [Yang, 1995], table II, pp. 122. The On-Off sources considered in each of the 
traffic mixes are assumed to be independent of each other. 
 
Table 6.2 Traffic characteristics of On-Off sources. 
Traffic Class Peak Rate 
(Mbit/s) 
Mean Rate 
(Mbit/s) 
Burst Length 
(cells) 
Voice 0.064 0.022 58 
Data 10 1 339 
Image 2 0.087 2604 
 
 
In order to obtain the cell loss ratio for each of the traffic scenarios considered in the 
experiments, simulations were executed in 8 SOLARIS2 (SUN) workstations using the 
ATM cell rate simulator, LINKSIM ([Pitts, 1993]), for two months. For each traffic 
scenario, the criterion for stopping the simulation is that the width of the 95% 
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confidence interval should be less than 10% of the estimated cell loss probability. For 
traffic scenarios with a very high number of low rate sources, LINKSIM failed to 
produce a result satisfying the stopping criterion after running during two months. 
Hence, the simulations were forced to stop before they met the criterion. For these cases, 
the average and maximum CLR were considered to be the same and its value was read 
from the simulation result obtained by Yang et al for the specific traffic scenario (see 
[Yang, 1995], pp.123-4). These results are signalled with an asterisk in the tables 
presented in the Appendix that show the CLR obtained for experiments A.1 to A.6. 
 
The CLR obtained from simulations for experiments A.1 to A.6 (table 6.3) was used to 
construct a set of training examples (see in chapter 5, section 5.2.1.1 how to construct 
this example set). The identification of the set of fuzzy rules and the definition of the 
fuzzy sets for each of the rules, that is, the design of FCAC, was obtained automatically, 
applying the method described in chapter 5, and using the knowledge implicitly stated in 
the set of training examples.  
 
Table 6.3 Specification of the network scenario and traffic types for the experiments with homogeneous 
traffic mixes (theoretical CAC approaches) 
Experiment Buffer size 
(cells) 
Link Capacity 
(Mbit/s) 
Traffic type Figure 
A.1 50 7 voice 6.1 
A.2 50 0.7 voice 6.2 
A.3 50 350 data 6.3 
A.4 50 52 data 6.4 
A.5 50 30 image 5.5 
A.6 50 7 image 6.6 
 
 
The experiments consist of multiplexing homogeneous traffic on the same ATM link for 
various traffic mixes and evaluating the CLR predicted by each of the CAC approaches: 
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(M+1)-MMDP, ECA and FCAC (see figures 6.1 to 6.6). The traffic mixes are obtained 
varying the number of traffic sources in the mix. The number of sources chosen for the 
experiments and the link capacity values were chosen in order to get a wide range of 
CLRs (between 10-2 and 10-8). 
 
All calculations were performed on Sun SPARC stations running SOLARIS2 and both 
the fuzzy-based CAC (FCAC) and the convolution-based approach (ECA) were 
developed in ANSI C. 
 
Experiments A.1 to A.6 refer to a single ATM link. The results are plotted in figures 6.1 
to 6.6 and show: 
• the average CLR predicted by the (M+1)-MMDP approximation and ECA approach 
(against the average CLR obtained via simulations), 
• the maximum CLR per connection predicted by FCAC (against the maximum CLR 
obtained also via simulations).  
 
Given that the traffic scenarios studied in experiments A.1 to A.6 are composed of 
homogeneous traffic mixes, the maximum CLR per connection and the average CLR 
for all connections obtained by simulation are not significantly different (their 
difference is less than 10-1). Therefore, comparative results can be shown for the CLR 
predicted by FCAC and the CLR predicted by ECA and the (M+1)-MMDP 
approximation. 
 
Note that the FCAC prediction is given in terms of an integer representing the negative 
power of ten for the maximum CLR per connection, whereas the predictions given by 
the (M+1)-MMDP approximation and ECA are given in terms of a floating point value 
for the average CLR. Hence, differences in the predicted CLR which are less than 10-1 
are not considered for comparison purposes.  
 
The value of the CLR considered in the examples used to train FCAC, is obtained by 
rounding the floating point CLR obtained by simulations to the nearest power of ten, 
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that is, a CLR with a value of 4.13×10-3 is actually “seen” by FCAC as 10-3 and a CLR 
value of 5×10-3 as 10-2. This can be easily changed if, in a real implementation, the CLR 
predicted becomes too optimistic and, therefore, a more conservative prediction is 
required. For example, a CLR measured as 4.13×10-3 might be truncated to 10-2, instead 
of 10-3. 
 
 
6.1.1 Voice traffic 
 
The traffic studied in figures 6.1 and 6.2 is composed of homogeneous traffic mixes of 
lightly load traffic: the mean bit rate of each traffic source is 34% of the peak bit rate 
and the ratio of the peak bit rate of each source to the total link capacity is 9.14×10-3, 
increasing to 9.14×10-2 in figure 6.2. 
 
The CLR predicted by ECA is quite accurate for the traffic scenarios plotted in figures 
6.1 and 6.2, although the curve of the average CLR obtained by simulation is above the 
corresponding value predicted by ECA in figure 6.1 and below in figure 6.2 (ECA 
ignores the decrease in the CLR obtained by queueing part or the whole burst).  
 
The CLR predicted by the (M+1)-MMDP approximation is slightly more accurate than 
the corresponding ECA prediction in the case of figure 6.1, but can be very optimistic in 
the case of figure 6.2 for low average loads; for a traffic mix with 15 sources the CLR 
predicted by the (M+1)-MMDP approximation is 3×10-6 and the value obtained by 
simulation is 5×10-5. This is because the influence of the burst scale on the obtained 
CLR, for low average loads (less than 66% of the link capacity), is not significant when 
the mean burst length of the traffic sources is small. 
 
The CLR predicted by FCAC conforms with the value for the CLR given by simulation, 
except in figure 6.1 for a traffic mix with 260 sources. This is because the value read 
from the simulation results for the maximum CLR increases dramatically from 1.09× 
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10-5 (250 voice sources) to 2.59×10-4 (260 voice sources). FCAC cannot make any sense 
of this change given the reduced number of training examples (the total number of 
training examples is 37 and only 6, among these, refer to the traffic mixes studied for 
experiment A.1). 
 
Experiments A.1 and A.2 allow the observation of the influence of the time resource 
(link capacity) for very low bit rate sources with short mean burst length (58 cells). For 
a CLR requirement of 10-4, a link capacity of 7Mbit/s (experiment A.1) enables to 
achieve a higher mean load than a link of 0.7Mbit/s (experiment A.2): 81% and 47% of 
the link capacity, respectively. 
 
 
6.1.2 Data traffic 
 
The traffic studied in figures 6.3 and 6.4 is composed of data traffic, for which the mean 
bit rate of the traffic sources is 10% of the peak bit rate and the mean burst length is 339 
cells.  
 
The CLR predicted by ECA provides an upper bound for the average cell loss 
probability for the traffic scenarios plotted in figures 6.3. and 6.4. The prediction given 
by the (M+1)-MMDP approach is also accurate and the accuracy increases with the 
average load as observed previously for a slow link (see figure 6.2). FCAC predicts a 
CLR in the range of the value obtained by simulation, that is with a maximum error of 
10-1. In figure 6.4, the values obtained via simulations for the maximum and average 
CLR differ significantly for a traffic mix of 12 sources (more than 0.05). This explains 
why FCAC predicts a more conservative value than ECA and (M+1)-MMDP for this 
traffic pattern. 
 
The traffic sources that form the traffic mix for the experiments depicted in figure 6.4, 
have a high peak to link ratio (19%) compared to the same ratio for the traffic sources of 
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figure 6.3 (0.03%) and this explains why the allowed average load, using FCAC for a 
CLR requirement of 10-4, is much less in figure 6.4 (19% for a traffic scenario of 10 
sources) then the allowed average load in figure 6.3 (62.8% for a traffic scenario of 220 
data sources).  
 
Yang et al ([Yang, 1995]) describe experiment A.3 (figure 6.3) as a traffic scenario 
where “burst-level congestion” is predominant and that accounts for the accuracy of the 
(M+1)-MMDP prediction for this traffic scenario. The mean burst length of the traffic 
sources is quite long, 339 cells, and therefore, the influence on the CLR obtained caused 
by queueing part of the burst is more significant than for voice traffic. Experiment A.4 
(figure 6.4) is described in [Yang, 1995] as the traffic scenario obtained when 
transferring large files across the link; the output buffer only copes with cell level 
fluctuations and all the loss is caused by lack of bandwidth resources. This constitutes 
an ideal scenario for the application of the ECA approach. 
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Figure 6.1 Traffic scenarios of voice sources (C = 7 Mbit/s and K=50) (fig 2 of [Yang, 1995], pp123). 
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Figure 6.2 Traffic scenarios of voice sources (C = 0.7Mbit/s and K=50) (fig 8 of [Yang, 1995], pp123). 
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Figure 6.3 Traffic scenarios of data sources (C = 350 Mbit/s and K=50) (fig 3 of [Yang, 1995], 
pp123). 
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Figure 6.4 Traffic scenarios of data sources (C = 52 Mbit/s and K=50) (fig 9 of [Yang, 1995], 
pp123). 
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6.1.3 Image traffic 
 
The traffic studied in figures 6.5 and 6.6 is composed of traffic for which the mean 
bit rate is 4% of the peak bit rate and the mean burst length is very high: 2604 cells. 
The peak to link ratio of the sources is small in the case of figure 6.5 (0.066), but 
quite high in figure 6.6 (0.28). 
 
The CLR predicted by ECA is below the curve corresponding to the average CLR 
obtained via simulations, for both figures 6.5 and 6.6a, although the difference 
between the two values is always less than 10-1. A similar comment is given for the 
CLR predicted by the (M+1)-MMDP. The CLR predicted by FCAC is as expected 
when reading the value obtained via simulations for the maximum CLR per 
connection.  
 
Yang et al ([Yang, 1995]) describe experiment A.5 (figure 6.5) as a traffic scenario 
where “burst-level congestion” is predominant and this accounts for the accuracy of 
the CLR predicted by (M+1)-MMDP. Nevertheless, the long term influence on cell 
loss caused by the successive arrival of bursts is not taken into account by the traffic 
model used in the (M+1)-MMDP approximation and, thus, the predicted CLR is 
slightly optimistic. In both experiments A.5 and A.6, the mean burst length of the 
sources is very long (2604 cells) and the output buffer size chosen (50 cells) cannot 
cope with fluctuations at cell level. This explains why the ECA approach does not 
provide an upper bound for the average CLR both in figures 6.5 and 6.6. 
 
Figure 6.6b shows an example of a traffic scenario for which ECA gives a very 
pessimistic prediction and (M+1)-MMDP cannot provide a prediction at all, given 
the complexity of the calculations involved (see on chapter 7 a discussion on the 
complexity of the CAC approaches presented in this chapter). For this scenario, the 
characteristics of the traffic sources and the value of the link capacity are exactly the 
same as in figure 6.6a. The output buffer size is increased to 2000 cells. ECA is 
based on a bufferless model and thus, the reduction on the number of cells lost 
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obtained by queueing part of the burst is not taken into account when predicting the 
cell loss ratio value. This explains why the CLR prediction given by ECA is so 
pessimist. FCAC takes into account the actual size of the output buffer of the switch, 
through the mean burst length to buffer size ratio and predicts a CLR which conforms 
with the results obtained by simulation. 
 
Overall, it can be concluded that, for the traffic scenarios studied in figures 6.1 to 
6.6a, the CLR predictions given by the (M+1)-MMDP approximation and the ECA 
approach are generally accurate when compared with the average CLR obtained via 
simulation. The FCAC predictions are also in the range of the expected maximum 
CLR values obtained via simulation (within a maximum error of 10-1) for the totality 
of the experiments. 
 
The network scenario shown in figure 6.6b is an example of a scenario where the 
application of FCAC can provide an advantage over ECA and certainly over (M+1)-
MMDP. Such long output buffers might prove to be useful in switches specifically 
designed to take in consideration the long mean burst sizes that characterise data and 
image traffic. 
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Figure 6.5 Traffic scenarios of image sources (C = 30 Mbit/s and K=50) (fig. 4 of [Yang, 1995], 
pp. 123). 
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Figure 6.6a Traffic scenarios of image sources (C = 7 Mbit/s and K=50) (fig 10 of [Yang, 1995], pp. 
124). 
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Figure 6.6b Traffic scenarios of image sources (C = 7 Mbit/s and K=2000)  
 
 
6.1.4 FCAC generalisation results 
 
The results shown in figures 6.7 to 6.12 refer to the CLR predictions obtained using 
FCAC for the same configuration of experiments as before (see table 6.3) but for an 
extended set of values for the possible number of sources in the traffic mix. The 
value shown in the first Y-axis (left side of the graphs) is the predicted maximum 
CLR per connection for the number of sources in the traffic mix shown in the X-axis. 
The value shown in the second Y-axis (right side of the graphs) is the degree of 
certainty (value from 0 to 1) on the predicted CLR for that specific number of 
multiplexed traffic sources. The degree of certainty corresponds, in terms of the 
implementation of FCAC, to the membership degree of the inferred CLR value in the 
fuzzy set resulting from the fuzzy inference process. 
 
The minimum and maximum number of sources shown in the X-axis refer to the 
minimum and maximum number of sources for which FCAC could provide a CLR  
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prediction, respectively. The results shown in figures 6.7 to 6.12 do not intend to 
evaluate the accuracy of the CLR predicted by FCAC by comparing it with the CLR 
obtained by simulation. The aim is, rather, to visualise the ability of FCAC to predict 
a CLR within a maximum error of 10-1, considering traffic mixes for which the tool 
has no previous knowledge. The values obtained from simulations, CLPmax, and used 
to construct the set of training examples, are shown in the figures only as a reference. 
 
Figure 6.7 shows that FCAC behaves poorly (but still within the maximum error 
value) for traffic mixes of voice sources with a number of sources between 255 and 
265, approximately. A CLR of 10-4 is expected for such traffic mixes but FCAC 
predicts a CLR of 10-5 for traffic mixes with a maximum of 261 voice sources and 
then “jumps” to 10-3. A careful observation of the values obtained via simulations for 
CLPmax (shown as a triangle in the figures) for a traffic mix with 260 voice sources 
and the CLPmax obtained for a traffic mix with 250 voice sources reveals that the 
difference between the two CLPmax values is greater than 10-1. This explains why 
FCAC cannot make much sense of the actual CLR for traffic mixes with a number of 
voice sources between 255 and 260 with such scarceness of training examples. 
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Figure 6.7  FCAC prediction for voice sources (experiment A.1, C = 7Mbit/s, K = 50 cells). 
 
Figure 6.7 also confirms the intuitive rule that: “if the number of sources in the traffic 
mix is less than 250 sources, then the degree of certainty in predicting a CLR of 10-5 
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will increase”, and, by a similar reasoning, “if the number of sources in the traffic 
mix is more than 300, then the degree of certainty in predicting a CLR of 10-2 will 
increase”. 
 
For the traffic scenario shown in figure 6.8, the prediction given by FCAC is 
consistent with the results obtained from simulations. For this scenario, the peak to 
link ratio of the sources is much higher than for the traffic scenario of figure 6.7 
(9.1×10-2 and 9.1×10-3, respectively) and thus, the influence on the CLR caused by 
adding one more source to the existing traffic is more easily captured from the 
examples. A correct CLR prediction can, thus, be obtained even using a reduced 
number of examples. 
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Figure 6.8  FCAC prediction for voice sources (experiment A.2, C = 0.7Mbit/s, K = 50 cells). 
 
Figures 6.9 and 6.10 show the CLR predicted by FCAC for traffic mixes of data 
sources (experiments A.4. and A.5, respectively). Similar comments to those for 
figure 6.8 can be given for figure 6.10. The peak to link ratio of the sources in figure 
6.10 is higher than the same ratio for the sources in figure 6.9 and thus, FCAC can 
easily extrapolate from the knowledge expressed in the examples (corresponding to 
traffic mixes with 8, 10, 12 15, 18, 22 and 25 data sources, see also figure 6.10). 
Hence, in the traffic scenario of figure 6.10: 
• the maximum CLR obtained from simulations for a traffic mix with 10 data 
sources is 3.9×10-4 and the maximum CLR for 12 sources is 2.16×10-3. FCAC 
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reads these values as 1.e-4 and 1.e-3, respectively, due to the rounding process to 
the nearest negative integer power of ten (see chapter 5, section 5.2.1.1 for more 
details on the rounding algorithm). Hence, for traffic mixes with 11 sources, the 
CLR is likely to be approximately 5×10-4. Because 5×10-4 is understood by FCAC 
as 10-4 (rounding process), a CLR of 10-4 has a higher degree of certainty than a 
CLR of 10-3 and, thus, FCAC predicts 10-4. If, in future, it turns out that the 
rounding process causes the prediction given by FCAC to be optimistic, a more 
conservative rounding value can be used, that is, a CLR of 5×10-4 would be  
interpreted as 10-3. 
• for traffic mixes with 16 data sources a more conservative reasoning is applied 
because there is more traffic knowledge for traffic scenarios characterised by high 
loads than for traffic scenarios with low loads. The CLR value obtained via 
simulation for a traffic mix with 15 data sources is 4.13×10-3 and for a traffic mix 
with 18 data, 6.07×10-3; FCAC reads these values as 10-3 and 10-2, respectively. 
Hence, for 16 sources the predicted CLR value changes immediately to 10-2. 
 
In figure 6.9, the fluctuation of the value for the degree of certainty associated with 
the CLR predicted by FCAC can be observed. The fluctuation occurs when the CLR 
predicted by FCAC is about to change to the next CLR “in step”, that is, to a lower 
CLR if the load decreases or to a higher CLR if the load increases. For this traffic 
scenario, FCAC has enough knowledge to be able to make a generalisation to 
scenarios for which it has no previous knowledge. A CLR prediction that has an 
associated degree of certainty less than 0.5 implies a small degree of confidence in 
the actual value of the predicted CLR. For example, in figure 6.10, the CLR predicted 
for traffic mixes with a number of data sources between 12 and 15 is 10-3 but, given 
that the certainty value associated is less than 0.5, then there is a possibility that the 
actual observed CLR would be 10-2.  
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Figure 6.10  FCAC prediction for data sources (experiment A.4, C = 52 Mbit/s, K = 50 cells). 
 
Figures 6.11 and 6.12 show the predicted CLR values for traffic mixes of image 
sources. As before, FCAC can generalise the CLR prediction to “new” traffic mixes 
for the traffic scenario for which the degree of granularity in the sampled data 
(training examples) is the highest. In figure 6.12, the sampled data refers to traffic 
mixes with 4, 8, 12, 18 and 22 image sources; in figure 6.11, the sampled data refers 
to traffic mixes with 80, 113, 150, 187 and 220 image sources. Thus, the degree of 
granularity in the sampled data is higher for the scenario shown in figure 6.12. This 
implies that FCAC can easily generalise on the relation between the characteristics of 
the multiplexed traffic and the expected CLR for the scenarios shown in figure 6.12, 
but the same is not necessarily valid for figure 6.11. This explains why, in figure 
6.11, FCAC does not give any prediction for traffic mixes with 93 to 100 sources and 
126 to 128 sources. In a real implementation, if a CLR prediction is not available, a 
conservative decision making based on peak rate allocation can be used until FCAC 
has knowledge to predict a CLR for new traffic patterns (see more on this in the 
conclusions, chapter 8). 
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Figure 6.12  FCAC prediction for image sources (experiment A.6, C = 7 Mbit/s, K = 50 cells). 
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6.2 Comparative cell loss ratio experiments (learning CAC 
approaches) 
 
 
This section reports the results obtained when using FCAC and a neuro-fuzzy based tool 
(NFCAC) developed by Fontaine et al (see [Font, 1996]) to predict the maximum CLR 
per connection in homogeneous and heterogeneous traffic scenarios. The CLR 
predictions obtained by both approaches were compared with on-line measured CLRs. 
These measurements were performed by RACE consortium EXPLOIT in the ATM test 
bed at Basel (see also [R2061 D.28, 1994]) and refer to the maximum CLR measured at 
the output buffer to the link for each of the connections. A single ATM link is 
considered, with link capacity 155.52 Mbit/s, and the output buffer of the switch has a 
storage capacity of 27 cells. 
 
The traffic sources used in the experiments are On-Off sources defined by the peak bit 
rate and the mean on and off periods. The characteristics of the traffic sources are 
shown in table 6.4 (values obtained from [R2061 D.28, 1994]). The traffic mixes for 
homogeneous and heterogeneous scenarios described in table 6.5 are also the same as 
the ones considered in [R2061 D.28, 1994]. 
 
Table 6.4 Traffic characteristics of On-Off sources (from [R2061 D.28, 1994]). 
Traffic Class Peak Rate 
(Mbit/s) 
Mean On period 
(s) 
Mean Off Period 
(s) 
A.3.1 31.1 20 80 
A.3.2 31.1 10 190 
B.3.1 7.78 50 50 
B.3.2 7.78 190 10 
C.3.1 1.94 50 50 
C.3.2 1.94 20 80 
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The CLR obtained via measurements for each of the traffic mixes considered in the 
experiment scenarios of table 6.5 were used to create a set of training examples (see 
chapter 5, section 5.2.1.1 how to construct the example set). FCAC and NFCAC were 
trained using this example set and no previous knowledge existed either for FCAC or 
NFCAC. 
 
Table 6.5  Specification of the experiments for homogeneous and heterogeneous 
 traffic mixes (learning approaches) 
Experiment Buffer size 
(cells) 
Link Capacity 
(Mbit/s) 
Traffic type Figure 
B.1 27 155.52 A.3.1 6.13 
B.2 27 155.52 A.3.2 6.14 
B.3 27 155.52 B.3.1 6.15 
B.4 27 155.52 B.3.2 6.16 
B.5 27 155.52 C.3.1 6.17 
B.6 27 155.52 C.3.2 6.18 
C.1 27 155.52 B.3.1 + 2A.3.1 6.19 
C.2 27 155.52 B.3.1 + 4A.3.1 6.20 
C.3 27 155.52 B.3.2 + 2A.3.1 6.21 
C.4 27 155.52 B.32 + 4A.3.1 5.22 
C.5 27 155.52 C.3.1 + 2A.3.1 5.23 
C.6 27 155.52 C.3.1 + 4A.3.1 5.24 
C.7 27 155.52 C.3.1 + 4B.3.1 5.25 
C.8 27 155.52 C.3.1 + 8B.3.1 5.26 
 
 
The rule base obtained for FCAC, using the automatic design method described in 
chapter 5, contains 101 rules. NFCAC uses a rule base with a maximum of 27 rules 
since 3 input fuzzy variables are considered and the fuzzy domain of each variable 
contains 3 fuzzy sets. The training example set contains 80 examples. 
 
The experiments reported in this section aim to evaluate the generalisation capability of 
FCAC and NFCAC, in terms of the CLR prediction, to traffic mixes for which there is 
no previous knowledge other than the knowledge obtained from the set of training 
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examples used. The traffic mixes used to test the predictions given by FCAC and 
NFCAC, are composed of the same type of sources as the sources used in the training 
examples, but considering a wider range of traffic patterns for the multiplexed traffic, 
obtained by varying the number of the sources for one of the traffic types in the traffic 
mix. The evaluation of the accuracy of the CLR prediction is not the main aim of the 
experiments reported in this section, but rather to evaluate, for the totality of the traffic 
mixes studied, how well (number of test cases for which an unexpected CLR is 
obtained, number of test cases for which no CLR prediction is given) do FCAC and 
NFCAC behave for the traffic mixes considered. Given that NFCAC predicts a CLR 
expressed as a floating point number whereas FCAC predicts a CLR expressed as an 
integer (representing the negative power of ten of the previously referred ratio) a strict 
comparison is not possible. Instead, an assumption is made that a maximum difference 
of 10-1 between the CLR predicted by FCAC and the CLR predicted by NFCAC is 
allowed. If the difference between the two CLR predictions is bigger than 10-1, then the 
test case is analysed in more detail in order to determine the cause of divergence. 
 
6.2.1 Homogeneous scenarios 
 
The CLR predictions obtained using FCAC and NFCAC for the homogeneous traffic 
scenarios corresponding to experiments B.1 to B.6 are plotted in figures 6.13 to 6.18. 
The degree of certainty associated with the prediction given by FCAC is plotted in each 
of the graphics in the second Y-axis (right hand side). 
 
The results of experiments B.1 to B.3 (plotted in the graphics of figures 6.13 to 6.15) 
show that the CLR predictions given by FCAC and NFCAC are, for the majority of the 
cases, within the expected value obtained when extrapolating from the result obtained 
via on-line measurements. Only two cases are irregular: 
1. in figure 6.13, FCAC failed to provide a CLR prediction for traffic mixes with 11 
A.3.1 sources; 
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2. in figure 6.15, for low loads (in particular the case of a traffic mix of 23 B.3.1 
sources), the maximum allowed difference (10-1) between the CLR predictions of 
FCAC and NFCAC was reached. 
 
In the first case, the traffic sources have a very high peak to link ratio and, thus, adding 
one more source to the traffic mix will create a completely different traffic pattern. 
FCAC cannot generalise its CLR prediction for the new traffic pattern based on the 
existing knowledge. For a traffic mix with 14 A.3.1 sources, a certain oscillation of the 
CLR curve predicted by NFCAC can also be observed. For the second case, the CLR 
prediction given by FCAC is optimistic for low loads and this is because of lack of 
knowledge of such traffic patterns.  
 
In figure 6.16, the CLR predicted by FCAC and NFCAC differ significantly for traffic 
mixes with a number of B.3.2 sources in the range of 211 to 214 sources. Furthermore,  
the CLR predicted by FCAC is optimistic for traffic mixes with a number of B.3.2 
sources in the range of 201 to 214, when compared with the results obtained by 
measurements. A similar comment is given for figure 6.17, for traffic mixes with a 
number of C.3.1 sources in the range of 115 to 120, 123 to 125, and 133 to 134. Both of 
these figures show that the degree of certainty associated with the CLR predicted by 
FCAC is close to 0.5 or decreases to 0.5 (or even less) for the above mentioned traffic 
mixes. Thus, FCAC is making a CLR prediction with lack of knowledge on those traffic 
patterns and this explains the optimism in the predicted CLRs. 
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Figure 6.13 Comparison of CLR predictions for traffic mixes with A.3.1 traffic sources. 
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Figure 6.14 Comparison of CLR predictions for traffic mixes with A.3.2 traffic sources. 
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Figure 6.15 Comparison of CLR predictions for traffic mixes with B.3.1 traffic sources.  
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Figures 6.18a and 6.18b show the CLR predicted by FCAC and NFCAC for traffic 
mixes corresponding to low and high loads of C.3.2 sources, respectively. For high 
loads of C.3.2 sources, both the CLRs predicted by FCAC and NFCAC are within the 
expected value obtained when extrapolating from the result obtained via on-line 
measurements. For low loads, the CLR predicted by FCAC is optimistic for traffic 
mixes with a number of C.3.2 sources in the range of 263 to 265, 269 to 274 and 277 to 
285. The degree of certainty associated with such CLR prediction is also between 0.5 
and 0.6 revealing a small confidence in the accuracy of the predicted CLR value. 
 
The CLR predicted by NFCAC is close to the CLR obtained via on-line measurements 
for experiments B.1. to B.6. The CLR prediction given by FCAC is closer to the CLR 
given by measurements for CLR predictions in the range of 10-2 to 10-4. This is because 
the percentage of training examples corresponding to traffic mixes with a CLR in the 
previously mentioned range is much higher than the percentage of examples for traffic 
mixes with a CLR less than 10-4. 
 
 
6.2.2 Heterogeneous scenarios 
 
The CLR predicted by FCAC and NFCAC for heterogeneous traffic mixes with two 
different types of sources (experiments C.1 to C.8) are plotted in figures 6.19 to 6.26.  
 
In figure 6.19, FCAC failed to give a prediction for traffic mixes with 16, 20 and 21 
B.3.1 sources in the mix. The difference between the CLR predicted by FCAC and the 
value predicted by NFCAC is over 10-1 for traffic mixes with 22, 23 and 24 B.3.1 
sources. The degree of certainty associated with the CLR predicted by FCAC for these 
traffic mixes is always between 0.5 and 0.6, indicating that FCAC predicts with lack of 
knowledge.  
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The difference between the CLR predicted by FCAC and NFCAC is also over 10-1, in 
figure 6.21, for traffic mixes with a number of B.3.2 sources in the range 90 to 112. In 
this case, inconsistencies in the fuzzy rule base (which could not be eliminated given the 
limited number of training examples in use) are the cause of discrepancies. Note also 
that the degree of certainty associated with the predictions is over 0.5 which shows that 
as far as the FCAC is concerned, the prediction is accurate. 
 
In figure 6.20, the CLR predicted by FCAC and NFCAC is as expected comparing the 
predictions with the results obtained from on-line measurements.  
 
FCAC failed to give a prediction for three traffic mixes in the traffic scenario of figure 
6.20: traffic mixes composed of 10, 14 and 18 B.3.1 sources and a fixed number of 
A.3.1 sources (2 sources). The same is observed in figure 6.22, for traffic mixes with 35 
to 45 B.3.2 sources and 4 A.3.1. sources in the mix. The prediction given by FCAC is 
optimistic in figure 6.22, for traffic mixes with 25 to 34 B.3.2 sources and 4 A.3.1 
sources in the traffic mix. All these results clearly stem from a lack of traffic knowledge 
about these patterns, as shown by the fact that the degree of certainty decreases as the 
number of B.3.2 sources added to the traffic mixes increases. 
 
In figure 6.23, the CLR predicted by FCAC is not as expected for traffic mixes with 114 
to 130 C.3.1 sources (2 A.3.1 sources in the mix). The predicted CLR suddenly 
decreases from 10-3 to 10-4 and remains at that level even if the number of C.3.1 sources 
in the mix increases (the number of A.3.1 sources is fixed for this experiment). The 
CLR value predicted by NFCAC for traffic mixes with a number of C.3.1 sources over 
125 is also unexpected, since it decreases instead of increasing. The CLR predicted by 
FCAC behaves as expected for high loads, though. 
 
C.3.1 sources have a very small peak to link ratio (see table 6.4). A.3.1 sources have a 
very high peak to link ratio. Thus, in order to achieve an accurate CLR prediction for the 
experiment shown in figure 6.23, both FCAC and NFCAC require more training 
examples that include these type of traffic mixes. For the experiment shown in figure 
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6.23, only four of the training examples contain information relative to traffic mixes 
with C.3.1 and A.3.1 sources. These are the examples for traffic mixes with 70, 80, 100 
and 120 C.3.1 sources (the number of A.3.1 sources, 2, is fixed for all the traffic mixes). 
 
In figure 6.24 the CLR predictions given by FCAC and NFCAC are as expected, except 
for very low loads in which case the CLR predicted by FCAC is in the order of  
10-7 and the CLR predicted by NFCAC is in the order of 10-9. The set of training 
examples does not contain examples for traffic scenarios characterised by very low cell 
loss ratios. This is the reason why FCAC takes a more conservative approach.  
 
In figure 6.25, the CLR predicted by FCAC is optimistic for traffic mixes with 114 to 
118 C.3.1 sources in the mix, when compared to the CLR prediction given by NFCAC. 
Considering that only two of the training examples describe traffic patterns with 4 B.3.1 
sources and a variable number of C.3.1 sources, the predictions given by FCAC and 
NFCAC generalise the traffic knowledge obtained from similar traffic patterns 
contained in the example set, in order to predict the CLR for this experiment. B.3.1 and 
C.3.1 traffic sources have the same mean on and off periods (different peak bit rates). 
B.3.1 has the highest peak bit rate but the number of C.3.1 sources is always much 
higher than the number of B.3.1 sources. Therefore, FCAC and NFCAC interpret this 
traffic pattern as the pattern for an homogeneous traffic scenario and match it with one 
of the homogeneous traffic patterns for which there is traffic knowledge. 
 
In figure 6.26, the homogeneity of the traffic pattern is broken by adding 4 more B.3.1 
sources to the traffic mix (a total of 8 B.3.1 sources is considered). NFCAC can still 
provide an accurate generalisation but FCAC requires more training examples in order 
to be able to generalise for low loads. The CLR predicted by FCAC is too pessimistic 
for traffic mixes with 85, 86 and 92 to 97 C.3.1 sources in the traffic mix. FCAC also 
fails to give a CLR prediction for traffic mixes with 87 to 91 C.3.1 sources.  
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The source for these patterns [R2061 D.28, 1994] does not comment on the reason for 
the choice of the characteristics of the traffic sources shown in table 6.4 so, no mapping 
can be made between the results obtained in the experiments and real traffic situations. 
Nevertheless, from experiments B.1 to B.6 and C.1 to C.8 presented in this section, it 
can be concluded that: 
• for traffic mixes such as the ones shown in figure 6.23, both FCAC and NFCAC 
require more training examples than the ones used in the experiment of this section in 
order to generalise the CLR prediction to traffic patterns with a different number of 
any of the traffic sources in the mix considered, 
• for other traffic mixes such as the ones shown in figure 6.25, both approaches can 
easily generalise its CLR prediction even with a very reduced number of training 
examples. 
 
The prediction given by FCAC is generally more accurate (compared with the values 
obtained by measurements) for traffic scenarios characterised by high load. This is 
because the percentage of training examples describing such traffic scenarios is higher 
than the number of training examples describing traffic scenarios with low load. The 
reason for the reduced number of training examples relative to traffic scenarios with low 
load is that such scenarios are associated with low CLRs and these ratios take a long 
time to monitor using on-line measurements (a very high number of cells needs to be 
generated in order to achieve statistical significance). Overall, the prediction given by 
NFCAC is consistent with the expected CLR when extrapolating from the results 
obtained via on-line measurements.  
 
The switch used to perform the on-line measurements in the ATM test-bed in Basel has 
a very small output buffer size and, therefore, does not suit a CAC approach (such as 
FCAC) that takes into account the reduction of the CLR obtained by queueing part of 
the excess traffic. On the other hand, FCAC requires more knowledge than NFCAC to 
provide the same CLR prediction accuracy since the fuzzy system used has 4 input 
variables whereas NFCAC uses a fuzzy system with 3 input variables. 
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6.3 Experiments on adaptation of FCAC 
 
 
The experiments reported in the following section were possible thanks to RACE 
project EXPLOIT having made available the equipment for traffic generation and 
analysis at the ATM test-bed in Basel for a week of experiments (experiments 1 to 9). 
The rest of the experiments reported have been obtained via simulations using 
LINKSIM. 
 
The network configuration is the same as the one used in the experiments of section 6.2, 
that is, C=155.52 Mbit/s and K=27 cells. The sources used are VBR sources, modelled 
as On-Off sources with parameters: peak bit rate, mean “on” and “off” periods. The 
traffic mixes studied are composed of 6 different type of sources (heterogeneous mixes); 
see also table 6.6 (background traffic) and table 6.7 (foreground traffic). 
 
Table 6.6 Traffic characteristics of On-Off sources (background traffic). 
Traffic Class Peak Rate 
(Mbit/s) 
Mean On period 
(s) 
Mean Off Period 
(s) 
NTUA-PC1 37  0.000836 0.00336 
NTUA-PC2 37 0.00126 0.00293 
NTUA-PC3 37 0.00167 0.006715 
NTUA-PC4 37 0.00252 0.005878 
 
 
The experiments are performed using the RUM switch (made by AT&T) to multiplex 
the ATM traffic and the following traffic generators and analysers are used: 
• PC-based ATM traffic generator developed by the National Technical University of 
Athens (NTUA- PC); 
• UNIX-based ATM traffic generator and analyser, ATM-100, developed by Wandel & 
Goltermann; 
• PC-based Alcatel A8643 traffic analyser and generator. 
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The experiment starts by switching on the 5 NTUA-PCs and the ATM100 as traffic 
generators. The A8643 is the traffic analyser for the traffic from the NTUA-PCs and the 
ATM-100 also performs the function of traffic analyser for the traffic that it generates.  
 
The traffic is multiplexed using the RUM switch and switched via port 4 of the RUM. 
After a while, when the multiplexed traffic has reached a steady state, the ATM-100 
analyser is switched on, and the analysis of the traffic generated by the ATM-100 starts. 
After receiving at the A8643 a pre-fixed number of cells for the 5 NTUA-PCs, both 
analysers (ATM-100 and A8643) are switched off and the experiment is concluded. The 
traffic analysis will allow the CLR for each of the connections to be obtained and from 
these ratios, the maximum CLR per connection to be determined. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.27 Description of the configuration for the experiments  
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Table 6.7 Foreground traffic characteristics (experiments D.1 to D.9) 
 NTUA-PC5 ATM-100 
Experiment Peak Rate 
(Mbit/s) 
Mean On 
Period (s) 
Mean Off 
Period (s) 
Peak Rate 
(Mbit/s) 
Mean On 
Period (s) 
Mean Off 
Period (s) 
D.1 37 0.007975 0.007975 8 0.02 0.08 
D.2 37 0.007975 0.007975 8 0.04 0.08 
D.3 37 0.007975 0.009568 8 0.02 0.08 
D.4 37 0.007975 0.009568 8 0.04 0.08 
D.5 37 0.007975 0.007975 7 0.04 0.08 
D.6 37 0.007975 0.007975 6 0.04 0.08 
D.7 37 0.007975 0.007975 8 0.02 0.04 
D.8 37 0.007975 0.007975 8 0.06 0.12 
D.9 37 0.007975 0.007975 8 0.01 0.02 
 
 
The experiments performed on this section consist of multiplexing background traffic 
(table 6.6 presents the characteristics of the background traffic sources) with foreground 
traffic (table 6.7 presents the characteristics of the foreground traffic sources). The same 
background traffic is used throughout all the experiments presented in this section. The 
characteristics of the sources in the foreground traffic change according to table 6.7. 
 
Tables 6.8, 6.9 and 6.10 allow a better understanding of the layout of the experiments 
performed in this section. Table 6.8 shows the differences between experiments D.1 to 
D.4 regarding the characteristics of the foreground traffic sources: the peak bit rate of 
the sources remains the same for the four experiments (8 Mbit/s for the ATM-100 and 
37 Mbit/s for the NTUA-PC5) and only the mean on and off periods of one of the two 
foreground sources (ATM-100 or NTUA-PC5) will vary. The CLR results obtained for 
each of the experiments D.1, D.3 and D.4 will be compared with the CLR obtained for 
the reference experiment (experiment D.2). 
 
 
 
Table 6.8 Layout of experiments D.1 to D.4 
6  Experiments 
 194
NTUA-PC5 vs ATM-100 
(mean_on, mean_off) in sec. 
 
ATM-100 (0.02, 0.08) 
 
ATM-100 (0.04, 0.08) 
NTUA-PC5 (0.0079, 0.0079) 
 
Experiment D.1 Experiment D.2 (reference) 
NTUA-PC5 (0.0079, 0.009568) 
 
Experiment D.3 Experiment D.4 
 
 
Table 6.9 Layout of experiments D.2, D.5 and D.6 for ATM-100 (same mean “on” and “off” periods)  
Experiment ATM-100 (Peak bit rate in Mbit/s) 
D.2         (reference) 8 
D.5 7 
D.6 6 
 
 
Table 6.9 presents experiments D.2, D.5 and D.6 as the experiments designed to test the 
influence of varying the peak bit rate of one of the foreground traffic sources (the ATM-
100) on the CLR obtained per connection. Table 6.10 presents the experiments designed 
to test the influence of changing the mean on and off periods of the ATM-100 (the 
percentage of time “on” and the peak bit rate of the ATM-100 are constant for the four 
experiments) on the obtained maximum CLR per connection. 
 
Table 6.10 Layout of experiments D.2, D.7, D.8 and D.6 for ATM-100 (same mean bit rate)  
 ATM-100 
Experiment Mean On 
Period (s) 
Mean Off 
Period (s) 
D.2          (reference) 0.04 0.08 
D.7 0.02 0.04 
D.8 0.06 0.012 
D.9 0.01 0.02 
 
 
Other traffic experiments were performed in order to study the influence of adding one 
more ATM-100 connection (with the same traffic characteristics as the ATM-100 
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connection specified for the corresponding experiment) on the maximum CLR to be 
expected for the background and foreground connections, for each of experiments D.1 
to D.9.  
 
Limitations of time and the number of connections that can be analysed by the traffic 
analysers at the ATM test-bed, made it impossible to make all of these measurements 
on-line and the cell rate simulator, LINKSIM (see [Pitts, 1993]) was used instead. 
Therefore, the CLR shown in figures 6.28 to 6.36 is obtained: 
• via on-line measurements, for traffic mixes with only one ATM100 source in the 
mix; 
• via simulation, for traffic mixes with more than one ATM100 traffic source in the 
mix. 
 
The experiments described in table 6.7 have been performed in order to test the 
performance of the tuning algorithm in the presence of new test examples.  The CLR 
predicted by FCAC was obtained after tuning the rule base obtained for the experiments 
in section 6.2 with a set of testing examples containing the on-line measured CLRs and 
also the CLRs obtained via simulation (see in section 5.2.1.1 how to construct the 
examples from the data). Some of the CLR values obtained via simulation were used to 
construct the test example set, the remaining values were used to evaluate the 
generalisation ability of FCAC when applied to traffic scenarios for which there was no 
previous knowledge. The symbol, ♣, is placed adjacent to the bar corresponding to the 
FCAC prediction in figures 6.33 to 6.36 for the traffic scenarios for which there is no 
previous knowledge. 
 
Figures 6.28 to 6.36 show the CLR predicted by FCAC and the CLR obtained by on-line 
measurements (traffic mixes containing only one ATM-100 source) and simulations 
(traffic mixes containing more than one ATM-100 source). From the figures, it can be 
observed that FCAC is able to detect, for the majority of the cases, when the CLR 
changes from 10-4 to 10-3 with the increasing number of ATM-100 sources added to the 
background traffic. Only two cases show irregularities: 
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• in figures 6.35, FCAC failed to give a CLR prediction for a traffic scenario with 2 
ATM100 sources in the traffic mix. The set of test examples does not contain data for 
this traffic pattern (note the ♣ symbol in the figure). The characteristics of the ATM-
100 source for experiment D.8 are such that the mean on and off periods are the 
highest of all the experiments. Thus, FCAC cannot match the characteristics of this 
traffic mix with any of the previously studied. 
• in figure 6.33, the CLR predicted by FCAC for the traffic mix with 2 ATM-100 
sources (experiment D.6) is not as expected. Because the CLR obtained via 
simulation is less than 5x10-3, the CLR predicted by FCAC should have been 10-4 
and not 10-3. Again for this experiment the set of test examples does not contain 
knowledge for traffic mixes with 3 and 4 ATM-100 traffic sources. In experiment 
D.6, the peak bit rate of the ATM-100 is the lowest of the peak bit rates of the ATM-
100 source for of all the experiments. Considering the reduced number of test 
examples for this traffic scenario, FCAC cannot make too much sense of the specific 
characteristics of this traffic mix and predicts a conservative CLR value. 
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Figure 6.36 CLR for background traffic described in experiment D.9. 
 
 
For the totality of the 39 traffic scenarios studied, FCAC had knowledge of 34 traffic 
scenarios. The prediction given by FCAC was not as expected for 2 of the studied traffic 
scenarios, comparing it with the value obtained either via on-line measurements or via 
simulation. The traffic scenarios for which FCAC failed to provide the expected CLR 
are scenarios for which there is no information in the set of test examples and, therefore, 
a reduced ability to generalise from previous knowledge. 
 
For the experiments described in table 6.9, considering experiment D.2 as the reference 
experiment, the influence on the CLR of reducing the peak bit rate while keeping 
constant the mean “on” and “off” periods of the ATM-100 traffic source has been 
studied. The CLR increases more rapidly when adding ATM-100 sources to the traffic 
mix in the case of experiment D.2 (highest peak bit rate) than it does for the other two 
experiments (D.5 and D.6). This is so much so that, in the case of experiment D.6 
(lowest peak bit rate), only two ATM-100 sources are allowed in the traffic mix for a 
cell loss requirement of 10-4. 
 
For the experiments described in table 6.10, considering experiment D.2 as the reference 
experiment, no influence has been observed on the maximum CLR of each of the 
multiplexed connections when varying the mean on and off periods of the ATM-100 
source  (the mean bit rate is kept constant).  
 
♣
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The mean on and off periods of the ATM-100 source are similar for experiments D.7 
and D.9 and this explains the similarity between the CLR obtained in figures 6.34 and 
6.36, respectively. FCAC does not make any distinction for the CLR curves of these 
traffic patterns either.  
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7  Discussion of the results 
 
 
Traffic control in ATM networks requires the development of traffic models (for source 
and queueing) that are able to predict the influence on the cell loss and cell delay of each 
of the multiplexed connections when traffic with different characteristics (e.g. data and 
voice) and different QoS requirements is multiplexed on the same ATM link. It is 
important to be able to cope with mixtures of delay sensitive and loss sensitive traffic.  
 
Traffic models are the basis for the development of most CAC methods. CAC has to 
decide upon the admission or rejection of a new connection request, making sure that 
there are available network resources in order to be able to satisfy the QoS requirements 
of all admitted connections. Provision must be made for: 
• bandwidth, if the multiplexed traffic is characterised by long range rate variations 
that cannot be queued in ATM nodes (e.g. video traffic); 
• queueing space, if the traffic exhibits long bursts (e.g. file transfer). 
 
This thesis proposes a new fuzzy logic based decision support system for CAC in ATM 
networks: FCAC. Fuzzy logic is used to model the relationship between the traffic 
characteristics of a multiplexed set of connections and the maximum cell loss ratio to be 
obtained for each of the connections at a steady state, that is, when cell scale influences 
(caused by the asynchronous arrival of cells from different connections) are no longer 
predominant and only the influences of variations in rates and arrival of bursts need to 
be considered.  
 
The FCAC predicts the maximum cell loss ratio to be obtained for each of the 
multiplexed connections when the new connection is to be multiplexed with existing 
background traffic; if the predicted cell loss ratio violates the cell loss ratio requirements 
of any of the connections then the new connection is rejected, otherwise the new 
connection is admitted.  
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Fuzzy sets such as “high”, “medium” or “low” allow the quantification of vague 
statements about the traffic characteristics that often come to mind to a traffic engineer 
when reasoning about traffic control, such as for example the fuzzy “rule-of-the-
thumb”: 
“if the mean load of the link is high, the degree of determinism1 in the bit rate pattern 
is low, the peak rate of the multiplexed connections is medium and the connections 
are active for long periods, then the maximum cell loss ratio for the connections is 
high”. 
 
The use of fuzzy rules, such as the one above, to represent the knowledge about ATM 
traffic, constitutes a traffic model that is simple and more flexible than traffic models 
based on the statistical analysis of the traffic patterns. The “if-then” statement expressed 
in the fuzzy rule, combined with the use of fuzzy sets to describe each of the variables 
allows for adaptability to new traffic patterns by adjusting the values of the parameters 
that define each fuzzy set. Although the use of vague descriptions (such as “high”, 
“medium” included in the “rule-of-the-thumb” above), might appear not to provide a 
precise quantification of the fuzzy variables, in fact the matching between a crisp 
(single-valued) input for a specific input variable and a particular fuzzy set is precisely 
quantified using the notion of “degree of membership” of the crisp input in that fuzzy 
set. Furthermore, the use of fuzzy sets makes it possible to cope with a certain degree of 
imprecision (noise) in numerical values obtained from on-line measurements. This is 
quite useful for parameters, such as the peak cell rate, that are declared subject to a 
certain margin of error due to cell delay variation (CDV). 
 
The FCAC structures data obtained from on-line measurements on an ATM link in a 
framework composed of fuzzy sets and fuzzy rules that constitutes the traffic model 
itself. Given this, two further issues related to the use of a learning CAC approach as 
opposed to an analytical CAC approach are: 
                                                           
1 Traffic behaviour close to CBR, for which the mean rate is close to the peak rate. 
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1. FCAC relies on a sampling system able to monitor the changes in traffic patterns and 
the resulting cell loss ratio, because the knowledge about ATM traffic is obtained 
from training data,.  
2. FCAC can easily describe the effects on cell loss, not only for the traffic patterns 
known at present but also for traffic patterns resulting from the integration of services 
introduced in the future (adaptation ability). This is because FCAC is not based on an 
analytical source and queue model to calculate cell loss probabilities, but the fuzzy 
rule base constitutes the traffic model itself.  
 
Regarding the first point, further studies are required in order to study how the selection 
of the examples used to train FCAC is going to be processed. Because of the limited 
number of examples available for this research, it was not possible to study this topic 
any further. However, some interesting points to be investigated further could be, for 
instance:  
• Learning and tuning - Should the training examples contain only examples referring 
to (1) traffic scenarios for which FCAC did not provide an accurate CLR prediction 
and (2) traffic scenarios for which FCAC failed to provide a CLR prediction?  
• Adaptation - Should the training examples also refer to traffic patterns that are 
representative of typical traffic scenarios observed for a certain time period (e.g. day, 
week)? 
  
Another relevant issue related to the performance of FCAC is the choice of the time 
during which to measure the maximum cell loss ratio for each of the connections 
multiplexed on the same ATM link. Some suggestions on how long the measurements 
should last for are:  
• the whole duration of the connection; 
• for steady state periods in which no connections are initialised or concluded; 
• a period of time depending on the type of service associated with the connection, that 
is, depending on whether it is an interactive or data transfer type of service. 
In order to evaluate the implications of the time variable (associated with the time 
during which the cell loss ratio is monitored) on the performance of the FCAC,  in terms 
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of 1) the accuracy of the CLR prediction and 2) in terms of the multiplexing gain, 
further experiments need to be performed on a real ATM traffic environment. 
 
Learning from examples has been chosen as the method for acquiring knowledge about 
the relationship between multiplexing factors (such as the mean to peak ratio, average 
load, peak to link ratio, burst length to buffer size ratio) and the maximum cell loss ratio 
obtained for each connection. In a traffic control context, the examples refer to pairs of 
numeric values for the input and output fuzzy variables (in the antecedent and 
consequent of the fuzzy rules, respectively) that can be obtained from on-line traffic 
measurements.  
 
A method for assigning a measure of the upper and lower bounds of uncertainty 
(interval of uncertainty) to each of the rules has been described in section 3.2. This 
method is based on the method of identifying fuzzy logic systems from examples, 
proposed by Delgado and Gonzalez ([Delg, 1993]). The uncertainty measure enables an 
evaluation of the truthfulness of a rule given a set of examples or, in other words, how 
well the rule describes a set of examples. In order to infer from fuzzy rules with an 
associated interval of uncertainty, a fuzzy inference algorithm derived from the work by 
Campos et al ([Camp, 1993]]) has been proposed in chapter 3, section 3.3. The 
inference algorithm allows the contribution of each of the rules to the inferred output to 
be weighted, not only by the degree of matching between the input values and the 
antecedent of the rules but also by the uncertainty bounds associated with the rule. 
 
The rule base of the fuzzy logic CAC proposed in this thesis, FCAC, is automatically 
designed given a set of examples, the number of fuzzy variables in the antecedent and 
consequent of the rules and the universe of the fuzzy sets for each of the fuzzy variables. 
The fuzzy rules and the definition of the fuzzy sets for each of these rules are obtained 
using an algorithm which is based on genetic algorithms and consists of three phases: 
  
1. Generation: genetic algorithms are used to search the space of possible solutions for 
the set of fuzzy rules that “best” represents a set of training examples (generation of 
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the rules). The evaluation of the “best” set of rules is done using the notions of 
positive and negative examples derived from the method of identification of fuzzy 
logic systems from examples presented in chapter 3, section 3.2; 
  
2. Simplification: a genetic algorithm is used to search the space of possible solutions 
for the subset of fuzzy rules among the generated rules that is still able to provide a 
cell loss ratio prediction, for the input values stated in the set of training examples, 
with an error less than a pre-specified threshold (simplification of the rule set). The 
mean square error is used to measure the difference between the output obtained 
through fuzzy inference for each of the inputs in the set of training examples and the 
corresponding output value stated in the examples. 
  
3. Tuning: a genetic algorithm is used to search the space of possible solutions for the 
values of the parameters describing the fuzzy sets in the antecedent of the rules that 
enable FCAC to provide an accurate cell loss ratio prediction for a new set of testing 
examples (tuning of the simplified rule set). The mean square error is also used to 
measure the performance of FCAC for the new test set. 
 
The tuning algorithm is an optimisation algorithm that searches for the “best” set of 
values of the parameters that define the fuzzy sets for each of the rules. The set of 
possible values that such parameters can assume are elements of a bounded interval; the 
selection of the “best” set of parameters is dictated by the accuracy of the cell loss ratio 
predicted by a fuzzy system (FCAC) defined by those parameters for a set of testing 
examples. Given this, the implementation of the tuning algorithm could have been based 
on another evolutionary algorithm such as, for example, evolution strategies (see [Schw, 
1977], [Schw, 1981]). Due to limitations of time, this research could not compare the 
performance of tuning algorithms based on different evolutionary algorithms. This is, 
nevertheless, a very interesting topic to be further analysed.  
 
The traffic experiments studied during this research (and presented in chapter 6) provide 
the basis for the subsequent comments on the applicability of FCAC to CAC in ATM 
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networks, more precisely the accuracy of the cell loss ratio predicted by FCAC. The 
accuracy is measured calculating the error between the cell loss ratio obtained either via 
simulations or measurements and the cell loss ratio predicted by FCAC. The 
experiments have the following aims: 
• comparison of FCAC with CAC approaches based on theoretical traffic models in 
order to visualise the traffic scenarios and network configurations where the use of a 
learning CAC approach, such as FCAC, allows to achieve a higher statistical 
multiplexing gain; 
• comparison of FCAC with another fuzzy logic based CAC approach, NFCAC, that 
uses neural networks instead of genetic algorithms to automatically design the fuzzy 
rule base, in terms of (1) the ability to generalise the cell loss ratio prediction to 
traffic mixes constituted by the same type of traffic sources as the sources considered 
in the examples, but a different number of sources for each of the traffic types and (2) 
the number of examples required for training. 
 
The experiments described in chapter 6, section 6.1, for homogeneous traffic mixes of 
voice, data or image traffic, and for various values of the link capacity (the size of the 
output buffer of the switch is assumed to be fixed), allow the conclusion that: 
• the cell loss ratio predicted by FCAC, subject to the error of rounding to the nearest 
integer negative power of ten,  is within a maximum error of 10-1 above or below the 
cell loss ratio given by simulations for the scenarios for which a cell loss prediction 
could be made; 
• the predicted cell loss ratio does not favour any particular type of traffic or network 
scenario; 
• the accuracy of the prediction is only limited by the size and information contained in 
the training data examples. 
 
Referring to the last point, a total of 37 examples was available to train and tune the 
FCAC. The reason why such a small number of examples is used is that the process of 
obtaining the cell loss ratio for each of the traffic mixes considered in the examples 
using a simulator is time consuming. Nevertheless, in the experiments in section 6.1, a 
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total of 482 traffic scenarios have been studied; for 5 of these, the cell loss ratio 
predicted by the FCAC was optimistic and for 11 traffic scenarios, FCAC failed to 
provide a cell loss ratio prediction.  
  
Comparing thus with other techniques: 
• the (M+1)-MMDP approximation is accurate for traffic scenarios where the 
connections exhibit long bursts (e.g. video and data traffic) and the buffer size is such 
that at least part of the whole burst can be queued (see chapter 6, figures 6.3); 
• the convolution based approach, ECA, is accurate for scenarios for which the 
multiplexed traffic is characterised by variations in rates that cannot be smoothed by 
the queueing process at the output buffer (see chapter 6, figures 6.4); in this case, a 
bufferless model is accurate enough to describe the queueing process at the buffers of 
the ATM switch.  
 
The results also show that the ECA does not provide an upper bound for the cell loss 
probability: in fact it is optimistic for traffic scenarios in which the connections present 
long bursts (e.g. image traffic, see figure 6.5). ECA is very pessimistic for a network 
scenario where the buffer size is very large (the case studied had a buffer size of 2000 
cells) and the (M+1)-MMDP approximation cannot provide a prediction for such cases 
due to the complexity of the calculations involved (for 300 sources and a buffer of 2000 
cells a system of linear equations for which the size of the coefficient matrix is 6.105 × 
6.105).  
 
The performance of FCAC in terms of its ability to generalise the cell loss ratio 
prediction to traffic scenarios for which it has no previous knowledge has been 
compared in chapter 6, section 6.2 with another fuzzy logic based CAC approach, the 
neuro-fuzzy CAC (NFCAC) proposed by Fontaine et al ([Font, 1996]). NFCAC uses 
neural networks instead of genetic algorithms to set-up the fuzzy rule base. FCAC and 
NFCAC have been trained with a set of examples for which the cell loss ratio values 
have been obtained from on-line measurements on an ATM test bed (see for details 
[R2061 D.28, 1994]). The cell loss ratio prediction given by NFCAC has a maximum 
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error of approximately 10-1 for all the traffic scenarios. The prediction given by FCAC 
for the same traffic scenarios has a maximum error of approximately: 
• 10-1, for traffic scenarios for which the cell loss ratio is in the range  
10-2 to 10-4; 
• 10-2, for traffic scenarios for which the cell loss ratio is in the range  
10-5 to 10-8.  
The reason for different maximum error values is that, of the 80 training examples,  only 
30% describe traffic scenarios for which the cell loss ratio is in the range 10-5 to 10-8, the 
remaining 70% refer to traffic scenarios for which a cell loss ratio between 10-2 and 10-4 
can be observed.  
 
One of the differences between FCAC and NFCAC is that NFCAC does not include the 
mean burst length value in the set of parameters that characterise the traffic behaviour of 
each connection. Because of this, NFCAC cannot distinguish between connections with 
the same mean and peak bit rates but different values for the mean active and inactive 
periods. Furthermore, NFCAC limits the maximum number of fuzzy rules by assigning 
a maximum of 3 fuzzy sets for the fuzzy domain of each of the 3 input variables (one 
input variable less than FCAC). This bounds the maximum number of fuzzy rules to 33. 
Because a smaller number of input variables is considered and the maximum number of 
rules is bounded, NFCAC requires a smaller number of training examples than FCAC to 
achieve the same degree of accuracy in the cell loss ratio prediction. However, in a real 
implementation, this does not constitute a drawback for FCAC since it is not likely that 
there will be a shortage of examples to learn from.  
 
The knowledge about ATM traffic expressed in the fuzzy rule base of FCAC can be 
applied to network configurations that differ in the values of the link capacity. If FCAC 
has to predict cell loss ratios for a link with a bandwidth capacity different from the 
bandwidth capacity previously considered, the rule base of FCAC does not have to be 
re-designed for the new link. This is because the knowledge about ATM traffic 
expressed in the fuzzy rules is independent of the actual value of the link capacity (the 
link capacity is normalised to 1 cell per cell slot or 1 Mbit per second). 
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The network configuration (link capacity and output buffer size) considered in the 
experiments reported in chapter 6, section 6.2 is the same as the network configuration 
for the experiments in chapter 6, section 6.3. Thus, the rule base obtained for the 
experiments reported in section 6.2 can be tuned to enable FCAC to adapt to different 
traffic mixes composed of traffic types not “known” previously. The tuning algorithm is 
invoked for a new set of testing data, in order to adjust the values of the parameters that 
define the fuzzy sets in each of the fuzzy rules of the rule  base obtained for the 
experiments in section 6.2. The ability of FCAC to adapt to new traffic patterns is tested 
for the same type of sources as the sources considered in the new set of testing 
examples, but varying the number of sources of one of the traffic types. For the totality 
of 39 traffic scenarios studied, FCAC failed to provide a cell loss ratio prediction for 
one of the traffic scenarios and for another the cell loss ratio predicted was not as 
expected comparing it with the cell loss ratio obtained via simulation. A total of 34 test 
examples have been used.  
 
A CAC method is required to use a set of traffic (source) parameters that are simple to 
estimate, either from the statistical analysis of on-line measurements or from the 
parameters declared by the user at connection set-up. FCAC has chosen the latter option 
in order to make sure that the parameters used in the decision making process are being 
enforced by the UPC module. ECA follows the same approach as FCAC to estimate the 
parameters that define the traffic behaviour of a particular source. A CAC method based 
on the (M+1)-MMDP approximation requires the identification of the parameters that 
define a Markov Chain with (M+1) states, where M is the total number of sources in the 
traffic mix.  
 
The set of input variables used by FCAC to identify the multiplexed traffic pattern 
might have to be revised if the set of traffic parameters used to describe the traffic 
generated by each of the multiplexed connections (more precisely the mean and peak bit 
rates and the mean burst length) does not allow traffic patterns for which different 
maximum cell loss ratios per connection are expected to be distinguished. The set of 
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input variables can be extended to include additional traffic parameters which could be 
useful for the CAC decision making process, but this would imply a fuzzy system with a 
larger number of rules, longer training time and a larger set of training examples than 
the current fuzzy system. A better re-design strategy would be to substitute one (or 
more) of the four current input variables by another variable that represents a more 
influential factor on cell loss than the one being substituted in order to constrain the 
dimensionality of the rule base. 
 
In principle, FCAC can be used to estimate other QoS parameters, such as cell delay, by 
extending the set of output parameters to include the cell delay output variable; the same 
algorithm used to design automatically the rule base of FCAC to enable the tool to 
predict cell loss ratios can be used to set up FCAC to predict also cell delay values. In 
practice, some further studies are required to evaluate whether this approach is viable in 
terms of the accuracy of the cell delay prediction. 
 
On a real implementation, a CAC method is required to make a fast decision and this is 
determined by the number of connection set-up requests arriving at a node in one 
second. According to Hiramatsu ([Hiram, 1994]), the typical target for the speed of the 
calculations is 1 ms so as to handle 1,000 requests per second. These studies consider 
that a numerical comparison of the calculation speeds of the different CAC methods 
presented is not too meaningful, because it is bounded by the speed of the processor 
used. On the other hand, a qualitative comparison is useful: 
 
• FCAC does not consider a fixed number of fuzzy sets per fuzzy variable. The fuzzy 
rule is defined by defining the fuzzy sets for each fuzzy variable and, thus, the 
number of fuzzy sets per variable is, in the worst case (if none of the fuzzy sets 
coincide), as many as the number of fuzzy rules. The maximum number of rules 
expected (after the generation phase) for a set of h training examples is: 
•  h rules, if the covering parameter, ε,  is between 0 and 1, 
• a maximum of 2h rules if ε is between 1 and 2.  
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 Each rule contains the definition of 4 bell-shaped fuzzy sets (defined by 3 
parameters) for the antecedent variables, the definition of the singleton for the 
consequent variable (defined by a single parameter) and the lower and upper bounds 
of uncertainty (2 parameters) associated with the rule. Therefore, in total, a maximum 
of  ε h × × + +( )4 3 1 2  parameters is considered, where  x  stands for the smallest 
integer exceeding x. The inference algorithm of FCAC requires the calculation of the 
output fuzzy sets for each of the rules (using expressions (4.11) and (4.12)),  
combining the fuzzy sets (using (4.13)) and calculating the defuzzified output (using 
(4.15)). The computation complexity is only bounded by the number of rules 
considered and this number should not be more than 44 for a real implementation (the 
equivalent to 4 fuzzy sets for each input variable).  
  
• NFCAC uses a neural network with 5 layers corresponding to input, fuzzification, 
rule base, defuzzification and output (3 hidden layers). Hence, the first hidden layer 
contains as many nodes as the number of membership functions. Since three input 
fuzzy variables are considered and the fuzzy domain of each variable contains 3 
fuzzy sets, the number of neurons in the first hidden layer (representing the 
fuzzification process) is 33. The same reasoning applies for the number of neurons in 
the second (rule base) and third (defuzzification) hidden layers. The fuzzy sets 
considered are bell-shaped fuzzy sets, defined by three parameters. Thus, a maximum 
of 3×33 parameters needs to be defined. 
  
• ECA assumes that connections are classified into traffic classes, defined by a GMDP 
process with n states. The bit rate of each of the traffic classes is given by a 
multinomial distribution function. When more than one traffic class is considered 
(heterogeneous traffic), the aggregated bit rate is calculated by convolving the partial 
bit rate distributions for each of the traffic classes. ECA reduces the complexity  of 
the calculations by considering that CAC needs only to admit or reject a new 
connection demand. Thus, the complete calculation of the probability of congestion 
(and from this the probability of loss) is not always necessary, because the states of 
the aggregated process for which the sum of the rates, for each traffic class, is less 
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than the link capacity do not need to be considered. This is because if the cell loss 
probability value partially convolved, already exceeds the required cell loss ratio, the 
calculations can be resumed and the new connection rejected. ECA further simplifies 
the actual convolution algorithm, in order to reduce the complexity of the 
calculations, by discarding very small cell loss probabilities, partially sorting of the 
aggregated bit rate for each traffic class and grouping states for those traffic classes 
with many possible states. The “enhancement” of the convolution algorithm given by 
ECA allows to have a fast response even when considering a large number of traffic 
sources, as long as the sources can be classified into a short number of traffic classes. 
If the number of traffic classes considered is high, the complexity of the calculations 
cannot be reduced any further. 
  
• The (M+1)-MMDP approximation requires solving a system of linear equations 
where the size of the coefficient matrix is approximately (MK) x (MK), where M is 
the number of sources considered in the homogeneous traffic mix and K is the buffer 
size. The elements of the coefficient matrix are elements of a geometric sequence 
and, therefore, are easy to calculate. The coefficient matrix has a high sparsity 
(fraction of elements in the matrix whose value is zero), more precisely, 2 1
2
M
M
− . 
Yang et al. ([Yang, 1995]) also refer to the fact that the (M+1)-MMDP method,  
although being robust, requires a lengthy computation and therefore “is appropriate 
for off-line applications such as network planning […] and other theoretical studies 
of traffic behaviour of on-off sources”. 
 
From all the CAC approaches presented above, FCAC and NFCAC, allow to predict the 
CLR for a specific traffic scenario in the shortest amount of time, because the speed of 
the calculations is not heavily depend on the number of multiplexed sources. Two 
further requirements associated with CAC methods based on learning techniques are: 
• the time spent in real time training should be such that it allows CAC to adapt rapidly 
to changes in the traffic patterns. This is important only for real time training, since 
the automatic design is to be performed off-line. Hiramatsu states in [Hiram, 1994] 
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that “even, in the real time training, the [required adaptation] speed is rather slow 
because the target curve [(the cell loss ratio curve)] is not expected to change 
dramatically in a short period”.  
• “safe-side control”: the safe-side control policy requires CAC to estimate the cell loss 
ratio to be worse than the actual cell loss ratio when it makes wrong predictions. If 
CAC underestimates the cell loss ratio and admits more connections than it actually 
can admit while maintaining a specific cell loss ratio, then all multiplexed 
connections will experience a cell loss ratio worse than required [Hiram, 1994]. 
 
In order to fully test the accuracy of the cell loss ratio prediction given by FCAC, a 
wider set of training and testing examples would have been required. The enlarged 
example set would cover more traffic scenarios and different types of traffic than the 
traffic scenarios studied in chapter 6. Just to show how the task of constructing such a 
set of examples is not viable using an ATM simulator, let us assume we aim to construct 
a fuzzy domain with a maximum of 4 fuzzy sets per fuzzy variable. Hence, a minimum 
of 44 training examples would be required to cover all possible traffic patterns 
(assuming that each example covers a traffic scenario not covered by any other example 
in the training example set). To use a simulator to calculate the cell loss ratio for each of 
the traffic patterns represented in the examples is not a viable task to undertake due to 
time required to run each of the simulations, specially for the cases in which the cell loss 
ratio to be obtained is very low. But in a real network this does not constitute a problem, 
as explained earlier. 
 
From the considered in the previous paragraph, it would be useful to have a pre-defined 
set of traffic scenarios or set of examples (both for training and testing purposes) in 
order to compare the CAC approaches proposed in the literature. Given that a reference 
set of training examples is not available at the moment, the number of training examples 
is very small and there is a lack of realistic training examples, the performance tests of 
FCAC done during this research comprise those presented in chapter 6. 
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The thoroughness to which each of the different CAC methods could be compared 
depends on the assessment of different aspects and it is constrained by further 
knowledge of the development of ATM based technology and the behaviour of “real” 
ATM traffic. The assessment of different CAC methods should focus on: 
• satisfying the QoS requirements; 
• maximisation of the statistical multiplexing gain; 
• simplicity in the determination of the parameters that characterise the traffic 
behaviour of a specific source; 
• speed of the decision making process for the admittance/rejection of a new 
connection; 
• speed of the calculation of auxiliary parameters such as the cell loss ratio; 
• ability to adapt to new services being introduced; 
• simplicity of implementation. 
With this criteria in mind, table 7.1 summarises the comparison of CAC approaches 
performed during this research. 
 
The test of FCAC on a real ATM traffic environment would also allow the evaluation of 
whether: 
• the segregation of ATM traffic with very different characteristics on different ATM 
links; 
• the separation of ATM traffic in two output buffers, one large buffer used for data 
transfer services and a small buffer used for interactive real-time services, 
enables a higher statistical multiplexing gain to be achieved than multiplexing all types 
of traffic on the same ATM link.  
 
A further criteria for comparison of CAC methods is, as pointed by Kilkki ([Kilk, 
1994]),  
“To evaluate the multiplexing efficiency for different source types could be another criteria of 
comparison of CAC methods.”  
An attempt to evaluate the multiplexing efficiency of FCAC for very heterogeneous 
traffic mixes and to compare it with the efficiency of other CAC approaches has been 
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tried during this research. For this purpose, simulations were executed in order to obtain 
the cell loss ratios for traffic patterns composed of the voice, data and image sources 
presented in chapter 6, section 6.1, and the artificially generated traffic sources 
presented in section 6.2. The calculated cell loss ratio values would then be used to 
construct a set of training and testing examples for FCAC. Unfortunately, none of these 
simulations reached a statistically acceptable cell loss ratio during a pre-specified period 
of two months.  
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8  Conclusions 
 
 
 
The use of fuzzy logic techniques as a decision support tool for the CAC traffic control 
function has been proposed in this thesis. This is new work on methods for CAC. The 
FCAC uses a fuzzy inference method to estimate the cell loss ratio obtained when 
multiplexing several connections with different traffic characteristics on the same ATM 
link. This cell loss ratio value assists in the decision making of admitting or rejecting a 
new connection into an ATM network, in the sense that, if the estimated cell loss ratio 
value violates the cell loss ratio requirements of the new connection, then the 
connection is rejected; otherwise, it is admitted. 
 
The fuzzy rule base and the definition of the fuzzy sets for each of the fuzzy rules is 
generated using genetic algorithms, making use of their efficient search properties. 
Another genetic algorithm is then used to simplify the generated rule and check for 
inconsistencies; this genetic algorithm uses the fuzzy inference output value in the 
fitness function expression. Finally, a genetic algorithm are also used to tune the fuzzy 
sets of each of the rules in order to enable the system to adapt to changes in the traffic 
patterns and their influence on the cell loss ratio of the multiplexed connections. This 
thesis focuses on the automatic design of the FCAC fuzzy rule base as opposed to the 
time consuming trial-and-error process of the manual design approach. The same 
method can, after the design phase, be used to adapt the FCAC to changes in the traffic 
environment caused by the introduction of new services in the ATM network. 
Measurements on the traffic characteristics and on the observed cell loss ratio of each of 
the connections multiplexed on a single ATM link (referred in this thesis as "examples”) 
are used to acquire knowledge on the cell loss ratio curve for an ATM link. The size of 
the output buffer of the switch is also taken into consideration to determine the cell loss 
ratio curve. 
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The CLR predicted by the FCAC has been compared with CLR results obtained from 
on-line measurements and from simulations. Subject to the rounding error, the predicted 
cell loss ratio value to the nearest integer negative power of ten and the availability of a 
reduced set of examples, the cell loss ratio predicted by FCAC is within (1) a maximum 
error of 10-1 for a prediction given with a degree of certainty over 0.6 and (2) the error is 
bounded to 10-2 for a prediction given with a degree of certainty less than 0.6. FCAC 
needs to be backed up by a conservative CAC algorithm, such as the peak rate allocation 
scheme, for the cases in which there is not enough knowledge in the fuzzy rule base to 
make a cell loss ratio prediction. 
 
The cell loss ratio predicted by FCAC has been compared with predictions given by 
analytical CAC approaches. FCAC can capture the influence on cell loss caused by the 
asynchronous arrival of bursts (burst scale influences) whereas a CAC approach based 
on a convolution based algorithm (that only takes into account the influence of 
variations in the rate of the connections on the cell loss) can be very pessimistic for 
scenarios where the buffer size is such that part or the whole burst can be queued before 
being served. For network scenarios in which the output buffer of the switch is very 
large (e.g. 2000 cells) the complexity of the calculations prevents an approach such as 
the (M+1)-MMDP approximation to provide a fast cell loss ratio prediction. The speed 
of the calculations of the cell loss ratio prediction given by FCAC is only affected by the 
number of fuzzy rules in the fuzzy rule base and not by the network configuration (link 
capacity and output buffer size) or the number of multiplexed connections. 
 
The FCAC has also been compared with another fuzzy based CAC approach, the 
NFCAC approach that uses neural networks to provide for adaptation and learning. The 
accuracy of the cell loss ratio predicted by NFCAC has been better than the same 
prediction given by FCAC for the scenarios tested. However, several aspects need to be 
considered: 
• the traffic scenarios used in the comparison experiments are composed of artificially 
generated sources, not real ATM traffic; 
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• the output buffer size of the switch is relatively small (27 cells) and therefore does 
not do justice to an approach such as FCAC that takes into account the reduction on 
cell loss obtained by queueing the traffic bursts; 
• FCAC uses 4 input variables and NFCAC uses only three. Thus, FCAC requires 
more training examples than NFCAC to have the same accuracy in the cell loss ratio 
prediction. 
 
The learning method for FCAC based on genetic algorithms used in this research does 
not require that the number of fuzzy sets defined per input fuzzy variable be fixed. In 
fact, the fuzzy sets for each input variable are defined in the context of the fuzzy rule 
and in FCAC there is no static set of the fuzzy sets for each input fuzzy variable (fuzzy 
domain). The learning method does not require that a maximum number of rules be pre-
specified but automatically generates the set of fuzzy rules and thus dictates the number 
of rules in the fuzzy rule base. This is in contrast with the learning method based on 
neural networks used in the case of NFCAC in which the maximum number of fuzzy 
sets per fuzzy variable and thus the maximum number of fuzzy rules to be obtained are 
pre-specified. 
 
Although the number of traffic mixes studied does not allow the performance of FCAC 
for real ATM traffic to be exhaustively validated, the research enabled the conclusion 
that the use of a CAC approach such as FCAC is recommended for: 
• links served by a switch with a large output buffer (e.g. 2000 cells) capable of 
queueing not only cells resulting from the asynchronous arrival of cells from active 
connections but also the whole or part of the traffic bursts.  
• traffic mixes in which any of the multiplexed connections has a traffic behaviour 
close to the burst scale for which the obtained cell loss ratio is not only dependent on 
the availability of time resources (bandwidth) but also on the space resources (size of 
the output buffer of the switch). 
Thus, FCAC is very useful for ATM services such as file transfer and image retrieval 
that are sensitive to loss but not to transmission delays. 
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The results obtained with the FCAC tool give confidence in proposing it as a valid 
alternative to other CAC approaches as long as the user requirements in terms of cell 
loss can expressed by a negative power of ten. 
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Appendix 
 
 
A.  Cell loss ratio results for experiments A.1 to A.6 
 
The following tables contain the cell loss ratio results obtained for experiments A.1 to 
A.6 (see table 6.3) performed for a single ATM link and plotted in figures 6.1 to 6.6 of 
chapter 6, section 6.1. The description of the characteristics of the traffic sources (voice, 
data and image) is shown in table 6.2.  
 
The tables contain the following values1: 
• the average CLR predicted by the (M+1)-MMDP approximation and ECA approach 
(referred in the tables as CLR(M+1)-MMDP and CLRECA, respectively); 
• the average CLR (CLRavg) obtained via simulation, 
• the maximum CLR per connection predicted by FCAC (CLRFCAC); 
• the maximum CLR (CLRmax) obtained also via simulation.  
 
Experiment A.1. Cell loss ratio obtained for voice sources (C= 7 Mbit/s, K=50 cells): 
Number 
sources 
CLR(M+1)-
MMDP 
CLRavg 
(Simul.) 
CLRECA CLRmax 
(Simul.) 
CLRFCAC  
250 7.00E-06* 1.03E-05* 7.00E-06 1.09E-05* 1.00E-05 
260 5.00E-05* 1.00E-04 4.10E-05 2.59E-04 1.00E-05 
270 3.00E-04* 2.90E-04 1.90E-04 3.37E-04 1.00E-04 
280 1.20E-03* 9.32E-04 6.90E-04 9.58E-04 1.00E-03 
290 3.10E-03* 3.08E-03 2.00E-03 3.25E-03 1.00E-02 
300 8.00E-03* 7.65E-03 5.10E-03 8.02E-03 1.00E-02 
 
                                                           
1 The notation x.yzE-0t used in the values shown in the tables means x.yz×10-t , the asterisk means that the 
value has been read from [Yang, 1995], pp. 123-4 and not from simulation. 
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Experiment A.2. Cell loss ratio obtained for voice sources (C= 0.7 Mbit/s, K=50 cells): 
Number 
sources 
CLR(M+1)-
MMDP 
CLRavg 
(Simul.) 
CLRECA CLRmax 
(Simul.) 
CLRFCAC  
15 3.00E-06* 5.00E-05* 8.50E-05 1.00E-04* 1.00E-04 
17 3.00E-05* 3.08E-04 4.80E-04 3.48E-04 1.00E-04 
19 2.00E-04* 9.09E-04 1.80E-03 9.43E-04 1.00E-03 
21 1.00E-03* 2.16E-03 4.80E-03 2.18E-03 1.00E-03 
23 3.50E-03* 5.08E-03 1.10E-02 5.12E-03 1.00E-03 
25 1.00E-02* 1.12E-02 2.00E-02 1.13E-02 1.00E-02 
 
 
 
Experiment A.3. Cell loss ratio obtained for data sources (C= 350 Mbit/s, K=50 cells): 
Number 
sources 
CLR(M+1)-
MMDP 
CLRavg 
(Simul.) 
CLRECA CLRmax 
(Simul.) 
CLRFCAC  
160 1.00E-07* 1.00E-07* 2.70E-07 1.00E-07* 1.00E-07 
180 2.30E-06* 2.48E-06 4.10E-06 2.60E-06 1.00E-06 
200 2.40E-05* 2.71E-05 3.60E-05 2.73E-05 1.00E-05 
220 1.50E-04* 1.56E-04* 2.10E-04 1.56E-04* 1.00E-04 
240 5.80E-04* 7.02E-04 8.90E-04 7.02E-04 1.00E-03 
260 2.00E-03* 2.58E-03 2.90E-03 2.79E-03 1.00E-02 
280 6.00E-03* 6.93E-03 7.50E-03 7.42E-03 1.00E-02 
300 1.50E-02* 1.58E-02 1.60E-02 1.73E-02 1.00E-02 
 
 
 
Experiment A.4. Cell loss ratio obtained for data sources (C= 52 Mbit/s, K=50 cells): 
Number 
sources 
CLR(M+1)-
MMDP 
CLRavg 
(Simul.) 
CLRECA CLRmax 
(Simul.) 
CLRFCAC  
8 1.00E-05* 1.66E-05 2.40E-05 1.66E-05 1.00E-05 
10 5.00E-05* 3.06E-04 1.30E-04 3.90E-04 1.00E-04 
12 2.00E-04* 1.61E-03 4.05E-04 2.16E-03 1.00E-03 
15 6.90E-04* 3.68E-03 1.40E-03 4.14E-03 1.00E-03 
18 2.00E-03* 5.62E-03 3.60E-03 6.07E-03 1.00E-02 
22 5.50E-03* 1.00E-02 9.10E-03 1.07E-02 1.00E-02 
25 1.20E-02* 1.51E-02 1.60E-02 1.59E-02 1.00E-02 
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Experiment A.5. Cell loss ratio obtained for image sources (C= 30 Mbit/s, K=50 cells): 
Number 
sources 
CLR(M+1)-
MMDP 
CLRavg 
(Simul.) 
CLRECA CLRmax 
(Simul.) 
CLRFCAC  
80 1.00E-07* 5.78E-07* 1.10E-07 1.12E-06* 1.00E-06 
113 1.00E-05* 4.16E-05* 8.80E-06 5.16E-05* 1.00E-05 
150 2.00E-04* 7.63E-04* 2.10E-04 9.63E-04* 1.00E-03 
187 1.50E-03* 4.00E-03* 1.70E-03 5.00E-03* 1.00E-03 
220 5.80E-03* 6.32E-03 6.60E-03 6.55E-03 1.00E-02 
 
 
 
Experiment A.6. Cell loss ratio obtained for image sources (C= 7 Mbit/s, K=50 cells): 
Number 
sources 
CLR(M+1)-
MMDP 
CLRavg 
(Simul.) 
CLRECA CLRmax 
(Simul.) 
CLRFCAC  
4 9.00E-06* 2.53E-05* 1.00E-05 2.53E-05* 1.00E-05 
8 3.00E-04* 4.70E-04 3.40E-04 6.60E-04 1.00E-03 
12 1.40E-03* 2.58E-03 1.50E-03 3.17E-03 1.00E-03 
18 5.00E-03* 6.76E-03 5.40E-03 7.68E-03 1.00E-02 
22 1.00E-02* 9.44E-03 9.90E-03 9.98E-03 1.00E-02 
 
 
B.  Cell loss ratio results for experiments B.1 to B.6 and C.1 to C.9 
 
The following tables contain the cell loss ratio values obtained via on-line 
measurements in the Exploit ATM test-bed (see [R2061 D.28, 1994]) for homogeneous 
traffic and heterogeneous traffic mixes. The characteristics of the multiplexed traffic 
sources are shown in table 6.4. The ATM link has a capacity of 155.52 Mbit/s and the 
output buffer size of the switch is 27 cells long. The cell loss ratio measurements were 
used to construct a set of examples for training the FCAC and NFCAC heuristic CAC 
approaches. The cell loss ratio predictions given by FCAC and NFCAC based on the 
knowledge obtained from the examples are plotted in figures 6.13 to 6.18b of chapter 6, 
section 6.2.  
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The tables contain the following values: 
• the maximum CLR per connection, CLRmax, obtained via on-line measurements;  
• the number and type of each of the sources in the traffic mix. 
 
 
Experiment B.1. Cell loss ratio obtained for A.3.1 sources (C= 155.52 Mbit/s, K=27 cells). 
N. sources 7 8 10 12 14 16 
CLRmax 2.02×10-4 5.79×10-4 2.89×10-3 7.53×10-3 1.58×10-2 2.15×10-2 
 
 
 
Experiment B.2. Cell loss ratio obtained for A.3.2 sources (C= 155.52 Mbit/s, K=27 cells). 
N. sources 14 18 22 26 30 34 
CLRmax 1.87×10-5 7.77×10-5 3.21×10-4 7.38×10-4 1.49×10-3 2.71×10-3 
 
 
 
Experiment B.3. Cell loss ratio obtained for B.3.1 sources (C= 155.52 Mbit/s, K=27 cells). 
N. sources 22 24 26 28 30 32 34 
CLRmax 1.59×10-5 5.87×10-6 6.96×10-5 3.81×10-4 1.38×10-3 3.83×10-3 8.85×10-3 
 
 
 
Experiment B.4. Cell loss ratio obtained for B.3.2 sources (C= 155.52 Mbit/s, K=27 cells). 
N. sources 180 200 220 240 260 280 
CLRmax 1.84×10-5 4.01×10-5 1.93×10-4 6.34×10-4 1.58×10-3 3.95×10-3 
 
 
 
Experiment B.5. Cell loss ratio obtained for C.3.1 sources (C= 155.52 Mbit/s, K=27 cells). 
N. sources 115 120 125 130 135 140 150 160 
CLRmax 4.81 
×10-8 
3.53 
×10-7 
6.34 
×10-6 
4.61 
×10-5 
2.56 
×10-4 
1.137 
×10-3 
7.71 
×10-3 
2.93 
×10-2 
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Experiment B.6. Cell loss ratio obtained for C.3.2  sources (C= 155.52 Mbit/s, K=27 cells). 
N. sources 260 270 280 300 320 340 150 160 
CLRmax 4.39 
×10-8 
3.11 
×10-7 
1.32 
×10-6 
2.82 
×10-5 
2.30 
×10-4 
1.35 
×10-3 
4.99 
×10-3 
1.41 
×10-2 
 
 
 
 
 
 
Experiment C.1. Cell loss ratio obtained for a traffic mix composed of a variable number of B.3.1 
sources and 2 A.3.1 sources (C = 155.52 Mbit/s, K=27 cells). 
Number B.3.1 
sources 
14 18 26 30 
CLRmax 5.50×10-6 1.18×10-4 4.92×10-3 1.48×10-2 
 
 
 
Experiment C.2. Cell loss ratio obtained for a traffic mix composed of a variable number of B.3.1 
sources and 4 A.3.1 sources (C = 155.52 Mbit/s, K=27 cells). 
Number B.3.1 
sources 
6 8 12 16 20 24 
CLRmax 1.31×10-5 5.03×10-5 3.81×10-4 1.71×10-3 6.91×10-3 1.63×10-2 
 
 
 
Experiment C.3. Cell loss ratio obtained for a traffic mix composed of a variable number of B.3.2 
sources and 2 A.3.1 sources (C = 155.52 Mbit/s, K=27 cells). 
Number B.3.2 
sources 
74 130 150 170 190 230 
CLRmax 1.00×10-7 4.83×10-5 1.96×10-4 5.57×10-4 1.29×10-3 5.59×10-3 
 
 
 
Experiment C.4. Cell loss ratio obtained for a traffic mix composed of a variable number of B.3.2 
sources and 4 A.3.1 sources (C = 155.52 Mbit/s, K=27 cells). 
Number B.3.2 
sources 
20 60 80 100 140 160 
CLRmax 2.87×10-7 5.98×10-5 2.10×10-4 4.13×10-4 1.87×10-3 3.90×10-3 
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Experiment C.5. Cell loss ratio obtained for a traffic mix composed of a variable number of C.3.1 
sources and 2 A.3.1 sources (C = 155.52 Mbit/s, K=27 cells). 
Number C.3.1 
sources 
70 80 100 120 
CLRmax 1.72×10-7 1.38×10-5 1.61×10-3 8.25×10-3 
 
 
 
Experiment C.6. Cell loss ratio obtained for a traffic mix composed of a variable number of C.3.1 
sources and 4 A.3.1 sources (C = 155.52 Mbit/s, K=27 cells). 
Number C.3.1 
sources 
24 32 40 50 60 70 80 100 
CLRmax 2.16 
×10-7 
2.49 
×10-5 
1.20 
×10-4 
3.40 
×10-4 
5.38 
×10-4 
2.21 
×10-3 
3.69 
×10-3 
1.05 
×10-2 
 
 
Experiment C.7. Cell loss ratio obtained for a traffic mix composed of a variable number of C.3.1 
sources and 4 B.3.1 sources (C = 155.52 Mbit/s, K=27 cells). 
Number C.3.1 
sources 
120 140 
CLRmax 8.32×10-4 8.88×10-3 
 
 
Experiment C.8. Cell loss ratio obtained for a traffic mix composed of a variable number of C.3.1 
sources and 8 B.3.1 sources (C = 155.52 Mbit/s, K=27 cells). 
Number C.3.1 
sources 
80 100 120 
CLRmax 2.33×10-6 7.49×10-4 1.41×10-2 
 
 
 
C.  Cell loss ratio results for experiments D.1 to D.9 
 
The following tables contain the cell loss ratio values obtained via on-line 
measurements (Exploit ATM test-bed) and simulation for heterogeneous traffic mixes. 
The characteristics of the multiplexed traffic sources are shown in table 6.4. The ATM 
link has a capacity of 155.52 Mbit/s and the output buffer size of the switch is 27 cells 
long. The cell loss ratio measurements were used to construct a set of test examples. 
The tuning process was executed for the new set of test examples and the cell loss ratio 
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predicted by FCAC for the new traffic mixes was evaluated. The cell loss ratio 
predictions given by FCAC are plotted in figures 6.28 to 6.36 of chapter 6, section 6.3.  
 
The tables contain the following values: 
• the maximum CLR per connection, CLRmax, obtained via on-line measurements and 
simulation;  
• the number of ATM-100 sources in the traffic mix. 
 
For a description of the characteristics of the traffic sources for each of the experiments 
see table 6.6 (background traffic) and table 6.7 (foreground traffic). 
 
 
Experiment D.1: 
Number 
ATM-100 
sources 
 
1 
 
2 
 
3 
 
4 
 
5 
CLRmax 3.04×10-4 5.96×10-4 7.04×10-4 8.59×10-4 1.12×10-4 
 
 
 
Experiment D.2: 
Number 
ATM-100 
sources 
 
1 
 
2 
 
3 
 
4 
 
5 
CLRmax 3.08×10-4 7.31×10-4 1.04×10-3 1.38×10-3 1.89×10-3 
 
 
 
Experiment D.3: 
Number 
ATM-100 
sources 
 
1 
 
2 
 
3 
 
4 
 
5 
 
6 
CLRmax 2.99×10-4 5.21×10-4 6.53×10-4 7.97×10-4 9.10×10-4 1.25×10-3 
 
 
 
Experiment D.4: 
Number 
ATM-100 
sources 
 
1 
 
2 
 
3 
 
4 
 
5 
CLRmax 5.14×10-4 6.52×10-4 9.04×10-4 1.28×10-3 1.68×10-3 
 
Experiment D.5: 
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Number 
ATM-100 
sources 
 
1 
 
2 
 
3 
 
4 
CLRmax 5.42×10-4 6.44×10-4 8.88×10-4 1.18×10-3 
 
 
 
Experiment D.6: 
Number 
ATM-100 
sources 
 
1 
 
2 
 
3 
 
4 
CLRmax 9.59×10-5 4.55×10-4 7.79×10-4 9.54×10-4 
 
 
 
Experiment D.7: 
Number 
ATM-100 
sources 
 
1 
 
2 
 
3 
CLRmax 5.54×10-4 7.54×10-4 1.04×10-3 
 
 
Experiment D.8: 
Number 
ATM-100 
sources 
 
1 
 
2 
 
3 
CLRmax 4.59×10-4 7.28×10-4 1.05×10-3 
 
 
 
Experiment D.9: 
Number 
ATM-100 
sources 
 
1 
 
2 
 
3 
 
4 
CLRmax 6.08×10-4 7.63×10-4 9.96×10-4 1.49×10-3 
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