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I. INTRODUCTION
One of the main problems in cosmology is identifying the nature of ''dark matter,'' 1 which could be made of ''weakly interacting massive particles'' ͑WIMPs͒. The detection of those hypothetical particles is a major task of modern physics. A WIMP detector must be as massive as possible, and able to distinguish between nuclear recoils due to the WIMP interactions and natural radioactivity ͑X, ␥ or ␤ rays͒. [1] [2] [3] [4] [5] Cryogenic detectors measuring simultaneously the heat and the ionization have been proposed a few years ago, [6] [7] [8] [9] [10] and until now they remain the most powerful devices to reach high levels of discrimination. [11] [12] [13] In what concerns the ionization measurement, the first successes 10 have opened a new field of detector research. Its main goals are the performance improvements, the mass increase, and the use of other materials than germanium. The physical limitations to the energy resolution have to be investigated, as the experimental values lie between 1 and 2 keV ͓full width at half maximum ͑FWHM͔͒ in the 10-100 keV photon energy range, 10,14-21 well above the electronic limit. 16, 19, 22 Several phenomena which limit the detector performances deserve further study: ͑i͒ a limited charge collection which can be cured by irradiating the detector with a radioactive 10, 23 or a light 24 source, ͑ii͒ ''hysteretic behaviors'' 10, 19, 23, [25] [26] [27] [28] or time evolutions which require periodic detector regenerations. 10, 15, 16, 19, 23, 25, 27, 29, 30 Most of the open questions are related to operating at low temperature and at low bias voltages 10, 19, 27, [31] [32] [33] ͑below say 10 V to minimize the heating due to the ''Luke effect'' eters has been followed by abundant efforts to improve the energy resolution and increase the mass for dark matter detection or rare decay experiments. 5, [11] [12] [13] 35 Energy resolutions below 1 keV ͑FWHM͒ have been obtained for 1-100 keV photons and detector masses of several tens or hundreds grams. 13 However, the heat collection mechanisms ͑ballistic phonon thermalization, thermal circuit, etc.͒ governing the detector responsivity 12, 13, [36] [37] [38] [39] [40] [41] [42] require further study. In this article we present a study of the performance, operation, and physics of a heatϩionization detector developed for the dark matter program ''Edelweiss. '' 21,43 This study is used to draw guidelines for future detectors. Sections II and III are devoted to the detector design and to the experimental test method. In Sec. IV, we present the ionization channel characteristics and performances ͓energy resolution Ϸ1 keV ͑FWHM͒, stability time: several days͔. Section V is devoted to the analysis of these results in terms of carrier trapping and space charge. In Sec. VI, we consider the reduction of those two effects, in order to improve the performances or increase the detector size. Sections VII and VIII are devoted to the heat channel: the study of the thermal circuit leads to a preliminary modelling of the pulse heights and shapes.
The discrimination performances of the detector 21,43 ͑a rejection factor better than 98% in the 15-45 keV energy range͒ will be presented in a separate article, 44 as well as additional aspects of the ionization physics in Ge and Si detectors.
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II. DESIGN AND FABRICATION
The detector consists of a 70 g disk of a germanium n-type monocrystal, 8 mm thick and 48 mm in diameter 46 ͑see Fig. 1͒ . The thickness on the edges has been reduced to 4 mm to minimize incomplete charge collection. To improve the ionization measurement performance, the characteristics of the crystal have been chosen to minimize the carrier trap densities: net impurity concentration ͉n A Ϫn D ͉Ϸ0.6ϫ10
,and minority carrier lifetime larger than 500 s at 300 K. The surface metallization was performed by ion implantation, boron on one side, phosphorus on the other. An annealing procedure 47 has been developed to minimize the diffusion of impurities in the crystal. The maximum densities of the implanted B and P atoms were chosen to be about 100 times the metal-insulator threshold. Thin implanted layers were required to minimize the space charge due to ionized impurities in the implantation tails. Contrary to previous prototypes, 15 the thickness of the resulting metallic electrodes has been increased to about 150 and 75 nm for B and P, respectively, to avoid their possible damage due to the mechanical holding. Those thicknesses were estimated via a TRIM simulation 48, 49 and assuming metal-insulator transition densities of 2.1ϫ10 17 cm
Ϫ3
for B and 3.2ϫ10 17 cm Ϫ3 for P, obtained from the Mott criterion. 50 One of the implantation energies was very low ͑5 keV͒ to ensure that the metallic layers reach the detector surface. 15 Electrical connections on the two implanted metallic electrodes are achieved through two aluminum wires ͑see Fig. 1͒ , 25 m in diameter, glued with minute amounts of Epo-tek H20E conductive epoxy, a mixture of silver powder, and epoxy resin. 51 We chose a p-i-n scheme to minimize the carriers injection through the detector faces: we found that, in spite of the expected freezing of the carriers at very low temperature, the reverse biased p-n junction in a p-i-n device leads to much smaller currents through the detector than the p ϩ -p or the n ϩ -n junctions ͑which are present in p-i-p or n-i-n devices͒ ͑see Sec. IV͒. Such a choice does not imply a loss of symmetry with respect to a permutation of the electrodes if we compare it to p-i-p or n-i-n because in any case, the charge collection bias polarity breaks such a symmetry.
The thermal sensor is a 2ϫ1ϫ0.8 mm 3 neutron transmutation doped germanium crystal ͑NTD͒ 38 ͑see Fig. 1͒ , which has been irradiated more than eight years ago. The gallium density is estimated to be about 8ϫ10 16 cm Ϫ3 . The metallization of the two 2ϫ1 mm 2 faces was performed by B implantation at energies below 15 keV in order to avoid a resistive layer below the surface and to provide ohmic contacts. The final metallization was performed in an ultrahigh-vacuum chamber, according to the following sequence: 5 nm etching, 20 nm Pd sputtering, 100 nm Au evaporation, and annealing at 450°C. Finally, the NTD module was laser cut and the edges were wet etched. It was checked that for low excitations, the NTD current-voltage ͑I-V͒ curves were linear and symmetric with respect to current and voltage inversion. After several trials with different dopant densities, 52 we obtained a NTD resistance of 500 k⍀ at 20 mK, and a Mott-Efrös-Shklovskii law: R ϭR 0 exp((⌬/T) 1/2 ) with R 0 ϭ0.7 ⍀, and ⌬ϭ3.7 K. The NTD was then glued on the B doped face with Epo-tek H20E ͑contact areaϭ2ϫ1 mm 2 , glue thickness Ϸ0.1 mm͒. Two other glue spots are present ͑on the B and on the P side͒ for electrical connections: contact area Ϸ0.7 mm 2 , glue volume Ϸ0.5 mm 3 ). Glued contacts were chosen to avoid any current injection in the ionization circuit due to a possible destruction of the implanted layers induced by eutectic or ultrasonic bonding. The whole detector is mechanically held on nine sapphire balls, six of which ͑above and at the edges͒ are mounted on springs. The heat sink consists of copper wires glued with conductive epoxy on the upper metallized face of the NTD ͑see Fig. 1͒ . After more than 15 thermal cycles from 300 K to 20 mK, no change in detector performance was observed.
III. EXPERIMENTAL METHOD
The detector was tested at temperatures of 16-50 mK at Saclay SPEC, and at 10-20 mK in the Laboratoire Souterrain de Modane ͑LSM͒, the Fréjus underground Laboratory, on the Edelweiss cryostat. The detector holder, a copper frame holding the sapphire balls ͑see Sec. II͒ was fixed to the mixing chamber of the dilution refrigerator. At Saclay, the ͑home made͒ refrigerator had a cooling power of 10 W at 100 mK and a sample volume of 60 mm in diameter and 180 mm in length. The LSM cryostat has a refrigeration power ten times larger, and an experimental volume of 100 mm in diameter and 250 mm in length. 21 In order to protect the detector from the infrared radiation emitted by the warmer parts of the cryostat, it was shielded by a box connected to the mixing chamber, covered by a dark painting tested at low temperature. 53 A study of the effect of infrared ͑IR͒ radiation on the detector performances 19, 20 will be published later. 45 Most of the data presented below were obtained at Saclay using a collimated 155 Eu source emitting 42 to 105 keV X or ␥ photons and placed in front of the P implanted electrode. A 57 Co source emitting 122 and 136 keV photons, placed outside of the cryostat and irradiating the whole detector was used at LSM.
The ionization measurement is obtained by drifting the electrons and the holes generated by each photon between the two implanted electrodes. For that purpose, the detector was polarized by a voltage source through a cold 50 M⍀ load. In what follows, V IO , the charge collection bias applied between the implanted electrodes is taken positive for a reverse polarization. The value of V IO has to be low ͑say below 10 V͒ to maximize discrimination performances 9,10 because of the ''Luke effect.'' 34 The charge signal was read through a 5 nF capacitor connected to the P-implanted electrode. The detector had to be periodically ''regenerated'' to neutralize the ionized traps in its volume. The regeneration method consisted in switching V IO first to about Ϫ1.5 V, and then to Ϫ0.7 V for a few seconds. The basic idea is that during the first step, large transient currents neutralized the ionized impurities, while during the second one, the almost zero electric field induced a rather uniform diffusion and trapping of the carriers on the remaining ionized levels. We also tried to improve this regeneration technique by irradiating the detector at the same time with light pulses (ϭ0.88 m͒ emitted by a cold light-emitting diode ͑LED͒. In this case, such regenerations caused a detector temperature increase of less than a few mK, and the temperature set point could be recovered in less than a minute. The regeneration was performed at a frequency below 2ϫ10 Ϫ2 to 0.1 h Ϫ1 , depending on the charge collection bias ͑see Sec. IV D͒. No irradiation using a radioactive 10 or a light 24 source was needed after the initial cool down. We attribute this to the high purity of the crystal which would allow the first regeneration procedure to drift carriers across the whole volume of the detector because the initial space charge is weak.
The heat signal originates from the temperature variation induced by a photon interaction in the absorber. The NTD thermal sensor was current biased through a cold 10 M⍀ load. The current was chosen experimentally to maximize the responsivity. The current was modulated at a frequency in the 1-5 kHz range. The heat signal corresponds to the voltage variation across the NTD sensor, obtained using a standard lock-in technique.
The charge and the voltage preamplifiers included cold silicon junction field-effect transistors ͑JFETs͒ located at the 4 K stage of the dilution refrigerator. Their design is described in Ref. 22 . The charge pulses were about 100 s long, this value being due to the feedback circuit of the charge preamplifier, while the heat pulses time duration was about 1 s. Both signals were digitized using commercial devices. About 2000 samples per pulse were recorded. The heat pulse heights ͑proportional to the heat deposited in the detector by the X or ␥ photons͒ and the charge pulse heights ͑proportional to the number of generated electron-hole pairs times their average drift distance, see Sec. V B͒ were obtained from the fit of the pulses on a template in time space.
IV. THE IONIZATION MEASUREMENT: EXPERIMENTAL RESULTS
A. Current-voltage characteristics
The current flowing between the implanted electrodes as a function of the bias is related to the probability to ionize or neutralize the traps due to impurities or defects. Its value must be limited to avoid a too large shot noise in the ionization channel and an excessive heating of the detector. The usual room temperature calculation of a junction I-V 54,55 is no longer valid since the thermal excitation of the carriers is negligible. The energy of 0.01 eV needed to excite electrons or holes from the Fermi level in the implanted electrodes ͑or from impurity levels in the crystal͒ to the conduction or valence band must be provided by another mechanism such as photoionization, etc. 19, 26, 45, 56, 57 The I values were obtained after time evolutions ͑several minutes to several hours͒ which were triggered by bias voltage changes. Such evolutions were attributed to large time constants in the measurement circuit, rather than to traps filling or ionization in the detector. The I-V characteristics did not exhibit a simple diode-like behavior ͑see Fig. 2͒ . For Ϫ0.7 VϽV IO Ͻ2 V, the current was lower than 5 pA, while it remained below 50 pA for large reverse biases ͑2 V ϽV IO Ͻ10 V͒. For a large ͑Ϫ10 V ϽV IO ϽϪ0.7 V͒ direct bias, the current either remained below 100 pA, or went to much larger values ͑several 10 nA͒ which were limited by the 50 M⍀ load. This large current could be triggered by IR pulses of our LED. If the IR irra-diation was cut, the current could either go back to low values or remain large, suggesting the existence of a selfsustaining mechanism. 19, 45 This mechanism could be the following. When V IO ϽϪV IN ϷϪ0.7 V ͑see Sec. V C͒, the electrons drift towards the B-doped electrode. When an electron reaches the electrode, it loses an energy E G ϪE B Ϸ0.73 eV. E G is the gap and E B the boron energy level with respect to the valence band edge. A part of this energy can be transferred to holes in the electrode, hence allowing them to reach the valence band in the crystal, and be drifted across it. Similarly, the holes may excite electrons when they reach the P electrode. This mechanism should give comparable electron and hole currents: this explains the efficiency of our regeneration ͑see Sec. III͒ in which the amounts of negative and positive neutralized levels in the gap must be comparable. On the contrary, for V IO ϾϪV IN a very low current is allowed because the low energy (Ϸ10 meV͒ released when the electrons ͑resp. the holes͒ reach the P ͑resp. the B͒ doped electrode forbids such a mechanism.
We did not measure any noticeable permanent NTD temperature increase when we switched the ionization bias to the standard value V IO ϭ2 V. In what concerns the shot noise, we calculated that its contribution to the energy resolution is below 0.5 keV FWHM for the low currents measured in the range 0.5 ϽV IO Ͻ5 V. Figure 3 gives an example of the spectra obtained for V IO ϭ2 V. The resolutions for the 155 Eu 86.5 keV peak ranged from 0.96Ϯ0.08 to 1.2Ϯ0.05 keV ͑FWHM, equivalent electron energy͒. The total contribution of the electronic and microphonic noise to the resolution is given by the measured baseline resolution of 0.93Ϯ0.07 keV FWHM, which is defined as the width of the peak obtained at 0 keV by randomly triggering the signal recording at the output of the charge preamplifier. The improvement is noticeable since previous results yielded 1.7-1.9 keV FWHM for the 86.5 keV peak, and a similar baseline resolution. 15, 30, 58 To our knowledge, the resolution is also improved in comparison with other published data for this kind of detector ͑typically 1.5-1.6 keV FWHM in the photon energy range 40-100 keV 14, 17 ͒. The value of 1.06 keV has also been published, but for a lower photon energy of 10 keV. 16 We interpret our resolution improvement as due to a reduction of the carrier trapping and we shall see that the contribution of this effect to the resolution is weaker for low photon energies ͑see Sec. V B͒. Finally, we observed an improvement of the energy resolution of about 25% when V IO increases from 0.2 to 2 V. Figure 4 shows that the charge pulse height measured for light pulses emitted towards the detector depends on the charge collection bias V IO . The polarity of the pulses is inverted when V IO goes from below to above ϪV IN ϷϪ0.7 V. The V IO dependence was investigated more in detail using the 155 Eu source. The light excitation has the advantage that the hysteretic behavior observed close to V IO ϷϪ0.7 V is weak probably because the charge state of the impurities is imposed by the large amount of injected carriers; however this high density of carriers may lead to electrical screening effects. Figure 5 shows the average pulse height for the 86.5 keV ␥'s as a function of V IO . We verified that the energy per electron-hole pair extracted from the pulse heights was close to 3 eV. 59 As for the light induced pulses, the polarity of the signal is inverted when V IO goes from below to above Ϫ0.7 V, however this transition is difficult to measure because of an hysteretic behavior probably related to the fact that the low electric field is very sensitive to any weak residual space charge.
B. Energy resolution
C. Pulse height as a function of the charge collection bias
D. Time stability and efficiency
On several detectors, we found that after a regeneration, the charge pulse heights remained stable for a given time, and then started to decrease. The correct pulse height could be restored by regenerating again. 15, 29, 30 A similar behavior was found by the cryogenic dark matter search ͑CDMS͒ collaboration. 16, 25, 27 In the following, we call stability time the time during which the pulse heights remain constant. Improving the stability time ͑i.e., make it as long as possible͒ makes the detector operation easier, but it also has the following advantage. As we shall see, the stability time is governed by a progressive building-up of a space charge in the detector due to the ionization of levels in the gap ͑see Secs. V D and VI͒. As a consequence, a large stability time implies that the densities of ionized donors and acceptors levels remain below a given value. As those densities govern the electric field homogeneity and the contribution of trapping to the collection efficiency, improving ͑resp. measuring͒ the stability time is a way of improving ͑resp. monitoring͒ those two points. Figure 6 shows that we obtained a tremendously improved time stability in comparison to previous results: 15 there is no decrease of the pulse heights on times larger than 22 h for a bias of 2 V. For such long data acquisitions, the relative difference between the 86 keV pulse heights average ͑resp. width͒ at the beginning and at the end of the run is lower than 0.004 ͑resp. 0.06͒. Stability times of several days were found at LSM.
To study the efficiency of the detector, we irradiated it with a 57 Co source placed outside the cryostat. About 4% of the heat-ionization signals pairs gave a ratio of the ionization to the heat pulse heights which was below the standard value 9, 59 for photons. We attributed these ''bad'' events to incomplete charge collection. Such effects could occur either in planar ''dead layers'' 9,14,25 located behind the electrodes, or at the perimeter of the detector because of edge effects. 25 If we make the simplifying assumption of a uniform photon interaction probability in the volume V of the detector, we find a total volume where the charge collection is incomplete of 0.04ϫVϭ0.5 cm 3 . This simple estimate gives an upper limit of 160 m for the thickness of possible planar dead layers parallel to the faces.
V. THE IONIZATION MEASUREMENT: INTERPRETATION OF THE DATA
A. Introduction
We examine two mechanisms responsible for the observed performances. The first one is trapping, i.e., the capture of a carrier ͑during its drift towards the electrodes͒ generated by the X/␥ photon on a level in the energy gap associated with an impurity or a defect. We consider only the dominant processes, 60 i.e., the trapping of an electron ͑resp. a hole͒ by an ionized donor ͑resp. acceptor͒, e Ϫ ϩD
. The second one is the building-up of a space charge due to different densities of ionized donors and acceptors.
B. The influence of carrier trapping on the pulse height distribution
We calculate how carrier trapping modifies the position and width of the X/␥ peaks in the ionization spectra. The contribution h(x e ,x h ) to the charge pulse height of an electron-hole pair created in a planar detector of thickness D, for which the electron ͑resp. the hole͒ covers a distance x e ͑resp. x h ) before being trapped or reaching an electrode is 59 h͑x e ,x h ͒ϭe/C F ͓͑x e ϩx h ͒/D͔, ͑1͒ where C F is the feedback capacitor of the charge preamplifier. The reduction of the average values of x e and x h due to trapping determines a reduction of the average pulse height, and the fluctuations of x e ϩx h due to the random nature of trapping lead to an increase of the width of the pulse height distribution. The probability distribution of x e is p X ͑ x e ͒ϭ͑ 1/ Pe ͒exp͑ Ϫx e / Pe ͒ϩ␦͑ x e ϪX ͒ ϫexp͑Ϫx e / Pe ͒, for 0рx e рX, ͑2͒
where Pe ϭ(n Te Pe ) Ϫ1 and Pe are the electron projected trapping mean free path and cross-section, X is the depth at which the pair is generated, and n Te the D ϩ density. A similar equation involves p X (x h ), Ph , Ph , and n Th for the holes. The projected mean free path P and cross-section P are related to the ''true'' ones, and :
where v T and v D are respectively the total and drift velocities of the carriers. For X/␥ photons of energy E, we calculated the probability distribution p E (h) of the pulse height h via a Monte-Carlo program, using the distributions p X (x e ), p X (x h ), p E (X), and p E (N). p E ͑X͒ is the X/␥ conversion probability at the depth X described by a negative exponential law, 59 and p E (N) is the ͑Gaussian͒ probability to generate N electron-hole pairs. 59 The total energy resolution ͑FWHM͒ L Tot is given by 1/2 where ⑀ and F are respectively the pair creation energy ͑3 eV͒ and the Fano factor (FϷ0.1 59 ͒ hence L S.Io ϭ0.38 keV for Eϭ86.5 keV. The comparison of the experimental and calculated resolutions leads to P Ͼ20 cm. We also calculated that L Trap increases with the energy of the absorbed photon since L Trap.Icc increases with the photon conversion mean free path: the resolution at 10 keV 16 ͑resp. 122 keV 18, 21, 43 ͒ is better ͑resp. worse͒ than at 86 keV ͑see Fig. 8͒ . The baseline resolution can be improved by acting on the external noise sources such as microphonic noise, etc., since the calculated electronic noise is only 0.3 keV ͑FWHM͒ for V IO ϭ2 V. 19, 22 Such a low value would allow to obtain L Tot ϭ0.65 keV for Eϭ86 keV with the present detector. By reducing the trap density, it should be possible to improve further to L Tot ϭ0.5 keV.
C. Calculation of the charge collection bias dependence
The fact that the pulse polarity is given by the sign of V IO ϩV IN (V IN Ϸ0.7 V͒ suggests that V IN is a built-in potential. As the carriers thermal excitation is negligible, the classical mechanism for building up such a voltage drop in a junction 54, 55 is no longer relevant. If the space charge in the detector is negligible, we tend to attribute this voltage drop to a charge distribution induced in the polarization circuit ͑at the metallic interfaces͒ in order to equalize the Fermi levels of the B and P implanted electrodes. This voltage drop is 
where E G is the gap, and E B , E P are the ionization energies of the B and P levels. The bias dependence of the average pulse height ͑Fig. 5͒ can be interpreted in terms of a decrease of the trapping mean free path P ͑see Sec. V B͒ when the electric field E increases. At low temperature, the true trapping cross-section is inversely proportional to the temperature, 60 hence ϭ 0 /v T 2 , where 0 is a constant and v T is the carrier total velocity. Using Eq. ͑3͒ this leads to
where n T is the trap density and v D the carrier drift velocity. In order to determine how v T v D depends on E, we first estimated the mean free paths of the processes which govern the drift of the carriers: 54,55 scattering on neutral or ionized impurities or on lattice vibrations, and optical phonon excitation. We took into account the fact that v D and v T are lower than the saturation velocity v s Ϸ10 7 cm/s, 54,61 and larger than 0.8ϫ10 6 cm/s ͑as the risetime of the charge pulses was 1 s, its value being limited by the electronics 59 ͒. As far as the neutral impurity scattering is concerned, the Erginsoy calculation 54 with a neutral impurity density of 2.6ϫ10 10 cm Ϫ3 ͑see Sec. VI͒ leads to a mean free path larger than 2 mm. For the ionized impurity scattering, the classical Coulomb diffusion calculation 54 assuming an ionized impurity density lower than 2.6ϫ10 8 cm Ϫ3 ͑see Sec. VI͒ gives a mean free path larger than 0.2 mm which becomes larger than 10 mm for v T Ͼ4ϫ10 6 cm/s. For the scattering on phonons, the mean free path is 3(2mk B T)
where is the carrier mobility. 54 Using the 300 K value ϭ3900 cm 2 /V s, and the inverse temperature dependence, 54 we estimate the mean free path to be 2 mm at 20 mK. The mean free path for optical phonon excitation l Op , is obtained by assuming that the kinetic energy gained between two phonon emissions is l Op eE. This leads to l Op ϭ2mv s 2 /eE,thus 0.02Ͻl Op Ͻ0.5 mm for the bias range in Fig. 5 . As a consequence, for EϾ2 V/cm we can describe the carrier transport as a succession of optical phonon emissions with a low probability for ͑isotropic͒ scattering processes to occur between them. After ͑resp. before͒ each phonon emission, the total carrier velocity is assumed to be zero ͑resp. 2v s ). The average value ͗ f (v)͘ of any function f of the velocity is ͑see Sec. V A͒, and assuming Pe ϭ Ph ϭ P (E), where P (E) was a law to be determined, and E(V IO ϩV IN )/D. According to Eq. ͑9͒, we first assumed P (E)ϭa(1Ϫb/E) where a and b were parameters of the fit, obtaining the full line of Fig. 5 . In order to improve the fit we noted that, if l Sc is not much larger than l Op , we should add second order terms in Eqs. ͑8͒ and ͑9͒, corresponding to two scattering processes between two successive optical phonon excitations. The dotted curve in Fig. 5 corresponds to P (E)ϭa(1Ϫb/Eϩc/E 2 ) where a, b, and c are parameters of the fit. The P (E) laws obtained from those fits give P (V IO ϭ2V)р20 cm and 5 mmϽl Sc Ͻ25 mm, in agreement with our initial hypothesis. The fit could be improved by using the law P ϭ␣E ␤ : the dash-dotted curve in Fig. 5 corresponds to ␤ϭ0.44Ϯ0.04 and ␣ such that P (V IO ϭ2V) ϭ20 cm.
We conclude that the bias dependence of the pulse heights can be accounted for by a carrier trapping probability which decreases as E increases because the velocity of the carriers increases with E. The extracted trapping mean free path P at V IO ϭ2 V is compatible with the values extracted from the resolution analysis ͑see Sec. V B͒, leading to P (V IO ϭ2 V͒ Ϸ20 cm. In this case, we get P ϭ12 cm for V IO ϭ0.2 V and P ϭ37 cm for V IO ϭ10 V. Using Fig. 7 , we find that the bias dependence of the energy resolution quoted in Sec. IV B is well accounted for by this dependence of P on V IO .
D. Space charge effects
If the densities of ionized donors and acceptors levels in the detector are not equal, a space charge density modifies the electric field
where is the detector material dielectric constant. If is constant,
Ϫx ͪ .
͑11͒
In this case, the critical charge density above which the field cancels inside the detector is c ϭ͉2(V IO ϩV IN )/D 2 ͉. If ͉͉Ͼ c , the carriers drift on a distance smaller than D, hence the charge pulse height is lower than its theoretical value. In our case, the critical net ionized impurities density is
corresponding to 7.3ϫ10 7 cm Ϫ3 for V IO ϭ2V. We show in the next section that this result, together with the trapping mean free path obtained in Secs. V B and V C, leads to trapping cross sections in agreement with the literature values.
VI. THE REDUCTION OF SPACE CHARGE AND CARRIER TRAPPING, CONSEQUENCES FOR DETECTOR DESIGN
Previous experimental studies of the pulses polarity showed that the limited time stability was due to a progressive space charge build up 19, 30, 45 rather than to carriers trapping. This fact explains why the pulse heights begin to decrease after a given time: it occurs when ͉͉ reaches c ͑see Sec. V D͒. We attribute this space charge to levels ionization in the gap, induced by the IR radiation in the cryostat 19, 20, 45 and by the capture of the carriers ͑injected by the radioactive sources or through the contacts͒ in neutral levels. The analyses of the material we use 46, 62, 63 show that the shallow levels are dominant: the donors are mainly P, Li, Li-O, and O-H, and the acceptors B, Al, Ga, and In. Their ionization energies range from 10 to 13 meV. These analyses also give an upper limit of 2ϫ10 10 cm Ϫ3 for n A and n D . We may tentatively assume that the ionization rates of donors and acceptors are the same because their ionization energies are similar. From our improved time stability and the fact that we are very close to the complete charge collection, we infer that the net ionized impurity concentration ͉n A ϪϪ n D ϩ͉ remains below 7.3ϫ10 7 6 and 10 7 cm/s ͑see Sec. V C͒. This agreement between the information extracted from the time stability and from the spectra analysis reinforces our interpretation in terms of space charge and trapping.
Several facts explain the low ionized impurity densities. First, ͉n A Ϫn D ͉ has been reduced by a factor of 3 with respect to previous samples. 15, 58 Second, an IR shielding, using a black painting tested at low temperatures 53 reduces the amount of shallow levels ionization. 19, 20, 45 Third, the very low current through the detector ͑see Sec. IV A͒ leads to a low rate of carrier captures on neutral impurities. From capture cross sections 60 of 10 Ϫ16 to 10 Ϫ14 cm 2 , and densities of 2ϫ10 10 cm Ϫ3 , we find that a current of 5 pA induced by drifting electrons needs more than 2500 h to yield ionized traps densities larger than 10 8 cm Ϫ3 . The possibility to use rather large biases ͑say 0.5-8 V͒ without any large breakdown current ͑see Sec. IV A͒ leads to reduced trapping and space charge effects as shown in Secs. V C and V D: an improvement of a factor of 2 ͑resp. 3͒ on P ͑resp. c ) can be obtained by moving from V IO ϭ0.2 to 2 V. Such a change should also decrease the edge effects and the ''dead layer'' thickness. 31 It was verified 44 that the discrimination performance was noticeably improved by increasing V IO from 2 to 6 V.
The detector thickness D is an important parameter. Figure 8 shows the calculated contribution of trapping to the resolution, L Trap , as a function of D for V IO ϭ2V assuming P ϭ␣E ␤ ϭ␣͓(V IO ϩV IN )/D͔ ␤ , with ␤ϭ0.44, and P (D ϭ0.8 cm͒ ϭ 20 cm ͑see Sec. V D͒: the choice of a rather thin detector improves the resolution. In addition it reduces the space charge effects since c ϰD Ϫ2 ͑see Sec. V D͒.
VII. THE HEAT MEASUREMENT: EXPERIMENTAL RESULTS
A. Thermal coupling of the NTD sensor electron bath
The NTD I-V curves exhibit a linear behavior followed by a decrease of V/I for increasing I, that we interpret as due to heating of the NTD electron ''bath.'' 38, [64] [65] [66] [67] [68] The thermal resistance between the NTD electrons and the cryostat is the sum of the resistances due to the electron-phonon coupling in the NTD and to the ͑Kapitza͒ phonons-cryostat link: the power P flowing from one bath to another as a function of their temperatures T i is
where the subscripts iϭe, ph, and 0 correspond respectively to the NTD electrons, NTD phonons and cryostat baths, while ␤ eϪph and ␤ ph-0 characterize the physical processes responsible for the energy transfer, and g eϪph , g ph-0 are proportional to the coupling between the elementary excitations of each bath. Figure 9 shows that the dependence of the NTD electrons temperature extracted from the I-V characteristics using the Mott-Efrös-Shklovskii law ͑see Sec. II͒ as a function of the electrical power P injected in the NTD exhibits two regimes for two temperature ranges. The first one, at low temperature, is attributed to the electron-phonon coupling because it can be fitted by T 6 ϰ Pϩ P 0 ( P 0 being a constant͒. 38, [64] [65] [66] The second one, at higher temperatures, is attributed to a Kapitza resistance with T 4 ϰ Pϩ P 0 Ј . [69] [70] [71] Such a resistance should correspond to the boundary between the NTD crystal and its metallic electrode connected to the heat sink. Assuming that in those two cases T ph is respectively very close to T 0 or T e , we may fit the experimental T e vs P dependence using
where g and P p ͓the parasitic power due to radio-frequency ͑rf͒, etc.͔ are free parameters. The results are given in For the lower temperatures, T ph ϪT 0 is not negligible in comparison to T e ϪT 0 . Hence, we fitted the low temperature data using
derived from Eq. ͑13͒. A good fit was possible only by fixing ␤ eϪph ϭ6, and ␤ phϪ0 ϭ3.5 ͓obtained from a fit of the high temperature range using Eq. ͑14͒, see Table I , third line͔. In this case, we get g ph-0 ϭ1.7ϫ10 Ϫ5 W K Ϫ3.5 and g eϪph ϭ0.14 W K Ϫ6 . We shall use those values in Sec. VIII.
B. Responsivity, V IO dependence, pulse shape, and energy resolution
The responsivity-defined as the voltage variation ␦V across the NTD sensor induced by a given amount of X/␥ energy ␦E in the absorber-was roughly 6 and 20 nV/keV at ͑respectively͒ T e ϭ28 and T e ϭ20.5 mK, with V IO ϭ2 V. For V IO ϾϪV IN , the total amount of heat, E H , due to a X or ␥ of energy E R is expected to be
where N, E G , E B , and E P are respectively the number of electron-hole pairs generated, the gap, the boron and phosphorus ionization energies and ⑀ϭE R /N. E Trap is the energy of the drifting carriers which is not converted into heat because of their trapping before reaching the electrodes. Equation ͑16͒ means that the energy Ne(V IO ϩV IN ) gained by the carriers during their drift and the energy N(E B ϩE P ) released when they reach the Fermi level are finally converted to heat. The validity of Eq. ͑16͒ ͑which is the same as for p-i-p detectors 10 ͒ has been experimentally checked. 44 The improvement of the ionization channel resolution due to the carrier trapping reduction ͑see Secs. V B and VI͒ leads to a decrease of E Trap , hence to an improvement of the heat channel resolution too.
The pulse shape obtained at T e ϭ20.5 mK is shown in Fig. 10 . It is well fitted by
͑17͒
and at T e ϭ28 mK, it is well described by
where the time t is in ms and the pulse normalizations are such that the maximum is 1. At T e ϭ28 mK, the fit was performed in a limited 150 ms interval because of pile-up due to a large counting rate, but the long time constant component is also present.
The best energy resolution obtained at LSM within the Edelweiss collaboration was 1.25 keV FWHM for the 122 keV peak of 57 Co, with V IO ϭ2 V and T e ϭ20.5 mK. At T e ϭ28 mK and V IO ϭ2 V, we obtained about 2. TABLE I. Thermal coupling parameters ␤ and g obtained from a fit of Eq. ͑14͒ to the P-T e data extracted from the I-V characteristics of the NTD. The two first columns give the cryostat temperature T 0 and the NTD electronic temperature interval ͑labeled ''low'' and ''high'' in the text͒. The first two lines correspond to fixed values of ␤, while for the third one, ␤ was a parameter of the fit. The last column gives g per unit volume ͑for ␤ϭ6) or surface ͑for ␤ϭ4 or 3.5͒. The uncertainties come from the estimated errors on I and V. For the 3 fits, the 2 per point is close to 1. 
VIII. THE HEAT MEASUREMENT: INTERPRETATION OF THE DATA AND FUTURE PROSPECTS
A. About phonon thermalization
In Sec. VIII B, we describe the detector as a circuit of thermal baths connected by thermal bonds. This model is valid after the thermalization stage of the ballistic phonons due to the X/␥ interaction and to the energy release by the drifting carriers. 36, 39 In this section, we show that these phonons may be thermalized in the metallic Ag powder of the glue deposited on the Ge absorber ͑see Sec. II͒. To estimate the thermalization time in a glue spot or in the NTD glue layer, we follow the lines of Refs. 36 and 74:
⍀ and S are the Ge crystal volume and the glue contact area, v P the phonon velocity perpendicular to the contact surface, ␣ the probability for the phonons reaching the Geglue interface to reach the Ag electron bath, the thermalization probability in the silver powder, and ͗v P ␣͘ is the average over the phonon modes and wave vectors. ⌳ is the thickness of the absorbing metal, v F its Fermi velocity, n its electron density, v s its sound velocity, and its mass density. Using as a reference the value of Ref. 36 for Ir/Au ( ϭ0.13), Eq. ͑20͒ gives Ϸ1 for ⌳ϭ15-50 m ͑glue thickness times the Ag/glue volume ratio͒. ␣ results from the Ge glue and the resin-Ag transmissions. We neglect the thermal resistance of the second one because of the large contact surface between the Ag powder and the epoxy. The crystalglue thermal conductivity has the same order of magnitude than for two crystals, 66, 70, 71, 75 hence we use the ␣ S value of a Si-͑Ir/Au͒ interface. 36 The final result is a thermalization time in the three glue volumes of about 8 ms. This rather low value ͑in comparison to the thermalization times in dielectrics 36 ͒ indicates that an appreciable fraction of the ballistic phonons may be thermalized in the glue. A similar calculation for the implanted electrodes gives thermalization times of 1-3 s.
B. The thermal model for heat pulses calculation
The thermal model for heat pulses is based on a three bath circuit composed by the NTD electrons, the NTD phonons, and the absorber ͑which includes the Ge crystal, the glue deposited on the crystal, and the implanted electrodes͒, labeled respectively e, ph, and abs ͑see Fig. 11͒ . Then, we used a five bath model in which this absorber was divided further in three baths: ͑i͒ the Ge crystal ͑labeled Cph͒, ͑ii͒ the B-implanted electrode with the glue spot deposited on it and the NTD gluing layer ͑labeled Be͒, ͑iii͒ the P-implanted electrode with its related glue spot ͑labeled Pe͒. We considered the two NTD electron temperatures T e ϭ28 and T e ϭ20.5 mK corresponding to the cryostat temperatures T 0 ϭ17 and T 0 ϭ12 mK, respectively. For the detector steady state, the temperatures T i of the n baths (nϭ3 or nϭ5) are given by
P i is the power injected in the bath i; g i j and ␤ i j characterize the thermal conductance between the baths i and j ͑see Sec. VII A͒. The sum is performed on the n baths ͑in-cluding the cryostat, jϭ0).We took P i ϭ0, except for the NTD electron bath for which the injected power is PϭRI Ϫ2 . The pulse heights correspond to the voltage variation across the NTD sensor. They are normalized to a X/␥ energy loss in the detector corresponding to 1 keV. The calculated pulse heights were obtained using Eq. ͑25͒ for Iϭ4nA and R ϭ480 k⍀ The amplitude of the simulated pulse represented by the continuous line is divided by two. FIG. 11 . The thermal circuits considered for the heat pulse analysis. The three bath circuit is made of ͑i͒ the NTD electrons, ͑ii͒ the NTD phonons, and ͑iii͒ the absorber ͑Ge crystal͒ with the B and P electrodes and the glue spots. In the five bath circuit, the two electrodes with the glue spots are considered as separate baths.
where the sum concerns the n detector baths, and C i is the heat capacity of the bath i. The heat pulses, ␦T e (t) were obtained by solving Eq. ͑22͒ with an initial state given by the ␦T i (0) of the baths i where the ballistic phonon are thermalized ͑see Sec. VIII A͒. We took ␦P i ϭ0 except for the NTD electrons bath for which the electrothermal feedback 76 implies ␦P e ϭI 2 (dR/dT e )␦T e . Table II gives the C i we used. For the NTD electrons we took C e ϭ␥ e ⍀T, where ⍀ is the NTD volume and ␥ e a constant. A review by De Marcillac 78 shows that the measured ␥ e values can be classified in three intervals quoted in 37, 81, 82 For the B-and P-im-planted electrodes we assumed a Fermi gas, with an electron ͑or hole͒ density estimated via a TRIM simulation 48, 49 to be respectively 8ϫ10 18 and 1.5ϫ10 19 cm Ϫ3 . The g i j which did not correspond to any bonds ͑see Fig. 11͒ were put to zero, and we used the ␤ ph-0 , g ph-0 , ␤ eϪph and g eϪph , values obtained in Sec. VII. The thermal conductance between the NTD phonons and the absorber is smaller than the conductance between the NTD phonons and the cryostat because it includes two glue-insulator interfaces instead of one ͑the copper wires and the related glue are at the cryostat temperature͒, hence we took ␤ ph-abs ϭ␤ ph-Be ϭ␤ ph-0 ϭ3.5, and g ph-abs ϭg ph-Be рg ph-0 .
C. Results of the heat pulse shapes calculation
In the three bath model, the X/␥ photon energy is released in the absorber ͑bath abs, see Sec. VIII B͒. C ph being small, the calculated pulses are equal to the difference between two negative exponentials characterized by a rise time and a decay time. We found that the electrothermal feedback decreased those times by 6%-14% at T e ϭ28 mK and I Ϸ10 nA, and by 29%-37% at T e ϭ20.5 mK and IϷ4 nA. TABLE III. Calculated rise time and decay time ͑defined as the two time constants of the two main negative exponentials contributing to the calculated pulses͒ for the three bath thermal model described in Sec. VIII B, as a function of the NTD electronic temperature T e , the parameter g ph-abs describing the thermal coupling between the NTD lattice and the absorber, and the heat capacities of the NTD electronic bath, C e , and of the absorber, C abs . The fixed parameters are the three exponents ␤ eϪph ϭ6, ␤ phϪ0 ϭ␤ ph-abs ϭ3.5, and the two coupling parameters g phϪ0 ϭ1. . Table III shows that the decay time does not depend on C e and that its too large values cannot be improved by decreasing g ph-abs , but rather C abs : a decrease of this heat capacity by 50% and 90% leads to the experimental values of 120 and 33 ms.
To overcome the three bath model limitations, we considered a five bath model in which each electrode with the related glue spots represent separate baths ͑labeled Be and Pe͒ thermally connected to the Ge absorber ͑labeled Cph, see Fig. 11 and Sec. VIII B͒. The thermal conductance between the Be or the Pe baths and the Ge crystal is the sum of the electron-phonon conductance in the implanted layers and the conductance at the glue/Ge interface. Again we assume that they are much smaller than the silver-resin conductance in the glue ͑see Sec. VIII A͒. The glue-Ge Kapitza conductance is described by a fourth power law with a coupling parameter which must be equal or larger than 10
. 66, 70, 71, 75 The power P flowing between the metallic electron bath and the Ge lattice in the implanted layers is given by 83 , respectively, for the B and P implanted electrodes. As a result, the corresponding conductances may be neglected in comparison with the conductance between the glue and the germanium.
Pϭ⌺⍀͑T
We ran the five bath model using the C i given by W K Ϫ4 cm Ϫ2 ) describing the glue-Ge thermal conductivity, and the coefficients 0.007 and 0.027 are related to the glue-Ge contact surfaces ͑see Sec. II͒. We considered first a complete phonon thermalization in the glue ͑see Sec. VIII A͒ leading to an initial state described by two temperature increases, ␦T Be and ␦T Pe . We assumed ␦T Pe /␦T Be ϭ(S Pe C Be )/(S Be C Pe )Ϸ0.5, where S and C are respectively the glue-crystal interface areas on the B and P sides, and the heat capacities of the Be and Pe baths. The result is that a pulse shape similar to the experimental one is obtained for rather low values of GϪGe . At T e ϭ20.5mK and GϪGe ϭ2ϫ10 Ϫ3 W K Ϫ4 cm Ϫ2 , its tail is the sum of two negative exponentials ͑time constants 0.8 and 0.17 s; see Fig. 10 , continuous thin line͒. The pulse tail is due to the fact that a part of the heat put in the Be and Pe baths flows in the germanium crystal, and then slowly flows back to the heat sink. For the same value of GϪGe , the rise times remained stable when compared to the three bath values, while the decay times decreased to 21 and 46 ms at respectively T e ϭ28 and 20.5 mK. If we increase GϪGe to 0.02 W K Ϫ4 cm Ϫ2 , a value which is close to published ones, [70] [71] [72] 75 the tail magnitude increases ͑see Fig. 10 , dashdotted line͒. A similar effect is obtained if we take again GϪGe ϭ0.002 W K Ϫ4 cm Ϫ2 , and assume that half of the energy is thermalized in the germanium absorber ͑Fig. 10, dotted line͒. The five bath model is therefore preferred as it predicts rather short decay times and long tails. However the contribution of additional baths due to impurities or nuclear degrees of freedom, and the possible long thermal time constants in the amorphous epoxy resin [85] [86] [87] deserve further studies.
D. Calculation of the responsivity
The responsivity ͑see Sec. VII B͒ can be calculated using
where R is the NTD resistance, ␦T eMax the maximum of the NTD electronic temperature variation, I the NTD bias current, ⌬ the parameter of the R(T) law ͑see Sec. II͒, and ␦E H the total energy yielded by the X/␥ photon. The subscript a corresponds to one of the baths heated through phonon thermalization by a fraction ␦E a (ϭC a ␦T a ) of the energy ␦E H . ␦T eMax /␦T a was calculated using the five bath model. For V IO ϭ2V, and assuming a complete thermalization in the electrodes, with GϪGe ϭ2ϫ10 Ϫ3 W K Ϫ4 cm Ϫ2 , we obtain 31 and 67 nV/keV at T e ϭ28 and 20.5 mK, respectively. The calculation was performed using the experimental values I ϭ10 nA at T e ϭ28 mK, and Iϭ4 nA at T e ϭ20.5 mK. This overestimation of the data ͑see Sec. VII B͒ can be explained by assuming that a weaker fraction of the energy is absorbed in the B implanted electrode, fact which is not surprising taking into account the uncertainties on the thermalization mechanisms. Figure 10 ͑dotted and dash-dotted lines͒ shows that the agreement with the experimental responsivity is improved assuming that only 50% of the ballistic phonons are thermalized in the electrodes or if GϪGe is increased to 2 ϫ10 Ϫ2 W K Ϫ4 cm Ϫ2 .
E. Future prospects
Using our thermal models, we studied the possibility to improve the detector responsivity. We considered ␦T eMax /␦T a ͓see Eq. ͑25͔͒ for different detector configurations. We assumed T e ϭ20.5 mK, using the heat capacities of by 25% and the pulse tail is reduced. This may be performed by increasing the metallic layer area at the NTD-absorber interface. We also verified that in the case of the five bath model, with a complete thermalization of the ballistic phonons in the electrodes, increasing the mass of the germanium absorber does not change ␦T eMax /␦T a . A conclusion of this study is that in massive bolometers, the responsivity can be improved by using a small thermalizing metallic volume, in good thermal contact with the sensor.
F. Calculation of the energy resolution
We calculated the energy resolution as a function of the pulse amplitude and shape. It is easy to show that the fit of the function hs 0 (t) to the signal s(t)ϭs 0 (t)ϩb(t) with a constant weight, yields a pulse amplitude h which obeys the following equation 88 The noise power density is about 1.1-1.6 nV/Hz 1/2 and rather flat in the kHz range where our lock-in amplifier reference frequency is tuned. Using n b ϭ1.4 nV/Hz 1/2 , Eqs. ͑17͒ and ͑18͒ and the experimental responsivities, we obtain a resolution of 2.3 and 0.8 keV FWHM respectively, at T e ϭ28 and 20.5 mK to be compared ͑respectively͒ to the 2.8 and 1.25 keV experimental values.
͑ hϪ
IX. CONCLUSION
We fabricated and tested a 70 g heat/ionization detector for the ''Edelweiss'' dark matter program. We obtained improved ionization measurement performance ͑energy resolution and time stability͒ consistently with our study of space charge and trapping effects. The good resolution of the heat and ionization channels led to a satisfying rejection factor which allowed a dark matter experiment at the LSM. 21, 43, 44 A coherent analysis of the ionization channel performance together with the bias dependence of the charge pulse height was produced. The latter was interpreted by assuming trapping cross sections inversely proportional to the carriers kinetic energy. The advantage of the p-i-n scheme was stressed as it allows rather high biases and reduced trapping, while the low amplitude of the current avoids neutral impurity ionization. In what concerns the heat channel, we analyzed the pulse shapes in the framework of a thermal model in which the NTD sensor thermal conductances were extracted from the I-V characteristics. We obtained an experimental value of the NTD electronic specific heat from the pulses rise time, and proposed a possible interpretation of the decay times based on a partial thermalization of the ballistic phonons in the metallic parts of the detector. Such a process should allow to increase the absorber mass while keeping the responsivity constant. In the future, the Edelweiss collaboration will develop 320 g heat/ionization germanium cryogenic detectors with a general design similar to the design of the 70 g detector presented in this article. The goal is to perform dark matter experiments with a total detector mass of 1 kg, and to reach detector masses larger than 10 kg in the next few years.
