Abstract{In almost all analyses of the least-mean-square (LMS) adaptive lter, it is assumed that the lter coe cients are statistically independent of the input data currently in lter memory, an assumption that is incorrect for shift-input data. In this paper, we present a method for deriving a set of linear update equations that can be used to predict the exact statistical behavior of a nite-impulse-response (FIR) LMS adaptive lter operating upon nite-time correlated input data. Using our method, we can derive exact bounds upon the LMS step size to guarantee mean and mean-square convergence. Our equation-deriving procedure is recursive and algorithmic, and we describe a program written in the MAPLE symbolic-manipulation software package that automates the derivation for arbitrarily-long adaptive lters operating on input data with stationary statistics. Using our analysis, we present a search algorithm that determines the exact step size mean-square stability bound for a given lter length and input correlation statistics. Extensive computer simulations indicate that the exact analysis is more accurate than previous analyses in predicting adaptation behavior. Our results also indicate that the exact step size bound is much more stringent than the bound predicted by the independence assumption analysis for correlated input data. Keywords{adaptive lter, exact analysis, independence assumption, LMS algorithm, stochastic gradient algorithm.
Introduction
The least-mean-square (LMS) adaptive algorithm is a convenient method of adapting the coefcients of a nite-impulse-response (FIR) lter. This algorithm is described by W k+1 = W k + (d k ? W T k X k )X k ; (1) where W k = w 1;k w 2;k w L;k ] T are the coe cients of the adaptive lter, X k = x k x k?1 x k?L+1 ] T are the input data samples currently in lter memory, d k is the desired response, L is the lter length, and is the algorithm step size.
Since the development of the LMS algorithm in the early 1960's, many analyses of this algorithm have been performed. These analyses di er in terms of the assumptions made upon the data sequences fd k g and fx k g and the nature of the results provided. Perhaps the simplest analyses are based upon an independence assumption, which assumes that the current set of lter coe cients is independent of the current set of data samples in the lter memory. For an FIR lter, this assumption is never true, as the shift-input nature of the input data vector guarantees that X k will be correlated with X j for jj ? kj < L. However, many have observed that analyses using this assumption are reasonably accurate in predicting the statistical behavior of the LMS algorithm when the step size is a \small value" 1, 2, 3, 4, 5, 6, 7] . In a discussion of this assumption, Mazo has shown that the analysis using the independence assumption captures the rst-order behavior of the algorithm, thus validating this claim 2]. However, it is not clear how small the step size must be to guarantee accuracy of the independence assumption analysis. More importantly, any upper bounds upon the step size to guarantee either mean or mean-square stability of the LMS algorithm are of questionable accuracy when based upon the independence assumption. More recently, Florian and Feuer have presented an exact statistical analysis of the LMS algorithm for a two-tap FIR lter with input data that is independent from sample to sample 7] . This analysis is accurate for large step sizes, and it can be used to nd exact stability bounds for the two-tap case studied. However, these results are limited to the two-tap case with i.i.d. input data.
In this paper, we present a general recursive method for deriving a set of linear update equations for predicting the exact statistical behavior of the LMS algorithm when operating upon nite-timecorrelated input data. The correlated input data model uses a xed FIR lter with coe cients 1 operating upon a zero-mean i.i.d. input data sequence to generate the correlated input date sequence. Using our method, we can derive a set of linear update equations which describes the mean and mean-square behavior of an arbitrary-length adaptive lter for input data with any arbitrary correlation length. Using our exact description, we can nd exact bounds upon the step size to guarantee convergence, and we can also determine an optimal step size to guarantee fastest convergence for the given input data statistics. With our new analysis, we can also investigate the accuracy of the independence assumption for both small and large step size values.
This paper is organized as follows. In the next section, we describe the analysis model for correlated input data. We present a method for generating a set of linear update equations for our exact analysis, and we give the resulting equations for the one-tap case with a two-tap FIR correlated input data model. In Section 3, we give details of a program written in the MAPLE symbolic manipulation programming environment that automates the derivation of the exact analysis equations. We then describe a hybrid search method for nding the maximum absolute eigenvalue of the transition matrix developed by our analysis, and we also present numerical search algorithms for determining exact step size bounds and optimum step size values based upon the eigenvalue search. In Section 4, we compare the independence assumption analysis with our exact analysis in their abilities to predict the statistical behavior of various LMS adaptive lters for our FIR correlated input data model. Through our extensive simulations, we show that the exact analysis is extremely accurate in predicting the behavior of the LMS adaptive lter over a large range of stable step sizes. We also compare the mean-square step size bound for both the independence assumption analysis and the exact analysis, showing that the exact step size bound is at least as or more stringent than the bound predicted by the independence assumption in every case. Section 5 presents our conclusions.
Analysis

The Analysis Model
Our exact analysis method assumes that the desired response is obtain from the input data through an FIR lter model such that d k = W T X k + n k ; (2) where W = w 1 w 2 w L ] T are the optimum lter coe cients and fn k g is a noise sequence which is independent of the input data sequence fx k g. For this paper, we will assume that the number of coe cients in the data response lter model W is the same as the number of coe cients in the adaptive lter model W k , although this assumption is not necessary for performing the exact analysis. We will also assume that samples from the input data sequence fn k g are i.i.d. with zero mean and variance 2 n , although non-zero-mean, correlated noise sequences can be handled in general.
To describe the correlation of the input data, we assume that each input data sample x k can be described as For Gaussian input data, it is well-known that the second-order correlation statistics determine all higher-order moments of the input data. For other input data probability distributions, this model represents a method of approximating higher-order cross-moments of the input data.
The excess mean-square error (MSE) is de ned as the noise power in the lter output due to uctuations in the lter coe cients. For this analysis model, the excess MSE is given by
where 2 n is the variance of the noise samples n k and V k is a weight error vector, computed as the di erence between the current lter coe cients at time k and the optimum solution,
The Independence Assumption
We can write the LMS update in (1) as V k+1 = (I ? X k X T k )V k + n k X k ; (8) where I is the identity matrix. For the independence assumption analysis, the data vector X k is assumed to be independent of the weight error vector V k . Using this assumption, one can nd updates for the expected value of the weight vector E V k ] and the weight error covariance matrix E V k V T k ] in terms of the input data statistics, the noise variance 2 n , and the step size . The excess MSE is
for the independence assumption analysis, where R is the autocorrelation matrix of the input data whose (i; j)th entry is given by r i?j . For correlated Gaussian input data, the update for the weight error covariance matrix is given
n R: (12) From this equation, the excess MSE can be computed from Equation (9).
Derivation of the Exact Updates
We describe a method for producing an exact description of both the mean and mean-square convergence of the LMS algorithm given our analysis model. The key idea is to identify state variables in the expectations consisting of products of weight error vector elements and data vector elements that are possibly dependent upon one another. We then develop iterations for these state variables, which may require creating new state variables that are products of weight vector and data vector elements. Since the data is generated from a nite-time-correlated model, the recursive equation-deriving process will eventually halt, and the set of equations will be consistent.
To see how these update equations are obtained, we apply the method to compute the excess MSE of a one-tap lter (L = 1) operating on correlated input data from a two tap (M = 2) lter model. We use this simple case to illustrate the method; in the following sections, we apply the technique to longer lter and correlation lengths.
For this case, Equation (8) is given by
We de ne the sample output of our data correlation lter from (3) as
From (6) and (14), we write the excess MSE at time k as k = E v 
where we have used the fact that u k is independent of all other quantities appearing in the relation and 2 is as de ned in (11) .
We see that we have two state variables E v 
Examining the right-hand-sides of Equations (16) and (17), we nd one quantity E v 
For an arbitrary lter length L and input data correlation length M, the resulting equations will also be linear in the state variables and thus can be written in the same form as in (20) . 
from which the excess MSE can be computed. In addition, a precise step size bound can be de ned which guarantees that all the eigenvalues of the transition matrix A are of magnitude less than one, thus guaranteeing mean-square stability of the adaptive algorithm. Thus, no approximate bounds based upon the independence assumption or upon other conservative bounding techniques are necessary if the correlation structure of the data is known.
3 Computational Methods
Automatic Derivation of the Exact Updates
As previously mentioned, the exact analysis can be extended to arbitrary lter and data correlation lengths. The method for generating the exact analysis equations is algorithmic and thus can be automated. We have written a computer program in the symbolic-manipulation software package MAPLE that automatically derives these equations. The program produces as output the transition matrix A and vector B, formatted such that they can be easily used within the numerical simulation program MATLAB for analysis and simulation. As expected, the number of equations grows quickly as the lter lengths are incremented, with over 28000 equations required for the six-tap MSE case with i.i.d. input. Saving computation time and memory is necessary in order for this program to be practical. An early version of this program appears in 8, 9]. We have modi ed this program to improve its computational e ciency. The ow of this program can be described as follows:
Generate algebraic expressions for the error e k and the elements of V k+1 in terms of the elements of V k , X k and the noise sequence fn k g.
Generate the correlated input data vector X k in terms of the coe cients of the FIR lter data model A and the elements of the i.i.d. data sequence fu i g.
7
Take the expectation of (e k ? n k ) 2 to nd terms which constitute the excess MSE.
Create a set of terms to be evaluated from these excess MSE terms.
While this set is not empty, 1. take the rst term of the terms remaining in this set and determine its update equation;
2. add this term to a set of evaluated terms;
3. add any new terms appearing in the update equation to the set of terms to be evaluated; and 4. remove all evaluated terms from the set of terms to be evaluated.
until the set of terms to be evaluated is empty.
For determining exact stability bounds on the algorithm step size, only the maximum absolute eigenvalue of the transition matrix A is important. Based upon these ideas, we have developed a second program to only nd the transition matrix A. We can describe the operation of this program as follows:
Generate algebraic expressions for the error e k and the elements of V k+1 in terms of the elements of V k and X k assuming that fn k g is a sequence of zeros.
Generate the correlated input data vector X k in terms of the coe cients of the FIR lter data model A and the elements of the i.i.d. data sequence fu i g. Create a set of terms to be evaluated from these excess MSE terms.
While this set is not empty, 1. compare the rst term in the remaining term set with every term in the evaluated term set;
2. if it is the same as any one term in the evaluated term set except for the power of u k?1 ;
. nd the di erence of the power of u k?1 , , in these two terms;
. Thus, many of the update equations are redundant and can be ignored. We have developed modi ed versions of the above two programs to utilize this redundancy. These programs are at least one hundred times more computationally-e cient than their original counterparts for exact analysis derivations with L + M 6. 
Exact Step Size Bound
The exact update equations are a powerful tool for determining exact stability bounds upon the LMS algorithm step size. The maximum absolute eigenvalue of the transition matrix A determines the stability of the system. The transition matrix A is typically a sparse matrix, particularly when the input data is independent or its correlation length M is small. We can use the power method as a computationally-e cient search technique to nd the maximum absolute eigenvalue of A 10].
The power method can be described as follows:
where k is an estimate of the absolute dominant eigenvalue of the matrix A and is a certain small value which we set as a stopping condition. The initial value of U 0 can be an arbitrary vector.
If the dominant eigenvalues of a real matrix A are a complex conjugate pair max and max , the power method will not converge. In this case, a modi ed power method can be employed 11].
If X max and X max are the corresponding eigenvectors to eigenvalues 1 as k tends towards in nity. By the method of least squares, we can determine successive approximations p k and q k to p and q. The algorithm is:
end;
where k is the resulting estimate of j max j.
Based upon this simple method for determining the maximum absolute eigenvalue of the transition matrix A, we now provide a numerical search algorithm for nding the maximum step size for which the maximum eigenvalue of A is equal to one. Our search method is as follows:
where k is the step size of the adaptive algorithm and k is the maximum absolute eigenvalue of the transition matrix A corresponding to the step size k . The initial value of the step size 0 can be any positive number such that the corresponding 0 is always less than one. The algorithm is stopped when j k ? k?1 j < , where is a certain small value. This algorithm is similar to the method of false position for convex function optimization 12]. The algorithm in (29) has shown to be a fast, simple, and robust method for determining the maximum stable step size. In all of our applications of the method for which we can check our results with a full eigenvalue analysis of A, we have obtained the proper stability constraint for the system. Moreover, it can be proven that if the maximum absolute eigenvalue{vs.{step size function is convex, the algorithm is (29) is guaranteed to converge to the proper stability condition. While we do not prove that this function is convex, experience has shown that, in every situation examined, this function possesses this property. Thus, the search algorithm in (29) is a useful method for determining numerically the maximum stable step size for our exact analysis method.
A MATLAB program has been developed to implement this search algorithm given the input data correlation statistics. This program can be used to predict the exact step size bound to guarantee stability. This knowledge is useful in adaptive ltering applications where fast tracking is necessary, as a large stable step size can be chosen with con dence.
Optimum Step Size
The exact analysis method is also useful for nding the optimum step size to guarantee fastest convergence. We de ne the optimum step size opt as the step size value that minimizes the maximum absolute eigenvalue of the transition matrix A for a particular mean-square analysis.
This criterion guarantees that the slowest mode is converging as fast as possible.
To search for the optimum step size opt satisfying this criterion, we have employed a simple search method, given by
where is a small value. The search method is halted when j k ? k?1 j < , where is a certain small value which we set as a stopping condition. We have veri ed that this procedure produces lim k!1 k = opt for every mean-square analysis we have performed, indicating that the function ( ) is in practice suitably smooth to allow an e cient gradient-type search.
Simulations
To compare the accuracy of the exact analysis and the independence assumption analysis, we have performed extensive computer simulations for a simple two-tap (L = 2) adaptive lter operating on correlated input data from a two-tap (M = 2) and three-tap (M = 3) lter model. (37)
By varying 1 and 2 , we can investigate the behavior of the adaptive lter for di erent levels of input correlation. In our simulations, the coe cients of the unknown system to be identi ed are chosen arbitrarily as W = 1 1] T , and the initial weight values for the adaptive lter are both set to 3. The interfering noise is chosen to be white-Gaussian-distributed with variance 2 n = 0:01. In order to get highlyaccurate simulation convergence curves for comparison with the analyses, ten thousand simulation experiments have been run and the results averaged for each particular case. Steady-state quantities are estimated by averaging 100 time steps in these simulations for a total of one million average iterations. Figure 1 shows the convergence of the excess MSE of a two-tap lter adapting upon correlated Gaussian input data from a two-tap correlation model with 1 = 0:5. For this experiment, the step size was chosen to be = opt , where opt = 0:1958 for these statistics. As can seen, the actual convergence rate of the excess MSE is slower than that predicted by the independence assumption analysis, and the nal excess MSE in steady-state is greater than that predicted by the independence assumption analysis. In contrast, the exact analysis follows the simulation behavior quite closely. Figure 2 shows the convergence of the excess MSE of a two-tap lter adapting upon correlated Gaussian input data from a three-tap correlation model with 1 for this experiment was chosen as = 0:17, which is larger than opt = 0:1680 for these statistics.
Although the transient stages of adaptation for both analyses are close to the simulation results, the actual nal excess MSE in steady-state is greater than that predicted by the independence assumption analysis. The exact analysis predicts the nal excess MSE accurately. Figures 3 and 4 show the convergence of the excess MSE for a two-tap lter adapting upon correlated binary input data from two-tap and three-tap correlation lter models, respectively. Here, the step size and input data correlation coe cients 1 and 2 are chosen to be the same as the corresponding Gaussian simulation cases. As can seen, the actual convergence rate of the excess MSE is faster than that predicted by the independence assumption analysis for the M = 2 case, and the nal excess MSE in steady-state is greater than that predicted by the independence assumption analysis. Thus, the independence assumption may give inaccurate results during both the transient and the steady-state stages of adaptation.
We now examine the accuracy of the two analyses in predicting the mean-square performance of the two-tap adaptive lter for di erent input signal types, di erent correlation levels, and di erent step sizes. Tables 1 and 2 present for both Gaussian and binary input data the percent di erences between the analytical prediction of the nal excess MSE and the actual excess MSE obtained from simulation.
Step sizes for each simulation were chosen from = 0:1n max , n = f1; 2; ; 9g. From the table entries, it is seen that both analyses are accurate in predicting the steady-state excess MSE for small step sizes. However, the exact analysis is more accurate for larger step size values.
We can determine exact bounds upon the step size for correlated input data to guarantee convergence in the mean-square. Figure 5 shows the maximum step size to guarantee convergence as predicted by the exact and independence assumption analyses as a function of input data correlation Table 2 : Simulation results, binary input, L = 2, M = 2.
1 for both M = 2 and M = 3 for Gaussian input. Figure 6 shows the maximum step size to guarantee convergence as a function of input data correlation 1 for both M = 2 and M = 3 for binary input. In both cases, we have chosen 0 1 0:5, 2 = 2 1 , and 2 = 1. For the exact analysis, these curves were found by generating the transition matrix A for both M = 2 and M = 3 and then employing our search algorithm in (29) to nd the maximum step size for which the maximum eigenvalue of A is equal to one for each step size value . For the independence assumption analysis, the upper bound is found to be < (3 independent of the correlation length M. As can be seen, the exact step size bound is more stringent than the bound predicted by the independence assumption for both input types. Moreover, the bound for M = 3 is tighter than the bound for M = 2, indicating that the greater the input data correlation, the more restrictive the stability bound. The di erences between the exact and independence assumption bounds are large even for moderate levels of correlation, indicating that the independence assumption analysis is not a reliable method for obtaining stability bounds with correlated input data. Tables 3 and 4 
with 2 x = 1. Note that the even higher-order moments m of the Laplacian distribution are greater than the corresponding moments for the Gaussian distribution, which are in turn greater than those for the binary distribution. Examining the results as depicted in the tables, we see that for binary input, both analyses predict the same maximum and optimal step sizes, at least for the relatively short lter lengths considered. For Gaussian and Laplacian inputs, however, the maximum and optimal step sizes predicted by our analysis are smaller than those predicted by the independence assumption analysis, and these di erences are greatest in the Laplacian input case. These results suggest that, as the input distribution becomes more \heavy-tailed" with large higher-order even moments, the accuracy of the independence assumption analysis is compromised. Conversely, in the i.i.d. binary case where all of the higher-order even moments are unity, the independence assumption analysis is quite accurate for step size design. These conclusions have also been substantiated by simulation results and suggest that statistical coupling between lter coe cients and input data elements is greater for distributions with large higher-order moments.
An important issue in the use of the exact analysis is the complexity of the analysis as a function of the lter and correlation lengths. Table 5 shows the number of equations necessary for the mean and mean-square exact analysis for di erent L and M. Entries under the # of Eqns column headings indicate the number of equations generated by the exact analysis for input data with arbitrary higher-order moments. As can be seen, the number of equations N necessary for the exact analysis grows quickly as L and M are increased. This explosion in complexity is the price paid for maintaining an exact statistical description of the system. The exact analysis therefore seems limited for use in relatively simple situations where the number of equations is manageable from a computational standpoint. Even so, the exact analysis can provide insight into the accuracy of other simpli ed analyses such as the independence assumption analysis.
Also shown in the table under the column headings Mindim and Maxdim are the minimum and maximum number of non-zero eigenvalues of the matrix A for each case. Because of the redundancy in the equation structure, the number of independent rows of the transition matrix is typically smaller than the dimension of the matrix. Binary input leads to the smallest number of non-zero eigenvalues as shown within the Mindim column, and using our modi ed programs, we need only generate the minimum number of equations, reducing the dimensions of A in some cases by one or more orders of magnitude. When the input data moments exhibit no simple structure, the dimensionality of the system is given in the Maxdim column. However, it is not desirable to reduce the dimensionality of the matrix A in this case, as it would destroy the sparsity of the matrix that makes our eigenvalue search routines computationally e cient. Table 5 : Number of equations, exact analysis.
Conclusion
We have provided a method to determine the exact expected mean and mean-square performance of the LMS algorithm for any given lter length and type of input data statistics. This analysis can be automated, and we have discussed a program that automatically derives the update equations for given input correlation statistics. Based on this exact analysis, an exact step size bound to guarantee mean-square convergence for the given data correlation statistics can be determined automatically. Extensive simulations indicate that the exact analysis is more accurate than the analysis based upon the independence assumption, particularly in predicting transient and fast adaptation behavior. Our results also indicate that the independence assumption analysis is not a reliable method for obtaining stability step size bounds with highly-correlated input data. 
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