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Abstract. The ice thickness distribution (ITD) is one of the
core constituents of modern sea ice models. The ITD ac-
counts for the unresolved spatial variability of sea ice thick-
ness within each model grid cell. While there is a general
consensus on the added physical realism brought by the
ITD, how to discretize it remains an open question. Here,
we use the ocean–sea ice general circulation model, Nu-
cleus for European Modelling of the Ocean (NEMO) ver-
sion 3.6 and Louvain-la-Neuve sea Ice Model (LIM) ver-
sion 3 (NEMO3.6-LIM3), forced by atmospheric reanalyses
to test how the ITD discretization (number of ice thickness
categories, positions of the category boundaries) impacts the
simulated mean Arctic and Antarctic sea ice states. We find
that winter ice volumes in both hemispheres increase with the
number of categories and attribute that increase to a net en-
hancement of basal ice growth rates. The range of simulated
mean winter volumes in the various experiments amounts to
∼ 30 % and ∼ 10 % of the reference values (run with five
categories) in the Arctic and Antarctic, respectively. This
suggests that the way the ITD is discretized has a signifi-
cant influence on the model mean state, all other things being
equal. We also find that the existence of a thick category with
lower bounds at ∼ 4 and ∼ 2 m for the Arctic and Antarc-
tic, respectively, is a prerequisite for allowing the storage
of deformed ice and therefore for fostering thermodynamic
growth in thinner categories. Our analysis finally suggests
that increasing the resolution of the ITD without changing
the lower limit of the upper category results in small but not
negligible variations of ice volume and extent. Our study pro-
poses for the first time a bi-polar process-based explanation
of the origin of mean sea ice state changes when the ITD
discretization is modified. The sensitivity experiments con-
ducted in this study, based on one model, emphasize that
the choice of category positions, especially of thickest cat-
egories, has a primary influence on the simulated mean sea
ice states while the number of categories and resolution have
only a secondary influence. It is also found that the current
default discretization of the NEMO3.6-LIM3 model is suffi-
cient for large-scale present-day climate applications. In all
cases, the role of the ITD discretization on the simulated
mean sea ice state has to be appreciated relative to other in-
fluences (parameter uncertainty, forcing uncertainty, internal
climate variability).
1 Introduction
Sea ice forms a very heterogeneous medium at the surface
of polar oceans. Open water, thin new ice, undeformed ice
floes and thick pressure ridges may coexist on scales as small
as a few meters (Thorndike et al., 1975; Williams et al.,
2014). Several ocean–ice–atmosphere interaction processes
are influenced by this small-scale heterogeneity. To quote
only three, the ice growth rate critically depends on the lo-
cal thickness (Maykut, 1982), the albedo of a given region is
largely dependent on the presence of open water and thin ice
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(Maykut and McPhee, 1995; Holland et al., 2006a), and the
areal extent of melt ponds depends on the local topography
of sea ice (Eicken, 2002).
Sea ice models as components of climate models are pri-
mary tools to characterize climate variability at high lati-
tudes (Holland et al., 2008), to diagnose the existence and
the role of feedbacks (Goosse et al., 2018) and to estimate
projected changes under various emission scenarios (Mas-
sonnet et al., 2012). They are also increasingly used to gen-
erate predictions from operational (Rabatel et al., 2018) to
seasonal (Hamilton and Stroeve, 2016) timescales. The spa-
tial resolution of sea ice models typically ranges from values
as coarse as ∼ 5◦ for paleoclimate studies to 1 km for short-
range forecasting. As such, the high heterogeneity in sea ice
thickness and therefore the complex nature of related phys-
ical processes cannot explicitly be modeled even in highest
resolution configurations. The subgrid-scale variability of ice
properties is often taken into account through the use of an
ice thickness distribution (ITD). The ITD theory, as first in-
troduced by Thorndike et al. (1975), aims at describing the
time evolution of the statistical distribution of ice thickness
in a given region under the action of thermodynamic growth
and melt, advection by winds and currents, and mechanical
redistribution by ridging, rafting and lead opening. In prac-
tice, the thickness distribution is discretized into a fixed num-
ber of categories. A compromise must be made, when choos-
ing this number, between an accurate physical representation
of the ITD and a containment of the computational costs.
The benefits of including an ITD for polar climate mod-
eling have been addressed and recognized in numerous pre-
vious studies (e.g., Bitz et al., 2001; Holland et al., 2006b;
Massonnet et al., 2011; Uotila et al., 2017; Ungermann et al.,
2017). Pilot studies have attempted to determine the mini-
mum number of categories necessary to resolve the seasonal
cycle of climatically important variables. Using a Lagrangian
formulation of the ITD, Bitz et al. (2001) concluded that five
categories are sufficient to obtain the convergence of the Arc-
tic sea ice extent and heat and freshwater fluxes, but that the
volume is dependent on the details of the discretization for
ice below 2 m thick. Similarly, Lipscomb (2001) suggested
that five to seven categories, with higher resolution for thin-
ner ice, are sufficient. Hunke (2014) rather stressed the im-
portance of thick ice categories for proper modeling of Arctic
sea ice volume. In particular, her results showed that sim-
ulations of Arctic ice volume require more than five cate-
gories, with a few of them above 2 m. Lately, Ungermann
et al. (2017) demonstrated that the mean ice thickness in the
Arctic increases with the number of categories used in the
ITD and found that the better-resolved solution does not lead
to the better model–data fit. Since simulations were tuned by
minimizing cost functions, they did not investigate the phys-
ical processes explaining the model behaviors.
In this targeted study, we aim at assessing the response
of a state-of-the-art coupled ocean–sea ice model, Nucleus
for European Modelling of the Ocean (NEMO) version
3.6 and Louvain-la-Neuve sea Ice Model (LIM) version 3
(NEMO3.6-LIM3), to changes in the ITD discretization.
From this model assessment, we wish to provide recommen-
dations to the NEMO community (and more largely to users
of large-scale sea ice models) regarding the number of thick-
ness categories and the position of their boundaries, based on
a physical understanding of the mechanisms at play. To our
knowledge, all studies on the ITD but one (Holland et al.,
2006b) focused on Arctic sea ice, so we wish to present a
systematic assessment of the role of the ITD for sea ice in the
Southern Hemisphere too. As we will see, the sensitivity of
sea ice to the ITD discretization is generally less pronounced
in that hemisphere than in the Northern Hemisphere. How-
ever, this might be an interesting indication of what will hap-
pen in the future in the Arctic Ocean, as its sea ice cover
will become more seasonal in the near future (e.g., Masson-
net et al., 2012). Finally, our objective is to understand the
processes driving the model response to changes in the ITD
discretization, a question that has not been explored in depth
and that could be relevant for sea ice model developers be-
yond the NEMO-LIM community. To this end, we analyze
ice volume tendency terms diagnosed in the model in order
to separate thermodynamic contributions from dynamic ones
but also surface from bottom ones. We focus our analysis
on the response of the model climatology rather than on the
long-term trends and interannual variability (which will be
analyzed in a companion study).
This paper is organized as follows. The ocean–sea ice
model (NEMO3.6-LIM3), its configuration and the series of
sensitivity experiments are described in Sect. 2. The results
are presented and discussed in Sect. 3. Conclusions and rec-
ommendations are finally drawn in Sect. 4. Note that all re-
sults and figures presented in this article can be reproduced
bit-wise thanks to the archiving of the data and scripts on
publicly available repositories (see “Code and data availabil-
ity” at the end of the paper).
2 Model and experimental design
2.1 Ocean–sea ice model (NEMO3.6-LIM3)
This study is conducted using the dynamic–thermodynamic
sea ice model LIM3.6 (Louvain-la-Neuve sea Ice Model;
Rousset et al., 2015). It is coupled to a finite-difference,
hydrostatic, free-surface, primitive-equation ocean model
within version 3.6 of the NEMO framework (Nucleus for
European Modelling of the Ocean; Madec, 2008). LIM in-
cludes an ITD, which is described in more details in the
next section, energy conserving thermodynamics (Bitz and
Lipscomb, 1999), a time-dependent salinity profile (Vancop-
penolle et al., 2009a) and an elastic–viscous–plastic rheology
formulated on a C grid to model the ice dynamics (Bouillon
et al., 2013).
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2.2 Ice thickness distribution
One of the key features of LIM is the ITD that is used to rep-
resent the subgrid-scale distribution of sea ice thickness, en-
thalpy and salinity (Thorndike et al., 1975). The probability
density function for thickness h, g(h,x, t), evolves according
to the following equation:
∂g
∂t
=−∇ · (ug)− ∂
∂h
(fg)+ψ. (1)
The first term of the right-hand side is the convergence of
the horizontal flux of g with u the ice velocity. In the second
term, f is the thermodynamic growth rate. The third term,ψ ,
is the mechanical redistribution. The way this term is mod-
eled is somewhat specific to LIM: it includes ridging and lead
opening terms (as in other models) but also a rafting term
(Vancoppenolle et al., 2009b). Another specificity of LIM is
that newly formed ridges have a prescribed 30 % porosity.
The numerical formulation of the ITD in the model follows
Lipscomb (2001). The thickness distribution is discretized
into a fixed number of categories. Sea ice in each category
occupies a varying areal fraction of the grid cell. Ice thick-
ness in each category is constrained to remain between user-
prescribed boundaries. Ice growth and melt induce transfers
of ice volume and area between categories, which is dealt
with the linear remapping scheme of Lipscomb (2001). This
scheme combines the advantages of being computationally
inexpensive and only weakly diffusive.
In the current version of LIM, the ITD is discretized by
default by using a fitting function that places the category
boundaries between 0 and 3h, with h the expected mean ice
thickness over the domain. A greater resolution is placed for
thin ice (Rousset et al., 2015). More specifically, the lower
and upper limits for ice thickness in category i = 1, . . .,N
are f (i− 1) and f (i) with
f (i)=
(
N(3h+ 1)α
(N − i)(3h+ 1)α + i
)α−1
− 1, (2)
where N is the number of categories, i = 1, . . .,N refers to
the category index and α = 0.05. The upper limit of the last
category is always reset from 3h to 99.0 m, in order to allow
hosting very thick ice.
2.3 Model configuration
The configuration of NEMO3.6-LIM3 is almost identical
to the one used in Barthélemy et al. (2017), where the
reader may find the details that are not recalled here.
The revision 6631 of the branch 2015/nemo_v3_6_STABLE
of the NEMO SVN repository (https://forge.ipsl.jussieu.fr/
nemo/svn/NEMO/releases/release-3.6/, last access: 19 Au-
gust 2019) is used. The ocean and sea ice models are run on
the global eORCA1 grid, which has a nominal resolution of
Figure 1. Ice thickness category boundaries in the three sets of sen-
sitivity experiments. The upper boundary of the last category is al-
ways set to 99.0 m. Note that the ice thickness scale is different in
the three panels. Because the ITD discretization in the third set of
experiments (S3) branches from experiment S2.09 of the second set,
that experiment is repeated in the list but labeled as S3.09.
1◦ in the zonal direction. In the ocean, a partial step z coordi-
nate with 75 levels is used along the vertical. The layer thick-
ness increases non-uniformly from 1 m at the surface to 10 m
at 100 m depth and reaches 200 m at the bottom. To avoid
spurious model drift, a weak restoring towards the World
Ocean Atlas 2013 surface salinity climatology (Zweng et al.,
2013) is applied, with strength 167 mm d−1 (i.e., a relaxation
timescale of 10 months for a 50 m deep oceanic mixed layer).
In order to avoid adversely altering ocean–ice interactions,
this restoring is damped under sea ice (multiplied by 1 minus
sea ice concentration), i.e., where the observations are less
reliable.
The atmospheric forcing is provided by the DRAKKAR
Forcing Set version 5.2 (DFS5.2; Brodeau et al., 2010;
Dussin et al., 2016). This global forcing set is derived from
the ERA-Interim reanalysis over 1979–2015 and from ERA-
40 for the period 1958–1978. It has a spatial resolution close
to 0.7◦, or 80 km, and is utilized within the CORE forcing
formulation of NEMO, which uses bulk formulas developed
by Large and Yeager (2004). Continental freshwater inputs
consist of river runoff rates from the climatological dataset of
Dai and Trenberth (2002) north of 60◦ S, of prescribed melt-
water fluxes from ice shelves along the coastline of Antarc-
tica (Depoorter et al., 2013) and of climatological freshwater
fluxes from iceberg melt at the surface of the Southern Ocean
(Merino et al., 2016).
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Figure 2. Mean seasonal cycles of Arctic (a, b) and Antarctic (c, d) sea ice extents (a, c) and volumes (b, d), over 1995–2014, in the first
set of sensitivity experiments. Ice extents derived from the Ocean and Sea Ice Satellite Application Facility (OSISAF) sea ice concentration
observational product (OSI-409a; EUMETSAT, 2015) are also shown, as well as Arctic and Antarctic ice volumes derived from the Pan-
Arctic Ice Ocean Modeling and Assimilation System (PIOMAS) and Global Ice Ocean Modeling and Assimilation System (GIOMAS)
reanalyses, respectively (Schweiger et al., 2011; Zhang and Rothrock, 2003). The stars show the monthly data and the curves are cubic
interpolations between the data points.
The sole difference compared to Barthélemy et al. (2017)’s
setup is the shorter integration time (1979–2015 instead of
1958–2015) due to the computational cost of the multiple
sensitivity experiments. Simulations are only weakly im-
pacted by the length of integrations. A comparison of the ref-
erence simulation labeled S1.05 (see below) with the corre-
sponding experiment in the aforementioned study indicates
that the interannual variability of hemispheric ice volumes
is the only sea ice index showing a weak sensitivity to the
start date, while other ones are not affected (not shown). The
ocean is initialized at rest with temperature and salinity fields
from the World Ocean Atlas 2013 (Locarnini et al., 2013;
Zweng et al., 2013) and we analyze the last 20 years of the
simulations (1995–2014).
2.4 Sensitivity experiments
An ITD discretization features two characteristics: the num-
ber of categories used and the position of category bound-
aries. By default, the LIM automatically sets the position of
category boundaries for a given number of categories, ac-
cording to Eq. (2). However, this choice can be overridden
by the user, in order to explore specific discretizations.
We ran three successive sets of sensitivity experiments. In
the first set, labeled S1, the default ITD discretization of LIM
is used and both the number and positions of category bound-
aries change according to Eq. (2) for a number of 1, 3, 5, 10,
30 and 50 categories. The value for h is set to 2.0 m and rep-
resents a tradeoff between gross estimates of Antarctic and
Arctic basin-wide average thickness (∼ 1.0 and 3.0 m, re-
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Figure 3. Effective sea ice thickness (grid-cell ice volume divided by grid-cell area) in the Arctic in March (top) and in the Antarctic in
September (bottom), averaged over 1995–2014. Experiment S1.05 and differences with selected experiments of the first set are shown.
spectively). The category boundaries are displayed in the top
panel of Fig. 1.
The results derived from this first set of experiments can
potentially be useful for users of the model but not neces-
sarily for understanding the physical processes driving the
model response. Indeed, in S1, both the position and the res-
olution of the thickness categories vary from one experiment
to the next; it is thus impossible to disentangle one effect
from the other. Therefore, in a second set of experiments, la-
beled S2, we bypass the default formulation of LIM and suc-
cessively append new thickness categories without changing
the existing category boundaries (Fig. 1, middle panel). This
set of experiments allows testing the influence of thick ice
categories, as Hunke (2014) suggested this aspect to be po-
tentially important. In that set of experiments, the resolution
of the ITD is unchanged and we can test the specific role of
the category positions on the simulated mean sea ice state.
Finally, in order to test the influence of the number of ice
categories, independently of their position, we run a third set
of sensitivity experiments (S3), in which the lower boundary
of the thickest category is locked to 4.0 m as in experiment
S2.09, and the ITD is coarsened/refined by merging/splitting
the existing categories (Fig. 1, bottom panel). The upper limit
of 4.0 m corresponds to the maximum thickness that thermo-
dynamic ice growth can sustain in the Arctic (Maykut and
Untersteiner, 1971) and allows therefore the thickest cate-
gory to host the deformed ice produced by the model.
3 Results and discussion
3.1 Influence of the number of categories in the default
formulation (S1 experiments)
Seasonal cycles of Arctic and Antarctic sea ice extents and
volumes are presented in Fig. 2. Following the usual con-
ventions, sea ice extent is defined as the sum of all oceanic
grid-cell areas that contain at least 15 % of ice concentration,
while sea ice volume is defined as the sum of individual grid-
cell volumes. The main consequence of using a larger num-
ber of ice thickness categories is to increase the ice volume in
winter. In the Arctic, the increase persists during the whole
seasonal cycle, even though it becomes smaller in summer.
To position the volume produced by our model, a compar-
ison is made with the Pan-Arctic Ice Ocean Modeling and
Assimilation System (PIOMAS) reanalysis (Schweiger et al.,
2011). The model produces higher volume than the PIOMAS
reanalysis for simulations with more than three categories. In
the Antarctic, the increase is limited to the ice growing sea-
son, while the rest of the year features a decrease in volume
when using only few categories (S1.01 and S1.03), which
is due to an excessive sea ice extent in summer (discussed
later). In either hemisphere, the annual maximum of ice vol-
ume does not converge to an asymptotic value when increas-
ing the number of categories. The possible origins of this lack
of convergence will be discussed in the next section.
3.1.1 Response of sea ice thickness
The impact of changing the number of categories on the spa-
tial distribution of ice thickness is shown in Fig. 3. Compared
to experiment S1.05, using only one category reduces the ice
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Figure 4. Contributions to the seasonal mass balance of Arctic (a)
and Antarctic (b) sea ice as simulated in the first set of sensitivity ex-
periments (S1) (varying number of categories with the default LIM3
ITD discretization), averaged over the areas depicted in Fig. A1.
Blue colors refer to processes that contribute to positive ice volume
changes, while red colors indicate processes implying negative ice
volume changes. The name of the experiments is indicated in the
upper panel for the January–February–March season.
thickness mainly in the thick ice areas, by up to 1 m north
of the Canadian Arctic Archipelago and the Canadian basin
in the Arctic, and by around 0.2 m in the Ross and Weddell
seas in the Antarctic. By contrast, increasing the number of
categories leads to a more uniform thickening of the ice, by
up to 0.5 m (0.2 m) for S1.50 in the Arctic (Antarctic).
The origin of a thickness increase with the number of ice
thickness categories can be explored with the tendency diag-
nostics provided in LIM. Indeed, variations in state variables,
including volume in each category and therefore the aggre-
gate volume, can be attributed to various physical processes
accounted for in the model such as open-water ice formation,
bottom growth, snow-ice production and dynamic production
(i.e., ice formed due to refreezing of seawater after entrap-
ment into porous ridges) but also bottom melt and surface
melt.
The increase in sea ice thickness is mainly due to an en-
hancement of thermodynamic basal growth rates in fall and
winter (Fig. 4). Our hypothesis is that, for the same grid-
cell average thickness, a better-resolved ITD results in larger
basal ice growth rates due to the inverse relationship between
conductive heat fluxes and sea ice thickness. To illustrate
this point, let us consider two counterfactual configurations
A and B, with the same grid-cell average ice thickness but
different ITDs. In A, a uniform 2 m thick slab of ice covers
100 % of the grid cell, while in B 50 % of the grid cell is
covered by a 1 m thick slab of ice and the other 50 % by a
3 m thick slab of ice. All other things being equal (surface
and bottom ice temperatures, snow, ice conductivity, ocean–
ice heat flux), the heat conduction flux will be proportional
to 1/2 W m−2 in A as per Fourier’s law of conduction. By
contrast, the heat conduction flux will be proportional to 1
and 1/3 W m−2 on each half of the grid cell in B, giving an
average of 2/3 W m−2. The basal ice growth, resulting from
the imbalance between ocean–ice heat flux and the heat con-
duction flux, will therefore be higher in B.
The diagnosed sea ice mass balance analysis of Fig. 4 also
shows that, in the Arctic, the run with one thickness cate-
gory compensates the deficit of basal ice growth (relative to
multi-category runs) by enhanced dynamic production dur-
ing fall and winter (October to March). We can understand
this finding as follows. First, the deficit of ice growth leads
to a thinner ice pack. However, in the model, compressive
ice strength is a function of the grid-cell average thicknessH
and the concentration A:
P = P ∗He−C(1−A), (3)
where P ∗ = 20 kN m−2 and C = 20 are two empirical con-
stants. In all simulations, A∼ 1 in winter due to the thermal
constraint imposed by the atmospheric forcing. Small values
ofH in the one-category simulation lead to less resistance of
ice to compression and hence enhanced mechanical redistri-
bution, which fosters dynamic growth.
What is the origin of non-convergence of sea ice volumes
noticed in Fig. 2? Based on the mass balance analysis, the
non-convergence is primarily due to a non-convergence in
basal growth rates (Fig. 4). However, in an idealized config-
uration with no snow and without ice dynamics, growth rates
reach 95 % of the asymptotic value when five categories or
more are used (Fig. 6). Thus, the non-convergence has to be
the consequence of an interplay between the dynamic and
thermodynamic processes: ridging or rafting transfers thin
ice to thicker categories, allowing more ice production by
thermodynamic growth. It is not possible to produce deeper
analyses at this stage as the ice mass balance terms are only
available at the grid-cell level, not at the ice thickness cat-
egory level. It is also unclear if the non-convergence is the
consequence of our experimental setup in which the atmo-
spheric forcing is prescribed – offering no possibility for neg-
ative feedbacks to operate or at least not as strongly as they
might do in a coupled model. We will soon be testing this
hypothesis with a coupled model.
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Figure 5. Sea ice concentration in the Arctic in August (top) and in the Antarctic in February (bottom), averaged over 1995–2014. Experiment
S1.05 and differences with selected experiments of the first set are shown.
Figure 6. (a) A supposed ice thickness distribution in a model grid cell (red; log-normal distribution with mean 3 m and standard deviation
2 m) and its discretization in five categories following the default formulation of LIM3 (grey bars). (b) Average basal growth rates for
1,2, . . .30 categories. For each category, the basal growth rate was computed assuming sea ice thickness equal to the category mean (hi with
i = 1, . . .,N , where N is the number of categories), assuming no snow, an atmosphere–ocean temperature difference of 1T = 30 K, sea ice
conductivity of k = 2 W mK−1, latent heat of fusion of Lf = 334000 J kg−1 and sea ice density of ρi = 917 kg m−3. The growth rates were
then averaged over categories, taking into account the relative area of each category: h˙= 1
ρiLf
∑N
i=1 k1Thi g(hi)dhi , with dhi the width of
category i.
3.1.2 Response of sea ice concentration
In winter, the sea ice concentration within the ice pack is
close to 100 % in all simulations, and the total ice extent
shows no sensitivity to the ITD discretization (Fig. 2). This
was expected, since the same prescribed atmospheric forc-
ing is used throughout all sensitivity experiments: in all
cases, the ice edge follows to a first approximation the 0 ◦C
isotherm of SST and of the near-surface air temperature field
in the atmospheric forcing.
By contrast to the winter response, the summer response
of sea ice concentration to the ITD discretization is notice-
able, especially for the run with one category (Fig. 5). To
understand these differences, we first recall that sea ice con-
centration at the end of the melting season is defined by
three factors: the initial thickness (thick ice is less prone to
melt away during summer, Goosse et al., 2009), the strength
of the ice-albedo feedback and the history of atmospheric
conditions (advection of warm air or moisture, anomalous
radiative fluxes, advection of mechanical redistribution in-
duced by winds). This latter factor cannot explain the dif-
ferences seen in Fig. 5, since the same forcing is used in all
experiments. As for the ice-albedo feedback, including ITD
is known to enhance it: open-water formation is more active
as sea ice thins (Bitz et al., 2001; Holland et al., 2006a; Mas-
sonnet et al., 2018). Higher sea ice concentrations in summer
in S1.01 are suggestive of a weaker feedback in these experi-
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ments. The impact is strong enough to be visible on the mean
seasonal cycles of ice extent (Fig. 2). By the same reasoning,
the large number of thin categories in S1.50 is likely causing
a stronger feedback, which explains the lower concentrations
in August in the Arctic. However, (first factor) thicker ice
is less prone to melt during summer. Since we have shown
above that increasing the number of ITD categories also in-
creases the ice thickness, this counteracts the effect related
to the ice-albedo feedback. The competition between both
effects results in a non-linear response of the summer sea
ice concentration to changes in the number of thickness cat-
egories. This is why there is, at least for runs with more than
one category, no obvious dependence of the mean summer
sea ice concentration on the number of categories used in the
ITD discretization in Fig. 5.
While the Arctic and Antarctic summer sea ice concentra-
tion responses for two or more categories appear to be com-
plex for the reasons explained above, the run with one cate-
gory displays a consistent increase in concentration (Fig. 5)
and extent (Fig. 2) in both hemispheres. In one-category runs,
it is not possible to melt thin ice as efficiently as in multi-
category runs, since by definition there is no dedicated room
for thin ice. Our hypothesis is that, in those runs, sea ice melt
occurs mostly by thinning and not so much by lateral melt-
ing, thus leaving large ice-covered areas by the end of local
summer.
3.2 Influence of thick ice categories (S2 experiments)
The aim of the second set of sensitivity experiments is to ex-
amine specifically the importance of thick ice categories in
the ITD, without refining the discretization in the thin range
(Fig. 1, middle panel). In this set, the sea ice volume is again
the variable that is most impacted by the selected number of
categories (Fig. 7). The Arctic ice volume increases mono-
tonically with the addition of new thick categories until a
threshold at ∼ 4 m is reached: adding categories beyond that
threshold (experiments from S2.09 on) does not have an im-
pact on the total volume. The Antarctic ice volume is less
sensitive.
In order to understand the origin of this convergence of sea
ice volume, we show in Fig. 8 the mean ITDs in March in the
Arctic and in September in the Antarctic. March and Septem-
ber correspond to the hemispheric ice extent maxima and are
1 month ahead of the ice volume maxima. The volume gains
essentially stop (from S2.09 and S2.07 on in the Northern
Hemisphere and Southern Hemisphere, respectively) when
there exist categories that can contain the very thick ice pro-
duced by ridging (around 10 m and above). When this is the
case, the thickest ice occupies only a small fraction of the
grid cells, leaving more room for thinner ice that can sustain
non-negligible thermodynamic growth rates. Including addi-
tional thicker categories allows a more detailed representa-
tion of the ice cover but without effects on the growth rates
and thereby on the total volumes. The threshold values of 4 m
Figure 7. Mean seasonal cycles of Arctic (a) and Antarctic (b) sea
ice volumes, over 1995–2014, in the second set of sensitivity ex-
periments. Also shown are the Arctic and Antarctic ice volumes
derived from the PIOMAS and GIOMAS reanalyses, respectively
(Schweiger et al., 2011; Zhang and Rothrock, 2003). The stars show
the monthly data and the curves are cubic interpolations between the
data points.
(Arctic) and 2 m (Antarctic) are no coincidence. Maykut and
Untersteiner (1971) found that the equilibrium thickness of
level ice would reach 3–4 m in standard Arctic conditions. In
the Antarctic, a larger climatological snow depth and larger
ocean–ice basal heat flux both contribute to a thinner level
ice cover on average.
We also note that the Arctic sea ice volume is more sensi-
tive than the Antarctic sea ice volume in the S2 set of exper-
iments (Fig. 7). This is because, in the model, the proportion
of Antarctic ice volume produced by deformation (and stored
in the thickest categories) is low compared to the Arctic. Cre-
ating the categories to host that deformed ice thus has only a
moderate effect in the Antarctic. An investigation of the abil-
ity of NEMO3.6-LIM3 to realistically simulate the volume
of deformed ice is currently underway in another study.
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Figure 8. Mean ice thickness distribution in the second set of sensitivity experiments. For each ice thickness category, the relative areal
proportion of ice for that category was estimated from the Arctic (March, top) and Antarctic (September, bottom) 1995–2014 average sea ice
concentration field restricted to the domain shown in Fig. A1. Thin vertical lines delimit the category boundaries. Note that, for the sake of
readability, the spacing along the x axis is logarithmic. The upper bound of the last category is always set to 99.0 m and is not displayed.
We conclude that setting the lower boundary of the thick-
est category at 4 and 2 m for the Arctic and Antarctic, re-
spectively, is sufficient to allow convergence in simulated ice
volumes, provided that the resolution of the ITD in the thin
categories remains unchanged. These conclusions hold for
present climate conditions and may have to be updated for
other applications (e.g., paleoclimate simulations).
3.3 Influence of increasing resolution (S3 experiments)
In the previous set of experiments (S2), we have determined
the minimal requirements for the position of the thick ice cat-
egory in order to achieve convergence of ice volumes, with-
out refining the ITD elsewhere. The final set of sensitivity
experiments (S3) is designed to assess the specific role of the
resolution of the ITD discretization in the thin range, with-
out changing the upper bound (set to 4 m since we are using
a global model). Starting from experiment S2.09 (renamed
S3.09 in this third set of experiments), we coarsen and re-
fine the ITD by merging or splitting category boundaries in
two. Figure 9 shows the mean seasonal cycles of Arctic and
Antarctic sea ice volumes. Increasing the resolution leads
to higher sea ice volumes through enhanced bottom growth
rates (Fig. A3), as explained in Sect. 3.1. However, the dif-
ferences become significant in the Arctic only for S3.33, in
which the ITD resolution is 4 times finer than in S3.09. Over-
all, these results suggest that refining the ITD resolution by
adding more intermediate categories has a small but not neg-
ligible impact on the total simulated sea ice volume.
In line with the results of Sect. 3.2, we conclude that the
position of the thickest category (S2 experiments) exerts a
first-order control on the total sea ice volume by allowing the
existence of thick and deformed ice, while the resolution of
the ITD discretization in the thin range (S3 experiments) has
a second-order effect on the total volume, by controlling the
amount of thermodynamically grown ice.
4 Conclusions
The objective of this study was to examine the sensitivity
of Arctic and Antarctic sea ice, as simulated by the global
ocean–sea ice general circulation model (NEMO3.6-LIM3),
to the discretization of the ITD. Indeed, previous studies us-
ing coupled (Bitz et al., 2001; Holland et al., 2006b) and un-
coupled (Massonnet et al., 2011; Uotila et al., 2017; Unger-
mann et al., 2017; Hunke, 2014) models suggested the poten-
tial role of the ITD discretization on the simulate mean sea
ice state. We aimed at understanding the physical processes
behind the model responses. Our results have shown that in-
creasing the number of categories leads to an increase of win-
ter sea ice volumes, which persists in summer in the Arc-
tic. In both hemispheres, the summer extents are sensitive to
the number of categories only for fewer than five categories.
Higher winter ice volumes are caused by higher thicknesses
due to enhanced bottom growth, which is related to the ice
thickness distribution discretization via the conductive heat
flux through the ice. Our results also indicate that the in-
clusion of a very large number of ice thickness categories
does not systematically improve the realism of the simula-
tions against available observational references and reanal-
yses (Fig. 2). However, these sensitivity experiments have
not been tuned (unlike the reference experiment). In addition,
verification data are uncertain: for sea ice extent, variations
among products can reach values as high as 1 million km2
(Meier and Stewart, 2018). The sea ice volume values pro-
vided for reference in our figures are even more uncertain,
being estimated from reanalyses.
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Figure 9. Mean seasonal cycles of Arctic (a) and Antarctic (b)
sea ice volumes, over 1995–2014, in the third set of sensitivity ex-
periments. Also shown are the Arctic and Antarctic ice volumes
derived from the PIOMAS and GIOMAS reanalyses, respectively
(Schweiger et al., 2011; Zhang and Rothrock, 2003). The stars show
the monthly data and the curves are cubic interpolations between the
data points.
No strict convergence of ice volumes is achieved with
less than 10 categories and the following observations can
be made. First, it is required to have categories with lower
bounds around 4 and 2 m in the Arctic and the Antarctic, re-
spectively. When this is not the case, the thick ice produced
by ridging is blended with thinner ice, increasing its thick-
ness, reducing the bottom growth and eventually decreasing
the total ice volume. This confirms and explains the impor-
tance of thick ice categories already noted for the Northern
Hemisphere by Hunke (2014). The existence of these thick
categories is critical to host deformed ice and to let thin ice,
which is subject to high basal growth rates in winter, oc-
cupy a sufficient fraction of the grid cells. Second, refining
the ice thickness distribution discretization in the thin range
(below 4 and 2 m for the Arctic and Antarctic, respectively)
causes hemispheric ice volumes to keep growing, though a
very large number of categories (at least 33) is necessary to
detect a significant increase. We stress that, by design, our ex-
perimental protocol ignores possible feedbacks between the
atmosphere and the ice–ocean system, which could enhance
or damp the responses seen in our results.
One important criterion when choosing the ice thickness
distribution discretization is the associated computing cost.
Compared to a reference case with one category, computing
time increases by 2 %–6 % when five categories are used, by
42 % when 17 categories are used and by 210 % when 50
categories are used (Fig. A4). However, as discussed above,
the gains in terms of convergence of modeled sea ice vol-
umes are weak for such a number of categories. Hence, us-
ing five categories, with sufficiently thick categories, appears
to be an appropriate compromise for global experiments: the
ice extent converges in both hemispheres, while a reasonable
level of convergence is reached for ice volume. Simulations
of the Southern Ocean sea ice may require fewer categories,
while applications needing a very detailed representation of
the thick Arctic sea ice should use a much finer ice thickness
distribution discretization. Thus, for large-scale climate ap-
plications with NEMO3.6-LIM3, we recommend using the
default ITD discretization (experiment S1.05).
It is finally important to place the results of the sensitivity
tests conducted in this study in a broader context. Specif-
ically, one should investigate how the sea ice volume and
extent responses seen in this study compare to other influ-
ences. For instance, the net increase of ∼ 3× 103 km3 in
annual mean Arctic sea ice volume, seen in Fig. 2 when
changing from S1.05 to S1.50, lies in the 2–5× 103 km3
range of interannual variability noted by Olonscheck and
Notz (2017), who analyzed the output from climate mod-
els participating in the fifth phase Coupled Model Intercom-
parison Project (CMIP5). The response is in addition much
smaller than the range obtained in the sensitivity tests con-
ducted by Urrego-Blanco et al. (2016) to various parameters
in the CICE model. The response is also small compared to
the range of sea ice volumes estimated by state-of-the-art sea
ice reanalyses (Chevallier et al., 2016), which are supposed
to be among the best constrained estimates on this quan-
tity. In conclusion, choices related to the ITD discretization
should always be put in the perspective of other competing
influences, such as parameter tuning and background inter-
nal variability (Notz, 2015), the choice of atmospheric forc-
ing (Barthélemy et al., 2017; Hunke, 2010) and the choice
of observational references or reanalyses (Massonnet et al.,
2018) used to evaluate the outcome of such sensitivity tests.
Code and data availability. The source code of the model
used and the source code of the scripts used to pro-
duce the figures and results of the paper are available at
https://doi.org/10.5281/zenodo.3345604 (Massonnet et al., 2019).
Model output is available upon request but can also be downloaded
from the aforementioned URL.
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Appendix A
Figure A1. Arctic and Antarctic masks selected for the computation of spatial averages in Figs. 4, 8, A2 and A3. A grid cell is part of the
mask if the 1995–2014 mean March (mean September) Arctic (Antarctic) sea ice concentration is greater than 99 %.
Figure A2. Contributions to the seasonal mass balance of Arctic (a) and Antarctic (b) sea ice as simulated in the second set of sensitivity
experiments (S2) (appending thick ice categories), averaged over the areas depicted in Fig. A1. Blue colors refer to processes that contribute
to positive ice volume changes, while red colors indicate processes implying negative ice volume changes. The name of the experiments is
indicated in the upper panel for the January–February–March season.
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Figure A3. Contributions to the seasonal mass balance of Arctic (a) and Antarctic (b) sea ice as simulated in the third set of sensitivity
experiments (S3) (refining the ITD within a fixed set of categories), averaged over the areas depicted in Fig. A1. Blue colors refer to
processes that contribute to positive ice volume changes, while red colors indicate processes implying negative ice volume changes. The
name of the experiments is indicated in the upper panel for the January–February–March season.
Figure A4. Wall-clock time required for 1 year of simulation as a function of the number of ice thickness categories. The coupled ocean–sea
ice model is run on 260 cores. The computing times indicated in this figure correspond to the average over the first 5 years of each simulation.
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