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Optimal Slotted ALOHA under Delivery Deadline
Constraint for Multiple-Packet Reception
Yijin Zhang, Yuan-Hsun Lo, Feng Shu, and Jun Li
Abstract—This paper considers the slotted ALOHA protocol in a communication channel shared by N users. It is assumed that the
channel has the multiple-packet reception (MPR) capability that allows the correct reception of up toM (1 ≤M < N ) time-overlapping
packets. To evaluate the reliability in the scenario that a packet needs to be transmitted within a strict delivery deadline D (D ≥ 1) (in
unit of slot) since its arrival at the head of queue, we consider the successful delivery probability (SDP) of a packet as performance
metric of interest. We derive the optimal transmission probability that maximizes the SDP for any 1 ≤M < N and any D ≥ 1, and
show it can be computed by a fixed-point iteration. In particular, the case for D = 1 (i.e., throughput maximization) is first completely
addressed in this paper. Based on these theoretical results, for real-life scenarios where N may be unknown and changing, we develop
a distributed algorithm that enables each user to tune its transmission probability at runtime according to the estimate of N . Simulation
results show that the proposed algorithm is effective in dynamic scenarios, with near-optimal performance.
Index Terms—Slotted ALOHA, multiple-packet reception, optimal transmission probability, successful delivery probability
✦
1 INTRODUCTION
1.1 Motivation
Since Abramson’s seminal work [1] in 1970, ALOHA-type
protocols have been widely used for initial terminal access
or short packet transmissions in a variety of distributed
wireless communication systems due to their simplicity.
There were extensive studies on the slotted ALOHA under
the traditional model of a single-packet reception (SPR) chan-
nel: a packet can be correctly received if there is no other
packet transmission during its transmission. However, the
SPR has become restrictive due to the advent of multiple-
packet reception (MPR) techniques that allow the correct
reception of time-overlapping packets. Hence, there is a
natural interest in gaining a clear insight into the fundamen-
tal impact of MPR on the behavior of the slotted ALOHA
protocol.
Differently from previous studies that dealt with the
stability, throughput or delay issue of slotted ALOHA under
MPR [2]–[10], we in this paper concentrate on achieving
maximum reliability in the scenario that a packet needs
to be transmitted within a strict delivery deadline D (in
unit of slot) since its arrival at the head of queue. Such a
scenario can be safety message dissemination in vehicular
networks [11] or machine to-machine communications in
Internet of Things [12]. Some recent work on a similar issue
can be found in [13]–[17] for an SPR channel, and [18]–[20]
for a multichannel system.
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1.2 Contribution
Along the lines of [6]–[10], this paper considers a specific
MPR channel, namely the M -user MPR channel, in which
up toM time-overlapping packets can be received correctly.
Our key contributions are summarized as follows:
• We derive the optimal transmission probability for
the reliability maximization when N users contend
for the channel access. Our work can be seen as a
generalization of the work in [13] that only focused
on the SPR channel. Moreover, we show that the
optimal transmission probability can be computed
by a fixed-point iteration.
• As explained in Section 3, the saturation through-
put maximization of finite-user slotted ALOHA [8],
[10] can be studied as a special case D = 1 of
reliability maximization that we investigate here. It
should be pointed out that Bae et al. [10] obtained
the optimal transmission probability for saturation
throughput maximization necessarily relying on an
unproved technical condition d
dτ
E[X2]
E[X] < N − 1 (X
is the number of users involved in each successful
transmission and τ is the transmission probability).
In this paper, we present analysis to prove that this
technical condition always holds for an arbitrary
1 ≤ M < N . Hence, the issue of saturation through-
put maximization under an M -user MPR channel is
first completely addressed in this paper.
• Clearly, deriving the optimal transmission proba-
bility requires priori knowledge of N . To achieve
maximum reliability in real-life scenarios where N is
unknown and changing over time, built on the the-
oretical results derived above, we propose a tuning
algorithm that allows each user to estimate N with-
out requiring any access parameter input, and adjust
its transmission probability accordingly at runtime.
Through an extensive performance study we show
2that the tuning algorithm is effective in a variety of
dynamic network configurations considered in the
paper, with near-optimal performance.
1.3 Related work
The first attempt to study slotted ALOHA under MPR
was made by Ghez et al. [2], [3], in which they proposed
the symmetric MPR channel model and analyzed stability
properties under an infinite-user assumption. Naware et
al. [4] extended the stability study to finite-user systems
without posing any limitation on the MPR model, and in
addition investigated the average delay in capture channels.
Luo et al. [5] further established the throughput and stability
regions for finite population over a standard MPR channel
in which simultaneous packet transmissions are not helpful
for the reception of any particular group of packets.
After the aforementioned studies for various general-
ized MPR channels, the throughput performance of slot-
ted ALOHA over an M -user MPR channel has received
much attention recently. Gau [6], [7] derived the satura-
tion and non-saturation throughput for finite-user cases.
To demonstrate the capacity-enhancement, Zhang et al.
in [8] proved that the maximum achievable throughput
increases superlinearly with M for both finite-user case
with saturation traffic and infinite-user case with random
traffic, and in [9] further showed that superlinear scaling
also holds under bounded delay-moment requirements. Fol-
lowing [8], to fully utilize the M -user MPR channel, Bae et
al. [10] derived the optimal transmission probability that
maximizes the saturation throughput in the finite-user case
under some unproved technical conditions. To the best of
our knowledge, little work has been done to investigate the
reliability issue over an M -user MPR channel. Our paper
here is an attempt along this direction.
Under unknown and time-varying operating conditions,
developing an estimation algorithm to acquire knowledge
of the number of usersN is of significant importance. Many
approaches have been proposed for the SPR channel. The
method in [21] estimatesN based on the channel state in the
previous slot, and the schemes in [22], [23] estimate N with
statistics of consecutive idle and collision slots. However,
all of them require that N follows a Poisson distribution.
To remove the assumption on the distribution of N , the
algorithm in [24] applies an ARMA filter to estimate N
relying on the measured collision probability, the algorithm
in [25] estimatesN by the number of idle slots between two
successful transmissions, and the algorithm in [26] estimates
N from the knowledge of number of consecutive idle slots.
The extension of the estimation algorithm to the MPR case
is rarely reported. We are aware of only one previously
proposed algorithm in [10] that estimates N according to
the collected information on the number of users involved
in each successful transmission. However, we find it is
ineffective in some dynamic scenarios, which will be shown
in Section 5.
The remainder of this paper is organized as follows.
In Section 2, we describe the considered system model. In
Section 3, we derive the optimal transmission probability
that maximizes the reliability for any 1 ≤ M < N and
any D ≥ 1, and show it can be computed by a fixed-
point iteration. In section 4, we propose a tuning algorithm
by which each user can achieve a reliability level close to
the theoretical limit at runtime. In Section 5, simulation
results verify the accuracy of our analytical results and
the effectiveness of the proposed tuning algorithm. Finally,
Section 6 concludes this paper.
2 SYSTEM MODEL
As adopted in [8], [10], [13], we develop our analytical
model based on the following assumptions:
(i) There are N (N ≥ 2) users with saturated traffic in the
network, and all of them are within the transmission
range of each other.
(ii) The system is limited by user interference and the chan-
nel has an M -MPR capability, which means a packet
can be correctly decoded by the receiver if at mostM−1
other packet transmissions overlap with it at any time,
and is unrecoverable otherwise. To avoid some trivial
cases, we assume 1 ≤ M < N . Specially, M = 1
corresponds to the SPR channel.
(iii) The channel time is divided into time slots of an equal
length, and every packet exactly occupies the duration
of one time slot.
(iv) Each user knows the slot boundaries, and attempts to
transmit a packet with a common transmission proba-
bility τ at the beginning of a time slot, 0 ≤ τ ≤ 1.
(v) Every packet is neither acknowledged nor retransmit-
ted, since that an acknowledgement mechanism would
incur extra overhead, waiting time and energy cost for
short packets, and meanwhile, for some periodic traffic,
the content can simply be replaced, and hence there is
no need to retransmit an outdated packet.
(vi) Every packet should be delivered within a strict de-
livery deadline D (D ≥ 1) (in unit of slot), which
is defined as the duration from the moment of its
arrival at the head of the queue to the completion of
its transmission.
3 OPTIMAL TRANSMISSION PROBABILITY
Given any real number τ ∈ [0, 1] and integer D ≥ 1,
let PD(τ), called successful delivery probability (SDP), be the
probability that a packet will be successfully received within
the delivery deadline D under the common transmission
probability τ . Consider a tagged user. Let Y denote the num-
ber of packets transmitted by the otherN−1 users in a time
slot. It is easy to see Y follows a binomial distribution with
parameters N − 1 and τ , and then for i = 0, 1, . . . , N − 1,
we have
P(Y = i) =
(
N − 1
i
)
τ i(1− τ)N−1−i. (1)
3Furthermore, the value PD(τ) can be obtained as:
PD(τ) =
D∑
k=1
τ(1 − τ)k−1P(Y ≤M − 1)
=
D∑
k=1
τ(1 − τ)k−1
M−1∑
i=0
(
N − 1
i
)
τ i(1 − τ)N−1−i
=
(
1− (1− τ)D
)M−1∑
i=0
(
N − 1
i
)
τ i(1− τ)N−1−i.
(2)
In this section, we aim to obtain the optimal transmission
probability for maximizing PD(τ).
For a given integer D ≥ 1, let PmaxD denote the maxi-
mum SDP going through all possible τ ∈ [0, 1], that is,
PmaxD := max
τ∈[0,1]
PD(τ).
Then, define the optimal transmission probability, denoted by
τ
opt
D , to be the transmission probability such that the SDP
achieves PmaxD , i.e.,
τ
opt
D := arg max
τ∈[0,1]
PD(τ).
Note that τoptD may not be unique by definition.
Remark 1: As P1(τ) refers to the individual saturation
throughput defined as the time average of the number of
packets successfully transmitted by a user provided that all
users have saturated traffic, τopt1 is indeed the optimal trans-
mission probability maximizing the saturation throughput
under MPR, which has been investigated in [10].
Remark 2: WhenM = 1, τoptD is the optimal transmission
probability maximizing the SDP within the delivery dead-
line D under SPR, which has been derived in [13].
It is easy to see from (2) that, when D is fixed, PD(τ)
is a continuous function of τ on the closed interval [0, 1].
Hence, by The Extreme Value Theorem, τoptD exists. In the
remainder of this subsection, we shall show the uniqueness
of τoptD , and present how to obtain it.
Define the following semi open interval
I :=
[
1− (
N − 1
N − 1 +D
)
1
D , 1
)
.
We first provide some properties of τoptD .
Lemma 1. For any integers D ≥ 1 and 1 ≤M < N ,
(i) τ
opt
D is a solution of
d
dτ
PD(τ) = 0, and
(ii) τ
opt
D must lie in I.
Proof. We prove these two statements by investigating the
monotonicity of PD(τ). Define
f1(τ) :=
M−1∑
i=0
(
N − 1
i
)
τ i(1− τ)N−1−i (3)
and
f2(τ) :=
M−1∑
i=0
i
(
N − 1
i
)
τ i(1 − τ)N−1−i. (4)
Obviously, f1(τ) > 0 and f2(τ) ≥ 0 for 0 < τ < 1, 1 ≤
M < N and D ≥ 1.
By adopting the notation f1 and f2, the derivative of
PD(τ) with respect to τ can be written as
d
dτ
PD(τ) = D(1− τ)
D−1f1(τ)
+
( f2(τ)
τ(1 − τ)
−
(N − 1)f1(τ)
1− τ
)(
1− (1− τ)D
)
=
(
(N +D − 1)(1− τ)D−1 −
N − 1
1− τ
)
f1(τ)
+
(1− (1− τ)D
τ(1 − τ)
)
f2(τ) (5)
=
1
τ(1 − τ)
((
1− (1 − τ)D
)
f2(τ)
−
(
N − 1− (N +D − 1)(1− τ)D
)
τf1(τ)
)
. (6)
It is easy to see that ddτ PD(τ) is continuous on the interval
(0, 1).
Since that PD(τ) > PD(0) = PD(1) = 0 if τ ∈ (0, 1), we
know the continuous function PD(τ) has a local maximum
at τoptD , which lies in (0, 1). As
d
dτ PD(τ) always exists on
the interval τ ∈ (0, 1), by the Fermat’s Theorem, τoptD is a
solution of ddτ PD(τ) = 0.
Furthermore, we have from (5) that ddτ PD(τ) > 0 for τ ∈
(0, 1) \ I, and from (6) that d
dτ
PD(τ) < 0 as τ → 1
−. By The
Intermediate Value Theorem, the solutions of d
dτ
PD(τ) = 0
must be in I, i.e., τoptD must lie in I.
Let
H1(τ) :=
f2(τ)
f1(τ)
and
H2(τ) := τ
(
N +D − 1−
D
1− (1− τ)D
)
.
Following the proof of Lemma 1, in (6), τ∗ is a solution of
equation ddτ PD(τ) = 0 if and only if it is a solution of the
following equation:
H1(τ) −H2(τ) = 0. (7)
In what follows, we will show that the equation (7) has a
unique solution in the interval τ ∈ (0, 1) by investigating
the monotonicity of H1(τ) and H2(τ) separately.
Lemma 2. For τ ∈ (0, 1), we have d
dτ
H1(τ) = 0 ifM = 1, and
otherwise
0 <
d
dτ
H1(τ) < N − 1.
Proof. The case forM = 1 obviously holds as H1(τ) = 0. In
the following, we only consider 2 ≤M < N .
We first show that d
dτ
H1(τ) > 0 by a known result
in [10]. Let
T (τ) :=
∑M
i=1 i
2
(
N
i
)
τ i(1− τ)N−i∑M
i=1 i
(
N
i
)
τ i(1− τ)N−i
. (8)
4By letting j = i− 1, after some algebraic manipulations, we
have
T (τ)− 1 =
∑M
i=1(i
2 − i)
(
N
i
)
τ i(1− τ)N−i∑M
i=1 i
(
N
i
)
τ i(1− τ)N−i
=
∑M−1
j=0 j(j + 1)
(
N
j+1
)
τ j+1(1− τ)N−1−j∑M−1
j=0 (j + 1)
(
N
j+1
)
τ j+1(1− τ)N−1−j
=
τN
∑M−1
j=0 j
(
N−1
j
)
τ j(1− τ)N−1−j
τN
∑M−1
j=0
(
N−1
j
)
τ j(1− τ)N−1−j
= H1(τ). (9)
Since it has been proven in [10] that d
dτ
T (τ) ≥ 0 for τ ∈
(0, 1) andM > 1, we have ddτH1(τ) =
d
dτ T (τ) > 0 by (9).
Now, we will show that ddτH1(τ) < N − 1. By the
binomial theorem, H1(τ) can be rewritten as
H1(τ) =
(N − 1)τ −
∑N−1
i=M i
(
N−1
i
)
τ i(1 − τ)N−1−i
1−
∑N−1
i=M
(
N−1
i
)
τ i(1 − τ)N−1−i
= (N − 1)τ
−
∑N−1
i=M
(
i− (N − 1)τ
)(
N−1
i
)
τ i(1 − τ)N−1−i
1−
∑N−1
i=M
(
N−1
i
)
τ i(1− τ)N−1−i
(∗)
= (N − 1)τ −
(N −M)
(
N−1
M−1
)
τM (1− τ)N−M∑M−1
i=0
(
N−1
i
)
τ i(1 − τ)N−1−i
,
= (N − 1)τ − (N −M)
(
N − 1
M − 1
)
R(τ), (10)
where
R(τ) :=
τM (1− τ)N−M∑M−1
i=0
(
N−1
i
)
τ i(1− τ)N−1−i
.
The proof of (∗) is as follows.
Form = 2, 3, . . . , N − 1, we have(
N − 1
m− 1
)
(N −m)τm(1− τ)N−m
+
(
m− 1− (N − 1)τ
)(N − 1
m− 1
)
τm−1(1− τ)N−m
=
(
N − 1
m− 1
)
(N −m)τm(1− τ)N−m
− (N −m)
(
N − 1
m− 1
)
τm−1(1− τ)N−m
+ (N − 1)
(
N − 1
m− 1
)
τm−1(1 − τ)N−m+1
=−
(
N − 1
m− 1
)
(N −m)τm−1(1− τ)N−m+1
+ (N − 1)
(
N − 1
m− 1
)
τm−1(1 − τ)N−m+1
=(m− 1)
(
N − 1
m− 1
)
τm−1(1− τ)N−m+1
=
(
N − 1
m− 2
)
(N −m+ 1)τm−1(1− τ)N−m+1.
Then by recursively using the above equation, we have
N−1∑
i=M
(
i− (N − 1)τ
)(N − 1
i
)
τ i(1− τ)N−1−i
=
(
N − 1
N − 2
)
τN−1(1− τ)
+
N−2∑
i=M
(
i− (N − 1)τ
)(N − 1
i
)
τ i(1− τ)N−1−i
=
(
N − 1
M − 1
)
(N −M)τM (1− τ)N−M .
To prove d
dτ
H1(τ) < N − 1, by (10), it suffices to show
that ddτR(τ) > 0. Let
Q(x) :=
xM−1∑M−1
i=0
(
N−1
i
)
xi
.
By plugging x = τ1−τ , we have
R(τ) = τQ(x). (11)
Note that as τ increases from 0 to 1, x increases from 0 to
∞, and hence Q(x) > 0. By taking the derivative of Q(x)
with respect to x, we have, for x > 0,
d
dx
Q(x) =
∑M−1
i=0 (M − 1− i)
(
N−1
i
)
xM+i−2(∑M−1
i=0
(
N−1
i
)
xi
)2 > 0. (12)
Then,
d
dτ
R(τ) =
d
dτ
(
τQ(x)
)
= Q(x) +
τ
(1− τ)2
·
d
dx
Q(x) > 0.
(13)
Hence the result follows.
Lemma 3. For τ ∈ (0, 1), we have
d
dτ
H2(τ) > N − 1.
Proof. Taking the derivative of H2(τ) with respect to τ
derives that
d
dτ
H2(τ) = N +D − 1−D
1− (1− τ)D −Dτ(1 − τ)D−1(
1− (1− τ)D
)2
= N − 1 +D
(
1−
1− (1− τ)D −Dτ(1 − τ)D−1(
1− (1− τ)D
)2 )
So we have
d
dτ
H2(τ) > N − 1
⇔
(
1− (1 − τ)D
)2
> 1− (1− τ)D −Dτ(1 − τ)D−1
⇔
(
1− (1 − τ)D
)2
+ (1− τ)D +Dτ(1 − τ)D−1 − 1 > 0
⇔(1− τ)2D − (1− τ)D +Dτ(1 − τ)D−1 > 0
⇔(1− τ)D+1 + (D + 1)τ − 1 > 0 (14)
Let G(τ) := (1− τ)D+1 + (D + 1)τ − 1. We have
d
dτ
G(τ) = −(D + 1)(1− τ)D +D + 1
= (D + 1)
(
1− (1− τ)D
)
,
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Fig. 1. H1(τ) for the varying M and τ , H2(τ) for the varying D and τ
when N = 10.
which is larger than 0 for τ ∈ (0, 1). Therefore, G(τ) is
strictly increasing for τ ∈ (0, 1), which implies that
G(τ) > lim
τ→0+
G(τ) = 0.
Hence we complete the proof by (14).
To illustrate that 0 ≤ d
dτ
H1(τ) < N − 1 <
d
dτ
H2(τ) on
the interval τ ∈ (0, 1) for any D ≥ 1 and 1 ≤ M < N
obtained by Lemma 1 and Lemma 2, a numerical example
is presented in Fig. 1, which plots H1(τ) and H2(τ) for the
varying τ ,M and D when N = 10.
Now, we are ready to derive the uniqueness of τoptD .
Theorem 4. For any integers D ≥ 1 and 1 ≤ M < N , the
equation (7) has a unique solution on τ in the interval 0 < τ < 1,
denoted by τ∗, and τ
opt
D = τ
∗.
Proof. Suppose there are two distinct solutions to the equa-
tion (7) in (0, 1). By The Mean Value Theorem, there exists
a solution of d
dτ
H1(τ) =
d
dτ
H2(τ). However, by Lemma 2
and Lemma 3, we have
d
dτ
H1(τ) < N − 1 <
d
dτ
H2(τ), ∀τ ∈ (0, 1).
This implies a contradiction to d
dτ
H1(τ) =
d
dτ
H2(τ). Hence
we conclude that the equation (7) has a unique solution on
τ in the interval 0 < τ < 1, which by Lemma 1 promises the
uniqueness of τoptD , and yields τ
opt
D = τ
∗.
Remark 3: In the context of saturation throughput max-
imization, Bae et al. in [10] derived the τopt1 under the
assumption d
dτ
T (τ) < N in the interval τ ∈ (0, 1). They
claimed that they proved d
dτ
T (τ) < N for M = 1, 2, 3,
but could not prove it for any arbitrary M due to ex-
tremely complex algebraic manipulations. Here, the proof
in Lemma 2 has addressed this unsolved question, as
d
dτ T (τ) =
d
dτH1(τ) < N − 1. In other words, the issue
of saturation throughput maximization under an M -user
MPR channel is first completely addressed in this paper.
Moreover, we in Theorem 4 obtained the existence and
uniqueness of τoptD for any D ≥ 1 and any 1 ≤ M < N
without any assumption.
For the caseM = 1, which implies H1(τ) = 0, it is easy
to see from (7) that
τ
opt
D = 1−
( N − 1
N − 1 +D
) 1
D .
For the case 1 < M < N , as H1(τ) > H2(τ) = 0 when
τ = 1− ( N−1
N−1+D )
1
D , we by Lemma 1 know that
τ
opt
D ∈
(
1−
( N − 1
N − 1 +D
) 1
D , 1
)
.
Define a fixed-point iteration:
xn+1 = xn ·
H1(xn) + 1
H2(xn) + 1
for n = 0, 1, 2, . . .. With the following theoremwe guarantee
that τoptD for M > 1 can be obtained by this fixed-point
iteration.
Theorem 5. For any initial guess x0 ∈ (1 − (
N−1
N−1+D )
1
D , 1),
the sequence x0, x1, x2, . . . converges to the fixed point τ
opt
D for
1 < M < N .
Proof. Define
g(x) :=
x(H1(x) + 1)
H2(x) + 1
on the domain (0, 1). By (7) and Theorem 4, the equation
g(x) = x has a unique solution at x = τoptD in (0, 1).
Therefore, the case that x0 = τ
opt
D obtains the fixed point
τ
opt
D since g(τ
opt
D ) = τ
opt
D . So we consider x0 6= τ
opt
D in what
follows.
Since g(x) = x has a unique solution at τoptD ∈ (0, 1), to
prove the sequence {xn}
∞
0 converges to τ
opt
D , it suffices to
show that{
x < g(x) < τoptD , for x ∈ (1− (
N−1
N−1+D )
1
D , τ
opt
D );
τ
opt
D < g(x) < x, for x ∈ (τ
opt
D , 1).
(15)
As proved in Appendix that
d
dx
g(x) > 0 for x ∈ (0, 1), (16)
g(x) is increasing on (0, 1). This implies that{
g(x) < τoptD , for x ∈ (1 − (
N−1
N−1+D )
1
D , τ
opt
D );
τ
opt
D < g(x), for x ∈ (τ
opt
D , 1).
(17)
Since, in the interval (0, 1), H1(x) = H2(x) only when x =
τ
opt
D and
d
dxH1(x) <
d
dxH2(x) by Lemma 2 and Lemma 3,
we have 0 < H1(x) < H2(x) for x ∈ (τ
opt
D , 1). Then,
g(x) = x
H1(x) + 1
H2(x) + 1
< x, for x ∈ (τoptD , 1). (18)
Following the same argument, we have H1(x) > H2(x) for
x ∈ (1 − ( N−1
N−1+D )
1
D , τ
opt
D ). By the result in Lemma 3 that
d
dx
H2(x) > 0 and the L’Hospital’s Rule that
lim
x→0+
H2(x) = −1,
we further have H1(x) > H2(x) > −1 for x ∈ (1 −
( N−1
N−1+D )
1
D , τ
opt
D ). Then,
g(x) =x
H1(x) + 1
H2(x) + 1
> x,
for x ∈ (1− (
N − 1
N − 1 +D
)
1
D , τ
opt
D ). (19)
6Therefore, (15) can be derived combining (17)–(19), and thus
the result follows.
4 RUNTIME OPTIMIZATION
In the previous section, the optimal transmission probability
has been derived, however, the analysis requires knowing in
advance the number of users, N , which may be unavailable
in some practical scenarios of distributed networks. To cope
with this restriction, we in this section develop a distributed
algorithm to estimate N forM > 1, by which each user can
tune the transmission probability to obtain an SDP close to
the theoretical limit.
Consider a tagged user. Recall the variable Y that de-
notes the number of packets transmitted by the other N − 1
users in a time slot. By the distribution of Y in (1), for
1 ≤ i1 < i2 ≤M , we obtain the following equation:
P(Y = i1)P(Y = i2 − 1)
P(Y = i2)P(Y = i1 − 1)
=
(
N−1
i1
)(
N−1
i2−1
)
τ i1+i2−1(1− τ)2N−1−i1−i2(
N−1
i2
)(
N−1
i1−1
)
τ i1+i2−1(1− τ)2N−1−i1−i2
=
(
N−1
i1
)(
N−1
i2−1
)
(
N−1
i2
)(
N−1
i1−1
) = i2(N − i1)
i1(N − i2)
. (20)
It then directly follows that:
N =
i2(i2 − i1)
i1
P(Y=i1)P(Y=i2−1)
P(Y=i2)P(Y=i1−1)
− i2
+ i2. (21)
As P(Y=i1)P(Y=i2−1)
P(Y=i2)P(Y=i1−1)
is locally measurable if a user is
equipped with an array with at least i2 antennas [27], [28],
we find that (21) provides a linear function for the tagged
user to estimateN without priori knowledge of other access
parameters.
We assume that the tagged user knows there are at most
Nmax users in the network, but the actual number of users is
changing and unknown. An update interval is defined as a
block of consecutive of L time slots. We require the tagged
user to update the transmission probability at the beginning
of the n + 1th update interval, according to the following
two necessary estimates of the network status.
(i) µn: the estimated value of
P(Y=i1)P(Y=i2−1)
P(Y=i2)P(Y=i1−1)
at the end
of the nth update interval;
(ii) Nn: the estimated value of N at the end of the nth
update interval.
The tagged user initially guesses that there are N0 =
Nmax users, and sets µ0 =
i2(N0−i1)
i1(N0−i2)
. The transmission
probability for the first update interval is obtained with
given N0, by Theorem 4 and a fixed-point iteration. During
the nth interval for n = 1, 2, . . ., we describe the proposed
algorithm as follows:
(i) Update µn at the end of the nth update interval: To evaluate
P(Y=i1)P(Y=i2−1)
P(Y=i2)P(Y=i1−1)
at runtime, the tagged user is required
to record Ai,n, the number of the slots during the nth
update interval in which i users are simultaneously
transmitting and the tagged user is not transmitting,
for i = i1 − 1, i1, i2 − 1 and i2.
Let µn be the measure of
P(Y=i1)P(Y=i2−1)
P(Y=i2)P(Y=i1−1)
during the
nth update interval, and its value is calculated by:
µn =
Ai1,n · Ai2−1,n
Ai2,n · Ai1−1,n
To avoid sharp changes in the estimated value, the
tagged user further applies an Exponential Moving
Average filter as follows:
µn = δ · µn−1 + (1− δ) · µn
where δ ∈ [0, 1] is a memory factor.
(ii) Update Nn at the end of the nth update interval: By (21),
the tagged user obtains
Nn =
〈 i2(i2 − i1)
i1µn − i2
+ i2
〉
where 〈x〉 is the integer closest to x.
(iii) Update the transmission probability at the beginning of
the n + 1th update interval: Update the transmission
probability with given Nn, by Theorem 4 and a fixed-
point iteration.
To avoid harmful measure of µn due to occasional fluctua-
tions of the network status, (i) if µn is found to be smaller
than µ0, a contradiction to the fact that (20) must be equal
to or larger than µ0 as M < N ≤ N0, the tagged user
sets µn = µ0; (ii) if µn is found larger than
i2(M+1−i1)
i1(M+1−i2)
,
a contradiction to (20) as N > M , the tagged user sets
µn =
i2(M+1−i1)
i1(M+1−i2)
; and (iii) if µn has an invalid value as
Ai2,n ·Ai1−1,n = 0, the tagged user sets µn = µn−1.
Remark 4: It should be noted that, although the pro-
posed algorithm for estimating N is devised for the slot-
ted ALOHA in saturation assumption, it can apply also
to unsaturated traffic, provided that the estimation target
becomes the average number of competing users rather than
the total number of users; and can also apply to τ -persistent
CSMA, provided that the length of a slot may vary due to
different channel status: idle, collision or success.
5 SIMULATION RESULTS
In this section, to demonstrate the accuracy of the derived
analytical results and the effectiveness of our proposed
tuning algorithm, we present simulation results with respect
to different network parameters obtained from Monte Carlo
simulation developed in Matlab. In the following, we will
analyze the performance under stationary scenarios when
N is known, and then under dynamic scenarios when N is
unknown. Each simulation point in stationary conditions
represents the average value over 10 independent runs,
each of which consists of 106 slots. The results in dynamic
conditions are from a single representative simulation run
for 500 updated intervals.
5.1 Stationary Scenarios when N is known
Fig. 2 and Fig. 3 show the optimal transmission probability
and the maximum SDP as a function of N for different
values of M and D, respectively. We see a good agree-
ment between analytical and simulation results in all the
scenarios. Notice that the results for D = 1 can be seen as
the throughput maximization issue investigated in [10]. In
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Fig. 2. The optimal transmission probability as a function of N for different values ofM and D.
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Fig. 3. The maximum SDP as a function of N for different values ofM and D.
Fig. 2, as expected, we observe that the optimal transmis-
sion probability becomes smaller when N increases. This
is because that more users attempt to access the channel
and the contention level becomes severer. We also see the
optimal transmission probability becomes larger when M
increases or D decreases. The reason is that a user needs
to be more aggressive in accessing the channel if more
concurrent packets can be successfully received or the user
wants to successfully send out a packet within a shorter
delivery deadline. In Fig. 3, as expected, the curves show
that a smaller N , a larger M or a larger D leads to a larger
value of the maximum SDP. In particular, we note that the
optimal transmission probability for D > 1 is smaller than
that for D = 1 for given N and M . This phenomenon
indicates that the throughput maximization degrades the
SDP for D > 1, and in turn the maximization of SDP for
D > 1 degrades the throughput performance.
5.2 Dynamic Scenarios when N is unknown
By setting i2 = M and i1 = 2 in (21), we analyze the
performance of the proposed tuning algorithm when the
number of users sharply changes. In detail, 20 users are
always active from 1st to 500th updated interval, and 20
new users are active only from the 101st updated interval
to the 400th updated interval. Each user knows there are
at most Nmax = 100 users, and initially guesses there are
N0 = 100 users.
5.2.1 The cases with D = 1
We start by discussing the performance for D = 1. Fig. 4
and Fig. 5 show the estimated number of users and SDP for
M = 5 with different L and δ, respectively. To characterize
individual behavior and improve the readability, we only
present the real trajectories of two representative users in
the same run.
We observe from Fig. 4 that, in all the cases, when the
actual number of users is changed to 20, the estimate rapidly
adapts to changes and keeps a high level of accuracy; when
the actual number of users is changed to 40, the estimate is
still able to capture changes within a few update intervals,
but the slop increases, i.e, the accuracy of the estimation
degrades. This phenomenon is because that as the actual
number of users increases, the fluctuation in measuring µn
is amplified in estimation by using (21).
As expected, we observe from Fig. 5 that the users
achieve SDPs close to the theoretical limit at runtime by tun-
ing the transmission probability according to the estimated
number of users as shown in Fig. 4. Moreover, even when
the oscillation of estimation is high, we find that the SDP still
keeps relatively stable. This phenomenon is due to the fact
that the SDP is less sensitive to the change in transmission
probability as the number of users increases.
To evaluate the fairness of the proposed algorithm, we
further study mean and variance of SDP among all active
users at different stages. As shown in Table 1, we find
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Fig. 4. The estimated number of users forM = 5 and D = 1 when the number of users sharply changes.
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Fig. 5. Individual SDP forM = 5 and D = 1 when the number of users sharply changes.
the mean value is very close to the theoretical maximum
value for each stage with a tolerance of at most 5%, and
the variance value is also very small. This result indicates
that the proposed algorithm can enable every active user
to achieve near-optimal performance in dynamic scenarios.
Notice that the transient period is a dominant factor to
degrade the performance.
As the case with D = 1 can be viewed as runtime
optimization of throughput, to show the proposed algo-
rithm is more effective in a variety of dynamic scenarios,
we consider the approach in [10] for comparison purposes.
The method therein recursively updates the transmission
probability with an estimatedN , and then uses the measure
of E[X
2]
E[X] (X is the number of users involved in each success-
ful transmission slot) to estimate new N necessarily relying
on the adopted transmission probability. As shown in Fig. 4
and Fig. 5, one sees their estimate keeps a very high level of
accuracy when 20 new users are inactive, but is not able to
keep track of the change well when 20 new users are active.
This phenomenon is because when two groups of users
become active at different time instants, they may adopt
different transmission probabilities, and then have biased
estimate of N . Whereas, our algorithm does not require any
access parameter input, and hence would not lead to biased
estimate in such a scenario.
5.2.2 The cases with D > 1
Fig. 6 shows the real trajectories of the estimated number of
users of two representative users for M = 5 and D = 20.
Similar to the case of D = 1 as shown in Fig. 4, the estimate
is able to capture changes within a few update intervals,
but the accuracy degrades when the actual number of users
increases.
Fig. 7 shows the real trajectories of individual SDPs of
two representative users forM = 5 andD = 20. We observe
that both users are able to adapt to different changes in the
number of users, and achieve SDPs close to the theoretical
limit. In addition, to evaluate the fairness issue, we in Table 2
compare the mean and variance of individual SDP among
all active users against the theoretical maximum SDP for
9Tuning parameters Interval index Theoretical maximum value Mean in our simulation Variance in our simulation
L = 50000,
δ = 0.7
1− 100 0.1357 0.1328 0.0012
101− 400 0.0656 0.0646 5.54 · 10−4
401− 500 0.1357 0.1344 6.80 · 10−4
L = 20000,
δ = 0.9
1− 100 0.1357 0.1290 0.0027
101− 400 0.0656 0.0647 0.0016
401− 500 0.1357 0.1337 0.0010
TABLE 1
Mean and variance of individual SDP among all active users at different stages forM = 5 and D = 1.
D = 20. We confirm that the average performance of each
user is near-optimal at every stage.
6 CONCLUSION
In this paper, we investigated the impact of MPR capability
M and delivery deadline D on the optimal transmission
probability that maximizes the SDP of the slotted ALOHA
protocol in a communication channel shared by N users
with saturated traffic. We have obtained the optimal trans-
mission probability for any 1 ≤M < N and anyD ≥ 1, and
shown it can be computed by a fixed-point iteration. Then,
we developed an adaptive tuning algorithm for maximizing
the SDP when N is unknown and time-varying. Simulation
results show the proposed algorithm is effective in a variety
of dynamic scenarios.
As a special case of our work, the maximization of the
SDP when D = 1 can be viewed as the maximization of
individual throughput. It should be pointed out that [10] is
a first attempt to deal with this issue, however, the optimal
transmission probability therein was obtained by necessar-
ily assuming ddτ T (τ) < N − 1 for any 1 ≤ M < N in the
interval 0 < τ < 1. Therefore, the throughput maximization
for anM -user MPR channel is first completely addressed in
this paper.
APPENDIX
Proof of (16). We first have
d
dx
g(x) = x
dH1(x)
dx
+
H1(x) + 1
(H2(x) + 1)2
·
(
1 +H2(x) + x
dH2(x)
dx
)
.
Since, for x ∈ (0, 1), ddxH1(x) > 0 by Lemma 2 andH1(x) >
0 by definition, to prove d
dx
g(x) > 0 it suffices to show that
1 +H2(x) + x
dH2(x)
dx
=1−
D2x2(1− x)D−1
(1− (1− x)D)2
>0, (22)
for x ∈ (0, 1).
LetW (x) := D
2x2(1−x)D−1
(1−(1−x)D)2 . Observe that
d
dx
W (x) =
2D2x(1 − x)D−2
(1− (1 − x)D)3
(
(1−Dx)
(
1− (1 − x)D
)
− x(1− x)D
)
.
Since
1−Dx− (1−Dx+ x)(1 − x)D
= 1−Dx− (1−Dx+ x)(1 − x)D
< 1−Dx− (1−Dx+ x) (23)
= − x < 0,
where (23) is due to 0 < (1−x)D < 1, we have ddxW (x) < 0
for x ∈ (0, 1), i.e., W (x) is decreasing. Moreover, by the
L’Hospital’s Rule we have
lim
x→0+
W (x) = 1.
This concludes that W (x) < 1 for x ∈ (0, 1), which implies
(22). Hence we complete the proof.
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