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Résumé :
Cet article présente une méthodologie de synthèse de 
commande  pour  le  suivi  de  trajectoires  des  modèles 
flous  de  type  Takagi-Sugeno  (T-S).  L’approche 
présentée permet de déterminer, en utilisant les outils de 
la  synthèse  H∞ et  de  la  représentation  LFT  (Linear 
Fractional  Transformation),  une  loi  de  commande 
dynamique non linéaire par retour de sortie basée sur la 
même structure que le  modèle non linéaire considéré. 
Cette loi de commande permet de garantir le suivi de 
trajectoires  en  assurant  un  niveau  de  performance 
acceptable en présence de perturbations et d’erreurs de 
modélisation.  Le  problème  de  synthèse  considéré  est 
formulé  et  résolu en utilisant  les  outils  des  Inégalités 
Matricielles  Linéaires  (LMIs).  Enfin,  un  exemple 
numérique  est  traité  pour  illustrer  la  pertinence  de  la 
méthodologie de synthèse proposée.
Mots-clés :
Modèles flous, commande robuste, LMIs, LFT.
Abstract:
This paper presents a methodology for the Fuzzy T-S 
(Takagi-Sugeno)  model  tracking  control.  The  overall 
scheme,  based  on  LFT  (Linear  Fractional 
Transformation) and H∞ techniques, allows designing an 
output  feedback  nonlinear  control  law with  the  same 
structure as the considered nonlinear model. This one is 
able to  track a reference  pattern and to ensure robust 
performances  subject  to  disturbances  and  modelling 
errors. The  design  problem is  formulated  and  solved 
using a finite set of LMIs (Linear Matrix Inequalities). 
Finally,  an  numerical  example  illustrates  the 
performances of the proposed approach.
Keywords:
Fuzzy models, robust tracking control, LFT, LMIs.
1 Introduction
Durant ces dernières décennies, la commande 
des  modèles  flous  de  type  Takagi-Sugeno  a 
fait l'objet de nombreux travaux [8, 9, 10]. La 
loi  de  commande  fréquemment  utilisée, 
appelée  PDC  (Parallel  Distributed 
Compensation), a été initialement proposée par 
Wang et al [11]. Elle permet  d’élaborer, pour 
chaque modèle local LTI (Linéaire et Invariant 
dans le Temps)  correspondant à chaque règle 
floue, une loi commande linéaire basée sur un 
retour d’état.  Une  interconnexion de ces lois 
de commande, par des fonctions non linéaires, 
est effectuée  afin d’assurer la  stabilisation du 
système  non  linéaire.  Plus  récemment,  le 
concept de loi de commande PDC a été adapté 
au suivi de trajectoire des modèles T-S sur la 
base d’un critère sous-optimal [6] ou encore en 
utilisant un critère H∞  [5] pour la synthèse de 
loi de commande statique.
Afin d'accroître  les performances des lois  de 
commande  en  suivi  de  trajectoire  obtenues 
pour  des modèles  T-S,  on considère dans ce 
papier, le cas des modèles à entrées exogènes 
pour lesquels une loi de commande dynamique 
T-S  de  type  H∞  sera  synthétisée.  Pour  ce 
faire, on propose d'adapter la méthodologie de 
synthèse  de  régulateur  H∞ ,  initialement 
développée dans le cadre des modèles linéaires 
donnés sous forme polytopique [1], au cas des 
modèles non linéaires affines en la commande 
réécrits sous forme de modèles flous de type 
T-S à entrées exogènes. Cette méthodologie de 
synthèse est  basée sur  la  représentation LFT 
(Linear  Fractional  Transformation)  [7]  qui 
permet de boucler deux systèmes dynamiques 
entre eux.
Ainsi,  l’approche  proposée  permet  de 
déterminer un régulateur non-linéaire robuste 
par  retour  de  sortie  pour  un  modèle  non-
linéaire représenté par un modèle flou de type 
T-S  après  réécriture  du  modèle  de  synthèse 
sous forme d’une représentation LFT basse [2, 
7].  Le  régulateur  ainsi  synthétisé  vérifie  les 
objectifs de performances et de robustesse en 
suivi  de  trajectoire  fixés  par  un  cahier  des 
charges et introduit sous forme de fonctions de 
pondération. Enfin, en optimisant un critère de 
type H∞  [13], le problème de synthèse peut être 
résolu en utilisant les outils de résolution des 
LMIs (Linear Matrix Inequalities) 
Cet  article,  composé  de  quatre  parties,  est 
organisé de la façon suivante : dans la seconde 
partie, après un bref rappel de la représentation 
LFT  basse,  nous  présentons  la  classe  des 
systèmes  non  linéaires  considérée  ainsi  que 
leurs  représentation  sous  forme  T-S.  La 
troisième  partie  est  consacrée  à  la 
méthodologie  de  synthèse  d’une  loi  de 
commande non linéaire de type T-S. Enfin, la 
validation  de  la  méthodologie  présentée  sera 
illustrée au travers d’un exemple.
2 Représentation  LFT  basse  et 
classe  des  modèles  non  linéaires 
considérée
2.1 Représentation LFT basse
La représentation LFT est un formalisme qui 
permet  de  boucler  deux  systèmes  linéaires 
entre  eux.  Il  résulte  directement  du  produit 
étoile introduit par Redheffer en 1960 [7].
Soient les transferts matriciels M et K dont les 
réalisations d’état sont données par :
1 1 2
1 11 12
2 21 22
A B B
M C D D
C D D
  
=      
et 
c c
c c
A B
K
C D
 
=     (1)
La  représentation  LFT  basse  correspondante 
au  système  décrit  par  M bouclé  par  K est 
représentée sur la figure 1, où u est le vecteur 
de  commande,  y est  le  vecteur  de  sortie 
mesurée,  w est le vecteur d’entrées exogènes 
permettant de spécifier la trajectoire désirée et 
v est le vecteur des sorties à régler. 
Figure. 1- Schéma bloc d’une LFT basse.
La  réalisation  d’état  du  système  bouclé 
équivalent notée ( , )lf M K  est donnée par (1) :
1 2 2 2 1 2 21
2 22 21
1 12 2 12 11 12 21
c c c
c c c c c
c c c
A B FD C B FC B B FD D
B EC A B ED C B ED
C D FD C D FC D D FD D
 + + 
+  + + 
(2)
où 122( )
cE I D D −= −
 et 122( )
cF I D D −= − .
2.2 Classe  des  modèles  non  linéaires 
considérée
La classe des systèmes non linéaires affines en 
la  commande, considérée dans ce travail,  est 
représentée par :
( ) ( ) ( )( )
( ) ( ) ( ) ( ) ( )
:
( ) ( ) ( )
x t A x t x t B x t u t
G
y t C x t x t
= +
=
&
(3)
où  x∈ℜn est  le  vecteur  d’état,  u∈ℜm est  le 
vecteur de commande, y∈ℜq est le vecteur de 
sortie mesurée, A(x)∈ℜn×n est la matrice d’état, 
B(x)∈ℜn×m est la matrice d’entrée et C(x)∈ℜq×n 
est la matrice de sortie.
A  partir  de  (3),  un  modèle  non  linéaire  à 
entrées exogènes peut-être obtenu en utilisant 
la  structure  de  commande représentée  par  la 
figure 2. 
Figure. 2 - Schéma de synthèse du régulateur.
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w∈ℜq représente le vecteur d’entrées exogènes 
permettant de spécifier la trajectoire désirée, e
∈ℜq est  le  vecteur  d’erreurs  de  poursuites, 
v=[v1 v2]T∈ℜq+m est  le  vecteur  des  sorties  à 
régler  (erreurs  de  suivi  de  consigne, 
commandes…) pour assurer les performances 
en suivi de trajectoires désirées. Celles-ci sont 
introduites  dans  la  structure  de  synthèse  par 
l’intermédiaire  des  fonctions  de  pondération 
linéaire  We et  Wu. La dynamique de poursuite 
désirée est spécifiée par We et la commande est 
contrainte par Wu. Les réalisations d’état de We 
et Wu sont données respectivement par :
( )
1
( ) ( ) ( )
:
( ) ( ) ( )
e e e e
e
e e e
x t A x t B e t
W
v t C x t D e t
= +
= +
&
(4)
et
 
( )
2
( ) ( ) ( )
:
( ) ( ) ( )
u u u u
u
u u u
x t A x t B u t
W
v t C x t D u t
= +
= +
&
(5)
où  xe∈ℜq et  xu∈ℜm sont  respectivement  les 
vecteurs d’état associés à We et Wu. Notons que 
Ae, Be, Ce, De, Au, Bu, Cu, et Du sont des matrices 
de dimensions appropriées.
En  utilisant  la  structure  de  commande 
représentée  sur  la  figure  2,  un  modèle  non 
linéaire  augmenté  M peut  être  donné  par 
l’expression suivante :
( )
( ) ( )
( )
( )
1 2
1 11 12
2
( ) ( ) ( ) ( ) ( ) ( )
: ( ) ( ) ( ) ( ) ( )
( ) ( ) ( )
x t A x t x t B w t B x t u t
M v t C x t x t D w t D u t
y t C x t x t
 = + +
= + +
=
& % % %% %
% % %%
% %
(6)
où ( ) ( ) ( ) ( )
TT T T
e ux t x t x t x t =  %  est le vecteur 
d’état augmenté, 
( )
( )
( )
0 ( )
( ) 0 0
0 0 ( )
e e
u
A B C x t
A x t A
A x t
 − 
=    
% % ,  1 0
0
eB
B
  
=    
%
, 
( ) ( )2 ( ) 0 ( )
TTT
uB x t B B x t =  % % , 
( ) ( )1 0 ( )( ) 0 0
e e
u
C D C x t
C x t
C
 −
=   
% % , 
( ) ( )2 ( ) 0 0 ( )C x t C x t =  % % , 11 0 TTeD D =  % , 
et 12 0
TT
uD D =   .
A  partir  du  modèle  non  linéaire  donné  par 
l’équation  (6),  un  modèle  flou  de  type  T-S 
peut  être  obtenu  soit  par  une  méthode 
d’identification,  soit  par  une  méthode  de 
linéarisation  autour  d’un  ensemble  de  points 
de fonctionnement ou encore par une méthode 
de découpage par secteurs non linéaires [10]. 
Cette  dernière  méthode  définissant  des 
modèles  locaux  en  fonction  du  nombre  des 
non  linéarités,  permet  d’obtenir  un  modèle 
flou  T-S  représentant  de  manière  exacte  le 
modèle non linéaire sur un espace compact des 
variables  d’état.  Ainsi,  l’inférence  d’un 
système flou à entrées exogènes représentant 
(6) peut s’écrire :
( ) ( )
( )
( )
2 1
1
1 11 12
1
2
1
( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )
( ) ( ) ( )
r
i i i
i
r
i i
i
r
i i
i
x t h z t A x t B u t B w t
v t h z t C x t D w t D u t
y t h z t C x t
=
=
=

= + +
= + +
=
∑
∑
∑
    
  
 
(7)
où 1( ) [ ( ), , ( )]pz t z t z t= K  est le vecteur des p  
variables  de  prémisses, r  est  le  nombre  de 
règles du modèle flou T-S,  iA% ,  1B% ,  2iB% ,  1iC% , 
2iC% ,  11D%  et  12D%  sont les matrices associées à 
chaque modèle local invariant dans le temps et 
où les fonctions d’interconnexion non linéaires 
( )( ) 0ih z t ≥  possèdent  la  propriété  de  somme 
convexe 
1
( ( )) 1
r
i
i
h z t
=
=∑ .
3 Synthèse de loi  de commande H∞ 
pour  modèles  T-S  à  entrées 
exogènes
Dans la suite, afin d’alléger les notations, nous 
noterons  ( ( ))i ih h z t≡ ,  ( )( )A A x t≡% % % ,  etc.  De 
même, le temps t  sera omis lorsqu’il n’y aura 
pas d’ambiguïtés.
L’apport  principal  de  cet  article  consiste  à 
proposer  des  conditions  LMI  permettant  de 
réaliser,  en  utilisant  les  outils  H∞ et  le 
formalisme LFT,  la  synthèse d’un régulateur 
dynamique non-linéaire, noté  K, donné par la 
représentation d’état sous forme T-S suivante :
( )
1 1 1
1 1
1 1 1
( ) ( )
: ( )
( ) ( ) ( )
r r r
c c c
i j k ijk
i j k
r r
c
i j jk
j k
r r r
c c c
i j jk k k
j k k
x t h h h A x t
K h h B y t
u t h h C x t h D y t
= = =
= =
= = =

=
+
= +
∑ ∑ ∑
∑ ∑
∑ ∑ ∑
&
(8)
où cx  est le vecteur d’état du régulateur, cijkA , 
c
jkB ,  
c
jkC  et  
c
kD  sont  des  matrices  à 
coefficients  constants,  de  dimensions 
appropriées, qu’il convient de déterminer.
Afin de pouvoir effectuer la synthèse  H∞,  du 
régulateur  non linéaire  K,  une  représentation 
sous forme de LFT basse (figure 1) est utilisée. 
Ainsi,  la  matrice  système  associée  au 
régulateur (8) est :
( )
1 1 1
( )
r r r
i j k ijk
i j k
K z t h h h K
= = =
= ∑ ∑ ∑
avec 
c c
ijk jk
c cijk
jk j
A B
K
C D
 
=    
De même, la matrice système associée à (7) est 
donnée par :
( )
1
( )
r
i i
i
M z t hM
=
= ∑ (10)
avec 
1 2
1 11 12
2 0 0
i i
i i
i
A B B
M C D D
C
  
=    
% % %
% % %
%
A  partir  de  (9)  et  (10),  le  transfert 
entrées/sorties  du  système  bouclé  représenté 
par une LFT basse peut être exprimé par :
1 1 1 1
( ) , ( )
r r r r
l i i i j k ijk
i i j k
v t f hM h h h K w t
= = = =
 
=   ∑ ∑ ∑ ∑ (11)
que l’on peut réécrire :
( )
1 1 1
( ) , ( )
r r r
i j k l i ijk
i j k
v t h h h f M K w t
= = =
= ∑ ∑ ∑ (12)
où ( ),l i ijkf M K  correspond à la LFT basse du 
modèle iM  bouclé avec le régulateur ijkK .
L’expression de la matrice système du modèle 
en boucle fermée (bf) est donnée par :
( ) ( )
1 1 1
, ,
r r r
l i j k l i ijk
i j k
f M K h h h f M K
= = =
= ∑ ∑ ∑ (13)
avec
( )
2 2 2 1
2
1 12 2 12 11
,
0
bf bf
ijk
bf bfl i ijk
ik
c c
i j k i j ik
c c
jk i ijk
c c
i k i ik
A B
f M K
C D
A B D C B C B
B C A
C D D C D C D
 
=    
 + 
=   + 
% %% % %
%
% %% % %
(14)
Remarque  1 : Tout  comme  pour  la  loi  de 
commande PDC définie dans [11], la structure 
d’interconnexion  de  la  loi  de  commande  (8) 
permet  de  compenser  totalement  la  boucle 
fermée avec le modèle T-S à entrée exogène 
(7) (cf. preuve du théorème 1). Ceci permettra 
une  obtention  plus  aisée  des  conditions  de 
stabilité LMI.
Le  théorème  suivant  résume  les  conditions 
LMI  permettant  d’assurer  le  suivi  de 
trajectoire du modèle T-S (7) via un régulateur 
(8) sous la contrainte H∞  donnée par :
( )
1 1 1
,
r r r
i j k l i ijk
i j k
h h h f M K γ
= = =
∞
<∑ ∑ ∑ (15)
où γ est l’indice de performance.
Théorème 1 : La convergence quadratique de 
l’erreur de suivi de trajectoire du modèle flou 
T-S  à  entrées  exogènes  (7),  via  la  loi  de 
commande (8) vérifiant le critère  H∞ (15), est 
assurée  s’il  existe  les matrices  1 1 0
TP P= > , 
1 1 0
TQ Q= > ,  ckD ,  1ikG ,  2 jkG  et  3ijkG  de 
dimensions  appropriées  et  un  scalaire  0η >  
telles que les LMIs suivantes soient vérifiées 
pour 1,...,i r= , 1,...,j r=  et 1,...,k r= :
( ) ( )
1 1
2 1
1 2
1 1
3
2 2
2 2
2 2
2
1 1 1
1 1 12 1 1 12 2 11
(*) (*) (*)
(*) (*)
- (*)
 -
T
i i
j ik
T T
ik j
T
T i i
i ijk
jk iT cT T
i k j T T
i jk
T T
i i
c
i i ik i k i
AQ Q A
B G
G B
PA A PA G
G C
C D B
C G
B B P
C Q D G C D D C D I
γ
  +   +    +     +   +   +   +      +  + + 
0<

(16)
où ( )*  dénote, de manière usuelle, une quantité 
transposée.
Remarque 2 : A partir des solutions des LMIs 
données par les conditions du théorème 1, les 
matrices  ckD ,  1P  et  1Q  sont  obtenues  de 
manière directes. 2Q  et 2P  sont alors obtenues 
en  effectuant  une  décomposition  en  valeurs 
singulières (SVD) puisque 2 2 1 1TQ P I Q P= −  (cf 
preuve  ci  dessous).  Enfin,  les  matrices  cijkA , 
c
jkB  et  
c
ikC  s’obtiennent  en  effectuant  les 
changements de variables bijectifs :
( )12 2 1 2c T cjk jk j kB P G P B D−= − % , 
( ) 11 2 1 2c cik ik k iC G D C Q Q −= − % , puis
3 1 2 2 11
2 2
2 2 1 1 2 2
( )T cijk i j k ic T
ijk c T c T
jk i j ik
G P A B D C Q
A P Q
P B C Q P B C Q
− −
 
− + =  
− − 
% %%
% %
Preuve du théorème 1 :
Soit  la  fonction  de  Lyapunov  quadratique 
candidate suivante :
( )( ) ( ) ( ) 0TV x t x t Px t= ≥ (17)
où  P  est  une  matrice  symétrique  et  définie 
positive.
La contrainte H∞ (15) peut être réécrite :
( )2
0
( ) ( ) ( ) ( ) 0T Tv t v t w t w t dtγ
∞
− <∫ (18)
Afin  d’alléger  les  écritures,  le  temps  t sera 
omis  dans  la  suite  de  la  démonstration.  La 
décroissance de la dérivée de (17) contrainte 
par (18) est exprimée par :
2 0T T T Tx Px x Px v v w wγ+ + − <& & (19)
que l’on peut réécrire telle que :
( )
1 1 1 2
0
T bf T bf
ijk ijk
r r r
T bf T T bf
i j k
i j k T T T T
x A P PA x
h h h w B Px x PB w
v v w w v v v vγ= = =
 +  + + < 
+ − + −  
∑ ∑ ∑
(20)
D’après  (14)  on  a  bf bfikv C x D w= + ,  d’où 
l’inégalité (20) devient :
2
1 1 1
( )
0
T bf T bf
ijk ijk
T bf T T bfr r r
i j k T bf T T bf T T
i j k ik
T bf T bf T
ik
x A P PA x
w B Px x PB w
h h h
x C v w D v w w
v C x v D w v v
γ= = =
 + 
+ + 
< 
+ + −  + + − 
∑ ∑ ∑
(21)
En considérant la forme quadratique de (21), 
celle-ci est vérifiée si :
( ) ( )
( )2
1 1 1
* *
* 0
bf T bf
ijk ijkr r r
bf T
i j k
i j k bf bf
ik
A P PA
h h h B P I
C D I
γ
= = =
 + 
− <  
− 
∑ ∑ ∑
(22)
La  congruence  de  l’inégalité  (22)  par 
( )1diag P I I−  conduit à :
( ) ( )
( )
1 1
2
1 1 1 1
* *
* 0
bf T bf
ijk ijkr r r
bf T
i j k
i j k bf bf
ik
P A A P
h h h B I
C P D I
γ
− −
= = =
−
 + 
− <  
− 
∑ ∑ ∑
(23)
On pose 1 21
2 3
0T
Q Q
Z P
Q Q
−
 
= = >    
et 
1 21
2 3
0T
P P
Z P
P P
−
 
= = >    telles que :
-1
1 11
1 2
2 20 0
T T
Q I I P
Z Z Z
Q P
−
   
= =        (24)
Sachant  que  1ZZ I− =  on  a  2 2 1 1
TQ P I Q P= − . 
L’inégalité  (23)  peut  être  réécrite  sous  la 
forme :
( ) ( )
( )
2 1
1
1 2
21 1 1
1
1 2
* *
0
*
T T bf T
ijk
bfr r r
ijk
i j k
bf Ti j k
bf bf
ik
Z Z A
A Z Zh h h
B I
C Z Z D I
γ
−
−
= = =
−
      +  < 
−  
− 
∑ ∑ ∑
(25)
La  congruence  par  ( )2diag Z I I  de 
l’inégalité (25) conduit à :
( ) ( )
( )
1 2
2 1
21 1 1
2
1
* *
0
*
T bf T
ijk
T bfr r r
ijk
i j k
bf Ti j k
bf bf
ik
Z A Z
Z A Zh h h
B Z I
C Z D I
γ= = =
      +  < 
−  
− 
∑ ∑ ∑
(26)
d’où 
1 1 1
0
r r r
i j k ijk
i j k
h h h
= = =
 Ψ < ∑ ∑ ∑ (27)
Afin d’écrire cette inégalité sous forme LMI, 
les changements de variables bijectif suivants 
sont effectués :
1 2 2 1
3
2 2 1 1 2 2 2 2
( )T ci j k i
ijk c T c T c T
jk i j ik ijk
P A B D C Q
G
P B C Q P B C Q P A Q
 + =  + + + 
% %%
% %
1 2 1 2
c c
ik k i ikG D C Q C Q= + ,  2 1 2 2
T c c
jk j k jkG P B D P B= +%  
et 2γ η= .
Ce qui conduit aux conditions présentées par 
le théorème 1. ■
4 Exemple d’illustration
Dans  cette  section,  nous  appliquons  la 
méthodologie présentée dans la section 3 sur le 
modèle non linéaire donné par : 
( )( ) ( ) ( ) ( )
( ) ( )
x t A x t x t B u t
y t C x t
 = +
=
&
(28)
où  [ ]1 2( ) ( ) ( ) Tx t x t x t=  représente le vecteur 
d’état,  ( )u t  est  l’entrée  de  commande, 
1( ) ( )y t x t=  est  le  vecteur  des  sorties  à 
commander  et  ( )( )A x t ,  B  et  C  sont  des 
matrices données par :
( ) ( )
2
1sin ( ) 3( )
1 1
x t
A x t
 
=    , 
1
1
B  =     et 
1
0
T
C  =   
.
( )
( )
( ) ( ) ( )
1 1
2 2 1 2
1 2 2 2
2 2 1 1 1 1
1 2 2 1 2 2 1 1 2
1 2 2 2 2
* * *
T T
i i
c c T
j k i ik
T T cT c T T
i k ik j
T T cT T T T T
i i k j i i i
ijk
T c c T
j k i jk i j k
T c T c T
j ik ijk
Q A AQ
B D C Q C Q
Q C D Q C B
A C D B P AQ A P P A
P B D C Q P B C Q P B D
P B C Q P A Q
 +  + +  + + 
 + + +Ψ =  
+ + +   + + 
% %
%%
% %
% % %% % %
% %% %
%
( )
( )
( ) ( )
( )
( )
2 2
2 2 2 1
2
1 1 1
1 1 12 2 1 2 1 12 2 11
* *
*
c c
jk i
T c T T cT T
i jk k j
T T
i i
c c T c
i k i ik i k i
P B C
C B P D B P
B B P I
C Q D D C Q C Q C D D C D I
γ
            +    + +   
−  + + + −  
%
% %
%
% % % %% % %
Pour ce modèle, l'objectif est de déterminer un 
régulateur T-S permettant de garantir, pour un 
écart  initial  en  tout  point  de  la  trajectoire 
nominale, la convergence de la trajectoire du 
système vers les trajectoires de références au 
bout de 2 [s] avec une erreur de moins de 5 %. 
Ces objectifs sont alors traduits sous forme de 
pondérations  We et  Wu,  calculées  en utilisant 
les résultats présentés dans [3] et données par :
-5-2.0101 10 1
:
2.01
e e
e
e
x x e
W
v x
 = × +
=
&
(29)
[ ]2
-12060 -90 -81340 512
131070 0 0 0
: 0 0 0 0
-228 -1.6 -1537,5 9.6785
u u
u
u
x x e
W
v x e
        
= +           
= +
&
(30)
On pose  
1 2 3 1 2
T
e u u ux x x x x x x =  %  de 
telles sorte à réécrire (28), (29) et (30) sous la 
forme  d’un  modèle  non  linéaire  à  entrées 
exogènes (6). Celui-ci ne contient qu’un seul 
terme  non  linéaire  compris  dans  ( )( )A x t  et 
peut donc être représenté par un modèle T-S à 
2  règles  en  utilisant,  par  exemple,  une 
décomposition  en  secteurs  non  linéaires  (7), 
Ce dernier est donné par :
( )2 1 1 2
1
1 11 12
2
( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( )
i i
i
x t h x t A x t B w t B u t
v t C x t D w t D u t
y t C x t
=

= + +
= + +
=
∑& % % %% %
% % %%
% %
(31)
avec
1
1
0
0 0
0 0
e e
u
A B C
A A
A
−  
=    
%
,  2
2
0
0 0
0 0
e e
u
A B C
A A
A
−  
=    
%
, 
1
0 3
1 1
A  =    ,  2
1 3
1 1
A  =    ,  1 00
eB
B
  
=    
%
, 
2
2
e
u
B D
B B
B
−  
=    
%
,  1
0
0 0
e e
u
C D C
C
C
− 
=   
%
, 
[ ]2 0 0C C=% ,  11 0
eDD  =   
%
,  12
0
u
D
D
 
=   
%
 et les 
fonctions  d’interconnections  non  linéaires 
( ) ( )21 1 1sinh x x=  et ( ) ( )2 1 1 11h x h x= − .
Dès lors, l’application de la méthodologie de 
synthèse  présentée  dans  la  section  3  est 
immédiate.  Les  résultats  apportés  par  le 
théorème 1, résolu à l’aide de la LMI Control 
toolbox de Matlab [4] sont donnés par :
1
1             
0   9026.51                                              (*)
0   799.76    80.01   
0   47.87      0.01     -342.41     
0   0             0.01     -342.41   3390533.82  
0   -0.01       
P ;
0          -0.5323   -2705825.74   4568495.49
         
, 
1
24.60
-5.69       244.69                                                    (*)
-164.94   -28.46    4124399.34        
8.24         -31.4     -4537.61       18.91
1258.71   178.60   -376869.44   216.38
Q ;
   188362.28
-1.84       172.43   -372785        133.32   148652.18   4738588.70
         
, 
111 112 121 122
-1.76     4.83        11.22     -79.2       1138.12      18158.22
-0.79     -101.45   -39.97   -699.5      7585.04      121022.1
-18.79   -921.66   -824.1   -582.16    -7755.87  
c c c cA A A A; ; ; ;
   -123703.05
11.56    624.49     525.25  1170.42   -16743.5     -281063.62
0.23      -4.25        -10.74   712.2      -20789.37   -154182.86
0.023    0.59         0.04       39.57      -1127.01     -9085.82 
         
, 
211 212 221 222
-1.79      4.41        11.32       -78.78     1127.46       18138.55
-0.73      -100.66   -39.85     -696.76    7514.04      120891.02
-18.84    -922.47   -824.21   -584.95    -7
c c c cA A A A; ; ; ;
683.3       -123569.06
11.56     624.59     524.68    1164.07   -16578.63   -280759.19
0.23       -4.14        0.23        -4.14       -20698.92   -154015.85
0.02       0.59          0.01       39.36       -1121.67     -9075.96
         
, 
[ ]11 12 21 22 1.37 8.92 -9.11 -0.67 -4.2 -1.24 Tc c c cB B B B; ; ; ; , 
[ ]11 12 -1.7 21.71 43.52 -309.23 4446.03 70934.59c cC C; ; , 
[ ]21 22 -1.7 21.66 43.67 -307.63 4404.42 70857.76c cC C; ; , 
1 2 0.13
c cD D −; ; .
La figure 3 représente l’évolution de la sortie 
du  modèle  et  la  trajectoire  de  consigne 
correspondant  à  la  sortie  désirée  ainsi  que 
l’évolution  du  signal  de  commande.  Notons 
que le suivi de trajectoires se fait correctement 
avec  toutefois  un  léger  délais  de  l’ordre  de 
0,06 s , ce qui, compte tenu de la dynamique 
spécifiée est relativement faible.
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Figure. 3 – Simulation en suivi de trajectoire.
5 Conclusion
A  travers  ce  papier,  nous  nous  sommes 
intéressés au problème du suivi de trajectoires 
par  retour  de  sortie  dynamique  des  modèles 
flous  de  type  Takagi-Sugeno  basé  sur  une 
approche  H∞-LFT.  Une  méthodologie  de 
synthèse de loi de commande dynamique a été 
proposée. Celle-ci est basée, dans un premier 
temps, sur la réécriture sous forme de modèle 
de type T-S augmenté à entrée exogène d’un 
modèle non linéaire. Dans un deuxième temps, 
un régulateur dynamique associé au modèle T-
S obtenu est déterminé en utilisant les outils de 
synthèse H∞ basés sur l’approche LFT. 
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