We consider a stochastic partial differential equation with a logarithmic nonlinearity with singularities at 1 and −1 and a constraint of conservation of the space average. The equation, driven by a trace-class space-time noise, contains a bi-Laplacian in the drift. We obtain existence of solution for equation with polynomial approximation of the nonlinearity. Tightness of this approximated sequence of solutions is proved, leading to a limit transition semi-group. We study the asymptotic properties of this semi-group, showing the existence and uniqueness of invariant measure, asymptotic strong Feller property and topological irreducibility.
Introduction and main results
The Cahn-Hilliard-Cook equation is a model to describe phase separation in a binary alloy (see [6] , [7] and [8] ) in the presence of thermal fluctuations (see [11] and [25] ). It takes the form
∇u · ν = 0 = ∇(∆u − ψ(u)) · ν, on ∂Ω,
where t denotes the time variable and ∆ is the Laplace operator. Also u ∈ [−1, 1] represents the ratio between the two species and the noise termξ accounts for the thermal fluctuations. The nonlinear term ψ has the double-logarithmic form
where θ and θ c are temperatures with θ < θ c . The unknown u represents the concentration of one specie with respect to the second one. In the deterministic case, the equation is obtained as a gradient in H −1 (Ω) of the free energy
where Ψ is an antiderivative of ψ. Since the gradient is taken in H −1 (Ω), a fourth order equation is obtained. A key point is that the average Ω u dx is conserved.
The deterministic equation where ψ is replaced by a polynomial function has first been studied (see [7] , [25] and [29] ). The drawback of a polynomial nonlinearity is that the solution is not constrained to remain in the physically relevant interval [−1, 1]. Singular nonlinear terms, such as the logarithmic nonlinearity considered here, remedy this problem. Such non smooth functions ψ have also been considered (see [5] and [15] ).
Phase separation has been analyzed thanks to this model: see for example the survey [28] , and the references therein, or others recent results on spinodal decomposition and nucleation in [1, 4, 22, 26, 27, 32, 33, 34] .
The noise term accounts for thermal fluctuations and is a commonly accepted model now. This stochastic equation has also been first studied in the case of a polynomial nonlinearity (see [2, 3, 9, 10, 12, 18] ). Again, with a polynomial nonlinear term the solutions do not remain in [−1, 1] in general. It is even worse in the presence of noise since any solution leaves this interval immediately with positive probability.
Since the Cahn-Hilliard equation is a gradient flow in H −1 (Ω), it is natural to consider a noise which is a cylindrical Wiener process in this space (i.e. the spatial derivative of a space-time white noise). Another justification of this choice for the noise is that the stochastic equation has still a gradient structure and an explicit invariant measure is known.
Unfortunately, if the dimension n is larger than 1, it is not difficult to see that with such a noise, even for the linear equation, the solutions have negative spatial regularity and it does not seem possible to treat the nonlinearity. Finally, it is not expected that the singularity of logarithmic nonlinear term is strong enough to prevent the solution from exiting the interval [−1, 1]. It has been rigorously proved in [21] that a nonlinear term of the form ln u is not strong enough to ensure that solutions remain positive and a reflection measure has to be added.
The stochastic heat equation with reflection, i.e. when the fourth order operator is replaced by the Laplace operator, is a model for the evolution of random interfaces near a hard wall. It has been extensively studied in the literature (see [14] , [19] , [20] , [30] [35] , [36] and [37] ). The two-walls case has been treated in [31] . Essential tools in these articles are the comparison principle and the fact that the underlying Dirichlet form is symmetric so that the invariant measure is known explicitly.
However, no comparison principle holds for fourth order equations and new techniques have to be developed. Equation (0.1) has been studied in [17] with a single reflection and when no nonlinear term is taken into account. The reflection is introduced to enforce positivity of the solution. It has been shown in [38] that a conservative random interface model close to one hard wall gives rise to this fourth-order stochastic partial differential equation with one reflection. Various techniques have been introduced to overcome the lack of comparison principle. Moreover, as in the second order case, an integration by part formula for the invariant measure has been derived. Then, in [21] , a singular nonlinearity of the form u −α or ln u has been considered. Existence and uniqueness of solutions have been obtained and using the integration by parts formula as in [36] , it has been proved that the reflection measure vanishes if and only if α ≥ 3. In particular, as mentioned above, for a logarithmic nonlinearity, the reflection is active. For a double singular nonlinearity of the form (0.2), thanks to a delicate a priori estimate on the L 1 norm of the nonlinearity, the authors have obtained uniqueness and existence.
In this article, we do not consider that the noise is a cylindrical Wiener process in H −1 . In this case the equation has not the desired gradient structure and the technics developed in [16] , [17] and [21] are not any more valid. However the choice of smooth-enough space-time noise permits to work with an Itô's formula. Following the approach of [16] , we shall consider the problem with a polynomial approximation of the nonlinearity ψ. We obtain a priori estimates on the approximated solutions which are sufficient to prove tightness.
Unfortunately, due to the degenerate noise, we are not able to show that the approximated solutions are tight in
and, as consequence, we are not able to characterise the limit process X(t, x) as a solution of some stochastic partial differential equation.
Despite of this, we discuss about the asymptotic properties of the transition semi-group P t associated to this process. The main result of the paper consist in Theorems (3.1) and (3.2), where we show that P t is ergodic and admits a unique invariant measure. The ergodicity result is obtained by assuming that the noise acts on the space spanned by the first eigenvectors of the laplacian (see (3.2) , (3.3)) ; this property is sometimes called essentially elliptic (see [23] , [24] ).
The paper is organised as follows : in the next section we introduce notations and the approximated problem ; in section 2 we obtain some a priori estimate and the convergence of the approximated process to the limit process as well as the associated transition semigroup ; in section 3 we discuss about the ergodicity properties of the transition semigroup.
Preliminaries
We denote by ·, · the scalar product in L 2 (0, 1); A is the realization in L 2 (0, 1) of the Laplace operator with Neumann boundary condition, i.e.
where W 2,2 (0, 1) is the classical Sobolev space. Remark that A is self-adjoint on L 2 (0, 1) and we have a complete orthonormal system of eigenvectors (e i ) i∈N in L 2 (0, 1) for the eigenvalues (λ i ) i∈N . We denote byh the mean of h ∈ L 2 (0, 1)h
We remark that A is invertible on the space of functions with 0 average. In general, we define
. It is endowed with the classical seminorm and norm
| · | γ is associated to the scalar product (·, ·) γ . To lighten notations, we set (·, ·) := (·, ·) −1 and H := V −1 . The average can be defined in any V γ byh = (h, e 0 ). It plays an important role and we often work with functions with a fixed average c ∈ R. We define H c = {h ∈ H :h = c} for all c ∈ R. We denote by B b (H c ) the space of all Borel bounded functions The covariance operator of the noise is an operator B such that
is finite for some γ ∈ R which will be precise after. Moreover we assume √ Be 0 = 0 in order to ensure the conservation of average.
For λ ∈ R, we define:
and the following antiderivative F of −f :
With these notations, we rewrite (0.1) in the abstract form:
where W is a cylindrical Wiener process on L 2 (0, 1) and
The equation 1.1 is characterized by the two reflection measures η ± . They act as a force to prevent the solution from leaving the physical domain [−1, 1]. They appears naturally because the logarithmic nonlinearity is not strong enough. It can also be seen as a Lagrange multiplier for the condition "X(t, x) ∈ [−1, 1] for all t > 0". This interpretation is strongly linked to the contact conditions (1 + X), η − OT = (1 − X), η + OT = 0. In the white noise case studied in [16] , the stationary solution has enough regularity to obtain a L 1 (O T ) estimate on f (X). This estimates permits to give a sense to
proved under a nice definition of the weak solution as in [16] . The solution of the linear equation with initial data x ∈ H is given by
As easily seen this process is in C([0, +∞[; H) (see [13] ). In particular, the mean of Z is constant and the law of the process Z is the Gaussian measure:
If we let t → +∞, the law of Z(t, ·, x) converges to the Gaussian measure on L 2 :
In order to solve equation (1.1), we use polynomial approximations of this equation. We denote by {f n } n∈N the sequence of polynomial functions which converges to the function f on (−1, 1), defined for n ∈ N by:
We also use in a crucial way that u → f n (u) − λu is monotone non-increasing below. Then for n ∈ N, we study for the following polynomial approximation of (1.1) with an initial condition x ∈ H:
This equation has been studied in [12] in the case B = I. The results generalize immediately and it can be proved that for any x ∈ H, there exists a unique solution
It is a solution in the mild or weak sense. Moreover the average of X n (t, ·) does not depend on t.
For each c ∈ R, (1.2) defines a transition semigroup (P n,c t ) t≥0 :
Existence of an invariant measure can be proved as in [12] . In all the article, C denotes a constant which may depend on parameters and its value may change from one line to another.
A priori estimates in Hilbert spaces and tightness
In this section we prove the tightness of the solutions of approximated equations, and obtain a limit transition semi-group. Fix −1 < c < 1 and x an initial data in H c . Now consider the unique solution of (1.2) denoted X n in H c with initial data x. We are going to prove that the laws of (X n ) n∈N are tight in some suitable space. First, we prove a result which only needs the assumption Tr −1 < +∞.
, and we have
where Q c (λ) is a polynomial.
Proof : Applying Itô formula to |X n (t)| 2 −1 , we obtain
Using Hölder's inequality, we have
And since
we obtain
Using X n (t) = c for all t ≥ 0, we obtain
Remark that y
for any real number y. Let y = X n (t) and integrate on O T , it follows that
Combining (2.2) and (2.3), we obtain
Or simply
Remark that for all c ∈ (−1, 1) the polynomial function P c : λ
nonnegative. Indeed, if we compute its classical discriminant, we find
So the minimum of P c is attained in λ * = c 2 3 + 1 such that
Denote Q c (λ) = Tr −1 + P c (λ). Using Poincaré's inequality and taking the expectation, we obtain
And the Gronwall lemma implies for all
Under our assumption on the trace class property of the operator √ B, there there exists a constant C such that
We set
Using Poincaré's inequality, and taking the expectation, we obtain
Using Gronwall lemma implies for all
Proposition 2.2. Suppose x ∈ V 0 and Tr 0 < +∞. Then the laws of (X n ) n∈N are tight in
Proof : Applying Ito formula to |X n (t)| 2 0 , we obtain
Eliminating the positive terms, we obtain the desired estimation. Moreover taking the expectation, we obtain
Using Poincaré's inequality, taking the expectation, and using Gronwall lemma implies for all
By Proposition 2.1 and classical diagonalization procedure, we obtain Proposition 2.3. For all c ∈ (−1, 1), there exists a transition semi-group P c t , t ≥ 0 on B c (H) and a subsequence {n k } such that P n k ,c t ϕ(x) → P c t ϕ(x) as n k → ∞, for all ϕ ∈ B c (H), x ∈ H, t ≥ 0.
Ergodicity properties
Existence of an invariant measure follows by a classical argument of compactness and by the estimate
which holds any x, y ∈ H c , t > 0. Proof. Fix c ∈ (−1, 1). By (2.1) and by the Krylov-Bogoliubov criterion, for any n ∈ N there exists an invariant measure for the transition semigroup P c,n , t ≥ 0. Let ν be as a weak * limit of the sequence {ν n }. By using (3.1) and the thightness of ν n it is strightforward to verify that ν is invariant for P t .
In order to show uniqueness of such invariant measure, we shall show (under some suitable assumption on the noise, see (3.2)) that its transition semigroup P c t enjoys the asymptotic strong Feller property and it is topologically irreducible. We recall that since the noise in degenerate, we are not able to use the same techniques of [21] ; in particular, the Bismut-Elworthy formula does not apply, and we are not able to show that the semigroup P c t is strong Feller. Asymptotic strong Feller property was introduced in [23] in order to study ergodicity properties of a 2D Navier-Stokes equation perturbed by a very degenerate noise. The exact definition can be found in [23, Definition 3.8] . Here we consider the property in the following form, which shall be sufficient for our pourpose: Proposition 3.1 (Proposition 3.12 in [23] ). Let t n and δ n be two positive sequences with {t n } nondecreasing and {δ n } converging to zero. A semigroup P t on a Hilbert space H is asymptotically strong Feller if, for all ϕ : H → R with |ϕ| ∞ and |∇ϕ| ∞ finite,
for all n, where C : R + → R + is a fixed nondecrasing function.
Unfortunately, we are not able to show that the semigroup P c t is differentiable (in the case of a white noise perturbation the semigroup is differentiable, and the strong Feller property holds, see [21] ). Also for the semigroup P c,n t , associated to the approximation (1.2) we are not able to show its differentiability. However, we shall use the following variation of the property Proposition 3.2. A semigroup P t on a Hilbert space H is asymptotically strong Feller if there exist two constant C, δ > 0 such that for all ϕ : H → R with |ϕ| ∞ and |∇ϕ| ∞ finite,
This proposition can be proved with the same argument used to prove Proposition 3.12 in [23] . The right-hand side is clearly derived by the previous proposition, setting δ n = e −δt . The only modification consists in the left-side part, where no assumptions on differentiability of P t ϕ are needed.
The main assumption of this section is
where b k > 0 for k ∈ {1, . . . , N } and
In other words, we assume that for a sufficiently large N , span{e 0 , . . . , e N } ⊂ range(B). This kind of setting is known as essentially elliptic (see [21] ). We think that more degenerate noises can be considered in order to have asymptotic strong Feller property, and this shall be the objet of a forthcoming paper. The importance of the asymptotic strong Feller property is that in this case any two distinct ergodic invariant measures have disjoint topological support (see Theorem 3.16 in [23] ). According to [24] , we introduce the following Definition 3.1. We say that a semigroup P t on a Hilbert space H is weakly topologically irreducible if for all x 1 , x 2 ∈ H there exists y ∈ H so that for any open set A containing y there exist t 1 , t 2 > 0 with P ti (x i , A) > 0.
The main result of this section is the following In order to proceed, we need some apriori estimates on the solution of the approximated problem. Le us denote by X n (t, x, W ) the solution of (1.2) perturbed by the Wiener process W .
Lemma 3.1. There exist δ > 0 and a continuous non decreasing function C : R + → R + such that any x, y ∈ H c , n ∈ N there exists a process w n ∈ L 2 (0, ∞; H), adapted to W , satifying
and
Proof. Fix n ∈ N. Let us denote by π l the projection of H c into span{e 0 , . . . , e N } (the low frequences) and by π h = I − π l the projection into its orthogonal complement (the high frequences). LetX be the solution of
Here p n is the increasing polynomial f n − λ. Arguing as in the previous section, it is strightforward to show that this equation admits a unique solution in
It is clear that the operator B −1 Aπ l : R N → R N is well defined (thanks to (3.2), (3.3)) and that w n (t) is square integrable and adapted to W (t), t ≥ 0. Moreover, we find that X n t, x, W + · 0 w n (s)ds satisfies the same equation ofX, so that it has to coincide withX.
By taking the scalar product of both members with A −1 Y (t) and using the dissipativity of p n we find
Here we have used the estimate Then (3.5) is satisfied with
The previous lemma means that we can find a Wiener process W ′ such that the solution of equation (1.2) starting by x driven by the Wiener process W ′ approches the solution of (1.2) starting by y as t → ∞. Moreover, this perturbation is uniformly controlled, in the sense of (3.5), by a constant independent by n.
