Abstract. The ill-posed problem of inverting photon counting distributions to obtain distributions of classical light intensity fluctuations has been recently reconsidered by Byrne et a1 after many years of dormancy. They apply a weighted-space analysis with Tikhonov regularisation to obtain some approximate inversions. The inversion problem is one of a linear mapping from L2(0, +CO) into a Euclidean space and in this paper we calculate explicitly the singular system of the operator in order to quantify the information content of noisy data and provide a corresponding inversion method.
Introduction
The operation of an absorbing photodetector has for many years been described in a semiclassical approximation by the photon counting formula of Mandel [ 11, . + m E"
.o n! p(n, T ) = \ -e-'f'(iz) dii where p(n, T ) is the probability of detecting n photoelectrons in time T, iz is the mean number of counts which would be so detected if the incident light intensity were constant and is proportional to such a classical intensity and P(iz) is the corresponding scaled distribution of classical intensity fluctuations.
This formula has a quantum mechanical generalisation in which the distribution function P(fi) is replaced by the so called Glauber P-representation of the light field [2] , which is then no longer a probability distribution, but may have negative values.
The most useful property of equation (1. l), which may be readily shown, is that the mth moment of the distribution P(iz) is given exactly by the mth factorial moment of p(n, T ) (see, for example, [3] 
p 9), defined as
This fact has essentially obviated the necessity to invert the Mandel formula, which, of course, cannot be done without additional knowledge because for any finite experimental 0266-561 1/86/030259 + 11 $02.50 @ 1986 The Institute of Physics determination of p(n, T ) there will be an infinite set of possible solutions. Theoretical predictions for various types of radiation field usually give the expected values of the lower moments and these, with sufficient care, may be determined quite accurately. In an early comparison of laser and thermal light, for example, moments up to the sixth order were used [4] .
As an example of an ill-conditioned problem, however, it is of interest to apply recently developed techniques of quantification of the information content of the data, which we have called generalised information theory [ 5 ] , and which apply quite generally to linear inverse problems with discrete data [6] . These techniques are based on the singular system of the operator to be inverted. For this purpose we give a more precise mathematical formulation of the problem. If we shift by one unit the index n, we denotep(n -1, T ) by g, and P(it) by f(x) (we maintain here the notation introduced in [6]), then the problem is:
given the sequence of real numbers g,, find a square-integrable function f(x) such that We assume f(x) square-integrable since, in such a case, the integrals in (1.3) may be interpreted as scalar products.
The map which transforms f ( x ) into the sequence g , is called a Poisson transform ([3] , p 79) and is injective. The condition g, = 0 implies indeed that f is orthogonal to all the functions (1. 4) and from the completeness of Laguerre polynomials it follows that f(x) = 0.
We notice that the procedure outlined above of computing the moments of f ( x ) from the factorial moments of the sequence g, does not seem convenient for the estimation of f(x). In such a way the inversion problem is reduced to a Stieltjes moment problem, i.e. An inversion formula for the problem (1.3) can be given in terms of Laguerre polynomials ( [3] , p 83). This formula can be easily implemented because the coefficient of order n in the expansion depends only on the g, with m < n and, therefore, the coefficients can be computed recursively. However, this method masks the severe ill-conditioning of the problem and gives unacceptable results in the case of noisy data. In this paper we consider the expansion of the solution in an appropriate basis, the basis of the singular functions of the problem, which depend on the number N of measured g, values. Therefore computations are heavier than with the previous method. However, one can give precise criteria for the truncation of this expansion [ 5 ] in order to find stable solutions. A clarification of the results obtained by means of regularisation techniques [8] can also be achieved.
In Q 2 we consider the problem where only a finite number N of g, are given and we introduce the singular system of the problem. We also present the results of some numerical computations and we indicate an interpretation of these results in terms of resolution limits and of size of the interval where the function can be recovered. In Q 3 we consider the case where the function f ( x ) has an exponential decay at infinity. In such a case the problem with a finite number of data is the projection on a finite-dimensional subspace of the inversion of a compact operator. Finally, in Q 4 we give the results of some numerical inversions.
Poisson transform inversion with a finite number of data
We assume now that we have only a finite number, say N , of values of g,. Then equation ---
where kNM is an integral operator given by
It is easy to see that the operator iNM is positive, i.e.
and therefore it follows from the Weyl-Courant lemma [9] that, for any k,
According to a standard terminology in optics, we call the number of degrees of freedom the number of singular values greater than some threshold value (given, for example, by the inverse signal-to-noise ratio) [ 5 ] . Furthermore, the number of degrees of freedom has a close connection with the resolution achievable in the retrieval problem. Now, from table 1 it follows that the number of degrees of freedom grows if we increase N . The meaning of this property can be understood if we look at the singular functions U N , k , The singular functions, corresponding to N = 10 and to the first eight singular values, are plotted in figure 1. These singular functions are significantly different from zero in the interval [0, 201 and therefore, using these functions, it is possible to recover f ( x ) at most in such an interval. We have also computed the singular functions in the cases N = 20 and N = 30 corresponding to the singular values of table 1 and we have found that they are significantly different from zero in longer intervals. Therefore, the increase in the number of degrees of freedom is presumably related to the increase in the interval where the function can be recovered, the number of degrees of freedom for unit length being approximately constant.
We can give evidence of this phenomenon by considering the 'impulse response' of the retrieval algorithm (see 0 4). This is given by ratio (and is a function of the distance from the origin) while the interval where the function can be recovered depends on the number of data points.
Spaces of exponentially decreasing functions
If we know that the function f has an exponential tail at infinity, then we can use such a priori knowledge in the inversion procedure just by changing the Hilbert space X of the unknown functions [ 61. For this reason in this section we assume that the scalar product in X is defined by summable sequences, with a scalar product given by
We will prove that the operator L is compact or, more precisely, that L is of the Hilbert-Schmidt class since LL* is of the trace class.
First notice that the operator L*:Y-+Xis given by
Then the operator LL* can be represented by an infinite-dimensional matrix in Y, the matrix elements being given by (the functions q n are those defined in equation (1.4))
From Stirling's formula we have, for large n, degrees of freedom does not depend on N but depends only on the signal-to-noise ratio.
The intuitive reason for this fact is that the functions in X have an approximately bounded support and therefore it is not required to recover f ( x ) on a large interval.
In As / 3 decreases, the number of degrees of freedom increases, as follows from the discussion of 0 2, since a smaller value of p means a larger 'support' of f ( x ) . It should not be difficult to prove that ak is a decreasing function of p for fixed k.
Reconstruction algorithm
In the case of a finite number of data, the solution of problem (1.3) is not unique. Given a particular solution one can add an arbitrary function orthogonal to the subspace spanned by the q,,(x) (n= 1,. . . , N ) without changing the values of the data. However, since the functions qn(x) are linearly independent, there always exists a unique solution f ' ( x ) of minimal norm. This can be expressed in terms of the singular system of the operator LN as
The problem of the computation off ' (x) can be extremely ill-conditioned when N is large.
The ratio aN,1/aN,N tends to infinity when N + m . It is interesting to express T(x) in terms of the impulse response when the data are free of noise. In such a case we have g=LNf, where f is the 'true' unknown function. From the analysis of 5 2 we expect that, for a given value of N , the reconstruction must be good if y is sufficiently large and poor if y is too small. Furthermore, if we increase the number of data points, we must be able to recover exponentials with smaller values of y. These conclusions have been confirmed by the numerical simulations. With N = 10 it is possible to have a satisfactory reconstruction of the exponential in the case y= 0.2 (and even better when y > 0.2), but not in the case y = 0.1. The latter case can be recovered using 20 data points.
