A series of experiments was performed in which subjects were trained to interpret auditory localization cues arising from locations different from their normal spatial positions. The exact pattern of mean response to these alterations ͑as a function of time͒ was examined in order to begin to develop a quantitative model of adaptation. Mean responses were roughly proportional to the normal position associated with the localization cues presented. As subjects adapted, the best-fit slope ͑relating mean response and normal position͒ changed roughly exponentially with time. The exponential rate and adaptation asymptote were found for each subject in each experiment, as well as the rate and asymptote of readaptation to normal cues. The rate of adaptation does not show any statistical dependence on experimental conditions; however, the asymptote of the best-fit slope varied with the strength of the transformation used in each experiment. This result is consistent with the hypothesis that subjects cannot adapt to a nonlinear transformation of auditory localization cues, but instead adapt to a linear approximation of the transformation. Over time, performance changes exponentially towards the best-fit linear approximation for the transformation used in a particular experiment, and the rate of this adaptation does not depend upon the transformation employed.
INTRODUCTION
A series of experiments described in detail in ShinnCunningham et al. ͑1998͒ examined how bias and resolution are affected when subjects are trained with ''supernormal'' localization cues. While the rationale behind the experiments, the experimental protocol, and the experimental conditions are described in detail in other papers ͑Durlach et al., 1993; , earlier results are summarized here for convenience. In the experiments, subjects were presented with auditory localization cues simulated over headphones using head-related transfer functions ͓HRTFs; for a review of these techniques, see Wenzel ͑1992͔͒. The goal of the work was to determine if subjects could adapt to learn a new correspondence between the localization cues of the physical HRTFs and the reported azimuthal position. To this end, subjects trained to identify the azimuthal location of an auditory source whose physical cues normally correspond to a different source position.
Normally, a source at azimuth and elevation is simulated by using the HRTF for that position. In these experiments, the HRTF used to simulate a source at position ͓,͔, was equal to the HRTF normally corresponding to position ͓ f n (),͔, where f n () is given by
The parameter n corresponds to the slope of the transformation at ϭ0. ''Normal'' localization cues are presented when nϭ1 ͓i.e., the function f n () is a straight line of slope one through the origin͔. This mapping is shown in Fig. 1 for the values of n used in the experiments. In order to determine whether subjects could adapt to the remapping of HRTF cues, they were repeatedly tested over the course of experimental sessions lasting roughly 2 h, first using the ''normal'' mapping (nϭ1) and then an altered mapping (nϾ1). At the end of the experimental session, testing with the ''normal'' mapping was repeated to look for aftereffects of the learned remapping.
Subjects were seated inside a 5-ft-radius arc of 13 light bulbs, spaced every 10 degrees in azimuth from Ϫ60 to ϩ60 degrees, which were labeled ͑left to right͒ with the numbers 1-13. In each test run, a 500-ms-long wideband click train was simulated from each of the possible locations exactly twice, in random order. Subjects were asked to identify the source azimuth corresponding to the simulated source position while facing straight ahead.
In ''training'' experiments ͑experiments T 1 and T 3 ͒, subjects were not provided with any feedback during these test runs. Instead, they were expected to learn about the transformation of localization cues during training runs ͑in-terspersed with the test runs͒ in which synthetic auditory and real visual light sources were simultaneously turned on from one of the 13 possible locations, chosen at random. During these 10-min-long runs, subjects were instructed to turn their heads to face each audiovisual target. Once they faced the target, the light/sound source was turned off and a new random location turned on. In the training experiments, subjects performed two ''normal-cue'' test runs, five ''altered-cue'' test runs, followed by three ''normal-cue'' test runs.
Training was achieved in the ''feedback'' experiments ͑experiments F 3 , F 3mid , F 2 , F 4a , and F 4b ͒ by turning on the light at the ''correct'' location for 500 ms after a response in a test run. In these experiments, each subject performed 2 ''normal-cue'' runs, 30 ''altered-cue'' runs, followed by 8 posttraining runs. In all but one feedback experiment, the posttraining runs all used normal cues. In experiment F 4b , the eight posttraining runs consisted of four runs in which n ϭ0.5 followed by four ''normal-cue'' runs.
The experimental conditions tested are summarized in Table I . In the previous analysis, bias and resolution were estimated at various points during the course of the experiment using a maximum likelihood estimation technique. In general, bias ͑a measure of the average error in response, normalized by the standard deviation in responses͒ grew smaller as subjects were exposed to the remapped cues, consistent with subjects learning the new mapping of physical cue to source location ͑Shinn-Cunningham et al., 1998͒. However, errors remained, even after performance had stabilized. In addition, localization errors were not uniform, but varied with stimulus azimuth. The ability to resolve adjacent response locations showed an abrupt change when the remapping was introduced, as expected: resolution improved for stimuli which were physically more distinct than in the ''normal'' mapping ͑sources in the front region, as seen in Fig. 1͒ and decreased for stimuli which were more similar than normal ͑for nϾ1, this occurs for sources at the edges of the range͒. As subjects adapted to the remapped cues, however, their ability to resolve the same physical stimuli showed an overall decrease, indicating that subjects confused adjacent stimuli more often following training than prior to training. It was shown that the amount by which subject performance changed depended primarily on the strength of the transformation ͓i.e., the value of n in Eq. ͑1͔͒ and the range/number of source positions presented ͑Shinn-Cunningham et al., 1998͒. Conversely, results were largely independent of the complexity of the simulated auditory field. In addition, changes in bias and resolution after exposure to the altered cues were similar for both training and feedback experiments.
The current paper examines in greater detail how subjects' mean responses change over time when trained with supernormal localization cues. One goal of this analysis is to determine why subjects do not adapt completely to the supernormal cue remapping ͑i.e., why systematic biases remain in subject responses, even after subject performance has stabilized͒. In addition, the exact time course of changes in mean response is examined in order to help develop a quantitative model of adaptation ͑Shinn-Cunningham, 1998͒.
I. RESULTS

A. Mean response
Subject responses were averaged for each position within each run by combining results from the eight identical experimental sessions performed by each subject. Since each position was presented twice in each run of each session, the mean response for each position was the average of 16 responses. The resulting mean responses were then analyzed to see how mean response related to the physical cues presented to the subjects. An example of mean response for a typical subject ͑taken from experiment T 1 ͒ is shown in Fig. 2 . In this figure, the mean response is shown as a function of the normal-cue location of the HRTFs ͓f n () in Eq. ͑1͔͒. Starting in Fig. 2͑a͒ and examining the panels in counterclockwise order, the figure shows how mean response changes over the course of the experimental session for the same physical stimuli. In each panel, the correct responses when normal cues (nϭ1) are used are shown by the diagonal solid line. When transformed cues are used, correct responses are shown by the dashed curve ͓given by the inverse of the transformation function shown in Fig. 2͑a͔͒ . Note that in this figure, the HRTF locations presented to the subjects range from Ϫ60 to ϩ60 degrees in panels ͑a͒-͑c͒ and from approximately Ϫ80 to ϩ80 degrees in panels ͑d͒-͑f͒. In the lower panels, the range of HRTF positions is greater than the range of response positions ͑Ϫ60 to ϩ60 degrees͒ because the HRTF locations are transformed by the supernormal-cue transformation; however, the feedback presented to the subjects trains them to interpret these physical cues as arising from positions ranging from Ϫ60 to ϩ60 degrees ͑examine the dashed line in all panels͒.
Two important trends are seen in Fig. 2 that are evident for all subjects in all experiments. First, the training with the transformed cues does affect mean response as expected. For   FIG. 1 . Plot of the family of functions used to transform auditory localization cues. With this transformation, a source from azimuth was synthesized using the HRTF that normally corresponded to the position f n (). TABLE I. Summary of experiments performed. The altered-cue transformation ''strength'' ͓defined in Eq. ͑1͔͒ is given in the second column. The ''Exp type'' describes whether subjects were exposed to training runs or given correct-answer feedback. The number of source positions used in the experiment is given in column 5, and the number of acoustic sources simulated in the experiment ͑target plus additional background sources͒ is given in column 6. 4, 0.5 feedback 13 1 the first two runs, which took place prior to any transformedcue training, mean response is roughly equal to the correct response ͓compare the mean response, filled circles, to the correct response, solid line, for run 2 in of Fig. 2͑a͔͒ . Thus, for these runs, mean response is proportional to the normalcue locations with a slope of one. As subjects are exposed to the transformed cues ͓runs shown in panels ͑d͒-͑f͔͒, the mean responses change such that the error in mean response ͑difference between mean response, filled circles, and the correct response, dashed curve͒ decreases, even though it does not go to zero. When tested and trained with normal cues following exposure to the transformation ͓run 8 in panel ͑c͒ and 10 in panel ͑b͔͒, the mean responses begin to change back towards their original pattern. The second trend seen in the data is that mean response is roughly proportional to the location normally associated with the HRTFs used, even after subjects have been trained using the nonlinear transformation. This result is most obvious when examining Fig. 2͑d͒ -͑f͒. In these runs, correct responses ͑as defined by the training given subjects͒ are nonlinear as a function of the normal-cue source location ͑dashed lines͒; however, the mean response is roughly linear ͑with a y intercept of zero͒ for the transformed-cue test runs, even after 30 min of training with the transformed-cue transformation ͓cf. results from run 7 in Fig. 2͑f͔͒ .
B. Test of best-fit hypotheses
The two trends discussed above are seen in the data from all subjects in all experiments. The second observation, that mean response is always proportional to the normal location of the physical HRTFs used, was explicitly tested for each subject in each experiment. Two hypotheses were used to fit mean response as a function of normal-cue source position. Under both hypotheses, a single parameter summarizes how perceived source position is related to the physical stimuli in a given run.
The first hypothesis, suggested by the data, was that in run r, the mean perceived position p of a source whose ''correct'' location is is given by p͑,r ͒ϭk͑ r ͒ f n ͑ ͒ ͑2͒
for stimulus f n (), where the value of f n () is determined by the altered-cue transformation used in the experiment ͓see Eq. ͑1͔͒. Under this hypothesis, changes in subject performance are characterized by changes in the best-fit slope k(r) with run r. This hypothesis assumes that subjects cannot adapt to the transformation completely; instead, the average perceived position of the source is constrained to be proportional to the normal-cue source position f n (). In other words, rather than adapting fully to the given transformation, the subject adapts to a linear approximation to the transformation. For a naive subject, k(r) should start near 1, indicating that the subject perceives localization cues normally. As the subject adapts, k(r) should decrease, consistent with the subject altering his responses to reduce his mean localization error. However, some error between mean perceived position p(,r) and correct response will remain, since the imposed transformation f n () is nonlinear but subjects can only adapt to a linear transformation. An alternative hypothesis is suggested by Eq. ͑3͒. In this hypothesis, it is assumed that the mean perceived position is given by
where f n Ϫ1 () is the inverse of the function f n () defined in Eq. ͑1͒ and m(r) varies between 1 and n. The value m(r) ϭ1 indicates that subjects perceive source locations in the normal manner. Conversely, the value m(r)ϭn is consistent with subjects adapting completely to the supernormal transformation f n (). Thus, this hypothesis assumes that any nonlinearity in mean response will take the form of the nonlinear transformation used to rearrange the acoustic cues. With this hypothesis, subjects achieve zero mean error for all source positions when mϭn. Partial adaptation occurs when 1ϽmϽn.
For each subject, run, and experiment, the values of k(r) and m(r) that minimized the mean squared error between measured mean response and predicted mean response was calculated. For most stimuli, the predicted mean response was simply the value of p(,r) predicted from Eq. ͑2͒ or ͑3͒. However, since responses were constrained to fall between Ϫ60 to ϩ60 degrees predicted responses were also constrained to fall within the closed interval ͓Ϫ60,60͔ degrees. Any predictions falling outside this range of possible responses were set to equal the nearest extreme value ͓i.e., if the mean response calculated from Eq. ͑2͒ or ͑3͒ was equal to 65 degrees, the prediction used to calculate the meansquare error was 60 degrees͔.
1 The minimum mean square error ͑in degrees͒ for the two curve fits were then compared for each run and subject in each experiment. Table II summarizes the results of these tests. In general, both approaches fit the data reasonably well. The average FIG. 2 . Plot of mean response for one subject in one experiment as a function of the normal spatial position of the auditory localization stimuli used. In panels ͑a͒-͑c͒, localization cues were not transformed and normal spatial positions ranged from Ϫ60 to ϩ60 degrees. In panels ͑d͒-͑f͒, transformed localization cues were presented, so that the normal spatial position of the cues ranged from Ϫ80 to ϩ80 degrees. The order of the runs within the experiment is given by starting in panel ͑a͒ and moving counterclockwise to panel ͑b͒. The solid line shows the correct response for normal-cue runs. The dashed curve shows the correct response for altered-cue runs. In general, mean response was roughly a linear function of the normal spatial position of the stimuli, even in the altered-cue runs ͑runs 3, 4, and 7͒. Subject adaptation is exhibited by changes in the slope of the line relating mean response to normal spatial position over time.
mean square error in the predictions was 1.3 degrees using the linear curve fit and 1.7 degrees using the nonlinear curve fit. More importantly, however, in almost all of the conditions, the linear curve fit yielded a smaller mean square error than the nonlinear curve fit. Table II shows that the linear curve fit yielded a smaller mean square error than did the nonlinear curve fit in 695 of 880, or 79% of the cases. Both hypotheses will fit normal, unadapted responses equally well ͓i.e., k(r)ϭm(r)ϭ1 yield identical predictions͔. Thus, for runs in which the mean response is near the ''normal'' response ͑i.e., prior to exposure to the supernormal cues, and as subjects readapt to normal cues at the end of the experiment͒, there should be no clear advantage to using the linear FIG. 3 . Plot of best-fit slope k(r) for each subject in experiments with active sensorimotor training. Best-fit slope for the transformation used in each experiment is shown by the horizontal dashed line in each panel. Normal-cue runs are plotted against a white background; altered-cue runs are plotted against a gray background.
FIG. 4. Plot of best-fit slope k(r) for each subject in experiments with correct-answer feedback. Best-fit slope for the transformation used in each experiment is shown by the horizontal dashed line in each panel. Normal-cue runs are plotted against a white background; altered-cue runs are plotted against a gray background. In panel ͑d͒, results are shown for both experiment F 4a ͑solid symbols͒ and experiment F 4b ͑open symbols͒, which were identical up through run 32. In experiment F 4b , an inverse transformation was used in runs 33-36. Comparison of linear and nonlinear curve fitting of mean response. Column 1 gives the experiment number, columns 2 and 3 show the mean square error ͑in degrees͒ for linear and nonlinear curve fits, respectively. Column 4 shows the number of cases for which the linear curve fit yielded a better fit than did the nonlinear curve fit. Column 5 shows the total number of cases in each experiment. curve fit compared to the nonlinear curve fit; thus, the superiority of the linear curve fit over the nonlinear curve fit is even more compelling. Although it is possible that other nonlinear curve fits might yield even better fits than those found with the linear curve fit described in Eq. ͑2͒, it is unlikely that any other single-parameter curve fit would provide more insight into the pattern of subject responses. If there were any nonlinear trends in the mean response, they should arise from the nonlinear cue transformation employed in the experiment, a hypothesis tested explicitly in the comparison summarized in Table II .
C. Best-fit slope k"r…
These results demonstrate that the mean response for each subject at each point in time can be summarized by the best-fit slope k(r) defined in Eq. ͑2͒. The fact that mean response is roughly proportional to the normal-cue position of the acoustic stimulus implies that subjects cannot completely adapt to a nonlinear cue transformation. Instead, subjects adapt to a linear approximation of the nonlinear transformation employed. Thus, for the type and length of training used in these experiments, some error will remain in their mean responses. Let k opt denote the slope which will minimize the mean squared error in mean response for a given experiment. Given that mean perceived position is constrained by Eq. ͑2͒, this slope describes the most complete adaptation achievable for a given experiment. Thus, if subjects adapt as completely as possible, k(r) should approach k opt asymptotically over the course of the exposure period in the experiment. The value of k opt will depend not only on the strength of the transformation employed, but also on the source positions used in the experiment. Figure 3 plots k(r) as a function of run r for each of the experiments in which active sensorimotor training runs were used in between test runs, while Fig. 4 plots k(r) for the experiments in which correct-answer feedback was employed during each test run. In both figures, each panel shows the best-fit values of k(r) for each subject with a solid line. The dashed horizontal line in each panel shows the best-fit slope k opt for that experiment. Runs in which the altered cues were used are shown with a gray background, while normal-cue runs are shown against a white background.
The plots in Figs. 3 and 4 show that the parameter k(r) changes with run number, consistent with subjects adapting to the supernormal cues over time. In all of the experiments, independent of the experimental conditions, the value of k(r) approaches a value which is roughly equal to k opt , the optimal slope for the given experiment. The change in k(r) is quite rapid; most subjects have slopes near their final asymptotic value by the fifth run with altered cues. When subjects are tested with normal cues following the supernormal-cue exposure period, the value of k(r) increases towards the ''normal-cue'' optimal value of 1.
While there is substantial intersubject variability in the absolute values of k(r), all subjects showed a rapid change in k(r) over the course of the experiment. In general, the asymptotic value of k(r) is close to the best-fit slope of k opt . In experiments T 1 , T 3 , and F 3 , the same transformation (n ϭ3) and range of positions ͑from Ϫ60 to ϩ60 degrees͒ were presented, so that k opt is equal to 0.6161 in all of these experiments. Looking at the results across all subjects in these three experiments, the final value of k(r) tends to be equal to or greater than the optimal value of k opt . However, there are subjects for whom the best-fit slope k(r) was actually less than k opt as well. Given the intersubject variability, the value k opt is a good predictor for the asymptotic values of slope k(r). In experiment F 3mid , k opt is equal to 0.4565 ͑n ϭ3, but only the middle seven response positions, from Ϫ30 to ϩ30 degrees were presented͒, while in experiment F 2 , k opt is equal to 0.7142 ͑nϭ2, all 13 source positions used͒. In these experiments, the majority of the subjects adapt to values of k(r) extremely close to k opt . Finally, in experiments F 4a and F 4b , in which the transformation was strongest (n ϭ4) and all 13 source locations were presented, on average, the asymptotic values of k(r) tend to be smaller than the calculated value of k opt ϭ0.5646.
In experiment F 4b , subjects were presented with a transformation of strength 0.5 for four runs ͑runs 33-36͒, then normal cues for the final four runs ͑runs 37-40͒. In order to examine the effect of this exposure period, slope estimates from runs 33-40 from experiment F 4a ͑which was identical to experiment F 4b except that normal cues were presented for runs 33-40͒ were compared with slope estimates for experiment F 4b . As can be seen in Fig. 4͑d͒ , results from the three subjects in experiment F 4b ͑small diamond symbols͒ were indistinguishable from results from the three subjects in experiment F 4a ͑small circle symbols͒, despite the training with the inverse transformation.
II. FITTING k"r…
The graphs shown in Figs. 3 and 4 imply that changes in mean localization performance can be summarized by k(r), which appears to change exponentially towards an asymptotic value. In order to better quantify these results, the values of k(r) found for each subject were analyzed to determine more precisely how performance changed with time.
A. Initial, unadapted slope
The first quantity to be examined was the starting value of k(r). Although some subjects may show a change in k(r) between the first two runs in the experiment ͑both of which use ''normal'' localization cues͒, these changes are relatively small compared to the changes which occur as subjects adapt to the intentionally altered cues. Also, while many subjects in experiments T 1 and T 3 show a tendency for k(2) to decrease from the initial value of k(1), subjects in the subsequent experiments were equally likely to show an increase or a decrease in slope between runs 1 and 2. For this reason, estimates of the initial slope prior to training with the supernormal cues were found by averaging the values of k(1) and k(2) for each subject. Figure 5 plots estimates of S, the initial slope prior to exposure to altered cues, for each subject in each experiment. In order to be consistent with later plots, the data are plotted in a bar graph in which subjects from each experiment are grouped together, and the experiments are ordered on the basis of k opt , the best-fit slope for the transformation of cues used in that experiment.
The plot in Fig. 5 shows little systematic dependence of the initial slope on either experiment or on the transformation strength used in the experiment. This was explicitly tested with a one-way ANOVA, in which S showed no statistical dependence on experiment ͓F(6,1)ϭ2.86, pϾ0.005͔. Although there is no statistical dependence of S on experiment, there is obvious subject variability in the estimates of initial slope. Subjects in experiments F 3mid , F 4a , and F 4b tended to have a smaller initial slope than did subjects in other experiments; however, the initial slope values shown by the subjects in these two experiments is within the range of values shown by subjects in other experiments ͑e.g., note values in experiment T 3 or F 2 ͒. On average, across all experiments, the initial slope is 0.94, close to the expected slope of unity for subjects hearing normal cues, prior to exposure to altered cues.
B. Adaptation asymptote
For each subject in each experiment, the asymptote of k(r) during the altered cue exposure was estimated from the values of k(r) plotted in Figs. 3 and 4. For the training experiments ͑shown in Fig. 3͒ , the asymptote was estimated as the value of k (7), the value from the final, altered-cue run in the experiments. For the feedback experiments ͑shown in Fig. 4͒ , the asymptote was estimated by averaging the values of k(30), k(31), and k(32), the slopes from the last three runs using the altered cues. Figure 6 shows estimates of the asymptotes ͑denoted by A͒ for each subject in each experiment. In the graph, the data are grouped according to the value of k opt , the best-fit slope fitting the transformation used in that experiment. In each group, k opt is shown by a dashed horizontal line. A one-way ANOVA showed that A has a clear statistical dependence on the experiment ͓F(6,1)ϭ6.46, pϽ0.005͔.
In order to examine the extent to which the dependence of the asymptote A on experiment can be accounted for by differences in the best-fit slope k opt , the estimates of asymptote were normalized by the best-fit slope and replotted in Fig. 7 . Plotted in this way, the best-fit slope has a value of 1.0 for all experiments ͑shown by the dashed horizontal line͒. When normalized by the best-fit slope in the experiment, there is little clear systematic variation in the values of asymptote with experiments. Although the normalized asymptotes in experiments F 3mid , F 4a , and F 4b all have values less than 1.0, there are many subjects in the other four experiments for whom the normalized asymptotes is less than 1.0 as well. It is also interesting to note that S, the initial slope value, tends to be less in these three experiments than in the other four experiments ͑see Fig. 5͒ . This difference may occur because the subjects in these experiments all tend to interpret the ''normal'' HRTFs ͓taken from subject SDO, Wightman and Kistler ͑1989͔͒ as closer to straight ahead than the nominal position of the HRTF. In other words, normal intersubject variability in HRTFs may be responsible for the tendency of subjects in some experiments to have smaller-than-expected slopes. A second possibility is that this tendency is the result of training with supernormal cues. The three experiments in question ͑in experiments F 3mid , F 4a , and F 4b ͒ used supernormal transformations with the smallest values of k opt and the greatest change in perception from normal. Thus, any supernormal training effects would be greatest in these experiments. Training effects can only explain the tendency for the initial slope S to be less than one if it is assumed that training carries over from session to session, a hypothesis that was not evident when examining the results across sessions. In any case, a one-way ANOVA failed to find any statistically significant differences between the values of normalized asymptote in the different experiments ͓F(6,1)ϭ2.28, pϾ0.005͔, further implying that intersubject variability is the likely explanation for the smallerthan-average slope values in experiments F 3mid , F 4a , and F 4b . Thus, intersubject variability is the most parsimonious explanation for the tendency for both initial slope and normalized asymptote to be smaller in experiments F 3mid , F 4a , and F 4b than in other experiments. Since there is no statistically significant dependence of normalized asymptote on experiment, the statistical variability in absolute asymptote A can be accounted for ͑at least in part͒ by differences in the best-fit slope k opt .
From examining Fig. 7 , it is also clear that the best-fit slope in each experiment is a relatively good predictor for the asymptote. The value of the normalized asymptote is close to 1.0 for most experiments. The normalized asymptote averaged across all subjects in all seven experiments equals 0.99, further showing that the best-fit slope in each experiment is, on average, equal to the asymptotic value of k(r).
C. Rate of adaptation
The rate at which adaptation occurs is quite rapid, as evidenced by the data shown in Figs. 3 and 4 . This observation was further refined by assuming that the curves plotted in Fig. 4 changed exponentially ͑as a function of run͒ from their initial values S ͑found in Sec. II A͒ towards their asymptotic values A ͑found in Sec. II B͒ and estimating the decay value of the exponential. For each experiment, k(r) was thus assumed to vary as
where A is the asymptote, S is the initial slope, r is the run number, and b is the rate of adaptation ͑in units of run
Ϫ1
͒. With this equation, the slope in the second run equals the initial value of S. As r increases, k(r) approaches A asymptotically.
Estimates of the adaptation rate b were found for each subject in each experiment by finding the value of b which minimized the mean-square error between the estimate ͓given by Eq. ͑4͔͒ and the actual values of k(r) which are plotted in Fig. 4. 2 These estimates are shown in Fig. 8 for the feedback experiments.
It is clear from Fig. 8 . In other words, on average, by the sixth alteredcue test run (rϭ8), the slope has changed by 99% of the total change expected after infinite training ͓from Eq. ͑4͔͒. 
D. Final slope
The final values of k(r) were compared across all experiments to determine whether subject performance returned to normal by the end of the experiment ͑after retraining with normal cues͒. The final slope R was estimated as the value of k(10) for the training experiments and k(40) for the feedback experiments. These values are plotted in Fig. 9 .
In general, values of the final slope are slightly less than one. In fact, the average value of R across all experiments equals 0.82, which is less than 0.94, the average value of starting slope S. This is shown explicitly in Fig. 10 , which plots the difference between initial and final slope estimates for each subject. This difference is generally positive, indicating that subjects have not returned to normal performance after retraining with normal cues. Of most interest, there is no difference between the results of experiments F 4a and F 4b , despite the fact that subjects in experiment F 4b were trained with an inverse transformation for four runs prior to returning to normal cues. One-way ANOVAs showed that neither final slope R ͓F(6,1)ϭ0.4211, pϾ0.005͔ nor the difference between initial and final slopes (S-R) ͓F(6,1)ϭ0.711, p Ͼ0.005͔ were statistically dependent on experiment. However, initial slope was statistically greater than final slope according to a paired t test ͓t(56)ϭ3.756, pϽ0.005͔.
It is likely that with sufficient time, subjects would readapt back to their original state, and the values of R would approach the starting slope values of S. However, the rate of such a change must be very slow relative to the rate of adaptation to supernormal cues. After eight runs of altered cues, most subjects had neared their asymptotic levels of performance; when returning to normal cues, performance was significantly different from performance prior to exposure to the altered cues. While this difference is statistically significant, the practical impact of this difference is relatively small. For instance, by the end of the readaptation period, the average difference in the mean response for a source at 10 degrees azimuth is only 1.2 degrees, a change within the average standard deviation in response for a source at that location.
E. Rate of readaptation
Readaptation to normal cues takes place during runs 33-40 for the feedback experiments. Since the exposure to the inverse transformation in experiment F 4b had no discernible effect on the slope estimates shown in Fig. 4 , all five of these experiments were treated identically in trying to quantify how performance changed back towards normal at the end of the experiment.
As with the adaptation period ͑runs 3-32͒, the slope k during the readaptation period was fit by an exponential curve given by
where r is the run number. The final slope R was determined as described in Sec. II D, while the initial value ͑in run 32͒ was determined by the processing described in Sec. II B.
Estimates of the rate c were found using the same algorithm described in Sec. II C.
Estimates of c are shown in Fig. 11 . There is even more intersubject variability evident in these estimates than was seen in the estimates of b ͑see Fig. 8͒ . In part, this is due to the fact that the estimates of c depend directly on the estimates of R. Estimates of R depend on only one value of k(r) and are therefore noisier than are estimates of A, which were derived by averaging three values of k(r). In addition, performance had clearly stabilized for all subjects by run 32 during the adaptation period, so that estimates of A will be relatively good predictors of the actual final asymptote. It is less evident that performance during the readaptation period had stabilized by the 40th run. If the actual rate of readaptation is relatively slow ͑and performance had not stabilized by the end of the experiment͒, then estimates of R will be less than the final asymptote, and estimates of rate will be larger than their actual values. In a number of cases, estimates of R are less than many other values of k in runs 33-39. When this occurs, estimates of c will be extremely large. However, on the whole the estimates of c shown in Fig. 11 are roughly equivalent to the estimates of b shown in Fig. 8 . The average value of b, the rate of adaptation, equaled 0.84 run
Ϫ1
, while the average value of c, the rate of readaptation, equaled 0.94 run
. A paired t test found no statistical difference between b and c ͓t(28)ϭ0.44, pϾ0.005͔. In addition, ANOVA analysis showed that there was no statistical dependence of c on experiment ͓F(4,1)ϭ0.08, pϾ0.005͔.
F. Predictions of k"r…
While there is large intersubject variability in all of the parameters determined in the previous sections, the average values of adaptation rate, starting and ending slope, and normalized asymptote appear to summarize results of all experiments.
Equations ͑4͒ and ͑5͒ were used to predict k(r) for the feedback experiments by setting Sϭ1.0, the optimal initial slope; Aϭk opt , the optimal slope during the adaptation period; Rϭ0.82, the average final slope across the five experiments; and b and c set equal to 0.84 ͑the average value of b across the five experiments͒. As such, the predictions should show how a typical, idealized subject adapts over time. Figure 12 plots the predictions of k(r) for each experiment ͑solid lines and filled circles͒. Individual subject data from each experiment ͑repeated from Fig. 4͒ is shown in the same figure ͑dashed lines͒ for direct comparison.
On average, the predicted curves are quite close to the average results for each experiment. While the predictions cannot capture the large intersubject variability in the data, the fit is quite reasonable. The predictions lie above the actual subject data for experiments F 4a and F 4b ; however, for all other experiments, the predictions fall well within the range of results seen across subjects in the experiments. With only two free parameters ͑R, the final slope asymptote, and b, the rate of adaptation and readaptation͒, results from 31 subjects are well summarized.
III. DISCUSSION
Subjects adapt to changes in auditory localization cues; however, there are limits to the adaptation they exhibit. In the current experiments, auditory cues were transformed using a nonlinear transformation; however, subjects adapted to a linear approximation of the transformation. The final slope relating mean response to normal-cue position is roughly equal to the slope of the line which best approximates the transformation employed. This result implies that there may be limits on the plasticity of human subjects in interpreting auditory localization cues. In particular, subjects may be able to accommodate only linear transformations of cues, rather than being able to adapt to arbitrarily complex remappings.
An alternative explanation is that the nonlinearities in the remappings used in the current experiments are not sufficient to cause subjects to adapt to the exact shape of the transformation. Under this hypothesis, subjects may be capable of adapting to nonlinear cue transformations, but only if the nonlinearities in the cue remapping are extreme. If adapting to a simple approximation of the remapping removes most of the error in subject responses, then there may not be sufficient impetus for subjects to adapt to the more complex remapping.
If subjects cannot adapt to nonlinear transformations at all, there are fundamental implications about the way in which subjects interpret auditory localization cues. In addition, similar fundamental limitations may affect sensorimotor rearrangement in other sensory modalities ͓e.g., possible constraints on visual-motor rearrangement are discussed in Bedford ͑1989, 1993͒; recent experiments by Schloerb ͑1997͒ have shown that adaptation to interpupillary distance are consistent with this type of constraint as well͔. It is interesting to note that subjects, on average, adapted to the best-fit linear approximation of the nonlinear cue transformations used in the current experiments ͑although some systematic errors in localization judgments, due to the nonlinearity of the employed transformations, remained͒. In most previous studies of auditory adaptation, subjects appeared to adapt only partially to sensory rearrangements ͑e.g., see Freedman and Gardos, 1965; Stampfer, 1964a, 1964b; Freedman and Zacks, 1964; Held, 1955; Kalil and Freedman, 1967; Lackner, 1974; Mikaelian, 1974; Mikaelian and Russotti, 1972͒ . This apparent failure to adapt completely may be the result of an inability to adapt perfectly to the type of transformation employed.
In any case, for the current experiments, the single value of the slope k(r) ͑relating physical cue to mean response͒ summarizes the adaptive state of the subject during run r. Subject adaptation is exhibited by exponential changes in slope k(r) from a ''normal'' value of 1.0 at the beginning of the experiment towards an asymptotic value roughly equal to the best-fit slope ͑assuming that mean response was constrained to be proportional to the normal location of the physical stimuli͒. At the end of the experiment, the slope changes back towards the nominal value of 1.0, but appears to asymptote to a level less than the normal value ͑or perhaps to change extremely slowly back toward the value of 1.0͒.
While there is large intersubject variability, a simple exponential model of the changes in k(r) with run r was able to fit the data across all the experiments relatively well. In this model, subjects begin with kϭ1. As training proceeds, k changes exponentially towards the best-fit slope for the transformation used in the experiment with an estimated rate of 0.84 run
Ϫ1
. At the end of the experiment, k changes exponentially toward an asymptotic value near 0.82 at roughly the same rate of 0.84 run Ϫ1 . 3 Two free parameters, the rate of adaptation ͑assumed equal to the rate of readaptation͒ and the final asymptote were used to fit data for five separate experiments.
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This work was mainly supported by AFOSR Grant Nos. 90-200, 93NL387, and 96NL145. Supplementary support was received from Navy Grant No. N61339-93-C-0047. Portions of this work were presented at the 127th ͑June, 1994͒ meeting of the Acoustical Society of America. This approach to dealing with the edges of the response range is not perfect. In particular, subjects will only have a mean response equal to the most extreme response if they always respond with that extreme value. In practice, subjects always show some variability in their responses, so that the mean response for all sources ͑even those whose actual mean perceived position is outside the range of responses͒ will never equal either of the most extreme response values. By setting the predictions exactly equal to the extreme response values, there will be a tendency for the least-square error fits to underestimate slope k(r) and overestimate transformation strength m(r). However, this method of processing the data is the most tractable, consistent method for estimating all response values.
2
Rates were not found for subjects in experiments T 1 and T 3 . In these experiments, rate will not be directly comparable to the rates for the remaining experiments due to differences in the experimental methods. In experiments T 1 and T 3 , active sensorimotor training occurs between runs, while in experiments F 3 , F 3mid , F 2 , F 4a , and F 4b training ͑via correct answer feedback͒ occurs during each run. Thus, both the absolute time between runs and the amount of training occurring from run to run are not equivalent in the training experiments and the feedback experiments.
