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An efficient scheme is presented to compute the transverse magnetic susceptibility within time-dependent
density functional theory from which magnon dispersions can be extracted. The scheme makes use of maximally
localized Wannier functions in order to interpolate the band structure onto a fine k mesh in order to converge
sums on the first Brillouin zone. The gap error in the magnon dispersion at , numerically violating Goldstone’s
theorem, is analyzed and a correction scheme is devised that can be generalized to systems where Goldstone’s
theorem does not apply. The method is applied to the computation of the magnon dispersion of bulk bcc iron and
fcc nickel.
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I. INTRODUCTION
The various susceptibility functions of electrons in ma-
terials contain all the necessary information to study their
collective excitations, such as plasmons or magnons. State
of the art calculations of these susceptibilities (or linear
response) functions typically employ one of two different
approaches, either many-body perturbation theory (MBPT) or
time-dependent density functional theory (TDDFT).1 While
both methods are formally exact in principle, practical im-
plementations are necessarily approximative, and suffer from
different types of computational bottlenecks.
The great practical advantage of TDDFT over MBPT is that,
given that all physical quantities are expressed in terms of the
electronic density, one manipulates two-point functions [i.e.,
functions of two space variables, χ (r,r′)] instead of four-point
ones, leading to significant savings in numerical computations
and storage. The downside of TDDFT, however, is that all
of the subtle physics of the electron liquid is hidden away in
an exchange-correlation functional, the quality of the results
ultimately being only as good as the approximation of the
latter.
Obtaining linear response functions from ab initio calcula-
tions within TDDFT still involves large computational costs.
In this work, a method is presented to circumvent two of the
prominent bottlenecks present in such calculations, namely,
the fact that typically a fine Brillouin zone sampling and a
large basis set are necessary in order to achieve convergence.
The method relies on an interpolation of all the necessary
components to a fine reciprocal space k mesh, allowing
the computation of finely resolved response functions from
ab initio calculations performed on a coarse k mesh.
The method is applied to the computation of magnon disper-
sions in ferromagnets. Although this is a problem of current
interest, there are relatively few fully ab initio calculations
available in the literature given the large computational cost.2–7
The paper is organized as follows. In Sec. II, basic results
from linear response theory are summarized, which also serves
the purpose of fixing the notation used in the rest of the paper. In
Sec. III, the Wannier-based interpolation scheme is presented,
along with various details regarding the implementation of the
method. In Sec. IV, the concept of gap error is introduced
and a correction scheme is presented. In Sec. V, the method
is applied to the computation of the magnon spectra of bcc
iron and fcc nickel and finally conclusions and an outlook are
presented in Sec. VI.
II. LINEAR RESPONSE FORMALISM
In the presence of a magnetic field, neglecting current
contributions, the electronic Hamiltonian can be expressed as
ˆH = ˆVee +
∑
σ,σ ′
∫
dr ˆψ†σ (r)
[
− h¯
2
2m
∇2δσσ ′ +V extσσ ′(r,t)
]
ˆψσ ′(r),
(1)
where ˆψσ (r) is the field operator that annihilates electrons
of spin σ , ˆVee accounts for many-body electron-electron
interactions and the external potential matrix can be expressed
as
Vext =
(
−eφ + μBBz μB(Bx − iBy)
μB(Bx + iBy) −eφ − μBBz
)
(2)
with −e the electronic charge, φ the scalar potential and B =
(Bx,By,Bz) the magnetic field (the gyromagnetic ratio is set
to 2 and μB is the Bohr magneton). Thus defining the density
operator as
ρˆσσ ′(r) = ˆψ†σ (r) ˆψσ ′(r), (3)
the coupling of the electrons to the external fields can be
expressed as
ˆHext =
∑
σ,σ ′
∫
drρˆσσ ′ (r)V extσσ ′(r,t). (4)
Consequently, the most general linear relationship between
small applied fields and deviation of the density from its
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ground-state value takes the form
δρσ1σ2 (r,t) =
∫ t
−∞
dt ′
∫
dr′
∑
σ3,σ4
×χσ1σ2,σ3σ4 (r,r′,t − t ′)δV extσ3σ4 (r′,t ′), (5)
and a simple application of the Kubo formula8 yields the
retarded response function
χσ1σ2,σ3σ4 (r,r′,t − t ′)
= − i
h¯
θ (t − t ′)〈[ρˆσ1σ2 (r,t),ρˆσ3σ4 (r′,t ′)]〉0, (6)
where θ is the Heaviside step function and brackets have been
used to represent the commutator of the two density operators.
A. Transverse spin response
In a ferromagnet, which has a spin-polarized ground
state (taken to have a magnetization in the zˆ direction), the
application of a small magnetic field transverse to the ground
state magnetization yields a transverse magnetization of the
form
δm+(r,t) =
∫
dt ′
∫
dr′χ+−(r,r′,t − t ′)μBδB+(r′,t ′), (7)
with the definitions
mˆα(r) =
∑
σ,σ ′
σασσ ′ ρˆσσ ′(r), (8)
mˆ±(r) = mˆx(r) ± imˆy(r), (9)
δB±(r) = δBx(r) ± iδBy(r), (10)
and {σ } the set of Pauli matrices. Clearly, in the presence of
a small transverse perturbation, the coupling with the external
field can be expressed as
ˆHext = μB
∫
dr[mˆx(r)δBx(r,t) + mˆy(r)δBy(r,t)] (11)
= μB
2
∫
dr[mˆ+(r)δB−(r,t) + mˆ−(r)δB+(r,t)], (12)
and
χ+−(r,r′,t − t ′)=− i2h¯ θ (t−t
′)〈[mˆ+(r,t),mˆ−(r′,t ′)]〉0. (13)
It is clear that
mˆ+(r) = 2ρˆ↑↓(r) (14)
and
mˆ−(r) = 2ρˆ↓↑(r), (15)
such that the transverse magnetic response function, χ+−, can
be expressed as
χ+−(r,r′,t) = 2χ↑↓,↓↑(r,r′,t). (16)
This quantity can be Fourier transformed with respect to both
space and time,
χ+−(q,ω)GG′ =
∫
dtei(ω+iη)t
1

∫
dr
∫
dr′
× e−i(q+G)·rχ+−(r,r′,t)ei(q+G′)·r′ , (17)
where G,G′ are reciprocal lattice vectors and q is typically a
wave vector within the first Brillouin zone, but it can be shown
that for K = G + q,
χ+−(K,ω)00 = χ+−(q,ω)GG. (18)
1. Magnon condition
The relationship of Eq. (7) can be expressed as
δm+(r,ω) =
∫
dr′χ+−(r,r′,ω)μBδB+(r′,ω) (19)
or, equivalently, as
μBδB+(r,ω) =
∫
dr′χ−1+−(r,r′,ω)δm+(r′,ω). (20)
A perfectly undamped magnon corresponds to a finite response
to a vanishing field, i.e., a divergent susceptibility. This can be
expressed as∫
dr′χ−1+−(r,r′,ωq)δm+(r′,ωq) = 0, δm+(r,ωq) 	= 0. (21)
Physically observable magnons are typically damped, how-
ever, and are observed as peaked structures in scattering
experiments. The relevant part of the neutron scattering cross-
section is approximately9
dσ
ddω
∝ Im[χ+−(kf − ki,ω)00], (22)
where ki and kf are the incoming and outgoing wave vectors
of the scattered neutrons. Thus magnon energies h¯ωq are
identified as peaks in Im[χ+−(q,ω)00] or, equivalently, as peaks
in Im[χ↑↓,↓↑(q,ω)00].
B. Kohn-Sham response
Within density functional theory (DFT), the system is
described in terms of an effective one-body Hamiltonian of
the form
ˆHKS =
∑
σ,σ ′
∫
dr ˆψ†σ (r)
[
− h¯
2
2m
∇2δσσ ′ + V KSσσ ′(r)
]
ˆψσ ′(r),
(23)
where
VKS(r) = Vext(r) + VH(r) + Vxc(r), (24)
namely, the Kohn-Sham potential is given as the sum of the
external, Hartree, and exchange-correlation potentials. The
Kohn-Sham Hamiltonian can be diagonalized in terms of
spinor wave functions
ψnk(r) =
[
ψ
↑
nk(r)
ψ
↓
nk(r)
]
, (25)
which satisfy the effective Pauli equation∑
σ ′
[
− h¯
2
2m
∇2δσσ ′ + V KSσσ ′(r)
]
ψσ
′
nk(r) = nkψσnk(r). (26)
By expressing the field operator as
ˆψσ (r) =
∑
nk
cˆnkψ
σ
nk(r), (27)
054305-2
EFFICIENT COMPUTATION OF MAGNON DISPERSIONS . . . PHYSICAL REVIEW B 85, 054305 (2012)
the Hamiltonian becomes
ˆHKS =
∑
nk
nkcˆ
†
nkcˆnk. (28)
It is straightforward to show that the Kohn-Sham response
functions are given by
χKSσ1σ2,σ3σ4 (r,r′,ω) =
1BZ∑
q
1BZ∑
k
∑
n1,n2
f
(
ξn1k
)− f (ξn2k+q)
h¯ω + ξn1k − ξn2k+q + iη
×ψσ1,∗n1k (r)ψσ2n2k+q(r)ψ
σ3,∗
n2k+q(r′)ψ
σ4
n1k(r′),
(29)
which is a trivial generalization of the results first obtained by
Adler and Wiser.10,11 In the above, k and q are constrained to
the first Brillouin zone (1BZ),n1 andn2 are band indices, ξnk =
nk − μ with μ the Fermi energy, f (ξ ) is a Fermi occupation
factor and η → 0+.
C. Interacting response
Under the influence of a small time-dependent perturbation,
the change in the density is given by
δρσ1σ2 (r,t) =
∫ t
−∞
dt ′
∫
dr′
∑
σ3,σ4
χKSσ1σ2,σ3σ4 (r,r′,t − t ′)
× δV KSσ3σ4 (r′,t ′). (30)
The self-consistent change in the Kohn-Sham potential can be
described as
δVKS(r,t) = δVext(r,t) + δVinduced(r,t), (31)
where the second term on the right-hand side accounts for the
fact that the system rearranges itself under the influence of the
external field. This, in turn, can be related to the change in
the density,
δV inducedσ1σ2 (r,t) =
∫ t
−∞
dt ′
∫
dr′
∑
σ3,σ4
f Hxcσ1σ2,σ3σ4 (r,r′,t − t ′)
× δρσ3σ4 (r′,t ′). (32)
In the above,
fHxc ≡ fH + fxc, (33)
where the Hartree part of the kernel is simply given by
f Hσ1σ2,σ3σ4 (r,r′,t − t ′) = δ(t − t ′)
e2
|r − r′|δσ1σ2δσ3σ4 . (34)
Once an approximation is obtained for the kernel fxc, inversion
of Eqs. (5) and (30) yields an approximation to the full
interacting response functions.
Of course, obtaining such an approximation is the nontrivial
aspect of the formalism. In time-dependent density functional
theory (TDDFT), one defines an action functional A such that
the self-consistent Kohn-Sham potential is given by12
V KSσ1σ2 (r,t) =
δA[ρ]
δρσ1σ2 (r,t)
. (35)
The exchange-correlation kernel is then given by the functional
derivative of the Kohn-Sham potential with respect to the
density. The derivatives must actually be performed with
respect to pseudotime, with the action functional defined as
an integral on a Keldysh contour, to ensure that the kernel is a
causal function of time.13
In a system where spin is still a good quantum number, such
as a paramagnet or a ferromagnet, it is clear from Eq. (29) that
χKSσ1σ2,σ3σ4 (r,r′,ω) ∝ δσ1σ4δσ2σ3 . (36)
It is convenient to combine spin indices according to
1 → ↑↑, 2 → ↓↓, 3 → ↑↓, 4 → ↓↑, (37)
such that, in this basis, the Kohn-Sham response function can
be expressed as
χKS =
⎡
⎢⎢⎢⎣
χKS11 0 0 0
0 χKS22 0 0
0 0 0 χKS34
0 0 χKS43 0
⎤
⎥⎥⎥⎦ , (38)
where space and time indices have been suppressed for clarity.
Similarly, for a system with a collinear spin ground state,14
fHxc =
⎡
⎢⎢⎣
vc + f xc11 vc + f xc12 0 0
vc + f xc21 vc + f xc22 0 0
0 0 0 f xc34
0 0 f xc43 0
⎤
⎥⎥⎦ , (39)
where vc is the Coulomb interaction. These last two expres-
sions make it explicitly clear that the spin-diagonal (i.e., ↑↑
and ↓↓) and spin-non-diagonal (i.e., ↑↓ and ↓↑) responses
completely decouple. In matrix notation, the Kohn-Sham and
exact response functions are related by
χKS = (1 − χKS · fHxc) · χ , (40)
and χ+−(r,r′,ω) can formally be obtained from
χ = (1 − χKS · fHxc)−1 · χKS. (41)
III. IMPLEMENTATION
The Kohn-Sham response function can be expressed as
χKS(r,r′,ω) = 1

1BZ∑
q
eiq·(r−r
′)χKSq (r,r′,ω) (42)
with
χKSq (r,r′,ω) =
1

1BZ∑
k
∑
n1,n2
f
(
ξn1k
)− f (ξn2k+q)
h¯ω + ξn1k − ξn2k+q + iη
× [e−iq·rψ↑,∗n1k(r)ψ↓n2k+q(r)]
× [e−iq·r′ψ↑,∗n1k(r′)ψ↓n2k+q(r′)]∗. (43)
Here and henceforth, the spin indices will be suppressed
and the combination of interest will be σ1σ2,σ3σ4 = ↑↓,↓↑.
Clearly, χKSq is lattice periodic with respect to both of its real
space arguments, and using the same form found in Eq. (42)
for χ and fxc, Eq. (40) can be projected on a given q point as
χKSq (r,r′,ω) = χq(r,r′,ω) −
1

∫
dr1
1

∫
dr2
×χKSq (r,r1,ω)f xcq (r1,r2,ω)χq(r2,r′,ω). (44)
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Although straightforward in principle, obtaining the inter-
acting response function through the computation of the Kohn-
Sham response function as shown in Eq. (29), followed by the
inversion of Eq. (44), is plagued by various computational
bottlenecks. Indeed, the sum on excited states (i.e., empty
bands) in Eq. (29) tends to converge slowly, requiring the
calculation of many excited states. Also, it is common to not
compute the functions in terms of r and r′ directly, but to use
periodic basis functions, often chosen to be plane waves of
the form eiG·r for G a reciprocal lattice vector. If crystal local
field effects are important, the computation of many matrix
elements χKSq (ω)GG′ may be required to properly describe
the matrix equation of Eq. (44). Finally, depending on the
required frequency resolution, a fine k mesh may be required
to converge the sum on the 1BZ.
The first two of these bottlenecks have well-known solu-
tions. In the context of density functional perturbation theory,
the expansion of the perturbed wave functions in terms of the
unperturbed ones, which leads to the slowly convergent sum
on unoccupied bands, can be avoided by solving the so-called
Sternheimer equation directly. Furthermore, the computation
of the Kohn-Sham response function followed by matrix
inversion to obtain the interacting response function can be
avoided by computing the self-consistent change of the density
in response to an external perturbation, leading directly to
the interacting response function (this approach is thoroughly
reviewed in the context of phonon computations).15 Although
this method was initially developed for static response, it has
been generalized to treat dynamic response as well.3,16
The third bottleneck has received less attention. The
denominator entering the Kohn-Sham equation in Eq. (29)
can be expressed in two parts; for x = h¯ω + ξn1k − ξn2k+q,
1
x + iη = P
[
1
x
]
− iπδ(x), (45)
where P stands for “principal part.” Correspondingly, the
Kohn-Sham response function can be split into two parts,
χKSq = RχKSq + iIχKSq , (46)
which correspond, respectively, to summing only on the first
or the second term on the right-hand side of Eq. (45) (note
that, since the wave-function contributions will be complex
in general, R and I do not necessarily imply “real part” and
“imaginary part”). In practice, one can compute both RχKSq
and IχKSq directly, or compute directly only IχKSq and obtain
RχKSq by applying the Kramers-Kronig relations.17
It is impossible numerically to sum δ distributions directly;
a smearing scheme can be applied by which the δ distribution is
replaced by a function with a finite width, such as, for example,
a Gaussian
δ(x) → 1√
πη2
exp
[
−x
2
η2
]
. (47)
In this case, the corresponding analytical function is given by
the complex error (or Faddeeva) function,
P
[
1
x
]
− iπδ(x) → − i
√
π
η
W
(
x
η
)
, (48)
W (y) ≡ e−y2
[
1 + 2i√
π
∫ y
0
et
2
dt
]
. (49)
The computed response function depends on the choice of the
smearing parameter, with the limit of interest being η → 0+.
In order to be optimal, the smearing parameter should depend
on the k mesh spacing k. Thus a fairly fine k mesh
may be required to ensure the smearing is small enough
to properly resolve sharp spectral properties. A brute force
approach involves the computation (and storage) of many
eigenfunctions and eigenvalues, and leaves determining the
relationship between smearing and mesh size as a somewhat
ill defined task.
In order to bypass this computational bottleneck, we have
developed and implemented an algorithm based on maximally
localized Wannier functions (MLWF)18,19 to interpolate the
ingredients necessary in the computation of response functions
of the form of Eq. (29). An added advantage of the method is
that, through the use of Wannier functions, band gradients can
be calculated straightforwardly and the smearing parameter
can be made to adapt to the steepness of the integrand.20
In practice, ground-state calculations are performed using
the QUANTUM ESPRESSO package21 and Wannier functions
are built using WANNIER90.22 To get a sense of scale in the
following, for a simple system, the ground-state density can
typically be well approximated by performing a self-consistent
DFT calculation using a coarse (10 × 10 × 10) Monkhorst
Pack23 k mesh; the wave functions computed at the k points
on this mesh can then be used to build the MLWFs. In order to
compute the response function of Eq. (29), the eigenenergies
and matrix elements are interpolated to a much finer mesh
(50 × 50 × 50) to properly converge the sum on the 1BZ.
A. Maximally localized Wannier functions
Let {ψnk(r)} be a set of Bloch spinor wave functions
obtained from an ab initio calculation. Define “Wannier-
rotated” spinor Bloch functions as
φnk(r) =
∑
m
Umn(k)ψmk(r) (50)
and spinor Wannier functions as
WnR(r) = 1√
N
∑
k
e−ik·Rφnk(r), (51)
where {R} are lattice vectors. The U matrices are imposed to
be unitary, and it is easy to see from Eq. (50) that
WnR(r) = Wn0(r − R) ≡ Wn(r − R). (52)
The optimal choice for the U matrices must minimize the
spread functional
[{U}] =
∑
n
[〈|r|2〉n − |〈r〉n|2], (53)
where
〈O〉n =
∑
σ
∫
drWσ,∗n (r)O(r)Wσn (r). (54)
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Over the band subspace of interest, the original Bloch wave
functions can be expressed as
ψnk(r) =
1√
N
∑
mR
eik·RWm(r − R)U †mn(k). (55)
B. Interpolating band energies
The Kohn-Sham Hamiltonian can be expressed in the
MLWF basis,
hWmn(k) = 〈φmk| ˆh|φnk〉 (56)
=
∑
m′n′
U
†
mm′(k)hBm′n′(k)Un′n(k), (57)
where the Hamiltonian in the Bloch basis is simply
hBmn(k) = δmnnk. (58)
The Hamiltonian can also be expressed in real space,
˜hWmn(R) = 〈Wm0| ˆh|WnR〉 (59)
= 1
N
∑
k
e−ik·RhWmn(k), (60)
and conversely
hWmn(k) =
∑
R
eik·R ˜hWmn(R). (61)
The great advantage of the Wannier representation is that the
localization property of its basis insures that the coefficients
˜hWmn(R) decay quickly with |R|, such that the sum in Eq. (61)
can be effectively truncated after a few shells.
In practice, the “force constant” coefficients ˜hW(R) of
Eq. (59) can be approximated by performing the sum in
Eq. (60) over a coarse k mesh. It is then possible to obtain
hW(k) through Fourier interpolation at any k point in the 1BZ,
and on a fine k mesh in particular. The band eigenvalues {nk}
as well as the matrix U(k) are then obtained by diagonalizing
hW(k). Given that typically only a relatively small subset of
bands enters into the construction of the Wannier functions,
the diagonalization of this Hamiltonian matrix is considerably
more efficient computationally than the brute force ab initio
computation of the band eigenvalues on the fine mesh.
C. Product basis
It is impractical to represent the Kohn-Sham response
function directly as χKSq (r,r′,ω); it is much more efficient
to represent it in terms of basis functions that are products
of localized atomic-like states,24 and, in particular, MLWF.4
Given the MLWF’s definition,
e−iq·rψ↑,∗n1k(r)ψ
↓
n2k+q(r)
=
∑
m1,m2,R
eik·RUn1m1 (k)U †m2n2 (k + q)Bm1m2q,R (r) (62)
where the bare “product basis” functions are defined as
B
m1m2
q,R (r) =

N
∑
R′
eiq·(R
′−r)
×W↑,∗m1 (r − [R′ − R])W↓m2 (r − R′). (63)
In order to simplify the notation, henceforth, the indices
{m1,m2,R} will be represented by single superindices I,J . . . .
It is straightforward to see that these functions are lattice
periodic, and the response function can be expressed as
χKSq (r,r′,ω) =
∑
I,J
BIq (r)χ˜KS,IJq (ω)
[
BJq (r′)
]∗
, (64)
with
χ˜KS,IJq (ω) =
1

1BZ∑
k
eik·(R−R
′) ∑
n1,n2
f
(
ξn1k
)− f (ξn2k+q)
h¯ω + ξn1k − ξn2k+q + iη
×Un1m1 (k)U †m2n2 (k + q)U †m3n1 (k)Un2m4 (k + q),
(65)
for
I = {m1m2R}, J = {m3m4R′}. (66)
To simplify the notation further, the frequency dependence ω
will be omitted and periodic basis functions will be represented
as
B
m1m2
q,R (r) →
∣∣BIq 〉; (67)
correspondingly, the Kohn-Sham response function becomes
χKSq (r,r′,ω) → χˆKSq =
∑
IJ
∣∣BIq 〉χ˜KS,IJq 〈BJq ∣∣. (68)
Inner products of lattice periodic functions will be defined as〈
BIq
∣∣BJq 〉 ≡ 1
∫
drBI,∗q (r)BJq (r). (69)
Abusing the notation slightly, given that Bloch wavefunctions
are defined as
ψσnk(r) =
eik·r√

uσnk(r), (70)
inner products involving Bloch states will be defined as〈
ψσnk
∣∣O∣∣ψσ ′n′k〉 ≡ 1
∫
druσ,∗nk (r)O(r)uσ
′
n′k(r) (71)
for O(r) any lattice periodic function. Finally, for convenience,
we define
ˆMq ≡ ˆ1 − χˆKSq · ˆfxcq . (72)
In this notation, the self-consistent equation for the interacting
response function of Eq. (44) can be expressed as
χˆKSq = ˆMq · χˆq (73)
or, equivalently, as
χˆq = ˆM−1q · χˆKSq . (74)
D. Optimal basis
The basis functions {|BIq〉} do not span the complete Hilbert
space of lattice periodic functions because they are necessarily
obtained from MLWF built from a finite number of bands.
Thus, in this basis (as in any other), the infinite-dimensional
matrix equation (73) must be truncated to a finite-dimensional
problem. Furthermore, the basis functions {|BIq〉} are linearly
dependent; it is thus suboptimal to compute all coefficients
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χ˜KS,IJq independently. Given that the computational cost scales
with the square of the number of basis functions used, it
is useful to design an optimal basis set which captures the
relevant physics.
1. Minimal basis
Given that the magnons are described as peaks in
Im[χ (q,ω)00], the function |1〉 (i.e., a plane wave with G = 0)
should be present in the minimal basis set. Furthermore, as
demonstrated in Appendix D, the acoustic condition implies
that
χˆ−1q=0(ω = 0)|mz〉 = 0, (75)
which is equivalent to
ˆMq=0(ω = 0)|mz〉 = 0. (76)
As demonstrated in Appendix A, in the adiabatic LSDA,
ˆfxcq=0|mz〉 = |〉, (77)
which implies that Eq. (76) can alternatively be expressed as
χˆKSq=0(ω = 0)|〉 = |mz〉, (78)
a result that was previously derived through other means.25
Thus, in order to satisfy the acoustic condition, the minimal
subspace must span the functions |1〉, |mz〉, and |〉.
2. Beyond the minimal basis
Neglecting damping, the magnon energies for q 	= 0 satisfy
the equation
ˆMq(ωq)|mq〉 = 0, (79)
where mq(r) is a lattice periodic function describing the spatial
profile of the excitation, such that
δm+(r,t) ∝ ei(q·r−ωqt)mq(r). (80)
Restricting the basis set to the minimal subspace spanned by
{|1〉,|mz〉,|〉} essentially amounts to approximating |mq〉 
|mz〉, which is to say that the excitation locally changes the
orientation of the magnetization, but not its magnitude. The
effective model of Landau and Lifshitz exhibits this property,
and it is sometimes used as a simplifying assumption in
calculations.26
It is not obvious how to improve upon the basis should
the approximation above prove inadequate. The profile can be
expressed as
mq(r) = mz(r) × hq(r), lim
q→0
hq(r) = 1. (81)
Using simple group theory arguments,27 it is straightforward
to show that χKSq (r,r′,ω) [and consequently MKSq (r,r′,ω)]
is left invariant by space group operations that leave q
unchanged. Consequently, |mq〉 should transform according to
a representation of this subgroup; since the solution at q = 0
(i.e., |mz〉) transforms according to the identity representation,
we will make the ansatz that |mq〉 is also fully symmetric. We
will further assume that |hq〉 is a slowly varying function. This
choice has the advantage that if |mz〉 is a localized function
around the nuclei, then so will be |mq〉. Thus we can expand
|hq〉 in symmetrized plane waves,
hq(r) =
∑
α
cαqA
α
q(r), (82)
Aαq(r) =
1√||Gq||
∑
μ
exp
[
i
(Rμq · Gα) · r], (83)
where Gq is the subgroup leaving q invariant, ||Gq|| the
cardinality of this subgroup, Gα a reciprocal lattice vector,
and {Rμ · Gα} the set of all the images of Gα under the action
of the subgroup.
The optimal basis should thus span the same functional
space as the set of functions∣∣giq〉 ∈ {|1〉,|mz〉,|〉,{∣∣mz × Aαq 〉}}. (84)
The optimal basis is defined as∣∣bjq〉 = ∑
i
∣∣g˜iq〉gijq , 〈biq∣∣bjq〉 = δij , (85)
and always at least spans the minimal functional space of
{|1〉,|mz〉,|〉}.28 The relevant functions are projected onto
this optimal basis: [
χˆKSq
]
ij
≡ 〈biq∣∣χˆKSq ∣∣bjq〉, (86)
[χˆq]ij ≡
〈
biq
∣∣χˆq∣∣bjq〉, (87)[
ˆfxcq
]
ij
≡ 〈biq∣∣ˆfxcq ∣∣bjq〉, (88)
[ ˆMq]ij  δij −
∑
l
[
χˆKSq
]
il
[
ˆfxcq
]
lj
, (89)
and the self-consistent equation of Eq. (73) is solved in this
subspace yielding
[χˆq]ij =
∑
l
[ ˆMq]−1il
[
χˆKSq
]
lj
. (90)
Finally, the relevant spectral function is given by
Im[χ (q,ω)00]  Im
{∑
ij
〈
1
∣∣biq〉[χˆq]ij 〈bjq∣∣1〉
}
. (91)
The projected Kohn-Sham response function is given by[
χˆKSq
]
ij
=
∑
IJ
〈
biq
∣∣BIq 〉χ˜KS,IJq 〈BJq ∣∣bjq〉 (92)
=
∑
IJ
TiI χ˜
KS,IJ
q T
†
Jj , (93)
where the projector onto the optimal basis is given by
TiI =
〈
biq
∣∣BIq 〉. (94)
The projector matrix T is obtained first, and then only a few
matrix elements {[χˆKSq ]ij } are computed explicitly and stored,
not the much larger set of matrix elements {χ˜KS,IJq }. More
details regarding the construction of the optimal basis are
presented in Appendix B.
IV. GAP ERROR
It is well known that the magnon spectra obtained following
prescriptions similar to that described in Sec. III are not
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truly acoustic; indeed, numerical calculations display spurious
energy gaps h¯ω at q = 0.25 The origin of this error lies in
the inconsistency between the ground-state calculation from
which the exchange-correlation kernel is derived, and the
calculation of the susceptibility. Indeed, a relatively coarse
k mesh and a given smearing scheme is used to generate the
ground state, whereas a fine k mesh and a different smearing
scheme is employed to compute χKS. If the exact same set of
parameters were employed in both calculations, the Goldstone
theorem would be satisfied (it would be very exacting to
achieve convergence, however, as a very fine k mesh would
have to be used in the self-consistent ground-state calculation).
Thus, in order to properly understand the nature of the gap
error, we define m(gs)z (r) as the magnetization density obtained
from the ground-state calculation and m(χ)z (r) as the magneti-
zation density corresponding to the susceptibility calculation.
Given the acoustic condition described in Appendix D and
expressed in the form of Eq. (76), we define
F (ω) ≡
〈
m
(gs)
z
∣∣ ˆMq=0(ω)∣∣m(gs)z 〉〈
m
(gs)
z
∣∣m(gs)z 〉 , (95)
= 1 −
〈
m
(gs)
z
∣∣χˆKSq=0(ω)|〉〈
m
(gs)
z
∣∣m(gs)z 〉 , (96)
where the fact that ˆfxcq |m(gs)z 〉 = |〉 has been used. If there were
no gap error, then we would expect F (ω = 0) = 0. Given the
definition of , it is easy to show that〈
ψ
↓
n2k
∣∣∣∣ψ↑n1k〉 = (ξn1k − ξn2k)〈ψ↓n2k∣∣ψ↑n1k〉, (97)
which implies, to linear order in ω,〈
m(gs)z
∣∣χˆKSq=0(ω)|〉
 1

1BZ∑
k
∑
n1,n2
[
f
(
ξn1k
)− f (ξn2k)]
× 〈ψ↑n1k∣∣m(gs)z ∣∣ψ↓n2k〉〈ψ↓n2k∣∣ψ↑n1k〉
(
1− h¯ω
ξn1k − ξn2k
)
. (98)
Since the wave-functions form complete sets at all k points,∑
n
ψσnk(r)ψσnk(r′) =
1

eik·(r−r
′) ∑
G
eiG·(r−r
′) (99)
and thus〈
m(gs)z
∣∣χˆKSq=0(ω)|〉  〈m(gs)z ∣∣m(χ)z 〉+ 〈m(gs)z ∣∣J 〉h¯ω (100)
with
J (r) = −
1BZ∑
k
∑
n1,n2
f
(
ξn1k
)− f (ξn2k)
ξn1k − ξn2k
〈
ψ
↓
n2k
∣∣ψ↑n1k〉
×ψ↑,∗n1k(r)ψ
↓
n2k(r). (101)
Then,
F (ω) =
[
1 −
〈
m
(gs)
z
∣∣m(χ)z 〉〈
m
(gs)
z
∣∣m(gs)z 〉
]
− h¯ω
〈
m
(gs)
z
∣∣J 〉〈
m
(gs)
z
∣∣m(gs)z 〉 . (102)
The gap error is given as the finite frequency where the acoustic
condition is satisfied numerically, namely, F (ω) = 0, which
leads to
h¯ω 
〈
m
(gs)
z
∣∣m(gs)z 〉〈
m
(gs)
z
∣∣J 〉 ×
[
1 −
〈
m
(gs)
z
∣∣m(χ)z 〉〈
m
(gs)
z
∣∣m(gs)z 〉
]
. (103)
A. Correction scheme
As will be seen later, the gap error can be quite substantial;
a correction must be introduced in order to recover physically
meaningful magnon spectra. Corrections schemes presented
earlier involve modifying the exchange-correlation kernel
itself in order to satisfy the acoustic condition.4,25,29 However,
in TDDFT, the ground-state density is computed first and
the exchange-correlation kernel is a given functional of
this density; modifying the kernel a posteriori breaks the
consistency between these two quantities. Here, a correction
scheme that does not break this consistency is developed.
Given that the ground-state density is used to build all other
quantities (exchange-correlation kernel, MLWF, etc.) it will be
taken as more fundamental than the density corresponding to
the susceptibility. Thus the correction scheme will affect χKSq=0,
χˆ
KS,(corrected)
q=0 (ω = 0) = χˆKSq=0(ω = 0) + δχˆKS. (104)
Imposing the acoustic condition implies∣∣m(gs)z 〉 = χˆKS,(corrected)q=0 (ω = 0)|〉, (105)
= ∣∣m(χ)z 〉+ δχˆKS|〉. (106)
The smallest possible correction that satisfies the above is then
given by
δχˆKS = [∣∣m(gs)z 〉− ∣∣m(χ)z 〉] 〈|〈|〉 . (107)
Assuming the correction disperses weakly, the correction
scheme is simply defined as
χˆKS,(corrected)q (ω) = χˆKSq (ω) + δχˆKS. (108)
The advantages of this correction scheme are that it is
manifestly small since |m(gs)z 〉  |m(χ)z 〉 and that it can be
generalized to systems where a physical gap is expected.
Indeed, in the presence of spin-orbit coupling, the Goldstone
theorem no longer applies and a physical gap in the spectrum
could appear, in general; the correction scheme of Eq. (107)
remains small and well defined in this case and should correct
at least partially the gap error.
On the other hand, obtaining |m(χ)z 〉 explicitly would be time
consuming. Consider the form∣∣m(χ)z 〉 = (1 − )∣∣m(gs)z 〉+ |A〉, (109)
where   0, 〈A|A〉  0, and 〈m(gs)z |A〉 = 0. Then,
δχˆKS  [∣∣m(gs)z 〉− |A〉] 〈|〈|〉 , (110)
with
 =
〈
m
(gs)
z
∣∣ ˆMq=0(ω = 0)∣∣m(gs)z 〉〈
m
(gs)
z
∣∣m(gs)z 〉 = 1 −
〈
m
(gs)
z
∣∣m(χ )z 〉〈
m
(gs)
z
∣∣m(gs)z 〉 (111)
and
|A〉 = [ − ˆMq=0(ω = 0)]
∣∣m(gs)z 〉. (112)
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By computing  and |A〉 as given above, the correction is
obtained directly in the subspace of interest without having to
explicitly compute |m(χ)z 〉.
V. BENCHMARK CALCULATIONS
In order to benchmark the quality of the method, the
magnon dispersion of bcc iron and fcc nickel have been
calculated within the adiabatic LSDA.
A. Iron
First-principles calculations were performed using the
QUANTUM ESPRESSO package.21 The ground-state density of
bcc iron within LDA30 was obtained using a norm conserving
pseudopotential with 3d and 4s states as valence, an energy
cutoff of 160 Ry and a 12 × 12 × 12 -centered Monkhorst-
Pack23 k mesh. The occupation factors were smeared using
the “cold smearing” scheme31 with a smearing parameter of
5 mRy. The lattice spacing was set to the experimental value of
5.406 a0. The resulting magnetization was 2.11μB per unit cell,
in excellent agreement with tabulated experimental values.
Periodic functions were represented in real space on a regular
40 × 40 × 40 grid covering the Wigner-Seitz cell.
The MLWF were built using the WANNIER90 package.22
The band structure was generated on a 8 × 8 × 8 k mesh
(henceforth, the coarse mesh), and 26 Wannier functions were
generated by disentangling subspaces containing 44 bands.19
As can be seen in Fig. 1, the Wannier-interpolated band
structure is indistinguishable from the one obtained ab initio
over an energy range F − 10 eV to F + 30 eV.
The bare product basis functions of Eq. (63) were obtained
for R = 0, namely,
B
m1m2
q,R=0(r) =

N
∑
R′
e−iq·(r−R
′)W↑,∗m1 (r − R′)W↓m2 (r − R′),
(113)
yielding 262 = 676 functions; the sum on R′ was performed
by considering the images of the Wannier functions on a
Γ H P N Γ H N Γ P N
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ξ n
k
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V
)
↑ ↓ Wannier
FIG. 1. (Color online) Band structure of iron as computed
ab initio (full lines) and interpolated using MLWF (dashed line). The
interpolation is indistinguishable for all practical purposes from the
first-principles calculation for energies between approximately F −
10 eV and F + 30 eV; the Fermi energy is set to zero on the graph.
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FIG. 2. (Color online) Position and width of the magnon peak for
|q| = 0.5 N and |q| = N as a function of the size of the basis. The
results appear well converged for a basis size of 46 functions.
4 × 4 × 4 supercell of the Wigner-Seitz cell. Basis functions
for other values of R were neglected. The intermediate
orthonormal basis described in Appendix B was constructed
using a tolerance of tolerance = 10−8, which produced 220 or
221 basis functions, depending on q; the optimal basis was
then obtained from these.
The Kohn-Sham susceptibility in the optimal basis repre-
sentation was computed by interpolating all relevant quantities
to a 64 × 64 × 64 fine k mesh.32 Both the “real part”
and the “imaginary part” were computed explicitly on a
regular frequency mesh with spacing 2 meV in the range
[−100,400] meV using adaptive smearing and the Gaussian
representation of the δ distribution.
The basis set used was of the form described in Eq. (84),
namely, the functions {|1〉,|mz〉,|〉} plus functions of the
form |mz × Aαq〉 for many shells of G vectors. The overlap
between {|1〉,|〉,|mz〉} and their projections on the optimal
basis subspace was very good, with the “leakage” angle
of Appendix B bounded as cos θ iq  0.998. In order to
assess convergence, computations where performed at |q| = 0,
0.5N andN with up to 13 shells of G vectors (a maximum of
83 basis functions); it was determined that eight shells (46 basis
functions) were sufficient to reach convergence (see Fig. 2).
1. Gap error
As discussed in Sec. IV, a gap error h¯ω in the magnon
spectrum is to be expected due to the difference between
|m(gs)z 〉 and |m(χ)z 〉. In order to demonstrate this explicitly, the
“imaginary part” of the susceptibility for q = 0 was computed
on a regular frequency mesh with spacing 2.5 meV in the range
[−28,28] eV using Gaussian adaptive smearing, leaving the
“real part” of the susceptibility to be obtained a posteriori from
the Kramers-Kronig relations.
It is straightforward to demonstrate that the different set
of parameters lead to different magnetization densities. For
instance, m(χ)z,G=0 can be obtained using the sum rule described
in Appendix C; this can be compared to the value obtained
from the ground-state calculation,

N
m
(gs)
z,G=0 = 2.107 and

N
m
(χ)
z,G=0 = 2.163, (114)
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FIG. 3. (Color online) Values of  in iron, artificially made to be
a function of the Kramers-Kronig integration bound h¯ωKK. The error
is zero for h¯ωKK  7 eV.
showing that there is about a 3% discrepancy between the two
results.
In order to gauge the effect of this discrepancy, we define
(h¯ωKK) =
〈
m
(gs)
z
∣∣ ˆMωKKq=0(ω = 0)∣∣m(gs)z 〉〈
m
(gs)
z
∣∣m(gs)z 〉 , (115)
where [−h¯ωKK,h¯ωKK] are the bounds used in the Kramers-
Kronig integral used to obtain the “real part” of the suscep-
tibility from the “imaginary part.” The dependence on the
integration bound h¯ωKK is in a sense artificial, as the correct
limit would be h¯ωKK → ∞, but introducing this dependence
allows the tuning of |m(χ)z 〉, which will be quite useful for what
follows.
 is plotted for iron in Fig. 3, where it can be seen that it
is fortuitously very small for h¯ωKK  7 eV. The gap error h¯ω
was also computed for various values of h¯ωKK; its relationship
to the corresponding value of  can be seen in Fig. 4. This
figure makes it clear that even a modest relative error of a few
percent corresponds to a very large gap error, on the magnon
energy scale, and that the relationship between the two errors
-3 -2 -1 0 1 2 3
Λ (× 10−2)
-60
-40
-20
0
20
40
60
h¯
ω
Γ
(m
eV
)
h¯ωΓ = 1838× Λ− 0.9 meV
Computed points
FIG. 4. (Color online) Gap error corresponding to various values
of  in iron. The gap error is essentially linear with . The line
represents a linear fit with a slope of 1.8 eV.
is linear. According to Eq. (103), the relationship should be
h¯ω = s, (116)
s =
〈
m
(gs)
z
∣∣m(gs)z 〉〈
m
(gs)
z
∣∣J 〉 . (117)
It is straightforward to estimate the value of the slope;
neglecting dispersion in the denominator of Eq. (101),
J (r)  mz(r)

, (118)
where  is the gap between minority and majority spins and
thus
s  . (119)
From Fig. 1,   2 eV, in excellent agreement with the slope
of 1.8 eV extracted by linear fitting in Fig. 4.
2. Magnon dispersion
The computed magnon dispersion is shown on Fig. 5
for a basis set containing 46 basis functions. The magnon
dispersion is compared to previous experimental33 as well as
theoretical2,7,34 results.
All theoretical data sets agree very well for |q|  0.4 N;
past this point, the dispersion enters the electron-hole
continuum, the spectral peaks acquire significant width and
there are large variations in the results from the literature. The
computed spectrum at |q| = 0.4375N presents two peaks
of roughly equal height; multiple peaks were not observed at
other q points.
The various theoretical calculations do not agree well with
the experimental data of Loong et al.:33 this could be due to
the fact that measurements are performed at finite temperature,
whereas the computations assume T = 0 K, leading to a sharp
Fermi surface. Furthermore, due to the measurement method
used, q did not lie in the N direction but varied in the N-H
plane.
The results presented here suggest the presence of a very
shallow maximum in the dispersion, a feature already present
in the polarized free-electron gas.35 It is remarkable that our
results agree best with those of Halilov et al.,34 which were
obtained using an adiabatic method.
In order to understand the origin of this good agreement,
the adiabatic spectrum can be extracted from the data using an
expansion of the form
χˆ−1q (h¯ω)  −αˆ∗q + h¯ω ˆq, (120)
with
αˆ∗q = −χˆ−1q (h¯ω = 0), ˆq = lim
h¯ω→0
∂
∂h¯ω
χˆ−1q (h¯ω). (121)
αˆq describes the stiffness of the ground state as described in
Appendix D and ˆq can be expressed as a Berry curvature.36–38
Neglecting damping, the magnon frequency is given by
χˆ−1q (h¯ωq)|mq〉 = 0, (122)
the adiabatic approximation h¯ωadq can then be obtained as the
real part of the smallest eigenvalue of the matrix ˆ−1q · αˆ∗q. The
matrix ˆq was obtained by using a finite difference scheme
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FIG. 5. (Color online) Magnon dispersion in iron along N. (a) Red (grey) circles represent the position of the maxima in the spectra
and the error bars is the full width at half maximum. The colored background represents −Im[χKS(q,ω)00], indicating the presence of the
electron-hole continuum. Results from this work are compared to the experimental results of Loong et al.33 as well as to the theoretical results
of Karlsson and Aryasetiawan,2 Buczek et al.,7 and Halilov et al.34 (b) Color map representing −Im[χ (q,ω)00] in units of 1/eVa30 .
with respect to frequency; the resulting adiabatic frequencies
are presented on Fig. 6, along with the dispersion obtained
from the dynamic formalism. The work by Halilov et al.34
neglects the Berry curvature contribution:39 in order to obtain
a more direct comparison, approximate adiabatic frequencies
were also obtained using ˆq → c ˆ1, with the constant c chosen
so that the frequency would agree with the full adiabatic
solution at |q| = N. Figure 6 makes it clear that sharp features
are present in the adiabatic spectrum, even when neglecting
ˆq. It is straightforward to show that such strong features due
to αˆq are absent in the polarized free-electron gas at the level
of the LDA; the band structure of iron is far from free electron
like, however, and, as pointed out by Halilov et al.,34 there
is significant Fermi surface nesting leading to sharp features
even in the approximate adiabatic spectrum.
0.25 0.5 0.75 NΓ
|q| (fraction of N distance)
0
100
200
300
¹hω
(m
eV
)
Dynamic frequencies
Adiabatic frequencies
Adiabatic frequencies,
neglecting q
Halilov et al.
Γ
Ω
FIG. 6. (Color online) Adiabatic and approximate adiabatic dis-
persions, compared to the results from the full calculation and the
approximate adiabatic results of Halilov et al.34
B. Nickel
The ground-state density of fcc nickel within LDA was
obtained using a norm conserving pseudopotential with 3d and
4s states as valence, an energy cutoff of 180 Ry and a 26 ×
26 × 26 -centered Monkhorst-Pack k mesh. The occupation
factors were smeared using the “cold smearing” scheme with a
smearing parameter of 1 mRy. The lattice spacing was set to the
experimental value of 6.652 a0. The resulting magnetization
was 0.61μB per unit cell, in excellent agreement with tabulated
experimental values. Periodic functions were represented in
real space on a regular 45 × 45 × 45 grid covering the Wigner-
Seitz cell.
The band structure was generated on a 8 × 8 × 8 coarse
k mesh, and 26 MLWF were generated by disentangling
subspaces containing 44 bands. As can be seen in Fig. 7, the
W K L W X Γ
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Γ
FIG. 7. (Color online) Band structure of nickel, as computed ab
initio (full lines) and interpolated using MLWF (dashed line). The
interpolation is indistinguishable for all practical purposes from the
first-principles calculation for energies between approximately F −
10 eV and F + 30 eV; the Fermi energy is set to zero on the graph.
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FIG. 8. (Color online) Position and width of the magnon peak in
nickel for |q| = 13/32 X and |q| = 29/32 X as a function of the
size of the basis. The results appear well converged for a basis size
of 22 functions.
Wannier-interpolated band structure is indistinguishable from
the one obtained ab initio over an energy range F − 10 eV to
F + 30 eV.
The Kohn-Sham susceptibility in the optimal basis repre-
sentation was computed by interpolating all relevant quantities
to a 64 × 64 × 64 fine k mesh. Both the “real part” and
the “imaginary part” were computed explicitly on a regular
frequency mesh with spacing 2 meV in the range [−100,700]
meV using adaptive smearing and the Gaussian representation
of the δ distribution. The gap error was corrected as described
in Sec. IV.
The bare product basis functions of Eq. (63) were
obtained following the same procedure as for iron (see
Sec. V A), and it was also found that the overlap be-
tween {|1〉,|〉,|mz〉} and their projections on the optimal
basis subspace was very good, with the “leakage” angle of
Appendix B bounded as cos θ iq  0.998. In order to assess con-
vergence, computations where performed at |q| = 13/32 N
and 29/32 N with up to nine shells of G vectors (a maximum
of 42 basis functions); it was determined that six shells (22 ba-
sis functions) were sufficient to reach convergence (see Fig. 8).
1. Magnon dispersion and spectra
The computed magnon dispersion can be seen on Fig. 9.
It is well known that LSDA does not properly reproduce
the magnon dispersion;3,4 the experimental spectra can be
reproduced using LSDA +U 4 or many-body perturbation
theory at the level of the RPA.2 Nevertheless, the magnon
dispersion computed at the level of LSDA is in qualitative
agreement with previous calculations based on the same phys-
ical assumptions.4,7 There is excellent quantitative agreement
up to the middle of the zone; there remains a spread in
the predicted values past 0.5 X, however, where different
calculations can differ by up to 100 meV. Despite this
spread, the same conclusions already presented by Buczek
et al.7 apply. Results by Halilov et al.34 are also presented;
their dispersion is seen to be significantly lower than other
results, probably a consequence of a systematic error in the
computation of the exchange constants.42 Finally, the adiabatic
spectrum obtained using the same method as in iron is also
presented. The adiabatic frequencies agree well with previous
results at small q, but depart drastically from the dynamic
results as the spectrum enters the electron-hole continuum,
indicating the limitations of this formalism in the region where
the spectrum is highly damped.
Various spectra for small q are presented in Fig. 10.
Although two peaks cannot readily be resolved, the spectra
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FIG. 9. (Color online) Magnon dispersion in nickel along X. (a) Red (grey) circles represent the position of the maxima in the spectra and
the error bars the full width at half maximum. The colored background represents −Im[χKS(q,ω)00], indicating the presence of the electron-hole
continuum. The white downward triangles represent the frequencies obtained using the Berry curvature adiabatic formalism. Results from this
work are compared to the experimental results of Mook et al.40,41 as well as to the theoretical results of S¸as¸iog˘lu et al.,4 Buczek et al.,7 and
Halilov et al.34 (b) Color map representing −Im[χ (q,ω)00] is in units of 1/eVa30 .
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FIG. 10. (Color online) Spectra in nickel for |q| = x X for
various values of x. All spectra are normalized to have maximum
height of 1; all panels have the same dimensions.
are quite broad and asymmetric, suggesting that indeed two
branches could be present.
VI. CONCLUSION
The method presented here allows the efficient computation
of magnon dispersions from first principles, avoiding two
prominent bottlenecks in the brute force computation of the
susceptibility. First, the band structure is Fourier interpolated
using MLWF onto a fine k mesh. Second, a well designed
basis set that satisfies the acoustic condition is used; this
set is significantly smaller than basis sets used previously.
Furthermore, the acoustic condition was used to understand
the nature of the gap error, and led to a correction scheme
consistent with TDDFT that can be generalized to systems
where spin-orbit coupling introduces a physical gap in the
spectrum.
Application of the method to bcc iron yielded a spectrum
with sharp features in agreement with previous work by
Halilov et al., but differing by up to about 100 meV from
results obtained by Karlsson et al. and Buczek et al. As pointed
out by Halilov et al., Fermi surface effects are responsible for
the sharp features present in the calculation, and it may be that
a dense k mesh sampling is required to properly resolve such
features. Application of the method to fcc nickel yielded results
in good agreement with previous calculations performed at
the same level of theory, but a significant 100-meV spread
in the predicted values at larger q from one computation to
another shows that these calculations can be quite sensitive to
computational details.
The method can be generalized to other types of electronic
excitations, such as plasmons, and to systems where spin is
no longer a good quantum number. Given that the method
relies on MLWF, which are localized in space, it is ideally
suited to study more complex geometries such as surfaces,
where describing spatial functions in terms of plane waves is
prohibitive. Work is currently under way to study the collective
excitations of such systems, where nonbulk geometry and spin-
orbit coupling have significant effects.
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APPENDIX A: EXCHANGE-CORRELATION KERNEL
The exchange-correlation kernel within the adiabatic LSDA
is approximated as14,43
f xc↑↓↓↑(r,r′,t) = f xc↓↑↑↓(r,r′,t) ≡ f xc(r,r′,t) (A1)
 δ(r − r′)δ(t) 2
n(r)ζ (r)
∂xc[n, ˜ζ ]
∂ ˜ζ
∣∣∣∣
˜ζ=ζ
, (A2)
where xc is the exchange-correlation energy density in the
LSDA and
n(r) = n↑(r) + n↓(r), (A3)
mz(r) = n↑(r) − n↓(r), (A4)
ζ (r) = mz(r)
n(r) (A5)
with nσ (r) the number density of σ spins in the ground state.
Given that the spin-dependent exchange-correlation potential
is given by
vσxc(r) =
δ
δnσ (r)
Exc, (A6)
it is straightforward to show that
f xc(r,r′,t) = δ(r − r′)δ(t) (r)
mz(r)
(A7)
with
(r) ≡ v↑xc(r) − v↓xc(r). (A8)
The frequency-dependent exchange-correlation kernel can be
expressed as
f xc(r,r′,ω) = 1

1BZ∑
q
eiq·(r−r
′)f xcq (r,r′,ω) (A9)
with
f xcq (r,r′,ω) =
(r)
mz(r)
∑
G
eiG·(r−r
′) (A10)
where a plane-wave representation of the δ distribution has
been used. Thus, within the adiabatic LSDA, the kernel has no
q or ω dependence.
APPENDIX B: BUILDING THE OPTIMAL BASIS
The optimal basis is obtained by first orthogonalizing the
overlap matrix24
OIJq =
〈
BIq
∣∣BJq 〉, (B1)
which can be expressed as
Oq = VBq · 	Bq · VB,†q , (B2)
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where 	Bq is a diagonal matrix containing the eigenvalues of
Oq and VBq is a unitary matrix. For∣∣Bq LL∣∣
Max
{∣∣Bq II ∣∣}  tolerance, (B3)
intermediate orthonormal basis functions {|CLq 〉} are defined
as ∣∣CLq 〉 = 1√
BLL
∑
I
∣∣BIq 〉V Bq IL. (B4)
Any lattice periodic function |gi〉 can be projected onto this
subspace,
gCq
Li = 〈CLq ∣∣gi 〉, (B5)∣∣g˜iq〉 = ∑
L
∣∣CLq 〉gCq Li. (B6)
The set of functions {|CLq 〉} is not complete, and thus there can
be a difference between |gi〉 and |g˜iq〉; the disparity between
the two can be expressed in terms of an angle,
cos θ iq =
〈
gi
∣∣g˜iq〉√
〈gi |gi〉〈g˜iq∣∣g˜iq〉 
〈
gi
∣∣g˜iq〉
〈gi |gi〉 . (B7)
The departure of cos θ iq from 1 is a measure of how much |gi〉
leaks out of the subspace spanned by {|CLq 〉}.
The set of functions {|gi〉} contains at least the minimal set
{|1〉,|mz〉,|〉} and, optionally, more functions related to plane
waves. The “leakage” described above is only of concern for
the minimal set, as these functions are necessary to satisfy
the acoustic condition and to project the final result onto the
G = G′ = 0 Fourier component. A new orthonormal basis set
is defined by first generating orthonormal functions that span
the same subspace as {|˜1〉,|m˜z〉,| ˜〉}; more basis functions
are added, if need be, using the other functions {|g˜i>3q 〉} and
the Gram-Schmidt process. The optimal basis is thus finally
defined as ∣∣biq〉 = ∑
j
∣∣g˜jq〉gijq  ∑
j
|gj 〉gijq , (B8)
which can also be explicitly linked to the original, bare product
basis, ∣∣biq〉 = ∑
I
∣∣BIq 〉bIiq , (B9)
leading to
TIi =
∑
J
[
bJ iq
]∗
OJIq . (B10)
APPENDIX C: SUSCEPTIBILITY SUM RULE
The Kohn-Sham transverse magnetic susceptibility is given
by
χKS↑↓,↓↑(r,r′,ω) =
1BZ∑
q
1BZ∑
k
∑
n1,n2
f
(
ξn1k
)− f (ξn2k+q)
h¯ω + ξn1k − ξn2k+q + iη
×ψ↑,∗n1k(r)ψ
↓
n2k+q(r)ψ
↓,∗
n2k+q(r′)ψ
↑
n1k(r′).
(C1)
Consider the integral of this susceptibility over frequency,
I =
∫ ∞
−∞
dh¯ωχKS↑↓,↓↑(r,r′,ω). (C2)
It is a simple exercise of complex analysis to show that∫ ∞
−∞
dx
1
x + y + iη = −iπ, (C3)
and thus
I = −iπ
1BZ∑
q
1BZ∑
k
∑
n1,n2
[
f
(
ξn1k
)− f (ξn2k+q)]
×ψ↑,∗n1k(r)ψ
↓
n2k+q(r)ψ
↓,∗
n2k+q(r′)ψ
↑
n1k(r′). (C4)
Since wave functions form a complete set, it is clear that∑
nk
ψ
σ,∗
nk (r)ψσnk(r′) = δ(r − r′). (C5)
The integral then becomes
I = −iπδ(r − r′)
×
1BZ∑
nk
×[f (ξnk)|ψ↑nk(r)|2 − f (ξnk)|ψ↓nk(r)|2]. (C6)
The sum above is simply the ground-state magnetization, and
thus the sum rule is given by
i
∫ ∞
−∞
dh¯ω
π
χKS↑↓,↓↑(r,r′,ω) = δ(r − r′)mz(r). (C7)
The above can be Fourier transformed:
i
∫ ∞
−∞
dh¯ω
π
χKS↑↓,↓↑(q,ω)GG′ = mz,G−G′ , (C8)
where
mz(r) =
∑
G
eiG·rmz,G. (C9)
In particular, for G = G′ = 0,
−
∫ ∞
−∞
dh¯ω
π
Im[χKS↑↓,↓↑(q,ω)00] = mz,G=0. (C10)
APPENDIX D: ACOUSTIC CONDITION AND
GOLDSTONE’S THEOREM
It is well known that, in the absence of spin-orbit coupling,
the magnon dispersion for small momentum is of the form
h¯ωq  D|q|2, (D1)
and thus the magnon energy vanishes as q → 0 (this will be
referred to as the acoustic condition). Intuitively, it is quite
easy to see why this must be: the ground state of a ferromagnet
spontaneously breaks spin rotational symmetry by exhibiting
a magnetization even in the absence of an external magnetic
field; the magnetization direction is arbitrary, so it must cost
no energy to rotate this direction globally, which is precisely
what a magnon represents in the limit q → 0. It will be useful
to explore this argument in greater detail.
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1. Stiffness theorem
Consider a static perturbation Hamiltonian
δ ˆH = μB
2
∫
dr[mˆ+(r)δB−(r) + mˆ−(r)δB+(r)]; (D2)
the total free energy in the presence of the perturbation, viewed
as a functional of the magnetization, is given by (T = 0 K is
assumed for simplicity),
Etot[m + δm˜] = 〈 ˆH + δ ˆH 〉m+δm˜ (D3)
which becomes, to lowest order,
Etot[m + δm˜]
= 〈 ˆH 〉m+δm˜ + μB2
∫
dr[δm˜+(r)δB−(r) + δm˜−(r)δB+(r)],
(D4)
where
〈 ˆH 〉m = min〈mˆ〉=m[〈| ˆH |〉]. (D5)
The ground-state free energy, in the absence of the external
perturbation, is minimized at the ground-state magnetization;
this implies that we can expand to second order for any δm˜,
〈 ˆH 〉m+δm˜
= 〈 ˆH 〉m + 12
∫
dr
∫
dr′ααβ(r,r′)δm˜α(r)δm˜β(r′), (D6)
where {α} describes the stiffness of the ground state with
respect to changes of the magnetization44 and repeated
greek indices are summed over. Since spin-orbit coupling is
neglected, the ground-state energy must be invariant under
rotation of the magnetization about the zˆ axis. Since the change
in magnetization is arbitrary, this implies
R−1αγ (θ )αγθ (r,r′)Rθβ(θ ) = ααβ(r,r′) (D7)
for R(θ ) an arbitrary rotation matrix in the xy plane. This can
only be satisfied if
α =
⎡
⎣ αxx αxy 0−αxy αxx 0
0 0 αzz
⎤
⎦ . (D8)
Given the definition of the stiffness coefficients,
ααβ(r,r′) = αβα(r′,r). (D9)
Furthermore, we define
α+−(r,r′) = αxx(r,r′) + iαxy(r,r′), (D10)
which implies
α+−(r′,r) = α∗+−(r,r′). (D11)
Thus
〈 ˆH 〉m+δm˜ = 〈 ˆH 〉m + 12
∫
dr
∫
dr′αzz(r,r′)δm˜z(r)δm˜z(r′)
+1
2
∫
dr
∫
dr′α+−(r,r′)δm˜+(r)δm˜−(r′).
(D12)
The equilibrium value of the perturbed magnetization
minimizes the total energy, i.e.,
δEtot[m + m˜]
δm˜z(r)
∣∣∣∣
δm˜=δm
= 0
=
∫
dr′αzz(r,r′)δmz(r′), (D13)
δEtot[m + m˜]
δm˜−(r)
∣∣∣∣
δm˜=δm
= 0 = μB
2
δB+(r) + 1
2
∫
dr′α∗+−(r,r′)δm+(r′), (D14)
and
δEtot[m + m˜]
δm˜+(r)
∣∣∣∣
δm˜=δm
= 0 = μB
2
δB−(r) + 1
2
∫
dr′α+−(r,r′)δm−(r′). (D15)
Given the relationship between applied external field and
response, we must have
α∗+−(r,r′) = −χ−1+−(r,r′,ω = 0), (D16)
and thus the change in total energy is given by
δEtot ≡ Etot[m + δm] − Etot[m] (D17)
= μB
2
∫
drδm−(r)δB+(r). (D18)
2. Global rotation in ferromagnet
In a ferromagnet, the magnetization breaks spin rotational
symmetry spontaneously. Correspondingly, there must be a
Goldstone mode, which corresponds to a global rotation of
the magnetization and which doesn’t change the energy of the
system. Thus assuming the magnetization is of the form
m(r) = mz(r)zˆ, (D19)
an arbitrary rotation of this magnetization must leave the en-
ergy invariant. In particular, consider an infinitesimal rotation
δθ around axis nˆ:
m′(r) = m(r) + δm(r), (D20)
δm(r) = i
∑
α
δθnαJα · m(r), (D21)
for {Jα} the generators of 3D rotations,
Jx =
⎛
⎝ 0 0 00 0 i
0 −i 0
⎞
⎠ , (D22)
Jy =
⎛
⎝ 0 0 −i0 0 0
i 0 0
⎞
⎠ , (D23)
Jz =
⎛
⎝0 −i 0i 0 0
0 0 0
⎞
⎠ , (D24)
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leading to
δm(r) = δθmz(r)[ny xˆ − nx yˆ], (D25)
or, equivalently,
δm±(r) ≡ δmx(r) ± iδmy(r), (D26)
= −δθmz(r)[−ny ± inx]. (D27)
The corresponding external field is given by
μBδB
+(r) = δθ [ny − inx]
∫
dr′χ−1+−(r,r′,ω = 0)mz(r′),
(D28)
and the corresponding change in total free energy is given by
δEtot = (δθ )
2
2
(
n2x + n2y
)
×
∫
dr
∫
dr′mz(r)χ−1+−(r,r′,ω = 0)mz(r′). (D29)
Of course, this change of energy must vanish because of
Goldstone’s theorem; this is satisfied if∫
dr′χ−1+−(r,r′,ω = 0)mz(r′) = 0, (D30)
which is simply the magnon condition of Eq. (21) at zero
frequency.
Thus emerges a useful result: the profile of the magnon
should be proportional to the ground-state magnetization as
q → 0. This also implies that crystal local field effects (CLFE)
are essential to satisfy the acoustic condition.
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