Abstract. We consider the accuracy of an operator decomposition finite element method for a conjugate heat transfer problem consisting of two materials coupled through a common boundary. We derive accurate a posteriori error estimates that account for the transfer of error between components of the operator decomposition method as well as the differences between the adjoints of the full problem and the discrete iterative system. We use these estimates to guide adaptive mesh refinement. In addition, we address a loss of order of convergence that results from the decomposition, and show that the approximation order of convergence is limited by the accuracy of the transferred gradient information. We employ a boundary flux recovery method to regain the expected order of accuracy in an efficient manner.
1. Introduction. In this paper, we consider the solution of a conjugate heat transfer problem by an operator decomposition approach. The goal is to compute a functional of the temperature of a body composed of two distinct components that share a common boundary or interface. The two components may have different conductivities and be subject to different heat sources and boundary conditions. The model consists of a system of boundary value problems for two elliptic equations coupled through boundary conditions posed on the common interface. Our interest is in situations where there is a small number of interfaces between the components.
Operator decomposition provides an alternative strategy to solving the fully coupled system. We compute the temperature in each component individually subject to the conditions on the common interface that are obtained from a numerical solution of the other component. Obtaining a solution of the full system by operator decomposition therefore requires a (nominally) infinite iteration in which updated boundary conditions are passed between components.
Operator decomposition is a widely used technique for solving multi-physics, multi-scale problems. The general approach is to decompose the problem into components involving simpler physics over a relatively limited range of scales, and then to seek the solution of the entire system through an iterative procedure involving solutions of the individual components. This approach is appealing because there is generally a good understanding of how to solve a broad spectrum of single physics problems accurately and efficiently, and because it provides an alternative to accommodating multiple scales in one discretization. In the case of conjugate heat transfer, operator decomposition can be viewed as domain decomposition that allows for very different discretizations in each component. However, operator decomposition presents an entirely new set of accuracy and stability issues, some of which are obvious and some subtle, and all of which are difficult to correct. In the case of the conjugate heat transfer, the operator decomposition causes a loss in the approximation order of convergence.
In this paper, we perform an a posteriori error analysis of a finite-element implementation of the operator decomposition technique and obtain accurate error estimates that are used to guide an adaptive discretization strategy. Our approach is based on the standard techniques using variational analysis, residuals and the generalized Green's function solution to an adjoint problem [3, 6, 14, 15, 12, 20] , which we modify to account for several new features arising from the operator decomposition. These include the following.
• Numerical errors in the solution of each component are propagated through the boundary condition applied to the other component.
• Numerical errors in the solution of each the components at one step of the iterative procedure are propagated to the next step.
• The adjoint of the full problem and the adjoint of the iterative procedure are distinct operators whose differences must be recognized when seeking to obtain accurate error estimates. These kinds of effects are characteristic of operator decomposition discretizations, e.g. [8, 19] , and generally require extensions of the usual a posteriori analysis techniques.
In addition to obtaining accurate estimates, we seek to improve the accuracy of the operator decomposition method in an efficient way. In particular, we adapt the "boundary element flux" technique developed by Wheeler [25] and Carey [16, 7] to compute normal derivatives on a boundary, and show that this can be used to improve accuracy, and in particular, restore the order of convergence that is lost due to the operator decomposition.
The operator decomposition method we consider is closely related to the nonoverlapping domain decomposition methods as described in, for example, [23, 28, 24, 29] . The major concern of these authors is however the convergence of different iterative methods and the design of effective pre-conditioners or relaxation parameters, while the accuracy of the final finite element approximation is usually not addressed, despite the fact that some of the numerical results indicate a loss of accuracy. To our knowledge, this paper is the first to address the loss of accuracy. Our results would extend to this particular type of non-overlapping domain decomposition.
In §2, we introduce the conjugate heat transfer problem and provide some notation. We describe the iterative operator decomposition finite element method and some modifications in §3, as well as the boundary flux method used to compute gradients on the common interface. We perform two a posteriori error analyses in §4, using first the adjoint to the fully coupled problem and then the adjoint to the iterative scheme, and present numerical results to highlight the differences between the two. We end the section with a brief discussion of adaptive mesh refinement. In §5, we carry out an analysis which identifies the transferred gradient information as being responsible for the loss of order and show that using the boundary flux method to compute the gradient information restores the order of convergence. Our conclusions are presented in §6.
2. The model for conjugate heat transfer. Let Ω 1 and Ω 2 be polygonal domains in R 2 or R 3 with boundaries ∂Ω 1 and ∂Ω 2 intersecting along an interface Γ = ∂Ω 1 ∩ ∂Ω 2 . We consider a system of second order linear elliptic problems, where the components are coupled through boundary conditions imposed on Γ,
where
are sufficiently smooth functions and ∂ n denotes the unit outward normal derivative to ∂Ω 1 . The results of this paper extend easily to general elliptic operators and general Dirichlet, Neumann, and Robin boundary conditions on the boundaries in the complement of the interface. We let L 2 (Ω i ) denote the space of square integrable functions on Ω i with inner product (·, ·) Ωi and norm · Ωi , but use (·, ·) = (·, ·) Ωi when the domain is clear. We use H s (Ω i ) to denote the Sobolev space with real index s associated with the norm · Ωi,s and seminorm | · | Ωi,s . We also use the subspaces
3. An iterative operator decomposition method. To compute a numerical solution of (2.1), we consider iterative operator decomposition methods. Let u (0) 2 be an initial guess for the Dirichlet data along the interface. We solve
We iterate until (hopefully) a convergence criteria is met, e.g., u
Γ is smaller than a prescribed tolerance.
3.1. Finite element discretization. We let T i,h be a triangulation of Ω i into elements K where the length of the longest edge is h K and h = max K∈T i,h h K . We assume that each triangulation is locally quasi-uniform and Ω i = ∪ K∈T i,h K. However, the triangulations on either side of Γ are not assumed to be aligned.
We use the piecewise polynomial spaces
and the associated spaces
where P 1 (K) denotes the space of linear polynomials on an element K. We let π i be a projection into S i as well as the projection into S i along the interface Γ.
For the finite element approximation, we compute U
3.2. Relaxed iterations. Unfortunately, the simple iterative (3.3)-(3.4) may not converge. In particular, the convergence depends on the values of A 1 and A 2 along the interface and the geometry of each region [18, 23, 28] . As an alternative, we consider two "relaxed" iteration schemes.
(1) Relaxed Dirichlet values We choose α ∈ [0, 1] and update the Dirichlet interface values with
Optimal values of α can be found in [23, 28] , but α = 1/2 works well in most situations.
A proper choice of β reduces the number of iterations.
3.3. Flux correction. It turns out that the operator decomposition results in a loss of order arising from the relatively low order of accuracy in the derivative of the finite element solution, which is O(h) when computed with a standard O(h 2 ) method. We show below that this reduces the order of the overall approximation to first order.
To mitigate this effect, we use a post-processing technique developed by Wheeler [25] and Carey [16, 7] to compute more accurate boundary flux information.
We define the set of elements in T 1,h that intersect the boundary by
and the corresponding space
where {η i } denotes the nodes of element K, so the degrees of freedom correspond to the nodes on the boundary. We seek
solves (3.3). Green's identity implies that σ (k) gives an approximation to the normal flux on the boundary which is relatively inexpensive to compute.
In general, the accuracy of the flux approximation depends on the regularity of an associated Green's function [17, 27] , but in many cases this post-processed flux is O(h 2 ) rather than the standard O(h) for the normal flux of a piecewise linear finite element approximation. It turns out that a fortunate cancellation of errors makes the accuracy of this recovered flux unimportant for our purposes.
We stress that σ (k) is not assumed to be continuous. In fact, if the domain has a corner on the boundary, the normal derivative is, in general, discontinuous due to the jump in the normal vector. When Dirichlet conditions are given on each boundary segment we implement the method described in [7] and allow two degrees of freedom to account for the discontinuity. For the application to more general boundary conditions, such as a Neumann or Robin condition on one segment, or an interface condition on both, we refer the reader to [26] . Now, as an alternative to (3.4), we may solve
Other possible approaches to mitigating the loss of order include approximating the boundary flux using a gradient recovery techniques such as the ZienkiewiczZhu (ZZ) patch recovery technique [30] or the polynomial preserving recovery (PPR) method [22] , or using higher order polynomials near the interface to improve the accuracy of the finite element flux [2, 20] . We had mixed computational success using these other approaches.
4.
A posteriori error analysis. To estimate the error of the operator decomposition finite element approximation, we apply a posteriori techniques based on variational analysis and the adjoint problem. In this case, however, the adjoint for the fully coupled original problem differs significantly from the adjoint problem associated with the discretization of the decomposed system. The motivation to use operator decomposition suggests that the adjoint of the full problem will be unavailable in practice and therefore the decomposed adjoint will be used to compute error estimates. The difference between the adjoint problems can be decreased by increasing the computational work used to solve the decomposed adjoint, however in practice, we must consider the issue that the two adjoints lead to significantly different error representations.
In order to understand the differences, we derive a posteriori error estimates using both adjoints. Both analyses begin in the same way. We wish to estimate the difference between the exact solution to the full problem and the numerical approximation to the solution of the iterative procedure, i.e. E (k) = u − U (k) . We decompose the error,
The first component c (k) measures the difference between the exact solution to the full problem and the exact solution to the iterative problem. If the iterative method converges, then c (k) → 0. The second component e (k) measures the numerical error in solving the iterative problem.
It is helpful to remark that in the conventional approach, the adjoint is defined in such a way as to make the formal bilinear identity hold [21, 13] , i.e., to make the boundary terms arising from integration by parts equal to zero. In the analysis below, we find it convenient to consider the values passed between components as quantities of interest defined on the common boundary and we have to alter the definition of the adjoint problem accordingly.
The adjoint to the fully coupled problem.
The adjoint boundary value problem for the quantity of interest (ψ,
We use a * i (·, ·) to represent the weak form of the adjoint operator. We solve (4.1) numerically by using an iterative operator decomposition approach as for the forward problem. The iterations are completely independent of the forward iterations.
We can derive an error representation formula for the basic scheme (3.1)-(3.2), a weighted relaxation technique (3.5) or (3.6), or when using the post-processed flux as in (3.8) . In the discussion below, we use θ
h to denote the numerical flux passed at the k th iteration from Ω 1 to Ω 2 . To begin, we multiply the system (4.1) by (ψ 1 , ψ 2 ) T and apply the divergence theorem, noting that u 1 = u 2 and
Observe that the test space S 1,0 consists of functions that are zero along the interface, while in general, φ 1 is not zero along Γ. This means that the projection of φ 1 into S 1,0 cannot be the interpolant. We define a new projection π
We also observe that
h , π 2 φ 2 ) Γ , and
since the adjoint solutions are not zero along Γ.
Using the projection (4.2) in the Galerkin orthogonality relation and the equalities above, we have
The error has been decomposed into two typical discretization components, an iterative component, and a component reflecting the error arising from the transfer of derivative information. The choice of iterative method does not affect the discretization component of the error, but it does influence both the iterative and the transfer components along Γ. We illustrate this for a few common iterative schemes:
• Suppose U
which represents a projection error and an iteration error.
which represents a series of iteration errors and a projection error. Notice that since α < 1, the effect of the iteration error from previous iterations diminishes due to the increasing power on α.
• Suppose we set θ
which represents a transfer error and a projection error.
which represents only a projection error with no transfer error.
4.2.
The adjoint to the iterative scheme. Next, we derive an error representation using the natural adjoint for the iterative system (3.1)-(3.2), where we set U
1 . This adjoint avoids the formulation of a globally coupled adjoint, and reads = 0. Note that the adjoint system is defined "backwards". In the reasonable case in which we seek information from the final iterate, the data for the adjoint problem would be ψ chosen appropriately. We derive the error representation formula for this system by observing
2 ) , and apply the steps used to derive (4.3) . This provides the following theorem. (ψ
It is possible to define adjoints for more complicated iterative methods, but it may be difficult. For example, relaxation techniques couple U interface problem,
where f 1 (x, y) and f 2 (x, y) are chosen so the true solutions are u 2 = sin(4πx) sin(4πy) and u 1 = 3u 2 . We solve this using (3.3)-(3.4) with U
and iterate until U
We consider several quantities of interest 1. the global average value, 2. the average value over Ω 1 , 3. the average value over Ω 2 , 4. the value of u 2 at the point (0, 0) computed using the approximate delta functionδ 0 (x, y) = 400 π exp(−400x 2 − 400y 2 ). First we use an independent iterative scheme to solve the adjoint of the fully coupled problem using the relaxation parameter α = 1/2 and iterating until Φ
represents the approximation of the adjoint solution at the k th iteration. We display the error estimates for each of the quantities of interest in Table 4 .1.
Next we solve the adjoint to the operator decomposition method and give these results in Table 4 .2. Note that the number of iterations, as well as the values of the relaxation parameters, are determined by the number of iterations used in the solution of the forward operator decomposition method. Table 4 .2 Error estimates and effectivity ratios using the adjoint for the operator decomposition method. 
where A 1 = 1, A 2 = 3, and f 1 (x, y) and f 2 (x, y) are chosen so the true solutions are u 2 = sin(2πx) sin(2πy) and u 1 = 3u 2 . The quantity of interest is the average value over Ω 1 ∪ Ω 2 , so ψ 1 = ψ 2 = 1. This experiment demonstrates that the error representation formulas (4.3) and (4.6) may give different estimates if relatively few iterations are used in the operator On the left, a comparison of the effectivity ratios using the two adjoints for a given number of iterations used for the operator decomposition method for the forward problem. On the right, we plot φ
to show the decay of influence of errors that occur in previous iterations.
decomposition method for the forward problem. We set a fixed number of iterations in the operator decomposition method for (4.8) and use (3.3) and (3.4) to approximate the solution. We solve the fully coupled adjoint iteratively using sufficient iterations for convergence. However, the number of iterations for the adjoint of the iterative system is determined by the number of iterations for the forward problem.
In Fig. 4.2 , we plot the number of iterations versus the effectivity ratios for the two estimates. We observe that the adjoint for the operator decomposition method does not produce accurate estimates until a sufficient number of iterations for the forward problem have been carried out. This implies that the iterative component of the error, c (k) = u − u (k) , dominates the estimate.
If the iterative method converges, we expect that the effect of the initial guess and the first few iterations would diminish. This is reflected in Fig. 4.2 where we plot the L 2 norm of the iterative adjoint φ
over Ω 1 and Ω 2 respectively at each iteration. We observe that the norm decays rapidly as k decreases, which indicates that the norm of the fixed point operator, and hence the norm of the adjoint fixed point operator, is small. Thus, the influence of errors in previous iterations are rapidly damped and have little influence on the current error. This implies that we can compute accurate estimates using the truncated series
2 ) Γ (4.9) where 1 ≤ M ≤ N , in place of the full series (4.6). This significantly reduces the computational cost associated with computing a series of adjoint problems. In Fig. 4.3 we plot the effectivity ratio for the global average value where we truncate the error representation and compute only the last N terms. 
Adaptive refinement.
We use the a posteriori error estimate as the basis for adaptivity by employing the standard "optimization framework" after writing the estimate as a sum of element contributions and introducing norms [10, 11, 4, 3] . An element K is marked for refinement when the local error indicator is larger than a local tolerance, usually the global tolerance divided by the current number of elements.
Example 4.3. We demonstrate the adaptive procedure on the model problem (4.7) with the quantity of interest equal to the value of u 2 at the point (1.75, 0.25), which we approximate by choosing ψ 1 = 0 and ψ 2 = 400/π exp(−400(x − 1.75) 2 − 400(y − 0.25)
2 ). Fig. 4.4 shows the results after 3 refinement steps. We solve (3.3)- (3.4) and observe that refinement occurs within Ω 1 along Γ which reflects the impact of numerical errors in the normal derivative on the quantity of interest. 5. An analysis of the loss of order. In practice, the iterative technique (3.3) and (3.4) is occasionally observed to result in O(h) convergence rather than the O(h 2 ) convergence that is obtained when solving the fully coupled problem. This loss of order results from passing the normal derivative of the finite element approximation, which is only O(h). Passing the recovered boundary flux restores the full order of convergence. We use the adjoint for the fully coupled problem to derive a posteriori error bounds for the iterative approximations in the case where U
The case where the Dirichlet values are updated using a relaxation technique can be analyzed using the same approach and gives identical results. Numerical examples are provided at the end of the section.
L
2 error bounds. Let u 1 ∈ H 1+α1 (Ω 1 ) and u 2 ∈ H 1+α2 (Ω 2 ) be the solutions to (2.1) with 0 ≤ α 1 , α 2 ≤ 1, and
be the solutions of (3.3) and (3.4) respectively at the k th iteration. Let φ 1 ∈ H 1+α1 (Ω 1 ) and φ 2 ∈ H 1+α2 (Ω 2 ) and pose the adjoint problem (4.1) with ψ 1 = e 1 / e 1 Ω1 and ψ 2 = e 2 / e 2 Ω2 . Starting with (4.3), integration by parts over each element K gives e 1 Ω1 + e 2 Ω2 = I 1 + I 2 + I 3 + I 4 , where
where [A i ∂ n U i ] denoting the jump in the normal derivative across an element edge. The first term I 1 is a standard a posteriori error bound for elliptic problems and is not affected by non-matching triangulations along the interface or by transfer error. The second term I 2 is similar to the jump terms along element edges in I 1 and is the expected jump term when the triangulations align along the interface. The third term I 3 represents the jump in the Dirichlet values across the interface. Finally, the fourth term I 4 represents the difference between the flux passed from Ω 1 to Ω 2 and the flux obtained via the boundary-flux correction technique.
We first construct Lemmas 5.1 to 5.4 below to bound I 1 to I 4 individually. In each of these Lemmas we first provide the general bound when the triangulations do not match across the boundary and then show the simplification that arises for matching triangulations. We then combine these four lemmas into Theorems 5.5 and 5.7 which give error bounds for the basic iteration (3.3) and (3.4), and when using flux correction (3.8) respectively. These two theorems describe the general result when the triangulations do not match across the boundary while the simplification given matching triangulations is provided as a Corollary. 
.
Proof. Apply standard arguments using the Cauchy-Schwarz inequality and a trace inequality.
, we can also provide a bound for the jump terms. Ordinarily, we would add and subtract (A 1 ∂ n u 1 , φ 1 − π 1 φ 1 ) ∂K to estimate the jump term. However, this causes an iteration error (
Γ , which may be quite complicated. Therefore, we letũ
To be precise,ũ
1 is the exact weak solution over Ω 1 given the data from the previous iteration. Standard finite element theory can be applied to estimate
We add and subtract (A 1 ∂ nũ (k) 1 , φ 1 − π 1 φ 1 ) ∂K and use the Cauchy-Schwarz and trace inequalities to obtain,
Lemma 5.2. (Bound on I 2 ) If the triangulations T 1,h and T 2,h do not match along the interface, then
If the triangulations T 1,h and T 2,h match along the interface, then
and h 2 = max K∈T 2,h h K .
Proof. We add and subtract (A 1 ∂ n U
1 , φ 2 − π 2 φ 2 ) Γ and use φ 1 = φ 2 on Γ to write
Observe π 1 φ 1 = π 2 φ 2 if the triangulations match along the interface. We apply the Cauchy-Schwarz and trace inequalities to complete the proof.
, we may defineũ 
Proof. First, observe that U
and rewrite I 3 by adding and subtracting (
. This yields
if the triangulations match along the interface. We apply the Cauchy-Schwarz inequality to complete the proof. 
is defined by (5.1).
Proof. We add and subtract (σ (k) , π 2 φ 2 ) Γ and use φ 1 = φ 2 along Γ to get
Observe π 1 φ 1 = π 2 φ 2 if the triangulations match along the interface. We add and subtract (A 1 ∂ nũ
1 , π 2 φ 2 ) Γ to the first term and apply the Cauchy-Schwarz inequality to complete the proof.
In practice, the error in the normal derivative is typically the same accuracy as the H 1 error, namely O(h ) accuracy. This is not an important issue, however, since we intend to use the fact that this term is less accurate than the others, and therefore pollutes the L 2 error. We assume the error in the normal derivative can be bounded,
The error in the recovered boundary flux can be bounded
where S 1 is a stability factor defined by an associated Green's function [17, 27] . 
Corollary 5.6. Assume the triangulations T 1,h and T 2,h match along the interface Γ. If U 
Comparing Theorem 5.7 with Theorem 5.5 and Corollary 5.8 with Corollary 5.6, we see that the terms involving h β have dropped out and the optimal order of convergence has been restored. 2) where the data f 1 (x, y) and f 2 (x, y) are chosen so the true solutions are u 1 = u 2 = sin(πx/2) sin(2πy). The purpose of this experiment is to show how the asymptotic O(h β 1 ) convergence rate may be masked by apparently minor changes to the problem, and therefore may be difficult to observe in all situations. We change the boundary conditions along the top boundary, solving (5.2) with the boundary conditions
Numerical results.
along x = 0 and y = 0, ∂ n u 1 = 2π sin(πx/2), along y = 1, u 2 = 0, along x = 2 and y = 0, ∂ n u 2 = 2π sin(πx/2), along y = 1.
We set α = 1/2 and iterate until the convergence criteria is met. For comparison, we also solve (5.2) using a fully coupled method on the same mesh in COMSOL. We see, in Figure 5 .1, that the fully coupled solution converges quadratically, while the iterative solution converges linearly. Next, we solve (5.2) with Dirichlet boundary conditions u 1 = 0, x ∈ ∂Ω 1 \Γ, u 2 = 0, x ∈ ∂Ω 2 \Γ, and again we also solve the fully coupled problem for comparison. In Figure 5 .2, we observe that the operator decomposition solution initially converges quadratically, but eventually the O(h β 1 ) term dominates and the convergence is ultimately linear. Example 5.2. In the final example we assume the triangulations do not match along the interface and consider (5.2) with the mixed boundary conditions
along x = 0, A 1 ∂ n u 1 = 2π sin(πx/2), along y = 1, A 1 ∂ n u 1 = −2π sin(πx/2), along y = 0, u 2 = 0, along x = 2, A 2 ∂ n u 2 = 2π sin(πx/2), along y = 1, A 2 ∂ n u 2 = −2π sin(πx/2), along y = 0.
First, we solve the problem iteratively by passing the finite element flux, A 1 ∂ n U (k) 1 . Next, we use the boundary flux method to compute and pass σ (k) . In Figure 5 .3, we compare the L 2 errors over Ω 1 ∪ Ω 2 on a series of meshes. We see that the approximations using the finite element flux converge linearly, while the approximations using the boundary flux converge quadratically.
6. Conclusion. We have conducted an a posteriori error analysis of a finite element implementation of a number of operator decomposition strategies for a canonical conjugate heat transfer problem. By modifying the standard approach based on variational analysis, residuals and the generalized Green's function, we derive accurate error estimates and use these estimates to guide adaptive mesh refinement. Modifications to the standard error analysis account for the transfer of error between components of the decomposed operator and interpolation error. Our analysis accounts for the differences between the adjoints of the full problem and the operator decomposition system. We show that the loss of order typically observed in the operator decomposition method is due to inaccuracy of transferred gradient information and we show how the boundary flux method can be used to efficiently regain the expected optimal order of convergence.
