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Abstract. This paper reports an experimental analysis of footsteps as
a biometric. The focus here is on information extracted from the time
domain of signals collected from an array of piezoelectric sensors. Results
are related to the largest footstep database collected to date, with almost
20,000 valid footstep signals and more than 120 persons, which is well
beyond previous related databases. Three feature approaches have been
extracted, the popular ground reaction force (GRF), the spatial average
and the upper and lower contours of the pressure signals. Experimental
work is based on a veriﬁcation mode with a holistic approach based on
PCA and SVM, achieving results in the range of 5 to 15% EER depending
on the experimental conditions of quantity of data used in the reference
models.
1 Introduction
Footstep signals have been used in diﬀerent applications including medicine [1],
surveillance [2], smart homes [3] and multimedia [4]. Footstep recognition was
ﬁrst suggested as a biometric in 1977 [1], but it was not until 1997 when the ﬁrst
experiments were reported [5]. Since then the subject has received relatively little
attention in the literature compared to other biometrics, even though it possesses
some worthwhile beneﬁts: unobtrusive, unconstrained, robust, convenient for
users, etc.
Diﬀerent techniques have been developed using diﬀerent sensors, features
and classiﬁers as described in [6]. The identiﬁcation rates achieved of around 80-
90% are promising and give an idea of the potential of footsteps as a biometric
[7,8]. However, these results are related to relatively small databases in terms of
number of persons and footstep signals, typically around 15 people and perhaps
20 footsteps per person [5]; this is a limitation of the work to date.
A database is an essential tool to assess any biometric; therefore, this paper
reports experimental results of footsteps as a biometric on the largest footstep
database to date, with more than 120 people and almost 20,000 signals, enabling
assessment with statistical signiﬁcance.
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Regarding the sensors employed to capture the footstep signals, two main
approaches have been followed in the literature: switch sensors [9,10,11] have
been used with a relatively high sensor density (ranging from 50 to 1024 sensors
per m2) in order to detect the shape and position of the foot. On the other
hand, diﬀerent types of sensors that capture transient pressure [5,12,13,14,15]
have been used with relatively low sensor density (typically 9 sensors per m2),
more focused in the transient information of the signals along the time course.
The capture system considered here uses a high density of approximately 650
piezoelectric sensors per m2 which gives a good spatial information and measures
transient pressure.
This paper is focused on the analysis of the temporal information of the
footstep signals. In this sense the most popular feature extracted in the related
works is the ground reaction force (GRF), in some cases used in a holistic manner
[5], and in other cases geometric measurements are extracted from the GRF
[12,15,16]. In our previous works [8,17,18] geometric and holistic features were
compared obtaining in all cases better results for the holistic approach. In this
paper, the GRF proﬁles are compared with other features in a holistic manner
and also a fusion of them is carried out obtaining veriﬁcation results in the range
of 5 to 15% of EER depending on the experimental conditions. The experimental
protocol is focused on the study of the inﬂuence of the quantity of data used in
the reference models.
The paper is organized as follows. Section 2 describes the footstep signals
used and the feature extraction process, focused on time information. Section 3
describes brieﬂy the database, Section 4 presents the experimental results; and
ﬁnally conclusions and future work are presented in Section 5.
2 Description of the Signals and Feature Extraction
2.1 Footstep Signals
As mentioned above, the capture system considered here uses piezoelectric sen-
sors with a relatively high density, and therefore footstep signals collected contain
information in both time and spatial domains. This is in contrast to previous
related works, e.g. [12,10,11]. In fact, footstep signals collected here contain in-
formation in four dimensions namely: pressure, time, and spatial positions X and
Y. The sensors are mounted on a large printed circuit board and placed under a
conventional mat. There are two such mats positioned appropriately to capture
a typical (left, right) stride footstep. Each mat contains 88 piezoelectric sensors
in an area of 30 × 45 cm.
Figure 1 shows three diﬀerent 3D plots for an example of a footstep signal
reﬂecting its three stages: Figure 1(a) shows the diﬀerential pressure for an in-
stant in the ﬁrst stage of the footstep, i.e. when the heel strikes the sensor mat,
Figure 1(b) shows the same but for an instant in the second stage of the footstep,
i.e. when the whole foot rests over the sensors, and Figure 1(c) the same but for
an instant in the third stage of the footstep, i.e. when the heel leaves the surface
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Fig. 1. Spatio-temporal footstep signal in the diﬀerent stages. a) The derivative of the
pressure against the position X and Y at the ﬁrst stage of footstep. b) The same but for
second stage of footstep signal. c) The same but for third stage of the footstep signal.
and the toes push oﬀ the sensor mat. It is worth noting that the output of the
piezoelectric sensors is the diﬀerential pressure in time; thus, it can be seen in
Figure 1(c) that there are negative values.
In this paper, the focus is on the analysis of the information of the footstep
signals contained in the time domain, leaving the analysis of the spatial domain
for further work.
2.2 Feature Extraction and Matching
This section describes the time domain features that are used to assess footsteps
as a biometric. Figure 2(a) shows an ensemble of signals from a single footstep.
Each signal represents the diﬀerential pressure against time for each of the 88
sensors in one mat. An energy detector across the 88 sensors is used to obtain
the beginning of each footstep to align the signals.
The most popular time domain feature in related works is the ground reaction
force (GRF) [5,7,12,15,16]. Figure 2(b) shows the GRF proﬁle for the example
footstep considered here. In this case, as the piezoelectric sensors provide the
diﬀerential pressure, the GRF is obtained by accumulating for each sensor signal
across the time, and then an average of the 88 single proﬁles is computed to
provide a global GRF. Formally, let si[t ] be the output of the piezoelectric sensors
i, where t are the time samples being t = 1,...,Tmax and i are the sensors i =
1,...,88. Then the global GRF (GRFT ) is deﬁned by:
GRFT [t] =
1
88
88∑
i=1
(
t∑
τ=0
(si[τ ])) (1)
Apart from the GRF, two other feature approaches are studied here. The
ﬁrst comes from a spatial average [13,19] of the 88 sensors of the mat to produce
a single proﬁle. An example is shown in Figure 2(b).
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Fig. 2. Feature extraction in time domain for a footstep signal. (a) Diﬀerential pressure
against time for the 88 sensors. (b) Normalised ground reaction force proﬁle from (a)
as deﬁned in Equation 1, and normalised spatial average of the 88 sensors as deﬁned
in Equation 2. (c) Upper and lower contour proﬁles from (a) as deﬁned in Equations 3
and 4 respectively.
save[t] =
1
88
88∑
i=1
(si[t]) (2)
The second approach uses the upper and lower contour coming from the
maxima and minima of the sensors for each time sample, as shown in Figure 2(c).
These two signals are then concatenated into one contour signal.
sup[t] =
88
max
i=1
(si[t]) (3)
slo[t] =
88
min
i=1
(si[t]) (4)
Equations 1 to 4 lead to a high dimensionality in the time domain with a
vector of 8000 samples per footstep. Data dimensionality is further reduced using
principal component analysis (PCA), retaining more than 96% of the original
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information by using the ﬁrst 120 principal components for each feature ap-
proach. Regarding the classiﬁer, a support vector machine (SVM) was adopted
with a radial basis function (RBF) as the kernel, due to very good performance
in previous studies in this area [7,8].
3 Database and Experimental Protocol
The database collected, apart from footsteps, contains another three biomet-
ric modes: speech, face and gait. These modes were included in order to assist
in the labelling of the footstep signals, as the collection was an unsupervised
process. The speech mode was used to carry out an automatic labelling of the
database. A novel iterative process was developed using an identiﬁcation strat-
egy, labelling the data with the highest conﬁdence ﬁrst and leaving the data with
less conﬁdence for the last iterations [20].
Regarding the experimental protocol followed to assess footsteps as a bio-
metric, special attention has been paid to the partitioning of the data into three
sets, namely Reference data and two test sets. The ﬁrst test set, called Devel-
opment was used to set the parameters of the system such as the features, the
PCA components and the SVM classiﬁer. Then the unseen Evaluation test set
is comprised of the last 5 signals collected from each person. It is worth noting
that in this paper the data used in the diﬀerent sets keeps the chronological time
of the collection. Therefore, for each user the reference data is comprised of the
ﬁrst data provided, and the data used in the Evaluation set is the last collected.
This is a realistic approach reﬂecting actual usage in contrast to previous related
works [8,9,10].
The inﬂuence of the quantity of data used to train and test the system is
a key factor in any performance assessment; while common in more established
biometric modes this aspect is not considered in many cases of footstep stud-
ies, for example in [5,12,13], due to limited numbers of data per person in the
databases. Diﬀerent applications can be simulated using diﬀerent quantities of
data in the reference models. In the present work we simulate two important
applications: smart homes and access control scenarios. In the case of a smart
home there would be potentially a very large quantity of reference data avail-
able for a small number of persons, while in security access scenarios such as a
border control, limited reference data would be available, but potentially for a
very large group of people.
A characteristic of the database considered here is that it contains a large
amount of data for a small subset of people (>200 signals for 15 people) and a
smaller quantity of data for a larger group of people (>10 signals for 60 people).
This reﬂects the mode of capture which was voluntary and without reward.
The assessment of the system is carried out in several points or benchmarks
considering diﬀerent amounts of reference data.
For example, Table 1 shows the quantity of data used in benchmark B1
(using 40 signals in the reference models and 40 models) for the diﬀerent data
sets of Development and Evaluation. Each signal from the test sets is matched
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Table 1. Database conﬁguration for benchmark B1 (40 signals per reference model).
against all the 40 reference models deﬁned. As can be seen in the table, the total
number of stride signals in the database is 9,990, i.e. 19,980 single (right and
left) signals in total. As a result, the number of genuine matchings is 6,697 and
200 for Development and Evaluation respectively; and the number of impostor
matchings are 276,383 and 21,800 for Development and Evaluation respectively.
Similarly, other benchmark points have been deﬁned with diﬀerent number of
models and signals per model. Proﬁle results of these other benchmark points
can be seen in Figure 3.
4 Experimental Results
This section describes the assessment of the time domain features described in
Section 2 following the protocols deﬁned in Section 3.
Figure 3(a) shows the EER against the diﬀerent quantities of stride footstep
signals used to train the reference models, bearing in mind that the number
of reference models decreases as deﬁned by the top abscissa axis. For example,
the points on the left of the ﬁgure relate to 75 reference models using only
1 footstep signal to train each model; whereas points on the right relate to 5
reference models with 500 signals to train each model.
The ﬁgure shows EER results for the three feature approaches, i.e. the GRF,
the spatial average, and the contour. Also a fourth plot in the ﬁgure shows
the result of the fusion at the feature level of the three approaches, carried out
concatenating the features of the single approaches after PCA. These results are
generated for stride footsteps, which are comprised of concatenated right and
left footstep signals.
All four plots have a similar overall shape with (i) an initial steep fall from
approximately 35% EER to 15-20% EER when using 1 to 10 footsteps for train-
ing, (ii) a smooth knee curve when increasing the number of signals used in the
reference models from 20 to 80 where the error rates change less rapidly from
18 to 13% for the cases of GRF and spatial average, from 15% to 11% for the
case of the contour and from 13% to 9% for the case of the fusion of the three
approaches; and (iii) relatively ﬂat proﬁles where error rates are around 10% for
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(a) Time Features (b) Comparison Right/Left/Stride
Fig. 3. (a) Four plots of EER against number of stride signals used to train the reference
models for concatenated (stride) footsteps. (b) EER against number of signals used to
train the reference models with the fusion of the three feature approaches in the time
domain for single (right and left) and stride footsteps.
the three feature approaches (11% for the GRF) and around 5% EER for the
case of the fusion when using 500 signals in the reference models.
This shows that in all cases the performance saturates when the number of
signals per model exceeds approximately 80 footsteps. Also, errors as low as 5%
are viable, especially with further system optimisation. It should be emphasized
that: (i) these results relate to features extracted from the time domain only, no
spatial information is considered here, and (ii) the number of trials varies along
the abscissa axis.
It is interesting to note that the GRF and the spatial average features give
similar performance, while the contour features provide the best results of the
three approaches more accentuated in the left part of the ﬁgure, i.e. when using
10 to 100 signals to train the reference models. Also, the fusion outperforms
the three single approaches. This approach provides the best results for footstep
recognition using time domain features. The following results of this section
relate to the fusion of the three feature approaches in the time domain.
Figure 3(b) shows the EER against diﬀerent quantities of reference data for
the case of the single footsteps (right and left) and the stride for the fusion of the
three time domain feature approaches. As can be seen the three plots follow the
same trend, but there is a signiﬁcant improvement of performance when using
the stride compared to the single footsteps (right and left), reducing the EER
by an average of 3%.
Figure 4 analyses in more detail the case of benchmark B1 (i.e. using 40
signals per reference models and 40 models) comparing results obtained for the
Development (Fig. 4(a)) and Evaluation (Fig. 4(b)) sets. In both cases there
is a superior performance for the case of the stride footstep with an average
relative improvement of 25%. It is interesting to see such a signiﬁcant perfor-
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Fig. 4. DET curves for fusion of the three features approaches. (a) Results for bench-
mark B1 for the Development set, and (b) for the Evaluation set.
mance degradation between the Development and the Evaluation. As described
in Table 1, in both datasets there is a common reference data. As described, in
these experiments the time sequence of the collection is kept, i.e. data used in
the test sets was collected later in time than data used to train the reference
models. Therefore data used in the Development set is closer in time to the
reference than data used in the Evaluation set, and therefore more likely to be
more similar. This explains the degradation observed in the Evaluation set.
Results achieved here are better compared to those obtained in the related
works. Also, it is worth noting that the experimental setup here is the most
realistic at least in two factors: (i) it considers the largest footstep database
to date, and (ii) it keeps the time lapse between reference and test data, in
contrast to most previous works, for example [8,9,10], which randomize the time
sequence of the data in the experiments. The randomization makes reference and
test datasets more similar and therefore it is possible to achieve artiﬁcially good
results.
5 Conclusions and Future Work
This paper studies footstep signals as a biometric based on the largest footstep
database to date with more than 120 people and almost 20,000 signals. Foot-
step signals collected contain information in both time and spatial domains, in
contrast with previous related works.
This paper focuses on the analysis of the time information of the signals.
Features such as the popular ground reaction force, together with two others
approaches named the spatial average and the contour are compared and fused
following a holistic approach with PCA and SVM.
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The experimental protocol is designed to study the inﬂuence of the quantity
of data used in the reference models, simulating conditions of possible extreme
applications such as smart homes or border control scenarios. Results in the
range of 5 to 15% EER are achieved in the diﬀerent conditions for the case
of the stride footstep for the fusion of the three feature approaches, which are
better than previous works, and with a much more realistic experimental setup.
The time gap between reference data and test is an important point to con-
sider in further work as we have observed a signiﬁcant degradation of the per-
formance in the Evaluation set which is comprised of the last data collected in
the database.
Also, the analysis of the spatial information of the footstep signals and a
fusion with the time domain information are very interesting lines for further
research.
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