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A NOTE ON THE EXISTENCE OF TRANSITION PROBABILITY
DENSITIES FOR LÉVY PROCESSES
V. KNOPOVA AND R.L. SCHILLING
Abstract. We prove several necessary and sufficient conditions for the existence
of (smooth) transition probability densities for Lévy processes and isotropic Lévy
processes. Under some mild conditions on the characteristic exponent we calculate
the asymptotic behaviour of the transition density as t→ 0 and t→∞ and show
a ratio-limit theorem.
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Key Words: transition probability density; absolute continuity; Hartman-Wintner
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Introduction
An n-dimensional Lévy process is a stochastic process X = (Xt)t>0 with values in
Rn, with independent and stationary increments, and with càdlàg (right-continuous,
finite left limits) sample paths. It is well known that the transition probability pt of
a Lévy process can be characterized by the inverse Fourier transform:
F
−1pt(ξ) = Exe
iXt·ξ = e−tψ(ξ), t > 0, x, ξ ∈ Rn.
The function ψ : Rn → C is called the characteristic exponent and it is determined
by its Lévy-Khintchine representation
(1) ψ(ξ) = iℓ · ξ + 1
2
ξ ·Qξ +
∫
Rn\{0}
(
1− eiy·ξ + iy · ξ
1 + |y|2
)
ν(dy);
here ℓ = (ℓ1, . . . , ℓn) ∈ Rn, Q = (qjk) ∈ Rn×n is a positive semi-definite matrix and ν
is the Lévy measure, i.e. a measure on Rn\{0} such that ∫
Rn\{0}
(1∧|y|2) ν(dy) <∞.
If ℓ = 0 and Q = 0, we will call the corresponding Lévy process a pure jump Lévy
process.
Many papers are devoted to distributional properties of Lévy processes and to the
existence of (necessary and) sufficient conditions under which the transition prob-
ability pt(dx) of a Lévy process is absolutely continuous with respect to Lebesgue
measure. The classic paper [HW42] by Hartman and Wintner gives sufficient condi-
tions in terms of the characteristic exponent ψ under which there exists a transition
density pt(x) of Xt; these conditions guarantee that pt ∈ C∞(Rn), where C∞(Rn)
denotes the set of all continuous functions which vanish at infinity. More precisely,
if
(HW∞) lim
|ξ|→∞
Reψ(ξ)
ln(1 + |ξ|) =∞,
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2 V. KNOPOVA AND R.L. SCHILLING
then pt(dx) = pt(x) dx for all t > 0, and pt ∈ L1(Rn) ∩ C∞(Rn). Also, if
(HW1/t) lim inf
|ξ|→∞
Reψ(ξ)
ln(1 + |ξ|) >
n
t
,
then ps(dx) = ps(x) dx for all s > t and ps ∈ L1(Rn) ∩ C∞(Rn).
Note that the important issue is the speed at which the function ψ tends to
infinity. Since F−1pt = e
−tψ, the Riemann-Lebesgue lemma entails that
(2) pt(dx) = pt(x) dx for some t > 0 =⇒ lim
|ξ|→∞
Reψ(ξ) =∞,
but this necessary condition does not tell anything about the rate of growth of
ψ. Hartman and Wintner remark that the difficulties of the gap between these two
conditions—i.e. (HW∞) and (2)—[...] are rather obscure [HW42, p. 287]. Tucker
[Tu65] provides (complete but rather technical) necessary and sufficient criteria for
the existence of a transition density. He mentions that Fourier analytic techniques
are too crude for such a problem ([Tu65, p. 317]). These two quotations are also
the main motivation of our paper: to explain for which densities (HW∞) is indeed
necessary and sufficient and how far we can get with Fourier analytic techniques.
Let us briefly review some of the other known criteria. Hawkes [H79] shows that
a Lévy process has the strong Feller property—i.e. x 7→ Exf(Xt) is continuous for
all bounded measurable functions f—if, and only if, the transition probabilities
are absolutely continuous; in this case, the densities pt(x) are lower semicontin-
uous. Zabczyk [Z70] shows that for an isotropic Lévy process X in Rn, n > 2,
(see below for the precise definition) the following dichotomy holds: either X is a
compound Poisson process, or it is absolutely continuous for all t > 0 with lower
semi-continuous transition density.
Further sufficient conditions in dimension one were found by Kallenberg [K81,
Section 5]: if
(K∞) lim
ε→0
∫ ε
−ε
y2ν(dy)
ε2 | ln ε| =∞,
then pt(dx) = pt(x) dx for all t > 0 and pt ∈ C∞b (R) ∩ C∞(R); and if
(K1/t) lim inf
ε→0
∫ ε
−ε
y2ν(dy)
ε2 | ln ε| >
1
t
,
then ps(dx) = ps(x) dx for all s > t > 0 and ps ∈ C∞b (R) ∩ C∞(R). For an n-
dimensional analogue of (K∞) and (K1/t) we refer to [BK08]. See also Orey [O68]
for yet another sufficient condition, as well as the monograph of Sato [Sat] for more
references and results.
The main result of this note is to show for which class of Lévy processes the
Hartman-Wintner condition (HW∞) is a necessary and sufficient condition for the
existence of a (smooth) transition density pt(x). For isotropic processes we can
express (HW∞) in terms of the Lévy measure ν. Finally we show that we can,
under some mild conditions, express the behaviour of the transition density at zero
pt(0) in terms of the measure of a ball with radius t
−1/2 in the metric given by
the characteristic exponent ψ. As an application we show that our result gives
an easy way to estimate the transition probability density at zero for anisotropic
stable processes and tempered stable processes, see [Sto10b], [R07], [Sto10a]. In
some sense, Theorem 1 sharpens [Sto10b, Lemma 3.1] where an upper bound for
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the gradient of the transition density pt of an α-stable Lévy process is obtained
whose Lévy measure ν is a γ-measure. Although Theorem 1 does not provide a
gradient estimate in terms of the particular structure of the Lévy measure, it shows
that the gradients of any order are in L1.
Notation: We denote by Fu(ξ) = (2π)−n
∫
Rn
u(x) e−ixξ dx the Fourier transform,
F−1w(x) =
∫
Rn
w(ξ) eiξx dξ is the inverse Fourier transform or characteristic func-
tion. By Jν and Kν we denote the (modified) Bessel functions of the first and third
kind, cf. [GR]. We write C∞(R
n) for the continuous functions vanishing at infinity.
Throughout this paper we will use the same letter pt to denote the transition prob-
ability pt(dx) and its density pt(x) w.r.t. Lebesgue measure. For functions f(x) and
g(x) we write f ≍ g if there are constants c, C > 0 such that cf(x) 6 g(x) 6 Cf(x)
and we write f ∼ g (as x → a) if limx→a f(x)/g(x) = 1. All other notation should
be standard or self-explanatory.
1. Main Results
An n-dimensional (Lévy) process X is called isotropic, if for any isometry L :
R
n → Rn, L(0) = 0, and all Borel sets B ∈ B(Rn)
P0(Xt ∈ B) = P0(Xt ∈ LB), t > 0.
In this case the Lévy exponent is of the form ψ(ξ) = g(|ξ|2) for some continuous
g : [0,∞)→ [0,∞). For n = 1 the notions of isotropy and symmetry coincide.
For an isotropic process we define G(r) := −ωn−1ν(B(0, r)c), n > 1, where ωn−1 =
2πn/2/Γ
(
n
2
)
is a surface volume of the unit sphere Sn−1 ⊂ Rn and Γ is Euler’s Gamma
function.
For isotropic processes in Rn, n > 1, we will need the n-dimensional analogue of
(K∞):
(K′∞) lim
ε→0
∫ ε
0
r2dG(r)
ε2 | ln ε| =∞.
Note that (K′∞) fails if, and only if, lim infε→0
∫ ε
0
r2dG(r)
/(
ε2 | ln ε|) <∞.
We can now state our main results.
Theorem 1. Let X be an n-dimensional Lévy process, n > 1. The following condi-
tions are equivalent:
(a) (HW∞);
(b) for all t > 0 the transition density exists, pt ∈ C∞(Rn) and ∇αpt ∈ L1(Rn)∩
C∞(R
n) for all α ∈ Nn0 ;
(c) for all t > 0 the transition density exists and pt,∇pt ∈ L1(Rn).
If X is isotropic such that ψ(ξ) = g(|ξ|2) with an increasing function g, then the
above conditions are equivalent to
(d) for all t > 0 the transition density exists and pt ∈ C∞(Rn);
(e) for all t > 0 the transition density exists and pt ∈ L∞(Rn);
(f) e−tψ ∈ L1(Rn) for all t > 0.
Theorem 2. Let X be an isotropic Lévy process in Rn, n > 2, with characteristic
exponent ψ(ξ) = g(|ξ|2). If (K′∞) fails, then (HW∞) is equivalent to
(3) lim
ε→0
ν(B(0, ε)c)
| ln ε| =∞.
4 V. KNOPOVA AND R.L. SCHILLING
Before we proceed with the proofs of Theorem 1 and 2 we add a few remarks and
give some examples.
Example 1. Since the existence and smoothness of a transition density is a time-
dependent property, cf. [Sat], the specification ‘for all t > 0’ is essential in Theorem
1. A simple counterexample in dimension n = 1 is the Gamma process, that is the
Lévy process with transition density
pt(x) =
xt−1
Γ(t)
e−x, t > 0, x > 0.
It is not hard to see that its characteristic exponent is
ψ(ξ) = ln(1 + iξ)−1 =
1
2
ln(1 + ξ2) + i arctan(ξ).
The two-sided (i.e. symmetrized) Gamma process whose transition density is qt :=
pt ∗ p˜t, p˜t(x) = pt(−x), has
ψ(ξ) = ln(1 + ξ2) =
∫
R\{0}
(
1− cos(xξ))(∫ ∞
0
1√
4πs
e−s e−|x|
2/(4s) ds
s
)
dx
=
√
2
π
∫
R\{0}
(
1− cos(xξ))K1/2(|x|)√|x| dx
as characteristic exponent; this follows from a combination of [BF, 9.23.4, 10.3] and
[GR, 8.437, p. 959].
Note that pt is for t > 1 of class C∞, while for t = 1 the density is bounded
and Borel measurable, while for t ∈ (1/q, 1) the density has a pole at x = 0
but is still contained in Lp, p, q being conjugate: p
−1 + q−1 = 1. A similar pic-
ture is true for the density of the symmetrized process qt(x) which is given by
Γ(t)−1π−1/2(|x|/2)t−1/2Kt−1/2(|x|) for t > 1/2, cf. [GR, 17.344, p. 1151].
In n dimensions we get that for t > n/2 the density qt(x) is given by
qt(x) =
21−n
πn/2 Γ(t)
( |x|
2
)t−n/2
Kt−n/2(|x|), n ∈ N, x ∈ Rn, t > n
2
,
cf. [Wen, Theorem 6.13, p. 76] (but mind the different norming of the Fourier trans-
form).
Example 2. Let n = 1. (K∞) implies (HW∞), but (HW∞) does not imply (K∞).
Assume that ℓ = 0, Q = 0 and ν(dy) = 1
|y|
ln 1
|y|
1B(0,1)(y)dy in (1). After some
straightforward calculations we obtain that the related characteristic exponent be-
haves like ψ(ξ) ∼ ln2 |ξ| as |ξ| → ∞ which implies (HW∞). But
lim
ε→0
2
∫ ε
0
y ln 1
y
dy
ε2 | ln ε| = limε→0
−2ε ln ε
−2ε ln ε− ε = 1,
i.e. we have only (K1/t) for some t > 0, but not (K∞).
Example 3. The condition n > 2 in [Z70] is essential, since an isotropic Lévy process
in R is just a Lévy process with symmetric Lévy measure, and such a process can
be even continuous singular. Consider, for example, for a > 2, aj := a
j, the Lévy
measure
(4) ν(dx) =
∞∑
j=−∞
bj
2
(
δaj (dx) + δ−aj (dx)
)
,
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where bj > 0, and supj bj < ∞. The corresponding pure jump Lévy process is
continuous singular for any t > 0, see [W98] or [Sat, Theorem 27.19].
Example 4. Let (aj)j>0 be a sequence such that limj→∞ aj = 0 and let (bj)j>0 be a
decreasing sequence such that bj > 0 and
∑
j>1 bj = ∞. If ν is of the form (4), the
corresponding pure jump characteristic exponent is given by
ψ(ξ) =
∞∑
j=1
[
1− cos(ajξ)
]
bj .
For aj := 2
−j we get
ψ(2m · 2π) =
∞∑
j=1
[
1− cos(2m−j · 2π)] bj
=
∞∑
k=1
[
1− cos(2−k · 2π)] bk+m
6
(2π)2
2
∞∑
k=1
bk+m2
−2k
6
2π2bm
3
m→∞−−−→ 0.
Since ψ is symmetric,
lim inf
|ξ|→∞
ψ(ξ) = 0.
On the other hand, ν(R) =
∑
j>1 bj =∞, hence
lim sup
|ξ|→∞
ψ(ξ) =∞.
The corresponding transition probability pt(dx) is not absolutely continuous, other-
wise we would have by [HW42] lim|ξ|→∞ ψ(ξ) =∞. Hence by [HW42], see also [Sat,
Theorem 27.16], pt(dx) is continuous singular.
We will see in Lemma 3 and Example 5 below that (HW∞) is indeed not necessary
for the existence of a C∞-transition density.
Lemma 3. Let X be an isotropic Lévy process in Rn, n > 1. Then
(5) pt/2(x) exists and pt/2 ∈ L1(Rn) ∩ C∞(Rn) =⇒ lim sup
|ξ|→∞
ψ(ξ)
ln(1 + |ξ|) >
n
t
.
Proof. Note that the left-hand side of (5) implies ‖e−tψ‖L1 < ∞. Indeed, if pt/2 ∈
C∞(R
n)∩L1(Rn), then pt/2 ∈ L∞(Rn)∩L1(Rn) ⊂ L2(Rn), hence F−1pt/2 ∈ L2(Rn).
This shows that |e−tψ| = |e− t2ψ|2 ∈ L1(Rn).
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Since X is isotropic, ψ(ξ) = g(|ξ|2) for some continuous function g : [0,∞) →
[0,∞), and we have
‖e−tψ‖L1 =
∫ ∞
0
m
{
ξ ∈ Rn : ψ(ξ) 6 − ln s
t
}
ds
= t
∫ ∞
0
m
{
ξ ∈ Rn : g(|ξ|2) 6 x} e−tx dx
> tcn
∫ ∞
0
(g−1(x))n/2 e−tx dx,
(6)
where g−1(x) := inf{u : g(u) > x} and m denotes Lebesgue measure in Rn. The
left-hand side of (6) is finite and we conclude that lim infx→∞ g
−1(x)e−2tx/n = 0.
By the very definition of the generalized inverse we get g−1(g(x)) 6 x 6 g(g−1)(x).
Therefore,
(7) g−1(x)e−2tx/n > g−1(x)e−2tg(g
−1(x))
> 0.
Since the transition density exists, it is an easy consequence of the Riemann-Lebesgue
lemma that lim|ξ|→∞ ψ(ξ) =∞, cf. (2). Therefore, g and g−1 are onto. If we combine
this fact with the inequality (7), we see that lim infx→∞ g
−1(x)e−2tx/n = 0 entails
lim infu→∞ ue
−2tg(u)/n = 0. Consequently,
lim inf
u→∞
(
1− 2tg(u)
n ln u
)
ln u < 0,
implying lim supu→∞ g(u
2)/ lnu > n/t. 
We will now construct a characteristic exponent ψ with lim inf |ξ|→∞ ψ(ξ)/ ln |ξ| =
0 and lim sup|ξ|→∞ψ(ξ)/ ln |ξ| =∞.
Example 5. Let ν be a Lévy measure of the form (4) with aj = 2
−j and
bj :=
{
ln j, j = 2k,
j2, j = 2k + 1.
In Example 4 we proved the upper bound
ψ(2m · 2π) 6 2π
2
3
bm.
Similarly, since sin2 x > c1x
4 for small x, we have for some c2 > 0
ψ(2m · 2π) =
∞∑
k=1
(
1− cos(2−k · 2π) bk+m
= 2
∞∑
k=1
sin2
( π
2k
)
bk+m
> 2c1
∞∑
k=1
( π
2k
)4
bk+m
= c2 bm.
Therefore
lim sup
|ξ|→∞
ψ(ξ)
ln ξ
> lim
m→∞
ψ(22m+1 · 2π)
ln(22m+1 · 2π) > c3 limm→∞
b2m+1
2m+ 1
= c3 lim
m→∞
(2m+ 1)2
2m+ 1
=∞,
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while
lim inf
|ξ|→∞
ψ(ξ)
ln ξ
6 lim
m→∞
ψ(22m · 2π)
ln(22m · 2π) 6 c4 limm→∞
b2m
2m
= c4 lim
m→∞
ln 2m
2m
= 0.
2. Proofs
Let us now turn to the proof of Theorem 1. In a first step, Lemma 4 below,
we show that (HW∞) is also a sufficient condition for the existence of a C
∞
b ∩ C∞
density.
Lemma 4. Suppose that (HW∞) holds true. Then pt ∈ C∞(Rn), and ∇αpt ∈
L2(R
n) ∩ C∞(Rn) for all α ∈ Nn0 .
Proof. Observe that (HW∞) implies for large |ξ|
|ξ|k exp (− tψ(ξ)) = exp(− ln |ξ| [t ψ(ξ)
ln |ξ| − k
])
6 exp (−c ln |ξ|)
for some constant c > n. This shows
|ξ|ke−tψ(ξ) ∈ L2(Rn) for all k > 1,
which means that
∇αpt ∈
⋂
k>1
Hk(Rn) →֒ C∞(Rn) for all α ∈ Nn0 ,
where Hk(Rn) is the L2-Sobolev space of order k. 
Proof of Theorem 1. (a)⇒(b): Without loss of generality we may assume that ψ is
real-valued. We decompose the characteristic exponent into two parts
ψ(ξ) =
(
1
2
ξ ·Qξ +
∫
0<|y|61
(
1− cos(y · ξ))ν(dy))+ ∫
|y|>1
(
1− cos(y · ξ))ν(dy)
=: ψ1(ξ) + ψ˜1(ξ).
By construction, ψ1 and ψ˜1 are characteristic exponents of two (symmetric, in-
dependent) Lévy processes. Denote their transition probabilities by p1,t and p˜1,t,
respectively. Because of independence, pt = p1,t ∗ p˜1,t. Moreover, ψ˜1 is bounded and
ψ1 is infinitely often differentiable. Indeed, for any multiindex α ∈ Nn
(8) ∇αψ1(ξ) =

n∑
k=1
qℓkξk +
∫
0<|y|61
sin(y · ξ) yℓ ν(dy), α = eℓ,
qℓm +
∫
0<|y|61
cos(y · ξ) yℓ ym ν(dy), α = eℓ + em,∫
0<|y|61
cos(|α|)(y · ξ) yα ν(dy), |α| > 2,
which shows, in particular, that all derivatives of ψ1 are polynomially bounded.
From
ψ1(ξ) 6 ψ(ξ) 6 ψ1(ξ) + ‖ψ˜1‖∞
we see that (HW∞) holds for ψ if, and only if, (HW∞) holds for ψ1.
Since ψ1 is smooth and has polynomially bounded derivatives, (HW∞) implies that
ξ 7→ exp(−tψ1(ξ)) and all of its derivatives are bounded. Therefore, exp(−tψ1) ∈
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S(Rn) where S(Rn) denotes the Schwartz space of rapidly decreasing functions.
Thus,
p1,t(x) = Fe
−tψ1(x),
i.e. p1,t(dx) = p1,t(x) dx with a density from S(R
n). The identity pt = p1,t ∗ p˜1,t
shows that pt(dx) = pt(x) dx with a C
∞-density which satisfies
∇αpt(x) = (∇αp1,t) ∗ p˜1,t(x) =
∫
Rn
∇αp1,t(x− y) p˜1,t(dy).
Using Fubini’s theorem, and the fact that p˜1,t is a probability measure, yields
‖∇αpt‖L1 6
∫∫
|∇αp1,t(x− y)| dx p˜1,t(dy) = ‖∇αp1,t‖L1 .
That pt and ∇αpt are in C∞ follows from Lemma 4.
(b)⇒(c): This is obvious.
(c)⇒(a): Since ∇pt ∈ L1(Rn), the Riemann-Lebesgue lemma shows that
|ξ|e−tψ(ξ) = exp
(
− ln |ξ|
[
ψ(ξ)
1
t
ln |ξ| − 1
])
∈ C∞(Rn)
for all t > 0. Letting t→ 0 implies (HW∞).
From now on we assume that X is isotropic with ψ(ξ) = g(|ξ|2) and with an
increasing function g : [0,∞)→ [0,∞).
(a)⇒(d)⇒(e): This follows from the above statements.
(e)⇒(f): By assumption, pt ∈ L∞(Rn) ∩ L1(Rn) for all t > 0. In particular pt ∈
L2(R
n) and, by Plancherel’s theorem, F−1pt = e
−tψ ∈ L2(Rn). Since this holds for
all t > 0, we see for t = 2s that e−sψ ∈ L1(Rn) for all s > 0.
(f)⇒(a): Since e−tψ ∈ L1, we get (2π)n pt(0) =
∫
Rn
e−tψ(ξ) dξ < ∞. Introducing
polar coordinates and integrating by parts yields∫
Rn
e−tψ(ξ) dξ =
∫
Rn
e−tg(|ξ|
2) dξ
= ωn−1
∫ ∞
0
e−tg(r
2) rn−1 dr
> ωn−1
∫ ∞
1
e−tg(r
2) rn−1 dr
=
ωn−1
n
(
lim
s→∞
e−tg(s
2) sn − e−tg(1) −
∫ ∞
1
rn dre
−tg(r2)
)
.
Since r 7→ e−tg(r2) is decreasing, the integral appearing in the last line is negative and
the calculation shows that lims→∞ e
−tg(s2) sn is finite. Therefore, e−tg(r
2) 6 ct r
−n for
all r > 1 and with some suitable constant ct <∞. Then
ψ(ξ)
ln |ξ| =
g(|ξ|2)
ln |ξ| >
n
t
− ln ct
t ln |ξ| , |ξ| > 1,
implying
lim inf
|ξ|→∞
ψ(ξ)
ln |ξ| >
n
t
.
Letting t→ 0, we get (HW∞). 
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Let us now turn to the proof of Theorem 2. Recall that the Bessel function of the
first kind, Jν(z), is defined by
(9) Jν(z) =
∞∑
n=0
(−1)n
Γ(n + ν + 1)n!
(z
2
)2n+ν
, ν, z ∈ R.
Lemma 5. Let ψ(ξ) = g(|ξ|2) be the characteristic exponent of a pure jump isotropic
n-dimensional Lévy process. Then
g(u2) =
1
n
∫ ∞
0
|G(ru−1)| · r ·Hn/2(r) dr
where G(r) = −ωn−1ν(B(0, r)c), ωn−1 = 2πn/2Γ(n
2
)
, and Hν(r) = 2
ν Γ(ν + 1)r−νJν(r).
Proof. Switching to polar coordinates in the Lévy-Khintchine formula (1), we get
(10) g(u2) =
∫ ∞
0
(
1−Hn−2
2
(ur)
)
dG(r), n > 1,
cf. [Boc, p. 99]. Note that Hν(0) = 1. Moreover, using
Jν(z) ∼ 1
Γ(ν + 1)
(z
2
)ν
, z → 0,
Jν(z) ∼
√
2
πz
cos
(
z − πν
2
− π
4
)
, z →∞,
d
dz
(z−νJν(z)) = −z−νJν+1(z),
where z ∈ R, see [WW, pp. 359, 368], we get
zHν(z) ∼ z, z → 0,(11)
Hν(z) ∼
√
2
π
1
zν+
1
2
cos
(
z − πν
2
− π
4
)
, z →∞,(12)
d
dz
Hν(z) = − z
2(ν + 1)
Hν+1(z).(13)
From the series representation (9) for Jν , we see 1−Hν(z) ∼ z22(ν+1) as z → 0. Since
limr→0 r
2G(r) = 0, see [BG61, Theorem 2.1], we find
∞ >
∫ 1
0
r2 dG(r) = r2G(r)
∣∣∣1
0
−
∫ 1
0
2rG(r) dr = G(1)− 2
∫ 1
0
rG(r) dr,
hence
∫ 1
0
rG(r) dr <∞. Because of (13) we can use integration by parts in (10) to
get (with ν = n−2
2
)
g(u2) =
1
2(ν + 1)
∫ ∞
0
|G(ru−1)| rHν+1(r) dr;
the properties (11)-(12) show that the integral on the right hand side is convergent,
and the claim follows.

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Proof of Theorem 2. For ε > 0 and γ > 1 (which will be determined later) we split
the integral expression appearing in (10) and get
g(ε−1)
| ln ε| =
1
| ln ε|
(∫ γε
0
+
∫ ∞
γε
)(
1−Hn−2
2
(rε−1)
)
dG(r) =: I1(ε) + I2(ε).
Note that the I1 and I2 are nonnegative. By (9) there exist c1, c2 > 0 such that
c1r
2
6 1−Hn−2
2
(r) 6 c2r
2 for all 0 6 r 6 1,
which gives
c1
∫ ε
0
r2
ε2 | ln ε| dG(r) 6 I1(ε) 6 c2
∫ ε
0
r2
ε2 | ln ε| dG(r).
This means that (K′∞) is equivalent to
lim
ε→0
I1(ε) =∞.
Consider the second term. By (12) there exist C1, C2 > 0 such that
(14) 1− C1
r
n−1
2
6 1−Hn−2
2
(r) 6 1 +
C2
r
n−1
2
for all r > 1.
If we replace in (14) r by rε−1 we get
1− C1
(ε
r
)n−1
2
6 1−Hn−2
2
(rε−1) 6 1 + C2
(ε
r
)n−1
2
;
for r > γε with a sufficiently large constant γ (depending only on C1, C2 and n), we
get new constants 0 < C3, C4 <∞ such that
0 < C3 6 1−Hn−2
2
(rε−1) 6 C4 for all r > γε.
Integrating this expression over [γε,∞) w.r.t. dG(r) reveals that |G(γε)|
| ln ε|
≍ I2(ε).
This shows
lim
ε→0
I2(ε) =∞ if, and only if, lim
ε→0
|G(ε)|
| ln ε| =∞. 
3. Extensions
Let us give two generalizations of Theorem 1. For this we need to recall the
notions of de- and increasing rearrangements of a function. Our standard reference
is the monograph [BS]. Let u be a real-valued measurable function defined on a
measurable subset B ⊂ Rn. As usual, µ(t) := m{ξ ∈ B : |u(ξ)| > t} (m is
Lebesgue measure) is the distribution function of u and
u∗(s) := inf{t > 0 : µ(t) 6 s} = sup{t > 0 : µ(t) > s}
is called the decreasing rearrangement of u. Note that u∗ : [0,∞) → [0,∞] is
decreasing and that u∗ is the generalized right-continuous inverse of µu. Analogously
one can define an increasing rearrangement u∗ of a function u.
An important property of decreasing rearrangements is that u and u∗ have the
same distribution function, and therefore
(15)
∫
B
f(u(ξ)) dξ =
∫ ∞
0
f(u∗(s)) ds for all measurable f : R→ R+.
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Let X be a Lévy process with characteristic exponent ψ. Set u(ξ) := e−tReψ(ξ)
and denote by
(16) νReψ(s) := m{ξ : Reψ(ξ) 6 s}.
Then we find for the decreasing rearrangement of the function u that
u∗(s) = inf
{
τ > 0 : m{ξ : u(ξ) > τ} < s}
= inf
{
τ > 0 : νReψ
(−t−1 ln τ) < s}
= exp
(−tν−1Reψ(s)) , s > 0.
(17)
Here ν−1Reψ is the generalized right-continuous inverse of νReψ, i.e. the increasing
rearrangement (Reψ)∗ of Reψ. In particular, (Reψ)∗ is increasing. This allows to
apply the same arguments as in the proof of Theorem 1 to find a necessary and
sufficient criterion when e−tψ ∈ L1(Rn).
Proposition 6. Let X be an n-dimensional Lévy process with characteristic expo-
nent ψ. Then the following conditions are equivalent
(a) e−tψ ∈ L1(Rn) for all t > 0;
(b) pt(dx) = pt(x) dx for all t > 0, and pt ∈ L1(Rn) ∩ C∞(Rn);
(c) pt(dx) = pt(x) dx for all t > 0, and pt ∈ L∞(Rn);
(d) The increasing rearrangement (Reψ)∗ satisfies the following Hartman-Wint-
ner-type condition:
(HW∗∞) lim
|ξ|→∞
(Reψ)∗(ξ)
ln(1 + |ξ|) =∞.
Proof. (a)⇒(b): By the Riemann-Lebesgue Lemma we see that pt = Fe−tψ ∈
C∞(R
n); since pt is the density of a probability measure, pt ∈ L1(Rn) is auto-
matically satisfied.
(b)⇒(c): This is obvious.
(c)⇒(a): Since pt is a transition density, pt/2 ∈ L∞(Rn) ∩ L1(Rn) ⊂ L2(Rn), which
implies
e−(t/2)ψ = F−1pt/2 ∈ L2(Rn) =⇒ |e−tψ| ∈ L1(Rn) =⇒ e−tψ ∈ L1(Rn).
(d)⇒(a): This follows from (15) and (17).
(a)⇒(d): This follows from (15), (17) and the proof of (f)⇒(a) in Theorem 1. 
The conditions (HW∞) and (HW1/t) can be seen as comparison conditions: indeed
we compare the growth rates (as |ξ| → ∞) of the the characteristic exponent ψ
of the Lévy process X with the logarithm of the characteristic exponent of the
symmetric Cauchy process. It is, therefore, a natural question how one can generalize
Theorem 1. Consider the following Hartman-Wintner-type condition
(HWφ∞) lim
|ξ|→∞
Reψ(ξ)
ln(1 + φ(ξ))
=∞
where φ : Rn → R is the characteristic exponent of a further Lévy process. For
φ(ξ) = |ξ| and the corresponding Cauchy process (HWφ∞) and (HW∞) coincide. We
are interested in the question which properties of φ imply that the Lévy process
X with characteristic exponent ψ admits a transition density pt such that pt ∈
C∞(R
n) ∩ C∞(Rn).
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For this we need to introduce a class of function spaces. Let φ be a real-valued
characteristic exponent of a Lévy process. Then κ = 1 + φ is a temperate weight
function in the sense of [Hör] and it is possible to define the following class of
anisotropic L2-Bessel potential spaces
Hφ,κ2 (R
n) :=
{
u ∈ S ′(Rn) : F−1[(1 + φ)κ/2Fu] ∈ L2(Rn)
}
,
see [FJS01a, FJS01b] for the general Lp-theory. For p = 2 similar spaces were in-
troduced by Hörmander [Hör] and, independently, by Volevich and Paneyah [VP65]
in order to study regularity properties of certain partial differential equations. For
these spaces, the condition
(18) F−1
[
(1 + φ)−κ/2
] ∈ L2(Rn) or, equivalently, (1 + φ)−κ/2 ∈ L2(Rn)
is necessary and sufficient for the following Sobolev embedding
(19) Hφ,κ2 (R
n) →֒ C∞(Rn),
see e.g. [FJS01b, Theorem 2.3.4].
In order to formulate the next theorem we need the notion of a Fourier integral
resp. pseudodifferential operator: Let Ψ : Rn → R be polynomially bounded. Then
Ψ(D)u(x) := F−1(Ψ · Fu)(x) =
∫
Rn
eixξ Ψ(ξ) · Fu(ξ) dξ, u ∈ C∞c (Rn),
defines an linear operator with symbol Ψ. If Ψ(ξ) is a polynomial, Ψ(D) is a differ-
ential operator, e.g. the symbol Ψ(ξ) = ξ corresponds to the operator D = −i∇.
Theorem 7. Let X be an n-dimensional Lévy process, n > 1, with characteristic
exponent ψ and let φ be the characteristic exponent of a symmetric Lévy process. If
(18) holds for some κ > 0, then the following conditions are equivalent:
(a) (HWφ∞);
(b) for all t > 0 the transition density exists, pt ∈ C∞(Rn) and φ(D)mpt ∈
L1(R
n) ∩ C∞(Rn) for all m ∈ N;
(c) for all t > 0 the transition density exists and pt, φ(D)pt ∈ L1(Rn).
Proof. Denote by ν and µ the Lévy measures of ψ and φ, respectively. As in the
proof of Theorem 1 we write ψ1 and φ1 for the characteristic exponents which we
obtain from Reψ and φ by restricting the respective Lévy measures to the unit ball:
ν  1{0<|y|61} ν(dy) and µ  1{0<|y|61} µ(dy). Then we see that ψ1 and φ1 are
infinitely often differentiable and
ψ1(ξ) 6 Reψ(ξ) 6 c(ψ1(ξ) + 1) and φ1(ξ) 6 φ(ξ) 6 c(φ1(ξ) + 1)
for all ξ ∈ Rn and some constant c. Thus, (HWφ∞) holds for ψ if, and only if,
(HWφ1∞) holds for ψ1. Without loss of generality we may therefore assume that
φ, ψ ∈ C∞(Rn).
(a)⇒(b): Without loss of generality we may assume that ψ is real-valued. By the
chain rule
∇αe−tψ = (−t)|α| P (ψ, . . . ,∇αψ)e−tψ
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where P (ψ, . . . ,∇αψ) is a polynomial of degree less or equal than |α| depending on
the derivatives of ψ of order β 6 α. Using (8) it is not hard to see that
∇αψ1(ξ) 6 c|α|

ψ(ξ), |α| = 0√
ψ(ξ) |α| = 1,
1 |α| > 2.
This observation is due to Hoh [H98]. The same is true for the exponent φ. There-
fore, ξ 7→ ∇αe−tψ(ξ) is bounded for all t > 0 and α ∈ Nn0 . Combining this with
(HWφ∞), we find suitable polynomials Q,R of degree less or equal than |α|+m such
that for all κ > 0 and α ∈ Nn0∣∣(1 + φ)κ∇αξ [(1 + φ)me−tψ](ξ)∣∣ =
∣∣∣∣∣∑
β6α
cβ∇β(1 + φ)m∇α−βe−tψ
∣∣∣∣∣
6 ctQ(φ, . . . ,∇αφ)R(ψ, . . . ,∇αψ)e−tψ
is bounded. Because of (18),
∇αξ
[
(1 + φ)me−tψ
]
(ξ) ∈ L1(Rn) ∩ L∞(Rn).
From the Riemann-Lebesgue Lemma we get
|x|k(1 + φ(D))mpt(x) ∈ C∞(Rn)
for all k,m > 0. Choosing k > n we can divide by (1 + |x|k) and find, in particular,
(1 + φ(D))mpt(x) ∈ L1(Rn).
(b)⇒(c): This is obvious.
(c)⇒(a): This follows as in the proof of Theorem 1. 
Remark 8. (a) If we choose φ = Reψ in Theorem 7, (HWφ∞) holds if, and only if,
lim|ξ|→∞Reψ(ξ) =∞. In this case the statement
(i) (18) holds for φ = Reψ and some κ > 0, i.e. (1 + Reψ)−κ/2 ∈ L2(Rn)
always implies
(ii) for all t > 0 we have pt(dx) = pt(x) dx with pt ∈
⋂
r>0H
Reψ,r
2 (R
n) and
Reψ(D)mpt ∈ C∞(Rn) for all m > 0.
This follows follows immediately from Theorem 7, (18) and (19).
We cannot expect the converse to be true. Even if (HWφ∞) holds true, the condi-
tion φm(D)pt ∈ C∞(Rn) does not imply (18). To see this, consider the function ψ
from Example 2. In this example ψ ∈ C∞(R) and ψ(ξ) ∼ ln2 |ξ| as |ξ| → ∞. Let
φ(ξ) := ln(1+ψ(ξ)). Since ψ and φ are infinitely often differentiable and, by (HW∞),
the function ∇α[φ(ξ)e−tψ(ξ)] is bounded for any m,α > 1, we have φ · e−tψ ∈ S(R),
implying
φm(D)pt ∈ L1(R) ∩ C∞(R).
But since φ(ξ) ∼ ln ln |ξ| as |ξ| → ∞, the condition (18) does not hold for any κ.
(b) Theorem 2 has also an obvious generalization: if we replace in the statement
(HW∞) by (HW
φ
∞), then we have to change | ln ε| to lnφ(1/ε) in (3). The proof
should be fairly obvious.
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The proof of Theorem 7 shows that the embedding condition (18) is important
to assure that pt and φ(D)
mpt are continuous functions. Let us briefly discuss the
meaning of (18).
Lemma 9. Let φ be a real-valued characteristic exponent of some n-dimensional
Lévy process such that lim|ξ|→∞ φ(ξ) =∞. Then (18) is equivalent to
νφ(x) := m(ξ ∈ Rn : φ(ξ) 6 x) 6 c xλ for all x > 1(18′)
where c, λ > 0 are suitable constants.
The condition (18′), in turn, is implied by the following volume-doubling condition
(20)
νφ(2x)
νφ(x)
6 C for some constant C > 0 and all x > 1.
Proof. Recall that φ∗(x) = ν
−1
φ (x) is the increasing rearrangement of the function
φ. Therefore,
(21)
∫
Rn
dξ
(1 + φ(ξ))κ
=
∫ ∞
0
dx
(1 + φ∗(x))κ
= κ
∫ ∞
0
1
(1 + x)κ+1
νφ(x) dx;
the last equality follows from integration by parts.
If (18) holds, the above integrals are finite. Since φ∗ is increasing, the usual
Abelian trick (cf. the proof of (f)⇒(a) in Theorem 1) guarantees that
1
(1 + φ∗(x))κ
6
c
1 + x
=⇒ 1
(1 + y)κ
6
c
1 + νφ(y)
which gives (18′).
Conversely, if (18′) holds, the second equality in (21) shows that the integrals are
finite as soon as κ > λ. This gives (18).
Assume finally that (20) holds. Fix x > 1 and set k := [ln x/ ln 2]. Since νφ is
increasing, we find
νφ(x) 6 νφ(2
k+1) 6 Ck+1νφ(1) = C x
λνφ(1)
with λ = lnC/ ln 2. Without loss of generality we can assume that λ > 0, and (20)
follows. 
4. Applications
The integral representation (6) allows to determine in some cases the asymptotic
behaviour of pt(0) in terms of the Lévy exponent ψ. In what follows we do not
assume isotropy.
Write νReψ(x) := m {ξ : Reψ(ξ) 6 x} for the distribution function (16) of Reψ.
Then
(2π)n pt(0) = ‖e−tψ‖L1 = ‖e−tReψ‖L1 = t
∫ ∞
0
νReψ(x) e
−tx dx.
The following proposition below is essentially Theorem 4 from [Fel, Chapter XIII.5].
Proposition 10. Suppose that (HW∞) holds true and νReψ(x) ∼ xρ−1L(x), 0 <
ρ <∞, as x→∞ [resp. as x→ 0] where L(x) is a function which is slowly varying
at infinity [resp. at zero]. Then
pt(0) ∼ Γ(ρ)
tρ−1
L(t−1) as t→ 0 [resp. as t→∞].
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The above statement can be generalized to the case when νReψ is of bounded
increase.
Proposition 11. Suppose that (HW∞) holds true and the function νReψ(x) satisfies
for λ > 1 the following volume doubling property:
(22)
νReψ(2x)
νReψ(x)
6 C as x→∞ [resp. as x→ 0]
for some constant C <∞. Then
(23) c1νReψ
(
t−1
)
6 pt(0) 6 c2νReψ
(
t−1
)
for t→ 0 [resp. for t→∞].
Proof. Fix λ > 1 and set k := [lnλ/ ln 2]. Since νReψ is increasing, we find
νReψ(λx) 6 νReψ(2
k+1x) 6 Ck+1νReψ(x) = Cλ
ανReψ(x)
with α = lnC/ ln 2. Without loss of generality we can assume that α > 0. Therefore,
(22) is equivalent to saying that
(24)
νReψ(λx)
νReψ(x)
6 C(1 + o(1))λα as x→∞ [resp. as x→ 0].
It is enough to consider the case where x → ∞, the arguments for x → 0 are
similar. Since (2π)n pt(0) =
∫∞
0
νReψ(
y
t
)e−ydy we have by monotonicity
(2π)n pt(0) >
∫ ∞
1
νReψ(yt
−1)e−y dy > νReψ(t
−1)
∫ ∞
1
e−y dy. = c1 νReψ(t
−1)
Because of (24),
(2π)npt(0) =
(∫ 1
0
+
∫ ∞
1
)
νReψ(yt
−1)e−y dy
6 νReψ(t
−1)
∫ 1
0
e−ydy + C νReψ(t
−1)
∫ ∞
1
yαe−y dy
= c2 νReψ(t
−1) 
Remark 12. The volume doubling property (22) for νReψ is important: for example,
if ψ(ξ) ∼ ln2 |ξ| as |ξ| → ∞, one can show by the Laplace method, see [Cop], that
c1 e
c2/t 6 pt(0) 6 c3 e
c4/t for t ∈ (0, 1]. We refer to [KK10] for more results on
transition density estimates in small time.
Remark 13. Let ψ be a characteristic exponent of a Lévy process. It is known that
ψ induces via ρ(x, y) :=
√
Reψ(x− y) a metric on Rn, see [Jac1, Lemma 3.6.21].
Define by B(x, r; ρ) :=
{
y ∈ Rn : √ψ(x− y) 6 r} a ball of radius r centred at
x in the metric ρ. Then νReψ(r) = m(B(x,
√
r; ρ)). This allows the following
interpretation of Proposition 11: if the measure of a ball in the metric ρ is regular
enough, its behaviour at infinity controls the behaviour of the transition density at
zero.
Example 6. Consider the isotropic case, i.e. ψ(ξ) = g(|ξ|2) for some continuous g,
which we assume in addition to be monotone. Under the conditions of Proposition 11
we get for some c1, c2 > 0
c1
(
g−1(1/t)
)n
2 6 pt(0) 6 c2
(
g−1(1/t)
)n
2 ,
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as t → 0 (resp., t → ∞). As an application of Proposition 11 we note that (23)
immediately tells us that the asymptotic behaviour of the transition density of the
tempered α-stable or truncated α-stable process is
c1t
−n
α 6 pt(0) 6 c2t
−n
α as t→ 0.
Indeed, since the real part of the characteristic exponent of a tempered α-stable pro-
cesses behaves like Reψ(ξ) ∼ c|ξ|α, see [R07, Theorem 2.9]), we can apply Proposi-
tion 10 to get the asymptotic behaviour of pt(0). For the truncated α-stable process
the asymptotic behaviour of pt(0) as t→ 0 follows from Proposition 11 and the ob-
servation that the characteristic exponent ψR behaves like ψR(ξ) ∼ |ξ|α if ψ(ξ) ∼ |ξ|α
as |ξ| → ∞.
Let us finally prove a straighforward ratio-limit theorem for Lévy processes. We
begin with an approximation result.
Lemma 14. Let ψ : Rn → C be the characteristic exponent of a Lévy process given
by (1). Assume that e−tψ ∈ L1(Rn) for all t > t0. Then the normalized function
χt := e
−tψ/‖e−tψ‖L1 satisfies for all δ > 0
(25) lim
t→∞
∫
|ξ|>δ
|χt(ξ)| dξ = 0.
Proof. Let t > t0. Then pt(dx) = pt(x) dx with pt ∈ L1(Rn) and, by the Riemann-
Lebesgue Lemma, F−1pt = e
−tψ ∈ C∞(Rn). In particular, lim|ξ|→∞Reψ(ξ) = ∞
which means that the following infimum
mδ := inf
|ξ|>δ
Reψ(ξ) > 0, δ > 0,
is attained and strictly positive. Otherwise there would be some ξ0 with ψ(ξ0) = 0
and ψ would be periodic; in this case we would find for all ǫ > 0 some h = hǫ
such that for all k ∈ N e−tψ∣∣
Bh(kξ0)
> 1 − ǫ. This, however would contradict the
assumption that e−tψ ∈ L1(Rn).
Moreover, since ψ is unbounded, ν(Bδ(0)) =∞ for any δ > 0.
Therefore, for all t > t0∫
|ξ|>δ
|e−tψ(ξ)| dξ =
∫
|ξ|>δ
e−tReψ(ξ) dξ
=
∫
|ξ|>δ
e−(t−t0)Reψ(ξ)e−t0 Reψ(ξ) dξ
6 e−(t−t0)mδ
∫
|ξ|>δ
e−t0 Reψ(ξ) dξ.
From the Lévy-Khinchine formula (1) we get for every R > 0
Reψ(ξ) 6 cψR|ξ|2 + dψR, ξ ∈ Rn
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where cψR ≍ ‖Q‖+
∫
|y|6R
|y|2 ν(dy) and dψR ≍ ν(BcR(0)). Thus,∫
|ξ|>δ
|χt(ξ)| dξ 6
e−tmδ et0mδ
∫
|ξ|>δ
e−t0 Reψ(ξ) dξ∫
Rn
e−tReψ(ξ) dξ
6
e−tmδ et0mδ
∫
|ξ|>δ
e−t0 Reψ(ξ) dξ∫
Rn
e−tc
ψ
R|ξ|
2
dξ e−td
ψ
R
= (
√
t)n e−t(mδ−d
ψ
R)
et0mδ
∫
|ξ|>δ
e−t0 Reψ(ξ) dξ∫
Rn
e−c
ψ
R|ξ|
2
dξ
.
Now we choose R so large that mδ > d
ψ
R and let t→∞. This proves (25). 
The following result is, in one dimension, due to W. Schenk [Sche75].
Theorem 15. Let Xt be a Lévy process in Rn with characteristic exponent ψ and
with transition semigroup Tt. If e
−tψ ∈ L1(Rn) for all t > t0, then the following
limits exist locally uniformly for all x ∈ Rn, resp. x, y ∈ Rn
lim
t→∞
Ttf(x)
‖e−tψ‖L1 =
1
(2π)n
∫
Rn
f(z) dz for all f ∈ L1(Rn).(26)
lim
t→∞
Ttf(x)
Ts+tg(y)
=
∫
Rn
f(z) dz∫
Rn
g(z) dz
for all f, g ∈ L1(Rn), s > 0;(27)
lim
t→∞
pt(x)
pt(0)
= 1.(28)
Proof. It is clearly enough to prove (26). For u ∈ C∞(Rn) we get from Lemma 14
with χt(ξ) = e
−tψ(ξ)/‖e−tψ‖L1
lim
t→∞
∫
Rn
χt(ξ) u(ξ) dξ = u(0).
Indeed,
∫
Rn
χt(ξ) dξ = 1 and∣∣∣∣∫
Rn
χt(ξ)(u(ξ)− u(0)) dξ
∣∣∣∣ 6 ∫
|ξ|6δ
|χt(ξ)||u(ξ)− u(0)| dξ + 2
∫
|ξ|>δ
|χt(ξ)| dξ‖u‖∞
6 sup
|ξ|6δ
|u(ξ)− u(0)| · ‖χt‖L1 + 2
∫
|ξ|>δ
|χt(ξ)| dξ‖u‖∞.
Because of (25) the second term vanishes as t→∞. Letting δ → 0 makes the first
term tend to zero since u is uniformly continuous.
For f ∈ L1(Rn) and t > t0 we have
Ttf(x)
‖e−tψ‖L1 =
1
‖e−tψ‖L1 F
−1
[
e−tψFf
]
(x) =
∫
Rn
eixξχt(ξ)Ff(ξ) dξ.
The above calculation shows for u(ξ) := eixξ Ff(ξ) and uniformly for x from compact
sets that
Ttf(x)
‖e−tψ‖L1
t→∞−−−→ Ff(0) = (2π)−n
∫
Rn
f(z) dz. 
If we combine (26) of Theorem 15 with Propositions 10, 11 or with Example 6, it
is possible to get estimates for the speed of convergence in (26)
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A NOTE ON THE EXISTENCE OF TRANSITION PROBABILITY
DENSITIES FOR LÉVY PROCESSES
V. KNOPOVA AND R.L. SCHILLING
Abstract. We prove several necessary and sufficient conditions for the existence
of (smooth) transition probability densities for Lévy processes and isotropic Lévy
processes. Under some mild conditions on the characteristic exponent we calculate
the asymptotic behaviour of the transition density as t → 0 and t → ∞ and show
a ratio-limit theorem.
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Introduction
An n-dimensional Lévy process is a stochastic process X = (Xt)t>0 with values in
Rn, with independent and stationary increments, and with càdlàg (right-continuous,
finite left limits) sample paths. It is well known that the transition probability pt of
a Lévy process can be characterized by the inverse Fourier transform:
F
−1pt(ξ) = Exe
iXt·ξ = e−tψ(ξ), t > 0, x, ξ ∈ Rn.
The function ψ : Rn → C is called the characteristic exponent and it is determined
by its Lévy-Khintchine representation
(1) ψ(ξ) = iℓ · ξ + 1
2
ξ ·Qξ +
∫
Rn\{0}
(
1− eiy·ξ + iy · ξ
1 + |y|2
)
ν(dy);
here ℓ = (ℓ1, . . . , ℓn) ∈ Rn, Q = (qjk) ∈ Rn×n is a positive semi-definite matrix and ν
is the Lévy measure, i.e. a measure on Rn \{0} such that ∫
Rn\{0}
(1∧|y|2) ν(dy) <∞.
We call a Lévy process X symmetric if for all t > 0 the random variables Xt and
−Xt have the same distribution. Note that the characteristic exponent of symmetric
Lévy processes is real-valued and non-negative.
Many papers are devoted to distributional properties of Lévy processes and to the
existence of (necessary and) sufficient conditions under which the transition prob-
ability pt(dx) of a Lévy process is absolutely continuous with respect to Lebesgue
measure. The classic paper [12] by Hartman and Wintner gives sufficient conditions
in terms of the characteristic exponent ψ under which there exists a transition density
pt(x) of Xt; these conditions guarantee that pt ∈ C∞(Rn), where C∞(Rn) denotes
R.L. Schilling: Institut für Mathematische Stochastik, Technische Universität Dresden, 01062
Dresden, Germany, rene.schilling@tu-dresden.de .
V. Knopova: V.M.Glushkov Institute of Cybernetics NAS of Ukraine, 03187, Kiev, Ukraine,
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the set of all continuous functions which vanish at infinity. More precisely, if
(HW∞) lim
|ξ|→∞
Reψ(ξ)
ln(1 + |ξ|) =∞,
then pt(dx) = pt(x) dx for all t > 0, and pt ∈ L1(Rn) ∩ C∞(Rn). Also, if
(HW1/t) lim inf
|ξ|→∞
Reψ(ξ)
ln(1 + |ξ|) >
n
t
,
then ps(dx) = ps(x) dx for all s > t and ps ∈ L1(Rn) ∩ C∞(Rn).
Note that the important issue is the speed at which the function ψ tends to infinity.
Since F−1pt = e
−tψ, the Riemann-Lebesgue lemma entails that
(2) pt(dx) = pt(x) dx for some t > 0 =⇒ lim
|ξ|→∞
Reψ(ξ) =∞,
but this necessary condition does not tell anything about the rate of growth of ψ.
Hartman and Wintner remark that the difficulties of the gap between these two con-
ditions—i.e. (HW∞) and (2)—are rather obscure [12, p. 287]. Tucker [26] provides
(complete but rather technical) necessary and sufficient criteria for the existence of
a transition density. He mentions that Fourier analytic techniques are too crude for
such a problem ([26, p. 317]). These two quotations are also the main motivation of
our paper: to explain for which densities (HW∞) is indeed necessary and sufficient
and how far we can get with Fourier analytic techniques.
Let us briefly review some of the other known criteria. Hawkes [13] shows that a
Lévy process has the strong Feller property—i.e. x 7→ Exf(Xt) is continuous for all
bounded measurable functions f—if, and only if, the transition probabilities are abso-
lutely continuous; in this case, the densities pt(x) are lower semicontinuous. Zabczyk
[30] shows that for an isotropic Lévy process X in Rn, n > 2, (see below for the precise
definition) the following dichotomy holds: either X is a compound Poisson process, or
it is absolutely continuous for all t > 0 with lower semi-continuous transition density.
Further sufficient conditions in dimension one were found by Kallenberg [18, Section
5]: if
(K∞) lim
ε→0
∫ ε
−ε
y2ν(dy)
ε2 | ln ε| =∞,
then pt(dx) = pt(x) dx for all t > 0 and pt ∈ C∞b (R) ∩ C∞(R); and if
(K1/t) lim inf
ε→0
∫ ε
−ε
y2ν(dy)
ε2 | ln ε| >
1
t
,
then ps(dx) = ps(x) dx for all s > t > 0 and ps ∈ C∞b (R) ∩ C∞(R). For an n-
dimensional analogue of (K∞) and (K1/t) we refer to [6]. See also Orey [20] for yet
another sufficient condition, as well as the monograph of Sato [22] for more references
and results.
The main result of this note is to show for which class of Lévy processes the
Hartman-Wintner condition (HW∞) is a necessary and sufficient condition for the
existence of a (smooth) transition density pt(x). For isotropic processes we can express
(HW∞) in terms of the Lévy measure ν. Finally we show that we can, under some
mild conditions, express the behaviour of the transition density at zero pt(0) in terms
of the measure of a ball with radius t−1/2 in the metric given by the characteristic
exponent ψ. An important application of our results is a simple and at the same time
sharp estimates for the on-diagonal behaviour or the transition probability density
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both as t→ 0 and t→∞, see Proposition 10. These estimates have an interpretation
in geometric terms since it is given by the growth of balls related to a metric given by
the characteristic exponent of the Lévy process. These estimates extend previously
known estimates for anisotropic stable and tempered stable processes, see [25], [21],
[24]. In some sense, Theorem 1 sharpens [25, Lemma 3.1] where an upper bound for
the gradient of the transition density pt of an α-stable Lévy process is obtained whose
Lévy measure ν is a γ-measure. Although Theorem 1 does not provide a gradient
estimate in terms of the particular structure of the Lévy measure, it shows that the
gradients of any order are in L1.
Notation: We denote by Fu(ξ) = (2π)−n
∫
Rn
u(x) e−ixξ dx the Fourier transform,
F−1w(x) =
∫
Rn
w(ξ) eiξx dξ is the inverse Fourier transform or characteristic function.
By Jν and Kν we denote the (modified) Bessel functions of the first and third kind, cf.
[11]. We write C∞(R
n) for the continuous functions vanishing at infinity. Throughout
this paper we will use the same letter pt to denote the transition probability pt(dx)
and its density pt(x) w.r.t. Lebesgue measure. For functions f(x) and g(x) we write
f ≍ g if there are constants c, C > 0 such that cf(x) 6 g(x) 6 Cf(x) and we write
f ∼ g (as x→ a) if limx→a f(x)/g(x) = 1. All other notation should be standard or
self-explanatory.
1. Main Results
An n-dimensional (Lévy) process X is called isotropic, if for any isometry L : Rn →
Rn, L(0) = 0, and all Borel sets B ∈ B(Rn)
P0(Xt ∈ B) = P0(Xt ∈ LB), t > 0.
In this case the Lévy exponent is of the form ψ(ξ) = g(|ξ|2) for some continuous
g : [0,∞)→ [0,∞). For n = 1 the notions of isotropy and symmetry coincide.
For an isotropic process we define G(r) := −ωn−1ν(B(0, r)c), n > 1, where ωn−1 =
2πn/2/Γ
(
n
2
)
is a surface volume of the unit sphere Sn−1 ⊂ Rn and Γ is Euler’s Gamma
function.
We can now state our main results.
Theorem 1. Let X be an n-dimensional Lévy process, n > 1, without a Gaussian
component. The following conditions are equivalent:
(a) (HW∞);
(b) for all t > 0 the transition density exists, pt ∈ C∞(Rn) and ∇αpt ∈ L1(Rn) ∩
C∞(R
n) for all α ∈ Nn0 ;
(c) for all t > 0 the transition density exists and pt,∇pt ∈ L1(Rn).
If X is isotropic such that ψ(ξ) = g(|ξ|2) with an increasing function g, then the
above conditions are equivalent to
(d) for all t > 0 the transition density exists and pt ∈ C∞(Rn);
(e) for all t > 0 the transition density exists and pt ∈ L∞(Rn);
(f) e−tψ ∈ L1(Rn) for all t > 0.
Theorem 2. Let X be an isotropic Lévy process in Rn, n > 2, with characteristic
exponent ψ(ξ) = g(|ξ|2). We assume that X has no Gaussian component. Then
(HW∞) is equivalent to
(3) lim
ε→0
ν(B(0, ε)c)
| ln ε| =∞.
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Before we proceed with the proofs of Theorem 1 and 2 we add a few remarks and
give some examples.
Example 1. Since the existence and smoothness of a transition density is a time-
dependent property, cf. [22], the specification ‘for all t > 0’ is essential in Theorem
1. A simple counterexample in dimension n = 1 is the Gamma process, that is the
Lévy process with transition density
pt(x) =
xt−1
Γ(t)
e−x, t > 0, x > 0.
It is not hard to see that its characteristic exponent is
ψ(ξ) = ln(1 + iξ)−1 =
1
2
ln(1 + ξ2) + i arctan(ξ).
The two-sided (i.e. symmetrized) Gamma process whose transition density is qt :=
pt ∗ p˜t, p˜t(x) = pt(−x), has
ψ(ξ) = ln(1 + ξ2) =
∫
R\{0}
(
1− cos(xξ))(∫ ∞
0
1√
4πs
e−s e−|x|
2/(4s) ds
s
)
dx
=
√
2
π
∫
R\{0}
(
1− cos(xξ))exp(−|x|)√|x| dx
as characteristic exponent; this follows from a combination of [2, 9.23.4, 10.3] and
[11, 8.437, p. 959].
Note that pt is for t > 1 continuous and vanishes at infinity, while for t = 1 the
density is bounded and Borel measurable, while for t ∈ (1/q, 1) the density has a
pole at x = 0 but is still contained in Lp, p, q being conjugate: p
−1 + q−1 = 1. A
similar picture is true for the density of the symmetrized process qt(x) which is given
by Γ(t)−1π−1/2(|x|/2)t−1/2Kt−1/2(|x|) for t > 1/2, cf. [11, 17.344, p. 1151].
The following example explores the differences between the conditions (HW∞) and
(K∞).
Example 2. Let n = 1. (K∞) implies (HW∞), but (HW∞) does not imply (K∞).
Assume that ℓ = 0, Q = 0 and ν(dy) = 1
|y|
ln 1
|y|
1B(0,1)(y)dy in (1). After some
straightforward calculations we obtain that the related characteristic exponent be-
haves like ψ(ξ) ∼ ln2 |ξ| as |ξ| → ∞ which implies (HW∞). But
lim
ε→0
2
∫ ε
0
y ln 1
y
dy
ε2 | ln ε| = limε→0
−2ε ln ε
−2ε ln ε− ε = 1,
i.e. we have only (K1/t) for some t > 0, but not (K∞).
The next example shows that the condition n > 2 in [30] is essential: for n = 1
one can construct symmetric (hence, isotropic!) but continuous singular processes;
the example shows also that the characteristic exponents can oscillate as ξ →∞.
Example 3. Fix any λ ∈ (0, 2) and choose M = M(λ) ∈ N such that M > 2
2−λ
. It is
not hard to see that
(4) ν(dx) :=
∞∑
j=1
1
2
2λM
j−j
(
δ2−Mj (dx) + δ−2−Mj (dx)
)
TRANSITION PROBABILITY DENSITIES OF LÉVY PROCESSES 5
is a Lévy measure. The corresponding characteristic exponent is of the form
ψ(ξ) =
∫
R\{0}
(1− cos(xξ))ν(dx) =
∞∑
j=1
2λM
j−j
(
1− cos
(
2−M
j
ξ
))
.
This function enjoys the following properties:
lim inf
|ξ|→∞
ψ(ξ) = 0;(5)
lim sup
|ξ|→∞
ψ(ξ)
|ξ|λ−ǫ =∞ for all ǫ > 0;(6)
lim
|ξ|→∞
ψ(ξ)
|ξ|λ+ǫ = 0 for all ǫ > 0.(7)
The corresponding transition probability pt(dx) is not absolutely continuous, other-
wise we would have by [12] lim|ξ|→∞ ψ(ξ) =∞. Hence by [12], see also [22, Theorem
27.16], pt(dx) is continuous singular.
Indeed: We will need the following elementary inequalities
(8)
t2
2
(
1− t
2
12
)+
6 1− cos(t) 6 t
2
2
and
(9) 1− cos(t) 6 21−λ|t|λ.
Consider the sequence 2π2M
k
, k ∈ N. Clearly, limk→∞ 2π2Mk =∞ and 2Mk2−Mj ∈
N for j 6 k. Using (8) and the fact that λ < 2 yields
ψ
(
2π2M
k
)
=
∞∑
j=1
2λM
j−j
(
1− cos
(
2π2M
k
2−M
j
))
=
∑
j>k
2λM
j−j
(
1− cos
(
2π2M
k
2−M
j
))
6 2π2
∑
j>k
2(λ−2)M
j−j 22M
k
6 2π2
∑
j>k
2(λ−2)M
k+1−j 22M
k
= 2π2 2(Mλ−2M+2)M
k
∑
j>k
2−j.
By the choice of M = M(λ) we have Mλ−2M+2 6 0, thus limk→∞ ψ
(
2π2M
k
)
= 0,
and (5) follows.
Using (9) we find for any ξ ∈ Rn
ψ(ξ) =
∞∑
j=1
2λM
j−j
(
1− cos
(
2−M
j
ξ
))
6 21−λ
∞∑
j=1
2λM
j−j 2−λM
j |ξ|λ
= 21−λ |ξ|λ,
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which proves (7). For ǫ > 0, ξ ∈ Rn and any k ∈ N we have by (8)
ψ(ξ)
|ξ|λ−ǫ = |ξ|
−λ+ǫ
∞∑
j=1
2λM
j−j
(
1− cos
(
2−M
j
ξ
))
> |ξ|−λ+ǫ 2λMk−k
(
1− cos
(
2−M
k
ξ
))
>
1
2
|ξ|2−λ+ǫ 2(λ−2)Mk−k
(
1− ξ
2
12
2−2M
k
)
Setting ξk := 2
Mk this gives
ψ(ξk)
|ξk|λ−ǫ >
1
2
2ǫM
k−k
(
1− 1
12
)
k→∞−−−→∞
and (6) follows.
Lemma 3 combined with Zabczyk’s result [30] indicates that (HW∞) is indeed not
necessary for the existence of a C∞-transition density.
Lemma 3. Let X be an isotropic Lévy process in Rn, n > 1. Then
(10) pt/2(x) exists and pt/2 ∈ L1(Rn) ∩ C∞(Rn) =⇒ lim sup
|ξ|→∞
ψ(ξ)
ln(1 + |ξ|) >
n
t
.
Proof. Note that the left-hand side of (10) implies ‖e−tψ‖L1 < ∞. Indeed, if pt/2 ∈
C∞(R
n)∩L1(Rn), then pt/2 ∈ L∞(Rn) ∩L1(Rn) ⊂ L2(Rn), hence F−1pt/2 ∈ L2(Rn).
This shows that |e−tψ| = |e− t2ψ|2 ∈ L1(Rn).
Since X is isotropic, ψ(ξ) = g(|ξ|2) for some continuous function g : [0,∞) →
[0,∞), and we have
‖e−tψ‖L1 =
∫ ∞
0
m
{
ξ ∈ Rn : ψ(ξ) 6 − ln s
t
}
ds
= t
∫ ∞
0
m
{
ξ ∈ Rn : g(|ξ|2) 6 x} e−tx dx
> tcn
∫ ∞
0
(g−1(x))n/2 e−tx dx,
(11)
where g−1(x) := inf{u : g(u) > x} and m denotes Lebesgue measure in Rn. The
left-hand side of (11) is finite and we conclude that lim infx→∞ g
−1(x)e−2tx/n = 0.
By the very definition of the generalized inverse we get g−1(g(x)) 6 x 6 g(g−1)(x).
Therefore,
(12) g−1(x)e−2tx/n > g−1(x)e−2tg(g
−1(x))/n > 0.
Since the transition density exists, it is an easy consequence of the Riemann-Lebesgue
lemma that lim|ξ|→∞ψ(ξ) =∞, cf. (2). Therefore, g and g−1 are onto. If we combine
this fact with the inequality (12), we see that lim infx→∞ g
−1(x)e−2tx/n = 0 entails
lim infu→∞ ue
−2tg(u)/n = 0. Consequently,
lim inf
u→∞
(
1− 2tg(u)
n ln u
)
ln u < 0,
implying lim supu→∞ g(u
2)/ lnu > n/t. 
A small modification of Example 3 shows that we can have a density for all t > 0
even if (HW∞) fails.
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Example 4. Let ψ(ξ) be the characteristic exponent constructed in Example 3 and
observe that ψ1(ξ) := ψ(ξ) + ln(1 + |ξ|2) is again a characteristic exponent of a Lévy
process Y . Since the Lévy process corresponding to log(1+ |ξ|2) has a density for all
t > 0, cf. Example 1, we infer that all Yt are absolutely continuous.
On the other hand,
lim sup
|ξ|→∞
ψ1(ξ)
ln |ξ| =∞ while lim inf|ξ|→∞
ψ1(ξ)
ln |ξ| = 2.
2. Proofs
Let us now turn to the proof of Theorem 1. In a first step, Lemma 4 below, we
show that (HW∞) is also a sufficient condition for the existence of a C
∞
b ∩C∞ density.
Lemma 4. Suppose that (HW∞) holds true. Then pt ∈ C∞(Rn), and ∇αpt ∈
L2(R
n) ∩ C∞(Rn) for all α ∈ Nn0 .
Proof. Observe that (HW∞) implies
Re ψ(ξ)
ln |ξ|
> c for any c > 0 and all ξ with |ξ| >
|ξ0(c)|. For every t > 0 and k > 1 we can achieve that tc − k > n and that for |ξ|
large enough we get
|ξ|k exp (− tRe ψ(ξ)) = exp(− ln |ξ| [t Re ψ(ξ)
ln |ξ| − k
])
6 exp (−(tc− k) ln |ξ|) .
This shows
|ξ|ke−tψ(ξ) ∈ L2(Rn) for all k > 1,
which means that
∇αpt ∈
⋂
k>1
Hk(Rn) →֒ C∞(Rn) for all α ∈ Nn0 ,
where Hk(Rn) is the L2-Sobolev space of order k. 
Proof of Theorem 1. (a)⇒(b): We decompose the characteristic exponent into a sum,
ψ = ψ1 + ψ˜1, where
ψ1(ξ) =
∫
0<|y|61
(
1− eiy·ξ + iy · ξ
)
ν(dy)
ψ˜1(ξ) =
∫
|y|>1
(
1− eiy·ξ + iy · ξ
1 + |y|2
)
ν(dy) + i
(
ℓ · ξ −
∫
0<|y|61
y · ξ |y|2
1 + |y|2 ν(dy)
)
.
By construction, ψ1 and ψ˜1 are characteristic exponents of two independent Lévy
processes. Denote their transition probabilities by p1,t and p˜1,t, respectively. Because
of independence, pt = p1,t ∗ p˜1,t. Moreover, ψ1 is infinitely often differentiable; for any
multiindex α ∈ Nn we have
(13) ∇αψ1(ξ) =

i
∫
0<|y|61
(
1− eiy·ξ) yℓ ν(dy), α = eℓ;
i|α|−2
∫
0<|y|61
eiy·ξ yα ν(dy), |α| > 2.
(As usual, yα :=
∏n
j=1 y
αj
j for ξ ∈ Rn and α ∈ Nn0 ) This shows, in particular, that all
derivatives of ψ1 are polynomially bounded. Since Re ψ˜1 is bounded,
Reψ1(ξ) 6 Reψ(ξ) 6 Reψ1(ξ) + ‖Re ψ˜1‖∞,
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indicating that (HW∞) holds for ψ if, and only if, (HW∞) holds for ψ1.
By the chain rule, for each α ∈ Nn there is a polynomial P such that
∇αe−tψ1(ξ) = (−t)|α|P (ψ1, . . . ,∇αψ1)e−tψ1 ;
since ψ1 and all of its derivatives are polynomially bounded, (HW∞) implies that
supξ
∣∣ξβ∇αe−tψ1(ξ)∣∣ 6 cα,β,t < ∞ for all α, β ∈ Nn0 . Therefore, exp(−tψ1) ∈ S(Rn)
where S(Rn) denotes the Schwartz space of rapidly decreasing functions. Thus,
p1,t(x) = Fe
−tψ1(x),
i.e. p1,t(dx) = p1,t(x) dx with a density from S(R
n). The identity pt = p1,t ∗ p˜1,t shows
that pt(dx) = pt(x) dx with a C
∞-density which satisfies
∇αpt(x) = (∇αp1,t) ∗ p˜1,t(x) =
∫
Rn
∇αp1,t(x− y) p˜1,t(dy).
Using Fubini’s theorem, and the fact that p˜1,t is a probability measure, yields
‖∇αpt‖L1 6
∫∫
|∇αp1,t(x− y)| dx p˜1,t(dy) = ‖∇αp1,t‖L1 .
That pt and ∇αpt are in C∞ follows from Lemma 4.
(b)⇒(c): This is obvious.
(c)⇒(a): Since ∇pt ∈ L1(Rn), the Riemann-Lebesgue lemma shows that
|ξ|e−tψ(ξ) = exp
(
− ln |ξ|
[
ψ(ξ)
1
t
ln |ξ| − 1
])
∈ C∞(Rn)
for all t > 0. Letting t→ 0 implies (HW∞).
From now on we assume that X is isotropic with ψ(ξ) = g(|ξ|2) and with an
increasing function g : [0,∞)→ [0,∞).
(a)⇒(d)⇒(e): This follows from the above statements.
(e)⇒(f): By assumption, pt ∈ L∞(Rn) ∩ L1(Rn) for all t > 0. In particular pt ∈
L2(R
n) and, by Plancherel’s theorem, F−1pt = e
−tψ ∈ L2(Rn). Since this holds for
all t > 0, we see for t = 2s that e−sψ ∈ L1(Rn) for all s > 0.
(f)⇒(a): Since e−tψ ∈ L1, we get (2π)n pt(0) =
∫
Rn
e−tψ(ξ) dξ <∞. Introducing polar
coordinates and integrating by parts yields∫
Rn
e−tψ(ξ) dξ =
∫
Rn
e−tg(|ξ|
2) dξ
= ωn−1
∫ ∞
0
e−tg(r
2) rn−1 dr
> ωn−1
∫ ∞
1
e−tg(r
2) rn−1 dr
=
ωn−1
n
(
lim
s→∞
e−tg(s
2) sn − e−tg(1) −
∫ ∞
1
rn dre
−tg(r2)
)
.
Since r 7→ e−tg(r2) is decreasing, the integral appearing in the last line is negative and
the calculation shows that lims→∞ e
−tg(s2) sn is finite. Therefore, e−tg(r
2) 6 ct r
−n for
all r > 1 and with some suitable constant ct <∞. Then
ψ(ξ)
ln |ξ| =
g(|ξ|2)
ln |ξ| >
n
t
− ln ct
t ln |ξ| , |ξ| > 1,
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implying
lim inf
|ξ|→∞
ψ(ξ)
ln |ξ| >
n
t
.
Letting t→ 0, we get (HW∞). 
Let us now turn to the proof of Theorem 2. Recall that the Bessel function of the
first kind, Jν(z), is defined by
(14) Jν(z) =
∞∑
n=0
(−1)n
Γ(n + ν + 1)n!
(z
2
)2n+ν
, ν, z ∈ R.
Proof of Theorem 2. Recall thatG(r) = −ωn−1ν(B(0, r)c), ωn−1 = 2πn/2/Γ
(
n
2
)
. Switch-
ing to polar coordinates in the Lévy-Khintchine formula (1), we get
(15) g(u2) =
∫ ∞
0
(
1−Hn−2
2
(ur)
)
dG(r), n > 1,
cf. [5, p. 99], where Hν(r) := 2
ν Γ(ν + 1)r−νJν(r). Note that Hν(0) = 1. For ε > 0
and γ > 1 (which will be determined later) we split the integral expression appearing
in (15) into two parts and get
g(ε−2)
| ln ε| =
1
| ln ε|
(∫ γε
0
+
∫ ∞
γε
)(
1−Hn−2
2
(rε−1)
)
dG(r) =: I1(ε) + I2(ε).
Note that both I1 and I2 are nonnegative. By (14),
r−νJν(r) =
1
2νΓ(ν + 1)
[
1− r
2
4(ν + 1)
+ o(r2)
]
as r →∞,
implying that there exist c1, c2 > 0 such that
c1r
2 6 1−Hn−2
2
(r) 6 c2r
2 for all 0 6 r 6 γ,
which gives
c1
∫ εγ
0
r2
ε2 | ln ε| dG(r) 6 I1(ε) 6 c2
∫ εγ
0
r2
ε2 | ln ε| dG(r).
Therefore
lim
ε→0
I1(ε) =∞ if, and only if, lim
ε→0
∫ ε
0
r2
ε2 | ln ε| dG(r) =∞.
Consider the second term. From [29, pp. 359, 368] we know that
Hν(z) ∼
√
2
π
1
zν+
1
2
cos
(
z − πν
2
− π
4
)
, z →∞.
Therefore, there exist constants C1, C2 > 0 such that
(16) 1− C1
r
n−1
2
6 1−Hn−2
2
(r) 6 1 +
C2
r
n−1
2
for all r > γ.
If we replace in (16) r by rε−1 we get
1− C1
(ε
r
)n−1
2
6 1−Hn−2
2
(rε−1) 6 1 + C2
(ε
r
)n−1
2
;
for r > γε with a sufficiently large constant γ (depending only on C1, C2 and n), we
get new constants 0 < C3, C4 <∞ such that
0 < C3 6 1−Hn−2
2
(rε−1) 6 C4 for all r > γε.
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Integrating this expression over [γε,∞) w.r.t. dG(r) reveals that |G(γε)|
| ln ε|
≍ I2(ε). This
shows
lim
ε→0
I2(ε) =∞ if, and only if, lim
ε→0
|G(ε)|
| ln ε| =∞.(17)
From (17) we see that (3) implies (HW∞).
Conversely, assume that (3) fails, but that (HW∞) holds. In this case there exists
a sequence ǫk > 0 such that limk→∞ ǫk = 0 and
lim
k→∞
∣∣∣∣G(ǫk)ln ǫk
∣∣∣∣ <∞.
Integration by parts yields∫ ǫ
0
r2 dG(r) = ǫ2G(ǫ)− 2
∫ ǫ
0
rG(r) dr.
By l’Hospital’s rule we see
lim
k→∞
2
∫ ǫk
0
rG(r) dr
ǫ2k ln ǫk
= lim
k→∞
2ǫkG(ǫk)
2ǫk ln ǫk + ǫk
= lim
k→∞
2G(ǫk)
2 ln ǫk + 1
.
Since the latter is finite, this shows that
lim
k→∞
ǫ2kG(ǫk)− 2
∫ ǫk
0
rG(r) dr
ǫ2k| ln ǫk|
= 0
and, in particular, limk→∞ I1(ǫk) = 0. By construction, limk→∞ I2(ǫk) < ∞ and,
therefore,
lim
k→∞
g(ǫ−2k )
| ln ǫk| <∞,
i.e. (HW∞) fails and we have reached a contradiction. The proof is complete. 
3. Extensions
Let us give two generalizations of Theorem 1. For this we need to recall the notions
of de- and increasing rearrangements of a function. Our standard reference is the
monograph [1]. Let u be a real-valued measurable function defined on a measurable
subset B ⊂ Rn. As usual, µu(t) := m{ξ ∈ B : |u(ξ)| > t} (m is Lebesgue measure)
is the distribution function of u and
u∗(s) := inf{t > 0 : µu(t) 6 s} = sup{t > 0 : µu(t) > s}
is called the decreasing rearrangement of u. Note that u∗ : [0,∞) → [0,∞] is de-
creasing and that u∗ is the generalized right-continuous inverse of µu. Analogously
one can define an increasing rearrangement u∗ of a function u.
An important property of decreasing rearrangements is that u and u∗ have the
same distribution function, and therefore
(18)
∫
B
f(u(ξ)) dξ =
∫ ∞
0
f(u∗(s)) ds for all measurable f : R→ R+.
Let X be a Lévy process with characteristic exponent ψ. Set u(ξ) := e−tReψ(ξ) and
denote by
(19) νReψ(s) := m{ξ : Reψ(ξ) 6 s}.
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Then we find for the decreasing rearrangement of the function u that
u∗(s) = inf
{
τ > 0 : m{ξ : u(ξ) > τ} < s}
= inf
{
τ > 0 : νReψ
(−t−1 ln τ) < s}
= exp
(−tν−1Reψ(s)) , s > 0.
(20)
Here ν−1Reψ is the generalized right-continuous inverse of νReψ, i.e. the increasing re-
arrangement (Reψ)∗ of Reψ. In particular, (Reψ)∗ is increasing. This allows to
apply the same arguments as in the proof of Theorem 1 to find a necessary and
sufficient criterion when e−tψ ∈ L1(Rn). It is worth noticing that the increasing
rearrangement has an geometric meaning since it is the inverse volume growth func-
tion of metric balls of the form {ξ ∈ Rd : dψ(ξ, 0) 6 r} with the intrinsic metric
dψ(ξ, η) :=
√
ψ(ξ − η)—see also Lemma 8 and Proposition 10 below.
Proposition 5. Let X be an n-dimensional Lévy process with characteristic exponent
ψ. Then the following conditions are equivalent
(a) e−tψ ∈ L1(Rn) for all t > 0;
(b) pt(dx) = pt(x) dx for all t > 0, and pt ∈ L1(Rn) ∩ C∞(Rn);
(c) pt(dx) = pt(x) dx for all t > 0, and pt ∈ L∞(Rn);
(d) The increasing rearrangement (Reψ)∗ satisfies the following Hartman-Wint-
ner-type condition:
(HW∗∞) lim
|ξ|→∞
(Reψ)∗(ξ)
ln(1 + |ξ|) =∞.
Proof. (a)⇒(b): By the Riemann-Lebesgue Lemma we see that pt = Fe−tψ ∈ C∞(Rn);
since pt is the density of a probability measure, pt ∈ L1(Rn) is automatically satisfied.
(b)⇒(c): This is obvious.
(c)⇒(a): Since pt is a transition density, pt/2 ∈ L∞(Rn) ∩ L1(Rn) ⊂ L2(Rn), which
implies
e−(t/2)ψ = F−1pt/2 ∈ L2(Rn) =⇒ |e−tψ| ∈ L1(Rn) =⇒ e−tψ ∈ L1(Rn).
(d)⇒(a): This follows from (18) and (20).
(a)⇒(d): This follows from (18), (20) and the proof of (f)⇒(a) in Theorem 1. 
The conditions (HW∞) and (HW1/t) can be seen as comparison conditions: indeed
we compare the growth rates (as |ξ| → ∞) of the the characteristic exponent ψ of the
Lévy process X with the logarithm of the characteristic exponent of the symmetric
Cauchy process. It is, therefore, a natural question how one can generalize Theorem 1.
Consider the following Hartman-Wintner-type condition
(HWφ∞) lim
|ξ|→∞
Reψ(ξ)
ln(1 + φ(ξ))
=∞
where φ : Rn → R is the characteristic exponent of a further Lévy process. For
φ(ξ) = |ξ| and the corresponding Cauchy process (HWφ∞) and (HW∞) coincide. We
are interested in the question which properties of φ imply that the Lévy process X
with characteristic exponent ψ admits a transition density pt such that pt ∈ C∞(Rn)∩
C∞(Rn).
For this we need to introduce a class of function spaces. Let φ be a real-valued
characteristic exponent of a Lévy process. Then w = 1 + φ is a temperate weight
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function in the sense of [15] and it is possible to define the following class of anisotropic
L2-Bessel potential spaces
Hφ,κ2 (R
n) :=
{
u ∈ S ′(Rn) : F−1[(1 + φ)κ/2Fu] ∈ L2(Rn)
}
, κ > 0,
see [9, 10] for the general Lp-theory. For p = 2 similar spaces were introduced by
Hörmander [15] and, independently, by Volevich and Paneyah [27] in order to study
regularity properties of certain partial differential equations. For these spaces, the
condition
(21) F−1
[
(1 + φ)−κ/2
] ∈ L2(Rn) or, equivalently, (1 + φ)−κ/2 ∈ L2(Rn)
is necessary and sufficient for the following Sobolev embedding
(22) Hφ,κ2 (R
n) →֒ C∞(Rn),
see e.g. [10, Theorem 2.3.4].
In order to formulate the next theorem we need the notion of a Fourier integral
resp. pseudodifferential operator: Let Ψ : Rn → R be polynomially bounded. Then
Ψ(D)u(x) := F−1(Ψ · Fu)(x) =
∫
Rn
eixξ Ψ(ξ) · Fu(ξ) dξ, u ∈ C∞c (Rn),
defines an linear operator with symbol Ψ. If Ψ(ξ) is a polynomial, Ψ(D) is a differ-
ential operator, e.g. the symbol Ψ(ξ) = ξ corresponds to the operator D = −i∇.
Theorem 6. Let X be an n-dimensional Lévy process, n > 1, with characteristic
exponent ψ having no Gaussian part and let φ be the characteristic exponent of a
symmetric Lévy process. If (21) holds for some κ > 0, then the following conditions
are equivalent:
(a) (HWφ∞);
(b) for all t > 0 the transition density exists, pt ∈ C∞(Rn) and φ(D)mpt ∈
L1(R
n) ∩ C∞(Rn) for all m ∈ N;
(c) for all t > 0 the transition density exists and pt, φ(D)pt ∈ L1(Rn).
Proof. Denote by ν and µ the Lévy measures of ψ and φ, respectively. As in the
proof of Theorem 1 we write ψ1 and φ1 for the characteristic exponents which we
obtain from Reψ and φ by restricting the respective Lévy measures to the unit ball:
ν  1{0<|y|61} ν(dy) and µ  1{0<|y|61} µ(dy). Then we see that ψ1 and φ1 are
infinitely often differentiable and
ψ1(ξ) 6 Reψ(ξ) 6 c(ψ1(ξ) + 1) and φ1(ξ) 6 φ(ξ) 6 c(φ1(ξ) + 1)
for all ξ ∈ Rn and some constant c. Thus, (HWφ∞) holds for ψ if, and only if, (HWφ1∞)
holds for ψ1. Without loss of generality we may therefore assume that φ, ψ ∈ C∞(Rn).
(a)⇒(b): Without loss of generality we may assume that ψ is real-valued. By the
chain rule
∇αe−tψ = (−t)|α| P (ψ, . . . ,∇αψ)e−tψ
where P (ψ, . . . ,∇αψ) is a polynomial of degree less or equal than |α| depending on
the derivatives of ψ of order β 6 α. Using (13) and the Cauchy-Schwarz inequality
it is not hard to see that
∣∣∇αψ1(ξ)∣∣ 6 c|α|

|ψ(ξ)|, |α| = 0√
Reψ(ξ), |α| = 1,
1, |α| > 2.
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For real-valued ψ this observation is due to Hoh [14]. The same is true for the expo-
nent φ. Therefore, ξ 7→ ∇αe−tψ(ξ) is bounded for all t > 0 and α ∈ Nn0 . Combining
this with (HWφ∞), we find suitable polynomials Q,R of degree less or equal than
|α|+m such that for all κ > 0 and α ∈ Nn0∣∣(1 + φ)κ∇αξ [(1 + φ)me−tψ](ξ)∣∣ =
∣∣∣∣∣∑
β6α
cβ∇β(1 + φ)m∇α−βe−tψ
∣∣∣∣∣
6 ctQ(φ, . . . ,∇αφ)R(ψ, . . . ,∇αψ)e−tRe ψ
is bounded. Because of (21),
∇αξ
[
(1 + φ)me−tψ
]
(ξ) ∈ L1(Rn) ∩ L∞(Rn).
From the Riemann-Lebesgue Lemma we get
|x|k(1 + φ(D))mpt(x) ∈ C∞(Rn)
for all k,m > 0. Choosing k > n we can divide by (1 + |x|k) and find, in particular,
(1 + φ(D))mpt(x) ∈ L1(Rn).
(b)⇒(c): This is obvious.
(c)⇒(a): This follows as in the proof of Theorem 1. 
Remark 7. (a) If we choose φ = Reψ in Theorem 6, (HWφ∞) holds if, and only if,
lim|ξ|→∞Reψ(ξ) =∞. In this case the statement
(i) (21) holds for φ = Reψ and some κ > 0, i.e. (1 + Reψ)−κ/2 ∈ L2(Rn)
always implies
(ii) for all t > 0 we have pt(dx) = pt(x) dx with pt ∈
⋂
r>0H
Reψ,r
2 (R
n) and
Reψ(D)mpt ∈ C∞(Rn) for all m > 0.
This follows follows immediately from Theorem 6, (21) and (22).
We cannot expect the converse to be true. Even if (HWφ∞) holds true, the condition
φm(D)pt ∈ C∞(Rn) does not imply (21). To see this, consider the function ψ from
Example 2. In this example ψ ∈ C∞(R) and ψ(ξ) ∼ ln2 |ξ| as |ξ| → ∞. Let
φ(ξ) := ln(1+ψ(ξ)). Since ψ and φ are infinitely often differentiable and, by (HW∞),
the function ∇α[φ(ξ)e−tψ(ξ)] is bounded for any m,α > 1, we have φ · e−tψ ∈ S(R),
implying
φm(D)pt ∈ L1(R) ∩ C∞(R).
But since φ(ξ) ∼ ln ln |ξ| as |ξ| → ∞, the condition (21) does not hold for any κ.
(b) Theorem 2 has also an obvious generalization: if we replace in the statement
(HW∞) by (HW
φ
∞), then we have to change | ln ε| to lnφ(1/ε) in (3). The proof
should be fairly obvious.
The proof of Theorem 6 shows that the embedding condition (21) is important
to assure that pt and φ(D)
mpt are continuous functions. Let us briefly discuss the
meaning of (21).
Lemma 8. Let φ be a real-valued characteristic exponent of some n-dimensional Lévy
process such that lim|ξ|→∞ φ(ξ) =∞. Then (21) is equivalent to
νφ(x) := m(ξ ∈ Rn : φ(ξ) 6 x) 6 c xλ for all x > 1(21′)
where c, λ > 0 are suitable constants.
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The condition (21′), in turn, is implied by the following volume-doubling condition
(23)
νφ(2x)
νφ(x)
6 C for some constant C > 0 and all x > 1.
Proof. Recall that φ∗(x) = ν
−1
φ (x) is the increasing rearrangement of the function φ.
Therefore,
(24)
∫
Rn
dξ
(1 + φ(ξ))κ
=
∫ ∞
0
dx
(1 + φ∗(x))κ
= κ
∫ ∞
0
1
(1 + x)κ+1
νφ(x) dx;
the last equality follows from integration by parts.
If (21) holds, the above integrals are finite. Since φ∗ is increasing, the usual Abelian
trick (cf. the proof of (f)⇒(a) in Theorem 1) guarantees that
1
(1 + φ∗(x))κ
6
c
1 + x
=⇒ 1
(1 + y)κ
6
c
1 + νφ(y)
which gives (21′).
Conversely, if (21′) holds, the second equality in (24) shows that the integrals are
finite as soon as κ > λ. This gives (21).
Assume finally that (23) holds. Fix x > 1 and set k := [ln x/ ln 2]. Since νφ is
increasing, we find
νφ(x) 6 νφ(2
k+1) 6 Ck+1νφ(1) = C x
λνφ(1)
with λ = lnC/ ln 2. Without loss of generality we can assume that λ > 0, and (23)
follows. 
4. Applications
The integral representation (11) allows to determine in some cases the asymptotic
behaviour of pt(0) in terms of the Lévy exponent ψ. In what follows we do not assume
isotropy.
Write νReψ(x) := m {ξ : Reψ(ξ) 6 x} for the distribution function (19) of Reψ.
Then
(2π)n pt(0) = ‖e−tψ‖L1 = ‖e−tReψ‖L1 = t
∫ ∞
0
νReψ(x) e
−tx dx.
The following proposition below is essentially Theorem 4 from [8, Chapter XIII.5].
Proposition 9. Suppose that (HW∞) holds true and νReψ(x) ∼ xρ−1L(x), 1 < ρ <
∞, as x → ∞ [resp. as x → 0] where L(x) is a function which is slowly varying at
infinity [resp. at zero]. Then
pt(0) ∼ Γ(ρ)
tρ−1
L(t−1) as t→ 0 [resp. as t→∞].
The above statement can be generalized to the case when νReψ is of bounded
increase.
Proposition 10. Suppose that (HW∞) holds true and the function νReψ(x) satisfies
for λ > 1 the following volume doubling property:
(25)
νReψ(2x)
νReψ(x)
6 C as x→∞ [resp. as x→ 0]
for some constant C <∞. Then
(26) c1νReψ
(
t−1
)
6 pt(0) 6 c2νReψ
(
t−1
)
for t→ 0 [resp. for t→∞].
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Proof. Fix λ > 1 and set k := [lnλ/ ln 2]. Since νReψ is increasing, we find
νReψ(λx) 6 νReψ(2
k+1x) 6 Ck+1νReψ(x) = Cλ
ανReψ(x)
with α = lnC/ ln 2. Without loss of generality we can assume that α > 0. Therefore,
(25) is equivalent to saying that
(27)
νReψ(λx)
νReψ(x)
6 C(1 + o(1))λα as x→∞ [resp. as x→ 0].
It is enough to consider the case where x → ∞, the arguments for x → 0 are
similar. Since (2π)n pt(0) =
∫∞
0
νReψ(
y
t
)e−ydy we have by monotonicity
(2π)n pt(0) >
∫ ∞
1
νReψ(yt
−1)e−y dy > νReψ(t
−1)
∫ ∞
1
e−y dy. = c1 νReψ(t
−1)
Because of (27),
(2π)n pt(0) =
(∫ 1
0
+
∫ ∞
1
)
νReψ(yt
−1)e−y dy
6 νReψ(t
−1)
∫ 1
0
e−ydy + C νReψ(t
−1)
∫ ∞
1
yαe−y dy
= c2 νReψ(t
−1) 
Remark 11. The volume doubling property (25) for νReψ is important: for example,
if ψ(ξ) ∼ ln2 |ξ| as |ξ| → ∞, one can show by the Laplace method, see [7], that
c1 e
c2/t 6 pt(0) 6 c3 e
c4/t for t ∈ (0, 1]. We refer to [19] for more results on transition
density estimates in small time.
Remark 12. Let ψ be a characteristic exponent of a Lévy process. It is known that ψ
induces via ρ(x, y) :=
√
Reψ(x− y) a metric on Rn, see [16, Lemma 3.6.21]. Define
by B(x, r; ρ) :=
{
y ∈ Rn :
√
Reψ(x− y) 6 r
}
a ball of radius r centred at x in the
metric ρ. Then νReψ(r) = m(B(x,
√
r; ρ)). This allows the following interpretation
of Proposition 10: if the measure of a ball in the metric ρ is regular enough, its
behaviour at infinity controls the behaviour of the transition density at zero.
Example 5. Consider the isotropic case, i.e. ψ(ξ) = g(|ξ|2) for some continuous g,
which we assume in addition to be monotone. Under the conditions of Proposition 10
we get for some c1, c2 > 0
c1
(
g−1(1/t)
)n
2 6 pt(0) 6 c2
(
g−1(1/t)
)n
2 ,
as t → 0 (resp., t → ∞). As an application of Proposition 10 we note that (26)
immediately tells us that the asymptotic behaviour of the transition density of the
tempered α-stable or truncated α-stable process is
c1t
−n
α 6 pt(0) 6 c2t
−n
α as t→ 0.
Indeed, since the real part of the characteristic exponent of a tempered α-stable
processes behaves like Reψ(ξ) ∼ c|ξ|α, see [21, Theorem 2.9]), we can apply Propo-
sition 9 to get the asymptotic behaviour of pt(0). For the truncated α-stable process
the asymptotic behaviour of pt(0) as t → 0 follows from Proposition 10 and the ob-
servation that the characteristic exponent ψR behaves like ψR(ξ) ∼ |ξ|α if ψ(ξ) ∼ |ξ|α
as |ξ| → ∞.
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Let us finally prove a straighforward ratio-limit theorem for Lévy processes. We
begin with an approximation result.
Lemma 13. Let ψ : Rn → C be the characteristic exponent of a Lévy process given
by (1). Assume that e−tψ ∈ L1(Rn) for all t > t0. Then the normalized function
χt := e
−tψ/‖e−tψ‖L1 satisfies for all δ > 0
(28) lim
t→∞
∫
|ξ|>δ
|χt(ξ)| dξ = 0.
Proof. Let t > t0. Then pt(dx) = pt(x) dx with pt ∈ L1(Rn) and, by the Riemann-
Lebesgue Lemma, F−1pt = e
−tψ ∈ C∞(Rn). In particular, lim|ξ|→∞Reψ(ξ) = ∞
which means that the following infimum
mδ := inf
|ξ|>δ
Reψ(ξ) > 0, δ > 0,
is attained and strictly positive. Otherwise there would be some ξ0 6= 0 with ψ(ξ0) = 0
and ψ would be periodic; this follows at once from an inequality for the characteristic
exponent ψ of a Lévy process∣∣ψ(ξ) + ψ(η)− ψ(ξ − η)∣∣2 6 4|ψ(ξ)| |ψ(η)| for all ξ, η ∈ Rn,
cf. Jacob [16, Lemma 3.6.21] or Berg and Forst [2, p. 46, proof of Lemma 7.15]. In this
case we would find for all ǫ > 0 some h = hǫ such that for all k ∈ N e−tψ
∣∣
Bh(kξ0)
> 1−ǫ.
This, however would contradict the assumption that e−tψ ∈ L1(Rn).
Moreover, since ψ is unbounded, ν(Bδ(0)) =∞ for any δ > 0.
Therefore, for all t > t0∫
|ξ|>δ
|e−tψ(ξ)| dξ =
∫
|ξ|>δ
e−tReψ(ξ) dξ
=
∫
|ξ|>δ
e−(t−t0)Reψ(ξ)e−t0 Reψ(ξ) dξ
6 e−(t−t0)mδ
∫
|ξ|>δ
e−t0 Reψ(ξ) dξ.
From the Lévy-Khinchine formula (1) we get for every R > 0
Reψ(ξ) 6 cψR|ξ|2 + dψR, ξ ∈ Rn
where cψR ≍ ‖Q‖+
∫
|y|6R
|y|2 ν(dy) and dψR ≍ ν(BcR(0)). Thus,∫
|ξ|>δ
|χt(ξ)| dξ 6
e−tmδ et0mδ
∫
|ξ|>δ
e−t0 Reψ(ξ) dξ∫
Rn
e−tReψ(ξ) dξ
6
e−tmδ et0mδ
∫
|ξ|>δ
e−t0 Reψ(ξ) dξ∫
Rn
e−tc
ψ
R|ξ|
2
dξ e−td
ψ
R
= (
√
t)n e−t(mδ−d
ψ
R)
et0mδ
∫
|ξ|>δ
e−t0 Reψ(ξ) dξ∫
Rn
e−c
ψ
R|ξ|
2
dξ
.
Now we choose R so large that mδ > d
ψ
R and let t→∞. This proves (28). 
The following result is, in one dimension, due to W. Schenk [23].
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Theorem 14. Let Xt be a Lévy process in Rn with characteristic exponent ψ and
with transition semigroup Tt. If e
−tψ ∈ L1(Rn) for all t > t0, then the following limits
exist locally uniformly for all x ∈ Rn, resp. x, y ∈ Rn
lim
t→∞
Ttf(x)
‖e−tψ‖L1 =
1
(2π)n
∫
Rn
f(z) dz for all f ∈ L1(Rn).(29)
lim
t→∞
Ttf(x)
Ts+tg(y)
=
∫
Rn
f(z) dz∫
Rn
g(z) dz
for all f, g ∈ L1(Rn), s > 0;(30)
lim
t→∞
pt(x)
pt(0)
= 1.(31)
Proof. It is clearly enough to prove (29). For u ∈ C∞(Rn) we get from Lemma 13
with χt(ξ) = e
−tψ(ξ)/‖e−tψ‖L1
lim
t→∞
∫
Rn
χt(ξ) u(ξ) dξ = u(0).
Indeed,
∫
Rn
χt(ξ) dξ = 1 and∣∣∣∣∫
Rn
χt(ξ)(u(ξ)− u(0)) dξ
∣∣∣∣ 6 ∫
|ξ|6δ
|χt(ξ)||u(ξ)− u(0)| dξ + 2
∫
|ξ|>δ
|χt(ξ)| dξ‖u‖∞
6 sup
|ξ|6δ
|u(ξ)− u(0)| · ‖χt‖L1 + 2
∫
|ξ|>δ
|χt(ξ)| dξ‖u‖∞.
Because of (28) the second term vanishes as t → ∞. Letting δ → 0 makes the first
term tend to zero since u is uniformly continuous.
For f ∈ L1(Rn) and t > t0 we have
Ttf(x)
‖e−tψ‖L1 =
1
‖e−tψ‖L1 F
−1
[
e−tψFf
]
(x) =
∫
Rn
eixξχt(ξ)Ff(ξ) dξ.
The above calculation shows for u(ξ) := eixξ Ff(ξ) and uniformly for x from compact
sets that
Ttf(x)
‖e−tψ‖L1
t→∞−−−→ Ff(0) = (2π)−n
∫
Rn
f(z) dz. 
If we combine (29) of Theorem 14 with Propositions 9, 10 or with Example 5, it is
possible to get estimates for the speed of convergence in (29)
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