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It is an open question how well tensor network states in the form of an infinite projected entangled pair
states (iPEPS) tensor network can approximate gapless quantum states of matter. Here we address this issue for
two different physical scenarios: i) a conformally invariant (2 + 1)d quantum critical point in the incarnation
of the transverse field Ising model on the square lattice and ii) spontaneously broken continuous symmetries
with gapless Goldstone modes exemplified by the S = 1/2 antiferromagnetic Heisenberg and XY models on
the square lattice. We find that the energetically best wave functions display finite correlation lengths and we
introduce a powerful finite correlation length scaling framework for the analysis of such finite-D iPEPS states.
The framework is important i) to understand the mild limitations of the finite-D iPEPS manifold in representing
Lorentz-invariant, gapless many body quantum states and ii) to put forward a practical scheme in which the
finite correlation length ξ(D) combined with field theory inspired formulae can be used to extrapolate the data
to infinite correlation length, i.e. to the thermodynamic limit. The finite correlation length scaling framework
opens the way for further exploration of quantum matter with an (expected) Lorentz-invariant, massless low-
energy description, with many applications ranging from condensed matter to high-energy physics.
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I. INTRODUCTION
The study of interacting quantum matter is of enormous
current interest, with questions ranging from quantum spin
liquids, topological matter, correlated electrons in solids, ul-
tracold atoms in optical lattices to strongly coupled quantum
field theories.
In this context numerical approaches play a very important
role, with tensor networks being a central player. For prob-
lems in one spatial dimension methods such as the density
matrix renormalization group (DMRG) [1, 2], (infinite) ma-
trix product states ((i)MPS) [3–5], and the multiscale entan-
glement renormalization ansatz (MERA) [6] have proven to
be very powerful, both for gapped states and for quantum crit-
ical states with a low-energy conformal field theory descrip-
tion [7–10].
In two spatial dimensions infinite projected entangled pair
states (iPEPS) [11] have become a competitive numerical
approach with successful applications to many problems in
the field of quantum magnetism and for strongly correlated
fermions [12–17]. Furthermore theoretical work has estab-
lished how different forms of topological order can be rep-
resented and understood in iPEPS wave functions with finite
bond dimension [18, 19].
It is however an open question how well tensor network
states in the form of an iPEPS tensor network can approxi-
mate gapless quantum states of matter. Here we address this
issue for two different physical scenarios: i) a conformally
invariant (2 + 1)d quantum critical point in the incarnation
of the transverse field Ising model on the square lattice and
ii) spontaneously broken continuous symmetries with gapless
Goldstone modes exemplified by the S = 1/2 antiferromag-
netic Heisenberg and XY models on the square lattice. We
find that the energetically best wave functions display finite
correlation lengths and we introduce a powerful finite correla-
tion length scaling framework for the analysis of such finite-D
iPEPS states.
The outline of this paper is as follows: We start by pro-
viding a short introduction to the iPEPS framework and the
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2energy optimization strategies in Sec. II. In Sec. III we study
the critical properties of the (2 + 1)d transverse field Ising
model as an example of a quantum critical point in the (2+1)d
Ising universality class. In Sec. IV we present results for
the S = 1/2 antiferromagnetic Heisenberg model and the
S = 1/2 XY model, as examples for continuous symme-
try breaking. In Sec. V we provide an extensive discussion
and interpretation of the results obtained and we conclude in
Sec. VI.
II. INFINITE (SYSTEM) PEPS
Considering a two-dimensional quantum many-body sys-
tem consisting of p-level particles, placed on an infinite square
lattice, one can make an ansatz for a wave function describing
the system,
|ψ〉 =
∑
σ1,σ2,...
σ1 σ2
D
· · ·
|σ1, σ2, . . .〉,
(1)
which is commonly known as infinite system projected entan-
gled pair state (iPEPS) [11].
The graph in Eq. (1) is called a tensor network diagram,
where nodes (edges) represent tensors (their corresponding
indices). Edges connecting two tensors indicate summation
indices and are of dimension D, which we call bond dimen-
sion of the iPEPS. The open indices σ1, σ2, . . . are of dimen-
sion p. In this work we only consider iPEPS with a single-site
unit cell, i. e. iPEPS where the same tensor is used for each
site, but all the techniques described here can be generalized
to arbitrary unit cells.
iPEPS are a straight-forward generalization of infinite sys-
tem matrix product states (iMPS) for two spatial dimensions
and obey an area law for the entanglement entropy as well
[11, 20]. In contrast to iMPS, iPEPS can be constructed to
have infinite correlation lengths, already for the simplest non-
trivial case, D = 2 [21].
A. Contraction
The key challenge in all iPEPS algorithms is the so-called
contraction of the state. For instance, to evaluate single-site
observables, one needs the single-site density matrix,
ρ1 = x , (2)
which consists of an infinite sum of double-layer tensors,
:=
∗
and x :=
∗
. (3)
The idea of a contraction is to find an approximation with con-
trollable error for this infinitely large tensor network. There
are several ways to go: Finding an approximate environment
in the form of a boundary matrix product state (bMPS) [22]
or a corner transfer matrix (CTM) environment [23] or by di-
rectly applying renormalization group (RG) schemes such as
tensor RG (TRG) [24], tensor-entanglement RG (TERG) [25],
second RG (SRG) [26], higher-order TRG (HOTRG) [27] or
tensor network renormalization (TNR) [28].
Formally, a bMPS is nothing but an iMPS, with bond di-
mension χ, that is an approximation for the dominant eigen-
vector of a transfer matrix of double layer iPEPS tensors,
C
χ
≈ Cχ ,
(4)
with corresponding eigenvalue 1. Note that the quality of the
approximation can be improved by increasing χ. From the
singular values, ζj , of the matrix C (Re´nyi) entropies,
S
(α)
bMPS =
1
1− α log
∑
j
ζαj
 , (5)
can be computed. In addition to the bMPS tensors one has to
determine a horizontal dominant eigenvector,
= , (6)
with corresponding eigenvalue 1 to be able to write the single-
site density matrix as
ρ1 ≈ x . (7)
The state-of-the-art method to find such a bMPS is described
in Ref. [29] and has also been used in this work.
Another way to contract a state, is to find corner transfer
matrices (CTMs),
χ
χ
≈ . (8)
3and half-line transfer tensors (HLTTs),
χ
χ
≈ , (9)
where again the contraction dimension χ is used to control the
error of the approximation. With the CTMs and HLTTs, the
single-site density matrix can be written as
ρ1 ≈ x . (10)
A powerful numerical tool to find CTMs and HLTTs is the so-
called CTM renormalization group (CTMRG) [23]. The spe-
cific CTMRG procedure introduced in Ref. [30] has been used
in this work, as it is a particularly stable variant of CTMRG.
For this work both bMPS and CTMRG contractions have
been implemented and we observe that for equal χ both meth-
ods give almost identical results.
B. Energy Optimization
As iPEPS are especially well-suited to describe ground
states, energy optimization algorithms for iPEPS are of par-
ticular interest. For almost a decade there was only a single
strategy for this task: imaginary time evolution [22] in var-
ious variants. Recently Refs. [31] and [32] introduced new
direct variational approaches, which achieved lower energies
than imaginary time evolutions, even in the limit of vanishing
Trotter step size. Both variational methods rely on interaction
contractions, similar to the norm contractions described in the
previous subsection, but including all interaction terms of the
Hamiltonian.
The first method [31] makes use of CTMRG interaction
contractions to formulate a generalized eigenvalue problem
(GEVP) for a given iPEPS, where the eigenvector correspond-
ing to the lowest eigenvalue is used to propose the next iPEPS
tensor in the minimization run.
The second method [32] computes the energy gradient of
an iPEPS from a bMPS interaction contraction, such that any
gradient minimization technique can be used, e. g. conjugate
gradient (CG) methods or quasi-newton methods such as the
Broyden–Fletcher–Goldfarb–Shanno (BFGS) algorithm [33–
36].
However, it should be noted that also CTMRG interaction
contractions can be used to obtain energy gradients and vice
versa bMPS interaction contractions to obtain the optimiza-
tion GEVP [37].
For iPEPS energy optimizations in this work bMPS inter-
action contractions in combination with the BFGS algorithm
were primarily used, as this method turned out to be the most
stable one. Also, the BFGS algorithm seems to be more sta-
ble close to the minimum compared to CG methods. Some
states also have been optimized using a brute force minimiza-
tion method, i. e. by computing finite difference energy gra-
dients. All iPEPS optimized in this work have a single-site
unit cell with a complex tensor which was forced to be invari-
ant under spatial rotations. No symmetries at the virtual level
were imposed. It turned out that starting with several random
states and small contraction dimensions (16 . χ . 32) is the
most economic way to bootstrap energy minimizations. The
contraction dimension is then successively increased – in our
optimizations up to values of χ = 512. For the transverse field
Ising model we observed that it can also be beneficial to use
intermediate minimization results to initialize minimizations
for nearby values of the transverse field.
C. Correlation Length
A correlation function, c(r), of two arbitrary observables
can be written as
c(r) = u v( )
r − 1
= uTAr−1v, (11)
using a bMPS contraction, where the tensors u and v con-
tain the specific observables. It should be noted that the same
correlation function can be expressed by replacing the bMPS
tensors with HLTTs from a CTMRG contraction.
We write the eigendecomposition of the transfer matrix as
j = λj j , (12)
with |λ0| ≥ |λ1| ≥ . . . and w. l. o. g. we assume λ0 = 1.
Then the dominant correlation length of the system, ξ, can be
extracted as
ξ = − 1
log |λ1| . (13)
With this method the dominant correlation length can be ex-
tracted without even knowing which observables lead to the
corresponding correlation function.
It should be noted that in contrast to local observables, the
correlation length requires huge contraction dimensions χ to
converge. Incorporating the ideas of Ref. [38] we observe the
functional behavior
1
ξ(χ)
=
1
ξ(∞) + k log
∣∣∣∣λ1(χ)λ2(χ)
∣∣∣∣ , (14)
which enables to extract a converged value for the correlation
length, ξ(∞), precisely already for moderate values of χ. In
cases where λ1 ' λ2 (due to degeneracy, as observed e.g. in
the S = 1/2 Heisenberg model) one should use the largest
eigenvalue different from λ1 instead of λ2 for the scaling in
Eq. (14).
4FIG. 1. Phase diagram of the ferromagnetic (J = 1) transverse
field Ising model with an additional longitudinal field hz . The thick,
colored lines for h < hc or h < h
(D)
c highlight the horizontal extent
of the spontaneous symmetry breaking line at hz = 0.
III. QUANTUM CRITICAL BEHAVIOR IN A (2 + 1)d
CONFORMAL FIELD THEORY
In a first application we study the critical behavior of our
variationally optimized iPEPS tensors for a quantum critical
point in the (2 + 1)d Ising universality class. In the following
we call this universality class described by a (2 + 1)d dimen-
sional, Lorentz-invariant conformal field theory (CFT) the 3d
Ising CFT. Note that this critical behavior is distinct from the
one observed in the so called Ising PEPS [21], which amounts
to promoting the thermal partition function of the 2d classi-
cal Ising model into a two-dimensional quantum many body
wave function in PEPS form with bond dimension D = 2.
This wave function can be parametrized by the temperature
T entering the partition function, and at T = Tc describes a
critical wave function with algebraically decaying correlation
functions. However the critical properties of this wave func-
tion are described by the 2d Ising CFT.
A. Overview
The Hamiltonian studied in this section is the transverse
field Ising model on an infinite square lattice with an addi-
exponent d = 2 d = 3 d = 4
∆σ 1/8 0.518 148 9(10) 1
∆ 1 1.412 625(10) 2
νσ = 1/(d−∆σ) 8/15 0.402 925 0(2) 1/3
ν = 1/(d−∆) 1 0.629 970(4) 1/2
ασ = ∆ × νσ 8/15 0.569 182(4) 2/3
α = ∆ × ν 1 0.889 91(1) 1
βσ = ∆σ × νσ 1/15 0.208 775 1(5) 1/3
β = ∆σ × ν 1/8 0.326 418(2) 1/2
TABLE I. Upper two rows: relevant scaling dimensions of the Ising
CFT in d = 2, 3, 4 space-time dimensions, results for d = 3 are from
the most recent conformal bootstrap study [39]. The lower six rows
denote the additional critical exponents probed in this work, which
are derived from the scaling dimensions above.
tional longitudinal magnetic field,
HTFI = −J
∑
〈i,j〉
σzi σ
z
j − h
∑
i
σxi − hz
∑
i
σzi , (15)
where J = 1 denotes the strength of the ferromagnetic Ising
interactions and sets the energy scale, h denotes the trans-
verse field while hz parametrizes the longitudinal magnetic
field. The phase diagram of this model is sketched in Fig. 1.
For hz = 0 the model has a Z2 spin inversion symmetry
and features a quantum phase transition at h/J = hc =
3.04438(2) [40], which separates a paramagnetic phase with
mz ≡ 〈σzi 〉 = 0 for h > hc from a symmetry broken phase
with mz 6= 0 for h < hc. The quantum critical point at
h = hc, hz = 0 is described by the 3d Ising CFT. For all finite
hz 6= 0 there is no critical behavior and the z-magnetization
mz is finite as a response to the finite hz . In the entire
phase diagram with h 6= 0 the transverse x-magnetization,
mx ≡ 〈σxi 〉, is finite.
In the following we will explore the physics in the vicinity
of the critical point h = hc, hz = 0 using iPEPS simulations.
In order to provide field theoretical predictions to compare
with we briefly review the properties of the 3d Ising CFT for
our purposes. The 3d Ising CFT has two relevant perturba-
tions, the Oσ and the O field. Their scaling dimensions ∆σ
and ∆ are given in Tab. I. They clearly differ in 2d and 3d,
which leads to distinct critical behavior. In the transverse field
Ising model it is expected that in the continuum limit we can
identify σzi ∼ Oσ(ri), while σxi ∼ O(ri) + const.
We perturb a general CFT in d space-time dimensions with
a relevant perturbation φ with scaling dimension ∆φ:
H(λ) = HCFT + λ
∫
dxd−1 φˆ.
Since the perturbation is relevant, i.e. ∆φ < d, it opens a mass
gap proportional to λ
1
d−∆φ , respectively it leads to a finite cor-
relation length ξ ∼ λ−1/(d−∆φ) ≡ λ−νφ . In the transverse
field Ising model it is understood that the microscopic cou-
pling (h−hc) couples to the field O, while hz couples to the
field Oσ .
The 3d Ising CFT has two relevant perturbations, which
translate into the two correlation length exponents, ν =
1/(d−∆) and νσ = 1/(d−∆σ), which appear in the scaling
relations ξ ∼ |h− hc|−ν and ξ ∼ |hz|−νσ .
We are in a situation where the perturbed theory can display
magnetizations, and we thus define critical exponents αφ, βφ
which describe how the magnetizations grow as a function of
the perturbing coupling for a perturbation φ. αφ is the expo-
nent we use when measuring mx,c − 〈σxi 〉 ∼ 〈O〉, while we
use βφ for the 〈σzi 〉 ∼ 〈Oσ〉 observable. The subscript σ, 
denotes the perturbing field as for the correlation length ex-
ponents before. For the transverse magnetization we expect
|mx,c − mx| ∼ |λ|αφ , while for the longitudinal magneti-
zation we expect mz ∼ |λ|βφ . The definitions and values
for these exponents can be found in Tab. I. Some of the ex-
ponents we have introduced here for clarity reasons are also
more commonly known as β ≡ β, δ ≡ 1/βσ and ν ≡ ν
in the statistical mechanics literature. Note that the d = 4
5FIG. 2. iPEPS results for the magnetizations per site mz = |〈σzi 〉| and mx = 〈σxi 〉 as a function of h (hz = 0) in panels (a) and (b) and as a
function of hz (h = hc) in panels (c) and (d). Result for iPEPS bond dimension D = 2, 3 are shown. The vertical dashed lines indicate the
critical values of h(D)c for both D values, as well as the literature reference for hc [40].
critical exponents are equivalent to the mean field exponents.
This is because d = 4 is the upper critical dimension for the
Ising criticality, i.e. the dimension where mean field theory
becomes exact.
B. iPEPS Results for the Transverse Field Ising Model
The transverse field Ising model (with hz = 0) has been
studied extensively with both finite-size PEPS and iPEPS ap-
proaches in the past [22, 23, 32, 41–46]. A common feature
of all the these simulations is that for h below a bond dimen-
sion D dependent value, h(D)c , the system shows a finite z-
magnetizationmz . However in the past the values of h
(D)
c and
the functional behavior of mz in its vicinity did depend sig-
nificantly on the tensor optimization methodology. We believe
the newest generation of optimization algorithms put forward
in Refs. [31, 32] do not suffer from these shortcomings any-
more, so that a detailed analysis of the intrinsic iPEPS finite-
D behavior close to the 3d Ising CFT is finally possible.
1. Magnetizations in the vicinity of the critical point
We start by presenting in Fig. 2 the behavior of the z- and
the x-magnetization at hz = 0 by varying h in panels (a) and
(b) for bond dimensions D = 2, 3. As previously reported
we also observe a D-dependent value h(D)c where mz van-
ishes, while mx displays a kink. We find h
(D=2)
c ≈ 3.0893,
while h(D=3)c ≈ 3.0476. Note that the D = 3 result differs
only by about one part per thousand from the reference criti-
cal value hc = 3.04438(2) [40]. In an earlier study based on
one-dimensional iMPS states for the (1 + 1)d transverse field
Ising model, a bond dimension D > 10 was required to reach
a comparable accuracy [43]. We have also tried to optimize
D = 4 tensors, but albeit technically possible, it turns out to
be extremely difficult to obtain energies which are lower than
our best D = 3 results so far. We will come back to this ob-
servation later in this section. Finally in panels (c) and (d) we
display mz and mx along an orthogonal cut at fixed h = hc
with varying hz > 0, i.e. along the violet axis in Fig. 1.
While the plots in Fig. 2 seem to suggest large differences
between D = 2 and D = 3 it should be noted that the h and
hz ranges shown are already quite small. Shown on a scale
h ∈ [0, 4] it would be difficult to visually spot the differences
between the two D values.
2. Critical exponents
In a next step we explore the critical behavior contained in
the presented data. In Fig. 3(a) we plot mz as a function of
hc − h on a log-log scale. For comparison we plot a straight
6FIG. 3. Analysis of the critical behavior of the mz and mx magnetizations in the vicinity of the critical point at h = hc, hz = 0. (a) mz as
a function of hc − h, inset shows good convergence to the expected β exponent. (b) mz as a function of h(D)c − h, inset shows crossover to
mean field behavior. (c) mz as a function of hz , inset shows good convergence to the expected βσ exponent. (d) |mx −mx,c| as a function of
hz , inset shows good convergence to the expected ασ exponent. The expected exponents are tabulated in Tab. I.
line with the expected slope β as a guide to the eye. In the
corresponding inset we numerically calculate the derivative
and find a collapse between the D = 2 and D = 3 data at
larger distances from the critical point. TheD = 2 running es-
timate for the critical exponent reaches a maximum of ∼ 0.29
and then drops to zero as hc − h goes to zero. The D = 3
running estimate rises to ∼ 0.32 before it also drops to zero
as hc − h goes to zero. We expect that D > 3 would get even
closer to the expected β ≈ 0.326 418(2), before dropping to
zero as hc − h goes to zero. The drop to zero is clearly due to
the finite-D remnant mz at the thermodynamic value hc. Let
us therefore investigate what happens when we analyze the
data as a function of h(D)c − h instead. Panel (b) of Fig. 3 dis-
plays the corresponding data. TheD = 2 data clearly shows a
limiting mean-field behavior β(MF ) = 1/2 at small h
(D)
c − h
(in the inset), as observed previously in Ref. [43]. The D = 3
data shows some hint of an intermediate plateau around the
true 3d Ising CFT value for β before also crossing over to the
mean-field value β(MF ) at small h
(D)
c − h. The analysis of
the mx magnetization is less clean and shown in Fig. A.1 in
App. A. In Panels (c) and (d) of Fig. 3 we present the anal-
ogous analysis for both mz and mx when staying at h = hc
while tuning hz > 0. The numerical derivatives provide run-
ning averages for βσ and ασ which converge nicely towards to
the expected values as we increase D from 2 to 3. The max-
imal values for D = 3 are only a few percent below the 3d
Ising CFT results.
So we learn that when the location of the critical point is
known beforehand, the critical behavior can be determined
quite accurately already with a surprisingly small bond dimen-
sion ofD = 3. In the vicinity of the finiteD critical points we
however observe mean field behavior and due to the crossover
it is more difficult to extract the genuine critical behavior.
3. Correlation lengths
After having analyzed the critical behavior of local observ-
ables as a function of perturbing couplings, we now inves-
tigate the correlation lengths in our optimized iPEPS wave
functions in the vicinity of the critical point. In the vicinity
and at a quantum critical point in (1 + 1)d represented with
a finite bond dimension iMPS we know that only a finite cor-
relation length can appear. Since iPEPS is in principle able
to represent wave functions with algebraically decaying cor-
relations, i.e. states with infinite correlation lengths [21], it
is not a priori clear what to expect in our optimized iPEPS
wave functions. Let us note first that the correlation lengths
for D = 1 (product states) vanish identically, even though
the spontaneous magnetization shows critical mean-field be-
havior at h(D=1)c = 4 (not shown). Based on the technology
7FIG. 4. Correlation lengths of the variationally optimized iPEPS states for D = 2 and D = 3. (a) correlation lengths as a function of the
transverse field h. (b) correlation lengths as function of |h(D)c − h| on a log-log scale, including the theoretically expected slope −ν. (c)
correlation lengths as a function of the longitudinal field |hz|. (d) correlation lengths as function of |hz| on a log− log scale, including the
theoretically expected slope−νσ . (e) and (f) display the expectation value ofmz and |m(D)x,c −mx| respectively as a function of the correlation
length ξ, on a logarithmic scale. The expected slopes in the two cases are directly the (negated) scaling dimensions−∆σ and−∆. The values
of the exponents and scaling dimensions can be found in Tab. I.
presented in subsection II C we have determined the largest
correlation lengths for D = 2 and D = 3 iPEPS states along
the previously investigated cuts in the (h, hz) plane. The
results are shown in panels (a) and (c) of Fig. 4. The ob-
served correlation lengths for D = 2 do not grow beyond
ξ
(D=2)
max ≈ 1.67 lattice spacings, and they reach their maxi-
mum at h = h(D=2)c , hz = 0. We are quite confident that this
short correlation length is not an artefact of incomplete opti-
mization, but is a genuine feature of optimized, translationally
invariant, finite-D iPEPS wave functions for Lorentz-invariant
quantum critical systems with a 3d space-time description.
For D = 3 we also observe finite correlation lengths, but
now the maximum is substantially larger: ξ(D=3)max ≈ 12.2 at
h = h
(D=3)
c , hz = 0 [47]. So both D values seem to indicate
that our variational optima feature a finite correlation length.
This is one of the key results of this paper, whose possible ori-
gin we are going to discuss later. We will however show in the
following, that the finite correlation length is also a blessing,
as it helps us to understand and organize the finite D effects
in field theoretically motivated formulas based on ξ(D).
Before doing this, let us investigate the functional behavior
of the correlation length in the vicinity of the critical point.
Depending on the cut in parameter space we expect ξ ∼ |hc−
h|−ν or ξ ∼ |hz|−νσ , with the values of ν and νσ given in
Tab. I. Indeed the data in panels (b) and (d) of Fig. 4 shown
on a log-log scale are (roughly) compatible with the expected
correlation length exponents in some intermediate window of
the couplings. This is expected since far away from the critical
point we are outside the quantum critical regime, while very
close to the critical point ξ saturates. Still the agreement for
the hz-detuning is much better than the |hc − h|-detuning.
Finally we plot the expectation values of the two magne-
tizations mz and |mx,c −mx| as a function of the measured
correlation length ξ (for both parameter cuts) in panels (e) and
(f) of Fig. 4. As discussed earlier we expect this relation to be
governed by the scaling dimensions ∆σ and ∆ respectively.
While the D = 2 results do not match too well, the D = 3 re-
sults for both parameter cuts and both observables are in good
agreement with the expected scaling dimensions.
Even though it seems that the critical exponents and scaling
dimensions can be obtained more precisely based on the ob-
servables as a function of the couplings than of the correlation
lengths, it is nevertheless rewarding to observe that the corre-
lation lengths are also following the expected quantum critical
behavior with increasing D, within the stated limitations.
4. Critical energy convergence
We now investigate the energy convergence of the TFI
model at its critical point h = hc, hz = 0 for increasing
bond dimension D. It is one of the open problems in prac-
tical iPEPS calculations to understand the convergence of en-
ergies as a function of D. Here we advocate that the varia-
tional energy of an optimized iPEPS tensor at the critical point
h = hx, hz = 0 can be understood as a particular type of a
Casimir effect controlled by the correlation length ξ.
8FIG. 5. Variational excess critical energy density ∆ec =
e
(iPEPS,D)
c − e(iPEPS,∞)c of transverse field Ising iPEPS wave func-
tions optimized for various (h, hz) as a function of their 1/ξ3. The
variational excess energy density corroborates the advocated 1/ξ3
scaling. Inset: Fit according to Eq. (17), yielding e(iPEPS,∞)c and
α
(3d Ising CFT)
iPEPS in (18).
It is well known that the ground state energy density e =
E/Nsites of a 3d quantum critical system in a torus geometry
with modular parameter τ [48] is given as
e(L) = e(∞)− α
QCP
τ × v
L3
, (16)
where L denotes the linear extent of the torus, v is the
“speed of light”, e.g. the critical spin wave velocity in a
TFI model, and αQCPτ is a τ dependent Casimir amplitude
which otherwise depends only on the universality class of the
quantum critical point (QCP), for example for the 3d Ising
CFT and a square torus with periodic boundary conditions
α
(3d Ising CFT)
τ=i = +0.35(2) according to Ref. [49].
We now postulate that our iPEPS setup can be considered
as a new, distinct geometry with its own Casimir amplitude
α
(3d Ising CFT)
iPEPS , where however the length of the torus is re-
placed by the correlation length ξ, such that
e(ξ) = e(∞)− α
(3d Ising CFT)
iPEPS × v
ξ3
. (17)
We stress that this Ansatz is in agreement with the expected
scaling behavior of the one-point function of the stress-energy
tensor T , whose scaling dimension in d = 3 is ∆T = 3.
Since we only have two values of D, it is a priori hard to
determine the validity of the postulated energy convergence
form. Let us nevertheless use the best variational energies at
h = hc, hz = 0 for D = 2 and D = 3, together with the
literature value of v = 3.323(33) [48] to estimate
α
(3d Ising CFT)
iPEPS ≈ −0.00061, e(∞) ≈ −3.2342623. (18)
If correct, the scaling hypothesis Eq. (17) combined with the
very small iPEPS Casimir amplitude would explain the spec-
tacular accuracy of the D = 3 results. The D = 3 correlation
length of beyond 10 lattice sites gives an energy correction
proportional to 1/ξ3 . 10−3, while the Casimir amplitude
α
(3d Ising CFT)
iPEPS is itself three orders of magnitude smaller than
the square torus amplitude. So multiplying these two factors
we are led to conjecture that the extrapolated iPEPS energies
are accurate to about 10−6 already at D = 3! This result
might explain why D = 4 simulations are so demanding, as
the expected remaining energy gains are tiny and are accom-
pagnied with wave functions bestowed with large correlation
lengths, which are even harder to contract accurately.
In order to corroborate the advocated scaling Ansatz in
Eq. (17) we plot the critical (i.e. evaluated at h = hc, hz = 0)
variational energies e(iPEPS,D)c of all available iPEPS wave
functions in a common plot, c.f. Fig. 5. In the inset we show
the fit according to Eq. (17) of the two data points with the best
D = 2 and D = 3 critical energies. The data in the main plot
is seen to approximately scale according to ∆ec ∝ 1/ξ3 over
several orders of magnitude, thus providing nontrivial empiri-
cal evidence in favor of the validity of the Ansatz (17) [50].
IV. CONTINUOUS SYMMETRY BREAKING
In this section we want to explore the properties of iPEPS
wave functions as they represent or approximate quantum
many body states which exhibit continuous symmetry break-
ing in (2+1) space-time dimensions. This is a rather ubiq-
uitous phenomenon, ranging from magnetic order in O(N)
symmetric quantum magnets with N ≥ 2, to bosonic
and fermionic superfluids, to superconductors and Goldstone
phases in high-energy physics. In these systems the continu-
ous symmetry is spontaneously broken, accompanied by the
the appearance of a finite order parameter |M| > 0. Another
hallmark is the required presence of gapless excitations (so
called Goldstone modes), which are the soft long-wavelength
modes of order parameter variations. We will study the S =
1/2 Heisenberg antiferromagnet and the S = 1/2 XY model,
both on the square lattice, as paradigmatic examples for O(3)
andO(2) continuous symmetry breaking with a three- respec-
tively two-component vector order parameter.
A. Overview
The field theoretical description of collinear magnetic or-
der inO(N) quantum magnets relies often on a quantum non-
linear sigma model (NLSM) formulation, or on a description
in terms of the symmetry breaking phase in an N -component
interacting φ4 theory. The gapless Goldstone modes are also
known as spin waves in the magnetic context and taken in
isolation they behave as a collection of free massless scalar
fields. These gapless modes are responsible e.g. for the al-
gebraic decay of spin-spin correlations to their limiting value
and the finite size corrections of the energy or the order pa-
rameter. These linearly dispersing modes require a (2+1)d
Lorentz-invariant description at low energies, similar to the
Ising CFT discussed before.
9FIG. 6. S = 1/2 Heisenberg antiferromagnet: iPEPS data for the ground state energy per site e (left panel) and the order parameter squared
m2 (right panel). We plot the data as a function of the expected 1/ξ3 (for e) and 1/ξ (for m2) dependence. The linear fits to the D = 3, 4, 5
results in the left and all D ≥ 2 in the right panel extrapolate closely to the high precision Quantum Monte Carlo reference results. The inset
in the left panel highlights the overall 1/ξ3 convergence of the energy per site.
The quantum non-linearO(N) sigma model is described in
detail in Ref. [51]. For our purpose it is sufficient to know that
this is basically a hydrodynamic theory of quantum magnets
with collinear order. Its description, being hydrodynamic, re-
lies only on a handful of effective parameters entering the de-
scription: the spin stiffness, ρs, the spin wave velocity v, the
transverse susceptibility, χ⊥, and the squared order parame-
ter in the thermodynamic limit, m2(∞). The first three pa-
rameters are actually related via v2 = ρs/χ⊥. Similar to the
finite size corrections to the ground state energy discussed in
the quantum critical context, the finite size corrections to the
ground state energy and the order parameter have been derived
for the quantum non-linear O(N) sigma model in Refs. [52–
56]. The finite size corrections to the ground state energy
e = E/Nsites in d = 3 are as follows:
e(L) = e(∞)−
[
αNLSMshape/bc
(
N − 1
2
)
v
]
1
L3
+
(N − 1)(N − 2)
8
v2
ρsL4
+O
(
1
L5
)
. (19)
For a square torus with periodic boundary conditions
αNLSMτ=i ≈ 1.437745 has been obtained. The finite size correc-
tion for the magnetic order parameter squared are as follows:
m2(L)
m2(∞) = 1 +
[
µNLSMshape/bc
(
N − 1
2
)
v
ρs
]
1
L
+O
(
1
L2
)
.
(20)
For a square torus with periodic boundary conditions
µNLSMτ=i ≈ 0.62075 has been found.
As we will see below, our variationally optimized iPEPS
wave functions have a finite correlation length ξ, which de-
pends on the model and on the bond dimension D. We now
conjecture the following d = 3, finite ξ corrections for the
ground state energy density e and the magnetic order parame-
ter squared m2,
e(ξ) = e(∞)−
[
αNLSMiPEPS
(
N − 1
2
)
v
]
1
ξ3
+O
(
1
ξ4
)
, (21)
and
m2(ξ)
m2(∞) = 1+
[
µNLSMiPEPS
(
N − 1
2
)
v
ρs
]
1
ξ
+O
(
1
ξ2
)
. (22)
The potential power of these formulas lies in the fact that one
can extrapolate the results at finite ξ(D) to the limit ξ → ∞
based on iPEPS data fits to the above formulas. Furthermore
it is possible to predict the finite size corrections for other mi-
croscopic models, once the “universal” values of αNLSMiPEPS and
µNLSMiPEPS are determined. The knowledge of N , v and v/ρs al-
lows then to quantitatively predict the slope of the finite size
corrections. Conversely it might become possible to estimate
v and v/ρs based on precise iPEPS data for a model with a
known value for N .
B. S = 1/2 antiferromagnetic Heisenberg model
The S = 1/2 antiferromagnetic Heisenberg model has also
been studied frequently using finite size PEPS and iPEPS ap-
proaches in the past [31, 32, 41, 44, 57–59]. The ground
state of this model has antiferromagnetic Ne´el order, which
breaks the continuous O(N=3) rotation symmetry sponta-
neously down to a residual O(2) symmetry. The presence of
N − 1 = 2 Goldstone modes leads to an algebraic decay of
the two-spin correlation function.
The Hamiltonian is defined as
HHB = J
∑
〈i,j〉
(
Sxi S
x
j + S
y
i S
y
j + S
z
i S
z
j
)
, (23)
with J = 1 and the Sαi are spin 1/2 operators. In order to
be able to work with a single-site unit cell we perform a spin
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FIG. 7. S = 1/2 XY ferromagnet: iPEPS data for the ground state energy per site e (left panel) and the order parameter squared m2 (right
panel). We plot the data as a function of the expected 1/ξ3 (for e) and 1/ξ (for m2) dependence. The linear fits to the D = 4, 5 results in the
left and all D ≥ 2 in the right panel extrapolate reasonably closely to the Quantum Monte Carlo results, and may well be more accurate than
the somewhat antiquated QMC results. The inset in the left panel highlights the overall 1/ξ3 convergence of the energy per site. In both panels
we include a prediction based on the conjectured finite ξ formulas for the non-linear sigma model (NLSM), c.f. Eqs. (21), (22) and main text.
rotation on one Ne´el sublattice, which negates the sign of the
y and z parts of the interactions in the actual calculations.
We proceed optimizing the variational energies of iPEPS
tensors for D = 2, 3, 4, 5. Then we measure the order param-
eter squared m2 = |〈σi〉|2 (i.e. the maximum possible for the
order parameter squared amounts to one), as well as the corre-
lation length ξ. These correlation lengths are finite and range
from ξ(D = 2) ≈ 0.7 to ξ(D = 5) ≈ 4.5. The correlation
lengths are thus substantially smaller than those of the critical
transverse field Ising model at D = 3.
In Fig. 6 we present the energy per site e as function of
1/ξ3 in the left panel and m2 as a function of 1/ξ in the right
panel. This is the conjectured ξ scaling form of Eqs. (21) and
(22). It is striking that for both observables a linear fit leads to
accurate extrapolations to the limit ξ → ∞, when compared
to high precision QMC reference values [56, 60]. We fit the
largest three D values for the energy e and all the D values
for m2 and obtain the following iPEPS ξ → ∞ estimates:
eHB ≈ −0.669417 and m2HB ≈ 0.380. Using the iPEPS fit
slopes, the value N = 3 and the known QMC values of the
hydrodynamic parameters v and v/ρs [56, 61], we can then
proceed to determine
αNLSMiPEPS ≈ −0.0029 (24)
and
µNLSMiPEPS ≈ +0.045. (25)
Note that similar to the Ising Casimir amplitude, the NLSM
energy Casimir amplitude is three orders of magnitude smaller
than the square torus one, highlighting that an iPEPS calcula-
tion at a certain ξ should be considered three orders of mag-
nitude more accurate than a square torus with L ∼ ξ. The
iPEPS order parameter amplitude is however only one order
of magnitude smaller than the square torus result.
C. S = 1/2 XY model
The S = 1/2 XY model has also been investigated with
PEPS and iPEPS in the past [32, 57, 62]. The ground state
of this model has ferromagnetic order in the x−y spin plane,
which breaks the continuous O(N=2) in-plane rotation sym-
metry spontaneously down to a residual discrete Z2 symme-
try. The presence of N − 1 = 1 Goldstone mode leads to an
algebraic decay of the two-spin correlation function.
The Hamiltonian is defined as,
HXY = −J
∑
〈i,j〉
(
Sxi S
x
j + S
y
i S
y
j
)
, (26)
with J = 1. Note that for this model the two choices of the
sign of J can be mapped into each other. Since we want to use
a single site iPEPS unit cell we adopt the ferromagnetic sign
convention.
We proceed optimizing the variational energies of iPEPS
tensors for D = 2, 3, 4, 5. Then we measure the order param-
eter squared m2 = |〈σi〉|2 (i.e. the maximum possible for the
order parameter squared amounts to one), as well as the corre-
lation length ξ. These correlation lengths are again finite and
range from ξ(D = 2) ≈ 1.3 to ξ(D = 5) ≈ 8.4. The correla-
tion lengths for eachD are roughly a factor two larger than for
the Heisenberg model. So it seems that the smaller number of
Goldstone modes has a beneficial effect on the growth of the
correlation lengths.
In Fig. 7 we present the energy per site e as function of 1/ξ3
in the left panel andm2 as a function of 1/ξ in the right panel.
This is the conjectured ξ scaling form of Eqs. (21) and (22).
We then fit the largest two D values for the energy e and all
the D values for m2 and obtain the following iPEPS ξ → ∞
estimates: eXY ≈ −0.548822 and m2XY ≈ 0.757. These val-
ues compare well with the QMC results of Ref. [63]. Since
the QMC results are relatively antiquated, it is not inconceiv-
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FIG. 8. Overview of the finite D iPEPS correlation lengths ξ ob-
served in the critical transverse field Ising model (TFI) and the con-
tinuous symmetry breaking XY and Heisenberg models. The inset
displays the same data on logarithmic scales.
able that the iPEPS results are actually more precise than the
QMC results.
We are now also in a position to corroborate the O(N) uni-
versality of the conjectured NLSM finite ξ corrections. Us-
ing the hydrodynamic parameters v and v/ρs from Ref. [63],
the iPEPS amplitudes from Eqs. (24) and (25) and inserting
N = 2 we arrive at the NLSM predictions, which are shown
by solid lines in both panels of Fig. 7. The nice agreement be-
tween the linear fits and the NLSM predictions for the slopes
provide further support for the validity and therefore power of
the field theoretically inspired finite-ξ correction formulae.
V. DISCUSSION AND INTERPRETATION
After having studied the three different models we are con-
fronted with the fact that in all cases the correlation length
ξ(D) was finite. While we have developed a powerful finite ξ
scaling framework, where many observables, including ener-
gies and order parameters, can be analyzed and extrapolated
to ξ → ∞, we are still left in the dark both regarding the un-
derlying origin of the finite ξ(D) in the first place, and regard-
ing the functional dependence of ξ on D for a given model or
universality class.
While we don’t yet have compelling answers to both ques-
tions so far, we can at least try to shed as much light as possi-
ble based on our numerical data. In Fig. 8 we have assembled
the correlation lengths observed in the critical transverse field
Ising model, which is described by one of the simplest non-
trivial 3d CFTs, together with two instances of O(N) con-
tinuous symmetry breaking phenomena with N = 3 for the
S = 1/2 antiferromagnetic Heisenberg model and N = 2 for
the S = 1/2 XY model. In the inset we also show the D ≥ 2
data in a log-log plot, yielding some rough estimates for a pu-
tative power-law relation ξ(D) ∼ Dκ (it is not clear that such
a law holds). With the two points for the critical transverse
field Ising model we obtain κ(3d Ising CFT) ≈ 5, while both
FIG. 9. Cartoon illustration of a the space-time volume sampled in
a (2 + 1)d iPEPS versus the (2 + 0)d Rokhsar-Kivelson type iPEPS
wavefunctions.
continuous symmetry breaking cases seem to share the same
κNLSM ≈ 2. The latter two cases however differ by a fac-
tor two in the prefactor, which incidentally is also the inverse
ratio of the number of Goldstone modes. This could mean
that the XY model has twice as large a correlation length as
the Heisenberg model because it only has half the number of
Goldstone modes. It would be interesting to explore whether
the known additive logarithmic correction to the entanglement
area law in continuous symmetry breaking states [64] might
be at the origin of this behavior. There the prefactor of the
log contribution is proportional to the number of Goldstone
modes. This would also explain why the speculative values
of κ are so different between the 3d Ising CFT and the sym-
metry breaking cases. In terms of their low-energy degrees of
freedom, the 3d Ising CFT and the XY model both contain a
single real scalar field each – an interacting field in the Ising
CFT case and a massless free field in the XY case. One could
thus have expected the values of κ to be roughly similar. The
crucial difference therefore seems to come from the broken
continuous symmetry in the XY model, which is absent in the
Ising CFT.
The most pressing question remains however as to why we
only find finite correlation lengths in the variationally opti-
mized iPEPS wave functions for massless Lorentz-invariant
(2 + 1)d scenarios. We believe that our observations are ac-
tually the generic result, and that the previously known exam-
ples of iPEPS states with algebraic correlations are fine-tuned
and non-generic. As shown as a cartoon in the left panel of
Fig. 9, we think of our (2+1)d iPEPS states as wave functions
whose correlation functions are represented by a path integral
with a finite ξτ (D) extent in the (real or imaginary) time di-
rection. The Lorentz-invariance (or Euclidian invariance after
a Wick-rotation) of the fixed point we try to approximate then
forces the spatial correlation lengths to be finite as well. The
well known iPEPS states with algebraic spatial correlations at
finite D can actually be represented by a purely in-plane path
integral, where the temporal extent ξτ is basically zero (right
panel). This is certainly true for the 2d classical partition
function Ising PEPS [21], quantum dimer Rokhsar-Kivelson
states [18, 65] and certain quantum Lifshitz theories [66, 67],
where there is a built-in space-time asymmetry. Some further
evidence supporting this picture might be obtained from the
entanglement entropies SbMPS of the boundary MPS resulting
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from the contractions of the iPEPS, as it seems plausible that
this entanglement entropy is amplified if the correlation vol-
ume extends into the τ direction. The data shown in Fig. 10
can indeed be interpreted that the entanglement entropy grows
more rapidly with the correlation length ξ in the genuine 3d
space-time cases, compared to the quantitatively well under-
stood logarithmic scaling of the (2 + 0)d wavefunctions, here
exemplified by the Ising PEPS at various temperatures [68]. It
would be interesting to study these boundary MPS entropies
more systematically, as they roughly dictate how large the
boundary χ value in the contraction schemes has to be.
Coming back to the reason for the finite ξτ (D) in the first
place: We speculate that finding the dominant eigenvector of a
plane-to-plane transfer operator along the temporal direction
combined with a projection to a finite D iPEPS leads invari-
ably to a finite correlation length in the temporal direction.
This view is also supported by a more formal argument stat-
ing that an entropic area law does not automatically imply an
efficient iPEPS representation [69].
To a first approximation we understand the finite-D iPEPS
to mimic a ground state wave function of the field theoretical
fixed point perturbed by a certain amount of the most relevant
allowed perturbation given the symmetry constraints imposed
on the iPEPS. Such states are driven away from the gapless
situation, leading to a finite correlation length ξ(D). In the
examples studied here this always corresponds to a perturba-
tion by coupling to the magnetic order parameter. Imposing
symmetry constraints on the tensor might change the nature
of the allowed relevant perturbation, and could also affect the
values of some of the finite ξ correction amplitudes introduced
in this work.
VI. CONCLUSIONS
In this paper we have introduced a powerful finite corre-
lation length scaling framework for the analysis of finite-D
iPEPS which have been variationally optimized for Lorentz-
invariant (2 + 1)d quantum critical or continuous symmetry
breaking Hamiltonians. This framework is important i) to un-
derstand the mild limitations of the finite-D iPEPS manifold
in representing Lorentz-invariant, gapless many body quan-
tum states and ii) to put forward a practical scheme in which
the finite correlation length ξ(D) and field theory inspired
formulae can be employed to extrapolate the data to infinite
correlation length, i.e. to the thermodynamic limit. We have
shown that some of the amplitudes entering the equations have
a field theoretical interpretation and are therefore universal to
some degree. We have demonstrated the power of the method
for the energy convergence in all three considered models, and
for order parameter extrapolations for the continuous symme-
try breaking models, where the previously employed 1/D ex-
trapolation schemes performed poorly. We believe that an-
other advantage of this approach is also that the variational
quality of an iPEPS tensor and the resulting correlation length
(and other observables) seem to go hand in hand in the vicin-
ity of a local optimum, in such a way that different data points
still lie on the same finite ξ extrapolation curve.
We have also carefully analyzed the critical behavior of the
transverse field Ising model in the vicinity of its critical point
by measurements of local observables as a function of the two
magnetic fields and we were able to obtain critical exponents
within a few percent of the most recent conformal bootstrap
results already at bond dimension D = 3.
The finite correlation length scaling framework opens the
way for further exploration of quantum matter with an (ex-
pected) Lorentz-invariant, massless low-energy description.
Within the quantum critical or CFT related questions one
could explore the Wilson-Fisher O(N) fixed points beyond
the N = 1 case studied here, Gross-Neveu-Yukawa univer-
sality classes arising in interacting Dirac fermion systems, or
QED3 related behavior of gapless quantum spin liquids or
deconfined criticality. In the context of continuous symme-
try breaking various superfluid and superconducting phases
in bosonic and fermionic systems should be described by the
O(2) symmetry breaking results established in this work. Fur-
ther directions are non-collinear magnetic order or SU(N)
continuous symmetry breaking. Ultimately one should also
explore the occurence of finite correlation lengths and their
scaling in interacting systems with a Fermi surface.
On the fundamental level it will be important to develop an
understanding of the ξ(D) relation, that we started to explore
here. Our preliminary results indicate a ξ ∼ Dκ scaling with
values of κ which could be universal. In the (1 + 1)d iMPS
context, the values of κ depend only on the central charge
c [8]. It would be interesting to understand in (2+1)dwhether
κ also depends only on some universal data, such as in the F -
theorem [70, 71].
Note: Similar results have been reported by P. Cor-
boz, P. Czarnik, G. Kapteijns, and L. Tagliacozzo, see
arXiv:1803.?????
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Appendix A: Further results on the transverse field Ising model
In this appendix the critical behavior of the mx magnetiza-
tions as a function of the transverse field h in the transverse
field Ising model in the vicinity of the critical point at h = hc,
hz = 0 is presented. In the left panel of FIG. A.1 we plot
|mx,c −mx| as a function of |hc − h| on a log-log scale to-
gether with a straight line showing the expected slope αε as
a guide to the eye. In the corresponding inset we numerically
calculate the derivative (excluding the hollow symbols as they
cause divergences in the derivative). The data shows conver-
gence towards the expected value for the critical exponent αε
from D = 2 to D = 3, although the noise on this data is rel-
atively large compared to the data presented in FIG. 3. This
might be due to the uncertainty in the estimation of mx,c.
In the right panel of FIG. A.1 |m(D)x,c − mx| is presented
as a function of |h(D)c − h| on a log-log scale and the inset
contains the corresponding numerical derivatives. The D = 2
data clearly shows mean-field behavior at small |h(D)c −h|, but
the derivatives for D = 3 might already start to form an in-
termediate plateau. We expect data for D > 3 to give a better
understanding of how this plateau is formed.
Appendix B: Variational iPEPS Energies
For reference we provide in Tab. B.1 our best variational
iPEPS energies for the three models considered in this paper.
The transverse field Ising model is at its critical point h =
hc, hz = 0.
Model D Energy / J
TFI @ hc
2 −3.233 573 421
3 −3.234 260 711
S = 1/2 HB
2 −0.660 231 093
3 −0.667 974 240
4 −0.669 083 757
5 −0.669 378 064
S = 1/2 XY
2 −0.547 658 559
3 −0.548 706 183
4 −0.548 810 284
5 −0.548 818 968
TABLE B.1. Best variational energies
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FIG. A.1. Analysis of the critical behavior of the mx magnetizations in the transverse field Ising model in the vicinity of the critical point
at h = hc, hz = 0 as a function of the transverse field. The left panel shows |mx,c − mx| as a function of |hc − h| and the right panel
|m(D)x,c −mx| as a function of |h(D)c − h|. In the insets numerical derivatives are presented (where the hollow symbols of the left panel are
excluded as they cause divergences in the derivative). The inset of the right panel shows mean-field behavior of the D = 2 data at small
|h(D)c − h| while the D = 3 data is too noisy to allow firm conclusions. The expected exponents are tabulated in Tab. I.
