To better understand how large industrial customers use electricity in British Columbia, a statistically adjusted engineering (SAE) model was used to produce end use consumption estimates for nine end uses (lighting, refrigeration and freezing, process heat, pumps, fans and blowers, compressors, processes, materials handling and other). The study has three main results. First, understanding industrial end use consumption is important for energy load forecasting, DSM planning and DSM evaluation, and this study suggests that it may be an efficient and cost effective alternative to expensive end use metering. Second, to better understand the drivers of industrial energy consumption, four different models were estimated using ordinary least squares regression. All four models have good explanatory power with adjusted Rsquared values of 0.98, and all coefficients have the appropriate signs and reasonable values. Third, end use estimates were made for the whole sample and for the three divisions: primary industry, secondary industry and tertiary industry. The average industrial facility in the total sample uses 13,951 MWh per year. The four largest uses for the total sample are other process (3,289 MWh per year), pumps (2,685 MWh per year), compression (1,859 MWh per year and fans (1,510 MWh per year). The average primary industry facility in the sample uses 4,052 MWh per year.
Introduction
Understanding end use energy consumption is important for many utility functions including energy load forecasting, facility planning, demand side management (DSM) planning and evaluation, and system management. Engineering algorithms, sometimes supplemented by or replaced by end use metering information, have traditionally been the main source of information on end use energy consumption. Used in combination or separately, engineering algorithms can provide credible, transparent and reliable estimates of end use energy consumption, but they have limitations. First, the precision of end use estimates tends to be driven by the sample size, and increasing financial constraints on DSM budgets has made it difficult for load research programs to be operated at past levels of effort. Second, engineering algorithms assume that equipment is operated and maintained with best practices, and this does not always happen. Third, energy use is affected by behavioral considerations, and operator behavior can have significant and unpredictable impacts on energy use.
One means of alleviating these issues is the use of statistically adjusted engineering analysis (SAE), which uses calibrated engineering data such that, on average, the sum of all end use consumption equals the total consumption of the whole facility. A number of studies have applied SAE analysis to various areas in energy economics and engineering.
Train et al. [1] developed the first SAE analysis framework and estimated end use loads for a sample of Los Angeles households. They found that key conditioning variables included weather, dwelling size, dwelling type, income and other household characteristics.
Train [2] followed up this work by estimating end use loads for a sample of Pacific Gas & Electric (PG&E) and San Diego Gas & Electric (SDG&E) households. He found that the SAE estimates improve on the engineering estimates of consumption for wall and central air conditioners, but they added error to the engineering estimates for stoves, refrigerators and clothes dryers.
Megdal et al. [3] applied SAE analysis to examine energy savings for Boston Edison Company's large business customer retrofit program. They used analysis of covariance regression, and their work found significant differences in the realization rates for the SAE models depending on the precise model specification.
Gallagher et al. [4] examined the potential for SAE analysis to control for non-program effects in impact evaluations. Their analysis suggested that SAE analysis was potentially useful in controlling for these confounding effects.
Bailey et al. [5] integrated engineering models and whole building energy simulations in an SAE framework to examine commercial lighting DSM. They found that the building simulation models produced energy savings realization rates over 100% while the SAE analysis produced more realistic realization rates of 87%, suggesting possible bias in the whole building simulations. Shelton et al. [6] compared the results of SAE modelling with site specific pre/post consumption analysis for boiler controls in multifamily residential dwellings in the PG&E and SDG&E service territories. They found that savings estimates for the two separate sets of analysis were remarkably similar, but that neither analysis supported the deemed savings analysis commonly applied by utilities.
Haeri et al. [7] used SAE models to estimate energy savings for BC Hydro's large commercial building program using both ordinary least squares (OLS) regression and fixed effects, generalized least squares (GLS) models. In this work, lighting measures had a 77% realization rate, other measures had a 90% realization rate, and the GLS estimates were statistically superior to the OLS estimates.
Tiedemann [8] compared SAE models for BC Hydro's prescriptive commercial program to deemed engineering energy savings estimates and to estimates based on hours of use measurement. He found that CFLs had a savings realization rate of 71%, T8 fluorescent tubes had a savings realization rate of 96%, and other measures had a savings realization rate of 73%.
De Benedictis et al. [9] used an SAE model to examine the impact of roof-top photovoltaic (PV) output in California. They found that the metered PV output is about 80%-90% of the simulated performance of these systems.
Jackson [10] provides a detailed survey of statistical methods for estimating end use energy consumption with a focus on the comparison of multiple regression-based models such as SAE to agent-based models.
This brief review of previous work suggest that while SAE analysis has become an important tool in the analysis of residential sector and commercial sector energy use and energy savings, its application in the industrial sector is limited. The purpose of this study is to help fill this gap by estimating a SAE model for industrial end use consumption in British Columbia
Data and Model
Three main methods have been proposed for the analysis of end use energy consumption: engineering algorithms, end use metering and the statistically adjusted end use method (SAE). Simple engineering algorithms are straightforward equations based on readily available or easily obtained information engineering data. In the general form of the engineering end use algorithm, energy use is the product of the number of units times kW per unit times rated load factor times full load hours. Metering can be relatively simple or quite complex depending on the context. For equipment with constant load and constant operating hours, load can be estimated with one-time metering of input power times stipulated hours of use. For equipment with constant load and variable operating hours, load can be estimated with a one-time metering of input power and accumulated operating time measurement. For equipment with variable load and variable operating hours, load can be estimated with time series estimate of power draw. The statistically adjusted engineering method is based on the concept that total measured load at a facility is the sum of all end use loads, so that if engineering estimates of each end use load are available, a realization rate for each end use can be calculated. Table 1 compares the three methods in terms of bias, precision and cost. To better understand how large industrial customers use electricity, a statistically adjusted engineering (SAE) model was used to produce end use consumption estimates for nine end uses (lighting, refrigeration and freezing, process heat, pumps, fans and blowers, compressors, processes, materials handling and other). Data came from 198 site audits sponsored by Power Smart Engineering (both transmission and distribution sites). The site audits included both transmission voltage and larger distribution voltage industrial customers and produced modeled estimates of electricity consumption by end use.
The following specification was used for the regression model:
For each customer i, MWh i is annual purchased electricity consumption, LIGHT i is estimated lighting consumption from the audit, REF i is estimated refrigerator and freezer consumption from the audit, HEAT i is estimated process heat consumption from the audit, MOTOR i is estimated motor drive consumption from the audit, PRIMARY i means the observation is in the primary sector (which includes mining, oil and gas, logging, fishing and agriculture), SECOND i means the observation is in the secondary sector (which includes manufacturing). Note that the sector effects are measured against the base of the tertiary sector (transportation, communications, warehouses), Further note that β 1 through β 4 represent the regression coefficients estimated for the end use variables and are the realization rates on estimated consumption, β 5 and β 6 represent shifts in the regression if the firm is in the primary sector or the secondary sector, and  i is the error term.
Results
The purpose of the SAE analysis is to recalibrate the engineering data using ordinary least squares regressions.
The reason for undertaking this analysis is that recalibration of engineering data can produce more reliable estimates at the segment level that can be obtained by merely averaging the data across customers in that segment. The SAE model produces a realization rate which is used to recalibrate estimated consumption by end use by industrial segment. Initial regression modelling used nine end uses, but because of high multi-collinearity among the end uses involving machine drives, machines drives were initially aggregated to one end use for the regression modelling, then subsequently disaggregated into end use estimates using the site audit data.
The regression results are shown in Tables 2A and  2B . Model 1 explains purchased electricity consumption per site as a function of a constant term, lighting consumption, refrigeration and freezing consumption, process heat consumption, and motor drive consumption, with the constant term representing end uses which are not explicitly modeled such as office equipment. Model 2 adds a dummy variable for those establishments which are in the primary sector (agriculture, forestry, fisheries, mining). Model 3 adds a dummy variable for those establishments which are in the secondary sector (manufacturing). Model 4 adds a dummy variable for those establishments which are in the primary sector and a second dummy variable for those establishments which are in the secondary sector. The purpose of the dummy variables is to determine whether or not the sample is homogenous in the sense that a single regression model appropriately represents the whole sample. Model 1 has good explanatory power with an adjusted R-squared value of 0.98and with coefficients statistically significant at the 5% level or better. The realization rates range from 105% for refrigeration and freezing to 161% for lighting. Model 2 has good explanatory power with an adjusted R-squared value of 0.98 and with all coefficients except the constant and the primary industry dummy variable statistically significant at the 5% level or better. The realization rates range from 105% for refrigeration and freezing to 166% for lighting. Model 3 has good explanatory power with an adjusted Rsquared value of 0.98 and with all coefficients statistically significant at the 5% level or better. The realization rates range from 103% for process heat to 186% for lighting. Model 4 has good explanatory power with an adjusted Rsquared value of 0.98 and with all coefficients except the primary industry dummy statistically significant at the 5% level or better. The realization rates range from 103% for process heat to 188% for lighting. The F-test is often used as a basis for selecting among alternative models, where the model with the largest F-value has the greatest explanatory power (controlling for the number of explanatory variables) and is therefore preferred. Based on the F-test, Model 1 had the best results, and Model 1 was used for subsequent analysis. Tables 3A and 3B provides the end use estimates for the whole sample and for the three divisions: primary industry, secondary industry and tertiary industry. The average secondary industry facility in the total sample uses 16,943 MWh per year. The four largest uses for the secondary industry sample are other process 
Conclusion
To better understand how large industrial customers use electricity in British Columbia, a statistically adjusted engineering (SAE) model was used to produce end use consumption estimates for nine end uses (lighting, refrigeration and freezing, process heat, pumps, fans and blowers, compressors, processes, materials handling and other). The study has three main results.
First, understanding industrial end use consumption is important for energy load forecasting, DSM planning and DSM evaluation. Statistically adjusted engineering analysis has not been widely used to date for the industrial sector, but this study suggests that it may be an efficient and cost effective alternative to expensive end use metering.
Second, to better understand the drivers of industrial energy consumption, four different models were estimated using ordinary least squares regression. All four models have good explanatory power with adjusted Rsquared values of 0.98 and all coefficients have the appropriate signs and reasonable values. Across the various models, realization rates are generally above one, perhaps reflecting conservative estimates using engineering procedures.
Third, end use estimates were made for the whole sample and for the three divisions: primary industry, secondary industry and tertiary industry. The average facility in the total sample uses 13,951 MWh per year, with the four largest uses other process (3, 
