This paper illustrates how a deterministic approximation of a stochastic process can be usefully applied to analyse the dynamics of many simple simulation models. To demonstrate the type of results that can be obtained using this approximation, we present two illustrative examples which are meant to serve as methodological references for researchers exploring this area. Finally, we prove some convergence results for simulations of a family of evolutionary games, namely, intra-population imitation models in n-player games with arbitrary payoffs.
Introduction
This paper is intended to be useful for researchers that are interested in the relation between a computer simulation of a discrete-time stochastic process and the expected move of such stochastic process, also called its mean dynamic or mean-field deterministic approximation. Specifically, we show how stochastic approximation theory can help to understand the dynamics of various computer simulations. Here we focus on models that can be formulated as Markov chains, complementing other more basic Markov-based techniques for the analysis of computer simulations [1, 21, 28] .
The principle underlying the use of a mean-field approximation to analyse the behaviour of a system is to develop a simplified model based on the average or expected value of some of the variables or magnitudes in the system, ignoring or partially ignoring the fluctuations of that magnitude around its average. Under the umbrella of such a broad principle, or even when considering slightly more restrictive frameworks, there are many different mean-field approximation techniques [39] . The particular one that we study in this paper derives from Stochastic Approximation Theory (SAT), and presents some differences with the technique derived from Statistical Physics known as Mean Field Theory (MFT). For the sake of clarity, we devote here a few lines to clarify the main differences between these two approaches.
Mean-field approximations were introduced in physics in the early 1900s through the work of Weiss on magnetism [49] . This technique approximates the simultaneous effect -or field-that a number of interacting neighbouring particles of different types (or in different states) create at a given location, by considering some average value or mean field which may depend only on the total number of neighbouring particles at the site and on the global -rather than local-prevalence of each type of particle.
This kind of mean-field approximation has proved to be very useful in a large number of fields, from physics to sociology [19, 26] , and has given rise to an enormous number of variants and improvements, including dynamical extensions -especially to study strongly correlated electronic systems [31] . In particular, the technique has been usefully applied to study dynamics in networks [2] and evolutionary games on graphs (see [46] and [42] for a review). is approximated by a deterministic differential equation x  = f(x). In the context of recursive stochastic algorithms, this method was introduced in 1977 by Ljung [36] , and, for stochastic learning models, it can be traced back to the work of Norman in the 1960s [40, 41] . Besides mean-field approximation, mean-field equations or deterministic approximation [7, 13] , the method has also received several other names, such as mean dynamic [44] , approximate mean value equation [46] or the (ordinary differential equation) ODE method [33] . In contrast to the Statistical Mechanics approach described above, in the stochastic approximation case there is no averaging of concurrent effects.
Instead, averaging (or expectation) in SAT is done across time rather than space, and a large number of small sequential steps (small values of γ ) will be needed for the approximation to be valid. In fact, as illustrated in some of the examples we will discuss later, there may be no interacting particles at all, and the technique can be applied to a single particle subject to a random external field.
As to the relevance of the number of components or particles in a system, it is not rare that, when modelling some real systems, the step parameter γ in the recursive equation
is a decreasing function of the number of interacting agents in the system (often in the form of inverse proportion) [6] . In those particular cases, a large number N of particles -or agents-will also be the key condition (as is usually the case in Mean Field Theory) for the SAT mean-field approximation to be valid, but, in contrast to the usual MFT case, it may be the case that only 2 particles or agents are interacting at each step. The important point for the stochastic approximation in SAT to be valid is that the "global state" of the population varies very little between consecutive time steps (i.e. many steps should take place before the "global state" can change significantly); this condition is often satisfied when the population is very large, the global state of the population can be characterised by the number of agents of each type, and only a few agents can change their state at each time step. In contrast, in MFT, the important condition is usually that a sufficiently large (but possibly small, e.g. greater than four) number of particles interact simultaneously with any given one [22] . The stochastic approximation will usually get gradually better as the population size N increases, and very large values of N may be needed for the approximation to be a good description of the dynamics of the system over a limited period of time (steps).
In a real system, both the SAT and MFT approaches can lead to the same set of equations for the dynamics of some average value in the population, but then the MFT approach will usually be interpreted as the dynamics of the corresponding continuously varying variable under some homogeneity assumption in an infinite population [2] , while the SAT approach will be providing an approximation to the actual stochastic trajectory of the variable in a finite but large population, when that variable changes very little between consecutive steps.
From now on, in this paper we will use the name mean dynamic to refer to the ODE method derived in Stochastic Approximation Theory. Our approach is threefold:
First, we intuitively discuss the type of models for which the mean dynamic can be a useful tool. Then we present some technical conditions that guarantee the validity of this approximation. These are selected results from the theory of stochastic approximation, which we have appropriately simplified for the objectives of this paper.
And finally, as an illustration of the possible applications of the theory, we provide examples and proofs of convergence for simulations of various 2x2 and n-player evolutionary games.
We do not provide new theorems in stochastic approximation: most of the theoretical results in this paper can be derived from a general theorem in Stochastic Approximation Theory proved by Norman [40] . In this sense, the first part of the paper is mainly an introduction to the mean dynamic as a tool to understand computer simulations, and the added value of this paper is that it selects and adapts those results that we consider most useful for understanding the dynamics of simple simulation models, and presents the corresponding technical requirements in a simpler way than the original sources.
A second goal of this paper is to provide the reader with the intuition that underlies the mean dynamic. This is valuable because -as illustrated below-the mere intuition is often sufficient to significantly enhance our understanding of the dynamics of various computer simulations. Furthermore, it turns out that the intuition is often useful even in cases where the precise mathematical theorems that back such intuition formally have not yet been developed (and the theory of stochastic approximation is a very dynamic field, so today's intuitions may become tomorrow's theorems). We also discuss precise technical conditions that guarantee the formal validity of the mean dynamic, but the value of comprehending the intuition should not be underestimated.
Mean dynamic approximations of stochastic models have been widely and successfully applied to analyse a diverse range of models in e.g. learning game theory [10, 18, 24, 27, 29, 48] , evolutionary game theory [4, 5, 7, 9, 14, 30] and diffusion processes in social networks [19, 37, 47] . As a particular application of the theory, we show in this paper some agent-based models of social interactions which present completely different dynamics depending on the number of agents included in the model (this is already a well-known fact), and we explain how these qualitatively different behaviours can be characterised.
The rest of the paper is structured as follows: section 2 explains the difference between transient and asymptotic behaviour in the context of Markov models. In section 3 we informally discuss the conditions under which the mean dynamic can be useful to understand the transient dynamics of a computer simulation. As mentioned above, it is important to note that mean dynamic methods can shed light on the dynamics of stochastic processes even in cases where there are still no readily available convergence theorems that can prove the formal validity of the approximation. Section 4 provides a set of formal results and sufficient conditions that guarantee the validity of the mean dynamic. These results are adapted mainly from Norman [40] . Section 5 discusses in practical terms the type of analysis that can be conducted on computer simulations using stochastic approximation theory. In particular, we provide two illustrative examples of how to analyse computer simulations of simple models combining the theory of Markov chains with the theory of stochastic approximation. At the end of this section we provide generalised results for simulations of some 2x2 and n-player evolutionary games. Finally, section 6 summarises our conclusions. 
Markov Chains. Transient and asymptotic behaviour
This section briefly revisits some of the techniques that can be used to study Markov chains. The main objective of this section is to set the scope of applicability of the mean dynamic approximation, namely the study of the transient behaviour of systems with large transition matrices (or with an infinite state space). The reader familiar with Markov chains may wish to skip this section.
We centre our discussion on discrete-time stochastic processes that can be formalised as Markov chains, i.e. processes in which, in every time-step n, a vector of state variables X n can condense all the past information of the process that is relevant for its future. In a way, the values of such variables depict a "complete and accurate snapshot" of the current situation of the system. Thus, the value of the vector of state variables X n is often called "the state of the system in time-step n". The current state of the system, together with the state transition probabilities, determine the probability distribution over the possible states of the system for every future time-step. Slightly more formally, given some initial state X 0 = i, we can calculate the probability distribution of the state of the system after n time steps: P(X n = · | X 0 = i).
The study of Markov processes is usually divided into transient and asymptotic behaviour. The transient behaviour is characterised by the probability distribution of the state vector X n in a given time-step n. The asymptotic behaviour is characterised by the limit of the distribution of X n as n goes to infinity, when this limit exists.
After a sufficiently long period of time, a Markov process -and, consequently, a computer simulation of the process-is likely to be evolving very closely to what its asymptotic behaviour (stochastically) predicts; as a result, many studies of Markov processes focus on their asymptotic dynamics. Techniques to characterise the asymptotic behaviour of Markov chains can be found in introductory textbooks [32] .
However, "a sufficiently long period of time" may be too long, i.e. it may be unattainable in practical terms (e.g. it may require years of computation) or, simply, it may be significantly longer than the time scope we are actually interested in. In many cases, as it happens so often in life, the journey may be more interesting than the final state.
Thus, let us now turn to the transient behaviour. Consider a Markov chain with s possible states. In simple words, we are after an s-dimensional vector a
] containing the probability of finding the process in each of the s possible states in time-step n. The i th element of a (n) is a i (n) = P(X n = i), and it denotes the probability that the system is in state i at time-step n. To calculate a (n) we must first introduce the transition matrix P. Let p i,j denote the probability that the system moves from state i to state j in one time-step: p i,j = P(X n+1 = j | X n = i). The probabilities p i,j are called transition probabilities and they are often arranged in a matrix, namely the transition matrix P. This matrix P characterises the stochastic process.
If the transition matrix P of a Markov chain is known and tractable, computing the transient behaviour of the system is straightforward: the probability distribution of the state of the system in time-step n is characterised by a (n) = a (0) · P n . (Naturally, in general the distribution of the state of the system in time-step n depends on the initial conditions a
.)
If the state transition matrix is either unknown or intractable, the situation is not so simple. In some cases, given some initial conditions a
, computer simulations can approximate the distribution of the state of the system in time-step n, and the statistical accuracy of these approximations can be assessed [28] . Unfortunately, the nature of the If we observe the behaviour of the agents in the garden before they leave it, it will probably look quite random, with the agents leaving the garden through all its different sides. In contrast, if we observe the behaviour of the agents in the desert, they will seem quite determined to advance northwards, and with high probability they will all be leaving the desert through its northern border. When the number of steps required to cover some distance is very large, the randomness of the agents' movement averages out, and the agents will seem to be following their expected move northwards. This is the basic idea of the mean dynamic. Loosely speaking, a requisite for the mean dynamic to be useful is that any two consecutive states of the process are "very close" to each other -according to some measure of distance in the space of states-so the process needs to take a large number of time-steps in order to advance a significant distance in that space. Simply put, time proximity must imply space proximity. Consequently, we need to work with some measure of distance between different states. As in the previous example, we will assume that the state variables of the stochastic process -the agents' position in our example-take real values within a closed and bounded subset of d-dimensional
Going back to our northward-biased random walker, suppose that the length of his step is γ, and let the 2-dimensional vector In the previous example the probability distribution of the random "jumps" Y n is the same at every position Thus, the mean dynamic can be helpful to understand the dynamics of a simulation of a Markov process when it is not possible or practical to work with the state transition matrix directly and:
i) The considered process is such that the distance between any two consecutive states is small, or decreases as the process advances. More generally, the probability that the state of the process makes a large jump to a distant area of the state space in a small number of steps must be (or become) negligible.
ii) The process is such that, if state x' can be reached from state x in a small number of steps, then the vectors g(x) and g(x') that characterise the expected move of the system at those states are also very close.
These two conditions are basically "hints" or "signals" that suggest that the mean dynamic will probably be useful to understand the dynamics of the process under investigation. Some examples of Markov processes where the conditions required for the mean dynamic to be useful are usually met are: -Dynamic models of large populations where in every time-step at most k individuals may change their strategy (i.e. their behaviour) within a finite set of strategies. This change of strategy could happen by death and birth, imitation, or other adaptation processes. If the evolution of the process depends only on the proportion of agents in the population following each possible strategy i, i.e. if those proportions fully characterise the state of the system, then the distance between two consecutive states gets small for large population sizes N, and therefore the conditions for the usefulness of the mean dynamic are satisfied. (Formally, let vector X n , with components X i,n , denote the proportion of individuals following strategy i in time-step n. Then:
Furthermore, the conditions may also be met if the number of individuals that may change their behaviour in time-step n follows a distribution with finite mean and sufficiently light tails [34] .
-Learning processes in social interactions where the parameters that regulate an agent's behaviour vary slowly -the so-called "slow learning" [5, 40] . This may happen because the learning model assumes that experienced agents react less and less to new observations as time goes by -as it happens in stochastic fictitious play [17, 18, 24] and in Erev and Roth's reinforcement learning model [15, 25] -, or simply because the agents are assumed to be changing their parameters by small steps, as in the BushMosteller reinforcement learning model [10, 27, 29] . In this latter case the dynamics of the state of the process can be expressed as 
Formal results
The propositions in this section are adapted from Norman [40, 41] , who analyses Markov processes that advance by small steps. This is actually a particular case within the more general theory of stochastic approximation [34] . The exposition we present here is intended to be easier to understand than the original sources: it can be considered a corollary of Norman [40] that focuses only on selected results and tries to present them together with the underlying intuition, and with an emphasis on those aspects that can be useful to interpret the dynamics of computer simulations.
We are considering families of Markov processes whose state vector 
is a positive real number that regulates the distance between consecutive states. We focus on the dynamics of these processes for small values of γ (i.e. small steps). 
Assumption 2
Intuitively, this condition requires the existence of the mean-field function g(x), which provides the direction of the mean field at any point I x ∈ when the step size γ goes to zero. It also requires some regularity conditions on g(x).
. Because of stationarity, this function does not depend on n. We assume that: i) g(x,γ) converges to a function g(x) as γ →0 and this convergence is such that g(x,γ)
is differentiable on I and its (matrix) derivative g'(x) is bounded and Lipschitz continuous on I: 
Assumption 3
Let s(x, γ) be the conditional covariance matrix of iv) For any fixed value of γ, the process γ n X will eventually approach its asymptotic behaviour, which -as will be shown later-cannot be characterised by the mean limit ODE in the general case [3, 14] .
The results of Norman [40, 41] on learning by small steps can be considered a particular case of stochastic approximation theory. In a more restrictive framework (i.e. games with a finite number of strategies where at most one player may change her strategy simultaneously), Benaim and Weibull [7] provide sharp results for the relationship between some evolutionary game theory Markov models and their mean dynamics.
Convergence theorems for Markov processes that take values on the integer multidimensional lattice can also be found in Rozonoer [43] . General results, still within Markov processes, are provided by Ethier and Kurtz [16] . Kushner and Yin [34] present an even more general framework for the topic of stochastic approximation, but when the assumptions are relaxed the results may not be as sharp. Two other very useful general references for stochastic approximation are Benveniste, Priouret and Métivier [8] , and Borkar [11] . Finally, it is worth pointing out that the theory of stochastic approximation also encompasses the analysis of processes with non-constant (decreasing) values of γ, while here we have focused on processes with constant and small γ.
Case studies
This section presents an overview of how to usefully apply the deterministic mean dynamic approximation of a stochastic process for the analysis of a system. This is stated in abstract terms first, and then illustrated with two specific examples. Finally, the selected theoretical results of section 4 are used to prove convergence results on simulations of a broad family of evolutionary games.
When a process meets the conditions for the mean dynamic to be useful, the dynamics of the state of the process tend to follow a trajectory of the mean limit ODE. As indicated before, in these models there is usually some distance-regulating parameter (e.g., the number of agents or some learning rate) that controls the maximum distance between any two consecutive states and, in general, the shorter this distance, the closer to a trajectory the dynamics of the system will tend to be.
Given that the transient dynamics of the model will tend to concentrate around the trajectories of the mean limit ODE, it is useful to represent the map of trajectories of the corresponding ODE, if at all possible. It is also useful to look for cycles and critical points, particularly asymptotically stable points with large domains of attraction.
Asymptotically stable points can be conceived as attractors of trajectories of the mean field. For suitable values of the distance-regulating parameter (which is usually the number of interacting elements in the simulation, or a variable denoting their sensitivity to new stimuli, or a parameter that modulates their speed of learning), asymptotically stable points act as attractors of the state of the system, and computer simulations are likely to show dynamics that approach and spend long periods of time around these points 2 Thus, the study of differential equation models of this type usually follows this approach [20, 45] :
. i) Identification of the critical points (i.e., the solutions of x  = 0, also called equilibria or stationary states) and limit sets;
ii) Linear stability analysis, to study the local stability of the critical points;
iii) Global stability analysis, to find global attractors or basins of attraction of the critical points.
Numerical simulations of the ODE can also help to analyse its behaviour. The following two cases illustrate the usefulness of the mean dynamic to understand the behaviour of some computer simulations.
An imitation model in a Hawk-Dove game
Consider a population of N individuals who, in every time-step, are randomly matched in couples for an interaction that can be modelled as a symmetric 2×2 game (N is an even integer). The possible strategies in the interaction are H (for Hawk) or D (for Dove). The preferences over outcomes for the row player are summarised in the following payoff matrix:
where higher numbers denote higher preference. At the end of every time-step one randomly selected player revises her strategy, and her revision rule is as follows: "I look at another (randomly selected) individual in my population; if and only if I prefer her last outcome to my last outcome, I adopt her strategy".
STEP 1: Preliminary simulations
Let X n be the fraction of the population using strategy H at the beginning of the corresponding interaction. Figure 2 shows the evolution of X n in two simulations with 10 players, for different initial number of H-strategists in the population. If simulations are run for long enough, we can observe that all of them end up in the (absorbing) situation X n = 1. The reader can confirm this fact by running simulations with the interactive version of figure 2. It is also clear in the simulations that, when the initial number of H-strategists in the population is fairly low, the system tends to spend a significant amount of time in the neighbourhood of X n = 0.5.
STEP 2 Markov formulation
This model can be formalised as a Markov process whose state in time-step n is characterised by the value of X n , i.e. the fraction of the population using strategy H at the beginning of the corresponding interaction. There are N + 1 possible values for the state, depending on the number of individuals using strategy H (this number ranges from 0 to N).
STEP 3 Absorbing states and limiting distribution
This imitation model has 2 absorbing states only: X n = 0 and X n = 1, corresponding to the situations in which everyone plays H or everyone plays D.
The preliminary simulations suggested an asymmetry between the 2 absorbing states X n = 1 and X n = 0. In fact, the absorbing state X n = 0 is not reachable from any other state, because one single H-strategist in a population of D-strategist will obtain the maximum payoff and consequently will not change her strategy to D. Regardless of the number of individuals, the absorbing state X n = 1 is reachable from every state other than X n = 0, while the absorbing state X n = 0 cannot be reached from any other state.
Using the standard theory of Markov chains it is straightforward to check that, unless the process starts without any H-strategist, it will necessarily end up absorbed in X n = 1, i.e. sooner or later the population will be composed of H-strategists only.
STEP 4 Transient behaviour
Let us now calculate the state transition matrix for this model. Consider a population of size N and let N n H be the number of H-strategists in the population in time-step n.
Then, for k natural, 0 ≤ k ≤ N, and given the probabilities of events defined by the revision rule of the model, we can derive the following transition probabilities:
Note that the probability above, i.e. the probability that the number of H-players increases by 1, corresponds to the probability that the revising individual is a D-player who compares her result with that of an H-player matched with a D-player.
Analogously, P (
These transition probabilities completely determine the state transition matrix. For instance, for a population of six individuals, and numbering the states from 0 to 6 according to the number of H-strategists, the state transition matrix P is It is then fairly easy to calculate, given the initial conditions, the probability of finding the process in any of its possible states in any time-step. For instance, starting with half the population of H-strategists, the probability that in time-step 100 the system has reached the absorbing state made up by H-strategists only is 0.4568 for a population of 6 individuals, while this probability is 0.0062 for a population of 12 individuals.
When the number of states is large, it may not be feasible to work with the state transition matrix, and it is in this case that the mean dynamic can be very useful to understand the dynamics of the system. Note that in the example we are analysing, the following relation holds:
where γ = N -1 is a scalar and 
Thus, considering that the term in square brackets is bounded on I, we have that, for
The function g(x) = x (1 -x)(1-2x) is a polynomial, and therefore it is differentiable on the compact set I and its derivative g'(x) is bounded and Lipschitz on I. Therefore the results described in section 4 apply.
Consider the associated limit mean ODE for X n : the differential equation Even though the process will be absorbed in the state X n = 1 with probability one if simulated indefinitely (assuming an initial state X 0 ≠ 0), the probability of reaching such absorbing state in any given finite time (say, for instance, 3 years running a simulation)
can be negligible for a large enough N. This is so even if the simulation time is
proportional to the number of agents N: for any given positive constant c, the probability that, after c·N days of computing time, a simulation of the process has reached the absorbing state X n = 1 goes to zero as N grows (assuming an initial state X 0 ≠ 1). This example illustrates the difference between the long run (a possibly very long but finite time) and ultralong run (the limit as t →∞) behaviour of a system [9, 50]. 
An intra-population imitation model in a two

STEP 2 Markov formulation
For populations of size N, this model can be formalised as a Markov process whose state vector in time-step n (n = 1, 2, …) is There are (N + 1) 2 possible states, depending on the number of individuals using strategy H in each population (this number ranges from 0 to N).
STEP 3 Absorbing states and limiting distribution
In this Markov chain there are precisely 4 absorbing states: that from any non-absorbing state it is possible to reach (at least) one of the absorbing states in a finite number of steps, so the process will necessarily end up in one of the absorbing states. The probability of ending up in each of the different absorbing states depends on the initial conditions, and these probabilities can be estimated by simulation, including confidence intervals [28] . If the state transition matrix is known, the exact probabilities can be calculated analytically. In this example, let 
The formulas for 
STEP 4 Transient behaviour
If the state transition matrix P and the initial state X 0 (or the initial state distribution) are known, it is easy to calculate the state distribution corresponding to any time step.
However, the dimension of the state transition matrix P is (N+1) 2 × (N+1) 2 
] is made up of polynomials, and therefore it is differentiable on the compact set I and its derivative matrix g'(x) is also made up of polynomials, so it is bounded and Lipschitz on I. Therefore the results described in section 4 apply.
Consider the associated limit mean ODE for γ n X : the differential equation
with 0 ≤ x A , x B ≤ 1. 
Generalizations for arbitrary payoffs
All the results in sections 5.1 and 5.2 about the transient behaviour of the imitation models in the Hawk-Dove game can be generalised to any 2x2 game. Consider, for instance, the symmetric case, with the notation shown below for the preferences over outcomes (payoffs) for the row player, with higher payoff denoting higher preference:
Following the same reasoning as in example 5.1, the mean-field equation with arbitrary payoffs for the one-population model described in section 5.1 reads:
where x is the proportion of H-players in the population,
δ 2 = Sign(hd -dd), and
Some examples of these dynamics can be explored using the generalized versions of interactive figure 2 and interactive figure 3.
Similarly, the mean-field equation with arbitrary payoffs for the two-population model described in section 5.2 reads:
where x A is the proportion of H-players in population A and x B is the proportion of Hplayers in population B. Some examples of these dynamics can be explored using the generalized versions of interactive figure 5 and interactive figure 6.
In the following sub-section we prove convergence results to the mean dynamic for an even broader family of models, namely the intra-population imitation model in n-player games with arbitrary payoffs. In particular, this family encompasses all the models presented above.
The intra-population imitation model in n-player games
The results about convergence to the mean dynamic for the imitation stochastic processes described above can be extended to any n-player game with a finite number of strategies, either in one single population, or considering that each player's position in the game corresponds to one individual selected from a different population.
Assuming that the size of each population is N i , with N i proportional to the size N of the smallest population, and that, after each time-step, k random players (or k i players in each population, with k i ≤ k) are given the opportunity to revise their strategy according to the previous imitation rule, the process for a given N can be characterised as a Therefore the results described in section 4 apply.
Conclusions
This paper has discussed the relation between the actual behaviour of computer simulations of some simple stochastic models and their expected deterministic behaviour where the inherent stochasticity of the model is replaced by a mean dynamic.
We have presented selected results from stochastic approximation theory emphasising those aspects that can be particularly useful to understand the dynamics of computer simulations. The framework presented here can be useful to analyse relatively simple models with a large number of interacting individuals or where individuals modify their state by small steps, as in most of the referenced works. The potential of this technique has been illustrated through the analysis of two particular cases, which neatly show how the qualitative dynamics of simulated models of interacting elements can vary drastically with the number of elements in the system. Finally, we have provided convergence results for simulations of a broad family of models of evolutionary games.
Appendix. Approximation of difference equations by differential equations
This appendix discusses the relation between a discrete-time difference equation of the form Δx n = γ f(x n ), with initial point x 0 , and the solution x(t, x 0 ) of its corresponding continuous time differential equation x  = f(x) with x(t = 0) = x 0 .
This relationship can be neatly formalised using Euler's method [12] . If f(x) satisfies some conditions that guarantee convergence [23, 35] 
