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ABSTRACT
The Leray-Serre spectral sequence is a fundamental tool for studying singular homology
of a fibration E → B with typical fiber F. It expresses H∗(E) in terms of H∗(B) and
H∗(F ). One of the classic examples of a fibration is given by the free loop space fibration
ΛQ→ Q, where the typical fiber is given by the based loop space ΩQ.
The first part of this thesis constructs the Leray-Serre spectral sequence in Morse ho-
mology on Hilbert manifolds under certain natural conditions, valid for instance for the
free loop space fibration if Q is a closed manifold. We extend the approach of Hutchings
[Hut03] which is restricted to closed manifolds.
The spectral sequence might provide answers to questions involving closed geodesics, in
particular to spectral invariants for the geodesic energy functional.
Furthermore we discuss another example, the free loop space of a compact G-principal
bundle P → Q, where G is a connected compact Lie group. Here we encounter an
additional difficulty, namely the base manifold of the fiber bundle ΛP → ΛQ is infinite-
dimensional. Furthermore, as H∗(ΛP ) ∼= HF∗(T ∗P ) and H∗(ΛQ) ∼= HF∗(T ∗Q), where
HF∗ denotes Floer homology for periodic orbits, the spectral sequence for ΛP → ΛQ
might provide a stepping stone towards a similar spectral sequence defined in purely
Floer-theoretic terms, possibly even for more general symplectic quotients.
Hutchings’ approach to the Leray-Serre spectral sequence in Morse homology couples a
fiberwise negative gradient flow with a lifted negative gradient flow on the base. We study
the Morse homology of a vector field that is not of gradient type. The central issue in the
Hilbert manifold setting to be resolved is compactness of the involved moduli spaces. We
overcome this difficulty by utilizing the special structure of the vector field. Compactness
up to breaking of the corresponding moduli spaces is proved with the help of Gronwall-
type estimates. Furthermore we point out and close gaps in the standard literature, see
Section 1.4 for an overview.
In the second part of this thesis we introduce a Lagrangian Floer homology on cotangent
bundles with varying Lagrangian boundary condition. The corresponding complex allows
us to obtain the Leray-Serre spectral sequence in Floer homology on the cotangent bundle
of a closed manifold Q for Hamiltonians quadratic in the fiber directions. This corresponds
to the free loop space fibration of a closed manifold of the first part. We expect applications
to spectral invariants for the Hamiltonian action functional.
The main idea is to study pairs of Morse trajectories on Q and Floer strips on T ∗Q which
are non-trivially coupled by moving Lagrangian boundary conditions. Again, compactness
of the moduli spaces involved forms the central issue. A modification of the compactness
proof of Abbondandolo-Schwarz [AS06] along the lines of the Morse theory argument from
the first part of the thesis can be utilized.
iii
Chapter 1
Introduction
1.1 The Leray-Serre spectral sequence
The Leray-Serre spectral sequence, introduced in [Ser51], is an important computational
tool in algebraic topology. Given a fibration pi : E → B it is introduced for the study
of homology and cohomology properties of the base B, the typical fiber F and the total
space E. It has other important applications, see Section 2 of [Oan], Chapters 5 and 6 of
[McC01a] and Section 9.7 of [Spa94].
We briefly discuss the construction of said spectral sequence. Suppose that B is a path-
connected CW-complex and let (Bs)s∈N denote the s-skeleton of B. Defining Es :=
pi−1(Bs) gives rise to a filtration of E, which in turn induces a filtration of the singu-
lar chain complex C∗(E).
Any filtration of a chain complex gives rise to a spectral sequence and the filtration intro-
duced above induces the Leray-Serre spectral sequence for the fibration pi, see Chapter 1
of [Hat].
1.2 Morse homology
1.2.1 Morse homology on closed manifolds
Given a Morse function f (i.e. a smooth function whose critical points have a non-
degenerate Hessian) on a closed manifold M Morse theory relates the critical points of f
with the topology of the manifold M. In its classical formulation, see [Mil63], the sublevel
sets of f are studied. The homotopy type of the sublevel sets of f changes only when
crossing a critical value of f and this change is encoded by the Morse indices of the criti-
cal points (the dimension of the maximal subspace on which the Hessian of f is negative
definite) corresponding to this level. Thus the homotopy type of the manifold can be read
off a single function. Going in the other direction knowledge of the homotopy type of M ,
or its homology, can be used to estimate the number of critical points of f.
Morse theory also admits a homological formulation, called Morse homology, see [Sch93]
and [BH04], which we briefly describe. Let f be a Morse function on the closed Rieman-
nian manifold M. Denote by ∇f the gradient of f w.r.t. the metric g. Suppose that for
any pair (x, y) of critical points the unstable manifold of x w.r.t. ∇f and the stable man-
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ifold of y w.r.t. ∇f intersect transversely, a condition usually referred to as Morse-Smale
transversality. Then it is possible to define a chain complex1 (C(f, g), ∂) , a Z2-vector
space generated by the critical points of f, graded by the Morse index and where the
boundary operator is defined by Z2-linear extension of
∂(x) =
∑
y∈Critk−1 f
n(x, y) y, x ∈ Critk f,
where n(x, y) denotes the Z2-count of flow lines in W u(x) ∩W x(y). It can be shown, see
[Sch93], that (C(f, g), ∂) defines a chain complex satisfying
H∗(C(f, g), ∂) ∼= H∗(M),
where the right hand side refers to the singular homology of M. This isomorphism allows
to draw similar conclusions as in classical Morse theory. Furthermore it can be shown
that for a different Morse-Smale pair (f ′, g′) the corresponding complexes (C∗(f, g), ∂)
and (C∗(f ′, g′), ∂′) are quasi-isomorphic, which justifies the name Morse homology for the
homology of (C∗(f, g), ∂).
We refer to [BH04], Chapter 8 for applications.
1.2.2 The Leray-Serre spectral sequence in Morse homology on
closed manifolds
Let pi : E → B be a locally trivial fiber bundle of closed manifolds with typical fiber
F. Then it is possible to construct the Leray-Serre spectral sequence in purely Morse-
homological terms. This is useful for several reasons. Firstly, it serves as a stepping
stone to set up corresponding spectral sequences in Floer homology, as done in [Oan03],
[Oan]. Secondly, it serves as a bridge to compare a spectral sequence constructed in Morse
homology with the Leray-Serre spectral sequence in singular homology. This would be
difficult to show directly. Thirdly, it advances the development of Morse homology as
a homology theory itself, as initiated in [Sch93]. Lastly, it offers a lucid treatment of
spectral sequences coming from the combinatorial nature inherent to Morse homology.
The basic idea, following [Oan03] and [Hut03], behind the construction of the Leray-Serre
spectral sequence in Morse homology is to consider a pair (f,X), where f is a Morse
function on B and X is a particular vector field on E with the following properties:
1. X satisfies a non-degeneracy condition reminiscent of the condition for a function
to be Morse,
2. X projects to −∇f, i.e pi∗X = −∇f, where we implicitly assume that a metric gB
on B is given to form the gradient of f,
3. when restricted to a fiber over a critical point of f, X recovers the Morse homology
of the fiber.
1For simplicity we ignore orientations.
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Define the Z2-vector space C(X) as generated by the rest points of X and graded by the
Morse index provided by 1. Assuming a Morse-Smale transversality condition for X a
linear operator ∂ : C(X)→ C(X) is defined by Z2-linear extension of
∂(x) =
∑
y∈Critk−1 fε
n(x, y) y, x ∈ Critk fε,
where n(x, y) denotes the Z2-count of flow lines in W u(x,X) ∩ W s(y,X). Similarly to
[Sch93] it can be shown that (C(X), ∂) defines a chain complex. Suppose moreover that
the following is satisfied.
4. H∗(C(X), ∂) ∼= H∗(M).
By 2. the complex admits a filtration by the base Morse index, i.e. define Cs(X) as the
subspace of C(X) generated by rest points p of X, s.t. the Morse index of pi(p) w.r.t. f is
not greater than s. The filtration property follows from 2. and Morse-Smale transversality
for f. This filtration gives rise to a spectral sequence, which by 3. and 4. mirrors the
Leray-Serre spectral sequence in singular homology.
Oancea [Oan03] constructs X in the spirit of Morse-Bott homology, i.e. for any ε > 0 he
perturbs the Morse-Bott function pi∗f to a Morse function fε with ‖pi∗f − fε‖C1 < ε and
exhibits a negative pseudo-gradient field Xε for fε, satisfying properties 1. − 4. above for
X = Xε.
In the limit ε → 0 Oancea’s construction corresponds to Frauenfelder’s approach to
Morse-Bott homology for the function f˜ = pi∗f , see [Fra03], which could also be used to
construct the Leray-Serre spectral sequence.
Hutchings gives an alternative construction of a vector field X in Section 6 of [Hut03].
More precisely let in addition to the Morse function f on B a function F on E be given,
which is a Morse function on pi−1(Crit f). Furthermore let gB denote a Riemannian metric
on the base B and gE be a metric on E, together with a fiber bundle connection in the
form of a horizontal lift LH ∈ L(pi∗TB, TE). Consider the vector field
X := −LH ◦ ∇f ◦ pi −∇VF ,
where ∇f refers to the gradient of f w.r.t. gB and ∇VF stands for the fiberwise gradient
of F w.r.t. gE, i.e. the gradient of the function F restricted to the corresponding fiber.
It is not difficult to see that X satisfies the conditions 1.-4. above.
Hutchings’ approach recovers Oancea’s for F = fε. More precisely it is apparent from
Oancea’s construction of Xε that X = Xε.
1.2.3 Morse homology on Hilbert manifolds
Morse theory has been devised with applications to the calculus of variations in mind.
Such problems arise in the context when the function f is defined on a space of maps and
the critical points of f correspond to solutions of a differential equation. This infinite-
dimensional Morse theory has been developed in [Pal64], [Sma64a] and [Sma64b].
The generalization to infinite-dimensional manifolds M relies firstly on the finiteness of
the Morse indices and secondly on an additional hypothesis on f (and the corresponding
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Riemannian metric g on M), namely the Palais-Smale condition.
f is said to satisfy the Palais-Smale condition w.r.t. g if every Palais-Smale sequence is
compact, i.e. has a convergent subsequence. A sequence (pk) of points in M is said to be
a Palais-Smale sequence if the quantity |f(pk)| is bounded independently of k ∈ N and
the sequence (‖df(pk)‖g) is infinitesimal, i.e. converges to 0 as k →∞. The Palais-Smale
condition ensures for instance that for any a < b the set f−1([a, b]) can only contain a
finite number of critical points of f.
Assuming that the Riemannian manifold (M, g) is complete and that f has finite Morse
indices and satisfies the Palais-Smale condition it is possible to extend Morse theory, as
explained in [Mil63], to Hilbert manifolds, see [Pal64].
A prominent example of a function satisfying the Palais-Smale condition is given by the
geodesic energy functional
E : ΛQ→ R, c 7→
∫ 1
0
‖c˙(t)‖2g dt,
where (Q, g) is a given closed Riemannian manifold and M = ΛQ denotes the set of maps
c : [0, 1] → Q of Sobolev class W 1,2 which are periodic, i.e. c(0) = c(1). Critical points
of E correspond to parametrized closed geodesics. The set ΛQ can be endowed with the
structure of a complete Hilbert manifold, s.t. E satisfies the Palais-Smale condition. Even
though E is not a Morse function, small perturbations render it Morse. Hence it is possible
to use Morse theory to connect the study of closed geodesics with the singular homology
of ΛQ and prove existence and multiplicity results for closed geodesics, see for instance
[Kli78].
Just as in the finite-dimensional case, Morse theory on infinite-dimensional manifolds ad-
mits a homological description. We refer to [AM04] for a comprehensive treatment.
We will not discuss the case of infinite Morse indices which introduces additional difficul-
ties and refer to [AM05] for a discussion.
1.2.4 Main Results, first part
This thesis consists of two parts. The first part extends Oancea’s construction to Hilbert
manifolds for finite Morse indices under suitable growth hypotheses on the functions f
and F as well as the connection LH , introducing a suitable Palais-Smale condition. Some
of the notions will be specified later.
Theorem. Let pi : E → B be a locally trivial fiber bundle of Hilbert manifolds with typical
fiber F, together with an admissible Leray-Serre pair (f,F) and endowed with a regular
triple (gB, gE, LH).
Further suppose that a Morse function H on E is given, which is Morse-Smale w.r.t. gE,
satisfies the Palais-Smale condition up to order 2 w.r.t. gE, has finite Morse indices and
satisfies
sup
p∈E
|F(p)−H(p)| <∞.
Then there is a spectral sequence, starting with the E2−term and converging to HM∗(H;Z2),
the Morse homology of H with Z2-coefficients, and the second page takes the form
E2s,t
∼= HMs(f,HMt(F ;Z2)),
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where HMs(f,HMt(F ;Z2)) denotes the Morse homology of f with local coefficients in
HM∗(F , F ;Z2), the system of local coefficients induced by the Morse homology of the
fiber restrictions of F .
This theorem can be applied to the free loop space fibration of a closed manifold. The
resulting spectral sequence might provide answers to questions involving closed geodesics,
in particular to spectral invariants for the geodesics energy functional.
Theorem. Let Q be a closed manifold, endowed with a Morse function f. Denote by
E : ΛQ→ R the energy functional on the loop space of Q,
E(c) := 1
2
∫ 1
0
‖c˙(t)‖2 dt.
Then there exists a function v ∈ C∞(R/Z×Q), s.t. the pair (f,F) with
F : ΛQ→ R, F(c) := E(c) +
∫ 1
0
v(t, c(t)) dt,
is an admissible Leray-Serre pair and that F is Morse. In particular, there is a spectral
sequence, starting with the E2-term and converging to HM∗(F ;Z2), the Morse homology
of the loop space of Q with Z2-coefficients (which is naturally isomorphic to H∗(ΛQ;Z2)),
and the second page takes the form
E2s,t
∼= HMs(f,HMt(F ,ΩQ;Z2)),
where HM∗(F ,ΩQ;Z2) denotes the system of local coefficients of Morse homologies of
the fiber ΩQ, the based loop space of Q.
The second application is given by the loop space of a given compact principal bundle,
ΛG→ ΛP → ΛQ.
As H∗(ΛP ) ∼= HF∗(T ∗P ) and H∗(ΛQ) ∼= HF∗(T ∗Q), where HF∗ denotes Floer homology
for periodic orbits, the spectral sequence for ΛP → ΛQ might provide a stepping stone
towards a similar spectral sequence defined in purely Floer-theoretic terms, possibly even
for more general symplectic quotients.
Theorem. Let pi0 : P → Q be a compact principal G−bundle, where G is a connected
compact Lie group. Suppose that P and Q are endowed with Riemannian metrics. Denote
the respective energy functionals by EP and EQ. Then there exist functions v ∈ C∞(R/Z×
Q) and w ∈ C∞(R/Z × P ), s.t. the pair (EQ,v, EP,w) is an admissible Leray-Serre pair
and that EP,w is Morse, where
EQ,v(γ) :=
∫ 1
0
1
2
‖γ˙(t)‖2gQ + v(t, γ(t)) dt, γ ∈ ΛQ,
and
EP,w(c) :=
∫ 1
0
1
2
‖c˙(t)‖2gP + w(t, c(t)) dt, c ∈ ΛP.
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In particular, there is a spectral sequence, starting with the E2-term and converging to
HM∗(EP,w;Z2), the Morse homology of the loop space of P with Z2-coefficients (which is
naturally isomorphic to H∗(ΛP ;Z2)), and the second page takes the form
E2s,t
∼= HMs(EQ,v,HMt(EP,w,ΛG;Z2)),
where HM∗(EQ,v,HM∗(EP,w,ΛG;Z2)) denotes the Morse homology of EQ,v with local co-
efficients in the Morse homology of the fiber ΛG, the loop group of G.
1.3 Floer homology on cotangent bundles
1.3.1 Floer homology for periodic orbits on cotangent bundles
We will give a brief sketch of symplectic Floer homology for periodic orbits of Hamiltonian
systems for Hamiltonians which are fiberwise quadratic and uniformly convex. Our basic
reference is Abbondandolo-Schwarz, [AS06]. Compare [Vit95b], [Vit95a] and [SW05] for
different approaches.
Let Q be a closed manifold and denote by T ∗Q the cotangent bundle of Q. It is customary
to write elements of T ∗Q as pairs (q, p) with q ∈ Q and p ∈ T ∗qQ.
T ∗Q admits a tautological one-form θ, the Liouville one-form, defined by
θ(ξ) = pi(θ)[pi∗ξ], ξ ∈ TT ∗Q,
where pi : T ∗Q→ Q refers to the cotangent bundle description. The 2-form ω = dθ defines
a symplectic form and turns T ∗Q into a symplectic manifold.
Let H ∈ C∞(R/Z× T ∗Q) be a periodic time-dependent function on T ∗Q, referred to as
the Hamiltonian. Any such H induces a time-dependent vector field XH : R/Z× T ∗Q→
TT ∗Q on T ∗Q, the Hamiltonian vector field, uniquely characterized by
ω(XH(t, .), .) = −dHt, Ht = H(t, .), t ∈ R/Z.
We are interested in existence and multiplicity results for periodic orbits of this vector
field XH , i.e. smooth maps x : R/Z→ T ∗Q satisfying
(∗) x˙(t) = XH(t, x(t)), t ∈ R/Z.
Denote the set of all such x by P(H). The existence problem for (∗) depends strongly
on the asymptotic conditions of H as ‖p‖ → ∞. Abbondandolo and Schwarz consider a
class of Hamiltonians which grow essentially quadratically in p. The class is probably the
largest class of quadratic Hamiltonians for which Floer homology is known to be defined
and includes physical Hamiltonians of the form
H(t, q, p) = ‖p‖2g + v(t, q),
where g denotes a Riemannian metric on Q and v ∈ C∞(R/Z×Q). To put the existence
problem for (∗) into variational form introduce the Hamiltonian action functional
AH(x) =
∫
R/Z
x∗θ −
∫ 1
0
H(t, x(t)) dt
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on the space of smooth loops in T ∗Q.
It is necessary to require a non-degeneracy condition for H, playing the role of the Morse
condition for AH . Trying to set up Morse homology for AH encounters severe difficulties.
For instance AH is unbounded from above and below, the Morse indices and coindices
are infinite and natural candidates for a gradient of AH either do not define a flow or
do not satisfy the Palais-Smale property, depending on the favored functional setting, see
[McD90], [SZ90], [SZ92] or [Sal90].
However it is possible to define a substitute for the Morse index, the Conley-Zehnder index
µCZ(x) for x ∈ P(H), and to define a Z2-vector space freely generated by elements in
P(H) and graded by the Conley-Zehnder index, denoted by CF (H, J), where J refers to
a periodic time-dependent ω-compatible almost complex structure on the manifold T ∗Q.
For fixed x, y ∈ P(H) define the setMx,y to consist of smooth maps u : R×R/Z→ T ∗Q
satisfying the Floer equation
(∗∗) ∂su− J(t, u) (∂tu−XH(t, u)) = 0,
for (s, t) ∈ R×R/Z and the asymptotic conditions
lim
s→−∞
u(s, .) = x and lim
s→+∞
u(s, .) = y,
both limits in C0(R/Z, T ∗Q). Studying such u is a suitable substitute for the flow lines of
AH because (∗∗) is analogous to an L2-gradient flow equation with specified asymptotics at
±∞. In fact even though (∗∗) does not lead to a well-defined flow the space of solutions of
(∗∗) with fixed asymptotics at ±∞ generically turn out to be finite-dimensional manifolds.
More precisely it can be shown, see [AS06], that for a favorable generic choice of J, the
spacesMx,y carry the structure of a smooth manifold of dimension µCZ(x)− µCZ(y) and
admit, if non-void, a free R-action, s.t. the spaces
M̂x,y := Mx,y
/
R
for µCZ(x) = µCZ(y) + 1 consist of a finite number of points. Thus it is possible to define
a map ∂ : CF (H, J)→ CF (H, J), depending on H and J, by Z2-linear extension of
∂(x) =
∑
y∈Pk−1(H)
n(x, y) y, x ∈ Pk(H),
where Pk(H) consists of all x ∈ P(H) with µCZ(x) = k and n(x, y) counts the elements
of M̂x,y mod 2.
It can be shown that (CF (H, J), ∂) constitutes a chain complex. The corresponding
homology
HF∗(H, J) = H∗(CF (H, J), ∂)
is called Floer homology for periodic orbits of (H, J).
The main result of Abbondandolo-Schwarz [AS06] is that ifH is the Legendre transform of
a Lagrangian function L : R/Z×TQ→ R, also fiberwise quadratic and uniformly convex,
and for an appropriate choice of the indices there is a grading-preserving isomorphism of
chain complexes
(CF (H, J), ∂)→ (CM(F , G), ∂Morse),
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where (CM(F , G), ∂Morse) denotes the Morse complex of a Morse function of the form
F(c) =
∫ 1
0
L(t, c(t), c˙(t)) dt, c ∈ W 1,2(R/Z, Q).
See [AS06] for the precise statement with more general coefficients.
1.3.2 Floer homology corresponding to Morse homology of the
based loop space
Abbondandolo and Schwarz in [AS06] identify the Morse homology of a suitable pertur-
bation of the geodesic energy functional on the based loop space ΩqQ for fixed q ∈ Q with
a corresponding version in Floer theory. More precisely let H : [0, 1]×T ∗Q→ R be a (not
necessarily periodic) time-dependent non-degenerate Hamiltonian on T ∗Q and denote by
PΩ,q(H) the set of x ∈ C∞([0, 1], T ∗Q) satisfying (∗) and the boundary condition
pi(x(0)) = pi(x(1)) = q,
where pi : T ∗Q → Q denotes the cotangent bundle projection. Similarly to the periodic
case it is possible to associate an index, the Maslov index µΩ(x), to elements x ∈ PΩ,q(H)
and write down a Z2-vector space freely generated by elements in PΩ,q(H) and graded by
the Maslov index. We denote this complex by CFΩ,q(H, J) with a time-dependent almost
complex structure J as above.
Fix x, y ∈ PΩ,q(H) and consider the setMΩ,qx,y consisting of solutions u : R× [0, 1]→ T ∗Q
of equation (∗∗) for all (s, t) ∈ R× [0, 1], together with the boundary conditions
u(s, i) ∈ T ∗qQ, s ∈ R, i ∈ {0, 1}
and the asymptotics
lim
s→−∞
u(s, .) = x and lim
s→+∞
u(s, .) = y,
uniformly in t ∈ [0, 1]. Abbondandolo and Schwarz prove in [AS06] that under suitable
hypotheses on J the spaces MΩ,qx,y can be endowed with smooth manifold structures of
dimension µΩ(x)− µΩ(y) admitting, if non-empty, a free R-action, s.t. the spaces
M̂Ω,qx,y := MΩ,qx,y
/
R
for µΩ(x) = µΩ(y) + 1 consist of a finite number of points. Again it is possible to define a
boundary operator ∂ : CFΩ,q(H, J)→ CFΩ,q(H, J), depending on H and J, by Z2-linear
extension of
∂(x) =
∑
n(x, y) y, x ∈ PΩ,q(H)
the sum running over all y ∈ PΩ,q(H) with Maslov index equal to µΩ(x)− 1, and n(x, y)
refers to the Z2-count the elements in M̂Ω,qx,y .
The corresponding homologyHFΩ,q(H, J) defines a version of Lagrangian Floer homology.
HFΩ,q(H, J) is known to be isomorphic with the wrapped Floer homology of T ∗qQ, see
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[AS10b] and [Abo12].
Analogously to the periodic case Abbondandolo and Schwarz show that if the Hamiltonian
H is the Legendre transform of a suitable Lagrangian L, then there is an isomorphism
of chain complexes between the complex CFΩ,q(H, J) and the corresponding Z2-Morse
complex on ΩqQ for the Morse function
F(c) =
∫ 1
0
L(t, c(t), c˙(t)) dt, c ∈ W 1,2(R/Z, Q).
1.3.3 Main results, second part
The purpose of the second part of this thesis is to describe the Leray-Serre spectral
sequence for the free loop space fibration of a closed manifold in terms of a chain level
description in Floer homology on cotangent bundles.
For this purpose we study pairs (γ, u) where γ ∈ C∞(R, Q) is a Morse trajectory of a
Morse function f on Q and u ∈ C∞(R× [0, 1], T ∗Q) solves (∗), coupled by the condition
(∗ ∗ ∗) u(s, i) ∈ T ∗γ(s)Q, s ∈ R, i ∈ {0, 1} .
Use solutions of (∗ ∗ ∗) we can define a chain complex in the spirit of Morse and Floer
homology. If the Morse trajectory γ is constant and equal to q, then condition (∗ ∗ ∗)
recovers the moduli problem used for definingMΩ,qx,y .
The main novelty of (∗∗∗) comes from the moving Lagrangian boundary condition which
might vary in a non-compact family along the Morse trajectory. In particular compact-
ness statements for moduli spaces solutions (∗ ∗ ∗) are not directly covered by existing
material.
This thesis investigates condition (∗∗∗) and shows that it is possible to construct a corre-
sponding chain complex. One of the key issues are suitable C0-estimates for u satisfying
(∗) and (∗ ∗ ∗). Furthermore we show that the homology of the corresponding complex is
isomorphic with the Floer homology for periodic orbits of a Hamiltonian on T ∗Q quadratic
in the fiber directions, culminating in the following theorem.
Theorem. Let Q be a closed Riemannian manifold endowed with a Morse function f with
sufficiently small gradient and a non-degenerate Hamiltonian function H : R/Z×T ∗Q→
R quadratic in the fiber directions. Then there is a spectral sequence, starting at the
E2-term and converging to HF∗(H, J), the Floer homology for periodic orbits of H with
Z2-coefficients, and the second page takes the form
E2s,t
∼= HMs(f,HFΩt (T ∗qQ;Z2)),
where HFΩt (T ∗qQ;Z2) denotes the system of local coefficients given by the Lagrangian Floer
homology of the cotangent fibers
{
T ∗qQ
}
q∈Q , corresponding to the Morse homology of the
based loop space ΩqQ.
Hutchings [Hut03] describes an extension of Floer theory to define homotopy invari-
ants of families of equivalent objects (e.g. Hamiltonian isotopic symplectomorphisms,
3-manifolds, Legendrian knots, etc.) parametrized by a smooth manifold B. The col-
lection of Lagrangian Floer homologies HFΩ,q(H, J) for q ∈ Q can also be interpreted
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as a family of Floer homologies according to Hutchings, [Hut03], giving rise to a Floer
homology of families. In terms of this interpretation the theorem shows that the Floer
homology of the family (HFΩ,q(H, J))q∈Q is isomorphic with HF∗(H, J).
Hutchings’ construction couples the Floer homology of the fibers with the singular ho-
mology on the base. We use Morse homology on the base instead, enabling us to draw
conclusions on the relation of the Hamiltonian action functionals on the various spaces
{x ∈ C∞([0, 1], T ∗Q), pi ◦ x(0) = pi ◦ x(0) = q}q∈Q ,
where pi : T ∗Q→ Q denotes the cotangent bundle projection.
1.4 Technical issues
Usually a thesis discusses technicalities more deeply than it would be possible for an arti-
cle submitted to a journal, for instance. This section provides quick links to key technical
matters for the interested reader. Furthermore we point out shortcomings in the litera-
ture.
In the Morse homology part of this thesis we extend Oancea’s [Oan03] and Hutching’s
[Hut03] treatments of the spectral sequence in Morse homology on closed manifolds to
Hilbert manifolds. To do so we set up a Morse homology for a vector field X on a Hilbert
manifold which is not of gradient type. By this we mean that X does not in general
admit a Lyapunov function, and if it does the Lyapunov function might not satisfy the
Palais-Smale condition w.r.t. X.
For such X the construction of a Morse complex runs into serious difficulties. For in-
stance for fixed p− ∈ Rest(X) there might be a sequence (pk) of distinct rest points of
X, s.t. m(p−) − m(pk) = 1 and the coefficients n(p−, pk) counting X-trajectories with
asymptotics p− and pk are all non-zero, an issue which can not be fixed by introducing a
suitable Novikov ring.
We identify hypotheses which allow us to prove compactness of the moduli spaces of con-
necting trajectories of X, see Section 2.1. The core of the compactness proofs relies on
Gronwall-type estimates and the special structure of the vector field X and is contained
in Sections 5.1 and 5.2.
In Chapter 3 we show that the free loop space fibration ΛQ→ Q of a closed manifold can
be put in the framework of Section 2.1. In particular we exhibit a natural smooth fiber
bundle connection on this fiber bundle, see Section 3.2.
In Section 4.1 we show that the free loop space of a principal G-bundle is a locally trivial
fiber bundle, at least if the compact Lie group G is connected or the base space of the
principal bundle is simply connected. We are not aware of an existing proof in the liter-
ature.
Trying to extend the Morse-Smale transversality proof of Abbondandolo-Majer [AM04]
we noticed that the parameter spaces involved are not separable, as discussed in the in-
troduction to Chapter 6. Thus the Sard-Smale theorem of Abbondandolo-Majer [AM04]
does not apply.
There is a Sard-Smale theorem applicable to non-separable spaces, see [QS72] and [Hen05],
which we state in a form useful for Morse and Floer theory, see Section 6.2.
To fill the gap in the transversality proof of Abbondandolo-Majer [AM04] it is necessary
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to generalize the compactness proofs of Chapter 5 which in turn requires a Grobman-
Hartman theorem that offers some control over the Hölder constants and exponents. The
first point can be found in Section 6.4, the second in Appendix D.
Furthermore the construction of the spectral sequence in Chapter 8 for an infinite dimen-
sional base B leads to a transversality issue not present in the finite-dimensional case. To
define a filtration on the chain complex for X it is necessary to know that the projections
of X-trajectories to B are cut out transversely. However projections of X-trajectories
may have an arbitrarily large Morse index difference and can thus not be covered by
Morse-Smale transversality for the negative gradient flow on the base, which is restricted
to a finite Morse index difference in infinite dimensions. Lemma 6.2 fixes this issue.
In our discussion of gluing we fill some gaps in [Sch93]. Firstly, a deduction of Corollary
7.5 is missing, for which we provide the Lemma 7.4. Secondly, the proof of Lemma 2.54
in [Sch93] deduces a C0−bound on the derivative of the gluing map, only assuming a
uniform bound on the family of right inverses {Qρ}ρ from the implicit function theorem.
It is not difficult to see that such an argument cannot apply by choosing a pathological
pregluing map. But a C0-bound on the gluing map is crucial, for instance in the proof of
the embedding property of the gluing map, see Proposition 2.56 in [Sch93]. Thus we add
an argument leading to a C0−bound on the derivative of the gluing map, see Proposition
7.7.
Thirdly, Proposition 2.57 in [Sch93] claims to prove that the ends of moduli spaces of neg-
ative gradient flow trajectories between critical points of the Morse function with Morse
index difference 1 are unique. It is shown that a sequence (wk) of trajectories breaking to
(u, v) can, possibly after a reparametrization, be written as expu#0ρkvξk for ρk → ∞ and
suitable W 1,2-vector fields ξk with ‖ξk‖W 1,2 → 0 as k → ∞. Then the uniqueness state-
ment of the contraction mapping theorem is invoked to show that expu#0ρkvξk = u#ρkv.
It is not shown that ξk lies within the image of the right inverse Qρk , which is in fact
necessary for the application of the contraction mapping theorem. A correct argument
can be found in Lemma 4.4.18 of Schwarz’ PhD-thesis [Sch95] for the case of Floer homol-
ogy for periodic orbits, but only for moduli spaces without R-action. Section 7.3 proves
uniqueness of the ends, where again the uniform bound on dQρ
dρ
is crucial.
Moreover we simplify the notation of gluing in [Sch93] by avoiding any bundle construc-
tions. By Theorem 1A in [EE70] any separable infinite-dimensional Hilbert manifold can
be realized as an open subset of a fixed infinite-dimensional separable Hilbert space, s.t.
all required bundles turn out to be trivial. Morse homology on a closed manifold can be
regarded as Morse homology on an infinite-dimensional manifold by adding an infinite-
dimensional separable Hilbert space H as factor, together with a coercive quadratic form
on H. See Section 7.1.
We also discuss a version of Lagrangian Floer homology where the boundary condition
of the Floer strip is not constant outside of a compact domain. Of particular importance
are C0-estimates and estimates for the Hamiltonian action as well as the L2-energy of
the strips in question, see Section 9.5. The difficulty comes from the fact, similar to the
problem we encountered in Morse homology, that the Floer equation can no longer be
interpreted as a negative L2-gradient equation for the Hamiltonian action functional.
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1.5 Organisation
Chapter 2 develops a general framework for treating the Leray-Serre spectral sequence in
Morse homology on Hilbert manifolds, introducing the Leray-Serre vector field, identify-
ing a convenient Palais-Smale condition and proving hyperbolicity as well as a formula
for the Morse index of the Leray-Serre vector field.
Chapter 3 discusses the free loop space fibration of a given closed manifold, introduces a
natural connection and shows how the free loop space fibration fits into the framework of
Chapter 2.
Chapter 4 covers the free loop space of a compact principal G-bundle G→ P → Q for a
connected Lie group G, handling the difficulties arising from the fact that base ΛQ, fiber
ΛG and total space ΛP of this fiber bundle are infinite-dimensional.
Chapter 5 addresses the compactness problem for moduli spaces of connecting trajecto-
ries of the Leray-Serre vector field. We were unable to construct a Lyapunov function for
the Leray-Serre vector field with beneficial compactness properties in general. Alberto
Abbondandolo supplied a method to construct a Lyapunov function for the Leray-Serre
vector field of the fibration ΛQ → Q. This function, however, violates the Palais-Smale
condition. His construction does not work for the fibration ΛP → ΛQ due to the lack of
a uniform bound on LH . We chose to work with the special structure of the Leray-Serre
vector field instead.
Chapter 6 comprises the Fredholm setup for the moduli spaces of integral curves of the
Leray-Serre vector field and discusses how to obtain Morse-Smale transversality by per-
turbations of the metrics and the connection. One key technical issue comes from the
non-separable parameter spaces involved.
Chapter 7 presents the trajectory gluing procedure in Morse homology on Hilbert mani-
folds, necessary for the proof of the Morse homology theorem.
Chapter 8 finally constructs the Leray-Serre spectral sequence in Morse homology with
immediate applications to the free loop space fibration and the free loop space of a com-
pact principal bundle.
Chapter 9 contains an account of the Leray-Serre spectral sequence in Floer homology
corresponding to the Leray-Serre spectral sequence in Morse homology for the free loop
space fibration, with a particular emphasis on C0-estimates for the Floer equation on
strips with boundary coupled to cotangent fibers along a Morse trajectory.
Appendix A provides a reference for the theory of connections on locally trivial fiber bun-
dles of Banach manifolds.
Appendix B deduces bounds on the lengths of Morse trajectories on a sublevel set of a
Palais-Smale Morse function on a Hilbert manifold.
Appendix C describes an extension of the well-known Picard-Lindelöf theorem on the
existence and uniqueness of ODEs to the L2-setting.
Appendix D provides a version of the Grobman-Hartman theorem which states that in
the vicinity of a rest point of a hyperbolic vector field the flow is conjugated to a linear
flow by a bi-Hölder homeomorphism, convenient for Chapter 6.
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1.6 Outlook
The Leray-Serre spectral sequence respects the product structures arising in string topol-
ogy, see [CJY04] and [Mei11]. It would be interesting to see if this fact can be proved
purely in terms of Morse homology.
Taking into account the work of Abbondandolo-Schwarz in [AS10a] the Leray-Serre spec-
tral sequence respects the corresponding product structures in Floer homology, more
precisely the cap-product in Morse homology, the Y - product in Lagrangian Floer ho-
mology and the pair-of-pants-product in Floer homology for periodic orbits. It would be
fascinating to see a chain-level proof.
Furthermore it remains to describe the Leray-Serre spectral sequence for the free loop
space of a principal bundle in purely Floer-homological terms analogous to [Oan], leaving
Hutchings’ setting [Hut03].
As HF∗(T ∗Q) is isomorphic with symplectic homology of the unit cotangent bundle and
HF∗(T ∗qQ) is isomorphic with the wrapped Floer homology for T ∗qQ the chain complex
we study in part 2 might lead to relations between the Fukaya category of T ∗Q and the
wrapped Fukaya category of T ∗Q.
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Chapter 2
General framework
The Leray-Serre spectral sequence has been introduced to Morse homology in Oancea’s
PhD thesis, see [Oan03]. His approach extends classical techniques of Morse-Bott homol-
ogy, i.e. given a locally trivial fiber bundle pi : E → B (of compact manifolds), a Morse
function f on the base and a Morse function fF on a typical fiber F , he pulls back f via pi
to obtain a Morse-Bott function f˜ = pi∗f on the total space E. The fibers over the critical
points of f form precisely the critical set of f˜ . Using a cutoff construction he obtains a
genuine Morse function on the total space E which equals f˜ outside a small neighborhood
of pi−1(Crit f), is of product type (w.r.t. suitable trivializations) f×fF on an even smaller
neighborhood of pi−1(Crit f) and has its critical points lying on pi−1(Crit f). Furthermore
he constructs a pseudo-gradient field for the constructed Morse function on E, which
projects down to −∇f.
The goal of this thesis is to be able to treat infinite-dimensional locally trivial fiber bun-
dles as well, the primary example being the free loop space fibration of a closed manifold
Q,
ev0 : ΛQ→ Q, c 7→ c(0).
Notice that the fiber of this fiber bundle is infinite-dimensional, in particular non-compact.
In that case Oancea’s method seems difficult to adapt. Namely in order not to generate
additional critical points of the Morse function constructed above, the function fF has to
be bounded. Furthermore in order to show that the conjectural pseudo-gradient field has
the Morse function as a strict Lyapunov function even a bound on ‖∇fF‖ is required (see
Section 3.3 in [Oan03]).
Unfortunately any Morse function fF which has an infinite number of critical points cannot
satisfy the Palais-Smale condition since any sublevel set of a Morse function satisfying the
Palais-Smale condition can only contain a finite number of critical points. Frauenfelder’s
approach (see [Fra03]) to Morse-Bott homology, which can also be used to construct
the Leray-Serre spectral sequence in Morse homology of closed manifolds, appears to
encounter similar problems.
In his treatment of Floer homology of families Hutchings introduces, among other things,
a method to obtain the Leray-Serre spectral sequence in Morse homology (see Section
6 of [Hut03]), containing Oancea’s construction as a special case. He considers a Morse
function f on the base and takes into account a function F on the total space which is
Morse when restricted to the fibers over Crit f. He considers the Morse homology of the
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vector field
X = −LH ◦ ∇f ◦ pi −∇VF ,
where LH denotes the horizontal lift associated to a given connection and ∇V stands
for fiberwise gradient. Since the manifolds involved are finite-dimensional the Morse
homology of X can be shown to be well-defined and isomorphic to the Morse homology
for a gradient field following [Sch93], where the key compactness Lemma 2.38 relies on
the fact that a closed ball in a finite-dimensional Hilbert space is compact.
In order to treat examples like ev0 we generalize Hutching’s approach. The fact that the
function F is given globally proves vital and enables us to deduce compactness properties
of the moduli spaces of connecting trajectories under mild hypotheses to be introduced
below.
2.1 Admissible Leray-Serre pairs
Let pi : E → B be a locally trivial fiber bundle of (second-countable) Hilbert manifolds.
Suppose that E and B are equipped with complete metrics. Furthermore assume that
a connection in the form of a family of horizontal lifts
{
LHp
}
p∈E is given. For a short
treatment of connections on locally trivial fiber bundles in our setting we refer to Appendix
A.
A pair (f,F) of smooth1 real-valued functions on B and E, respectively, will be called a
Leray-Serre pair if f is a Morse function on B with finite Morse indices and F is such
that its restriction to pi−1(Crit(f)) is Morse with finite Morse indices.
Given a Leray-Serre pair it is possible to construct an associated smooth vector field X
on E,
(2.1) X := −LH ◦ ∇f ◦ pi −∇VF ,
where ∇VF stands for the fiberwise gradient of F , uniquely characterized by the following
two properties:
1. ∇VF(p) ∈ VpE, the fiberwise gradient is tangent to the fiber,
2. gE(∇VF(p), ξ) = dF(p)[ξ] for all ξ ∈ VpE
for any p ∈ E. Notice that the notion of fiberwise gradient is independent of the chosen
connection. X will be called the Leray-Serre vector field.
Definition 2.1. A Leray-Serre pair (f,F) will be called admissible (w.r.t. the metrics
gB, gE and the connection LH) if the following holds:
(i) f and F are bounded from below by 0 and F is of linear growth, i.e.
(2.2) ‖∇F(p)‖ ≤ C
√
1 + F(p), p ∈ E,
with a constant C independent of p and a similar estimate holds for the connection
(2.3) ‖LHp ‖ ≤ C
√
1 + F(p), p ∈ E.
1For the theory presented here C4 suffices.
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(ii) f satisfies the Palais-Smale (PS) condition w.r.t. gB, i.e. every Palais-Smale se-
quence (xn) in B is compact. A sequence (xn) in B is called a Palais-Smale sequence
if f(xn) is bounded and ‖df(xn)‖ is infinitesimal.
(iii) F satisfies the Palais-Smale condition for X in the sense that every Palais-Smale
sequence is compact. A sequence (pn) in E is called a Palais-Smale sequence for X
if the sequence (pi(pn)) is compact, the sequence F(pn) is bounded and ‖∇VF(pn)‖
is infinitesimal.
Remark 2.2. Note the following.
1. The estimates on F and LH can be relaxed as follows: Suppose there is a continuous
function α : R≥0 → R>0, s.t.
(a) there is an ε > 0, s.t. ∫ ε
0
dy
α(y)
is finite,
(b) the quantity
β(z) :=
∫ z
0
dy
α(y)
goes to ∞ as z →∞.
Then a bound
‖ (LHp )∗∇F(p)‖ ≤ α(F(p)), p ∈ E,
where
(
LHp
)∗ denotes the Hilbert space adjoint of the operator LHp ∈ L(Tpi(p)B, TpE)
according to the induced Hilbert space structures of gB and gE, is fully sufficient for
proving compactness of the moduli spaces in question, see Chapter 5. In our case,
we have chosen α(y) = C2(1 + y), which is well-suited for the examples treated.
2. The Palais-Smale condition for X is independent of the chosen connection for the
simple reason that the connection does not appear in its definition. Furthermore it
can be considered as a generalization of the Palais-Smale condition of the function
F , restricted to pi−1(Crit(f)). In the examples of Chapters 3 and 4 the Palais-
Smale condition for the function F , restricted to some fixed fiber, holds as is well-
known in the literature. In the respective sections it will become apparent that the
corresponding proofs can be extended to the case of a sequence (pn) in E with
supF(pn) <∞ and ‖∇VF(pn)‖ → 0 (n→∞)
which also satisfies that (pi(pn)) converges. Thus we make use of the fact that the
proofs that F satisfies the Palais-Smale condition on a fixed fiber generalize to the
case when the fibers vary in a compact family.
For later reference denote by f˜ := pi∗f the pull-back of f by pi.
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2.2 Hyperbolicity of X and a formula for the Morse
index
The purpose of this section is to prove that for any Leray-Serre pair (f,F) the associated
vector field X is hyperbolic and to derive a simple formula for the Morse indices of the
rest of points X. In particular, they are seen to be finite.
This section is elementary and can be skipped upon first reading. All Hilbert and Banach
spaces are assumed to be defined over the real numbers.
First we recall some notions from Section 1 of [AM04]. A bounded linear operator on a
real Banach space is called hyperbolic if its spectrum does not meet the imaginary axis.
LetM be a Banach manifold and letX be a C1 vector field onM. A rest point x ∈ Rest(X)
of X is called hyperbolic if the Jacobian of X at x is a hyperbolic operator. We call such
a vector field hyperbolic if all its rest points are hyperbolic. For a fixed hyperbolic rest
point of x there is a corresponding splitting of the tangent space TxM = Eux ⊕ Esx. The
Morse index m(x) ∈ N ∪ {+∞} is defined as the dimension of the subspace Esx. This
convention ensures that if f is a Morse function on M the Morse index of X = −∇f
coincides with the more conventional notion of Morse index of f, namely the number of
unstable directions of ∇f.
Lemma 2.3. Let Hi (i = 1, 2) be Hilbert spaces. Let a continuous linear operator
L =
[
A 0
B C
]
: H1 ⊕H2 → H1 ⊕H2
be given, where A ∈ L(H1), B ∈ L(H1,H2), and C ∈ L(H2). Then the following are
equivalent
(i) A and C are invertible,
(ii) L is invertible.
Proof: [(i)⇒ (ii)] : It is readily checked that the operator
L−1 =
[
A−1 0
−C−1BA−1 C−1
]
defines the sought-after inverse.
[(ii)⇒ (i)] : L is injective, i.e. for ξ ∈ H1 and η ∈ H2{
Aξ = 0
Bξ + Cη = 0
⇒
{
ξ = 0
η = 0
holds. In particular A is injective. Arguing similarly, A is also surjective. Suppose
Cη = 0. Then also L[0, η] = 0. Thus η = 0, since L is injective. Hence C is injective.
Suppose η′ ∈ H2 is given. Then there exists (ξ, η) ∈ H1 ⊕ H2 with L[ξ, η] = (0, η′). By
the injectivity of A, ξ = 0. Thus Cη = η′ and C is surjective.
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Remark 2.4. By the closed graph theorem, any invertible continuous linear operator on a
Banach space has a continuous inverse.
Corollary 2.5. Let L be as in Lemma 2.3. Then σ(L) = σ(A) ∪ σ(C), where σ denotes
the spectrum.
Proof: The claim is equivalent to the following identity of the resolvent sets:
ρ(L) = ρ(A) ∩ ρ(C),
which follows easily from Lemma 2.3, because λ ∈ ρ(L) iff L − λ is invertible iff A − λ
and C − λ are invertible iff λ ∈ ρ(A) ∩ ρ(C).
Lemma 2.6. Let H±i (i = 1, 2) be Hilbert spaces and a continuous linear operator
L =

1 0 0 0
0 −1 0 0
a b 1 0
c d 0 −1
 : H := H+1 ⊕H−1 ⊕H+2 ⊕H−2 → H
be given. Then the projector on the negative eigenspace of L has the form
P−L =

0 0 0 0
0 1 0 0
0 −1
2
b 0 0
−1
2
c 0 0 1

In particular for the negative eigenspaces we have the identity H−L ∼= H−1 ⊕H−2 .
Proof: By Lemma 2.5 L is hyperbolic (More precisely, σ(L) = {±1}). P−L is defined by
P−L := −
1
2pii
∫
γ
(L− z)−1 dz,
where γ is the (positively oriented smooth) parametrized boundary of a set Ω ⊆ C which
contains the negative spectrum and is disjoint from the positive spectrum. Notice
(L− z)−1 =

1
1−z 0 0 0
0 − 1
1+z
0 0
− a
(1−z)2
b
1−z2
1
1−z 0
c
1−z2
d
(1+z)2
0 − 1
1+z

and the claim on the projector follows by inspecting the identities∫
γ
dz
1− z =
∫
γ
dz
(1− z)2 =
∫
γ
dz
(1 + z)2
= 0, 2
∫
γ
dz
1− z2 =
∫
γ
dz
1 + z
= 2pii.
Finally notice that the image of P−L is given by{
(0, u,−1
2
b.u, v) ∈ H | u ∈ H−1 , v ∈ H−2
}
,
which is clearly toplinearly isomorphic2 with H−1 ⊕H−2 .
2A linear homeomorphism between Banach spaces is called toplinear isomorphism.
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Remark 2.7. The analogous statement holds for positive eigenspaces.
Proposition 2.8. Every rest point p ∈ E of X corresponds to a unique pair (b, y), where
b ∈ B is a critical point of f and y ∈ Eb = pi1(b) is a critical point of F
∣∣
Eb
.
Proof: p is a rest point of X if and only if ∇f(pi(p)) = 0 and ∇VF(p) = 0, since
∇˜f = LH∇f is horizontal and ∇VF is vertical. Set b := pi(p) and y := p ∈ Eb.
Proposition 2.9. The vector field X is hyperbolic. If a rest point p corresponds to the
pair (b, y) according to Proposition 2.8, then the Morse index of p is the sum of the Morse
index of b w.r.t. f and the Morse index of y w.r.t. F∣∣
Eb
,
m(p) = mf (b) +mF
∣∣
Eb
(y).
Proof: The statement is purely local. Thus it suffices to understand the case E =
O1 ×O2, where Oi ⊆ Hi (i = 1, 2) are open neighborhoods of b0 ∈ H1 and y0 ∈ H2 and
X(b0, y0) = 0. The horizontal lift of a vector ξ ∈ H1 at (b, y) ∈ O1 × O2 is locally given
by
ξ˜ = (ξ, C(b, y)ξ),
where C : O1 ×O2 → L(H1,H2). Thus −X takes the form
−X(b, y) = (∇f(b), C(b, y)∇f(b) +∇VF(b, y))
with linearization at (b, y)[
D∇f(b) 0
D1C(b, y)(.,∇f(b)) + C(b, y)D∇f(b) +D1∇VF(b, y) D2C(b, y)(.,∇f(b)) +D2∇VF(b, y)
]
.
In particular, as ∇f(b0) = 0 and ∇VF(b0, y0) = 0,
−DX(b0, y0) =
[
D∇f(b0) 0
C(b0, y0)D∇f(b0) +D1∇VF(b0, y0) D2∇VF(b0, y0)
]
.
Since ∇f is hyperbolic at (b0) and ∇VF(x0, y0) is hyperbolic at (b0, y0) ∈ Eb0 (considered
in the fiber), X is hyperbolic at (b0, y0) by Lemma 2.5. The formula for the index follows
from Lemma 2.6 by noting that by the Morse Lemma applied to base and fiber one can
bring DX(b0, y0) in the form required for applying the Lemma.
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Chapter 3
The free loop space fibration
This chapter provides the principal example we want to study with the help of the Leray-
Serre spectral sequence in Morse homology, namely the free loop space fibration. It
will be shown that (f,F) provides an admissible Leray-Serre pair on the free loop space
fibration, where f is an arbitrary Morse function and F is a suitable small perturbation
of the geodesic energy functional.
More precisely let (Q, g) be a closed Riemannian manifold. Consider as total space E :=
ΛQ(= W 1,2(R/Z, Q)), the manifold of maps R/Z → Q of Sobolev class W 1,2, B := Q
and pi(γ) = γ(0), the evaluation at 0. pi : ΛQ → Q is a locally trivial fiber bundle (of
Hilbert manifolds), as will be shown in Section 3.1. Since (Q, g) is a Riemannian manifold,
there is a simple way to equip ΛQ with a complete Riemannian metric (as is shown, for
example, in Section 2.4 of [FK72]). In Section 3.2 we will describe a natural connection
on ΛQ→ Q and show that this connection satisfies the hypotheses of Appendix A.
In order to set up the spectral sequence, one needs functions f and F satisfying the
hypotheses of the general construction. f can be an arbitrary Morse function on Q and
F will be a small perturbation of the geodesic energy functional
E : ΛQ→ R, c 7→ 1
2
∫ 1
0
‖c˙(t)‖2 dt,
as will be further explained in Section 3.3, where the required estimates are deduced and
the corresponding Palais-Smale condition (iii) is shown to hold. In order to complete
exhibiting the Leray-Serre pair (f,F) as admissible, where F is a suitable perturbation
of E , it is necessary that for a generic set of perturbations the function F , restricted to
pi−1(Crit(f)), is Morse. This is completed in Section 3.4.
3.1 Local triviality
The purpose of this section is show that ΛQ → Q is a locally trivial fiber bundle in
the sense of Appendix A. We will give the proof of Abbondandolo-Schwarz (see [AS04],
Lemma 2.2), including more details. For the definition of the smooth structure on the
loop space ΛQ of a given closed manifold Q we refer to Chapter II. of [FK72]
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Proposition 3.1. pi : ΛQ → Q, c 7→ c(0) is a locally trivial fiber bundle (of Hilbert
manifolds) with typical fiber ΩQ, the based loop space of Q.
Remark 3.2. It is not necessary for Q to be compact in Proposition 3.1. In fact, the proof
can be extended to the case of Hilbert manifolds without much difficulty.
Proof: The proof will take up the rest of the section. As a motivation, consider the
case Q = Rn. Then, for points x, y ∈ Rn, the based loop spaces ΩxRn and ΩyRn can be
canonically identified, as there is a distinguished map
ΩxR
n → ΩyRn, c 7→ (y − x) + c,
giving rise to a diffeomorphism. (This construction uses just the affine structure of Rn).
Thus ΛRn is even globally trivial.
On a general manifold this method fails - due to the lack of a global affine structure. But
the construction can certainly be performed locally. As will become clear, this suffices to
construct local trivializations.
At first, we will construct a smooth map
α : B1(0)×B2(0)→ B2(0),
where all the balls are in Rn, satisfying
• α(x, x) = 0 for x ∈ B1(0),
• α(x, y) = y for x ∈ B2(0)\B 3
2
(0).
α should be thought of as a family (αx = α(x, .))x∈B1(0) of diffeomorphisms, every one of
which shifts x to 0 and leaves some neighborhood of ∂B2(0) invariant. This will be needed
later to extend α to some map B1(0)×Q→ Q.
Let ρ : B2(0)→ R be a smooth cutoff function satisfying
ρ(x) = 1 for ‖x‖ < 1, and ρ(x) = 0 for ‖x‖ > 3
2
.
Define a family of vector fields
v : B1(0)×B2(0)→ Rn, v(x, y) := −ρ(y)x
and construct a map
φ : R×B1(0)×B2(0)→ B2(0), (t, x, y) 7→ φt(x, y)
by solving the ODEs {
φ0(x, y) = y,
∂φt
∂t
(x, y) = v(x, y).
Standard ODE theory implies that φ is well-defined and smooth.
Notice that the curve t 7→ φt(x, x) solves{
φ0(x, x) = x,
∂φt
∂t
(x, x) = −x,
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i.e. φt(x, x) = (1 − t)x. Define α(x, y) := φ1(x, y) to be the time-one-map under the
evolution φ. Notice that defining the smooth map
β : B1(0)×B2(0)→ B2(0), β(x, y) = φ−1(x, y)
implies β(x, α(x, y)) = y.
Let x0 ∈ Q be an arbitrary point. Then it is possible find an open set U˜ ⊆ Q containing
x0 and a chart Φ : U˜ → B2(0), such that Φ(x0) = 0. Set U := Φ−1(B1(0)).
Define smooth maps αU , βU : U ×Q→ Q by{
αU(x, y) := y, y 6= U˜ ,
αU(x, y) := Φ
−1(α(Φ(x),Φ(y))), y ∈ U˜
and similarly for β. Then αU(x, x) = x0 for all x ∈ U and βU(x, αU(x, y)) = y. Define
τ : pi−1(U)→ U × Ωx0Q, c 7→ (c(0), ψ(c)),
where ψ(c)(t) = αU(c(0), c(t)). It is not difficult to see that τ is well-defined and smooth
since τ basically arises as a precomposition with a diffeomorphism. Furthermore τ is a
diffeomorphism since a smooth inverse can be constructed in a similar fashion with the
help of βU .
3.2 Construction of the connection
In this section we will endow the locally trivial fiber bundle pi : ΛQ→ Q with a connection
in the sense of Appendix A, whose construction the author has learned from Matthias
Schwarz.
Consider the locally trivial fiber bundle pi : ΛQ→ Q. The vertical space at c ∈ ΛQ takes
the form
T Vc ΛQ := ker dpi(c) = {η ∈ TcΛQ | η(0) = 0} .
In order to define a horizontal lift
LHc : Tc(0)Q→ TcΛQ
it seems natural to parallel-translate the vector in Tc(0)Q along the curve c. Unfortunately
parallel transport along a closed curve does not in general induce the identity on the
corresponding tangent space. We can identify
ΛQ =
{
c ∈ W 1,2(I,Q)
∣∣∣∣ c(−12
)
= c
(
1
2
)}
, I :=
[
−1
2
,
1
2
]
,
and choosing a smooth cutoff function β : R→ R satisfying
β(0) = 1, β(t) = 0 for |t| ≥ 1
4
,
allows us to define
(3.1) LH(ξ)(t) = β(t)P tc(ξ), ξ ∈ Tc(0)Q,
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where P tc(ξ) denotes the unique vector field ζ along c, satisfying
∇tζ = 0 in L2, ζ(0) = ξ,
and ∇t denotes the Levi-Civita covariant derivative of gQ along c, see Lemma 9.24.
Proposition 3.3. The expression (3.1) defines a smooth connection on the locally trivial
fiber bundle ΛQ→ Q in the sense of Appendix A. Furthermore we have
‖LH‖L∞ ≤
√
‖β‖2L∞ + ‖β′‖2L∞ .
Proof: Let c0 ∈ ΛQ be smooth and set x0 := c0(0). The constructions of Section 3.1
together with the charts of [AF07] allow us to produce a fiber bundle chart
(3.2) O
pi

ψ
∼=
// U˜ ×W ⊆ Rn × F
pr1

U
φ
∼=
// U˜
,
where O is an open neighborhood of c0 in ΛQ, φ : U → U˜ ⊆ Rn is a chart around x0 and
W =
{
γ ∈ W 1,2(I,Rn)
∣∣∣∣ ‖γ‖L∞ < ε, γ(0) = 0, γi(−12
)
ei
(
−1
2
)
= γi
(
1
2
)
ei
(
1
2
)}
for some ε > 0, (γi) denote the component functions of γ and a smooth frame {ei} along
c0. (For the sake of notational brevity in this proof Einstein’s summing convention is
used.) Notice
F =
{
γ ∈ W 1,2(I,Rn)
∣∣∣∣ γ(0) = 0, γi(−12
)
ei
(
−1
2
)
= γi
(
1
2
)
ei
(
1
2
)}
.
Explicitly, we have
ψ−1(z, γ)(t) = βU˜(φ(z), expc0(t) γ
i(t)ei(t)), t ∈ I, (z, γ) ∈ U˜ ×W.
In these coordinates the maps, parametrized by c ∈ O,
W 1,2(I, c∗TQ)→ Tc(0)Q⊕ L2(I, c∗TQ), ξ 7→ (ξ(0),∇tξ)
read, with ψ(c) = (z, γ),
L(z, γ) : Rn ⊕W 1,2Ω (I,Rn)→ Rn ⊕ L2(I,Rn), (y, v) 7→ (y, v˙ + F (·, z, γ(·))[y, v]),
for a smooth map
F : I × U ×Bε(0)→ L(Rn ⊕Rn,Rn)
satisfying
‖F (t, x, y)− F (t, x′, y′)‖ ≤ const(1 + ‖x‖+ ‖y‖)
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and where
W 1,2Ω (I,R
n) =
{
ξ ∈ W 1,2(I,Rn) | ξ(0) = 0} .
Due to Lemma 9.24 and the closed graph theorem L(z, γ) is an isomorphism with inverse
of the form
Rn ⊕ L2(I,Rn)→ Rn ⊕W 1,2Ω (I,Rn), (a, u) 7→ (a,G(z, γ)[a, u])
for a bounded linear map G(z, γ) ∈ L(Rn ⊕ Rn,Rn). By the smooth dependence of the
solutions of ODEs on initial data and the right hand side the map (z, γ) 7→ G(z, γ) is
smooth. Thus in our coordinates the horizontal lift takes the form
U ×W ×Rn → U ×W × (Rn ⊕ F), (z, γ, a) 7→ (z, γ, a, β(·)G(z, γ)[a, 0]),
proving the first claim. Notice furthermore, by (3.1) and taking into account that parallel
translation is length-preserving,
‖LHc ξ‖L2 ≤ ‖β‖L∞‖ξ‖L2 and ‖∇t(LHc ξ)‖L2 ≤ ‖β′‖L∞‖ξ‖L2
for c ∈ Q and ξ ∈ TcQ, where we have used ∇t(LHc )(t) = β′(t)P tc(ξ). This completes the
proof.
3.3 The Palais-Smale condition for X
Let (Q, g) be a closed Riemannian manifold. Let k ≥ 4 be a fixed integer and let v ∈
Ck(R/Z×Q) be given. Introduce the function
F : ΛQ→ R, c 7→
∫ 1
0
‖c˙(t)‖2g + v(t, c(t)) dt.
It is not difficult to see that F is a Ck function, for instance proceeding in a similar way
as in the proof of Proposition 3.1 in [AF07]. The purpose of this section is to prove that
for the function F the Palais-Smale condition for X introduced in Definition 2.1 holds.
Let (ck) be a Palais-Smale sequence for X. Suppose the sequence (xk), where xk = pi(ck),
is constant and equal to x0. The Palais-Smale condition of the function F restricted to
the fiber pi−1(x0) = Ωx0Q implies the compactness of the sequence (ck). The situation in
the general case is a little more difficult, since after selecting a subsequence the sequence
(xk) converges and thus the fibers pi−1(xk) approach a single fiber. Consequently we can,
with a little care, make use of the ordinary techniques of proving that the Palais-Smale
condition holds in a fixed fiber.
We start with a simple technical lemma that is probably well-known.
Lemma 3.4. Let L : X → Y be a continuous map between Banach spaces X and Y .
Suppose that (xk) is a sequence in X converging weakly to x in X and s.t. Lxk converges
to y. Then Lx = y.
Proof: By the continuity of L xk ⇀ x in X as k →∞ implies Lxk ⇀ Lx in Y as k →∞.
But also Lxk ⇀ y in Y as k →∞. By the uniqueness of weak limits we have Lx = y.
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Corollary 3.5. Let (ck) be a bounded sequence in W 1,2([0, 1]). By the theorem of Arzela-
Ascoli after selecting a subsequence (not relabeled) (ck) converges to some c ∈ C0([0, 1])
in C0. Claim: c ∈ W 1,2([0, 1]).
Proof: The spaceW 1,2([0, 1]) is reflexive. Thus any bounded sequence is weakly compact,
i.e. there is a c˜ ∈ W 1,2 and a subsequence (ckn) s.t. ckn ⇀ c˜ in W 1,2([0, 1]) as n → ∞.
Next apply Lemma 3.4 to the inclusion map L : W 1,2([0, 1]) ↪→ C0([0, 1]), xn = ckn , x = c˜
and y = c. Thus c˜(t) = c(t) for any t ∈ [0, 1], i.e. c = c˜ ∈ W 1,2([0, 1]).
Next we derive the main proposition of this section.
Proposition 3.6. Let (Q, g) be a closed Riemannian manifold and fix a function v as
above. Suppose (ck) is a sequence in ΛQ, s.t.
1. the sequence (F(ck)) is bounded,
2. the sequence ‖∇VF(ck)‖gΛQ is infinitesimal.
Then (ck) is compact.
Proof: The proof extends the proof of Proposition 3.2 in [AF07]. It would have also been
possible to follow [FK72], combining Theorem 3.7 and Section 8.3.
First notice
E(ck) = 1
2
∫ 1
0
‖c˙k(t)‖2 dt ≤ F(ck) + ‖v‖L∞ ,
so that 1. implies a uniform energy bound on the sequence (ck). Together with the com-
pactness of Q the theorem of Arzela-Ascoli allows us to find a subsequence (still denoted
by (ck)) and c ∈ C0(R/Z, Q), s.t. ck → c in C0. By Corollary 3.5 c ∈ W 1,2(R/Z, Q). In
particular the sequence (xk) with xk = pi(ck) = ck(0) converges to some x ∈ Q. Necessar-
ily pi(c) = x.
Fix some c0 sufficiently C0-close to c and construct a chart ψ−1 as in the previous section
(using the same notation), see (3.2). There is a k0, s.t. we can find z, zk ∈ U˜ (k ≥ k0)
and ξ, ξk ∈ W, s.t.
ψ(c) = (z, ξ) and ψ(ck) = (zk, ξk) (k ≥ k0).
Then conditions 1. and 2. imply
1. zk converges to z,
2. the sequence (ξk) is bounded in W 1,2, converges to ξ strongly in C0 and weakly in
W 1,2
3. ‖D2A(zk, ξk)‖ → 0 as k →∞.
For the last point we have defined the Ck-map A by
A : U˜ ×W → R, (y, β) 7→ EP,w(ψ−1(y, β)),
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which can be written as
A(y, β) =
∫ 1
0
L(t, y, β(t), β˙(t)) dt
for some Ck-function
L : [0, 1]×Bε1(0)×Bε2(0)×Rn → R, (t, y, q, p) 7→ L(t, y, q, p),
satisfying the conditions
DppL(t, y, q, p)[η, η] ≥ l0‖η‖2,(3.3)
‖DppL(t, y, q, p)‖ ≤ l1,(3.4)
‖DpL(t, y, q, p)‖ ≤ l1(1 + ‖p‖),(3.5)
‖DqL(t, y, q, p)‖ ≤ l1(1 + ‖p‖2),(3.6)
for some positive constants l0 and l1 independent of
(t, y, q, p) ∈ [0, 1]×Bε1(0)×Bε2(0)×Rn.
Inequality (3.3) implies that for any t ∈ [0, 1] the quantity l0‖ξ˙k(t)− ξ˙(t)‖2 is bounded by∫ 1
0
DppL(t, zk, ξk(t), ξ˙(t) + s(ξ˙k(t)− ξ˙(t)))[ξ˙k(t)− ξ˙(t), ξ˙k(t)− ξ˙(t)] ds,
which by the fundamental theorem of calculus equals
DpL(t, zk, ξk(t), ξ˙k(t))[ξ˙k(t)− ξ˙(t)]−DpL(t, zk, ξk(t), ξ˙(t))[ξ˙k(t)− ξ˙(t)].
Integrating w.r.t. t ∈ [0, 1] allows us to conclude
(3.7) l0‖ξ˙k − ξ˙‖2L2 ≤
∫ 1
0
DpL(t, zk, ξk, ξ˙k)[ξ˙k − ξ˙] dt−
∫ 1
0
DpL(t, zk, ξk, ξ˙)[ξ˙k − ξ˙] dt.
The second term goes to 0 as ξ˙k converges to ξ˙ weakly in L2 as k →∞ and DpL(t, zk, ξk, ξ˙)
converges strongly to DpL(t, z, ξ, ξ˙) in L2 for k → ∞. Here we have used the inequality
(3.5) and the convergence zk → z (k →∞) to utilize Lebesgue’s dominated convergence
theorem. Notice furthermore
D2A(y, ξ)[η] =
∫ 1
0
DqL(t, y, ξ, ξ˙)[η] +DpL(t, y, ξ, ξ˙)[η˙] dt.
Thus the first term in equation (3.7) equals
D2A(zk, ξk)[ξk − ξ]−
∫ 1
0
DqL(t, zk, ξk, ξ˙k)[ξk − ξ] dt.
The first term goes to 0 as ξk − ξ is bounded in W 1,2 and D2A(zk, ξk) → 0 as k → ∞.
Moreover inequality (3.6) together with ‖ξk−ξ‖L∞ → 0 as k →∞, by another application
of Lebesgue’s dominated convergence theorem, shows that the second term goes to zero
as well.
We conclude
‖ξ˙k − ξ˙‖2L2 → 0 as k →∞,
finishing the proof.
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3.4 Perturbing the geodesic energy functional
Given a Riemannian manifold (Q, g) the geodesic energy functional
E : ΛQ→ Q, c 7→ 1
2
∫ 1
0
‖c˙(t)‖2g dt
is not a Morse function (unless dim Q = 0.). Indeed, any non-constant critical point of E
is not isolated due to the R/Z-action on the critical set of E . However critical points of a
Morse function are always isolated. Regarding points in Q as trivial closed geodesics, Q
embeds into Crit E and leads to a degeneracy of E .
In order to set up Morse homology for the energy functional one is either forced to use
Morse-Bott homology or work with suitable perturbations of E . This section follows the
second path, even though it would be perfectly feasible to construct the Leray-Serre
spectral sequence in Morse-Bott homology for E .
For a proof that Morse functions on a finite-dimensional smooth manifold are dense, see
Section 5.5 in [BH04]. For a related discussion in semi-Riemannian geometry see [BJP09].
The following lemma will form the basis for the subsequent discussion.
Lemma 3.7. Let Y be a Hilbert manifold and f ∈ C2(Y ). Then df intersects the zero
section of T ∗Y transversely iff f is Morse.
Proof: Let Ay : TyY → TyY, y ∈ Crit(f) denote the operator defined by
〈Ayξ, η〉 = Hessf (y)(ξ, η), ξ, η ∈ TyY.
Then f is Morse iff Ay is an isomorphism for every y ∈ Crit f and df intersects the zero
section of T ∗Y transversely iff Ay is a left inverse for every y ∈ Crit(f). It thus suffices to
show that if Ay is a left inverse, then it is an isomorphism. Notice that
kerAy ∼= imA∗y⊥,
where A∗y denotes the Hilbert space adjoint of Ay. But Ay is symmetric by the commuta-
tivity of second derivatives. Thus the kernel of Ay is isomorphic to its cokernel, which is
trivial.
Recall that a subset of a metric space is said to be generic if it is the countable intersection
of dense open subsets. A generic set is dense by Baire’s theorem. For any v ∈ Ck(R/Z×Q)
it is possible to define a Ck-function Fv : ΛQ→ R by
(3.8) Fv(c) :=
∫ 1
0
1
2
‖c˙(t)‖2 + v(t, c(t)) dt, c ∈ ΛQ,
The following Theorem should be well-known to experts.
Theorem 3.8. Let (Q, g) be a closed Riemannian manifold and k ≥ 2.
1. The set of all v ∈ Ck(R/Z×Q), s.t. the function Fv defined by (3.8) is Morse on
ΛQ, is generic.
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2. Fix any q ∈ Q. Then the set of all v ∈ Ck(R/Z × Q), s.t. the function Fv defined
by (3.8) is Morse when restricted to ΩqQ, is generic, where ΩqQ denotes the based
loop space at q.
3. Let f be a fixed Morse function on Q. The set of all v ∈ Ck(R/Z × Q), s.t. the
function Fv defined by (3.8) is Morse when restricted to pi−1(Crit f), is generic,
where pi(c) = c(0) for any c ∈ ΛQ.
Remark 3.9. Using an argument of Taubes it is also possible to obtain genericity of the
aforementioned properties in C∞(R/Z×Q), see for instance [FHS95], page 19.
We will only prove assertion 1. of the theorem, as 2. is completely analogous and 3.
immediately follows from 2. since
pi−1(Crit(f)) =
⋃
q∈Crit f
ΩqQ
and the set Crit f is countable (even finite). Set B = ΛQ,W := T ∗ΛQ, P := Ck(R/Z×Q)
and s(c, v) = dFv(c). In order to prove Theorem 3.8 we use Theorem 6.4. Condition (i) is
proved in Lemma 3.12, whereas 3.10 contains condition (ii). Since ΛQ and Ck(R/Z×Q)
are second-countable condition (iii) of Theorem 6.4 is automatically satisfied.
Lemma 3.10. Suppose s(c, v) = 0. Then
Dvertsv(c) : W
1,2(c∗TQ)→ W 1,2(c∗(T ∗Q))
is Fredholm of index 0.
Proof: It suffices to show that Dvertsv(c) is Fredholm, as Dvertsv(c) corresponds to the
Hessian of Fv and is consequently symmetric, in particular of index 0.
The Hessian of Fv at c is given by
HesscFv(ξ, ξ) =
∫ 1
0
‖∇tξ(t)‖2 + 〈c˙(t), R(ξ(t), c˙(t))ξ(t)〉+ Hessc(t)v(t, c(t))(ξ(t), ξ(t)) dt,
where ξ ∈ W 1,2(c∗TQ) and R denotes the Riemann curvature tensor of the metric g. The
Hessian of v only depends on the Q-variable and uses the Levi-Civita connection of g for
its definition. Consequently one can write HesscFv as Id+k for some symmetric operator
k : W 1,2(c∗TQ)→ W 1,2(c∗TQ)
satisfying
〈kξ, ξ〉 =
∫ 1
0
−‖ξ(t)‖2 + 〈c˙(t), R(ξ(t), c˙(t))ξ(t)〉+ Hessc(t)v(t, c(t))(ξ(t), ξ(t)) dt,
for any ξ ∈ W 1,2(c∗TQ). Thus, arguing similarly to Theorem 8.2, page 191, Appendix
of [FK72], it is easy to see that k is compact. By Lemma 2.13 of [Sch93] Dvertsv(c) is
semi-Fredholm. By the self-adjointness of Dvertsv(c) it is even Fredholm.
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Lemma 3.11. Let c ∈ ΛQ be arbitrary. For every non-zero η ∈ W 1,2(c∗(TQ)) there is a
w ∈ C∞(R/Z×Q) with ∫ 1
0
dqw(t, c(t)).η(t) dt 6= 0,
where dq denotes the exterior derivative only w.r.t. the Q-variable.
Proof: The proof of this lemma is just a slight modification on the proof of the funda-
mental lemma of the calculus of variations.
Since η is non-zero there is a t0 ∈ R with η(t0) 6= 0. Let φ : U → U ′ ⊆ Rn be a chart
around c(t0), mapping c(t0) ∈ Q to 0 ∈ Rn. Let c¯ = φ−1 ◦ c : I := c−1(φ−1(U ′)) → U ′
and η¯ : I → Rn be the local representations of c and η. Notice that, by continuity of c, I
contains an open neighborhood of t0. Let furthermore x denote the coordinate on U ′ and
〈., .〉e as well as ‖.‖e denote the standard Euclidean inner product and norm on Rn.
Choose δ > 0 and ε > 0, s.t.
• B2ε(0) ⊆ U ′,
• [t0 − δ, t0 + δ] ⊆ I,
• c¯([t0 − δ, t0 + δ]) ⊆ Bε(0),
• ‖η¯(τ)− η¯(t0)‖e ≤ 12‖η¯(t0)‖e for all τ ∈ [t0 − δ, t0 + δ].
Fix a smooth cutoff function φ : R → [0, 1] satisfying φ(s) = 1 for |s| ≤ 1 and φ(s) = 0
for |s| ≥ 2. Define a smooth function w˜ : R/Z× U ′ → R by
w˜(t, x) = φ
(
2(t− t0)
δ
)
φ
(‖x‖e
ε
)
〈η¯(t0), x〉.
Notice that dxw˜(t, x) = φ
(
2(t−t0)
δ
)
η¯(t0) for x ∈ Bε(0). Define w ∈ C∞(R/Z)×Q by
w(q) :=
{
w˜(φ(q)), q ∈ U,
0, otherwise.
Hence one obtains∫ 1
0
dqw(τ, c(τ)).η(τ) dτ =
∫ t0+δ
t0−δ
dxw˜(τ, c¯(τ)).η¯(τ) dτ
=
∫ t0+δ
t0−δ
〈η¯(t0), η¯(τ)〉e dτ
=
∫ t0+δ
t0−δ
‖η¯(t0)‖2e + 〈η¯(t0), η¯(τ)− η¯(t0)〉e dτ
≥
∫ t0+δ
t0−δ
‖η¯(t0)‖2e − ‖η¯(t0)‖e‖η¯(τ)− η¯(t0)‖e dτ
≥ δ‖η¯(t0)‖2e > 0.
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Lemma 3.12. Suppose s(c, v) = 0. Then
Dverts(c, v) : W 1,2(c∗TQ)⊕ Ck(R/Z×Q)→ W 1,2(c∗(T ∗Q))
is surjective.
Proof: A := Dverts(c, v) : W 1,2(c∗(TQ))⊕ Ck(R/Z×Q)→ W 1,2(c∗(T ∗Q)) reads
A(ξ, w)(η) =
∫ 1
0
〈∇tξ(t),∇tη(t)〉+ 〈c˙(t), R(ξ(t), c˙(t))η(t)〉
+ Hessc(t)v(t, c(t))(ξ(t), η(t)) + 〈∇w(t, c(t)), η(t)〉 dt.
for ξ, η ∈ W 1,2(c∗(TQ)) and w ∈ Ck(R/Z×Q). Apparently A is surjective iff for every
η ∈ W 1,2(c∗(TQ))\ {0}
there exists (ξ, w) ∈ W 1,2(c∗(TQ))⊕ Ck(R/Z×Q), s.t. 〈A(ξ, w), η〉 6= 0.
The preceding lemma implies the claim (using ξ ≡ 0).
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Chapter 4
The free loop space of a principal
bundle
This chapter treats our second main example which is particularly interesting as not only
the fiber but also the base of our locally trivial fiber bundle is infinite dimensional.
More precisely let G be a connected compact Lie group and let pi0 : P → Q be a compact
principal G-bundle. In Section 4.1 we will show that pi := Λ(pi0) : ΛP → ΛQ is a locally
trivial fiber bundle. In order to set up a Leray-Serre pair we use functions (f,F) of the
form
f(γ) =
1
2
∫ 1
0
‖γ˙(t)‖2 + V (t, γ(t)) dt, γ ∈ ΛQ,
and
F(c) = 1
2
∫ 1
0
‖c˙(t)‖2 +W (t, c(t)) dt, c ∈ ΛP,
with V ∈ Ck(R/Z × Q) and W ∈ Ck(R/Z × P ). Section 4.4 shows that for generic
V and W the function f is Morse and the function F is Morse on the critical fibers of
f˜ = pi∗f. Furthermore smooth fiber bundle connections on pi0 induce smooth connections
on pi which satisfy the bound (2.3), see Section 4.2. The proof that the Palais-Smale
condition for the Leray-Serre pair (f,F) holds can be found in Section 4.3.
4.1 Local triviality
We start by showing the local triviality of pi : ΛP → ΛQ mentioned in the introduction.
The treatment is similar to (in fact somewhat simpler than) Section 3.1, so we will be
brief on some details.
Proposition 4.1. Let G be a compact connected Lie group and let pi0 : P → Q be a
principal G-bundle. Then pi := Λ(pi0) : ΛP → ΛQ is a locally trivial fiber bundle (of
Hilbert manifolds) with typical fiber ΛG.
Remark 4.2. The proposition continues to hold for non-connected G provided that for
any (continuous) map γ : R/Z → Q the induced G-bundle γ∗P over R/Z is trivial, for
instance if pi1(Q) is trivial. The compactness assumption on G could also be relaxed.
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Furthermore with a little more care one could conclude that pi : ΛP → ΛQ is even a
principal ΛG-bundle. However we will not need that.
Proof: Endowing P and Q with complete metrics provides us, in particular, with a
connection on the fiber bundle P → Q. (One could choose the metric on P to be G-
invariant and even obtain a G-connection on the principal bundle P → Q, but we shall
not need that.)
Fix γ ∈ ΛQ. Since G is connected we can find a smooth trivialization τ : γ∗P → R/Z×G
of the bundle γ∗P. Let U be a C0-small coordinate neighborhood of γ in ΛQ. After possibly
shrinking U the exponential map provides us with a smooth map
U × [0, 1]→ U, (c, λ) 7→ cλ,
s.t. c0 = c and c1 = γ for all c ∈ U. Consider, for any σ ∈ pi−1(U) and t ∈ R/Z the ODE
(4.1)
{
α(σ, 0, t) = σ(t),
∂α
∂λ
(σ, λ, t) = LHα(σ,λ,t).
d
dλ
(pi ◦ σ)λ(t),
where for given p ∈ P the expression LHp denotes the horizontal lift Tpi0(p)Q → TpP
given by the connection. The time 1-map of the flow of(4.1) gives rise to a smooth map
ψ : pi−1(U) → pi−1(U). Notice that pi(ψ(σ)) = γ. Using τ we can construct the desired
trivialization
T : pi−1(U)→ U × ΛG
via T (σ) = (pi(σ), g), where g ∈ ΛG is defined by τ(ψ(σ)(t)) = (γ(t), g(t)).
4.2 Construction of the connection
Let G be a compact connected Lie group and let pi0 : P → Q be a compact principal
G-bundle. We have seen in Section 4.1 that pi = Λ(pi0) : ΛP → ΛQ can be equipped with
the structure of a locally trivial fiber bundle with typical fiber ΛG. As usual, we work
with the W 1,2−topology on the respective free loop spaces (induced from metrics on the
compact manifolds P and Q).
Clearly, since the vertical space at p ∈ P reads VpP = ker dpi0 the vertical space at c ∈ ΛP
is easily identified as
VcΛP = ker dpi =
{
ξ ∈ TcΛQ = W 1,2(R/Z, c∗TP ) | ξ(t) ∈ Vc(t)P for all t ∈ R/Z
}
.
Suppose a connection on P is given via a smooth family of horizontal lifts
{
LˆHp
}
p∈P
.
Then we define for every c ∈ ΛP a potential horizontal lift LHc : Tpi(c)ΛQ→ TcΛP by
(4.2) (LHc ξ)(t) = Lˆ
H
c(t)ξ(t), t ∈ R/Z, ξ ∈ Tpi(c)ΛQ.
Then we have the following
Lemma 4.3. The maps
{
LHc
}
c∈ΛP defined by (4.2) give rise to a connection on pi : ΛP →
ΛQ in the sense of Appendix A. More precisely the following holds:
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1. The following inequality holds
‖LHc ‖ ≤
√
3‖LˆH‖2L∞ + 4‖∇LˆH‖2L∞E(c), c ∈ ΛP.
Thus we obtain the required bound (2.3) on the connection .
2. For every c ∈ ΛP there is a fiber bundle chart ψ and a smooth map
A : U˜ ×W → L(B,F),
s.t. for any c ∈ O we have
dψ(c) ◦ LHc ◦ dφ(pi(c))−1[ξ] = (ξ, A(ψ(c))[ξ]), ξ ∈ B,
where B is a local model for ΛQ and F is a local model for ΛG.
Before coming to the proof we will introduce the fiber bundle charts required for part 2,
adapting the approach of [AF07], Appendix A, to our case.
Let c0 be a smooth curve R/Z→ P and define γ0 := pi(c0) ∈ C∞(R/Z, Q). Let {ei}i=1,...,n
be a smooth frame along γ0 (n = dimQ). Define maps
τ : [0, 1]×Rn → [0, 1]×Q, (t, x) 7→ (t, expγ0(t)(xiei(t))),
where x = (x1, . . . xn) ∈ Rn, and
λ : [0, 1]×Rn × g→ [0, 1]× P, (t, x, ξ) 7→ (t, σt,x(1).eξ),
where g = Lie(G), e : g→ G denotes the exponential map and σ is defined by solving the
ODE (t ∈ [0, 1] and x ∈ Rn serve as parameters){
σt,x(0) = c0(t),
dσt,x
ds
(s) = LˆHσt,x(s)d expγ0(t)(sx
iei(t))[x
iei(t)].
Obviously the identity λ(t, 0, 0) = c0(t) holds. Furthermore we have
1. the following diagram commutes:
(4.3) [0, 1]×Rn × g
pr1×pr2

λ // [0, 1]× P
id×pi0

[0, 1]×Rn τ // [0, 1]×Q
2. there are positive constants ε1 and ε2, s.t. τ is a diffeomorphism of [0, 1] × Bε1(0)
onto its image, where Bε1(0) denotes the ε1-ball in Rn, and λ is a diffeomorphism
of [0, 1] × Bε1(0) × Bε2(0) onto its image, where Bε2(0) denotes the ε2-ball in g.
Furthermore dτt, dτ−1t , dλt and dλ
−1
t can be assumed to be bounded independently
of t ∈ [0, 1], where τt := τ(t, ·) and λt := λ(t, ·, ·).
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Define
V0 :=
{
(x, y) ∈ Rn ⊕Rn | xiei(0) = yjej(1)
}
as well as
W 1,2V0 ([0, 1], Bε1(0)) :=
{
α ∈ W 1,2([0, 1],Rn) | ‖α‖L∞ < ε1, (λ(0), λ(1)) ∈ V0
}
.
Then it is readily seen that the map
ψ−1 : U˜ ×W → W 1,2(R/Z, P ), (α, β) 7→ (t 7→ pr2 ◦ λ(t, α(t), β(t)))
is a diffeomorphism onto its image which we will denote as O, where we put
U˜ := W 1,2V0 ([0, 1], Bε1(0)) and W := W
1,2(R/Z, Bε2(0)).
Furthermore,
φ−1 : U˜ → W 1,2(R/Z, Q), α 7→ (t 7→ pr2 ◦ τ(t, α(t)))
is also an isomorphism onto its image U, making the following diagram commute
O
pi

ψ
∼=
// U˜ ×W ⊆ B× F
pr1

U
φ
∼=
// U˜
Comparing to the diagram (9.21) we see that we have constructed a suitable fiber bundle
chart for the local models
B := W 1,2V0 ([0, 1],R
n) :=
{
α ∈ W 1,2([0, 1],Rn) | (λ(0), λ(1)) ∈ V0
}
and F = W 1,2(R/Z, g) respectively.
Proof: (of Lemma 4.3)
1. Notice for c ∈ ΛQ and ξ ∈ Γ((pi(c))∗TQ)
‖LHc ξ‖L2 =
√∫ 1
0
‖LˆHc(t)ξ(t)‖2 dt ≤ ‖LˆH‖L∞‖ξ‖L2 .
Also we have
(∇t(LHc ξ))(t) = ∇LˆHc(t)[c˙(t), ξ(t)] + LˆHc(t)∇tξ(t).
In particular
‖∇t(LHc ξ)‖L2 ≤ ‖∇LˆH‖L∞‖c˙‖L2‖ξ‖L∞ + ‖LˆH‖L∞‖∇tξ‖L2 ,
completing the proof of part 1.
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2. For fixed t ∈ [0, 1] diagram (4.3) becomes
Rn × g
pr1

λt // P
pi0

Rn
τt // Q
Differentiating at p = λt(x, ξ) and q = τt(x, ξ) yields the commutative diagram
(4.4) Rn ⊕ g
pr1

dλt(x,ξ) // TpP
dpi0(p)

Rn
dτt(x) // TqQ
Notice furthermore the equation
idTqQ = dpi0(p) ◦ LˆHp .
Next define
L˜Ht,x,ξ : R
n → Rn ⊕ g, L˜Ht,x,ξ := dλt(x, ξ)−1 ◦ LˆHt,x,ξ ◦ dτt(x).
According to the direct sum Rn ⊕ g we can write
L˜Ht,x,ξ.v = (C(t, x, ξ).v, B(t, x, ξ).v).
Notice that the commutativity of (4.4) and the equation idTqQ = dpi0(p) ◦ LˆHp imply
C(t, x, ξ) = pr1 ◦ L˜Ht,x,ξ
= pr1 ◦ dλt(x, ξ)−1 ◦ LˆHt,x,ξ ◦ dτt(x)
= dτt(x)
−1 ◦ dpi0(p) ◦ LˆHt,x,ξ ◦ dτt(x)
= dτt(x)
−1 ◦ dτt(x) = idRn
Thus we have
(4.5) L˜Ht,x,ξ.v = (v,B(t, x, ξ).v).
In the fiber bundle chart introduced above the local representation of LHψ−1(α,β) reads
W 1,2V0 ([0, 1],R
n)→ W 1,2V0 ([0, 1],Rn)⊕W 1,2(R/Z, g), ζ 7→ (t 7→ L˜Ht,α(t),β(t).ζ(t))
for (α, β) ∈ U˜ ×W. Equation (4.5) allows us to rewrite
(t 7→ L˜Ht,α(t),β(t).ζ(t)) = (ζ, (t 7→ B(t, α(t), β(t)).ζ(t))).
Since we have bounds on the L∞-norms of all derivatives of B we can conclude that
A defined by (A(α, β).ζ) (t) = B(t, α(t), β(t)) is smooth and puts LH locally into
the correct form.
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4.3 The Palais-Smale condition for X
The purpose of this section is to prove that the function
EP,w(c) :=
∫ 1
0
1
2
‖c˙(t)‖2gP + w(t, c(t)) dt, c ∈ ΛP,
where w ∈ Ck(R/Z × P ) is given and k is integral, sufficiently large and fixed, satisfies
the Palais-Smale condition for X introduced in Definition 2.1. ΛP and ΛQ are endowed
with their usual W 1,2-metrics coming from fixed Riemannian metrics on their respective
bases.
The treatment is similar to Section 3.3. Of course a little more care has to be taken as
the base is no longer compact. More precisely we have
Proposition 4.4. Let G and pi0 : P → Q be as in Section 4.1 and fix a function w as
above. Suppose (ck) is a sequence in ΛP, s.t.
1. the sequence (γk) converges, where γk := pi(ck),
2. the sequence EP,w(ck) is bounded,
3. the sequence ‖∇V EP,w(ck)‖gΛP is infinitesimal.
Then (ck) is compact.
Proof: The proof extends the proof of Proposition 3.2 in [AF07].
By the compactness of P and the uniform energy bound on (ck) coming from 1. the
theorem of Arzela-Ascoli enables us to find a subsequence (still denoted by ck) and c ∈
C0(R/Z, P ), s.t. ck → c in C0. By Corollary 3.5 c ∈ W 1,2(R/Z, P ). Furthermore we know
that γk converges to some γ ∈ ΛQ in W 1,2. Necessarily pi(c) = γ.
Fix some c0 sufficiently C0-close to c and construct a chart ψ−1 as in Section 4.2. There
is a k0, s.t. for k ≥ k0 and all t ∈ [0, 1] we have ck(t) ∈ λt(Bε1(0)×Bε2(0)). In particular
we can find γ˜, γ˜k ∈ U˜ (k ≥ k0) and ξ, ξk ∈ W, s.t.
ψ(c) = (γ˜, ξ) and ψ(ck) = (γ˜k, ξk) (k ≥ k0).
Then conditions 1.-3. imply
1. γ˜k converges to γ˜ in W 1,2,
2. the sequence (ξk) is bounded in W 1,2, converges to ξ strongly in C0 and weakly in
W 1,2,
3. ‖D2A(γ˜k, ξk)‖ → 0 as k →∞.
For the last point we have defined the Ck-map A by
A : U˜ ×W → R, (α, β) 7→ EP,w(ψ−1(α, β)),
which can be written as
A(α, β) =
∫ 1
0
L(t, α(t), α˙(t), β(t), β˙(t)) dt
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for some Ck-function
L : [0, 1]×Bε1(0)×Rn ×Bε2(0)× g→ R, (t, q, V, p,W ) 7→ L(t, q, V, p,W )
satisfying the conditions
DWWL(t, q, V, p,W )[η, η] ≥ l0‖η‖2,(4.6)
‖DWWL(t, q, V, p,W )‖ ≤ l1,(4.7)
‖DWL(t, q, V, p,W )‖ ≤ l1(1 + ‖V ‖+ ‖W‖),(4.8)
‖DpL(t, q, V, p,W )‖ ≤ l1(1 + ‖V ‖2 + ‖W‖2),(4.9)
for some positive constants l0 and l1 independent of
(t, q, V, p,W ) ∈ [0, 1]×Bε1(0)×Rn ×Bε2(0)× g.
From now on we will drop the tildes for notational convenience.
Inequality (4.6) implies that for any t ∈ [0, 1] the quantity l0‖ξ˙k(t)− ξ˙(t)‖2 is bounded by∫ 1
0
DWWL(t, γk(t), γ˙k(t), ξk(t), ξ˙(t) + s(ξ˙k(t)− ξ˙(t)))[ξ˙k(t)− ξ˙(t), ξ˙k(t)− ξ˙(t)] ds
which by the fundamental theorem of calculus equals
DWL(t, γk(t), γ˙k(t), ξk(t), ξ˙k(t))[ξ˙k(t)− ξ˙(t)]−DWL(t, γk(t), γ˙k(t), ξk(t), ξ˙(t))[ξ˙k(t)− ξ˙(t)].
Integrating w.r.t. t ∈ [0, 1] allows us to conclude
(4.10)
l0‖ξ˙k − ξ˙‖2L2 ≤
∫ 1
0
DWL(t, γk, γ˙k, ξk, ξ˙k)[ξ˙k − ξ˙] dt−
∫ 1
0
DWL(t, γk, γ˙k, ξk, ξ˙)[ξ˙k − ξ˙] dt.
The second term goes to 0 as ξ˙k converges to ξ˙ weakly in L2 as k →∞ andDWL(t, γk, γ˙k, ξk, ξ˙)
converges strongly to DWL(t, γ, γ˙, ξ, ξ˙) in L2 for k →∞. Here we have used the inequality
(4.8) and the convergence ‖γk − γ‖W 1,2 → 0 (k → ∞) to apply Lebesgue’s dominated
convergence theorem.
Notice
D2A(γ, ξ)[η] =
∫ 1
0
DpL(t, γ, γ˙, ξ, ξ˙)[η] +DWL(t, γ, γ˙, ξ, ξ˙)[η˙] dt.
Thus the first term in equation (4.10) equals
D2A(γk, ξk)[ξk − ξ]−
∫ 1
0
DpL(t, γk, γ˙k, ξk, ξ˙k)[ξk − ξ] dt.
The first term goes to 0 as ξk − ξ is bounded in W 1,2 and D2A(γk, ξk) → 0 as k → ∞.
Furthermore inequality (4.9) together with ‖ξk − ξ‖L∞ → 0 as k → ∞, by another
application of Lebesgue’s dominated convergence theorem, shows that the second term
goes to zero as well.
We conclude
‖ξ˙k − ξ˙‖2L2 → 0 as k →∞,
finishing the proof.
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4.4 Perturbations of the geodesic energy functionals
Let pi0 : P → Q be a compact principal G-bundle where P, Q and G are compact.
Furthermore suppose that P and Q are equipped with Riemannian metrics gP and gQ,
respectively. Analogously to Section 3.4 we would like to perturb the geodesic energy
functionals on ΛP and ΛQ to make them non-degenerate according to the definition of a
Leray-Serre pair.
Fix k ∈ N and define for v ∈ Ck(R/Z×Q) the Ck-function
fQ,v(γ) :=
∫ 1
0
1
2
‖γ˙(t)‖2gQ + v(t, γ(t)) dt, γ ∈ ΛQ
on ΛQ. Similarly for w ∈ Ck(R/Z× P ) it is possible to define the following function
FP,w(c) :=
∫ 1
0
1
2
‖c˙(t)‖2gP + w(t, c(t)) dt, c ∈ ΛP.
Proposition 4.5. Let pi0 : P → Q be a principal G-bundle, where G is a compact
connected Lie group and P and Q are closed Riemannian manifolds turning pi0 into a
Riemannian submersion. For k ≥ 2 the following holds
1. The set of all v ∈ Ck(R/Z×Q), s.t. fQ,v is a Morse function on ΛQ, is generic.
2. Let v be a perturbation as in 1. The set of all w ∈ Ck(R/Z×P ), s.t. FP,w is Morse
on pi−1(Crit fQ,v) is generic, where pi = Λ(pi0).
Proof: Part 1. is just part 1. of Theorem 3.8. As the number of critical points of fQ,v is
countable it suffices to show that for any γ ∈ Crit(fQ,v) the set of all w ∈ Ck(R/Z× P )
turning FP,w into a Morse function on pi−1(γ) ∼= ΛG is generic. This can be proved in a
completely analogous manner to Theorem 3.8, completing the proof of part 2.
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Chapter 5
Compactness of the trajectory spaces
Matthias Schwarz’ book on Morse homology, [Sch93], serves as our basic reference for
Morse homology on finite-dimensional manifolds. When dealing with infinite-dimensional
examples, like Morse theory on the loop space of a compact manifold, some arguments
of [Sch93] have to be extended, more precisely the arguments for proving compactness
up to breaking of the moduli spaces of negative gradient flow trajectories (in the form of
Lemma 2.38) rely on the fact that the unit ball in a finite-dimensional Hilbert space is
compact, which is no longer true if the Hilbert space is of infinite dimension.
Abbondandolo and Majer overcome these difficulties in [AM04]. They discuss Morse
homology on a complete Banach manifold M where not only a Morse function f, but also
a hyperbolic vector field X is given. Their assume the following
1. f is a strict Lyapunov function for X and bounded from below,
2. the vector field X is hyperbolic,
3. the pair (f,X) satisfies the Palais-Smale condition, where they call a sequence (pn)
in M a Palais-Smale sequence if (f(pn)) is bounded and the sequence X[f ](pn) is
infinitesimal,
4. X has finite Morse indices.
Then their compactness arguments are roughly as follows. Due to the hyperbolicity of
X the flow (φt) of X near a rest point x of X is conjugated to a linear flow. As the
Morse index of x is finite the unstable manifold of X at x is finite-dimensional whereupon
the intersection of the unstable manifold of X at x with a sufficiently small closed ball
centered at x turns out to be compact. This is the starting point for generating convergent
subsequences. Furthermore they have to make use of the fact that the f -value is strictly
dropping along non-trivial flow lines, together with the Palais-Smale condition and its
simple corollary (also taking into account the hyperbolicity of X) that a finite f -window
contains only a finite number of rest points of X.
Let us return to the case of an admissible Leray-Serre pair (f,F), see Definition 2.1, and
consider the associated Leray-Serre vector field X. We have already deduced that X is
hyperbolic with finite Morse indices (see Chapter 2). However there seems to be no useful
Lyapunov function available. Of course f˜ = pi∗f is non-increasing along the flow, but it
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does not allow any control over
Crit f˜ =
⋃
b∈Crit f
Eb,
which in our examples, see Chapters 3 and 4, turns out to be infinite-dimensional.
We overcome these difficulties by utilizing the specific structure of X. Recall that X reads
X = −LH ◦ ∇f ◦ pi −∇VF ,
i.e. it is given as the superposition of a lifted negative gradient flow of the base and a
fiberwise negative gradient flow on the total space.
X should in some sense be regarded as a perturbation of the negative gradient flow of
F , restricted to Crit f˜ . Furthermore we have a very precise control over this perturbation
which is essentially just the negative gradient flow of f on the base, lifted to the total
space.
More precisely taking into account the assumptions of Definition 2.1 we derive bounds on
F and the L2-norm of ∇VF along an integral curve u of X in the spirit of [Sch93] only
depending on the F -value of the starting point and the length of the Morse trajectory pi◦u,
see Section 5.1. On the one hand these bounds allow us to generate Palais-Smale sequences
according to Definition 2.1 and on the other hand they are sharp enough to quantify
the defect of F being a strict Lyapunov function for X. Using these two insights the
compactness arguments of [AM04] can be adapted, see Section 5.2. Section 5.3 summarizes
the breaking behavior in the limit.
5.1 The fundamental L2-estimate
In standard Morse theory for a gradient field, the following identity, sometimes referred to
as energy identity, is of fundamental importance, in particular when proving completeness
and compactness:
(5.1)
∫ s1
s0
‖u′(s)‖2 ds = f(u(s0))− f(u(s1)), s1 > s0,
where u is an integral curve of −∇f. Furthermore, f strictly decreases along flow-lines of
−∇f, which turns out to be very useful in conjunction with the Palais-Smale condition.
When dealing with integral curves of the Leray-Serre vector field X,
X = −LH ◦ ∇f ◦ pi −∇VF ,
an equation like (5.1) is no longer true. Also, F will not decrease along flow lines of X in
general, as can be seen from simple examples.
However, it is possible to arrive at suitable estimates sufficient for our purposes by using
the differential form of the Gronwall lemma.
Let (f,F) be an admissible Leray-Serre pair. Notice
(5.2) X.F ≤ −‖∇VF‖2 + C2(1 + F)‖∇f ◦ pi‖,
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where we have taken into account the fact that ∇VF is vertical to deduce that
dF [∇VF ] = ‖∇VF‖2
holds. Furthermore we used the linear growth assumptions on ∇F and the horizontal lift
LH to arrive at the estimate (see inequality (2.2))
〈∇F , LH∇f〉 ≤ ‖∇F‖ ‖LH‖ ‖∇f ◦ pi‖ ≤ C2(1 + F)‖∇f ◦ pi‖.
With the help of inequality (5.2) we are able to prove the following lemma, obtaining
useful bounds on L2-energy and F . In particular, it is seen that the Leray Serre vector
field X is forward complete.
Lemma 5.1. Let (f,F) be an admissible Leray-Serre pair and suppose that a1, a2 > 0 are
given. Then there are positive constants C1, C2 and C3, s.t. for any p ∈ E with
f(pi(p)) ≤ a1 and F(p) ≤ a2
the maximal forward X-orbit of p, denoted by
u : [0, s+(p))→ E,
satisfies
(i) F(u(s)) ≤ C1 for any s ≥ 0
(ii)
∫ s+(p)
0
‖∇VF(u(σ))‖2 dσ ≤ C2,
(iii)
∫ s+(p)
0
‖X(u(σ))‖2 dσ ≤ C3.
In particular, by 3. the Leray-Serre vector field X is forward complete, i.e. s+(p) =∞.
Proof: 1. Inequality (5.2) yields the differential inequality
d(F ◦ u)
ds
≤ C2 (1 + F(u(s))) ‖∇f(pi ◦ u(s))‖,
which upon integration yields the bound
1 + F(u(s)) ≤ (1 + F(p)) eC2L, 0 ≤ s < s+(p),
where L = L(f˜(p)) is a bound for the length of the Morse trajectory pi ◦ u, for
instance provided by Proposition 9.21, thus the bound C1. Hence we arrive at the
bound C1.
2. We take into account inequality (5.2) in the form
‖∇VF(u(s))‖2 ≤ − d
ds
F(u(s)) + C2(1 + F(u(s)))‖∇f(pi(u(s)))‖,
41
which integrates to∫ s+(p)
0
‖∇VF(u(s))‖2 ds ≤−
∫ s+(p)
0
d
ds
F(u(s+(p))) ds
+ C2
∫ s+(p)
0
(1 + F(u(s)))‖∇f(pi(u(s)))‖ ds.
By the non-negativity of F we arrive at∫ s+(p)
0
‖∇VF(u(s))‖2 ds ≤ F(p) + C2(1 + C1)L
with the constants C1 and L from part 1.
Due to the inequality (a + b)2 ≤ 2(a2 + b2), valid for real a, b, it suffices to bound the
terms ∫ s+(p)
0
‖LHu(s)∇f(pi(u(s)))‖2 ds
and ∫ s+(p)
0
‖∇VF(u(s))‖2 ds
independently. The first term is bounded due to the estimate ‖LH‖ ≤ C√1 + F valid for
an admissible Leray-Serre pair and equation (5.1) since pi◦u is a genuine Morse trajectory
for f. The second term is bounded by part 1.
Remark 5.2. The proof of 1. yields in particular that for any p ∈ E and s ≥ 0 we have
the inequality
(5.3) 1 + F(u(s)) ≤ (1 + F(p)) eC2l(s),
where u(s) := φXs (p) and
l(s) :=
∫ s
0
‖γ′(σ)‖ dσ
denotes the length of γ = pi ◦ u up to time s > 0.
5.2 Pointwise compactness
The following proposition and its proof modify Proposition 2.2 in [AM04], where instead
of the Leray-Serre vector field a pseudo-gradient vector field is taken into account. In
contrast to ordinary Morse theory the Leray-Serre vector field does not in general admit
a Lyapunov (Morse) function with advantageous compactness properties, so that it is
required to work with the Palais-Smale condition of the vector field X.
Proposition 5.3. Denote the flow of X by φ.
(i) Let p ∈ E. Then φs(p) converges to a rest point of X as s→∞.
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(ii) Let (pn) be a sequence in E converging to p ∈ E and suppose (tn) is an arbitrary
sequence in R≥0. Then the sequence (φtn(pn)) is compact.
Proof: (i) By the considerations of the section on the L2-estimate there is a constant
C > 0, s.t
• F(φt(p)) ≤ C for all t ≥ 0,
• ∫∞
0
‖∇f(pi(φt(p)))‖2 + ‖∇VF(φt(p))‖2 dt ≤ C.
For any k ∈ N choose tk ∈ [k, 2k], s.t.
‖∇f(pi(φtk(p)))‖2 + ‖∇VF(φtk(p))‖2 = min
t∈[k,2k]
‖∇f(pi(φt(p)))‖2 + ‖∇VF(φt(p))‖2.
Notice
‖∇f(pi(φtk(p)))‖2 + ‖∇VF(φtk(p))‖2 ≤
C
k
→ 0 as k →∞.
Obviously, also
f˜(φt(p)) ≤ f˜(p) holds for all t ≥ 0.
Thus, by the Palais-Smale condition of X, there is a subsequence (tk) (not relabeled)
and p∗ ∈ RestX, s.t. φtk(p)→ p∗. Suppose φt(p) does not converge to p∗, i.e. there
is ε0 > 0 and sn ∈ [n,∞) with d(φsn(p), p+) > ε0. Hence, for every ε ∈ (0, ε02 ) one
can find sequences (an(ε)) and (bn(ε)), s.t.
• an(ε) < bn(ε) < an+1(ε) for all n ≥ 0 and an(ε)→∞ as n→∞,
• d(φan(ε)(p), p∗) = 2ε,
• d(φbn(ε)(p), p∗) = ε,
• ε ≤ d(φs(p), p∗) ≤ 2ε for s ∈ [an(ε), bn(ε)].
Firstly notice that there is a constant c > 0, s.t. bn(ε)− an(ε) ≥ c independently of
n. Indeed, by the Cauchy-Schwarz inequality we have
ε ≤ d(φan(ε)(p), φbn(ε)(p)) ≤
∫ ab(ε)
an(ε)
‖ d
ds
φs(p)‖ ds ≤
√
bn(ε)− an(ε)
√
C.
Furthermore the existence of the constant C implies
In(ε) :=
∫ bn(ε)
an(ε)
‖∇f(pi(φt(p)))‖2 + ‖∇VF(φt(p))‖2 dt→ 0 as n→∞.
Next choose τn(ε) ∈ [an(ε), bn(ε)] such that
‖∇f(pi(φτn(ε)(p)))‖2+‖∇VF(φτn(ε)(p))‖2 = min
t∈[an(ε),bn(ε)]
‖∇f(pi(φt(p)))‖2+‖∇VF(φt(p))‖2.
Then
‖∇f(pi(φτn(ε)(p)))‖2 + ‖∇VF(φτn(ε)(p))‖2 ≤
In(ε)
bn(ε)− an(ε) → 0 as n→∞,
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which, together with the bounds on f and F imply that (φτn(ε)(p)) is a Palais-Smale
sequence for X. This sequence converges, after selecting a subsequence, to a rest
point pε of X satisfying
ε ≤ d(pε, p∗) ≤ 2ε.
This procedure can be performed for every ε ∈ (0, ε0
2
). In particular, p∗ is not isolated
as a rest point, contradicting the hyperbolicity of X.
(ii) If the sequence (tn) is bounded, one can extract a convergent subsequence. The
continuity of φ would then imply the compactness of the sequence (φtn(pn)). Thus
we assume tn →∞ as n→∞. Since (pn) converges and F is continuous there is a
constant C > 0, s.t.
• F(φt(pn)) ≤ C and f˜(φt(pn)) ≤ C for all t ≥ 0,
• ∫∞
0
‖∇f(pi(φt(pn)))‖2 + ‖∇VF(φt(pn))‖2 dt ≤ C.
Choose an ∈ [0, tn] in such a way, that
‖∇f(pi(φtn(pn)))‖2 + ‖∇VF(φtn(pn))‖2 ≤ ‖∇f(pi(φt(pn)))‖2 + ‖∇VF(φt(pn))‖2
for all t ∈ [0, tn]. Then the L2-estimate implies
‖∇f(pi(φtn(pn)))‖2 + ‖∇VF(φtn(pn))‖2 ≤
C
tn
→ 0 as n→∞.
Thus, by the Palais-Smale condition for X, a subsequence of (φan(pn)) converges to
some x ∈ Rest(X). Let P be the set of all rest points of X which are accumulation
points of sequences (φan(pn)) with an ∈ [0, tn]. By the considerations above, P is
non-empty. Furthermore P is finite by the Palais-Smale condition for X. Choose
x ∈ P with minimal F -value among those elements of P with minimal f˜−value and
select the corresponding subsequence. If φtn(pn) converges to x, the statement is
proved. Otherwise choose r > 0 and bn ∈ [an, tn] in such a way that
• φbn(pn) ∈ ∂Er(x),
• φ([an, bn]× {pn}) ∈ Er(x).
Then, by Proposition 1.17 in [AM04] and the finiteness of the Morse index, there is
a q ∈ ∂Er(x)∩W uloc(x), s.t., possibly after a selection of a subsequence, φbn(pn)→ q
as n → ∞. If the sequence (tn − bn) is bounded, one can again extract a conver-
gent subsequence and conclude the compactness of (φtn(pn)) = (φ(tn−bn)(φbn(pn))).
Thus suppose (tn − bn) is unbounded. By the same arguments as above one finds
sn ∈ [bn, tn] and y ∈ P with φsn(pn) → y as n → ∞ (possibly after selecting a
subsequence).
Suppose first that f˜(x) > f˜(q). As f˜ decreases along the flow lines of X we have
f˜(φbn(pn)) ≥ f˜(φsn(pn))
for all n implying f˜(q) ≥ f˜(y), in particular f˜(x) > f˜(y), contradicting the mini-
mality of x w.r.t. f˜ .
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Thus suppose that f˜(x) = f˜(q). Since q ∈ W uloc(x) we know that ∇f(pi(q)) = 0. By
the minimality of x w.r.t. f˜ and the non-increasing nature of f˜ along the flow we
can also conclude that f˜(y) = f(x). Recall the estimate (5.3) for F , which applied
to our case reads
(5.4) 1 + F(φsn(pn)) ≤ (1 + F(φbn(pn)) eC
2L(γn),
where the curves γn : [bn, sn] → E are given by γn(s) = pi(φs(pn)). Notice that
L(γn) → 0 as n → ∞ because the (γn) are ordinary Morse trajectories breaking in
the limit with intermediate rest points pi(q) = z1, z2 . . . , zm = pi(y). As f(pi(q)) =
f(pi(y)) we know that m = 1 and so the (γn) break to a constant curve. Due to the
continuity of the length w.r.t. breaking we get L(γn)→ 0 (n→∞). Performing the
limit in equation (5.4) yields
F(y) ≤ F(q).
Taking into account F(q) < F(x) due to f˜(x) = f˜(q) and q ∈ W uloc(x) we arrive at a
contradiction to the minimality of x ∈ P w.r.t. the F -value among those elements
of P with minimal f˜−value.
Thus we can deduce the boundedness of the sequence (tn−bn), completing the proof.
5.3 Breaking analysis
Resembling the negative gradient flow case moduli spaces of connecting X-trajectories
exhibit interesting non-compactness phenomena. See [Sch93], Section 2.4 and Figure 2.1,
or [Sal97], Section 1.3, Figures 1 and 2, for an elaboration and the geometrical picture
involved.
We will use the results of the previous section to prove the following two propositions.
First we discuss compactness up to breaking of trajectory spaces of X with fixed end
points, compare Proposition 2.35 of [Sch93] and Corollary 2.4 of [AM04].
Proposition 5.4. Let p−, p+ ∈ Rest(X) and suppose that (uk) is a sequence in
Mp−,p+ :=
{
u ∈ C1(R, E) | u′ = X(u), lim
s→±∞
u(s) = p±
}
.
Then we can find a subsequence (still denoted by) (uk), N ∈ N>0, distinct rest points
p1, . . . , pN−1 ∈ Rest(X), elements
vi ∈Mpi,pi+1 , i = 0, . . . , N − 1,
where we put p0 := p− and pN := p+, and sequences (τ ik)k∈N (i = 0, . . . , N − 1), s.t.
uk(·+ τ ik)→ vi in C1loc for all i ∈ {0, . . . , N − 1} .
Proof: We can assume that p− 6= p+. Otherwise all uk would be constant. Indeed suppose
that u is an integral curve of X connecting p− with itself. Then pi◦u is a negative gradient
flow trajectory of f connecting x− = pi(p−) with itself. Since f is a strict Lyapunov
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function for −∇f we deduce that pi ◦ u is constant. In particular u remains in the fiber
over x−, s.t. u can be regarded as a negative gradient flow trajectory of F , restricted to
pi−1(x−). Since u connects p− with itself it has to be constant.
By the Hartman-Grobman theorem we can choose ε > 0, s.t. the flow of X on Bε(p−) is
bi-Hölder conjugated to a linear flow. Choose τ 0k ∈ R, s.t. uk(τ 0k ) ∈ ∂Bε(p−). Proposition
5.3 (ii) shows that W u(p−) is relatively compact. Thus we can extract a subsequence (not
relabeled) (τ 0k ) and w0 ∈ E, s.t. u(τ 0k )→ w0 in E and d(p−, w0) = ε. Let v0(s) = φXs (w0).
By construction w0 ∈ W u(p−) and Proposition 5.3 (i) allows us to find p1 ∈ Rest(X), s.t.
v0 ∈Mp−,p1 . Due to the C1-dependence of solutions of ODEs on the initial data we have
uk(· + τ 0k ) → v0 as k → ∞ in C1loc. Clearly, p1 6= p0 = p−. Otherwise f˜(p1) = f˜(p0) and
thus v0 would be a genuine Morse trajectory in the fiber with F(p1) = F(p0). Hence v0
would be constant which is not possible due to the choice of τ 0k .
Arguing in a similar fashion as in the proof of Proposition 5.3 (ii) we can continue this
procedure to construct a sequence (pi, vi, (τ ik)) as claimed which is finite since for any
C > 0 the set {
z ∈ Rest(X) | F(z) ≤ C, f˜(z) ≤ C
}
is finite by the Palais-Smale condition (we can provide such a bound C on F and f˜
by Lemma 5.1) and the pi are mutually distinct (using again the fact that there are no
(broken) homoclinics).
The next proposition makes the following statement precise: breaking is the only source
of non-compactness ofMp−,p+ (with the notable exception of shifting in s ∈ R.) Compare
Lemma 2.39 of [Sch93].
Proposition 5.5. Let p−, p+ ∈ Rest(X) and suppose that (uk) is a sequence in Mp−,p+
and let v ∈Mp−,p+ be given. If (uk) converge to u in C1loc as k →∞, then (uk) will even
converges to v in C1 as k →∞.
Proof: For the same reasons as in Proposition 5.4 it suffices to consider the case p− 6= p+.
Since uk and v both solve the same differential equation it suffices to upgrade C0loc-
convergence to C0-convergence.
The Grobman-Hartman theorem (in the form of Corollary 1.16 of [AM04]) allows us to
conclude that there exist open disjoint neighborhoods U± (which can for instance be
assumed to be balls in coordinate neighborhoods) of p± and positive constants c1, c2, s.t.
(i) if p ∈ U− ∩W u(p−, X) and φt(p) ∈ U− for all t ≤ 0, then
d(φt(p), p+) ≤ c1ec2t
for all t ≤ 0,
(ii) if p ∈ U+ ∩W s(p+, X) and φt(p) ∈ U+ for all t ≥ 0, then
d(φt(p), p+) ≤ c1e−c2t
for all t ≥ 0.
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Since for any fixed j ∈ N the sequence (uj(s)) converges to p± as s → ±∞ there exist
Sj < Tj, s.t.
uj(Sj) ∈ ∂U− and uj(t) ∈ U− for t ≤ Sj
and
uj(Tj) ∈ ∂U+ and uj(t) ∈ U+ for t ≥ Tj.
The conclusion follows if we can show that
inf
j
Sj > −∞ and sup
j
Tj <∞.
We will restrict to showing
sup
j
Tj <∞,
as the other case is similar. Up to affine reparametrization we can assume that v(0) ∈ ∂U+.
By the C0loc-convergence we know that uj(0) → v(0) as j → ∞. If Tj was unbounded,
we would break to a rest point. Following the argument of Proposition 5.3, part (ii), we
arrive at a possible breaking. Up to shrinking U+ this can be ruled out by the argument
of Proposition 5.3 except for breaking to p+, but that contradicts u(Tj) ∈ ∂U+.
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Chapter 6
Fredholm theory and Transversality
Let (f,F) be an admissible Leray-Serre pair on the locally trivial fiber bundle pi : E → B,
see Definition 2.1. After discussing the relevant Fredholm theory we want to show that it
is possible to perturb the data (gB, gE, LH) in such a way that the new data (g′B, g′E, LH
′
)
still renders (f,F) admissible and the new Leray-Serre vector field X ′ satisfies the Morse-
Smale condition up to order k (where k ∈ N is fixed beforehand), i.e. for any pair of rest
points (p−, p+) of X ′ with m(p−)−m(p+) ≤ k the moduli spaceMp−,p+ of integral curves
of X ′ connecting p− and p+ is cut out transversely. In particular they are, if non-empty,
manifolds of dimension m(p−)−m(p+).
We modify the treatment of [AM04], Section 2.12. We noticed however that their proof
is incomplete. To achieve Morse-Smale transversality for the negative gradient flow of
the Morse function f on the Hilbert manifold M they work with perturbations of the
metric, more precisely their parameter space K1 contains the Ckb -sections1 of the bundle
Sym (TM) with Ck-norm bounded by 1 and support in a fixed small ball. IfM is modeled
on an infinite-dimensional Hilbert space H the space K1 of metric perturbations is not
separable2, a necessary condition3 for the version of the Sard-Smale theorem they use, see
Theorem 2.19 of [AM04].
We will briefly show that the space{
ψ ∈ Ckb (H) | ‖ψ‖Ck < 1, suppψ ⊆ B1(0, H)
}
is not separable where H denotes an infinite-dimensional Hilbert space. Fix a smooth
function φ ∈ C∞(R) with ‖φ‖Ck < 1, δ := ‖φ‖C0 > 0 and whose support is contained
in
[
1
6
, 1
3
]
. Let {ei}i∈N be an orthonormal set in H which exists since H is of infinite
dimension. Consider the map
Ψ : (ak) 7→
(
x 7→
∑
k∈N
akφ
(∥∥∥∥x− 12 ek
∥∥∥∥)
)
,
mapping sequences with values in {0, 1} into the unit ball of Ckb (H). Notice moreover
that all elements of the image of Ψ have support in B1(0, H). Due to the disjoint support
1Ckb refers to C
k-functions (or sections) with bounded Ck-norm.
2Recall that a topological space is called separable if it contains a countable dense set.
3They actually require their space to be Lindelöf. Notice that a metrizable metric space is Lindelöf
iff it is separable iff it is second-countable. See Proposition 5, Section 7.2 in [Gem90].
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of the summands it is easily seen that
‖Ψ(ak)−Ψ(a′k)‖Ck ≥ ‖Ψ(ak)−Ψ(a′k)‖C0 = δ
if (ak) 6= (a′k). Hence the space{
ψ ∈ Ckb (H) | ‖ψ‖Ck < 1, suppψ ⊆ B1(0, H)
}
is not separable as the set of sequences with values in {0, 1} is not countable by Cantor’s
diagonal argument.
Section 6.1 discusses the Fredholm setup for flow lines of the Leray-Serre vector field with
fixed ends.
Section 6.2 contains a Sard-Smale theorem which covers non-separable spaces. In Section
6.3 we show how to achieve Morse-Smale transversality for the Leray-Serre vector field by
perturbations of the metric and the connection. In order to apply the transversality the-
orem 6.4 an additional compactness property for the moduli spaces, called σ-properness,
has to be proved, see Section 6.4.
Strictly speaking no metric perturbations are required in order to achieve Morse-Smale
transversality for the examples ΛQ → Q and ΛP → ΛQ. It is fully sufficient to perturb
the respective energy functions in a separable space along the lines of Section 2 of [SW05].
However we did not follow this approach.
6.1 The Fredholm setup
Let pi : E → B be a locally trivial fiber bundle of Hilbert manifolds and let (f,F) be an
admissible Leray-Serre pair according to Definition 2.1. Consider the Leray-Serre vector
field X (see (2.1)) and suppose that it is Ck for some k sufficiently large4 (k ≥ 4 suffices
for the purposes of this thesis).
Define, for fixed p−, p+ ∈ Rest(X), the moduli spaceMp−,p+ =M(p−, p−, f,F , gB, gE, LH)
via
Mp−,p+ :=
{
u ∈ Ck(R, E) | u′ = X(u), lim
s→±∞
u(s) = p±
}
.
Next we discuss the Fredholm setup forMp−,p+ . We will work with C00−based spaces as
[AM04]. We found them a little easier to work with than L2-based spaces (as, for instance,
used in [Sch93]). This is however only a matter of personal taste and the theory would
work just as well with L2− (or Lr−, 1 < r <∞,) based spaces.
Denote by C10(p−, p+;E) the space of C1−maps u : R→ E, s.t.
lim
s→∞
u(s) = p± and lim
s→∞
‖u′(s)‖ = 0.
C10(p−, p+;E) can be naturally endowed with the structure of a smooth Banach manifold,
modeled on C10(E) with
C10(E) =
{
v ∈ C l(R,E) | lim
s→±∞
(‖v(s)‖+ ‖v′(s)‖) = 0
}
,
4In infinite dimensions it is not always possible to achieve transversality and still retain C∞-regularity.
One only obtains results for fixed Ck, which is certainly sufficient for our purposes.
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and E denotes a fixed model Hilbert space for the Hilbert manifold E.
Denote by C00(p−, p+;E) the Banach vector bundle space over C10(p−, p+;E), whose fiber
over v ∈ C10(p−, p+;E) consists of all C0−vector fields w along v satisfying
lim
s→∞
‖w(s)‖ = 0.
Consider the Ck−section
s = sp−,p+,f,F ,gB ,gE ,LH : C10(p−, p+;E) → C00(p−, p+;E),
v 7→ v′ −X(v).
By the regularity of the solutionsMp−,p+ = s−1(0). Consider the vertical derivative
Dverts(u) : TuC10(p−, p+;E)→ C00(p−, p+;E)u, u ∈ C10(p−, p+;E).
Due to the hyperbolicity of X and the fact that the Morse indices of X are finite (see
Proposition 2.9) we can make use of Prop. 1.8 of [AM04] to conclude
Proposition 6.1. For any u ∈ C10(p−, p+;E) the bounded linear operator
Dverts(u) : TuC10(p−, p+;E)→ C00(p−, p+;E)u
is Fredholm of index m(p−)−m(p+), where m refers to the Morse index w.r.t. X.
Suppose p± ∈ Rest(X) are given. Then x± := pi(p±) ∈ Crit f. In the same fashion as
above we can introduce the space C10(x−, x+;B), together with the Banach space bundle
C00(x−, x+;B) over C10(x−, x+;B). Given u ∈ Mp−,p+ it is clear that γ := pi ◦ u lives in
C10(x−, x+;B) and solves
γ′(s) +∇f(γ(s)) = 0, s ∈ R,
i.e. γ is a zero of the section
φ : C10(x−, x+;B) → C00(x−, x+;B),
γ 7→ γ′ +∇f(γ).
Lemma 6.2. Suppose that p± ∈ Rest(X) are given and suppose that u ∈ Mp−,p+ is
regular in the sense that
Dverts(u) : TuC10(p−, p+;E)→ C00(p−, p+;E)u
is surjective. Then γ := pi ◦ u is also regular, i.e.
Dvertφ(γ) : TγC10(x−, x+;B)→ C00(x−, x+;B)γ
is surjective. In particular the base Morse index w.r.t. f cannot increase, i.e.
m(x−) ≥ m(x+).
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Remark 6.3. Suppose that B is non-compact. Then there may exist a sequence (uk) with
uk ∈Mpk−,pk+ for any k and
m(pk−)−m(pk+) ≤ 2, but m(pi(pk−))−m(pi(pk+))→∞ (k →∞),
but in infinite-dimensional Morse theory one can in general achieve Morse-Smale transver-
sality only up to a fixed level h. Thus it is not possible to use a Sard-Smale-type theorem
to conclude that all moduli spaces of trajectories
γ′ = −∇f(γ)
containing projections from theMp−,p+ with m(p−)−m(p+) ≤ 2 are cut out transversely.
The lemma says, however, that this is true in a neighborhood of the projected trajectories,
which in turn is completely sufficient for our purposes, namely to conclude that the base
Morse index can only drop (or remain constant).
For the main examples we want to treat, namely ΛQ → Q and ΛP → ΛQ, it is possible
to achieve Morse-Smale transversality for Morse theory on the base up to any order and
still obtain Morse-Smale transversality up to order 2 for the Leray-Serre vector field since
in the first case Q is closed and in the second case one could assimilate the ideas of
Salamon-Weber as discussed in the introduction of this section which are specific to ΛQ.
Proof: (of Lemma 6.2)
The image of γ is contained in an open contractible set, over which E is necessarily trivial.
Thus we can restrict our considerations to the case of a trivial bundle E = B × F. The
product structure allows us to write u = (γ, z) according to the identification
C10(p−, p+;E) = C10(x−, x+;B)× C10(y−, y+;F ),
where y± = prF (p±) and prF : B×F → F denotes the projection onto the second factor.
Similarly we have the splitting
C00(p−, p+;E)u = C00(x−, x+;B)γ ⊕ C00(y−, y+;F )z.
Thus we can write
s(u) = (φ(γ), ψ(γ, z)),
where ψ is a suitable section of pr∗FC00(y−, y+;F ) and arrive at
Dverts(u)[ξ, ζ] = (Dvertφ(γ)[ξ],Ψ(γ, z)[ξ, ζ]),
where Ψ denotes a section of the bundle L(TC10(p−, p+;E), pr∗FC00(y−, y+;F )). Due to this
triangular form surjectivity of Dverts(u) implies surjectivity of Dvertφ(γ).
6.2 The basic transversality theorem
We will need a slight strengthening of the transversality theorem which appears to be
standard (see [MS04], Theorem A.5.1), namely we have to deal with Banach manifolds
which are not necessarily Lindelöf. Recall that a topological space is called Lindelöf if
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every open cover admits a countable subcover.
Following ideas of Quinn and Sard, see [QS72], Henry (see Theorem 5.4 in [Hen05]) arrived
at a very general transversality theorem. We do not have much to add to his treatment.
However we will state a theorem that is more in line with the language used in this thesis
and in Morse theory in general.
Fix k ≥ 1.
Theorem 6.4. Let B and P be Banach manifolds5. LetW → B be a Banach space bundle
and s : B×P → pr∗1W be a Ck section of pr∗1W → B×P , where pr1 : B×P → B denotes
the projection onto the first factor, s.t. for any fixed (b, p) ∈ s−1(0)
(i) the map
Dverts(b, p) : TbB ⊕ TpP → Wb
is surjective,
(ii) the map
Dvertsp(b) : TbB → Wb
is Fredholm of index l < k, where sp = s(., p) : B → W .
Further assume
(iii) the map
s−1(0)→ P , (x, y) 7→ y
is σ-proper, i.e. s−1(0) =
⋃
j≥0Mj for a sequence (Mj) of sets, s.t. for any
j ≥ 0
Mj → P , (x, y) 7→ y
is proper.
Then the set
{p ∈ P | sp intersects 0W transversally}
is generic6 in P . Furthermore, for such a parameter p, s−1p (0) is an l-dimensional Ck-
submanifold of B or empty.
Remark 6.5. If B and P are Lindelöf condition (iii) is superfluous, further explained in
Sublemma 5.6 of [Hen05].
Proof: The proof of Theorem 5.4 of [Hen05] can be carried over with slight modifications,
as Theorem 6.4 locally reduces to Lemma 5.5 of [Hen05]. The transition from local to
global follows with the help of (iii).
5as usual, assumed to be smooth, although this hypothesis may be weakened
6A subset of a metric space is called generic if it the countable intersection of dense open subsets. Any
generic set is dense by Baire’s theorem.
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6.3 Genericity of the Morse-Smale condition for X
In this section we will show how to achieve Morse-Smale transversality for the Leray-Serre
vector field by perturbations of the involved metrics and the connection. We proceed along
the lines of Section 2.12 in [AM04].
Let (f,F) be an admissible Leray-Serre pair. Recall that the Leray-Serre vector field
X is said to satisfy the Morse-Smale condition up to order h (h ∈ N) if for every pair
p−, p+ ∈ Rest(X) of rest points satisfying m(p−)−m(p+) ≤ h the section
sp−,p+,f,F ,gB ,gE ,LH : C10(p−, p+;E) → C00(p−, p+;E),
v 7→ v′ −X(v).
is transverse to the zero section of the bundle C00(p−, p+;E)→ C10(p−, p+;E). ThenMp−,p+
will be, if non-empty, naturally endowed with the structure of a Banach manifold of
dimension m(p−)−m(p+). In order to render the transversality statement more precisely,
we introduce suitable spaces of perturbations.
Let gB denote a complete Riemannian metric on B, gE refer to a Riemannian metric on E
and LH stand for a fiber bundle connection in the form of a horizontal lift as in Definition
2.1. Let K denote the space of triples (kB, kV , A), where kB is a gB-symmetric Ck-section
of the bundle End(TB), kV is a gE
∣∣
V E
-symmetric Ck-section of the bundle End(V E),
where V E = kerTpi denotes the vertical bundle, see Appendix A, and A is a Ck-section
of the bundle L(pi∗TB, V E), s.t. the expression
‖(kB, kV , A)‖K := ‖kB‖Ck + ‖kV ‖Ck + ‖A‖Ck
is finite. K is a Banach space w.r.t. the norm ‖ · ‖K.
The open unit ball K1 in K will serve as our space of perturbations. To be specific given
an element (kB, kV , A) ∈ K1 we define a triple (gkB , gkV , LHA ) as follows
(6.1)
gkB(ξ, η) := gB((Id + kB)ξ, η), ξ, η ∈ TbB, b ∈ B,
gkV (ξ, η) := gE(ξ
H , ηH) + gE((Id + kV )ξV , ηV ), ξ, η ∈ TpE, p ∈ E,(
LHA
)
p
ξ := LHp ξ + Apξ, ξ ∈ Tpi(p)B, p ∈ E.
In the second line the superscripts H and V denote the horizontal and vertical parts of a
given vector w.r.t. the fiber bundle connection induced by gE, i.e. we perturb the metric
gE only on V E and leave its restriction to the gE-orthogonal complement fixed.
Then we have
Lemma 6.6. For any (kB, kV , A) ∈ K1 the expression (6.1) defines metrics gkB and gkV
that are uniformly equivalent to the old metrics, more precisely
1. For any ξ ∈ TB we have the inequality
1
1 + ‖kB‖C0 gkB(ξ, ξ) ≤ gB(ξ, ξ) ≤
1
1− ‖kB‖C0 gkB(ξ, ξ).
2. For any ξ ∈ TE we have the inequality
1
1 + ‖kV ‖C0 gkV (ξ, ξ) ≤ gE(ξ, ξ) ≤
1
1− ‖kV ‖C0 gkV (ξ, ξ).
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Proof: This completely elementary assertion is proved as in Section 2.12. of [AM04]. For
the convenience of the reader we will include the argument here.
1. On the one hand notice for ξ ∈ TxB
gkB(ξ, ξ) = gB(ξ, ξ) + gB(kB(x)ξ, ξ) ≤ (1 + ‖kB‖C0)gB(ξ, ξ).
Similarly we have the estimate
gB(ξ, ξ) ≤ gkB(ξ, ξ) + ‖kB‖C0gB(ξ, ξ).
In particular gkB is non-degenerate, i.e. defines a metric.
2. This is completely analogous to 1., so will be omitted.
We are finally in the position to conclude that the admissibility property of (f,F) is stable
w.r.t. perturbations in K1.
Lemma 6.7. Suppose (f,F) is an admissible Leray-Serre pair w.r.t. (gB, gE, LH) and let
(kB, kV , A) ∈ K1. Then (f,F) is also admissible w.r.t. (gkB , gkV , LHA ).
Proof: We have to check conditions (i), (ii) and (iii) of Definition 2.1.
A transition to a uniformly equivalent metric preserves the Palais-Smale condition. In
particular (ii) and (iii) continue to hold. For (i) one also has to take into account that
‖LHA − LH‖C0 = ‖A‖C0
is finite and that by Lemma 6.6
‖∇kVF(p)‖gkV ≤
‖∇F(p)‖gE
1− ‖kV ‖C0
holds for any p ∈ E.
In particular, for any (kB, kV , A) ∈ K1 we can write down a Ck-Leray-Serre vector field
XkB ,kV ,A via
XkB ,kV ,A(p) = −(LHA )p∇kBf(pi(p))−∇VkVF(p)
= −(LHp + Ap)(Id+ kB(pi(p)))−1∇f(pi(p))− (Id+ kV (p))−1∇VF(p),
(6.2)
where ∇kB denotes the gradient w.r.t. gkB and ∇VkV refers to the fiberwise gradient w.r.t.
gkV . In this notation the old vector field X reads X0,0,0. Since the set of rest points of
XkB ,kV ,A and their Morse indices depend only on the pair (f,F), see Proposition 2.8, they
are independent of the chosen perturbation (kB, kV , A) ∈ K1.
The rest of this section is dedicated to the proof of the following theorem.
Theorem 6.8. Let (f,F) be an admissible Ck+1-Leray-Serre pair on pi : E → B. For
a generic set of perturbations in K1 the resulting vector field XkB ,kv ,A on E satisfies the
Morse-Smale condition up to order k.
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We will call the triple (gB, gE, LH) regular if the associated Leray-Serre vector field satisfies
the Morse-Smale condition up to order 2.
We proceed to the proof of Theorem 6.8. As in the proof of Theorem 2.20 in [AM04] it
suffices to prove the theorem for any fixed pair of rest points of X whose Morse index
difference bounded from above by k.
Indeed suppose that H(p−, p+) denotes the generic subset of K1 associated to the pair
(p−, p+) of rest point with m(p−) − (p+) ≤ k. Since the Palais-Smale condition for X
holds the intersection ⋂
p−,p+∈Rest(X),
p− 6=p+, m(p−)−(p+)≤k
H(p−, p+)
is countable and thus forms a generic set. Put x± := pi(p±) ∈ Crit f.
There are essentially two different cases to consider:
Case 1: f(x−) = f(x+)
Case 2: f(x−) > f(x+)
The first case reduces to transversality in standard Morse theory taking place in a fixed
fiber Ex− = pi−1(x−) (notice x− = x+), which is well-known (see [AM04]).
The second case enjoys the property that for any trajectory u : R → E of X connecting
p− and p+ we have (pi ◦u)′(s) 6= 0 for all s ∈ R, which will allow us to adapt the transver-
sality proof of [AM04].
Case 1 :
Let p± be rest points of the vector field X with f(x−) = f(x+). Fix (kB, kV , A) ∈ K1.
Any integral curve u of XkB ,kV ,A projects down to a Morse trajectory of f w.r.t. gkB . If u
connects p− and p+, the projected trajectory γ := pi ◦u has to be constant (as f is strictly
decreasing along the flow of −∇kBf).
In particular, the image of u is contained in a fixed fiber and equation (6.2) implies that
u solves
u′(s) = −∇VkVF(u(s)), s ∈ R,
i.e. u can be interpreted as a Morse trajectory of F∣∣
Ex−
.
We will show that this identification extends to the respective Fredholm set-ups.
Lemma 6.9. Let p± ∈ Rest(X) with pi(p−) = pi(p+) and fix (kB, kV , A) ∈ K1. Let u ∈
M(p−, p−, f,F , gkB , gkV , LHA ). Then u is regular7 for the section
s : C10(p−, p+;E)→ C00(p−, p+;E), u 7→ u′ −XkB ,kV ,A(u)
if and only if it is regular for the section
Ψ : C10(p−, p+;F )→ C00(p−, p+;F ), u 7→ u′ −∇VkVF ,
where F = pi−1(pi(p−)).
7Recall that u is called regular for the section s if Dvert(u) is a left inverse.
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Proof: All the action takes place in the vicinity of a fixed fiber so we can work in a local
trivialization of E around x−. Thus it suffices to consider E = B×F, inducing a splitting
of the tangent bundle of E. Furthermore the connection LHA reads
(LHA )b,yξ = (ξ, C(b, y)ξ)
for some Ck-section C of L(pr∗1TB, pr∗2TF ) where we have introduced the natural projec-
tions
pr1 : B × F → B and pr2 : B × F → F.
Then the vector field XkB ,kV ,A on E reads
XkB ,kV ,A(b, y) = (−Y (b),−C(b, y)Y (b)− Z(b, y)) ∈ TbB ⊕ TyF, (b, y) ∈ B × F,
where we have put Y = ∇kBf and Z = ∇VkVF .
Splitting u as (γ, z) we can write
s(γ, z) = (Φ(γ),Ψ(z) + C(γ, z)Y (γ)),
where Φ(γ) = γ′ + Y (γ). The linearization at the u of the theorem reads
Dverts(x−, z)[ξ, ζ] = (DvertΦ(x−)[ξ], DvertΨ(z)[ζ] +R(x−, z)[ξ]),
where the remainder term R is independent of ζ because of Y (x−) = 0. AsDvertΦ(x−)[ξ] is
an isomorphism and due to the triangular form of Dverts(x−, z) we see that Dverts(x−, z)
is a left inverse iff DvertΨ(z) is.
We can complete our discussion of case 1.
Proposition 6.10. Let p−, p+ ∈ Rest(X) be given with
f(pi(p−)) = f(pi(p+)) and m(p−)−m(p+) ≤ k.
Then, for generic (kB, kV , A) ∈ K1 the Ck-section
C10(p−, p+;E)→ C00(p−, p+;E), u 7→ u′ −XkB ,kV ,A(u)
of the bundle C00(p−, p+;E)→ C10(p−, p+;E) is transverse to the zero section. The inverse
image the zero section is a Ck-submanifold of dimension m(p−)−m(p+) or empty.
Remark 6.11. Notice that the kB- and A-parts of the perturbation are completely arbi-
trary. They come into play for case 2.
Proof: Notice that if p− and p+ are not contained in the same fiber F the moduli spaces
in question are empty (by the argument in the beginning of the proof of Proposition
5.4). By the preceding discussion and Lemma 6.9 it suffices to show that for generic
(kB, kV , A) ∈ K1 the Ck-section
C10(p−, p+;F )→ C00(p−, p+;F ), u 7→ u′ − (Id + kV (u))−1∇VF
of the bundle C00(p−, p+;F ) → C10(x, y;F ) is transverse to the zero section. Also, the
Morse index difference m(p−) −m(p+), where the indices come from XkB ,kV ,A, coincides
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with mF (p−) − mF (p+), where the indices come from F restricted to the fiber F, see
Proposition 2.9.
In order to prove the proposition we will apply Theorem 6.4 to the section
s : C10(p−, p+;F )×K1 → pr∗1C00(p−, p+;F ), (u, kB, kV , A) 7→ u′− (Id+kV (u))−1∇VF(u),
where pr1 : C10(p−, p+;F ) × K1 → C10(p−, p+;F ) denotes the projection onto the first
factor. In order to apply the transversality theorem, we need to check conditions (i)-(iii)
of Theorem 6.4. Properties (i) and (ii) are proved, for instance, in the Lemmas 2.21
and 2.22 of [AM04]. Property (iii), the σ-properness, is a special case of the proof of
Proposition 6.12, see Section 6.4.
Case 2 :
Let p± be rest points of the vector field X satisfying f(x−) > f(x+) with x± := pi(p±).
Notice that in the case f(x−) < f(y−) for any choice (kB, kV , A) ∈ K1 there will be no
connecting XkB ,kV ,A−trajectory between p− and p+ as f˜ = pi∗f is non-increasing along
flow lines of XkB ,kV ,A.
An easy adaptation of the argument of Theorem 2.20 of [AM04] yields the following.
Proposition 6.12. Let p± ∈ Rest(X) with f(x−) > f(x+) where x± = pi(p±) and
m(p−)−m(p+) ≤ k. Then, for generic (kB, kV , A) ∈ K1 the Ck-section
C10(p−, p+;E)→ C00(p−, p+;E), u 7→ u′ −XkB ,kV ,A(u)
of the bundle C00(p−, p+;E)→ C10(p−, p+;E) is transverse to the zero section. The inverse
image of the zero section is a Ck-submanifold of dimension m(x)−m(y) (if non-empty).
Proof: We will apply Theorem 6.4 to the section
s : C10(p−, p+;E)×K1 → pr∗1C00(p−, p+;E), (u, kB, kV , A) 7→ u′ −XkB ,kV ,A(u),
where pr1 : C10(p−, p+;E)×K1 → C10(p−, p+;E) denotes the projection onto the first factor.
In order to apply the transversality theorem, we need to check conditions (i) − (iii) of
Theorem 6.4.
For any fixed (kB, kV , A) ∈ K1 the vector field XkB ,kV ,A is hyperbolic by Proposition 2.9.
Thus, by Proposition 1.8 of [AM04], the section
skB ,kV ,A : C10(p−, p+;E)→ C00(p−, p+;E), u 7→ u′ −XkB ,kV ,A(u)
is Fredholm of index m(x)−m(y), proving (ii).
In order to prove (i) we first give a formula for the vertical differential of the section s at
(u, kB, kV , A) ∈ s−1(0). According to (6.2) we deduce
Dverts(u, kB, kV , A)[v, jB, jV , B] = D
vertskB ,kV ,A[v]−Bu∇kBf(γ)
+ (LHA )u(Id + kB(γ))
−1jB(γ)∇kBf(γ)
+ (Id + kV (u))−1jV (u)∇VjVF
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for any
(v, jB, jV , B) ∈ TuC10(p−, p+, E)⊕ T(kB ,kV ,A)K1,
and where γ = pi ◦ u. We claim that the operator Dverts(u, kB, kV , A) is surjective. Fix
real a < b. By the argument of Lemma 2.21 (iii) of [AM04] it suffices to show that for
any w ∈ Ck0 (p−, p+;E)u with support in [a, b] we can find (jB, jV , B) ∈ T(kB ,kV ,A)K1, s.t.
−Bu∇kBf(γ) + (LHA )u(Id + kB(γ))−1jB(γ)∇fkB(γ) + (Id + kV (u))−1jV (u)∇VjVF = w.
Decomposing w = wH + wV according to the horizontal-vertical splitting induced by the
connection LHA yields two equations
(6.3) (LHA )u(Id + kB(γ))
−1jB(γ)∇fkB(γ) = wH
and
(6.4) −Bu∇kBf(γ) + (Id + kV (u))−1jV (u)∇VjVF = wV .
Equation (6.3) is equivalent to
(6.5) (Id + kB(γ))−1jB(γ)∇fkB(γ) = pi∗(u)[wH ].
By Lemma 2.22 of [AM04] we can find an appropriate jB solving (6.5). Here, the non-
vanishing of ∇fkB along γ is crucial. In a similar way we can construct B solving
−Bu∇kBf(γ) = wV ,
which is nothing but equation (6.4) with jV = 0. Again the non-vanishing of ∇kBf along
γ is crucial. Thus, given w ∈ Ck0 (p−, p+;E)u with support in [a, b], we have constructed
(jB, 0, B) ∈ T(kB ,kV ,A)K1, s.t.
−Bu∇kBf(γ) + (LHA )u(Id + kB(γ))−1jB(γ)∇fkB(γ) = w,
proving (i).
Due to its technical complexity the proof of property (iii) has been outsourced to Propo-
sition 6.19.
6.4 The σ-properness property
This section finishes the proof of Proposition 6.12. It remains to show condition (iii) of
Theorem 6.4, applied to the section
s : C10(p−, p+;E)×K1 → pr∗1C00(p−, p+;E), (u, kB, kV , A) 7→ u′ −XkB ,kV ,A(u),
where pr1 : C10(p−, p+;E)×K1 → C10(p−, p+;E) denotes the projection onto the first factor.
More precisely we have to show that the mapping
(6.6) s−1(0)→ K1,
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which arises from the restriction of the projection onto the second factor C10(p−, p+;E)×
K1 → K1 is σ-proper, i.e. there is a covering of s−1(0) by a countable collection of sets
(Mk), s.t. for each k ∈ N the restricted map
Mj → K1
is proper8.
Recall that s−1(0) consists of pairs (u, (kB, kV , A)) ∈ C10(p−, p+;E)×K1 with
u′(s) = XkB ,kV ,A(u(s)), s ∈ R.
Thus to study σ-compactness properties of the map (6.6) we necessarily have to analyze
the behavior of sequences (uj) in C10(p−, p+;E) satisfying
u′(s) = XkjB ,kjV ,Aj(u(s)), s ∈ R,
for a convergent sequence (kjB, k
j
V , Aj) in K1, extending the compactness arguments of
Chapter 5.
Immediately from Lemma 6.6 we obtain
Lemma 6.13. Let (kjB, k
j
V , Aj) be a sequence in K1, converging to (k∞B , k∞V , A∞) in K1.
Then there is a constant C > 0, s.t. the following holds
(i) for any ξ ∈ TB and any j ∈ N ∪ {∞} we have
1
C
gkjB
(ξ, ξ) ≤ gB(ξ, ξ) ≤ CgkjB(ξ, ξ)
(ii) for any ξ ∈ TB and any j ∈ N ∪ {∞} we have
1
C
gkjV
(ξ, ξ) ≤ gE(ξ, ξ) ≤ CgkjV (ξ, ξ)
In particular Lemma 6.13 shows that it does not matter which of the metrics
{
gkjB
}
j∈N∪{∞}
and
{
gkjV
}
j∈N∪{∞}
we use for our estimates. In fact we can stick to gB and gE, the original
metrics we started out with.
Let us denote by Xj (j ∈ N ∪ {∞}) the vector field XkjB ,kjV ,Aj .
Lemma 6.14. Let (kjB, k
j
V , Aj) be a sequence in K1, converging to (k∞B , k∞V , A∞) in K1.
Suppose that a sequence (pj) in E is given, s.t. f(pi(pj)) and F(pj) are bounded and the
sequences
‖∇kjBf(pi(pj))‖ as well as ‖∇
V
kjV
F(pj)‖
are infinitesimal. Then (pj) is a Palais-Smale sequence for the Leray-Serre vector field
X∞.
8Recall that a map between topological spaces is called proper if inverse images of compact sets are
compact.
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Proof: SinceX∞ satisfies the Palais-Smale condition it suffices to show that the sequences
‖∇k∞B f(pi(pj))‖ and ‖∇Vk∞V F(pj)‖
are infinitesimal. Obviously
‖∇k∞B f(pi(pj))‖ ≤
(∥∥(id + k∞B (pi(pj)))−1(id + kjB(pi(pj)))− id∥∥+ 1) ‖∇kjBf(pi(pj))‖,
so
‖∇k∞B f(pi(pj))‖ → 0 as j →∞.
The other case can be treated in a similar fashion. The sequence(
‖∇Vk∞V F(pj)‖
)
is infinitesimal for similar reasons.
Next we extend Lemma 5.1. So let (φXjt ) denote the flow of the vector field Xj for
j ∈ N ∪ {∞} .
Lemma 6.15. Let (kjB, k
j
V , Aj) be a sequence in K1, converging to (k∞B , k∞V , A∞) in K1
and suppose that a1, a2 > 0 are given. Then there is a constant C > 0, s.t. for any p ∈ E
satisfying
f(pi(p)) ≤ a1 and F(p) ≤ a2
the following holds
(i) for any j ∈ N ∪ {∞} we have
F(φXjt (p)) ≤ C.
(ii) for any j ∈ N ∪ {∞} we have∫ ∞
0
‖∇V
kjV
F(φXjt (p))‖2g
k
j
V
dt ≤ C,
(iii) for any j ∈ N ∪ {∞} we have∫ ∞
0
‖Xj(φXjt (p))‖2g
k
j
V
dt ≤ C.
Proof: Equation (5.2) generalizes to
dF [Xj](p) ≤ ‖∇kjVF(p)‖
2
g
k
j
V
+ C ′(1 + F(p))‖∇kjBf(pi(p))‖gkjB
for a constant C ′ > 0 independent of j and p ∈ E. Then one can argue analogously to
Lemma 5.1.
Next we extend Proposition 5.3, (ii).
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Lemma 6.16. Let (kjB, k
j
V , Aj) be a sequence in K1, converging to (k∞B , k∞V , A∞) in K1
and suppose that a convergent sequence (pj) in E as well as an arbitrary sequence (tj) in
R≥0 is given. Then the sequence (φ
Xj
tj (pj)) is compact.
Proof: The argument is analogous to Proposition 5.3, (ii). Of course we have to use
Lemma 6.13, Lemma 6.14 and Lemma 6.15. Instead of Proposition 1.17 of [AM04] one
can use Proposition 9.30.
Lemma 6.17. Fix p± ∈ Rest(X). Let (kjB, kjV , Aj) be a sequence in K1, converging to
(k∞B , k
∞
V , A∞) in K1 and suppose that a sequence (uj) in C10(p−, p+;E) of solutions
u′j = Xj(uj)
is given. Then the family of functions (uj) is equi-12-Hölder continuous.
Proof: For s < t we have by Lemma 6.15
dg
k
j
V
(uj(s), uj(t)) ≤
∫ t
s
‖X(uj(σ))‖g
k
j
V
dσ
≤
√
C|s− t| 12
for some constant C independent of j. Lemma 6.13, (ii), allows to conclude.
Next we extend Proposition 5.5.
Lemma 6.18. Fix p± ∈ Rest(X). Let (kjB, kjV , Aj) be a sequence in K1, converging to
(k∞B , k
∞
V , A∞) in K1 and suppose that a sequence (uj) in C10(p−, p+;E) of solutions
u′j = Xj(uj)
is given. Furthermore suppose that (uj) converges to v ∈ C10(p−, p+;E) in C1loc. Then (uj)
converges to v ∈ C10(p−, p+;E) in C1.
Proof: The argument of Proposition 5.5 remains valid since we can choose the constants
c1 and c2 independet of j by Corollary 9.28.
We start the proof of the σ-properness property. Let p− and p+ be as in Proposition 6.12.
In order to complete the proof of the proposition, we have to show that the section
s : C10(p−, p+;E)×K1 → pr∗1C00(p−, p+;E), (u, kB, kV , A) 7→ u′ −XkB ,kV ,A(u),
is σ-proper, i.e. there is a sequence (Mk) of sets, s.t. the Mk’s cover s−1(0) and the
restriction of pr2 : C10(p−, p+;E)×K1 → K1 to each Mk is proper.
Due to presence of breaking the map pr2
∣∣
s−1(0) is not proper in general. In order to define
a suitable covering of s−1(0) choose two disjoint isolating9 neighborhoods U− and U+ of p−
and p+ respectively. For T ∈ N define the set MT to consist of all (u, kB, kV , A) ∈ s−1(0),
s.t. u(s) ∈ U− for all s ≤ −T and u(s) ∈ U+ for all s ≥ T. Since elements u ∈ C10(p−, p+;E)
converge to p− and p+ as s→ ±∞, we have
s−1(0) =
⋃
T∈N
MT .
We finish the section with the following proposition.
9An isolating neighborhood of a rest point of a vector field is a neighborhood whose closure does not
contain another rest point.
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Proposition 6.19. Let T ∈ N and let (uj, kjB, kjV , Aj) be a sequence in MT , s.t. the
sequence (kjB, k
j
V , Aj) converges in K1. Then the sequence (uj) is compact in C10(p−, p+;E).
In particular the sequence (uj, kjB, k
j
V , Aj) is compact in MT .
Intuitively the only source of non-compactness of the sequence (uj) comes from breaking.
Since the uj’s spend only a finite amount of time outside of Ux ∪Uy, they can only break
inside Ux ∪ Uy, i.e. they cannot break at all due to the isolating nature of Ux and Uy.
Proof: By Theorem 9.27, the finiteness of the Morse index of p− and Lemmas 6.16 and
6.17 we are able to apply the Arzela-Ascoli theorem to the sequence (uj) and conclude
compactness in C0loc with limit v ∈ C0(R, E).
Next we show that v lies in C10(p−, p+;E). For any R > 0 the sequence
(
uj |[−R,R]
)
con-
verges to v |[−R,R] in C0. As u′j = Xj(uj) and ‖Xj −X∞‖C0(U) → 0 as j →∞ on any set
U where ‖X∞‖C0(U) is bounded uj |[−R,R] is also Cauchy in C1 and v solves v′ = X∞(v)
on [−R,R] and thus on all of R, as R was arbitrary.
By the C1loc-convergence Lemma 6.15 implies∫ R
−R
‖∇k∞B f(pi(v(s)))‖2 + ‖∇Vk∞V F(v(s))‖
2 ds ≤ C
for any fixed finite R and a constant C independent of j and R. Thus∫ ∞
−∞
‖∇k∞B f(pi(v(s)))‖2 + ‖∇Vk∞V F(v(s))‖
2 ds ≤ C
by letting R→∞. Together with the already used bounds on F and f˜ we can conclude
that there are rest points q− and q+ of X∞, s.t.
v(s)→ q± as s→ ±∞.
As U− and U+ are isolating the C1loc-convergence implies q± = p±.
Apply Lemma 6.18 to conclude that uj converges to v in C10(p−, p+;E).
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Chapter 7
Trajectory gluing in Morse homology
Frequently equations in Morse and Floer homology are proved by a cobordism argument
involving a compact 1-dimensional manifolds and its boundary. The interior part of
the manifold corresponds to unparametrized solutions of a (generalized) flow equation,
endowed with a natural manifold structure, and the boundary arises from compactness
phenomena, often involving reparametrization, as seen in Chapter 5, or more violent
analytical behavior. Gluing is a tool to endow this set with a manifold structure, as a
converse to gluing. For instance the nilpotency of the boundary operator, or that an
appropriate change of the Morse function (or other data) gives rise to a chain homotopy
of the respective complexes, can be deduced in this manner.
Since the advent of Morse and Floer homology gluing has been an essential part of the
theory. The basic machinery has not changed since the beginning, mostly because it
turned out to be flexible enough to treat the newly appearing cases.
We have chosen to give an account of gluing in our case due to a lack of a proper treatment
for Floer-style gluing in Morse homology on Hilbert manifolds.
Before discussing the contents of the chapter any further we have to remark that in Morse
homology there are alternatives to gluing. Abbondandolo and Majer construct in Section
2.7 of [AM04] a complex via cellular filtrations which come from sublevel sets of the Morse
function. Furthermore they show in Section 2.8 that their boundary operator coincides
with the boundary operator obtained from counting moduli spaces of index difference
one negative gradient flow trajectories. In order to treat Morse homology with infinite
index the same authors introduce a method based on the graph transform which emulates
gluing, see [AM05]. Their method is based upon techniques of the theory of dynamical
systems, in particular on the existence of a flow, which do not have a Floer-theoretic
counterpart.
Due to the apparent lack of a Palais-Smale Lyapunov function for X it seems difficult to
adapt the filtration method to the Leray-Serre case. The graph transform based method
however would be fully sufficient for our purposes. However we chose to follow the Floer-
style gluing path. For other alternatives to gluing we refer to Chapter 7 of [BH04].
The goal of this chapter was to give a readable and complete account of gluing in a very
simple case, namely in order to prove ∂ ◦ ∂ = 0 in Morse homology (including our Leray-
Serre case), so that the basic mechanisms become apparent. Our treatment essentially
follows [Sch93] with a few exceptions. For instance we have chosen to work with C00 -based
spaces as in [AM04]. [Sch93] uses L2-based spaces with an eye towards Floer homology
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where the treatment of the nonlinear elliptic theory benefits greatly from using Lp-based
spaces. For the author it was interesting to test the robustness of the gluing method w.r.t.
this change of the underlying spaces. Due to the exponential decay and the regularity of
the solutions we encountered no problems.
The author was unable to deduce Corollary 7.5 along the lines of [Sch93] and thus provided
a simple technical Lemma, Lemma 7.4, which is probably well-known.
Furthermore the author could not extract how to arrive at a C0-bound of the d
dρ
-derivative
of the family of right inverses which seems to be needed for the embedding property of
the gluing map and the uniqueness of the ends. Thus an adequate argument has been
included, see Proposition 7.7. Moreover the uniqueness of the ends remained unclear to
the author and resulted in Section 7.3.
We close this section with a brief outline of the rest of this chapter.
Given rest points x, y and z of X with m(x) = m(y) + 1 = m(z) + 2 and solutions
u ∈Mx,y, v ∈My,z one wants to construct a family (u#ρv)ρ≥ρ0 of elements ofMx,z that
break towards the pair (u, v) as ρ→∞. At first one constructs approximate solutions of
u′ = X(u) with the required asymptotics and provides a suitable family of right inverses,
see Section 7.1. Then the Newton-Picard method is used to find genuine solutions with
the required properties, see Section 7.2. Section 7.3 shows that the ends of the compact
1-dimensional manifold are unique, which is crucial for the proof of the Morse homology
theorem, for instance.
7.1 Pregluing and linear gluing
LetM be an infinite-dimensional separable Riemannian Hilbert manifold1, regarded as an
open subset of some fixed separable Hilbert space H (by a theorem of Eells and Elworthy,
Theorem 1A in [EE70]). Let X : M → H be a hyperbolic Ck-vector field with finite Morse
indices satisfying the Morse-Smale condition up to order 2. Suppose x, y, z ∈ Rest(X) are
fixed rest points, s.t.
m(x) = m(y) + 1 = m(z) + 2
and suppose that u ∈ Mx,y and v ∈ My,z are given (in particular, we suppose that
Mx,y and My,z are non-empty). Notice that it is possible to obtain the moduli spaces
Mx,y, My,z and Mx,z, as submanifolds of the curve spaces C10(x, y;M), C10(y, z;M) and
C10(x, z;M) which inherit Banach manifold structures as subsets of affine Banach spaces,
modeled after the Banach space C10(R, H), see Section 6.1.
We want to prove the following
Theorem 7.1. There is a ρˆ > 0 and a C1-map u#ˆv : (ρˆ,∞)→ M̂x,z, ρ 7→ u#ˆρv, s.t.
1. The map u#ˆv is an embedding.
2. u#ˆρv breaks to (u, v) as ρ→∞. The converse also holds in the sense that suppose
a sequence (wk) inMx,z, breaking to (uˆ, vˆ)2, is given. Then, possibly after selecting
1The case of a Morse function f on a finite-dimensional manifold can be regarded as a special case
by artificially adding a separable infinite-dimensional Hilbert space H as a factor and considering the
function (q, x) 7→ f(q) + ‖x‖2H .
2uˆ denotes the image of u under the natural mapMx,y 7→ M̂x,y, where M̂x,y := Mx,y
/
R .
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a subsequence, there is a k0, s.t. wk = u#ˆρkv for all k ≥ k0 and some sequence real
(ρk) with ρk > ρˆ and ρk →∞.
Following Section 2.5.1 of [Sch93] the construction of the gluing map u#ˆv is performed
in two steps. To glue two trajectories from the spaces u ∈ Mx,y and v ∈ My,z a cutoff
construction applies, called pregluing map
u#0v : (ρ0,∞)→ C10(x, z;M), ρ 7→ u#0ρv,
where ρ0 is some parameter yet to be determined, s.t. (u#0ρv) breaks to (u, v) as ρ→∞.
Unfortunately, due to the cut-off construction, the curves u#0ρv for ρ > ρ0 will not be
integral curves of X, so that image of u#0v will not be contained inMx,z. Thus one has
to add suitable correction terms, provided by the Newton-Picard method. To do so the
existence of a family of right inverses to the linearized solution operators along ρ 7→ u#0ρv
for sufficiently large ρ with nice properties has to be proved.
Then the map u#ˆv is obtained by composing u#v with the quotient mapMx,z → M̂x,z
and one is left with verifying the claimed properties.
Choose positive constants γ, r and T, s.t. the following holds:
1. The 2r-tube around (u, v), i.e. the set of all points x ∈ M, s.t. there is an s ∈ R,
s.t. ‖u(s)− x‖ < 2r or ‖v(s)− x‖ < 2r, is fully contained in M, the metric on it is
uniformly equivalent to ‖ · ‖H and the C3-norm of X is bounded on it
2. we have the following convergence rates:
‖u(s)− y‖ ≤ r
2
e−γ(s−T ), s ≥ T,
and
‖v(s)− y‖ ≤ r
2
eγ(s+T ), s ≤ −T.
Fix a smooth cutoff function β− ∈ C∞(R, [0, 1]) satisfying β−(s) = 1 for s ≤ −1 and
β−(s) = 0 for s ≥ 0 and define another map β+ ∈ C∞(R, [0, 1]) by β+(s) := β−(−s).
Next we introduce the pregluing map (compare (2.64) in [Sch93])
u#0v : [T + 1,∞)→ C10(x, z;M), ρ 7→ u#0ρv
by
(u#0ρv)(s) = β
−(s)uρ(s) + β+(s)v−ρ(s) + [1− β−(s)− β+(s)]y
with the conventions uρ(s) := u(s+ ρ) and v−ρ(s) := v(s− ρ). One immediately sees that
the map u#0v is Ck, as u and v are Ck. Furthermore it is evident that (u#0ρv)(s) = uρ(s)
for s ≤ −1 and (u#0ρv)(s) = v−ρ(s) for s ≥ +1.
We will also need the linearized version
D#0 : C10(R, H)× C10(R, H)× [T + 1,∞)→ C10(R, H), (ξ, η, ρ) 7→ D#0ρ(ξ, η),
defined by
D#0ρ(ξ, η)(s) = β
−(s)ξρ(s) + β+(s)η−ρ(s)
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Consider, for rest points a, b ∈ Rest(X), the Ck-map
Fa,b : C10(a, b;M)→ C00(R, H), w 7→ w′ −X(w).
NoticeMa,b = F−1a,b (0). We will be particularly interested in the operators Fx,y, Fy,z and
Fx,z and their linearizations.
The goal of the pregluing section is the following theorem (compare Lemma 2.51 in
[Sch93]).
Theorem 7.2. Let X satisfy the Morse-Smale transversality up to order 2. There is a
ρ0 > T + 1 and a C1-map
Q : (ρ0,∞)→ L(C00(R, H), C10(R, H)), ρ 7→ Qρ,
s.t.
DFx,z(u#
0
ρv) ◦Qρ = id
holds and the quantity
‖Qρ‖+
∥∥∥∥dQρdρ
∥∥∥∥
is bounded independently of ρ > ρ0.
There are different ways to construct the map Q of Theorem 7.2. Here, we extend Section
2.5 of [Sch93].
If F is left inverse3 between Banach spaces, a (continuous) right inverse Q is specified by
its image, i.e. a topological complement of the kernel of F. Restricted to this complement,
F becomes an isomorphism.
Define
K := DFx,y(u) : C
1
0(R, H)→ C00(R, H)
and
L := DFy,z(v) : C
1
0(R, H)→ C00(R, H).
Notice that, by assumption, the operators K and L are surjective (linear) Fredholm
operators of index 1.4 In particular, they are left inverses. We will exhibit (topological)
complements of the kernels of K and L (or, equivalently, right inverses).
Define kerK⊥ ⊆ C10(R, H) as the set of all ξ ∈ C10(R, H), s.t.
〈ξ, η〉L2 :=
∫ ∞
−∞
〈ξ(s), η(s)〉H ds = 0
for all η ∈ kerK. Notice that the expression 〈ξ, η〉L2 is finite for every η ∈ kerK, as can
be easily seen from the estimate
〈ξ, η〉L2 ≤ ‖η‖L1‖ξ‖C0 ≤ ‖η‖L1‖ξ‖C1 ,
3A left inverse is a surjective linear operator with a complemented kernel. This is equivalent to the
existence of a right inverse.
4It is readily apparent that the results of the pregluing section continue to hold for higher index.
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as elements in the kernel of K have finite L1-norm due to their exponential decay as
|s| → ∞ (see [AM03], Theorem 2.1). Thus, kerK⊥ is a closed subspace of C10(R, H) and
a topological complement of kerK. In particular, there is a constant C1, s.t. we have the
estimate
‖Kξ‖C0 ≥ C1‖ξ‖C1 for all ξ ∈ kerK⊥.
Defining kerL⊥ in the same manner leads to the bound
‖Lξ‖C0 ≥ C2‖ξ‖C1 for all ξ ∈ kerL⊥.
Next, consider for ρ > T + 1 the operator
Dρ := DFx,z(u#
0
ρv) : C
1
0(R, H)→ C00(R, H).
We want to show that for ρ sufficiently large the operator Dρ admits a right inverse Qρ,
s.t. the family ρ 7→ Qρ is C1 and the C1-norm of Q is uniformly bounded. This will later
on enable us to employ the Newton-Picard scheme.
The next proposition is a simple modification of Proposition 2.50 in [Sch93].
Proposition 7.3. Let x, y, z ∈ Rest(X) be rest points with Morse indices
m(x) = m(y) + 1 = m(z) + 2,
s.t. K and L are Fredholm left-inverses. Then there are constants ρ0 ≥ T + 1 and C > 0,
s.t.
1. The inequality
(7.1) ‖Dρξ‖C0 ≥ C‖ξ‖C1
holds for all ξ ∈ Vρ, where Vρ denotes the (finite-codimensional and closed) subspace
of C10(R, H) consisting of all ξ ∈ C10(R, H) satisfying
〈ξ,D#0ρ(ζ, η)〉L2 = 0
for all ζ ∈ kerK and η ∈ kerL.
2. The map
φρ : kerK ⊕ kerL→ kerDρ, (ξ, η) 7→ Pρ(D#0ρ(ξ, η)),
where Pρ denotes the L2-orthogonal projection onto kerDρ, is an isomorphism.
3. The operator Dρ is surjective.
Proof: Notice, at first, that (2) and (3) follow from the surjectivity of φρ. Indeed suppose
that φρ is surjective. Then we have the chain of inequalities
dim kerDρ ≤ dim kerK + dim kerL = m(x)−m(y) +m(y)−m(z)
= m(x)−m(z) = indDρ = dim kerDρ − dim cokerDρ
≤ dim kerDρ.
67
As the first and the last term agree, all inequalities in the chain are in fact equalities.
In particular, dim cokerDρ = 0, i.e. Dρ is surjective. Furthermore, as the domain and
codomain of φρ have the same (finite) dimension, the surjectivity of φρ implies the injec-
tivity of φρ.
Notice furthermore, that 1. implies the surjectivity of φρ as follows.
Suppose that φρ is not surjective. Then, the L2-orthogonal complement of imφρ in kerDρ
is non-trivial. Reformulating we can find ξ ∈ kerDρ, ξ 6= 0, s.t. for all ζ ∈ kerK and all
η ∈ kerL we have
〈ξ,D#0ρ(ζ, η)〉L2 = 0,
i.e. ξ ∈ Vρ. By 1., ξ = 0, contradicting ξ 6= 0.
Thus it suffices to prove (1). We argue by contradiction. Suppose we have found sequences
(ξk) in C10(R, H) and (ρk) in (T + 1,∞), s.t.
1. ρk →∞,
2. ‖ξk‖C1 = 1,
3. ‖Dρkξk‖ → 0 as k →∞,
4. ξk ∈ Vρk .
Consider the bounded linear operator
d
ds
−DX(y) : C10(R, H)→ C00(R, H).
Since DX(y) is hyperbolic, d
ds
−DX(y) is an isomorphism. Fix a smooth cutoff function
β ∈ C∞(R, [0, 1]) satisfying β(s) = 1 for |s| ≤ 1
2
and β(s) = 0 for |s| ≥ 1. Define
βk(s) := β(
2s
ρk
) and notice∥∥∥∥[ dds −DX(y)
]
(βkξk)
∥∥∥∥
C0
≤ 2
ρk
‖β′‖L∞ +
∥∥∥∥βk [ dds −DX(y)
]
ξk
∥∥∥∥
C0
.
By assumption 1. the first term goes to 0 as k →∞. The second term becomes∥∥∥∥βk [ dds −DX(y)
]
ξk
∥∥∥∥
C0
≤
∥∥∥∥βk [ dds +DX(y)−Dρk
]
ξk
∥∥∥∥
C0
+ ‖Dρkξk‖C0 .
By assumption 3. the second term vanishes as k → ∞, whereas the first one can be
estimated by
sup
|s|≤ ρk
2
‖DX(u#0ρkv)−DX(y)‖
≤ sup
− ρk
2
≤s≤−1
‖DX(uρk(s))−DX(y)‖+ sup
1≤s≤ ρk
2
‖DX(v−ρk(s))−DX(y)‖
+ sup
−1≤s≤1
‖DX(β−(s)uρ(s) + β+(s)v−ρ(s) + [1− β−s− β+(s)]y)−DX(y)‖.
(7.2)
68
For ρk ≥ 2T one has, using the exponential convergence of u to y as t→∞,
sup
− ρk
2
≤s≤−1
‖DX(u(s+ ρk))−DX(y)‖ = sup
ρk
2
≤t≤ρk−1
‖DX(u(t))−DX(y)‖
≤ ‖X‖C2(Br(y),H) sup
ρk
2
≤t≤ρk−1
‖u(t)− y‖
≤ r
2
‖X‖C2(Br(y),H)e−γ(
ρk
2
−T) → 0 (k →∞).
Thus the first term in equation (7.2) vanishes as k →∞. The second term can be handled
accordingly. The third term is bounded by
‖X‖C2(Br(y),H)
(
sup
−1≤s≤0
‖u(s+ ρk)− y‖+ sup
0≤s≤1
‖v(s− ρk)− y‖
)
,
which might be rewritten as
‖X‖C2(Br(y),H)
(
sup
ρk−1≤t≤ρk
‖u(t)− y‖+ sup
−ρk≤t≤1−ρk
‖v(t)− y‖
)
,
which also goes to 0 as k →∞. Consequently∥∥∥∥[ dds −DX(y)
]
(βkξk)
∥∥∥∥
C0
→ 0 as k →∞.
The isomorphism property of d
ds
−DX(y) enables us to conclude
‖βkξk‖C1 → 0 as k →∞.
In particular,
(7.3) ‖ξk‖C1([−ρk4 , ρk4 ]) → 0 as k →∞.
We want to bring in the injectivity estimates of K and L on kerK⊥ and kerL⊥ :
(7.4) ‖Kξ‖C0 ≥ C1‖ξ‖C1 for all ξ ∈ kerK⊥
and
(7.5) ‖Lξ‖C0 ≥ C2‖ξ‖C1 for all ξ ∈ kerL⊥.
Recall that by assumption 4. ξk ∈ Vρk . In particular, for every ζ ∈ kerK we have
0 = 〈ξ,D#0ρk(ζ, 0)〉2L =
∫ ∞
−∞
〈ξ(s), β−(s)ζ(s+ ρk)〉 ds
=
∫ ∞
−∞
〈β−(t− ρk)ξ(t− ρk), ζ(t)〉 dt = 〈(β−ξk)−ρk , ζ〉L2 .
This just means that (β−ξk)−ρk ∈ kerK⊥. Thus we can apply inequality (7.4) to obtain
‖ξk‖C1((−∞,−1]) ≤ ‖β−ξk‖C1 = ‖(β−ξk)−ρk‖C1 ≤
1
C1
‖K [(β−ξk)−ρk] ‖C0 .
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The estimate
‖K [(β−ξk)−ρk] ‖C0 ≤ ∥∥∥∥dβ−ds
∥∥∥∥
L∞
‖ξk‖C0([−1,0]) + ‖Dρkξk‖C0
+ sup
−1≤t≤0
‖DX(u#0ρkv(t))−DX(u(t))‖,
together with (7.3) and the exponential convergence of u to y, leads to
‖K [(β−ξk)−ρk] ‖C0 → 0 as k →∞.
We thus conclude
(7.6) ‖ξk‖C1((−∞,−1]) → 0 as k →∞.
Similarly, using inequality (7.5) instead, one obtains
(7.7) ‖ξk‖C1([1,∞)) → 0 as k →∞.
Consequently, the estimate
‖ξk‖C1 ≤ ‖ξk‖C1((−∞,−1]) + ‖ξk‖C1([−1,1]) + ‖ξk‖C1([1,∞)),
together with (7.3), (7.6) and (7.7), implies
‖ξk‖C1 → 0 as k →∞,
contradicting assumption 2., namely that ‖ξk‖C1 = 1 for all k ∈ N.
Proposition 7.3 implies the injectivity of the operator Dρ
∣∣
Vρ
. Thus it remains to show its
surjectivity, which can be easily deduced from the following lemma.
Lemma 7.4. Let E be a Banach space and let R and U be finite-dimensional subspaces.
Let
〈., .〉 : (R + U)× E → R
be a continuous bilinear form, s.t. the restriction to (R + U)× (R + U) defines an inner
product on R + U . Define
P : R→ U, x 7→ P (x) :=
n∑
i=1
〈x, ui〉ui,
where (ui) denotes an orthonormal basis of U.5
Suppose that P is an isomorphism. Then
U +R⊥ = E,
where
R⊥ := {x ∈ E | 〈x, r〉 = 0 ∀x ∈ R} .
5The definition of P is independent of the chosen orthonormal basis.
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Proof: Let (ri) be an orthonormal basis of R. As E = R ⊕ R⊥, it suffices to show that
for every ri one can find ai ∈ R⊥ and bi ∈ U, s.t. ri = ai + bi.
Equipping U and R with the inner products induced by restricting 〈., .〉 the map
Q : U → R, u 7→
n∑
j=1
〈u, rj〉rj
turns out to be the (Hilbert space) adjoint of R. In particular, Q is an isomorphism. Thus
we can find (γij) (i, j = 1, . . . , n), s.t.
n∑
i=1
γki〈ui, rj〉 = δkj
for all k, j = 1, . . . , n. Thus if we set
ci := ui −Q(ui) ∈ R⊥
the equation
ui = ci +Q(ui) = ci +
n∑
j=1
〈ui, rj〉rj
can be turned into
n∑
i=1
γkiui =
n∑
i=1
γkici + rk.
We conclude
rk =
n∑
i=1
γkici︸ ︷︷ ︸
∈R⊥
−
n∑
i=1
γkiui︸ ︷︷ ︸
∈U
,
proving the claim.
Corollary 7.5. Let ρ0 and C be as in Proposition 7.3. Then, for every ρ > ρ0 the map
Dρ
∣∣
Vρ
: Vρ → C00(R, H)
is an isomorphism. Let Qρ ∈ L(C10(R, H)) be the composition of
(
Dρ
∣∣
Vρ
)−1
with the
inclusion Vρ ↪→ C10(R, H). Then Qρ is a right inverse for Dρ and satisfies the estimate
‖Qρ‖ ≤ 1
C
,
independently of ρ > ρ0.
Proof: Consider the case E := C10(R, H), U := kerDρ, R := imD#0ρ
∣∣
kerK⊕kerL and
〈., .〉 := 〈., .〉L2 . Then part 2. of Proposition 7.3 allows us to apply Lemma 7.4. Notice
P = Pρ
∣∣
R
and R⊥ = Vρ, so that we can conclude
C10(R, H) = kerDρ + Vρ.
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The sum above is direct by part 1. of Proposition 7.3, i.e.
C10(R, H) = kerDρ ⊕ Vρ.
Part 3. of Proposition 7.3 allows us to conclude the isomorphism property of Dρ
∣∣
Vρ
,
whereas the bound for ‖Qρ‖ appears as a reformulation of inequality (7.1).
Corollary 7.5 does not contain any statements about the regularity of the map. In order
to analyze that the following lemma will turn out to be helpful.
Lemma 7.6. Let ρ0 be as in Proposition 7.3.The map
S : (ρ0,∞)→ L(C10(R, H)), ρ 7→ Sρ,
defined as the L2-orthogonal projection onto imD#0ρ
∣∣
kerK⊕kerL is C
k and the quantity
‖Sρ‖+
∥∥∥∥dSρdρ
∥∥∥∥
is bounded independently of ρ.
Proof: We will restrict to the case dim kerK = dim kerL = 1 for simplicity. Let ξ ∈
kerK\{0} and η ∈ kerL\{0}6. Due to the regularity of X, ξ and η are in fact Ck. Define
αρ :=
D#0ρ(ξ, 0)
‖D#0ρ(ξ, 0)‖L2
∈ Ck0 (R, H)
and
βρ :=
D#0ρ(0, η)
‖D#0ρ(0, η)‖L2
∈ Ck0 (R, H).
For any ρ > ρ0, (αρ, βρ) forms an orthonormal basis of imD#0ρ
∣∣
kerK⊕kerL, equipped with
the L2-inner product. Thus we can write
Sρξ = 〈αρ, ξ〉L2αρ + 〈βρ, ξ〉L2βρ, for all ξ ∈ C10(R, H).
Due to the exponential convergence of ξ and η, αρ and βρ are bounded in W 1,1 and C2
independently of ρ > ρ0. For instance, we have the estimate
‖αρ‖L1 == ‖β−ξ(·+ ρ)‖L1((−∞,0]) ≤ ‖ξ‖L1 .
The L1-norm of ξ is finite due to its exponential decay. (For the exponential decay
of ξ and η see [AM03], Theorem 2.1). The other quantities can be bounded similarly
(independently of ρ > ρ0). Thus, the inequalities
‖Sρ‖ ≤ ‖αρ‖L1‖αρ‖C1 + ‖βρ‖L1‖βρ‖C1
and∥∥∥∥dSρdρ
∥∥∥∥ ≤ ∥∥∥∥dαρdρ
∥∥∥∥
L1
‖αρ‖C1 + ‖αρ‖L1
∥∥∥∥dαρdρ
∥∥∥∥
C1
+
∥∥∥∥dβρdρ
∥∥∥∥
L1
‖βρ‖C1 + ‖βρ‖L1
∥∥∥∥dβρdρ
∥∥∥∥
C1
prove the claim.
6For instance take ξ = u′ and η = v′.
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We are finally able to conclude this section with the following proposition.
Proposition 7.7. The map Q from Proposition 7.5 is Ck and the quantity∥∥∥∥dQρdρ
∥∥∥∥
is bounded independently of ρ > ρ0.
Proof: Consider the map
Φ : (ρ0)× C10(R, H)→ W × C00(R, H),
defined by (ρ, w) 7→ (ρ, Sρw,Dρw), where we put for convenience
W :=
{
(ρ, ξ) | ρ ∈ (ρ0,∞), ξ ∈ imD#0ρ
∣∣
kerK⊕kerL
}
.
Obviously W is a Ck submanifold diffeomorphic with R3. By lemma 7.6, Φ is a Ck map.
Notice that Qρ can be implicitly defined by the relation
(7.8) Φ(ρ,Qρη) = (ρ, 0, η) for all (ρ, η) ∈ (ρ0,∞)× C00(R, H).
We want to show that Φ is a diffeomorphism, proving the regularity of the map Q. Thus
compute
DΦ(ρ, w)[λ, ξ] = (λ, λ
dSρ
dρ
+ Sρξ, λ
dDρ
dρ
+Dρξ)
for (ρ, w) ∈ (ρ0,∞)×C10(R, H) and (λ, ξ) ∈ R×C10(R, H). Clearly, DΦ(ρ, w) is injective.
Suppose that µ ∈ R, α ∈ Tpr1(Φ(ρ,w))W and β ∈ C00(R, H) are given. We want to solve
the system
(∗)

λ = µ,
λdSρ
dρ
+ Sρξ = α,
λdDρ
dρ
+Dρξ = β.
For any ζ ∈ Vρ we have in fact
ζ = QρDρζ.
For ζ := ξ − Sρξ this becomes
ξ − Sρξ = QρDρ(ξ − Sρξ),
which can be rearranged into
ξ = Sρξ +QρDρξ −QρDρSρξ
= (id−QρDρ)Sρξ +QρDρξ.
Thus we have expressed ξ in terms of Sρξ and Dρξ and can solve (∗) by λ = µ and
(7.9) ξ = (id−QρDρ)
(
α− µdSρ
dρ
)
+Qρ
(
β − µdDρ
dρ
)
.
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We conclude that DΦ(ρ, w) is an isomorphism and that Q is Ck.
Differentiating equation (7.8) w.r.t. ρ yields
DΦ(ρ,Qρη)[1,
dQρ
dρ
] = (1, 0, 0).
By the representation formula (7.9) we can write
dQρ
dρ
η = −(id−QρDρ)dSρ
dρ
Qρη −QρdDρ
dρ
Qρη.
We finally arrive at the estimate∥∥∥∥dQρdρ
∥∥∥∥ ≤ (1 + ‖Qρ‖‖Dρ‖)‖Qρ‖∥∥∥∥dSρdρ
∥∥∥∥+ ‖Qρ‖2 ∥∥∥∥dDρdρ
∥∥∥∥ .
All the quantities involved are bounded uniformly in ρ > ρ0.
7.2 Trajectory Gluing and the embedding property
For the geometric picture behind gluing see Figure 2.2 in [Sch93]. The following zero point
lemma is central to the gluing procedure. It is standard, see, Lemma 2.52 in [Sch93].
Lemma 7.8 (Newton-Picard iteration). Let F : U → Y be a C1-map, where U ⊂ X
is an open set containing 0 and X as well as Y denote Banach spaces. Suppose Q is a
bounded right inverse for DF (0), s.t. for some λ > 0 we have the estimate
(7.10) ‖N(Qy1)−N(Qy2)‖ ≤ λ (‖y1‖+ ‖y2‖) ‖y1 − y2‖
for all y1, y2 ∈ B 1
4λ
(0) ⊆ Y, where N : U → Y is given by
N(x) := F (x)− F (0)−DF (0)[x], x ∈ U.
Suppose ‖F (0)‖ ≤ 1
8λ
. Then there exists a unique y ∈ B 1
4λ
(0) ⊆ Y with
(7.11) F (Qy) = 0
and we have the estimate
(7.12) ‖y‖ ≤ 4
3
‖F (0)‖.
Even though the proof is well-known, it will be included for the sake of completeness.
Proof: We want to find y solving (7.11) as the fixed point of the map
φ : B 1
4λ
(0)→ B 1
4λ
(0), y 7→ − [F (0) +N(Qy)]
using the contraction mapping principle. If y is a fixed point of φ, we have the equation
0 = F (0) + y +N(Qy)
= F (0) +DF (0)Qy +N(Qy)
= F (Qy).
74
Thus a fixed point y is indeed a solution of (7.11). Next we check the conditions in order
to be able to apply the contraction mapping principle.
φ is well-defined:
‖φ(y)‖ ≤ ‖F (0)‖+ ‖N(Qy)‖.
The first term is bounded by 1
8λ
. Plugging y1 = y and y2 = 0 into (7.10) we arrive at the
bound λ‖y‖2 ≤ 1
16λ
for the second term. Thus ‖φ(y)‖ ≤ 1
4λ
.
φ is a contraction:
‖φ(y1)−φ(y2)‖ ≤ ‖N(Qy1)−N(Qy2)‖ ≤ λ (‖y1‖+ ‖y2‖) ‖y1−y2‖ ≤ λ
(
1
4λ
+
1
4λ
)
‖y1−y2‖,
i.e. ‖φ(y1)− φ(y2)‖ ≤ 12‖y1 − y2‖, where we have used (7.10) again.
The estimate (7.12) is also an immediate consequence of (7.10):
‖y‖ ≤ ‖F (0)‖+ ‖N(Qy)‖ ≤ ‖F (0)‖+ 1
4
‖y‖.
We will need a parameterized version of Lemma 7.8.
Proposition 7.9. Let F : U ⊆ X → Y be a C2-map between (open sets of) Banach
spaces and let
(ρ1,∞)→ U, ρ 7→ xρ,
be a C1-curve, together with a C1-family
(ρ1,∞)→ L(Y,X), ρ 7→ Qρ,
of right inverses of DF (xρ). Suppose that
1. ‖F (xρ)‖ ≤ 18λ for ρ > ρ1,
2. we have the estimate
(7.13) ‖Nρ(Qρy1)−Nρ(Qρy2)‖ ≤ λ (‖y1‖+ ‖y2‖) ‖y1 − y2‖
for all y1, y2 ∈ B 1
4λ
(0) ⊆ Y and all ρ > ρ0, where Nρ : U → Y is given by
Nρ(ξ) := F (xρ + ξ)− F (xρ)−DF (xρ)[ξ], ξ ∈ U.
and λ is independent of ρ.
Then there is a C1-curve (ρ1,∞) → B 1
4λ
(0) ⊆ Y, ρ 7→ yρ, s.t. Qρyρ ∈ U for all ρ > ρ1
and we have
F (xρ +Qρyρ) = 0.
Furthermore, we have the estimates
‖yρ‖ ≤ 4
3
‖F (xρ)‖
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and ∥∥∥∥dyρdρ
∥∥∥∥ ≤ ∥∥∥∥DF (xρ) [dxρdρ
]∥∥∥∥+ ∥∥∥∥dNρdρ (Qρyρ)
∥∥∥∥
+
∥∥∥∥DNρ(Qρyρ) [dQρdρ yρ
]∥∥∥∥+ ∥∥∥∥DNρ(Qρyρ) [Qρdyρdρ
]∥∥∥∥ .(7.14)
Proof: The existence of the map y follows from applying Lemma 7.8 for each ρ individ-
ually. Consider the C1-map
Φ : (ρ1,∞)×B 1
4λ
(0)→ C00(R, H), (ρ, w) 7→ Fx,z(xρ +Qρw).
One easily sees that
D2Φ(ρ, w)[ξ] = DFx,z(xρ) ◦Qρ(ξ) = ξ
holds for all (ρ, w) ∈ (ρ1,∞) × B 1
4λ
(0) and ξ ∈ C00(R, H). Thus, the implicit function
theorem implies that y is C1.
The first estimate is clear from (7.12) of Lemma 7.8, whereas the second estimate follows
from differentiating the (fixed point) identity (see Lemma 7.8)
yρ = − [F (xρ) +Nρ(Qρyρ)]
w.r.t. ρ.
The next Corollary extends Lemma 2.53 of [Sch93].
Corollary 7.10. Let X, x, y, z, u and v be as in Theorem 7.3, i.e. F = Fx,z and
xρ = u#
0
ρv. Furthermore, U is given as an 2r-tube around the image of xρ.
Then there is a ρ1 ≥ ρ0, s.t. the assumptions of Proposition 7.9 are satisfied. Furthermore
the derivative of the curve yρ constructed in Proposition 7.9 decays exponentially in ρ,
more precisely there are positive constants C4 and γ, s.t. we have the decay estimate∥∥∥∥dyρdρ
∥∥∥∥ ≤ C4e−γρ, ρ > ρ1.
Proof: Notice that by assumption ‖X‖C3(T2r(u,v)) is bounded. Consequently ‖F‖C3(U) is
bounded as well. The identity
Nρ(z) =
∫ 1
0
(s− 1)D2F (xρ + sz)[z, z] ds
implies
‖Nρ(z1)−Nρ(z2)‖ ≤
∫ 1
0
(s− 1)‖D2F (xρ + sz1)[z1, z1]−D2F (xρ + sz2)[z2, z2]‖ ds
and consequently
‖Nρ(z1)−Nρ(z2)‖ ≤ ‖X‖C3(Tε(u,v))‖z2 − z1‖(‖z1‖+ ‖z2‖)2
+ 2‖X‖C2(Tε(u,v))‖z2 − z1‖(‖z1‖+ ‖z2‖).
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Thus we arrive at estimate (7.13) of Proposition 7.9 for λ sufficiently large, for instance
λ := sup
ρ>ρ1
‖Qρ‖max(‖X‖C3(Tε(u,v)) + 2‖X‖C2(Tε(u,v)) + 1,
1
4
).
Next we want to deal with F (xρ), i.e.
‖Fx,z(u#0ρv)‖C0 = ‖Fx,z(u#0ρv)‖C0([−1,1])
≤
∥∥∥∥d(u#0ρv)ds
∥∥∥∥
C0[−1,1]
+ ‖X(u#0ρv)‖C0[−1,1]
≤
∥∥∥∥dβ−ds
∥∥∥∥
L∞
‖uρ − y‖C0([−1,0]) +
∥∥∥∥dβ+ds
∥∥∥∥
L∞
‖v−ρ − y‖C0([0,1])
+ 2‖X(uρ)‖C0([−1,0]) + 2‖X(v−ρ)‖C0([0,1])
≤
(∥∥∥∥dβ−ds
∥∥∥∥
L∞
+ 2‖DX‖L∞(Tε)
)
‖uρ − y‖C0([−1,0])
+
(∥∥∥∥dβ+ds
∥∥∥∥
L∞
+ 2‖DX‖L∞(Tε)
)
‖v−ρ − y‖C0([0,1])
≤ r
(∥∥∥∥dβ−ds
∥∥∥∥
L∞
+
∥∥∥∥dβ+ds
∥∥∥∥
L∞
+ 4‖DX‖L∞(Tε)
)
e−γ(ρ−1−T ).
In the last line we used the exponential convergence rates of u and v to y as s→∞ and
s→ −∞, respectively. Thus we arrive at the estimate∥∥Fx,z(u#0ρv)∥∥C0 ≤ C1e−γρ
for some C1, γ > 0. Choose ρ1 so large that ‖Fx,z(u#0ρv)‖C0 ≤ 18λ for ρ > ρ1 and the
previously chosen λ and apply Proposition 7.9.
To understand the decay of the quantity∥∥∥∥DF (xρ).dxρdρ
∥∥∥∥
C0
as ρ→∞
differentiating the identity u′(s) = X(u(s)) w.r.t. s gives[
d
ds
−DX(u(s))
]
u′(s) = 0, s ∈ R
and analogously [
d
ds
−DX(v(s))
]
v′(s) = 0, s ∈ R.
Thus, by definition and using the time-translation invariance of the ODE, we have∥∥∥∥DF (xρ) [dxρdρ
]∥∥∥∥
C0
=
∥∥∥∥DF (xρ) [dxρdρ
]∥∥∥∥
C0([−1,1])
.
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Apparently,∥∥∥∥DF (xρ) [dxρdρ
]∥∥∥∥
C0([−1,0])
=
∥∥∥∥[ dds −DX(y + β−(uρ − y))
] [
β−u′ρ
]∥∥∥∥
C0([−1,0])
≤
∥∥∥∥dβ−ds
∥∥∥∥
L∞
‖u′ρ‖C0([−1,0])
+
∥∥∥∥[ dds −DX(y + β−(uρ − y))
] [
u′ρ
]∥∥∥∥
C0([−1,0])
.
The second term can certainly be estimated by
‖DX(uρ)−DX(y + β−(uρ − y))‖C0([−1,0])‖u′ρ‖C0([−1,0])
≤2‖DX‖C0(Tε(u,v))‖u′ρ‖C0([−1,0]).
Taking into account the estimate
‖u′ρ‖C0([−1,0]) = ‖X(uρ)−X(y)‖C0([−1,0]) ≤ ‖X‖C0(Tε(u,v))‖uρ − y‖C0([−1,0])
and the exponential convergence u(s)→ y (s→∞) we arrive at an estimate of the form∥∥∥∥DF (xρ) [dxρdρ
]∥∥∥∥
C0([−1,0])
≤ C2e−γρ
and similarly ∥∥∥∥DF (xρ) [dxρdρ
]∥∥∥∥
C0([0,1])
≤ C3e−γρ.
Differentiating the identity
Nρ(ξ) =
∫ 1
0
(s− 1)D2F (xρ + sξ)[ξ, ξ] ds
w.r.t. ρ we arrive at the estimate∥∥∥∥dNρdρ (Qρyρ)
∥∥∥∥ ≤ ‖D3X‖C0(Tε(u,v))‖Qρ‖2‖yρ‖2C1 ∥∥∥∥dxρdρ
∥∥∥∥
C1
,
i.e. ∥∥∥∥dNρdρ (Qρyρ)
∥∥∥∥ ≤ C3e−γρ.
Similarly, the equation
DNρ(z)[w] =
∫ 1
0
(s− 1){D3F (xρ + sz)[z, z, w] + 2D2F (xρ + sz)[z, w]} ds
implies∥∥∥∥ ddρNρ(Qρyρ)
∥∥∥∥ ≤ ‖D3X‖C0(Tε(u,v))‖Qρ‖2‖yρ‖2(∥∥∥∥dxρdρ
∥∥∥∥+ ∥∥∥∥dQρdρ
∥∥∥∥ ‖yρ‖+ ‖Qρ‖∥∥∥∥dyρdρ
∥∥∥∥)
+ 2‖D2X‖C0(Tε(u,v))‖Qρ‖‖yρ‖
(∥∥∥∥dQρdρ
∥∥∥∥ ‖yρ‖+ ‖Qρ‖∥∥∥∥dyρdρ
∥∥∥∥) .
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With the help of inequality (7.14) we can finally conclude∥∥∥∥dyρdρ
∥∥∥∥ ≤ C4e−γρ
for ρ > ρ1, as claimed.
The next proposition resembles Proposition 2.56 in [Sch93].
Proposition 7.11. Let m(x) = m(y) + 1 = m(z) + 2 and let ρ > ρ2. Then there is a
ρ2 ≥ ρ1, s.t. the map
(ρ2,∞)→ M̂x,z, ρ 7→ u#ˆρv,
which is just the map ρ 7→ u#ρv followed by the quotient map Mx,z → M̂x,z, is an
embedding.
Proof: Since domain and target are one-dimensional, it suffices to show that the map
above is an immersion, i.e. its differential is injective. We argue by contradiction. Suppose
there exist real sequences (ρk), (αk) and (λk), s.t.
(7.15) α2k + λ
2
k = 1,
ρk →∞ as k →∞ and
(7.16) αk
d
dρ
u#ρkv + λk
d
ds
u#ρkv = 0.
Recall u#ρkv = xρk + yρk , so that we have
d
dρ
u#ρkv =
dxρk
dρ
+
dyρk
dρ
and
d
ds
u#ρkv =
dxρk
ds
+
dyρk
ds
.
Since we have ∥∥∥∥dyρkds
∥∥∥∥
C0
→ 0 as ρk →∞
and ∥∥∥∥dyρkdρ
∥∥∥∥
C1
→ 0 as ρk →∞
by Corollary 7.10 we are led to∥∥∥∥αk dxρkdρ + λk dxρkds
∥∥∥∥
C0
→ 0 as ρk →∞.
On the other hand we know
dxρk
dρ
=
dxρk
ds
for s ≤ −1
and
dxρk
dρ
= −dxρk
ds
for s ≥ 1
by construction. Thus we can conclude αk + λk → 0 and αk − λk → 0, contradicting
equation (7.16) and concluding the proof.
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Theorem 7.12. Let x, z ∈ Rest(X) with m(x)−m(z) = 2. Suppose that X satisfies the
Morse-Smale condition up to order 2. Then the set
M̂x,z := M̂x,z ∪
∐
y∈Restm(x)−1(X)
M̂x,y × M̂y,z
can be equipped with the structure of a compact one-dimensional manifold whose boundary
is given by ∐
y∈Restm(x)−1(X)
M̂x,y × M̂y,z
Proof: By the Morse-Smale condition, the space M̂x,z is a one-dimensional manifold.
Any connected component of a one-dimensional manifold is diffeomorphic with either
S1 (which is compact) or an open interval. By the results of the Section 5.3 together
with an index argument any sequence (wk) in M̂x,z which is not convergent in M̂x,z
has a subsequence (not relabeled) which breaks, i.e. we can find y ∈ Restm(x)−1 and
(u, v) ∈ Mx,y ×My,z, s.t. wk converges to (u, v) in the sense of breaking. Furthermore,
it is easily seen that the pair (uˆ, vˆ) in M̂x,y × M̂y,z corresponds to a unique end of the
moduli space (see Section 7.3). Proposition 7.11 (coupled with a suitable diffeomorphism
(ρ2,∞) → (0, 1) ) provides us with boundary charts for M̂x,z. Since we glued a copy
of the interval [0, 1) to each end of the moduli space M̂x,z, the resulting space M̂x,z is
compact.
7.3 Uniqueness of the ends
This section proves the uniqueness of the ends of the moduli space of trajectories of the
Leray-Serre vector field with asymptotics given by rest points of Morse index difference
1, needed for the proof of Theorem 7.12.
First we state a simple lemma refining the inverse function theorem in the sense that it
gives a certain control of the size of the neighborhood on which the function is injective
and a control of the size of the image, i.e. a quantitative inverse function theorem. In
fact it follows immediately from Lemma A.3.2. of [MS04], putting ψ = Dφ(x0)−1φ.
Lemma 7.13. Let X be a Banach space and x0 ∈ X. Suppose positive numbers γ and R
are given as well as a C1-function φ : BR(x0)→ X, s.t.
1. Dφ(x0) is a toplinear isomorphism whose inverse satisfies
‖Dφ(x0)−1‖ ≤ γ,
2. for any x ∈ BR(x0) we have
‖Dφ(x)−Dφ(x0)‖ ≤ 1
2γ
.
Then φ is a diffeomorphism of BR(x0) onto its image which contains B R
2γ
(φ(x0)).
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In particular for any y ∈ X with ‖y − φ(x0)‖ < R2λ we can find an x ∈ X, s.t.
φ(x) = y with ‖x− x0‖ < R.
We want to apply Lemma 7.13, adapting Lemma 4.4.18 of [Sch95] to our case.
Proposition 7.14. Let x, y, z and u, v as well as Qρ be as in Proposition 7.11. Define a
C1-map φ by
φ : (ρ0,∞)× C00(R, H)×R → C10(R, H)
(ρ, ξ, τ) 7→ (u#0ρv)τ +Qρξ.
We can find ρ3 ≥ ρ2 as well as positive numbers γ and R, s.t. for any ρ ≥ ρ3 the following
holds
1. the operator Lρ := Dφ(ρ, 0, 0) is a toplinear isomorphism
2. we have an estimate ‖L−1ρ ‖ ≤ γ,
3. for any (ρ¯, ξ, τ) ∈ (ρ0,∞)× C00(R, H)×R with
|ρ− ρˆ|+ ‖ξ‖C0 + |τ | ≤ R
we have the inequality
‖Dφ(ρ¯, ξ, τ)− Lρ‖ ≤ 1
2γ
.
Proof: We have the formula
(7.17) Dφ(ρ, ξ, τ)[λ, η, µ] = λ
[(
du#0ρv
dρ
)
τ
+
dQρ
dρ
ξ
]
+Qρη + µ
(
du#0ρv
ds
)
τ
for (ρ, ξ, τ) ∈ (ρ0,∞)×C00(R, H)×R and (λ, η, µ) ∈ R⊕C00(R, H)⊕R, which specializes
to
(7.18) Lρ[λ, η, µ] = λ
du#0ρv
dρ
+Qρη + µ
du#0ρv
ds
.
First we will show that there exists ρ′2 ≥ ρ2 and c > 0, s.t.
(7.19) ‖Lρ[λ, η, µ]‖C1 ≥ c (|λ|+ ‖η‖C0 + |µ|)
holds for ρ ≥ ρ′2 and all (λ, η, µ) ∈ R⊕ C00(R, H)⊕R.
We argue by contradiction. Thus suppose (7.19) does not hold, i.e. we can find a sequence
(ρk) with ρk → ∞ as k → ∞ as well as a sequence (λk, ηk, µk) in R ⊕ C00(R, H) ⊕ R
satisfying
|λk|+ ‖ηk‖C0 + |µk| = 1 and ‖Lρk [λk, ηk, µk]‖C1 → 0 (k →∞).
We will interpret Lρk [λk, ηk, µk] according to the splitting
C10(R, H) = im Sρk ⊕ Vρk .
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Recall
u#0ρv = β
−(uρ − y) + β+(v−ρ − y) + y.
On the one hand we immediately see
du#0ρv
dρ
= β−u′ρ − β+v′−ρ = D#0ρ(u′,−v′) ∈ im Sρ.
On the other hand putting β˙± = dβ
±
ds
we arrive at
du#0ρv
ds
= β−u′ρ + β
+v′−ρ + β˙−(uρ − y) + β˙+(v−ρ − y)
= D#0ρ(u
′, v′) + β˙−(uρ − y) + β˙+(v−ρ − y)
which is not necessarily contained in im Sρ. However by definition of Sρ (using the notation
of Lemma 7.6) one immediately sees
Sρ
du#0ρv
ds
= D#0ρ(u
′, v′) + 〈β˙−(uρ − y), αρ〉L2αρ + 〈β˙+(v−ρ − y), βρ〉L2βρ ∈ im Sρ
and
du#0ρv
ds
−Sρ
du#0ρv
ds
= β˙−(uρ−y)−〈β˙−(uρ−y), αρ〉L2αρ+β˙+(v−ρ−y)−〈β˙+(v−ρ−y), βρ〉L2βρ ∈ Vρ.
Obviously
(7.20)
∥∥∥∥du#0ρkvds − Sρk du#0ρkvds
∥∥∥∥
C1
→ 0 as k →∞
since
‖β˙−(uρ − y)‖C1 + ‖β˙+(v−ρ − y)‖C1 → 0 as ρ→∞,
which in turn follows from the exponential convergence of u(s) to y as s → ∞ and v(s)
to y as s→ −∞. Thus we can translate
‖Lρk [λk, ηk, µk]‖C1 → 0 as k →∞
into the statements
(7.21) λkD#0ρk(u
′,−v′) + µkSρk
du#0ρkv
ds
→ 0
in C1 as k →∞ and
(7.22) Qρkηk + µk
(
du#0ρkv
ds
− Sρk
du#0ρkv
ds
)
→ 0
in C1 as k →∞. Due to (7.20) we can conclude that
‖Qρkηk‖C1 → 0 as k →∞,
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which in turn, using the C0-bound on Q, implies that the sequence (‖ηk‖C0) is infinitesi-
mal. In particular we arrive at
(7.23) |λk|+ |µk| → 1 as k →∞.
Arguing in the same manner as we did to arrive at (7.20) we can conclude
(7.24) λkD#0ρk(u
′,−v′) + µkD#0ρk(u′, v′)→ 0 as k →∞
from (7.21). Arguing in the same way as in Proposition 7.11 the statement (7.24) leads
us to a contradiction.
Thus we have found ρ′2 ≥ ρ2 and c > 0, s.t.
‖Lρ[λ, η, µ]‖C1 ≥ c (|λ|+ ‖η‖C0 + |µ|)
holds for ρ ≥ ρ′2 and all (λ, η, µ) ∈ R× C00(R, H)×R, i.e. statement (7.19).
Next we will show that we can find ρ′′2 ≥ ρ2, s.t. Lρ is surjective for ρ ≥ ρ′′2. Obviously
the image of Lρ contains Vρ for any ρ ≥ ρ2. Thus in order to prove surjectivity of Lρ we
have to show the solvability of the equation
Lρ[λ, η, µ] = ζ
for ζ ∈ im Sρ. We again argue by contradiction, i.e. suppose there is a sequence (ρk)
satisfying ρk →∞ (k →∞) and a sequence (ζk) in C10(R, H), s.t.
(7.25) ζk ∈ im Sρk and ‖ζk‖L2 = 1
for all k ≥ 0, as well as
(7.26)
〈
λ
du#0ρkv
dρ
+ µ
du#0ρkv
ds
, ζk
〉
L2
= 0
for all real λ, µ and k ≥ 0. Setting
αρ =
β−u′ρ
‖β−u′ρ‖L2
and βρ =
β+v′−ρ
‖β+v′−ρ‖L2
(7.25) is equivalent to the existence of real sequences (ak) and (bk), s.t.
ζk = akαρk + bkβρk and a
2
k + b
2
k = 1
for all k. According to the discussion preceding (7.20) the quantity〈
λ
du#0ρkv
dρ
+ µ
du#0ρkv
ds
, ζk
〉
L2
equals
ak〈αρk , (λ+ µ)β−u′ρk + λβ˙−(uρk − y)〉L2 + bk〈βρk , (λ− µ)β+v′−ρk + λβ˙+(v−ρk − y)〉L2 .
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Putting
λ =
ak + bk
2
and µ =
ak − bk
2
Equation (7.26) implies
a2k‖β−u′ρk‖L2 + b2k‖β+v′−ρk‖L2 =− ak
ak + bk
2
〈αρk , β˙−(uρk − y)〉L2
− bk ak − bk
2
〈βρk , β˙+(v−ρk − y)〉L2
(7.27)
Since ‖β−u′ρ‖L2 and ‖β+v′−ρ‖L2 are bounded from below independently of ρ, (ak) and (bk)
are bounded, αρ and βρ are bounded in L1 independently of ρ and β˙−(uρ − y) as well as
β˙+(v−ρ − y) go to 0 in C0 as ρ→∞ equation (7.27) implies that the sequences (ak) and
(bk) are infinitesimal, contradicting
a2k + b
2
k = 1
for all k. Thus Lρ is surjective for ρ ≥ ρ′′2. Taking into account (7.19) we have shown that
Lρ is invertible for ρ ≥ ρ′′2 =: ρ3 and its inverse is bounded by γ := 1c , proving parts 1.
and 2.
Next we will discuss part 3. By definition
(7.28) ‖Dφ(ρ¯, ξ, τ)− Lρ‖ = sup
|λ|+‖η‖C0+|µ|≤1
‖Dφ(ρ¯, ξ, τ)[λ, η, τ ]− Lρ[λ, η, τ ]‖.
By equations (7.17) and (7.18) the latter can be written as the supremum of
(7.29)
∥∥∥∥λ [(du#0ρ¯dρ
)
τ
− du#
0
ρ
dρ
]
+ λ
dQρ
dρ
ξ + (Qρ¯ −Qρ)η + µ
[(
du#0ρ¯
ds
)
τ
− du#
0
ρ
ds
]∥∥∥∥
of all
(λ, η, µ) ∈ R⊕ C00(R, H)⊕R
satisfying |λ|+‖η‖C0 + |µ| ≤ 1.We will show that (7.29) (and thus (7.28)) can be bounded
by
C(|ρ− ρ¯|+ ‖ξ‖C0 + |τ |)
for a constant independent of ρ, ρ¯, τ and ξ, proving part 3. by taking R := 1
2γC
.
By the mean value inequality and the regularity of the maps u, v and β± the quantities∥∥∥∥(du#0ρ¯dρ
)
τ
− du#
0
ρ
dρ
∥∥∥∥ and ∥∥∥∥(du#0ρ¯ds
)
τ
− du#
0
ρ
ds
∥∥∥∥
are bounded by
C ′(|τ |+ |ρ− ρ¯|)
for a constant C ′ depending only on the C3-norms of u, v and β±. dQρ
dρ
is bounded inde-
pendently of ρ by Lemma 7.7. Similarly we can make use of the mean value inequality to
conclude
‖Qρ¯ −Qρ‖ ≤ sup
ρ˜≥ρ2
∥∥∥∥dQρ˜dρ
∥∥∥∥ |ρ− ρ¯|,
proving the claim and completing the proof.
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The next Lemma extends Proposition 2.57 in [Sch93].
Lemma 7.15. Let x, y, z and u, v be as in Proposition 7.11. Suppose (wk) is a sequence
inMx,z breaking to (u, v). Then we can find real sequences (ρk) and (τk), s.t. ρk →∞ as
k →∞ and
‖u#0ρkv − (wk)τk‖C1 → 0 (k →∞).
Proof: By definition of breaking there are real sequences (ak) and (bk), s.t. for any R > 0
‖u− wk(·+ ak)‖C1[−R,R] → 0 and ‖v − wk(·+ bk)‖C1[−R,R] → 0
as k →∞. By similar arguments as in Proposition 5.5 we can even conclude
(7.30) ‖u− wk(·+ ak)‖C1(−∞,R] → 0 and ‖v − wk(·+ bk)‖C1[−R,∞) → 0
as k →∞. Define real sequences (ρk) and (τk) as follows
ρk :=
bk − ak
2
and τk :=
ak + bk
2
.
Notice first that ρk →∞ as k →∞. We argue by contradiction, so let us suppose that ρk
is bounded. In particular bk−ak is bounded and we can extract a convergent subsequence
converging to some real T. (7.30) in particular implies
wk(ak)→ u(0) and wk(bk)→ v(0)
as k →∞. The relation
wk(bk) = φ
X
bk−ak(wk(ak))
allows us to conclude that v(0) = φXT (u(0)), which clearly contradicts (x, y) 6= (y, z) as
u ∈Mx,y and v ∈My,z. Thus the sequences (ρk) and (τk) are admissible for the lemma.
Obviously it suffices to show that
(7.31) ‖u#0ρkv − (wk)τk‖C0 → 0 (k →∞).
We argue by contradiction so let us suppose that (7.31) does not hold, i.e. we can (not
relabeling subsequences) find ε > 0 and a real sequence (sk), s.t.
(7.32) ‖u#0ρkv(sk)− wk(sk + τk)‖ ≥ ε for all k.
As wk ∈ W u(x) Proposition 5.3 implies that wk(sk + τk) converges (after selecting a
subsequence). Since wk breaks to (u, v) we face essentially three possibilities
1. there is a λ ∈ [−∞,+∞), s.t.
wk(sk + τk)→ u(λ) as k →∞,
where u(−∞) := x,
2. there is a λ ∈ (−∞,+∞], s.t.
wk(sk + τk)→ v(λ) as k →∞,
where v(+∞) := z,
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3. we have
wk(sk + τk)→ y as k →∞.
In case 1. we have by the proof of Proposition 5.3 that the sequence
sk + τk − ak = sk − ρk
is bounded, say by R. Then the first part of (7.30) translates into
sup
σ≤−ρk+R
‖u#0ρkv(σ)‖ → 0
as k →∞, contradicting (7.32).
Analogously case 2 can be ruled out. Thus we know that
‖wk(sk + τk)− y‖ → 0 as k →∞.
By selecting a subsequence we can assume that either all sk ≥ 0 or all sk ≤ 0. If sk ≤ 0
then for all k we have the inequality
‖u#0ρkv(sk)− y‖ ≤ ‖u(sk + ρk)− y‖,
which since sk + ρk →∞ implies that the sequence(‖u#0ρkv(sk)− y‖)
is infinitesimal. Thus
‖u#0ρkv(sk)− wk(sk + τk)‖ ≤ ‖u#0ρkv(sk)− y‖+ ‖wk(sk + τk)− y‖ → 0
as k →∞ contradicting (7.32). The case ρk ≥ 0 can be handled in the same manner.
Proposition 7.16. Let x, y, z and u, v be as in Proposition 7.11. Suppose (wk) is a
sequence in Mx,z breaking to (u, v). Then we can find k0 ≥ 0 as well as real sequences
(ρk) and (τk), s.t. ρk →∞ as k →∞ and
(wk)τk = u#ρkv (k ≥ k0),
i.e. wˆk = u#̂ρkv in M̂x,z for k ≥ k0.
Proof: By Lemma 7.15 we know that for suitable sequences (ρ0k) and (τ 0k ) we have
ρ0k →∞ and ‖u#0ρ0kv − (wk)τ0k‖C1 → 0 as k →∞.
By Proposition 7.14 we can find sequences (ρk) and (τk), s.t. putting ξk := u#0ρkv−(wk)τk
we have ξk ∈ imQρk as k →∞ and
ρk →∞ and ‖ξk‖C1 → 0 (k →∞).
The conclusion follows by the uniqueness statement of the Newton-Picard Lemma 7.8.
Proposition 7.16 rests upon the Morse-Smale transversality and excludes the possibility
that a moduli space M̂x,z where m(x) −m(z) = 2 has a component diffeomorphic with
R whose ends correspond to one and the same broken trajectory (u, v). Otherwise our
argument for proving the nilpotency of the boundary operator would remain insufficient.
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Chapter 8
The Leray-Serre spectral sequence in
Morse homology
The chapter at hand brings together the preceding chapters, culminating in the main
theorem of the Morse homology part of this thesis, Theorem 8.17. This theorem constructs
the Leray-Serre spectral sequence in Morse homology on Hilbert manifolds.
The construction of the Leray-Serre spectral sequence in Morse homology has already
been carried out by Oancea [Oan03] and Hutchings [Hut03]. However their arguments
are restricted to the case of a fiber bundle pi : E → B where E and B are closed. We
extend Hutchings’ approach to the Leray-Serre spectral sequence, which itself generalizes
Oancea’s construction, to Hilbert manifolds, identifying suitable conditions under which
Hutchings’ deduction is still valid. More precisely our arguments are based on linear
growth bounds on f, the Morse function on the base, and on F , the function on the
total space which is Morse on the fibers over the critical points of f, the finiteness of the
Morse indices of f and F and the Palais-Smale property for X. All of these conditions are
automatically satisfied if E and B are compact. Hence our approach to the Leray-Serre
spectral sequence contains the approaches of Oancea and Hutchings as special cases.
Let (f,F) be such an admissible Leray-Serre pair, as introduced in Definition 2.1, together
with a triple (gB, gE, LH) consisting of a Riemannian metric on B, a Riemannian metric
on E and a fiber bundle connection in the form of a horizontal lift. Then it is possible to
introduce the Leray-Serre vector field
X = −LH ◦ ∇f ◦ pi −∇VF .
Here ∇f denotes the gB−gradient field of f and ∇VF stands for the fiberwise gradient
field w.r.t. gE. It can be shown that X gives rise to a well-defined Morse chain complex
similar to the chain complex induced by a negative gradient field of a Morse function.
As rest points of X project to critical points of f and X projects to −∇f the Morse chain
complex for X can be naturally filtered by the Morse index of f. This filtration gives
rise to a spectral sequence. In contrast to the case of a closed fiber bundle the spectral
sequence will no longer be eventually constant. However in the Hilbert manifold setting
the spectral sequence turns out to be first quadrant, ensuring convergence.
To show that this spectral sequence can indeed be interpreted as the Leray-Serre spectral
sequence two points have to be confirmed:
1. The spectral sequence should compute the Morse homology of E in the limit.
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2. The second page of the spectral sequence should consist of the Morse homology of
the base with local coefficients in the Morse homology of the fibers.
Suppose a spectral sequence arises from a filtration of a chain complex C. If this spectral
sequence converges it will compute the homology of C in the limit. Thus to deduce point
1. we have to identify the homology of the Morse chain complex for X. As already said
X behaves to some extent like a negative gradient field. If we suppose that F is Morse
on E a continuation argument can be used to see that the homology of the Morse chain
complex of X is isomorphic to the Morse homology of F . For instance one could use the
homotopy
[0, 1] 3 τ 7→ τX − (1− τ)∇F ,
which permits sufficient control for all τ ∈ [0, 1].
We will make use of the method of hybrid trajectories introduced by Abbondandolo-
Schwarz [AS06] which also works for situations where classical continuation arguments
fail. To prove 1. we consider hybrid trajectories connecting x ∈ Rest(X) and y ∈ Crit(f).
These correspond uniquely to elements in
(8.1) W u(x,X) ∩W s(y,−∇F),
the intersection of the stable and unstable manifolds of X at x and −∇F in y. It can
be shown that if the intersection in (8.1) is transverse, counting hybrid trajectories (mod
R-shift) gives rise to an isomorphism in homology, serving as a reliable substitute for the
continuation maps.
For the second point we give an account of Morse homology with local coefficients which
is well-known in the community, but difficult to find in the literature. We also discuss a
minimal framework for local coefficients associated to a fixed pair (f, g) consisting of a
Morse function f and a Riemannian metric g.
This chapter can be outlined as follows.
In Section 8.1 we will briefly recall the notion of spectral sequence and discuss the spectral
sequence associated to a filtration of a chain complex.
Section 8.2 addresses Morse homology with local coefficients. We also introduce the notion
of local Morse system of coefficients. It serves as the minimal setting necessary to define
Morse homology with local coefficients and appears naturally in applications.
Section 8.3 shows that the Morse homologies of the fibers of the fiber bundle fit together
to a local Morse system of coefficients. This system allows a condensed presentation of
the second page of the Leray-Serre spectral sequence in Morse homology.
In Section 8.4 we introduce the Morse complex for the Leray-Serre vector field and deduce
some of its properties. In particular this complex admits a natural filtration that gives
rise to the Leray-Serre spectral sequence. Then we discuss our main applications, namely
the free loop space fibration ΛQ → Q of a closed manifold Q and the free loop space
ΛP → ΛQ of a principal G-bundle P → Q.
8.1 The spectral sequence associated to a filtration
In this section we will recall important points from Chapter 9 of [Spa94], fixing the no-
tation and leading to the construction of the spectral sequence induced by a convenient
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filtration of a chain complex. We will consistently use boundary operators when dealing
with homology instead of differentials. We reserve those for cohomology. For an introduc-
tion to spectral sequences and further discussions we refer to the books [McC01a], [Hat]
and [McC01b].
Fix a principal ideal domain R. (Later we will specialize to R = Z2.) Let
{Es,t}(s,t)∈Z2
be a family of R-modules. We call the R-module
E :=
⊕
(s,t)∈Z2
Es,t
a bigraded module over R. A homomorphism ∂ : E → E is called a boundary operator of
bidegree (−r, r − 1) where r ∈ N if ∂ ◦ ∂ = 0 and
∂(Es,t) ⊆ Es−r,t+r−1 holds for all (s, t) ∈ Z2.
The homology module H(E) is defined as the bigraded module given by
Hs,t(E) := ker(∂ : Es,t → Es−r,t+r−1)
/
∂(Es+r,t−r+1) .
Definition 8.1. Let k ∈ N. An Ek−spectral sequence is given by a sequence (Er, ∂r) for
r ≥ k s.t.
1. Er, the so-called r−th page, is a bigraded module and ∂r : Er → Er is a boundary
operator of bidegree (−r, r − 1),
2. for r ≥ k there is an isomorphism H(Er) ∼= Er+1 (of bigraded modules).
The spectral sequence E is said to converge if for every s and t there exists an integer
r(s, t) s.t. for r ≥ r(s, t)
∂r : Ers,t → Ers−t,t+r−1
is trivial. Then Er+1s,t is isomorphic to a quotient of Ers,t. Define E∞s,t as the direct limit of
the sequence
E
r(s,t)
s,t → Er(s,t)+1s,t → . . . .
The modules E∞s,t fit together to form a bigraded module E∞, which we call limit of the
spectral sequence E.
A first quadrant spectral sequence is defined to be a spectral sequence having the property
that for some r, Ers,t = {0} if s < 0 or t < 0. It is easy to see that a first quadrant spectral
sequence converges and for any q there are only a finite number of non-trivial modules
E∞s,t with s+ t = q.
A filtration F on an R-module A is given by a sequence (FsA)s∈Z of submodules such
that
FsA ⊆ Fs+1A, s ∈ Z.
If A is a graded module, the filtration is required to be compatible with the gradation.
Given a filtration F on A we define the associated graded module G(A) by
G(A)s := FsA
/
Fs−1A , s ∈ Z
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If A is graded the module G(A) is bigraded by
(8.2) G(A)s,t := FsAs+t
/
Fs−1As+t , (s, t) ∈ Z2.
A filtration F on a chain complex (C, ∂) is a filtration compatible with the gradation of
C and with the boundary operator ∂, more precisely ∂(FsC) ⊆ FsC, i.e. (FsC, ∂
∣∣
FsC
)
forms a chain subcomplex of (C, ∂). Any filtration F on the chain complex (C, ∂) induces
a filtration F on the module H∗(C, ∂) defined by
FsH∗(C, ∂) := im
(
H∗(FsC, ∂
∣∣
FsC
)→ H∗(C, ∂)
)
.
As a special case of Theorem 2, Chapter 9 of [Spa94] we state the following theorem.
Theorem 8.2. Let F be a filtration on a chain complex (C, ∂), satisfying
1. FsC = ∅ for s < 0,
2.
⋃
s≥0 FsC = C.
There is a first quadrant E1−spectral sequence with
E1s,t
∼= Hs+t(FsC/Fs−1C),
where ∂1, the boundary operator of the first page of the spectral sequence, corresponds to
the boundary operator of the triple (FsC,Fs−1C,Fs−2C), and the limit E∞ is isomorphic
to the bigraded module GH∗(C, ∂), see (8.2).
In Section 8.4 we will introduce a particular complex, associated to the Leray-Serre vector
field, which admits a filtration satisfying properties 1. and 2. of Theorem 8.2. The
resulting spectral sequence will turn out to be the Morse-theoretic analog of the Leray-
Serre spectral sequence.
Theorem 8.2 describes the first page of the spectral sequence. To identify the second page
we have to discuss Morse homology with local coefficients first and introduce a particular
system of local Morse coefficients in the next two sections.
The impatient readers may skip these sections and proceed with Section 8.4.
8.2 Morse homology and local systems of coefficients
To formulate the Leray-Serre spectral sequence for a non-simply-connected base it is con-
venient to use the formalism of local coefficients, introduced for singular and cellular
homology by Steenrod [Ste43]. See also Section 5.3 in [McC01a]. Our discussion follows
Section 7.2 in [Oan], who also discusses Morse homology with local coefficients.
Definition 8.3. Let R be a ring. A system of local coefficients on a topological space B
is given by a collection of R-modules {Mb}b∈B , called fiber at b, together with a family
of isomorphisms {
Φα : Mα(0)→α(1)
}
α∈P (B) ,
called parallel transport along α, where P (B) := C0([0, 1], B) denotes the set of continuous
paths in B, s.t.
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1. if b denotes the constant path equal to b ∈ B, then Φb = idMb ,
2. if α, β ∈ P (B) are homotopic with fixed end points, then Φα = Φβ,
3. if α, β ∈ P (B) satisfy α(1) = β(0), then
Φα·β = Φβ ◦ Φα
where α · β ∈ P (B) denotes the product path of α and β.
If B is not path-connected we assume in addition that all the Mb, b ∈ B, are isomorphic.
Given a local system of coefficients all the fibers are isomorphic as R-modules. It is
customary to talk about a local system of coefficients with (typical) fiber M, where M =
Mb for some b ∈ B.
Any R-module M defines a trivial system of local coefficients via Mb := M for all b ∈ B
and Φα := idM for all α ∈ P (B). Obviously any system of local coefficients on a simply-
connected base B is isomorphic with a trivial local system of coefficients.
Given a local system of coefficients S on a topological space B it is possible to define
singular homology with local coefficients H∗(B;S), see [Ste43] or [McC01a], generalizing
singular homology with constant coefficients.
Next we define Morse homology with coefficients in a local system S, extending Section
7.2.1 in [Oan03], whose treatment carries over to Morse homology on Hilbert manifolds
without difficulties. For simplicity we neglect orientations and work over Z2. Our basic
reference for Morse homology on Hilbert manifolds is [AM04], which we interpret in terms
of [Sch93].
Let (B, g) be a complete Riemannian Hilbert manifold1, endowed with a smooth Morse
function f , s.t.
1. f is bounded from below
2. every critical point of f has finite Morse index,
3. f satisfies the Palais-Smale condition,
4. −∇f satisfies the Morse-Smale condition up to order 2.
Let furthermore a system of local coefficients
S =
(
{Mb}b∈B ,
{
Φα : Mα(0)→α(1)
}
α∈P (B)
)
of Z2-vector spaces on B be given.
Denote by Critk f the set of critical points of f with Morse index k. Define for all k ∈ N
a Z2-vector space
Ck(f ;S) :=
⊕
x∈Critk f
Mx
1With some work Morse homology with local coefficients can even be defined for the most general
setting we are aware of, namely a C1-Morse vector field on a Banach manifold admitting a C1−Lyapunov
function which only satisfies the Palais-Smale condition up to order 0 as in Section 2.3 of [AM04].
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and linear maps ∂k : Ck(f ;S)→ Ck−1(f ;S) by
(8.3) ∂k(m) :=
∑
y∈Critk−1 f
∑
[γ]∈M̂x,y
Φγ˜(m), m ∈Mx, x ∈ Critk f,
where Mx,y denotes the set of all smooth maps γ : R → B satisfying γ′ = −∇f ◦ γ
together with the asymptotic conditions
lim
s→−∞
γ(s) = x and lim
s→+∞
γ(s) = y.
The setMx,y is either empty or a one-dimensional manifold, in which case the action
(8.4) R×Mx,y →Mx,y, (τ, γ) 7→ γ(·+ τ)
is free and the set
M̂x,y := Mx,y
/
R
consists of a finite number of points. Due to the asymptotic conditions any γ ∈ Mx,y
can also be reparameterized to give a map γ˜ : [0, 1] → B with γ˜(0) = x and γ˜(1) = y. If
γ1 and γ2 differ by the R-action introduced in (8.4) the paths γ˜1 and γ˜2 turn out to be
homotopic with fixed endpoints, in which case condition 1 in Definition 8.3 ensures that
Φγ˜1 = Φγ˜2 , implying that the summand in (8.3) is well-defined. Furthermore as f satisfies
the Palais-Smale property the number of non-zero terms appearing in (8.3) is finite.
Thus we can show the Morse homology theorem with local coefficients.
Proposition 8.4. Let f be a Morse function on the complete Riemannian Hilbert mani-
fold (B, g) satisfying the assumptions 1− 4 above. Furthermore let
S =
(
{Mb}b∈B ,
{
Φα : Mα(0)→α(1)
}
α∈P (B)
)
denote a given system of local coefficients of Z2-vector spaces on B. Then the operators
(∂k)k∈N (8.3) satisfy the identity
(8.5) ∂k ◦ ∂k−1 = 0, k ∈ N,
turning (C∗(f ;S), ∂) into a chain complex whose homology H∗(f ;S) is called Morse ho-
mology of f with local coefficients in S. Furthermore
(8.6) H∗(f ;S) ∼= H∗(B;S),
where the second term denotes singular homology with local coefficients in S.
Proof: The proof of the identity (8.5) rests upon the fact that if x and z are critical
points of f with m(x)−m(z) = 2 and a non-compact connected component of M̂x,z has
two ends corresponding to pairs (u1, v1) and (u2, v2) with
(ui, vi) ∈Mx,yi ×Myi,z, i = 1, 2
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for critical points yi with m(yi) = m(x) − 1 (i = 1, 2), then the Gluing Theorem 7.12
shows that the path u˜−12 ◦ v˜−12 ◦ v˜1 ◦ u˜1, connecting x with itself, is homotopic with fixed
endpoints to the constant path equal to x, implying the identity
Φv˜1 ◦ Φu˜1 = Φv˜2 ◦ Φu˜2 ,
proving (8.5).
Setting up the Morse complex with local coefficients as in Section 2.7 in [AM04], to-
gether with the argument of Section 2.8 of [AM04] gives (8.6) for any sublevel set Ba =
f−1((−∞, a)) of f for a ∈ R. A direct limit argument as in Section 2.9 of [AM04] allows
to conclude (8.6).
In Section 7.2.1 of [Oan] Oancea gives a proof of Proposition 8.4 for Morse cohomology
and a compact base B. He works with a negative pseudo-gradient field Y for f which he
assumes to equal a non-degenerate quadratic form in the vicinity of the critical points of
f to work will the cell decomposition of B induced by the flow of Y . Working with the
cellular filtration of [AM04] renders this assumption superfluous.
Apparently the definition of Morse homology with local coefficients, see (8.3), does not
require the full data contained in a local system. In fact only the fibers over the critical
points of the Morse function are taken into account. Similarly only the paths induced by
Morse trajectories connecting critical points of Morse index difference 1 enter. Axioma-
tizing the proof of Proposition 8.4 leads to the notion of a local Morse system associated
to (f, g).
Definition 8.5. Let f be a Morse function on the complete Riemannian Hilbert manifold
(B, g) satisfying the assumptions 1 − 4 above. A local Morse system associated to (f, g)
with typical fiber M, an R-module, is given by a family {Mx}x∈Crit(f) of R−modules which
are isomorphic with M together with a collection of isomorphisms {Φα} with
Φα : Mx →My,
where x, y ∈ Crit(f) with m(x) − m(y) = 1 and α ∈ Mx,y, satisfying the following
properties.
1. Suppose x and y are critical points of f with m(x)−m(y) = 1 and α ∈Mx,y. Then
Φα = Φα(·+τ) for all τ ∈ R.
2. Suppose that x and z are critical points of f with m(x) − m(z) = 2 and a non-
compact connected component of M̂x,z has two ends corresponding to pairs (α1, β1)
and (α2, β2) with
(αi, βi) ∈Mx,yi ×Myi,z, i = 1, 2
for critical points yi with m(yi) = m(x)− 1 (i = 1, 2). Then the identity
Φα1 ◦ Φβ1 = Φα2 ◦ Φβ2
holds.
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Ideas more general than Definition 8.5 enable the construction of characteristic classes
via Morse homology, see [Voi06], and the reconstruction of vector bundles from so-called
transport functions, see Section 2.3 in [Voi], leading to a Morse K-Theory.
We conclude the following analog of Proposition 8.4.
Proposition 8.6. Let f be a Morse function on the complete Riemannian Hilbert mani-
fold (B, g) satisfying the assumptions 1− 4 above. Furthermore let
S =
(
{Mx}x∈Critf , {Φu}
)
denote a given local Morse system associated to (f, g) of Z2-vector spaces. Then the linear
operators ∂k : Ck(f ;S)→ Ck−1(f ;S), where
Ck(f ;S) :=
⊕
x∈Critk f
Mx,
defined by
(8.7) ∂k(m) :=
∑
y∈Critk−1 f
∑
[γ]∈M̂x,y
Φγ(m), m ∈Mx, x ∈ Critk f,
are well-defined and satisfy the identities
(8.8) ∂k ◦ ∂k−1 = 0, k ∈ N,
turning (C∗(f ;S), ∂) into a chain complex whose homology H∗(f ;S) is called Morse ho-
mology of f with local Morse coefficients in S.
Thus a local Morse systems associated to (f, g) turns out to be the natural setting for
Morse homology associated to (f, g) with local coefficients. In Section 8.3 we will construct
a natural local Morse system.
By the gluing theorem any local system of coefficients gives rise to a local Morse system
of coefficients. Conversely any system of Morse coefficients can be extended to a unique
local system of coefficients, as described in Sections 7.2 and 7.3 in [Oan]. In fact Oancea
provides the arguments for a fixed system of Morse coefficients, using only the axioms of
Definition 8.5. Again his arguments rely on the cell decomposition induced by the flow of
Y. See the discussion after the proof of Proposition 8.4.
8.3 The local Morse system of coefficients for the Leray-
Serre spectral sequence
In this section we will introduce the local Morse system of coefficients associated to a
Leray-Serre pair required to identify the E2-page of the Leray-Serre spectral sequence.
Our treatment in fact provides more details for the discussion of Section 1.2. in [Hut03].
Let pi : E → B be a locally trivial fiber bundle of (second-countable) Hilbert manifolds,
together with an admissible Leray-Serre pair (f,F) and endowed with a regular triple
(gB, gE, L
H). Recall the definition of the Leray-Serre vector field X and the moduli spaces
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Mp−,p+ for p−, p+ ∈ Rest(X) (see Section 6.1).
Suppose that m(p−)−m(p+) = 1. Then due to the regularity of (gB, gE, LH) the moduli
spaceMp−,p+ is a manifold of dimension 1 or empty. If non-empty dividing out the free
and proper R−action of s−shifting gives us a zero dimensional manifold
M̂p−,p+ = Mp−,p+
/
R ,
i.e. a discrete set of points. Due to the Propositions 5.4 and 5.5 we know that this number
is finite. Denote by n(p−, p+) the count of elements of M̂p−,p+ and define it to be zero if
Mp−,p+ is empty.
Let x ∈ Crit(f) be arbitrary but fixed. Denote by Fx the function F , restricted to
Ex := pi
−1(x), and introduce the complete Riemannian metric gEx on Ex by the restriction
of gE to Ex. Since the triple (gE, gB, LH) is regular, Lemma 6.9 implies that the pair
(Fx, gEx) satisfies the Morse-Smale transversality condition up to order 2. In particular
the Morse complex (CM(Ex,Fx;Z2), ∂x) for (Fx, gEx) is well-defined, see Sections 2.7
and 2.8 in [AM04]. By the discussion preceding Lemma 6.9 we immediately see that ∂x
is given by
∂x(p−) =
∑
p+∈Rest(X),
m(p−)−m(p+)=1,
pi(p+)=x
n(p−, p+) p+ (mod 2), p− ∈ Rest(X) ∩ Ex.
Denote by HM∗(Ex,F ;Z2) the homology of the complex (CM(Ex,Fx;Z2), ∂x).
Let x, y ∈ Crit(f) with mf (x) − mf (y) = 1 and let α ∈ Mfx,y, where the superscript f
indicates negative gradient flow trajectories of f and is included to distinguishMfx,y from
the corresponding moduli spaces of connecting trajectories of X.
By the index formula for X of Proposition 2.9 for any pair (p−, p+) with p− ∈ Rest(X)∩
Ex = Crit(Fx) and p+ ∈ Rest(X) ∩ Ey = Crit(Fy) we have
(8.9) mFx(p−) = mFy(p+) iff m(p−)−m(p+) = 1.
For such a pair (p−, p+) the set Mp−,p+
/
R consists of a finite number of points, s.t. the
set {
u ∈Mp−,p+ | pi ◦ u = α
}
is finite as well. Denote by nα(p−, p+) the count of elements of this set.
Next we define a linear map φα : CM(Ex,Fx;Z2)→ CM(Ey,Fy;Z2) by Z2-linear exten-
sion of
(8.10) φα(p−) =
∑
p+∈Rest(X)∩Ey ,
m(p−)−m(p+)=1
nα(p−, p+) p+ (mod 2), p− ∈ Rest(X) ∩ Ex.
The next two lemmas are similar to Lemma 7.10 in [Oan] and Lemmas 3.3.6 and 3.3.7 in
[Oan03].
Lemma 8.7. Let x, y ∈ Crit(f) with mf (x)−mf (y) = 1 and let α ∈Mfx,y be fixed. Then
the map φα : CM(Ex,Fx;Z2)→ CM(Ey,Fy;Z2) defined by (8.10) is a chain map
φα : (CM(Ex,Fx;Z2), ∂x)→ (CM(Ey,Fy;Z2), ∂y),
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giving rise to a map in homology
(8.11) Φα : HM(Ex,Fx;Z2)→ HM(Ey,Fy;Z2).
Furthermore we have φα = φα(·+τ) and thus Φα = Φα(·+τ) for any τ ∈ R.
Proof: φα is a chain map by the gluing theorem for X, see Theorem 7.12. Moreover for
fixed τ ∈ R the map
C10(p−, p+;E)→ C10(p−, p+;E), u 7→ u(·+ τ)
induces a bijection{
u ∈Mp−,p+ | pi ◦ u = α
}→ {u ∈Mp−,p+ | pi ◦ u = α(·+ τ)} .
Thus nα(p−, p+) = nα(·+τ)(p−, p+) and φα = φα(·+τ).
Lemma 8.8. Let x, y ∈ Crit(f) with mf (x)−mf (y) = 1 and let α ∈Mfx,y be fixed. Then
the map Φα : HM(Ex,Fx;Z2)→ HM(Ey,Fy;Z2) of (8.11) is an isomorphism.
Proof: We will identify the map Φα with a continuation map between two Morse functions
on a fixed manifold.
Since α is a non-trivial Morse trajectory, we have α′(s) 6= 0 for all s ∈ R. In particular
the set
Z = (pi ◦ α)−1(R)
is a submanifold of E. Define a vector field Y on Z via
Y (p) := −LHp α′(s), where s ∈ R is determined by pi(p) = α(s).
It is not difficult to see that the vector field Y on Z is complete and the limits
(8.12) lim
s→±∞
φYs (p)
exists for all p ∈ Z, where φY denotes the flow of the vector field Y. More precisely for
any integral curve u : (s−(p), s+(p))→ Z of Y with u(0) = p ∈ pi−1(α(0)) we can deduce
along the lines of proof of Lemma 5.1 the following estimate
(8.13) 1 + F(u(s)) ≤ C2 (1 + F(p)) e|
∫ s
0 ‖α′(s)‖ ds|, s ∈ (s−(p), s+(p)),
which gives rise to the inequality∫ s1
s0
‖u′(s)‖ ds ≤ C 32
√
1 + F(p)e 12
∫ s1
s0
‖α′(s)‖ ds
∫ s1
s0
‖α′(s)‖ ds,
Taking into account the exponential convergence of α we conclude the completeness of Y
and the existence of the limits (8.12).
Put F := Eα(0) = pi−1(α(0)). The map
(8.14) Ψ : R× F → Z, (s, p) 7→ φYs (p)
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is a diffeomorphism. Define diffeomorphisms Ψs : F → Eα(s), s ∈ R, by Ψs = Ψ(s, ·).
The limits Ψ−∞ : F → Ex and Ψ+∞ : F → Ey, defined pointwise by (8.12), give rise to
diffeomorphisms as well.
Introduce functions Fs : Eα(s) → R, s ∈ [−∞,+∞], by Fs := Ψ∗sF as well as a family of
metrics
gs := Ψ
∗
sgE
∣∣
Eα(s)
, s ∈ [−∞,+∞].
Recall that the Leray-Serre vector field X is tangent to Z. In the trivialization (8.14) the
vector field X reads
dΨ(s, p)−1 ◦X ◦Ψ(s, p) = ∂s − dΨs(p)−1∇VF(p) = ∂s −∇gsFs(p),
where ∇gs refers to the gradient w.r.t. gs and we have used the definition of gs.
In this way we can interpret the map Φα as a continuation map between the Morse
functions F−∞ and F+∞ on the manifold F, induced by the homotopies {Fs}s∈[−∞,+∞]
and {gs}s∈[−∞,+∞] of functions and metrics. Notice that by (8.13) the quantity
sup
s0,s1∈[−∞,+∞]
sup
p∈F
|Fs0(p)−Fs1(p)|
is bounded. Furthermore any of the metrics gs is complete.
It is well-known that such a continuation map induces an isomorphism in homology, see
Section 4.1.3 in [Sch93] and Section 2.13 in [AM04].
Next we verify condition 2 of Definition 8.5.
Lemma 8.9. Suppose that x and z are critical points of f with m(x)−m(z) = 2 and a
non-compact connected component of M̂x,z has two ends corresponding to pairs (α1, β1)
and (α2, β2) with
(αi, βi) ∈Mx,yi ×Myi,z, i = 1, 2
for critical points yi with m(yi) = m(x)− 1 (i = 1, 2). Then the identity
Φα1 ◦ Φβ1 = Φα2 ◦ Φβ2
holds for the maps (8.11).
Proof: The identity
Φα1 ◦ Φβ1 = Φα2 ◦ Φβ2
is a direct consequence of Theorem 7.12, the gluing theorem for X.
Lemmas 8.7, 8.8 and 8.9 allow us to conclude the claimed existence of the local Morse
system of coefficients.
Proposition 8.10. Let pi : E → B be a locally trivial fiber bundle of (second-countable)
Hilbert manifolds, together with an admissible Leray-Serre pair (f,F) and endowed with
a regular triple (gB, gE, LH). Then the Z2−vector spaces
{HM∗(Ex,F ;Z2)}x∈Crit(f) ,
together with the family
{Φα : HM(Ex,Fx;Z2)→ HM(Ey,Fy;Z2)}α ,
where α ∈ Mfx,y for x, y ∈ Crit(f) with mf (x) −mf (y) = 1, of isomorphisms defined by
(8.11) fit together to form a local Morse system of coefficients, denoted by HM(F,F ;Z2).
97
8.4 The Morse complex for the Leray-Serre vector field
In this section we will introduce the Morse complex for the Leray-Serre vector field X.
Before going into the details we will briefly summarize the main points.
Let pi : E → B be a fiber bundle. The Leray-Serre vector field X has been constructed
with several objectives in mind.
1. X projects down to a negative gradient field,
2. restricted to the fibers over the critical points of the Morse function on the base X
recovers the Morse homology of the fibers,
3. X is comparable to a genuine negative gradient flow on the total space.
Condition 1 ensures that the Morse complex for X admits a filtration, namely by the
Morse index of the Morse function on the base. This parallels the filtration of the singu-
lar chain complex that is used to construct the Leray-Serre spectral sequence in singular
homology, see the main theorem of Chapter 1 of [Hat].
More precisely suppose let a CW-decomposition of the base B be given. Denote by Bs,
s ∈ N the s-skeleton of B, i.e. the union of all n-cells with n ≤ s. Then Es := pi−1(Bs)
defines a filtration of the topological space E, which in turn gives rise to a filtration
FsC
sing
∗ (E) of the singular chain complex Csing∗ (E) of E, induced by the inclusion maps
Es → E. It can be shown that this filtration gives rise to the Leray-Serre spectral se-
quence, see Chapter 1 of [Hat].
It is well-known that if the gradient of the Morse function on the base has a certain
standard form in the vicinity of the critical point, the flow of said function will give rise
to a CW decomposition of the base, seemingly first proved in [Kal75]. See also [Bot88],
[Lau92], and [Qin11].
Thus condition 1 can be viewed as a Morse-theoretic version of the filtration {Es}s∈N .
Condition 2 allows us to recover the Morse homology fiber as coefficients for the Morse
homology on the base.
Condition 3 ensures that the spectral sequence computes the homology of the Morse com-
plex of E in the limit.
Next we will discuss the properties of the Morse complex for the Leray-Serre vector fieldX.
Let pi : E → B be a locally trivial fiber bundle of (second-countable) Hilbert manifolds,
together with an admissible Leray-Serre pair (f,F) and endowed with a regular triple
(gB, gE, L
H). Recall from Section 6.1 the definition of the Leray-Serre vector field X and
the moduli spacesMp−,p+ for p−, p+ ∈ Rest(X).
Suppose that m(p−) − m(p+) = 1. Then the regularity of (gB, gE, LH) implies that the
moduli spaceMp−,p+ is a manifold of dimension 1 or empty. IfMp−,p+ is non-empty the
R−action
R×Mp−,p+ →Mp−,p+ , (τ, u) 7→ u(·+ τ),
is free and proper. Thus the quotient space
M̂p−,p+ = Mp−,p+
/
R
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inherits the structure of a manifold and is of dimension zero, i.e. a discrete set of points.
Due to the Propositions 5.4 and 5.5 we know that this number is finite. Denote by
n(p−, p+) the Z2-count of elements of M̂p−,p+ and define it to be zero ifMp−,p+ is empty.
Construct a graded Z2-vector space C(X;Z2) finitely generated by Rest(X) and graded
by the Morse index m(p) for p ∈ Rest(X). Define a linear map by Z2-linear extension of
(8.15) ∂(p−) :=
∑
p+∈Restk−1(X)
n(p−, p+) p+, p− ∈ Restk(X).
The sum appearing in the definition of the boundary operator is finite. Indeed, fix any
p− ∈ Rest(X) and let u ∈Mp−,p+ . Then the first part of Lemma 5.1 shows that we have
a bound F(p+) ≤ C for a constant C only depending on F(p−) and f(pi(p−)). Since X
satisfies the Palais-Smale condition for X (see Definition 2.1) we know that the number
of rest points of X below a given F−level C is finite and thus the number of possible
p+ ∈ Rest(X) appearing in equation (8.15), s.t. n(p−, p+) 6= 0, is finite.
We have thus almost completed the proof of
Proposition 8.11. Let pi : E → B be a locally trivial fiber bundle of (second-countable)
Hilbert manifolds, together with an admissible Leray-Serre pair (f,F) and endowed with
a regular triple (gB, gE, LH). Then the linear map ∂ : C(X;Z2) → C(X;Z2), given by
(8.15), is well-defined and we have ∂ ◦ ∂ = 0, i.e. ∂ is a boundary operator.
Proof: We have already deduced the well-definedness.
The property ∂ ◦ ∂ = 0 is equivalent to the identity
(8.16)
∑
q∈Restk−1(X)
n(p, q)n(q, r) = 0 in Z2
for any fixed p ∈ Restk(X) and r ∈ Restk−2(X). The left hand side of equation (8.16) can
be regarded as the Z2-count of elements of the (zero-dimensional) manifold∐
q∈Restk−1(X)
M̂p,q × M̂q,r.
By Theorem 7.12 this manifold is the boundary of a compact one-dimensional manifold.
In particular, the number of boundary points is even, proving (8.16).
Remark 8.12. Notice that two different perturbations coming from Theorem 6.8 give rise
to quasi-isomorphic chain complexes. This can be shown, for instance, by continuation
maps, see Section 4.1.3 in [Sch93] and Section 2.13 in [AM04].. Since the technique is
similar to (in fact, even simpler than) the proof of the next proposition, we chose not
to go into further details here. It is also possible to change the pair (f,F) to another
admissible Leray-Serre pair (f ′,F ′) as long as the quantity
sup
x∈B
|f(x)− f ′(x)|+ sup
p∈E
|F(p)−F ′(p)|
is finite.
99
Remark 8.13. Taking orientations into account we expect Proposition 8.11 to hold for
any ring R, not only Z2. However, a treatment of orientations might distract from the
analytical ideas. For a discussion of orientations see Chapter 3 in [Sch93] and Section 2.8
in [AM04].
The chain complex (C(X;Z2), ∂) admits a natural filtration. Let FsC(X;Z2) be the
subspace generated by those rest points p ∈ Rest(X), s.t. mf (p) := m(pi(p)) ≤ s. We
have
Proposition 8.14. Let pi : E → B, (f,F) and (gB, gE, LH) be as in Proposition 8.11.
{FsC(X;Z2)}s∈Z defines a filtration of the chain complex (C(X;Z2), ∂). The filtration
satisfies the hypotheses of Theorem 8.2, i.e.
1. FsC = ∅ for s < 0,
2.
⋃
s≥0 FsC = C.
Proof: The fact that {FsC(X;Z2)}s∈Z defines a filtration, i.e. the boundary operator
does not increase the base Morse index mf , is the content of Lemma 6.2. Properties 1
and 2 of the filtration are obvious.
Next we compute the homology of the complex (C(X;Z2), ∂).
Proposition 8.15. Let pi : E → B, (f,F) and (gB, gE, LH) be as in Proposition 8.11. As-
sume that there is a Ck+1 Morse function H : E → R with finite Morse indices satisfying
the PS-condition w.r.t. gE, s.t. ‖F −H‖L∞ <∞. Then we have
Hk(C(X;Z2)) ∼= HMk(H;Z2), k ∈ N,
where HM∗(H;Z2) denotes the Morse homology of H with Z2-coefficients, which is iso-
morphic to H∗(E;Z2), see Section 2.2 in [AM04].
Proof: The proof of this proposition is analogous to proving the stability of Morse ho-
mology w.r.t. modifications of the Morse function, see Section 3.8 in [AM04] and Section
4.1 in [Sch93]. We will give an outline of the argument using the method of hybrid trajec-
tories, introduced in [AS06], which turns out to be applicable to more general situations.
However a classical continuation map argument would suffice.
Define, for Ck vector fields Y and Z on E and (y, z) ∈ Rest(Y )×Rest(Z), moduli spaces
MY,Zy,z to consist of pairs (u, v) ∈ Ck(R≤0, E) × Ck(R≥0, E), which in addition to the
asymptotic conditions
lim
s→−∞
u(s) = y and lim
s→+∞
v(s) = z
as well as the differential equations
u′(s) = Y (u(s)), s ≤ 0, and v′(s) = Z(v(s)), s ≥ 0,
satisfy the coupling condition u(0) = v(0). Thus geometrically elements in MY,Zy,z corre-
spond to intersection points of the unstable manifold W u(y, Y ) with the stable manifold
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W s(z, Z).
Arguing as in Sections 5, 6 and 6.1 it can be shown that for generic (gB, gE, LH) the spaces
MX,−∇Hx,y¯ and M−∇H,Xy¯,x ,
where (x, y¯) ∈ Rest(X)×CritH with m(x) = m(y¯), are zero-dimensional compact mani-
folds, where∇ refers to the gE-gradient. The key points are the hyperbolicity of the vector
fields X and −∇H, their corresponding Palais-Smale properties and suitable estimates
for F and H along negative and positive parts of the trajectories.
Define degree 0 maps φ : C(X;Z2) → CM(H;Z2) and ψ : CM(H;Z2) → C(X;Z2),
where (CM(H;Z2), ∂M) denotes the Morse complex of (H, gE) by
φ(x) :=
∑
y¯∈CritkH
nφ(x, y¯) y¯, m(x) = k,
and
ψ(y¯) :=
∑
x∈Restk(X)
nψ(y¯, x)x, m(y¯) = k,
where nφ(x, y¯) (and nψ(y¯, x)) denotes the Z2-count of elements in MX,−∇Hx,y¯ (and in
M−∇H,Xy¯,x ).
We assume that gE is chosen in such a way that −∇H satisfies the Morse-Smale condi-
tion up to order 2. Up to another perturbation of the metrics it can be shown that the
maps φ and ψ are chain maps. This can be achieved by studying the compactification of
the moduli spacesMX,−∇Hx,y¯ andM−∇H,Xy¯,x of Morse index difference 1 using the familiar
compactness-gluing arguments. See Proposition 4.6 in [Sch93].
Similar to the functorial behavior of homotopies of Morse functions, as exploited in Propo-
sition 4.7 in [Sch93] the compositions φ◦ψ and ψ ◦φ are chain-homotopic to the identities
of the respective chain complexes.
This can be seen by studying the moduli space MX,−∇H,Xx,y for x, y ∈ Restk(X) and its
Gromov-Floer boundary (and, of course, its counterpartM−∇H,X,−∇Hx¯,y¯ for x¯, y¯ ∈ CritkH).
There one studies quadruples
(u, v, w,R) ∈ Ck(R≤0, E)× Ck([0, 1], E)× Ck(R≥0, E)×R>0,
s.t. u(0) = v(0), v(1) = w(0) and
lim
s→−∞
u(s) = x and lim
s→+∞
w(s) = y
as well as 
u′(s) = X(u(s)), s ≤ 0,
v′(s) = −R∇H(v(s)), s ∈ [0, 1]
w′(s) = X(w(s)), s ≥ 0.
The conclusion follows fromMX,Xx,y = ∅ for distinct x, y ∈ Restk(X) as well asMX,Xx,x = {x}
and similarly for H.
We can apply Theorem 8.2 to obtain
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Corollary 8.16. Let pi : E → B, (f,F), (gB, gE, LH) and H be as in Proposition 8.15.
There is a first quadrant E1 spectral sequence with
E1s,t
∼=
⊕
b∈Crits(f)
HMt(F
∣∣
pi−1(b);Z2),
where ∂1, the boundary operator on the first page, corresponds to the boundary operator
of the triple
(FsC(X;Z2), Fs−1C(X;Z2), Fs−2C(X;Z2)),
and E∞ is isomorphic to the bigraded module GH∗(C(X;Z2)) associated to the filtration
FsH∗C := im(H∗(FsC(X;Z2))→ H∗(C(X;Z2))),
where H∗(C(X;Z2))) ∼= HM∗(H;Z2) ∼= H∗(E;Z2).
Proof: Proposition 8.14 enables us to apply Theorem 8.2 to the filtration
FsC(X;Z2), s ∈ Z
of the chain complex C(X;Z2). We thus arrive at a first quadrant E1 spectral sequence,
which is in particular convergent. Its limit term is determined by Proposition 8.15. Thus
it remains to identify the E1-page.
Theorem 8.2 already tells us that
E1s,t
∼= Hs+t(FsC(X;Z2)/Fs−1C(X;Z2)).
We can identify FsC(X;Z2)/Fs−1C(X;Z2) with the Z2-vector space generated by
{p ∈ Rest(X) | mf (p) = s} ≡
{
(b, y) | b ∈ Crit f, y ∈ CritF∣∣
pi−1(b)
}
,
together with the boundary operator
∂(p) =
∑
q∈Rests+t−1(X),mf (q)=s
n(p, q)q, m(p) = s+ t, mf (p) = s.
(Recall ∂ : FsCs+t(X;Z2)/Fs−1Cs+t(X;Z2)→ FsCs+t−1(X;Z2)/Fs−1Cs+t−1(X;Z2).)
Any element u ∈ Mp,q projects down to a connecting Morse trajectory γ of pi(p) and
pi(q). Since both pi(p) and pi(q) have Morse index s the regularity statement of Lemma
6.2 implies that γ is constant.
Thus u remains inside one fiber and is in fact a genuine gradient flow trajectory of F∣∣
pi−1(b).
Consequently the boundary operator reduces to the simultaneous boundary operators of
the Morse homologies in the fibers over the critical points of f, implying the claim.
Finally, We can formulate and prove the main theorem of the Morse homology part of
this thesis.
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Theorem 8.17. (The Leray-Serre spectral sequence in Morse homology)
Let pi : E → B be a locally trivial fiber bundle of (second-countable) Hilbert manifolds
with typical fiber F, together with an admissible Leray-Serre pair (f,F) and endowed with
a regular triple (gB, gE, LH).
Further suppose that a Morse function H on E is given, which is Morse-Smale w.r.t. gE,
satisfies the Palais-Smale condition up to order 2 w.r.t. gE, has finite Morse indices and
satisfies
sup
p∈E
|F(p)−H(p)| <∞.
Then there is an E2 spectral sequence, converging to HM∗(H;Z2), the Morse homology
of H with Z2-coefficients, and the second page takes the form
E2s,t
∼= HMs(f,HMt(F , F ;Z2)),
where HM∗(f,HM∗(F , F ;Z2)) denotes the Morse homology of f with coefficients in the
local system of Morse coefficients of the fibers determined by Proposition 8.10.
Proof: By Corollary 8.16 we already know the E1−page,
E1s,t
∼=
⊕
b∈Crits(f)
HMt(F
∣∣
pi−1(b);Z2).
Identifying rest points p ∈ Rest(X) with pairs (b, y) with b ∈ Crit f and y ∈ CritF∣∣
pi−1(b)
the boundary operator ∂1 : E1s,t → E1s−1,t on the first page takes the form
(8.17) ∂1
[∑
i
ri(bi, yi)
]
=

∑
i
ri
∑
(b¯,y¯)∈Rest(X),
m(b¯)=s−1,
m(y¯)=t
n((b, y), (b¯, y¯)) (b¯, y¯)

where ri ∈ Z2, m(bi) = s, m(yi) = t. In fact the terms in brackets on the right hand side
of (8.17) equal the boundary operator of Morse homology for local Morse coefficients as
defined in (8.7) and the parallel transport maps Φα equal (8.11).
Remark 8.18. The Leray-Serre spectral sequence is known to exists for an arbitrary co-
efficient ring R. Also, Morse homology with coefficients in R is naturally isomorphic to
singular homology with coefficients in R. Thus we expect Theorem 8.17 to hold for general
coefficients as well.
Remark 8.19. By the results of Section 6 and Section 2.12 of [AM04] Morse-Smale transver-
sality up to order 2 for X and H is a generic property.
The theorem has two immediate applications. Firstly we discuss the loop space fibration
of a compact manifold. Given a compact manifold Q the free loop space fibration is
defined by
pi : ΛQ→ Q, c 7→ c(0),
with fiber pi−1(q) = ΩqQ, the space of based loops at q ∈ Q. Here we consider W 1,2-loops.
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Corollary 8.20. (The Leray-Serre spectral sequence for the free loop space fibration in
Morse homology)
Let Q be a compact manifold, endowed with a Morse function f. Denote by E : ΛQ→ R
the energy functional on the loop space of Q,
E(c) := 1
2
∫ 1
0
‖c˙(t)‖2 dt.
Then there exists a function v ∈ C∞(R/Z×Q), s.t. the pair (f,F) with
F : ΛQ→ R, F(c) := E(c) +
∫ 1
0
v(t, c(t)) dt,
is an admissible Leray-Serre pair and that F is Morse. In particular, there is an E2
spectral sequence, converging to HM∗(F ;Z2), the Morse homology of the free loop space
of Q with Z2-coefficients (which is naturally isomorphic to H∗(ΛQ;Z2)), and the second
page takes the form
E2s,t
∼= HMs(f,HMt(F ,ΩQ;Z2)),
where HM∗(f,HM∗(F ,ΩQ;Z2)) denotes Morse homology of f with coefficients in the
local Morse system determined by Morse homology of the fiber.
Proof: We want to use Theorem 8.17, so we check the requirements step by step.
By Proposition 3.1 ev0 : ΛQ → Q is a locally trivial fiber bundle of (second-countable)
Hilbert manifolds with typical fiber ΩQ.
Theorem 3.8 allows us to find a non-negative v ∈ C∞(R/Z×Q), s.t. F given by
F : ΛQ→ R, F(c) := E(c) +
∫ 1
0
v(t, c(t)) dt,
is a Morse function on ΛQ and also Morse when restricted to the fibers lying over Crit f.
Furthermore it is classical that the Morse indices of F (both as a Morse function on ΛQ
and as a Morse function on ΩqQ for q ∈ Crit f) are finite (see, for instance [AF07], the
paragraph after equation (10)).
The Cauchy-Schwarz inequality implies the inequality
‖dE(c)‖ ≤
√
2E(c),
valid for any c ∈ ΛQ. Together with the boundedness of v in C1 we arrive at a bound
(8.18) ‖dF(c)‖ ≤ C
√
1 + F(c).
Due to the compactness of Q the differential df is bounded in L∞. Also, the connection
LH defined by equation (3.1) is smooth and bounded in L∞, see Proposition 3.3.
Furthermore f (trivially via the compactness of Q) and F (via Proposition 3.6) satisfy
the Palais-Smale condition for X according to Definition 2.1. Thus (f,F) defines an
admissible Leray-Serre pair.
By Theorem 6.8 it is possible to generically perturb the metrics gB = gQ, gE = gΛQ
and the connection LH to obtain a regular triple. By the results of Section 2.12 of
[AM04] it is possible to achieve Morse-Smale transversality for F by generically perturbing
gE. Furthermore it is well-known that the Morse function F satisfies the Palais-Smale
condition w.r.t. gE (see, for instance [AF07], Proposition 3.2).
Thus we can finally apply Theorem 8.17.
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We expect Corollary 8.20 to admit applications to the study of closed geodesics on a
compact Riemannian manifold Q. In particular whenever there is a property involving
the geodesic energy functional that is easily proved for the based loop space, but difficult
to prove for the free loop space. The second page of the Leray-Serre spectral sequence
sequence serves as a “model” for the more complicated Morse homology on ΛQ. In fact
for any ε > 0 it is possible to find a Morse function f on Q and a perturbation v ∈
C∞(R/Z×Q), s.t.
1. the length of Morse trajectories of f is bounded by ε,
2. ‖E − F‖C1 is bounded by ε.
In particular the constant C1 in estimate 1 of Lemma 5.1 can be made arbitrarily small
and E can be studied up to an arbitrarily small error.
The second application is given by the free loop space of a given principal bundle. Recall
that given a principal G-bundle
pi0 : P → Q
with connected G applying the loop space functor Λ induces the fibration
pi = Λ(pi0) : ΛP → ΛQ.
The following statement is particularly interesting due to the difficulties arising from the
infinite-dimensional base ΛQ.
Corollary 8.21. (The Leray-Serre spectral sequence for the free loop space of a principal
bundle)
Let pi0 : P → Q be a compact principal G−bundle, where G is a connected compact
Lie group. Suppose that P and Q are endowed with Riemannian metrics. Denote the
respective energy functionals by EP and EQ. Then there exist functions v ∈ C∞(R/Z×Q)
and w ∈ C∞(R/Z × P ), s.t. the pair (EQ,v, EP,w) is an admissible Leray-Serre pair and
that EP,w is Morse, where
EQ,v(γ) := EQ(γ) +
∫ 1
0
v(t, γ(t)) dt, γ ∈ ΛQ,
and
EP,w(c) := EP (c) +
∫ 1
0
w(t, c(t)) dt, c ∈ ΛP.
In particular, there is an E2 spectral sequence, converging to HM∗(EP,w;Z2), the Morse
homology of the loop space of P with Z2-coefficients (which is naturally isomorphic to
H∗(ΛP ;Z2)), and the second page takes the form
E2s,t
∼= HMs(EQ,v,HMt(EP,w,ΛG;Z2)),
where HM∗(EQ,v,HM∗(EP,w,ΛG;Z2)) denotes the Morse homology of EQ,v with coeffi-
cients in the system of local Morse coefficients determined by the Morse homology of the
fiber ΛG, the loop group of G.
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Proof: In order to apply 8.17, we check the individual requirements.
By Proposition 4.1 pi := Λ(pi0) : ΛP → ΛQ is a locally trivial fiber bundle (of Hilbert
manifolds) with typical fiber ΛG. Theorem 3.8 and Proposition 4.5 enable us to find
positive functions v ∈ C∞(R/Z×Q) and w ∈ C∞(R/Z× P ), s.t. f = EQ,v is Morse and
F = EP,w(c) is Morse on ΛP and Morse on the fibers of pi over the critical points of f. We
already discussed in the proof of Corollary 8.20 why f and F have finite Morse indices
and satisfy linear growth bounds, i.e. there is a constant C > 0, s.t.
‖df(γ)| ≤ C
√
1 + f(γ) and ‖dF(c)‖ ≤ C
√
1 + F(c)
for all γ ∈ B and c ∈ E. Furthermore it is clear that f satisfies the Palais-Smale condition.
Proposition 4.4 shows that the Leray-Serre vector field satisfies the Palais-Smale condition.
Lemma 4.3 constructs a smooth connection satisfying the required bound in terms of√
1 + F . Thus we have an admissible Leray-Serre pair (f,F).
By Theorem 6.8 it is possible to generically perturb the metrics gB = gΛQ, gE = gΛP and
the connection LH to obtain a regular triple.
By the results of section 2.12 of [AM04] it is possible to achieve Morse-Smale transversality
for F by generically perturbing gE.
Thus we can finally apply Theorem 8.17.
The statement of Corollary 8.21 is particularly interesting in the light of the natural
isomorphism between the Morse homology for a small perturbation of the geodesic energy
functional on a free loop space and Floer homology on cotangent bundles for Hamiltonians
growing quadratically in the fiber, see [AS06]. Corollary 8.21 serves as a stepping stone
and we expect a spectral sequence relating the Floer homology of the cotangent bundle
T ∗P and the cotangent bundle T ∗Q arising from a chain level construction.
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Chapter 9
The Leray-Serre spectral sequence in
Floer homology on cotangent bundles
Let Q be a compact manifold. Suppose that a smooth function H : R/Z × T ∗Q → Q is
given as the Legendre transform of a fiberwise quadratic and uniformly convex Lagrangian
function L : R/Z × TQ → R. Then Abbondandolo-Schwarz in [AS06] prove that for an
appropriate choice of the indices there is a degree 0 isomorphism of chain complexes
(CF (H, J), ∂)→ (CM(F , G), ∂Morse),
where (CM(F , G), ∂Morse) denotes the Morse complex with Z2-coefficients of a Morse
function of the form
F(c) =
∫ 1
0
L(t, c(t), c˙(t)) dt, c ∈ W 1,2(R/Z, Q)
and (CF (H, J), ∂) denotes the Floer complex with Z2-coefficients for periodic orbits of
the Hamiltonian H.
There is also a version of Floer homology corresponding to Morse homology for the per-
turbed geodesic energy functional on the based loop space ΩqQ for q ∈ Q.
In Corollary 8.20 we have deduced the existence of a spectral sequence in Morse homology
for the free loop space fibration
ΛQ→ Q,
where Q is a closed manifold.
This section shows that there is a version of the spectral sequence associated to the fibra-
tion ΛQ → Q arising from a corresponding Floer complex. Our approach is expected to
be applicable in other circumstances as well.
We study the following hybrid problem. Let f be a Morse function on the closed Rie-
mannian manifold (Q, g) and let H be a time-dependent Hamiltonian function on T ∗Q,
together with a time-dependent ω-compatible almost complex structure J on T ∗Q.
Consider a pair (γ, u) consisting of a Morse trajectory γ on Q, i.e. a solution
γ′(s) = −∇gf(γ(s)), s ∈ R,
and a Floer strip u in T ∗Q, i.e. a map u : R× [0, 1]→ T ∗Q solving the Floer equation
∂su(s, t)− J(t, u(s, t)) [∂tu(s, t)−XH(t, u(s, t))] = 0, s ∈ R, t ∈ [0, 1],
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an elliptic equation of Cauchy-Riemann type with zero order term derived from H, which
are coupled in a non-trivial manner by the non-constant boundary condition
(9.1) u(s, i) ∈ T ∗γ(s)Q, s ∈ R, i ∈ {0, 1} .
Obviously if the curve γ is constant and maps onto some fixed q ∈ Q, (9.1) reduces to the
constant boundary condition
u(s, i) ∈ T ∗qQ, s ∈ R, i ∈ {0, 1} .
This condition is used for defining the Lagrangian Floer homology corresponding to the
Morse homology of the perturbed geodesic energy functional on the base loop space ΩqQ.
So far the biggest obstacle for setting up a Floer homology based on (9.1) has been
compactness of the relevant moduli spaces which, due to the unbounded support of the
class of Hamiltonians in question, is already a little intricate in the setting of constant
boundary conditions, see [AS06].
We will show that if the Morse function f and the Hamiltonian function H are chosen in
such a way that
‖df‖L∞ ≤ ε
for a constant ε only depending on the asymptotics of H we will prove compactness of
the relevant moduli spaces in Section 9.5 based on a Gronwall type estimate in the spirit
of Section 5.1.
Section 9.1 sets up the relevant notation and conventions, following [AS06]. Section 9.2
treats briefly the Floer complexes of [AS06] relevant for our further discussion.
In Section 9.3 we start our discussion of the moduli spaces for the boundary condition
(9.1). The appropriate Fredholm setup is comes to attention in Section 9.4, where instead
of the usual L2-spaces for Morse homology Lr-spaces (r > 2) are used. Furthermore Sec-
tion 9.6 explains how to achieve transversality by generic perturbations of (g, J). Finally
Section 9.7 sets up the desired spectral sequence of Leray-Serre type in a similar fashion
as in Chapter 8.
9.1 Notation and conventions
In this section we will introduce relevant notations necessary to define Floer homology
on cotangent bundles. Furthermore we will fix certain sign conventions which become
important when comparing different setups for Floer homology. Our conventions coincide
with those of Abbondandolo-Schwarz [AS06].
Let Q be a closed Riemannian manifold. The cotangent bundle T ∗Q admits a natural
one-form, the Liouville form, defined by
θ(ξ) := pi(ξ)[pi∗ξ], ξ ∈ Γ(TT ∗Q),
where pi : T ∗Q → Q denotes the cotangent bundle projection. The exterior derivative of
the Liouville form ω := dθ defines a symplectic form on T ∗Q. Furthermore the forms θ
and ω determine a vector field on T ∗Q, the Liouville vector field η ∈ Γ(TT ∗Q) by
ω(η, .) = θ.
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It is customary to denote elements of the cotangent bundle T ∗Q as pairs (q, p) with
q ∈ Q and p ∈ T ∗qQ. This custom becomes particularly convenient in local coordinate
descriptions. Locally, the three introduced quantities read
θ = p dq, ω = dp ∧ dq and η = p∂p.
A smooth function H : [0, 1] × T ∗Q → R will be called a Hamiltonian. Sometimes it
is useful to consider periodic Hamiltonians, i.e. Hamiltonian functions which descend to
smooth functions R/Z× T ∗Q→ R.
Any Hamiltonian H : [0, 1]× T ∗Q→ R induces a time-dependent vector field XH , i.e. a
map
XH : [0, 1]× T ∗Q→ TT ∗Q
satisfying XH(t, x) ∈ TxT ∗Q for all x ∈ T ∗Q, by the requirement
ω(XH(t, x), ξ) = −dHt[ξ], (t, x) ∈ [0, 1]× T ∗Q, ξ ∈ TxT ∗Q,
where Ht = H(t, .) : T ∗Q → R. The field XH is called Hamiltonian vector field of H.
Notice that a periodic Hamiltonian gives rise to a periodic Hamiltonian vector field, i.e.
XH induces a well-defined map
XH : R/Z× T ∗Q→ TT ∗Q.
The study of dynamic properties of the Hamiltonian vector field is the main goal of
Floer homology. More precisely we consider solutions x : [0, 1]× T ∗Q of the Hamiltonian
equation
(9.2) x˙(t) = XH(t, x(t)), t ∈ [0, 1].
The flow of the Hamiltonian vector field will be denoted by φtH . For periodic Hamiltonians
we will be interested in the set of periodic solutions x : R/Z→ T ∗Q of (9.2), denoted by
PΛ(H). For not necessarily periodic Hamiltonians and a fixed q ∈ Q we consider solutions
x : [0, 1]→ T ∗Q of (9.2) satisfying the boundary conditions
(9.3) x(0) ∈ T ∗qQ and x(1) ∈ T ∗qQ.
Denote the set of such solutions by PΩ,q(H). We will make the following non-degeneracy
assumptions on the Hamiltonians:
(H0)Λ every solution x ∈ P is non-degenerate in the sense that 1 is not an eigenvalue of
dφ1H ∈ L(Tx(0)T ∗Q, Tx(0)T ∗Q)
(H0)Ω,q every solution x ∈ P is non-degenerate in the sense that
dφ1H(x(0)).T
V
x(0)T
∗Q t T Vx(1)T ∗Q,
where T V T ∗Q := kerTpi and t denotes transverse intersection.
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The assumptions (H0)Λ and (H0)Ω,q hold for generic choice of H, see Remark 1.1 in
[AS06].
Let H satisfy (H0)Λ. Then it is possible to assign an integer µΛ(x) to any x ∈ PΛ(H),
called Conley-Zehnder index. Similarly to x ∈ PΩ,q(H) for a Hamiltonian satisfying
(H0)Ω,q we can associate an integer µΩ(x), called Maslov index. These indices serve as
replacements for Morse indices of AH in the sense that the virtual dimension of moduli
spaces we will introduce in the next section with asymptotics x and y will be equal to the
difference of the Conley-Zehnder (or Maslov) indices of x and y. For more information
see Section 1.2 in [AS06].
A time-dependent ω−compatible almost complex structure is given by a smooth map
J : [0, 1]× T ∗Q→ End(TT ∗Q)
satisfying the following properties:
1. for any (t, x) ∈ [0, 1]× T ∗Q we have J(t, x) ∈ End(TxT ∗Q),
2. for any (t, x) ∈ [0, 1]× T ∗Q we have J(t, x)2 = −idTxT ∗Q,
3. for any t ∈ [0, 1] the (0, 2)-tensor
〈., .〉 = ω(., J.)
defines a Riemannian metric.
If we consider periodic Hamiltonians we will assume the almost complex structure J to
be periodic as well.
Suppose a Riemannian metric g on Q is given. Then there is a preferred almost complex
structure Jˆ on the bundle TT ∗Q. Indeed, the Riemannian metric induces the Levi-Civita
connection on TQ which, by dualization, gives rise to a connection on the bundle T ∗Q.
Thus, for any x ∈ T ∗Q we have a splitting of the tangent space TxT ∗Q into horizontal
and vertical part
TxT
∗Q = THx T
∗Q⊕ T Vx T ∗Q.
For q = pi(x) we have THx T ∗Q ∼= TqQ as well as T Vx T ∗Q ∼= T ∗qQ. Since the metric g gives
rise to an identification TqQ ∼= T ∗qQ we thus have an isomorphism
TxT
∗Q ∼= TqQ⊕ TqQ.
In this identification Jˆ takes the form
Jˆ =
[
0 Id
−Id 0
]
.
We will use the metric induced by Jˆ to estimate vectors on T ∗Q.
Next we introduce the symplectic action for x ∈ C∞([0, 1], T ∗Q)
AH(x) =
∫ 1
0
[θ(x˙)−H(t, x)] dt.
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The first variation of AH at x in direction ξ ∈ Γ(x∗(T ∗Q)) is easily computed as
dAH(x).ξ =
∫ 1
0
ω(ξ(t), x˙(t)−XH(t, x)) dt+ θ(ξ(1))− θ(ξ(0))
= −
∫ 1
0
〈ξ(t), J(t, x)[x˙(t)−XH(t, x))]〉 dt+ θ(ξ(1))− θ(ξ(0))
(9.4)
The dynamic properties of the Hamiltonian flow depend strongly on the asymptotics of
the Hamiltonian H. Let us assume that the Hamiltonian in question satisfies the following
assumptions (see Section 1.5 in [AS06]):
(H1) There are constants h0 > 0 and h1 ≥ 0, s.t. for all t ∈ [0, 1] and (q, p) ∈ T ∗Q one
has
θ(XH(t, q, p))−H(t, q, p) ≥ h0|p|2 − h1.
(H2) There exists a constant h2 ≥ 0 s.t.
|∇qH(t, q, p)| ≤ h2(1 + |p|2), |∇pH(t, q, p)| ≤ h2(1 + |p|)
for all (t, q, p) ∈ [0, 1]× T ∗Q.
Event though these assumptions are formulated w.r.t. a fixed Riemannian metric g they
are independent of the metric in the sense that if H satisfies (H1) for a metric g, then it
will also satisfy (H1) for another metric g′ on Q and difference constants h′i (i = 0, 1, 2).
9.2 Floer complexes on cotangent bundles
This section recalls the Floer complexes of Abbondandolo-Schwarz, see Section 1.7 in
[AS06].
Let Q be a closed manifold and fix a reference metric g. Suppose a periodic Hamiltonian
H on T ∗Q satisfying (H0)Λ is given.
Introduce the moduli spaceMΛx−,x+(H, J) for x± ∈ PΛ(H) and a time-periodic ω−compatible
almost complex structure J to consist of smooth maps u : R × R/Z → T ∗Q satisfying
the differential equation
(9.5) ∂J,Hu := ∂su− J(t, u) [∂tu−XH(t, u)] = 0,
where (s, t) denotes the coordinates of R×R/Z, and the asymptotic conditions
(9.6) lim
s→±∞
u(s, t) = x±(t),
uniformly in t ∈ R/Z.
It can be shown that there exists a time-periodic ω−compatible almost complex structure
J, s.t. all moduli spacesMΛx−,x+(H, J) are cut out transversely in a convenient functional
setting.
In particular each spaceMΛx−,x+(H, J) can be shown to be a smooth manifold of dimension
µΛ(x−)− µΛ(x+). Furthermore if the spaceMΛx−,x+(H, J) is non-empty the action
R×MΛx−,x+(H, J)→MΛx−,x+(H, J), (τ, u) 7→ [(s, t) 7→ u(s+ τ, t)]
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is free and proper, giving rise to the quotient space
M̂Λx−,x+(H, J) := M
Λ
x−,x+(H, J)
/
R .
IfMΛx−,x+(H, J) is empty we define
M̂Λx−,x+(H, J) := ∅.
It can be shown, see Section 1.5 in [AS06], that the time-periodic ω−compatible almost
complex structure J can be chosen in such a way that the discrete set M̂Λx−,x+(H, J) for
µΛ(x−)− µΛ(x+) = 1 is finite. Denote by n(x−, x+) ∈ Z2 the Z2-count of elements of the
set M̂Λx−,x+(H, J).
Denote by CFΛ(H) the Z2-vector space generated by elements x ∈ PΛ(H), graded by the
Conley-Zehnder index µΛ(x). Introduce a map
∂Λ = ∂Λ(H, J) : CFΛ(H)→ CFΛ(H)
by Z2-linear extension of
∂Λ(x−) =
∑
x+∈P,
µΛ(x−)−µΛ(x+)=1
nΛ(x−, x+)x+, x− ∈ PΛ(H).
A standard gluing argument shows that ∂Λ is a boundary operator, i.e. satisfies ∂Λ ◦∂Λ =
0, giving rise to a chain complex (CFΛ(H), ∂Λ). Its homology, denoted by HFΛ∗ (H, J), is
called the Floer homology for periodic orbits.
Next we will introduce the counterpart for the boundary condition (9.3). Let Q be a closed
manifold, q ∈ Q and fix a reference metric g. Moreover suppose that a Hamiltonian H on
T ∗Q satisfying (H0)Ω,q is given.
Consider for x± ∈ PΩ,q(H) and a time-dependent ω−compatible almost complex structure
J the moduli space MΩ,qx−,x+(H, J) given by smooth maps u : S := R × [0, 1] → T ∗Q
satisfying the differential equation (9.5), the asymptotic conditions (9.6) and the boundary
condition
(9.7) u(s, i) ∈ T ∗qQ, s ∈ R, i ∈ {0, 1} .
It can be shown that there exists a time-dependent ω−compatible almost complex struc-
ture J, s.t. all moduli spaces MΩ,qx−,x+(H, J) are cut out transversely in a convenient
functional setting.
In particular each spaceMΩ,qx−,x+(H, J) can be shown to be a smooth manifold of dimension
µΩ(x−)− µΩ(x+). Furthermore if the spaceMΩ,qx−,x+(H, J) is non-empty the action
R×MΩ,qx−,x+(H, J)→MΩ,qx−,x+(H, J), (τ, u) 7→ [(s, t) 7→ u(s+ τ, t)]
is free and proper, giving rise to the quotient space
M̂Ω,qx−,x+(H, J) := M
Ω,q
x−,x+(H, J)
/
R .
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IfMΩ,qx−,x+(H, J) is empty we define
M̂Ω,qx−,x+(H, J) := ∅.
It can be shown, see Section 1.5 in [AS06], that the time-dependent ω−compatible almost
complex structure J can be chosen in such a way that the discrete set M̂Ω,qx−,x+(H, J) for
µΩ(x−)− µΩ(x+) = 1 is finite. Denote by nΩ,q(x−, x+) ∈ Z2 the Z2-count of elements of
the set M̂Ω,qx−,x+(H, J).
Denote by CFΩ,q(H) the Z2-vector space generated by elements x ∈ PΩ,q(H), graded by
the Maslov index µΩ(x). Introduce a map
∂Ω,q =: CFΩ,q(H)→ CFΩ,q(H)
by Z2-linear extension of
∂Ω,q(x−) =
∑
x+∈PΩ,q ,
µΩ(x−)−µΩ(x+)=1
nΩ,q(x−, x+)x+, x− ∈ PΩ,q(H).
A standard gluing argument shows that ∂Ω,q is a boundary operator, i.e. satisfies ∂Ω,q ◦
∂Ω,q = 0, giving rise to a chain complex (CFΩ,q(H), ∂Ω,q). Its homology, denoted by
HFΩ,q∗ (H, J), is a version of Lagrangian Floer homology for the Lagrangian submanifold
given by the cotangent fiber T ∗qQ. Notice that HFΩ,q∗ (H, J) is isomorphic to the wrapped
Floer homology of the cotangent fiber T ∗qQ of Abouzaid and Seidel, see [AS10b] and
[Abo12].
9.3 The setting for the Leray-Serre spectral sequence
in Floer homology on cotangent bundles
In the previous section we introduced the family of Floer homologies
{
HFΩ,q∗ (Hq, Jq)
}
q∈Q ,
where the Hamiltonian and the almost complex structure depend on q. This family can be
considered as a family of Floer homologies in the sense of Hutchings, see [Hut03]. In the
paper [Hut03] Hutchings introduces a chain complex for such a family, coupling singular
homology of Q with the Floer homologies for varying q. He then shows that this chain
complex gives rise to a spectral sequence.
We will provide an alternate description of the chain complex, coupling Morse homology
of Q with
{
HFΩ,q∗ (Hq, Jq)
}
q∈Q , and show that its homology is naturally isomorphic with
HFΛ(H, J). In other words we identify the limit of Hutchings’ spectral sequence.
Moreover this spectral sequence can be interpreted as the Floer-theoretic analogue of the
Leray-Serre spectral sequence in Morse homology for the free loop space fibration ΛQ→ Q
of a closed manifold Q.
In this section we introduce the moduli problem for the Leray-Serre chain complex in
Floer homology on cotangent bundles.
Let Q be a closed Riemannian manifold and suppose that a smooth Morse function f :
Q → R on Q and a smooth time-dependent Hamiltonian function H : [0, 1]× T ∗Q → R
are given. We will pose the following non-degeneracy assumption on H w.r.t. f :
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(H0) H satisfies (H0)Ω,q for all q ∈ Crit(f).
Since the number of critical points of f is finite and condition (H0)Ωq holds for generic
H and fixed q ∈ Q the condition (H0) holds for a generic choice of H.
Let J be a smooth time-dependent ω-compatible almost complex structure on T ∗Q. We
will be interested in the following system of equations
γ′ +∇f(γ) = 0,(9.8)
∂J,Hu = ∂su− J(t, u)(∂tu−XH(t, u)) = 0,(9.9)
for γ ∈ C∞(R, Q) and u ∈ C∞(S, T ∗Q), coupled by the boundary condition
(9.10) u(s, i) ∈ T ∗γ(s)Q, i ∈ {0, 1} , s ∈ R,
and S := R × [0, 1] denotes the standard strip with coordinates (s, t). These equations
are similar to flow lines of the Leray-Serre vector field X, introduced in (2.1), and couple
a Floer strip with a negative gradient flow line of the Morse function by a moving La-
grangian boundary condition.
The moduli problem (9.8)-(9.10) has a different flavor than the Morse homology ver-
sion. Firstly, in Floer homology we do not need a connection. The construction of
suitable connections in Morse homology and the proof of beneficial properties took a
considerable effort. Secondly, in Floer homology we can avoid spaces of functions with
infinite-dimensional target, immensely simplifying the proof of compactness properties of
the moduli spaces involved. Also, to achieve transversality we do not have to use non-
separable spaces. Thirdly, the fundamental equation we study in (9.9) is the same as
in the definition of Floer homology on cotangent bundles, see (9.5). The only difference
comes from the boundary condition (9.10) which is no longer constant as in (9.7). Thus
the basic analytic treatment remains - we only have to adjust to the varying Lagrangian
boundary condition. This is in stark contrast to the situation in Morse homology, where
the treatment of a negative gradient field, as in [Sch93], differs significantly from Morse
homology for more general vector fields. Of course we have to admit that [AM04] simpli-
fied this transition significantly.
Next we define the relevant moduli spaces. Given q± ∈ Crit(f) as well as x± ∈ PΩ,q±(H)
we will denote byMq−,q+,x−,x+(f, g,H, J) the set of solutions of equations (9.8) and (9.9)
satisfying the boundary condition (9.9) and the asymptotic conditions
lim
s→±∞
γ(s) = q± and lim
s→±∞
u(s, t) = x±(t), uniformly in t.
Notice that if q− = q+ any Morse trajectory γ connecting q− and q+ turns out to be
constant. Thus the boundary condition (9.10) reduces to the boundary condition (9.7)
with q = q− = q+. Consequently for x± ∈ PΩq− (H) we can identify the moduli spaces
Mq−,q−,x−,x+(f, g,H, J) and MΩ,q−x−,x+(H, J).
In particular the moduli problem (9.8)-(9.10) includes the moduli problems used for defin-
ing HFΩ,q∗ (H, J) for all q ∈ Crit(f).
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9.4 The Banach manifold and Fredholm setup
In this section we will briefly discuss the functional setting allowing us to exhibit the
set Mq−,q−,x−,x+(f, g,H, J) as the zero set of a smooth section of a Banach bundle over
a Banach manifold. In particular we will give a formula for the expected dimension of
Mq−,q−,x−,x+(f, g,H, J) in terms of a suitable index. The discussion follows Section 1.3.
in [AS06].
Fix r > 2 and let q± ∈ Crit(f) as well as x± ∈ PΩ,q±(H) be given. Denote by B =
B(q−, q+, x−, x+) the Banach manifold of pairs of maps (γ, u) with
γ ∈ W 1,rloc (R, Q) and u ∈ W 1,rloc (S, T ∗Q),
such that u(s, i) ∈ T ∗γ(s)Q for all s ∈ R, i ∈ {0, 1} , and there is an s0, s.t.
γ(s) =
{
expq− η−(s), s ≤ −s0,
expq+ η+(s), s ≥ s0,
and u(s, t) =
{
expx−(t) ξ−(s, t), s ≤ −s0,
expx+(t) ξ+(s, t), s ≥ s0,
where η− ∈ W 1,r((−∞, s0), Tq−Q), η+ ∈ W 1,r((s0,∞), Tq+Q) and ξ− and ξ+ areW 1,r−sections
of the bundles x∗−(TT ∗Q)→ (−∞,−s0)×R and x∗+(TT ∗Q)→ (s0,∞)×R, respectively.
Define the Banach bundle W =W(q−, q+, x−, x+) over B with fiber W(γ,u) at (γ, u) given
by the direct sum of the space of Lr-sections of γ∗(TQ) and of the space of Lr-sections
of u∗(TT ∗Q). The space Mq−,q−,x−,x+(f, g,H, J) can be realized as the zero set of the
smooth section
Ff,g,H,J : B → W ,
(γ, u) 7→ (γ′ +∇f(γ), ∂su− J(t, u)(∂tu−XH(t, u))).
This follows from standard elliptic regularity together with the exponential convergence
of solutions u of (9.8) as s→ ±∞ guaranteed by (H0).
The following theorem expresses exhibits Ff,g,H,J as a Fredholm map and computes its
Fredholm index in terms of Morse and suitable Maslov indices. More precisely for q ∈
Crit(f) and x ∈ PΩ,q±(H) introduce the index
(9.11) i(q, x) := m(q) + µΩ(x) ∈ N,
where m(q) denotes the Morse index of q w.r.t f and µΩ(x) the Maslov index of x using
the conventions of [AS06]. Then the following holds.
Theorem 9.1. If q± ∈ Crit(f), x± ∈ PΩ,q±(H) and (γ, u) ∈ Mq−,q−,x−,x+(f, g,H, J) are
given the fiberwise derivative of Ff,g,H,J at (γ, u) is a Fredholm operator of index
indFf,g,H,J = i(q−, x−)− i(q+, x+).
For a comparison to the Morse-theoretic situation see Proposition 2.9.
Proof: The fiberwise derivative of Ff,g,H,J at (γ, u) reads
DvertFf,g,H,J : T(γ,u)B → W(γ,u), (ξ, v) 7→ (∇sξ+∇ξ∇f(γ),∇sv−J∇tv−∇ξJ∂tu+∇ξ∇H).
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By trivializing u∗(TT ∗Q) in a Unitary manner (see Lemma 1.3 (ii) of [AS06]) the operator
DvertFf,g,H,J is conjugated to a bounded linear operator
D : V → Lr(R,Rn)⊕ Lr(S,R2n)
with
V :=
{
(ξ, v) ∈ W 1,r(R,Rn)⊕W 1,r(S,R2n) | Im(v(i, ·)) = ξ, i ∈ {0, 1}}
of the form
D(ξ, v) = (∂sξ + Aξ, ∂sv − J0∂tv −Bv),
where A : R → End(Rn) is smooth, the limits A± := lims→±∞A(s) ∈ End(Rn) exist,
are symmetric and non-degenerate. Furthermore B : S → End(R2n) is smooth, the
limits B±(t) = lims→±∞B(s, t) exist uniformly in t, are smooth and symmetric and non-
degenerate in the sense that the paths of symplectic matrices γ± : [0, 1] → End(R2n)
defined by solving
dγ±(t)
dt
= J0B±(t)γ±(t), γ±(0) = I,
satisfy γ±(1)λ0 ∩ λ0 = {0} , where λ0 denotes the totally real subspace of R2n consisting
of vectors with vanishing imaginary part.
It is easy to see that the map
(9.12) V → W 1,r(R,Rn)⊕W 1,rλ0 (S,R2n), (ξ, v) 7→ (ξ, v − Eξ)
is a toplinear isomorphism, where Eξ denotes the extension Eξ(s, t) = (0, ξ(s)) and
W 1,rλ0 (S,R
2n) consists of those maps in W 1,r(S,R2n) taking values in λ0 on the boundary
of the strip.
In terms of the isomorphism (9.12) the operator D is conjugated to the bounded linear
operator
D˜ : W 1,r(R,Rn)⊕W 1,rλ0 (S,R2n) → Lr(R,Rn)⊕ Lr(S,R2n)
(ξ, v) 7→ (∂sξ + Aξ, ∂sv − J0∂tv −Bv + E∂sξ −BEξ).
The asymptotic operators
D˜± : W 1,r(R,Rn)⊕W 1,rλ0 (S,R2n) → Lr(R,Rn)⊕ Lr(S,R2n)
(ξ, v) 7→ (∂sξ + A±ξ, ∂sv − J0∂tv −B±v + E∂sξ −B±Eξ)
are clearly isomorphisms since the operators on the diagonal are ([Sch93] treats the L2-
setting only; however, the adaptation to the Lr-setting is easy. [Sal97] discusses the
Floer case with periodic boundary conditions, the adaptation to Lagrangian boundary
conditions is straightforward.). As in the proof of Theorem 2.2 in [Sal97] standard elliptic
estimates (see for instance Appendix B of [MS04]) can be used to prove a semi-Fredholm
estimate for D˜. The standard argument involving the formally adjoint operator D˜∗ implies
that D˜ is even Fredholm.
Similarly for every τ ∈ [0, 1] it can be shown that the operator
D˜τ : W
1,r(R,Rn)⊕W 1,rλ0 (S,R2n) → Lr(R,Rn)⊕ Lr(S,R2n)
(ξ, v) 7→ (∂sξ + Aξ, ∂sv − J0∂tv −Bv + τE∂sξ − τBEξ).
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is Fredholm. As the map
[0, 1]→ L(W 1,r(R,Rn)⊕W 1,rλ0 (S,R2n), Lr(R,Rn)⊕ Lr(S,R2n)), τ 7→ D˜τ
is continuous the indices of D˜ = D˜1 and D˜0 coincide. Since D˜0 is in diagonal form the
index is the sum of the indices of the two Fredholm operators on the diagonal (see [Sch93],
Proposition 2.2, and [AS06], Theorem 1.4), proving the theorem.
9.5 C0-estimates and compactness
In this section we deduce compactness properties of the moduli spaces
Mq−,q−,x−,x+(f, g,H, J), q± ∈ Crit(f), x± ∈ PΩ,q±(H),
introduced in the preceding section. Obtaining such compactness statements turns out to
be non-trivial already in the case of the moduli spacesMΛx−,x+ andMΩ,qx−,x+ of Section 9.2.
The difficulty comes from the fact that a cotangent bundle is non-compact in the fiber
direction. If the Hamiltonian H has compact support, the Floer equation (9.5) reduces to
a genuine Cauchy-Riemann equation outside of a compact set. In particular an argument
involving the maximum principle can be used to deduce C0-bounds on solutions of (9.5)
with fixed asymptotics. Once such C0-bounds are proved, the action takes place in a
compact set so that well-known methods for proving compactness in C∞loc can be used.
The class (H1)-(H2) of Hamiltonians we consider does not have compact support, so
that the argument we just outlined does not apply.
Abbondandolo and Schwarz introduced in Section 1.5 of [AS06] a different approach which
allows them to prove C0−estimates for solutions of (9.5) with fixed asymptotics and
constant exact Lagrangian boundary conditions and Hamiltonians satisfying (H1) and
(H2).
Due to the non-constant boundary condition (9.10) elements in Mq−,q−,x−,x+(f, g,H, J)
for q± ∈ Crit(f) and x± ∈ PΩ,q±(H) can no longer be considered as formal negative L2-
gradient flow equations for the Hamiltonian action functional AH . Thus the analysis of
Abbondandolo-Schwarz does not apply directly.
Similarly to Section 5.1 we will deduce a differential inequality for AH , which plays the
role of the Morse function, along u ∈Mq−,q−,x−,x+(f, g,H, J) enabling us to prove bounds
on AH and the quantity
‖∂su‖2L2(S) =
∫ +∞
−∞
∫ 1
0
‖∂su(s, t)‖2 dtds,
that we will refer to as energy. In fact Abbondandolo-Schwarz’ analysis uses the two
bounds to deduce C0-bounds, thus completing our task.
We will use condition (H2) only via the following estimate. There is a constant h3, s.t.for
all t ∈ [0, 1] and (q, p) ∈ T ∗Q one has
(9.13) ‖XH(t, q, p)‖ ≤ h3(1 + |p|2).
Recall from Section 9.1 that we will use the metric induced by Jˆ to measure vectors on
T ∗Q.
We start with the following lemma.
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Lemma 9.2. Let H be a Hamiltonian function satisfying (H1) and (H2), together with
a time-dependent ω−compatible almost complex structure J . Let furthermore u : S :=
R× [0, 1]→ T ∗Q solve the Floer equation
∂su− J(t, u)[∂tu−XH(t, u)] = 0.
Then, writing u = (q, p), for any s ∈ R we have the following inequality
h0
2
‖p(s, .)‖2L2([0,1]) ≤ h1 +AH(u(s, .)) +
‖J‖2∞
2h0
‖∂su(s, .)‖2L2([0,1]).
Proof: Rewriting Floer’s equation as
∂tu = −J(t, u)∂su+XH(t, u)
and using (H1) results in
AH(u(s, .)) =
∫ 1
0
[θ(∂tu)−H(t, u)] dt
=
∫ 1
0
[θ(XH(t, u))−H(t, u)] dt+
∫ 1
0
θ(J(t, u)∂su) dt
≥ h0‖p(s, .)‖2L2([0,1]) − h1 − ‖J‖∞‖p(s, .)‖L2([0,1])‖∂su(s, .)‖L2([0,1]).
Applying Young’s inequality proves the claim.
Lemma 9.3. Let H be a Hamiltonian function satisfying (H1) and (H2), together with a
time-dependent ω−compatible almost complex structure J . Let furthermore u : S → T ∗Q
solve
∂su− J(t, u)[∂tu−XH(t, u)] = 0.
Then, writing u = (q, p), for any s ∈ R we have the following inequality
‖∂tp(s, .)‖L1([0,1]) ≤ h3(1 + ‖p(s, .)‖2L2([0,1])) + ‖J‖∞‖∂su(s, .)‖2L2([0,1]).
Proof: Notice, by inequality (9.13),
‖∂tp(s, .)‖L1([0,1]) ≤ ‖∂tu(s, .)‖L1([0,1])
≤ ‖J(., u(s, .))∂su(s, .)‖L1([0,1]) + ‖XH(., u(s, .))‖L1([0,1])
≤ ‖J‖∞‖∂su(s, .)‖L2([0,1]) + h3(1 + ‖p(s, .)‖2L2([0,1])).
Corollary 9.4. Under the same hypotheses as in the previous lemmas one obtains the
bound
‖p(s, .)‖C0([0,1]) ≤ C1
2
(C0 +AH(u(s, .))) + C2
2
‖∂su(s, .)‖2L2([0,1])
with C0 = h02 + h1, C1 =
4
h0
(1 + 2h3) and C2 = 1+2h3h20 ‖J‖
2
∞ + 2‖J‖∞.
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Proof: Using
‖p(s, .)‖C0([0,1]) ≤ ‖p(s, .)‖L2([0,1])+‖∂tp(s, .)‖L1([0,1]) ≤ 1
2
+
1
2
‖p(s, .)‖2L2([0,1])+‖∂tp(s, .)‖L1([0,1])
Lemma 9.2 and Lemma 9.3 imply the claim.
Proposition 9.5. Let f be a Morse function on Q, together with a Riemannian met-
ric g on Q, and H be a Hamiltonian satisfying (H0),(H1) and (H2), together with a
time-dependent ω−compatible almost complex structure J . Assume furthermore that the
inequality
‖df‖∞ ≤ 1
2C2
holds with the constant C2 from Corollary 9.4.
Let q± ∈ Crit(f) and x± ∈ PΩ,q±(H) be given. Then there is a constant C, s.t. for every
solution u ∈Mq−,q−,x−,x+(f, g,H, J) we have
AH(u(s, .)) ≤ C and 1
2
‖∂su‖L2(S) ≤ C.
More precisely, the constant can be chosen as
C = max
(
(C0 +AH(x−))eC1L − C0,AH(x−)−AH(x+) + LC1(C0 +AH(x−))eC1L
)
,
where L denotes the length of the longest Morse trajectory of f.
For the existence of the constant L, see Appendix B
Proof: By the formula for the first variation of A, see (9.4), one computes, taking into
account Corollary 9.4,
d
ds
AH(u(s, .)) = −
∫ 1
0
‖∂su(s, t)‖2 dt+ θ(∂su(s, 1))− θ(∂su(s, 0))
= −‖∂su(s, .)‖2L2([0,1]) + [p(s, 1)− p(s, 0)](γ′(s))
≤ −‖∂su(s, .)‖2L2([0,1]) + 2‖p(s, .)‖C0([0,1])‖γ′(s)‖
≤ −(1− C2‖γ′(s)‖)‖∂su(s, .)‖2L2([0,1]) + C1(C0 +AH(u(s, .)))‖γ′(s)‖.
As ‖γ′(s)‖ = ‖∇f(γ(s))‖ ≤ 1
2C2
, one obtains the differential inequality
(9.14)
d
ds
AH(u(s, .)) ≤ −1
2
‖∂su(s, .)‖2L2([0,1]) + C1(C0 +AH(u(s, .)))‖γ′(s)‖.
Disregarding the non-positive term immediately implies a bound for AH(u(s, .)), more
precisely
AH(u(s, .)) ≤ (C0 +AH(x−))eC1L(γ) − C0,
where L(γ) denotes the length of γ. Rewriting equation (9.14) in the form
1
2
‖∂su(s, .)‖2L2([0,1]) ≤ −
d
ds
AH(u(s, .)) + C1(C0 +AH(u(s, .)))‖γ′(s)‖
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and integrating w.r.t. s, together with the upper bound on AH(u(s, .)), yields the second
bound:
1
2
‖∂su‖2L2(S) ≤ AH(x−)−AH(x+) + C1(C0 +AH(x−))eC1L(γ)L(γ),
where L(γ) denotes the length of γ.
Then we can take over the arguments for proving Theorem 1.9 of [AS06] almost literally to
obtain uniform C0-bounds. The only difference is that Abbondandolo-Schwarz in [AS06]
require both an upper and a lower bound on AH . However the lower bound is only needed
to get an energy bound. As we have already provided such an energy bound we arrive at
the following conclusion.
Theorem 9.6. Let f be a Morse function on Q, together with a Riemannian metric g on
Q, and H be a Hamiltonian satisfying (H0),(H1) and (H2). Assume furthermore that
the inequality
‖df‖∞ ≤ 1
2C2
holds with the constant C2 from Corollary 9.4.
Then there exists a number j0 > 0, s.t. if the time-dependent ω−compatible almost complex
structure J satisfies ‖J − Jˆ‖C0 < j0, then for every q−, q+ ∈ Crit(f) and x± ∈ PΩ,q±(H)
the setMq−,q−,x−,x+(f, g,H, J) is bounded in C0(R, Q)× C0(S, T ∗Q).
Remark 9.7. In the proof of Theorem 1.9 of [AS06] Abbondandolo and Schwarz construct
the constant j0 as follows. The Nash embedding theorem allows us to embed Q isomet-
rically into RN for some N ≤ dimQ(3 dimQ+11)
2
, see [Nas56] and [Gün89]. Then j0 can be
chosen as follows:
j0 = sup
r∈(2,∞)
1
Cr
,
where Cr denotes the optimal constant s.t. the Calderon-Zygmund inequality
‖Dv‖Lr(S) ≤ Cr‖(∂s − J0∂t)v‖Lr(S)
holds for all v ∈ W 1,rλ0 (S,R2n) and J0 denotes the standard complex structure on R2n, see
Proposition 1.8 in [AS06]. Thus j0 depends only on dimQ and is in particular independent
of the data (f,H) involved.
Furthermore it might prove interesting that instead of the Nash embedding theorem the
Whitney embedding theorem, see [Lee02] for a modern treatment, suffices for the proof
of the C0-estimates in [AS06]. Indeed instead of choosing the metric g on the manifold
Q a priori it is possible to embed the manifold Q into RN for some N determined by the
Whitney embedding theorem first and then to consider the metric on Q induced by the
embedding Q→ RN . This yields the bound N ≤ 2 dimQ.
Compactness in C∞loc follows by standard arguments, see Section 1.5 in [AS06].
Theorem 9.8. Let f be a Morse function on Q, together with a Riemannian metric g
on Q, and H be a Hamiltonian satisfying (H0),(H1) and (H2), together with a time-
dependent ω−compatible almost complex structure J . Assume furthermore that the in-
equalities
‖df‖∞ ≤ 1
2C2
and ‖J − Jˆ‖C0 < j0
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hold with the constant C2 from Corollary 9.4 and the constant j0 from Theorem 9.6.
Then for every q−, q+ ∈ Crit(f) and x± ∈ PΩ,q±(H) the space Mq−,q−,x−,x+(f, g,H, J) is
pre-compact in C∞loc(R, Q)× C∞loc(S, T ∗Q).
9.6 Transversality
In this section we will show that it is possible to perturb the metric g on Q and the
time-dependent ω-compatible almost structure J on T ∗Q in such a way that for all
q−, q+ ∈ Crit(f) and x± ∈ PΩ,q±(H) the moduli spaces Mq−,q−,x−,x+(f, g,H, J) are cut
out transversely by the section
Ff,g,H,J : B(q−, q+, x−, x+) → W(q−, q+, x−, x+),
(γ, u) 7→ (γ′ +∇f(γ), ∂su− J(t, u)(∂tu−XH(t, u))),
introduced in Section 9.4. We combine the discussions of Section 1.6 in [AS06] and
Proposition 2.30 in[Sch93].
Fix a Morse function f on Q as well as a Hamiltonian H satisfying (H0),(H1) and (H2).
Let l > 0 be a sufficiently large integer, fixed for the moment, and let j0 > 0 be given as
in Theorem 9.6 and denote by J lj0 the Banach manifold of time-dependent ω-compatible
almost complex structures J, s.t. ‖J − Jˆ‖C0 < j0. The tangent space TJJ lj0 at J ∈ J lj0
consists of time-dependent C l-sections of the bundle End(TT ∗Q)→ T ∗Q, s.t. we have
JtYt + YtJt = 0 and ω(Ytξ, η) + ω(ξ, Ytη) = 0
for all t ∈ [0, 1], ξ, η ∈ TT ∗Q.
Introduce the Banach manifold Gl of C l-metrics on Q, endowed with the C l-topology. For
given g ∈ Gl the tangent space TgGl consists of g-symmetric C l-sections of the bundle
End(TQ) → Q. Denote by Glj0,h0,h3 , where h0 is the constant from (H1) and h3 is the
constant from (9.13),the open subset of Gl consisting of metrics g satisfying
sup
q∈Q
‖df(q)‖g < h
2
0
(2 + 4h3)(1 + j0)2 + 4h20(1 + j0)
.
This defining equation is chosen in such a way that for any Glj0,h0,h3 inequality
sup
q∈Q
‖df(q)‖g ≤ 1
2C2
with the constant C2 from Corollary 9.4 is satisfied.
Let P l = Glj0,h0,h3 × J lj0 denote the combined parameter space of regularity l.
A pair (g, J) ∈ P l is called regular w.r.t. (f,H) if for all q± ∈ Crit(f) and all x± ∈
PΩ,q±(H) the section
Ff,g,H,J : B(q−, q+, x−, x+) → W(q−, q+, x−, x+),
(γ, u) 7→ (γ′ +∇f(γ), ∂su− J(t, u)(∂tu−XH(t, u))),
introduced in Section 9.4, is transverse to the zero section.
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Remark 9.9. Any regular pair (g, J) ∈ P l is admissible for the compactness statements of
Theorem 9.8.
Next we will derive
Theorem 9.10. The set of regular pairs P lreg is generic in P l.
Remark 9.11. By an argument of Taubes we also have the same statement in C∞, see
[MS04], pages 42 and 52.
Proof: As the set {
(q−, q+, x−, x+) | q± ∈ Crit(f), x± ∈ PΩ,q±(H)
}
is countable it suffices to consider a fixed such tuple (q−, q+, x−, x+). Furthermore the case
q− = q+ is treated in Theorem 1.11 in [AS06], so that we can assume q− 6= q+.
The proof employs the basic transversality theorem 6.4. More precisely, we apply the
theorem to the section
s : B × P → pr∗1W , (γ, u, g, J) 7→ Ff,g,H,J(γ, u)
with B = B(q−, q+, x−, x+), W = W(q−, q+, x−, x+) and P = P l. Condition (ii) has been
shown in Section 9.4 and condition (iii) is superfluous as the spaces involved are separable
(see Remark 6.5). Thus it remains to prove (i), i.e. for every (γ, u, g, J) the operator
Dverts(γ, u, g, J) : T(γ,u)B ⊕ TgGlj0,h0,h3 ⊕ TJJ lj0 →W(γ,u)
is surjective, where W(γ,u) = Lr(γ∗TQ)⊕ Lr(u∗TT ∗Q) and
T(γ,u)B =
{
(ξ, v) ∈ W 1,r(γ∗TQ)⊕W 1,r(u∗TT ∗Q) | dpiT ∗Q(u(s, i)).v(s, i) = ξ(s), s ∈ R, i ∈ {0, 1}
}
.
More precisely Dverts(γ, u, g, J) reads
Dverts(γ, u, g, J)[ξ, v, k, Y ] =(∇gsξ +∇gξ∇gf(γ)− g−1k∇gf(γ),
∇Js v − J∇Jt v +∇Jv∇H(t, u)− Y (t, u)(∂tu−XH(t, u))).
It is well-known (see [Sch93], Proposition 2.30, for the L2-case) that the operator
D1 : W
1,r(γ∗TQ)⊕ TgGlj0,h0,h3 → Lr(γ∗TQ)
(ξ, k) 7→ ∇gsξ +∇gξ∇gf(γ)− g−1k∇gf(γ)
is surjective. Similarly the operator
D2 : W
1,r
λ0
(u∗TT ∗Q)⊕ TJJ lj0 → Lr(u∗TT ∗Q)
(v, Y ) 7→ ∇Js v − J∇Jt v +∇Jv∇H(t, u)− Y (t, u)(∂tu−XH(t, u))
is surjective (see [FHS95], Theorem 5.1), where
W 1,rλ0 (u
∗TQ) =
{
v ∈ W 1,r(u∗TT ∗Q) | dpiT ∗Q(u(s, i)).v(s, i) = 0, s ∈ R, i ∈ {0, 1}
}
.
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A change of variables in the domain as in the proof of Theorem 9.1 leaves us with proving
the surjectivity of an operator
D˜ : W 1,r(γ∗TQ)⊕ TgGlj0,h0,h3 ⊕W 1,rλ0 (u∗TT ∗Q)⊕ TJJ lj0 → Lr(γ∗TQ)⊕ Lr(u∗TT ∗Q)
of the form
D˜ =
[
D1
R D2
]
where R : W 1,r(γ∗TQ)⊕ TgGlj0,h0,h3 → Lr(u∗TT ∗Q) is the bounded linear operator
R(ξ, g) = ∇JsEξ − J∇Jt Eξ +∇Eξ∇H(t, u)
with the extension operator E as in the proof of Theorem 9.1. Due to the lower triangular
form of D˜ and the surjectivity of D1 and D2 we arrive at the claimed surjectivity of D˜,
concluding the proof of the theorem.
Remark 9.12. The proof of Theorem 9.10 makes it apparent that for a regular pair (g, J) ∈
P l the pair (f, g) satisfies the Morse-Smale transversality condition up to any order.
9.7 The Leray-Serre spectral sequence in Floer homol-
ogy
In this section we will introduce the Floer complex associated to the problem (9.8)-
(9.10), giving rise to the moduli spaces Mq−,q+,x−,x+(f, g,H, J) for q−, q+ ∈ Crit(f) and
x± ∈ PΩ,q±(H).
We will show that this Floer complex admits a natural filtration, giving rise to a first
quadrant spectral sequence, see Section 8.1. Furthermore we will show that our Floer
complex is quasi-isomorphic to the chain complex (CFΛ(H), ∂Λ) of Floer homology of
periodic orbits, identifying the limit of the first quadrant spectral sequence.
Then we will identify the second page of the spectral sequence with Morse homology on
Q with coefficients in a local Morse system in the sense of Section 8.2, coming from the
family of Floer homologies
{
HFΩ,q∗ (Hq, Jq)
}
q∈Q . This Section is very similar to Section
8.4 in Morse homology.
Let f be a Morse function on Q and let H be a Hamiltonian function on [0, 1] × T ∗Q
satisfying (H0) - (H2). Denote by C(f,H) the Z2-vector space generated by pairs (q, x)
with q ∈ Crit(f), x ∈ PΩ,q(H) and graded by the index i(q, x) = m(q)+µΩ(x) of Theorem
9.1.
Let (g, J) be a smooth regular pair of parameters whose existence is guaranteed by
Theorem 9.10 (see also Remark 9.11). If (q−, x−) and (q+, x+) have index difference
1, Theorem 9.1 together with transversality allows us to conclude that the manifold
Mq−,q+,x−,x+(f, g,H, J) is one-dimensional or empty. By the compactness statement of
Theorem 9.8 and the transversality hypothesis on (g, J) the spaceMq−,q+,x−,x+(f, g,H, J)
consists of finitely many trajectories.
Define the linear map
∂ = ∂(f, g,H, J) : C(f,H)→ C(f,H)
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in terms of the generators q− ∈ Crit(f) and x− ∈ PΩ,q−(H) by
(9.15) ∂(q−, x−) =
∑
q+∈Crit(f),
x+∈PΩ,q+ (H),
i(q−,x−)−i(q+,x+)=1
∑
[(γ,u)]∈Mq−,q+,x−,x+ (f,g,H,J)
(q+, x+) (mod Z2),
where [(γ, u)] denotes the equivalence class of the R-action
R×Mq−,q+,x−,x+(f, g,H, J)→Mq−,q+,x−,x+(f, g,H, J), (τ, γ, u) 7→ (γ(·+ τ), u(·+ τ, ·)).
Only a finite number of terms in the sum (9.15) are non-zero. Indeed the number of critical
points of f is finite and the action bound of Proposition 9.5 allows us to use Lemma 1.5
of [AS06], which is independent of the boundary condition. A standard gluing argument
shows that ∂ is a boundary operator. Thus we arrive at
Proposition 9.13. Let f be a Morse function on Q, let H be a Hamiltonian function
on [0, 1] × T ∗Q satisfying (H0) - (H2) and suppose that a smooth regular pair (g, J)
of parameters is given. Then (C(f,H), ∂) defines a chain complex of Z2-vector spaces
which is filtered by the Morse index m(q) of a generator (q, x). The filtration satisfies the
hypotheses of Theorem 8.2.
Proof: It remains to deduce the filtration property. Taking into account Remark 9.12 the
Morse-Smale transversality of (f, g) implies that the filtration by the base Morse index is
well-defined, similarly to Proposition 8.14. Furthermore Theorem 2.1 of [AS06] clarifies
that the Maslov indices are bounded from below by 0.
Before coming to the computation of the homology of the complex (C(f,H), ∂) we in-
troduce the local Morse system of coefficients which permits a compact presentation of
the second page of the spectral sequence induced by the filtration of (C(f,H), ∂) we just
introduced. The discussion is completely analogous to Section 8.3.
Let q ∈ Crit(f). Then the chain complex (CFΩ,q(H), ∂Ω,q) from Section 9.2 can be written
as
∂Ω,q(x−) =
∑
x+∈PΩ,q ,
µΩ(x−)−µΩ(x+)=1
n(x−, x+)x+, x− ∈ PΩ,q(H)
for n(x−, x+) ∈ Z2 introduced in the beginning of this section. Denote its homology by
HFΩ,q∗ (H, J).
Let q± ∈ Crit(f) with m(q−) −m(q+) = 1 and let α ∈ Mfq−,q+ , where the superscript f
indicates negative gradient flow trajectories of f.
By the definition (9.11) of the index i for any pair (x−, x+) with x± ∈ PΩ,q±(H) we have
(9.16) µΩ(x−) = µΩ(x+) iff i(q−, x−)− i(q+, x+) = 1.
The projection map
Mq−,q+,x−,x+(f, g,H, J)→Mfq−,q+(f, g), (γ, u) 7→ γ
intertwines the R-actions
R×Mq−,q+,x−,x+(f, g,H, J)→Mq−,q+,x−,x+(f, g,H, J), (τ, γ, u) 7→ (γ(·+ τ), u(·+ τ, ·)).
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and
R×Mfq−,q+(f, g)→Mfq−,q+(f, g), (τ, γ) 7→ γ(·+ τ).
Thus we have a well-defined map
σ : M̂q−,q+,x−,x+(f, g,H, J)→ M̂fq−,q+(f, g).
By (9.16) and the compactness statements for the moduli spaces we know that σ is a map
between finite sets. Let α ∈Mfq−,q+(f, g). Define
nα(q−, q+, x−, x+) := #Z2
(
σ−1([α])
)
,
where #Z2 denotes the count mod 2. Obviously nα(q−, q+, x−, x+) depends only on the
class [α].
Introduce a linear map φα : CFΩ,q−(H)→ CFΩ,q+(H) of degree 0 by Z2-linear extension
of
(9.17) φα(q−, x−) =
∑
x+∈PΩ,q+ (H),
i(q−,x−)−i(q+,x+)=1
nα(q−, q+, x−, x+)(q+, x+).
A standard gluing argument yields that φα defines a chain map
φα : (CF
Ω,q−(H), ∂Ω,q−)→ (CFΩ,q+(H), ∂Ω,q+),
giving rise to a degree 0 map
(9.18) Φα : HFΩ,q−∗ (H, J)→ HFΩ,q+∗ (H, J)
in homology. Similarly to Proposition 8.10 we have the following
Proposition 9.14. Let f be a Morse function on Q and let H be a Hamiltonian function
on [0, 1] × T ∗Q satisfying (H0) - (H2). Let furthermore (g, J) denote a smooth regular
pair of parameters. Then the Z2-vector spaces{
HFΩ,q∗ (H, J)
}
q∈Crit(f) ,
together with the family {
Φα : HF
Ω,q−∗ (H, J)→ HFΩ,q+∗ (H, J)
}
,
where α ∈ Mfq−,q+(f, g) and m(q−) = m(q+) + 1, of isomorphisms defined by (9.18)
give rise to a local Morse system of coefficients for (f, g). We will denote this system by
HFΩ∗ (H, J).
Proof: The proof of this Proposition is analogous to the proof of Proposition 8.10. To
show the isomorphism property of Φα the classical continuation-type argument does not
apply. However the continuation argument for hybrid methods remains valid, see the
proof of Proposition 9.15 for an application to a more difficult problem.
We proceed with the computation of the homology of the chain complex (C(f,H), ∂).
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Proposition 9.15. Let f be a Morse function on Q and let H be a Hamiltonian func-
tion on [0, 1]× T ∗Q satisfying (H0) - (H2), together with a smooth regular pair (g, J) of
parameters.
Let furthermore H be a periodic Hamiltonian on T ∗Q satisfying (H0)Λ, (H1) and (H2)
together with a regular time-periodic ω−compatible almost complex structure J¯ as in Sec-
tion 9.2. Suppose furthermore that
(9.19) ‖H −H‖C0 <∞.
Then there is a chain map φ : (C(f,H), ∂(f, g,H, J)) → (CFΛ(H), ∂Λ(H, J¯)) inducing
an isomorphism in homology, where (CFΛ(H), ∂Λ(H, J¯)) denotes the Floer complex for
periodic orbits with Z2-coefficients, see Section 9.2.
Proof: This is similar to the corresponding version in Morse homology (see Proposition
8.15.)
As explained in [AS06], Section 1.7, one can easily see that changing J and H produces
quasi-isomorphic complexes as long as transversality holds. In order to be able to use
the results of [AS10a] we have to work with the standard Jˆ and in order to achieve
transversality g and H have to be altered. However, this is standard (see [FHS95]) and
can easily be adapted to our framework. Thus, due to a standard gluing argument, we
can w.l.o.g. use J = Jˆ = J¯ . Furthermore the inequality (9.20) implies that the difference
AH−AH is bounded, so that a continuation argument implies that we can assume w.l.o.g.
H = H.
The chain map φ is defined by considering the moduli spaces MΩ,Λq−,x−,y+(f, g,H), where
q− ∈ Crit(f), x− ∈ PΩ,q−(H) and y− ∈ PΛ(H). MΩ,Λq−,x−,y+(f, g,H), consists of triples
(u, γ, v) ∈ C∞(S−, T ∗Q)× C∞(R−, Q)× C∞(S+, T ∗Q),
where the ± subscripts indicate a restriction of the s-variable to non-negative or non-
positive values, solving
∂J,H(u) = 0, γ
′ +∇f(γ) = 0, ∂J,H(v) = 0
with the following boundary and coupling conditions
u(s, i) ∈ T ∗γ(s)Q, s ≤ 0,
u(0, t) = v(0, t), 0 ≤ t ≤ 1,
v(s, 0) = v(s, 1), s ≥ 0
and the asymptotics
lim
s→−∞
u(s, t) = x−(t), lim
s→−∞
γ(s) = q−, lim
s→+∞
v(s, t) = y+(t),
uniformly in t.MΩ,Λq−,x−,y+(f, g,H) can be easily put in the Fredholm framework of [AS10a]
with some simple modifications taking into account the moving boundary condition.
The main point here (and in using Jˆ) is that the Lagrangians at the jump intersect
in a partially orthogonal fashion, allowing us to apply the Fredholm theory of jumping
Lagrangian boundary conditions of [AS10a].
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Similarly to Section 9.6 it is easy to see that for generic (g,H) the setMΩ,Λq−,x−,y+(f, g,H) is
manifold of dimension m(q−) + µΩ(x−)− µΛ(y+). Using the standard compactness-gluing
arguments (including the ideas of Section 9.5 appropriately) one can see that linearly
extending
φ(q−, x−) =
∑
#Z2
(MΩ,Λq−,x−,y+(f, g,H)) y+,
the sum running over all y+ ∈ PΛ(H) with m(q−) +µΩ(x−) = µΛ(y+), is well-defined and
defines a chain map.
Similarly, a chain map ψ : (CFΛ(H), ∂Λ(H, J))→ (C(f,H), ∂(f, g,H, J)) can be defined
by considering the moduli spacesMΛ,Ωy−,q+,x+(f, g,H) consisting of triples
(v, u, γ) ∈ C∞(S−, T ∗Q)× C∞(S+, T ∗Q)× C∞(R+, Q)
solving
∂J,H(u) = 0, γ
′ +∇f(γ) = 0, ∂J,H(v) = 0
with the following boundary and coupling conditions
v(s, 0) = v(s, 1), s ≤ 0
u(0, t) = v(0, t), 0 ≤ t ≤ 1,
u(s, i) ∈ T ∗γ(s)Q, s ≥ 0,
and the asymptotics
lim
s→−∞
v(s, t) = y−(t), lim
s→∞
γ(s) = q+, lim
s→+∞
u(s, t) = x+(t),
uniformly in t. In the same way as in Proposition 8.15 one can see that φ ◦ ψ and ψ ◦ φ
are homotopic to the identities on the corresponding chain complexes (the only difficulty
arising when two jumping boundary conditions collapse to one - this however can be
treated by Hofer-type gluing as in [AS2]). Hence they are inverses on homology, proving
the proposition.
Finally we conclude the main Theorem of this section. It expresses the Floer homology for
periodic orbits on T ∗Q as the limit of a spectral sequence whose second page is given by
Morse homology on Q with coefficients in the system
{
HFΩ,q∗ (Hq, Jq)
}
q∈Q , of Lagrangian
Floer homologies coming from Section 9.2.
Theorem 9.16. (The Leray-Serre spectral sequence in Floer homology)
Let Q be a closed manifold endowed with a f be a Morse function and a Hamiltonian
function H on [0, 1] × T ∗Q satisfying (H0) - (H2), together with a smooth regular pair
(g, J) of parameters.
Let furthermore H be a periodic Hamiltonian on T ∗Q satisfying (H0)Λ, (H1) and (H2)
together with a regular time-periodic ω−compatible almost complex structure J¯ as in Sec-
tion 9.2. Suppose furthermore that
(9.20) ‖H −H‖C0 <∞.
Then there is a first quadrant spectral sequence, converging to HFΛ(H, J¯), the Floer ho-
mology for periodic orbits with Z2-coefficients associated to (H, J¯), and the second page
takes the form
E2s,t
∼= HMs(f,HFΩt (H, J)),
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where HM∗(f,HFΩ∗ (H, J)) denotes the Morse homology of f with coefficients in the lo-
cal Morse system HFΩ∗ (H, J) of Z2-vector spaces associated to (f, g) and determined by
Proposition 9.14.
The arguments are analogous to proving Theorem 8.17.
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A Locally trivial fiber bundles of Banach manifolds and
connections
This section gives a short treatment of connections on locally trivial fiber bundles of
Banach manifolds, a theory which is well-developed in the finite-dimensional case, see
for instance [KMS93], Chapter III. The transition to infinite-dimensional spaces requires
some care. The material covered builds upon the well-established definition of a linear
connection on a Banach space bundle, see for instance [FK72], Chapter 1.
Let B, E and F be Banach manifolds locally modeled on the Banach spaces B, E and F.
Such a triple together with a smooth map pi : E → B is called a locally trivial fiber bundle
(of Banach manifolds) with typical fiber F if for any b ∈ B one can find a neighborhood
U of b in B and a diffeomorphism τ : pi−1(U)→ U × F, s.t. the diagram
pi−1(U)
pi
##
τ // U × F
pr1
||
U
commutes. Such a τ is called a local trivialization. It is easy to see that for each b ∈ B
the fiber pi−1(b) is diffeomorphic with F and that we necessarily have E ∼= B⊕ F.
Furthermore for any e ∈ E we can find a neighborhood O of e in E, a neighborhood U
of b := pi(e) in B, an open set U˜ in B, an open set W in F, a diffeomorphism φ : U → U˜
and a diffeomorphism ψ : O → U˜ ×W, s.t. the following diagram commutes:
(9.21) O
pi

ψ
∼=
// U˜ ×W ⊆ B× F
pr1

U
φ
∼=
// U˜
Suppressing the additional data we call ψ a fiber bundle chart. Differentiating we obtain
the following diagram, where in these circumstances isomorphisms refer to isomorphisms
of vector bundles:
(9.22) TO
Tpi

Tψ
∼=
// T (U˜ ×W ) = U˜ ×W × (B⊕ F)
Tpr1

TU
Tφ
∼=
// T U˜
Lemma 9.17. The Banach spaces {VeE}e∈E defined by VeE := ker dpi(e) fit together to
form a Banach space subbundle V E of TE over E with typical fiber F.
Proof: Let e ∈ E and set b := pi(e). Then diagram (9.22) reduces to
TeE
dpi(e)

dψ(e)
∼=
// Tφ(b)U˜ ⊕ Tpr2◦ψ(e)W = B⊕ F
pr1

TbB
dφ(b)
∼=
// Tφ(b)U˜ = B
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It is readily seen that the map
pr2 ◦ dψ(e)
∣∣
Ve
: VeE → F
provides a toplinear isomorphism1. In this way we obtain a smooth fiber-preserving
diffeomorphism
V E
∣∣
O → O× F, (e, ξ) 7→ (e, pr2 ◦ dψ(e)[ξ]).
The collection of such maps (varying over different fiber bundle charts) is easily seen to
endow V E with the structure of a Banach space bundle (see [Lan95], Chapter III).
Definition 9.18. Let pi : E → B be a locally trivial fiber bundle with typical fiber F. A
connection on this fiber bundle is given by a family
{
P Ve
}
e∈E of bounded linear maps
P Ve ∈ L(TeE), e ∈ E,
the so-called vertical projectors, s.t. for any fiber bundle chart ψ (using the notation
(9.21)) there is a smooth map
A : U˜ ×W → L(B,F),
s.t. for any e ∈ O we have
(9.23) dψ(e) ◦ P Ve ◦ dψ(e)−1(ξ, η) = (0, η − A(ψ(e))[ξ]), (ξ, η) ∈ B⊕ F.
We collect some direct consequences of the definition.
Proposition 9.19. Let
{
P Ve
}
e∈E be a connection on pi : E → B. Then we have
1. The map e 7→ P Ve defines a smooth section of the bundle End(TE), the endomor-
phism bundle of TE.
2. For any e ∈ E we have P Ve ◦ P Ve = P Ve , i.e. P Ve is a projector.
3. im P Ve = VeE, i.e. P Ve defines a projector onto VeE, justifying name vertical pro-
jector.
4. HeE := kerP Ve , e ∈ E, defines a closed subspace of TeE, complementing VeE in
TeE. These horizontal spaces {HeE} fit together to form a Banach space subbundle
HE of TE over E with typical fiber B, the horizontal bundle, s.t.
V E ⊕HE ∼= TE.
Moreover the restriction of the map Tpi to HE defines an isomorphism
HE → pi∗TB
of Banach bundles over E.
1Recall that a linear map between Banach spaces is called a toplinear isomorphism if it is a linear
homeomorphism.
130
5. PH := idTE −P V defines a smooth section of End(TE) and serves as a projector
onto the horizontal spaces.
6. There is a smooth section LH of L(pi∗TB, TE), the horizontal lift, s.t. for any e ∈ E
LHe takes values in HeE,
Tpi(e)B → HeE, ξ 7→ LHe [ξ],
is a toplinear isomorphism and we have the identities
dpi(e) ◦ LHe = idTpi(e)B and LHe ◦ dpi(e) = PHe .
Proof: 1. Regularity properties are proved in local charts. The smoothness of P V
follows from the smoothness of the map A defined for any fiber bundle chart ψ.
2. Let ψ be a fiber bundle chart. Set for e ∈ O
P˜ Ve := dψ(e) ◦ P Ve ◦ dψ(e)−1 ∈ L(B⊕ F).
The statement P Ve ◦P Ve = P Ve is obviously equivalent to the statement P˜ Ve ◦P˜ Ve = P˜ Ve .
By definition of a connection
P˜ Ve (ξ, η) = (0, η − A(ψ(e))[ξ]), (ξ, η) ∈ B⊕ F,
so we immediately see
P˜ Ve ◦ P˜ Ve (ξ, η) = P˜ Ve (0, η − A(ψ(e))[ξ]) = (0, η − A(ψ(e))[ξ]) = P˜ Ve (ξ, η)
for any (ξ, η) ∈ B⊕ F as claimed.
3. Using the notation of 2. dψ(e) identifies VeE with {0} ⊕ F, so it suffices to show
im P˜ Ve = {0} ⊕ F,
which is evident from (9.23)
4. Fix e ∈ E. Clearly HeE is a closed linear subspace, being the kernel of a continuous
linear map. We want to show that the map
λ : TeE → HeE ⊕ VeE, ξ 7→ (ξ − P Ve ξ, P Ve ξ)
is a toplinear isomorphism. Clearly ξ is injective, continuous and we have the
directness VeE ∩HeE = {0} . Let ξ ∈ HeE and η ∈ VeE. Then we have
λ(ξ + η) = (ξ + η − P Ve ξ − P Ve η, P Ve ξ + P Ve η).
Certainly P Ve ξ = 0 and P Ve η = η by definition of HeE and 3., so that we have
λ(ξ + η) = (ξ, η), proving surjectivity of λ.
Arguing analogously to Lemma 9.17 we see that
HE := {(e, ξ) ∈ TE | ξ ∈ HeE}
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can be equipped with the structure of a Banach space bundle. More precisely in a
fiber bundle chart ψ the space HeE = kerP Ve is identified with ker P˜ Ve which reads
ker P˜ Ve = {(ξ, A(ψ(e))[ξ]) | ξ ∈ B} ,
which is clearly toplinearly isomorphic with B when projecting to the first coor-
dinate. This observation also proves that the Banach bundle map HE → pi∗TB
obtained from restricting dpi is an isomorphism.
5. In a fiber bundle chart ψ we have
dψ(e) ◦ PHe ◦ dψ(e)−1(ξ, η) = (ξ, A(ψ(e))[ξ]), (ξ, η) ∈ B⊕ F.
Arguing similarly as in 1. we arrive at the claimed statement.
6. LH is defined as the composition of the inverse of the bundle map
dpi
∣∣
HE
: HE → pi∗TB
and the inclusion HE ↪→ TE, directly implying the claimed statements.
Remark 9.20. 1. Proposition 9.19 clarifies that a connection on a fiber bundle pi : E →
B could alternatively be defined as a family of projectors
{
PHe
}
e∈E , P
H
e ∈ L(TeE),
locally of the form
dψ(e) ◦ PHe ◦ dψ(e)−1(ξ, η) = (ξ, A(ψ(e))[ξ]), (ξ, η) ∈ B⊕ F,
for a smooth map A : U˜ ×W → L(B,F) or also as a family of maps {LHe }e∈E with
LHe ∈ L(Tpi(e)B, TeE), locally of the form
dψ(e) ◦ LHe ◦ dφ(pi(e))−1[ξ] = (ξ, A(ψ(e))[ξ]), ξ ∈ B,
again for a smooth map A : U˜ ×W → L(B,F).
2. For the purposes of this thesis we will only construct connections coming from the
horizontal lifts
{
LHe
}
e∈E .
3. A connection on a locally trivial fiber bundle is usually not unique but rather in-
volves a choice. The set of connections is an affine space over the vector space
L(pi∗TB, V E).
4. For k ∈ N connections of regularity class Ck can be defined by requiring that any
local map A is Ck.
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B Bounding the length of Morse trajectories
Let M be a complete Riemannian Hilbert manifold and let f be a non-negative C2-Morse
function satisfying the Palais-Smale condition. The goal of this section is to prove suitable
length bounds on Morse trajectories. [AM01], section 5, discuss such bounds. Officially
Abbondandolo and Majer only treat Morse homology on Hilbert spaces. Their method
immediately generalizes to our setting.
Proposition 9.21. Let a > 0 be fixed. There is a constant L, depending on a, s.t. for
every integral curve γ of −∇f starting at p ∈ f−1([0, a]) the inequality∫ ∞
0
‖∇f(γ(s))‖ ds ≤ L.
holds.
We start with a preliminary lemma.
Lemma 9.22. Let x0 be a critical point of f . Then there is an open neighborhood Ux0 of
x0 and a constant θ > 0, s.t.
|f(x)− f(x0)| ≤ θ‖∇f(x)‖2
holds for all x ∈ Ux0 .
Proof: Since the claim is local, it certainly suffices to consider the case where f is defined
on (a neighborhood O of 0 in) a Hilbert space H, x0 = 0 is the non-degenerate critical
point in question and to prove the inequality
|f(x)− f(0)| ≤ θ‖X(x)‖2H
on an open neighborhood of 0, where X : O → H denotes the gradient w.r.t. the inner
product on H. Since 0 is a non-degenerate rest point of X, one can find a neighborhood
O′ ⊆ O of 0 and a constant C, s.t.
‖DX(x)‖End(H) ≤ C and ‖[DX(x)]−1‖End(H) ≤ C.
By the inverse function theorem, there is a neighborhood V ⊆ H of 0, s.t. X−1 is well-
defined on V and maps diffeomorphically onto O′′ ⊆ O′. By the mean value inequality
applied to X−1,
‖x‖H = ‖X−1(X(x))−X−1(X(0))‖H ≤ C‖X(x)−X(0)‖H = C‖X(x)‖H
for x ∈ O′′. By Taylor’s theorem,
|f(x)− f(0)| ≤ ‖X(x)‖H‖x‖H + C
2
‖x‖2H ≤
(
C +
C3
2
)
‖X‖2H
for x ∈ O′′. Thus, the claim follows for U0 := O′′ and θ := C + C32 .
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Lemma 9.23. Let x0 ∈ Crit(f) ∩ f−1([0, a]) and a ≥ 0 be given. Then there is an open
neighborhood Ux0 of x0 and a positive constant C, s.t. whenever γ : I → Q, where I ⊆ R
is any interval, satisfies
(i) γ is an integral curve of −∇f,
(ii) γ(I) ⊆ Ux0 ,
(iii) f(γ(I)) ⊆ [0, a],
then ∫
I
‖γ′(s)‖ ds ≤ C.
Proof: Let Ux0 be the neighborhood of Lemma 9.22. Reparameterizing e = −f(γ(s))
gives
‖γ′(s)‖ ds = de‖γ′(s)‖ ≤
√
θ de√|e+ f(x0)| ,
where θ is the constant from Lemma 9.22. Consequently,∫
I
‖γ′(s)‖ ds ≤
∫ a
0
√
θ de√|e+ f(x0)| = 2
√
θ(
√
a− f(x0) +
√
f(x0)) ≤ 6
√
θ
√
a.
Proof: (of Proposition 9.21)
Let x1, . . . , xN be the critical points of f with f(xi) ≤ a. By Lemma 9.23, the hyperbolicity
of the critical points and the Lyapunov function f for −∇f there are open neighborhoods
Ui of xi and a constant C, s.t. every Morse trajectory γ hits a single Ui at most once
and its length inside Ui is bounded by L. (see [AM04], Lemma 1.10) Since f satisfies the
Palais-Smale condition, one can find open neighborhoods U ′i ⊆ Ui of xi and δ > 0, both
depending on a, s.t.
‖∇f(x)‖ ≥ δ for x ∈ f−1([0, a])\
(
N⋃
i=1
Ui
)
.
Let u be an arc of a gradient line in f−1([0, a])\
(⋃N
i=1 Ui
)
with length l. Reparameterizing
by arc-length on the interval [0,l] u solves the ODE u′(σ) = −∇f(u(σ))‖∇f(u(σ))‖ , i.e.
d
dσ
f(u(σ)) =
−‖∇f(u(σ))‖. Integrating gives
f(u(0))− f(u(l)) =
∫ l
0
‖∇f(u(σ))‖ dσ ≥ lδ,
i.e. l ≤ a
δ
.
Let γ be an integral curve of −∇f starting at p ∈ f−1([0, a]). Then its length is bounded
by N(L+ a
δ
), proving the claim.
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C The Picard-Lindelöf theorem in L2
Let I ⊆ R be a compact interval containing 0. The goal of this section is to prove the
following result:
Lemma 9.24. (Karcher) Let A : I ×Rn → Rn satisfy
(1) A(., 0) ∈ L2(I), i.e. ∫
I
|A(τ, 0)|2 dτ <∞,
(2) there is a function f ∈ L2(I) with
|A(t, x)− A(t, y)| ≤ f(t)|x− y|, for a.e. (t, x, y) ∈ I ×Rn ×Rn.
Then, for arbitrary ξ0 ∈ Rn, the initial value problem
ξ(0) = ξ0, ξ˙(t) = A(t, ξ(t)) a.e.
has a unique solution in W 1,2(I,Rn).
Remark 9.25. The lemma is fairly simple. The only references known to the author are
[FK72] (8.1.2) and in Appendix D of [Mon06]. [FK72] is German only and [Mon06] treats
the related case of principal bundles (instead of vector bundles), complicating matters.
For the convenience of the reader, the proof is included, following Karcher.
Proof: It suffices to treat the case I = [0, 1]. Fix ξ0 ∈ Rn and define the operator
L : W 1,2(I,Rn)→ W 1,2(I,Rn), (Lη)(t) := ξ0 +
∫ t
0
A(τ, η(τ)) dτ, t ∈ I.
It is easy to see that L is well-defined and linear. By standard ODE arguments the
statement of the lemma is equivalent to showing that L has a unique fixed point. As in
the usual proof of the Picard-Lindelöf theorem, we would like to exhibit L as a contraction,
i.e.
(9.24) ‖Lξ − Lη‖W 1,2 ≤ µ‖ξ − η‖W 1,2
for all ξ, η ∈ W 1,2(I,Rn) with a constant µ ∈ (0, 1) independent of ξ and η. Unfortunately,
this is not true in general. The main idea is to exhibit an equivalent norm for which
equation (9.24) holds. Thus, define for λ > 0
|||η|||2λ := sup
0≤t≤1
e−λt
∫ t
0
|η|2 + |η˙|2 dτ, η ∈ W 1,2(I,Rn).
It is not difficult to see that |||η|||λ defines an equivalent norm onW 1,2(I,Rn), more precisely
we have
|||η|||λ ≤ ‖η‖W 1,2 ≤ eλ2 |||η|||λ for any η ∈ W 1,2(I,Rn).
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We want to choose λ in such a way that L becomes a contraction w.r.t. |||η|||λ, i.e.
|||Lξ − Lη|||λ ≤ µ|||ξ − η|||λ
holds for all ξ, η ∈ W 1,2(I,Rn) and a fixed µ ∈ (0, 1). Notice
|||Lξ − Lη|||2λ = sup
0≤t≤1
e−λt
∫ t
0
[∫ τ
0
(A(σ, ξ(σ))− A(σ, η(σ))) dσ
]2
+ [A(σ, ξ(σ))− A(σ, η(σ))]2 dτ
(9.25)
For any measurable φ : R→ R Hölder’s inequality gives(∫ τ
0
φ(σ) dσ
)2
≤ τ
∫ τ
0
φ(σ)2 dσ
and thus for 0 ≤ τ ≤ t ∫ t
0
(∫ τ
0
φ(σ) dσ
)2
dτ ≤ 1
2
∫ t
0
φ(σ)2 dσ.
Applying this inequality to φ(σ) = A(σ, ξ(σ))−A(σ, η(σ)) transforms equation (9.25) into
(9.26) |||Lξ − Lη|||2λ ≤
3
2
sup
0≤t≤1
e−λt
∫ t
0
|A(σ, ξ(σ))− A(σ, η(σ))|2 dτ.
The estimate |ξ(τ)− η(τ)|2 ≤ 2‖ξ − η‖2W 1,2 yields
e−λτ |ξ(τ)− η(τ)|2 ≤ 2|||ξ − η|||2λ.
Together with assumption (2) and (9.26) we obtain
(9.27) |||Lξ − Lη|||2λ ≤ 3|||ξ − η|||2λ sup
0≤t≤1
∫ t
0
f(τ)2e−λ(t−τ) dτ.
The proof is complete as soon as we can show that the quantity
3 sup
0≤t≤1
∫ t
0
f(τ)2e−λ(t−τ) dτ
is strictly smaller than 1 for appropriate choice of λ > 0. Since f is L2 the function
[0, 1] 3 t 7→ α(t) :=
∫ t
0
f(τ)2 dτ
is continuous (and thus uniformly continuous as [0, 1] is compact). For any κ ∈ (0, t) we
have ∫ t
0
f(τ)2e−λ(t−τ) dτ =
∫ t
t−κ
f(τ)2e−λ(t−τ) dτ +
∫ t−κ
0
f(τ)2e−λ(t−τ) dτ
≤
∫ t
t−κ
f(τ)2 dτ + e−λκ
∫ t−κ
0
f(τ)2 dτ.
≤ α(t)− α(t− κ) + e−λκ‖f‖2L2 .
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Choose κ so small that |α(t)− α(t− κ)| ≤ 1
12
for all t ∈ [0, 1]. Then choose
λ ≥ 1
κ
log(12‖f‖2L2)
in order to get |||Lξ − Lη|||λ ≤ 12 |||ξ − η|||λ. Applying the contraction mapping theorem
yields the claim.
D A version of the Grobman-Hartman theorem and its
consequences
In Section 6.4 it is necessary to deal with sequences (Xk) of vector fields converging
locally in C1 to a hyperbolic vector field X. The standard Grobman-Hartman theorem,
see Theorem 1.15 in [AM04], states that in the vicinity of a rest point x of X, the flow of
X is conjugated to the linearized flow, i.e. the flow of DX(x), by a bi-Hölder-continuous
homeomorphism. Also, for sufficiently large k the flow of Xk is locally conjugated to the
flow of DX(x) by a bi-Hölder-continuous homeomorphism. We will need the statement
that the Hölder constant and the Hölder exponent can be chosen independently of k.
Furthermore we will need an explicit C0-estimate for the conjugation map.
For these purposes we require slightly stronger versions of the propositions of Section 1.6
of [AM04]. In fact the proof of Proposition 1.13 of [AM04] permits us to draw stronger
conclusions if we take a little more care of what the Hölder constant really depends on.
More precisely, we obtain
Proposition 9.26. Let E = Es ⊕Eu be an invariant splitting for the bounded invertible
operator L. Let P u and P s be the corresponding projectors, and assume there exists µ < 1,
s.t.
max
{‖P sLP s‖, ‖P uL−1P u‖} ≤ µ.
Let φ, ψ ∈ C0,1(E,E), s.t.
(i) ‖φ− ψ‖∞ <∞,
(ii) Lipφ < 1− µ,
(iii) Lipψ < 1/‖L−1‖.
Then there exists a unique map g ∈ C0b (E,E), s.t.
(L+ φ) ◦ (Id + g) = (Id + g) ◦ (L+ ψ)
satisfying
‖g‖∞ ≤ ‖φ− ψ‖∞
1− (µ+ Lipφ) .
Let c1, c2 and c3 be positive constants with
c1 <∞, c2 < 1− µ, c3 < 1/‖L−1‖.
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For every
α <
− log(µ+ c2)
max
{
1, ‖L‖+ c2, ‖L−1‖1−‖L−1‖c3
}
there is a constant C, s.t. for every φ, ψ ∈ C0,1(E,E) satisfying
• ‖φ− ψ‖∞ ≤ c1,
• Lipφ ≤ c2,
• Lipψ ≤ c3,
the map g constructed above is (C, α)-Hölder, i.e.
‖g(x)− g(y)‖ ≤ C‖x− y‖α, x, y ∈ E.
Following [AM04] it is straightforward to prove the following global version of the Grobman-
Hartman theorem.
Theorem 9.27. Let L be a hyperbolic operator on E. Let ‖.‖ be an L-adapted norm on
E satisfying
‖ξ‖ = max {‖P uξ‖, ‖P sξ‖} , ξ ∈ E,
and
‖etLξ‖ ≤ e−λt‖ξ‖, ξ ∈ Es, ‖e−tLξ‖ ≤ e−λt‖ξ‖, ξ ∈ Eu,
for some positive λ. Let Bi ∈ C0,1(E,E) (i = 1, 2), s.t.
(i) ‖B1 −B2‖∞ <∞,
(ii) LipBi < λ (i = 1, 2).
Then the flows φ1, φ2 : R× E → E of the vector fields
E 3 ξ 7→ Yi(ξ) := Lξ +Bi(ξ), i = 1, 2,
are conjugated, i.e. there is a unique g ∈ C0b (E,E), s.t.
φY1t ((Id + g)(ξ)) = (Id + g)(φ
Y2
t (ξ)), (t, ξ) ∈ R× E,
and Id + g is a homeomorphism E → E. Moreover
(9.28) ‖g‖∞ ≤ ‖B1 −B2‖∞
λ−maxi=1,2 LipBi .
Furthermore, for any 0 < c1 <∞, 0 < c2 < λ and every
α <
λ− c2
‖L‖+ c2
there is a constant C, s.t. whenever Bi ∈ C0,1(E,E) (i = 1, 2) satisfy
• ‖B1 −B2‖∞ ≤ c1,
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• LipBi ≤ c2 (i = 1, 2),
the g constructed above is (C, α)-Hölder-continuous, i.e.
‖g(x)− g(y)‖ ≤ C‖x− y‖α, x, y ∈ E.
Proof: The proof is a minor modification of the proof of Theorem 1.15 of [AM04] using
Proposition 9.30. The only thing which was not written down explicitly was the C0-
estimate for g. In the course of the proof of Theorem 1.15 it becomes apparent that
‖g‖∞ ≤ ‖φ
Y1
t − φY2t ‖∞
1− (eλt + LipBi(1 + o(1)))
for t > 0 sufficiently small and o(1)→ 0 as t→ 0. The Gronwall-type estimate
‖φY1t − φY2t ‖∞ ≤ ‖Y1 − Y2‖∞tect
with c = maxi=1,2 LipYi and the limit t ↓ 0 yield the estimate
‖g‖∞ ≤ ‖B1 −B2‖∞
λ− LipBi
for i = 1, 2, as claimed.
Corollary 9.28. Let U ⊆ E be an open neighborhood of 0. Let (Xk) be a sequence of
vector fields in C1b (U,E) converging to the vector field X ∈ C1b (U,E) (in C1b (U,E)). Let
furthermore 0 be a common hyperbolic rest point of all the Xk’s as well as of X and let ‖.‖
be an L := DX(0)−adapted norm on E with λ as in Theorem 9.27. There is an r > 0,
s.t. Br(0) ⊆ U and
1. for any sequence (pk) in W s(0, Xk) ∩ Br(0) with φXkR≥0(pk) ⊆ Br(0) and any ε > 0
sufficiently small one has
dist (pk,W s(0, X) ∩B(1+ε)r(0))→ 0 as k →∞.
2. there are positive constants C1 and C2 and k0, s.t. if p ∈ Br(0) and for some fixed
k ≥ k0 φXkt (p) ∈ Br(0) for all t ≥ 0, then
‖φXkt (p)‖ ≤ C1e−C2t, t ≥ 0.
Remark 9.29. By replacing the vector field by their negative versions it is clear that the
corollary holds analogously for the case of unstable spaces.
Proof: We want to apply Theorem 9.27. Put
c1 := sup
k≥0
‖X −Xk‖C1(U,E) and c2 := λ
2
.
Let φ ∈ C1(R≥0, [0, 1]) be a fixed cutoff function satisfying
φ(t) = 1, t ≤ 2, and φ(t) = 0, t ≥ 3.
Define φr(t) := φ(t/r) for positive r. Choose an r > 0 and k0 ≥ 0 s.t.
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(i) B3r(0) ⊆ U ,
(ii) ‖DX(x)− L‖ ≤ c2
24
for all x ∈ B3r(0),
(iii) ‖X −Xk‖C1(U,E) ≤ min
{
c2
4
, c2
24‖φ′‖∞
}
for all k ≥ k0.
(ii) is possible since DX is continuous and (iii) is a consequence of the convergence of
Xk to X. Put for x ∈ E
B1(x) =
{
φr(‖x‖)X(x)− Lx, ‖x‖ ≤ 3,
0, otherwise,
and for k ≥ k0
B2,k(x) =
{
φr(‖x‖)Xk(x)− Lx, ‖x‖ ≤ 3,
0, otherwise.
Then B1 and B2,k are Lipschitz-continuous vector fields on E with
LipB1 ≤ c2 and LipB2,k ≤ c2.
We will only show the second inequality, the first is even simpler. Also we will only show
the essential case, i.e. when x, y ∈ B3r(0).
‖B2,k(x)−B2,k(y)‖ = ‖φr(‖x‖)(Xk(x)− Lx)− φr(‖y‖)(Xk(y)− Ly)‖
≤ ‖φr(‖x‖)(Xk(x)− Lx−Xk(y) + Ly)‖
+ ‖(φr(‖x‖)− φr(‖y‖))(Xk(y)− Ly)‖
≤ sup
‖z‖≤3
‖DXk(z)− L‖‖x− y‖+ ‖φ′r‖∞‖x− y‖‖Xk(y)− Ly‖
by the mean value inequality. Hence
sup
‖z‖≤3
‖DXk(z)− L‖ ≤ ‖X −Xk‖C1(U,E) + sup
‖z‖≤3
‖DX(z)− L‖ ≤ c2
4
+
c2
4
=
c2
2
by (ii) and (iii) and
‖φ′r‖∞‖Xk(y)− Ly‖ ≤ ‖φ′‖∞
‖y‖
r
‖Xk(y)− Ly‖
‖y‖
≤ 3‖φ′‖∞(‖Xk(y)−DXk(0).y‖‖y‖ + ‖DXk(0)− L‖)
≤ 3‖φ′‖∞( sup
‖z‖≤3r
‖DXk(z)−DXk(0)‖+ ‖Xk −X‖C1(U,E))
≤ 3‖φ′‖∞( sup
‖z‖≤3r
‖DX(z)−DX(0)‖+ 3‖Xk −X‖C1(U,E))
≤ c2
2
by the mean value inequality, (ii) and (iii), i.e.
‖B2,k(x)−B2,k(y)‖ ≤ c2
2
‖x− y‖.
After these preparations it is possible to prove the statements of the corollary.
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1. By Theorem 9.27 applied to B1 and B2,k there is a sequence (gk) of maps in C0b (E,E)
satisfying
(Id + gk)(φYkt (x)) = (φ
Y
t ((Id + gk)(x)))
for t ∈ R and x ∈ E with Y = L + B1 and Yk = L + B2,k. By construction,
φYkt (pk) = φ
Xk
t (pk) for all k ≥ k0 and t ≥ 0. Thus qk := (Id + gk)(pk) ∈ W s(0, X).
Equation (9.28) implies
‖qk‖ ≤ ‖pk‖+ ‖gk‖∞ ≤ r + 2
λ
‖B1 −B2,k‖
≤ r + 2
λ
‖X −Xk‖C1(U,E) → r as k →∞
as well as
‖pk − qk‖ ≤ 2
λ
‖X −Xk‖C1(U,E) → 0 as k →∞,
proving the claim.
2. By Theorem 9.27 applied to B1 ≡ 0 and B2,k as above there are sequences (gk) and
(hk) of maps in C0b (E,E) satisfying
• (Id + gk) ◦ (Id + hk) = I = (Id + hk) ◦ (Id + gk),
• (Id + gk)(φYkt (x)) = etL((Id + gk)(x)) for t ∈ R and x ∈ E,
• φYkt ((Id + hk)(ξ))) = (Id + hk)(etLξ) for t ∈ R and ξ ∈ E,
where we put, for convenience, Yk := L+ B2,k. Notice that for t ≥ 0 and ξ ∈ E we
have
‖etLξ‖ ≤ e−λt‖ξ‖.
Additionally, by the results of Theorem 9.27 there are constants α ∈ (0, 1) and
C > 0, independent of k, s.t.
‖(Id + hk)(ξ1)− (Id + hk)(ξ2)‖ ≤ (‖ξ1 − ξ2‖1−α + C)‖ξ1 − ξ2‖α
for any ξ1, ξ2 ∈ E and k ≥ k0. Consequently if p ∈ Br(0) satisfies φXkt (p) ∈ Br(0)
for all t ≥ 0 and some fixed k ≥ k0, one has immediately
• (Id + gk)(p) ∈ Es w.r.t. L,
• ‖(Id + gk)(p)‖ ≤ r + ‖gk‖∞,
• φYkt (p) = φXkt (p) for t ≥ 0 (as Xk = Yk in Br(0)).
Summing up, we arrive at
‖φXkt (p)‖ = ‖(Id + hk) ◦ (Id + gk)(φXkt (p)− 0)‖ ≤ C‖(Id + gk)(φXkt (p)− 0)‖α
≤ (‖((Id + gk)(p))‖1−α + C)‖etL((Id + gk)(p))‖α
≤ (‖((Id + gk)(p))‖1−α + C)‖((Id + gk)(p))‖αe−αλt
≤ ((r + ‖gk‖∞)1−α + C)(r + ‖gk‖∞)αe−αλt.
The claim follows with C1 := supk≥k0((r+‖gk‖∞)1−α+C)(r+‖gk‖∞)α and C2 := αλ.
Notice that C1 <∞ by equation (9.28) and supk≥0 ‖Xk‖C1(U,E) <∞.
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The following variant of Proposition 1.17 of [AM04] is straightforward to deduce.
Proposition 9.30. Let U ⊆ E be an open neighborhood of 0. Let (Xk) be a sequence of
vector fields in C1b (U,E) converging to the vector field X ∈ C1b (U,E). Let furthermore 0
be a common hyperbolic rest point of all the Xk as well as of X. For every r > 0 small
enough there holds: for every sequence (ξn) in E converging to 0 and for every sequence
(tn) in [0,∞) such that φXn[0,tn](ξn) ⊆ Br(0) and φXntn (ξn) ∈ ∂Br(0) there holds
dist(φXntn (ξn),W
u
loc,r(0))→ 0.
Proof: Arguing analogously to Corollary 9.28 an application of the Grobman-Hartman
theorem 9.27 permits a reduction to the following statement:
For every r small enough there holds: for every sequence rn → r in [0,∞), every sequence
(ξn) in E converging to 0 and for every sequence (tn) in [0,∞) such that φX[0,tn](ξn) ⊆ Brn(0)
and φXtn(ξn) ∈ ∂Brn(0) there holds
dist(φXtn(ξn),W
u
loc,r(0))→ 0.
But this statement is easily seen to be true by the argument of the proof of Proposition
1.17 of [AM04].
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