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This work presents a hardware-friendly end-to-end quantum machine learning scheme that can
be implemented with imperfect near-term intermediate-scale quantum processors. The proposal
transforms the machine learning task to the optimization of a quantum control system, which
parameterize the learning model by experimentally tunable control variables. Our design also enables
automated feature selection by encoding the raw input data to quantum states through agent control
variables. Comparing with the gate-based parameterized quantum circuits, the resulting end-to-end
quantum learning models is easy to implement as there are only few ad-hoc parameters to be
determined by the designer. Numerical simulations on the benchmarking MNIST dataset without
down-sampling the images demonstrate that the proposed scheme can achieve comparable high
performance with only 3-5 qubits than known quantum machine learning models. The scheme is
promising for efficiently performing large-scale real-world learning tasks using intermediate-scale
quantum processors.
PACS numbers:
Quantum Computing has entered the NISQ
(Noisy Intermediate-Scale Quantum) era [1] in
which it may surpass classical computing with even
imperfect quantum hardware [2]. As one of its most
promising applications, quantum machine learning
is drawing intense attention [3, 4] for its potential
supremacy on solving large-scale real-world learning
tasks with quantum computers. Many algorithms
have been proposed along this route, e.g., quantum
supporting vector machine for classification prob-
lems [5], quantum principal component analysis [6]
and quantum generative adversarial learning [7, 8].
To enable quantum machine learning algorithms
on NISQ processors, a popular approach is to
construct quantum neural-network (NN) models
with parameterized quantum circuits (PQC) [9, 10]
that is trained by classical optimization algorithms.
Such hybrid quantum-classical models have uni-
versal approximation capabilities and are able to
achieve classically intractable feature learning tasks
[11]. Various applications have been put forward
for quantum simulation of molecules [12], combi-
natorial optimization [13] and machine learning
problems [14].
The PQC-based machine learning has also been
experimentally demonstrated by shallow circuits on
NISQ processors (with no greater than 20 qubits)
[10]) on classification [15], clustering [16] and gen-
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erative [17] learning tasks. To our knowledge, few
of them were tested with real-world datasets, and
the achieved performance is still far below classical
algorithms. For the benchmarking example of the
MNIST dataset [18] for recognition of hand-written
digits, the precision of classification is no higher
than what can be achieved by a simple classical
logistic regression model, and in most cases the
original images have to be down-sampled to make
compromises with scarce quantum resources (e.g.
limited number of qubits and decoherence time).
On top of limited quantum resources, the archi-
tecture of current PQC ansatz also challenges the
development of practical NISQ processors, because
the gate sequences used in PQC cannot be triv-
ially implemented by available quantum hardware
with high fidelity. In other words, the circuit topol-
ogy of a PQC is not fully compatible with actual
controlled physical system, on which some unitary
transformations are difficult to realize due to sparse
qubit-qubit connectivity.
Moreover, as one of the most important charac-
teristics of modern deep learning, a successful model
should be capable of learning effective representa-
tion of the raw data. In quantum machine learning,
a powerful automatic feature-selection encoder is
hence highly desirable, as is recently proposed by
the quantum kitchen sink [19] or quantum metric
learning [20], to compress and better fit the input
data for the selected quantum ansatz.
All these demands call for a hardware-friendly
quantum machine learning scheme that can be ef-
ficiently deployed on NISQ processors. Ideally,
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FIG. 1: The physical control flow of a hybrid quantum-
classical algorithm deployed on a NISQ processor. The
arbitrary waveform generator (AWG) produces con-
trol pulses that manipulate and measure the qubits on
the processor. According to the qubit measurement
outcomes, the classical computer runs the training al-
gorithm to instruct the AWG to iteratively updates the
control pulses. The controlled quantum evolution forms
a quantum NN parameterized by the time-dependent
AWG parameters.
the scheme should provide an end-to-end data
pipeline that infers the learning output from the
input data with as less as possible hand-designed
modules, and the entire physical implementation
should be straightforward with only few ad-hoc
elements/parameters to be selected.
To arrive at such an end-to-end quantum ma-
chine learning scheme, let us consider a classi-
fication learning task with a set of Z training
samples (x(k), y(k)), where x(k) ∈ Rd is the in-
put data represented by d-dimensional vectors and
y(k) ∈ {1, · · · , L} is the corresponding label. For
any PQC-based machine learning model, the in-
put x is transferred to the quantum state |Ψ(x)〉
through some encoder circuit. After being pro-
cessed by a succeeding quantum circuit represented
by a parameterized unitary transformation U(w),
the output state is measured under a POVM mea-
surement {M1, · · · ,ML}, in which each operator
Mk is associated with one class to be discriminated.
The conditional probability of obtaining y for a
given input x and circuit U(w) is then defined
as P (y|x,w) = 〈Ψ(x)|U†(w)MyU(w)|Ψ(x)〉, based
on which the empirical loss is defined as follows:
L[w] = 1− Z−1
Z∑
k=1
P (y(k)|x(k),w). (1)
The PQC is known as a black-box model with
tunable parameters associated with layered one-
qubit or two-qubit quantum gates. Physically, the
assigned two-qubit gates may have to be realized
through a series of intermediate operations (e.g.,
SWAP) due to the lack of direct interactions be-
tween the target qubits. Thus, the actual complied
quantum circuit is usually deeper than the designed
circuit.
From circuit model to control model - Take a
closer look at an experimental superconducting
quantum computing system [21–23] shown in Fig. 1.
All the gates in the PQC must be operated by
shaped microwave pulses produced from an arbi-
trary waveform generator (AWG). These pulses are
iteratively adjusted by a classical computer accord-
ing to the empirical loss evaluated by measuring
the control-guided output states. Thus, the entire
PQC is in fact dictated by the AWG control pulses,
whose amplitudes parameterize a new quantum NN
realized by the controlled quantum dynamics. In
this way, we can replace the gate-based model by a
control-based model.
Interestingly, the control-based model also has a
layered feedforward network structure owing to the
piecewise-constant characteristic of AWG pulses.
Ideally, the steering process of these pulses on
the quantum system can be characterized by the
Schro¨dinger equation:
|Ψ˙(t)〉 = −i
[
H0 +
M∑
`=1
w`(t)H`
]
|Ψ(t)〉, (2)
where |Ψ(t)〉 is the quantum state (starting from an
initial state |Ψ(t0)〉 = |0〉) of the entire system, and
w1(t), · · · , wm(t) are the amplitudes of the control
fields. Each control field consists of M piecewise-
constant sub-pulses over M sampling periods. The
states |Ψ(tk)〉 at the end of each sub-interval form a
layer of the quantum NN, and the control variables
denoted by
~wk = [w1(tk), · · · , wM (tk)], k = 1, · · · , N, (3)
are the equivalent NN hyper-parameters as schemat-
ically shown in Fig. 1. The depth of the quantum
NN is equal to the number of AWG sampling peri-
ods during the entire quantum evolution.
The control-based model is a generalization of the
gate-based PQC model because any gate operation
must be eventually realized through physical control
pulses. Apparently, it is hardware more friendly be-
cause all parameters are directly adjustable without
having to be artificially split into separate gates.
From hand-designed to auto-selected features - In
most PQC-based learning models, the data vector
is mapped to the quantum state using a pre-selected
3encoder to represent the set of hand-designed fea-
tures. As schematically shown in Fig. 2(a), the
same strategy can be applied as well in control-
based models. The encoder first ‘translates’ the
data vector to a quantum state, following which a
physical control is applied to prepare the system in
this state. The applied control could be very diffi-
cult to design when the encoded states are highly
entangled (e.g., in the amplitude encoding scheme
for exploiting the superposition of quantum states).
The scheme also becomes impractical when dealing
with large-size datasets because every single sample
needs an individually designed control pulse.
We propose that the ‘translation’ from the data
vector to the quantum state can be designed in
an implicit and automatic manner. As is shown in
Fig. 2(b), we introduce a data-to-control interface
(e.g., a layer of classical perceptrons) that trans-
forms the data vector into a selected set of agent
control variables. The quantum state steered by
these control variables then encodes the input data,
but the encoded state is not explicitly (and nei-
ther necessarily) known unless being reconstructed
through tomography.
In our encoding approach, the introduced data-
to-control interface is to be trained together with
the rest part of the quantum NN, forming a hybrid
quantum-classical neural network. The selected
encoding control variables act as a hidden layer that
passes the input data from the classical computer
to the quantum processor. Once the interface is
well trained, control pulses will be automatically
generated to prepare the target encoded state. In
addition, the encoding scheme also brings favored
nonlinearity through the nonlinear control-to-state
mapping, which potentially leads to better model
expressivity in complex learning tasks.
Training process - Now we have obtained an
end-to-end learning model by control-based hy-
brid quantum-classical NNs. Suppose that the
involved control pulses contains M sampling pe-
riods, among which we assign the control variables
wcode = {~w1, · · · , ~wM0} in the first M0 sampling
periods as the agent hidden layer for encoding pro-
cess, and winfer = {~wM0+1, · · · , ~wM} in the follow-
ing sampling periods for the following inference
process.
For illustration, the data-to-control interface is
simply selected as a perceptron layer, i.e., each
element of wcode is
wcodei = B ·
e
∑
j Wijxj+bi − 1
e
∑
j Wijxj+bi + 1
, (4)
where xj is the jth element of the input data vector
x ∈ Rd, W = {Wij} and b = {bi} are the weight
matrix and bias vector of the perceptrons, and B >
0 is the amplitude bound of the control variables.
Quantum NN
(learning)
Quantum NN
(encoding)
Ψdata0
Classical NN DATA INPUT
control as weights
LABEL
control as data
Quantum NN
(learning)
0 DATA INPUT LABEL
(b)
State 
Preparation 
(selected encoder)
Ψdata
control as weights (a)
FIG. 2: Quantum end-to-end learning models that con-
sist of encoding and inference control networks. (a)
The data is encoded to the quantum state through a
pre-selected encoder; (b) the data is encoded to the
quantum state through a data-to-control interface (a
classical NN) via a selected set of agent control variables.
Following the encoding control processes, inference con-
trol pulses are applied as weights to infer the class that
the input belongs to.
Because the bias term b can be merged into W by
extending x to (xT , 1)T and W to (W, b), we will
ignore b for simplicity. Thus, the hyper-parameters
to be trained in the end-to-end model are w =
(W,winfer).
The model is trained by minimizing the empiri-
cal loss L[w] defined by Eq. (1). Similar to most
hybrid quantum-classical algorithms, these hyper-
parameters are to be tuned along gradient-descent
directions of L[w]. Since the gradient vector is
not directly computable on the NISQ processors,
we can sequentially perturb each hyper-parameter,
measure the varied empirical loss and estimate the
gradient of w = (W,winfer) via the finite difference:
∂L
∂wj
≈ L(w + ∆ · ej)− L(w)
∆
, (5)
where ej is the unit vector along which only the
jth element of w is perturbed by ∆.
Let n be the number of qubits, and assume that
each qubit is manipulated by two orthogonal con-
trol fields. Then we have Ncode = 2nM0 encoding
control variables to be generated by (d+ 1)Ncode
weight variables in W , and Ninfer = 2n(M−M0) in-
ference control variables to be directly tuned. Thus,
we need to perform about (d+ 1)Ncode +Ninfer en-
semble measurements on the empirical loss L[w]
to evaluate the gradient with respect to one input
sample. The experimental overhead can easily ex-
ceed the ability of NISQ processors when the data
4space is high dimensional (e.g., when processing
high-resolution images).
Nonetheless, observing that the gradient of the
conditional probability P (y|x,w) with respect to
the entries of W can be decomposed (via chain rule)
as:
∂P (y|x,w)
∂Wij
=
∂P (y|x,w)
∂wcodei
∂wcodei
∂Wij
=
∂P (y|x,w)
∂wcodei
B2 − (wcodei )2
2B
xj ,(6)
where 1 ≤ i ≤ Ncode and 1 ≤ j ≤ d + 1, we only
need to experimentally measure ∂P (y|x,w)
∂wcodei
, while the
rest parts is handled by a classical computer. The
number of required ensemble experiments can thus
be remarkably reduced from (d+1)Ncode+Ninfer to
Ncode+Ninfer (the total number of control variables)
that is not explicitly dependent on d.
Based on the measured gradient, we can apply
the widely used stochastic gradient algorithms that
are recently introduced to quantum robust control
[24] and quantum approximate optimization algo-
rithms [25]. Roughly speaking, in each iteration we
randomly select a small batch of samples, apply the
encoding and inference control fields, and measure
the conditional probability P (y|x,w) and its gra-
dient for each sample. The averaged gradient over
these samples is then used to update the model
hyperparameters w = (W,winfer). The detailed
pseudo-code of the optimization algorithm is shown
in Algorithm 1.
Simulation results - Now we apply the proposed
end-to-end learning model to the MNIST dataset
for recognition of handwritten digits. To demon-
strate the effectiveness and efficiency, we use a sim-
ple chain systems of n = 3 ∼ 5 qubits, which are
extensively used in solid-state quantum computing,
as the physical realization of the NISQ processor.
The Hamiltonian reads:
H(t) =
∑
1≤i<n
gijσ
i
zσ
i+1
z +
n∑
k=1
[
wkx(t)σ
k
x + wky(t)σ
k
y
]
(7)
where σkα = I2⊗· · ·⊗σα⊗· · ·⊗I2, α = x, y, z, with
σα being standard Pauli matrices. The neighboring
qubit-qubit coupling strengths are g12 = 1.5MHz,
g23 = 2.0MHz, g34 = 2.5MHz, and g45 = 3.0MHz,
respectively. These qubits are addressed by control
fields wkx(t) and wky(t) along x-axis and y-axis, re-
spectively. In the following simulations, we assume
that the AWG sampling periods are all 5ns and the
yielded controls are all bounded by B = 25MHz.
To train the learning model, we use 46993
samples belonging to 8 classes (the upper
limit of 3-qubit models) corresponding to digits
Algorithm 1 Quantum End-to-End Learning
Input: training dataset {x(k), y(k)}, the number m
of control fields, batch size m (fixed or adaptive),
learning rate α.
Output: the hyper-parameters w = (W,winfer) of
the end-to-end learning model.
Initialize the classical NN weights W and inference
control variables winfer = {~wM0+1, · · · , ~wM}.
repeat
Randomly pick a mini-batch of m samples from
the training dataset.
for i = 1 to m do
Feed the ith sample, say (x¯, y¯) in the batch
to the perceptron layer weighted by W , which
generates the encoding control variables wcode =
{~w1, · · · , ~wM0}.
Synthesize the control pulse with current
wcode and winfer.
Perturbing the control variables one by one,
and measure the gradients ∂P (y¯|x¯,w)
∂wcode
and ∂P (y¯|x¯,w)
∂winfer
along winfer and wcode, respectively.
Use ∂P (y¯|x¯,w)
∂wcode
to compute the gradient
∂P (y¯|x¯,w)
∂W
along W according to Eq. (6).
end for
Compute the average gradient ∂L[w]
∂W
and ∂L[w]
∂winfer
over the selected batch of samples, and make updates
W ← W − α · ∂L
∂W
and winfer ← winfer − α · ∂L
∂winfer
,
respectively.
until Empirical loss is sufficiently small
{0, 2, 3, 4, 5, 6, 8, 9}, and select the POVM measure-
ment {Mj = |j〉〈j|, j = 000, 001, · · · , 111}, where
{|j〉} (in binary representation) is the σz-basis of
the first three qubits, to infer the discrimination re-
sult. The 28×28-pixel sample images are converted
to d = 784 dimensional vectors, and are fed into
the data-to-control interface (a perceptron layer).
We first test learning models with fixed depth
(all using 10 encoding layers and 10 inference layers)
and variant number of qubits from 3 to 5, and an
additional 3-qubit model with 50 coding layers and
50 inference layers to see whether deeper models
can learn better. The learning curves (smoothed
over the past 100 batches) in Fig. 3(a) show that the
empirical loss can be reduced to below 10% after a
few epochs (an epoch means the all training samples
are traversed for once). The training performance is
not significantly reduced by increasing the number
of qubits (or equivalently the model width), but can
be remarkably improved by increasing the number
of AWG sampling periods, namely the depth of the
quantum NN.
The generalizability of the trained end-to-end
learning model is tested with the validation dataset
(containing 7837 independent independent samples
belonging to the 8 classes). Table I lists both the
empirical loss evaluated on the validation dataset
5TABLE I: Classification error rates on the validation
MNIST dataset.
Model Loss Error Rate
3-QUBIT (10/10) 13.82% 8.15%
3-QUBIT (50/50) 9.56% 3.30%
4-QUBIT (10/10) 13.78% 8.18%
5-QUBIT (10/10) 14.06% 8.80%
and the error rates evaluated by
Rerror = P
[
arg max
y
〈Ψx(j)(w)|My|Ψx(j)(w)〉 6= y(j)
]
,
(8)
which is based on the inference rule that the label
is inferred as y for input x if the probability of
producing y through the measurement is the largest.
One can see from these indices that deeper model
can significantly learn better than shallower models.
The achieved performance is already close to those
of classical NN models or quantum NN models. To
our knowledge, such high performance (error rate
lower than 10%) can only be obtained with PQC-
based quantum machine learning models either on
a reduced dataset (e.g., binary classification or with
down-sampled images [14, 26, 27]) or with over 9
qubits [19, 28–30]. Therefore, our scheme is highly
efficient when dealing with complex learning tasks.
Additional numerical experiments are carried
out to further understand the respective roles of
encoding and inference layers played in the end-
to-end learning process. We first randomly pick a
fixed W matrix and optimize the inference control
variables. It turns out that the error rate can at
most be reduced to around 30%. If we remove the
inference control layers and train the encoding W
alone, the error rate [see Fig. 3(b)] can be lowered to
be under 10% with only 10 encoding control layers,
and the performance can be further improved with
deeper encoding networks. Then, we fix the trained
W and investigate if the model can learn better
with more inference control layers. The training
results shown in Fig. 3(c) indicate that the error
rate is not significantly reduced except when there
are only few encoding layers, as is shown in. These
tests are consistent with the practice of classical
deep learning that the selection of features with
the encoding control layers plays a more dominant
role in the end-to-end learning process.
Figure 4 displays the optimized control pulses ap-
plied in the 3-qubit model. The controls in the first
50 sampling periods (blue) correspond to the encod-
ing layers produced by the trained data-to-control
interface from a randomly picked input sample.
The controls in the following 50 sampling periods
(red) correspond to the trained inference layers
10 20 30 40 50
Inference Layer Number
-0.03
-0.02
-0.01
0
0.01
R
ed
uc
tio
n 
of
 E
rro
r R
at
e
 5 Encoding Layers
10 Encoding Layers
50 Encoding Layers
10 20 30 40 50
Encoding Layer Number
0
0.5
1
Er
ro
r R
at
e
0 5 10
Epoch
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
Em
pi
ric
al
 L
os
s
3-Qubit (10/10)
3-Qubit (50/50)
4-Qubit (10/10)
5-Qubit (10/10)
(c)
(b)(a)
FIG. 3: The performance of the simulated quantum
end-to-end learning processes. (a) the empirical loss
during the training process for models with 3 ∼ 5 qubits
and different number of control layers; (b) the error
rates of 3-qubit models without an inference network
and 1 ∼ 50 encoding layers; (c) the reduction of error
rates of 3-qubit models using 1 ∼ 50 inference layers,
where the fixed 5-layer, 10-layer and 50-layer encoding
networks are pre-trained in (b) with baseline error rates
20.38%, 10.78% and 3.87%, respectively.
that are sample-independent. It is interesting that
most coding control variables reach the set bound
B = 25MHz, which is observed in almost all sim-
ulations. This pattern implies that the encoding
control network may be further simplified (e.g., fix
the control amplitudes and vary only the switch-
ing times), so that the model complexity can be
reduced. Moreover, the saturation of the encoding
control amplitudes pulses can lead to the vanish-
ing of gradients along the W variables, a common
issue encountered in the practice of classical deep
learning [31]. This problem should be resolved for
further improving the performance.
Concluding remarks - To summarize, we pro-
posed a hardware-friendly quantum end-to-end
learning model that can be easily deployed on NISQ
processors. The hybrid quantum-classical model
involves quantum neural networks parameterized
by experimental addressable control pulses, and
an embedded data-to-control interface for auto-
matic feature selection. Numerical tests on the
benchmarking MNIST dataset demonstrate that
the model can efficiently achieve high performance
with only a few qubit on real-world learning tasks
without down-sampling the images. Taking into
accounts of the precision, the size of dataset, and
the model size, the scheme exhibits the best overall
performance to our knowledge.
Our proposal turns the model training process
into an optimal control problem, both of which can
be resolved with gradient-descent algorithms. This
interesting connection between optimal control and
machine learning problems can be dated back to
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FIG. 4: The profiles of the control fields applied in the
3-qubit end-to-end learning model with 50 encoding
layers generated from a random input sample (corre-
sponding to 1 ∼ 250ns containing 50 sampling periods)
and 50 inference layers (corresponding to 251 ∼ 500ns
containing 50 sampling periods).
[32], where the famous BackPropagation algorithm
was derived from foundational Pontryagin Maxi-
mum’s Principle (PMP) in optimal control theory.
Recently, it was rediscovered that PMP can be ef-
fectively applied to deep learning [33, 34], and from
the opposite side, the design of robust quantum
controls [24] and quantum optimizers [25, 35] can
be taken as the design of a generalized learning
model. We expect to develop more efficient and
noise-resilient training algorithms from the unifi-
cation of these two different but closely related
fields.
From a control point of view, the capacity of the
quantum end-to-end learning model can be par-
tially understood through the controllability of the
underlying control system (i.e., the ability of gen-
erating arbitrary unitary transformations), which
is is jointly determined by the connectivity of the
physical qubit network, the bandwidth of the ap-
plied control fields (e.g., the sampling rate and the
bound of control amplitudes) and the total time du-
ration. The training of quantum machine learning
models may also be easier, because the underly-
ing quantum optimal control landscapes generically
encounters no traps [36, 37]. Therefore, although
quantum supremacy can be approached only with
those transformations reachable in polynomial time
[38], which seemingly does not require full con-
trollability, we suggest that the selected physical
quantum system should be as controllable as possi-
ble under admissible conditions, so as to facilitate
the training of quantum machine learning models.
Finally, we indicate that the proposed quantum
end-to-end learning scheme can be easily extended
to NISQ processors containing larger number of
qubits or other components (e.g., cavity modes or
multi-level atoms). The framework is also trans-
plantable to any other learning tasks. All these
potentials will be explored in the future.
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