We present a perturbative approach to the problem of estimating capacities of Gaussian quantum channels. It relies on the expansion of the von Neumann entropy of Gaussian states as a function of the symplectic eigenvalues of the quadratures covariance matrices. We apply this method to the classical capacity of a lossy bosonic channel for both the memory and memoryless cases.
I. INTRODUCTION
Quantum channels are every means that convey quantum systems on whose states information is encoded. Formally it is a quantum map from input to output states [1] . The maximum rate at which information can be reliably transmitted through a quantum channel defines its capacity. Actually one can define several capacities depending on the kind of information transmitted (classical or quantum) and on the additional resources used in transmission [2] .
Evaluation of quantum channels capacities is one of the most important and difficult problems of quantum information theory. Gaussian channels, which maps input Gaussian states into output Gaussian states, are among the simplest models allowing capacities investigation [3] . They are also relevant for experimental implementations [4] .
A paradigmatic example of quantum Gaussian channel is the lossy bosonic channel where states lose energy en route from the sender to the receiver. The term bosonic arises because each input (respectively output) is represented by a bosonic field mode. In turn, the effect of losses is usually modeled by letting each input mode to interact with an environment mode through a rotation (beam splitter) transform whose angle (transmissivity) determines the loss rate [4] .
The classical capacity and the classical assisted capacity for such a channel were evaluated in Refs. [5, 6] by assuming each environment mode in the vacuum state. In such a case Gaussian states turn out to be the optimal inputs. Then it has been proved that Gaussian inputs suffices to determine the quantum capacity [7] . More recently, it has been proven that they are optimal to reach the classical capacity when environment modes are in thermal states (including the vacuum) [8] . When more general states of environment are taken into account, even non factorized ones which give rise to memory effect [9] , the evaluation of capacities becomes much more demanding. * Electronic address: pilyavets@gmail.com † Electronic address: cosmo.lupo@unicam.it ‡ Electronic address: stefano.mancini@unicam.it
Here we develop a perturbative approach by expanding the von Neumann entropy of Gaussian quantum state as a function of the symplectic eigenvalues of its quadratures covariance matrix. The method turns out to be useful for characterizing capacities of Gaussian quantum channels. For the sake of presentation, we apply it to the classical capacity of a lossy bosonic channel. We then obtain lower bounds for the classical capacity, generalizing the results of Refs. [3, 6] .
The paper is organized as follows. In Sec. II the main features of the lossy bosonic channel model are introduced. In Sec. III the general algorithm to find lower bounds on the classical capacity is presented. In Sec. IV the lower bound for the memoryless lossy bosonic channel is given. In Sec. V the lower bound for the classical capacity is found for a memory lossy bosonic channel. Sec. VI is for conclusions.
II. THE LOSSY BOSONIC CHANNEL
Let us start from the consideration that in the evaluation of capacities of a Gaussian quantum channel one deals with the von Neumann entropy of Gaussian states, involving the function [3] 
where v is a symplectic eigenvalue of the covariance matrix characterizing a Gaussian state. Despite the absence of a small parameter for the expansion of the function g, we proceed as follows. The function g(v − 1/2) is not analytic in neighborhood of 1/2 and infinity, however after subtracting the logarithm part it becomes analytic on the region v 1/2. Hence, we may write (see also [10] )
Then, to the zeroth-order approximation we have
where we have neglected terms of the order O(1/v 2 ). Allowing perturbation of logarithm by the first terms in the series (2) we can also construct next-order approximations.
Below we restrict our attention to the classical capacity of a lossy bosonic channel. Since we shall consider Gaussian states, the action of this channel can be regarded as a linear map on the covariance matrices characterizing such states. We label covariance matrices acting on canonical quadratures (q 1 , . . . , q n , p 1 , . . . , p n ) ⊤ by V in , V env and V out for input, environment and output states of the channel respectively. V cl /2 denotes the covariance matrix for the distribution of coherent amplitudes used to encode classical symbols. V out is the state of channel output averaged over encoding distribution (with covariance V cl /2). Also, we will refer to the eigenvalues of matrices V in , V env , V out , V cl and V out as i uk , e uk , o uk , c uk and a uk respectively. Since n ∈ N represents the number of bosonic modes (channel uses), the dimension of all above matrices is 2n × 2n and k = 1, . . . , n, while u denotes either quadrature q or p (if u = q, then u ⋆ = p, and vice versa). In particular the lossy bosonic channel acting as a rotation (beam splitter) transform on the canonical quadratures, gives rise to the following relations among covariance matrices [11] :
where η represents the transmissivity of the channel. As usual (see e.g. [9] ) we shall constrain the input energy by
with N the average number of input photons per mode (channel use). An upper bound on the classical capacity is provided by the maximum of the Holevo information regularized in the limit of infinite channel uses
where the maximum is taken over all input states satisfying the energy constraint (6) and χ n is the Holevo-χ quantity [12, 13] . By coding theorems [12, 13] , the quantity C turns out to exactly be the capacity for memoryless and forgetful channels [14, 15] . For any n, one can look at n uses of the channel described by Eqs. (4) and (5) as a single channel acting on n modes. Then, a lower bound on the classical capacity can be computed by maximizing its one-shot capacity over Gaussian input states [16] 
The Holevo-χ quantity for the set G of Gaussian states reads [3] 
where ν k and ν k are the symplectic eigenvalues of V out and V out respectively. Taking the limit over n, we can as well define the quantity
We first notice that by using (3) we have, at lowest order,
Then, we restrict our environment model to matrices of the form
with commuting blocks Vand V pp . In this case we conjecture that the maximum of χ-quantity (9) is achieved with matrices V in and V cl of the same form as (12), i.e. with null off-diagonal blocks. Furthermore, all diagonal blocks of all matrices are mutually commuting. This conjecture is supported by numerical investigations relying on environment models of the form (12) . As a consequence, we get the following expressions for symplectic eigenvalues
Notice that both energy constraint (6) and symplectic spectrum (13) are preserved under orthogonal transformations. Thus, without affecting the final result, we can consider all the involved matrices to be diagonal (see also the discussion in the appendix of [16] ). Hence, the problem we are going to consider is the maximization (8) of the Holevo function (9) over Gaussian inputs under the constraints 1 2n
with ν k , ν k given by Eqs. (13), where
Here, the condition (14) is the input energy constraint (6), while inequalities (15) and (17) express the Heisenberg uncertainty relation.
III. THE KARUSH-KUHN-TUCKER EQUATIONS
The above maximization problem with constraints can be solved by considering eigenvalues of our matrices as variables for Karush-Kuhn-Tucker (KKT) conditions in analogy with the same problem for classical Gaussian channels with memory [17] . To simplify the calculations we will apply a technique similar to the simplex method in optimization theory. Assuming monotonic dependence on N of the eigenvalues {c uk } maximizing χ (which is supported by numerical investigation), we do not specify their sign in KKT-equations. At first, we will consider the formal solution of KKT-equations assuming negative eigenvalues as result, then we will specify how to eliminate them. Definition 1. Let us consider the eigenvalues c uk , u ∈ {q, p} maximizing χ as monotonically dependent functions of N ∈ [0, ∞), then we will classify the k-th mode as belonging to the:
• first stage iff c qk , c pk = 0;
• second stage iff c uk = 0, c u⋆k > 0;
• third stage iff c qk , c pk > 0.
By increasing N starting from zero we allow each mode to pass all stages in sequence from the first one up to the third one.
The Lagrange function for n-modes channel reads
Solving the KKT-conditions we find that the input state V in maximizing χ must be pure. When all modes belong to the third stage, the eigenvalues of V out are all equal and the solution reads
giving
where
is the average number of photons in the environment. The analytical lower bound in (20) generalizes the expression presented in [16] .
If we consider the lower bound (20) as a function on the set of memory models characterized by different V env each of them with the same M env , we argue from Eq. (20) that the maximum is achieved when the state V env is pure.
We now move to the general case. At first, we assume that the correct distribution of modes over stages is already found. Then, suppose to know that the eigenvalue a u⋆h (for the mode h) belongs to the second stage and c uh = 0, it follows the transcendent equation for i uh
where c u⋆h = (a u⋆h − (1 − η) e u⋆h )/η − 1/(4i uh ) and i u⋆h = 1/(4i uh ). This equation has real roots if both ν h , ν h > 1/2, giving
In turn, the requirement ν h > ν h leads to the inequality
Depending on the value of a u⋆h , equation (22) can admit one root satisfying (24) or none. Equation (22) can be formally written as the dependence a u⋆h = f h (i uh ). Let λ be the only parameter linking the KKT-equations of different modes, we define a new variable x x := a qm = a pm = a ql = a pl = ...
getting a chain of equalities linking all modes of the second and third stages. Here modes m and l belong to the third stage, while modes h and t to the second stage (c ph = c qt = 0). Modes of the first stage are not included in (25) and all give V in -eigenvalues equal to 1/2. If some mode belongs to the third stage, its V in -eigenvalues can be found from the relation (19). Taking into account stages discrimination, equation (5) can be rewritten as
where V in := V in + V cl . Furthermore, n j is the number of modes belonging to j-th stage (j = 1, 2, 3; n = n 1 + n 2 + n 3 ) and Tr {2,3|c uk =0} stands for the summation over all eigenvalues of second and third stages, except for the uk-th ones corresponding to c uk = 0. Also, the energy constraint (6) can be rewritten as
k (x) and the double prime sum extends over uk-th eigenvalues of the second stage, such that c uk = 0. Substituting Eq. (27) into Eq. (26) we get a transcendent equation for the single variable x. Since all unknown eigenvalues can be expressed through x (see Eqs. (25)) we can formally arrive at C.
To the zeroth-order approximation (3) the relation
which allows us to express C as function of solution of only one algebraic equation for one variable x. By considering the term 1/v 2 of the decomposition (2) in Eq. (22), we obtain the first-order approximation for the relation 
uk + ε uk , where
where all eigenvalues are calculated to zeroth-order approximation.
Finally, let us discuss on how to find the correct distribution of modes over the stages. As far as KKTconditions themselves do not provide effective method to find stages distribution, we need to use some a proiri properties to write an effective algorithm. Since we have conjectured (supported by numerics) that c ukeigenvalues are monotonic functions of N , the optimum for each mode has to be the third stage, or the second if the third is not admissible, or even the first if also the second one is not admissible. The third stage implies the existence of a solution inside some volume, the second stage a solution on the surface of that volume, while the first stage a solution on the edges of that surface. If the value of N is large enough, the solution is always inside a volume, so that all modes are in the third stage. By decreasing the value of N , the eigenvalues c uk pass from the volume to the wall, and then to the edges. On the basis of these arguments we can develop two algorithms: static and dynamic.
The first step for both algorithms is the same: we check the positivity of all c uk we have found through the relations (18). If all of them are positive, C is given by the explicit analytical relation (20) and the problem is already solved. If this is not the case, we move on to the next steps.
• The static algorithm gives the following continuation on the bases of c uk -signs found in the first step. We have to ascribe the third stage to modes with all positive c uk -eigenvalues, the second stage to modes with only one negative eigenvalue c uk and the first stage to modes with both negative c uk . All negative c uk should be marked as already found and equal to zero. According to this distribution the set of KKT-equations should be formally solved (once again). If some second stage modes do not have a solution according to Eq. (22) they have to be marked as belonging to the first stage. Here we neglect the condition (24) for second stage modes, as violation of it implies negative c uk , thus their stage will be changed to the first one by the algorithm itself. If all found c uk are finally non-negative the problem is solved. If it is not, the procedure is iterated up until all c uk will become non-negative. This algorithm can be then considered as a consecutive correction of stages distribution.
• The dynamic algorithm continues after the first step as follows. We solve the transcendent equation on x by choosing different stages distributions for different values of x (during iterations). In particular, each mode at beginning is calculated as belonging to the third stage for the current value of x. If this leads to negative c uk , the mode is marked as belonging to the second or the first stage in analogy with the static algorithm (if some second stage modes violate Eq. (24) their stage should be marked as the first one). Thus, we make stages distribution admissible, in quantum sense, for every value of x. The distribution of stages corresponding to a root of the equation for x is considered to be valid and can be used to calculate the correct eigenvalues.
Both static and dynamic algorithms always yield the same stages distribution. The difference between the two algorithms can be clarified as follows. We have two effective unknown "variables" for KKT-equations: stages distribution and x. One of these variables has to be set as internal and the another one as external during maximization of χ n . The static algorithm uses x as internal variable, while the dynamic algorithm uses stages distribution for that. Since dynamic algorithm is usually faster, below we will make use of it. Also notice that the eigenvalues i uk are always obtained as positive through these algorithms, therefore we did not specified their positivity in KKT-conditions.
If number of channel uses tends to infinity the discussed procedure can be properly generalized by changing the transcendent equations to equations on functions (spectral densities). However, if the considered model has some simple symmetries over stages, the general solution can be simplified by considering some parameters which mark the boundaries of stages. Below, we will show an example along this line.
The solution of KKT-conditions can be interpreted as "quantum water filling" in analogy with usual (classical) "water filling" introduced for classical Gaussian channels with memory (see e.g. [17] ). The dependence of the found spectral densities (also symplectic ones) from N is similar to filling a vessel with water. The form of the vessel is defined by the model V env and transmissivity η. The symplectic spectral density ν ξ goes always up by increasing N (with respect to ν ξ (N = 0)), while ν ξ goes always down (or does not change). For environment models showing correlation (memory) among modes, the presence of the second stage gives rise to capillary effects on the edges of the vessel resulting to a "water level" with meniscus form.
Below we apply the developed approach to channels whose environment is described by a covariance matrix
where N env is the average number of thermal photons per mode in the environment, Ω is a real symmetric n×n matrix and s ∈ R is a parameter describing the environment properties.
IV. THE MEMORYLESS CHANNEL
We first consider the case of Ω = I describing a memoryless channel with a thermal and squeezed environment. 
where, from the definition (21),
This analytical result generalizes that of [3, 5] . Considering the lower bound (31) as a function on the set of environment models with fixed M env , we see that it shows a symmetry breaking over quadratures. In fact despite the symmetry of all equations over quadratures, the maximum of lower bound is achieved when e q = e p .
The solution for the second stage is c u = 0, c u⋆ = 2N + 1 − i u − 1/(4i u ), i u⋆ = 1/(4i u ), where i u is a root of the transcendent equation
The condition c u⋆ > 0 restrict the admissible region for i u to the interval
To zeroth-order approximation (3) the solution of Eq. (33) is
where φ = e −1 u⋆ η/(1 − η). Hence, the classical capacity with this approximation is expressible in an explicit form.
By considering the term 1/v 2 of decomposition (2) in Eq. (33), we obtain the equation for the first-order approximation. Proceeding in analogy with the general case (see Sec. III) we find the first-order approximation i
and all eigenvalues in Eq. (36) are calculated through zeroth-order approximation. Notice that the first-order approximation considered in Sec. III does not coincide with i (1) u found. Actually, we have to jointly solve two equations in the case of general method applied to one channel use: the transcendent equation (22) and the equation for x (see Eqs. (26) and (27)), where only Eq. (22) is approximated. However, the equation for x becomes analytically solvable in the case of one channel use, allowing us to reduce the original two equations to a single one given by (33).
The formal algorithm to find the lower bound on the capacity is similar to general case considered in Sec. III. At first we solve KKT-conditions by considering the mode to be in the third stage. If one of the found c u -eigenvalues is negative we mark it as already found and set equal to zero. Then, we solve again the KKTconditions by considering the mode to be in the second stage. This always brings us to the correct eigenvalues allowing us to find the lower bound on the capacity.
Writing the input covariance matrix in the same form of (30) (with Ω = I), by the replacements N env → N in and s → r, we can relate the optimal degree of input squeezing r opt to the degree of environment squeezing s. It follows from Eqs. (19) and (35) that r opt = s for the third stage and
for the second stage in the zeroth-order approximation. At the transition point between stages there is a kink in the function r opt (s) (see Fig.1-right) . It reflects the fact that different stages correspond to solution of different systems of equations.
The lower bound C found by the exact and approximate analytical solutions is shown in Fig.1 -left as function of s and for different values of η. One can see that in the limit of large s the lower bound on the capacity only depends on the energy constraint N , specifically (see also [16] explaining why all curves C η (s) flow together to the same value when s → ∞ (see Fig.1-left) . The optimal degree of squeezing in the environment s ⋆ (which maximizes the lower bound on the capacity) is shown in Fig.2-right The points (a q , a p ) and (o q , o p ) are plotted in Fig.3 -left versus N for fixed values of s, η and N env . The resulting curves shows the geometry of the stage transitions and visualize the "quantum water filling" effect for one channel use.
V. A CHANNEL WITH MEMORY
Let us now consider an environment model (30) with describing a lossy bosonic channel with memory [11] . Here s represents the degree of correlation among environment modes. We are interested in the asymptotic behavior of this channel. That implies to take the limit n → ∞ in the equations of Sec. III. It can be treated for some relations as the limit of Riemann sums resulting to the integral expressions. Instead of a set of equations on eigenvalues we get a set of equations on functions which are spectral densities for the involved (infinitedimensional) matrices. Below we denote the spectral densities by the same symbols as proper eigenvalues, but written in calligraphic and replacing the mode number h by a continuous parameter ξ, i.e., i uh → I uξ , o qh → O qξ , etc.
Suppose that all modes belong to the third stage, which holds true if (see Eq. (18))
where I 0 is the modified Bessel function of the first kind and zero-order. The lower bound C in this case is given by Eq. (31) after a formal replacement cosh s → I 0 (2s) in Eq. (32). This example explicitly shows the possibility of an enhancment of the lower bound on the classical capacity with increasing degree of memory s.
It is convenient to use the parameter ξ as arising from the spectrum of V env -matrix [11] E uξ = N env + 1 2 e ±2s cos ξ , Fig.5 . The continuity of the spectral density C uξ at points of stages transition τ requires to hold A uτ = O uτ which can be rewritten as
Here u = q gives I qτ = e 2s cos τ /2 (see Eq. (18)) for (2, 3, 2) and u = p gives I pτ = 1/2 for (2,1,2) (we use different quadratures in these cases because of either C qξ or C pξ has a transition point belonging to the interval of τ ). 
where (τ 1 , τ 2 ) is equal to (τ, τ ) for (2,1,2) and to (π/2, π − τ ) for (2, 3, 2) . Moreover, x is given by Eq. (41) and I qξ is the spectral density for the second stage which can be found as solution of functional equation obtained from Eq. (22) or its approximations (see Eqs. (28), (29)) after the replacements discussed at the begining of this section. By substituting τ = π/2 in Eq. (42) we find N 2 . Comparing it with the actual energy restriction we get correct stages distribution. Then, solving Eq. (42) with the found stages distribution we arrive at τ and x. Finally, C is expressed through these parameters as follows (see Eqs. (7) and (9)):
τ 3 is equal to π/2 for (2,1,2) and to τ for (2, 3, 2) . The "quantum water filling" effect for the considered model is shown in Fig.6 for symplectic spectral densities ν ξ , ν ξ and spectral densities C qξ , I qξ . Graphs of I qξ calculated through exact solution, zeroth-order and first-order approximations are shown in Fig.7 . Despite some visible difference between exact and approximate spectral densities the corresponding symplectic spectral densities are almost equal, thus resulting to the difference less than 0.05% between C calculated exactly and approximately. The small value of this difference comes from the fact that the Holevo-χ has zero derivative over eigenvalues of V in and V cl in the neighborhood of solutions of KKT-conditions (as they are equations for optimization problem).
Finally, let us discuss the role of squeezing and memory in lossy bosonic channel. Suppose, that the average amount of photons in the environment M env is fixed and we want to compare the quantity C for Ω = I with that of Ω = I. As far as the Holevo-χ is symmetric over modes one can expect that the lower bound on one shot capacity for Ω = I will always be higher. However, this is not true as results from the symmetry breaking over modes. Actually, we can see this from Fig.8 -right where C maximized over parameters s, N env for memory and for memoryless cases is plotted versus M env . In Fig.8 -left the lower bound on the classical capacity for memory model is plotted versus s for different values of η. The limit of the one shot capacity (37) when s → ∞ is still valid. Presumably, as we can see from Fig.8 -right, this limit is valid in the more general case of function max Venv (C) when M env → ∞.
VI. CONCLUSION
Summarizing, we have developed a powerful and versatile tool for the estimation of Gaussian quantum channels capacities. It is based on the perturbative expansion of the von Neumann entropy of Gaussian states as function of the symplectic eigenvalues of the quadratures covariance matrix. We have applied this method to the classical capacity of a lossy bosonic channel. The found lower bounds are reliable rates of communication which can be achieved using solely Gaussian states for encoding classical information. By providing upper bounds it was shown that, in some settings, Gaussian state encoding is indeed optimal. Thus we have generalized the results of [5] and partially those of [8] and [16] . The expansion of the von Neumann entropy can be as well applied for the evaluation and optimization of other entropic function. Of a special interest is the case of the quantum capacity. In particular, it has been proven [7] that Gaussian state encoding is optimal for reaching the quantum capacity of the so-called degradable Gaussian channels.
