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ІНФОРМАЦІЙНА ТЕХНОЛОГІЯ  
РОБАСТНОГО ВІДНОВЛЕННЯ РОЗПОДІЛІВ
Розроблено інформаційну технологію робастного відновлен-
ня розподілів, яку реалізовано у вигляді програмного забезпечення 
«RobustProcedre». Результати тестування програми на даних імітацій-
ного моделювання підтвердили адекватність технології.
Ключові слова: інформаційна технологія� робастне оцінювання� від-
новлення розподілу� сплайн-розподіл.
Разработана информационная технология робастного восстанов-
ления распределений, которую реализовано в виде программного обес-
печения «RobustProcedre». Результаты тестирования программы на 
данных имитационного моделирования подтвердили адекватность тех-
нологии.
Ключевые слова: информационная технология� робастное оценива-
ние� восстановление распределения� сплайн-распределение.
The information technology of distribution robust restoration is 
developed. It was realized as software «RobustProcedre». Software testing 
results on modeling data corroborate the technology.
Key words: information technology� robust estimate� distribution restora-
tion� spline-distribution.
Постановка проблеми. Під час обробки і аналізу вибіркових 
даних значної уваги потребують аномальні спостереження, значен-
ня яких різко відрізняються від інших. Такі спостереження можуть 
суттєво впливати на результати статистичного дослідження, зокрема 
результати відновлення розподілу ймовірностей. Для того щоб змен-
шити їх вплив, доцільно застосовувати робастні методи математичної 
статистики. Такі методи добре вивчені, проте їх програмна реаліза-
ція у автоматизованих системах обробки даних поки що недостатня.
Аналіз останніх досліджень і публікацій. Вперше теоретич-
ний підхід до проблеми робастності в статистиці був запропонований 
Хьюбером [1], який ввів так звані «М-оцінки», що є узагальненням 
оцінок максимальної правдоподібності. Суттєво інший підхід, засно-
ваний на функціях впливу, був запропонований Хампелем [2]. Сто-
совно задачі відновлення розподілів М-оцінки більш гнучкі, оскіль-
ки допускають пряме узагальнення на багатопараметричний випадок.
Постановка задачі. Нехай результати спостережень задано у ви-
гляді вибірки { }; 1,=ix i N , де N  – кількість спостережень; ix  – спо-
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стережуване значення в і-му експерименті. Припускається, що вибір-
ка може містити аномальні значення. За вибірковими даними потріб-
но відновити розподіл ймовірностей ( );ΘrF x , де { }1 2, , ,Θ = θ θ θ
r
K p  – 
вектор параметрів розподілу, і знайти оцінку { }1 2ˆ ˆ ˆ ˆ, , ,Θ = θ θ θ
r
K p , стій-
ку відносно можливих відхилень статистичного розподілу від теоре-
тичного.
Ставиться задача розробити інформаційну технологію робастно-
го відновлення розподілів, яку реалізувати у вигляді сучасного про-
грамного забезпечення. В якості моделей розподілів розглянути «чис-
ті» та сплайн-розподіли з класу нормального, логарифмічно нормаль-
ного, експоненціального та Вейбулла [3, 4].
Основний матеріал. Обчислювальна технологія робастного від-
новлення розподілів містить такі етапи:
1. Проведення первинного статистичного аналізу вибіркових да-
них, який передбачає побудову варіаційного ряду, розбиття ряду на 
класи, побудову гістограми та емпіричної функції розподілу, обчис-
лення статистичних характеристик вибірки [3].
2. Ідентифікація розподілу з класу нормального, логарифмічно 
нормального, експоненціального та Вейбулла. Ідентифікацію пропо-
нується проводити за допомогою процедури автоматизованої іденти-
фікації [5].
3. Робастне оцінювання параметрів ідентифікованого розподілу 
за нижченаведеною процедурою.
4. Перевірка вірогідності відновлення на основі будь-якого відо-
мого критерію згоди, наприклад Колмогорова або Мізеса [3].
Реалізація нижченаведеної процедури робастного оцінювання 
параметрів розподілу потребує зведення функції розподілу ( );ΘrF x  
до лінійного вигляду ( );Θrz t , де ( )= φt x  – перетворення над показни-
ком x , ( ) ( )( )= ϕz t F x  – перетворення над функцією розподілу і пере-
формування масиву ( ){ }, ; 1,=i N ix F x i n , де ( )NF x  – значення емпірич-
ної функції розподілу, n – кількість варіант, у масив { }, ; 1, 1= −i it z i n . Для 
розподілів, що розглядаються у роботі, справедливі такі перетворення:
− нормального:
( )( ) ( )( )1F x F xϕ −= Φ ,     ( )x xφ = ,
де ( )1−Φ �  – обернена до функції Лапласа;
− логарифмічно нормального:
( )( ) ( )( )1 ,F x F xϕ −= Φ      ( ) lnx xφ = ;
− експоненціального:
( )( ) ( )
1
ln
1
F x
F x
ϕ =
−
,     ( )x xφ = ;
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− Вейбулла:
( )( ) ( )
1
ln ln
1
F x
F x
ϕ =
−
,     ( ) lnx xφ = .
«Чисті» розподіли, які описуються лише одним параметром (як 
експоненціальний), зводяться до лінійного вигляду
( ) 1z t tθ= .
Лінійний вигляд сплайн-розподілів з k вузлами склеювання з кла-
су однопараметричних розподілів можна подати виразом
де ( )mt  – m-й вузол склеювання.
«Чисті» двопараметричні розподіли зводяться до лінійного виду
( ) 1 2= θ + θz t t .
Сплайн-розподіли з k вузлами склеювання з класу двопараме-
тричних розподілів зводяться до лінійного вигляду
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Процедуру знаходження робастної оцінки вектора параметрів 
розподілу можна подати у наступному вигляді:
1. Покладається 0=q  – номер ітерації і знаходиться початкове 
наближення оцінки вектора параметрів розподілу ( )0Θˆ
r
 з умови міні-
муму функціоналу залишкової дисперсії
 ( ) ( )( ) 212
1
ˆ;
−
=
 = − Θ 
 
∑
rn q q
i i i
i
� w z z t ,   (1)
де 
( )0 1=iw , 1, 1= −i n ; ( )ˆ;Θriz t  – значення лінеаризованої функції роз-
поділу; iz  – емпіричне значення лінеаризованої функції розподілу.
У разі відновлення «чистого» розподілу мінімізація функціоналу 
(1) реалізує ідею методу найменших квадратів [3]. Знаходження мі-
німуму функціоналу (1) для сплайн-розподілу передбачає додатково 
оцінювання вузлів склеювання шляхом перебору [3]. Для цього вуз-
ли склеювання послідовно поміщаються в один з варіантів, і визнача-
ються оцінки інших параметрів сплайн-розподілу шляхом мініміза-
ції функціоналу (1). Серед усіх варіантів вузлів та відповідних їм оці-
нок обираються ті, для яких значення функціоналу (1) максимальне.
2. Збільшується номер ітерації  1= +q q .
3. Обчислюються залишки
( )( )1ˆ; −ε = − Θr qi i iz z t , 1, 1= −i n .
4. Визначається масштабний множник
( )1 median median
0,6745
= ε − εi ic .
5. Знаходяться значення = εi iy c , 1, 1= −i n .
6. Використовуючи поточне наближення оцінки ( )1ˆ −Θ
r q  та обра-
ний критерій, знаходяться ваги 
( ) ( )ψ=q ii
i
y
w
y
, 1, 1= −i n ,
де ( ) ( )
∂ρ
ψ =
∂
y
y
y
; ( )ρ y  – функція критерію. 
Під час реалізації технології використано такі запропоновані у лі-
тературі критерії [6]:
− метод найменших квадратів:
( ) 21
2
ρ =y y , ( ) 1=w y , ( );∈ −∞ +∞y ;
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− Хьюбера:
( )
[ ]
[ ]
2
2
1
, ;
2
1
, ;
2
 ∈ −ρ = 
 − ∉ −

y y a a
y
a y a y a a
, ( )
[ ]
[ ]
1, ;
, ;
 ∈ −
=  ∉ −

y a a
w y a
y a a
y
,
де a > 0 – точка зламу;
− Рамсея:
( ) ( )( )21 1 1−ρ = − +a yy e a ya , ( )
−= a yw y e , ( );∈ −∞ +∞y ,
де a > 0 – точка зламу;
− хвиля Ендрюса:
( )
[ ]
[ ]
1 cos , ;
2 , ;
   − ∈ − π π   ρ =   
 ∉ − π π
y
a y a a
ay
a y a a
, ( )
[ ]
[ ]
sin , ;
0, ;
   ∈ − π π  =  
 ∉ − π π
y
y a a
aw y
y a a
,
де aπ > 0 – точка зламу;
− Тьюкі:
( )
[ ]
[ ]
4
2
2
2
1
, ;
2 4
1
, ;
4

− ∈ −ρ = 
 ∉ −
y
y y a a
ay
a y a a
, ( ) [ ]
[ ]
2
2
1 , ;
0, ;

− ∈ −= 
 ∉ −
y
y a a
w y a
y a a
,
де a > 0 – точка зламу;
− Гампеля:
( )
[ ]
[ ] [ ]
[ ] [ ]
( ) [ ] [ ]
2
2
2
2
1
, ;
2
1
, ; ;
2
1
72 , ; ;
6
, ; ;
àáî
àáî
àáî
 ∈ −

 − ∈ − − ∈ρ = 
 −
 − ∈ − − ∈ −

+ − ∈ −∞ − ∈ +∞
y y a a
a y a y b a y a b
y
c y y a
a y c b y b c
c b
a b c a y c y c
,
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( )
[ ]
[ ] [ ]
[ ] [ ]
[ ] [ ]
1, ;
, ; ;
1
, ; ;
0, ;  ;
àáî
àáî
àáî
 ∈ −

 ∈ − − ∈= 
− ∈ − − ∈ −
∈ −∞ − ∈ +∞
y a a
a
y b a y a b
y
w y
c y
a y c b y b c
c b
y c y c
,
де c > b > a > 0 – точки зламів.
7. З умови мінімуму функціоналу (1), використовуючи ваги, 
знайдені на кроці 6, обчислюється наступне наближення оцінки век-
тора параметрів ( )Θˆ
r q .
8. Перевіряється умова 
( ) ( )1
1,
ˆ ˆmax −
=
θ − θ <q qj j
j p
e .
Якщо вона виконується, то ( ) ( ) ( ) ( ){ }1 2ˆ ˆ ˆ ˆ, , ,Θ = θ θ θr Kq qq qp  приймають-
ся за шукану оцінку вектора параметрів, інакше здійснюється пере-
хід на крок 2.
Обчислювальна технологія робастного оцінювання параметрів 
розподілу склала ядро програмного забезпечення «RobustProcedre», 
яке реалізовано у середовищі Borland Delphi 7.0.
Тестування створеної інформаційної технології проведено на да-
них імітаційного моделювання. Експерименти полягали у моделю-
ванні вибірки за певним законом розподілу ймовірностей, додаванні 
до вибірки аномальних значень із подальшим відновленням розподі-
лу за допомогою інформаційної технології. Нижче, у якості прикладу, 
наведено результати одного з експериментів.
Під час експерименту моделювались дані зі сплайн-розподілу 
Вейбулла з одним вузлом склеювання. Параметри моделювання 
та знайдені оцінки параметрів подано у таблиці 1. На ймовірніс-
ному папері розподілу Вейбулла нанесено оцінки лінеаризованої 
функції розподілу, знайдені методом найменших квадратів та за 
допомогою описаної вище технології (рис. 1). Функція, що про-
ходить нижче на графіку, оцінена за допомогою створеної техно-
логії.
Імовірність вірогідного відновлення розподілу методом наймен-
ших квадратів за критерієм Колмогорова складає 0,89, а робастного 
відновлення – 0,95.
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Таблиця 1
Параметри та знайдені оцінки параметрів  
сплайн-розподілу Вейбулла з одним вузлом
Параметр
Значення під час 
моделювання
Оцінка методом 
найменших квадратів
Робастна 
оцінка
a 3 2,93 2,92
b
1
0,8 0,79 0,80
b
2
5 5,57 5,08
х
0
2,5 2,53 2,51
Рис. 1. Ймовірнісний папір розподілу Вейбулла 
 з відновленою лінеаризованою функцією розподілу
Висновки за результатами проведеної роботи:
− Було створено інформаційну технологію робастного віднов-
лення розподілів з класів нормального, логарифмічно нормально-
го, експоненціального та Вейбулла («чистих» розподілів та сплайн-
розподілів з одним і двома вузлами).
− Інформаційну технологію реалізовано у вигляді програмного 
забезпечення «RobustProcedre».
− Проведено тестування технології на модельованих даних.
− Результати тестування свідчать про наступне: 1) оцінки пара-
метрів, знайдені на основі запропонованої технології, більш близькі 
до істинних оцінок параметрів (параметрів моделювання), ніж оцін-
ки, знайдені методом найменших квадратів; 2) робастне відновлення 
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більш вірогідне, ніж відновлення на основі методу найменших ква-
дратів, за критерієм згоди Колмогорова.
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