Abstract. Let D ⊂ C n , G ⊂ C m be pseudoconvex domains, let A (resp. B) be an open subset of the boundary ∂D (resp. ∂G) and let X be the 2-fold cross ((D ∪ A)×B)∪(A×(B ∪G)). Suppose in addition that the domain D (resp. G) is locally C 2 smooth on A (resp. B). We shall determine the "envelope of holomorphy" X of X in the sense that any function continuous on X and separately holomorphic on (A × G) ∪ (D × B) extends to a function continuous on X and holomorphic on the interior of X. A generalization of this result for an N -fold cross is also given.
Introduction and statement of the main results
In order to recall here the classical cross theorem and to state our results, we need to introduce some notation and terminology. In fact, we keep the main notation from the book by Jarnicki and the first author [6] and from the survey article by Sadullaev [16] . For a set A ⊂ Ω put h A,Ω := sup {u : u ∈ PSH(Ω), u ≤ 1 on Ω,û ≤ 0 on A} , where PSH(Ω) denotes the set of all functions plurisubharmonic on Ω.
We first suppose that Ω is bounded. Then the plurisubharmonic measure of A relative to Ω is given by We suppose in addition that Ω is locally C 2 smooth on A (i.e. for any ζ ∈ A, there exist an open neighborhood U = U ζ of ζ in C n and a real function ρ = ρ ζ ∈ C 2 (U) such that Ω ∩ U = {z ∈ U : ρ(z) < 0} and dρ(ζ) = 0).
In this case, the plurisubharmonic measure of A relative to Ω is a function on Ω ∪ A given by Then the set of all interior points of X is given by
We say that a function f : X −→ C is separately holomorphic on X o and write f ∈ O s (X o ), if for any j ∈ {1, . . . , N} and (a ′ , a ′′ ) ∈ (A 1 ×· · ·×A j−1 )×(A j+1 ×· · ·×A N ) the function f (a ′ , ·, a ′′ )| D j is holomorphic on D j . Finally, throughout the paper, the notation |f | M denotes sup M |f |.
1.3.
Motivations for our work. We are now able to formulate what we will quote in the sequel as the classical cross theorem. [1] ) Let D j ⊂ C n j be a pseudoconvex domain and A j ⊂ D j a locally pluriregular subset, j = 1, . . . , N. Then for any function f ∈ O s (X), there is a unique functionf ∈ O( X) such thatf = f on X.
Theorem 1. (Alehyane & Zeriahi
There is a long list of papers dealing with this theorem under various assumptions. For a historical discussion, see the survey article [14] .
The question naturally arises how the situation changes when the sets A j live on the boundary ∂D j , j = 1, . . . , N.
The first results in this direction are obtained by Malgrange-Zerner [17] , Komatsu [10] and Drużkowski [2] , but only for some special crosses. Recently, Gonchar [3, 4] has proved the following remarkable more general theorem. It should be observed that under the hypothesis of Theorem 2 one has X ⊂ X. We remark that the original formulation of Gonchar is slightly different from Theorem 2. However, his proof is still valid also in this new formulation.
The main purpose of this work is to generalize Gonchar's theorem to higher dimensions.
1.4. The main result. We are now ready to state the main result. X , z ∈ X.
We will give here a short outline of the proof. The main idea is to combine Gonchar's theorem and the classical cross theorem with the slicing method. More precisely, for each domain D j we shall associate a family of C 2 smooth planar domains which are, roughly speaking, the intersection of an open tubular neighborhood of A j in D j ∪ A j with the family of normal complex lines to A j parameterized by A j . One important property of this family is that the harmonic measures for its domains depend, in some sense, continuously on the parameter of A j . Another important property is that there is a relation between the plurisubharmonic measure of D j and the harmonic measure of the domains in the above family. Applying Gonchar's theorem and the slicing method, we shall find an extensionf such thatf is holomorphic on a subdomain of each domain in this family. The two important properties mentioned above, combined with a variant of the classical cross theorem, will allow us to propagate the holomorphicity from these one-dimensional subdomains to the desired envelope of holomorphy.
This paper is organized as follows. We begin Section 2 by collecting some background of the potential theory and some classical results. Next we establish a uniform estimate for the Poisson kernels which will play an important role in the proof of the main theorem.
Based on the results of Section 2, Section 3 develops necessary estimates for the plurisubharmonic measures that will be used later in Section 5.
Section 4 provides the first step of the proof. More precisely, on the one hand we will consider the following mixed situation where there is at least one index j such that the factor A j of the cross X is inside D j . On the other hand, we will establish some quantitative versions of the classical cross theorem.
Section 5 establishes the main theorem in the case of a 2-fold cross. The complete proof of the main theorem will be given in Section 6 together with some concluding remarks and open questions.
Acknowledgment. The paper was written while the second author was visiting the Carl von Ossietzky Universität Oldenburg being supported by The Alexander von Humboldt Foundation. He wishes to express his gratitude to these organizations.
Auxiliary results

2.1.
Harmonic measure for a planar domain. We recall some classical facts from the book of Ransford [15] . Let D be a proper subdomain of C ∪ {∞} such that the boundary ∂D (with respect to C ∪ {∞}) is non-polar. Let P D be the Poisson projection of D and A a Borel subset of ∂D. Consider the bounded function
Then, by Theorem 4.3.3 of [15] , the harmonic measure of the set ∂D \ A (or equivalently h A,D ) is exactly the Perron solution of the generalized Dirichlet problem with boundary data 1 ∂D\A . In other words, one has
2.2.
A uniqueness theorem and a Two-Constant Theorem. The following uniqueness theorem is very useful.
Proof. The only nontrivial case is that E ⊂ U. In this case by taking the intersection of D with a bundle of complex lines and applying the classical one-dimensional boundary uniqueness theorem of Privalov, one may find a set E ′ ⊂ D close to E such that E ′ has a positive 2n-dimensional Hausdorff measure and f = 0 on E ′ . This completes the proof.
The following Two-Constant Theorem for plurisubharmonic functions will play a vital role in this paper.
Proof. It follows immediately from the definition of ω(·, A, D) given in Subsection 1.1.
2.3.
Uniform estimate for the Poisson kernels of a family of C 2 smooth domains. In what follows we fix an integer N ≥ 2 and let dist(·, ·) denote the Euclidean distance and let B(a, r) (a ∈ R N , r > 0) denote the Euclidean ball of center a and radius r. We say that a domain D ⊂ R N is C 2 smooth if D is bounded and admits a defining function ρ ∈ C 2 (R N ) such that dρ(z) = 0 for all z ∈ ∂D. Let P D denote its Poisson kernel. We begin this subsection with the following result due to N. Kerzman (see [8] and [11] ). 
2) there is a finite constant C which depends only on N, r, and M such that
Proof. This theorem is implicitly proved in Lemmas 8.2.3-8.2.5 and Proposition 8.2.6 in the book of Krantz [11] . We only mention here that Kerzman's idea is to compare the Green function and the Poisson kernel for D with the corresponding functions for the internally and externally tangent balls B(c y , r) and B( c y , r) (and also for their complement).
Now we reformulate Kerzman's theorem in order to obtain an uniform upper bound for the Poisson kernels of a family of domains which depend, in some sense, continuously on a parameter. 
2) there is a finite positive number r such that for each α ∈ I, y ∈ ∂D α , there are balls B(c y,α , r) ⊂ D α and B( c y,α , r) ⊂ R N \ D α that satisfy
Then there exists a finite constant C such that
Proof. It follows immediately from Theorem 2.3.
We conclude this section with an example of a family of C 2 smooth domains satisfying the hypothesis of Corollary 2.4.
Let D be domain in C n such that D is locally C 2 smooth on an open neighborhood of a point P ∈ ∂D. Let T C P (resp. T R P ) denote the complex (resp. real) tangent hyperplane to ∂D at P and π (resp. π C ) the orthogonal projection from C n onto T R P (resp. T C P ). By an affine transformation, we may suppose without loss of generality that P = 0, T C P = {z 1 = 0} and T R P = {Re z 1 = 0} . Moreover, there are an open neighborhood U of the origin and a function ρ ∈ C 2 (U) such that
where env(G) denotes the smallest simply connected domain containing (a given planar domain) G, in other words, env(G) is obtained from G by adding all its holes. 
in other words, the quantities dist(z, ∂V Q ), dist(z, ζ) and dist(z, ∂D) are equivalent.
Proof. Since D is locally C 2 smooth on an open neighborhood of a point P ∈ ∂D, a geometric argument (see [11, p. 325] ) shows that there is an r > 0 such that the sphere ∂B is internally tangent to D at P, where the ball B is given by B := B((−r, 0, . . . , 0), r).
Consider the following defining function for the ball B
A straightforward computation gives that |dφ| = 1 on ∂B. Next fix a radial function ψ ∈ C 0 (C n ) such that 0 ≤ ψ ≤ 1, ψ(z) = 1 for |z| ≤ 1 and ψ(z) = 0 for |z| ≥ 2. Since dρ(0) = dφ(0), we may choose a sufficiently small ǫ 0 such that 0 < ǫ 0 < r 4 and (2.5)
Now define for any 0 < ǫ < ǫ 0 ,
Observe that ρ ǫ (z) = ρ(z) for |z| ≤ ǫ and ρ ǫ (z) = φ(z) for |z| ≥ 2ǫ. Moreover using (2.5)-(2.6) and the identities ρ(0) = φ(0), dρ(0) = dφ(0), we have for |z| ≤ 2ǫ,
where C ′ is a finite constant. Therefore there exists ǫ 1 > 0 such that for all 0 < ǫ < ǫ 1 ,
and let V be the connected component of V ′ satisfying P ∈ ∂V. This, combined with (2.7) implies that |dρ ǫ (z)| > 1 2 for |z| ≤ 2ǫ. Since 0 ≤ ψ ≤ 1 and ρ ǫ (z) = φ(z) for |z| ≥ 2ǫ, we deduce from (2.6) that V is a C 2 smooth subdomain of D. Now let
Then in virtue of (2.4)-(2.6), we see that Parts 1) and 2) are satisfied when ǫ in (2.8) is sufficiently small.
We next turn to Part 3). Fix any Q ∈ U 1 and z ∈ ∂V Q , then there are two cases. If |z| ≤ 2ǫ, then by (2.7)
If |z| ≥ 2ǫ, then by (2.6)
Thus for any Q = (0, z ′ ) ∈ U 1 the region V ∩ (t, z ′ ), t ∈ C is a C 2 smooth planar region contained in D. Since for sufficiently small ǫ > 0, ∂D ∩ U 3 is a graph over T R P , a geometric argument shows that V Q is also a C 2 smooth planar simply connected region contained in D. We see that one may assume that V Q is a domain.
To complete Part 3) we still need to check that the family (V Q ) Q∈U 1 satisfies 1) and 2) in Corollary 2.4. Indeed, let ρ Q be the restriction of ρ on the complex line containing V Q . Clearly, the Hessian d 2 ρ Q depends continuously on the parameter Q ∈ U 1 . This, combined with the proof of the geometric fact (see [11, p. 325] ) implies the remaining assertion of Part 3).
It remains to establish Part 4). Also by [11, p. 325] , when ǫ > 0 in (2.8) is sufficiently small, for any z ∈ U 3 ∩ D there are a unique point θ ∈ ∂D and a unique point η ∈ ∂V Q such that |z − θ| = dist(z, ∂D) and |z − η| = dist(z, ∂V Q ).
Let n θ (resp. n η ) be the inward unit normal vector to ∂D (resp. ∂V Q ) at θ (resp. η). Then a geometric argument shows that the orthogonal projection of the real line containing n η onto V Q passes through z. Since Q is close to P, the angle between two vectors z − η and n η and the angle between n η and n θ are sufficiently small when ǫ in (2.8) is sufficiently small. Thus the angle between two vectors z − η and z − θ is sufficiently small. Since |dρ(0)| = 1 and ρ ∈ C 2 (U), it follows that |z − θ| ≤ |z − η| ≤ C|z − θ| for some finite constant C, which proves that dist(z,
The second estimate of Part 4) can be proved in exactly the same way. This completes the proof.
Estimates for the plurisubharmonic measures
In this section we apply the result of the previous one to establish some inequalities concerning the plurisubharmonic measures. These estimates will be crucial for the proof of the main theorem. 
Proof. By Theorem 2.3 we know that there is a finite constant C ′ such that
This, combined with identity (2.1), implies that
where dσ is the Lebesgue measure on ∂D. We easily see that the right side of the latter estimate is dominated by
Hence the proof is complete.
Observe that as in Theorem 2.3 and Corollary 2.4, the constant C in Proposition 3.1 depends only on σ(∂D \ A), diam(D) and the radius r(D).
bounded open set and let A be an open set of
In particular, ω(·, A, D) = 0 on A.
Proof. Since ω(·, A, D) ≤ ω(·, B, G) if B ⊂ A and G ⊂ D and by using a compactness argument and applying Proposition 2.5, we may suppose without loss of generality that K ⋐ A is the intersection of a sufficiently small ball centered U at P with A and D is a C 2 smooth domain such that Proposition 2.5 is applicable in this context. Namely, keeping the notation in (2.2) and (2.3), we assume without loss of generality that P = 0 ∈ C n and (V Q ) Q∈U 1 is a family of C 2 smooth planar simply connected domains satisfying 1) and 2) of Corollary 2.4.
Observe that it suffices to prove the proposition for the case where z is sufficiently close to K. Now let Q := π C (z) and note that z ∈ D Q . Then under this assumption, Part 4) of Proposition 2.5 gives a finite constant C ′ such that
Combining Propositions 2.5, 3.1 and the remark made at the end of the proof of Proposition 3.1, we see that there is a finite constant C ′′ such that
Next observe that for any u ∈ PSH(D) with u ≤ 1 on D andû ≤ 0 on A, the following estimate holds by the very definition
This, combined with (3.1) and (3.2) implies that
which completes the proof of the first desired estimate. The desired identity ω(·, A, D) = 0 on A follows immediately from this estimate. Hence the proof is finished.
The next result tells us that the definition of the plurisubharmonic measure formulated in Case II in Subsection 1.1 is well-defined. 
Proof. First observe that such sequences (
be another sequences which verify (i)-(iii). It is easy to see that the following limits of decreasing sequences
exist and define two plurisubharmonic functions in D.
Fix an k and let ζ be any point in A k and K be any compact neighborhood of ζ in A k . In virtue of (i)-(iii), there are a sufficiently large integer N and a bounded open neighborhood
Therefore, applying Proposition 3.2 to the open set D ∩ U, we may find a finite constant C such that
This implies that
Thus 
Proof. It suffices to choose the sequence (
Then the desired conclusion follows from Proposition 3.3. 
By Propositions 3.2 and 3.3, for any k there is a finite constant C k > 1 such that
For an δ > 0 consider the following open subset of D
In virtue of (3.3)-(3.4) and (i)-(iii), Part 1) and 2) are proved. Moreover
On the other hand, by Part 2) and the definition of plurisubharmonic measures, we deduce that
The rest of this section is devoted to some applications of the previous results.
Applying Proposition 3.5, we find two open sets T ⊂ D, S ⊂ G of the form (3.4) such that
Therefore,
which finishes Part 1). To prove Part 2) let (z 1 , w 1 ) and (z 2 , w 2 ) be two arbitrary points in
for example, Lemma 4 in [7] ), the desired conclusion of Part 2) follows. Part 3) holds by applying Proposition 3.2 and taking into account the remark made just after Proposition 3.3. Hence the proof is complete.
The next result tells us that the open set X
o is still connected in the following mixed situation. 
2) the open set X o is connected; 3) X ⊂ X.
Proof. We proceed as in the proof of Proposition 3.6 making the obviously necessary changes. Hence, the proof is complete.
The last result of this section studies the level sets of plurisubharmonic measures. 
This shows that U ∩ D ⊂ D 1−ǫ 0 . We now choose a relatively compact neighborhood U of ζ such that U ⋐ U. Then applying Proposition 3.2 and shrinking U, if necessary, we also have
which completes the last part of the proposition.
A mixed cross theorem and two quantitative cross theorems
The main result of this section is the following mixed cross theorem. 
be the space of all functions defined on X such that (i) f is locally bounded on X;
(ii) for any z ∈ A, f (z, ·) ∈ C(G ∪ B).
1) Then for any function
A remark is in order. Under the hypothesis of Theorem 4.1, it follows from Part 3) of Proposition 3.7 that X ⊂ X.
Proof. First we prove Part 1). We argue as in the proof of Theorem 3.5.1 in [6] . For the sake of completeness, we give here a sketchy proof. Fix an f ∈ C s (X) ∩ O s (X o ).
Step 
By reduction assumption, for each k there exists anf
By Theorem 2.1 and Proposition 3.7 and taking into account that
The uniqueness of such an extensionf follows from Theorem 2.1 and Proposition 3.7. This completes Step I.
Step II: The case where D is strongly pseudoconvex, A is a locally pluriregular compact subset of D and |f | ≤ 1 on X.
The key observation is that we are still able to apply the classical method of doubly orthogonal bases of Bergman type (see for example [12] , [13] for a systematic study of this method).
Next one observes that Lemma 3.5.10 in [6] is still valid in the present context. Look at Step 3 in that proof. In the sequel, we will use the notations from [6] .
be the basis from Lemma 3.5.10 in [6] , ν k := b k H 0 , k ∈ N, and ν k ր ∞. For any w ∈ B, we have f (·, w) ∈ H 0 and f (·, w)| A ∈ H 1 . Hence
Taking the hypothesis |f | ≤ 1 on X and f ∈ C s (X) ∩ O s (X) into account and applying the Lebesgue's Dominated Convergence Theorem, we see that the formula
defines a bounded function which is holomorphic in G. 
Thus c k ∈ C(G ∪ B) ∩ O(G).
Observe that as in [6] and using (4.2)-(4.4), we obtain the following estimates
This shows that for any ǫ > 0, there is a sufficiently large N such that for all k ≥ N,
Take a compact K ⋐ D and let α > max 
Now we wish to show that
converges locally uniformly in X o . Indeed, by (4.6) and Lemma 3.5.10 in [6] ,
which gives the normal convergence on K × G K . Moreover, by Proposition 3.2 one gets B ⊂ ∂G K . Therefore, the previous argument also shows that the series in (4.7) converges normally on K × (G K ∪ B). Since the compact set K ⋐ D and ǫ > 0 are arbitrary, the series in (4.7) converges uniformly on compact subsets of X. Letf be the sum limit. Then obviouslyf ∈ C( X) ∩ O( X o ). Taking (4.1), (4.4) and (4.7) into account, it follows thatf = f on D × B. Consequently, an application of Theorem 2.1 gives thatf = f on X. This completes the proof of Part 1).
We now turn to Part 2) using the proof of Part 1). Observe that by (4.3) and (i
We use hypothesis (iii ′ ) in order to choose ǫ > 0 and a compact neighborhood 
Proof. We proceed in two steps.
Step 1: Proof of the equality |f| X = |f | X .
In order to reach a contradiction suppose that there is a point (z 0 , w 0 ) ∈ X such that |f(z 0 , w 0 )| > |f | X . Put α :=f (z 0 , w 0 ) and consider the function
Clearly, g ∈ O s (X). Hence by Theorem 3.5.1 in [6] , there is exactly one function g ∈ O( X) withĝ = g on X. Therefore, by (4.9) we have on X :
which is a contradiction. Hence the inequality |f | X ≤ |f | X is proved. The converse inequality is trivial since X ⊂ X (see, for example, [6] ). Thus
Step 1 is complete.
Step 2: Proof of inequality (4.8) .
Fix now (z 0 , w 0 ) ∈ X. For every η ∈ B, we have
Therefore, Two-Constant Theorem (Theorem 2.2) implies that
Consider the functionf (z 0 , ·) ∈ O(G z 0 ), where
Observe that |f (z 0 , ·)| Gz 0 ≤ |f | X and ω(w, B,
. Consequently, using 
It is also clear from (4.12) and the above properties of A δ that
Let D δ be a strongly pseudoconvex subdomain of D such that D δ ⋐ D and
Since G δ is locally |f
By taking the intersection of B δ with the level open set given by Proposition 3.5 with respect to the open set G δ , one may assume that
Consider following crosses
If one chooses δ such that 0 < 10δ < 1 − ω(z 0 , A, D) − ω(w 0 , B, G), then it follows from (4.12), (4.13), (4.15), (4.16) and (4.18) that
where H δ is the connected component of G δ containing w 0 .
In addition we recall that f δ = f on X δ . Therefore, f (z 0 , w 0 ) = f δ (z 0 , w 0 ). Consequently, applying Theorem 4.2 and taking (4.14) and (4.17) into account, we deduce that |f (z 0 , w 0 )| ≤ |f | X + ǫ. Since ǫ > 0 and (z 0 , w 0 ) ∈ X are arbitrary, it follows that |f | X ≤ |f |. The converse inequality is trivial as X ⊂ X by Part 3) of Proposition 3.6. Thus we have shown that |f | X = |f |.
Therefore, arguing as in Step 2 of Theorem 4.2 and applying the second identity of Part 1) of Proposition 3.8, inequality (4.11) follows.
Proof of the Main theorem for N = 2
In this section we simplify the notation and rephrase the Main Theorem for the case N = 2 as follows.
be pseudoconvex domains and let A (resp. B) be an open subset of the boundary ∂D (resp. ∂G). Suppose in addition that D (resp. G) is locally C
2 smooth on A (resp. B). Put X := X(A, B; D, G),
Proof. We proceed by several steps. First observe that by Theorem 2.1 and Part 3) of Proposition 3.6, the functionf is uniquely determined (if exists).
and note that X k ր X by Propositions 3.3. Let f ∈ C(X) ∩ O s (X o ) be given. Clearly, f ∈ C(X k ). Therefore, by the reduction assumption, for each k there exists anf
Theorem 2.1 and Proposition 3.6,f k+1 =f k on X k . Therefore, gluing thef k 's, we obtain anf ∈ C( X) ∩ O( X o ) withf = f on X. To reduce estimate (5.1) to the case where D and G are bounded pseudoconvex domains, we proceed in the same way as above. This completes Step 1.
From now on we assume that the hypothesis of Step 1 is fulfilled. We introduce a new terminology. A subset A of an open subset A of ∂D is said to be a ball in A with center ζ and radius r if A = B(ζ, r) ∩ A for a point ζ ∈ A and a positive number r verifying 2r < dist(ζ, ∂A). Moreover, for a ball A in A and a number 0 < λ ≤ 2, λA denotes the open set B(ζ, λr) ∩ ∂D. 
A geometric argument based on Proposition 2.5 and definition (5.2) shows that one may find δ 0 > 0 small enough such that for any z ∈ D ∪ A with dist(z, 2A) < δ 0 , z ∈ U 3 and there is a unique Q z ∈ U 1 such that z ∈ V Qz . In addition by Part 4) of Proposition 2.5 we have
for any z ∈ D ∪ A with dist(z, A) < δ 0 .
On the other hand, combining Corollary 2.4 and Propositions 2.5 and 3.1, we get the following estimate
where C 1 , C 2 are finite constants independent of z ∈ D ∪ A with dist(z, A) < δ 0 . For each Q ∈ π C (2A), we apply Gonchar's Theorem (Theorem 2) to the function f ∈ C (X(∂V Q ∩ 2A, B; V 
, we obtain an extension functionf defined on the following set
which is not necessarily open; moreover
In virtue of (5.3)-(5.5) we obtain an δ 0 small enough such that for 0 < δ < δ 0 ,
Therefore, by (5.6), (5.8) and Theorem 2 for 0 < δ < δ 1 := min δ 0 ,
We need the following 
Next, by Proposition 3.3, we may find a subdomain By shrinking V if necessary, we may assume that
Since f ∈ C(X) and 2A ⋐ A, by shrinking U, if necessary, we may find a finite constant M such that (5.15) |f| 2A×G ǫ < M and |f| U ×Bǫ < M.
Consequently, for each Q ∈ π C (2A) we apply Gonchar's Theorem (Theorem 2) to the function f ∈ C (X(∂V Q ∩ 2A,
) and obtain the inequality |f | < M on the following set
On the other hand, using (5.6) and (5.11)-(5.14), we see that
Hence |f| U ×V < M, which completes the proof of the lemma. Now for any 0 < δ < δ 1 , we are able to apply Theorem 4.1 to the functioñ
and obtain a functionf
We are now in a position to define the desired extension functionf . Indeed, one glues f δ 
Proof of Lemma 5.3 . 
Moreover, by shrinking U and V, if necessary, and applying Proposition 3.2, we may suppose that sup By shrinking U, if necessary, we may suppose that for all z ∈ U, there is exactly one point ζ z ∈ A such that π(ζ z ) = π(z). By Part 4) of Proposition 2.5 we have
Therefore, we are able to apply the Two-Constant Theorem to the functionf (·,
, which is, by (5.22), bounded by M for any z ∈ U, w ∈ V. Consequently, taking (5.22) and (5.23) into account, we deduce that
sufficiently close to (ζ 0 , w 0 ) we have by Proposition 3.2 and (5.22),
which proves the continuity off at (ζ 0 , w 0 ). Hence
Step 2 is finished. 
, where 2A j is the ball with the same center as A j but with double radius; (iii) for each 1 ≤ j ≤ N, Step 2 can apply to the open ball 2A j ; more precisely,
Step 2 provides a functionf
for some 0 < r := r δ < δ; (v) for any 0 < δ < δ 0 and z ∈ T δ there is a unique nearest point ζ z ∈ N j=1 A j such that dist(z, ζ z ) = dist(z, ∂D) and for any 1 ≤ j ≤ N such that ζ z ∈ A j we have sup
where [z, ζ z ] denotes the real segment connecting z to ζ z . Indeed, using the result of Step 2 and by a compactness argument we see that one may find δ 0 > 0 sufficiently small such that the properties (i)-(iii) are fulfilled.
On the other hand, using Proposition 3.2 we see that there is an r := r δ sufficiently small such that
for all 1 ≤ j ≤ N and z ∈ D with dist(z, A j ) < r. By examining carefully the proof of Proposition 3.5, we may arrange T δ in such a way that property (iv) is fulfilled with r given above. It is also clear that when r is sufficiently small, the first assertion of (v) is satisfied. Moreover the second one is an immediate consequence of (5.24).
Thus we have shown that all properties (i)-(v) are verified. Next fix 0 < δ < δ 0 and put
We define a new functionf on (
for any 1 ≤ j ≤ N such that ζ z ∈ A j (see the notation in (v) above). First one checks thatf is well-defined. Indeed, in virtue of (iv)-(v) and (5.25), for any (z, w) ∈ (T δ ∪A k )×G δ there is at least an j such that ζ z ∈ A j and (t, w)
On the other hand, suppose that there is another index l such that ζ z ∈ A l . Observe thatf j =f l = f on (A j ∩ A l ) × G. Therefore, we may apply Theorem 2.1 and Proposition 3.6 and conclude thatf j =f l on the connected component of
However we have already shown in the previous paragraph that (t, w)
Consequently, the above mentioned connected component contains the point (z, w). Thusf j (z, w) =f l (z, w), and hence the functionf is well-defined. In virtue of (5.26), it is also clear that
Letf δ be the trace off on X(T δ , B; D, G δ ). Applying Theorem 4.1 to the functioñ
, we obtain an extension function Sincef ∈ C ((T δ ∪ A k ) × G δ )) for 0 < δ < δ 0 , Lemma 5.3 in the present context also gives thatf ∈ C X(A, B; D, G) .
Hence
Step 3 is complete. 
Proof of Step 4.
We proceed using Step 3 in exactly the same way as we proved
Step 2 using Theorem 2. Therefore we shall only indicate briefly the outline of the proof. First we apply Proposition 2.5 to the domain G which is locally C 2 smooth on an open neighborhood of P in ∂G. Consequently, we may find an open neighborhood U of P satisfying (2.2) such that Proposition 2.5 is applicable there. In the sequel the notation U, U 1 , π C , V and V Q have the same meanings as in Proposition 2.5. Now we can fix a ball B of B : B := B ∩ B(P, r), where the radius r is sufficiently small such that 2B ⋐ B etc.
Arguing as in (5.2)-(5.3) we can choose an δ 0 > 0 sufficiently small such that for any 0 < δ < δ 0 there is an open subset S δ of G satisfying
Arguing as in (5.4)-(5.8), there is a finite constant C 3 such that
for 0 < δ < δ 0 , w ∈ S δ and Q w := π C (w). Lemma 5.2 is still valid in the present context making the obviously necessary changes in notation. There is only one important difference between Step 2 and the present step. In Step 2 we apply Gonchar's Theorem to (5.15) but in this step we appeal to Theorem 4.3.
Lemma 5.3 is also valid in the present context making the obviously necessary changes in notation.
For each Q ∈ π C (2B), we apply the result of Step 3 to the function f ∈ C (X(A,
Gluing the family (f Q ) Q∈π C (2B) , we obtain an extension functionf defined on
As in
Step 2, taking (5.27)-(5.30) into account we see that
Therefore, we are in a position to apply Theorem 4.1 and obtain an extension functionf
Using ( Step 5: The general case. The same argument which has been used to go from Step 2 to Step 3 will enable us to go from Step 4 to Step 5. Consequently, there is an extension functionf ∈ C( X) ∩ O s ( X o ) such thatf = f on X. It is also clear thatf is uniquely determined. Finally, it remains to establish estimate (5.1). But it follows immediately from Theorem 4.3.
This completes the last step of the proof.
Proof of the Main Theorem and concluding remarks
In order to prove the Main Theorem, we proceed by induction (I) on N ≥ 2. Suppose the Main Theorem is true for N − 1 ≥ 2. We have to discuss the case of an N-fold cross X := X(A 1 , . . 
For each Q ∈ π C (2A), we apply the reduction assumption (II) to the function
in order to obtain an extension function
Collecting the family (f Q ) Q∈π C (2A) , we obtain an extension functionf defined on
Consequently, in virtue of (6.1)-(6.4) and (6.6) for any fixed z 1 ∈ T 1 δ and 0 < δ < δ 0 , the restrictionf(
On the other hand, for any a 2 ∈ A 2 , by the reduction assumption (I) for an (N − 1)-fold cross, we obtain an extensionf a 2 such that (6.10)
Observe that by (6.1)-(6.3), (6.6), and (6.9)-(6.10), for 0 < δ < δ 0 sufficiently small, the domain of definition off
Next we would like to prove that for 0 < δ < δ 0 sufficiently small and a 2 ∈ A 2 ,
Indeed, in virtue (6.5) and (6.11) and by applying the reduction assumption (I) tô f a 2 and the reduction assumption (II) tof Q for any Q ∈ π C (2A) we know that
This proves (6.12). Consequently, we can define a new functionf δ on
We need the following lemmas Lemma 6.1. The following assertions hold:
and
Proof of Lemma 6. 
Proof of Lemma 6.2. We argue as in the proof of Lemma 3(b) in [7] making use of Part 1) of Proposition 3.8. We now come back to the proof of the Main Theorem. Applying Lemma 6.2 and Part 1) of Proposition 3.8, we see that (6.14)
To summarize what has been done so far: for any 0 < δ < δ 0 sufficiently small, we obtain, by Part 1) of Lemma 6.1, a functionf δ defined on a mixed cross
Applying Theorem 4.1 tof δ we obtain an extension functionf δ off δ such that
In virtue of (6.4)-(6.9) and (6.13)-(6.15) and by Part 2) of Lemma 6.1, we can apply Part 2) of Theorem 4.1 and conclude thatf δ can be continuously extended to a new function
We are now in a position to define the desired extension functionf . Indeed, one glues f δ D N ) ) . Then by (6.1)-(6.3) and (6.14)-(6.18) and the second identity of Part 1) of Proposition 3.8, for all 0 < δ < δ z 0 , we have z 0 ∈ X δ . In particular, Thusf is well-defined on the whole X A and (6.21)f ∈ C (D 1 × X (A 2 , . . . , A N ; D 2 , . . . , D N )) .
To complete
Step 2, it remains to show thatf ∈ C( X A ) andf = f on X A . For this purpose we do the following trick. Next, using identities (6.12), (6.13), (6.16) and (6.18) and applying Theorem 2, we see that the value off andf can be uniquely determined on T Hencef =f on X A since X A is a domain by Proposition 3.6. Therefore, in virtue of (6.21), (6.22) and similar conclusions when D 1 is replaced by D 3 , . . . , D N , we conclude thatf ∈ C X A \ (A × A 2 × · · · × A N ) . Therefore, Step 2 will be finished if we can prove thatf is continuous on A × A 2 × · · · × A N .
To do this fix a point a = (a 1 , . . . , a N ) ∈ A × A 2 × · · · × A N and an arbitrary number ǫ > 0. Next, we apply Proposition 2.5 to each domain D j which is locally C 2 smooth on an open neighborhood of a j , j = 1, . . . , N. Consequently, we may find an open neighborhood U j of a j satisfying (2.2) such that Proposition 2.5 is applicable there. In the sequel the notation U j , U j 1 , π C,j , V j and V j Q have the same meanings for a j as U, U 1 , π C , V and V Q do for P in Proposition 2.5. Since f ∈ C(X), by shrinking U j , if necessary, we may assume without loss of generality that (6.23)
Let z = (z 1 , . . . , z N ) be an arbitrary point of U 1 ×· · ·×U N and put Q j := π C,j (z j ). Then, in virtue of the hypothesis on f, we may apply Theorem 2 to f ∈ C X A ∩ ∂V Hence, fixing any ζ as above and applying again (6.23), we get
which proves the continuity off at a. Hence the remaining assertion of Step 2 is proved. Thus the proofs for the induction (I) and (II) are complete in this second step.
Step 3: The general case.
The same argument which has been used to go from Step 2 to Step 3 in the proof of Theorem 5 will enable us to go from Step 2 to Step 3 in the present context. Consequently, there is an extension functionf ∈ C( X) ∩ O s ( X o ) such thatf = f on X. It is also clear thatf is uniquely determined. Finally, it remains to establish estimate (1.3). We have already proved the existence and uniqueness of the Main Theorem. Using this result we argue as in the proof of Theorem 4.2 in order to obtain (1.3). This completes the last step of the proof.
Hence the Main Theorem is proved.
Finally, we conclude this paper by some open remarks and open questions.
1. It seems to be of interest to establish the Main Theorem under weaker assumptions than the continuity of f, the smoothness of D j on A j , and the regularity of the set A j j = 1, . . . , N, etc. We postpone this issue to an ongoing work.
2. Does the Main Theorem still hold if we only assume that A j is of positive (2n j − 1)-Hausdorff measure, j = 1, . . . , N?
