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The reoptimization version of an optimization problem deals with the following scenario:
Given an input instance together with an optimal solution for it, the objective is to ﬁnd a
high-quality solution for a locally modiﬁed instance.
In this paper, we investigate several reoptimization variants of the traveling salesman
problem with deadlines in metric graphs (-DlTSP). The objective in the -DlTSP is to
ﬁnd a minimum-cost Hamiltonian cycle in a complete undirected graph with a metric edge
cost function which visits some of its vertices before some prespeciﬁed deadlines. As types
of local modiﬁcations, we consider insertions and deletions of a vertex as well as of a
deadline.
We prove the hardness of all of these reoptimization variants and give lower and upper
bounds on the achievable approximation ratio which are tight in most cases.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
The traditional approach for dealing with optimization problems is to ﬁnd good feasible solutions to input instances
nothing about which is known in advance. Unfortunately, most of the practically relevant problems are computationally hard,
and so different approaches such as approximation algorithms or heuristics are used for computing good (but not necessarily
optimal) solutions. In many applications, however, we might have some prior knowledge about our input instance at hand.
For instance, if we want to maintain a timetable for a railway system or a routing scheme for a communication network,
small changes to the railway system or the network require a new timetable or routing scheme, but we might be able to
proﬁt from the information about the old solution.
These considerations lead to the concept of reoptimization problems: Given an instance of an optimization problem
together with an optimal solution for it, the objective is to compute an optimal solution for a locally modiﬁed input instance.
For a graph problem, we might for instance consider the deletion or insertion of a vertex or an edge or the change of the
cost of a single edge as a local modiﬁcation. For an optimization problem U and a type of local modiﬁcation lm, we denote
the resulting reoptimization problem by lm-U . Obviously, lm-U may be easier than U because we have the optimal solution
for the original problem instance as additional knowledge for free. But there also exist examples where the concept of
reoptimization does not help since the reoptimization version is exactly as hard as the standard version of the problem [7].
The concept of reoptimization was already successfully applied to several variants of the TSP [1,3,7,8,18], the Steiner
tree problem [4,11,15], the 0–1 knapsack problem [2], various covering problems [6], and the shortest common superstring
problem [5]. A survey of reoptimization problems can also be found in [12].
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Lower and upper bounds on the approximability of different reoptimization variants of -DlTSP in the cases of a bounded (for more than four deadlines)
and an unbounded number of deadline vertices. The upper bounds of 2.5 and 0.5n directly follow from known results of the underlying optimization
problem.
Local modiﬁcation Bounded case Unbounded case
lower upper lower upper
add vertex without deadline 2− ε 2 2− ε 2
delete vertex without deadline 2− ε 2 2− ε 2
add deadline to existing vertex 2− ε 2.5 (0.5− ε)n 0.5n
delete deadline from vertex 2− ε 2.5 (0.5− ε)n 0.5n
add vertex with deadline 2− ε 2.5 (0.5− ε)n 0.5n
delete vertex with deadline 2− ε 2.5 (0.5− ε)n 0.5n
increase deadlinea 2− ε 2.5 (0.5− ε)n 0.5n
decrease deadlinea 2− ε 2.5 (0.5− ε)n 0.5n
increase edge costa 2− ε 2.5 (0.5− ε)n 0.5n
decrease edge costa 2− ε 2.5 (0.5− ε)n 0.5n
a These results were proven in [7,13].
A related question was also considered in operations research [16,19–22], where it was studied how much a given
instance of an optimization problem may be changed without destroying the optimality of solutions. In contrast to this
so-called “postoptimality analysis”, we are also interested in local modiﬁcations causing the loss of optimality for solutions
to the old instance.
In this paper, we will apply the concept of reoptimization to the Deadline TSP. In the well-known traveling salesman
problem (TSP), the objective is to ﬁnd a minimum-cost Hamiltonian cycle in a complete graph with edge costs. The Deadline
TSP (DlTSP) is a generalization of the TSP, where additionally a subset of the vertices is given which have deadlines imposed
on them. Any feasible Hamiltonian tour, starting from a prespeciﬁed start vertex s, has to visit every deadline vertex v before
v ’s deadline is expired, i.e., the partial tour from s to v has to have a total cost of at most the deadline value of v . The DlTSP
is an important special case of the TSP with time windows which is one of the most prominent optimization problems in
operations research occurring in a number of applications like for instance vehicle routing, for a survey, see [14].
We deal with the metric version of the problem only, that is, we assume that the cost function c satisﬁes the triangle
inequality, i.e., c({u, v})  c({u,w}) + c({w, v}) for all vertices u, v and w . The approximation hardness of the metric
Deadline TSP, or -DlTSP for short, has been shown in [9,10]. Some reoptimization versions of DlTSP, where the local
modiﬁcations consisted of changing the value of one deadline or the cost of one edge, have been investigated in [7]. As
local modiﬁcations, we will here consider the insertion or deletion of a vertex with or without a deadline, and the insertion
or deletion of a deadline (without changing the vertex set). For our results, we have to distinguish two cases depending on
the number of deadline vertices. If the number of deadline vertices is bounded by a constant, the reoptimization problems
are approximable within a constant, but APX-hard for at least four deadline vertices. If the number of deadline vertices is
unbounded, most of the considered variants are approximable with a linear approximation ratio, and this bound is tight for
adding or deleting deadlines or deadline vertices. For adding or deleting a vertex without a deadline, the problem is still
approximable within a factor of 2. A complete overview of the results is shown in Table 1.
The paper is organized as follows: In Section 2, we formally deﬁne the reoptimization problems under consideration. In
Section 3, we prove the lower bounds for the case of a constant number of deadline vertices; Section 4 is devoted to the
lower bounds for an unbounded number of deadlines. In Section 5, we present the upper bounds on the approximation
ratio.
2. Preliminaries
For the ease of presentation, for the vertex set V (G) and the edge set E(G) of a graph G , we write V and E if it is
clear which graph is considered. For a complete graph G = (V , E) and a vertex v /∈ V , let G + v denote the complete graph
(V ∪ {v}, E ∪ {{vi, v} | vi ∈ V }) and for v ∈ V let G − v denote the complete graph (V \ {v}, E \ {{vi, v} | vi ∈ V }). We also
extend this notation to sets of vertices in the canonical way.
We start with formally deﬁning the DlTSP. Consider a complete graph G = (V , E) and a cost function c : E → Q+ .
A deadline triple for (G, c) is a triple D = (s, D,d) where s ∈ V , D ⊆ V \ {s}, and d : D → Q+ . We call D the set of deadline
vertices of G . A Hamiltonian path P = (w1,w2, . . . ,wn) satisﬁes the deadlines according to D, if s = w1 and, for all wi ∈ D ,
the following holds:
i∑
j=2
c
({w j−1,w j}) d(wi).
A Hamiltonian cycle C = (w1,w2, . . . ,wn,w1) satisﬁes the deadlines according to D if it contains a path (w1,w2, . . . ,wn)
satisfying the deadlines according to D.
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graph G = (V , E), an edge cost function c : E → Q+ , a deadline triple D = (s, D,d), and a Hamiltonian cycle (of arbitrary
cost) in G satisfying the deadlines according to D. The objective is to ﬁnd a minimum-cost Hamiltonian cycle of G satisfying
the deadlines according to D.
By -DlTSP we denote the restriction of DlTSP where the edge cost function c satisﬁes the triangle inequality, and
k--DlTSP is the subproblem of -DlTSP where the number of deadline vertices of any input instance is bounded by some
constant k (i.e., |D| = k).
Note that, for a DlTSP instance, already ﬁnding a feasible solution might be a problem. Since we are not interested in
this aspect of hardness, we have deﬁned the problem as to contain an (arbitrarily bad) feasible solution as part of the input.
In this way, it is easy to see that DlTSP is contained in N PO.
Obviously, any instance of TSP can be regarded as an instance of DlTSP with D = ∅. Thus, all lower bounds for TSP
directly carry over to DlTSP.
We are now ready to deﬁne the reoptimization variants of -DlTSP.
Deﬁnition 2. Let GO = (V O , EO ) and GN = (VN , EN ) be two complete undirected graphs with metric edge cost functions
cO : EO → Q+ and cN : EN → Q+ , let DO = (s, DO ,dO ) be a deadline triple for GO and let DN = (s, DN ,dN ) be a deadline
triple for GN such that (GN , cN ,DN ) can be constructed from (GO , cO ,DO ) by a local modiﬁcation. We will consider the
following six local modiﬁcations:
lm(D−): Deletion of a deadline: In this case, we have (GO , cO ) = (GN , cN), DN = DO \{x} for some x ∈ DO , and dN = dO |DN .
lm(D+): Addition of a deadline to an already existing vertex: In this case, we have (GO , cO ) = (GN , cN), DO = DN \ {x} for
some x ∈ DN , and dO = dN |DO .
lm(V−): Deletion of a vertex without deadline: In this case, we have VN = V O \ {x} for some x ∈ V O \ DO , EN and cN are
the canonical restrictions of EO and cO to the vertices of VN , and DO = DN .
lm(V+): Addition of a vertex without deadline: In this case, we have V O = VN \ {x} for some x ∈ VN \ DN , EO and cO are
the canonical restrictions of EN and cN to the vertices of V O , and DO = DN .
lm((D ∧ V )−): Deletion of a deadline vertex: In this case, we have DN = DO \ {x} for some x ∈ DO , dN = dO |DN , VN =
V O \ {x}, and EN and cN are the canonical restrictions of EO and cO to the vertices of VN .
lm((D ∧ V )+): Addition of a deadline vertex: In this case, we have DO = DN \ {x} for some x ∈ DN , dO = dN |DO , V O =
VN \ {x}, and EO and cO are the canonical restrictions of EN and cN to the vertices of V O .
For X ∈ {D−, D+, V−, V+, (D ∧ V )−, (D ∧ V )+}, we deﬁne the problem lm(X)--DlTSP as to ﬁnd an optimum solution
for the -DlTSP instance (GN , cN ,DN ), given the -DlTSP instance (GO , cO ,DO ) together with an optimal solution C for
it and an arbitrary feasible solution C˜ for (GN , cN ,DN ).
Moreover, for any constant k, let lm(X)-k--DlTSP denote the subproblem of lm(X)--DlTSP where |DN | = k.
3. Lower bounds for a bounded number of deadlines
In this section, we will give lower bounds of (2−ε) for any ε > 0 for all reoptimization variants of k--DlTSP as deﬁned
above.
3.1. Addition and deletion of deadlines
For the reductions we will employ the following decision problem rHP (Restricted Hamiltonian Path Problem).
Deﬁnition 3 (RHP). Let G = (V , E) be a graph, let s, t ∈ V be two distinct vertices and let P ′ = (s, . . . , t) be a Hamiltonian
path in G from s to t . The objective is to decide whether there exists a second Hamiltonian path P in G from s to some
vertex vi 
= t .
The problem rHP is known to be N P-complete (for a proof, see [7]). We will now show that any approximation algo-
rithm with a ratio better than (2− ε) for any of the reoptimization variants of k--DlTSP from Deﬁnition 2 could be used
to decide rHP in polynomial time which contradicts N P 
= P .
We start with a proof for lm(D+)-k--DlTSP.
Theorem 1. Let ε > 0, let k 4. There is no polynomial-time approximation algorithm for lm(D+)-k--DlTSPwith a ratio of (2−ε),
unless P = N P .
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Proof. Given an instance (G ′, P ′) of rHP where |V (G ′)| = n+1 and P ′ = (s′, . . . , t′), we will construct a complete graph KG ′
where V (KG ′) = V (G ′), with an edge cost function c deﬁned by
c(e) =
{
1, if e ∈ E(G ′),
2, otherwise
for all e ∈ E(KG ′ ). Note that there exists a Hamiltonian path P from s′ to vi 
= t′ of cost n in KG ′ if and only if P is a
Hamiltonian path in G ′ .
As a second step, we extend KG ′ to a complete, weighted graph G which will be part of an instance of lm(D+)-
k--DlTSP. The deadline triples are DO = (s, DO ,dO ) and DN = (s, DN ,dN ) where DO = {D2, D3, D4} and DN =
{D1, D2, D3, D4}. The deadline function dO is shown in Fig. 1 and dN is shown in Fig. 2. Observe that DN = DO ∪ {D1}.
For any given ε > 0, let γ := γ (ε) > 9n2ε . All edge costs and deadlines are as depicted in Fig. 1. Edges which are not shown
have the largest cost possible (while respecting the triangle inequality).
An optimal solution for (G,DO ), which will serve as part of the input, is C = (s, D2, D1,←−P ′, D3, D4, s) which uses the
known Hamiltonian path P ′ backwards. The costs are n + n + γ + n + n + γ + 2n = 2γ + 6n.
To prove that C indeed is an optimal solution, we will show that any other solution will be at least as expensive as C ,
independent of the existence of a second Hamiltonian path P of cost n in KG ′ . Note that it is only possible to start with
(s, D2) or (s, D1, D2). Any other path would immediately violate D2’s deadline of 2n. After that there are several options. If
the path starts with (s, D1, D2), it cannot visit D4 before D3, because it would then violate the deadline at D3. However, it
is possible to visit all vertices in KG ′ before D3 if there exists a Hamiltonian path P of cost n in KG ′ from s′ to vi 
= t′ . (Note
that c(s′, D2) = γ + 1.) The path will then visit D3 just in time. After that, this tour will have to be completed by visiting
D4 and returning to s. Hence, this solution will be (s, D1, D2,
←−
P , D3, D4, s) with cost n + n + γ + n + n + γ + 2n = 2γ + 6n
which is as expensive as C .
On the other hand, if the path starts with (s, D2), it can go on to D3 via D4. It will arrive at D3 at cost γ + 4n, and
it will then have to visit D1 and KG ′ . No matter in which order it does so, this path will at least cost another γ + 3n.
Obviously, visiting D3 before D4 will not improve this.
Observe, that the subgraph KG ′ + D3 is connected to the rest of G only with edges that cost at least γ . Therefore, any
possible solution that does not visit the vertices in KG ′ + D3 consecutively, will cost more than 4γ . Thus, we have shown
that C is indeed an optimal solution for (G,DO ).
Now we apply the local modiﬁcation by adding a deadline of n to D1. The new instance (G,DN ) is shown in Fig. 2. If
there exists a Hamiltonian path P from s′ to vi 
= t′ in G ′ , and thus a second Hamiltonian path of cost n in KG ′ , we claim
that (s, D1, D2,
←−
P , D3, D4, s), which contains P backwards (in the ﬁgures, w.l.o.g. let P = (s′, . . . , v1)), is an optimal solution
for (G,DN ). Again, the costs are 2γ + 6n.
To prove the claim, we note that any feasible solution has to start with the path (s, D1, D2) now. If there is no
Hamiltonian path P = (s′, . . . , vi) with vi 
= t′ of cost n in KG ′ , it is impossible to visit all vertices in KG ′ between D2
and D3. After visiting D3, the path must immediately visit D4. Overall, this will cost more than 2γ + 3n. (Note that
c(D2, s′) = c(D2, t′) = γ + 1, c(t′, D3) = n + 1, and c(s′, D3) = n.) After that, all deadline vertices are visited and the path
can visit those vertices it left out in KG ′ . This will cost at least another 2γ , adding up to a total cost of at least 4γ + 3n.
As an alternative, the path could start with (s, D1, D2, D3, D4). Note, that c(D2, D3) = γ + n + 1 and this path therefore
satisﬁes all deadlines on its way and arrives at D4 after having spent exactly 2γ +3n+1. Continuing by visiting the vertices
in KG ′ , the rest of the path costs at least another 2γ + n. Thus, without a Hamiltonian path from s′ to vi 
= t′ in G ′ , no
Hamiltonian cycle in G will be cheaper than 4γ + 3n.
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Fig. 3. (G,DO ) and the given optimal solution C .
Since we have chosen γ > 9n2ε , an easy calculation shows 4γ + 3n > (2− ε)(2γ + 6n). Thus, for any ε > 0, an approxima-
tion algorithm for lm(D+)-k--DlTSP with a ratio of (2− ε) could be used to decide rHP which contradicts N P 
= P . 
Theorem 2. Let ε > 0, let k 2. There is no polynomial-time approximation algorithm for lm(D−)-k--DlTSPwith a ratio of (2−ε),
unless P = N P .
Proof. As presented in the proof of Theorem 1, we construct the complete graph KG ′ from a given instance (G ′, P ′) of
the rHP. Again, this graph will then be extended to a complete, weighted graph G which is part of the input instance of
lm(D−)-k--DlTSP. Let γ > 3n+22ε . The graph G , the old deadline triple DO and an optimal solution for this instance are
shown in Fig. 3.
An optimal solution which uses the known Hamiltonian path P ′ is the Hamiltonian cycle C = (s, D1, D2, D3,←−P ′, s) with
cost γ + γ + 1 + (γ + 1) + n + γ = 4γ + n + 2. Any other feasible solution has to start with (s, D1, D2), as well. It is not
possible to visit all vertices of G ′ between D2 and D3, because this would violate D3’s deadline. Then, from D3 back to s,
there is no better path than (D3,
←−
P ′, s) visiting all vertices in KG ′ .
We then apply the local modiﬁcation by deleting D2’s deadline. If there exists a Hamiltonian path P = (s′, . . . , vi) in G ′
where vi 
= t′ , the new optimal solution is (s, D1,←−P , D3, D2, s) with cost γ + n + n + γ + 1+ 1 = 2γ + 2n + 2 (see Fig. 4).
Any alternative solution has to start with (s, D1) to be feasible. Now, if there is no Hamiltonian path P = (s′, . . . , vi) for a
vertex vi 
= t′ in G ′ , not all of the vertices in KG ′ can be visited before D3 is reached: Since c(D1, s′), c(D1, t′) > n, the paths
P ′ and
←−
P ′ cannot be used before reaching D3. Moreover, since c(t′, D3) = γ + 1, a Hamiltonian path from any v j to t′ in G ′
cannot be used, because this would again violate D3’s deadline. Since c(v j, D3) γ + 1, Hamiltonian paths from v j to vk
in G ′ cannot be used either. Therefore, if some vertices from E(KG ′ ) should be visited before D3, KG ′ has to be left to visit
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Fig. 5. (GO ,D) and the known optimal solution C .
D3 (this is not possible before the time step 2γ + n + 1) and after that a feasible solution has to reenter KG ′ to visit those
vertices which were left out. This again means costs of more than 2γ + 1. On the other hand, if D3 is visited directly after
D1 at the time step 2γ + 1, D2 can be visited right after that with additional costs of 1. But then, the complete subgraph
KG ′ has to be traversed. This leads to additional costs of at least γ +n. Due to the fact that c(s′, s) = γ and c(t′, s) γ + 1,
this solution cannot be better than C . Accordingly, depending on whether there exists a second Hamiltonian path P in G ′ ,
the costs of an optimal solution are either 2γ + 2n + 2 or 4γ + n + 2. By some easy calculations similar to the ones made
in the proof of Theorem 1 we get that this implies that we could solve the instance of rHP in polynomial-time by being
able to eﬃciently approximate this instance of lm(D−)-k--DlTSP with a ratio better than (2− ε), which is a contradiction
to N P 
= P . 
3.2. Addition and deletion of non-deadline vertices
We will now show that a lower bound of (2− ε) also applies for the local modiﬁcation where a vertex, which does not
have a deadline, is added to or deleted from the graph.
Theorem 3. Let ε > 0, let k 3. There is no polynomial-time approximation algorithm for lm(V+)-k--DlTSPwith a ratio of (2−ε),
unless P = N P .
Proof. Let γ > n+32ε . As in the proofs above, let (G
′, P ′) be an instance of rHP. The old instance is shown in Fig. 5.
The Hamiltonian cycle C = (s, P ′, D1, D2, s) is an optimal solution with costs OptO = γ +n+ (γ +1)+1+1 = 2γ +n+3.
To verify this, note that every cycle has to start with the edge {s, s′}. It is then possible to visit all vertices in KG ′ very
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Fig. 7. (GO ,D) and the known optimal solution C .
cheaply, so any optimal tour will do exactly this, since otherwise those vertices left out will have to be visited later which
will increase the costs. The cheapest way to traverse KG ′ is to use P ′ and, when eventually reaching t′ , there is no better
way to ﬁnish the tour than going to D2 via D1 and then ﬁnally return to s.
Now the vertex v ′ is added to the graph, obtaining the locally modiﬁed graph GN (see Fig. 6). If there exists a second
Hamiltonian path P = (s′, . . . , vi), vi 
= t′ in G ′ , a new optimal solution is (s, P , v ′, D1, D2, s) with cost γ +n+1+γ +1+1 =
2γ +n+ 3. If there is no such second Hamiltonian path in KG ′ of cost n, not all vertices in KG ′ + v ′ can be visited between
s′ and D1. After D1, D2 has to be visited which yields total costs up to D2 of at least 2γ + 3.
After that, all vertices of KG ′ + v ′ that were left out have to be visited which again costs at least 2γ . The traversing of
KG ′ costs at least n in total, so the costs are at least 4γ +n+ 2 in the sum. So, in this case, the costs of an optimal solution
have to be at least 4γ + n + 2.
Again, by some easy calculations it follows that using this instance of lm(V+)-k--DlTSP and any approximation algo-
rithm with a ratio better than 2 we could solve rHP which contradicts N P 
= P . 
Theorem 4. Let ε > 0, let k 3. There is no polynomial-time approximation algorithm for lm(V−)-k--DlTSPwith a ratio of (2−ε),
unless P = N P .
Proof. As in the proof of Theorem 3, let γ > n+32ε . From an instance (G
′, P ′) of the rHP, we construct a graph GO as shown
in Fig. 7. An optimal solution is the Hamiltonian cycle (s, P ′, v, D1, D2, v ′, s) which costs γ +n+ 1+ γ + 1+ γ + (γ + 1) =
4γ + n + 3.
If there exists a second Hamiltonian path in G ′ from s′ to vi 
= t′ then this path could be used to construct a second
Hamilton cycle which has costs of 4γ +n+3, too. Every other feasible solution has to start with (s, s′) to satisfy the deadline
of γ at s′ . Since all vertices in KG ′ − {s′, t′} are connected to v via edges with costs of 2, D1 cannot be reached in time, if a
solution starts with the path (s, P , v, D1). On the other hand, v ′ can be visited after vi and D1 after that at the time step
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2γ + n + 1. D2 has to be visited next, then v and ﬁnally s to close the cycle. The edge {v, s} has costs of γ + 1 (it is not
shown in Fig. 7 for reasons of clarity) and thus this solution costs again γ + n + 1+ γ + 1+ γ + (γ + 1) = 4γ + n + 3.
To ﬁnish the proof, we note that we have to deal with exactly the situation as shown in Fig. 6 if we remove the vertex v .
From this, a lower bound of (2− ε) for lm(V−)-k--DlTSP directly follows. 
3.3. Addition and deletion of deadline vertices
We are now able to use the results of Section 3.2 to prove lower bounds for lm((D∧ V )+)-k--DlTSP and lm((D∧ V )−)-
k--DlTSP.
Theorem 5. Let ε > 0, let k  4. For both lm((D ∧ V )+)-k--DlTSP and lm((D ∧ V )−)-k--DlTSP, there is no polynomial-time
approximation algorithm with a ratio of (2− ε), unless P = N P .
Proof. With Theorems 3 and 4 we have shown lower bounds of (2 − ε) for the cases where the added (removed) vertex
did not have a deadline. It is clear that the same proofs will also hold, if we apply a deadline to this vertex which is big
enough to be neglected (i.e., set its deadline to n · MaxEdge(GN)). The correctness of Theorem 5 follows immediately. 
4. Lower bounds for an unbounded number of deadlines
For proving lower bounds of (0.5 − ε)n for an unbounded number of deadline vertices, we need the following lemma
which is a simpliﬁed version of the Zigzag Lemma from [7].
Lemma 1 (Zigzag Lemma). Let k, γ ∈ N+ such that k is even and γ  n. Let G∗ = (V ∗, E∗, c∗) be a complete, weighted graph with a
deadline triple (s∗, D∗,d∗) such that any Hamiltonian path in G∗ respecting the deadlines (which implies starting at s∗) ends in the
same vertex t∗ . Then, we can construct a complete, weighted graph G = (V , E) such that G ⊃ G∗ and a deadline triple (s, D,d) such
that D ⊃ D∗,d|D∗ = d∗ , and any Hamiltonian path in G∗ that reaches t∗ in time 7n can be extended to a Hamiltonian cycle in G which
costs at most
7n + kn + 2γ , (1)
while any Hamiltonian path in G∗ that reaches t∗ after 8n, but before 9n, can only be extended to a Hamiltonian cycle in G which costs
at least
7n + k + 1
2
n + kγ . (2)
Proof sketch. Fig. 8 shows the idea of the zigzag construction as presented in [7]. Note that, for clarity of exposition, only
some edges of the complete graph G are shown, and only the expensive edges of cost γ are labeled in Fig. 8. All shown
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edges without labels have cost of at most n and all edges not depicted have the maximum possible cost as to satisfy the
triangle inequality. We impose the following deadlines to the vertices Ei :
d(E1) = 7n + k + 3
2
n and
d(Ei+1) = d(Ei) + γ for all i ∈ {1, . . . ,k − 1}.
If a path arrives at t∗ without having spent too much yet (i.e., at time 7n), it can directly go to Ek−1 and traverse the zigzag
construction by using the path (Ek−1, Ek−3, . . . , E1, E2, E4, . . . , Ek) and ﬁnally return to s∗ , avoiding the expensive γ -edges
connecting consecutive vertices E j and E j+1. On the other hand, if a path arrives at t∗ with too high cost (i.e., more than
8n) it is forced to visit E1 right after t∗ and then to traverse G − V ∗ via the path (E1, E2, . . . , Ek−1). Doing so, this path uses
k expensive edges of cost γ . 
For a formal proof of a generalized version of Lemma 1, see [7,13]. For the following proofs, we will proceed as follows:
Given ε > 0, we choose k and γ such that k (n+7) 1−εε and γ  (k+7)nε . We then construct a graph G∗ as described in the
Zigzag Lemma (Lemma 1) from an input instance (G ′, P ′) of rHP such that |V (G ′)| + 5 |V (G∗)| |V (G ′)| + 7. This means
that there exists a Hamiltonian path with costs 7n from s∗ to t∗ , iff there exists a Hamiltonian path from s′ to vi 
= t′ in G ′ .
This implies a linear lower bound of (0.5 − ε)|V | on the approximability of the reoptimization version at hand as
described by the following corollary.
Corollary 1. Consider a situation as described by Lemma 1 with k and γ as above. Let OptT denote the overall costs of an optimal
solution in G in the case that G∗ can be traversed with costs 7n from s∗ to t∗ . If such a traversal is not possible, let the costs of an
optimal solution are denoted by OptF . Then,
OptF
OptT
>
(
1
2
− ε
)
|V |.
Proof. According to Lemma 1, extending the two Hamiltonian paths in G∗ to Hamiltonian cycles in G yields costs of at
most 7n + kn + 2γ in the ﬁrst case and of at least 7n + k+12 n + kγ in the second one. We obtain the ratio
7n + k+12 n + kγ
7n + kn + 2γ >
kγ
(7+ k)n + 2γ 
kγ
(2+ ε)γ =
k
2+ ε 
1− ε
2+ ε (k + n + 7)
1− ε
2+ ε |V |
(
1
2
− ε
)
|V |. 
Hence, a polynomial-time ( 12 − ε)|V |-approximation algorithm could be used to solve rHP.
4.1. Addition and deletion of deadlines
In the following, we will show a lower bound of (0.5 − ε)n when adding a deadline to or deleting a deadline from any
vertex of the graph G , if there is an unbounded number of deadlines.
Theorem 6. Let ε > 0. There is no polynomial-time approximation algorithm for lm(D+)--DlTSP with a ratio of (0.5− ε)n, unless
P = N P .
Proof. Consider an instance (G ′, P ′) of rHP. As above, we construct the complete weighted graph KG ′ which we then extend
to a complete weighted graph G∗ (see Fig. 9). Note that for reasons of clarity not all edges are shown. Those that are not
depicted have the largest weight possible, satisfying the triangle inequality.
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An optimal Hamiltonian path from s∗ to t∗ in G∗ is (P ′, D1, v, D2, D4, D3, D5) and it costs exactly 7n. Obviously, if there
exists a second Hamiltonian path from s′ to vi 
= t′ in G ′ , there is no better solution.
We now extend G∗ to G by the zigzag construction as shown in Fig. 8. Note that we cannot “force” the path in G∗ to
visit v before leaving G∗ and traversing the zigzag construction. This means, G∗ − v can be traversed with costs of 6n and
v may be visited after Ek . However, this gives no advantage in the zigzag construction, because the path could continue
cheaply anyway. Overall, this solution will be more expensive, because c(s∗, v) = n + 1.
We will then apply the local modiﬁcation by adding a deadline of 2n+ 1 to the vertex v (see Fig. 10). As a consequence,
the old Hamiltonian path becomes infeasible.
If there exists a Hamiltonian path P from s′ to vi 
= t′ in G ′ , we obtain a new optimal path through G∗ by
(P , v, D1, D2, D4, D3, D5) which costs 7n. Suppose there is no second Hamiltonian path in G ′ . Any path has to visit all
the vertices of G ′ ﬁrst and v right after that (independent of whether P ′ is used or some path from s′ to vi 
= t′ of costs
at least n + 1) at time step 2n + 1. This determines the rest of this path which will have costs 8n + 1 enabling us to apply
Lemma 1 and Corollary 1. 
For the next theorem, we need to prove the hardness of a modiﬁed version of rHP (Modiﬁed Restricted Hamiltonian Path
Problem) for the reductions.
Deﬁnition 4 (MRHP). Let G = (V , E) be a graph where |V | = n + 1. Let s, t ∈ V be two distinct vertices and let P ′ =
(s, v1, . . . , vn−1, t) be a Hamiltonian path in G from s to t . The objective is to decide whether a Hamiltonian path P from
vi to t exists in G − s for some vertex vi ∈ V \ {s, t, v1}.
Note that, if we would not require vi 
= v1, this problem would be trivial since, by knowing P ′ , we also know a Hamil-
tonian path (v1, . . . , vn−1, t) in G − s.
Lemma 2. mrHP is N P-hard.
Proof. We give a reduction from rHP. Let (G ′, P ′′) be an instance of rHP where P ′′ = (s′, . . . , t′). We construct an instance
(G, P ′) of mrHP where V (G) = V (G ′)∪ {s}, E(G) = E(G ′)∪ {(s, v1)}, P ′ = (s,←−P ′′), t = s′ . The given Hamiltonian path is there-
fore P ′ = (s, v1, . . . , vn−1, t) where v1 = t′ . Obviously, this construction can be done in polynomial time. Then, in both
problems we want to decide the existence of the same path P (namely (vi, . . . , t) in G − s and (vi, . . . , s′) in G ′). 
Theorem 7. Let ε > 0. There is no polynomial-time approximation algorithm for lm(D−)--DlTSP with a ratio of (0.5− ε)n, unless
P = N P .
Proof. Consider an instance (G ′, P ′) of mrHP. Again, we construct a complete, weighted graph KG ′ as described before in
the proof of Theorem 1. We then extend KG ′ to a complete, weighted graph G∗ (which we will later extend to the ﬁnal
graph G as part of the lm(D−)--DlTSP instance) as shown in Fig. 11. Again, all costs not shown in the ﬁgure are chosen
as large as possible, such that the triangle inequality is still satisﬁed. All vertices in KG ′ − s′ get a deadline of 3n + 1. The
deadline vertices DO and the deadlines dO are also shown in Fig. 11.
Every Hamiltonian path in G∗ starting at s∗ has to begin with the edge (s∗, s′). After that, all vertices in KG ′ have to be
visited before continuing. One best way to traverse KG ′ is the known Hamiltonian path P ′ = (s′, . . . , t′). This path arrives at
t′ at cost 2n+1. Due to deadline constraints, there is no other way but ending this path by (D1, D2, D3, D4) where D4 = t∗ .
An optimal Hamiltonian path in G∗ is therefore P = (s∗, P ′, D1, D2, D3, t∗). The costs are 8n + 1.
We then apply the local modiﬁcation by taking away the deadline from s′ . Now things change in G∗ as it is not necessary
anymore to visit s′ before reaching t∗ . If there exists a Hamiltonian path P from vi 
= v1 to t′ with cost n− 1 in KG ′ − s′ , an
optimal Hamiltonian path in G∗ − s′ is the path (s∗, P , D1, D3, D2, D4). The costs are (n+ 1)+ (n− 1)+ 2n+n+n+n = 7n.
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Fig. 12. The graph G∗ before the local modiﬁcation is applied and an optimal Hamiltonian path from s∗ to t∗ .
We now extend the graph G∗ to a graph G by applying the zigzag construction as shown in Fig. 8. The cheap path in the
locally modiﬁed G∗ is then able to “cheaply” traverse G ’s zigzag construction and visit s′ before returning to the vertex s∗ .
On the other hand, if there is no such path from vi 
= v1 to t′ with costs n − 1 in KG ′ − s′ , P stays the best Hamiltonian
path in G∗ from s∗ to t∗ respecting the deadlines. Again, we now have to take into account that it is possible to traverse
only G∗ − s′ at the beginning and return to s′ after traversing the zigzag construction. Remember that P costs exactly 8n+1.
Observe that there exists a Hamiltonian path from v1 to t′ in KG ′ − s′ of costs n − 1 (i.e., a Hamiltonian path from v1 to t′
in G ′ − s′). If a Hamiltonian path in G∗ − s′ starts with the edge {s, v1} and then visits the remaining vertices in KG ′ − s′
using this path, it will arrive at D1 at exactly 4n + 1. (Note that c({s∗, v1}) = n + 2.) Therefore, the costs are 8n + 1 in the
sum. Since any Hamiltonian path from vi 
= v1 to t′ in KG ′ − s′ costs at least n, D1 cannot be reached before 4n + 1 either,
if it starts with (s∗, vi, . . . , t′). So in this case, s′ can be visited for free when using the known Hamiltonian path P ′ in KG ′ .
The path in G∗ therefore arrives at t∗ at time 7n if and only if the given mrHP-instance is a yes-instance, and not before
time 8n+1 if it is a no-instance. When extending G∗ by the zigzag construction (see Fig. 8) we will set c(Ek, s′) = γ −(n+1)
and the path therefore needs to spend (γ − (n + 1)) + (n + 1) = γ when going from Ek to s∗ via s′ . The Zigzag Lemma
and Corollary 1 then enable us to prove that any (0.5− ε)n-approximation algorithm could be used to decide mrHP which
contradicts N P 
= P . 
4.2. Addition and deletion of deadline vertices
We will now look at adding or deleting a vertex to or from the graph G and show that also for these cases there exists
no approximation algorithm with a ratio better than (0.5− ε)n.
Theorem 8. Let ε > 0. There is no polynomial-time approximation algorithm for lm((D ∧ V )+)--DlTSP with a ratio of (0.5− ε)n,
unless P = N P .
Proof. Let (G ′, P ′) be an instance of rHP. We construct G∗ as shown in Fig. 12. Obviously, there is an optimal Hamiltonian
path (P ′, D1, D2, D4, D3, t∗) from s∗ to t∗ with cost 7n. If there exists a Hamiltonian path P from s′ to vi 
= t′ in G ′ , there
is another Hamiltonian path (P , D1, D2, D4, D3, t∗) in G∗ which is not cheaper.
It is clear that we can insert a vertex v in such a way that the locally modiﬁed graph G∗ is exactly the one shown in
Fig. 10. By extending G∗ as shown in Lemma 1, a lower bound of (0.5− ε)n follows by applying Corollary 1. 
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Theorem 9. Let ε > 0. There is no polynomial-time approximation algorithm for lm((D ∧ V )−)--DlTSP with a ratio of (0.5− ε)n,
unless P = N P .
Proof. Let (G ′, P ′) be an instance of rHP and let G∗ be as shown in Fig. 13. An optimal Hamiltonian path from s∗ to t∗
is the path (P ′, v, D2, D1, D3, D4, D5, t∗) which uses the known path P ′ . The costs for this path are 8n + 1 in the sum. If
there exists a second Hamiltonian path from s′ to vi 
= t′ in G ′ , a second optimal solution is (P , v, D2, D1, D3, D4, D5, t∗),
because v has to be visited right after KG ′ is traversed.
Obviously, we can now apply the local modiﬁcation by deleting v from G∗ and obtain the graph shown in Fig. 10 which
leads to a lower bound of (0.5− ε)|V | due to Lemma 1 and Corollary 1. 
5. Upper bounds
We will now look at upper bounds for the reoptimization versions introduced. For the majority of the local modiﬁcations,
we are able to give rather simple bounds. However, in the cases vertices without deadlines are added or deleted, we show
tight bounds of 2. Remember that C˜ denotes the given arbitrarily bad feasible solution and let CN denote the optimal
solution for the new instance.
5.1. The general case
Since we already know a 2.5-approximation algorithm for -DlTSP with a bounded number of deadline vertices (see
[9,10]), we can directly apply this upper bound to any reoptimization version. Considering the results from Section 3, there
remains a gap between the lower and upper bounds.
In Section 4, we proved a lower bound of (0.5 − ε)n for the general case (i.e., for an unbounded number of deadline
vertices) for several local modiﬁcations. It is easy to see that this bound is tight: No matter how expensive C˜ is, it is a
0.5n-approximation: Every edge e in C˜ connects two vertices v j and vk which are also connected in CN by two distinct
paths P1 and P2. Due to the triangle inequality, it holds that c(e)min{c(P1), c(P2)} 0.5 ·OptN . Since there are exactly n
edges in such a cycle, C˜ is a 0.5n-approximation for CN .
5.2. Addition and deletion of non-deadline vertices
In the cases that we add or delete a vertex, however, we are able to improve the upper bound by giving a 2-
approximation which holds even for an unbounded number of deadline vertices.
Theorem 10. There is a polynomial-time 2-approximation algorithm for lm(V+)--DlTSP.
Proof. Let (GO ,D) be the given old instance. We will give a simple algorithm A for lm(V+)--DlTSP that has an ap-
proximation ratio of 2. Let C = (s, v1, . . . , vn−1, s) be the given optimal solution with cost OptO for the old instance.
For the local modiﬁcation, a vertex v is inserted into the graph (i.e., GN = GO + v). The algorithm A will simply output
CA = (s, v1, . . . , vn−1, v, s).
Since there is no deadline at v and C is feasible for the old instance, CA is also feasible for the new instance. Observe
that trivially OptO  OptN and that each of the two edges A inserts into GO has cost at most 0.5 · OptN . It directly follows
that costA  OptO + 2 · 0.5 · OptN  2 · OptN . 
Theorem 11. There is a polynomial-time 2-approximation algorithm for lm(V−)--DlTSP.
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OptO . Furthermore, let GN = GO − vi for some 1 i  n − 1. We will give a straight-forward algorithm B for lm(V−)--
DlTSP which has an approximation ratio of 2. The algorithm B will output CB = (s, v1, . . . , vi−1, vi+1, . . . , vn−1, s) where
vi−1 and vi+1 are the neighbours of vi in C . Let v = vi , the costs of this solution are exactly
costB = OptO − c(v, vi−1) − c(v, vi+1) + c(vi−1, vi+1). (3)
Let x denote the last vertex visited in CN before returning to s. Then
OptN + c(x, v) + c(v, s) OptO (4)
since otherwise, inserting v at the end of CN would give a feasible solution (remember that v has no deadline) for the old
instance which costs strictly less than OptO . This would contradict the optimality of C .
Inequalities (3) and (4) directly imply:
costB  OptN + c(v, s) + c(v, x) − c(v, vi−1) − c(v, vi+1) + c(vi−1, vi+1)
 OptN + c(v, vi−1) + c(vi−1, s) + c(v, vi+1) + c(vi+1, x) − c(v, vi−1) − c(v, vi+1) + c(vi−1, vi+1)
yielding
costB  OptN + c(s, vi−1) + c(vi−1, vi+1) + c(vi+1, x). (5)
A similar estimation yields
costB  OptN + c(x, vi−1) + c(vi−1, vi+1) + c(vi+1, s). (6)
We will now show that, in any case,
c(s, vi−1) + c(vi−1, vi+1) + c(vi+1, x) OptN or
c(x, vi−1) + c(vi−1, vi+1) + c(vi+1, s) OptN .
We now distinguish two cases according to the order in which s, vi−1, and vi+1 appear in CN .
Case 1. cN = (s, . . . , vi−1, . . . , vi+1, . . . , x, s). In this case, OptN  c(s, vi−1)+ c(vi−1, vi+1)+ c(vi+1, x)+ c(x, s). From inequal-
ity (5) it follows that costB  2 · OptN .
Case 2. CN = (s, . . . , vi+1, . . . , vi−1, . . . , x, s). In this case, OptN  c(s, vi+1)+c(vi+1, vi−1)+c(vi−1, x)+c(x, s). From inequal-
ity (6) it follows that costB  2 · OptN also in this case, thus ﬁnishing the proof. 
6. Conclusion
In this paper, we presented lower bounds on the reapproximability of the metric traveling salesman problem with dead-
lines for various local modiﬁcations and gave two very fast 2-approximation algorithms for two different reoptimization
variants. For an unbounded number of deadline vertices, we were able to give tight bounds (see Table 1 in the introduc-
tion). On the other hand, it remains as an open problem to improve the bounds for a constant number of deadlines for
several local modiﬁcations like adding a deadline to an existing, deleting a deadline from a vertex, and adding or deleting a
deadline vertex.
Since in many practical applications typical deadline TSP instances might be (slightly) non-metric, it would be interesting
to investigate how different reoptimization versions behave in terms of stability of approximation (see [17]), i.e., how their
approximability changes when relaxing the triangle inequality, as already investigated in [10] for the non-reoptimization
case of deadline TSP.
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