Inspired by the numerous social and economic benefits of diversity [1, 2, 3, 4, 5, 6], we analyze over 9 million papers and 6 million scientists spanning 24 fields of study, to understand the relationship between research impact and five types of diversity, reflecting (i) ethnicity, (ii) discipline, (iii) gender, (iv) affiliation and (v) academic age. For each type, we study group diversity (i.e., the heterogeneity of a paper's set of authors) and individual diversity (i.e., the heterogeneity of a scientist's entire set of collaborators). Remarkably, of all the types considered, we find that ethnic diversity is the strongest predictor of a field's scientific impact (r is 0.77 and 0.55 for group and individual ethnic diversity, respectively). Moreover, to isolate the effect of ethnic diversity from other confounding factors, we analyze a baseline model in which author ethnicities are randomized while preserving all other characteristics. We find that the relationship between ethnic diversity and impact is stronger in the empirical data compared to the randomized baseline model, regardless of publication year, number of authors per paper, and number of collaborators per scientist. Finally, we use coarsened exact matching to infer causality, whereby the scientific impact of ethnically diverse papers and scientists are compared with closely-matched control groups [7]. Impact gains of 11.64% and 55.45% were observed between the top and bottom 10% group and individual diversities, respectively. This provides further evidence that ethnic diversity leads to higher scientific impact.
which suggests that the impact of diversity is non-monotonic. Furthermore, diversity can be a divisive topic that is clouded by emotion, partisan loyalties and political correctness, all of which can hinder impartial discussions [20] . The factors above strongly motivate an objective study on the value of diversity, and on whether more diverse groups achieve greater success.
One domain in which this question can be effectively addressed is academia [3, 6] . The structure of academic collaboration is observable via co-authorships, which frequently involve scientists from different locations, disciplines and backgrounds [21, 22] . Furthermore, academic output has an objective, widelyaccepted measure-citation count [23, 24] . This amenability to analysis has already attracted attempts at identifying the factors which underlie success in academia, an enterprise known as the "science of science" [25] . Although many such factors have been studied, including gender [26] , academic age [27] , team size [28] , interdisciplinarity [29] , ethnicity [30] , and affiliation [31, 32] , several questions remain unanswered, some of which are addressed in our study. In particular, we are the first to (i) compare different types of diversity, (ii) examine the relationship between the diversity and research impact at the level of scientific fields, (iii) study diversity from the perspective of groups and individuals, (iv) study the evolution and effect of diversity over time, team size and number of collaborators, and (v) estimate the causal effect of diversity on scientific impact. The results of these multiple angles of analysis are combined to form a far richer picture of diversity than has been possible in the past.
We use the Microsoft Academic Graph dataset 1 , and analyze 1,045,401 multi-authored papers, authored by 1,529,279 scientists, spanning 8 main fields and 24 subfields of science. Moreover, for each such scientist with at least 10 collaborators, we analyze his/her entire set of collaborators, amounting to a total of 5,103,877 collaborators over 9,472,439 papers (Sections S1.1 through S1.6). We analyze diversity with regards to five aspects of scientific collaborations: (i) ethnicity, denoted by "eth"; (ii) discipline, "dsp"; (iii) gender, "gen"; (iv) affiliation, "aff "; and (v) academic age, "age" (Section S2.1). These types reflect many technical and social factors that influence teamwork and collaboration. Affiliation is reflective of geographic location, and may even reflect the way collaborative work is carried out-from the style and culture of collaboration to its mundane details, such as the medium used to collaborate, e.g., face-toface interactions vs. telecommunication or email. Academic age is not only indicative of the amount of experience that a scientist has, but is also typically associated with actual age. Discipline may reflect a scientist's substantive knowledge and his/her acquired skills through training, as well as the culture in which collaborative work is carried out. Ethnicity and gender may play a role in shaping scientists' social identities, unconscious biases, and knowledge that likely applies to social situations. For each diversity type, we distinguish between group diversity, where the unit of analysis is the paper's set of authors, and individual diversity, where the unit of analysis is a scientist's entire set of collaborators. In both cases, we use Gini Impurity [33] to quantify diversity (Sections S2.2 through S2.4).
As a proxy for scientific impact, we consider the number of citations received within five years of publication, denoted by c , taken over scientists in that subfield (notation summary and formal definitions are in Table S5 and Section S2, respectively). Remarkably, from both the group and individual perspectives, we find that a subfield's ethnic diversity is the most strongly correlated with impact (r is 0.77 and 0.55 for d and S7. While these findings do not imply causation, it is still suggestive that one can largely predict scientific impact based solely on average ethnic diversity, especially given that ethnic diversity is unrelated to technical competence.
Intrigued by these findings, we further explore the phenomenon of ethnic diversity by analyzing a randomized baseline model in which the scientists' ethnicities are shuffled. This process is akin to creating a universe in which ethnicity is eliminated as a criterion in the selection of co-authors while preserving other factors. Importantly, for every paper p in the real dataset, there exists a matching paper p in the randomized dataset that may differ from p in terms of ethnic diversity, but is identical to p in terms of gender, discipline, affiliation, academic age, citations, publication year, number of authors per paper and number of collaborators per author. Furthermore, while such a baseline model may produce ethnically homogeneous groups, the emergence of such groups is purely the result of random chance, rather than homophily [34] . As such, by comparing the real dataset with this baseline model, we can quantify homophily, and understand how it is related to academic impact. are both more common in reality than would be expected by random chance, highlighting the fact that homophily does indeed exist in academia. These observations persist, regardless of the publication year (Figures 2C), the number of authors per paper ( Figure 2D ) and the number of collaborators per scientist (Figures 2E). Next, we study the relationship between homophily and impact in the randomized universes where, as noted earlier, ethnicity is excluded as a criterion for selecting co-authors while the other factors are preserved. Hence, it stands to reason that any differences in field impact between the randomized and real datasets can be attributed to ethnic diversity. To examine these differences, we plotted in Figures 2F  and 2G the correlation between c Having studied the differences between the real and randomized datasets at the level of scientific fields, we now study these differences at the level of papers and scientists ( Figure 3) . Here, the papers were partitioned into two categories which we label as "diverse" (d Figure 3E ). We replicated the plot using the randomized dataset ( Figure 3F ), and measured the relative impact gain, c
of the diverse over the non-diverse in both datasets ( Figure 3G ). These results show that, for almost all of the cases investigated, the competitive edge of being diverse is greatly reduced in the baseline model. Furthermore, the competitive edge holds regardless of the number of authors per paper ( Figures 3H to 3J) , and the number of collaborators per scientist ( Figures 3K to 3M) .
In an effort to establish a causal link between ethnic diversity and scientific impact, we use coarsened exact matching [7] , a technique used to infer causality in observational studies. Specifically, it matches the control and treatment populations with respect to the confounding factors identified, thereby eliminating the effect of these factors on the phenomena under investigation. In our case, when studying group ethnic diversity, the treatment set consists of papers for which d . This process is repeated using i = 10, 20, 30, 40, 50, corresponding to progressively larger gaps in ethnic diversity between the two populations. Thus, if ethnic diversity does indeed increase scientific impact, we would expect to find a significant difference in impact between the two populations, and that it increases in tandem with the aforementioned gap in diversity. We identified the following confounding factors: (i) year of publication; (ii) number of authors; (iii) field of study; (iv) affiliation ranking; and (v) authors' impact prior to publication. The same process was carried out for individual ethnic diversity, with the following confounding factors: (i) academic age; (ii) number of collaborators; (iii) discipline; and (iv) affiliation ranking; see Section S3 for more details. Tables 1 and 2 summarize the results for group and individual ethnic diversities, respectively. As can be seen, increasing the diversity gap between the control and treatment populations broadly increases the impact gain between the two populations. For example, papers and scientists above the median witnessed an average increase of about 5% and 19% respectively, compared to those below the median. In contrast, papers and scientists above the 90 th percentile witnessed an average increase in impact of about 12% and 55% respectively, compared to their counterparts below the 10 th percentile. Notice how these impact gains are significantly greater than in the previous case.
Finally, we investigate the interplay between group ethnic diversity, d Figure 4 . Here, if we denote the matrix by A, and label the bottom row and leftmost column as "1", we find that
Hence, while it appears that both group and individual diversities can be valuable, the former seems to have a greater effect on scientific impact. This matters as it implies that an author's open-mindedness and inclination to collaborate across ethnic lines is not as important as the mere presence of co-authors of different ethnicities on a paper.
Our results illuminate some unexpected connections between diversity and scientific collaboration. The 4 preeminence of ethnicity over the other types of diversity is especially surprising since ethnicity is not as related to technical competence as some of the other types. These findings have significant implications. For one, recruiters should always strive to encourage and promote ethnic diversity, be it by recruiting candidates who complement the ethnic composition of existing members, or by recruiting candidates with proven track records in collaborating with people of diverse ethnic backgrounds. Another implication is that, while collaborators with different skill sets are often required to perform complex tasks, multidisciplinarity should not be an end in of itself. Conversely, our results suggest that bringing together individuals of different ethnicities, with the attendant differences in culture and social perspectives, could ultimately produce a large payoff in terms of performance and impact. This would imply that intangible factors such as team cohesion and a sense of esprit de corps should be considered in addition to technical alignment. The underlying message is an inclusive and uplifting one. In an era of increasing polarization and identity politics, our findings may contribute positively to the societal conversation and reinforces the conviction that good things happen when people of different backgrounds, cultures, and yes, ethnicities, come together to work towards shared goals and the common good. Labeling the bottom row and leftmost column as "1", we find that Table 1 : Results of coarsened exact matching on group ethnic diversity. T and C are the treatment and control populations respectively; T and C are the populations of matched treatment and matched control papers respectively; L 1 is the multivariate imbalance statistic [7] ; δ is the relative impact gain of T over C , i.e., δ = 100 × ( c This is a dataset consisting of scientific publications, their citation records, date of publication, information regarding the authorship (such as name and affiliation), publication venue and more. The dataset also contains a citation network in which every node represents a paper and every directed link represents a citation. While the number of citations of any given paper is not provided explicitly by the dataset, it can easily be calculated from the citation network. More important, the dataset specifies the keywords in each paper, as well as the position of each such keyword in a field-of-study hierarchy, the highest level of which is comprised of 19 disciplines. 2 Unfortunately, the dataset suffers from three limitations: (i) it does not specify the publication venue's field of science; (ii) it does not specify the ethnicity of each scientist; and (iii) it does not specify the gender of each scientist. In the following three subsections, we show how to overcome these limitations.
S1.2 Acquiring the Field of Science of Each Publication Venue
To address limitation (i) of Microsoft Academic Graph, we refer to Google Scholar Metrics. Note that some keywords fall under multiple disciplines. For instance, according to the dataset, the keyword "Fast fission" has a 50% match with Physics and a 50% match with Chemistry. Lastly, to avoid any potential confusion between a scientist's area of science, and a paper's area of science, we will use the term "discipline" when referring to the former, and use the term "field" when referring to the latter.
S1.3 Classifying the Ethnicity of Each Scientist
To address limitation (ii) of Microsoft Academic Graph, we used the Name Ethnicity Classi-
(1, 2) to identify the ethnicity of each scientist. In particular, this classifier uses various machine-learning techniques to classify any given name into the following 13 ethnic groups (any unresolved names are marked as "unknown"):
10. Greater European, West European, Germanic (or "Germanic" for short);
11. Greater European, West European, Hispanic (or "Hispanic" for short);
12. Greater European, West European, Italian (or "Italian" for short);
13. Greater European, West European, Nordic (or "Nordic" for short).
As can be seen, the term "ethnicity" is used here in its broader sense, where an ethnic group is defined as "a social group that shares a common and distinctive culture, religion, language, or the like".
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The Name Ethnicity Classifier (1-3) has an overall accuracy 6 of 80%, which is quite impressive given that the classifier depends solely on the individual's name.
Importantly, this accuracy is measured over 20 million distinct names, comprising over 100 million individual entity references (1). Admittedly, an accuracy of 80% means that some names will be misclassified. Nevertheless, unlike conventional methods where ethnicity is identified manually, this classifier allows for conducting studies at an unprecedented scale, e.g., involving millions of names. In our case, we were able to obtain the ethnicity of every single scientist in our study.
S1.4 Identifying the Gender of Each Scientist
To address limitation (iii) of Microsoft Academic Graph, we needed to identify the gender of each scientist in our dataset. To this end, a number of alternative methods have been proposed in the literature to identify the gender (either male or female) of any given individual based solely on his/her first name (4-6). Out of all those alternatives, a software tool called "'Genderize.io", which is available at: https://genderize.io/, was shown to be the most reliable (4).
Note that gender identification based solely on first name is indeed very challenging (if not impossible, in some cases), due mainly to the fact that some names are unisex. As such, it is per-5 http://www.dictionary.com/browse/ethnicity?s=t 6 While the authors report the results of each ethnicity independently, the overall accuracy can easily be computed from these results.
haps not surprising that 47.71% of the names tested on Genderize.io were unclassified, i.e., the tool returned "unknown" for each such name (4). Nevertheless, this tool outperformed the alternative methods, for which the number of unclassified names exceeded 84%. As for the names that were classified, the "error rate" represents the percentage of names whose classification was incorrect. While the alternative methods had an error rate greater that 32%, Genderize.io had an error rate of just 7%, which is impressive given that the input to this gender-identification tool is merely the first name of the individual in question. Admittedly, an error rate of 7% means that some genders will be misclassified. Nevertheless, unlike conventional methods where gender is identified manually, this automated tool allows for conducting studies at an unprecedented scale, covering thousands, or even millions of names. Using Genderize.io, we were able to classify the gender of 3,183,911 scientists. To further increase our confidence of the gender classification, we considered only the 2,046,359 names that were classified with at least 90% confidence.
S1.5 Controlling for Countries
To control for countries, we consider papers of which the majority of the authors' affiliations belong to any of the following countries: USA, UK, Canada and Australia. The rationale behind this choice is threefold:
1. These are predominantly English-speaking countries. 7 As English is widely considered the universal language of science, 8 limiting our study to English-speaking countries should cover a wide range of cultural, ethnic and national backgrounds.
2. These countries have ethnically diverse populations and higher-education systems that attract large numbers of international students and faculty members. In contrast, universi- To put it differently, most papers (co)authored in these four countries are arguably (i) written in the same language, (ii) produced in environments that permit the formation of diverse teams and (iii) relatively more likely to produce high-impact research. The above factors help to ensure that the papers studied are, in general, highly impactful and comparable. Of all the affiliations present in the Microsoft Academic Graph dataset, 5,899 (out of a total of 19, 788) were manually verified to be based in one of the aforementioned four countries.
S1.6 Excluding Review Papers
Review papers exhibit different statistics (7-9), and could bias our results. As such, we excluded from our analysis any review papers that we could find based on tell-tale words that could be found in the keywords of the paper, such as "literature review", "literature", or "survey".
Following this process, 11,367 review papers were found and removed from our dataset.
S1.7 Scientific Impact: Citation Counts
In their expansive study on scientific impact, Sinatra et al. (10) studied the number of citations that a paper accumulates 10 years after publication, denoted by c 10 ; the same impact measure was later on used in (?). We follow a similar approach, but focus on 5 rather than 10 years. This way, we incorporate more recent papers in our study, which is particularly important since the majority of the papers in our study were published in recent years ( Figure S1 ). Based on this, as We distinguish between the number of citations that a paper accumulates, and the number of citations that a scientist accumulates. To this end, we introduce the following notation:
The number of citations that paper p j accumulates 5 years after publication, where "G" stands for "Group";
The average number of citations that scientist s i accumulates from a paper 5 years after its publication, where "I" stands for "Individual". More formally:
To improve readability, we will often write c Various studies have demonstrated that the average number of citations per paper changes over time (7, (10) (11) (12) . To mitigate this temporal effect, we follow the approach proposed by Sinatra et al. (10) , and consider an alternative, normalized measure of impact, defined as:
, where c 
Considering every paper in the entire MAG dataset, we found that c 
S2 Quantifying Diversity
This section starts by discussing the five types of diversity that are considered in our study (Section S2.1). After that, Sections S2.3 and S2.4 discuss the group and individual diversity indices, respectively. A summary of all notation is provided in Table S3 .
S2.1 Types of Diversity
When exploring diversity in research collaborations, we investigate five types of diversity:
1. Ethnic diversity: This type of diversity takes into consideration the ethnic background of each scientist. As described in Section S1.3, we use the Name Ethnicity Classifier to identify the ethnicity of each scientist.
Gender diversity:
This type of diversity takes into consideration the gender of each scientist, which is identified using Genderize.io. When studying gender diversity, we only include a paper if the gender of each of its author is identified by Genderize.io; see Section S1.4 for more details.
3. Age diversity: Here, "age" refers to the academic age of a scientist, which we measure by subtracting the year of the scientist's first paper from the year 2009 (see Section S1.7 for more details). The resulting dataset is then divided into the following bins:
• Academic age group 0 : 0-9 years of experience;
• Academic age group 1 : 10-19 years of experience;
• Academic age group 2 : 20-29 years of experience;
• Academic age group 3 : 30-39 years of experience;
• Academic age group 4 : 40-49 years of experience;
• Academic age group 5 : 50 years of experience.
Discipline Diversity:
This type of diversity takes into account the co-authors' area of expertise. We determine the discipline of each scientist based on the keywords that are specified in his/her papers. This is made possible by the fact that the MAG dataset specifies the probability of each keyword belonging to any of the following 19 disciplines:
(1) Art Formally, the probability of scientist s i belonging to discipline x j is calculated as follows:
where Papers(s i ) denotes the set of papers of scientist s i , Keywords(p) denotes the set of keywords of paper p, P (dsp(w) = x j ) denotes the probability that the keyword w belongs to the discipline x j , and Disciplines denotes the set of the 19 disciplines in MAG. Then, 9 the discipline of scientist s i is determined as follows:
arg max
where P (dsp(s i ) = x k ) is calculated as in Equation (3). We exclude from our analysis any paper of which the discipline of an author is "unknown".
Affiliation Diversity:
This type of diversity takes into consideration the affiliations of the co-authors of a paper. Note that a scientist's affiliation may vary from one paper to another. We exclude any papers where an author has more than one affiliation or no affiliation at all. This way, having multiple affiliations on a paper indicates that it is the result of collaboration across different research entities.
S2.2 Measuring Diversity
The diversity of any given group reflects the degree to which its members differ from one another. To study the relationship between this property and the success of the associated group, a numerical measure of group diversity is required. To this end, several metrics have been proposed, the majority of which fall into two main categories:
1. Metrics that measure diversity by quantifying the uncertainty in predicting the type of an element drawn randomly from the set in question. Such a metric is commonly known as the Shannon entropy or the Shannon-Wiener Index. Formally, given k types, and a set S, the Shannon entropy is computed as follows, where p i (S) denotes the proportion of the elements of S that are of the i th type:
2. Metrics that are designed to reflect the degree of concentration when the group members are classified into types (13) . Such a metric is commonly known as the Simpson index in ecological literature, and as the Herfindahl-Hirschman index in the economic literature (14) . It can also be found, with slight variations, in other fields under different names, including the probability of interspecific encounter (15), the Gini-Simpson index (16), and the Gini impurity (17) . The formula for the Gini impurity can be found in Section S2.3.
For every paper in the entire MAG dataset, we measured the ethnic diversity in the group of authors using the Shannon entropy and using the Gini impurity. The two measures are plotted against each other in Figure S3 . As can be seen, the two are strongly correlated, with Pearson's r = 0.93 and p < 0.0001. Based on this, throughout the remainder of our study, we focus on just one of those measures, namely the Gini impurity, which will be explained in more detail in the following subsection.
S2.3 Group Diversity Index
In this subsection, we explain how the Gini impurity (18) is used to measure the diversity in any given paper. To this end, we need to introduce some additional notation. Let S and P denote the set of scientists and the set of papers under consideration, respectively. Furthermore, let Authors(p j ) ⊆ S denote the set of authors of paper p j . Now, for any given scientist s i ∈ S, let eth(s i ), gen(s i ), dsp(s i ), and age(s i ) denote the ethnicity, the gender, the discipline and the academic age of s i , respectively. Similarly, let aff (s i , p j ) denote the affiliation of scientist s i on paper p j .
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For details on how the ethnicity, gender, discipline, academic age, and affiliation are identified, see Section S2.1. Note that for any given paper, p j , any set {x(s i ) : s i ∈ Authors(p j )} such that x ∈ {eth, gen, age, dsp} is actually a 10 The affiliation of s i is denoted by aff (s i , p j ) rather than aff (s i ) because the affiliation of a scientist may vary from one paper to another. multiset. Likewise, the set {aff (s i , p j ) : s i ∈ Authors(p j )} is also a multiset. When dealing with multisets, we will use square brackets instead of curly ones. 
where
With this notation in place, we are now ready to formally define our group diversity index. In particular, for any given paper, p j ∈ P , the group diversity index of p j is defined as follows,
where the "G" in d G x stands for "Group":
We will often omit the paper, p j , from the notation d G x (p j ) and simply write d G x whenever the paper itself is clear from the context. Next, we summarize our five group diversity indices, and specify the papers that were considered for each such index (out of all 1,045,401 papers published in our dataset):
1. d G eth -the "group ethnic diversity index"; we calculated this for all papers in our dataset.
d
G gen -the "group gender diversity index"; for any paper, we calculate this index only if the gender of each of author has been identified by Genderize.io.
G age -the "group age diversity index"; this was calculated for all papers in our dataset.
G dsp -the "group discipline diversity index"; for this index, we exclude every paper of which an author's discipline is "unknown" according to Equation (4).
G aff -the "group affiliation diversity index"; we calculated this index for every paper whose authors each have exactly one affiliation on the paper (i.e., we exclude papers of which an author has more than one affiliation, or no affiliation at all).
S2.4 Individual Diversity Index
For any given scientist, s i ∈ S, the individual diversity index of s i is defined as follows:
where "I" in d I x stands for "Individual", Papers(s i ) denotes the set of papers of which scientist s i is an author, denotes the multiset sum operation, and Gini is defined as in Equation (5).
We will clarify the notation through an example. Suppose that scientist A is an author of just two papers, p 1 and p 2 , such that:
• Authors(p 1 ) = {A, B, C};
• Authors(p 2 ) = {A, C, D};
• the ethnicities of B, C, and D are Japanese, British, and French, respectively.
Then we would have:
S3 Coarsened Exact Matching
To establish a causal link between ethnic diversity and scientific impact, we use coarsened exact matching (?), a technique used to infer causality in observational studies. Specifically, it matches the control and treatment populations with respect to the confounding factors identified, thereby eliminating the effect of these factors on the phenomena under investigation. In our case, we identified the following confounding factors when studying a paper's group ethnic diversity:
• year of publication: 5 bins, the first of which contains papers published before 1990; the remaining 4 bins reflect 5-year intervals between 1990 and 2010.
• number of authors: Each bin corresponds to a single number.
• field of study: 8 bins, one for each of the main fields of science.
• affiliations rankings: 2 bins, one for all universities ranked in the top 500 11 , and one for the rest.
• authors' impact prior to publication: This is measured using the average citation count per year of authors at date of publication. 2 bins, one containing papers where the average of the authors' impact is in the top 25% percentile.
In contrast, when studying an author's individual ethnic diversity, we identified these confounding factors:
• academic age: 10 bins, with boundaries set to the sample percentiles.
• number of collaborators: 10 bins, with boundaries set to the sample percentiles.
• discipline: 8 bins, one for each of the main fields of science.
• affiliation ranking: 2 bins, one for universities ranked in the top 500, and one for the rest.
11 http://www.shanghairanking.com/ARWU2017.html Next, we filter the dataset and retain only papers and scientists for which the above confounding factors are known. Throughout the remaining steps of CEM, we will only deal with this filtered dataset. We now move on to selecting the treatment set, T , and the control sets, C. To this end, Similarly, when studying individual ethnic diversity:
• the treatment set consists of papers with d The results of the CEM have already been presented in detail in Tables 1 and 2 in the main paper. For the group diversity, we observe an 11.64% increase in number of citations compared to the matched control set. For individual diversity, an impact gain of 55.46% was observed.
To demonstrate the robustness of our findings, we then perform sensitivity analysis where, in addition to the initial experiment using i = 10, we also consider different percentile groupings, using P i d Tables 1   and 2 , and show that not only was the overall effect preserved, the impact gain increased in tandem with the diversity gap. G eth , for the real and randomized data. In most of the 24 subfields, the probability masses corresponding to the randomized data appear shifted to the right compared to the real data. Furthermore, in the real dataset, the frequency of teams with absolute homophily (i.e., where d I eth , for the real and randomized data. In nearly all 24 subfields, the probability masses corresponding to the randomized data appear shifted to the right compared to the real data. Furthermore, in the real dataset, the frequency of teams with absolute homophily (i.e., where d in each of the 24 subfields, which are grouped into the 8 main fields in Google Scholar. In the case of group ethnic diversity and group age diversity, every significant correlation with c G 5 is positive, and nearly all correlations were significant. This, however, does not hold for the remaining group diversity indices (see the corresponding p-values in Table S1 ). Table S2 ). Tables   Table S1: Pearson's r and p values corresponding to each subfield in Figure S6 . 
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