Abstract. In this paper we address the problem of finding well approximating lattices for a given finite set A of points in R n . More precisely, we search for
Introduction
We address the following problem: given a finite set A of points in R n which do not fit in a hyperplane, find o, d 1 , . . . , d n ∈ R n such that the distance of a − o to the lattice Λ := d 1 Z + · · · + d n Z is relatively small for every a ∈ A. We shall call Λ a well approximating lattice, ignoring that a shift is made from the origin to o. As usual, for U ⊂ R n , v ∈ R n and r ∈ R we write U +v for {u+v : u ∈ U} and rU for {ru : u ∈ U}. Vectors will always be denoted by boldface letters. Let A = {a 1 , . . . , a k } ⊂ R n be given. If k ≤ n+1, there is an optimal solution for the problem. In the sequel we assume k > n+1. Of course, we can make the distances arbitrarily small by choosing d 1 , . . . , d n extremely small. Therefore we need a measure which enables us to compare the quality of solutions in a fair way. To do so we introduce the maximum norm N Λ,o (A) and the square norm N 
Λ,o (A).
In Section 2, after Theorem 2.4 we explain why the above choice of the norms is appropriate in case n = 1. We note that the problem in dimension one is close to that of finding approximate greatest common divisors of integers; see the papers [4] and [3] . However, our problem is different, because we approximate by real lattices and, moreover, allow the origin to shift to o. On the other hand, in [4] and [3] algorithms are given to provide all solutions satisfying some condition, whereas we shall provide solutions without claiming completeness or optimality.
In Section 2, we deal with the one-dimensional case. Theorems 2.1 and 2.2 provide upper bounds for the above norms N Λ,o (A), N (2) Λ,o (A), N(A), N (2) (A). Our main tools are simultaneous Diophantine approximation and (the theory of) the LLL algorithm [5] . Theorem 2.3 yields that the bounds for N(A) are rather sharp. Theorem 2.4 shows that homogeneous simultaneous Diophantine approximation appears in a natural way in the study of the problem. Finally, Theorem 2.5 tells that if a very well approximating lattice Λ exists, the LLL algorithm should find a well approximating lattice. In Section 3, we extend the algorithmic method of Section 2 to the multi-dimensional case by applying it to each coordinate axis. In Section 4 we generalize the method of Section 2 to the multi-dimensional case in a simultaneous way. We prove that our strategy provides a good approximation if a very good approximation exists. Finally, in Section 5, we use the least squares algorithm to optimize the numerical results with respect to the N (2) (A)-norm. We illustrate the various methods by examples.
The one-dimensional case
Let n = 1 and A = {a 1 , . . . , a k } ⊂ R be given. Then we have, for o, d in R, the maximum norm
, and the square norm
We give bounds for
taken over all d ∈ R with 0 < d ≤ diam(A) and o ∈ R, and construct pairs d, o which provide good simultaneous approximations. The upper bound on d is to avoid large d's, which would result in the trivial N(A) = 0.
Theorem 2.1. For any finite subset A of R we have N(A) < 1 and
In fact the proof of Theorem 2.1 implies that there are arbitrarily small
It is important to efficiently construct well approximating lattices. In this direction we prove the following result.
Theorem 2.2. For any finite subset
Theorem 2.1 is in some sense the best possible:
Theorem 2.3. There exist arbitrarily large finite subsets A of R such that N(A) > c 1 , where c 1 is a positive number depending only on A.
The next result shows that existence of a very good inhomogeneous approximating lattice implies the existence of a quite good homogeneous simultaneous diophantine approximation.
Theorem 2.4. Let A = {a 1 , . . . , a k } be a set of real numbers with k > 2 and a 1 < · · · < a k . Suppose that for some d, o ∈ R with 0 < d ≤ a k −a 1 we have N d,o < c 2 where c 2 is a positive constant. Then there exists a positive integer q such that
and
where
, and ||.|| denotes the distance to the nearest integer.
With these theorems it is possible to explain why N(A) is a fair norm, at least in dimension one. In the first place we should compensate for scaling. If we multiply all a i by a number α > 0, then all the distance are also multiplied by α and so, by dividing by d we neutralize scaling. We further have to compensate for the value of d, which is close to (a k − a 1 )/q. According to Theorem 2.4 the expected distances from qα i to the nearest lattice point is of the order q −1/(k−2) . Therefore we multiply by (
Remark. Since max i<j (a j − a i )/d is close to q, the expected value of
We shall present some examples using the LLL procedure of Maple 15. Here we have to choose some parameters. Without loss of generality we may assume a 1 < a 2 < · · · < a k . First we subtract a 1 from every element of A. Then we scale all the obtained numbers by dividing them by the largest distance between the numbers a i − a 1 , i.e. by a k − a 1 . Further we choose an ε of order d By subtracting a 1 and dividing by a 6 − a 1 = max i<j |a j − a i |, computing in 10-digit precision, but writing in 4-digit precision, we get the normalized numbers If we start with ε = 10 −2 in place of ε = 10 −3 and we follow the same procedure, then we obtain again q = 14, yielding the same error values.
Example 2.2. In the second example we choose
The largest distance is a 6 − a 1 = √ 13 = 3.6056. Dividing by this number gives the normalized numbers Thus the points (a 1 , . . . , a 6 ) are close to d · (0, 72, 93, 110, 138, 150). In this way we obtain If we start with ε = 10 −2 in place of ε = 10 −3 and we follow the same procedure, we obtain q = 8,
The next theorem shows that a well approximating lattice with similarly sized d cannot be much better than the lattice we found by the LLL algorithm. Theorem 2.5. Suppose the LLL algorithm applied to a 1 = 0 < a 2 < · · · < a k−1 < a k = 1 and ε > 0 yields b 1 as the first row of the matrix B. Then for every
and every choice of integers p
whereas the LLL algorithm finds integers
For the proofs of the theorems we first turn to Theorem 2.2.
Then, by Lemma 8 of [1] , for any ε ∈ (0, 1) integers p 2 , . . . , p k−1 and q can be found in polynomial time such that
We note that the same assertion follows already from Proposition 1.39 of [5] 
we obtain by (1) and (2), putting
For the upper estimate for N (2) (A) we use the bound 0 for i = 1, k and the bound 2
Proof of Theorem 2.1. The proof goes along the same lines as that of Theorem 2.2. The only difference is that in place of Lemma 8 of [1] , we use a theorem of Dirichlet (see Schmidt [6] , Chapter II) in (1), guaranteeing the existence of an integer q such that
where ||.|| denotes the distance to the nearest integer.
Proof of Theorem 2.3. Let a 1 = 0, a 2 , . . . , a k−1 , a k = 1 be k numbers in a real algebraic number field of degree k − 1 such that a 2 , . . . , a k−1 , 1 are linearly independent over Q and a 1 < a 2 < · · · < a k−1 < a k . Then, by Theorem III on p. 79 of [2] , there exists a positive real number γ (depending only on a 2 , . . . , a k−1 ) such that for all positive integers q we have
Suppose that for some real numbers o, d, ε with 0 < d ≤ 1, 0 < ε < 1/4 we have (4) max
where the p i are integers minimizing the expressions
Set t = 1/d and let ||.|| denote the distance to the nearest integer. Then we have, by
max 2≤i≤k−1 ||ta i || < 2ε and ||t|| < 2ε.
Let q be an integer with |t − q| ≤ 1/2. Then for i = 2, . . . , k − 1 we obtain, by (3) and (6),
Observe that t/q ≥ 1/2. By choosing ε = γ/(4q 1/(k−2) ), the above inequality yields max
which contradicts (6) . Hence for the chosen value of ε inequality (4) does not hold. It follows that
Proof of Theorem 2.4. Let o and d be real numbers with 0
where c 2 is an arbitrary positive real. Then we have
||tα i || < 2ε and ||t|| < 2ε.
Thus choosing integers q such that |t − q| = ||t|| and p i such that |tα i − p i | = ||tα i ||, by (7) we get for all i = 2, . . . , k − 1
Hence by the definition of ε and t, noting that by t ≥ 1 we have q > 0 and q/t ≤ 4/3, we derive
Similarly, by (7),
Proof of Theorem 2.5. Let L be the lattice generated by the k − 1 vectors (1, 0, 0, . . . , 0), . . . , (0, . . . , 0, 1, 0), (a 2 , . . . , a k−1 , ε)
in R k−1 . According to [5] Theorem 1.11 we have, for every lattice point
where b 1 is the the shortest vector of an LLL-reduced basis of L. Clearly, any lattice point x ∈ L can be written as
So provided that |q ′ ε| <
, we have max i=2,...,k−1
For the second part, observe that it follows from the algorithm in [5] that for some integers p 2 , . . . , p k−1 , q we have
Lattices with the basis vectors in given directions
For any given finite set A ⊂ R n which do not fit into a hyperplane we
. That is, we approximate A with a rectangular lattice. By a linear transformation one can transfer any other prescribed set of lattice basis vectors to this case.
Let A = {a 1 , . . . , a k } with a i = (a i1 , . . . , a in ) ∈ R n for i = 1, . . . , k. As norms we use
1/n is the n-th root of the lattice determinant. Again we fix o = a 1 .
We illustrate by two examples how the results of Section 2 can be used in this case.
Example 3.1. We combine Examples 2.1 and 2.2. We choose n = 2, k = 6 and In Example 3.1 both coordinates are in increasing order. Of course, this need not be the case. In the next example we permute the second coordinates.
Example 3.2. We choose n = 2, k = 6 and
,
We again calculate in 10-digit precision and write in 4-digit precision, and take ε = 10 
Approximating with general lattices
In this section we present a method for finding well approximating general lattices. First we prove that our strategy provides a good approximation if a very good approximation exists. We generalize the method of Section 2 and illustrate how it works through some examples.
Theorem 4.1. If A is a finite set of k points in R n with k > n such that they do not fit into an n − 1-dimensional linear manifold and there exist a lattice Λ, a point o ∈ R n and an ε > 0 such that |a − o − Λ| < ε < 1/2 for all a ∈ A, then there exist an affine (inhomogeneous linear) transformation V : R n → R n and a 1 , . . . , a n+1 ∈ A such that V maps the lattice point in Λ nearest to a i −o to a i −o itself for i = 1, . . . , n+1 and |a − o − V Λ| < 2 n ε for all a ∈ A.
We shall use the following lemma.
Lemma 4.1. Let a rectangular box
. . , 0) and for i = 2, . . . , n let a ′′ i be a point of the form (b 1i , . . . , b ii , 0, . . . , 0) with
Then every point x ∈ B can be written as λ 1 a
Proof. By induction on n. For n = 1 the assertion is obvious. Suppose the statement is true for n. Then set
We identify the tuple (x 1 , . . . , x n ) ∈ B n with (x 1 , . . . , x n , 0) ∈ B n+1 and write b n+1 = (0, . . . , 0, b n+1 ). Any point x ∈ B n+1 can be written as x ′ +µb n+1 with x ′ ∈ B n and −1 ≤ µ ≤ 1. By the induction hypothesis x ′ can be written as λ 1 a
n with |λ i | ≤ 2 n−i for i = 1, . . . , n. By the same hypothesis a ′′ n+1 can be written as µa
n−i for i = 1, . . . , n. Hence
It follows that for i = 1, . . . , n the coefficient of a
Proof of Theorem 4.1. Suppose that a lattice Λ ⊂ R n , o ∈ R n and ε > 0 are such that |a − o − Λ| < ε < 1/2 for all a ∈ A. Let a ′ denote the lattice point of Λ nearest to a − o for a ∈ A and let A ′ be the set of such lattice points a ′ . Then, for a ∈ A, |a − o − a ′ | < ε. Without loss of generality we assume that a 
Consider the affine transformation U for which Ua 
Theorem 4.1 shows that the original inhomogeneous problem is not far from a homogeneous problem. We follow this idea in our treatment.
Let A = {a 1 , . . . , a k } ⊂ R n , and write a i = (a 1i , . . . , a ni ) for i = 1, . . . , k. we apply first a normalization as we did in Section 2, too. We choose n + 1 points of A, say a 1 , . . . , a n+1 as in the proof of Theorem 4.1. We first apply a shift which moves a 1 to the origin a Consider the (k − 1) × (k − 1) matrix
with a small ε, to be specified later in an appropriate way. Let B = (b ij ) i,j=1,...,k−1 denote the (k − 1) × (k − 1) matrix obtained by applying the LLL algorithm to the rows of T as in [5] . We expect the entries b ij to be relatively small. There exists a unimodular (k − 1)
transformation matrix S such that B = ST holds. We set
Note that all the p ij (i = 1, . . . , k − 1; j = 1, . . . , k − n − 1) and the q ij (i = 1, . . . , k − 1; j = 1, . . . , n) are integers. For i = 1, . . . , k − 1 and j = 1, . . . , k − n − 1 we have
. Since the b ij are 'small', it means that (for the above choice of the indices i, j)
is invertible. Then, recalling a N j = W (a j − o) for all j = 1, . . . , k, we find that
. . , n + 1, and
. . , k. This means that writing d i for the i-th column of −W −1 Q −1 , we get that the point a j is just the shifted lattice point
. . , n + 1, and it is close to
Recall that we also have a 1 = o.
We illustrate the method by some examples. In the examples we use the same norms as in Section 3, but ∆ is no longer equal to (
1/n , but it still equals the absolute value of the n-th root of the lattice determinant of the computed vectors d. From the construction it follows that |det(
In our first example we give a detailed description of our method.
Example 4.1. We work with the same values as in Example 3.1. We choose n = 2, k = 6 and
We choose an affine transformation where a 1 goes to a We also get that besides o = a 1 , a basis of a well approximating lattice to the original points a 1 , . . . , a 6 is given by the column vectors of To see the influence of the choice of the ε we have used our program to compare the results for ε = 10 −i with i = 2, 3, . . . , 10. In Table  1 , we give a summary of the results. Notice that, the lattices become smaller, but that the norms do not vary too much. The calculations were made in 20-digit precision.
One of the aims of the project is to recognize hidden structures. In the following example we started with linear combinations with integer coefficients of (lg 3, lg 7) and (lg 5, lg 8) (where lg x is the logarithm of x > 0 to base 10) and wondered whether the algorithm finds the underlying lattice. When we gave the set A with 4-digit accuracy it did not, but it did with 7-digit accuracy. With ε = 10 −4 we obtained the following. The least squares method enables us to optimize o, d 1 , . . . , d n with respect to the sum of the Euclidean distances between the points and the approximating lattice points. Notice that, when applying the least squares method, inversion of the matrix Q as in Section 4 is no longer needed. We illustrate this by applying the Maple 15 procedure LeastSquares to some treated examples.
We stress that in fact this method minimizes the numerator of the main term of the norm, i.e. the expression a∈A |a − o − Λ| 2 .
However, since the change in the basis vectors is minimal, we expect that the norm itself improves. This is supported by the examples below, too. Again, we compute in 10-digit precision, but write in 4-digit precision. 
