Color interpolation solutions drastically influence the quality of the whole image generation pipeline, so they must guarantee the rendering of high quality pictures avoiding typical artifacts such as blurring, zipper effects and false colors. Moreover, demosaicing should avoid emphasizing typical artifacts of real sensors data, such as noise and green imbalance effect, which would be further accentuated by the subsequent steps of the processing pipeline. In this paper we propose a new adaptive algorithm, which decides the interpolation technique to apply to each pixel, according to its neighborhood analysis. Edges are effectively interpolated through a directional filtering approach which interpolates the missing colors selecting the suitable filter depending on the edge orientation. Regions close to edges are interpolated through a simpler demosaicing approach. Thus flat regions are identified low pass filtered in order to eliminate some residual noise and to minimize the annoying green imbalance effect. Finally an effective false colors removal algorithm is used as a post-processing step, in order to eliminate residual color errors. The experimental results show how sharp edges are preserved whereas undesired zipper effects are reduced, improving the edge resolution itself and obtaining superior image quality.
I. INTRODUCTION
Imaging consumer, prosumer and professional devices, such as digital still and video cameras, mobile phones, personal digital assistants, visual sensors for surveillance and automotive applications, usually capture the scene content by means of a single sensor (CCD or CMOS), covering its surface with a Color Filter Array (CFA), thus significantly reducing costs, sizes and registration errors. The most common arrangement of spectrally selective filters is known as Bayer pattern [1] . Since each image sensing element can only detect one color of illumination, the sensor provides a grayscale image, which then undergoes a color interpolation process to reconstruct the full resolution image.
Traditional color interpolation methods usually result in color edge artifacts in the image, due to the non-ideal [2] . If the sampling is ideal, the repetitions do not overlap each other, thus the image I(x,y) can be faithfully reconstructed, otherwise the aliasing phenomenon occurs. The non-overlapping constraint implies a limited band, thus a not limited space, which cannot be performed on sensors . For this reason, in real cases, aliasing effects appear. The aliasing arises with false patterns or colors, and happens when the image frequencies exceed the sampling one. The two main types of demosaicing artifacts are usually named false colors and zipper effect. False colors are evident color errors which arise near the object boundaries, whereas zipper effect artifacts manifest as "on-off" patterns and are caused by an erroneous interpolation across edges. The green channel is less affected by aliasing than the red and blue channels, because it is sampled at a higher rate.
In [3] the spectral relationships between chrominance planes are used to explain the artifacts appearance. Color interpolation techniques should be implemented by considering the artifacts introduced by the sensor and the interactions with the other modules composing the image processing pipeline, as it has been well analyzed in [4] . This means that demosaicing approaches have to guarantee the rendering of high quality pictures avoiding typical artifacts, which could be emphasized by the sharpening module, thus drastically deteriorating the final image quality. In the meantime, demosaicing should avoid introducing false edge structures due to residual noise (not completely removed by the noise reduction block) or green imbalance effects. Green imbalance is a mismatch arising at G R and G B locations. This effect is mainly due to crosstalk [5] .
A wide variety of papers and patents has been produced about color interpolation in the last years, exploiting a lot of different approaches. A dissertation of some of them can be found in [6] . As it is disclosed in [7] , a well performing demosaicing technique has to exploit two types of correlation: spatial correlation and spectral correlation. According to the first principle, within a homogeneous image region, neighboring pixels have similar color values, so a missing value can be retrieved by averaging the pixels which belong to the same object. Spatial correlation is well exploited by those techniques which interpolate missing information along edges, and not across them [8, 9] . Spectral correlation states that there is a high correlation between the three color channels (R, G, B) in a local image neighborhood. For real world images the color difference planes (∆ GR =G-R and ∆ GB =G-B ) are rather flat over small regions, and this property is widely exploited in demosaicing and antialiasing techniques.
The algorithms exploiting spatial correlation are less affected by zipper effect, which usually appears when directional information is disregarded. Among the most recent and interesting techniques belonging to this class, we mention the techniques disclosed in [10] [11] [12] . Wu and Zhang in [10] interpolate a single image multiple times, under different hypotheses on edge or texture directions; then the final estimate is chosen in the full resolution color image, according to the reconstruction which better preserves the highest correlation of the color gradients. The technique in [12] , similarly to the previous one, reconstructs the original CFA image by both a horizontal and a vertical interpolation process; at the end, the decision between the two estimates is performed according to the local homogeneity of the image. Menon et al. in [11] propose a technique where the decision between two differently interpolated green estimates is achieved on a window basis, thus reducing the complexity of the algorithm.
The paper [13] proposes a color interpolation method, which expands the gradient based schemes by adopting Gaussian low-pass filter. It starts from the assumption that high frequency components of the green plane in an image are almost the same as those of the red or blue planes in the same image. After reconstructing the green plane, the red and blue planes are interpolated and then refinement is performed by median processing which considers edge direction.
To reduce aliasing, Gunturk et al. in [14] use the property according to which high frequency components of the three color planes are highly correlated; they demonstrated this characteristic by calculating the correlation values between the detail wavelet coefficients. In addition to this, Lian et al. in [15] have reported that the detail wavelet coefficients are also very similar to each other. This suggests that if there is a strong edge in the R channel, there is usually a strong edge at the same location in the G and B channels.
The algorithm proposed in [16] removes image blurs caused by an optical low-pass filter by using the Total Variation (TV) regularization approach. This method interpolates color signals while preserving their sharp color edges and, in addition to the TV regularization of each primary color signal, the TV regularization of color differences is performed, achieving more accurate color interpolation near sharp color edges, reducing the zipper and aliasing artifacts.
Although demosaicing solutions aim to eliminate false colors, some artifacts still remain.
Thus imaging pipelines often include a post-processing module, with the aim of removing residual artifacts [17] .
Postprocessing techniques are usually more powerful in achieving false colors removal and sharpness enhancement, because their inputs are fully restored color images. Moreover, they can be applied more than once, in order to meet some quality criteria. For obtaining better performances, the antialiasing step often follows the color interpolation process, as a postprocessing step. Freeman's method [18] uses median filtered inter-channel differences to force pixels with distinct colors to be more similar to their neighbors, avoiding false colors. The CFA color value at each pixel is not altered, and hence sharp edges are preserved. On the other side, it does not remove all the artifacts introduced by conventional color interpolation techniques, and moreover, it often produces an annoying zipper effect along horizontal and vertical directions. On the contrary, Lu and Tan's approach [17] , taking into account the spectral correlation between color planes, removes more false colors and artifacts than Freeman's method, but it considerably blurs images, because it adjusts all three colors of each pixel without maintaining the CFA color samples unchanged.
The color correction method proposed in [19] , based on Lu and Tan's technique, updates the R,G,B values adaptively; in particular two green estimates are calculated, starting from the two color difference domains (G-R and G-B), and then the final estimate is produced weightedaveraging these two values depending on their variances. Moreover, the paper [19] explicitly addresses the problem of noise in real sensors data, proposing to achieve noise reduction and color interpolation in a single step. The same idea is expressed by Hirakawa and Parks in [20] .
We present a new adaptive demosaicing algorithm, with the aim of not magnifying the effect of noise, which is particularly visible in flat regions. The proposed technique decides among three different interpolation approaches, depending on the statistical characteristics of the neighborhood of the pixel to be interpolated. Edges are effectively interpolated through a directional filtering approach, which interpolates the missing colors selecting the suitable filter depending on the edge orientation. Regions close to edges are filtered through a simpler filter. Flat regions are identified and heavily low pass filtered in order to eliminate some residual noise and to minimize the green imbalance issue. A new powerful false colors removal algorithm has been also developed and used as a post-processing step, in order to eliminate residual color artifacts. The experimental results show how sharp edges are preserved, false colors and zipper effects are drastically reduced without accentuating noise.
The remainder of this paper is organized as follows. In Section II, the proposed color interpolation approach, based on directional and texture analysis, is presented. In Section III, a novel false color removal approach based on variances of channel differences is presented. Experimental results are reported in Section IV. Finally, some conclusions are addressed in Section V.
II. COLOR INTERPOLATION
As already outlined, the proposed color interpolation approach adaptively chooses the reconstruction methodology to recover the missing color information, upon the statistical characteristics of the surrounding pixels. As it is visible in Fig. 2 , the method is compound of three main steps:
1. The direction estimation stage computes the direction to be used in the interpolation step, if needed;
2. The neighbor activity analysis stage selects which interpolation algorithm shall be performed, according to the surrounding features (edge, texture, flat area, etc.);
3. The interpolation stage executes a particular demosaicing algorithm, depending on the choice performed by the neighbor activity analysis block; the demosaicing algorithms could use the direction information provided by the direction estimation block for choosing the suitable filter to be applied. Moreover, the available demosaicing algorithms could have different kernel sizes.
Each phase of the algorithm will be extensively described in the following subsections.
A. Direction Estimation Block
The quality of demosaiced images is clearly dependent on the extracted gradient information from the input CFA image, but the information on mosaic image is not so accurate, as each pixel in the mosaic image only has one color channel, as stated in [21] . The direction estimation block is based on the one proposed in the patent [22] , where the derivatives along both horizontal and vertical directions are computed through the classical 3x3 Sobel x and Sobel y filters, which are shown in equation (1) . 
Although these filters are widely used on full color images, their employment on Bayer images is not a commonly defined procedure. We introduced this technique after fixing the following assumptions. Let Q be the generic 3x3 neighborhood from the Bayer pattern as it is defined in (2):
where G i are the green components and H i and J i are the generic red and/or blue components. In order to compute the derivatives only on the green channel, we exploit the spectral correlation property. In particular, as already mentioned, Gunturk et al. in [14] demonstrated that high frequency components of the three color planes are highly correlated. For instance, if it is assumed a red central pixel, the green component can be determined as:
Where R HP F is the high frequency content of the R channel, and G LP F and R LP F are the low frequency components of the G and R channels, respectively. Since the high frequency content of the red channel can be calculated as:
The equation (3) can be rewritten as follows:
This implies that a Q' neighborhood, which is a matrix containing only G samples could be written as:
where ∆ 23 and ∆ 21 are unknown values. Since for real world images the color difference planes (∆ GR =G-R and ∆ GB =G-B ) are rather flat over small regions, the difference between ∆ 23 and ∆ 21 could be assumed irrelevant, and thus:
A similar condition obviously holds for the computation of Sobel y . This means that Sobel filters can be applied directly on Bayer images. Unfortunately, if the color planes are not correlated, e.g. red to blue transitions (as shown in Fig.3 ), the spectral correlation property is not valid [23] , and the just disclosed procedure for computing horizontal and vertical gradients could fail. To solve this issue, we developed a method to establish if the color channels are not correlated, directly acting on the Bayer pattern. Let M be the generic 3x3 window, which is shown in (8) :
For each direction (horizontal and vertical) we define two different gradients, external (ext) and central (cnt), each of which involving a single bayer channel, as it is apparent from equation (9):
The lack of correlation between color channels is evaluated in two different ways according to the central pixel channel (G or not G). If the central pixel is green, the equation (10) is applied ; Otherwise, if the central pixel is red or blue the equation (11) is applied . The difference between (10) and (11) is due to the different arrangement of color channels between G and non-G central pixel cases. In fact, if the central pixel is green the horizontal central derivative has the information about the blue (or red) channel, whereas the vertical central derivative has the information about the red (or blue) channel, so the evaluation of cross-correlation could use only simple sign criteria. In particular, equation (10) has the aim of evaluating if at least either green-red or green-blue are opposite correlated. On the contrary, if the central pixel is not green, both horizontal and vertical external derivatives have the information of the same color channel, and hence more complex criteria can be used to properly evaluate cross-correlation. More specifically, in equation (11) the first term of the OR expression is used to evaluate if there is an opposite correlation between green and the color channel which has its samples at the corners of the 3x3 mask; the second term is used to evaluate the lack of correlation between green and the other color channel even if both the external and the central gradients have the same sign. This could happen if the green channel is quite flat with respect to the other color channel. In this case the classic Sobel operators could fail in providing a good gradient estimation.
Let SimpleGrad x and SimpleGrad y be two simpler gradient filters, defined in equation (13):
These gradient operators could be used every time a lack of correlation between the three color channels is suspected, because they involve a single color channel, and hence they are not negatively influenced by the different variations of the R, G and B channels. Thus, the gradient for the central pixel of the Q neighborhood could be calculated according to the following equation (14) . The equations (10) and (11) have especially the aim to identify the cases where the Bayer channels are not correlated, to avoid the application of Sobel operators, which involve different color channels. On the contrary, even if the simpler gradient operators were applied on a region where the Bayer channels are correlated this would not be a problem, because they provide a quite good gradient estimation, even if Sobel operators are better. Moreover, the final gradient estimation for the central pixel depends on the gradients within its 3x3 neighborhood, as it will be further explained. Once the gradient is computed, its direction and magnitude are calculated by the (15) and (16), respectively.
where
It is important to specify that ψ (∇Q) and |∇Q| represent the direction and magnitude of the gradient of the central pixel of Q. If we set (x,y) as the coordinates of the central pixel of Q, the direction and magnitude associated to its gradient could be indicated as:
The gradient orientation or(x,y) could be quantized into k predefined directions:
and, according to the equation (18), the gradient orientation or (x, y) is set as follows:
To avoid the influence of noise on the gradient estimation, a "weighted-mode" (WM) operator is applied on each pixel (x,y) computing the prominent direction in its 3x3 neighborhood. For estimating this direction, the magnitudes of the pixels in the neighborhood are firstly accumulated according to their associated directions:
for i∈ [0, k-1] , k∈ ℵ Therefore the WM operator selects the direction associated to the maximum sum of magnitudes in the neighborhood of the considered pixel:
Finally, after the gradient direction is retrieved, through the process already described, the edge direction is obtained by taking the orthogonal direction to the gradient one. The edge direction is provided to the neighbor analysis block for the texture analysis, and to the interpolation block when the directional color interpolation is selected.
B. Neighbor Analysis
The aim of this part of the proposed method (whose detailed functional scheme is shown in Fig. 4) is to evaluate the presence of texture, edges or flat zones in the pixel neighbor. This analysis is performed by estimating the variances very close to the pixel and on a larger surrounding. The comparison of these variances provides useful information about neighbor activity. In case of textured zones, an additional analysis is necessary, in order to validate the texture direction estimated by the Direction Estimation Block. According to the results of this analysis, the appropriate interpolation scheme is then used. For our purposes we used two kernel sizes: 5x5 for the larger surrounding analysis and 3x3 for the analysis close to the pixel. The variance is computed, as a measure of the activity within a neighborhood. In particular, let P and Q be the generic 5x5 and 3x3 windows from the Bayer pattern, respectively.
where G i are the green components and H i and J i are the generic red and/or blue components. The mean value and the variance, for a generic neighborhood S of the central pixel, are computed according to the following equations: where M ask X identifies the involved pixels components present in the pattern of the processed color component. Let Λ G , Λ H and Λ J be the set of pixel locations, (x,y), that have the samples of green, red (blue) and blue (red) channels, respectively. The binary mask MaskX is defined as:
where X = G, H or J. By using the equations in (24) on the neighborhoods P and Q, defined by the equation (23) , two values are calculated, σ 2 (P ) and σ 2 (Q), which represent a measure of the activity in the relative neighborhoods.
Two thresholds are set for distinguishing different conditions. With reference to Fig. 4 , if both the variance values are under the lower threshold, the region is considered flat, and hence a low pass filter based interpolation could be used, in order to remove residual noise. This threshold could be either fixed or modulated by the noise sigma (if computed or estimated). It allows to blur more the flat zones, where the Human Visual System is more sensitive to noise.
When the variances have values not too high or low, the evaluation is not straightforward, because it could be due either to a zone nor flat nor textured, or to a zone with a texture without strong edges. In the first case a directional interpolation could introduce artifacts, while in the second one the directional interpolation could highlight the texture.
The mean values and the standard deviations of each color channel, within the P neighborhood, are used to build a texture Mask (we call it TLM, three level mask), which is a matrix having the same size as P and having each element calculated according to the equation (26) .
Each value within the current P window is associated,
Three in the TLM, with one of three possible levels: Low (value 0), Medium (value 1) or High (value 2), according to its position with respect to its mean value and its standard deviation. The generation of the TLM is illustrated in Fig. 5 . In the top left of the figure, a 5x5 crop of a Bayer image is represented, then its numeric representation is shown. The mean values and the standard deviations of each color channel are reported in a box. Let us define "Activity" the sum of absolute differences of contiguous elements of the TLM within a certain working mask.
Once the TLM is generated, two working masks are taken into account and hence two activity values are calculated accordingly. The first working mask is the same for each pixel: it is the squared 3x3 mask centered in the pixel under consideration. The second one depends on the direction provided by the direction estimation block for the current pixel: it includes the pixels along the identified direction. It is obvious that a greater activity within a certain working mask represents a lower uniformity of the image content in it. Fig. 6 shows an example of activity computation. Fig. 6(a) illustrates the TLM already presented in fig. 5 ; in fig. 6 (b) the squared working mask is highlighted in pink. Finally, in this example the edge direction is estimated to be 135
• , and the correspondent directional working mask is highlighted in Fig.  6 (c).
Let T i represent the generic element of the TLM, the activities within the 3x3 squared mask and within the 5x5 directional mask are calculated through the equations (27) and (28) .
Direction Activity(135
The 5x5 directional working mask and its related activity computation formula depend on the edge direction, which is provided by the direction estimation block. Finally the activity values computed in equations (27) and (28) are compared to evaluate if the activity within the 3x3 squared mask is less than the activity along the direction provided by the direction estimation block. If this is the case, a simple 3x3 interpolation could be used. This control allows avoiding the directional 5x5 interpolation in case of a wrong estimated direction, or in case of a region close to an edge, thus reducing the introduction of unpleasant artifacts. In the example of fig. 5 , the directional interpolation is chosen for the central pixel, because the 3x3 squared mask activity (Fig. 6(b) ) is greater than the 5x5 directional one (Fig. 6(c) ).
For the sake of completeness, the activity computation formulas applied in case of edge direction equal to 0
• and 22.5
• are shown in equations (29) and (30), respectively. All the other activity computation formulas can be easily derived from the three examples already presented.
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C. Interpolation
As already pointed out, according to the analysis of the "Direction Estimation" and "Neighbor Analysis", the ap-propriate color interpolation scheme is used. in particular we use:
• 5x5 directional filter;
• 3x3 simple interpolation;
• 5x5 omnidirectional low pass filter.
In the following paragraphs each one of the aforementioned algorithms will be described.
Directional filtering color interpolation
If a strong edge or a texture is detected, the directional filtering is used. This interpolation is carried out through elliptical shaped Gaussian filters, given by:
and σ These interpolation kernels can be computed only once, after the number of admissible directions, k, has been set. More specifically, fixing the coordinates (u,v) in a given range (i.e., 5x5), the kernel filters DF i can be generated, for i ∈ [0, k − 1]. The generic element of these matrices, DF i (u,v) , is defined as follows:
During the directional filtering color interpolation, once the direction j for the central pixel is derived by the direction estimation block, the kernel DF j is applied to the central pixel to obtain the low pass filter (LPF) color components R LP F DF , G LP F DF and B LP F DF , preserving the image from zigzag effect and partially from false colors.
Let P be the generic 5x5 neighborhood from the Bayer pattern as it is defined in equation (23) .
The LPF components, for the central pixel (x,y), are computed by assuming the following rules:
where Mask X , which has been already defined in equation (25) , identifies the pixels belonging to the processed color component.
As already aforementioned, the high frequency components of the three color channels are highly correlated, and hence any color component can be exploited to reconstruct the high frequencies of the remaining color components. For this reason, the directional LPF component of the central pixel is likewise computed in order to calculate its high pass filter (HPF) component, which will be added to the other two color channels. Assuming a green central pixel, its high pass component can be calculated according to the equation (35) .
The resulting G HP F value is added to the unknown values, in this case R and B (e.g. H ), to increase their high frequency content:
The central pixel value will be maintained to its original value:
Simple 3x3 interpolation
The 5x5 directional filtering color interpolation could produce some artifacts near edges, especially in text images. This problem could arise when a wrong direction is estimated or when a large interpolation window is used for interpolating a small region, enclosed by edges. To overcome this problem a 3x3 interpolation could be performed in regions which are close to edges.
A wide variety of 3x3 interpolation algorithms exists: bilinear interpolation, edge sensing, etc. In order to achieve good quality results near corners and edges, it is possible to use an algorithm which analyzes the 5x5 neighborhood of the central pixel, and then applies a 3x3 interpolation, avoiding the interpolation across edges.
Taking idea from the paper in [8] , the proposed 3x3 interpolation algorithm uses a threshold-based variable number of gradients. According to the central pixel channel, four (G case) or eight (R or B case) gradients are computed in a 5x5 neighborhood. Each gradient is defined as the sum of absolute differences of the like-colored pixels in this neighborhood. For each color channel to be interpolated, a proper subset of these gradients is selected to determine a threshold of acceptable gradients. Each missing color channel is then obtained by averaging the color values of the same channel in the 3x3 neighborhood, which are associated with gradients lower than the calculated threshold.
Omnidirectional low pass filter
This interpolation is performed on flat regions. A simple 5x5 omnidirectional low pass filter is applied for smoothing the image, removing some residual noise from it. In this case the original sampled values are also modified. The kernels used to achieve the interpolation are shown in equation (38). In particular, the A kernel is applied in case of G central pixel, whereas the B kernel is used in case of R/B central pixel. 8 4 8 0 8 8 16 8 8 4 16 16 16 4 8 8 16 8 8 0 8 4 8 
III. FALSE COLORS REMOVAL
Since the color interpolation step quite well exploits spatial correlation, zipper effect does not often arises. On the contrary, residual false colors can be introduced by the directional filters. For this reason, a postprocessing technique has been developed, which eliminates the residual false colors, thus considerably improving the final image quality.
Many methods have been developed in the past to reduce false colors. Among them, the most interesting techniques median filter the inter-channel differences, thus removing spikes and valley from them, which usually correspond to false colors. Freeman's approach [18] and Lu and Tan's technique [17] have been already presented in the introduction section. The post-processing approach described in [24] not only is based on the color difference model, but also uses an edge-sensing mechanism. Another interesting technique, which is proposed in [19] , updates the R, G, B values adaptively, modifying also the original pixel value which could be corrupted, due to the effect of noise. Two updated values for the green channel are calculated using each color difference domain:
And A denotes the support of the 5x5 local window centered in (i, j) . The updated G value is determined by the weighted sum of two updated G R and G B values of each color difference domain and original G value. Subsequently, R and B values are updated using the updated G value. This process is expressed as: a(i, j) is a weight, expressed as:
represent the variances of interchannel differences.
As it is apparent from the equation (41), the color correction algorithm proposed in [19] , thanks to the variance information, weights more the flatter color difference domain than the other. Moreover, the initial interpolated value is not totally exchanged by the updated value, but it is equally weighted for correction. Subsequently, the color values of the central pixel are replaced by R ′ , G ′ and B ′ so that they will be involved in filtering the updating pixels.
The local statistics are effectively estimated from a running square window, through the formulas in (43):
The just described technique has the disadvantage of weighting the unfiltered values together with the filtered ones, so false colors are reduced, without being completely removed. If the unfiltered values were not weighted in the color correction process, false colors would be removed much better but true colors could be removed as well. In fact, it is well known [25] that a window width 2k + 1 median filter can only preserve details lasting more than k+1 points. To preserve smaller details in signals, a smaller window width median filter must be used. Unfortunately, the smaller the filter window is, the poorer its false color reduction capability becomes.
To overcome this problem, we have developed a new solution which takes into account both a 3x3 window median filter and a 5x5 window median filter. In particular, local variances of interchannel differences are evaluated through the equation (43) in both 3x3 and 5x5 square windows, thus obtaining σ
Color Correction
Corrected RGB values 
Due to the Bayer arrangement and to a quite good interpolation achieved by the previous demosaicing step, the green plane is less affected by false colors than the R and B planes, and hence it is left unmodified. The color correction on R and B planes is performed according to the following rules:
Where
By this way, the greatest weight is assigned to the median value associated to the neighborhood having the lowest variance. So, if the pixel being processed belongs to an edge, the 3x3 variances of interchannel differences are likely to be greater than the correspondent 5x5 variances, and hence the filtering action will be stronger. Vice versa, if the 3x3 neighborhood is flatter than the 5x5 neighborhood, the 3x3 median is weighted more than the 5x5 median, and hence details lasting 2 pixels at least are preserved. Fig.7 shows a schematic representation of the proposed approach. Since variances could be used as measures of the flatness of a region, it is possible to perform the color correction process only where it is needed, thus reducing the power consumption. In the color difference domain, a flat color difference neighborhood is characterized by: expectation values close to the central pixel values, low 
, these two conditions can be expressed with the following formulas:
(46) where MeanThreshold and VarianceThreshold are two thresholds, which can be set to 16 for 8 bits images.
If the conditions stated above are satisfied, the region is considered flat, thus the central pixel can be left unchanged.
According to the expectation value and to the variance, a map of homogeneous (black) vs. inhomogeneous (white) regions can be achieved, as it is apparent from Fig.8 .
Homogeneous regions (black) can be left unchanged or can be low pass filtered. Inhomogeneous regions (white) are processed by the color correction algorithm.
IV. EXPERIMENTAL RESULTS
In this section, we will show the experimental results obtained using the proposed algorithm compared with other demosaicing techniques. The results are highligthed both visually and numerically. For coherence with the most of papers on demosaicing, which use the Kodak image test set to make comparisons with other techniques, we downloaded this database from [26] and then we processed these images through the proposed approach. These images contains a lot of edges and textures, thus they are useful for highlight how the various algorithms handle the high frequency content. Since the Kodak image test set is full color, CFA images are simulated by subsampling the color channels according to the Bayer Pattern. This means that the algorithms are not applied on genuine Bayer data (derived from a real sensor), but on images that have already had matrix and gamma applied, so their gamut is far wider than that of data coming from a sensor. Moreover they are immune from noise and other impairments related to the sensor technology. For these reasons we also applied the proposed algorithm to the kodak images, to which we applied a gaussian noise with σ = 8, σ = 12, σ = 25 In our experiments, we have used the PSNR (Peak signal to Noise Ratio) for evaluating the quality of the images (only for Kodak database). Given two N × M images A and B, the PSNR is expressed as:
Higher values (expressed in decibel) of the PSNR generally imply better quality.
For demonstrating the competitiveness of the proposed algorithm, we compared it with other thirteen demosaicing algorithms, whose PSNR are reported in Table II.  The Table reports 13. Menon et al. in [11] .
The PSNRs have been computed separately for each color channel. However, as it is well known, the PSNR is not always representative of the visual quality of an image. Two images having the same PSNR could appear very different from the visual standpoint, because the artifacts on edge or in flat zones are differently perceived by the human visual system, due to the contrast masking effect. Moreover, the PSNR approach is a fullreference metric which cannot be applied on real sensor data. For these reasons, a subjective image quality analysis has been also achieved. Figures 10 and 11 illustrate the ROIs (region of interest) relative to the "hats" test image (kodim03) and to the "mountain" test image (kodim13), respectively. They were obtained cropping a detail from the originals and interpolated images. In these figures, (a) represents the ROI of the original image, (b) is the result of the bilinear interpolation, (c) is the result of the edge sensing algorithm, (d) is obtained applying the interpolation by Gunturk, (e) is the result of the Hirakawa's approach, (f) is the output of the technique proposed by Menon et al. and, finally, (g) is obtained using the proposed algorithm. The ROIs show how our algorithm reduces both the zipper and false color defects. Fig. 10 .b presents a great amount of false colors and blur. Edge sensing algorithm quite well interpolates along edges but introduces many false colors (see fig. 10 .c). Figs. 10.d and 10.f show that both Gunturk's and Menon's approach still maintain few zipper artifacts near edges, although for this image the PSNR of the Menon's technique is comparable to ours and higher than the Hirakawa's approach, which outputs an image free from zipper effects and false colors (see fig. 10 .e) like our demosaicing technique. Looking at fig. 11 , it is possible to see that the proposed technique ( fig. 11.g ) outperforms all the others in removing false colors, providing an image where also edges are effectively interpolated and sharpness is maintained. Both bilinear ( fig. 11 .b) and edge sensing (11.c) techniques produce images heavily affected by false colors. Gunturk's ( fig. 11.d ) and Menon's (11.f) approaches also introduce some visible false colors. Finally, Hirakawa's technique still maintains a minimum amount of false colors in comparison with our approach.
Another test which is usually performed to compare different demosaicing algorithm is the interpolation of a colored resolution chart, which allows to see how each algorithm resolves color details. For this purpose, the image shown in fig. 12 .a was taken into consideration. Looking at fig. 12 .d it is quite evident that the proposed technique resolves color details much better than the other two approaches (see figs. 12.b and 12.c) . This is due to the proposed direction estimation block which evaluates the correlation among different Bayer colors, to determine the direction to be used in the interpolation phase.
As it has been already discussed, images coming from real sensors are often affected by artifacts due to noise and green imbalance, so it is important to design an interpolation algorithm able to not exalt and even to reduce these kinds of issues, which would be further enhanced by the successive sharpening step. As the proposed technique low pass filters flat regions, green imbalance and noise are heavily reduced while preserving the details on edges and textures, thus producing high quality images. Looking at fig. 13 .c it is possible to notice that residual noise is quite well reduced by the proposed technique, whereas edges are still well interpolated. Both figs. 13.a and 13.b are still affected by noise. In order to have a numeric measure of the noise immunity of the presented demosaicing technique, we added three different amounts of Gaussian noise (having standard deviations equal to 8, 12 an 25, respectively) to the original Kodak images, and then interpolated them with some state of the art color interpolation approaches and the proposed technique. Afterwards, we calculated the PSNR with respect to the original kodak images. The PSNR values are reported in Table I , where the proposed approach is compared with the algorithms proposed in [11] , [35] and [10] . From this table it is evident how the proposed demosaicing algorithm has the greatest PSNR values for almost all the processed images. Moreover, the improvement is greater especially in images having large flat areas, where the human visual system is more sensitive to noise. The noise immunity of the algorithm depends on the threshold used to identify flat regions. In the aforementioned experiment it was set to 300 . Fig. 9 is a map showing which interpolation is chosen for each pixel of the 'lighthouse' image, where gaussian noise having σ = 12 was added. In particular, black regions are interpolated through the 5x5 omnidirectional low pass filter, red regions are interpolated by the directional approach and green regions are interpolated through the simple 3x3 technique. It is quite evident that strong edges are interpolated by the directional technique, whereas regions near edges and textures are reconstructed by the 3x3 approach. Noise in flat regions is reduced by the omnidirectional low pass filter. A ROI of the 'lightouse' image is shown in fig. 14 where the original kodak image is compared with the noisy image (with Gaussian noise, σ = 12) interpolated by the Menon's technique [11] , the Li's approach [35] , the Wu and Zhang's algorithm [10] and the proposed technique.
Finally, one more visual comparison is presented to validate the effectiveness of the proposed post-processing false colors removal algorithm with respect to other state of the art approaches. In particular, the images from the Kodak data set were interpolated through the demosaicing step proposed in Section II, then they were processed by the Freeman's technique [18] , the Lu's algorithm [17] , the post-processing approach proposed by Lukac et al. in [24] , the color correction technique presented in [19] and the proposed algorithm, already disclosed in Section III. Fig. 15 is a ROI from the "hotel" test image (kodim08). In particular, (a) represents the ROI of the original image, (b) is the result of the color interpolation disclosed in Section II, (c) is obtained processing (b) with the Freeman's approach, (d) is the result of the Lu's technique, (e) is the output of the Lukac's post-processing technique, (f) is the result of [19] and, finally, (g) is obtained processing (b) with the algorithm presented in Section III. It is quite evident that the proposed color interpolation technique ( fig. 15.b) very well exploits spatial correlation, but some false colors are introduced, and hence we apply a post-processing aliasing removal. Freeman's technique ( fig. 15 .c) not only does not remove many false 
V. CONCLUSION
In this paper, we have presented a color interpolation method based on edge and texture analysis. According to this analysis we proposed the usage of different interpolation approaches, where the novel proposed directional filtering exploits spatial-spectral correlation. The method allows to perform effective reconstructions also in case of noisy images. A post-processing algorithm effectively removes residual impairments introduced by the color interpolation step. This paper compares demosaicing performance of our improved method with the stateof-the-art demosaicing methods. The cascading structure of the proposed method has a merit of the pipelined realtime processing for the hardware implementation, while some other methods require iterative computations. The proposed method still opens a possibility of further improvement, for example, applying stripe detection to improve the performances in near Nyquist frequencies. [36] ; (d) Gunturk [14] ; (e) Hirakawa [12] ; (f) Menon [11] ; (g) Proposed solution. [36] ; (d) Gunturk [14] ; (e) Hirakawa [12] ; (f) Menon [11] ; (g) Proposed solution. [17] ; (e) image (b) filtered by Lukac [24] ; (f) image (b) filtered by Kim [19] ; (g) Proposed solution.
