Normal~ed lowering and raising operators are constructed for the orthogonal group in the canonical group cha~n O(n) :' <?(n -1) => ••• ~ 0(2) with the aid of graphs which simplify their construction. By successive applicatlO.n of such l.o~enng oper.ato~s f~r O(n), O(n -1), ... on the highest weight states for each step of the cham, an explicit construction IS given for the normalized basis vectors. To illustrate the usefulness of the construction, a derivation is given of the Gel'fand-Zetlin matrix elements of the infinitesimal generators of O(n).
INTRODUCTION
T HE semisimple Lie groups have recently found many new applications in physics. The unitary groups in particular have received wide attention as a result of this renewed importance, and the irreducible representations of U(n) (arbitrary n), have been studied in considerable detail.1.2 Although the orthogonal group O(n) has received less attention, it recently also found some new applications to physical problems. In particular, the groups 0(5) and 0(8) have become of interest in nuclear spectroscopy in connection with the quasi-spin formalism for neutron and proton configurations.3.4 The group chain O(n) ;:, O(n -1) ;:, . " has also been found of interest in general many-body theory in the construction of n-body states of definite permutational sy.mmetry.5
The basis vectors of an arbitrary irreducible representation of O(n) are completely characterized by the chain of canonical subgroups O(n -1) :::> O(n -2) ;:, ... 0(2) . This canonical group chain has been studied many years ago by Gel'fand and Zetlin, 6 who give the matrix elements of the infinitesimal operators of O(n), for arbitrary n, in this basis.? Since the mathematically natural chain of subgroups,
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Application (The Macmillan Company, New York, 1963), p. 353. 7 T~e Gel'fand-Zetlin result has also been derived by algebraic techOlques by J. O. Louck, Los Alamos Scientific Laboratory Reports LA 2451 (1960) . such as O(n):::> O(n -1) ;:, .. " often does not include the subgroups of actual physical interest,3.4 the application to physical problems, in general, involves a transformation from the mathematically natural to a physically relevant scheme. To effect such a transformation, it becomes important to have an explicit construction of the basis vectors of an arbitrary irreducible representation of the group.
It is the purpose of this paper to give an explicit construction of the basis vectors of the irreducible representations of O(n) in the Gel'fand scheme through the successive application of lowering operators acting on the highest weight state. The concept of lowering (or raising) operators was employed by Nagel and Moshinskyl to construct the full set of basis vectors of U(n) in the canonical group chain U(n):::> U(n -1) :::> •• '. Although the present work has set itself the analogous task for the group chain O(n) :::> O(n -1) ... and thus forms a parallel to the work of Nagel and Moshinsky, the techniques employed are somewhat different. In particular, since the lowering (or raising) operators for O(n) are complicated polynomial functions of the infinitesimal generators of the group, a graphical technique has been found useful in the construction of these operators.
In Sec. 2 a review is given of some of the properties of the group O(n) and the canonical chain of subgroups employed in the Gel'fand basis. In Sec. 3 the raising and lowering operators are constructed with the aid of graphs. Section 4 presents the calculation of the normalization coefficients of the lowering operators. These are the fundamental numbers of the construction since the successive application of lowering operators must yield a normalized basis vector for easy application in actual problems. Finally, in Sec. 5, a brief derivation is given of the Gel'fand and Zetlin results for the matrix elements of the infinitesimal operators to illustrate the usefulness of the present construction.
SOME PROPERTIES OF O(n)

A. Generators of O(n)
The natural infinitesimal generators of O(n) are the set of skew-symmetric, Hermitian operators Jij with the commutation relations [Jmi,Jkl ] (2.1) where m, j, k, and I run from 1 to n. The number of independent generators of O(n) is therefore !n(n -1).
The infinitesimal generators of a Lie group are best expressed in standard forms in which they are organized into one set of k commuting operators (H type), where k is the rank of the group, and a set of raising and lowering generators 9 (E type). In 0(3), for example, H, E 1 , E_1 correspond to J 12 , J 13 + il 23 , J13 -il 23 , respectively. For both 0(2k + 1) and 0(2k) it is convenient to choose the k commuting operators as J 12 , J 34 , J 66 , ••• , J2k-1.2k' It is useful to further classify the raising and lowering generators into two types, those which connect the group O(n) to its subgroups, to be denoted by Q, and those which operate within the space of the subgroups only, to be denoted by p, so that there are three types of operators in all. In 0(7), for example, operators of type Q are linear combinations of the J i7 , while operators of type P involve only J ii with both i, j < 7.
The three types of operators are defined as follows: 
The PIZ/I. can also be represented as Q-type operators of the subgroups of O(n)
Gel'fand and Zetlin 6 have provided a way to completely specify the basis vectors of the irreducible representations of O(n) The k numbers in the top row characterize the irreducible representations of O(n) . The numbers in the next row characterize one of the possible irreducible representations of O(n.-1) contained in the specific irreducible representation of O(n), and so forth for successive subgroups of the chain. The numbers in each row thus characterize one of the possible irreducible representations of a specific subgroup. The numbers m 61 , m62' m 63 , for example, characterize one of the irreducible representations of
For the case
n = 2k + 1 m2k+1•1 m2k+1,2 m2k+1,k-1 m2k+1,k m2k,l m2k.2 m2k,k-1 m2k•k m2k-1.1 milk-I. 2 m2k-1.k-1 m2k-2.k-1 l.A(,
0(6).10
The Gel'fand basis vectors are not eigenvectors of the k commuting operators J2~-l,2~' The basis differs in this respect from the corresponding Gel'fandZetlin basis for the unitary groups.1 Although the full set of mij are thus not simply related to the components of the weights, they are nevertheless related to the highest weights of the irreducible representations, since the highest weight state of O(n) is an eigenvector of the set of J2~-l,2~' The significance of the mn,i is therefore the following: 
The irreducible representations of the subgroups in the chain are characterized in the same way. The numbers mij are simultaneously either integral or half integral with restrictions which have been given by Gel'fand and Zetlin These properties are clear once the lowering and raising operators are derived in this paper.
Since the type-l operators J 2OI are not diagonal in the general Gel'fand basis, it is convenient to define a whole hierarchy of subbases of decreasing complexity: (,n,,; mal (,n,,; mu O(n) , is of greatest importance in the present discussion. Its states are specified by only two rows of numbers and it has the following special properties.
(1) All of the type-l operators, J 211 -l ,211 (with ex. = 1, ... ,k for n = 2k + 1, and ex. = 1, ... ,k -1 for n = 2k), are diagonal in this basis.
(2) All of the type-3 raising generators PafJ' PII,-fJ (0 < ex. < p) give zero when operating on any vector of the basis [.A(,~~-ll] . This condition is necessary and sufficient to define the basis [.A(,~~-ll] . (Note that the generators P12, P13, ·· . are naturally considered as raising generators, whereas P-l.2, P-l.-2, P-l.3, P-l.-3, P-2.3 P-2.-3,··· are lowering generators.) The raising and lowering operators which are the subject of this paper are best defined in terms of the subbasis [.A(,~~-ll] . They are the operators which raise or lower by one integer one of the quantum numbers m .. -l. i of the second row without leaving the subbasis [.A(,~~-ll] , that is the space of base vectors of highest weight in the immediate subgroup. In particular, the full set of states of [.A(,~~-ll] can be constructed by repeated operation with the various lowering operators of O(n) 
where N' is a normalization factor and I ) denotes a normalized state. To save writing, only the column that suffers change is indicated:
For n = 2k it is also convenient to introduce the zero-step operator, 02k,k
For the specific cases n = 5 and 6 explicit expressions for raising and lowering operators have been given previously. J. Flores, E. Chacon, P. A. Mello, and M. de Llano, Nuc!. Phys. 72, 352 (1965) , and (n = 5) K. T. Hecht, ibid. 63, 177 (1965 
Equations (3.5) and (3.6) are necessary and sufficient conditions that ° . . . ±i be raising (lowering) operators.
Equations ( this property. Since the raising and lowering operators are complicated functions of the generators they are best described in terms of graphs, and manipulations involving these operators are also best performed with the aid of these graphs.
A. Raising Operators and Their Associated Graphs
Contents of Ri graphs
Graphs associated with the raising operator 0 ....
are to be denoted by R.; these graphs consist of the following (see Table I ).
(1) A single row of i ordered points numbered from 1 to i with order increasing from right to left.
(2) A connected chain of arrows always pointing from right to left, with (a) any point 1 ~ j ~ i as starting point, to be indicated by a circle, (b) end point always at i, (c) the arrows which form the links of the connected chain may connect some (possibly all) of the points between the starting point j and the end point i but may skip around others (possibly none).
Operator Representations of the R. Graphs
Each of the many possible graphs of type R. represents one of the terms of the raising operator 0 ..... 
"j-"j a:2(J 2 ." 1 ,2. +11".)
( (3.9) Equation (3.7) follows at once from the commutators of J 2 a.-1.2" with the p's and Q's [Eqs (2.4)-(2.6)]. Equation (3.8) follows from the fact that a P with two positive indices, when commuted through to the right of all factors PP._" and Q; of Oni' leaves one P with two positive indices (which in turn has one such surviving term when commuted to the right), and a P with two positive indices gives zero when operating on a state of [.A<.,(n-;-l) ]. Equation (3.9) follows since n •• all the Pi.-(Hl) commute through to the right side of all factors P and Q of 0n.i except for the types which involve the indices j and j + 1, and Pi.-(1+1) operating on terms including these satisfy the relations written in terms of graphs:
And also
Special examples
0(6)
061 = Q6,l 1 ~I I:~·,..) = ~\-.., w}--. 0 62 = QU a l-2 + (-P2-I)Q6,l o +.--0 0(7) 07.1 = Q7.1 07.2 = Q7.nOl-2 + (-P2-1)Q7.1 el} (f2o_ il ) 1 Q} 1-20j,_lj+l)) G 1-2O i.lj+/I) 07.3 = Q7.nOl-S a 2-3 + (-ps-JQ7,2al-S (3.10) 1 m ,; >0 mn_I,i • (3.11 ) + (-PS-l)Q7.l a 2-3 + (-Ps-J(-P2-1)Q7.1 o •• + -+-----0 • +.~ + .+----e+-----O
B. Lowering Operators and Their Associated Grapbs
The graphs for the raising operators On,l are identical for all k > i. The graphs for the lowering operators 0n.-l, however, are not only dependent on the specific value of n but have a slightly different character for the odd-and even-dimensional rotation groups, n = 2k + 1 and n = 2k, so that the two cases must be discussed separately. Graphs associated with the lowering operators 02k+I.-i are to be denoted by
The L 2k +1.i graphs consist of the following (see Table II ).
(a) Two rows of ordered points, k points in the bottom row numbered from 1 to k with order increasing from right to left, and k -i + 1 points in 
the top row with order decreasing from left to right starting with k at the left and ending with i so that the point, j (i ~ j ~ k), in the top row sits above the point j of the bottom row.
(b) A connected chain of arrows forming a clockwise path, the arrows always pointing from right to left in the bottom row and from left to right in the top row, with (i) any point of either the top or bottom row as starting point, to be indicated by a circle, (ii) end point always at i of the top row, (iii) no vertical arrows (that is, no connections from point I in the bottom row to point I in the top row), (iv) no arrows pointing downward [that is, no arrows with starting points (tails) in the top row and end points (arrowheads) in the bottom row], (v) the arrows which form the links of the connected chain may then be directed from point ex in the botton row to point fJ in the bottom row with (P > ot), from point f-l in the top 
(3) L 2k . i Graphs
Graphs associated with the lowering operators 02k.-i of the orthogonal group in an even number of dimensions are to be denoted by L 2k . i (see Table III (a) A free point, not connected by one of the arrow links of the chains and if placed in the otth position of the bottom row, is to be denoted by bi~ = ai~ -2. If the kth point is a free point it is to be denoted by It is most convenient, however, to treat all graphs on an equal footing to preserve both the over-all symmetry of the expression for 0n.-i and the uniform and simple factoring of the operators associated with an individual graph. The operator representations of the various graphs all have the same structure, differing only in the number of factors of type p and a. The total number of operator factors for each graph of e ni is equal to n -i. 13 
• (3.13)
The constant cit can be shown to be unity by comparing the coefficients of the terms with the largest number of factors of type p on each side of Eq. (3.13). The term with the largest number of factors p for a single operator 0 ni arises from a single graph and has the coefficient unity in all cases except i < 0, n = 2k + 1.
In the latter case it arises from two graphs (e.g., graphs Nos. 9 and 10 of 
For n = 2k the normalized raising and lowering operators are where a ill , a~:'f,) are defined as before, and hi" = a;II -2, C i = !Ca; -2).
(4.5)
The general basis vector for the orthogonal group can then be generated by these operators. Taking the case n = 2k + 1 as an example, successive applications of
Therefore where
n even.
~
The symbol II with an arrow means that terms are to be arranged in increasing order from left to right. Note that the eigenvalues of the alII depend upon the exact position of these factors in the ordered product.
A. Normalization Factor for the Case n = 2k + 1
Since the lowering operators 02k+1.-a. form a commuting set of operators in the restricted basis U The superscript (2k + 1) will be omitted whenever it is obvious. 
By applying (4.10) to / .A(,(2k+l) 2k+l,1' and using the fact that the raising generators Q; give zero when operating on the highest-weight state, the invariant can be evaluated:
(2) Some Preparatory Lemmas 
where the vector Ii) is defined by Eq. (4.8). it follows that
Lemma 2:
This is a consequence of Lemma 1 and Eqs. (4.10) and (4.11).
Lemma 3:
This follows from the relations
This is a direct consequence of Lemma 3 and Lemma 2.
(3) Evaluation of (i/ 02kH.PSk+l.-i Ii) All terms in the raising operator 02k+1,i, except the one term containing Q2kH.i, have at least one factor P-E). (0 < E < /A/) on the left-hand side. Since (i/ P-<l = 0, the basic matrix element reduces to
The matrix element (i/ is evaluated by commuting all of the factors P-E). of 02k+l.-i through to the left-hand side where they give zero when operating on (i/. After this process only matrix elements of the type , (j ~ i), survive. Their coefficients are evaluated in Appendix A by a process of summing of graphs. The matrix elements themselves are given by Lemmas 3 and 4. Combining these results (Appendix A), the basic matrix element is
(m Sk+l,.
-J 2i-1 ,2i + 1) (4.17)
In the state Ii) all J 2 «-I,2« except that with (I. = i yield their highest-weight value
The superscript zero on a subscript of a i « has been defined in connection with Eq. (4.19). For example, Expressing the J ii in terms of Q operators as before
As before, it is convenient to define the special vector
Since the raising operators for O(2k) and O(2k + 1) have the same form, Eqs. (4.12) and (4.14) hold, and (4.25)
Putting this relation back into the expression for the quadratic Casimir invariant gives
Unlike the corresponding equation for the case of the odd-dimensional orthogonal group, this relation is not sufficient to evaluate the matrix element (il Q2k,-iQ2k,i Ii), since the matrix element is not known. However, there is now one more invariant at our disposal.
Since the (zero-step) neutral operator 02k,k commutes with all raising and lowering operators when applied to the basis [.A(,~~~;l)], it is an invariant in this restricted basis. To get a relation between the matrix elements of the quadratic factors J: k -1 ,2k and
through the relation (il p_;< = 0, 0 < j < 1101. Summing up of the matrix elements from all the possible graphs in 02k.k with techniques similar to those illustrated in Appendix A leads to
On the other hand, since 02k,k is an invariant (il 02k,k02k,k 
By applying (4,28), (4,29), and (4.30), the quartic invariant leads to the relation (4, 31) (3) Evaluation of (il O;O-i Ii) Since we have two equations and two unknowns we can determine both (il Q2k,-iQ2k,i Ii) and (il J:k-l,2kli).
The technique for the summing up of the graphs is similar to the case of 0(2k + 1) illustrated in Appendix A (and Sec. 4A3.) and leads to 
The superscript zero on a subscript of a iIJ has the same meaning as before. For example, Let the normalized lowering (raising) operators be denoted by U n.±i' If the state 1.A(,~~-I) is normalized
(4.34) (4.43) where Nni is a factor which is defined to be real. With ( .A(,(n-l 
Note that the Un;, unlike the Oni' do not form a commuting set of lowering (raising) n In the evaluation of the matrix elements of the infinitesimal generators, the matrix elements of 'n-l,n play the fundamental role since the matrix elements of all other 'ii can be simply related to these. Matrix elements of 'n-1.n have been given by Gel'fand and Zetlin. 6 • 7 A derivation of the Gel'fand-Zetlin result is given here to illustrate the usefulness of the lowering (raising) operators.
MATRIX ELEMENTS OF
Since 'n-l.n commutes with all Ji} with both i, j < n -1, 'n-l,n is a scalar operator with respect to O(n -2). The matrix elements of 'n-l,n are thus diagonal in m n -2,a and independent of mv,a' v ~ n -3. With respect to O(n), 'n-l,n transforms according to the regular representation [11000·",] , With respect to O(n -1) its irreducible tensor character is that of the vector representation [1000 .. '] . It thus connects states in which anyone of the m n -1 • IJ differ by ± 1 only. (For n -1 odd, it also has a diagonal matrix element.) (.A(,~I'I J n-l,n l.A(,nl For convenience, only the relevant m Yi in the one column subject to change are written out. The matrix elements in the [.A(,~~-2)] basis could be evaluated through a construction involving successive application of lowering operators of type Un,i followed by Un-l,i' It is more convenient to factor the matrix element of In-I,n into two parts by using the Wigner-Eckart theorem. The reduced matrix element, independent of the mn-S,II ,can be chosen as the matrix element of In-l,n in the restricted basis [.A(,~~-l) ], while the m n _ 2 ,,,-dependent factor can be expressed as the matrix element of a vector operator in (n -1)-dimensional space
where V has irreducible tensor character [1000, .. ] (1) n = 2k
Olk,k is a linear combination of J2k-l,lk and Qlk,lI' Re-expressing OIU instead as a linear combination of J 2k and 021<,i
m Sk -l ,' where hi are functions of JSi-l,li' (i < k) , which are to be determined from the conditions required for
Condition (a) is automatically satisfied. In order to satisfy condition (b):
From the coefficients of QSk,i' however, the h, follow directly 
Sk-l.; The procedure is similar to that for n = 2k. First, since Jlk,lkH has no diagonal matrix elements, in place of the neutral operator there is now the relation Similarly. re-expressing the 0 operators in terms of U operators, the matrix element of J 2Te . 2Te +1 can be read off from Eq. (5.11). x i=1 (Pi -Pi + j -i -1)(Pi + Pi + 2k -i -j -1) .
So far the recursive chain stops at i = j since Eqs. The procedure is exactly the same, except that the term riO does not exist (VOlk) 
«=1
/1=1
k-1 1: ; IT (I;k-l,1I -l;k-l,;) where {-oc, P} means summation of all possible graphs, which have a chain away from the IPlth point on the top when {J is positive and on the bottom when P is negative ; and a chain ending at the I exlth point on the top when ex is positive and on the bottom when ex is negative. Example: {-I, 5} includes the following graphs in the top row:
.~.
(With one arrow link of the chain and three points.) + .-.~. -+ .~~. + .~---.
(All the possible distinct graphs generated by removing anyone free point from the first graph, with the appropriate chains.)
