ABSTRACT. In this paper we introduce and study weighted anisotropic Hardy spaces H p w (R n ; A) associated with general expansive dilations and A ∞ Muckenhoupt weights. This setting includes the classical isotropic Hardy space theory of Fefferman and Stein, the parabolic theory of Calderón and Torchinsky, and the weighted Hardy spaces of García-Cuerva, Strömberg, and Torchinsky.
INTRODUCTION
The theory of Hardy spaces on the Euclidean space R n plays an important role in various fields of analysis and partial differential equations; see, for examples, [14, 16, 27, [29] [30] [31] On the other hand, there were several efforts of extending classical function spaces arising in harmonic analysis from Euclidean spaces to other domains and non-isotropic settings; see [2, 10-12, 17, 34, 36-38] . Calderón and Torchinsky initiated the study of Hardy spaces on R n with anisotropic dilations [10] [11] [12] . The theory of Hardy spaces associated to expansive dilations was recently developed in [2, 5] . The other direction of extending classical function spaces is the study of weighted function spaces associated with general Muckenhoupt weights; see [4, [6] [7] [8] [9] 18] . García-Cuerva [18] and Strömberg and Torchinsky [33] established a theory of weighted Hardy spaces on R n . To establish the boundedness of operators in Hardy spaces on R n , one usually appeals to the atomic decomposition characterization (see [13, 23] ) or the molecular characterization (see [35] ) of Hardy spaces, which means that a function or distribution in Hardy spaces can be represented as a linear combination of functions of an elementary form, namely, atoms or molecules. Then, the boundedness of linear operators in Hardy spaces can be deduced from their behavior on atoms or molecules in principle.
However, Meyer [25, p. 513 ] (see also [3, 19] ) gave an example of f ∈ H 1 (R n )
whose norm cannot be achieved by its finite atomic decompositions via ( Here and in what follows, α for any α ∈ R denotes the integer no more than α.
Motivated by this, Yabuta [40] gave some sufficient conditions for the boundedness of T (R n ) with q ∈ [p, 1]. Yabuta's results were generalized to the setting of spaces of homogeneous type in [21] . However, these conditions are not necessary. In [41] [42] .
Recently, Meda, Sjögren and Vallarino independently obtained some similar results by grand maximal function characterizations of Hardy spaces on R n . In fact, let p ∈ (0, 1], p < q ∈ [1, ∞] and integer s ≥ n(1/p − 1) . Let Meda, Sjögren and Vallarino in [24] proved the following result. (R n ) to B which coincides with T on these (1, q, 0)-atoms. These results were generalized in [20] to Hardy spaces H p with p close to 1 on spaces of homogeneous type having the reverse doubling property.
The main purpose of this paper is twofold. The first goal is to introduce weighted anisotropic Hardy spaces H p w (R n ; A) associated with an expansive dilation A and w ∈ A ∞ (R n ; A) (the weight class of Muckenhoupt). This setting includes the classical isotropic theory of Fefferman-Stein [16] , the parabolic theory of Calderón-Torchinsky [11, 12] , the anisotropic Hardy spaces of Bownik [2] , and the weighted Hardy spaces of García-Cuerva [18] and Strömberg-Torchinsky [33] . We introduce weighted anisotropic Hardy spaces H p w (R n ; A) via grand maximal functions and then establish their weighted atomic decomposition characterizations extending the results in [2] .
The second goal is to generalize Theorem 1.1 to our setting. More precisely, assume that (p, q, s) The results in Sections 6 and 7 are also new even for the classical weighted Hardy spaces on R n . We finally make some conventions. Throughout this paper, we always use C to denote a positive constant that is independent of the main parameters involved but whose value may differ from line to line. Constants with subscripts do not change through the whole paper. Denote by N the set {1, 2, . . . } and by Z + the set N ∪ {0}. We use f g to denote f ≤ Cg, f g to denote f ≥ Cg, and if f g f , we then write f ∼ g. For a set A, we denote by A its cardinality.
PRELIMILARIES
We begin with recalling the following notions and properties concerning expansive dilations in [2, 6] . Throughout the paper, we always let A be a fixed dilation and b ≡ | det A|. Let λ − and λ + be positive numbers such that
Furthermore, if A is diagonalizable over C, then we take λ − = min{|λ| : λ ∈ σ (A)} and λ + = max{|λ| : λ ∈ σ (A)}.
It was proved in [ 
and
k . Throughout the whole paper, let σ be the minimum integer such that r σ ≥ 2 and for any subset
where E +F denotes the algebraic sums {x +y : x ∈ E, y ∈ F} of sets E, F ⊂ R n . Define the step homogeneous quasi-norm ρ associated to A and ∆ by that for all x ∈ R n , (2.3)
Obviously, for all k ∈ Z, B k = {x ∈ R n : ρ(x) < b k }. From (2.1) and (2.2), it follows that for all x, y ∈ R n ,
see [2, p. 8] . Moreover, (R n , ρ, dx) is a space of homogeneous type in the sense of Coifman and Weiss [15] , where dx is the n-dimensional Lebesgue measure.
Recall that the homogeneous quasi-norm associated with A was introduced in [2, Definition 2.3] as follows.
Definition 2.2.
A homogeneous quasi-norm associated with an expansive matrix A is a measurable mapping ρ : 
We also need the following slight variant of the Whitney covering lemma, which generalizes Lemma 2.7 of [2] . Here we borrow some ideas from Lemma 
On the other hand, for any given x ∈ Ω, the fact that Ω is open implies that there exists a δ ∈ (0, 1) such that {y ∈ R n : |x − y| < δ} ⊂ Ω. By (2.1) and (2.5), for any z ∈ B k with k = ln(δ/C)/ ln(λ − ) − 1 < 0 and C as in (2.5), we have |z| < δ, which implies that x + B k ⊂ {y ∈ R n : |x − y| < δ} and therefore (x) ≥ k > −∞. Thus, the claim holds.
Obviously, the collection {x + B (x)−d−2σ } x∈Ω forms a cover of Ω. Now, let
Obviously, (ii) and (iii) hold. To prove (i), for any x ∈ Ω, there exists i such that
, which together with (2.2) implies that
This implies that
By interchanging the roles of x and x i , we also have (x i ) ≤ (x) + σ , which verifies the claim and hence, (i).
The proofs for (iv) and (v) are, respectively, as in Lemma 2.7 (iv) and (v) of [2] . We omit the details. This completes the proof of Lemma 2.3.
For any locally integrable function f , the Hardy-Littlewood maximal function
Recall that the weight class of Muckenhoupt associated to A was introduced in [6] .
Definition 2.5. Let p ∈ (1, ∞) and w be a nonnegative measurable function on R n . The function w is said to belong to the weight class of Muckenhoupt
The function w is said to belong to the weight class of Muckenhoupt
Recall that (R n , ρ, dx) is a space of homogeneous type. For some basic properties of A p weights, we refer the reader to [19, Chapter IV] , [30, Chapter V], [33] , and [39] . Here we only state some properties that will be used later. In fact, it is easy to see that
then there exists an ε ∈ (0, p − 1] such that w ∈ A p−ε by the reverse Hölder inequality. For any given w ∈ A ∞ , define the critical index of w by 
Moreover, we have the following conclusions. Proposition 2.6.
Proof. Proposition 2.6 (ii) is just Theorem 2.4 of [6] . To see (i), recall that if w ∈ A p , then for any measurable sets E ⊂ B,
This completes the proof of Proposition 2.6.
Ë
We remark that Proposition 2.6 (i) implies that the measure w(x) x is doubling and thus (R n , ρ, w(x) x) is also a space of homogenous type. Now we recall the space of Schwartz functions and its dual space in [2] .
Definition 2.7.
A complex valued function ϕ on R n is said to belong to the Schwartz class S(R n ), if ϕ is infinitely differentiable and for every α ∈ (Z + ) n and 
and the inclusion is continuous.
Proof. We only prove the case p < ∞. The proof for the case p = ∞ is easier and we omit the details. Since p ∈ (q w , ∞), then w ∈ A p . Therefore, by the definition of A p , for all k ∈ Z, we have (2.9)
where 1/p + 1/p = 1. Then, by (2.9), for any ϕ ∈ S(R n ), we have
Thus (i) holds.
To see (ii), for any f ∈ L p w (R n ) and ϕ ∈ S(R n ), by the Hölder inequality and (2.10), we have
which implies the desired conclusions of (ii) and hence, completes the proof of Lemma 2.8.
forms an approximation of the identity. Precisely, we have the following conclusions.
Proposition 2.9. Let ϕ ∈ S(R
Proof. Proposition 2.9 (i) is just Proposition 3.8 of [2] .
n , which together with Proposition 2.6 (ii) and the Lebesgue dominated convergence theorem implies that
, it further follows the desired conclusion (ii), which completes the proof of Proposition 2.9.
and the radial grand maximal function
where ϕ k for k ∈ Z is as in (2.11).
For every N ∈ Z + , there exists a positive constant C such that for all f ∈ S (R n ) and x ∈ R n , (2.12) 
and almost everywhere
, where J denotes the set of all classical dyadic cubes of R n with side length 1 and χ Q denotes the characteristic function of Q. Then obviously, for all x ∈ R n ,
, by [32, Theorem 1.25], we have that for almost everywhere
On the other hand, for any ϕ ∈ S N (R n ), since N ≥ 2, we have that for all
which implies that for all
This verifies (i). By (i) and Proposition 2.6 (ii), we have that if
. By the Alaoglu theorem there exists a subse- 
Thus, by (i) and Proposition 2.6 (ii), we
, which gives (ii) and hence completes the proof of Proposition 2.11. 
THE GRAND MAXIMAL FUNCTION DEFINITION OF HARDY SPACES
In this section, we introduce weighted anisotropic Hardy spaces via grand maximal functions and weighted anisotropic atomic Hardy spaces. Some basic properties of these spaces are also presented.
A be an expansive dilation, w ∈ A ∞ , and q w be as in (2.8) . Set
For each N ≥ N p,w , the weighted anisotropic Hardy space associated with the dilation A is defined by 
n with |α| ≤ s. 
where 
whereφ(x) ≡ ϕ(−x). This implies f ∈ S (R n ) and the inclusion is continuous, which completes the proof of Proposition 3.4.
Ë
The proof of the following proposition is a weighted variant of Proposition 3.12 in [2] . Proof. For every ϕ ∈ S(R n ) and sequence {f j } j∈N ⊂ S (R n ) such that j∈N f j converges in S (R n ) to the tempered distribution f , the series j∈N f j * ϕ converges to f * ϕ pointwise. Thus for any x ∈ R n , we obtain Therefore, 
To estimate Á Á , we claim that for all m ∈ Z + and x ∈ x 0 + (B j+σ +m+1 \ B j+σ +m ), 
Combining the estimates for I and II yields (3.3).
To prove the estimate (3.4), we follow the techniques from the proof of Theorem 4.2 in [2] . By the Hölder inequality, Definition 3.2 (ii) and w ∈ A q , we have
For j ≤ k, let P be the Taylor expansion of ϕ at the point A −k (x − x 0 ) of order s 0 . Thus, by the Taylor remainder theorem, (2.6) and (2.7), we have
In the last step, we used (2.2) and the fact that
since m ≥ 0. By this, (3.5), j ≤ k, and the fact that a has vanishing moments up to order s 0 , we have
Observe that when
Finally, when j −k+m ≤ 0, (3.7) trivially yields (3.8) . This shows that (3.8) holds for all j ≤ k. Combining this together with (3.6) and taking the supremum over k ∈ Z verify the claim (3.4) and thus complete the proof of Theorem 3.6. 
CALDERÓN-ZYGMUND DECOMPOSITIONS
In this section, we generalize the Calderón-Zygmund decomposition associated with grand maximal functions on anisotropic R n in [2] to the weighted anisotropic R n . We follow the constructions in [17] and [2] . Throughout this section, we consider a tempered distribution f so that for all λ > 0,
where N ≥ 2 is some fixed integer. Later with regard to the weighted anisotropic Hardy space H For a given λ > 0, we set
Since by Proposition 2.6 (i), w(R n ) = ∞, which together with w(Ω) < ∞ implies that Ω is a proper subset of R n . Observe also that Ω is open. Applying Lemma 2.3 to Ω with d = 4σ , we obtain a positive constant L independent of Ω and f , a sequence {x j } j ⊂ Ω and a sequence of integers { j } j such that 
Clearly, supp θ j ⊂ x j + B j +σ and θ j ≡ 1 on x j + B j . By (4.1) and (4.5), for any x ∈ Ω, we have
. .2), and i ζ i = χ Ω . The family {ζ i } i forms a smooth partition of unity on Ω.
Let s ∈ Z + be some fixed integer and P s (R n ) denote the linear space of polynomials in n variables of degrees no more than s. For each i and P ∈ P s (R n ), set (4.7)
by the Riesz lemma, there exists a unique polynomial
We will show that for suitable choices of s and N, the series i b i converges in S (R n ), and in this case, we 
Moreover, the series i b i converges in H p w,N (R n ; A) and
where L is as in (4.5).
Proof. By Lemma 4.5, we have
(s+1)p > 1 for sufficiently small η > 0. Using Proposition 2.6 (i) with w ∈ A q w +η , Lemma 4.6 and the fact that M N (f )(x) > λ for all x ∈ x i + B i +2σ , we have
which gives (4.8). By (4.8) and (4.5), we have
which together with the completeness of H 
Proof. The proof for q = ∞ is similar to that for q ∈ (q w , ∞). So we only give the proof for q ∈ (q w , ∞). By Lemma 4.4 and Proposition 2.6 (i),
Therefore, by (4.2), (4.5) and Proposition 2.11 (ii), we have
which together with (4.5) again gives
and thus completes the proof of Lemma 4.8.
Ë
The following conclusion is essentially Lemma 5.9 in [2] . Here we omit the details of the proof. 
and there exists a positive constant C 8 , independent of f and λ, such that 
Taking the sum over all i, by (4.1) and (4.2), we obtain 
By Lemma 4.4 and (4.5), we have |g(x)| λ for all x ∈ Ω, and by Proposition 2.11 (i) and (2.12) given by (4.7), namely, the unique element of P s (R n ) such that for all Q ∈ P s (R n ),
For convenience, we setB for all k ∈ Z and i, (5.1)
Moreover, there exists a positive constant C, independent of f , such that 
where all the series converge in S (R n ) and almost everywhere. Furthermore, 
By Proposition 2.11 (i) and (2.12)
for almost everywhere x ∈ (Ω k+1 ) , and by Lemma 4.4, Lemma 5.1 (ii) and Lemma 5.2, 
, which gives (5.5). This completes the proof of Lemma 5.4.
Step 2. 
σ and therefore ρ(z) < b 2σ +k 0 −k . Thus, using (2.1) and (2.2),
This implies that ρ(A
Thus, by an argument similar to I, we have II inf [24] . This shows the necessity of using only continuous atoms when q = ∞ in Theorem 7.2 (ii). Consequently, such a bounded extension must be obtained in a rather delicate and non-trivial way using only finite decompositions into continuous atoms.
