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Introduction
Clouds are of central importance for the Earth's energy budget and water cycle by modulating radiative fluxes as well as redistributing water. Consistent and stable observational data records of cloud properties are needed for climate monitoring and for evaluating the distribution of clouds in weather and climate models. This requirement is, for example, reflected in the 25
Intergovernmental Panel on Climate Change (IPCC) statement that "clouds and aerosols continue to contribute the largest uncertainty to estimates and interpretations of the Earth's changing energy budget" (Stocker et al., 2013, Chapter 7) .
Passive visible-infrared (VIS-IR) imagers provide a valuable means to observe cloud properties with high spatial resolution.
The long history of such instruments has enabled the generation of several cloud data records. These include the International Satellite Cloud Climatology Project (ISCCP, Rossow and Schiffer, 1999) , which is based on a combination of polar and geostationary imagers, the Pathfinder Atmospheres-Extended (PATMOS-x) data record, based on Advanced Very High Resolution Radiometer (AVHRR) measurements (Heidinger et al., 2014) , data sets derived from Moderate Resolution 5 Imaging Spectroradiometer (MODIS) measurements (Platnick et al., 2003) and the AVHRR based Cloud, albedo and radiation (CLARA) data record (Karlsson et al., 2013) , created in the framework of the European Organisation for the Exploitation of Meteorological Satellites (EUMETSAT) Satellite Application Facility on Climate Monitoring (CM SAF, Schulz et al., 2009) , which was recently updated (Karlsson et al., 2016) .
While these datasets have global coverage, they give (apart from ISCCP) only a limited description of the temporal 10 variability of clouds during the day. Therefore, CM SAF has been using measurements from the Spinning Enhanced Visible and Infrared Imager (SEVIRI), on board the geostationary Meteosat Second Generation (MSG) satellites, to generate the CLoud property dAtAset using SEVIRI (CLAAS), with diurnally resolved cloud properties. The first edition of this data record (CLAAS-1) is described in Stengel et al. (2014) . This data set has been used, among others, for studying the diurnal cycle of clouds (e.g. Martins et al., 2016; Pfeifroth et al., 2016) and for model evaluation (e.g. Brisson et al., 2016; Alexandri 15 et al., 2015; ) . Recently a second, reprocessed edition was released (CLAAS-2), based on updated retrieval algorithms and incorporating measurements from MSG-1, -2 and -3 satellites every 15 minutes, thus extending the time period covered (2004) (2005) (2006) (2007) (2008) (2009) (2010) (2011) (2012) (2013) (2014) (2015) and increasing the temporal resolution. In particular, the 15-minute resolution now enables process studies in which individual clouds or cloud fields need to be tracked to monitor the cloud properties such as glaciation.
In this study, the CLAAS-2 cloud properties are presented and evaluated. The data record comprises cloud macro-and 20 microphysical properties, namely cloud fractional coverage (CFC, derived from a corresponding cloud mask), cloud top location, including height (CTH), pressure (CTP) and temperature (CTT), cloud phase (CPH), which distinguishes liquid and ice clouds, and cloud water path (CWP) separately for liquid (LWP) and ice (IWP) clouds. Cloud optical thickness (COT) and particle effective radius (REF) , which are used in the cloud water path computation, are also included. All these properties are available as both instantaneous data (level 2) and daily/monthly averages (level 3), along with monthly mean 25 diurnal cycles and histograms.
The evaluation is performed by validation and intercomparison with other cloud data sets. These include (1) observations from space-based active instruments (lidar and radar), which provide the most accurate information about cloud presence in the atmosphere, (2) cloud properties derived from other passive VIS-IR satellite imagers, (3) observations of total cloud cover made at meteorological surface stations and (4) liquid water path retrieved from space borne passive microwave (MW) 30 sensors. The evaluation is performed separately for level 2 and level 3 CLAAS-2 data, and their performance is assessed based on the different characteristics of each data set that is used as reference. Consequently, depending on the parameter being evaluated, the analysis ranges from cloud detection scores and biases to spatial distribution characteristics and time series comparisons. This paper is organized as follows: in Sect. 2 the satellite data and algorithms used to generate the CLAAS-2 data record are described; details on the data record contents are also provided. Data sets used for the evaluation of CLAAS-2 are introduced in Sect. 3, along with the methodology used in each case. In Sect. 4 evaluation results regarding level 2 data are presented, while corresponding results for monthly aggregated (level 3) products are described in Sect. 5. Concluding remarks can be found in Sect. 6. 5 2 The CLAAS-2 data record 2.1 SEVIRI SEVIRI is a 12-channel imager on the MSG geostationary satellites operated by EUMETSAT. All four planned MSG satellites, Meteosat-8, -9, -10 and -11, (also referred to as MSG-1, -2, -3 and -4, respectively), have been launched to date, with data from the first three satellites included in the CLAAS-2 data record, covering the period from January 2004 to 10 December 2015. Apart from one high spatial resolution visible (HRV) channel, SEVIRI carries 11 channels between 0.6 and 14 μm with a spatial sampling resolution of 3 km × 3 km at nadir and a 15-minute repeat cycle. Further information regarding the SEVIRI channels is given in Table B1 of Appendix B. The MSG satellites have been located at similar, but not exactly the same positions. Specifically, MSG-1 was positioned at 3.4° E from 2004 to 2008. Hence, even though the SEVIRI projection in level 1.5 data is aligned at 0.0° for all satellites, the positions of the individual satellites slightly change 15 SEVIRI's viewing geometries, which has been taken into account for the generation of the CLAAS-2 data record.
In addition to the EUMETSAT nominal calibration, SEVIRI solar channels were intercalibrated with MODIS operating on board the Aqua satellite, which is considered one of the best calibrated imagers at present (Wu et al., 2013) . The methodology of Meirink et al. (2013) , which uses collocated, ray-matched, atmosphere-corrected, near-nadir SEVIRI and Aqua-MODIS reflectances was reapplied for our study, now using MODIS Collection 6 level 1b data as a reference and 20 extended to cover the full CLAAS-2 time series. This included all three SEVIRI instruments that have been active, namely on MSG-1, -2 and -3. The inter-calibration with MODIS changed the reflectances by about -8% in channel 1 (0.6 μm), -6% (-4% for MSG-3) in channel 2 (0.8 μm), and +3% in channel 3 (1.6 μm) compared to the operational SEVIRI calibration provided by EUMETSAT.The inter-calibration revealed offsets in the operational SEVIRI calibration of about -8%, -6% (-4% for MSG-3) and +3% in channels 1 (0.6 μm), 2 (0.8 μm), and 3 (1.6 μm), respectively. Furthermore, even though the 25 SEVIRI shortwave channels turn out to be quite stable over time, there are slight trends in the calibration coefficients. The calibration coefficients used in CLAAS-2 are reported in CM SAF (2016a). For the thermal infrared channels, the on-board calibration, as provided by EUMETSAT, was applied.
CLAAS-2
The CLAAS-2 dataset is the improved and extended follow-up of CLAAS-1 (Stengel et al, 2014) . In the following, an overview of each CLAAS-2 retrieval algorithm is given, along with the main scientific updates applied, compared to the CLAAS-1 retrievals.
For the detection of clouds and their vertical placement, the MSGv2012 software package, developed within the framework 5 of the Nowcasting and Very Short Range Forecasting SAF (NWC SAF), was employed. The cloud detection involves a series of spectral threshold tests, depending on, among others, the illumination (daytime, twilight, night-time, sun glint) and surface types. The algorithm classifies satellite pixels as cloud filled, cloud-free, cloud contaminated or snow/ice contaminated. Further information on the cloud detection method can be found in Derrien and Le Gléau (2005) and NWC SAF (2013), and also in Stengel et al. (2014) , regarding its implementation in CLAAS-1. Compared to the MSGv2010 10 algorithm version, which was applied in CLAAS-1, only minor updates were implemented. These include adaptations of detection tests that were affected by nocturnal extreme cooling conditions, which caused false cloud detections by the algorithm (NWC SAF, 2011), and corrections for coastal cloud mask artifacts, caused by high spatial standard deviation values around coastal pixels (CM SAF, 2016a) . Furthermore, contrary to the default NWC SAF MSGv2012 cloud masking algorithm, which uses 4 × 4 pixels segments to reduce computational time, individual thresholds were computed for each 15 SEVIRI pixel in CLAAS-2. The consequent increase in CLAAS-2 computation time was compensated by a higher degree of parallelization.
Regarding the cloud vertical placement algorithm, no changes were implemented between the CLAAS-1 (MSGv2010) and CLAAS-2 (MSGv2012) versions. The algorithm, which is used for the derivation of CTH, CTP and CTT, uses input from SEVIRI channels at 6.2, 7.3, 10.8, 12.0 and 13.4 μm, as well as the cloud type information derived from the cloud masking 20 algorithm component. The spectral information is used in the simulation of corresponding radiances and brightness temperatures for overcast and clear sky conditions on a pixel basis, using the Radiative Transfer Model for TOVS (RTTOV, Saunders et al., 1999 , Matricardi et al., 2004 . Ancillary data of temperature and humidity profiles from ERA-Interim are also used (Dee et al., 2011) . Depending on the cloud type, dDifferent approaches are used for the derivation of CTP, including a best fit between the simulated and the measured 10.8 μm brightness temperatures, the H2O/IRW (Infrared 25 Window) intercept method (Schmetz et al., 1993) , and the radiance rationing method (Menzel et al., 1983) . Further information on the implementation of the cloud top properties retrieval algorithm can be found in Stengel et al. (2014) and CM SAF (2016a).
The retrieval of CPH in CLAAS-2 was based on a modified version of the Pavolonis et al. (2005) algorithm, which was provided by the Center for Satellite Applications and Research (STAR) of the NOAA Satellite and Information Service 30 (NESDIS). This approach constitutes a fundamental update compared to CLAAS-1, where CPH was mainly inferred from CTT and the 1.6 μm reflectance. According to the new retrieval scheme, a number of spectral tests are performed in a specific order, involving measurements from SEVIRI channels at 6. 2, 8.7, 10.8, 12 .0 and 13.4 μm, as well as clear and cloudy sky IR radiances and brightness temperatures, calculated using RTTOV. The algorithm initially yields one of the following cloud types: liquid, supercooled, opaque ice, cirrus, overlap, and overshooting, which are then further condensed to liquid (former two) and ice (latter four) phase. Details on the algorithm can be found in CM SAF (2016b).
The retrieval of cloud optical and microphysical properties was based on the Cloud Physical Properties (CPP) algorithm (Roebeling et al., 2006; CM SAF 2016b) . The algorithm uses SEVIRI's visible (0.6 μm) and near-infrared (1.6 μm) 5 measurements to retrieve COT and REF by applying the classical Nakajima and King (1990) approach. CPP is based on look-up tables (LUTs) of top-of-atmosphere (TOA) reflectances simulated by the Doubling Adding KNMI (DAK) radiative transfer model (Stammes, 2001) , which has been frequently used in the past for numerous cloud and aerosol radiative transfer applications (e.g., de Tilstra et al., 2012) . The setup of these LUTs is provided in Table 1 further averaged to monthly means, whereby at least 20 daily mean values were required for the estimation of monthly average CFCs. It should be noted, however, that this threshold was only applied as a fail-safe mechanism; in practice, apart 25 from the first month of the CLAAS-2 time series (January 2004), no gaps are present in the monthly mean data. CFC was calculated from the cloud mask by counting cloud-free pixels as 0, and both cloud-contaminated and cloud-filled pixels as 1.
In addition to the 'day-and-night' CFC, separate averages for daytime and nighttime were computed. Level 3 products of cloud LWP and IWP (including COT and REF) are available during daytime only, both as cloudy-sky means and all-sky means. Apart from the regular monthly aggregated products, monthly mean diurnal cycles have been calculated by averaging 30 all daily mean diurnal cycles in a month. In order to retain a sufficient number of observations in each grid box, these monthly mean diurnal cycles have been prepared on a coarser spatial grid of 0.25° × 0.25°. In addition to the mean monthly properties, monthly histograms are composed, collecting the number of occurrences of cloud properties. Collected are CWP, CTP, CTT, COT and REF in one-dimensional, cloud-phase-separated, spatially-resolved histograms of 0.05° × 0.05° spatial resolution, and combinations of CTP and COT in two-dimensional, cloud-phase-separated, spatially-resolved histograms of 0.25° × 0.25° spatial resolution. The binning of the histograms is as given in Table 3 of Stengel et al. (2014) . The REF histograms, which were not included in CLAAS-1, have bin borders of: 3, 6, 9, 12, 15, 20, 25, 30, 40, 60, 80 μm.
The CLAAS-2 data record is (as all CM SAF climate data records) freely available online via 5 http://dx.doi.org/10.5676/EUM_SAF_CM/CLAAS/V002, including comprehensive documentation and auxiliary data facilitating work with the data record. CM SAF's (www.cmsaf.eu) main task is to generate and provide in a sustained effort Climate Data Records (CDRs) derived from operational meteorological satellites. In particular CDRs for components of the global energy budget and water cycle are the main focus. During the full generation and delivery process CM SAF adheres to the international Global Climate Observing System (GCOS) guidelines. Thus, CM SAF is applying the highest standards 10 to make the resulting data records suitable for the analysis of climate variability and the detection of climate trends.
Data sets and methodology used for evaluation
In this section, the data sets used as references for the evaluation of CLAAS-2 are described, along with the methodology used in each case. Reference data sets comprise measurements from lidar, radar, microwave and passive space borne sensors, as well as surface observations. The CALIOP level 2 layered cloud products (CAL_LID_L2_05kmCLay-Prov) in 5 km resolution (data set versions 3-01, 3-02 and 3-30) were used here. Among five different optionsCALIOP along-trach resolutions available, namely 333 m, 1 km, 5 km, 20 km and 80 km, the 5 kmis resolution was selected as the closest to the CLAAS-2 level 2 resolution, while it also offers higher confidence in cloud detection and identification, compared to the original footprint resolution, by horizontally 25 averaging up to 80 km of measurements (Winker et al., 2009 ). For the CLAAS-2 level 2 validation, a data set of collocated CALIOP and CLAAS-2 measurements was created, comprising 100 million matchups between 2006 and 2015. Spatial collocation was performed using a nearest neighbour approach while temporal collocation was achieved by matching each CALIOP measurement time with the acquisition time of the closest SEVIRI scanline. This approach allows for maximum time and space differences of 7.5 minutes and 5 km, respectively. 30 CLAAS-2 level 2 products were validated against corresponding CALIOP products (Sect. 4.1); for discrete variables, namely cloud mask (cloudy/clear) and CPH (water/ice), validation was based on statistical scores, including Probability of Detection (POD), False Alarm Ratio (FAR), hitrate and the Hanssen-Kuiper skill score (KSS), while downscaled spatial distributions were also compared. The formulas used for the computation of these scores are the following: POD for event 1, 2: (5) In the above formulas, n ij is the number of cases where CLAAS-2 reports event i and CALIOP reports event j ( Table 2) .
Events correspond to cloudy and clear cases for cloud mask and water or ice clouds for CPH. 10
It should finally be noted that CALIOP's higher sensitivity to high and optically thin clouds, compared to SEVIRI, is an important factor affecting the validation results. In order to address this sensitivity difference and investigate the accuracy of CLAAS-2 products, comparisons were repeated by sampling the CALIOP profiles at successive layers below the cloud top, using different thresholds for the integrated COT of these layers.
DARDAR 15
The DARDAR (lidar/radar) data set was created using a synergistic approach which combines data of Cloudsat Cloud Profiling Radar (CPR) reflectivity, CALIOP lidar attenuated backscatter and MODIS infrared radiance measurements, to retrieve ice cloud properties, including COT, REF and IWP. The retrieval is based on an optimal estimation approach, which ensures a smooth transition between regimes where different instruments are sensitive Hogan, 2008, 2010) .
The products have the same vertical resolution as CALIOP (30-60 m) and the horizontal resolution of CPR (700 m × 700 m). 20 DARDAR data of ice COT and IWP were used for the validation of corresponding CLAAS-2 level 2 products. The DARDAR data used here comprises overpasses from the SEVIRI disk during January and July 2008. Extreme illumination geometries were excluded by selecting only retrievals at SZAs below 75°. Furthermore, DARDAR profiles which consist of ice CPH only were considered, and in each SEVIRI pixel a single profile was included only when all profiles in this pixel had the same CPH. 25
MODIS
MODIS is an advanced imaging spectroradiometer operating on board NASA's Terra and Aqua satellites since February 2000 and July 2002, respectively (Salomonson et al., 1989) . Both Terra and Aqua orbits are sun synchronous and timed so that they cross the equator at 10:30 and 13:30 local solar times, in a descending and ascending node, respectively. With a viewing swath width of 2330 km, MODIS covers every point on the Earth's surface in 1 to 2 days, acquiring data in 36 spectral bands.
Since MODIS is among the most advanced passive imagers in space, and has been operating during the entire CLAAS-2 time range, cloud products from the latest MODIS Collection (C006, Platnick et al., 2015) were used here as a reference. For level 2 intercomparisons (Sect. 4.3), a specific MODIS granule was selected as case study, and the MODIS and SEVIRI 5 grids were sampled to a common regular latitude-longitude grid. For level 3 evaluation (Sect. 5.3), the CLAAS-2 monthly products were downscaled from their 0.05° × 0.05° resolution to the MODIS 1° × 1° grid by spatial averaging. Since both level 2 and 3 MODIS data products are available separately from Terra and Aqua satellites, and CLAAS-2 level 3 monthly mean products are computed by averaging all SEVIRI time slots (daytime-only slots for optical properties), Terra and Aqua MODIS monthly products were also averaged, to best mimic this CLAAS-2 diurnal averaging. In the CFC and CPH cases, 10 however, only Aqua MODIS data were used, due to a Terra MODIS band 29 (8.6 μm) radiometric calibration drift issue, which has affected Collection 6. This band is used in the CFC and CPH retrieval algorithms (Baum et al. 2012) , where significant biases were found in the monthly time series, extending back to earlier than 2010. Furthermore, as in the optical properties case, only daytime CFC and CPH data were compared against MODIS. It should also be noted that, for consistency purposes, cloud optical properties retrievals based on MODIS band 6 (1.6 μm) were used in these 15 intercomparisons.
SYNOP
Total cloud cover data from surface synoptic observations (SYNOP) were used for the evaluation of CLAAS-2 level 3 monthly CFC. SYNOP data span the entire CLAAS-2 period (2004) (2005) (2006) (2007) (2008) (2009) (2010) (2011) (2012) (2013) (2014) (2015) and originate from all land areas of the SEVIRI disk, with higher density of stations in European countries. The SYNOP data used for the validation have been taken from 20 the local DWD archive of collected global SYNOP reports following the guidance of the Guide to Meteorological Instruments and Methods of Observations (Jarraud, 2008) . In order to ensure data quality and consistency, only SYNOP reports provided by manned airport stations were taken into account.
Monthly averaged CFC values from SYNOP stations were estimated based on corresponding daily averages. The latter were calculated when at least 6 instantaneous measurements were available. Additionally, as in the CLAAS-2 level 3 case, at least 25 20 daily mean CFC values were required for the estimation of monthly averages. Except for the level of agreement between the SYNOP and collocated CLAAS-2 level 3 CFC products, the dependency of this agreement on the SEVIRI VZA was also examined (Sect. 5.1). . LWP estimates are reported to have an accuracy of 15% to 30% (O'Dell et al., 2008) .
Microwave imagers

MW
It should be noted that, since MW measurements are not sensitive to the presence of ice clouds, the validation was limited to areas with sufficiently low ice cloud fraction. In the SEVIRI disk this requirement is fulfilled over the marine stratocumulus 5 (Sc) area of South Atlantic, off the Namibian coast. Specifically, the region defined by the 20°-10°S and 0°-10°E latitudelongitude boundaries was selected for this purpose. Validation includes both monthly mean time series and average diurnal cycle intercomparisons of all-sky LWP, computed by averaging pixel values from the Sc study region (Sect. 5.2).
Level 2 evaluation
In this section, validation results of CLAAS-2 level 2 products against CALIOP and DARDAR are described. Furthermore 10 we discuss comparisons of CLAAS-2 level 2 products with MODIS data.
Validation with CALIOP
Based on all collected CLAAS-2 level 2 and CALIOP collocations, an overall cloud POD of 87.5% was found, while the corresponding FAR was 16.9% and the hitrate reached 80.9%. Differences between day and night collocations were minor, while the cloud POD was significantly higher over sea compared to land, at the cost of an also much higher FAR. 15
Corresponding scores for CPH were 91.6% and 74.9% (liquid and ice POD), and 29.8% and 6.7% (liquid and ice FAR), with an overall CPH hitrate of 81.4%. Both low values of ice cloud POD and high values of liquid cloud FAR should be attributed to CALIOP's higher sensitivity to high and optically thin clouds. In fact, when these clouds are excluded from the analysis, ice cloud scores acquire higher values, with ice POD becoming similar to the liquid POD, while liquid cloud FAR is reduced to 10.0% when the CALIOP phase was sampled at a COT of 0.2 below the cloud top. These results are summarized in Table  20 3.
This difference in sensitivity mismatch between CLAAS-2 and CALIOP was further analysed by using a varying CALIOP total column COT as a threshold for distinguishing cloud free from cloudy scenes. Hence, all CALIOP scenes with COT less than this threshold were set as cloud free. setting as cloud-free, scenes with CALIOP total column COT measurements smaller than a certain threshold. Results are shown in Fig. 1a , with the COT threshold in the x-axis. It is obvious that as the 25 COT threshold used to distinguish clear and cloudy CALIOP measurements increases, both POD and FAR increase. The POD increases because optically thin clouds, which are likely not to be detected by SEVIRI, are also excluded from CALIOP and the number of scenes where both CALIOP and CLAAS-2 detect clouds increases. However, as the COT threshold increases, also some clouds that are detected by SEVIRI are excluded from CALIOP; such cases cause an increase in FAR. This is the result of two simultaneous effects, whereby optically thin CALIOP clouds not detected by SEVIRI are 30 reset to cloud-free scenes, thus increasing the cloud POD, and optically thin CALIOP clouds detected by SEVIRI are also reset to cloud-free, leading to an increased FAR. These effects combined cause the hitrate and KSS to peak at COT≈0.05.
The effect of using as reference the CPH at the layer where the integrated COT (ICOT) exceeds a certain threshold, instead of the uppermost layer, is shown in Fig. 1b . Applying this ICOT threshold leads to an increase in ice cloud POD, since thin ice clouds detected by CALIOP but not by SEVIRI are excluded. There are two ways how the liquid POD can be influenced 5 when excluding a thin CALIOP ice cloud and instead comparing against a liquid CALIOP cloud located below: If the thin ice cloud was incorrectly reported as liquid by CLAAS-2, the liquid POD would increase whereas it would decrease if the cloud was correctly reported as ice by CLAAS-2. It was found that the second case occurrences increased with ICOT three times stronger than the first, leading to the decrease in liquid cloud POD shown in Fig. 1b . Figure 2 shows the spatial distributions of cloud fraction and ice cloud fraction, estimated from all collocated CLAAS-2 10 level 2 and CALIOP measurements. The maps were created by remapping matchups to a regular 1.5° × 1.5° grid and averaging within each grid box. Large scale patterns between the two data sets are similar for both cloud fraction and phase.
There is a tendency for CLAAS-2 to overestimate cloud fraction over the northern and southern Atlantic, as well as the Indian Ocean, which may be related to the high VZAs over these areas (cf. Reuter et al. 2009 ). On the other hand, cloud fraction in the tropics is underestimated by CLAAS-2, probably due to the frequent presence of cirrus clouds in this area, 15 which are more likely to be detected by CALIOP (Sun et al. 2011) . The phase agreement is overall very good, with slightly less ice clouds being reported by CLAAS-2 over Africa and the central Atlantic, which is consistent with the difference in cloud fraction over the same areas.
Taking the CALIOP CTT as reference, the relation of CTT and CPH was also examined (Fig. 3) . The agreement is excellent in both liquid and ice cloud histograms, when using ICOT=0.2 as a threshold layer for CALIOP CTT and CPH selection. It 20 should be noted that the CLAAS-2 histogram extensions above 0 °C for ice clouds (red dashed line in Fig. 3 ) and below -420 °C for liquid clouds (red solid line in Fig. 3) should be attributed to the fact that the x-axis CTT binning in this figure comes from CALIOP. The CLAAS-2 CTT is always below 0 °C for ice clouds and above -42 °C for liquid clouds. Hence, these histogram extensions are related to CALIOP retrieving higher CTT (former case) or lower CTT (latter case) than CLAAS-2.
If CLAAS-2 CTT was used instead, such cases would not be allowed by the retrieval algorithm. 25
The CLAAS-2 cloud top properties, namely CTH, CTP and CTT, were directly compared to corresponding CALIOP data of the uppermost cloud layer detected. These comparisons revealed an underestimation of CTH by CLAAS-2, and consequent overestimations of CTP and CTT. These results should also be attributed to the discrepancies in high optically thin cloud detection between the two data sets. In fact, when examining these biases using varying CALIOP cloud top layers, based on different ICOT threshold values, a strong influence was found (Fig. 4) . All biases acquire their minimum absolute values at 30 an ICOT threshold of about 0.3-0.5 and their signs are reversed as the ICOT of CALIOP cloud top layers excluded is increased towards 2.0. The spread of CLAAS-2 compared to CALIOP data is also reduced, as can be seen from the biascorrected Root Mean Square Error (bc-RMSE), represented as error bars in Fig. 4. In contrast to binary level 2 variables like cloud mask and cloud phase variables, which acquire values of only 0 or 1, cloud top variables are continuous so that a correlation analysis can be performed. The results are shown as scatter plots in Fig. 5 .
The overall correlation is strong in all cloud top products, with Pearson correlation coefficients ranging between 0.84 and 0.88. The least squares fit slopes are below 1, which also reflects the underestimation in CTH and overestimation in CTP and CTT of high clouds by CLAAS-2. 5 Figure 6a shows the CLAAS-2 vs. DARDAR single layer ice COT comparison. The distribution contours show the number of points enclosed, e.g., the black area (central contour) encloses the 20% of bins with the largest density containing the largest density g 20% largest densityof observations. The distribution is clearly correlated and lies along the 1:1 line.
Validation with DARDAR
However, the remaining 25% of the observations outside of the density contours (not shown in the figure) are so much 10 scattered in parameter space that the total correlation remains weak (0.33).
The IWP (Fig. 6b) 
Comparison with MODIS
For the level 2 CLAAS-2 comparison with MODIS Collection 6, one Terra MODIS granule is shown as a case study. The 25 granule on 20 June 2008, from 10:50 to 10:55 UTC was selected, covering the largest part of Europe, since it fulfilled a number of criteria, including a balanced presence between low and high, liquid and ice, and thin and thick clouds, as well as relatively low SZAs. The time difference between the two data sets was also minimized, by selecting the 10:45 UTC SEVIRI time slot, which covered Europe at around 10:56 UTC. clouds, created using only collocations where CPH was the same in both data sets. The liquid COT histograms reveal a good agreement, while ice COT is slightly larger in CLAAS-2 than in MODIS. Relative peaks at COT=100 should be attributed to the fact that COT retrievals greater than 100 are set equal to 100, causing the relatively higher number of pixels found with this value. The MODIS 1.6 μm and 2.1 μm REF retrievals yield slightly different histograms. Considering that the CLAAS-2 products are based on 1.6 µm measurements, it is somewhat surprising that the CLAAS-2 REF agrees better with the MODIS 2.1 µm product than the 1.6 µm especially in the liquid clouds case. For ice clouds, CLAAS-2 acquires overall lower REF, which is most probably related to the choice of ice particle habits: i.e. severely roughened monodisperse 5 hexagonal columns for CLAAS-2 versus severely roughened aggregated columns with a gamma size distribution (Yang et al., 2013) for MODIS C6. Consistent with the results of the REF intercomparison, the agreement for LWP is better than for IWP.
Level 3 evaluation
This section covers the evaluation of CLAAS-2 level-3 products, namely daily and monthly aggregations as well as monthly 10 mean diurnal cycles.
Validation with SYNOP
The comparison of CLAAS-2 monthly mean CFC data with corresponding SYNOP observations showed an overall good agreement, with an average (over all SYNOP stations) CLAAS-2 -SYNOP bias of 3.7%, never exceeding 7.5%. This bias, however, is positive for the entire time series, as a consequence of the well-known effect of cloudiness overestimation by 15 passive satellite sensors at high VZAs (e.g., Maddux et al., 2010) in combination with most SYNOP stations being located in Central Europe, away from the SEVIRI nadir view point. (Karlsson, 2003) . However, 25 the small number of observations in this VZA range is prohibitive for drawing any further conclusions. In the 30°-60° VZA range, on the other hand, the best accuracy and precision of CLAAS-2 CFC are achieved. Northern mid-latitudes (i.e. Europe) dominate this VZA range, where the greatest number of observations can also be found, thus enhancing the robustness of the results. Figure 9a shows the time series plot of the monthly all-sky LWP at 12:00 UTC from CLAAS-2 and UWisc, calculated over the marine Sc region west of Namibia (0-10° E, 10-20° S). The two data records exhibit similar seasonal characteristics, with the largest differences appearing almost every year in August and September, when CLAAS-2 acquires lower values compared to the UWisc all-sky LWP. This characteristic should be attributed to the presence of absorbing aerosols over the 5 clouds, originating from biomass burning activities during this season; these overlying aerosols cause a negative bias in the LWP retrieval (Haywood et al. 2004 ).
The average diurnal cycle of all-sky LWP over the marine Sc region from CLAAS-2 and UWisc is shown in Fig. 9b . In order to ensure the equivalence of results, all spatial averages computed from cases with more than 50% missing values were excluded from the analysis, leading to the absence of night time and twilight hours from the plot. Both CLAAS-2 and UWisc 10
show the reduction in all-sky LWP throughout the day, in the 10-hour part of the diurnal cycle depicted in Fig. 9b . The smoothness of the UWisc curve should be attributed to its derivation as a fit to satellite data from various overpass times (O'Dell et al. 2008 ). Compared to UWisc, CLAAS-2 exhibits overall similar values, except before sunset, with an increase that may be a retrieval artifact related to illumination geometry (high SZAs). Figure 10 shows the intercomparison of CLAAS-2 and MODIS level 3 spatial distributions, computed by averaging monthly data from the entire CLAAS-2 period, along with their differences. In the CFC and CPH cases (Fig. 10a and c) , MODIS data are based on the cloud mask product, which is affected by the Terra calibration drift issue. Hence, an intercomparison only with Aqua MODIS data was performed in these two cases, as described in Sect. 3.3.
Comparison with MODIS 15
The two data sets have similar CFC spatial patterns (Fig. 10a) , with lower values from CLAAS-2 appearing over central and 20
western Africa and higher towards the edge of the disk. This pattern of differences should probably be attributed to the viewing geometry of SEVIRI, with increasing viewing angles from the nadir of Meteosat to the edges of the SEVIRI disk, which would also lead to increased cloud cover retrieval, compared to the MODIS typical range of viewing angles (cf. Figure 2 ). In addition, the difference tends to have an opposite sign over land and ocean, most pronounced e.g. over South
America, Europe and the Red Sea. Figure 10b shows the CTH distributions and differences. Overall, CLAAS-2 tends to 25 estimate higher cloud top heights, with the exceptions of central Africa and the Sahara desert, where for the latter region CFC is minimal. The southern Atlantic marine Sc clouds are also placed slightly lower in CLAAS-2. The fraction of liquid clouds, expressed in CPH, is shown in Fig. 10c . As expected, patterns are similar to the CTH case, with liquid clouds obviously prevailing at lower CTHs. Compared to MODIS, CLAAS-2 retrieves more ice clouds at the eastern and western edges of the disk, and more liquid clouds around the 60° S zone. Figure 10d shows the spatial distribution of the all-sky 30 LWP from CLAAS-2, MODIS and their difference. In both data sets, high all-sky LWP values appear mainly over the South and North Atlantic and Europe, while the Sc region west of South Africa is also highlighted. In terms of differences, there is an overall tendency for opposite signs over land and ocean, as in the CFC case. The all-sky IWP spatial distribution, depicted in Fig. 10e , reveals good agreement in terms of spatial features between CLAAS-2 and MODIS, with high values over Central Africa, the Inter-Tropical Convergence Zone (ITCZ) and South America. Similar patterns appear in the differences map, suggesting a proportionality to the absolute all-sky IWP values. CLAAS-2 generally acquires lower values than MODIS, with few exceptions including the area near Antarctica, where sea ice might be causing artifacts in the CLAAS-2 5 retrieval. The lower CLAAS-2 IWP is consistent with the level-2 comparisons in Fig. 7 , demonstrating that it is mainly explained by differences in the effective radius retrievals.
Overall, the intercomparison of temporally averaged distributions shows that CLAAS-2 and MODIS are in good agreement.
In all the variables shown in Fig. 10 , additional possible reasons causing differences between the data sets include the diurnal variability of clouds, which is not fully captured by MODIS, as well as differences in cloud masking algorithms and the 10 spatial averaging processes being used for the production of level 3 data. Figure 11 shows the time series of the area-weighted averages of CLAAS-2 and MODIS level 3 cloud products over the 45°
W-E and S-N region. This area was selected instead of the entire SEVIRI disk to ensure consistency of the time series of the daytime products in all seasons.
The daytime CFC time series (Fig. 11a) shows that CLAAS-2 and MODIS are in good agreement regarding both seasonal 15 cycle and absolute values, also considering their differences in temporal sampling (averaging of daytime vs. once-per-day retrievals). Both time series also appear stable throughout the 12-year period examined, with no significant trend. The tendency of CLAAS-2 to acquire higher CTH values compared to MODIS, presented in Fig. 10b , is verified by the corresponding time series (Fig. 11b) ; while the seasonality of CTH is similar in both data records, the mean CTH difference between them is ~300 m. It is worth noting, however, that this difference decreases after 2013, due to a slight decrease in 20 CLAAS-2 CTH. This change, not appearing in MODIS data, should probably be attributed to the transition from MSG-2 to MSG-3, which occurred in January 2013, but further investigation is required to confirm this. A similar feature appears in the CPH time series (Fig. 11c) , with very good agreement in terms of seasonal variation and absolute values, and a transition of CLAAS-2 from slightly lower to slightly higher values, compared to MODIS, in 2013. The CLAAS-2 monthly all-sky LWP is systematically higher than MODIS by 0.002 kg m -2 on average (Fig. 11d ). This should be attributed to the positive 25 differences over the Atlantic ocean, which covers a large part of the 45° W-E and S-N region. Furthermore, no significant change or trend appears in either data set. This is not the case, however, in the all-sky IWP, where in both CLAAS-2 and MODIS a decreasing trend appears during the second half of the time series (Fig. 11e) . While further investigation of this feature is beyond the scope of this study, its presence and consistency in both data records suggests an origin beyond sensor or calibration issues. The mean difference between the two data sets is around -0.005 kg m -2 throughout the time series. 30
This study focused on the validation and intercomparison of the recently released cloud property data record CLAAS-2 by CM SAF, based on measurements from the SEVIRI sensor on board geostationary satellites MSG-1, 2 and 3. The main characteristics of the retrieval algorithms used for the creation of CLAAS-2 were described, along with their updates compared to the first CLAAS edition. 5
A variety of reference datasets from different sensors and based on different retrieval approaches were used to evaluate and intercompare the CLAAS-2 retrievals at all possible processing levels. Validation was based on active sensors, which are considered the most accurate measurements of cloud properties in the atmosphere, as well as on ground based observations.
Intercomparisons were made with MODIS, which is one of the most advanced passive sensors whose retrievals are similar to those used in CLAAS-2. 10
The results revealed overall good agreement between CLAAS-2 and the reference data sets. While no major discrepancies were found, the differences reported can be attributed to various factors, ranging from different retrieval approaches (e.g. profile retrievals from active sensors vs. column integrated retrievals from passive sensors), different microphysical assumptions in otherwise similar methodologies (e.g. between CLAAS-2 and MODIS), and differences in spatial and temporal samplings, as well as viewing geometries. Considering all these factors, the results presented here confirm the 15 reliability and stability of CLAAS-2 data.
In view of the present findings, CLAAS-2 can be considered as a valuable source of data for studies on clouds and their role in the (regional) climate system. Making use of the advantages of a geostationary imager, it combines high spatial and temporal resolutions, rendering the data products suitable for both local and continental scale studies, at time frames ranging from sub-hourly processes to interannual variability. 20 Recently, EUMETSAT and the co-funding national meteorological services secured continuation of this work, and a third edition of CLAAS is planned for release around 2021, benefiting from potentially improved calibration, further enhanced retrievals schemes, and a prolonged time coverage. b Single scattering properties have been calculated using ray tracing for randomly oriented monodisperse imperfect hexagonal ice crystals (Hess et al., 1998) with aspect ratios from Yang et al. (2013) , roughening simulated with a distortion angle of 30°, and complex refractive index from Warren and Brandt (2008) . The choice of this ice particle model is motivated by Knap et al. (2005) who showed that it yields adequate simulations of total and polarized ice cloud reflectances 
