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Abstract  21 
A computational framework for probabilistic tsunami risk assessment due to a mega-thrust 22 
subduction earthquake is developed and is applied to the 2011 Tohoku Tsunami from retrospective 23 
viewpoints. The uncertain tsunami source characteristics are represented by multiple source 24 
inversion models and their stochastic variations that are generated using the spectral analysis and 25 
synthesis method. By conducting Monte Carlo tsunami simulation, stochastic inundation depth 26 
maps can be developed, which are subsequently integrated with tsunami fragility curves to develop 27 
stochastic tsunami risk maps. The stochastic tsunami risk maps display spatial variability of tsunami 28 
damage probabilities for a building portfolio, reflecting not only possible tsunami scenarios but also 29 
uncertain tsunami resistance of buildings. The numerical results indicate that both stochastic 30 
tsunami risk maps and risk curves are affected by the local terrain features, proximity to major 31 
tsunami sources, and building characteristics (material type and story number). Consideration of 32 
different reference tsunami source models in probabilistic tsunami risk assessment are identified as 33 
one of the critical contributors to the overall uncertainty of the tsunami risk predictions. Therefore, 34 
in determining critical scenarios for tsunami evacuation and risk mitigation, a wide range of 35 
possible tsunami scenarios should be considered in light of the current limited seismological 36 
knowledge for the mega-thrust subduction earthquake. 37 
 38 
Key words: Tsunami risk, Uncertainty, Stochastic earthquake source modeling, Tsunami fragility, 39 
2011 Tohoku Tsunami 40 
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1. Introduction 41 
Tsunami risk due to large subduction earthquakes is catastrophic and is highly uncertain. 42 
Devastating tsunami disasters that struck in the last decade include the 2004 Indian Ocean tsunami 43 
(Borrero, 2005; Murata et al., 2010) and the 2011 Great East Japan (Tohoku) tsunami (Fraser et al., 44 
2013; Suppasri et al., 2013b). The potential impact of giant tsunamis is calamitous, causing 45 
tremendous fatalities (tens to hundreds of thousands), massive damage to structures and 46 
infrastructure (hundreds of thousands of houses and buildings, affecting/displacing millions of 47 
people), and huge economic loss (tens to hundreds of billion dollars). To mitigate such negative 48 
impact, protection and preparedness against tsunami disasters need to be improved by combining 49 
hard and soft measures effectively (FEMA, 2008; Murata et al., 2010). The hard measures include 50 
construction of coastal defense structures, such as breakwaters and revetments, and evacuation 51 
facilities. On the other hand, soft measures can be implemented through early warning systems, 52 
emergency planning, and evacuation drills. Generally, hard and soft measures are complementary, 53 
and enhance the tsunami resilience of local coastal communities differently. Because the selection 54 
and implementation of hard and soft measures depend on the anticipated tsunami hazard scenarios 55 
and their potential consequences, accurate hazard and risk assessment for future catastrophic 56 
tsunami events is the key for effective disaster risk reduction (DRR). Once predicted hazards are 57 
determined, risk managers in municipalities and central governments need to prepare against 58 
forecasted hazards. Therefore, it is critically important to know the severity of potential tsunami 59 
risks quantitatively.  60 
Major challenges in assessing the tsunami impact are to predict the source characteristics of 61 
future tsunamigenic earthquakes (e.g. location, magnitude, and slip distribution) and to quantify the 62 
uncertainty associated with the predictions. In particular, earthquake slip distributions and rupture 63 
processes have major influence on tsunami wave height and inundation extent (Geist, 2002; 64 
McCloskey et al., 2008; Suppasri et al., 2010; Løvholt et al., 2012; Fraser et al., 2014; Goda et al., 65 
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2014; Wiebe and Cox, 2014; Fukutani et al., 2015; Mueller et al., 2015). Recent development in 66 
probabilistic tsunami hazard analysis (PTHA) and mapping facilitates the generation of stochastic 67 
earthquake source models (Mai and Beroza, 2002; Lavallée et al., 2006; Goda et al., 2014), which 68 
represent possible scenarios having different earthquake slips and fault geometry. The stochastic 69 
method is based on the spectral analysis of slip heterogeneity in the wavenumber domain and 70 
implements the spectral synthesis to generate random fields that have realistic slip characteristics, 71 
such as asperities. It is useful for quantifying the effects of uncertain source characteristics on 72 
tsunami wave profiles and spatial extent of inundation. By conducting Monte Carlo tsunami 73 
simulation based on stochastic source models, stochastic inundation depth maps can be evaluated 74 
(Goda et al., 2015; Mueller et al., 2015). An advantage of such probabilistic hazard maps is that the 75 
main sources of uncertainty related to the tsunami hazard assessment are taken into account, 76 
promoting the informed decisions regarding DRR actions by understanding the consequences of 77 
different situations (typical scenario versus worst-case scenario) and by communicating the 78 
uncertainty associated with hazard predictions (Pang, 2008).  79 
It is noteworthy that for risk managers and emergency officers, information related to tsunami 80 
risk and potential damage is more relevant, e.g. number of collapsed buildings and number of 81 
fatalities in different coastal communities. For such purposes, tsunami fragility, which essentially 82 
relates site-specific tsunami hazard information to tsunami risk/damage information of a building, is 83 
needed to obtain probabilistic estimates of tsunami risk metrics. A tsunami fragility model evaluates 84 
damage probabilities of a class of buildings for a given tsunami hazard parameter (e.g. inundation 85 
depth and flow velocity). Various empirical tsunami fragility models have been developed as a 86 
function of inundation depth based on post-tsunami field observations, numerical simulation, and 87 
satellite images for different regions (Koshimura et al., 2009; Reese et al., 2011; Suppasri et al., 88 
2011; Mas et al., 2012; Tarbotton et al., 2015).  89 
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This study investigates the uncertainty propagation of earthquake source characteristics in 90 
probabilistic tsunami risk analysis by focusing upon the 2011 Tohoku Tsunami from retrospective 91 
viewpoints. The 2011 Tohoku event offers unique opportunities to carry out rigorous tsunami risk 92 
assessment, because various data and models for earthquake source properties, inundation/run-up 93 
measurements, and tsunami damage records are available in detail. The quality and amount of 94 
available information are unprecedented in comparison with other previous events. For instance, 95 
reliable tsunami inundation and run-up survey results (more than 5,000 locations) are available from 96 
the Tohoku Tsunami Joint Survey (TTJS) team (Mori et al., 2011), whereas tsunami damage data as 97 
well as building data for the Tohoku region (more than 250,000 buildings) are available from the 98 
Ministry of Land, Infrastructure, and Transportation (MLIT) of Japan. Regarding the earthquake 99 
source characteristics of the Tohoku event, various inversion models have been developed in the 100 
literature (Ammon et al., 2011; Fujii et al., 2011; Hayes, 2011; Iinuma et al., 2011, 2012; Shao et al., 101 
2011; Yamazaki et al., 2011; Gusman et al., 2012; Satake et al., 2013). Based on these, numerous 102 
stochastic source models can be generated, and subsequently, Monte Carlo tsunami simulation can 103 
be carried out (Goda et al., 2014). It is important to emphasize that stochastic source models 104 
generated in this study are intended to cover a wide range of possible earthquake scenarios that may 105 
be applicable to tsunami hazard mapping purposes. Moreover, empirical tsunami fragility models 106 
for different building materials and story numbers have been developed using the extensive MLIT 107 
tsunami damage database (Suppasri et al., 2013a; Charvet et al., 2014). The tsunami hazard and 108 
fragility models are then integrated in probabilistic tsunami risk analysis to investigate the 109 
variability of tsunami risk metrics in cities and towns along the Tohoku coast. The tsunami risk 110 
metrics that are focused upon in this study are the probabilities and the numbers of buildings for 111 
several severe damage states (e.g. wash-way, collapse, and complete damage). The building stock 112 
that is considered in the damage assessment (i.e. tsunami risk exposure) is that along the Tohoku 113 
coast prior to the 2011 Tohoku event (note: as of 2015, rebuilding processes of local communities 114 
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affected by the Tohoku Tsunami are still in progress). A novel aspect of this study is that 115 
quantitative tsunami risk assessment is carried out at both municipality and regional levels by 116 
accounting for uncertainties in establishing earthquake slip distributions. The results have major 117 
implications on tsunami risk management and DRR actions for future giant tsunamis in the Tohoku 118 
region. 119 
This study is organized as follows. Section 2 presents an analytical procedure for assessing 120 
the tsunami risk and damage of buildings. The section consists of a description of a generic 121 
methodology for probabilistic tsunami risk assessment (Section 2.1), stochastic modeling of 122 
earthquake slips (Section 2.2), Monte Carlo tsunami simulation (Section 2.3), and tsunami fragility 123 
and damage analysis (Section 2.4). Section 3 presents tsunami risk analysis results for the building 124 
stock in the Tohoku region. The problem set-up is described in Section 3.1. The assessment is 125 
conducted by considering a single reference source model (Section 3.2) as well as multiple 126 
reference source models (Section 3.3). The latter accounts for epistemic uncertainty associated with 127 
stochastic source modeling. Finally, Section 4 provides the main conclusions of this study. 128 
 129 
2. Methodology 130 
2.1 Probabilistic tsunami risk analysis 131 
To assess potential impact of future destructive tsunamis by accounting for uncertainty 132 
associated with predictions, probabilistic methods for tsunami damage assessment are essential. 133 
Important requirements for a viable methodology for tsunami risk assessment are that key variables 134 
and model components, such as earthquake source characteristics, wave propagation, tsunami 135 
inundation and run-up, and tsunami vulnerability of structures, are modeled comprehensively and 136 
that their uncertainty and dependency are propagated consistently through probabilistic calculus. A 137 
similar analytical risk analysis framework that has been developed and implemented for seismic 138 
hazard and risk assessment (e.g. McGuire, 2004; Yoshikawa and Goda, 2014) can be adopted for 139 
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tsunami risk assessment. This is a viable approach for extending the current PTHA (e.g. Geist and 140 
Parsons, 2006; Thio et al., 2007; Horspool et al., 2014) that has many common features with 141 
probabilistic seismic hazard analysis (e.g. McGuire, 2004) regarding mathematical formulation and 142 
uncertainty modeling.  143 
A generic equation for probabilistic risk analysis can be expressed as: 144 



EQSIM
eqsimeqsfeqsimfimdsDSPdsDS EQSEQSIM
,
)(dd)()()()( |   (1) 145 
where (DS≥ds) is the annual exceedance probability that the damage state DS of a structure 146 
exceeds a certain tsunami damage threshold ds, (eqs) is the annual occurrence rate of earthquake 147 
scenarios (EQS) represented by multiple physical parameters (e.g. magnitude, location, geometry, 148 
and slip distribution), P(DS≥ds|im) is the tsunami vulnerability/fragility function in terms of 149 
intensity measure (IM), fIM|EQS is the probability density function of IM given EQS, fEQS is the 150 
probability density function of EQS, and IM,EQS is the joint domain of integration for IM and EQS. 151 
A typical IM is the inundation depth, which is often used as an input parameter for tsunami fragility 152 
modeling (i.e. P(DS≥ds|im)). In tsunami risk analysis, fIM|EQS is evaluated through numerical 153 
evaluations of governing equations for tsunami waves and inundation/run-up (e.g. solving the 154 
nonlinear shallow water equations for given initial boundary conditions). The uncertainty associated 155 
with variable earthquake source characteristics is captured by fEQS. It is noteworthy that when 156 
earthquake scenarios are defined for a single source region or a specific situation (e.g. Mw9-class 157 
subduction events off the Tohoku coast), the interpretation of Equation (1) becomes conditional. 158 
Such conditional assessment may be considered for situations where dominant earthquake source 159 
regions are identified through historical tsunami records or PTHA, but their occurrence probabilities 160 
and potential earthquake sizes cannot be estimated reliably (Kagan and Jackson, 2013). A notable 161 
advantage of the conditional evaluations is that the nonlinear physical processes of tsunami wave 162 
propagation and inundation as well as the uncertainty of detailed source characteristics can be fully 163 
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incorporated in the hazard computation (Goda et al., 2014, 2015). Ideally, complete tsunami 164 
hazard/risk analysis is desirable and should take into account both multiple tsunami sources (having 165 
a wide range of earthquake magnitudes as in PTHA) and their variability by evaluating the 166 
nonlinear governing equations of tsunami inundation. Nonetheless, at present, it is computationally 167 
demanding to achieve this, noting that the majority of the PTHA methods are formulated based on 168 
the superposition of the linear solutions of the governing equations at near-shore locations with 169 
relatively shallow depths (Geist and Parsons, 2006; Thio et al., 2007; Horspool et al., 2014). 170 
This study aims at assessing the tsunami damage to the building stock in the Tohoku region 171 
for Mw9-class mega-thrust interface subduction earthquakes. This corresponds to the conditional 172 
evaluation of Equation (1), ignoring other distant sources (e.g. tsunamis from Chile). The 173 
assessment takes into account a range of variable source characteristics of the earthquakes (i.e. fault 174 
geometry and slip distribution), which should contain unexpected or extreme events. The 175 
consideration of stochastic earthquake source models in Monte Carlo tsunami simulation and 176 
probabilistic tsunami damage assessment is novel. Essentially, this means that uncertainty of initial 177 
boundary conditions for tsunami modeling is propagated through dynamical fluid systems and 178 
causal tsunami vulnerability relationships for buildings. Such investigations are useful for assessing 179 
the sensitivity and variability of tsunami hazard parameters and tsunami risk/damage metrics at both 180 
local and regional scales and for hazard mapping, risk communication, and emergency preparedness. 181 
Based on the scope of this study, a computational procedure for carrying probabilistic tsunami risk 182 
assessment for buildings in coastal environments is presented in Figure 1. It consists of several 183 
major modules: stochastic source modeling, tsunami simulation, exposure modeling (i.e. building 184 
data), and tsunami vulnerability assessment. Salient features of these model components are 185 
described in Sections 2.2 to 2.4. 186 
 187 
 188 
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2.2 Stochastic source models 189 
An earthquake slip modeling procedure, which is based on spectral analysis of an inversion-190 
based source model and spectral synthesis of random fields, generates earthquake slip distributions 191 
with statistical properties equivalent to the inverted source model. The method is based on Mai and 192 
Beroza (2002), and has been modified for large mega-thrust subduction earthquakes (Goda et al., 193 
2014). The random-field generation method is designed to balance similarity in key features of the 194 
inversion-based models (e.g. overall slip distribution and its spectral characteristics) with 195 
dissimilarity of fine details (e.g. locations of large slip patches). A brief summary of the stochastic 196 
method is given in Section 2.2.1.  197 
 It is important to recognize that the generated stochastic source models are dependent on the 198 
source characteristics of the reference model that is derived from inversion analysis. Because data 199 
and methods used for constraining the slip distribution over a fault plane differ significantly, details 200 
of the slip distribution and fault geometry differ significantly among the inversion models. This 201 
reflects the complexity and uncertainty of the rupture process of mega-thrust subduction 202 
earthquakes. Therefore, to explore a range of possible slip distributions for a given scenario, 203 
multiple reference models should be considered for generating stochastic source models. Key 204 
features of the inverted source models for the 2011 Tohoku earthquake, which are adopted for 205 
stochastic source modeling in this study, are described in Section 2.2.2. The reference models that 206 
are adopted for the stochastic source modeling in Section 2.2.2 are assigned with equal weights. 207 
This equal weighting can be changed if specific preferences are given to some of the reference 208 
models (e.g. those based on tsunami inversion). Unequal weighing is not considered in this study 209 
because the study is aimed at capturing a wide range of slip distributions based on different 210 
geophysical data and source inversion methods and a priori performance tests of candidate models 211 
are not always feasible to perform.  212 
 213 
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2.2.1 Spectral synthesis of earthquake slip distribution 214 
A graphical flowchart of the random-field generation procedure is shown in Figures 2, 3, and 215 
4; an example shown in the figure is for an inversion model by Satake et al. (2013). 216 
Prior to spectral analysis, an original slip model needs modifications (STEP 1; Figure 2). An 217 
original slip model is read as a cell-based distribution; in this step, an asperity zone, which is used 218 
for pattern matching in spectral synthesis, is identified (STEP 1-1). Typically, the asperity zone is 219 
defined as a set of sub-faults that have slip values greater than a specified threshold value. Typically, 220 
the threshold is set to two to three times the average slip (Mai et al., 2005). One of the key features 221 
of the slip models for the 2011 Tohoku earthquake is that very large slip values (e.g. exceeding 40 222 
m) are obtained for a small number of sub-faults (Goda et al., 2014). This results in slip 223 
distributions that are significantly different from the normal distribution and exhibit a heavy right-224 
tail feature (in comparison with the normal distribution with the same statistics; see STEP 1-2). This 225 
can cause problems in stochastic simulation of slip distributions because the random-field method 226 
implemented in this study (Pardo-Iguzquiza and Chica-Olmo, 1993) generates slip distributions 227 
with quasi-normal slip values over a fault plane. To deal with non-normal slip distribution, 228 
nonlinear scaling of the slip values is considered in the random-field generation procedure. To 229 
identify a suitable nonlinear scaling method, in STEP 1-2, characteristics of the slip distribution are 230 
analyzed using the Box–Cox transformation, in which an original variable x (i.e. non-normal slip 231 
values) is converted into y as: y = (x-1)/. The method identifies the best power transformation 232 
parameter  by maximizing the linear correlation coefficient between the standard normal variate 233 
and the transformed variable y for different values of . For the Satake et al. model, an optimal 234 
value of  is estimated as 0.2 (STEP 1-2). The obtained value of  is used to perform nonlinear 235 
scaling of the synthesized slip distributions in spectral synthesis (i.e. inverse Box–Cox 236 
transformation; STEP 3-2). Subsequently, the cell-based model is converted to a grid-based model 237 
and interpolated bilinearly, and is then tapered such that slip decreases to zero to each side of the 238 
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fault plane to achieve smooth transition at the fault boundary (STEP 1-3). The grid spacing for 239 
interpolation is selected according to the grid size of the original slip model. 240 
Using the interpolated and tapered slip distribution in STEP 1, fast Fourier transform (FFT) of 241 
the slip distribution is carried out to obtain the two-dimensional (2D) normalized power spectrum 242 
(STEP 2-1; Figure 3). Usable wavenumber ranges are determined based on the characteristic 243 
dimension of the fault plane for the lower limit and the spatial resolution of the original slip model 244 
for the upper limit. The extracted normalized power spectra in the down-dip and along-strike 245 
directions are fitted by the power spectrum of a theoretical auto-correlation function (STEP 2-2). In 246 
this study, the power spectrum P(k) of an anisotropic von Kármán auto-correlation function is 247 
considered: 248 
12 )1()(  H
zx
k
AAkP , (2) 249 
where k is the wavenumber, k = (Az2kz2 + Ax2kx2)0.5, Az and Ax are the correlation lengths for the 250 
down-dip and along-strike directions, respectively, and H is the Hurst number. At wavenumber 251 
scales greater than the correlation length, the slip distribution is mainly governed by the average slip 252 
characteristics (with randomness represented by white noises), whereas at wavenumber scales less 253 
than the correlation length, local heterogeneity dominates. Ax and Az control the absolute level of 254 
the power spectrum in the low wavenumber range (i.e. k << 1) and capture the anisotropic spectral 255 
features of the slip distribution. H determines the slope of the power spectral decay in the high 256 
wavenumber range, and theoretically is constrained to fall between 0 and 1. For the Satake et al. 257 
model, Ax and Az are estimated as 56 km and 107 km, respectively, whereas H = 0.82 is obtained.  258 
In STEP 3 (Figure 4), multiple realizations of slip distributions with desired stochastic 259 
properties are obtained. In STEP 3-1, a random field, having quasi-normal distribution with a 260 
desired spatial correlation structure, is synthesized using a Fourier integral method (Pardo-261 
Iguzquiza and Chica-Olmo, 1993). The amplitude spectrum of the target slip distribution is 262 
specified by the theoretical power spectrum with the correlation lengths and Hurst number that are 263 
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estimated in STEP 2, while the phase spectrum is represented by a random phase matrix. The 264 
constructed complex Fourier coefficients are transformed into the spatial domain via 2D inverse 265 
FFT. The synthesized slip distribution is then scaled nonlinearly to have heavy right-tail 266 
characteristics using the Box–Cox parameter  estimated in STEP 1-2 (STEP 3-2). In this 267 
manipulation, an upper bound (i.e. maximum slip of the original model) is implemented for the 268 
transformed slip distribution to avoid unrealistically large slip.  269 
To resemble the synthesized slip distribution with the original one in terms of location and 270 
amplitude of asperities, a rectangular asperity zone is defined for the synthesized slip distribution, 271 
and then compared with the original slip distribution. The asperity dimensions of the synthesized 272 
distribution are specified by fractions of fault length and width, whereas the extent of the slip 273 
concentration around the asperity is specified by a percentage of slip within the asperity zone with 274 
respect to the total sum of slip over the fault plane. Parameters of the rectangular asperity zone are 275 
determined based on the original slip model. For the Satake et al. model, the dimensions of the 276 
asperity zone are set to 50 km and 220 km for the down-dip and along-strike directions, respectively 277 
(in terms of fault dimensions, these correspond to fractional factors of 0.25 and 0.4, respectively), 278 
whereas the slip concentration ratio of 0.3 is considered. These parameters approximately resemble 279 
the asperity zone that is identified for the original slip distribution (STEP 1-1). An acceptable slip 280 
distribution is required to have its maximum slip patch within the asperity zone of the original 281 
distribution. The criterion for acceptance is set as follows: the simulated slip distribution has a 282 
major asperity (i.e. slip concentration located in the rectangular asperity zone) that exceeds a 283 
threshold defined based on the original slip distribution (see Table 1; STEP 3-3). To ensure this 284 
requirement, multiple realizations are generated (STEP 3-4). Finally, the mean and standard 285 
deviation of the transformed slip distribution are adjusted to achieve similar statistics of the 286 
synthesized slip model with regard to the original slip model; this means that the seismic moments 287 
of the simulated slip distribution and the reference source model are similar. 288 
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2.2.2 Inverted source models and variations of source properties 289 
Multiple inversion models for the 2011 Tohoku Tsunami are gathered from the literature. In 290 
total, eleven source models that are developed using teleseismic/tsunami/geodetic data are 291 
considered (Ammon et al., 2011; Fujii et al., 2011; Hayes, 2011; Iinuma et al., 2011, 2012; Shao et 292 
al., 2011; Yamazaki et al., 2011; Gusman et al., 2012; Satake et al., 2013), and are used as reference 293 
to further produce models with variable source characteristics. Figure 5 shows the eleven source 294 
models, and Table 1 summarizes their key features. In Figure 5, regions outlined by thick black 295 
lines represent the asperity area, slip of which is equal to or greater than three times the average slip. 296 
The moment magnitudes of the source models range from 8.97 to 9.14, which translate into a factor 297 
of 1.8 difference in seismic moment. Notable differences in slip models are observed in terms of 298 
fault plane dimensions, as well as location and concentration of large slip patches. The fault length 299 
varies from 340 km to 625 km, while the fault width ranges from 200 km to 260 km. The depth to 300 
the top-edge of the fault plane varies from 0 km to 7.4 km, while the fault strike falls between 192º 301 
to 202º, approximately parallel to the Japan Trench. Models 1, 3 to 7, and 9 assume constant dip 302 
(between 10º and 14º), whereas other models have variable dip angles that gradually steepen with 303 
increasing depth. The rake angles vary slightly, representing reverse fault mechanisms (near 90º). 304 
The characteristics of slip asperities, such as location, size, shape, and amplitude, differ 305 
significantly among the inversion models. Models 2, 6, and 11 have large asperities along the 306 
eastern edge of the fault plane, while others have large slip values near the epicenter. The maximum 307 
slip values for the eleven models range from 35 m to 75 m. Models 3, 5, and 7 are characterized by 308 
slip concentration extending primarily along strike, whereas models 1, 4, and 8 have circular/elliptic 309 
slip concentration.  310 
To generate source models that have different geometrical properties from the reference 311 
models, the top-edge depth, strike, and dip are varied over certain ranges with respect to the original 312 
models by changing one parameter at a time and by keeping a slip distribution identical to the 313 
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original model. The ranges of geometrical parameters are chosen based on the seismotectonic 314 
setting in the Tohoku region. Geometrical parameters are allowed to vary as follows: the top-edge 315 
depth varies in steps of 2.5 km from by -2.5 km to +10 km with respect to the reference depth; the 316 
strike angle takes on values between -5º and +7.5º in 2.5º increment with respect to the reference 317 
strike; the dip angle is changed between -5º and +10.0º in 2.5º increment from the reference dip. 318 
When parameters of an original source model are variable, an average value is used to define a 319 
reference case for each parameter.  320 
Moreover, 50 realizations of a target slip distribution are generated for each of the eleven 321 
original models using the stochastic synthesis method (Section 2.2.1) by keeping their geometrical 322 
parameters identical to those of the original models. Table 1 also lists the stochastic slip parameters 323 
that are relevant to random-field generation. The von Kármán parameters, Az, Ax, and H, 324 
characterize the spatial heterogeneity of stochastic earthquake slip. All Hurst numbers but two 325 
(models 2 and 6) are set to 0.99 to constrain this parameter within a physically meaningful range 326 
(i.e. H < 1.0). When Ax > Az, the slip distribution is more coherent in along-strike direction, thereby 327 
capturing anisotropic features of the slip distributions. All Box–Cox parameters, except for model 328 
11, are positive (between 0.1 and 0.3), indicating that the right-tail characteristics of the slip models 329 
1 to 10 are less heavy than the logarithmic case. The heavy right-tail feature of model 11 ( = 0.0) is 330 
attributed to very large slip values (exceeding 70 m) for several sub-faults along the Trench (see 331 
Figure 5). The fractional values for size and slip concentration of the asperity zone capture key 332 
features of asperities, and are subsequently used to determine acceptance/rejection for synthesized 333 
slip distributions. Typically, 25% to 45% of total slips are concentrated in about 9% to 13% of the 334 
fault plane areas.  335 
In total, 726 slip distributions are generated for Monte Carlo tsunami simulation (66 cases per 336 
reference model, consisting of a reference case, 15 cases with varied geometrical parameters, and 337 
50 cases with stochastic slip distributions).  338 
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2.3 Monte Carlo tsunami simulation 339 
Tsunami modeling is carried out using a well-tested numerical code (Goto et al., 1997) that is 340 
capable of generating off-shore tsunami propagation and inundation/run-up by evaluating nonlinear 341 
shallow water equations using a leap-frog staggered-grid finite difference scheme. The 342 
inundation/run-up calculation is performed by a moving boundary approach, where a dry/wet 343 
condition of a computational cell is determined based on total water depth. The computational 344 
domains are nested at four resolutions (i.e. 1350-m, 450-m, 150-m, and 50-m domains). 345 
Computational cells include those on land, and coastal defense structures are taken into account 346 
using Homma’s overflowing formulae as a sub-grid model.  347 
Bathymetry/elevation data, roughness/friction coefficient data, and information of coastal 348 
defense structures for the Tohoku region are obtained from the Cabinet Office of the Japanese 349 
Government. The ocean bathymetry data are based on the digital bathymetry data and nautical 350 
charts developed by Japan Hydrographic Association and Japan Coastal Guard. The land elevation 351 
data are based on the 50-m grid digital elevation model (DEM) developed by the Geospatial 352 
Information Authority of Japan. The raw data are the standard 1:25,000 topographical map of Japan 353 
and are obtained from aerial photographic surveys. The grid resolution of 50 m is not sufficiently 354 
fine to represent major infrastructures, such as highway embankments. It is also noted that the 50-m 355 
grid DEM data, which only represent an average value for a given cell, are rough approximations of 356 
the elevations at individual sites. The bottom friction is evaluated using Manning’s formula. Four 357 
Manning’s coefficients are assigned to computational cells based on national land use data in Japan 358 
(100-m mesh): 0.02 m-1/3s for agricultural land, 0.025 m-1/3s for ocean/water, 0.03 m-1/3s for forest 359 
vegetation, and 0.04 m-1/3s for urban areas. The roughness coefficients that are used in the analyses 360 
may be considered to be low in light of other studies on tsunami and storm surge inundation. For 361 
example, roughness coefficients of 0.05 to 0.2 m-1/3s are indicated for urban areas and forest 362 
vegetation (Bunya et al., 2010; Kaiser et al., 2011). Preliminary analyses, which are conducted by 363 
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considering the roughness coefficients of 0.09 m-1/3s and 0.12 m-1/3s for urban and forest areas, 364 
respectively, indicate that the effects of greater roughness coefficients are noticeable in coastal plain 365 
regions, reducing the inundation extent, whereas those in ria coastal regions are relatively minor. 366 
Nevertheless, in this study, alternative sets of roughness coefficient are not considered (beyond the 367 
scope of this study); such investigations should be conducted in the future. The results shown in 368 
Section 3 should be interpreted based on the assumed values of roughness coefficient (which may 369 
lead to overestimation of inundation extent). 370 
Differences in earthquake slip result in different boundary conditions for tsunami propagation 371 
and inundation/run-up. In tsunami simulation, the vertical seafloor displacement is directly taken as 372 
the initial water surface elevation, which can be evaluated based on formulae by Okada (1985) and 373 
Tanioka and Satake (1996). The latter equation accounts for the effects of horizontal seafloor 374 
movements in case of steep seafloor, inducing additional vertical water dislocation. Although the 375 
seafloor deformations are obtained for the same event, spatial characteristics of the seafloor 376 
displacements vary significantly among the models, leading to various tsunami wave profiles at 377 
different locations along the Tohoku coast (Goda et al., 2014). The fault rupture is assumed to occur 378 
instantaneously, and numerical tsunami calculation is performed for duration of 2 hours with an 379 
integration time step of 0.5 s. 380 
The tsunami simulation is performed for the 726 source models (Section 2.2.2). For each case, 381 
the maximum inundation depths at all in-land computational cells (50-m grids) are obtained by 382 
subtracting the DEM data from the calculated maximum wave heights. The computational region 383 
covers from Miyako in Iwate Prefecture to Soma in Fukushima Prefecture. Figure 6 shows a map of 384 
the Tohoku region, displaying the locations of coastal cities and towns that are focused upon in this 385 
study. Geographically, there are two main coastal features: the Sanriku ria coast in the northern 386 
Tohoku region (Onagawa to Miyako) and the Sendai coastal plain in the southern Tohoku region 387 
(Soma to Ishinomaki). Due to narrow submerged valleys along the Sanriku ria coast, tsunami waves 388 
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tend to be amplified significantly; thus inundation depth and run-up height are often much greater at 389 
locations along the Sanriku ria coast, in comparison with locations in the Sendai plain. On the other 390 
hand, the spatial extent of inundation in the Sendai plain is much greater than that in the Sanriku 391 
coast, due to its low-lying terrain. 392 
It is instructive to demonstrate that the tsunami simulation using source models based on 393 
tsunami inversion (e.g. Fujii et al., 2011; Gusman et al., 2012; Satake et al., 2013) can produce 394 
inundation depths similar to the observed inundation depths during the 2011 Tohoku event (note: 395 
inundation and run-up data are not used directly in inversion analysis). For this purpose, simulated 396 
inundation depth contours based on the Satake et al. source model are compared in Figure 7 with 397 
the observed inundation depths based on the TTJS database for three representative locations, i.e. 398 
Kamaishi, Onagawa, and Sendai-Natori-Iwanuma (see also Figure 6 for the maximum wave height 399 
contour). The first two are positioned in the Sanriku ria coast, whereas the latter is located in the 400 
Sendai coastal plain (Figure 6). Since the large slip patches and epicenter are located off northern 401 
Miyagi Prefecture (Figure 5), the tsunami wave propagation from the source region for Kamaishi 402 
and Onagawa differs. In Figure 7a, contour maps are based on the tsunami simulation, whereas 403 
color-coded markers show the TTJS data (note: similar color schemes are adopted for the 404 
simulation results and the TTJS data to facilitate the visual comparison). Figure 7b compares the 405 
results in the scatter plot format. Generally, the inundation depths as well as spatial footprints based 406 
on the Satake et al. model are consistent with the observed inundation data. However, at some 407 
locations (Figure 7b), the observations and the simulated inundation depths differ significantly. The 408 
major reasons for the differences are: (i) the source model is not perfect; (ii) 50-m grid resolution 409 
for the DEM, roughness, and coastal data is inaccurate for individual locations; (iii) some of the 410 
major coastal structures are not represented completely (e.g. Kamaishi deep breakwater and Sendai 411 
Tobu highway); (iv) the post-event observations include bias due to local effects; and (v) other 412 
limitations (e.g. incorrect roughness coefficients for the actual land use). More detailed, quantitative 413 
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comparisons between the tsunami simulation results based on various source models (not only 414 
reference models but also stochastic source models) and the actual observations are discussed in 415 
Goda et al. (2015).  416 
 417 
2.4 Tsunami fragility and damage analysis 418 
Structural vulnerability/fragility against tsunami loading is an essential component for 419 
tsunami risk and damage assessment. This can be modeled by empirical tsunami fragility curves, 420 
which relate tsunami intensity measures (IM) to tsunami damage states (DS) statistically. The 421 
damage states of structures are determined during reconnaissance survey and building inspection. 422 
Typical parameters for IM are the inundation depth and the flow velocity; the former is more 423 
frequently considered because the inundation depth is usually observable by post-event surveys and 424 
its estimation is more reliable than the flow velocity (e.g. water marks, post-tsunami interview, and 425 
numerical simulation). It is important to recognize that both IM and DS are subject to errors and 426 
uncertainty. From a structural reliability viewpoint, fragility curves represent the conditional 427 
structural capacity models for different limit states, and thus it is desirable to develop separate 428 
fragility models for structures having different tsunami resistances. 429 
Mathematically, the tsunami fragility is often approximated by the lognormal distribution. 430 
The exceedance probability of the i-th damage state dsi for a given value im is expressed as: 431 
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where  is the cumulative distribution function of the standard normal variate, and lnIM|DSi and 433 
lnIM|DSi are the mean and standard deviation of lnIM|DSi, respectively. The fragility model 434 
parameters lnIM|DSi and lnIM|DSi can be estimated via regression analysis of the tsunami damage data. 435 
As the damage states are mutually exclusive, the probability of being in the damage state dsi can be 436 
evaluated by: 437 
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Note that dsi+1 is severer than dsi (i.e. P(DS≥dsi+1|im) < P(DS≥dsi|im)).  439 
In Japan, the MLIT (2014) implements a uniform classification scheme for tsunami damage 440 
survey for the 2011 Tohoku Tsunami. Seven damage levels are defined: no damage, minor damage, 441 
moderate damage, major damage, complete damage, collapse, and wash-away. Furthermore, 442 
information regarding the structural material types and the number of stories is also provided. The 443 
material types are categorized into: reinforced concrete (RC), steel, wood, masonry, and unknown, 444 
whereas the number of stories is divided into: 1-story, 2-story, and 3+-story. The supplementary 445 
data are useful in developing fragility models for buildings with different capacities, because these 446 
structural characteristics have significant influence on the fragility curves (Koshimura et al., 2009; 447 
Reese et al., 2011; Suppasri et al., 2011, 2013a; Charvet et al., 2014). 448 
Using the extensive MLIT tsunami damage database for the 2011 Tohoku Tsunami (more 449 
than 250,000 data points), Suppasri et al. (2013a) developed eleven sets of fragility models for 450 
different material types (note: each set consists of six fragility curves for the six damage states 451 
excluding no damage). There are three levels of the data classification and model development. The 452 
level-1 models (crudest) develop a set of fragility curves using all data. The level-2 models 453 
(intermediate) distinguish tsunami damage data according to the structural materials and develop 454 
four sets of fragility curves for RC, steel, wood, and masonry. The level-3 models (refined) further 455 
divide the data for RC and wood structures according to the number of stories, and develop six sets 456 
of fragility curves for RC-1-story, RC-2-story, RC-3+-story, wood-1-story, wood-2-story, and 457 
wood-3+-story. The refinement for the different material types as well as for the number of stories 458 
is desirable, because the tsunami capacities for RC, steel, wood, and masonry buildings differ 459 
significantly. Generally, the fragility models by Suppasri et al. (2013a) are applicable to the entire 460 
Tohoku region; however, at local levels, the models may produce biased predictions because some 461 
of the local features that affect tsunami damage are not captured. In this regard, using more 462 
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elaborated models that incorporate local features is desirable. Furthermore, to capture epistemic 463 
uncertainty of tsunami fragility models, multiple published models can be implemented using a 464 
logic tree approach. However, such uncertainty modeling is not elaborated in this study.  465 
Figure 8 shows comparisons of tsunami fragility curves by Suppasri et al. (2013a) for 466 
different cases. As the damage states become severer, lnIM|DS and lnIM|DS tend to become larger (i.e. 467 
fragility curves shift towards the right and become flatter; Figure 8a). The wash-away fragility 468 
curves for different materials are significantly different (Figure 8b), noting that the curves for wood 469 
and all structures are similar due to the large proportion of wood structures in the MLIT database. 470 
Figures 8c and 8d indicate that for RC and wood structures, the vulnerabilities for the 1-story and 2-471 
story are similar, whereas the vulnerability for the 3+-story is less. Thus distinction between low-472 
rise and mid/high-rise structures is an important consideration. The impact of adopting different 473 
refinement levels of fragility curves on tsunami damage assessment is investigated in Section 3.2. 474 
Finally, using the tsunami fragility curves, probabilities of attaining particular damage states 475 
p(DS=ds|im) can be estimated for each building and for each scenario (Figure 1 and Figure 8a). The 476 
statistical analysis can be then carried out to develop site-specific tsunami risk curves and stochastic 477 
tsunami risk maps. For instance, representative percentiles of p(DS=ds) (e.g. median, 84th-478 
percentile, and 97.5-th percentile) can be displayed on a map to show the relative likelihood of 479 
tsunami damage occurrence at different spatial scales (e.g. municipality versus regional levels). 480 
Alternatively, cumulative distribution functions of p(DS=ds|im) due to considered tsunami scenarios 481 
can be assessed for individual buildings for comparison. Moreover, calculated values of p(DS=ds) 482 
can be used in Monte Carlo sampling to generate realizations of individual damage states for the 483 
buildings of interest. For instance, when the estimated wash-away damage probability of a RC 484 
building is 0.2, a uniform random number between 0 and 1 can be generated; if the generated 485 
random number is less than 0.2, the RC building is considered as washed out. The procedure can be 486 
applied to all buildings within a city/town or region of interest. This resampling facilitates the 487 
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development of the cumulative distribution functions of the number of buildings having specific 488 
damage states (which may be regarded as more practical metrics for tsunami risk management 489 
purposes). By incorporating damage cost models for different buildings, the tsunami damage 490 
assessment framework presented in Figure 1 can be further extended to carry out quantitative 491 
tsunami loss estimation.  492 
 493 
3. Application 494 
Probabilistic tsunami damage assessment is performed for the pre-2011 building stock in the 495 
Tohoku region. The main objective of this investigation is to assess the effects of variable tsunami 496 
scenarios on the tsunami risk potential at municipality as well as regional levels using the developed 497 
probabilistic tsunami risk analysis framework (Section 2).  498 
 499 
3.1 Problem set-up 500 
The building data that are considered in this study are obtained from the MLIT tsunami 501 
damage database. The building data with the material type information and the story number less 502 
than three stories are considered. The target buildings are located between Miyako and Soma 503 
(Figure 6). The total number of the buildings is 124,735, consisting of 2277 RC structures, 7094 504 
steel structures, 104,519 wood structures, and 10,845 masonry structures. 50,447 and 74,288 505 
structures are 1-story and 2-story, respectively. Approximately, 40% of the buildings are located 506 
along the Sanriku ria coast (Onagawa to Miyako), while the rest of 60% are located in the Sendai 507 
coastal plain (Soma to Ishinomaki). It is noted that the considered building dataset covers the 508 
majority of the low-rise buildings in the Tohoku region (with known material types) that were 509 
exposed to tsunami inundation hazards, because the MLIT database includes all surveyed structures 510 
with no/minor damage, which are located farther from the shore and at higher elevation. 511 
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The 726 source models that are generated by considering the eleven reference models and by 512 
varying their source characteristics (i.e. geometry and slip distribution; 66 cases per reference 513 
model) are adopted as a representative set (Section 2.2). In other words, the analysis results 514 
presented in the following are dependent on this set-up. Alternatively, a different set of source 515 
models may be adopted. Because the choice of the reference source models has major influence on 516 
the tsunami simulation (Goda et al., 2014, 2015), results based on the Satake et al. source model 517 
(out of 66 scenarios) are discussed in Section 3.2, and then in Section 3.3, results based on all 726 518 
scenarios are discussed. The tsunami fragility assessment is carried out using the level-1 to level-3 519 
tsunami fragility curves by Suppasri et al. (2013a). For the base case, the most refined level-3 520 
fragility models are considered.  521 
In the following, three representative cities and towns, i.e. Kamaishi, Onagawa, and Natori, as 522 
well as the Tohoku region (Figure 6) are focused upon for the tsunami damage assessment. The 523 
selection is to account for different terrain characteristics as well as for different tsunami wave 524 
propagation paths, with the minimum number of locations. The drawn conclusions are applicable to 525 
other locations, as long as local geographical features and relative positions to the asperities are 526 
taken into account. 527 
 528 
3.2 Tsunami damage assessment using a single reference source model 529 
The source model by Satake et al. (2013) was developed by inverting eleven ocean-bottom 530 
pressure gauge measurements, ten off-shore GPS wave gauge data, and 32 tidal wave gauge data 531 
along the coastline. As the tsunami data were directly used in inversion analysis, the tsunami 532 
simulation results based on the Satake et al. model are generally consistent with the observed off-533 
shore tsunami wave profiles and inundation data (Goda et al., 2014, 2015; see Figure 7). The 534 
consideration of the source models based on Satake et al. (2013) serves as a benchmark for the 535 
tsunami damage assessment based on a single reference source model. 536 
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Figure 9 and Figure 10 show the stochastic inundation depth maps and the wash-away 537 
damage probability maps for buildings located in Kamaishi, Onagawa, and Natori, respectively. 538 
Three percentile levels, i.e. 10th, 50th (median), and 90th, are selected for illustration (note: they are 539 
to display both central and extreme cases; other percentiles can be adopted). These maps are 540 
developed by first evaluating the inundation depths for the 66 source models based on Satake et al. 541 
(2013) and then by calculating the corresponding wash-away damage probabilities using the 542 
fragility curves at individual building sites (note: other damage states can be considered but not 543 
shown in the figures). Subsequently, the statistics of the hazard/risk metrics at the chosen percentile 544 
levels are evaluated for each building, and finally, these statistics are displayed on the maps. Figure 545 
9 captures the variability of inundation depth at the municipality level due to different tsunami 546 
scenarios, whereas Figure 10 displays the tsunami risk information by taking into account the 547 
structural vulnerability for variable tsunami hazard potential at building sites. The ranges of the 548 
hazard and risk maps shown in Figures 9 and 10 provide valuable information for tsunami 549 
evacuation and risk mitigation purposes in the future. For instance, in Onagawa, both spatial extent 550 
and severity of the tsunami hazard/risk increase as the percentile level increases. On the other hand, 551 
in Natori, spatial coverage of the affected buildings does not change significantly, when the 552 
inundation depth or damage potential becomes severer. The changing hazard and risk profiles for 553 
different scenarios depend on the local topography and bathymetry (flat versus steep terrains) as 554 
well as the proximity to large asperities. A major advantage of the stochastic risk maps (Figure 10) 555 
over the stochastic hazard maps (Figure 9) is that the impact of the increased tsunami hazard on the 556 
building stock in local communities is reflected. For example, the consequences due to the 557 
expanded 2-m deep inundated areas depend critically upon local building portfolios and their 558 
tsunami resistance (Figure 8b), which is highly nonlinear. This is the main motivation to promote 559 
the risk-based tsunami impact maps for coastal cities and towns.  560 
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The developed tsunami risk assessment framework can be further utilized to develop the 561 
cumulative distribution function of tsunami risk metrics (i.e. tsunami risk curve), such as the 562 
number of buildings that attain specific damage states. Given damage probabilities for all buildings, 563 
damage states can be resampled by generating uniform random numbers and by comparing them 564 
with damage probabilities for different damage states. In this study, the number of resampling is set 565 
to 100 per building and tsunami source scenario (which is sufficient to obtain the stable results). 566 
The results from this resampling are particularly useful for combining/aggregating the tsunami risk 567 
impact for the building portfolios having different tsunami capacities (i.e. material type and story 568 
number) at both local and regional levels. The aggregated tsunami risk curve retains the spatial 569 
dependence of the tsunami hazard parameters for individual scenarios and is thus suitable for 570 
assessing regional tsunami risk quantitatively. It is also noteworthy that the resampling can be 571 
viewed as a simplified version of probabilistic tsunami loss estimation. By implementing 572 
probabilistic cost models for the buildings, tsunami loss curves, rather than the cumulative 573 
distribution functions of the number of buildings in specific damage states, can be obtained and 574 
used for tsunami risk management.  575 
Figure 11 shows the cumulative distribution functions of the number of buildings in the wash-576 
away damage state based on the Satake et al. source model for Kamaishi, Onagawa, Natori, and all 577 
Tohoku region. For each location, four curves corresponding to different material types are included. 578 
The horizontal axis of the figure is the damage ratio in terms of the number of buildings in the 579 
wash-away damage state, normalized by the total number of buildings that are located within the 580 
considered city/town or region. The vertical axis corresponds to the cumulative probability that is 581 
defined based on 66 simulation cases (i.e. a single reference source model); for instance, a damage 582 
ratio of 0.6 that corresponds to a probability level of 0.9 means that 90% of the 66 simulation cases 583 
lead to damage ratios less than 0.6; in other words, only 10% of the simulated cases exceed the 584 
damage ratio of 0.6. The total number of buildings in the designated areas is indicated inside the 585 
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brackets of the figure legend. Moreover, markers shown in the figure represent the actual damage 586 
observed during the 2011 Tohoku Tsunami based on the MLIT database. For example, in Kamaishi, 587 
there are 4,599 wood buildings; the simulated tsunami damage results for the wash-away damage 588 
state vary widely for the damage ratio from 0.0 to 0.712 (= 3,275 buildings), depending on the 589 
source models, whereas 3,300 buildings were washed away during the 2011 event (i.e. damage ratio 590 
of 0.718; green triangle marker). The probability levels that correspond to the observed damage 591 
ratios for different material types can be different in a given city/town; for instance, in Kamaishi 592 
(Figure 11a), the probability level for RC buildings is about 0.6, whereas those for 593 
steel/wood/masonry buildings exceed 0.8. Such differences are caused by two factors. The first is 594 
the different spatial distribution of buildings for each material type (i.e. prediction accuracy at 595 
building locations varies spatially). The second is the difference between the actual damage 596 
observations and the adopted fragility models. The model bias of tsunami fragility curves is present 597 
because the fragility models by Suppasri et al. (2013) are developed at regional level, rather than 598 
municipality level. 599 
Various useful insights can be gained from the results shown in Figure 11. Comparison of the 600 
cumulative distribution functions for different material types and for different locations indicates 601 
the variability of the tsunami risk is affected by various factors. The curves for wood and masonry 602 
buildings vary more widely than those for RC and steel buildings and are located towards the right-603 
hand side of the figure (i.e. reaching higher damage ratios at the same probability levels), reflecting 604 
the differences of the tsunami vulnerability for these material types (Figure 8b). In Kamaishi and 605 
Onagawa, the risk curves for wood and masonry are similar, while they are different in Natori (and 606 
the Tohoku region). The observed difference of the risk curves for wood and masonry buildings in 607 
Natori can be explained by the fact that the tsunami inundation depth in Natori is not as high as in 608 
Kamaishi and Onagawa (see Figure 9) and the inundation depth in Natori is sufficient to cause the 609 
wash-away damage for the majority of wood buildings in Natori but not for the majority of masonry 610 
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buildings in Natori (note: up to about 60% of the masonry buildings may be washed out, but not up 611 
to 80%). The probability levels corresponding to the observed damage during the 2011 event (see 612 
the markers shown in Figure 11) provide retrospective indications regarding how rare/extreme the 613 
2011 Tohoku Tsunami damage was in terms of the simulated tsunami risk curves (i.e. anticipated 614 
tsunami risk for Mw9 earthquakes). For instance, the observed damage in Kamaishi and Onagawa 615 
(except for RC buildings) corresponds to relatively high risk (i.e. probability) levels, while that in 616 
Natori is relatively low; the overall risk level of the actual damage for the Tohoku region is 617 
relatively high, indicating that the observed tsunami damage is severer than the expected tsunami 618 
risk level for the considered scenarios. Note that such interpretations should be specific to the 619 
considered tsunami scenarios (and underlying assumptions). One particular source model by Satake 620 
et al. is focused upon herein; the evaluations of the observed tsunami with regard to the simulation 621 
results are revisited in Section 3.3 by considering multiple reference source models. 622 
Figure 12 presents two sets of cumulative distribution functions of the number of buildings 623 
based on the Satake et al. source model for Kamaishi, Onagawa, Natori, and the Tohoku region: one 624 
is for the wash-away damage state (thin lines) and the other is for the exceedance of the complete 625 
damage state (i.e. including the damage cases for wash-way, collapse, and complete damage; thick 626 
lines). In this figure, to reduce the clutter, results for RC and wood buildings only are included. The 627 
risk curves for the complete damage are positioned to the right-hand side of those for the wash-628 
away damage. The behavior and variability of the risk curves depend on the location, material type, 629 
and damage state. It is also noted that the tsunami risk level for the observed damage is dependent 630 
upon the damage state. A noticeable case is for RC buildings in Onagawa; when the wash-away 631 
damage state is considered, the observed damage is not extreme with respect to a range of tsunami 632 
risk predictions based on the simulation (i.e. even severer damage is possible), whereas when the 633 
exceedance of complete damage is focused upon, the observed damage is an extreme case. 634 
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Finally, the impact of adopting different refinement levels of fragility curves on tsunami 635 
damage assessment is investigated. Figure 13 compares the cumulative distribution functions of the 636 
number of buildings in the wash-away damage state based on the Satake et al. source model by 637 
considering three refinement levels of the tsunami fragility models (Figures 8c and 8d). Results for 638 
RC buildings in Kamaishi and for wood buildings in Natori are presented in Figure 13a and Figure 639 
13b, respectively. The consideration of material-type-specific tsunami fragility curves has major 640 
influence on the tsunami damage assessment for the RC buildings (Figure 13a); the substitution of 641 
the fragility models for all data (which are dominated by numerous wash-away wood buildings) 642 
results in significant overestimation (level-1 versus level-2 or level-3). Figure 13a also indicates that 643 
the consideration of the story number in tsunami damage assessment of RC buildings may result in 644 
noticeable differences of the tsunami risk curves. The differences of the tsunami risk curves for 645 
wood buildings are generally much less noticeable than RC buildings, in particular, level-1 versus 646 
level-2 or level-3. This is simply because the wash-away fragility curves for all buildings and for 647 
wood buildings are similar (Figure 8d). The distinction of the story number shows noticeable 648 
differences of the risk curves. It is noteworthy that these differences of the risk curves are highly 649 
dependent on the locations or more specifically the tsunami inundation depth. When wood buildings 650 
are subjected to 10-m deep inundation, the differences in fragility curves do not make much 651 
difference in terms of risk curves. The results suggest that using the accurate and reliable tsunami 652 
fragility models is important, and care must be taken to avoid significant bias in the tsunami 653 
damage assessment. 654 
  655 
3.3 Tsunami damage assessment using multiple reference source models 656 
The model uncertainty of the tsunami source characteristics has significant impact on the 657 
predicted tsunami hazards (Goda et al., 2014, 2015), and thus on the tsunami risk and damage 658 
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metrics. The main focus of this section is to evaluate such impact by considering multiple reference 659 
source models.  660 
Figure 14 and Figure 15 show the comparison of cumulative distribution functions of the 661 
number of RC buildings and wood buildings, respectively, in the wash-away damage state based on 662 
the eleven source models for Kamaishi, Onagawa, Natori, and the Tohoku region. In the figures, 663 
separate curves are presented for individual reference source models (note: each curve is based on 664 
66 source models). The visual inspections of Figures 14 and 15 clearly illustrate that the effects of 665 
considering different reference source models are significant for both RC and wood buildings (also 666 
applicable to steel and masonry buildings). The dependency on different source models varies with 667 
locations and material types (and damage states, though not presented). By focusing upon the 668 
variability of the damage ratio for the RC buildings at the probability level of 0.5 (Figure 14), the 669 
ranges of the damage ratios for the eleven reference models are between 0.1 and 0.4 for Kamaishi, 670 
Onagawa, and Natori, while those for the entire Tohoku region is narrower (between 0.1 and 0.25). 671 
The corresponding variability of the median damage ratio for wood buildings is greater than that for 672 
RC buildings (i.e. Figure 14 versus Figure 15); the ranges are between 0.3 and 0.8 for Kamaishi, 673 
Ongawa, and Natori, and are between 0.15 and 0.40 for the Tohoku region. Especially, the tsunami 674 
risk curves for wood buildings in Natori (among the cases presented in Figures 14 and 15) vary 675 
significantly; the risk curves for models 9 to 11 exhibit different distribution behavior of the 676 
tsunami damage characteristics in comparison with other models. These differences reflect the 677 
complex nonlinear relationship between the tsunami sources and the tsunami risk metrics, affected 678 
by the terrain features, relative positions of the site and the asperities, and building stock (i.e. 679 
tsunami fragility). It is important to point out that the relative tsunami risk (i.e. probability) levels of 680 
the observed damage during the 2011 Tohoku Tsunami in terms of the simulated damage results 681 
vary widely, depending on the selected reference source models. The probabilities that correspond 682 
to the observed tsunami damage for RC buildings range from 0.2 to 0.75 for Kamaishi, from 0.1 to 683 
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0.5 for Onagawa, from 0.0 to 0.2 for Natori, and from 0.2 to 1.0 for the Tohoku region, respectively 684 
(Figure 14). The counterparts for wood buildings are from 0.75 to 1.0 for Kamaishi, from 0.95 to 685 
1.0 for Onagawa, from 0.0 to 0.75 for Natori, and from 0.5 to 1.0 for the Tohoku region, 686 
respectively (Figure 15). In light of wide variations of the tsunami risk levels of the observed 687 
damage during the 2011 Tohoku Tsunami relative to the simulation results, for some cases, it may 688 
be difficult to conclude that the 2011 Tohoku Tsunami damage was a worst-case scenario. The 689 
implication of the results is that the local and regional evacuation scenarios may not be developed 690 
by simply assuming that the Tohoku Tsunami was an extraordinary situation and thus cannot be 691 
adopted as the critical scenario for all locations along the Tohoku coast uniformly. Rather, a wide 692 
range of tsunami scenarios should be developed based on the up-to-date seismological knowledge 693 
as well as geophysical observations, and evaluated to identify the critical scenarios for tsunami 694 
evacuation and risk mitigation (as was done in this study). 695 
Figure 16 shows the cumulative distribution functions of the number of buildings in the wash-696 
away damage state based on the eleven source models for Kamaishi, Onagawa, Natori, and the 697 
Tohoku region. The tsunami risk curves are integrated for all reference source models (i.e. 726 698 
cases). The effects of taking into account the multiple reference source models with respect to the 699 
results based on a single reference source model (e.g. Satake et al. model) can be investigated by 700 
comparing Figure 11 and Figure 16. The consideration of multiple reference models results in a 701 
wider variation of the risk curves; differences are more noticeable at low and high probability levels. 702 
As long as the reference source models that are adopted in Monte Carlo tsunami simulation are 703 
deemed as reasonable representation of the future critical scenarios for tsunami emergency 704 
preparedness, inclusion of more extreme cases provides tsunami experts, policy makers, emergency 705 
officers, and local residents with useful information related to the uncertainties associated with 706 
tsunami hazard/risk predictions. An open communication among the stakeholders is the key to 707 
improve the resilience of local coastal communities against catastrophic tsunami events. 708 
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4. Conclusions 709 
Tsunami inundation is a highly nonlinear process and causes catastrophic damage to buildings 710 
and infrastructure in coastal cities and towns. The spatial as well as depth extent of the tsunami 711 
inundation is greatly influenced by the tsunami source characteristics. Consequently, the uncertainty 712 
associated with tsunami sources has major impact on the tsunami risk and damage. To account for 713 
the propagating effects of tsunami source uncertainty in tsunami damage assessment, a probabilistic 714 
framework for tsunami risk analysis was developed using Monte Carlo tsunami simulation (without 715 
relying on an artificial scenario-based approach), taking into account variable source geometry and 716 
stochastic slip distribution, together with tsunami fragility models for different building types. The 717 
developed analytical tool was applied to actual building stock in the Tohoku region, Japan, subject 718 
to Mw9-class mega-thrust subduction earthquakes. The innovative aspects of the developed 719 
computational tool and framework were that variable tsunami source models were generated based 720 
on the spectral analysis and synthesis method by considering multiple reference source models (i.e. 721 
epistemic uncertainty), and that the uncertainty associated with tsunami source characteristics was 722 
propagated consistently to evaluate the tsunami risk curves for the building portfolio. The 723 
cumulative distribution functions of the number of buildings in different damage states were 724 
compared to investigate the variability of the tsunami risk curves due to tsunami source 725 
characteristics, terrain features, and structural/material characteristics. The simulation results were 726 
also compared with the actual tsunami damage observations during the 2011 Tohoku event. The 727 
extended assessment of the sensitivity and variability of the tsunami risk metrics, rather than 728 
tsunami hazard parameters, provides tsunami analysts and local stakeholders with valuable 729 
information for improved tsunami risk management and risk/uncertainty communication. 730 
The main conclusions of this study are: 731 
 The stochastic tsunami risk maps depend on the local topography (flat versus steep terrains), 732 
the proximity to large asperities, and local building portfolios. Risk-based tsunami impact 733 
31 
 
maps for coastal cities and towns have advantages over stochastic inundation depth maps 734 
because the potential consequences due to the anticipated tsunami hazards on the building 735 
stock are incorporated.  736 
 Tsunami risk curves are affected by structural material types, locations, and considered 737 
damage states for the adopted tsunami metrics. In addition, refinement levels of tsunami 738 
fragility curves (i.e. material type and story number) can have major influence on the tsunami 739 
damage assessment. The interacting effects of these key risk factors and model components 740 
are complex.  741 
 The effects of considering different reference source models on tsunami risk curves are 742 
significant for all material types, locations, and damage states. They reflect the complex 743 
nonlinear relationship between the tsunami sources and the tsunami risk metrics. 744 
 The tsunami risk (probability) levels corresponding to the observed damage during the 2011 745 
event provide useful retrospective indications regarding how rare/extreme the 2011 Tohoku 746 
Tsunami damage was in terms of the simulated tsunami risk curves. However, such 747 
observations depend on the selected reference source models. Therefore, in determining 748 
critical scenarios for tsunami evacuation and risk mitigation at local as well as regional levels, 749 
a wide range of possible tsunami scenarios should be considered in light of the current 750 
seismological knowledge and geophysical observations. 751 
As a final remark, in light of deep epistemic uncertainty (Kagan and Jackson, 2013; Stein and 752 
Stein, 2013), stochastic source models that are considered in this study may not be representative 753 
for future events and may not capture extremely rare cases. Furthermore, variations of magnitude 754 
ranges for a given tsunami source and land surface roughness give additional uncertainty of 755 
probabilistic tsunami characteristics. The potential limitation of the proposed method should be kept 756 
in mind by tsunami analysts and should be communicated with decision makers and stakeholders. 757 
32 
 
These issues become critical when the stochastic method is applied to future tsunami hazard 758 
predictions without empirical constraints.   759 
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Table 1. Summary of the eleven reference source models and the stochastic source parameters. 902 
Model ID and reference 
Reference source model parameters Stochastic source model parameters 
Moment 
magnitude
[Fault 
length, fault 
width] (km)
Top-
edge 
depth 
(km) 
[Strike, dip, 
rake] (°) Data type 
von Kármán 
parameters 
[Az (km), Ax 
(km), H] 
Box–Cox 
parameter 
Asperity-zone 
dimension 
fraction2 
[down-dip, 
along-strike] 
Asperity 
slip 
fraction3 
1: Fujii et al. (2011) 9.02 [500, 200] 0.0 [193, 14, 81] Tsunami [63, 68, 0.99] 0.2 [0.35, 0.35] 0.4 
2: Satake et al. (2013) 9.05 [550, 200] 0.0 [193, 8-16, 81] Tsunami [56, 107, 0.82] 0.2 [0.25, 0.4] 0.3 
3: Shao et al. (2011) [Ver1] 9.13 [500, 200] 4.9 [198, 10, Var1] Teleseismic [50, 119, 0.99] 0.3 [0.25, 0.4] 0.35 
4: Shao et al. (2011) [Ver2] 9.14 [475, 200] 7.4 [198, 10, Var] Teleseismic [53, 84, 0.99] 0.3 [0.3, 0.4] 0.35 
5: Shao et al. (2011) [Ver3] 9.14 [475, 200] 7.4 [198, 10, Var] Teleseismic [45, 93, 0.99] 0.3 [0.3, 0.4] 0.35 
6: Yamazaki et al. (2011) 8.97 [340, 200] 3.8 [192, 12, Var] Teleseismic & tsunami [37, 72, 0.96] 0.2 [0.3, 0.4] 0.4 
7: Ammon et al. (2011) 9.00 [600, 210] 1.0 [202, 12, 85] Teleseismic & geodetic [51, 94, 0.99] 0.3 [0.4, 0.35] 0.3 
8: Gusman et al. (2012) 9.11 [450, 200] 1.0 [202, 5-20, Var] Tsunami & geodetic [64, 86, 0.99] 0.2 [0.3, 0.35] 0.3 
9: Hayes (2011) 9.09 [625, 260] 5.8 [194, 10, Var] Teleseismic [65, 94, 0.99] 0.2 [0.3, 0.4] 0.3 
10: Iinuma et al. (2011) 9.03 [600, 240] 1.1 [Var, Var, Var] Geodetic [54, 141, 0.99] 0.1 [0.3, 0.3] 0.25 
11: Iinuma et al. (2012) 9.03 [620, 260] 1.0 [Var, Var, Var] Geodetic [51, 81, 0.99] 0.0 [0.45, 0.3] 0.45 
1 Var represents that the parameter is variable; 2 The fraction values of the asperity rectangle for the down-dip and along-strike directions are defined in terms fault 903 
length and fault width of the original slip model; and 3 The fraction value of the asperity slip concentration is defined in terms of total slip over the fault plane. 904 
 905 
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Figure Captions 906 
Figure 1. Framework for probabilistic tsunami hazard/risk analysis. 907 
Figure 2. Stochastic source modeling: Step 1 – preliminary analysis. 908 
Figure 3. Stochastic source modeling: Step 2 – spectral analysis. 909 
Figure 4. Stochastic source modeling: Step 3 – spectral synthesis. 910 
Figure 5. Eleven inversion-based source models. The sub-fault with thick lines represents the 911 
asperity area, slip of which is equal to or greater than three times the average slip. 912 
Figure 6. Maximum wave height contour map based on the source model by Satake et al. (2013) 913 
and locations of coastal cities and towns in the Tohoku region.  914 
Figure 7. Comparison of tsunami simulation results based on the source model by Satake et al. 915 
(2013) with the Tohoku Tsunami Joint Survey (TTJS) data (Mori et al., 2011) in 916 
Kamaishi, Onagawa, and Sendai-Natori-Iwanuma: (a) inundation depth contours and (b) 917 
scatter plot. 918 
Figure 8. Empirical tsunami fragility curves based on the 2011 Tohoku Tsunami damage data 919 
(Suppasri et al., 2013a). 920 
Figure 9. Stochastic inundation depth maps at the 10th, 50th, and 90th percentiles based on the 921 
Satake et al. source model: (a) Kamaishi, (b) Onagawa, and (c) Natori. 922 
Figure 10. Stochastic wash-away damage probability maps at the 10th, 50th, and 90th percentiles 923 
based on the Satake et al. source model: (a) Kamaishi, (b) Onagawa, and (c) Natori. 924 
Figure 11. Cumulative distribution functions of the number of buildings in the wash-away damage 925 
state based on the Satake et al. source model: (a) Kamaishi, (b) Onagawa, (c) Natori, 926 
and (d) all cities and towns in the Tohoku region. 927 
Figure 12. Comparison of cumulative distribution functions of the number of RC/wood buildings 928 
in the wash-away and complete damage states based on the Satake et al. source model: 929 
(a) Kamaishi, (b) Onagawa, (c) Natori, and (d) all cities and towns in the Tohoku region. 930 
40 
 
Figure 13. Cumulative distribution functions of the number of buildings in the wash-away damage 931 
state based on the Satake et al. source model by considering different refinement levels 932 
of tsunami fragility models: (a) RC buildings in Kamaishi and (b) wood buildings in 933 
Natori. 934 
Figure 14. Cumulative distribution functions of the number of RC buildings in the wash-away 935 
damage state based on the eleven source models (separate curves for individual 936 
reference source models): (a) Kamaishi, (b) Onagawa, (c) Natori, and (d) all cities and 937 
towns in the Tohoku region. 938 
Figure 15. Cumulative distribution functions of the number of wood buildings in the wash-away 939 
damage state based on the eleven source models (separate curves for individual 940 
reference source models): (a) Kamaishi, (b) Onagawa, (c) Natori, and (d) all cities and 941 
towns in the Tohoku region. 942 
Figure 16. Cumulative distribution functions of the number of buildings in the wash-away damage 943 
state based on the eleven source models (integrated curves for all reference source 944 
models): (a) Kamaishi, (b) Onagawa, (c) Natori, and (d) all cities and towns in the 945 
Tohoku region. 946 
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(2013) with the Tohoku Tsunami Joint Survey (TTJS) data (Mori et al., 2011) in 
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Figure 11. Cumulative distribution functions of the number of buildings in the wash-away damage 
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state based on the Satake et al. source model by considering different refinement levels 
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Figure 14. Cumulative distribution functions of the number of RC buildings in the wash-away 
damage state based on the eleven source models (separate curves for individual 
reference source models): (a) Kamaishi, (b) Onagawa, (c) Natori, and (d) all cities and 
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Figure 15. Cumulative distribution functions of the number of wood buildings in the wash-away 
damage state based on the eleven source models (separate curves for individual 
reference source models): (a) Kamaishi, (b) Onagawa, (c) Natori, and (d) all cities and 
towns in the Tohoku region. 
 
Figure 16. Cumulative distribution functions of the number of buildings in the wash-away damage 
state based on the eleven source models (integrated curves for all reference source 
models): (a) Kamaishi, (b) Onagawa, (c) Natori, and (d) all cities and towns in the 
Tohoku region. 
 
