But machine learning is also beginning to make substantial contributions to music as an art form, and to music research. For instance, learning algorithms have recently made a number of discoveries about the art of expressive music performance (Widmer, 2003; Widmer et al., 2003) that have met with great interest in the world of musicology.
These and other developments suggested that now is the right time for a special issue on ML & Music, in order to give the machine learning community an impression of the breadth and depth of research in this field, and maybe also motivate machine learning researchers to consider musical problems for inspiration. In response to a corresponding call for submissions, 28 papers were submitted, 7 of which were finally selected for presentation in this special issue. They demonstrate the whole breadth of work that is currently being carried out-from audio processing to high-level symbolic representations, from classical through jazz to popular music, from audio transcription to analysis and classification, from music analysis to music performance. Perhaps naturally, the focus in these articles is more on the peculiarities of the musical problems addressed, and on the musical significance of the results, than on general theoretical contributions to machine learning. They demonstrate how state-of-the-art machine learning technology can make useful contributions to music.
The article by Darrell Conklin focuses on music analysis, and on the level of symbolic representation. A particular representation for musical abstractions in melodies (or generally musical lines) is presented, and it is shown how this representation can facilitate various analytical tasks via machine learning-the discovery of sequential patterns and rules at the level of melodic segments, and the statistical modelling and recognition of musical styles. Structural abstraction is one of the key concepts in music, and principled ways of representing such abstractions have been the focus of much research in AI and music. The concept of modular 'viewpoints' as presented in this paper will probably prove useful beyond music analysis tasks proper-for instance, in music query and retrieval in large databases.
The next three articles relate to performed music and the aspect of expressive performance, which is of central importance at least in classical music and in jazz. Still at the level of symbolic representations (i.e., musical scores and MIDI files), Graham Grindlay and David Helmbold demonstrate the use of structured probabilistic models for music performance research. They use Hierarchical Hidden Markov Models (HHMMs) to model expressive tempo variations (expressive timing) in classical piano performances, and their relation to the melodic context of the piece. Training data are manually measured timing profiles from a substantial number of piano performances by both world-class artists and piano students. The power of the resulting models is demonstrated in several experimental settings, including the automatic 'expressive' performance of new pieces, and the recognition of individual pianists based on their expressive timing profiles. The models also give interesting insights into the stylistic consistency of piano students and famous pianists.
The connection between a discrete, symbolic representation of music (the musical score) and the level of actual audio recordings is made in the paper by Christopher Raphael, where a method is presented for matching complex audio recordings onto the printed score of the music. Score-performance matching is an important prerequisite for many interesting applications, such as automated accompaniment systems or intelligent music synchronisation. It is a hard problem, especially with music that is performed expressively, that is, with strongly varying tempo (among other things). The approach proposed in this paper is based on a graphical model that explicitly includes a model of the time-varying tempo process. The performance of the model, demonstrated on complex orchestra recordings, is quite impressive, and the readers are invited to listen to some of the sound examples provided by the author.
The paper by Maarten Grachten et al. takes us into the world of jazz and jazz performance. It is concerned with a problem that may seem rather specific, but is nevertheless important in music content processing, namely, the musically 'valid' transformation of expressively performed music from one tempo to another. The expressive aspects of the performance (which in jazz include not just details of timing and dynamics, but also ornamentations, insertions of notes, etc.) cannot simply be transformed linearly when the tempo of the playback is changed; that would result in recordings that would, in many cases, immediately be recognised as unmusical or 'odd' by listeners. The authors present a case-based approach that heavily relies on an abstract representation of melodies (similar in spirit to Darrell Conklin's 'viewpoints', though based on a different music theory), and on case adaptation. Using a music similarity metric that was derived automatically from human similarity judgments, it is shown that the resulting system, TempoExpress, performs tempo transformations on expressively played jazz saxophone phrases in a musically better way than uniform time stretching would.
The three remaining articles pertain more directly to the application fields Content-based Music Processing and Music Information Retrieval. Daniel Ellis and Graham Poliner show that the identification of the melody in polyphonic audio recordings can be cast (and solved well) as a classification problem, in a surprisingly simple and assumption-free way. Support vector machines trained directly on audio signal frames achieve a surprisingly high accuracy in identifying the correct melody pitch in each frame. The authors also show that smoothing of the results via HMMs can improve the results considerably. Altogether, this paper is a good example of how current machine learning technology, when applied in a thoughtful way, can solve musical problems of practical relevance. The extraction of melodic content from audio recordings is useful for a wide range of applications in MIR.
Another audio labeling problem of practical relevance is addressed by Ning Hu and Roger Dannenberg. They present a relatively simple approach to bootstrapping a model for onset detection (the precise location of time points in an audio recording where an individual note starts). Starting from an initial, imprecise alignment between an audio recording and the corresponding written score of the music, a cycle of repeated training and onset estimation leads to a precise onset detector. The important aspect about this process is that it does not require hand-labelled training examples (which would be costly to obtain). Experiments show very good results both on monophonic and polyphonic audio recordings. Again, onset detection is of great importance in many content-based music processing tasks such as transcription or beat and rhythm identification and synchronisation.
Finally, the paper by James Bergstra et al. briefly reports on experiments with automatic genre classification, i.e., the recognition of musical styles from audio recordings. This is an important benchmark test in Music Information Retrieval, but also potentially useful in a large variety of commercial applications. Using a standard boosting algorithm and a set of cleverly selected 'mid-level' features extracted from the audio recordings, the authors demonstrate very good classification performance on several collections of digital music tracks. Systematic experiments show that it is the careful selection of the temporal extent of the audio features that contributes much to the success of the classifier. The method described here won the 2005 MIREX genre classification contest (an annual series of contests to compare algorithms in music information retrieval) and thus demonstrates the current state of the art in automatic genre recognition.
I do hope that the mix of articles collected in this special issue will meet with interest and curiosity on the part of the readers, and succeed in conveying the promise and some of the fascination of music as an application and experimentation field for machine learning. 
