The increase in availability of open source research quality simulation software coupled with a reduction in barriers to high performance computer hardware access and new methods for adding interactivity to server-side web services have created a rich environment for the development of supercomputer based laboratories to augment the many personal computer based activities currently in use in the physics classroom. An exemplary supercomputer based laboratory is presented using the N-body problem applied to galactic structure.
I. INTRODUCTION
The use of computer augmented instruction has grown rapidly since the introduction of microcomputer based labs in the early 1980s. Early labs focused on the use of the computer as a data collection and analysis tool. 1 The use of these tools has shown that computer based labs can be beneficial when they focus on realistic problems as opposed to idealized examples, allow for collaboration, are used to reduce drudgery, provide immediate feedback, and allow students to move from the familiar to the abstract. 2 Microcomputers at the time were limited, but with faster computers, the use of simulation in addition to data analysis began to take hold. Early work with tools such as Boxer allowed students to more directly create computer models in the physics classroom. 3 DiSessa has noted the potential of computers in education, with graphical representations and interactivity allowing for new modes of teaching. 4 The extension of simulation environments to problem-specific computer based simulations spread rapidly with programs such as CUPLE. 5 The introduction of Java applets allowed for web based delivery of small interactive and visual programs. [6] [7] [8] [9] [10] [11] [12] [13] Simulations provide a powerful tool for providing a virtual laboratory for exploring mental modeling.
14 Mental modeling is an effective way of making it possible for students to construct their understanding about their world, and has been shown to be effective as early as middle school. 15 The involvement of students in the construction and evaluation of the model is crucial to allowing students to view computation as more than just a video game. 16 Simulations that fail to include students in the construction of their mental models ͑merely allowing students to see a response to stimuli in contrast to engaging students in the process of creation͒ lose their effectiveness, often leading to a situation described by Redish as "the student gets an F and the computer gets an A." 17 The personal computer based approach is one example of the use of simulation in the classroom. We discuss here a contrasting example, the supercomputer based laboratory, which is designed to use professional grade software on high performance computers with scaffolding to ease its use. The key is not the use of a supercomputer or that the student experience is more likely to be on a small cluster rather than on a massively parallel computer. What is important is using the tools and processes that mirror the supercomputing experience.
This paper presents a description of a supercomputer based laboratory, in conjunction with a student based exploration of N-body problems in astronomy, as well as recent advances that give students easy access to supercomputing resources.
II. THE SUPERCOMPUTER BASED LAB
The benefit of a simulation based laboratory activity is the immediacy of the student adaptation from mental model to quantitative and interactive results, which can be easily repeated to construct a more accurate model or to explore a range of possibilities. Immediate feedback is crucial to the learner in the modeling experience. 18 However, typical supercomputing simulations are anything but immediate because the reason for putting a problem on a supercomputer is that the problem of interest is impractically large for other computing resources. Long run times scheduled by restricted queues are the norm. A supercomputer based laboratory needs to balance the strength of a personal computer based laboratory-immediacy, ease of use, and interactivity-with the strength of a supercomputing simulation-complexity, size, and interdependency.
The rapid and constant advance of computing capabilities provides both an argument for and against the creation of supercomputer based laboratory activities. The strongest argument against spending the time and effort to create supercomputer based laboratory activities is that the power of today's supercomputers will be available on the desktop in about 10 years, assuming that a typical supercomputer is 100 times faster than a personal computer and processor speed doubles every 18 months.
This continuing progress in computer innovation is also the strongest argument for creating supercomputer based laboratories, because the current advances in personal computing rely on the same fundamental architectural advance, parallel computing, which has powered the most recent advances in supercomputing. Multicore architecture also provides an entry for students into shared memory architectures, and Cell and Power processors 19 give students opportunities to experiment with vector operations using the AltiVec instruction set. 20 With the move to multicore CPU architectures, 21 the current trend in high performance computing of clusters of microcomputers can be seen as a preview of the chip architectures that will be common in our students' careers. An activity designed for a supercomputer gives students a chance to prepare for the simulation abilities that will be easily performed on a personal computer in the early years of their professional careers. Consider for example the ChemViz portal, 22 a pioneering supercomputer based laboratory which that allows students to build chemical structures and perform complicated chemical calculations, and has recently been released as a stand-alone application.
The real benefit of a supercomputer based laboratory is that the fundamental practice of doing science changes when going from theoretical physics to computational physics. In the traditional theoretical problem solving approach, the fundamental approximations are made when the problem is set up. We make assumptions about objects being spherical, interfaces being frictionless, particles not interacting, or systems being in thermodynamic equilibrium. The computational solution allows for fewer assumptions to be made, with the approximations being applied in the solution of the problem, yielding a graph or table as a solution instead of an equation. Approximations will always have to be made, but as more computing power is made available, we can make fewer approximations. The use of supercomputing in the classroom means that students cannot only move beyond the frictionless problem, but can consider far more complicated problems.
Supercomputer based laboratories are authentic computing experiences using contemporary problems, well written code, and high performance hardware. A portion of the training students will receive will migrate to personal computers, but aspiring physicists also need competency with the equipment they will use during their professional careers. One of these tools is the supercomputer, be it a cluster of PCs, a shared memory workstation, or a vector computer. In the near future the architectural model of the personal computer will be mirroring that of today's supercomputers, and will do so for the foreseeable future.
III. AN EXAMPLE OF AN SUPERCOMPUTER BASED LABORATORY: THE N-BODY PROBLEM
From one point of view the N-body program for Newtonian gravity is easy to comprehend and compute. Given N objects of mass m i , the acceleration of any object is given by
where r ij is the separation between point i and point j, and G is the gravitational constant. 23 This system allows rich openended explorations of both the physics learned from the use of computation and the methods required to perform the computations. For example, students can study how gravity and angular momentum together shape the evolution of galaxies as well as the interactions and dynamics of planetary systems, clusters, galaxies, and clusters of galaxies. The ability to study these systems in detail is directly linked to the number of bodies that can be used in the N-body model. The millions of objects found in a rich star cluster are much more dependent on close interactions than the billions of stars in a galaxy, for example. 24 The approach we will discuss for this problem has been used in summer camp workshops at the Shodor Education Foundation with groups of middle and high school students for the past 10 years, and for high school teacher and undergraduate faculty workshops through the National Computational Science Institute. 25 We use the "run it, modify it, and build it" model in our workshops to advance the progression of core computational science skills, with beginning students answering questions using canned codes, intermediate students modifying existing simulations to meet their needs, and advanced students directly creating code. Additionally, there is a progression in computing from what can be done on one CPU, to what can be done on a few CPUs and then to many CPUs. For the few CPU and many CPU examples the resource used consisted of a cluster of 16 dual-socket dual-core Opteron 270 s for a total capacity of 64 cores; however, no more than four nodes were used for any one run. Each node was equipped with 4 GB of memory. The network interconnect used was gigabit ethernet, which also supports the Lustre distributed file system. Although underpowered compared to current supercomputers, the system used for this study is representative of the clusters available for use on many campuses.
A. Single CPU
The simulation presented for the single CPU case is GALAXSEE, 26 a menu-driven Windows and Macintosh based program. Students create initial conditions for a few simple problems by using dialog boxes or by creating a plain text file, which gives them control over some numerical solution parameters. The default system that students can study without creating their own input file is the collapse of an initially spherical galaxy with or without rotation. Galaxies tend to be either roughly spherical with low angular momentum ͑ellip-tical galaxies͒ or flattened into a disk with higher angular momentum ͑lenticular and spiral galaxies͒. 27 To study the effect that angular momentum has on the structure of galaxies, we can imagine a model in which a large number of stars is spaced randomly throughout a large sphere, with each star given an initial velocity at right angles to a line passing through the center of the galaxy, increasing in magnitude the further the star is from the center of the galaxy:
where a ജ 0. As a is increased, the galaxy with no angular momentum changes to a galaxy with momentum in the positive z direction ͑counterclockwise looking toward the x-y plane͒. In GALAXSEE, students can use a menu option to increase the angular momentum of an initially spherical galaxy and watch the evolution, studying the resulting shape. Although the code is not available for modification, students can modify the model parameters by changing the time step, integration method, and ͑for the Windows version of the code͒ the force calculation method. Students can write their own input files in plain text format and enter the mass, position, and velocity of each body. Available activities 28 include how rotational velocity is used to measure the mass of a central black hole in a galaxy, 29 and the effect of galactic collisions on galactic shape. 30 These two activities are of particular interest because the first requires a high level of numerical accuracy to achieve a meaningful solution ͑imply-ing a smaller time step and/or a higher order integration method͒ and the second requires a large value of N. Greater accuracy and larger N requires more CPU time and memory.
In the early 1990s these activities were available via web forms submitted by students to a supercomputer at George Mason University. A decade later the supercomputer on which the simulations were run is retired, and personal computers have approached the speed of the original supercomputer at the time the simulation was first made available. The software was rewritten in the late 1990s to run on Windows and Macintosh platforms, and the evolution of thousands of astronomical bodies over tens of billions of years can be simulated and viewed by students in a matter of seconds.
The software, written by students for students, was originally designed to run with only a few thousand bodies and a modified Euler integration method. Numerical instabilities result if there is a close encounter between two objects whose masses greatly differ, making it difficult to treat massive objects or the effect of a large galactic core. At the level of thousands of bodies, basic galactic structure such as the absence or presence of a disk can be studied, but more detailed structure requires a greater number of bodies. Additionally, the stability of fine galactic structure for spiral galaxies depends on both gas dynamics and thermodynamics in addition to stellar dynamics 31 and the simplistic approach used in GALAXSEE, the latter is underpowered in the number of bodies it can handle and in the forces included in the calculation.
B. Few CPUs
If only a few CPUs are available, teachers might find it more meaningful to focus on computational science rather than physics topics. Typical student-built small clusters consist of a small number of nodes with hardware that has been repurposed from other campus labs and replaced with newer machines. The processors and internet connection may lag behind the state of the art. Students interested in reducing the time to science might find that their efforts are best rewarded by focusing on either single CPU solutions or, if the hardware is available, many CPU solutions. However, the skills required to learn parallel programming can be addressed with small clusters.
GALAXSEE-MPI
32 is a modification of the GALAXSEE code using MPI, 33 the message passing interface, which enables the code to run on a parallel Unix/Linux cluster; the visualizations are handled by X Windows. The code is freely available. GALAXSEE-MPI was originally designed as an example of parallelization using MPI, and runs on a small cluster from the command line with only a few options. By default, the simulation runs a collapse of a cloud with initial angular momentum. Users can control the number of processes spawned, the number and mass of objects in the model, and the total simulation time, as well as display options. Typical use of GALAXSEE-MPI is to study how a straightforward parallelization of the direct N-body problem for a rotating initially spherical galaxy scales to multiple processing cores. Figure 1 shows wall times versus the number of cores for various values of N. Without any additional approximations or optimization, we would expect that the amount of time required to run the code would include the amount of computational that can be divided between cores, communication that must occur between cores, and setup that cannot be parallelized to create a random galaxy and determine initial conditions. If we assume that for each point the mass interior to that point must be calculated to determine orbital speed ͑ϳN 2 ͒, the force calculation split over each core is calculated for every point to every point ͑ϳN 2 / P͒, and information about every point needs to be shared each time step to every core ͑ϳNP͒, then the predicted wall time W should scale with number of cores P and the number of bodies in the N-body simulation N as
This expected scaling is shown with a best fit of ␣ = 1.5 ϫ 10 −5 , ␤ = 5.0ϫ 10 −5 , and ␥ = 2.0ϫ 10 −6 . The magnitude of these coefficients depends on the architecture, where ␣, is a rough measure of the computation of individual processes, ␤ is a measure of the communication between processes, and ␥ is a measure of the initial setup cost of the simulation.
The Cϩϩ code for GALAXSEE-MPI is freely downloadable, compiles with open source tools, and students can modify the simulation to study other problems. No optimization has been included, and the integration routines have been kept simple ͑Euler and Runge Kutta 4͒ to keep the code readable. Students can study the code as an example of how to write parallel codes using MPI.
C. Many CPUs
Straightforward integration schemes and single CPU simulations begin to lose their effectiveness as a teaching tool when N becomes large. Although N can be hundreds of thousands of particles given current memory capacities, such simulations typically take too long and interactivity is lost. The practical limit with current personal computer capacity is on the order of thousands of points for a single CPU if students want to watch the results while they wait. The use of a well written N-body simulation on high performance computing hardware allows for the possibility of students solving problems on the level of complexity of galactic mergers while having more direct interactivity.
GADGET-2 is a N-body simulation designed to run on commodity clusters with standard open source tools. 34 It is more extensible than GALAXSEE in terms of the problems it can handle, because it uses state of the art algorithms. Although more configurable in terms of problems that students can solve, it is less configurable in terms of the method of solution. Students cannot, for example, reduce the complexity of the integration method to look at how Euler's method handles millions of bodies. However, they can solve problems that would be impractical with more straightforward codes. GADGET-2 has a long history, 35 with many research publications based on the code, including the 10-billion particle "millennium simulation." 36 Although the code is open source, it is unlikely that the average student will want to directly modify the code any more than they would want to directly modify a highly optimized linear algebra library. There are no options to modify the example initial conditions and parameter files that come with the software, and students have to rebuild these files for simulations they wish to run. GADGET-2 does not have an option for using a text file for the initial conditions, and to create input in the hierarchical data format 5 ͑HDF5͒ format 37 used by the code, users must be able to use HDF5 library commands in their programs to generate input in GADGET-2's data structure. Students must have a clear understanding of how to describe their initial conditions and choose meaningful initial velocities and positions. Given significantly greater hurdles, is there any impact on the science that can be studied as a result of using a more complex code on few to many CPUs? As an admittedly crude hint of what students might be able to do with such computing power, consider the collapse of a spherical initially rotating galaxy as solved by the GALAXSEE simulation with one addition, the inclusion of a central core that makes up 20% of the mass of the galaxy. GALAXSEE included the possibility of a central core, but using a core with a significant mass resulted in profound numerical errors due to the overestimation of impulses due to close interactions. When using GALAXSEE in workshops with students, this problem was one of the first that students wanted to explore; that is, how do we know the mass of the central core of a galaxy if it is not only obscured from view by other stars, but also to some degree by matter we cannot see, such as a large central black hole? For students attempting to study this problem with a simplistic code, the numerical error got in the way of, and in some cases caused misconceptions in the, science to be learned. Figure 2 shows timings for for N = 16 000, 256 000, and 1 024 000. Shown for comparison is GALAXSEE for N = 16 000. The move from a brute force code typical of a student's first attempt at solving the problem ͑for example, GALAXSEE on one core of one CPU͒ to GADGET-2 on just four cores of a single CPU allows the students to go from 16 000 points to 256 000 points in approximately the same computation time. Note that GADGET-2 finishes in roughly 2.5 h for the problem being solved on a relatively modest cluster ͑four nodes with four CPUs per node͒ for a model with 1 million points.
Moving students from simple codes on single machines to codes that take advantage of even small clusters makes the 10 5 point model practical for interactive classroom use and the 10 6 model practical for student projects. The simulation of a flattening galaxy is shown in Figs. 3 and 4 with and without a central core, respectively, and is solved using with N = 1000. As the simulation evolves both cases collapse to a disk, have an initial "bounce" phase beyond the collapse, and retain some level of disk structure. The simulation with the central core, however, not only maintains the symmetry of the structure better than the simulation without the central core, but also has a more defined disk and central bulge-features typically seen in spiral galaxies. The students can immediately see that only a small change in the model leads to a significant change in the final structure.
IV. LOWERING OF SUPERCOMPUTER BASED LABORATORY BARRIERS
There have been a number of recent advances that have lowered the barriers to the use of supercomputing in the classroom, including the increase in software standardization. As high performance computing has increasingly relied on commodity components and open source operating systems, many programs that would have required a vector supercomputer, specialized hardware, or commercial compilers now run on Linux and compile with GCC or GFORTRAN. 38 For example, GADGET-2 compiles on standard Linux systems, and while additional software needs to be installed, [39] [40] [41] [42] it is freely available and compiles easily on standard GNU/Linux systems. So, if a Linux workstation or cluster is available, students can install and run GADGET-2, which can run on a single CPU or a large cluster.
New tools are available that not only give students access to high performance computing software but to the hardware as well. Two key tools enjoying increased popularity are the use of live-CD operating systems and of simple kit cluster computers. The freely downloadable bootable cluster CD ͑BCCD͒ is a live-CD based cluster environment that runs entirely in RAM on standard personal computers and allows an instructor to temporarily turn a computer lab into a Linux cluster in a matter of minutes and later return the lab to its original state. 42 The BCCD includes standard parallel computing tools such as parallel virtual machine and MPI. Additionally, recent advances have been made in "kit clusters," such as the LittleFe cluster and Microwulf, where students can build working portable Linux clusters for the cost of a laptop. 18, 43 
V. DISCUSSION
The potential exists to capitalize on the large number of existing research level codes in physics that have been designed to run on high performance systems. There are existing examples of the use of science education portals, which allow students to submit data and analyze results, often coupled to databases and/or lessons that have been tailored to produce results in a reasonable time. A particularly outstanding example is the Biology Student Workbench, 44 which allows students to directly access the Protein Data Bank and couple database queries with a variety of alignment tools.
There does not yet exist in physics a similar science education portal capable of allowing students to seamlessly combine actual data, computational models, and high performance hardware to investigate multiphysics problems- problems that combine many physical phenomena over a wide range of scales. 45 There is an opportunity to create supercomputing based labs for a growing number of problems of interest to students in N-body simulations, hydrodynamics, statistical mechanics, nonlinear optics, and electrodynamics, for example. Efforts are underway through partnerships with the Supercomputing Conference's SC07, SC08, and SC09 Education Programs, the National Computational Science Institute, and the Computational Science Education Reference Desk to catalog and disseminate supercomputer based laboratories through the National Science Digital Library.
