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Dedicated to Professor B. Riecan on the occasion of his 70th birthday 
A B S T R A C T . The problem of computing the mean squared error (MSE) of the 
best linear predictor (BLP) in finite discrete spec trum with an additive white noise 
mode ls(FDSWNMs) for an observed t ime series is considered. This is done under 
the assumption tha t the corresponding vectors in models for finite observation of 
this t ime series are not orthogonal . 
1. Introduction 
We shall consider the problem of prediction of time series which is based on 
modeling time series by linear regression models. In this approach the best linear 
predictor (BLP) minimizing the mean squared error (MSE) of prediction, can be 
found. This method is known in an engineering literature as kriging, see [2], [1], 
[5], and [6]. For a given time series data we can use different regression models 
and thus the problem of computation of the MSE of the BLP in different models 
arises. 
We shall compute the MSE of the BLP in a finite discrete spectrum with an 
additive white noise model (FDSWNM) . These models were already studied in 
[6] and [7], where it was assumed that the vectors which we get from functions 
generating these models are orthogonal. Models with orthogonal vectors can be 
used in many practical applications of time series theory, but it is necessary to 
study also the situation where the model vectors are not orthogonal. 
2000 M a t h e m a t i c s S u b j e c t C l a s s i f i c a t i o n : Pr imary 62M10. 
K e y w o r d s : t ime series, finite discrete spectrum with an additive white noise model, best 
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An FDSWNM for a time series X(-) is given by, see [6], 
i 
X(t) = Y YiVi(t) + w(t), t = 1, 2 , . . . , (1) 
i = l 
where Y = (Yi, Y 2 , . . . , Y/)' is a random vector with E[Y] = 0 and with an covari-
ance matrix Cov(Y) = diag(O~2). Vi(-), i = 1,2,... ,1, are given known functions, 
w(-) is a white noise with a variance F)[iv(t)] = o2 which is uncorrelated with 
random vector Y = (Yi, Y 2 , . . . , Y/)'. 
As an example we can consider a time series Y(-) with a finite discrete spec-
trum, see [4]. This can be written in the form 
1/2 
Y(t) = Y (Ui C 0 S Xit + Zi s i n A i 0 > t=l,2,... , 
2 = 1 
where Y = (Ui, U2,..., U/j/2, Z\,Z^,..., Zi^)' and where A i , . . . A//2 are some 
frequences from (0,7r). Let D[Uj] = of and -D[Zi] = n2. Then the covariance 
function R(-, •) of Y(-) is 
1/2 
R(s, t) = 2_\ (ai c o s A i s c o s ^it + ^2 s in AiS sin X^t) , s,t = 1,2,... . 
i=l 
Time series Y(-) is covariance stationary if D[Uj] = D[Zj] = o2, i = 1,2,..., 1/2, 
and its covariance function in this case is given by 
1/2 
R(s, t) = V^ o2 cos Xi(s — t), s, t = 1,2, . . . . 
i=l 
Realizations y(-) of time series in this example are simply linear combinations of 
goniometric functions, but this is not realistic in practise. More realistic situation 
is that a realization of a white noise is added to this linear combination and thus 
we get the FDSWNM. This approach is similar to that used in a classical linear 
regression model. 
Time series X(-), given by FDSWNM, have covariance functions Ru(-,-) given 
by 
/ 
R„(s, t) = o25s,t + YI °i
vi(*)vi(t), s,t = 1,2,... , (2) 
i=l 
where v = (o2,o\,..., o2)' G (0, oo) x (0, oo)* = T. 
For this model we get for a finite observation X = (X(l),..., X(n)) of X(-) 
the model 
X = V Y + w , 
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where the n x / matrix V = ( tr i , . . . ,t>z) has columns, n x 1 vectors, Vi = 
(vi(l),..., Vi(n)) , i = 1 ,2 , . . . , /. In this model E[X] = 0 and covariance matri-
ces E„, v E T of X are positive definite and are given by 
i i 
E„ = a2/ + £ a 2 ^ = Y,°2iVi> 
z=l i=0 
where Vb = / , Vi = Viv[, with ranks r(Vi) = 1, i = 1 ,2, . . . , /, and CTQ -= a2. 
It should be remarked that for time series Y(-) which was considered in the 
preceding example the vectors Vi = (cos A i l , . . . , cos A^n)' and Vi = (sinA^l, . . . 
. . . , sin Xin)' in general are not be orthogonal. 
According to the classical theory, see [2], the best linear predictor X*(n + d) 
of X(n + d) is given by 
X^n + ^ ^ r ' ^ X , (3) 
where rv = Cov^ (X; X(n + d)) and 
MSE„[X*(n + d)] = E„[X*(n + d) - X(n + d)]2 
= D„[X(n + d)]-r'^1r„. 
In [6] the explicit expressions, as functions of vectors Vi and variances a2 and 
cr?, i = 1,2, . . . , /, for X*(n + d) and for MSEU [X*(n + d)] are given under the 
assumption that the vectors v^ i = 1 ,2 , . . . , /, are orthogonal. In this article we 
derive these expressions for / = 2 and under the assumption that the vectors v\, 
V2 are not orthogonal. 
2. Mean squared error of the BLP in a nonorthogonal 
finite discrete spec trum white noise model 
The following lemma gives a basic result for FDSWNMs with two components 
in the case when the vectors tq, v2 are not orthogonal. Some other useful results 
on matrix algebra can be found in [3]. 
LEMMA 1. For any n x l vectors vi, v2 and any real positive numbers a
2, a2 
and a2 we have 
( 2 r , 2 / , 2 / \ - l 1 (T dlVl + d2V2 ~ rflrf2(^l,^2)Vl2 "\ ,Kv 




J ( 2 / 2 i II | | 2 \ - 1 
di = (a jai + ||vi|| ) , 
VJ = Viv[ , V12 = V\V2 + V2v'\ , 
(L>i,U2) = v[v2 and \\vi\\
2 = (vi,Vi), i = l , 2 . (6) 
P r o o f . By a direct computation we can verify that, see [6], 
(A + alv^)-1 =A~ 





for any positive definite matrix A. Let A = a21 + a\v\v'\, then we have 
A-1 = (a2I + afavl)-1 = \(I - d\V\), 
and 
a2(a2I + a\v\v[ + a2v2v'2)
 1 
.! _ d l V i _ (
C T 2 > 2 ) ( I - d i V i ) ^ ' / - diVi) 
= / - d i V i -
l + ( a 2 / c r 2 K ( / - d i V i ^ 2 
( a 2
2 / a 2 ) ( V 2 - d 1 ( t ; i , t ; 2 W i 2 + d
2 ( t ; 1 , t ; 2 )
2 Vi) 
l + ( a 2 / a 2 ) ( | M | 2 - d i ^ 2 )
2 ) 




= 1 + (a2/a2) \\V2f - (a\/a
2) f / ^ (vuv2)
2 
l + (a2/a2)\\Vl\\ 
= (1 + cr 2 /a 2 ) | |__||2 - di(a 2 /a 2 )( V l , v2)
2 
= (1 + cr 2 /a 2 ) \\v2\\
2 (1 - did 2 (vi, v2)
2) 
and thus 
( ^ / ^ ( V г - d i ^ ь ^ V i з + d 2 ^ ! , ^ ) 2 ^ ) 
l + ( ^ 2 ) ( I Ь 2 | |
2 - d i ( г ; i , г ; 2 )
2 ) 
d2V2 -did 2 (г;i,г; 2 )VІ 2 +d^d 2 (г ; ь г; 2 )
2 VІ 
1 - d i d 2 ( г ; ь г ; 2 )
2 
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Using this result we get 
2 / 2 7 - 1 2 / . 2 / \ " 
o (o I + oxviVi + o2v2v2) 






diVi +d2V2 - did2(vi,v2)Vi2 
1 -did2(vi,v2)
2 
and the lemma is proved. • 
This result can be used for computing the BLP, X*(n + d), and its MSE in 




í\^aì i , JЧ \(т diviv'i + d2V2v'2 - did2{vi,v2){viv'2 + v-zv^Ҳ 
Ҷ £ ^ ( » + <*) (/ i-dмvuъr ) 
and, after some computation, we get 
2 2 
r'JL-1 = °-±vi(n + d)v[ + ^v2(n + d)v'2 
ai ( , TX^I ll^ill2 ^i + ^2(^1, ^2)^2 
2vi(n + d) - — — 
o2 I - did2(vi,v2)
2 
, v\ , , ,^1^2(^1,^2)(ll^i | | 2^2 + (vuv2)v[) 
+ -oVi(n + d) - — ^ — — r-r L 
o2 1 - did2(vi,v2)
2 
°2„ f„ , ^d2\\V2\fv2+di(vuV2)v'i 
2v2(n + d) - — — r-r  
o2 1 - did2(vi,v2)
2 
o\ , ,dld2(^l,^2)( | |^2 | | 2 ^i + (^1,^2)^2) 
+ -^v2(n + d) \ --
(J2 1 - did2(vi,v2)
2 
o\ , ^ l - d i | K | | 2 , 
= -\vi(n + d)- 1 N 1 M v'i 
o2 1 - did2(vi,v2)
2 
2 1 ^ II | | 2 
. a 2 / , ,N 1 ~ d 2 1>2 , 
+ -2?>2(n + d ) - -7-7-7 y>v2 . o2 1 - did2(vi,v2)
2 
Using the expression 
2 o2 
\-di\\vif = -^di, i = 1,2, (7) 
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which follows from (6), we get 
; i _ di(vi(n + d) + d2(vi,v2)v2(n + d)) , 
Vv v " l~did2(vi,v2)
2 Vl 
d2(v2(n + d) + di(vi,v2)vi(n + d)) , 
1 - did2(vi,v2)
2 2 
and this expression can be used by computing the BLP, X*(n + d). 
To compute the mean squared error of this predictor, which is given by (4), 
we use the expression 
2 
Dv[X(n + d)] = a
2 + J2aivi(n + d) > (9) 
i=l 
and for r'JL~xrv we get, using (2) and (8), 
-_ di(vi(n + d)+d2(vi,v2)v2(n + d)) f J- 2 \ 
*»*» Tv = l - ^ 2 ( . i , . 2 ) 2 [^-.v.(n + d)(vi^ 
+ 
d2(v2(n + d)+di(vi,v2)vi(n + d)) f--^ 2 
1 ~~T1 2̂ Z ^ (JiVi\n + d)(v2,Vi 
l-did2(vi,v2)
2 \—[ 
After long and tedious computations we can write 
rv^v Tv — 
4 
= a2^v21(n + d)\\v1 
U1 2/ , J M L n-2 1 ~dl IKII -^2(^1,^2) IKH +did2(vi,V2) 
1 -did2(vi,v2)
2 
лG\al. + 2cт 2 -Ą-ţv i (n + d)v2(n + d)(vъv2) x 
<7Z Gz 
1-di \\vi\\2 - d2 \\v2\\





^ r. I /7.-» 1177.-. II H.1 I 9)1 7 7.-. I - II 77.-. I 
+ o2—y2{n + d)\\v2 
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Thus, using (4), (9) and (10), the expression for the MSEu\X*(n + d)] can 
be written as 
MSB,[l*(n + (i)] = 
_ 
o2 
:cr2 + ( T 2 - | t ; 1 ( n + d) x 
V L °l |, „2 1 ~ di llfill - djjvuvi)
2 ||t>i|| + d 1 d 2 ( t ; 1 ^ 2 )
2 
V * 2 " ^ 1 - d i d , ^ , ^ ) 2 
2 2 
2 c j 2 2 - f v i ( n + d)i)2(n + d)(wi,i)2) x 
x 1-d . lKf - d2 | H |





_ C T 2 ^ 2 ( n + d ) ^ _ ^ | M 2 x 
x 1 ~ d 2 | M |
2 - d1(v1,v2)
2 \\v2\\-
2 + d 1 d 2 Q 1 ^ 2 )
2 \ 
l - d i d 2 ( i > i , v 2 )
2 y 
(11) 
Next we have from (7) 
! °"i n„ M2 l - d i | | t ; i | | 2 - d 2 ( t ; i , v 2 )
2 | | t ; 1 | r
2 + d 1d 2(t; 1,u 2)
2 
cг2 1 - did2(vi,v2)
2 
l - K / q ^ l Ы ^ l - ^ I K Ц 2 ) 
1 - d i d г O ь ^ г ) 2 




1 -Cřld2(^l,^2)2 ' 
and, by analogy, 
i _ £ І || м2 1 - d 2 | Ы |
2 - d1(v1,v2)
2\\v2\\
 2 + d1d2(v1,v2)
2 
o2"V2]ì l - d i d г O ь г ; ^ ) 2 
(a2/a2)d2 




We can also derive that 
2 2 - i 7 ii I|2 7 ii M 2 , j j ii M 2 || M 2 
O"i a ! 1 - Oi ||Ui|| - a 2 | |U 2 | | +a id2 | | v i | | \\v2\\ 
O"2 a2 1 - did2(vi, v2)
2 
_ vjvi (1 ~rfl ll^lll2)(1 ~rf2 H^f) 
o2 o2 1 - did2(vi,v2)
2 
did2 
1 -did2(vi,v2 |2 * 
Using these results and (11) we get, after some computation, the expression 
for the MSEV [X*(n + d)], which is given in the following theorem. 
THEOREM 2.1. The BLP, X*(n + d), of X(n + d) in an FDSWNM 
2 
X(t) = J2YMt) + ™(t), t = l,2,... , 
i=l 
E[Y]=0, Cov(F) = diag(O-2) 
is given by 
v*, , 7N divi(n + d)+did2(vi,v2)v2(n + d) , X (n + d) = —— - vxX 
l-did2(vi,v2)
2 




MSE„[X*{n + d)] = a2(1+d^n + d) + d2v
2(n + d)\ 
1 J V l - d i d 2 ( ^ i , ^ 2 )
2 / 




<U = ck(u) = [a21 a2 + H^l l 2 )" 1 , * = 1,2. 
R e m a r k s . It should be remarked that in the case when the vectors v\ and U2 
are orthogonal, that means (vi,v2) = 0, we get 
K*(n + d) = diUi(n + d)v[X + d2v2(n + d)v2X 
and 
MSEV [X*(n + d)] = a
2 ( l + d±v\(n + d) + d2v\(n + d)) 
what is the result which is given in [6]. 
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The expression for the MSEU [X*(n + d)] can be used to find conditions on 
functions ^i(-) and L>2(#) by which 
lim MSEv\X*(n + d)\ = a
2 , 
n—>-oo L J 
the variance of the white noise only. 
All results derived above can also serve as a base for computing the mean 
squared error of the best linear unbiased predictor, see [6], in a linear regression 
model 
k 




<t) = Y,YiVi(t)+w(t), * = 1,2,... , 
3 = 1 
is given by the FDSWNM. But this is not the objective of this article. 
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