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Rubrique
Les ordinateurs quantiques
arontent le haos
Laboratoire de Physique Théorique, UMR 5152 du CNRS, IRSAMC, Université Paul Sabatier, 31062 Toulouse edex 04
Le parallélisme autorisé par la méanique quantique permet d'eetuer des aluls d'une manière
radialement nouvelle. Un ordinateur quantique fondé sur es prinipes pourrait résoudre ertains
problèmes exponentiellement plus vite qu'un ordinateur lassique. Nous disutons omment un
ordinateur quantique réaliste peut simuler une dynamique omplexe, en partiulier les systèmes
haotiques où les fautes de l'ordinateur lassique roissent exponentiellement vite.
PROLOGUE
Il se servit un verre de vin
blan, tira les rideaux et s'al-
longea pour rééhir. Les équa-
tions de la théorie du haos ne
faisaient auune référene au mi-
lieu physique dans lequel se déploy-
aient leurs manifestations ; ette
ubiquité leur permettait de trouver
des appliations en hydrodynamique
omme en génétique des popula-
tions, en météorologie omme en
soiologie des groupes. Leur pou-
voir de modélisation morphologique
était bon, mais leurs apaités pré-
ditives quasi nulles. À l'opposé,
les équations de la méanique quan-
tique permettaient de prévoir le
omportement des systèmes miro-
physiques ave une préision ex-
ellente, et même ave une préi-
sion totales si l'on renonçait à tout
espoir de retour vers une ontolo-
gie matérielle. Il était au moins
prématuré, et peut-être impossible,
d'établir une jontion mathéma-
tique entre es deux théories. (M.
Houellebeq, Les partiules élémen-
taires, Flammarion, 1998).
INTRODUCTION
Le problème soulevé i-dessus
devient enore plus frappant si on
imagine que la dynamique hao-
tique est simulée par un ordina-
teur quantique. En eet, depuis une
quinzaine d'années, la possibilité
d'utiliser la méanique quantique
pour eetuer des aluls est de
plus en plus disutée dans la om-
munauté sientique. Dans les an-
nées 1980, Rihard Feynman a pro-
posé d'utiliser des éléments quan-
tique pour simuler de manière e-
ae le omportement de systèmes
quantiques. En eet, un système
quantique à n orps évolue dans un
espae de Hilbert dont la dimen-
sion roît exponentiellement ave
n. Par exemple, un système de n
spins pouvant prendre deux valeurs
évolue dans un espae de dimension
2n. Cei oblige un ordinateur las-
sique à eetuer un nombre énorme
d'opérations pour simuler le om-
portement de es systèmes même
pour des n modérés. Par ontre si
les opérations sont physiquement
eetuées par des éléments quan-
tiques, il est possible de faire le
même alul ave des ressoures
bien plus petites. La question se po-
sait don de onstruire une théorie
de l'information et une algorith-
mique en tenant ompte de es
eets quantiques. Cei a été ré-
solu es dernières années, et on
sait maintenant dérire un modèle
théorique d'information quantique,
fondée sur la notion de qubit-
s ('est-à-dire des systèmes quan-
tiques à deux états |0〉 et |1〉) sur
lesquels on agit par des transforma-
tions unitaires onservant la prob-
abilité. Le qubit est l'équivalent
quantique du bit, et dérit l'unité
d'information quantique de la même
manière que le bit en information
lassique. Néanmoins, il représente
un objet essentiellement diérent,
pouvant varier sur des ensembles
ontinus de valeurs, mais n'en four-
nissant qu'une en as de mesure.
De plus, plusieurs qubits peuvent
être intriqués, 'est à dire présen-
ter des orrélations entre eux ab-
sentes en information lassique. Un
exemple bien onnu d'eets de l'in-
triation apparaît dans le paradoxe
Einstein-Podolsky-Rosen. En eet,
pour deux qubits dans l'état in-
triqué (|00〉 + |11〉)/√2, la mesure
d'un qubit inuera l'état de l'autre
quelle que soit la distane entre eux.
Un ordinateur quantique est
généralement vu omme un ensem-
ble de qubits sur lesquels on agit par
des transformations unitaires. Ces
transformations s'érivent omme
produits de matries unitaires élé-
mentaires appelées portes quan-
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tiques et agissant sur un ou deux
qubits (voir enadré 1). Le prinipe
de superposition permet alors de
réer un état quantique regroupant
un nombre exponentiel d'états om-
putationnels et d'agir sur eux tous
en une seule opération. Par ex-
emple, pour n qubits initialement
dans l'état |00...0〉, l'appliation de
n portes d'Hadamard (voir en-
adré 1) permet de réer l'état
2−n/2
∑2n−1
x=0 |x〉 qui regroupe tous
les états omputationnels de |00...0〉
à |11...1〉. Des travaux ont permis
d'établir que ette parallélisation
massive due au nombre exponen-
tiel d'états multi-qubits dans l'es-
pae de Hilbert pouvait permet-
tre d'aélérer de manière speta-
ulaire la vitesse de résolution de
ertains problèmes, d'abord dans la
simulation de la méanique quan-
tique, mais aussi en d'autres as
omme la déomposition en fateurs
premiers d'un grand nombre (ei
ayant des appliations fondamen-
tales en ryptographie). Une très
grande ativité se développe don
dans le monde en e moment, pour
essayer de onstruire un tel ordi-
nateur, un problème tehnologique-
ment très ardu où plusieurs voies
sont exploitées pour la réalisation
physique de qubits (voir l'artile de
M. Brune et J. M. Raimond dans e
numéro). À présent des algorithmes
simples ont été implémentés dans
des systèmes omportant jusqu'à
sept qubits en utilisant les spins nu-
léaires de moléules par résonane
magnétique nuléaire (RMN) ou des
ions piégés.
L'algorithme le plus élèbre
est elui développé par Peter
Shor qui permet de fatoriser un
grand nombre en fateurs pre-
miers exponentiellement plus rapi-
dement que n'importe quel al-
gorithme lassique onnu à e
jour. En eet, le meilleur algo-
rithme lassique néessite un nom-
bre d'opérations qui roit omme
O(exp[(logM)1/3(log logM)2/3])
où M est le nombre à fatoriser,
alors que l'algorithme de Shor re-
quière O(n3) opérations quantiques
élémentaires où n est le nombre
de bits de M (n ≈ log2M). Cet
algorithme a en fait une grande im-
portane pratique, ar bien que la
fatorisation soit diile, l'opéra-
tion inverse demande seulement
O(n2) opérations pour reonstru-
ire le nombre une fois les fateurs
onnus. Cette propriété d'asymétrie
en fait la base du protoole ryp-
tographique RSA utilisé partout
dans le monde. En eet, l'opération
faile permet de rypter aisément,
et l'opération inverse diile pro-
tège le seret du message. Un ordi-
nateur quantique permettrait don
de briser la plupart des odes de
e type. Néanmoins, les nombres
utilisés par es odes sont déjà très
grands, et un ordinateur quantique
d'au moins 1000 qubits serait nées-
saire pour les fatoriser suivant la
méthode de Shor. Étant donné la
taille des proesseurs quantiques en
onstrution, il est don important
de trouver des algorithmes quan-
tiques dont l'utilité se manifesterait
pour des nombres de qubits moins
importants, par exemple quelques
dizaines.
Un exemple de e type d'algo-
rithme est représenté par la simu-
lation de systèmes haotiques, las-
siques ou quantiques. En eet,
les systèmes lassiques haotiques
présentent des propriétés d'instabil-
ité exponentielle loale. Cei im-
plique que deux trajetoires ini-
tialement voisines s'éloignent expo-
nentiellement vite l'une de l'autre,
e qui rend les simulations de tels
systèmes très diiles. Pour ette
raison, de tels systèmes sont de
bons andidats de problèmes pour
lesquels un ordinateur quantique
pourrait être utile. Il est don im-
portant d'étudier la simulation de
tels systèmes sur des ordinateurs
quantiques. Un point ruial est
également de omprendre omment
les erreurs dues aux impréisions
et imperfetions expérimentales af-
fetent la préision du alul quan-
tique, dans le régime d'extrême in-
stabilité représenté par le haos
lassique (f prologue).
ALGORITHMES QUANTIQUES
Un algorithme lassique est une
suite d'instrutions que l'on donne
à l'ordinateur et qu'il doit ef-
fetuer suessivement en manipu-
lant les bits de sa mémoire (qui va-
lent 0 ou 1). Un algorithme quan-
tique agit de manière similaire sur
des qubits, i.e. des systèmes quan-
tiques à deux états |0〉 et |1〉. Si
n tels qubits sont mis ensemble, le
système total à tout instant sera
dérit par une fontion d'onde, qui
est un veteur dans un espae de
Hilbert de dimension 2n. L'évolu-
tion de e système orrespond à des
transformations unitaires dans et
espae. Toute transformation uni-
taire est liite, mais pour érire
un algorithme quantique, on re-
quière d'érire les transformations
du système en fontion de transfor-
mations élémentaires appelées aussi
portes (voir enadré 1). Un algo-
rithme quantique spéie don un
état initial faile à préparer, puis
une suite de transformations élé-
mentaires (portes) à appliquer à et
état, et préise ensuite quelle infor-
mation retirer de la mesure ee-
tuée sur l'état nal du système.
L'algorithme de Shor dont il a
été parlé préédemment suit ette
struture générale. Il utilise le fait
que le problème de fatorisation
peut être ramené au problème de
trouver la période d'une ertaine
fontion f . Les qubits de l'ordina-
teur quantique sont regroupés en
registres, l'un d'entre eux ontenant
toutes les valeurs de x de 0 à N −
1. Si e registre ontient n qubits,
N = 2n et x peut ainsi varier
de 0 à 2n − 1. N est hoisi en-
tre M2 et 2M2, où M est le nom-
bre à fatoriser. Shor a alors mon-
tré qu'il était possible de aluler
en parallèle toutes les valeurs de
f(x) de manière eae sur un
deuxième registre, permettant de
passer de l'état N−1/2
∑N−1
x=0 |x〉|0〉
à N−1/2
∑N−1
x=0 |x〉|f(x)〉. Si on
mesure les qubits du deuxième reg-
istre, on xe la valeur de f(x) = u,
et la nouvelle fontion d'onde est
2
une somme sur toutes les valeurs
de x ayant pour image u par f .
Mesurer le premier registre à e
stade ne donnerait pas d'informa-
tion utile. On applique don une
transformée de Fourier quantique
(QFT) (voir enadré 1) à et état,
obtenant une fontion d'onde nale
onentrée autour des multiples de
N/T , où T est la période. La déter-
mination d'un de es nombres par
la mesure des qubits permet de al-
uler T . Un élément très important
de et algorithme est l'utilisation
de la QFT, qui peut être eetuée
en O(n2) opérations sur un veteur
de taille 2n. La omplexité algo-
rithmique de l'algorithme de Shor,
mesurée par le nombre de portes
néessaires pour fatoriser un nom-
bre M omportant n bits (n ≈
log2M), est de l'ordre de n
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. Ce ré-
sultat est obtenu grâe à l'utilisa-
tion de plusieurs propriétés spéi-
quement quantiques : la possibil-
ité d'agir sur tous les états ompu-
tationnels en même temps (prinipe
de superpositions) puis (par l'ation
de la QFT) de les faire interférer de
manière onstrutive (interférenes
quantiques). Cei est impossible sur
un ordinateur lassique, et explique
pourquoi l'algorithme de Shor est
plus eae que n'importe quel al-
gorithme lassique onnu. Il est pos-
sible d'implémenter l'algorithme de
Shor sur un ordinateur lassique,
mais dans e as le nombre d'opéra-
tions lassiques est exponentielle-
ment grand et l'eaité quantique
disparaît.
Enadré 1
PORTES QUANTIQUES
Un ordinateur quantique est un ensemble de n qubits
sur lesquels on agit par des transformations unitaires
bien hoisies. Toute transformation unitaire de
l'espae de Hilbert de dimension 2n peut s'érire
omme ombinaisons de transformations loales,
agissant sur seulement quelques qubits, appelées portes
quantiques. Un ordinateur quantique réel devra
permettre l'implémentation répétée de quelques-unes de
es transformations élémentaires, et un algorithme
quantique doit fournir la suite de portes néessaires
pour parvenir à l'état nal. Quelques exemples usuels :
-porte d'Hadamard s'appliquant à un qubit
|0〉 → (|0〉+ |1〉)/√2 ; |1〉 → (|0〉 − |1〉)/√2 ;
-porte de phase s'appliquant à un qubit |0〉 → |0〉 ;
|1〉 → i|1〉 ;
-ontrolled not ou CNOT s'appliquant à deux
qubits : |00〉 → |00〉 ; |01〉 → |01〉 ;|10〉 → |11〉 ;
|11〉 → |10〉 ; le deuxième qubit est inversé si le premier
est dans l'état |1〉 ;
-ontrolled ontrolled not ou porte de Tooli
s'appliquant à trois qubits : le troisième qubit est
inversé si les deux premiers sont dans l'état |1〉.
Certains ensembles de portes sont susant à eux seuls
pour onstruire toutes les transformations unitaires :
par exemple CNOT ombiné aux transformations à un
qubit. On parle alors de portes universelles.
Une partie d'un algorithme quantique s'érit don
omme une suite de portes, dont le nombre quantie la
omplexité quantique du proessus. Cette notion ne
dépend pas du hoix des portes élémentaires,
puisqu'elles s'érivent toutes les unes en fontion des
autres. Un proessus est polynmial si le nombre
d'opérations néessaires est une puissane du nombre
de bits/qubits manipulés, exponentiel s'il en est une
exponentielle. On peut vérier que les opérations
arithmétiques apprises à l'éole primaire sont toutes
des algorithmes polynmiaux. L'ordinateur quantique
peut de plus additionner ou multiplier plusieurs
nombres en parallèle.
Une transformation unitaire générale est donnée par
une matrie N×N et néessite O(N) portes
élémentaires. Cependant, ertaines transformations
importantes se déomposent en un nombre polynmial
de portes. Un exemple de telle transformation, utilisée
dans beauoup d'algorithmes quantiques est la
transformée de Fourier quantique (QFT). Elle utilise
n qubits pour transformer un veteur de taille 2n par :
∑2n−1
k=0 ak|k〉 −→
∑2n−1
l=0 (
∑2n−1
k=0 exp(2πikl/2
n)ak)|l〉.
Elle peut s'érire au moyen des transformations
élémentaires Hj (porte d'Hadamard appliquée au qubit
j) et Bjk (porte à deux qubits appliquée aux qubits j et
k et aratérisée par |00〉 → |00〉 ;
|01〉 → |01〉 ;|10〉 → |10〉 ; |11〉 → exp(iπ/2k−j)|11〉).
On peut vérier que la séquene Πnj=1[(Π
n
k=j+1Bjk)Hj ]
eetue bien la transformation de Fourier d'un veteur
de taille 2n en n(n+ 1)/2 opérations.
En pratique, le hoix des portes universelles dépend de
l'implémentation expérimentale.
D'autres algorithmes ont été
aussi développés ; en partiulier l'al-
gorithme de Grover permet de faire
une reherhe dans une base de
donnée non ordonnée de taille N ,
ave un gain quadratique (O(
√
N)
opérations au lieu de O(N) las-
siquement). Des algorithmes ont
également été onstruits permet-
tant de simuler eaement er-
tains systèmes quantiques, en a-
ord ave la suggestion originale de
Feynman.
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Simulation quantique du haos
lassique
Il peut paraître naturel de pou-
voir simuler la méanique quan-
tique eaement sur un ordinateur
quantique, bien qu'en fait une telle
tâhe ne soit pas évidente a on-
rétiser sous forme d'un algorithme
pratique. Il est plus surprenant
d'imaginer qu'un ordinateur quan-
tique puisse simuler eaement la
méanique lassique. Pourtant, les
problèmes présentant du haos las-
sique sont très diiles à simuler
sur un ordinateur lassique. En ef-
fet, l'instabilité exponentielle on-
duit à une roissane exponentielle
au ours du temps de la moindre
impréision sur la distribution las-
sique initiale. Un exemple d'appli-
ation haotique très onnu est l'ap-
pliation du hat d'Arnold : y¯ = y+
x(modL); x¯ = x + y¯(mod1), où y¯, x¯
désignent les variables après une
itération. Le mouvement a lieu dans
l'espae de phase (x, y) sur un tore
de taille L (entier) dans la diretion
y et 1 dans la diretion x. Des ré-
sultats mathématiques ont permis
de prouver que la dynamique de e
système possède les aratéristiques
du haos très développé, ave par
exemple un exposant de Lyapounov
positif h ≈ 1. Cei aratérise une
divergene rapide d'orbites voisines
dans tout l'espae de phase, la dis-
tane entre elles augmentant ave
le temps omme exp(ht). En rai-
son de ette instabilité, les erreurs
d'arrondi dues à la préision nie
d'un ordinateur lassique vont se
propager très vite dans le système.
Par exemple, pour le Pentium III en
double préision l'orbite sera om-
plètement modiée après un nom-
bre d'itérations t = 40. Même si
la dynamique exate est réversible,
l'existene de es fautes ouplées
à l'instabilité du haos détruit la
réversibilité de l'évolution du sys-
tème dans le temps.
Grâe au parallélisme quan-
tique, un ordinateur quantique peut
simuler l'évolution d'un nombre ex-
ponentiel de trajetoires lassiques
en un temps polynmial. Cei per-
met de aluler de manière able
des quantités globales du système
en dépit de l'instabilité exponen-
tielle qui amplie très vite toute im-
préision. Trois registres sont nées-
saires, deux spéiant les valeurs de
x et y et un servant d'espae mé-
moire temporaire. En eet, on peut
onstruire un état initial propor-
tionnel à
∑
ai,j |xi > |yj > |0 >
où les ai,j valent 0 ou 1, 1 ≤
i, j ≤ 2n. Il est possible d'eetuer
les deux additions onduisant à l'é-
tat
∑
ai,j |2xi + yj > |xi + yj >
|0 > de manière parallèle en seule-
ment O(n) opérations, en utilisant
uniquement n − 1 qubits dans le
troisième registre pour les retenues.
De ette façon, O(22n) trajetoires
lassiques sont simulées en même
temps par un ordinateur quan-
tique omportant 3n − 1 qubits au
total. D'autres appliations hao-
tiques peuvent être simulées de
manière similaire en un nombre
polynmial de portes quantiques.
Même une dynamique dissipative
menant à un attrateur étrange
peut être simulée de manière e-
ae. Après t itérations, l'état quan-
tique du système ontient les posi-
tions des itérés des O(22n) points
initiaux. Une mesure de tous les
qubits à e stade donnerait seule-
ment un point de ette distribution,
et ferait perdre l'eaité quan-
tique. Pour éviter ela, il est pos-
sible d'appliquer une QFT et de
mesurer par e biais des propriétés
globales d'un nombre exponentiel
d'orbites, obtenant ainsi une infor-
mation nouvelle qui n'est pas aes-
sible eaement lassiquement.
Un ordinateur quantique réaliste
omportera néessairement des im-
préisions dues au ouplage ave le
monde extérieur (voir l'artile de
M. Brune et J. M. Raimond dans
e numéro) qui feront que les portes
idéales seront remplaées par des
portes approximées qui vont intro-
duire des utuations d'amplitude
ǫ dans les transformations unitaires
assoiées. Il est important de om-
prendre si la dynamique haotique
va entraîner une augmentation ex-
ponentielle de es fautes quantiques
omme 'était le as pour les fautes
d'arrondi dans l'ordinateur las-
sique. La Fig. 1 montre un exemple
de la dynamique donnée par l'appli-
ation du hat d'Arnold simulée par
l'ordinateur lassique et par l'ordi-
nateur quantique.
Figure 1  Dynamique de l'appliation
du hat d'Arnold simulée sur un
ordinateur lassique (à gauhe) et
quantique (à droite), sur un réseau de
2
7×27 points ave une seule ellule
(L = 1 dans l'appliation du hat
d'Arnold). Première ligne : distribution
initiale ; seonde ligne : distributions
après t = 10 itérations ; troisième ligne :
distributions à t = 20 , ave renversement
du temps eetué à t = 10 ; dernière
ligne : distributions à t = 400, ave
renversement du temps eetué à t = 200.
À gauhe : une erreur lassique de la
taille d'une ellule (ǫ = 1/128) est
eetuée au moment du renversement
du temps uniquement ; à droite : toutes
les portes quantiques opèrent ave des
erreurs quantiques d'amplitude ǫ = 0.01 ;
la ouleur représente la probabilité |aij |2,
de bleu (zéro) à rouge (maximale) ; n = 7
e qui fait 20 qubits au total.
Dans le as de l'ordinateur las-
sique, 10 itérations sont susantes
pour que la faute minimale sur le
dernier bit détruise la réversibilité.
En revanhe, dans le as de l'or-
dinateur quantique, la réversibilité
est préservée ave une bonne pré-
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ision en présene de fautes quan-
tiques ave une amplitude ompa-
rable. La préision du alul quan-
tique reste raisonnable pendant un
nombre d'itérations tf ∝ 1/(nǫ2).
La raison physique de e résultat ré-
side dans le fait que haque porte
imparfaite transfère une probabil-
ité ǫ2 de l'état exat vers d'autres
états. Ce résultat souligne la nature
très diérente du omportement des
fautes dans le alul lassique et
le alul quantique. La théorie des
perturbations quantiques explique
la stabilité par rapport aux erreurs
quantiques. Par ontre, les fautes
lassiques ne rentrent pas dans e
adre ar même une très petite faute
lassique est très grande du point de
vue quantique (renversement d'un
qubit), et se propage exponentielle-
ment rapidement dans le alul las-
sique omme dans le alul quan-
tique. Chaque ordinateur a don son
type naturel de fautes qui se om-
portent très diéremment dans le
adre de la dynamique haotique.
Cei permet de donner un nou-
vel élairage au vieux problème de
l'irréversibilité en méanique statis-
tique, objet de nombreuses ontro-
verses depuis elle entre Loshmidt
et Boltzmann au XIXe sièle. En
eet, ette irréversibilité se mani-
feste malgré le fait que les équations
de Newton dérivant le mouvement
mirosopique sont réversibles. Une
légende veut que Loshmidt ait
souligné e fait à Boltzmann en lui
demandant e qui arriverait à sa
théorie statistique si on inversait
les vitesses de toutes les partiules,
pour de ette manière retourner
depuis un état d'équilibre à un état
initial hors d'équilibre. La réponse
de Boltzmann aurait été : alors es-
saye de le faire. Cei serait possible
sur un ordinateur quantique pour
un nombre marosopique de par-
tiules. En eet, on peut par ex-
emple utiliser l'algorithme i-dessus
pour L ≫ 1. Dans e as, le sys-
tème est étendu dans la diretion
y et il est onnu que le haos in-
duit une diusion dans ette di-
retion. L'évolution statistique de
la distribution initiale de parti-
ules est alors donnée par l'équa-
tion de Fokker-Plank. Un exem-
ple de l'évolution du deuxième mo-
ment < y2 > de la distribution est
montré dans la Fig. 2. Même si la
dynamique exate est réversible, en
présene de fautes lassiques, même
très petites, la diusion statistique
reprend rapidement après le ren-
versement du temps, omme af-
rmé par Boltzmann. En revanhe,
sur l'ordinateur quantique même
imparfait l'évolution statistique re-
vient vers l'état initial hors d'équili-
bre. Cei permettrait don à l'ordi-
nateur quantique d'inverser la èhe
du temps pour des systèmes maro-
sopiques ave un nombre de par-
tiules pouvant atteindre le nom-
bre d'Avogadro (6.022×1023) ave
seulement 125 qubits (L = 8).
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Figure 2  Croissane diusive du
seond moment < y2 > pour l'appliation
du hat d'Arnold ave L = 8, simulée
sur des ordinateurs lassique (Pentium
III) et quantique (Quantium I). Le
fontionnement de Quantium I est bien
sûr lui-même simulé au moyen d'un
ordinateur lassique. À t = 35 toutes les
vitesses sont inversées. Pour le Pentium
III l'inversion est faite ave une préision
ǫ = 10−4 (ligne pointillée) et ǫ =
10
−8
(ligne en tirets) ; 10
6
orbites sont
simulées. Pour Quantium I, la simulation
est eetuée ave 26 qubits (n = 7)(ligne
pleine épaisse) ; haque porte quantique
opère ave du bruit d'amplitude ǫ =
0.01. La ligne droite montre la diusion
marosopique théorique.
Simulation quantique du haos
quantique
Les résultats exposés i-dessus
onernent la simulation du haos
lassique. Il est aussi important d'é-
tudier la simulation de dynamiques
quantiques omplexes sur des or-
dinateurs quantiques. Une lasse
de systèmes partiulièrement in-
téressante orrespond aux applia-
tions quantiques. Leur dynamique
s'érit de manière générale ψ¯ =
Uψ où ψ est la fontion d'onde
et ψ¯ sa nouvelle valeur après a-
tion de l'opérateur d'évolution U =
e−ih¯ℓˆ
2/2e−KV (θ)/h¯. La variable θ
représente une phase et ℓˆ = −i∂/∂θ
orrespond au moment angulaire.
Le paramètre h¯ représente la on-
stante de Plank sans dimension.
Pour de nombreux hoix de po-
tentiel V , la dynamique du sys-
tème lassique orrespondant de-
vient haotique quandK augmente.
Le as V (θ) = cos θ orrespond à
l'appliation standard de Chirikov
I¯ = I + K sin θ; θ¯ = θ + I¯, où les
barres orrespondent aux nouvelles
valeurs de (I, θ) après une itération
(l'ation lassique est I = h¯ℓ). Cette
appliation apparaît dans la mod-
élisation de plusieurs phénomènes
physiques omme le onnement
d'un plasma, les trajetoires des
omètes ou le mouvement de par-
tiules hargées dans des aéléra-
teurs. Pour K > 0, e système
intégrable à K = 0 montre une
transition vers le haos qui suit
le théorème de Kolmogorov-Arnold-
Moser. Pour K > 1, la dynamique
lassique devient haotique ave in-
stabilité exponentielle des orbites et
apparition d'une diusion dans la
diretion du moment ℓ (similaire à
la diusion montrée dans la Fig.2).
Le système quantique assoié, ap-
pelé rotateur pulsé, représente un
modèle très important dans l'é-
tude du haos quantique. Il mod-
élise aussi la physique des atomes
de Rydberg dans un hamp miro-
onde, permettant des omparaisons
ave les résultats expérimentaux.
De plus, il présente un phénomène
de loalisation dû aux interférenes
quantiques, par lequel un paquet
d'onde quantique initialement loal-
isé dans l'espae des moments verra
son étalement stoppé alors qu'une
distribution lassique de partiules
diuserait dans tout le système. Ce
phénomène est similaire à la loali-
sation d'Anderson dans les solides,
si bien que son étude permet de
omprendre également la physique
des életrons dans un système dé-
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Rubrique
sordonné. Ce modèle a été réalisé
expérimentalement par l'équipe de
Mark Raizen à Austin (USA) ave
des atomes froids. Le as V (θ) =
(θ2 − a2)2 orrespond à un poten-
tiel de double puits haotique, et
permet d'étudier le phénomène d'-
eet tunnel quantique assisté par le
haos. En eet, la méanique quan-
tique permet à un paquet d'onde
loalisé initialement dans un puits
(θ = −a ou θ = a) de passer d'un
puits à l'autre périodiquement. Ce
phénomène est similaire aux osil-
lations du hat de Shrödinger. La
présene de haos quantique ren-
fore et eet tunnel de manière
importante, omme il a été vu ex-
périmentalement ave des atomes
froids.
Figure 3  Évolution du hat de
Shrödinger (paquet d'onde) animé par
l'ordinateur quantique pour l'appliation
quantique ave potentiel de double puits.
La probabilité de présene en θ (axe
horizontal −π < θ < π) est représentée
en fontion du temps t (axe vertial), de
t = 0 (en haut) à t = 180 (en bas). Les
paramètres sont ii K = 0.04, a = 1.6,
h¯ = 4π/N ave N = 2(n−1). Le alul
quantique est eetué ave n = 6 qubits,
les portes sont imparfaites ave une
amplitude de bruit ǫ = 0.02. La ouleur
représente la densité de probabilité, de
bleu (minimale) à rouge (maximale).
Sur un ordinateur quantique,
la dynamique de es systèmes
peut être simulée ave un nom-
bre polynmial de portes pour un
veteur de dimension exponentielle-
ment large N = 2n. Une itération
néessite O(n3) opérations pour le
rotateur pulsé et O(n4) pour le
potentiel de double puits, ontre
O(N logN) opérations sur un ordi-
nateur lassique. L'élément essentiel
de l'algorithme quantique est l'util-
isation de la QFT qui permet de
passer eaement de la représen-
tation θ à elle en ℓ.
La Fig. 3 montre un exem-
ple d'une osillation d'un hat de
Shrödinger simulée par l'ordina-
teur quantique en présene de bruit
dans les portes. Ce bruit induit une
déroissane des osillations suivant
une loi en e−Γt ave Γ ∼ ǫ2n4 où ǫ
est l'amplitude du bruit. La dérois-
sane à taux Γ peut être onsidérée
omme une manifestation de la dé-
ohérene, 'est-à-dire une perte de
la ohérene quantique due au ou-
plage ave l'extérieur du système.
La dépendane polynmiale de Γ
dans le nombre de qubits montre
qu'il est possible d'eetuer des sim-
ulations de systèmes quantiques de
très grande taille sur des ordina-
teurs quantiques réalistes.
IMPERFECTIONS DE
L'ORDINATEUR ISOLÉ
Le bruit dans les portes onsid-
éré i-dessus orrespond à une dé-
ohérene due à un ouplage ave le
monde extérieur. Cependant, même
en l'absene d'un tel ouplage un
ordinateur quantique isolé ontient
des imperfetions statiques. En ef-
fet, la distane en énergie entre les
deux niveaux peut varier d'un qubit
à l'autre, dans un intervalle δ. De
plus, un ouplage résiduel d'ampli-
tude J entre les qubits est tou-
jours présent. En eet, une inter-
ation entre qubits est néessaire
pour réaliser les portes quantiques
(voir enadré 1). À première vue
il peut sembler que J est toujours
plus grand que la distane ∆n entre
les niveaux voisins de l'ordinateur
quantique isolé. En eet, la densité
de niveaux augmente exponentielle-
ment ave n dans un tel système
quantique à n orps, donnant la loi
∆n ∼ δ×2−n où n est le nombre de
qubits dans l'ordinateur. On pour-
rait penser que pour J > ∆n les
niveaux sont mélangés par l'inter-
ation entre les qubits et les états
propres de l'ordinateur sont forte-
ment modiés par rapport à eux de
l'ordinateur parfait. Il est lair que
limiter les interations résiduelles
à de telles valeurs serait impossi-
ble même pour quelques dizaines de
qubits. Heureusement, le mélange
de niveaux n'apparaît en fait que
pour des valeurs de J beauoup plus
grandes, qui dépassent le seuil de
haos quantique J > δ/n. Cette
valeur est beauoup plus grande
que ∆n (exponentiellement), et est
liée au fait que l'interation est
à deux orps et ouple un niveau
à n2 autres niveaux au plus. Au
dessus de e seuil, les aratéris-
tiques du haos quantique apparais-
sent, un nombre exponentiel d'états
sont mélangés, les fontions propres
de l'ordinateur isolé deviennent er-
godiques, et les niveaux d'énergie
obéissent à une statistique de ma-
tries aléatoires.
Figure 4  Fusion de l'ordinateur
quantique induite par le ouplage entre les
qubits. La ouleur reète l'entropie des
états propres qui aratérise le mélange
des états parfaits, du bleu (entropie nulle)
au rouge (entropie maximale). Sur l'axe
horizontal est représentée l'énergie des
états propres de l'ordinateur omptée
depuis l'état de plus basse énergie. L'axe
vertial orrespond de bas en haut à des
valeurs roissantes du ouplage résiduel
J/δ, de 0 à 0.5. L'ordinateur quantique
ontient ii 12 qubits. Le seuil de haos
orrespond à J/δ ≈ 0.3.
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Un exemple de fusion de l'or-
dinateur induit par les ouplages
résiduels est montré sur la Fig. 4. Ce
proessus ommene au entre de la
bande d'énergie où la densité d'états
est maximale et touhe peu à peu
tout l'ordinateur quand le ouplage
J augmente. Il est lair qu'il est
préférable d'opérer l'ordinateur en-
dessous du seuil de haos. Au-dessus
du seuil, le haos se développe sur
une éhelle de temps τ ∼ nδ/J2.
Au delà de τ , l'usage de odes
orreteurs d'erreur quantiques sera
néessaire pour ontinuer le alul.
De tels odes ont été développés,
permettant d'eetuer des aluls
pour des temps très longs en or-
rigeant au fur et à mesure les er-
reurs, pourvu que bruit et impré-
isions quantiques restent susam-
ment petits.
CONCLUSION
Les résultats présentés montrent
que des systèmes aussi omplexes
que eux présentant du haos peu-
vent être simulés ave une bonne
préision sur des ordinateurs quan-
tiques réalistes, même ave un nom-
bre modéré de qubits, et de manière
beauoup plus eae que sur un
ordinateur lassique. A présent, il
est possible de réaliser des ordina-
teurs quantiques de jusqu'à 7 qubits
ave la tehnique de RMN. En
prinipe ei permettrait de simuler
l'évolution présentée sur la Fig. 3,
mais le temps de déohérene doit
enore être amélioré pour permet-
tre d'appliquer un plus grand nom-
bre de portes élémentaires.
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