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Abstract 
The 2-dimensional cutting stock problem is an important problem in the garment 
manufacturing industry. The problem is to arrange a given set of 2-dimensional patterns 
onto a rectangular bolt of cloth such that the efficiency is maximised. This arrangement 
is called a marker. Efficiency is measured by pattern area I marker area. Efficiency 
varies depending on the shape and number of patterns being cut, but an improvement in 
efficiency can result in significant savings. Markers are usually created by humans with 
the aid of CAD software. Many researchers have attempted to create automatic marker 
making software but have failed to produce marker efficiencies as high as human 
generated ones. 
This thesis presents a mathematical model which optimally solves the 2-dimensional 
cutting stock problem. However, the model can only be solved in a practical amount of 
time for small markers. Subsequently, two compaction algorithms based on 
mathematical modelling have been developed to improve the efficiency of human 
generated markers. 
The models developed in this thesis make use of a geometrical calculation known as the 
no-fit polygon. The no-fit polygon is a tool for determining whether polygons A and B 
overlap. It also gives all feasible positions for polygons B with respect to polygon A, 
such that the two polygons do not overlap. For the case when both polygons A and B are 
non-convex, current calculation methods are either time consuming or unreliable. This 
thesis presents a method which is both computationally efficient and robust for 
calculating the no-fit polygon when polygons A and Bare non-convex. 
When tested on a set of industrial markers, the compaction algorithms improved the 
marker efficiencies by over 1.5% on average. 
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Chapter 1: Problem Description 
1.1 Introduction 
The cutting of 2-dimensional parts from a larger resource with minimal wastage is an 
important problem in many industries. This problem is known as the 2-dimensional 
cutting stock problem. This problem is applicable to industries including leather, glass, 
and sheet-metal cutting and garment manufacturing. Although the problem is similar in 
each industry, each has its own set of constraints and rules on how parts may be cut. 
Dyckhoff [22] gives a classification of cutting stock problems. 
1.2 Problem Definition 
The work in this thesis concentrates on the garment manufacturing industry. The 2-
dimensional cutting stock problem for this industry is as follows: 
Arrange a set S of 2-dimensional patterns on a bolt of cloth of fixed width W, such that 
the required length, ml, of the cloth is minimised. ml is the distance from the left edge of 
the cloth, to the right most point of the arrangement. Any feasible arrangement is called 
a marker. A example marker is shown in Figure 1.1. This marker contains 108 patterns. 
ml 
Figure 1.1: Example marker 
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Each pattern has its own set of possible orientations. The possible orientations are 0°, 
90°, 180°, 270°. A pattern may also be flipped in the x or y plane. The available 
orientations for a particular pattern is usually dependent on factors such as the type of 
fabric being cut, and what type of garment is being produced. 
In certain cases, a pattern can also be offset by up to 3° from any given orientation. This 
option has not been explored in this thesis, but may provide an opportunity for future 
research. 
Due to the width and accuracy of the cutting blade, patterns must be separated by a 
small distance G. Any two polygons whose separating distance is less than G are 
considered to overlap. Some cutting machines do not require parallel edges from two 
patterns to be separated. In this case, G 0. 
1.3 Marker Efficiency 
The efficiency of a marker is measured by the total pattern area I marker area. 
Efficiency varies depending of the shape and number of patterns being cut, but an 
improvement in efficiency can result in significant savings. Markers are usually created 
by humans with the aid of CAD software. Many researchers have attempted to create 
automatic marker making software but have fuiled to produce marker efficiencies as 
high as human generated ones. 
1.4 Pattern Representation 
A large proportion of the complexity of the 2-dimensional cutting stock problem is in 
pattern overlap computation. The complexity of the overlap computation depends on the 
pattern representation. 
Pattern representation is split into two main approaches. 
Firstly, an approximate polygon representation was developed by Adamowicz and 
Albano [1], and others such as Albano[5] and Cerny[14]. Each pattern is represented by 
a sequence of points, and the accuracy of approximation can be improved by choosing 
more points in the representation. 
The second approach, proposed by Ismail and Hon [37], is a grid approximation 
represented by a number of connected squares of equal size. This is called a raster 
approximation. The advantage of the raster approximation is that it enables fast pattern 
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overlap computations. However, it 1s generally less accurate than the polygon 
approximation. 
The two representations are shown below in Figure 1.2. 
Polygon Approximat/ ~ster Approximation 
-,.-
-'-
'- -'-
Figure 1.2: Pattern approximation 
The method used in this thesis is the polygon approximation. The main reason for this is 
that the industrial marker data available is already in polygon form. The polygon 
approximation is also more accurate than the raster approximation. 
1.5 Organisation of Thesis 
The remainder of the thesis is organised as follows: 
Chapter 2 will give a brief description of relevant literature for the 2-dimensional 
cutting stock problem. 
Chapter 3 summarises the contribution of this thesis to the field of 2-dimensional 
cutting stock 
Chapter 4 gives an explanation of the no-fit polygon, and how it is relevant to 2-
dimensional packing. A new method for calculating the no-fit polygon of two non-
convex polygons is given. It uses a slope-based method, and is more robust and efficient 
than other slope-based methods. Other calculation techniques exist, however, these are 
time consuming when the complexity of the polygons is high. 
Chapter 5 uses the concept of the no-fit polygon to create a global optimisation model 
for the 2-dimensional cutting stock problem. The model is a mixed integer 
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programming formulation, which cannot be solved in a practical amount of time for 
industrial sized problems. 
Chapter 6 gives a model for compacting a pre-generated marker which does so by 
applying simultaneous translations to each polygon. The model is a restricted, linear 
version of the global optimisation model presented in chapter 6. The model is extended 
to an algorithm, which has successfully improved marker efficiency of industrial 
markers by almost 0.9% on average. 
Chapter 7 extends the model of chapter 6 to allow polygons to simultaneously change 
orientation and translate at the same time. The model is a mixed integer programming 
formulation, and has successfully improved marker efficiency of industrial markers 
(when combined with the algorithm from chapter 6) by over 1.5% on average. 
Chapter 8 gives a summary of a software application created from the work in this 
thesis. 
Finally, chapter 9 summarises the results, and discusses the possibilities for future work. 
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Chapter 2: Related Work 
2.1 Introduction 
As the 2-dimensional cutting stock problem arises across a broad spectrum of industries, 
and is of significant fmancial value, a large amount of research has been done in this 
area. This chapter gives a brief summary ofthe main contributions to this field. 
2.2 Problem Complexity 
Milenkovic et al [ 48] show how the 2-dimensional cutting stock problem can be 
reduced to the one-dimensional bin packing problem. Coffman [17] has shown that the 
one-dimensional bin packing problem can be reduced to a problem of deciding whether 
a list of numbers can be partitioned into two sets with equal sums. This partitioning 
problem has been shown to be NP-Complete by Karp [ 40]. Therefore, the 2-dimensional 
cutting stock problem is at least NP-Hard. 
Blazewicz et al (9] and Feng et al [23] claim the 2-dimensional cutting stock problem 
has been proven to be NP-Complete. 
The following is a statement :fi:om Foulds [25] about the NP-Complete class of 
problems: 
"It can be shown that the solution to any given NP-complete problem instance can be 
transformed into that for any other NP-complete problem in a number of steps which is 
of polynomial order. This means that if an algorithm of polynomial order can be found 
for any NP-complete problem, then all the NP-complete problems can be solved by 
polynomial algorithms. There is no evidence to suggest that such an algorithm exists." 
Because of this, many researchers have developed solution procedures which find 
"good" solutions, not necessarily optimal ones. 
2.3 Approximately Optimal Solution Procedures 
One of the first solution procedures for the 2-dimensional cutting stock problem was 
proposed by Gilmore and Gomory [28]. They proposed a colunm generation technique, 
which required a huge number of colunms in the LP model. Restrictions were placed to 
limit the number of colunms. An example restriction was that the cutting had to be done 
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in stages, which in effect meant only allowing guillotine cuts. Guillotine cuts allow cuts 
only from one side of the marker to the other. 
Gilmore and Gomory [29] applied the 2-dimensional cutting stock problem to the 
knapsack problem. This was done using a dynamic programming technique. 
Adamowicz and Albano [1] developed a dynamic programming method for the 2-
dimensional cutting stock problem when all patterns are of rectangular shape. This was 
done by laying the rectangles with a common dimension into strips. Adamowicz and 
Albano [2] furthered this work by considering how to cluster two arbitrary polygons 
into a rectangle. This idea can be extended to cluster any number of polygons together. 
Albano and Orsini [3] extend the work of Adamowicz and Albano [1] by using a tree 
search heuristic algorithm. Here, the laying out of rectangles into strips is broken down 
into sub-problems. Albano and Osrini also state that even restricted versions of the 2-
dimensional cutting stock problem can be solved only for medium sized problems. 
Albano and Sappupo [4] reduce the 2-dimensional cutting stock problem to a search of 
an optimal path in a graph. Using a heuristic search method they implement an 
algorithm which produces an approximate solution which proves to be of good quality 
and efficient in terms of solution time. 
Dori and Ben-Bassat [19] dealt with the problem of placing non-convex polygons onto a 
rectangular plane using a two phase approach. Firstly, the non-convex polygons were 
converted into convex polygons. Secondly, a polygon was found which could enclose 
each of the convex polygons, and also tile the plane. 
Beasley [6] developed a mixed integer model to optimally solve the 2-dimensional 
cutting stock problem for rectangular patterns that were not restricted to guillotine cuts. 
This was the first time an exact algorithm for this type of model had been presented. It 
is capable of solving small problems to optimality. 
Qu and Sanders [52] used an approach which either enclosed an arbitrary polygon in a 
rectangle, or broke it down into a number of rectangles. Greater accuracy could be 
achieved by using a smaller rectangles. A simple heuristic based on placing the 
rectangles into the lower left hand corner of the marker was used. 
Jain et al [39] used a simulated annealing approach to create a marker of sheet metal 
patterns with minimal waste. The method used an integer grid technique to compute 
overlap between the patterns, and then applied the simulated annealing algorithm to 
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remove any overlap. This is done for only a few patterns, and then the configuration is 
repeated. 
Fujita et al [26] proposed a hybrid approach which uses the genetic algorithm and a 
local minimisation algorithm. Genetic strings are represented by an ordered list of 
neighbouring polygons and their positions, The genetic algorithm is then used to 
exchange clusters of polygons. Finally, a local minimisation algorithm arranges the 
clusters and the remaining polygons by attempting to minimise the distance between 
neighbouring polygons. The process can produce good solutions, but the running time is 
very large even when the problem size is small. 
Scheithauer and Terno [54] present a globally optimal mixed integer programming 
model for the 2-dimensional cutting stock problem with the constraint that the polygons 
cannot rotate. They use the concept of the no-fit polygon (see chapter 4) to generate 
non-overlapping constraints. Their model is not solved. 
Blazewicz et al [8] proposed a two-stage approach. The first stage is to create an initial 
marker using a simple heuristic. The second stage then adjusts the initial marker using a 
tabu search algorithm. 
Prasad [51] used a set ofheuristics to create markers of irregularly shaped sheet-metal 
patterns. Heuristics were developed for nesting single pattern types into a single row, 
nesting single pattern types into multiple rows, and nesting multiple pattern types into a 
single row. The solutions compared favourably with the manual procedures in industry. 
Ismail and Hon [38] used the raster approximation to represent patterns. Each pattern 
can then be represented as a binary string, containing information on the shape of the 
pattern, its x and y coordinates, and its orientation. The genetic algorithm is used to 
create the marker, using crossover, mutation and swap as the genetic operators. The 
objective function of the algorithm contains a penalty function for overlapping patterns. 
The method was tested on two small problems, and a large number of generations were 
required before good solutions were found. 
Heckmann and Lengauer [33] proposed a simulated annealing approach with a dynamic 
cooling schedule. The approach starts by creating an initial "loose" marker, and then 
applies the simulated annealing algorithm to remove overlaps and to move the patterns 
around. Patterns are approximated by both raster and polygonal approximations. The 
polygonal approximation gave the best results. 
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Lamousin et al [43] used a leftmost lowest placement policy to determine the position of 
each irregularly shaped polygon. Orientation is determined by the smallest "shadow" 
created when firstly a light is shined from the left, then from above. Polygon selection is 
based upon a potential waste function comprising of two components, true waste and 
future waste. A tree-like search is developed to find the best solution. By searching for 
and expanding on the best node at each level, the majority of permutations are 
eliminated. 
Han and Na [32] develop a two-stage approach which uses firstly neural networks, and 
then simulated annealing. The patterns are approximated by a number of rectangles and 
circles. The neural network is used to obtain a rough initial marker. The simulated 
annealing algorithm then improves the initial marker by translating each pattern. 
Positions of two patterns can also be swapped. 
Grinde and Cavalier [30] investigated whether a single convex polygon could be 
translated and I or rotated to fit inside a fixed convex polygon. An algorithm is 
developed which uses parametric programming with a non-linear rotation parameter. 
Grinde and Cavalier [31] extended their work from [30] to determine whether two 
convex polygons could fit inside a convex polygon when both polygons are allowed to 
translate and rotate. The method also uses parametric programming. This was the frrst 
work which dealt with the containment of two polygons. 
Lai and Chan [ 42] present a simulated annealing algorithm which can be applied to the 
2 or 3-dimensional cutting stock problems. The 2-dimensional case is concerned with 
placing different sized rectangles onto a large rectangle. The simulated annealing 
algorithm is used to generate a cutting order, whereby the rectangles are placed using a 
leftmost lowest placement policy. 
Hong et al [36] present a nesting system with an analogical learning mechanism. The 
irregular patterns are processed in advance, and a rectangular or combination of 
rectangular enclosures are obtained. Then a solution is obtained using a heuristic search. 
In the solving mechanism of the system, an analogical reasoning mechanism is used. 
The system has a certain degree of learning, and the efficiencies and speed of nesting 
gradually increases as the total nesting time increases. 
Dowsland et al [21] proposed a "jostle" algorithm. An initial marker is created using a 
leftmost placement policy, with a random ordering ofpolygons. Polygons are then re-
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ordered in decreasing order of the x-coordinates of their rightmost points and the layout 
is created according to a rightmost placement policy. The polygons are then again re-
ordered in increasing order of the x-coordinates of their leftmost points and the layout is 
created according to a rightmost placement policy. This is continued for a fixed number 
of iterations. The idea is based upon the observation that any unevenness in stored 
granular products can be removed by shaking the container up and down. 
Oliveira et al [50] present a constructive algorithm called TOPOS for the problem when 
180° rotation is allowed for irregular patterns. The marker is built by successively 
adding a new pattern to a partial solution, that is, to the set of patterns previously 
placed. Several criteria to choose the next pattern to place, and its orientation are 
proposed. 126 variants are produced by the combination of the placement and the 
orientation criteria. The results are compared over five data sets to the methods 
proposed by Dowsland et al [21], Blazewicz et al [8], and earlier work by Oliveira and 
Ferreira. TOPOS produces the best known solutions for two of the five data sets. 
Heckmann and Lengauer [34] used an iterative greedy strategy to create a set of 
markers, from which the best is chosen. They then use their simulated annealing 
algorithm from [31] to improve the efficiency of the marker. They also used a branch-
and-bound method to compute lower bounds on marker efficiency. The methods were 
tested on a variety of industrial data, and the difference between the upper and lower 
bounds ranged between 0.4% and 7.7%. 
Milenkovic and Daniels [47] present an algorithm for determining whether k non-
convex polygons can fit inside (without rotation) a non-convex container. The algorithm 
is generalised to find the minimum enclosing rectangle for k non-convex polygons. The 
approaches use mathematical programming principals. The algorithms are shown to 
outperform purely geometric containment algorithms. Containment with up to ten non-
convex polygons have been solved using industrial data. 
Burke and Kendall [10] examine evaluation functions used in applications of 
evolutionary algorithms (tabu search, simulated annealing, and the genetic algorithm) to 
the 2-dimensional cutting stock problem. Often evaluation functions are the most 
computationally expensive part of an algorithm. A new evaluation function is proposed 
based on the no-fit polygon (see chapter 4) which significantly increases the speed of 
the evolutionary algorithms. 
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Burke and Kendall [11] extend their work of [10] by developing a simulated annealing 
algorithm with a no-fit polygon based evaluation function to create markers for convex 
polygons. They show that simulated annealing out performs standard hill climbing 
techniques. 
Burke and Kendall [12] then develop a genetic algorithm and a tabu search algorithm 
for the 2-dimensional cutting stock problem. These algorithms are compared to the 
simulated annealing algorithm developed in [ 11]. The tabu search algorithm is shown to 
produce the best results. 
Burke and Kendall [13] apply a new type of evolutionary algorithm, the ant algorithm, 
to the 2-dimensional cutting stock problem. The results are then compared to previous 
applications of tabu search, simulated annealing, and the genetic algorithm. They find 
that the ant algorithm outperforms the genetic algorithm, matches simulated annealing, 
and is outperformed by tabu search. 
For other surveys of the cutting stock problem, see Dowsland and Dowsland [20], 
Dyckhoffi22], and Cheng et al [16]. 
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Chapter 3: Contribution 
Marker making is a required process in many industries. Current automatic marker 
making software is unable to create markers whose efficiency match that of a human 
marker maker. For large companies, even a small improvement in marker efficiency can 
save a company millions of dollars per year. 
The contribution of the work in this thesis will allow companies to improve their current 
marker efficiencies. 
Firstly, a method for computing the no-fit polygon is given. The no-fit polygon is a tool 
for determining whether polygons A and B overlap. It also gives all feasible positions 
for polygons B with respect to polygon A, such that the two polygons do not overlap. 
For the case when both polygons A and Bare non-convex, current calculation methods 
are either time consuming or unreliable. This thesis presents a method which is both 
computationally efficient and robust for calculating the no-fit polygon when polygons A 
and B are non-convex. It is an extension of the algorithm by Ghosh [27] for calculating 
the no-fit polygon of a convex polygon A, and a non-convex polygon B. 
Secondly, a globally optimal model for the translational 2-dimensional cutting stock 
problem is given. This model is based on the no-fit polygon. It cannot be solved in a 
tractable amount of time for industrial sized problems. A restricted version of the model 
is developed, which, when given a starting marker (for example, a human generated 
marker), can improve the marker by applying a series of simultaneous translations to 
every polygon in the marker. This is called a compaction of the marker, and has 
improved the efficiencies of a set of 50 industrial markers by almost 0.9% on average. 
Finally, the compacting model is extended to allow polygons to simultaneously change 
orientation, as well as simultaneously translate. This rotational compaction model 
further improves the set of industrial markers by over 0.6% on average. 
The development of the compaction and rotational compaction models, in conjunction 
with fast, robust no fit polygon calculations, has enabled the creation of computer 
software for improving human generated markers in a practical amount of time. 
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Chapter 4: The No-Fit Polygon 
4.1 Introduction 
An issue in 2-dimensional packing is determining the set of feasible locations that one 
polygon may take with respect to another polygon, such that the polygons do not 
overlap. This set of locations is known as a no:fit polygon (NFP). The terms Minkowski 
sum, cJ>-function, hodograph, dilation, envelope and configuration space obstacle have 
also been used by other researchers. 
Let each polygon be represented by an ordered list of vertices. The location of each 
polygon i in the 2-dimensional plane is represented by a reference point, r1• The 
reference point is located at point (0, 0) of a polygon's local coordinate system (see 
Figure4.1.1). 
! 
rA I 
................................................... 
Figure 4 .1.1: Local coordinate system 
The perimeter of the no-fit polygon of polygon A and polygon B (denoted as NFP[A, B]) 
gives the points that rB can take relative to rA such that polygon B is touching polygon 
A. IfrB is located inside rA + NFP[A, B] then the two polygons overlap. Conversely, if rB 
is outside NFP[A, B] then the two polygons do not overlap, and do not touch (see Figure 
4.1.2). 
14 
Figure 4.1.2: NFP[A, B] 
Several publications (such as O'Rourke[49]) have shown the relationship between a 
form of vector addition known as the Minkowski sum and the NFP. If we let the 
vertices of polygons A and B be represented as vectors, then the Minkowski sum of A 
and B is defined in Equation ( 4.1): 
A EBB= {x + y I x E A,y E B} (4.1) 
where x + y is the vector sum of points x andy. 
Geometrically, the outer envelope of the Minkowski sum of A and -B is the equivalent 
ofNFP[A, -B] 1 (see Figure 4.1.3). -B can be obtained by rotating polygon B by 180° or 
multiplying the vector representation ofpolygonB by-1. 
Figure 4.1.3: Outer envelope 
In most 2-dimensional packing algorithms, many NFPs must be calculated. These 
calculations are computationally expensive. Most of the computational time is spent in 
calculating the outer envelope of the Minkowski sum. The number of edges in a 
Minkowski sum is 2mn, where m and n are the number of edges on polygons A and B 
respectively. In industrial cases, polygons may have in excess of 100 edges. Polygons of 
this complexity result in Minkowski sums of very large size, and therefore require a 
1 From now on NFP[A, -B] will be referred to as NFP[A, B] 
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time consuming process to create the corresponding NFP. Because of this, many 
researchers have tried to calculate NFPs using methods other than the Minkowski sum. 
Cunninghame-Green [18] showed that for the case when polygons A and Bare convex, 
NFP[A, B] can be created by ordering the edges of A and-Bin increasing slope order. 
NFP[A, B]'s edges correspond exactly to this slope order (see Figure 4.1.4). 
A3 BO 
Al ~ ~ B2 A4 A A2 
AO 
BO A3 
B2 A2 
A4 
NFP[A, B] B2 
Bl 
AI 
A4 AO 
Figure 4.1.4: NFP for convex polygons 
When one or more of the polygons are non-convex, a way of calculating the relevant 
NFP is to decompose each polygon i into a set of N1 convex sub-polygons (CSP[i]I-
CSP(i],w). Overlap will occur between the two polygons if any sub-polygon of A 
overlaps any sub-polygon of B. NFP[A, B] is the union of NFP[CSP[A]t, CSP[B1], 
where i 1 .. . NA and} 1.. .NB. 
There are two drawbacks to the polygon subdivision approach. Firstly, efficient 
algorithms are required for polygon decomposition and polygon composition. Secondly, 
it is possible that a non-convex polygon that has N edges in cavities (see Figure 4.1.5) 
can be decomposed into no less than N CSPs. The NFP of two of these polygons would 
require the composition of N2 sub NFPs. Polygons used in industries such as garment 
manufacturing often have large numbers of edges in their curve-like cavities, and the 
sub-division technique becomes inefficient compared with the slope-based techniques 
described later in this chapter. A method of the convex subdivision technique is given 
by Lo Valvo [45]. 
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Figure 4.1.5: Convex subdivision 
Mahadevan [ 46] describes a different method for calculating the NFP for two non-
convex polygons. The basis ofthis algorithm is that one polygon orbits another, and at 
each position the reference point of the orbiting polygon is stored. These stored points 
become the vertices of the NFP. Kendall [41] found certain cases where Mahadevan's 
algorithm produces incorrect NPFs. Kendall gives a modified algorithm, which corrects 
these degenerate cases. The main drawback of the orbiting polygon approach is that as 
the orbiting polygon slides along an edge of the stationary polygon, a test must be 
performed in order to calculate the sliding distance. This is because for non-convex 
polygons, the sliding distance is not always equal to the stationary edge length. The test 
involves extending every vertex on the orbiting polygon in the direction of motion by 
the length of the sliding edge. Extended vertices are then checked for intersections with 
the stationary polygon. For polygons with a large number of vertices, this method can 
be computationally expensive. Also, an orbiting method may not detect that polygon B 
may be placed in a cavity of polygon A, when polygon B cannot slide in from the 
outside. 
4.2 Ghosh's Approach 
The method presented in this chapter is an extension of the algorithm given by Ghosh 
[27]. The method is based on the fact that the NFP of any two polygons is a function of 
their boundary edges. An outline of this algorithm is now given. 
Firstly, we give some definitions and starting conditions used in Ghosh's method and 
the remainder ofthe chapter: 
Condition 4.2.1: The edges of polygon A are ordered anti-clockwise, starting at the 
lowest, leftmost edge. 
Condition 4.2.2: The edges of polygon B are ordered anti-clockwise, starting at the 
lowest, leftmost edge. B is then inverted to give -B. -B = (-1)*B. 
Definition 4.2.1: If edge i extends from point D to pointE, and edge i + 1 extends from 
point E to point F, then a(i) = DE><DF. 
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Definition 4.2.2: An edge i of a polygon is a turning point if the sign of a(i) is opposite 
to the sign of a(i+ 1 ). 
Bennell et al [7] states that a polygon is convex if and only if it does not contain any 
turning points. Otherwise it is non-convex. 
The initial stage of Ghosh's approach is to sort all the edges of polygon A and polygon 
B by slope into one list which we will call MergeList. If both polygon A and B are 
convex, then MergeList gives the edge order for NFP[A, B], and the method is 
equivalent to that of Cunninghame-Green [18]. 
Assuming polygon A is non-convex, and polygon B is convex, the method proceeds as 
follows: 
Starting in MergeList at the first edge of polygon A, visit the edges of A in order, and 
add them to the list of edges (NFPList) which make up NFP[A, B]. If edge A is a turning 
point, then the direction of travel along MergeList is reversed. Any edges of B which 
are passed are added to NFPList. B edges are positive if the direction of travel forward, 
and negative if the direction is backward. This continues until the first edge of polygon 
A has been returned to. The resulting NFPList we will call GhoshList. The above 
algorithm is given in Pseudocode 4.2.1. 
p Element in MergeList which corresponds to AO 
i 0 
Dir= 1 
Loop{ 
If MergeList[p ].PolygonType =A Then 
Else 
IfMergeList[p].Polygonlndex = i Then 
GhoshList = GhoshList + MergeList[p] 
End If 
If MergeList[p ].IsTurningPoint =True Then Dir Dir * -1 
i i + 1 (If i > A.Size Then i = 0) 
Ghosh.List GhoshList + MergeList[p] * Dir 
End If 
p=p+Dir 
} While(i :f- 0) 
Pseudocode 4.2.1: Algorithm to fmd GhoshList 
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The process of finding GhoshList is seen easily with what Ghosh calls a slope diagram 
(see Figure 4.2.1). The points on the diagram are at the slope of the edges of polygons A 
and B. 
AO 
Figure 4.2.1: Slope diagram of A and B 
Following around the slope diagram, starting and finishing at AO, mimics the process of 
traversing over MergeList. The outer envelope ofNFPList gives NFP[A, B] (see Figure 
4.2.2). 
Figure 4.2.2: NFP[A, B] 
Ghosh's method works for all simple polygons (no holes) when polygon A is non-
convex and polygon B is convex. The method also works when both polygons are non-
convex, as long as no two cavities from either polygon interfere which each other. This 
occurs when an interval ofMergeList has wrongly ordered edges from both polygons. 
When this does occur, this interval must be traversed in two or more parallel paths. 
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Although the theory of traversal by parallel paths holds true for complex non-convex 
cases, there are considerable implementation problems in sorting out the paths. These 
difficulties led Bennell et al [7] to seek a different approach. 
Their approach exploits the fact that the NFP of a non-convex polygon and a convex 
polygon can be easily and efficiently found by Ghosh's method. When both polygons 
are non-convex, the convex hull of polygon B (conv[B]) is used. Conv[B] can be 
regarded as a copy of B with its cavities replaced by dummy edges. Ghosh's method is 
then used to create an edge listing (GhoshList) for NFP[A, conv[B]]. GhoshList may 
include both positive and negative occurrences of the dummy edges. 
For each type of dummy edge, GhoshList is split into segments containing a positive or 
negative dummy edge. Each occurrence of a dummy edge is then replaced by a 
combination (ReplaceList) of the B edges from which the dummy edge was derived 
(edges BcavStart~BcavFtn), and A edges within the segment. Starting at the dummy edge, 
all occurrences of Bcavstart within the segment are "found" and added to ReplaceList 
before moving on to finding Bcavstart + l· Any A edges "passed" on the way are also 
added to ReplaceList. This is continued until all BcavFin edges have been found, and the 
dummy edge has been returned to. The dunm1y edge in GhoshList is then replaced by 
Replace List. 
Bennell's method works well when the edges in a B cavity occur in slope order. 
However, if the B edges within a cavity are out of slope order, an incorrect NFP is 
occasionally calculated. 
The calculation difficulties of Bennell's method has motivated development of a more 
robust and efficient method of calculating NFPs. Like Bennell's method, it exploits the 
fact that the NFP of a non-convex polygon and a convex polygon can be easily and 
efficiently found by Ghosh's method. However, the new method does not use dummy 
edges to replace cavities of B. 
4.3 A New Method 
Intuitively, it would seem a good idea to modify Bennell's method to sta1t "looking" for 
the next B edge of a cavity once an occurrence of the current B edge has been found, 
instead of continuing to look for the furthest occurrence of that B edge. However, if 
there is more than one occurrence of a B edge in any given segment then this approach 
will run into difficulties. 
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A solution to this is to make sure that each traversal segment contains only positive or 
negative occurrences of each B edge of a particular cavity. Replacing a B cavity with a 
dummy edgeD will not guarantee this (see Figure 4.3.1). 
Figure 4.3.1: B1 occurring more than dummy edgeD 
Figure 4.3.1 shows a dummy edgeD, whose cavity is composed of edges B1 and B2. In 
this example, Bennell's method would require only one segment which would contain a 
single occurrence of D. However this segment contains both positive and negative 
occurrences of B1. 
To guarantee that there is only positive or negative occurrences of a given cavity B 
edge, we split the traversal of GhoshList using the algorithm given in Pseudo-code 
4.3.1: 
p =The element in GhoshList which corresponds to AO. 
Trave!Dir = -1 
CurrentSign = + 1 
TravelSign = + 1 
i = 1 
Loopl{ 
} 
p = p + TravelDir 
If GhoshList[p] .Polygon Type = A Then 
If GhoshList[p ].Polygonlndex = 0 And TravelDir = -1 Then 
Seg[ i] .End= p 
Exit Algorithm 
Else If GhoshList[p] .IsTurningPoint = True Then 
Trave!Sign = Trave!Sign* -1 
Seg[i].Start = p 
End If 
Else If GhoshList[p ].Is!nCavity =True And CurrentSign -::f. Trave!Sign Then 
TravelDir = TravelDir * -1 
End If 
p = Seg[i].Start 
Trave!Sign = Trave!Sign* -1 
Exit Loopl 
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Loop2{ 
} 
p = p + Trave!Dir 
Ifp = Seg[l].Start Then 
Seg[i].End = p 
Exit Algorithm 
Else If GhoshList(p ].Polygon Type = A Then 
If GhoshList[p ].IsTumingPoint = True Then 
TravelSign = Trave!Sign* -1 
Seg[ i].End p 
End If 
Else IfGhoshList[p].lslnCavity True And CurrentSign :f:: TravelSign Then 
i = i + 1 
Endlf 
Seg[i].Start = Seg[i-1] .End 
CurrentSign CurrentSign * 
Pseudo-Code 4.3.1: Algorithm to split GhoshList into segments 
The above algorithm splits GhoshList into i segments, separated at certain turning 
points of A. The segments are split so that each segment contains only positive or only 
negative occurrences of B edges which belong to cavities. 
A cavity is an ordered list of at least three points, with only the first and last points 
being on the convex hull. The two cavities of polygon Bare shown in Figure 4.3.2. 
Ca~.:~::/\ 
~ ·······~·avity 1 
B8 
Figure 4.3.2: Spans of cavity 1 and cavity 2 
The span of a cavity k is the arc spanning the farthest clockwise and farthest 
anticlockwise edges of k in the polygon's slope diagram. An example is shown in 
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Figure 4.3.2. Cavity 1 's span is between Bland B2, and cavity 2's span is between B7 
andB6. 
We say that a cavity k of B interferes with segment i if the span of cavity k intersects 
segment i. 
Figure 4.3.3 shows the slope diagram for polygons A and B. It will be split into 4 
segments, A9-}-Al, Al-}-A3, A3-}-A6, and A6-}-A9 using the method described earlier. 
For each of the four segments, we count the cavities of B whose span intersects it. 
Cavity 1 intersects segments A9-}-Al, A3-}-A6, and A6-}-A9. Cavity 2 intersects 
A9-}-Al, Al-}-A3, and A3-}-A6. The algorithm must "process" a cavity for each segment 
that intersects the cavity. 
AS AI 
Cavity 2 ....................... . 
........................................ A6 
AO 
Bl 
Figure 4.3.3: Slope diagram for A and B 
To create NFPList with correct numerical ordering of both A and B edges, GhoshList 
and MergeList must be re-traversed together. 
4.3.1 Finding the Starting Point 
We start there-traversal in GhoshList at a B edge which is either not part of a B cavity, 
or is the frrst edge of a B cavity. Because BO starts at the lowest leftmost vertex of B 
(therefore its starting vertex is on conv[B]), at least one of these conditions will always 
hold for BO. +BO will appear in GhoshList at least once, and it is arbitrary which 
occurrence of +BO is selected as the starting point. The A segment is selected which 
contains the chosen starting point as the current segment. Our starting direction of 
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traversal is backwards (the same direction as travellingAI-----tAO) ifBO is a turning point, 
otherwise it is forwards. 
4.3.2 Traversing Over A Segment 
As stated earlier, all cavities which intersect the current segment must be processed. All 
non-cavity B edges which lie on the segment of GhoshList which corresponds to the 
current segment must also be processed. Once all intersecting cavities in the current 
segment and non-cavity B edges have been processed the algorithm moves onto the next 
segment. Starting at BO, we search for the edges of intersecting cavities and non-cavity 
B edges in numerical order by traversing back and forth (direction is reversed if the B 
edge is a turning point) between these edges, taking note of any A edges which are 
passed, and the direction that they are passed in. 
From the example in Figure 4.3.3, if we choose BO (on segment A9-----tAI) as our 
starting point, then we traverse from BO to B 1 in a forward direction. When B 1 has been 
reached, we have entered cavity 1. All edges of this cavity must be found, even if this 
involved traversing offthe boundaries of the current segment. We then turn backward to 
find B2. Cavity 1 has now been processed, as all its constituent edges have been found. 
We now turn forwards, heading for B3. Once B3 is found we continue forward towards 
B4, taking note ofpassingA10 andAO in the forward direction. At B4 we tum backward 
to find B5, and then turn forward again to fmd B6. At B6 we turn backward to find B7, 
and in the process pass A 0 in the backward direction. At B 7 cavity 2 as been processed. 
We turn forward to find B8 and then reach AI while in search of BO. Because AI is the 
end of the current segment, and all cavities and non-cavity B edges intersecting the 
current segment have been found, we move on to the next segment, A 1-----t A3. 
Note: The segment AI-----tA3 runs in a clockwise direction. Any B edges found in a 
segment (or part segment) whose A edges run in a clockwise direction are negative, and 
the order they are found in is also reversed. So for segment AI-----tA3 we find the B 
edges -B8 -----t -B4. 
The edges added to NFPList in the traversal of the A9-----tAI segment are <BO, BI, B2, 
B3, AIO, AO, B4, B5, B6, -AO, B7, AO, B8, AI>. 
This process is continued through all segments, until the initial segment is re-entered, 
and the starting point found. 
24 
4.4 Special Cases 
The above method needs further explanation when either of the following situations 
occur: Traversal Moves Onto MergeList (sec. 4.4.1), or Cavity Before EO (sec. 4.4.2). 
4.4.1 Traversal Moves Onto Mergelist 
If either the starting or ending limit, L, of the current segment is reached, and all 
relevant cavities and non-cavity B edges have not been processed, then the traversal 
shall continue on MergeList rather than on GhoshList. The traversal starts on MergeList 
at edge L and continues searching for the current B edge in the direction that the 
traversal on GhoshList was taking. Any A edges encountered on MergeList are ignored. 
The traversal will return back to GhoshList when L is passed in the opposite direction of 
which MergeList was entered. L is added to NFPList. 
A degenerate case can occur which causes the traversal of MergeList to continue 
without ever returning to L. The happens directly after the last edge of the final cavity of 
the current segment has been added to NFPList, when the traversal does not head back 
to L in the opposite direction to which MergeList was entered. Because this is the final 
cavity of the current segment, after processing this cavity, we want to move onto the 
next segment. And because the fmal cavity of the current segment is also the first cavity 
of the next segment, we can make the transition from the current segment to the next 
segment within MergeList. After the last edge of the fmal cavity is added to NFPList, 
we add L to NFPList (opposite sign to previously added L ). The next segment becomes 
the current segment, and we traverse back over MergeList starting at the last edge of the 
final cavity (now the first edge) and add B edges to NFPList in order until L is reached 
in the opposite direction of which MergeList was entered. Lis added to NFPList. 
4.4.2 Cavity Before BO 
As stated earlier, we start our traversals of GhoshList and MergeList at an arbitrary 
occurrence of +BO. However, often the first cavity we come across is not actually the 
"first" cavity of the starting segment. That is, that cavity is not the first cavity which 
should be processed after processing all cavities in the previous section. +BO is used 
because it is either not part of a B cavity, or is the first edge of a B cavity. Instead of 
moving to the next segment when all the cavities and non-cavity B edges have been 
processed, for the first segment we move to the next segment when we have reached the 
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"fmal" cavity. That is, the cavity which should be processed directly prior to moving 
onto the next segment. 
To determine the final cavity of the first segment, we process the cavities as per usual. 
If, during the traversal of McrgeList, we start and finish processing a cavity which 
intersects the current segment without leaving MergeList, then the final cavity is the 
cavity which was processed directly prior to this. An example is shown in Figure 4.4.1. 
td A4 A2 BJ, .. ''········· ... AI, B4 
A2 BO 
A 
A7 [(sJB4 Bl 
Al 3 
2 
AO 
Figure 4.4.1: +BO located between two cavities 
Here the B cavity involving B2 and B3 intersects the starting segment A3---tA2 twice. 
However, +BOis located between these two intersections. Starting at +BO, we pass A6, 
BI, A7, AO, B2, AI, A2, B3. At this point we have processed one intersection (CavA) of 
the B cavity. We continue our traversal past -A2, B4, and A2. We have now reached the 
end of our segment, but CavB has not yet been processed, so we move onto MergeList. 
We pass BO, BI, B2, and B3, without leaving MergeList. Now we have processed CavB, 
but it was done entirely within MergeList, so our final cavity of the starting segment is 
CavA. 
So the initial partial traversal of segment A3---tA2 adds edges <BO, A6, BI, A7, AO, B2, 
AI, A2, B3, -A2, B4, A2> to NFPList, processing CavA. The traversal of segment 
A2---tA3 adds edges <-B4, -A2, -B3, A2, -B2, A3> to NFPList. The final partial 
traversal of segment A3---tA2 processes CavB, and adds edges <B2, A4, B3, B4, A5> to 
NFPList. 
Once GhoshList has been split into segments (Pseudo-code 4.3.1), Pseudo-code 4.4.1 
gives the remainder of the algorithm: 
p =The element ofGhoshList which corresponds to an arbitrary occurrence of +BO. 
CurrSeg OrigSeg = Segment containing the arbitrary occurrence of +BO. 
BMulti +1 
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Dir=+l 
NextB 0 
Loopl{ 
If GhoshList[p ].PolygonType B Then 
Else 
If GhoshList[p ].Polygonlndex = NextB Then 
NFPList = NFList + GhoshList[p] * BMulti 
NextB = NextB + BMulti 
If GhoshList[p] .lsTurningPoint True Then Dir=Dir*-1 
End If 
NFPList NFPList + GhoshList[p]*Dir 
If GhoshList[p] = Seg[ CurrSeg].Start Then 
GoTo TraverseMergeList() 
Else lfGhoshList[p] = Seg[CurrSeg].Fin Then 
If Seg[CurrSeg}.CavitiesLeft 0 Then 
CurrSeg CurrSeg + 1 
BMulti BMulti * 
NextB = NextB + BMulti 
Else 
GoTo TraverseMergeList() 
End If 
Else If GhoshList[p ].IsTurningPaint True Then 
BMulti = BMulti * -1 
NextB = NextB + BMulti 
End If 
End If 
p=p+Dir 
If GhoshList[p] BO And NextB 0 And CurrSeg OrigSeg And 
Seg[CurrSeg].CavitiesLeft 0 Then Exit Algorithm 
} 
TraverseMergeList{ 
OrigPos Pos = Position of p in MergeList 
OrigDir = TotalDir MergeDir BMulti * Dir 
Loop2{ 
Pas Pas + MergeDir 
IfMergeList[Pos].PolygonType = B Then 
IfMergeList[Pos].Polygonlndex = NextB Then 
NFPList NFPList + MergeList[Pos] * BMulti 
NextB NextB + BMulti 
IfMergeList[Pos].IsTurningPoint =True Then 
MergeDir = MergeDir * -1 
End If 
If CurrSeg OrigSeg And Condition!() = True Then 
CavityBefareBO True 
Exit Loop2 
Elself MergeDir OrigDir And 
Condition2() True Then 
ExitLoop2 
End If 
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} 
} 
End If 
Else If Pos = OrigPos Then 
TotalDir TotalDir + MergeDir 
If TotalDir = 0 Then 
End If 
End If 
Dir Dir * -1 
NFPList = NFPList + MergeList[Pos] * Dir 
Return To Loopl 
If CavityBeforeBO True Then 
End If 
Remove from NFPList all B edges just added in TraverseMergeList 
up to the penultimate cavity added 
NFPList NFPList + MergeList[ OrigPos] * -1 * OrigDir 
BMulti BMulti * 
Return To Loopl 
Conditionl { 
} 
If every edge ofthe current cavity was found without leaving MergeList Then 
Return True 
Else 
Return False 
End If 
Condition2{ 
} 
If the current cavity is the fmal cavity of the current segment Then 
Return True 
Else 
Return False 
End If 
Pseudocode 4.4.1: Algorithm to find NFPList 
4.5 Computing the Outer Envelope 
Once we have found NFPList, the outer envelope of this must be found to find the fmal 
NFP. There are a number of algorithms available to do this, for example 
Hershberger[35]. However, because these algorithms have a complexity which is 
greater than linear, it is advantageous to use a divide and conquer strategy, splitting the 
problem into sub-problems. 
Theorem 4.5.1: If an edge, E, of polygon A is a member of conv[A], then E is also a 
member ofNFP[A, -B]. 
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Proof: Edge E is a member of conv[A]. This implies that no other A edge, or part of 
edge, lies in half plane, H, bounded by the line tangential to E and containing the 
outward normal of E. Let Polygon B lie somewhere in H. Now translate the line 
tangential toE in the direction of the outward normal of E until a vertex VofpolygonB 
is hit. If Vis in contact withE, then every other point on polygon B is contained in H. 
By definition, the boundary of NFP[A, -B] are the points which the reference point of 
polygon B can take such that polygon A is touched. The points in H which satisfy this 
are edge E, as V can contact the entirety of E while remaining in H. Therefore NFP[A, -
B] must contain edge E. 
Theorem 4.5.2: If au edge, E, of polygon B is also a member of conv[B], then E is also 
a member ofNFP[A, -B]. 
Proof: Bennell et al [1] show that NFP[A, -B] is equal to NFP[B, -A] rotated by 180°. 
Theorem 4.1 states that any edge E which is a member of conv[A] is a member of 
NFP[A, -B]. Because NFPList[B, -A] and NFPList[A, -B] are equivalent, every edge on 
conv[B] that is also on polygon B appears on NFP[A, -B]. 
Theorem 4.5.3: The outer envelope of the polygon described by NFPList[A, -B] can be 
constructed without negative edges ofNFPList[A, -B]. 
Proof: The outer envelope of the Minkowski sum of A and -B is equivalent to the outer 
envelope of polygon described by NFPList[A, -B]. Equation 4.1 states that the 
Minkowski sum of A and -B is the result of vector additions of all combinations of 
points from A and points Consequently, the outer envelope of NFPList[A, -B] can 
then be constructed using only positive edges of A and -B. Therefore, the outer 
envelope of the polygon described by NFPList[A, -B] can be constructed without 
negative edges ofNFPList[A, 
Using theorems 4.5.1 and 4.5.2 we can reduce the number of calculations required to 
find the outer envelope because we know that edges that lie on the convex hull of their 
respective polygons occur at least once on the outer envelope. However, because 
construction of NFPList can give rise to multiple positive and negative copies of these 
edges, we need to establish some rules to determine which of these occurrences are 
actually members of the outer envelope. 
If edge E ~ conv(P), then it will occur on NFP[A, -B] if it is sliding along a convex 
vertex of the other polygon Q. For this to occur, the following conditions must hold: 
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Condition 4.5.1: E is non-negative. 
Condition 4.5.2: Eisa member of conv[P]. 
Condition 4.5.3: If the Q edge that precedes E goes from points to point t, then t must 
be a point on conv[Q]. 
Condition 4.5.4: Ifthe Q edge following E goes from point u to point v, then u must be 
a point on conv[Q]. 
Condition 4.5.5: The angle ofE must be between the angles ofthe Q edges that precede 
and follow E. If those Q edges are not a member of conv[Q], then we use the convex 
edge that would replace them. 
We can now divide the problem of finding the outer envelope of NFPList into sub-
problems of finding the outer envelope of each set of edges between the edges already 
identified to lie on the outer envelope. We can further reduce the number of candidate 
edges for the outer envelope by removing negative edges using theorem 4.5.3. 
An example ofthe reduction in calculation is shown in Figure 4.5.1. 
AS 
B4[\\3 B2 
~ 
Figure 4.5.1: NFPList for NFP[A, B] 
NFP[A, B] is the equivalent ofOE[BO, Bl, A4, A5, B2, B3, AO, Al, A2, B4, -A2, B5, A2, 
A3], where OE[x] represents the outer envelope of x. However, using theorems 4.5.1 
and 4.5.2 we can identify that edges A4, A5, A2, A2, and A3 are on the outer envelope. 
Using theorem 4.5.3 we can discard edge -A2. So the calculation of the edge list of 
NFP[A, B] can be simplified to <OE[BO, Bl], A4, A5, OE[B2, B3, AO, AI], A2, OE[B4, 
B5], A2, A3>. 
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4.6 Adjusting for Parallel Edges 
The method given in this chapter creates NFP[A, B], such that when the reference point 
of B is touching the perimeter ofNFP[A, B], polygons A and B touch. As explained in 
chapter 1, often it is the case that polygons must be separated by a distance G. This is 
simple, and is just a case ofbuffering NFP[A, B] by G. 
Some cutting machines do not require parallel edges from two polygons to be separated. 
In this case, G = 0 for the two parallel edges. Any given point on NFP[A, B] implies that 
polygons A and B are touching. However, no information is given about whether the 
contact is vertex-vertex, vertex-edge, or edge-edge (two parallel edges), so there is no 
way of determining whether G = 0, or G :f. 0. 
Distinguishing areas ofthe NFP which arise from edge-edge contact can be achieved by 
"flagging" certain edges in the construction ofNFPList. If an edge from A and an edge 
from -B have the same slope, and are adjacent in NFPList, then this signifies a possible 
area ofNFP[A, B] where the edges are parallel. These candidate edges are flagged. In 
construction of the outer envelope, if a candidate edge has been flagged and it appears 
in the outer envelope, then the points on the outer envelope containing this edge are 
allowed a buffer of G = 0, if applicable. 
This method can be easily adjusted if there is a tolerance a on the parallelity of the 
edges. For example, if a= 0.1°, and edges of A and-Bare 45° and 45.05°, then these 
edges are considered to be parallel. 
4. 7 Computational Results 
In previously published papers on NFP calculation, the practice has been to test NFP 
algorithms on a common set of data. The data sets which have been used tend to contain 
simple polygons, which contain very few edges. However, in industries such as garment 
c 1 
[____,4 
Figure 4.6.1: Data set for NFP calculations (due to the size of the polygon 
drawings, some small cavities may appear invisible) 
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manufacturing, individual polygons can have over 100 edges. The algorithms in this 
thesis were designed to improve the robustness and efficiency of calculating NFPs for 
polygons which have a large number of edges and many cavities. Therefore, instead of 
testing on the previously used data sets, we will set a performance benchmark on a new, 
more complex set of data (see Figure 4.6.1). Full details ofthis data set are available in 
Appendix A. 
The properties of each polygon are given in Table 4.6.1. The calculation results of the 
NFPs for each polygon pair are given in Table 4.6.2. 
Polygon Edges Cavities 
1 65 9 
2 43 2 
3 21 3 
4 58 17 
5 128 9 
6 64 3 
7 64 3 
8 141 11 
Table 4.6.1: Polygon properties 
Removing negative edges reduced the number of candidate edges for the outer envelope 
by over 34% on average. 
The divide and conquer strategy for calculating the outer envelope reduced the total 
calculation time by 64.61%. Columns "Time 1" and "Time 2" of Table 4.6.2 show the 
calculation times for the standard outer envelope calculation, and the divide and 
conquer strategy respectively. This improvement increased as the number of candidate 
edges for each outer envelope calculation increased. 
4.8 Extensions to the Algorithm 
A polygon Pis ''star shaped" if there exists a point kin the interior of P that can "see" 
the entire polygon, and for any other point u in P, the entire segment leu lies inside P. Li 
et al [44] show that if two polygons are star shaped, then their NFP is also star shaped, 
that is, will not contain any internal holes. 
The NFP algorithm described in this paper works for non-convex polygons, both star 
shaped, and non-star shaped. However, if one or more of the input polygons is not star 
shaped, then the NFP may contain internal holes. In this situation calculating the outer 
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envelope of NFPList becomes more difficult. Ramkumar [53] gives an algorithm to 
accomplish this. 
4.9 Conclusion 
In this chapter we have modified Ghosh's algorithm to calculate the NFP of a convex 
and a non-convex polygon so that the NFP of two non-convex polygons can easily and 
efficiently be calculated. 
The time consuming process of finding the outer envelope from the list of candidate 
edges, NFPList, has been improved by reducing the size of NFPList, and dividing the 
problem into smaller sub-problems based on the convexity of the original two polygons. 
Solutions to industrial2-dimensional packing problems usually have time constraints in 
which they must adhere to. Most of these solutions involve the computationally 
expensive calculation of many NFPs. By increasing the speed in which these NFPs can 
be calculated, we open the possibility of more effective solution procedures to industrial 
packing problems. 
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A B Edges Non-Negative Edges Time 1 (s) Time 2 (s) 0/o Impr 
1 1 138 134 0.016 0.007 57.5% 
1 2 132 120 0.017 0.007 60.5% 
1 3 162 124 0.022 0.010 55.6% 
1 4 265 189 0.032 0.012 61.3% 
1 5 525 359 0.068 0.033 51.2% 
1 6 421 275 0.036 0.018 49.5% 
1 7 201 165 0.025 0.014 41.9% 
8 506 356 0.070 0.032 53.7% 
2 2 260 173 0.020 0.008 61.2% 
2 3 104 84 0.006 0.002 57.1% 
2 4 143 122 0.014 0.005 66.7% 
2 5 249 210 0.037 0.014 61.3% 
2 6 253 180 0.020 0.010 50.0% 
2 7 319 213 0.024 0.012 51.7% 
2 8 212 198 0.043 0.014 66.7% 
3 3 54 48 0.002 0.001 40.0% 
3 4 159 119 0.012 0.006 53.3% 
3 5 277 213 0.037 0.018 52.2% 
3 6 373 229 0.024 0.014 42.6% 
3 7 125 105 0.010 0.005 45.8% 
3 8 206 184 0.035 0.014 61.4% 
4 4 254 185 0.024 0.008 66.1% 
4 5 1080 633 0.125 0.055 55.8% 
4 6 304 213 0.029 0.013 54.2% 
4 7 218 170 0.024 0.010 55.9% 
4 8 1157 678 0.144 0.050 65.6% 
5 5 1532 894 0.244 0.067 72.5% 
5 6 508 350 0.071 0.037 47.8% 
5 7 340 266 0.054 0.033 38.1% 
5 8 1609 939 0.291 0.081 72.3% 
6 6 210 169 0.024 0.007 71.7% 
6 7 500 314 0.049 0.027 45.1% 
6 8 473 339 0.075 0.024 68.4% 
7 7 216 172 0.021 0.008 64.2% 
7 8 459 332 0.078 0.024 69.6% 
8 8 2680 1481 0.444 0.102 77.0% 
SUM 16624 10935 2.265 0.802 64.6% 
AVERAGE 57.4% 
Table 4.6.2: NFP calculation times 
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Chapter 5: Global Optimisation Model 
5.1 Introduction 
In this chapter, a mathematical model for global optimisation of the 2-dimensional 
cutting stock problem is formulated for the case when the polygons are in a fixed 
orientation. The model is a mixed-integer formulation that uses the no-fit polygon (see 
Chapter 4) to establish regions where one polygon can be placed without overlapping 
another polygon. These regions are expressed as constraints, and the objective function 
is to minimise the overall length ofthe marker. 
The model is similar to the 2-dimensional non-convex model of Scheithauer et al [54] 
and the 3 -dimensional model of Chen et al [ 15]. The main difference from Scheithauer 
et al and Chen et al is in the constraints which stop polygons from overlapping. These 
models use constraints of the form y = mx + c to prevent polygon overlap. The 
equivalent constraints in this paper's model are constructed using cross products. The 
advantage of the cross product form is that it allows polygons to be separated by a 
distance G. G differs from marker to marker, and depends on factors such as cloth type, 
and cutting machine precision. Although not provided for in this model, G can be of 
differing size depending on how polygons contact one another, i.e. vertex-vertex 
contact, vertex-edge contact, or edge-edge contact. 
In addition, the Scheithauer et al model has never been solved. The model given in this 
chapter is solved, and results are given. 
Before presenting the model, the idea of the convex feasible sub-region (CFSR) must be 
discussed. CFSRs form a central part of the algorithms and models described in this 
thesis. 
5.2 Convex Feasible Sub-Regions (CFSRs) 
The area outside NFP[A, B] represents the region which reference point rs can feasibly 
occupy, such that polygons A and B do not overlap. This area cannot be expressed by a 
set of linear constraints. It can, however, be decomposed into a number of convex 
feasible sub-regions (CFSRs), each of which can be expressed by a set of linear 
constraints (see Figure 5.1 ). 
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sub-regions NFPU, il 
Figure 5.1: Example convex feasible sub-regions ofNFP[i,j] 
For each edge in NFP[A, B] that also appears in the convex hull of NFP[A, B], the 
corresponding CFSR is expressed by a single half-plane with its face collinear to that 
edge. The remaining edges of NFP[A, B] will form either convex or non-convex 
regions. If a region is convex, then it is a CFSR expressed by a polyhedron whose faces 
are collinear with the edges of that region. If a region is non-convex, then multiple 
CFSRs need to be formed from its edges. An algorithm for breaking a non-convex 
region into convex regions is given in Fernandez et al [24]. 
The polyhedrons representing the CFSRs are not always bounded. However, unlimited 
movement by a reference point in an unbounded polyhedron is avoided because all 
CFSRs are a subset of a polytope representing the edges of the resource cloth. 
5.3 The Model 
The following global optimisation model leads to an optimal solution of the 
translational 2-dimensional cutting stock problem. The model assumes that the width, 
W, of the marker is known; and the relevant NFPs for each pair of polygons (i, j) are 
also known. 
5.3.1 Parameters 
\ABiJkt\ =The length of edge tin CFSR k ofNFP[i,j]. 
AxiJkt =The x-coordinate of the start point of edge tin CFSR k ofNFP[i, j]. 
Ayykt They-coordinate of the start point of edge tin CFSR k ofNFP[i, j]. 
Bxykt =The x-coordinate of the end point of edge tin CFSR k ofNFP[i, j]. 
Byykt =They-coordinate of the end point of edge tin CFSR k ofNFP[i, j]. 
G The distance required between each polygon. 
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H; =The height of polygon i. 
L; =The length of polygon i. 
LB = The lower bound on the marker length. 
UB = The upper bound on the marker length. 
W =The width of the marker. 
M;jkt = A large number. 
If (Bxijkt- Axukt) ~ 0 And (AY!ikt- Byijkt) ~ 0 Then 
Mukt = IABuktl G + (Bxukt- Axukt) (W- Hj) + (AY!ikt- Byijkt) (UB- Lj) 
- Ayijkt BXijkt + AXijkt Byijkt· 
If (Bxijkt- Axijkt) ~ 0 And (AY!ikt- Byijkt) :S 0 Then 
Mijkt = IABijktl G + (BXijkt- AXijkt) (W- Hj) + (Ayijkt- Byijkt) (L;- UB) 
- Ayijkt Bxijkt + Axijkt Byijkt· 
If (Bxijkt- Axijkt) :S 0 And (AY!ikt- Byijkt) ~ 0 Then 
Mijkt = IABijktl G + (Bxijkt- Axijkt) (H;- W) + (Ayijkt- Byijkt) (UB- Lj) 
- Ayijkt BXijkt + AXijkt Byijkt· 
If (Bxijkt- Axijkt) :S 0 And (AY!ikt- Byijkt) :S 0 Then 
Mijkt = IABijktl G + (BXijkt- AXijkt) (H;- W) + (Ayijkt- Byijkt) (L;- UB) 
- Ayijkt BXijkt + AXijkt Byijkt· 
5.3.2 Variables 
ml = The length of the marker. 
rx; =The x-coordinate of the reference point of polygon i. 
ry; =They-coordinate of the reference point of polygon i. 
Zijk = 1 if the reference point of polygon i exists inside CFSR k ofNFP[i,j]; otherwise 0. 
5.3.3 Global ml 
The problem is formulated as the following linear mixed integer programming model, 
Global ml: 
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Minimise ml 
subject to 
ry; + H; :S W, for all i 
rx; + :S ml, for all i 
LkZijk = 1 , for all i,j,j > i 
Axykt Byijkt + Mukt(l - zuk) 2: !ABykt! G, for all iJ,k,t,j > i 
ml2:LB 
ml:S UB 
rx; 2: 0, ryi 2: 0, for all i 
zuk E {0, 1}, for all i,j, k 
5.3.4 Explanation of Constraints 
(5.1) 
(5.2) 
(5.3) 
(5.4) 
(5.5) 
(5.6) 
(5.7) 
(5.8) 
(5.9) 
(5.1) The objective function is to minimise the length of the marker in the x-direction. 
(5.2) They-coordinate of the reference point n of polygon i and the height of polygon 
i must lie within the marker width W. 
(5.3) The x-coordinate ofthe reference point n ofpolygon i and the length of polygon 
i must lie within the marker length ml. 
(5.4) For each pair of polygons (i, j), the reference point of polygon i must occupy 
exactly one CFSR k. If two or more CFSRs overlap and the reference point 
occupies the union of these regions, then the point may occupy an arbitrary 
CFSR. 
(5.5) Ifzuk = 1, then the reference point ofpolygon i must lie to the right of each edge 
t in CFSR k (assuming NFP[iJ] is directed counter-clockwise). This is shown 
diagrammatically il!l'igl1re 5.2. If the segments AB and Ar are treated as vectors 
?- ,,u 
.~ 
then we can calculate the cross product ABxAr. Geometrically, if the cross 
product of the two vectors is positive, then its value is twice the area of triangle 
ABr and r is to the right ofAB. lAB! G is equal to twice the area ofABr. Equation 
(5.5) is the cross product translated by rx; and 1y;. 
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Mykt is of minimum size such that ifz!ik 0, (i.e. the reference point of polygon i 
does not occupy CFSR k ofNFP[i,j]) then this constraint is loose regardless of 
the values of the remaining variables and parameters. 
ABxAr> 0 B 
A 
';\\ 
................................ -. ............................................ ·:::>:. r 
Figure 5.2: Geometry of equation (5.5) 
(5.6) The lower bound on the variable ml. 
(5.7) The upper bound on the variable ml. 
ABxAr<O 
(5.8) Non~ negativity constraints for the location variables, rx1 and 'Yi· 
(5.9) Binary constraints for the variable Zijk· 
5.4 Numerical Results 
The model presented in this chapter has been tested on a variety of problems. Results 
are given for problems2 containing 3, 4, and 5 identical polygons. A representative 
polygon is shown in Figure 5.3. 
Figure 5.3: Polygon used in test cases for Global ml 
The results in Table 5.1 were obtained solving models with Cplex 7.1 on a Pentium Il-
366 computer. 
2 Problem data can be found in Appendix B 
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Pieces Lower Bound (LB) Upper Bound (UB) z Time (sec) 
3 50 150 96.4527 <1 
3 60 140 96.4527 <1 
3 70 120 96.4527 <1 
3 80 120 96.4527 <1 
3 90 110 96.4527 <1 
3 95 100 96.4527 <1 
4 120 200 122.3224 60 
4 120 130 122.3224 52 
4 100 150 122.3224 50 
4 50 150 122.3224 42 
4 50 200 122.3224 38 
4 50 125 122.3224 36 
5 110 180 142.9689 47748 
5 130 180 142.9689 28055 
5 140 160 142.9689 19126 
Table 5.1: Global ml results 
The optimal solution to the 4 polygon problem is shown in Figure 5.4. 
Figure 5.4: Optimal solution to the 4 polygon problem 
5.4.1 Bounding 
The results for the 5 polygon problem (see Table 5.1) show that, as the problem size 
increases, establishing good upper and lower bounds becomes increasingly important to 
solution times. 
The reliance of good bounds for Global ml is a concern, as bounding is a difficult 
problem. Heckmann et al [34] gives a method for establishing lower b01rnds which are 
close to the optimal solution for certain problem types. However their technique is not 
robust enough for it to be applicable to generic markers. 
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5.5 Conclusion 
This chapter has presented a model for the global optimisation of the translational 2-
dimensional cutting stock problem. However, Global ml can be solved optimally in a 
practical amount of time only for small models. In practice, problems can contain over 
200 polygons, and each polygon can contain over 100 edges. 
The impracticality of the Global ml model has led to the development of an algorithm to 
compact an existing marker by fixing the Zijk variables and therefore converting the 
model to a linear programming problem. This "compaction" model is given in chapter 
6. 
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Chapter 6: Compaction Model 
6.1 Introduction 
Chapter 5 gave a global optimisation model for the translational 2-dimensional cutting 
stock problem. However, this approach is currently impractical for industrial sized 
problems. 
The problems with the Global ml modelled to the development of~:: to 
compact an existing marker by fixing the Zijk variables and therefore (onverting the 
model to a linear programming problem. 
Very few researchers have adopted approaches similar to this. Stoyan et al (55] present 
a method for compacting a pre-generated marker when the marker has defects, such as 
in the leather industry. 
Heckmann et al [33] present a simulated annealing algorithm for compacting a marker. 
The algorithm makes slight placement modifications, however, it does not 
simultaneously modify all polygons at once. 
Li et al [44] present an algorithm for compacting a pre-generated marker using a linear 
programming approach that utilises the concept of the no-fit polygon. Their algorithm 
attempts to maximise the total motion of all polygons in a desired direction. The 
compaction algorithm presented in this chapter is an improvement upon the method 
proposed by Li et al because, among other things, it allows polygons to simultaneously 
move in any direction, with the objective of minimising the length of the marker. 
6.2 The Compaction Algorithm 
The compaction algorithm takes a non-overlapping marker and attempts to improve the 
marker's efficiency by reducing its length via a series of simultaneous translations to 
each polygon. Each iteration of the algorithm involves solving a restricted continuous 
version of the Global ml modeL This allows the solution to move to a local optima 
while remaining feasible. 
By fixing the Zijk variables in the Global ml model to either 1 or 0, the model becomes 
continuous. This could be done simply by fixing rx1 and ry1 for each polygon i, solving 
Global ml, and resolving with the Zijk variables fixed and the (rx1, ry1) variables 
continuous. This method has at least two major drawbacks: 
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Firstly, we want to choose a CFSR for a particular reference point r that gives r the 
greatest freedom of movement, and this may not occur if the CFSR is chosen by a MIP 
solver. The Find CFSR(k) Algorithm (section 6.2.1) is used to fmd CFSR k from NFP[i, 
j] where zy'k can equall. 
Secondly, it involves constructing model Global ml, whereby NFPs and CFSRs for 
every polygon pair (i,j) must be calculated. Because rt for each polygon i is restricted to 
a set of CFSRs, each polygon will come into contact with only a limited number of 
polygons. This issue is addressed in the section 6.2.2, Limiting Polygon Movement. 
6.2.1 Find CFSR(k) Algorithm 
For any given polygon pair (i, j), NFP[i, j] is located at (r.xt, ry1), and, because the 
marker is non-overlapping, r1 occupies the area outside this NFP. The CFSR is found by 
starting with the edge of NFP[i, j] which has the smallest distance to iJ· NFP[i, j] is 
traversed by starting at this edge and moving along the perimeter until a vertex on the 
convex hull of NFP(i, j] is found in both the clockwise and counter-clockwise 
directions. The edges between these two vertices construct the CFSR. If the edge 
already lies on the convex hull ofNFP[A, B] then the two vertices found will be the start 
and end points of this edge. This algorithm is shown in Pseudo-code 6.1: 
Find CFSR(k) Algorithm{ 
} 
e = Edge with smallest distance to r1 
f = Edge with smallest distance to r1 + 1 
Do Until (IsOnConvexHull(Vertex[e]) 
e=e-1 
Loop 
Do Until (IsOnConvexHull(Vertex[f]) 
f=f+I 
Loop 
For g= e Tof-1 
AddToCFSR(Edge[g]) 
Nextg 
Pseudo-code 6.1: Find CFSR(k) Algorithm 
If the marker is overlapping, then for at least one polygon pair (i, j), r1 will be inside 
NFP[i, j]. The above algorithm can still be used and the "closest" CFSR to r1 will be 
found. For many cases (when global overlap is small), the CFSR finding algorithm can 
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fmd a set of CFSRs which will allow the compaction algorithm to fmd a feasible non-
overlapping layout. 
6.2.2 Limiting Polygon Movement 
Because human generated markers are tightly packed, and the compaction algorithm 
requires that the solution remain feasible, a specific polygon will contact only a local 
neighbourhood of polygons. NFPs and the corresponding CFSRs of a polygon need to 
be constructed only for the polygons in this local neighbourhood. The size of the 
neighbourhood is determined by a distance, D, that each polygon can move. The 
neighbourhood for polygon i is comprised of the remaining polygons that can possibly 
overlap polygon i when polygon i is free to move in a 2Dx2D square centred at ri and 
each remaining polygon j is free to move in a 2Dx2D square centred at lJ· For each 
polygon i, the set of neighbouring polygons is denoted as Ni. Limiting the polygon 
movement is achieved by the following constraints: 
rx· = rx·* + dx· for allz' 1 1 1' 
-D ::::; dyi::::; D, for all i 
-D::::; dyi::::; D, for all i 
(6.1) 
(6.2) 
(6.3) 
(6.4) 
where rx/ and ryi* are the starting coordinates ofri, and dxi and dyi are the deviations in 
the x andy directions from this coordinate. 
Determining the size of Dis an interesting problem. Increasing D increases the amount 
a polygon can move. However this extra movement means potentially more polygons 
will come into contact. This results in a larger number of NFPs and CFSRs to be 
calculated. Apart from increasing the processing time, an increase in CFSRs may 
actually reduce the amount a polygon can move because r is more constrained. An 
example of this is shown in Figures 6.1 - 6.3. Figure 6.1 shows polygon P surrounded 
by polygons A, B, and C. Suppose moving P and B to the left would decrease the 
objective function. SupposeD is chosen such that only polygons A and B are in the local 
neighbourhood Np, Figure 6.2 then shows the intersection of CFSRs that rp can move 
in. However, if D is increased to a size where Cis also in Np, then this intersection of 
CFSRs decreases in size, because the CFSR of C "cuts into" the intersection of the 
CFSRs fromB and C. This is shown in Figure 6.3. 
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Figure 6.1 
A 
Figure 6.2 
A=~ZB 
: i 
Figure 6.3 45 
As yet, an effective way of determining a suitable D has not yet been found. The current 
method is to guess the maximum distance that a polygon will move, and set D equal to 
that. 
The number of NFPs that the Global ml model requires is of order O(n2). The 
compaction algorithm needs NFPs only for neighbouring polygons, so the number of 
NFPs required may be of order O(n), depending on the choice of D. As NFP 
calculations use the majority of time in the compaction process, this is a vast 
improvement. 
Once the neighbourhoods of polygons have been established, and the relevant CFSRs 
found, equation (5.5) can be made continuous: 
-Ax !it By !it 2: lAB !it I G, for all iJ,t, j > i, j E Ni (6.5) 
6.2.3 Compact ml 
The compaction model, Compact ml, is comprised of equations (5.1 - 5.3) and (5.8) 
from Global ml, and equations (6.1- 6.5). 
Minimise ml 
subject to 
'Yi + Hi :::; W , for all i 
rxi + Li :::; ml, for all i 
rx· = rx.* + dx· for all i l l I> 
ry . = ry·* + d11· for all i l 1 'J t, 
-D:::; dyi:::; D, for all i 
-D:::; dyi:::; D, for all i 
- Ax!it Byut 2: IAB!itl G, for all iJ,t,j > i,j E Ni 
rxi 2: 0, 'Yi 2: 0, for all i 
(5.1) 
(5.2) 
(5.3) 
(6.1) 
(6.2) 
(6.3) 
(6.4) 
(6.5) 
(5.8) 
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6.2.4 Iterations of the Algorithm 
Solving Compact ml compacts a non-overlapping marker by simultaneously translating 
each polygon i by some combination of dxi and dyi. However, the objective function 
may be improved if we re-run algorithm Find CFSR(k), and solve model Compact ml 
again. To see why, consider the example shown in Figure 6.4. 
CFSRI 
CFS~ 
Figure 6.4: r moving from one CFSR to another 
Figure 6.4 shows an NFP that has been decomposed into four CFSRs. Suppose r was 
originally located at r 1, and it was constrained by the CFSR algorithm to occupy CFSR1 . 
Suppose moving to r 3 would result in the lowest objective function value. After an 
iteration of model Compact ml, r can move only to r2 due to the constraints of CFSR1. 
However, moving to r3 would result in the lowest objective function value. After 
recalculating the CFSRs based on the new polygon locations, it may be ambiguous 
whether r should be in CFSR1 or CFSR2 because r lies the same distance away from 
both corresponding edges on the NFP. 
This ambiguity is resolved by considering the dual prices on each CFSR constraint. If a 
CFSR constraint has a non-zero dual-price, then the objective function will be lowered 
if r penetrates this constraint. This constraint has a corresponding edge, E, from the 
relevant NFP. If r is onE, then we do not need to change the CFSR that r occupies. 
However, if r does not lie onE, then a new CFSR k is found by the Find CFSR(k) 
algorithm starting with the NFP edge which is neighbouring E. Every polygon pair has 
their CFSRs updated via this method. Constraints (6.1) and (6.2) are updated with the 
new polygon locations and the model is resolved. The algorithm iterates over the above 
47 
process until all the constraints of type (6.3), (6.4) or (6.5) have dual prices of zero. 
When this stage is reached, the marker has reached a local optimum. From a local 
optimum, the efficiency cannot be improved by translation alone, unless the polygons 
are able to move by more than the distance D. 
6.3 Numerical Results 
The algorithms in this thesis have been tested on data from a small Christchurch 
manufacturing company. The company employs two full time workers to create markers 
and the results are measured by the efficiency percentage increase. 
Table 6.1 gives the results for 50 markers, whose size range from 6 polygons, to 138 
polygons. The average percentage improvement is 0.894%. However, because each 
marker has a different size, the actual percentage of fabric saved was 1.12%. 
The compaction algorithm runs in a practical amount of time: the longest trial took 139 
seconds for the 138 polygon marker. 
Section 6.2.4 explains how the algorithm updates CFSRs from one iteration to another 
using dual prices on equations 6.5. The results for this algorithm are given in the "Dual 
Priced Iterations" section of Table 6.1. If the algorithm updated the CFSRs using the 
Find CFSR(k) Algorithm (section 6.2.1 ), then the results for this method are given in the 
"Standard Iterations" section of Table 6.1. The "% Diff' column, gives the percentage 
improvement between these two methods. The results have shown the dual price based 
iterations to be clearly superior. 
Figures 6.5a and 6.5b show a marker (VAJ AB C=0220 1) before and after the 
compaction algorithm. The data for this marker can be found in Appendix C. 
6.4 Conclusion 
This chapter has given a model, Compact ml, which is a restricted, linear version of 
Global ml (see Chapter 5). Compact rn1 applies a series of simultaneous translations to 
each polygon in a pre-generated marker, in an attempt to decrease the length of the 
marker. The compaction algorithm applies iterations of Compact ml, such that when the 
algorithm is fmished, the marker cannot be improved by translation alone, unless the 
polygons are able to move by more than the distance D. 
The compaction algorithm increased marker efficiency by an average of 0.894% on 50 
industrial markers. 
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AMP2 A =0220 BC=0440 131 1 
AMP2 A =0220 BC=0440 131 2 
A SX2 S3 ABCDEF=3 * I 
ASX2 S3 ABCDEF=3 * 2 
ASX2 S3 ABCDEF=3 * 3 
ASX2 S3 ABCDEF=3 * 4 
A TV2 ABD=6 C=3 * 
CLA2 LGA=6 * 
CYC2 ABCDE=IO * 1 
CYC2 ABCDE=IO * 2 
DYN02 S2 ABC=20 * 
EXP2 STD ABCDE=6 I 
EXP2 STD ABCDE=6 2 
EXP2 STD ABCDE=6 3 
FAN2 ABCDE=6 183 * 
FAN2 ABCDE=6 183 * 2 
FAN2 ABCDE=6 183 * 3 
FAN2 ABCDE=6 183 * 4 
FAN2 ABCDE=6 183 * 5 
FAN2 ABCDE=6 183 * 6 
GA U2 ABC=053 
GEC2 Sl AB=IO C=5 D=8 183 I 
GEC2 S I AB=IO C=5 D=8 183 2 
GEN2 S3 A BD=6 C=3 I 
GEN2 S3 ABD=6 C=3 2 
HDP2 ABD=6 C=3 * I 
HDP2 ABD=6 C=3 * 2 
HDP2 ABD=6 C=3 * 3 
KOA2 STD ABEF=6 CD=3 * I 
KOA2 STD ABEF=6 CD=3 * 2 
KOA2 STD ABEF=6 CD=3 * 3 
KOA2 STD ABEF=6 CD=3 * 4 
MCT2 ABD=lll 1 
MCT2 ABD=111 2 
STL2 AB=1 CD=2 E=6 * I 
STL2 AB=l CD=2 E=6 * 2 
STR2 ABC=l221 I 
STR2 ABC=l221 2 
STR2 ABC=l221 3 
TUA2 S1 AB=6 183 1 
TUA2 Sl AB=6 183 2 
VAJ ABC=2220 1 
VAJ ABC=22202 
ZEN2 ABCDE=l22 1 
ZEN2 ABCDE=l22 2 
ZEN2 ABCDE=l22 3 
ZEN2 ABCDE=122 4 
ZEN2 ABCDE=122 5 
ZOD2 ABCD=l221 I 
Average 
Pieces 
52 
24 
21 
69 
57 
24 
48 
24 
60 
80 
100 
84 
42 
60 
36 
66 
21 
12 
24 
24 
64 
120 
45 
138 
48 
48 
12 
24 
60 
33 
72 
24 
12 
42 
17 
8 
18 
6 
48 
42 
48 
24 
12 
35 
35 
45 
40 
10 
24 
Dual Priced Iterations 
%Imp Time (s) Iter. 
1.199 12.152 3 
4.818 
0.243 
0.977 
1.102 
0.879 
1.412 
1.284 
0.596 
0.496 
0.599 
0.448 
0.696 
0.742 
0.243 
0.576 
0.000 
0.091 
0.975 
0.000 
0.317 
0.911 
0.241 
0.763 
0.205 
3.001 
0.295 
0.807 
0.679 
1.089 
0.471 
0.000 
0.479 
1.053 
0.318 
0.083 
2.599 
0.933 
2.254 
0.533 
0.465 
1.923 
0.825 
0.556 
1.268 
2.269 
0.395 
0.003 
1.704 
11.569 
24.949 
12.713 
8.553 
4.597 
9.751 
3.792 
35.453 
22.324 
57.793 
46.594 
21.106 
13.386 
26.143 
37.379 
1.430 
2.535 
18.552 
0.724 
29.388 
136.044 
15.761 
139.419 
8.335 
13.088 
4.284 
14.953 
27.134 
9.023 
100.147 
2.623 
3.186 
12.823 
3.057 
1.015 
10.480 
3.146 
29.030 
26.573 
26.786 
8.724 
3.919 
11.885 
16.343 
12.144 
7.454 
9.951 
1.350 
13 
6 
6 
3 
8 
4 
6 
4 
9 
8 
5 
5 
4 
2 
16 
2 
3 
12 
14 
7 
13 
7 
7 
3 
5 
5 
6 
7 
2 
3 
5 
4 
2 
7 
3 
9 
6 
5 
15 
9 
8 
5 
12 
4 
2 
6 
Standard Iterations 
% Imp Time (s) Iter. 
1.199 19.498 7 
2.511 
0.243 
0.785 
0.985 
0.686 
1.021 
0.732 
0.490 
0.477 
0.599 
0.435 
0.629 
0.742 
0.243 
0.407 
0.000 
0.091 
0.949 
0.000 
0.186 
0.739 
0.233 
0.257 
0.174 
2.921 
0.295 
0.771 
0.439 
1.030 
0.461 
0.000 
0.416 
0.908 
0.309 
0.083 
2.562 
0.933 
2.254 
0.527 
0.465 
1.743 
0.823 
0.340 
1.268 
1.682 
0.165 
0.003 
1.655 
11.430 
22.164 
9.992 
5.954 
4.197 
9.336 
2.653 
34.740 
19.470 
50.067 
42.271 
18.035 
10.181 
26.591 
19.710 
1.131 
2.753 
19.233 
0.748 
21.452 
120.762 
16.975 
86.385 
9.435 
13.571 
5.390 
13.471 
24.499 
7.245 
91.745 
2.500 
0.859 
12.868 
3.549 
1.174 
8.154 
3.403 
34.435 
21.826 
28.258 
7.821 
3.937 
11.895 
15.983 
10.911 
5.090 
7.163 
2.190 
6 
5 
4 
2 
5 
2 
6 
2 
7 
4 
5 
4 
4 
3 
5 
2 
3 
5 
8 
4 
2 
4 
6 
3 
5 
2 
2 
5 
I 
2 
2 
3 
2 
4 
3 
7 
3 
7 
7 
4 
4 
5 
6 
2 
2 
5 
% Diff 
0.000 
2.307 
0.000 
0.192 
0.117 
0.193 
0.392 
0.552 
0.106 
0.019 
0.000 
0.013 
0.067 
0.000 
0.000 
0.169 
0.000 
0.000 
0.025 
0.000 
0.132 
0.172 
0.008 
0.506 
0.031 
0.080 
0.000 
0.035 
0.240 
0.059 
0.010 
0.000 
0.063 
0.145 
0.009 
0.000 
0.038 
0.000 
0.000 
0.005 
0.000 
0.180 
0.002 
0.216 
0.000 
0.587 
0.230 
0.000 
0.049 
42.490 0.894 21.624 6.163 0.752 18.839 3.939 0.142 
Table 6.1: Compaction results 
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Figure 6.5a: Human generated marker 
Figure 6.5b: After compaction algorithm 
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Chapter 7: Rotational Compaction 
7.1 Introduction 
From a local optimum (global optimum of Compact ml), the efticiency cannot be 
improved by translation alone, unless the polygons are moved by more than the distance 
D. One way of improving the efticiency further is by rotating polygons. 
Figure 7.1 shows a marker which has been compacted via Compact mi. This marker 
cannot be improved by polygons translations. If the polygon with the arrow on it is 
allowed to change orientation (see Figure 7 .2), then the marker efficiency can be 
improved by 0.3%. 
Figure 7.1: Before rotation 
Figure 7.2: After rotation 
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This chapter extends the model of the previous chapter to allow polygons to change 
orientation. No references have been found on compacting a marker by rotating 
polygons. 
7.2 Rotational Compaction Model 
Each polygon in a marker has its own set of possible rotations. The possible rotations 
are 0°, 90°, 180°, 270°. A polygon may also be flipped in the x or y plane. This gives up 
to eight different orientations for any given polygon. The compaction model is relaxed 
to let some polygons change orientation. This chapter presents a model, Rotate ml, 
which extends model Compact ml to allow rotations. Variables and parameters are the 
same as in chapters 5 and 6 unless stated. 
7.2.1 New Parameters 
Axiljsr The x-coordinate of the start point of edge tin fixed CFSR k ofNFP[i, j] when 
polygon i is in orientation rand polygonj is in orientations. 
Ayiryst =They-coordinate of the start point of edge tin fixed CFSR k ofNFP[i, j] when 
polygon i is in orientation rand polygonj is in orientations. 
Bx;ryst =The x-coordinate of the end point of edge tin fixed CFSR k ofNFP[i, j] when 
polygon i is in orientation rand polygonj is in orientations. 
Byiljst They-coordinate of the end point of edge t in fixed CFSR k ofNFP[i, j] when 
polygon i is in orientation rand polygonj is in orientations. 
H;,. =The height of polygon i in orientation r. 
L;,. = The length of polygon i in orientation r. 
Ml;,. Min(ry/ + D, W -H;,.) + H;r W 
M2;,. Min(rx;* + D, mt* Li,.) + L;,.- mz*, where mt* is the starting length of the marker. 
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lvf3 iljst = A large number. 
If (BXiljst- Axiryst) 2:: 0 And (Ayiljst- Byiryst) 2:: 0 Then 
M3iljst= IABi,jstiG + (BXbjst-AXirjst) (Min(ry/ + D,W-Hj,.)- Max(ry/ -D,O) 
+ (Ayijkt- Byijkt) (Min(rx/ + D, mz*- Ljr)- Max(rx/- D, 0) 
If (BXirjst- Axiljst) 2:: 0 And (Ayiljst- Byi,jst) :S 0 Then 
lvf3iljst= IABirystiG + (BXirjst-AXiljst) (Min(ry/ + D,W-Hj,.)- Max(ry/ -D,O) 
+ (AYifkt- Byifkt) (Min(rx/ + D, mf*- Lir) - Max(rx/- D, 0) 
- Ayirjst BXirjst + AXirjst Byirjst· 
If (Bxiljst - Axiljst) :S 0 And (AYirjst - Byiljst) 2:: 0 Then 
M3iryst= IABirjstiG + (Bxiljst-AXi,jst) (Min(ry/ + D,W-n,.)- Max(ry/ -D,O) 
+ (Ayijkt- Byijkt) (Min(rx/ + D, mt*- Ljr)- Max(rx/- D, 0) 
If (Bxiljst- Axiryst) :S 0 And (Ayiljst- Byiryst) :S 0 Then 
lv13iljst= IABirystl G + (BXiljst-AXiljst) (Min(ryi * + D, W-Hir) - Max(ryj * -D,O) 
+ (Ayifkt- Byifkt) (Min(rx/ + D, mf*- Lil)- Max(rx/- D, 0) 
7 .2.2 New Variables 
nr = 1 if polygon i is in orientation r; otherwise 0. 
7 .2.3 Rotate ml 
The problem is formulated as the following linear mixed integer programming model, 
Rotate ml: 
Minimise ml 
subject to 
1Jli + Hir- W :S Mlir(l- n,), for all i,r, 
rxi + Lir- ml:::; M2ir(l - n,.), for all i, 
(5.1) 
(7.1) 
(7.2) 
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Lrrir = 1 , for all i, (7.3) 
+ M3il:ist(1- rtr) + M3trJstC1-ljs) 2: !ABil:ist! G, for all i,j,r,s,t,j > i, (7.4) 
rx1 rxt + dxt, for all i ( 6.1) 
lYt = ryt + dy1, for all i 
-D::; dy1::; D, for all i 
-D::; dy1 :5 D, for all i 
rx1 2: 0, lYt 2: 0, for all i, 
rtr E {0, 1}, foralli, r. 
7 .2.4 Explanation of Constraints 
(6.2) 
(6.3) 
(6.4) 
(5.8) 
(7.5) 
(7.1, 7.2) These constraints are the equivalent of(5.2) and (5.3) from model Global ml. 
Mh and M21r are sized such that these constraints are loose if r;,. = 0. 
(7.3) This constrains a polygon to be in exactly one orientation. 
(7.4) This constrains a reference point rs to lie in the appropriate CFSR for polygon i 
in orientation r, and polygon) in orientations, if r 1r and rj, = 1. The constraint is 
loose if rtr or f}s 0. 
7.3 Rotation Algorithm 
The solution time for the above model depends on the number of polygons that can 
rotate, and the number of different orientations each polygon can have. For industrial 
sized markers, even rotating a few polygons at once is time consuming. For example, if 
two rotating polygons are in each other's local neighbourhood, up to 64 NFPs need to 
be calculated (8 different orientations for each polygon). Because in practice there are 
time constraints on creating a marker, a rotation algorithm has been developed. 
Solving the rotation model with only one polygon rotating takes little more time than 
solving the compaction model for the same marker. In this case, Rotate ml will have at 
most 8 binary variables. The rotation algorithm attempts to rotate each polygon one at a 
time in a specific order (the rotation list) until no further improvement can be made. 
The order of the rotation list is based on finding polygons which, when moved, change 
the objective function the most (see section 7.3.1). We want to rotate these polygons 
first because as the efficiency of the marker improves there is less room for a polygon to 
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move around (and therefore it is less likely that a polygon can change orientation while 
keeping the marker feasible). 
7.3.1 A Polygon's Effect on the Objective Function 
The effect of polygon i on the objective function is measured by the sum of the dual 
prices on the constraints of type 7.1, 7.2, and 7.4 for polygon i. 
Figure 7.3 shows polygons A and Bin a marker after the completion of the compaction 
algorithm. 
Figure 7.3 
Figure 7.4 shows a close up of polygon A, and its surrounding polygons (C, D, E, F, G). 
Constraints are dotted if the dual price is zero. Ofthe constraints oftype 7.4 for polygon 
A, only the ones involving polygon C and polygon G have a non-zero dual price. 
Although the constraint of type 7.1 is binding, the dual price on that constraint is zero. 
Figure 7.4: Effect ofpolygonA 
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The effect of polygon A on the objective function is then the sum of the dual prices on 
the constraints oftype 7.4 for AIC, and A/G. 
Figure 7.5 shows a close up of polygon B, and its surrounding polygons (H, I, J). All 
constraints of type 7.4 for polygon B have a dual price of zero. The dual price on the 
constraint of type 7.1 for polygon B is also zero. The effect of polygon B on the 
objective function is then zero. This is obvious, as polygon B is fi·ee to move without 
touching any of its neighbouring polygons or cloth boundaries. 
J I 
• ~ 
Figure 7.5: Effect ofpolygonB 
The rotation list is then sorted from the polygon with the highest effect to the polygon 
with the lowest effect. Once the rotation list has been found, each polygon in the list is 
rotated via the rotation model until a rotation differing from a polygon's original 
rotation is found. The compaction algorithm is then applied, a new rotation list is 
created, and the process repeats until an entire rotation list is completed with no new 
rotations. Pseudo-code 7.1 gives the rotation algorithm. 
Start: 
Create RotationList 
0 
Loop{ 
} 
CurrOrientation = RotationList[ i]. Orientation 
Solve Rotate ml, with RotationList[i] rotatable 
If CurrOrientation i- RotationList[i].Orientation Then 
GoTo Start 
Else 
i = i + 1 
If i > NumberOjPolygons Then Exit Algorithm 
End If 
Pseudo-code 7.1 
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After completion of the rotation algorithm, a marker cannot be improved by 
simultaneously translating polygons, or by changing the orientation of any one polygon. 
7.4 Numerical Results 
The algorithm in this chapter has been tested on the same set of data as used in chapter 
6, after completion of the compaction algorithm. Table 7.1 gives the results of the 
rotation algorithm, in which a maximum of I 0 minutes was used. The table also 
compares generating a rotation order based on dual prices, and a randomly generated 
rotation order. 
The average percentage improvement in efficiency for the rotation algorithm (after 
compaction) was 0.624%. All markers could be compacted in a practical amount of 
time. 
The "% Diff' compares the two methods of sorting the rotation list. The dual price 
sorted list outperforms the randomly sorted list by over 0.2%. 
Figures 7.6a and 7.6b and 7.6c show a marker (VAJ AB C=0220 1) before any 
algorithm, after the compaction algorithm, and after the rotation algorithm. 
7.5 Conclusion 
This chapter has given a model, Rotate ml, which is a relaxation of Compact ml (see 
Chapter 6). Rotate ml allows n polygons to change orientation, whilst a series of 
simultaneous translations are applied to each polygon in a pre-generated marker, in an 
attempt to decrease the length of the marker. The rotation algorithm applies iterations of 
Rotate ml (n= 1 ), such that when the algorithm is fmished, the marker cannot be 
improved by translation or a change in orientation of any one polygon. 
The rotation algorithm increased marker efficiency by an average of 0.624% on 50 
industrial markers (markers already compacted by the compaction algorithm). When 
combined with the compaction algorithm, marker efficiency is increased by 1.518% on 
the 50 industrial markers. 
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AMP2A=0220BC=0440 131 1 
AMP2 A=0220 BC=0440 131 2 
ASX2 83 ABCDEF=3 * 1 
ASX2 83 ABCDEF=3 * 2 
A SX2 83 ABCDEF=3 * 3 
ASX2 83 ABCDEF=3 * 4 
A TV2 ABD=6 C=3 * 
CLA2WA=6* 
CYC2 ABCDE=IO * I 
CYC2 ABCDE= 10 * 2 
DYN02 82 ABC=20 * 
EXP2 STD ABCDE=6 1 
EXP2 STD ABCDE=6 2 
EXP2 STD ABCDE=6 3 
FAN2 ABCDE=6183 * 
FAN2 ABCDE-~6183 * 2 
FAN2 ABCDE=6 183 * 3 
FAN2 ABCDE=6 183 * 4 
FAN2 ABCDE=6 183 * 5 
FAN2 ABCDE=6 183 * 6 
GAU2 ABC=053 
GEC2 81 AB=IO C=5 D=8 183 1 
GEC2 81 AB=IO C=5 D=8 183 2 
GEN2 83 ABD=6 C=3 1 
GEN2 83 ABD=6 C=3 2 
HDP2 ABD=6 C=3 * I 
HDP2 ABD=6 C=3 * 2 
HDP2 ABD=6 C=3 * 3 
KOA2 STD ABEF=6 CD=3 * l 
KOA2 STD ABEF=6 CD=3 * 2 
KOA2 STD ABEF=6 CD=3 * 3 
KOA2 STD ABEF=6 CD=3 * 4 
MCT2ABD=llll 
MCT2 ABD=II1 2 
STL2 AB=l CD=2 E=6 * l 
STL2 AB=1 CD=2 E=6 * 2 
STRl ABC=1221 1 
STR2 ABC=1221 2 
STR2 ABC=1221 3 
TUA2 Sl AB=6 183 1 
TUA2 81 AB=6 183 2 
VAJ ABC=2220 1 
VAJ ABC=2220 2 
ZEN2 ABCDE=122 1 
ZEN2 ABCDE=122 2 
ZEN2 ABCDE=122 3 
ZEN2 ABCDE=122 4 
ZEN2 ABCDE=l22 5 
ZOD2 ABCD=1221 1 
Average 
Pieces 
52 
24 
21 
69 
57 
24 
48 
24 
60 
80 
100 
84 
42 
60 
36 
66 
21 
12 
24 
24 
64 
120 
45 
138 
48 
48 
12 
24 
60 
33 
72 
24 
12 
42 
17 
8 
18 
6 
48 
42 
48 
24 
12 
35 
35 
45 
40 
10 
24 
42.49 
Dual Priced Sorted 
%Imp Time (s) 
0.00 290.5 
0.03 62.4 
0.99 
0.25 
0.03 
0.00 
0.77 
0.88 
0.11 
0.26 
0.20 
0.25 
0.83 
0.01 
0.04 
0.16 
0.00 
0.03 
0.09 
0.20 
0.30 
o.oz 
0.92 
0.02 
0.05 
0.14 
0.15 
0.54 
0.00 
1.71 
0.43 
1.26 
0.98 
0.00 
0.00 
0.00 
1.38 
0.00 
2.10 
0.09 
0.16 
3.93 
4.73 
1.85 
2.20 
0.31 
0.11 
1.95 
0.08 
0.62 
450.9 
467.3 
261.2 
66.6 
146.0 
28.8 
600.0 
600.0 
600.0 
600.0 
341.9 
423.5 
200.0 
402.0 
102.3 
73.5 
180.6 
58.6 
488.3 
600.0 
600.0 
600.0 
600.0 
600.0 
99.1 
305.5 
207.9 
470.4 
600.0 
35.1 
18.3 
116.8 
29.0 
4.9 
53.6 
10.6 
324.4 
204.2 
600.0 
98.9 
42.2 
189.0 
194.6 
100.3 
98.6 
32.6 
19.0 
271.4 
Randomly Sorted 
%Imp Time (s) 
0.00 207.5 
O.G3 66.6 
0.24 
0.30 
O.D3 
0.00 
0.59 
0.09 
0.06 
0.00 
0.39 
0.08 
0.83 
0.00 
0.00 
0.13 
0.00 
0.09 
0.09 
0.00 
0.31 
0.01 
0.92 
0.00 
0.04 
0.13 
0.15 
0.51 
0.00 
1.22 
0.42 
0.36 
0.64 
0.03 
0.00 
0.00 
1.31 
0.00 
0.92 
0.19 
O.o7 
3.22 
3.61 
0.68 
1.48 
0.50 
O.ll 
0.68 
0.04 
0.42 
378.4 
486.1 
316.1 
62.1 
150.6 
21.5 
600.0 
600.0 
600.0 
600.0 
310.8 
202.5 
52.7 
357.0 
112.4 
89.7 
104.9 
48.6 
407.7 
600.0 
600.0 
600.0 
600.0 
600.0 
97.9 
250.2 
243.1 
327.7 
600.0 
32.9 
15.4 
150.1 
25.7 
4.9 
50.1 
10.6 
245.6 
124.6 
600.0 
50.3 
54.3 
248.5 
134.9 
111.7 
123.8 
28.7 
21.7 
251.6 
Table 7.1: Rotation algorithm results 
% Diff 
0.00 
0.00 
0.75 
-0.05 
0.00 
0.00 
0.19 
0.79 
0.05 
0.26 
-0.19 
0.17 
0.00 
0.01 
0.04 
0.04 
0.00 
-0.07 
0.00 
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0.20 
-0.01 
O.ot 
0.00 
0.02 
0.01 
0.01 
0.00 
0.03 
0.00 
0.49 
0.01 
0.90 
0.34 
-0.02 
0.00 
0.00 
0.07 
0.00 
1.18 
-0.10 
0.08 
0.71 
1.12 
1.17 
0.72 
-0.19 
-0.01 
1.27 
0.04 
0.21 
Figure 7.6a: Human generated marker 
Figure 7.6b: After compaction algorithm 
Figure 7.6c: After rotation algorithm 
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Chapter 8: Application 
8.1 Introduction 
The work in this thesis has been sponsored by a small Christchurch clothing 
manufacturer. A Windows application (programmed in C++) has been developed that 
can read data from their marker-making system. Compaction or rotation algorithms can 
then be performed on the markers and fed back into their system. 
Figure 8.1 : Screenshot of compaction software 
8.2 Human Intervention 
In practice, the compaction and rotation algorithms have been found to have other uses. 
For many markers with overlapping polygons, the compaction algorithm can separate 
the polygons without decreasing the efficiency of the marker. This can greatly speed up 
the marker making process by allowing human operators to roughly generate a marker, 
and then let the compaction algorithm remove overlaps, and compact the marker. 
An operator can also quickly make changes to a marker that would otherwise be time 
consuming. For example, say an operator wishes to change the positions of polygons A, 
B, C, and D (Figure 8.2). A change of positions is not possible without also rearranging 
other polygons (Figure 8.3). However, after an application of the compaction algorithm, 
the overlaps are quickly removed (Figure 8.4), and the resulting efficiency of the marker 
in Figure 8.4 is 0.86% greater than that ofthe marker in Figure 8.2. 
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Figure 8.2: Before moving polygons 
Figure 8.3 : After moving polygons 
Figure 8.4: After compaction algorithm 
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In addition, bolts of cloth are often up to 1 Ocm wider than a marker was made for, and 
the compaction and rotation algorithms can quickly adjust a marker to use this extra 
cloth area that would otherwise go unused. 
8.3 Other Functions 
The software can also perform functions other than compaction and rotational 
compaction. For example, an operator may wish to translate a polygon i as far as 
possible in a directions without overlap (see Figure 8.5). 
Figure 8.5: Translating polygon i 
By changing the objective function (6.1) from Minimise ml to 
Maximise -dxt, (8.1) 
and constraining the deviation (dx1, dyt) from the original polygon position (rx*1, ry*1) to 
be in the directions by the following constraints 
dyi dy*i = s (dxi- dx*1), 
dyi 2:0, 
dxt:SO, 
(8.2) 
(8.3) 
(8.4) 
and constraining all other polygons to be stationary, we can maximise the movement of 
polygon i in directions. 
Note: Equations 8.3 and 8.4 guide the deviation in a left-and-upward direction, as 
opposed to a right-and-downward direction which would be possible without these two 
constraints. The objection function coefficient is negative because the horizontal 
component of s is negative. 
This model is easily modified to allow other polygons to translate in an attempt to 
translate polygon i further in directions. 
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Chapter 9: Conclusion and Future Work 
9.1 Conclusion 
This thesis has presented compaction and rotational compaction algorithms which can 
increase the efficiency of human generated markers significantly more than previously 
developed algorithms. Even a small efficiency improvement will result in large savings 
for industries in which the 2-dimensional cutting stock problem is important. The 
compaction and rotational compaction algorithms in the thesis have been able to 
improve human generated markers by over 1.5% on average. 
By developing a robust and efficient NFP algorithm, there is no restriction on the type 
and size of problems that can be solved. The algorithm has allowed all of the industrial 
data sets tested to be solved in a practical amount of time. It has also opened the 
possibility of developing improved compaction algorithms, such as one which accounts 
for fme rotations, which have been previously impractical due to time constraints. 
9.2 Future Work 
This thesis has created many options for future research in improving human generated 
markers. The remainder of this chapter summarises a few potential research avenues. 
9.2.1 Multiple Orientation Changes 
After completion of the rotational compaction algorithm of chapter 7, a marker cannot 
be improved by simultaneously translating polygons or by changing the orientation of 
any one polygon. It may, however, be improved by changing of orientation of two or 
more polygons at once. The main problem with this is determining which combination 
of polygons should be rotated, and the time taken to calculate the possibly large amount 
of extra NFPs. 
9.2.2 Switching of Polygons 
A switch in position of two or more polygons could also result in a gain in efficiency. 
Again, choosing which combination of polygons to switch would be a problem. 
In the clothing industry, often markers contain patterns of differing size (for example, S, 
M, L, and XL). If it was found that moving say an XL polygon would improve the 
efficiency of a marker, then this XL polygon could be switched with a smaller polygon 
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of the same pattern type. The smaller polygon would be selected such that replacing it 
with an XL polygon would not decrease the efficiency of the marker. This could be 
done by solving a modified version of Compact ml, with the objective of fmd:ing the 
smaller polygon with the maximum distance G between itself and neighbouring 
polygons, such that the efficiency of the marker remains constant. If G is large enough 
to accommodate the additional size of the XL polygon, then a switch could be made. 
This could also be done with similarly shaped polygons. 
9.2.3 Hole Finding 
Often after the compaction or rotation algorithms, "holes" are created in the marker 
which could be filled by polygons whose current position is affecting the efficiency of 
the marker. Holes for a specific polygon P can easily (yet not so efficiently) be found by 
computing the union U of all NFPs[P, S] for the setS of remaining polygons. Any area 
of the marker which is not a part of U is a location for the reference point of P such that 
no overlap will occur with any other polygon. However, this method does not account 
for the slight movements that each polygon may be able to have without decreasing the 
efficiency of the maker, once P has been removed from its current location. 
9.2.4 Fine Rotation 
Another area for research is in fine rotation of polygons to improve the marker 
efficiency. Heckmann et al [33] use a simulated annealing algorithm for fine rotation of 
individual polygons, which has compacted markers by an average of 0.5%. This could 
be greatly improved, if a method for simultaneous fine rotation of polygons was 
developed. 
9.2.5 Faster NFP Calculation 
Even though this thesis has presented a robust method for calculating NFPs in a 
practical amount of time, NFP calculation still often takes the majority of time for the 
compaction and rotation algorithms. 
Perhaps a hybrid method combining the slope based teclmiques presented in this thesis 
with a decomposition technique such as Lo Valvo [ 45] would be able to calculate 
significantly faster NFPs. 
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Appendix A: NFP Data 
The following data is a set of 8 ordered lists of points in the form (x, y). Each ordered 
list of points represents a polygon. 
Polygon 1: 
29.716, 0 
59.432, 0.33 
59.407, 3.022 
59.331, 10.794 
59.305, 11.353 
59.305, 11.988 
59.28 , 12.648 
59.254, 13.385 
59.229, 14.147 
59.204, 15.01 
59.178, 15.899 
59.127, 16.839 
59.077, 17.855 
59.051 , 18.465 
57.832, 18.414 
56.664, 18.312 
55.495 , I 8.185 
Polygon 2: 
5.638, 0 
6.959, 0 
8.33 I , 0.05 
9.753, 0.127 
I 1.251 , 0.254 
11.429 , 1.04 I 
11.582, 1.854 
11.759, 2.666 
11.937, 3.504 
12.14, 4.343 
12.318,5.181 
Polygon 3: 
0.685, 0 
9.6, 0.025 
10.007 , 0.025 
11.53, 0 
11.53 , 8.077 
0.177, 8.077 
Polygon 4: 
12.801,0 
13.969, 0 
15.264 , 0.025 
16.661,0.051 
18.185,0.101 
19.81,0.152 
21.538, 0.203 
23.392, 0.279 
24.052 , 0.33 
23.976, 0.965 
23.442, 5.689 
23.442 , 6.095 
23.976 , I 0.845 
24.052 , 11.48 
23.392, 11.505 
54.353 , I 8.058 
53.235 , I 7.855 
52.143 , 17.652 
51.076, 17.398 
50.035,17.118 
49.019, 16.788 
48.638 , 16.661 
47.165, 16.229 
45.565, 15.823 
43.787, 15.468 
41.857, 15.163 
39.799, 14.909 
37.564, 14.68 
35.177, 14.502 
32.662, 14.401 
29.97, 14.299 
29.564, 14.299 
12.547,6.044 
12.75, 6.908 
12.978,7.771 
13.131,8.203 
14.096, 12.546 
I 4.934 , 16.839 
15.696,21.08 
16.356, 25.245 
16.89, 29.36 
17.347, 33.424 
17.677, 37.411 
0.177, 7.772 
0.152, 7.594 
0.152, 7.391 
0.127, 7.162 
0.076 , 6.654 
0.025 , 6.375 
21.538, 11.581 
19.81,11.658 
18.185, 11.708 
16.661, I 1.759 
15.264, 11.784 
I 1.734, 11.784 
10.794, 11.759 
10.388, 11.759 
I 0.007 , 11.784 
9.194, 11.784 
8.737, 11.759 
7.772, I 1.708 
7.238,11.658 
6.705 , 11.632 
6.121 , 11.556 
26.872, 14.401 
24.357' 14.553 
21.97, 14.731 
19.735, 14.96 
17.678, 15.239 
15.747, 15.569 
13.995, 15.925 
12.369, 16.331 
10.922, 16.788 
10.541, 16.915 
9.525, I 7.245 
8.483 , 17.525 
7.417, 17.779 
6.325 , 18.007 
5.207, 18.211 
4.064, I 8.363 
2.896' 18.49 
17.931 , 41.348 
18.084, 45.208 
18.084,45.615 
17.931 , 55.418 
9.702, 55.571 
9.626, 53.285 
9.626 , 52.879 
9.524, 48.383 
8.864, 42.567 
8.102, 36.878 
7.264, 31.316 
0, 6.07 
0.279, 5.791 
0.508, 5.41 
0.685 , 4.927 
0.838 , 4.369 
0.889, 3.683 
5.562 , 11.505 
5.003 , I 1.429 
4.419, I 1.353 
3.2, 11.099 
2.565 , 10.946 
1.93, 10.769 
1.27 , I 0.565 
0.584, 10.362 
0, 10.235 
0.025 , 9.753 
0.025 , 2.057 
0, 1.574 
0.584 , 1.44 7 
1.27, 1.219 
1.93, 1.016 
1.727, 18.591 
0.508, 18.642 
0.483, 18.033 
0.432, I 7.042 
0.381, 16.077 
0.331, 15.188 
0.305 , I 4.35 
0.254, 13.563 
0.229, 12.826 
0.204,12.166 
0.204 , 11.556 
0.178, 10.997 
0.051 , 3.2 
0, 0.508 
6.299, 25.88 
5.232, 20.597 
4.089, 15.416 
2.819, 10.362 
1.448, 5.46 
0, 0.685 
0.991 , 0.457 
2.057 , 0.279 
3.2, 0.127 
4.394, 0.05 
0.914, 2.895 
0.889, 2.032 
0.812, 1.067 
3.2, 0.711 
3.81, 0.558 
4.419 , 0.457 
5.003 , 0.355 
5.562, 0.279 
6.121,0.228 
6.705, 0.178 
7.772, 0.076 
8.737, 0.025 
10.007,0.025 
10.388,0.051 
10.794,0.051 
11.734, 0.025 
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Polygon 5: 
53.184,0 28.649, 19.81 0,11.784 23.57 '8.229 
53.514' 0.508 28.141 , 20.242 0.635' 11.632 23.824, 8.279 
53.844, 1.752 27.71 , 20.75 2.438, 11.175 23.925, 8.305 
54.327, 3.124 27.329 , 21.309 4.14' 10.768 24.56 , 8.432 
53.997 ' 3.606 27.049,21.918 5.715' 10.387 25.754 , 8.838 
53.667' 4.114 26.516, 2L639 7.188' 10.057 26.872 '9.194 
52.956 ' 5.079 25.424 '20.928 8.559, 9.752 27.913 '9.473 
51.813' 6.527 24.408 '20.318 9.829, 9.473 28.853 '9.727 
51,7.441 23.392, 19.734 10.972,9.244 29.691 '9.93 
50.72, 7.746 22.452, 19.226 12.014,9.041 30.478, 10.083 
49.298,9.016 2 L538 , 18.794 12.953 ' 8.889 3l.l64, 10.184 
47.825 , 10.235 20.649 , 18.439 13.334 , 8. 787 31.748, 10.235 
46.327 , 11.378 19.811 '18.134 14.096' 8.635 32.256 , 10.235 
44.752' 12.495 19.024' 17.88 14.503, 8.533 32.586, I 0.26 
43.126' 13.537 18.262, 17.727 14.96, 8.457 33.424, I 0.286 
41.476' 14.553 13.334, 17.727 15.417,8.406 34.339 , I 0.21 
39.748, 15.492 11.963 ' 18.032 15.925 , 8.33 35.304, 10.032 
37.996' 16.381 10.642 ' 18.312 16.458 , 8.254 36.37' 9.778 
36.167, 17.22 9.398' 18.591 16.992 ' 8.203 37.488 '9.448 
35.812' 17.397 8.204 ' 18.845 17.576,8.152 38.682, 8.991 
35.405 ' 17.575 7.086, 19.074 17.931,8.127 39.952 ' 8.457 
35.024' 17.753 6.02' 19.277 18.693 ' 8.07 6 41.298 '7.848 
34.618' 17.931 5.029' 19.48 19.1 , 8.076 42.72, 7.136 
34.212 ' 18.083 4.089' 19.658 19.481 , 8.051 42.974, 6.959 
33.831 ' 18.21 3.226' 19.81 21.132' 8.051 43.838 '6.4 
33.424' 18.337 2.616' 19.886 21.538,8.102 44.777 '5.79 
32.612, 18.54 2.515' 19.328 21.767 '8.102 45.768,5.13 
32.205' 18.616 2.438' 19.048 22.173 , 8.152 46.835 '4.393 
31.367' 18.718 2.134' 18.134 22.401 '8.152 47.977, 3.631 
30.58' 18.896 1.88, 17.474 22.605 ' 8.178 49.171,2.793 
29.869, 19.15 1.727' 17.143 23.036, 8.178 50.441 ' 1.93 
29.208, 19.455 0.203 '12.394 23.443 '8.229 51.787 , 0.99 
Polygon 6: 
9.245, 0 13.41,9.956 13.156 '30.453 2.21 ' 32.281 
9.778 '0.432 14.198' 10.49 13.359 '31.723 1.6' 29.894 
9.778, 1.016 15.112, 10.972 13.512 , 32.865 1.067, 27.71 
9.804' 1.6 14.502, 12.191 13.639, 33.907 0.635, 25.779 
9.905 '2.667 13.944' 13.385 13.715,34.847 0.33 ' 24.052 
9.956' 3.175 13.461 ' 14.528 13.74 '35.685 0.127 '22.579 
10.032' 3.658 13.029, 15.62 12.75 '35.761 0,21.309 
10.134,4.115 12.674' 16.661 11.734, 35.888 0 '20.268 
I 0.235 , 4.521 12.369, 17.652 10.667 , 36,04 0.229' 17.931 
10.337' 4.953 12.14' 18.617 9.601 '36.218 0.66, 15.62 
10.489' 5.791 11.963 , 19.531 8.483 , 36.447 1.295' 13.309 
10.743' 6.604 11.861 , 20.395 7.365 ' 36.726 2.108' 11.048 
11.099 ' 7.366 11.861 '24.306 6.197, 37.005 3.149' 8.788 
11.531 , 8.077 12.242 , 26.008 5.003 '37.361 4.368 , 6.553 
12.064' 8.737 12.598 '27.583 3.784 '37.742 5.791 '4.343 
12.674' 9.372 12.902,29.081 2.946 , 34.897 7.416 '2.159 
Polygon 7: 
12.039' 0 9.651 , 36.294 3.124 '32.078 2.515, 10.947 
12.877' 2.87 8.026' 38.682 2.489,31.418 2.21 '9.245 
13.588' 5.562 6.172, 41.069 1.753 '30.834 1.956 '7.696 
14.223 ' 8.051 5.639 '40,663 0.914 '30.275 1.753, 6.274 
14.731' 10.337 5.613 '40.053 0, 29.767 1.6' 5.004 
15.112,12.445 5.562, 39.444 0.61 , 28.395 1.473 , 3.886 
15.417' 14.376 5.512 '38.885 1.168 '27.049 1.397 '2.896 
15.595' 16.103 5.359 '37.818 1.651 , 25.779 1.372 '2.057 
15.671 ' 17.627 5.283 '37.336 2.083 , 24.535 2.515, 1.981 
15.645' 18.947 5.181 '36.853 2.438 '23.367 3.657 ' 1.854 
15.391 '21.487 5.054 '36.421 2.743 '22.224 4.826 ' I. 702 
14.934, 24.001 4.953 '35.989 2.972 '21.157 5.994 ' 1.524 
14.274 '26.516 4.775 '35.126 3.149,20.141 7.188, 1.295 
13.41 '28.98 4.496 '34.288 3.251 '19.176 8.382' 1.016 
12.369 ' 31.443 4.14, 33.5 3.251, 14.757 9.601,0.711 
11.125, 33.881 3.683 '32.764 2.87' 12.775 10.82 '0.381 
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Polygon 8: 
1.143 '0 
2.566 '0.965 
3.912' 1.905 
5.182 '2.793 
6.375 '3.606 
7.518 '4.394 
8.585 '5.105 
9.575, 5.79 
10.515, 6.4 
11.3 79' 6.959 
I 1.633, 7. Ill 
13.055, 7.822 
14.401, 8.457 
15.671 '8.991 
16.865 '9.422 
17.982' 9.778 
19.024, 10.032 
20.014,10.184 
20.928' 10.261 
21.767, 10.235 
22.605 , 10.235 
23.189, 10.159 
23.875, 10.057 
24.637, 9.93 
25.5, 9.727 
26.44 , 9.473 
27.456,9.168 
28.573, 8.838 
29.792, 8.432 
30.173 , 8.356 
30.275, 8.33 
30.91 , 8.203 
31.291,8.178 
31.52 '8.178 
31.748, 8.152 
31.951,8.152 
32.18, 8.127 
32.383 '8.127 
33.196' 8.025 
34.466 ' 8.025 
34.872, 8.051 
35.253 , 8.051 
35.659 , 8.076 
36.04, 8.102 
36.396 '8.102 
36.777 '8.127 
37.361 , 8.203 
38.428 '8.305 
39.393 '8.457 
40.257 '8.61 
40.637 , 8.686 
40.993 , 8.787 
41.399 ' 8.864 
42.339,9.041 
43.381 '9.219 
44.523 , 9.473 
45.793 , 9.727 
47.165' 10.032 
48.638, 10.388 
50.213 ' 10.743 
51.914, 11.175 
53.718' 11.607 
54.353, 11.759 
54.149' 12.369 
52.625, 17.118 
52.473 , 17.474 
52.346 , 17.804 
52.194' 18.109 
52.092 ' 18.439 
51.965, 18.744 
51.864' 19.023 
51.762, 19.328 
51.686 , 19.607 
51.584, 19.861 
51, 19.785 
50.568, 19.709 
50.1 II , 19.632 
49.654' 19.531 
49.171 , 19.429 
48.155, 19.226 
47.622' 19.124 
47.063 '18.997 
46.479' 18.896 
46.098 , 18.845 
45.59, 18.718 
44.574' 18.515 
43.457 ' 18.261 
42.873 '18.134 
42.263 ' 18.007 
41.628' 17.855 
40.993 , 17.728 
36.091 '17.702 
35.329, 17.88 
34.542 , 18.109 
33.704, 18.413 
32.815, 18.794 
31.901 '19.226 
30.935' 19.734 
29.945 , 20.293 
28.904 '20.928 
27.837 '21.639 
27.303 '21.893 
26.999 '21.283 
26.643 , 20.725 
26.211 '20.217 
25.703, 19.785 
25.119' 19.404 
24.484' 19.099 
23 '773 ' 18.845 
22.986 , 18.667 
22.122' 18.515 
21.716' 18.464 
21.309, 18.388 
20.903' 18.286 
20.497, 18.159 
20.065 ' 18.032 
19.659 ' 17.855 
19.227' 17.702 
18.795 , 17.499 
18.363' 17.27 
18.008' 17.093 
16.103,16.28 
14.249' 15.391 
12.496, 14.451 
10.82' 13.461 
9.22' 12.419 
7.721 , 11.327 
6.274' 10.184 
4.902 ' 8.991 
3.607, 7.746 
3.353 '7.441 
2.94 7 ' 6. 984 
2.54 '6.502 
2.134 '6.044 
1.753, 5.562 
1.042 '4.597 
0.686 '4.089 
0.331 , 3.606 
0' 3.098 
0.508' 1.752 
0.83 8 , 0.482 
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Appendix B: Global Data 
W= 155 for all problems. The data is for the polygon used in the testing of Global mi. 
The data is an ordered lists of points, (rx, ry). 
50.795' 0 
76.193' 17.779 
58.414' 55.875 
38.096' 55.875 
0, 30.477 
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Appendix C: VAJ AB C=0220 1 Data 
The data below is a set of24 ordered lists of points in the form (x, y). Each ordered list 
ofpoints represents a polygon in VAJ AB C=0220 1. W= 141, and the original length is 
132.12. 
Polygon 1: 
13.1307 '0 
21.1818,0 
24.1026 '0.0253979 
27.1503 '0.0761937 
29.2584 '0.0761937 
29.6393 '0.0761937 
49.0687 '0 
49.1703 '0.83813 
49.2465 ' 1.65086 
49.3227 '2.4382 
49.4243 '3.96207 
49.4751 '4.69861 
49.5005 '5.40975 
49.5005 '6.78124 
49.5513 '7.36539 
49.6275 '8.00033 
Polygon 2: 
2.00643 ' 12.9021 
7.79715' 12.9021 
9.6258 ' 12.9275 
11.429' 12.9783 
13.1815' 13.0291 
14.9086' 13.0799 
16.5848' 13.1815 
16.9658' 13.1815 
17.2452' 13.1815 
17.3 722 , 13 .2069 
18.0071 '13.2069 
18.1595 '13.2323 
18.3373 ' 13.2323 
18.7436 ' 13.2577 
21.9184' 13.4!01 
Polygon 3: 
45.8178 '25.982 
45.9194 '26.744 
46.021 '27.5313 
46.1226 '28.2678 
46.1988 '29.0044 
46.2749 '29.7155 
46.3257 '30.4267 
46.3511 '31.087 
46.4019,31.7474 
46.4273 '32.4077 
46.4781 , 32.9665 
46.5543 '33.5506 
46.6813 ' 34.1602 
46.8337 '34.8205 
47.0115 '35.5062 
47.2401 '36.192 
4 7.494 ' 36.9285 
49.7545' 8.63528 
49.8814' 9.32102 
50.0592 ' !0.0322 
50.2878' 10.7687 
50.5418 ' 11.5306 
50.8212 ' 12.3434 
51.1259' 13.1815 
51.2021 ' 13.6641 
48.7131 '13.5879 
46.3511 '13.5117 
44.0653' 13.4355 
41.8811 '13.3593 
39.7731 '13.2831 
37.7921 '13.2069 
35.9126' 13.1307 
34.1094' 13.0291 
25.0169' 13.5625 
28.0139' 13.7657 
30.9346' 13.9688 
33.7538' 14.1974 
36.4968' 14.4514 
39.1381 '14.7054 
41.7033' 14.9848 
44.1923' 15.2895 
44.5733' 15.3657 
45.1574' 15.5435 
43.405 '20.9279 
43.278 '21.3088 
42.8208 , 22.6803 
42.7192 '23.0613 
42.2113 , 24.6106 
47.7734 '37.6905 
48.1036,38.4778 
48.1798,38.935 
45.9194' 38.935 
43.7606 '38.9096 
41.6525 '38.8588 
39.5953 '38.808 
37.6397 '38.7572 
35.7348 '38.7064 
33.9316 '38.6302 
32.1791 '38.554 
30.4775 '38.4778 
30.0965 ' 3 8.4524 
29.6139' 38.4524 
29.4615 '38.427 
29.1314' 38.427 
28.9536,38.4016 
32.4077 , 12.9529 
32.0013 ' 12.9275 
31.8236' 12.9275 
31.6458 ' 12.9021 
31.2902' 12.9021 
31.1124' 12.8767 
30.7568' 12.8767 
30.5791 '12.8513 
30.4267 ' 12.8513 
30.0203 ' 12.8259 
26.7948' 12.6735 
20.3437' 12.2672 
17.1182' 12.0132 
13.8926' 11.7084 
10.6417' 11.4037 
7.41618' 11.0481 
41.7033 '24.4328 
41.4747 '24.4836 
39.6715 '24.5852 
37.7413 '24.6613 
35.7094 '24.7375 
33.6014 '24.8137 
31.3664 '24.8645 
29.0552 '24.8899 
26.617 '24.9153 
24.0772 ' 24.9153 
21.4612 '24.8899 
18.0579 '24.8137 
17.6515 '24.8137 
2.59058 , 25.220 I 
2.46359, 24.4836 
28.598 '38.4016 
28.1917,38.3762 
24.9915 '38.2238 
21.8422 , 3 8.046 
18.7436 '37.8428 
15.6705 '37.6143 
12.6227' 37.3603 
9.6512 '37.0555 
6.70504 '36.7507 
3.80968 '36.4206 
0.939722 '36.065 
0.558753 '35.9888 
0, 35.811 
1.80325 ' 30.1727 
1.93024 '29.7917 
2.4128 '28.344 
2.53979 '27.9631 
4.19065' 10.6417 
0.939722' 10.2353 
0.558753' 10.1592 
0 '9.98137 
1.90484 ' 4.08906 
2.00643' 3.70809 
2.51439' 2.18422 
2.64138' 1.80325 
3.17474' 0.0761937 
3.75889' 0.279377 
4.01287' 0.228581 
6.12089' 0.152387 
8.33051 '0.101592 
!0.6671 '0.0507958 
2.33661 '23.7724 
2.13342 '22.3501 
2.03183 ' 21.6898 
1.95564 ' 21.0294 
1.85405 ' 19.7596 
1.80325' 19.15 
1.75245' 18.6167 
1.65086 ' 18.0579 
1.54927' 17.4737 
1.1937, 16.2039 
0.96512' 15.5435 
0.406366' 14.1212 
0.0761937' 13.3593 
0' 12.9529 
3.04775 '26.3376 
3.5811 '26.5154 
3.83508 '26.4646 
5.79072' 26.3884 
7.87334' 26.3122 
10.0576' 26.236 
12.3434' 26.1852 
14.7308 '26.1598 
17.2452,26.1344 
19.8611 '26.1344 
22.5787 ' 26.1598 
25.4233 '26.1852 
28.1663 '26.2106 
28.5726,26.2106 
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Polygon 4: 
45.8178 '39.9255 47.7734 '51.6593 28.598 '52.345 3.04775, 40.281 
45.9194,40.7128 48.1036,52.4466 28.1917,52.3196 3.5811 • 40.4588 
46.021 • 41.4747 48.1798. 52.9038 24.9915 • 52.1673 3.83508 '40.4334 
46.1226 '42.2113 45.9194, 52.8784 21.8422 '51.9895 5.79072 '40.3318 
46.1988. 42.9478 43.7606' 52.853 18.7436.51.7863 7.87334 '40.2556 
46.2749 '43.659 41.6525 ' 52.8022 15.6705 '51.5577 10.0576' 40.1795 
46.3257 '44.3701 39.5953 '52.7768 12.6227 ' 51.303 7 12.3434' 40.1541 
46.3511 '45.0558 37.6397 '52.726 9.6512, 51.0244 14.7308 '40.1033 
46.4019 '45.7162 35.7348 '52.6498 6.70504 '50.7196 17.2452 '40.1033 
46.4273 , 46.3511 33.9316' 52.599 3.80968 '50.364 19.8611.40.0779 
46.4781 '46.9099 32.1791 '52.5228 0.939722' 50,0084 22.5787 '40.1033 
46.5543 , 47.494 30.4775,52.4212 0.558753 '49.9576 25.4233 '40.1287 
46.6813 '48,129 30.0965 '52.3958 0. 49.7799 28.1663 • 40.1795 
46.8337 , 48.7639 29.4615 '52.3958 1.80325 '44.1161 28.5726 '40.1795 
47.0115 '49.4497 29.2838 , 52.3704 1.93024 '43.7352 
47.2401 '50.1608 28.9536 '52.3704 2.4128 '42.2875 
47.494' 50.8974 28.7758 '52.345 2.53979 , 41.9065 
Polygon 5: 
3.98747 '52.4974 28.0139' 53.361 41.4747 '64.0789 1.95564' 60.6248 
5.91771 , 52.4974 30.9346' 53.5641 39.6715 '64.1805 1.85405 '59.3549 
7.79715 '52.5228 33.7538 '53.7927 37.7413 '64.282 1.80325 ' 58.7453 
9.6258 ' 52.5482 36.4968 '54.0467 35.7094 , 64.3582 1.75245' 58.212 
11.429 ' 52.5736 39.1381 ,54.3261 33.6014' 64.409 1.65086, 57.6532 
13.1815 '52.6244 41.7033 '54.6055 31.3664 '64.4598 1.54927' 57.069 
14.9086 '52.7006 44.1923 '54.9102 29.0552 '64.4852 1.37149' 56.4595 
16.5848,52.7768 44.5733 ' 54.961 26.617' 64.5106 I.l937' 55.8246 
16.9658 ' 52.8022 45.1574 '55.1388 21.4612 '64.5106 0.96512 '55.1388 
17.6769 '52.8022 43.405 ' 60.5486 18.0579 ' 64.409 0.685743 ' 54.4531 
17.8293 ' 52.8276 43.278 ' 60.9295 17.6515 ' 64.4344 0.406366' 53.7165 
18.3373 , 52.8276 42.8208 '62.30 1 2.59058 '64.8408 0.0761937,52.98 
18.7436 '52.853 42.7192 ' 62.682 2.33661 ' 63.3677 0 '52.5482 
21.9184' 53.0054 42.2113 '64.2313 2.23501 '62.6566 2.00643 ' 52.5228 
25.0169,53.1832 41.7033 '64.0535 2.03183 , 61.2851 
Polygon 6: 
15.6959 '65.8059 49.6275 '73.8317 34.1094 '78.8604 7.41618' 76.8794 
18.3881 '65.8059 49.7545 '74.4666 32.4077 , 78.7842 4.19065, 76.473 
21.1818 '65.8313 49.8814,75.1523 32.0013 '78.7588 0.939722 '76.0667 
24.1026 '65.8567 50.0592 '75.8635 31.8236 ' 78.7588 0.558753 '75.9905 
27.1503 '65.9075 50.2878 '76.6 31.6458 '78.7334 0 '75.8127 
29.2584 '65.9075 50.5418,77.362 31.2902, 78.7334 1.90484, 69.9204 
29.6393 • 65.9075 50.8212 '78.1747 31.1124 '78.708 2.00643 , 69.5394 
49.0687, 65.8313 5l.l259 '79.0128 30.7568 '78.708 2.51439' 68.0155 
49.1703 ' 66.6694 51.2021 '79.4954 30.5791 ' 78.6826 2.64138 '67.6346 
49.2465 '67.4568 48.7131 '79.4192 30.4267 , 78.6826 3.17474 '65.9075 
49.3227 '68.2695 46.351! '79.343 30.0203 , 78.6573 3.75889' 66.1107 
49.4243 '69.7934 44.0653 , 79.2668 26.7948 , 78.5049 4.01287' 66.0599 
49.4751 '70.5299 41.8811,79.1906 20.3437 '78.0985 6.12089' 65.9837 
49.5005 ' 71.2411 39.7731 '79.1144 17.1182 '77.8445 8.33051 '65.9075 
49.5005 '72.6126 37.7921 '79.0382 13.8926 , 77.5397 I 0.6671 , 65.8821 
49.5513 '73.1967 35.9126 '78.962 10.6417,77.235 13.1307' 65.8313 
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Polygon 7: 
2.53979 '80.0795 43.2272 '83.686 18.0071 '91.9657 1.1429' 89.0196 
17.5753 '80.3843 43.3542 '84.067 17.8547' 91.9911 1.34609 ' 88.41 
17.9817' 80.3843 45.1574' 89.4514 16.9912 '91.9911 1.52387 ' 87.8259 
20.0897 ' 80.3589 44.5733 ' 89.6291 16.5848 ' 92.0165 1.65086' 87.2417 
22.9851 '80.3081 44.1923 '89.6799 14.934' 92.1181 1.72706' 86.7084 
25.7535 '80.2827 41.7033 '90.0101 13.2069' 92.1943 1.77785' 86.175 
28.3948 ' 80.2573 39.1381 '90.3149 11.4544 '92.2705 1.82865' 85.5655 
30.9092 , 80.2573 36.4968 '90.5943 9.6512, 92.3213 1.85405 , 84.9305 
33.2712, 80.2827 33.7538 '90.8736 7.82255 '92.3721 1.93024' 84.2956 
35.5062, 80.3081 30.9346,91.1276 5.91771,92.3975 2.00643 , 83.6352 
37.6143 , 80.3843 28.0139,91.3562 2.03183,92.3975 2.08263 ' 82.9495 
39.5699,80.4351 25.0169 , 91.5594 0, 92.3721 2.18422' 82.2638 
41.424, 80.5367 21.9438 '91.7626 0 '91.6864 2.28581, 81.5526 
42.1351 ' 80.3843 18.769' 91.9403 0.330173 '90.9752 2.3874' 80.8161 
42.643 '81.9336 18.3627 , 91.9403 0.634947 '90.3149 
42.77' 82.3145 18.1849 '9 1.9657 0.914324' 89.6545 
Polygon 8: 
51.1767 , 91.28 49.1449, I 04.944 2.05723 , I 01.592 30.9346,92.2197 
51.2021 , 92.0419 29.7155' 105.02 1.93024, 101.236 31.1124' 92.1943 
50.872 ' 92.8039 29.3346, 105.02 0 '95.3437 31.468 ' 92.1943 
50.5672 '93.5658 27.2265, 105.046 0.558753 '95.1405 31.6458 '92.1689 
50.3132 '94.3023 24.1788' 105.122 0.939722 '95.0897 31.7982 ' 92.1689 
49.9068 '95.6738 21.258, 105.173 4.19065,94.6325 31.9759 '92.1435 
49.7545 , 96.3342 18.4643, 105.198 7.41618,94.2262 32.3823' 92.1181 
49.6529 '96.9691 15.7721' 105.223 I 0.6417 , 93.8452 34.084 '92.0419 
49.5767 '97.5787 13.2069,105.223 I7.0928 '93.1848 35.8872' 91.9403 
49.5259, 98.1628 10.7433' 105.198 20.3183 '92.9055 37.7667' 91.8388 
49.5259 '99.5343 8.4067 , I 05.173 23.5438 , 92.6515 39.7477' 91.7372 
49.5005 ' 100.245 6.19708' 105.122 26.7694, 92.4483 41.8557' 91.6356 
49.4751, 100,982 4.08906' 105.046 29.9949 '92.2705 44.0399, 91.534 
49.3735' 102.506 3.25093, 105.223 30.4013 , 92.2451 46.3003 ' 91.4578 
49.3227' 103.319 2.69218, I03.496 30.5791 '92.2451 48.6877' 91.3562 
49.2465 ' 104.106 2.56519,103.115 30.7568,92.2197 
Polygon 9: 
2.53979, 106.189 43.2272, 109.77 18.1849' ll8.075 0.330173' ll7.084 
17.5753 , I 06.468 43.3542' 110.151 17.7023' 118.075 0.634947' 116.424 
17.9817' 106.468 45.1574 ' 1 15.535 17.5499,118.1 0.9I4324' ll5.764 
20.0897 , I 06.468 44.5733, 115.738 16.99I2, 118. I 1.1429' 115.129 
22.9851 '106.417 44.1923, 115.789 16.5848' 118.126 1.34609' II4.519 
25.7535' I06.366 41.7033' 116.119 14.934 ' 118.227 1.52387' 113.91 
30.9092 , I 06.366 39.1381 ' 116.424 13.2069' 118.303 1.65086 ' 113.351 
33.2712 ' 106.392 36.4968 ' 116.703 11.4544' 118.354 1.72706' 112.792 
35.5062' 106.417 33.7538, 116.983 9.6512' 118.43 1. 77785 , 112.259 
37.6143 '106.468 30.9346' 117.237 7.82255 ' 118.456 1.82865 ' 111.649 
39.5699 , I 06.544 28.0139' 117.465 5.9I771 '118.481 1.85405 ' lll.04 
41.424' 106.646 25.0169' 117.668 3.98747' 118.507 2.08263' 109.059 
42.1351 ' 106.493 21.9438' 117.846 2.03183 ' 118.507 2.I8422' 108.347 
42.643' 108.043 18.769, 118.024 0' 118.481 2.28581' 107.662 
42.77 , I 08.424 18.3627' 118.049 0' 117.77 2.3874 , I 06.925 
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Polygon 10: 
51.1767 ' 117.364 49.2465 ' 130.215 1.93024' 127.32 30.9346' 118.303 
51.2021 '118.126 49.1449' 131.053 0' 121.427 31.2902 , 118.303 
50.872 , 118.913 29.7155, 131.129 0.558753 , 121.25 31.468 , 118.278 
50.5672, 119.675 29.3346 , 131.l29 0.939722, 121.199 31.6458 ' 118.278 
50.3132, 120.386 27.2265, 131.155 4.19065' 120.742 31.7982, 118.253 
50.ll, 121.097 24.1788 ' 131.205 7.41618, 120.335 31.9759, 118.253 
49.9068 ' 121.783 21.258 ' 131.256 10.6417' 119.954 32.3823, 118.227 
49.7545 ' 122.443 18.4643' 131.307 13.8672' 119.599 34.084 , 118.126 
49.6529 , 123.078 10.7433, 131.307 17.0928 , 119.294 35.8872, 118.024 
49.5767 , 123.688 8.4067, 131.282 20.3183,119.014 37.7667' 117.922 
49.5259' 124.272 6.19708,131.231 23.5438, 118.761 39.7477, 117.846 
49.5259 ' 125.643 4.08906, 131.155 26.7694' 118.557 41.8557, 117.745 
49.5005 , 126.354 3.25093 ' 131.307 29.9949 ' 118.38 44.0399' 117.643 
49.4751 '127.091 2.69218, 129.605 30.4013' 118.354 46.3003, 117.541 
49.3735' 128.615 2.56519, 129.224 30.5791 , 118.329 48.6877, 117.465 
49.3227, 129.402 2.05723 , 127.701 30.7568 , 118.329 
Polygon 11: 
53.5895, 119.37 78.1239' 124.856 64.8154, 140.907 54.6816' 136.183 
55.215, 119.395 80.3335 , 125.669 63.7487 , 140.984 54.5039, 135.955 
56.8151 , 119.472 82.5431' 126.507 62.7074' 140.984 54.2753' 135.65 
58.4405 ' 119.599 84.7273' 127.421 61.6915, 140.857 53.1324' 134.126 
60.066, 119.802 86.9116, 128.361 60.7263 , 140.653 52.2181, 132.526 
61.6915 , 120.081 87.2163, 128.539 59.7866, 140.323 51.5069' 130.875 
63.3169, 120.437 87.8005, 128.716 58.8977, 139.892 51.0244' 129.174 
64.9424 , 120.843 87.2163 , 130.393 58.0342, 139.358 50.7196, 127.396 
66.5679' 121.3 87.0893, 130.774 57.2214, 138.723 50.6434, 125.567 
66.9488, 121.402 86.5814, 132.272 56.4341 '137.987 50.7704' 123.662 
69.2092 ' 122.011 86.4544' 132.628 56.1801 , 137.758 51.1259, 121.707 
71.4443' 122.672 84.4734' 138.52 55.2658, 136.844 51.6847, 119.675 
73.6793 , 123.358 83.8892' 138.342 55.0626, 136.615 51.9133, 119.675 
75.9143' 124.069 83.6606' 138.393 54.8848' 136.387 51.9895, l19.446 
Polygon 12: 
92.0165, 119.345 117.313, 125.415 100.322, 140.984 92.1435, 135.929 
93.5912' 119.345 119.243, 126.202 99.3057, 140.857 91.8895' 135.599 
95.1913, 119.421 121.097 , 127.04 98.3406 ' 140.628 90.7974, 134.075 
96.7405, 119.548 122.9, 127.904 97.4009 , 140.298 89.9339' 132.501 
98.2898' 119.751 123.205 , 128.082 96.512, 139.866 89.2736' 130.85 
99.8391 , 120.005 123.789' 128.285 95.6484, 139.333 88.8418' 129.148 
101.363, 120.335 123.231 '129.885 94.8357, 138.698 88.6386, 127.37 
102.861' 120.742 123.104, 130.266 94.0484, 137.961 88.664, 125.542 
104.36, 121.199 122.621 , 131.663 93.7944' 137.733 88.918, 123.637 
104.741' 121.3 122.494 , 132.044 93.5658, 137.479 89.4006, 121.681 
I 06.976, 121.91 120.589' 137.682 93.1086' 137.022 90.0863, 119.649 
109.16,122.545 120,03 , 137.479 92.9055, 136.793 90.3403 , 1 19.649 
111.268 , 123.205 119.776' 137.53 92.7023 ' 13 6.59 90.4165' 119.395 
113.351, 123.916 102.43' 140.907 92.4991 '136.361 
115.357' 124.627 101.363, 140.984 92.3213' 136.133 
Polygon 13: 
70.8855 ' 100.576 80.0795, I 05.706 77.8699 , 122.291 55.5452, 116.449 
71.9268 , I 00.626 80.3335, 106,011 76.3206' 122.215 53.9197, 115.687 
72.9427, 100.753 81.4002, I 07.535 74.8222' 122.088 52.3958' 114.925 
73.9078, I 00.982 82.2384, I 09.135 73.3491 , 121.884 50.9736' 114.113 
74.8222' 101.312 82.8225 , 110.786 71.876, 121.63 50.6434, 113.935 
75.7365 , I 01.744 83.1781 '112.487 70.4537 ' 121.326 50.0846' 113.757 
76.5746, 102.277 83.2797' 114.265 69.0822' 120.945 50.5926, 112.233 
77.4128' 102.938 83.1527, 116.094 67.7108 , 120.488 50.745 , 111.852 
78.1747, 103.674 82.7971 ' 117.999 67.3298, 120.386 51.2021 '110.532 
78.6826 ' 104.131 82.1876, 119.954 65.1202' 119.802 51.3291' 110.151 
79.1398' 104.588 g 1.3494 , 121.986 63.0122' 119.167 53.1578' 104.766 
79.5462, I 05.046 81.0954 , 121.986 61.0057, 118.532 53.7165' 104.944 
79.724' 105.274 81.0193,122.215 59.0755, 117.872 53.9705, 104.919 
79.9017, 105.477 79.4192' 122.291 57.2722, 117.16 69.8188, 100.652 
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Polygon 14: 
54.3515 '78.5049 81.0701 '84.7781 63.4439' 100.093 55.0118 '94.7595 
55.9515 '78.5049 83.2797' 85.6417 62.428 '99.9915 53.8689 '93.2356 
57.577' 78.5811 85.4639 ' 86.5306 61.4629' 99.7629 52.9546 '91.661 
59.2025 '78.7334 87.6481 '87.4703 60.5486' 99.4581 52.2688 ' 90.0101 
60.8025 '78.9366 87.9783 '87.6481 59.6596' 99.0264 51.7609' 88.3084 
62.428' 79.216 88.537' 87.8513 58.7961 '98.493 51.4815' 86.5306 
64.0535 '79.5462 87.9783 '89.5275 57.9834' 97.8581 51.4053 '84.7019 
65.6789 '79.9525 87.8513 '89.9085 57.196 '97.1215 51.5323 '82.7971 
67.3298 '80.4351 87.3179 '91.3816 56.9421 '96.8929 51.8625' 80.8415 
67.7108 '80.5367 87.1909 '91.7626 56.2309 '96.1818 52.4212 ' 78.8096 
69.9458 '81.1462 85.2099 '97.6549 56.0277 ' 95.9532 52.6752' 78.8096 
72.2062 '81.7812 84.6512 '97.4517 55.8246 '95.75 52.726 '78.5557 
74.4158 '82.4669 84.3972 '97.5025 55.6214 '95.5214 
76.6508 '83.2035 65.5519' 100.017 55.4436 '95.2929 
78.8604' 83.9654 64.4852' 100.118 55.2658 ' 95.0897 
Polygon 15: 
102.15 '76.5746 116.525 '92.7277 90.3911 '98.1374 93.4896 ' 80.9431 
103.217 '76.6762 114.316 '93.4896 90.3403 '97.8835 93.6928 ' 80.7399 
122.062 '79.1906 112.081 '94.2262 90.0863 '97.8835 93.896 '80.5113 
122.316 '79.2414 109.871 '94.9119 89.5275 '95.8516 94.6071 '79.8002 
122.875 '79.0382 107.611 '95.5468 89.1974' 93.896 94.8611 '79.5716 
124.856 '84.9305 105.376 '96.1564 89.045 '92.0165 95.623 '78.835 
124.983,85.3115 I 04.995 , 96.258 89.1466 '90.1625 96.4612 '78.2001 
125.516,86.7846 103.344 '96.7405 89.426' 88.3846 97.2993 '77.6667 
125.643 '87.1655 101.719 '97.1469 89.9085 '86.683 98.2136 '77.235 
126.202 '88.8418 1 00.093 ' 97.4 771 90.6197' 85.0321 99.1279 '76.9302 
I 25.643 , 89.045 98.4676' 97.7565 91.534' 83.4575 100.093 '76.7016 
125.313 '89.2228 96.8421 '97.9596 92.6769' 81.9336 101.109 '76.6 
123.129 '90. 1625 95.2421 '98.1 12 92.9309 ' 81.6034 
120.945 '91.0514 93.6166 '98.1882 93. I 086, 8 I .4002 
I 18.735,91.9149 92.0165 , 98. I 882 93.2864' 81.1716 
Polygon 16: 
72.9 I 73 , 60.066 82.3399 , 65.501 I 78.3525' 81.705 55.9515' 75.1777 
73.9586' 60.0914 83.4067 '67.025 76.8286' 81.578 54.4277' 74.3904 
74.9492 '60.2184 84.2448 ' 68.5997 75.3555' 81.3748 52.98 ' 73.6031 
75.9143 '60.4724 84.8289 ' 70.2506 73.9078' 81.1208 52.6752' 73.4253 
76.854' 60.8025 85.1845 '71.9776 72.4856 , 80.8 I 61 52.091 I , 73.222 I 
77.7429 '61.2343 85.3115 '73.7301 71.0887 ' 80.4351 52.6244 ' 71.6982 
78.6065 ' 61.7677 85.1845 '75.5841 69.7172 '79.9779 52.7514' 71.3173 
79.4192 '62.4026 84.8035 '77.4636 69.3362 '79.8763 53.2086' 69.9966 
80.2065 '63.1391 84. I 94 , 79.4446 67.1266' 79.2668 53.3356' 69.6156 
81.1462 '64.0789 83.3559' 81.451 65.0186' 78.6573 55.1642' 64.2313 
81.5526 '64.536 83.1019 '81.451 63.0122 '78.0223 55.723 '64.4344 
81.7558 '64.7392 83.0511 '81.705 61.1073 '77.3366 55.9769 '64.3836 
81.9336 ' 64.9678 81.451 '81.7558 59.2787 '76.6508 71.8252 '60.1422 
82.086' 65.1964 79.8763 '81.7558 57.577 '75.9143 
Polygon 17: 
93.4896 '42.3637 109.439 '57.958 85.7433 '64.0027 84.2702 '47.4432 
94.5563 '42.4399 107.484 '58.7199 84.1432 '64.0281 84.448 '47.2147 
111.903 '45.81 78 I 05.477, 59.4564 82.5431 '63.9519 84.6258 '47.01 15 
112.157 '45.8686 103.395 '60.1422 82.4669 '63.7233 85.2353 '46.3257 
I 12.716,45.6654 101.287 ' 60.8279 82.213 '63.7233 85.6925 '45.8686 
I 14.621,51.3037 99.1025,61.4629 81.5272 '61.6915 85.9464 '45.64 
I 14.748,51.6847 96.8675 , 62.047 81.0447, 59.7358 86.175,45.4114 
115.23,53.107 96.4866,62.1486 80.8161 , 57.831 86.9624, 44.6495 
115.357,53.4625 94.9881 '62.6058 80.7907, 56.0023 87.8005 '44.0 145 
115.916 '55.088 93.4896 '63.0 122 80.9685 , 54.2245 88.6386 '43.4812 
115.357,55.2658 91.9657 '63.3423 81.4002, 52.4974 89.5529 '43.0494 
115.027,55.4436 90.4165,63.5963 82.0606 , 50.872 90.4673 '42.7446 
113.224,56.3071 88.8672 '63.7995 82.9241,49.2719 91.4324,42.5161 
111.37, 57.1452 87.3179,63.9519 84.0162 '47.748 92.4483 , 42.3891 
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Polygon 18: 
60,1168 , 29.5885 77.7683 , 44.9289 51.0244 , 51.2021 52.2942' 34.1856 
61.1581 , 29.5885 75.5587,45.7416 49.4243,51.1259 52.7006, 33.7284 
62.2502' 29.6901 73.3237,46.5035 49.3481 , 50.8974 52.9292 '33.4998 
81.0701 '32.2045 71.1141,47.2401 49.0941 '50.8974 53.1324 '33.2712 
8 I .324 , 32.2299 68.8791 '47.9258 48.5608 , 48.8655 53.3864' 33.0426 
81.8828' 32,0521 66.6441 ,48.5608 48.2052 , 46.9099 53.6149,32.8141 
83.8892' 37.9444 64.3836, 49.1703 48.0782 '45.0051 53.8689, 32.5855 
84.0162' 38.3254 64.0027 '49.2719 48.1544,43.1764 54.6562 , 31.8489 
84.5242. 39.7985 62.3772.49.7545 48.4338 , 41.3986 55.469. 31.214 
84.6512 , 40.1795 60.7517, 50.160S 48.9417 , 39.6969 56.3325. 30.6806 
85.2353,41.8557 59.1263 • 50.491 49.6529' 38.046 57.2214, 30.2489 
84.6512,42.0589 57.5008 '50.7704 50.5672, 36.4714 58.1612 '29.9187 
84.3464 , 42.2367 55.8753 , 50.9736 51.6847 '34.9475 59.1263,29.7155 
82.1622,43.1764 54.2499. 51.1259 51.9387,34.6173 
79.9525,44.0653 52.6498, 51.2021 52.1165,34.4141 
Polygon 19: 
93.5404' 15.1371 91.4832 '26.5662 47.8496 '26.0836 74.3142, 15.7975 
93.5658, 15.8483 91.3816,27.3281 47.3671 '24.6359 74.6698' 15.7975 
93.2356' 16.5848 91.28 '28.1 155 47.2401 , 24.255 74.8222' 15.7721 
92.9309' 17.3214 74.0348 '28.0 139 45.386' 18.6167 75.3047. 15.7721 
92.6769' 18.0071 73.6285 , 28.0139 45.9448 ' 18.4389 75.4571 '15.7467 
92.4483 ' 18.6674 71.5458,28.0139 46.3511 '18.3627 75.8635' 15.7467 
92.2451 , 19.3278 68.5743 '28.0901 49.1957' 17.9817 77.5397' 15.6451 
92.0927' 19.93 73 65.7043 '28.ll55 52.0911 '17.6261 79.2922' 15.5435 
91.9657' 20.5469 62.9868.28.1409 55.0372, 17.296 8l.l208' 15.4673 
91.8895 '21.131 60.3962 '28.1663 58.0088 ' 16.9912 83.0003' 15.3911 
91.8388' 21.6898 57.9326,28.1409 61.0311 , 16.7118 84.9813' 15.3149 
91.8134 '22.3247 55.596 , 28.1155 64.1043 ' 16.4578 87.0132' 15.2641 
91.788 '22.9851 53.361 '28.0647 67.2282 ' 16.2292 89.1212, 15.2133 
91.7626 '23.6708 51.2783 ,28.0139 70.3775' 16.0261 91.3054' 15.1625 
91.7118,24.3566 49.2973 '27.9377 73.5777, 15.8483 
91.6356 '25.0931 48.51 '28.0901 73.984' 15.8229 
91.5594' 25.8043 47.9766 '26.4646 74.1618,15.8229 
Polygon 20: 
98.5946 '0.431764 96.5374 ' 11.8862 52.9038 ' 11.3783 79.216' 1.11751 
98.62 ' 1.1683 96.4358' 12.6481 52.4212 '9.95597 79.5462' 1.11751 
98.2898' 1.90484 96.3342' 13.4355 52.3196 '9.575 79.724, 1.09211 
97.985 '2.61598 79.089' 13.3085 50.4402 '3 .93667 80.2065 ' 1.09211 
97.7311,3.30173 78.6826' 13.3339 50.999 ' 3.73349 80.3589 ' 1.06671 
97.5025 '3.98747 76.6' 13.3339 51.4053 '3.68269 80.5 J 13 , 1.06671 
97.2993 '4.62242 73.6285, 13.3847 54.2499 '3.30173 80.9177, 1.04131 
97.1469,5.25736 70.7839 , I 3.4355 57.1452 '2.94615 82.5939 '0.939722 
97.0199 '5.86691 68.0409 • 13.4609 60.0914' 2.61598 84.3464 ' 0.863528 
96.9437 '6.42567 62.9868' 13.4609 63.0629,2.31121 86.175 '0.787334 
96.8929 '6.98442 60.6502' 13.4355 66.1107 '2.03183 88.0799 '0.711141 
96.8421 '8.305]] 58.4151 '13.3847 69.1584' 1.77785 90.0355 '0.634947 
96.8167 '8.99085 56.3325' 13.3339 72.2824, 1.54927 92.0673 '0.584151 
96.7659 '9.67659 54.3515' 13.2577 75.4317' 1.34609 94.1754 ' 0.533356 
96.6897 ' 10.3877 53.5895' 13.4101 78.6319 ' 1.1683 96.3596 '0.48256 
96.6136' 11.1243 53,0308' 11.7592 79.0382' 1.1429 
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Polygon 21: 
109.008 , 4.49543 124.983 , 20.0897 101.261 , 26.1344 99.7883, 9.575 
110.074,4.57162 123.002, 20.8517 99.6613,26.1344 99.9661 , 9.34642 
127.421 , 7.94954 120.996,21.5882 98.0612, 26.0836 100.144,9.14324 
127.675' 8.00033 118.913,22.2739 98.0104,25.855 100.753' 8.4575 
128.234' 7.79715 116.805 '22.9597 97.7565 , 25.8296 101.211, 8.00033 
130.139' 13.4355 114.621 '23.5946 97.0453 , 23.8232 101.719,7.54317 
130.266, 13.8164 112.411 , 24.1788 96.5882,21.8676 102.506' 6.78124 
130.774, 15.2133 112.005 '24.2804 96.3342, 19.9627 103.319,6.14629 
130.901 ' 15.5943 110.506,24.7375 96.3088, 18.1341 104.182, 5.61293 
131.434, 17.1944 109.008, 25.1439 96.512, 16.3562 105.071 , 5.18117 
130.875, 17.3976 107.484 '25.4741 96.9183, 14.6292 105.985, 4.851 
130.545 , 17.5753 105.935 '25.7281 97.5787' 13.0037 106.95 '4.64781 
128.742, 18.4389 I 04.385, 25.9312 98.4422, 11.4037 107.966 '4.52082 
126.888, 19.277 I 02.836 , 26.0836 99.5597' 9.87978 
Polygon 22: 
124.043,23.1121 126.278,39.6715 I 00.144, 40.4842 105.274,27.5313 
125.618,23.1121 126.101 '39.9001 99.9153 , 40.4334 107.179, 26.8456 
127.218 '23.1629 125.923 '40.1033 99.3311 , 40.6366 109.186,26.2106 
127.269 '23.4169 125.313,40.789 97.5025 '35.2269 111.294 , 25.5757 
127.523,23.4169 124.373,41.7287 97.3755, 34.8713 113.503 '24.9915 
128.361 '25.4233 123.586,42.4653 96.9183 '33.5252 113.884' 24.8899 
128.97' 27.4043 122.773 '43.1002 96.7913,33.1696 115.256, 24.4328 
129.351 , 29.2838 121.91 '43.6336 96.2834 , 31.6458 116.652 , 24.0518 
129.478,31.1378 121.021,44.0653 96.8421 , 31.4426 118.075,23.747 
129.351 , 32.8903 120.081,44.3955 97.1469, 31.2648 119.522,23.493 
128.996' 34.6173 119.116 '44.6241 98.5946 , 30.4 775 120.996, 23.2899 
128.412, 36.2682 118.126,44.7765 100.118,29.6901 122.519,23.1629 
127.574, 37.8428 117.084,44.8019 101.744,28.9536 
126.507, 39.3667 115.992 '44.7257 103.446,28.2171 
Polygon 23: 
126.685' 55.215 128.92, 71.7744 102.785,72.5872 107.916, 59.6342 
128.259 '55.215 128.564 ' 72.2316 102.557,72.5364 109.82,58.9485 
129.859 '55.2658 128.361 , 72.4348 101.973,72.7395 111.827' 58.3135 
129.91,55.5198 127.955,72.8919 100.144,67.3298 113.935' 57.6786 
130.164' 55.5198 127.015 '73.8317 100.017' 66.9742 116.145' 57.0944 
131.002,57.5262 126.227, 74.5682 99.5597' 65.6281 116.525' 56.9929 
131.612, 59.5072 125.415,75.2031 99.4327 '65.2726 117.897' 56.5357 
131.993 , 61.3867 124.551 '75.7365 98.9248 '63.7487 119.294' 56.1547 
132.12, 63.2407 123.662 '76.1683 99.4835 '63.5455 120.716' 55.85 
131.993 , 64.9932 122.723 '76.4984 99.7883 '63.3677 122.164 ' 55.596 
131.637 '66.7202 121.757 '76.727 101.236 ' 62.5804 123.637, 55.3928 
131.053 '68.3711 120.767, 76.8794 102.76,61.7931 125.161 '55.2658 
130.215 , 69.9458 119.726 '76.9048 104.385 '61.0565 
129.148, 71.4696 118.634 '76.8286 106.087 ' 60.32 
Polygon 24: 
98.7978, 98.8994 124.094, 104.969 107.103' 120.538 98.9248 , 115.484 
100.372 '98.8994 126.024, 105.757 106.087' 120.411 98.6708' 115.154 
I 01.947, 98.9756 127.878, 106.595 105.122' 120.183 97.5787' 113.63 
103.522,99.1025 129.682, 107.458 104.182' 119.853 96.7151 '112.055 
105.071 '99.3057 129.986' 107.636 103.293' 119.421 96.0548 ' 110.405 
106.62, 99.5597 130.571' 107.839 102.43 , 118.888 95.623 , I 08.703 
108.144,99.8899 130.Dl2' 109.439 101.617' 118.253 95.4199' 106.925 
109.643 , I 00.296 129.885' 109.82 100.83, 117.516 95.4453 , I 05.096 
111.141 ' 100.753 129.402' 111.217 I 00.576 , 117.287 95.6992' 103.192 
111.522 , I 00.855 129.275 ' 111.598 100.347 ' 117.033 96.1818' 101.236 
113.757' 101.465 127.37' 117.237 99.8899' 116.576 96.8675' 99.2041 
115.941,102.099 126.786' 117.033 99.6867' 116.348 97.1215' 99.2041 
118.049, I 02.76 126.558' 117.084 99.4835' 116.145 97.1977 ' 98.9502 
120.132, 103.471 109.211 '120.462 99.2803' 115.916 
122.138, 104.182 108.144' 120.538 99.1025, 115.687 
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