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Abstract
The present paper considers the learning problem of erasing primitive formal systems, PFSs for short, in view of inductive
inference in Gold framework from positive examples. A PFS is a kind of logic program over strings called regular patterns, and
consists of exactly two axioms of the forms p() ← and p() ← p(x1), . . . , p(xn), where p is a unary predicate symbol,  and 
are regular patterns, and xis are distinct variables.A PFS is erasing or nonerasing according to allowing the empty string substitution
for some variables or not. We investigate the learnability of the classPFSL of languages generated by the erasing PFSs satisfying
a certain condition. We ﬁrst show that the class PFSL has M-ﬁnite thickness. Moriyama and Sato showed that a language class
with M-ﬁnite thickness is learnable if and only if there is a ﬁnite tell tale set for each language in the class. We then introduce a
particular type of ﬁnite set of strings for each erasing PFS, and show that the set is a ﬁnite tell tale set of the language. These imply
that the class PFSL is learnable from positive examples.
© 2006 Published by Elsevier B.V.
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1. Introduction
An elementary formal system, EFS for short, is a kind of logic program over patterns consisting of ﬁnitely many
axioms. A pattern is a ﬁnite string consisting of constant symbols and variables. In EFSs, patterns are used for terms
in ﬁrst-order logic. For example,  = {p(ab) ←, p(axb) ← p(x)} is an EFS with two axioms, where p is a unary
predicate symbol, a and b are constant symbols, and x is a variable. In this example, the patterns ab and axb are used as
terms.An EFS generates its language by ﬁnitely many applications of substitutions for the variables and modus ponens
starting from the axioms in the EFS. In the above example, the language generated by  is L() = {anbn | n1}.
An EFS is erasing or nonerasing according to allowing the empty string substitution for some variables or not.
The framework of EFSs was originally introduced by Smullyan [18] to develop his recursive function theory, where
no empty string is allowed, and thus they were nonerasing. This paper deals with erasing EFSs. Concerning with
nonerasing EFSs, Arikawa et al. [4] introduced some subclasses of nonerasing EFSs whose language classes cor-
respond to Chomsky hierarchy. Especially, the class of the language generated by a nonerasing EFS with just one
axiom of the form p() ← is called nonerasing pattern language. The class of nonerasing pattern language was ﬁrst
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introduced by Angluin [2] as learnable class from positive examples in Gold framework [5]. Furthermore, the class of
the nonerasing length-bounded EFSs that generates the class of the context-sensitive languages has been intensively
investigated from the viewpoint of learning from positive examples [17,6,8,12]. Shinohara [15–17] showed that the
class of the languages generated by the nonerasing length-bounded EFSs with at most n axioms has ﬁnite elasticity.
Finite elasticity was introduced by Wright [20] as a sufﬁcient condition for learnability from positive examples, and is
closed under various class operations such as union, concatenation and so on [7,6,12].
On the other hand, concerning with erasing EFSs, even the learnability problem for the class of the erasing pattern
languages was negatively solved if the number of the constant symbols is 2, 3 or 4 [10,11], and is open still now
otherwise. The class of the erasing regular pattern languages, however, was positively solved by Shinohara [13], where
a pattern is regular if each variable appears at most once in the pattern.As another positive result, the class of unions of
at most k erasing regular pattern languages is shown to be efﬁciently learnable from positive examples by the present
authors [19], Arimura et al. [3].
In this paper, we deal with the erasing EFSs, called primitive formal systems or PFSs for short, consisting of exactly
two axioms of the forms p() ← (the base step) and p() ← p(x1), . . . , p(xn) (the induction step), where  and 
are regular patterns, and x1, . . . , xn are all of the mutually distinct variables appearing in . When the regular pattern
 in the base step is a constant string, we assume that there is no pair (i, u) of i1 and nonempty string u satisfying
 = (u)i, where  is a string obtained from  by substituting  to each variable appearing in .
The purpose of this paper is to show that the class PFSL of languages generated by such erasing PFSs is learnable
from positive examples.
The class of nonerasing PFS languages was ﬁrst introduced by Shinohara [14], and contains properly that of non-
erasing regular pattern languages. If the class PFSL has ﬁnite elasticity as the class of nonerasing PFS languages
does [17], the class PFSL is learnable from positive examples. In Section 3, the class PFSL is shown to have M-ﬁnite
thickness, but not to have ﬁnite elasticity. The notion of M-ﬁnite thickness was introduced by Moriyama and Sato [6],
and it is shown that a class with M-ﬁnite thickness is learnable from positive examples if and only if for each language
in the class, there is a ﬁnite tell tale set of the language. By this result, it is enough for our purpose to show the existence
of a ﬁnite tell tale set of each PFS language.
For an erasing PFS , the language is given by L() = L() ∪ L′, where L() is the erasing pattern language
generated by using only the base step p() ←, and L′ is the set of strings obtained by at least once applying the
induction step of . In order to show the existence of a ﬁnite tell tale set of L(), in Section 4, we investigate various
properties of the erasing PFS languages. An erasing PFS  is reduced if L()L(), that is, L′ ⊆ L(). We ﬁrst
prove that  is reduced if and only if L() ∩ L′ = ∅. We also give another characterization theorem for the reduced
PFSs. By the theorem, it can be shown that the decision problem of whether a given PFS is reduced or not is efﬁciently
computable. We then consider the inclusion problem L(′) ⊆ L() for given erasing PFSs ′ and , and solve it for
some cases which play an important role in the proof of the existences of ﬁnite tell tale sets.
Section 5 introduces a particular ﬁnite subset for each PFS language. In terms of the above results, we prove that
this set is a ﬁnite tell tale set of the language. These imply our main theorem in the present paper that the class PFSL
is learnable from positive examples.
2. Erasing PFS languages
In this section, we ﬁrst give the basic deﬁnitions and notations on the erasing PFS languages, and then show that an
erasing PFS language can be expressed as a union of the erasing regular pattern languages associated with two erasing
regular patterns contained in heads of the PFS.
Let be a ﬁnite alphabet,X be a countable set of variables, and be a set of predicate symbols.We assume these sets
, X, are mutually disjoint. Each predicate symbol is associated with a positive integer called an arity. A pattern is a
string (possibly the empty string ) on∪X.An atom is an expression of the form p(1, . . . , n), where p is a predicate
symbol with an arity n and patterns 1, . . . , n. A deﬁnite clause is a clause of the form A ← B1, . . . , Bm (m0),
where A,B1, . . . , Bm are atoms. The atom A is called the head and the part B1, . . . , Bm the body of thedeﬁnite
clause.
Deﬁnition 1. An EFS, is a ﬁnite set of deﬁnite clauses. For an EFS , each deﬁnite clause in  is called the axiom
of .
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A substitution is a homomorphism from the patterns to the patterns that maps each symbol a ∈  to itself.We permit
an  substitution that can map some variables to the empty string . By , we denote the image of a pattern  by a
substitution . For an atom A = p(1, . . . , n) and a clause C = A ← B1, . . . , Bm, we deﬁne A = p(1, . . . , n)
and C = A ← B1, . . . , Bm. A deﬁnite clause C is provable from an EFS , denoted by C, if C is obtained
by ﬁnitely many (possibly 0) applications of substitutions and modus ponens. We deﬁne the language of an EFS  by
L(, p) = {w ∈ ∗ | p(w)}, where p is a unary predicate symbol.
Deﬁnition 2. An, EFS  is a simple formal system, an SFS for short, if each clause in  is of the form p() ←
q1(x1), . . . , qn(xn), where p, qis are unary predicate symbols and x1, . . . , xn are mutually distinct variables appearing
in . A pattern  is regular if each variable appears in  at most once. An SFS  is a regular formal system, an RFS for
short, if all patterns in heads of clauses in  are regular. An RFS  is a PFS, if it contains exactly two clauses of the
forms
p() ← and p() ← p(x1), p(x2), . . . , p(xn),
where n1 and x1, x2, . . . , xn are all of the variables appearing in . The former is called the base step and the latter
the induction step of .
A language L is an erasing EFS (resp., SFS, RFS or PFS) language if L = L(, p) for some EFS (resp., SFS, RFS
or PFS)  and some unary predicate symbol.
A language L is an erasing regular pattern language if L = L(, p) for some RFS  = {p() ←}.
It can be shown that the class of the erasing RFS languages corresponds to that of the context-free languages [4].
Thus, a PFS language is context-free, but not always regular. In fact, the following PFS language is not regular.
Example 3. Let us consider the PFS  = {p() ←, p(axb) ← p(x)}, where  = {a, b}. Then as easily seen,
L(, p) = {anbn | n0}.
In what follows, we omit the terms erasing and regular if no confusion occurs.In this paper, we deal with a class of PFS
languages. In what follows, we ﬁx a unary predicate symbol, say p, and denote L(, p) by L() simply. Moreover, we
denote a PFS  = {p() ←, p() ← p(x1), . . . , p(xn)} and L(), by  = (, ) and L(, ), respectively. Similarly
by L(), we denote L({p() ←}).
2.1. Expression of a PFS language by a union of pattern languages
Let  = (, ) be a PFS. By the deﬁnition of L(), it follows that L() = L() ∪ L′, where L′ is the set of strings
obtained by at least once applying the induction step of . We show that the language L′ as an inﬁnite union of regular
pattern languages associated with two regular patterns ,  contained in heads of the PFS: let var() = {x1, . . . , xn},
where var() be the set of the variables appearing in , and let
 = {x1 := , x2 := , . . . , xn := },
where variables substituted to the variables xis in  are taken to be distinct, and so  is always regular. Then we deﬁne
 =⋃∞t=1 t , where t is recursively deﬁned as follows: 1 = {} and for each t2,
t = {{x1 := 1, x2 := 2, . . . , xn := n} | i ∈ t−1 ∪ {}, i = 1, 2, . . . , n}.
By the above deﬁnition, clearly t−1 ⊆ t holds for t2 and the equality is valid if and only if  = x. Moreover each
 in  always contains  as a substring because of var() = ∅. By the deﬁnitions of L() and the above , it follows
that:
Lemma 4. Let  = (, ) be a PFS. Then L() = L() ∪ L() holds, where L() =⋃∈ L().
Proof. The proof of L(t ) ⊆ L() for t1 can be easily done by mathematical induction on t1. Thus we have
L() ⊆ L().
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Conversely, let w be a string in L(). By the deﬁnition of L(), p(w) is provable from , that is, p(w). Let k0
be the number of applications of the induction step p() ← p(x1), . . . , p(xn) for p(w). Then we can easily prove
w ∈ L() ∪ L() by mathematical induction on k0. 
2.2. Canonical patterns and reduced PFSs
For patterns  and , we introduce binary relations  and ≡ as follows:  if  =  for some substitution , and
 ≡  if  and . A renaming of variables is a substitution  such that x ∈ X and x = y implies x = y for any
x, y ∈ X. In this paper, we do not distinguish two patterns equivalent to each other by renaming. Thus ax1bx2 = ax2bx1
and ax1bx2 ≡ ax1x2bx3 but ax1bx2 = ax1x2bx3.
A pattern  is of canonical form if: (i)  ≡  implies || || for any pattern ; (ii)  contains exactly n variables
x1, . . . , xn for some integer n and (iii) the leftmost occurrence of xi is to the left of the leftmost occurrence of xi+1 for
each i, where || is the length of the pattern .
Lemma 5 (Shinohara [13]). Suppose that 3. Let  and  be regular patterns. Then
(i)  ⇐⇒ L() ⊆ L(), (ii)  ≡  ⇐⇒ L() = L().
Concerning with a regular pattern language, Shinohara [13] showed that for each regular pattern , there is the
unique canonical pattern ′ equivalent to  using the above result, provided that 3. Clearly the canonical pattern
′ has the form of w0x1w1x2 . . . wn−1xnwn where w0, wn ∈ ∗ and wi ∈ + (i = 1, . . . , n − 1), and L() = L(′)
holds.
Hereafter, we assume that 3. Then for a PFS  = (, ), can we assume  and  to be of canonical form?
By Lemma 4, L() = L() ∪ (⋃∈ L()) holds. Since  and each  ∈  are regular, we have L() = L(′) ∪
(
⋃
∈ L(
′)), where ′ and ′ are the canonical patterns of  and , respectively. It implies that L(, ) = L(′, ),
that is, we can assume  to be of canonical form. On the other hand, concerning with the pattern  in the induction step,
we cannot assume  to be of canonical form. Indeed, let  = (aa, bx1x2b). As easily seen, b(aa)(aa)b ∈ L(). On
the other hand, for ′ = (aa, bx1b), we have b(aa)(aa)b ∈ L(′). Thus L() = L(′). In Corollary 15, each pattern
 ∈  is shown to be of canonical form for a reduced PFS  deﬁned below.
Deﬁnition 6. A PFS  = (, ) is reduced if L()L().
By the above deﬁnition, Lemmas 4 and 5(i), a PFS  is reduced if and only if L() ⊆ L() for some  ∈  if and
only if   for some  ∈ . If  = x then L(, x) = L() holds, and thus  = (, x) is not reduced. Conversely, if
 = (, ) is not reduced then L() = L(, x). If  ∈ ∗ and  = x, since  ∈ L(), the PFS  = (, ) is always
reduced .
In Section 4, we present characterization theorems for a reduced PFS, and show that the decision problem of whether
 = (, ) is reduced is computable in time O(|| + ||).
Finally, we impose some syntax-restriction to = (, ). For two stringsw, u ∈ ∗,wpu denotes thatw is a preﬁx
of u, and wsu denotes that w is a sufﬁx of u. Moreover, wpu∗ denotes that wpui for some i0. Similarly, we
deﬁnewsu∗. Letw, u be nonempty strings withwpu∗. Then there is a unique pair (i, u′) such thatw = uiu′, u′pu
and u′ = u. By 	p(w, u), we denote the string u′ for wpu∗. Similarly we deﬁne 	s(w, u). A string w ∈ + is a
multiple string of a string u, called a component, if w = ul for some l2, and is multiple if there is a component of w.
We denote by PFS the set of all PFSs except for PFSs  = (, ) such that  ∈ ∗, and pu∗ and 	p(, u) = 
for some nonmultiple string u with |u| < ||, and by PFSL the class of the languages generated by the PFSs in PFS.
Note that  = (, ) ∈ PFS if and only if the string  is nonmultiple.
3. Inductive inference
In this section, we ﬁrst give the notions of identiﬁcation in the limit from positive examples [5,2], and ﬁnite elasticity
due to Wright [20] and M-ﬁnite thickness due to Moriyama and Sato [6] closely related to the learnability. Then we
show that the class PFSL has M-ﬁnite thickness but not ﬁnite elasticity.
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A language classL = L0, L1, . . . over is an indexed family of recursive languages if there is a computable function
f : N × ∗ → {0, 1} such that f (i, w) = 1 if w ∈ Li , 0 otherwise, where N = {i | i0}. The function f is called a
membership function. Hereafter, we conﬁne ourselves to indexed families of recursive languages.
An inﬁnite sequence of strings w1, w2, . . . over  is a positive presentation of a language L, if L = {wn | n1}
holds. An inference machine is an effective procedure M that runs in stages 1, 2, . . . , and at each stage, it requests an
example and produces a hypothesis in N based on the examples so far received. Let M be an inference machine and

 = w1, w2, . . . be an inﬁnite sequence of strings. We denote by hn the hypothesis produced by M at stage n after the
examples w1, . . . , wn are fed to M . M on input 
 converges to h if there is an integer n0 ∈ N such that hn = h for
every nn0. M identiﬁes in the limit or infers a language L from positive examples, if for any positive presentation 

of L, M on input 
 converges to h with L = Lh. A class of languages L is inferable from positive examples if there is
an inference machine that infers any language in L from positive examples.
Angluin [2] gave a characterizing theorem for a language class L to be inferable from positive examples. A set SL
is called a ﬁnite tell tale set of L within L if SL is ﬁnite and SL ⊆ L′ for all L′ ∈ L with L′L. A language class L
inferable from positive examples if and only if there exists an effective procedure that enumerates for every language
in L a set SL such that SL ⊆ L.
Recently, Mukouchi has showed that the class of SFS languages deﬁned by at most two clauses is not inferable from
positive examples by considering the following inﬁnite sequence of SFSs:
n = {p(x1x2 . . . xn−1xnxnxn−1 . . . x2x1) ←} (n1).
We should note that the pattern x1x2 . . . xn−1xnxnxn−1 . . . x2x1 is not regular, and thus the above EFSs are not RFSs,
but SFSs. He showed L(1)L(2) · · ·L() and⋃∞n=1 L(n) = L() under 2, where
 = {p(x1x1) ←, p(x1x2x1) ← p(x2)}.
It means that the language L() does not have any ﬁnite tell tale set within the class.
Angluin [2] gave a very useful sufﬁcient condition for inferability called ﬁnite thickness. The class of the erasing
regular pattern languages discussed in this paper was also shown to have ﬁnite thickness by Shinohara [13]. Wright
[20] introduced another sufﬁcient condition for inferability called ﬁnite elasticity more general than ﬁnite thickness
[7]. A class L has ﬁnite elasticity, if there is no inﬁnite sequence of strings w0, w1, . . . and no inﬁnite sequence of
languages L1, L2, . . . in L satisfying {w0, w1, . . . , wn−1} ⊆ Ln but wn ∈ Ln for every n1. Finite elasticity has a
good property in a sense that it is closed under various class operations such as union, intersection and so on [6,12,20].
Shinohara [17] proved that the class of the nonerasing length-bounded EFS languages generated by at most k clauses
has ﬁnite elasticity, and so is inferable from positive examples.
Mukouchi recently has showed that the class of erasing RFS languages generated by at most k clauses has ﬁnite
elasticity similarly, provided that all regular patterns in heads of the induction steps are of canonical forms. Without
the condition of canonical form, the inferability, however, is not valid [9].
As well as the class of the RFS languages above, our class PFSL does not have ﬁnite elasticity as shown below.
Theorem 7. The class PFSL does not have ﬁnite elasticity.
Proof. Deﬁne PFSs n = (, n) (n1) as follows: n = a(x1x2 · · · xn)b for n1, where a, b ∈ , a = b. Then we
can show that
{, ab, a(ab)2b, . . . , a(ab)kb} ⊆ L(k) but a(ab)k+1b ∈ L(k) for k1.
Thus, the inﬁnite sequence (wn)n0 of strings and the inﬁnite sequence (n)n1 of PFSs satisﬁes the above conditions,
where w0 = , wn = a(ab)nb (n1). Hence, the class PFSL does not have ﬁnite elasticity. 
Moriyama and Sato [6] introduced a notion of M-ﬁnite thickness which is generalized notion of ﬁnite thickness. For a
language S, a language L is a minimal language of S withinL if S ⊆ L, and if no language L′ ∈ L satisﬁes S ⊆ L′L.
For nonempty ﬁnite set S ⊆ ∗, we deﬁne
MIN(S,L) = {L ∈ L | L is a minimal language of S within L}.
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Deﬁnition 8. A class L has M-ﬁnite thickness, if for any nonempty set S ⊆ ∗, (i) MIN(S,L) < ∞, (ii) S ⊆ L ∈ L
implies that there is a language L′ ∈ MIN(S,L) such that L′ ⊆ L.
M-ﬁnite thickness by itself is not a sufﬁcient condition for inferability from positive examples, but is closed under
various class operations such as union, concatenation and so on as well as ﬁnite elasticity [6,12].
Theorem 9 (Moriyama and Sato [6]). If a class L has M-ﬁnite thickness, then the class L is inferable from positive
examples if and only if for each language L ∈ L, there is a ﬁnite tell tale set of L.
Hereafter, we prove that our classPFSL has M-ﬁnite thickness. By Lemma 4, L(, ) = L()∪L() holds. Hence
for a string w ∈ ∗, w ∈ L() implies w ∈ L() or w ∈ L(). The former gives |c()| |w|, and there are at
most ﬁnitely many such s since  is of canonical form. On the other hand, the latter gives |c()| |w|, and thus
|c()| = |c()| + n|c()| |w|, where n1 denotes the number of variables in . If  = , there are at most ﬁnitely
many such PFSs.
Theorem 10. The class PFSL has M-ﬁnite thickness.
Proof. Let S ⊆ ∗ be a nonempty ﬁnite set. Let lmax be the length of the longest strings in S.
Claim A. MIN(S,PFSL) < ∞ holds.
The proof of Claim A. Let L() ∈ MIN(S,PFSL) for  = (, ). If  = , as mentioned above, there are at most
ﬁnitely many such PFSs because of |c()| lmax if S ⊆ L(), and |c()| lmax otherwise.
We ﬁrst consider a case of  =  and lmax1. In this case, c() =  holds. Similar to the above, we have |c()| lmax,
and thus there are at most ﬁnitely many such constant strings c(). Let us put l = |c()|. Then as easily seen, the lengths
of the strings in L(, ) are multiples of l. Thus, lmax = kl for some k1.
Let us put  = w0X1w1 . . . wn−1Xnwn, where w0, wn ∈ ∗, wi ∈ +(i = 1, . . . , n − 1) and Xi ∈ X+ for
i = 1, . . . , n. A variable x ∈ var() is nonerasable w.r.t. S if S ⊆ L(, {x := }). Since L() is a mini-
mal language of S, we can assume that every variable in  is nonerasable w.r.t. S, and such  is called a non-
erasable pattern w.r.t. S. Clearly, |Xi |k holds for every i. Hence, there are at most ﬁnitely many PFS languages
in MIN(S,PFSL).
Claim B. For any PFS , if S ⊆ L(), then L(′) ⊆ L() for some ′ ∈ MIN(S,PFSL).
The proof of Claim B. Let S ⊆ L() for  = (, ). We can assume that  is reduced, and L() ∈ MIN(S,PFSL).
Then we have S ⊆ L(′)L() for some reduced PFS ′ = (, ). Similarly to the proof of ClaimA, it can be shown
that there are at most ﬁnitely many such L(′)s containing the set S. 
By Theorems 9 and 10, if there is a ﬁnite tell tale set for every language in the class PFSL, the class is inferable
from positive examples. In what follows, we investigate ﬁnite tell tale sets for PFS languages.
4. Reduced PFSs and inclusion problem for PFS languages
In this section, we deal with a PFS  = (, ) with  ∈ ∗. As mentioned in Section 2, if  ∈ ∗ and  = x, then
the PFS  = (, ) is always reduced. We ﬁrst investigate properties of reduced PFSs and show that a reduced PFS
has a very characteristic feature. That is, a PFS  = (, ) is reduced if and only if L()∩L() = ∅. It means that if
w ∈ L() but w ∈ L() for some w, then the PFS  is reduced, and thus L() ∩ L() = ∅. In terms of this result,
we then investigate the inclusion problem for PFS languages.
For a pattern  ∈ ∗, A and B denote the longest constant preﬁx and the longest constant sufﬁx of , respectively.
For instance, A = ab and B =  if  = abx1aax2.
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The strings A and B for a pattern  ∈  can be expressed in terms of A, A, B and B as follows:
Lemma 11. Let  = (, ) be a PFS with  ∈ ∗. For any  ∈ , there is a pair (i0, j0) of positive integers such that
A = Ai0 A, B = BBj0 .
Proof. Let  ∈ . Then there is an integer t1 such that  ∈ t . The proof of our lemma can be done bymathematical
induction on t1. For t = 1, since  = , A = AA and B = BB holds. Let t2 and let  = {x1 :=
1, . . . , xn := n} for some k ∈ t−1 (k = 1, . . . , n). By k ∈ t−1 and induction hypothesis, there are positive
integers ik, jk1 such that Ak = Aik A and Bk = BBjk . Hence, we have A = AA1 = (A)i1+1A and
B = B1B = B(B)j1+1. 
4.1. Characterization theorems for reduced PFSs
In this paragraph, we give theorems characterizing a reduced PFS  = (, ) with  ∈ ∗.
ByPref,wedenote the set of pairs (v,w)of strings satisfyingvpw orwpv. Similarlywedeﬁne the set Suff.Clearly
 implies ApA and BsB. Hence, by Lemma 11, L() ⊆ L() for  ∈  implies ApAi0 A(= A) and
BsBBj0 (= B) for some i0, j01. The next lemma for patterns yields us the converse.
Lemma 12. Let  = A(x′x′)B and  = A(x′x′)B for some patterns ′, ′ (possibly ). Then the followings are
valid.
(i) L() ∩ L() = ∅ ⇐⇒ (A, A) ∈ Pref and (B, B) ∈ Suff.
(ii) If ′ is a substring of ′, then
L() ⊆ L() ⇐⇒ A p A, B s B.
Proof. The proof of the assertion (i). The “only if” part is obvious. We prove the “if” part for a case of |A| |A|
and |B| |B|. The other cases can be proved similarly. Assume that (A, A) ∈ Pref and (B, B) ∈ Suff. Then
A = AA and B = BB hold for some strings A and B. Consider a regular pattern  = AA′′BB. Since
 = {x := A′, x′ := B} = {x := , x′ := ′}, it follows that  and . By Lemma 5, we have ∅ = L() ⊆
L() ∩ L().
The proof of the assertion (ii) can be done similar to the above. 
Lemma 13. For w ∈ ∗ and v ∈ +,
(i) ∃ i01 s.t. wpvi0w ⇐⇒ w p v∗ ⇐⇒ ∀i0, w p viw,
(ii) ∃ j01 s.t. wswvj0 ⇐⇒ w s v∗ ⇐⇒ ∀j0, w s wvj .
Proof. We prove only the assertion (i).
Suppose wpvi0w for some i01. Let l be the least integer satisfying |w| < |vi0·(l+1)|, and let w′ be the preﬁx
of w with length |vi0·l | and w = w′w′′ for some w′′. Let us put w′ = w1w2 . . . wl for some wi with length |wi | =
|vi0 |(i = 1, . . . , l). Then by the assumption, we have w1 . . . wlw′′pvi0w1 . . . wlw′′. It means that w1 = vi0 , w2 =
w1, . . . , wl = wl−1 and w′′ p wl . Thus we have wi = vi0 for i = 1, . . . , l − 1 and w′′pvi0 . It implies that
w = vi0·lw′′ p vi0·(l+1), and so w p v∗. The other implications are obvious. 
By Lemmas 11–13, we obtain the following characterization theorem for a reduced PFS.
Theorem 14. Let  = (, ) be a PFS with  ∈ ∗. Then the following statements are equivalent:
(i)  is reduced.
(ii) A p(A)i0A or B sB(B)i0 for some i01.
(iii) L() ∩ L() = ∅.
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Proof. We assume L() ⊆ L(). Obviously we have L() ∩ L() = ∅. By Lemmas 11 and 12(i), ApAi0 A
(= A), BsBBj0 (= B) is valid. We note that each pattern  ∈  contains the pattern  as a substring. Hence,
by Lemma 12(ii), it follows that:
L() ∩ L() = ∅ ⇐⇒ L() ⊆ L() ⇐⇒ ApAi0 A(= A), BsBBj0 (= B)
for some i0, j01. If  is reduced, there is a pattern  ∈  satisfying L() ⊆ L(). By the above, the assertion (ii) is
valid.
(ii) ⇒ (iii). Assume that L() ∩ L() = ∅ and L() ∩ L() = ∅ for some  ∈ . By Lemma 13, the following
holds:
(ii′) A p(A)iA or B sB(B)i for any i0.
Then by the above, it contradicts (ii′). Clearly (iii) implies (i). 
Corollary 15. Let  = (, ) be a PFS with  ∈ ∗.
(i) If A = B =  or A = B = , then  is not reduced.
(ii) If  = (, ) is reduced, then any pattern  ∈  does not contain successive variables.
The assertion (ii) holds because of A =  or B =  for a reduced PFS. Remember that the regular pattern  for a
PFS  = (, ) is assumed to be of canonical form. Thus, by the assertion, every pattern in  is of canonical if  is
reduced.
Let us put w = A, v = A (resp. w = B, v = B). Then Lemmas 13, 11 and Theorem 14 yield us the following
characterizing theorem for reduced PFSs.
Theorem 16. Let  = (, ) be a PFS with  ∈ ∗. Then  is reduced if and only if
A pA∗(A = ) or B sB∗ (B = ).
Proof. We ﬁrst show “only if” part. The assertion (i) of Lemma 14, i.e., , is reduced implies the assertion (ii) of
Lemma 14.Appealing to Lemma 13, we have the above equation.We apply Lemmas 13 and 12(i) to the above equation
then we obtain  is reduced. 
Note that by Lemmas 11 and 13(i), A pA∗(A = ) if and only if A pA for all  ∈ .
By the deﬁnitions of wpu∗, if A pA∗ and A = , there is an integer iˆ0, a pair (a, b) of constant symbols
and a triplet (A0, A1, A2) of strings in ∗ such that
a = b, A = A0aA1, A = AiˆA0bA2.
A tuple [iˆ, (a, b), (A0, A1, A2)] is called the p-tuple for A A∗(A = ). Similarly, we deﬁne the s-tuple [jˆ , (c, d),
(B0, B1, B2)] for B  sB∗ (B = ). By the above theorem, if  = (, ) is reduced, there is the p-tuple for
A pA∗(A = ), or the s-tuple for B pB∗ (B = ).
By the above theorem, it follows immediately that:
Corollary 17. For a given PFS  = (, ), the decision problem of whether  is reduced is computable in time
O(|| + ||).
4.2. Results on inclusion problem for PFS languages
The following paragraph considers the inclusion problem L(′) ⊆ L() for given reduced PFSs ,′. Before that,
we prepare some lemmas.
We ﬁrst consider the inclusion relation L() ⊆ L() for a pattern  and a PFS .
Lemma 18. Let =(, ) be a reduced PFS with ∈∗ and let  be a pattern. If L() ⊆ L(), then
either L() ⊆ L() or L()⊆L() hold.
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Proof. If  ∈ ∗, clearly our lemma is valid. Let  ∈ ∗. Assume that L() ⊆ L(), but L() ∩ L() = ∅
and L() ∩ L() = ∅ for some  ∈ . Then by Lemma 12(i), it follows that (A, A), (A, A) ∈ Pref and
(B, B), (B, B) ∈ Suff.
Claim. ApA if A pA∗(A = ), and BsB if B sB∗ (B = ).
The proof of Claim. Assume that A pA∗(A = ) but A pA. Then by (A, A), (A, A) ∈ Pref and Lemma
11, A pA implies
(∗) ApA, ApA = (A)i0A
for some i01. Let [iˆ, (a, b), (A0, A1, A2)] be the p-tuple for A pA∗(A = ). By the deﬁnition of the p-tuple,
we obtain A = A0aA1, a = b and
A = AiˆA0bA2, A = (A)iˆ+i0A0bA2 = Aiˆ(A0aA1)(A)i0−1A0bA2.
Then by (∗) and a = b, it follows that ApAiˆA0. Let a1 and a2 be the (|A| + 1)st constant symbols from the left
side of A and A, respectively. Since 3, there is a symbol c ∈  such that c = aj for j = 1, 2. Let x be the
left-most variable of  and let c = {x := cx}. Then by the choice of c, clearly Ac pAjA holds for all j0. By
Lemmas 11 and 12(i), it means that L(c) ∩ L() = ∅ and L(c) ∩ L() = ∅. Since L(c) ⊆ L(), it contradicts that
L() ⊆ L(). Therefore ApA is valid.
Similarly, we can prove BsB if B sB∗ (B = ). This completes the proof of Claim.
Since  is reduced, by Theorem 16, A pA∗(A = ) or B sB∗ (B = ) holds.
If A pA∗(A = ), then A p(A)i0A(= A), but by Claim, ApA. Since |A| < |A|, it contradicts that
(A, A) ∈ Pref.
Similarly we can prove for the case of B sB∗ (B = ). This completes our proof. 
Next, we consider the inclusion relation L() ⊆ L() for a pattern  and a PFS . We give a relationship between
 and a pattern  ∈  for a PFS , where  is deﬁned in Section 2. Note that the pattern  is the shortest pattern in
the set  and A = AA and B = BB hold.
Lemma 19. Let  = (, ) be a PFS with  ∈ ∗ and let  ∈ . Then
L() ∩ L() = ∅ ⇐⇒ .
Proof. We prove the “only if” part since the “if” part is obvious.Assume thatL()∩L() = ∅ for  ∈  with  = .
Since |A | |A| and |B | |B| hold, by Lemma 12(i), it leads that ApA and BsB. By the deﬁnition of
, 
′ contains the pattern  as a substring, where  = (Ax)′(x′B) and  = (Ax)(x′B), and thus by Lemma
12(ii), L() ⊆ L(), that is, . 
Using the above lemma, it follows that
Lemma 20. Let  = (, ) be a reduced PFS and let  be a pattern with L() ⊆ L(). Then
(i) ApA if A pA∗(A = ), and BsB if B sB∗ (B = ).
(ii) L() ∩ L() = ∅ ⇐⇒ L() ⊆ L().
The proof can be done similarly to that of Lemma18.The assertion (i) corresponds toClaim in the proof of Lemma18.
By Lemmas 18 and 20, we have the following results of the inclusion relation for reduced PFSs:
Theorem 21. Let  = (, ) and ′ = (, ) be reduced PFSs with ,  ∈ ∗. If L(′) ⊆ L(), the following
equivalences are valid.
(i) L(′) ⊆ L() ⇐⇒ , ,
(ii) L() ⊆ L(), L(′) ⊆ L() ⇐⇒ ,  .
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Proof. Since the “only if” parts of two assertions are obvious, we only prove the “if” parts.
Since ′ is reduced, by Theorem 14, L() ∩ L(′) = ∅ holds.
(i)We assume thatL(′) ⊆ L(),  and  butL(′) ⊆ L(). Then since  impliesL() ⊆ L(), it means
thatL(′) ⊆ L(), and thusL() ⊆ L() for some  ∈ ′. SinceL() ⊆ L(), by Lemma 18, we haveL() ⊆ L().
Since , by Lemma 12(i), ApA(= AA) and BsB(= BB) hold. Since L()∩L() = ∅ and  ∈ ′,
by Lemma 11, we have A = Ai0A and BBj0 (= B). By Theorem 16 and Lemma 18, it follows that
(∗) A pAi0A(= A) or B sBBj0 (= B)
for some i0, j01. Since  and , if A pA∗(A = ) then ApA∗, Otherwise we have ApAA,
and ApA∗ or A = . In any way, we have ApA. Similarly we have BsB. It contradicts (∗). Therefore
L(′) ⊆ L() holds.
(ii) We assume that L(′) ⊆ L(),  and  . Then by , L() ⊆ L() holds. Since  , by Lemma
18, we have L() ∩ L() = ∅. It means that A pA or B sB .
Suppose L(′) ⊆ L() and L() ⊆ L() for some  ∈ . Then since L() ⊆ L(), it follows that L() ∩
L() = ∅. By Lemma 18, it means that . Hence,ApA andBsB hold. Similarly to the proof of (i), it implies
that ApA and BsB , and a contradiction. 
5. Learnability of erasing PFSs
In the present section, we show that the classPFSL is inferable from positive examples. In Section 3, we have proved
that the class has M-ﬁnite thickness. Thus by Theorem 9, it is enough to show that each PFS language has a ﬁnite tell
tale set.
5.1. Finite tell tale sets for PFS languages
Let  = (, ) be a PFS. We introduce the following particular ﬁnite subset of L():
T () = L() ∩  | |,
where  l denotes the set of strings with length at most l0. We prove that the above set is a ﬁnite tell tale set of
L(). The methods of the proof differ according to the cases of  ∈ ∗,  ∈ + and  = . For the ﬁrst case, the
inclusion theorem given in the previous section plays an important role in the proof. For the other cases, it is necessary
to investigate some combinatorial properties on constant strings.
Case of  ∈ ∗: For a pattern , S() denotes the set of all strings obtained from  by substituting the empty string
or a constant symbol in  to each variable.
The lemma below is fundamental to discuss a ﬁnite tell tale for a PFS language in this case.
Lemma 22 (Uemura and Sato [19]). Suppose that 3. Let  and  be erasing regular patterns. Then
S() ⊆ L() ⇐⇒ .
If a PFS  = (, ) is not reduced, clearly L() = L() = L(, x) holds.
Theorem 23. Let  = (, x) be a PFS with  ∈ ∗. Then the set T () is a ﬁnite tell tale set of the language L().
Proof. We prove by contraposition. Assume that T () ⊆ L(′)L()(= L(, x)) for some PFS ′ = (, ). Since
S() ⊆ T (), by Lemma 22,′ must be reduced, that is,L()L()∪L(′)(= L(′)). By our assumption, it follows
that  but  = , and . Moreover, since c() is the unique shortest string of S() and L(), c() = c() holds.
It means that ′x′′ for some ′, ′′ such that  = ′′′.
Case of ′, ′′ = : Let a and b be the |c(′)|th and (|c(′)| + 1)st constant symbols of c(), respectively. Since
3, there is a symbol c ∈  different from a and b. Consider the string w = w′cw′′ with length |c()| + 1, where
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w′ = c(′) and w′′ = c(′′). Clearly w ∈ S() but w ∈ L(), and thus w ∈ L(). It implies that  = dx or xd for
some d ∈ . If  = dx, then w = w′cw′′ = dw′w′′, and so w′c = dw′. It leads that c = d and w′ ∈ {c}+, and thus
a = c. It contradicts the choice of c.
Similarly we prove for the cases of ′ =  or ′′ = . 
Theorem 24. Let  = (, ) be a reduced PFS with  ∈ ∗. Then the set T () is a ﬁnite tell tale set of the language
L().
Proof. We prove by contraposition. Assume that T () ⊆ L(′)L() for some PFS ′ = (, ).
(i) Case that ′ is not reduced, that is, L(′) = L(): In this case, it follows that
S() ⊆ T () ⊆ L()L() ∪ L() = L().
By Lemma 22, it follows that . Since L() ∩ L() = ∅, by Lemma 18, it follow that L() ⊆ L(), and thus
L() = L(). Since  is reduced, c() belongs to L() but not L(). By the deﬁnition of T (), c() ∈ T ().
It contradicts T () ⊆ L()(= L()).
(ii) Case that ′ is reduced: Clearly c() and c() are the shortest strings of L() and L(′), respectively, and by
the above assumption, c() = c(), and so L() ∩ L() = ∅. By Lemma 18, it implies that . Since L(′)L(),
by Theorem 21(i),  implies L(′) ⊆ L(), and so c() ∈ L(). It is a contradiction since  is reduced and thus
L() ∩ L() = ∅ holds. Hence   holds. By Theorem 21(ii), it follows that L() ⊆ L() and L(′) ⊆ L(),
and thus
(∗) S() ⊆ L(), S() ⊆ L(′) ⊆ L().
By the former of (∗) and Lemma 22, we have , and thus  ≡ . Since both  and  are of canonical form, it implies
that  = .
Let us prove  = .We should note that the shortest strings ofL() andL(′) are c() and c(), respectively. By
the latter of (∗), it implies that c() = c(). Since L() ⊆ L() and L()∩L() = ∅, by Lemma 20, it follows
that L() ⊆ L(), and so . Similar to the proof of Lemma 20,   is shown to imply L() ∩ L() = ∅,
and a contradiction. Therefore  holds. Consequently, we obtain  ≡ . In terms of Corollary 15, both  and
 are of canonical form, and thus  = . Since  contains variables, it is easily shown that  = .
It means that L(′) = L() holds, and a contradiction. 
Case of  ∈ +: Here we should note that  ∈ ∗ implies  ⊆ ∗ and so L() = . Let us put w = . First we
will prepare some lemmas about multiple strings.
Let u′ = 	(w, u) for wpu∗ and u = u′u′′ for some u′′. Then since (u′u′′)iu′ = w = u′(u′′u′)i , it implies that
wpu∗ if and only if wsv∗ for v = u′′u′. Hence, we have w ∈ {u}+ ⇐⇒ 	p(w, u) =  ⇐⇒ wpu∗ and wsu∗.
Moreover, w1w2 ∈ {u}+ implies w1	s(w2, u), 	p(w1, u)w2 ∈ {u}+.
The following result plays an essential role in our problem on ﬁnite tell tale sets.
Lemma 25. Let w, u1, u2, u3 and v be nonempty strings in +.
(i) If w = u1u2 = u2u1, then w is a multiple string and w, ui ∈ {u}+ holds for some nonmultiple string u ∈ +.
(ii) If u1v = vu2, then vpu∗1, vsu∗2 and u2 = u′′u′, where u′ = 	p(v, u1) and u1 = u′u′′ for some u′′ ∈ +.
(iii) If u1(wu2) = (wu2)u1, then wpu∗, u1(wu2)wpu∗ and 	p(w, u) = 	p(u1(wu2)w, u) for some nonmultiple
string u ∈ +.
(iv) If (u1w)u2 = u2(u1w), then wsu∗, w(u1w)u2su∗ and 	s(w, u) = 	s(w(u1w)u2, u) for some nonmultiple
string u ∈ +.
(v) If wu ∈ {u1}+ and uw ∈ {u2}+ for nonmultiple strings u1 and u2, then u2 = u′′u′ holds, where u′ = 	p(w, u1)
and u1 = u′u′′ for some u′′ ∈ +.
(vi) If u1(wu2) = (wu2)u1 and (u2w)u3 = u3(u2w), then wpu∗, u1wu2wu3pu∗ and 	p(w, u) = 	p(u1wu2
wu3, u) for some nonmultiple string u ∈ +.
(vii) If w ∈ {u}+ for nonmultiple u and u1w = wu2 with |u1| |w|, then ui ∈ {u}∗ for i = 1, 2.
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Proof. (i) Let w = u1u2 = u2u1 for some u1, u2 ∈ +. Then since wpu1w(= wu1) and wsu2w(= wu2), by
Lemma 13, it implies that wpu∗1 and wsu∗2. Let u be the nonmultiple string satisfying u1 ∈ {u}+. Then clearly
wpu∗ holds. Let u′ = 	p(w, u) and u = u′u′′ for some u′′ ∈ +.
Let |u1| |u2| and we take two integers k1 and l1 such that |u1| = k1 · |u2| + l1, k11 and 0 l1 < |u2|. Then by
u1u2 = u2u1, it can be easily seen that u1 = uk12 u3 and u2u3 = u3u2, where u3 is the sufﬁx of u1 with length l1. If
l1 = |u3| = 0, then the string w is multiple, and moreover w, ui ∈ {u2}+. Otherwise |u2| > |u3| > 0. By repetition of
the above, we obtain the following sequence u1, u2, . . . such that
ui = ukii+1ui+2, ki1, ui+2 = , uiui+1 = ui+1ui
for i1. Since |u1| > |u2| > · · ·, there is an integer t3 satisfying ut =  but ut+1 = .As easily seen,w is a multiple
string of the nonempty string ut , and w, ui ∈ {ut }+.
The assertion (ii) can be similar to the above.
(iii) By the assertion (i), u1, wu2 ∈ {u}+ hold for some nonmultiple string u ∈ +. It means that wpu∗, and so
u1(wu2)wpu∗ and 	p(w, u) = 	p(u1(wu2)w, u).
The assertion (iv) can be shown similarly to the assertion (iii).
(v) Let wu ∈ {u1}+ and uw ∈ {u2}+ for multiple strings u1 and u2. Without loss of generality, we assume that
|u1| |u2|.
Let u′ = 	p(w, u1) and u1 = u′u′′ for some u′′ ∈ +. Then w = ui1u′ and u = u′′uj1 for some i, j0. Since
uw = u′′ui+j1 u′ = (u′′u′)i+j+1 and uw ∈ {u2}+, vi+j+1 = ul2 holds for some l1, where v = u′′u′.
Assume that (|v| =)|u1| < |u2|, and thus v = u2. Since u2 is nonmultiple, l2. Indeed, if l = 1 then v = u2.
Let v′ = 	p(u2, v) and v = v′v′′ for some v′′ ∈ +. Then u2 = vkv′ holds for some k1. If v′ =  then u2 = vk .
Since |v| < |u2|, it means that k2, and a contradiction because of u2 to be nonmultiple. Hence v′ =  holds. Since
l2, u22 p v∗ holds. It means that v′v = v′(v′v′′)pv∗, and thus v′(v′v′′) = vv′ = (v′v′′)v′. Therefore we have
v′v′′ = v′′v′. Since v′, v′′ ∈ +, by the assertion (i), it implies that v′, v′′ ∈ {uˆ}+ for some nonmultiple string uˆ. It
means that u2 is nonmultiple, and a contradiction.
Hence we have |u1| = |u2|, and thus u2 = u′′u′.
(vi) By the assertion (i), u1, wu2 ∈ {u′1}+ and u2w, u3 ∈ {u′2}+ hold for some nonmultiple strings u′1, u′2 ∈ +. It
implies that wpu′1
∗
and wsu′2
∗
, and by the assertion (v), we have u′1 = u′u′′ and u′2 = u′′u′, where u′ = 	p(w, u′1)
and u′1 = u′u′′ some u′′ ∈ +. Hence we have u1wu2wu3pu′1∗.
The proof of the assertion (vii) can be easily derived from the assertion (vi). 
Now we consider some speciﬁc strings contained in T () for  = (w, ) with w ∈ +. By the deﬁnition of PFS
given in Section 2, the strings w and w satisfy either one of w pu∗ and 	p(w, u) = w for any nonmultiple string
u with |u| < |w|. Hence, it follows that for any nonmultiple string u with |u| < |w|,
(i) w pu∗ or w pu∗ or 	p(w, u) = 	p(w, u) or
(ii) w, wpu∗ and 	p(w, u) = 	p(w, u) but |u| |w|.
Let  = v0x1v1x2 . . . xnvn for some vi ∈ ∗ (i = 0, . . . , n). Then we have w = v0wv1w . . . wvn. We introduce the
following strings:
ri() = {xi := w, xj := w | j = i}, i = 1, . . . , n.
That is, ri() = v0wv1 . . . wvi−1((v0wv1 . . . wvi−1)w(viw . . . wvn))viw . . . wvn. By the deﬁnition of T (), we have
{w, w} ∪ {ri() | i = 1, . . . , n} ⊆ T ().
Note that the strings w, w, ri()s are the unique shortest, the unique second shortest and the third shortest strings of
L(w, ) and T ().
We ﬁrst introduce the following condition for the particular strings w and w ∈ T () that corresponds to the
above (ii):
Condition A wpu∗, wpu∗ and 	p(w, u) = 	p(w, u) for some nonmultiple string u with |u| |w|.
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Then we show that if ConditionA is satisﬁed, then L(w, ) = L(w, ukx) for some k1. That is, the language L(w, )
depends only on the string w, the nonmultiple string u and the integer k determined by |w| and |w| as shown below.
Otherwise, we show that the ri()s are mutually distinct if v0vn = , and so except r1() = rn() otherwise.
Lemma 26. Let  = (w, ) be a reduced PFS with w ∈ + and var() = {x1, . . . , xn} (n1). If Condition A is
satisﬁed, then ri() = rj () for any i, j , and L() = L(w, ukx) where k is a positive integer such that ukw = w.
Proof. Let u′ = 	p(w, u) = 	p(w, u) and u = u′u′′ for some u′′ ∈ +. Then w = ul0u′ and w = ulu′ hold for
some l0, l1. By Condition A, the following holds:
v0 ∈ {u}∗, wvi ∈ {u}+ (i = 1, . . . , n − 1), wvn = umu′ for some m1.
In fact, since w = v0wVpu∗ for V = v1w . . . wvn, we have v0pu∗ and v0wpu∗. If v0 ∈ {u}∗, then v′ =
	p(v0, u) =  and v′w(= v′uju′)pu∗ for some j . Since l01, it implies that v′upu∗ and thus v′v′′ = v′′v′ for
some nonempty string v′′ with u = v′v′′. Appealing to Lemma 25(i), v′, v′′, u ∈ {uˆ}+. It means that u is multiple, and
a contradiction. Similarly it can be shown that wvi ∈ {u}+ for each i.
By the above, we have ri() = u2l−l0u′ for every i, and thus ri() = rj () for any i, j .
Let us put′′ = (w, ukx)where k = l− l0.As easily seen,L(′′) = {uik+l0u′ | i0}.We show thatL() = L(′′).
Clearly, w is the shortest string of L(′′). Remember that L() =  =⋃∞t=1 t . We ﬁrst show by mathematical in-
duction on t1 thatt ⊆ L(′′). Since1 = {w} and w = ulu′, it is valid.Assume thatt ⊆ L(′′) for t t0−1. Let
 ∈ L(t ). Thenwehave = {x1 := 1, . . . , xn := n} for somej ∈ t0−1 (j = 1, . . . , n). By induction hypothesis,
j = umj ·k+l0u′ holds for somemj 0 (j = 1, . . . , n), and thus  = v0(um1·k+l0u′v1)(um2·k+l0u′v2) · · · (umn·k+l0u′vn)
holds. For j = 1, . . . , n − 1, since umj ·k+l0u′vj = umj ·k(wvj ) and wvj ∈ {u}+ by (∗), it implies that umj ·k+l0u′vj ∈
{u}+. Similarly umn·k+l0u′vn = umn·k+l′u′ holds. Since v0 ∈ {u}∗, we ﬁnally obtain  = um·k+l0u′, where m =
l + m1 + m2 + · · · + mn. Hence we have  ∈ L(′′). Therefore, L() ⊆ L(′) holds.
Conversely, we can prove by mathematical induction on i0 that uki+l0u′ ∈ L(). Therefore we obtain L() =
L(′′). Since L(′) = L(′′), it follows that L() = L(′). 
By Lemma 25, it follows that:
Lemma 27. Let  = (w, ) be a reduced PFS with w ∈ + and var() = {x1, . . . , xn} (n2). If Condition A is not
satisﬁed, then the ri()s are mutually distinct if v0vn = , and so except r1() = rn() otherwise.
Proof. Assume that ri() = rj () for some i, j such that 1 i < jn. Then w = V1wV2wV3, and
(∗) V1(wV2) = (wV2)V1, V3(V2w) = (V2w)V3,
where V1 = v0wv1 . . . wvi−1, V2 = viw . . . wvj−1 and V3 = vjw . . . wvn.
Note that V1 =  ⇐⇒ i = 1 and v0 = , and V3 =  ⇐⇒ j = n and vn = . Moreover, by Lemma 25(i) and (∗),
V1, wV2 ∈ {u1}+ if V1 = , and V2w,V3 ∈ {u2}+ if V3 =  for some nonmultiple strings u1, u2 ∈ +.
Case of V1, V3 = : In this case, by Lemma 25(vi) and the above, we have wpu∗, w = V1wV2wV3pu∗ and
	p(w, u) = 	p(w, u) for some nonmultiple string u with |u| < |w|, and a contradiction.
Case of V1 =  and V3 = : By Lemma 25(iii) and the above, we have wpu∗, wpu∗ and 	p(w, u) = 	p(w, u)
for some nonmultiple string u with |u| < |w|, and a contradiction. Similarly we can prove for the case of V1 =  and
V3 = .
Case of V1 = V3 = : In this case, as mentioned above, it is possible only for v0 = vn =  and i = 1, j = n. Clearly
r1() = rn() holds for this case. 
Finally, we prove that T () is a ﬁnite tell tale set for L() in this case.
Theorem 28. Let  = (w, ) be a reduced PFS with w ∈ +. Then the set T () is a ﬁnite tell tale set of the
language L().
Proof. We assume that T () ⊆ L(′)L() for some PFS ′ = (, ).
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Claim A.  = w and  = w.
The proof of Claim A. By the assumption of the inclusion, w is the unique shortest string of L(′), and so w = c().
We show that  does not contain variables. Suppose that  contains some variables. Without loss of generality, we can
assume that ′ is reduced, and by Corollary 15, A =  or B = . Let A = , and  = Ax1′ for some ′. Since
3, there is a constant symbol c ∈  different from the |A|th and (|A| + 1)st symbols of w. Consider a pattern
c = {x1 := c} = Ac′. Since the string c(c) has the length |w| + 1, by c(c) ∈ L(), it must equal w which is
the second shortest string in L(). It means that  = ax or xa for some a ∈ , and w = aw or wa. By the choice of
c, both of the (|A| + 1)st symbols of wa and aw, however, are different from c. Thus c(c) = wa and c(c) = aw
hold, and so c(c) = w in any case. Therefore,  does not contain any variable and so  = w. Since w is the unique
second shortest string of L(′), it implies that w = w.
Let  = v0x1v1x2 . . . xnvn and  = v′0y1 . . . yn′v′n′ for some vi, v′j ∈ ∗(i = 0, . . . , n, j = 0, . . . , n′). Clearly
ri()s are all of the third shortest strings of L() and S(), and rj ()s are those of L(′). It means that
(∗) {ri() | i = 1, . . . , n} = {rj () | j = 1, . . . , n′}.
If ConditionA holds, by Lemma 26, it follows thatL() = L(w, ukx), where k is a positive integer such that ukw = w.
Thus by Claim A, L(′) = L() holds.
Assume that Condition A does not hold, that is, for any nonmultiple string u ∈ + with |u| < |w|, w pu∗,
w pu∗, or 	p(w, u) = 	p(w, u).Then by Lemma 27, it follows that all ri()s are distinct if v0vn = , and so except
r1() = rn(), otherwise. Let us put ri() = Vi,1wVi,2 and rj () = V ′j,1wV ′j,2 for each i, j , where
Vi,1 = v0wv1w . . . vi−2wvi−1, Vi,2 = viwvi+1 . . . vn−1wvn,
V ′j,1 = v′0wv′1w . . . v′j−2wv′j−1, V ′j,2 = v′jwv′j+1 . . . v′n′−1wv′n′ .
Clearly |V1,1| < |V2,1| < · · · < |Vn,1| and |V ′1,1| < |V ′2,1| < · · · < |V ′n′,1| hold. By Claim A, it follows that
w = Vi,1wVi,2 = V ′j,1wV ′j,2(= w), i = 1, . . . , n, j = 1, . . . , n′.
By (∗), for each i there is an index j satisfying ri() = rj (). Hereafter we prove that ri() = rj () implies |Vi,1| =
|V ′j,1|. We suppose the converse, and |Vi,1| < |V ′j,1|, and so |Vi,2| > |V ′j,2|. Then since Vi,1 and V ′j,1 are preﬁxes of
w, V ′j,1 = Vi,1V hold for some nonempty string V . Similarly Vi,2 = V ′V ′j,2 holds for some nonmultiple string V ′.
By w = w, it follows that w = Vi,1w(V ′V ′j,2) = (Vi,1V )wV ′j,2, and so
wV ′ = Vw.
By Lemma 25(ii), we have wpV ∗, wsV ′∗ and V ′ = u′′u′, where u′ = 	p(w, V ) and V = u′u′′ for some u′′ ∈ +.
On the other hand, by ri() = rj () and wV ′ = Vw, we have
Vi,1V = VVi,1, V ′j,2V ′ = V ′V ′j,2.
Applying Lemma 25(i), the above yield Vi,1, V ∈ {u}+ and V ′, Vj,2 ∈ {uˆ}+ for some nonmultiple strings u and uˆ. By
u′ = 	p(w, V ) and V ∈ {u}+, it follows that wpu∗ and 	p(w, u) = 	p(u′, u) for the nonmultiple string u. Let v′ =
	p(u
′, u) and u = v′v′′ for some nonempty string v′′. Then clearly 	s(u′′, v′′v′) = v′′ holds. Since V ′ = u′′u′ holds,
it implies that V ′ ∈ {v′′v′}+. Remember that the string uˆ is the nonmultiple string satisfying V ′ ∈ {uˆ}+. Thus it leads
that v′′v′ ∈ {uˆ}+. By w = (Vi,1w)(V ′V ′j,2), 	s(w, v′′v′) = v′, 	s(Vi,1w, v′′v′) = v′ and V ′V ′j,2 ∈ {uˆ}+, we ﬁnally
get ws uˆ, ws uˆ and 	s(w, uˆ) = 	s(w, uˆ) = 	s(v′, uˆ). It means that wpuˆ, wpuˆ and 	p(w, uˆ) = 	p(w, uˆ).
It contradicts to our assumption. Therefore, ri() = rj () implies |Vi,1| = |V ′j,1|.
It implies together with (∗) that n = n′ and Vi,1 = V ′i,1 for i = 1, . . . , n. Thus, v0 =  (resp. vn = ) if and only
if v′0 =  (resp. v′n = ). As easily seen, Vi,1 = V ′i,1 for each i implies vi = v′i for every i. Hence we have  = .
It means that L(w, ) = L(w, ), and a contradiction. 
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5.2. The case a PFS  = (, ),  is nonmultiple
Here we consider a PFS  = (, ), provided that  is a nonmultiple string. Let us put  = u0X1u1 . . . uk−1Xkuk
for u0, uk ∈ ∗, ui ∈ +(i = 1, . . . , k − 1) and Xi ∈ X+ for i = 1, . . . , k. Let s =  = u0u1 . . . uk and l = |s|.
For the pattern  and t1, let us deﬁne a set P,t of strings over  ∪ X ∪ {〈, 〉} recursively as follows:
P,1 = ⋃
Dvar()
{{x :=  | x ∈ D}}
P,t = ⋃
D,Db⊆var()
D =var()
Db∩D=
⋃
S∈U(Db,P,t−1)
{({x :=  | x ∈ D} ∪ {x := 〈〉 | (x, ) ∈ S})},
where
U(Db, P,t−1) =
⎧⎨
⎩
{(x1, 1), . . . , (xn, n)}
⊆ Db × P,t−1
∣∣∣∣∣∣
n = Db,
{x1, . . . , xn} = Db,
{1, . . . , n} ⊆ P,t−1
⎫⎬
⎭ .
Then we put P =⋃∞t=1 P,t .
For each  ∈ P, the notation I () means the constant string over  obtained from  by deleting all brackets 〈〉,
and substituting s(= ) to each variable in . The string  is called a bracket expression for a string I (). Let us put
I (P) = {I () |  ∈ P}. Then the next result can be shown similarly to the proof of Lemma 4.
Lemma 29. Let  = (, ) be a PFS. Then we have
(i) I (P) =  − {s}.
(ii) For any  ∈ P and D ⊆ var(), I ({x :=  for x ∈ D}) belongs to .
We deﬁne the following strings:
rˆi () = ({Xi := s} ∪ {Xm :=  | m = i}),
ti,j () = ({Xi := sj } ∪ {Xm :=  | m = i}), j = 1, . . . , |Xi |,
for i = 1, . . . , k, where {Xi := s} substitutes s for the ﬁrst variable of Xi and  for the rest of variables, {Xi := sj }
substitutes s for the ﬁrst j variables of Xi and  for the rest of variables, and {Xm := } substitutes  for every variable
in Xi . Then clearly
{, s} ∪ {rˆi (), ti,j () | j = 1, . . . , |Xi |, i = 1, . . . , k} ⊆ T ().
Note that ti,j () = I (u0 . . . ui−1x1x2 . . . xjui . . . un) holds.
As easily seen, the empty string  is the unique shortest string of L() and T (), and s is the second shortest string
of them. Moreover, the third shortest strings of them are rˆi ()s whose lengths are 2l for l = |s|.
Lemma 30. Let  = (, ) be a PFS with a nonmultiple s(= ). Then the followings are valid:
(i) If u0un = , then rˆi () = rˆj () for i, j (1 i < jk).
(ii) If u0un = , then rˆi () = rˆj () for i, j (1 i < j < k) and rˆ1() = rˆk().
(iii) There are no strings V1 and V2 such that s2 = V1sV2 and V1, V2 are not empty strings.
Proof. (i) and (ii) can be shown similarly to that of Lemma 27. By Lemma 25(i), (iii) follows immediately. 
Theorem 31. Let  = (, ) be a reduced PFS, where  is a nonmultiple string. Then there does not exist a PFS
′ = (, ) such that
T () ⊆ L(′)L().
Proof. We assume that there is a PFS ′ = (, ) satisfying the inclusion relations in our theorem. Then, since
 ∈ L(′) and  = x, clearly  =  must hold. Let  = u0X1u1 . . . uk−1Xkuk and  = u′0Y1 . . . Yk′u′k′ for some
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u0, u′0, uk, u′k′ ∈ ∗, ui, u′j ∈ +(i = 1, . . . , k − 1, j = 1, . . . , k′ − 1) and Xi, Yj ∈ X+ for each i, j . Then since 
and  are the second shortest strings in L() and L(′), respectively, it follows that s = . Similarly we have
{rˆi () | i = 1, . . . , k} = {rˆj () | j = 1, . . . , k′}.
Claim A. k = k′ and ui = u′i for i = 1, . . . , k.
The proof of Claim A. Since s is nonmultiple, by Lemma 30(i), we have rˆi () = rˆj () for i = j . By the above,
it means that k = k′. Similar to the proof of Theorem 28, we can show that ui = u′i for each i.
By the above, we have  = u0Y1u1Y2 . . . Ykuk .
Claim B. |Xi | |Yi | for i = 1, . . . , k.
The proof of Claim B. Since ti,j () ∈ ′ for j = 1, . . . , |Xi |, by Lemma 29(i), there is a bracket expression in
P for each ti,j (). We show by mathematical induction on j that V1x1 . . . xjV2 is the unique bracket expression for
V1sjV2 within ′, where V1 = u0 . . . ui−1 and V2 = ui . . . uk .
For the case of j = 1, clearly the string V1x1V2 is the unique bracket expression for V1sV2. Let j ∈ P be a
bracket expression for ti,j (), and let ′j be the bracket expression by substituting  to the left most variable x1 of j .
By Lemma 30(iii), the place of the string s in I (j ) substituted to the variable x1 must be the same one of either s of
s ·s · · · s in V1sjV2. Thus, by Lemmas 29(ii) and 30(iii), ′j is the bracket expression for ti,j−1. By induction hypothesis,
′j = V1x1x2 . . . xj−1V2. It means that j = V1x1 . . . xjV2. Since ti,|Xi |() ∈ ′, we obtain |Yi | |Xi |.
Claims A and B imply that  ⊆ ′, and a contradiction. 
By Theorems 23, 24, 28 and Theorem 31, it follows that:
Theorem 32. Let  be a PFS in PFS. Then the set T () is a ﬁnite tell tale set of the language L().
By Theorems 32 and 10, we obtain the following main theorem.
Theorem 33. The class PFSL is inferable from positive examples.
6. Conclusions
In this paper, we have investigated the learnability of the class PFSL of erasing PFS languages from positive
examples. In language learning in Gold framework, ﬁnite elasticity is well-known as a powerful sufﬁcient condition
for learnability. In this paper, our class PFSL, unfortunately, is shown not to have ﬁnite elasticity. Our approach to the
learnability is to present concretely a ﬁnite tell tale set for each PFS language. The existence of such a ﬁnite subset for
each language was shown by Angluin to be necessary for learnability. We have introduced the particular type of the
ﬁnite subset T () for each PFS . In order to show that T () is a ﬁnite tell tale set of L(), the inclusion problem
for PFS languages is a very important key. We gave some solutions of the problem only for the case that patterns 
in heads contain some variables. To solve the problem for the case of  ∈ ∗, it seems to be necessary to investigate
equation problems on constant strings similar to Lemma 25. It is a future work to solve the inclusion problem for PFS
languages for the other cases.
In this paper, we have shown that the class PFSL is learnable from positive examples. A target PFS  = (, ) is
assumed  pu∗ or 	p(, u) =  for any nonmultiple string u with |u| < || if  ∈ ∗. It is a future work to ﬁnd a
ﬁnite tell tale set of such a PFS language L().
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