We consider the problem of estimating rare event probabilities, focusing on systems whose evolution is governed by differential equations with uncertain input parameters. If the system dynamics is expensive to compute, standard sampling algorithms such as the Monte Carlo method may require infeasible running times to accurately evaluate these probabilities. We propose an importance sampling scheme (which we call "BIMC") that relies on solving an auxiliary, "fictitious" Bayesian inverse problem. The solution of the inverse problem yields a posterior PDF, a local Gaussian approximation to which serves as the importance sampling density. We apply BIMC to several problems and demonstrate that it can lead to computational savings of several orders of magnitude over the Monte Carlo method. We delineate conditions under which BIMC is optimal, as well as conditions when it can fail to yield an effective IS density.
1. Introduction. We consider the following goal-oriented uncertainty quantification (UQ) problem. Let f (x) : R m → R be a smooth nonlinear operator, and p(x) a given probability density function (PDF) for x. Given a target interval Y ⊂ R, our goal is to compute µ = P(f (x) ∈ Y). Equivalently, µ is the expectation under p(x) of the indicator function 1 Y (f (x)). 1 We focus on the case when µ 1, i.e., the event f (x) ∈ Y is rare. In our context, f (x) is a map from some random finite dimensional parameter space to a quantity-of-interest (QoI). Such parameter-to-QoI maps are often a composition of the solution of a differential equation for a state variable, and an operator that extracts the QoI from the state. The parameters x represent uncertain parameters in the physical model. This uncertainty can arise from a variety of sources, such as lack of knowledge, measurement errors, or noise. Here, we assume that the uncertainty is described by a known PDF, p(x). A Monte Carlo (MC) method can be used to compute µ by sampling x from p(x) and then checking whether f (x) ∈ Y. But such an approach can be prohibitively expensive if the operator f is expensive to evaluate, especially when µ 1. Summary of the methodology. We propose a variance reduction scheme based on importance sampling (IS). In IS, samples are drawn from a new distribution, say q(x), in order to increase the occurrences of the rare event. We construct our IS density as follows. We begin by setting up an auxiliary inverse problem. First we select a y ∈ Y, and then we find x such that f (x) ≈ y. This is an ill-posed or inverse problem since given a scalar y we want to reconstruct the vector x. A simple counting argument shows that this is impossible unless we use some kind of regularization. To address this ill-posedness we adopt a Bayesian perspective, Target interval for f (x)
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The law of large numbers guarantees that in the limit N → ∞,μ converges to µ [25] . The relative Root Mean Square Error (RMSE) inμ is:
Since 1 Y (f (x)) is a binary random variable, its variance is σ 2 p = µ(1 − µ). This implies that the relative RMSE is approximately 1/µN when µ 1. In order to achieve a specified relative accuracy threshold, the number of samples must then scale as N ∼ 1/µ. This is problematic since it can render evaluating extremely rare probabilities virtually impossible if f (x) is expensive to evaluate. The evaluation of rare probabilities can be made tractable by reducing the variance of the MC estimate. In BIMC, we aim to achieve variance reduction through importance sampling, which is briefly introduced in the next section. 
Then, q is called the importance distribution and p(x)/q(x) is the likelihood ratio. The importance sampling estimate for µ is:
The relative RMSE in estimating µ using importance sampling is:
If σ 2 q is smaller than σ 2 p , the importance sampling estimate of µ is more accurate than the one obtained using simple MC. The main challenge in importance sampling is selecting an importance density q such that σ q < σ p . The IS density that minimizes σ q is known to be q * = 1 Y (f (x))p(x)/µ (see [13] ). That is, the optimal density for importance sampling is just p(x) truncated over regions where f (x) ∈ Y, and then appropriately renormalized. However, q * cannot be sampled from, since the renormalization constant µ is exactly the probability we set out to compute in the first place. Nevertheless, it defines characteristics desirable of a good importance density -it must have most of its mass concentrated over regions where f (x) ∈ Y and resemble p(x) in those regions.
So the first step in constructing an effective IS density is identifying regions where f (x) ∈ Y. As mentioned in Section 1, this is done by solving a Bayesian inverse problem. Before describing the BIMC methodology in detail, we first provide a brief introduction to Bayesian inference in a generalized setting.
Bayesian inference.
In a general setting where inference must be performed, the problem is slightly different. Here the goal is to infer input parameters x from a (possibly noisy) real-world observation of the output, say y. In the Bayesian approach, this problem is solved in the statistical sense. The solution of a Bayesian inference problem is a probability density over the space of parameters that takes into account any prior knowledge about the parameters as well as uncertainties in measurement and/or modeling. This probability density, known as the posterior, expresses how likely it is for a particular estimate to be the true parameter corresponding to the observation.
In addition to the observation y, assume the following quantities have been specified -i) a suitable probability density p(x) that captures prior knowledge about the parameters x, and ii) the conditional probability density of observing the data y given the parameters x, p(y|x). Then, from Bayes' theorem, the posterior is given by: 
The posterior can also be interpreted to be updated beliefs once the data and errors have been assimilated. We would like to emphasize here that in an actual inverse problem, the observation y, as well as the likelihood density p(y|x) are physically meaningful. The former corresponds to real-world measurements of the output of the forward model. The latter describes a model for errors arising out due to modeling inadequacy or measurement.
The posterior by itself is of little use. Often, the task is to evaluate integrals involving the posterior. This might be the case, for example, when trying to characterize uncertainty in the inferred parameters by evaluating moments (mean, covariance) of the posterior. Analytical evaluation of these integrals is often out of the question and a sample based estimate must be used. Except in certain cases, the posterior is an arbitrary PDF in R m and generating samples from it requires sophisticated methods such as Markov Chain Monte Carlo. For easy sample generation, the posterior can be locally approximated by a Gaussian around its mode (also known as the Maximum A Posteriori point). By linearizing f around the MAP point, it can be shown that the mean of the approximating Gaussian is the MAP point, and its covariance is the inverse of the Gauss-Newton Hessian matrix of − log p(x|y) at the MAP point [12] .
As a concrete example, consider the case when the likelihood density represents Gaussian additive error of magnitude σ, p(y|x) = N (f (x), σ 2 ). Then, p(x|y) ∝ exp − (y−f (x)) 2 2σ 2 p(x), and we have (up to an additive constant),
and, x MAP can be found as:
Then, the Gauss-Newton Hessian matrix of − log(p(x|y)) can be written as
Note that, the Gauss-Newton Hessian has the attractive property of being positive-definite. These expressions show that x MAP can be interpreted as that point in parameter space that minimizes mismatch with the observation but is also highly likely under the prior. So sampling from a Gaussian approximation of the posterior can be thought of as drawing samples in the vicinity of a point that is consistent with the data as well as the prior. In addition, the covariance or spread of the samples is informed by the derivatives of the forward model. While constructing the IS density in BIMC, this feature of the Gaussian approximation of the posterior in a general, real-world setting will be used in conjunction with the knowledge of the shape of the ideal IS density. This completes the presentation of the necessary theoretical background and we are ready to describe the BIMC methodology. 3. Methodology. Recall that the forward UQ problem is to compute P (f (x) ∈ Y) when x ∼ p(x). In BIMC, we use the ingredients of the forward UQ problem to construct a fictitious Bayesian inverse problem as follows. We 1. select some y ∈ Y as a surrogate for real-world observation, 2. use p(x) as the prior, and, 3. concoct a likelihood density p(x|y). This enables us to define a pseudo-posterior p(x|y), and subsequently, a Gaussian approximation to it. We call this inverse problem fictitious because both the observation y and the likelihood density p(x|y) are arbitrarily chosen by us. Neither is y a real-world measurement of a physical quantity, nor does p(x|y) correspond to an actual error model. From here on, we will refer to these artificial quantities as the pseudo-data and the pseudo-likelihood respectively.
We propose using the Gaussian approximation to the posterior as an IS density. As outlined in the previous section, in the real-world setting, the mean of the Gaussian approximation of the posterior (the MAP point) is that point in parameter space that is consistent with the data as well as the prior. So by solving the fictitious Bayesian inverse problem defined earlier, we expect the mean of the IS density to be a point that is consistent with some y ∈ Y as well as the nominal PDF p(x). This ensures the IS density is centered around regions where f (x) ∈ Y. Further, the covariance matrix of the Gaussian approximation, and hence the IS density, contains first-order derivative information. This approach is illustrated in Figure 1 .
Since a Gaussian likelihood model has been assumed, the pseudo-posterior is proportional to exp −(y − f (x)) 2 /2σ 2 p(x). Thus, an alternative interpretation of the pseudo-posterior in this case is as a "mollified" approximation of the ideal IS density, 1 Y (f (x)) p(x), where the mollification has been achieved by smudging the sharply defined characteristic function 1 Y (f (x)) into a Gaussian, exp −(y − f (x)) 2 /2σ 2 The advantage of doing this lies in the fact that the mollified ideal IS density has well-defined derivatives and can be explored via derivative-aware methods, unlike the true ideal IS density, which isn't differentiable. Algorithms like IMIS [24] , and LIMIS [9] can now be employed for rare-event probability estimation by plugging in the pseudo-posterior as the target.
Irrespective of the interpretation, this methodology introduces two tunable parametersthe pseudo-data y ∈ Y and variance of the pseudo-likelihood density, σ 2 . These parameters can have a profound effect on the accuracy of the importance sampler and must be tuned with care. The tuning strategy depends on the nature of f (x) as well as p(x). Next, we discuss possible cases as well as the corresponding tuning strategy.
3.1. Affine f , Gaussian p. Although for a affine f (x) and Gaussian p(x), the probability µ = P(f (x) ∈ Y) may be analytically computed, the availability of analytical expressions for x MAP and H GN in this case illustrates how our importance sampler achieves variance reduction.
Then, µ is given analytically as
where ν = v T x 0 + β, γ 2 = v T Σ 0 v, and Φ is the standard Normal CDF. 8 SIDDHANT WAHAL AND GEORGE BIROS (a) Figure 1 : Summary of the BIMC methodology. In (a), the problem statement is summarized -we need to compute the probability of the pre-image of the target interval, f −1 (Y). In (b), we introduce the pseudo-data point y ∈ Y and redefine p(x) to be the pseudo-prior in a fictitious Bayesian inverse problem. The true inverse of the pseudo-data point y is a straight line in R 2 . Next, in (c), we select a pseudo-likelihood density, p(y|x). The pseudo-likelihood density can also be viewed as a mollified approximation of the characteristic function. Part (d) shows the contours of the posterior, p(x|y), which is proportional to p(y|x)p(x). We use a Gaussian approximation to this posterior as an IS density. Now, suppose the pseudo-data is some y ∈ Y and the variance of the pseudo-likelihood is some σ 2 ∈ R. Then the pseudo-posterior p(x|y) is also a Gaussian and no approximations are necessary. Hence, the IS density is given by
where, The expressions for x MAP and H −1 GN expose how our importance sampler achieves variance reduction. The MAP point identifies the region in parameter space where f (x) ≈ y. The spread of the importance sampler, as encapsulated in its covariance, is reduced over its nominal value Σ 0 in a direction informed by v, the gradient of f (x). Note that the reduction in variance occurs in just one direction, Σ 0 v; the variance of p(x) is retained in all other directions. The parameter σ 2 controls how much q(x) is updated over p(x)-a small value for σ results in a larger shift from x 0 and a larger reduction in its spread. These claims become more transparent by noticing that the pushforward of q(x) under f is another Gaussian distribution in R (the pushforward density represents how f (x) will be distributed if x is distributed according to q(x)). The mean χ and variance ξ 2 of this pushforward density are-
A small σ implies small ρ, which means χ is closer y and ξ 2 is small. Since our goal is importance sampling, we wish to select those values for the tunable parameters that deliver just the right amount of update over p. We do this by minimizing the Kullback-Leibler (KL) divergence between q(x) and the ideal IS distribution q * (x). Although not a true metric, the KL divergence between two probability densities is a measure of the distance between them. It is defined as:
Then, the optimal pseudo-data point and the optimal variance of the pseudo-likelihood density can be obtained as:
Analytic expressions for D KL , y * , and σ * are derived for the affine Gaussian case in the supplement in ??. Selecting the tunable parameters in this way, in fact, allows us to make the following claim regarding the resulting IS distribution: Claim 3.1 (BIMC optimality). In the affine-Gaussian case, the importance sampling density that results from the BIMC procedure is equivalent to the Gaussian distribution closest in KL divergence to q * (x).
Proof. Proof given in the supplement in ??:
Hence, BIMC is implicitly searching for the best Gaussian approximation of q * (x). A Gaussian distribution in m dimensions has m(m + 1)/2 free variables, so a naive search for the best Gaussian approximation of q * (x) will optimize over all O(m 2 ) free variables. However, BIMC accomplishes this task be optimizing just 2 free variables. This can be attributed to the similar structure of the pseudo-posterior p(y|x)p(x)/p(y), and the ideal IS density, 1 Y (f (x))p(x)/µ. To verify whether minimizing D KL to obtain parameters actually translates to improved performance of our IS density, we synthesized a affine map from R 100 to R (implementation details are provided in the supplement in ??). We measure performance by the relative RMSE in the probability estimate,ẽ RMS , and we expectẽ RMS to be small when y = y * and σ = σ * . In addition, in this case, µ is available to us analytically. This provides yet another indicator of performance-the absolute difference between the analytical value and the IS estimate must be small when the optimal parameters are being used. Figure 2 shows the variation of D KL with σ 2 at various y in addition to the optimal (σ, y) combination that results from numerical optimization. We conclude the following from the figure:
• The optimal pseudo-data point lies almost exactly at the mid-point of Y.
• D KL is extremely sensitive to the spread of the pseudo-likelihood probability density σ, much more so than the pseudo-data y. Intuitively, a large value for σ emphasizes the pseudo-prior over the data so that sampling from q(x) is akin to sampling from p(x). On the other hand, too small a value for σ 2 results in q(x) not having enough spread to cover the region where f (x) ∈ Y, which could result in significant bias when the number of samples is small. In Figure 3 , we fix y = y * and plot the variation of the probability estimate,μ, and the relative RMSE,ẽ RMS , with σ 2 . For each value of σ 2 , we performed several independent runs. Figure 3a plotsμ obtained from each run. In Figure 3b figures). When σ 2 is large, error increases with σ 2 since the emphasis on pseudo-data decreases. There lies an optimal σ 2 somewhere in between, and indeed, minimizing D KL helps identify it. So far we've been using just one pseudo-data point y ∈ Y. However, it is also possible to use multiple pseudo-data points,
In this case, using the same pseudo-likelihood density for all y i , a posterior p(x|y i ) and its corresponding Gaussian approximation can be obtained for each y i . These Gaussians can then be collected into a mixture distribution to form the IS density. So, a possibility is to use the following IS density:
where x (i) MAP is the MAP point corresponding to y i and H (i) GN is the Hessian matrix of − log p(x|y i ) at x (i) MAP . Next, we investigate whether using n > 1 pseudo-data points in Y leads to better performance than using just one pseudo-data point, i.e., n = 1.
To ensure a fair comparison between the two cases, they must each be run using their respective optimal parameters. When n > 1, the tunable parameters are the number of pseudo-data points, n, their values, {y i } n i=1 , and the variance of the common pseudo-likelihood density, σ 2 . However, minimizing the Kullback-Leibler distance between q and q * to obtain parameters is no longer possible. This is because the Kullback-Leibler distance between two Gaussian mixtures doesn't have a closed form expression [11] . To proceed, given n > 1, we fix {y i } to be n evenly spaced points in Y. We then sweep over several values of n and σ 2 to investigate whether increasing n has any advantages.
Empirical evidence seems to suggest no. In Figure 4 , we plot the variation of the ensemble At fixed σ 2 , we perform 50 independent simulations and report the ensemble averagedẽ RMS . When n = 1, we use the optimal data point obtained employing the appropriate tuning strategy described in the text. When n > 1, we select n evenly spaced points in Y. Similar to Figure 3 , IS estimates are biased when σ 2 is small. The extent of the biased regions depends on n and appears to decrease as n increases.
averagedẽ RMS with σ 2 at various values of n and using various forward models, both linear and non-linear (details of the forward models are provided in the supplement in ??). While the error decreases with increasing n for some cases, we believe the decrease isn't large enough to justify the increased computational cost of solving additional inverse problems. Figure 5 : Arbitrary unimodal p. In this case, the true posterior and the ideal IS density are multimodal. The optimizer used for computing x MAP will only find one of these modes. Our IS density will then only sample around that mode, leading to incorrect estimates.
Affine
The contribution to µ from each component p i (x), µ i , can then be calculated using BIMC as described above. Ifμ i is the estimate from each component, µ can be estimated asμ = k i=1 w iμi .
3.3. Affine f , arbitrary unimodal p. In this case, even though p is unimodal, q * , and the pseudo-posterior p(x|y), can be multi-modal (see Figure 5 ). Then, depending on the initial guess provided, the optimizer used for computing the MAPs may converge to only one of the modes. A local Gaussian characterization of the pseudo-posterior will only sample near this mode and all the other modes will be ignored. This will cause µ to be underestimated. To avoid this, we propose approximating p with a mixture of Gaussians and then proceeding with the methodology outlined in the previous section. This will lead to an estimate whose accuracy is as good as the accuracy in approximating p with a mixture of Gaussians.
3.4.
Non-linear f , Gaussian p. When f (x) is non-linear, the KL divergence may not have a tractable closed-form expression even when only one pseudo-data point is used. Although a sample based estimate of the KL divergence can be obtained, it would require evaluating f (x) for each sample, increasing the cost of constructing the IS density. To compute the optimal parameters in this case, we instead propose linearizing f (x) around the MAP point corresponding to an initial pseudo-data point, y mid = mid Y, which we denote x mid MAP . This necessitates solving another optimization problem (as in Equation (7)), for which we require σ 2 , a quantity we set out to tune in the first place. However, this σ 2 is only used to construct the linearization and has little bearing on subsequent sampling. We recommend setting σ = 0.1(y max − y min ). Once we have x mid MAP , we linearize f (x) as follows:
Here, J mid ∈ R 1×m is the Jacobian matrix of the f (x) evaluated at x mid MAP . From here on, we can proceed to obtain the optimal parameters as in the affine case by identifying v T ≡ J mid and β ≡ f (x mid MAP ) − J mid x mid MAP . Note that such a procedure will not reveal the true optimal parameters that correspond to the non-linear forward model. It only provides an estimate, but allows us to use analytically derived expressions and keep computational costs low. Another consequence of linearizing f (x) is that it allows for the analytical computation of the rare event probability associated with the linearized map (Equation (9)). We will refer to this estimate of µ as the linearized probability estimate, µ lin .
3.5.
Non-linear f , mixture-of-Gaussian p. This case is similar to Subsection 3.2. Recall that µ is just the weighted sum of probability corresponding to each component mixtures, µ i . Each µ i can be estimated by the method outlined above, and then weighed and summed to obtain an estimate for µ. x i ∼ q(x) 17:
3.6. Summary. To summarize, in this section we described how a fictitious Bayesian inverse problem can be constructed from the components of the forward UQ problem. The solution of this fictitious inverse problem yields a posterior whose Gaussian approximation is our IS density. The parameters on which the IS density depends can be tuned by minimizing an analytical expression for its Kullback-Leibler divergence with respect to the ideal IS den- sity. A drawback of our method is that we're restricted to nominal densities that are Gaussian mixtures or easily approximated by one. The overall algorithm for arbitrary, non-linear f is given in Algorithm 1. Next, we present and discuss results of our numerical experiments. 
Experiments.
In this section, we present results that demonstrate the efficacy of our method. We also report cases where our method fails (detailed discussion about failure mechanisms of BIMC is postponed to the end of this section). The forward models we used in our experiments are briefly summarized below. A detailed description of the models and the problem setup is given in the supplement in ??. Figure 6 shows the variation of f for select models and demonstrates that it is indeed non-linear.
• Affine case: In this case f (x) is a affine map from R m to R. We choose m = 2 for illustration, and m = 100 for comparison with MC. • Synthetic non-linear problem: In this case, f (x) is defined to be the following map from R m to R.
Here, ε ∈ R, o, u, b ∈ R m , and S ∈ R m×m . Again, m = 2 was chosen for illustration and m = 10 for comparison with MC.
• Single step reaction: The forward model here describes a single step chemical reaction using an Arrhenius type rate equation. A progress variable u ∈ [0, 1] is used to describe the reaction. The parameter x is the initial value of progress variable u(0) and the observable f (x) is the value of the progress variable at some final time t f , u(t f ). Thus f (x) is a map from R to R. • Autoignition: Here, we allow a mixture of hydrogen and air to undergo autoignition in a constant pressure reactor. A simplified mechanism with 5 elementary involving 8 chemical species is used to describe the chemistry. The parameter x is the vector of the initial equivalence ratio, initial temperature and the initial pressure in the reactor and the observable is the amount of heat released so that f (x) is a map from from R 3 to R. • Elliptic PDE: In this system, we invert for the discretized log-permeability field in some spatial domain given an observation of the pressure at some point. The forward problem, that is, obtaining the pressure from the log-permeability field, is governed by an elliptic PDE. A finite element discretization results in f (x) being a map from R 4225 to R. • The Lorenz system: Here, the forward problem is governed by the chaotic Lorenz equations [18] . The parameter x is the initial condition of the system while the observable is value of the first component of the state vector at some final time t f . We simulate the Lorenz system over three time horizons, t f = 0.1s, t f = 5s, and t f = 15s. BIMC fails over longer time horizons, i.e., when t f = 5s and t f = 15s. • Periodic case: Here, f (x) is a periodic function in R 2 , f (x) = sin(x 1 ) cos(x 2 ). This is another case when BIMC fails. Sampling illustration. We begin by presenting examples in low-dimensions that illustrate the quality of samples from BIMC. In Figure 7 , we compare samples generated using MC and BIMC. We also depict the ideal IS density q * in the figures, either using contours, or through samples. As expected, the variance of the IS density in our method is only decreased in one data-informed direction. The extent of this decrease depends on the variance of the pseudolikelihood density, p(y|x), and a tuning algorithm based on minimizing the Kullback-Leibler distance leads to a good fit between the spread of q * (x) and q(x) in this direction. In all other directions, the spread of q(x) is same as that of p(x). This is because the pseudo-data y does not inform these directions.
As a quantitative estimate of the quality of samples, we report the acceptance ratio, defined as the fraction of samples that evaluate inside Y. The acceptance ratio resulting from BIMC is plotted in Figure 8 (the acceptance ratio from MC on the other hand isμ by definition). We observe that n = 1 consistently leads to an acceptance ratio of around 90% irrespective of µ (except in the Periodic and Lorenz, t f = 5s cases; these are failure cases and will be discussed at the end of this section). The slight dip in the acceptance ratio when n > 1 can be attributed to the effect of always having y min and y max as data points. Because these points lie at the edge of the interval Y, they lead to an increased number of samples that are close to these limit points, but don't actually evaluate inside Y. As n increases however, the number of samples drawn from mixture components corresponding to these two points decreases and the acceptance ratio shows an upward trend.
Convergence with number of samples. Next, we compare the relative RMS error, e RMS , from MC and BIMC in Figure 9 . BIMC offers the same accuracy using far fewer number of samples and results in an order of magnitude or more of speedup. The exact speedup achieved depends on the magnitude of the probability. In addition, there is little asymptotic effect of using n > 1. The corresponding probability estimates are presented in the supplement in ??. figure, we plot 100 samples from p(x) (which corresponds to vanilla MC) as well as q(x) (which corresponds to BIMC) with n = 1 for the affine, synthetic nonlinear, and the autoignition problems. For the affine case (a), the region in R 2 that evaluates inside Y is analytically available and is plotted between the thick, dashed lines. Also analytically available is the ideal IS density q * whose contours are plotted. For all other forward models, a scatter plot of samples drawn from q * is used to represent its magnitude. The BIMC methodology fails for the periodic and Lorenz, t f = 5s cases, hence the lower acceptance ratio. Effect of probability magnitude. In Figure 10 , we study the effect of the probability magnitude on the relative RMSE,ẽ RMS . We notice that BIMC is only weakly dependent on the probability magnitude. This is because selecting parameters by minimizing D KL leads to an IS density that is optimally adapted for sampling around Y. Extremely rare events. In our final experiment, we push BIMC to compute probabilities of extremely rare events. The rare events were constructed by shifting Y further and further into the tail region of the push forward of p(x) under f . BIMC is able to compute extremely small probabilities using a modest number of samples. This experiment also corroborates our claim that the accuracy of our method is only weakly dependent on the probability magnitude µ. We also report the probability estimate resulting from linearizing f (x) around x mid and conclude that the linearized probability estimate is a good indicator of the order of magnitude of the true probability. Failure cases. Here, we report cases which caused BIMC to fail. Figure 11 shows MC and BIMC samples for the periodic forward problem. Because f (x) has circular contours, the ideal IS density q * has support over a circular region in R 2 . This is also evident from how the samples from q * are spread. Using a single Gaussian distribution to approximate this complicated density results in a poor fit, and hence, failure of the BIMC method. The nature of the poor fit is noteworthy. The IS density approximates q * (x) well in the direction that is informed by the data. In the directions orthogonal to this data-informed direction, it inherits the covariance of p(x), and as such, cannot approximate q * as it curves around.
Also, notice that the pre-image f −1 (Y) is the union of two disconnected regions in parameter space. As a result, the ideal IS density, q * , has two modes, one near [1, 1] T , and a weaker one near [−1, 2.5] T . Which mode is discovered depends on the initial guess provided to the numerical optimization routine. Currently, there exists no robust mechanism in BIMC to discover all the modes of q * . This is also the cause of failure when the Lorenz system is inverted over t f = 5s. Another route to failure occurs if the optimal parameters based on an analysis of the linearized inverse problem aren't appropriate for the full non-linear problem. While we don't expect the two to be exactly equal, we implicitly assume that they will be close enough, and serious problems may occur if they're not. For instance, if the pseudo-likelihood variance from the linearized analysis is much smaller than the (unknown) optimal pseudo-likelihood variance for the full non-linear problem, then large IS weights may be observed, leading to biased estimates of the failure probability.
Finally, BIMC can also fail when the solution of the inverse problem cannot be computed. This happens when the Lorenz problem is simulated over a much longer time horizon, t f = 15s. In this case, the optimizer failed to identify a descent direction and converge to a minimum. Physically, this happens because of the chaotic nature of the problem. Since all trajectories of the Lorenz system eventually settle on the attractor, going from a point on the attractor back in time is a highly ill-conditioned problem. Summary. In summary, the effectiveness of BIMC depends on the interplay between the directions not informed by the pseudo-data point, and the variation of the forward map in these directions. If, at the scale of the covariance of the nominal density p, f (x) varies too quickly in these directions (like the Periodic example), the PDF constructed in BIMC will make for a poor IS density. On the other hand, if f (x) varies slowly enough (as in the synthetic non-linear, and autoignition examples) or not at all (the affine case), then BIMC is effective. Thus, we conclude that BIMC is best suited to forward maps that are weakly non-linear at the scale of the covariance of the nominal density p. Physically, this means that the uncertainties in the input parameters must small enough that f appears almost linear. Note that f can still 22 SIDDHANT WAHAL AND GEORGE BIROS be highly non-linear at larger scales.
Apart from the forward map being only weakly non-linear, there are two additional requirements. The regions in parameter space that evaluate inside Y should not be disjoint. The final and perhaps the most important requirement is that the solution of the inverse problem must be computable.
5.
Conclusion and future work. In this article, we addressed the problem of efficiently computing rare-event probabilities in systems with uncertain input parameters. Our approach, called BIMC, employs importance sampling in order to achieve efficiency. Noting the structural similarity between the (theoretical) ideal importance sampling density and the posterior distribution of a fictitious inference problem, our importance sampling distribution is constructed by approximating such a fictitious posterior via a Gaussian distribution. The approximation process allows the incorporation of the derivatives of the input-output map into the importance sampling distribution, which is how our scheme achieves parsimonious sampling. Our theoretical analysis establishes that this procedure is optimal in the setting where the input-output map is affine and the nominal density is Gaussian. Hence, BIMC is best applied to maps that appear nearly affine at the scale of the covariance of the nominal distribution. Our numerical experiments support this conclusion and demonstrate that when this is the case, BIMC can lead to speedups of several orders-of-magnitude. Experiments also reveal several drawbacks in BIMC. We will concern ourselves with fixing these drawbacks in part II of this paper.
Proof. Let G m denote the set of all Gaussian distributions over R m . Any Gaussian distribution in R m can be expressed as a joint density over the variables x 1 , x ⊥ , q(x 1 , x ⊥ ). Then, the closest Gaussian approximation of q * (x 1 , x ⊥ ) is given by:
Using the definition of KL divergence, we have,
To simplify notation, denote 1 Y (f (x 1 ))p 1 (x 1 )/µ with q * 1 (x 1 ). Now, using the fact that q(x 1 , x ⊥ ) = q 1 (x 1 )q ⊥ (x ⊥ |x 1 ), the chain rule of KL divergence gives:
. Then, because both terms are positive,
arg min
Since the KL divergence is a positive quantity,
. By inspection, the first term is minimized by q 1,opt (x 1 ), the closest Gaussian approximation of q * 1 (x 1 ). Thus, q opt = q 1,opt (x 1 )p ⊥ (x ⊥ ). Proposition SM1.1 states that for the affine-Gaussian case, q opt must marginalize to the corresponding marginal of p(x) in all directions in parameter space to which f (x) is insensitive. Note that in the proof, the affine property of f (x) was never explicitly used. Hence, this result can be easily extended to arbitrary non-linear f (x) in the following sense. If there are global directions in parameter space to which f (x) is insensitive, an optimal Gaussian or Gaussian mixture approximation of q * must marginalize to the corresponding marginal of p(x) in those directions.
Next, we prove ??.
SM1.2.1. Proof of ??.
Proof. We begin by showing that BIMC produces a Gaussian distribution that indeed satisfies the form prescribed by Proposition SM1.1. Let the IS distribution produced by BIMC be denoted q BIMC (x). Because q BIMC is a Bayesian posterior distribution, it has the following form:
where,
SM2.4.1. Implementation. We assume p(x) is a Gaussian with mean x 0 and covariance Σ 0 , where, (SM20)
SM8
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In addition, we select Y = [21000, 22000]. The initial volume of the reactor is set to V 0 = 1m 3 . We use MATLAB's inbuilt fminunc algorithm to perform the non-linear optimization. ) identified a set of 5 elementary steps to study autoiginition of hydrogen-air mixtures. These elementary steps are given in Table SM1 .
The net rates of production of each species,Ṡ i , are given below:
where ω i is the rate of the ith reaction in Table SM1 :
Here, R, the universal gas constant has the value 8.314 J/K/mol. A (i) , b (i) and E (i) are as specified in Table SM1 . k f,5 is calculated using the Lindemann form as: 
with the Arrhenius parameters as in Table SM1 . The molar enthalpies (h) and specific heats (c p ) for each species are given by:
where the coefficients a 0 . . . a 5 are tabulated in ref.
[SM3] for each species. The rate of heat release per unit volume is:
The following ODEs describe the chemistry inside a constant pressure adiabatic reactor: The net heat released is
SM2.5. The Lorenz system. The Lorenz system is defined by the following ordinary differential equations:
The parameter vector is the initial condition of the system, x = u(0) while the observable is u 1 (t f ).
We set s = 10, r = 28, b = 8/3 and observe u 1 after two time horizons, t f = 0.1s and t f = 5s. The nominal density p(x) is selected to be a Gaussian with mean x 0 and covariance Σ 0 where, SM2.5.1. Implementation. This system is chaotic with maximal Lyapunov exponent λ ≈ 0.906. We perform the optimization with MATLAB's inbuilt fminunc algorithm using analytically derived gradients. SM2.6. Elliptic PDE. In this experiment, we invert for the log permeability field, g in the following elliptic PDE: −∇ · (e g ∇u) = h in Ω, u = u D on ∂Ω D , e g ∇u · n = u N on ∂Ω N ,
where Ω ⊂ R 2 is an open domain with boundary ∂Ω = ∂Ω D ∪ ∂Ω N , ∂Ω D ∩ ∂Ω N = ∅. ∂Ω D and ∂Ω N denote Dirichlet and Neumann type boundaries with boundary values u D and u N respectively. n is a unit vector normal to ∂Ω in the outward direction and h ∈ L 2 (Ω) is the source term.
We assume Ω is a unit square, there is no source term, the 
This is an instance of Bayesian inference in infinite dimensions. The problem can be reduced to finite dimensions by using, for instance, a finite element discretization. The inference is then performed for the vector of coefficients of the finite element basis functions chosen. Here, we use first order Lagrange basis functions with 4225 degrees of freedom. Thus, the parameter vector then is the vector of coefficients x = (g 1 , g 2 , . . . , g m ) ∈ R m , m = 4225. We define the parameter-to-observable map as the fluid velocity at a particular location in the domain Ω, f (x) = u(0.1, 0.5).
To solve the inverse problem, we use hIPPYlib [SM4, SM5]. hIPPYlib is a scalable software framework to solve large scale PDE constrained inverse problems. It relies on FEniCS for the discretization and solution of the PDE and PETSc for efficient implementation of linear algebra routines. hIPPYlib provides state-of-the-art algorithms for PDE constrained optimization, including an implementation of the Inexact Newton-CG algorithm for computing the MAP point as well as randomized algorithms for constructing a low rank approximation of the Hessian at the MAP point. For full details, we refer the reader to [SM4, SM5]. We would like to remark here that this inverse problem appears as a model problem in [SM5] and has been slightly modified for our experiments. For completeness, we reproduce relevant details from here.
While constructing p(x), it was assumed that the true log-permeability at 5 locations in Ω = [0, 1] × [0, 1] , ω 1 = (0.1, 0.1), ω 2 = (0.1, 0.9), ω 3 = (0.5, 0.5), ω 4 = (0.9, 0.1), ω 5 = SM12 SIDDHANT WAHAL AND GEORGE BIROS (0.9, 0.9), is known. Let the true log-permeability at these points be x 1 true , x 2 true , . . . , x 5 true . In addition, the following mollifier functions were defined
where Θ is an anisotropic symmetric positive definite tensor of the form Θ = θ 1 sin 2 α (θ 1 − θ 2 ) sin α cos α (θ 1 − θ 2 ) sin α cos α θ 2 cos 2 α . (SM34)
The various parameters were set to γ = 0.1, δ = 0.5, α = π/4, θ 1 = 2, θ 2 = 0.5. The covariance of p(x) was finally defined as Σ 0 = A −2 , where,
whereÃ is a differential operator of the form γ∇ · (θ∇) + δI and p is a penalization parameter, which was set to p = 10.
The mean of the nominal PDF p(x), x 0 , was set to be the solution of the following regularized least squares problem
The nominal distribution p(x) is then defined to be N (x 0 , Σ 0 ) and Y = [0.6, 0.7]. SM2.7. Periodic map. In this case the input-output map is defined to be:
f (x) = sin(x 1 ) cos(x 2 ). (SM38) SM2.8. Implementation. Again, p(x) is assumed to be a Gaussian distribution with mean x 0 and covariance Σ 0 , where x 0 = (1, 1) T and Σ 0 = I. We chose Y = [0.4, 0.6]. The MAP point was computed using MATLAB's fminunc routine.
SM3. Results. Here we report the probability estimates corresponding to ??. 10 0 · 10 0 1.7227 · 10 −2 2.5837 · 10 −2 3.8965 · 10 −2 2.2064 · 10 −2 100 5 · 10 −2 2.2673 · 10 −2 2.0598 · 10 −2 2.0679 · 10 −2 1.9208 · 10 −2 1,000 1.5 · 10 −2 2.2675 · 10 −2 2.2016 · 10 −2 2.3448 · 10 −2 2.2505 · 10 −2 10,000 2.49 · 10 −2 2.3091 · 10 −2 2.3294 · 10 −2 2.3089 · 10 −2 2.3093 · 10 −2 1 · 10 5 2.417 · 10 −2 2.3032 · 10 −2 2.3011 · 10 −2 2.3090 · 10 −2 2.3127 · 10 −2 1 · 10 6 2.3121 · 10 −2 2.3034 · 10 −2 2.3033 · 10 −2 2.3010 · 10 −2 2.3040 · 10 −2 10 0 · 10 0 3.7632 · 10 −2 3.8167 · 10 −2 3.0462 · 10 −2 2.7556 · 10 −2 100 6 · 10 −2 3.4138 · 10 −2 3.1870 · 10 −2 3.0651 · 10 −2 3.0507 · 10 −2 1,000 4.1 · 10 −2 3.2459 · 10 −2 3.2642 · 10 −2 3.2349 · 10 −2 3.3389 · 10 −2 10,000 3.24 · 10 −2 3.2382 · 10 −2 3.2430 · 10 −2 3.2464 · 10 −2 3.2586 · 10 −2 10 1 · 10 −1 3.3462 · 10 −2 2.1451 · 10 −2 3.2064 · 10 −2 4.3372 · 10 −2 100 2 · 10 −2 3.2753 · 10 −2 3.2673 · 10 −2 3.0035 · 10 −2 3.1618 · 10 −2 1,000 3.1 · 10 −2 3.3606 · 10 −2 3.2297 · 10 −2 3.2493 · 10 −2 3.3008 · 10 −2 10,000 3.25 · 10 −2 3.2906 · 10 −2 3.3250 · 10 −2 3.3020 · 10 −2 3.2456 · 10 −2 1 · 10 5 3.402 · 10 −2 3.2853 · 10 −2 3.3004 · 10 −2 3.2878 · 10 −2 3.2969 · 10 −2 100 0 · 10 0 3.8350 · 10 −4 3.5502 · 10 −4 4.6057 · 10 −4 4.3995 · 10 −4 1,000 0 · 10 0 3.6220 · 10 −4 4.1600 · 10 −4 3.8300 · 10 −4 3.8608 · 10 −4 10,000 6 · 10 −4 3.8517 · 10 −4 3.8503 · 10 −4 3.8666 · 10 −4 3.8213 · 10 −4 1 · 10 5 4.3 · 10 −4 3.9141 · 10 −4 3.9097 · 10 −4 3.9021 · 10 −4 3.8937 · 10 −4
