Abstract-In recent years, silicon photomultipliers (SiPMs) became popular candidates for applications in positron emission tomography (PET) scanners or PET based multi-modality detec tors. In this paper, we perform a comparative study of digital and analog SiPM in gamma spectroscopy with a lutetium-yttrium oxyorthosilicate (LYSO) scintillator. The energy spectrum in terms of photo-electron numbers (fired pixels) is obtained directly from the digital SiPM. The energy spectrum obtained with analog SiPM is converted to number of fired pixels using single photoelectron spectrum measurement. Non-linear behavior of both detectors is studied. Energy response for 511 keV gamma ray under non-linear conditions for both detectors are corrected using a Monte-Carlo simulation tool.
and analog SiPM in gamma spectroscopy with a lutetium-yttrium oxyorthosilicate (LYSO) scintillator. The energy spectrum in terms of photo-electron numbers (fired pixels) is obtained directly from the digital SiPM. The energy spectrum obtained with analog SiPM is converted to number of fired pixels using single photoelectron spectrum measurement. Non-linear behavior of both detectors is studied. Energy response for 511 keV gamma ray under non-linear conditions for both detectors are corrected using a Monte-Carlo simulation tool.
I. I NTRODUCTION

A
Silicon photomultiplier is a matrix o . f identical . sing�e photon avalanche diodes (SPAD or pIxel) operatIng In Geiger mode. Each pixel of a SiPM operates as an indepen dent photon counter, i.e. a photon impinging on a pixel can create fr ee carriers, which with a certain probability cause a Geiger discharge [1] . An analog SiPM (a-SiPM) sums the discharge current of all pixels on a common load resistor to form an analog output signal. The amplitude of the output signal is therefore proportional to the number of detected photons. A-SiPM coupled with inorganic scintillator makes a strong candidate for time-of-flight (TOF) positron emission tomography (PET) detectors [2] . Compared to photomultiplier tubes (PMT), SiPMs are more compact, have a lower operating voltage and are insensitive to magnetic field [3] .
The digital SiPM (d-SiPM) approach integrates SPAD with conventional CMOS circuits on the same substrate [4] , [5] . A one-bit memory can be used to selectively enable or disable the respective pixels which gives a handle on optimizing the over all dark counts. On chip Time-to-Digital Converters (TDC) provide timing information with minimum noise. As a result, an extreme miniaturized PET detector may be achievable with the d-SiPM architecture.
The EndoTOFPET-US proj ect [6] proposes an asymmetric TOFPET detector joint with ultrasound endoscopic probe as a multi-modality instrument for the development of new bio markers for pancreas and prostate oncology. The internal PET probe design foresees a custom developed digital SiPM [5] , [7] . A prototype of the MD-SiPM is developed by collaboration members fr om Delft University of Technology. A single MD-SiPM is divided into 416 pixels, has a detector area of 800 x780 /-Lm 2 and up to l7% photo detection efficiency (PDE) at 4 V excess bias [5] . In this paper, we present the performance of the prototype sensor coupled to a 1 x 1 mm 2 LY SO scintillating crystal. The photon energy spectrum of 22 Na source is presented in order to demonstrate the fu nctionality of the prototype sensor. As a comparison, a 1 x 1 mm 2 Multi-Pixel-Photon-Counter (MPPC) fr om Hamamatsu (type S10362-11-050C) [8] with 50 /-Lm pixel pitch and 400 pixels is used to read out the same crystal. Due to limited number of pixels in both sensors, the response to the scintillating light from a crystal is strongly non-linear. A Monte-Carlo software is developed to simulate the behaviors of MD-SiPM and MPPC for the non-linearity correction of the sensors.
II. MD-SIPM P ROTOTYPE
A. Architecture
In this work, a 800 x780 /-Lm 2 prototype MD-SiPM with 416 pixels is tested. Details of the chip design can be found in [7] , specifications relevant to the energy measurement are described here. The single pixel size is 50 x 30 /-Lm 2 with a fill factor of 57%. The photo-detection efficiency (PDE) of the sensor operating at 2.5 V excess bias is 12.5%. Each pixel consists of a SPAD with a I-bit counter for pixel firing registration and circuits for pixel masking and signal shaping. The signal from a pixel is routed directly to one of the 3 TDCs shared by a column of pixels in an interlaced configuration. In total 48 TDCs are available for the sensor.
The chip operates in self-triggered mode with framed read out. The start signal pulse sent to the device clears all pixel counters and starts the TDC clock. A firing SPAD due to photon detection or dark count, causes the I-bit counter's increment, and stops the connected TDC. Therefore the pixel firing time is recorded. The I-bit counter records only the first firing of a pixel and therefore eliminates after pulses. At the end of the frame, the counted number of fired pixels and TDC data are read out. The frame acquisition time can be defined by the user before starting a measurement. above the break down voltage. DCR is measured on a pixel by-pixel basis for the MD-SiPM (shown in Fig. 1 top) , and the overall DCR of the device is the sum of all pixels' DCR. The measurement is performed in a light-tight environment. AssurrUng the random occurrence of a dark count follows
Poisson statistic, the probability (Po) of not observing a dark 
/:,t where Po is the ratio of frames without dark counts to the total number of frames. The frame acquisition time used in the DCR measurement is 100 ns.
To reduce the total DCR of the MD-SiPM, pixels with high DCR of the MD-SiPM can be selectively turned off. However this also reduces the MD-SiPM's photo detection efficiency (PDE). The trend of trading off between DCR and PDE is shown in the middle plot of Fig. 1 .
The bottom plot in Fig. 1 shows DCR's dependence on excess bias of the MD-SiPM with "relative PDE" , the per centage of pixel masking. As a comparison, the DCR and its dependence on excess bias of MPPC is determined in the same fashion (DCR measurement for MPPC in section III-A) and shown in the same plot. Table I shows the DCR of both devices at their nOrrUnal operating voltage (1.4 V excess bias for MPPC and 2.5 V excess bias for MD-SiPM) normalized to the unit detector area. All measurements are performed at 20°C using 100 ns time interval. Operating in self-triggered mode with a fixed frame acqui sition time, dark counts cause pixel firing and therefore reduce the dynamic range. They also introduce fake TDC activations whose time stamp is not the arrival time of a photon from the scintillation light. The occurrence of a scintillation event in PET application is random relative to the acquisition frame. Therefore a validation is required to periodically check the pixel and TDC activations and reset those who are introduced by dark counts. The "Smart Reset" (SR) function of the chip is implemented for this purpose. The 48 TDCs on the re adout +400n5 Fig. 3 . The diagram shows the timing of pixels and the TOCs sensitive time in a frame acquisition time. When a scintillating event happens in the later part of a frame, multiple TOCs may have recorded the time of arrival of the early photons, an extended pixel working time of 400 ns allows the device to record the whole scintillating process. chip give the device the capability of recording 48 timing information corresponding to the earliest arrived photons. For a low number of photons, the number of TOC measurements is proportional to the accumulated number of pixel fired (shown in Fig. 2 ). Oue to the electronic scheme of the chip, it is faster to read out the number of activated TOCs without influencing the pixel operation. We expect the scintillation light from a LY SO crystal (light yield of 32000 photonslMeV with a decay time of 40 ns [9] ) to cause a burst of pixels and TOC activations, while the dark count accumulation is much slower.h Therefore an energy equivalent threshold can be set on the number of activated TOCs to distinguish a scintillating event from accumulated dark counts in a frame.
When using the number of occupied TOCs as threshold, it is necessary that the pixel's sensitive time longer than TOCs' sensitive time, so that the chip has a uniform energy response to a scintillating event which happens during the later part of a frame (cf. Fig. 3 ). Fig. 4 shows the functionality test for the SR function. The top plot shows dark counts for different frame acquisition times measured with and without SR function. The SR check interval is set to 200 ns in the measurement. Without SR function, 160 out of 416 pixels are activated by dark count for a 6/-Ls frame acquisition time. While the SR function keeps the total dark count independent from the length of frame acquisition time. In the bottom plot, the MO-SiPM is used to read out scintillation light from a LY SO crystal irradiated by 511 keY gamma photon from a 22 Na source (details of the measurement see section II-E). After applying the SR function with a threshold of 30 TOCs, frames with a valid scintillation event are effectively selected and the multiplicity of noise events is significantly reduced.
D. MD-SiPM Response Function
Due to the limited number of pixels of the sensors, the number of recorded photons is not proportional to the number of incident photons. Additionally, with the self-triggered frame readout scheme, a pedestal of dark count further reduces the dynamic range of the sensor. Thus for a linear energy response, it is necessary to correct the detector non-linearity.
A Monte-Carlo approach is chosen for the correction of the detected photons by simulating the detector's response to Number of Incident Photon 5000
Fi g . 6. The MC simulation and di g itization tool predicts the detector response to different number of incident photons fall on detector surface. Simulation result points are connected by a line to g uide the eye.
different number of incident photons and producing a detector response curve. The number of fired pixels in response to a given number of incident photons in a given frame acquisition time can be predicted. The developed Monte-Carlo simulation takes all known characteristics of the prototype MD-SiPM into account, including the pixel-by-pixel DCR, pixel masking, pixel to TDC connection scheme and the self-triggered readout logic. Fig 5 shows the comparison of simulated empty frames with the measurement taken by a MD-SiPM in the dark. The slight discrepancy between simulated data and measurements on the activated TDC counts is due to the assumed unifonnly distributed dark counts in the simulation while in reality noisy pixels are not uniformly distributed, therefore the probability of triggering each of the 48 TDCs differs. However the non unifonnity of TDC activation probability has no influence on energy response correction. Fig 6 shows the simulated response curve of the MD-SiPM using 800 ns frame acquisition time. The detector PDE at 2.5 V excess bias is 12.5% [5] and total DCR is 50 Mcps. The simulated incident photons are uniformly distributed over the detector area. A probability density funcion is used to described the arrival time of the photons:
where T r and T d is the rise time and decay time of the photon flux. For a LY SO crystal, 100 ps and 40 ns are used for the rise and decay time respectively. A pedestal of 42 dark counts in the 800 ns frame acquisition time which is used for scintillator measurement is subtracted from the curve.
E. Scintillator Measurements
The MD-SiPM is coupled to a 1 x 1 x 15mm 3 LY SO crystal produced by Hilger [9] to measure the photon energy spectrum of a 22 Na and 137 Cs source. Due to the geometry mismatch between the crystal and the MD-SiPM, only 62.4% of the crystal's surface area is covered by the MD-SiPM as shown in Fig. 7 . The crystal is held by a plastic holder and is in dry contact with the sensor. There is no wrapping or coating treatment to the crystal. A frame acquisition time of 800 ns Fi g . 8. Li g ht yield spectrum obtain by MD-SiPM coupled with a 1 x 1 x 15mm 3 LYSO in the unit of incident photons fall on the surface of the detector. The spectrum is corrected for the non-linear response usin g the MC simulation curve described in section II-D. Fi g . 9. The system's resEonse to the photo-peak after non-linear correction for the g amma emission of 2Na (511 keY and 1275 keY) and 137 Cs (661.7 keY) is used in the measurement. The number of fired pixels and activated TDCs together with their recorded time stamps in each frame are stored. Fig. 8 shows a spectrum of 22 Na source after correcting for the non-linearity. The energy resolution at Full-With-Half Maximum (FWHM) for the 511 keY photo-peak is 33.9%. Fig. 9 shows the photo-peak position of 511 keY, 1275 keY from 22 Na and 661.7 ke V from 137 Cs after the non-linearity correction is applied to the spectra. We think the poor energy resolution is a result of the low light yield which is caused by lack of wrapping treatment on the crystal and dry contact between the crystal and the MD-SiPM as well as the geometry mismatch between the crystal and the MD-SiPM. This all can be improved for the final measurements but was not possible in this case due to the lack of dedicated crystal for the MD-SiPM and the glueing procedure to attach a bigger crystal to the chip surrounded by fragile wire bond pads_
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III. MPPC SENSOR
A. Characterization Measurement
The characterization of MPPC includes the determination of the break down voltage, pixel's charge gain, pixel gain's dependence on the excess bias voltage and the DCR. The Method described in [10] is used. Fig. 10 shows the schematics of the setup used in the characterization measurement. The MPPC is illuminated by a pulsed LED with a wavelength of 405 nm and a pulse width of about 3 ns. The light intensity is chosen so that on average 2 pixels fire per pulse_ The output signal from the MPPC is amplified by a factor of 50 using a Phillips Scientific wide band amplifier (Model 6954) and recorded by a CAEN charge-to-digital converter (QDC965A). The charge integration gate width used is 100 ns. Fig_ 11 shows a charge output histogram from the MPPC in QDC unit and the determination of the gain which corresponds to the distance between the peaks in the histogram. The MPPC is operated at 1 A V above the break down voltage. The measurement is performed at 20°C, The same setup with LED switched off is used to measure the DCR of the MPPc' Eg_ 1 in section II-B is used to calcu late the DCR of the MPPC where P is the ratio between the number of events with charge larger than 0_5 times the gain and the total number of events. The charge integration gate used in DCR measurement is 100 ns. Fig_ 12 shows the histogram of MPPC's output charge for the DCR measurement. The MPPC is operated at 1 A V excess bias and the measurement is performed at 20°C, The dependence of the MPPC's DCR on the excess bias is shown in the bottom plot of Fig. 1 .
B. Scintillator Measurements
The 1 x 1 x 15 mm 3 LY SO crystal described in section II-E is coupled to the MPPc' The crystal is used without wrapping or coating treatment and is in dry contact with the MPPc' Energy spectra of 22 Na and 137 Cs source are measured. The 
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The simulation program used to simulate MD-SiPM is modified to simulate the MPPC's response. The 600 ns charge integration time is used as the frame acquisition time. MPPC's pixel cross talk is taken into account by randomly firing one of the 4 direct neighbor pixels with a certain probability if a pixel was fired by a photon. Pixel's recovery time and it's re-firing within the charge integration time is also taken into account. According to [8] , a pixel has a 5 ns dead time after its firing. Its gain then recovers following the exponential function with a time constant of T =9 ns:
where G(t ) is the ratio of the pixel's gain at time t in nanosec ond after the firing to the fully recovered gain. After pulses of the MPPC are taken into account in the simulation. After a pixel fired by a photon, we introduce an additional firing of the same pixel which is uniformly random distributed in time after the initial firing. The ratio between the additionally fired pixels due to after pulse and the total number of pixels fired is the after pulse experimentally measured. For the simulation, we have used cross talk, after pulse and PDE measured in [10] . Table II Fig . 13 shows the energy spectra for the two sources after non-linear detector response correction. The energy resolution of the photo peaks at Full-Width-Half-Maximum (FWHM) are shown in table III.
IV. COMPARISON OF MD-SIPM AND MPPC
The operating voltage for the MPPC sample we have used is 71.14 V. According to our characterization, this is 1.4 V above the break down voltage, and pixel's gain is 7.48e5. The MD SiPM prototype is operated at 22.5 V which is 2.5 V above the break down voltage.
The MPPC has a DCR of 0.5 cps/ j.. lm 2 (450 kcps in total) at its nominal operating voltage while the MD-SiPM has 50 cps/ j.. lm 2 (50 Mcps in total). Both devices are operated at 20°C. In our gamma spectroscopy measurement, given the same signal integration time window, the number of pixels fired by noise for the MPPC is negligible. While in the case of the MD-SiPM, on average 42 dark counts per 6 j.. lS are accumulated if a "Smart Reset" validation of 800 ns is used. This reduces the dynamic range of the MD-SiPM from 416 to about 370 pixels. Both sensors shows strong non-linear response to the scin tillation light from the LY SO crystal. The MD-SiPM has 416 pixels and each pixel can be used only once per acquisition frame. MPPC has 400 pixels and a pixel can re-fire with a recovery time constant of 9 ns. Therefore we expect a stronger non-linearity behavior from the MD-SiPM compared to the MPPC. The MPPC has a PDE of 23% (excluding crosstalk and after pulse) which is almost twice the 12.5% PDE of the MD-SiPM. Fig. 14 shows the deviation from a ideal linear detector for the MPPC and MD-SiPM respectively. The result is from the MC simulation program. Table IV summarizes the detector response to 511 ke V of the two systems. The photons non-linear effect is defined as the percentage decrease of fired pixels to an ideal linear response.
The energy resolution for 511 ke V photons at FWHM is 23.2% for the MPPC and 33.9% for the MD-SiPM. Both numbers are quoted after applying the non-linear correction. We think the low light yield we have observed in both cases, which is due to the lack of wrapping treatment and the dry contact between the detector and crystal is mainly responsible for the poor energy resolution. The MD-SiPM is further affected by its stronger non-linear behavior due to its pixel's I-bit memory.
Using the MC simulation program combined with GEANT4 simulated scintillating light from a wrapped LY SO crystal with matched size to the MD-SiPM, we obtain 24% energy resolution at FWHM for 511 keY gamma radiation for the MD-SiPM. Confirming that the worse result obtained for the digital system is due to a loss of light yield.
V. CONCLUSION
We have presented the characterization and scintillator mea surement of the prototype MD-SiPM. The concept of using the number of activated TDCs as a threshold instead of using an energy threshold to select valid events is proved to be effective. The energy resolution for 511 keY gamma radiation at FWHM of the MD-SiPM is 33.9%. The mismatch between the crystal and the photo-sensor and lack of wrapping treatment to the crystal as well as the low PDE of the chip are the cause of the degradation in energy resolution. A full size MD-SiPM with improved performance for the EndoTOFPET-US proj ect is available for testing soon. And with a dedicated LY SO crystal for the MD-SiPM glued to the sensor to increase the light yield, we expect a better energy resolution from the MD SiPM for the EndoTOFPET-US project. The small geometrical acceptance of the probe detector extention [6] implies the MD SiPM solution is an essential requirement from the project.
