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Abstract
We show that a Banach lattice X is r-convex, 1 < r < ∞, if and only if all positive operators
T on X with values in some r-concave Köthe function spaces F(ν) (over measure spaces (Ω,ν))
factorize strongly through Lr(ν) (i.e., T = MgR, where R is an operator from X to Lr(ν) and Mg
a multiplication operator on Lr(ν) with values in F ). This characterization of r-convexity motivates
a Maurey–Rosenthal type factorization theory for positive operators acting between vector valued
Köthe function spaces.
 2004 Elsevier Inc. All rights reserved.
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The Maurey–Rosenthal theory provides factorization theorems for individual operators
through Lp-spaces provided that these operators satisfy certain vector valued norm in-
equalities. In terms of factorizations the original Maurey–Rosenthal theorem states that for
1  p < r < ∞ each (linear and bounded) operator T from a Banach space X into some
Lp(ν) factorizes strongly through Lr(ν) (i.e., T = MgR, where R is an operator from X
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772 A. Defant, E.A. Sánchez Pérez / J. Math. Anal. Appl. 297 (2004) 771–790to Lr(ν) and Mg is a multiplication operator from Lr(ν) to Lp(ν)) if and only if there is a
constant c > 0 such that for each choice of finitely x1, . . . , xn ∈ X,
∥∥∥∥∥
(
n∑
k=1
∣∣T (xk)∣∣r
)1/r∥∥∥∥∥
Lp
 c
(
n∑
k=1
‖xk‖r
)1/r
.
This result is due to Maurey [8] and has its roots in the work of Rosenthal [9]. Rubio
de Francia and García Cuerva extended the Maurey–Rosenthal cycle of ideas to operators
acting on Köthe function spaces, and obtained applications in the context of harmonic
analysis (see [6] and [10]). Part of this work was completed in [2]; among other things it
was proved that each operator T :X → F(ν), where F(ν) is an r-concave Köthe function
space, factorizes strongly through Lr(ν) if and only if there is a constant c > 0 such that
the vector valued norm inequality
∥∥∥∥∥
(
n∑
k=1
∣∣T (xk)∣∣r
)1/r∥∥∥∥∥
F
 c
(
n∑
k=1
‖xk‖r
)1/r
is fulfilled for all finite sequences x1, . . . , xn ∈ X.
It seems that for a given 1 < r < ∞ no internal characterization is known of those
Banach spaces X that satisfy that for all 1 p < r < ∞ each operator T :X → Lp(ν) fac-
torizes strongly through Lr(ν). However, Maurey proved a sort of external characterization
in the following sense: each T :X → Lp(ν) factorizes strongly through Lr(ν) if and only
if each r-summing operator on X′ is 1-summing.
This paper shows that the situation is much more favorable in the context of Banach
lattices and positive operators. The main result of Section 2 states that for 1 < r < ∞ each
positive operator T on X with values in an r-concave Köthe function space F(ν) factorizes
strongly through Lr(ν), if and only if each positive operator T on X with values in some
Lp(ν), 1 p < r < ∞, factorizes strongly through Lr(ν), if and only if X is r-convex, if
and only if each r-summing operator on X′ is positive 1-summing.
Motivated in this way, the second part of our paper deals with what we call quadratic
Maurey–Rosenthal factorization theorems for operators T acting between two vector val-
ued Köthe function spaces E(µ,X) and F(ν,Y ):
E(µ,X)
T
Mf ⊗idX
F (ν,Y )
Ls(µ,X)
R Lr(ν,Y )
Mg⊗idY
Combined with the results of the first section we obtain for the special case r = s the fol-
lowing result: for a fixed r-convex Banach lattice E and a fixed r-concave Banach lattice F ,
each positive operator T :E(µ,X) → F(ν,Y ) allows a quadratic Maurey–Rosenthal type
factorization as above if and only if X is r-convex and Y is r-concave.
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We use standard notation and notions of the theories of Banach spaces, Banach lattices,
and Banach operator ideals (see, e.g., [3,5,7]). The unit ball of a Banach space X is de-
noted by BX , its (topological) dual by X′, and the operator norm of a (bounded and linear)
operator T between two Banach spaces by ‖T ‖. If 1  p ∞, we will write p′ for the
(extended) real number that satisfies 1/p + 1/p′ = 1.
See, e.g., [3] or [5] for the definition of p-summing operators in Banach spaces. In
particular, we denote by πp(S) the p-summing norm of such an operator S. We will also
use the notion of positive p-summing operators as defined by Blasco in [1, Definition 1]
(see also [5, p. 343]); an operator T :E → Y from a Banach lattice E to a Banach space
Y is positive p-summing, 1 p ∞, if there is a constant c 0 such that for every finite
family of positive vectors x1, . . . , xn ∈ X,(
n∑
k=1
∥∥T (xk)∥∥p
)1/p
 c sup
x ′∈BE′
(
n∑
k=1
∣∣〈xk, x ′〉∣∣p
)1/p
.
We write π+p (T ) for the best constant c in this inequality.
As usual we write np , n ∈ N and 1 p ∞, for the Banach space of all n-tuples (λk)
of scalars endowed with the norm ‖(λk)‖p := (∑ni=1 |λk|p)1/p. More generally, if X is
some Banach space, then np(X) stands for the Banach space of all n-tuples (xk) of vectors
in X together with the norm ‖(‖xk‖)‖p . The spaces p and p(X) are defined in the same
way. Finally, recall the definitions of the strong and the weak p-norm of finitely many
vectors x1, . . . , xn in a Banach space X. For 1 p ∞, we write
p((xk)) :=
(
n∑
k=1
‖xk‖p
)1/p
and
wp((xk)) := sup
‖x ′‖1
(
n∑
k=1
∣∣〈xk, x ′〉∣∣p
)1/p
.
We refer the reader to [7] for information on r-convexity/concavity. If 1 r < ∞, and E
and F are Banach lattices, then an operator T :E → F is r-convex if there is a constant
c 0 such that for all x1, . . . , xn ∈ E,∥∥∥∥∥
(
n∑
k=1
∣∣T (xk)∣∣r
)1/r∥∥∥∥∥ c
(
n∑
k=1
‖xk‖r
)1/r
,
and it is r-concave if there is a constant c 0 such that for all x1, . . . , xn ∈ E,(
n∑
k=1
∥∥T (xk)∥∥r
)1/r
 c
∥∥∥∥∥
(
n∑
k=1
|xk|r
)1/r∥∥∥∥∥.
As usual we write M(r)(T ) and M(r)(T ) for the best constants c in the inequalities above,
respectively. A Banach lattice E is said to be r-convex (r-concave) if the identity operator
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constant.
Through all the paper, E(µ) (or simply E) will denote a Köthe function space over a
complete σ -finite measure space (Ω,Σ,µ), according to the following definition. We say
that a Banach space E(µ) of functions in L0(µ) (the space of equivalence classes of real
measurable functions) is a Köthe function space if it satisfies the following conditions:
(1) If |x| |y| with x ∈ L0(µ) and y ∈ E(µ), then x ∈ E(µ) and ‖x‖ ‖y‖.
(2) For every A ∈ Σ such that µ(A) < ∞, the characteristic function χA belongs to E(µ).
(3) E(µ) satisfies the Fatou property: if xn ↑ x pointwise µ-a.e. for nonnegative functions
xn, x ∈ E(µ), then ‖xn‖ → ‖x‖.
As usual we write
E× :=
{
y ∈ L0(µ)
∣∣ ‖y‖E× := sup
x∈BE
∣∣∣∣
∫
xy dµ
∣∣∣∣< ∞
}
for the Köthe dual of a Köthe function space E(µ). By
Er(µ) := {x ∈ L0(µ) ∣∣ |x|1/r ∈ E(µ)}, 0 < r < ∞,
we denote the rth power of E(µ), endowed with the quasi norm
‖x‖Er =
∥∥|x|1/r∥∥r
E
.
For 0 < r  1, ‖ · ‖Er is always a norm, and then Er(µ) is a Köthe function space. For
1 < r < ∞, Er(µ) can be renormed provided E is r-convex (see, e.g., [2, Lemma 3]). We
refer to [7] and also to [2] for all the properties and results about powers of Köthe function
spaces that are needed in this paper.
If E(µ) and F(µ) are two Köthe function spaces, then let M(E,F) be the space of mul-
tipliers, i.e., all functions g ∈ L0(µ) for which the multiplication operator Mg :E → F ,
Mg(f ) := gf is defined. M(E,F) is a normed space when endowed with its natural
norm coming from the operator norm of Mg . The multiplier spaces M(E(µ),Lp(µ))
and M(Lp(µ),E(µ)), 1  p  ∞, will be of special interest. Following the proof of
[4, Proposition 3.5], it is easy to check that M(E(µ),Lp(µ)) = ((Ep)×)1/p whenever E is
p-convex and, by duality, M(Lp(µ),E(µ)) = (((E×)p′)×)1/p′ whenever E is p-concave.
2. Strong factorization of positive operators
Let X be a Banach space and let Y (ν) be a Köthe function space. We say that an operator
T :X → Y (ν), factorizes strongly through Lr(ν) whenever T allows a factorization
X
T
R
Y (ν)
L (ν)
Mgr
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inf‖R‖‖Mg‖, where the infimum is computed over all such factorizations.
The Maurey–Rosenthal factorization theorem from [8] states that each r-convex oper-
ator T :X → Lp(ν), 1  p < r < ∞, factorizes strongly through Lr(ν). The following
generalization holds.
Theorem 2.1. Let 1 < r < ∞, T :X → F be an operator, X a Banach space and F(ν) an
r-concave Köthe function space. Then the following are equivalent:
(1) T factorizes strongly through Lr(ν).
(2) T is r-convex.
In this case, M(r)(T )m(r)(T )M(r)(F )M(r)(T ).
Implication (2)  (1) is proved in [2, Corollary 2], and also the estimate m(r)(T ) 
M(r)(F )M
(r)(T ). The other implication is trivial.
In combination with Maurey’s result (Theorem 23 in [8]), the preceding theorem leads
to the following (external) characterization.
Theorem 2.2. Let X be a Banach space and 1 < r < ∞. Then the following conditions are
equivalent:
(1) For all 1 p < r < ∞ and all r-concave Köthe function space F(ν), every operator
T :X → F(ν) factorizes strongly through Lr(ν).
(2) There is some 1 p < r < ∞ such that every operator T :X → p factorizes strongly
through r .
(3) Every r-summing operator T on X′ is 1-summing.
The following results, mainly due to Maurey, are well known (see, e.g., [3, Section 32.2]
or [2, Remark 3]).
Remark 2.3.
(1) For r = 2, X satisfies (3) of Theorem 2.2 whenever X′ has cotype 2. Conversely, if X
satisfies (3) for r = 2, then X′ has cotype 2+ ε for any ε > 0. Moreover, for 1 < q < 2
each X such that X′ has cotype q ′ satisfies (3) for r = q + ε.
(2) Every r-convex Banach lattice X satisfies (3). For r = 2 it is even known that X is
2-convex if and only if X′ satisfies (3).
Obviously the equivalence of the preceding theorem characterizes those Banach spaces
X on which all operators with values in an r-concave Köthe function space F(ν) factorize
strongly through Lr(ν), but it gives no internal characterization of such spaces, for instance
in terms of a geometric condition for X.
The main result of this section shows that if we only consider positive operators T
between Banach lattices, then such an internal characterization for X is possible.
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are equivalent:
(1) For all 1 p < r < ∞ and all r-concave Köthe function spaces F(ν), every positive
operator T :X → F(ν) factorizes strongly through Lr(ν).
(2) There is some 1 p < r < ∞ such that each positive operator T :X → p factorizes
strongly through r .
(3) X is r-convex.
This result will be proved in several steps. Clearly, (1)  (2). The implication (3)  (1)
is an immediate consequence of the following lemma combined with the above mentioned
variant of the Maurey–Rosenthal factorization theorem (Theorem 2.1).
Lemma 2.5. Let X be a Banach lattice and 1 < r < ∞. Then the following are equivalent:
(1) X is r-convex.
(2) For every Banach lattice F , each positive operator T :X → F is r-convex.
Proof. Clearly, (2)  (1) (consider T = idX). To prove the converse take a positive op-
erator T : X → F , and recall from Krivine’s theorem (see, e.g., [7, II, 1.d.9]) that for all
x1, . . . , xn ∈ X,∥∥∥∥∥
(
n∑
k=1
∣∣T (xk)∣∣r
)1/r∥∥∥∥∥ ‖T ‖
∥∥∥∥∥
(
n∑
k=1
|xk|r
)1/r∥∥∥∥∥.
Obviously the conclusion then follows from the definition of convexity. 
In order to complete the proof of Theorem 2.4 it remains to show that (2) implies (3).
Two lemmas are needed for this proof.
Lemma 2.6. Let Z be a Banach lattice and 1 < s < ∞. Then the following are equivalent:
(1) Z is s-concave.
(2) Every s′-summing operator T on Z is positive 1-summing.
The proof of this results relies on the following important characterization of Maurey
(see, e.g., [5, p. 330]): Z is s-concave if and only if every positive operator T :C(K) → Z,
where K is some compact Hausdorff space, is s-summing.
Proof. Let us check that (1) implies (2). Take an s′-summing operator T :Z → Y , where
Y is a Banach space, and let z1, . . . , zn be positive elements in Z. Define the positive
operator
S :=
n∑
ek ⊗ zk : n∞ → Z.
k=1
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only depending on Z and s. Then
n∑
k=1
∥∥T (zk)∥∥= n∑
k=1
∥∥T S(ek)∥∥ π1(T S)w1((ek)) πs(S)πs ′(T ) c‖S‖πs ′(T )
= cw1((zk))πs ′(T )
(use Pietsch’s composition formula; see, e.g., [5, 2.22]). Hence, as desired, π+1 (T ) 
cπs ′(T ).
Now we prove (2)  (1). We will show by trace duality that for every positive operator
T : m∞ → Z,
πs(T ) c‖T ‖,
where c 0 only depends on Z and s. Statement (1) then follows from a standard partition
of unity argument and Maurey’s characterization. Take a representation T =∑mk=1 ek ⊗zk ,
zk  0 for k = 1, . . . ,m. Then for every operator S :Z → m∞,
∣∣tr(ST )∣∣=
∣∣∣∣∣tr
(
m∑
k=1
ek ⊗ S(zk)
)∣∣∣∣∣=
m∑
k=1
∣∣〈ek, S(zk)〉∣∣ m∑
k=1
∥∥S(zk)∥∥.
By assumption there is c 0 such that for each S, we have π+1 (S) cπs ′(S), hence∣∣tr(ST )∣∣ π+1 (S)w1((zk)) cπs ′(S)‖T ‖.
By the trace duality of the s′-summing and s-integral norm, as well as the coincidence of
the s-integral norm and the s-summing norm for operators defined on m∞ (see [3, 17.12
and 18.7]) we see that πs(T ) c‖T ‖, the conclusion. 
In particular, we have shown that every s′-summing operator T on Z is positive 1-
summing if and only if every positive operator T :C(K) → Z is s-summing. Compare this
with the following result of Saphar (see, e.g., [3, 20.19]): every s′-summing operator T on
Z is 1-summing if and only if each operator T :C(K) → Z is s-summing.
Maurey and Pisier proved that for a Banach space Z each s-summing operator T on
Z is 1-summing whenever there is some 1 < p < s such that each s-summing T on Z
is p-summing, and the proof of the following lemma is a one to one copy of Pisier’s
extrapolation technique (see, e.g., [3, 32.5]).
Lemma 2.7. Let Z be a Banach lattice and 1 <p < s < ∞. Then the following are equiv-
alent:
(1) Every s-summing operator on Z is positive p-summing.
(2) Every s-summing operator on Z is positive 1-summing.
Finally, we come back to the proof of the implication (2)  (3) of Theorem 2.4.
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that for all positive operators T :X → p,
M(r)(T ) c‖T ‖, (2.1)
where c 0 is a constant only depending on X, p and r . Indeed, by assumption all regular
operators T :X → p factorize strongly through r , hence by Theorem 2.1 they are r-
convex. But then a closed graph argument yields that for all regular T :X → p ,
M(r)(T ) c‖T ‖reg,
where ‖ · ‖reg is the regular norm. This clearly implies (2.1).
In a second step we prove that for each choice of finitely many positive z′1, . . . , z′m ∈ X′
and x1, . . . , xn ∈ X,(
m∑
j=1
(
n∑
k=1
∣∣〈xk, z′j 〉∣∣r
)p/r )1/p
 cwp((z′j ))r ((xk)). (2.2)
Define for each such finite set z′1, . . . , z′m the positive operator T :=
∑m
j=1 z′j ⊗ ej :
X → p . Then we conclude from (2.1) that
(
m∑
j=1
(
n∑
k=1
∣∣〈xk, z′j 〉∣∣r
)p/r )1/p
=
∥∥∥∥∥
(
n∑
k=1
∣∣T (xk)∣∣r
)1/r∥∥∥∥∥
p
M(r)(T )
(
n∑
k=1
‖xk‖r
)1/r
 cwp((z′j ))r((xk)).
Note that a standard application of the (weak) principle of local reflexivity yields now that
(2.2) even holds for all positive z′1, . . . , z′m ∈ X′ and x ′′1 , . . . , x ′′n ∈ X′′ (see, e.g., [3, 6.5]).
Now we state the following improvement of (2.2). For every probability measure µ on
BX′′ and every choice of positive z′1, . . . , z′m ∈ X′,(
m∑
j=1
( ∫
BX′′
∣∣〈z′j , x ′′〉∣∣r dµ
)p/r )1/p
 cwp((z′j )). (2.3)
Indeed, an easy density argument shows that it is enough to check (2.3) for discrete mea-
sures µ = ∑nk=1 akδx ′′k , where δx ′′k is the Dirac measure at the point x ′′k and ak  0 with∑n
k=1 ak = 1. But for such measures (2.3) follows from (2.2) since
(
m∑
j=1
( ∫
BX′′
∣∣〈z′j , x ′′〉∣∣r dµ
)p/r )1/p
=
(
m∑
j=1
(
n∑
k=1
∣∣〈z′j , a1/rk x ′′k 〉∣∣r
)p/r )1/p
 cwp((z′j ))r
((
a
1/r
x ′′k
))
 cwp((z′j )).k
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operator S :X′ → Z, where Z is a Banach space. By Pietsch’s factorization theorem (see
e.g., [5, 2.12]) there is a probability measure µ on BX′′ such that for each z′ ∈ X′,
∥∥S(z′)∥∥ πr(S)
( ∫
BX′′
∣∣〈z′, x ′′〉∣∣r dµ
)1/r
.
Now we apply (2.3) to see that for each choice of finitely many positive z′1, . . . , z′m ∈ X′,(
m∑
j=1
∥∥S(z′j )∥∥p
)1/p
 πr(S)
(
m∑
j=1
( ∫
BX′′
∣∣〈z′j , x ′′〉∣∣r dµ
)p/r )1/p
 cπr(S)wp((z′j )),
which shows that S is positive p-summing. Then the conclusion follows by duality from
Lemmas 2.7 and 2.6. This completes the proof of Theorem 2.4. 
Finally, we state several consequences of Theorem 2.4. The first one follows from The-
orems 2.4 and 2.1 combined with Remark 2.3.
Corollary 2.8. Let X be a Banach lattice. Then the following are equivalent:
(1) Every operator T on X with values in a 2-concave Köthe function space F(ν) factor-
izes strongly through L2(ν).
(2) Every positive operator T on X with values in a 2-concave Köthe function space F(ν)
factorizes strongly through L2(ν).
(3) X is 2-convex.
The second corollary is a straightforward reformulation of Theorem 2.4 in terms of se-
quences. Recall that a sequence (xk) in a Banach space X is said to be weakly p-summable
whenever (x ′(xk)) ∈ p for each x ′ ∈ X′. We leave the proof to the interested reader.
Corollary 2.9. For each Banach lattice X and each 1 < r < ∞, the following are equiva-
lent:
(1) Every positive weakly 1-summable sequence (xk) in X splits into a product xk = λkyk ,
where (yk) is a weakly r ′-summable sequence in X and (λk) ∈ r .
(2) X is r-concave.
Finally, we show that strong factorization through Lr(ν) of all positive operators on X
with values in an r-concave Köthe function space F(ν) leads to almost strong factorization
of all such operators on X.
Corollary 2.10. Assume that 2 < r < ∞. If every positive operator from X into an
r-concave Köthe function space F(ν) factorizes strongly through Lr(ν), then for every
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)-concave Köthe function space F(ν) factor-
izes strongly through Lr−(ν).
Again this result follows from Theorems 2.4, 2.2 and Remark 2.3 (use the fact that r-
convex spaces have r ′-concave duals which hence have cotype r ′; see, e.g., [7, II, p. 100]).
3. Quadratic Maurey–Rosenthal factorization for operators between vector valued
Köthe function spaces
The following result generalizes Theorem 2.1 and also [2, Corollary 8].
Theorem 3.1. Let 1 < s  r < ∞ and t such that 1/s = 1/r + 1/t . Let E(µ) and F(ν)
be r-convex and s-concave Banach function spaces, respectively. Suppose also that E is
σ -order continuous. Let X and Y be Banach spaces, and let T :E(µ,X) → F(ν,Y ) be an
operator. Then the following are equivalent:
(1) For every x1, . . . , xn ∈ E(µ,X) and λ1, . . . , λn ∈ K,∥∥∥∥∥
(
n∑
k=1
∥∥T (λkxk)∥∥sY
)1/s∥∥∥∥∥
F

∥∥(λk)∥∥t
∥∥∥∥∥
(
n∑
k=1
‖xk‖rX
)1/r∥∥∥∥∥
E
.
(2) There exist a positive function f ∈ M(E(µ),Lr(µ)) and a positive function g ∈
M(Ls(ν),F (ν)), as well as an operator R :Lr(µ,X) → Ls(ν,Y ) such that
E(µ,X)
T
Mf ⊗idX
F (ν,Y )
Lr(µ,X)
R
Ls(ν,Y )
Mg⊗idY
and
‖Mf ⊗ idX‖‖R‖‖Mg ⊗ idY ‖M(r)(E)M(s)(F ).
Moreover, if E is not σ -order continuous, then the result still remains valid whenever
T ′(F×(ν,Y ′)) ⊂ E×(µ,X′).
This theorem will be a consequence of the following domination theorem for homo-
geneous operators defined between homogeneous sets that can be represented in Köthe
function spaces. We follow several ideas and concepts of [2]. A set U is said to be homo-
geneous whenever it carries a multiplication U × [0,∞[ → U , (x,λ) → λx with positive
scalars. If there is a homogeneous set U , a Köthe function space E(µ) and a homogeneous
mapping φ :U → E(µ) (i.e., φ(λx) = λφ(x) for all λ  0, x ∈ U ), then we say that φ
represents U in E(µ) homogeneously. An operator T between two homogeneous sets U
and V is homogeneous whenever T (λx) = λT (x) for all λ 0 and x ∈ U .
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homogeneous sets, and consider the homogeneous representations Φ :U → E(µ) and
Ψ :V → F(ν), where E(µ) is r-convex and F(ν) is s-concave. Let T :U → V be a ho-
mogeneous operator. If T satisfies the inequality∥∥∥∥∥
(
n∑
k=1
∣∣Ψ (T λkxk)∣∣s
)1/s∥∥∥∥∥
F

∥∥(λk)∥∥t
∥∥∥∥∥
(
n∑
k=1
∣∣Φ(xk)∣∣r
)1/r∥∥∥∥∥
E
for each pair of finite sequences x1, . . . , xn ∈ U and λ1, . . . , λn ∈ K, then there are
a positive functional φ ∈ (Er)× and a function 0  ω2 ∈ L0(ν) such that ω1/s2 ∈
M(Ls(ν),F (ν)),
sup
‖x‖1
φ
(|x|r)1/r M(r)(E), ∥∥w1/s2 ∥∥M(Ls(ν),F ) M(s)(F ),
and for all x ∈ U ,(∫ |Ψ(T x)|s
ω2
dν
)1/s
 φ
(∣∣Φ(x)∣∣r)1/r .
Moreover, if E(µ) is σ -order continuous, then there is even a function 0  ω1 ∈ L0(µ)
such that ω1/r1 ∈ M(E,Lr(µ)),∥∥ω1/r1 ∥∥M(E,Lr(µ)) M(r)(E)
and (∫ |Ψ(T x)|s
ω2
dν
)1/s

(∫ ∣∣Φ(x)∣∣rω1 dµ
)1/r
.
Before starting with the proofs of the preceding two theorems, let us state a lemma
which will be used frequently.
Lemma 3.3. Let E(µ) and F(µ) be Köthe function spaces, X a Banach space and g ∈
M(E(µ),F (µ)) with g > 0 µ-a.e. Suppose that F is σ -order continuous and that F ⊗ X
is dense in F(X). Then Mg ⊗ idX : E(X) → F(X) is defined and continuous with ‖Mg ⊗
idX‖ ‖g‖, is injective, and has dense range.
Proof. It is easy to see that Mg ⊗ idX is defined, continuous (with the desired norm esti-
mate) and injective. Let us show that Mg has dense range. Take a ϕ ∈ F ′ with ϕ|rang(Mg)
= 0. By assumption there is a function h ∈ F× such that ϕ(f ) = ∫ hf dµ for every f ∈ F ,
and moreover ϕ(Mg(z)) =
∫
hgzdµ = 0 for each z ∈ E. Then hg = 0 µ-a.e., and hence
h = 0 µ-a.e. which implies that ϕ = 0. Finally, we prove that F ⊗X ⊂ rang(Mg ⊗ idX) ⊂
F(X). Let f ∈ F and x ∈ X. Then there is a sequence of functions (zn) in E such that
limn gzn = f . Therefore, the sequence defined by the elements (Mg ⊗ idX)(fn ⊗ x) =
gzn ⊗ x converges to f ⊗ x , which means that f ⊗ x ∈ rang(Mg ⊗ idX). Hence we obtain
F ⊗ X ⊂ rang(Mg ⊗ idX) ⊂ F(X), and the assumption on the density of F ⊗ X in F(X)
shows that Mg ⊗ idX has dense range. 
Now we are prepared to give the proof of Theorem 3.2.
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details). In particular, we use the scaling technique from [2], changing the indexes s, r and
t by 2s, 2r and 2t (otherwise our argument would not lead to a function ω2; see [2, p. 163]).
Without loss of generality we may assume that V = F and Ψ is the identity. Define s0 :=
2s, r0 := 2r and t0 := 2t . By assumption we have for all x1, . . . , xn ∈ U and µ1, . . . ,µn
∈ K, ∥∥∥∥∥
(
n∑
k=1
(|µk||T xk|1/2)s0
)1/s0∥∥∥∥∥
F 1/2

(
n∑
k=1
|µk|t0
)1/t0∥∥∥∥∥
(
n∑
k=1
(∣∣Φ(xk)∣∣1/2)r0
)1/r0∥∥∥∥∥
E1/2
. (3.1)
Endow the homogeneous set U with the multiplication λ ∗ x := λ2x . Then the maps
Φ1/2 :U → E1/2 and T 1/2 :U → F 1/2 given by Φ1/2(x) := |Φ(x)|1/2 and T 1/2(x) :=
|T (x)|1/2 are homogeneous with respect to this product.
Let us define the homogeneous form u1/2 :U × (F 1/2)× → R, u1/2(x, y) :=∫
T 1/2(x)y dν. Then a direct calculation using inequality (3.1) rewritten for T 1/2 and
Hölder’s inequality gives the following inequality for u1/2:(
n∑
k=1
∣∣u1/2(xk, yk)∣∣t ′0
)1/t ′0

∥∥∥∥∥
(
n∑
k=1
∣∣Φ1/2(xk)∣∣r0
)1/r0∥∥∥∥∥
E1/2
∥∥∥∥∥
(
n∑
k=1
|yk|s ′0
)1/s ′0∥∥∥∥∥
(F 1/2)×
.
Note that by [2, Lemma 2] we have the equalities M(r0)(E1/2) = M(r)(E)1/2 < ∞ and
M(s
′
0)((F 1/2)×) = M(s)(F )1/2 < ∞. Since 1/t ′0 = 1/r0 + 1/s′0, we can apply [2, Theo-
rem 1] for these parameters and obtain two positive linear functionals φ1 : (E1/2)r0 → R
and φ2 : ((F 1/2)×)s
′
0 → R with
sup
‖z‖
E1/21
φ1
(|z|r0)1/r0 M(r0)(E1/2),
sup
‖y‖
(F1/2)×1
φ2
(|y|s ′0)1/s ′0 M(s ′0)((F 1/2)×),
and such that for every x ∈ U and y ∈ (F 1/2)×,∣∣u1/2(x, y)∣∣ φ1(∣∣Φ1/2(x)∣∣r0)1/r0φ2(|y|s ′0)1/s ′0.
Now let us define φ := M(r)(E)−rφ1. A straightforward calculation shows
sup
‖x‖E1
φ
(|x|r)1/r  1.
Since F is a Köthe function space, we have that F 1/2 is a Köthe function space, and then,
as a consequence of [2, Lemma 3], φ2 is a functional in the topological dual (((F 1/2)×)s ′0)′.
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the σ -order continuity of ((F 1/2)×)s ′0 . Hence, its Köthe dual and its topological dual co-
incide (see [7, II, p. 29]) showing that g := M(s)(F )−s ′0/2φ2 is a function in L0(ν) which
satisfies
sup
‖y‖
(F1/2)×1
∫
g|y|s ′0 dν  1.
Now the inequality for the form u1/2 can be rewritten as follows. For every x ∈ U and
y ∈ (F 1/2)×,∫
T 1/2(x)y dν M(r)(E)1/2M(s)(F )1/2φ
(∣∣Φ(x)∣∣r)1/(2r)(∫ g|y|s ′0 dν)1/s ′0 .
Finally, note that for h := g1/s ′0 the multiplication operator Mh : (F 1/2)× → Ls ′0(ν|h>0) is
defined, and∫ |T (x)|1/2
h
Mhy dν M(r)(E)1/2M(s)(F )1/2φ
(∣∣Φ(x)∣∣r)1/(2r)‖Mhy‖Ls′0 .
Since Mh has dense range (use Lemma 3.3), another direct calculation proves that for all
x ∈ U ,(∫ |T (x)|s
h2s
dν
)1/s
M(r)(E)M(s)(F )φ
(∣∣Φ(x)∣∣r)1/r .
Define ω2 := M(s)(F )sh2s and ω1 := M(r)(E)rφ. Clearly, this leads to the desired
weighted norm estimate for T , and the estimate for the function g together with the fact
that B(F 1/2)× is norming in F 1/2 (see [2, Lemma 1(2)]) gives
sup
‖y‖Ls1
∥∥ω1/s2 y∥∥Y M(s)(F ).
Moreover, ω1 ∈ L0(µ) provided E is σ -order continuous, and
sup
‖x‖E1
∥∥ω1/r1 x∥∥Lr(µ) M(r)(E)
as a consequence of the bound we have obtained for φ. This finishes the proof. 
Now we come back to the proof of Theorem 3.1.
Proof of Theorem 3.1. Note first that the implication (2)  (1) is trivial. For the proof of
the converse consider the following representations of the homogeneous sets U = E(µ,X)
and V = F(ν,Y ) in the Köthe function spaces E(µ) and F(ν), respectively,
Φ :E(µ,X) → E, Ψ :F(ν,Y ) → F,
given by Φ(x(w)) := ‖x(w)‖X and Ψ (y(τ)) := ‖y(τ)‖Y .
Consider first the case when E is σ -order continuous. Theorem 3.2 provides two
positive functions ω2 ∈ L0(ν) and ω1 ∈ L0(µ) satisfying ω1/s ∈ M(Ls(ν),F ), ω1/r ∈2 1
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such that for all x ∈ E(µ,X),
(∫ ‖T (x)‖s
ω2
dν
)1/s

(∫
‖x‖rω1 dµ
)1/r
.
Without loss of generality, we can suppose that ω2 > 0; note that we can substitute ν by
its restriction ν|[ω2>0] if necessary, since {τ | ω2(τ ) = 0} ⊂ {τ | T (x)(τ ) = 0} ν-a.e. for
every x . Thus, we can define the operator R : Lr(µ,X) → Ls(ν,Y ) as R := Mω−1/s2 ◦ T ◦
M
ω
−1/r
1
. An application of Lemma 3.3 and the inequality above give that R is well defined
and continuous. Thus, the result is proved for f = ω1/r1 and g = ω1/s2 .
Let us now consider the case when E is not σ -order continuous, but T satisfies
T ′(F×(ν,Y ′)) ⊂ E×(µ,X′).
To simplify our arguments we suppose that the convexity and concavity constants of
the spaces involved equal 1 (use [7, II, Proposition 1.d.8]). By Theorem 3.2 the conditions
on T give a positive function ω2 ∈ M(Ls(ν),F (ν)) with ‖ω1/s2 ‖M(Ls,F )  1 and a linear
functional φ :Er → R with sup‖z‖E1 φ(|z|r )1/r  1 such that(∫ ‖T (x)‖s
ω2
dν
)1/s
 φ
(‖x‖r)1/r , x ∈ E(µ,X).
In particular, note that T (x)ω−1/s2 ∈ Ls(ν,Y ) for every x ∈ E(µ,X). If z′ ∈ Ls ′(ν,Y ′),
then we obtain (using Hölder’s inequality)∣∣∣∣
∫ 〈
T (x)
ω
1/s
2
, z′
〉
dν
∣∣∣∣
(∫
‖z′‖s ′ dν
)1/s ′
φ1/r
(‖x‖r), x ∈ E(µ,X).
Hence, for every y ′ ∈ F×(ν,Y ′) and x ∈ E(µ,X),∣∣∣∣
∫ 〈
T (x), y ′
〉
dν
∣∣∣∣=
∣∣∣∣
∫ 〈
T (x)
ω
1/s
2
, y ′
〉
ω
1/s
2 dν
∣∣∣∣

(∫ ∥∥y ′ω1/s2 ∥∥s ′ dν
)1/s ′
φ1/r
(‖x‖r),
and as a consequence, for every x1, . . . , xn ∈ E(µ,X) and y ′1, . . . , y ′n ∈ F×(ν,Y ′),(
n∑
k=1
∣∣〈xk, T ′(y ′k)〉∣∣t ′
)1/t ′

∥∥∥(∑∥∥ω1/s2 y ′k∥∥s ′)1/s ′∥∥∥
s ′
∥∥∥(∑‖xk‖r)1/r∥∥∥
E
.
Since T ′(F×(ν,Y ′)) ⊂ E×(µ,X′), we obtain for all y ′ ∈ F×(ν,Y ′),
∥∥T ′(y ′)∥∥
E×(µ,X′) 
(∫ ∥∥ω1/s2 y ′∥∥s ′ dν
)1/s ′
.
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R :Ls ′(ν,Y ′) → E×(µ,X′) such that R(ω1/s2 y ′) = T ′(y ′) for every y ′ ∈ F×(ν,Y ′). In
particular, for every x1, . . . , xn ∈ E(µ,X) and y ′1, . . . , y ′n ∈ Ls ′(ν,Y ′),(∑∣∣〈xk,R(y ′k)〉∣∣t ′)1/t ′  ∥∥∥(∑‖y ′k‖s ′)1/s ′∥∥∥
s ′
∥∥∥(∑‖xk‖r)1/r∥∥∥
E
,
and hence by duality for every finite sequence of scalars λ1, . . . , λn,∥∥∥(∑∥∥R(λky ′k)∥∥r ′)1/r ′∥∥∥
E×

∥∥(λk)∥∥t
∥∥∥(∑‖y ′k‖s ′)1/s ′∥∥∥
s ′
.
We now apply Theorem 3.2 to R: there is a function 0  ω1 ∈ L0(ν) such that ω1/r
′
1 ∈
M(Lr ′(µ),E×(µ)) and∥∥ω1/r ′1 ∥∥M(Lr′ ,E×)  1,
and for every z′ ∈ Ls ′(ν,Y ′),(∫ ‖R(z′)‖r ′
ω1
dµ
)1/r ′
 ‖z′‖Ls′ (ν,Y ′).
Therefore, for all y ′ ∈ F×(ν,Y ′),
(∫ ∥∥ω−1/r ′1 T ′(y ′)∥∥r ′ dµ
)1/r ′
=
(∫
ω−11
∥∥R(ω1/s2 y ′)∥∥r ′ dµ
)1/r ′

(∫ ∥∥ω1/s2 y ′∥∥s ′ dν
)1/s ′
,
and hence for all x ∈ E(µ,X) and y ′ ∈ F×(ν,Y ′),∣∣∣∣
∫ 〈
T (x)
ω
1/s
2
,ω
1/s
2 y
′
〉
dν
∣∣∣∣=
∣∣∣∣
∫ 〈
T (x), y ′
〉
dν
∣∣∣∣
=
∣∣∣∣
∫ 〈
xω
1/r ′
1 ,ω
−1/r ′
1 T
′(y ′)
〉
dν
∣∣∣∣

(∫ ∥∥xω1/r ′1 ∥∥r dµ
)1/r(∫ ∥∥ω−1/r ′1 T ′(y ′)∥∥r ′
)1/r ′

(∫ ∥∥xω1/r ′1 ∥∥r dµ
)1/r(∫ ∥∥ω1/s2 y ′∥∥s ′
)1/s ′
.
Note that by duality ω1/r
′
1 also defines an element of M(E(µ,X),Lr (µ,X)) of norm  1.
The same argument that we have used for the definition of R justifies that for all x ∈
E(µ,X) and y ′ ∈ Ls ′(ν,Y ′),∣∣∣∣
∫ 〈
T (x)
ω
1/s , y
′
〉
dν
∣∣∣∣
(∫ ∥∥xω1/r ′1 ∥∥r dµ
)1/r(∫
‖y ′‖s ′ dν
)1/s ′
,2
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)1/s

(∫
‖x‖rωr/r ′1 dµ
)1/r
.
This completes the proof. 
Clearly, the following corollary is a special case of Theorem 3.1.
Corollary 3.4. Let 1 p < s  r < q ∞ and define t , u, v such that 1/t = 1/s − 1/r ,
1/u = 1/r − 1/q and 1/v = 1/p − 1/s. Consider the measures µ and ν and two Banach
spaces X and Y . Let T :Lq(µ,X) → Lp(ν,Y ) be an operator. Then the following are
equivalent:
(1) For every x1, . . . , xn ∈ Lq(µ,X) and λ1, . . . , λn ∈ K,∥∥∥∥∥
(
n∑
k=1
∥∥T (λkxk)∥∥s
)1/s∥∥∥∥∥
p

∥∥(λk)∥∥t
∥∥∥∥∥
(
n∑
k=1
‖xk‖r
)1/r∥∥∥∥∥
q
.
(2) There are functions 0  f ∈ Lu(µ) and 0  g ∈ Lv(ν) such that ‖f ‖u  1 and
‖g‖v  1, and an operator R :Lr(µ,X) → Ls(ν,Y ) with ‖R‖ 1 such that
Lq(µ,X)
T
Mf ⊗idX
Lp(ν,Y )
Lr(µ,X)
R
Ls(ν,Y )
Mg⊗idY
This result also holds for q = ∞ whenever T ′ maps Lp′(ν,Y ′) (as a subspace of
Lp(ν,Y )
′) into L1(µ,X′) (as a subspace of L∞(µ,X)′).
4. Quadratic Maurey–Rosenthal factorization for positive operators
In this section we study quadratic Maurey–Rosenthal factorization theorems for positive
operators T :E(µ,X) → F(ν,Y ) between Banach lattice valued Köthe function spaces.
The results of Section 3 will show that certain convexity/concavity conditions on the in-
volved spaces E, X, F , Y assure such a factorization for all positive T , whereas the results
from Section 2 will show in which sense the convexity/concavity conditions on X, Y are
even necessary.
Theorem 4.1. Let 1  p, r, s, q ∞, u = max(p, s) and v = min(q, r) such that 1 <
u  v < ∞. Let E and F be a q-convex and a p-concave Banach function space, re-
spectively, and consider an r-convex Banach lattice X and an s-concave Banach lat-
tice Y . Let T :E(µ,X) → F(ν,Y ) be a positive operator, where E is σ -order continuous
or T ′(F×(ν,Y ′)) ⊂ E×(µ,X′). Then there exist a function 0  f ∈ M(E(µ),Lv(µ)),
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that
E(µ,X)
T
Mf ⊗idX
F (ν,Y )
Lv(µ,X)
R
Lu(ν,Y )
Mg⊗idY
Moreover, ‖Mf ⊗ idX‖‖R‖‖Mg ⊗ idY ‖M(q)(E)M(r)(X)M(s)(Y )M(p)(F )‖T ‖.
For the proof of this theorem we again need some preparation. Let X be a Banach lattice
and 1 r ∞. As usual we denote by X(nr ) the space Xn endowed with the norm
∥∥(xk)nk=1∥∥ :=
∥∥∥∥∥
(
n∑
k=1
|xk|r
)1/r∥∥∥∥∥
(with the obvious modification whenever r = ∞). Note in particular that a Banach lattice
X is r-convex if
M(r)(X) = sup
n
∥∥I (n) : nr (X) → X(nr )∥∥< ∞,
and r-concave if
M(r)(X) = sup
n
∥∥I (n) :X(nr )→ nr (X)∥∥< ∞
(where I (n) stands for the corresponding identity map).
Lemma 4.2. Let E(µ) be a Köthe function space and X a Banach lattice. Then
(1) The identification i :E(µ,X)(nr ) ↪→ E(µ,X(nr )), (xk) → [ω → (xk(ω))] is linear,
bijective and isometric.
(2) The identification j :E(µ,X) ⊗ nr ↪→ E(µ,nr (X)),
∑n
k=1 xk(·) ⊗ ek → [ω →
(xk(ω))] is linear and bijective.
Proof. We only show that i is an isometry. Take (xk) ∈ E(µ,X)(nr ). Then we conclude
from [7, II, p. 42] that∥∥∥∥∥
(
n∑
k=1
|xk|r
)1/r∥∥∥∥∥
E(X)
=
∥∥∥∥∥ sup‖(λk)‖r′1
n∑
k=1
λkxk
∥∥∥∥∥
E(X)
=
∥∥∥∥∥
∥∥∥∥∥ sup‖(λk)‖r′1
n∑
k=1
λkxk(·)
∥∥∥∥∥
X
∥∥∥∥∥
E
=
∥∥∥∥∥
(
n∑
k=1
∣∣xk(·)∣∣r
)1/r∥∥∥∥∥
E
,
the conclusion. 
Statement (2) justifies the use of the tensor product notation T ⊗ S :E(µ,nr (X)) →
F(ν, ns (X)), where T ∈ L(E(µ,X),F (ν,Y )) and S ∈ L(nr , ns ). This simplifies the nota-
tion in the following proof.
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We show that for each positive operator T , each finite sequence x1, . . . , xn ∈ E(µ,X) and
each finite scalar sequence (τk)nk=1 the inequality∥∥∥∥∥
(
n∑
k=1
∥∥T (τkxk)∥∥uY
)1/u∥∥∥∥∥
F
M(v)(X)M(u)(Y )‖T ‖
(
n∑
k=1
|τk|t
)1/t∥∥∥∥∥
(
n∑
k=1
‖xk‖vX
)1/v∥∥∥∥∥
E
holds; in other words, it has to be proved that∥∥T ⊗ Dτ :E(nv(X))→ F (nu(Y ))∥∥M(v)(X)M(u)(Y )‖T ‖‖Dτ ‖,
where Dτ stands for the diagonal operator defined by τ . First note that X is v-convex with
M(v)(X)M(r)(X), and Y is u-concave with M(u)(Y )M(s)(Y ) (see, e.g., [7, II, 1.d.5]).
Consider the following diagram:
E(µ,nv(X))
T⊗Dτ
idE⊗I (n)
F (ν, nu(Y ))
E(µ,X(nv))
T⊗Dτ F (ν, nu(Y ))
idF ⊗I (n)
which clearly commutes. We conclude from the v-convexity of X and the u-concavity
of Y that ‖idE ⊗ I (n)‖ M(v)(X) and ‖idF ⊗ I (n)‖ M(u)(Y ). Moreover for T ⊗ Dτ :
E(µ,X)(nv) → F(ν,Y )(nu) we consider the commutative diagram
E(µ,X)(nv)
T⊗Dτ
T⊗idnv
F (ν,Y )(nu)
F (ν,Y )(nv)
idF(Y )⊗Dτ
Since T is positive, a result of Krivine (see [7, II, 1.d.9]) shows that ‖T ⊗ idnv‖ ‖T ‖. On
the other hand, ‖idF(Y ) ⊗ Dτ‖ ‖Dτ ‖, since for every y1, . . . , yn ∈ F(ν,Y ),∥∥∥∥∥
(
n∑
k=1
|τkyk|u
)1/u∥∥∥∥∥=
∥∥∥∥∥sup
{
n∑
k=1
akτkyk: (ak) ∈ Bn
u′
}∥∥∥∥∥
 ‖τ‖t
∥∥∥∥∥sup
{
n∑
k=1
bkyk: (bk) ∈ Bn
v′
}∥∥∥∥∥
= ‖Dτ ‖
∥∥∥∥∥
(
n∑
k=1
|yk|v
)1/v∥∥∥∥∥
(see again [7, II, p. 42]). Therefore, we finally obtain, from Lemma 4.2,
‖T ⊗ Dτ‖
∥∥idE ⊗ I (n)∥∥∥∥idF ⊗ I (n)∥∥‖T ⊗ idnv‖‖idF(Y ) ⊗Dτ ‖
M(v)(X)M(u)(Y )‖T ‖‖Dτ ‖.
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sup
‖g‖Lu(ν)1
∥∥ω1/u2 g∥∥F M(u)(F ),
and a function 0 ω1 ∈ L0(µ) with
sup
‖z‖E1
∥∥ω1/v1 z∥∥M(v)(E)
such that for every x ∈ E(µ,X),(∫ ‖T (x)‖u
ω2
dν
)1/u

(∫
‖x‖vω1 dµ
)1/v
.
This provides the desired factorization for T with f = ω1/v1 and g = ω1/u2 ; moreover, we
have that
‖Mf ⊗ idX‖‖R‖‖Mg ⊗ idY ‖M(v)(E)M(v)(X)M(u)(Y )M(u)(F )‖T ‖
M(q)(E)M(r)(X)M(s)(Y )M(p)(F )‖T ‖. 
The following special case illustrates the preceding theorem.
Corollary 4.3. Let 1  p < s < r  q ∞, and define a and b by 1/r = 1/a + 1/q
and 1/p = 1/b + 1/s. Consider the spaces Lq(µ), Lr(η), Lp(ν) and Ls(ξ). Then every
positive operator T :Lq(µ,Lr(η)) → Lp(ν,Ls(ξ)) ( for q = ∞, assume additionally that
T ′(Lp′(Ls ′)) ⊂ L1(Lr ′)) allows a factorization
Lq(µ,Lr(η))
T
Mf ⊗idLr
Lp(ν,Ls(ξ))
Lr(µ× η) R Ls(ν × ξ)
Mg⊗idLs
where f ∈ La(µ), g ∈ Lb(ν), R is positive and ‖f ‖La(µ)‖R‖‖g‖Lb(ν)  ‖T ‖.
In combination with the results of Section 2 a sort of converse of Theorem 4.1 is possi-
ble.
Theorem 4.4. Let 1  p < r < q ∞. Consider two Banach lattices X and Y . Then
X is r-convex and Y is r-concave if and only if for every q-convex Köthe function
space E(µ) and every p-concave Köthe function space F(ν), each positive operator
T :E(µ,X) → F(ν,Y ), where E is σ -order continuous or T ′(F×(ν,Y ′)) ⊂ E×(µ,X′),
allows a factorization
E(µ,X) T
Mf ⊗idX
F (ν,Y )
Lr(µ,X)
R
Lr(ν,Y )
Mg⊗idY
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all T factorize as above. Note first that the assumption then implies that each positive
operator T :X → p factorizes strongly through r ; indeed, this can be deduced from the
factorization scheme in the statement by choosing suitable spaces E(µ) and F(ν). But
then Theorem 2.4 gives that X is r-convex. By duality, the same arguments can be used to
obtain that Y is r-concave. 
The following corollary summarizes some of the preceding results.
Corollary 4.5. Let 1  p < r < q ∞ and let X and Y be Banach lattices. Then the
following are equivalent:
(1) For every q-convex Banach function space E(µ) and every p-concave Banach func-
tion space F(ν), each positive operator T :E(µ,X) → F(ν,Y ) (where E is σ -order
continuous or T ′(F×(ν,Y ′)) ⊂ E×(µ,X′)), allows a factorization scheme as in The-
orem 4.4.
(2) For every Lq(µ) and every Lp(ν), each positive operator T :Lq(µ,X) → Lp(ν,Y )
( for q = ∞, assume that T ′(Lp′(ν,Y ′)) ⊂ L1(µ,X′)), allows such a factorization
scheme.
(3) Each positive operator T : q(X) → p(Y ) ( for q = ∞, assume that T ′(p′(Y ′)) ⊂
1(X′)), satisfies such a factorization scheme.
(4) X is r-convex and Y is r-concave.
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