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With the observed increase in frequency and magnitude of flood hazard globally, knowledge on characterizing
and predicting flood impacts is key for disaster risk reduction. Physical vulnerability assessment is identified
as a significant component for assessing the impacts of floods on the built environment. Physical vulnerability
assessment is usually carried out with a physical vulnerability model (PVM), which typically requires a large
sample size of empirical data describing damage and/or flood characteristics. PVM is used to estimate the
relative vulnerability between buildings (vulnerability index) or to predict damage grades or monetary loss
(stage-damage curves, multivariate methods). Hence, they show the relationship between flood hazard
intensity and/or building characteristics with respect to flood damage. Although PVMs have been applied in
several regions, the unavailability of key input variables, namely flood hazard and empirical damage data, has
restricted its application in many data-scarce regions. As a result, efforts towards disaster risk reduction have
been limited. Given that many data-scarce areas are developing countries that have further limited disaster
coping capacities, the importance of developing PVMs to address these specific challenges is a vital step
towards gaining a better understanding of future flood impacts.
In Africa, for example, floods accounted for more than 60% of natural disasters between 2000-2019. The
impacts of floods, in terms of the increase in fatalities, the number of affected people and the amount of
severity of damages have increased. Furthermore, increasing urbanization of floodplains coupled with an
increase in climate extremes is expected to intensify flood impacts on the continent. Despite identified flood
risks, however, there is limited knowledge about the physical vulnerability of buildings in many African
countries to date. Building types such as sandcrete block and clay buildings, which are prevalent in many
African countries, remain largely under-investigated due to the lack of data for developing PVMs. As a result,
studies in such data-scarce locations have been limited to exposure assessments or to the identification of
vulnerability indicators without a systematic linkage established between hazard intensity, building
characteristics and damage.
In Nigeria, annually occurring floods persist. The presence of large and small rivers with floodplains inhabited
by smaller communities or even urban centres have become a cause for concern. In many cases, buildings in
these areas are of low construction quality and are, therefore, even more, susceptible to floods. For instance, in
2012, more than 3.8 million people were displaced after floods affected 28 out of Nigeria’s 36 states. Post-
disaster assessment showed that in 12 states, over 1.3 million buildings were either partially or completely
damaged. In these regions, developing methods to characterize flood scenarios to identify buildings
susceptible to significant damages provide an important first step for reduction of future risks.
In light of these challenges and motivation, the objective of this thesis is to develop and test a new PVM that
is characterized by a reduced data requirement and the ability to characterize and predict flood impacts on
buildings. Two study regions were selected from Nigeria to test the applicability of the developed method.
Both regions are located in the central part of the country, where small and large rivers are present and fluvial
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flooding is common. The overall objective was further divided into three sub-objectives: i) to review existing
methods in order to conceptualize a PVM approach that can be tailored for regional situations in typical data-
scarce areas, ii) to develop and test a hydrodynamic modelling approach to reconstruct a past flood scenario in
a data-scare location so that the use of modelled flood characteristics may be possible in a PVM, and iii) to
test the applicability and performance of the new PVM approach by comparing the results to those of existing
methods.
To meet the project objectives, firstly, a review of existing methods for physical vulnerability assessment was
carried out from which a new concept for PVM was developed. The concept combines approaches with
reduced data requirements to allow for application in data-scarce regions. The concept systematically
combines vulnerability indicators, damage grades and synthetic what-if analysis, such that it can be fully
implemented using knowledge from regional experts. Secondly, a method for characterizing flood hazard at
building locations was developed to increase sample sizes of flood depths required for developing PVMs. The
method combines hydrodynamic modelling and interview data to reconstruct a plausible scenario of past
floods. The result is the extraction of usable flood depths, which can be extrapolated beyond the spatial extent
of collected observations. The method does not require hydrological data, given that these data are usually
unavailable in data-scarce locations. Rather, flood depths and duration are utilized through a four-round
simulation procedure to minimize the root mean square error (RMSE) between observed and modelled flood
depths. The method was tested using 300 spatially distributed flood depth and duration data. An overall
RMSE of 0.61 m was achieved, which falls within similar studies using hydrodynamic models and
demonstrates the applicability of the method in data-scarce areas. Furthermore, the new PVM (expert-based
approach) was implemented and compared with an existing data-driven PVM. The expert-based approach
systematically combines the vulnerability indicator method and synthetic what-if analysis based on the
knowledge of regional experts. The data-driven method uses a random forest model implemented using
empirical data. The comparison was based on variables identified as important drivers of building damage and
predictive accuracy. Data from two study regions were used to evaluate model performance. Both methods
showed that distance to channel, building material, building condition and building quality are important
damage drivers for sandcrete and clay building types. A 30% accuracy that was associated with the expert-
based approach was considered satisfactory, given identified data challenges and demonstrates the potential of
the method.
The thesis has contributed to knowledge about the physical vulnerability of buildings to floods in typical data-
scarce regions. The contributions range from i) developing a PVM tailored for typical data-scarce areas with a
transferable and updatable framework to ii) developing a method for increasing the sample size to support
physical vulnerability assessments. The thesis presents one of the first findings for sandcrete block and clay
buildings in terms of damage grades classification, identification of main damage drivers, and a model for
predicting probable damage. The findings will support decision makers with regards to planning for effective
disaster risk reduction solutions, such as mitigation and emergency planning in areas that are likely to sustain
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significant flood damage. The workflow in the developed methods are transferable and can be updated when
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1.1 Physical vulnerability to floods
Floods are generally characterized by excess water that flows overland. Floods can be i) coastal, which flows
inland from oceans or seas, ii) fluvial, which occurs as a result of overflows from rivers, and iii) pluvial,
which is characterized by surface runoff where the infiltration capacity of the soil has been exceeded. The
increase in the frequency of floods, commonly attributed to an increase in precipitation as a result of climate
change (Hoegh-Guldberg et al., 2018) or increase in urbanization especially in flood risk areas, continues to
be a cause for concern. The interaction between floods and the built environment (e.g., residential buildings)
represents a potential risk with significant adverse human and economic losses worldwide (CRED, 2019).
Flood risk is particularly high for regions with limited capacities to cope with hazard consequences. Limited
coping capacities, in these cases, may be related in part or in combination with low-quality housing, lack of
structural mitigation, or flood protection measures. Generally, such areas with limited coping capacities are
defined as vulnerable.
Vulnerability has been long observed to play an instrumental role in producing differential hazard
consequences on exposed communities (James and Hall, 1986). UNISDR (2009) defined vulnerability as the
condition that makes communities susceptible to hazards. Although vulnerability has physical, social,
economic, environmental dimensions, physical vulnerability has been particularly identified as an initial
trigger for other vulnerability dimensions (Fuchs, 2009; WHO, 2009; Papathoma-Köhle et al., 2011). Physical
vulnerability relates to i) the pre-conditions that can influence the extent of hazard consequences or ii) the
expected probable damage to the built environment when impacted by hazards.
Generally, physical vulnerability assessment is carried out using a physical vulnerability model (PVM). PVMs
have been used in three different ways. Firstly, they characterize pre-conditions that influence the
vulnerability of a building and provide guidance on identifying relative building vulnerabilities (e.g., using
vulnerability indicators). Secondly, they can be used to predict the post-event condition of a building in terms
of monetary loss or damage pattern (stage-damage curves). Thirdly, they can be used to characterize pre-
conditions that influence damage and predict post-event conditions (multivariate methods). Figure 1 shows the
characteristics of different PVMs commonly used. Applications of PVMs include mitigation and emergency
planning (Walliman et al., 2011), estimating economic losses (Jongman et al., 2012), cost-benefit analysis of
flood protection measures (Holub and Fuchs, 2008), and risk assessment for future system scenarios
(Mazzorana et al., 2012).
PVMs used for predicting flood damage, either in terms of monetary losses or damage grades, are generally
referred to as flood damage models. Flood damage models either show the relationship between damage and
water depths (stage-damage curves) or additionally consider other hazard and/or building characteristics
(multivariate models). The ability to predict building damage is an important step towards disaster risk
reduction (Merz et al., 2010), and it has received increased attention (Ke et al., 2012).
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Figure 1: Overview of physical vulnerability models
Flood damage models require a systematic combination of damage influencing variables: these variables have
been categorized as impact (action) and resistance variables (Thieken et al., 2005). The impact variable is a
primary input for PVM required to characterize hazard (e.g. flood depth and velocity) at building locations:
they can be acquired through hydrodynamic modelling. Resistance variables relate to characteristics of the
building or the immediate environment which can influence the degree of damage. Resistance variables can be
obtained from census data (e.g. building characteristics) or using satellite data (exposure). Furthermore, the
application of flood damage models require empirical damage data for performance evaluation: these data are
used to quantify the degree of hazard impact on a building. Empirical damage data are often in form of
monetary loss (absolute and relative) or damage grades, which are obtained from insurance companies or
government compensation reports. While these three data (impact variables, resistance variables, and
empirical damage data) are available in some regions, they are either unavailable or very limited in other
countries consequently limiting disaster risk reduction efforts.
Within the context of this thesis, data-scarce areas generally refer to regions that lack the required data for
developing PVMs. Scarcity in this case pertains to either or a combination of the following three criteria: i)
unavailability of data (no records are documented), ii) insufficient data (data are too sparse to be
representative or to be used to infer significant statistical deductions), or iii) limited accessibility (data may be
available but expensive to acquire). In particular, data that are usually scarce in many regions pertain to
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systematically documented records of past flood characteristics and empirical damage data at the micro-
(building) scale, both of which are key for developing PVMs.
Over the past decades, while the reported occurrences and impacts of various flood-related hazards in Africa
have been on the rise (EM-DAT 2013), the actual number of flood events may have been grossly
underestimated in the past (UNISDR, 2011). An increase in the urbanization of flood prone areas and the
presence of low-quality housing and infrastructure in many African countries (UNISDR, 2009, Habitat, 2011)
have led to an increase in the number and severity of hazard impacts. Consequently, Adelekan et al. (2015)
identified populations and assets in African cities to be among the most globally vulnerable. Many of the
African countries are data-scarce, as a result, the application of PVMs remains difficult. For example, in a
detailed review of flood risk in Nigeria, Komolafe et al. (2015) reported that a comprehensive database for
documenting flood hazard data and damage at the building level remains unavailable, either by government or
private agencies.
Adelekan et al. (2015) emphasized the need for further research to investigate the vulnerability of
communities to floods in Africa. In a project titled “Climate Change and Vulnerability of African Cities
(CLUVA)” (Gasparini, 2013), the need for developing physical vulnerability models specifically tailored for
representative buildings in Africa (e.g., sandcrete blocks and clay building materials) was emphasized, given
increasing flood risk therein. Gasparini (2013) noted that although sandcrete blocks and clay have been
identified as common building materials in most African countries, research on damage drivers and flood
induced damage patterns remain largely under-investigated.
Nigeria is one of the countries most affected by disasters in Africa; between 1990-2019, Nigeria ranked third
in the number of fatalities from natural disasters in the continent (CRED, 2019). In Nigeria, flood disasters are
majorly fluvial. The presence of small and large rivers with floodplains that are inhabited by many small
communities or larger urban centers have constituted a cause for serious concern. In many of these regions,
floods have become yearly occurrences resulting in fatalities and damage (Komolafe et al., 2015). Flood risk
in Nigeria, in particular fatalities and losses or building damage, are expected to rise. This is primarily
attributed to a rapidly increasing population that is generally linked to urbanization of flood prone areas, in
addition to increase in climate extremes. Furthermore, Nigeria is typically data-scarce; a situation observed in
many African countries (Gasparini, 2013). Records of past floods and its consequences (losses or damages) at
the micro-scale are unavailable. Komolafe et al. (2015) noted that the lack of data is related to the fact that
flood insurance is uncommon. In particular, government-issued compensations after the occurrence of
disasters is flawed; consequently, the mistrust and lack of dependency on government-led measures have led
to more citizen-driven initiatives that take on the full responsibility of repairing affected buildings
immediately after flood occurrence (Komolafe et al., 2015).
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Given the expected increase in flood risk and unavailability of relevant data to characterize physical
vulnerability, Nigeria is selected as a study region for this thesis. In the next section, further details are
provided on flood risk in Nigeria and study locations.
1.2 Flood impacts in Nigeria
Although floods have recurred annually in Nigeria, the human and economic losses incurred from the floods
in 2012 were the worst in the country’s recent history (FGN, 2013; NIHSA, 2013). These floods affected 28
out of Nigeria’s 36 states consequently leading to 363 fatalities (NIHSA, 2013) and displaced over 6 million
people (accounting for about 4 percent of the country’s population in 2012). As a result of these consequences,
Nigeria experienced the second-highest number of disaster-induced displacements worldwide in 2012
(Yonetani and Morris, 2013). After the 2012 floods, the federal government of Nigeria, in partnership with
several international agencies (e.g. EU, World bank), carried out a detailed post-disaster assessment of
incurred losses in 11 of the most affected states within the country. The assessment showed that about 700,000
buildings were totally destroyed and over 400,000 buildings were partially destroyed (FGN, 2013).
Consequently, the housing sector accounted for over 44% of overall economic losses which was estimated at
2.6 trillion Naira (US $16.9 billion) (FGN, 2013). Further assessment into the cause of the damage revealed
that more than 60% of households acquire their houses through private resources and initiatives and only a
few use the services of formal institutions. As a result, many structures were constructed without complying
with building codes, which exacerbated the overall damage from the floods.
The 2012 post-flood assessment revealed a rather alarmingly high awareness of potential flood damage and
emphasized a need for increased efforts dedicated to risk reduction, particularly targeted to minimize impacts
in built environments. In particular, both stakeholders and researchers in Nigeria have stressed the need for a
systematic approach to evaluate both the preconditions of buildings before floods and the potential for
structural or non-structural damage after floods by Komolafe et al. (2015). These efforts are even more
urgently needed, given the expected increase in climate extremes and urbanization of flood-prone regions in
Nigeria (CRED, 2019). In the sub-sections, general i) geographical overview of Nigeria and study locations
and ii) common building types (sandcrete block and clay) are provided.
1.2.1 Geographical setting and study regions
Nigeria is located in West Africa with the southern part of the country bounded by the Atlantic Ocean (Figure
2). Several inland rivers flow within the country, of which the Benue and Niger rivers are the most extensive.
Both major rivers, with sources outside of the country, flow through the north-central part of the country and
downstream through the south to the Atlantic Ocean. The floodplains of the inland and two major rivers have
become permanent settlements of several urban areas and smaller communities. River floods are regular and
occur almost yearly in some locations (Komolafe et al., 2015). Two study regions selected for this study are
located in the north-central and north-eastern parts of the country, both of which are part of the guinea
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savannah and share similar climatic conditions (Ayanlade, 2009). Study region 1 is located in Suleja and Tafa
areas in Niger state and study region 2 is in Wuro-Jebbe, in Adamawa state. These regions are located in the




Figure 2: Overview map of Nigeria. The inset map shows the location of Nigeria in Africa.
Nigeria (Mohammed, 2014). The northern part of Nigeria is characterized by two seasons: the rainy season
(March to August) and the dry season (November to February) (Ayanlade, 2009). Floods mostly occur
towards the end of the rainy season between July – August. Both regions are data-scarce, with no available
records of past flood or incurred damage at the micro-(building) scale.
1.2.2 Sandcrete and clay buildings
Common building types in Nigeria can be categorized into three classes: informal, traditional, and modern
housing. This classification is primarily based on the wall unit used for construction (FGN, 2013). Informal
buildings (e.g. corrugated iron sheets, thatched leaves) mostly serve as temporary shelters and are non-
engineered, characterized by standardized load transfer mechanism, so are not discussed further.
Traditional buildings are commonly constructed as either clay or mixed buildings (with sandcrete blocks) by
local technicians. They are characterized by a wall thickness of around 15 cm, generally with lightweight
materials as roofing elements (e.g. corrugated iron sheets, thatched leaves) and are predominantly one-story
structures (i.e with only a ground floor). Clay buildings, especially unburnt clay bricks, are vulnerable to
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floods since the material can lose its comprehensive strength when inundated: for instance, Thakur et al. (2012)
found a threshold of around 3 days of inundation for clay buildings to collapse. Traditional buildings are
predominantly found in rural and suburban areas and makeup about 40% of the building stock in Nigeria
(NBS, 2012).
The sandcrete block building is the most prevalent modern building type in Nigeria and is constructed
according to the Nigerian building code (NBC, 2006). Sandcrete buildings are made from hollow blocks (i.e. a
mixture of cement and sand) with either 15 or 24 cm wide walls. They are predominantly built as single-story
structures in Nigeria but can also occur as multiple stories high. Sandcrete blocks make up about 50 % of
Nigeria's building stock (NBS, 2012).
1.3 Challenges of PVMs in data-scarce areas
Although some efforts have already been made to support the development of PVMs in data-scarce areas
(highlighted in preceding sub-sections and Chapter 1), a number of challenges persist. The development of
PVMs relies on sizable and accurate documentation of past flood hazard events and their consequences from
which usable deductions can be made. This type of data is generally limited or unavailable in data-scarce
regions and constitute a primary challenge that needs to be addressed. Only then can physical vulnerability
assessments in these regions be adequately performed. These challenges are briefly elaborated on in the
following sub-sections.
1.3.1 Scarcity of empirical data
Firstly, the development of PVMs for predicting building damage (i.e via flood damage modelling) requires
that a sizable amount of empirical data be available at the building level. In particular, this data describes
damage influencing variables and building damage or monetary loss. However, empirical damage data are
usually unavailable in many data-scarce regions. In place of direct data sources, past studies have applied a
viable alternative for data-scarce areas by applying what-if analysis, such as synthetic stage-damage curves
(Naumann et al., 2009; Neubert et al., 2008; Penning-Rowsell et al., 2005). This approach uses assumed water
depths in combination with knowledge from regional experts, to characterize likely flood damage. While the
application of this approach is suitable for data-scarce areas, the use of water depth as the only damage driver
has been observed to be associated with large uncertainties and reduced prediction accuracies (Merz et al.,
2004, Pistrika et al., 2014; Schröter et al., 2014; Fuchs et al., 2013; 2019). A new approach that improves
upon the synthetic method would consider multiple damage drivers, while systematically integrating methods
with minimal data requirements; the development of such an approach may provide a first step for the use of
more accurate results from PVMs in data-scarce areas. While Jongman et al. (2012) and Mancini et al. (2017)
have already called for such new approaches that apply best practice from existing methods and are adaptable
to regional situations, Papathoma-Köhle et al. (2017) recommended a combination of existing methods to
optimize their respective advantages. In effect, a PVM adapted to data-scarce areas will have to balance
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empirical data requirements and model uncertainty. In particular, the model should i) allow for the
consideration of multiple regional damage influencing variables, in line with multivariate methods and ii)
have minimal empirical data requirements. The conceptualization of such a method presents the first challenge
in data-scarce areas.
1.3.2 Scarcity of flood hazard data
Furthermore, another basic requirement for PVMs is the integration of reliable estimates of flood
characteristics at building locations, where a statistically significant sample size of data is available. The most
common variable used to characterize floods is flood depth, which can be acquired through field interviews.
However, field interviews may require significant resources such as time and effort to obtain a sufficiently
large sample size. The use of hydrodynamic modelling to reconstruct scenarios of past flood events to obtain
flood data for PVMs was demonstrated by some studies (e.g. Kreibich and Thieken, 2008; Wagenaar et al.,
2017). This approach is more efficient in terms of i) obtaining distributed flood characteristics (flood depth
and additionally velocity and duration) with good spatial coverage and ii) offers the possibility to model future
scenarios. However, limitations to applying hydrodynamic models persist in data-scarce regions due to the
unavailability of i) high-resolution DEMs to accurately characterize floodplain properties and channel
bathymetry and ii) hydrological data (precipitation or river discharge measurements). While the former can be
obtained at a high cost from satellite companies, the latter require a comprehensive network of stations to
install and maintain which are costly, rendering both options to be unsuitable for many data-scarce regions
(Sanyal et al., 2013; Yan et al., 2014; Schumann et al., 2015). As a result, another important challenge is to
develop an approach to facilitate the extraction of flood characteristics at building locations. The approach
should not require hydrological data and be able to use a globally available DEM.
1.4 Research questions and objective
1.4.1 Research questions
In light of the identified challenges for developing PVMs in data-scarce areas, three research questions have
been formulated:
1. How can existing PVMs be utilized to develop a new model based on i) reduced requirements for
empirical data and ii) that considers multiple damage influencing variables?
2. How can a hydrodynamic model be utilized to reconstruct plausible scenarios of past flood events in
areas without hydrological data, such that modelled results have an acceptable accuracy and can be
extrapolated to further develop PVMs?
3. How does the new PVM perform against a traditional (existing) PVM using damage prediction




Based on the known challenges, motivation, and problem formulation, the main objective of the thesis is to
develop and test a new PVM for improving the characterization and prediction of floods impacts and that can
be applied in typical data-scarce areas. In particular, the new PVM aims to support physical vulnerability
assessment in data-scarce areas by evaluating both pre-event conditions and expected post-event building
damage states. With this overall objective and research questions in mind, three sub-objectives were
developed to serve as project milestones:
1. Review existing methods in order to conceptualize a PVM approach that can be tailored for regional
situations in typical data-scarce areas (Chapter 2)
2. Develop and test a hydrodynamic modelling approach to reconstruct a past flood scenario in a data-
scare location to allow for the extrapolation of flood characteristics for use in a PVM (Chapter 3)
3. Test the applicability and performance of the new PVM approach by comparing with an existing
PVM (Chapter 4)
1.5 Structure of the thesis
The thesis is organized into five chapters. An introduction is presented in Chapter 1 followed by three research
articles in Chapters 2, 3, and 4, followed by a final synthesis of the project in Chapter 5. A broader overview
of the individual chapters are as follows:
 Chapter 1 presents a general overview of the thesis. It provides a background on physical vulnerability
models and physical vulnerability to floods in Nigeria. In addition, it discusses challenges and existing
gaps for the application of flood damage models, particularly in data-scarce areas and the specific
objectives of the thesis.
 Chapter 2 is a published research article titled “A generic physical vulnerability model for floods:
Review and concept for data-scarce regions” (Malgwi et al., 2020). The study reviews existing
physical vulnerability assessment methods from which a new conceptual framework was developed
for data-scarce regions. The new concept combines approaches with reduced data requirements, such
as vulnerability indicators, damage grades, and synthetic what-if analysis. By integrating the
vulnerability indicator method, the new framework innovatively provides a multi-variable approach
through the recommendation of an aggregated vulnerability index. The vulnerability index facilitated
a building vulnerability classification where synthetic what-if analysis results are better targeted to
specific vulnerability classes and damage grades than with baseline methods.
 Chapter 3 is a research article under review titled “Flood scenario reconstruction using field interview
data and hydrodynamic modelling: A method for data-scarce regions”. The study presents a method
that utilizes hydrodynamic modelling and interview data to reconstruct a plausible scenario of past
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flood events in a typical data-scarce region. The developed method does not require hydrological data,
rather, it utilizes observed distributed flood depths and durations at building locations to implement a
four-step simulation procedure that aims to minimize the root mean square error (RMSE) between
observed and simulated flood depths. The method was tested using 300 data points collected from
study region 1 (see Figure 2). Using this method, flood depths can be extrapolated beyond the spatial
extent of the observed (building) locations to increase the sample size for further development of
PVMs in data-scarce areas.
 Chapter 4 is a submitted research article titled “Expert-based versus data-driven flood damage models:
a comparative evaluation for data-scarce regions”. The newly developed PVM (Chapter 1) is here
referred to as an expert-based approach. The performance of the expert-based method and a
multivariate (data-driven) method using random forest was compared. The comparison between the
two methods is to accurately i) predict expected damage grades and ii) identify main damage drivers.
Data from both study regions 1 and 2 (see Figure 2) were used for the analysis.
 Chapter 5 presents the synthesis of the thesis. The main findings were discussed with respect to the
defined research questions in the first chapter. A conclusion is provided to address how the sub- and
overall thesis objectives were addressed. Finally, an outlook for future research is presented.
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Abstract
The use of different methods for physical flood vulnerability assessment has evolved over time, from
traditional single-parameter stage–damage curves to multi-parameter approaches such as multivariate or
indicator-based models. However, despite the extensive implementation of these models in flood risk
assessment globally, a considerable gap remains in their applicability to data-scarce regions. Considering that
these regions are mostly areas with a limited capacity to cope with disasters, there is an essential need for
assessing the physical vulnerability of the built environment and contributing to an improvement of flood risk
reduction. To close this gap, we propose linking approaches with reduced data requirements, such as
vulnerability indicators (integrating major damage drivers) and damage grades (integrating frequently
observed damage patterns). First, we present a review of current studies of physical vulnerability indicators
and flood damage models comprised of stage–damage curves and the multivariate methods that have been
applied to predict damage grades. Second, we propose a new conceptual framework for assessing the physical
vulnerability of buildings exposed to flood hazards that has been specifically tailored for use in data-scarce
regions. This framework is operationalized in three steps: (i) developing a vulnerability index, (ii) identifying
regional damage grades, and (iii) linking resulting index classes with damage patterns, utilizing a synthetic
“what-if” analysis. The new framework is a first step for enhancing flood damage prediction to support risk
reduction in data-scarce regions. It addresses selected gaps in the literature by extending the application of the
vulnerability index for damage grade prediction through the use of a synthetic multi-parameter approach. The
framework can be adapted to different data-scarce regions and allows for integrating possible modifications to
damage drivers and damage grades.
Keywords: Data-scarce regions, vulnerability indicator, damage grade, flood, building, disaster risk reduction
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1 Introduction
The magnitude and frequency of floods and their impact on elements at risk have increased globally
(Quevauviller, 2014). Risks associated with floods are especially high for communities with a limited capacity
to resist their impacts. Communities with a low resistance to impacts of hazards are often referred to as
vulnerable. Although the definition of vulnerability varies in different fields of study, efforts to understand
and reduce vulnerability are regarded as important steps for disaster risk reduction (UNISDR, 2015). UNISDR
(2009) defined vulnerability as the conditions that make communities susceptible to the impact of hazards.
These conditions may be linked to limited access to resources, missing risk transfer mechanisms, and/or poor
housing quality if elements at risk are considered. Focusing on the latter, poor housing conditions have been
shown to be a key factor if different regions exposed to the same hazard level are compared (Papathoma et al.,
2003; Keiler et al., 2006). Although the vulnerability of a community has social, economic, physical,
environmental, institutional, and cultural dimensions (Birkmann et al., 2013), these dimensions are all
interconnected (Mazzorana et al., 2014). Fuchs (2009) and Papathoma-Köhle et al. (2011) identified physical
vulnerability as a primer for other vulnerability dimensions. WHO (2009) also highlighted that there is a
strong connection between physical vulnerability and other vulnerability dimensions, pointing out that the
disruption of physical elements directly affects social and economic activities within a society. Physical
vulnerability assessment supports evaluation of economic losses (Blanco-Vogt and Schanze, 2014), analysis
of physical resilience (Papathoma-Köhle et al., 2011), cost–benefit analysis (Holub and Fuchs, 2008), risk
assessment for future system scenarios (Mazzorana et al., 2012), and decision-making by stakeholders
responsible for hazard protection through, e.g. resource allocation (Fuchs, 2009).
Common approaches used for assessing physical vulnerability to flood hazards include stage–damage curves
(vulnerability curves), vulnerability matrices, vulnerability indicators (Papathoma-Köhle et al., 2017), and,
more recently, multivariate methods. Stage–damage curves show the relationship between flood depths and
the degree of impact (e.g. damage grades, relative or absolute monetary loss). These curves are developed
using empirical data or expert knowledge (Merz et al., 2010). The empirical method requires data on flood
depths and related building damage patterns or monetary losses after a flood event (Totschnig and Fuchs,
2013). These data allow for searching for suitable curves to correlate flood depths to damage or losses.
Synthetic methods are based on a “what-if” analysis derived from expert knowledge to determine expected
damage for selected intervals of flood depths (Naumann et al., 2009; Merz et al., 2010; Romali et al., 2015).
Multivariate methods statistically deduce relationships between empirical building damage or loss data and
multiple damage-influencing parameters.
Generally, both stage–damage curves and multivariate methods are used to predict flood damage. This ability
to predict damage is increasingly seen as an important step towards disaster risk reduction (Merz et al., 2010).
Stage–damage curves and multivariate methods used for damage prediction are commonly referred to as flood
damage models. Most flood damage models are based on empirical damage or monetary loss data (see
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reviews by Merz et al., 2010; Jongman et al., 2012; Hammond and Chen, 2015; Gerl et al., 2016). However,
due to the scarcity of such data in data-scarce regions, limitations exist in developing these models, and this
consequently hinders efforts to reduce disaster risk (Niang et al., 2015). More recently, Englhardt et al. (2019)
reemphasized data scarcity as the limiting factor for physical vulnerability assessment in developing countries.
A few flood damage models have been developed using a synthetic and expert-based what-if analysis (e.g.
Penning-Rowsell et al., 2005; Neubert et al., 2008; Naumann et al., 2009) that aim to reduce the dependency
on empirical damage and loss data. However, synthetic approaches often use flood depth as the only damage-
influencing parameter, leading to increased uncertainty in damage prediction (Pistrika et al., 2014; Schröter et
al., 2014).
Flood damage models have been applied to predict damage grades (e.g. Maiwald and Schwarz, 2015; Ettinger
et al., 2016) or the monetary value of such damage (e.g. Thieken et al., 2008; Merz et al., 2013; Fuchs et al.,
2019b). Damage grades are more suitable for data-scarce regions, as they represent qualitative descriptions of
frequently observed damage patterns within a region (for floods: moisture defects, cracks on supporting walls).
As they are not dependent on information about monetary loss (e.g. insurance data), damage grades provide a
good basis for damage estimation and enhance the comparability of flood impacts between different flood
events, regions, and buildings types (Blong, 2003a). Besides, since damage grades are comparable for similar
building types (Maiwald and Schwarz, 2015), they improve the transferability of flood damage models
(Wagenaar et al., 2017).
Another approach increasingly used to assess physical vulnerability is based on vulnerability indicators
(Barroca et al., 2006; Barnett et al., 2008; Papathoma-Köhle et al., 2017). Several studies have re-emphasized
the importance of identifying and understanding vulnerability indicators as a fundamental step in disaster risk
reduction (e.g. UNISDR, 2015; Zimmermann and Keiler, 2015; Klein et al., 2019). Vulnerability indicators
are based on aggregated variables to communicate the state of a system (e.g. the resistance of a building) and
to provide insights in the level to which this system will be impacted by a certain hazard level (Birkmann,
2006). Since the vulnerability indicator approach has a low requirement for empirical damage or loss data, the
method has gained increasing popularity in data-scarce regions. In addition, vulnerability indicators
supplement the use of stage–damage curves in a way that the overall picture of flood vulnerability becomes
clearer. This clarity is achieved by an integration of multiple drivers of vulnerability providing a more holistic
perspective of vulnerability-contributing factors.
Papathoma-Köhle et al. (2017) recommended a combination of physical vulnerability assessment methods to
take advantage of their individual strengths while minimizing their weaknesses. A combination of methods
here refers to the integration of approaches (or techniques) from two different physical vulnerability
assessment methods into one method (or model). Such a combination of methods that utilize expert-based
approaches in place of data-driven methods might provide a desirable compromise for data-scarce regions. For
example, Godfrey et al. (2015), using Romania as a case study, combined an approach based on vulnerability
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indicators and an approach based on stage–damage curves to develop an expert-based model for data-scarce
regions. However, wider applications of the method have shown to be restricted to regions where stage–
damage curves for specific building types already exist. In addition, because of a limited sample size used to
test the method, results may be biased (Godfrey et al., 2015).
Only little is known at this point about the flood vulnerability and damage mechanisms of buildings that are
exposed in developing countries, such as in Africa. Adelekan et al. (2015) identified population and assets in
African cities as being among the most vulnerable globally. Consequently, with climate change, the number of
extreme events and catastrophic impacts in these regions is expected to increase (Mirza, 2003). In Africa in
particular, the need to develop a systematic approach for evaluating preconditions of buildings and their
impact by flood hazards has been stressed by stakeholders and researchers (Komolafe et al., 2015). Although
sandcrete block and clay buildings are the most predominant building types in many African countries
(Gasparini, 2013), flood damage models remain underdeveloped for such building types (Komolafe et al.,
2015). Commonly, exposure and vulnerability are mainly assessed in a regional context based on very coarse
data and aggregated land use classes, resulting in considerable uncertainties, especially in a rural context (de
Moel et al., 2015). Thus, along with recent studies addressing flood exposure and vulnerability in data-scarce
areas, there is a strong need to refine approaches for vulnerability and risk assessments in such regions.
Approaches using damage grades and/or vulnerability indicators are in general more suitable for data-scarce
areas; however, so far there is a gap in systematically linking them. This paper aims to develop a conceptual
framework for assessing the vulnerability of the built environment to floods in data-scarce areas. To do this,
we first provide a review of physical vulnerability indicators for flood hazards, as well as an overview of flood
damage models. Second, we develop a conceptual framework that links physical vulnerability indicators and
flood damage grades by utilizing local expert knowledge.
This paper is structured as follows: Sect. 2 provides an overview of available information on vulnerability
indicators, including indicator selection, aggregation, and weighting, and unveils challenges and gaps of using
this method. In Sect. 3, a brief review of flood damage models is presented with a particular focus on the use
of damage grades and associated challenges. While Sect. 4 addresses the need for linking vulnerability
indicators and damage grades, Sect. 5 introduces the conceptual framework for such linkages, as well as the
steps for operationalizing the framework. Concluding remarks are presented in Sect. 6.
2 Review of indicators for physical vulnerability to floods
In this section, we present an overview of different studies using indicators to assess the vulnerability of
buildings to flood hazards (for details, see Table A1 in the Appendix).
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2.1 Background
A vulnerability index is obtained by selecting, weighting, and aggregating vulnerability indicators. Generally,
a vulnerability indicator is a parameter (or variable) that can influence and(or) communicate the degree of
damage (or loss) of a system (e.g. a building). The indicator approach aims to simplify a concept through the
use of an index (Heink and Kowarik, 2010; Hinkel, 2011). Before establishing an index, a framework should
be developed to address how major components of the indicator fit together (Birkmann, 2006; JRC and OECD,
2008). Moreover, the framework of such an index should allow adaption to possible future system changes
such that it can be used to analyse potential disaster risk. Such adaptation may include possible changes in
selected indicators or indicator weights. The framework includes a variety of elements (we refer to these as
indicator elements), which helps to clearly outline the extent of applicability and validity of the derived index.
Basic elements defining the framework of a vulnerability index include the aim, the vulnerability dimension,
the spatial scale, and the region of application (see Table A1).
A first step in developing a framework for indicators is to define the aim, including the different vulnerability
dimensions to be assessed, so that the indicators and the final derived index fit into the overall risk assessment
framework. Although some studies focus on one specific dimension of vulnerability (e.g. Dall'Osso et al.,
2009), other studies examine multiple dimensions of vulnerability (e.g. Kienberger et al., 2009). The
interaction between different vulnerability dimensions generates challenges for assessing vulnerability, as well
as the use of a high number of indicators in multidimensional studies (Cutter and Finch, 2008). Birkmann
(2006) noted that choosing a multidimensional study design is only worth the effort if data are available in a
certain quality and quantity, which in turn have to meet the scale requirements of the study (Birkmann, 2007;
Aubrecht et al., 2013; Fuchs et al., 2013; Kundzewicz et al., 2019). Consequently, the spatial scale for
applying a vulnerability indicator approach varies depending on the availability of data (de Ruiter et al., 2017)
and the aim of the assessment. Spatial scales for assessing vulnerability can be on micro, meso or macro level.
Microscale assessment is usually challenging in terms of data collection (Günther, 2006), in particular in
developing countries with missing metadata on land use, exposure, and population. Microscale assessments
can provide an overview of vulnerability (hotspot assessment) over a larger area; hence, decision-makers can
use them in allocating resources for emergency responses or risk mitigation. Other indicators operate on a
larger scale, i.e. mesoscale (regional to national) and macroscale (international). Moreover, as vulnerability
indicators are adaptive to a regional context, a set of indicators selected for a particular region may not
necessarily be transferable to another region (Papathoma-Köhle et al., 2017, 2019).
2.2 Application of physical vulnerability indicators
Commonly applied steps, corresponding outputs, and methods for constructing a physical vulnerability index
are presented in Fig. 1. Different methods used in deriving the index include deductive (based on theories
and/or basic assumptions), inductive (based on empirical data), and normative (based on value judgement)
approaches. In physical vulnerability assessments for flood hazards using vulnerability indicators, the
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deductive approach is the most commonly applied method, relying on expert judgement and information
provided in the relevant scientific literature without any further empirical data. It is also common to use a
combination of inductive and deductive approaches either during the indicator selection or during indicator
weighting and aggregation. Table 1 shows different studies that derived a physical vulnerability index to
assess flood hazards and the various methods employed. Since our attention is on data-scare regions, further
discussions in this section will be focused on the deductive and normative approaches, since they do not rely
on empirical data.
2.2.1 Indicator selection
Before a variable is qualified as an indicator, certain criteria have to be met to allow for consistency and
methodical soundness. Important criteria for selecting a variable as an indicator include measurability,
relevance, analytical and statistical soundness, etc. (see Birkmann, 2006, and JRC and OECD, 2008, for a
complete list of criteria for indicator selection). The selection of vulnerability indicators can be categorized
into two steps (cf. Table 1). In a preliminary step, an initial selection of a range of identified variables is
carried out. This serves to identify all possible parameters that influence vulnerability within a region. As
shown in Fig. 1, the preliminary selection is commonly carried out either using a deductive or normative
approach. In the final step, the number of variables to be used for weighting or aggregation is reduced. The
final selection can be based on data availability, statistical analysis, expert opinion, or other evaluation
procedures. For example, Kienberger et al. (2009) reported a spatial vulnerability assessment tool using the
indicator approach. In their study, expert knowledge was used for the preliminary selection of indicators.
Thereafter, based on structured rounds of questionnaire evaluation, a final selection was made based on a
Delphi approach. The Delphi approach utilizes several indicator suggestions from different experts and
combines the suggestions after a consensus is reached through several rounds of questionnaire exchange.
During the Delphi process, preselected indicators that are identified to be less relevant are removed in order to
arrive at a set of more effective indicators.
2.2.2 Indicator weighting
After the selection of indicators, weights are assigned to allocate the extent to which each indicator is relevant
with respect to the targeted vulnerability assessment. Prior to assigning weights to different indicators, a
scoring is assigned for subcategories of indicators, for example, “building type” as an indicator can have
“reinforced concrete”, “masonry” and “wooden” buildings as subcategories: we refer to these subcategories as
sub-indicators. The scoring of these sub-indicators, which is a form of internal weighting, results in
information of the vulnerability of the individual indicator. Both the scoring of sub-indicators and the
weighting of indicators can be carried out using (i) deductive and (ii) normative approaches. Other approaches
for weighting vulnerability indicators are the inductive methods based on empirical data (e.g. principal
component analysis, PCA), which are excluded due to the data requirements in data-scarce regions. More
details of the PCA are given in JRC and OECD (2008).
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Table 1: Applications of physical vulnerability indicators, including methods used for variable selection, weighting, and aggregation, and parameters needed
for assessing physical (building) vulnerability. AHP stands for analytical hierarchy process, and PCA stands for principal component analysis.
Author(s) Variable selection Variable weighting Vulnerability
aggregation
Parameters considered
(pertaining to building vulnerability)
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Figure 1: Steps and commonly applied methods for developing a physical flood vulnerability index. Steps
include the indicator selection, the indicator weighting, and the indicator aggregation. The green box applies
to initial indicator selection, and the blue box applies to final indicator selection.
The deductive approach is based on research-based knowledge and conclusions of previous studies. The
weighting is based on deduction or inference from frameworks, a set of concepts, or theories on vulnerability
(Hinkel, 2011). Commonly applied deductive weighting includes direct expert weights, expert weights in
combination with literature analysis and the application of an analytical hierarchy process (AHP) from expert
knowledge.
Direct expert weights refer to weights assigned to indicators using the knowledge of experts either through
questionnaires or interviews. A scheme of standardized weights (e.g. from 0 to 10) is provided for the
weighting in order to maintain a comparable scale of weights from different experts. Some vulnerability
studies therefore used weights from the literature in combination with expert knowledge to formulate new
indicator weights. However, this is only possible if (i) the vulnerability of the region of interest has been
previously studied or (ii) the region of interest is comparable (in building and hazard characteristics) to a
previously studied region. Another commonly applied weighting method for physical vulnerability
assessments is based on the analytical hierarchy process (AHP), a multi-criteria decision tool utilizing a
pairwise comparison system (Saaty, 1980). The AHP assigns weights between pairs of indicators instead of
evaluating each indicator relative to all other indicators. The pairwise comparison evaluates which indicator in
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every pair is more important than the other using a scale of 1 (equal importance) to 9 (extreme importance)
(Chen et al., 2012). The decision on which indicator is more important can be evaluated from analysing data
or expert knowledge. To ensure minimal subjectivity in a pairwise comparison, the consistency ratio (CR) is
computed. The CR checks if the subjectivity of pairwise comparisons are within an allowable limit. If the
condition of the CR is not fulfilled, a repetition of the process has to be carried out (Golz, 2016). Depending
on the total number of indicators, the AHP can be computationally demanding.
Another form of weighting that is not very common in physical vulnerability assessments is the normative
approach. Using the normative approach, weights can be assigned based on value judgement (Hinkel, 2011).
The normative approach is based on the priorities of individuals. A common application of the normative
approach is the equal-weighting approach. Meaning, based on value judgement, all parameters influencing
vulnerability are taken to be equally important (Frazier et al., 2014). Adopting an equal-weights approach is
sometimes required in cases where no consensus is reached on a suitable weighting alternative. In studies
where multiple dimensions of vulnerability are considered, the equal-weights approach will favour dimensions
with a higher number of indicators if an unequal number of indicators are used. However, such irregularities
can be corrected by a systematic normalization. Furthermore, Chen et al. (2012) noted that the equal-
weighting approach cannot properly handle indicators that are highly correlated because these are double-
counted. Another implication of the approach, particularly at the aggregation step, was noted by Hinkel (2011):
equal weighting means all indicators are ideal replacements of each other, and low values in one indicator can
be compensated by high values in another indicator. Another example of the use of value judgement for
weighting indicators was demonstrated by Müller et al. (2011), who focused on weighting preferences of
homeowners.
2.2.3 Indicator aggregation
Indicator aggregation refers to a systematic combination (or joining) of indicator weights to create a single
value. This value is usually referred to as an index. The index carries information on the extent to which an
element can be impacted by a hazard relative to other elements, given the combined influence of selected
indicators. Physical vulnerability assessment incorporates different types of indicators with non-uniform units,
such as building material (no unit) and distance to the hazard source (metres). Therefore, before aggregating
indicators, it is necessary to find a systematic and consistent means of representing the (sub-)indicators while
retaining their theoretical range. Achieving a rather objective representation of different indicators is carried
out by scaling. Asadzadeh et al. (2017) noted that the scaling of indicators is sensitive to the normalization and
aggregation method; hence, it is important to adopt a scaling that fits the data and the overall vulnerability
framework. In a physical vulnerability assessment, it is common to adopt the ordinal scale to represent both
qualitative or quantitative (sub-)indicators. On the ordinal scale, indicators are represented using an increasing
or decreasing categorical order. The order selected is mostly subjective depending on the indicator framework
and data property (JRC and OECD, 2008). A good example of the use of the ordinal scale was demonstrated
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by Dall'Osso et al. (2009), where five categories were used to transform all (sub-)indicators into an ordinal
scale.
Generally, several methods for indicator aggregation exist; however, a commonly applied method for physical
vulnerability assessment is the additive method (see Table 1). This method is based on a summation of the
product of the weights and scores (or the scaled value) of all selected indicators. The summation can be made
directly on scores of the indicators (direct additive method) or after multiplying weights and the scores of the
indicators (weighted additive method). The result of the indicator aggregation is influenced by the applied
aggregation technique as some approaches allow counterbalancing indicators with low values (compensation).
In the additive method, a constant level of compensation for indicators with lower values is allowed (JRC and
OECD, 2008).
The last step in aggregating indicators is a normalization that ensures that the output from indicator
aggregation lies within defined intervals. These intervals should be suitable to communicate the extent to
which an element at risk is vulnerable relative to others. JRC and OECD (2008) pointed out that the choice of
a normalization approach should be related to data properties and underlying theoretical frameworks.
Although there are several normalization techniques, most studies in physical flood vulnerability assessment
apply the minimum–maximum normalization. In the minimum–maximum normalization, index outputs are
bound within a fixed range, commonly between 0 (not vulnerable) and 1 (highly vulnerable). The minimum–
maximum normalization can increase the range of small-interval indicators or reduce the range of large-
interval indicators. Hence, all indicators are allowed a proportionate effect on the aggregated index. Detailed
descriptions of different normalization methods can be found in JRC and OECD (2008).
2.3 Challenges and gaps in physical vulnerability indicators and indices
Despite the current success in the development of physical vulnerability indicators, a few challenges persist.
We identify these challenges for physical vulnerability indicators by focusing on the potential for developing
indicator approaches in data-scarce regions and in order to foster adaptability, transferability, and
harmonization of indicators across spatial and temporal scales.
Firstly, for the effective operationalization of an index in the vulnerability concept, there is a need for proper
management of the underlying data. In many studies, data transformation methods (e.g. missing data, scaling
and normalization) are either not mentioned or only briefly highlighted. Such data operations influence the
index or model output considerably, as has already been demonstrated by several studies (e.g. UNDP, 1992;
Tate, 2012; Mosimann et al., 2018; Chow et al., 2019), and thus data operations should be carried out using
appropriate methods that fit the data type and indicator framework. During the indicator development, the
following few points have to be clarified: (i) the relationship between indicators, (ii) scaling and normalization
needed, (iii) necessary range of variables, and (iv) data quality and quantity.
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Secondly, it is important to understand the sensitivity of the vulnerability index depending on the use of
deductive, inductive, and normative approaches. So far, no detailed sensitivity analysis has been carried out
focusing on physical vulnerability indicators, except for Fernandez et al. (2016), who have taken the first steps
by analysing the sensitivity to different aggregation methods. JRC and OECD (2008), Tate (2012), and
Papathoma-Köhle et al. (2019) have stressed the need for such internal validation to assess the robustness of
indices and evaluate the influence of each approach on the index stability. Such analysis can convey
information on the suitability of different approaches for specific datasets, and hence provide useful guidance
for further indicator development.
Furthermore, after developing the vulnerability index, it is important to assess how well the index performs by
using hazard impact metrics such as building damage or monetary loss data. However, in physical
vulnerability assessment, index performance evaluations have only rarely been carried out (Eriksen and Kelly,
2007; Müller et al., 2011). A performance test will allow robust evaluation of underlying indicator
frameworks and basic assumptions (Eddy et al., 2012) and will also identify the suitability of selected
indicators with respect to the indicator aim (Birkmann, 2006). Few studies, however, provide a qualitative
description (e.g. level of agreement), as is the case for performance analysis using a comparison of the
deduced index and observed damage data (e.g. Godfrey et al., 2015; Sadeghi-Pouya et al., 2017) or based on
visualizations of the spatial agreement using GIS maps by comparing hotspots and observed damage (e.g.
Fernandez et al., 2016). In general, a lack of a performance test might be due to (i) the scarcity of empirical
data and (ii) the lack of a systematic linkage between the vulnerability index and building damage or monetary
loss.
Furthermore, vulnerability indices have been identified to lack a stand-alone meaning outside a relative
comparison of building vulnerability (Tarbotton et al., 2012; Dall'Osso and Dominey-Howes, 2013). This is a
major limitation given the quality of information contained in the vulnerability index. Further investigation on
the additional applicability of the vulnerability index should be carried out. Papathoma-Köhle et al. (2017)
recently recommended a combination of methods to fully explore the potential in individual vulnerability
assessment methods. Such a combination is particularly encouraged for data-scarce regions.
3 Review of flood damage models
Flood damage models show the relationship between the extent of building damage and damage-influencing
(or vulnerability-influencing) factors. First, we focus on an analysis of background information of flood
damage models and the application and used methods. Second, we will identify the challenges and current
gaps in the context of data-scarce regions.
3.1 Background
Flood damage models provide the basis for decision-making through multiple applications, such as cost-
benefit analyses of mitigation measures (Thieken et al., 2005; Schröter et al., 2014), economic impact
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assessments (Jongman et al., 2012), planning and implementation of individual mitigation measures
(Walliman et al., 2011), and flood risk mapping (Meyer et al., 2012). In general, developing flood damage
models require clear communication of model parameters, e.g. if the model is based on an individual damage
parameter (stage–damage curves) or if the model is comprised of multiple damage-influencing parameters
(multivariate methods). Further important information includes data source and sample size, method of
analysis to extract the significance of variables, the scale of application, damage-influencing parameters, and
status of the validation or performance test. The different choice of parameters and methods considered within
the flood damage models already sets the conditions regarding the model transferability and guide further
model development. In Table 2, we highlight these parameters for several studies.
Stage–damage curves are continuous curves relating to the magnitude of a hazard process (x axis) to the
damage state of a building (y axis), usually expressed as the degree of loss (Fuchs et al., 2019a). Individual
buildings are represented as points in the x–y-axis system and then the function that ensures the best fit may
be chosen (Totschnig et al., 2011). Empirically developed stage–damage curves are widely used for assessing
flood hazard risk where the number of affected buildings is large enough to deduce a reliable curve (Fuchs et
al., 2019a). The shape of the empirically derived stage–damage function depends on the population and spread
of data related to buildings within the inundation area under consideration, as well as the type of function
chosen. Synthetic stage–damage curves are based on expert knowledge to describe a relationship between
flood damage with flood depth for a specific building or land use type. Synthetic curves can be developed
independently (e.g. Penning-Rowsell et al., 2005; Neubert et al., 2008; Naumann et al., 2009) or supported by
empirical data (e.g. NRE, 2000). For data-scarce regions, utilizing the synthetic (what-if) analysis can serve as
an important first step for establishing flood damage models. More details on the synthetic what-if analysis are
given by Penning-Rowsell et al. (2005), Neubert et al. (2008), and Naumann et al. (2009).
Multivariate methods utilize empirical data to relate multiple damage-influencing variables and building
damage by applying a variety of statistical methods (see Table 2). Such empirical data can be collected from
insurance companies (e.g. Chow et al., 2019), through field surveys (e.g. Ettinger et al., 2016), or via
telephone interviews (Thieken et al., 2005; Schwarz and Maiwald, 2008; Maiwald and Schwarz, 2015). As
demonstrated by Cervone et al. (2016), empirical data can also be collected using social media accounts.
Multivariate models may become more common in the near future since they offer a more comprehensive
approach compared to the stage–damage curves. Schröter et al. (2014) evaluated the applicability of flood
damage models and showed that models that consider a higher number of damage-influencing variables
demonstrated superiority in predictive power both spatially (transfer to other regions) and temporally
(different flood events). The multivariate method has been shown to better explain the variability in damage
data (Merz et al., 2004) and reduce uncertainty in flood damage prediction (Schröter et al. 2014).
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3.2 Application of flood damage models
The applications of both stage–damage curves and multivariate methods vary depending on the user
requirements. These user requirements may range from estimating damage grades (e.g. Ettinger et al., 2016),
estimating absolute or relative monetary loss (e.g. Thieken et al., 2008), or both (e.g. Maiwald and Schwarz,
2015). In particular, the use of damage grades is especially encouraged for data-scarce regions since it relies
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Table 2: Applications of flood damage models, indicating the data source, the approach for evaluating variable significance, the scale of application, the
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only on observable damage patterns within a region and expert knowledge. In addition, damage grades are
easily understandable by experts and non-experts, making them easy communication tools (Attems et al.,
2020a). One of the most prominent damage grades is the European Macroseismic Scale EMS-98 for
earthquakes (Grünthal, 1998), which was later used as a basis to develop damage grades for flood hazards by
Schwarz and Maiwald (2007).
Developing a damage grade requires data (or knowledge) of regional building damage patterns resulting from
flood impact. Damage patterns, which are repeatedly observed within a region, can be categorized into
damage grades (Schwarz and Maiwald, 2007). Grünthal et al. (1998) and Maiwald and Schwarz (2015) noted
that damage grades should not only consider the physical effects of damage but also the number of buildings
that show such effects. Hence, in developing damage grades, the focus should be given to both physical
damage features and their corresponding proportion. Damage grades express frequently observed damage
patterns as categories on an ordinal scale, whereby numbers are assigned to each damage pattern with higher
numbers depicting a higher degree of damage (see Table 3). Damage grades vary from non-structural to
structural damage. Non-structural damage refers to damage that does not immediately affect the structural
integrity of a building. Examples of non-structural damage by floods include moisture defects or light cracks
on building finishes. Structural damage mostly occurs on load-bearing elements of the building, for example,
cracks in or collapses of walls, beams, and columns (Milanesi et al., 2018).
Generally, there is a wide range of damage patterns available to describe how buildings respond to flood
impact. However, including all of these patterns will lead to unnecessarily complex flood damage models.
Nonetheless, damage grades should be detailed enough to capture predominantly observed patterns of damage
within a region. In such a way, damage grades serve as a compromise between comprehensiveness and
simplicity (Blong 2003b). Grünthal (1993) recommended guidelines for good practice in developing damage
grades, including (i) checking a wide range of information sources and considering their value, (ii) focusing
more on repetitive damage than on extreme damage patterns, and (iii) additionally considering undamaged
buildings. As an additional recommendation, Blong (2003b) suggested that damage models should be flexible
enough to allow integration of new damage patterns over time. An example of such flexibility is demonstrated
in Maiwald and Schwarz (2015, 2019) when expanding an originally five-category damage grade scheme to a
six-category scheme. Damage grades are not affected by temporal changes (increase or decrease) in market
value or wages, which can affect relative and absolute losses (Blong, 2003a). Due to this robustness to
changes, they are easily transferable to regions with comparable building and hazard characteristics. This
transferability is particularly important for data-scarce regions, where resources are limited for comprehensive
data collection campaigns. Other characteristics of damage grades include simplicity, clarity, reliability,
robustness, and spatial suitability (Blong, 2003b).
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3.3 Challenges and gaps in flood damage models
Predicting damage grades using commonly applied stage–damage curves and multivariate methods has some
weaknesses. These weaknesses are either manifest in both data-rich and data-scarce regions or specific to the
latter. For example, despite the wide usage of stage–damage curves, several studies have highlighted inherent
uncertainties particularly regarding damage predictions since they consider flood depth as the only damage-
influencing parameter (e.g. Merz et al., 2004, 2013; Vogel et al., 2012; Pistrika et al., 2014; Schröter et al.,
2014; Wagenaar et al., 2017; Sturm et al., 2018b, a; Fuchs et al., 2019b). These studies have demonstrated that
flood damage is not only influenced by water depth but also by other hazard parameters (e.g. velocity and
duration) and building characteristics (e.g. construction type, quality, and material). For instance, Merz et al.
(2004) demonstrated the poor explanatory power of flood depth in explaining the variance in a data set.
Although applying multivariate methods reduced uncertainties associated with models based on a single
damage-influencing parameter, in data-scarce regions a disadvantage of the multivariate method is the lack of
empirical data for developing and validating such models.
Several other challenges exist in data-scarce regions, which further limits the development of flood damage
models. Merz et al. (2010) noted that selecting a method depends on data availability and knowledge of
damage mechanisms. The absence of insurance against damage from natural hazards and effective
government compensation schemes, typical for many data-scarce regions, contributes to a lack of data to
support physical flood vulnerability assessment. For example, Komolafe et al. (2015) reported that no research
institute or agency has a central database to document flood damage in many African countries, such as
Nigeria. They further pointed out that such scarcity of damage data might be related to the fact that the
practice of flood insurance is uncommon and government compensation after flood disasters is flawed. As
such, people immediately repair their buildings after a flood event. Additionally, regulatory policies on
building standards are less well implemented in many areas. Similar observations were made by Englhardt et
al. (2019) in Ethiopia, pointing out a considerable difference in building quality and value, especially in rural
areas. Also, in Nigeria, FGN (2013) reported that over 60 % of households acquire their houses through
private resources and initiatives; thus, only a few use the services of formal institutions. This often leads to
substantial differences in the quality of buildings, consequently increasing the challenges in developing
building-type vulnerability assessment schemes. In addition, such differences in building quality further limit
the application of flood damage models that use relative or absolute monetary losses due to a high range of
replacement costs and property values.
4 The need for linking indicators and damage grades
A combination of damage grades (representing repeatedly observed damage patterns) with vulnerability
indicators (capturing important damage-influencing variables within a region) using an expert-based what-if
approach offers a convenient and comprehensive method for assessing flood damage. This allows us to tailor
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flood damage models to the specific needs of data-scarce regions and simultaneously to take advantage of the
strengths of the methods while limiting their individual weaknesses.
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Table 3: Damage grades developed by Schwarz and Maiwald (2007) showing structural and non-structural
damage to buildings. For each damage grade class, a description and a graphical representation are shown.
The grey colour in the graphical representation indicates flood depth.
Damage
grade class
Damage Description Graphical representation
Structural Non-
structural
D1 No Slight Only penetration and
pollution










D4 Heavy Very heavy Structural collapse of
supporting walls, slabs
D5 Very heavy Very heavy Collapse of the
building
or of major parts of the
building
Several weaknesses highlighted in Sects. 2.3 and 3.3 have limited the assessment of physical vulnerability.
However, specific aspects of these approaches can be utilized for data-scarce regions. Although the
vulnerability index has been identified as lacking a stand-alone meaning, its combination with damage grades
will extend its applicability for damage grade prediction. Besides, the use of damage grades will help us to
evaluate the performance of vulnerability indices. Current flood damage models were identified to be either
data-intensive (multivariate methods) or to not consider other damage-influencing variables (stage–damage
curves). However, an integration of damage grades with vulnerability indicators can provide a suitable model
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to overcome these challenges. This integration can be fostered through utilizing the expert-based synthetic
what-if analysis, which has been applied for developing synthetic stage–damage curves.
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Figure 2: Illustration of the need for linking vulnerability index and damage grades using real damage cases
(a, b, and c) documented after a 2017 flood in Suleja and Tafa, Nigeria; hypothetical vulnerability indicators
and regions (A and B); and damage grades developed from studies by Maiwald and Schwarz (2015) and
Ettinger et al. (2016).
To demonstrate the added value of this linkage, we use a combination of (i) observed flood damage data, (ii) a
hypothetical physical vulnerability index for two regions A and B, and (iii) two flood damage models
developed for predicting damage grades. The observed damage data (see Fig. 2) was documented from a field
survey conducted after the 2017 flood event in Suleja and Tafa, Nigeria. The flood event was caused by
prolonged rainfall for about 12 h between 8 and 9 July 2017. The flood event resulted in the loss of lives and
damaged hundreds of buildings and a large amount of infrastructure (Adeleye et al., 2019). A field study was
conducted in March 2018 in order to document damage to the built environment and to interview affected
homeowners. From the documented cases, we use three buildings to illustrate the potential weakness that may
occur from only using a vulnerability index approach and the added value of the suggested linkage with
damage grades.
The three buildings shown in Fig. 2 are constructed from sandcrete block (Fig. 2, buildings a, b) and clay
bricks (Fig. 2, building c). The buildings have different damage patterns, ranging from moisture defects on
walls resulting in peeling-off of plaster material and slight cracks (e.g. building a), partial collapse of
supporting walls (e.g. building b), and complete collapse (e.g. building c). A hypothetical physical
vulnerability index is considered for the two regions A and B (see Fig. 2). In the two regions, hypothetical
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vulnerability indicators were assigned as the main damage-influencing parameters. Indicators for region A
included building material, building condition, distance to channel, and flood depth. Indicators for region B
included building age, building quality, sheltering effect, and flood depth. Vulnerability indices for regions A
and B both express relative vulnerability from 0 (low vulnerability) to 1 (high vulnerability). Hypothetical
vulnerability indices, after aggregating identified indicators, are given in Fig. 2. We further consider two
damage grades presented by Maiwald and Schwarz (2015) for Germany and by Ettinger et al. (2016) for Peru.
We use identified damage patterns on the buildings from the field study to assign a damage grade to each
building.
From Fig. 2, we see that although we can use the developed index to identify which building is highly or
moderately vulnerable within a region, we cannot compare the indices between different regions because they
contain aggregated information from different parameters. However, in the case of damage grades, although
they were developed in two different regions, qualitative descriptions of these grades can be used to assign
damage grade classes for the identified damage patterns in buildings a, b, and c (Fig. 2).
A combination of physical vulnerability indicators and damage grades using the synthetic approach has a
number of advantages for data-scarce areas.
i. Employing the synthetic what-if analysis to link damage grades and damage drivers allows us to
overcome high empirical data requirements of the multivariate method. Consequently, the linkage
will capture multiple damage-influencing variables. Also, using the damage grades will allow us
to carry out performance checks on the effectiveness and robustness of selected vulnerability
indicators.
ii. The linkage will enable us to compare consequences of flood hazards across spatial and temporal
scales in data-scarce regions. Spatial comparability can be achieved through the identification of
similar damage characteristics (Fig. 2) between regions with similar building types and hazard
characteristics. Temporal comparability can be achieved by relating the severity of observed
damage grades between different flood events since damage grades are not readily affected by
market values or wages. In addition, using similar hazard scenarios, damage can be estimated and
compared between regions while still considering individual damage drivers (Fig. 2).
iii. Since damage grades are physically observable features, the linkage will foster the provision of an
easy communication tool for stakeholders and community residents about the consequences of
hazards.
5 Conceptual framework
In this section, we present a new conceptual framework that aims to link physical vulnerability indicators and
damage grades in order to make use of their individual strengths for data-scarce regions. We first provide
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background information on terminologies used within the framework and second present step-by-step details
on how to operationalize the framework.
5.1 Background for operationalizing the new framework
Vulnerability indicators are used to capture damage-influencing variables, which include characteristics of
flood hazard, the built environment, and its surroundings. Damage grades represent the physical consequences
of hazard impacts on a building that depends on both hazard and building characteristics. Figure 3 shows the
conceptual framework and the proposed approach for linking physical vulnerability indicators and damage
grades, the terminology is given below.
-Vulnerability. The degree to which an exposed building will experience damage from flood hazards under
certain conditions of exposure, susceptibility, and resilience or local protection (adapted from Balica et al.,
2009).
-Impact (action) and resistance parameters. The framework considers two major damage-influencing
parameters: action (impact) and resistance parameters. The action and resistance parameters have been
identified by Thieken et al. (2005) and Schwarz and Maiwald (2007) as the primary classes of damage drivers.
Impact (or action) parameters relate to the flood parameters comprising of hazard frequencies and magnitudes
(Thieken et al., 2005). Resistance parameters are related to the predisposition of the building to suffer damage,
either permanently (e.g. building material) or temporarily (e.g. measures for flood preparedness) (Thieken et
al., 2005). In the framework, resistance parameters comprise elements of the building and its surroundings,
which are divided into susceptibility, exposure, and local protection parameters.
-Exposure. Refers to the extent to which a building is spatially or temporarily affected by a flood event
(adapted from Birkmann et al., 2013). Exposure parameters include features of the natural and built
environment that either increase or decrease the impact of floods on buildings, such as topography and
distance to the flood source.
-Susceptibility. Refers to the disposition of a building to be damaged by a flood event (adapted from Birkmann
et al., 2013). Susceptibility parameters relate specifically to the structural characteristics of the building at risk,
neglecting any effects of local protection measures that may provide flood protection.
-Local protection. Refers to deliberate or non-deliberate measures that are put in place and can reduce the
impact of floods on a building. These measures can be directly included in the building structure, e.g.
elevation of the entrance door, or measures located in the immediate surrounding of a building. While many
local structural protection measures may not be primarily constructed as a protection mechanism against
floods, they reduce the impact of floods on a building (Holub and Fuchs, 2008; Attems et al., 2020b). In the
context of this framework, a fencing wall will be an example of a local protection measure.
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Figure 3: The proposed conceptual framework, linking vulnerability indicators to damage grades so that vulnerability to the built environment can be better
assessed in data-scarce regions. The framework consists of three consecutive steps (phases) from the vulnerability index development (assuming different
building characteristics but similar hazard magnitudes) to the damage grades (assuming different building characteristics and changing hazard magnitudes)
and finally an expert-based “what-if”-evaluation, leading to functions linking damage grades from phase II to building impact indices (BIIs) from phase I for
each BRI class.
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5.2 Operationalizing the framework
In order to operationalize the new framework, three phases are proposed: (i) developing a vulnerability index,
(ii) developing a damage grade classification, and (iii) linking the vulnerability index to the damage grade
classification.
5.2.1 Phase 1: developing a vulnerability index
We develop a vulnerability index aimed at systematically integrating damage-influencing parameters. These
parameters represent vulnerability indicators or damage drivers adapted for a selected region. As a result, we
structure indicators into impact and resistance parameters as shown in Fig. 3 (phase I). In order to allow an
evaluation of how different components contribute to damage, we categorize resistance parameters into
separate components, exposure, susceptibility, and local protection. Application of the method is aimed at the
microscale level, however, it can be applied at meso- or macroscale if data are available. Generally, the
selection, weighting, and aggregation of indicators are similar to the procedure discussed in Sect. 2.2. Since
our focus is on data-scarce regions, we focus the framework on expert-based approaches.
Indicators are mainly selected using expert surveys. Where possible, experts should include individuals from
different disciplines in order to have a wide-ranging assessment. Expert surveys are carried out by conducting
standardized interviews using questionnaires. The main focus of the questionnaire is on asking each expert to
identify parameters representing damage drivers within a region. A set of indicators can be identified and
included in the questionnaire, with the support of a literature review. Experts can then either select from the
suggested indicators or propose new ones. All variables suggested by experts at this step serve as preselected
indicators.
Indicator (or parameter) weighting is carried out using an expert-based approach. Here, experts are asked to
weight how each preselected variable influences damage. The weighting is carried out using a scale of
influence table based on Saaty (1980), as shown in Table 4. Because the table by Saaty (1980) was originally
used for making a pairwise comparison between two parameters, it was slightly modified so as to be used in
weighting preselected parameters with respect to how they influence flood damage. The scale (Table 4) will
help to bring consistency and comparability in weighting when using the framework. Using Table 4, experts
can assign a certain influence (e.g. slight, strong) for each preselected indicator. For each parameter, a mean
value of the assigned weights from all experts is calculated and checked based on Table 4. The mean value
here represents the central value used to communicate how all the experts evaluate a parameter based on its
influence on damage within a region. The mean weights for each parameter are used for the final selection of
indicators. For example, a mean weight of 2 from Table 4 will infer that, on average, experts consider the
parameter to have only a slight effect on damage. A decision has to be made on a threshold (e.g. 1, 2, or 3
from Table 4) for parameter inclusion for the final selection. The threshold will depend, however, on the
specific need (e.g. level of accuracy) or aim (e.g. identifying major damage-influencing parameters) of the
study. Only parameters included in the final
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Table 4. Table of influence for indicator weighting, ranging from slight influence of an indicator (1) to
extreme influence (9) (modified from Saaty, 1980).


























selection will be used in the indicator aggregation step. Next, using mean values for each indicator that has
passed the final selection, the AHP is implemented to determine indicator weights (see Sect. 2). For detailed
information on the procedure for implementing the AHP, we refer the reader to JRC and OECD (2008) and
Saaty (1980).
A normalized weighted additive method is used for aggregating indicators. As shown in Fig. 3 (phase 1),
selected parameters for exposure are aggregated to derive a building exposure index (BEI). The BEI is a
measure of the extent to which a building is likely to be damaged as a result of (i) the spatial location relative
to the flood source and (ii) surrounding buildings. Indicators for susceptibility and local protection are
aggregated to derive a building predisposition index (BPI). The BPI provides a measure of the extent to which
a building is likely to be damaged based on the building characteristics and available protection measures.
Both the BEI and BPI are aggregated to derive a building resistance index (BRI). The BRI measures expected
resistance a building can offer at a specific degree of impact, given its predisposition and exposure. Hence,
given the same degree of hazard impact, a building with a high BRI (high resistance) is expected to experience
less damage compared to a building with a low BRI (low resistance). As pointed out earlier, a building-type
vulnerability classification can be challenging in data-scarce areas. Therefore, we propose the use of the BRI
to classify buildings into different resistance classes (e.g. low, moderate, and high). Such classifications of
buildings into vulnerability categories have been shown to facilitate a better understanding of the distribution
of damage data (Schwarz and Maiwald, 2008). Elements within the same vulnerability class are expected to
experience similar damage when impacted by the same degree of hazard.
The last step in phase 1 is to utilize the additive model to aggregate flood hazard parameters (e.g. depth,
duration) in order to derive a building impact index (BII). The BII is used to express the combined effect of
hazard parameters on a building structure. The BII is computed using interview data collected after a flood
event (Malgwi et al., 2020).
5.2.2 Phase 2: developing the damage grades
We adopt a slightly modified procedure outlined in Naumann et al. (2009) for developing damage grades.
Figure 3 (phase II) shows the systematic steps for developing the damage grades using an expert-based
approach. The main aim of this step is to identify commonly observed damage patterns within a region and
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categorize them into classes. As such, basic outputs of this phase are classes of different damage patterns
ordered into damage grades.
Sourcing for damage patterns within a region is carried out by analysing observed damage data or by
structured interviews with experts or community residents. Such structured interviews are undertaken using
questionnaires in flood-prone communities. Community residents or experts are asked which damage patterns
are observed after flood events. They are also asked about how frequently these observed patterns occur after
floods. In addition, questions about which damage types are usually repaired (or replaced) after flood events
can be asked. From such information, the original damage can be deduced. Other sources of information are
literature reviews, reviews of damage reports, news, and social media (videos and images). Such a wide range
of information sources is particularly encouraged by Grünthal (1993) in order to have a comprehensive
damage grade classification. Attention should also be given to the proportion of buildings observed to exhibit
each damage grade (Grünthal, 1993). The damage grades should not focus on isolated (uncommon) damage
patterns, instead more attention should be given to frequently observed patterns.
We present an overview of a synthetic method for developing a damage grade as described by Naumann et al.
(2009). The necessary steps are as follows.
i. Identification of building types and building representatives. A first step for developing a flood
damage model is to assess building types within a region and select building representatives
(Walliman et al., 2011; Maiwald and Schwarz, 2015). The assessment of building types can be
carried out based on field surveys, expert surveys or remote sensing. Where a large-scale building
assessment is required, a method conceptualized by Blanco-Vogt and Schanze (2014) for semi-
automatic extraction and classification of buildings can be applied. The representatives should
include building types (material, form of construction and quality) that are predominant within a
region. Additionally, Naumann et al. (2009) noted other attributes used for classifying buildings,
these include the period of construction and the original use, the characteristic formation of
buildings, and spatial patterns and geometry. In the framework, we use the BRI for classifying
buildings into different categories since it ideally captures parameters that influence damage. A
suitable classification for the BRI is a generic categorization into “low BRI”, “moderate BRI”,
and “high BRI” classes (Fig. 3, phase II). The class represents buildings that will offer a low (low
BRI), medium (moderate BRI), and good (high BRI) resistance if we consider the same impact
magnitude. Such a generic building classification, which is not building-type based, is especially
suitable in areas with a high variability in building quality. From each BRI class, a representative
building is selected. Suitably, these representatives can be selected from different building types
and should communicate the typical characteristics of buildings in the BRI class.
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ii. Identification and grading of regional damage patterns. Flood damage to buildings can be
generally categorized into three major parts, these include water penetration damage (moisture),
chemical damage (pollution and contamination), and structural damage (Schwarz and Maiwald,
2007; Walliman et al., 2011). These three general damage categories can serve as a basis for
developing further damage classification in regions where such damage assessment was not
previously carried out. For each BRI representative, different patterns of damage are identified.
Patterns that are repeatedly observed are indications of a damage grade category (Maiwald and
Schwarz, 2015). Where the damage patterns for different representatives are the same, a single
damage grade scheme can be adopted. However, where the damage patterns are substantially
different, the damage grade is adapted for each BRI representative. This step ensures that
predominant building and damage types are considered.
In the next step, identified damage patterns are assigned to a scale representing the degree of damage severity.
A commonly applied scale for damage grades is the ordinal scale (e.g. Table 3). The ordinal scale provides
suitable classes for damage grades since the intervals between different categories are not consistent. For
example, in Table 3, the difference in severity between damage grades 1 and 2 is not the same as between 2
and 3. Minimum damage (usually water contact with external walls or water penetration) and maximum
damage (complete collapse or washing away of a building) have to be decided. Additionally, a decision has to
be made on how many damage grades to consider. As pointed out earlier, a balance has to be set between
comprehensiveness and simplicity. Where difficulties exist in deciding which damage grade is of higher or
lower severity, local technicians or other persons with building construction expertise can be asked to estimate
the repair cost for each damage grade. In this case, a high repair cost will infer a higher damage grade.
5.2.3 Phase 3: expert “what-if” analysis
With a focus on data-scarce regions, we present steps to link damage-influencing variables (from phase 1) and
predominant damage patterns (from phase 2). Expert knowledge is utilized to predict damage grade(s) for
each representative building type (BRI class) using synthetic flood depths. The synthetic flood depths will
represent scenario-based flood depths that are typical for a region. Intervals for synthetic flood depths are
integrated using the BII (Fig. 3).
In the what-if analysis, expert knowledge of regional flood damage mechanisms is crucial. Based on a given
flood depth, experts propose a probable damage grade for a specific building type. Estimating a single damage
grade for a given water depth can result in uncertainties. Therefore, we propose the use of three probable
damage states to capture the range of possible damage. Figure 3 (phase III) shows an idealized curve depicting
the relationship between damage grades, BII, and BRI. The methodical steps for linking damage grades with
the BRI and BII were adopted from and modified following Naumann et al. (2009) and Maiwald and Schwarz
(2015). Steps for the linkage include the following processes.
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i. To develop suitable intervals for the BII, such as flood depths in steps of 0.5 or 1 m intervals.
ii. For each defined interval of BII, local experts estimate the expected damage for each BRI class.
Experts should provide three possible damage grades for each BII interval. The possible damage
grades should include (i) most probable damage grades, (ii) lower probable damage grades, and
(iii) higher probable damage grades. As an example, if a representative building type (e.g. one-
story sandcrete block building) is selected from the BRI category “low resistance”, experts will
estimate for each BII interval (e.g. 1 m water depth) the damage to be expected. Such damage
estimates can be (i) most probable: slight cracks on supporting walls; (ii) lower probable damage:
only water penetration; and (iii) higher probable damage: heavy cracks on supporting walls.
iii. For each BRI class, a suitable curve is used to join most probable, lower probable, and higher
probable damage for all BII values, as exemplified in Fig. 3 (phase III).
6 Concluding remarks
With increasing magnitudes and frequencies of floods, assessing the physical vulnerability of exposed
communities is crucial for reducing risk (UNISDR, 2015). The success of risk reduction methods is even more
critical for data-scarce areas, which are mostly developing countries with limited capacity to cope with flood
risk (UNDRR, 2019). Mitigating flood risks on the built environment requires knowledge of flood
characteristics, building typology, and damage mechanisms so that viable predictions can be carried out for
damage grades and monetary loss. Physical vulnerability assessment includes the identification of major
damage drivers and the evaluation of possible damage to exposed buildings. For data-scarce regions, such a
vulnerability assessment, which can be adapted to regional building types, may serve as a first step in overall
risk reduction.
Taking up this challenge, we presented reviews and concepts for assessing the physical vulnerability of
buildings exposed to flood hazards. Furthermore, we proposed linking approaches with reduced data
requirements. Two approaches were considered: (i) the vulnerability indicator method, which is used for
identifying regional damage drivers, and (ii) the damage grades approach, used for classifying commonly
observed damage patterns.
The review provides a state of the art in physical vulnerability assessment, particularly in expert-based
methods, and can serve as a useful information source for further studies with only a limited quantity of
empirical data available. We identified the following specific challenges for a further development of these
approaches in data-scarce regions: applying vulnerability indicators and indices needs (i) proper data
management according to the chosen indicator framework, (ii) a general improvement of sensitivity analysis
with respect to vulnerability indices to foster insights for further indicator development, and (iii) an
application of performance tests of vulnerability indices and the linkage between the index and the underlying
building damage. The application of flood damage models is strongly limited by the lack of data for the
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validation of stage–damage curves and thus reducing the high uncertainty of this approach in general.
Furthermore, basic information on building types or building quality and damage due to floods is not
systematically documented and therefore limits the development of flood damage models. Based on the
identified challenges and limitations of different vulnerability methods, the proposed conceptual framework
further suggests linking the vulnerability indicator method to the damage grades method using an expert-based
approach. Combining these methods has been identified as a useful way to enhance the utility and robustness
of individual physical vulnerability assessment methods while limiting their weaknesses. The combination of
different vulnerability assessment methods was suggested by different scholars (e.g. Papathoma-Köhle et al.
2017) but extended application is still outstanding.
The proposed framework focuses on enhancing regional adaptability of physical vulnerability assessment
methods and fostering model transfer between different data-scarce regions. Three phases are required to
operationalize the framework, (i) developing a vulnerability index, (ii) identifying predominant damage grades
or patterns, and (iii) carrying out a what-if analysis to link identified flood characteristics to damage grades for
each category of building resistance.
In developing the vulnerability index, we considered hazard parameters (BII) and variables relating to the
characteristics of a building and its surroundings (BRI). The BRI aggregates information on exposure,
susceptibility, and local protection of a building, and hence connects the resistance of a building relative to
other buildings assuming the same hazard magnitude. The proposed classification of the BRI is not based on
building types (e.g. Maiwald and Schwarz, 2015) but is instead a classification based on aggregated
information on exposure, susceptibility, and local protection, such as property-level adaptation measures
(Attems et al., 2020b). We recommend such a generic classification of building types (e.g. low, moderate,
high resistance) especially in regions with high variation in building quality (Englhardt et al., 2019).
Systematic documentation of regional building damage patterns is required for the framework so that
frequently observed damage patterns (e.g. moisture defects, cracks on supporting elements, partial collapse,
complete collapse) can be integrated into a damage grade classification. As the framework is not case study
sensitive, damage categories from other studies can provide a useful basis for categorizing damage grades.
Furthermore, expert-based what-if analysis is used to assign identified damage grades to each interval of the
BII. Where empirical data are available, even in limited quantity, they should be used to support the what-if
analysis. In particular, the potential of citizen-based data sources, such as information taken from interviews
or social media, offers a good opportunity for damage data collection (e.g. using Twitter Cervone et al., 2016
or Facebook Sy et al., 2020). The framework is fully expert-based and flexible, allowing vulnerability
indicators and damage grades to be updated when new post-flood data become available. Consequently,
curves generated between BII, BRI, and damage grades can be continuously updated over time. In this way,
the new framework allows temporal changes in damage drivers to be integrated. We further recommend the
application of the new framework to evaluate and compare model performance with a data-driven multivariate
model. Such an analysis will communicate the success of the framework and also allow for further
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improvement. Based on the modular structure of the framework, it has the potential to be adapted for different
environments, hazard types, and vulnerability types.
NOTHING
Appendix 1
Table A1: Overview of common elements for framing the vulnerability indicator approach for flood hazards, indicating the hazard type and vulnerability
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The scarcity of input and calibration data have limited efforts in reconstructing scenarios of past floods in
data-scarce regions. Although recently, the number of studies that use distributed flood observation data
collected throughout flood-affected communities (e.g., photos and texts from social media or face-to-face
interviews) are increasing, a systematic method that applies such data for hydrodynamic modelling of past
floods is lacking. In this study, we developed a method for reconstructing plausible scenarios of past flood
events in data-scarce regions by applying flood observation data collected through field interviews to a
hydrodynamic model CAESAR-Lisflood. The method implements a stepwise iteration that aims to
systematically minimize the root mean square error (RMSE) between modelled and observed flood depth and
duration at building locations. We tested the method using 300 spatially distributed flood depths and duration
data collected using questionnaires on five river reaches after the 2017 flood event in Suleja/Tafa region,
Nigeria. Results from the reconstructed flood depth scenario produced a RMSE of 0.61 m for all observed and
modelled locations and lies in the range of error produced by similar studies using comparable hydrodynamic
models. The study demonstrates the potential of utilizing interview data for hydrodynamic modelling
applications in data-scarce regions. Extrapolated data from the reconstructed flood event, i.e., flow depths and
durations at houses without observations, will provide useful input data for physical vulnerability assessment
(e.g., developing flood damage models) to complement disaster risk reduction efforts.
Keywords: hydrodynamic modelling, interviews, data-scarce, floods, peak discharge, flood duration




Floods are likely the most recurrent and destructive disaster worldwide (Teng et al., 2017). Consequently, it is
becoming more important to develop techniques to help strategize against floods and to reduce associated
impacts (Sarhadi et al. 2012; Smith et al. 2019; Wang et al. 2018). For example, the recent occurrence of two
extreme flood events produced by cyclones Idai and Kenneth (USAID, 2019) with their resulting high human
and economic losses in Southern Africa, have reemphasized the need to further investigate risks related to
floods especially in regions with limited coping capacity, which are mostly data-scarce. Generally, a first step
to investigate past flood events is to simulate flow characteristics (e.g., water depth, duration, velocity) using
hydrodynamic models. Hydrodynamic models have enabled a better evaluation of the effects and dynamics of
past floods, hence providing inputs for assessing the physical vulnerability of the built environment (e.g.,
developing flood damage models) (Fuchs et al., 2019). In particular, flood characteristics (water depth,
velocity, duration) derived from hydrodynamic models provide reliable and sizeable input data at building
locations for developing robust flood damage models (Chow et al. 2019; Wagenaar et al. 2017).
The use of hydrodynamic models to reconstruct past flood events typically require i) input data such as high-
resolution Digital Elevation Models (DEM) to represent floodplain topography and river channel bathymetry
(river width, depth and bed slope), and ii) calibration data such as river discharge. While input data are
generally required for model set up, calibration data are used to tune model parameters for a specific study
location and period. Although these input and calibration data are mostly available in data-rich regions
(Schumann et al., 2015), they are rarely available in data-scarce regions and this has limited progress in
simulating floods in many parts of the world (Komi et al., 2017; Sanyal et al., 2013; Schumann et al., 2015;
Yan et al., 2014). Focusing on input data, several studies have developed methods for using globally available
data as input and calibration data for hydrodynamic models. In particular, the studies explore the use of low-
resolution DEMs (e.g., Jung et al. 2010; Rolim et al. 2011; Neal et al. 2012; Yan et al. 2014), while others
have a focus on improving poorly represented channel bathymetry (e.g., Gichamo et al. 2012; Neal et al.
2015). These studies have provided very useful methods to overcome some of the limitations stemming from
data-scarcity and have consequently improved the accuracy of hydrodynamic models in data-scarce areas.
However, despite current efforts, difficulties still exist in the application of these methods in small to medium
scale (50 – 100 km2) data-scarce catchments. For example, while developed methods that use globally
available DEMs require input data (e.g., precipitation or discharge data) or are developed for large-scale (more
than 100 km2 catchment) applications, studies aimed at characterizing river channel bathymetry require
upstream or downstream flow or stage measurements (Gichamo et al., 2012) - which are often unavailable in
many data-scarce regions. Consequently, a need to refine current methods for better representation of channel
and flood plain persist.
Hunter et al. (2005) highlighted the potential of utilizing distributed post-event observations for calibrating
hydrodynamic models. Observation data can be water depths or extents measured after a flood and can be
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retrieved from gauging stations or observed as marks on buildings or trees. For example, in a study by Neal et
al. (2009), distributed water and wrack marks (263 points) collected immediately after the 2005 Carlisle flood
(UK) were used to reconstruct the flood event using a hydrodynamic model. Similarly, other studies that use
post-event observations include Bronstert et al. (2018) and Borga et al. (2019) using distributed water level
data, Zischg et al. (2018c) and Bernet et al. (2019) using geolocalized insurance claims. Recently, Wang et al.
(2018) demonstrated an extended application of post-event data for model calibration by using documented
reports and photos shared by the flooded community through social media feeds. Such an approach, using
knowledge from affected communities, are particularly encouraged in data-scarce regions given their potential
to provide low cost and sizeable data with good spatial and temporal coverage (Sy et al., 2019, 2020;
Assumpção et al., 2018). An earlier study by Tran et al. (2009) also recommended the use of data retrieved
from flooded communities given they are either victims or eye-witnesses of the events and have a good
understanding of their environment.
Recent reviews by Assumpção et al. (2018) and Sy et al. (2019) showed that studies that utilize data,
collected from affected communities, to reconstruct past flood scenario are increasing. For example, several
studies have simulated past floods using either water depths and velocity retrieved from texts, pictures and
videos uploaded to social media platforms (e.g., Smith et al. 2017) or flood duration derived using interviews
(e.g., Sy et al. 2016). Since data retrieved from communities may require extensive pre-processing (e.g., geo-
referencing) or susceptible to errors since they are reported by non-experts, some studies (McDougall and
Temple-Watts 2012; McDougall 2011) have suggested field visits to validate reported observations. Focusing
on field visits, several researchers have integrated face-to-face interviews for the collection of post-event
observations (e.g., Poser and Dransch 2010; Singh 2014; Sy et al. 2016, 2020). One of the most recent
advancement in mapping past-floods in typical data-scarce regions using interviews was carried out by Sy et
al. (2020) in Yeumbeul North, Senegal. In the study, flood depths and extents were retrieved for multiple
flood events (between 2005, 2009, 2012) based on personal recollections using two (independent) sets of
community representatives. The use of two sets of community representatives allowed a check on the
consistency of the information provided and showed that i) distributed water depths from 64 sites were similar
(with a maximum difference of 0.23 m), and ii) a good spatial agreement for flooded areas was observed (with
a maximum difference within 1.8 %). In addition, Sy et al. (2020) observed a good agreement after comparing
flood spatial extents derived with a community based approach and remotely sensed data. Given that current
methods that use interview data are limited to GIS-based mapping of floods (e.g., Musungu et al. 2012; Singh
2014; Sy et al. 2016; Canevari-Luzardo et al. 2017, Sy et al. 2020), Assumpção et al. (2018) and Sy et al.
(2020) have recommended exploring new alternatives in integrating such data into hydrodynamic models for
flood hazard assessment especially in data-scarce regions. Moreover, Assumpção et al. (2018) noted that
current methods require modification to be tailored for specific user needs, for example, data collected from
interviews can be applied for flood damage estimation as demonstrated by Poser and Dransch (2010).
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Herein we present a method that leverages the use of post-event observations collected through field
interviews, and a hydrodynamic model to reconstruct a plausible scenario of a past flood event in a typical
data-scarce location. The model output is intended to enrich data sets to develop flood damage models. For
example, the method can extrapolate from a sample of buildings for which flood depths are known to the
remaining buildings affected by the flood event. Given that i) reconstructing past flood scenarios depends on
the optimal agreement between observed and modelled characteristics, and ii) flood damage models require
reliable estimates of flood characteristics at building locations, the modelling approach developed uses several
iterative rounds of simulations to minimize the error (root mean squared error (RMSE)) between modelled and
observed flood depths and durations at building locations. The use of a hydrodynamic model allows the
characterization of channel and floodplain features (e.g., Manning coefficient) and interactions between
multiple reaches, which cannot be implemented using current GIS approaches. The study provides a
framework that integrates a globally available DEM, reconstructed river channel, and synthetic hydrographs
as model initial conditions and input data. As such, our study represents one of the first applications using
house-to-house field data collected using questionnaires to develop a hydrodynamic model. Herein we explain
and test the developed method in a typical data-scarce small to medium scale ungauged catchment with five
river reaches.
2 Study area and data
2.1 Study region
The study area is located in Suleja and Tafa local government areas in Niger State, Nigeria (Figure 1). The
region is situated in the central part of the country; an area typically characterized by several inland rivers.
There are five major reaches in the study area (Figure 1). Reaches 1, 4 and 5 are located in Suleja while
reaches 2 and 3 are located in Tafa. The river channels are semi-natural with no flood protection work and
partly characterized by grassland vegetation or sediments. All river channels are mostly shallow (≤ 2 m) and
have a frequently varying cross-section. The main river traversing the study area is the River Iku and has a
reservoir upstream as shown in Figure 1. A summary of reach characteristics based on field observation and
the World Imagery (ESRI et al., 2020) on the ArcGIS platform is presented in Table 1. Qualitative
characterization of the channel and floodplain as shown in Table 1 were partly based on methods in Phillips
and Tadayon (2006).
A 30 m resolution map of the built-up areas in the location can be found in Figure 1. The built-up areas were
compiled under the Global Human Settlement (GHS) project of the European Commission (Pesaresi et al.,
2013). It includes multi-temporal built-up layers derived from Landsat image collections from Global Land
Survey
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Figure 1: WorldDEM DTM of study region showing (A) catchments 1 - 5 (B) inspected buildings and model
flow input points, junctions, built-up areas with arrows indicating river flow direction. Inset map indicate
location of Suleja and Tafa area, Nigeria.
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Tables 1: Reach characteristics in the study region




Upstream Reach 1 25 Moderate
vegetation and
sediments
U-shaped valley and high number






Relatively flat and high number
of buildings on one side of the
channel
Reach 3 17 Moderate
vegetation and
sediments
Relatively flat and moderate
number of buildings
Reach 4 8 Mostly vegetated Relatively flat mostly vegetated.
Sparse buildings widely spaced




U-shaped valley. Moderate to
high number of buildings
especially around channel outlet
(GLS) between 1975 and 2000, and ad-hoc Landsat 8 collection 2013/2014 (for more information, see
Florczyk et al. (2019)). A 100 m spatial resolution land cover map from 2018 (Buchhorn et al., 2020) indicates
the catchment encompassing the study area is comprised of 44% agriculture, 34% forest, 10% urban, 9%
shrubs, and 3% other. Even though some studies have identified this region as a low flood risk area (e.g.,
Mayomi et al. 2014; Ndanusa et al. 2018), the magnitude of a recent flood event has indicated otherwise.
2.2 Flood event and data availability
In 2017, from 8th - 9th of July, prolonged heavy rainfall caused severe flooding in Suleja/Tafa region.
According to local reports, the floods lasted for about 12 hours and led to the death of over fifteen people
(OCHA, 2019). Additionally, hundreds of residential houses and infrastructural facilities were damaged by the
floods (Adeleye et al., 2019). Reports from locals in the community indicated that the entire flood was a one-
day event (from early morning on 9th July to late evening) and the flood approached at high velocities and
resulted in multiple wave-like surges. There were also reports of multiple backwater effects at two river
junctions marked junction 1 (J1) and junction 2 (J2) in Figure 1. Additionally, local reports indicated that the
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blockage of a bridge culvert by transported materials (tree trunks and cars) close to J1, caused a damming of
the floodwater at surrounding areas and resulted in ponding that increased water depths and durations.
For our study, we considered replicating the Suleja/Tafa flood event using hourly precipitation to drive a
catchment scale hydrological model that produces hourly discharge for input into a detailed reach scale model
of the flooded urban area. However, hourly observed precipitation before and during the flood (July 7-9, 2017)
is not available because no weather station exists in the Suleja/Tafa region. Recent advances in reanalysis
(Hersbach et al., 2018), which combines model data with observations, were also considered as a source for
precipitation data. Specifically, we acquired precipitation from the ERA5-Land reanalysis dataset (Muñoz-
Sabater et al., 2018) with a relatively fine spatial (9 km) and temporal (1 hr) resolution. However, the ERA5-
Land precipitation did not reproduce the storm event that caused flooding in the Suleja/Tafa region. Instead,
the modelled precipitation prior to and during (July 7-9, 2017) the flood is low in intensity (< 12 mm d-1). In
addition to the unavailability of local precipitation data, no discharge records exist for the rivers in the study
area. As such, it would prove difficult to calibrate rainfall-runoff processes in a catchment scale hydrological
model.
2.3 Topographical data
A WorldDEM DTM tile from the TanDEM-X database was acquired from the European Space Agency. The
WorldDEM DTM is a bare earth surface without vegetation and man-made objects and has a spatial resolution
of 12 m, an absolute vertical accuracy ≤ 10 m, and an absolute horizontal accuracy ≤ 6 m (Archer, 2018).
Figure 1 shows the WorldDEM DTM of the study region from which high and low elevation areas within the




A field investigation was carried out eight months after the flood event. An initial mapping of the affected
areas included the analysis of media reports, videos, and photos from different sources. The questionnaire for
interviews was developed covering information relating to flood characteristics, depth, duration, qualitative
description of velocity, and GPS coordinates of the affected buildings. An extensive house-to-house survey
was conducted from March to May 2018, within the initially mapped area. If watermarks were still existing on
building walls or block fences, the water depth was measured in situ with a measuring tape. If watermarks
were no longer visible, building occupants were asked based on their recollection. Observations were
collected using the developed questionnaire (attached in supplementary material). The main criteria for
selecting a building for an interview was depending on if it was flooded. The selection was further restricted
by the availability of residents or a community representative to provide the required flood information. Many
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house inhabitants, especially along reaches 2, 3 and 5, reported having experienced two flood waves within 24
hrs. The second wave is suspected to have been influenced by the reservoir upstream reach 2. From an
interview with the reservoir personnel, it was gathered that: i) the spillways were closed during the entire
flood event, and ii) discharge from the reservoir, which was reported to arrive many hours after the first flood,
was mainly due to the overtopping of the spillway. Since no further information was available from the
reservoir management regarding the commencement, duration and estimated discharge of the overtopping, the
contribution of the second flood wave was not considered during the modelling.
3.2 Data pre-processing
Before using the WorldDEM DTM, several preprocessing steps were carried out. Firstly, in order to represent
sections of the river with small widths (less than the DEM resolution of 12 m), the DEM was resampled to 4
m x 4 m grid cells. We generated a flow accumulation layer using the DEM, however, the generated river
network from flow accumulation did not properly align with the actual river channel digitized from a World
Imagery (ESRI et al., 2020) satellite image available on the ArcGIS platform. For a selected area in the study
region, we show a typical deviation of the channel generated from flow accumulation with the actual channel
from the satellite image (Figure 2A). A simple procedure was implemented to reduce the channel deviation by
reconstructing a new river channel. First, cross-sectional lines with a downstream distance spacing between 5
m (where channel width is frequently irregular) to 30 m (where channel width is averagely consistent) were
manually drawn across the digitized channel centerline extracted from the World Imagery satellite image (see
Figure 2A). A total of 362 cross-sections were produced for extracting channel width in order to
systematically capture the channel planform: this has been shown by Cook and Merwade (2009) to improve
modelling results. Two data sources were used to extract information on channel widths that were assigned to
each cross-section. Firstly, we use documented photographs from fieldwork. Secondly, we use a remotely
sensed image within the World Imagery archive that was collected by a DigitalGlobe satellite on the 10th
January 2017 with a resolution of 0.5 m and a horizontal positional accuracy of 10.2 m. The extracted widths
were rounded up to the nearest 4 m for all digitized cross-sections to maintain channel widths that are
multiples of the cell size of the resampled DEM. Thereafter, we use the WorldDEM DTM to generate a
contour map of the study region and manually digitize the centerline of the river with the aid of the World
Imagery satellite image (Figure 2B). This centerline was preferred over the flow accumulation centerline
because it better represented the actual channel location in the satellite imagery, whilst a flow accumulation
centerline was disregarded because it contained significant channel deviations stemming from the required
DEM reconditioning (e.g., DEM pit filling). At this stage, the digitized centerline was segmented using the 5 –
30 m distance spacing and each segment was assigned a width
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Figure 2: Procedure for reconstructing river channel; (A) deviation of channel derived from flow
accumulation of WorldDEM DTM with digitized channel from high-resolution Esri satellite imagery. Cross
sections of 5 – 30 m drawn for width extraction (B) digitized channel center using generated contour map
from WorldDEM DTM (we use 1 m contour interval for visualization purpose) (C) generated (reconstructed)
river channel (shows improvement in channel deviation compared to Fig. 2a) (D) 1m drop of generated river
channel.
value that corresponded to the nearest cross-section. Afterwards, a new channel outline was produced by
buffering the centerline with a distance equal to the width value of each segment (Figure 2C). The resulting
channel outline is a compromise between the positional and dimensional representation of the river. Moreover,
this method reduces the spatial deviation between the channel generated from DEM flow accumulation
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(Figure 2A) and the channel from the contour map (Figure 2C). In the next step, DEM locations that spatially
coincided with the newly developed channel outline were reduced 1 m in elevation. This produced a simple
rectangular cross-sectional profile (Figure 2D). In a final DEM pre-processing step, channel blockages
existing in the DEM (e.g., bridges and culverts) were identified, using satellite imagery, as anomalies in the
channel downstream elevation profiles. Blockages in the DEM were removed using the open source
RasterEdit tool (https://sourceforge.net/projects/caesar-lisflood/files/) to ensure unobstructed routing of water
downstream. Observation points collected from the field survey were georeferenced and converted to a 4 m x
4 m raster to correspond with the spatial resolution of the resampled DEM. Each georeferenced observation
point contained information on observed flood depth and duration. Buildings were not extruded on the DEM
considering that most houses were built close to each other (< 1 m) and this would require a DEM with a finer
spatial resolution (< 1 m) to represent spacing that permits water flow between houses. Thus the
representation of buildings would drastically increase the number of raster cells in our study area and
significantly increase computational overhead.
3.3 Model selection and build
The proposed procedure for reconstructing the flood event of 8th - 9th of July, 2017 in the Suleja and Tafa is
principally based on iteratively changing the boundary conditions (i.e. inflow hydrographs) and model
parameters (i.e. roughness) of a hydrodynamic model until modelled and observed flow depths are similar at
inundated building locations. In addition to flow depth, our method considers temporal aspects of the flood
because the river network consists of five different river reaches and thus the superimposition of flood waves
from the upstream tributaries ultimately determines the flood in the downstream river reach. Consequently, we
consider a method postulated by Pattison et al. (2014) which demonstrates the effect of upstream channel
space and time shifts on downstream catchments.
For this study, we used the CAESAR-Lisflood model (Coulthard et al. 2013). CAESAR-Lisflood is the output
of an innovative integration of a non-steady hydrodynamic model LISFLOOD-FP 2D (Bates and De Roo,
2000) and the landscape evolution model CAESAR (Coulthard et al. 2002). CAESAR-Lisflood is a full 2D
model that routes water and sediment over a regular grid of cells representing channel and floodplain
topography. In CAESAR-Lisflood, sediment transport can be optionally turned off, as in our study, and the
model essentially operates like LISFLOOD-FP by simulating two-dimensional flow with a simplified form of
the shallow water equation (for more information on governing equations see Coulthard et al. 2013).
CAESAR-Lisflood operates with minimum parameterization (only Manning’s coefficient) and is open source
(https://sourceforge.net/projects/caesar-lisflood/). In our study we used CAESAR-Lisflood version 1.9g. Input
data for CAESAR-Lisflood are a DEM, discharge, and friction values for channel and floodplain locations.
Discharge is added to the DEM at specified locations (see Figure 1 on reaches 1 – 4). Smaller tributaries flow
into the channels on reaches 2, 3 and 4 (see Figure 1), however, these additional tributaries were not included
in the modelling due to uncertainty associated with rationing input discharge.
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The modelling was carried out in four main steps; i) model sensitivity analysis of roughness parameters and
determination of optimum peak discharge, ii) investigating optimum duration, iii) investigating the optimum
combination of extracted upstream hydrographs (reaches 1 - 4) to match optimum discharge downstream
(reach 5) and partly account for the spatiotemporal heterogeneity of the rainfall within the catchment, and iv)
simulating the constructed flood event over the whole river network in the model domain. A systematic
description of the modelling steps are shown in a flow chart in Figure 3. The first two steps were carried out
for each reach separately; consequently, observations at the river junctions (J1 and J2 - see Figure 1) were not
included. Running separate simulations for each reach also reduced computational demand since we use a 4 m
resampled DEM with about 1.46 million grid cells. The processes of evaporation or infiltration were not
directly accounted for in the model due to a lack of data for calibration. Additionally, leveraging the
availability of CAESAR-Lisflood source code, modifications were made to the model inputs and outputs.
Changes to the model included the uploading of surveyed building locations and outputting to file, for every
10 minutes of a model run, the corresponding time step, input and output discharge on each reach, as well as
the simulated water depths at each building location. To allow model errors to penalize for underprediction of
flood extent, all observation points, flooded or not, were included in calculating model errors.
3.3.1 Simulation round 1: Model calibration and extraction of optimum peak discharge
The first round of simulation aimed to test the sensitivity of the hydraulic model to the Manning’s coefficient
(n). The n value accounts for the roughness of either the channel (nc) or floodplain (nfp) and partly serves to
control how water is routed from one grid cell to another in the model. The n to be selected for use in the
model is not completely physically based, rather it allows the model to account for physical processes not
fully replicated by the model (e.g., infiltration and backwater effects) (Coulthard et al. 2013). To account for a
wide range of channel bed characteristics and floodplain land cover types, we select n values of 0.01
(cemented surface), 0.07 (medium shrubs and weeds or trees) 0.14 (dense shrubs and weeds or trees) (see
Chow 1959). A similar approach has been used in several studies (e.g., Fewtrell et al. 2011; Neal et al. 2009;
Wood et al. 2016) whereby a wide range of n values was selected for both channel and floodplain to ensure
that the optimal value is bracketed. These three selected n values (0.01, 0.07, 0.14) will give nine
combinations for different nfp and nc (Table 2). Hence, for five river reaches we have a total of 45 model runs
for simulation round 1. Model calibration was carried out using distributed observed flood depths. The
simulations were performed by applying a linear hydrograph (Figure 4A) at indicated flow input points (see
Figure 1). A linearly increasing hydrograph with a duration of 24 hrs and a maximum discharge of 250 m3s-1
was used to capture the maximum
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Figure 3: Flowchart of model development.
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Figure 4: Input hydrographs to determine flood (A) peak and (B) duration. Hydrograph examples are
provided for reach 1.





0.01 0.01, 0.01 0.01, 0.07 0.01, 0.14
0.07 0.07, 0.01 0.07, 0.07 0.07, 0.14
0.14 0.14, 0.01 0.14, 0.07 0.14, 0.14
discharge at which simulated depths closely matched observed depths on each reach. For each simulation,
model flood depths at each building location are output to file every 10 minutes. Since buildings in this region
are mostly over 80 m2 (determined from sampling 648 buildings in the area using remote sensing), recorded
modelled flood depths are extracted from the exact building location (4 m x 4 m) and cells in the immediate
neighbourhood of the building (12 m x 12 m). From these locations, the simulated water depth with the least
difference to the observed building water depth was selected. This selection allows a spatial tolerance for
model output since the exact orientation of the building footprint is not known. We compute a Root Mean
Square Error (RMSE) between observed and modelled flood depth every 10 minutes of a model run. For each
simulation, the input discharge was plotted against the RMSE to understand model error response to
combinations of input discharge and roughness. For each river reach, the peak discharge value, corresponding
to a minimum RMSE for a specific combination of n, is selected as the optimal discharge.
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3.3.2 Simulation round 2: Investigating optimum duration
In this step, observed flood duration data is used to estimate the optimum duration of the flow on upstream
reaches (1 - 4). Similar to a recent study by Zischg et al. (2018b), we adopt a two parametric gamma function
to develop synthetic hydrographs with durations of 6, 12, 18, 24 and 36 hrs. The choice of utilizing a gamma
function was because the catchments are: i) relatively small to medium size in area and ii) largely unforested
(66%) with low amounts of rainfall interception and these characteristics more than likely produce a flashier
hydrological response that is represented by the selected distribution (USDA, 2007; Welsh et al., 2009). For
each upstream reach, the synthetic hydrographs are scaled to the peak discharge value determined from
simulation round 1. For example, Figure 4B shows gamma duration hydrographs with the peak discharge of
reach 1 (88 m3 s-1). Model runs were carried out for each upstream reach (reaches 1 – 4) using all five
synthetic hydrographs; hence, 20 model runs were performed in total for simulation round 2. All simulations
were carried out using a single nfp and nc combination deduced from simulation round 1. Model depths were
written to a file after every 10 minutes of each model run. To compute simulated duration at each observation
point, we sum up the total time water depth was ≥ 0.20 m at the grid cell. The use of 0.20 m is to allow a
minimum building floor elevation (typical in this region) before water enters a building. Pappenberger et al.
(2006) used a similar minimum depth, which was related to the observations of occupants when water was
entering a building. An RMSE is computed to check the difference between the modelled and observed flood
duration at the building locations. The synthetic hydrograph, that provides a minimum RMSE value, is
selected as the optimum duration hydrograph.
3.3.3 Simulation round 3: Determining optimal downstream hydrograph
Reports from the field survey indicated that the upstream reaches (reach 1 - 4) did not flood downstream at the
same time. This suggests that the downstream hydrograph (reach 5) is not a simple summation of upstream
hydrographs across time. Moreover, the optimal peak discharge of reach 5 from simulation round 1 was higher
than individual peak discharge on reaches 1 – 4; this further supports the idea of temporal overlap between
upstream hydrographs. Without such temporal overlaps, the expected peak discharge on reach 5 will be the
same with the upstream reach that has the maximum peak discharge. Neal et al. (2013) and Zischg et al.
(2018a) recently emphasized the importance of considering the effects of the superimpositions from sub-
catchments for flood risk analysis. To investigate these superimpositions, we carried out three steps to explore
all possible combinations of the upstream hydrographs (reach 1 - 4, determined from simulation round 1 and 2)
to match the optimum downstream peak discharge (reach 5, determined from simulation round 1). The steps
carried out are as follows;
I. We constructed all possible permutation sets between the hydrographs of reaches 1 – 4 using a 24 hrs
upper bound as the maximum duration because local reports suggest it was a one-day event.
Maintaining an upper bound of 24 hrs was achieved by setting up a permutation algorithm such that
temporal shifts for any individual reach hydrograph were possible between 1 to 6 hrs.
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II. We established a condition to only select permutated sets where at least one hydrograph is not shifted
in time. This condition was to constrain the temporal shifts to a specific event start time.
III. Thereafter, hydrographs from selected permutations sets were summed up across time. Results of the
permutation set with the closest match to optimal peak discharge for reach 5 was selected as the
optimal downstream hydrograph.
We ran two simulations; one using the selected optimal hydrograph that matches the peak discharge for reach
5, and for comparison, another assuming all upstream reaches flowed downstream at the same time (referred
to as no shift in time). The simulation for no shift in time means all the upstream reaches commence flowing
downstream at the same time: a direct summation of the hydrographs in time (simplified assumption). The aim
of running the two simulations was to assess the plausibility of the spatiotemporal iterations of the upstream
reaches compared to a simplified assumption.
3.3.4 Simulation round 4: Running the entire river network
Lastly, the simulation for the entire river network was ran using the temporally shifted reach hydrographs that
resulted in the optimum downstream hydrograph with regards to peak discharge (simulation round 3). All 300
sampled observations were used to compute a global RMSE (gRMSE) to compare observed and simulated
flood depths across the entire river network. Secondly, we compute a separate RMSE using only observations
at J1, J2 and 4 observations located about 500 m downstream J1 (see Figure 1): this is to assess the
performance of the superimposition technique and to check the dependence of the computed gRMSE on
calibration data.
4 Results
Out of the all 300 interviews, about 100 buildings still had flood marks and the corresponding flood depths
could be measured directly. Generally, collected observation data on flood depths were more than
observations on flood duration. This was partly because it was easier for residents to remember maximum
water depth than the time between which the flood reached the building and when it receded. Summary
statistics of flood depth and duration data collected from the field and used for the modelling are presented in
Table 3.
4.1 Optimized discharge
Results for all 9 combinations of nc and nfp for all five reaches are shown in Figure 5. The results show how
the RMSE between observed and modelled flood depths increases or decreases as the discharge linearly
increases (Figure 5). Simulations with n values between 0.01 and 0.07 for floodplain and channel produced
flood depths that closely match observed depths at unusually high discharge. This discharge is regarded as
unusually high given the size of the catchment (see section 2.2 and Figure 1) and based on the rainfall duration,
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which was reported by the locals to be about 12 hours. For all reaches, simulations with n combinations of nfp
= 0.14 and nc = 0.01, nfp = 0.14 and nc = 0.07, and nfp = 0.14 and nc = 0.14, consistently maintained the lowest
RMSE values compared to other n combinations. Further investigation of these three optimally performing n
combinations showed that whilst simulations with nfp = 0.14 and nc = 0.01 resulted in fast routing of the water
causing some observation points not to be flooded, simulations with nfp = 0.14 and nc = 0.14 achieved an
overestimation of
Table 3: Summary statistic of flood observations reporting minimum (min), interquartile range (IQR), mean
and maximum (max) flood depth and duration on each reach.
Location Buildings Depth (m) Duration (hrs)
min IQR mean max min IQR mean max
Upstream Reach 1 67 0.20 1.03 1.23 2.80 1 8 10.40 48
Reach 2 102 0.10 1.46 1.48 3.03 1 12 29.70 168
Reach 3 37 0.20 1.48 1.44 2.64 1 8 18.40 72
Reach 4 10 0.20 0.95 0.93 1.53 4 7 8.70 23
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Figure 5: RMSE between observed and simulated flood depths from models driven with linearly increasing
discharge and Manning’s roughness (fp = floodplain, c = river channel) combinations for (A) Reach 1, (B)
Reach 2, (C) Reach 3, (D) Reach 4, and (E) Reach 5. Y-axis limits are shown for the range 0.3 m to 1.75 m.
the flood levels at the observation points. Hence, we selected nfp = 0.14 and nc = 0.07 as optimum n
combination for the study region and the combination was used for other simulation rounds. Table 4 shows the
values of optimal peak discharge and the minimum RMSE between simulated and observed water depths for
each reach. Optimal peak discharge for reach 5 was 147 m3 s-1 and the summation of peak discharges from
upstream reaches (1 - 4) was 340 m3 s-1: hence, the lower optimal peak discharge for reach 5 indicates that the
upstream reaches did not synchronize peak discharges in time. Minimum RMSE was generally comparable
across all reaches except for reach 1 with RMSE of 0.67 m (see Table 4).
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Figure 6: RMSE between observed and simulated flood duration for (A) reach 1(B) reach 2 (C) reach 3 (D)
reach 4.
4.2 Optimized duration
Calculated RMSE between observed and modelled durations per reach are shown in Figure 6. On reaches 1, 3
and 4 (Figure 6 A, C, D), the 6 and 12 hrs hydrograph resulted in a low RMSE (≤ 5 hrs), hence suggesting that
the flood duration at the building locations was likely within that range. Simulations with longer durations (18
and 36 hrs) resulted in high water volume and overestimated observed flood depths and durations.
Consequently, for reaches 1, 3 and 4 the 12 hrs hydrograph duration was selected to be optimal since it results
in the minimal RMSE. Generally, RMSE for reach 2 (Figure 6B) was comparably higher with both the lowest
(6 hrs) and highest (36 hrs) duration hydrographs showing high errors. Results of the inundation extents
showed
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Table 4: Results summary showing optimal peak discharge and duration with RMSE’s for corresponding
reaches
that in reach 2, the 6 and 12 hrs simulations did not flood many observations points, hence resulting in a high
RMSE. Conversely, high duration of 24 and 36 hrs resulted in comparatively high water depths at observation
points and prolonged water duration. The 18 hrs duration hydrograph was selected for reach 2 since it had the
lowest RMSE.
4.3 Combining hydrographs
Following the implemented spatiotemporal iterations for upstream reaches, a total of 1296 sets of
superimpositions were determined. Figure 7A shows the plots of multiple superimpositions resulting in a peak
discharge greater than 300 m3 s-1 and peak discharge between 140 m3 s-1 and 160 m3 s-1. Out of 1296
hydrograph combinations, one combination exactly matched the peak discharge of 147 m3 s-1 (Figure 7A -
blue curve) previously determined for reach 5 in isolation. In addition, the time lag for the combination was
such that floods from smaller catchments were the first to flow downstream. RMSE between observed and
modelled depths on reach 5 for the two simulations using the optimal shift and the simplified assumption of a












Upstream Reach 1 67 88 0.67 12 3.5
Reach 2 102 80 0.46 18 9.5
Reach 3 37 70 0.41 12 4.3
Reach 4 10 102 0.33 12 3.7
Downstream Reach 5 55 147 0.52 22
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Figure 7: (A) Iteration of hydrographs with temporal shift for reaches 1 - 4. (B) RMSE between observed and
simulated water depths.
4.4 Entire river network
Upstream input hydrographs, with optimal spatiotemporal shifts, used to simulate the entire river network are
shown in Figure 8A. The global RMSE (gRMSE) between observed and modelled flood depths for the entire
river network is shown in Figure 8B. Out of 300 observations, 12 were not flooded, consequently affecting the
computed gRMSE. However, their inclusion in calculating gRMSE allows model errors to be sensitive to
flood extents. Most of the observations points that were not flooded were located either on reach 1 or 2. The
minimum gRMSE for all observations on the entire river network is 0.61 m and this corresponds to a
simulated time of about 11 hrs. Figure 9 shows a pictorial representation of the model time step with
minimum gRMSE and model errors corresponding to the difference between observed and modelled depths.
For better visualization and discussion, selected parts of the river network on reach 1, 2, 3 and 5 are presented
as Figures 9 a, b, c and d respectively. Negative errors indicate observation points where flood depths were
overestimated and positive values indicate observation points where flood depths were underestimated
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Figure 8: (A) Optimal upstream hydrographs for simulating the entire catchment (B) RMSE between
observed and modelled depths.
To check the performance of the superimposition method and the dependence of computed RMSE on
calibration data, we compute a separate RMSE only for observations associated with river junctions, which
were initially excluded from the model calibration (see sec 3.3.4). For all 29 observations associated with river
junctions (see Figure 1 and Table 3), RMSE between observed and modelled depth was 0.67 m.
5 Discussion
5.1 Model input and output evaluation
House-to-house data collected from field interviews provided adequate input to reconstruct the scenarios of
the 2017 Suleja/Tafa flood event. Several simulation rounds were needed to closely match spatially distributed
flood depths and duration for 300 buildings using the RMSE metric. The hydrodynamic model used,
CAESAR-Lisflood, allowed the characterization of physical features of the flood plain and channel
(Manning’s roughness) and flow dynamics associated with multiple river networks..
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Figure 9: Flood model for the entire catchment with errors showing the difference between observed flood
depths and maximum simulated depths for selected areas (A), (B), (C), and (D).
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The range of n selected (0.01, 0.07, 0.14), allowed a model evaluation of the sensitivity of CAESAR-Lisflood
to different combinations of nc and nfp. It demonstrates the dependence of peak discharge on n and reach
characteristics. Combinations of nc and nfp with lower values (i.e. low roughness) allow water to be quickly
routed towards the outlet, hence it takes a longer time and higher discharge for the water to propagate laterally
and flood the building locations (see Figure 5). Curves relating discharge and RMSE (Figure 5) show similar
patterns between i) reaches 1 and 5, and ii) reaches 2, 3 and 4. Similar patterns for reaches 1 and 5 is likely
due to a characteristically U-shaped valley in both reaches (Table 1) meaning that lower values of n will
require more time and discharge to route water to the locations of the observations points that are further away
from the channel. On the other hand, reaches 2, 3 and 4 have floodplains with relatively flat terrains, hence a
small increase in discharge is more likely to propagate faster and laterally on the flood plain. In general, these
observed patterns suggest the influence of the shape of flood plain on peak discharge. Higher RMSE observed
for reach 1 (simulation round 1) (Table 4) compared to other reaches is likely due to the deviation of the
reconstructed channel: this deviation was highest in reach 1 (~50 m) at a specific location with a sharp channel
bend (see Figure 1). The deviation of the channel resulted in having observed water depths locations either
being closer or further away from the channel, consequently resulting in higher RMSE. For example, RMSE
on reach 1 reduces by 0.1 m if observation points where the channel deviates were removed.
The second round of simulation approximated the flow propagation time on upstream reaches using flood
durations at building locations. The highest difference between modelled and observed duration occurred on
reach 2. However, this may be attributed to a culvert blockage under a road bridge at J1 (see Figure 1) and
backwater effects, causing water to be retained in low terrain areas close to the outlet along reach 2. Although
replication of flow at partially and fully blocked culverts (or bridges) is possible in CAESAR-Lisflood by
increasing cell n value at blocked locations, adding this level of complexity to the model introduces a number
of unknowns that need to be calibrated. First, we would need to determine the n value required to represent the
blockage and this roughness will vary over the course of the flood event because the blockage more than
likely increases and decrease over time. In addition, we would also have to estimate the time of blockage onset
and duration. As such, with insufficient information on the evolution of the culvert blockage, the replication of
such effects becomes difficult, and could potentially produce higher RMSEs on reach 2.
The spatial and temporal superimposition performed to characterized downstream flow pattern by upstream
reaches resulted in the selection of an optimal flood wave with a peak discharge of 147 m3 s-1 and a total
duration of 21 hours. In general, although results for both simulations with optimal shift and the no shift
(Figure 7A and B) showed comparable minimum RMSE of 0.52 m, RMSE for the no shift case highly
overestimated the peak discharge (303 m3s-1). The sinuous shape of the RMSE in the no shift simulation
(Figure 7B) resulted because the model flood depths closely matched the observed depths at both the rising
and falling limb of the hydrograph. Similar results were found in Neal et al. (2013) when peak flows were
simply allowed to coincide in time (no shift) which resulted in an overestimation of observed depths. The
Chapter 3: Flood scenario reconstruction using field interview data and hydrodynamic modelling: A method for data-
scarce regions
86
optimal shift hydrograph showed a steady, but stable, minimum RMSE meaning that all upstream channels
flowed downstream in such a way as to consistently maintain the closest match to the 55 observed water
depths downstream. To further evaluate the value of the superimpositions and the choice of the 147 m3 s-1 as
the optimal peak discharge, we investigated the simulated depths at all the building locations on reach 5.
Simulated water depths for both simulations with a peak discharge of 147 m3 s-1 and 303 m3 s-1 were jointly
plotted against simulation time (see S2-Figure 2A). In addition, we show the range of the observed flood
depths at all building locations on reach 5 with a boxplot (S2-Figure 2B). While the flood depths for the
simulation with the selected optimal peak discharge of 147 m3s-1 are mostly within the range of observed
depths, the simulation with a peak discharge of 303 m3s-1 contains many instances of simulated flood depths
that lie outside the range of observed depths (see S2-Figure 2). Although both hydrographs resulted in a
similar minimum RMSE (Figure 7B), the amount of water in the observed locations differ to a large extent.
The optimal combination of upstream hydrographs selected based on the implemented superimposition (with a
peak discharge of 147 m3s-1) more suitably captures the flood depths observed at the building locations
compared to a simplified assumption of a direct overlap in time.
Results of the simulation for the entire river network produce interesting patterns. For example, in Figure 9A,
high errors were most likely due to the deviation (about 50 m) of the reconstructed channel highlighted earlier.
The deviation was caused by a sharp bend of the river channel, which was not well represented by the 12 m
resolution WorldDEM DTM. Due to the deviation, most of the buildings were further away from the channel,
hence model errors were predominantly underestimations of observed flood depths. Few of the observation
points in Figure 9A were not flooded, further increasing errors and computed gRMSE. In Figure 9B,
differences in observed and modelled flood depths were most likely due to reported backwater effects and
culvert blockages close to J1. Errors in Figure 9C were also likely related to channel deviation resulting in
both overestimation and underestimation of observed depths. Additionally, the contribution of an additional
tributary (see Figure 9C) must have further influenced flow characteristics at the junction due to channel
interactions. Since additional tributaries were not included in the modelling, their influence on flow
characteristics at the junction may not be well captured. Similar interaction effects from an additional tributary
might likely have influenced model errors on observations in Figure 9D.
The RMSE between observed and modelled flood depths at the river junctions (see Figure 1) was 0.67 m. Due
to associated complexities at such locations and exclusion of the data in model calibration, an RMSE (0.67 m)
higher than the gRMSE (0.61 m) was expected. However, such a small difference in RMSE of 0.06 m
indicated that the superimposition method closely captured the flow processes at the river junctions. This
indicates the applicability of this method in a complex multichannel river network. Additionally, it also
showed that model results were not dependent on the calibration data used, which shows the potential for the
transferability of the method. The gRMSE of 0.61 m is within ±0.10 m of other studies that use similar
hydrodynamic models and had comparatively higher data availability and quality (e.g., Mignot et al. 2006;
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Fewtrell et al. 2011; Neal et al. 2011; Yan et al. 2015; Ramirez et al. 2016; Altenau et al. 2017). Schumann et
al. (2015) noted that generally, water level accuracies vary from few centimetres to 1 – 2 m during calibration,
and our results are within this range. Hence, given limitations due to DEM resolution, the geometric
representation of the river channel, and unavailability of data (rainfall or discharge) to set up boundary
conditions, a gRMSE of 0.61 m for 300 observations is relatively good and demonstrates the applicability of
interview data for hydrodynamic modelling in data-scarce regions.
The results obtained from this study may be replicated using different input discharge, shape of duration
hydrographs and (or) different spatiotemporal combinations of the upstream peak discharge. As such various
model setups can be equifinal (Beven and Freer, 2001) but this is less important in our study because the aim
was not to reconstruct the exact hydrographs. Our aim was to arrive at a plausible scenario that minimizes the
RMSE on each reach and later the gRMSE on the entire river network. At such minimum gRMSE, flood
depths can be reliably extrapolated to other buildings to enrich a data set for developing flood damage models.
Information we gained from the field guided the selection of model parameters such that the model output is
physically plausible. The use of CAESAR-Lisflood allows the consideration of process characteristics (e.g.,
Manning’s coefficient) and spatiotemporal dynamics of the upstream reaches and in doing this extrapolation
of flood depths from a sample of building to all remaining buildings is possible using a physically informed
method, which is usually not guaranteed by geo-statistical approaches.
Our study extends current methods in the application of house-to-house interview data collected using
questionnaires. In particular, it extends the application of interview data from methods using GIS to map past
flood events (e.g., Poser and Dransch 2010; Singh 2014; Sy et al. 2016, 2020) to a method using a
hydrodynamic model. In such a way, the physical and dynamic characteristic of past flood events can also be
represented. Focusing on hydrodynamic approaches, our study extends the method applied by Borga et al.
(2019) and Bronstert et al. (2018) in utilizing post-event data to estimate peak discharge for a single channel;
here we applied a similar method for a complex multichannel network with further consideration of
spatiotemporal dynamics between upstream and downstream catchments. The key for extending the single-
channel approach to a multichannel approach was to model upstream and downstream river reaches separately
with synthetic hydrographs as proposed by Zischg (2018b) and finally by analyzing the role of relative
tributary timing of upstream peak discharges. This study agrees with Neal et al. (2013), Pattison et al. (2014)
and Zischg et al. (2018a), on the importance of considering spatiotemporal dependence of multiple upstream
channels on downstream catchment for flood analysis. A simplified direct summation of upstream
hydrographs would have led to a large overestimation of observed flood depths in the downstream reach.
Furthermore, we demonstrate the use of distributed post-event data in a small to medium-scale data-scarce
catchment by utilizing a globally available DEM and completely reconstructing the river channel. In addition
to developing a method for reconstructing plausible scenario of past flood events in data-scarce regions, this
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study contributes to knowledge for evaluating the sensitivity and in testing the performance of CAESAR-
Lisflood in different regions as well as its usability with field data as recommended by Coulthard et al. (2013).
5.2 Model uncertainties
Several studies (e.g., Saksena and Merwade 2015; Ramirez et al. 2016) have shown that model errors are
directly related to the accuracy of the elevation model used since the DEM directly affects where water is
routed. Consequently, the coarser a DEM is, the more likely it will not correctly represent floodplain and
channel characteristics. Saksena and Merwade (2015) suggested that errors from coarse resolution DEMs are
specifically related to reach length and width, valley shape and land-use. In this study, we use a 12 m
resolution WorldDEM DTM tile. Although the WorldDEM DTM has a better resolution compared to the
globally available 30 m SRTM, this study has shown that the WorldDEM DTM still requires pre-processing to
represent river channels. The location, width and depth of the river channel, presence of artefacts like bridges
and culverts, and shape of channel valley contribute to model uncertainty. In this study, to reduce these
uncertainties, we reconstructed the channel location and width with the support of field photographs and
satellite imagery. However, considering that the reconstructed channel deviated in multiple areas, which have
likely resulted in local errors (see section 4.4), it is apparent that data limitations directly affect model
uncertainty. Another source of uncertainty is the characterization of the channel using a simplified assumption
of a rectangular shape. Neal et al. (2015) showed that errors introduced due to the simplification of channel
bed shape have comparatively the same accuracy in water depth and extent compared with models using more
complex channel bed representation. Neal et al. (2015) also indicated that a major difference in simplified
representations of channel bed is the increase in flood wave propagation, and this is only more pronounced for
large catchments.
A uniform drop of the entire channel by 1 m has been chosen, a value that is close to what we observed in the
field. Without defining a channel in the DEM, the floods in some locations commenced nearly at the level of
the floodplain and this would underestimate optimal discharge values. In contrast, excessively dropping the
channel in elevation would unrealistically confine the river and severely overestimate optimal discharge. To
test the sensitivity of the selected drop in channel elevation, we ran additional simulations with different
channel elevations. Channel elevation drops generated for the simulations were 0.5 m, 0.75 m, 1.25 m and 1.5
m. All simulations were ran using the same n values for flood plain (0.14) and channel (0.07), which is
consistent with the selected optimal n values. In total, we ran 20 simulations, which corresponds to 4
simulations (0.5, 0.75, 1.25 and 1.5 m bed elevation) on reaches 1 – 5. Results of the simulations generally
show low sensitivity of the peak discharge and RMSE on changing channel elevations (see S2, Figure 1, Table
1).
Furthermore, uncertainties relating to interview data exist. The fieldwork was carried out eight months after
the flood event, and the accuracy of observed flood depths and duration was partly dependent on the personal
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reflection of people living in the affected houses. Generally, while peoples recollection of past events can
become vague after some time (Lacy and Stark, 2013), floods are traumatic events and people are very likely
to correctly remember details over long periods (Sotgiu and Galati, 2007). In our data, more than 100
observation points had flood marks and it was possible to measure the flood depths directly. Such field visits
provide an opportunity to reduce uncertainties related to inaccurately reported flood depths by community
residents (McDougall and Temple-Watts 2012; McDougall 2011). Conversely, unlike flood depths where it is
possible to use flood marks, the case is slightly different for flood duration. Flood durations were completely
based on personal reflections, which makes the data susceptible to uncertainties. Also, some studies (e.g.
Mbow et al. 2008; Sy et al. 2016) have observed that local factors such as lack of means for evacuation and
topographic depressions can influence flood duration data at building locations, and consequently affect model
performance. For example, in Table 3 such high variations in flood duration can be observed on different
reaches with the maximum range at Junction 1 having a minimum of 1 hour and a maximum of 178 hrs. In
general, recently demonstrated approaches in citizen science projects can be used to reduce the uncertainty in
interview data collection. For example, two separate individuals (within a household) can be used to check the
consistency of information provided: a similar approach was demonstrated by Sy et al. (2020) who
interviewed two sets of community representatives to reconstitute three past flood events in Senegal. Sy et al.
(2020) reported that this approach improved the validity and reliability of their method since they can check
the consistency of information using both sets of participants.
Flood extent data was unavailable to support model calibration or to validate model results for the entire
catchment. Due to the use of a DEM without buildings, determined peak discharge on each reach (Table 3) are
likely to be slightly overestimated. This is because of limited confinement and friction by such a DEM,
meaning that more water volume and higher discharge will be required to closely match observed depths.
Bermúdez and Zischg et al. (2018c) and Neal et al. (2009) made similar conclusions where building
representation was found to affect model depths. In addition, a common practice in the Suleja/Tafa region is
the construction of fencing walls around buildings which serve as a flood protection. The fencing walls are
especially predominant on reaches 1 and 2 and are very close to the channels. Generally, such fencing walls
alter the amount of floodwater that enters the building except if they have been damaged by the flood. Our
model uses a 4 m x 4 m resampled DEM and cannot accurately represent fine-scale features like fencing walls
and adding these features to the DEM, at the current resolution, would substantially confine water to the
channel and prevent it from propagating to the flood plain. Such limitation in representing the fencing walls
will generally lead to overestimated flood depths at building locations.
6 Conclusion
In this study, we developed a systematic method to replicate a plausible scenario of past flood events in a
typical data-scarce small to medium scale catchment using field interview data and hydraulic modelling.
Flood depth and duration data, collected from interviewing 300 households, were used to reconstruct a flood
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event from 2017 in Suleja/Tafa, Nigeria, through a four-step simulation procedure using CAESAR-Lisflood.
At first, distributed observed flood depths on each reach were used to calibrate the Manning’s coefficient and
extract optimal peak discharge that gives the least difference between observed and modelled flood depths.
Synthetic hydrographs having 6, 12, 18, 24, 36 hrs durations were used to simulate each reach using
determined peak discharge to capture the model duration that closely matches observed duration at observed
locations. Combined effects of upstream catchments (reaches 1 - 4) were investigated to explore all possible
flood peak synchronization possibilities that will match simulated downstream (reach 5) peak discharge.
Model output for simulating the entire river network resulted in a gRMSE of 0.61 m for all 300 observations.
Major uncertainties that contributed to model errors relate to observation data, DEM quality, and quality of
reconstructed river location, shape and depth.
Our study demonstrates the potential in the application of flood modelling techniques for small to medium-
scale, single- or multichannel data-scarce regions, using spatially distributed post-event data acquired through
house-to-house interviews. These data are mostly easy to acquire using questionnaires and can serve as a
viable option for providing sizeable calibration data in areas with no gauging stations or satellite data. The
method developed in this study allows the determination of flood depths, durations, and possibly, flood
velocities at building locations that were not surveyed (e.g., see urbanized areas in Figure 1) to enrich data sets
for developing flood damage models. Application of the method opens a pathway for the reconstruction of
flood events in data-scarce regions and investigating future flood scenarios so that relevant information can be
provided to help build capacities and reduce flood risk in the face of recently observed flood extremes.
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Abstract
The knowledge about potential flood damage is a key issue for disaster risk reduction. However, the scarcity
of empirical data has limited flood damage modelling in several regions. As a result, current approaches in
data-scarce regions have so far been restricted to either exposure assessment or identification of vulnerability
indicators. As expert-based approaches do not require empirical damage data, they have a high potential for
flood damage modelling in data-scarce regions. In this study, we carried out a comparative assessment
between an expert-based and a data-driven approach. The expert-based approach systematically combines the
vulnerability indicator method and synthetic what-if analysis based on the knowledge of regional experts. The
data-driven approach integrates empirical flood damage data in the analysis applying a multivariate random
forest model. Flood damage data, collected through interviews after two flood events in 2017 and 2019 at
separate locations in Nigeria, were used to evaluate the performance of both methods based on developed
damage grades. Results from both methods showed i) a mean predictive accuracy of 30 % and 38 % for the
expert-based and data-driven approaches respectively, ii) that distance to channel, wall material, building
condition, and building quality are significant regional damage drivers, and iii) comparable model
performance can be achieved even with a reduced number of variables. Furthermore, the study demonstrated
how experts are likely to underestimate damage at low water depths and how a difference in conformity to
building standards can add to challenges in flood damage prediction.
Keywords: flood, expert-based, data-scarce, data-driven, damage prediction, damage grades,
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1 Introduction
Globally, flood disasters continue to give cause for growing concern. The increase in frequencies and severity
of flood events likely driven by climate change (Hoegh-Guldberg et al., 2018) and changing exposure (Fuchs
et al., 2015; Röthlisberger et al., 2017) has resulted in considerable human and economic losses (CRED,
2020). The occurrence of flood events in vulnerable communities is even more critical due to low coping and
adaptive capacities. Vulnerability relates to conditions that make communities prone or susceptible to disasters
(UNISDR, 2009). Large scale building damage caused by floods from Cyclones Idai and Kenneth in several
regions in the southern part of Africa (CRED, 2019) further underlines the need to facilitate efforts for
physical vulnerability assessment in vulnerable regions, which are mostly data-scarce (Malgwi et al., 2020).
Physical vulnerability assessment methods, such as flood damage models (stage-damage curves, multivariate
models) and vulnerability indicators, explore the relationship between flood damage and corresponding
damage influencing variables (Papathoma-Köhle et al., 2017). As a result, physical vulnerability assessment
provides an important basis for physical resilience assessment and mitigation planning (Papathoma-Köhle et
al., 2011), evaluating economic losses (Blanco-Vogt and Schanze, 2014), and cost-benefit analysis, which
supports resource allocation for hazard protection (Fuchs, 2009; UNISDR, 2015). In general, such efforts
tailored to understanding and reducing vulnerability are considered important steps for disaster risk reduction
(UNISDR, 2015).
Flood damage models either show the relationship between flood damage (or monetary loss) and water depth
(referred to as stage-damage curves) or include other additional variables (referred to as multivariate models).
While stage-damage curves use a continuous curve to relate water depth and damage state (Fuchs et al., 2019a,
2019b), multivariate models use different statistical approaches such as Bayesian network (Vogel et al., 2012),
regression and ensembles of bagged decision trees (Merz et al., 2013) or logistic regression (Ettinger et al.,
2016). Studies have shown that multivariate flood damage models have better prediction accuracy both
spatially and temporarily (Schröter et al., 2014), and better explain the variance in damage data (Merz et al.,
2004) compared to stage-damage curves that use only water depths. While most flood damage models are
developed using empirical damage or monetary loss data (see Gerl et al., 2016; Hammond and Chen, 2015;
Jongman et al., 2012; Merz et al., 2010), scarcity of such data, especially in developing countries, has
hindered the application of multivariate models, consequently limiting efforts for disaster risk reduction
(Englhardt et al., 2019; Niang et al., 2015). Although, synthetic stage-damage curves, developed using expert
what-if analysis (for example Naumann et al., 2009; Neubert et al., 2008; Penning-Rowsell et al., 2005)
provide a provisional alternative to empirical data, uncertainties related to damage prediction persist (Fuchs et
al., 2019a; Merz et al., 2004, 2013; Pistrika et al., 2014; Schröter et al., 2014).
A combination of physical vulnerability methods was recommended by several studies (Fuchs et al., 2019a;
Papathoma-Köhle et al., 2017; 2019) to systematically balance data-scarcity and model uncertainty. Recently,
a method tailored to flood damage prediction in data-scarce regions was proposed (Malgwi et al., 2020). This
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method is fully expert-based and relies on the deduction that buildings within the same resistance
(vulnerability) class will incur comparable damage when impacted by the same level of hazard (Maiwald and
Schwarz, 2015, 2019; Schwarz and Maiwald, 2008). The method classifies buildings using an index generated
from the vulnerability indicator approach (see (Dall’Osso et al., 2009a)) and then implements a what-if
analysis adapted for specific building vulnerability classes. The integration of the vulnerability index allows
the consideration of multiple damage influencing variables similar to the multivariate approach. Damage is
assessed using damage grades that represent repeatedly observed damage patterns within a region (Maiwald
and Schwarz, 2015) since they: i) allow temporal and spatial comparison of impacts between different regions
more easily (Blong, 2003), ii) improve transferability of flood damage models (Wagenaar et al., 2017), and iii)
are comparable for similar building types (Maiwald and Schwarz, 2015).
In the last decade, the observed increase in frequency and intensity of climate extremes in Africa (CRED,
2019; Hoegh-Guldberg et al., 2018) has consequently resulted in an increased number of fatalities and
affected people (CRED, 2019): a trend that is expected to continue given the impacts of climate change and
the socio-economic development (Hoegh-Guldberg et al., 2018). Flood hazards, in particular, accounted for
over 64 % of all 1164 events recorded between 2000 – 2019 in Africa (CRED, 2019). Despite huge losses to
floods, studies on flood vulnerability for common building types typical in many African countries remain
under-investigated. For example, while sandcrete block and clay buildings make up a high percentage of
buildings in Africa (Gasparini, 2013), studies on their vulnerability to floods and damage patterns remain
largely unknown (Komolafe et al., 2015). Generally, studies within these regions have been limited to
exposure assessment (e.g. (Adeleye et al., 2019; Ndanusa et al., 2018; Nwilo et al., 2012; Zumo, 2014)) or
identification of vulnerability indicators within selected study regions (e.g. (Akukwe and Ogbodo, 2015;
Okoye et al., 2015)) without further relating indicators with expected building damage. More recently,
Englhardt et al. (Englhardt et al., 2019) presented one of the first studies that relate building vulnerability and
absolute damage values for different building types within an urban and rural setting in Ethiopia. The study,
which aims at large scale building damage assessment, uses a 15” X 15” grid resolution database of building
inventory from imageCAT (http://www.imagecatinc.com/) to reclassify buildings into vulnerability classes
before applying stage-damage curves to estimate absolute damage using hazard maps with different return
periods. The study by Englhardt et al. (2019) represents an important step for understanding building
vulnerability and damage assessment for selected building types in Africa. However, a limitation of the study
by Englhardt et al. (2019) is that out of 23 studies considered as a basis for generating the stage-damage curve,
only two were from regions with comparable building types similar to those in many African countries. Such
regional differences in building characteristics have been pointed to limit model transferability (Maiwald and
Schwarz, 2015; Papathoma-Köhle et al., 2017).
In Nigeria, floods have become a yearly event with huge human and economic losses (Komolafe et al., 2015).
In 2012, Nigeria experienced one of the worst flooding on record with 28 out of the 36 states being affected
(FGN, 2013). The 2012 floods resulted in 364 fatalities, and over 3.8 million displaced people across the
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country (FGN, 2013). An assessment of the 12 most-affected states from the 2012 flood showed that over 1.3
million houses were fully or partially destroyed with an estimated monetary value exceeding 6.8 billion USD
(FGN, 2013). The 2012 Nigerian flooding further exposed the considerable physical vulnerability of buildings
and a stronger need for increased efforts in risk reduction targeted on the built environment in Nigeria. Such
disaster risk reduction efforts are required even more urgently given observed trends in extreme events
resulting from climate change and the current increase in population in exposed regions within the country
(CRED, 2019).
In this paper, we implement and evaluate the performance of i) an expert-based flood damage model (Malgwi
et al., 2020), and ii) a multivariate data-driven model using random forests. This paper aims to: i) assess the
prediction accuracy of a fully expert-based model, ii) comparatively assess the expert-based and data-driven
method, and iii) gain insights on main regional damage drivers typical for Nigeria. Both the expert-based and
data-driven methods are evaluated using flood damage data collected from two separate study regions and
flood events in Nigeria. This study provides one of the first attempts at using flood damage data for typical
building types in Nigeria. The study demonstrates the potential of using expert-based methods for flood
damage prediction in data-scarce areas and provides recommendations for improved performance.
2 Study regions and flood events
Two study regions are used for this study. Both are located in the north-central (study region 1) and north-
eastern (study region 2) parts of Nigeria (Figure 1). Although the regions are about 500 km apart, they share
similar climatic characteristics typical of a guinea savannah with distinct dry and wet season (Ayanlade, 2009;
Eludoyin and Adelekan, 2013). Both regions are predominated by low-lying areas and small river channels. A
light gray canvas base map provided by Esri et al. (2020) is used to show the location of inspected buildings
and river channels in both study regions.
Study region 1 is located between Suleja and Tafa in Niger State, Nigeria (Figure 1 A). Located about 30 km
north-west of the capital Abuja, the population in Suleja and Tafa is around 215,000 and 83,000 respectively
(NBS, 2012). The area has several river reaches passing through the settlement. Although some studies
identified the region as non-vulnerable to floods based on terrain analysis (see (Mayomi et al., 2014; Ndanusa
et al., 2018)), recently, high-magnitude events occurred. Heavy rainfall was reported on 8 and 9 June 2017
resulting in severe flooding of settlements located in the area. The floodplains of all five river reaches were
flooded (see Figure 1). Several hundred people were affected and 18 fatalities claimed as well as substantial
damage to hundreds of residential buildings and infrastructural facilities were reported. Losses from the flood
event were mostly attributed to buildings constructed very close to the river channels and blockage of
drainages as a result of transported material (Adeleye et al., 2019). Google Earth satellite images from June
2016 (prior to the flood event) (Google Earth Pro, n.d.) show that the area is dominated by dense settlements
and sparse grassland vegetation.
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Study region 2 is located in Wuro-Jebbe in Yola-north, Adamawa State, Nigeria (Figure 1 B). The population
of Yola-north is 198,000 (NBS, 2012). Wuro-Jebbe is about 4 km from River Benue, which is the second
major
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Figure 1: (A, B) Inset maps showing the location of Nigeria, (C) Study region 1, and (D) study region 2. A
global light gray canvas satellite image provided by ESRI (Esri et al., 2020) is used to show the location of
inspected buildings and river channels.
rivers in Nigeria (see inset map, Figure 1). The region is characterized by scattered grassland vegetation and a
single river channel that passes through the settlements and flows downstream into river Benue (Figure 1 B).
High-intensity rainfall on 1st August 2019 resulted in the flooding of many regions in Yola-north (OCHA,
2019). Available reports compiled for all affected areas showed that 15 persons were reported to have died
from the flood and 5000 persons were displaced (OCHA, 2019). Within the selected study region (Wurro-
Jebbe), hundreds of houses were reported to have been damaged as a result of the flood. Locals in Wurro-
Jebbe reported that the rainfall lasted for about 5 hours (between 12:00 and 17:00) and resulted in high flow
velocities. Google Earth satellite image (Google Earth Pro, n.d.), taken in April 2019, shows that buildings are
relatively sparse and very likely a more recent settlement compared to study region 1.
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3 Methods
This study uses a combination of flood damage data from field interviews, expert interviews, and statistical
analysis to gain insights into regional drivers and how they contribute to model performance. A general
categorization of damage drivers into i) impact (or action), and ii) resistance variables, as proposed by several
studies (see Kreibich et al., 2010; Schwarz and Maiwald, 2007b; Thieken et al., 2005) was adopted as shown
in Table 1. The definition of all variables in Table 1 is presented in the Appendix. Action variables are related
to flood hazard characteristics such as flood depth. Resistance variables relate to building and exposure
characteristics that influence the degree of hazard impact on a building. In this study, we further categorized
resistance variables into susceptibility, local protection, and exposure variables (Malgwi et al., 2020) (Table 1).
Susceptibility relates to the inherent structural characteristics of a building without considering the measure
for flood protection. Local protection variables refer to features of a building that directly or indirectly served
to reduce the impacts of the flood. Local protection includes additional building features that are not
necessarily required for the functionality (or stability) of a building but helps to reduce flood impact (Holub
and Fuchs, 2008). Exposure variables relate to the characteristics of the natural or built environment that can
reduce or exacerbate the impact of floods on a building.
3.1 Data collection
Field data collection consisted of a house-to-house interview using structured questionnaires. Before the data
collection, preliminary assessments of the study regions and flood events using media reports, photos, and
videos from different sources was carried out. Information gathered from preliminary assessments were used
to locate and map affected areas using Google Earth satellite images. A sampling of buildings for interviews
was limited to i) houses affected by the floods, and ii) availability of household owners (or a community
representative) to provide the required information. Questionnaires were developed such that interview
questions covered i) building and exposure characteristics, ii) flood characteristics, and iii) damage sustained
and/or repairs done after the flood (see supplementary 1 (S1), questionnaire 1). Flood depths were either
measured directly (where flood marks exist) or based on personal recollections from residents. A Garmin etrex
2000 handheld GPS device was used to track spatial location (longitude, latitude, and elevation above sea
level) to allow for georeferencing of each inspected building (Figure 1). Exposure variables such as distance
to the river channel and sheltering were extracted (or supported) by information from Google Earth satellite
maps. In study region 1, data collection was carried out between 1 March – 31 May 2018 (three months), i.e
eight months after the flood event. In study region 2, the data collection started three months after the flood
event and was conducted between 7 December – 15 January 2019 (approx. 1 month).
Observations from the field show that both study regions share a comparable building, floodplain, and channel
characteristics. Buildings in both regions are predominantly one-story constructed from either sandcrete block,
clay, or a mixture of both sandcrete and clay material. The river channels in both regions are semi-natural and
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Table 1: Summary of damage influencing parameters
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Extent wall plaster wallplas_ext
Fencing Fencing material fenc_mat
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shallow with channel bed elevation mostly between 0.5 m to 1.5 m. In both regions, the cross-sectional width
of the river channels highly varies between 4 m to 18 m. Typical for guinea savannah, the rivers are dry in the
dry season and surface run-off begins at the start of the rainy season (around April).
Damage classes were compiled based on repeatedly observed damage patterns within the region as proposed
by Schwarz and Maiwald (2008). Before the field data collection, a combination of literature review and
damage reports was used to compile a list of damage patterns (c.f. S1, questionnaire 1). While on the field,
damage data was documented based on i) visual observations of damage (where the repair was not yet carried
out), or ii) deduced from visual observations of repairs that were already carried out. Where new patterns were
observed, which were not included in the preliminary damage list, an update is made. For example, ground
floor settlement was included based on observations after the data collection in study region 1. Documented
damage was specifically related to the building structure itself and not for external components such as
fencing walls.
3.2 Damage grades
All observed damage patterns were systematically classified using an ordinal interval into a six-class damage
grade based on an increasing level of severity (Table 2). The damage grades were adapted after Schwarz and
Maiwald (Schwarz and Maiwald, 2007a) with some modifications tailored for regional building characteristics.
A pictorial representation of each damage pattern based on observations compiled from the field is also
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Complete collapse of entire building or more
than 2/3 of the building
5 Very Heavy
Partial collapse of building element
4 Heavy
Heavy structural cracks on building elements
(Walls, floors, beams, Columns)
Settlement of ground floor material
3 Moderate
Slight to moderate cracks on building elements
(Walls, floors, beams, Columns)
2 Slight





Surface cracks on floor or wall finishes
presented in Table 2. Damage grade class 1 represents moisture defects or non-structural (only on finishes or
plaster) cracks resulting from short or moderate contact with water. Moisture defects are associated with
dampness and a weakening of surface material (finishes) (Table 2). Damage grade class 2 indicates de-
bonding or peeling-off (falling away) of building finishes (Table 2) resulting from an extensive weakening of
the surface material which can be caused by prolonged inundation. While damage grade class 3 represents
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light structural cracks, damage grade class 4 represents severe cracks on the building (Table 2). Both damage
grade class 3 and 4 are structural cracks, hence, extend beyond the finishes and occur on the main building
material. Damage grade classes 3 and 4 can occur vertically (resulting from movement of the soil), or
horizontally, resulting from differential water pressure. In addition to severe structural cracks, damage grade
class 4 includes damage to the ground flood material, which can occur due to compaction problems from the
foundation or soil layer underneath (Table 2). Damage grade class 5 represents a partial collapse of the
building usually resulting from overstress or increased weakness of the building. Usually, damage classified as
5 includes a collapse of less than or about one-third of the entire building (Table 2). Damage grade class 6
represents the collapse of the entire building or more than two-thirds of the structure.
3.3 Data pre-processing and analysis
The overall data set consists of observations from study regions 1 and 2. Prior to using the data for analysis,
few preprocessing steps were taken. Firstly, to maintain a consistent range across all variables (recommended
in (JRC, 2008)), we implement a variable level (scaling) as shown in Table 3. A variable level is a form of
internal weighting for sub-variables whereby low or high scores, with a range between 1 to 6, are assigned
based on deduced influence on building vulnerability to floods (Dall’Osso et al., 2009b; Ettinger et al., 2016;
JRC, 2008). The variable level is implemented in such a way that sub-variables, which are indicative of high
vulnerability were given lower scores and sub-variables indicative of lower vulnerability are given higher
scores (see Table 3). Secondly, a data reorganization was carried out which involves merging damage grade
classes 1 and 2 (Class 1+2), as well as classes 5 and 6 (Class 5+6), while damage grade classes 3 and 4 are
maintained as observed on the field. Merging damage grade classes were necessary given the low number of
observations in each of the merged classes and low variation in explanatory variables between these
neighboring classes. In addition, merging the initial six-factor levels into just four levels facilitated model
training, as this resulted in an almost perfectly balanced data set, thereby limiting bias of the data-driven
model toward damage grade classes with higher observations. Merging the damage classes was also warranted
from a contextual point of view, as they exhibit very similar damage patterns: Damage classes 1 and 2
represent minor damage including moisture defects or damage to wall finishes, and damage classes 5 and 6
represent severe damage including the partial or complete collapse of the building.
Furthermore, we carried out an Exploratory Data Analysis (EDA) to better understand the distribution of the
data and empirical relationships between observed variables. Given that the scale of measurement of most
variables is categorical, Spearman’s ρ rank correlation coefficient was computed for all variables using a
variable scale based on Table 3.
For the data analysis, two approaches were used: i) all observations were considered together and model
training/validation/testing was performed on the full data set, and ii) the full data set was stratified by study
region, using one subset for training/validation and the second subset for testing to check transferability from
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Table 3: Building resistance variables with corresponding variable levels as defined for this study
Variable Variable levels (y)
6 5 4 3 2 1
Wall material (s1) Sandcrete Mixed Clay
Wall thickness (s2) 22.5 15


















above 120 81 - 120 0 - 80




Extent wall plaster (l2) complete Partial None





Extent of fencing (l4) complete Partial none
ground floor elevation
(cm) (l5)
81 - 100 61 - 80 41 - 60 21 - 40 5 - 20 0
Distance to channel
(m) (e1)




Natural barriers (e3) yes no
Sheltering (e4) direct Partial none
Table 4: Table of influence for indicator weighting, ranging from slight influence of an indicator (1) to
extreme influence (9) (modified after Saaty (Saaty, 1980)).


























one case study to another. The combination of data from study regions 1 and 2 was plausible given the
highlighted similarity in (i) channel and flood plain geomorphology (sec. 2 and 3.1), and (ii) reported
inundation sequence in both regions. Combining data from both study regions is beneficial since it alleviates
the problem of overfitting a single event (Wagenaar et al., 2017). Two methods were used to analyze the data
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sets: an expert-based and a data-driven approach. A confusion matrix was used to enable a systematic
comparison between predicted and observed damage grades using a matrix: it enables a simple visualization
for the categorical response variable whereby the diagonal of the matrix represents correct predictions.
3.3.1 Expert-based method
The expert-based method was based on three phases used to develop the model including i) development of
vulnerability index, ii) development of damage grade, and iii) synthetic what-if analysis (Malgwi et al., 2020).
Experts selected to participate in the study were chosen based on their background in the area of building
vulnerability to floods in Nigeria. Selected experts were also from different geographical regions of the
country (northeast, north-central, and south-west), and disciplines (such as geography, building or civil
engineering, and environmental studies) so that evaluations received are representative from different expert
communities within Nigeria.
In phase 1, the selection, weighting, and aggregation of indicators to form an index were carried out. Firstly, a
literature review was used to provide a preliminary list of vulnerability indicators for Nigeria. Thereafter, we
develop a questionnaire in which experts were requested to comment on the preliminary selected indicators
and suggest other indicators that were not included. A second questionnaire was developed using a compiled
list of indicators from different experts for indicator weighting (S1, questionnaire 2). Both the indicator
selection and weighting was carried out by seven experts. A table of influence was provided (Table 4),
containing a scale of influence, to maintain consistent weighting across different experts. Experts were
requested to assign a weight for each indicator (variable) and indicator category: the weight is a quantitative
value that represents the extent an indicator influences flood damage based on definitions from Table 4
adapted after Saaty (Saaty, 1980). Mean expert weights were calculated and a threshold of weight 3 (moderate
influence), representing the first quartile of the influence indicator weighting scale (c.f. Table 4) was chosen to
enable a final indicator selection for aggregation. A lower threshold value was not suitable given that it would
result in selecting variables that on average were either having only slight (for a threshold of 1) or slight to
moderate (for a threshold of 2) influence on vulnerability. Indicator aggregation was carried out using a
simple weighted additive method (equation 1) to form a building resistance index (BRI). The BRI sums the
product between the weight of each variable and the variable levels (Table 3) for all exposure (ei, yi),
susceptibility (sj, yj), and local protection (lk, yk) variables. Variables ei, si, and li are shown in Table 3, while yi,
yj, and yk are for corresponding variable levels. Each variable category (exposure, susceptibility and local
protection) is divided by the number of variables (n, p, k) (equation 1) so that results are not biased towards
categories with higher number of variables. Lastly, each variable category is multiplied by the corresponding
weights (Exposureweight, Susceptibiltyweight, Local protectionweight) (equation 1). The BRI measures the
resistance to flooding that a building can offer given its susceptibility, local protection, and exposure. A
maximum-minimum normalization (see (JRC, 2008)) was implemented to confine the upper and lower bounds
of the BRI between 0 to 100 (equation 2). The maximum-minimum normalization uses the BRI calculated
from equation 1 and a minimum and maximum BRI (BRImin, BRImax) values which are computed using the
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minimum variable level (ymin) and maximum variable level (ymax) for all variables. The formulae for
calculating the BRImin, BRImax are shown in the appendix in equation A4 and A5 respectively. Using a quartile
classification, the normalized BRI values (BRInorm) are classified into buildings with poor (low), moderate





















Phase 2 relies on the classification of commonly observed damage patterns into damage grades. Building
damage patterns used in this study (sec. 3.2.1) were developed from a combination of literature review,
building damage reports, and evaluation of field data. Additional details on damage grades are given in section
3.2.2 and Table 3.
In phase 3, a synthetic what-if analysis for the three BRI classes was carried out. For selected representative
buildings in each BRI class, seven experts were asked to predict expected building damage patterns using
synthetic flood depths 1 – 5 m at 1 m intervals (see S1, questionnaire 3). For each flood depth interval, experts
predicted three damage states; i) Low Probable Damage (LPD), ii) Most Probable Damage (MPD), and iii)
High Probable Damage (HPD). While the LPD and HPD define the lowest and highest likely damage
expected, the MPD defines the most likely damage. Predicted damage from different experts was used to
compute a single mean damage grade class per flood depth interval for each BRI class. The mean damage
grade represents an average expected damage given a vulnerability class (BRI class) and specific water depth
interval (Schwarz and Maiwald, 2007a). A Bayesian ordered logistic regression model (Andrew et al., 2020)
was used to fit mean damage grades to water depth. The model fit was implemented by leveraging the ‘arm’
package in R. Specifically, the function ‘bayespolr’ was used, employing a logistic link function to assign
class probabilities for each damage grade through a maximum likelihood approach. Resulting damage grade
probabilities for synthetic water depth intervals represent damage curves for the three damage states MPD,
LPD, and HPD for all BRI classes.
A model performance check was carried out using the MPD curves given that they define the most likely
damage expected. The MPD curves for each BRI class is used to predict damage grade class for data set 1.
Damage grade with the highest probability is assigned as the predicted class for the building. Separate
confusion matrices were generated the three BRI classes, which were later merged using a matrix addition to
generate one confusion matrix.
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3.3.2 Data-driven method
The data-driven approach is based on ensembles of random forest models (Breiman, 2001). To obtain robust
models and unbiased estimates of model generalization performance, a modelling strategy featuring repeated
nested resampling was pursued. Since honest model quality assessment is only possible if all elements of
model building are included in the resampling procedure, models that require hyperparameter optimization
necessitate two nested resampling loops. The outer resampling, which provides information for model
performance assessment, was realized by means of five-fold cross-validation. In the inner resampling, which
is targeted at hyperparameter tuning, out-of-bag predictions were used for evaluation. Hyperparameter tuning
was carried out by means of model‐based optimization (Bischl et al., 2017; Probst et al., 2019). In order to
minimize the variance of random partitioning within folds, the whole nested resampling procedure was
repeated ten times.
3.4 Further analysis
To additionally evaluate collective outputs of both the expert-based and data-driven method, few additional
steps were taken. Firstly, the selected threshold for indicator importance was chosen at weight 3 (Table 4) to
ensure that variables with low mean weights were not included in the final indicator selection and index
aggregation. To evaluate the uncertainty of the selected threshold was optimal, we carried out a sensitivity
analysis for different threshold values and re-evaluate model performance. To do this, we varied the threshold
between 4, 5, 6, and ‘no threshold’, and in each case, we recalculated the BRI value, reclassified each building
into a BRI class using the quartile classification and predicted damage grades using the MPD curve. The
sensitivity analysis was carried out using both the combined and separate data from the two study regions.
Secondly, to further examine model transferability on a ‘new’ data, we use data from study region 1 to train a
random forest model using the same procedure described in section 3.3.2. The prediction accuracy of the
model is evaluated thereafter using data from study region 2. Furthermore, we carried out a critical
comparison between both methods, focusing on variable importance and model performance.
4 Results and discussion
4.1 Exploratory data analysis
A total of 324 observed buildings are located in study region 1 and 120 buildings in study region 2. The
maximum inspected flood depth in study region 1 is 333 cm compared to study region 2 with 147 cm.
Bivariate analysis showed that water depth correlates rather poorly with damage grades (Figure 2). For
example, in study region 1, over 40% of buildings with a damage grade 6 (complete collapse) were from the
lowest category of water depths (0 – 50 cm) (Figure 2A). Also, out of 12 buildings with water depths above
250 cm, none sustained a damage grade 6 (Figure 2A). In study region 2, most of the buildings incurred
damage grade 4 especially at
Chapter 4: Expert-based versus data-driven flood damage models: a comparative evaluation for data-scarce regions
112
Figure 2: Bivariate plots for water depth and damage grade classes for (A) study region 1, and (B) study
region 2
water depths between 51 – 100 cm (Figure 2A). In particular, damage grade 4 for in study region 2 is mostly
as a result of damage to the ground floor (Table 2). Spearman correlation coefficient for the combined data
showed a high positive correlation between sheltering and distance to channel (Figure 3). The correlation can
partly be explained by the fact that the more distanced a building is from a river channel, the more likely it
will be surrounded by other buildings. Other high correlations observed were between wall plaster with wall
plaster extent and fencing material with fencing plaster extent. However, these are directly related since only
buildings with wall plaster (or fencing material) have features for wall plaster extent (or fencing extent). A
summary of the bivariate analyses for all resistance variables for both study regions and the combined data is
presented in supplementary 2 (Figure S2-1 and S2-2). Results show that sandcrete block buildings are
predominant in both regions followed by the mixed building (sandcrete and clay) and clay buildings. Another
interesting result of the EDA was that while building condition and building quality were positively correlated
in study region 1, they were however negatively correlated in study region 2. The reason for such difference is
not completely clear, however, the negative correlation in study region 2 might be related to the fact that it is
relatively a new settlement (10 – 20 years) (as visualized from Google Earth satellite image from 2004). As a
result, while many buildings were identified to be in a good condition (recently built), their construction
quality was not well according to standard specified by NBC (2006). Similar problems relating to building
quality were identified in studies by FGN (2013) where over 60 % of inspected buildings were found to have
built their houses without using the services of formal institutions.
The distribution of building damage grades in the data is shown in Figure S2-3. Damage grade 6 was
generally less represented in both data sets (Figure S2-3A): this was partly because in many completely
damaged buildings, residents were no longer available or no community representative could ascertain the
flood depth at the building location. Merging damage classes 1 and 2 (class 1+2), and classes 5 and 6 (5+6)
(Figure S2-3B) resulted in a distribution that limits bias from over (or under) representation especially for the
combined data set.
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4.2 Expert-based method
The list of indicators selected by experts is given in Table 1. Mean indicator weights, representing a ranking of
variable and variable category importance are presented in Figure 4. The results for mean weights assigned to
variables categories (exposure, susceptibility, and local protection) are shown in Figure 4A. The exposure
variable was identified to have the highest influence on damage followed by local protection and susceptibility.
An additive aggregation of indicators resulted in the calculation of the BRI value for each building (equation
1). For the variable (Figure 4A), distance to channel has been identified by experts to have the highest
influence (weight of 7.1) on building damage to floods in Nigeria. Distance to channel is followed by building
condition and functional drainage (weight of 6.4) and building quality and ground floor elevation (weight of
6.3). A threshold (cut-off) for final indicator selection (Figure 4B, dotted line) shows that two variables, height
of opening and building footprint, were on average considered to have only a slight influence on damage. As a
result, they were not included for indicator aggregation. Variables included in the final indicator selection
(Figure 4B) represent one of the first attempts at compiling a comprehensive list of vulnerability indicators to
floods for Nigeria. The additive aggregation allows compensation such that lower values for one variable can
be compensated by another variable with a higher value. Results of the quartile classification for the
normalized indices for all data sets are shown in Figure S2-4. The quartile classification categorizes all
buildings into four equal classes with the lower and upper quartile reassigned as poor and good BRI classes
respectively. The buildings in the interquartile range are reassigned as moderate BRI class. The normalized
BRI has a range between 10 and 70 with a mean value of 40.
Synthetic flood damage curves for most probable damage (MPD) are shown in Figure 5 for BRI classes poor,
moderate, and good. The curves were generated using probabilities estimated by the Bayesian ordinal logistic
regression model. A maximum of 350 cm was used for the curves given that buildings in Nigeria are
predominantly one story (NBS, 2012). The damage curve shows that a damage grade of class 3 and above is
expected for buildings with poor BRI and water depths above 50 cm (Figure 5A). Buildings identified as BRI
moderate and good are expected to have damage grades class 1+2 for water depths between 0 to 100 cm
(Figure 5 B, C). While the range for damage grades 3 and 4 are small for the category BRI poor (50 – 150 cm),
the range is wider for BRI moderate (100 – 250 cm), and good (100 – 300 cm). Complete or partial collapse
(damage grade 5+6) is expected for water depths above 150 cm for building categorized as poor BRI: the
same damage grade is expected at water depth above 250 cm (for BRI category moderate) and 320 cm (for
BRI category good).
The overall prediction accuracy for the expert-driven method is 0.30. Heatmap and mosaic plots (Figure 6)
generated from the confusion matrix showed that in general, the MPD curve performed relatively well for low
damage classes (1+2, 3) compared to higher damage classes (4, 5+6) (Figure 6A). Mean correct predictions
for damage class 1+2 were relatively high at 48 %, while that of damage class 3 is at 38 %. Prediction
accuracy
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Figure 3: Spearman’s correlation for the entire data. Areas of squares represent absolute values of correlation
coefficients
dropped to 17 % for damage class 4 and 18 % for damage class 5+6. The MPD curve incorrectly predicted
41 % of damage class 3 as class 1+2 (Figure 6A). In addition, half of the buildings with damage class 4 were
incorrectly predicted as damage class 1+2. Further evaluation of the individual confusion matrix generated for
BRI classes poor, moderate, and good (Figure S2-5) showed that a substantial part of the misclassifications
was resulting from buildings observed as damage classes 3 and 4 being predicted as class 1+2: this is
especially high for BRI classes moderate and good with about 50 – 60 % misclassification. In BRI poor, the
main misclassification is from observed damage classes 1+2 and 4 being predicted as class 3. Relatively high
accuracies in the classification of low damage grades are likely because a high percentage of the observed
water depths were less than 150 cm (Figure 2), and within this range, the damage probabilities of the MPD
curve is high for low damage (see Figure 6). Conversely, poor accuracy in predicting high damage grades is
related to the underestimation of damage grade classes at low water depths. From the MPD curve (Figure 6)
higher damage was only assigned for high water depths and low damage for low water depths. However, as
seen from the bivariate analysis (Figure 2), higher damage occurs even at lower water depths. The use of a
water depth range between 1 to 500 cm for the expert what-if assessment might have influenced the results
given that experts become likely to associate higher water depth (400 - 500 cm) with the higher damage
grades (class 6).
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Results for the mean low probable (LPD) and high probable (HPD) damage are shown in Appendix, Figure
A1.
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Figure 4: Mean expert weights for (A) variable categories, and (B) variables (or indicators). Dotted line in
plot A indicates the selected threshold.
Generally, LPD and HPD aim to accommodate variations in building characteristics within each BRI category.
For example, for buildings classified as BRI poor, the lowest damage expected for a 200 cm flood depth is
damage class 4, while the highest damage expected is a damage grade 5+6 (Figure A1 A). For the same flood
depth (200 cm), we expect the lowest damage of class 4 for BRI moderate or class 3 for BRI good (Figure A1
C, E). The highest probable damage for a 200 cm flood is a class 4 or Class 5+6 (both have equal probabilities)
and a class 4 for BRI good (Figure A1 D, F). Between 150 – 250 cm water depth range, the LPD and HPD for
BRI moderate overlap, both predicting damage class 4 (Figure A1 B). Generally, for most of the LPD and
HPD curves, a change in damage grades class consistently occurs at around 100 cm. The change might be
related to the height at which water starts entering the building: in Figure S2-1O, over 60 % of the entire data
have a height of openings between 81 – 120 cm.
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Figure 5: Most Probable Damage (MPD) curves for (A) poor, (B) moderate, and (C) good BRI class
4.3 Data-driven method
The data-driven approach results in an overall multiclass accuracy of 0.38. However, results vary across the
different classes as depicted by the heatmap and mosaic plot resulting from the confusion matrix (Figure 7).
Generally, the model performed well for severe damage (Classes 4, 5+6,) compared to lower minor or
moderate damage (class 1+2, 3). While more than 50% of all instances of classes 4 and 5+6 are predicted
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correctly,
Figure 6: Confusion matrix for observed and predicted classes using the MPD curve. The heatmap (A)
indicates the percentage of values in each cell with respect to the total number of instances in the true class
(i.e., columns sum up to 1). The mosaic plot (B) is a graphical illustration of the conditional relative frequency
for each combination. The area of the tiles is proportional to the number of observations exhibiting the
respective combination of factor levels, i.e. the corresponding joint frequency.
Figure 7: Confusion matrix for observed and predicted classes using random forests. The heatmap (A)
indicates the percentage of values in each cell with respect to the total number of instances in the true class
(i.e., columns sum up to 1). The mosaic plot (B) is a graphical illustration of the conditional relative frequency
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for each combination. The area of the tiles is proportional to the number of observations exhibiting the
respective combination of factor levels, i.e. the corresponding joint frequency.
accuracy drops to 38% for class 1+2 and down to only 13% for class 3 (Figure 7). About half of the buildings
observed as class 3 (47 %) were predicted as class 4. Also, high number of class 1+2 is predicted as class 4 as
well. Density estimates (Figure 8) of predicted class probabilities for all combinations of the confusion matrix
show interesting patterns. Some correctly classified instances of class 5+6 values are predicted with relatively
high certainty. Predictions for class 4 exhibit a mean clearly above 0.25 (which would correspond to random
guessing given a classification problem with four classes) (Figure 7), with predicted class probabilities up to
almost 0.7. Class 3 exhibits a very balanced prediction across all four true classes, with distinct peaks around
or slightly below 0.25, reflecting the overall low prediction of class 3 instances. Among all class 3 predictions,
most belong to observed class 4. Predicted class probabilities for class 1+2 exhibit the best result for true class
1+2 observations, with class probabilities up to 60%, but also show between 15% and 20% false predictions in
each of the other classes with single cases exhibiting similar class probability of up to 60%.
In terms of variable importance, wall material clearly prevails as the most important variable (Figure 9).
Distance to channel emerges as the second most important variable, exhibiting a large importance gap not
only to wall material but also to wall thickness, which is ranked third (Figure 9). The identification of wall
material and distance to channel as the two most important damage influencing features was not entirely
unexpected, given that i) buildings with sandcrete block have relatively consistent stability after contact with
water compared to with clay material (especially unburnt clay), and ii) buildings constructed closer to the
channel have higher water depths on average and are less sheltered by other buildings as shown by a high
correlation between the two variables (Figure 3). Building condition and quality were also ranked to be
relatively important variables. Both wall plaster material and extent were identified to have low variable
importance. Given their importance in delaying the intrusion of water into the primary wall material, it
remains unclear why they do not significantly contribute to explaining the variance in building damage. The
low variability in factor levels of the wall material and extent (Figure S2-1) is a probable suspect to their
performance. Functional drainage was identified to be the least important variable. The poor performance of
functional drainage was unexpected given its identification as important damage influencing variables in
previous studies (e.g. (Adeleye et al., 2019; Musa et al., 2015; Okoye et al., 2015)). However, the distribution
of the data for functional drainage (see Figure S2-1D) shows that most observed buildings (about 80 %) do not
have drainages or the drainages were blocked (both classified as ‘no functional drainage’), consequently
limiting variability in the variable and hence its performance in the model.
Concerning predicted class probabilities, the results of the repeated nested resampling approach present a
consistent picture across all ten models (Figure 8). Density plots of predicted probabilities show a favorable
distribution for correct class 5+6 predictions, with some instances being predicted with a probability of up to
almost 90%. Densities of class 5+6 predictions for all other classes show modes of around 0.1. Predicted
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probabilities for observations predicted as class 3 and class 4 are more ambiguous. While densities for class 4
Figure 8: Densities of predicted class probabilities for all class combinations. Results are presented for all ten
models obtained via the repeated nesting resampling procedure. The vertical dashed line at 0.25 indicates the
threshold for random guessing.
predictions indicate comparatively high predicted probabilities not only for true class 4 instances but across all
other classes as well, class 3 exhibits narrower densities with lower-class probabilities. True class 1+2
predictions exhibit a very similar pattern to predicted class 4 probabilities for class 1+2 instances, thereby
reflecting the percentage of 38% true class 1+2 predictions and 37% of class 1+2 erroneously predicted as
class 4.
4.4 Model comparison
Interesting implications can be drawn from a comparison of the expert-based and data-driven method. Firstly,
the variable importance between the two methods reveals both similar and contrasting deductions. In both
methods, distance to channel was consistently identified as significant damage influencing variable. The
consistency comes from its (i) repeated performance across the ten models of the random forest, and (ii) high
mean weights from multiple experts compared to other variables. Wall material, although identified as the
most important in the data-driven method, was moderately important in the expert method. Both methods rank
building condition as more important than building quality, hence suggesting that a building with a low
quality of construction is likely to perform well when it is properly maintained. Functional drainage, ranked
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second
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Figure 9: Random forest ensemble variable importance. Both the mean (black dot) and the range across the
ten-member ensemble are depicted.
most important variable in the expert-based method, is the least important variable in the data-driven approach.
Given the limited variability of functional drainage in our data (Figure S2-1D), this variable may require
further evaluation. Furthermore, while the height of opening was identified to be relatively important in the
data-driven method, it was averagely weighted as only ‘slightly important’ by experts. Consequently, it was
removed from the analysis based on the selected threshold (Figure 4A).
Model performance was measured using the percentage of correct predictions in each damage class. Overall
(multiclass) prediction accuracy for the data-driven method (38 %) was higher than that of the expert-based
approach (30 %) by 8 %. Better performance of the data-driven method was not unexpected given that the
implemented approach (random forest) is a supervised learning method that uses the observed damage for
model training. On the other hand, the expert-based method was ‘unsupervised’ given that no data on
observed damage grade classes were used: it relies on a prior classification of buildings into resistance
(vulnerability) classes based on building and exposure characteristics, and a what-if analysis based on expert
knowledge. The data-driven method performed well especially for higher damage grades (classes 4, 5+6) with
predictions at over 50 % accuracy (Figure 7). The accuracy of the data-driven method dropped for low
damage grades, especially for damage class 3 with the least accuracy at 17%. Apparently, class 3 and class 4
are difficult to distinguish based on the available data, implying that the collected variables do not have
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enough explanatory power to better separate between these two classes. The low accuracy for class 3 is mainly
because observed damage class 3 instances are mostly overestimated and predicted as damage class 4.
Conversely, the expert-based method performed well at low damage grades (class 1+2, 48% and class 3, 38 %)
compared to high damage grades (class 4, 17% and class 5+6, 18%) (Figure 6). However, this can be
attributed to the fact that the expert-based method is biased towards underestimating the damage class in
general. Since low damage classes are predicted much more frequently, the number of correct predictions
seems to be high. At the same time, the number of buildings incorrectly predicted to belong to low damage
classes is high as well. These results suggest that the data-driven method outperforms the expert-based method,
especially for predicting damage classes 4 and 5+6. Results for low damage classes have to be interpreted
carefully. While the data-driven method generally overestimates low damage classes, the expert-based method
clearly underestimates high damage classes. The highest misclassifications in the data-driven approach were
related to 47 % of class 3 being predicted as class 4 (data-driven method). As highlighted earlier, the small
difference between moderate cracks (class 3) and heavy crack (class 4), might result in difficulty for the model
to distinguish the two classes. In the expert method, 50 % of class 4 and 41 % of class 3 were predicted as
class 1+2, further underlining how experts underestimated damage for low water depths. In both methods,
while class 1+2 has the highest cumulative prediction accuracy considering both methods (38% in the data-
driven and 48% in the expert method) class 3 had the worst performance (13% in the data-driven and 40% in
the expert method). In general, given limited research on typical sandcrete, clay, and mixed buildings used in
this study, and the unsupervised approach adopted by the expert-based method, a 30 % prediction accuracy is
considered satisfactory and demonstrates the potential of the method in data-scarce areas.
4.5 Model transferability
To ensure that the spatial extent of model applicability is not entirely limited to the selected study regions,
some steps were taken regarding data used and methods applied. For example, the use of a merged data set
(section 3.3) reduces model overfitting to a single event. In the expert-based method, experts were chosen
from different locations within Nigeria (section 3.3.1), so that variable (indicator) selection, weighting, and
what-if analysis were reflective of different regional damage drivers, physical geomorphology, and hazard
characteristics. On the other hand, the data-driven model implemented a nested resampling technique (sec
3.3.2) to allow for unbiased performance estimates on the combined data. Model results for training a random
forest model using data from study region 1 and testing on study region 2 show the same multiclass accuracy
of 0.38 similar to the model developed from the combined data set. Heatmap and mosaic plot (Figure S2-5)
generated from the confusion matrix of true and predicted damage classes show the highest prediction
accuracy for class 5+6 at 70%. All the other classes show low accuracies: class 1+2 (29 %), class 3 (24 %),
and class 4 (32 %).
Given the highlighted steps and the overall accuracy of the model (0.38) on a different flood event and spatial
location, the transferability of both models is highly plausible particularly in regions with similar building
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characteristics. In general, we further recommend the application of both methods in regions with comparable
building characteristics so that model transferability can be further evaluated. Alternatively, spatial resampling
such as spatial cross-validation can be used to alleviate the problem of spatial autocorrelation, which might
lead to overoptimistic results (Brenning, 2005; Schratz et al., 2019).
4.6 Model uncertainties and outlook
Several uncertainties regarding data collection and analysis exist. In this section, we discuss these
uncertainties and provide recommendations for future studies.
A basic input for the study is the field data collected by interviews. As a result, model output relies on the
accuracy of such data, which in turn partly relies on personal recollections by the building residents during
field interviews. Such personal reflections present some uncertainties especially if the field surveys were
conducted long after the flood event. In study region 1, field data collection was carried out eight months after
the flood. While data such as susceptibility, local protection, and exposure could be directly observed on the
field and satellite imagery, water depths are not directly deductible. Yet, a large percentage of the water depths
used in the study were based on personal reflections by building residents and not on measured watermarks. In
study region 2, field surveys were conducted three months after the flood event, hence, residents have a higher
tendency to remember flood depths with good accuracy. In general, floods are traumatic events (Fontalba-
Navas et al., 2017; Mason et al., 2010; Verger et al., 2003) and people affected by them do not easily forget
details about the events. However, where possible, data collections should be carried out as soon as possible
after flood occurrence to generally ensure higher accuracy in water depths.
Bivariate analysis showed that the distribution of some variables is skewed and the data-driven model may
favor factor levels that are over-represented. For example, variables such as functional drainage, natural
barrier, wall thickness are characterized by imbalanced factor levels, with one dominating manifestation of the
variable. However, since the random forest algorithm is a non-parametric classifier, there are no prerequisites
with respect to the distribution assumptions of input data. The repeated nested resampling strategy was applied
to obtain a robust model with honest performance estimates. Models fitted using a simple single train-test split
might still be prone to suffer from a slight bias caused by overfitting. For some variables, the disproportionate
distribution of the data (e.g. sandcrete block in wall material) is representative of the actual situation (see data
from (NBS, 2012)).
Additional uncertainties relating to non-inclusion of other variables that may influence building damage exists
(i.e. unobserved heterogeneity). For example, two resistance variables, building age and number of floors,
initially selected by experts had to be removed. The building age was highly incomplete because residents
could either not remember the year of construction or simply have no knowledge about it since they were not
the first to reside in the house. The number of stories was removed due to a lack of variability: out of the
entire data comprising 444 buildings, only one building was two-story while all the others were one story
(only ground floor). Other hazard variables that could have been interesting for the study were flood duration
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and velocity. Many residents qualitatively described how the flow approached at ‘high’ speed. Other residents,
especially those residing in clay buildings, suggested that their houses were damaged due to longer durations
of exposure to water. Given high uncertainties in translating qualitative and quantitative reports on flood
velocities and duration, both variables were excluded from the data. For example, many residents have stated
that during flooding, it is very difficult to keep track of time. Hence, in some cases reported durations for two
buildings next to each were more than six hours apart. A method for hydrodynamic modelling for data-scarce
regions without hydrological data has been proposed in (Malgwi et al., n.d.). Such methods provide a pathway
for flood data extrapolation (flood duration and velocity) to complement current efforts for flood damage
modelling in data-scarce regions.
Predicting damage grades presents a rather challenging task which is also evident from the mediocre
performance observed in the random forest model. Such difficulties are even more pronounced in regions
where policies on building standards are less well implemented, which results in substantial variation in
building quality and value (Englhardt et al., 2019; FGN, 2013; Malgwi et al., 2020). The variations in building
quality contribute to uncertainty in damage prediction since buildings within the same BRI category (poor,
moderate, good) may not incur comparable damage even when impacted by the same flood depth. The LPD
and HPD curves (Figure A1) are developed to reduce uncertainties inherent in each BRI class. We recommend
a further sub-classification within each BRI class such that MPD is only used for buildings that are more
comparable to the representative building. LPD and HPD are then applied to buildings with characteristics (or
calculated BRI value) deviating from the representative building. Where high variations in building standards
do not exist, the recommended additional sub-setting in each category will not be necessary. In general, we
recommend further performance assessment of the MPD, LPD, and HPD curves in different data-scarce
regions with comparable building characteristics.
Expert interviews are generally subjective, hence present some uncertainties. As a result, a high number of
experts are required so that results are representative. In practice, getting a high number of experts is not
always feasible, especially in regions where the required expertise is limited. In Nigeria, the challenge
regarding the low number of experts in flood damage and vulnerability assessment has been previously
pointed out by Komolafe et al. (2015). Our study included seven experts for indicator selection, weighting,
and what-if analysis. Selected experts were chosen from different geographical regions and fields of study,
which generally influences how they carry out the assessment. For example, in the what-if analysis, while
experts with an engineering background included ‘ground floor settlement’ in their assessment, it was partly
challenging for few others (with other backgrounds) to relate the variable with a water depth range. We
generally recommend that for future studies, the what-if analysis should be conducted within the framework of
a workshop during which all relevant information regarding damage states, water depth classification, and
representative buildings from BRI classes are properly discussed. Such workshops will reduce consequent
uncertainties that arise from knowledge gaps based on expert background. As highlighted above, the general
poor performance of expert-based assessment for higher damage may be related to using water depth ranges
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up to 500 cm. It would be interesting for future studies to re-evaluate the outcome of such what-if analysis
using a maximum water depth of 350 cm to evaluate the influence of maximum water depths on damage grade
estimates.
The results of the sensitivity analysis are shown in Figure S2-6. Generally, percentage mean correct
predictions for varying threshold values were marginally comparable across each data set. The highest
variation in prediction accuracy within the same data was within a 5 % difference as observed in data set 2
between a threshold value of 5 and 6. Observed low sensitivity of varying threshold values might be related to
two reasons. Firstly, variables with low mean weights do not significantly contribute to the BRI, hence their
removal results in only slight (or no) changes on the BRI classification. Secondly, the quartile classification of
the BRI was relatively conservative since it maintains the same number of observations between each quartile.
Also, for the quartile classification, the classification of BRI moderate is relatively large (interquartile range).
As a result, it limits the ease with which small changes in BRI will alter a buildings’ class, except for
buildings at class boundaries. Generally, the low sensitivity of different threshold values suggests that even
with a low number of variables (e.g. only 5 variables at a threshold value of 6), relatively comparable model
performance can be achieved. Hence efforts required in undertaking field data collection can be drastically
reduced and methods for rapid building vulnerability assessment can be further enhanced. Figure S2-6
indicates that data from region 1 maintained a performance accuracy above 31 % but region 2 showed a
consistent low performance with an average of around 20 %. The reason for the low performance in region 2
is most likely attributable to a higher proportion of damage grade 4 at lower water depths (51 – 100 cm)
(Figure 2). Field observations showed that a high percentage of the buildings (in region 2) experienced either
(i) a ground floor settlement or (ii) disturbance to the compacted soil material directly below the ground floor -
in both cases, resulting in damage to the ground floor cover material (class 4). The frequency in damage class
4 for region 2 may be related to the soil properties and will need further investigation. The general low water
depths observed in study region 2 contributed to the low performance since the MPD curve underestimates
damage for low water depths. The standard deviation for the percentage correct prediction between the BRI
classes shows that study region 2 had the highest variation of percentage accuracy between BRI classes
compared to study region 1 or the combined data. The high variation in study region 2 shows that poor
prediction accuracy is related to one or two BRI classes showing significant low performance.
5 Conclusion
The development of flood damage models represents an important step towards flood risk disaster reduction
given its multiple applications in mitigation and emergency planning, economic loss evaluation, the cost-
benefit analysis for flood protection measures. However, the unavailability of well documented empirical data
has so far limited the application of flood damage models in several data-scarce regions. In addition, current
methods have either been limited to exposure assessment, identification of vulnerability indicators, or not well
representative of regional building types.
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In this study, we carried out a comparative assessment of a data-driven with an expert-based approach that
does not require empirical data. The comparative assessment aimed at evaluating the prediction accuracy of
the expert-based approach as well as gain understanding into regional damage drivers for typical building
types. Flood damage data, collected from two different regions in Nigeria, was used to evaluate model
performance. Data from the two study regions were used either combined to reduce model overfitting to a
single event or separate to enable an evaluation of model transferability.
Several conclusions can be drawn from the study:
i. Generally, experts underestimated the damage to lower water depths. The MPD curves predict
high damage (class 4, 5+6) only for high water depths (above 100 cm). However, the bivariate
analysis showed that high damage can occur at lower flood depths, for example, some buildings
categorized under BRI low incur a damage grade 6 from a water depth of 50 cm. The
underestimation of damage for low water depths consequently resulted in multiclass prediction
accuracy of 30 % by the expert-based model. However, given i) limited research on sandcrete and
clay building types, ii) observed variation in building standards, a 30 % performance accuracy is
considered satisfactory and demonstrates the potential of the method for data-scarce regions. The
bivariate analysis supports other studies that demonstrate high uncertainty in predicting building
damage using only water depths.
ii. Damage grade prediction presents several challenges especially in regions with relatively high
variation in building standards. Consequently, the data-driven method had an average
performance accuracy of 38 %.
iii. Both methods suggest that even at a reduced number of variables, comparable model performance
can be achieved. Hence, efforts and time spent on field data collection can be reduced or better
targeted to the most important variables. Similar conclusions were deduced in a recent study by
Papathoma-Köhle et al. (2019).
iv. Buildings within the BRI classes showed considerable differences for similar water depth range.
This suggests that achieving better performance with the expert-based method will require i) a re-
evaluation of the variables weights or classification scheme used or ii) incorporating additional
variables that were not considered in the study.
v. Both the expert-based and data-driven methods suggest that distance to channel, wall material,
building condition, and building quality are important variables to be considered for physical
vulnerability assessment in typical regions.
vi. Experts assessments, in particular the what-if analysis, might require a formal discussion (e.g.
workshop) to bridge knowledge gaps that arise especially when experts are from different fields
of study.
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vii. The combination of different physical vulnerability assessment methods shows good potential for
adapting flood damage models to regional situations typical for data-scarce areas. The inclusion
of local experts allows the model to be tailored specifically to regional situations.
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Appendix 1
Variable definition and measurement
Flood depth
The height of floodwater, measured from the ground level (not floor level) at a building location. These were
measured directly if flood marks were still visible or residents were asked based on personal recollections.
Construction material
The material used for erecting the walls of the building. The construction material was further classified into
wall material and thickness.
 Wall material: Three building materials are considered i) sandcrete block, ii) clay (burnt and unburnt),
and iii) Mixed (a combination of sandcrete block and clay). Usually, for the mixed class, sandcrete
block is used to a height of about 100 cm and the rest are completed using clay. The mixed system is
mainly used in regions that are exposed to floods providing a relative balance between safety and
construction cost.
 Wall thickness: This refers to the size (width) of the wall unit. Common widths for wall thickness
found in the study regions are 15 cm and 24 cm.
Building condition
Assesses the maintenance status or state of the individual components of a building. In our study region, we
carried out this assessment using scoring for different building components: i) 4 - very good (as new), ii) 3 -
good (light deterioration), iii) 2 - moderate (average or increased deterioration), and iv) 1 - poor (severe
deterioration) (Manager, 2017; Straub, 2009). Building components included in this assessment are: i) walls, ii)
doors and windows, iii) finishes or plastering, iv) flooring (part of the building the room stands on), and v)
roofing. The building condition is computed as an average of the assigned score overall building components
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Building quality
Relates to the conformity of the building to country standards. In order to be consistent with established
standards outlined in the Nigerian building code (NBC, 2006), building standard is assessed based on three
considerations: aesthetics, durability, and functionality. A scoring system is used to qualify conformity to
standards using i) 3 - good (high), ii) 2 - moderate (above average), and iii) 1 - poor (below average)
conformity. Four building components used for evaluating building standard includes; external walls, doors
and windows, roofing, and finishes or plastering. The building quality for each component is computed as an
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average of the score for aesthetic, durability, and functionality. An example for external wall is given in
equation A1. The building quality score is thereafter computed as the average of the score for all four building
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Height of opening
The height of opening is the distance measured from the ground level to the lowest part of the window. If the
window heights are different, the lowest window is used. The lower the height of opening, the faster flood
water can gain entrance into a building.
Building footprint
Taken as the external form (or outline) of a building. In our study regions, predominant building footprints
have been categorized into i) L-shape, ii) Rectangular, iii) irregular.
Ground floor elevation
The elevation of the building ground level (floor) or entrance partly influences the amount and time flood
water can gain access inside a building. In certain communities where floods are relatively common, residents
either raise the height of the building floor level or erect a small barrier at the doors as a local protection
measure.
Wall finishes/plaster
Materials used as cover to the main wall unit are commonly referred to as wall finishes. The use of wall
finishes varies from protection and aesthetics. While the recommended practice is the use of plaster on the
entire building, (NBC, 2006) this is not necessarily the case in many buildings. To accommodate these
differences, we further categorize wall finishes/plaster into i) plaster material, and ii) plaster extent.
 Plaster material: The material used for plaster categorized into i) cement and sand, ii) clay, and iii)
none (no plaster).
 Plaster extent: The proportion of wall that is plastered categorized into i) complete, ii) partial, and iii)
none (no plaster).
Fencing
Refers to a walling unit erected around a building. In Nigeria, the practice of building a fence is relatively
common. Although fences can primarily be for controlling access, they reduce the direct impact of the flood
on buildings. We further classify fencing into i) fencing material, and ii) fencing extent.
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 Fencing material: The material used for the fencing influences how much pressure it can withstand
from the flood. The fencing material is classified into i) sandcrete blocks, ii) clay, iii) mixture of
sandcrete blocks and clay, iv) others (Zinc metal and thatched), and iv) none (no fencing erected)
 Fencing extent: Fencing can be erected around the entire building or allowed to cover only part of a
building. Three classes of fencing extent used in this study include i) complete (fencing covers the
entire building), ii) partial (fencing covers only a part of the building), and iii) none (no fencing
erected)
Distance to river channel
The distance between a building and the river channel is expressed using the variable distance to river channel.
Distance to channel is usually limited to the flood extent since only buildings affected by the flood are
included in this assessment.
Functional drainage
Drainages function to provide channelization of excess runoff. Where such drainages are not available or are
non-functional (e.g., blocked by debris), excess runoff can quickly result in floods. In Nigeria, some studies
(see (Adeleye et al., 2019; Musa et al., 2015; Okoye et al., 2015)) have shown that the availability (or
functionality) of drainages have remarkably contributed to flood occurrence and subsequent building damage.
Here, we categorize functional drainage into two i) yes (available), and ii) no (not available or non-functional).
Natural barrier(s)
The presence of vegetation (grasses, trees) around a building is expected to influence the velocity of flood
water as it approaches the building. Here, each building is classified into to i) yes (existence of a natural
barrier), and ii) no (no natural barrier) around the building.
Sheltering
The availability of a structure in between a building and a flood source or preferable water path (e.g., river
channel or roads) influences the impacting force (Maiwald and Schwarz, 2012). Sheltering refers to the
relative protection of one building by another. Such that a direct impact is reduced or avoided. In our study,
similar to Maiwald and Schwarz (2012), two considerations are used to classify a buildings’ sheltering status:
spatial location of a building relative to the river channel and other buildings, and direction of river flow.
Buildings are classified into i) direct (complete), ii) partial (moderate), and iii) no (none) sheltering.
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Figure A1: Lower and higher probable damage curves for (A, B) poor, (C, D) moderate, and (E, F) good BRI
classes respectively.
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In its entirety, this thesis aimed to develop and test a new physical vulnerability model (PVM) to provide
insights on floods that occur in data-scarce locations, so that the associated impacts can be better characterized
and predicted. To achieve this objective, three research questions were developed and previously outlined in
section 1.4 in Chapter 1. This section provides a comprehensive summary of how each of the formulated
research questions have been addressed.
Research question 1: How can existing PVMs be utilized to develop a new model based on i) reduced
requirements for empirical data and ii) that considers multiple damage influencing variables?
In Chapter 2, a new PVM was conceptualized for data-scarce regions. First, an extensive review of state-of-
the-art pertinent to how physical vulnerability assessments have been conducted provided the necessary
background and motivation that drove the development of the new concept. The review evaluated existing
PVMs, focusing on reduced data requirements and the integration of multiple damage influencing variables.
Based on the aforementioned criteria, PVMs that were investigated covered a range of vulnerability indicators,
damage grades, stage-damage curves and multivariate. The new PVM systematically combined specific
aspects, or complete frameworks, past studies and tailored these for data-scarce areas.
In particular, the new PVM was developed on the vulnerability indicator, so that a multi-variable approach is
supported. Several damage influencing variables (or indicators) collected through expert interviews are
aggregated to characterize building resistance (Building Resistance Index (BRI)), relative to another building
considering similar hazard magnitudes. The BRI combined three categories of variables: building
characteristics, local protection measures and building exposure. These variables provide an overarching
assessment of vulnerability, which influences variables with respect to building resistance. A notable
advantage of using regional expert knowledge is the reduced reliance of the new PVM on empirical data.
More specifically, the integration of this knowledge supported both the identification of damage drivers
through the vulnerability indicator approach and the performance of what-if analysis to relate building damage
to damage influencing variables.
The new PVM relies on the working assumption that buildings classified within the same vulnerability
category will incur similar damage when exposed to the same hazard level (Schwarz and Maiwald, 2008;
Maiwald and Schwarz, 2015). For example, while Schwarz and Maiwald (2008) developed a building-type
(e.g., clay, masonry, reinforced concrete) vulnerability classification for buildings in Germany, they also
showed that this classification can be extended to buildings with different structural characteristics, from
which comparable damage can be expected for a similar range of flood characteristics. In the new PVM, the
classification of the BRI into three discrete vulnerability classes (low, moderate and high), before performing
the what-if analysis, is a particularly innovative feature. By using these BRI classes, the what-if analysis is
better targeted for buildings with similar vulnerability characteristics. For example, in Nigeria, given the
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significant difference observed in building standards, a what-if analysis generalized for sandcrete block
buildings will be highly uncertain with a large scatter in terms of building damage for the same flood depth.
However, the BRI classification improves this uncertainty by categorizing buildings with similar
characteristics based on exposure, susceptibility and local protection.
The use of damage grades to communicate hazard consequences provides a good basis for developing PVM in
data-scarce areas. This is because damage grades can be compiled and developed from a literature review and
the analysis of damage reports or pictures uploaded to social media platforms after the occurrence of a hazard.
Apart from providing a usable alternative, especially where monetary loss data is unavailable, damage grades
are not influenced by cost variations (or fluctuations in market prices). Hence they can be easily applied to
compare damage incurred across hazard events and between different regions. Damage grades are also
transferable, especially within areas where comparable building types are found. Damage grades are simplistic
and easy to use. Consequently, it can be an effective tool to communicate disaster consequences to
stakeholders and to provide support for subsequent decision making. Additionally, damage grades can be used
to raise awareness in communities that are exposed to hazards to encourage the adoption of suitable mitigation
or local protection measures.
While the new PVM can be fully implemented using expert knowledge, a likely limitation is that such
evaluations can be subjective, where the subjectivity stems from differences in knowledge or domain of
specific expertise. Methods such as the Analytical Hierarchal Process (AHP) (Saaty, 1980) have been used to
assess and report the level of subjectivity using the consistency ratio (e.g. Dall’Osso et al., 2009). However,
the AHP requires extensive expert training and efforts to develop (JRC, 2008). In any case, it is considered to
be best practice to include several experts to ensure that results are representative and transferrable to more
general conditions (i.e have not been overfitted to limited perspectives or interpretations) (JRC, 2008). In the
new PVM, three damage states were proposed for the what-if analysis: low probable, most probable and high
probable damage. These concept for the damage states, adopted from the vulnerability classification by
Schwarz and Maiwald (2008), is used to quantify the range (scatter) within which the expected damage would
lie for each BRI class. The damage states show the lowest (low probable), likely (most probable), and highest
(high probable) classes of damage grades for each of the synthetic water depths.
A combination of existing physical vulnerability assessment methods have been used to develop a concept for
a new PVM for data-scarce regions; in particular, it uses a multi-variable approach and does not require
empirical data for implementation. The integration of expert knowledge allows the model to be adapted to
reflect specific regional characteristics. The entire workflow for developing the new approach is customizable
and modular: the separate components (vulnerability indicators, damage grades, what-if analysis) can be
updated individually or in combination, as empirical data becomes available. Alternatively, updates can be
performed as new insights from other studies are available.
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Research question 2: How can a hydrodynamic model be utilized to reconstruct plausible scenarios of past
flood events in areas without hydrological data, such that modelled results have an acceptable accuracy and
can be extrapolated to further develop PVMs?
In Chapter 3, a method for reconstructing plausible scenario of past-floods without hydrological data was
developed and tested using the 2017 flood event in Suleja/Tafa. The selected flood event and case study were
particularly challenging to analyze, since it was characterized by interactions from five river reaches. However,
the complexity associated with this event was an opportunity to further demonstrate the applicability of the
proposed method on multiple river networks. The key feature for the scenario reconstruction is the use of post-
event, spatially distributed flood depths and flood duration data, which were collected through interviews. The
workflow in the approach utilizes four rounds of simulations that aimed to minimize the root mean square
error (RMSE) between collected observed data and simulated data at identified building locations. The
iterative steps for minimizing the RMSE were necessary, given that PVMs depend on reliable estimates of
flood characteristics at building locations. The global RMSE (gRMSE) after simulating the entire river
network, was 0.61 m, a value that falls within the water level accuracy of similar studies using hydrodynamic
models. Schumann et al. (2015) highlighted that simulated water level accuracies normally lie between a few
centimetres to 1 – 2 m; the study results were within this range. Within this level of accuracy, modelled flood
depths could be extrapolated beyond the spatial extent of the collected data as a means to increase the number
of observations used to develop PVMs in data-scarce regions.
The use of the hydrodynamic model, CAESAR-Lisflood, in combination with data from interviews offered
several interesting applications for data-scarce locations. CAESAR-Lisflood has a reduced data requirement:
in particular, only the choice of a representative Manning’s coefficient was needed for model calibration. The
model can operate on reach mode, whereby discharge is introduced at defined upstream locations. In addition,
modelling at reach scale supported modelling to be carried out for a specific location of interest and not
necessarily for the whole catchment.
Basic data required for the modelling, flood depths and durations, can be collected from households through
interviews. Generally, these interviews should be carried out at the earliest possible chance after the
occurrence of floods, so that participants’ memories are fresh and they are able to recall details with higher
degrees of certainty. Interviews also allow for researchers to interact with residents in affected communities
and follow-up questions can be posed to validate reported details. Assumpção et al. (2018) noted that this one-
on-one validation is especially important for participatory approaches, given that community residents are
usually non-experts. Also, with increasing access to the Internet and technologically equipped devices (e.g.
smartphones), participatory approaches involving the use of social media platforms for data collection can be
further optimized.
Within a broader context, several interesting deductions, especially for hydrodynamic applications, can be
made from the results of this study. Firstly, the study has extended the application of data collected based on a
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combination of participatory approaches. In particular, while previous studies that used field interview data
were restricted to GIS-based mapping of floods, the new method extends the application to hydrodynamic
modelling to provide a more physically based approach. In this way, flood hazard assessment within these
regions can include i) floodplain and channel roughness and ii) flow interactions between multiple rivers.
Secondly, the study provided a simple pre-processing workflow to support the recreation of river channels that
are not well represented in low-resolution digital elevation models (DEMs). The re-created channel, based on
contour maps derived from the DEM and satellite images, improved the spatial alignment of the channel,
which in turn, contributed to improving overall model accuracy (i.e lower RMSE). Given that in many data-
scarce locations, available DEMs used for flood hazard assessment are limited to globally available Shuttle
Radar Topography Mission (SRTM) with 30 m or 90 m spatial resolutions, the procedure implemented in this
study demonstrated how to improve river channel alignment without the need for additional resources that
may otherwise be expensive to acquire. Furthermore, while the current method for estimating peak discharge
has only been demonstrated for single river channels (e.g. study by Borga et al., 2019; Bronstert et al., 2018),
this study provided a first step to extend the application for multiple river channels. This was achieved by
modelling upstream and downstream reaches separately using synthetic hydrographs (as proposed by Zischg
et al., 2018) and examining the combined effect of upstream peak discharge on the downstream catchment.
Although the developed method aimed to facilitate the extrapolation of flood characteristics at building
locations, only modelled flood depths are currently possible. Although flood velocities can be additionally
extrapolated from the CAESER-Lisflood outputs, additional data may be required to calibrate the model to
improve the associated accuracy. Collection of flood velocity data in the field is rather difficult since, in many
post-event situations, only qualitative descriptions (e.g. slow, moderately fast, very fast) can be provided,
without the availability of an extensive network of in situ, ground-based measurement instruments. Such
qualitative data are challenging to compare with the quantitative outputs from the hydrodynamic model. On
the other hand, where videos of the events are available, the presence of transported objects relative to fixed
references per frame can be used to estimate flow velocities. However, this method may require high levels of
spatial and temporal referencing to precisely determine at which point of the hydrograph (rising or falling limb)
the velocity is defined.
Research question 3: How does the new PVM perform against a traditional (existing) PVM using damage
prediction accuracy and identified damage drivers as a set of evaluation metrics?
In Chapter 4, the application of the new PVM (here referred to as the expert-based approach) was evaluated
against a multivariate (data-driven) approach developed using random forests. The selection of a multivariate
method for comparison is based on the recognition that it provides the most reliable results on damage drivers
and in terms of damage prediction accuracy to date. The comparison, which was realized with the use of data
sets from two study regions in Nigeria, aimed to evaluate the applicability of the new approach in data-scarce
locations. Prior to implementing both methods, a set of damage grades was developed. The six-class damage
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grades (with classes 1-6) was the first for sandcrete and clay building types. It describes damage patterns that
are repeatedly observed in the region. Due to data limitations, however, only four damage grades were tested
in this study. Damage grades with similar degree of damage were combined into single classes (i.e class 1+2,
class 3, class 4, class 5+6) (supplementary material, Figure S2-3).
For the expert-based method, which was implemented following the steps described in section 5 in Chapter 2,
the development of the building resistance index (BRI) provided the basis for a vulnerability classification
(poor, moderate and good). For each of the three BRI classes, an ordinal logistic regression model was applied
to relate predicted damage grades by experts after the what-if analysis to water depth (Figure 5, Chapter 4).
The logistic regression provided a suitable separation for expected damages such that for a given BRI class
and water depth, a most probable damage class can be assigned. The data-driven approach addressed the same
problem by generating ensembles of random forest models.
The results show that while the expert-based approach obtained relatively higher predictive accuracy of 48%
and 38% for lower damage grades (classes 1+2 and 3 respectively), the performance dropped for higher
damage grades (classes 4 and 5+6) to 17% and 18% respectively (Chapter 4, Figure 6). Conversely, the data-
driven method attained higher predictive accuracy for higher damage grades (53% for Class 4 and 51% for
class 5+6), which dropped at lower damage grades (38% for class 1+2 and 13% for class 3) (Chapter 4, Figure
7). The highest misclassification for the data-driven method was misclassifying class 3 as class 4. In the
expert-based method, half of class 4 buildings were incorrectly predicted as class 1+2. The comparably higher
predictive accuracy of the expert-based approach for low damage grades is likely because a high percentage of
the data have water depths less than 150 cm and within this range, the MPD curve (Chapter 4, Figure 5)
mostly predicts low damage grades. On the other hand, the low predictive accuracy of the expert method for
high damage grades is attributed to a general underestimation of damage at low water depths. The overall
multi-class predictive accuracy for the expert-based and data-driven methods was 30 % and 38 % respectively
(Chapter 4, Figure 6 and 7).
In addition to the MPD curve, the expert-based method generated high probable damage (HPD) and low
probable damage (LPD) curves for all three BRI classes (Chapter 4, Figure A1). Unlike the MDP curves, the
LPD and HPD characterize the range for lowest and highest probable damage grade at given flood depths for
each BRI class.
In general, the predictive accuracy of both models is likely influenced by a variation in compliance with
building standards at both study locations. As reported by FGN (2013), over 60 % of households build their
houses without using the services of designated institutions. The implication of this practice is the fact that
strict adherence to building codes may not be followed, leading to significant variation in building quality.
Owing to this practice, a large amount of scatter is expected in building behaviour (or damage) and likely
influences predictive accuracy. In both models, the variable ‘building quality’ was used to characterize
building standards using a combination of three factors: functionality, durability and aesthetics (Chapter 4,
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Appendix), as defined in the Nigerian building code (NBC, 2006). However, it is unlikely the variable
(building quality) adequately captured the difference in building standards and may require further evaluation.
Furthermore, damage influencing variables indicated as high importance were partly similar across both
models. A complete list of damage influencing variables used to develop both models is shown in Chapter 4,
Table 1. For the expert-based model, distance to channel, building condition, functional drainage, building
quality, ground floor elevation and wall material were the most important variables identified by experts, in
the order of importance (Chapter 4, Figure 4). Other lower scored variables include natural barriers, fencing,
sheltering and wall plaster. In the data-driven method, wall material and distance to channel were identified as
the most important variables (Chapter 4, Figure 9). Other successively important variables include wall
thickness, building condition, ground floor elevation, building quality, height of opening and sheltering. In
comparison, variables identified by both methods as important for PVM include: distance to channel, wall
material, building condition and building quality. A disparity in variable importance between both methods
was identified with the functional drainage variable. While functional drainage was the third most important
variable identified by experts, it was the least important in the data-driven method. However, low variability
in the data for functional drainage may have influenced its performance in the random forest model. As a
result, the variable is subject to further evaluation.
The application of the expert-based and data-driven models have highlighted several other interesting
suggestions that are important to consider to support physical vulnerability assessments. Firstly, experts tend
to underestimate damage at low water depths. Experts may linearly relate water depth and damage such that
high water depth is associated with high damage and low water depths is associated with low damage. From
the bivariate analysis, however (Chapter 4, Figure 2), high damage grades were observed even at low water
depths. As a result, we can deduce one of the following possibilities. Firstly, other variables that were not
considered strongly contributed to the observed damage. Secondly, given that the proportion of damage at low
water depths was predominantly observed in study region 1 than in region 2, damage drivers, even for
comparable building types, may differ between the two regions. Furthermore, both methods have shown that
flood damage modelling can be carried out even with a reduced (or optimal) number of variables. This was
evident from the sensitivity analysis for the expert-method and the results of the data-driven approach; both
demonstrated that similar prediction accuracy can be achieved after including main damage variables. This
finding was similarly noted by Papathoma-Köhle et al. (2019) and is particularly important, given that it holds
the potential for reducing the high variable data requirements of multivariate PVMs. The lower number of
variables requirements translate to less time, cost or physical efforts in data collection. Furthermore, since
decision makers find it difficult to handle too many indicators or variables (Barroca et al., 2008), an approach
that returns usable insights with a lower number of variables offers a viable alternative. Additionally, the new
approach has extended the application of vulnerability indicators from their previous use in relative
vulnerability assessments to their inclusion to return damage predictions. This was achieved by applying the
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developed index for a vulnerability classification (BRI classes) and customizing the what-if analysis for
specific vulnerability classes.
The study presents one of the first detailed comparisons of physical vulnerability assessments between expert-
based and data-driven methods, using two independent data sets. It provides insights from data-driven
methods so that the underlying theory for expert methods can be evaluated, and where possible, improved to
support overall disaster risk reduction in data-scarce areas. Using more than one dataset provided a better
opportunity for evaluating model transferability more critically than with a single case study alone. The data-
driven model achieved the same mean performance accuracy (38%) when it was trained on data from study
region 1 and tested on data from study region 2. This suggests that damage influencing variables and building
damage mechanisms for both study regions are similar and that the model is transferable between the two
cases. On the other hand, the expert-based model showed a 34% and 23% mean performance accuracy for
data from study regions 1 and 2, respectively. This difference was partly influenced by high damage grades




As the frequency and severity of floods continue to rise globally, decision makers are faced with the challenge
to take effective actions to reduce consequent risk. In many data-scarce regions, flood risk driven by climate
change and an increase in urban encroachment on floodplains are already increasing. Physical vulnerability
assessments provide a knowledge base for identifying drivers of flood damages and predicting where
significant damages are to be expected.
This thesis aimed to develop and test a new PVM to improve the characterization and prediction of flood
impacts in data-scarce regions. This overall aim was achieved with three research objectives: i) existing
methods were thoroughly reviewed to conceptualize a PVM approach that can be tailored for regional
situations in typical data-scarce areas (Chapter 2); ii) a hydrodynamic modelling approach that uses field
interview data was developed and evaluated to reconstruct a past flood scenario in a data-scarce location to
extrapolate modelled flood characteristics for use in a PVM (Chapter 3); and iii) the applicability and
performance of the new PVM approach was tested by comparing the results with existing methods (Chapter 4).
Two study regions in Nigeria were selected for as representative data-scarce locations; field data collection
campaigns were carried out to evaluate the developed methods.
From this set of objectives, a combination of physical vulnerability assessment methods were considered to
develop a new PVM that is tailored for data-scarce regions (Chapter 1). The new PVM has reduced data
requirements and can be fully implemented by experts. It systematically combines vulnerability indicators,
damage grades and synthetic what-if analysis for modelling flood damage. The method is characterized by a
flexible workflow that can be adapted to specific regional situations. Vulnerability indicators, damage grades
and results of the what-if analysis can be updated as more information on risk drivers or damage patterns
becomes available. The new method is transferable and can be applied to areas without empirical damage data
by including knowledge provided by regional experts.
The new PVM requires flood depths at respective building locations to make damage predictions. As a result,
an approach was developed for extrapolating higher quantities of point-based flood depths, especially where
hydrological data is unavailable (Chapter 2). The method was tested using i) an open-source hydrodynamic
model (CAESAR-Lisflood), which requires minimal parameterization (only representative Manning’s
coefficient) and ii) 300 spatially distributed observation data points with flood depths and flood durations
collected through interviews. Furthermore, for further application in typical data-scarce areas, the modelling
method uses a globally available DEM and a synthetic hydrograph to set up initial conditions. An overall
global RMSE of 0.61 m between the observed and modelled flood depths, demonstrates the applicability of
the method for the extrapolation of modelled flood characteristics for further use for the development of
PVMs in data-scarce areas. In addition, scenarios with higher flood depths can be investigated with this
method, so that high risk buildings (i.e. buildings with high damage grades) can be identified for mitigation
and emergency planning. This possibility had not yet been thoroughly explored and tested; the preliminary
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findings from this thesis encourage the dedication of further efforts in this direction, including more
comprehensive evaluations extended to comparable data-scarce and flood prone locations.
The recommendation is predicated on the successful application of the new PVM for assessing the physical
vulnerability of buildings in Nigeria. With an output showing i) moderate predictive accuracy and ii)
similarity in important damage drivers, in comparison with a multivariate method, the applicability of the new
approach as a first step for physical vulnerability assessment is demonstrated. These outputs are important for
disaster management; for instance, policymakers can recommend or pass regulations with respect to the
minimum distance buildings should be located from river channels or the type of wall materials that should be
allowed within a certain distance to floodwater sources. In addition, the building resistance index (BRI) can
quantify buildings that are at higher risk for a given flood scenario. The multi-class predictive accuracy of the
new expert-based method is moderate. Given the limited information on sandcrete and clay buildings and the
high degree of variability in terms of pre-flood event building standards, the performance of the new PVM is
considered to be satisfactory and its application for use in data-scarce locations is well demonstrated. The
developed damage grades used in the study are the first for sandcrete and clay building types, which are
simple representations of commonly observed damage patterns within a region. Damage grades are a
compromise between the need for detailed information and simplicity of use (Blong, 2003). Therefore, they
represent a first step towards an alternative to represent flood hazard consequences where detailed monetary
loss information cannot be acquired. As data and information on damage drivers and damage patterns become
more available, vulnerability indicators, damage grades and results of the what-if analysis can be updated to
improve the performance of the new PVM.
Overall, the thesis achieved its central objective, which is to develop and test a new PVM. Through this
project, important methods were developed, which have contributed to improving the characterization and
prediction of flood impacts. The applicability of the new model is twofold: it can be applied to evaluate the
pre- and post-disaster conditions of buildings. These methods bridge the gap between the theory of physical
vulnerability and practice. Identified damage drivers (vulnerability indicators) provide decision makers with
viable information that can be used to design suitable strategies to address disaster risk. Also, future damage
potential in exposed communities can be investigated to support emergency and mitigation planning and
economic loss assessments, based on scenario reconstruction and application of the new PVM.
With the expected increase in extreme events and uncertain coping capacity of communities to disasters, the
findings of this thesis provide an important first step for disaster management in data-scarce regions. Decision
making in Nigeria, as well as in many African countries where sandcrete block and clay buildings are
common, can use the findings from this study and adapt the proposed methods to gain a better understanding
of physical vulnerability to floods as well as strategize to reduce impacts of hazard occurrence such as the
2012 Nigerian floods. The workflow for the new PVM and hydrodynamic modelling is transferable and can




This thesis describes the development and evaluation of a new physical vulnerability model (PVM) to
characterize and to predict flood impacts in data-scarce regions. While the findings are encouraging,
especially given the data availability constraint and the high motivation to obtain usable information to
characterize flood risk, further research is recommended.
Firstly, the upscaling of the new PVM from a building-scale to a larger (meso-)scale is recommended to
facilitate regional physical vulnerability assessments. The availability of large-scale building data sets for
several African countries such as the ImageCAT (ImageCat et al., 2017) provides a potential starting point for
regional assessments. The ImageCAT database combines data from remote sensing, population census and
literature reviews to provide information on the number of buildings, total floor area, and construction types
for rural and urban areas. An example of such an upscaling assessment for PVMs was carried out by Kreibich
et al. (2016). Such regional assessment is important for disaster management decision-making at the city level
by stakeholders.
Secondly, the entire workflow that was developed for reconstructing past flood scenarios should be validated
in a typical data-rich region to further evaluate the plausibility of model outputs. In addition, while this study
has highlighted several sources of uncertainty inherent in flood scenario reconstruction, these uncertainties
have not yet been quantified. For example, in the hydrodynamic modelling component, an important source of
input data that was collected is flood depths at building locations. Many of these data points are based on an
individual’s recollection of the flood events. In reality, the actual flood depth may be within a range of a few
centimetres (e.g. +/- 10 cm) of the reported flood depths. Using this range, the peak discharge on each reach
and the combined peak discharge of upstream reaches is more realistically represented as a range of values
rather than as single values. As a result, future studies should investigate the sensitivity of the developed
approach to the variability of reported flood depths. A method shown by Sy et al. (2020), whereby the
consistency of information provided by an interviewee is compared between multiple sources can be adopted.
For example, two or three people within a household can be independently asked to report the flood depth to
establish an approximate upper and lower limit.
A further examination of damage influencing variables for sandcrete and clay buildings is also recommended.
This is because buildings within developed BRI classes still show a substantial difference at similar water
depths. Although the variation in building standard has already been identified as a likely cause, other
variables such as flood velocity and duration may additionally play a role. Future studies should focus on
estimating the scatter of structural behaviour within each BRI class.
Furthermore, due to data limitations, it was only possible to evaluate four damage grade classes (class 1+2,
class 3, class 4, class 5+6), instead of the original six-class that were defined. Given that this combination of
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damage grades may lead to ambiguous classifications, it is recommended that the application of the full six-
class damage grades be explored.
Also, another important recommendation for future research is to link the developed damage grade classes to a
repair cost so that the application of the new PVM can be extended for monetary loss (absolute or relative)
assessments. In general, monetary values of damages are important for i) economic assessment of disaster
impacts, ii) cost-benefit assessment of flood protection or local mitigation measures, and iii) estimating
compensation cost for victims of flood impacts. Knowledge from civil engineers, quantity surveyors or local
technicians can be consulted to provide realistic estimates of repair costs associated with each damage class.
Generally, given that repair cost is related to the building type, the susceptibility variables, combining building
characteristics such as wall material and thickness and building quality can be integrated as a component to
estimate repair costs since it contains information on the structural type. A similar approach was used in
Maiwald and Schwarz, (2015) whereby loss is estimated as a function of building type and flood depth.
In general, the thesis explores methods by which limited information in data-scarce areas can be utilized to
obtain usable insights to support disaster risk reduction in Nigeria and other typical data-scarce areas. As data
on flood characteristics and damage becomes more available, the developed methods should be continually
improved and updated to further underpin physical vulnerability assessment in data-scarce areas.
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1 Supplements to Chapter 3
1.1 Supplementary Material 1: Questionnaire for field data collection
1.Was there contact between the building and floodwater? [Yes] [No]
If yes;
 Was it only with the external wall or was there water intrusion? …………………………….
 How long was the contact with the building wall? ……………………… (hours/days/weeks)
 What was the (estimated) height? ……………………………….…………………… (cm, m)
 Was there a large amount of mud, coarse debris like pebbles or stones (or other transported material)
along with the floodwater? [Yes] [No]
If yes, comment on the kind of material and the deposition height on the wall
…………………………………………….…………………………………………………………..
2. Do you have any remaining flood mark on any part of your building? [Yes] [No]
If yes, Take photograph.
3. Were the floodwaters moving fast or slow? How could you simply describe the speed? How would you
compare it with a normal human walking pace? On what day was it?
Describe: …………………………………………………………………………………………………………
4. Do you have any video or pictures you took during the flood event? [Yes] [No]
If yes, could I use it for research purpose?
Comment: …………………………………………………………………………………………
5. Have you experienced a flood of this magnitude (bigger or smaller) in this area before? [Yes] [No]
If yes, what year? ……………………………what was the flood height?.........................................
Additional comment about the earlier flood
…………………………………………………………………………………………………………
6. Is there any flood mark on any object (building, trees etc.) close by? [Yes] [No]
If yes, describe object…………………………………………………………………………………
Coordinates: LONGITUDE ………………………...LATITUDE……………………………………
Flood depth on neighbouring object........................................................................................................
Additional Comment …………………………………………………………………………………………..
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1.2 Supplementary Material 2: Figures

















Reach 1 0.5 0.675 78.3 -50 -11
0.75 0.674 83.3 -25 -5
1 0.676 88 — —
1.25 0.68 88.3 25 0
1.5 0.683 98.3 50 12
Reach 2 0.5 0.489 73.3 -50 -8
0.75 0.492 76.6 -25 -4
1 0.494 80 — —
1.25 0.491 86.6 25 8
1.5 0.496 91.6 50 15
Reach 3 0.5 0.425 64 -50 -11
0.75 0.425 69 -25 -5
1 0.435 72.3 — —
1.25 0.432 79 25 9
1.5 0.44 85.6 50 18
Reach 4 0.5 0.309 90 -50 -12
0.75 0.312 96 -25 -6
1 0.313 102 — —
1.25 0.323 108 25 6
1.5 0.331 116 50 14
Reach 5 0.5 0.507 128.3 -50 -13
0.75 0.512 136.6 -25 -7
1 0.526 147 — —
1.25 0.524 150 25 2
1.5 0.536 165 50 12
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Figure 1: RMSE between observed and simulated flood depths from models driven with linearly increasing
discharge and reductions in channel elevations of 0.5 m, 0.75 m, 1 m, 1.25 m and 1.5 m on (a) Reach 1, (b)
Reach 2 (c) Reach 3 (d) Reach 4 (e) Reach 5. Y-axis limits are shown for the range 0.3 m to 1.7 m
Simulations representing -/+ 25 % change in channel conveyance (channel lowering or raising by 0.25 m)
resulted in peak discharge between -7 % (reach 5) to 9 % (reach 3) relative to a 1 m channel lowering (see S2
Table 1). Whereas, simulations representing -/+ 50 % change in channel conveyance (channel lowering or
raising by 0.5 m) resulted in peak discharge between -13 % (reach 5) to 18 % (reach 3) relative to a 1 m
channel lowering (see S2 Table 1). While changes in channel conveyance between -/+ 25 % results in a
minimal change in peak discharge, changes between -/+ 50 % results in a moderate change in peak discharge.
Given our initial choice of a 1 m drop in channel elevation based on field observations, the actual channel
elevation is most likely within the -/+ 0.25 m change in channel elevation. However, in a worst case, a -/+ 0.5
m change in channel elevation does not drastically alter the peak discharge.





Figure 2: (a) Time-series of simulated flood depths for reach 5 using a hydrograph combination with peak
discharge of 147 m3s-1 (optimal shift) and peak discharge of 303 m3s-1 (no shift). (b) Observed flood depths for
reach 5.
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2 Supplements to Chapter 4
2.1 Supplementary material 1: Questionnaire 1
Building ID:………………………
General questions (Gq)
Gq.1. Where you residing in the building at the time of the flood? [Yes] [No]
Gq.2. Street name and house number; ………………………………………………………………………
Gq.3. Use of the building. Residential [ ] Commercial [ ] Religious [ ] Other…………………




Local protection (Lp) - (NOTE: building measures before flood event)
Lp.1.Was the ground floor elevated above the surrounding ground level? [Yes] [No]
If yes, by how many centimeters? ………………………………………………………………
Or estimate (in cm): [0 – 20] [20 - 40] [40 - 60] [60 – 80] [80 – 100] [Above]
PLAN VIEW SIDE VIEW FRONT VIEW
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Lp.2. Is the building fenced/walled? [Yes] [No]
If yes, by which material? [Thatched] [Clay bricks] [Sandcrete block] Other………
Is the fence plastered? If yes, by which material? [Clay] [Cement and sand] Other?..............
Lp.3. Are the walls of the building plastered? [Yes] [No]
If yes, by which material? [Clay] [Cement and sand] Other?..................................
Lp.4. Are there other local protection measures? [Yes] [No]
If yes, describe; ………………………………………………………………………………………
Additional
Comment: ………………………………………………………………………………………………………..
Susceptibility variables (Sq). (NOTE) - Answers should relate to building status before flood event)
Sp.1.What is the building type (wall material)? [Stone Masonry] [Burnt Clay Bricks]
[Rammed Earth Wall] [Sun dried Clay Bricks] [Sandcrete Block] [Reinforced Concrete]
Other? Describe; …………………………………………………………………………………………….
Sp.2.What is the (mean) external wall thickness? [10 cm] [15 cm] [22.5 cm] Other…………………
Sp.3. What is the condition of the following building components? Give the condition that best describe the
building state before the flood event.
Walls/Columns/Beams (or lintels) Very Good Good Moderate Poor
Doors/Windows Very Good Good Moderate Poor
Finishes/Rendering Very Good Good Moderate Poor
Flooring (ground floor) Very Good Good Moderate Poor
Roofing Very Good Good Moderate Poor
Selected (overall) Building condition
Comment of any structural
deterioration; ……………………………………………………………………………………….......................
..
Sp.4.What is the shape of the building footprint? [L-shape] [Rectangular] [Square] [Round]
if other? …………………………………
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Sp.5.What is the material of the openings-doors and windows? [Wood] [Metal] Other …………………
Sp.6.What is the height of lowest windows (or other opening) above the floor level? If no precise value, give
best range. ……………………………………………………………………………………………………


















1 2 3 1 2 3 1 2 3
Ceiling height
(Standard is 2.4m)
Height of roof eaves
……………………………..
Height of roof ridge
……………………………..
Access to a public way/yard on
not less than one side
Yes No One room not less
than 12m2
Yes No
Adequate support to overhanging parts 1 2 3
External wall corner columns 1 2 3
Properly tied roofing parts and fascia 1 2 3
Selected (overall) Building standard
Sp.8.When was the building constructed? ………………………………………………………………………
If no precise date available, make best estimate. [Before 1995] [1996 - 2000] [2001 - 2005]
[2006 - 2010] [2011 - 2015] [After 2015]
Sp.9. What is the renovation status of the building at the time of the flood?
[Renovated] [Not renovated] [Newly constructed] [Newly constructed]
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Exposure variables (Ex)
Ex.1.What is the distance of the building to the closest following water-preferred-parts?
[Road]……………… [River/Water Channel]…………………… [City Drainage]….....................................
Other ……………………………………………………………………………………………………………
Ex.2.What is the mean elevation of the building above sea level? ...................................................................
Ex.3.What is the building location relative to other buildings? [Head] [Middle] [Stand Alone]
Ex.4. Are there natural barriers around the building? [Yes] [No]
If yes
describe; …………………………………………………………………………………………………………





Action variables: see supplements to chapter 2
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DAMAGE (NOTE: Answers should relate to the status of situation of the building immediately after the
flood)
D.1. Damage on the building
Building
Component






































































D.2.Was there damage to the fencing wall? If yes; Thick appropriate: [Yes] [No]
[Cracks: [Minor] – [Moderate] – [Heavy]] [Collapse: [Partial] – [Complete]]
If other: ………………………………………………………………………………………………………….
D.3. Did you observe the building impacted by any debris or other transported material, aiding failure? If yes,
Describe…………………………………………………………………………………………………………
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2.2 Supplementary material 1: Questionnaire 2
‘LEVEL OF INFLUENCE’ TABLE


























The table above is a ‘level of influence’ table with scores attached. This will be used to rank the extent to
which each parameter can influence vulnerability to buildings to flood in a region leading to damage(s). This
damage could be as small-scaled as moisture defects from water intrusion or as large scaled as a complete
collapse of the building.
NB: Please note that two parameters can be assigned the same level of influence if from your opinion that is
the best evaluation of the level of influence.
1. According to the ‘level of influence’ table, how would you rank the following SUSCEPTIBILITY
Variables based on their level of influence on building vulnerability to damage by flood.
Susceptibility Variables Level of influence Score
Building type (sandcrete wall, clay wall etc.)
Building condition
Shape of the building footprint (square, round, l-shape etc.)
Height of openings (e.g. windows)
Building standard (quality of construction)
Building age
Number of storey
2. According to the ‘level of influence’ table, how would you rank the following EXPOSURE
PARAMETERS based on their level of influence on building vulnerability to damage by flood.
Exposure Parameters Level of influence Score
Distance to preferred water path (river channel/road)
Height above sea level
Building location (are there buildings beside it or is it alone)
Presence of natural barriers (trees, bushes etc.)
Availability of functional drainage channel in the area
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3. According to the ‘level of influence’ table, how would you rank the following LOCAL
PROTECTION/RESILIENCE variables based on their level of influence on building vulnerability to damage
by flood.
Local protection variables Level of influence Score
Elevation of building above ground level
Fencing of the building (protection walls)
Finishes/rendering (plaster, tiles on building walls)
4. According to the ‘level of influence’ table, how would you rank the following ACTION (FLOOD
HAZARD) variables based on their level of influence on building vulnerability to damage by flood.





5. In comparison between SUSCEPTIBILITY, EXPOSURE, LOCAL PROTECTION variables, how would
you rank their level of influence on building vulnerability to damage by flood according to the ‘level of
influence’ table.





7. Do you think the local protection measures (outlined under resilience parameters) presently employed by
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2.3 Supplementary material 1: Questionnaire 3
Key issues for expert evaluation
The expert evaluation aims to utilize expert knowledge for predicting the level of damage that a building can
incur given a synthetic (scenario-based) flood depth. For this expert evaluation we have prepared following
evaluation structure:
We have, as representatives, three (3) categories of buildings (low, moderate and high building vulnerability)
classified based on building material, condition and quality (Figures 1, 2, 3-see page 2).
For each category of building, we ask that you assign the expected level of damage (Tables 1, 2, 3- see
expert evaluation sheet on pages 3, 4 and 5) a building can incur given a flood depth scenario between 0 to <
1m, 1 to < 2m, 2 to < 3m, 3 to < 4m, and 4 to < 5 m. Since we are aware that making exact predictions are
rather difficult and possibly have high uncertainties, we provide three probable damage categories that can
be used to capture the range of possible damage;
•Low Probable Damage (LP): Least possible damage from a given flood depth for a given building category
•Most Probable Damage (MP):Most likely damage from a given flood depth for a given building category
•High Probable Damage (HP): Maximum possible damage from a given flood depth for a given building
category
Please proceed first with making you familiar with the different categories of buildings on page 2. Afterwards
we kindly ask you to evaluate each building categories on the individual expert evaluation sheets. If you have
any questions, please contact me. On the last page you have the possibility to add further comments.
Thank you for supporting the research on physical vulnerability of buildings due to floods by sharing your
knowledge.
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Building categories based on high (Figure 1), moderate (Figure 2), and low (Figure 3) vulnerability
Figure 1: High vulnerability class. Buildings with poor building material, building condition and building
quality. NB: Please use these buildings only for ASSESSMENT SHEET 1 - Table 1
Figure 2: Moderate vulnerability class. Buildings with moderate (fair) building material, building condition
and building quality. NB: Please use these buildings only for ASSESSMENT SHEET 2 - Table 2
Figure 3: Low vulnerability class. Buildings with good building material, building condition and building
quality. NB: Please use these buildings only for ASSESSMENT SHEET 3 - Table 3
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TABLE 1 - EXPERT ‘WHAT-IF ANALYSIS’ ASSESSMENT SHEET 1
Category – HIGH BUILDING VULNERABILITY (see Figure 1)
(Buildings considered to have a generally low quality of construction, poor maintenance condition and poor plaster coverage and quality)
Low Probable (LP) damage (lowest possible damage from a given flood depth): LP damage should be lower thanMP and HP LP
Most probable (MP) damage (most possible damage from a given flood depth):MP damage should be between LP and HP MP





> 0 to < 1 m > 1 m to < 2 m > 2 m to < 3.0 > 3 m to < 4 m > 4 m to < 5 m
LP MP HP LP MP HP LP MP HP LP MP HP LP MP HP
Wall finishes –
plaster or tiles
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TABLE 2 - EXPERT ‘WHAT-IF ANALYSIS’ ASSESSMENT SHEET 2
Category – MODERATE BUILDING VULNERABILITY (see Figure 2)
(Buildings considered to have a generallymoderate quality of construction,moderate maintenance condition andmoderate plaster coverage and quality)
Low Probable (LP) damage (low possible damage from a given flood depth): LP damage should be lower thanMP and HP LP
Most probable (MP) damage (most possible damage from a given flood depth):MP damage should be between LP and HP MP





> 0 to < 1 m > 1 m to < 2 m > 2 m to < 3.0 > 3 m to < 4 m > 4 m to < 5 m
LP MP HP LP MP HP LP MP HP LP MP HP LP MP HP
Wall finishes –
plaster or tiles
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TABLE 3 - EXPERT ‘WHAT-IF ANALYSIS’ ASSESSMENT SHEET 3
Category – LOW BUILDING VULNERABILITY (see Figure 3)
(Buildings considered to have a generally high quality of construction, good maintenance condition and good plaster coverage and quality)
Low Probable (LP) damage (low possible damage from a given flood depth): LP damage should be lower thanMP and HP LP
Most probable (MP) damage (most possible damage from a given flood depth):MP damage should be between LP and HP MP





> 0 to < 1 m > 1 m to < 2 m > 2 m to < 3.0 > 3 m to < 4 m > 4 m to < 5 m
LP MP HP LP MP HP LP MP HP LP MP HP LP MP HP
Wall finishes –
plaster or tiles
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Figure S1: Variable factor distribution for combined data and individual data from study regions and 2






Cont. Figure S1: Variable factor distribution for combined data and individual data from study region




Figure S2: Spearmans’ correlation coefficient for (A) study region 1, and (B) Study region 2. Areas of squares
represent absolute values of correlation coefficients




Figure S3: Distribution of damage grade classes with a (A) 6-classes, and (B) 4 classes
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Figure S4: Normalized building resistance index (BRI) indices showing quantile classification used to
categorize buildings into BRI classes good (range from upper quartile and the maximum), moderate
(interquartile range) and poor (range between the lower quartile and minimum).
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Figure S5: Heatmaps generated from the confusion matrix for BRI classes (A) poor, (B) moderate, and (C)
good categories. Results for data-driven method trained on study region 1and tested on study region 2
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Figure S6: Sensitivity analysis for threshold values showing mean correct prediction (barplots) and standard deviation
(errorbars) across different data sets. Mean and standard deviations are calculated from percentage accuracy of the BRI
classes poor, moderate and good.
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Figure S7: (A) Heatmap and (B) Mosaic plot for evaluating model transferability in study region 2 based on model
training on data from study region 1 and testing on study region 2
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