Modelling residential-scale combustion-based cogeneration in building simulation by Ferguson, A. et al.
Strathprints Institutional Repository
Ferguson, A. and Kelly, N.J. and Weber, Andreas and Griffith, Brent (2009) Modelling residential-
scale combustion-based cogeneration in building simulation. Journal of Building Performance
Simulation, 2 (1). pp. 1-14. ISSN 1940-1493
Strathprints is designed to allow users to access the research output of the University of Strathclyde.
Copyright c© and Moral Rights for the papers on this site are retained by the individual authors
and/or other copyright owners. You may not engage in further distribution of the material for any
profitmaking activities or any commercial gain. You may freely distribute both the url (http://
strathprints.strath.ac.uk/) and the content of this paper for research or study, educational, or
not-for-profit purposes without prior permission or charge.
Any correspondence concerning this service should be sent to Strathprints administrator:
mailto:strathprints@strath.ac.uk
http://strathprints.strath.ac.uk/
April 29, 2010 9:56 Journal of Building Performance Simulation jBPS˙Stirling˙article
Journal of Building Performance Simulation
Vol. 00, No. 00, Month 200x, 1–19
RESEARCH ARTICLE
Modelling Residential-scale Combustion-based Cogeneration
in Building Simulation
Alex Fergusona∗, Nick Kellyb, Andreas Weberc, Brent Griffithd
aCANMET Energy Technology Centre, Natural Resources Canada, Ottawa, Canada;
bEnergy Systems Research Unit, University of Strathclyde, Glasgow, UK;
cSwiss Materials Science and Technology Labs (Empa), Du¨bendorf, Switzerland;
dNational Renewable Energy Laboratory (NREL), Golden, USA;
(Received 00 Month 200x; final version received 00 Month 200x)
This article describes the development, calibration and validation of a combustion-cogeneration model for
whole-building simulation. As part of IEA Annex 42, we proposed a parametric model for studying residential-
scale cogeneration systems based on both Stirling and internal combustion engines. The model can predict the
fuel use, thermal output and electrical generation of a cogeneration device in response to changing loads, coolant
temperatures and flow rates, and control strategies. The model is now implemented in the publicly-available
EnergyPlus, ESP-r and TRNSYS building simulation programs. We vetted all three implementations using a
comprehensive comparative testing suite, and validated the model’s theoretical basis through comparison to
measured data. The results demonstrate acceptable-to-excellent agreement, and suggest the model can be used
with confidence when studying the energy performance of cogeneration equipment in non-condensing operation.
Keywords: cogeneration; internal combustion engine; Stirling engine; building simulation; validation;
comparative testing
1. Introduction
Today, decentralized cogeneration systems are an attractive alternative to traditional, centralized
electrical supply. By exploiting the simultaneous electric and thermal output of cogeneration de-
vices, overall efficiencies greater than 90% (based on the lower heating value, LHV) are possible.
If managed carefully, these systems also deliver economic savings and greenhouse gas emission
reductions. (Knight & Ugursal, 2005)
Even though residential-scale fuel-cell- and combustion-based cogeneration devices are already
available in European, Japanese and North-American markets (Slowe, 2008), laboratory and
field-tests of cogeneration equipment have shown that the real-world performance of these de-
vices can be significantly improved. Entchev et al. (2004) tested a small-scale Stirling-engine-
based cogeneration unit in a residential test house, and suggested that performance might be
improved if the thermal storage was optimized to maximize run-time. Similarly, Haeseldonckx
et al. (2007) undertook a parametric modelling study, and demonstrated the performance and
greenhouse gas emissions of small-scale cogeneration devices are sensitive to the size of ther-
mal storage. More recently, Davis (2008) measured the performance of three residential fuel cell
systems, and reported that the efficiencies of these systems are well below current expectations
for this technology. Davis also noted that these systems do not fully utilize generated heat,
and suggests that reconfiguring the balance-of-plant equipment to exploit this heat may allow
∗ Corresponding Author. Email: aferguso@nrcan.gc.ca
ISSN: 1940-1493 print/ISSN 1940-1507 online
c© 200x Taylor & Francis
DOI: 10.1080/1940149YYxxxxxxxx
http://www.informaworld.com
April 29, 2010 9:56 Journal of Building Performance Simulation jBPS˙Stirling˙article
2
the cogeneration systems to match or surpass the performance of conventional, high-efficiency
heating and generation equipment.
Recognizing the importance of studying these systems, the International Energy Agency ap-
proved the formulation of a new research annex (Annex 42) under the Energy Conservation in
Buildings and Community Systems (ECBCS) implementing agreement. Key objectives of An-
nex 42 included the development and validation of simulation models for building-integrated fuel
cell, Stirling, and internal combustion based cogeneration systems, and the comparison of these
systems in different case studies. These activities are described on the ECBCS (2008) website,
which also provides copies of Annex 42 publications.
In support of Annex 42’s research objectives, we developed an empirical model suitable for
studying both Stirling engine (SE) and internal-combustion engine (ICE) cogeneration systems
in a whole-building simulation context. We also implemented the combustion-cogeneration model
in three publicly available building simulation programs: EnergyPlus (US Department of En-
ergy, 2008), ESP-r (University of Strathclyde, 2008) and TRNSYS (Thermal Energy Systems
Specialists, 2008).
To demonstrate that the combustion-cogeneration model can be used with confidence, we
undertook a broad validation effort using the principles put forth by Judkoff & Neymark (1995).
This effort vetted all three model implementations, and compared predictions to test results for
residential cogeneration equipment recently collected by other Annex 42 participants.
This paper describes our efforts. First, we review relevant portions of the combustion-
cogeneration model, and discuss methods to validate the model. Next, we describe the inter-
model comparative testing of the three model implementations. Finally, we discuss calibration
and validation of the model using the experimental data collected within Annex 42.
2. Model development
2.1 Prior work
The literature is rich with examples of SE and ICE models developed for general analysis of
combustion-based stationary and vehicular engines (Dochat, 1993; Ferguson, 1986; Hall et al.,
1990; Urieli & Berchowitz, 1984). But with few exceptions, these models focus on engine phe-
nomena occurring over very short time-scales (10−3–10−6 seconds), which are several orders of
magnitude smaller than the time scales used in building simulation (100–103 seconds). Applica-
tion of such a high-resolution models into a building simulation program is awkward; solving the
cogeneration device model at sub-second time-steps unduly lengthens annual simulations, and
scrutinizing the prodigious amounts of data these models produce to ensure the model performs
correctly is cumbersome.
Only a handful of researchers have applied SE- and ICE-cogeneration models to building
simulation. These range from highly detailed sub-cycle models that are better suited for engine
design and optimization, to simple, constant efficiency models that lend themselves to analysis
of entire housing stocks.
McCrorie et al. (1996) applied a detailed general ICE-analysis model to building simulation.
Their methodology required sub-cycle solution of the ICE-model’s state equations in concert
with characterization of the building’s performance over much larger time-scales. In addition,
McCrorie et al. divided the engine system into several control volumes representing the engine
walls, rotating mass and working fluid. While this model provides a rich description of engine
dynamics, it requires detailed measurements of engine dimensions, operating characteristics and
control parameters. Engine manufacturers do not commonly provide engine performance char-
acteristics at this level of resolution, and they cannot otherwise be obtained without rigorous
invasive testing programs.
Kelly (1998) proposed a cycle-averaged ICE model that ignores the sub-cycle behaviour of
the engine, and focusses instead on the slower thermal dynamics of the engine that affect its
April 29, 2010 9:56 Journal of Building Performance Simulation jBPS˙Stirling˙article
3
interactions with other components within the building. Like McCrorie et al., Kelly divided
the engine into numerous control volumes, and the resulting model requires a detailed engine
description that is not readily available.
Pearce et al. (1996, 2001) employed a much simpler approach. They used constant, annual-
averaged electric and thermal efficiency estimates to characterize SE-based cogeneration systems
over a year. Easy-to-implement, and easy-to-calibrate, this approach provides reasonable esti-
mates of annual performance so long as the constant efficiency estimates are representative of
the year-round operation.
While the low-resolution approach adopted by Pearce et al. is commensurate with the per-
formance data typically reported by engine manufacturers, it precludes detailed analysis of the
interactions between the cogeneration device and the building. For instance, the amount of heat
recovered from a cogeneration device is affected by the temperature of the cooling water sup-
plied to it; cooler water can induce condensation in the exhaust-gas heat exchanger and boost
thermal output. But models based on constant efficiency estimates are insensitive to these ef-
fects, and cannot characterize the cogeneration system’s response to different mechanical plant
configurations such as stratified water storage.
Moreover, the standby, start-up and cool-down characteristics of the cogeneration device all
affect its performance, which means its annual efficiency is sensitive to the amount of time
it spends in each of these modes. But the annual-average efficiencies used by Pearce et al.
describe the engine’s performance in response to one particular load profile, and will not reflect
its behaviour when subjected to different loads or innovative control strategies.
More recently, Voorspools & D’haeseleer (2002), Haeseldonckx et al. (2007) and Onovwiona
et al. (2007), proposed simple empirical models to simulate the performance of SE and ICE
units in building-integrated cogeneration applications. All three of these models are parametric
in nature, and all are closely based on empirical data collected for specific cogeneration devices.
These models are designed to predict system fuel use, power generation and thermal output in
response to part-load ratio, are well-suited for use in building simulation. However, all three were
derived directly from the performance data of specific systems, and cannot be readily recalibrated
for study of other cogeneration products.
In the present work, we proposed to extend the mid-resolution models published by Voorspools
& D’haeseleer, Haeseldonckx et al. and Onovwiona et al. into a generic form that is broadly ap-
plicable to both SE- and ICE-based cogeneration systems. Like previous mid-resolution models,
the resulting model is empirical in nature. However it was also designed to support calibra-
tion with the measurements available during third-party testing of these devices, and we have
demonstrated calibration of the model to different systems using laboratory data for SE- and
ICE-based cogeneration devices.
2.2 Model topology
Early in its working phase, Annex 42 recognized that the detailed measurements required by high-
resolution ICE and SE models are unlikely to be available for production cogeneration equipment.
While individual components (for example, an alternator) within these devices contribute to the
performance of the entire system, the data required to meaningfully model these components is
scarce. For this reason, Annex 42 developed parametric models that aggregate large components
of the cogeneration system into control volumes, and use empirical correlations to characterize
the energy flows into and out of these control volumes.
As described in Beausoleil-Morrison & Kelly (2007, Section III), the resulting combustion-
cogeneration model pares down the model resolution to the minimum necessary to study the
response of the cogeneration device to building loads and conditions in the mechanical plant. The
behaviour of subsystems that affect engine performance but do not directly interact with other
components within the building were aggregated into parametric energy conversion correlations.
We accounted for the system’s dynamic characteristics by coupling the steady-state model to a
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lumped-parameter thermal model. This approach is consistent with methods used elsewhere in
building simulation (Clarke, 2001).
The combustion-cogeneration model comprises three control volumes, which are depicted in
Figure 1:
• The energy conversion control volume characterizes the steady-state rate of energy conversion
from fuel to electricity and heat in the device.
• The thermal mass control volume aggregates the thermal mass of the engine and, in the case
of SE-based units, auxiliary systems such as the blower and heater.
• The cooling water control volume aggregates the engine cooling water, and encapsulating
engine cooling-jacket and exhaust-gas heat exchangers.
2.3 Energy conversion control volume
The energy conversion control volume characterizes the steady-state conversion of fuel into heat
and electricity. As depicted in Figure 1, the energy conversion control volume is intentionally
vague. It must be able to account for the differences between ICE and SE technologies, as well
as the variety of different configurations that manufacturers may use to enhance performance of
their products.
Figure 2 depicts application of the combustion cogeneration model control volumes to a hypo-
thetical SE system with combustion gas recirculation (CGR), exhaust gas recirculation (EGR)
and air pre-heat. In this arrangement, the energy conversion control volume comprises the com-
bustion gases, working fluid, generator, blower and motor, and exhaust gas pre-heating.
The model does not solve the energy balance for the energy conversion control volume. Instead,
it calculates the rates of heat and power generation using overall electrical and thermal energy
conversion efficiencies that aggregate the effects of incomplete combustion, friction and vibration,
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and energy use by auxiliary systems:
qgross = m˙fuel · LHV fuel (1)
Pnet ,ss = ηp,netqgross (2)
qgen = ηq,grossqgross (3)
where qgross is the rate of gross thermal input into the system, Pnet ,ss is the rate of steady-state
net electrical output, qgen is the rate of steady-state gross heat generation. Symbol ηp,net is the
unit’s net electric efficiency, while symbol ηq,gross is the unit’s gross thermal efficiency. Finally,
m˙fuel is the system fuel flow rate, and LHVfuel is the lower heating value of the fuel.
The model correlates the system’s steady-state electrical and thermal efficiencies to the flow
rate and inlet temperature of cooling water (m˙cw and Tcw ,i), and the rate of gross heat input
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(qgross) to the system:
ηp,net = a0 + a1(qgross) + a2(qgross)2 (4)
+ a3(m˙cw ) + a4(m˙cw )2
+ a5(Tcw ,i) + a6(Tcw ,i)2
ηq,gross = b0 + b1(qgross) + b2(qgross)2 (5)
+ b3(m˙cw ) + b4(m˙cw )2
+ b5(Tcw ,i) + b6(Tcw ,i)2
where a0–a6 and b0–b6 are empirical coefficients.1
The model does not explicitly consider the heat transfer to the cooling water in the system’s
exhaust gas heat exchanger. Instead, it aggregates these effects into the overall thermal efficiency
coefficient (ηq). This approach reduces the complexity of the model and introduces some error,
but the experiments conducted within Annex 42 did not include the invasive instrumentation
necessary to separately characterize the engine-jacket and exhaust-gas heat transfer. The corre-
lations in Equations 4 and 5 can be calibrated without separately measuring the engine jacket
and exhaust-gas heat transfer.
2.4 Thermal mass control volume
The model lumps the thermal mass associated with the engine into a single, homogeneous control
volume. The thermal energy stored within the thermal mass control volume is quantified using
an effective thermal mass (Ceng) and an average temperature (Teng).
The rate of heat transfer between the thermal mass and cooling water control volumes is
proportional to the temperature difference between these control volumes:
qHX = UHX (Teng − Tcw ,o) (6)
where qHX is the rate of heat recovery, UHX is the overall heat transfer coefficient between the
control volumes, and Teng and Tcw ,o are the average temperatures within engine and cooling-
water control volumes.
The rate of heat loss to the room is:
qloss = Uloss(Teng − Troom) (7)
where qloss is the rate of heat loss, Uloss is the coefficient of heat loss, and Troom is the temperature
in the surrounding enclosure.
Finally, the energy balance in the thermal mass control volume is:
Ceng dTengdt = qgen − qHX − qloss
= qgen −UHX (Teng − Tcw ,o)−Uloss(Teng − Tloss) (8)
1The Annex 42 combustion-cogeneration modelling specification actually prescribes these efficiency correlations as 27-term
tri-variate polynomials, which are described in Beausoleil-Morrison & Kelly (2007, Section II). For brevity, only the first
seven mono-variate terms in the correlation are presented here. The Annex recognized that many of the terms in these
tri-variate correlations will reduce to zero during calibration, but opted to retain all 27 terms to ensure the correlation’s
functional form does not unduely bias the model’s predictions. All three model implementations (that is, EnergyPlus, ESP-r
and TRNSYS) support specification of the 27-term polynomial.
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where Ceng and Teng are the effective heat capacitance and the average temperature of the
thermal mass control volume, respectively.
2.5 Cooling water control volume
Both the exhaust-gas heat exchanger and the engine cooling jacket transfer heat to the cooling
water. The energy balance in the cooling water control volume is:
CHX dTcw ,odt = m˙cwcp(Tcw ,i − Tcw ,o)−UHX (Tcw ,o − Teng) (9)
where CHX is the total thermal capacitance of the control volume including the cooling water
and encapsulating heat exchangers, and m˙cw and cp are the cooling water flow rate and specific
heat capacity. Symbols Tcw ,i and Tcw ,o are the cooling water temperatures at the inlet and outlet
of the cooling water control volume.
Finally, the actual rate of heat recovery (qrec) from the cogeneration unit is:
qrec = m˙cwcp(Tcw ,o − Tcw ,i) (10)
2.6 Operating modes
Thus far, discussion of the combustion-cogeneration model focussed on characterizing engine
behaviour when generating electricity and heat in its normal operating mode. But when subjected
to intermittent loads and control action, the engine will spend time in other modes:
• In standby mode, the cogeneration device consumes electricity while it awaits activation
• During startup mode, the cogeneration device may produce limited electrical and thermal
output while the engine warms up
• After deactivation, the cogeneration device may complete a cool-down cycle before switching
back into stand-by mode.
In stand-by operation, the model assumes the engine uses no fuel, and produces no heat.
During this time, the cogeneration device will use electricity drawn from the local utility (or
battery, in off-grid applications) to power its controls while it waits activation. Its electrical
consumption is set to a constant value (Pnet = Pstandby , Pnet < 0).
When characterizing start-up behaviour, the model treats SE and ICE systems differently.
It assumes the dynamic characteristics affecting the electrical output of internal-combustion
engines are an order of magintude smaller than typical building simulation time-steps (102–103
seconds), and these dynamic characteristics are ignored. But the model also recognizes that
an ICE system’s controls may delay delivery of power to the building until some time after
activation to ensure acceptable power quality. For this reason, the model prescribes an ICE
start-up interval (tstartup,ICE ) that must lapse before power is delivered.
Stirling engines exhibit significantly longer start-up dynamics than ICE-based systems do. The
engine’s external heater may require five-minutes or more to warm the engine’s hot-end up to
its operating temperature, after which it can deliver full power. The model approximates this
behaviour by correlating the power output during start-up to the engine temperature:
Pnet ,warmup = Pmax
( Teng − Troom
Teng,nom − Troom
)
(11)
where Pnet ,warmup is the power produced during the start-up period, and Pmax is the engine’s
nominal rated output. Symbol Teng,nom describes the engine’s nominal operating temperature.
As discussed in Section 7, this correlation demonstrated acceptable agreement to the 5-minute
electrical generation data available to Annex 42. Even so, it may under predict power consump-
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tion during the first minutes of start-up, when the SE draws power to operate its blower and
electric starter. Refinements to this correlation may be possible when higher-resolution data is
available.
During cooldown operation, the engine uses no fuel and generates no heat (qgross = 0), but
heat stored in the thermal mass control volume can be recovered by circulating additional water
through the engine cooling jacket heat exchanger. During this time, the cogeneration device
will use electricity drawn from the local utility as its controls and auxiliary systems continue to
operate. The model defines the cool-down period as a fixed interval (tcooldown) and describes the
electricity consumption during this period as a constant value (Pnet = Pcooldown , Pnet < 0).
3. Validation methods
Judkoff & Neymark (1995) classified error sources in building simulation programs into three
groups: i) differences between the simplified model and the actual physical processes occurring in
the system, ii) errors or inaccuracies in the mathematical solution of the models, and iii) coding
errors. They also proposed a pragmatic, three-step approach to identify these errors:
(1) Comparative testing compares the predictions of one program to those obtained from other
programs using similar boundary conditions.
(2) Analytical validation compares a program’s predictions to a known analytical solution for a
simple problem that isolates one part of the model.
(3) Empirical validation compares a program’s predictions to monitored data collected for a real
system under laboratory or field conditions.
A general principle applies to all three steps—the simpler and more controlled the test case, the
easier it is to identify and diagnose sources of error. Realistic cases may help test the interactions
between algorithms, but are less useful for identifying and diagnosing errors. Comparison of the
actual long-term energy usage of a building with simulation results may best convince a building
designer that a program is valid, but this is actually the least conclusive test. The simultaneous
operation of all possible error sources combined with the possibility of offsetting errors means
that good or bad agreement cannot be attributed to program validity.
Annex 42 did not employ analytical validation due to the complex nature of cogeneration
devices and the lack of appropriate analytic solutions for the combustion-cogeneration model
state equations. The remaining two steps, empirical validation and comparative testing, were
applied to vet the combustion-cogeneration model.
Section 4 describes the Annex 42 comparative testing activities. Annex 42 conducted experi-
ments to provide the measurements necessary for empirical validation; Section 5 describes these
tests, and Section 6 details how we calibrated the model using these measurements. Finally,
Section 7 compares these measurements to the model predictions.
4. Comparative testing
Comparative testing consists of exercising independent model implementations using equivalent
inputs and boundary conditions. Entirely a simulation exercise, comparative testing permits
design of highly specific test cases that isolate specific components of the model, and allows
rapid assessment of an implementation’s sensitivity to a broad range of inputs.
In the context of Annex 42, comparative testing is not a measure of model accuracy—it can
only identify errors in the implementation of the combustion-cogeneration model. Since all three
implementations are based on the same model specification, disagreement only indicates an
error in the implementation of the model, or in the interpretation of the model specification.
The validity of the model’s theoretical basis must be assessed by comparing its predictions to
those of other, dissimilar models, or to experimental observations.
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Figure 3. Comparison of predicted engine temperature with a) ESP-r bug, and b) ESP-r bug fixed
Moreover, comparative testing is not perfect. While disagreement between the predictions of
the model implementations suggests an error in one (or all) of the programs, agreement between
the programs does not guarantee the three implementations are error-free. Though all of the
simulation programs may produce similar results, all may be incorrect.
Even so, comparative testing is an invaluable tool for identifying bugs and deficiencies in
simulation models. Judkoff & Neymark (1995) reported that the original BESTEST comparative
testing project resulted in quality improvements to all eight software tools used in the study.
Our experience is no different; through comparative testing we identified and remedied numerous
errors in all three programs that might otherwise have gone undetected.
We devised an inter-program comparative test suite for the combustion cogeneration model.
Comprising 44 test cases, this test suite exercises the most relevant source code in the Energy-
Plus, ESP-r and TRNSYS implementations. By design, the test cases do not represent realistic
cogeneration systems or operational configurations. Rather, they exercise specific aspects of the
model and exaggerate differences between implementations for the purposes of diagnosing errors.
Each test case prescribes the boundary conditions for the combustion cogeneration model, and
the control signals defining its operation. The EnergyPlus, ESP-r and TRNSYS implementations
used in this study support stand-alone simulations with the boundary conditions and control
signals explicitly defined in input files, ensuring that the models were exercised under exactly
equivalent conditions. Test cases exercising the models dynamic predictions include a 24-hour
preconditioning period to ensure that all simulations start from the same initial conditions.
Not all of the observed differences stemmed from source code errors (that is, bugs); several
aspects of the model were misinterpreted by the implementation authors, and in some cases the
solution philosophies used in the respective simulation programs introduced differences into the
results. We corrected all of the implementation errors identified during testing, and all three
implementations now reliably produce comparable predictions.
Beausoleil-Morrison & Ferguson (2008, Section III) describe the test suite and the correspond-
ing predictions in detail; Figure 3a depicts the results of one such test. Test case 307 subjects
the combustion-cogeneration model to a constant electrical load for the first hour of the test,
and then deactivates the model for the remainder of the simulation. ESP-r predicted lower en-
gine temperatures than TRNSYS during the cool-down period, and careful review of the two
implementations uncovered an error in the ESP-r implementation.
ESP-r uses forward- and backward-difference approximations of the state-space equations
(Equations 8 and 9) to estimate the state variables (that is, Teng and Tcw ,o) on the next time-
step. By default, ESP-r uses the Crank-Nicholson solution scheme, and assigns equal weight to
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the forward- and backward-difference terms. When ESP-r judges the Crank-Nicholson scheme
to be unstable, it switches to a fully-implicit formulation and the solution is determined entirely
using the forward-difference terms. (Clarke, 2001)
The ESP-r implementation of the Annex 42 model incorrectly applied the stability criteria,
causing the model to conclude the Crank-Nicholson solution was unconditionally stable when it
in fact was not. Once we corrected the ESP-r implementation, the two programs agreed exactly
(see Figure 3b).
5. Experimental tests
In 2004, annex participants defined an experimental protocol for testing cogeneration equipment.
This protocol guided Annex 42 testing programs to ensure the resulting data were suitable for
calibration and validation of the annex models. The protocol prescribes the instrumentation and
test regimes necessary to fully characterize performance in the context of building simulation.
Beausoleil-Morrison (2008, Section II) describes the protocol in detail.
While the experimental protocol recognizes that extensive invasive testing is not practical, it
does include modest invasive instrumentation to allow quantification of heat transfer between im-
portant subsystems in a cogeneration unit. For example, it calls for installation of thermocouples
at each inlet and outlet of the exhaust-gas heat exchanger.
We calibrated and validated the combustion-cogeneration model using results from two An-
nex 42 experimental studies:
• In 2003, The Canadian Centre for Housing Technology (CCHT) evaluated a SE cogeneration
device (700W electric, 7 kW thermal) in a test house in Ottawa.
• In 2006, Forschungsstelle fu¨r Energiewirtschaft (FfE) installed an ICE cogeneration unit
(5.5 kW electric, 12.5 kW thermal) on a laboratory test rig in Munich.
Beausoleil-Morrison (2008, Sections III and IV) describes these two facilities and the experiments
conducted there. Though they considered different technologies, the results from the two test
programs pose similar challenges for calibration and validation.
The CCHT experiments commenced prior to establishment of the Annex 42 experimental
protocol and, for this reason, employed none of the invasive instrumentation prescribed by the
protocol. While FfE adhered to the protocol as closely as possible, FfE’s agreement with the
ICE manufacturer precluded invasive instrumentation. Thus, both the CCHT and FfE datasets
describe only the energy and mass flows entering and leaving the cogeneration devices; they
contain no measurements of conditions inside the devices.
The CCHT study installed the SE device inside a test house, and operated the device in
response to the real heating loads of that building. Though FfE tested the ICE device on a lab-
oratory bench, this apparatus was designed specifically to recreate conditions inside a residence
as realistically as possible. Thus, neither the CCHT nor the FfE facilities could impose steady-
state conditions (that is, constant inlet cooling water temperatures) on the devices, and all of
the data from these studies describe the dynamic response of these systems to their changing
environments.
The CCHT dataset used by Annex 42 comprises 164 hours of measurements collected over
three separate intervals. One of these intervals, totalling 67 hours, was used for model calibration
work, while the remaining data were used for validation purposes.
Likewise, the FfE data comprises 72 hours of measurements, collected in three separate, 24-
hour periods. One of these periods was used to calibrate the Annex 42 model, while the remaining
periods were reserved for validation. Validation using the FfE data was not undertaken within
Annex 42, but the data may be used in future efforts.
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6. Calibration
While neither the CCHT nor FfE results were optimally-suited for Annex 42’s studies, they still
provide a rich description of emerging SE- and ICE-based cogeneration technology under realistic
operating conditions. Their relevance to current technology and their availability to Annex 42
recommended their use in our calibration and empirical validation work.
Beausoleil-Morrison (2008, Sections V and VI) provides a comprehensive description of these
calibration efforts. Below, we focus on strategies for coping with the key challenge associated
with the FfE and CCHT datasets—the lack of invasive measurements and steady-state tests.
6.1 Dynamic Parameter Estimation
Calibration of the Annex 42 models required derivation of key model parameters from a handful
of measurements of the energy and mass flows entering and leaving the cogeneration unit. These
measurements describe:
• the fuel flow rate
• the rate of net electric output
• the cooling water flow rate
• the cooling water temperature
• the ambient temperature
The CCHT and FfE dynamic test regimes further complicated this task; only dynamic mea-
surements were available for calibrating both the steady-state (ηp and ηq) and dynamic (Ceng ,
CHX , UHX and Uloss) parameters. For these reasons, we adopted a non-traditional calibration
strategy; instead of estimating each of the input parameters individually, we estimated all six
parameters simultaneously using an iterative approach:
(1) A set of input parameters was chosen.
(2) The model was subjected to the same cooling water temperature and flow rate, enclosure
temperature and control signals as the cogeneration units studied in the CCHT and FfE
tests.
(3) The predicted outlet temperature, fuel flow rate and power generation predicted by the
model were compared to each measurement in the CCHT and FfE datasets, and the errors
in the estimates were quantified.
(4) The model inputs were adjusted, and steps 2–4 were repeated until the best-possible agree-
ment between model estimates and empirical data was achieved.
Clearly, this procedure is computationally intensive as it requires many iterations. To expedite
the search for the input parameters, we employed third-party optimization utilities developed
by Eldred et al. (2006) and Wetter (2004) that were specifically designed for coupling with
simulation programs. These utilities automated steps 2–4 of the parameter identification process,
and performed thousands of simulations while searching for the optimal input set. They also
include suites of single- and multi-objective optimization algorithms to quickly converge on the
most suitable input values.
Beausoleil-Morrison (2008, Sections V and VI) describes application of these utilities in de-
tail. The coupling between the optimization utility and the combustion cogeneration model is
depicted in Figure 4. During each iteration, the utility wrote the estimated model parameters
to the building simulation program input files. The utility then invoked the building simulation
program, which performed a simulation using the parameters described in the input files and the
measured boundary conditions. Finally, the utility interpreted the simulator output and selected
new values for the parameters based on the results of the simulation according to the selected
optimization algorithm.
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Figure 4. Parameter identification schematic
These optimization programs were designed to determine the parameter set providing the
minimum values for a given criteria (called a cost function). Three cost functions were defined
to describe the accuracy of the predicted fuel flow, electrical and thermal output. The cost
function describing the error in the net power generation is:
c¯p =
n∑
i=1
(Pnet ,model − Pnet ,measured)2i
(Pnet ,max − Pnet ,min) (12)
where c¯p is the cost function result describing error in the power output prediction. Pnet ,model and
Pnet ,measured describe the predicted and observed power generation at time step i, while Pnet ,max
and Pnet ,min describe the maximum and minimum power output observed over the dataset.
Similarly, the cost function describing the error in the fuel consumption is:
c¯f =
n∑
i=1
(m˙fuel ,model − m˙fuel ,measured)2i
(m˙fuel ,max − m˙fuel ,min) (13)
where c¯f is the cost function result. Symbols m˙fuel ,model and m˙fuel ,measured describe the predicted
and observed rate of fuel consumption at time step i, while m˙fuel ,max and m˙fuel ,min describe the
maximum and minimum rates of consumption observed over the dataset.
Finally, the cost function describing the error in the rate of heat recovery is:
c¯q =
n∑
i=1
(qrecovered ,model − qrecovered ,measured )2i
(qrecovered ,max − qrecovered ,min) (14)
where c¯q is the cost function result. Symbols q˙recovered ,model and q˙recovered ,measured describe the
predicted and observed rate of heat recovery at time step i, while q˙recovered ,max and q˙recovered ,min
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Table 1. Calibrated parameters for SE and ICE devices
Parameter Units SE ICE
Rated power Pmax W 699 5500
Engine control volume thermal mass Ceng J/K 18.5×103 63.6×103
Cooling water control volume thermal mass CHX J/K 28.1×103 1.00×103
Heat recovery coefficient UHX W/K 31.8 741
Heat loss coefficient Uloss W/K 4.64 13.7
Steady-state electrical efficiency (LHV) a0 – 0.0929 0.27
a1–a6 – 0. 0.
Gross thermal efficiency (LHV) b0 – 0.970 0.66
b1–b6 – 0. 0.
Standby power consumption Pstandby W 12.5 17.0
Cooldown power consumption Pcooldown W 57.5 –
Cooldown duration tcooldown s 1500 –
Nominal operating temperature Teng,nom ◦C 257 –
describe the maximum and minimum rates of recovery observed over the dataset.
The steady-state net-power and gross-heat generation efficiency equations (Equations 4 and 5)
correlate the energy conversion efficiency to the operating point (qgross), the cooling water flow
rate (m˙cw ), and inlet temperature (Tcw ,o). But the unit’s sensitivity to these factors could not
be quantified for three reasons:
• Both the SE unit tested at CCHT, and the ICE unit tested at FfE were designed for thermal-
load-following operation using on-off control, and neither was designed to modulate. Thus, the
results only describe performance at one operating point.
• The CCHT test apparatus supplied the SE unit with cooling water at a constant flow rate.
Though the FfE tests varied the flow rate, inspection of the results indicated no sensitivity to
these changes.
• While the thermal output of the SE and ICE technology is sensitive to the cooling water
temperature, both the CCHT and FfE datasets contain few measurements with cooling water
inlet temperatures below 50 ◦C. In the remaining measurements, the cooling water is likely
too warm to affect significant condensation in the exhaust gas heat exchanger. Under these
conditions, the units were insensitive to cooling water temperature.
For these reasons, the empirical polynomials describing electric and thermal efficiency were
reduced to constant values (that is, ηp,net = a0 and ηq,gross = b0).
6.2 Calibration Results
The key model parameters computed for both the ICE and SE units are presented in Table 1.
At first glance the SE unit’s net electrical efficiency (a0) is surprisingly low; this reflects the high
heat-to-power ratio of this unit (approximately 10:1). And while the SE unit’s gross heat gen-
eration efficiency (b0) is nearly 100% (LHV), this parameter describes the total heat generation
within the device, and does not account for heat lost to the surroundings.
When calibrated with the SE inputs, the model’s predictions agree well with the CCHT data
set. Similarly, the when calibrated with the ICE inputs in Table 1 the model exhibits good agree-
ment with the FfE data set. For instance, Figure 5 compares the predicted outlet temperatures
with their corresponding measurements. Agreement is acceptable-to-excellent throughout the
test regime.
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Figure 5. Results of calibration using (a) CCHT SE and (b) FfE ICE datasets
Still, we recommend caution when applying these parameters. Since the CCHT and FfE data
do not describe performance in condensing regimes, the calibrated parameters do not reflect its
sensitivity to cooling water temperature. These effects are significant; Lombardi et al. (2008)
recently observed that the combined efficiency of a next-generation DC Stirling cogeneration
system increased from 90% to 96% (based on higher heating value, HHV) when the cooling
water inlet temperature was reduced from 50 ◦C to 30 ◦C.
Future work will calibrate the combustion-cogeneration model using the newer measurements
collected by Lombardi et al. for condensing regimes. Meanwhile, we recommend users scrutinize
results when applying the model with inlet temperatures less than 50 ◦C. When calibrated with
the parameters in Table 1, the model does not reflect SE and ICE unit performance in condensing
operation, and will likely under-predict heat recovery when coupled to low-temperature heating
systems such as radiant floors.
Even so, the results of the CCHT and FfE tests illustrate an important point: when integrated
into houses with conventional, high-temperature heating systems, cogeneration equipment may
spend much its time in non-condensing operation. These units will not achieve the high thermal
efficiencies possible with condensing heat exchange, and the CCHT and FfE studies provide a
realistic appraisal of performance in these applications.
7. Empirical validation
To evaluate the accuracy of the calibrated combustion-cogeneration model, we compared its
predictions to the measurements in the remaining 93 hours of the CCHT dataset. This step is
an important test for the model—whereas comparative testing merely identifies bugs within the
model, empirical validation assesses the model’s suitability for representing real cogeneration
systems.
7.1 Comparison Metrics
Four metrics quantify the accuracy of the combustion-cogeneration model: i) the average absolute
error, ii) the maximum absolute error, ii) the root mean square error, and iv) the correlation
coefficient.
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Table 2. Comparison of combustion-cogeneration model and CCHT measured data
Parameter Units e¯abs eabs,max eRMS r2
Fuel flow rate (m˙fuel ) kg/s 0.604×10−6 13.5×10−6 1.82×10−6 1.00
Net electric output (Pnet) W 16.4 124 29.6 0.993
Rate of heat recovery (qrec) W 69.5 2940 218 0.991
Outlet temperature (Tcw ,o) ◦C 0.280 3.36 0.471 0.991
The average (e¯abs) and maximum absolute (e¯abs,max) errors are:
e¯abs = 1n
n∑
i=1
|θˆi − θi| (15)
eabs,max = max
(
{|θˆi − θi|}ni=1
)
(16)
where n is the number of measurements, and θˆi and θi are the measured and predicted values
at time step i.
The root mean square error (eRMS) is:
eRMS =
√√√√ 1
n
n∑
i=1
(θˆi − θi)2 (17)
and the correlation coefficient (r2) is calculated as follows:
r2 =
n∑
i=1
[(
θˆi − ¯ˆθ
) (θi − θ¯
)]
√√√√
n∑
i=1
[(
θˆi − ¯ˆθ
)2 (θi − θ¯
)2]
(18)
where:
¯ˆθ = 1n
n∑
i=1
θˆi, and θ¯ = 1n
n∑
i=1
θi
7.2 Validation results
The model exhibited acceptable-to-excellent agreement with the CCHT measurements. Table 2
presents the comparison metrics quantifying the error in the predicted fuel flow rate, net power
output, heat recovery and the cooling water outlet temperature. While the maximum observed
error suggests non-trivial differences between the measurements and predictions (for instance,
the maximum error in heat recovery is approximately 40% of the maximum observed rate of
heat recovery), these errors persisted for a single time step, and always occurred at the start of
the operating cycle. As the average- and RMS-error, and correlation coefficient data indicate,
the model agreed well with measurements throughout the remainder of the simulation.
Moreover, the predictions of cumulative fuel consumption, electricity generation, and heat
recovery also agreed well with measurements. At the end of 93 hours of simulation, the predicted
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Figure 6. Comparison between model estimates and measurements for a) fuel flow, b) power generation, and c) outlet
temperature
fuel consumption differed from measurements by 0.34%, the predicted electricity generation
differed by 3.1%, and the predicted heat recovery differed by 1.7%.
Finally, Figure 6 compares the model predictions with measured values for fuel consumption,
electric output and cooling water outlet temperature for two cycles in the validation data set.
The combustion-cogeneration model clearly well-represents the operating behaviour of the SE
unit under the conditions explored in the CCHT and FfE tests.
As with all validation efforts, uncertainty associated with the CCHT data and the calibration
of the model using these data diminish the confidence with which the model can be validated.
Of all the sources of uncertainty, perhaps the hardest to quantify is that associated with the
calibration procedure. Because optimization tools were specifically employed to minimize the
error between predictions and measurements, they may have inadvertently selected input values
that compensate for logical or coding errors in the model. Therefore, the model’s underlying
principles and its implementation in computer code cannot be rigorously validated when using
the input parameters derived from the CCHT data.
Nevertheless, when calibrated using the inputs derived from the CCHT data, the model is
clearly an accurate representation of the cogeneration unit tested at CCHT when operating in
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non-condensing regimes.
8. Conclusions
In support of Annex 42’s research objectives, we developed a model for studying combustion-
based cogeneration equipment in whole-building simulation. The combustion-cogeneration model
is parametric in nature, and pares down the system complexity to the minimum required to
meaningfully study the interactions between a cogeneration system and the building.
We implemented the model in three publicly-available building simulation programs (Ener-
gyPlus, ESP-r and TRNSYS), and vetted all three implementations by extensively comparing
their predictions. All three implementations produce similar results, and we are confident they
faithfully represent the Annex 42 model.
We calibrated and validated the model using data collected by CCHT and FfE. Though
these experiments provided a rich description of cogeneration system performance, they do not
include the steady-state tests or invasive instrumentation required for the Annex’s calibration
and validation research.
These limitations necessitated a non-traditional calibration procedure—using optimization
tools, we selected a set of model inputs providing the best agreement with measurements. The
resulting inputs provide good-to-excellent agreement, suggesting the model, as calibrated in this
study, can be used with confidence.
Finally, the calibrated model is only valid in the regimes observed in the CCHT and FfE
tests. In particular, these tests did not extensively explore the cogeneration units’ performance
in condensing operation, and the calibrated model may not accurately reflect operation of a
cogeneration unit when the cooling water inlet temperature is below 50 ◦C.
Since completion of this work, FfE and other annex participants have tested additional
combustion-cogeneration equipment. We are confident that data from these tests will allow
improved calibration and validation of the Annex 42 combustion-cogeneration model in the
future.
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