Introduction
The faceted cellular growth represented by a sawtooth interface is often observed in zone-melting recrystallization of thin-film silicon single crystals and bulk oxide superconductor. [2] [3] [4] [5] [6] [7] Since this morphological development of the solid-liquid interface causes segregation of dopants, great interests in understanding the pattern formation in faceted cellular growth has arisen. Besides the significance of faceted cellular growth on the high quality of semiconductor, cellular growth is an important crystal growth process and offers an interesting example of natural pattern formation. Over recent 30 years, many fundamental studies of faceted growth have been carried out to explore the mechanisms of faceted cellular growth, especially the formation mechanisms of a faceted interface. Shangguan et al. 2) performed in situ observations of unidirectional solidification of transparent and faceting organic compounds by a microscope and by numerical work on the pattern formation. They concluded that the mechanism of faceted cellular growth was attributed to the solute pile-up and the resultant undercooling at the ravine bottom. Dey et al. 8, 9) studied the facet crystallography and morphological transitions in directionally grown transparent salol and found that the growth interface of salol is bounded by various combinations of (111) planes. Inatomi et al. 6, 7) have conducted a series of experiments to explore the mechanisms of faceted cellular growth by means of the interferometric visualization technique. Recently, Tokairin et al. 10) investigated the formation mechanisms of a faceted crystal-melt interface of Si by in-situ observation and suggested that the negative temperature gradient generated by the latent heat of crystallization at high growth velocities amplifies the perturbation and leads to the facet formation. Though great efforts have been taken in this field, however, the mechanism of faceted cellular growth is still obscure.
Besides the experimental method, faceted growth also has been investigated by numerical approaches. Yokoyama et al. 11) have proposed a model of pattern formation in the growth of snow crystals that takes into account the actual elemental processes relevant to the growth of crystals, i.e., a surface kinetic process for incorporating molecules into a crystal lattice and a diffusion process and simulated hexagonal snow crystal having facets, as well as dendrites. Using the level-set formalism, Smereka et al. 12) have carried out a series of simulations of the growth of polycrystalline, faceted films in both two and three dimensions based upon the assumptions of the well known van der Drift model in which the growth rate of each surface is fixed only by its crystallographic orientation.
In recent years, the phase-field method has become a very powerful tool in simulating microstructural pattern formation during solidification. By means of this method, complex morphologies and related phenomena over a vast range of length scales can now be studied. As stated by Sekerka, 13) today, the phase field method is the method of choice for computation of complex interface morphologies that result subsequent to morphological instability. The phase field method has already enhanced our theoretical understanding of the origin and complexity of these morphologies. Moreover, one of its main advantages is that time-dependent three-dimensional simulations become feasible, which makes it possible to address longstanding questions of pattern stability and pattern selection. 14) As to the faceted growth, for a material having a highly anisotropic interfacial energy and a tendency to form facets, such as silicon, much attention also has been paid. 15, 16) Moreover, the phase field method also has been The new phase field model for strongly anisotropic systems proposed by Torabi et al. 1) was employed to simulate the faceted cellular growth in three dimensions. Simulation reveals the whole formation process of the faceted cellular clearly. Simulation results also show that a linear relation of undercooling and growth velocity when the shape selection is completed at the late stage of the evolution, but a nonlinear relation holds during the shape selection stage. During the facet cellular formation, the crystal-melt interface is kept isothermal although the interface is sawtooth, and areas with negative temperature gradient appear in the melts, particularly at the ravine bottom of the sawtooth interface.
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widely employed to study faceted growth behaviors due to the anisotropy features including interface energy and the growth kinetics. [17] [18] [19] [20] [21] [22] Recently, Torabi et al. 1) have proposed a new phase-field model for strongly anisotropic crystal and epitaxial growth using regularized, anisotropic CahnHilliard-type equations. Their models contain a high-order Willmore regularization, where the square of the mean curvature is added to the energy, to remove the ill-posedness. A key feature of their approach is the development of a new formulation in which the interface thickness is independent of crystallographic orientation.
Since the faceting crystals generally show larger entropy changes upon fusion, compared with metals, the influences of the latent heat released on the solidification behavior cannot be neglected. Kuribayashi et al. 3) suggested that morphological instabilities of faceted interface were attributed to the change of the temperature distribution. Moreover, because of the very high degree of anisotropy, salol is known to grow from its melt with a distinct macroscopic faceted interface and thus salol becomes one of the most popular experimental materials for investigating faceted growth. 23, 24) Therefore, in the present paper, taking salol as an example, the faceted cellular growth is investigated by using this new phase field model involving the temperature field.
Phase Field Model

Control Equations
In the present paper, the phase field model is developed following the work of Torabi et al. 1) To provide that the interface thickness is independent of orientation, they reformulated the classic anisotropic energy formulation from into where f is a phase field variable representing the crystalline state as fϭ1 and the melt state as fϭϪ1, e is a small parameter that is a measure of the interface transition layer thickness, fϭf(f) is a double-well potential and g(n) is the anisotropic surface tension. This allows the anisotropic surface energy with new formulation to be combined consistently with the phase field approximation of the Willmore regularization. Therefore, the free energy function F in a constant volume V is postulated as ....... (1) The Helmholtz free energy density f(f, T) takes the form ....... (2) where T is the temperature, T m the melting point, L the latent heat of solidification, C p the heat capacity, W the height of the free energy potential barrier between bulk phases, l a dimensionless coupling constant and
The anisotropic surface tension is given by
where a(n) is a dimensionless function. For cubic crystals with the crystallographic axes aligned with the coordinate system, ....... (4) where e 4 is the anisotropy strength parameter of the surface tension.
Through the variation principle that minimizes the total free energy, the evolution of the phase field and temperature variables can be derived: (6) where Qϭ(TϪT m )/(L/C p ) is the dimensionless temperature, a the thermal diffusivity. For simplicity, we also assume equal thermal diffusivity in all phases in the simulation.
It should be noted that anisotropy between various crystal planes during growth may arise from differences in the surface energy, partitioning coefficient or interface growth kinetics. Such anisotropy may lead to formation of macroscopic facets. In the present paper, only surface tension anisotropy is considered to explore the growth mechanism of the faceted growth. Figure 1 shows the schematics of solidification cell and the computational domain. In experiments, pure salol was enclosed in the quartz glass cell as shown in the left figure of Fig. 1 . 5) Both ends of the cell had two Peltier heating and cooling units. Thus the directional solidification experiments could be controlled by the temperature gradient and the cooling rate. According to this solidification condition,
Simulation Conditions
( ) n t W a n a n f
a simplified computational domain is extracted from the solidification cell, as shown in the right figure of Fig. 1 . Due to the limitation of the computational power, however, only a small part of the solidification cell (shown as the dashed border in Fig. 1 ) was chosen as the computational domain.
However, the simplification of a small computational domain will bring difficulty in the treatment of boundary conditions, especially for the temperature field. According to the experiment, 5,7) the temperature gradient on the surface of the solidification cell always keeps constant approximately. So, for simplification, in the computational domain the boundary condition is set as: the temperature of the top (T top ) end and the bottom end (T bot ) are cooled down with a constant cooling rate while the other surfaces keep the temperature gradient unchanged. To apply this boundary condition, a boundary layer, which is on the surface of the computational domain, is taken into account. The boundary condition is applied on the boundary layer. As to the initial condition, the bottom part with a certain height is set to be crystal phase and a planer interface is set for the crystalmelt interface. As to the temperature, T top is 315 K and T bot is 314 K with a temperature gradient of about 15 K/mm. During the simulation, the cooling rate is set to be 2 K/min.
The physical properties of salol used in the simulation are listed in Table 1 . It should be noted that, the anisotropy strength parameter of the interface energy is estimated as 0.25 due to no experimental results of this parameter. Although this parameter is just estimated, as the anisotropy feature of Salol is quite similar to Si, the value is reasonable, which is similar to the value of Si. The governing equations with boundary conditions are solved by using finite difference scheme with a spacing step of 0.8d 0 (d 0 is the thermal capillary length), in which the 3D-ADI algorithm is adopted to solve the temperature field. Figure 2 shows the microstructure evolution of the faceted cellular growth obtained from the phase field simulation for a thin sample (20Dxϫ200Dxϫ1 500Dx). To demonstrate the variation of the crystal-melt interface during the sequence showing the development of a faceted cellular clearly, as shown in Fig. 3 , three typical iso-surfaces for different evolution time are also presented. Figure 2 has the same coordinate as shown in Fig. 3. Figures 2 and 3 indicate that, as the faceted cellular growth starts, instabilities occur on the originally planar interface, leading to its breakdown. Due to the anisotropy of the crystal-melt interface energy, these instabilities will develop into cells bounded by facets on the sides and non-facets on the top. As growth continued, because facets have lower growth rates, the top non-facet is eventually grown out, leading to the formation of a faceted cellular array. When the faceted cellular array just forms, there are some small cells and some big cells. However, during the later growth process, some initially formed small cells are later grown out. Cells with larger growth rates will increase their sizes at the ex- pense of neighboring cells whose growth rates are smaller. As a consequence the small cell will become smaller and smaller and eventually grown out. This means that, these small cells, though created by perturbations, are unable to survive. They lost to their larger neighbor cells during the growth competition, which started from the very beginning of the growth process. From Figs. 2 and 3 , it also can be seen that only one cell survives at last, which is partly due to the limitation of the computational domain. The faceted cellular growth has clearly revealed some important dynamical features of pattern formation. For the thin sample, due to the very small thickness, there may be some boundary effects which will bring some influence on the simulation results. Therefore, to validate the reliability of the simulation results, the phase field simulation on a bulk sample with the computational domain of 120Dxϫ120Dxϫ600Dx has also been carried out. Figure 4 presents the microstructure evolution of the faceted cellular growth for the bulk sample, while Fig. 5 shows the evolution of iso-surface during the faceted cellular growth. As shown in Figs. 4 and 5, similar morphology evolution process to the case of the thin sample has been obtained, although the morphology evolution, especially in the x direction, is much more complex for the bulk sample than that for the thin sample. The facet cellular will form based on the initial instability due to the anisotropy of the crystalmelt interface energy. This simulation results also demonstrated that, in the present simulation, although there is only 20Dx in the x direction for the thin sample, it still can reflect the formation process of the faceted cellular array.
Results and Discussion
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Growth Kinetics
To demostrate the growth velocity of the faceted cell, two points extracted from the peak and the valley for the thin sample are studied repectively. Figure 6 shows the growth velocity of the peak and the valley during the process of faceted celluar formation of the thin sample. It indicates that, at the very beginning, both the peak and valley are evolved from a planer interface; with the growth continued, due to the peak area is not faceted, the growth velocity of the peak is higher than that of the valley; however, with the growth proceeded, due to the evolution of the small faceted cell in the valley area, the growth velocity of the valley is sundently increased, even a little bit higher © 2010 ISIJ than that of the peak, but it will continue approaching to the growth velocity of the peak. At last, when the morphology of the crystal-melt interface becomes stable, as shown in Fig. 2 , the growth velocities of the peak and the valley are almost the same, which means both the area of the peak and the valley will growth as a whole and no morphologies change any more. Figure 7 shows the average growth velocity of all points on the crystal-melts interface as a function of dimensionless undercooling. From Fig. 7 , it can be seen that, the relationship between the average growth velocity and the dimensionless undercooling deviates from linear regularity when the dimensionless undercooling is comparatively small which is corresponding to the early stage of the evolution. This is due to that, at the early stage of the faceted cellular formation, the growth velocity of the peak area and the valley area are quite different as shown in Fig. 6 which will attribute to the deviation from linear regularity. However, when the dimensionless undercooling is comparatively high, corresponding to the late stage of the faceted cellular formation, the morphology evolution becomes unchanged and results in the linear relation between the average growth velocity and the dimensionless undercooling. Figure 8 shows the temperature field calculated from the phase field simulation for the thin sample with the size of 20Dxϫ200Dxϫ1000Dx. Figure 8(a) is the temperature field in three dimensions and shows that the bottom end is the cold end and the top end is the hot end. It also can be found that, on the surface of the computational domain, a temperature gradient in the growth direction is almost kept, which is in consistent with the preset boundary condition. To demonstrate the inner temperature field of the 3D domain, a slice from the central of the 3D domain is extracted as shown in Fig. 8(b) . It shows that although it seems the temperature distribution is linear from the surface of the 3D domain, the temperature distribution is not linear any more as shown in the slice. Figure 8(c) is the amplified figure of the frame area as shown in Fig. 8(b) . It clearly shows that, although the solid/liquid interface is not planar but ledgewise, the temperature on the solid/liquid interface is almost the same, which means the thermal undercooling of every point on the interface is the same. Due to the released latent heat, the temperature near the interface is much higher than that in other areas, which results in that the temperature gradient near the interface is not linear any more. Moreover, in the areas of a little bit away from the solid/liquid interface of the liquid phase side, especially at the ravine bottom of the sawtooth interface, the temperature is lower than © 2010 ISIJ that of interface area and the neighbor liquid area, which forms a negative temperature gradient area in the melt near the interface of crystal-melt. Using the interference technique, Higashino et al. 5) has conducted an in-situ observation of unidirectional solidification in the transparent organic compound salol which develops faceted cellular arrays. They suggested that the released latent heat of solidification influenced the temperature distribution ahead of the faceted interface, particularly at the ravine bottom of the sawtooth interface and they also concluded that the morphology change of the faceted interface from large sawtooth to small one was driven by this negative temperature gradient. Tokairin et al. 10) also concluded that the negative temperature gradient generated by the latent heat of crystallization of Si amplifies the perturbation and leads to the facet formation. Here, similar conclusions also can be obtained from our simulation. The temperature field is very important during the formation of facet cellular arrays. It also can be found that in the interface area the temperature distribution is very flat, which means that the interface of crystal-melt is kept isothermal during the solidification although the interface is sawtooth. This phenomenon was also verified by Higashino et al. 5) by measuring the interference fringes using a microscopic interferometer. Therefore, basically, the simulation results agree well with the experimental finding.
Temperature Distribution
To further validate the formation mechanism of the faceted cellular array, simulations with different latent heat are also conducted. Figure 9 shows the simulated morphologies of the faceted cellular array and the normalized dimensionless temperature distribution along z direction with different latent heat. Figure 9 shows that when the latent heat is comparatively low (L 1 ϭ0.05 L), there is no faceted cellular appearing, however, when the latent heat is higher than this value, faceted cellular will form. From the temperature distribution along z direction, it can be found that when the latent heat is comparatively low (L 1 ϭ0.05 L), the effect of the latent heat on the temperature field is very small and almost can be neglected, however, when the latent heat is high (L 2 ϭ0.1 L), the influence of the latent heat on the temperature distribution is outstanding, and near the solid/liquid interface, there exists a zone that the temperature is higher than that of the liquid side and the solid side, which results in a negative temperature gradient appearing in the melts. High entropy of fusion favors the faceted interface. The high entropy of fusion results in that the latent heat releasing becomes an important factor during the facet formation, which has been demonstrated for the present simulation.
Conclusions
The growth process of faceted cellular array in 3-dimension has been simulated successfully by using the new phase field model for strongly anisotropic systems. All the simulation results in 3D show that a linear relation of undercooling and growth velocity when the shape selection is completed at the late stage of the evolution, but a nonlinear relation at the shape selection stage. During the facet cellular formation, the interface of crystal-melt is kept isothermal although the interface is sawtooth, and areas with negative temperature gradient appear in the melts, particularly at the ravine bottom of the sawtooth interface.
