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Abstract 
Many variables used in social and behavioral science research are ordinal cat-
egorical or polytomous in nature. When more than one polytomous variable is 
involved in an analysis, observations are classified into a contingency table and 
a commonly used statistic for describing the association between two variables is 
the polychoric correlation. This paper investigates the estimation of polychoric 
correlation when there are misclassifications of the observations. Two approaches 
for estimating the polychoric correlation are developed. One assumes that the 
misclassified probabilities are known and the other uses a double sampling scheme 
to obtain information on misclassificatioii. Statistical properties for the estimates 
are developed and further applications based on the estimates are discussed. The 
practicability and applicability of the proposed approaches are demonstrated by 
simulation studies and analyses of data sets based on real data and artificial data. 
Excel programs with VBA have been developed to find the polychoric correlation 
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In many applications, especially in social and behavioral science research, inves-
tigators often encounter data in ordinal categorical or polytoinous form, such as 
questionnaire items of Likert-type scale like 
Strongly Disagree Disagree Neutral Agree Strongly Agree 
When analyzing this kind of data, a common approach is to assign integer 
values to each category (for example, "1" for "Strongly Disagree", ... , "5" for 
"Strongly Agree".) and proceed in the analysis if the data had been measured 
on the interval scale with desired distributional properties. 
Although the above approach is widely accepted among the social science 
researchers, and many statistical methods seem to be fairly robust against this 
kind of deviation from the distributional assumptions, there are instances that 
this approach may lead to erroneous results. For example, Olsson (1979b) showed 
that due to the biased estimates of the correlation, the application of factor anal-
ysis to this kind of discrete data will lead to erroneous conclusions regarding the 
number of factors and factor loadings, especially when the distributions of the 
observed variables are skewed in opposite directions. Hence, many applications of 
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multivariate analysis like principal component analysis, multiple correlation and 
canonical correlation analysis may lead to incorrect conclusions as well. It is be-
cause these statistical methods also depend heavily on the correlation estimates. 
Therefore, it is important to derive reliable correlation estimates for this kind of 
data. 
Pearson (1901) introduced the tetrachoric correlation coefficient to estimate 
the true correlation from a 2 x 2 contingency table with the normality assumption 
of the underlying distribution. Tallis (1962) studied the problem of maximum 
likelihood estimation from a 3 x 3 contingency table. Lancaster Sz Hamdan (1964) 
extended it to a ?’ x s contingency table, that is the polychoric case. Specifically, 
let the r X s contingency table be obtained from the two variables U and V. The 
underlying normal model assumption relates the observed variables to normally 
distributed continuous variables U* and V* by 
U = u if Q'u-i < U* < au u= 1 , . . . , r; 
V = v \i < < Pv v=l,...,s\ (1.1) 
where a'.“ and (3y are threshold parameters with qq = —oo, av = oo, Pq = - o c 
and Ps = oo. Let Puv be the probability that an observation falls in the category 
{u, v), then under the assumption that 
( \ r / \ / M 
0 1 P 
� A , ， ， （1.2) 
r v L v v v ^ v j 
it can be shown that 
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Puv = P(U = V, V = v) 
= p ) - <[>2(0'.u-l, Am P) - (I�2(n^u’ Pv-l] p) + ’ ;")， 
(1.3) 
where <I>2 is the standardized bivai,ia.te normal distribution function with corre-
lation p which is the polychoric correlation. The mean and the variance of the 
latent normal variables are fixed at 0 and 1 in order to define the origin and the 
scale of the latent variables. 
Martinson & Hamdan (1971) developed a two-step maximum likelihood method 
which gives the polychoric correlation estimate for the ordinal data from a r x s 
contingency table. In their methods, the thresholds are first estimated by the cu-
mulative marginal proportions, and then the polychoric correlation is estimated 
with the thresholds fixed at their estimates. Olsson (1979a) developed a full 
maximum likelihood estimation of the polychoric correlation and the thresholds. 
He also compared his proposed method with the two-step approach. Lee (1985) 
extended Olsson's method to a three way r x s x i contingency table. In that 
case, three observed polytomous variables are considered. Assuming the asso-
ciated underlying variables have a standardized trivaxiate normal distribution, 
the polychoric correlations and the thresholds are estimated using the full max-
imum likelihood estimation approach. Later, Poon h Lee (1987) extended the 
model to p-dimensional contingency table arid thus the case of multivariate poly-
choric correlations. Joreskog (1994) gave an effective procedure for estimating the 
asymptotic covariance matrix of polychoric correlations in a k-way contingency 
table. 
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While the foregoing procedures for analyzing contingency table assume that 
the responses to the two variables correspond to the true situation with respect 
to the subject, however, in real situation, it is possible that the subject has been 
misclassified. For example, it has long been realized that some respondents would 
be hostile in certain studies and their responses to a question do not correspond 
to the true or factual state. This situation is frequently encountered in social 
science and marketing research, especially when the purpose of a study is known. 
For examples, the true levels on drug and alcohol consumption levels will likely 
be under-reported when personal interview is the method for data collection. 
Similarly, a customer may provide low ratings in a satisfactory scale on both the 
quality and price of a product in a customer satisfaction survey program, taken 
into consideration the possible impact of the information provided on the com-
pany's pricing strategy. 
Press (1968) studied this kind of problem. He developed the maximum like-
lihood estimation method to estimate the category probabilities. It is assumed 
that the misclassification probabilities could be obtained from the available prior 
iiiformation. 
However, in some situations, the misclassification probabilities may be un-
known and needed to estimate. When no information is available for calibration, 
another approach for analyzing data sets with possible misclassification is the use 
of the double sampling scheme (Tenenbein, 1970,1971,1972; Espeland and Odo-
roff, 1985; Palmgren, 1987; Buonaccorsi, 1990; and Pepe, 1992). In the double 
sampling scheme, two devices are available for classifying subjects. One device 
is quite expensive but can classify the subjects correctly, and the other is less 
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expensive but the device may classify subjects incorrectly. These two devices 
are called the true classifer and the fallible classifer. For examples, in medical 
study, the classifications based on a doctor's personal diagnostic and clinical test 
results may be considered to be the fallible and the true devices. In marketing 
research, the classifications based on self-reported questionnaire and subsequent 
panel interviews may be considered to be the fallible and the true devices. In a 
double sampling scheme, a total of N subjects are measured and classified using 
the fallible classifer and a siibsample of size n is drawn from the N subjects and 
classified onco again using the true classifior. In other words, 71 out of the N 
subjects are classified by both devices and the remaining n* = N — n subjects 
are classified by the fallible device only. 
The main purpose of this thesis is to develop methods to estimate polychoric 
correlation for polytomous variables which are subject to misclassification errors. 
Two models are developed for analysis. In Chapter 2，a model assumes that the 
misclassification probabilities are known and full maximum likelihood estimation 
method is used to obtain the estimate of polychoric correlation. Furthermore, 
details of obtaining the standard errors of the estimates are given. In addition, 
real-data example and artificial-data example are used for illustration in Chapter 
3. Chapter 4 describes a simulation design to examine the performance of the 
proposed model. 
In Chapter 5, another model that operates on a double sampling scheme as-
sumes that the misclassification probabilities are unknown. However, there is 
a great computational difficulty by using full maximum likelihood estimation 
since it often involves too many parameter estimates, including the polychoric 
correlation, the thresholds and the misclassification probabilities. Therefore, we 
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propose a minimum chi-sqiiare estimation method, which can give the estimates 
of polychoric correlation and thresholds without estimating the misclassificatioii 
probabilities. Similarly, details of the statistical properties and the standard er-
rors of estimates are given. 
Same as Chapter 3, real-data example ( 2 x 2 case) and artificial-data example 
( 3 x 3 case) are used for illustration in Chapter 6. Chapter 7 describes a simu-
lation design to examine the performance of the proposed method. Finally, the 
conclusion is given in Chapter 8. 
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Chapter 2 
Estimation with Known 
Misclassification Probabilities 
2.1 Model 
We consider a r x s contingency table with ordered categories. For a data set with 
size n, the frequency or the number of observations in the cell (/?., k) is denoted 
by n/ifc, where k = 1，. • .，and k = 1,. • . , 6,. Some of the n subjects may have 
been misclassified. Let Eh^ be the r x s matrix with the (/?,, k)-th element equals 
to 1 and all other elements equal to 0. Let 
f 
1 if the j-th subject actually belongs to the cell (k, k), 




1 if the j-th subjcct is classified into ccll (/?., k), 
Zhkj = < 
0 otherwise; 
7 
1 if the ]-th subjcct tells the tnith or is correctly classified, 
) 叫 . . 
0 otherwise. 
\ 
For j = 1,... ,71’ we use a r x s random response matrix Zj to denote the 
classification of the j-th subject, where the (/?., k)-th entry in Z j stores the random 
variable Z晰.We also use the r x s true characterization matrix Xj to denote 
the true status of the j-th subject, where the (/i, A:)-th entry in X j stores the 
random variable Xhkj. Several types of probabilities are involved in the model, 
they are defined and summarized as follows: 
(a) Puv- The probability that a subject actually belongs to the cell (u, v). 
= Euv) = Puv, = 1, , f = 1 , . . . , 
where the Puu's are unknown parameters satisfying 0 < Puv 
< 1 and 
r s 
= 1. Following the common practice, we further assume the 
u —1 U = 1 
standardized latent normal model (1.2) and hence puv can be expressed as 
a function of the threshold parameters and polychoric correlation as given 
in (1.3). 
(b) Tuvf The probability of the j-th subject being classified correctly given the 
subject belongs to the cell {u, i；). 
PiXj = l |Aj-=五仙）=Tuvj, 
where TUV/s are assumed to be known and are called the honesty proba-
bilities. As a result, the probability of the j-th subject being misclassified 
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given the subject actually belongs to the cell {u, v) is given by 
PiXj = 0\Xj = Euv) = 1 - 丁u外 
(c) ^'hk{uv) The probability that a subject being cla,ssified into the category (/?.: k) 
given the subject belongs to the category {u, v) and is misclassified. 
P { Z j = Enk\Xj = Ruv , Yj = 0) = I'hkiuv), 
where the -yhkiuv) 's are assumed to be known constants satisfying 0 < 
r s 
I'hkiuv) < 1 , 7m,(m,) = 0 and ^ ^ I'hkiuv) = 1 for all {u.v). 
h=l k=l 
(d) The probability that a subject being classified into the cell ("’ k) given that 
the subject is correctly classified and actually belongs to the cell (/?., k) is 
equal to 1. In other words, 
2.2 Maximum Likelihood Estimation 
Given a data set of size n and based on the model described in Section 2.1, let 
z _ be the realization of the random variable Zhkj, the log-likelihood function is 
proportional to 
/ n r s \ 
I = 111 L = In m J ] = 
\j=l h=l k=l J 
n T s 
= 拟 I n = Ehk) 
j=l /i=l k=\ 
n r s / T s \ 
= ^ ^ ^ Zhkj I n I ^ '^hkiuv)jPuv , ( 2 . 1 ) 
j=l /i=l k=l \u=l v=\ / 
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where p^v is given by (1.3), the details in establishing the last equality is given 
in Appendix 1, and 
‘ 
Thkj if u = h and v = k, 
如 k人―j = s (2.2) 
7/jfc(m;)(l - Tuyj) otherwise. 
\ 
are known constants. Let 6 = (p, a ' l , . . . , av-i, A . … ， p s - i ) , the ML estimate 6 
of 9 can be obtained by solving the following likelihood equations 
； = 与 . (2.3) 
办 沾 , P 油 已 P . 
^ = ， iu = i....，s —1. (2.5) 
where 
dl ^ Zhkji'hk{ab)j lo c\ 
= s . (2.6) 
Since 抛“；"^ ，P) _ 02(w, v] p), where 02 is the bivariate normal density function, 
(see Tallis, 1962, p.344), it follows that 
= (f>2(o:a, Pb； P) - - (p2(o:a, Pb-1； p) + <^2(^0-1,/?6-l； p)• (2.7) 
Op 
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FVom (1.3) and (2.4), it is evident that 
0 if i a and t ^ a - 1, 
\ 抛 抛 2(a.”"b-i;P) = a (2.8) 
dat ^ Bat ’ 
Pb] p) , -r. _ ^ 1 、 ^ + ^ 
By symmetry, we have 
0 if w # t) and lu b — 1, 
抛 2 (力 fep) 一 a � � • , ; … i f , ； . 6, (2.9) 
d0w Wa, Opn, ， 
一沙I)2(n<a，A"; P),抛2(�-1，/叉⑴；厂)if •u； = 6 _ 1 
. 收 0 一 • 
Thus, in (2.4), it suffices to let a go from t to t + 1. Therefore, (2.4) can be 
written as: 
()(yt 台 I (>Ptb L 8(�‘t <M . 
dpt+i b L 加 如 t \ J 
~ ^ I Optb Opt+i b J I Oat dat J • • 
Also, if we let and 少i denote the univariate normal density and distribution 
function respectively, 
du = 嫩 ' ) i ( 7 r ^ J ， (2.11) 
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(see Tallis, 1962, p.346). Hence, equation (2.10) can be written as: 
dcH ^ p t b 办 m J 0 1 0 � i i l ^ x / ^ � V v ^ y j 
(2 .12 ) 
for ^ = 1 , . . . , r - 1. By symmetry, it also follows that 
91 di \ . . . . (gq - pPw\ . (g-q-i - 1 
(2.13) 
for ？ = 1 , . . . , .s — 1. 
2.3 Standard Errors of the Parameter Estimates 
By setting (2.3)，（2.4) and (2.5) be zero, solving these r + s — 1 equations sirnul-
A 
taneoiisly by some iterative procedures, we can obtain the ML estimate B of B. 
Moreover, by large sample theory, the standard errors of the parameter estimates 
are given by the diagonal elements of the inverse of the information matrix, with 
unknown parameters replaced by their estimates. By Tallis (1962), the (a, 6)-th 
entry of the information matrix of 9 is given by: 
rwmi 1 f dpuv\ (dpuv\ , … � 
t ^ Puv V oOa J \ CHh 
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Chapter 3 
Numerical Examples (I) 
3.1 Analysis of Real Data 
In this example, we will apply the proposed procedure to analyze a data set taken 
from the 1972 General Social Survey of the National Data. Programme (Smith, 
1980), a total of 1425 subjects are cross-classified according to the two variables 
of "Education Level" and "Attitude towards Abortion", each with three ordinal 
categories. The data set is summarized in Table 3.1.1. 
When a model of no misclassification is employed, the polychoric correla-
tion is estimated as 0.3432, indicating a positive association between the two 
variables. Estimates of the thresholds and their standard errors are given in Ta-
ble 3.1.3 under the column of Tuvj = 1.0. If a researcher believes that not all 
respondents have told their true situations and the probabilities described un-
der Section 2.1 can be determined on the basis of collateral information. The 
proposed procedure can be used to analyze the data set. The values of ？晰训） 
adopted in the analysis are presented in Table 3.1.2 that are compiled based on 
the assumption that a respondent would not have reported an education level 
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lower than he had achieved and the misclassifications would be to the adjacent 
cells with equal probability. For example, in the cell with (U, V) = (2,2), the 
value of 7/ifc(22) in cells adjacent to (2:2) except cell (1,2) are the same and are 
given by 1/3. In other words, a "dishonest" respondent in this cell is equally 
likely to report of belonging to the three adjacent cells, excluding the one with 
lower education level. Four sets of estimates have been produced based on differ-
ent sets of honesty probabilities that respectively assume that for respondents in 
each of the category, 70%, 80%, 90% and 100% of the respondents have told the 
truth, that is F{Yj 二 = Euv) = = 0.7,0.8,0.9 or 1.0 for u,.u = 1,2,3 
and j = 1 , . . . , 1425. The results of the analysis are suniinarized in Table 3.1.3. 
The estimates of the polychoric correlation increase when Tuvj decreases from 1.0 
to 0.7，indicating that the association measure is attenuated when the possible 
misclassification is not taken into consideration. 
Table 3.1.1: 1972 General Social Survey 
Attitude towards Abortion 
Education Generally Middle Generally 
Level disapprove position approve Total 
Less than high school 209 101 237 547 
High school 151 126 426 703 
More than high school 16 21 138 175 
Total 376 248 801 1425 
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Table 3.1.2: 7/ifc—) (Equal Probabilities to Adjacent Cells) 
True Attitude towards Abortion (V) 
Generally Middle Generally 
True Education disapprove position approve 
Level (U) {V = 1) {V = 2) {V = 3) 
Less than high school 7/iit(ii) 7hk{n) 7/!a:(i3) 
/ 0 1/2 o\ f l / 3 0 1 / 3 � / � 1/2 0 \ 
{U = 1) 1/2 0 0 0 1/3 0 0 0 1/2 
\ 0 0 oy \ 0 0 0 y \ o 0 0 / 
High school l'hk{2l) l'hk{22) 7/).fc(23) 
I 0 0 o \ / 0 0 0 \ / o 0 0 \ 
{U = 2) 0 1/2 0 1/3 0 1/3 0 1/2 0 
\ l / 2 0 o j \ 0 1/3 0 y \ 0 0 1/2/ 
More than high school 7/i/c(3i) 7"a:(32) 7"fc(33) 
/ o 0 o \ f 0 0 0 \ / o 0 o \ 
{U = 3) 0 0 0 0 0 0 0 0 0 
\^� 1 0乂 \ l / 2 � 1/2乂 \ 0 1 0/ 
The results in Table 3.1.3 are produced using Microsoft Excel with built-in func-
tion "Solver" as well as VBA program. The computation program of the cumula-
tive distribution function of a standard bivariate normal distribution (BIVNOR) 
was provided hy Heit.field and Gordy (2003). ^ 
^Heitfield and Gordy implemented the standard series expansion for BIVNOR as given in 
Eq. 3 of O.A. Vasicek, "A Series Expansion for the Bivariate Normal Integral," Journal of 
Computational Finance 1(4), Summer 1998. 
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Table 3.1.3: Model Estimates with Different Misclassification 
Probabilities 
丁uvj — 0. t Tuvj 二 0-8 Tuvj ~ 0-9 丁upj ~ 1-0 
Parameters MLE S.E. MLE S.E. MLE S.E. MLE S.E. 
p 0.4807 0.0337 0.4269 0.0330 0.3869 0.0325 0.3432 0.0325 
Qi -0.1214 0.0333 -0.1894 0.0334 -0.2462 0.0336 -0.2957 0.0337 
Q2 1.6510 0.0561 1.4531 0.0496 1.2877 0.0454 1.1614 0.0428 
Pi -0.5054 0.0348 -0.5631 0.0352 -0.6034 0.0355 -0.6308 0.0357 
ih -0.4336 0.0343 -0.3155 0.0338 -0.2283 0.0335 -0.1556 0.0333 
3.2 Analysis of Artificial Data 
In order to assess the proposed procedure, we have simulated an artificial data 
set based on a set of known parameters and have examined the performance of 
the proposed procedure in reproducing the true parameter values. The details of 
the simulation process will be discussed in Chapter 4. 
We have generated a random sample of size 2000 from a bivariate normal dis-
tribution with mean zero and p = 0.4, and we set a'l = 一0.3，a'2 = 1.2, j3i = -0 .5 
and "2 = 1.0. Wc have misclassifiod these 2000 observations into a 3x3 contin-
gency table according to the following assigned values of 飞hk(tw): 
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/ \ / \ / \ 
0.0 0.7 0.0 0.4 0.0 0.3 0.1 0.6 0.0 
7以’(11) = 0.1 0.0 0.0 I'hkiu) = 0.0 0.2 0.0 7w:(i3) = 0.0 0.1 0.1 
、0.2 0.0 0.0) 0.1 0.0J 、0.0 0.0 0.1〉 
/ \ / \ / \ 
0.2 0.1 0.0 0.0 0.2 0.1 0.0 0.1 0.2 
7/.A:(2I) = 0.0 0.5 0.1 7/.A-(2I) 二 0.3 0.0 0.2 7/ifc(23) = 0.0 0.4 0.0 
、o.i 0.0 0.0J 、o.o 0.1 0.1 y o.o 0.2^ 
/ \ / \ / \ 
0.1 0.0 0.0 0.0 0.1 0.0 0.0 0.0 0.2 
7/IA:(3i) 二 0.3 0.2 0.0 7/IA:(32) = 0.2 0.3 0.1 7w-(33) = 0.1 0.1 0.2 
、ao 0.3 0.1 y y o . i o.o 0 . 2 j 0.2 0.0^ 
Again, four sets of estimates are produced based on different sets of hon-
esty probabilities, that is t^vj = 0.7,0.8,0.9 or 1.0 for u, v = 1,2,3 and j = 
1,2，..., 2000. The results of the analysis are summarized in Table 3.2.1: 
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Table 3.2.1: Model Estimates with Different Honesty Probabilities 
丁uvj = 0 . 7 Tuvj = 0 . 8 Tuvj = 0 . 9 Tuvj = 1 . 0 
Parameters MLE S.E. MLE S.E. MLE S.E. MLE S.E. 
p = OA 0.3931 0.0251 0.3911 0.0251 0.3878 0.0252 0.3818 0.0253 
a-i = - 0 . 3 -0.2981 0.0285 -0.2983 0.0285 -0.2989 0.0285 -0.3001 0.0285 
a.2 = 1.2 1.2328 0.0373 1.2327 0.0373 1.2312 0.0373 1.2276 0.0372 
/^ i = -0 .5 -0.4771 0.0292 -0.4769 0.0292 -0.4763 0.0292 -0.4752 0.0292 
132 = 1.0 1.0549 0.0345 1.0559 0.0345 1.0567 0.0345 1.0577 0.0345 
The results in Table 3.2.1 show that the ML estimates are quite close to the 
true values under different honest)' probabilities. We have performed a simulation 
study to examine the performance of the estimates under different situations. 
Details are siiminarized in Chapter 4. 
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Chapter 4 
Simulation Study (I) 
111 this study, we simulate data from a bivariate normal distribution with pdf 
I � _ 2pu*v* + if"^ 1 
f{n\v*\p) = - — — e x p u\v* G ( - 0 0 , 0 0 ) ; ( -1 ,1 ) 
27r\/l - L 2(1-/3^) � 
We then classify these simulated units into a 3x3 table according to the pre-
assigned thresholds, and misclassify these units according to the pre-assigned 
7/ifc(m))，s. Wo use the developed estimation method to find the ML estimates and 
their standard errors so as to check the performance of our method. 
4.1 Simulation Algorithm 
To simulate random data. ([/*, V*) from a standard bivariate normal distribution, 
we use the following transformation: 
IT" = Si 
< 
V* = pSi + - p巧2 
V 
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where Si, S2 are two independent N(0,1) random variables, and p is the poly-
choric correlation. Let (a。，ai, a'2, a'3’ " 0 , A，" 2 ’ " 3 ) be the thresholds where qq = 
= -00; a'3 = p3 = +00. Then we classify the units ((/*, V*) into the category 
(•?/.，7,), V = 1,2,3 according to (1.1). 
After that, we misclassify the units by (1) in Appendix 1 and the pre-assigned 
I'hkiuv)in Table 3.1.2. Thus, we can obtain a misclassified 3x3 table. 
4.2 Simulation Design 
To study the performance of the estimates, different combinations on different 
sample sizes, different polychoric correlations, different scales of skewness and 
different honesty probabilities arc considered in this simulation study. 
1. Different sample sizes 
Sample sizes oi N = 200 and N = 500 were generated. 
2. Different polychoric correlations 
We considered three kinds of polychoric correlations: 
(a) p = 0.8 - Highly positive correlation between variables. 
(b) = 0 - No correlation between variables. 
(c) p = - 0 . 5 - Medium negative correlation between variables. 
3. Different scales of skewness 
Thresholds that yield symmetric and asymmetric distributions were consid-
ered. 
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(a) Symmetric distribution 
111 this case, we set a! = jSi = ^>"^(1/3) a -0.43; a,2 = P2 = 
$-1(2/3) 0.43 
(b) Asymmetric distribution (I) 
In this case, we set a.i = — 0.9, a'2 = —0.2; i5i = 0.2, /?2 二 0.9 such that 
the distributions of U* and V* are skewed at opposite directions. 
(c) Asyiuinetric distribution (II) 
111 this case, we set a'l = Pi = 0.2; a'2 = P2 = 0.9 such that the 
distributions of U* and V* are both skewed to the right. 
4. Different honesty probabilities 
We set Tuvj =1-0, 0.8 and 0.6 for all {u, v) and j as high, medium and low 
honesty probabilities respectively. 
With two sets of sample sizes, three sets of polychoric correlations, three sets 
of scales of skewness and three sets of honesty probabilities, there are totally 54 
combinations. For each combination, 100 replications were generated. 
4.3 Reported Statistics 
The simulation results of the parameter estimates are reported in Tables A1-A9. 
A A A 
Denote 6 = (/3, cvi, cv2, A,/?2)- In each table, the following statistics are reported. 
1. The mean value of the parameter estimates: 
1 100 
一 一 1 - s r ^ i j ) 
j=i 
where 炉）is the z-th element of 6 in the j-th replication. 
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2. The root mean square error: 
• 100 -11/2 
丽 E(砂)-氏)2 , 
- j=i -
where 6i is the z-th element of the true parameter vector. 
3. The average of estimated standard errors of the parameter esti-
mate: 
1 100 ^ 
取 : = 而 E 敌 ( 妒 ) . 
j=i 
4. The ratio of the sample standard error to the average of estimated 
standard errors of the parameter estimate: 
SE: 
where 
r 100 1 1/2 
SDi=而E(《⑴-幻. 
- j=i -
If SDi is close to SEi, i.e. Ri is close to one, then the standardard errors 
produced are accurate. 
4.4 Conclusions of Simulation Results 
From the tables, the following phenomena are observed: 
1. In all situations, the mean values of the maximum likelihood estimates are 
very close to the corresponding true values. Moreover, the root mean square 
errors are reasonably small (nearly all are less than 0.1). 
2. As expected, increasing tlie sample sizes decreases the root mean square 
errors and the standard errors of the estimates in all situations. 
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3. For the ratio R, except a few cases, most of them are close to 1. It indi-




Estimation by Double Sampling 
Scheme 
5.1 Introduction of Double Sampling Scheme 
The development in the last section operates on the assumption that the prob-
abilities of misclassification are known or can be calibrated from available infor-
niation. When no information is available for calibration, another approach for 
analyzing data sets with possible misclassification is the use of the double sam-
pling scheme (Teneiibein, 1972; Espeland and Odoroff, 1985; Palmgren, 1987; 
Buonaccorsi, 1990; and Pepe, 1992). In the double sampling scheme, two devices 
are available for classifying subjects. One device is quite expensive hut can clas-
sify the subjects correctly, and the other is less expensive but the device may 
classify subjects incorrectly. These two devices are called the true classifei, and 
the fallible classifei’. 
In this scheme, n out of the N subjects are classified by both devices and the 
remaining n* = N — n subjects are classified by the fallible device only. In the 
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[ 
next section, we develop a method for estimating the polychoric correlation based 
on the information available in the double sampling scheme. 
5.2 Model 
The data structure of the double sampling scheme is summarized in Table 5.2.1: 
Table 5.2.1 Data Structure in a Double Sampling Scheme 
True Fallible device Grand 
device (1,1) . . . (I.aQ . . . ( r , l ) | . . . | ( r ,s ) Total 
(1，1) "11(11) — ".lA.Ol) • • • ”.rl(ll) — "raCll) ".+ + (11) 
(1’ 6.) 打ll(l.s) — "•Is(l.s) I … ^^ rl(lA) — "r‘s(��s) ”—(Ls) 
(7,’ 1) ^Mi(tI) — llls(rl) — ？'.7.1 (7.1) — '»+ + (>l) 
(7.’ s) .�.ll(7-.<<) • • • ”] ‘、.(,、.） • • . 'l^rl(rs) -J- ''^rsjrs) '"+ + (r.s) 
Total ni i (++) •. • nis(++) … .".ri(++) | . . . 
i = 
•nJi . . . . . . 77*.2 . . . 77.*., N - n 
Grand Nu = ... Ms = … = … ^rs = 
Total Uyy +7t l l ( + + ) I . . . I »l.s + + ) . . . K\ + + ) I I + + + ) N 
A total of N units have been classified. Prom the N units, n randomly drawn 
units are classified by both the true and fallible devices and nfik{uv) is the total 
number of units whose classification using the more expensive, error-free mea-
surement device is { u, v) and whose fallible classification is (", k). The remaining 
n* units are classified by the fallible device only, and 72；*；,. is the total immber of 
units that have been classified into the cell (/z, k) by the fallible device. 
Let Puv be the probability that a unit actually belongs to the cell {u, v) for 
u = 1，... ，7’, V = 1 , . . . , s ； TT/ifc be the probabilit)尸 that a unit is classified into 
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the cell (/?.，k) for h = 1 , . . . , r , k = 1 , . . . , .s by the fallible device; and o ;以 (训） 
be the probability that a unit is classified into the cell (/i, k) when it actually 
belongs to the cell (u, v), where h, u = 1,... = 1 , . . . , s; it can be shown 
(see Appendix 2) that, the ML estimate of 7)训 and ujhk{uv) are respectively given 
by 
. i K k + ''1hk{ + + ))nhk{nv) ,r IN 
Vav = y y -r. , 丄 J 
A {n*hk. + nkk{++))nhk{uv) 0 � 
^hk{vv) = ^ : . 
yV7i/tfc(++) Vuv 
5.3 Minimum Chi-square Estimation 
Let p* be a 7,s x 1 vector that stores the lexicographically ordered p^'s for u = 
1 , . . . , r and v = 1,...，s, arid p* be its ML estimate with elements given by (5.1), 
then the distribution of f)* converges to normal with mean p* and covariance 
matrix Q, where it can be shown (see Appendix 3) that the diagonal elements in 
the rs X rs matrix Q are asymptotically given by 
Vcir(puv) = - Vuv) (-~~— + ¥ � , (5.3) 
\ ”, N J 
where 
/ r s ^ p. \ 
1 — Vuv VS 兀"� ) 
and the off diagonal elements of Q are asymptotically given by 
〜，“ ^�P训Pu'v' f — y ^ ^hk{uv)^hkiv'v') � , X 
Cov{pyy,Pu'v') = ~ 1 (5.4) 
“ " " " ' A y 
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for (•II,, v) + (7//, 7''). Moreover, a consistent estimate Q of Q can be obtained by 
replacing the parameters in (5.3) and (5.4) by the consistent estimates in (5.1) 
and (5.2). . 
To estimate the polychoric correlation, let � b e given in (1.3), then p* = 
p*(0) and the estimate 9 of the parameter vector 9 can be obtained by miiiimizing 
the following function: 
G(e) = i f — p*(0)fQ~\p* - P%9)). ( 5 . 5 ) 
r s 
However, Q is not a full rank matrix due to the constraint = 
1, rank{Q) = rs - 1. Therefore, following the common practice in handling 
multinomial distribution, Q in (5.5) is replaced by a. full rank rs x rs matrix 
S . The diagonal elements and off-diagonal elements of S that correspond to 
Vot{puv) and Cov(puv, Pu'v') are asymptotically given by (see Appendix 4): 
Cov{vuv. Vu'v') = N ^ Z^ (5.7) 
h=l k=l hk 
for (iL, v) — v'). Similarly, a consistent estimate S of S can be obtained by-
replacing the unknown parameters by the consistent estimates in (5.1) and (5.2). 
Ill tetrachoric case (?- = s = 2), it can be shown that the estimate § oi 6 can be 
simply obtained by solving G(0) = 0. The reason is that for a r x .s contingency 
table, there are one polychoric correlation and (r 一 1) + (s — 1) thresholds. Hence, 
there are totally r + s - 1 parameters. On the other hand, there are (rs - 1) free 
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r s 
cell proportions since we have a constraint 二 1. 
G[6) attains zero if and only if p* 二 P*(约.Hence, it must satisfy the following 
condition: 
rs — l=r-\-s — 1 
=> rs = r + .s (5.8) 
Since r, s > 0, the only possible integral solution for (5.8) is r = s = 2. 
5.4 Statistical Properties of the Parameter Es-
timates 
According to Ferguson (1958)，several statistical properties can be established for 
e. They are 
(1) 6 is consistent, 
(2) The asymptotic distribution of G{9) is chi-squared with degrees of freedom 
si TS — 1) 
(/, where g = ./• + s — 1 is the dimension of 0, and 
(3) 6 is normal with mean vector 6 and covariance matrix 
dp* 
where is a (r + s — 1) x rs matrix. The analytical expressions for the elements 
dp* 
in the matrix can be obtained from (2.7)，(2.8), (2.9) and (2.11). Standard 
ou 
errors for the parameter estimates can be obtained from the diagonal elements 
of the matrix in (5.9) with unknown parameters replaced by their estimates, and 
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basic, statistical inferences such as goodness-of-fit tost of the model and hypothesis 




Numerical Examples (II) 
6.1 Analysis of Real Data ( 2 x 2 Table) 
The data set in this section was extracted from a data, set reported in Hochberg 
(1977). The objective of the study was to assess the effectiveness of using safety-
belt in reducing injuries. The original data set collected 81880 accident reports 
filed by the North Carolina State Police. This constitutes the fallible device. A 
total of 1976 cases were subsequently investigated by intensive inquiries, providing 
classifications under the true device. The data, set in Table 6.1.1 was extracted 
from the original data set for male with low car damage. The data set has been 
analyzed by the proposed method and the results are suinrnarized in Table 6.1.2. 
The estimate of the polychoric correlation is -0.0279 with standard error 0.0761, 
with t-valiie = —0.3667. There is no evidence to reject the null hypothesis that 
the use of safety-belt is not associated with whether there is injury. 
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Table 6.1.1: The Automobile Accident Data Set 
True Fallible Classifier (Police Report) 
Classifer Unbelted Unbelted Belted Belted 
(Intensive No Low No Low 
Investigation) Injury Injured Injury Injured Total 
Unbelted No Injury 407 6 5 0 418 
Unbelted Low Injured 62 47 1 1 111 
Belted No Injury 45 1 32 1 79 
Belted Low Injured 7 6 4 2 19 
Total 521 60 42 4 627 
22536 3006 1687 199 27428 
Grand Total 22954 3117 1766 218 28055 
Table 6.1.2: Parameter Estimates for the above Data Set 
Parameter Estimate S.E. . 
p -0.0279 0.0761 
Qi 1.0235 0.0470 
0.7785 0.0401 
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6.2 Analysis of Artificial Data ( 3 x 3 Table) 
Same as section 3.2, we have simulated an artificial data set based on a set, of 
known parameters so as to examine the performance of the proposed procedure in 
reproducing the true parameter values. In this example, we generated a random 
sample of size 2000 from the bivariate normal distribution with mean zero and 
p = 0.4, cvi = -0 .3 , a,2 = 1.2, Pi = -0 .5 and = 1.0. The 2000 observcations 
were then classified using a fallible device with the misclassification probabilities 
presented in Table 6.2.1. A total of 600 observations were randomly drawn from 
the 2000 observations and were classified based on the true device, namely the 
true threshold parameters. The resultant data set is presented in Table 6.2.2. 
The results of the parameter estimates are shown in Table 6.2.3，which indicate 
that the proposed procedure produces very accurate estimates for the parameters. 
Table 6.2.1: The assigned values of ujkk{uv) 
^ 
categories (1,1) (1,2) (1,3) (2,1) (2,2) (2,3) (3,1) (3,2) (3,3) 
(1.1) 0.80 0.14 0.00 0.02 0.00 0.00 0.04 0.00 0.00 
(1.2) 0.08 0.80 0.06 0.00 0.04 0.00 0.00 0.02 0.00 
(1.3) 0.02 0.12 0.80 0.00 0.02 0.02 0.00 0.00 0.02 
(2,1) 0.04 0.02 0.00 0.80 0.10 0.02 0.02 0.00 0.00 
{u, v) (2,2) 0.00 0.04 0.02 0.06 0.80 0.04 0.00 0.02 0.02 
(2,3) 0.00 0.02 0.04 0.00 0.08 0.80 0.02 0.00 0.04 
(3.1) 0.02 0.00 0.00 0.06 0.04 0.00 0.80 0.06 0.02 
(3.2) 0.00 0.02 0.00 0.04 0.06 0.02 0.02 0.80 0.04 
(3.3) 0.00 0.00 0.04 0.02 0.02 0.04 0.04 0.04 0.80 
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Table 6.2.2: The Resultant Artificial Data Set 
True Classification Fallible classification in cell (/?,, k) 
in cell (7；, 7；) (1,1) I (1,2) (1,3) [ (2,1) (2，2) | (2,3) | (3,1) [ (3,2) [ (3,3) Total 
(1.1) 91 12 0 2 0 0 7 0 0 112 
(1.2) 5 87 7 0 1 0 0 4 0 104 
(1.3) 0 2 9 0 0 1 0 0 0 12 
(2.1) 3 2 0 50 7 1 3 0 0 66 
(2.2) 0 9 4 8 137 7 0 2 7 174 
(2.3) 0 1 0 0 3 44 1 0 1 50 
(3.1) 1 0 0 2 0 0 5 3 0 11 
(3.2) 0 0 0 1 2 0 0 41 2 46 
(3.3) 0 0 2 0 1 1 0 1 20 25 
Total 100 113 22 63 151 54 16 51 30 600 
227 259 63 182 378 123 40 76 52 1400 
Grand Total 327 872 85 245 529 177 56 127 82 2000 
Table 6.2.3: Parameter Estimates for the Artificial Example 
Parameter True Value Estimate S.E. 
p 0.4 0.4043 0.0361 
ai -0.3 -0.3040 0.0372 
a'2 1.2 1.2241 0.0509 
I3i -0.5 -0.4519 0.0374 
P2 1.0 1.0766 0.0473 
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Chapter 7 
Simulation Study (II) 
Same as Chapter 4, we simulate data from a bivariate normal distribution with 
mean zero and polychoric correlation p. Then we classify these units into a 3 x 3 
table according to the pre-assigned thresholds, and misclassify these units ac-
cording to the pre-assigned misclassification probabilities. From these N units, 
n randoiiily drawn units are classified by both the true and fallible device, the 
remaining n* units are classified by the fallible device only. We use the proposed 
procedure to find the estimates as well as the standard errors so as to examine 
its performance. 
7.1 Simulation Algorithm 
The simulation algorithm and the classification method are same as those dis-
cussed in Section 4.1. The only difference is that the whole sample is divided into 
two parts (the first sample and second sample) by double sampling scheme. 
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7.2 Simulation Design 
Same as Section 4.2，different combinations on different sample sizes of the first 
and second samples, different polychoric correlations, different scales of skew-
iicss and dificrciit misclassification probabilities arc considered in this siiimlatioii 
study. 
1. Different sample sizes 
Sample sizes of (i) n = 600 and n* = 1400 and (ii) n = 800 and n* = 1200 
were generated. 
2. Different polychoric correlations 
We considered three kinds of polychoric correlations: 
(a) p = 0.8 - Highly positive correlation between variables. 
(b) p = 0.0 - No correlation between variables. 
(c) p = - 0 .5 - Medium negative correlation between variables. 
3. Different scales of skewness 
Thresholds that yield symmetric and asymmetric distributions were consid-
ered. 
(a) Symmetric distribution 
In this case, we set a i = pi = $7^(1/3) -0.43; a2 = (h = 
<1)^^(2/3) ^ 0 . 4 3 
(b) Asymmetric distribution (I) 
In this case, we set a ! = -0 .9 , a'2 = -0.2; = 0.2, "2 == 0.9 such 
that the distributions of U* and V* are skewed at opposite directions. 
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(c) Asymmetric distribution (II) 
In this case, we set a! = Pi = 0.2; a'2 = fh = 0.9 such that the 
distributions of U* and V* are both skewed to the right. 
4. Different misclassification probabilities 
Two cases were considered: 
(i) Generally high accuracy of classification: ujyv^uv) is high for all (t/, v). 
Please refer to Table 7.3.1 for the specific values of the misclassification 
probabilities. 
(ii) Generally low accuracy of classification: uj.uv{uv) is low for all (u, v). 
Please refer to Table 7.3.2 for the specific values of the misclassification 
probabilities. 
Table 7.3.1: Specific values of uj^ u^v) with generally high accuracy of 
classification: 
^ 
categories (1,1) (1,2) (1,3) (2,1) (2,2) (2,3) (3,1) (3,2) (3,3) 
(1.1) 0.85 0.03 0.02 0.01 0.03 0.02 0.03 0.00 0.01 
(1.2) 0.02 0.82 0.03 0.03 0.05 0.00 0.03 0.02 0.00 
(1.3) 0.01 0.02 0.86 0.00 0.00 0.09 0.01 0.00 0.01 
(2,1) 0.02 0.01 0.03 0.85 0.01 0.02 0.03 0.00 0.03 
(u,v) (2,2) 0.00 0.01 0.00 0.10 0.79 0.08 0.01 0.01 0.00 
(2,3) 0.01 0.01 0.02 0.05 0.07 0.80 0.00 0.02 0.02 
(3.1) 0.05 0.06 0.00 0.02 0.02 0.00 0.81 0.02 0.02 
(3.2) 0.00 0.01 0.00 0.01 0.01 0.01 0.04 0.90 0.02 
(3.3) 0.00 0.00 0.02 0.05 0.05 0.01 0.02 0.02 0.83 
36 
Table 7.3.2: Specific values of uj/ik(uv) with generally low accuracy of 
classification: 
^ 
categories (1,1) (1,2) (1,3) (2,1) (2,2) (2,3) (3,1) (3,2) (3,3) 
(1.1) 0.62 0.13 0.12 0.09 0.02 0.00 0.02 0.00 0.00 
(1.2) 0.10 0.64 0.12 0.03 0.05 0.02 0.00 0.03 0.01 
(1.3) 0.15 0.10 0.60 0.02 0.06 0.05 0.00 0.01 0.01 
(2,1) 0.12 0.09 0.05 0.60 0.09 0.02 0.03 0.00 0.00 
(u,v) (2,2) 0.03 0.08 0.01 0.12 0.62 0.11 0.01 0.01 0.01 
(2,3) 0.00 0.02 0.09 0.06 0.15 0.59 0.02 0.06 0.01 
(3.1) 0.03 0.00 0.02 0.02 0.04 0.04 0.63 0.11 0.11 
(3.2) 0.00 0.00 0.00 0.02 0.09 0.10 0.20 0.58 0.01 
(3.3) 0.00 0.01 0.02 0.00 0.01 0.11 0.10 0.12 0.63 
With two sets of sample sizes, three sets of polychoric correlations, three sets 
of skewness and two sets of misclassification probabilities, there are totally 36 
combinations. For each combination, 100 replications were generated. 
7.3 Reported Statistics 
The simulation results of the parameter estimates are reported in Tables B1-B6. 
The reported statistics are the same as those in Section 4.4, that are the mean 
value of the parameter estimates, the root mean square error, the average of the 
estimated standard errors of the parameter estimate and the ratio of the sample 
standard error to the average of estimated standard errors of the parameter esti-
mate. 
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7.4 Conclusions of Simulation Results 
From the tables, the following phenomena are observed: 
1. In all situations, the mean values of the maximum likelihood estimates are 
very close to the corresponding true values. Moreover, the root mean square 
errors are reasonably small (nearly all are less than 0.1). 
2. As expected, increasing the sample size of the first sample (n) decreases 
the root mean square errors and the standard errors of the estimates in all 
situations. 
3. For the ratio R, except a few cases, most of them are close to 1. It indi-





In this thesis, two models for estimating polychoric correlation with misclassified 
polytonioiis Vciriablos have been developed. The first model assumes that the 
misclassification probabilities are known, a new model has been developed by 
combing the models proposed by Press (1968) and Olsson (1979a). The maxi-
mum likelihood estimates and the standard errors of the parameters including the 
polychoric correlation and the thresholds are obtained. An Excel program with 
VBA has been developed for computing the estimates and the standard errors. 
To demonstrate the applicability and practicability of the proposed model, a real-
data example and artificial-data example are posted for illustration. Furthermore, 
based on the results of the simulation study, we observe that the estimates are 
very accurate and the estimated standard errors are reliable in various conditions, 
including different sample sizes, different polychoric correlations, different scales 
of skcwiicss and different honesty probabilities. 
The second model assumes that the misclassification probabilities are un-
known and we have developed a new model by using a double sampling scheme 
to obtain information on misclassification. The data structure in our double sam-
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pliiig scheme is generalized from a r x .s contingency table, and the estimation 
method for the polyclioiic conelation is discussed. We introduce the Miiiiiiiuiii 
Clii-sqiiare Estimation Method instead of the traditional Maxiiimiii Likelihood 
Estiinatioii Method. It is because for the latter, it reciiiires estiinatiiig many pa-
laiiieters siiiiiiltaiieoiisly, including the polychoric correlation, the threshokls and 
also the niisclassification probabilities. However, a great computational problem 
is that, the estimates of the miscltussificaUon probabilities generally have no clo.se 
form solutions, this causes great computational difficulty. To overcome it, we 
propose the Miiiiiiium Clii-square Estimation Method which requires estimat-
ing the polychoric conelation and the thresholds only, it substantially reduces 
the coinptutatioiial burdens and difficulties. Same as the above model, the es-
timates and tlieii. standard eirois can be obtained by the Excel prograiii with 
VBA. Moreover, a real-dat a. example for estimating tetr acholic conelation ciiid 
an artificial-data example for estimating the polychoric correlation are posted for 
ilhistrat.ioii. Furtheniioie, based on the results of the siniiilatioii study, we de-
serve that the estimates are also very accurate and the estimated standard errors 
are also reliable in various conditions, including different sample size allocations 
in double sampling scheme, diHei.eiit. polychoric correlations, different scales of 
skewiiess and clifiereiit sets of iiiisclassificatioii probabilities. 
Ill conclusion, l)otli models cleiiioiistrate that the results achieved ai,e good 
enough for practical use. They are not only applicable to the case of system-
atic iniselassifieatioii errors, but also the case of various iiiisclassiHcHtioii errors 
at different categories. In addition, another possible extension is to generalize 
the models to p-diineiisioiial case, which we can use the single index system 
to represent the lexicographically ordered cells. For example, in a r x .s x I. 
Ci-ise, we may use a single index ?, = 1，…，rsL. to represent the ordered cells 
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(1.1,1), (1 .1 ,2) , . . . . (r, .s, /.). The proposed procedure will then be widely appli-
cable ill multivariate analysis and structural equatioii modeling. 
The models developed in this thesis may have many possible applications, 
such as clinical data, niarketiiig research, social science study. We hope that fur-
ther clevelopnieiit on these topics can i)e achieved in the future. 
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Appendix 
A . l The proof of the expression for PiJZ] 二 Ekk) 
As P[Zj = Ehk\Xj = Ef,k , y^  = 0) = 0 and P(Zj = EnklXj = E肌,Yj = 1)= 
0 if It h or V + k, we have 
P{Zj = Ehk) 
r s 
= Y.Y1 = =札-，Yj = 1) • PiXj = j = Euv) • P(Xj = Euv) 
+ = = E,,, ’ Yj = 0) . P{Yj = = • P(Xj =丑“，)} 
=P(Zj = EnklXj = ，Yj = 1) • P(Yj = = . P(Xj = E,山) 
+ P{Zj = Euk\Xj = , Yj = 0). P{Yj = 二 £；,„：) . P{Xj = Ej,k) 
+ = = E^, , Yj = 1) . P{Yj = llJJCj = Euv) . P{Xj = 
u卢I v^k 
= Enk\Xj = E,., ’ YJ = 0) . P(Vj = = jE；,,) . P(Xj = E,,)} 
= 1 • Thkj + Q + + lhk{uv) • ( 1 一 ^uvj) • Puv} 
xi^h v^k 
r s 
= f f i^hk{uv)jPuv ， 
U — 1 V=1 
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where 
Thkj if u = h and v = A:， 
i'iik{uv)j = (1) 
lhk{uv){'^  - Tvvj) otherwise. 
\ 
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A.2 The proof of and (2jhk.{uv) 
111 this section, we generalize the method of Tenenbein (1972) to show that the 
ML estimate p^v of p训 and u)hk{uv) of (j^ hk{uv) are given in the form of (5.1) and 
(5.2). 
To simplify the presentation, we use the single index i or j with i j = 1,...，rs 
to represent the lexicographically ordered cell. As a result, p糊 u}hk{uv) and TT^k are 
replaced by p,-, u;j(i) and ttj respectively in the single index system. Specifically, 
for the i-th cell of the true classifier, the data in Table 5.2.1 can be summarized 
as ill Table A.2.1. 
Table A.2.1: The Lexicographically Ordered Data Set in a Double 
Sampling Scheme 
True Fallible Device 
Device j = 1 j = 2 … j = rs Total 
7: 7;.2(,:) . • . rirsii) n+(,:) 
N o t i 77-1 (+) - 7ii(,：) n2(+) - n2{i) ... - nrs{i) n - n + � 
Total ni(+) n2(+) .. • n 
77.1 . . . Ks n* 
Grand Total + + 7i2(+) . . . + 7Vs(+) N = n* + n 
Let T represent the true device and F the fallible device, as P{T = i,F = 
j) = PiOJjH), P{T ^i,F = j) = P{F = j) -P[T = LF = j) = TVj - PiU洲,and 
P(F = j) = TTj, then the joint likelihood function of n) •� ’ - n湘 and n) 
( j = 1 . . . . , r.s, i fixed) is proportional to 
rs rs 




^m = — ( 3 ) 
then the log-likelihood from (2) is given by 
F = In L 
rs rs rs 
= 7 � ( . ' ) In + 5]1(''�(+) - 7�(0) ln(l - + ^ ( n * + ”.,(+)) In tt力（4) 
j=i j=i j=i 
and the ML estimates ttj of -kj and A)•� of 入湘 is given by 
n； + nj-(+) 
冗 J. = ^ > ( 5 ) 
入 M = - • (6) 
rs 
Using (3) and the fact that ^ ^ a;j(,：) = 1, we have 
j=i 
= ———' (7) 
Pi 
rs rs rs 
= X湘巩j 01, Pi = Aj(,:)7rj. (8) 
j=i j=i 
Using the in variance property of ML estimates, the ML estimates of pi and 0；州.） 
can be obtained and are given by 
. _ ^ (n； + nj(+))nj-(i) 
'广 b A S • � ’ () 
= — ^ ： . 10 
7Vnj(+) Pi 
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In other words, we have 
. _ ^ ^ ^ {n*hk + nhH++))nhk{uv) 
巩 一 与 h ^ ， 
代 iKk + ff'hk{++))nhk{uv) , ” 、 
^hk{uv) = rr : , i l l ) 
Nnhk(++) Puv 
and the results in (5.1) and (5.2) are established. 
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A.3 The proof of the covariance matrix Q 
This section derives the analytical expressions (5.3) and (5.4) for elements in the 
covariance matrix Q in Section 5.3. Following the notation in Appendix 2, Q is 
the covariance matrix for the vector p* which estimates p* with its ？'-tli element, 
given by (see (8)) 
rs 
Pi = ^ ^ TTj入for i = 1 . . . . , rs. (12) 
j=i 
The 2-th element of p*, which corresponds to a specific p训 in (5.1), is given by 
(9). Let Aj(i), Aj(,), and 升j be defined by (3), (6) and (5) respectively, then the 
following results can be established using Lemma 1 in Tenebein (1972, p.201): 
= ^ ^ ^ (13) 
= (14) 
= '洲 ( 1 - ,洲 ) (15) 
？ ITTj. 
(升J, 乂 J • ⑴ ） = C o i ; ( 升 = Cov{Xj(^i),\k{i)) = 0 (16) 
for all i, j , k = 1 , . . . ,rs and j + k. Note that the results in (15) and (16) bold 
asymptotically and are accurate to terms of 1/n. 
For ?', / = 1 . . . . ,7's, let A,： = 入之⑷，.•. ’ Ks{i)V and 11 = (tti, 7r2,... ’ T^rsV 
be vectors of dimensions rs, and 
dpi ^ / dpi dpi dpi \ ( 1 7 ) 
\ dlTi ’ ^772，. . • ： d-Krs J， 
dpi ^ / dpi dpi dpi \ (18) 
dAi \dXm)，dX2{i)' •.. ’ 3入r6(/) / • 
For 'i. + /, —^ = Oj ,^ where O^ s is a rs x 1 column vector with all its elements 
oAi 
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equal to zero. Let be a vector of dimension i.s x (rs + 1) that collects all 
parameters on the right hand side of (12) for different i, that is 
(19) 
ys 
and let C. be the ML estimate of then the asymptotic covariance matrix Cov{Q 
A 
of C can be obtained from (13) to (16) and is given by 
/ \ / \ 
Ai ... Cov{Ai) ... • •. ... ... 
Cov(0 = Cov = ’ （20) 
A , A 、 
A； … Orsxrs ... CovyKi) 
* • • • 争 • • 
A ^ 
乂 n 乂 \（Vsxrs ….Orsxrs …Cov(Jl) J 
where Orsxrs is a rs x rs matrix with all its elements equal to zero, Cov{Ai),i = 
1 , . . . , 7�s i  a diagonal matrix with diagonal elements given by (15) and Cov{fl) 
is a syiiiiiictric matrix with diagonal cleiiiciits given by (13) and oli-diagonal 
elements given by (14). Let 
/ \ / \ / \ 
, . • • > • • 
dpi dpi dpi dpi dpi q T dpi 
dQ •. • dhi • •. dh, • •. sn . . . dhi . •. ^rs . • • an 
dp* 
— — — ^ ― • • • • • • • ^ ― 
^ ^ * * * * * * * 
dp, dpi dp, dpi rjT ^ Qpi_ 
ac …dhi … M i … c ) n … U r s … O A , … d Y \ 
• • • • • • • v • / v / V / 
(21) 
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By the delta method, we have 
Q = C o v { p n = ( ^ ] C o v ( 0 [ ^ ] . (22) 
Based on the results in (21) and (20), the ？:-th diagonal element of Q is given by 
v 。 ， • � A � ( 盖 ) ) ( 盖 ) T 
+ 力 〜 ) _ ( ! £ ) . (23) 
where the last equality is obtained by the fact that Cov{Ki) is a diagonal matrix. 
Similarly, based on the results in (20) and (21), the (?:，l)-t\i element of Q is given 
by 
,. . f dpi\ f dpi\ , V" V" /A . ^ / A dpi \ 
= g V " , , . � ( ^ j . ， 〜 f e j U j 
(24) 
rs 
Using ^LOjf^i) = 1 for all i and the results in (3), (12), and (13), to (15)，we can 
J=i 
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simplify (23) and obtain 
Var(pA = y + y 兀 “ 1 1 ) ( ^ l ^ y 
U ” � u N V 沉j y 
y ^ ' ^ / TTj-TTfeN / PiUJjii) \ / PiUJk{i)� 
LJ^、—下)V 沉 j J \ n- J 
f P'-^jQ)] 一 P i 邮 0 、 + f (1 - 冗 ⑷ 
~ ^ V ^J J \ ~ ^J J J 台 Nttj 
一 L ] ^ ^ 
3抖 
^ PiUJji^ i)(7rj - PiUJj(i)) , pf f y ^ ^ 2 v - V " , , , � 
—\ ；j + 湘 - 管 吻 、 
j = l J \ j = l •‘ J = 1 3 神. / 
rs rs ,2 2 / rs , ,2 rs \ 
rs 2 ^^  / i2 2 / rs /，2 \ 
-b，7 知 + ; v � “ ij 
/ rs , ,2 \ 2 / rs , ,2 \ 
= (25) 
"I 台 〜 J " \ u � � 
f rs J2 \ 
Let I<.i = y - 1 , then (25) becomes 
1 一 ： ^ ‘乂 ^ 冗j y 
var^pi) = — 1 - Pi h i + ^ 
n L \ Pi J\ ^ \ Pi / 
/I _ f{. J{.\ 
= 务 风 + 补 (26) 
rs 
Similarly, using ^ a ; j ( , ) = 1 for all i and the results in (3), (12), and (13), to 
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(15) to simplify (24)，we have 
CcMfinM = T ^ ^ ^ ^ ( ( 
^ N \ T^j J \ / 
L J ^ V TT,- ) \ TTfc ) 
PiPi f (1 一 冗j)啡)叫(n pipi 
= i X l ^ ⑴病、 
j=i J j科 
/ rs rs \ 
\ j=l 3 j 神 J 
/ rs rs rs \ 
\j=i J j=i j=i / 
二 时 ， - 1 ) . (27) 
Finally, using the one-to-one transformation between the double index (li,!；), 
u = 1 , . . . , r, t' = 1 , . . . , .s and the single index ?:, i = 1，...，r.s, the results in (26) 
and (27) can be written as 
Var[puv) = - Puv) ( 1 + , 
where 
1 - Puv Vfc^ t t J 
and 
/ r 5 \ 
^ . � PuvPu'v' / V^ V^ '^'hkiuv)^hkiu'v') 1 = — j ^ — 1 
\/j=l k=l I � / 
for {u,v) + v'). These complete the proof for (5.3) and (5.4) and provide the 
analytical expressions of the elements in Q. 
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A.4 The proof of the matrix E 
As mentioned in section 5.3, Q is not a full rank matrix and thus its inverse does 
not exist. According to (20) in Appendix 3, the symmetric matrix Cot'(ft) is a 
non-invertible matrix. Following the common practice in handling the multino-
mial distribution (see, e.g. Ferguson, 1958), we replace it by a diagonal matrix 
with diagonal elements t t j / N , j = 1 , . . . , rs. Hence, Cov{Q becomes a diagonal 
matrix and we rename it as D{Q. 
A, A 
From (22)，we replace Cov{(^) by jD(C) and we obtain a new matrix: 
S = ( ¥ ) _ ( ¥ ) ' ， （28) 
which is an iiivertible matrix. By the similar arguments in Appendix 3, the 
diagonal elements of S can be simplified as 
Aj(i)(l - A州)）,j� A TTj / V i U J j ^ 
S “ = 5 nnj (… 
= (29) 
n nj 台 TTj 
and the off-diagonal elements can be simplified as 
=整〒 (30) 
~ N ^ TTj . 
Again, using the one-to-one traiisfonriation between the double index and the 
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single index, the results in (29) and (30) can be written as 
and 
r s 
^ ^ X PuvPu'v' V^ V^ ^hk{uv)^hk(u'v') 
^ i j = Cov[Puv, Pu'v') = ^ ^ 
i � h=l k=l … 
for (u, v) — {u'v'). These complete the proof for (5.6) and (5.7) and provide the 
analytical expressions of the elements in S . 
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Table A l : Symmetric distribution: 
oi = = -0.43, a2 = ！h = 0.43; Tuvj = 1.0 
PAR MLE RMSE S.E. R PAR MLE RMSE S.E. R 
N = 200 (p = 0.8) N = 500 (p = 0.8) 
p 0.8012 0.0400 0.0388 1.0350 p 0.8026 0.0243 0.0245 0.9937 
ni -0.4211 0.0909 0.0914 0.9954 rvj -0.4252 0.0588 0.0578 1.0202 
0 2 0.4320 0.0926 0.0915 1.0159 n-2 0.4255 0.0490 0.0578 0.8489 
ih -0.4259 0.1015 0.0915 1.1144 (h -0.4280 0.0607 0.0578 1.0540 
fh 0.4403 0.1021 0.0917 1.1128 ih 0.4318 0.0576 0.0578 0.9999 
N = 200 {p = 0.0) N = 500 [p - 0.0) 
P -0.0039 0.0832 0.0889 0.9394 /> -0.0031 0.0553 0.0563 0.9853 
ni -0.4210 0.0901 0.0917 0.9826 rvi -0.4252 0.0590 0.0580 1.0197 
02 0.4309 0.0924 0.0918 1.0110 n.2 0.4256 0.0493 0.0580 0.8507 
fh -0.4220 0.0905 0.0917 0.9882 fh -0.4275 0.0577 0.0580 0.9998 
ih 0.4431 0.1044 0.0921 1.1308 [h 0.4323 0.0632 0.0580 1.0934 
N = 200 (p = -0.5) N = 500 {p = -0.5) 
p -0.5043 0.0607 0.0703 0.8648 p -0.5047 0.0430 0.0445 0.9664 
n, -0.4213 0.0900 0.0916 0.9828 n.i -0.4249 0.0592 0.0579 1.0235 
02 0.4306 0.0925 0.0917 1.0137 a-. 0.4258 0.0491 0.0579 0.8496 
-0.4273 0.0891 0.0917 0.9761 /�！ -0.4262 0.0583 0.0579 1.0089 
3.2 0.4293 0.0992 0.0917 1.0873 /J2 0.4306 0.0578 0.0580 1.0016 
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Table A2: Symmetric distribution: 
Q'l = Pi = 一0.43，Q2 = P2 = 0.43; Tuvj == 0.8 
PAR MLE RMSE S.E. R PAR MLE RMSE S.E. R 
N = 200 {p = 0.8) N = 500 (p = 0.8) 
p 0.8007 0.0413 0.0389 1.0677 p 0.8035 0.0272 0.0244 1.1104 
ni -0.4200 0.0903 0.0914 0.9876 o'l -0.4254 0.0588 0.0578 1.0199 
0.4320 0.0929 0.0915 1.0199 0.4256 0.0493 0.0578 0.8546 
Pi -0.4258 0.1024 0.0915 1.1234 A -0.4283 0.0599 0.0578 1.0404 
fh 0.4396 0.1031 0.0917 1.1247 p2 0.4320 0.0573 0.0578 0.9947 
N = 200 (p = 0.0) N = 500 (p = 0.0) 
() -0.0033 0.0837 0.0889 0.9446 p -0.0032 0.0555 0.0563 0.9879 
-0.4210 0.0903 0.0917 0.9849 n:i -0.4252 0.0591 0.0580 1.0215 
f>2 0.4313 0.0925 0.0918 1.0123 0.2 0.4255 0.0490 0.0580 0.8467 
fti -0.4208 0.0909 0.0917 0.9913 A -0.4276 0.0588 0.0580 1.0175 
/?2 0.4422 0.1045 0.0920 1.1338 (h 0.4324 0.0627 0.0580 1.0842 
N = 200 (p = -0.5) N = 500 [p 二 -0.5) 
p -0.5042 0.0610 0.0703 0.8695 p -0.5050 0.0431 0.0445 0.9678 
O'l -0.4215 0.0901 0.0916 0.9843 o；： -0.4247 0.0593 0.0579 1.0252 
r>2 0.4306 0.0928 0.0917 1.0166 n^ 0.4261 0.0493 0.0579 0.8531 
/?i -0.4273 0.0889 0.0917 0.9745 A -0.4258 0.0583 0.0579 1.0099 
Po 0.4287 0.0993 0.0917 1.0879 p2 0.4304 0.0578 0.0579 1.0021 
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Table A3: Symmetric distribution: 
Q'l = Pi = -0.43, a2 = (h = 0.43; T,初=0.6 
PAR MLE RMSE S.E. R PAR MLE RMSE S.E. R 
N = 200 (p = 0.8) N = 500 {p = 0.8) 
p 0.8007 0.0413 0.0389 1.0668 p 0.8037 0.0276 0.0244 1.1282 
n:i -0.4203 0.0903 0.0914 0.9879 0:1 -0.4254 0.0586 0.0578 1.0165 
0'2 0.4314 0.0928 0.0915 1.0184 n^ 0.4256 0.0494 0.0578 0.8561 
fh -0.4256 0.1016 0.0915 "1.1154 A -0.4282 0.0604 0.0578 1.0505 
(h 0.4398 0.1035 0.0917 1.1293 (h 0.4322 0.0571 0.0578 0.9918 
N = 200 [p = 0.0) N = 500 [p = 0.0) 
p -0.0023 0.0843 0.0890 0.9518 p -0.0035 0.0558 0.0563 0.9934 
ni -0.4207 0.0905 0.0917 0.9870 oi -0.4251 0.0590 0.0580 1.0198 
r>2 0.4315 0.0926 0.0918 1.0129 0:3 0.4255 0.0489 0.0580 0.8443 
Pi -0.4195 0.0920 0.0917 1.0022 A -0.4278 0.0606 0.0580 1.0487 
fh 0.4410 0.1053 0.0920 1.1434 (h 0.4326 0.0623 0.0580 1.0786 
N = 200 (p = -0.5) N = 500 (p = -0.5) 
p -0.5038 0.0613 0.0704 0.8737 p -0.5052 0.0432 0.0444 0.9690 
O'l -0.4213 0.0901 0.0916 0.9840 f>i -0.4247 0.0593 0.0579 1.0247 
n.2 0.4307 0.0930 0.0917 1.0185 0:3 0.4262 0.0494 0.0579 0.8558 
Pi -0.4272 0.0894 0.0917 0.9793 A -0.4255 0.0590 0.0579 1.0204 
p2 0.4283 0.1002 0.0917 1.0983 (h 0.4301 0.0587 0.0579 1.0181 
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Table A4: Asymmetric distribution (I): 
a.i = - 0 . 9 , a2 = 一0 . 2 ’ (3i = 0.2, So = 0.9; t — = 1.0 
PAR MLE RMSE S.E. R PAR MLE RMSE S.E. R 
N = 200 {p = 0.8) N = 500 (p = 0.8) 
I) 0.8008 0.0463 0.0494 0.9424 p 0.8011 0.0296 0.0311 0.9565 
oi -0.8946 0.1131 0.1031 1.1009 rvi -0.8961 0.0640 0.0651 0.9863 
n2 -0.1949 0.0936 0.0891 1.0542 0.2 -0.1961 0.0580 0.0563 1.0340 
A 0.2093 0.1050 0.0892 1.1777 0.2055 0.0557 0.05C3 0.9897 
fh 0.9105 0.1110 0.1037 1.0717 ih 0.8993 0.0675 0.0652 1.0414 
N = 200 {p = 0.0) N = 500 (p = 0.0) 
P 0.0073 0.0885 0.0989 0.8965 p -0.0042 0.0635 0.0625 1.0186 
ni -0.8948 0.1131 0.1031 1.1007 oi -0.8969 0.0645 0.0651 0.9945 
no -0.1951 0.0931 0.0894 1.0450 a-, -0.1969 0.0587 0.0565 1.0426 
0.2121 0.0955 0.0895 1.0639 fh 0.2035 0.0569 0.0565 1.0108 
Ih 0.9077 0.1140 0.1036 1.1033 丨 h 0.9052 0.0649 0.0653 0.9958 
N = 200 (p = -0.5) N - 500 {p = -0.5) 
f) -0.4978 U.0726 0.0780 0.9357 p -0.5052 0.0511 0.0490 1.0428 
n, -0.8945 0.1126 0.1031 1.0969 rvj -0.8970 0.0646 0.0651 0.9960 
n.2 -0.1946 0.0922 0.0892 1.0374 no -0.1971 0.0588 0.0564 1.0472 
0.2031 0.0902 0.0893 1.0151 /?i 0.2034 0.0583 0.0564 1.0372 
32 0.9090 0.0978 0.1035 0.9460 /i. 0.9017 0.0625 0.0652 0.9627 
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Table A5: Asymmetric distribution (I): 
Hi = -0.9, a.2 = -0.2, I3i = 0.2, do = 0.9; = 0.8 
PAR MLE RAISE S.E. R PAR MLE RMSE S.E. R 
N = 200 (p = 0.8) N = 500 (p = 0.8) 
P 0.8053 0.0546 0.0487 1.1212 p 0.8011 0.0362 0.0311 1.1682 
ni -0.8950 0.1133 0.1031 1.1035 n‘i -0.8967 0.0643 0.0651 0.9907 
n2 -0.1958 0.0932 0.0891 1.0498 rv. -0.1971 0.0584 0.0563 1.0407 
ih 0.2099 0.1064 0.0892 1.1935 Ih 0.2055 0.0584 0.0563 1.03G7 
ih 0.9092 0.1108 0.1036 1.0713 ih 0.8976 0.0684 0.0651 1.0550 
N = 200 (p = 0.0) N = 500 {p = 0.0) 
!> 0.0070 0.0893 0.0989 0.9047 /； -0.0038 0.0629 0.0625 1.0093 
Hi -0.8949 0.1132 0.1032 1.1019 a! -0.8968 0.0645 0.0651 0.9941 
n2 -0.1961 0.0936 0.0894 1.0516 n^ -0.1970 0.0585 0.0565 1.0404 
/ � 0.2129 0.0967 0.0895 1.0756 fh 0.2042 0.0573 0.05G5 1.0169 
ih 0.9071 0.1145 0.1036 1.1088 ih 0.9048 0.0653 0.0653 1.0023 
N = 200 (p = -0.5) N = 500 {p = -0.5) 
P -0.4981 0.0726 0.0780 0.9361 p -0.5051 0.0516 0.0490 1.0533 
rv, -0.8941 0.1127 0.1031 1.0974 rv! -0.8970 0.0648 0.0651 0.9995 
rv2 -0.1952 0.0933 0.0892 1.0501 n'2 -0.1971 0.0589 0.05G4 1.0484 
0.2036 0.0909 0.0893 1.0223 A 0.2036 0.0583 0.05G4 1.0368 
/i2 0.9090 0.0984 0.1035 0.9518 ih 0.9017 0.0G26 0.0G52 0.9645 
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Table A6: Asymmetric distribution (I): 
a i = - 0 . 9 , a s = 一 0 . 2 ， p � = 0.2, ,3-2 = 0.9; = 0.6 
PAR MLE RMSE S.E. R PAR MLE RMSE S.E. R 
N = 200 (p = 0.8) N 二 500 (p = 0.8) 
P 0.8040 0.0529 0.0489 1.084G p 0.8008 0.0354 0.0311 1.1443 
n, -0.8949 0.1132 0.1031 1.1026 rv, -0.8968 0.0644 0.0651 0.9922 
0 2 -0.1955 0.0930 0.0891 1.0474 n.2 -0.1971 0.0585 0.0563 1.0432 
0.2095 0.1069 0.0892 1.1993 Ih 0.2056 0.0585 0.0563 1.0385 
ih 0.9088 0.1107 0.1036 1.0702 丨h 0.8974 0.0684 0.0651 1.0540 
N = 200 [p = 0.0) N = 500 (p = 0.0) 
n 0.0063 0.0904 0.0989 0.9167 p -0.0036 0.0631 0.0625 1.0137 
n, -0.8918 0.1130 0.1031 1.0997 oj -0.8966 0.0646 0.0651 0.9958 
no -0.1961 0.0937 0.0894 1.0521 no -0.1969 0.0585 0.0565 1.0399 
；h 0.2129 0.0973 0.0895 1.0825 Ih 0.204G 0.0577 0.056-5 1.0237 
0.9070 0.1152 0.103C 1.1154 (h 0.9045 0.0G60 0.0653 1.0136 
N = 200 [p = -0.5) N = 500 {p = -0.5) 
p -0.4988 0.0733 0.0779 0.9162 p -0.5049 0.0525 0.0490 1.0721 
ni -0.8940 0.1127 0.1031 1.0971 n, -0.8970 0.0G48 0.0651 1.0001 
n2 -0.1955 0.0939 0.0892 1.0563 rvo -0.1971 0.0588 0.0564 1.0475 
ih 0.2037 0.0909 0.0893 1.0227 0.2037 0.0586 0.0564 1.0419 
/i2 0.9092 0.0993 0.1035 (3.9598 1J2 0.901G 0.0631 0.0652 0.9723 
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Table A7: Asymmetric distribution (II): 
Q'l = A = 0.2, a.2 = p2 = 0.9; = 1.0 
PAR MLE RMSE S.E. R PAR MLE RMSE S.E. R 
N = 200 {p = 0.8) N = 500 (p = 0.8) 
p 0.7969 0.0446 0.0434 1.0302 p 0.8009 0.0236 0.0271 0.8746 
rvi 0.2026 0.0873 0.0889 0.9860 a j 0.1961 0.0517 0.0562 0.9229 
n'2 0.9053 0.1075 0.1033 1.0452 (V2 0.8951 0.0633 0.0650 0.9759 
fh 0.2087 0.1054 0.0890 1.1854 A 0.2042 0.0565 0.0562 1.0069 
P2 0.9090 0.1105 0.1034 1.0704 fh 0.8978 0.0682 0.0650 1.0541 
N = 200 {p = 0.0) N 二 500 (p = 0.0) 
f) -0.0028 0.1083 0.0987 1.1025 f) -0.0040 0.0583 0.0625 0.9358 
0.2028 0.0881 0.0894 0.9893 0:1 0.1962 0.0504 0.0565 0.8952 
0.9053 0.1083 0.1035 1.0505 0:2 0.8950 0.0634 0.0651 0.9766 
A 0.2122 0.0956 0.0895 1.0646 A 0.2035 0.0569 0.0565 1.0103 
/?2 0.9078 0.1140 0.1036 1.1036 fh 0.9052 0.0649 0.0653 0.9958 
N = 200 (p = 一0 . 5 ) N = 500 (p = -0.5) 
p -0.5079 0.0911 0.0800 1.1399 p -0.5033 0.0481 0.0510 0.9458 
0.2022 0.0884 0.0893 0.9952 oij 0.1963 0.0500 0.0564 0.8887 
rv2 0.9052 0.1087 0.1035 1.0544 0.8950 0.0634 0.0651 0.9767 
/?i 0.2036 0.0911 0.0893 1.0244 A 0.2031 0.0581 0.0564 1.0343 
j32 0.9092 0.0983 0.1036 0.9495 p2 0.9016 0.0624 0.0652 0.9615 
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Table A8: Asymmetric distribution (II): 
Q'l = A = 0.2, a,2 = 02 = 0.9; Tuvj = 0.8 
PAR MLE RMSE S.E. R PAR MLE RMSE S.E. R 
N = 200 (p = 0.8) N = 500 (p = 0.8) 
p 0.7984 0.0489 0.0431 1.1387 p 0.8023 0.0256 0.0270 0.9521 
rvi 0.2028 0.0872 0.0889 0.9855 o-i 0.1973 0.0532 0.0562 0.9508 
n'2 0.9061 0.1088 0.1033 1.0570 0-3 0.8970 0.0662 0.0650 1.0221 
0.2089 0.1071 0.0890 1.2053 A 0.2061 0.0600 0.0562 1.0683 
P2 0.9094 0.1121 0.1034 1.0852 fh 0.8969 0.0670 0.0650 1.0354 
N = 200 [p = 0.0) N = 500 (p = 0.0) 
P -0.0008 0.1068 0.0987 1.0878 p -0.0039 0.0577 0.0625 0.9262 
rki 0.2026 0.0882 0.0894 0.9908 r^ i 0.1963 0.0508 0.0565 0.9025 
n.2 0.9055 0.1080 0.1035 1.0477 0.8950 0.0635 0.0651 0.9777 
A 0.2125 0.0965 0.0895 1.0741 /?� 0.2036 0.0572 0.0565 1.0155 
fh 0.9078 0.1143 0.1036 1.1060 /?2 0.9049 0.0652 0.0653 1.0001 
N = 200 {p = -0.5) N = 500 {p = -0.5) 
p -0.5060 0.0913 0.0802 1.1420 p -0.5042 0.0485 0.0509 0.9525 
n'l 0.2026 0.0884 0.0893 0.9954 ai 0.1965 0.0503 0.0564 0.8942 
n-2 0.9048 0.1084 0.1035 1.0517 0.8950 0.0634 0.0651 0.9756 
A 0.2037 0.0910 0.0893 1.0233 A 0.2033 0.0582 0.0564 1.0355 
(52 0.9087 0.0983 0.1035 0.9507 fh 0.9018 0.0625 0.0652 0.9628 
61 
Table A9: Asymmetric distribution (II): 
ai= Pi = 0.2, a,2 = (h = 0.9; Tuvj = 0.6 
PAR MLE RMSE S.E. R PAR MLE RMSE S.E. R 
N = 200 (p = 0.8) N = 500 {p = 0.8) 
P 0.7986 0.0498 0.0430 1.1628 p 0.8027 0.0264 0.0269 0.9804 
oi 0.2026 0.0871 0.0889 0.9844 oj 0.1969 0.0525 0.0562 0.9382 
… 0.9057 0.1088 0.1033 1.0572 a^ 0.8967 0.0660 0.0650 1.0187 
A 0.2085 0.1088 0.0890 1.2249 A 0.2065 0.0619 0.0562 1.1009 
p2 0.9101 0.1131 0.1035 1.0940 (h 0.8966 0.0666 0.0650 1.0294 
N = 200 (p = 0.0) N == 500 (p = 0.0) 
() 0.0009 0.1065 0.0987 1.0846 p -0.0037 0.0578 0.0625 0.9266 
Hi 0.2027 0.0881 0.0894 0.9904 oij 0.1964 0.0509 0.0565 0.9044 
Q2 0.9057 0.1079 0.1035 1.0458 r>2 0.8952 0.0637 0.0651 0.9808 
A 0.2129 0.0981 0.0895 1.0924 A 0.2039 0.0581 0.0565 1.0317 
(h 0.9076 0.1158 0.1036 1.1206 jh 0.9047 0.0665 0.0653 1.0209 
N = 200 (p = —0.5) N = 500 (p 二 -0.5) 
P -0.5047 0.0932 0.0803 1.1650 p -0.5047 0.0492 0.0509 0.9662 
0.2029 0.0883 0.0893 0.9938 0.1964 0.0506 0.0564 0.8995 
Q2 0.9050 0.1083 0.1035 1.0512 02 0.8951 0.0634 0.0651 0.9755 
A 0.2045 0.0920 0.0893 1.0346 A 0.2031 0.0585 0.0564 1.0411 
fh 0.9078 0.0983 0.1035 0.9512 (h 0.9019 0.0625 0.0652 0.9619 
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Table Bl : Symmetric distribution: 
Q'l = A = -0.43, Q'2 = /?2 = 0.43 
with generally high accuracy of classification 
PAR MLE RMSE S.E. R PAR MLE RMSE S.E. R 
n = 600’ n* = 1400 (p = 0.8) n = 800’ n* = 1200 (p = 0.8) 
p 0.8046 0.0183 0.0161 1.1004 p 0.8044 0.0177 0.0148 1.1644 
Qi -0.4297 0.0341 0.0354 0.9678 a’i -0.4308 0.0338 0.0333 1.0197 
a'2 0.4304 0.0373 0.0355 1.0582 a’2 0.4317 0.0355 0.0333 1.0726 
A -0.4324 0.0356 0.0353 1.0123 A -0.4307 0.0344 0.0330 1.0452 
(32 0.4300 0.0359 0.0358 1.0054 伪 0.4321 0.0340 0.0335 1.0165 
n = 600, n* = 1400 {p = 0.0) n = 800, n* = 1200 (p = 0.0) 
p 0.0008 0.0360 0.0354 1.0226 p -0.0004 0.0347 0.0328 1.0611 
Qi -0.4303 0.0374 0.0367 1.0251 QJ -0.4312 0.0366 0.0341 1.0794 
Q2 0.4293 0.0362 0.0362 1.0072 Q^  0.4296 0.0350 0.0335 1.0497 
-0.4287 0.0356 0.0371 0.9638 A -0.4290 0.0332 0.0343 0.9723 
/?2 0.4287 0.0352 0.0371 0.9535 po 0.4300 0.0317 0.0343 0.9280 
n = 600，n* = 1400 {p = -0.5) n = 800, n* = 1200 (p = -0.5) 
p -0.5019 0.0313 0.0287 1.0954 p -0.5027 0.0296 0.0265 1.1167 
Qi -0.4302 0.0385 0.0357 1.0835 ai -0.4311 0.0361 0.0331 1.0948 
Q2 0.4294 0.0370 0.0346 1.0760 a^ 0.4296 0.0335 0.0318 1.0583 
-0.4290 0.0342 0.0358 0.9613 A -0.4289 0.0334 0.0330 1.0183 
P2 0.4288 0.0318 0.0362 0.8824 � 2 0.4286 0.0306 0.0335 0.9166 
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Table B2: Symmetric distribution: 
Qi = = -0.43’ a-2 = "2 = 0.43 
with generally low accuracy of classification 
PAR MLE RMSE S.E. R PAR MLE RMSE S.E. R 
71 = 600, n* = 1400 (p = 0.8) n = 800’ n* = 1200 {p = 0.8) 
p 0.8055 0.0206 0.0180 1.1113 p 0.8028 0.0175 0.0161 1.0790 
Qi -0.4303 0.0399 0.0407 0.9850 cti -0.4363 0.0396 0.0369 1.0637 
Q2 0.4324 0.0375 0.0402 0.9360 Q2 0.4295 0.0400 0.0367 1.0942 
Pi -0.4304 0.0442 0.0403 1.1035 A -0.4292 0.0416 0.0365 1.1463 
(32 0.4320 0.0410 0.0402 1.0259 應 0.4320 0.0368 0.0366 1.0101 
n = 600, 71* = 1400 (p = 0.0) n = 800, n* = 1200 (p = 0.0) 
p 0.0010 0.0466 0.0416 1.1245 p -0.0026 0.0439 0.0371 1.1882 
ai -0.4285 0.0403 0.0448 0.9049 a'l -0.4300 0.0385 0.0400 0.9677 
a2 0.4304 0.0392 0.0442 0.8916 a'2 0.4307 0.0369 0.0396 0.9361 
(5i -0.4246 0.0443 0.0435 1.0160 pi -0.4284 0.0383 0.0387 0.9933 
(32 0.4276 0.0433 0.0433 1.0032 p2 0.4273 0.0381 0.0386 0.9899 
n = 600, 71* = 1400 (p = -0.5) n = 800，n* == 1200 (p = 一0.5) 
p -0.5007 0.0381 0.0333 1.1499 p -0.5045 0.0347 0.0295 1.1726 
Qi -0.4301 0.0423 0.0440 0.9676 ai -0.4311 0.0389 0.0393 0.9921 
Q2 0.4279 0.0392 0.0433 0.9086 Q2 0.4290 0.0362 0.0389 0.9348 
-0.4263 0.0425 0.0423 1.0070 A -0.4276 0.0393 0.0377 1.0440 
P2 0.4320 0.0378 0.0420 0.9034 02 0.4299 0.0361 0.0372 0.9749 
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Table B3: Asymmetric distribution (I): 
ai = -0.9, oo = -0.2. ,d�=0.2’ "2 = 0.9 
with generally high accuracy of classification 
PAR MLE RMSE S.E. R PAR MLE RMSE S.E. R 
n = 600, n* 二 1400 {p = 0.8) n = 800, n* = 1200 (p = 0.8) 
f ) 0.7928 0.0252 0.0233 1.0424 p 0.7952 0.0235 0.0208 1.1161 
01 -0.8974 0.0401 0.0390 1.0298 QJ -0.8983 0.0397 0.03C7 1.0845 
02 -0.1997 0.0345 0.0342 1.0126 QO -0.2003 0.0334 0.0320 1.0477 
0.1946 0.0373 0.0344 1.0775 0.1949 0.0336 0.0322 1.0347 
,3.2 0.9002 0.0386 0.0393 0.9848 /i. 0.9015 0.0368 0.0369 1.0002 
n = GOO, n* = 1400 {p = 0.0) n = 800，n* = 1200 (p = 0.0) 
/; 0.0021 0.0375 0.0406 0.9271 p 0.0016 0.0376 0.0374 1.0075 
Qj -0.9025 0.0461 0.0429 1.0783 a, -0.9016 0.0444 0.0395 1.1288 
a 2 -0.2042 ().03G4 0.0349 1.0405 a.2 -0.2033 0.0358 0.0323 1.1101 
0.1985 0.0324 0.0359 0.9062 /Jj 0.19G7 0.0304 0.0333 0.9110 
丨3-2 0.9042 0.0419 0.0425 0.9843 p2 0.9048 0.0385 0.0392 0.9785 
•n = GOO, u* = MOO (/) 二 一0.5) n = 800, n* = 1200 {p 二 一0.5) 
p -0.4993 0.0338 0.0321 1.0583 p -0.5006 0.0329 0.0295 1.1203 
fvi -0.9019 0.0175 0.0423 1.1263 oi -0.9007 0.0450 0.0388 1.1615 
02 -0.20-10 0.0381 0.0332 1.1497 fi. -0.2025 0.0358 0.0305 1.1763 
•ii 0.2022 0.0326 0.0346 0.9447 /力 0.1997 0.0292 0.0321 0.9128 
0.8984 0.0395 0.0417 0.9507 ih 0.8977 0.0366 0.0384 0.9552 
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Table B4: Asymmetric distribution (I): 
ai = -0.9, 02 = 一0.2. / ?�=0 .2 , /^ o = 0.9 
with generally low accuracy of classification 
PAR MLE RMSE S.E. R PAR MLE RMSE S.E. R 
n = 600, 11* 二 1400 {p = 0.8) n = 800，n* = 1200 (p = 0.8) 
p 0.7909 0.0287 0.0257 1.0644 p 0.7939 0.0259 0.0223 1.1352 
01 -0.8971 0.0438 0.0443 0.9925 QI -0.8991 0.0431 0.0403 1.(3753 
02 -0.2003 0.0357 0.0424 0.8464 a . -0.2008 0.0336 0.0388 0.8702 
0.1973 0.0421 0.0402 1.0497 /ij 0.1965 0.0372 0.0362 1.0286 
3-2 0.9044 0.0474 0.0452 1.0502 ih 0.9061 0.0431 0.0408 1.0505 
11 = 6 0 0 ， = 1400 (p = 0.0) n = 800, n* = 1200 {p = 0.0) 
p 0.0022 0.0511 0.0477 1.0751 p -0.0001 0.0453 0.0423 1.0765 
n, -0.9005 0.0459 0.0502 0.9197 ai -0.9021 0.0440 0.0449 0.9839 
ri2 -0.2069 0.0382 0.0429 0.8797 QO -0.2062 0.0355 0.0386 0.9089 
/ 义 0.2007 0.0450 0.0420 1.0761 /ii 0.1962 0.0407 0.0376 1.0842 
0.9052 0.0525 0.0505 1.0405 fh 0.9047 0.04G2 0.0449 1.0299 
11 = 600, n* = 1400 {p = -0.5) n = 800, n* = 1200 (p = -0.5) 
f) -0.4996 0.0436 0.0377 1.1635 p -0.5023 0.0392 0.0333 1.1819 
a , -0.9005 0.0465 0.0506 0.9226 a! -0.9009 0.0447 0.0452 0.9932 
02 -0.2067 0.0395 0.0417 0.9381 a.2 -0.2051 0.03G2 0.0375 0.9587 
0.2073 0.0423 0.0409 1.0244 fJi 0.2013 0.0389 0.0366 1.0677 
為 0.9018 0.0517 0.0498 1.0427 /i. 0.9002 0.0486 0.0441 1.1067 
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Table B5: Asymmetric distribution (II): 
Q'l = A = 0.2, a2 = (32 = 0.9 
with generally high accuracy of classification 
PAR MLE RMSE S.E. ‘ R PAR MLE RMSE S.E. R 
n = 600, n* = 1400 {p = 0.8) n = 800, n* = 1200 (p = 0.8) 
p 0.8015 0.0192 0.0182 1.0589 p 0.8018 0.0167 0.0166 1.0027 
Qi 0.2011 0.0323 0.0343 0.9447 ai 0.2005 0.0310 0.0321 0.9699 
Q2 0.8985 0.0409 0.0407 1.0100 0.8984 0.0397 0.0379 1.0510 
(3i 0.1961 0.0375 0.0340 1.1027 A 0.1979 0.0337 0.0317 1.0643 
(h 0.9002 0.0393 0.0415 0.9529 (32 0.9036 0.0372 0.0385 0.9680 
n = 600, n* = 1400 (p = 0.0) n = 800，ji* = 1200 (p = 0.0) 
p -0.0079 0.0433 0.0407 1.0504 p -0.0077 0.0382 0.0376 1.0017 
Qi 0.2047 0.0379 0.0356 1.0614 a'l 0.2031 0.0346 0.0330 1.0488 
q‘2 0.9003 0.0433 0.0421 1.0338 as 0.8985 0.0420 0.0388 1.0877 
0.1943 0.0372 0.0356 1.0374 A 0.1962 0.0336 0.0330 1.0176 
(32 0.9004 0.0436 0.0424 1.0339 决 0.9027 0.0390 0.0392 0.9985 
n = 600, 71* 二 1400 {p = -0.5) n = 800, n* = 1200 (p = -0.5) 
p -0.5124 0.0414 0.0345 1.1506 p -0.5112 0.0360 0.0316 1.0874 
a.i 0.2048 0.0382 0.0352 1.0814 a'l 0.2032 0.0342 0.0327 1.0468 
q2 0.9003 0.0417 0.0410 1.0228 Q'2 0.8984 0.0413 0.0379 1.0944 
A 0.2020 0.0380 0.0352 1.0835 A 0.2019 0.0337 0.0328 1.0338 
P2 0.9015 0.0427 0.0404 1.0611 (h 0.9017 0.0388 0.0378 1.0304 
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Table B6: Asymmetric distribution (II): 
Qi = A = 0.2, 0：2 = (32 = 0.9 
with generally low accuracy of classification 
PAR MLE RMSE S.E. R PAR MLE RMSE S.E. R 
n = 600, n* = 1400 (p = 0.8) n = 800，n* = 1200 (p = 0.8) 
p 0.8017 0.0223 0.0200 1.1167 p 0.8016 0.0196 0.0177 1.1040 
Qi 0.2012 0.0389 0.0386 1.0125 cti 0.2007 0.0334 0.0349 0.9594 
as 0.8993 0.0445 0.0457 0.9801 a'2 0.8989 0.0413 0.0416 0.9988 
/3i 0.1978 0.0467 0.0382 1.2271 A 0.1975 0.0390 0.0345 1.1328 
p2 0.9019 0.0482 0.0458 1.0556 (5-2 0.9071 0.0441 0.0417 1.0503 
11 = 600, n* = 1400 (p = 0.0) n = 800, = 1200 (p = 0.0) 
p -0.0072 0.0541 0.0467 1.1547 p -0.0077 0.0464 0.0415 1.1067 
Qi 0.2048 0.0406 0.0422 0.9593 QI 0.2034 0.0349 0.0377 0.9274 
q2 0.8995 0.0415 0.0488 0.8545 a'2 0.8987 0.0404 0.0438 0.9271 
0.1993 0.0428 0.0414 1.0384 pi 0.1976 0.0374 0.0368 1.0180 
p2 0.9063 0.0512 0.0503 1.0140 P2 0.9070 0.0461 0.0446 1.0284 
n = 600，n* = 1400 (p = -0.5) n = 800，n* = 1200 (p = -0.5) 
p -0.5165 0.0522 0.0392 1.2681 p -0.5141 0.0427 0.0348 1.1634 
Qi 0.2072 0.0410 0.0412 0.9835 ai 0.2045 0.0353 0.0369 0.9527 
q2 0.9018 0.0420 0.0449 0.9377 a'2 0.8996 0.0405 0.0410 0.9935 
0.2078 0.0400 0.0410 0.9623 A 0.2047 0.0376 0.0365 1.0267 
132 0.9086 0.0538 0.0489 1.0910 (h 0.9066 0.0488 0.0433 1.1226 
68 
Bibliography 
1. Biionaccorsi, J.P. (1990). Double sampling for exact values in some mul-
tivariate measurement error problems. Journal of the American Statistical 
Association, 85, 1075-1082. 
2. Espeland, M.A. and Odoroff, C. L. (1985). Log-linear models for doubly 
sampled categorical data fitted by the EM alogrithm. Journal of the Amer-
ican Statistical Association, 80, 663-670. 
3. Ferguson, T.S. (1958). A method of generating best asymptotically normal 
estimates with application of the estimation of bacterial densities. Annals 
of Mathematical Statistics, 29, 1046-1062. 
4. Hochberg, Y. (1977). On the use of double sampling schemes in analyz-
ing categorical data with misclassification errors. Journal of the American 
Statistical Association, 72, 914-921. 
5. J5reskog, K.G. (1994). On the estimation of polychoric correlations and 
their asymptotic covariance matrix. Psychom.etrika, 59, 3, 381-389. 
6. Lancaster, H.O. & Hamdan, M.A. (1964). Estimation of the correlation 
coefficient in contingency tables with possibly nonmetrical characters. Psy-
chom.etrika, 29, 383-391. 
7. Lee, S.Y. (1985). Maximum likelihood estimation of polychoric correlations 
69 
in r X s X I. contingency tables. Journal of Statistical Computation and 
Simulation, 23, 53-67. 
8. Martinson, E.O. k Hamdan, M.A. (1971). Maximum likelihood and some 
other asymptoticallj' efficient estimators of correlation in two way contin-
gency tables. Journal of Statistical Computation and Simulation, i, 45-54. 
9. Olssoii, U. (1979a). Maximum likelihood estimation of the polychoric cor-
relation coefficient. Psychom.etrika,从 443-460. 
10. Olsson, U. (1979b). On the robustness of factor analysis against crude 
classification of the observations. Multivariate Behavioral Research, 14, 
485-500. 
11. Palmgren, J. (1987). Precision of double sampling estimators for comparing 
two probabilities. Biometrika, 74, 687-694. 
12. Pearson, K. (1901). Mathematical contributions to the theory of evolu-
tion, VII: On the correlation of characters not quantitatively measurable. 
Philosophical Transactions of the Royal Society of London, Series A, 195, 
1-47. 
13. Pepe, M.S. (1992). Inference using surrogate outcome data and a validation 
sample. Biometrika, 79, 355-365. 
14. Pooii, W.Y. & Lee, S.Y. (1987). Maximum likelihood estimation of multi-
variate polyserial and polychoic correlation coefficients. Psychom.etrika, 52, 
409-430. 
15. Press, S.J. (1968). Estimating from misclassified data. Jownal of the Amer-
ican Statistical Association, 63, 123-133. 
70 
16. Smith, T.W. (1980). The National Data Programme for the Social Science. 
Review of Public Data Use, 8, 389-391. 
17. Tallis, G.M. (1962). The maximum likelihood estimation of correlation from 
contingency tables. Biometrics, 18�342-353. 
18. Teiienbein, A. (1970). A double sampling scheme for estimating from bi-
nomial data with misclassifications. Journal of the American Statistical 
Association, 65�1350-1361. 
19. Tenenbeiii, A. (1971). A double sampling scheme for estimating from bino-
mial data with misclassifications: sample size determination. Biometrics, 
21�935-944. 
20. Tenenbeiii, A. (1972). A double sampling scheme for estimating from mis-
classified inultiiioinicil data with applications to sampling inspection. Tech-
norrietrics, I4, 187-199. 
71 
. • • 
； . . . 
. . . • 
. . . -
•• V. ‘ . • . : . . . • . ... . • 
.-、：•. . . . ....... ‘ 
, .、 . ‘ . . ‘ 
, • - . .. - - , . ‘ . • : ' 
‘ • •, . • 
• . . - •• . - ——， . . . .、 . •： - - • • ‘ • 
, . 、 ••• . ‘ ‘ .-v ： “ ‘ • 
；• . • . •, , . 、.， ... .. ‘ . • ： 
-._、•-:•-•-..‘， . ’ . ：‘ • • ... - V..,.- • ’• • • . . ,. • 丄 - ’ . . -
- '• '•.... . . . . . . . . ,‘ . ...• • ‘ .... 
•. 、•. I . . .• •V- • . . 
‘ ‘ • . • -li ‘ • • . • •‘ -： • ... •.^一，-. •.,、...‘.. ... . 
.... . ,. .’.‘ . ，• .、•.••-.» 1 . - . ‘ . . 
，’.卜 .‘ . • • - � . \ ,r, . , • . ...、..‘-.、， • . 
v ‘ . . ‘ . . • . • • • , . . ， . ： . . • . . , . 、 . . . . . •‘ • . • 
, .-i ’ •、 . • . . ••、•、‘••.•、，-. .? . . . . . . . 
•, ,, .... .,. , , .,--.、.'-•-. , 
‘ . 、 . ^  • . :: ‘ .• •• ： ‘ ‘ ‘ T', . • •'•' •； ... . - . 
CUHK L i b r a r i e s 
••瞧^ 
0 0 4 2 7 9 2 8 4 
