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1. INTRODUCTION 
A path-decomposition of a graph G is a sequence ( W,, . . . . Wm) of subsets 
of V(G) (the vertex set of G) such that 
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(i) W,u .a- u Wm = V(G), and for every e E E(G) there exists i with 
16 i < m such that Wi contains both ends of e 
(ii) for l<i<j<kdm, Win Wks Wj. 
(Graphs in this paper are finite and may have loops or multiple edges; 
E(G) denotes the edge set of G.) The path-width of G is the minimum of 
max( 1 WiI - 1 : 1 < i < m), taken over all path-decompositions (IV,, . . . . WM) 
of G. (The null graph has path-width - 1.) 
In the first paper of the Graph Minors series [S], two of us proved that 
for every forest I;, there is a number N(J) such that every graph with path- 
width b N(I;) has a minor isomorphic to F. (A graph H is a minor of G if 
H can be obtained from a subgraph of G by contracting edges.) The proof 
was elaborate, and gave an upper bound on iV(I;) which was enormous as 
a function of 1 V(F)I. In this paper we give a simple proof of a rather 
dramatic improvement, the following. 
(1.1) For every forest F, every graph with path-width 3 I V(F)1 - 1 has a 
minor isomorphic to F. 
One reason that this simple proof was overlooked in [S] was that at 
that time, the concept of a “tangle” had not been developed, and that idea 
seems to be crucial. Tangles are obstructions to having small “tree-width” 
(see [6, 7]), but in Section 2 we introduce variants of tangles called 
“blockages,” which are obstructions to having small path-width. In Sec- 
tion 3 we exploit properties of blockages to prove the theorem. Section 4 
contains a discussion of the relationship between blockages and tangles, 
and finally in Section 5 we give a second application of our theorems about 
blockages, obtaining a short proof of a theorem of Kirousis and 
Papadimitriou about graph searching. 
We remark that (1.1) is best possible in two senses. First, for every forest 
F with V(F) # a, the bound ) V(F)/ - 1 is best possible, for if 
1 V(F)1 = n 2 1 then the complete graph K, _ 1 has path-width 1 V(F)1 - 2 
and has no minor isomorphic to F. Second, as was observed in [S], if F 
is not a forest then there is no number N(F) such that all graphs with 
path-width 2 N(F) have a minor isomorphic to F, for trees have arbitrarily 
high path-width and all their minors are forests. 
2. BLOCKAGES 
Let G be a graph, and let V(G) = V. For Xz V we denote by att(X) the 
set of all v E X with a neighbour in V- X (att stands for “attachments”), 
and we write a(X) = I att( X) I. Two subsets X, , X, s V are complementary if 
X, u X, = V(G) and att(X,) E X, (or equivalently, att(Xz) G X,). 
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Let n 2 0 be an integer. A blockage (in G, of order n) is a set g such that 
(i) each XEB is a subset of V with a(X) <n 
(ii) if XEB and YcXand a(Y)<n, then YE~# 
(iii) if X,, X, are complementary and IX, n &I < n, then .9 contains 
exactly one of X, , X,. 
We call these the blockage axioms. The main result of this section is the 
following, which may be regarded as a kind of minimax theorem for path- 
width. 
(2.1) There is a blockage of order n if and only if G has path-width > n. 
In the next section we show that if G has a blockage of order n then it 
has a minor isomorphic to each forest with n + 1 vertices. Our proof of 
(2.1) closely resembles the proof of Theorem (4.3) of [6] (see also [ 1, 7) 
for related results). We need a series of lemmas. If Xr V, we define 
Xc = ( V- X) u att(X). (Thus (Xc)’ s X, but equality need not hold.) 
(2.2) Let S9 be a blockage of order n in G, let X E 94?, and let Y c V with 
a(Y) <n and I( Y - X) u att(X)( < n. Then YE a. 
ProoJ Since X, Xc are complementary, 1 X n Xc\ < a(X) < n, and XE g, 
it follows from the third blockage axiom that Xc 4 B. Since Xu Y, Xc are 
complementary and 
[(Xu Y)nX”l = I(Y--X)uatt(X)I <n, 
it follows from the same axiom that Xu YE 9?. Now a(Y) < n, and so 
YE 99 from the second axiom. 1 
Let 9# satisfy the first two blockage axioms for some given n. A fracture 
in 99 is a sequence (X,, . . . . Xm) with m 2 1 su( 
(i) for 1 <i<m, XiC V and a(X,)<n 
(ii) X,, X~),EB 
(iii) for 1 <i<m, I(Xi+,-Xi)Uatt(Xi) 
A fracture (X,, . . . . Xm) is simple if in addition 
h that 
(2.3) Let 99 satisfy the first two blockage axioms. If there is a fracture 
in .4!? then there is a simple fracture. 
ProoJ Let us choose a fracture (X,, . . . . X,) such that 
(a) xi a(Xi) is minimum 
(b) subject to (a), xi [Xi/ is minimum. 
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We show that (X,, . . . . XM) is simple. For suppose that Xi g Xi+ 1 for some 
iwith l<i<m--1. 
tl) a(xinxi+l)>a(xi). 
Let X:=XinXi+,, and suppose that a(X,l) < a(xi). Then (XI, . . . . Xi- 1, 
xi’9 xi+ 1, ***, XM) is a fracture, for 
Ixi+l-xi’l=Ixi+l - Xi1 < 12 - Ct(Xi) < n - a(X,l) 
and IXi-Xi-,l < IXi-Xi_,l ~n-a(xi_,) (if i= 1 we observe, instead, 
that Xl E 99, since Xi G X, E &? and a(X;) < a(X,) < n). But this contradicts 
either (a) or (b). 
C2) a(xiuxi+l)~a(xi+l)* 
Let X;+r =XiuXi+l, and suppose that a(&!+ 1) < a(Xi+ 1). Then 
(Xl, . . . . Xi, Xi+r, Xi+23 . . . . Xm) is a fracture, for IX:+1 -Xi1 = [Xi+1 -Xi1 < 
yt - a(xi) and 
Ixi+2-xil+11 d Ixi+2 -xi+ll <n-a(xi+,)dn-a(x,‘+,) 
if i + 1 <m (if i+ 1 = m we observe, instead, that XL E 99, since 
XL E Xk E k@ and a(Xg) < a(Xl,) 6 a(X,) < n). But this contradicts (a). 
Now it is easily verified that 
att(Xi n Xi+ 1) U att(Xi U Xi+ 1) E att(Xi) U att(Xi+ I), 
att(Xi n Xi+ 1) n att(Xi U Xi+ 1) G att(Xi) n att(Xi+ 1). 
It follows that a(Xi n Xi+ 1) + a(Xi u Xi+ 1) < a(Xi) + a(Xi+ I), contrary 
to (1) and (2). Thus there is no such i, and so (X, , . . . . XM) is simple, as 
required. [ 
(2.4) Zf XE V then X-att(X) c Y-att( Y) and hence Y” c Xc and 
(Xc - Y”) u att( Yc) E ( Y - X) u att(X). 
Proof Certainly X- att(X) G Y- att( Y), for if X includes all 
neighbours of ZI E V then so does Y. Since Xc = V - (X- att(X)) and 
Y” = V- (Y - att( Y)), it follows that Y” E Xc. Moreover, 
att( Yc) G att( Y) 5 (Y- X) u att(X) 
and 
Xc- Yc=(V-((X-att(X)))-(V-(Y-att(Y))) 
= ( Y - att( Y)) - (X- att(X)) G ( Y - X) u att(X). 
The lemma follows. [ 
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For a given integer n 2 0, a partial blockage is a set 9? satisfying the first 
two blockage axioms, with 0 E 9J, such that there is no fracture in 99. 
(2.5) Given n > 0, every partial blockage is a subset of a blockage of 
order YE. 
ProoJ Let 9# be a partial blockage. We assume the result is true for 
every partial blockage 99’ with 199’1 > I&@(. We may assume that 9# is not a 
blockage of order n. 
(1) There exist complementary sets B,, B, E V with IB, n B,I <n, 
such that B,, B, $ S!?. 
Since $8 is not a blockage of order n and satisfies the first two blockage 
axioms, it does not satisfy the third. Thus there exist complementary 
B,, B, z V with I B, n B,I < n such that 99 contains both or neither B,, B2. 
If it contains both, then the l-term sequence (B,) is a fracture in g (for 
Bf c B, and hence By E 9, since 9J satisfies the second blockage axiom), 
which is impossible. Thus B, , B, $ a, as required. 
Choose B,, B, as in (1) with B, minimal. 
(2) If XC B, and a(X) < n, then either X E ~49, or X = B, , or B; E L@. 
Suppose that X# 9 and X # B,. From the minimality of B,, it follows 
that Xc E 9?. But Bf: c Xc by (2.4), since XC B, , and so BT E 99, as required. 
For i = 1,2, let pi be the set of all XC Bi with a(X) < n. We suppose, for 
a contradiction, that neither 99 u a1 nor 3 u 99* is a subset of a blockage 
of order n. Since 198 u nil > 1991 (because Bi E pi - &9) and every partial 
blockage of greater cardinality than g is a subset of a blockage of order 
n, it follows that 98 u pi is not a partial blockage, and hence there is a 
fracture in g u pi. From (2.3) we deduce that 
(3) For i = 1, 2 there is a simple fracture in L49 u LS?ie 
We claim 
(4) There is a simple fracture (X1, . . . . X,) in ~49 u ~49~ with X, = B, and 
Xpi?. 
If B; E 9J we may set r = 1 and X, = B,, and so we may assume that 
B; $ ~49. Let (X,, . . . . X,) be a simple fracture in 9? u al. By (2.4), 
w;, x;- 1, ‘.‘, Xy ) is also a simple fracture in 9? u gl, for (Xy )’ E g u 9$, 
since (Xi)’ G X1 E 9J u 9&. Since (X, , . . . . X,) is not a fracture in g it follows 
that one of Xi, Xr is not in .9#, and by replacing (X,, . . . . X,) by (X;, . . . . Xi) 
if necessary we may assume that X, 4 99. Hence X, E gl, and so X1 c B,, 
and by (2), X, = B, . Suppose that Xz 4 9#. Then Xz # 0, since 0 E 9#, and 
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so Xz $Z X,.. Now B, = X, s X,., since (X, , . . . . X,,) is a simple fracture, and 
so XF g B,. Hence XF $9# u a1, a contradiction. We deduce that Xz ~99, 
as required. 
Let (Y,, . . . . Y,) be a simple fracture in 93 u 99*. Since there is no fracture 
in g it follows that one of Y,, Yz does not belong to g, and by replacing 
V 1, . . . . Y,) by (Y:, . . . . Yt) if necessary, we may assume that Y, 4 93. 
(5) I(Y,-Xy)uatt(Xc;:)I <n. 
For (Y, -X;) u att(XT) c (B2 - B:) u att(B,) E B, n B,, and 
I&n&l<n. 
Now (X;, X;- 1, . . . . Xy , Y, , . . . . Y,) is not a fracture in &@I, because there is 
none. Yet Xz E a, and for 16 i < r, ) (X; - XT+ 1) u att( XF+ J < n, by (2.4). 
Thus, by (5), it follows that Y: $93, and so Yz 5 B,. Now 
Gq, x;- 1, ‘.., x;, Yl, ---7 y,, &, Xl, **-, X,) 
is not a fracture in 99. Yet XF E 99, B; s Y, (because Y; E B2), and 
(Xl -B:) u att(B”,) = (B, n (B, - att(B,))) u att(B”,) s B, n B,, 
and so I (X, - BG) u att( &)I < n, a contradiction. 
We deduce that one of 99 u a1, $3 u 9& is a subset of a blockage of order 
n, and hence so is 9, as required. 1 
Finally, we can prove (2.1). 
Proof of (2.1). Suppose that G has path-width < n, and 93 is a blockage 
of order n. Let ( W,, . . . . Wm) be a path-decomposition, where each I Wil < n. 
Since 0, V are complementary and 0 c V, it follows from the second and 
third blockage axioms that @ E 93. From (2.2), WI E 99. For 16 i < n, let 
xi= w,u -a* u Wi, and choose i maximum with Xi~ 99. Now i # ~2, 
because V’$=98 (for 0 E 3?, and 0, V are complementary). Moreover, 
att(X,) E Wi+l, and so I(Xi+l -Xi) u att(Xi)l < I Wi+ 11 <n. By (2.2), 
Xi+ 1 E A9, contrary to the maximality of i. This proves the “easy” half of 
(2.1). 
For the converse, suppose that there is no blockage of order n. By (2.5), 
($3 ) is not a partial blockage, and so there is a simple fracture (X,, ,.., Xm) 
in (01. Hence X1,X;=@. For l\<i<m--1, let Wi=(Xi+,-Xi)U 
att(Xi). Then each ) Wil \< n. 
(1) w,u **a u wmal= V, and for every edge of G, one of 
w C-1 1, “‘, contains both its ends. 
If v E V, choose i > 1 maximum such that v 4 Xi. (This is possible since 
Xl = 0.) (Since Xk = 0 and hence Xm = V, it follows that i < m; hence 
VEXi+l and SO VE Wi. Thus W, u ... u IV,-, = V. Now let eEE(G) with 
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ends u, U, and choose i > 1 maximum such that (u, U} g Xi. Again, i < m, 
and we may assume that v E Xi+ 1 - Xi. Hence either u E Xi+ I - Xi or 
u E att(Xi), and in either case (u, U} c Wj, as required. 
(2) For l<i< j<k<m, Win WAS Wj. 
Wk n GKk - aWGJ) = 0, and SO by (2.4), Wkn (Xj-att(Xj))= 0, 
because Xj c Xk. Moreover, Wi c Xi + 1 c Xi+ 1, and so 
Win WkcXj+l - (Xi - att(xj)) = Wj, 
as required. 
From (1) and (2) we see that ( W, , . . . . Wm _ 1) is a path-decomposition of 
G of width < n - 1, as required. 1 
3. MINORS 
In view of (2.1), to prove (1 .l ) it suffices to prove the following. 
(3.1) Let 64J be a blockage of order n in G, and let F be a forest with 
1 V(F) 1 = n + 1. Then G has a minor isomorphic to F. 
Proof. We may assume (by adding edges to F) that F is a tree. Let the 
vertices of F be ur, . . . . u,, 1, numbered so that for 1~ i < n, exactly one of 
211 9 “‘, ui is adjacent to zIi+ 1. We say that XE B is useful if, writing k = a(X), 
(i) there is no YE 99 with a(Y) < a(X) and XC Y 
(ii) there are vertex-disjoint subgraphs C1, . . . . Ck of G, each connected 
and with V( Ci) s X and V(Ci) n att(X) # 0, such that for 1 < i < j < k, if 
21i and ui are adjacent in F then some edge of G has one end in V(Ci) and 
the other in V(Ci>. 
Certainly 0 is useful, and so we may choose k maximum such that there 
is a useful XE B with a(X) = k. Choose such a set X, maximal, and let 
C 1, s-s, Ck be subgraphs as in (ii). Since each Ci meets att(X) and a(X) = k, 
it follows that att(X) E V(C,) u - - - u V(C,), and each Ci contains exactly 
one vertex of att(X). 
(1) There is no YE~J with a(Y) = k and Xc Y. 
Suppose that there is such a Y. We claim that there are k mutually ver- 
tex-disjoint paths of G from X to Y”. For otherwise, by Menger’s theorem, 
there exist complementary sets A, B c V(G) with X E A, Y” c B, and 
IA n BI < k. Now YE 93, and so Y” 4 98, from the third blockage axiom. 
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Hence B $ a, from the second axiom, and so A E 9?, from the third. But 
att(A) c A n B, and so a(A) < k, contrary to the fact that X is useful. Thus 
the k disjoint paths exist. Let us choose them minimal. Since each meets X 
and Y”_cX”, it follows that each meets att(X), and similarly each meets 
att( Y). From the minimality of the paths, we deduce that each path has its 
first vertex in att(X) and no other vertex in X, its last vertex in att( Y), and 
all its vertices in (Y-X) u att(X). Let the paths be PI, . . . . P,, where the 
first vertex of Pi belongs to V( Ci) (1 < i < k). NOW 
V(Cin P,)EXn V(Pj)_c V(C,), 
and SO Ci n Pj is null unless i = j. Thus, the connected subgraphs Ci u Pi 
(1 < i < k) are mutually disjoint. Moreover, there is no 2 E g with a(Z) < k 
and YE 2, for XC Y and X is useful. It follows that Y is useful, contrary 
to the maximality of X. This proves (1). 
NOW k = cc(X) <n since XE $9; choose i with 1 < i < k such that Vi and 
Us+ I are adjacent in F. Let u E V(Ci) n at(X), and let v E V(G) - X be a 
neighbour of u. Let C,, 1 be the subgraph with V(C,+,)= (u}, 
J!~(C~+~) = 0, and let X’=Xu (v>. Suppose that X’E~. Since 
a(X’) <k + 1, we deduce from (1) that a(X’) = k + 1 and hence 
att(X’) = att(X) u {u}. Moreover, from (1) again, there is no YE 9# with 
X’ _C Y and a(Y) < a(X’). The existence of C,, . . . . Ck+ 1 implies that X’ is 
useful, contrary to the maximality of k. Hence X’#$#. From (2.2), it 
follows that a(X) = n, and so k = n. But then G has a minor isomorphic to 
F, as required. 1 
4. BLOCKAGES AND TANGLES 
In this section we mention a connection between blockages and tangles, 
introduced in [6]. A cut of a graph G is a pair (A, B) of complementary 
subsets of V(G), that is, such that A u B = V(G) and for every e E E(G), one 
of A, B contains both ends of e. The order of a cut (A, B) is 1 A n Bj. Let 
% be a set of cuts of G, all of order < n, such that 
(i) if (A, B) is a cut of G of order < n, then g contains one of (A, B), 
(4 4 
(ii) if (A,, B,), (AZ, B,)E%, then (G(A,)u(G(A2)#G (where G(A 
is the restriction of G to A). 
Let us call such a set ?V 
following to the reader. 
a stoppage of order n. We leave the proof of the 
(4.1) If ??J is a stoppage of order n, then (A: (A, B) E $Y ) is a blockage 
of order n. Conversely, if.99 is a blockage of order n, then the set of all cuts 
(A, B) of order < n with A E ~8 is a stoppage of order n. 
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If we replace condition (ii) by the stronger requirement that if (A,, B,), 
(A2,B2), (A,,B3)~% then (GIA,)u(GIA,)u(GJA~)#G, thenewcondi- 
tions we produce are equivalent to the “tangle axioms” of [ 6) (again, we 
leave verifying this to the reader). We hope that this helps clarify the 
relationship between these concepts. 
5. GRAPH SEARCHING 
It seems remarkable to us that a minimax formula like (2.1) for an 
NP-hard invariant like path-width [3] could be of any real use. But we 
have shown one application of (2.1), and to confirm its nontriviality we 
show another in this section, to the problem of searching a graph. 
Suppose we have a system of tunnels which we wish to search for some 
hapless explorer who has become lost in them and who is now wandering 
around unpredictably. We have a map of the tunnels, which is a graph, but 
we only have a limited number of searchers at our disposal. We wish to 
devise a search plan by which rescue can be guaranteed. This is easy, even 
with one searcher, if only the victim would keep still, but we cannot be sure 
of this, and we must take care that he does not accidentally avoid us. 
More precisely, let us say a search in G is a sequence (X,, . . . . XM) of 
subsets of V(G), such that X, = 0 and for 1 < i < m, either Xi+ 1 c Xi or 
xjsxj+p (These are the positions occupied by the searchers at each 
stage.) Let B, = V(G), and inductively let B, be the set of all vertices u of 
G such that there is a path P of G between 2, and some vertex of Bi_ 1, with 
V(P) n Xi = 0. (Bi represents the places where the person we are rescuing 
may currently be, if we have not found him yet.) The search is successful 
if B, = 0. We want to know if there is a successful search (X,, . . . . Xm) with 
each [Xi1 <n, for some given n. 
A successful search is monotone if B, 2 B, 2 . . . 2 B, = 0, in other 
words, if no part of the graph is searched twice. The equivalence of (i) and 
(iv) in the following theorem is due to Kirousis and Papadimitriou [2, 31, 
who deduced it from a difficult theorem of LaPaugh [4]. We show that it 
follows from (2.1). 
(5.1) For a graph G and integer n 2 0, the following are equivalent: 
(i) there is a successful search (X,, . . . . X,,,) in G with each I Xi1 d n 
(ii) there is no blockage in G of order n 
(iii) G has path-width < n - 1 
(iv) there is a monotone successful search (X,, . . . . X,,,) in G with each 
l&l 0. 
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Proof. First we show that (i) implies (ii). Let (X,, . . . . XM) be a success- 
ful search with each jX,l < n, and let B,, . . . . B, be as before. Suppose that 
9Y is a blockage in G of order n. For each i, let Ai = V(G) - Bi; then 
att(Ai) E Xi, by definition of Bi. NOW Al = 0 E &? and A, = V(G) 4 C@, and 
so we may choose i with 1 < i < m such that A i E 58 and Ai+ I $99. Since 
(Ai+ I- Ai) u att(Ai) c Xi and /Xi1 < ~2, this contradicts (2.2). Hence (i) 
implies (ii). 
Now (ii) implies (iii), by (2.1). To show that (iii) implies (iv), let 
W 19 ‘.‘, Wm) be a path-decomposition with each 1 Wil dn. Then 
(0, W,, W, n W,, W,, W, n W,, W,, . . . . Wm) is a successful monotone 
search. Finally, that (iv) implies (i) is trivial. u 
LaPaugh proved a similar result for a closely related kind of graph 
searching [4], and a similar short proof can be given of her result. See 
also [l]. 
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