We report on a scale determination with gradient-flow techniques on the N f = 2 + 1 + 1 HISQ ensembles generated by the MILC collaboration. The ensembles include four lattice spacings, ranging from approximately 0.15 to 0.06 fm, and both physical and unphysical values of the quark masses. The scales √ t 0 /a and w 0 /a and their tree-level improvements, √ t 0,imp and w 0,imp , are computed on each ensemble using Symanzik flow and the cloverleaf definition of the energy density E. Using a combination of continuum chiral perturbation theory and a Taylor-series ansatz for the lattice-spacing and strong-coupling dependence, the results are simultaneously extrapolated to the continuum and interpolated to physical quark masses. We determine the scales √ t 0 = 0.1416( systematic errors. The precision of w 0 and √ t 0 is comparable to or more precise than the best previous estimates, respectively. We also find the continuum mass-dependence of w 0 that will be useful for estimating the scales of other ensembles. We also estimate the integrated autocorrelation length of E(t) . For long flow times, the autocorrelation length of E appears to be comparable to or smaller than that of the topological charge.
I. INTRODUCTION
Scale setting holds central importance in lattice QCD for two reasons. First, the continuum extrapolation of any quantity, dimensionful or dimensionless, requires a precise determination of the relative scale between ensembles with different bare couplings. Second, the precision to which one may determine a dimensionful quantity in physical units is limited by the precision of the scale in physical units (the absolute scale). Because scale setting limits the precision of so many calculations, it is important to identify quantities with the highest level of precision to set the scale.
To make progress towards this goal a thorough understanding of the restrictions on quantities that may be used for scale setting is required. In principle, any dimensionful quantity that is finite in the continuum limit may be employed. The relative scale may be set by calculating a dimensionful quantity and comparing its value in lattice units at different lattice spacings for the same quark masses. For absolute scale setting, one needs to compare the quantity in lattice units to the physical value. If the quantity is experimentally accessible the comparison to the physical value is straightforward. For a quantity that is inaccessible to experiment, its physical value in the continuum is inferred by comparison to an experimental quantity. In other words, an experimental quantity may be used directly for relative and absolute scale setting, but a quantity that is inaccessible to experiment requires the lattice measurement of a second, experimentally accessible quantity for absolute scale setting. The use of a non-experimental quantity for scale setting may still be worthwhile if it can be determined on the lattice with small statistical and systematic errors for relatively small computational cost. This is due to the large gain in control over continuum extrapolations at the cost of a small decrease in the precision of absolute scales. This has led to the consideration of theoretically-motivated, but not experimentally measurable, quantities such as r 0 and r 1 [1, 2] , F p4s [3] , and, more recently, √ t 0 [4] and w 0 [5] from gradient flow [6, 7] .
The ideal scale-setting quantity has small statistical and systematic errors. However, since systematic errors arise from a variety of sources, such as discretization effects, dependence on the simulation (possibly unphysical) quark masses, finite volume effects, and excited states, it is difficult to reduce all error sources simultaneously. For example, the scales r 0 and r 1 are computed from asymptotic fits in time t to the heavy quark potential V (r) with quark separation r, such that r 2 dV /dr = 1.65 or 1, for r = r 0 and r 1 , respectively [1, 2] . The statistical errors in V (r) are generally small, but they grow with t/a and may become a problem at small lattice spacings where larger values of t/a are needed to reduce systematic errors from excited states [3] . As another example, consider F p4s , the fictitious pseudoscalar decay constant with degenerate valence quarks of mass m v = 0.4m s and physical sea-quark masses [3] . The value of the valence-quark mass is chosen to be heavy enough to make it not too expensive to compute the correlators, but light enough for chiral perturbation theory to apply. However, F p4s has strong dependence on the valence-quark mass. Thus, relatively small errors in determining am s , the physical value of the strange-quark mass in lattice units, may lead to significant errors in aF p4s through the value of the valence mass, am v = 0.4am s . Further, the required asymptotic fits to correlators are difficult to automate and usually require significant human intervention.
Gradient flow [6, 7] has received considerable attention [8] [9] [10] [11] over the past few years because it is a theoretically-grounded smoothing operation that is simple to implement and can be used to obtain precisely determined scales. The basis for scale setting with gradient flow is the determination of the flow time for which a dimensionless, precise, and easilycomputable quantity is smoothed to a predefined value. The original quantity proposed by Lüscher, t 0 , is defined through the gauge field energy density [4] . Most modifications focus on reducing discretization errors in the same underlying flow or observable [5, 8, 12, 13] . All of these scales can be easily computed to a statistical precision of 0.1% or less, and have small quark-mass and discretization dependence. Finite-volume effects, the only remaining source of systematic error for relative scale setting, may also be kept very small.
Here, we present our computation of the gradient-flow scales √ t 0 /a and w 0 /a on the MILC, (2+1+1)-flavor, highly improved staggered quark (HISQ) ensembles [3, 14] . The HISQ configurations used in this analysis cover lattice spacings from a ≈ 0.15 to 0.06 fm and include ensembles with physical, or heavier than physical, light-quark masses, and physical, or lighter than physical, strange-quark mass. The charm-quark mass is kept near its physical value. We perform a continuum extrapolation and interpolation to physical quark masses of w 0 F p4s and √ t 0 F p4s to determine the two scales in physical units, using our previous determination of F p4s in physical units [15] . We find √ t 0 = 0.1416( Section III C then describes the quark-mass interpolation and continuum extrapolation. We present our results for w 0 and √ t 0 in physical units in Sec. IV A, and include comparisons with our earlier preliminary results. The continuum mass dependence of w 0 is deduced from our fits in Sec. IV B and used to compare the scales determined from w 0 to those determined from F p4s in Ref. [15] ; knowing the continuum mass dependence will be useful in determining the scales of new ensembles. Section V compares our results to those of other collaborations, and tabulates the precision of various methods for relative scale-setting.
Preliminary versions of this analysis have been described in Refs. [16] and [17] .
II. REVIEW OF GRADIENT FLOW
This section summarizes the theoretical details of gradient flow from Refs. [4-7, 13, 18] that are relevant to the scale-setting analysis in later sections.
A. Diffusion Equation
Gradient flow [6, 7] is a smoothing of the original gauge fields A towards stationary points of the action S. The new, smoothed gauge fields B(t) are functions of the 'flow time' t and are updated according to the diffusion-like equation below, where g 0 is the bare coupling.
On the lattice, the Yang Mills action is replaced by an appropriate discretized version.
The gauge links V (t) are updated in time according to
The change of V (t) with flow time explicitly follows the steepest descent of the action with respect to the gauge field, with an additional factor of V i,µ in the lattice formulation to ensure gauge covariance. For more details on the SU(3)-valued derivative, see the Appendix of Ref. [4] .
As the flow time t increases, the gauge fields diffuse and short-distance lattice artifacts are removed. After modifying the flow equation with a flow-time-dependent gauge transformation of the field one can explicitly see the suppression of high momenta in the leading-order perturbative expansion of the gauge field in powers of the coupling g 0 [4] :
The expansion also shows that the kernel in position space smooths over a sphere of rootmean-square radius √ 8t, which implies that discretization effects will be highly suppressed for flow times t a 2 /8.
B. Gradient-flow Scales
The process of gradient flow introduces a dimensionful, independent variable, the flow time. Since all quantities calculated from smoothed gauge links will be functions of the flow time, one may define a scale by choosing a reference time at which a chosen dimensionless quantity reaches a predefined value. If the dimensionless quantity is also finite in the continuum limit, then the reference time scale will be independent of the lattice spacing up to discretization corrections in powers of a 2 . One of the easiest, dimensionless quantities to calculate with only gauge fields is the average total energy within a smoothed volume V ∝ t 2 . This is equivalent to calculating the product of the energy density and squared flow time t 2 E(t) . Lüscher has shown that the energy density is finite to all orders (when expressed in terms of renormalized quantities) [19] , so t 2 E(t) is a suitable candidate for setting the scale. A fiducial point c is chosen, and the reference scale is defined to be the flow time t 0 where
The fiducial point should be chosen so that for simulated lattice spacings a and volumes
, the reference timescale t 0 falls between a √ 8t 0 aL. The value of c = 0.3 has been found, empirically, to satisfy this relation [4, 5] . A larger fiducial point of c = 2/3 has also been proposed in order to reduce discretization errors, at the expense of somewhat larger finite-volume effects [8] .
The renormalized expansion of E(t) to second order in g shows t 2 E(t) is approximately constant [4] . For small flow times this agrees with computational results, but for larger flow times (including the scale t 0 ) t 2 E(t) is found empirically to be linear in t [4, 5] .
The transition of E(t) from t −2 to t −1 dependence is nonperturbative. However, we expect discretization errors to enter primarily for small flow times, before the lattice details are smoothed away. In accordance with this expectation, empirical evidence suggests that discretization effects have little impact on the slope of t 2 E(t) at larger times [5] . Assuming the property is general, an improvement to the scale t 0 is computed by considering the slope:
where w 0 is the improved scale. Again, the value of the fiducial point c = 0.3 or c = 2/3 is chosen to avoid discretization and finite volume effects.
Chiral Perturbation Theory
Because both scales t 0 and w 0 are defined in terms of the energy density E(t) , and the energy density is a local, gauge-invariant quantity, chiral perturbation theory can be applied to determine the quark-mass dependence of the scales. This is an advantage over some other scales, such as r 0 or r 1 , for which no chiral perturbation theory expansion is available. The mapping of E(t) to the chiral effective theory has been carried out by Bär and Golterman in Ref. [18] . The expansion for √ t 0 in the N f = 2 + 1 case in terms of the pion and kaon mass is
where t 0,ch is the value of t 0 in the chiral limit, the chiral logarithms are represented with the 
Discretization Effects
In determining the scales t 0 and w 0 , lattice artifacts enter in three places: the action used to generate the initial configurations, the action of the gradient flow, and the choice of observable. Because ensemble generation is expensive, the action chosen for generating the gauge configurations is fixed in practice. Therefore, we only consider improvements to the gradient flow and energy density.
Empirical results suggest partial improvements of the flow or the energy density can yield smaller O(a 2 ) terms. By using the tree-level improved Symanzik action instead of the Wilson action in the flow, the BMW collaboration found smaller cutoff effects for both gradientflow scales on their Wilson-clover ensembles with 2-HEX smearing (with scale set by M Ω ) [5] . Similarly, using the symmetric, cloverleaf definition of the field strength tensor G µν in E = G µν G µν /4, instead of the simpler sum over the plaquettes, yielded cutoff effects in √ t 0 /r 0 that were five times smaller [4] . Of course, applying partial improvements at different steps is not guaranteed to produce smaller cutoff effects in the final result. Also, for each case, the lattice-spacing dependence of the gradient-flow scale cannot be cleanly separated in the numerical results from the dependence of the additional quantity used to set the scale in the extrapolation to the continuum.
A detailed examination of the discretization effects on gradient-flow scales has been recently carried out in Ref. [13] . The net lattice-spacing dependence from all three stages of the calculation (dynamical action, flow, and observable) is determined at tree level in the gauge coupling from a calculation of E(t) at finite lattice spacing. For the clover observable chosen in this study
where the coefficient c f describes the gradient-flow action, and c g describes the original gauge action used to generate the ensembles [13] . For our choices of Symanzik one-loop-improved gauge action (c g = −1/12 at tree level) and Symanzik tree-level gradient flow (c f = −1/12),
we have C 2 = −19/72. Unfortunately, our choices of actions and observable lead to larger tree-level discretization terms than from many other combinations of common choices of action for the flow and observable. For more detail see Table 1 in Ref. [13] .
Utilizing the known a 2 dependence of F (t), improved scales are defined in Ref. [13] by cancelling the tree-level contributions to F (t) in the implicit definitions of t 0 and w 0 .
We compute the improved scales t imp and w imp and compare to the a 2 dependence of the unimproved scales in Sec. III B. An additional theoretical handle on the comparison can be made by expanding the unimproved scales directly as a power series in a 2 and calculating the coefficients.
The lattice-spacing dependence of the gradient-flow scales are proportional to C 2 and depend on the continuum flow-time dependence of F (t) and its derivatives
and F (t) = t 
Note that the coefficients T 2 and W 2 are identical to those derived for the improved scale in Ref. [13] ; however, the a 2 coefficients in the above expression are −T 2 and −W 2 because Eq. (11) relates the (unimproved) scales at finite lattice spacing to the continuum scales. The numerical evaluation of F , F , and F for the estimates of T 2 and W 2 has been performed on the a ≈ 0.06 fm, physical quark-mass ensemble (see Table I ). No systematic errors are included in these estimates; however, the systematic errors are expected to be small. We may conclude that |T 2 | > |W 2 |. This result, combined with the fact that the ratio W 2 /T 2 depends only on the continuum flow-time dependence of F , implies that w 2 0 will have smaller treelevel discretization errors than t 0 for any choice of dynamical action, flow, and discretization of E .
III. DETAILS OF THE COMPUTATION
We compute the scales √ t 0 /a, w 0 /a, √ t 0,imp /a, and w 0,imp /a on the MILC N f = 2 + 1 + 1 HISQ ensembles [3, 14] . Tables I and II list the parameters and relevant observables for ensembles with the strange sea-quark mass tuned near its physical value, and well below its physical value, respectively. Table III gives the values of aF p4s at physical quark masses and associated lattice spacings, which are needed for continuum extrapolations. The lattice spacings are calculated with a mass-independent scale-setting scheme; the continuum value F p4s = 153.90(9)( +21 −28 )MeV is taken from Ref. [15] , where f π was used to set the absolute scale. Physical values of am s at each lattice spacing [15] are also tabulated. Using the physical quark-mass ratio m c /m s = 11.747(19)( +59 −43 ) [15] , these values of am s determine values of the physical charm-quark mass for each ensemble in lattice units, which in turn will be used to adjust for mistunings of the charm sea-quark mass in Sec. III B 3. Finally, Table III lists the effective coupling constant α s calculated from taste violations of the HISQ pions in Ref. [15] . The couplings are then scaled by a constant so that α s = α V (q * = 1.5/a) for β = 5.8, where α V is determined from the plaquette [3, 20] . 
A. Computational Setup
We solve the gradient-flow differential equation numerically using the Runga-Kutta algorithm generalized to SU(3) matricies, as originally proposed by Lüscher [4] . The routine discretizes the flow time with a step size and computes the gauge configuration at a later flow time t = n by iterating from the initial gauge configuration. The total error of the integration up to flow time t scales like 3 . For all ensembles analyzed in this paper, we find that the scales √ t 0 /a and w 0 /a determined at a step size of = 0.07 cannot be differenti- Table I . 
B. Measurements of Gradient-Flow Scales
Tables IV and V show the results for √ t 0 /a, w 0 /a, √ t 0,imp /a, and w 0,imp /a on the HISQ ensembles. The scales √ t 0,imp /a and w 0,imp /a were improved to O(a 8 ) at tree level using Eq. (9) and the coefficients calculated in Ref. [13] for Symanzik-Symanzik-Clover. between the included configurations are also tabulated for each ensemble in Tables IV and   V. The error shown with each scale is statistical. It is determined by performing a jackknife analysis over the included subset of configurations in each ensemble. The jackknife bin size is set to be at least twice the integrated autocorrelation length of the energy density, which is determined in Sec. III B 2. In many cases the bin size is larger than would be naively estimated by increasing the bin size until the statistical error plateaus, which is further evidence for the conservative nature of our estimates of autocorrelation lengths.
Considering the low cost and ease of computation, we originally intended to analyse all configurations from the HISQ ensembles. However, the desired statistical accuracy is often reached well before an entire ensemble is analyzed, and the cost, although low compared to configuration generation, is significant enough that analyzing all configurations would be an inefficient use of resources at present. If higher-precision scales are needed in the future, it would be straightforward to complete the analysis on the full ensembles. Table I 
Comparison of RHMC and RHMD
As discussed in Ref. [3] , two generation algorithms were employed for the HISQ ensembles: rational hybrid Monte Carlo (RHMC) and molecular dynamics (RHMD). As a check of the consistency of these two algorithms, we compute the ratio of w 0 computed on RHMC-generated configurations divided by w 0 computed on RHMD-generated configurations for the same bare gauge coupling and quark masses. For a ≈ 0.09fm, m l /m s ≈ 1/27, the ratio is w Table II . The first two columns are identical to those in Table II and used to identify the ensembles. The latter six columns are equivalent to those in Table IV . 
Autocorrelation Lengths
We compute the autocorrelation function of E(t, τ ) as a function of the flow time t to asymptotically increase for increasing flowtimes, as expected for a smoothing operation.
The top of the range for our estimate of the integrated autocorrelation length at large flow times is 58 and 65 molecular dynamics time units for the a ≈ 0.09fm and a ≈ 0.06fm, m l = m s /10, physical strange-quark mass ensembles, respectively. In comparison, the integrated autocorrelation length of the topological charge appears to be roughly 40 and 300 molecular dynamics time units for the a ≈ 0.09fm and a ≈ 0.06fm, m l = m s /5, physical strange-quark mass ensembles [3] . This suggests the autocorrelation length for E(t) at large flowtimes is comparable to or smaller than the autocorrelation length of the topological charge. 
Charm-Quark Mass Mistuning
Mistunings of the charm-quark mass on our ensembles vary between 1% and 11%. It is therefore important to account for the leading-order corrections in the charm-quark mass to the quantities we consider. Given any low-energy quantity Q that is proportional to a power p of Λ
QCD in the effective three-flavor low-energy theory, the leading order heavy-quark mass dependence can be determined using the relation between Λ 
For a pedagogical discussion see Ref. [23] . Equation (13) neglects discretization errors and physical 1/m c corrections, and assumes that the lattice scale-setting procedure is independent of the heavy-quark mass. Given Q = k(Λ
QCD ) p , where k and p are independent of m c , the partial derivative of Q with respect to m c at leading order is then
For a dimensionless ratio, such as F p4s /w In this work, we must adjust six quantities: aM π , aM K , √ t 0 /a, w 0 /a, √ t 0,imp /a, and w 0,imp /a. When performing the continuum extrapolations and physical-mass interpolation, all six quantities will be scaled by aF p4s . The products of aF p4s and the gradient-flow scales would normally not need to be corrected to leading order in 1/m c . However, for the values of aF p4s taken from Ref. [15] , an interpolation of aF p4s to physical masses (including charm) at a fixed lattice spacing has already been performed. To correctly adjust the ratios, we define the lattice spacing to have no charm-quark mass dependence and directly adjust the remaining quantities. The values of aM π , aM K , √ t 0 /a, and w 0 /a after correction for charmquark-mass mistuning are listed in Tables VI and VII. The adjustments for √ t 0,imp /a and w 0,imp /a are similar to those for √ t 0 /a and w 0 /a, and are therefore not shown.
Simple Continuum Extrapolation
A simple continuum extrapolation can be quickly performed by including only the physical quark-mass ensembles. With just these ensembles, light-quark and strange-quark mass mistuning effects cannot be accounted for, and the statistical error will be larger than from a fit to the complete dataset. Nevertheless, this extrapolation is useful because it provides a check on the final value from the more complicated fits and highlights the degree of improvement in discretization errors of w 0 over √ t 0 , as well as the scales √ t 0,imp and w 0,imp over the originals √ t 0 and w 0 .
To perform the continuum extrapolation we multiply by the values of aF p4s listed in Table III to create a dimensionless quantity that is finite in the continuum limit. We choose aF p4s to keep the statistical errors smaller than what they would be from an experimentally accessible quantity such as f π . To convert the final result to physical units, however, we must use F p4s = 153.90(09)( +21 −28 ) MeV, which was computed with the scale set by af π . The advantage of using aF p4s to set the intermediate scale is that it yields smaller relative scale errors from different ensembles, and thus aids in the extrapolation to the continuum. Plots of √ t 0 F p4s and w 0 F p4s as a function of a 2 are shown in Fig. 4 . The discretization improvement of w 0 over √ t 0 is immediately evident in the differences between the coarsest and finest ensembles. In addition, the plot shows that the a 2 dependence is not trivial for w 0 .
This is not unexpected because we are using a highly improved configuration action (which directly affects aF p4s ) for a statistically precise measurement. The importance of higher order terms in a 2 and α s a 2 can be seen directly in the differences between the improved and original w 0 , as well as the difference between √ t 0 and w 0 . The situation is further complicated by effects of quark-mass mistunings between ensembles with approximately same ratio m l /m s . This is explored in more detail in the full fit analysis in Sec. III C 2.
For now, we include linear fits in a 2 with or without the coarsest a ≈ 0.15fm ensemble and quadratic fits in a 2 to all four ensembles. less steep than for √ t 0 . The difference between w 0 and w 0,imp is much smaller, and is contaminated here by mistuning effects, so we postpone discussion until after we correct for such mistunings.
The continuum value is extracted from the quadratic fit in α s a 2 to the full dataset on the −12 ) fm. Here we do not included any errors (statistical or systematic) from the determination of F p4s so that we can make a cleaner comparison with the extrapolations of the full dataset.
C. Full Continuum Extrapolation
Using all of the ensembles listed in Tables I and II , we now perform a combined continuum extrapolation and interpolation to physical quark masses. Compared with the simple continuum extrapolation over the physical quark-mass ensembles only, the full approach has greater statistics, provides a handle for precise tuning of the light-quark and strange-quark masses to their physical values, and allows for better control and analysis of the systematic errors from discretization effects.
We break the analysis into two main sections. First, the functional forms and parameter variations for controlling mass and lattice-spacing dependence are outlined. Second, we present the results from our fits of the lattice data to the models from the first section.
Models of Mass and Lattice-Spacing Dependence
To perform the combined continuum extrapolation/quark-mass interpolation there are three functional forms that must be chosen: quark-mass terms, lattice-spacing terms, and terms that combine both (cross terms).
For the mass dependence we use the chiral expansion outlined in Sec. II B 1 with M π and M K as independent variables, standing in for the quark-mass dependence. For each fit we include the expansion up to LO (just a constant), NLO (which adds an analytic term linear in the squared meson masses, but no chiral logarithms), or NNLO (chiral logarithms and terms up to quadratic in the squared meson masses). In the fits to Eq. (6) the rho meson mass is used for µ and F p4s is used for f . Since F p4s is larger than typical stand-ins for f , we also repeated all the fits while scaling the values of F p4s by the physical ratio of f π /F p4s . of the scale in the continuum limit, this ensures that at most four parameters describe the a-dependence of the data from our four unique lattice spacings.
For cross terms, we include all products of chiral and lattice-spacing terms whose total order is no higher than the largest non-cross term included in the fit function. Also no cross terms are constructed from the highest orders of mass or lattice-spacing terms. For example, a fit including a 6 and the chiral expansion to NNLO would include a term like a 4 (M/(4πf )) 2 but not include a 2 (M/(4πf )) 4 . For the purpose of counting orders, we assume the power
Once the functional form is chosen, we also consider various restrictions of the dataset.
As already suggested from the naive fit to the physical quark-mass ensembles only, the a ≈ 0.15 fm ensembles may require higher orders of a 2 to be included. So we consider fits that include or drop these ensembles. Furthermore, when the a ≈ 0.15 fm ensembles are dropped, we do not include more than two lattice spacing terms to ensure the three unique lattice spacings represented by the dataset are not parameterized by four or more variables. A second restriction on the dataset is determined by the kaon mass. The lighterthan-physical strange-quark ensembles have strange-quark masses all the way down to 1/10 the physical strange-quark mass. Including these ensembles along with the physical-mass ensembles that comprise most of out data requires more complex chiral forms to cover the large range in m s . We therefore consider seven different lower bounds for the kaon masses included in the fit, ranging from just below the physical strange-quark mass, to near zero, which includes all the ensembles. ensembles not included. This produces a total of 3 × (9 + 5) × 7 = 294 different fits.
Fits to the Lattice Data
We gauge the acceptability of each of the fits outlined in Sec. III C 1 using the p-value and the proximity of the fit curve to the data from our most important ensemble, the one with physical quark-masses and a ≈ 0.06 fm. Figure 6 shows the acceptability for the original and improved scales with p-value as the x-axis, deviation from the physical a ≈ 0.06 fm ensemble as the y-axis, and the size (radius) of each data point proportional to the number of degrees of freedom. We define 'acceptable' fits as those with p > 0.01. Acceptable fits are those inside the black box in Fig. 6 . Note that, for all the scales considered, fits with acceptable p-values are usually close to the result from the a ≈ 0.06 fm physical-mass ensemble. For w 0 F p4s and √ t 0 F p4s no acceptable fit deviates by more than 2 or 2.5 σ stat , respectively.
To determine a central value and systematic error from the choice of fit we construct histograms in Fig. 7 of the continuum results from fits with p > 0.01. The number of acceptable fits is further refined after careful examination of the continuum extrapolations for outlying members. For √ t 0 F p4s , all fits simultaneously including a 2 , α s a 2 , and α For the fit to √ t 0,imp F p4s , the lattice-spacing dependence at finer lattice spacings (a ≤ 0.09 fm) is dominated by the α s a 2 contribution. The a 4 contributions start to become comparable to those from α s a 2 for a > ∼ 0.12 and produce the curvature evident in Fig. 8 (top). The lattice-spacing dependence of w 0,imp F p4s is milder than for √ t 0,imp F p4s , but also more complicated. For small a < ∼ 0.06 fm, the contributions to the fit from both α s a 2 and a cont., phys. 
IV. RESULTS

A. Scales in Physical Units
We compute our final estimate of the gradient-flow scales in physical units by evaluating the continuum-extrapolated, physical-quark-mass-interpolated value of √ t 0 F p4s and w 0 F p4s for the best fit in Sec. III C 2 and dividing by the physical value of F p4s (see Sec. III). (16) w 0 , the central value from the simpler fit is slightly lower. This shift is attributable to the quark-mass re-tuning and higher-order discretization terms only accessible to the full extrapolation. Also, the full extrapolation to w 0,imp F p4s leads to a statistical error two times smaller. Overall, the addition of non-physical quark mass ensembles reduces uncertainties and improves control over the continuum extrapolation without significantly deviating from our initial estimate.
The results presented in this work have evolved from preliminary results presented previously. In chronological order, the estimates from two earlier proceedings are w 0 = 0.1711(2)(8) fm in Ref. [16] , and √ t 0 = 0.1422(2)(5) fm and w 0 = 0.1732(4)(8) fm in Ref. [17] .
For comparison to the results in this work, we have altered the original results by keeping only the statistical and systematic error from the choice of fit form to √ t 0 F p4s or w 0 F p4s .
We have dropped all other systematic errors, which are shared across all results. For both scales, all results agree within 2σ of the current results. Compared to the result in Ref. [16] , those in Ref. [17] account for charm-quark mass mistunings, use aF p4s , instead of af π , to set the scale, and consider a larger selection of discretization terms. However Ref. [17] uses an incorrect value of am c for the physical quark-mass, a ≈ 0.06 fm ensemble when adjusting for charm-quark mass mistunings. The mistake is fixed in the current work and is responsible for most of the downward shift relative to the scales presented in Ref. [17] . Compared to
Ref. [17] , the current work also incorporates the tree-level improved versions of each scale and refines the selection of discretization terms.
B. Continuum Meson-Mass Dependence
Using the best fits and datasets chosen in Sec. III C 2, we determine the continuum meson-mass dependence of w 0 under a mass-independent scale-setting scheme. The resulting function is useful for prediction of the scales on future ensembles, as well as for explicit comparison of the mass dependence of w 0 to that of other scale-setting quantities. To predict a scale one measures w 0 /a (or w 0,imp /a), aM π , and aM K on a subset of the ensemble to be generated. Then, by evaluating the function at the corresponding dimensionless variables P = (w 0 M π ) 2 and K = (w 0 M K ) 2 one can determine the continuum value of w 0 in physical units at those masses, w 0 (P, K), and compute the resulting scale a = w 0 (P, K)/(w 0 /a).
This procedure was originally suggested in Ref. [5] .
The functional form of the meson-mass dependence w 0 (P, K) is chosen to be the same as the chiral expansion to NNLO, in agreement with the best fit chosen in Sec. III C 2. The coefficients are determined by solving the implicit equation
numerically for w 0 = w 0 (P, K). Using the best fit h(a,
of Sec. III C 2, the implicit function is defined as
where F p4s is evaluated at physical quark masses and in the continuum. Note, the first parameter is set to 0, denoting the continuum limit. We find Using Eq. (19) and the results for w 0,imp /a on the HISQ ensembles, we recalculate a(fm)
for each ensemble and check that the results are consistent with the original lattice spacings set through F p4s . Table VIII lists the lattice spacings determined through F p4s in Ref. [15] and w 0 in this work. The scales determined from w 0 are almost independent of quark masses for fixed β, showing that the procedure is working as designed, and can be used to find consistent scales of new ensembles, even if they do not have physical quark masses.
Lattice spacings determined from F p4s and w 0 on the physical quark-mass ensembles agree as the continuum limit is approached, and are close over the whole range of lattice spacings. This fitting procedure may be repeated to find √ t 0 as a function of P = (
As might be expected from the large slope seen for √ t 0 in Fig. 5 , the resulting function shows large discretization effects at the coarser scales. The discretization errors appear as large variations in the scale determinations on coarse ensembles for different quark masses with fixed β. We thus do not include the results in Table VIII .
V. DISCUSSION AND CONCLUSIONS
With the continuum results complete, we compare with computations of gradient-flow scales performed by other collaborations. Table IX shows a selection of those calculations and their final results in comparison with our own. The same results are also plotted in Fig. 11 .
Differences are shown divided by the joint error, except for HPQCD. Because HPQCD uses a subset of the HISQ ensembles employed here, we do not use the joint sigma, which would double count several sources of error; instead, we use the larger of the two collaborations' total error. Our results for both scales are compatible with those of the three other published continuum-limit calculations by HPQCD, HotQCD, and BMW; the largest difference is 1.9σ.
Our best agreement is with HPQCD, the latter of which performed an independent analysis on the same HISQ congurations but without the a = 0.06 fm ensembles. We also agree with the published, single-lattice-spacing result for √ t 0 = 0.1414(7)(5) fm from TWQCD [25] .
Furthermore, we agree within 2σ with all but one collaboration's preliminary results:
and w 0 calculated by the ALPHA collaboration. This may be due to the difference in the number of flavors; however, it is unclear why the N f dependence would be so much stronger for √ t 0 than for w 0 .
Finally, we compare the relative lattice scale found from √ t 0 , w 0 , and other quantities used for scale setting. Here, we only compare the relative percent statistical error, since the sources of systematic error vary considerably between the quantities considered. In addition, while discretization errors are common to all scale-setting quantities, the errors due to a single quantity cannot be definitively identified, since one always calculates dimensionless ratios of two quantities. Table X leads to our slightly more precise continuum extrapolated value for √ t 0 compared to w 0 .
On the other hand, Fig. 9 makes a fairly convincing case that the discretization effects for w 0 are much smaller than those for √ t 0 . It is conceivable that the small slope for w 0 is due to an accidental cancellation between its discretization errors and those of F p4s . However, the argument following Eq. (12) above, as well as the empirical evidence given in Ref. [5] , indicate that w 0 does in fact have significantly smaller a 2 dependence than √ t 0 . Finally, we remark that the small error of aF p4s , in comparison with that of af π , is what motivates us to use aF p4s for our continuum extrapolations of the gradient-flow scales, as discussed in Sec. III B 4.
In conclusion, we have computed the continuum, physical mass values of √ t 0 and w 0 , and find √ t 0 = 0.1416( who used a subset of the same HISQ ensembles employed here. We have estimated an upper bound on the integrated autocorrelation lengths at different lattice spacings and found no autocorrelation lengths above 65 molecular-dynamics time units. Compared to our preliminary work, the continuum extrapolation is better controlled through the removal of tree-level discretization errors and the use of aF p4s over af π to set the scale, the quark-mass interpolation is constrained using chiral perturbation theory, and the charm-quark mass has been adjusted to correct for mistunings. Finally, we have calculated the continuum mesonmass dependence for use in future scale-setting applications. 
