Purpose: When a clustering problem is encountered, the researcher must be aware that choosing an incorrect clustering method and distance measure may significantly affect the results of the analysis. The purpose of this study is to determine the best clustering method and distance measure in cluster analysis and to cluster the regions of Turkey on the basis of this result. Methods: In hierarchical clustering, there are several clustering methods and distance measures. For comparison of the clustering methods and distance measures, Rand's C statistic is one of the best methods. Rand's comparative statistic C takes on values from 0.0 to 1.0 inclusive that may be used to compare two resultant clusterings produced by applying clustering methods to a data set with unknown structure or to assess the performance of a clustering method on a data set with known structure. Results: In this study, the seven regions of Turkey are clustered by all the clustering methods and distance measures. Related with the social and economic indicators, the final cluster number is taken as three. Then, according to Rand's C statistics, all possible pairs of distance measures for all clustering methods in hierarchical clustering are compared, and the results are given in the related tables. Conclusions: According to the results of all possible comparisons, Ward's method is found to be the best among others, and final clustering of the regions is applied according to Ward's clustering measure.
Introduction
The word 'classification' can be used in a broad sense to include various types of diagrams that indicate either the relative degrees of similarities or the lines of descent [] . The term Cluster Analysis encompasses a number of different algorithms and methods for grouping objects of similar kind into respective categories. Clustering algorithms are often used to find homogeneous subgroups of entities depicted in a set of data [] .
Cluster analysis divides data into groups (clusters) that are meaningful, useful or both. If meaningful groups are the goal, then the clusters should capture the natural structure of the data. The sample characteristics are used to group the samples. Grouping can be arrived at either hierarchically partitioning the samples or non-hierarchically partitioning the samples. Thus, segmentation methods include probability-based grouping of observations and cluster (grouping)-based observations. They include hierarchical (tree-based http://www.journalofinequalitiesandapplications.com/content/2013/1/142 method) and non-hierarchical (agglomerative) methods. A good clustering method will produce high quality clusters with high intra-class similarity and low inter-class similarity. Classes, or conceptually meaningful groups of objects that share common characteristics, play an important role in how people analyze and describe the world [] .
A general question that researchers face in many areas of inquiry is how to organize observed data into meaningful structures, that is, how to develop taxonomies. In other words, cluster analysis is an exploratory data analysis tool which aims at sorting different objects into groups in a way that the degree of association between two objects is maximal if they belong to the same group and minimal otherwise. Given the above, cluster analysis can be used to discover structures in data without providing an explanation/interpretation. In other words, cluster analysis simply discovers structures in data without explaining why they exist [] .
As Rand [] mentioned in his study, many intuitively appealing methods had been suggested for clustering data; however, interpretation of their results had been hindered by the lack of objective criteria. For this purpose, he developed C statistics which depends on a measure of similarity between two different clusterings of the same set of data, and the measure essentially considers how each pair of data points is assigned to each clustering.
Rand [] developed a comparative statistic C which takes on values from . to . inclusive that may be used to compare two resultant clusterings produced by applying clustering methods to a data set with unknown structure or to assess the performance of a clustering method on a data set with known structure. When C is equal to ., there is a perfect agreement in the comparison. However, the meaning of a C value between . to . is not clear. Thus, a means of attaching statistical significance to the values of the C statistic is needed.
Ferreira and Hitchcock [] compared the performance of four major hierarchical methods (single linkage, complete linkage, average linkage and Ward's method) for clustering functional data. They used the Rand index to compare the performance of each clustering method.
Method
According to Rand [] , the simple computational form for c is, for given N points, X  , X  , . . . , X N , and two clusterings of them
where 
In clustering analysis it is known that the most used seven distance measures are squared Euclidean, cityblock, Minkowski, cosine, customized, correlation (Pearson) and Chebychev, and there are seven clustering methods, which are average, centroid, complete, median, single, Ward and weighted method. In hierarchical cluster analysis, there are two final clusters at the end. Because it is hard to see the efficiencies of the distance measures and clustering methods for two clusters, the final cluster number is considered as three and the results are observed, whether the regions join the same cluster or not, for all clustering methods and distance measures. Table  shows the results of these analyses. For each measure, there are  results, which are calculated with all the possible combinations of seven regions with two groups. Then all the clustering methods are compared, and according to these comparisons, together in both, separate in both and mixed groups and Rand's C statistics are calculated. The results are given in Table  . Because there are seven distance measures and seven clustering methods, after all the possible combinations, there are  results given in Table  .
Data set

Results and discussion
According to Table , which show the agreement of the distance measures, are ., ., ., ., . and  respectively. While the distance measure is 'Squared Euclidean' , the Nearest clustering method is the worst method of all. If the distance measure is considered as 'Cosine' , the clustering methods Nearest and Within perform a worse result than the other methods. While some consider 'Pearson correlation' as a distance measure in hierarchical clustering analysis, the http://www.journalofinequalitiesandapplications.com/content/2013/1/142 For the results of 'Chebychev' distance measure at least for one comparison, all of the clustering results vary for all clustering methods. So, it is really hard to say that any of the clustering methods show better performance than the others.
With respect to these results mentioned above, Ward's hierarchical clustering method is applied to the data set and the results of the analysis are also given in Figure  .
According to the dendrogram given in Figure  , at the first stage of the analysis, while Central Anatolia and Blacksea regions join the same cluster, Mediterranean, Aegean and Marmara regions join the other cluster. They connect to each other at the third stage. At the second stage, East Anatolia and South Eastern Anatolia regions join the same cluster and they combine with the other two clusters at the final stage according to Ward's hierarchical clustering method.
Conclusion
The earlier studies on comparing the clustering methods also confirm the results of this study. For example, in their study Kuiper When there is a clustering problem, the researcher must be aware that choosing a wrong clustering method and distance measure may significantly affect the results of the analysis. For all the results given in related tables in this study, one can consider applying Ward's or Median clustering methods and keep away from applying the Nearest clustering method http://www.journalofinequalitiesandapplications.com/content/2013/1/142 for all distance measures to perform a hierarchical clustering analysis to obtain better results according to Rand's C statistics.
