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1. Introduction
We consider stochastic recurrence equation (SRE)
Xn = AnXn−1 +Bn, n ∈ N, (1.1)
where (An,Bn) is an i.i.d. sequence, An are d×d matrices, Bn are vectors andX0 is an initial
distribution independent of the sequence (An,Bn). Under mild contractivity hypotheses [4],




= AX +B, (1.2)
where (A,B) is a generic copy of (An,Bn), X is independent of (A,B) and the equation is
meant in law. If the process (1.1) is started from X0 = X then it becomes stationary.
There is considerable interest in various aspects of the iteration (1.1) and, in particular,
the tail behavior of X .
In this paper we focus on the case when the matrix A = diag(A1, ..., Ad) is diagonal and,
under so called Kesten-Goldie conditions ((2.1)-(2.4)), we prove that X = (X1, ..., Xd) is
regularly varying in the sense of a nonstandard regular variation. More precisely, let B =
(B1, ..., Bd), and, among other things, we assume that
for every j there is αj > 0 such that E|Aj |
αj = 1. (1.3)











see Theorem 5.16, and conditions for strict positivity of cj,± are nowadays well established
[7], [9], [18]. Since α1, ..., αd may be different, we cannot expect standard multivariate regular
variation i.e. existence of the weak limit of measures
P(‖X‖−1X ∈ · | ‖X‖ > t), as t→ ∞, (1.4)
‖ ‖ being the Euclidean norm and · a Borel subset of the sphere . Instead, we need to




Notice that, if cj,± > 0 then
P(±Xj > t
1/αj ) ∼ cj,±t
−1
i.e. the tails of the marginals Xj normalized that way behave as t




P(δt−1X ∈ · )t, (1.6)
where · denotes a Borel subset of Rd \ {0}. We prove that the above limit exists, Theorem
2.12, defines a Radon measure Λ on Rd \ {0} and implies regular variation in the sense of
Theorem 2.5 below. For the origin of non standard regular variation (1.6) we refer the reader
to [33], section 6.5.6 and further development in [31]. See also section 4.4.10 in [9].
We give here theoretical results with immediate application to diagonal autoregressive
processes defined by a diagonal SRE like bivariate GARCH or BEKK-ARCH. Condition
(1.3) is then naturally satisfied.
1.1. History and motivation
Stochastic iterations (1.1) have been studied since the seventies and they found numerous
applications to financial time series models [9, Section 4], [21], [34], [35] as well as to risk
management [30, Sec. 7.3]). Recently asymptotic independence of regularly varying marginals
have been considered in the case of neural networks [25] and methods coming from SRE
([5, 24, 29]) have been adopted.
The first set of conditions implying regular behavior of X in the sense of (1.7) below was
formulated by Kesten [23] for matrices with positive entries. Since then, Kesten conditions
and their extensions have been used to characterize tails in various situations, an essential
feature being the same tail behavior in all directions [1, 8, 19]. To put it simply, it means
that there is a Radon measure on Rd \ {0} being the weak limit of
tαP(t−1X ∈ ·), when t→ ∞. (1.7)
(1.7) follows from certain irreducibility or homogeneity of the action of the group generated
by the support of the law of A. However, this property is not necessarily shared by all models
interesting both from theoretical and applied perspective [26], [27], [29], [31]. Therefore, SREs
with more general A are both challenging and desirable.
Until now diagonal matrices A in (1.2) have been touched only under assumption |A1| =
... = |Ad| or Aj = A
γj
1 , A1, γj > 0 and (1.6) was obtained [8]. Recently Theorem 2.5 has been
proved in [29] for the case when
Aj = bj + cjM, (1.8)
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for some constants bj , cj and the random variable M independent of B and the same for all
j.
The restrictive nature (1.8) and the absence of any other results on diagonal matrices shows
that new methods are required and they are provided in this paper. The key observation in
[29] is that, under (1.8), if αi 6= αj then Xi, Xj are asymptotically independent i.e.
P(|Xi| > t
1/αi , |Xj| > t





as t→ ∞. (1.9)
We are able to prove (1.9) in full generality i.e. under assumption
P (|Ai|
αi = |Aj|
αj ) < 1,
see Section 4. On the other hand, if
|A1|
α1 = ... = |Ad|
αd
then the methods of [8] give nonstandard regular variation, see Section 3. Finally, combining
both we were able to split coordinates into asymptotically independent blocks and to prove
Theorem 2.12.
1.2. Applications
There are various financial models that satisfy (1.1) and then to prove that X is regularly
varying existing theoretical results [1, 8, 19, 23] have been used in [2, 26, 27, 31]. However
they do not cover the most desirable case from the point of view of applications: diagonal
A with arbitrary covariance matrix [cov(Ai, Aj)] and possibly different tail indices α1, ..., αd.
Our result fills the gap. When Theorem 2.12 is proved, the analysis of “so called” spectral
process may be pursued as in [29].
For more specific applications we will focus on GARCH and BEKK-ARCH processes.
Regular variation of X is a convenient assumption to study extremal behavior of the process
in terms of the maxima or extremal indices. For GARCH(p,q), bivariate GARCH(1,1) or
BEKK-ARCH when assumptions of [1, 8, 19] or [23] are applicable, regular variation was
studied in [2, 26, 27] or [31] and concusions for the extremal properties of X have been
obtained, see [26, 34]. However, diagonal bivariate GARCH(1,1) does not fit into the scheme
and then our result should be used.
The BEKK-ARCH process, introduced by Engle and Kroner [16] and originally defined by
a non-affine recursion, has been written as (1.1) by Pedersen and Wintenberger [31]. They
studied the regular behavior when assumptions of [8] or [1] are applicable. [31], however,
does not cover diagonal BEKK models typically used in finance due to their relatively simple
parametrization, as discussed in Bauwens et al. [3]. This was probably the main motivation
of Mentemeier, Wintenberger to study diagonal SRE models and to apply their result to
particular cases of BEKK-ARCH and CCC-GARCH [29]. Finally, also BEKK-ARCH with
triangular matrices has been of interest, [27] but then only regular behavior of components
Xj follows from [11], [12], [28].
Finally, let us mention some work not that closely related to our result but showing a
considerable interest in multivariate regular variation and its applications to risk assessment
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in financial systems and reinsurance markets. In particular, probabilities of extreme events
are evaluated which leads to
P(AZ ∈ tC) as t→ ∞, (1.10)
where Z is a regularly varying vector with non negative components, A a matrix and C
a subset of Rd+ [2, 13, 17, 22]. We refer the reader to the recent paper [13] that contains
a nice refinement of (1.10) and an overview of the previous results. As mentioned in [13]
there are clear implications of (1.10) for computing conditional value at risk as well as a
variety of conditional risk measures. For results in the similar spirit see also [15], where
regular variation of ψ(X,Y) for appropriate functions ψ and regularly varying multivariate
variables X,Y have been obtained.
2. Main results
Recall that A = diag(A1, ..., Ad) and B = (B1, ..., Bd) ∈ R
d. We assume that for every j,
log |Aj | conditioned on Aj 6= 0 is non arithmetic. (2.1)
for every x ∈ Rd, P(Ax+B = x) < 1 (2.2)
there is αj > 0 such that E|Aj |
αj = 1 (2.3)
there is σ > 0 such that for all j, E|Aj |
αj+σ + E|Bj |
αj+σ <∞. (2.4)
(2.1), (2.3) imply that
E log |Aj | < 0
and in view of (2.3), (2.4)
0 < E|Aj |
αj log |Aj| <∞,
see the proof of (5.4), (5.5).
Let X = (X1, ..., Xd) be the solution to (1.2). (2.2) implies that X is not constant. Indeed,
there is j such that for every xj ∈ R, P(Ajxj + Bj = xj) < 1 and so Xj is not constant by




αj for x ∈ Rd
For δt defined in (1.5), we have
|δt(x)|α = t|x|α.
Finally, let
Sd−1 ={x ∈ Rd : |x|α = 1},
Br(0) = {x ∈ R
d : |x|α ≤ 1}, Br(0)
c = {x ∈ Rd : |x|α > 1}.
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Theorem 2.5. Suppose that (2.1)-(2.4) are satisfied. Then the sequence of measures
P
(
δ|X|−1α X ∈ ·
∣∣∣ |X|α > t
)
(2.6)
defined on Sd−1 converges weakly to a non zero probability measure ν when t→ ∞.
The scheme of the proof is as follows. For i, j ∈ {1, ..., d} we define and equivalence relation
by
i ∼ j if and only if |Aj|
αj = |Ai|
αi.
We split the set of indices into equivalence classes:
{1, ..., d} = I1 ∪ ... ∪ Ip,
where I1, ..., Ip are disjoint and
i ∼ j if and only if there is 1 ≤ l ≤ p such that i, j ∈ Il.
Then, changing possibly the order of coordinates we may write
R
d = Rd1 × ...× Rdp
and the stationary solution X = (X(1), ..., X(p)) to (1.2) satisfies
X(l) = A(l)X(l) +B(l), l = 1, ..., p, (2.7)
where A(l) = diag(Ad1+...+dl−1+1, ..., Ad1+...+dl), B
(l) = (Bd1+...+dl−1+1, ..., Bd1+...+dl). We are
going to refer to (2.7) as the homogeneous case.
If there is x(l) ∈ Rdl such that
P(A(l)x(l) +B(l) = x(l)) = 1 (2.8)
then X(l) = x(l) a.s. and it does not play the role in (2.6). In the next section we will prove









S̃dl−1 = {x ∈ Rd : |x|α = 1, xi = 0 for i /∈ Il}
tends weakly, as t→ ∞, to a probability measure νl supported on S̃
dl−1.








which implies that for l 6= q
tP
(
|X(l)|α > c1t, |X
(q)|α > c2t
)
= o(t−1) as t→ ∞. (2.10)
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Then proceeding as in the proof of Theorem 6.1 in [29] we conclude Theorem 2.5 with the
limit measure ν =
∑p
l=1 νl supported in
⋃
1≤l≤p S̃
dl−1 with the convention that νl(S̃
dl−1) = 0
if (2.8) holds.
(2.9) may be formulated also in another way that provides a more detailed description of
the tail behavior. For that we introduce polar coordinates related to the norm | · |α. Namely,
the map Φ : R+ × Sd−1 → Rd \ {0}
Φ(s, ω) = δsω s > 0, ω ∈ S
d−1 (2.11)
is a homeomorphism. A straightforward proof of (2.11) is contained in the Appendix.
Let Cb(R
d \{0}) be the space of bounded continuous functions supported in Rd \{0}. Now
we may summarize what was said above and formulate our main theorem.
Theorem 2.12. Suppose that (2.1), (2.3), (2.4) are satisfied and P(A(l)x(l)+B(l) = x(l)) < 1
for every 1 ≤ l ≤ p. Let f ∈ Cb(R



















































Proof. To prove (2.13) we use (2.10), Theorem 3.1 and we apply Lemma 2.6 in [10]. The
argument used in [10] is rather standard and it generalizes the one in Lemma 2.1 in [14] and
Lemma 4.24 in [32]. Although Lemma 2.6 in [10] is proved for tEf(t−1X), the proof follows
in the same way for tEf(δt−1X). While the “blocks” X
(l) are proved to be asymptotically
independent and we know the tail behavior of a single “block” the ideas of [32] and [14]
apply. (2.14)-(2.16) follow from Theorem 3.1 and to prove (2.17), (2.18) we proceed as in the
proof of Theorem 6.1 in [29].
Remark 2.19. For matrices A with strictly positive entries asymptotics of P(|X| > t) was
proved in [6] but for a norm | · | that is not equivalent to the one considered here and so
not the right one. Also the results of [6] concern a more general case of diagonal action on
nilpotent groups and so the conclusion for (1.2) is hardly visible there.
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3. Homogeneous case
For a function on Rd we define
Dis(f) = {x : f is not continuous at x }.
Our aim in this section is to prove Theorem 2.12 in the homogeneous case.
Theorem 3.1. Suppose that for every j, |Aj|
αj = |A1|
α1 and (2.1), (2.2), (2.3) are satisfied.
Moreover, we assume that
E|Aj |
αj log+ |Aj| <∞, E|Bj |
αj <∞. (3.2)
Then there is a Radon measure Λ on Rd \ {0} such that
lim
t→∞
tEf(δt−1X) = 〈f,Λ〉. (3.3)
for every bounded function f such that 0 /∈ suppf and Λ(Dis(f)) = 0. Moreover,
〈f ◦ δt,Λ〉 = t〈f◦,Λ〉 (3.4)
Λ(Rd \Br(0)) <∞ for every ball Br(0) with center at 0,














tP (|X|α > t)





δ|X|−1α X ∈ ·




c−1∞ t · P
(




Remark 3.8. (3.2) is a weaker version of (2.4) which is sufficient in the homogeneous case.
For |A1| = ... = |Ad| Theorem 3.1 was proved in [8], see Theorem 2.8 there. Under our
assumptions the proof is exactly the same. We just need to replace the euclidean norm, which
is used in [8], by the norm | · |α as it is discussed in Appendix D of [8]. However, the details
require some work and they are not appropriately presented neither in [8], nor in [9], section
4.4.10. Therefore, we recall briefly the main steps of the proof to stress similarities and
differences. The case of diagonal action δt is, in fact, simpler than the action considered in
the main body of [8], where A is an orthogonal matrix multiplied by constant. The strength
of [8] approach lies in using Ef(δt−1X) instead of P(δt−1X ∈ ·). Then, some additional
regularity (Hölder) of f simplifies the proof and later on it may be gradually relaxed to arrive
finally at (3.7).
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Proof. Let a = |A1|
α1 . Then





d \ {0}) be the space of functions f that are contin-
uous, bounded and such that 0 /∈ suppf . For f ∈ Cb(R
d \ {0}) we define
f̄(a) = Ef(δaX), a > 0.
Let µ be the law of a. We consider µ restricted to R+ = (0,∞) which may possibly have the




we prove as in [8] that
lim
m→∞
f̄ ∗ µm(a) = 0.
Then we consider
ψf (a) = f̄(a)− f̄ ∗ µ(a).






In particular, the series on the right hand side is convergent.
To prove (3.3) the key idea in [8] and also here is to use first Hölder functions. For a
0 < ζ < 1 let Hζ be the space of functions f ∈ Cb(R
d \ {0}) such that
|f(x+ y)− f(x)| ≤ Cf |y|
ζ
α for a Cf > 0 and for all x, y ∈ R
d. (3.9)
For f ∈ Hζ, ψf is direct Riemann integrable which is essential for further use of the renewal






where ∆n = {a : n < log a ≤ n + 1}. In the proof of (3.10), ζ < 1, |Av|α = a|v|α are
essential as well as E|X|βα < ∞ for β < 1, see [8], Lemma 2.19. The latter follows directly
from Theorem 5.16: E|Xj|
βαj < ∞ for β < 1. Let µ̄ = aµ. Since Ea = 1, µ̄ is a probability




log a dµ̄(a) = α1E|A1|
α1 log |A1| > 0,
see (5.5). (3.2) is sufficient to guarantee that m is finite. Let ψ̃f(a) = a
−1ψf (a). Then









(3.3) is equivalent to existence of lima→0 a




a−1f̄(a) = ψ̃f ∗ U(a)
and by the classical renewal theorem
lim
a→0









To apply the renewal theorem on R, we need to use the diffeomorphism
R
+ ∋ a 7→ Φ(a) = log a ∈ R
and then the classical renewal theorem on R is applied to the measure Φ(µ̄)(I) := µ̄(Φ−1(I))
with the mean m. This proves that
lim
t→∞
tEf(δt−1X) exists for f ∈ H
ζ (3.12)
and here direct Riemann integrability is used.
To extend (3.3) to f ∈ Cc(R
d \ {0}) first we notice that for every r > 0
sup
t>0
P(|X|α > tr)t <∞. (3.13)
Indeed, 1Br(0) may be dominated by a bounded function g̃ supported in Br/2(0) with bounded
first order derivatives. Then
g̃ ∈ Hζ (3.14)
for ζ ≤ (max1≤j≤d αj)
−1, ζ < 1. If so
tP(|X|α > tr) ≤ tEg̃(δt−1X)
and (3.13) follows from (3.3). To see (3.14) observe that for g̃ and |y|α ≥ 1, (3.9) is immediate,
and for |y|α ≤ 1
|g̃(x+ y)− g̃(x)| ≤ Cg‖y‖ ≤ dC|y|
ζ
α.
Now given f ∈ Cc(R
d \ {0}) and ε > 0, let g ∈ C1c (R
d \ {0}) be such that ‖f − g‖sup < ε and
suppf, suppg ⊂ Br(0)
c. Then
tE |f(δt−1X)− g(δt−1X)| ≤ εtP(|X|α > tr) (3.15)




and (3.16) implies existence of Λ.
To obtain (3.3) for generic f we proceed as in [8]. We need only to guarantee that
Λ(Sd−1) = 0. (3.17)
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Then the rest follows as in the proof of Theorem 2.8 in [8].
(3.17) is proved as in [8] but for diagonal matrices the proof of (3.17) may be considerably
simplified and so we write it here. For 0 < ε ≤ 1
4





1 if u = 1
0 if u ≤ 1− ε or u ≥ 1 + ε







Then ϕε ∈ H
ζ for ζ ≤ (max1≤j≤d αj)
−1, ζ < 1 (see Appendix) and
ϕε(δt−1X) 6= 0 iff there is j such that t
−1|Xj|
αj 6= 0
i.e. there is j such that (1− ε)t < |Xj |





tP ((1− ε)t < |Xj|
αj ≤ (1 + ε)t) .






(1− ε)−1 − (1 + ε)−1
)
, (3.19)
where cj is the Goldie constant forXj. On the other hand, ψε|Sd−1 ≥ 1, hence limε→0〈ϕε,Λ〉 ≥
Λ(Sd−1), the right hand side of (3.19) tends to 0 when ε→ 0 and so (3.17) follows.
(3.4) follows directly from definition. To show (3.6), for the random variable X we shall
write
X = δ|X|αωX = Φ(|X|α, ωX), ωX ∈ S
d−1
in polar coordinates. Now applying (3.3) to f(sω) = ϕ(ω)1B1(0)c(s), by (3.13) we obtain




tEf(δt−1X) = 〈ϕ, ν̃〉 (3.20)
defines a bounded functional on C(Sd−1) and so a measure ν̃ on Sd−1. Moreover, for fr(sω) =
ϕ(ω)1Br(0)c , we have
tEfr(δ
−1



























which implies (3.6). In particular, if f1 = 1B1(0)c then
tEf1(δ
−1
t X) = tP(|X|α > t) → ν̃(S
d−1) = c∞.
4. Asymptotic independence
In this section we consider non equivalent coordinates Xj, Xk and we prove their asymptotic
independence. Let
ρj = E|Aj |
αj log |Aj|, ρk = E|Ak|
αk log |Ak|.
If j, k are nonequivalent then ρjαj 6= ρkαk or ρjαj = ρkαk but P(|Aj|
αj = |Ak|
αk) < 1. We
will prove that then there is ξ > 0 such that
P(|Xj| > t
1/αj , |Xk| > t
1/αk) ≤ Ct−1−ξ








i , where Π
(j)
i = Aj,1 · ... · Aj,i
and (Aj,1, B
(j)
1 ), ..., (Aj,i, B
(j)
i )... are i.i.d with the same law as (Aj , Bj). We are going to






























and the right hand side of (4.1) is a partial sum of the solution to the equation Y =












≤ Ct−αj . (4.2)




i is needed. Some
of them are of smaller order as it was already observed in [5] and it is further ellaborated
for our purpose in Section 5 in Lemmas 5.11 and 5.14. They are applied below to prove




Λj(β) = logE|Aj |
β
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Theorem 4.3. Let ρjαj 6= ρkαk. Then there are C, ξ > 0 such that for every t > 0,
P(|Xj| > t
1/αj , |Xk| > t
1/αk) ≤ Ct−1−ξ (4.4)
Proof. Suppose that ρjαj > ρkαk and so nk − nj = ∆nk for a ∆ > 0. Let 0 < σ0 < σ and
δ0,j , δ0,k such that
ρj(1− δj,0)
−1 = Λ′j(αj + σ0), ρk(1− δk,0)
−1 = Λ′k(αk + σ0)
as in (5.9). Now, as in (5.10) we choose 0 < δ < min(∆/3, δj,0, δk,0) and such that
ρj
1− δ
< Λ′j(αj + σ0),
ρk
1− δ
< Λ′k(αk + σ0). (4.5)










i | > t
1/αj












i | > t
1/αj

 ≤ Ct−1−ξ. (4.7)






Aj,i1...Aj,i2 if i1 ≤ i2
1 if i1 > i2


















is also a partial sum of a perpetuity and Π
(j)
mj , Sj are
independent. Analogously we have (4.6) - (4.8) for k with mk = ⌊(1−δ)nk⌋, pk = ⌈(1+δ)nk⌉.
Therefore, for (4.4) it remains to consider
I = P
(
|Π(j)mjSj | > t











. Suppose first that
P
(
|Π(k)pj | ≤ t
1/αk−γ
)

































I ≤ Ct−1−γαk .
Now we consider the case
|Π(k)pj | > t
1/αk−γ
and we are going to apply (5.12) to t1/αk−γ playing the role of t. Then n0(t
1/αk−γ) =
ρ−1k log t
1/αk−γ, see (5.8). We need to guarantee that




= (1− δ)ρ−1k (1/αk − γ) log t (4.10)
with δ as in (4.5). Suppose first that (4.10) holds. Then by (5.12) and (4.5)
P
(




with χ depending only on δ and Λk. Moreover,
(1/αk − γ)(αk + χ) = 1 + χ/αk − γ(αk + χ) > 1
provided γ is sufficiently small.
Now let us prove (4.10). If log t ≥ ρk(∆− 3δ)
−1, then nk − nj > 3δnk + 1,
pj ≤ (1− 2δ)nk = (1− 2δ)
log t
αkρk















Now we consider the case ρjαj = ρkαk, but before we need a lemma. Let η = (η1, η2) be a
generic point in R2, ρ = (ρj, ρk) and let
Λjk(η) = logE|Aj|
η1 |Ak|
η2 , ϕ(η) = η1ρj + η2ρk − Λjk(η).
Lemma 4.11. Suppose that
P(|Aj|
αj = |Ak|
αk) < 1 (4.12)
and 0 < ξ1, ξ2, ξ1 + ξ2 = 1. Then
ϕ(ξ1αj, ξ2αk) > ρjξ1αj + ρkξ2αk. (4.13)
/ 14
Proof. By Hölder inequality for p = 1/ξ1, q = 1/ξ2 and (4.12)
E|Aj |
ξ1αj |Ak|
ξ2αk < (E|Aj |
αj )ξ1 (E|Ak|
αk)ξ2 = 1. (4.14)




Taking expectations we have c1 = c2 and |Aj |
αj = |Ak|
αk a.s. which is not possible. Hence
Λjk(ξ1α1, ξ2α2) < 0 and (4.13) follows.
Moreover, (4.13) implies the following corollary




If ρjαj = ρkαk then there are η ∈ R
2 and ε > 0 such that
ϕ(η) = (1 + ε)ρjαj .
Theorem 4.16. Let ρjαj = ρkαk. Then there are C, ξ > 0 such that for every t > 0,
P(|Xj| > t
1/αj , |Xk| > t
1/αk) ≤ Ct−1−ξ (4.17)
Proof. We choose 0 < δ < min(δj,0, δk,0) satisfying (4.5). As in the proof of Theorem 4.3, it
remains to consider (4.9) but now nj = nk =: ñ0 andmj = ⌊(1−δ)nj⌋ = mk = ⌊(1−δ)nk⌋ =:
n i.e. we need to estimate
P(Ωt) where Ωt =
(
|Π(j)n Sj | > t




Step 1. Let b = ρjαj , u = e
m0 , m0 = ⌈b(2δñ0 + 2)(1− δ)
−1⌉ and consider first
P
(
|Π(j)n Sj | > t








|Π(j)n Sj| > t


















The choice of m0 is related to the length of Sj which is between 2δñ0 and 2δñ0 + 2. Notice
that for m ≥ m0
2δñ0 + 2 ≤ (1− δ)mb
−1.




the role of n0(t),
we have
P(|Sj| > e
m/αj ) ≤ Ce−(1+χ/(2αj ))m
and so by (4.2)
P
(
|Π(j)n Sj| > t










where χ′ = χδα−1j (1− δ)
−1 < χα−1j . Moreover, by (5.12)
P
(
|Π(j)n Sj | > t













|Π(j)n Sj| > t







|Π(k)n Sk| > t




Step 2. Now we assume that
1 < |Sj| ≤ u
1/αj , 1 < |Sk| ≤ u
1/αk , (4.18)
By Corollary 4.15 there are η ∈ R2 and ε > 0 such that
ϕ(η) = (1 + ε)b. (4.19)
We can make δ smaller in order to satisfy
δ(1− δ)−1
(
1 + ε+ 3(ρjη1 + ρkη2)b
−1) < ε/2. (4.20)




Yi + log |Sj| > ρjñ0,
n∑
i=1
Wi + log |Sk| > ρkñ0).
Notice that with notation of (5.8), ñ0 = n0(t




η2 = 1 we are going to change the measure i.e.












































≤ e−nϕ(η)eη1 log |Sj |+η2 log |Sk|.
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Moreover, by (4.18)







−1(η1ρj + η2ρk) = 3δ(1− δ)
−1b−1(η1ρj + η2ρk) log t
for t large enough. Therefore, by (4.20)
nϕ(η)− η1 log |Sj| − η2 log |Sk| =ñ0αjρj(1 + ε)− δñ0αjρj(1 + ε)− η1 log |Sj| − η2 log |Sk|
≥ (1 + ε) log t− δ(1 + ε) log t− 3δ(1− δ)−1b−1(η1ρj + η2ρk) log t
> (1 + ε/2) log t
and so P(Ωt) ≤ t
−1−ξ/2.
5. Auxiliary results






i . To avoid any
confusion we change a little bit the notation. Let M,Q be real valued random variables with
values in R. We assume that
P(|M | = 1) < 1 (5.1)
There is α > 0 such that E|M |α = 1, (5.2)
There is σ > 0 such that E[|M |α+σ + |Q|α+σ] <∞ (5.3)
(5.1), (5.2), imply that P(|M | < 1) > 0, P(|M | > 1) > 0 and
E log |M | < 0. (5.4)
Indeed, the function
λ(β) = E|M |β
is strictly convex on [0, α + σ],
λ′′(β) = E|M |β(log |M |)2 > 0,
and so E log |M | ≥ 1 would contradict (5.2). Also λ′(α) must be strictly positive i.e.
E|M |α log |M | > 0. (5.5)
Vice versa, if E|M |β < ∞ for all β > 0 and (5.4) is satisfied then (5.2) holds. Indeed, then
λ(β) < 1 for β close to 0 and λ(β) → ∞ if β → ∞. Let
Λ(β) = log λ(β)
Λ is also strictly convex on [0, α+σ], Λ′,Λ′′ are well defined on (0, α+σ) and Λ′′ > 0. Indeed,
by Hölder inequality
(E|M |β)2Λ′′(β) = E[|M |β(log |M |)2] · E[|M |β ]− (E|M |β log |M |)2 > 0,
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in view of (5.1). Λ′ is strictly increasing, Λ′(0) < 0, Λ′(α) > 0 and so there is 0 < α0 < α
such that Λ′(α0) = 0. Λ is increasing on [α0, α+ σ] and Λ(α) = 0. Let 0 < σ0 < σ,








Hence for β ± ε ∈ (α0, α + σ0) we have
E|M |β±ε = eΛ(β±ε) ≤ eΛ(β)±Λ
′(β)ε+C0ε2 . (5.6)
Let









Since Λ(β) < 0 for β < α and Λ(β) > 0 for β > α, I(β) is decreasing on [α0, α], increasing
on [α, α + σ0) and
I(β) > α for β 6= α.
Let




and δ0 be such that
ρ
1− δ0
= Λ′(α + σ0). (5.9)




< Λ′(α + σ0). (5.10)
Since Λ′ is strictly increasing there is α < β < α + α0 such that Λ
′(β) = ρ
1−δ .
Let (Mi, Qi) be i.i.d random variables, (Mi, Qi)
d
= (M,Q) and let
Πi =M1 · ... ·Mi.








(1± δ)n0 may not be integer but it does not bother us.
Lemma 5.11. Let 0 < δ < δ0. Take α < β < α + σ0 such that Λ
′(β) = ρ
1−δ and write
I(β) = α + χ for a χ > 0. Then there is C > 0 such that for every t ≥ eρ/(1−δ), T > 0 and
i ≤ (1− δ)n0 we have
P(|Πi| > tT ) ≤ Ct




|Πi−1Qi| > t) ≤ Ct
−α−χ/2. (5.13)
/ 18




2(1− δ)n0 is bounded.
Since Λ′(β)(1− δ)n0 = log t, applying (5.6) to β + ε, we have








′(β)−1 log x+ε log xt−β−εT−β−ε
≤ CeΛ(β)Λ
′(β)−1−β) log xT−β−ε
= Ct−I(β)T−β−ε ≤ Ct−α−χ max(T−β, T−β−1).
Similarly, for
P(|Πi−1Qi| > tT ) ≤ CE|Q|
β+εt−α−χ max(T−β, T−β−1).























|Πi−1Qi| > t) ≤ Ct
−α−χ. (5.15)







. Then, in view, of (5.6) applied





























because e−ερn0 = t−ε. Since n0 ≤ k/δ and ε < ρδ/(4C0(1 + δ)),
−ερk + C0ε














Finally, for the readers convenience, we recall the Goldie Theorem.
Theorem 5.16 ([20]). Suppose that there exists α > 0 such that
• E[|M |α] = 1, E[|Q|α] <∞ and E|M |α log+ |M | <∞.
• P(Mx+Q = x) < 1 for every x ∈ R.










exist constants c± such that
lim
t→∞
P(±X > t)tα = c±
as x → ∞. The Goldie constant c+ + c− is strictly positive and if P(M < 0) > 0 then
c+ = c− > 0.
Remark 5.18. Conditions for strict positivity of c+, c− in the case P(M ≥ 0) = 1 were first
given in [18] and then elaborated and simplified in [9], [7].





with δ|x|−1x ∈ S
d−1.
To show that Φ is 1-1, suppose that
δs1ω1 = δs2ω2 and |ω1|α = 1, |ω2|α = 1.
Then
s2 = |δs2ω2|α = |δs1ω1|α = s1.
and so ω1 = ω2. Hence
Φ−1(x) = (|x|α, δ|x|−1α x).
Finally, we prove that Φ−1 is continuous. Indeed, let xn = δ|xn|αωn → x = δ|x|αω 6= 0. Then
|xn| → |x| and so ωn = δ|xn|−1xn → ω = δ|x|−1x.
Lemma A.19. ϕε defined (3.18) belongs to H
ζ for any ζ ≤ min((max1≤j≤d αj)
−1, 1), ζ < 1.
Proof. Since ϕε is bounded, it is enough to prove that
I = |ϕε(x+ h)− ϕε(x)| ≤ C|h|
ζ
α








and ψε(|xj + hj |
αj ) − ψε(|xj |
αj) = 0 for |xj | > (1 + ε)
1/αj + 1 if |hj |
αj ≤ 1. Moreover, ψε is
Lipschitz. So for every j we have
|ψε(|xj + hj |
αj)− ψε(|xj |
αj )| ≤ Cε ||xj + hj|
αj − |xj|
αj | .
For αj ≤ 1,
||xj + hj |
αj − |xj|
αj | ≤ |hj |
αj ≤ |h|α ≤ |h|
ζ
α,
and for αj > 1,
||xj + hj |
αj − |xj |





because xj are bounded and |h|α ≤ 1.
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