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Abstract
It is well known that the ratio bound is an upper bound on the stability number α(G) of a regular graph
G. In this note it is proved that, if G is a graph whose edge is a union of classes of a symmetric association
scheme, the Delsarte’s linear programming bound can alternatively be stated as the minimum of a set of ratio
bounds. This result follows from a recently established relationship between a set of convex quadratic bounds
on α(G) and the number ϑ ′(G), a well known variant of the Lovász theta number, which was introduced
independently by Schrijver [A. Schrijver, A comparison of the Delsarte and Lovász bounds, IEEE Trans.
Infor. Theory 25 (1979) 425–429] and McEliece et al. [R.J. McEliece, E.R. Rodemich, H.C. Rumsey Jr.,
The Lovász bound and some generalizations, J. Combin. Inform. System Sci. 3 (1978) 134–152].
© 2006 Elsevier Inc. All rights reserved.
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dratic programming
1. Introduction
Let G = (V ,E) be a simple undirected graph where V = {1, . . . , n} denotes the vertex set
and E is the edge set. It will be supposed that G has at least one edge, i.e., E is not empty. We
will write ij ∈ E to denote the edge linking nodes i and j of V. The adjacency matrix of G will
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be denoted by AG (this is a symmetric matrix of order n whose entries (i, j) are equal to 1 if
ij ∈ E and 0 otherwise). If we substitute some or all of the ones of AG by any real numbers
and the resulting matrix is non-null and symmetric, we obtain a so called weighted adjacency
matrix of G. Additionally, if in a weighted adjacency matrix of G we substitute some or all entries
corresponding to the non-edges ij /∈ E by negative real numbers, and the resulting matrix is non-
null and symmetric, we obtain a matrix that will be referred to as an extended weighted adjacency
matrix of G.
A stable set (independent set) of G is a subset of nodes of V whose elements are pairwise
nonadjacent. The stability number (or independence number) of G is defined as the cardinality
of a largest stable set and is usually denoted by α(G). A maximum stable set of G is a stable set
with α(G) nodes. Finding α(G) is a NP-hard problem which has originated a great amount of
research works in the literature (see, for example, [1,6,10,13,16] and [2] for a survey).
It is well known that the stability number α(G) of a regular graph G of order n satisfies
α(G)  −λmin(AG) × n
λmax(AG) − λmin(AG) .
(Throughout this note,λmin(M) andλmax(M)will denote respectively the smallest and the greatest
eigenvalue of a matrix M .)
As proved by Delsarte [8], the above inequality (whose right-hand side is known as the ratio
bound) is valid for strongly regular graphs. In an unpublished work, Hoffman extended the result
of Delsarte proving that the ratio bound is an upper bound on the stability number of any regular
graph (the referred work appears mentioned in [5]; this monograph also presents a more general
result that implies Hoffman’s result, which was proved in [3]; for related informations, see [4]).
In [12], Lovász showed that for regular graphs the ratio bound is also an upper bound on his theta
number. In [14], it is proved that for regular graphs the ratio bound coincides with the following
convex quadratic upper bound υ(G) on α(G):
υ(G) = max{2eTx − xT(H + I )x : x  0}, (1)
where e is the n × 1 all ones vector, I is the identity matrix of order n and H = AG/(−λmin(AG)).
In this note it is proved that, if G is a graph whose edge set is a union of classes of an association
scheme, Delsarte’s linear programming bound on α(G) (which will be denoted by Del(G)) can
alternatively be stated as the minimum of a set of ratio bounds, i.e.,
Del(G) = min
C
−λmin(C) × n
λmax(C) − λmin(C) ,
where C is a extended weighted adjacency matrix of G such that the all-ones vector belongs to the
eigenspace of λmax(C). This result follows from a relationship that can be established between
a set of convex quadratic bounds on α(G) that generalize υ(G) and the number ϑ ′(G), a well
known variant of the Lovász theta number, which was introduced independently by Schrijver [18]
and McEliece et al. [17].
We first briefly review Delsarte’s linear programming bound and the ϑ ′(G) bound. Then we
relate this bound with a class of convex quadratic bounds on α(G) and prove the main result.
2. Delsarte’s linear programming bound
We first recall the definition of symmetric association scheme as a necessary background for
reviewing Delsarte’s linear programming bound (we essentially followed Refs. [8,18,19]).
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A symmetric association scheme is a pair (X,R) where X is a finite set with m elements and
R = (R0, R1, . . . , Rn) is a family of binary relations of X (i.e., a subset family of the cartesian
product X × X) that satisfy the following conditions:
A.1 R0 = {(x, x) : x ∈ X};
A.2 R−1k = {(y, x) : (x, y) ∈ Rk} = Rk , for k = 0, 1, . . . , n;
A.3 R partitions X × X;
A.4 For i, j, k = 0, . . . , n and (x, y) ∈ Rk , there exists a non-negative integer pki,j such that,
for all (x, y) ∈ Rk ,
|{z ∈ X : (x, z) ∈ Ri ∧ (z, y) ∈ Rj }| = pki,j .
The numbers pki,j are the scheme parameters and from A.2 it follows that p
k
i,j = pkj,i . Each
pair (X,Ri), i = 1, . . . , n, can be considered as a regular graph of valence vi = p0ii . We have
v0 = p00,0 = 1, p0i,j = δi,j vi and v0 + v1 + · · · + vn = m.
Let D0 = I , where I is the identity matrix of order m, and, for i = 1, . . . , n, let Di be the
adjacency matrix of (X,Ri). Having in mind the above definition, these matrices satisfy:
D.1
∑n
i=0 Di = eeT, where e is now the all ones vector or order m;
D.2 DiDj =∑nt=0 ptj,iDt , ∀i, j = 0, 1, . . . , n.
As the Di are 0–1 matrices, condition D.1 implies that D0,D1, . . . , Dn are linearly indepen-
dent. Condition D.2 asserts that the product of any two of these matrices belongs to the subspace
spanned by {D0,D1, . . . , Dn} and so this set is a basis of a commutative algebra, known as the
Bose–Mesner algebra. From a spectral result of linear algebra [11, Theorem 1.3.19] it follows
that D0,D1, . . . , Dn (as well as all matrices of the Bose–Mesner algebra) are simultaneously
diagonalizable (i.e., there exists an orthogonal matrixU such thatUTD0U,UTD1U, . . . , UTDnU
are diagonal matrices) and there exists a matrix P = [Pji]ni,j=0 such that P0i , P1i , . . . , Pni are
the eigenvalues of Di that form the ith column of P(i = 0, . . . , n). Besides, Pj0, Pj1, . . . , Pjn
form the j th row of P and are the eigenvalues associated with a common eigenvector u of
D0,D1, . . . , Dn, respectively (i.e., D0u = Pj0u, . . . ,Dnu = Pjnu).
The set of columns of U is the union of n + 1 subsets of eigenvectors, being the j th subset
(j = 0, 1, . . . , n) formed by mj eigenvectors which constitute a basis of the common eigenspace
to D0,D1, . . . , Dn associated with Pj0, Pj1, . . . , Pjn, respectively. Hence mj is the dimension
of this common eigenspace and m0 + m1 + · · · + mn = m.
By D.1, U diagonalizes eeT. Since this matrix has eigenvalues m and 0 with multiplicities 1
and m − 1, respectively, one column of U is precisely the eigenvector e/√m of eeT corresponding
to the eigenvalue m. Usually one considers e/
√
m as the first column of U and sets m0 = 1 and
P00 = 1. As D1, . . . , Dn are adjacency matrices of regular graphs, the rest of the first row (row
0) of P includes the valences of these graphs, i.e.,
P01 = v1, . . . , P0n = vn.
Let Q = [Qji]ni,j=0 be the matrix such that
Qij = mj
vi
Pji . (2)
Thus the first row (row 0) of Q is formed by the geometric multiplicities m0,m1, . . . , mn as, by
(2),
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Q0j = mj
v0
Pj0 = mj , j = 0, 1, . . . , n,
since 1 is the unique eigenvalue of D0 (i.e., Pj0 = 1∀j ) and v0 = 1. Additionally, it can be proved
that
n∑
j=0
PjrQsj = mδrs and
n∑
i=0
PriQis = mδrs, (3)
i.e., P and Q/m are inverse matrices. The matrices P and Q are called respectively the first and
the second eigenvalues matrices of the scheme.
Let E0 = 1meeT the orthogonal projection matrix over the eigenspace spanned by the first
column of U . For j = 1, . . . , n, let u(j)1 , . . . , u(j)mj be the columns of U spanning the eigenspace
of dimensionmj common toD0,D1, . . . , Dn and associated withPj0, Pj1, . . . , Pjn, respectively.
Setting
Ej =
mj∑
t=1
u
(j)
t u
(j)T
t
we have that the matrices E0, E1, . . . , En are symmetric and satisfy:
E.1 EiEj =
{
0 if i /= j,
1 if i = j.
E.2
∑n
i=0 Ei = I ;
E.3 {E0, E1, . . . , En} is a basis of the Bose–Mesner algebra;
E.4 Di =∑nj=0 PjiEj , ∀i = 0, . . . , n.
A classic example of association scheme is now presented. Let n and q be natural numbers
and let X be the set of vectors of length n, with entries in {0, . . . , q − 1}. For k = 0, 1, . . . , n let
Rk = {(x, y) ∈ X × X : dH(x, y) = k},
where dH(x, y) denotes the Hamming distance between the vectors x and y, i.e., the number
of coordinate places in which x and y differ. Setting R = (R0, R1, . . . , Rn), it can be seen that
(X,R) is a symmetric association scheme, called a Hamming scheme. Usually it is represented
by H(n, q) and has the following values of vi , mj and Pji :
vi =
(
n
i
)
(q − 1)i , mj =
(
n
j
)
(q − 1)j
and
Pji = Ki(j) =
i∑
t=0
(−q)t (q − 1)i−t
(
n − t
i − t
)(
j
t
)
for i, j = 0, 1, . . . , n (Ki(j) is a Krawtchouk polynomial of degree i in the variable j ). In these
scheme the matrices P and Q are equal as can be easily checked.
The Hamming schemes are very important in coding theory (for this theme see for example
[15]). In a Hamming scheme (X,R = (R0, R1, . . . , Rn)) a code is a subset Y of X. One of
the main coding problems is to estimate the maximum cardinality of a code Y such that no
two elements in Y have Hamming distance less or equal to a given value d. To formulate this
problem in the language of association schemes it is necessary to introduce the following notion:
given M ⊂ {0, 1, . . . , n} with 0 ∈ M , a subset Y of X is a M-clique if (x, y) ∈ ∪i∈MRi , for all
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x, y ∈ Y . Therefore, the above coding problem consists on determining the maximum cardinality
of {0, d, d + 1, . . . , n}-cliques in the Hamming scheme. It should be noted that determining a
M-clique in a association scheme is equivalent to obtain a stable set of vertices in the graph
G = (X,E), where E = ∪i /∈MRi . Hence, to determine the maximum cardinality of a M-clique
is the same as computing α(G).
To give an upper bound on the maximum cardinality of a M-clique in a symmetric association
scheme (X,R) with R = (R0, R1, . . . , Rn), Delsarte [8] defined, for each Y ⊆ X, the inner
distribution vector a = (a0, . . . , an)T of Y :
ai = |Ri ∩ (Y × Y )||Y | , i = 0, 1, . . . , n.
Thus, a0 = 1,∑ni=0 ai = |Y | and, if Y is a M-clique, ai = 0 for i /∈ M . Delsarte proved that the
inner distribution vector a of any Y ⊆ X verifies ∑nj=0 Qijaj  0, for all i (i.e., QTa  0). In
addition he also proved that, for any M-clique Y , its cardinal |Y | is less or equal to the optimal
value Del(G)of the following primal-dual pair of linear programing problems, known as Delsarte’s
linear programming bound:
|Y | Del(G)
= max
{
n∑
j=0
aj : a0, . . . , an 0, a0 = 1 and aj = 0 for j /∈ M,
n∑
j=0
Qijaj  0, ∀i
}
= min
{
n∑
i=0
bi : b0, . . . , bn 0, b0 = 1 and
n∑
i=0
Pij bi  0 for j ∈M\{0}
}
. (4)
As a M-clique corresponds to an stable set in the graph G = (X,E) defined above, we conclude
that Del(G) can be viewed as an upper bound on α(G).
3. The ϑ ′(G) bound
The Lovász ϑ(G) number was introduced in [12] and is probably the most famous upper bound
on α(G). It can be computed in polynomial time as proved by Grötschel et al. [9] and verifies
α(G)  ϑ(G)  χ¯(G),
a fact known as the Lovász sandwich theorem. (χ¯(G) denotes the minimum number of cliques of
G that cover V , a clique being any subset of V such that the induced subgraph is complete.)
Schrijver [18] and McEliece et al. [17] gave, independently, a bound ϑ ′(G) on the stability
number α(G) which is generally sharper then ϑ(G), i.e., such that
α(G)  ϑ ′(G)  ϑ(G)
for each graph G. Schrijver [18] characterized the bound ϑ ′(G) as follows:
ϑ ′(G) = min
A
λmax(A), (5)
where λmax(A) denotes the largest eigenvalue of A, and the minimum is taken over the set of all
symmetric matrices A = [aij ] ∈ Rn×n such that aij = 1 if i = j and aij  1 if ij /∈ E. Since we
are assuming that G has at least one edge, we can eliminate the matrix eeT from this set. In fact, if
ϑ ′(G) = λmax(eeT) = n, then χ¯(G) = n (recall the sandwich theorem) and thus G would have
no edge.
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So, if A /= eeT is one of the above symmetric matrices, we have that C = eeT − A /= 0 is an
extended weighted adjacency matrix of G. Consequently, setting A = eeT − C, ϑ ′(G) can be
formulated as
ϑ ′(G) = min
C
λmax(ee
T − C), (6)
where C is an extended weighted adjacency matrix of G.
The papers [17,18] assert that ϑ ′(G) coincides with Delsarte’s linear programming bound [8]
when the edge set of G is a union of some classes of a symmetric association scheme (X,R). In
fact, Theorem 3 of [18] states: “ϑ ′(G) is equal to the linear programming bound for M-cliques
in (X,R)”. In the proof of this theorem it is considered the matrix
A = ϑ ′(G)I −
n∑
i,j=0
bj
mj
QijDi + eeT,
where b0, b1, . . . , bn are the optimal solutions of the minimization problem (4) and I is the identity
matrix of order m = |X|. The matrix A is symmetric, satisfies aij = 1 if i = j , aij  1 if ij /∈ E
and its largest eigenvalue coincides with ϑ ′(G). By (6), the matrix to be used below
C =
n∑
i,j=0
bj
mj
QijDi − ϑ ′(G)I,
is an extended weighted adjacency matrix of G.
4. Relating ϑ ′(G) with convex quadratic bounds on α(G)
Let C = [cij ] ∈ Rn×n be an extended weighted adjacency matrix of a graph G = (V ,E), i.e.,
a non-null real symmetric matrix such that cij = 0 if i = j and cij  0 if ij /∈ E. Associated with
C define the following quadratic programming problem:
(PG(C)), υ(G,C) = max
{
2eTx − xT(HC + I )x : x  0
}
,
where HC = C/(−λmin(C)). Note that, like the Hessian of quadratic problem (1), the matrix HC
is indefinite since its trace is null and not all cij entries are null. Consequently, λmin(HC) = −1
and the problem (PG(C)) is convex.
We show first that υ(G,C) is an upper bound on the stability number of a graph α(G). It
should be noted that υ(G,C) generalizes the upper bound (1), since υ(G) = υ(G,AG).
Proposition 1. For any extended weighted adjacency matrices C of a graph G = (V ,E), the
number υ(G,C) is an upper bound on α(G).
Proof. As λmin(HC) = −1, the problem (PG(C)) is convex as stated above. To see that υ(G,C)
is an upper bound on α(G) for all matrices C, let x be a characteristic vector of any maximum
independent set S of G (defined by xi = 1 if i ∈ S and xi = 0 otherwise). Since the vector x is a
feasible solution of (PG(C)), we have
υ(G,C) 2eTx − xTx − xTHCx = 2α(G) − α(G) − 1−λmin(C)
∑
i,j
cij xixj
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= α(G) − 1−λmin(C)
⎛
⎝∑
i∈V
ciix
2
i + 2
∑
ij∈E
cij xixj + 2
∑
ij /∈E
cij xixj
⎞
⎠ .
As λmin(C) < 0, cii = 0 for all i ∈ V , xixj = 0 if ij ∈ E and cij  0 if ij /∈ E, the inequality
υ(G,C)  α(G) is true for all extended weighted adjacency matrices C of G. 
When e ∈ Ker{C − λmax(C)I }, υ(G,C) can be given as a ratio bound.
Proposition 2. Let G be a graph of order n with at least one edge. If C is an extended weighted
adjacency matrix of G such that e ∈ Ker{C − λmax(C)I }, then
υ(G,C) = −λmin(C) × n
λmax(C) − λmin(C) .
Proof. Let x = −λmin(C)
λmax(C)−λmin(C) e. As x  0 and (HC + I )x = e, the Karush–Kuhn–Tucker con-
ditions associated with (PG(C)) are satisfied. Consequently, x is an optimal solution of (PG(C))
and hence υ(G,C) = eTx = −λmin(C)×n
λmax(C)−λmin(C) . 
We now relate ϑ ′(G) with the convex quadratic upper bounds υ(G,C).
Theorem 1. Let G be a graph with at least one edge. Then for any extended weighted adjacency
matrix C of graph G, we have ϑ ′(G)  υ(G,C).
Proof. Let C be an extended weighted adjacency matrix of a graph G of order n and suppose that
(PG(C)) is not unbounded for otherwise the theorem is true.
Let x be an optimal solution of (PG(C)). The Karush–Kuhn–Tucker conditions applied to this
problem guarantee that the following conditions are true:
x  0, (HC + I )x  e and xT(HC + I )x = eTx = υ(G,C). (7)
As HC + I is positive semidefinite we can write HC + I = UTU . Denoting the columns of
U by u1, . . . , un, define a matrix A = [aij ] ∈ Rn×n such that
aij = 1 − u
T
i uj
(cTui)(cTuj )
if i /= j,
aii = 1,
where c = υ−1/2Ux (we use υ to abbreviate υ(G,C)). By (7), we have UTc = υ−1/2UTUx 
υ−1/2e, hence aij  1 if ij /∈ E (since uTi uj  0 if ij /∈ E) and 1(cTui)2  υ, for all i. Conditions
(7) also imply cTc = υ−1xT(HC + I )x = 1 and thus we can write
−aij =
(
c − ui
cTui
)T (
c − uj
cTuj
)
and
υ − aii =
(
c − ui
cTui
)2
+ υ − 1
(cTui)2
.
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These equations imply that υI − A is positive semidefinite and hence λmax(A)  υ. Finally, by
(5), we conclude ϑ ′(G)  υ(G,C) as desired. 
Combining this Theorem with Proposition 2 we conclude immediately:
Corollary 2. Let G be a graph of order n with at least one edge. Then for any extended weighted
adjacency matrix C of G such that e ∈ Ker{C − λmax(C)I }, we have
ϑ ′(G)  −λmin(C)
λmax(C) − λmin(C)n.
5. A new characterization of Delsarte’s bound
Using the above results, Delsarte’s linear programming bound can be stated as follows.
Theorem 3. Let (X,R) be a symmetric association scheme where R = (R0, R1, . . . , Rn) and
M ⊂ {0, 1, . . . , n} with 0 ∈ M.LetG = (X,E) be the graph whose edge set isE = ∪i /∈MRi /= ∅.
Then,
Del(G) = min
C
−λmin(C)
λmax(C) − λmin(C) |X|, (8)
where C is an extended weighted adjacency matrix of G such that e ∈ Ker{C − λmax(C)I }.
Proof. From Section 3, we know that, if b0, b1, . . . , bn are optimal solutions of the minimization
problem (4)
C =
n∑
i,j=0
bj
mj
QijDi − ϑ ′(G)I,
is an extended weighted adjacency matrix of G. As Di =∑nk=0 PkiEk (recall the E.4 condition
in Section 1), we have
C =
n∑
k=0
⎧⎨
⎩
n∑
i=0
⎛
⎝ n∑
j=0
bj
mj
Qij
⎞
⎠Pki
⎫⎬
⎭Ek − ϑ ′(G)I. (9)
Hence, taking into account (3), the eigenvalues of C are
n∑
i=0
⎛
⎝ n∑
j=0
bj
mj
Qij
⎞
⎠Pki − ϑ ′(G) = n∑
j=0
bj
mj
(
n∑
i=0
QijPki
)
− ϑ ′(G)
= m
n∑
j=0
bj
mj
δjk − ϑ ′(G) (10)
= m bk
mk
− ϑ ′(G)
for k = 0, 1, . . . , n. Since there exists k ∈ {1, . . . , n} such that bk = 0, the smallest eigenvalue
of C is −ϑ ′(G). (In fact, if for all k ∈ {1, . . . , n}, bk > 0, the complementary conditions of
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linear programming would imply that QTa = (s, 0, . . . , 0)T with s  0. As (QT)−1 = P T/m
and a0 = 1, we would have s = m, a = (v0, v1, . . . , vn)T and ϑ ′(G) =∑ni=0 ai = m. Since
ϑ ′(G)  ϑ(G)  χ¯(G)  m, χ¯(G) = m and hence E = ∅, a contradiction.)
On the other hand, from Lemma 3.6 of Delsarte’s work [8], it immediately follows that the
optimal solutions b0, b1, . . . , bn of problem (4) satisfy bk  mk , for all k = 0, 1, . . . , n. Thus the
greatest eigenvalue of C is less or equal than m − ϑ ′(G). From (9) and (10) we can write
C = m
n∑
k=0
bk
mk
Ek − ϑ ′(G)I (11)
and, as E0 = 1meeT, Ce = (m − ϑ ′(G))e. Hence λmax(C) = m − ϑ ′(G) and e ∈ Ker{C −
λmax(C)I }.
Therefore,
ϑ ′(G) = ϑ
′(G) × m
(m − ϑ ′(G)) + ϑ ′(G) =
−λmin(C)
λmax(C) − λmin(C) |X|,
and, since Del(G) = ϑ ′(G), the result follows from Corollary 2. 
In many cases the minimum in (8) is attained when C is the adjacency matrix of the graph.
For example, Delsarte [8] has proved that this true for the strongly regular graphs. Recently, De
Klerk and Pasechnik [7] proved that the same is also valid for the orthogonality graph (n), a
graph whose vertices correspond to the vectors {0, 1}n, two vertices being adjacent if and only if
their Hamming distance is equal to n/2.
Finally, we observe an example in the opposite direction. Let G be the graph given in [18]
whose vertices correspond to the vectors {0, 1}6, two vertices being adjacent if and only if their
Hamming distance is at most 3. This is the graph whose edge set is the union of classes R1, R2
and R3 of the Hamming scheme H(6, 2), for which ϑ ′(G) = 4, ϑ(G) = 16/3 and
υ(G) = −λmin(AG)
λmax(AG) − λmin(AG) × 2
6 ≈ 13, 54.
As Del(G) = ϑ ′(G) = 4, the minimum in (8) is not attained for the matrix AG. Using (11) a
matrix C whose spectrum is {[−4]51, [−3.2695]6, [27.2695]6, [60]1} can be obtained. Hence the
minimum in (8) is attained for this matrix since
−λmin(C)
λmax(C) − λmin(C) × 2
6 = 4.
Acknowledgements
This work was supported by the research unit “Centro de Estudos de Optimização e Controlo –
Universidade de Aveiro” from “Fundação para a Ciência e Tecnologia”, cofinanced by the
European Community Fund FEDER.
References
[1] C. Berge, Graphs, North-Holland, Amsterdam, 1991.
[2] I.M. Bomze, M. Budinich, P.M. Pardalos, M. Pelillo, The maximum clique problem, in: D.Z. Du, P.M. Pardalos
(Eds.), Handbook of Combinatorial Optimization, Vol. A, Kluwer Academic Publishers, Dordrecht, The Netherlands,
1999, pp. 1–74.
108 C.J. Luz / Linear Algebra and its Applications 423 (2007) 99–108
[3] F.C. Bussemaker, D. Cvetkovic´, J.J. Seidel, Graphs related to exceptional root systems, T.H. – Report 76-WSK-05,
Technological University Eindhoven, 1–91, 1976.
[4] D. Cardoso, D. Cvetkovic´, Graphs with least eigenvalue-2 attaining a convex quadratic upper bound for the stability
number, Bull. Acad. Serbe Sci. Arts, Cl. Sci. Math. Natur., Sci. Math. 133 (31) (2006) 42–55.
[5] D. Cvetkovic´, M. Doob, H. Sachs, Spectra of Graphs, Theory and Applications, VEB Deutscher Verlag der Wis-
senschaften, Berlin, 1979.
[6] E. De Klerk, D.V. Pasechnik, Approximating the stability number of a graph via copositive programming, SIAM J.
Optim. 12 (2002) 875–892.
[7] E. De Klerk, D.V. Pasechnik, A note on the stability number of an orthogonality graph, Center Discussion Paper
2005, no. 66, Eur. J. Comb., in press.
[8] P. Delsarte, An algebraic approach to the association schemes of coding theory, Philips Research Repts Suppl. 10
(1973) 1–97.
[9] M. Grötschel, L. Lovász, A. Schrijver, The ellipsoid method and its consequences is combinatorial optimization,
Combinatorica 1 (1981) 169–197.
[10] M. Grötschel, L. Lovász, A. Schrijver, Geometric Algorithms and Combinatorial Optimization, Springer, Berlin,
1988.
[11] R.A. Horn, C.R. Johnson, Matrix Analysis, Cambridge University Press, 1985.
[12] L. Lovász, On the Shannon capacity of a graph, IEEE Trans. Inform. Theory 25 (2) (1979) 1–7.
[13] L. Lovász, A. Schrijver, Cones of matrices and set-functions and 0–1 optimization, SIAM J. Optim. 1 (2) (1991)
166–190.
[14] C.J. Luz, An upper bound on the independence number of a graph computable in polynomial time, Oper. Res. Lett.
18 (1995) 139–145.
[15] F.J. MacWilliams, N.J.A. Sloane, The Theory of Error-correcting Codes, North-Holland, Amsterdam, 1977.
[16] T.S. Motzkin, E.G. Straus, Maxima for graphs and a new proof of a theorem of Turán, Canad. J. Math. 17 (1965)
533–540.
[17] R.J. McEliece, E.R. Rodemich, H.C. Rumsey Jr., The Lovász bound and some generalizations, J. Combin. Inform.
System Sci. 3 (1978) 134–152.
[18] A. Schrijver, A comparison of the Delsarte and Lovász bounds, IEEE Trans. Inform. Theory 25 (1979) 425–429.
[19] J.H. van Lint, R.M. Wilson, A Course in Combinatorics, Cambridge University Press, 1996.
