For suitable families of locally infinitely divisible Markov processes {ξ ǫ t } 0≤t≤T with frequent small jumps depending on a small parameter ǫ > 0, precise asymptotics for large deviations of integral forms E ǫ exp{ǫ −1 F (ξ ǫ )} are proved for smooth functionals F. The main ingredient of the proof in this paper is a recent result regarding the asymptotic expansions of the expectations
Introduction
The study of large deviations in limit theorems can be formulated as follows. Let X be a metric space with metric ρ, and µ ǫ be a family of probability measures on X depending on a parameter ǫ > 0. Suppose there is a point x * ∈ X such that for any δ > 0 and small ǫ, µ ǫ {y : ρ(x * , y) < δ} have overwhelming probabilities: lim ǫ→0 µ ǫ {y : ρ(x * , y) < δ} = 1. Problems on large deviations are concerned with the limiting behavior as ǫ → 0 of the infinitesimal probabilities µ ǫ (A) for measurable sets A ⊆ X that are situated at a positive distance from point x * . Problems concerning asymptotics as ǫ → 0 of integrals in the form X f ǫ (x)µ ǫ (dx) also belong to large deviations if the main part of such integrals for small ǫ is due to the values of x far away from point x * . This paper deals with the later (asymptotics of integrals).
Classical large deviation problems are about empirical meansS n = n i=1 ξ i /n of random variables ξ i . In general, results obtained deal with asymtotics up to logarithmic equivalence ln P{S n ∈ A} or ln E exp{nf (S n )}, and we call these results rough large deviations, see [44] , [11] , [14] and [46] . If we assume that the random variables ξ i are real-valued and independent identically distributed (i.i.d.), Cramér in [10] made use of limit theorems on normal deviations (asymptotic expansions in limit theorem for i.i.d. random variables) and proved a precise large deviation result: P{S n > a} ∼ c √ n exp{−nI(a)} for a > 0, some constant c and a rate function I(x) provided ξ i are non-lattice having zero mean and finite moment generating function. He used what we will call Cramér's transformation to define a new distributionμ(dx) = e z 0 x µ(dx)/ e z 0 x µ(dx) for some z 0 so that new random variablesξ i corresponding toμ have mean a. If more conditions are assumed on ξ i , then Cramér derived precise asymptotics for large deviation probabilities P{S n > a} = exp{−nI(a)}( 1≤i≤N l i n −i/2 +o(n −N/2 )) for an integer N depending on the moments of ξ i (see also [6] , [26] and the references therein for related works). If we use µ n to denote the distributions ofS n , then results concerning integrals R f n (x)µ n (dx) with f n (x) = exp{nf (x)} can be obtained similarly in the form R exp{nf (x)}µ n (dx) = exp{n[f (x 0 )−I(x 0 )]}( 0≤i≤M k i n −i +o(n −M )) provided max[f (x) − I(x)] is reached uniquely at x 0 for some integer M depending on the smoothness of f (x). If ξ i are not independent or the moment generating function doesn't exist, similar precise large deviations can be also obtained (see for instance [31] , [32] , [28] and the references therein). For related treatments on other types of sequences of random variables (such as randomly indexed sums), we refer to [29] and [34] . Precise large deviations are also called in the literature as sharp (or exact) large deviations.
When we study large deviations for stochastic processes ξ ǫ t defined on probability spaces (Ω, F, P ǫ ), one usually investigates the asymtotics up to logarithmic equivalence ln P ǫ {ξ ǫ ∈ A} ∼ g(ǫ, A) or ln E ǫ f ǫ (ξ ǫ ) ∼ g(ǫ, f ǫ ) (we use E ǫ to denote the expectation with respect to the probability measure P ǫ ). More precisely, if (X, B) denotes a function space with a metric and the Borel σ-algebra B, then the family {ξ ǫ } is said to satisfy the large deviation principle with a normalized action functional we also consider the large deviation principle as rough large deviations. We refer to [11] , [44] , [41] , [30] , [24] , [1] and [27] for the large deviation principles for various classes of stochastic processes.
Of note, references [1] and [27] study processes with jumps, which will be included in this paper.
The following identity, to be called as Varadhan's integral lemma according to [11] , was derived in [41] from (1.1)
for every bounded and continuous functional F (x) on X. If the metric space X is regular enough, then (1.2) and (1.1) are equivalent, see Section 3.3 in [25] , [7] and [11] . Related works were considered in [12] . Two questions arise here. First, it is natural to expect precise large deviation probabilities from (1.1) for suitable stochastic processes. This direction has been extensively studied, such as for random walks, actual aggregate loss processes, prospective-loss processes, (fractional) OrnsteinUhlenbeck processes, Gaussian quadratic forms, Markov chains and so on (see [37] , [33] , [35] , [2] , [3] , [4] , [5] , [21] and [22] ). Second, it is natural to expect precise large deviations of integral forms from (1.2) for more regular F such as what we had for sums of i.i.d. random variables. Namely, we want to specify the conditions on F and ξ ǫ under which E ǫ exp ǫ −1 F (ξ ǫ ) has precise asymptotics.
Not many references can be found along this direction, and below is a summary.
Indeed, for the family of stochastic processes { √ ǫW t } t∈[0,T ] , where {W t } is the standard Wiener process, it was proved by Schilder in [38] that the following precise asymptotics hold
for a positive integer s depending on the smoothness of F, where the normalized action functional
T 0 φ ′ (t) 2 dt for absolutely continuous φ and S(φ) = ∞ for other φ. We note that the trajectory metric space X here is the continuous function space C[0, T ], and F (φ 0 ) − S(φ 0 ) indicates the maximum of F (φ)− S(φ) is reached uniquely at φ 0 . The proof of (1.3) made use of many particular properties of Wiener processes such as dµ φ+ √ ǫW /dµ W and the distribution of max t∈[0,T ] |W t |.
In 1970s, Dubrovskii and Wentzell showed precise large deviation of the first order, i.e. s = 0 in (1.3), for suitable Markov processes by a transformation similar to Cramér's. The general precise asymptotics can't be obtained due to the lack of tools which will be explained below, see [13] and [44] . Ellis and Rosen in 1980s derived precise asymptotics in the form (1.3) for Gaussian probability measures by suitable technical arguments based on Hilbert spaces, see [16] , [17] , [18] , [36] and [23] .
The purpose of this paper is to study precise asymptotics for large deviations in form (1.3) for a wide class of families of stochastic processes including diffusion processes, pure jump processes, deterministic processes and the mixture processes of them -locally infinitely divisible processes.
Most of the proofs regarding the precise large deviations mentioned above made use of a transformationP ǫ (A) = A π ǫ φ dP (π ǫ φ is chosen such thatP ǫ (Ω) = 1) in order that the main part of E ǫ exp{ǫ −1 F (ξ ǫ )} for small ǫ is due to the set of paths in a neighborhood of φ which has largeP ǫ probability. We call such a transformation the generalized Cramér's transformation which will be used also in this paper.
Back to the classical precise asymptotics for large deviations R exp{nf (x)}µ n (dx) on i.i.d. random variables, Cramér's main tools are the asymptotic expansions on normal deviations for √ nS n in the form
is the limiting distribution of F √ nSn (x) (the distribution function of the random variable √ nS n ). Equivalently, for smooth function g(x), the normal deviations take the following form
where Y is the random variable corresponding to the distribution function F ∞ (x). It is well-known that a family of stochastic processes η ǫ converges weakly to a process η as probability measures on the trajectory function space X if for any continuous and bounded functional
The exact order for o(1) is generally unknown. Thus, if one wants to follow the idea of Cramér on random variables to derive precise asymptotics of large deviations for stochastic processes by using the asymptotic expansions on normal deviations for stochastic processes, then the first step would be to obtain normal deviations for stochastic processes, namely,
But normal deviations (1.5) are far from clear until a recent result [47] , and we refer to [45] and the references therein for closely related works. The method of deriving precise asymptotics of large deviations from precise normal deviations for stochastic processes seems to appear for the first time in this paper.
In Section 1.1 we give the definition of a locally infinitely divisible process and list several related concepts. The main result of this paper is contained in Section 2, where some examples are also included. After appropriate recall from [47] on normal deviations for stochastic processes in Section 3.1, we present the proof of our main theorem in the rest of Section 3.
As related problems, in Section 4 we study the connections between precise asymptotics for large (or normal) deviations and for the solutions to partial integro-differential equations
under suitable smooth and growth conditions on a, b, c and g. For instance, if c = 1, a(t, x) = a(x),
, the smooth functions a(x), b(x) and g(x) are bounded together with their derivatives d j a/dx j , d j b/dx j and d j g/dx j , then the precise asymptotics for the solution u ǫ (t, x) for fixed (t, x) is (with n being an arbitrary integer)
for constants k i depending on x.
Locally infinitely divisible processes
, is a real-valued Markov process (the subscript s,x means the process starts from x at time s), we use P s,t , 0 ≤ s ≤ t ≤ T, to denote the corresponding multiplicative family of linear operators acting on functions according to the formula
where E s,x is the expectation with respect to probability measure P s,x . The compensating operator
A of this Markov process, taking functions f (t, x) to functions of the same two arguments, is defined by
under suitable assumptions on the measurability in (t, x) of Af (t, x), where P s,t f (t, ·)(x) means that P s,t is applied to the function f (t, x) in its second argument x, and P s,u Af (u, ·)(x) means that P s,u is applied to function g(u, x) := Af (u, x) in its second argument x. If some measurability conditions are imposed on the process ξ t (ω), then (1.6) is equivalent to that
is a martingale with respect to the natural family of σ-algebras and every probability measure P s,x . Of course, compensating operator A is not defined uniquely. Different versions are such that
Af (u, ξ u ) coincide almost surely except on a set of time argument u of zero Lebesgue measure.
We say A t is the generating operator of our process (ξ t , P s,x ) if for s ≤ t,
for suitable f. Also a generating operator has different versions. For a wide class of Markov processes, a version of the compensating operator A of process ξ t for smooth functions f (t, x) is given by
where generating operator A t acts on functions of the spatial argument x only.
For each fixed ǫ > 0, let (ξ ǫ t , P ǫ 0,x ), t ∈ [0, T ], be a one-dimensional process with jumps whose trajectories are right continuous with left limits. We assume that the generating operator of ξ ǫ t is
for functions f that are bounded and continuous together with their first and second derivatives, and that a version of its compensating operator is given by Af (t, x) = ∂f ∂t (t, x) + A t f (t, ·)(x) for bounded functions f (t, x) that are absolutely continuous in t, twice continuously differentiable in x for fixed t with bounded derivatives ∂f /∂t, ∂f /∂x and ∂ 2 f /∂x 2 . In order to make sense of the integral in A ǫ t f (x) and also for the purpose of the proof, throughout this paper we impose two conditions on measures ν t,x : u 2 ν t,x (du) < ∞ for every (t, x), and there is a bounded support K for all ν t,x (·), i.e., ν t,x (K c ) ≡ 0. The family {ξ ǫ t } is the underlying family of stochastic processes in this paper, and we call them locally infinitely divisible processes with bounded support, see also [45] and [44] . We note that this family contains diffusion processes, pure jump processes, deterministic processes and the processes coming from the mixture of them.
For each ǫ, the process ξ ǫ makes jumps of size ǫ · u, according to the rate measure ǫ −1 ν t,x (du), and moves with velocity α(t, x)− uν t,x (du) between the jumps. We define the cumulant G ǫ (t, x; z)
Here G ǫ (t, x; z) is well defined because of two conditions we imposed on ν t,x , and it satisfies
Let H 0 (t, x; u), G 0 (t, x; z) be coupled by the Legendre transformation in the third argument,
For an absolutely continuous function φ 0 (which will be specified later as a maximizer) we define
) and generalized Cramér's transformation:
For each ǫ > 0, this transformation gives us a new probability measure P z ǫ 0,x if we assume π ǫ (0, T ) is a martingale as a process in T with respect to P ǫ 0,x . For each ǫ > 0, under P z ǫ 0,x it turns out ξ ǫ is again a jump process with compensating operator (see [44] , Section 2.2.2),
(1.8)
Let us define the normalized action functional as follows
for absolutely continuous function φ, otherwise S(φ) = +∞. At the end of this section, we introduce several notations which are needed for our formulation of the main theorem. Let φ 0 be continuously differentiable,
and H * 0 (t, x; u) be the Legendre transformation of G * 0 (t, x; z) in the third argument. For simplicity, throughout this paper we will only consider P ǫ 0,0 , P z ǫ 0,0 , and use symbols P ǫ , P z ǫ for short. The following symbols are also used,
(1.9) Moreover, we assume that the derivatives F (j) (φ)(δ 1 , · · · , δ j ) can be represented as integrals of the product δ 1 (s 1 ) · · · δ j (s j ) with respect to some signed measures, denoted by F (j) (φ; •):
Functional derivatives
The norm of the signed measure is defined by
The notation
The main theorem and examples
From now on, an integer s ≥ 2 will be used. To precisely state our main result, we make a list of assumptions on two pairs G 0 , H 0 and G * 0 , H * 0 introduced in Section 1.1. The first five general assumptions (A)-(E) can be found in [44] . Let p(t, x; z) and q(t, x; u) be coupled by the Legendre transformation in the third arguments.
(A). p(t, x; z) ≤ p 0 (z) for all t, x, z, where p 0 is a downward convex non-negative function, finite for all z, and such that p 0 (0) = 0.
(B). q(t, x; u) < ∞ for the same u for which q 0 (u) is finite, where q 0 is the Legendre transformation of p 0 .
(C).
(D). The set {u : q 0 (u) < ∞} is open, and sup t,x q(t, x; u 0 ) < ∞ for some point u 0 of it.
(E). For any compactum U K ⊆ {u : q 0 (u) < ∞}, the partial derivative ∂q ∂u (t, x; u) is bounded and continuous in u ∈ U K uniformly with respect to all t, x.
Besides, one more technical assumption is imposed directly on G 0 and α j .
(F). Let G 0 (t, x; z) and H 0 (t, x; u) be twice differentiable with respect to (x; z) and (x; u) respectively, and their first and second derivatives be continuous with respect to (t, x; z) and (t, x; u).
Furthermore, assume G 0 (t, x; z) is differentiable in x up to s+1 times,
(t, x) means the i-th partial derivative of α j in its second argument x.
The main theorem
, be a family of one-dimensional locally infinitely divisible processes with bounded support introduced in Section 1.1, For a continuous functional
which is bounded above, let the maximum of functional F − S be attained at a unique function
, and the assumption (F) be fulfilled. Furthermore, assume that the assumptions (A)-(E) are satisfied for p(t, x; z) = G 0 (t, x; z) and p(t, x; z) = G * 0 (t, x; z). Suppose F is s+1 times differentiable at all points φ in a neighborhood of φ 0 and
with 2 ≤ i ≤ s + 1 and some constants m, n, p ≥ 1. Another continuous and bounded functional H is assumed to be s − 1 times differentiable at all points φ in a neighborhood of φ 0 , and
Then as ǫ → 0, the following precise asymptotics hold
where the coefficients K i are determined by F, H and their derivatives at φ 0 ; in particular,
with the constants C ij depending on F, H and φ 0 , the process η being a Gaussian diffusion having dif-
, and
Remark: (1). The constants C ij are determined from the asymptotic expansions for normal deviations formulated in (III) of Section 3.3. The finiteness of the coefficients K i is proved in Section 3.5.
(2). In the spacial case when
3) with an odd index i is equal to zero because of the symmetry of the distribution of W.
(3)
. If the initial position of ξ ǫ is x instead of 0, then we think of ξ ǫ − x as a new process with zero initial position and
Examples
Example 1. Let us consider a family of one-dimensional pure jump processes ξ ǫ t , t ∈ [0, 1], with generating operator given by
where ν t,x (du) = 1 2 (δ 1 (du) + δ −1 (du)) with δ 1 (·) (resp. δ −1 (·)) denoting the probability measure concentrating at point 1 (resp. −1). For each ǫ, the trajectories of ξ ǫ are step functions with finitely many steps on [0, 1] . This process makes jumps of size ±ǫ according to the rate
The most probable trajectory for ξ ǫ as ǫ → 0 is identically zero. To see this, we first note that
As a function of u, H 0 (t, x; u) is positive except at u = 0, strictly increasing on (0, ∞), and strictly decreasing on (−∞, 0). Thus, in order to make S(φ) = 0, it is required φ ′ (t) = 0 almost everywhere with respect to Lebesgue measure. But φ(t) is absolutely continuous and φ(0) = 0, it follows that φ(t) ≡ 0. This proves that the most probable trajectory is zero.
and H(φ) ≡ 1. We need to show that max(F − S) is attained at a unique function φ 0 ∈ C 1 0 [0, 1], that is, the following variational problem
has an unique (nonzero) solution. The existence and uniqueness for a nonzero solution of (2.4) are shown in the Appendix. All other conditions of Theorem 2.1 can be easily checked.
We could have considered some wider families of processes and more general functionals (e.g.
, and each time we will have to verify the existence and uniqueness of the solution for the corresponding variational problem.
is a family of one-dimensional pure jump processes with generating operator
where ν t,x (du) = r(x)δ 1 (du) + l(x)δ −1 (du) and r(x) = l(x) = sin(x) + 2. It is easy to get 
For conditions (A) and (B): we chooseḠ 0 (z) = C(e |z| − 1) with a positive constant C, then
, where function h(y) = y ln y − y + 1 for y ≥ 1, and = 0 for 0 ≤ y < 1. For condition (C): for any fixed h > 0, if (t, x) and (s, y) are close enough, then
To see (2.5), note that for large z → ∞ or z → −∞, the left hand side of (2.5) goes to −∞ uniformly in t and x. This means that we just need to consider bounded z, which proves (2.5).
Conditions (D) and (E) are easy to be checked.
Proof of Theorem 2.1
As mentioned in the introduction, we will use precise normal deviations for stochastic processes in our proof. The normal deviations needed here are not for the processes ξ ǫ , but for another family of processes η ǫ related to ξ ǫ .
Because of assumption (F) in Section 2, the ordinary differential equation
with an initial condition x(0) = 0 has a unique solution with α 1 defined in (1.9). Furthermore, this unique solution can be proved to be φ 0 from Legendre transformation. Let us set
Note that here the initial point η ǫ 0 = 0. More generally, we consider an initial point η ǫ 0 = x in this section in order to fully exhibit the normal deviations. It was proved in [45] that as ǫ → 0 the family η ǫ under P z ǫ 0,x converges weakly to a process η, which is a Gaussian diffusion process on the real line with generating operator
where the subscript 2 means differentiation in the second spatial argument.
Results on normal deviations
Before the statement of normal deviations, let us recall a differential operator A 1 which was defined in [45] for functionals G on D[0, T ] (consisting of right continuous functions with left limits):
A crucial functional in [45] and [47] is defined through a conditional expectation on the past path Then as ǫ → 0, under the assumptions of Theorem 2.1 the precise normal deviations hold
where A 1 is a third-order differential operator defined before, A 2 is a sixth-order differential operator given by
and A 3 , · · · , A s−2 are suitable differential operators defined through derivatives of f (t, x[0, t]).
Large deviations for
It can be easily seen that the process η ǫ = ǫ −1/2 (ξ ǫ − φ 0 ) under the measure P z ǫ , has compensating operator
and cumulant
The limiting process η has compensating operator given by
In this case, the Legendre transformation of G η (t, x; z) in z becomes
It then follows from Section 5.2.6 of [44] that the normalized action functional for the family of processes ǫ 1/2 η is
An important tool we need for the proof of Theorem 2.1 is the following convergence
Proof of (3.4)
Let us consider the family of processes ζ ǫ = ǫ 1/2 η ǫ = ξ ǫ − φ 0 with respect to probabilities P z ǫ .
Since η ǫ converge weakly to η, it is expected that the the most probable trajectory of ζ ǫ as ǫ ↓ 0 is path zero. Then the exponential convergence to zero of
follows provided a large deviation result for ζ ǫ is proved. To be precise, we now prove that a large principle holds for ζ ǫ under the assumptions of Theorem 2.1
First it is straightforward to compute the cumulant of ζ ǫ :
which satisfies ǫG ζ ǫ (t, x; ǫ −1 z) = G * 0 (t, x; z). Then by taking into account the assumptions (A)-(F), we can deduce a large deviation principle with the following normalized action functional deviation principle for ζ ǫ gives that, for any small γ > 0, there is ǫ 0 such that for all ǫ ∈ (0, ǫ 0 ),
So (3.4) is proved if C
Note that C A is reached at some point φ A . This is because A is closed and any level set
; φ ′ A (t)) = 0 almost everywhere with respect to Lebesgue measure, i.e., for all z ∈ R,
Thus for almost all t,
where the fact that the second limit is equal to zero is from the assumption that ν t,x have a bounded
Taking the initial condition φ A (0) = 0 into account, we deduce that φ A ≡ 0. But this is a contradiction with ||φ A || ≥ 1, so S * 0,T (φ A ) = 0, i.e. C A > 0.
Taylor's expansions and estimates
We start this section with a technical lemma which suggests that when we consider the precise asymptotics for large deviations, the part away from the most probable path can be simply dropped. there is a γ > 0 such that as ǫ → 0,
The proof of this lemma is contained in the Appendix. It follows from this lemma that for any h > 0, there exists some γ > 0 such that as ǫ → 0,
Noticing that exp{−ǫ −1 γ} tends to zero exponentially fast, we thus only focus on the first part over the set {||ξ ǫ − φ 0 || < h} . Simple calculations yield
Now we apply Taylor's expansion for F at φ 0 up to order s with an integral's remainder (IR) (see [8] for details),
For G 0 , Taylor's expansion at φ 0 (t) in the second argument up to order s with an integral's remainders yields
where
We use these expansions to replace the exponential in (3.5) to get
For the second exponential function in the last equality of (3.6), we apply e a = 1 + a + · · · + a s−2 /(s − 2)! + e θ(a)·a (s−1)! a s−1 with 0 ≤ θ(a) ≤ 1, then formula (3.6) is equal to
where the coefficient ℓ(ǫ, η ǫ ) of ǫ
is a functional of η ǫ and depends on ǫ. Special attention needs to be paid to the structure of the remainder term ℜ(ǫ, η ǫ ). There are two different aspects
, where the first ℜ 1 (ǫ, η ǫ ) can be bounded by powers of η ǫ , while the second ℜ 2 (ǫ, η ǫ ) involves a part e θ(a)·a . By taking conditions (2.1)-(2.2) into account,
for some nonnegative constants c and k. The second one ℜ 2 (ǫ, η ǫ ) on the set {||η ǫ || < ǫ −1/2 h}) can be estimated as
Hölder's inequality and the fact E z ǫ 1 {||η ǫ ||<ǫ −1/2 h} e h·||η ǫ || 2 < C < ∞ uniformly in ǫ (see Section 5.2.6
in [44] ) suggest that we only need to take care of ℜ 1 (ǫ, η ǫ ).
Taylor's expansion for H(φ 0 + ǫ 1/2 η ǫ ) at φ 0 up to (s − 2)-derivative gives
Now we combine (3.6) and (3.7) to rewrite (3.5) on the set {||η ǫ || < ǫ −1/2 h} as follows,
for two functionalsl(ǫ, η ǫ ) andl(ǫ, η ǫ ). Now it becomes quite clear that Theorem 2.1 is proved if the following (I)-(III) are proved:
(I).
(II). Each term over the set ||η ǫ || ≥ ǫ −1/2 h in (3.8) tends to zero exponentially fast.
(III).
The expectations E z ǫ in (3.8) without ||η ǫ || ≥ ǫ −1/2 h have precise asymptotic expansions. Obviously, this is the place where normal deviations for stochastic processes are used. To make (III) more precise, we need to show the following asymptotic expansions for normal deviations
and so on, where C ij are constants which can be determined by Theorem 3.1 in Section 3.1. If we replace all terms in (3.8) by these asymptotic expansions for normal deviations, then we get
which is exactly (2.3). That is, Theorem 2.1 is proved if (I), (II), (III) and the finiteness of K i are proved.
Proofs of (I)-(III)

Proof of (I)
It is clear that (I) will be proved if for any positive integer k,
In order to prove (3.10), we establish a lemma first. 
Proof. We consider a sequence of functions f n (x) = x k 1+(x/n) k with an even positive integer k. Then, according to (3.3) , the generating operator A η ǫ t applying to f n gives
which is less than or equal to
n is bounded, and
Applying Gronwall's lemma with such nonnegative E z ǫ [f n (η ǫ t )] , we obtain
then the proof is done by sending n to infinity.
From this lemma, we have sup ǫ∈(0,1) E z ǫ (η ǫ T ) k < ∞ and sup ǫ∈(0,1) E z ǫ T 0 (η ǫ t ) k dt < ∞ for any integer k. These together with the fact exp{Q(2, η ǫ )} ≤ 1 yield (3.10).
Proof of (II)
It is immediate that the first term goes to zero exponentially fast,
which is from (3.4). Every other term has an upper bound by using estimates (2.1)-(2.2): 11) for some nonnegative constants c and k. By applying Hölder's inequality to (3.11) and using Lemma 3.2, it follows each term over the set ||η ǫ || ≥ ǫ −1/2 h in (3.8) tends to zero exponentially fast.
Proof of (III) (a) Proof of the first expansion
The task is to prove
Denoting
we need to check such F (x[0, T ]) satisfies all conditions of Theorem 3.1 in Section 3.1.
It is easy to see that F is infinitely differentiable. Furthermore, the derivatives can be computed as follows
and so on. For instance, here we check for F (2) .
where c(||δ||) is a constant depending on the uniform norm of δ. Taking into account the assumptions on F (2) , the above is less than or equal to
We apply Hölder inequality several times to get an upper bound Taking |I [t,T ] δ| ≤ 1 into account, Claim 3 is done easily. For instance, the uniform continuity of
can be achieved as follows:
where C is independent of x, y, t, δ. Uniform continuity of
also obtained by
where C is independent of x, y, and C 1 can be chosen independently of x, y, because a compact set is a bounded set in uniform topology.
(b) Proofs of the second expansion and the other expansions
The second expansion is
We use F to denote
is infinitely differentiable. The first two derivatives are
Claim 2. F satisfies condition (I) of Theorem 3.1. We notice that Q(3, x[0, T ]) satisfies
This together with (2.2) imply that the first part of (I) is fulfilled. For the second part of (I) on derivatives of F , similar arguments can be applied. We can also prove the following Claim 3. The other expansions are proved in the same way.
Finiteness of the coefficients
First it is obvious that K 0 is finite since H is bounded and exp{Q(2, η)} ≤ 1. For the rest, we will use Theorem 2.3.1 in [44] to prove each finiteness. The very first requirement of Theorem 2.3.1 is that G η (t, x; z) satisfies condition (A) in Section 2. Let us recall G η (t, x; z) :
which doesn't satisfies condition (A) obviously because of the linear term in x. So we turn to consider the following transformation
where g(t) =
. Straightforward computation will give us
Now G η (t, x; z) satisfies condition (A). We will apply Theorem 2.3.1 restricting ourself to G η (t, x; z).
It is then shown that each finiteness can be deduced from this.
Finiteness of K 1
We now show an auxiliary result.
Lemma 3.3. For any positive integer j,
Proof. The normalized action functional for the family of processes √ ǫ · η is
Let us consider, for some positive α, positive integer m,
The space D 0 [0, T ] decomposes into the union
thus we have
We first analyze the supremum term in (3.13). Let us recall a fact that, for any fixed a > 0, any integer l > 0, there exists a constant A > 0 (only depends on a and l, independent of x) such that
(3.14)
Thus, for any a > 0, any positive integer j, there is some A = A(a, j) > 0 such that
And for any f ∈ Φ η 0 (m + 1) +α √ m+1 , we can choose a small a such that (such a can be chosen independent of m by using Lemma 5.2.5 on in [44] )
So the supremum term can be estimated as follows
Now we analyze the probabilities in (3.13) by using Theorem 2.3.1 in [44] . We check all the conditions of Theorem 2.3.1 as follows. We suppose sup t |
ds | ≤ c for some constant c. Let us consider a constant Z, an integer n, whose values will be determined a little later. We set
Now we define a small ǫ 1 such that ǫ 1 (2 − ǫ 1 ) + T ǫ 1 (3 − ǫ 1 ) + Z 2 c 2 κ
3 . Firstly we know G η satisfies condition A with G(z) = 1 2 z 2 c. Secondly G η has the property: 
For general u ∈ U 0 , we set z{j} = √ mZcz 0 {j}, 1 ≤ j ≤ N (here N can be chosen independent of m). For short, we will use h 1 (t) =
All conditions of Theorem 2.3.1 are thus checked. Applying this theorem with δ ′ ≥ T n √ mZc, i.e.
n ≥ 3ZT c α , we get
Noticing that
can be as small as possible by choosing a small κ, we thus assume 1 −
Let us now go back to (3.13) combining above estimate and (3.15)
By observing the transformation η t = exp − t 0 g(s)ds η t , we immediately derive
It is clear that K 1 can be bounded by expectation of c 1 + c 2 · ||η|| j for some j, c 1 and c 2 , from which finiteness of K 1 follows according to Lemma 3.3.
Finiteness of the rest of the coefficients
Since all derivatives of F and H are bounded symmetric linear functionals, we can use Lemma 3.3 to prove the finiteness of the rest of the coefficients.
Connections with partial integro-differential equations
The connections are between large (or normal) deviations and solutions to
over (t, x) ∈ R + × R. More precisely, it is expected that 
The second part of this section is on the study of precise asymptotics of u ǫ (t, x) in more general settings.
The specific case
In (4.1), we set c = 1 and ν t,x (du) = u 2 1 {|u|≤1} (du). What is more, we assume a(t, x) = a(x), b(t, x) = b(x), and 0 < inf x a(x) ≤ sup x a(x) < ∞, the smooth functions a(x), b(x) and g(x) are bounded together with their derivatives d j a/dx j , d j b/dx j and d j g/dx j . In this case, we consider a family of jump processes ξ ǫ with generating operators
for continuous bounded f together with its first and second derivatives. From the theory of semigroups, the function
is the unique solution to the problem, for f in the domain of
Now it is easy to see that u ǫ (t,
The conditions imposed on a, b and g are mainly for the smooth and growth assumptions in Theorem 2.1, such as (F) and (2.2). The condition c(x) = 1 is crucial in this special case since it forces the max[F −S] is reached uniquely at φ 0 ≡ 0. This example should be considered as the asymptotics for normal (not large) deviations since the main part of the integral (4.2) is due to the most probable sample path (which is identically zero). Asymptotics for large (not normal) deviations can be seen below.
In more general settings
Let ξ ǫ now be the locally infinitely divisible family of processes considered in Theorem 2.1 satisfying all the assumptions. Then the corresponding partial integro-differential equation is (4.1) with b(t, x)
replaced by α(t, x). In order to show (4.2), it is natural to impose suitable conditions on two new functions c(x) and g(x). What is more, more conditions on the processes are also expected. This leads to a theorem borrowed from [42] . 
Appendix
Compensating operators after transformations
In preceding sections, we presented many compensating operators after transformations without any proofs. In order to show the method, we give the details for deriving the compensating operator appeared in Section 3.5. There, Gaussian process η was considered with compensating operator
for f (t, x) which is bounded and continuous together with its first derivatives in t and x and its second derivative in x. The following transformation was used
After such a transformation, we give the details in this section that η has compensating operator given by
for the same class of functions f.
The generating operator A η t of process η is A η t f (x) = A η f (t, x) for f (t, x) = f (x). Let us assume the starting position of process η is η s = x. From definitions of compensating operator and generating operator, we have the following two equalities:
for suitable f (x) and f (t, x), where P s,t η is the multiplicative family of operators of Markov process
The following two connections between multiplicative families of η and η are easily derived:
Now we look for A η t in the following way.
It is straightforward to compute
Proof of Lemma 3.1
Proof. The same conclusion with a continuous and bounded functional F was given in [44] without a proof. For completeness, we first present the proof for continuous and bounded F and then extend the argument to include the continuous functional F which is only bounded above.
We take
Here the max given a fixedφ such that φ 0 −φ ≥ δ and F (φ) − S(φ) < ∞. The compactness of A implies that sup φ∈A [F (φ) − S(φ)] attains its maximum at some φ 1 .
We first assume that F is bounded, thus F can be split into finitely many parts as Taking into account the fact that F ≤ G, it is clear that the proof is complete if we can prove G N − S attains its maximum uniquely at φ 0 for large N given the condition that F − S attains its maximum uniquely at φ 0 . We will argue this by contradiction. Suppose for every large N, there is a point φ N ∈ X different from φ 0 such that 
On a variational problem
In this section, we show the existence and uniqueness of the variational problem of Example 1 in and the analysis on absolutely continuous function space.
Uniqueness
For short, let us define, H(u) = u ln u + u 2 + 1 + 1 − u 2 + 1, over the class of absolutely continuous functions φ having two fixed boundaries φ(0) = A and φ(T ) = B. Assuming L satisfies suitable conditions, they proved that if there is a φ(t) solving the variational problem, then at every point t ∈ [0, T ], the function φ is C ∞ in a neighborhood of t, see Theorem 2.1 and Corollary 3.1 in [9] . Our functional φ(t) − φ(t) 2 − H(φ ′ (t)) has nice properties which make it satisfy all the hypotheses in [9] , so we immediately deduce the C 1 regularity (actually C ∞ regularity) of the maximizer of g(c). 
Now
