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Abstract
Heating by irradiation of a solid surface in vacuum with 5 × 1020 Wcm−2, 0.8 ps, 1.05 µm
wavelength laser light is studied by x-ray spectroscopy of the K-shell emission from thin layers of
Ni, Mo and V. A surface layer is heated to ∼ 5 keV with an axial temperature gradient of 0.6 µm
scale length. Images of Ni Lyα show the hot region has a ∼ 25 µm diameter, much smaller than
∼ 70 µm region of Kα emission. 2D particle-in-cell (PIC) simulations suggest that the surface
heating is due to a light pressure driven shock.
PACS numbers:
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High-intensity laser matter interaction and energy transport by laser generated MeV
electrons are widely investigated, both for novel basic science and for applications which
include bright sources of multi-10 keV x-rays for probing high energy density matter [1],
production of collimated proton plasma jets at energies up to almost 50 MeV [2, 3], and fast
ignition of inertial confined fusion [4]. Understanding absorption of laser radiation at high
intensities, the production of MeV electrons, and energy transport with associated isochoric
heating is crucial to the development of these applications.
The conversion efficiency of the laser energy to MeV electrons has been measured to
reach > 30% at intensities of ≥ 3 × 1019 Wcm−2 [5, 6]. Fast ignition experiments heating
a compressed plasma via a hollow cone indicated laser-to-plasma energy coupling efficiency
of ∼ 20% [7, 8]. The formation of a hot surface layer by sub ps pulsed laser irradiation at
intensities > 1019 Wcm−2 has been reported by Nishimura et al.(2005) and by Theobald
et al.(2006), showing respectively a 0.5 µm thick hot layer at 1019 Wcm−2 and a 1.0 µm
thick hot layer at ∼ 4 × 1020 Wcm−2. At such high intensities, the collisional range of
the hot electrons produced by absorption of the laser radiation is more than two orders of
magnitude greater than the thickness of the heated layer and the physics of the heating
challenges current understanding.
In this letter, we report a more detailed study of hot surface layer formation at intensities
∼ 5 × 1020 Wcm−2 using K- shell spectroscopy of layered targets, monochromatic imaging
of K-shell emission and 2D PIC modeling. The hot surface layer is attributed to heating by
a light pressure -driven shock wave.
The experiments used the Vulcan Petawatt laser system at the Rutherford Appleton
Laboratory [9]. The laser pulse had a wavelength of 1.054 µm, 0.8 ps duration, 400J energy
and a peak intensity of 5 × 1020 Wcm−2. An f/3 off-axis parabola focused the beam to
7 µm diameter at half peak intensity with ∼ 30% of the energy in a 15 µm diameter and
the remaining energy distributed over wings. The amplified spontaneous emission (ASE)
contrast ratio was 10−7 in intensity and 10−4 in energy. The targets were 400 µm×400 µm×
5 µm square foils of Mo with two thin tracer layers: a 0.5 µm thick Ni layer located at the
irradiated (front) surface or under various depths of Mo and a 1 µm thick V layer located
at the rear surface.
A spherically bent Bragg crystal imager [10, 11] normally used to image Cu Kα (8.05 keV)
recorded nominally Ni Ly (8.07 keV) images, taking advantage of the quasi-continuum of
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satellites to Ni Lyα. The crystal imager gave Ni Lyα images with full width at half maximum
∼ 25 µm (Fig.1). This indicates that the highest temperatures are confined radially to less
than about ∼ 25 µm diameter.
FIG. 1: (a) 2D spatially resolved Ni Lyα image of a 400 µm×400 µm×5 µm target with a 0.5 µm
Mo overlay. (b) Horizontal lineout showing a full width at half maximum of ∼ 25µm.
Two Highly Ordered Pyrolytic Graphite (HOPG) crystal spectrometers [12] were used to
record spectra from the front and back sides of the target. Each HOPG had two channels
and each channel had two crystals in close edge contact to increase the spectral range. The
front HOPG was angled for the Ni K-shell spectrum; the rear HOPG was optimized for V.
The spectra were recorded on an image plate detector [13]. Ni K-shell x-ray spectra were
recorded from both the front and rear HOPG instruments for targets with the Ni layer on
the surface or buried below Mo layers of 0.5, 1.0 or 2.5 µm thickness. The spectra from Ni
at depths up to 1 µm are shown in Fig. 2 (a) with the main emission features from Ni (and
Mo in second order) labeled. The Ni Lyα (8.07 keV) and Heα (7.76 keV) emission lines are
intense when the Ni layer is on the target surface, have sharply reduced intensity with any
Mo overlay, and are practically eliminated for Mo thicknesses of 1 µm and greater, giving
direct experimental evidence that the highest temperatures are in a surface layer < 1 µm
thick. The cold Kα (7.48 keV) feature caused by inner-shell ionization of low charge states
of Ni is observed for all Ni layer depths. Vanadium spectra showed cold Kα and Kβ but no
thermal lines, suggesting from spectroscopic modeling that the rear-side temperature of the
target was less than 400 eV .
To diagnose the plasma conditions from the Ni spectra, we have used the collisional-
radiative model SCRAM [14]. Data from the Flexible Atomic Code (FAC) [15] for neu-
tral to H-like Ni was used to construct a complete and accurate set of levels and rate
data based on fine-structure/unresolved transition array (UTA) hybrid level structure [14].
After calculation of collisional rates in an arbitrary electron distribution, SCRAM forms
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configuration-averaged levels for high-lying and multiply-excited states, solves the set of
coupled rate equations for level populations, repopulates the averaged states with a better-
than-statistical method roughly following the procedure given in Ref. [16], and generates
synthetic spectra. Hot electrons were modeled using a Maxwellian distribution whose 1
MeV temperature was estimated from the laser intensity pattern in the focal spot and the
pondermotive potential. The collisional-radiative calculations are relatively insensitive to
the hot electron temperature [17]. The hot electron fraction fhot = nhot/ne in the solid
target was estimated to be less than 1%, based on an upper limit conversion efficiency of
laser light of 50% and a hot electron injection area on the order of 70 m corresponding to
the K spot diameter measured on similar thin Cu targets [11]. Although the hot electrons
dominate the cold Kα production, their number density is too small to have a significant
effect on the ionization balance at solid densities. And since the hot electrons and associated
fast ions expand much more rapidly than any high density thermal region, fhot should always
be less than 1% during emission of the thermal K-shell spectrum.
4
To determine the characteristics of the 25 µm heated region, we calculated steady-state
synthetic spectra for slices of the target corresponding to 1/5 of the total Ni layer at various
temperatures and densities. Within each 0.1 µm slice, the escape factor formalism was used
to estimate self-consistent opacity effects and the emissivity (ε) and opacity (κ) along the line
of sight of the HOPG were calculated. Using this set of ε(T, ρ, ν) and κ(T, ρ, ν), we attempt
to find consistent temperature and density profiles that reproduce the major features of the
experimental emission spectra after the effects of transport through neighboring Ni layers
and instrumental broadening (E/∆E = 200) were included. The best-fit synthetic spectra,
given in Fig. 2 (b), reflect the unambiguous experimental evidence for a thin hot surface
layer. The Heα, Heβ, Lyα, and Lyβ emission from the rear HOPG spectrum of the targets
with 0.0 and 0.5 µm Mo layers can be simultaneously fit by a hot layer with a maximum
temperature of ∼ 5 keV and an e-folding length of about 0.6 µm, giving a temperature which
decays rapidly from 5 keV in the first 0.1 µm of the target to 2 keV at a depth of 0.5 µm
and finally to less than 600 eV at a depth of 1.3 µm. The Lyβ to Heβ lines were favored for
this determination because the measured Lyα line, shown in Fig. 2, was compromised by
the joint in the HOPG crystal; more recent measurements without the joint, but with a less
complete data set, show a narrower Lyα feature that more closely resembles the modeled
spectra.
If the heated region remained solid, the emission recorded on the rear HOPG would be
attenuated along its path through cooler, more opaque material. Normalizing both the front
and rear HOPG spectra to the optically thin (τ < 0.1) Kα line, we find that rear HOPG
emission is indeed less intense than the front HOPG emission when Ni is buried under 0.5 µm
of Mo. But when the Ni is on the target surface, the reverse is seen: the rear HOPG is
more intense than the front HOPG. This could be caused by expansion of the target in a
blow-off region, since opacities tend to increase with the larger ground state populations
found at lower densities. We can fit the Heα emission from both the front and rear HOPG
instruments by allowing the target to expand so that the first 0.1 µm of the target has a
density of 0.2 g/cc, the second has a density of 1 g/cc, the third a density of 5 g/cc, and the
remainder of the target stays at solid density (8.91 g/cc).
In addition to these temperature and density gradients at different target depths, ra-
dial temperature gradients are clearly evidenced by the different diameters of the Lyα-and
cold-Kα emission regions (25 µm and 70 µm, respectively). It should be emphasized that
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these temperature and density gradients are merely the simplest set of consistent profiles
that describe the gross features of the experimental data from all four buried layer depths
simultaneously and may be not be unique. In particular, the cooling associated with hydro-
dynamic expansion could amplify the effect of opacity through the expanded surface layers,
thereby decreasing the required expansion. Our diagnostics of the time-integrated data also
average over the plasma dynamics. We can say that the bulk of the ionization (if not emis-
sion) in the heated region probably occurs at near-solid density during the laser pulse, where
equilibration time scales between He-like and H-like Ni are on the order of 0.1 ps, rather
than in an expanded region, where equilibration time scales increase rapidly to a few ps at
1 g/cc and ∼100 ps at 0.1 g/cc. Our calculations do suggest that Kα and Heα have similar
emission durations, since the instantaneous emission spectra using the experimental values
for the heated and bulk emission diameters and our estimate of 50% of the laser energy into
hot electrons are in reasonable agreement with the experimental Kα/Heα ratios.
(b)(a)
FIG. 3: Result of 2D PIC simulation - (a) electron energy density (arbitrary units) and (b) az-
imuthal magnetic field in units of B0=2MG at time 100fs
To investigate the physics of the heating process, we have performed numerical simula-
tions with a collisional Particle-in-Cell (PIC) code in two dimensions [18]. The target is
modeled as a 5 µm thick slab of solid density Mo+5, resulting in an electron density of
roughly 2 × 1023cm−3, with periodic boundary conditions in the transverse direction. The
simulation box has a total size of 30 µmx60 µm at a resolution of 80 cells per µm and
10 ions plus 50 electrons per cell. Ionization and radiation are ignored. The laser pulse
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intensity profile is modeled as Gaussian in space (10 µm fwhm) and top-hat in time with
a maximum of 5 × 1020Wcm−2 at a wavelength of 1 µm. Fig. 3 shows two-dimensional
aspects of our simulation after 100 fs . The electron energy density
∫
(γ(p)− 1)mec2f(p)d3p
is plotted in Fig. 3a. Note that most of the energy is confined to the laser spot region, while
hot electrons are present throughout most of the target. Strong heating occurs only over the
first 0.3 µm. Figure 3b plots the cycle-averaged azimuthal magnetic field. In front of the
target there is a standing wave from the laser irradiation, inside the target one can see the
filamentary structure of electron transport with strong filamentation near the front surface
and a global azimuthal field indicating a net injected current. The azimuthal magnetic fields
in front of and behind the target can be ascribed to the fountain effect [19]. Figure 4 shows
central line-outs of our 2D simulation. The longitudinal ion phase space shows the signature
of a light pressure-driven ion shock [20–22] with a group of ions moving at the flow velocity
behind the shock and a smaller group of reflected ions at twice that velocity. The electron
number density shows the compression by the shock. On top of that we have plotted a line
out of the energy density from the center of Fig.3a. The fact that this quantity increases
by more than an order of magnitude in the shock while particle density increases two-fold
illustrates that the material is heated and compressed at the same time. The 250kV poten-
tial well shown in Fig. 4b is consistent with the shock acceleration of the ions and with the
250 keV electron temperature seen in the electron energy spectrum in Fig.4c.
The energy spectrum has a few percent fraction of the energy with 5 MeV temperature
similar to the ponderomotive potential but the 250 keV bulk temperature is evidence of the
reduction of hot electron temperature by light pressure induced steepening of the density
gradient [23]. In additional 1D PIC simulations we find that any pre-plasma in front of
the target can modify the interaction. Sub-solid-density plasma with a scale length of
≤ 2µm between critical- and solid density can be snowplowed by the main pulse without
deteriorating the shock heating effect but larger amounts of plasma significantly inhibit the
heating. Larger scale lengths of plasma at sub-critical densities do not affect the heating.
Our PIC modeling gives strong evidence that the heating process at the front surface
is through the light pressure-driven electrostatic shock, which arises from a combination of
very-high-intensity irradiation and a pulse duration that is sufficient for the shock to sweep
up preformed plasma and propagate into the solid target. Failure to sweep up pre-plasma
may explain why no strong surface heating has been observed in other work with 100fs pulses
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FIG. 4: Result of 2D PIC simulation - (a) longitudinal ion phase space, (b) electric potential
(solid), electron density (dashed), and energy density (dash-dotted) along laser irradiation axis ;
average over 0.25um ; (c) energy spectrum of all electrons at 100fs.
at intensities similar to ours. Neglect of ionization and radiation in the model means that
the 250 keV temperature in the shocked matter is greatly exaggerated but clearly points to
strong heating behind the shock. The light pressure at 5 × 1020Wcm−2 is approximately
170 Gbar giving a shock propagation distance in a 10g/cc solid of 1 µ consistent with
the experimentally measured thickness of the hot layer. The light pressure modifies the
absorption of the laser pulse, by denting the critical interface [24], and by reducing the
average energies of most of the hot electrons far below the ponderomotive potential [23].
Electrons trapped in the electrostatic potential well of the shock add to the shock heating.
The high energy density in the hot layer is of intrinsic interest for high energy density
science. The experimentally determined diameter of the hot region size and its thickness
suggest that its thermal energy is however about 0.6 J or 0.3% of the laser energy incident
on target. It would be a problem for fast ignition if a significant fraction of the energy were
trapped at the surface of a solid target but this is not so. An additional 7.5−10% of the laser
energy is delivered to the bulk of thin targets by hot electrons that are not confined to the
surface layers. This has been confirmed on similar low mass targets using the absolute yield
of K-shell fluorescence [11, 25]. Hot electrons also lose a significant fraction of their energy
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to ion acceleration in thin targets as evidenced by measurements showing a reduction of the
absolute K-shell emission yield with decreasing target thickness [11]. Our thin target data
are therefore not inconsistent with earlier estimates of the conversion of 30% conversion to
hot electrons at the intensities of this work, which is important for fast ignition.
In conclusion, heating of a sub micron thick layer at near solid density to ∼ 5 keV
temperature by 5× 1020Wcm−2, 0.8 ps laser irradiation is attributed to the light pressure-
driven shock. This is interesting in its own right for creation of high energy density states
of matter; but it is not a major drain of electron energy and therefore does not adversely
affect fast ignition.
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