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Prólogo
Esta memoria de Suficiencia Investigadora es el resultado del trabajo de investigación
desarrollado desde septiembre de 2006 hasta junio de 2007 dentro del programa de docto-
rado Interuniversitario en Automática y Robótica. Este programa de doctorado es impartido
por profesores del Departamento de Física, Ingeniería de Sistemas y Teoría de la Señal de
la Universidad de Alicante y profesores del Departamento de Ingeniería de Sistemas Indus-
triales de la Universidad Miguel Hernández de Elche. Su principal objetivo es la formación
de especialistas dentro del marco de la automatización industrial, la robótica y la visión por
computador.
La inteligencia ambiental es un concepto reciente que pretende crear entornos inteligentes
que ofrezcan servicios sensibles al contexto que se adapten a las necesidades del usuario. Esta
visión se puede aplicar a los entornos industriales con el fin de mejorar la interacción entre los
humanos y las máquinas. En concreto, la inteligencia ambiental impulsa la cooperación entre
robots industriales y operadores humanos ya que permite una interacción entre ambos más
segura, natural y sencilla. Esta interacción reporta ventajas tanto para el robot como para
el humano ya que auna las mejores cualidades de ambos. Por una parte, el robot realizará
aquellas tareas repetitivas que supongan un esfuerzo físico excesivo o sean peligrosas para el
humano. Por otra parte, el humano realizará aquellas tareas que no pueda llevar a cabo el
robot porque no estén dentro de su área de trabajo o porque sean demasiado complejas.
Pese a estas ventajas, en la mayoría de industrias actuales no existe ningún tipo de in-
teracción directa entre robot y humano debido al peligro subyacente. Cualquier fallo en una
interacción directa podría suponer una colisión del robot contra el humano con nefastas con-
secuencias para éste último. Por ello, la localización precisa del humano respecto al robot es
una condición necesaria para poder realizar tareas de interacción sin ningún peligro.
Esta memoria de investigación presenta una nueva técnica para localizar a una persona en
un entorno industrial. Se utiliza un sistema de captura de movimiento para localizar todos los
miembros de la persona con gran precisión. Estas medidas de localización se combinan con la
traslación global devuelta por un sistema UWB (Ultra-Wide Band) para poder así localizar
la persona en el entorno de trabajo. Esta localización precisa y en tiempo real permitirá
desarrollar tareas de interacción humano-robot en investigaciones futuras.
Organización de la Memoria
La primera parte de la presente memoria se centra en la descripción de las asignaturas
impartidas durante el período de docencia (2005-2006). En cada capítulo de esta parte se
presenta brevemente cada asignatura, se describe su temario y se explica el método que se
utilizó para evaluar al alumno. Con estas asignaturas se da al alumno el conocimiento básico
necesario para afrontar con garantias la fase de investigación posterior.
La segunda parte de la memoria presenta el trabajo desarrollado durante el período de
investigación (2006-2007). El primer capítulo de esta parte presenta de una manera genérica
xi
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el marco en el que se engloba esta investigación y los objetivos que se pretenden cumplir. El
segundo capítulo describe el concepto genérico de la inteligencia ambiental y como se puede
aplicar en entornos industriales. Para que el operador humano pueda cooperar con robots
en entornos industriales inteligentes sus movimientos deben ser determinados con precisión.
Para ello, en el tercer capítulo se comparan diversas tecnologías de captura de movimiento
y se selecciona la más adecuada. También se describe el sistema de captura de movimiento
utilizado (GypsyGyro-18) y se realiza un análisis de la precisión de sus medidas en el entorno
industrial creado. Este análisis muestra errores en las medidas de desplazamiento que deben ser
corregidos mediante el uso de otro sistema de localización complementario. Se ha utilizado un
sistema basado en tecnología UWB (Ubisense) que es descrito y evaluado en el cuarto capítulo.
En el capítulo quinto se presenta el algoritmo de fusión implementado que ha permitido
combinar las medidas de localización de ambos sistemas. Finalmente, en el último capítulo de
la segunda parte de esta memoria se muestran las conclusiones de la investigación desarrollada,
se enumeran las publicaciones realizadas y se plantean las líneas de trabajo futuro.
La tercera parte de la memoria contiene dos apéndices que complementan la información
presentada en la segunda parte, un índice alfabético con los términos más importantes y
un listado con las referencias bibliográficas de las obras utilizadas. En el primer apéndice
se explica con detalle como el sistema de captura de movimiento utilizado (GypsyGyro-18)
representa los datos de movimiento del operador humano. El segundo apéndice describe los
distintos componentes software del sistema de localización basado en UWB (Ubisense).
Alicante, Junio 2007
Juan Antonio Corrales Ramón
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Capítulo 1
Procesamiento de Imágenes
DATOS DE LA ASIGNATURA
NOMBRE Procesamiento de Imágenes
TIPO Fundamental CRÉDITOS 3
PROFESORES Fernando Torres MedinaÓscar Reinoso García
CALIFICACIÓN Sobresaliente (10)
1.1. Descripción
Esta asignatura constituye un repaso de las principales técnicas utilizadas en el campo de
la Visión por Computador. La Visión por Computador (o Visión Artificial) es la ciencia que
estudia la interpretación de imágenes digitales mediante ordenadores. Este proceso de inter-
pretación de imágenes se puede dividir en dos etapas que se han estudiado en esta asignatura:
adquisición y procesamiento.
La etapa de adquisición consiste en la conversión a imagen digital de la señal analógica de
la cámara. La etapa de procesamiento consiste en el tratamiento de la imagen digital con el
fin de extraer información útil para su uso posterior. En particular, el procesamiento se com-
pone a su vez de tres fases: preprocesado, segmentación y reconocimiento. El preprocesado
pretende mejorar la calidad de la imagen mediante la eliminación de deteminados elementos
(P. Ej. ruidos) y la detección de otros (P. Ej. bordes). Esta imagen mejorada mediante el
preprocesado se divide en regiones homogéneas a través de la segmentación. Finalmente, las
regiones segmentadas serán identificadas unívocamente mediante descriptores e interpretadas
durante la fase de reconocimiento. De este modo, a partir de un conjunto de píxeles sin signi-
ficado aparente para el ordenador; gracias a las técnicas de la Visión Artificial, extraeremos
información sobre los objetos de interés que se encuentran en el entorno capturado por la
cámara. Esta información es importante en entornos industriales ya que permite reconocer el
estado del sistema en tiempo real y adaptar su funcionamiento a los cambios del mismo.
En esta asignatura se presentan las técnicas de Visión por Computador más ampliamente
utilizadas en los sistemas de Visión Artificial industriales. Estas técnicas se organizan siguien-
do las fases descritas anteriormente: adquisición, preprocesado, segmentación y descripción.
También se describe la Morfología Matemática, que constituye una rama dentro de la Visión
Artificial para el procesamiento y análisis de imágenes digitales. Finalmente, se modela el
proceso mediante el que las cámaras captan las imágenes (etapa de adquisición). En detalle,
el temario impartido ha sido el siguiente:
1. Introducción: definiciones, comparación con la visión humana, estructura de un sistema
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de visión y características de la imagen digital.
2. Técnicas de preprocesado: detección de bordes, transformaciones puntuales, geométricas
y en entorno de vecindad.
3. Técnicas de segmentación: técnicas basadas en la frontera, umbralización, segmentación
basada en regiones y watershed.
4. Técnicas de descripción: descripción de contorno, de región y de similitud.
5. Morfología matemática: operaciones básicas, gradientes morfológicos, apertura y cierre,
transformación «top-hat», filtrado morfológico, geodesia y conectividad.
6. Modelo de Captación de Imágenes: modelo de lentes, parámetros del modelo de capta-
ción, sistemas de coordenadas y proceso de calibración.
1.2. Objetivos
Los principales objetivos de esta asignatura son los siguientes:
Presentar las técnicas de base contenidas en la Visión Artificial.
Presentar algoritmos y procedimientos que permitan obtener resultados e interpretacio-
nes de imágenes.
Describir el proceso de captación y restauración de imágenes digitales.
Aplicar diferentes procesamientos morfológicos.
Introducción en el desarrollo de trabajos de investigación dentro del campo de la Visión
Artificial.
Relacionar el contenido teórico con aplicaciones prácticas reales.
1.3. Método de Evaluación
Para evaluar esta asignatura el alumno podía elegir entre dos posibles trabajos: realizar
un trabajo práctico en el que se aplicaran diversas operaciones de Morfología Matemática
para procesar imágenes utilizando el programa Visual o realizar un trabajo teórico en el
que se ampliara la información dada en clase sobre algún tema relacionado con la Visión
Artificial. Se seleccionó esta última opción y se realizó un trabajo teórico consistente en
una descripción de las técnicas de Visión Artificial utilizadas para resolver el problema de
Localización y Mapeado Simultáneos (Simultaneous Localisation and Mapping, SLAM). Este
problema es típico en la robótica móvil y se fundamenta en la construcción de un mapa del
entorno al mismo tiempo que el robot navega a través de él y calcula su localización en dicho
mapa. De este modo, el robot es capaz de navegar en entornos desconocidos. En este trabajo
se presentaron los principales sistemas de visión utilizados para resolver este problema en las
últimas investigaciones desarrolladas por la comunidad científica. Estos sistemas se clasificaron
según: el número de cámaras (monoculares, estéreo y multicámara), el tipo de visión (activa
y pasiva) y el tipo de objetivos (normales, gran angulares y omnidireccionales). También
se describieron los principales algoritmos utilizados para estimar la localización del robot y
generar el mapa: Filtro de Kalman y Filtro de Partículas.
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Capítulo 2
Control Sensorial de Robots
DATOS DE LA ASIGNATURA
NOMBRE Control Sensorial de Robots
TIPO Fundamental CRÉDITOS 3
PROFESORES Jorge Pomares Baeza
CALIFICACIÓN Sobresaliente (10)
2.1. Descripción
Los sistemas de control sensorial pretenden adaptar los movimientos de los sistemas robó-
ticos a las lecturas obtenidas por los sensores. Estos sistemas se fundamentan en la inclusión
de un bucle de realimentación sensorial que constituye la entrada al sistema de control de
las articulaciones del robot. De este modo, los robots son capaces de detectar cambios en
su entorno de trabajo y adaptar su funcionamiento adecuadamente. Los sistemas robóticos
aumentan así su flexibilidad y su autonomía.
Esta asignatura se centra en la descripción de los sistemas de control visual y de control
de fuerza. El control de fuerza se fundamenta en la utilización de las lecturas procedentes de
un sensor de fuerza situado en el extremo del robot para que el robot consiga aplicar una
fuerza constante al interactuar con el entorno. El control de fuerza es muy útil en tareas que
requieran una interacción directa entre el robot y el producto: pulido, atornillado, ensamblado
de componentes, etc. Por otra parte, el control visual («visual servoing») utiliza información
visual procedente de cámaras para controlar el movimiento del robot. Se puede utilizar una
única cámara o varias que se instalarán en el extremo del robot («eye-in-hand») o en una
posición externa al robot dentro del entorno de trabajo. Los primeros sistemas que integraban
información visual trabajaban en bucle abierto: se capturaba mediante la cámara el objetivo
que se debía alcanzar y se calculaba su localización cartesiana para dar una orden de mo-
vimiento al robot a dicha posición. Esta técnica se denomina «ver y mover» estático y su
correcto funcionamiento depende directamente de la precisión de la cámara y de las articu-
laciones del robot. Además, esta técnica no es capaz de corregir la trayectoria si el objetivo
cambia de posición mientras el robot se está moviendo hacia él. Actualmente, se utiliza más
ampliamente la técnica de «ver y mover» dinámico ya que añade un bucle de realimentación
visual que actúa también mientras el robot se encuentra realizando la tarea. Esta continua
realimentación permite al sistema corregir posibles errores en el cálculo de la posición del
objetivo o seguirlo si se encuentra en movimiento. En particular, en esta asignatura se han
impartido los siguientes temas:
1. Introducción: definiciones, cinemática de un robot, cinemática diferencial y dinámica de
un robot.
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2. Control de robots: control basado en modelo dinámico y en modelo estático.
3. Control de fuerza: control por el par articular, métodos pasivos, control por métodos
activos (control por rigidez y control por impedancia mecánica), control híbrido posición-
fuerza, control de fuerza directo y control paralelo.
4. Control visual: arquitectura, control visual basado en posición, control visual basado en
imagen, procesamiento de imágenes en control visual.
5. Nuevas tendencias en control visual: nuevas características visuales, generación y se-
guimiento de trayectorias 3D, combinación con otros sensores, control visual rápido,
autocalibración, control visual sin modelos y control visual directo.
2.2. Objetivos
Los principales objetivos de esta asignatura son los siguientes:
Describir las principales arquitecturas de control sensorial existentes.
Dar a conocer en detalle los sistemas de control visual para su aplicación a la robótica.
Mostrar distintas técnicas de control de fuerza para su aplicación a tareas de interacción
del robot con el entorno.
Describir las principales técnicas de fusión sensorial.
Mostrar las últimas líneas de investigación existentes dentro del campo del control sen-
sorial.
2.3. Método de Evaluación
La evaluación de esta asignatura consistía en una exposición oral en clase en la que se pre-
sentaba el contenido de un artículo científico relacionado con las técnicas de control sensorial
explicadas a lo largo de la asignatura. Se realizó una presentación del artículo Comparison of
Visual Servoing Techniques: Experimental Results, escrito por Philippe Martinet y publicado
en las actas de la European Control Conference en 1999 (ECC’99). Este artículo presenta una
comparativa entre el control visual basado en imagen y el control visual basado en posición.
En el control visual basado en imagen, la entrada al controlador es una comparación entre
las características observadas actualmente por la cámara y las características deseadas que
se captarán cuando el robot esté en la posición objetivo. A partir de las variaciones de las
características en la imagen se calculan las velocidades articulares del robot mediante una
matriz de interacción. Ya que se expresa la ley de control en el espacio imagen, este método
es inmune a errores en la calibración de la cámara pero no describe trayectorias conocidas en
el espacio cartesiano. En el control visual basado en posición, la entrada al controlador es una
comparación entre la localización cartesiana de la posición objetivo y la localización actual del
robot calculada a partir de las características extraídas de la imagen. Ya que se expresa la ley
de control en el espacio cartesiano, este método describe trayectorias cartesianas rectilíneas
pero requiere de una cámara perfectamente calibrada.
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Capítulo 3
Sistemas de Tiempo Real
DATOS DE LA ASIGNATURA
NOMBRE Sistemas de Tiempo Real
TIPO Fundamental CRÉDITOS 3
PROFESORES Francisco Andrés Candelas Herías
CALIFICACIÓN Sobresaliente (10)
3.1. Descripción
Un sistema de tiempo real (STR) es aquel en el que el resultado obtenido no sólo depende
de la ejecución de un proceso si no también del tiempo de respuesta. Este tipo de sistemas
deben satisfacer no sólo requerimientos funcionales sino también requerimientos temporales.
Estos sistemas son ampliamente utilizados en entornos industriales ya que permiten asegurar
un cierto tiempo de respuesta máximo de las tareas. Por ejemplo, en sistemas de inspección
industrial se debería utilizar un sistema de tiempo real para asegurar que la línea de producción
no sufra ningún retraso y mantenga la cadencia de análisis de los productos.
Los sistemas de tiempo real suelen implementarse mediante sistemas multiprocesador o
multicomputador que permiten la ejecución de múltiples tareas simultáneamente. Estos sis-
temas requieren de una organización de la ejecución de la tareas para optimizar la capacidad
de multiprocesamiento y cumplir con los tiempos de respuesta establecidos. La organización
de las tareas se puede dividir en dos partes: asignación espacial y planificación temporal. La
asignación espacial consiste en determinar el procesador más adecuado para ejecutar las ta-
reas teniendo en cuenta una serie de criterios de optimización: minimización del tiempo de
respuesta, minimización de la comunicación entre procesadores para reducir los costes aso-
ciados, carga balanceada (reparto equitativo de las tareas entre los procesadores), etc. La
planificación temporal consiste en determinar el orden temporal de ejecución de las tareas,
teniendo en cuenta relaciones de precedencia y de prioridad entre ellas. En esta asignatura se
han presentado los principales algoritmos utilizados para realizar la planificación temporal de
tareas en sistemas de tiempo real.
Otro aspecto importante a la hora de ejecutar programas en sistemas de tiempo real es
el particionado software. Éste consiste en la identificación de tareas dentro de un programa.
Para identificar tareas se requiere dividir el programa original un un conjunto de módulos
elementales que posteriormente serán agrupados de manera optimizada en tareas. La agrupa-
ción en tareas buscará minimizar el tiempo de respuesta del sistema y disminuir los costes de
comunicación entre tareas. En esta asignatura se han descrito los algoritmos más comúnmente
utilizados para realizar el particionado en tareas de programas complejos. En particular, en
esta asignatura se han impartido los siguientes temas:
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1. Introducción a los STR: clasificación, control por computador, estructura de un STR,
diseño de un STR, caracterización de tareas e implementación de un STR.
2. Asignación y planificación de tareas: definiciones, asignación espacial, planificación tem-
poral, algoritmos de planificación temporal y ejemplo práctico de un planificador está-
tico.
3. Técnicas de particionado software: introducción, descripción del particionado software,
algoritmos de particionado, división de módulos software y ejemplos.
3.2. Objetivos
Los principales objetivos de esta asignatura son los siguientes:
Presentar la necesidad de sistemas de tiempo real en aplicaciones de automática y ro-
bótica.
Conocer las técnicas básicas de asignación, planificación y particionado.
Distinguir los principales tipos de planifacación y algoritmos de planificación, y sus
ámbitos de aplicación.
Conocer el concepto de particionamiento software.
3.3. Método de Evaluación
Para evaluar esta asignatura se ha desarrollado un ejercicio práctico en el que se han puesto
en práctica los conceptos teóricos explicados en clase. En primer lugar se debía introducir un
grafo de precedencia de tareas en el programa grafos. A continuación, se debía importar dicho
grafo en el programa algoritmos para probar diversos algoritmos de planificación temporal en
diversas configuraciones hardware. Finalmente, se presentó una memoria con los resultados
obtenidos y un análisis en el que se comparaban detalladamente.
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Capítulo 4
Metodologías en Investigación
Científica y Tecnológica
DATOS DE LA ASIGNATURA
NOMBRE Metodologías en InvestigaciónCientífica y Tecnológica
TIPO Metodológica CRÉDITOS 3
PROFESORES Fernando Torres Medina
CALIFICACIÓN Sobresaliente (10)
4.1. Descripción
La investigación científica es un proceso que procura la búsqueda de nuevos conocimientos
con el fin de solucionar problemas de carácter científico. Este proceso se fundamenta en el
método científico con el fin de ser objetivo, sistemático y metódico para poder así obtener in-
formación relevante y fidedigna. El método científico establece una serie de pasos sistemáticos
e instrumentos lógicos para conducir al investigador al conocimiento científico: observación,
inducción, hipótesis, experimentación, demostración de hipótesis y conclusiones. Todo inves-
tigador debe conocer estos pasos para organizar sus tareas de investigación de una manera
coherente y sistemática. Esta asignatura presenta el método científico y describe la forma
de estructurar los documentos que se generan para divulgar las investigaciones científicas:
artículos, monografías, informes, memorias y tesis doctorales.
El investigador también debe conocer todos los recursos de los que dispone su centro de
investigación para poder desarrollar mejor su tarea. Por ello, en esta asignatura también se
presentaron a los alumnos las principales herramientas electrónicas disponibles en la Uni-
versidad de Alicante para la investigación. En concreto, se explicaron las bases de datos de
artículos científicos más extendidas: Inspec, ISI Web of Knowledge, Scopus y Scholar Google.
Estas bases de datos no sólo permiten la búsqueda de artículos a través de Internet sino tam-
bién estudiar el factor de impacto de las revistas en las que han sido publicados y el número de
referencias que tienen. También se explicó la web TESEO de búsqueda de tesis doctorales en
España y las revistas electrónicas disponibles desde la web de la biblioteca de la Universidad
de Alicante. En particular, en esta asignatura se han impartido los siguientes temas:
1. Introducción a la investigación científica: medios de difusión para investigaciones y prin-
cipales criterios para evaluar la importancia de publicaciones.
2. Publicaciones científicas: estructura general de un artículo científico (paper), estructura
general de una monografía y estructura general de una tesis doctoral.
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3. Gestión bibliográfica: presentación y organización de referencias.
4. Bases de Datos: presentación de las principales bases de datos de artículos científicos.
5. Otros recursos electrónicos de interés: revistas electrónicas, sumarios electrónicos, libros
electrónicos y páginas web con información sobre congresos.
4.2. Objetivos
Los principales objetivos de esta asignatura son los siguientes:
Dar a conocer los sistemas de información y búsqueda bibliográfica más extendidos.
Dar a conocer las formas de escribir y presentar textos de tipo científico.
Dar a conocer las metodologías de investigación científica.
Dar a conocer las metodologías de investigación tecnológica.
4.3. Método de Evaluación
Para evaluar esta asignatura se buscaba que el alumno pusiera en práctica las técnicas
explicadas en clase y que utilizara los recursos electrónicos presentados. Para ello, se propuso
la realización de un «estado del arte» sobre un tema de interés del alumno. Este «estado
del arte» se debía presentar siguiendo la estructura y el formato de los artículos científicos
explicados en clase. Además, para realizarlo se debía utilizar las bases de datos descritas.
También había que realizar una presentación oral en la que se expusieran: las palabras claves
y temas utilizados en las búsquedas de artículos, la forma de restringir y filtrar los resultados
de cada búsqueda y las dificultades encontradas al utilizar las herramientas de búsqueda.
Se realizó un «estado del arte» del problema de Localización y Mapeado Simultáneos (Si-
multaneous Localisation and Mapping, SLAM), que presentaba una visión general del mismo,
describía la arquitectura típica de un sistema de SLAM y desarrollaba una evolución cronoló-
gica de las principales técnicas y algoritmos utilizados para resolverlo. Este informe abordaba
el problema de SLAM desde una perspectiva más amplia que el informe desarrollado para la
asignatura Procesamiento de Imágenes (véase §1.3, pág. 4), que se centraba exclusivamente
en las técnicas de SLAM basadas en Visión Artificial. En la exposición oral se presentaron
los criterios de búsqueda utilizados y se describió el uso del sitio web CiteSeer.IST de gran
utilidad para buscar artículos en formato electrónico.
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Capítulo 5
Protocolos para Transmisión On-line
de Información y Calidad de Servicio
DATOS DE LA ASIGNATURA
NOMBRE Protocolos para Transmisión On-linede Información y Calidad de Servicio
TIPO Fundamental CRÉDITOS 3
PROFESORES Francisco Andrés Candelas Herías
CALIFICACIÓN Sobresaliente (10)
5.1. Descripción
Los protocolos clásicos y más usados para la transmisión de información no aseguran que
la información llegue a su destino en un determinado tiempo máximo o con una determinada
cadencia. Por ello, no son adecuados para tareas que presenten requerimientos de funcio-
namiento en tiempo real como, por ejemplo, sistemas multimedia o sistemas de control y
monitorización remotos de sistemas industriales.
Para solucionar la necesidad de transmisión de datos síncronos, se plantean dos posibilida-
des: creación de nuevos protocolos de comunicación y gestión de la calidad del servicio de las
redes. Entre los principales protocolos utilizados para la transmisión on-line de información se
pueden destacar el RTP (Real-time Transport Protocol) y el H.323, que han sido descritos en
detalle en esta asignatura. Otro aspecto clave a la hora de asegurar una transmisión en tiempo
real de la información es la gestión de la calidad del servicio de la red de datos (Quality of
Service, QoS). La QoS representa la capacidad de una red para priorizar unos tipos de datos
frente a otros para así asegurar el cumplimiento de los plazos de entrega. Estos mecanismos
de priorización se aplicarán no sólo a nivel de protocolo sino también a nivel de equipos de
red (routers).
En particular, en esta asignatura se han impartido los siguientes temas para presentar los
principales problemas de la transmisión on-line de información y sus soluciones más comunes:
1. Conceptos básicos: datos síncronos y asíncronos, proceso de muestreo, retardos en la
transmisión y ejemplos de aplicaciones sensibles al retardo.
2. Protocolos típicos TCP/IP para la transmisión de información asíncrona.
3. Protocolos para la transmisión on-line de información: RTP, RTCP y H.323.
4. Gestión de la calidad del servicio (QoS).
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5.2. Objetivos
Los principales objetivos de esta asignatura son los siguientes:
Presentar la necesidad de transmisión de datos de forma on-line de ciertas aplicaciones
de automatización.
Conocer las características de la transmisión de información sensible al retardo en con-
traste con la transmisión clásica de datos asíncronos.
Analizar el retardo de las comunicaciones y su influencia.
Presentar y proponer soluciones para una transmisión on-line de información.
5.3. Método de Evaluación
Para evaluar esta asignatura se debía realizar un trabajo en el que se resumieran las
técnicas presentadas en un artículo científico relacionado con la transmisión de información
en tiempo real. El trabajo se realizó sobre el artículoMetrics for QoS in Real-Time Interaction
over the Internet, escrito por Christophe Salzmann y Denis Gillet y publicado en las actas
de la International Conference on Computing, Communications and Control Technologies en
2004 (CCCT’04).
Este artículo presenta la arquitectura RTI2 (Real-time Interaction over the Internet) uti-
lizada para la teleoperación a través de Internet. Mediante la teleoperación un usuario (opera-
dor) puede controlar un sistema remoto (esclavo), comunicándose con él a través de Internet.
Esta arquitectura desarrolla una implementación propia del nivel de aplicación del modelo
OSI ya que no se pueden utilizar las soluciones aplicadas en la transmisión de vídeo debido
a que presentan un retardo demasiado elevado para esta aplicación. Cualquier retardo puede
volver el control del esclavo inestable ya que existiría un desfase temporal entre lo que percibe
el operador (a través de la realimentación) y lo que está ocurriendo realmente en ese instante
en el entorno de trabajo remoto. Por lo tanto, el principal objetivo de esta arquitectura es
mostrar la realimentación al operador en tiempo real. En este artículo se describen los distin-
tos componentes en los que se basa esta arquitectura y se definen un conjunto de parámetros
de control de servicio para el estudio de su correcto funcionamiento.
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Capítulo 6
Visión por Computador: Color
DATOS DE LA ASIGNATURA
NOMBRE Visión por Computador: Color
TIPO Fundamental CRÉDITOS 3
PROFESORES Francisco Gabriel Ortiz Zamora
CALIFICACIÓN Sobresaliente (9)
6.1. Descripción
Los primeros sistemas de Visión Artificial trabajaban con imágenes binarias y con imágenes
en escala de grises. No obstante, los avances técnicos en los dispositivos de visión y los avances
científicos en la teoría del color han permitido aplicar también el color en el procesamiento de
imágenes. Sin embargo, el uso del color no es una mera adaptación de las técnicas existentes
para las imágenes en escala de gris sino que conlleva una redefinición completa de muchas de
ellas y la creación de otras nuevas.
La definición de modelos de color es el primer paso a la hora de utilizar el color. Estos
modelos proporcionan un método para especificar, ordenar y manipular los colores mediante la
definición de un sistema de coordenadas tridimensional donde se representan todos los colores
posibles. El uso de coordenadas para representar los colores permite expresar los algoritmos
de visión en color de manera vectorial. En esta asignatura se han presentado los principales
modelos de color utilizados actualmente: RGB, CMYK, HSI, HSV, HLS y CIELAB. Según
la aplicación en la que se utilicen, será recomendable utilizar uno u otro. Por ejemplo, para
aplicaciones de impresión se utilizará el modelo CMYK mientras que para aplicaciones de
inspección industrial se usará el modelo CIELAB.
El temario de esta asignatura ha sido el siguiente:
1. Introducción: necesidad del color y teoría del color.
2. Espacios de color dependientes del dispositivo: RGB, CMYK, YIQ y YUV.
3. Espacios de color perceptuales: Conceptos de matiz, luminancia y saturación, HSI, HLS
y HSV.
4. Espacios de color de aplicación industrial: CIELAB y CIELUV.
5. Procesamiento vectorial de imágenes digitales.
6. Aplicaciones del procesamiento de color.
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6.2. Objetivos
Los principales objetivos de esta asignatura son los siguientes:
Dar a conocer los espacios de color existentes en la actualidad.
Dar a conocer las aplicaciones y métodos de procesamiento de imágenes digitales en
color.
Dar a conocer los fundamentos del procesamiento vectorial.
6.3. Método de Evaluación
Para evaluar esta asignatura se debía realizar una presentación oral en la que se describie-
ran las técnicas presentadas en un artículo científico relacionado con la Visión por Compu-
tador en color. El trabajo se realizó sobre el artículoMathematical Morphology in Color Spaces
Applied to the Analysis of Cartographic Images, escrito por Jesús Angulo y Jean Serra y pu-
blicado en las actas del International Workshop on Semantic Processing of Spatial Data en
2003 (GEOPRO’03).
Este artículo presenta las principales operaciones de la Morfología Matemática en color
y su aplicación en la extracción de información geográfica de mapas en un SIG (Sistema de
Información Geográfica). La Morfología Matemática es una rama del procesamiento y análisis
de imágenes no lineal basada en la teoría de conjuntos y en el álgebra. Se fundamenta en los
operadores básicos de erosión y dilatación a partir de los que se definen el resto de operaciones.
Estas operaciones se utilizan en un amplio rango de aplicaciones: segmentación, restauración,
detección de bordes, análisis de texturas, esqueletización ... En particular, en este artículo se
han utilizado las operaciones de Morfología Matemática para segmentar las distintas regiones
que componen los mapas de un SIG.
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Capítulo 7
Visión por Computador 3D
DATOS DE LA ASIGNATURA
NOMBRE Visión por Computador 3D
TIPO Fundamental CRÉDITOS 3
PROFESORES Óscar Reinoso García
CALIFICACIÓN Sobresaliente (10)
7.1. Descripción
Al captar una escena en una imagen mediante una cámara se pasa de un espacio tridi-
mensional a uno bidimensional. Esta transformación conlleva la pérdida de la información de
profundidad de la escena. Las técnicas de Visión Tridimensional pretenden recuperar esta
información mediante la resolución del problema de la correspondencia. El problema de la
correspondencia consiste en, dada una característica en una imagen (punto, borde ...) resul-
tado de la proyección de una primitiva 3D, obtener cuál es la característica proyectada por la
misma primitiva en otra imagen tomada desde un punto de vista diferente. Generalmente, la
segunda imagen se obtiene mediante el uso de otra cámara (par esteroscópico) o mediante el
desplazamiento de la misma cámara a otro lugar en la escena. Conociendo dos proyecciones
de una misma característica tridimensional, se puede calcular la localización 3D real de dicha
característica mediante un proceso de triangulación. Para resolver esta triangulación se deberá
disponer de cámaras calibradas cuyos parámetros intrínsecos y extrínsecos sean conocidos.
En esta asignatura se plantea la problemática de la Visión Tridimensional y se presentan
las principales técnicas utilizadas para resolverla. En concreto, el temario de la asignatura ha
sido el siguiente:
1. Introducción: visión 3D, técnicas de visión 3D, principio de triangulación, visión tridi-
mensional humana, sistemas 3D activos y aplicaciones.
2. Modelo geométrico proyectivo del sistema de formación de imagen de una cámara: mo-
delo pin-hole, coordenadas proyectivas homogéneas, sistemas de referencia, parámetros
intrínsecos y extrínsecos.
3. Geometría proyectiva I: espacios proyectivos, primitivas proyectivas, transformaciones
proyectivas y homografías entre planos.
4. Visión estereoscópica I: modelo pin-hole de un par estereoscópico, matriz fundamental,
matriz esencial, calibración proyectiva y triangulación.
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5. Visión estereoscópica II: problema de correspondencia, algoritmos de correspondencia,
estimación robusta (RANSAC) y visión trinocular.
6. Geometría proyectiva II: espacio proyectivo 3D y autocalibración.
7. Reconstrucción proyectiva.
8. Reconocimiento 3D en espacios proyectivos.
7.2. Objetivos
Los principales objetivos de esta asignatura son los siguientes:
Describir las estrategias de adquisición de imágenes con información tridimensional.
Mostrar las técnicas clásicas de procesamiento tridimensional.
Conocer las principales estrategias existentes para el modelado y reconocimiento de
objetos en escenas tridimensionales.
Conocer las diferentes técnicas que existen para resolver el problema de la correspon-
dencia de imágenes captadas mediante un par estereoscópico.
7.3. Método de Evaluación
Para evaluar esta asignatura el alumno podía optar por dos posibilidades: realizar un
trabajo práctico de programación o realizar un trabajo teórico sobre algún tema relacionado
con la visión tridimensional. Se eligió esta segunda opción y se realizó un «estado del arte»
de las técnicas de Visión Artificial utilizadas para resolver el problema de la Localización
y Mapeado Simultáneos. En este trabajo no sólo se explicaron los sistemas monoculares de
SLAM sino también los sistemas estéreo y multicámara. Debido a la amplitud de este trabajo,
se realizó de forma conjunta para la asignatura Procesamiento de Imágenes (véase §1.3, pág. 4).
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Periodo de Investigación (2006-2007)
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Capítulo 8
Trabajo de Investigación
DATOS DE LA ASIGNATURA
NOMBRE Trabajo de Investigación
TIPO Investigación CRÉDITOS 12
PROFESORES Francisco Andrés Candelas HeríasFernando Torres Medina
CALIFICACIÓN Sobresaliente (10)
8.1. Marco de Investigación
La inteligencia ambiental es una nueva área de investigación que se fundamenta en la
creación de entornos inteligentes que se adapten a las necesidades de sus usuarios. Los servicios
que ofrecen estos sistemas son sensibles al contexto gracias a la recopilación de información del
entorno a través de sensores y dispositivos inteligentes. Estos entornos pueden así registrar la
presencia del usuario, seguir sus movimientos y cambiar ciertas tareas automáticamente según
el comportamiento humano. También disponen de interfaces amigables para comunicarse con
el usuario de una manera natural y sencilla. De este modo, el usuario no debe preocuparse
de la complejidad tecnológica subyacente del entorno porque para él sólo son visibles las
funcionalidades del mismo.
La gran mayoría de investigaciones realizadas actualmente en este campo se han centrado
en el entorno del hogar. Estas investigaciones son multidisciplinares y se basan en la combi-
nación de sistemas que tradicionalmente se han estudiado por separado: domótica, interfaces
inteligentes, redes inalámbricas, protocolos middleware, agentes inteligentes, sensores, actua-
dores, sistemas empotrados, dispositivos vestibles... Esta combinación de tecnologías permite
aplicar la noción de la inteligencia ambiental en el hogar para ofrecer al usuario: servicios
domóticos (iluminación, calefacción, vigilancia, alarmas...), servicios multimedia (TV, músi-
ca...) y servicios informáticos (acceso a Internet, compartición de impresoras, sincronización
de dispositivos...). Los sistemas de inteligencia ambiental en el hogar están constituidos por
dispositivos inteligentes insertados en objetos cotidianos del entorno que se comunican entre
sí para ofrecer al usuario este conjunto de servicios.
Pese a que la visión de futuro presentada por la inteligencia ambiental es muy amplia y se
puede aplicar en ámbitos muy diversos, la mayoría de sistemas que se han desarrollado hasta
ahora han restringido su área de aplicación a entornos domésticos. No obstante, las ventajas
de la inteligencia ambiental son muy interesantes para los entornos industriales. La creación
de entornos industriales inteligentes conlleva el desarrollo de sistemas industriales sensibles al
contexto capaces de adaptar su funcionamiento a cambios inesperados y a la interacción con
los operadores humanos.
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8.2. Planteamiento del Problema
El principal objetivo de la investigación que se presenta en la actual memoria es aplicar la
noción de la inteligencia ambiental a un entorno industrial. Sin embargo, esta adaptación no se
puede conseguir con una mera traslación de los sistemas de los entornos domésticos a entornos
industriales ya que los sistemas industriales presentan unas condiciones de funcionamiento más
exigentes y restrictivas.
Por una parte, los tiempos de respuesta en los sistemas industriales son críticos: retrasos
en el funcionamiento del sistema industrial pueden conllevar errores en la cadena de produc-
ción e incluso provocar accidentes. Por otra parte, los sistemas industriales deben buscar la
optimización de la producción, manteniendo la máxima seguridad para el operador humano.
Por ello, es necesaria una monitorización constante tanto de los componentes del sistema
industrial como de la actividad del humano.
El presente trabajo centra su investigación en la monitorización de la actividad del hu-
mano en un entorno industrial con manipuladores robóticos. En un entorno industrial donde
colaboren humanos y robots es necesario una localización precisa y en tiempo real del humano.
La localización del humano aumenta la seguridad del sistema industrial ya que éste conoce la
posición del humano en todo momento y puede modificar las trayectorias de los robots para
evitar accidentes. La interacción humano-robot también mejora ya que el sistema es capaz
de adaptar el funcionamiento de los robots dependiendo de la posición del operador humano.
En entornos donde interactúen directamente humanos y robots es necesaria una localización
precisa de todo el cuerpo del operador humano y no es suficiente con conocer sólo su posición
global en el entorno. Por ello, esta investigación se centra en el estudio de aquellos sistemas
de localización que permiten capturar el movimiento completo del cuerpo humano para que
el operador pueda así acercarse al robot sin ningún peligro.
En los siguientes capítulos se describirá cómo adaptar la inteligencia ambiental a los entor-
nos industriales, centrándose en la localización precisa del operador humano para posibilitar
una interacción directa, sencilla y segura con los manipuladores robóticos.
8.3. Objetivos
Los principales objetivos desarrollados a lo largo de la investigación presentada en esta
memoria son los siguientes:
Adaptación de la inteligencia ambiental a sistemas industriales con el fin de crear en-
tornos industriales inteligentes.
Estudio y comparativa de sistemas de localización para mejorar la interacción hombre-
robot en entornos industriales.
Evaluación de un sistema de captura de movimiento para su aplicación en entornos
industriales inteligentes.
Evaluación de un sistema de localización en interiores basado en tecnología UWB (Ultra-
Wide Band) para su aplicación en entornos industriales inteligentes.
Fusión sensorial de las medidas de localización obtenidas de los dos sistemas anteriores.
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Capítulo 9
La Inteligencia Ambiental
9.1. Introducción
La inteligencia ambiental (ambient intelligence, AmI) es un concepto planteado por el
grupo ISTAG (Information Society Technologies Advisory Grupo, Grupo Asesor sobre las
Tecnologías de la Sociedad de la Información) en un informe [Ducatel y otros, 2001] presentado
a la DG INFSO (Information Society Directorate-General, Dirección General de Sociedad
de la Información) de la Comisión Europea. En dicho informe se define la AmI como una
nueva área de investigación consistente en la creación de espacios habitables (denominados
«entornos inteligentes») donde los usuarios interactúen de manera natural e intuitiva con
servicios computacionales que les faciliten la realización de sus tareas diarias, ya sean de ocio
o de trabajo.
La inteligencia ambiental establece una perspectiva del futuro de la Sociedad de la In-
formación en el año 2010. En esta visión de futuro las personas se encuentran rodeadas de
interfaces inteligentes empotradas en objetos cotidianos, generando un entorno capaz de reco-
nocer y responder a la presencia de humanos. De este modo, la persona pasa a ser el centro en
el desarrollo tecnológico. Las personas ya no se tienen que adaptar a las nuevas tecnologías,
son estas tecnologías las que se adaptan a las personas.
La AmI ha cobrado una gran relevancia en estos últimos años gracias a su adopción por la
Unión Europea como objetivo prioritario de investigación dentro del 6o Programa Marco (6th
Framework Programme, FP6) [Ducatel y otros, 2003]. Este programa establece las pautas
a seguir en el campo de la investigación europea durante el período 2003-2006 y sigue las
directrices indicadas por el ISTAG en cuanto al desarrollo de la AmI se refiere. Así, las últimas
investigaciones que comenzaron en 2006 deberán dar sus frutos alrededor del año 2010 para
que la AmI forme parte de nuestra vida cotidiana. Además, el nuevo 7o Programa Marco sigue
este camino y describe la inteligencia ambiental como un objetivo prioritario de investigación
para la Unión Europea en el periodo 2007-2013 [FP7 Programme Commitee, 2006; ISTAG,
2006].
Las tecnologías capaces de desarrollar la visión de la AmI deben cumplir los siguientes
requerimientos:
Dispositivos invisibles: Los dispositivos deben integrarse en el entorno del usuario de
manera natural y discreta. Para ello es necesario el desarrollo de nuevas técnicas de
miniaturización y la utilización de nuevos materiales que permitan crear hardware cada
vez más pequeño.
Infraestructura de comunicaciones fija y móvil: Los dispositivos heterogéneos de un
entorno inteligente necesitan una infraestructura de comunicaciones que permita una
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integración total. Así, se podrán interconectar cualquier tipo de dispositivos: sensores,
acturadores, ordenadores, pantallas táctiles...
Redes dinámicas de dispositivos distribuidos: La red que permita la comunicación entre
los dispositivos debe ser dinámica para que se pueda reconfigurar automáticamente
en cualquier momento al añadir o eliminar dispositivos. Es necesario el desarrollo de
protocolos middleware que sirvan de intermediarios entre los dispositivos.
Interfaz natural e intuitiva: Tal como se ha indicado anteriormente, la tecnología debe
adaptarse a las personas, y no al contrario. Por ello, se deben desarrollar interfaces
lo más intuitivas posible que permitan una comunicación natural entre el usuario y el
sistema.
Fiabilidad y seguridad: El entorno inteligente obtiene información personal del usuario
al comunicarse con él. Por ello, es importante que esta información sea segura y no
pueda ser accedida por terceros. El sistema debe velar también por la integridad del
usuario en todo momento.
Todos estos requerimientos no sólo establecen las principales características que deben
cumplir las tecnologías presentes en la AmI sino que también marcan las principales líneas
de investigación que se deben llevar a cabo para desarrollar los entornos inteligentes. Existen
tres tecnologías que se adecuan a estos requerimientos y que sirven de pilar para el desarrollo
de la AmI [Alcañiz y Rey, 2005]: la computación ubicua, la comunicación ubicua y las inter-
faces inteligentes. A continuación vamos a describir con mayor detalle cada uno de estos tres
componentes tecnológicos de la AmI.
9.2. La Computación Ubicua
El término «computación ubicua» (ubiquitous computing, UbiComp o pervasive computing)
fue acuñado por Weiser [1991]. Según Weiser y Brown [1997], la computación ubicua es la
tercera etapa dentro la evolución de la informática (véase Fig. 9.1). En la primera etapa,
existían grandes ordenadores (mainframes) que eran compartidos por una gran cantidad de
personas (un ordenador para muchas personas). En la segunda etapa, que se prolonga hasta
la actualidad, aparecen los ordenadores personales (un ordenador para una persona). En la
tercera etapa, que deberá completarse en un futuro cercano, cada persona interactuará con
una gran cantidad de ordenadores (muchos ordenadores para una persona).
La computación ubicua pretende integrar en el entorno sistemas computacionales que sean
invisibles para el usuario [Weiser, 1999]. De este modo, los ordenadores dejan de concebirse
como dispositivos individuales colocados sobre un escritorio a los que el usuario debe prestar
una gran atención para hacerlos funcionar. Gracias a la UbiComp, los sistemas computaciona-
les se «diluyen» en el entorno, quedando a la vista del usuario solamente sus funcionalidades.
Después de más de una década de avance tecnológico, muchos de los elementos críticos de la
computación ubicua que eran una utopía en 1991, son ahora productos comerciales viables:
PDAs, LANs inalámbricas, nuevos sensores... Estos avances han permitido que muchos centros
de investigación lleven a cabo proyectos con el objetivo de hacer realidad la visión de Weiser.
Muchos de los problemas que aparecen en la UbiComp corresponden a problemas ya
identificados y estudiados anteriormente en los sistemas distribuidos y en la computación móvil
[Satyanarayanan, 2001]. La computación distribuida se fundamenta en la resolución de un
problema complejo mediante su división en partes más pequeñas que se resuelven por separado
22
9.2. La Computación Ubicua
0
2
4
6
8
10
12
14
16
18
19
40
19
45
19
50
19
55
19
60
19
65
19
70
19
75
19
80
19
85
19
90
19
95
20
00
20
05
V
en
ta
s 
/ 
A
ño
Mainframes
PCs
Computación Ubicua
Figura 9.1: Evolución hacia la computación ubicua. Fuente: [Weiser, 1996]
en varios ordenadores interconectados a través de una red de datos. Todo sistema distribuido
debe ser tolerante a fallos para seguir funcionando pese a que falle alguno de los ordenadores
que lo componen. También debe permitir un acceso concurrente a los recursos disponibles en la
red y garantizar la sincronización de la información suministrada por los distintos ordenadores
para poder construir correctamente la solución completa. La computación móvil amplía las
características de la computación distribuida para que el usuario no tenga que estar conectado
físicamente al sistema. Para ello, se utilizan dispositivos portátiles que consumen poca energía
y que transmiten la información inalámbricamente.
En algunos casos, las soluciones procedentes de los sistemas distribuidos y móviles se
aplican directamente en la UbiComp. En otros casos, los requerimientos de los entornos in-
teligentes son bastante diferentes y obligan a desarrollar nuevas soluciones. Por lo tanto, la
UbiComp consiste en una evolución de los conceptos y técnicas presentados en la compu-
tación distribuida y en la computación móvil (véase Fig. 9.2) mediante la instalación de redes
de sensores que permiten crear un entorno inteligente sensible al contexto. Los dispositivos
que componen el sistema ubicuo no sólo implementan sus funcionalidades de una manera
distribuida sino que también se integran en el entorno para resultar invisibles al usuario.
Comunicación Remota
Tolerancia a Fallos
Acceso Concurrente a Recursos
Sincronización de Información
Seguridad Distribuida
Computación
Distribuida
Redes Móviles (WiFi, UMTS...) 
Acceso Móvil a Información
Dispositivos Portátiles
Ahorro Energético
Servicios según Localización
Computación
Móvil
Computación
Ubicua
Entornos
Inteligentes
Dispositivos
Invisibles
Redes de 
Sensores
Sensibilidad 
al Contexto
Figura 9.2: Correspondencias entre computación distribuida, móvil y ubicua
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9.3. La Comunicación Ubicua
Todos los dispositivos que forman parte de un entorno inteligente propio de la computación
ubicua deberán interactuar entre sí y con el usuario. Para ello es necesario el desarrollo
de una comunicación ubicua que permita al usuario acceder a los servicios computacionales
ofrecidos desde cualquier lugar. Esta comunicación se fundamentará principalmente en la
implementación de redes inalámbricas.
A la hora de seleccionar una tecnología inalámbrica hay que tener en cuenta varios factores:
tamaño físico de los dispositivos, rango de operación, velocidad de transferencia de datos y
precio. Vamos a enumerar las principales tecnologías inalámbricas que pueden ser útiles en
los entornos inteligentes, teniendo en cuenta los factores anteriores:
Wireless Local Area Networks (WLANs): En Europa, estas redes están basadas en los
estándares IEEE 802.11b (11Mbit/s) y IEEE 802.11g (54Mbit/s). Se pueden instalar
en un edificio entero utilizando varios puntos de acceso. Éste es el tipo de red inalám-
brica más extendido actualmente en las oficinas y empresas ya que resulta más barato
que las LANs (Local Area Networks) cableadas tradicionales. Sin embargo, resulta una
tecnología muy cara para su implantación en dispositivos pequeños.
Tecnología Bluetooth: Esta tecnología se utiliza actualmente para comunicar teléfonos
móviles, PDAs y otros dispositivos móviles entre sí y con PCs. Se basa en el están-
dar IEEE 802.15 para desarrollar conexiones sin cables en una red de área personal
(Wireless Personal Network, WPAN). Aunque el coste del equipamiento Bluetooth es
significamente inferior al coste de la WLANs, la transferencia de datos se reduce tan-
to en distancia (hasta un máximo de 10 metros) como en velocidad (720Kbit/s). Con
la nueva versión 2.0 de Bluetooth se consigue triplicar la tasa de transferencia hasta
2.1Mbit/s, pero sigue siendo muy inferior a la que proporciona las WLANs.
Wireless Personal Area Networks (WPANs) de alta velocidad: Este tipo de redes están
basadas en el estándar IEEE 802.15 TG3 del año 2003. Utilizan dispositivos con mayor
consumo que los equipos Bluetooth normales para poder conseguir aumentar su tasa de
transferencia hasta los 55Mbit/s y su alcance hasta los 55m. Por lo tanto, esta tecnología
es una alternativa interesante a las WLANs al tener un coste inferior.
Wireless Personal Area Networks (WPANs) de bajo consumo: Este tipo de redes (basado
en el estándar IEEE 802.15 TG4) es particularmente útil para dispositivos de mano
(PDAs, agendas electrónicas, teléfonos móviles...) ya que su consumo de energía para la
transmisión de datos y sus costes son muy bajos. Su alcance es de 75m pero su tasa de
transferencia es de sólo 250Kbit/s. Su nombre comercial es Zigbee.
Radio Frequency Identification (RFID): La tecnología RFID se basa en la identificación
inalámbrica mediante las transmisiones de radio. Los sistemas RFID están formados
por una estación base fija de lectura/escritura y un transpondedor móvil activo (que
tiene su propia fuente de alimentación) o pasivo (la alimentación es suministrada por la
estación base). La estación base puede leer o escribir la información del transpondedor
(o etiqueta RFID) cuando pasa cerca de ella. Esta tecnología es muy barata pero la
información que se puede almacenar en las etiquetas RFID es muy reducida (inferior
a 2Kb en la mayoría de casos). Las etiquetas activas tienen mayor alcance y tasa de
transferencia.
En la mayoría de casos, será necesario utilizar una combinación de varios tipos de red
interconectados entre sí (véase Tabla 9.1), dependiendo de su alcance, velocidad y coste. Al
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combinar varias redes inalámbricas hay que tener en cuenta dos aspectos: el uso compartido
del espectro por muchos dispositivos puede provocar interferencias y se deben aplicar medidas
de seguridad que protejan la información de accesos no autorizados de terceros.
Tecnología Alcance Velocidad Ventajas Incovenientes 
WLAN - WiFi 2-200m 11Mbps (b)54Mbps (g) 
-Estándar consolidado.
-Amplio alcance. 
-Integración cara en 
dispositivos pequeños. 
WPAN - 
Bluetooth 10m 
720Kbps (v1)
2.1Mbps (v2)
-Estándar consolidado. 
-Bajo coste. 
-Velocidad baja. 
-Máximo de 8 
dispositivos en red. 
High Rate 
WPAN (IEEE 
802.15.3) 
55m 55Mbps -Amplio alcance. -Bajo coste. 
-Estándar no 
consolidado. 
-Mayor consumo. 
Low Rate 
WPAN (IEEE 
802.15.4) 
75m 250Kbps -Consumo mínimo. -Amplio alcance. 
-Tecnología novedosa. 
-Velocidad baja. 
RFID 0.30-3m 10-80Kbps -Consumo mínimo.-Bajo coste. 
-Alcance reducido. 
-Velocidad baja. 
 
Tabla 9.1: Tecnologías para la comunicación ubicua.
9.4. Las Interfaces Inteligentes
Las interfaces inteligentes permiten al usuario comunicarse con los dispositivos del entorno
inteligente de una manera sencilla y natural. El objetivo principal de estas interfaces es ocultar
al usuario la complejidad del sistema y sólo mostrarle sus funcionalidades. De este modo el
usuario puede obtener el servicio que necesita sin preocuparse del funcionamiento interno del
entorno inteligente.
Las interfaces que se utilicen en entornos inteligentes deben tener las siguientes propieda-
des:
Comunicación multimodal: Las interfaces deben ser capaces de comunicarse con el usua-
rio de varios modos: mensajes escritos, imágenes, habla, gestos... Esta comunicación
multimodal permite una interacción más natural y rica que la existente actualmente en
los PCs (basada en el uso de teclados, ratones y pantallas).
Sensibilidad al contexto: Las interfaces no sólo deben transmitir datos internos del siste-
ma sino que también deben «contemplar» su entorno. El sistema no es pasivo sino que
recopila información del usuario constantemente para poder ofrecerle los servicios que
puedan serle más idóneos.
La forma de presentar los servicios al usuario es muy importante. Por ello, el desarrollo
de interfaces inteligentes es un aspecto clave para el éxito de la visión planteada por la AmI.
Tal como indica Weiser [1991]: «Las tecnologías más arraigadas son aquellas que desaparecen.
Estas tecnologías se entrelazan con la vida cotidiana hasta ser indistinguibles de ella».
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9.5. Aplicaciones de la AmI
La Inteligencia Ambiental es un concepto muy amplio que se puede aplicar a campos muy
diversos. La mayoría de investigaciones actuales centran sus esfuerzos en cuatro grandes áreas
de aplicación de la AmI:
Hogar digital: El hogar digital es una vivienda que ofrece servicios a sus inquilinos gra-
cias a la interconexión de una red domótica (sensores, actuadores...), una red multime-
dia (TV, audio...) y una red de datos (WLAN, Internet...). La red domótica suministra
servicios de automatización (iluminación, suministro de agua, alarmas, climatización,
riego...). La red multimedia ofrece contenidos de información y ocio basados en imáge-
nes y sonidos (vídeo porteros, videoconsolas, TV...). La red de datos permite distribuir
la información (ficheros) entre los ordenadores, compartir recursos (impresoras, escáne-
res...) y acceder a Internet. HomeLab de Philips [Ruyter y otros, 2005] (véase Fig. 9.3)
y Oxygen del MIT [Rudolph, 2001] son dos ejemplos de proyectos de investigación cuyo
objetivo es conseguir crear un hogar digital.
(a) Entrada (b) Sala de estar (c) Cuarto de baño
Figura 9.3: Hogar Digital HomeLab de Philips. Fuente: [Philips, 2007].
Industria: La mayoría de investigaciones sobre AmI se centran en el ámbito del ho-
gar digital. Sin embargo, también se están desarrollando sistemas que permiten crear
entornos inteligentes en la industria. Estos sistemas se suelen aplicar en el proceso de
producción o en el proceso de distribución de los productos. En ambos casos, estos sis-
temas pretenden ayudar a los trabajadores en sus tareas diarias, facilitando su trabajo
al darles información precisa sobre él. Dos ejemplos de aplicaciones industriales de la
AmI son: SIRENA de Schneider Electric [Bohn y otros, 2006] y LCIA de Omron [Lake,
2007]. SIRENA implementa una arquitectura de servicios para controlar y monitorizar
remotamente una planta industrial de empaquetado de pastillas. La red de la arquitec-
tura es dinámica y permite que nuevos dispositivos puedan acceder a las funcionalidades
del sistema mediante un protocolo de descubrimiento de servicios. LCIA desarrolla una
cadena de montaje que verifica el trabajo de los operadores humanos y les avisa para
que rectifiquen si cometen algún fallo.
Lugares públicos: Además de ofrecer servicios en el hogar y en la industria, la AmI
también puede ser útil en lugares a los que accedan una gran cantidad de personas cada
día. Por ejemplo, el sistema PRISMATICA presentado en [Velastin y otros, 2005] ha sido
utilizado para realizar tareas de vigilancia en los metros de varias ciudades. Este sistema
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(a) (b)
Figura 9.4: Ejemplos de sistemas industriales inteligentes: (a) SIRENA, Fuente: [Ri-
caud, 2006]; (b) LCIA, Fuente: [Lake, 2007].
es capaz de detectar las siguientes situaciones: aglomeraciones de gente, personas que van
en una dirección no permitida, elementos estáticos abandonados (equipajes, paquetes,
basura...) y personas que están demasiado cerca de las vías. Otro ejemplo es el proyecto
PEACH [Stock y Zancanaro, 2002]; diseñado para guiar de manera individualizada a los
turistas en los museos. Su principal objetivo es mostrarle al turista sólo la información
que le interesa, comunicándose con él de la manera más natural y sencilla posible.
Computación vestible:En la computación vestible el ordenador es un dispositivo peque-
ño que lleva el usuario consigo (normalmente integrado en la ropa) y que siempre está
operativo y accesible. Ya que el dispositivo vestible siempre está operativo, se produce
una sinergia entre el usuario y el dispositivo, caracterizada por un aprendizaje y una
adaptación a largo plazo gracias a la interacción constante con el usuario. Los sistemas
vestibles son la manera de que el usuario siempre pueda acceder a los servicios ofrecidos
por la AmI, independientemente de su localización. Algunos ejemplos de aplicaciones de
sistemas vestibles son los siguientes: monitorización médica del usuario [Anliker y otros,
2004; Lukowicz y otros, 2004; Struzik y otros, 2007] (véase Fig. 9.5), mantenimiento
industrial mediante reconocimiento de gestos [Witt y otros, 2006], entrenamiento de
trabajadores industriales [Xiahou y otros, 2006], agendas electrónicas sensibles al con-
texto [Maurer y otros, 2006]...
Figura 9.5: Componentes del sistema de monitorización médica «Mobile Nurse»: unidad
central móvil (izq.) y sensor de muñeca (der.). El sensor de muñeca transmite los datos del
usuario a la unidad central para que sean procesados. Fuente:[Struzik y otros, 2007].
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9.6. Entornos Industriales Inteligentes
Tal como se ha indicado en la sección anterior, la principal área de aplicación de los
avances desarrollados en el campo de la Inteligencia Ambiental ha sido el hogar. En el ámbito
de la industria, el nivel de desarrollo e implantanción de las tecnologías basadas en la AmI ha
sido mucho menor. No obstante, los entornos industriales inteligentes reportan una serie de
ventajas muy interesantes respecto a los sistemas industriales tradicionales:
Aumento de la seguridad: El sistema industrial inteligente monitoriza en todo momento
el estado de sus componentes y la interacción con el operador humano. En el caso de
que se dé una situación de peligro, el sistema reaccionará adecuadamente para proteger
al humano.
Aumento de la productividad: El sistema de producción se optimiza mediante un uso
racional de los productos y mediante una interacción inteligente con los trabajadores.
Cadena de producción robusta: El sistema es capaz de reaccionar en tiempo real ante
cambios imprevistos en la cadena de producción. En estos casos, el sistema adecuará su
funcionamiento para maximizar la cadencia de producción.
Mantenimiento fácil: La monitorización de todos los componentes del sistema permite
detectar rápidamente cualquier avería en alguno de ellos para su reparación.
Simplificación y optimización de la interacción hombre-máquina: El uso de interfaces
inteligentes (basadas en muchos casos en sistemas de realidad aumentada y sistemas
vestibles) permite una interacción más sencilla y directa entre el humano y el sistema. De
este modo, el trabajador no necesitará tener conocimientos sobre tecnologías complejas
para usar el sistema.
Los entornos industriales inteligentes se fundamentan en la aplicación de la visión de la
inteligencia ambiental en la industria. No obstante, para crear estos entornos no se pueden
aplicar directamente las técnicas y tecnologías utilizadas en el ámbito doméstico ya que los
requerimientos de los sistemas industriales son más estrictos. En particular, los sistemas in-
dustriales deben ser tolerantes a fallos, deben mantener los tiempos de respuesta de la cadena
de producción y deben velar en todo momento por la seguridad de los operadores humanos.
La presente investigación pretende crear un entorno industrial inteligente, centrándose
especialmente en favorecer la interacción humano-robot. Esta interacción es beneficiosa ya
que permite aunar las ventajas tanto del humano como del robot. Por una parte, los robots
realizan tareas repetitivas que pueden ser agotadoras y/o peligrosas para un ser humano.
Por otra parte, el humano realiza tareas complejas que conllevan el uso de su inteligencia.
Sin embargo, los robots pueden ser peligrosos para un ser humano ya que cualquier tipo
de colisión puede provocar accidentes importantes. Por ello, todo sistema industrial en el
que exista interacción humano-robot debe monitorizar en todo momento tanto la posición
del robot como la posición del operador. La posición del robot se puede obtener fácilmente a
partir de las posiciones articulares devueltas por el controlador. Sin embargo, la determinación
de la posición del humano en el entorno industrial es una tarea más compleja de resolver ya
que la localización en interiores es un problema que todavía no ha sido resuelto de manera
óptima. En los siguientes capítulos se presentarán las técnicas desarrolladas en este trabajo
de investigación para localizar al operador humano con precisión en la celda de trabajo.
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Capítulo 10
La Captura de Movimiento en
Entornos Industriales
10.1. Introducción
La captura de movimiento (motion capture, MoCap) es una técnica para registrar digital-
mente los movimientos de un actor (generalmente, un humano). Los sistemas de captura de
movimiento consideran que el cuerpo humano está formado por segmentos rígidos (huesos)
interconectados a través de articulaciones que permiten movimientos relativos entre los hue-
sos. El actor cuyos movimientos se desean conocer lleva marcadores (o sensores) cerca de cada
articulación. El sistema MoCap se encarga de capturar las traslaciones y rotaciones existentes
entre dichos marcadores para así poder obtener la localización de todos los huesos mediante
un modelo cinemático del cuerpo humano.
Los sistemas MoCap se aplican actualmente en un amplio rango de aplicaciones en las
que es necesario el análisis del movimiento humano. Algunos ejemplos de aplicaciones de la
MoCap son:
Biomecánica: La biomecánica tiene como objetivo el estudio de la estructura mecánica
de los seres vivos (especialmente, del ser humano). Este estudio se suele aplicar en tres
ámbitos distintos: medicina, deportes y ergonomía. La biomecánica médica estudia los
movimientos del cuerpo humano con el fin de detectar y solucionar patologías. Fue uno
de los primeros campos en los que se usaron los sistemas de captura de movimiento
[Andriacchi y Alexander, 2000]. La biomecánica deportiva analiza la práctica deportiva
con el objetivo de mejorar su rendimiento mediante el desarrollo de técnicas de entrena-
miento más optimizadas. La biomecánica ergonómica se encarga del diseño de productos
que se adapten a las necesidades y capacidades del cuerpo humano.
Animación y gráficos por computador: Esta es la aplicación más extendida actualmente
de los sistemas MoCap. Estos sistemas registran los movimientos de un actor humano
para que luego los animadores los apliquen a un personaje digital de un videojuego o
en películas de animación. En la animación por computador tradicional (keyframing)
el animador debe crear manualmente los frames fundamentales de la animación para
que luego un software interpole los frames intermedios y genere la animación final. No
obstante, en muchos casos, los movimientos obtenidos a través de este proceso no son
naturales. Con la captura de movimiento, los movimientos obtenidos son más naturales
y verosímiles ya que el animador sólo tiene que limpiar y refinar los datos registrados
por el sistema MoCap [Izani y otros, 2003].
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Teleoperación de robots: Este es un campo de aplicación todavía en desarrollo y los
sistemas existentes sólo han sido utilizados en investigaciones. Estos sistemas pretenden
controlar remotamente un robot mediante la reproducción de los movimientos realizados
por un operador humano y capturados por un sistema MoCap. Miller y otros [2004] han
desarrollado un sistema de teleoperación que permite controlar un robot humanoide
mediante un sistema MoCap formado por sensores inerciales.
Interacción hombre-robot: Al igual que en el caso anterior, esta aplicación todavía está en
fase experimental. Se utilizan sistemas MoCap para registrar los movimientos y gestos
de un ser humano para poder analizarlos y adaptar el comportamiento del robot a ellos.
De este modo, la interacción humano-robot se vuelve más natural y segura. Se han
desarrollado tanto aplicaciones industriales [Esteves y otros, 2005] como de servicios
[Mitsunaga y otros, 2005].
El presente trabajo de investigación utiliza la captura de movimiento para la última apli-
cación: la interacción hombre-robot. Tal como se comentó en la sección §9.6, esta interacción
es uno de los pilares fundamentales para la construcción de entornos industriales inteligentes
debido a los beneficios que reporta. Sin embargo, el principal inconveniente es que esta coope-
ración hombre-robot puede ser peligrosa para la seguridad del operador humano debido a que
los robots industriales son muy pesados y cualquier colisión puede provocar accidentes impor-
tantes. Por ello, el sistema debe monitorizar en todo momento la localización del humano de
una manera precisa.
La mayoría de sistemas de localización que se utilizan actualmente en interiores representan
a la persona sólo como un punto tridimensional. Sin embargo, en una celda de trabajo donde
un humano colabora con robots se deben localizar todas las partes del cuerpo. Por ello, no
es suficiente la utilización de un sistema de localización en interiores y resulta necesario un
sistema de captura de movimiento. Un sistema MoCap localiza en tiempo real la posición de
todos los miembros del humano, permitiendo al sistema industrial no sólo prevenir accidentes
sino también adaptar de una manera mas precisa el comportamiento del robot a las necesidades
del humano. A continuación, vamos a realizar un estudio de los distintos tipos de sistemas
de captura de movimiento para seleccionar aquel cuyas características se adapten mejor a las
necesidades de los sistemas industriales.
10.2. Tecnologías de Captura de Movimiento
El sistema de localización óptimo para un entorno industrial deberá cumplir los siguientes
requerimientos:
Dispositivos pequeños: Como los marcadores generalmente se sujetan al cuerpo del ac-
tor, deben ser lo más pequeño posible para que no molesten al actor mientras realiza
su trabajo diario. En ningún caso, deben ser sensores voluminosos que restrinjan sus
movimientos.
Infraestructura reducida: La infraestructura está constituida por los dispositivos hard-
ware que se deben instalar en el entorno para que el sistema funcione. Se deberán buscar
aquellos sistemas que requieran una infraestructura mínima ya que su instalación será
más sencilla y rápida. Además, en muchos casos, no será posible modificar el entorno
para instalar infraestructuras complejas.
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Medidas completas y precisas: Las medidas devueltas por el sistema MoCap deben ser
completas, es decir, incluir tanto información de posición como de rotación (6 DOF) de
los huesos del actor para poder identificar unívocamente su localización. Las medidas
obtenidas deberán también tener una alta precisión para que la interacción con los robots
sea segura.
Tiempo de respuesta reducido: La latencia del sistema (retardo entre los movimientos
del actor y su registro en el sistema) debe ser inferior a 100ms. De este modo, el sistema
será capaz de monitorizar los movimientos del operador humano en tiempo real. Un
aumento en la latencia de la captura de datos conlleva tiempos de respuesta elevados
del sistema industrial. En estos casos, el sistema no podría reaccionar a tiempo ante
eventos inesperados.
Robustez: El sistema debe ser capaz de funcionar correctamente ante presencia de erro-
res, interferencias y oclusiones.
Los sistemas de captura de movimiento se implementan mediante distintas tecnologías que
presentan una serie de ventajas e inconvenientes dependiendo del principio físico en el que se
fundamentan. Teniendo en cuenta los requerimientos descritos anteriormente, vamos a com-
parar a continuación las tecnologías de captura de movimiento más extendidas actualmente
[Welch y Foxlin, 2002].
10.2.1. Sistemas MoCap Mecánicos
Los sistemas de captura de movimiento mecánicos están compuestos por un conjunto
de segmentos rígidos articulados atados a los miembros del actor e interconectados entre sí
mediante transductores electromecánicos (p. ej., potenciómetros). Los movimientos del actor
se miden a través de las variaciones de voltaje que experimentan los potenciométros debido
a los cambios relativo de posición y orientación entre los segmentos. Un ejemplo de estos
sistemas es el Gypsy5 de Animazoo (véase Fig. 10.1) [Animazoo, 2007].
Figura 10.1: Sistema Gypsy5 de Animazoo. Fuente:[Animazoo, 2007].
Los sistemas MoCap mecánicos suministran medidas precisas, tienen latencias bajas y no
tienen problemas de interferencias. Sin embargo, son incómodos y limitan los movimientos del
usuario porque sus segmentos rígidos deben atarse al cuerpo. Además, no devuelven medidas
absolutas de localización en el entorno.
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10.2.2. Sistemas MoCap Magnéticos
Este tipo de sistemas instalan un transmisor fijo (formado por tres bobinas) que induce un
campo magnético en el entorno. La dirección e intensidad de este campo magnético es medido
por receptores pequeños sujetos al cuerpo del actor para poder estimar su movimiento. Un
ejemplo de sistema MoCap magnético esMotionStar Wireless 2 de Ascension (véase Fig. 10.2)
[Ascension, 2007].
Figura 10.2: Sistema Motionstar Wireless 2 de Ascension. Fuente:[Ascension, 2007].
Estos sistemas suministran posiciones absolutas precisas y no sufren de oclusiones si hay
objetos entre el receptor y el transmisor. No obstante, se producen distorsiones magnéticas
a medida que la distancia entre receptor y transmisor aumenta ya que la intensidad del
campo magnético disminuye. Estos sistemas no son adecuados para lugares donde hayan
dispositivos electrónicos, metales ferromagnéticos o motores ya que los campos que éstos
inducen distorsionarán el campo creado por el transmisor y provocarán errores elevados.
10.2.3. Sistemas MoCap Ópticos
Los sistemas MoCap ópticos se basan en la instalación de tres o más cámaras calibradas
que registran imágenes de un conjunto de marcadores pegados al cuerpo del actor. La posición
de cada marcador se calcula mediante triangulación de tres o más imágenes que contengan
el marcador. La orientación se calcula a partir de las orientaciones relativas entre tres o
más marcadores. Hay dos tipos de marcadores: pasivos y activos. Los marcadores pasivos
están hechos de materiales reflexivos que reflejan la luz infrarroja emitada por LEDs (Light
Emitting Diodes) instalados en lugares fijos alrededor de las cámaras. Los marcadores activos
se componen de LEDs que emiten luz infrarroja que será registrada por cámaras instaladas
en el entorno. Vicon MX de Vicon es un ejemplo de un sistema MoCap óptico ampliamente
utilizado en la industria de la animación por ordenador (véase Fig. 10.3) [Vicon, 2007].
Los sistemas ópticos tienen una alta precisión y una velocidad de muestreo elevada, lo
que les permite capturar movimientos rápidos. Además, los marcadores pasivos se pueden
añadir fácilmente sin coste adicional, aumentando el nivel de detalle de la descripción del
movimiento. Sin embargo, estos sistemas necesitan que se calibren correctamente todas las
cámaras, que serán situadas en lugares fijos del entorno. Por otra parte, cuando algún objeto
se interponga entre un marcador y las cámaras (oclusión), el sistema no podrá calcular su
localización y tendrá que deducirla a partir de la posición de los marcadores vecinos. Pero si
se ocluyen demasiados marcadores, el sistema no podrá seguir los movimientos de las partes
del cuerpo cuyos marcadores estén ocluidos (restricción de la «línea de visión»).
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(a) Actriz con marcadores pasivos (b) Cámara con LEDs
Figura 10.3: Sistema Vicon MX de Ascension. Fuente:[Vicon, 2007].
10.2.4. Sistemas MoCap Inerciales
Este tipo de sistemas usa sensores inerciales (acelerómetros y giroscopios) sujetos al cuer-
po del actor. Las posiciones de las extremidades del actor se calculan mediante una doble
integración de las aceleraciones devueltas por los giroscopios. Las orientaciones se calculan
mediante la integración de las velocidades angulares devueltas por los acelerómetros. Moven
de Xsens es un ejemplo de un sistema MoCap construido a partir de sensores inerciales (véase
Fig. 10.4) [Xsens, 2007].
Figura 10.4: Sistema Moven de Xsens. Fuente:[Xsens, 2007].
Recientes avances tecnológicos en la miniaturización electrónica han permitido desarrollar
dispositivos MEMS (Micro-Electro-Mechanical Systems) que integren en un mismo sustrato
de silicio elementos mecánicos (ruedas, engranajes...), sensores, actuadores y elementos elec-
trónicos. De este modo, se han podido sustituir los tradicionales sensores inerciales mecánicos
por sensores MEMS más pequeños, compactos, robustos y precisos.
Los sistemas MoCap inerciales actuales se construyen a partir de sensores MEMS. Estos
sensores tienen latencias bajas y son fáciles de instalar debido a su reducido tamaño. La infra-
estructura necesaria para instalar estos sistemas es reducida comparada con la de los sistemas
ópticos y no sufren de ningún tipo de oclusiones. No obstante, el principal inconveniente de
los sensores inerciales es la acumulación de errores (denominada drift) a lo largo del tiempo
en las medidas. Este hecho conlleva la necesidad de integrar las medidas de varios tipos de
sensores para corregir el drift. Generalmente, se utilizan giroscopios para obtener la orienta-
ción de las extremidades y mediante las medidas de acelerómetros se corrigen el drift en las
medidas de los giroscopios. Otro inconveniente de estos sistemas es que las medidas obtenidas
son relativas a la posición inicial del actor y no son absolutas respecto al entorno.
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10.2.5. Comparativa de Tecnologías MoCap
Los sistemas de captura de movimiento proporcionan la precisión y el nivel de detalle
necesario para localizar los operadores humanos en entornos industriales. Sin embargo, no
todas las tecnologías utilizadas para desarrollar los sistemas MoCap son adecuadas para las
aplicaciones industriales. Los sistemas mecánicos son demasiado incómodos para el usuario y
no son adecuados para el trabajo diario. La precisión de las medidas de los sistemas magné-
ticos se reduce drásticamente ante la influencia de los campos magnéticos generados por la
maquinaria industrial. Los sistemas ópticos sufren de problemas de oclusiones que disminuyen
su precisión. Para reducir las oclusiones se debe usar una estructura de cámaras muy comple-
ja que no se podrá instalar en muchos entornos industriales. Además, los elementos móviles
del entorno podrán seguir provocando oclusiones. En la Tabla 10.1 se resumen las ventajas e
inconvenientes de todas estas tecnologías.
Tecnología  Funcionamiento Ventajas Inconvenientes 
Mecánica 
Variación de voltaje 
de potenciómetros en 
estructura mecánica. 
-Robustez.
-Precisión. 
-Latencia baja. 
-Incómodo para el actor. 
-Medidas relativas. 
Magnética 
Variación de campo 
magnético medido en 
receptores del actor. 
-Medidas absolutas 
precisas. 
-Sin oclusiones. 
-Errores ante distorsiones 
magnéticas. 
Óptica 
Triangulación de 
marcadores en 
imágenes captadas 
por cámaras. 
-Incremento del 
número de marcadores.
-Medidas absolutas 
precisas. 
-Oclusiones. 
-Infraestructura compleja. 
-Necesidad de calibración. 
Inercial 
Integración de 
velocidad angular de 
giroscopios. 
-Precisión.
-Sin oclusiones. 
-Sensores pequeños. 
-Medidas relativas. 
-Acumulación de error. 
 
Tabla 10.1: Comparativa de tecnologías de captura de movimiento.
Debido a los inconvenientes del resto de tecnologías, los sistemas inerciales son los más
adecuados para su utilización en el entorno industrial desarrollado en la presente investiga-
ción, siempre que se resuelvan los problemas de error acumulado. Los sistemas inerciales se
caracterizan por utilizar sensores pequeños que permiten la movilidad del operador humano.
Además, no requieren de una infraestructura compleja para su instalación y no sufren de
ningún tipo de oclusiones. En las siguientes secciones se describirá el sistema de captura de
movimiento inercial utilizado y se analizará en detalle su aplicación a entornos industriales.
10.3. El Sistema GypsyGyro-18
GypsyGyro-18 es un sistema de captura de movimiento de la empresa Animazoo basado en
sensores inerciales. Está compuesto por un traje de lycra sobre el que se adhieren 18 sensores
inerciales (denominados IMUs, Inertial Measurement Units) mediante velcros. Cada IMU se
colocará sobre un segmento rígido del cuerpo del actor (evitando músculos que podrían dar
medidas erróneas al contraerse), siguiendo las indicaciones de la Tabla 10.2. Tal como se indica
en la tabla, las 18 IMUs se encuentran organizadas en 4 partes según su lugar de colocación:
superior izquierda, superior derecha, inferior izquierda e inferior derecha. De cada IMU sale
un cable que la alimenta y que transmite los datos de sus sensores. Todos los cables de las
34
10.3. El Sistema GypsyGyro-18
IMUs de una misma parte están conectados a un conector. Por lo tanto, hay 4 conectores:
2 conectores DB15 (partes superior izquierda y derecha) y 2 conectores DB9 (partes inferior
izquierda y derecha).
Superior Izquierda Superior Derecha
6 Omóplato Izq. 12 Omóplato Der.
7 Brazo Izq. 13 Brazo. Der.
8 Antebrazo Izq. 14 Antebrazo Der.
9 Mano Izq. 15 Mano Der.
10 Caderas 16 Caja torácica
11 Cabeza 17 Cuello
Inferior Izquierda Inferior Derecha
0 Muslo Izq. 3 Muslo Der.
1 Espinilla Izq. 4 Espinilla Der.
2 Pie Izq. 5 Pie Der.
Tabla 10.2: Número y lugar de colocación de las IMUS en el GypsyGyro-18.
Los conectores descritos anteriormente conectan las IMUs a un dispositivo llamado MPU
(Main Processing Unit), que lleva el actor sujeto sobre el vientre (véase Fig. 10.5). La MPU
se encarga de alimentar las IMUs a través de una batería de 9.6V y de recopilar las medidas
de sus sensores para enviarlas inalámbricamente mediante un transceptor integrado WIT2411
de Cirronet [Cirronet, 2007]. Este transceptor usa la tecnología inalámbrica FHSS (Frequency
Hopping Spread Spectrum) de Cirronet para enviar los datos de las IMUs. FHSS es una
tecnología robusta ante interferencias al ir cambiando cada pocos milisegundos la frecuencia
en la que transmite. Además, si detecta que un canal ha sido bloqueado por interferencias,
vuelve a enviar la información por otro.
(b) MPU
(a) IMU
(c) HN-511
U
SB
(d) PC con
software MoCap
Wireless
FHSS
Figura 10.5: Componentes del sistema GypsyGyro-18
Las medidas de las IMUs transmitidas por la MPU serán recibidas por un módem inalám-
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brico HN-511 de Cirronet que se encuentra conectado a un PC controlador mediante USB.
En este PC está instalado el software GyroDemo que permite ver los movimientos del actor en
tiempo real sobre un esqueleto 3D y guardarlos en ficheros con el formato BVH (BioVision
Hierarchical Data). En el apéndice A se describe en detalle el formato BVH que utiliza el
GypsyGyro-18 para representar los datos de movimiento del actor. En las siguientes secciones
vamos a describir las IMUs que componen el sistema GypsyGyro-18 ya que sus características
técnicas permitirán determinar la idoneidad de su uso en un entorno industrial.
10.4. Las IMUs del GypsyGyro-18
El sistema de captura de movimiento GypsyGyro-18 está compuesto por 18 IMUs que
se colocan sobre el traje de lycra que lleva puesto el actor. Existe una IMU opcional que
se suele utilizar para estudiar el movimiento de elementos adicionales que lleve el actor (p.
ej., un bastón, una espada, una herramienta...). Comercialmente, estas IMUs son el producto
InertiaCube3 de la empresa Intersense [Intersense, 2007].
10.4.1. Principios de funcionamiento de las IMUS
Los InertiaCube3 utilizan giroscopios MEMS de estructura vibrante (vibrating structure
gyroscopes) de tipo diapasón (tuning fork gyroscopes). Los giroscopios de estructura vibrante
se caracterizan por disponer de un elemento vibrante que, al ser rotado, es afectado con
una fuerza de Coriolis que causa una segunda vibración perpendicular a la dirección de la
vibración original. Los giroscopios de estructura vibrante se pueden implementar de diversas
formas: giroscopios piezoeléctricos, giroscopios de tipo diapasón, giroscopios de rueda vibrante,
giroscopios resonantes hemisféricos...
Los giroscopios de tipo diapasón están formados por dos masas (dientes del diapasón) que
oscilan/vibran con igual amplitud pero en direcciones opuestas dentro del plano del diapasón.
Cuando el diapasón rota alrededor de su eje, los dientes del diapasón experimentan una fuerza
de Coriolis F = 2m (~v × ~ω) que los induce a vibrar en una dirección perpendicular al plano
del diapasón (véase Fig. 10.6). La amplitud de esta vibración es proporcional a la velocidad
angular ~ω. Cuantificando dicha vibración se puede medir la velocidad angular ~ω a la que gira
el giroscopio.
Vibración
Original
Vibración
Coriolis
Velocidad 
Angular
!
v
Fcoriolis
Figura 10.6: Funcionamiento de un giroscopio de tipo diapasón
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Sin embargo, el InertiaCube3 no sólo contiene giroscopios MEMS sino que también con-
tiene acelerómetros y magnetómetros. Por ello, el InertiaCube3 es una «unidad de medida
inercial» (IMU, Inertial Measurement Unit) que mide las velocidades angulares, las acelera-
ciones lineales y las componentes del campo magnético terrestre en tres ejes perpendiculares
(véase Fig. 10.7). Frente a las IMUs convencionales que están compuestas por 6 instrumentos
separados (3 giroscopios y 3 acelerómetros) que deben ser alineados con una gran precisión
en tres ejes perpendiculares, el InertiaCube3 es un dispositivo monolítico con menores dimen-
siones que ya viene calibrado de fábrica con un alineamiento preciso.
X
Y
Z
x-giro
x-acel
x-mag
y-giro y-acel y-mag
z-giro
z-acel
z-mag
Figura 10.7: Estructura interna de una IMU.
Para calcular la orientación del InertiaCube3 se utiliza el algoritmo GEOS (Gyroscopic
Earth-stabilized Orientation Sensing) que se muestra en la Figura 10.8. En cada instante,
el InertiaCube3 obtiene 9 valores físicos: velocidad angular (ωx, ωy, ωz), aceleración lineal
(ax, ay, az) y campo magnético (mx,my,mz). Integrando la velocidad angular se obtiene la
orientación (ángulos de Euler o cuaternio). Sin embargo, las medidas de orientación obtenidas
van acumuladno errores (drift) por lo que hay que usar las medidas de los acelerómetros y los
magnetómetros para corregirlos.
InertiaCube Integración
Orientación
Filtro de Kalman
Estimador del 
Error Orientación
Algoritmo
Mejora
Perceptual
Predicción
Orientación
+
_!x            , !y            , !z          
ax            , ay            , az            
mx            , my            , mz            
Figura 10.8: Algoritmo GEOS de las IMUs.
El filtro de Kalman utiliza un algoritmo adaptativo para eliminar la aceleración lineal de
las medidas de los acelerómetros y dejar sólo la componente gravitacional. De este modo,
con la componente gravitacional de los acelerómetros se corrigen los errores en los ángulos
de alabeo (roll) y cabeceo (pitch). Este filtro de Kalman utiliza también las medidas de los
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magnetómetros para corregir los errores en el ángulo de guiñada (yaw). La flecha punteada
de la Figura 10.8 que va desde las medidas magnéticas al filtro de Kalman indica que el uso
de los magnetómetros puede deshabilitarse. Sin embargo, no es recomendable deshabilitar la
corrección de la guiñada ya que se va acumulando un error de unos pocos grados por minuto.
En el modo por defecto de funcionamiento del algoritmo GEOS, el sistema de referencia del
InertiaCube3 está orientado geográficamente: el eje X (Roll) apunta al norte, el eje Y (Pitch)
apunta al este y el eje Z (Yaw) apunta hacia el centro de la Tierra. Los ángulos de Euler
devueltos por el InertiaCube3 se pueden describir como una secuencia de rotaciones ZYX
aplicadas al sensor que transforman la orientación inicial del sensor (orientación geográfica)
en la orientación actual del mismo.
El Filtro Perceptual (PPF, Perceptual Post-Filter) es una parte opcional del algoritmo
GEOS. Se aplica a las correcciones de la orientación calculadas por el Filtro de Kalman pero
no a las señales de orientación directamente. Su principal objetivo es minimizar los errores
perceptibles (los errores de mayor valor) en lugar de minimizar el error medio. Así se pretende
conseguir un movimiento lo más continuo y suave posible de tal modo que el usuario no detecte
ningún error (jitter) aunque se pierda algo de precisión.
10.4.2. Parámetros de configuración de las IMUs
Con cinco opciones del comando GyroRead que se usa para inicializar la lectura de datos
de las IMUS, se pueden establecer otros tantos parámetros de configuración de los giroscopios:
Intervalo de Predicción-Prediction Interval (-qp<g>,<v>)
Establece el intervalo de predicción del giroscopio <g> al valor <v> (0-50ms, 0 por
defecto).
El InertiaCube3 puede predecir el movimiento hasta en un intervalo de 50ms en el futuro.
Estas predicciones se utilizan para compensar los retrasos en la visualización gráfica y
contribuyen a eliminar los retardos en los simuladores.
Nivel de Mejora Perceptual-Perceptual Enhancement Level (-qe<g>,<v>)
Establece el nivel de mejora perceptual del giroscopio <g> al valor <v> (0-2, 2 por
defecto).
El nivel de mejora perceptual representa el grado de aplicación del filtro perceptual a
las correcciones de la orientación obtenidas mediante el filtro de Kalman del algoritmo
GEOS. Existen tres niveles distintos de mejora perceptual:
• Nivel 0: No se aplica el filtro perceptual. Por lo tanto, se utilizan directamente las
correcciones de la orientación devueltas por el filtro de Kalman. Estas correcciones
minimizan el error medio y obtienen unas medidas de mayor precisión. Sin embargo,
los movimientos obtenidos pueden presentar saltos y discontinuidades. Por ello, es
recomendable utilizar este nivel sólo para realizar pruebas de precisión o para
aplicaciones que requieran de una precisión óptima.
• Nivel 1: Se aplica un algoritmo de reducción de errores (jitter) en el filtro percep-
tual. Este algoritmo reduce ligeramente la precisión de las medidas pero no añade
latencia.
• Nivel 2: Los ajustes de corrección de errores del filtro perceptual sólo se aplican
cuando el sensor está en movimiento y producen como salida movimientos más
suaves y continuos.
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Corrección de Brújula-Compass Heading Correction (-qc<g>,<v>)
Establece el modo de corrección de brújula del giroscopio <g> al valor <v> (0-2, 2 por
defecto).
La corrección de brújula consiste en la utilización de las lecturas de los magnetómetros
para corregir los errores en la guiñada. Existen tres modos:
• Modo 0: La corrección de brújula está deshabilitada y no se corrigen los errores de
la guiñada. Generalmente, no se debe utilizar este modo ya que se van acumulando
errores de varios grados cada minuto. Sin embargo, en entornos donde existan
campos magnéticos variables e intensos (cerca de motores eléctricos, monitores
CRT...), sería recomendable hacer uso de esto modo ya que la corrección de los
magnetómetros produciría valores erróneos en la guiñada. Cuando el InertiaCube3
esté montado sobre un objeto que genera un campo magnético estático, es posible
calibrar los InertiaCube3 para compensar el efecto de dicho campo magnético en
los magnetómetros. Sin embargo, si el campo magnético es dinámico no se pueden
compensar sus efectos con dicho proceso de calibración.
• Modo 1: Modo parcial de corrección de brújula. Las lecturas de los magnetómetros
se usan para reducir el error acumulado (drift) y mantener la estabilidad, pero no
se usan como sistema de medida absoluto. En este modo el sistema es mucho menos
susceptible a las interferencias magnéticas, pero se va a cumulando lentamente un
cierto error en la guiñada. Este modo es particularmente útil cuando se establece
una sensibilidad rotacional alta.
• Modo 2: Modo completo de corrección de brújula. Las lecturas producidas por los
magnetómetros se usan como referencia absoluta de orientación para la guiñada.
Nivel de Sensibilidad Rotacional-Rotational Sensitivity Level (-qs<g>,<v>)
Ajusta el nivel de sensibilidad rotacional del giroscopio <g> al valor <v> (1-4, 3 por
defecto).
La sensibilidad rotacional determina la mínima velocidad angular que es capaz de captar
el InertiaCube3. El aumento de la sensibilidad no aumenta la latencia del sistema duran-
te movimientos normales pero puede provocar movimientos residuales después de que el
sensor se pare. La sensibilidad rotacional se debe utilizar cuando se establezca el nivel
de mejora perceptual a 1 ó 2. Para aplicaciones que necesiten mayores sensibilidades, se
debe establecer el nivel de mejora perceptual a 0 ó 1.
Nivel de Sensibilidad de Aceleración-Accel Sensitivity (-qa<g>,<v>)
Ajusta el nivel de sensibilidad de aceleración del giroscopio <g> al valor <v> (1-4, 2
por defecto).
La sensibilidad de aceleración determina el grado de aplicación de la corrección de la
orientación (alabeo y cabeceo) utilizando los valores devueltos por los acelerómetros. El
valor por defecto (2) es el óptimo para aplicaciones en las que el usuario está normal-
mente estático (por ejemplo, para seguimiento de la cabeza de una persona que está
sentada). El nivel 1 reduce la aplicación de la corrección de orientación durante el movi-
miento. De esta manera, se evitan los efectos que tienen las aceleraciones lineales en el
alabeo y el cabeceo pero reduce la estabilidad y la precisión dinámica del sistema. Este
valor sólo se debería usar en situaciones en las que el sensor no vaya a experimentar
mucho movimiento. El nivel 3 realiza una corrección de orientación más agresiva y es
apropiado cuando el sensor se mueve mucho (por ejemplo, para el seguimiento de una
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persona que se tiene que mover durante un largo período de tiempo). El nivel 4 repre-
senta el mayor nivel de corrección de la orientación. Este nivel aumenta la estabilidad
del sistema pero reduce la precisión de las medidas de orientación ya que permite que
las aceleraciones lineales influyan en las medidas de alabeo y cabeceo. Este nivel es
apropiado para situaciones en las que el usuario esté corriendo o el sensor experimente
una gran cantidad de movimiento
10.4.3. Especificaciones técnicas de las IMUs
En la Tabla 10.3 se muestran las principales características técnicas de las IMUS del
GypsyGyro-18.
Característica Valor
Grados de Libertad 3 (Alabeo, Cabeceo y Guiñada)
Intervalo Angular Completo, 360o en todos los ejes
Velocidad Angular Máxima 1200o por segundo
Velocidad Angular Mínima 0o por segundo
Exactitud Media 1o guiñada, 0.25o alabeo y cabeceo
Resolución Angular Media 0.03o
Frecuencia de la Interfaz Serie 180Hz
Latencia Mínima 2ms por RS-232
Intervalo de Predicción 50ms como máximo
Velocidad Serie 115.2Kbaud
Interfaz RS-232 Serie
Tamaño 22mm × 36mm × 21mm
Alimentación 6VDC, 40 mA
Rango de Temperatura 0o a 70oC
Tabla 10.3: Características técnicas de las IMUs
10.5. Evaluación del GypsyGyro-18 en entornos industriales
10.5.1. Descripción del entorno industrial propuesto
Para evaluar el uso del sistema GypsyGyro-18 en entornos industriales se ha creado una
celda de trabajo donde un operador humano que lleva el GypsyGyro-18 coopera con un
manipulador robótico en el desarrollo de tareas industriales (véase Fig. 10.9(a)). En particular,
se utilizará un brazo robótico PA-10 deMitsubishi [Mitsubishi, 2007]. Este robot se caracteriza
por su gran versatilidad para tareas industriales. Por una parte sólo pesa 38Kg pero es capaz de
levantar 10Kg y alcanzar hasta 1m alrededor de su base. Por otra parte, es un robot redundante
con 7 articulaciones, lo que le permite evitar obstáculos y llegar a lugares inaccesibles para
otros robots. En la Figura 10.9(b) se representa un esquema del PA-10 donde se nombran sus
articulaciones.
La utilización del sistema MoCap GypsyGyro-18 en entornos industriales requiere un aná-
lisis minucioso de la precisión de sus medidas. La interacción hombre-robot puede ser muy
peligrosa si el sistema presenta errores demasiado grandes ya que no determinará correcta-
mente la localización del operador humano que lleva el GypsyGyro-18 y podrían producirse
accidentes. Por ello, en las siguientes secciones vamos a cuantificar los errores del GypsyGyro-
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(a) PA-10 y GypsyGyro-18
W2
W1
E2
E1
S3
S2
S1
(b) Articulaciones PA-10
Figura 10.9: Componentes del entorno industrial propuesto.
18 tanto en orientación como en traslación y analizaremos si dichos valores son adecuados
para celdas de trabajo industriales.
10.5.2. Análisis de la precisión angular del GypsyGyro-18
Tal se ha comentado en las secciones anteriores, los sensores inerciales del sistema MoCap
GypsyGyro-18 son IMUs compuestas no sólo por giroscopios sino también por acelerómetros
y magnetómetros. Los giroscopios acumulan un error de unos pocos grados cada minuto. Este
error es inapreciable inicialmente pero puede ser considerable con el transcurso del tiempo. Por
ello, es necesario utilizar otros dispositivos que sean capaces de corregirlo: los acelerómetros
y los magnetómetros. Los acelerómetros miden la aceleración de la gravedad para corregir el
error giroscópico en el alabeo y el cabeceo. Los magnetómetros miden el campo magnético
terrestre para corregir el error giroscópico en la guiñada. Ya que las IMUs devuelven datos
de orientación (ángulos de Euler), generalmente se las llama también «giroscopios» (gyros)
aunque internamente no sólo estén formadas por giroscopios.
La corrección de los errores giroscópicos mediante la utilización de magnetómetros puede
ser contraproducente en entornos industriales. La existencia de campos magnéticos producidos
por maquinaria industrial puede distorsionar sustancialmente las medidas de los magnetóme-
tros, dando lugar a correcciones erróneas. Por ello, resulta necesario cuantificar la influencia
de los campos magnéticos industriales en las medidas de las IMUs para así determinar si es
posible la utilización del sistema GypsyGyro-18 en este tipo de entornos.
Se ha realizado una serie de experimentos para medir las influencias de los campos magné-
ticos de los motores del robot PA-10 sobre las medidas de orientación devueltas por una IMU
del GypsyGyro-18. Dicha IMU se ha situado sobre un disco giratorio graduado que permite
girarla un determinado número de grados con precisión (véase Fig. 10.10).
Los primeros experimentos desarrollados han pretendido determinar la influencia de cada
motor del robot de manera independiente sobre las medidas del giroscopio. Cada articulación
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Figura 10.10: Disco giratorio graduado para medir precisión de IMUs.
del PA-10 (S1, S2, S3, E1, E2, W1 y W2) contiene un motor DC. Sin embargo, el robot sólo
tiene tres tipos de motores distintos: 250W (para S1 y S2), 210W (para S3 y E1) y 130W
(para E2, W1 y W2). Por ello, en lugar de realizar pruebas por cada articulación, hemos
realizado pruebas por cada tipo de motor. En particular, hemos utilizado los motores de las
articulaciones S1, E1 y E2. Las pruebas consistían en colocar una IMU a distintas distancias
y registrar las medidas de orientación devueltas por esa IMU. La IMU se mantenía estática
por lo que la medida devuelta siempre debería ser de (0◦, 0◦, 0◦). Sin embargo, tal como se va
a mostrar a continuación, la IMU ha registrado medidas erróneas debido a las interferencias
de los campos magnéticos de los motores sobre los magnetómetros.
Para cada tipo de motor, mostramos una tabla (véase las Tablas 10.4, 10.5, 10.6) con la
evolución estadística (máximo, media y desviación típica) del error en grados en la guiñada,
dependiendo de la distancia a la que se coloca la IMU. Por cada distancia, se han realizado
dos o tres pruebas, haciendo girar la articulación correspondiente y manteniendo fija la IMU.
Así, por ejemplo, situando la IMU a 40 cm de la articulación S1 hemos realizado las pruebas
S11a y S11b. No representamos el error en el alabeo y el cabeceo ya que es prácticamente
despreciable (del orden de la centésima de grado) en la mayoría de casos.
40cm 50cm 60cm 70cm
S11a S11b S12a S12b S13a S13b S14a S14b
Máximo 2.03 2.10 0.23 2.91 0.00 0.08 0.00 0.00
Media 1.11 1.13 0.18 1.91 0.00 0.06 0.00 0.00
Desv. Est. 0.93 0.89 0.10 1.35 0.00 0.04 0.00 0.00
Tabla 10.4: Evolución estadística del error (en grados) en la guiñada según la distancia al
motor de la articulación S1.
40cm 50cm 60cm
E11a E11b E11c E12a E12b E12c E13a E13b E13c
Máximo 21.64 25.89 26.58 4.52 0.57 0.00 0.00 0.00 0.00
Media 17.04 20.45 19.75 2.34 0.45 0.00 0.00 0.00 0.00
Desv. Est. 8.31 9.95 10.97 1.94 0.23 0.00 0.00 0.00 0.00
Tabla 10.5: Evolución estadística del error (en grados) en la guiñada según la distancia al
motor de la articulación E1.
Observando los errores mostrados en las Tablas 10.4, 10.5 y 10.6, se pueden establecer
una serie de umbrales de distancia a partir de los que las interferencias magnéticas del robot
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15cm 20cm 25cm
E26a E26b E26c E24a E24b E24c E25a E25b E25c
Máximo 28.03 3.56 29.03 5.87 2.18 0.60 0.00 0.00 0.00
Media 17.67 2.05 22.20 1.19 1.81 0.15 0.00 0.00 0.00
Desv. Est. 7.02 1.62 11.44 2.22 0.80 0.13 0.00 0.00 0.00
Tabla 10.6: Evolución estadística del error (en grados) en la guiñada según la distancia al
motor de la articulación E2.
sobre las IMUs son despreciables. Los valores de estos umbrales son: 70cm para la articulación
S1, 60cm para la articulación E1 y 25cm para la articulación E2. Si se establece una esfera
alrededor de cada articulación usando como radio estos umbrales, se generará una superficie
tridimensional alrededor del robot dentro de la cual las medidas de orientación de las IMUs no
son fiables (véase Fig. 10.11). Por otra parte, los valores de los umbrales de distancia indican
que se deben mantener mayores distancias con los motores de mayor potencia (articulaciones
S1, S2, S3 y E1) que con los de menor potencia (E2, W1 y W2). Este hecho se debe a que los
campos magnéticos inducidos por los motores de mayor potencia son más intensos.
R0.70
R0.70
R0.60
R0.60
R0.25
R0.25
R0.25
Figura 10.11: Superficie 3D de influencia magnética del PA10.
Los experimentos anteriores se han realizado para cada articulación de manera indepen-
diente. Sin embargo, si se mueven varias articulaciones a la vez, las influencias magnéticas
del robot pueden ser mayores ya que se suman los campos magnéticos generados por varios
motores. Para analizar esta situación, se ha realizado una prueba en la se movían varias
articulaciones a la vez. Además, el movimiento del robot desarrollado simula una tarea de
cooperación en la que el robot se acerca al actor para entregarle algo en la mano. La IMU
utilizada representa la IMU de la mano del actor, que sería la que se encontraría más cerca del
robot (y, por lo tanto, sería la que sufriría en mayor medida las perturbaciones magnéticas).
Analizando los errores obtenidos según la distancia en la Tabla 10.7, se puede observar como
el umbral de distancia de la articulación W2 ha aumentado de 25cm a 35cm.
Este resultado es lógico ya que se ha pasado de mover el motor de una única articulación
a mover los motores de varias articulaciones a la vez. Por ello, el umbral de distancia de las
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15cm 20cm 25cm 30cm 35cm
Máximo 30.44 2.80 0.95 5.87 0.03
Media 7.99 0.98 0.49 1.19 0.01
Desv. Est. 11.29 1.29 0.47 2.22 0.01
Tabla 10.7: Evolución estadística del error (en grados) en la guiñada según la distancia al
motor de la articulación W2.
articulaciones E2, W1 y W2 será incrementado en 10 cm. No se incrementará el umbral de
distancia del resto de articulaciones porque las influencias de otros motores sobre ellas no son
tan apreciables al tener ellas solas campos magnéticos muy intensos debido a su potencia. Un
aspecto importante a destacar es que el umbral de distancia más determinante en la mayoría
de tareas cooperativas hombre-robot será el de la última articulación (W2) ya que es a la que
suele acercarse más el humano para intercambiar objetos con el robot.
10.5.3. Reducción de las influencias magnéticas
La precisión rotacional de las IMUs del GypgyGyro-18 viene determinada por las espe-
cificaciones técnicas del fabricante: 1◦ en guiñada, 0.25◦ en alabeo y cabeceo. Sin embargo,
estos valores se ven alterados por las interferencias magnéticas de los motores del robot sobre
los magnetómetros de las IMUs (véase §10.5.2). Los errores provocados por los motores son
difíciles de estimar y de corregir ya que dependen de la intensidad y dirección del campo
magnético y de la distancia a la que se sitúa la IMU. Para minimizar el efecto negativo de los
motores del robot sobre las medidas de orientación de las IMUs se puede seguir alguna de las
estrategias siguientes:
Evitar la entrada del usuario en la superficie de influencia magnética del robot (véase
Fig. 10.11).
Establecer restricciones cinemáticas según un modelo de movimiento del cuerpo humano.
Como el error producido por las interferencias magnéticas se produce sólo en los giros
alrededor de un eje (guiñada), se podría restringir el movimiento a un determinado plano
pese a dichos errores.
Eliminar las correcciones de los magnetómetros sobre la guiñada cuando las IMUs entran
dentro de la zona de influencia del robot. Sin embargo, la eliminación de esta corrección
provoca una acumulación de error giroscópico que puede llegar a ser contraproducente.
Esta sección se centra en la última estrategia: eliminación de las correcciones de los mag-
netómetros. Para ello, se cambia el modo de funcionamiento de los magnetómetros (véase
§10.4.2). Ya que el modo normal de funcionamiento de los magnetómetros (modo 0, modo
completo) produce errores importantes ante la presencia de campos magnéticos variables, se
va a comprobar si el modo parcial (modo 1) reduce estos errores. El modo parcial (modo 1)
utiliza las medidas magnéticas de manera relativa y no absoluta (como hace el modo 0). No
se va a utilizar el modo 0 ya que acumula errores en la guiñada excesivos en muy poco tiempo
porque deshabilita los magnetómetros por completo.
En primer lugar, se va a determinar el error giroscópico que se acumula cuando se utiliza el
modo parcial en ausencia de interferencias magnéticas. Varios experimentos han sido llevados
a cabo colocando una IMU sobre el disco giratorio de la Figura 10.10. Estas pruebas consistían
en rotar la IMU un número determinado de vueltas (360◦) para verificar la cuantía del error
acumulado. En la Tabla 10.8 se muestran los errores máximos para cada número de vueltas.
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No Vueltas 1 2 3 4 5 6 7 8
Error Guiñada (◦) 0.22 1.09 2.78 3.92 4.64 4.80 6.99 8.98
Tabla 10.8: Acumulación de error en la guiñada (en grados) con el modo parcial de corrección
de brújula de las IMUs.
Los resultados anteriores demuestran que se produce una acumulación progresiva de error
en el ángulo de guiñada. Se han realizado estos mismos experimentos con el modo completo
de corrección (modo por defecto) y no se ha producido ningún error giroscópico destacable.
Por ello, el modo parcial de corrección sólo se deberá usar cuando el usuario esté cerca del
robot y puedan influirle las interferencias magnéticas. Cuando el usuario no esté cerca del
robot, usaremos el modo completo de corrección para evitar la acumulación progresiva de
error (drift) en la guiñada.
Ahora se debe comparar el error en la guiñada cuando la IMU está influida por las interfe-
rencias magnéticas del robot PA-10 y utiliza ambos modos de corrección de los magnetómetros.
En la tabla se muestran los resultados obtenidos después de realizar varias pruebas:
Error - Modo Parcial Error - Modo Completo
0 3.14
0.06 71.39
1.45 65.04
1.32 11.91
1.38 15.59
2.49 14.68
3.24 13.44
1.84 14.04
0.29 13.25
Tabla 10.9: Evolución del error de guiñada (en grados) ante influencias magnéticas según el
uso del modo de corrección de brújula (magnetómetros).
Las tres primeras filas de la Tabla 10.9 representan pruebas en las que el giroscopio estaba
estático mientras que el PA-10 se movía, generando un campo magnético variable. En el resto
de filas se muestran pruebas en las que el giroscopio se giraba 90◦ mientras que el PA-10 se
movía. Tal como se puede observar, las medidas obtenidas mediante el modo parcial siempre
presentan un error muy inferior al producido con el modo completo. En el caso de las pruebas
en las que se ha movido el giroscopio, aumenta el error de las medidas del modo parcial debido
al drift intrínseco. Pero, aún así, el error del modo parcial sigue siendo sustancialmente menor.
Como conclusiones se puede establecer que se debería usar el modo parcial de corrección
de los magnetómetros cuando el usuario se encuentre cerca del robot. Sin embargo, cuando
se aleje, se debería volver al modo de corrección completo (modo por defecto) para evitar la
acumulación de drift. Por lo tanto, para llevar a cabo este funcionamiento se debería cambiar
el modo de corrección de los magnetómetros en tiempo real. Sin embargo, esta característica
no está disponible actualmente en el software del GypsyGyro. Sólo es posible cambiar el
modo de corrección de los magnetómetros al inicializar el sistema con el comando GyroRead
(parámetro «-qc»). Debido a ello, no se podrá aplicar el modo de corrección parcial para
reducir los errores provocados por las influencias magnéticas.
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10.5.4. Análisis de la precisión traslacional del GypsyGyro-18
Las IMUs del GypsyGyro-18 son capaces de medir los ángulos de rotación de las articu-
laciones con una gran precisión. Sin embargo, no son capaces de calcular los desplazamientos
que ha realizado el usuario. Por ello, la traslación global del usuario es calculada internamente
por la biblioteca DLL del GypsyGyro-18 mediante un algoritmo que se basa en el estudio de
los pasos del actor. Este algoritmo determina en cada instante que pie se encuentra apoyado
en el suelo y que pie se encuentra en el aire avanzando. De este modo, el algoritmo puede
estimar el desplazamiento del actor utilizando el tamaño de sus extremidades (contenido en
el fichero de calibración del actor realizado con el programa Autocal) y los ángulos de giro
de cada articulación. Para realizar estos cálculos sólo se utilizan las IMUs de la mitad in-
ferior del cuerpo. La medida de traslación global dada es la posición (x, y, z) de la IMU de
las caderas (IMU 10) respecto al sistema de coordenadas inicializado al establecer el norte
en el programa GyroDemo. Esta IMU es el nodo raíz del esqueleto interno que implementa
la librería del GypsyGyro-18 (véase la sección §A.2, pág. 95, para obtener más información
sobre la representación interna del actor en la librería del GypsyGyro-18).
Resulta necesario estudiar en detalle el error existente en este cálculo del desplazamiento
para determinar si es conveniente utilizar los valores de traslación global devueltos por el
GypsyGyro-18. Para ello, se ha realizado un conjunto de experimentos. En primer lugar el
actor ha andado distintas distancias (2, 3 y 4 metros) sobre una cinta métrica (alternando
ambos pies al andar). Se han realizado 6 pruebas para cada distancia. La distancia calculada
por el GypsyGyro-18 y se ha comparado con la distancia real. Los errores obtenidos se mues-
tran en la Tabla 10.10 y llegan a superar los 60 cm pese a realizar pruebas de desplazamientos
a distintas distancias. Estos errores son demasiado elevados y se deben, en muchos casos,
a que el algoritmo calcula erróneamente los pasos del actor (produciéndose en la animación
deslizamientos de los pies -footslides-).
200cm 300cm 400cm
Mínimo 16.70 15.33 35.43
Máximo 66.04 69.54 64.23
Media 40.10 37.92 51.09
Desv. Est. 17.92 20.97 10.67
Tabla 10.10: Evolución estadística del error traslacional (en cm) en la experimentación 1.
También se ha realizado un conjunto de pruebas en las que el usuario andaba sobre una
cinta métrica desplazando siempre el pie izquierdo primero hacia delante (en lugar de alternar
ambos pies como se hace al andar de manera normal). Los errores obtenidos se muestran en
la Tabla 10.11. El error traslacional se ha incrementado de 60cm a más de 200cm en algunos
casos. Este hecho demuestra que la precisión del algoritmo de estimación del desplazamiento
depende en gran medida de la forma en la que anda el actor:
200cm 400cm
Mínimo 134 34
Máximo 299 180
Media 208.6 97.17
Desv. Est. 61.21 63.03
Tabla 10.11: Evolución estadística del error traslacional (en cm) en la experimentación 2.
Finalmente, se establecen como conclusión que la estimación del desplazamiento realizada
por el GypsyGyro-18 no es adecuada para un entorno industrial debido a su baja precisión
46
10.6. Conclusiones
(con errores superiores a 60 cm en muchos casos) y su depedencia de la manera de andar del
actor.
10.6. Conclusiones
A lo largo de este capítulo se ha analizado en detalle la precisión tanto traslacional co-
mo rotacional del sistema GypsyGyro-18 para determinar si es conveniente su utilización en
entornos industriales.
La precisión rotacional viene determinada por las características técnicas indicadas por el
fabricante de las IMUs: 1◦ en guiñada, 0.25◦ en alabeo y cabeceo. Sin embargo, la precisión
de las IMUs disminuye considerablemente cuando se ven afectadas por influencias magnéticas
de los motores del robot. La cuantificación de los errores provocados por el robot permite
establecer una superficie alrededor del robot (véase Fig. 10.11)en que la no deberían entrar
las IMUs. Pese a que en la sección §10.5.3 se ha verificado que el cambio de configuración de
las IMUs permite reducir en gran medida estas distorsiones, no es posible aplicar esta técnica
ya que la librería software del GypsyGyro no permite cambiar el parámetro de configuración
de los magnetómetros en tiempo real.
Por otra parte, se ha analizado la precisión traslacional del GypsyGyro-18. Los resultados
obtenidos han demostrado que las estimaciones de desplazamiento global del actor realizadas
por la librería del GypsyGyro no son adecuadas para entornos industriales debido a su baja
precisión. Pese a disponer de una calibración precisa del actor a través del programa Autocal
(véase §A.2, pág. 95), se producen errores traslacionales superiores a 60cm en la mayoría de
casos. Estos errores aumentan considerablemente según la forma de andar del actor (si no
alterna bien los pies al andar). Por ello, para poder utilizar el sistema MoCap GypsyGyro en
una celda de trabajo industrial donde colaboren humanos y robots se debe busca una solución
alternativa para calcular el desplazamiento global del operador humano. En los siguientes
capítulos de la presente memoria se estudiará como solucionar este problema.
47

Capítulo 11
Localización mediante un Sistema de
Banda Ultra-Ancha
11.1. Localización en Interiores
Los resultados presentados en la sección §10.5.4 (pág. 46) han mostrado valores de error
elevados en las medidas de desplazamiento global suministradas por el sistema GypsyGyro-18.
Estos errores no son asumibles en entornos industriales donde robots y humanos colaboran
ya que se pueden producir accidentes si no se localiza con precisión todos los componentes
del sistema. Por ello, es necesario buscar otro sistema adicional al GypsyGyro-18 que permita
determinar la posición de la persona con mayor precisión. Sin embargo, sólo será necesario
localizar el nodo raíz de la persona (situado en las caderas y coincidente con el IMU 10 del
GypsyGyro) ya que el resto del cuerpo se localizará a partir de esta medida con los datos
devueltos por el GypsyGyro-18.
Mientras que el problema de la localización en exteriores se ha resuelto con la tecnolo-
gía GPS (Global Positioning System o Sistema de Posicionamiento Global), la localización
en interiores sigue siendo un problema sin una solución óptima definitiva. En entornos de
interior no hay ninguna tecnología que se haya impuesto de manera definitiva sobre el resto.
Cada una tiene una serie de ventajas e inconvenientes que la hacen más idónea para ciertas
situaciones. Las principales tecnologías más ampliamente utilizadas para la localización en
interiores actualmente son las siguientes [Corrales y otros, 2006]:
Sistemas de localización basados en ultrasonidos
Estos sistemas se basan en la utilización de nodos emisores y receptores de ultrasonidos.
Algunos nodos serán fijos y se instalarán en el entorno mientras que otros serán trans-
portados por los usuarios que se deben localizar. El sistema medirá los tiempos de vuelo
de las ondas ultrasónicas entre los nodos emisores y los nodos receptores y mediante un
algoritmo de trilateración se calcurá la localización del usuario. Active Bat de AT&T
[Harter y otros, 1999] y Cricket [Priyantha y otros, 2000] son dos ejemplos de estos
sistemas.
La localización basada en ultrasonidos presenta una alta precisión (del orden del cen-
tímetro) y no sufre interferencias con sistemas de radio-frecuencia. El coste de estos
sistemas es reducido debido al amplio rango de dispositivos disponibles en el mercado.
No obstante, estos sistemas requieren de una instalación de un número elevado de nodos
fijos en el entorno para conseguir una precisión alta. Por ello, estos sistemas no serán
muy adecuados en celdas de trabajo industriales donde, en la mayoría de ocasiones, no
será posible instalar infraestructuras complejas.
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Sistemas de localización ópticos
Estos sistemas utilizan señales ópticas (luz natural o infrarrojos) para localizar al usua-
rio. Los sistemas basados en infrarrojos (como Active Badge de AT&T [Want y otros,
1992]) utilizan nodos emisores y receptores para realizar el cálculo de la localización.
Los sistemas basados en luz natural (como Easy Living de Microsoft [Brumitt y otros,
2000]) suelen usar complejos algoritmos para detectar y localizar a los usuarios en las
imágenes capturadas por las cámaras. La principal ventaja de los sistemas basados en
luz natural es que el usuario no tiene que llevar ningún dispositivo.
Un inconveniente de muchos sistemas ópticos es que no pueden operar en tiempo real
en escenas complejas debido al alto coste computacional de sus algoritmos. El principal
obstáculo para su uso en celdas de trabajo industrial son las oclusiones. En caso de
que no exista una línea de visión libre entre la cámara y el humano, el sistema pierde
su precisión. Este problema obliga a instalar más cámaras en el entorno para cubrir las
zonas ocluidas, algo que puede no ser viable en entornos industriales complejos. Además,
como hay muchos elementos en movimiento en este tipo de entornos, nunca se podrán
evitar completamente las oclusiones.
Sistemas de localización basados en radio-frecuencia
Estos sistemas se basan en la medida de la intensidad de las ondas electromagnéticas ge-
neradas por nodos emisores para calcular la localización del nodo receptor. Es suficiente
con un número reducido de nodos fijos para cubrir el entorno. Sin embargo, tienen una
menor precisión (desde decenas de centímetros hasta varios metros) que los sistemas
ultrasónicos. Estos sistemas se basan generalmente en tres tipos distintos de señales
electromagnéticas: WiFi (como el sistema Radar de Microsoft), RFID (Radio-Frequency
Identification) y UWB (Ultra-Wide Band).
Los sistemas WiFi son los más interesantes inicialmente ya que permiten utilizar la
infraestructura de red ya presente. Sin embargo, estos sistemas tienen precisiones ba-
jas (con errores de más de 1 ó 2m) debido a las atenuaciones y reflexiones de señales
entre distintos pisos de un mismo edificio. Para reducir estos errores se requiere de un
proceso de calibración en el que se recorra todo el edificio para tomar mediciones de la
intensidad de la señal en cada lugar. La precisión final obtenida después de esta cali-
bración no aumenta excesivamente y sigue estando alrededor de 1m. Los sistemas RFID
tienen un coste muy reducido pero su objetivo primordial es la identificación pero no
la localización. Por eso, tienen precisiones bajas y un alcance muy reducido (0.3-3m).
Debido a todas estas desventajas, la tecnología más recomendable para uso industrial
es la UWB. Presenta una precisión superior a los sistemas WiFi (de 10 a 30cm) y un
alcance superior a los sistemas RFID (50m).
Los problemas de oclusiones en los sistemas de localización basados en visión y la necesidad
de instalar infraestructuras complejas de sensores en los sistemas basados en ultrasonidos son
dos problemas claves para la implantación de estos tipos de sistemas en celdas de trabajo
industrial. Por ello, se deben estudiar otras alternativas basadas en RF (Radio-Frecuencia).
De entre todas las tecnologías disponibles, la más idónea es la UWB debido a su precisión, su
alcance y su fácil instalación. En las siguientes secciones se va describir esta tecnología y el
sistema de localización basado en UWB utilizado en la presente investigación.
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11.2. La Tecnología de Banda Ultra-Ancha
Se denomina señal UWB(Ultra-Wide Band , Banda Ultra-Ancha) a toda señal de radio
que tiene un ancho de banda B superior a 500MHz (Ec. 11.1) o un ancho de banda fraccional
Bf (cociente entre el ancho de banda y la frecuencia central) superior al 20% (Ec. 11.2) [FCC,
2002]:
B = fmax − fmin > 500MHz (11.1)
Bf =
B
fc
=
fmax − fmin
fmax−fmin
2
> 0.20 (11.2)
La principal diferencia entre las transmisiones de radio convencionales y las transmisiones
UWB es que las transmisiones convencionales envían información a través de la variación de la
frecuencia/potencia/fase de una onda senoidal (onda portadora); mientras que las transmisio-
nes UWB generan pulsos aislados de corta duración (del orden de las décimas de nanosegundo)
que ocupan un amplio rango de frecuencias (gran ancho de banda). Este funcionamiento per-
mite a la tecnología UWB presentar las siguientes ventajas:
Inmunidad al efecto multicamino
El efecto multicamino (multiplath fading) se produce cuando una señal de radio se divide
al ser transmitida en varias señales (debido a reflexiones y/o refracciones) y cada una de
estas señales viaja a través de un camino distinto antes de llegar al receptor. Por ello, el
receptor, en lugar de recibir una única señal, recibe varias señales que interfieren entre
sí (véase Fig. 11.1). Este es el principal problema por el que los sistemas de localización
basados en RF convencional ofrecen una baja precisión (de 1 a 3m). La tecnología
UWB elimina este problema ya que el receptor es capaz de diferenciar el pulso original
de los reflejados/refractados al utilizar pulsos de muy corta duración. De este modo, los
sistemas UWB consiguen precisiones mucho mayores (de menos de 30cm).
Emisor
Receptor
Señal
Reflejada
Señal
ReflejadaSeñal
Directa
Potencia
Tiempo
Error
RF
Convencional
(WiFi)
Potencia
Tiempo
Error
UWB
1-3m
0.3m
Figura 11.1: Efecto Multicamino en WiFi y UWB
Transductores más optimizados
Los transductores de UWB son más fáciles de construir al disponer de una arquitectura
más simple que los transductores de RF. Además, consumen menos energía ya que la
potencia de las señales UWB es menor.
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Mayores tasas de transferencia de información
Según el teorema de Shannon (Ec. 11.3), la capacidad máxima C (bits/s) de un canal
aumenta linealmente con el ancho de banda B (Hz) pero sólo logarítmicamente con la
relación Señal/Ruido S/N .
C = B log2
(
1 +
S
N
)
(11.3)
Ya que la tecnología UWB aumenta considerablemente el ancho de banda, también au-
menta la tasa de transferencia de información (véase Fig. 11.2). Por ello, otra aplicación
de las señales UWB es la transmisión inalámbrica de contenidos multimedia.
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Figura 11.2: Comparativa de las tasas de transferencia de tecnologías RF.
Reutilización del espectro radioeléctrico
Las señales UWB utilizan el espectro ocupado por otras tecnologías inalámbricas debido
a su amplio ancho de banda. Para evitar interferencias con otras señales RF, los orga-
nismos regulatorios de diferentes países han establecido umbrales de potencia máxima
para las señales UWB muy inferiores a las potencias emitidas por el resto de tecno-
logías inalámbricas (véase Fig. 11.3). La FCC (Federal Communications Commission)
estadounidense ha establecido una potencia máxima de -41.3dBm/MHz para el rango
de frecuencias 3.1GHz-10.6GHz[FCC, 2002]. La Unión Europea ha aprobado una re-
gulación sobre UWB [European Commission, 2007] donde se establece el mismo nivel
de potencia (-41.3dBm/MHz) pero se restringe a un rango de frecuencias más acotado
(4.2-4.8GHz y 6.0-8.5GHz). Ambas regulaciones permiten el uso de señales UWB en
otros rangos de frecuencia pero con umbrales de potencia mucho más restrictivos.
1.6 2.4 3.1 5 10.6
GPS Bluetooth, 802.11b
802.11g, 802.15.3 802.11a
UWB
-41.3 dBm/MHz
Frecuencia (GHz)
Potencia
Señal
Emitida
Figura 11.3: Comparativa de la potencia de las señales RF.
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11.3. El Sistema Ubisense
Ubisense es un sistema de localización en interiores basado en señales UWB comercializado
por la empresa Ubisense [Ubisense, 2007]. La plataforma Ubisense se compone de dos tipos
de dispositivos hardware [Steggles y Stephan, 2005]: el sensor y la etiqueta (tag). Los sensores
se colocan en posiciones fijas de la zona que se desea cubrir. Cada sensor dispone de un
transceptor (emisor-receptor) de RF convencional (UHF de 433 MHz) y un array de cuatro
receptores UWB (5.8-7.2 GHz). Las etiquetas son dispositivos más pequeños que llevan las
personas y los objetos que se desean localizar en el entorno. Cada etiqueta dispone de un
transceptor (emisor-receptor) de RF convencional y un transmisor UWB.
(a) Sensor (Vista Frontal) (b) Sensor (Vista Posterior)
Soporte Pared Cable 
Sincronismo
LED Estado
Cable
Alimentación
Cable 
Datos
Botones
(Naranja y Azul)
(c) Etiqueta (Vista Frontal)
Batería
LEDs
(Verde y Rojo)
Figura 11.4: Componentes hardware del sistema Ubisense.
Los sensores se organizan en celdas formadas por un mínimo de cuatro sensores (como
en el entorno creado para la presente investigación) y un máximo de siete. Dentro de cada
celda existe un sensor maestro que se encarga de la comunicación con las etiquetas y de
sincronizar los datos de medida del resto de sensores (denominados «esclavos») con el fin de
localizar las etiquetas. Para realizar esta sincronización de medidas, todos los sensores esclavos
se encuentran conectados con el sensor maestro a través de cables Ethernet de sincronismo
(véase Fig. 11.5). A su vez, todos los sensores se comunican con un PC controlador a través
de un switch al que se encuentran conectados con cables Ethernet de datos. Este PC contiene
la plataforma software Ubisense que se encarga de inicializar los sensores (cargando en sus
firmwares el código de los servicios), controlar su funcionamiento y ejecutar las aplicaciones
desarrolladas por los usuarios. También se pueden conectar PCs clientes que se comunicación
con el PC controlador para la ejecutar servicios y aplicaciones de usuario.
El sensor maestro utiliza un algoritmo TDMA (Time Division Multiple Access) sobre
la red RF convencional (433MHz) para asignar a cada etiqueta una ranura temporal (slot)
distinta [Hallenborg, 2005]. De este modo, varias etiquetas pueden utilizar el mismo espectro
de frecuencias sin interferirse mutuamente al activarse sólo durante las ranuras temporales
asignadas por el maestro. Además, la asignación de ranuras es dinámica ya que se puede
cambiar la frecuencia de actualización de cada etiqueta dependiendo de si desea capturar su
movimiento con mayor o menor precisión.
Cuando una etiqueta está activa, envía su identificador a través de la red RF convencional
(véase Fig. 11.6(a)) y una secuencia de pulsos UWB (véase Fig. 11.6(b)). Los sensores utilizan
una combinación de técnicas TDOA (Time-Difference Of Arrival) y AOA (Angle Of Arrival)
para determinar la localización de dicha etiqueta a partir de los pulsos UWB recibidos. Cada
sensor dispone de un array de cuatro receptores UWB que permite determinar con exactitud
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el ángulo con el que llegan las señales UWB (algoritmo AOA). Por otra parte, para mantener
todos los sensores sincronizados temporalmente se utiliza el cableado Ethernet de sincronismo.
De este modo, se pueden medir correctamente las diferencias temporales entre la recepción de
la señal UWB en cada sensor (algoritmo TDOA). Gracias a la combinación de ambas técnicas
se pueden conseguir cálculos precisos de localización 3D con las lecturas de sólo dos sensores.
La red RF convencional además de utilizarse para gestionar el algoritmo TDMA, también
se utiliza como medio de comunicación bidireccional entre las etiquetas y los sensores (véase
Fig. 11.6(c)). De este modo, se pueden desarrollar aplicaciones interactivas en las que el usuario
puede pulsar los botones de la etiqueta y el sistema puede avisar al usuario a través del altavoz
o los LEDs de la etiqueta. En este caso, el sensor maestro actúa como intermediario entre la
etiqueta y el software que se ejecuta en el PC controlador.
Sensor
Maestro
Sensor
Esclavo1
Sensor
Esclavo2
Sensor
Esclavo3
Cableado
Ethernet 
Sincronismo
Cableado
Alimentación
Cableado
Alimentación
Switch
Cableado
Ethernet Datos
PC
ClientePC
Controlador
Figura 11.5: Esquema de conexión de los componentes del sistema Ubisense.
(a) (b) (c)
MaestroEsclavo1
Esclavo2 Esclavo3
MaestroEsclavo1
Esclavo2 Esclavo3
MaestroEsclavo1
Esclavo2 Esclavo3
Señal RF
Envío ID
Señal UWB
Localización
Tag Tag Tag
Señales RF
Planificación y
Datos Usuario
®1
®2 ®3
®4
t2
t1
t3
t4
Cableado Sincronismo Cableado Sincronismo Cableado Sincronismo
Figura 11.6: Esquema de funcionamiento del sistema Ubisense: (a) la etiqueta manda su ID
a través de RF, (b) la etiqueta manda pulsos UWB y los sensores calculan su localización a
partir de ellos mediante TDOA y AOA, (c) el sensor maestro planifica el siguiente pulso UWB
y se comunica con el usuario a través de la etiqueta (LEDs, botones o altavoz).
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11.4. Especificaciones Técnicas del Sistema Ubisense
En la Tabla 11.1 se resumen las principales características técnicas del sistema Ubisense:
Característica Valor
Dimensiones sensor 21cm × 13cm × 7cm
Peso sensor 690g
Dimensiones etiqueta 5.8cm × 9.2cm × 1cm
Peso etiqueta 50g
Mayor distancia etiqueta-sensor 50m
Área de cobertura con 4 sensores 400m2
Área de cobertura con varias celdas Sin límites
Precisión 3D (95% fiabilidad) 15cm
Tasa de actualización por celda 39Hz
Tasa de actualización por etiqueta 10Hz
Frecuencias del canal RF 433-434MHz
Frecuencias del canal UWB 5.8-7.2GHz
Tabla 11.1: Características técnicas del sistema Ubisense
11.5. Configuración del Sistema Ubisense
Para cubrir el entorno industrial desarrollado se han colocado 4 sensores del sistema Ubi-
sense en unas posiciones fijas y se ha instalado la plataforma software en un PC controlador
(véase Fig. 11.7).
Mesa
Giratoria
Tarima
Robot
PA-10 2
Robot
PA-10 1
PC Controlador
7.26m
6.4m0.2m
3.
81
m
Sensor D4
Sensor D3Sensor D5
Sensor D2
Maestro
Switch
Y
X
O
Figura 11.7: Instalación del sistema Ubisense en el entorno desarrollado.
Después de haber realizado la instalación, se deben establecer un conjunto de parámetros
para optimizar el funcionamiento del sistema:
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Umbral de actividad (activity threshold): Este umbral representa la potencia mínima a
partir de la cual se considera que una señal UWB sin procesar (raw signal power) es
producida por el ruido del entorno o por una etiqueta.
Umbral de detección de picos (peak detect threshold): Este umbral representa la potencia
mínima a partir de la cual se considera que una señal UWB procesada (processed signal
power) es producida por el ruido del entorno o por una etiqueta. El procesamiento de
la señal consiste en una demodulación de la señal original recibida. La señal procesada
tiene una potencia considerablemente mayor que la señal original, multiplicándose por
un factor de 5 en muchos casos.
Velocidad horizontal: Representa el límite máximo de la velocidad horizontal (plano
XY ) en m/s a la que se estima que se moverá el elemento que se desea localizar.
Umbral de confianza (confidence threshold): Este umbral es un valor situado entre 0 y 1.
Determina la agresividad con la que se eliminan las medidas atípicas (outliers), que se
encuentran a una distancia excesiva de la posición estimada. Cuanto mayor sea el valor
de este umbral, se eliminará un mayor número de outliers pero se descartará también
un mayor número de medidas que podrían ser representativas.
Los dos primeros parámetros son propios de cada sensor y dependen directamente del
ruido radio-eléctrico del entorno. Su modificación influirá en todas las medidas de localización
obtenidas. Sin embargo, los últimos dos parámetros son propios de cada perfil software y su
modificación sólo infuirá en aquellos objetos a los que se les haya asignado dicho perfil.
Los perfiles software del sistema Ubisense se encargan de filtrar los datos originales para
obtener trayectorias continuas y más suaves. Generalmente los perfiles de software se asignan
a elementos que tienen movimientos similares. Por ejemplo, para localizar a una persona que
lleva una etiqueta en el entorno se ha creado el perfil «Person». Ya que la velocidad media
de una persona al desplazarse en interiores varía entre 0.50m/s y 1.5m/s, el parámetro de
«velocidad horizontal» se fijará en 1.5m/s.
En las siguientes secciones se va realizar un estudio pormenorizado del resto de parámetros
descritos anteriormente para poder así determinar su valor óptimo.
11.6. Optimización de los Parámetros de Configuración del Sis-
tema Ubisense
11.6.1. Umbral de actividad y umbral de detección de picos
Ya que estos dos umbrales están directamente relacionados con el ruido que hay en el
entorno, se debe realizar un análisis del mismo para cuantificarlo y poder así separarlo de las
señales producidas por el sistema. Se va a realizar un estudio del ruido para cada sensor del
sistema de modo independiente, colocando una etiqueta a distintas distancias del sensor y
midiendo la potencia de las señales de la etiqueta y de las señales de ruido.
Para realizar este estudio radio-eléctrico, se deben poner los sensores en modo de cali-
bración. Este modo permite obtener tanto las señales producidas por las etiquetas como las
señales de ruido. Para ello, se ejecutará el siguiente comando desde el PC controlador:
ulps_flag unset calibration <dirección MAC sensor>
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Después de poner cada sensor en modo calibración, se obtendrán los datos de las señales
recibidas por dicho sensor mediante la salida del siguiente comando:
calibration_sink
Entre otros datos, este comando devuelve la potencia de la señal recibida por el sensor
sin ningún tipo de procesamiento (raw signal power) y la potencia de la señal después de
ser demodulada (processed signal power). La primera es obtenida tanto para las señales de
ruido como para las señales producidas por una etiqueta. La segunda sólo es obtenida para
las señales de una etiqueta.
Después de obtener todos los datos de calibración para cada sensor, se deben analizar
minuciosamente con el objetivo de establecer los umbrales de actividad (activity threshold) y
de detección de picos (peak detect threshold). Tal como se ha comentado anteriormente, estos
umbrales funcionan como filtros de tal manera que cualquier medida superior al umbral se
considera que proviene de una etiqueta mientras que el resto de medidas se consideran ruido.
El umbral de actividad se corresponde con la potencia de la señal sin procesar y el umbral
de detección de picos se corresponde con la potencia de la señal procesada/demodulada. Para
poder determinar estos umbrales, se representarán los datos obtenidos para cada sensor con
las siguientes gráficas:
Gráfica en la que se representa la potencia de las señales sin procesar procedentes tanto
de ruido como de etiquetas. Esta representación permite comparar tanto en número
como en potencia las señales de las etiquetas con el ruido.
Gráfica en la que se representa la potencia de las señales procesadas/demoduladas pro-
ducidas por las etiquetas.
Histogramas correspondientes a las medidas representadas en las dos gráficas anteriores:
potencia de las señales sin procesar procedentes de las etiquetas, potencia de las señales
sin procesar procedentes del ruido y potencia de las señales procesadas procedentes de
las etiquetas.
Mediante el análisis de los histogramas se determina qué valores de potencia se obtienen
con mayor probabilidad (mayor número de muestras) cuando las señales son producidas por
las etiquetas o por el ruido. De este modo, se puede establecer el umbral correspondiente que
separa de forma óptima ambos tipos de señales.
Para cada sensor se han realizado nueve pruebas en el entorno mostrado en la Figura 11.7.
Todas las pruebas se han realizado colocando una etiqueta sobre un trípode en una posición
estática mientras se tomaban medidas de cada sensor configurado en modo calibración pre-
viamente. Las tres primeras pruebas se han obtenido colocando la etiqueta a una distancia
aproximada de 2 metros del sensor. Las tres pruebas siguientes se han obtenido colocando
la etiqueta en el punto más alejado del sensor (extremo opuesto en la diagonal del espacio
de trabajo, situado aproximadamente a 7 metros). Las tres últimas pruebas se han realizado
moviendo el robot más cercano a la etiqueta para comprobar su influencia en la potencia de
la señal. Del análisis de los datos de potencia obtenidos en estas pruebas, se ha comprobado
que los valores más bajos de potencia se daban al situar la etiqueta a la máxima distancia
(7m) mientras se movían los robots. Esto es debido a que la señal UWB se atenúa con la
distancia y a que al mover los robots aumenta la cantidad de ruido en el entorno. Por ello, en
las siguientes secciones sólo se representarán los valores de potencia de estas pruebas (etiqueta
a 7m con movimientos de robot) al ser los que han servido finalmente para fijar los umbrales
al ser los más restrictivos.
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Estudio radio-eléctrico del sensor D2
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Figura 11.8: Parámetros de la señal sin procesar en sensor D2.
Más del 80% del ruido está en el rango 300-400 y el resto se encuentra en el rango 2500-
3500. La potencia de las señales de la etiqueta se sitúan en el intervalo 1500-4000. Por lo
tanto, se establece el umbral de actividad en el valor 1500mW.
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Figura 11.9: Parámetros de la señal procesada en sensor D2.
La potencia de la señal procesada de la etiqueta se encuentra en el rango 2000-20000.
Podemos establecer el valor 2000mW como umbral de detección de picos.
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Estudio radio-eléctrico del sensor D3
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Figura 11.10: Parámetros de la señal sin procesar en sensor D3.
La mayoría de las señales de la etiqueta se encuentran en el rango de potencia 1600-2000.
Pese a que la mayor parte del ruido se encuentra alrededor de los 300, también hay ruido
entre 7000 y 10000. Se fija el umbral de actividad en 1500mW aunque también hay ruido.
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Figura 11.11: Parámetros de la señal procesada en sensor D3.
Las medidas se encuentran principalmente en el rango 2000-20000 por lo que se fijará el
umbral de detección de picos en 2000mW.
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Estudio radio-eléctrico del sensor D4
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Figura 11.12: Parámetros de la señal sin procesar en sensor D4.
Hay señales de etiqueta tanto en el rango 4000-6000 como en el rango 1000-3000. Se fijará
el umbral de actividad en 1000mW.
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Figura 11.13: Parámetros de la señal procesada en sensor D4.
La mayoría de valores están en el rango 2000-20000. El umbral de detección de picos será
de nuevo 2000mW.
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Estudio radio-eléctrico del sensor D5
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Figura 11.14: Parámetros de la señal sin procesar en sensor D5.
Hay señales de etiqueta tanto en el rango 4000-7000 como en el rango 1000-1600. Se fijará
el umbral de actividad en 1000mW.
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Figura 11.15: Parámetros de la señal procesada en sensor D5.
La mayoría de valores están en el rango 2000-20000. El umbral de detección de picos será
de nuevo 2000mW.
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Comprobación de los nuevos umbrales de actividad y de detección de picos
Los estudios radio-eléctricos realizados para cada sensor en las secciones anteriores han
permitido establecer los siguientes valores para los umbrales de actividad y de detección de
picos:
Sensor Umbral Actividad (mW) Umbral Detección Picos (mW)
D2 1500 2000
D3 1500 2000
D4 1000 2000
D5 1000 2000
Tabla 11.2: Umbrales de actividad y de detección de picos según el estudio radio-eléctrico.
Se deben verificar estos valores para los umbrales mediante un conjunto de experimentos
que constaten que separan de manera óptima las señales de ruido de las señales de las etiquetas.
Los experimentos en cuestión consisten en que una persona se desplace a lo largo de una
trayectoria lineal usando diferentes valores para los umbrales. Las medidas de desplazamiento
registradas son obtenidas de dos maneras a través del API del sistema Ubisense: a partir de
un objeto del tipo de datos ULPS::Ubitag y a partir de un objeto del tipo de datos Person.
El tipo de datos Person representa un perfil software que filtra los datos de desplazamiento
de una persona mientras que el tipo ULPS::Ubitag representa los datos sin filtrar. Se han
realizado 4 pruebas por cada conjunto de valores de umbrales. Los umbrales comprobados son
los siguientes: 500 para umbral de actividad y 1000 para umbral de detección de picos (valores
por defecto inicialmente en el sistema Ubisense); 750 para umbral de actividad y 1000 para
umbral de detección de picos; 750 para umbral de actividad y 2000 para umbral de detección
de picos; y los valores del estudio radio-eléctrico anterior (mostrados en la Tabla 11.2).
Al analizar las trayectorias obtenidas usando los umbrales optimizados según el estudio
radio-eléctrico (véase Fig. 11.19), se puede comprobar como existen outliers (medidas erróneas)
tanto en los datos filtrados (tipo Person) como en los datos no filtrados (tipo ULPS::Ubitag).
Este resultado demuestra que pese a eliminar con estos umbrales la mayor parte del ruido
(situado en el rango 200-400mW), todavía sigue existiendo ruido en el mismo rango de poten-
cias que las señales de las etiquetas. Esta coincidencia de frecuencias hace muy difícil separar
las señales de las etiquetas del ruido de mayor potencia. Sin embargo, el hecho de utilizar
umbrales altos reduce considerablemente el número de muestras obtenidas y disminuye la
granularidad de la localización. Así,por ejemplo, con un umbral de actividad de 500mW (véa-
se Fig. 11.16) se obtiene una media de 50 muestras mientras que con los umbrales optimizados
(véase Fig. 11.19) se obtiene una media de 15 muestras. Por lo tanto, al establecer valores
de umbrales más altos no sólo no se eliminan ruidos sino que se eliminan muchas medidas
correctas que tienen potencias bajas y que son confundidas con ruido.
Por consiguiente, es recomendable mantener unos valores de umbrales bajos para así no
eliminar muchas medidas correctas. Según esto, se debería mantener el umbral de actividad
en el valor inicial de 500mW ya que consigue filtrar el ruido situado en el rango 200-400mW.
Sin embargo, cuando se mueve el robot, la potencia de este ruido aumenta ligeramente (véase
Fig. 11.12). Por lo tanto, el umbral de 500mW no es suficiente para filtrar estos valores de
ruido. Finalmente, se ha establecido el umbral de actividad en 750mW ya que es un valor que
muestra un compromiso entre la eliminación de señales de ruido y la correcta identificación
de señales procedentes de etiquetas (véase Fig. 11.17 y Fig. 11.18). El umbral de detección de
picos se mantendrá en el valor más bajo (1000mW) porque es el que elimina menos medidas
y la eliminación de outliers con el valor 2000mW es muy similar.
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Figura 11.16: Trayectoria lineal con umbral actividad= 500 y detección de picos= 1000.
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Figura 11.17: Trayectoria lineal con umbral actividad= 750 y detección de picos= 1000.
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Figura 11.18: Trayectoria lineal con umbral actividad= 750 y detección de picos= 2000.
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Figura 11.19: Trayectoria lineal con umbrales optimizados según Tabla 11.2.
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11.6.2. Umbral de confianza
El umbral de confianza (confidence threshold) es un valor entre 0 y 1 propio de un perfil
software que determina si se eliminan más o menos outliers. Así, valores cercanos a 0 eliminarán
pocas medidas mientras que valores cercanos a 1 eliminarán la mayoría de las medidas. Por ello,
si se observan demasiadas medidas erróneas, se debería incrementar el valor de este umbral.
No obstante, si se observa que se descartan demasiadas medidas correctas y el movimiento del
usuario se muestrea a intervalos temporales demasiado grandes, se deberá disminuir el valor
de este umbral.
Para obtener el mejor valor para este umbral, se ha realizado un conjunto de experimentos
similares a los del apartado anterior. Una persona que llevaba una etiqueta ha realizado una
trayectoria lineal utilizando 4 valores distintos para el umbral de confianza: 0.06, 0.10, 0.20 y
0.50. Se han realizado 4 pruebas para cada valor de umbral.
El valor de umbral 0.06 es demasiado bajo y no elimina muchas de las medidas provocadas
por el ruido (véase Fig. 11.20). Los valores 0.20 y 0.50 consiguen eliminar bastantes más
medidas ruidosas pero también eliminan medidas correctas, reduciendo prácticamente a casi
la mitad el número de muestras (véase Fig. 11.22 y Fig. 11.23). Esta reducción del número
de muestras da lugar a que se encuentren separadas excesivamente tanto temporalmente
como espacialmente, haciendo difícil una reconstrucción detallada de la trayectoria. Por ello,
usaremos 0.10 como valor del umbral de confianza ya que es un valor intermedio que consigue
eliminar algunas medidas ruidosas pero no elimina medidas correctas (véase Fig. 11.21).
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Figura 11.20: Trayectoria lineal con umbral de confianza=0.06.
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Figura 11.21: Trayectoria lineal con umbral de confianza=0.10.
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Figura 11.22: Trayectoria lineal con umbral de confianza=0.20.
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Figura 11.23: Trayectoria lineal con umbral de confianza=0.50.
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11.7. Conclusiones
El conjunto de experimentos que se han realizado (véase §11.6) han permitido establecer
unos valores óptimos para los parámetros de configuración de la plataforma Ubisense. En la
Tabla 11.3 se resumen dichos valores:
Umbral 
Actividad 
(mW) 
Umbral 
Detección 
Picos (mW) 
Velocidad 
Horizontal 
(m/s) 
Velocidad 
Vertical 
(m/s) 
Umbral 
Confianza 
Frecuencia 
Base/Máx. 
(Hz) 
Velocidad 
Frec. Máx 
(m/s) 
750 2000 1.5 0.5 0.10 10 1.5 
 
Tabla 11.3: Valores de los parámetros de configuración del sistema Ubisense.
Los parámetros «frecuencia base» y «frecuencia máxima» representan la frecuencia de
muestreo (Hz) con la que el sistema registra las medidas de localización. Cuando el usuario se
desplaza a una velocidad mayor de la indicada en el parámetro «velocidad frecuencia máxima»,
se usa la frecuencia indicada en el parámetro «frecuencia máxima» en lugar de la frecuencia
del parámetro «frecuencia base». Para ambos parámetros se ha fijado la máxima frecuencia
de muestreo que permite el sistema: 10 Hz. De este modo, se obtendrá siempre la mayor
granularidad posible en la localización aunque las pilas de las etiquetas se gastarán antes. No
obstante, la frecuencia real de muestreo variará entre 6-9Hz dependiendo del filtrado de los
datos.
Pese a optimizar estos parámetros de configuración, se han detectado dos problemas prin-
cipales con las medidas devueltas por el sistema Ubisense:
Presencia de outliers: Aunque se ha reducido el número de medidas atípicas al ajustar
los parámetros (especialmente, los umbrales de actividad, de detección de picos y de
confianza), todavía siguen apareciendo en muchas ocasiones. Por ello, cuando se ob-
tengan medidas de localización del sistema Ubisense, se deberán filtrar para eliminar
aquellas que sean erróneas.
Reducida granularidad en la definición de trayectorias: Al aplicar los filtros de los perfiles
de software (en concreto, el tipo «Person»), se obtienen las medidas agrupadas. Sin
embargo, estos grupos de medidas se encuentran demasiado separados unos de otros
tanto temporal como espacialmente. Por ello, no es posible definir una trayectoria de
manera continua a partir de esas medidas y se producen saltos considerables.
Para solucionar la falta de granularidad de las medidas obtenidas a partir del tipo de datos
«Person», se pueden aplicar dos estrategias:
Utilizar las medidas sin filtrar obtenidas del tipo de datos Ubitag en lugar de las medidas
filtradas obtenidas a partir del tipo de datos Person. Sin embargo, no es recomendable
esta solución ya que los datos sin filtrar presentan un gran número de outliers.
Combinar las medidas obtenidas a partir del tipo de datos Person con medidas pro-
venientes de otros sensores que permitan cubrir la falta de granularidad. Estos nuevos
sensores deberán devolver medidas más continuas espacial y temporalmente para relle-
nar los huecos existentes entre los grupos de medidas del tipo Person.
Se va a aplicar la segunda solución:usar las medidas de sensores adicionales. En particular,
se usarán las medidas de desplazamiento del sistema GypsyGyro-18. La fusión de las medidas
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traslacionales de ambos sistemas es idónea ya que un sistema suple las carencias del otro. Así,
el sistema GypsyGyro-18 presenta medidas de desplazamiento continuas (alta granularidad)
pero con un error demasiado alto (baja precisión) (véase §10.5, pág. 40). Por el contrario, el
sistema Ubisense presenta medidas de desplazamiento relativamente precisas (con un error
inferior a 15cm) pero excesivamente separadas espacial y temporalmente (baja granularidad).
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Capítulo 12
Fusión Sensorial MoCap-UWB
12.1. Motivación de la Fusión Sensorial
En los dos capítulos anteriores se han presentado una descripción pormenorizada de los
dos sistemas de localización que se han empleado en la presente investigación: el sistema de
captura de movimiento GypsyGyro-18 y el sistema de localización en interiores Ubisense. El
análisis desarrollado ha permitido valorar con datos empíricos cuáles son las fortalezas y las
debilidades de ambas tecnologías (véase Tabla 12.1).
 Ventajas Inconvenientes 
GypsyGyro 
− Frecuencia de muestreo alta (60-
120FPS). 
− Muestreo constante y estable. 
− Localización de todas las 
articulaciones del cuerpo. 
− Alta precisión en las medidas de 
rotación de las articulaciones (errores 
inferiores a 1º). 
− Infraestructura necesaria para la 
instalación reducida. 
− Baja precisión en la medida global de 
traslación del nodo raíz (errores 
superiores a 60cm). 
− Las interferencias magnéticas causan 
errores en los ángulos de guiñada 
(rotación Z). 
− Sistema de coordenadas establecido en 
cada inicialización del sistema. 
Ubisense 
− Errores asumibles en las medidas de 
traslación (errores inferiores a 20cm). 
− Inmunidad ante interferencias 
electromagnéticas. 
− Infraestructura necesaria para la 
instalación reducida. 
− Sistemas de coordenadas fijo. 
− Frecuencia de muestreo baja (4-
7FPS). 
− Muestreo variable, dependiente de las 
muestras eliminadas por filtro interno 
(tipo Person). 
− Localización global de la persona sin 
información de las articulaciones. 
 
Tabla 12.1: Comparativa entre los sistemas GypsyGyro-18 y Ubisense.
Al comparar las ventajas e inconvenientes de ambos sistemas, se puede comprobar como
son complementarios. Así, mientras que la frecuencia de registro de medidas del Ubisense es
baja y variable, en el GypsyGyro es alta y estable. En entornos industriales se buscan sistemas
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con muestreos altos para evitar latencias altas en el funcionamiento del sistema. Por otra parte,
el GypsyGyro presenta errores en los datos de traslación global del usuario (localización de la
IMU situada en las caderas) mientras que el Ubisense registra con precisión la localización de la
etiqueta que lleva el usuario. La motivación inicial para el uso del Ubisense era la acumulación
progresiva de errores (drift) en las medidas traslacionales del GypsyGyro (véase §10.6, pág. 47).
Por ello, la primera estrategia en la que se podría pensar es sustituir simplemente las medidas
traslacionales del GypsyGyro con las medidas devueltas por el Ubisense. De este modo, se
aumentaría la precisión traslacional del sistema. No obstante, esta estrategia no es idónea
debido a las deficiencias del sistema Ubisense. En particular, no es conveniente utilizar sólo
las medidas procedentes del Ubisense porque su frecuencia de muestreo es demasiado baja
(véase §11.7, pág. 71). Esta baja frecuencia en el registro de las medidas da lugar a que
durante intervalos de tiempo demasiado largos no se reciba información de localización del
Ubisense.
Por ello, es necesario combinar las medidas traslacionales de ambos sistemas para mitigar
sus deficiencias. Por una parte, la alta frecuencia de muestreo del GypsyGyro permitirá co-
rregir las altas latencias del Ubisense. De este modo, en los intervalos temporales donde no se
reciban medidas del Ubisense, se podrán utilizar las medidas del GypsyGyro. Por otra parte,
las medidas del Ubisense permitirán eliminar el error acumulado por las medidas traslacionales
del GypsyGyro.
Además, se fijará el sistema del Ubisense como sistema de coordenadas global. De este mo-
do, se podrán establecer relaciones entre el sistema de coordenadas dinámico del GypsyGyro
(que es inicializado cada vez que arranca el GypsyGyro) y los objetos estáticos que se encuen-
tran en el entorno (que se localizarían en el sistema de coordenadas estático del Ubisense).
Así, se podría relacionar la localización del usuario que lleva el GypsyGyro con la localiza-
ción de los elementos importantes del entorno (como los robots). Al expresar su localización
en el mismo sistema de coordenadas, se podrá desarrollar una mejor interacción entre ellos,
favoreciendo la creación de entornos inteligentes realmente sensibles al contexto.
12.2. Técnicas de Fusión Sensorial Inercial
Antes de desarrollar un algoritmo de fusión entre las medidas de localización obtenidas
a partir del GypsyGyro con las medidas del Ubisense, se deben estudiar los algoritmos que
han sido desarrollados previamente. Sin embargo, la presente investigación es pionera ya que
en ninguna investigación anterior se combinan las medidas de sensores inerciales (giroscopios
y/o acelerómetros) con medidas de localización basadas en tecnologías UWB. No obstante,
se han desarrollado investigaciones de características similares donde se fusionaban los datos
obtenidos de sensores inerciales con otros sensores. En todas estas investigaciones se buscan
nuevos sensores que corrijan el error acumulado por los sensores inerciales mediante medidas
absolutas de localización.
Se pueden clasificar las técnicas de fusión en dos grandes grupos, dependiendo del tipo
de sensor adicional utilizado para corregir los errores inerciales: sensores basados en visión
(cámaras) y sensores GPS (Global Positioning System).
12.2.1. Fusión inercial-visual
Este es el tipo más común de fusión con sensores inerciales. Se utiliza principalmente en
aplicaciones de realidad aumentada (AR, Augmented Reality). En este tipo de aplicaciones se
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ha utilizado tradicionalmente una cámara montada sobre la cabeza del usuario. Las imáge-
nes captadas por la cámara eran procesadas para añadirles información adicional de interés.
Las nuevas imágenes artificiales generadas eran mostradas al usuario a través de un HMD
(Head Mounted Display) para que tuviera un mayor conocimiento de la escena. Para poder
proyectar correctamente la información adicional en las imágenes reales, es necesario que se
conozca la localización de la cámara mediante un proceso de emparejamiento de caracterís-
ticas correspondientes entre imágenes sucesivas y un modelo de la proyección de la cámara.
Sin embargo, cuando el usuario se mueve con excesiva velocidad, no se puede realizar correc-
tamente este proceso de emparejamiento porque se pierden características debido a su alto
coste computacional.
Debido a este problema, para poder registrar los movimientos rápidos del usuario se hace
necesaria la utilización de sensores inerciales. Estos sensores son capaces de registrar los movi-
mientos rápidos con una alta precisión. Sin embargo, su principal problema es la acumulación
de errores a lo largo del tiempo (drift). Por ello, se debe seguir calculando la localización
mediante el sensor visual y combinarla con la localización obtenida a partir del sensor iner-
cial. De este modo, se consigue aglutinar las ventajas de ambas tecnologías: alta frecuencia de
muestreo del sensor inercial y la localización global sin errores acumulativos del sensor visual.
A la hora de fusionar las medidas del sensor inercial con las medidas del sensor de visión,
se suelen desarrollar algoritmos basados en dos técnicas distintas: Filtro de Kalman y Filtro
de Partículas.
You y Neumann [2001] desarrollaron un sistema de localización de 6DOF (posición y
orientación) formado por una cámara CCD y tres giroscopios ortogonales. Mediante la cá-
mara se reconocen landmarks artificiales mediante un método PCA (Principal Component
Analysis). A partir de la proyección de estos landmarks en la imagen y de su localización 3D
real conocida, se calcula la localización de la cámara en cada frame. Las velocidades angulares
devueltas por los tres giroscopios en tres ejes ortogonales son integradas para poner obtener
la localización de la cámara. Ambas medidas de localización se fusionan mediante un filtro
de Kalman Extendido (EKF) con estructura predicción-corrección. Este EKF dispone de dos
canales distintos de corrección (uno para el sensor inercial y otro para el sensor de visión) y
un canal de predicción común.
Ribo y otros [2002] crearon un sistema de realidad aumentada para exteriores. En este
tipo de entornos no se pueden utilizar landmarks artificiales como en el sistema anterior. Por
ello, en este caso se detectan puntos esquinas (puntos de intersección de líneas de borde) en
la secuencia de imágenes capturada por la cámara. Posteriormente se emparejan los puntos
correspondientes entre imágenes sucesivas para poder así calcular la localización de la cámara.
Las medidas inerciales se extraen de tres acelerómetros y tres giroscopios y se fusionan con
las visuales mediante un filtro de Kalman de corrección-predicción.
Foxlin y Naimark [2003] presentan un sistema compuesto por una cámara CCD inteligente
y una IMU que registra aceleraciones lineales, velocidades angulares e intensidad del campo
magnético en tres ejes ortogonales. La parte principal de este sistema es el núcleo de fusión
sensorial que desarrolla tres funciones fundamentales: localización (tracking), auto-calibración
(auto-calibration) y auto-mapeado (auto-mapping). El proceso de localización se implementa
a través de un filtro de Kalman que fusiona las medidas de la IMU con las de la cámara
inteligente. Mediante el proceso de auto-calibración, se determinan de manera automática los
parámetros intrínsecos y extrínsecos de los sensores. Por último, mediante el auto-mapeado el
sistema es capaz de construir un mapa del entorno con los nuevos landmarks que va registrando
la cámara y corrigiendo sus posiciones a medida se vuelven a capturar en nuevos frames. Se
fundamenta en un filtro aumentado de Kalman basado en técnicas de SLAM (Simultaneous
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Location and Mapping).
Sin duda, el filtro de Kalman es la técnica utilizada más ampliamente para fusionar las
medidas de los sensores inerciales con las medidas de los sensores visuales. No obstante, este
tipo de filtros se fundamentan en la linealización de las medidas y de los modelos de evolución
mediante expansiones de series de Taylor. Por ello, en el caso de que los modelos no sean
lineales o las distribuciones de error no sean gaussianas, los métodos basados en filtros de
Kalman no son adecuados y pueden dar una solución no óptima [Ababsa y otros, 2004]. Por
su parte, los filtros de partículas presentan soluciones más generales en estos casos ya que
no se basan en ninguna asunción previa sobre aproximaciones lineales o gaussianas. Estos
filtros se basan en métodos secuenciales de Monte-Carlo y representan las distribuciones de
probabilidad mediante partículas que se aglutinan en las muestras más probables.
Ababsa y Mallem [2007] han desarrollado un sistema de realidad aumentada compuesto
por una cámara y una IMU (acelerómetros y giroscopios) montados en el extremo de un
robot industrial. Con la cámara, se detectan una serie de landmarks artificiales situados en
el entorno. A partir de su localización tridimensional conocida, se estima la localización de
la cámara. Esta medida de localización se combina con las medidas procedentes del sensor
inercial mediante un filtro de partículas SIR (Sampling Importance Resampling). Este filtro
dispone de dos canales de ponderación distintos ya que las medidas visuales se obtienen con
una frecuencia inferior a la de las medidas inerciales. Ambos canales están conectados a un
módulo de estimación común que calcula la localización de la cámara.
12.2.2. Fusión inercial-GPS
Después de los sensores de visión, los sensores GPS son los que se combinan en mayor
medida con los sensores inerciales. La fusión entre sensores inerciales y GPS se suele utilizar
en aplicaciones de localización de vehículos o personas en exteriores ya que la precisión del
GPS disminuye considerablemente en interiores. De este modo, fusionando ambas tecnologías
se aprovechan sus ventajas: la localización global del GPS y la alta frecuencia de muestreo
de los sensores inerciales. La alta frecuencia de muestreo de los sensores inerciales corrige la
alta latencia del GPS. Por otra parte, las medidas globales del GPS corregirán los errores
acumulados (drift) por los sensores inerciales.
Al igual que en la fusión inercial-visual, las técnicas de fusión utilizadas usualmente se
fundamentan en un filtro de Kalman o un filtro de partículas.
Foxlin [2005] desarrolló el sistema NavShoe para la localización de personas en exterio-
res (pedestrian dead-reckoning). Se basa en la instalación de dos IMUs en los zapatos de la
persona que transmiten sus datos inalámbricamente a un ordenador portátil que es transpor-
tado también por la persona. Las medidas de los giroscopios, acelerómetros y magnetómetros
de las IMUs son combinadas mediante un filtro de Kalman extendido (EKF). Sin embargo,
cuando el usuario recorre distancias considerables (mayores a 1Km), estos sensores acumulan
demasiado error en la guiñada (heading) debido a las desviaciones magnéticas registradas por
los magnetómetros. Por ello, en estos casos se utilizan las medidas de un receptor GPS, que
se introducen en el EKF anterior como una entrada con una cierta covarianza de error. Estas
medidas del GPS permiten eliminar el error acumulado por los sensores inerciales.
Por otra parte, Yang y otros [2005] presentaron un sistema de navegación para localizar
vehículos en exteriores. En el vehículo se instala un giroscopio, un odómetro y un receptor
GPS. Las medidas de estos sensores se combinan mediante un filtro de partículas SIR.
En las siguientes secciones se va a describir el algoritmo de fusión desarrollado entre el
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sistema de captura de movimiento inercial GypsyGyro y el sistema de localización UWB
Ubisense para combinar sus medidas traslacionales.
12.3. Algoritmo de Fusión MoCap-UWB
12.3.1. Sistemas de coordenadas
En primer lugar, las medidas de ambos sistemas deberían representarse en el mismo sistema
de coordenadas. El sistema de coordenadas U del Ubisense es un sistema fijo en el espacio de
trabajo mientras que el sistema de coordenadas G del GypsyGyro se determina cada vez que
el sistema se inicializa. En el entorno desarrollado, el origen del sistema del Ubisense se sitúa
en la esquina donde se encuentra el sensor maestro D2 (véase Fig. 11.7).
Durante el proceso de inicialización, la persona que lleva el GypsyGyro debe colocarse en
la posición nula: de pie, con la cabeza erguida, mirando al frente en dirección norte (se suele
usar una brújula para comprobarlo), con los brazos pegados a ambos lados del cuerpo, los
dedos de las manos deben estar extendidos y dirigidos hacia el suelo (excepto los pulgares
que deben apuntar hacia el frente), las piernas deben estar rectas y los pies ligeramente
separados. En esta posición se establece el sistema de coordenadas del GypsyGyro respecto al
que se representarán todos los movimientos del actor. Así, el actor estará de pie a lo largo del
eje Z positivo, mirando en la dirección negativa del eje Y y con el eje X apuntando hacia su
izquierda. En la Figura 12.1 se representa este sistema de coordenadas junto con el sistema
de coordenadas del Ubisense.
ZU ZG
XU
YU
XG
YG
U G
®
Figura 12.1: Relación entre los sistemas de coordenadas del GypsyGyro (G) y el Ubisense
(U).
12.3.2. Cálculo de la matriz de transformación
Tal como se puede observar en la Figura 12.1, entre el sistema de coordenadas del Gy-
psGyro y el sistema de coordenadas del Ubisense existe sólo una traslación y una rotación de
un ángulo α alrededor del eje Z. Este ángulo representa la orientación del norte magnético
respecto al Ubisense. Por lo tanto, con las siguientes ecuaciones se puede transformar un punto
p del sistema del GypsyGyro pG al sistema del Ubisense pU :
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pU = UTG · pG (12.1)
pU = Trans
(
xUG, y
U
G, z
U
G
)
·Rot
(
zU , α
)
· pG (12.2)
Desarrollando la expresión anterior, se obtiene la siguiente ecuación:
xU
yU
zU
1
 =

cos (α) − sin (α) 0 xUG
sin (α) cos (α) 0 yUG
0 0 1 zUG
0 0 0 1
 ·

xG
yG
zG
1
 (12.3)
Cuando se obtengan las dos primeras medidas de ambos sistemas (pG y pU ), se tendrá
que calcular la matriz de transformación UTG entre ambos sistemas de referencia utilizando la
ecuación 12.3. El ángulo α será un parámetro conocido que se pasará inicialmente al algoritmo
de fusión propuesto. Las únicas componentes desconocidas de la matriz de transformación
serán las coordenadas del vector de translación entre el sistema del Ubisense y el sistema del
GypsyGyro. Despejando en la ecuación 12.3 podemos obtener el valor de estos tres parámetros:
xUG = x
U − xG cos (α) + yG sin (α) (12.4)
yUG = y
U − xG sin (α)− yG cos (α) (12.5)
zUG = z
U − zG (12.6)
12.3.3. Transformaciones de las medidas
Después de calcular la matriz de transformación UTG, todas las medidas traslacionales
del GypsyGyro (coordenadas 3D del nodo raíz de las caderas) se transformarán al sistema
de referencia del Ubisense mediante la ecuación 12.1. No obstante, no sólo tendríamos que
transformar la posición del nodo raíz, sino también su orientación )α, β, γ). Será suficiente
con transformar la orientación del nodo raíz ya que las orientaciones del resto de nodos del
cuerpo se representan de manera jerárquica a partir del nodo raíz (véase §A.2, pág. 95 y §A.3,
pág. 96). En primer lugar, se debe representar la orientación del nodo raíz como matriz de
rotación RotG en lugar de como ángulos de Euler (α, β, γ), teniendo en cuenta que el orden
de rotaciones del sistema GypsyGyro es Y XZ (véase §A.4, pág. 97):
RotG = Rot
(
yG, β
)
·Rot
(
xG, α
)
·Rot
(
zG, γ
)
(12.7)
A continuación, esta matriz de rotación RotG se transformará desde el sistema de coorde-
nadas del GypsyGyro al sistema de coordenadas del Ubisense:
RotU = Rot
(
zU , α
)
·RotG (12.8)
Finalmente, la matriz de rotación RotU (que representa la orientación del nodo raíz res-
pecto al sistema del Ubisense) se volverá a representar como ángulos de Euler ya que es la
representación de la orientación que utiliza internamente la librería del GypsyGyro. Para ello,
se utilizará el método MatrixToEulerXYZ de la clase Matrix de la librería del GypsyGyro,
que implementa las fórmulas de transformación descritas en [Slabaugh, 1999].
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Si la matriz de transformación UTG sólo se calculara cuando el sistema se inicializa, el
error traslacional del GypsyGyro se iría acumulando a lo largo del tiempo. Por ello, la matriz
de transformación entre ambos sistemas de coordenadas se debe recalcular cada vez que se
reciba una nueva medida del Ubisense. De este modo, las medidas de localización del Ubisense
corregirán el error acumulado por el GypsyGyro. Por otra parte, entre cada par de medidas
del Ubisense, se utilizarán las medidas del GypsyGyro para corregir así la baja frecuencia de
muestreo del Ubisense. La Figura 12.2 representa esquemáticamente el algoritmo de fusión
sensorial desarrollado.
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Figura 12.2: Esquema del algoritmo de fusión MoCap-UWB.
Siguiendo el diagrama anterior, se pueden enumerar los principales pasos del algoritmo
propuesto. Inicialmente, se espera a obtener dos medidas de ambos sistemas para poder cal-
cular la matriz de transformación entre ellos (usando las ecuaciones 12.1-12.6). Seguidamente,
se espera a obtener nuevas medidas. Si la nueva medida obtenida es del GypsyGyro, se trans-
formará al sistema de coordenadas del Ubisense mediante las ecuaciones 12.1 y 12.8. Si es una
medida del Ubisense, se recalculará la matriz de transformación.
Tal como se ha comentado anteriormente, al utilizar las medidas del Ubisense se corri-
gen los errores acumulados en las medidas traslacionales del GypsyGyro. No obstante, este
funcionamiento no contempla la presencia de outliers (medidas atípicas con un alto error) en
las medidas del Ubisense. Por ello, se ha añadido un filtro en la implementación realizada
que comprueba si cada medida procedente del Ubisense es un outlier. Para ello, se calcula
la distancia entre la localización actual y la medida inmediatamente anterior del Ubisense.
Después, se calcula la velocidad que a la que debería desplazarse la persona para recorrer
dicha distancia en el tiempo transcurrido entre ambas medidas. Si dicha velocidad es superior
a un cierto umbral (1.5 m/s), la medida actual del Ubisense se descartará al tratarse de un
outlier.
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12.4. Detalles de Implementación
Se ha partido del código fuente del programa GyroDemo suministrado con el GypsGyro
(véase A.2, pág. 95). Este programa obtiene los datos de movimiento del actor capturados
por las IMUs del GypsyGyro y los muestra en tiempo real sobre un esqueleto tridimensional.
Permite también guardar los datos capturados en un fichero BVH. La clase CMainFrame es la
encargada de implementar estas funcionalidades en el programa GyroDemo. En la Figura 12.3
se muestra un diagrama UML de las principales clases implementadas para desarrollar el
algoritmo de fusión.
+OnActionsRecord()
+OnActionsStop()
+OnCreate()
+OnActionsSetnorth()
CMainFrame
+createUbiLocationClient()
+on_update()
-transf : GypsyUbiTransform *
UbiLocationClient
UClientAPI::LocationClient
+createUbiDataClient()
+on_button()
-fr : CMainFrame *
UbiDataClient
UClientAPI::DataClient
+setRotGypsyUbi()
+setLastGypsyLocation()
+setLastUbisenseLocation()
+transfOriGypsyUbi ()
-transfPosGypsyUbi()
-setTrasGypsyUbi()
-trasGypsyUbi : Vector
-rotGypsyUbi : Matrix
-angleZ : float
-originalGypsyMeasures : vector
-transfGypsyMeasures : vector <Vector>
-UbiMeasures : vector <TimeMeasure>
GypsyUbiTransform
+measure : Vector
+time : DWORD
«struct»
TimeMeasure«uses»
Ubisense 
DLL
«uses»«uses»
GypsyGyro 
DLL
«uses»
<TimeMeasure> 
Figura 12.3: Diagrama UML de las clases C++ implementadas para desarrollar el algoritmo
de fusión.
Se han añadido las siguientes clases para capturar las medidas del Ubisense y para fusio-
narlas con las medidas del GypsyGyro:
Clase «GypsyUbiTransform»: Esta clase guarda todas las medidas de localización pro-
cedentes del GypsyGyro y el Ubisense en dos vectores: originalGypsyMeasures y rotGy-
psyMeasures. También se encarga de almacenar la matriz de rotación rotGypsyUbi entre
el sistema de coordenadas del GypsyGyro y el del Ubisense. Esta matriz es inicializa-
da a través del método SetRotGypsyUbi pasándole como parámetro el ángulo entre la
dirección norte y el eje Y del Ubisense (atributo angleZ ).
Clase «UbiLocationClient»: Esta clase hereda de la clase LocationClient procedente del
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API del sistema Ubisense. Implementa el método on_update que es invocado cada vez
que se recibe una medida de localización del Ubisense. Este método ejecutará el método
setLastUbisenseLocation de la clase GypsyUbiTransform para filtrar la medida obtenida
y guardarla en el vector ubisenseMeasures si no es un outlier.
Clase «UbiDataClient»: Esta clase hereda de la clase DataClient procedente del API
del sistema Ubisense. Implemente el método on_button que es invocado cada vez que
el usuario pulsa alguno de los dos botones (azul y naranja) de la etiqueta del Ubisense.
Si el botón pulsado es el naranja, este método enviará un mensaje SetNorth a la clase
CMainFrame para que inicialice el sistema de coordenadas del GypsyGyro. Si el botón
pulsado es el azul, este método enviará un mensaje Record o un mensaje Stop. Así, si el
sistema se encuentra grabando datos y el usuario pulsa el botón azul, el sistema parará
de grabar (mensaje Stop). Por otra parte, si el sistema se encuentra parado y el usuario
pulsa el botón azul, el sistema comenzará a fusionar las medidas y a guardarlas en los
atributos de la clase GypsyUbiTransform (mensaje Record).
Además de añadir estas clases, se ha modificado la clase CMainFrame para que además
de capturar y almacenar las medidas del GypsyGyro también las fusione con las medidas del
sistema Ubisense. Para ello, cada vez que se reciba una medida del GypsyGyro, se invocará
el método setLastGypsyLocation. Este método no sólo almacena la última medida de locali-
zación del nodo raíz del GypsyGyro en el vector originalGypsyMeasures, sino que también la
transforma al sistema de coordenadas del Ubisense mediante el método transfPosGypsyUbi
que implementa la ecuación 12.1 y la guarda en el vector transfGypsyMeasures. Además, si
inmediatamente antes se ha recibido una medida del Ubisense, se recalculará la matriz de
traslación entre ambos sistemas de coordenadas mediante la ejecución del método setTrasGy-
psyUbi que implementa las ecuaciones 12.3-12.6. La orientación del nodo raíz del GypsyGyro
se transformará mediante el método transfOriGypsyUbi que implementa la ecuación 12.8.
12.5. Experimentación
Para verificar el correcto funcionamiento del algoritmo implementado, se han desarrollado
un conjunto de pruebas experimentales. En particular, se han registrado los datos devueltos
por el algoritmo de fusión cuando una persona que llevaba puesto el GypsyGyro y la etiqueta
del Ubisense se desplazaba en una trayectoria recta horizontal de aproximadamente 2.70m.
La trayectoria seguida es paralela al eje X del sistema de coordenadas fijo del Ubisense.
Al representar los datos obtenidos por el GypsyGyro, se obtiene aproximadamente una
recta oblicua (véase Fig. 12.4). Esta recta no es paralela al eje X ya que está representada en el
sistema de coordenadas del GypsyGyro en lugar de en el sistema de coordenadas del Ubisense.
La pendiente de dicha recta representa la tangente del ángulo de rotación α entre el eje Y del
sistema de coordenadas del Ubisense y el eje Y del sistemas de coordenadas del GypsyGyro
(que se corresponde con la dirección del sur magnético). En los experimentos realizados este
ángulo tiene un valor aproximado de 18◦. Al comparar la longitud de la trayectoria registrada
por el GypsyGyro con la longitud de la trayectoria real, se comprueba que existe un error de
unos 34cm. Este error se debe a la acumulación de errores en el algoritmo de la librería del
GypsyGyro que estima el desplazamiento del actor a partir de los valores rotacionales de sus
articulaciones (véase 10.5.4, pág. 46). Debido a este error, la fusión sensorial es necesaria.
Al representar la trayectoria obtenida a través de los datos del Ubisense (véase Fig. 12.5),
obtenemos una línea recta paralela al eje X, tal como se esperaba. Sin embargo, la separación
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Figura 12.4: Trayectoria registrada por el GypsyGyro en comparación con la trayectoria real.
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Figura 12.5: Trayectoria registrada por el Ubisense.
temporal entre cada par de medidas del Ubisense es excesiva para un entorno industrial debido
a la baja frecuencia de muestreo del Ubisense. Por ello, la fusión sensorial es necesaria.
Al fusionar las medidas de ambos sistemas, se consiguen eliminar las desventajas que
tienen por separado. De esta manera, las medidas del GypsyGyro cubren los espacios entre
las medidas del Ubisense y las medidas del Ubisense corrigen el error acumulado por las
medidas del GypsyGyro. En la Figura 12.6 se representa la trayectoria obtenida a partir de
la fusión sensorial y la comparamos con las medidas del Ubisense para demostrar cómo las
medidas del GypsyGyro cubren los huecos entre cada par de medidas del Ubisense.
No obstante, este algoritmo es muy dependiente de las medidas obtenidas por el sistema
Ubisense. Así, si el Ubisense no suministra las medidas correctamente y produce un salto
considerable en su trayectoria, la trayectoria del algoritmo de fusión no podrá corregir dicho
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Figura 12.6: Trayectoria de la fusión sensorial comparada con la trayectoria del Ubisense.
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Figura 12.7: Trayectoria registrada por el Ubisense con salto.
salto. Después de realizar diversas pruebas, se ha comprobado como es habitual la existencia de
saltos considerables (de más de 0.5m) en las trayectorias devueltas por el Ubisense. Estos saltos
se produce debido al filtrado que realiza internamente la librería del Ubisense antes de devolver
las medidas obtenidas. Este filtrado (asociado a un perfil software de la plataforma) retrasa en
muchas ocasiones las medidas de localización, aglutinando un gran número de medidas en un
área espacial pequeña. Posteriormente, cuando el Ubisense actualiza la localización, provoca
un salto en su trayectoria ya que se han perdido todas las medidas de localización intermedias
debido al retraso temporal del filtrado. La Figura 12.7 muestra un ejemplo de un salto en una
trayectoria construida a partir de las medidas del Ubisense. La Figura 12.8 muestra como se
traslada dicho salto a la trayectoria calculada por el algoritmo de fusión.
Para comprender más fácilmente el origen de estos saltos, se va a estudiar detalladamente
los valores numéricos de las medidas de localización obtenidas en la prueba correspondiente
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Figura 12.8: Traslación del salto de la trayectoria del Ubisense al algoritmo de fusión.
a las dos gráficas anteriores. Tal como se puede observar en la Tabla 12.3, entre las dos
medidas del Ubisense hay una separación de más de 90cm en el eje X. Este desplazamiento es
demasiado elevado para los 0.6540s que hay entre ambas medidas. Este hecho demuestra que
el filtrado del Ubisense retrasa excesivamente sus medidas, provocando saltos en la trayectoria
al intentar corregir estos retrasos. Por otra parte, el GypsyGyro no es capaz de corregir este
salto ya que registra sólo un desplazamiento de 3cm a lo largo del eje X entre ambas medidas
del Ubisense.
12.6. Conclusiones
En el capítulo actual se ha presentado un algoritmo que permite fusionar las medidas
traslacionales del GypsyGyro (posición y orientación del nodo raíz del esqueleto) con las
medidas de posición de la etiqueta del Ubisense. Los errores acumulados por las medidas del
GypsyGyro se corrigen con las posiciones absolutas devueltas por el Ubisense. El sistema
Ubisense sólo corregirá la posición y orientación del nodo raíz del esqueleto mientras que
el resto de nodos (brazos, manos, piernas, pies, cuello, cabeza...) serán localizados a partir
de dicho nodo raíz y las medidas del GypsyGyro. De este modo, se consigue posicionar al
operador humano en el entorno industrial de manera precisa (con un error inferior a 15cm) y
completa (ya que se localizan todas sus extremidades).
Los experimentos desarrollados han demostrado que el algoritmo de fusión funciona bien
siempre que la trayectoria devuelta por el Ubisense sea correcta. Sin embargo, si la trayectoria
devuelta por el Ubisense no es continua y se producen saltos, dichos saltos se trasladan
directamente a la trayectoria devuelta por el algoritmo de fusión. Estos saltos los provocan
los retardos introducidos por el filtrado de los datos del sistema Ubisense (perfil de software
Person). Para eliminar los saltos en la trayectoria del Ubisense se pueden seguir los siguientes
pasos:
Utilizar datos sin filtrar del Ubisense: En lugar de obtener las medidas de localización del
Ubisense a través del tipo Person, se podría utilizar el tipo Ubitag. Este tipo de datos
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de la librería del Ubisense no implementa ningún filtrado. Con este tipo de datos se
obtendrán medidas de localización sin retrasos. No obstante, las trayectorias obtenidas
directamente a través de estas medidas serán más irregulares ya que no se filtrarán las
medidas erróneas.
Modelado del error en ambos sistemas: Al no utilizar medidas filtradas del Ubisense, se
tendrán que modelar sus errores para poder eliminar los outliers y estimar su trayec-
toria. Teniendo en cuenta las técnicas descritas en la sección §12.2, sería recomendable
implementar un Filtro de Kalman o un Filtro de Partículas para así modelar los errores
de ambos sistemas y poder corregirlos. De este modo, obtendríamos unas trayectorias
más estables ya que mediante estas técnicas se podría estimar el desplazamiento de la
persona pese a obtener medidas erróneas de ambos sistemas. Se conseguiría un sistema
más robusto ante la presencia de saltos en la trayectoria debido a errores en cualquiera
de los dos sistemas.
Sistema X(m) Y(m) Z(m) Tiempo(ms)
Ubisense 1.034778 2.962516 0.342019 7688
GypsyGyro 0.751987 0.173747 0.951092 7703
GypsyGyro 0.755023 0.17366 0.950891 7750
GypsyGyro 0.75854 0.17366 0.950878 7766
GypsyGyro 0.762019 0.172802 0.951039 7813
GypsyGyro 0.764883 0.172683 0.951309 7844
GypsyGyro 0.767141 0.172418 0.951261 7891
GypsyGyro 0.769156 0.171059 0.950982 7907
GypsyGyro 0.771054 0.17113 0.950641 7953
GypsyGyro 0.773173 0.171585 0.950478 7985
GypsyGyro 0.775207 0.171419 0.950244 8000
GypsyGyro 0.776708 0.171312 0.950175 8047
GypsyGyro 0.777854 0.171043 0.950302 8063
GypsyGyro 0.779496 0.170954 0.950495 8110
GypsyGyro 0.780421 0.171211 0.950377 8125
GypsyGyro 0.781337 0.170588 0.949765 8188
GypsyGyro 0.782269 0.17076 0.949526 8219
GypsyGyro 0.782914 0.171059 0.949218 8250
GypsyGyro 0.784117 0.17175 0.9485 8282
Ubisense 1.941832 2.941752 0.228489 8328
Tabla 12.3: Medidas de localización del GypsyGyro obtenidas entre un salto del Ubisense.
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Capítulo 13
Conclusiones
13.1. Resumen del trabajo desarrollado
La investigación presentada en la segunda parte de esta memoria tiene como objetivo
general aplicar la inteligencia ambiental al ámbito industrial para así aumentar tanto la pro-
ductividad como la seguridad. Uno de los aspectos claves para conseguirlo es mejorar la
interacción entre las máquinas y los operadores humanos que trabajan con ellas. En concreto,
la cooperación entre robots y humanos es interesante para la industria ya que permite aunar
las ventajas de ambos: la inteligencia del humano con las capacidades de manipulación del
robot. Sin embargo, para que esta colaboración sea precisa y no suponga ningún peligro para
el humano, se debe localizar al operador en tiempo real. Para poder localizar el cuerpo entero
del operador humano se debe utilizar un sistema de captura de movimiento. Se ha utiliza-
do el sistema GypsyGyro-18 que está compuesto por 18 sensores inerciales que devuelven la
orientación de cada articulación del cuerpo en tiempo real.
Se debe evaluar si se puede aplicar este sistema de captura de movimiento en entornos
industriales. Para ello, se ha analizado tanto su precisión rotacional (ángulos de Euler de
rotación de cada articulación) como su precisión traslacional (posición absoluta del nodo raíz
del esqueleto) en una celda de trabajo industrial compuesta por un manipulador robótico
PA-10. Los experimentos realizados han demostrado que la precisión rotacional es adecuada
siempre que las IMUs no entren en la zona de influencia de los campos magnéticos de los
motores del robot. Por otra parte, la precisión traslacional es insuficiente ya que el algoritmo
de estimación de desplazamiento del humano provoca errores excesivos para celdas de trabajo
industrial.
Los errores rotacionales del GypsyGyro son fácilmente controlables si se mantiene una
distancia de seguridad entre el operador humano y el robot o si se cambia el modo de funcio-
namiento de las IMUs para que no tomen las medidas de los magnetómetros como absolutas.
Sin embargo, los errores traslacionales no se pueden eliminar y son inherentes al sistema.
Por ello, se ha buscado un sistema de localización alternativo que supla esta carencia en el
posicionamiento global del operador en el entorno.
Se ha utilizado el sistema de localización en interiores Ubisense. Este sistema se funda-
menta en las señales de radio-frecuencia UWB que reportan las siguientes ventajas respecto a
otras tecnologías de localización: infraestructura sencilla (con sólo 4 sensores se puede cubrir
un área amplia de trabajo), robustez ante interferencias, etiquetas de reducido tamaño y no
tiene restricciones de línea de visión.
Para configurar de manera óptima el sistema Ubisense, se ha realizado un análisis de la
precisión de las medidas devueltas por el sistema. Este análisis ha permitido identificar los
dos puntos débiles principales del sistema: presencia de outliers y reducida granularidad en la
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definición de las trayectorias. Esta granularidad se debe a que el filtrado de las medidas que
realiza la plataforma software del Ubisense retarda en exceso el suministro de medidas. Este
retraso se traduce en saltos (tanto temporales como espaciales) sustanciales en la trayectoria
final devuelta por el sistema. Por ello, no se pueden utilizar únicamente las medidas del Ubi-
sense para localizar al operador humano. Es necesario combinar las medidas de traslación del
GypsyGyro con las del Ubisense. Las características de ambos sistemas son complementarias
y permiten suplir las deficiencias del otro. Así, el GypsyGyro dispone de una alta frecuencia
de muestreo que permite cubrir la gran dispersión de las medidas del Ubisense. Por su parte,
el Ubisense permite corregir los errores traslacionales del GypsyGyro.
Se ha desarrollado un algoritmo para combinar las medidas de ambos sistemas. Ya que el
sistema de coordenadas del Ubisense es fijo, se han pasado todas las medidas del GypsyGyro a
este sistema de coordenadas para poder así localizar al operador humano de manera absoluta
en el entorno. Cada vez que se obtiene una medida del Ubisense, se actualiza la matriz de
transformación entre ambos sistemas para eliminar así el error acumulado por el GypsyGyro.
Entre cada par de medidas del Ubisense, se transforman todas las medidas del GypsyGyro
recibidas para completar la escasa frecuencia de muestreo del Ubisense (10Hz en el Ubisense
frente a 120Hz en el GypsyGyro). Este algoritmo ha dado buenos resultados siempre que
el Ubisense no presentara saltos en la trayectoria. Pero cuando las medidas del Ubisense
se retrasan debido al filtrado de las mismas, aparecen saltos (huecos tanto espaciales como
temporales donde no hay medidas) en sus trayectorias. Como el presente algoritmo utiliza las
medidas del Ubisense como base para las transformaciones entre los sistemas de coordenadas,
estos saltos se trasladan directamente a la trayectoria devuelta por el algoritmo de fusión. El
GypsyGyro no es capaz entonces de rellenar estos huecos en las trayectorias con sus medidas
porque estos saltos suelen consistir en un desplazamiento espacial considerable (superior a
0.5m) en un espacio temporal reducido (inferior a 1s).
Los resultados de esta investigación se han expuesto en dos publicaciones, una en un
congreso nacional y otra en un congreso internacional:
Corrales, J. A.; Torres, F. y Candelas, F. A.: «Tecnologías en la Inteligencia
Ambiental». En: XXVII Jornadas de Automática, Almería, España, 2006.
Corrales, J. A.; Candelas, F. A. y Torres, F.: «Hybrid Tracking for Human Ope-
rators in Intelligent Industrial Environments». En: 12th IEEE Conference on Emerging
Technologies and Factory Automation, Patras, Grecia, 2007. En proceso de revisión.
13.2. Trabajo Futuro
La resolución de los principales problemas aparecidos a lo largo de la investigación y el
desarrollo de aplicaciones de interacción hombre-robot marcan las líneas de trabajo futuras
que se deben seguir:
Mejora del algoritmo de fusión de medidas entre el sistema GypsyGyro y el Ubisense:
Se deberán utilizar las medidas sin filtrar del sistema Ubisense en lugar de las medidas
del perfil software Person. De este modo, las medidas del Ubisense obtenidas no ten-
drán retardos y se evitarán los saltos que provocan en las trayectorias. Sin embargo,
al eliminar este filtrado, aparecerán outliers. Por ello, es necesario usar técnicas que
permitan estimar dichos errores para poder corregirlos. El Filtro de Kalman y el Filtro
de Partículas serían las dos primeras técnicas a tener en cuenta ya que se han utilizado
ampliamente en la fusión sensorial.
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Mejora del funcionamiento del GypsyGyro ante interferencias magnéticas: La definición
de una zona de influencia magnética del robot ha permitido establecer una región es-
pacial alrededor del robot que provoca medidas erróneas en toda IMU del GypsyGyro
que se encuentre dentro de ella. Estos errores sólo se manifiestan en la componente de
guiñada ya que es la única que es corregida mediante los magnetómetros de las IMUs.
Mediante el establecimiento de restricciones cinemáticas se podría limitar el movimiento
de las IMUs cuando se encuentran bajo la influencia de interferencias magnéticas y, de
este modo, reducir la incertidumbre sobre su localización.
Desarrollo de algoritmos de detección de colisiones: Después de corregir los errores que
aparecen al localizar al operador humano con el GypsyGyro y el Ubisense, se deberán
desarrollar algoritmos que permitan anticipar la ocurrencia de colisiones para evitar
accidentes cuando interactúen humano y robot.
Desarrollo de un visualizador software: Se deberá implementar un programa que per-
mita capturar y visualizar en tiempo real tanto los movimientos del robot como los
movimientos del operador humano. De este modo, se podrá monitorizar la interacción
entre ambos y avisar de posibles colisiones.
Desarrollo de aplicaciones reales de cooperación humano-robot: Después de desarrollar
todos los puntos anteriores, se deberán aplicar en casos reales que demuestren las mejoras
en productividad y seguridad de la aplicación de la AmI en la industria.
Ampliación del rango de aplicación de la inteligencia ambiental: No sólo se deberá cen-
trar el desarrollo de entornos inteligentes industriales en la interacción humano-robot,
sino que también se deberán desarrollar servicios adicionales que ayuden al operador
humano en su trabajo diario. Por ejemplo, el desarrollo de sistemas de teleoperación y
de monitorización remotos de la planta industrial.
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Apéndice A
El Formato de los Datos del
GypsyGyro-18
A.1. Descripción del formato BVH
El GypsyGyro-18 almacena la información sobre el movimiento del actor en ficheros que
siguen el formato BVH. El formato BVH (BioVision Hierarchical Data) fue desarrollado
originalmente por Biovision Motion Capture Studios (empresa actualmente extinta que ofrecía
servicios -software y hardware- de captura de movimiento). Este formato pretende mejorar
el formato previo BVA mediante la adición de una estructura jerárquica que representa los
huesos del esqueleto del actor.
Todo fichero BVH es un fichero en formato ASCII que contiene dos partes fundamentales
[Meredith y Maddock, 2000]: la primera sección detalla la jerarquía y la posición inicial del
esqueleto y la segunda sección contiene la información del movimiento del actor. La primera
sección empieza con la palabra reservada HIERARCHY. A continuación, se definen todos
los huesos (segmentos) del esqueleto de manera jerárquica mediante la utilización de bloques
anidados mediante llaves ({}). En la línea previa a cada bloque anidado se coloca la palabra
reservada JOINT (o ROOT en el caso del nodo raíz del esqueleto) seguida del nombre del
hueso correspondiente. El hueso raíz (identificado con la palabra reservada ROOT ) representa
el nodo raíz de la estructura jerárquica del esqueleto. El resto de los huesos serán definidos de
manera recursiva a partir del hueso raíz.
Dentro del bloque encerrado entre llaves de cada hueso, se definen sus propiedades (offset
y canales) y sus huesos hijos (cuyos movimientos dependen de los movimientos del padre).
En la primera línea, se define la propiedad OFFSET que representa la traslación (x, y, z) del
origen del hueso actual respecto al sistema de coordenadas del hueso padre. Mediante esta
propiedad se determina la longitud y la dirección del hueso padre. En el caso del hueso raíz,
esta propiedad representa la posición inicial del mismo respecto al sistema global del mundo.
En la siguiente línea, se define la propiedad CHANNELS que representa los grados de libertad
(parámetros necesarios para definir el movimiento) del hueso actual. Después de la palabra
reservada CHANNELS se coloca el número de canales (DOFs) del hueso y su tipo. Los posibles
tipos de canales son los siguientes: Xposition, Yposition, Zposition, Xrotation, Yrotation y
Zrotation. Además, el orden de los canales de rotación determina el orden de los ángulos de
Euler necesario para aplicar la rotación al hueso. El orden de los canales también determina su
orden de almacenamiento en la sección de movimientos. Normalmente, el hueso raíz contiene
seis canales (posición y rotación) mientras que el resto de huesos sólo contienen tres canales
de rotación. Esta información es suficiente para calcular los movimientos (transformaciones de
rotación y traslación) del esqueleto ya que los canales de cada hueso representan movimientos
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relativos respecto al hueso padre.
Después de definir las propiedades (offset y canales) del hueso actual, se definen sus huesos
hijos de manera recursiva. Los efectores finales (nodos del esqueleto que no tienen hijos) se
definen con las palabras reservadas End Site y sólo tienen la propiedad de OFFSET que sirve
para calcular la longitud y orientación del hueso padre.
La segunda sección del fichero BVH es la sección con la información de movimiento y em-
pieza con la palabra reservada MOTION. La siguiente línea comienza con la palabra reservada
«Frames:» y contiene el número de marcos (frames) de la animación como un entero decimal.
Después, se indica el tiempo en segundos que dura cada marco como un número positivo en
coma flotante después de las palabras reservadas «Frame Time:». Para obtener el número
de marcos que se registran por segundo es suficiente con dividir 1 entre el tiempo de cada
marco (frame time). El resto del fichero contiene tantas líneas como el número de marcos de la
animación. En cada una de estas líneas se almacenan los canales (números en coma flotante)
que definen el movimiento correspondiente a cada marco. El orden en el que se muestran los
canales coincide con su orden de definición en la jerarquía del esqueleto (primera sección del
fichero BVH).
A continuación, listamos un fichero de ejemplo en el que se muestra la estructura jerárquica
de la pierna izquierda de una persona. Las palabras reservadas están en mayúsculas:
HIERARCHY
ROOT Hips
{
OFFSET 0.000000 0.000000 0.000000
CHANNELS 6 Xposition Yposition Zposition Zrotation Xrotation Yrotation
JOINT LeftHip
{
OFFSET 4.948464 -3.425122 -0.149671
CHANNELS 3 Zrotation Xrotation Yrotation
JOINT LeftKnee
{
OFFSET -1.841673 -12.654841 0.011256
CHANNELS 3 Zrotation Xrotation Yrotation
JOINT LeftAnkle
{
OFFSET -0.221390 -17.782047 -1.076748
CHANNELS 3 Zrotation Xrotation Yrotation
End Site
{
OFFSET 0.025090 -3.522150 -0.284839
}
}
}
}
}
MOTION
Frames: 3
Frame Time: 0.016667
-0.404882 37.657425 2.341552 0.000000 0.000000 0.000000 -177.353561 179.094269
-2.937424 0.389316 -0.369157 51.943695 3.847980 0.219197 53.569973
-1.467326 37.475079 0.912481 0.000000 0.000000 0.000000 -177.541412 176.451385
18.711256 -1.052210 0.108213 -0.913431 6.161279 2.718179 9.672335
-1.258752 37.432594 1.264227 0.000000 0.000000 0.000000 -177.539841 176.440506
18.671736 -1.102125 0.045499 -1.135601 5.635008 2.511917 9.751144
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A.2. El formato BVH en el GypsyGyro-18
Pese a que el formato BVH permite definir infinidad de estructuras jerárquicas, en los
programas de captura de movimiento se suele utilizar una estructura concreta que facilita
la descripción de los movimientos de los seres humanos. En la Fig. A.1(a) mostramos los
elementos de esta estructura jerárquica que es utilizada también por el GypsyGyro-18. En
total hay 25 nodos (véase Fig. A.1(b)), de los que 7 son terminales (no tienen ningún nodo
hijo) y 18 son no terminales (tienen algún nodo hijo).
Hips (Raíz)
Chest
Neck
Head
Top of Head
Left Collar
Left Shoulder
Left Elbow
Left Wrist
Left Hand
Right Collar
Right Shoulder
Right Elbow
Right Wrist
Right Hand
Left Hip
Left Knee
Left Ankle
Left Heel
Left Foot Ball (no BVH)
Right Hip
Right Knee
Right Ankle
Right Heel
Right Foot Ball (no BVH)
(a) jerarquía de los nodos
Top of Head
Head
Neck
Left Collar
Left Shoulder
Left Elbow
Left Wrist
Left Hand
Chest
Hips Left Hip
Right Collar
Right Shoulder
Right Elbow
Right Wrist
Right Hip
Left KneeRight Knee
Left AnkleRight Ankle
Left HeelRight Foot Ball
Left Foot BallRight Heel
Right Hand
Nodo terminal
Nodo no terminal
(b) localización de los nodos
Figura A.1: Estructura jerárquica del sistema GypsyGyro-18.
Los nodos terminales no disponen de ningún canal en el fichero BVH ya que su posición
se determina a través de un desplazamiento fijo aplicado al sistema de coordenadas del nodo
padre (valor OFFSET dentro de la sección End Site correspondiente en el fichero BVH). El
nodo raíz del esqueleto es el correspondiente a las caderas y es el único que tiene 6 cana-
les (3 de rotación y 3 de traslación) para representar su posición y orientación respecto al
sistema de coordenadas global. El resto de nodos dependen de él y sólo tienen 3 canales de
rotación que representan su orientación respecto al sistema coordenadas del nodo padre (nodo
inmediatamente superior en la jerarquía). La posición de estos nodos se calculará aplicando
un desplazamiento fijo al sistema de coordenadas del nodo padre (valor OFFSET dentro de
la sección correspondiente al nodo en el fichero BVH). Debemos destacar que en el sistema
GypsyGyro-18 se han añadido dos nodos terminales (left/right foot ball) que no se encuentran
en el formato BVH estándar. Aunque estos nodos son procesados internamente por la librería
del GypsyGyro-18, no serán almacenados en los ficheros BVH que se generen para mantener
la máxima compatibilidad.
El sistema GypsyGyro-18 permite visualizar los movimientos del actor en tiempo real so-
bre un esqueleto 3D o guardarlos en ficheros BVH mediante el programa GyroDemo (véase
Fig. A.2(a)). Los datos de la segunda parte del fichero BVH (canales de cada nodo) se comple-
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tan con las medidas devueltas por las IMUs. Estos datos van variando a lo largo del tiempo y
sirven para representar los movimientos del actor. Sin embargo, los datos de la primera parte
del fichero BVH (jerarquía de nodos) son estáticos y representan los desplazamientos relativos
entre los distintos nodos. Estos desplazamientos se establecen una única vez para cada actor
mediante un proceso de calibración con el programa AutoCal (véase Fig. A.2(b)). Para ello,
se deben tomar dos fotografías (una frontal y otra del lado derecho) del actor colocado dentro
de una rejilla de calibración. Estas dos fotografías se deben introducir en el programa AutoCal
y se deben marcar sobre ellas tanto los vértices de la rejilla de calibración como los nodos
del cuerpo del actor. De este modo, el programa puede determinar los desplazamientos entre
nodos y almacenarlos en un fichero. Este fichero será pasado al programa GyroDemo antes de
comenzar las sesiones de captura de movimiento para que pueda completar la primera parte
(estructura) de los ficheros BVH.
(a) GyroDemo (b) AutoCal
Figura A.2: Software del sistema GypsyGyro-18.
A.3. Interpretación de los datos de los ficheros BVH
Debido a la definición jerárquica de los ficheros BVH, la posición y orientación de cada
hueso es relativa al sistema de coordenadas del hueso padre. Por ello, para determinar el
sistema de coordenadas local de un determinado hueso es suficiente con aplicar una matriz
de traslación T correspondiente al desplazamiento del hueso respecto a su padre (propiedad
OFFSET del hueso en la sección de jerarquía del fichero BVH y canales de posición de la
sección de movimiento del fichero BVH en el caso del hueso raíz) y una matriz de rotación
R compuesta por los ángulos de Euler que representan su orientación respecto al sistema
del padre (canales del hueso en la sección de movimiento del fichero BVH). De este modo,
obtendremos una transformación i−1Ti que representará la posición y orientación del sistema
de coordenadas del hueso i respecto al sistema de coordenadas de su padre i− 1:
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i−1Ti = i−1Trasi · i−1Roti =

1 0 0 offsetx
0 1 0 offsety
0 0 1 offsetz
0 0 0 1
 ·

R11 R12 R13 0
R21 R22 R23 0
R31 R32 R33 0
0 0 0 1
 =
=

R11 R12 R13 offsetx
R21 R22 R23 offsety
R31 R32 R33 offsetz
0 0 0 1

(A.1)
La matriz de rotación R se calcula mediante el producto de las tres matrices de rotación
correspondientes a los ángulos de Euler almacenados en los canales de rotación del hueso. El
orden del producto de estas matrices se deberá corresponder con el orden de definición de los
canales en la sección de jerarquía del fichero BVH. Generalmente, se utiliza el orden ZXY que
se corresponde con la línea «CHANNELS 3 Zrotation Xrotation Yrotation» en la jerarquía.
Este orden daría lugar a la siguiente matriz de rotación:
i−1Roti = RotZ (α) ·RotX (β) ·RotY (γ) =

cos (α) − sin (α) 0 0
sin (α) cos (α) 0 0
0 0 1 0
0 0 0 1
 ·
1 0 0 0
0 cos (β) − sin (β) 0
0 sin (β) cos (β) 0
0 0 0 1
 ·

cos (γ) 0 sin (γ) 0
0 1 0 0
− sin (γ) 0 cos (γ) 0
0 0 0 1

(A.2)
Tal como se puede observar, la matriz de rotación se ha calculado post-multiplicando
las matrices de rotación de los ángulos de Euler ya que estas transformaciones se realizan
respecto al sistema de coordenadas móvil. Es decir, primero se rota respecto al eje Z, luego
se rota respecto al nuevo eje X ′ resultado del primer giro y, finalmente, se rota respecto
al eje Y ′′ obtenido en el segundo giro. Con la transformación T calculada anteriormente
podemos obtener la localización del sistema de coordenadas de cada hueso respecto a su
padre. Sin embargo, en la mayoría de casos es necesario determinar la localización del sistema
de coordenadas de cada hueso respecto al sistema global del mundo. Para calcular la matriz de
transformación correspondiente debemos pre-multiplicar la matriz de transformación local del
hueso por las matrices de transformación locales de sus predecesores. En la siguiente expresión
se muestra la forma de calcular la matriz de transformación del sistema de coordenadas local
del hueso i al sistema de coordenadas global 0:
0Ti = 0T1 · 1T2 · · · i−2Ti−1 · i−1Ti =
i∏
n=1
n−1Tn (A.3)
A.4. Tratamiento de los datos en la librería del GypsyGyro
La librería DLL que acompaña al GypsyGyro-18 (GyroSuit.dll) implementa un API que
permite el tratamiento y almacenamiento de los datos devueltos por los giroscopios del traje.
Las estructuras de datos internas de esta librería siguen el formato de los ficheros BVH.
La estructura jerárquica del esqueleto del actor (primera sección de los ficheros BVH) se
representa mediante la estructura de datos Node. Los principales componentes de cada variable
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de este tipo son los siguientes: el nombre del hueso correspondiente (name), el desplazamiento
respecto al hueso padre (offset), el número de huesos hijos (NumChildren), los punteros a
dichos huesos hijos (Child), la posición actual del hueso respecto al sistema global del mundo
(CurrentPosition) y la matriz de rotación que representa la orientación del hueso respecto al
sistema global del mundo (CurrentTransform).
typedef struct tnode {
char name[16]; //Name of this node
Vector offset; //Offset to the next node
BOOL Moving; //The ?RotInd entries are valid channels
int YRotInd, XRotInd, ZRotInd; //Indices of rotation angles if Moving
int NumChildren; //Number of children
struct tnode *Child[3]; //Maximum 3 children
Vector CurrentPosition; //Computed by traversing the tree
Matrix CurrentTransform; //Computed by traversing the tree
} Node;
La información de movimiento del actor en cada instante de tiempo (segunda sección de
los ficheros BVH) se representa mediante la estructura de datos Frame. Los principales com-
ponentes de cada variable de este tipo son los siguientes: los puntos de contacto del esqueleto
en el suelo (ContactPoints), los canales de información de movimiento para cada hueso (vector
channel) y el número de marcos que se capturan por segundo (FramesPerSecond).
typedef struct {
int ContactPoints; //Which contact point(s) touch the floor
float channel[NUM_CHANNELS];
float FramesPerSecond; //To convert TimeStamp to seconds
DWORD FrameCount; //Incremented once per frame
} Frame;
Estos datos se almacenan en una variable del tipo Skeleton:
typedef struct {
int NumFrames; //Number of frames of data
float frameTime; //Seconds per frame
Frame *frames; //Malloc’d array of Frames
Node nodes[NUM_NODES]; //Array of Nodes, first is root
//Below added in version 5.22 for Hybrid
int NumMarkerFrames; //Number of frames of marker data
MarkerFrame *mframes; //Malloc’d array of MarkerFrames (NULL if none)
} Skeleton;
Para rellenar el atributo nodes de la estructura Skeleton con la información jerárquica
del esqueleto del actor se deberá leer el fichero de calibración del actor (fichero ac generado
con el programa Autocal) con la función GyroReadActorData y se deberá copiar dentro de
dicha estructura con la función GyroCopyActorToSkeleton. Es recomendable que los datos del
fichero de calibración sean lo más exactos posible ya que la precisión del algoritmo que calcula
el desplazamiento global del nodo raíz del esqueleto (hips) se fundamenta en la longitud de los
huesos de las extremidades inferiores y en los puntos de apoyo de los pies sobre el suelo. Los
giroscopios sólo devuelven valores de rotación de las articulaciones pero no desplazamientos.
Por ello, el desplazamiento del actor (representado mediante los tres primeros canales de
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cada marco) es calculado internamente por la librería del GypsyGyro mediante un algoritmo
software.
A la hora de interpretar los datos almacenados en los tipos de datos descritos anteriormente
debemos tener en cuenta que el sistema de coordenadas global del sistema utilizado (véase
Fig. A.3(a)) es distinto al utilizado en los ficheros BVH (véase Fig. A.3(b)).
(a) Ejes DLL (b) Ejes BVH
Figura A.3: Sistemas de referencia del GypsyGyro-18.
Ambos sistemas se inicializan cuando el actor está en la posición inicial (de pie, con las
piernas y los brazos rectos), mirando de frente hacia el norte. Por ello, en el sistema de
coordenadas global de la librería del GypsyGyro, la dirección del norte se corresponde con
el eje Y negativo; mientras que en el sistema de coordenadas global de los ficheros BVH, se
corresponde con el eje Z positivo. El sistema de coordenadas de los ficheros BVH también es
utilizado a la hora de dibujar los movimientos del actor en un monitor: el plano XY representa
la pantalla del ordenador y el eje Z representa la dirección perpendicular hacia fuera de la
pantalla.
Cuando se lee un fichero BVH mediante la función GyroReadBVH del API del GypsyGyro,
se realiza el siguiente cambio de coordenadas al guardar los datos en las estructuras de datos
(Skeleton, Frame yNode):
xgypsy = xbvh; ygypsy = −zbvh; zgypsy = ybvh (A.4)
Cuando los datos de movimiento registrados en variables de la librería del GypsyGyro se
guarden en un fichero BVHmediante la funciónGyroWriteBVH o se realice una representación
gráfica del actor en la pantalla (programa GyroDemo), se utilizará el cambio de coordenadas
inverso:
xbvh = xgypsy; ybvh = zgypsy; zbvh = −ygypsy (A.5)
Tal como se ha comentado anteriormente, las estructuras de datos definidas en la librería
del GypsyGyro están basadas en el formato BVH. Por lo tanto, para interpretar los datos de
movimiento que almacenan se podrán utilizar las mismas fórmulas que se presentaron en la
sección §A.3. Así, para representar el sistema de coordenadas local de un hueso respecto a su
padre, se usa la expresión A.1. Para representar la localización (orientación y traslación) del
sistema local de un hueso respecto al sistema global del mundo, se utiliza la expresión A.3. Sin
embargo, la expresión A.2 para calcular la matriz de rotación correspondiente a los ángulos
de Euler del hueso no es la misma ya que el orden de dichos ángulos depende del sistema
de referencia escogido. Mientras que en un fichero BVH el orden de los ángulos de Euler es
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ZXY , en la librería del Gypsygyro el orden deberá ser Y XZ. Este orden se obtiene teniendo
en cuenta el cambio de coordenadas de la expresión A.5. Por lo tanto, la matriz de rotación
que representa la orientación del hueso i respecto al padre i− 1 en la librería GypsyGyro se
calcula con la siguiente expresión:
i−1Roti = RotY (γ) ·RotX (β) ·RotZ (α) =

cos (γ) 0 sin (γ) 0
0 1 0 0
− sin (γ) 0 cos (γ) 0
0 0 0 1
 ·
1 0 0 0
0 cos (β) − sin (β) 0
0 sin (β) cos (β) 0
0 0 0 1
 ·

cos (α) − sin (α) 0 0
sin (α) cos (α) 0 0
0 0 1 0
0 0 0 1

(A.6)
El atributo mframes de la estructura de datos Skeleton se podrá rellenar o bien mediante
la lectura de un fichero BVH previamente almacenado (GyroReadBVH ) o bien mediante la
lectura en tiempo real de los datos de rotación devueltos por los giroscopios.
Existen tres métodos para obtener los datos de rotación de los giroscopios en tiempo real:
mediante una función callback, mediante la función GyroRead y mediante la función GyroGe-
tRaw. La función callback será invocada automáticamente por la librería del GypsyGyro cada
vez que se obtengan nuevos datos de movimiento del actor. Estos datos se pasarán a la función
callback como un parámetro del tipo Frame. Para registrar la función callback hay que pasarla
como parámetro a la función GyroOpen cuando se inicializa el traje. La función GyroRead
devuelve en una variable de tipo Frame los últimos valores de movimiento (canales) registra-
dos. Estos dos métodos representan el movimiento mediante variables del tipo Frame y, por lo
tanto, utilizan la convención del formato BVH. Es decir, el movimiento de un hueso se repre-
senta de manera relativa al de su padre. Sin embargo, con la función GyroGetRaw obtenemos
la matriz 3x3 de rotación (formada a partir de los ángulos de Euler con la expresión A.6) de
cada giroscopio de manera independiente. Esta matriz representará la orientación actual del
sistema local del giroscopio respecto a su orientación inicial. La orientación inicial de cada
giroscopio es igual a la orientación del sistema global (véase Fig. A.3(a)) y se establece con la
función GyroSetNorth. Siempre será recomendable utilizar el método de la función de callback
ya que de este modo no se pierde ningún dato mientras que con las funciones GyroRead y
GyroGetRaw el programador debe encargarse de verificar cuando hay datos nuevos.
Después de leer los datos de movimiento del actor en variables del tipo Frame (mediante
la función GyroRead, mediante la función GyroReadBVH o mediante una función callback),
debemos interpretarlos. Los canales guardados en cada marco representan el sistema de coor-
denadas de cada hueso con respecto al sistema de coordenadas de su padre. Por ello, para
calcular la posición y orientación de cada hueso respecto al sistema global debemos utilizar
la expresión A.3 (junto con las expresiones A.1 y A.6). La función GyroApplyFrame aplica
dichas expresiones para un determinado marco (frame) y guarda sus resultados en los atribu-
tos CurrentPosition y CurrentTransform de cada hueso (variable del tipo Node). El atributo
CurrentPosition contendrá la posición del sistema de coordenadas del hueso respecto al siste-
ma global y el atributo CurrentTransform contendrá la matriz de orientación del sistema de
coordenadas del hueso respecto al sistema global.
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