We formulate a predicative, constructive theory of continuous domains whose realizability interpretation gives a practical implementation of continuous ω-chain complete posets and continuous maps between them. We apply the theory to implementation of the interval domain and exact real numbers.
Introduction
In computation with exact real numbers, and in computable analysis generally, we usually use sequences or streams of approximations to represent reals, or points of a space. We order approximations according to their quality, which leads to order-theoretic constructions of spaces. We took this approach in our implementation of intervals and real numbers Era [3] , which uses the tool RZ [4] to derive specifications (program templates) from axiomatizations of constructive mathematical theories. Therefore, we first looked for a suitable axiomatization of the space of approximations of real numbers. This is a subject studied by domain theory [1, 15] . It turned out that the usual formulations of domains did not quite serve our purposes because their RZ translations were impractical. In this paper we present a predicative constructive theory of continuous predomains whose realizability interpretation allows an efficient implementation of the interval domain, and consequently exact real numbers.
From other implementers of exact real arithmetic, most notably Norbert Müller with iRRAM [13] and Branimir Lambov with RealLib [12, 11] , we learned how an efficient implementation of reals should work:
1. Reals should be represented by sequences of dyadic intervals, i.e., those whose endpoints are rationals of the form n/2 k . This allows us to use high-performance numerical libraries such as Numerix [14] and MPFR [9] for low-level calculations.
2. As few conditions as possible should be imposed on the approximating sequences. For example, they should not have a prescribed rate of convergence, and we should not require that each next approximation makes definite progress. 1 3. Computation is performed in stages, where at stage n we compute only with n-th approximations, if possible. This helps curb memory consumption, as we do not have to store information about previous or future approximations.
While other design choices are possible, these ideas have turned out to be successful in practice. They suggest what kind of domain theoretic model we should look at. For example, because elements are represented as sequences of approximations, we should look at posets closed under suprema of chains, rather than arbitrary directed sets. There are many other considerations that one has to take into account to get just the right kind of theory that is suitable for an actual implementation. The main contribution of this paper is to show that theories of constructive mathematics can be "logically engineered" in such a way that their realizability interpretations directly correspond to the practical implementations. The paper is organized as follows. In Section 2 we discuss constructive logic and our choice of axioms. In Sections 3 and 4 we develop basic constructive theory of predomains and continuous maps, which we apply to the interval domain and real numbers in Section 7. In Section 8 we prove extension theorems for the interval domain, while in the final section we discuss possible improvements to our approach.
Predicative constructive logic
We assume familiarity with Bishop style constructive mathematics [6, 7] and the realizability interpretation of constructive logic in a category of modest sets, see e.g. [16, 2, 4] .
Our choice of logic and axioms is dictated by the fact that we actually want to implement (the realizability interpretations of) the theories we develop. For example, we reject the general Law of Excluded Middle because it would have to be implemented by (non-existent) Halting Oracle, while powersets are not allowed because they cannot be represented by realizability relations on datatypes.
The realizability interpretation validates the extra-logical principles Number Choice, Dependent Choice, and Markov Principle 2 . Throughout we use Number Choice to choose sequences of representatives from sequences of equivalence classes. Computationally speaking, this is a harmless application of Choice because equivalence classes are represented by their members, anyhow, so there is nothing to choose. We use the closely related Dependent Choice once in Section 3.
We crucially rely on Markov Principle which states that a binary sequence whose terms are not all 0 contains a 1. Again, this is not a matter of taste but a choice that leads to more efficient implementation. As stated in the introduction, we want to represent a real number as a chain of nested intervals [p 0 , q 0 ] ⊇ [p 1 , q 1 ] ⊇ · · · with rational endpoints whose widths converge to 0. But how do we state the convergence? Unfortunately, the constructively acceptable condition ∀ k ∈ N . ∃ n ∈ N . q n − p n < 2 −k (1) would force us to represent a real as a nested sequence of intervals with an explicitly given modulus of convergence realizing (1) . We could avoid the explicit modulus by requiring a fixed rate of convergence, say q n − p n < 2 −n . Implementations of exact real arithmetic along these lines tend to suffer from various inefficiencies. We can express convergence of widths to 0 with the weaker condition ∀ ≥ 0 . ((∀ n ∈ N . q n − p n ≥ ) =⇒ = 0) (2) which has a trivial realizer and states the same thing, classically. In addition,
is precisely what is needed for the chain ([p n , q n ]) n∈N to converge to a maximal element of the interval domain. However, in order to show that every chain satisfying (2) determines a real number we need to know that the sequence (p n ) n satisfies the Cauchy condition, which it does if Markov Principle holds. Thus we accept it, even though we believe that all efforts should be made to develop constructive mathematics with as few extralogical principles as possible. The computational content of Markov Principle is unbounded search, which means that indiscriminate use can result in inefficient implementation. In our case Markov Principle is not used to perform unbounded search but to allow representation of real numbers without explicit information about the speed of convergence of the approximating sequence. The only use of unbounded search occurs at the "top level" when the user explicitly asks for an approximation with given precision.
To summarize, the text is written in Bishop style constructive mathematics without powersets and with Markov Principle. All uses of Markov Principle are explicitly marked, and in fact we do not use it until Section 5. Thus the statements we prove are valid classically, as well as in (relative) realizability models, which cover many well known models of computability.
Predomains and their bases
We first review basic order-theoretic definitions. A partially ordered set (poset) (P, ≤) is a set P with a reflexive, transitive and antisymmetric relation ≤. A chain in a poset is a monotone sequence (a n ) n . The supremum of a chain, if it exists, is denoted by \ n a n . An ω-complete poset (ω-cpo) (P, ≤) is a poset in which every increasing chain has a supremum. If x and y are elements of a poset P , we say that x approximates y, or that x is way below y, written x < < y, when for every chain (a n ) n with a supremum, if y ≤ \ n a n then x ≤ a n for some n ∈ N. We define ↓ y = {x ∈ P | x < < y}. A < <-chain is a sequence (a n ) n which is monotone with respect to < <.
A map f : P → Q between posets is continuous if it is monotone and preserves existing suprema of chains.
It is customary to define the approximation relation and continuous maps only for ω-cpos, but we need definitions that apply to posets. Still, the approximation relation has the usual properties, e.g., x ≤ y< <z or x< <y ≤ z implies x < < z. Continuous maps behave as expected, also. Identities and projections are continuous, continuous maps are closed under composition, and a map of several arguments is continuous if, and only if, it is continuous in each argument separately.
An ω-cpo D is continuous when every x ∈ D is the supremum of a chain in ↓ x. A continuous ω-cpo is called a (continuous) predomain and one with a least element a (continuous) domain. In a predomain D the approximation relation has the property that whenever x < < z then x < < y < < z for some y ∈ D. From this we can prove, using Dependent Choice, that every x ∈ D is the supremum of a < <-chain (a n ) n , which we call an approximating sequence for x. The notion of an approximating sequence makes sense in any poset.
A base D 0 for a predomain D is a subset D 0 ⊆ D such that every x ∈ D is the supremum of a chain in ↓ x ∩ D 0 . Because a predomain D might be a very complex space, an important question is how to find a suitable simple base, and how to reconstruct the predomain from it. For this purpose we first need to identify the structure of a base on its own. Definition 3.1 A predomain base is a poset (B, ≤) in which every element has an approximating sequence.
A predomain base has the usual interpolation property which states that, for every finite 3 subset M ⊆ B and u ∈ B, M < < u =⇒ ∃ v ∈ B . M < < v < < u , where M < < u means that every element of M is way below u. Indeed, suppose (a n ) n is an approximating sequence for u. If M < < u then there is n ∈ N such that w ≤ a n for all w ∈ M but then M ≤ a n < < a n+1 < < u.
If D 0 ⊆ D is a base for a predomain D, then (D 0 , ≤) is a predomain base on its own. The interesting question is how to go in the opposite direction and construct a domain out of a predomain base. We shall provide three answers: a construction by rounded ideal completion, an abstract characterization, and a construction suitable for implementation.
Conditional upper semilattices
We say that x and y in a poset are bounded or consistent, written x ↑ y, if there is z such that x ≤ z and y ≤ z. A conditional ∨-semilattice (cusl) is a poset P such that if x ↑ y then their least upper bound x ∨ y exists. Several constructions simplify significantly for predomains that are conditional ∨-semilattices. We call them cusl predomains.
In a cusl predomain, the consistency relation ↑ is continuous, by which we mean that, given chains (a n ) n and (b n ) n , if a n ↑ b n for all n ∈ N, then (\ n a n ) ↑ (\ n b n ). This is so because \ n (a n ∨ b n ) exists, and is easily verified to be the supremum of \ n a n and \ n b n .
The base D 0 ⊆ D of a predomain cusl D need not itself be a cusl, and even if it is, the consistency relation in D 0 need not be continuous, so we require these extra properties of D 0 , cf. Proposition 3.8.
Proposition 3.2 Suppose a predomain base B is a cusl. Let (a n ) n and (b n ) n are approximating sequences for u and v, respectively. If u ∨ v exists then (a n ∨ b n ) n is its approximating sequence.
Proof. Because B is a cusl, each a n ∨ b n exists. We must show that (a n ∨ b n ) n is a < <-chain whose supremum is u ∨ v.
It is easily verified that x < < y and x < < y implies x ∨ y < < x ∨ y , as long as x ∨ y and x ∨ y exist. From this it follows that (a n ∨ b n ) n is a < <-chain.
The join u ∨ v is an upper bound for (a n ∨ b n ) n because, for every n ∈ N, a n ≤ u and b n ≤ v, hence a n ∨ b n ≤ u ∨ v. To see that it is the least one, suppose w is an upper bound for (a n ∨ b n ) n . Then w is an upper bound for (a n ) n , hence u = \ n a n ≤ w, and similarly v ≤ w, therefore u ∨ v ≤ w. Proposition 3.3 Suppose a predomain base B is a cusl and u < < v ∨ w. Then there exist v , w such that u < < v ∨ w , v < < v, and w < < w.
Proof. Let (a n ) n and (b n ) n be approximating sequences for u and v, respectively. By Proposition 3.2, (a n ∨ b n ) is an approximating sequence for u ∨ v. There exists n ∈ N such that u ≤ a n ∨ b n . Taking v = a n+1 and w = b n+1 does the job.
Completion by rounded ideals
Let (B, ≤) be a predomain base. A rounded ideal in B is a subset I ⊆ B such that there exists an < <-chain (a n ) n in B for which u ∈ I ⇐⇒ ∃ n ∈ N . u ≤ a n .
We say that (a n ) n generates the ideal I, which we denote as I = a n n . We use lower-case Greek letters for rounded ideals. Needless to say, a rounded ideal in our sense is so in the usual sense: an ideal I is a lower set and whenever u, v ∈ I then {u, v} < < w for some w ∈ I. But, importantly, we have restricted attention only to those ideals that are generated by < <-chains. This allows us to collect all such ideals into a set RIdl(B) without resorting to general powersets, because we may define RIdl(B) as a suitable quotient of the set of all < <-chains in B.
We order the set of rounded ideals RIdl(B) by inclusion ⊆. For every u ∈ B the set ↓ u is a rounded ideal because it is generated by an approximating sequence for u. Thus we may define a map e : B → RIdl(B) by e(u) = ↓ u. It preserves and reflects ≤, i.e., u ≤ v if, and only if e(u) ≤ e(v). For suppose (a n ) n and (b n ) n are approximating sequences for u and v, respectively. If u ≤ v then every a m is way below some b n , hence e(u) = a m m ⊆ b n n = e(v). Conversely, if e(u) ⊆ e(v) then every a m is way below some b n , hence u = \ m a m ≤ \ n b n = v. In particular, e is injective and we may view B as a subset of RIdl(B).
Lemma 3.4 Suppose (a m,n ) m,n is a double sequence in a poset such that (a m,n ) n is a < <-chain for every m, and whenever m < n then every a m,i is way below some a n,j . Then there exists a subsequence b i = a i,k i which is a < <-chain and such that every a m,n is way below some b i .
Proof. For all m, n ∈ N there exists k ∈ N such that a i,j < < a m+1,k for all 0 ≤ i ≤ m and 0 ≤ j ≤ n. By Number Choice there is a map c :
. By construction we also have a m,n < < b max(m,n) for all m, n ∈ N. Proof. First we show that a chain (ξ m ) m in RIdl(B) has a supremum. By Number Choice there exists a double sequence (a m,n ) m,n such that ξ m is generated by the < <-chain (a m,n ) n . Let (b i ) i be a sequence which we get by applying Lemma 3.4 to (a m,n ) m,n . Clearly, b m ∈ ξ m which shows b m m ⊆ m ξ m . Conversely, if x ∈ m ξ m then x < < a m,n for some m, n ∈ N, and then x < < a m,n < < b i for some i ∈ N. This shows m ξ m = b m m .
Next we show that RIdl(B) is continuous with a base B. Suppose ξ is a rounded ideal generated by a < <-chain (b m ) m . Because e(b m ) ⊆ e(b m+1 ) and ξ = m e(b m ) it suffices to show e(b m ) < < ξ for all m ∈ N. If (ζ n ) n is a chain whose supremum is ξ then there is n ∈ N such that b m ∈ ζ n , hence e(b m ) ⊆ ζ n .
Proposition 3.6
The inclusion e : B → RIdl(B) preserves and reflects < < and is continuous.
Proof. Suppose u, v ∈ N , u < < v, and let (a m ) m be an approximating sequence for v. There is m such that u ≤ a m . If (ξ n ) n is a chain such that e(v) ⊆ n ξ n then a m ∈ ξ n for some n, therefore u ∈ ξ n from which e(u) ⊆ ξ n follows.
Conversely, suppose e(u) < < e(v) and let a n be a chain in B with a supremum such that v ≤ \ n a n . Let (b n ) n be an approximating sequence for \ n a n . Then e(v) ⊆ e(\ n a n ) = b n n = n e(b n ), hence e(u) ≤ e(b n ) for some n ∈ N. Because e reflects ≤ we get u ≤ b n < < \ n a n , whence u < < a m for some m ∈ N, as required.
It remains to show that e is continuous. Suppose (a n ) n is a chain in B with supremum u = \ n a n , and let (b n ) n be an approximating sequence for u. We want to show that e(u) = n e(a n ). Trivially, e(u) ⊇ n e(a n ). For the other inclusion, if v ∈ e(u) then v < < b n for some n ∈ N. Because b n < < u there exists m ∈ N such that b n ≤ a m , from which it follows that v ∈ e(a m ). Proof. First we show uniqueness. If both g : RIdl(B) → D and h : RIdl(B) → D continuously extend f then for every ξ ∈ RIdl(B) with ξ = a n n we have g(ξ) = \ n g(e(a n )) = \ n f (a n ) = \ n h(e(a n )) = h(ξ) .
Define f : RIdl(B) → E by f ( a n n ) = \ n f (a n ). If a n n = b n n then the sequences (a n ) n and (b n ) n are interleaved, hence so are (f (a n )) n and (f (b n )) n , which means that \ n f (a n ) = \ n f (b n ). Thus f is well defined.
To see that f extends f , consider any u ∈ B and an approximating sequence (a n ) n for u. Then f (e(u)) = f ( a n n ) = \ n f (a n ) = f (\ n a n ) = f (u) .
Finally, we verify that f is continuous. Given a chain (ξ m ) m , there is a double sequence (a m,n ) m,n in B such that ξ m = a m,n n . We can find a subsequence b i = a i,k i which is a < <-chain and such that every a m,n is way below some b i . Then it follows that
We remark that the previous proof used only monotonicity of f to show that the map f is well defined and continuous. We needed continuity of f only to show that f = f • e. In fact, for every monotone map f : B → D there exists the greatest continuous f :
This situation is analogous to the classical treatment of abstract bases for continuous domains [1] .
Proposition 3.8 If a predomain base B is a cusl then so is RIdl(B) and the embedding e : B → RIdl(B) preserves existing binary joins. Furthermore, if the consistency relation on B is continuous, the embedding e reflects it.
Proof. Suppose ξ = a n n and ζ = b n n are contained in θ = c n n in RIdl(B). For every n ∈ N, a n and b n are bounded by some c m , therefore a n ∨ b n exists. We claim that η = n e(a n ∨ b n ) is the least upper bound of ξ and ζ. It is an upper bound because ξ = n e(a n ) ⊆ n e(a n ∨ b n ) = η, and similarly ζ ⊆ η. It is the least one because if ρ = d n n is an upper bound for ξ and ζ then, for every n ∈ N, there exists m ∈ N such that a n ∨ b n ≤ d m , hence e(a n ∨ b n ) ⊆ e(d m ) ⊆ ρ, from which η ⊆ ρ follows.
Next we check that e preserves existing joins. Suppose u ∨ v exists in B, and let (a n ) n and (b n ) n be approximating sequences for u and v, respectively. By Proposition 3.2 (a n ∨ b n ) n is an approximating sequence for u ∨ v, and so e(u ∨ v) = a n ∨ b n n . Because e is monotone e(u ∨ v) is an upper bound for e(u) and e(v). If ξ = c n n is another upper bound for e(u) and e(v) then for every n ∈ N there is m ∈ N such that a n ≤ c m and
Let us show that e(u) ↑ e(v) implies u ↑ v when ↑ is continuous in B. Let (a n ) n and (b n ) n be approximating sequences for u and v, respectively, and suppose ξ = c n n is an upper bound for e(u) and e(v). Then for every n there is m such that both a n and b n are below c m , hence a n ↑ b n . By continuity of ↑ it follows that u = (\ n a n ) ↑ (\ n b n ) = v.
A characterization of rounded ideal completion
The most evident characterization of the rounded ideal completion is as reflection from the category of predomain bases and continuous maps to the category of predomains (with chosen bases) and continuous maps. However, we desire an intrinsic characterization which does not refer to all objects of a category. 4 Theorem 3.9 Suppose (B, ≤) is a predomain base and f : B → D a continuous map into a continuous domain D. The following are equivalent:
1. f reflects ≤, preserves < <, and for every x ∈ D there exists a chain (a n ) n such that x = \ n f (a n ),
the unique continuous extension
In this situation we say that
Proof. If f is an isomorphism, the desired properties of f follow easily because we proved that e : B → RIdl(B) has them.
Conversely, suppose f has the stated properties. First we show that the unique continuous extension f :
Because f reflects ≤ this implies that every a n is below some b m , hence a n n ⊆ b m m . This shows that f reflects ≤, an immediate consequence of which is that it is injective.
To see that f is surjective, consider an arbitrary x ∈ D. There exists a chain (a n ) n in B such that x = \ n f (a n ), and then f ( n e(a n )) = \ n f (e(a n )) = \ n f (a n ) = x.
Because f is a bijection which preserves and reflects partial order, it is an isomorphism of posets.
Algebraic predomains and ideal completion
Closely related to continuous domains and completion by rounded ideals are algebraic domains and completion by ideals.
An element x ∈ P in a poset (P, ≤) is compact when x < < x, or equivalently when for every chain (a n ) n with a supremum in P , x ≤ \ n a n implies x ≤ a n for some n ∈ N. An ω-cpo D is an algebraic predomain when every x ∈ D is the supremum of chain of compact elements. Evidently, every algebraic predomain is a continuous predomain with compact elements forming a base.
A poset (P, ≤) may be completed to an algebraic domain as follows. A subset I ⊆ P of a poset (P, ≤) is an ideal if there exists a chain (a n ) n in P such that, for all u ∈ P , u ∈ I ⇐⇒ ∃ n ∈ N . u ≤ a n .
We denote the ideal generated by a chain a = (a n ) n by a = a n n . Just like in the case of rounded ideals, we have restricted to ideals generated by chains. This allows us to form the ideal completion Idl(P ) as the set of all ideals without resorting to powersets. Ordered by ⊆, Idl(P ) is an ω-cpo in which suprema of chains are computed as unions. The compact elements of Idl(P ) are precisely those of the form ↓u, u ∈ P . For every monotone f : P → D to an ω-cpo D there exists a unique continuous extension f : Idl(P ) → D of f along the embedding u → ↓u of P into Idl(P ). These fact are all very familiar from domain theory so we omit the proofs.
Since ideal completions are simpler than rounded ideal completions, you may wonder why we are bothering with the continuous predomains in the first place. To tell the truth, our implementation indirectly uses algebraic domains, as we describe in the next section. However, we are interested in the (continuous) interval domain on its own merits, and not just as a domain which contains the real numbers. There are many examples where a partial map on the reals is most naturally viewed as a (total) continuous map into the interval domain, e.g., when it has a pole or a sudden jump. Thus we want to understand the structure of the interval domain directly, and not just through a quotient of its algebraic cousin.
An alternative construction of rounded ideal completion
If (B, ≤) is a domain base we can complete it to Idl(B) as well as to RIdl(B). The completions are related by a continuous section-retraction pair. Because every rounded ideal is an ideal, the section s : RIdl(B) → Idl(B) is just inclusion. The retraction r : Idl(B) → RIdl(B) maps an ideal a n n to r( a n n ) = n ↓ a n .
The rounded ideal completion RIdl(B) has a mathematically pleasing universal property but lacks practical usefulness, because an implementation of RIdl(B) would represent its elements as < <-chains of basic elements. In the case of the interval domain, see Section 7, this would mean that a real number must be represented by a sequence of strictly nested intervals, which we want to avoid. In contrast, the ideal completion does have its elements represented by ordinary chains of basic elements. Thus we may represent elements of RIdl(B) as ordinary chains if we pass them through the retraction r : Idl(B) → RIdl(B). We work out an explicit description of such a representation.
Let Chain(B) be the set of chains in B. Because − : Chain(B) → Idl(B) and r : Idl(B) → RIdl(B) are quotient maps, RIdl(B) is isomorphic to the quotient B = Chain(B)/∼ by the equivalence relation ∼ defined for a, b ∈ Chain(B) by
We denote the equivalence class of a by [a] or [a n ] n . Explicitly, a ∼ b means
Similarly, the partial order on B is given by
The base B is embedded in B by the map i : u → [u] n which maps a basic element u to the constant chain (u) n .
Computation of suprema of sequences
The supremum of a chain (x m ) m in B may be computed as follows. By Number Choice there exists a double sequence (a m,n ) m,n such that, for every m ∈ N, (a m,n ) n is a < <-chain and
is obtained from (a m,n ) m,n by Lemma 3.4. However, because computing with < <-chains is undesirable and the realizer for Lemma 3.4 gives an inefficient algorithm, we seek seek conditions that allow us to improve the calculation.
Suppose then B is a predomain base and let (x m ) m be a chain in B. As before, there is a double sequence (a m,n ) m,n in B such that x m = [a m,n ] n , but this time we assume that (a m,n ) n is only an ordinary chain. How can we compute \ m x m in terms of (a m,n ) m,n ? One may think at first that the sequence b n = a n,n represents the supremum, but this is not so because it may fail to be a chain, and even if it is, it may still give the wrong value. For a simple counterexample consider a m,n = ⊥ for n ≤ m and a m,n = u otherwise, for a fixed u > ⊥.
We describe a general method for computing suprema in B when B is a cusl with continuous consistency relation. In this case we may compute suprema of a sequence (x n ) n which is not necessarily a chain, as long as its finite prefixes are consistent. So suppose (x n ) n is a sequence of consistent elements in B, and let (a m,n ) m,n be a double sequence in B such that x m = [a m,n ] n . The idea is to represent m x m by a chain (b i ) i where
for suitably chosen indices k(i, j). In particular we require the map k : { i, j | i ≤ j} → N to be monotone and unbounded in the second argument:
• for all i, n ∈ N there exists j ≥ i such that k(i, j) ≥ n, and
First observe that the set {i(a m,n ) | m, n ∈ N}, where i : B → B is the embedding, is bounded in B by an upper bound for (x m ) m , whence by Proposition 3.8 any finite set of terms of (a m,n ) m,n is bounded in B, so the join in ( Depending on implementation details some choices of k may work better than others. A reasonable one is k(i, j) = j, giving us
which has the advantage that the i-th approximation of the supremum involves only the i-th approximations of terms of the chain (x m ) m . The disadvantage is that a typical calculation of b i may take i times longer than the calculation of a i,i . Assuming each next approximation takes twice as long as the previous one, a better choice for k is
Calculating b i using this sequence typically takes only about twice the time needed for a i,i . Naturally, extra information about the chain (x m ) m or (a m,n ) m,n can help significantly speed up the computation of m x m .
Representation of continuous maps
Suppose D and E are domains with bases D 0 and E 0 , respectively, and let i D : D 0 → D and i E : E 0 → E be the inclusions. We seek a representation of continuous maps D → E in terms of functions on the underlying bases. Because a continuous map f : D → E is determined by its restriction f : D 0 → E and every element in E is the supremum of a chain in E 0 , we represent f by a map f 0 : D 0 × N → E 0 so that for u ∈ D 0 we have f (u) = \ n i E (f 0 (u, n)). For this to make sense (f 0 (u, n)) n must be a chain. We shall require more, namely that f 0 be monotone in both arguments so that u ≤ v and m ≤ n implies f 0 (u, m) ≤ f 0 (v, n). This is expected behavior (better input gives better output), and it also makes it possible to efficiently compute composition of functions in terms of their representatives, see below.
If f 0 : D 0 × N → E 0 is monotone in each argument then the map f : 0 (a, n) ) is continuous if, and only if,
for every chain (a n ) n in D 0 that has a supremum in D 0 . Indeed, if f 0 satisfies (4) and (a m ) m is a chain in D 0 with a supremum in D 0 then
hence f is continuous. Conversely, if f is continuous then
Condition (4) can be expressed in terms of bases only. For a monotone f 0 the left-hand side of (4) is less or equal to the right-hand side. The opposite inequality means that for all u ∈ E 0 , if u < < f 0 (\ m a m , n) for some n ∈ N then there exists m ∈ N such that u < < f 0 (a m , n). We summarize this in a definition. 
This is equivalent to f 0 satisfying (4).
The map f may be computed from f 0 as follows. If
In particular, if a continuous map f : B → C is represented by a map f 0 : B × N → C we have the simple relationship f ([a n ] n ) = [f 0 (a n )] n . This formula tells us that the value of a continuous maps at stage n depends only on the value of the argument at stage n. Suppose D, E, F are predomains with bases D 0 , E 0 , F 0 , respectively, and that continuous maps f : D → E and g : E → F are represented by
which shows that the composition h = g • f is represented by the map
Proof. We give the proof for D 0 a countably infinite set. It is easy to adapt the construction to the case when D 0 is finite. Let (d i ) i be an enumeration of D 0 without repetitions. By Number Choice there exists a double sequence (a i,j ) i,j in E 0 such that, for all i ∈ N, (a i,j ) j is an approximating sequence for f (d i ). The sets
where we omit the join if L i = ∅ and omit the meet if U i = ∅. In particular, this gives us f 0 (d 0 , j) = a 0,j . First we verify that f 0 is well defined by showing that the join in (5) exists. More precisely, we prove:
Proof by induction on i: given i ∈ N and k ∈ L i , by induction hypothesis
All the terms appearing in the join in (5) are way below f (d i ), therefore they are consistent in E 0 , hence the join exists and
The claim is proved. Monotonicity of f 0 follows from the following two claims.
Claim 2:
If i ∈ N and m ∈ U i then f 0 (i, j) ≤ f 0 (m, j).
Proof: the claim holds because f 0 (m, j) appears in the infimum in (5).
Proof by induction on
In the former case, we apply the induction hypothesis to get f 0 (k, j) ≤ f 0 (m, j), while in the latter case we apply claim 2 to get the same conclusion. Therefore, f 0 (k, j) is smaller than every term of the infimum appearing in (5). Because f 0 (k, j) appears in the supremum in (5) this means f 0 (k, j) ≤ f 0 (i, j). The claim is proved. To conclude that f 0 (d i , j) is monotone, observe that it is monotone in j because (a i,j ) j is monotone in j. It is also monotone in the first argument because, assuming
is either a triviality, or follows from claim 2, or from claim 3, depending on whether
Finally, we prove that
The opposite inequality holds provided that for all i, k ∈ N, there exists j ∈ N such that f 0 (d i , j) ≥ a i,k , which we prove by induction on i. For every m ∈ U i there exists ∈ N such that a m,
Proposition 4.2 is useful, but not because we would want to apply its realizer to compute a representation f 0 from a map f . Rather, we want to define f by giving f 0 , and the proposition tells us that we will always be able to do so.
Bases with semidecidable partial order
We would like to use predomain bases as datatypes which represent continuous domains. In order to be able to perform concrete calculations on bases they should not be arbitrarily complicated, which means that we need to impose restrictions on the (logical) complexity of predomain bases.
Recall that a predicate φ on a set A is decidable when φ(x) ∨ ¬φ(x) holds for all x ∈ A. This is equivalent to saying that φ is represented as a map φ : A → {0, 1}. A predicate φ on a set A is semidecidable when, for all x ∈ A there exists f : N → {0, 1} such that φ(x) is equivalent to ∃ n ∈ N . f (n) = 1. A predicate φ is ¬¬-stable if ¬¬φ(x) implies φ(x) for all x ∈ A.
Under the realizability interpretation decidable and semidecidable predicates correspond to decision and semidecision procedures, respectively, while the ¬¬-stable predicates have no computational content, i.e., their realizers do not compute anything useful and may be omitted. Markov Principle implies that semidecidable predicates are ¬¬-stable.
Without any simplifying assumptions the partial order on the completion of a predomain base cannot be shown ¬¬-stable, which annoyingly requires us to implement realizers for ≤. For example, we would have to represent a chain (x n ) n as a sequence of elements together with a sequence of realizers showing that x n ≤ x n+1 for all n ∈ N. We would prefer ≤ to be ¬¬-stable. Proof. Suppose D is a predomain and D 0 a base with semidecidable ≤. Consider any x, y ∈ D 0 . There exist approximating sequences (a n ) n and (b n ) n in D 0 for x and y, respectively. It is easily seen that x ≤ y is equivalent to
This is a ¬¬-stable proposition because the inner existential is, thanks to Markov Principle and the assumption that ≤ on D 0 is semidecidable.
Similarly, we would like to avoid implementing explicit realizers for < <. Fortunately, the same simplifying assumption works in the case we care about. Proof. Consider any u ∈ D 0 and x ∈ D. There exists an approximating sequence (a n ) n in D 0 for x. The statement u < < x is equivalent to the statement ∃ n ∈ N . u ≤ a n , which is semidecidable because ≤ restricted to D 0 is semidecidable by assumption.
Constructions and examples

Products
Given posets P and Q, we order P × Q component-wise by
where x, x ∈ P and y, y ∈ Q. It follows that (x, y) < < (x , y ) ⇐⇒ x < < x ∧ y < < y .
Indeed, if x < < x and y < < y and (x , y ) ≤ \ n (a n , b n ) then x ≤ a m and y ≤ b n for some m, n ∈ N because ≤ and \ are computed component-wise.
Then (x, y) ≤ (a k , b k ) where k = max(m, n). The converse is similarly easy to check. If D and E are predomains then the cartesian product D × E is also a predomain and the projection maps are continuous. Furthermore, using (6) we can show that if D 0 and E 0 are bases for D and E, respectively, then D 0 × E 0 is a base for D × E. It is easily checked that D × E is a cusl predomain if D and E are.
Flat domains
For any set A we define the flat domain A ⊥ as the ideal completion Idl(A 0 ) of the set A 0 = A + {undef}, ordered by
A map f : A → B may be extended to a continuous map f ⊥ : A ⊥ → B ⊥ by f ⊥ ( a n n ) = b n n where b n = undef if a n = undef and b n = f (a n ) if a n ∈ A. We say that A ⊥ and f ⊥ are liftings of A and f , respectively.
Our first application is the domain Σ of semidecidable truth values, which is the lifting of the singleton set, Σ = {0} ⊥ . The smallest element of Σ is ⊥ and is represented by a constant sequence of undef's. The element represented by sequences that contain a 1 is the largest element of Σ.
Proposition 6.1 A predicate φ on a set A is semidecidable if, and only if, it is characterized by a map χ : A → Σ, by which we mean that φ(x) ⇐⇒ χ(x) = 1, for all x ∈ A.
Proof. Suppose φ is semidecidable. For each x ∈ A there exist f : N → 2 such that φ(x) ⇐⇒ ∃ n ∈ N . f (n) = 1. Define the chain (a n ) n in {undef, 1} by
undef otherwise.
and let χ(x) = a n n . Now if φ(x) holds then (a n ) n contains a 1, hence χ(x) = . On the other hand, if χ(x) = then there is n ∈ N such that a n = 1, hence f (m) = 1 for some m ≤ n. We see that χ characterizes φ.
Conversely, suppose χ : A → Σ characterizes φ. For every x ∈ A there is a chain (a n ) n such that χ(x) = a n n . Then φ(x) is equivalent to χ(x) = , which in turn is equivalent to ∃ n ∈ N . a n = 1, so we can take f (n) = 0 if a n = undef, 1 of a n = 1.
It is perhaps worth pointing out that {1, undef}, ordered as undef ≤ 1, is not an ω-cpo and Σ does not coincide with it, unless we accept the nonconstructive Limited Principle of Omniscience. 5 A second example is the domain of partial booleans B = 2 ⊥ . An element of B is represented by a sequence b 0 , b 1 , b 2 , . . . of basic elements, an initial segment of which consists of undef's, and as soon as a term b i equals 0 or 1, the subsequent terms are equal to it. The domain of partial booleans is used for comparison of real numbers, see Section 7.
Examples of decidable predomain bases
We constructed flat domains A ⊥ , Σ and B as completions by ideals. We would also like to show instances of simple predomain bases that we can complete by rounded ideals. Surprisingly, existence of non-trivial such examples implies Markov Principle.
Proposition 6.2 Suppose B is a predomain base with decidable partial order and x, y, z ∈ B such that x < y < < z. Then Markov Principle holds.
Proof. By x < y we mean x ≤ y and x = y. Suppose (a n ) n is a sequence of 0's and 1's not all of which are 0. We must show that a k = 1 for some k ∈ N. Define a chain (b n ) n in B by
Each b n is equal to x or z and not all of them equal to x. We claim that z is the supremum of (b n ) n . Clearly, z is an upper bound for (b n ) n . If t is another upper bound and ¬(z ≤ t) then z does not appear in (b n ) n because b n ≤ t for all n ∈ N. But this contradicts the fact that not all b n are x, therefore z ≤ t. This proves the claim. Because y < < z = \ n b n there exists n ∈ N such that y ≤ b n . Now x < y ≤ b n implies b n = z, hence a k = 1 for some k ≤ n.
If Markov Principle holds, examples of predomains bases are easily obtained.
Proposition 6.3 If Markov Principle holds, a flat domain
A ⊥ is continuous and A + {undef} is its base.
Proof. We just need to show that x < < x for every x ∈ A + {undef}. If x = undef this is obvious. For the other case, suppose x ∈ A and x ≤ \ n y n . Not all of y n are undef, otherwise we would have x = undef. By Markov principle there exists m ∈ N such that y m ∈ A. Because x and y m are both bounded by \ n y n we see that x = y m = \ n y n . Lemma 6.4 Suppose P is a poset with decidable order and (x n ) n a chain with a supremum such that x n < \ k x k for all n ∈ N. If Markov Principle holds then P is infinite.
Proof. Consider any n ∈ N. If x n = x m for all m ≥ n then x n < \ m x m = x n , a contradiction. By Markov Principle and Number Choice we obtain a function c : N → N such that x n < x c(n) for all n ∈ N. The sequence x 0 , x c(0) , x c(c(0)) , . . . is strictly increasing, hence P is infinite.
Proposition 6.5 If Markov Principle holds then a finite poset with decidable order is a predomain base in which < < coincides with ≤.
Proof. Let P be a finite poset with decidable order. It suffices to show that every x ∈ P is compact. Suppose (y n ) n is a chain such that x ≤ \ k y k . By Lemma 6.4 it is not the case that y n < \ k y k for all n ∈ N. By Markov Principle there exists n ∈ N such that y n = \ k y k , therefore x ≤ y n .
We still have not exhibited any predomain bases whose rounded ideal completion differs from the ideal completion. It is time we proceed to our main example, the interval domain.
The interval domain and real numbers
Henceforth we assume Markov Principle, as most of the following constructions rely on it. We quickly review our main objects of interest are the real numbers and the interval domain.
Real numbers. The reals R are characterized as a Cauchy-complete Archimedean ordered field. Because Number Choice is valid, the constructions of real numbers by Dedekind cuts and by Cauchy sequences agree. For every real number x ∈ R there exists a sequence of nested intervals
The endpoints p n , q n can be chosen to be rationals, or elements of any dense subset of R with decidable order. Every sequence of nested inter- (7) determines a unique x ∈ R such that x ∈ [p n , q n ] for all n ∈ N, namely x is the limit of Cauchy sequence (p n ) n . Markov Principle allows us to reformulate (7) as the ¬¬-stable formula
The implication from (7) to (8) is an easy exercise. For the converse, suppose (8) holds and let > 0. By Markov Principle it suffices to show ¬∀ n ∈ N . q n − p n ≥ : if ∀ n ∈ N . q n − p n ≥ then (8) implies = 0, which contradicts > 0.
Lower and upper reals. In close relation to the real numbers are the lower reals R < . These are constructed either by lower Dedekind cuts or by bounded strictly increasing rational sequences p 0 < p 1 < p n < · · · . With a slight abuse of notation we denote the lower real represented by such a sequence by sup n p n . We define a partial order ≤ on R < by
This also makes it clear that (p n ) n and (q m ) m represent the same lower real when each p n is below some q m , and vice versa. While classically the lower reals are isomorphic to the reals, constructively we can only prove that the reals form a subspace of the lower reals, using the fact that every real is the supremum of a strictly increasing rational sequence. Consequently, we must be careful with arithmetic on R < . We shall only need addition, defined by sup n p n + sup n q n = sup n (p n + q n ) .
It is an associative and commutative operation with the neutral element 0 = sup n (−2 −n ). Even though we cannot show constructively that R < forms an additive group, there is still a cancellation law.
Proof. Suppose x = sup n p n , y = sup n q n , and z = sup n r n , and x + y ≤ x + z. Consider any n ∈ N. We need to show that q n ≤ r m for some m ∈ N. By Markov Principle it suffices to show that ¬∀ m ∈ N . r m < q n . So suppose r m < q n for all m ∈ N. Let = q n+1 − q n . We claim that for every k ∈ N there exist k , k ≥ k such that p k − p k > . Let k ∈ N be given. Because x = sup i p k+i and x + y ≤ x + z, there exists m ∈ N such that p k+n+1 + q n+1 ≤ p k+m + r m , hence q n+1 − r m ≤ p k+m − p k+n+1 and
By taking k = k + m and k = k + n + 1 we see that the claim holds. But the claim contradicts the assumption that (p n ) n is bounded, which concludes the proof.
In fact, the "negation" of x = sup n p n is the upper real −x = sup n (−p n ). The upper reals R > are formed just like R < , except that strictly decreasing bounded sequences are used. Thus, even though we cannot subtract lower reals from each other, we may subtract an upper real from a lower one, or vice versa.
If x = sup n p n is a lower and y = inf m q m an upper real, we define x ≤ y to mean that every p n is below every q m , and y ≤ x that some q m is below some p n .
The interval domain. In classical accounts of domain theory the interval domain is defined as the poset whose elements are closed intervals [x, y] with real endpoints x, y ∈ R, ordered by reverse inclusion. This is not a good constructive definition because the resulting poset fails to be an ω-cpo. The trouble is that a chain [x 0 , y 0 ] ⊇ [x 1 , y 1 ] ⊇ · · · has a supremum only if the supremum of (x n ) n and the infimum of (y n ) n exist. However, knowing just that (x n ) n is a bounded monotone sequence is not enough to conclude that it has a supremum, unless we assume the Limited Principle of Omniscience. We shall see below that the endpoints of intervals must be lower and upper reals.
We construct the interval domain as the rounded ideal completion of a suitable predomain base. Let D ⊆ R be a subring of R such that 1/2 ∈ D and ≤ restricted to D is decidable. Such a ring is dense in R and contains the integers. The smallest example is the ring of dyadic rationals D = {a/2 k | a, k ∈ Z}. The fields of rational and algebraic numbers are examples, too. Define the set
For u = p, q we define u = p and u = q and let be a decidable partial order on ID, defined by
Proof. The case u = ⊥ is easy so we only consider u = ⊥ and v = ⊥.
Conversely, suppose u < v ≤ v < u and v ≤ \ n w n . Let t = \ n w n . It is not hard to check that t is the supremum of (w n ) n in D. Because u is strictly smaller than the supremum t of (w n ) n , by Markov Principle there exists n ∈ N such that u ≤ w n . Similarly, there exists m ∈ N such that w m ≤ u, and then u w max(m,n) .
Corollary 7.3
The poset ID is a predomain base.
Proof. An approximating chain for u ∈ ID is ( u − 2 −n , u + 2 −n ) n .
The interval domain IR is the continuous completion of ID. Concretely, the construction IR = ID is suitable for implementation, while for proving theorems it is sometimes more convenient to take IR = RIdl(ID).
For every x ∈ IR there is a < <-chain (u n ) n in ID such that x = \ n e(u n ), where e : ID → IR is the embedding of the base. If x = ⊥ we define x = sup n u n and x = inf n u n . The values x and x are independent of the choice of approximating sequence (u n ) n . Conversely, any a ∈ R < and b ∈ R > satisfying a ≤ b determine a unique x ∈ IR such that x = a and x = b. Thus IR \ {⊥} is isomorphic to the set { a, b ∈ R < × R > | a ≤ b}.
Every x ∈ IR determines the subset of R The width of a proper interval [x, x] is the upper real w(x) = x − x. We do not assign a width to ⊥, and whenever we speak of the width of an interval we tacitly assume it proper. Proof. The first statement follows directly from the fact that x y is the same as x ≤ y ≤ y ≤ x. For the second statement, observe that y ≤ x implies y − x ≤ x − x = w(x) = w(y) = y − y, therefore y ≤ x by the cancellation law. The proof of x ≤ y is analogous. Proof. If x, y ∈ IR are proper, x y, and w(x) = 0 then the first part of Lemma 7.4 implies w(y) = 0, and then the second part implies x = y. Therefore, if w(x) = 0 then x is maximal.
Conversely, suppose x ∈ IR is maximal. Clearly, it is a proper interval so there exists an approximating sequence (u n ) n for x such that ⊥ = u 0 . By Markov Principle w(x) = 0 follows from ∀ k ∈ N . ¬(w(x) ≥ 2 −k ), which we prove. Suppose w(x) ≥ 2 −k and let q 0 , . . . , q m ∈ D be a subdivision of u 0 , namely
The interval x cannot contain any of the p i 's because p i ∈ x and maximality of x would imply x = [p i , p i ] and 2 −k < w(x) = p i − p i = 0, which is nonsense. By Markov Principle, for each i = 0, . . . , m there is n i ∈ N such that p i ∈ u n i . Let N = max(n 0 , . . . , n m ). Because p i ∈ u n i u N the interval u N does not contain any p i 's. But this cannot be the case, as the width of u N is at least twice as large as the gap between two consecutive p i 's.
We can now identify the maximal elements of IR as the real numbers, up to isomorphism. Every real a ∈ R determines a maximal interval [a, a] , where a plays the role of a lower (upper) real at the left (right) endpoint. Conversely, if the supremum of an approximating sequence (u n ) n is maximal and u n = ⊥ for all n ∈ N, then (u n ) n satisfies (8) because the width of its supremum is zero. There is then a unique x ∈ R such that x ∈ u n for all n ∈ N.
We next describe how to compute with reals in view of the fact that R is a subspace of IR. The plan is to extend maps on R to continuous maps on IR, preferably in such a way that the extensions make sense on their own. Because IR with base ID satisfies the conditions of Proposition 4.2, such extensions will have representations that we can actually use to compute the original maps. In this section we consider linear order and limits of Cauchy sequences. Basic arithmetic and general real functions are the topic of Section 8.
Comparison functions. The strict order relation < on R is semidecidable. By Proposition 6.1 it is characterized by a map less : R × R → Σ which maps (x, y) to when x < y and to ⊥ when y ≤ x. We can extend it to a map less : IR × IR → Σ so that less(x, y) = if, and only if, x < y. A more useful version of comparison function is cmp : IR × IR → B such that:
1. cmp(x, y) = 0 if x < y, 2. cmp(x, y) = 1 if y < x, 3. cmp(x, y) = ⊥ if x and y are consistent.
Note that this is not a definition of cmp, because we may not be able to constructively decide which of the three cases holds. Essentially the same definition of a map c : ID × ID → {0, 1, undef},
is valid because the base ID has decidable order. We then define
The map c is actually used in Era.
Limits of Cauchy sequences. We would like to compute the limit of a Cauchy sequence as the supremum of a sequence of consistent intervals, as described in Section 3.6. We say that a real sequence (r n ) n is a remainder sequence for a real sequence (a n ) n when m ≥ n implies |a m − a n | ≤ r n , for all m, n ∈ N. The sequence (a n ) n converges if there are arbitrarily small remainders, i.e., for every > 0 there is n ∈ N such that r n < . By Markov Principle, this condition is equivalent to the ¬¬-stable proposition
As the input for computation of the limit of a sequence we take a real sequence (a n ) n with a remainder sequence (r n ) n satisfying (9) . From this we may form the sequence of proper intervals x n = [a n − r n , a n + r n ] which are consistent because a i − a j ≤ |a i − a j | ≤ max(r i , r j ) ≤ r i + r j implies that every left endpoint a i − r i is below every right endpoint a j + r j . We described the procedure for computing the supremum y = n x n of such a chain in Section 3.6. Because w(y) ≤ w(x n ) = 2r n for all n ∈ N and (r n ) n satisfies (9), w(y) = 0 so that y is a maximal element of IR. It is easily checked that y is the limit of (a n ) n . Observe that we can compute y even if (r n ) n does not satisfy (9) , except that in this case y need not be maximal.
In the implementation we require (r n ) n to be a sequence in D which speeds up the computation, and nothing is gained by allowing r n 's to be real.
Extensions of real functions
Every continuous map IR d → IR has a representation because the conditions of Proposition 4.2 are satisfied. This gives us a way of computing with a real map R d → R, as long as we can extend it continuously to the interval domain. The theoretical question is which real maps can be so extended, and the practical one is how to obtain concrete representations for them. These are the topics of the present section.
Throughout we consider a multivariate real map defined on a subset of S ⊆ R d . This covers most common functions such as basic arithmetic, including division, and elementary functions. An element a ∈ IR d all of whose components are proper intervals is called a proper box. We identify it with the set
and write x ∈ a instead of a x for x ∈ R n . The width w(a) of a proper box is the maximum of the widths of its components.
maximum on the closed and totally bounded set a. Now define g :
Let us verify that g satisfies the conditions of Lemma 8.1. Suppose x ∈ S, a ∈ ID d and x ∈ a. Then h(a, n) f (x) for all n ∈ N, therefore g(a) = \ n h(a, n) f (x), which is the first condition. If \ n a n = x ∈ S then, since x ∈ḃ k for some k ∈ N, for sufficiently large n we have a n ⊆ S. Because f is continuous at x the width of g(a n ) can be made as small as desired by sufficiently increasing n. Therefore, \ n g(a n ) is maximal. For large enough n we have a = b, which means that norm is a representation in the sense of Definition 4.1. It represents none other than the identity map id IR . Thus, by composing with norm we can always sacrifice a little bit of precision for better space and time complexity.
Addition, subtraction and multiplication are examples of maps f : R × R → R which restrict to D × D → D and are monotone in each argument, by which we mean that x 1 ≤ x ≤ x 2 and y 1 ≤ y ≤ y 2 implies min(f (x 1 , y), f (x 2 , y)) ≤ f (x, y) ≤ max(f (x 1 , y), f (x 2 , y)) and min(f (x, y 1 ), f (x, y 2 )) ≤ f (x, y) ≤ max(f (x, y 1 ), f (x, y 2 )) .
In [9] , GMP [8] , and Numerix [14] have readily available routines that compute b from a.
A piece-wise monotone function such as sin is represented by a map s : ID × N → ID that computes an output interval from [a, a], n in much the same way as e above, except that it first needs to determine how [a, a] is related to piece-wise monotonicity of sin. Once again, numerical libraries are able to perform these tasks efficiently, so we omit details.
Discussion
In this paper we focused on exact real arithmetic within the framework of domain theory. In particular, the interval domain IR was our primary datatype, while the reals R were viewed as a subspace of IR. We insisted that maps R d → R be implemented via their domain-theoretic extensions IR d → IR. It was already observed by Norbert Müeller, Branimir Lambov, and others that one may "sacrifice" the interval domain, or domain theory altogether, to further improve performance of exact real arithmetic. We discuss two such options which we would like to understand better from the domaintheoretic point of view.
First, we may replace the interval domain with a mathematically less elegant, but practically more efficient domain. Too see how this is done, consider an approximating interval a = [a, a] ∈ ID. Typically, the dyadic rationals a and a will take similar amounts of memory, say n bits for each. If the intervals serve only as approximations to real numbers, we do not particularly care about the exact values of their endpoints. In this case it is better to use lean intervals, i.e., those of the form [c − r, c + r] where the center c still takes n bits, but the mantissa of r has a fixed small size, say 32 bits. This saves not only half the space compared to [a, a], but also makes the basic arithmetic functions faster. Second, we may relax the notion of approximation and allow an element x ∈ D of a continuous domain D to be represented by a possibly nonmonotone sequence (a n ) n of elements from a base D 0 ⊆ D. The question is what conditions (a n ) n should satisfy. Clearly, we would expect x = n a n , but this is not enough because continuous maps do not generally preserve non-directed joins. We also need to know when a sequence (a n ) n in D 0 , without a given x, is a representing sequence. Assuming D 0 and D are cusls, the correct condition seems to be that, for all n ∈ N, u ∈ D 0 , and a strictly increasing sequence (m i ) i∈N of numbers, u < < a n =⇒ ∃ i ∈ N . u < < a m i .
Essentially, this says that (a n ) n converges in the Scott topology on D, but is phrased carefully so that the corresponding realizers are trivial when Markov principle holds and < < is semidecidable on D 0 . While we could well represent the elements of D with such sequences, it is not clear how this would interact with representations of continuous maps. Too see how non-monotone approximating sequences help improve performance, consider again a lean interval [c − r, c + r]. If r is large, it makes little sense to keep a very precise c. By increasing the least significant bit of r we get a slightly larger r and room for rounding c to a nearby value c which uses fewer bits. Even though the resulting map [c−r, c+r] → [c −r , c +r ] is not monotone we can safely apply it to an approximating sequence for a real number (but not to an approximating sequence for an interval), provided we allow non-monotone sequences. It remains to be seen whether these ideas, which are used in practice, have a domain-theoretic explanation.
