We compute the alpha invariant of any smooth complex projective spin complete intersection of complex dimension 1 (mod 4). We prove that the alpha invariant depends only on the total degree and Pontryagin classes. Our findings are consistent with a long-standing conjecture, often called the Sullivan Conjecture, which states that two complete intersections with the same dimensions, total degrees, Pontryagin and Euler classes are diffeomorphic.
Introduction
A smooth complex projective complete intersection X n (d 1 , . . . , d k ) is a subvariety of n+k-dimensional complex projective space cut out by the transversal intersection of k non-singular hypersurfaces of degrees d 1 , . . . , d k . In particular X n (d 1 , . . . , d k ) is a non-singular complex projective variety of dimension n. By a classical result of Thom the diffeomorphism type of the underlying smooth 2n-manifold depends only on n, d 1 , . . . , d k . We write d = (d 1 , . . . , d k ) and abbreviate X n (d 1 , . . . , d k ) to X n (d). We call d the multi-degree of X n (d).
From the Lefschetz hyperplane theorem, H 2 (X n (d); Z) ∼ = Z whenever n ≥ 3. As will be recalled in Section 3, the j-th Pontryagin class must be an integral multiple of x 2j where x is a generator of H 2 (X n (d); Z). Therefore we can compare the Pontryagin classes of different complete intersections of the same dimension. We also have that x n is d tot times a generator of H 2n (X n (d); Z), where d tot = d 1 d 2 · · · d k is called the total degree of X n (d). Hence d tot is a diffeomorphism invariant of X n (d) whenever n ≥ 3.
In general, complete intersections of different multi-degrees may give rise to diffeomorphic manifolds, the simplest example being X 1 (1) = X 2 (2) = S 2 . An outstanding problem in the study of complete intersections then is to determine precisely the conditions under which two complete intersections X n (d), X n (d ′ ) can be diffeomorphic. Assuming n ≥ 3 we clearly need X n (d), X n (d ′ ) to have the same total degree, Pontryagin classes and Euler class. The following conjecture, sometimes called the Sullivan Conjecture, says that these conditions are also sufficient:
The Sullivan Conjecture for complete intersections: Let X, X ′ be n-dimensional complete intersections for n ≥ 3 with the same total degrees, same Pontryagin classes and same Euler classes. Then X and X ′ are diffeomorphic.
For n = 3 the Sullivan Conjecture holds as a consequence of the classification of simply-connected 6-manifolds [12, 9] . For 4 ≤ n ≤ 7 the Sullivan Conjecture is known to hold up to homeomorphism [4, 5] . The conjecture is also known to hold in arbitrary dimension under a certain condition on the total degree [11, 10] . Recent progress by Crowley and Nagy proves the smooth version for n = 4 [2] . Crowley and Nagy further expect to prove the n = 5 case in future work [3] .
Looking to higher dimensions, one might try to produce a counter-example to the Sullivan Conjecture by finding a diffeomorphism invariant which distinguishes a pair of complete intersections X n (d), X(d ′ ) with the same total degree, Pontryagin and Euler classes. For n ≥ 2, X n (d) is simply-connected hence if X n (d) is spin then it has a unique spin structure and we may consider the refinedÂ-genus or α invariant of X n (d):
α(X n (d)) ∈ KO −2n (pt) =      Z if n = 0, 2 (mod 4), Z 2 if n = 1 (mod 4), 0
if n = 3 (mod 4).
In the case n is even, the α invariant is determined by theÂ-genusÂ[X n (d)] which is easily seen to depend only on the Pontryagin classes and total degree. Hence we do not get a new diffeomorphism invariant in this case. On the other hand if n = 1 (mod 4) then α invariant is the mod 2 index, which a priori is not determined by the Pontryagin classes. The main result of this paper is a proof that the α invariant is in fact determined by the Pontryagin classes and total degree, consistent with the Sullivan Conjecture:
be two spin complete intersections of dimension n ≥ 5, n = 1 (mod 4). Suppose that X, X ′ have the same Pontryagin classes and the same total degree. Then α(X) = α(X ′ ). Hence the alpha invariant of a spin complete intersection X depends only on the dimension, total degree and Pontryagin classes of X. Theorem 1.1 is thus a further piece of evidence in favour of the Sullivan Conjecture. Note that Theorem 1.1 does not actually tell us how to compute α in terms of the total degree and Pontryagin classes. In the remainder of the paper we prove a number of formulas which can be used to compute the invariant. Let n = 1 (mod 4), and let d = (d 1 , . . . , d k ) be such that an even number of d i are even. This determines a distinguished spin structure on X n (d) which for n > 1 is the unique spin structure. Let α n (d) ∈ Z 2 denote the alpha invariant of X n (d).
Theorem 1.2. The alpha invariant α n (d) is given by any of the following descriptions:
(i)
With some modifications, the same techniques can be used to compute theÂgenus of a spin complete intersection X n (d) when n is even. Let n ≥ 2 be even and let d = (d 1 , . . . , d k ) be such that an odd number of d i are even. Then X n (d) has a unique spin structure. LetÂ[X n (d)] ∈ Z denote theÂ-hat genus of X n (d).
Theorem 1.3. TheÂ-genus of X n (d) is given by either of the following descriptions:
A brief outline of the contents of this paper is as follows. In Section 2 we introduce the alpha invariant of spin complete intersections and give a KO-theoretic expression for it. Section 3 is a short section on the Pontryagin classes of complete intersections. In Section 4 we prove the main result of the paper that the alpha invariant depends only on the dimension, total degree and Pontryagin classes. In Section 5 we give several expressions that can be used to compute the alpha invariant. Section 6 deals with the special case of 1-dimensional complete intersections and lastly in Section 7 we give some analogous expressions for theÂ-genus of a spin complete intersection of even dimension.
Complete intersections and the alpha invariant
Let n, d 1 , . . . , d k ≥ 1 be positive integers. As in the introduction X n (d 1 , . . . , d k ) = X n (d) denotes an n-dimensional non-singular complete intersection in CP n+k cut out by non-singular hypersurfaces of degrees d 1 , . . . , d k intersecting transversally. Suppose that n ≥ 2. Then X n (d) is simply-connected by the Lefschetz hyperplane theorem. By the adjunction formula the canonical bundle of X n (d) is the restriction
Lemma 2.1. We have that X n (d) is spin if and only if −n − k − 1 + i d i is even, in which case there is a unique spin structure. The corresponding square root of the canonical bundle is the restriction to
Proof. If n > 2, then by the Lefschetz hyperplane theorem H 2 (X n (d); Z) ∼ = Z and is generated by the first Chern class of the restriction of O(1). It follows easily that the canonical bundle has a square root if and only if −n − k − 1 + i d i is even. In this case such a square root is unique and is clearly given by the restriction to
The result still holds for n = 2 (see [6, Example 1.3.13 (d)]). Corollary 2.2. If n > 1 is odd then X n (d) is spin if and only if an even number of the d i are even. If n is even then X n (d) is spin if and only if an odd number of d i are even.
Proof. If n is odd then −n − k − 1 + i d i = −n − 1 + i (d i − 1) is even if and only if i (d i − 1) is even, which holds if and only if an even number of the d i are even. The argument for even n is similar. Now we assume that n = 1 (mod 4), n ≥ 5 unless stated otherwise. Then the underlying smooth manifold of X n (d) has dimension 2n = 2 (mod 8). If X n (d) is spin, then it has a unique spin structure and this determines a KO-orientation and a pushforward map
where ρ is the unique map to pt. By definition, the α invariant of X n (d) is
where 1 denotes the class of the trivial rank 1 bundle in KO 0 (X n (d)). Since the spin structure on X n (d) is unique, this is a diffeomorphism invariant and hence depends only on n, d 1 , . . . , d k . Thus we will write
which is defined whenever n = 1 (mod 4), n ≥ 5 and an even number of d i are even. Remark 2.3. It is also possible to define α n (d) when n = 1 and an even number of d i are even. In this case X 1 (d) is always spin and usually has more than one spin structure. However, the assumption that an even number of d i are even determines a unique square root of the canonical bundle which extends to a line bundle on CP 1+k . We can then define α 1 (d) to be the alpha invariant of this particular spin structure.
For the rest of this section it will be convenient to assume that k is a multiple of 4. This can always be arranged by possibly adding to d additional equations of degree 1. This implies that n + k is odd and in particular that CP n+k has a (unique) spin structure. This spin structure determines orientations in complex and real K-theory, hence pushforward or index maps
More generally, suppose N = 1 (mod 4) so that CP N has a (unique) spin structure. Let ξ = [O(1)] ∈ K 0 (CP N ) be the class represented by the line bundle O(1).
For any space Y , let r : K * (Y ) → KO * (Y ) denote the map corresponding to taking the underlying real bundle of a complex vector bundle. The pushforward maps π N * are compatible with r in the sense that we have a commutative diagram
Let j : X n (d) → CP n+k denote the inclusion map. Since X n (d) and CP n+k are KO-oriented, we immediately have α n (d) = ρ * (1) = π n+k * (j * (1)).
The class j * (1) ∈ KO 0 (CP n+k ) can be computed using the Thom isomorphism. More precisely, let U denote a tubular neighbourhood of X, which inherits a spin structure from CP n+k . The inclusion j : X n (d) → CP n+k factors as
where ζ and ι are the obvious inclusions. Then j * may be defined as the composition of the Thom isomorphism and the excision isomorphism as follows:
. Since k is even and an even number of d i are even, we see that det(V (d i )) is the square root of a unique line bundle on CP n+k . This uniquely determines a spin structure on V (d). Since the complex rank of V (d) is even it has positive and negative spinor bundles S + (d), S − (d). Moreover, since k is a multiple of 4, V (d) has real rank a multiple of 8, hence the spinor bundle S + (d), S − (d) have real structures.
Suppose that X n (d) is defined by polynomials f 1 , . . . , f k of degrees d 1 , . . . , d k . Then f = (f 1 , . . . , f k ) defines a section of V (d) vanishing precisely on X n (d). Let
denote Clifford multiplication by f . This is an isomorphism away from X n (d), hence (c f : S + (d) → S − (d)) defines a class in KO 0 (U, U −X n (d)) ∼ = KO 0 (CP n+k , CP n+k − X n (d)), which by the definition of the Thom isomorphism is preciely ζ * (1). Then
is the underlying difference bundle. So we have shown:
The underlying complex virtual vector bundle S + (d) − S − (d) is easily seen to be
where sgn(ǫ) = ǫ 1 · · · ǫ k and ǫ · d = ǫ 1 d 1 + · · · + ǫ k d k . Note that ǫ · d is always even since k is even and an even number of d i are even.
Observe that (2.1) is a Laurent polynomial in ξ and is invariant under ξ → ξ −1 . The underlying real structure on S + (d)−S − (d) is obtained by pairing off monomials ξ m and ξ −m in (2.1) and interpreting ξ m + ξ −m as the underlying real rank 2 vector bundle of O(m). To see that this gives the correct real structure on S + (d) − S − (d), view CP n+k as the quotient of the unit sphere S 2n+2k+1 ⊂ C n+k+1 by the natural S 1 -action. Then O(1) is the pullback under S 2n+2k+1 → pt of the S 1 -equivariant line bundle generating H 2 S 1 (pt; Z). It follows that S + (d) − S − (d) with its natural real structure is similarly a pullback from KO S 1 (pt). But the complexification map c : KO S 1 (pt) → K S 1 (pt) is injective, so there is a unique way to lift a class in the image of c to KO S 1 (pt).
The terms in (2.1) can be paired off by taking pairs of the form ǫ = (1,
Note that sgn(−ǫ) = sgn(ǫ) as k is even. If follows that:
(β) (mod 2), we have shown:
Pontryagin classes
Let X = X n (d) be a complete intersection. We denote by x ∈ H 2 (X; Z) the first Chern class of the restriction of O(1). If n > 2, the Lefschetz hyperplane theorem implies that x is a generator of H 2 (X; Z). Let d tot = d 1 d 2 · · · d k be the total degree of X. Then it follows easily that x n is d tot times a generator of H 2n (X; Z), hence d tot is a diffeomorphism invariant (provided n > 2).
Let Q n denote the subring of H * (X; Q) generated by x over Q, so Q n ∼ = Q[x]/ x n+1 . We will show that the Pontryagin classes of X belong to Q n . This makes it possible to compare Pontryagin classes of different complete intersections of the same dimension, since Q n depends only on n.
Let N denote the normal bundle of X in CP n+k . Since X is a complete intersection the normal bundle is given by the restriction of
One finds that the total Chern class of X is
Similarly, the total Pontryagin class of X is given by:
be the j-th elementary symmetric polynomial in (d 1 , . . . , d k ) and
the j-th power sum. We also set e 0 = 1. Recall the identity
] of formal power series over Q. Of course the same relation also holds in the ring Q n . A special case of this relation is
From this and Equation (3.1), we find
Similarly, from Equation (3.2), we find
Hence we have proven the following:
We have:
• The Chern classes of T X can be expressed in terms of n and (σ j − k) for 1 ≤ j ≤ n. • The Pontryagin classes of T X can be expressed in terms of n and (σ 2j − k) for 1 ≤ j ≤ ⌊n/2⌋.
If k = k ′ then X and X ′ have the same Pontryagin classes (considered as elements of Q n ) if and only if i d 2j
Remark 3.3. Suppose we are given any two multi-degrees d, d ′ defining complete intersections X = X n (d) ⊂ CP n+k and X ′ = X n (d ′ ) ⊂ CP n+k ′ . If k ′ < k, then we can view CP n+k ′ as a projective subspace of CP n+k and view X ′ as a complete intersection in CP n+k . In other words, we can always assume that k = k ′ by possibly adding in some equations of degree 1.
Proof of the main theorem
Let n ≥ 1 be an integer with n = 1 (mod 4) and let d 1 , . . . , d k be positive integers and assume that an even number of the d i are even. We write d = (d 1 , . . . , d k ). We assume that k is a multiple of 4, which can always be arranged by possibly adding to d additional equations of degree 1. Then the complete intersection X n (d) has a distinguished spin structure and from Proposition 7.1 we have
where β ∈ K 0 (CP n+k ) is given by Equation (2.2).
Consider now the Chern character:
Since K 0 (CP n+k ) has no torsion, Ch is injective. Therefore the class β ∈ K 0 (CP n+k ) is completely determined by Ch(β) ∈ Q n+k . On the other hand Proposition 7.1 shows that β determines α n (d). Thus the alpha invariant is completely detemined by Ch(β).
Lemma 4.1. Let n ≥ 1 be an integer with n = 1 (mod 4) and let d 1 , . . . , d k be positive integers and assume that an even number of the d i are even. Assume that k is a multiple of 4 and that d 1 = d 2 = 1 (this can always be accomplished by adding terms of degree 1 to d). Let β be defined as in Equation (2.2). Then
Proof. Applying the Chern character to Equation (2.2), we have
Lemma 4.1 can be simplified to
whereÂ(d) denotes the A-hat multiplicative sequence applied to d 1 x, . . . , d k x:
Note that since Ch(β) ∈ Q n+k and since there is a factor of x k−1 in the right hand side of Equation (4.1), it follows that Ch(β) (and hence α n (d)) depends only on n, k, d tot and the expansion ofÂ(d) up to order x n+1 . Moreover, expandinĝ A(d) in the formÂ
we have that the coefficientÂ j (d) is a symmetric polynomial in d 2 1 , . . . , d 2 k of degree j (i.e. of degree 2j in d 1 , . . . , d k ). Therefore, α n (d) is completely determined by n, k, d tot and the power sums σ 2j = i d 2j i for 1 ≤ j ≤ (n + 1)/2. According to Proposition 3.1, for given n and k, the power sums σ 2 , σ 4 , . . . , σ n−1 are determined by the Pontryagin classes of X = X n (d). However this leaves σ n+1 which is not determined by the Pontryagin classes of X. In what follows, we seek to isolate the possible dependence of α n (d) on σ n+1 .
. . ] as a symmetric polynomial in the even power sums. Then
where B 2j is the 2j-th Bernoulli number. Similarly, if we writê
Proof. Recall thatÂ(d) is the multiplicative sequence associated to the power series
Of course this also means thatÂ(d) −1 is the multiplicative sequence associated to the power series
A short calculation gives
. For any non-zero integer m, let ν 2 (m) be the number of times 2 divides m. We note here that for any m ≥ 0, we have ([8, Chapter 2, Exercise 6]):
be two spin complete intersections of dimension n ≥ 1, n = 1 (mod 4). Suppose that k = k ′ and that X, X ′ have the same Pontryagin classes and the same total degree. Then
where ρ = 2 + ν 2 ((n + 1)!).
Proof. After possibly adding some equations of degree 1, we can assume that k is a multiple of 4. We will temporarily assume that d 1 = d 2 = d ′ 1 = d ′ 2 = 1. Later we will see how to remove this assumption. Define β, β ′ ∈ K 0 (CP n+k ) by:
Let θ = β − β ′ . Then from Equation (4.1), we have
But since X, X ′ have the same Pontryagin classes, Lemma 4.2 implies that
where + · · · represents terms involving higher powers of x and we used n = 1 (mod 4) to see that (−1) (n+1)/2 = −1. Substituting into the formula for Ch(θ) and noting that x n+k+1 = 0 in Q n+k , we get
.
But e x −1 x = 1 + · · · , where + · · · represents terms involving positive powers of x.
Similarly
x e x/2 −e −x/2 2 = 1 + · · · , so that
Then since Ch : K 0 (CP n+k ) → Q n+k is injective, it follows that
Then by Proposition 7.1, we have
By the Atiyah-Singer index theorem, we have
and therefore
To complete the proof, write B n+1 in the form B n+1 = u v , where u, v are coprime integers. By the Von Staudt-Clausen theorem we have that 2 divides the denominator of B n+1 exactly once, so we can write v = 2v ′ with v ′ odd. Moreover u is odd since u and v are coprime. Let us also write (n + 1)! as (n + 1)! = 2 a b, where a = ν 2 ((n + 1)!) and b is odd. Then
This proves the result under the additional assumption that d 1 = d 2 = d ′ 1 = d ′ 2 = 1. However the result still holds even without this assumption. To see this note that we can always replace k by k + 4 and add to both d and d ′ four additional equations of degree 1. Then after re-ordering we have
be two spin complete intersections of dimension n ≥ 1, n = 1 (mod 4). Suppose that k = k ′ and that X, X ′ have the same Pontryagin classes and the same total degree. If d tot (σ n+1 (d) − σ n+1 (d ′ )) is divisible by 2 ρ+1 , where ρ = 2 + ν 2 ((n + 1)!), then α n (d) = α n (d ′ ).
be two spin complete intersections of dimension n ≥ 5, n = 1 (mod 4). Suppose that X, X ′ have the same Pontryagin classes and the same total degree. Then α n (d) = α n (d ′ ). Hence the alpha invariant of a spin complete intersection X depends only on the dimension, total degree and Pontryagin classes of X.
Remark 4.6. Note that assumption n ≥ 5 is not necessary. We will show in Section 6 that α 1 (d) depends only on d tot . A key difference however is that d tot is not a diffeomorphism invariant of X n (d) for n = 1. In contrast d tot is determined by the cohomology ring of X n (d) if n > 2.
Proof. As usual, we may assume that k = k ′ and that k is divisible by 4, since we can always include additional equations of degree 1.
For each i ≥ 1, let
The equality of Pontryagin classes of X, X ′ together with the equality k = k ′ , gives
According to Corollary 4.4, the result will follow if we can show that d tot i i n+1 a i is divisible by 2 ρ+1 . From Equation (4.2), we have that
for any polynomial f (i) of the form f (i) = i n+1 + c 2 i n−1 + c 4 i n−3 + · · · + c n+1 for some integers c 2 , c 4 , . . . . In other words, f (i) is an even, monic polynomial of degree n + 1 with integer coefficients. Consider
Note that the coefficients of f 1 are integers. For any integer i, we have p(i) = i n+1 (n+1)! is an integer multiple of (n+1)!, hence 2 divides p(i) at least ν 2 ((n+1)!) times. A similar argument applies to p(−i), hence for any integer i, f 1 (i) is divisible by 2 at least ν 2 ((n + 1)!) − 1 = ρ − 3 times. Therefore, if ν 2 (d tot ) ≥ 4 we have that
It follows that we may restrict to the case ν 2 (d tot ) ≤ 3. Note also that ν 2 (d tot ) = 1 is impossible, since for X and X ′ to be spin, we need an even number of the d i and an even number of the d ′ i to be even. This leaves us with three cases according to whether ν 2 (d tot ) = 0, 2 or 3. We treat each of these cases in turn.
Suppose ν 2 (d tot ) = 0. So all the d i and d ′ i are odd. Consider f 2 (i) = (i 2 − 1)(i 2 − 5 2 )(i 2 − 5 4 ) · · · (i 2 − 5 n−1 ). By [8, Theorem 2 ′ , Chapter 4], for any l ≥ 3 the subgroup
is cyclic of order 2 l−3 and generated by 5 2 . Hence for any odd i, each of the (n+1)/2 factors (i 2 − 1), (i 2 − 5 2 ), (i 2 − 5 4 ), . . . , (i 2 − 5 n−1 ) is divisible by 8, at least ⌊(n + 1)/4⌋ of them are divisible by 16, at least ⌊(n + 1)/8⌋ of them by 32, etc. Hence for any odd integer i, f 2 (i) is divisible by 2 at least
times. Therefore
Suppose ν 2 (d tot ) = 2. Since an even number of d i are even, we must have (after re-ordering terms) ν 2 (d 1 ) = ν 2 (d 2 ) = 1 and d i odd for i > 2. Similarly after reordering we must have ν 2 (d ′ 1 ) = ν(d ′ 2 ) = 1 and d ′ i is odd for i > 2. Suppose first that n ≥ 17. Consider
If i is even and a i = 0, then i is one of d 1 , d 2 , d ′ 1 , d ′ 2 and hence f 3 (i) = 0. Now suppose that i is odd. Then repeating the same argument as in the previous case (but now with only (n − 7)/2 factors), we see that f (i) is divisible by 2 at least 3(n − 7)/2 + ⌊(n − 7)/4⌋ + ⌊(n − 7)/8⌋ + · · · = (n − 7) + ν 2 ((n − 7)!) = ν 2 ((2n − 14)!) times. Now since n = 1 (mod 4), we have ν 2 ((2n − 14)!) = 2 + ν 2 ((2n − 15)!) and ρ − 1 = 1 + ν 2 ((n + 1)!) = 2 + ν 2 (n!). But n ≥ 17 implies 2n − 14 ≥ n and hence ν 2 ((2n − 14)!) ≥ ρ − 1. So if i is odd, 2 divides f (i) at least ρ − 1 times and hence 2 ρ+1 divides d tot f (i), since ν 2 (d tot ) = 2. This together with the fact that f (i)a i = 0 for even i implies that 2 ρ+1 divides d tot (σ n+1 (d) − σ n+1 (d ′ )) and thus α n (d) = α n (d ′ ) by Corollary 4.4.
If ν 2 (d tot ) = 2 and n is one of 5, 9, 13, then we use a similar argument using one of the following polynomials:
To see that this works, we just need to check that these polynomials are divisible by 2 ρ−1 for all i with a i = 0. We have ρ − 1 = 5, 9 and 12 for n = 5, 9 and 13 respectively. If i is even and a i = 0, then i = 2 (mod 4) and (i 2 − 2 2 ) = 4((i/2) 2 − 1), which is divisible by 2 5 , since i/2 is odd. So (i 2 − 2 2 ) 2 is divisible by 2 10 and (i 2 − 2 2 ) 3 by 2 15 . This covers the case when i is even. When i is odd, applying our usual argument to the remaining factors (i 2 − 5 2 ) · · · , we easily verify divisibility by 2 ρ−1 . Hence we again conclude that α n (d) = α n (d ′ ).
Suppose ν 2 (d tot ) = 3. Since an even number of d i are even, we must have (after re-ordering terms) ν 2 (d 1 ) = 2, ν 2 (d 2 ) = 1 and d i odd for i > 2. Similarly after re-ordering we must have ν 2 (d ′ 1 ) = 2, ν(d ′ 2 ) = 1 and d ′ i is odd for i > 2. If n ≥ 17, then consider once again
2 )(i 2 − 1)(i 2 − 5 2 ) · · · (i 2 − 5 n−9 ).
By the same argument as in the case ν 2 (d tot ) = 2, we find that α n (d) = α n (d ′ ). Now suppose that ν 3 (d tot ) = 3 and n = 5, 9 or 13. Since ν 3 (d tot ) = 3, we can assume d 1 = 4u 1 , d 2 = 2u 2 for some odd integers u 1 , u 2 and that d i is odd for i > 2. Similarly assume d ′ 1 = 4u ′ 1 , d ′ 2 = 2u ′ 2 for some odd integers u ′ 1 , u ′ 2 and that d ′ i is odd for i > 2. For n = 5, 9 or 13, we will show that σ n+1 (d) − σ n+1 (d ′ ) is divisible by 2 at least ν 2 ((n + 1)!) times and hence d tot (σ n+1 (d) − σ n+1 (d ′ )) is divisible by 2 at least 3 + ν 2 ((n + 1)!) = ρ + 1 times. This will imply α n (d) = α n (d ′ ).
In the case n = 5, we have ν 2 ((n+ 1)!) = ν 2 (6!) = 4. Consider f 4 (i) = i 2 (i 2 − 1) 2 . If i is odd, then (i 2 − 1) is divisible by 2 at least 3 times, hence (i 2 − 1) is divisible by 2 at least 6 times. If i is even and a i non-zero, then i is one of
We consider each these cases in turn. For i = d 1 = 4u 1 , we have
at least 4 times, as required.
In the case n = 9, we have ν 2 ((n+1)!) = ν 2 (10!) = 8. Consider f 5 (i) = i 4 (i 2 −1) 3 . If i is odd, then (i 2 − 1) is divisible by 2 at least 3 times, hence (i 2 − 1) 3 is divisible by 2 at least 9 times. If i is even and a i non-zero, then i is one of
We consider each these cases in turn. For i = d 1 = 4u 1 , we have that f 5 (d 1 ) is divisible by 2 8 and similarly for f 5 (d ′ 1 ). For i = d 2 = 2u 2 , we have f 5 (d 2 ) = 2 4 u 4 2 (d 2 2 − 1) 3 . Now since u 2 is odd, it follows that u 4 4 = 1 (mod 16). We also have that d 2 2 − 1 = 4u 2 2 − 1. Then since u 2 is odd, u 2 2 = 1 (mod 4) and hence 4u 2 2 − 1 = 4 − 1 = 3 (mod 16). So (d 2 2 − 1) 3 = 3 3 = 11 (mod 16) and so f 5 (d 2 ) = 2 4 · 11 (mod 2 8 ). The same argument gives f 5 (d ′ 2 ) = 2 4 · 11 (mod 2 8 ). Hence
2 ) = 2 4 · 11 − 2 4 · 11 = 0 (mod 2 8 ) so that 2 divides σ n+1 (d) − σ n+1 (d ′ ) at least 8 times, as required.
In the case n = 13, we have ν 2 ((n + 1)!) = ν 2 (14!) = 11. Consider f 6 (i) = i 2 (i 2 − 2) 2 (i 2 − 1) 4 . If i is odd, then (i 2 − 1) is divisible by 2 at least 3 times, hence (i 2 − 1) 4 is divisible by 2 at least 12 times. If i is even and a i non-zero, then i is
is the square of an odd number, hence u 2 1 ((2u 1 ) 2 − 1) 2 ((4u 1 ) 2 − 1) 4 = 1 (mod 8) and so f 6 (d 1 ) = 2 8 (mod 2 11 ). Similarly f 6 (d ′ 1 ) = 2 8 (mod 2 11 ). For i = d 2 = 2u 2 , we get f 6 (d 2 ) = 2 2 u 2 2 (4(u 2 2 − 1)) 2 ((2u 2 ) 2 − 1) 4 = 2 6 u 2 2 (u 2 2 − 1) 2 ((2u 2 ) 2 − 1) 4 .
Note that since u 2 is odd, u 2 2 − 1 is divisible by 8 and hence (u 2 2 − 1) 2 is divisible by 8 2 = 2 6 . Hence 2 divides f 6 (d 2 ) at least 12 times. Similarly, 2 divides f 6 (d ′ 2 ) at least 12 times. Hence
at least 11 times, as required.
Formulas for the alpha invariant
In this section we examine the alpha invariant from several points of views and derive corresponding formulas for it. These points of views can be categorised as topological, geometric and algebraic.
First we consider the topological point of view. Let n ≥ 1 be an integer with n = 1 (mod 4) and let d 1 , . . . , d k be positive integers such that an even number of the d i are even. Assume as in the previous sections that k is a multiple of 4. Then the complete intersection X n (d) has a unique spin structure and from Proposition 7.1 we have α n (d) = π n+k * (β),
where β ∈ K 0 (CP n+k ) is given by Equation (2.2). Let N = 1 (mod 4), N ≥ 1.
Identifying harmonic spinors with Dolbeault cohomology, one finds easily that the index map π N * : K 0 (CP N ) → Z is given by:
From this we obtain:
Theorem 5.1. Let n = 1 (mod 4) and d be given. Suppose that an even number of the d i are even. Then
where ǫ = (1, ǫ 2 , . . . , ǫ k ) and ǫ · d = d 1 + ǫ 2 d 2 + · · · + ǫ k d k .
Proof. If k is a multiple of 4, then this follows immediately from Proposition 7.1 and Equation (5.1). Below we will give another proof which does not require k to be a multiple of 4. Alternatively, one can verify that the right hand side of (5.2) is invariant mod 2 under k → k + 1, (d 1 , . . . , d k ) → (1, d 1 , . . . , d k ) by Pascal's formula.
Equation (5.2) can be written a little more symmetrically as follows: where ǫ = (ǫ 1 , ǫ 2 , . . . , ǫ k ) and ǫ · d = ǫ 1 d 1 + ǫ 2 d 2 + · · · + ǫ k d k .
Proof. Suppose d = (d 1 , . . . , d k ) . Then α n (d) = α n (d ′ ), where d ′ = (1, d 1 , . . . , d k ) . Applying Theorem 5.1 to d ′ gives the result.
Next, we consider α n (d) from a geometric point of view. Recall that X n (d) ⊆ CP n+k is a complete intersection and hence inherits a Kähler structure from the projective space CP n+k . Let H ± (X n (d)) denote the space of harmonic spinors on X n (d) with respect to the induced Kähler metric. Then by Hodge theory we have:
Recall that the pushforward map is realised analytically by taking the index of the Dirac operator. In particular in dimensions 2 (mod 8), the push-forward is the mod 2 index: α(X n (d)) = dim(H ± (X n (d))) (mod 2).
Lemma 5.3. Let X n (d) be any complete intersection (where n can be any positive integer) and let u be any integer. Then H * (X n (d); O(u)) is non-zero only in degrees 0 and n.
Proof. We prove this by induction on k. If k = 0 then X n (d) = CP n and the result is obviously true. Now let d = (d 1 , . . . , d k ) and consider d ′ = (d 1 , . . . , d k , d k+1 ).
We view X ′ = X n (d ′ ) as a hypersurface in X = X n+1 (d). Then we have the short exact sequence of sheaves:
Taking the associated long exact sequence gives the result.
Corollary 5.4. Let X n (d) be a complete intersection of dimension n = 1 (mod 4) and where an even number of d i are even. Then α(X n (d)) = dim(H 0 (X n (d); O(m)))) (mod 2),
where 2m = −n − k − 1 + i d i .
Proof. By Lemma 5.3, the non-zero cohomology of O(m) is concentrated in degrees 0 and n. Then since n is odd, we have H + (X n (d)) ∼ = H 0 (X n (d); O(m)) and the result follows.
Recall that the Hilbert series of a projective variety X ⊆ CP N is the formal power series with integer coefficients given by:
It is well known that for a complete intersection X n (d), the Hilbert series is given by:
where 1/(1 − t) is to be understood as the formal power series 1 + t + t 2 + · · · . Combined with Corollary 5.4 we have shown:
Theorem 5.5. Let n = 1 (mod 4) and suppose that d = (d 1 , . . . , d k ) where an even number of the d i are even. Then α n (d) is the mod 2 reduction of the coefficient of
Corollary 5.6. We have that α n (d) is the mod 2 reduction of the coefficient of t
Proof. By Theorem 5.1, α n (d) is the mod 2 reduction of the coefficient of t 2m in
Note that since we are working mod 2 we can replace the factors (1 − t 2dj ) by (1 + t 2dj ). Recall that 2m = −n − k − 1 + i d i . Multiplying each factor (1 + t 2dj ) by t −dj and multiplying (1 − t 2 ) −n+k+1 by t n+k+1 , we see that α n (d) is the mod 2 reduction of the t 0 -coefficient in
Now we will study α n (d) from an algebraic viewpoint. Theorem 5.5 suggests a purely algebraic definition of α n (d) that applies even when n = 1 (mod 4) or when some of the d i are negative. Adopting this point of view will allow us to derive some further algebraic properties of the invariant.
Let n ≥ −1 be an integer and let d 1 , . . . , d k be integers, possibly zero or negative. We write d = (d 1 , . . . , d k ). Consider the formal Laurent series
Note that the coefficients of K n (d) are integers.
Definition 5.7. Let n ≥ −1 and d be given. We define the abstract alpha invariant α n (d) ∈ Z 2 to be the mod 2 reduction of the coefficient of t m in K n (d), where 2m = −n − k − 1 + i d i . If −n − k − 1 + i d i is odd then we set α n (d) = 0.
If d = (d 1 , . . . , d k ), we will also write α n (d) as α n (d 1 , . . . , d k ). If n ≥ 1, n = 1 (mod 4), d i ≥ 1 for each i and an even number of d i are even, then X = X n (d) is a spin complete intersection and α n (d 1 , . . . , d k ) is the alpha invariant of X. This follows since the coefficients of K n (d) agree mod 2 with the coefficients of the Hilbert series H X (t), hence α n (d) = α(X) by Theorem 5.5.
Lemma 5.8. We have:
(i) If d i = 0 for some i, then α n (d) = 0.
(ii) α n (d 1 , . . . , d i , . . . , d k ) = α n (d 1 , . . . , −d i , . . . , d k ).
Proof. If d i = 0 for some i then (1 + t d i ) = 1 + 1 = 2 is a factor of K n (d). Then all the coefficients of K n (d) are even and hence α n (d) = 0.
Next, suppose we replace d i by −d i . Then m → m − d i . On the other hand (1 + t di ) = t di (1 + t −di ) and it follows that the degree m − d i coefficient of H n (d 1 , . . . , −d i , . . . , d k ) is the degree m coefficient of K n (d 1 , . . . , d i , . . . , d k ). So α n (d 1 , . . . , d i , . . . , d k ) = α n (d 1 , . . . , −d i , . . . , d k ). Proof. If n + d is odd then α n (d) = 0 by definition. Now suppose that n + d is even. First consider the case d > 0. Then 2m = −n − 2 + d < d and hence m < d/2 < d. So the coefficient of t m in
. Working mod 2 and using 2m = −n − 2 + d, we find:
Lastly, suppose that d = 0 and n + d = n is even (then n ≥ 0). Then by Lemma 5.8 we have α n (0) = 0. On the other hand, we find Lemma 5.10. Suppose that n ≥ −1 and k ≥ 2. We have the following identity:
Proof. The idea behind this identity is the simple observation that
Let m n (d) be defined by 2m n (d) = −n − k − 1 + i d i . Then it is straightforward to check that
From this and Equation (5.3) it follows immediately that
Proposition 5.13. For each r ≥ 0, there exists a polynomial f r (T ) ∈ Z 2 [T ] such that α n (r, d) = f r (T )α n (d) for all d. Moreover we have that f r satisfies the following recursion relation
Proof. We prove this by induction on r. From Lemma 5.8, we have α n (0, d) = 0. From the definition of α n (d) we also clearly have α n (1, d) = α n (d). This proves the r = 0, 1 cases. Now let r ≥ 2 and assume the result holds up to r − 1. By Lemma 5.10 we have
So by re-arranging and using the inductive hypothesis we get
which proves the result. if r + d is odd and zero otherwise. We claim that this coincides mod 2 with r+d 2d+1 . In fact, if r + d is odd, then r + d 2d + 1 = r + d − 1 2d
and if r + d is even, then
which proves the claim. Proof. Clearly α n (∅) is zero unless n is odd and n ≥ −1. On the other hand if n > 0 is odd and 2m = −n − 1, then m < 0 and it follows again that α n (∅) is zero. This leaves only the case n = −1 for which α n (∅) = 1 by Lemma 5.12.
Theorem 5.16. Let d = (d 1 , . . . , d k ), where d i ≥ 1. We have that α n (d) is the
Proof. By Proposition 5.13 we have that
The result now follows easily from Lemma 5.15
Corollary 5.17. Let d = (d 1 , . . . , d k ) . Then
Proof. In the case that d i ≥ 0, this follows easily from Theorem 5.16 and Proposition 5.13. If d i = 0 for some i, then α n (d) = 0. On the other hand, ji 2ji+1 = 0 for all j i ≥ 0, hence the expression on the right is also zero in this case. Lastly, if d i < 0 for some i, then we note that
Hence the expression on the right is invariant under d i → −d i for each i. Replacing each d i with d i < 0 by −d i , we see that the expression on the right agrees with α n (d).
Corollary 5.18. Let d = (d 1 , . . . , d k ). Then
Proof. Follows easily from Corollary 5.17 and the fact that j+d 2j+1 = 0 (mod 2) if j + d is even and equals In this section we consider the alpha invariant for n = 1. Any one-dimensional complete intersection X = X 1 (d) is a compact Riemann surface and hence is spin. The Euler class is the first Chern class, which by Equation (3.1) is given by
But note that x is d tot times a generator of H 2 (X; Z), so
where g is the genus of X. A genus g Riemann surface has 2 2g spin structures. Note that g = 0 is only possible if d = (1, . . . , 1) or (2, 1, . . . , 1). In all other cases g > 0 and X has multiple spin structures. Nevertheless, if an even number of the d i are even then X has a distinguished spin structure determined by the unique square root of the canonical bundle which extends to a line bundle on CP k+1 . Let α 1 (d) denote the alpha invariant of this spin structure. In particular, it follows that α 1 (d) depends only on d tot .
Remark 6.2. It is interesting to compare the formula for α 1 (d) given by Theorem 6.1 with that of the Kervaire invariant of a complete intersection X n (d) when this is defined [1, 13] .
Proof. By Theorem 5.16, α 1 (d) is the T 2 -coefficient of f d1 (T ) · · · f d k (T ). Moreover if d i is odd, then by considering the prime factorisation of d i , one sees that
where the sum is over all primes congruent to ±3 mod 8. Summing over i, we get 
7.Â-genus of even dimensional spin complete intersections
The techniques used in this paper to compute the α invariant for complete intersections in dimensions 1 (mod 4) can also be used to compute theÂ-genus of even dimensional spin complete intersections. In this section we briefly summarise the results.
Let n ≥ 2 be even and let d = (d 1 , . . . , d k ) be such that an odd number of d i are even. Then X = X n (d) has a unique spin structure and we letÂ[X] denote theÂ-genus of X n (d). Then by definition of theÂ-genus and Equation (3.2), we immediately havê
Noting that X x n = d tot , it follows thatÂ[X] is the coefficient of x n in x e x/2 − e −x/2 n+1 k j=1 e dix/2 − e −dix/2 e x/2 − e −x/2 . Now we consider two different methods for computingÂ[X] analogous to the topological and geometric approaches to computing α n (d). First the topological method. We have thatÂ[X] = ρ * (1), where ρ * : K 0 (X) → K 0 (pt) is the pushforward in complex K-theory. Assume that k is odd so that CP n+k is spin. Arguing as in the proof of Proposition 7.1, but this time using complex K-theory gives: where ǫ = (ǫ 1 , ǫ 2 , . . . , ǫ k ), sgn(ǫ) = ǫ 1 · · · ǫ k and ǫ · d = ǫ 1 d 1 + ǫ 2 d 2 + · · · + ǫ k d k .
Note that the result holds even if k is even using X n (d 1 , . . . , d k ) = X n (1, d 1 , . . . , d k ) and Pascal's formula.
Next, we consider the geometric approach to computingÂ[X].
Theorem 7.3. Let n ≥ 2 be even and d = (d 1 , . . . , d k ) such that an odd number of d i are even. ThenÂ[X n (d)] is twice the coefficient of t m in
Proof. Let X = X n (d). As in Section 5, let Let H ± (X) denote the space of harmonic spinors on X with respect to the induced Kähler metric. Then by Hodge theory we have:
H ± (X) ∼ = H ev/odd (X; O(m)) and henceÂ
[X] = dim(H + ) − dim(H − ) = n j=0 (−1) j dimH j (X; O(m)). By Lemma 5.3, the cohomology groups H j (X; O(m)) are non-zero only for j = 0, n. Moreover, Serre duality gives dimH n (X; O(m)) = dimH 0 (X; O(m)), since the canonical bundle is O(2m). Thuŝ A[X] = dimH 0 (X; O(m)) + (−1) n dimH n (X; O(m)) = 2dimH 0 (X; O(m)),
where we used the fact that n is even. The result now follows by noting that the Hilbert series of X is given by:
