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Abstract
This paper deals with investigating numerical methods for solv-
ing coupled system of nonlinear parabolic problems. We utilize block
monotone iterative methods based on Jacobi and Gauss–Seidel meth-
ods to solve difference schemes which approximate the coupled system
of nonlinear parabolic problems, where reaction functions are quasi-
monotone nondecreasing or nonincreasing. In the view of upper and
lower solutions method, two monotone upper and lower sequences of
solutions are constructed, where the monotone property ensures the
theorem on existence of solutions to problems with quasi-monotone
nondecreasing and nonincreasing reaction functions. Construction of
initial upper and lower solutions is presented. The sequences of solu-
tions generated by the block Gauss–Seidel method converge not slower
than by the block Jacobi method.
1 Introduction
Several problems in the chemical, physical and engineering sciences are char-
acterized by coupled systems of nonlinear parabolic equations [4]. In this
paper, we construct block monotone iterative methods for solving the cou-
pled system of nonlinear parabolic equations
uα,t − Lαuα(x, y, t) + fα(x, y, t, u) = 0, (x, y, t) ∈ QT = ω × (0, T ],
(1)
α = 1, 2, ω = {(x, y) : 0 < x < l1, 0 < y < l2},
u(x, y, t) = g(x, y, t), (x, y, t) ∈ ∂QT ,
u(x, y, 0) = ψ(x, y), (x, y) ∈ ω,
1
where u = (u1, u2), g = (g1, g2), f = (f1, f2), ψ = (ψ1, ψ2), ∂QT = ∂ω ×
(0, T ], and ∂ω is the boundary of ω. The differential operators Lα, α = 1, 2,
are defined by
Lαuα(x, y, t) = εα(uα,xx + uα,yy)− vα,1(x, y, t)uα,x − vα,2(x, y, t)uα,y ,
α = 1, 2,
where εα, α = 1, 2, are positive constants diffusion coefficients. It is as-
sumed that the functions fα, gα, vα, α = 1, 2, are smooth in their respective
domains.
The aim of this paper is to construct and investigate block monotone
iterative methods based on Jacobi and Gauss–Seidel methods for solving
coupled systems of nonlinear parabolic equations with quasi-monotone non-
decreasing or quasi-monotone nonincreasing reaction functions fα, α = 1, 2,
which satisfy the inequalities
−
∂fα
∂uα′
≥ 0, (x, y, t) ∈ QT , α
′ 6= α, α, α′ = 1, 2,
when fα, α = 1, 2, are quasi-monotone nondecreasing, and
−
∂fα
∂uα′
≤ 0, (x, y, t) ∈ QT , α
′ 6= α, α, α′ = 1, 2,
when fα, α = 1, 2, are quasi-monotone nonincreasing.
2 Properties of solutions to system (1)
We introduce the following notation:
fα(x, y, t, uα, uα′) =
{
f1(x, y, t, u1, u2), α = 1,
f2(x, y, t, u1, u2), α = 2,
α 6= α′. (2)
Two vector functions u˜(x, y, t) = (u˜1, u˜2) and û(x, y, t) = (û1, û2), are called
ordered upper and lower solutions to (1), if they satisfy the inequalities
û(x, y, t) ≤ u˜(x, y, t), (x, y, t) ∈ QT , (3a)
ûα,t − Lαûα + fα(x, y, t, û) ≤ 0 ≤ u˜α,t − Lαu˜α + fα(x, y, t, u˜), (3b)
(x, y, t) ∈ QT , û(x, y, t) ≤ g(x, y, t) ≤ u˜(x, y, t), (x, y, t) ∈ ∂QT , (3c)
û(x, y, 0) ≤ ψ(x, y) ≤ u˜(x, y, 0), (x, y) ∈ ω, α = 1, 2,
when the reaction functions fα, α = 1, 2, are quasi-monotone nondecreasing,
and if they satisfy the inequalities
û(x, y, t) ≤ u˜(x, y, t), (x, y, t) ∈ QT , (4a)
2
ûα,t−Lαûα+fα(x, y, t, ûα, u˜α′) ≤ 0 ≤ u˜α,t−Lαu˜α+fα(x, y, t, u˜α, ûα′), (4b)
(x, y, t) ∈ QT , û(x, y, t) ≤ g(x, y, t) ≤ u˜(x, y, t), (x, y, t) ∈ ∂QT ,
û(x, y, 0) ≤ ψ(x, y) ≤ u˜(x, y, 0), (x, y) ∈ ω, α = 1, 2,
when the reaction functions fα, α = 1, 2, are quasi-monotone nonincreasing.
For a given ordered upper u˜ and lower û solutions, a sector 〈û, u˜〉 is
defined as follows:
〈û, u˜〉 =
{
u(x, y, t) : û(x, y, t) ≤ u(x, y, t) ≤ u˜(x, y, t), (x, y, t) ∈ QT
}
.
In the sector 〈û, u˜〉, the vector function f(x, y, t, u) is assumed to satisfy the
constraints
0 ≤
∂fα(x, y, t, u)
∂uα
≤ cα(x, y, t), u ∈ 〈û, u˜〉, (x, y, t) ∈ QT , α = 1, 2,
(5)
where cα(x, y, t), α = 1, 2, are nonnegative bounded functions.
The vector function f(x, y, t, u) is called quasi-monotone nondecreasing
in the sector 〈û, u˜〉 if it satisfies the conditions
−
∂fα(x, y, t, u)
∂uα′
≥ 0, u ∈ 〈û, u˜〉, (x, y, t) ∈ QT , α
′ 6= α, α, α′ = 1, 2,
(6)
and f(x, y, t, u) is called quasi-monotone nonincreasing if it satisfies the con-
ditions
−
∂fα(x, y, t, u)
∂uα′
≤ 0, u ∈ 〈û, u˜〉, (x, y, t) ∈ QT , α
′ 6= α, α, α′ = 1, 2.
(7)
Theorem 1. Let u˜ and û be ordered upper and lower solutions of problem
(1), f in (1) be quasi-monotone nondecreasing (6) or quasi-monotone non-
increasing (7) in the sector 〈û, u˜〉 and satisfy (5). Then problem (1) has a
unique solution in the sector 〈û, u˜〉.
The proof of the theorem can be found in Theorems 8.3.1 and 8.3.2, [4].
3
3 The nonlinear difference scheme
3.1 The statement of the nonlinear difference
scheme
On ω and [0,T], we introduce a rectangular mesh Ω
h
= Ω
hx
× Ω
hy
and Ω
τ
,
such that
Ω
hx
= {xi, i = 0, 1, . . . , Nx; x0 = 0, xNx = l1; hx = xi+1 − xi},
(8)
Ω
hy
= {yj , j = 0, 1, . . . , Ny; y0 = 0, yNy = l2; hy = yj+1 − yj},
Ω
τ
= {tm, m = 0, 1, . . . , Nτ ; t0 = 0, tNτ = T ; τ = tm − tm−1}.
For a mesh function U(p, tm) = (U1(p, tm), U2(p, tm)), (p, tm) ∈ Ω
h
× Ω
τ
,
p = (xi, yj), we use the implicit difference scheme(
Lhα(p, tm) + τ
−1
)
Uα(p, tm) + fα(p, tm, U)− τ
−1Uα(p, tm−1) = 0, (9)
(p, tm) ∈ Ω
hτ = Ωh ×Ωτ , U(p, tm) = g(p, tm), (p, tm) ∈ ∂Ω
hτ ,
U(p, 0) = ψ(p), p ∈ Ω
h
,
Lhα(p, tm)Uα(p, tm) =− εα
(
D2xUα(p, tm) +D
2
yUα(p, tm)
)
+ vα,1(p, tm)D
1
xUα(p, tm)
+ vα,2(p, tm)D
1
yUα(p, tm), α = 1, 2,
where ∂Ωh is the boundary of Ωh. It is assumed that the functions vα,1(p, tm)
and vα,2(p, tm) , (p, tm) ∈ Ω
hτ
, α = 1, 2, are nonnegative, D2xUα(p, tm),
D2yUα(p, tm) and D
1
xUα(p, tm), D
1
yUα(p, tm), α = 1, 2, are, respectively, the
central difference and backward difference approximations to the second and
first derivatives:
D2xUα(xi, yj , tm) =
Uα,i−1,j,m − 2Uα,ij,m + Uα,i+1,j,m
h2x
,
D2yUα(xi, yj , tm) =
Uα,i,j−1,m − 2Uα,ij,m + Uα,i,j+1,m
h2y
,
D1xUα(xi, yj , tm) =
Uα,ij,m − Uα,i−1,j,m
hx
,
D1yUα(xi, yj , tm) =
Uα,ij,m − Uα,i,j−1,m
hy
, α = 1, 2,
where Uα,ij,m ≡ Uα(xi, yj, tm).
Remark 1. An approximation of the first derivatives ux and uy depends on
the signs of vα,1(x, y, t) and vα,2(x, y, t) , α = 1, 2. When vα,1(x, y, t) and
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vα,2(x, y, t), α = 1, 2, are nonpositive, then ux and uy are approximated
by the forward difference formula. The first derivatives ux and uy are ap-
proximated by using both forward or backward difference formulae when
vα,1(x, y, t) and vα,2(x, y, t), α = 1, 2, have variable signs.
On each time level tm, m ≥ 1, we introduce the linear problems(
Lhα(p, tm) +
(
τ−1 + kα(p, tm)
)
I
)
Wα(p, tm) = ϕα(p, tm), p ∈ Ω
h,
α = 1, 2, U(p, tm) = g(p, tm), p ∈ ∂Ω
h, (10)
where I is the identity operator and kα(p, tm), α = 1, 2, are nonnegative
bounded mesh functions. We now formulate the maximum principle for the
difference operators Lhα(p, tm) + (τ
−1 + kα(p, tm))I, α = 1, 2, and give an
estimate of the solution to (10).
Lemma 1. (i) If Wα(p, tm), α = 1, 2, satisfy the conditions(
Lhα(p, tm) + (τ
−1 + kα(p, tm))I
)
Wα(p, tm) ≥ 0 (≤ 0), p ∈ Ω
h,
Wα(p, tm)) ≥ 0 (≤ 0), p ∈ ∂Ω
h,
then Wα(p, tm) ≥ 0 (≤ 0), p ∈ Ω
h
.
(ii) The following estimates of the solution to (10) hold
‖Wα(·, tm)‖Ωh ≤ max
{
‖gα(·, tm)‖∂Ωh ,
∥∥∥∥ ϕα(·, tm)kα(·, tm) + τ−1
∥∥∥∥
Ωh
}
, α = 1, 2,
(11)
where
‖gα(·, tm)‖∂Ωh = max
p∈∂Ωh
|gα(p, tm)|,∥∥∥∥ ϕα(·, tm)kα(·, tm) + τ−1
∥∥∥∥
Ωh
= max
p∈Ωh
∣∣∣∣ ϕα(p, tm)kα(p, tm) + τ−1
∣∣∣∣ .
The proof of the lemma can be found in [1], [5].
Remark 2. In this remark we discuss the mean-value theorem for vector-
valued functions. Introduce the following notation:
Fα(x, y, t, uα, uα′) =
{
F1(x, y, t, u1, u2), α = 1,
F2(x, y, t, u1, u2), α = 2.
(12)
Assume that Fα(x, y, t, uα, uα′), α = 1, 2, are smooth functions, then we
have
Fα(x, y, t, uα, uα′)−Fα(x, y, t, wα, uα′) =
∂Fα(hα, uα′)
∂uα
[uα −wα], (13)
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Fα(x, y, t, uα, uα′)−Fα(x, y, t, uα, wα′) =
∂Fα(uα, hα′)
∂uα′
[uα′ − wα′ ],
where hα(x, y, t) lies between uα(x, y, t) and wα(x, y, t), and hα′(x, y, t) lies
between uα′(x, y, t) and wα′(x, y, t), α = 1, 2.
3.2 Quasi-monotone nondecreasing reaction functions
On each time level tm ∈ Ω
τ , m ≥ 1, the vector mesh functions
U˜(p, tm) = (U˜1(p, tm), U˜2(p, tm)), Û(p, tm) = (Û1(p, tm), Û2(p, tm)),
p ∈ Ω
h
,
are called ordered upper and lower solutions of (9), if they satisfy the in-
equalities
U˜(p, tm) ≥ Û(p, tm), p ∈ Ω
h
, m ≥ 1, (14a)
(
Lhα(p, tm) + τ
−1
)
U˜α(p, tm)+ fα(p, tm, U˜)− τ
−1U˜α(p, tm−1) ≥ 0, (14b)(
Lhα(p, tm) + τ
−1
)
Ûα(p, tm)+fα(p, tm, Û)−τ
−1Ûα(p, tm−1) ≤ 0, p ∈ Ω
h,
α = 1, 2, m ≥ 1, Û(p, tm) ≤ g(p, tm) ≤ U˜(p, tm), p ∈ ∂Ω
h, (14c)
Û(p, 0) ≤ ψ(p) ≤ U˜(p, 0), p ∈ Ω
h
.
For a given pair of ordered upper and lower solutions U˜(p, tm) and Û(p, tm),
we define the sector
〈Û(tm), U˜ (tm)〉 =
{
U(p, tm) : Û(p, tm) ≤ U(p, tm) ≤ U˜(p, tm), p ∈ Ω
h
}
.
(15)
In the sector 〈Û(tm), U˜ (tm)〉, the vector function f(p, tm, U) is assumed to
satisfy the constraints
∂fα(p, tm, U)
∂uα
≤ cα(p, tm), U ∈ 〈Û(tm), U˜ (tm)〉, p ∈ Ω
h
, α = 1, 2, (16)
−
∂fα(p, tm, U)
∂uα′
≥ 0, U ∈ 〈Û (tm), U˜ (tm)〉, p ∈ Ω
h
, α′ 6= α, α, α′ = 1, 2,
(17)
where cα(p, tm), α = 1, 2, are nonnegative bounded functions. Reaction
functions, which satisfy (17), are called quasi-monotone nondecreasing.
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We introduce the notation
Γα(p, tm, U) = cα(p, tm)Uα(p, tm)−fα(p, tm, U), p ∈ Ω
h
, α = 1, 2, (18)
where cα(p, tm), α = 1, 2, are defined in (16), and give a monotone property
of Γα, α = 1, 2.
Lemma 2. Suppose that U = (U1, U2) and V = (V1, V2), are any functions
in 〈Û(tm), U˜ (tm)〉, where U ≥ V , and assume that (16), (17) are satisfied.
Then
Γα(U) ≥ Γα(V ), α = 1, 2, (19)
where (p, tm) is suppressed in (19).
Proof. From (18), we have
Γα(U)− Γα(V ) = cα(p, tm)(Uα(p, tm)− Vα(p, tm) (20)
− [fα(p, tm, U2)− fα(p, tm, V1, U2)]
− [fα(p, tm, V1, U2)− fα(p, tm, V1, V2)] .
For α = 1 in (20), using the mean-value theorem (13), we obtain
Γ1(U)− Γ1(V ) =
(
c1(p, tm)−
∂f1(Q1, U2)
∂u1
)
(U1 − V1)
−
∂f1(V1, Q2)
∂u2
(U2 − V2),
where
Vα(p, tm) ≤ Qα(p, tm) ≤ Uα(p, tm), p ∈ Ω
h
, α = 1, 2, m ≥ 1.
From here, (16), (17) and taking into account that Uα ≥ Vα, α = 1, 2, we
conclude (19) for α = 1. Similarly, we can prove (19) for α = 2.
3.3 Quasi-monotone nonincreasing reaction functions
On each time level tm ∈ Ω
τ , m ≥ 1, the vector mesh functions
U˜(p, tm) = (U˜1(p, tm), U˜2(p, tm)), Û(p, tm) = (Û1(p, tm), Û2(p, tm)),
p ∈ Ω
h
,
are called ordered upper and lower solutions of (9), if they satisfy the in-
equalities
U˜(p, tm) ≥ Û(p, tm), p ∈ Ω
h
, m ≥ 1, (21a)
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(
Lhα(p, tm) + τ
−1
)
U˜α(p, tm)+fα(p, tm, U˜α, Ûα′)−τ
−1U˜α(p, tm−1) ≥ 0, (21b)(
Lhα(p, tm) + τ
−1
)
Ûα(p, tm) + fα(p, tm, Ûα, U˜α′)− τ
−1Ûα(p, tm−1) ≤ 0,
p ∈ Ωh, α′ 6= α, α, α′ = 1, 2, m ≥ 1,
Û(p, tm) ≤ g(p, tm) ≤ U˜(p, tm), p ∈ ∂Ω
h, (21c)
Û(p, 0) ≤ ψ(p) ≤ U˜(p, 0), p ∈ Ω
h
.
The upper U˜(p, tm) and lower Û(p, tm) solutions are dependent of each other
and calculated simultaneously.
We assume that in the sector 〈Û , U˜ 〉 defined in (15), the vector function
f(p, tm, U) in (9), satisfies the constraints (16) and
−
∂fα(p, tm, U)
∂uα′
≤ 0, U ∈ 〈Û (tm), U˜ (tm)〉, p ∈ Ω
h
, α′ 6= α, α, α′ = 1, 2.
(22)
Reaction functions, which satisfy (22), are called quasi-monotone nonin-
creasing. We give a monotone property of Γα, α = 1, 2, in the case of
quasi-monotone nonincreasing reaction functions, where Γα, α = 1, 2, are
defined in (18).
Lemma 3. Suppose that U = (U1, U2) and V = (V1, V2), are any functions
in 〈Û(tm, U˜(tm)〉, where U ≥ V , and assume that (16) and (22) are satisfied.
Then
Γα(U1, V2) ≥ Γα(V1, U2), α = 1, 2, (23)
where (p, tm) is suppressed in (23).
Proof. From (18), we have
Γα(U1, V2)− Γα(V1, U2) = cα(p, tm)(Uα(p, tm)− Vα(p, tm)) (24)
− [fα(p, tm, U1, V2)− fα(p, tm, V1, V2)]
+ [fα(p, tm, V1, U2)− fα(p, tm, V1, V2)] .
For α = 1 in (24), using the mean-value theorem (13), we obtain
Γ1(U1, V2)− Γ1(V1, U2) =
(
c1(p, tm)−
∂f1(Q1, V2)
∂u1
)
(U1 − V1)
+
∂f1(V1, Q2)
∂u2
(U2 − V2),
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where
Vα(p, tm) ≤ Qα(p, tm) ≤ U(p, tm), (p, tm) ∈ Ω
hτ
, α = 1, 2.
From here, (16), (22) and taking into account that Uα ≥ Vα, α = 1, 2, we
conclude that
Γ1(U1, V2)− Γ1(V1, U2) ≥ 0.
Similarly, we can prove that
Γ2(U1, V2)− Γ2(V1, U2) ≥ 0.
4 The case of quasi-monotone nondecreasing re-
action functions
4.1 The statement of the block nonlinear difference scheme
Write down the difference scheme (9) at an interior mesh point (xi, yj) ∈ Ω
h
in the form
dα,ij,mUα,ij,m − lα,ij,mUα,i−1,j,m − rα,ij,mUα,i+1,j,m − bα,ij,mUα,i,j−1,m
− tα,ij,mUα,i,j+1,m + fα,ij,m(U1,ij,m, U2,ij,m)− τ
−1Uα,ij,m−1
+G∗α,ij,m = 0, i = 1, 2, . . . , Nx − 1, j = 1, 2, . . . , Ny − 1, (25)
Uα,ij,m = gα,ij,m, i = 0, Nx, j = 0, Ny,
Uα,ij,0 = ψα,ij , i = 0, 1, . . . , Nx, j = 0, 1, . . . , Ny,
lα,ij,m =
εα
h2x
+
vα(xi, yj , tm)
hx
, rα,ij =
εα
h2x
,
bα,ij,m =
εα
h2y
+
vα(xi, yj, tm)
hy
, tα,ij =
εα
h2y
,
dα,ij,m = τ
−1 + lα,ij,m + rα,ij,m + bα,ij,m + tα,ij,m, α = 1, 2,
where G∗α,ij,m is associated with the boundary function gα(xi, yj, tm). On
each time level m, m ≥ 1, we define column vectors and diagonal matrices
by
Uα,i,m = (Uα,i,1,m, . . . , Uα,i,Ny−1,m)
T , G∗α,i,m = (G
∗
α,i,1,m, . . . , G
∗
α,i,Ny−1,m)
T ,
gα,i,m = (gα,i,0,m, gα,i,Ny,m)
T , i = 0, Nx,
ψα,i = (ψα,i,0, . . . , ψα,i,Ny)
T , i = 0, 1, . . . , Nx,
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Fα,i,m(U1,i, U2,i) =
(fα,i,1,m(U1,i,1,m, U2,i,1,m), . . . , fα,i,Ny−1,m(U1,i,Ny−1,m, U2,i,Ny−1,m))
T ,
Lα,i,m = diag(lα,i,1,m, . . . , lα,i,Ny−1,m),
Rα,i,m = diag(rα,i,1,m, . . . , rα,i,Ny−1,m), α = 1, 2,
where Lα,1,mUα,0,m is included in G
∗
α,1,m, and Rα,Nx−1,mUα,Nx,m is included
in G∗α,Nx,m. Then the difference scheme (9) may be written in the form
Aα,i,mUα,i,m − (Lα,i,mUα,i−1,m +Rα,i,mUα,i+1,m) = (26)
+ Fα,i,m(Ui,m)− τ
−1Uα,i,m−1 +G
∗
α,i,m = 0,
i = 1, 2, . . . , Nx − 1, j = 1, 2, . . . , Ny − 1, α = 1, 2, m ≥ 1,
Uα,i,m = gα,i,m, i = 0, Nx, Uα,i,0 = ψα,i, i = 0, 1, . . . , Nx,
Ui,m = (U1,i,m, U2,i,m),
with the tridiagonal matrix Aα,i,m in the form
Aα,i,m =

dα,i,1,m −tα,i,1,m 0
−bα,i,2,m dα,i,2,m −tα,i,2,m
. . .
. . .
. . .
−bα,i,Ny−2,m dα,i,Ny−2,m −tα,i,Ny−2,m
0 −bα,i,Ny−1,m dα,i,Ny−1,m

.
Matrices Lα,i,m and Rα,i,m contain the coupling coefficients of a mesh point,
respectively, to the mesh point of the left line and the mesh point of the
right line.
We introduce the notation for the residuals of the nonlinear difference
scheme (26) in the form
Gα,i,m(Uα,i,m, Uα,i,m−1, Uα′,i,m) = (27)
Aα,i,mUα,i,m − (Lα,i,mUα,i−1,m +Rα,i,mUα,i+1,m)
+Fα,i,m(Uα,i,m, Uα′,i,m)− τ
−1Uα,i,m−1 +G
∗
α,i,m, i = 1, 2, . . . , Nx − 1,
α′ 6= α, α, α′ = 1, 2,
where
Fα,i,m(Uα,i,m, Uα′,i,m) =
{
F1,i,m(U1,i,m, U2,i,m), α = 1,
F2,i,m(U1,i,m, U2,i,m), α = 2,
i = 0, 1, . . . , Nx.
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4.2 Block monotone Jacobi and Gauss-Seidel methods
We now present the block monotone Jacobi and block monotone Gauss–
Seidel methods for the nonlinear difference scheme (9) when the reaction
functions are quasi-monotone nondecreasing based on the method of upper
and lower solutions. We define functions cα,m, α = 1, 2, m ≥ 1, in the
following form
cα,m = max
(xi,yj)∈Ω
h
cα,ij,m, α = 1, 2, m ≥ 1, (28)
where cα,ij,m, ij ∈ Ω
h
, α = 1, 2, are defined in (16). On each time level
tm, m ≥ 1, the upper {U
(n)
α,i,m} and lower {U
(n)
α,i,m}, α = 1, 2, sequences of
solutions are calculated by the following block Jacobi and block Gauss-Seidel
methods
Aα,i,mZ
(n)
α,i,m − ηLα,i,mZ
(n)
α,i−1,m + cα,mZ
(n)
α,i,m = (29)
− Gα,i,m
(
U
(n−1)
α,i,m , Uα,i,m−1, U
(n−1)
α′,i,m
)
, i = 1, 2, . . . , Nx − 1, α
′ 6= α,
α, α′ = 1, 2, m ≥ 1,
Z
(n)
α,i,m =
{
gα,i,m − U
(0)
α,i,m, n = 1,
0, n ≥ 2,
i = 0, Nx,
Uα,i,0 = ψα,i, i = 0, 1, . . . , Nx, Uα,i,m = U
(nm)
α,i,m,
where U
(n−1)
i,m = (U
(n−1)
1,i,m , U
(n−1)
2,i,m ), Gα,i,m
(
U
(n−1)
α,i,m , Uα,i,m−1, U
(n−1)
α′,i,m
)
, α′ 6= α,
α,α′ = 1, 2, are defined in (27), 0 is zero column vector with the Nx − 1
components, and Uα,i,m, i = 0, 1, . . . , Nx, α = 1, 2, are the approximate
solutions on time level m ≥ 1, where nm is a number of iterations on time
level m ≥ 1. For η = 0 and η = 1, we have, respectively, the block Jacobi
and block Gauss–Seidel methods.
Remark 3. Similar to Remark 2, we discuss the mean-value theorem for mesh
vector-functions. Assume that Fα(x, y, t, uα, uα′), i = 0, 1, . . . , Nx, α 6= α
′,
α,α′ = 1, 2, are smooth functions. In the notation of Fα,i,m(Uα,i,m, Uα′,i,m)
in (27), we have
Fα,i,m(Uα,i,m, Uα′,i,m)− Fα,i,m(Vα,i,m, Uα′,i,m) = (30)
∂Fα,i,m(Yα,i,m, Uα′,i,m)
∂uα′
[Uα,i,m − Vα,i,m],
Fα,i,m(Uα,i,m, Uα′,i,m)− Fα,i,m(Uα,i,m, Vα′,i,m) =
∂Fα,i,m(Uα,i,m, Yα′,i,m)
∂uα′
[Uα′,i,m − Vα′,i,m],
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where Yα,i,m lie between Uα,i,m and Vα,i,m, and Yα′,i,m lie between Uα′,i,m
and Vα′,i,m, i = 0, 1, . . . , Nx, α
′ 6= α, α,α′ = 1, 2, m ≥ 1. The partial
derivatives
∂Fα,i,m
∂uα
and
∂Fα,i,m
∂uα′
, are the diagonal matrices
∂Fα,i,m
∂uα
= diag
(
∂fα,i,1,m
∂uα
, . . . ,
∂fα,i,Ny−1,m
∂uα
)
,
∂Fα,i,m
∂uα′
= diag
(
∂fα,i,1,m
∂uα′
, . . . ,
∂fα,i,Ny−1,m
∂uα′
)
,
where
∂fα,ij,m
∂uα
and
∂fα,ij,m
∂uα′
, j = 1, . . . , Ny− 1, are calculated, respectively, at
Yα,i,m and Yα′,i,m, i = 1, 2, . . . , Nx − 1.
Theorem 2. Let f(p, tm, U) in (9) satisfy (16) and (17), where U˜(p, tm) =
(U˜1(p, tm), U˜2(p, tm)) and Û(p, tm) = (Û1(p, tm), Û2(p, tm)) are ordered up-
per and lower solutions (14) of (9) . Then the upper {U
(n)
α,i,m} and lower
{U
(n)
α,i,m}, i = 0, 1, . . . , Nx, α = 1, 2, sequences generated by (29), with
U
(0)
(p, tm) = U˜(p, tm) and U
(0)(p, tm) = Û(p, tm), converge monotonically,
such that,
U
(n−1)
α,i,m ≤ U
(n)
α,i,m ≤ U
(n)
α,i,m ≤ U
(n−1)
α,i,m , i = 0, 1, . . . , Nx, α = 1, 2, m ≥ 1.
(31)
Proof. We consider the case of Gauss-Seidel method η = 1, and the case of
the Jacobi method can be proved by a similar manner. On first time level
m = 1, since U
(0)
is an upper solution (14) with respect to Uα(p, 0) = ψα(p),
from (29), we have
(Aα,i,1 + cα,1I)Z
(1)
α,i,1 ≤ Lα,i,1Z
(1)
α,i−1,1, i = 1, 2, . . . , Nx−1, α = 1, 2, (32)
where I is the identity matrix. For i = 1 in (32), taking into account
that Lα,i,1 ≥ 0, i = 1, 2, . . . , Nx − 1, and Z
(1)
α,0,1 ≤ 0, it follows that
(Aα,1,1 + cα,1I)Z
(1)
α,1,1 ≤ 0. Taking into account that dα,ij > 0, bα,ij, tα,ij ≥
0, α = 1, 2, in (25) and Aα,i,1 are strictly diagonal dominant matrix, we
conclude that Aα,i,1, i = 1, 2, . . . , Nx − 1, α = 1, 2, are M -matrices and
A−1α,i,1 ≥ O (Corollary 3.20, [6]), which leads to (Aα,i,1+cα,1I)
−1 ≥ O, where
O is the (Ny − 1)× (Ny − 1) null matrix. From here, we obtain
Z
(1)
α,1,1 ≤ 0, α = 1, 2.
Taking into account that Z
(1)
α,1,1 ≤ 0, for i = 2 in (32), in a similar manner,
we conclude that
Z
(1)
α,2,1 ≤ 0, α = 1, 2.
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By induction on i, we can prove that
Z
(1)
α,i,1 ≤ 0, i = 0, 1, . . . , Nx, α = 1, 2. (33)
Similarly, for the lower solution U (0) = Û , we have
Z
(1)
α,i,1 ≥ 0, i = 0, 1, . . . , Nx, α = 1, 2. (34)
We now prove that U
(1)
α,i,1 and U
(1)
α,i,1, are ordered upper and lower solutions
(14) with respect to the column vector Uα,i,0 = ψα,i, where the column
vector ψα,i is associated with the initial function ψ(x, y) from (1). Let
W
(1)
α,i,1 = U
(1)
α,i,1 − U
(1)
α,i,1, i = 0, 1, . . . , Nx, α = 1, 2, from (29) for α = 1, we
have
(A1,i,1 + c1,1I)W
(1)
1,i,1 − L1,i,1W
(1)
1,i−1,1 = c1,1W
(0)
1,i,1 +R1,i,1W
(0)
1,i+1,1
−
[
F1,i,1(U
(0)
1,i,1, U
(0)
2,i,1)− F1,i,1(U
(0)
1,i,1, U
(0)
2,i,1)
]
−
[
F1,i,1(U
(0)
1,i,1, U
(0)
2,i,1)− F1,i,1(U
(0)
1,i,1, U
(0)
2,i,1)
]
,
i = 1, 2, . . . , Nx − 1, W
(1)
1,i,1 = 0, i = 0, Nx. (35)
By the mean-value theorem (30), we have
F1,i,1(U
(0)
1,i,1, U
(0)
2,i,1)− F1,i,1(U
(0)
1,i,1, U
(0)
2,i,1) =
∂F1,i,1(Q
(0)
1,i,1, U
(0)
2,i,1)
∂u1
[
U
(0)
1,i,1 − U
(0)
1,i,1
]
,
F1,i,1(U
(0)
1,i,1, U
(0)
2,i,1)− F1,i,1(U
(0)
1,i,1, U
(0)
2,i,1) =
∂F1,i,1(U
(0)
1,i,1, Q
(0)
2,i,1)
∂u2
[
U
(0)
2,i,1 − U
(0)
2,i,1
]
,
where U
(0)
α,i,1 ≤ Q
(0)
α,i,1 ≤ U
(0)
α,i,1, i = 1, 2, . . . , Nx − 1, α = 1, 2, and
∂F1,i,1(Q
(0)
1,i,1, U
(0)
2,i,1)
∂u1
=
diag
(
∂f1,i,1,1
∂u1
(Q
(0)
1,i,1,1, U
(0)
2,i,1,1), . . . ,
∂f1,i,Ny−1,1
∂u1
(Q
(0)
1,i,Ny−1,1
, U
(0)
2,i,Ny−1,1)
)
,
∂F1,i,1(U
(0)
1,i,1, Q
(0)
2,i,1)
∂u2
=
diag
(
∂f1,i,1,1
∂u2
(U
(0)
1,i,1,1, Q
(0)
2,i,1,1), . . . ,
∂f1,i,Ny−1,1
∂u2
(U
(0)
1,i,Ny−1,1, Q
(0)
2,i,Ny−1,1
)
)
.
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From here, we conclude that
∂F1,i,1
∂u1
,
∂F1,i,1
∂u2
satisfy (16) and (17). From here
and (35), we have
(A1,i,1 + c1,1I)W
(1)
1,i,1 − L1,i,1W
(1)
1,i−1,1 =
(
c1,1 −
∂F1,i,1
∂u1
)
W
(0)
1,i,1 (36)
−
∂F1,i,1
∂u2
W
(0)
2,i,1 +R1,i,1W
(0)
1,i+1,1,
i = 1, 2, . . . , Nx − 1, W
(1)
1,i,1 = 0, i = 0, Nx.
From here, (16), (17), taking into account that W
(0)
α,i,1 ≥ 0, i = 0, 1, . . . , Nx,
α = 1, 2, and R1,i,1 ≥ O, we obtain
(A1,i,1 + c1,1I)W
(1)
1,i,1 ≥ L1,i,1W
(1)
1,i−1,1, i = 1, 2, . . . , Nx − 1, (37)
W
(1)
1,i,1 = 0, i = 0, Nx.
Taking into account that (A1,i,1 + c1,1I)
−1 ≥ O (Corollary 3.20, [6]), i =
1, 2, . . . , Nx−1, for i = 1 in (37) andW
(1)
1,0,1 = 0, we conclude thatW
(1)
1,1,1 ≥ 0.
For i = 2 in (37), using L1,2,1 ≥ O and W
(1)
1,1,1 ≥ 0, we obtain W
(1)
1,2,1 ≥ 0.
Thus, by induction on i, we prove that
W
(1)
1,i,1 ≥ 0, i = 0, 1, . . . , Nx.
By a similar argument, we can prove that
W
(1)
2,i,1 ≥ 0, i = 0, 1, . . . , Nx.
Thus, we prove (14a). We now prove (14b). From (29) for α = 1 and using
the mean-value theorem (30), we conclude that
G1,i,1
(
U
(1)
1,i,1, ψ1,i, U
(1)
2,i,1
)
= (38)
−
c1,1 − ∂F1,i,1(E(1)1,i,1, U (0)2,i,1)
∂u1
Z(1)1,i,1 + ∂F1,i,1(U (0)1,i,1, E(1)2,i,1)∂u2 Z(1)2,i,1
−R1,i,1Z
(1)
1,i+1,1, i = 1, 2, . . . , Nx − 1,
where
U
(1)
α,i,1 ≤ E
(1)
α,i,1 ≤ U
(0)
α,i,1, i = 0, 1, . . . , Nx, α = 1, 2.
From (33), (34), taking into account that U
(1)
α,i,1 ≤ U
(1)
α,i,1, α = 1, 2, we
conclude that
∂F1,i,1
∂u1
and
∂F1,i,1
∂u2
satisfy (16) and (17). From (16), (17), (33)
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and taking into account that R1,i,1 ≥ O, i = 1, 2, . . . , Nx − 1, we conclude
that
G1,i,1
(
U
(1)
1,i,1, ψ1,i, U
(1)
2,i,1
)
≥ 0, i = 1, 2, . . . , Nx − 1, (39)
Similarly, we obtain
G2,i,1
(
U
(1)
2,i,1, ψ2,i, U
(1)
1,i,1
)
≥ 0, i = 1, 2, . . . , Nx − 1,
which means that U
(1)
α,i,1, i = 0, 1, . . . , Nx, α = 1, 2, are upper solution (14b)
on m = 1. By a similar manner, we can prove that
Gα,i,1
(
U
(1)
α,i,1, ψα,i, U
(1)
α′,i,1
)
≤ 0, i = 1, 2, . . . , Nx − 1, α = 1, 2,
which means that U
(1)
α,i,1, i = 0, 1, . . . , Nx, α = 1, 2, are lower solutions (14b)
on m = 1. By induction on n, we prove (31) on the first time level m = 1.
On the second time level m = 2, taking into account that U
(0)
α,i,2 = U˜α,i,2,
i = 0, 1, . . . , Nx, α = 1, 2, from (9), we obtain
Gα,i,2
(
U˜α,i,2, Uα,i,1, U˜α′,i,2
)
=
Aα,i,2U˜α,i,2 − Lα,i,2U˜α,i−1,2 −Rα,i,2U˜α,i+1,2 + Fα,i,2(U˜i,2)− τ
−1Uα,i,1
+G∗α,i,2, i = 1, 2 . . . , Nx − 1, α
′ 6= α, α, α′ = 1, 2,
where Uα,i,1, i = 1, 2, . . . , Nx − 1, α = 1, 2, are the approximate solutions
on the first time level m = 1, which defined in (29). From here, taking into
account that from (31), we have Uα,i,1 ≤ U˜α,i,1, i = 0, 1, . . . , Nx, α = 1, 2, it
follows that
Gα,i,2
(
U˜α,i,2, Uα,i,1, U˜α′,i,2
)
≥ Gα,i,2
(
U˜α,i,2, U˜α,i,1, U˜α′,i,2
)
≥ 0,
i = 1, 2, . . . , Nx − 1, α
′ 6= α, α, α′ = 1, 2,
which means that U
(1)
α,i,2 = U˜α,i,2, i = 0, 1, . . . , Nx, α = 1, 2, are upper
solutions with respect to Uα,i,1, i = 0, 1, . . . , Nx, α = 1, 2. Similarly, we can
obtain that
Gα,i,2
(
Ûα,i,2, Uα,i,1, Ûα′,i,2
)
≤ 0, i = 1, 2, . . . , Nx−1, α
′ 6= α, α, α′ = 1, 2,
which means that U
(1)
α,i,2 = Ûα,i,2, i = 0, 1, . . . , Nx, α = 1, 2, are lower
solutions with respect to Uα,i,1, i = 0, 1, . . . , Nx, α = 1, 2.
From here and (29), on the second time level m = 2, we obtain
(Aα,i,2 + cα,2I)Z
(1)
α,i,2 ≤ Lα,i,2Z
(1)
α,i−1,2, i = 1, 2, . . . , Nx−1, α = 1, 2. (40)
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Taking into account that dα,ij > 0, bα,ij, tα,ij ≥ 0, (xi, yj) ∈ Ω
h, α = 1, 2, in
(25) and Aα,i,2, i = 1, 2, . . . , Nx− 1, α = 1, 2, are strictly diagonal dominant
matrix, we conclude that Aα,i,2+cα,2I, i = 1, 2, . . . , Nx−1, α = 1, 2, areM -
matrices and (Aα,i,2+cα,2I)
−1 ≥ O, i = 1, 2, . . . , Nx−1, α = 1, 2, (Corollary
3.20, [6]). From here, for i = 1 in (40), taking into account that Lα,i,2 ≥ O,
i = 1, 2, . . . , Nx − 1, and Z
(1)
α,0,2 ≤ 0 from (29), we obtain that
Z
(1)
α,1,2 ≤ 0, α = 1, 2.
From here, for i = 2 in (40), we conclude that
Z
(1)
α,2,2 ≤ 0, α = 1, 2.
By induction on i, we can prove that
Z
(1)
α,i,2 ≤ 0, i = 0, 1, . . . , Nx, α = 1, 2. (41)
Similarly, for the lower case, we can prove that
Z
(1)
α,i,2 ≥ 0, i = 0, 1, . . . , Nx, α = 1, 2. (42)
The proof that U
(1)
α,i,2 and U
(1)
α,i,2, α = 1, 2, are ordered upper and lower
solutions (14) repeats the proof on the first time level m = 1. By induction
on n, we can prove (31) for m = 1. By induction on m, we can prove (31)
for m ≥ 1.
4.3 Existence and uniqueness of a solution to the nonlinear
difference scheme (26)
In the following theorem, we prove the existence of a solution to (26) based
on Theorem 2.
Theorem 3. Let f(p, tm, U) satisfy (16), where U˜α,i,m and Ûα,i,m, i =
0, 1 . . . , Nx, α = 1, 2, m ≥ 1, be ordered upper and lower solutions (14)
to (26). Then a solution of the nonlinear difference scheme (26) exists in
〈Û(tm), U˜ (tm)〉, m ≥ 1.
Proof. We consider the upper case of the Gauss–Seidel method (η = 1) in
(29). On the first time level t1, from (31), we conclude that limU
(n)
α,i,1 =
V α,i,1, i = 0, 1, . . . , Nx, α = 1, 2, as n→∞ exists, and
V α,i,1 ≤ U
(n)
α,i,1 ≤ U
(n−1)
α,i,1 ≤ U˜α,i,1, lim
n→∞
Z
(n)
α,i,1 = 0, i = 0, 1, . . . , Nx,
α = 1, 2, (43)
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where U
(0)
α,i,1 = U˜α,i,1. Similar to (38), we have
Gα,i,1
(
U
(n)
α,i,1, ψα,i, U
(n)
α′,i,1
)
= −
cα,1 − ∂Fα,i,1(E(n)α,i,1, U (n−1)α′,i,1 )
∂u1
Z(n)α,i,1
+
∂Fα,i,1(U
(n−1)
α,i,1 , E
(1)
α′,i,1)
∂u2
Z
(n)
α′,i,1 −Rα,i,1Z
(n)
α,i+1,1, (44)
i = 1, 2, . . . , Nx − 1, α
′ 6= α, α, α′ = 1, 2,
where
U
(n)
α,i,1 ≤ E
(n)
α,i,1 ≤ U
(n−1)
α,i,1 , i = 0, 1, . . . , Nx, α = 1, 2.
From here and (43), we conclude that V α,i,1, i = 0, 1, . . . , Nx, α = 1, 2, solve
(26) on the first time level m = 1.
By the assumption of the theorem that U˜α,i,2, i = 0, 1, . . . , Nx, α = 1, 2,
are upper solutions and from (43), it follows that U˜α,i,2, i = 0, 1, . . . , Nx,
α = 1, 2, are upper solutions with respect to V α,i,1, i = 0, 1, . . . , Nx, α = 1, 2.
Indeed, from (43), we have
Gα,i,2
(
U˜α,i,2, V α,i,1, U˜α′,i,2
)
=
Aα,i,2U˜α,i,2 − Lα,i,2U˜α,i−1,2 −Rα,i,2U˜α,i+1,2 + Fα,i,2(U˜i,2)− τ
−1V α,i,1
+G∗α,i,2 ≥ Gα,i,2
(
U˜α,i,2, U˜α,i,1, U˜α′,i,2
)
≥ 0,
i = 1, 2 . . . , Nx − 1, α
′ 6= α, α, α′ = 1, 2.
Using a similar argument as in (43), we can prove that the limits
lim
n→∞
U
(n)
α,i,2 = V α,i,2, i = 0, 1, . . . , Nx, α = 1, 2,
exist and solve (26) on the second time level m = 2.
By induction on m, m ≥ 1, we can prove that
lim
n→∞
U
(n)
α,i,m = V α,i,m, i = 0, 1, . . . , Nx, α = 1, 2, m ≥ 1,
are solutions of the nonlinear difference scheme (26). Similarly, we can prove
that V α,i,m defined by
lim
n→∞
U
(n)
α,i,m = V α,i,m, i = 0, 1, . . . , Nx, α = 1, 2, m ≥ 1,
are solutions to the nonlinear difference scheme (26).
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We now assume that the reaction functions fα, α = 1, 2, satisfy the
two-sided constrains
cα(p, tm) ≤
∂fα(p, tm, U)
∂uα
≤ cα(p, tm), U ∈ 〈Û(tm), U˜(tm)〉, p ∈ Ω
h
,
(45)
0 ≤ −
∂fα(p, tm, U)
∂uα′
≤ qα(p, tm), U ∈ 〈Û (tm), U˜(tm)〉, p ∈ Ω
h
, (46)
α′ 6= α, α, α′ = 1, 2, m ≥ 1,
where cα(p, tm) is defined in (16), qα(p, tm) and cα(p, tm), α = 1, 2, are,
respectively, nonnegative bounded and bounded functions. It is assumed
that the time step τ satisfies the assumptions
τ < max
m≥1
1
βm
, (47)
βm = max (0, qm − cm) =

0, if qm − cm ≤ 0,
qm − cm, if qm − cm > 0,
cm = min
α=1,2
[
min
p∈Ω
h
cα(p, tm)
]
, qm = max
α=1,2
‖qα(·, tm)‖Ωh ,
the notation of the discrete norm from (11) is in use. When βm = 0, m ≥ 1,
then there is no restriction on τ .
Theorem 4. Suppose that functions fα(p, tm, U), α = 1, 2, satisfy (45) and
(46), where U˜(p, tm) and Û(p, tm) are ordered upper and lower solutions
(14) of (9). Let assumptions in (47) on time step τ be satisfied. Then the
nonlinear difference scheme (9) has a unique solution.
Proof. To prove the uniqueness of a solution to the nonlinear difference
scheme (9), it suffices to prove that
V α(p, tm) = V α(p, tm), p ∈ Ω
h
, α = 1, 2, m ≥ 1,
where V α(p, tm) and V α(p, tm) are the solutions to the nonlinear difference
scheme (9), which are defined in Theorem 3. From (31) and Theorem 3, we
obtain
U (n)α (p, tm) ≤ V α(p, tm) ≤ V α(p, tm) ≤ U
(n)
α (p, tm), p ∈ Ω
h
, α = 1, 2,
m ≥ 1. (48)
Letting Wα(p, tm) = V α(p, tm)− V α(p, tm), from (9), we have(
Lhα(p, tm) + τ
−1
)
Wα(p, tm) + fα(p, tm, V )− fα(p, tm, V )
−τ−1Wα(p, tm−1) = 0, p ∈ Ω
h, Wα(p, tm) = 0, p ∈ ∂Ω
h, m ≥ 1.
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Using the mean-value theorem (13), we obtain(
Lhα(p, tm) +
(
τ−1 +
∂fα(p, tm,Hα)
∂uα
))
Wα(p, tm) = (49)
−
∂fα(p, tm,Hα′)
∂uα′
Wα′(p, tm) + τ
−1Wα(p, tm−1), p ∈ Ω
h,
Wα(p, tm) = 0, (p, tm) ∈ ∂Ω
hτ , V α(p, tm) ≤ Hα(p, tm) ≤ V α(p, tm),
α′ 6= α, α, α′ = 1, 2.
From here and (48), it follows that the partial derivatives satisfy (45) and
(46). If cm ≥ 0, from (49) for m = 1, using (11), (45), (46) and taking into
account that Wα(p, 0) = 0, we conclude that
W (t1) ≤
τq1
1 + τc1
W (t1),
where
W (tm) = max
α=1,2
Wα(tm), Wα(tm) = ‖Wα(·, tm)‖Ωh , α = 1, 2,
‖Wα(·, tm)‖Ωh = maxp∈Ωh
|Wα(p, tm)|.
From here, by the assumption on τ in (47) and taking into account that
W (tm) ≥ 0, we conclude that W (t1) = 0.
On the second time level m = 2, from (49) and taking into account that
W (t1) = 0, by a similar manner, we obtain that W (t2) = 0. By induction
on m, we prove that W (tm) = 0, m ≥ 1. Thus, we prove the theorem when
cm ≥ 0.
If cm < 0, from (49) for m = 1, using (11), (45) and (46), we conclude
that
W (t1) ≤
τq1
1− τ |c1|
W (t1).
From here, by the assumption on τ in (47) and taking into account that
W (tm) ≥ 0, we conclude that W (t1) = 0.
On the second time level m = 2, from (49) and taking into account that
W (t1) = 0, by a similar manner, we obtain that W (t2) = 0. By induction
on m, we prove that W (tm) = 0, m ≥ 1. Thus, we prove the theorem.
4.4 Convergence analysis
A stopping test for the block monotone iterative methods (29) is chosen in
the following form
max
α=1,2
∥∥∥Gα (U (n)α (·, tm), Uα(·, tm−1), U (n)α′ (·, tm))∥∥∥Ωh ≤ δ, (50)
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∥∥∥Gα (U (n)α (·, tm), Uα(·, tm−1), U (n)α′ (·, tm))∥∥∥Ωh =
max
p∈Ω
h
∣∣∣Gα (U (n)α (p, tm), Uα(p, tm−1), U (n)α′ (p, tm))∣∣∣ ,
where Gα
(
U
(n)
α (p, tm), Uα(p, tm−1), U
(n)
α′ (p, tm)
)
, α′ 6= α, α,α′ = 1, 2, are
defined in (27), U
(n)
α (p, tm), p ∈ Ω
h, α = 1, 2, are generated by (29), and δ is
a prescribed accuracy. On each time level tm, m ≥ 1, we set up Uα(p, tm) =
U
(nm)
α (p, tm), p ∈ Ω
h, α = 1, 2, α = 1, 2, such thatmn is the minimal subject
to (50).
Instead of (45), we now assume that
q ≤
∂fα(x, y, t, u)
∂uα
≤ cα(x, y, t), (x, y, t) ∈ QT , −∞ < u <∞,
α = 1, 2, q = max
m≥1
qm, (51)
where qm is defined in (47).
Remark 4. The assumption ∂fα(p,tm,U)
∂uα
≥ qm > 0, in (51) can always be
obtain by a change of variables. Indeed, we introduce the following functions
zα(x, y, t) = exp
−λt uα(x, y, t), α = 1, 2, where λ is a constant. Now, z =
(z1, z2) satisfy (1) with
f∗α = λzα + exp
−λt fα(x, y, t, exp
λt z),
instead of fα, α = 1, 2, and we have
∂f∗α
∂zα
= λ+
∂fα
∂uα
,
∂f∗α
∂zα′
=
∂fα
∂uα′
, α′ 6= α, α, α′ = 1, 2.
Thus, if λ ≥ maxm≥1 (qm, |cm|), where qm and cm are defined in (47), then
from this, (45) and (46), we conclude that ∂f
∗
α
∂zα
satisfies (51).
Theorem 5. Let U˜(p, tm) and Û(p, tm) be ordered upper and lower solutions
(14) of (9). Suppose that functions fα(p, tm, U), α = 1, 2, satisfy (46) and
(51). Then for the sequence of solutions {U (n)} generated by (29), (50), we
have the following estimate
max
m≥1
max
α=1,2
‖Uα(·, tm)− U
∗
α(·, tm)‖Ωh ≤ Tδ. (52)
where Uα(p, tm) = U
(nm)
α (p, tm), nm is a minimal number of iterations sub-
ject to (50), and U∗α(p, tm), α = 1, 2, m ≥ 1, are the unique solutions to the
nonlinear difference scheme (9).
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Proof. We consider the case of an upper sequence. On a time level tm,
m ≥ 1, from (9) for Uα(p, tm) and U
∗
α(p, tm) , we have(
Lα(p, tm)
h + τ−1
)
Uα(p, tm) + fα(p, tm, U )− τ
−1Uα(p, tm−1) =
Gα
(
Uα(p, tm), Uα(p, tm−1), Uα′(p, tm)
)
, p ∈ Ωh, α′ 6= α,
α, α′ = 1, 2, U(p, tm) = g(p, tm), p ∈ ∂Ω
h, m ≥ 1,
U(p, 0) = ψ(p), p ∈ Ω
h
,
(
Lhα(p, tm) + τ
−1
)
U∗α(p, tm) + fα(p, tm, U
∗)− τ−1U∗α(p, tm−1) = 0,
p ∈ Ωh, α = 1, 2, U∗(p, tm) = g(p, tm), p ∈ ∂Ω
h,
U∗(p, 0) = ψ(p), p ∈ Ω
h
, m ≥ 1.
Letting Wα(p, tm) = Uα(p, tm) − U
∗
α(p, tm), p ∈ Ω
h
, α = 1, 2, m ≥ 1, from
here and using the mean-value theorem, we obtain(
Lhα(p, tm) +
(
τ−1 +
∂fα(p, tm,K)
∂uα
)
I
)
Wα(p, tm) =
−
∂fα(p, tm,K)
∂uα′
Wα′(p, tm) + Gα
(
Uα(p, tm), Uα(p, tm−1), Uα′(p, tm)
)
+τ−1Wα(p, tm−1), p ∈ Ω
h, Wα(p, tm) = 0, p ∈ ∂Ω
h,
Wα(p, 0) = 0, p ∈ Ω
h
, α′ 6= α, α, α′ = 1, 2, m ≥ 1,
where
U∗α(p, tm) ≤ Kα(p, tm) ≤ Uα(p, tm), α = 1, 2, m ≥ 1.
The partial derivatives satisfy (46) and (51). From here, (46) and (51), by
using (11), we obtain that
Wα(tm) ≤
1
τ−1 + q
(
qWα′(tm) + δ + τ
−1Wα(tm−1)
)
,
Wα(tm) = max ‖Wα(·, tm)‖Ωh , α 6= α
′, α, α′ = 1, 2.
where the notation of the norm from (11) is in use. From here, in the
notation Wm = maxα=1,2Wα(tm), we have
Wm ≤
1
τ−1 + q
(
qWm + δ + τ
−1Wm−1
)
.
Taking into account that
1−
q
τ−1 + q
> 0,
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it follows that
Wm ≤ τδ +Wm−1.
From here, taking into account that W0 = 0, by induction on m, we obtain
that
Wm ≤ δ
m∑
ρ=1
τ.
Since
∑m
ρ=1 τ ≤ T , we prove the theorem.
Theorem 6. Let the assumptions in Theorem 5 be satisfied. Then for the
sequence of solutions {U (n)} generated by (29), (50), the following estimate
holds
max
m≥1
max
α=1,2
‖Uα(·, tm)− u
∗
α(·, tm)‖Ωh ≤ T
(
δ +max
m≥1
Em
)
, (53)
Em = max
α=1,2
‖Eα(·, tm)‖Ωh , m ≥ 1,
where the notation of the norm from (11) is in use, Uα(p, tm) = U
(nm)
α (p, tm),
α = 1, 2, m ≥ 1, nm is the minimal number of iterations subject to the
stopping test (50), u∗α(x, y, t), α = 1, 2, are the exact solutions to (1), and
Eα(p, tm), α = 1, 2, m ≥ 1, are the truncation errors of the exact solutions
u∗α(x, y, t), α = 1, 2, on the nonlinear difference scheme (9).
Proof. We denote V (p, tm) = u
∗(p, tm) − U
∗(p, tm), where the mesh vector
function U∗(p, tm) is the unique solution of the nonlinear difference scheme
(9). From (9), by using the mean-value theorem, we obtain that(
Lhα(p, tm) +
(
τ−1 +
∂fα(p, tm, Y )
∂uα
)
I
)
Vα(p, tm)− τ
−1Vα(p, tm−1)
+
∂fα(p, tm, Y )
∂uα′
Vα′(p, tm) = Eα(p, tm), p ∈ Ω
h, α′ 6= α,
α, α′ = 1, 2, V (p, tm) = 0, p ∈ ∂Ω
h, V (p, 0) = 0, p ∈ Ω
h
,
m ≥ 1,
where Yα(p, tm), α = 1, 2 lie between u
∗
α(p, tm) and U
∗
α(p, tm), α = 1, 2.
From here, (46), (51), by using (11), it follows that
‖Vα(·, tm)‖Ωh ≤
1
τ−1 + q
(
q‖Vα′(·, tm)‖Ωh + τ
−1‖Vα(·, tm−1)‖Ωh + ‖Eα(·, tm)‖Ωh
)
.
Letting Vm = maxα=1,2 ‖Vα(·, tm)‖Ωh , m ≥ 1, we have
Vm ≤
1
τ−1 + q
(
qVm + τ
−1Vm−1 + Em
)
.
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Thus, taking into account that
1−
q
τ−1 + q
> 0,
we conclude
Vm ≤ Vm−1 + τEm. (54)
Since V0 = 0, for m = 1 in (54), we have
V1 ≤ τE1.
For m = 2 in (54), we obtain
V2 ≤ τ(E1 + E2).
By induction on m, we can prove that
Vm ≤ τ
m∑
ρ=1
Eρ =
 m∑
ρ=1
τ
max
ρ≥1
Eρ.
Since
∑m
ρ=1 τ ≤ T , where T is the final time, we have
Vm ≤ T max
ρ≥1
Eρ. (55)
We estimate the left hand side in (53) as follows
‖U (nm)α (·, tm)± U
∗
α(·, tm)− u
∗
α(·, tm)‖Ωh ≤ ‖U
(nm)
α (·, tm)− U
∗
α(·, tm)‖Ωh
+‖U∗α(·, tm)− u
∗
α(·, tm)‖Ωh ,
where U∗α(p, tm), α = 1, 2, are the exact solutions of (9). From here, (52)
and (55), we prove (53).
Remark 5. The truncation errors Eα(p, tm), α = 1, 2, m ≥ 1, for the non-
linear difference scheme (9) are given in the form
max
m≥1
Em = O(τ + h
κ),
where Em is defined in (53), τ and h are, respectively, the time and space
steps, κ = 1 in the case of one-sided difference approximations of uα,x, uα,y,
α = 1, 2, and κ = 2 in the case of central difference approximations of these
derivatives.
4.5 Construction of upper and lower solutions
To start the monotone iterative methods (29), on each time level tm, m ≥ 1,
initial iterations are needed. In this section, we discuss the construction of
initial iterations U˜α(p, tm) and Ûα(p, tm), α = 1, 2.
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4.5.1 Bounded fu
Assume that the functions fα, gα and ψα, α = 1, 2, in (1) satisfy the condi-
tions
fα(x, y, t,0) ≤ 0, fα(x, y, t, u) ≥ −Mα, uα(x, y, t) ≥ 0, (56)
(x, y, t) ∈ QT , gα(x, y, t) ≥ 0, (x, y, t)∂QT , ψα(x, y) ≥ 0,
(x, y) ∈ ω, α = 1, 2,
where Mα, α = 1, 2, are positive constants. From (14b) and (56), we obtain
that the functions
Ûα(p, tm) =
{
ψα(p), m = 0,
0, m ≥ 1,
p ∈ Ω
h
, α = 1, 2, (57)
are lower solutions of (9).
We introduce the linear problems(
Lhα(p, tm) + τ
−1
)
U˜α(p, tm) = τ
−1U˜α(p, tm−1) +Mα, p ∈ Ω
h,
U˜α(p, tm) = gα(p, tm), p ∈ ∂Ω
h, U˜α(p, 0) = ψα(p), p ∈ Ω
h
, (58)
α = 1, 2, m ≥ 1.
Theorem 7. Let assumptions in (56) be satisfied. Then Û and U˜ from,
respectively, (57) and (58) , are ordered lower and upper solutions to (9),
such that
0 ≤ Ûα(p, tm) ≤ U˜α(p, tm), p ∈ Ω
h
, α = 1, 2, m ≥ 1. (59)
Proof. From (56) and (58), by the maximum principle (11), we conclude
(59) for m = 1. By induction on m, we can prove (59) for m ≥ 1.
We now show that U˜α(p, tm), α = 1, 2, are upper solutions (14) to (9).
We present the left hand side of (9) in the form
Gα
(
U˜α(p, tm), U˜α(p, tm−1), U˜α′(p, tm)
)
= (60)(
Lhα(p, tm) + τ
−1
)
U˜α(p, tm) + fα(p, tm, U˜)− τ
−1U˜α(p, tm−1),
p ∈ Ωh, α′ 6= α, α, α′ = 1, 2, m ≥ 1.
Using (58), for m ≥ 1, we obtain that
Gα
(
U˜α(p, tm), U˜α(p, tm−1), U˜α′(p, tm)
)
=Mα + fα(p, tm, U˜ ), p ∈ Ω
h,
α′ 6= α, α, α′ = 1, 2, .
From here and (56), we conclude that
Gα
(
U˜α(p, tm), U˜α(p, tm−1), U˜α′(p, tm)
)
≥ 0, p ∈ Ωh, α′ 6= α,
α, α′ = 1, 2, m ≥ 1.
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Since U˜α(p, tm), α = 1, 2, satisfy the boundary and initial conditions, we
prove that U˜α(p, tm), α = 1, 2, are upper solutions to (9). From here and
(59), we conclude that Û and U˜ from, respectively, (57) and (58), are ordered
lower and upper solutions to (9).
4.5.2 Constant upper and lower solutions
Let the functions fα, gα and ψα, α = 1, 2, in (1) satisfy the conditions
fα(x, y, t,0) ≤ 0, fα(x, y, t,K) ≥ 0, uα(x, y, t) ≥ 0, (x, y, t) ∈ QT ,
0 ≤ gα(x, y, t) ≤ Kα, (x, y, t) ∈ ∂QT , 0 ≤ ψα(x, y) ≤ Kα, (61)
(x, y) ∈ ω, α = 1, 2,
whereK1,K2 are positive constants, andK = (K1,K2). The mesh functions
Ûα(p, tm), α = 1, 2, from (57) are lower solutions to (9).
In the following lemma, we prove that the mesh functions
U˜α(p, tm) =
{
ψα(p), m = 0,
Kα, m ≥ 1,
p ∈ Ω
h
, α = 1, 2, (62)
are upper solutions to (9).
Theorem 8. Suppose that the assumptions in (61) are satisfied. Then the
mesh functions Ûα(p, tm) and U˜α(p, tm) from, respectively, (57) and (62),
are ordered lower and upper solutions to (9) and satisfy (59).
Proof. It is clear from (57) and (62), that 0 ≤ Ûα(p, tm) ≤ U˜α(p, tm), p ∈ Ω
h
,
α = 1, 2, m ≥ 1. We now show that U˜α(p, tm), α = 1, 2, are upper solutions
(14) to (9).
Using (62), we write the left hand side of (9) for m = 1 in the form
Gα
(
U˜α(p, t1), ψα(p), U˜α′(p, t1)
)
= Lhα(p, t1)Kα + fα(p, t1,K)
+ τ−1(Kα − ψα(p)), p ∈ Ω
h, α′ 6= α, α, α′ = 1, 2.
From here and (61) , we conclude that
Gα
(
U˜α(p, t1), ψα(p), U˜α′(p, t1)
)
≥ 0, p ∈ Ωh, α′ 6= α, α, α′ = 1, 2.
For m ≥ 2, from (61) and (62), we have
Gα
(
U˜α(p, tm), U˜α(p, tm−1), U˜α′(p, tm)
)
≥ f(p, tm,Kα) ≥ 0, p ∈ Ω
h,
α′ 6= α, α, α′ = 1, 2, .
Since U˜α(p, t0), α = 1, 2, satisfy the initial conditions and U˜α(p, tm) ≥
gα(p, tm), p ∈ ∂Ω
h, α = 1, 2, at m ≥ 1, we prove that U˜α(p, tm), α = 1, 2,
are upper solutions to (9). From here and (59), we conclude that Û and U˜
from, respectively, (57) and (62), are ordered lower and upper solutions to
(9).
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4.6 Applications
4.6.1 Gas-liquid interaction model
Consider the gas-liquid interaction model [4], where a dissolved gas A and
a dissolved reactant B interact in a bounded diffusion medium ω. The
chemical reaction scheme is given by A+k1B → k2P and is called the second
order reaction, where k1 and k2 are the reaction rates and P is the product.
Denote by z1(x, y, t) and z2(x, y, t) the concentrations of the dissolved gas
A and the reactant B, respectively. Then the above reactant scheme is
governed by (1) with Lαzα = εα△zα, fα = σαz1z2, α = 1, 2, where σ1 is
the reaction rate and σ2 = k1σ1. By choosing a suitable positive constant
̺1 > 0 and letting u1 = ̺1 − z1 ≥ 0, u2 = z2, we have
f1 = −σ1(̺1 − u1)u2, f2 = σ2(̺1 − u1)u2, (63)
and system (1) is reduced to
uα,t − εα△uα + fα(u1, u2) = 0, (x, y, t) ∈ QT , α = 1, 2,
u1(x, y, t) = g
∗
1(x, y, t) ≥ 0, u2(x, y, t) = g2(x, y, t) ≥ 0,
(x, y, t) ∈ ∂QT , uα(x, y, 0) = ψα(x, y), (x, y) ∈ ω, α = 1, 2,
where g∗1 = ̺1 − g1 ≥ 0, g2 ≥ 0 on ∂ω and ψα ≥ 0, α = 1, 2, in ω
h. It is
clear from (63) that fα, α = 1, 2, are quasi-monotone nondecreasing in the
rectangle
S̺ = [0, ̺1]× [0, ̺2],
for any positive constant ̺2.
The nonlinear difference scheme (9) is reduced to
(Lhα(p, tm) + τ
−1)Uα(p, tm) + fα(U)− τ
−1Uα(p, tm−1) = 0, p ∈ Ω
h,
α = 1, 2, U1(p, tm) = g
∗
1(p, tm), U2(p, tm) = g2(p, tm), p ∈ ∂Ω
h,
m ≥ 1, Uα(p, 0) = ψα(p), p ∈ Ω
h
, (64)
where fα, α = 1, 2, are defined in (63). Since the reaction functions fα,
α = 1, 2, satisfy the assumptions in (61), with Kα, α = 1, 2 are given by
Kα = ̺α, α = 1, 2, (65)
̺1 ≥ max
m≥1
max
p∈∂Ωh
g∗1(p, tm), ̺2 ≥ max
m≥1
max
p∈∂Ωh
g2(p, tm), m ≥ 1,
it follows that the mesh functions Ûα(p, tm) and U˜α(p, tm) from, respectively,
(57) and (62) are ordered lower and upper solutions to (64).
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From (63), in the sector 〈Û(tm), U˜ (tm)〉 = 〈0,Kα〉, we have
∂f1
∂u1
(U1, U2) = σ1U2(p, tm) ≤ σ1̺2, p ∈ Ω
h
, m ≥ 1,
∂f2
∂u2
(U1, U2) = σ2(̺1 − U1(p, tm)) ≤ σ2̺1, p ∈ Ω
h
, m ≥ 1,
−
∂f1
∂u2
= σ1(̺1 − U1(p, tm)) ≥ 0, p ∈ Ω
h
, m ≥ 1,
−
∂f2
∂u1
= σ2U2(p, tm) ≥ 0, p ∈ Ω
h
, m ≥ 1,
and the assumptions in (16) and (17) are satisfied with
c1(p, tm) = σ1̺2, c2(p, tm) = σ2̺1, p ∈ Ω
h
, m ≥ 1.
From here and (65), we conclude that Theorem 2 holds for the discrete
gas-liquid interaction model (64).
4.6.2 The Volterra-Lotka competition model
In the Volterra-Lotka competition model [4] with the effect of dispersion be-
tween two competing species in an ecological systems, the model is governed
by (1) with reaction functions are given by
f1 = −u1(1− u1 + a1u2), f2 = −u2(1 + a2u1 − u2), (66)
where u1 and u2 are the populations of two competing species, the param-
eters aα, α = 1, 2, are positive constants which describe the interaction of
the two species. We assume that aα, α = 1, 2, satisfy the inequality
a1 <
1
a2
. (67)
System (1) is reduced to
uα,t − εα△uα + fα(u1, u2) = 0, (x, y, t) ∈ QT ,
u1(x, y, t) = 0, u2(x, y, t) = 0, (x, y, t) ∈ ∂QT ,
uα(x, y, 0) = ψα(x, y), (x, y) ∈ ω, α = 1, 2.
The nonlinear difference scheme (9) is reduced to
(Lhα(p, tm) + τ
−1)Uα(p, tm) + fα(U)− τ
−1Uα(p, tm−1) = 0, p ∈ Ω
h,
U1(p, tm) = 0, U2(p, tm) = 0, p ∈ ∂Ω
h, m ≥ 1,
Uα(p, 0) = ψα(p), p ∈ Ω
h
, α = 1, 2, (68)
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where fα, α = 1, 2, are defined in (66). We take (M1,M2) and (0, 0) as
ordered upper and lower solutions (14) to (68), where Mα, α = 1, 2, are
positive constants and chosen in the following forms
M1 = a1M2 + 1, (69)
M2 ≥ max
{
a2 + 1
1− a1a2
,max
p∈Ω
h
ψ2(p),
1
a1
(
max
p∈Ω
h
ψ1(p)− 1
)}
.
It is clear that (M1,M2) and (0, 0) satisfy (14a) and (14c). Now we prove
(14b). From (60), it follows that Mα, α = 1, 2, must satisfy the inequalities
G1
(
U˜1(p, tm), U˜1(p, tm−1), U˜2(p, tm)
)
=M1(M1 − a1M2 − 1) ≥ 0,
G2
(
U˜1(p, tm), U˜2(p, tm−1), U˜2(p, tm)
)
=M2(M2 − a2M1 − 1) ≥ 0,
p ∈ Ωh, m ≥ 1.
From here, we conclude that Mα, α = 1, 2, must satisfy the inequalities
a1M2 + 1 ≤M1 ≤
1
a2
(M2 − 1). (70)
By using (69), it is clear that the inequalities in (70) are satisfied. Thus,
we prove (14).
In the sector 〈Û(tm), U˜(tm)〉 = 〈0,M〉, M = (M1,M2), we have
∂f1
∂u1
(U1, U2) = 2U1(p, tm)− a1U2(p, tm)− 1 ≤ 2M1, p ∈ Ω
h
,
∂f2
∂u2
(U1, U2) = 2U2(p, tm)− a2U1(p, tm)− 1 ≤ 2M2, p ∈ Ω
h
,
−
∂f1
∂u2
= a1U1(p, tm) ≥ 0, p ∈ Ω
h
,
−
∂f2
∂u1
= a2U2(p, tm) ≥ 0, p ∈ Ω
h
, m ≥ 1.
From here, the assumptions in (16) and (17) are satisfied with
c1 = 2M1, c2 = 2M2,
and we conclude that Theorem 2 holds for the Volterra-Lotka competition
model (68) with (U˜1, U˜2) = (M1,M2) and (Û1, Û2) = (0, 0).
5 Comparison of the block monotone Jacobi and
block monotone Gauss–Seidel methods
The following theorem shows that the block monotone Gauss–Seidel method
(29), (η = 1), converge not slower than the block monotone Jacobi method
(29), (η = 0).
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Theorem 9. Let f(p, tm, U) in (9) satisfy (16) and (17), where U˜(p, tm) =
(U˜1(p, tm), U˜2(p, tm)) and Û(p, tm) = (Û1(p, tm), Û2(p, tm)) are ordered up-
per and lower solutions (14) of (9). Suppose that {(U
(n)
α,i,m)J , (U
(n)
α,i,m)J} and
{(U
(n)
α,i,m)GS , (U
(n)
α,i,m)GS}, i = 0, 1, . . . , Nx, α = 1, 2, m ≥ 1, are, respec-
tively, the sequences generated by the block monotone Jacobi method (29),
(η = 0) and the block monotone Gauss–Seidel method (29), (η = 1), where
(U
(0)
)J = (U
(0)
)GS = U˜ and (U
(0))J = (U
(0))GS = Û , then
(U
(n)
α,i,m)J ≤ (U
(n)
α,i,m)GS ≤ (U
(n)
α,i,m)GS ≤ (U
(n)
α,i,m)J , i = 0, 1, . . . , Nx,
α = 1, 2, m ≥ 1. (71)
Proof. From (29), we have
Aα,i,m(U
(n)
α,i,m)J + cα,m(U
(n)
α,i,m)J = cα,m(U
(n−1)
α,i,m )J + Lα,i,m(U
(n−1)
α,i−1,m)J
+Rα,i,m(U
(n−1)
α,i+1,m)J − Fα,i,m(U
(n−1)
i,m )J + τ
−1(Uα,i,m−1)J −G
∗
α,i,m,
i = 1, 2, . . . , Nx − 1, (U
(n)
α,i,m)J = gα,i,m, i = 0, Nx, m ≥ 1,
(U
(n)
α,i,0)J = ψα,i, i = 0, 1, . . . , Nx.
Aα,i,m(U
(n)
α,i,m)GS + cα,m(U
(n)
α,i,m)GS = cα,m(U
(n−1)
α,i,m )GS
+Lα,i,m(U
(n)
α,i−1,m)GS +Rα,i,m(U
(n−1)
α,i+1,m)GS − Fα,i,m(U
(n−1)
i,m )GS
+τ−1(Uα,i,m−1)GS −G
∗
α,i,m, i = 1, 2, . . . , Nx − 1,
(U
(n)
α,i,m)GS = gα,i,m, i = 0, Nx, m ≥ 1,
(U
(n)
α,i,0)GS = ψα,i, i = 0, 1, . . . , Nx.
From here, letting W
(n)
α,i,m =
(
U
(n)
α,i,m
)
GS
−
(
U
(n)
α,i,m
)
J
, i = 0, 1, . . . , Nx,
α = 1, 2, m ≥ 1, we have
Aα,i,mW
(n)
α,i,m + cα,mW
(n)
α,i,m = cα,mW
(n−1)
α,i,m (72)
+Lα,i,m
(
(U
(n)
α,i−1,m)GS − (U
(n−1)
α,i−1,m)J
)
+Rα,i,mW
(n−1)
α,i+1,m
−Fα,i,m
(
(U
(n−1)
i,m )GS
)
+ Fα,i,m
(
(U
(n−1)
i,m )J
)
+τ−1 ((Uα,i,m−1)GS − (Uα,i,m−1)J) , i = 1, 2, . . . , Nx − 1,
W
(n)
α,i,m = 0, i = 0, Nx, m ≥ 1, W
(n)
α,i,0 = 0, i = 0, 1, . . . , Nx.
By using Theorem 2, we have
(
U
(n)
α,i,m
)
GS
≥
(
U
(n−1)
α,i,m
)
GS
, i = 0, 1, . . . , Nx,
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α = 1, 2, m ≥ 1. From here and (72), we conclude that
Aα,i,mW
(n)
α,i,m + cα,mW
(n)
α,i,m ≥ cα,mW
(n−1)
α,i,m + Lα,i,mW
(n−1)
α,i,m (73)
+Rα,i,mW
(n−1)
α,i+1,m − Fα,i,m
(
(U
(n−1)
i,m )GS
)
+ Fα,i,m
(
(U
(n−1)
i,m )J
)
+τ−1 ((Uα,i,m−1)GS − (Uα,i,m−1)J) ,
W
(n)
α,i,m = 0, i = 0, Nx, m ≥ 1, W
(n)
α,i,0 = 0, i = 0, 1, . . . , Nx.
Taking into account that (Aα,i,m + cα,mI)
−1 ≥ O, Lα,i,m ≥ O, Rα,i,m ≥ O,
i = 1, 2, . . . , Nx−1, α = 1, 2, m ≥ 1, for n = 1 in (73), on the first time level
m = 1, in view of (U
(0)
α,i,m)GS = (U
(0)
α,i,m)J and W
(0)
α,i,m = 0, we conclude that
W
(1)
α,i,1 ≥ 0, i = 0, 1, . . . , Nx, α = 1, 2.
For n = 2 in (73) and using notation (18), we obtain
(Aα,i,1 + cα,1)W
(2)
α,i,1 ≥ Lα,i,1W
(1)
α,i,1 +Rα,i,1W
(1)
α,i+1,1
+Γα,i,1
(
(U
(1)
i,1 )GS
)
− Γα,i,1
(
(U
(1)
i,1 )J
)
,
W
(2)
α,i,1 = 0, i = 0, Nx, W
(2)
α,i,0 = 0, i = 0, 1, . . . , Nx.
Taking into account that (Aα,i,1 + cα,1I)
−1 ≥ O, Lα,i,1 ≥ O, Rα,i,1 ≥ O,
i = 1, 2, . . . , Nx − 1, α = 1, 2, and W
(1)
α,i,1 ≥ 0, by using (19), we have
W
(2)
α,i,1 ≥ 0, i = 0, 1, . . . , Nx, α = 1, 2.
By induction on n, we prove that
W
(n)
α,i,1 ≥ 0, i = 0, 1, . . . , Nx, α = 1, 2.
On the second time levelm = 2, taking into account that (Aα,i,2+cα,2I)
−1 ≥
O, Lα,i,2 ≥ O, Rα,i,2 ≥ O, i = 1, 2, . . . , Nx − 1, α = 1, 2, W
(0)
α,i,2 = 0 and
Wα,i,1 ≥ 0, from (73), we have
W
(1)
α,i,2 ≥ 0, i = 0, 1, . . . , Nx, α = 1, 2.
For n = 2 in (73) and using notation (18), we obtain
(Aα,i,2 + cα,2)W
(2)
α,i,2 ≥ Lα,i,2W
(1)
α,i,2 +Rα,i,2W
(1)
α,i+1,2
+Γα,i,2
(
(U
(1)
i,2 )GS
)
− Γα,i,2
(
(U
(1)
i,2 )J
)
,
W
(2)
α,i,2 = 0, i = 0, Nx, W
(2)
α,i,0 = 0, i = 0, 1, . . . , Nx.
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Taking into account that (Aα,i,2 + cα,2I)
−1 ≥ O, Lα,i,2 ≥ O, Rα,i,2 ≥ O,
i = 1, 2, . . . , Nx − 1, α = 1, 2, and W
(1)
α,i,2 ≥ 0, by using (19), we have
W
(2)
α,i,2 ≥ 0, i = 0, 1, . . . , Nx, α = 1, 2.
By induction on n, we prove that
W
(n)
α,i,2 ≥ 0, i = 0, 1, . . . , Nx, α = 1, 2.
By induction on m, we prove that
W
(n)
α,i,m ≥ 0, i = 0, 1, . . . , Nx, α = 1, 2, m ≥ 1.
Thus, we prove (71) for lower solutions. By following the same manner, we
can prove (71) for upper solutions.
6 The case of quasi-monotone nonincreasing reac-
tion functions
6.1 The statement of the block nonlinear difference scheme
We consider the same block nonlinear difference scheme discussed in section
4.1 which is given by (26).
6.2 Block monotone Jacobi and Gauss-Seidel methods
We now present the block monotone Jacobi and block monotone Gauss–
Seidel methods for the nonlinear difference scheme (26) in the case of quasi-
monotone nonincreasing reaction functions (22).
For solving the nonlinear difference scheme (26), on each time level tm,
m ≥ 1, we calculate either the sequence {U
(n)
1,i,m, U
(n)
2,i,m}, or the sequence
{U
(n)
1,i,m, U
(n)
2,i,m}, i = 0, 1, . . . , Nx, m ≥ 1, by the block Jacobi and block
Gauss-Seidel methods. In the case of {U
(n)
1,i,m, U
(n)
2,i,m}, we have
A1,i,mZ
(n)
1,i,m − ηL1,i,mZ
(n)
1,i−1,m + c1,mZ
(n)
1,i,m = (74a)
− G1,i,m
(
U
(n−1)
1,i,m , U1,i,m−1, U
(n−1)
2,i,m
)
, i = 1, 2, . . . , Nx − 1, m ≥ 1,
A2,i,mZ
(n)
2,i,m − ηL2,i,mZ
(n)
2,i−1,m + c2,mZ
(n)
2,i,m =
− G2,i,m
(
U
(n−1)
2,i,m , U2,i,m−1, U
(n−1)
1,i,m
)
, i = 1, 2, . . . , Nx − 1, m ≥ 1,
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and in the case of {U
(n)
1,i,m, U
(n)
2,i,m}, we have
A1,i,mZ
(n)
1,i,m − ηL1,i,mZ
(n)
1,i−1,m + c1,mZ
(n)
1,i,m = (74b)
− G1,i,m
(
U
(n−1)
1,i,m , U1,i,m−1, U
(n−1)
2,i,m
)
, i = 1, 2, . . . , Nx − 1, m ≥ 1,
A2,i,mZ
(n)
2,i,m − ηL2,i,mZ
(n)
2,i−1,m + c2,mZ
(n)
2,i,m =
− G2,i,m
(
U
(n−1)
2,i,m , U2,i,m−1, U
(n−1)
1,i,m
)
, i = 1, 2, . . . , Nx − 1, m ≥ 1,
Z
(n)
α,i,m =
{
gα,i,m − U
(0)
α,i,m, n = 1,
0, n ≥ 2,
i = 0, Nx, α = 1, 2, (74c)
Uα,i,m = ψα,i, i = 0, 1, . . . , Nx, α = 1, 2,
Z
(n)
α,i,m = U
(n)
α,i,m − U
(n−1)
α,i,m , Uα,i,m = U
(nm)
α,i,m, m ≥ 1,
where cα,m, α = 1, 2, m ≥ 1, are defined in (28), the residuals Gα,i,m
(
U
(n−1)
α,i,m ,
Uα,i,m−1, U
(n−1)
α′,i,m
)
, Gα,i,m
(
U
(n−1)
α,i,m , Uα,i,m−1, U
(n−1)
α′,i,m
)
are defined in (27), 0 is
zero column vector with Nx − 1 components. The column vectors Uα,i,m,
i = 0, 1, . . . , Nx, α = 1, 2, are the approximate solutions on time level m ≥ 1,
where nm is a number of iterations on time levelm ≥ 1. For η = 0 and η = 1,
we have, respectively, the block Jacobi and block Gauss–Seidel methods.
Theorem 10. Let f(p, tm, U) in (9) satisfy (16) and (22), where U˜(p, tm) =
(U˜1(p, tm), U˜2(p, tm)) and Û(p, tm) = (Û1(p, tm), Û2(p, tm)) are ordered up-
per and lower solutions (21) of (9). Then the sequences {U
(n)
1,i,m, U
(n)
2,i,m}
and {U
(n)
1,i,m, U
(n−1)
2,i,m } generated by (74), with U
(0)
(p, tm) = U˜(p, tm) and
U (0)(p, tm) = Û(p, tm) are ordered upper and lower solutions and converge
monotonically, such that,
U
(n−1)
α,i,m ≤ U
(n)
α,i,m ≤ U
(n)
α,i,m ≤ U
(n−1)
α,i,m , i = 0, 1, . . . , Nx, α = 1, 2, m ≥ 1.
(75)
Proof. We consider the case of Gauss-Seidel method η = 1, and the case of
the Jacobi method can be proved by a similar manner. On first time level
m = 1, since U
(0)
and U (0) are ordered upper and lower solution (21) with
respect to Uα(p, 0) = ψα(p), from (74a) and (74c), we have
(A1,i,1 + c1,1I)Z
(1)
1,i,1 ≤ L1,i,1Z
(1)
1,i−1,1, i = 1, 2, . . . , Nx − 1,
(A2,i,1 + c2,1I)Z
(1)
2,i,1 ≥ L2,i,1Z
(1)
2,i−1,1, i = 1, 2, . . . , Nx − 1,
Z
(1)
1,i,1 ≤ 0, Z
(1)
2,i,1 ≥ 0, i = 0, Nx, (76)
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where I is the identity matrix. For i = 1 in (76), taking into account
that Lα,i,1 ≥ O, i = 1, 2, . . . , Nx − 1, and Z
(1)
1,0,1 ≤ 0, Z
(1)
2,0,1 ≥ 0, we have
(A1,1,1 + c1,1I)Z
(1)
1,1,1 ≤ 0, (A2,1,1 + c2,1I)Z
(1)
2,1,1 ≥ 0. Taking into account
that dα,ij > 0, bα,ij , tα,ij ≥ 0, α = 1, 2, in (25) and Aα,i,1 are strictly
diagonal dominant matrix, we conclude that Aα,i,1, i = 1, 2, . . . , Nx − 1,
α = 1, 2, are M -matrices and A−1α,i,1 ≥ O (Corollary 3.20, [6]), which leads
to (Aα,i,1 + cα,1I)
−1 ≥ O, where O is the (Ny − 1) × (Ny − 1) null matrix.
From here, we obtain that
Z
(1)
1,1,1 ≤ 0, Z
(1)
2,1,1 ≥ 0.
From here, for i = 2 in (76), in a similar manner, we conclude that
Z
(1)
1,2,1 ≤ 0, Z
(1)
2,2,1 ≥ 0.
By induction on i, we can prove that
Z
(1)
1,i,1 ≤ 0, Z
(1)
2,i,1 ≥ 0, i = 0, 1, . . . , Nx. (77)
From (74b) and (74c), by a similar manner, we prove that
Z
(1)
1,i,1 ≥ 0, Z
(1)
2,i,1 ≤ 0, i = 0, 1, . . . , Nx. (78)
We now prove that U
(1)
α,i,1 and U
(1)
α,i,1, i = 0, 1, . . . , Nx, α = 1, 2, satisfy
(21a) with respect to the column vector Uα,i,0 = ψα,i, i = 0, 1, . . . , Nx. Let
W
(1)
α,i,1 = U
(1)
α,i,1 − U
(1)
α,i,1, i = 0, 1, . . . , Nx, α = 1, 2, from (74), we have
(Aα,i,1 + cα,1I)W
(1)
α,i,1 = Lα,i,1W
(1)
α,i−1,1 +Rα,i,1W
(0)
α,i+1,1
+cα,1U
(0)
α,i,1 − Fα,i,1(U
(0)
α,i,1, U
(0)
α′,i,1)
−
[
cα,1U
(0)
α,i,1 − Fα,i,1(U
(0)
α,i,1, U
(0)
α′,i,1)
]
,
i = 1, 2, . . . , Nx − 1, W
(1)
α,i,1 = 0, i = 0, Nx,
Wα,i,0 = 0, i = 0, 1, . . . , Nx, α
′ 6= α, α, α′ = 1, 2.
Using notation (18) with (U1, U2) = (U
(0)
1,i,1, U
(0)
2,i,1) and (V1, V2) = (U
(0)
1,i,1,
U
(0)
2,i,1), we present the above problem in the form
(Aα,i,1 + cα,1I)W
(1)
α,i,1 = Lα,i,1W
(1)
α,i−1,1 +Rα,i,1W
(0)
α,i+1,1
+Γα,i,1(U
(0)
α,i,1, U
(0)
α′,i,1)− Γα,i,1(U
(0)
α,i,1, U
(0)
α′,i,1),
i = 1, 2, . . . , Nx − 1, W
(1)
α,i,1 = 0, i = 0, Nx,
Wα,i,0 = 0, i = 0, 1, . . . , Nx, α
′ 6= α, α, α′ = 1, 2.
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From (23), taking into account that Rα,i,1 ≥ O, i = 1, 2, . . . , Nx − 1, and
W
(0)
α,i,1 ≥ 0, i = 0, 1, . . . , Nx, α = 1, 2, we conclude that
(Aα,i,1 + cα,1I)W
(1)
α,i,1 ≥ Lα,i,1W
(1)
α,i−1,1, i = 1, 2, . . . , Nx − 1, (79)
W
(1)
α,i,1 = 0, i = 0, Nx, Wα,i,0 = 0, i = 0, 1, . . . , Nx, α = 1, 2.
For i = 1 in (79), taking into account that Lα,i,1 ≥ O, i = 1, 2, . . . , Nx − 1,
W
(1)
α,0,1 = 0, and (Aα,i,1 + cα,1I)
−1 ≥ O, i = 1, 2, . . . , Nx − 1, α = 1, 2,
(Corollary 3.20, [6]), we have
W
(1)
α,1,1 ≥ 0, α = 1, 2.
For i = 2 in (79), taking into account that W
(1)
α,1,1 ≥ 0, by a similar manner,
we obtain
W
(1)
α,2,1 ≥ 0, α = 1, 2.
By induction on i, we can prove that
W
(1)
α,i,1 ≥ 0, i = 0, 1, . . . , Nx, α = 1, 2.
Now, by induction on n, we can prove that
W
(n)
α,i,1 ≥ 0, i = 0, 1, . . . , Nx, α = 1, 2.
Thus, we prove (21a) on the first time level m = 1. We now prove (21b).
From (74a) and using (30), we obtain
G1,i,1
(
U
(1)
1,i,1, ψ1,i, U
(1)
2,i,1
)
= −
c1,1 − ∂F1,i,1(E(1)1,i,1, U (1)2,i,1)
∂u1
Z(1)1,i,1
+
∂F1,i,1(U
(0)
1,i,1, E
(1)
2,i,1)
∂u2
Z
(1)
2,i,1 −R1,i,1Z
(1)
1,i+1,1, i = 1, 2, . . . , Nx − 1,
(80)
where
U
(1)
1,i,1 ≤ E
(1)
1,i,1 ≤ U
(0)
1,i,1, U
(0)
2,i,1 ≤ E
(1)
2,i,1 ≤ U
(1)
2,i,1, i = 0, 1, . . . , Nx.
From (77), (78) and taking into account that W
(1)
α,i,1 ≥ 0, i = 0, 1, . . . , Nx,
α = 1, 2, it follows that the partial derivatives in (80) satisfy (16) and (22).
From (16), (22), (77), (78), (80) and taking into account that R1,i,1 ≥ O,
i = 1, 2, . . . , Nx − 1, we conclude that
G1,i,1
(
U
(1)
1,i,1, ψ1,i, U
(1)
2,i,1
)
≥ 0, i = 1, 2, . . . , Nx. (81)
34
Similarly, we conclude that
G2,i,1
(
U
(1)
2,i,1, ψ1,i, U
(1)
1,i,1
)
≤ 0, i = 1, 2, . . . , Nx. (82)
By a similar argument, from (74b), we prove that
G1,i,1
(
U
(1)
1,i,1, ψ1,i, U
(1)
2,i,1
)
≤ 0, G2,i,1
(
U
(1)
2,i,1, ψ1,i, U
(1)
1,i,1
)
≥ 0, (83)
i = 1, 2, . . . , Nx − 1.
Thus, from (81)–(83), it follows (21b) on the first time level m = 1. By
induction on n, we can prove (75) on the first time level m = 1.
On the second time level m = 2, from (74a) and (75), we have U1,i,1 ≤
U˜1,i,1, i = 0, 1, . . . , Nx. Thus, it follows that
G1,i,2
(
U˜1,i,2, U1,i,1, Û2,i,2
)
≥ G1,i,2
(
U˜1,i,2, U˜1,i,1, Û2,i,2
)
≥ 0,
G2,i,2
(
Û2,i,2, U1,i,1, U˜1,i,2
)
≤ G2,i,2
(
Û2,i,2, Û1,i,1, U˜1,i,2
)
≤ 0
i = 1, 2 . . . , Nx,
which means that U˜1,i,2 and Û2,i,2, i = 0, 1, . . . , Nx, are, respectively, upper
and lower solutions with respect to U1,i,1 and U1,i,1, i = 0, 1, . . . , Nx, α =
1, 2.
Similarly, we can obtain that
G1,i,2
(
Û1,i,2, U1,i,1, U˜2,i,2
)
≤ 0, G2,i,2
(
U˜2,i,2, U 2,i,1, Û1,i,2
)
≥ 0,
i = 1, 2 . . . , Nx − 1,
which means that Û1,i,2 and U˜2,i,2, i = 0, 1, . . . , Nx, are, respectively, lower
and upper solutions with respect to U1,i,1 and U2,i,1, i = 0, 1, . . . , Nx.
From (74a) and (74c), we have
(A1,i,2 + c1,2I)Z
(1)
1,i,2 ≤ L1,i,2Z
(1)
1,i−1,2, i = 1, 2, . . . , Nx − 1,
(A2,i,2 + c2,2I)Z
(1)
2,i,2 ≥ L2,i,2Z
(1)
2,i−1,2, i = 1, 2, . . . , Nx − 1,
Z
(1)
1,i,2 ≤ 0, Z
(1)
2,i,2 ≥ 0, i = 0, Nx, (84)
where I is the identity matrix. For i = 1 in (84), taking into account
that Lα,i,2 ≥ O, i = 1, . . . , Nx − 1, and Z
(1)
1,0,2 ≤ 0, Z
(1)
2,0,2 ≥ 0, we have
(A1,1,2 + c1,2I)Z
(1)
1,1,2 ≤ 0, (A2,1,2 + c2,2I)Z
(1)
2,1,2 ≥ 0. Taking into account
that dα,ij > 0, bα,ij , tα,ij ≥ 0, α = 1, 2, in (25) and Aα,i,2 are strictly
diagonal dominant matrix, we conclude that Aα,i,2, i = 1, 2, . . . , Nx − 1,
α = 1, 2, are M -matrices and A−1α,i,2 ≥ O (Corollary 3.20, [6]), which leads
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to (Aα,i,2 + cα,2I)
−1 ≥ O, where O is the (Ny − 1) × (Ny − 1) null matrix.
From here, we obtain that
Z
(1)
1,1,2 ≤ 0, Z
(1)
2,1,2 ≥ 0.
From here, for i = 2 in (84), in a similar manner, we conclude that
Z
(1)
1,2,2 ≤ 0, Z
(1)
2,2,2 ≥ 0.
By induction on i, we can prove that
Z
(1)
1,i,2 ≤ 0, Z
(1)
2,i,2 ≥ 0, i = 0, 1, . . . , Nx.
By a similar argument, for {U
(n)
1,i,2, U
(n)
2,i,2}, from (74b) and (74c), we can
prove that
Z
(1)
1,i,2 ≥ 0, Z
(1)
2,i,2 ≤ 0, i = 0, 1, . . . , Nx.
The proof that U
(1)
α,i,2 and U
(1)
α,i,2, α = 1, 2, are ordered upper and lower
solutions (21) repeats the proof on the first time level m = 1. By induction
on n, we can prove (75) on the second time level m = 2. By induction on
m, we can prove (75) for m ≥ 1.
6.3 Existence and uniqueness of a solution to the nonlinear
difference scheme (26)
In the following theorem, we prove the existence of a solution to (26) based
on Theorem 10.
Theorem 11. Let f(p, tm, U) satisfy (16), where U˜α,i,m and Ûα,i,m, i =
0, 1 . . . , Nx, α = 1, 2, m ≥ 1, be ordered upper and lower solutions (21) to
(26). Then a solution of the nonlinear implicit difference scheme (26) exists
in 〈Û (tm), U˜(tm)〉, m ≥ 1.
Proof. We consider the Gauss–Seidel method (η = 1) in (74). On the first
time level t1, from (75), we conclude that limU
(n)
α,i,1 = V α,i,1, limU
(n)
α,i,1 =
V α,i,1, i = 0, 1, . . . , Nx, α = 1, 2 as n→∞ exist, and
Ûα,i,1 ≤ U
(n−1)
α,i,1 ≤ U
(n)
α,i,1 ≤ V α,i,1, V α,i,1 ≤ U
(n)
α,i,1 ≤ U
(n−1)
α,i,1 ≤ U˜α,i,1,
lim
n→∞
Z
(n)
α,i,1 = 0, lim
n→∞
Z
(n)
α,i,1 = 0, i = 0, 1, . . . , Nx, α = 1, 2, (85)
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where U
(0)
α,i,1 = U˜α,i,1, U
(0)
α,i,1 = Ûα,i,1. Similar to (80), we have
G1,i,1
(
U
(n)
1,i,1, ψ1,i, U
(n)
2,i,1
)
= −
c1,1 − ∂F1,i,1(E(n)1,i,1, U (n)2,i,1)
∂u1
Z(n)1,i,1
+
∂F1,i,1(U
(n−1)
1,i,1 , E
(n)
2,i,1)
∂u2
Z
(n)
2,i,1 −R1,i,1Z
(n)
1,i+1,1, i = 1, 2, . . . , Nx − 1,
U
(n)
1,i,1 ≤ E
(n)
1,i,1 ≤ U
(n−1)
1,i,1 , U
(n−1)
2,i,1 ≤ E
(n)
2,i,1 ≤ U
(n)
2,i,1, i = 0, 1, . . . , Nx.
(86)
By taking the limit of both side of (86) and using (85), we conclude that
G1,i,1
(
V 1,i,1, ψ1,i, V 2,i,1
)
= 0, i = 1, 2, . . . , Nx − 1. (87)
Similarly, we have
G2,i,1
(
V 2,i,1, ψ1,i, V 1,i,1
)
= 0, i = 1, 2, . . . , Nx − 1. (88)
In a similar manner, we can prove that
G1,i,1
(
V 1,i,1, ψ1,i, V 2,i,1
)
= 0, G2,i,1
(
V 2,i,1, ψ1,i, V 1,i,1
)
= 0,
i = 1, 2, . . . , Nx − 1. (89)
From (87)–(89), we conclude that V 1,i,1, V 2,i,1 and V 1,i,1, V 2,i,1, i = 0, 1, . . . ,
Nx, solve (26).
By the assumption of the theorem that U˜α,i,2, Ûα,i,2 i = 0, 1, . . . , Nx,
α = 1, 2, are ordered upper and lower solutions and from (85), it follows that
U˜α,i,2 and Ûα,i,2, i = 0, 1, . . . , Nx, α = 1, 2, are upper and lower solutions
with respect to, respectively, V α,i,1 and V α,i,1 i = 0, 1, . . . , Nx, α = 1, 2.
Indeed from (74a) and (85), we have
G1,i,2
(
U˜1,i,2, V 1,i,1, Û2,i,2
)
=
A1,i,2U˜1,i,2 − L1,i,2U˜1,i−1,2 −R1,i,2U˜1,i+1,2 + F1,i,2(U˜1,i,2, Û2,i,2)
− τ−1V 1,i,1 +G
∗
1,i,2 ≥ G1,i,2
(
U˜1,i,2, U˜1,i,1, Û2,i,2
)
≥ 0,
i = 1, 2 . . . , Nx − 1,
G2,i,2
(
Û2,i,2, V 2,i,1, U˜1,i,2
)
=
A2,i,2Û2,i,2 − L2,i,2Û2,i−1,2 −R2,i,2Û2,i+1,2 + F2,i,2(Û2,i,2, U˜1,i,2)
− τ−1V 2,i,1 +G
∗
2,i,2 ≤ G2,i,2
(
Û2,i,2, Û2,i,1, U˜1,i,2
)
≤ 0,
i = 1, 2 . . . , Nx − 1.
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By a similar manner, from (74b) and (85), we can prove that
G1,i,2
(
Û1,i,2, V 1,i,1, U˜2,i,2
)
≤ 0, G2,i,2
(
U˜2,i,2, V 2,i,1, Û1,i,2
)
≥ 0,
i = 1, 2 . . . , Nx − 1.
Using a similar argument as in (85), we can prove that the limits
lim
n→∞
U
(n)
α,i,2 = V α,i,2, lim
n→∞
U
(n)
α,i,2 = V α,i,2, i = 0, 1, . . . , Nx, α = 1, 2,
exist and solve (26) on the second time level m = 2.
By induction on m, m ≥ 1, we can prove that
lim
n→∞
U
(n)
α,i,m = V α,i,m, lim
n→∞
U
(n)
α,i,m = V α,i,m, i = 0, 1, . . . , Nx.
α = 1, 2, m ≥ 1.
Thus, (V 1,i,m, V 2,i,m) and (V 1,i,m, V 2,i,m), i = 0, 1, . . . , Nx, m ≥ 1, are solu-
tions of the nonlinear difference scheme (26).
We now assume that the reaction functions fα, α = 1, 2, satisfy (45) and
the two-sided constrains
−qα(p, tm) ≤ −
∂fα(p, tm, U)
∂uα′
≤ 0, U ∈ 〈Û (tm), U˜(tm)〉, p ∈ Ω
h
, (90)
α′ 6= α, α, α′ = 1, 2, m ≥ 1,
where qα(p, tm), α = 1, 2, are nonnegative bounded functions. It is assumed
that the time step τ satisfies the assumptions in (47).
Theorem 12. Suppose that functions fα(p, tm, U), α = 1, 2, satisfy (45) and
(90), where U˜(p, tm) and Û(p, tm) are ordered upper and lower solutions (21)
of (9). Let assumption (47) on time step τ be satisfied. Then the nonlinear
difference scheme (9) has a unique solution.
Proof. To prove the uniqueness of a solution to the nonlinear difference
scheme (9), it suffices to prove that
V α(p, tm) = V α(p, tm), p ∈ Ω
h
, α = 1, 2, m ≥ 1,
where (V 1(p, tm), V 2(p, tm)) and (V 1(p, tm), V 2(p, tm)), p ∈ Ω
h
, m ≥ 1, are
the solutions to the nonlinear difference scheme (9), which are defined in the
proof of Theorem 11. From (75) and Theorem 11, we obtain
U (n)α (p, tm) ≤ V α(p, tm) ≤ V α(p, tm) ≤ U
(n)
α (p, tm), p ∈ Ω
h
, α = 1, 2,
m ≥ 1. (91)
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Letting Wα(p, tm) = V α(p, tm)− V α(p, tm), from (9), we have(
Lhα(p, tm) + τ
−1
)
Wα(p, tm) +
[
fα(V α, V α′)− fα(V α, V α′)
]
+
[
fα(V α, V α′)− fα(V α, V α′)
]
− τ−1Wα(p, tm−1) = 0, p ∈ Ω
h,
Wα(p, tm) = 0, p ∈ ∂Ω
h, Wα(p, 0) = 0, p ∈ Ω
h
, α′ 6= α,
α, α′ = 1, 2, m ≥ 1.
Using the mean-value theorem (13), we obtain(
Lhα(p, tm) +
(
τ−1 +
∂fα(p, tm,Hα)
∂uα
))
Wα(p, tm) = (92)
∂fα(p, tm,Hα′)
∂uα′
Wα′(p, tm) + τ
−1Wα(p, tm−1), p ∈ Ω
h,
Wα(p, tm) = 0, p ∈ ∂Ω
h, m ≥ 1, Wα(p, 0) = 0, p ∈ Ω
h
,
V α(p, tm) ≤ Hα(p, tm) ≤ V α(p, tm), α
′ 6= α, α, α′ = 1, 2.
From here and (91), it follows that the partial derivatives satisfy (45) and
(90). If c1 ≥ 0 in (47), from (92) for m = 1, using (11), (45), (90) and taking
into account that Wα(p, 0) = 0, we conclude that
W (t1) ≤
τq1
1 + τc1
W (t1),
where
W (tm) = max
α=1,2
Wα(tm), Wα(tm) = ‖Wα(·, tm)‖Ωh ,
‖Wα(·, tm)‖Ωh = maxp∈Ωh
|Wα(p, tm)|, α = 1, 2.
From here, by the assumption on τ in (47) and taking into account that
W (tm) ≥ 0, we conclude that W (t1) = 0.
If c1 < 0 in (47), from (92) for m = 1, using (11), (45) and (90), we
conclude that
W (t1) ≤
τq1
1− τ |c1|
W (t1).
From here, by the assumption on τ in (47) and taking into account that
W (tm) ≥ 0, we conclude that W (t1) = 0.
By induction on m, we can prove that W (tm) = 0, m ≥ 1. Thus, we
prove the theorem.
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6.4 Convergence analysis
For the sequences {U
(n)
1,i,m, U
(n)
2,i,m} and {U
(n)
1,i,m, U
(n)
2,i,m} generated by (74), we
introduce the notation
G1(tm) =

∥∥∥G1 (U (n)1 (·, tm), U 1(·, tm−1), U (n)2 (·, tm))∥∥∥
p∈Ωh
, for (74a),
∥∥∥G1 (U (n)1 (·, tm), U 1(·, tm−1), U (n)2 (·, tm))∥∥∥
p∈Ωh
, for (74b),
(93)
G2(tm) =

∥∥∥G2 (U (n)2 (·, tm), U 2(·, tm−1), U (n)1 (·, tm))∥∥∥
p∈Ωh
, for (74a),
∥∥∥G2 (U (n)2 (·, tm), U 2(·, tm−1), U (n)1 (·, tm))∥∥∥
p∈Ωh
, for (74b),
where the residuals Gα
(
U
(n)
α (p, tm), Uα(p, tm−1), U
(n)
α′ (p, tm)
)
, α′ 6= α, α,α′
= 1, 2, are defined in (27), the notation of the norm from (11) is in use.
A stopping test for the block monotone iterative methods (74) is chosen
in the following form
max
m≥1
[G1(tm),G2(tm)] ≤ δ, (94)
where Gα(tm), α = 1, 2, are defined in (93), δ is a prescribed accuracy. On
each time level tm, m ≥ 1, we set up Uα(p, tm) = U
(nm)
α (p, tm), p ∈ Ω
h,
α = 1, 2, such that mn is the minimal number of iterations subject to (94).
Theorem 13. Let U˜(p, tm) and Û(p, tm) be ordered upper and lower so-
lutions (21) of (9). Suppose that functions fα(p, tm, U), α = 1, 2, satisfy
(51) and (90). Then for the sequences of solutions {U
(n)
1 (p, tm), U
(n)
2 (p, tm)}
and {U
(n)
1 (p, tm), U
(n)
2 (p, tm)} generated by (74), (94), the following estimate
holds
max
m≥1
max
α=1,2
‖Uα(·, tm)− U
∗
α(·, tm)‖Ωh ≤ Tδ. (95)
where Uα(p, tm) = U
(nm)
α (p, tm), nm is a minimal number of iterations sub-
ject to (94), and U∗α(p, tm), α = 1, 2, m ≥ 1, are the unique solutions to the
nonlinear difference scheme (9).
Proof. We consider the case of the sequence {U
(n)
1 (p, tm), U
(n)
2 (p, tm)}. On
a time level tm, m ≥ 1, from (9) for U1(p, tm), U2(p, tm) and U
∗
α(p, tm),
α = 1, 2 , we have(
Lh1(p, tm) + τ
−1
)
U1(p, tm) + f1(p, tm, U1, U2)− τ
−1U1(p, tm−1) =
G1
(
U1(p, tm), U 1(p, tm−1), U 2(p, tm)
)
, p ∈ Ωh,
U1(p, tm) = g1(p, tm), p ∈ ∂Ω
h, m ≥ 1, U1(p, 0) = ψ1(p), p ∈ Ω
h
,
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(
Lh2(p, tm) + τ
−1
)
U2(p, tm) + f2(p, tm, U2, U1)− τ
−1U2(p, tm−1) =
G2
(
U2(p, tm), U 2(p, tm−1), U 1(p, tm)
)
, p ∈ Ωh,
U2(p, tm) = g2(p, tm), p ∈ ∂Ω
h, m ≥ 1, U2(p, 0) = ψ2(p), p ∈ Ω
h
,
(
Lhα(p, tm) + τ
−1
)
U∗α(p, tm) + fα(p, tm, U
∗)− τ−1U∗α(p, tm−1) = 0,
p ∈ Ωh, α = 1, 2, U∗(p, tm) = g(p, tm), p ∈ ∂Ω
h,
U∗(p, 0) = ψ(p), p ∈ Ω
h
, m ≥ 1.
Letting W 1(p, tm) = U1(p, tm) − U
∗
1 (p, tm) and W 2(p, tm) = U
∗
2 (p, tm) −
U2(p, tm), p ∈ Ω
h
, m ≥ 1, from here and using the mean-value theorem, we
obtain (
Lh1(p, tm) +
(
τ−1 +
∂f1(p, tm,K1, U 2)
∂u1
)
I
)
W 1(p, tm) =
+
∂f1(p, tm, U
∗
1 ,K2)
∂u2
W 2(p, tm) + τ
−1W 1(p, tm−1)
+G1
(
U1(p, tm), U1(p, tm−1), U 2(p, tm)
)
, p ∈ Ωh,
W 1(p, tm) = 0, p ∈ ∂Ω
h, W1(p, 0) = 0, p ∈ Ω
h
, m ≥ 1,
(
Lh2(p, tm) +
(
τ−1 +
∂f2(p, tm,K2, U1)
∂u1
)
I
)
W 2(p, tm) =
+
∂f2(p, tm, U
∗
1 ,K1)
∂u2
W 1(p, tm) + τ
−1W 2(p, tm−1)
+G2
(
U2(p, tm), U 2(p, tm−1), U1(p, tm)
)
, p ∈ Ωh,
W 2(p, tm) = 0, p ∈ ∂Ω
h, W 2(p, 0) = 0, p ∈ Ω
h
, m ≥ 1,
where
U∗1 (p, tm) ≤ K1(p, tm) ≤ U1(p, tm),
U2(p, tm) ≤ K2(p, tm) ≤ U
∗
2 (p, tm), m ≥ 1.
From here, (51) and (90), by using (11), we obtain that
‖W 1(·, tm)‖Ωh ≤
1
τ−1 + q
(
q‖W 2(·, tm)‖Ωh + δ + τ
−1‖W 1(·, tm−1)‖Ωh
)
,
‖W 2(·, tm)‖Ωh ≤
1
τ−1 + q
(
q‖W 1(·, tm)‖Ωh + δ + τ
−1‖W 2(·, tm−1)‖Ωh
)
,
(96)
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where the notation of the norm from (11) is in use. Letting W (tm) =
max
{
‖W 1(·, tm)‖Ωh , ‖W 2(·, tm)‖Ωh
}
, from (96), we have
W (tm) ≤
1
τ−1 + q
(
qW (tm) + δ + τ
−1W (tm−1)
)
,
Taking into account that
1−
q
τ−1 + q
> 0,
it follows that
W (tm) ≤ τδ +W (tm−1).
From here, taking into account that W (t0) = 0, by induction on m, we
obtain that
W (tm) ≤ δ
m∑
ρ=1
τ ≤ δT.
Thus, we conclude that
‖W 1(·, tm)‖Ωh ≤ δT, ‖W 2(·, tm)‖Ωh ≤ δT.
By a similar argument, for the sequence {U
(n)
1 (p, tm), U
(n)
2 (p, tm)}, we can
prove that
‖W 1(·, tm)‖Ωh ≤ δT, ‖W 2(·, tm)‖Ωh ≤ δT.
Thus, we prove the theorem.
Theorem 14. Let the assumptions in Theorem 13 be satisfied. Then for the
sequences {U
(n)
1 (p, tm), U
(n)
2 (p, tm)} and {U
(n)
1 (p, tm), U
(n)
2 (p, tm)} generated
by (74), (94), the following estimate holds
max
m≥1
max
α=1,2
‖Uα(·, tm)− u
∗
α(·, tm)‖Ωh ≤ T
(
δ +max
m≥1
Em
)
, (97)
Em = max
α=1,2
‖Eα(·, tm)‖Ωh , m ≥ 1,
where Uα(p, tm) = U
(nm)
α (p, tm), α = 1, 2, m ≥ 1, nm is the minimal number
of iterations subject to the stopping test (94), u∗α(x, y, t), α = 1, 2, are the
exact solutions to (1), and Eα(p, tm), α = 1, 2, m ≥ 1, are the truncation
errors of the exact solutions u∗α(x, y, t), α = 1, 2, on the nonlinear difference
scheme (9).
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Proof. We denote V (p, tm) = u
∗(p, tm) − U
∗(p, tm), where the mesh vector
function U∗(p, tm) is the unique solution of the nonlinear difference scheme
(9). From (9), by using the mean-value theorem, we obtain that(
Lhα(p, tm) +
(
τ−1 +
∂fα(p, tm, Y )
∂uα
)
I
)
Vα(p, tm)− τ
−1Vα(p, tm−1)
+
∂fα(p, tm, Y )
∂uα′
Vα′(p, tm) = Eα(p, tm), p ∈ Ω
h, α′ 6= α,
α, α′ = 1, 2, V (p, tm) = 0, p ∈ ∂Ω
h, V (p, 0) = 0, p ∈ Ω
h
,
m ≥ 1,
where Yα(p, tm), α = 1, 2 lie between u
∗
α(p, tm) and U
∗
α(p, tm), α = 1, 2.
From here, (51) and (90), by using notation (11), it follows that
‖Vα(·, tm)‖Ωh ≤
1
τ−1 + q
(
q‖Vα′(·, tm)‖Ωh + τ
−1‖Vα(·, tm−1)‖Ωh + ‖Eα(·, tm)‖Ωh
)
.
Letting Vm = maxα=1,2 ‖Vα(·, tm)‖Ωh , m ≥ 1, we have
Vm ≤
1
τ−1 + q
(
qVm + τ
−1Vm−1 + Em
)
.
From here and taking into account that
1−
q
τ−1 + q
> 0,
we conclude
Vm ≤ Vm−1 + τEm. (98)
Since V0 = 0, for m = 1 in (98), we have
V1 ≤ τE1.
For m = 2 in (98), we obtain
V2 ≤ τ(E1 + E2),
and by induction on m, we can prove that
Vm ≤ τ
m∑
ρ=1
Eρ =
 m∑
ρ=1
τ
max
ρ≥1
Eρ, m ≥ 1.
Since
∑m
ρ=1 τ ≤ T , where T is the final time, we have
Vm ≤ T max
ρ≥1
Eρ. (99)
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We estimate the left hand side in (97) as follows
‖U (nm)α (·, tm)± U
∗
α(·, tm)− u
∗
α(·, tm)‖Ωh ≤ ‖U
(nm)
α (·, tm)− U
∗
α(·, tm)‖Ωh
+‖U∗α(·, tm)− u
∗
α(·, tm)‖Ωh ,
where U∗α(p, tm), α = 1, 2, are the exact solutions of (9). From here and
(99), we prove (97).
6.5 Construction of upper and lower solutions
To start the monotone iterative methods (74), on each time level tm, m ≥ 1,
initial iterations are needed. In this section, we discuss the construction of
initial iterations U˜α(p, tm) and Ûα(p, tm), α = 1, 2.
6.5.1 Bounded fu
Assume that the functions fα, gα and ψα, α = 1, 2, in (1) satisfy the condi-
tions
fα(x, y, t, 0α, uα′) ≤ 0, fα(x, y, t, uα, 0α′) ≥ −Mα, uα(x, y, t) ≥ 0,
(x, y, t) ∈ QT , gα(x, y, t) ≥ 0, (x, y, t)∂QT , ψα(x, y) ≥ 0,
(x, y) ∈ ω, α = 1, 2, (100)
where Mα, α = 1, 2, are positive constants and 0α means uα(x, y, t) = 0.
We introduce the functions
Ûα(p, tm) =
{
ψα(p), m = 0,
0, m ≥ 1,
p ∈ Ω
h
, α = 1, 2, (101)
and the linear problems(
Lhα(p, tm) + τ
−1
)
U˜α(p, tm) = τ
−1U˜α(p, tm−1) +Mα, p ∈ Ω
h,
(102)
U˜α(p, tm) = gα(p, tm), p ∈ ∂Ω
h, U˜α(p, 0) = ψα(p), p ∈ Ω
h
,
α = 1, 2, m ≥ 1.
Theorem 15. Let the assumptions in (100) be satisfied. Then Ûα, α = 1, 2,
from (101) and solutions U˜α, α = 1, 2, of the linear problems (102) are
ordered lower and upper solutions (21) to (9).
Proof. From (100) and (102) with m = 1, by using the maximum principle
in Lemma 1, we obtain that
U˜α(p, t1) ≥ 0, p ∈ Ω
h
, α = 1, 2.
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From here and (102) withm = 2, by using the maximum principle in Lemma
1, we have
U˜α(p, t2) ≥ 0, p ∈ Ω
h
, α = 1, 2.
By induction on m, we can prove that
U˜α(p, tm) ≥ 0, p ∈ Ω
h
, α = 1, 2, m ≥ 1.
From here and (101), we prove (21a).
We now prove (21b) for (U˜1(p, tm), Û2(p, tm)). We present the left hand
side of (21b) in the form
G1
(
U˜1(p, tm), U˜1(p, tm−1), Û2(p, tm)
)
= (103)(
Lh1(p, tm) + τ
−1
)
U˜1(p, tm) + f1(p, tm, U˜1, Û2)− τ
−1U˜1(p, tm−1),
p ∈ Ωh, m ≥ 1.
Using (102) for m ≥ 1, we obtain that
G1
(
U˜1(p, tm), U˜1(p, tm−1), Û2(p, tm)
)
=M1 + f1(p, tm, U˜1, 02),
p ∈ Ωh, m ≥ 1.
From here and using (100), it follows that
G1
(
U˜1(p, tm), U˜1(p, tm−1), Û2(p, tm)
)
≥ 0, p ∈ Ωh, m ≥ 1.
Similarly, we can prove that
G2
(
Û2(p, tm), Û2(p, tm−1), U˜1(p, tm)
)
≤ 0, p ∈ Ωh, m ≥ 1.
Thus, we prove (21b) for (U˜1(p, tm), Û2(p, tm)). By following a similar argu-
ment, we can prove (21b) for (Û1(p, tm), U˜2(p, tm)), that is,
G1
(
Û1(p, tm), Û1(p, tm−1), U˜2(p, tm)
)
≤ 0,
G2
(
U˜2(p, tm), U˜2(p, tm−1), Û1(p, tm)
)
≥ 0, p ∈ Ωh, m ≥ 1.
Since U˜α(p, tm), α = 1, 2, satisfy the boundary and initial conditions (21c),
Ûα(p, 0), α = 1, 2, satisfy the initial condition and Ûα(p, tm) = 0 ≤ gα(p, tm),
p ∈ ∂Ωh, α = 1, 2, we conclude that Ûα(p, tm) and U˜α(p, tm), α = 1, 2, from,
respectively, (101) and (102), are ordered lower and upper solutions (21) to
(9).
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6.5.2 Constant upper and lower solutions
Let the functions fα, gα and ψα, α = 1, 2, in (1) satisfy the conditions
fα(x, y, t, 0α, uα′) ≤ 0, fα(x, y, t,Kα, 0α′) ≥ 0, uα(x, y, t) ≥ 0,
(x, y, t) ∈ QT , 0 ≤ gα(x, y, t) ≤ Kα, (x, y, t) ∈ ∂QT , (104)
0 ≤ ψα(x, y) ≤ Kα, (x, y) ∈ ω, α
′ 6= α, α, α′ = 1, 2,
where K1, K2 are positive constants. Introduce the mesh functions
U˜α(p, tm) =
{
ψα(p), p ∈ Ω
h
, m = 0,
Kα, m ≥ 1,
α = 1, 2. (105)
Theorem 16. Suppose that the assumptions in (104) are satisfied. Then
the mesh functions Ûα(p, tm) and U˜α(p, tm), α = 1, 2, from, respectively,
(101) and (105), are ordered lower and upper solutions (21) to (9).
Proof. From (101) and (105), it is clear that the inequalities in (21a) are
satisfied. We now prove (21b) for (U˜1(p, tm), Û2(p, tm)). Using (105), we
write the left hand side of (21b) for m = 1 in the form
G1
(
U˜1(p, t1), ψ1(p), Û2(p, t1)
)
= f1(p, t1,K1, 02) + τ
−1(K1 − ψ1(p)),
p ∈ Ωh.
From here and (104), we conclude that
G1
(
U˜1(p, t1), ψ1(p), Û2(p, t1)
)
≥ 0, p ∈ Ωh.
From (104) and (105), using (21b) for m ≥ 2, we have
G1
(
U˜1(p, tm), U˜1(p, tm−1), Û2(p, tm)
)
= f1(p, tm,K1, 02) ≥ 0, p ∈ Ω
h.
Similarly, we can prove
G2
(
Û2(p, tm), Û2(p, tm−1), U˜1(p, tm)
)
≤ 0, p ∈ Ωh, m ≥ 1.
Thus, we prove (21b) for (U˜1(p, tm), Û2(p, tm)).
By a similar argument, we can prove (21b) for (Û1(p, tm), U˜2(p, tm)), that
is,
G1
(
Û1(p, tm), Û1(p, tm−1), U˜2(p, tm)
)
≤ 0,
G2
(
U˜2(p, tm), U˜2(p, tm−1), Û1(p, tm)
)
≥ 0, p ∈ Ωh m ≥ 1.
Since U˜α(p, t0), Ûα(p, t0) , α = 1, 2, satisfy the initial condition and U˜α(p, tm)
≥ gα(p, tm), Ûα(p, tm) ≤ gα(p, tm), p ∈ ∂Ω
h, α = 1, 2, at m ≥ 1, we conclude
that Û and U˜ from, respectively, (101) and (105), are ordered lower and
upper solutions (21) to (9).
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6.6 Applications
6.7 The Belousov-Zhabotinskii reaction diffusion system
The Belousov-Zhabotinskii reaction diffusion model [4] includes the metal-
ion-catalyzed oxidation by bromate ion of brominated organ materials. the
chemical reaction scheme is given by
A1+Y → X, X+Y → P1, A2+X → 2X+Z, 2X → P2, Z → λY,
where A1 and A2 are constants which represent reactants, P1 and P2 are
products, λ is the stoichiometric factor, and X, Y and Z are, respectively,
the concentrations of the intermediates HBrO2 (bromous acid), Br− (bro-
mide ion) and Ce(IV)(cerium). A simplified system of two equations [2] of
the above reactant scheme is governed by (1) with Lαuα = εα△uα, α = 1, 2,
where u1 and u2 represent, respectively, the concentrations X and Y . The
reaction functions are given by
f1 = −u1(a− bu1 − σ1u2), f2 = σ2u1u2, (106)
where a, b, σα, α = 1, 2, are positive constants. It is clear from (106) that fα,
α = 1, 2, are quasi-monotone nonincreasing functions (22). The nonlinear
difference scheme (9) is reduced to
(Lhα(p, tm) + τ
−1)Uα(p, tm) + fα(U)− τ
−1Uα(p, tm−1) = 0, p ∈ Ω
h,
Uα(p, tm) = gα(p, tm), p ∈ ∂Ω
h, m ≥ 1, (107)
Uα(p, 0) = ψα(p), p ∈ Ω
h
, α = 1, 2,
Lhα(p, tm)Uα(p, tm) = −εα
(
D2xUα(p, tm) +D
2
yUα(p, tm)
)
,
where fα, α = 1, 2, are defined in (106). To satisfy the assumptions in (104),
we choose constants Kα, α = 1, 2, in the following form
K1 ≥ max
(
a/b, max
(x,y,t)∈∂QT
g1(x, y, t), max
(x,y)∈ω
ψ1(x, y)
)
,
K2 ≥ max
(
max
(x,y,t)∈∂QT
g2(x, y, t), max
(x,y)∈ω
ψ2(x, y)
)
,
it follows that the mesh functions Ûα(p, tm) and U˜α(p, tm) from, respectively,
(101) and (105) are ordered lower and upper solutions to (107).
From (106), in the sector 〈Û(tm), U˜(tm)〉 = 〈0,Kα〉, we have
∂f1
∂u1
(U1, U2) = 2bU1(p, tm) + σ1U2(p, tm)− a ≤ 2bK1 + σ1K2, p ∈ Ω
h
,
∂f2
∂u2
(U1, U2) = σ2U1(p, tm) ≤ σ2K1, p ∈ Ω
h
,
−
∂f1
∂u2
(U1, U2) = −σ1U1(p, tm) ≤ 0, p ∈ Ω
h
,
−
∂f2
∂u1
(U1, U2) = −σ2U2(p, tm) ≤ 0, p ∈ Ω
h
, m ≥ 1,
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and the assumptions in (16) and (22) are satisfied with
c1 = 2bK1 + σ1K2, c2 = σ2K1.
From here, (101) and (105), we conclude that Theorem 10 holds for the
Belousov-Zhabotinskii reaction diffusion model (107).
6.8 Enzyme-substrate reaction diffusion model
In the enzyme-substrate model [4], the chemical reaction scheme is given
by E + S ⇋ ES → E + P , where E, S and P are, respectively, enzyme,
substrate and reaction product. Denote by u1(x, y, t) and u2(x, y, t) the
concentrations of S and E, respectively. Then the above reactant scheme is
governed by (1) with Lαuα = εα△uα, α = 1, 2. The reaction functions are
given by
f1 = a1u1u2 − b1(E0 − u2), f2 = a2u1u2 − b2(E0 − u2), (108)
where a positive constant E0 is the total enzyme, aα > 0, bα > 0, α = 1, 2,
are reaction constants. It is clear from (108) that fα, α = 1, 2, are quasi-
monotone nonincreasing functions (22). The nonlinear difference scheme (9)
is reduced to
(Lhα(p, tm) + τ
−1)Uα(p, tm) + fα(U)− τ
−1Uα(p, tm−1) = 0, p ∈ Ω
h,
Uα(p, tm) = gα(p, tm) ≥ 0, p ∈ ∂Ω
h, m ≥ 1, (109)
Uα(p, 0) = ψα(p), p ∈ Ω
h
, α = 1, 2,
Lhα(p, tm)Uα(p, tm) = −εα
(
D2xUα(p, tm) +D
2
yUα(p, tm)
)
,
where fα, α = 1, 2, are defined in (108).
Introduce the linear problem
(Lh1(p, tm) + τ
−1)V (p, tm) = τ
−1V (p, tm−1) +M0, p ∈ Ω
h, m ≥ 1,
V (p, tm) = g1(p, tm), p ∈ ∂Ω
h, V (p, 0) = ψ1(p), p ∈ Ω
h
,
M0 = const > 0, M0 > b1E0. (110)
We now prove that (V (p, tm), E0) and (0, 0) are ordered upper and lower
solutions (21) to (109). Firstly, we prove that V (p, tm) ≥ 0. From (110), for
m = 1, we obtain that
(Lh1(p, t1) + τ
−1)V (p, t1) = τ
−1ψ1(p) +M0, p ∈ Ω
h,
V (p, t1) = g1(p, t1), p ∈ ∂Ω
h, V (p, 0) = ψ1(p), p ∈ Ω
h
.
From here and taking into account that ψ1(p) ≥ 0, we have
(Lh1(p, t1) + τ
−1)V (p, t1) ≥ 0, p ∈ Ω
h.
V (p, t1) = g1(p, t1), p ∈ ∂Ω
h, V (p, 0) = ψ1(p), p ∈ Ω
h
.
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Using the maximum principle in Lemma 1, we conclude that
V (p, t1) ≥ 0, p ∈ Ω
h
.
From here and (110), for m = 2, by a similar manner, we conclude that
V (p, t2) ≥ 0, p ∈ Ω
h
.
By induction on m, we can prove that V (p, tm) ≥ 0, p ∈ Ω
h
, m ≥ 1.
From here, taking into account that the total enzyme E0 > 0 and (101), it
follows that (V (p, tm), E0) and (0, 0) satisfy (21a). We now prove (21b) for
(U˜1(p, tm), Û2(p, tm)) = (V (p, tm), 0). From (21b), by using (110), we obtain
that
G1
(
U˜1(p, tm), U˜1(p, tm−1), Û2(p, tm)
)
= f1(V, 0)+M0, p ∈ Ω
h, m ≥ 1.
From here, (108) and (110), we conclude that
G1
(
U˜1(p, tm), U˜1(p, tm−1), Û2(p, tm)
)
≥ 0, p ∈ Ωh, m ≥ 1.
Similarly, we prove that
G2
(
Û2(p, tm), Û2(p, tm−1), U˜1(p, tm)
)
≤ 0, p ∈ Ωh, m ≥ 1.
Thus, we prove (21b) for (U˜1(p, tm), Û2(p, tm)) = (V (p, tm), 0).
Now, from (21b) for (Û1(p, tm), U˜2(p, tm)) = (0, E0), we have
G1
(
Û1(p, tm), Û1(p, tm−1), U˜2(p, tm)
)
= f1(0, E0), p ∈ Ω
h, m ≥ 1.
From here and (108), we conclude that
G1
(
Û1(p, tm), Û1(p, tm−1), U˜2(p, tm)
)
= 0, p ∈ Ωh, m ≥ 1.
Similarly, we obtain that
G2
(
U˜2(p, tm), U˜2(p, tm−1), Û1(p, tm)
)
= 0, p ∈ Ωh, m ≥ 1.
Thus, we prove (21b) for (Û1(p, tm), U˜2(p, tm)) = (0, E0).
Taking into account that the total enzyme E0 satisfies E0 ≥ u2, we
conclude that (U˜1, U˜2) = (V,E0) and (Û1, Û2) = (0, 0) satisfy (21c). Thus,
we prove that (U˜1, U˜2) = (V,E0) and (Û1, Û2) = (0, 0) are ordered upper
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and lower solutions (21) to (109). From (108), in the sector 〈Û(tm), U˜ (tm)〉,
Û = (0, 0), U˜ = (V,E0), we have
∂f1
∂u1
(U1, U2) = a1U2(p, tm) ≤ a1E0, p ∈ Ω
h
, m ≥ 1,
∂f2
∂u2
(U1, U2) = a2U1(p, tm) + b2 ≤ a2V (p, tm) + b2, p ∈ Ω
h
, m ≥ 1,
−
∂f1
∂u2
(U1, U2) = −(a1U1(p, tm) + b2) ≤ 0, p ∈ Ω
h
, m ≥ 1,
−
∂f2
∂u1
(U1, U2) = −a2U2(p, tm) ≤ 0, p ∈ Ω
h
, m ≥ 1.
Thus, the assumptions in (16) and (22) are satisfied with
c1 = a1E0, c2(p, tm) = a2V (p, tm) + b2, p ∈ Ω
h
, m ≥ 1.
From here, (101) and (110), we conclude that Theorem 10 holds for the
enzyme-substrate reaction diffusion model (109).
7 Comparison of the block monotone Jacobi and
block monotone Gauss–Seidel methods
The following theorem shows that the block monotone Gauss–Seidel method
(74), (η = 1), converges not slower than the block monotone Jacobi method
(29), (η = 0).
Theorem 17. Let f(p, tm, U) in (9) satisfy (16) and (22), where U˜(p, tm) =
(U˜1(p, tm), U˜2(p, tm)) and Û(p, tm) = (Û1(p, tm), Û2(p, tm)) are ordered upper
and lower solutions (21) of the nonlinear difference scheme (9). Suppose that
{(U
(n)
1,i,m)J , (U
(n)
2,i,m)J}, {(U
(n)
1,i,m)J , (U
(n)
2,i,m)J} and {(U
(n)
1,i,m)GS , (U
(n)
2,i,m)GS},
{(U
(n)
1,i,m)GS , (U
(n)
2,i,m)GS} , i = 0, 1, . . . , Nx, α = 1, 2, m ≥ 1, are, respec-
tively, the sequences generated by the block monotone Jacobi method (74),
(η = 0) and the block monotone Gauss–Seidel method (74), (η = 1), where
(U
(0)
)J = (U
(0)
)GS = U˜ and (U
(0))J = (U
(0))GS = Û , then
(U
(n)
α,i,m)J ≤ (U
(n)
α,i,m)GS ≤ (U
(n)
α,i,m)GS ≤ (U
(n)
α,i,m)J , i = 0, 1, . . . , Nx,
α = 1, 2, m ≥ 1. (111)
Proof. We consider the case of the sequences {(U
(n)
1,i,m)J , (U
(n)
2,i,m)J} and
{(U
(n)
1,i,m)GS , (U
(n)
2,i,m)GS}. From (29), we have
A1,i,m(U
(n)
1,i,m)J + c1,m(U
(n)
1,i,m)J = c1,m(U
(n−1)
1,i,m )J + L1,i,m(U
(n−1)
1,i−1,m)J
+R1,i,m(U
(n−1)
1,i+1,m)J − F1,i,m(U
(n−1)
1,i,m , U
(n−1)
2,i,m )J + τ
−1(U1,i,m−1)J
−G∗1,i,m, i = 1, 2, . . . , Nx − 1, (U
(n)
1,i,m)J = g1,i,m,
i = 0, Nx, m ≥ 1, (U1,i,0)J = ψ1,i, i = 0, 1, . . . , Nx.
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A1,i,m(U
(n)
1,i,m)GS + c1,m(U
(n)
1,i,m)GS = c1,m(U
(n−1)
1,i,m )GS
+L1,i,m(U
(n)
1,i−1,m)GS +R1,i,m(U
(n−1)
1,i+1,m)GS − F1,i,m(U
(n−1)
1,i,m , U
(n−1)
2,i,m )GS
+τ−1(U 1,i,m−1)GS −G
∗
1,i,m, i = 1, 2, . . . , Nx − 1,
(U
(n)
1,i,m)GS = g1,i,m, i = 0, Nx, m ≥ 1, (U1,i,0)GS = ψ1,i,
i = 0, 1, . . . , Nx.
From here, letting W
(n)
α,i,m =
(
U
(n)
α,i,m
)
GS
−
(
U
(n)
α,i,m
)
J
, i = 0, 1, . . . , Nx, α =
1, 2, m ≥ 1, we have
A1,i,mW
(n)
1,i,m + c1,mW
(n)
1,i,m = c1,mW
(n−1)
1,i,m (112)
+L1,i,m
(
(U
(n)
1,i−1,m)GS − (U
(n−1)
1,i−1,m)J
)
+R1,i,mW
(n−1)
1,i+1,m
−F1,i,m
(
U
(n−1)
1,i,m , U
(n−1)
2,i,m
)
GS
+ F1,i,m
(
U
(n−1)
1,i,m , U
(n−1)
2,i,m
)
J
+τ−1
(
(U 1,i,m−1)GS − (U 1,i,m−1)J
)
, i = 1, 2, . . . , Nx − 1,
W
(n)
1,i,m = 0, i = 0, Nx, m ≥ 1.
By using Theorem 10, we have
(
U
(n)
1,i,m
)
GS
≤
(
U
(n−1)
1,i,m
)
GS
, i = 0, 1, . . . , Nx,
m ≥ 1. From here and (112), we obtain
A1,i,mW
(n)
1,i,m + c1,mW
(n)
1,i,m ≤ c1,mW
(n−1)
1,i,m + L1,i,mW
(n−1)
1,i,m (113)
+R1,i,mW
(n−1)
1,i+1,m − F1,i,m
(
U
(n−1)
1,i,m , U
(n−1)
2,i,m
)
GS
+F1,i,m
(
U
(n−1)
1,i,m , U
(n−1)
2,i,m
)
J
+ τ−1
(
(U1,i,m−1)GS − (U1,i,m−1)J
)
,
i = 1, 2, . . . , Nx − 1, W
(n)
1,i,m = 0, i = 0, Nx, m ≥ 1.
Taking into account that (A1,i,m + c1,mI)
−1 ≥ O, L1,i,m ≥ O, R1,i,m ≥ O,
i = 1, 2, . . . , Nx− 1, m ≥ 1, for n = 1 in (113), on the first time level m = 1,
in view of (U
(0)
1,i,m)GS = (U
(0)
1,i,m)J and W
(0)
1,i,m = 0, we conclude that
W
(1)
1,i,1 ≤ 0, i = 0, 1, . . . , Nx.
For n = 2 in (113) and using notation (18), we obtain
(A1,i,1 + c1,1)W
(2)
1,i,1 ≤ L1,i,1W
(1)
1,i,1 +R1,i,1W
(1)
1,i+1,1
+Γ1,i,1
(
(U
(1)
1,i,1, U
(1)
2,i,1)GS
)
− Γ1,i,1
(
(U
(1)
1,i,1, U
(1)
2,i,1)J
)
i = 1, 2, . . . , Nx − 1, W
(2)
1,i,1 = 0, i = 0, Nx.
Taking into account that (A1,i,1 + c1,1I)
−1 ≥ O, L1,i,1 ≥ O, R1,i,1 ≥ O,
i = 1, 2, . . . , Nx − 1, and W
(1)
1,i,1 ≤ 0, by using (23), we have
W
(2)
1,i,1 ≤ 0, i = 0, 1, . . . , Nx,
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where U and V in (23) are taken in the form
U =
(
(U
(1)
1,i,1)J , (U
(1)
2,i,1)GS
)
, V =
(
(U
(1)
1,i,1)GS , (U
(1)
2,i,1)J
)
. (114)
By induction on n, we can prove that
W
(n)
1,i,1 ≤ 0, i = 0, 1, . . . , Nx, n ≥ 1.
Similarly, by using the property
(
U
(n−1)
2,i,m
)
GS
≤
(
U
(n)
2,i,m
)
GS
in Theorem 10,
we prove that
W
(n)
2,i,1 ≥ 0, i = 0, 1, . . . , Nx, n ≥ 1.
On the second time level m = 2, taking into account that (A1,i,2 +
c1,2I)
−1 ≥ O, L1,i,2 ≥ O, R1,i,2 ≥ O, i = 1, 2, . . . , Nx − 1, W
(0)
1,i,2 = 0 and
W 1,i,1 ≤ 0, from (113), we have
W
(1)
1,i,2 ≤ 0, i = 0, 1, . . . , Nx.
For n = 2 in (113) and using notation (18), we obtain
(A1,i,2 + c1,2)W
(2)
1,i,2 ≤ L1,i,2W
(1)
1,i,2 +R1,i,2W
(1)
1,i+1,2
+Γ1,i,2
(
(U
(1)
1,i,2, U
(1)
2,i,2)GS
)
− Γ1,i,2
(
(U
(1)
1,i,2, U
(1)
2,i,2)J
)
+τ−1
(
(U1,i,1)GS − (U 1,i,1)J
)
, i = 1, 2, . . . , Nx − 1,
W
(2)
1,i,1 = 0, i = 0, Nx.
Taking into account that (A1,i,2 + c1,2I)
−1 ≥ O, L1,i,2 ≥ O, R1,i,2 ≥ O,
i = 1, 2, . . . , Nx − 1, W
(1)
1,i,2 ≤ 0 and W 1,i,1 ≤ 0, by using (23), we have
W
(2)
1,i,2 ≤ 0, i = 0, 1, . . . , Nx,
where U and V in (23) are taken similar to (114) with m = 2.
By induction on n, we can prove that
W
(n)
1,i,2 ≤ 0, i = 0, 1, . . . , Nx.
By induction on m, we can prove that
W
(n)
1,i,m ≤ 0, i = 0, 1, . . . , Nx, m ≥ 1.
By a similar argument, we can prove that
W
(n)
2,i,m ≥ 0, i = 0, 1, . . . , Nx, m ≥ 1.
Thus, we prove (111) for {(U
(n)
1,i,m)J , (U
(n)
2,i,m)J} and {(U
(n)
1,i,m)GS , (U
(n)
2,i,m)GS}.
By a similar manner, we can prove (111) for {(U
(n)
1,i,m)J , (U
(n)
2,i,m)J} and
{(U
(n)
1,i,m)GS , (U
(n)
2,i,m)GS}.
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