A tool for verification of distributed systems defined using standard SDL-96 is described. The SDL description is automatically translated into a high-level Petri net model which is analyzed using the Maria reachability analyzer. Compared to manual design of a formal model for the system this saves a lot of time and greatly reduces the human mistakes in creating the model. The design process is also considerably more efficient because it is possible to check that the system is correct at a very early stage. Methods to reduce the complexity of the analysis both at the modeling and at the analysis level are discussed.
Introduction
Parallel and distributed systems are difficult to design and test. The difficulty of reproducing errors makes the use of special tools necessary. One possibility is to transform the system description into a formal model which is analyzed. There are many formal analysis methods, but reachability analysis is best suited for automatic analysis. In this method, all the reachable states of the system are created from the model, and usually the required properties are checked at creation time using model checking.
A major problem with reachability analysis is the so called state space explosion: even simple systems can generate a huge number of different states. To some extent, the explosion can be relieved using methods such as abstraction, partial order reduction, symmetries, and modular state space generation. For various reasons, commercial and academic tools tend to differ with respect to availability of such methods. Considering SDL, let us quote one of the VERILOG White Papers on OBJECTGEODE [1] :
Limitations in graph exploration come from the memory space available on your machine. Exhaustive simulation will stop when there is no more memory available. However, to allow for the evaluation of industrial-size models, the property checking facility implemented in the Simulator is performed on-the-fly.
The mere principle of on-the-fly verification alleviates state space explosion only when there is a counterexample/witness of a kind being looked for. So, something more is needed if we want to alleviate state space explosion regardless of the truth value of the property of interest. The differences between commercial and academic tools with respect to formal methods in general are discussed in the paper [2] that describes the IF toolset that contains an explicit verification backend for OBJECTGEODE.
Another problem with reachability analysis is the creation of the model. Usually this is done manually and is the most time consuming and error-prone part of the complete analysis of a system. This problem can be relieved by performing automatic translation of the system description language into the input language of the reachability analyzer. After the analysis, the results should be translated back and presented in terms of the system description language to make them easier to understand [3, 4] . The Emma tool [5] works in this way. It uses the programming language TNSDL, a dialect of SDL-88, as a system description which is translated into the high-level Petri net description language of the reachability analysis tool PROD [6, 7] .
The main problem with PROD, as with other traditional Petri net analyzers, is the lack of data types -only integers and enumerated symbolic constants are directly supported in all phases of analysis although indirect support is much wider because PROD allows an arc expression to call a function written in the C programming language. Even so, dealing with structured data types requires explicit encoding and decoding. This is especially problematic with SDL because it has a fairly large data type system. This led to the development of a new analyzer, Maria [8, 9] , which has a very developed type system and makes the translation of SDL data types easy.
The possibility to define data type constraints is also important (even against state space explosion because some methods prefer types of small effective cardinality). Maria is modular because it is important to be able to easily add new analysis methods and new efficient algorithms. There is no analysis method which would be the "best" for all types of systems. The most efficient methods are good at analyzing only a narrow class of systems and therefore many different methods must be used by the analyzer.
The input language of Maria corresponds to algebraic system nets which are high-level Petri nets similar to the nets used in PROD. Considering storage of states and state transitions as vertices and edges in a reachability graph, Maria has a high degree of compression of information. Moreover, Maria is able to construct any reachability graph that has a few million vertices and edges such that a single vertex or edge requires at most a few thousand bits of storage space. This ability is almost independent of the amount of actual memory because the file system is utilized. The model checker [10] of Maria can handle requirement specifications written as linear time temporal logic formulas with fairness constraints incorporated in the model. An explicit interface to fairness constraints simplifies the overall verification process when compared to almost any indirect way of expressing such constraints.
The translation of the system description language into the input language of the analyzer is performed by a front-end of the analyzer. The Emma front-end was made for PROD but has been rewritten for Maria. However, it turned out to be less than feasible to revise the implementation in such a way that Emma would have taken advantage of all the features offered by Maria. It was thus decided to design a new front-end for standard SDL [11] . The new front-end, SDL2PN, uses the ideas of Emma but it has much more efficient translations which take advantage of the possibilities of Maria.
High-Level Petri Nets
A Petri net is a directed bipartite graph with two kinds of vertices, places and net transitions. The places and net transitions are connected by arcs. An arc can only connect a place to a net transition and vice versa -never a place to a place or a net transition to a net transition.
The places, net transitions and arcs are annotated with expressions. The annotations of the places are called markings (multisets of tokens) and are changed dynamically. A marking, mapping each place to the set of multisets of tokens, defines the state of the system. The net transitions have static annotations called gates: predicates using variables from the expressions on the arcs. The annotations on the arcs connected to a net transition are expressions with variables that are local to the net transition.
The labeled graph formed by a net and its gates and arc expressions is the static part of the net. The places have an initial marking which is the starting point for the dynamic part of the net: the token game. A binding of variables of a net transition enables the net transition at a marking if and only if the corresponding value of the gate predicate is true and the flow of tokens corresponding to the values of the arc expressions is realizable. Such a binding can (but does not have to) be fired which means that the flow in question is realized: multisets corresponding to the input arc expressions are removed from the respective input places, and multisets corresponding to the output arc expressions are inserted into the respective output places. Some of the inserted tokens can be among the removed tokens. This can be thought of as a mechanism of testing the presence of the token.
The SDL2PN Front-End
In Emma, the TNSDL compiler is used to parse the TNSDL program, and Emma is really only a model generator whereas the new SDL2PN front-end has its own SDL parser [12] . In a sense, it is an advantage in Emma that the TNSDL compiler is used because it is the same compiler which produces C code for the implementation. Thus the model is very close to the real system.
On the other hand, the standard SDL front-end should be used in a very early stage in the design process. Then possible errors are found already in the specification phase and are less expensive to correct than when the implementation is ready. It is also easier to analyze a specification before it has a lot of implementation details. The drawback is that errors may be introduced in the implementation stage.
Static Analysis
The front-ends Emma and SDL2PN perform a static analysis of the SDL system. This includes detection of potential receivers of a signal sent in an OUTPUT statement (cf. Sect. 4.3). From the point of view of overall efficiency of verification, it is obvious that static analysis should be developed to perform automatic abstraction of the model and to do data flow analysis as well as to automatically create data value range constraints.
Dominating Translation Principles at the Moment
In SDL2PN, queues are modeled using different places for different processes, but all instances of the same process use the same queue place. The control places, corresponding to the control points before (and after) each SDL statement, have been folded into one program counter place. In order to ensure straightforward translation of the flow of control, the SDL statements are identified by unique numbers.
Translating Data Types
Implementing all data types of SDL in a reachability analysis tool does not necessarily pay off. For example, there is no general discretization scheme for real numbers that would ensure feasible reachability analysis. Thus it is wise to perform discretization on the SDL level before using a reachability analysis tool.
One important data type which is supported by Maria is the queue type. In contrast to the approaches in [5, 13, 14] , internal operations on a queue implemented with this data type do not create intermediate states. However, it is reasonable to have alternative ways for modeling a queue. For example, when some low-level net method is to be used for relieving the state space explosion problem, it is actually wise to generate intermediate states caused by internal operations of a queue. Moreover, it is possible to use path compression (cf. Sect. 6) by combining low-level net methods with on-the-fly elimination of intermediate states. Such a combination approximates the ideal that the reachability graph would not have such states at all.
In SDL2PN, simple types are translated first, then user-defined types and then the signal types. Last, the complex data types are generated. Maria has a strongly typed input language which is important in the analysis because type errors are detected when the reachability graph is generated. Typically this means that there are errors in the model.
Translating SDL Statements
SDL2PN usually does not need more than one net transition for modeling a single SDL statement. The statements are translated in such a way that a transition modeling a statement (see Fig. 1 ) updates the program counter field of the process instance in the process control place Control X (one for each process). All tokens in Control X are tagged with the PID of the process instance and the recursion level.
A full description of the translation principles can be found in the final version of [15] , but a few examples are considered below. The expressions in the pictures below follow the syntax of Maria with the exception that Maria does not have any actual tuple delimiters (" " and " ") and does not use "+" as a multiset union operator.
The TASK Statement
As an example of a simple SDL statement, the translation of the statement task v(w) := w is shown in Fig. 1 . The net transition is enabled when the process control place Control X contains a token pid,rec,pc . In a corresponding event of firing, this token is removed, and a new token pid,rec,newpc , where newpc refers to the next SDL statement, is stored in Control X.
All the places representing SDL variables, here Variable V and Variable W, which are used in the assignment must be connected to the net transition. For the variables on the right-hand side of the assignment, the values are simply restored, whereas the value of the left-hand side variable is updated. If the expression to the right contains nested procedure calls, the assignment statement is divided into several statements with simple procedure calls.
INPUT Statements
Some SDL statements operate on the queue, e.g. the INPUT statement. Every process X has a queue place Queue X. As mentioned before, Maria has a builtin queue type. For example, the local net transition variable buffer in Fig. 2 represents a queue containing elements of type signal t.
The Maria queue type has a unary "/"-operator for denoting the current number of elements in the queue, a unary "*"-operator for denoting the frontmost element of the queue, and a unary "-"-operator for denoting the queue obtained by removing the frontmost element. In Fig. 2 , these operators are used on the local variable buffer, and the gate expression checks that there is at least one element in the queue and that the frontmost signal is tagged by the tag sig of the "disjoint union type" signal t.
There is a common PID expression place for all processes in the system. It contains tokens consisting of four PID values: the process identifier of the process instance and one for each special expression: SENDER, PARENT, and OFFSPRING. As one might guess, a net transition representing an INPUT statement updates the contents of the PID expression with SENDER. Due to the possibility of parameters in a signal, some variables of the process receiving the 
OUTPUT Statements
The translation of OUTPUT statements is complicated in the general case. One reason for this is that SDL allows a situation where only one reception takes place but the receiver is chosen dynamically. Another reason is that there is the possibility of broadcasting: that is, a signal may be received by one of several receivers. Fortunately, if the SDL description uses only basic structural components such as block, process, channel and signal route, it is straightforward to determine the set of potential receivers. Signal constraints and VIA restrictions are also easy to support.
Creating and Deleting Processes
Using high-level Petri nets, it is no problem to model dynamic constructs such as creating and destroying process instances. Some analysis tools (for example the version of the SPV tool described in [16] ) exclude dynamic constructs, and so one might get the impression that there would be some fundamental difficulty. 
Fig. 3. A Create Net Transition
In Fig. 3 modeling the CREATE statement, a new instance of process Y is created by putting new tokens into places Control Y, Queue Y, Variable V, and PID expression. All these tokens are tagged with the identifier npid taken from the process identifier pool place PID pool (common for the whole system). The standard [11] in a sense assumes an unlimited supply of unique process identifiers, whereas in concrete reachability analysis, it is more or less necessary to have a sufficiently small upper bound on the number of available PIDs. The place free PID represents the number of currently available PIDs. On the other hand, SDL itself has an explicit mechanism for restricting the number of process instances associated with a process definition. The place Count Y represents the number of currently available PIDs within the restriction given in the SDL description.
A process may have formal parameters, which are replaced by actual parameters when the CREATE statement is interpreted. The process parameters are modeled as normal variables, and places are generated for each of them. The net transition corresponding to the statement is then responsible for updating the contents of those places.
A net transition for a STOP statement is essentially the opposite of the CREATE transition: all tokens with the given PID are removed.
Procedures
The SDL procedure body is translated in the same way as a process body, but a procedure call has a unique wait number which is used as a program counter value of the calling process. Thus the process cannot proceed until a RETURN net transition removes the wait number and replaces it with the number of the SDL statement following the procedure call.
Each procedure has a procedure place similar to the process place of a process, but the tokens in the procedure place also contain the wait number. This is necessary for distinguishing several calls to the same procedure. Each call to the same procedure in a process must have separate RETURN net transitions because they have different SDL statements as successors.
The procedure parameters are handled in the same way as process parameters. If a parameter should return a value, the RETURN net transition must move these values to the place of the actual parameters.
Timers
The modeling of timers in SDL can only be approximated using Petri nets because there is no concept of time in this formalism and the use of Timed Petri nets was not considered due to difficulties in analysis. It is, however, possible to have a useful approximation defined by order of execution. It is simple to define an expiration window using SDL statements and the corresponding net transitions. The basic idea of expiration windows is the same as in the Emma tool [4] . One net transition can "open" the window by putting a token into a special timer lock place and the timer is allowed to expire. Another net transition can "close" the window by removing the lock token from the timer lock place and the timer can no more expire. The reachability analysis will check all possible cases: it will let the timer expire in all possible states when the window is open.
Analysis of SDL Using Maria
Much effort in the design of SDL2PN has been put into ensuring that the tool can handle industrial-size systems. The RLC (Radio Link Control ) protocol (a UMTS radio network layer protocol and an OSI data link layer protocol) has been and is being used as a test case. SDL2PN is expected to be able to handle an SDL/PR description that corresponds to the 56-page SDL/GR description [17] of the protocol. Since the end of the year 2001, SDL2PN has been able to handle most of the needed constructs.
In parallel with the development of SDL2PN, there was an explicit analysis project on RLC. In that project, several Maria models of the SDL specification of the protocol were manually constructed. Due to carefully selected abstractions, certain fundamental positive analysis results were eventually obtained [18, 19] . One of the lessons learnt in the project was that manual modeling and abstraction is is extremely error-prone, whereas even a single mistake can cause false positive or false negative analysis results. Proceeding towards more and more automatic analysis is reasonable in many respects. This does not mean that interactive analysis could or should be totally avoided.
Alleviating State Space Explosion
Here we consider basically two classes of methods that try to alleviate state space explosion: partial order reduction methods and symmetry methods. The primary motivation for this choice is that the HUT-TCS laboratory has long experience of these methods, including implementations. On the other hand, results reported by research groups in this field during the last two decades indicate that these two classes are "industrially relevant". Moreover, many contexts allow combining these two classes with other classes (including with each other) in such a way that the combination pays off in the form of a reduced verification cost.
Partial Order Reduction Methods
The semantics of SDL makes it possible to use a simple reduction method in the model. Because processes are completely independent of each other and in principle only communicate by sending messages, it is possible to remove unnecessary interleaving in the analysis by using a resource place containing a single token. One process only can take the resource token and proceed until it communicates with other processes. Then the resource token must be released and put back into the resource place where any other process can take it. The resource token implements a kind of static partial order reduction. Though the resource place technique is easy to implement and was implemented in Emma [5, 4] , it tends to be blind to some typical forms of redundant interleavings: for example, reading from and writing to a queue when the queue is neither empty nor full. (Though full queues do not exist according to the standard [11] , truly unbounded queues cannot be implemented. On the other hand, assuming some small capacity on a queue is a classical restriction technique in reachability analysis.) It is therefore motivation to provide some more powerful forms of partial order reduction implemented in the total tool formed by SDL2PN and Maria.
The term "partial order reduction method" can be understood in many ways, but here we assume that the method basically constructs a subgraph of the full reachability graph state by state in such a way that at each encountered state, the reduced set of immediate successor states is a subset of all immediate successor states, the subset being determined by an algorithm designed for the purpose. The requirements of such an algorithm depend on the verification task. For each infinite or terminal-state-ended path starting from the initial state in the full reachability graph, the constructed subgraph has a path that represents an equivalent observable behavior, the equivalence depending on the context. A characteristic feature in partial order reduction methods is that the actionbased label of the "representative path" can be obtained from the action-based label of the "original path" simply by changing the order of some "important" actions and, optionally, by inserting some "unimportant" actions into arbitrary positions. The article [20] is a good state-of-the-art description, with emphasis on industrial applicability and on connections to other methods.
Much of the essence of partial order reduction methods is captured by the following naive characterization: "Some orders do not matter. Unfortunately, some orders do matter." Let us look at the message sequence charts in Fig. 4 . The displayed charts illustrate the fact that as far as continuation of communication is concerned, the order of receptions of C and D is more important than the order of receptions of B and C. Note that there is no way to continue the behavior expressed by the rightmost chart.
Path compression means a sequence of graph transformation operations such that each single operation replaces some path by a single edge. Path compression can be used together with partial order reduction methods, whereas it is often the case that a path compression algorithm "induces" a partial order reduction algorithm (in the sense that a correctness proof for the former can be used as a correctness proof of the latter).
Let us consider the state-of-the-art of partial order reduction methods among SDL tools. SDLcheck [21, 22] uses COSPAN [23, 24] in such a way that all decisions concerning partial order reduction and path compression are made during the translation from SDL to the input language of COSPAN. IF [2, 26, 27] and PEP [13, 28] support partial order reduction in the sense that they produce input to SPIN [29, 30] that has various ways of partial order reduction and path compression. PEP itself has a partial order method based on net unfoldings, but certain combinatorial aspects complicate the practice of that method in the [16] supports partial order reduction in the sense that it produces input to CPN/Tools [31] that has a partial order reduction method. Considering the two latest high-level Petri net analysis tools developed at HUT-TCS (PROD [6, 7] and Maria [8, 9] ) both tools have path compression, but only PROD has a "wide service" partial order reduction method. A explanation of this situation is that Maria is to have a partial order reduction method that is tailored for the case that the input comes from the SDL front-end. Due to fundamental similarity between SDL and the input language of SPIN, Maria is likely to have SPIN-style processes and SPIN-style algorithms. So far, the only considered true alternative to SPIN-style solutions is to split atomic actions and optimize the representation of data until there is a net that can be unfolded into a low-level net where PROD-style algorithms are both applicable and useful. 
Symmetry Methods
Recognition of symmetries is a general mathematical way to reduce the amount of work needed for solving a problem. So, it is not surprising that they can be used for alleviating state space explosion as well. Several kinds of symmetries can be recognized and utilized, almost regardless of the modeling formalism. Figure 5 displays an SDL system where a symmetry is easy to recognize just by looking at the diagrams of the processes.
For convenience, let us skip the dynamics of symmetry methods and only consider the question of tool support. COSPAN has algorithms for symmetry reduction, and those algorithms apparently support SDLcheck via translation. CPN/Tools has a symmetry method, and the method apparently supports SPV via translation. Among tools that do not have any well known interface for SDL yet, Murφ [32] and SMC [33] support reduction by symmetries. Maria is to have a symmetry method based on the work presented in [34] .
Conclusions
The SDL2PN front-end for the Maria analyzer has been implemented to automatically transform standard SDL descriptions to high-level Petri nets which can be analyzed by Maria. Most of those features of SDL-96 that are not yet supported by SDL2PN were explicitly excluded in the supervising group meetings of the Maria and Anna-Maria projects where the overall design decisions on SDL2PN were made.
The front-end adds to the model net constructs which makes the analysis more efficient by reducing unnecessary interleavings. On the other hand, reduction methods are needed in the analyzer itself better in order to make the analysis useful also for real, industrial-size SDL descriptions.
