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Summary
For two vast families of mixture distributions and a given prior, we provide unified representations of pos-
terior and predictive distributions. Model applications presented include bivariate mixtures of Gamma
distributions labelled as Kibble-type, non-central Chi-square and F distributions, the distribution of R2 in
multiple regression, variance mixture of normal distributions, and mixtures of location-scale exponential
distributions including the multivariate Lomax distribution. An emphasis is also placed on analytical rep-
resentations and the relationships with a host of existing distributions and several hypergeomtric functions
of one or two variables.
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1. Introduction
Mixture models are ubiquitous in probability and statistics. Such models, whether they are finite
mixture models, mixtures of Poisson, exponential, gamma or normal distributions, etc., are quite
useful and appealing for best representing data and heterogeneous environments. As well, distri-
butional properties of mixture models are often quite elegant and instructive. However, analytical
and numerical challenges are present and well documented, namely in terms of likelihood-based and
Bayesian inference.
It is also the case that several familiar distributions are representable in terms of mixtures, and
that such representation facilitates the derivation of various statistical properties and approaches
to statistical inference. Prominent examples include the noncentral chi-square, Beta, and Fisher
distributions, which arise typically in relationship to quadratic forms in normal linear models. Other
important examples include the distribution of the square of a multiple correlation coefficient (R2)
in a standard multiple regression linear model with normally distributed errors, as well as the vast
class of univariate or bivariate Gamma mixtures which include the Kibble distribution (see Example
1.1).
We consider mixture models for summary statistics X, Y ∈ Rd which are of one of the following
two types:
Type I : X|K ∼ fK with K ∼ gθ, Y |J ∼ qJ with J ∼ hθ ; (1.1)
Type II : X|K ∼ fθ,K with K ∼ g, Y |J ∼ qθ,J with J ∼ h ; (1.2)
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The classification of these types will be adhered to and seems to be a natural way to present
the various expressions and examples that make up this paper. In the above models, the mixing
variables K, J will typically be either a discrete or continuous univariate distribution, but more
generally K, J ∈ K. The parameter θ ∈ Rp is unknown and a prior density will be assumed.
Otherwise the densities fk, fθ,k, qj, and qJ,θ will be assumed known (except for the value of θ) and
absolutely continuous with respect to a σ−finite measure ν. Similarly, the densities g and gθ for K,
as well as h and hθ for J , will be assumed to be known and absolutely continuous with respect to
a σ−finite measure µ. Examples will include both discrete and continuous mixing for K and J , as
well as discrete and continuous models for the conditional distributions X|K = k and Y |J = j.
We provide analytical expressions for Bayesian posterior distributions for θ based on X, as well as
Bayesian predictive densities for Y based onX. We are particularly interested in eliciting the general
structures driving these Bayesian solutions. We also strive for elegant and concise representations,
informative connections, and aim to present various illustrations and applications. Although the
findings are quite general, model applications that we present include bivariate mixtures of Gamma
distributions that we label as Kibble-type, non-central Chi-square and F distributions, the dis-
tribution of R2 in multiple regression, variance mixture of normal distributions, and mixtures of
location-scale exponential distributions including the multivariate Lomax distribution. For bivari-
ate gamma mixtures, which we focus on in Section 4, we also consider bivariate prior distributions
with dependence structures, in particular as occurring under an order restriction on the parame-
ters. The posterior and predictive distribution decompositions in this work follow familiar paths,
but the analytical representations provided are nevertheless unified, useful and insightful, and lead
to simplifications in Bayesian posterior analyses. This is also the case where we purposely exploit
the mixture representation of a familiar distribution.
Here is a first illustration of Type I and Type II mixtures, which will be addressed more generally
in Sections 3 and 4 respectively.
Example 1.1. The Kibble bivariate distribution (Wicksell, 1933; Kibble, 1941) for X = (X1, X2),
admits the following mixture representation:
X1, X2|K ∼ind. G(ν +K, 1− ρ
λ1
) and G(ν +K,
1− ρ
λ2
), with K ∼ NB(ν, 1− ρ) . (1.3)
Here ν, λ1, λ2 > 0, and ρ ∈ [0, 1). Such a distribution originates for instance in describing the joint
distribution of sample variances generated from a bivariate normal distribution with correlation
coefficient ρ. The cases ρ = 0 reduce to Xi ∼indep. G(ν, 1λi ). Now, observe that we have a Type I
mixture if θ = ν with known λ1, λ2, ρ, and a Type II mixture for θ = (λ1, λ2); or again θ = (1−ρλ1 ,
1−ρ
λ2
);
with known ν, ρ. A third type of mixture arises when ρ is unknown, but will not be further addressed
in this paper. The mixing representation of the Kibble distribution has been exploited in a critical
fashion for Bayesian analysis by Iliopoulos et al. (2005).
2. Notations and definitions
Here are some notations and definitions used throughout concerning some special functions and
various distributions that appear below, related either to the model, the mixing variables, the prior,
the posterior, or the predictive distribution.
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In what follows, we denote P(θ) as the Poisson distribution with mean θ and p.m.f. (or density)
e−θθn
n!
IN(n). We write N ∼ NB(r, p), with r > 0 and p ∈ (0, 1), to denote a negative binomial
distribution with p.m.f. (or density) (r)n
n!
pr(1− p)n IN(n).
Throughout the paper, we define for positive real numbers a1, . . . , ap, b1, . . . , bq, and z ∈ R, the
generalized hypergeometric function as
pFq(a1, ..., ap; b1, ..., bq; z) =
∞∑
k=0
∏p
i=1(ai)k∏q
j=1(bj)k
zk
k!
,
with (α)m = Γ(α+m)Γ(α) the Pochhammer function defined here for α > 0,m ∈ N. We write N ∼
Hyp(a1, . . . ap; b1, . . . , bq;λ), for ai > 0, bj > 0, to denote a generalized hypergeometric distribution
(e.g., Johnson et al., 1995) with p.m.f.
P(N = n) =
1
pFq(a1, ..., ap; b1, ..., bq;λ)
∏p
i=1(ai)n∏q
j=1(bn)k
λn
n!
IN(n) .
For these distributions, we will have positive ai’s and bj’s, and λ will be non negative and in
the radius of convergence of the pFq function. With such a notation for instance, we could write
X ∼ Hyp(−;−; θ) for X ∼ P(θ), and X ∼ Hyp(r;−; 1− p) for X ∼ NB(r, p).
We denote G(a, b), B(a, b), and B2(a, b, σ), for a, b, σ > 0, as Gamma, Beta, and Beta type II distri-
butions, and with densities (bt)
ae−bt
tΓ(a)
I(0,∞)(t),
Γ(a+b)
Γ(a) Γ(b)
ta−1 (1−t)b−1 I(0,1)(t), and Γ(a+b)σbΓ(a) Γ(b) t
a−1
(σ+t)a+b
I(0,∞)(t),
respectively. The latter Beta type II family includes Pareto distributions on R+ for a = 1.
The Kummer distribution of type II, denoted K2(a, b, c, σ) for parameters a, c, σ > 0 and b ∈ R, is
taken with density
σb
Γ(a)ψ(a, 1− b, c)
ta−1
(t+ σ)a+b
e−ct/σ I(0,∞)(t) ,
where ψ is the confluent hypergeometric function of type II defined for γ1, γ3 > 0 and γ2 ∈ R
as: ψ(γ1, γ2, γ3) = 1Γ(γ1)
∫
R+ t
γ1−1 (1 + t)γ2−γ1−1 e−γ3t dt. This class of distributions include Gamma
distributions with choices b = −a. The class can also be extended to include cases c = 0, b > 0
which correspond to B2(a, b, σ) distributions.
We will denote McKay’s bivariate gamma distribution with parameters γ1, γ2, γ3(> 0) as Z =
(Z1, Z2) ∼ M(γ1, γ2, γ3) with p.d.f.
γ3
γ1+γ2
Γ(γ1) Γ(γ2)
zγ1−11 (z2 − z1)γ2−1 e−γ3z2 I(0,∞)(z1) I(z1,∞)(z2) .
The distribution has a long history (e.g., McKay, 1934) and is a benchmark bivariate distribution
to model durations that are ordered, It is easy to verify that the marginals are distributed as
Z1 ∼ G(γ1, γ3) and Z2 ∼ G(γ1 + γ2, γ3), and that Z1 and Z2 − Z1 are independently distributed,
with Z2 − Z1 ∼ G(γ2, γ3). A generalization will be presented in Section 4.
3. Type I mixtures
We begin with Type I mixtures, providing general representations for the posterior distribution θ|x,
as well as the predictive distribution Y |x, and following up with various examples and observations.
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Theorem 3.1. Let X, Y |θ be conditionally independent distributed as in (1.1) and let pi have prior
density for θ with respect to σ−finite measure τ . Let pik and f ′x be the densities given by
pik(u) =
pi(u) gu(k)
mpi(k)
and f ′x(k) =
fk(x)mpi(k)∫
K fk(x)mpi(k) dµ(k)
, u ∈ Θ, x ∈ Rd,
with mpi the density given by
mpi(k) =
∫
Θ
gθ(k) pi(θ) dτ(θ) , k ∈ K.
Then,
(a) The posterior distribution of U ∼ θ|x admits the mixture representation:
U |K ′ ∼ piK′ , K ′ ∼ f ′x ; (3.4)
(b) The Bayes predictive density of Y admits the representation:
Y |J ′ ∼ qJ ′ , J ′ ∼ h′x, (3.5)
with
h′x(j
′) =
∫
K
qpi(j
′|k′) f ′x(k′) dµ(k′) , and qpi(j′| k′) =
∫
Θ
hθ(j
′)pik′(θ) dτ(θ) . (3.6)
Proof. (a) We have indeed
pi(θ|x) ∝
∫
K
fk(x) gθ(k) pi(θ) dµ(k)
∝
∫
K
fk(x)mpi(k) pik(θ) dµ(k) ∝
∫
K
f ′k(x) pik(θ) dµ(k).
(b) The predictive density of Y , i.e. the conditional density of Y |x, is given by:
qpi(y|x) =
∫
Θ
q(y|θ)pi(θ|x) dτ(θ)
=
∫
Θ
{
∫
K
qj′(y)hθ(j
′) dµ(j′) } {
∫
K
pik′(θ) f
′
x(k
′) dµ(k′) } dτ(θ)
=
∫
K
qj′(y) {
∫
K
f ′x(k
′)
∫
Θ
hθ(j
′) pik′(θ) dτ(θ) dµ(k′)} dµ(j′) ,
where we have used (3.4). This establishes the result.
Remark 3.1. The posterior and predictive distribution representations of Theorem 3.1 are partic-
ularly appealing. Indeed, observe that posterior distribution (3.4) mixes the pi′k′s which correspond
to the posterior density of θ|X = k′ as if one had actually observed K = k′. Moreover, the mixing
density f ′x for K ′ is a weighted version of the marginal density mpi for K with weight proportional
to fk(x).
The predictive distribution for Y mixes the same densities qJ ′ as the model density for Y , with
the prior mixing density hθ replaced by the posterior mixing density h′x. Furthermore, this mixing
density is itself a mixture of the predictive (or conditional) densities qpi(·|k′) of J as if one had
observed K = k′.
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The following examples concern posterior and predictive distribution illustrations of Theorem 3.1.
Example 3.2. In model (1.1), consider Poisson mixing K|θ ∼ P(θ) with a G(a, b) prior for θ.
From this familiar set-up, we obtain pik′ as a G(a+ k′, 1 + b) density and mpi as a NB(a, b/(1 + b))
p.m.f. Following (3.4), the posterior distribution pi(θ|x) is a mixture of the above pik’s with mixing
density on N given by
f ′x(k) ∝
(a)k
k!
ba
(1 + b)a+k
fk(x) .
Now, consider the cases: (i) fk ∼ G(p/2 + k, 1/2), (ii) fk ∼ B(p/2 + k, q/2) and (iii) fk ∼
B2(p/2 + k, q/2). In the context of model (1.1), case (i) corresponds to a non-central chi-square
distribution with p degrees of freedom and non-centrality parameter 2θ (χ2p(2θ)), case (ii) to a non-
central Beta distribution with shape parameters p/2, q/2, and non-centrality parameter 2θ, and case
(iii) to the density of p
q
F , with F distributed as a non-central F distribution with degrees of freedom
p, q and non-centrality parameter 2θ. The latter two cases are essentially equivalent though and
related by the fact that X
1−X in (ii) is distributed as X is in (iii).
For (i), we obtain
f ′x ∼ Hyp
(
a;
p
2
;
x
2(1 + b)
)
. (3.7)
Observe that the above generalized hypergeometric distribution reduces to a P( x
2(1+b)
) distribution for
a = p/2. The posterior expectation can be evaluated with the help its mixture representation and
standard calculations involving the above p.m.f. One obtains
E(θ|x) = EK′|x{E(θ|K ′, x)}
= Ef ′x(
a+K ′
1 + b
) (3.8)
=
a
1 + b
(
1 +
x
p(1 + b)
1F1(a+ 1; p/2 + 1;
x
2(1+b)
)
1F1(a; p/2;
x
2(1+b)
)
)
, (3.9)
with the case a = p/2 simplifying to E(θ|x) = p/2
1+b
+ x/2
(1+b)2
as noted by Saxena and Alam (1982).
For the two other cases, we obtain the mixing power series densities:
f ′x ∼ Hyp
(
a,
p+ q
2
;
p
2
;
x
1 + b
)
for (ii), and f ′x ∼ Hyp
(
a,
p+ q
2
;
p
2
;
x
(1 + x)(1 + b)
)
for (iii).
(3.10)
Observe that the case a = p/2 reduces to a NB(p+q
2
, 1− x
1+b
) distribution for (ii) and a NB(p+q
2
, 1−
x
(1+x)(1+b)
) distribution for (iii). The posterior expectation may be computed from (3.8) with simpli-
fications occurring for a = p/2, yielding for instance in (ii) : E(θ|x) = p(1+b)+qx
2(1+b−x) . Finally, we point
out that the above posterior distribution representation applies as well for the improper prior choice
pi(θ) = θa−1 I(0,∞)(θ) (i.e., b = 0), with mpi not a p.m.f., but given by mpi(k) ∝ (a)kk! .
Example 3.3. Turning now to predictive densities with the same set-up as in Example 3.2, we
consider Y distributed identically to X (i.e, qj = fj and gθ = hθ). For Y ∼ χ2p(2θ) (i.e., case
(i)), Theorem 3.1 tells us that the Bayes predictive density of Y admits the mixture representation:
Y |J ′ ∼ G(p/2+J ′, 2) with J ′ ∼ h′x given in (3.6). The latter admits itself the mixture representation
J ′|K ′ ∼ NB(a+K ′, 1 + b
2 + b
), K ′ ∼ f ′x as in (3.7) , (3.11)
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with the former being the Bayes predictive density of J ′ ∼ P(θ) based on K ′ ∼ P(θ) and prior
θ ∼ G(a, b). Alternatively represented, the mixing p.m.f. for J ′ may be expressed as
h′x(j
′) =
∑
k′
(a+ k′)j′
j′!
(
1 + b
2 + b
)a+k
′
(
1
2 + b
)j
′ (a)k′
k′! (p
2
)k′
(
x
2(1+b)
)k′
1F1(a; p/2;
x
2(1+b)
)
=
∑
k′
(a+ j′)k′
j′!
(
1 + b
2 + b
)a (
1
2 + b
)j
′ (a)j′
k′! (p
2
)k′
(
x
2(2+b)
)k′
1F1(a; p/2;
x
2(1+b)
)
=
(a)j′
j′!
(
1 + b
2 + b
)a (
1
2 + b
)j
′ 1F1(a+ j
′; p/2; x
2(2+b)
)
1F1(a; p/2;
x
2(1+b)
)
,
which also can be viewed directly as a weighted NB(a, 1+b
2+b
) p.m.f.
The non-central Beta and Fisher distributions are similar. For instance, in the former case with
X and Y identically distributed with Y |J ∼ B(p/2 + J, q/2) and J ∼ P(θ), predictive densities
associated with G(a, b) priors are also distributed as mixtures
Y |J ′ ∼ B(p/2 + J ′, q/2), with J ′|K ′ ∼ NB(a+K ′, 1 + b
2 + b
), K ′ ∼ f ′x as in (3.10) .
For the mixing p.m.f. of J ′, a development as above yields the expression:
h′x(j
′) =
(a)j′
j′!
(
1 + b
2 + b
)a (
1
2 + b
)j
′ 2F1(a+ j
′, (p+ q)/2; p/2; x
2+b
)
2F1(a, (p+ q)/2; p/2;
x
1+b
)
.
Example 3.4. A doubly non-central F distribution is a type I mixture (e.g., Bulgren, 1971) with
X ∈ R+ and K = (K1, K2) ∈ N2 admitting the representation
X|K ∼ B2
(
ν1
2
+K1,
ν2
2
+K2,
ν2
ν1
)
with K1, K2 ∼indep. P(θ1
2
) and P(
θ2
2
) . (3.12)
Such a distribution arises naturally as a multiple of the ratio of two independent noncentral chi-
squared distributions, and reduces to a non-central F for θ2 = 0. Consider now the application of
Theorem 3.1 for the prior θi ∼indep. G(ai, bi), i = 1, 2, with a1, a2, b1, b2 > 0, yielding the familiar
distributional results:
pik(θ1, θ2) ∼indep. G(ai + ki, 1 + bi) , i = 1, 2 ,
and
mpi(k1, k2) ∼indep. NB(ai, bi
1 + bi
) , i = 1, 2 .
Representation (3.4) tells us that the posterior distribution of (θ1, θ2) is a mixture of the piK’s with
mixing density
f ′x(k) ∝ fk(x)mpi(k)
∝ (
ν1+ν2
2
)k1+k2 (a1)k1 (a2)k2
(ν1
2
)k1 (
ν2
2
)k2 k1! k2!
(β1)
k1 (β2)
k2 IN2(k1, k2)
⇒ f ′x(k) =
(ν1+ν2
2
)k1+k2 (a1)k1 (a2)k2
F2(
ν1+ν2
2
; a1, a2;
ν1
2
, ν2
2
; β1, β2)
1
(ν1
2
)k1 (
ν2
2
)k2 k1! k2!
(β1)
k1 (β2)
k2 IN2(k), (3.13)
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with β1 = x( ν2
ν1
+x) (1+b1)
, β2 = ν2/ν1( ν2
ν1
+x) (1+b2)
, and where F2 is the Appell function of the second kind
given by
F2(γ1; γ2, γ3; γ4, γ5;w, z) =
∞∑
m=0
∞∑
n=0
(γ1)m+n (γ2)m (γ3)n
m!n! (γ4)m (γ5)n
wm zn .
The bivariate p.m.f. f ′x in (3.13) and how it is arisen here are of interest. It is a bivariate power
series p.m.f. generated by the coefficients of the Appell F2 function and will be bona fide p.m.f. for
β1, β2 > 0 and β1 + β2 < 1. Appell’s F1 function appears in a similar way, again in a Bayesian
framework, as a bivariate discrete distribution called Bailey by Laurent (2012) (see also Jones &
Marchand, 2019 for another derivation). For the particular case ai = νi/2, i = 1, 2, the p.m.f. in
(3.13) simplifies and the corresponding random pair (K ′1, K ′2), admits the stochastic representation:
K ′1 ∼ NB(a1 + a2, 1− p1) and K ′2|K ′1 ∼ NB(a1 + a2 +K ′1, p2) with p1 = β1/(1−β2) and p2 = 1−β2.
Turning to the predictive density, consider Y distributed as X and the same prior on θ as above.
Similarly to Example 3.3, which shares the same Poisson mixing and gamma prior, we obtain from
Theorem 3.1 and (3.5), that the predictive density for Y admits the representation
Y |J ′ ∼ B2
(
ν1
2
+ J ′1,
ν2
2
+ J ′2,
ν2
ν1
)
, with J ′i |K ′ ∼indep. NB(a+K ′i,
1 + bi
2 + bi
), K ′ ∼ f ′x as in (3.13) .
We point out that, if the distribution of Y is non-identical to that of X with associated degrees of
freedom ν ′1 and ν ′2, the only change in the previous expression is to replace the νi’s by the ν ′i’s for
the distribution of Y |J ′. Similar observations apply to the other examples of this section.
Example 3.5. Consider univariate Gamma mixtures with X|K ∼ G(α,K) in model (1.1), with the
mixing distribution K|θ ∼ G(a, θ) and prior θ ∼ G(c, b), with known α, a, b, c. Theorem 3.1 applies
and tells us that the posterior distribution θ|x is a mixture of piK′ ∼ G(a + c,K ′ + b) making use
of a familiar posterior distribution for gamma models with gamma priors. In evaluating the mixing
density f ′x of K ′ given in (3.4), it is easy to verify that mpi ∼ B2(a, c, b) and one thus obtains
f ′x(k) ∝ mpi(k) fk(x) ∝
ka+α−1
(k + b)a+c
e−xk I(0,∞)(x) ,
which corresponds to a Kummer K2(a+ α, c− α, bx, b) distribution as defined in Section 2.
Now consider the Bayesian predictive density for the Gamma mixture Y |J ∼ G(α′, J) and J |θ ∼
G(a′, θ), which includes the particular case of identically distributed Y and X for α′ = α and a′ = a.
Observe that the density qpi(·|k′) is that of J |K = k′ for the set-up J |θ ∼ G(a′, θ), K|θ ∼ G(a, θ)
independently distributed, and with θ ∼ G(c, b). A calculation (e.g., Aitchison & Dunsmore, 1975)
yields qpi(·|k′) ∼ B2(a′, a+ c, b+k′). With the above, it follows from Theorem 3.1 that the predictive
distribution for Y admits the representation:
Y |J ′ ∼ G(α′, J ′) , with J ′|K ′ ∼ B2(a′, a+ c, b+K ′) and K ′ ∼ K2(a+ α, c− α, bx, b) .
An alternative representation comes from simply evaluating the marginal density h′x of J ′. A calcu-
lation gives:
h′x(j
′) =
Γ(a′ + a+ c)
Γ(a′) Γ(a+ c)
bc−α j′(a
′−1)
(j′ + b)a′+c−α
ψ (a+ α, 1 + α− a′ − c, jx+ bx)
ψ (a+ α, 1 + α− c, bx) I(0,∞)(j
′) ,
with ψ the confluent hypergeometric function of type II as defined in Section 2.
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The final application of Theorem 3.1 concerns the coefficient of determination in a standard multiple
regression context.
Example 3.6. Consider a coefficient of determination X = R21, or square of a multiple correlation
coefficient, that arises for a sample of size n from Z = (Z1, . . . , Zm)>, with n1 > m > 1, and the
regression of Z1 based on Z2, . . . , Zm. For more details on the underlying distributional theory, see
for instance Muirhead (1982). It is well known that the distribution of X is a Type I mixture (1.1)
with
X|K ∼ B
(
m− 1
2
+K,
n1 −m+ 1
2
)
, with K ∼ NB
(
n1 − 1
2
, 1− θ
)
,
with θ = ρ2 is the theoretical squared multiple correlation coefficient. As in Marchand (2001),
a convenient prior on θ is a Beta prior and it leads along with the negative binomial distributed
K to a conjugate posterior. Specifically, we obtain for θ ∼ B(a, b) the posterior density piK ∼
B (a+K, b+ (n1 − 1)/2), as well as the marginal p.m.f.
mpi(k) =
∫
(0,1)
Γ(a+ b)
Γ(a)Γ(b)
θa−1(1− θ)b−1 Γ(
n1−1
2
+ k)
k! Γ(n1−1
2
)
θk (1− θ)(n1−1)/2 dθ
=
(n1−1
2
)k (a)k
k! (a+ b+ n1−1
2
)k
(b)(n1−1)/2
(a+ b)(n1−1)/2
, for k ∈ N .
Theorem 3.1 tells us that the posterior distribution θ|x is a mixture of the pik’s with mixing
f ′x(k) ∝ fk(x)mpi(k)
∝ (
n1−1
2
)k
(m−1
2
)k
xk
(n1−1
2
)k (a)k
k! (a+ b+ n1−1
2
)k
⇒ f ′x ∼ Hyp
(
n1 − 1
2
,
n1 − 1
2
, a;
m− 1
2
, a+ b+
n1 − 1
2
;x
)
. (3.14)
The result, which we have derived from the general context of Theorem 3.1 was obtained by Marc-
hand (2001) in this specific set-up. In doing so, he defined such Beta mixtures as HyperBeta and
also provided several graphs of prior-posterior densities for varying prior parameters a, b, sample
size n, and observed values of X.
For the predictive density of a future Y = R22 distributed as X but allowing for a possibly dif-
ferent sample size n2, expression (3.5) tells us that such a predictive density admits the mixture
representation:
Y |J ′ ∼ B(m− 1
2
+ J ′,
n2 −m+ 1
2
) , J ′|k′ ∼ qpi(·|k′), and K ′ ∼ f ′x as in (3.14) , with (3.15)
qpi(·|k′) the predictive density for J ′|θ ∼ NB(n2−12 , 1− θ) based on K ′|θ ∼ NB(n1−12 , 1− θ) and prior
θ ∼ B(a, b). An evaluation of (3.6) yields
qpi(j
′|k′) =
∫ 1
0
(n2−1
2
)j′
j′!
θj
′
(1− θ)(n2−1)/2 Γ(a+ k
′ + b+ n1−1
2
)
Γ(a+ k′) Γ(b+ n1−1
2
)
θa+k
′−1(1− θ)b+(n1−1)/2−1dθ
=
Γ(b+ (n1 + n2)/2− 1) Γ(a+ k′ + b+ n1−12 )
Γ(a+ k′ + b+ (n1 + n2)/2− 1) Γ(b+ n1−12 )
(n2−1
2
)j′ (a+ k
′)j′
j′! (a+ k′ + b+ (n1 + n2)/2− 1)j′ , for j
′ ∈ N.
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It is worth noting that the above belongs to the class of p.m.f.’s of the form p(n) = 1
2F1(a,b;c,1)
(a)n (b)n
(c)n n!
IN(n)
with a, b, c > 0, c > a+ b, and as 2F1(a, b; c; 1) = Γ(c) Γ(c−a−b)Γ(c−a) Γ(c−b) .
As a complement to the above, we briefly illustrate the usefulness of the predictive density (3.15)
for visualizing how concordant or discordant the sample coefficients of determination X = R21 and
Y = R22 can be when arising from studies set under the same conditions. Such a comparison
also relates to the degree to which a second study replicates or not the results of an initial study
when focusing on the R2 summaries. Consider Figure 1 where both posterior densities for ρ2 and
predictive densities for Y = R22 are drawn for X = R21 = 0.25, 0.50, a B(3, 5) prior, and sample
sizes n1 = 27, n2 = 31. The variability in the Bayesian predictive distributions is indeed quite
significant, stemming of course from posterior uncertainty as well as model uncertainty. Further
illustrating and for further interpretation of Figure 1, we record the expectations and standard
deviations under the predictive densities: E(R22|R21 = 0.25) ≈ 0.323 , σ(R22|R21 = 0.25) ≈ 0.159 ,
E(R22|R21 = 0.50) ≈ 0.431 , and σ(R22|R21 = 0.50) ,≈ 0.170, as well as the selected probabilities
P(R22 > 0.40|R21 = 0.25) ≈ 0.310 and P(R22 < 0.10|R21 = 0.25) ≈ 0.087 .
0.0 0.2 0.4 0.6 0.8 1.0
0.
0
0.
5
1.
0
1.
5
2.
0
2.
5
3.
0
3.
5 q^pi(r22, r12 = 0.25)
q^pi(r22, r12 = 0.5)
pi(ρ2, r12 = 0.25)
pi(ρ2, r12 = 0.5)
Figure 1: Bayesian predictive densities qpi for a future R22 (n2 = 31) based on two values of R21
(n1 = 27), and a B(3, 5) prior.
4. Type II mixtures
We consider now Type II mixtures, provide general representations for the posterior distribution
θ|x, as well as the predictive distribution Y |x, and continue with various examples and observations.
Theorem 4.2. Let X, Y |θ be conditionally independent distributed as in (1.2) and let pi have prior
density for θ with respect to σ−finite measure τ . Let pik,x and gpi,x be respectively the conditional
distribution densities of θ|x, k and k|x given by
pik,x(θ) =
pi(θ) fθ,k(x)
mpi,x(k)
and gpi,x(k) =
g(k)mpi,x(k)∫
K g(k)mpi,x(k) dµ(k)
, θ ∈ Θ, x ∈ Rd, k ∈ K ,
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with mpi,x given by
mpi,x(k) =
∫
Θ
fθ,k(x) pi(θ) dτ(θ) .
Then,
(a) The posterior distribution U ∼ θ|x admits the mixture representation:
U |K ′ ∼ piK′,x , K ′ ∼ gpi,x ; (4.16)
(b) The Bayes predictive density of Y admits the representation:
Y |J ′, K ′ ∼ qpi(·|J ′, K ′) , J ′ ∼ h , K ′ ∼ gpi,x independent , (4.17)
with
qpi(y| j′, k′) =
∫
Θ
qθ,j′(y) pik′,x(θ) dτ(θ) . (4.18)
An alternative equivalent representation is:
Y |J ′ ∼ q′x,J ′ , J ′ ∼ h,
with
q′x,j′(y) =
∫
K
qpi(y|j′, k′) gpi,x(k′) dµ(k′) .
Proof. (a) We have indeed
pi(θ|x) =
∫
K
pi(θ|x, k) gpi,x(k) dµ(k) ,
with
pi(θ|x, k) = pi(θ) fθ,k(x) g(k)∫
Θ
pi(θ) fθ,k(x) g(k) dτ(θ)
= pik,x(θ) ,
and gpi,x(k) ∝
∫
Θ
fθ,k(x) g(k) pi(θ) dτ(θ) = g(k)mpi,x(k) ,
which establishes (4.16).
(b) The Bayes predictive density of Y , i.e. the conditional density of Y |x, is given by:
qpi(y|x) =
∫
Θ
q(y|θ)pi(θ|x) dτ(θ)
=
∫
Θ
{
∫
K
qθ,j′(y)h(j
′)dµ(j′) } pi(θ|x) dτ(θ)
=
∫
Θ
{
∫
K
qθ,j′(y)h(j
′)dµ(j′)
∫
K
pik′,x(θ) gpi,x(k
′) dµ(k′)} dτ(θ)
=
∫
K
∫
K
{
∫
Θ
qθ,j′(y) pik′,x(θ) dτ(θ)} gpi,x(k′)h(j′) dµ(k′) dµ(j′)
=
∫
K
∫
K
qpi(y|j′, k′) gpi,x(k′)h(j′) dµ(k′) dµ(j′) ,
where we have used (4.16). This establishes the result.
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Remark 4.2. Again, the posterior and predictive distributions have noteworthy representations.
Namely, while the model distribution for X mixes the fθ,k’s with mixing marginal density g of
K, the posterior distribution (4.16) mixes the pik′,x’s, which represents for fixed k′, x the posterior
density of θ as if one had actually observed as well K = k′, with mixing density gpi,x which is the
marginal posterior distribution of K. Similarly, the density mpi,k′ is the marginal density of X as if
K = k′ had been observed.
In the second representation of the predictive distribution for Y , we have a mixture with the same
mixing density h as of the model distribution of Y . The distributions mixed are themselves mixtures
of the qpi(·|j′, k′) densities, which represent Bayes predictive densities for Y as if one had actually
observed K = k′ and J = j′. With the first representation, we have bivariate mixing of the densities
qpi(·|J ′, K ′) with independently distributed components J ′ and K ′.
Example 4.7. As a first illustration of the above Theorem, consider variance mixture of normal dis-
tributions with summaries X|θ,K ∼ Nd(θ,KId) with K ∼ g on R+, as well as Y |θ, J ∼ Nd(θ, JId)
with J ∼ h on R+. Such a class includes not only finite mixtures with the mixing variables K and
J discrete with finite support, but also several familiar distributions such as multivariate Student,
Logistic and Laplace, among others.
Now, consider the prior θ ∼ Nd(µ, τ 2Id) with known µ, τ 2. In applying Theorem 4.2 for the posterior
distribution of θ, it is well known that
pik,x ∼ Nd
(
x− k
τ 2 + k
(x− µ), τ
2k
τ 2 + k
Id
)
,
and mpi,k ∼ Nd
(
µ, (τ 2 + k) Id
)
.
Theorem 4.2 thus implies that U ∼ θ|x admits the representation
U |K ′ ∼ piK′,x with K ′ ∼ gpi,x(k) ∝ g(k)
(k + τ 2)d/2
e
− ‖x−µ‖2
2(k+τ2) . (4.19)
Alternatively, we can express the above in terms of Z = θ−x
τ
, R = K
′
τ2+K′ , and β =
µ−x
τ
, yielding
the mixture representation
Z|R ∼ Nd (βR,RId) , with R ∼ gR,x(r) ∝ g
(
τ 2 r
1− r
)
(1− r)d/2−2 e−β2(1−r)/2 I(0,1)(r).
The above posterior distribution for Z is an example of a variance-mean mixture of normal distribu-
tions popularized by Barndorff-Nielson et al. (1982), and much studied since in terms of theoretical
and practical issues. For the improper prior pi(θ) = 1, it is not too difficult to evaluate directly the
posterior, but Theorem 4.2 also applies. Indeed in this case, we have pik,x ∼ Nd(x, kId) ,mpi,k(x) = 1,
and the posterior distribution U ∼ θ|x admits the representation of U |K ′ ∼ Nd(x,KId) with K ′ ∼ g,
which is a variance (only) mixture of normal distributions.
For the predictive distribution of Y , one can verify the Bayesian normal model predictive density
calculation
qpi(·|J ′, K ′) ∼ Nd
(
x− K
′
τ 2 +K ′
(x− µ) , ( τ
2K ′
τ 2 +K ′
) + J ′)Id
)
.
With this, it follows from Theorem 4.2 that the Bayes predictive density of Y is a mixture of
normal densities qpi(·|J ′, K ′) with J ′ ∼ h and K ′ ∼ gpi,x given in (4.19). Observe that the result
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applies if either X or Y is normally distributed by taking the corresponding mixing variable K or
J to be degenerate. Finally, for the improper prior pi(θ) = 1, the above becomes qpi(·|J ′, K ′) ∼
Nd(x, (J
′ +K ′)Id) with J ′ ∼ h and K ′ ∼ g, a result given by Kubokawa et al. (2015).
The next example deals with a mixture of exponential distributions model which has garnered much
over the years much interest in reliability.
Example 4.8. We now consider here the following mixture of exponential distributions model:
Z1, . . . , Zn|K ∼i.i.d. E(µ, K
σ
) , K ∼ g , (4.20)
with n ≥ 2, and with unknown location and scale parameters µ and σ. Here, the densities being
mixed are exponential distributions such that Xi − µ|K ∼ G(1, Kσ ). The above is a type II mix-
ture and we set θ = (µ, ρ) with ρ = 1/σ. Quite generally, model (4.20) is representative of n
system components with a common environment, the case n = 2 having been put forth by Lindley
& Singpurwalla (1986). A notable choice of g occurs for K ∼ G(α, 1) with known α, and leads to
the multivariate Lomax distribution (e.g., Nayak, 1987) which has generated much interest over the
years.
By sufficiency and completeness, we consider the summary (S,R) with S =
∑n
i=1(Zi − Z(1)), R =
Z(1) = mini Zi. Furthermore, conditional on K, S and R are independently distributed as:
S|K ∼ G(n− 1, ρK) and R|K ∼ E(µ, nkρ) . (4.21)
We thus have a Type II mixture for X = (S,R) with
fθ,k(x) =
n(ρk)n
Γ(n− 1) s
n−2 e−ρk{s+n(r−µ)} IR+(s) IR+(r − µ) . (4.22)
Consider now a gamma prior for ρ and a flat prior for µ so that
pi(ρ, µ) = ρa−1 e−bρ IR+(ρ) IR(µ) , a, b > 0 . (4.23)
In fact, the posterior distribution exists as well for b = 0, and a ∈ (2− n, 0] for n > 2. Evaluating
the density pik,x of Theorem 4.2. we obtain
pik,x(ρ, µ) ∝ {ρa+n−2 e−ρ(ks+b)} {ρkn e−ρkn(r−µ) } IR+(ρ) IR+(r − µ) , (4.24)
which implies the posterior distribution representation:
ρ|K, x ∼ G(a+ n− 1, Ks+ b) , ω|ρ,K, x ∼ E(0, ρKn) , (4.25)
where we have set ω = r − µ. Now, evaluating the marginal density2 mpi,x(k) of X = (S,R), we
have from (4.22) and (4.23):
mpi,x(k) =
∫
Θ
pi(θ) fθ,k(x) dτ(θ)
∝ kn
∫
R+
ρa+n−1 e−ρ(b+ks) {
∫ r
−∞
e−ρnk(r−µ)dµ} dρ
∝ k
n−1
( b
s
+ k)a+n−1
,
2As a function of x, it is not a true density here as we have used an improper prior.
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as a function of k ∈ K. Finally, putting the above elements together, we have for X|K as in (4.21)
with K ∼ g and prior density (4.23), the following representation for the posterior distribution of
(ρ, ω = r − µ):
ρ|K ′, x ∼ G(a+ n− 1, K ′s+ b) , ω|ρ,K ′, x ∼ E(0, ρK ′n) with K ′ ∼ gpi,x(k) ∝ g(k) k
n−1
( b
s
+ k)a+n−1
.
From this, we obtain for g ∼ G(α, β) the Kummer density
gpi,x ∼ K2(α + n− 1, a+ 1− α, bβ
s
,
b
s
) , (4.26)
with β = 1 corresponding to the multivariate Lomax case. Alternatively, for g ∼ IG(α, β) with
density proportional to k−α−1 e−β/k I(0,∞)(k), we obtain that the mixing density of K ′ is such that
1
K′ ∼ K2(a+ α + 2, n− α− 3, βs/b, s/b).
Now, for deriving a predictive density via Theorem 4.2, based on X = (S,R) distributed as above
in (4.21) with n = n1, consider predicting Y = (S ′, R′) such that:
S ′|J ∼ G(n2 − 1, ρJ) independent of R′|J ∼ E(µ, n2ρJ) , with J ∼ h . (4.27)
These statistics arise naturally, just as the case for X = (S,R), as jointly complete and sufficient
conditional for the observables W1, . . . ,Wn2|J ∼i.i.d. E(µ, Jρ) with S ′ =
∑n2
i=1(Wi − W(1)) and
R′ = W(1). Following Theorem 4.2, based on a prior density pi for θ = (ρ, µ), we have that the
Bayes predictive density of Y admits representation (4.17), which is Y |J ′, K ′ ∼ qpi(·|J ′, K ′) with
J ′ ∼ h and K ′ ∼ gpi,x. There thus remains and we now seek to evaluate
qpi(s
′, r′|j′, k′) =
∫
R2
qθ,j′(s
′, r′) pik′,x(ρ, µ) dρ dµ , (4.28)
with
qθ,j′(s
′, r′) =
s′(n2−2) e−ρj
′s′
Γ(n2 − 1) (ρj
′)n2 n2 e−n2j
′ρ(r′−µ) IR+(s′) I(µ,∞)(r′)
and
pik′,x(ρ, µ) =
ρa+n1−2 e−ρ(k
′s+b)
Γ(a+ n1 − 1) (k
′s+ b)a+n1−1 (ρn1k′) e−ρk
′n1(r−µ) IR+(ρ) I(−∞,r)(µ) .
After some calculations, setting A0 = n1n2k
′j′n2 s′(n2−2) (k′s+b)a+n1−1
Γ(n2−1) Γ(a+n1−1) and B0 = j
′s′+k′s+ b+n2j′r′+
n1k
′r, one obtains
qpi(s
′, r′|j′, k′) = A0
∫ ∞
0
ρa+n1+n2−1 e−ρB0
∫ r∧r′
−∞
eρµ(n2j
′+n1k′)dρ dµ
=
A0
(n2j′ + n1k′)
Γ(a+ n1 + n2 − 1)
{j′s′ + k′s + b + c(r′) }a+n1+n2−1 IR+(s
′) IR(r′) ,
with c(r′) = |r′ − r| {n2j′ I(r,∞)(r′) + n1k′ I(−∞,r)(r′)}. This provides an explicit expression for
the sought-after (4.28), but a more appealing decomposition of the distribution of (S ′, R′) under
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qpi(·|j′, k′), easily derived from the above, is:
S ′|R′, J ′, K ′ ∼ B2(n2 − 1, a+ n1, K
′s+ b+ c(r′)
J ′
) (4.29)
R′|J ′, K ′ ∼ p A
a+n1−1
1 (a+ n1 − 1)
(A1 + |r′ − r|)a+n1 I(r,∞)(r
′) + (1− p) A
a+n1−1
2 (a+ n1 − 1)
(A2 + |r′ − r|)a+n1 I(−∞,r)(r
′) ,
with p = n1K ′/(n1K ′ + n2J ′), A1 = K
′s+b
n2J ′
, and A2 = K
′s+b
n1K′
. Finally, we point out that the above
distribution for R′ can be described as bilateral Pareto since, conditional on J ′, K ′:
R′ − r|R′ > r ∼ B2(1, a+ n1 − 1, A1) , r −R′|R′ < r ∼ B2(1, a+ n1 − 1, A2) with p = P(R′ > r) .
(4.30)
Summarizing the whole for the multivariate Lomax case with K ∼ G(α, 1), the predictive density of
(S ′, R′) given (s, r) and prior pi in (4.23) may be generated as:
J ′ ∼ h , K ′ ∼ K2(α + n1 − 1, a+ 1, b
s
,
b
s
),
and then R′|J ′, K ′ and S ′|R′, J ′, K ′ as the bilateral Pareto and Beta type II respectively defined in
(4.30) and (4.29) respectively.
There are many other potential applications of Theorem 4.2, including mixtures of Gamma(T, θ)
distributions with T ∼ g, but we will focus hereafter on bivariate gamma mixtures, which we define
as follows and which is inspired by the Kibble distribution mixture representation (see Example
1.1).
Definition 4.1. A Kibble-type bivariate gamma mixture with parameters ν1, ν2, θ1, θ2 (all > 0) and
mixing distribution g, which we denote X = (X1, X2) ∼ G2(ν1, ν2, θ1, θ2, g), is defined through the
representation:
Xi|K ∼indep. G(νi +K, θi), i = 1, 2, with K ∼ g .
In the above definition, one recovers the original Kibble distribution in (1.3) for ν1 = ν2 = ν, θi =
1−ρ
λi
, and K ∼ NB(ν, 1 − ρ), but many other interesting cases are generated including Poisson
mixtures with K ∼ P(λ) and continuous mixing as well. Of course, one requires g such that
P(K > −min {ν1, ν2}) = 1. An application of Theorem 4.2 to such bivariate gamma mixtures
yields the following.
Corollary 4.1. Consider type II mixtures as in (1.2) with X ∼ G2(ν1, ν2, θ1, θ2, g) and Y ∼
G2(ν ′1, ν ′2, θ1, θ2, h), and prior distribution θi ∼indep. G(ai, bi), i = 1, 2, Then,
(a) The posterior distribution of θ1, θ2 based on x is G2(ν1 + a1, ν2 + a2, b1 + x1, b2 + x2, gpi,x) with
gpi,x a density (or p.m.f.) such that
gpi,x(k) ∝ g(k) (ν1 + a1)k (ν2 + a2)k
(ν1)k(ν2)k
(
x1 x2
(b1 + x1)(b2 + x2)
)k
. (4.31)
(b) The predictive distribution for Y admits the representation
Y |J ′, K ′ ∼indep. B2(ν ′i + J ′, ai + νi +K ′, bi + xi), i = 1, 2, with J ′ ∼ h, K ′ ∼ gpi,x independent.
(4.32)
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Proof. (a) We have Xi|k′ ∼indep. G(νi + k′, θi) and θi ∼indep. G(ai, bi), which implies that pik′,x is
the density of θi|k′, x ∼indep. G(ai + νi + k′, bi + xi). It thus follows from (4.16) that the posterior
distribution of θ1, θ2 is G2(ν1 + a1, ν2 + a2, b1 + x1, b2 + x2, gpi,x). Finally, a direct calculation yields
mpi,x(k) ∝ (ν1 + a1)k (ν2 + a2)k
(ν1)k(ν2)k
(
x1 x2
(b1 + x1)(b2 + x2)
)k
, (4.33)
as a function of k, and the result follows.
(b) This follows from (4.17), (4.31), and the evaluation of the predictive density of Yi|J = j′ ∼indep.
G(ν ′i + j′, θi) based on Xi|K = k′ ∼indep. G(νi + k′, θi), which has independently distributed B2
marginals as given in (4.32) and previously encountered in Example 3.5.
Remark 4.3. Corollary 4.1 applies quite generally with respect to the type of mixing, and include
“degenerate” cases with Pg(K = 0) = 1 and-or Ph(J = 0) = 1 corresponding to independent
components of X and Y respectively. The results of Corollary 4.1 apply as well to some choices of
the ai’s and bj’s that lead to an improper prior, as long as the densities piK,x exist. These include for
instance the choices b1 = b2 = 0, with a1, a2 such that P(K > −max{ν1 +a1, ν2 +a2}) = 1. Observe
as well that the choice a1 = a2 = b1 = b2 = 0, which is typically taken as the usual non-informative
prior, leads to the simplification gpi,x ≡ g in (4.31) and (4.32).
Example 4.9. Corollary 4.1 applies for any mixing distributions g and h, such as Poisson mixing:
(a) g ∼ P(λX) and h ∼ P(λY ), and negative binomial mixing: (b) g ∼ NB(rX , pX) and h ∼
NB(rY , pY ), with only the mixing density gpi,x varying. We obtain
gpi,x ∼ Hyp
(
ν1 + a1, ν2 + a2; ν1, ν2;
λXx1x2
(b1 + x1) (b2 + x2)
)
,
for the Poisson case (a), and
gpi,x ∼ Hyp
(
rX , ν1 + a1, ν2 + a2; ν1, ν2;
(1− pX)x1x2
(b1 + x1) (b2 + x2)
)
,
for the negative binomial case (b). Case (b) reduces and applies to the original Kibble distribution,
as in Example 1.1, for ν1 = ν2 = rX , ν ′1 = ν ′2 = rY , pX = pY = 1−ρ, θi = 1−ρλi , i = 1, 2. Finally, it
is immediate to extend the example to cases where the density gpi,x is that of a generalized hypergeo-
metric distribution, obtaining gpi,x ∼ Hyp(a1, . . . , ap, ν1 + a1, ν2 + a2; b1, . . . , bq, ν1, ν2; λx1x2(b1+x1) (b2+x2)).
Our next example and application of Theorem 4.2 relates again to Kibble-type bivariate gamma
mixtures, but with a prior on (θ1, θ2) adapted to situations where there exists an order restriction.
Many such situations are plausible. An interesting case concerns M |M |1 queues and the estimation
of the arrival (λ) and service (µ) rates for independent gamma observables, and in particular the
ratio ρ = λ/µ, whenever a steady-state distribution exists, i.e. λ < µ (Armero & Bayarri, 1994).
In doing so, it seems natural to consider a McKay distribution as a prior. Another interesting prior
choice, which was analyzed by Armero & Bayarri (1994) for independent gamma observables, is to
start with two independent gamma distributions for θ1 and θ2 truncated to the ordering set θ2 ≥ θ1.
Before presenting how Theorem 4.2 applies, we catalog some information about a generalized version
of the McKay distribution which contains both the above-mentioned prior choices, which will appear
below in the posterior analyses, and which is of interest on its own.
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Definition 4.2. The generalized McKay distribution with parameters ~γ = (γ1, γ2, γ3, γ4, γ5), with
γ1 > 0, γ2 > 0, γ4 > 0, γ3 > γ5 ≥ 0 and γ1 +γ2 +γ4 > 1, denoted MG(~γ), is a bivariate distribution
with p.d.f.
fZ1,Z2(z1, z2) =
1
C
zγ1−11 (z2 − z1)γ2−1 z2γ4−1 e−γ3z2−γ5z1 I(0,∞)(z1) I(z1,∞)(z2) , (4.34)
and C(~γ) =
Γ(γ1)Γ(γ2)
Γ(γ1 + γ2)
Γ(γ1 + γ2 + γ4 − 1)
γγ1+γ2+γ4−13
2F1(γ1, γ1 + γ2 + γ4 − 1, γ1 + γ2;− γ5
γ3
) . (4.35)
Observe that the above distribution reduces to a McKay distribution (M(γ1, γ2, γ3)) for γ4 = 1 and
γ5 = 0. As well, the case γ2 = 1 with γ5 > 0 is generated by two independently distributed G(γ1, γ5)
and G(γ4, γ3) truncated to the region z2 > z1. We have collected some technical observations and
properties, including the computation of the normalization constant C, of such distributions in the
Appendix.
Example 4.10. Consider the application of Theorem 4.2 for X ∼ G2(ν1, ν2, θ1, θ2, g) and Y ∼
G2(ν ′1, ν
′
2, θ1, θ2, h) combined with the prior θ ∼ MG(~γ). From expressions below for the posterior
density of θ and the predictive density for Y , we will be able to extract expressions for Gamma
observables with g and h degenerate, as well as for both McKay prior and the truncated Gamma
prior considered by Armero & Bayarri (1994). Combining the density of θ ∼ MG(~γ) with the
likelihood fθ,k(x) ∝ θν1+k1 e−θ1x1θν2+k2 e−θ2x2, we obtain that
pik,x(θ) ∼ MG(~γk,x ), with ~γk,x = (γ′1, γ′2, γ′3, γ′4, γ′5),
and γ′1 = γ1 + ν1 + k, γ
′
2 = γ2, γ
′
3 = x2 + γ3, γ
′
4 = γ4 + ν2 + k, γ
′
5 = x1 + γ5 .
(4.36)
We also have
mpi,x(k) =
1
C(~γ)
xν1+k−11 x
ν2+k−1
2
Γ(ν1 + k) Γ(ν2 + k)
∫ ∞
0
∫ ∞
θ1
θ
γ′1−1
1 (θ2 − θ1)γ
′
2−1 θγ
′
4−1 e−(θ2γ
′
3 + γ
′
5θ1) dθ2dθ1
=
C(~γk,x)
C(~γ)
xν1+k−11 x
ν2+k−1
2
Γ(ν1 + k) Γ(ν2 + k)
,
which implies that
gpi,x(k) ∝ g(k) (x1 x2 )
k
Γ(ν1 + k) Γ(ν2 + k)
C(~γk,x) , (4.37)
with C(·) defined in (4.35) and ~γk,x given in (4.36). From (3.4), we therefore infer that the posterior
distribution U ∼ pi|x admits the representation
U |K ′ ∼ MG(~γK′,x) with K ′ ∼ gpi,x , (4.38)
as given by (4.36) and (4.37). As mentioned above, the above representation applies to McKay
distributed priors (taking γ4 = 1, γ5 = 0), as well as the truncated Gamma priors of Armero &
Bayarri (taking γ2 = 1, γ5 > 0). However, despite its conciseness, this last representation (4.38)
remains rather unwieldy due to the gpi,x density term.
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Degenerate case of the mixtures G2, i.e., with P(K = 0) = 1 in Definition 4.1, are not particularly
interesting when the joint prior distribution for θ1 and θ2 factorizes into independent components
(e.g., as in Corollary 4.1), since the inference problem separates completely into two univariate inde-
pendent problems. It is also not admittedly the focus of the mixture models considered in this paper.
However, for non-independent components θ1 and θ2 such as the situation here, the Bayesian anal-
ysis is also interesting in the degenerate case. And, the above results applied to Xi ∼indep. G(νi, θi)
yield immediately the posterior θ|x ∼ MG(~γ0,x). This further connects to the McKay prior by taking
γ4 = 1 and γ5 = 0, and to the Armero & Bayarri prior by taking γ2 = 1 and γ5 > 0. Furthermore,
the latter work considers the change of variables T1 = θ1/θ2, T2 = θ2 for reasons of ease of interpre-
tation, and properties of these transformed variables are briefly outlined in the Appendix below.
Turning now to the Bayesian predictive distribution for Y , still based on X ∼ G2(ν1, ν2, θ1, θ2, g)
and prior θ ∼MG(~γ), we have for (4.18), and making use of (4.36),
qpi(y|j′, k′) =
∫ ∞
0
∫ ∞
θ1
2∏
i=1
y
ν′i+j
′−1
i e
−θiyi
Γ(ν ′i + j′)
θ
(ν′i+j
′)
i
C(~γk′,x)
θ
γ′1−1
1 (θ2 − θ1)γ
′
2−1 θγ
′
4−1 e−(θ2γ
′
3 + γ
′
5θ1) dθ2dθ1
=
y
ν′1+j
′−1
1 y
ν′2+j
′−1
2
Γ(ν ′1 + j) Γ(ν
′
2 + j)
C(~γk′,j′,x,y)
C(~γk′,x)
(4.39)
for y > 0, and with ~γk′,j′,x,y = (γ′′1 , γ′′2 , γ′′3 , γ′′4 , γ′′5 ) , γ′′1 = γ1 + ν1 + ν ′1 + k′ + j′, γ′′2 = γ2, γ′′3 =
γ3+x2+y2, γ
′′
4 = γ4+ν2+ν
′
2+k
′+j′, and γ′′5 = γ5+x1+y1.We thus infer that the predictive distribution
of Y admits representation (4.17) with qpi(·|J ′, K ′) given in (4.39), and gpi,x given in (4.37). Finally,
the same remarks as above applies for the degenerate case with P(K = 0) = P(J = 0) = 1, In
particular, the Bayesian predictive density for Y is given by qpi(·|0, 0), i.e., expression (4.39) with
j′ = k′ = 0.
We now turn to a further illustration for models and priors that are bivariate gamma mixtures.
A motivation for this is the flexibility to have prior components that are non-independent in ad-
dressing inference for the Kibble distribution parameters or more generally for Kibble type gamma
mixtures (Definition 4.1). But, in contrast to the previous example, the dependence among the
prior components arises not through an order constraint, but by the presence of a hierarchical
commonality.
Corollary 4.2. Consider type II mixtures as in (1.2) with X ∼ G2(ν1, ν2, θ1, θ2, g) and Y ∼
G2(ν ′1, ν ′2, θ1, θ2, h), and prior distribution θ ∼ G2(a1, a2, b1, b2, ). Then,
(a) The posterior distribution of θ based on x is G2(a1 + ν1, a2 + ν2, b1 + x1, b2 + x2, x), with the
mixing density (or p.m.f.) x is that of S =d K ′ + L′ where (K ′, L′) has joint density (or
p.m.f.) given by
pK′,L′(k, l) ∝ (a1 + ν1)k+l (a2 + ν2)k+l
(a1)l (a2)l (ν1)k (ν2)k
(x1x2)
k (b1b2)
l
{(b1 + x1)(b2 + x2)}k+l
g(k) (l) . (4.40)
(b) The predictive distribution for Y = (Y1, Y2) admits the representation
Yi|J ′, K ′ ∼indep. B2(ν ′i + J ′, ai + νi +K ′, bi + xi), i = 1, 2, with J ′ ∼ h, K ′ ∼ gpi,x independent,
17
with gpi,x(k) ∝ g(k) (x1x2)
k
{(x1 + b1)(x2 + b2)}k
I(k, x)
(ν1)k (ν2)k
, (4.41)
and I(k, x) =
∫
K
(a1 + ν1)k+l (a2 + ν2)k+l
(α)1 (a2)l
(
b1b2
(x1 + b1)(x2 + b2)
)l
d(l) .
Proof. (a) From Theorem 4.2, we have
pik,x(θ) ∝
∫ ∞
0
∫ ∞
0
θa1+ν1+k+l−11 θ
a2+ν2+k+l−1
2
Γ(a1 + l) Γ(a2 + l)
e−θ1(x1+b1)−θ2(x2+b2) (b1b2)l d(l) ,
which is the density of a G2
(
a1 + ν1 + k, a2 + ν2 + k, x1 + b1, x2 + b2, 
′
x,k
)
distribution having mix-
ing density
′x,k(l) =
1
I(k, x)
(a1 + ν1)k+l (a2 + ν2)k+l
(α)1 (a2)l
(
b1b2
(x1 + b1)(x2 + b2)
)l
(l) .
This along with Theorem 4.2 tell us that the posterior distribution U ∼ θ|x admits the representa-
tion
Ui|K ′, L′ ∼indep. G(αi + νi + S, xi + βi) , i = 1, 2,
with S =d K ′+L′, L′|K ′ = k′ ∼ ′x,k′ , and K ′ ∼ gpi,x. Finally, we have by collecting terms and with
an interchange in the order of integration:
pK′,L′(k, l) ∝ ′x,k(l) g(k)mpi,k(x)
∝ ′x,k(l) g(k)
∫
Θ
fθ,k(x) pi(θ) dτ(θ)
∝ 
′
x,k(l) g(k) (x1x2)
k
Γ(ν1 + k) Γ(ν2 + k)
∫
K
∫
Θ
θa1+ν1+k+l−11 θ
a2+ν2+k+l−1
2
Γ(a1 + l)Γ(a2 + l)
e−θ1(x1+b1)−θ2(x2+b2) (b1b2)l d(l)
∝ ′x,k(l) g(k)
(x1x2)
k
{(x1 + b1)(x2 + b2)}k
I(k, x)
Γ(ν1 + k) Γ(ν2 + k)
, (4.42)
which is indeed (4.40).
(b) As in the proof of part (b) of Corollary 4.1, the result follows with the evaluation gx(k) ∝
g(k)mpi,k(x) obtained in (4.42) and yielding (4.41).
Remark 4.4. The results of Corollary 4.2 are quite general and many particular cases follow,
namely depending on the choices of mixing densities for the model and the prior. For degenerate
mixing under the prior, i.e., P(L = 0) = 1, one recovers Corollary 4.1. For independent Gamma
distributed observables with Pg(K = 0) = 1, Corollary 4.2 applies for the posterior distribution,
but with S =d L′ and L′ having density pK′,L′(0, l) in (4.40). In this last case, Poisson or negative
binomial distributed L′ leads to results similar to those of Example 4.9. Finally, again with K
degenerate at 0, the predictive distribution in part (b) of Corollary 4.2 applies with P(K ′ = 0) = 1
under gpi,x.
Example 4.11. We consider Kibble models and priors as a particular application of Corollary 4.2.
Namely, take ν1 = ν2, a1 = a2, as well as K ∼ NB(ν1, 1 − ρ), L ∼ NB(a1, 1 − ρθ) as the mixing
variables associated with X|θ and θ respectively. With p.m.f.’s g(k) = (ν1)k
k!
(1 − ρ)ν1 ρk IN(k) and
(l) = (a1)l
l!
(1− ρ)a1 ρl IN(l), we obtain in applying part (a) of Corollary 4.2 that
pK′,L′(k, l) =
1
F4(a1 + ν1, a1 + ν1; a1, ν1;ω1, ω2)
(a1 + ν1)k+l (a1 + ν1)k+l
(a1)l (ν1)k l! k!
ωk1 ω
l
2 IN(k) IN(l) ,
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with ω1 = ρ x1 x2(x1+b1)(x2+b2) , ω2 =
ρθ b1 b2
(x1+b1)(x2+b2)
, and where F4 is the Appell function of the fourth kind
given by
F4(γ1, γ2; γ3, γ4;w, z) =
∞∑
m=0
∞∑
n=0
(γ1)m+n (γ2)m+n
m!n! (γ3)n (γ4)m
wm zn .
Part (b) of Corollary 4.2 applies directly for the Bayesian predictive distribution with J ′ ∼ NB(a1, 1−
ρθ) and gpi,x derived from (4.41) or equivalently as the marginal p.m.f. of K ′ for the pK′,L′, which
is given by
gpi,x(k) =
2F1(a1 + ν1 + k, a1 + ν1 + k; a1;ω2)
F4(a1 + ν1, a1 + ν1; a1, ν1;ω1, ω2)
(a1 + ν1)k (a1 + ν1)k
(ν1)k k!
ωk1 IN(k) . (4.43)
Remark 4.5. The posterior distribution in Corollary 4.1 is conveniently expressed in terms of a
G2 mixture distribution with mixing variable S = K ′ + L′ based on joint density (or p.m.f.) given
in (4.40). The previous example gives a more precise form for a negative binomial mixture. The
properties of S remain to be explored in general or for other specific choices of g and . In terms of
the posterior expectation, it follows readily from the above that:
E(θ|x) = ES|x {E(θ|x, S)} =
(
a1 + ν1 + E(S|x)
x1 + b1
,
a2 + ν2 + E(S|x)
x2 + b2
)
.
In the context of Example 4.11, one obtains with standard manipulations that
E(S|x) = E(K ′) + E(L′) = (a1 + ν1)
2 (ω1A2/ν1 + ω2A3/a1)
A1
,
with A1 = F4(a1 + ν1, a1 + ν1; a1, ν1;ω1, ω2), A2 = F4(a1 + ν1 + 1, a1 + ν1 + 1; a1, ν1 + 1;ω1, ω2), and
A3 = F4(a1 + ν1 + 1, a1 + ν1 + 1; a1 + 1, ν1;ω1, ω2).
Appendix
Here are some observations on the generalized McKay distribution MG(~γ), with p.d.f. given in
(4.34).
A. With the transformation (Z1, Z2)→ (T1 = Z1/Z2, T2 = Z2), one obtains the density
fT1,T2(t1, t2) =
1
C(~γ)
tγ1−11 (1− t1)γ2−1 tγ1+γ2+γ4−22 e−t2(γ3+γ5t1) I(0,1)(t1) I(0,∞)(t2) . (4.44)
From this, it follows immediately that
T2|T1 ∼ G(γ1 + γ2 + γ4 − 1, γ3 + γ5T1) ,
and then using the value of C given in (4.35), we obtain the marginal density
fT1(t1) =
Γ(γ1 + γ2)
Γ(γ1) Γ(γ2)
tγ1−11 (1− t1)γ2−1
2F1(γ1, γ1 + γ2 + γ4 − 1, γ1 + γ2;−γ5γ3 )
(
γ3
γ3 + γ5t1
)γ1+γ2+γ4−1
I(0,1)(t1) .
Observe that we have independence between T1 and T2 iff γ5 = 0, which includes the McKay
case, and that T1 ∼ B(γ1, γ2) whenever γ5 = 0. We point out that, for γ4 = 1, the above
19
density for T1 matches a generalized Beta distribution given by Chen & Novick (1984) with
parameters γ1, γ2, λ = 1 + γ5γ3 , and p.d.f. λ
γ1 Γ(γ1+γ2)
Γ(γ1)Γ(γ2)
t
γ1−1
1 (1−t1)γ2−1
(1−(1−λ)t1)γ1+γ2 I(0,1)(t1). More generally,
the density has appeared in Exton (1976), as well as in Armero & Bayarri (1994) where it is
referred to as a Gauss hypergeometric distribution.
B. The given expression for the normalization constant C(~γ) can be checked by integrating (4.44)
via an expansion of the term e−γ5t1t2 in its MacLaurin series, and interchanging integrals and
sum.
C. The marginals densities of Z, which are gamma distributed for the McKay distribution, are
given as follows:
fZ1(z1) =
1
C(~γ)
∫ ∞
z1
fZ1,Z2(z1, z2) dz2
=
1
C(~γ)
zγ1−11 e
−γ5z1
∫ ∞
0
uγ2−1 (u+ z1)γ4−1 e−γ3(z1+u) du
=
Γ(γ2)
C(~γ)
zγ1 + γ2 +γ4−11 e
−(γ5+γ3) z1 ψ(γ2, γ2 + γ4, γ3 z1) ,
for z1 > 0, using the identity
∫∞
0
ta−1 (∆ + t)b−a−1 e−ct dt = ∆b−1 Γ(a)ψ(a, b, c∆) which holds
for a, c > 0 and b ∈ R. Observe that Z1 ∼ G(γ1, γ3 + γ5) for γ4 = 1, as ψ(a, a + 1, c) = c−a
for a, c > 0, and that the additional specification γ5 = 0 leads us back to the McKay case.
For the marginal density of Z2, we have
fZ2(z2) =
1
C(~γ)
zγ4−12 e
−γ3z2
∫ z2
0
zγ1−11 (z2 − z1)γ2−1 e−γ5z1 dz1
=
1
C(~γ)
zγ1+γ2+γ4−12 e
−γ3z2
∫ 1
0
uγ1−1 (1− u)γ2−1 e−γ5z2u du
=
zγ1+γ2+γ4−12 e
−γ3z2
Γ(γ1 + γ2 + γ4 − 1)
γγ1+γ2+γ4−13 1F1 (γ1; γ1 + γ2;−γ5z2)
2F1
(
γ1, γ1 + γ2 + γ4 − 1; γ1 + γ2;−γ5γ3
) ,
for z2 > 0, and with the change of variables z1 = z2u, as well as the confluent hypergeometric
identity
∫ 1
0
ua−1(1 − u)b−1 e−cu du = Γ(a)Γ(b)
Γ(a+b) 1
F1(a; a + b;−c), a, b, c > 0. Observe that Z2 ∼
G(γ1 + γ2 + γ4 − 1, γ3) for γ5 = 0, while fZ2(z2) = (γ
γ2
3 ) (γ3+γ5)
γ1
Γ(γ1+γ2)
zγ1+γ22 e
−γ3z2
1F1(γ1, γ1 +
γ2;−γ5z2) I(0,∞)(z2) for γ4 = 1 using the identity 1F0(a;−;−c) = (1 + c)−a for a > 0 and
c ∈ (−1, 1).
D. The moments are readily expressible in terms of the constant of normalization C(~γ). For
instance, it is easy to obtain the mixed moments
E(Zm1 Zn2 ) =
(γ1)m (γ2)n (γ1 + γ2 + γ4 − 1)s
(γ1 + γ2)s γs3
2F1(γ1 +m, γ1 + γ2 + γ4 + s− 1, γ1 + γ2 + s;−γ5γ3 )
2F1(γ1, γ1 + γ2 + γ4 − 1, γ1 + γ2;−γ5γ3 )
,
for m,n ∈ N and s = m+ n.
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E. For McKay distributed (Z1, Z2), the variables U1 = Z1 and U2 = Z2 − Z1 are independently
distributed. For the general case, it is easy to verify that we obtain conditional distributions
that are Kummer type II, namely:
U2|U1 ∼ K2(γ2 , 1− γ2 − γ4 , γ3 U1 , U1) and U1|U2 ∼ K2(γ1 , 1− γ2 − γ4 , (γ3 + γ5)U2 , U2) ,
with independence iff γ4 = 0.
Concluding remarks
For two common types of mixtures, we have provided analytical, novel and practical representations
of Bayesian posterior and predictive distributions corresponding to a given prior distribution. By
doing so, we have added to the catalogue of such Bayesian solutions which require little computation
except recourse to some special but familiar functions and distributions. Specific model and prior
distribution choices have been put to the forefront for illustrative purposes and for their practical-
ity. These include inference for common non-central distributions (chi-square, Beta, Fisher), the
distribution of the coefficient of determination R2 in multiple regression models, mixtures of normal
and exponential distributions, and bivariate gamma mixtures including the Kibble distribution.
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