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Abstract
The anisotropic and heterogeneous N -dimensional wave equation, controlled and observed at the
boundary, is considered as a port-Hamiltonian system. The recent structure-preserving Partitioned
Finite Element Method is applied, leading directly to a finite-dimensional port-Hamiltonian system,
and its numerical analysis is done in a general framework, under usual assumptions for finite element.
Compatibility conditions are then exhibited to reach the best trade off between the convergence rate
and the number of degrees of freedom for both the state error and the Hamiltonian error. Numerical
simulations in 2D are performed to illustrate the optimality of the main theorems among several
choices of classical finite element families.
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1 Introduction
In the last two decades, infinite-dimensional port-Hamiltonian systems (pHs) [64, 47, 34, 62, 66] have
proved to be a very accurate way to model and control complex multiphysics open systems. This
framework enjoys several advantages, such as a relevant physical meaning, a useful underlying geometrical
structure (namely Stokes-Dirac structure) and the separation between dynamical equations (coming from
physical balance laws) and constitutive relations (coming from definitions or phenomenological laws);
this separation allows an easy way to change the comportemental hypotheses (e.g. linear or non-linear
elasticity). It has to be pointed out that, even if known Partial Differential Equations (PDEs) are
often only rewritten in the pHs formalism in general, this powerful tool also allows a direct modelling
of physical systems (see for instance [48, 46, 20, 54]) which proves useful to derive PDEs. Furthermore,
it is intrinsically modular: interaction systems (such as fluid-structure interactions [14, 11], plasma in
a tokamak [65], etc.) can be described through the interconnection of several subsystems with a port-
Hamiltonian structure, leading to a more complex pHs [18, 41]. It finally leads to a power balance,
expressing the variation of the Hamiltonian functional (often chosen as the system total energy).
1.1 Structure-preserving discretization: state of the art
A recent topic of research is to provide accurate (space-)discretization methods to preserve this powerful
formalism. Roughly speaking, mainly two non-exclusive communities work on the issue of structure-
preserving discretization. The first one makes use of exterior calculus, while the other makes use of
vector calculus. It is known that the two points of view are well-founded, and several strategies to merge
their advantages efficiently have already been proposed for many kind of discretization issues (see e.g.
[36] and the many references therein).
∗This work has been performed in the frame of the Collaborative Research DFG and ANR project INFIDHEM, entitled
Interconnected Infinite-Dimensional systems for Heterogeneous Media, n◦ ANR-16-CE92-0028. Further information is
available at https://websites.isae-supaero.fr/infidhem/the-project/
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To be clear, it is necessary to properly define what is meant when talking about structure-preserving
discretization: which structure has to be preserved after discretization? In the present work, we study
a method for the preservation of the power balance of the Hamiltonian (encoded in an underlying
(Stokes-)Dirac structure). In the wide literature, several strategies have been proposed: we can cite e.g.
[32, 58, 38] for geometric discretizations, [29, 52, 44, 21] for Galerkin methods and [59] for finite differences
method. However, some of these strategies seem difficult to generalize to N -dimensional systems or to
apply to complex geometries, while others require post-processing to construct the finite-dimensional
Dirac structure. Another structure-preserving community works on the preservation of the de Rham
cohomology and related decompositions (such as the celebrated Hodge-Helmholtz decomposition). This
topic is older and finds its origins in problem such as electromagnetism (see e.g. [50] and references
therein). It is often written in the exterior calculus formalism, allowing for more abstraction, hence more
generality, for the construction of discrete differential operators. See e.g. [33, 6, 1, 2, 27] for theoretic
concerns and [24, 23, 28] for some applications to partial differential equations.
According to these definitions of structure-preserving discretization, a numerical method for port-
Hamiltonian systems should be able to take into account the aforementionned continuous properties
at the discrete level. Indeed, this would lead to relevant physical meaning for the computed quan-
tities (without post-processing), an easy way to deal with several phenomenological hypotheses in a
well-structured simulation code, and an obvious manner to distribute the computations thanks to the
modularity property: in particular, each sub-system can be reduced through a structure-preserving model
reduction [30, 22] prior to their interconnections. It seems that the Partitioned Finite Element Method
(PFEM), first proposed in [12] and since then widely studied (see e.g. [8, 9, 54, 13, 11, 53] and references
therein), is one of the most adapted scheme to construct a mimetic finite-dimensional Dirac structure.
Furthermore, it only relies on the well-proven and robust finite element method: it gives rise to sparse
matrices, it is easy to implement, and one can take advantage of the numerous existing softwares. In
many cases like the hereafter studied wave PDE, PFEM leads to an Ordinary Differential Equation
(ODE) at the discrete level. Moreover, a time scheme will be required for the final resolution, but this
is not the aim of the present work, see e.g. [17, 37].
For a wider class of boundary control, e.g. mixed Dirichlet-Neumann control [10], the system obtained
by application of PFEM will generally be a finite-dimensional port-Hamiltonian Differential Algebraic
Equation (pHDAE) [63, 3, 55, 56]; a specific time scheme will have to be used for the simulations (see
e.g. [39, 16, 37, 49, 51, 15]).
Although PFEM was originally designed to mimic the Stokes-Dirac structure at the discrete level
in [12] using vectorial calculus, it has also been rewritten in the formalism of exterior calculus in [13],
which usually allows easier proofs of the aforementioned cohomology and topological decomposition
preservations. It will be shown that together with the compatibility conditions between the spaces of ap-
proximations coming from cohomoly, PFEM leads to a very interesting result for the space discretization
of pHs, given in Theorem 4.4. This theorem paves the way for a wise choice for the finite element families
in order to preserve the de Rham cohomology, Hodge-Helmholtz decomposition, algebraic inclusion of the
ranges of the boundary control and observation operators, etc., in order to reach the best performance
(i.e. maximizing the order of convergence for a minimal number of degrees of freedom).
1.2 Strategy of discretization
The Partitioned Finite Element Method is applied to an open system with boundary control and bound-
ary observation, it proceeds in three steps: first the weak formulation of the system is considered, second
an integration by part is applied on a partition of the equations only, and in the end the finite element
method is applied.
The basic idea is to make the boundary control appear in the weak formulation using an integration
by part in step 2, allowing for the structure-preserving discretization of the open system in step 3.
In [35], the numerical method proposed for the spatial discretization of closed hyperbolic systems,
based on the primal-dual or dual-primal formulations given in [35, Eqs. (15) and (16)], can be seen as
the start of PFEM for closed systems. Indeed, the idea of partitioning the system to choose on which
equation an integration by parts should be applied was already mentionned: “the principle is to multiply
the two equations [...] by test functions and to integrate over Ω, but the key point this time is to apply
integration by parts only for one of the two equations.”, see [35, page 207].
However, in this work, tests functions are formally taken in the kernel of an appopriate trace operator
2
(or in a distributional sense). From this point of view, PFEM is a generalization of this approach, since
it allows boundary terms to be taken into account. Furthermore, the method is only briefly described,
and even if sufficient abstract conditions for the convergence are given in [35, Section 2.3], the accurate
convergence rate is not provided. In particular, it is not clear if classical finite elements, available in
libraries and softwares, can be used in general (for instance for anisotropic and heterogeneous problems).
To the best of our knowledge, this pioneering work, though clearly stating the main idea behind PFEM
two decades ago (see [35, Eq. (29)]), has not been improved further. Finally, the remaining part of [35]
focuses on the time discretization of such systems, which could be the next step of the present study.
In the present work, an accurate numerical analysis of the primal-dual formulation is performed on
the example of the boundary controlled wave equation. In particular, the proposed implementation is
made easier by showing that classical finite elements are sufficient for the discretization process to be
structure preserving. The primal-dual formulation is also discussed. Furthermore, it will be seen that
the port-Hamiltonian formalism, thanks to PFEM, allows for the structure-preserving discretization of
damped systems, not considered in [35].
As this strategy is closely related to mixed finite element method, we recover in this study the
compatibility conditions announced in [35, Eq. (31)]. This easily translates in our results by using
conforming finite elements. However, as stated in [35, Remark 6], inf–sup condition are not always
necessary in order to obtain convergence of this method (see for instance [4, 5], where new families of
mixed finite elements that do not require inf–sup condition are constructed). We provide here the proof
that this is not necessary either for classical finite elements for the wave equations in N -D ; in [45] a
similar result has already been obtained for the Timoshenko beam in 1-D.
1.3 Statement of the main results
The objective of this section is to provide an informal statement of the main result. In this work, the aim
is to analyse the convergence of PFEM, applied on the following system, associated to the N -dimensional
anisotropic and heterogeneous wave equation{
ρ(−→x )∂2tw(t,−→x )− div
(
T (−→x ) · −−−→grad(w(t,−→x ))
)
= 0, ∀−→x ∈ Ω, t ≥ 0,
w(0,−→x ) = w0(−→x ), ∂tw(0,−→x ) = w1(−→x ), ∀−→x ∈ Ω,
(1)
together with the following collocated boundary control u and boundary observation y{
u(t,−→x ) =
(
T (−→x ) · −−−→grad(w(t,−→x ))
)>
· −→n (−→x ), ∀−→x ∈ ∂Ω, t ≥ 0,
y(t,−→x ) = ∂tw(t,−→x ), ∀−→x ∈ ∂Ω, t ≥ 0.
(2)
In these equations
• Ω is an open bounded domain of RN , N = 2, 3, with Lipschitz-continuous boundary ∂Ω;
• −→n is the outward normal at the boundary ∂Ω;
• w(t,−→x ) is the deflection from the equilibrium position at point −→x ∈ Ω and time t ≥ 0;
• u is the boundary control corresponding to forces applied at the boundary;
• y is the collocated boundary observation corresponding to the measured velocities on ∂Ω;
• ρ is the mass density, supposed to be bounded from above and below (almost everywhere) by ρ+
and ρ− > 0 respectively;
• T is Young’s elasticity modulus, supposed to be a real symmetric tensor bounded from above and
below (almost everywhere) by T+I and T−I respectively, where T− > 0 and I is the identity
tensor;
• > stands for the transpose operator and · for the matrix product (hence the RN -scalar product of
two column vectors −→v 1 and −→v 2 writes −→v >1 · −→v 2).
The following statement is an abridged version of Theorems 4.2 and 4.4.
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Theorem. Let us denote the strain −→α q := −−−→grad(w), the linear momentum αp := ρ∂tw, and their
discrete counterparts −→αdq and αdp obtained by the Partitioned Finite Element Method, as well as
• EX (t) :=
∥∥∥∥(−→α q(t)αp(t)
)
−
(−→αdq(t)
αdp(t)
)∥∥∥∥
X
the absolute error in a suitable energy space X ;
• EH(t) := H(t)−Hd(t) the error between the continuous and the discrete Hamiltonians.
Under suitable assumptions (regularity, conformity, compatibility), if the three finite element families
(for −→α q in Ω, αp in Ω, and (u, y) on ∂Ω) are of order κ+ 1 > 0, then for all T > 0 and all initial data,
there exists a constant C > 0 such that
EX (t) ≤ C hκ−δ, ∀t ∈ [0, T ],
where h > 0 is the mesh size parameter, and δ = 0 if Ω is convex and 1 otherwise. Furthermore
EH(t)− EH(0) = 1
2
((EX (t))2 − (EX (0))2) , ∀t ∈ [0, T ],
giving a convergence rate of 2κ for the Hamiltonian error.
1.4 Organization of the paper
The paper is organized as follows: in Section 2, the well-posedness of the physical system (1)–(2) is
recalled, and some assumptions on the regularity of the solutions are made. In Section 3, PFEM is
applied and discussed, and the resulting finite-dimensional Dirac structure is highlighted. The case of
switched control and observation is addressed in Section 3.4. In Section 4, the main results are proved,
first for a general finite element framework in Section 4.1, and second for accurate choices of finite element
in Section 4.2. Section 4.3 provides the analoguous assumptions to get the same kind of general results
for the switched case. Section 4.4 concludes with an application to the case of absorbing boundary
conditions (namely impedance or admittance boundary conditions). In Section 5, 2D simulations are
provided to exhibit the proven convergence rates and its optimality (i.e. maximizing the convergence
rate with the minimal number of degrees of freedom). Finally, Section 6 concludes this work with a
summary of the results and draws some interesting perspectives.
2 The N-dimensional wave equation as a pHs
Equations (1)–(2), seen as a port-Hamiltonian system, have been studied in a more general case, in
particular with several boundary conditions on a decomposition of ∂Ω, in [40]. In this section, the well-
posedness proved in [40] is recalled, and a conjecture is made about the regularity of the solutions. The
latter will be a major assumption for our analysis in Section 4.
2.1 Existence and uniqueness of solution
Let us define the strain −→α q := −−−→grad(w) and the linear momentum αp := ρ ∂tw. Then one can rewrite
the first line of System (1) as(
∂t
−→α q
∂tαp
)
=
(
0
−−−→
grad
div 0
)(
T 0
0 ρ−1
)(−→α q
αp
)
. (3)
This can also be rewritten as
d
d t
−→z = JQ−→z , where z is the state, and J is an unbounded formally skew-
symmetric operator (this terminology will be explained in the sequel) and Q is a bounded self-adjoint
positive definite operator; z, J and Q being defined by
−→z :=
(−→α q
αp
)
, J :=
(
0
−−−→
grad
div 0
)
, Q :=
(
T 0
0 ρ−1
)
.
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Remark 2.1. In the Hamiltonian formalism, −→z = −→α are called the energy variables while −→e = Q−→α
are the co-energy variables. It is important here to understand that the latter identity for −→e is not a
definition, but is known as the constitutive relations, which enable to close the system of equations. Its
definition is given as the variational derivative of the Hamiltonian (6) with respect to the energy variables−→α , see [64].
From now on, Hκ(Ω) denotes the usual Sobolev space for κ ∈ R, and H0(Ω) is identified with
L2(Ω) (the same notations are used on the boundary ∂Ω). We also write L2(Ω) := (L2(Ω))N and
Hκ(Ω) := (Hκ(Ω))N .
Definition 2.1 (Traces [19, Chapter 2]). The linear trace operators are defined as follows
• the Dirichlet trace operator γ0, defined by γ0(v) := v|∂Ω for v ∈ C∞(Ω), extends continuously from
H1(Ω) onto H
1
2 (∂Ω);
• the normal trace operator γ⊥, defined by γ⊥(−→v ) := (−→v >·−→n )|∂Ω on (C∞(Ω))N , extends continuously
from H1div(Ω) :=
{−→v ∈ L2(Ω) | div (−→v ) ∈ L2(Ω)} onto H− 12 (∂Ω).
The so-called Green’s formula then reads: for all −→v ∈ H1div(Ω), v ∈ H1(Ω),∫
Ω
v(−→x ) div(−→v (−→x )) d−→x = −
∫
Ω
( −−−→
grad(v(−→x ))
)>
· −→v (−→x ) d−→x
+
〈
γ⊥(−→v ), γ0(v)
〉
H−
1
2 (∂Ω),H
1
2 (∂Ω)
. (4)
The last term in (4) is the duality bracket between H
1
2 (∂Ω), and H−
1
2 (∂Ω). Note that as soon as
γ⊥(−→v ) ∈ L2(∂Ω), this bracket reduces to the usual L2(∂Ω)-inner product [61, § 2.9].
The boundary control and observation (2) then read
u = γ⊥
(
T · −→α q
)
, y = γ0
(
ρ−1αp
)
. (5)
Let X := L2(Ω)× L2(Ω) be the energy space, endowed with the inner product
〈−→z 1,−→z 2〉X := 〈Q(−→α q1αp1
)
,
(−→α q2
αp2
)〉
L2(Ω)×L2(Ω)
=
∫
Ω
((
T (−→x ) · −→α q1(−→x )
)>
· −→α q2(−→x ) +
(
ρ(−→x )−1αp1(−→x )
)
αp2(
−→x )
)
d−→x ,
for all (−→z 1,−→z 2) :=
((−→α q1
αp1
)
,
(−→α q2
αp2
))
∈ X 2. It is clear from the assumption on ρ and T that the norm
herited from this inner product is equivalent to the usual L2(Ω)× L2(Ω)-norm.
In addition, let Z := Q−1
[
H1div(Ω)
H1(Ω)
]
be the solution space, U := H− 12 (∂Ω) the control space and
Y := U ′ = H 12 (∂Ω) the observation space. It has been shown in [40, Corollary 4.3] that this leads to an
internally well-posed strong impedance conservative boundary control system on (U ,X ,Y).
Theorem 2.1 (Corollary 4.3 in [40]).
For all u ∈ C2([0,∞);U), −→z 0 :=
(−→α q0
αp0
)
:=
( −−−→
grad(w0)
ρ−1w1
)
∈ Z such that u(0) = γ⊥
(
T · −−−→grad(w0)
)
,
there exists a unique solution to (3)–(5) with
−→z =
(−→α q
αp
)
∈ C1([0,∞);X ) ∩ C([0,∞);Z), y ∈ C([0,∞);Y).
Remark 2.2. The compatibility condition u(0) = γ⊥
(
T · −−−→grad(w0)
)
is well-known in boundary control
systems theory. See for instance [61, Chapter 10] for more details.
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With this material at hand, we are now able to define properly what is meant by formally skew-
symmetric: JQ|(
ker γ⊥, {0}
) is skew-adjoint on X . This follows from Green’s formula (4).
In the port-Hamiltonian formalism, it is classical to write
d
d t
−→z = JQ−→z + Bu, y = B∗Q−→z where
B is the (not necessarily bounded) control operator. It is known that we can recover such a formalism
from boundary control systems theory (see again [61, Chapter 10]), taking advantage of the existence
of right inverses for γ0 and γ⊥ to construct B (using the so-called Dirichlet map operator). In the
special case of space dimension N = 1, we refer to [43] for more details on this subject in the context of
port-Hamiltonian systems, but do not go further in this direction as this is not the topic of this work.
Let
H(t) := H(−→α q(t), αp(t)) := 1
2
∥∥∥∥(−→α qαp
)∥∥∥∥2
X
=
1
2
∥∥−→z ∥∥2X , (6)
be the Hamiltonian of (3)–(5), corresponding to the sum of the potential and kinetic energy, i.e. the
total mechanical energy of the system. Making use of Green’s formula (4) and (1)–(2), one gets that for
all t ≥ 0
d
d t
H(t) = 〈u(t), y(t)〉U,Y =
〈
γ⊥
(
T · −→α q(t)
)
, γ0
(
ρ−1αp(t)
)〉
U,Y
, (7)
meaning that the variation of energy is the power supplied to the system at the boundary [64].
Remark 2.3. Note that the co-energy variables −→e q := δ−→αqH and ep := δαpH are physically meaningful:−→e q = T · −→α q = T · −−−→grad (w) is the stress, and ep = ρ−1αp = ∂tw is the velocity. Furthermore, as seen
in (7), a relevant way to control and observe the system is related to the traces of these co-energy
variables.
Remark 2.4. One could also work directly with −→e q and ep as unknown variables, rewriting the initial
system (3) by making use of the relations −→α q = T
−1 · −→e q and αp = ρep. Indeed(
T
−1
0
0 ρ
) dd t−→e qd
d t
ep
 = J (−→e qep
)
,
only restates (3) in an equivalent way. Hence from (H0), the solution space for (−→e q, ep) is Hκ+1div (Ω) ×
Hκ+1(Ω) and the co-energy space is L2(Ω)×L2(Ω) endowed with the (L2(Ω))N+1-inner product weighted
by Q−1 =
(
T
−1
0
0 ρ
)
.
2.2 Some assumptions about regularity
The aim is to discretize System (1)–(2) in space as a finite-dimensional port-Hamiltonian system, meaning
that it is mandatory that the discrete system satisfies a discrete version of (7). Furthermore, it is intended
to analyze the convergence of the obtained structure-preserving scheme, for both the Hamiltonian and
state errors.
As is often the case in numerical analysis, sufficient regularity is required on the solution of the
continuous problem to use the interpolation error inequalities and prove convergence. The following
development is formal, and its usefulness for the sequel of this work will be enlightened in Remark 2.5.
For all integer κ ≥ 0, assume that ∂Ω is Cκ+2 and define
• H0div(Ω) := L2(Ω) and Hκdiv(Ω) :=
{−→v ∈ Hκ−1(Ω) | div (−→v ) ∈ Hκ−1(Ω)} when κ ≥ 1, endowed
with the inner product〈−→v 1,−→v 2〉Hκdiv(Ω) := 〈−→v 1,−→v 2〉Hκ−1(Ω) + 〈 div(−→v 1), div(−→v 2)〉Hκ−1(Ω) ;
• Xκ := Hκdiv(Ω)×Hκ(Ω) endowed with the bilinear form〈−→z 1,−→z 2〉Xκ := 〈Q−→z 1,−→z 2〉Hκdiv(Ω)×Hκ(Ω) ,
the energy space;
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• Zκ := Q−1
[
Hκ+1div (Ω)
Hκ+1(Ω)
]
the solution space;
• Uκ := Hκ− 12 (∂Ω) the control space;
• Yκ := Hκ+ 12 (∂Ω) the observation space.
It is known from [19, Chapter 2; Theorem 1 & Proposition 10] that the traces of Definition 2.1 satisfy
• γ0 is continuous from Hκ+1(Ω) onto Hκ+ 12 (∂Ω);
• γ⊥ is continuous from Hκ+1div (Ω) onto Hκ−
1
2 (∂Ω).
It is also assumed that ρ and T are such that Xκ is a Hilbert space.
Conjecture 2.1. With the above notations and assumptions, it holds
∀ −→z 0 :=
( −−−→
grad(w0)
ρ−1w1
)
∈ Zκ, ∀ u ∈ C2([0,∞);Uκ) : u(0) = γ⊥
(
T · −−−→grad(w0)
)
,
there exists a unique solution −→z ∈ C1([0,∞);Xκ) ∩ C([0,∞);Zκ), with y ∈ C([0,∞);Yκ). (H0)
Roughly speaking, it claims that increasing the regularity on ∂Ω, w0, w1, and u, increases the
space regularity of solutions (using the continuity and surjectivity of γ0 and γ⊥). This seems legitimate
according to [40, Corollary 4.3] (which includes the above case κ = 0). Although this is not proved, this
seems to be a reasonable conjecture.
Remark 2.5. The main purpose of (H0) is to provide a relation between the maximal H`div- and Hk-
regularities of −→α q and αp respectively, allowing for an optimal choice of the order of the finite-dimensional
spaces of approximation. Finally, it has to be kept in mind that if κ is supposed to be the maximal
regularity (in space) of −→α q, i.e. −→α q(t) ∈ T
−1 ·Hκdiv(Ω) but −→α q(t) 6∈ T
−1 ·Hκ+1div (Ω), then κ is also the
maximal regularity (in space) of αp, i.e. αp(t) ∈ ρHκ(Ω) but αp(t) 6∈ ρHκ+1(Ω), and reciprocally.
3 Partitioned Finite Element Method (PFEM)
In this section, the Partitioned Finite Element Method (PFEM), first introduced in [12], is applied to
the port-Hamiltonian system (3)–(5). First, in Section 3.1 the weak formulation is given, second in
Section 3.2 it is discretized thanks to suitable finite-dimensionsal spaces and rewritten in matrix form.
Then in Section 3.3, it is shown how to use classical finite element families for practical implementation.
The final Section 3.4 gives the matrices corresponding to the wave system with switched boundary control
and boundary observation (y becomes the control, and u the observation).
3.1 Weak formulation
As usual for finite element method, a weak formulation is needed first. PFEM is based on Stokes’ theorem
in a full general framework. However, in the present study, it reduces to the use of Green’s formula (4).
The aim is to directly get a discretized version of the continuous system in port-Hamiltonian formalism,
without any post-treatment on the computed matrices. In particular, this immediatly gives rise to a
Dirac structure [57, 55, 56] at the discrete level.
The weak formulation of the port-Hamiltonian system (3)–(5) will obviously correspond to a system
of weak formulations: one for q-type unknowns, the other one for p-type unknowns. Hence, there are at
least two choices to include the boundary conditions in these formulations: applying Green’s formula to
the first line or to the second. In other words, Green’s formula is applied on a partition of the energy
variables
(−→α q, αp)> (equivalently of the state −→z ). This choice is dictated by the control/observation
causality of the Partial Differential Equation (PDE) under study. In the end, this leads to a kind of mixed
variational formulation, allowing to use known theoretical results and many available FEM softwares.
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Multiplying (3) in X by arbitrary test functions
(−→v q
vp
)
, one gets
〈(
∂t
−→α q
∂tαp
)
,
(−→v q
vp
)〉
X
=
〈(
0
−−−→
grad
div 0
)(
T 0
0 ρ−1
)(−→α q
αp
)
,
(−→v q
vp
)〉
X
.
From the definition of the inner product in X , this becomes〈(
T 0
0 ρ−1
)(
∂t
−→α q
∂tαp
)
,
(−→v q
vp
)〉
L2(Ω)×L2(Ω)
=
〈(
T 0
0 ρ−1
)(
0
−−−→
grad
div 0
)(
T 0
0 ρ−1
)(−→α q
αp
)
,
(−→v q
vp
)〉
L2(Ω)×L2(Ω)
,
which also reads 
〈
∂t
−→α q,T · −→v q
〉
L2(Ω)
=
〈 −−−→
grad
(
ρ−1αp
)
,T · −→v q
〉
L2(Ω)
,〈
∂tαp, ρ
−1vp
〉
L2(Ω)
=
〈
div
(
T · −→α q
)
, ρ−1vp
〉
L2(Ω)
.
At this stage, the boundary control (5) does not appear in the formulation yet. To this end, we apply
Green’s formula (4) on the second line only and obtain
〈
∂t
−→α q,T · −→v q
〉
L2(Ω)
=
〈 −−−→
grad
(
ρ−1αp
)
,T · −→v q
〉
L2(Ω)
,〈
∂tαp, ρ
−1vp
〉
L2(Ω)
= −
〈
T · −→α q, −−−→grad
(
ρ−1vp
)〉
L2(Ω)
+
〈
u, γ0
(
ρ−1vp
)〉
U,Y .
(8)
These equations make sense if T · −→v q ∈ L2(Ω), i.e. −→v q ∈ T
−1 · L2(Ω), and if ρ−1vp ∈ H1(Ω), i.e.
vp ∈ ρH1(Ω). Altogether, the test functions have to belong to Q−1
[
L2(Ω)
H1(Ω)
]
(note that this is neither
X nor Z defined in Section 2).
3.2 Discrete weak formulation and matrix form
We are now in a position to discretize the system in space. Assume that we have at our disposal three
finite dimensional spaces
−→
Vq := Span
{(−→ϕ iq)i=1,...,Nq} ⊂ T−1 · L2(Ω) of dimension Nq ∈ N,
Vp := Span
{(
ϕkp
)
k=1,...,Np
}
⊂ ρH1(Ω) of dimension Np ∈ N,
and
V∂ := Span
{
(ψm)m=1,...,N∂
}
⊂ L2(∂Ω) of dimension N∂ ∈ N.
Note that
−→
Vq and Vp are taken to be respectively T
−1 ·L2(Ω)- and ρH1(Ω)-conforming. Furthermore, V∂
is taken to be L2(∂Ω)-conforming, this is a convenient assumption which leads to the usual L2(∂Ω)-inner
product on the boundary.
Remark 3.1. This could seem very demanding and difficult to satisfy, because of the presence of the
parameters ρ and T . This is done in the first place to use the appropriate metric associated to the weight
Q in the inner product of X , as presented in Section 2. However, it will be shown in Section 3.3 that
usual finite element families are indeed sufficient in practice.
Let us approximate the function −→α q in −→Vq by
−→α q(t,−→x ) ' −→αdq(t,−→x ) :=
Nq∑
i=1
αiq(t)
−→ϕ iq(−→x ) =
(−→
Φ q(
−→x )
)>
· αq(t), ∀t ≥ 0,−→x ∈ Ω,
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where for all t ≥ 0 and −→x ∈ Ω, we introduce the compact notations
−→
Φ q(
−→x ) :=

(−→ϕ 1q(−→x ))>
...(−→ϕNqq (−→x ))>
 ∈ RNq×N , αq(t) :=
 α
1
q(t)
...
α
Nq
q (t)
 ∈ RNq .
In the same way, αp is approximated in Vp by
αp(t,
−→x ) ' αdp(t,−→x ) :=
Np∑
k=1
αkp(t)ϕ
k
p(
−→x ) = (Φp(−→x ))> · αp(t), ∀t ≥ 0,−→x ∈ Ω,
where for all t ≥ 0 and all −→x ∈ Ω, we have the compact notations
Φp(
−→x ) :=
 ϕ
1
p(
−→x )
...
ϕ
Np
p (
−→x )
 ∈ RNp , αp(t) :=
 α
1
p(t)
...
α
Np
p (t)
 ∈ RNp .
Finally, u is approximated in V∂ by
u(t,−→s ) ' ud(t,−→s ) :=
N∂∑
m=1
um(t)ψm(−→s ) = (Ψ(−→s ))> · u(t), ∀t ≥ 0,−→s ∈ ∂Ω,
where for all t ≥ 0 and all −→s ∈ ∂Ω, we also use the compact notations
Ψ(−→s ) :=
 ψ
1(−→s )
...
ψN∂ (−→s )
 ∈ RN∂ , u(t) :=
 u
1(t)
...
uN∂ (t)
 ∈ RN∂ .
It is now possible to formulate the discrete variational formulation from the continuous one (8) on−→
Vq × Vp × V∂ : for all j = 1, . . . , Nq and all ` = 1, . . . , Np, we are seeking for (−→αdq , αdp) ∈
−→
Vq × Vp such
that 
〈
∂t
−→αdq ,T · −→ϕ jq
〉
L2(Ω)
=
〈 −−−→
grad
(
ρ−1αdp
)
,T · −→ϕ jq
〉
L2(Ω)
,〈
∂tα
d
q , ρ
−1ϕ`p
〉
L2(Ω)
= −
〈
T · −→αdq ,
−−−→
grad
(
ρ−1ϕ`p
)〉
L2(Ω)
+
〈
ud, γ0
(
ρ−1ϕ`p
)〉
U,Y .
(9)
From the definition of −→αdq , αdp and ud, this leads to
Nq∑
i=1
d
d t
αiq
〈−→ϕ iq,T · −→ϕ jq〉
L2(Ω)
=
Np∑
k=1
αkp
〈
−−−→
grad
(
ϕkp
ρ
)
,T · −→ϕ jq
〉
L2(Ω)
,
Np∑
k=1
d
d t
αkp
〈
ϕkp, ρ
−1ϕ`p
〉
L2(Ω)
= −
Nq∑
i=1
αiq
〈
T · −→ϕ iq,
−−−→
grad
(
ρ−1ϕ`p
)〉
L2(Ω)
+
N∂∑
m=1
um
〈
ψm, γ0
(
ρ−1ϕ`p
)〉
U,Y .
Now, denoting
−−−→
grad
(
ρ−1Φp
)
:=

( −−−→
grad
(
ρ−1ϕ1p
))>
...( −−−→
grad
(
ρ−1ϕNpp
))>
 ∈ RNp×N ,
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the gradient of the p-type family (which is ρH1(Ω)-conforming by hypothesis),
M
T
:=
∫
Ω
−→
Φ q(
−→x ) · T (−→x ) ·
(−→
Φ q(
−→x )
)>
d−→x ∈ RNq×Nq ,
Mρ−1 :=
∫
Ω
ρ(−→x )−1Φp(−→x ) ·
(
Φp(
−→x ))> d−→x ∈ RNp×Np ,
the mass matrices in the Q-weighted metric of X ,
D :=
∫
Ω
−→
Φ q(
−→x ) · T (−→x ) ·
( −−−→
grad
(
ρ(−→x )−1Φp(−→x )
))>
d−→x ∈ RNq×Np ,
the averaged gradient and
B∂ :=
∫
∂Ω
γ0
(
ρ−1Φp
)
(−→s ) · (Ψ(−→s ))> d−→s ∈ RNp×N∂ ,
the discrete boundary control operator, we get the following finite-dimensional dynamical system(
M
T
0
0 Mρ−1
)
· d
d t
(
αq(t)
αp(t)
)
=
(
0 D
−D> 0
)
·
(
αq(t)
αp(t)
)
+
(
0
B∂
)
· u(t), ∀t ≥ 0. (10)
Finally, defining
M∂ :=
∫
∂Ω
Ψ(−→s ) · (Ψ(−→s ))> d−→s ∈ RN∂×N∂ ,
the boundary mass matrix and
B∂ :=
(
0
B∂
)
∈ R(Nq+Np)×N∂ ,
the extended boundary control operator, the output is given for all t ≥ 0 by
M∂ · y(t) := B>∂ ·
(
αq(t)
αp(t)
)
= B>∂ · αp(t). (11)
Now, system (10)–(11) is a finite-dimensional port-Hamiltonian system.
Remark 3.2. One can rewrite this under the flows–efforts formulation often used in the port-Hamiltonian
systems community, which gives rise to a Dirac structure (see e.g. [56])
MT 0 00 Mρ−1 0
0 0 M∂
 ·

d
d t
αq(t)
d
d t
αp(t)
−y(t)
 =
 0 D 0−D> 0 B∂
0 −B>∂ 0
 ·
αq(t)αp(t)
u(t)
 ,
implying in particular
αq(t)
> ·M
T
·
(
d
d t
αq(t)
)
+
(
αp(t)
)>
·Mρ−1 ·
(
d
d t
αp(t)
)
= (u(t))
> ·M∂ · y(t). (12)
Proposition 3.1. Let us define the discrete Hamiltonian
Hd(t) := H(−→αdq(t), αdp(t)) =
1
2
∥∥∥∥(−→αdq(t)αdp(t)
)∥∥∥∥2
X
. (13)
Then for all t ≥ 0, one has
d
d t
Hd(t) = (u(t))> ·M∂ · y(t),
=
〈
ud(t), yd(t)
〉
U,Y ,
(14)
which is the discrete counterpart of (7).
Proof. It is straightforward to compute that
Hd(t) = 1
2
(
αq(t)
)>
·M
T
· αq(t) + 1
2
(
αp(t)
)>
·Mρ−1 · αp(t).
And since M
T
and Mρ−1 are symmetric matrices, (12) gives the desired result. 
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3.3 Using classical finite element families
Up to now, the finite element families under consideration are not classical at all (i.e. directly available
in softwares) because of the metric depending on Q (i.e. on the physical parameters). This could be a
major drawback for effective implementation indeed.
Furthermore, in the port-Hamiltonian formalism, it is prefered to separate the geometric structure
of the system (i.e. the interconnection matrix J d :=
(
0 D
−D> 0
)
), from the constitutive relations
(linking flows and efforts together, and involving these physical parameters only there). We show below
that usual conforming finite element families allow to obtain the same matrices, the physical parameters
appearing only in the mass matrices (of q- and p-type).
Let us choose finite element families
(−˜→ϕ q)
1≤i≤Nq
and (ϕ˜p)1≤k≤Np belonging respectively to L
2(Ω)
and H1(Ω). If we define
((−→ϕ iq)1≤i≤Nq(
ϕkp
)
1≤k≤Np
)
:=

(
T
−1 · −˜→ϕ q
i
)
1≤i≤Nq(
ρϕ˜p
k
)
1≤k≤Np
, this is clearly a family belonging
to Q−1
[
L2(Ω)
H1(Ω)
]
. Thus denoting
−→
Φ q =

(
T
−1 · −˜→ϕ q
1
)>
...(
T
−1 · −˜→ϕ q
Nq
)>
 =
−˜→
Φ q · T
−1 ∈ RNq×N , with −˜→Φ q :=

(
−˜→ϕ q
1
)>
...(
−˜→ϕ q
Nq
)>
 ∈ R
Nq×N ,
the matrices appearing in (10) can now be easily computed, making use of the classical finite element
families
M
T
=
∫
Ω
−˜→
Φ q(
−→x ) · T−1(−→x ) ·
(−˜→
Φ q(
−→x )
)>
d−→x , Mρ−1 =
∫
Ω
ρ(−→x )Φ˜p(−→x ) ·
(
Φ˜p(
−→x )
)>
d−→x , (15)
D =
∫
Ω
−˜→
Φ q(
−→x ) ·
( −−−→
grad
(
Φ˜p(
−→x )
))>
d−→x , B∂ =
∫
∂Ω
γ0
(
Φ˜p
)
(−→s ) · (Ψ(−→s ))> d−→s . (16)
Then, formulation (15)–(16) is the one which will be used in the simulations of Section 5.
Remark 3.3. This result can be recovered working directly with the co-energy variables −→e q and ep,
i.e. following Remark 2.4. Hence from (H0), the solution space for (−→e q, ep) is Hκ+1div (Ω) × Hκ+1(Ω)
and the co-energy space is L2(Ω) × L2(Ω) endowed with the (L2(Ω))N+1-inner product weighted by
Q−1 =
(
T
−1
0
0 ρ
)
.
The mass matrices M
T
and Mρ−1 rewritten as in (15) are the matrices discretizing the bounded
operator Q−1.
This proves the equivalence of the two approaches: either working on Q-conforming finite element
families with energy variables and then rewrite the matrices (as done above), or working with co-energy
variables with usual conforming finite element families from the very beginning.
3.4 Another causality: switching control and observation
One can switch the role played by u and y, i.e. replace (2) by{
u˜(t,−→x ) = ∂tw(t,−→x ), ∀−→x ∈ ∂Ω, t ≥ 0,
y˜(t,−→x ) =
(
T (−→x ) · −−−→grad(w(t,−→x ))
)>
· −→n (−→x ), ∀−→x ∈ ∂Ω, t ≥ 0, (2S)
although this case has not been theoretically studied in [40].
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Nevertheless, this leads to
u˜ = γ0
(
ρ−1αp
)
, y˜ = γ⊥
(
T · −→α q
)
, (5S)
instead of (5) and to
〈
∂t
−→α q,T · −→v q
〉
L2(Ω)
= −
〈
ρ−1αp, div
(
T · −→v q
)〉
L2(Ω)
+
〈
γ⊥
(
T · −→v q
)
, u˜
〉
U,Y
,〈
∂tαp, ρ
−1vp
〉
L2(Ω)
=
〈
div
(
T · −→α q
)
, ρ−1vp
〉
L2(Ω)
,
(8S)
instead of (8). PFEM would then provide the following matrices
D˜ = −
∫
Ω
div
(−˜→
Φ q(
−→x )
)
·
(
Φ˜p(
−→x )
)>
d−→x , B˜∂ =
∫
∂Ω
Ψ(−→s ) ·
(
γ⊥
(−˜→
Φ q
)
(−→s )
)>
d−→s , (16S)
such that MT 0 00 Mρ−1 0
0 0 M∂


d
d t
αq(t)
d
d t
αp(t)
−y˜(t)
 =
 0 D˜ B˜∂−D˜> 0 0
−B˜>∂ 0 0

αq(t)αp(t)
u˜(t)
 ,
where here,
−→
Vq is T
−1 ·H1div(Ω)-conforming, Vp is ρL2(Ω)-conforming, and V∂ is L2(∂Ω)-conforming.
In the sequel, system (3)–(5) will be referred to as the
−−−→
grad–
−−−→
grad formulation, while system (3)–(5S)
will be referred to as the div– div formulation.
4 Numerical analysis
Let us focus on the
−−−→
grad–
−−−→
grad formulation corresponding to system (3)–(5). Define
• EX (t) :=
∥∥∥∥(−→α q(t)αp(t)
)
−
(−→αdq(t)
αdp(t)
)∥∥∥∥
X
the absolute error in X between the continuous and the discrete
energy variables;
• EH(t) := H(t)−Hd(t) the error between the continuous and the discrete Hamiltonians.
The aim is to analyze the asymptotic behavior of those errors, when the mesh size parameter h > 0
(conversely proportional to the values of Nq, Np and N∂) tends towards 0.
Remark 4.1. Thanks to (14), it holds EH(t) := H(t)−Hd(t) = H(0)−Hd(0) for all t ≥ 0, as soon as
the system is closed (i.e. with u ≡ 0).
4.1 Error estimates
This section is the core of this work: we state the main theorems and provide their proof. They are
proved under weak assumptions, gathered below from (H1) to (H5), that prove classical for the finite
element method (see e.g. [7, 26]). The aim of such an abstract numerical analysis is to propose a general
framework to deal with several kinds of finite element families at the same time. Section 4.2 gives an
example of suitable choices of these families, while Section 4.2.3 gives the result for other combinations.
4.1.1 Notations, hypotheses and basic properties
In the sequel, the following general hypotheses are assumed. These assumptions are made of usual
Galerkin estimates on H1 and L2, an inverse inequality between the H1- and L2-norms on the finite-
dimensional space ρ−1Vp ⊂ H1(Ω), and an estimate of the L2-projection in the H1-norm, which proves
useful to get optimality.
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Notations Let us denote
• h ∈ (0, h∗) the mesh size parameter, where h∗ > 0 (meaning that h is small enough);
• Hp := ρ−1Vp ⊂ H1(Ω);
• Hq := T · −→Vq ⊂ L2(Ω);
• Pp the L2-orthogonal projector from L2(Ω) onto Hp;
• P1,p the H1-orthogonal projector from H1(Ω) onto Hp;
• −→Pq the L2-orthogonal projector from L2(Ω) onto Hq.
In order to take into account the metric induced by the operator Q on X , we also introduce
• −→P q the orthogonal projector from L2(Ω) endowed with the weighted inner product
〈−→v 1,T · −→v 2〉
L2
for all −→v 1,−→v 2 ∈ L2(Ω), onto −→Vq;
• Pp the orthogonal projector from L2(Ω) endowed with the weighted inner product
〈
v1, ρ
−1v2
〉
L2
for all v1, v2 ∈ L2(Ω), onto Vp.
Hypotheses There exists h∗ > 0 such that for all κ ≥ 0,
∃Cp > 0, ∃θp ≥ 0 : ‖Ppvp − vp‖L2(Ω) ≤ Cp hθp ‖vp‖Hκ+1(Ω) ,
∀vp ∈ Hκ+1(Ω), ∀h ∈ (0, h∗); (H1)
∃C1,p > 0, ∃θ1,p ≥ 0 : ‖P1,pvp − vp‖H1(Ω) ≤ C1,p hθ1,p ‖vp‖Hκ+1(Ω) ,
∀vp ∈ Hκ+1(Ω), ∀h ∈ (0, h∗); (H2)
∃Cq > 0, ∃θq ≥ 0 :
∥∥∥−→Pq−→v q −−→v q∥∥∥
L2(Ω)
≤ Cq hθq
∥∥−→v q∥∥Hκ+1div (Ω) ,
∀−→v q ∈ Hκ+1div (Ω), ∀h ∈ (0, h∗); (H3)
∃C1,0 > 0, ∃θ1,0 ≥ 0 :
∥∥∥ −−−→grad (vdp)∥∥∥
L2(Ω)
≤ C1,0 h−θ1,0
∥∥vdp∥∥L2(Ω) ,
∀vdp ∈ Hp, ∀h ∈ (0, h∗); (H4)
∃C0,1 > 0, ∃θ0,1 ≥ 0 : ‖Ppvp − vp‖H1(Ω) ≤ C0,1 h−θ0,1 ‖P1,pvp − vp‖H1(Ω) ,
∀vp ∈ H1(Ω), ∀h ∈ (0, h∗). (H5)
Note that in general, (H5) can be deduced from (H4) thanks to the following lemma.
Lemma 4.1. If (H4) holds true, then there exists a constant C0,1 > 0 such that
‖Ppvp − vp‖H1(Ω) ≤ C0,1 h−θ1,0 ‖P1,pvp − vp‖H1(Ω) , ∀vp ∈ H1(Ω),
i.e. such that (H5) holds with θ0,1 = θ1,0.
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Proof. Let vp ∈ H1(Ω), one has
‖Ppvp − vp‖H1(Ω) ≤ ‖P1,pvp − vp‖H1(Ω) + ‖Ppvp − P1,pvp‖H1(Ω) ,
≤ ‖P1,pvp − vp‖H1(Ω) + ‖Pp (vp − P1,pvp)‖H1(Ω) ,
≤ ‖P1,pvp − vp‖H1(Ω) + ‖P1,pvp − vp‖L2(Ω)
+
∥∥∥ −−−→grad (Pp (vp − P1,pvp))∥∥∥
L2(Ω)
,
≤ 2 ‖P1,pvp − vp‖H1(Ω) + C1,0 h−θ1,0 ‖Pp (vp − P1,pvp)‖L2(Ω) ,
≤ 2 ‖P1,pvp − vp‖H1(Ω) + C1,0 h−θ1,0 ‖P1,pvp − vp‖L2(Ω) ,
≤ (2 + C1,0 h−θ1,0) ‖P1,pvp − vp‖H1(Ω) ,
≤ C0,1 h−θ1,0 ‖P1,pvp − vp‖H1(Ω) ,
where we have used PpP1,pvp = P1,pvp for all vp ∈ H1(Ω), using (H4), ‖Pp‖L(L2(Ω)) = 1, and we have
defined C0,1 := 2(h∗)θ1,0 + C1,0. 
However this estimate can be strenghtened (i.e. θ0,1 < θ1,0) in some cases in practice, typically for
convex domains. Thus hypothesis (H5) is given separately to ensure the optimality of the result.
Basic properties It is important to notice the following properties between the projectors defined
above, and denoted by straight or curly font. Although quite simple, these will be useful in the sequel
to get from the metric induced by Q to the usual one on (L2(Ω))N+1, and conversely.
• T−1−→PqT is a projector from L2(Ω) endowed with the inner product
〈−→v 1,T · −→v 2〉
L2
for all
−→v 1,−→v 2 ∈ L2(Ω), onto −→Vq;
• ρPpρ−1 is a projector from L2(Ω) endowed with the inner product
〈
v1, ρ
−1v2
〉
L2
for all v1, v2 ∈
L2(Ω), onto Vp;
• T−→P qT
−1
is a projector from L2(Ω) onto Hq;
• ρ−1Ppρ is a projector from L2(Ω) onto Hp.
Orthogonality of
−→
Pq in L2(Ω) and Pp in L2(Ω) imply that∥∥∥−→v −−→Pq−→v ∥∥∥
L2
≤
∥∥∥∥−→v − T−→P qT−1−→v ∥∥∥∥
L2
, ∀−→v ∈ L2(Ω),
‖v − Ppv‖L2 ≤
∥∥v − ρ−1Ppρ v∥∥L2 , ∀v ∈ L2(Ω),∥∥∥∥T 12 (−→v −−→P q−→v )∥∥∥∥
L2
≤
∥∥∥∥T 12 (−→v − T−1−→PqT −→v)∥∥∥∥
L2
, ∀−→v ∈ L2(Ω),∥∥∥ρ− 12 (v − Ppv)∥∥∥
L2
≤
∥∥∥ρ− 12 (v − ρPpρ−1v)∥∥∥
L2
, ∀v ∈ L2(Ω).
(17)
Thus, for all
(−→α q
αp
)
∈ X
∥∥∥∥(−→α qαp
)
−
(−→
P q 0
0 Pp
)(−→α q
αp
)∥∥∥∥
X
≤
∥∥∥∥∥
(−→α q
αp
)
−
(
T
−1−→
PqT 0
0 ρPpρ
−1
)(−→α q
αp
)∥∥∥∥∥
X
, (18)
and (H1) to (H5) can be written for the curly projectors Pp and
−→
P q in their respective metric, using the
upper and lower bounds of the physical parameters ρ and T .
4.1.2 Error analysis
The main results of this section are Theorem 4.2 for EX , and Theorem 4.4 for EH.
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Theorem 4.2. Let κ ≥ 0 and Ω be Cκ+2. There exists a constant CX > 0 such that for all T > 0, all
initial data
(−→α q0
αp0
)
∈ Zκ, all u ∈ C2([0,∞);Uκ) such that u(0) = γ⊥
(
T · −→α q0
)
, and all h ∈ (0, h∗)
EX (t) ≤
∥∥∥∥(−→P q 00 Pp
)(−→α q0
αp0
)
−
(−→αdq(0)
αdp(0)
)∥∥∥∥
X
+ CX max{1, T} hθ∗
∥∥∥∥(−→α qαp
)∥∥∥∥
L∞([0,T ];Zκ)
+ CXT h−θ1,0
∥∥u− ud∥∥
L∞([0,T ];U) , ∀t ∈ [0, T ], (19)
where
θ∗ := min {θ1,p − θ0,1 ; θp − θ1,0 ; θq − θ1,0} . (20)
Proof. For the sake of readability, two technical lemmas are proved in A.
Remark first that from (H0),
(−→α q
αp
)
∈ C([0,∞);Zκ), thus estimates (H1)–(H2)–(H3) can indeed be
applied to −→α q and αp for all time t ∈ [0, T ].
Let us decompose∥∥∥∥(−→α qαp
)
−
(−→αdq
αdp
)∥∥∥∥
X
≤
∥∥∥∥(−→α qαp
)
−
(−→
P q 0
0 Pp
)(−→α q
αp
)∥∥∥∥
X︸ ︷︷ ︸
E1
+
∥∥∥∥(−→P q 00 Pp
)(−→α q
αp
)
−
(−→αdq
αdp
)∥∥∥∥
X︸ ︷︷ ︸
E2
. (21)
The strategy of the proof proceeds in five steps.
• In step 1, the convergence of the first term E1 on the right-hand side of (21) is proved thanks
to (18).
• In step 2, Lemma A.1 is applied in order to get the exact value of
1
2
d
dt
E22 = E2
d
dt
E2,
in terms of L2(Ω)-inner products and boundary duality bracket.
• In step 3, Cauchy-Schwarz inequality and coarse bounds are used so that
E2 d
dt
E2 ≤ E3E2.
Dividing by E2 > 0 leads to
d
dt
E2 ≤ E3.
• In step 4, Lemma A.2 is applied in order to estimate E3.
• Finally, in step 5, the inequality obtained in step 4 is integrated in time, and all the estimates are
gathered to conclude.
Step 1 From (18) and using the lower bound T− for T and the upper bound ρ+ for ρ, one gets (with the
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definition of the weighted norm on X )∥∥∥∥(−→α qαp
)
−
(−→
P q 0
0 Pp
)(−→α q
αp
)∥∥∥∥
X
≤
∥∥∥∥∥
(−→α q
αp
)
−
(
T
−1−→
PqT 0
0 ρPpρ
−1
)(−→α q
αp
)∥∥∥∥∥
X
=
∥∥∥∥∥
(
T
−1 · T · −→α q
ρρ−1αp
)
−
(
T
−1−→
PqT 0
0 ρPpρ
−1
)(−→α q
αp
)∥∥∥∥∥
X
=
∥∥∥∥∥
(
T
− 12 (−→
I q −−→Pq
)
0
0
√
ρ (Ip − Pp)
)(
T · −→α q
ρ−1αp
)∥∥∥∥∥
L2(Ω)×L2(Ω)
≤ 1√
T−
∥∥∥T · −→α q −−→PqT · −→α q∥∥∥
L2(Ω)
+
√
ρ+
∥∥ρ−1αp − Ppρ−1αp∥∥L2(Ω) .
Applying (H1) with ρ−1αp ∈ Hκ+1(Ω) and (H3) with T · −→α q ∈ Hκ+1div (Ω) leads to
E1 ≤ max
{
Cq√
T−
hθq ,
√
ρ+Cp h
θp
}∥∥∥∥(−→α qαp
)∥∥∥∥
Zκ
. (22)
Step 2 Applying Lemma A.1 leads to
1
2
d
dt
∥∥∥∥(−→P q 00 Pp
)(−→α q
αp
)
−
(−→αdq
αdp
)∥∥∥∥2
X
=
〈 −−−→
grad
(
ρ−1 (αp − Ppαp)
)
,T ·
(−→
P q
−→α q −−→αdq
)〉
L2(Ω)
−
〈
T ·
(−→α q −−→P q−→α q) , −−−→grad (ρ−1 (Ppαp − αdp))〉
L2(Ω)
+
〈
u− ud, γ0
(
ρ−1
(Ppαp − αdp))〉U,Y .
Step 3 From Cauchy-Schwarz inequality and the continuity of the Dirichlet trace operator on H1(Ω)
1
2
d
dt
∥∥∥∥(−→P q 00 Pp
)(−→α q
αp
)
−
(−→αdq
αdp
)∥∥∥∥2
X
≤
∥∥∥∥T 12 · −−−→grad (ρ−1 (αp − Ppαp))∥∥∥∥
L2(Ω)
∥∥∥∥T 12 · (−→P q−→α q −−→αdq)∥∥∥∥
L2(Ω)
+
∥∥∥T · (−→α q −−→P q−→α q)∥∥∥
L2(Ω)
∥∥∥ −−−→grad (ρ−1 (Ppαp − αdp))∥∥∥
L2(Ω)
+ CD
∥∥u− ud∥∥U ∥∥ρ−1 (Ppαp − αdp)∥∥L2(Ω)
+ CD
∥∥u− ud∥∥U ∥∥∥ −−−→grad (ρ−1 (Ppαp − αdp))∥∥∥L2(Ω) .
But ρ−1
(Ppαp − αdp) ∈ Hp, thus ∥∥∥ −−−→grad (ρ−1 (Ppαp − αdp))∥∥∥
L2(Ω)
can be estimated by (H4),
∥∥∥ −−−→grad (ρ−1 (Ppαp − αdp))∥∥∥
L2(Ω)
≤ C1,0√
ρ−
h−θ1,0
∥∥∥ρ− 12 (Ppαp − αdp)∥∥∥
L2(Ω)
,
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where we have used the lower bound ρ− for ρ. This leads to
1
2
d
dt
∥∥∥∥(−→P q 00 Pp
)(−→α q
αp
)
−
(−→αdq
αdp
)∥∥∥∥2
X
≤
∥∥∥∥T 12 · −−−→grad (ρ−1 (αp − Ppαp))∥∥∥∥
L2(Ω)
∥∥∥∥T 12 · (−→P q−→α q −−→αdq)∥∥∥∥
L2(Ω)
+
C1,0√
ρ−
h−θ1,0
∥∥∥T · (−→α q −−→P q−→α q)∥∥∥
L2(Ω)
∥∥∥ρ− 12 (Ppαp − αdp)∥∥∥
L2(Ω)
+
CD√
ρ−
∥∥u− ud∥∥U ∥∥∥ρ− 12 (Ppαp − αdp)∥∥∥L2(Ω)
+
CDC1,0√
ρ−
h−θ1,0
∥∥u− ud∥∥U ∥∥∥ρ− 12 (Ppαp − αdp)∥∥∥L2(Ω) .
Gathering
∥∥∥∥T 12 · (−→P q−→α q −−→αdq)∥∥∥∥
L2(Ω)
and
∥∥∥ρ− 12 (Ppαp − αdp)∥∥∥
L2(Ω)
gives the desired X -norm:
1
2
d
dt
∥∥∥∥(−→P q 00 Pp
)(−→α q
αp
)
−
(−→αdq
αdp
)∥∥∥∥2
X
≤
(∥∥∥∥T 12 · −−−→grad (ρ−1 (αp − Ppαp))∥∥∥∥
L2(Ω)
+
C1,0√
ρ−
h−θ1,0
∥∥∥T · (−→α q −−→P q−→α q)∥∥∥
L2(Ω)
+
CD√
ρ−
(
1 + C1,0 h
−θ1,0) ∥∥u− ud∥∥U
)∥∥∥∥(−→P q 00 Pp
)(−→α q
αp
)
−
(−→αdq
αdp
)∥∥∥∥
X
.
Dividing both sides by
∥∥∥∥(−→P q 00 Pp
)(−→α q
αp
)
−
(−→αdq
αdp
)∥∥∥∥
X
, we finally get
d
dt
E2 ≤ E3, with
E3 :=
(∥∥∥∥T 12 · −−−→grad (ρ−1 (αp − Ppαp))∥∥∥∥
L2(Ω)
+
C1,0√
ρ−
h−θ1,0
∥∥∥T · (−→α q −−→P q−→α q)∥∥∥
L2(Ω)
+
CD√
ρ−
(
1 + C1,0 h
−θ1,0 ) ∥∥u− ud∥∥U
)
.
Step 4 Using the upper bound T+ for T , we get
E3 :=
(√
T+
∥∥∥ −−−→grad (ρ−1 (αp − Ppαp))∥∥∥
L2(Ω)
+
C1,0√
ρ−
h−θ1,0
∥∥∥T · (−→α q −−→P q−→α q)∥∥∥
L2(Ω)
+
CD√
ρ−
(
1 + C1,0 h
−θ1,0) ∥∥u− ud∥∥U
)
.
From Lemma A.2, one has
E3 ≤
(√
T+
(
C0,1C1,p h
θ1,p−θ0,1 +
ρ+C1,0Cp√
ρ−
hθp−θ1,0
)∥∥ρ−1αp∥∥Hκ+1(Ω)
+
C1,0√
ρ−
h−θ1,0
∥∥∥T · (−→α q −−→P q−→α q)∥∥∥
L2(Ω)
+
CD√
ρ−
(
1 + C1,0 h
−θ1,0) ∥∥u− ud∥∥U
)
. (23)
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It remains to estimate
∥∥∥T · (−→α q −−→P q−→α q)∥∥∥
L2(Ω)
. Thanks to the upper bound T+ for T and the
third line of (17), we have∥∥∥T · (−→α q −−→P q−→α q)∥∥∥
L2(Ω)
≤
√
T+
∥∥∥∥T 12 · (−→α q − T−1−→PqT−→α q)∥∥∥∥
L2(Ω)
,
or in other words∥∥∥T · (−→α q −−→P q−→α q)∥∥∥
L2(Ω)
≤
√
T+
∥∥∥∥T− 12 · (T · −→α q −−→Pq (T · −→α q))∥∥∥∥
L2(Ω)
.
With the lower bound T− for T and (H3) with −→v q = T · −→α q, this leads to∥∥∥T · (−→α q −−→P q−→α q)∥∥∥
L2(Ω)
≤
√
T+√
T−
Cq h
θq
∥∥∥T · −→α q∥∥∥
Hκ+1div (Ω)
.
By injecting the latter estimate into (23), we get
E3 ≤
(√
T+
(
C0,1C1,p h
θ1,p−θ0,1 +
ρ+C1,0Cp√
ρ−
hθp−θ1,0
)∥∥ρ−1αp∥∥Hκ+1(Ω)
+
√
T+C1,0Cq√
T−ρ−
hθq−θ1,0
∥∥∥T · −→α q∥∥∥
Hκ+1div (Ω)
+
CD√
ρ−
(
1 + C1,0 h
−θ1,0) ∥∥u− ud∥∥U
)
,
which gives, with a rough majoration, the existence of a constant C3 > 0 such that
E3 ≤ C3 hmin{θ1,p−θ0,1 ; θp−θ1,0 ; θq−θ1,0}
∥∥∥∥(−→α qαp
)∥∥∥∥
Zκ
+ C3 h
−θ1,0 ∥∥u− ud∥∥U ,
for all h small enough.
Step 5 By integrating
d
dt
E2 ≤ E3 between 0 and t, the latter inequality gives
E2(t) ≤ E2(0) + C3T hmin{θ1,p−θ0,1 ; θp−θ1,0 ; θq−θ1,0}
∥∥∥∥(−→α qαp
)∥∥∥∥
L∞([0,T ];Zκ)
+ C3T h
−θ1,0 ∥∥u− ud∥∥
L∞([0,T ];U) . (24)
Substituting (22) and (24) into (21), noticing that θp ≥ θp − θ1,0 and θq ≥ θq − θ1,0, gives the
desired result for all h small enough.

The next corollary follows easily
Corollary 4.3. Under the assumptions of Theorem 4.2, it holds∣∣EH(t)∣∣ ≤ (∥∥∥∥(−→α qαp
)∥∥∥∥
L∞([0,T ];X )
+
EX (t)
2
)
EX (t), ∀t ∈ [0, T ]. (25)
Proof. It is straightforward that∣∣EH∣∣ = 1
2
∣∣∣∣〈(−→α qαp
)
+
(−→αdq
αdp
)
,
(−→α q
αp
)
−
(−→αdq
αdp
)〉
X
∣∣∣∣ ≤ 12
∥∥∥∥(−→α qαp
)
+
(−→αdq
αdp
)∥∥∥∥
X
EX .
But ∥∥∥∥(−→α q(t)αp(t)
)
+
(−→αdq(t)
αdp(t)
)∥∥∥∥
X
≤ 2
∥∥∥∥(−→α qαp
)∥∥∥∥
L∞([0,T ];X )
+ EX (t), ∀t ∈ [0, T ],
which ends the proof of (25). 
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In the following theorem, it is proved that compatibility conditions between Hq, Hp and V∂ , including
those leading to the preservation of the de Rham cohomology, lead to a far better result for EH.
Theorem 4.4. Under the assumptions of Theorem 4.2, assume furthermore that
•
〈 −−−→
grad
(
vp−Ppvp
ρ
)
,T · −→v dq
〉
L2(Ω)
= 0, for all −→v dq ∈
−→
Vq, vp ∈ H1(Ω);
•
〈
T ·
(−→v q −−→P q−→v q) , −−−→grad(vdρ )〉
L2(Ω)
= 0, for all vp ∈ Vp, −→v q ∈ L2(Ω);
•
〈
u− ud, γ0
(
vdp
ρ
)〉
L2(∂Ω)
= 0, for all u ∈ L2(∂Ω), vdp ∈ Vp;
•
〈
ud, γ0
(
vp−Ppvp
ρ
)〉
L2(∂Ω)
= 0, for all ud ∈ V∂ , vp ∈ H1(Ω).
Then
EH(t)− EH(0) = 1
2
((EX (t))2 − (EX (0))2) , ∀t ∈ [0, T ].
Proof. Obviously (EX )2 = ∥∥∥∥(−→α qαp
)∥∥∥∥2
X
− 2
〈(−→α q
αp
)
,
(−→αdq
αdp
)〉
X
+
∥∥∥∥(−→αdqαdp
)∥∥∥∥2
X
.
Hence
EH = 1
2
(EX )2 +〈(−→α q
αp
)
,
(−→αdq
αdp
)〉
X
−
∥∥∥∥(−→αdqαdp
)∥∥∥∥2
X
.
From (8) and (9), it is straightforward that
d
dt
〈(−→α q
αp
)
,
(−→αdq
αdp
)〉
X
=
〈 −−−→
grad
(
ρ−1αp − Ppαp
ρ
)
,T · −→αdq
〉
L2(Ω)
+
〈
T · −→P q−→α q − T · −→α q, −−−→grad
(
αdp
ρ
)〉
L2(Ω)
+
〈
u, γ0
(
αdp
ρ
)〉
L2(∂Ω)
+
〈
ud, γ0
(Ppαp
ρ
)〉
L2(∂Ω)
,
which becomes, thanks to the assumptions on the q- and p-type families
d
dt
〈(−→α q
αp
)
,
(−→αdq
αdp
)〉
X
=
〈
u, γ0
(
αdp
ρ
)〉
L2(∂Ω)
+
〈
ud, γ0
(Ppαp
ρ
)〉
L2(∂Ω)
.
Since by construction
d
dt
∥∥∥∥(−→αdqαdp
)∥∥∥∥2
X
= 2
〈
ud, yd
〉
L2(∂Ω)
,
it can be deduced that
d
dt
(〈(−→α q
αp
)
,
(−→αdq
αdp
)〉
X
−
∥∥∥∥(−→αdqαdp
)∥∥∥∥2
X
)
=
〈
u− ud, γ0
(
αdp
ρ
)〉
L2(∂Ω)
+
〈
ud, γ0
(
αp − Ppαp
ρ
)〉
L2(∂Ω)
.
Now, thanks to the assumptions involving the boundary finite element families, it follows that〈(−→α q
αp
)
,
(−→αdq
αdp
)〉
X
−
∥∥∥∥(−→αdqαdp
)∥∥∥∥2
X
=
〈(−→α q0
αp0
)
,
(−→αdq(0)
αdp(0)
)〉
X
−
∥∥∥∥(−→αdq(0)αdp(0)
)∥∥∥∥2
X
,
and the result follows. 
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4.2 Accurate choices for the finite element families
The purpose of this section is to provide explicit examples illustrating the abstract estimates obtained in
Theorem 4.2, using usual conforming finite elements. In particular, optimal choices for the finite element
orders are given.
4.2.1 Mesh assumptions
The mesh family (Th)h∈(0,h∗) of Ω will be supposed to be a collection of simplicial, regular and quasi-
uniform triangularizations of Ω, meaning that
1. It is given by a collection of triangles or tetrahedra, denoted K in the sequel.
2. If hK > 0 denotes the diameter of K, i.e. hK := max−→x ,−→y∈K
∣∣−→x −−→y ∣∣, and dK is the diameter of
the inscribed circle or sphere in K, there exists a constant C > 0, independent of h such that
hK
dK
≤ C, ∀K ∈ Th, ∀h ∈ (0, h∗).
The mesh parameter is then defined as h := maxK∈Th hK .
3. There exists a constant c > 0 independent of h such that minK∈Th hK ≥ ch for all h ∈ (0, h∗).
These assumptions are classical in numerical analysis (see e.g. [7, 26]).
4.2.2 Lagrange element
The three finite element families must be L2(Ω)-, H1(Ω)- and L2(∂Ω)-conforming respectively, in order
to apply Theorem 4.2. A first easy choice is to take the usual Lagrange finite elements for each family,
i.e.
Hq :=
{−→v dq ∈ (C(Ω))N | −→v dq∣∣∣
K
∈ (Pk(K))N , ∀K ∈ Th
}
,
when k ≥ 1, or the piecewise constant functions when k = 0.
Hp :=
{
vdp ∈ C(Ω) | vdp
∣∣∣
K
∈ P`(K), ∀K ∈ Th
}
,
where ` ≥ 1
In the above definition, Pj(K) is the Lagrange finite element of order j made of all polynomials of
degree less or equal to j on K. The case j = 0 consisting of piecewise constant functions, ` can not be
equal to 0 since the resulting space Hp would not be H1(Ω)-conforming. It will be seen in Section 5 that
it is indeed necessary to get convergence in all of our test cases.
The discretization space at the boundary is taken as
V∂ :=
{
vd∂ ∈ C(∂Ω) | vd∂
∣∣∣
F
∈ Pm(F ), ∀F ∈ {Faces of K ∈ Th} ∩ ∂Ω
}
,
when m ≥ 1, or the piecewise constant functions when m = 0.
All error estimates are well-known and can be found e.g. in [7] and references therein for the global
Lagrange interpolation operators. Obviously, these estimates hold true for the orthogonal projectors.
Then (H1)–(H2)–(H3)–(H4)–(H5) read
∃Cp > 0, ‖Ppvp − vp‖L2(Ω) ≤ Cp h`+1 ‖vp‖H`+1(Ω) , ∀vp ∈ H`+1(Ω), ∀h ∈ (0, h∗); (H1b)
∃C1,p > 0, ‖P1,pvp − vp‖H1(Ω) ≤ C1,p h` ‖vp‖H`+1(Ω) , ∀vp ∈ H`+1(Ω), ∀h ∈ (0, h∗). (H2b)
The following estimate requires more attention. Nevertheless, a careful analysis using (H1b), [25, Propo-
sition 1.4], and a density argument, leads to
∃Cq > 0,
∥∥∥−→Pq−→v q −−→v q∥∥∥
L2(Ω)
≤ Cq hk+1
∥∥−→v q∥∥Hk+1div (Ω) ,
∀−→v q ∈ Hk+1div (Ω), ∀h ∈ (0, h∗). (H3b)
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∃C1,0 > 0,
∥∥∥ −−−→grad (vdp)∥∥∥
L2(Ω)
≤ C1,0 h−1
∥∥vdp∥∥L2(Ω) , ∀vdp ∈ Hp, ∀h ∈ (0, h∗), (H4b)
and finally
∃C0,1 > 0, ‖Ppvp − vp‖H1(Ω) ≤ C0,1 h−δ ‖P1,pvp − vp‖H1(Ω) ,
∀vp ∈ H1(Ω), ∀h ∈ (0, h∗), (H5b)
where δ = 0 if Ω is convex, and 1 otherwise.
Remark that, with the choice of V∂ , an estimate similar to (H1b) also holds on the boundary.
The following holds true.
Theorem 4.5. Let κ ≥ δ be an integer, where δ = 0 if Ω is convex and 1 otherwise, let T > 0,(−→α q0
αp0
)
∈ Zκ, u ∈ C2([0,∞);Hκ+1(∂Ω)), and
(−→αdq(0)
αdp(0)
)
and ud their respective Lagrange interpolations
in Hq ×Hp and V∂ given by the finite elements
(
Pk
)N × P` × Pm.
There exists a constant C > 0, independant of T > 0,
(−→α q0
αp0
)
, and u, such that for all h small
enough and all t ∈ [0, T ]
EX (t) ≤ C max{1, T} hmin{`−δ ; k ;m}
(∥∥∥∥(−→α qαp
)∥∥∥∥
L∞([0,T ];Zκ)
+ ‖u‖L∞([0,T ];Hκ+1(∂Ω))
)
. (26)
Furthermore, the optimal order is κ− δ, obtained with k = κ− δ, ` = max{κ ; 1} and m = κ− δ.
Proof. Since κ ≥ 0, Hκ+1(∂Ω) ⊂ L2(∂Ω), and ud can indeed be approximated in L2(∂Ω). The conver-
gence is given by
∥∥u− ud∥∥
L2(∂Ω)
≤ Cu hθu ‖u‖Hm+1(∂Ω) where θu = m+ 1 ≤ κ+ 1.
Since Hκ+1(∂Ω) ⊂ Hκ− 12 (∂Ω) = Uκ, from (H0), the solution belongs to Zκ continuously in time.
Recall that this means
−→α q ∈ T
−1
Hκ+1div (Ω) :=
{−→v ∈ L2(Ω) | T · −→v ∈ Hκ(Ω), div (T · −→v ) ∈ Hκ(Ω)} ,
and αp ∈ ρHκ+1(Ω). Hence, following (H1b)–(H2b)–(H3b), the order of the finite element families
satisfies
θp = `+ 1 ≤ κ+ 1, θ1,p = ` ≤ κ, θq = k + 1 ≤ κ+ 1.
From (H4b)–(H5b)
θ1,0 = 1, θ0,1 = δ.
One deduces the convergence rate of EX thanks to (19) and (20), i.e. it is given by
θ∗ = min {`− δ ; k ; m} ,
where we have used (H1b) and (H3b) for the approximation of the initial data. Now, taking into account
the maximal regularities given by (H0) (and the assumed regularity on u) leads to the maximal rate
min {κ− δ ; κ ; κ} = κ− δ.
Finally, one gets this maximal order with the minimal number of degrees of freedom when ` − δ =
k = m = κ − δ. Since P0 is not H1(Ω)-conforming, Theorem 4.2 would not apply for ` = 0, hence the
need for ` to be equal to max{κ ; 1}. 
Remark 4.2. By optimality, we mean maximazing the rate of convergence with the minimal number
of degrees of freedom in the q- and p- variables, which is the main purpose of this work. In particular,
optimality is not guaranteed for the boundary finite element V∂ (only an upper bound is provided).
Nevertheless, it will be numerically investigated in Section 5. As an appetizer, we already draw a
conjecture: on the one hand, we could guess that half an order could be gained for the boundary control
if it is considered in Hκ+
1
2 (sufficient for (H0)) but not in Hκ+1. On the other hand, the boundary
observation has been coarsely bounded by using the continuity of the Dirichlet trace operator, while
it surely might be directly bounded in H
1
2 , working e.g. on the composition of the trace operator γ0
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with the projector Pp in step 3 of the proof of Theorem 4.2. Hence, at the boundary, taking u ∈
C2([0,∞);Hκ+ 12 (∂Ω) should work with a probable increase of one order in the latter theorem (i.e.
m = κ − 1 − δ should again lead to the same order κ − δ). Furthermore, if we were looking for the
error u−ud in H− 12 (∂Ω), as suggested by the duality bracket 〈·, ·〉U,Y , it should give rise to another half
order for the convergence rate, following e.g. the ideas in [42, Section 14.4]. With these supplementary
hypotheses at hand, it can be conjectured that m = κ−1−δ leads to an approximation of order κ+ 12−δ
for the boundary term. Up to our knowledge, these results do not exist in full generality in the literature.
Nevertheless, in view of the simulations of Section 5, this guess is probably true, although not proved so
far.
However, considering the number of degrees of freedom at the boundary compared to the number of
degrees of freedom for the internal fields, it seems that the proof of this conjecture would not be of a
great interest in practice. Furthermore, it seems that it contradicts the hypotheses of Theorem 4.4, as
illustrated in Section 5, thus losing even more interest.
Remark 4.3. It has to be noted that, at least in the convex case, the optimal choice for
−→
Vq and Vp are
coherent with the maximal regularity assumed in (H0).
4.2.3 Other finite element families
Following [7, Proposition 2.5.4.], estimate (H3), and thus Theorem 4.2, hold true for many usualH1div(Ω)-
conforming families (hence L2(Ω)-conforming as required), namely: Raviart-Thomas RTk (for an intro-
duction to this important class of finite element, see e.g. [26]), Brezzi-Douglas-Marini BDMk and
Brezzi-Douglas-Fortin-Marini BDFMk.
Proposition 4.6. Let κ ≥ δ be an integer, where δ = 0 if Ω is convex and 1 otherwise, let T > 0,(−→α q0
αp0
)
∈ Zκ, u ∈ C2([0,∞);Hκ+1(∂Ω)), and
(−→αdq(0)
αdp(0)
)
and ud their respective interpolations. The
optimal rate of convergence is reached with Hq ×Hp × Vp given by
RTmin{0 ;κ−1−δ} × Pmax{1 ;κ} × Pmin{0 ;κ−δ},
BDMmin{1 ;κ−δ} × Pmax{1 ;κ} × Pmin{1 ;κ−δ},
and
BDFMmin{1 ;κ−δ} × Pmax{1 ;κ} × Pmin{1 ;κ−δ},
the three of them leading to the same convergence rate κ− δ.
Proof. This is a direct application of Theorem 4.2. 
Remark 4.4. Note the −1 for RT elements, this is due to [26, Lemma 3.17] since in (H3), only the
interpolation in the L2-norm is needed.
Conjecture 4.1. It should be also possible to apply Theorem 4.4 to these finite element families, using
already known results, such as e.g. [7, Proposition 2.5.2.] or [50, Theorems 5.40 & 5.49]. For instance,
under the assumptions of Theorem 4.5, the compatibility conditions are satisfied when k = ` = m = κ ≥ 1
(whether or not Ω being convex). However, for RT element, it would be necessary to increase the order
of one to satisfy the compatibility conditions (see [7, Section 2.5.6]).
Another point to address is the case of meshes made of quadrangles or hexahedra: Theorems 4.2
and 4.4 should also directly apply to these cases following, again, [7].
4.3 The div– div formulation
One can wonder if the previous results have a counterpart in the div– div formulation discussed in
Section 3.4, where u and y have been switched (notation S). This is indeed the case. For the sake of
space saving, since the proofs are quite similar, only the results for the general framework are briefly
stated below.
Assuming an existence and regularity result such as (H0) for the case (1)–(2S) (though not covered
in [40]), one can easily adapt the proof of Theorem 4.2.
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If
−→
Vq is H1div(Ω)-conforming, Vp is L2(Ω)-conforming and V∂ is L2(∂Ω)-conforming, satisfying
∃Cp > 0, ∃θp ≥ 0 : ‖Ppvp − vp‖L2(Ω) ≤ Cp hθp ‖vp‖Hκ+1(Ω) ,
∀vp ∈ Hκ+1(Ω), ∀h ∈ (0, h∗); (H1S)
∃Cdiv,p > 0, ∃θdiv,p ≥ 0 :
∥∥∥−→Pdiv,q−→v q −−→v q∥∥∥
H1div(Ω)
≤ Cdiv,p hθdiv,p
∥∥−→v p∥∥Hκ+1div (Ω) ,
∀−→v q ∈ Hκ+1div (Ω), ∀h ∈ (0, h∗); (H2S)
where
−→
Pdiv,q is the H1div(Ω) orthogonal projector from H1div(Ω) onto Hq;
∃Cq > 0, ∃θq ≥ 0 :
∥∥∥−→Pq−→v q −−→v q∥∥∥
L2(Ω)
≤ Cq hθq
∥∥−→v q∥∥Hκ+1div (Ω) ,
∀−→v q ∈ Hκ+1div (Ω), ∀h ∈ (0, h∗); (H3S)
∃Cdiv,0 > 0, ∃θdiv,0 ≥ 0 :
∥∥ div (−→v dq)∥∥L2(Ω) ≤ C div→0 h−θdiv,0 ∥∥−→v dq∥∥L2(Ω) ,
∀−→v dq ∈ Hq, ∀h ∈ (0, h∗); (H4S)
∃C0,div > 0, ∃θ0,div ≥ 0 :
∥∥∥−→Pq−→v q −−→v q∥∥∥
H1div(Ω)
≤ C0,div h−θ0,div
∥∥∥−→Pdiv,q−→v q −−→v q∥∥∥
H1div(Ω)
,
∀−→v q ∈ H1div(Ω), ∀h ∈ (0, h∗); (H5S)
we have the following theorem.
Theorem 4.7. Let κ ≥ 0 and Ω be Cκ+2. There exists a constant C˜X > 0 such that for all T > 0, all
initial data
(−→α q0
αp0
)
∈ Zκ, all u ∈ C2([0,∞);Uκ) such that u(0) = γ⊥
(
T · −→α q0
)
, and all h ∈ (0, h∗)
E˜X (t) ≤
∥∥∥∥(−→P q 00 Pp
)(−→α q0
αp0
)
−
(−→αdq(0)
αdp(0)
)∥∥∥∥
X
+ C˜X max{1, T} hθ˜∗
∥∥∥∥(−→α qαp
)∥∥∥∥
L∞([0,T ];Zκ)
+ C˜XT h−θdiv,0
∥∥u− ud∥∥
L∞([0,T ];U) , ∀t ∈ [0, T ],
where
θ˜∗ := min {θdiv,q − θ0,div ; θq − θdiv,0 ; θq − θdiv,0} .
Remark 4.5. In this latter formulation, we consider another causality for the duality control-observation.
Since here the observation is given by the trace of −→e q, −→Vq has to be H1div-conforming.
Remark 4.6. A counterpart of Theorem 4.4 should also be possible to prove under suitable compatibility
conditions.
4.4 Boundary damping
It can be difficult to deal with dissipative boundary conditions in the port-Hamiltonian formalism.
Indeed, at the continuous level, the dissipation does not appear as a positive bounded operator R in the
dynamics in general. This means that the dynamics of the port-Hamiltonian systems is not necessarily
driven by an operator of the form (J −R)Q (even with a lot of work involving lifting operators to fit this
formulation, R will not be bounded). In other words, the dissipativity is hidden in the domain of the
unbounded operator J . However, it is expected to recover a finite-dimensional pHs driven by a matrix
of the form
(J d −Rd)Qd at the discrete level.
PFEM provides a very easy way to describe this positive matrix Rd when dealing with admittance
or impedance boundary conditions, i.e. absorbing boundary condition in the PDE terminology. The
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strategy relies on the use of a suitable output feedback law on the finite-dimensional pHs obtained by
PFEM in the previous sections (see [57, 56] where this original strategy has been first proposed and
explained in details). Furthermore, this constrution gives a well-understood structure to the matrix Rd,
which turns out to be of low rank: at most the dimension of V∂ as expected, since the damping is applied
at the boundary only.
More precisely, the following boundary condition is considered, instead of (2), for the admittance
boundary condition{
v(t,−→x ) = Y (−→x )∂tw(t,−→x ) +
(
T (−→x ) · −−−→grad(w(t,−→x ))
)>
· −→n (−→x ), ∀−→x ∈ ∂Ω, t ≥ 0,
y(t,−→x ) = ∂tw(t,−→x ), ∀−→x ∈ ∂Ω, t ≥ 0.
(2Y)
and the following one instead of (2), for the impedance boundary condition v˜(t,
−→x ) = ∂tw(t,−→x ) + Z(−→x )
(
T (−→x ) · −−−→grad(w(t,−→x ))
)>
· −→n (−→x ), ∀−→x ∈ ∂Ω, t ≥ 0,
y˜(t,−→x ) =
(
T (−→x ) · −−−→grad(w(t,−→x ))
)>
· −→n (−→x ), ∀−→x ∈ ∂Ω, t ≥ 0.
(2Z)
where both the admittance Y and the impedance Z are positive and belong to L∞(∂Ω) and v or v˜ are
the external inputs.
Remark 4.7. It is clear that (2Y) and (2Z) generalize (2) and (2S) respectively. Nevertheless, as
mentioned above, PFEM does not apply straightforwardly in these more general cases (think about the
use of Green’s formula (4) at the beginning of the strategy). The proposed alternative to construct the
finite-dimensional dissipative pHs using an output feedback laws seems an elegant way to achieve our
goal.
It is easy to write the following relations: between u, y and v (the new control) from (2) and (2Y)
u(t,−→x ) = v(t,−→x )− Y (−→x )y(t,−→x ), ∀−→x ∈ ∂Ω, t ≥ 0,
or between u˜, y˜ and v˜ (the new control) from (2S) and (2Z)
u˜(t,−→x ) = v˜(t,−→x )− Z(−→x )y˜(t,−→x ), ∀−→x ∈ ∂Ω, t ≥ 0. (27)
Using a weak formulation, these equalities read in matrix form
M∂u(t) = M∂v(t)− 〈Y 〉 y(t), ∀t ≥ 0,
or
M∂ u˜(t) = M∂ v˜(t)− 〈Z〉 y˜(t), ∀t ≥ 0,
respectively, where
〈Y 〉 :=
∫
∂Ω
Y (−→s )Ψ(−→s ) · (Ψ(−→s ))> d−→s ,
or
〈Z〉 :=
∫
∂Ω
Z(−→s )Ψ(−→s ) · (Ψ(−→s ))> d−→s .
As presented in [56, Remark 2.], this procedure indeed gives rise to finite-dimensional Dirac structures,
introducing extra resistive ports, and leading to a pHDAE.
Proposition 4.8. Let κ ≥ 0 and Ω be Cκ+2. There exists a constant CX > 0 such that for all T > 0,
all initial data
(−→α q0
αp0
)
∈ Zκ, all u ∈ C2([0,∞);Uκ) such that u(0) = γ⊥
(
T · −→α q0
)
, and all h ∈ (0, h∗)
EX (t) ≤
∥∥∥∥(−→P q 00 Pp
)(−→α q0
αp0
)
−
(−→αdq(0)
αdp(0)
)∥∥∥∥
X
+ CX max{1, T} hθ∗
∥∥∥∥(−→α qαp
)∥∥∥∥
L∞([0,T ];Zκ)
+ CXT h−θ1,0
∥∥u− ud∥∥
L∞([0,T ];U) , ∀t ∈ [0, T ],
where
θ∗ := min {θ1,p − θ0,1 ; θp − θ1,0 ; θq − θ1,0} .
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Proof. This is a direct application of Theorem 4.2. Indeed, Lemma A.1 leads directly to the same
estimate (19) with v − vd instead of u− ud since Y ⊂ U and Y is positive. 
For the div– div formulation though, a problem appears at the continuous level: the output y˜ only
belongs to U a priori, which strictly contains Y. Thus what is the meaning of the equality (27) which
should be understood in Y? This is not the purpose of the present work, but if it is assumed that v˜
is smooth enough to ensure that y˜ ∈ Y and hence also u˜, then 4.7 holds with v˜ − v˜d instead of u˜ − u˜d
thanks to the adapted version of Lemma A.1 for the div– div formulation, since Z is positive.
5 Numerical study of the convergence rate in 2D
In this section, simulations are performed to illustrate our results. More precisely, we intend to verify if
the convergence rates are indeed those proved in Theorem 4.5 and claimed in Section 4.2.3.
5.1 An analytical solution
In order to study the convergence rate, we propose to focus on a 2D toy model, isotropic and hetero-
geneous, for which an analytical solution is known. This choice is made to avoid the computation of a
reference solution.
Let us consider Ω = (0, 1) × (0, 0.5) (a convex domain, thus with δ = 0). The physical parameters
are ρ ≡ 1 and T ≡ I. Denoting f(t) := 2 sin (√2t)+ 3 cos (√2t), we define
−→α q := f(t)
(− sin(x) sin(y)
cos(x) cos(y)
)
, αp :=
d
dt
f(t) cos(x) sin(y), ∀(x, y) ∈ Ω, t ≥ 0,
and
u(t) :=

−f(t) cos(x), ∀(x, y) ∈ (0, 1)× {0},
−f(t) sin(1) sin(y), ∀(x, y) ∈ {1} × (0, 0.5),
f(t) cos(x) cos(0.5), ∀(x, y) ∈ (0, 1)× {0.5},
0, ∀(x, y) ∈ {0} × (0, 0.5).
Then,
(−→α q
αp
)
is a C∞([0,∞); C∞(Ω))-solution to the wave equation written as a pHs (3)–(5).
The choice of sine and cosine functions has been made to avoid exact interpolation in the polynomial
finite element spaces of high order.
The Hamiltonian is easily obtained for all t ≥ 0
H (−→α q(t), αp(t)) = 1
8
(
d
dt
f(t)
)2
(0.5− sin(0.5) cos(0.5)) (1 + sin(1) cos(1))
+
1
8
(f(t))
2 ×
{
(0.5 + sin(0.5) cos(0.5)) (1 + sin(1) cos(1))
+ (0.5− sin(0.5) cos(0.5)) (1− sin(1) cos(1))
}
.
5.2 Simulations
In this section, the following procedure is proposed:
−→
Vq, Vp and V∂ are varying according to 3 ranges of
finite element families, and all combinations are tested to analyse the behavior of the convergence rate.
The simulations are performed using FreeFem++ 4.4 [31], with a Crank-Nicolson scheme in time
t ∈ (0, 1.5). The time step is chosen small enough (dt = 10−3), in order to ensure that the error is given
by the mesh size h and not the time step dt. These tests (128 combinations, with 6 values of h) have
been run on a personal computer (Intel Core I7 processor, 24GB of RAM).
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Figure 1 shows the convergence rates proven in Theorem 4.2 for the optimal choices of finite element
families among all our tests.
Figure 1: Convergence of EX as a function of h, with the optimal choice of finite element families.
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P0 [P0;P0] [P1;P1] [P2;P2] [P3;P3] BDM1 RT0 RT1 RT2
P0 -0.52 -0.52 -0.52 -0.52 -0.52 -0.52 -0.52 -0.52
P1 1.08 1.79 1.29 1.08 1.39 1.35 1.12 1.10
P2 -0.01 0.97 1.95 1.91 1.32 1.22 1.94 1.92
P3 0.00 0.16 -0.18 1.75 1.01 1.01 1.62 1.71
Optimal order given by Theorem 4.5 and Proposition 4.6: θ∗ = 0.
Optimal order given by Remark 4.2: θ∗ = 1.5.
P1 [P0;P0] [P1;P1] [P2;P2] [P3;P3] BDM1 RT0 RT1 RT2
P0 -0.52 -0.52 -0.52 -0.52 -0.52 -0.52 -0.52 -0.52
P1 1.04 1.54 1.26 1.06 1.33 1.55 1.08 1.08
P2 0.05 1.26 2.01 2.05 0.83 0.98 1.96 2.05
P3 0.09 1.02 2.09 2.51 1.00 0.22 1.99 2.52
Optimal order given by Theorem 4.5 and Proposition 4.6: θ∗ = 1.
Optimal order given by Remark 4.2: θ∗ = 2.5.
P1 [P0;P0] [P1;P1] [P2;P2] [P3;P3] BDM1 RT0 RT1 RT2
P0 -0.52 -0.52 -0.52 -0.52 -0.52 -0.52 -0.52 -0.52
P1 1.04 1.54 1.26 1.06 1.33 1.55 1.08 1.08
P2 0.06 1.21 1.99 2.05 0.80 0.97 1.98 2.04
P3 0.09 1.05 1.97 3.16 1.04 0.22 1.47 3.25
Optimal order given by Theorem 4.5 and Proposition 4.6: θ∗ = 2.
P1 [P0;P0] [P1;P1] [P2;P2] [P3;P3] BDM1 RT0 RT1 RT2
P0 -0.52 -0.52 -0.52 -0.52 -0.52 -0.52 -0.52 -0.52
P1 1.04 1.54 1.26 1.06 1.33 1.55 1.08 1.08
P2 0.06 1.21 1.99 2.05 0.80 0.97 1.98 2.04
P3 0.09 1.05 1.97 3.16 1.04 0.22 1.47 3.25
Optimal order given by Theorem 4.5 and Proposition 4.6: θ∗ = 3.
Table 1: Convergence rates for EX obtained for different combinations of finite element families. The
first cell (the upper-left one) of each table gives the type of boundary finite element, columns correspond
to the q-type variables, and rows to the p-type ones. The order in boldface are the optimal order given
by Theorem 4.5 or those claimed in Proposition 4.6. The order in italics are the optimal order assuming
the conjecture proposed in Remark 4.2, allowing for m = κ− 1 (here δ = 0).
All the convergence rates are presented in Table 1 for the absolute error in the energy norm EX .
In Theorem 4.2, Vp is assumed to be H1(Ω)-conforming. Looking at Table 1, this seems indeed
necessary to ensure convergence. Indeed, in every test cases, the rate is negative when Vp is given by
P0 Lagrange elements, which are not H1(Ω)-conforming. It has to be noted that, assumption (H2) is
violated in this case: Theorem 4.2 does not apply.
The other results summarized in Table 1 corroborate Theorem 4.5 and Proposition 4.6 well. In
particular, one can appreciate the condition ` = max{κ , 1} of Theorem 4.5 and of Proposition 4.6 in
the first table.
5.3 About the convergence rate of EH
So far, compatibility conditions have not been taken into account between
−→
Vq, Vp and V∂ . In other words,
only conforming assumptions have been made, and optimal rates have then been deduced (especially in
Remark 4.2). However, pHs are strongly structured, and in particular, the de Rham cohomology should
be respected to improve the efficiency of PFEM. As a motivation, it is remarkable in Table 2 that EH
does not converge at the same rate than EX as stated in Corollary 4.3, but at twice its order in a various
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number of cases. Note that simulations require a smaller time step to ensure the error to be driven by
h. As a consequence, the six tests with κ > 2.5 appearing in Table 1 will not be relevant here, thus not
shown in Tables 2 and 3.
The computed rates for EH are given in Table 2.
P1 [P0;P0] [P1;P1] [P2;P2] [P3;P3] BDM1 RT0 RT1 RT2
P0 -1.05 -1.05 -1.05 -1.05 -1.05 -1.05 -1.05 -1.05
P1 2.12 2.02 2.04 2.10 1.99 2.00 2.08 2.09
P2 0.01 1.95 2.01 2.01 2.07 1.94 2.03 2.00
P3 0.00 0.30 -0.36 2.04 2.03 2.04 2.07 2.05
Optimal order given by Theorem 4.4: θ∗ = 0.
P1 [P0;P0] [P1;P1] [P2;P2] [P3;P3] BDM1 RT0 RT1 RT2
P0 -1.05 -1.05 -1.05 -1.05 -1.05 -1.05 -1.05 -1.05
P1 1.99 3.04 2.55 2.14 2.74 2.06 2.17 2.19
P2 0.14 2.42 3.56 3.32 1.95 1.93 3.56 3.31
P3 0.20 1.92 3.20 X 1.98 0.43 3.24 X
Optimal order given by Theorem 4.4: θ∗ = 2.
P1 [P0;P0] [P1;P1] [P2;P2] [P3;P3] BDM1 RT0 RT1 RT2
P0 -1.05 -1.05 -1.05 -1.05 -1.05 -1.05 -1.05 -1.05
P1 1.99 3.04 2.55 2.14 2.74 2.06 2.17 2.19
P2 0.14 2.21 3.90 4.00 1.84 1.93 3.52 3.97
P3 0.20 1.94 2.77 X 1.99 0.43 2.94 X
Optimal order given by Theorem 4.4: θ∗ = 4.
P1 [P0;P0] [P1;P1] [P2;P2] [P3;P3] BDM1 RT0 RT1 RT2
P0 -1.05 -1.05 -1.05 -1.05 -1.05 -1.05 -1.05 -1.05
P1 1.99 3.04 2.55 2.14 2.74 2.06 2.17 2.19
P2 0.14 2.21 3.90 4.00 1.84 1.93 3.52 3.97
P3 0.20 1.94 2.78 X 1.99 0.43 2.94 X
Optimal order given by Theorem 4.4: θ∗ = 6.
Table 2: Convergence rates for EH obtained for different combinations of finite element families.
Remark 5.1. As stated in Conjecture 4.1, we have to increase the order of Raviart-Thomas elements
to satisfy the compatibility conditions of Theorem 4.4. This is blatant for instance in the third table.
Remark 5.2. The conjecture for the boundary term in Remark 4.2 implies, as seen in Table 1, that the
limiting finite element families for the convergence rate of EX are those of q- and p-type in Theorem 4.5
and in Proposition 4.6. Indeed, a better order, increased of 1.5 as conjectured, can be obtained by
increasing the order of
−→
Vq and Vp of 2. However, it has to be noticed that this considerably increases
the number of degrees of freedom. In comparison, the number of degrees of freedom at the boundary
is relatively low. Furthermore, it would violate compatibility conditions, since the Dirichlet trace of α
d
p
ρ
should belong to V∂ .
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P1 [P0;P0] [P1;P1] [P2;P2] [P3;P3] BDM1 RT0 RT1 RT2
P0 2.04 2.04 2.04 2.04 2.04 2.04 2.04 2.04
P1 1.96 1.13 1.58 1.94 1.43 1.48 1.86 1.90
P2 -1.73 2.01 1.03 1.05 1.56 1.60 1.04 1.04
P3 1.52 1.94 1.97 1.17 2.00 2.02 1.28 1.20
P1 [P0;P0] [P1;P1] [P2;P2] [P3;P3] BDM1 RT0 RT1 RT2
P0 2.04 2.04 2.04 2.04 2.04 2.04 2.04 2.04
P1 1.91 1.97 2.03 2.01 2.07 1.32 2.01 2.02
P2 2.57 1.92 1.77 1.62 2.35 1.98 1.82 1.62
P3 2.19 1.88 1.53 X 1.97 1.98 1.63 X
P1 [P0;P0] [P1;P1] [P2;P2] [P3;P3] BDM1 RT0 RT1 RT2
P0 2.04 2.04 2.04 2.04 2.04 2.04 2.04 2.04
P1 1.91 1.97 2.03 2.01 2.07 1.33 2.01 2.02
P2 2.55 1.83 1.96 1.95 2.30 1.98 1.78 1.94
P3 2.18 1.84 1.41 X 1.92 1.98 2.01 X
P1 [P0;P0] [P1;P1] [P2;P2] [P3;P3] BDM1 RT0 RT1 RT2
P0 2.04 2.04 2.04 2.04 2.04 2.04 2.04 2.04
P1 1.91 1.97 2.03 2.01 2.07 1.33 2.01 2.02
P2 2.55 1.83 1.96 1.95 2.30 1.98 1.78 1.94
P3 2.18 1.84 1.41 X 1.92 1.98 2.01 X
Table 3: Ratio between the convergence rates of EX and EH.
In Table 3, we provide the ratio between the convergence rates of EX and EH.
A very interesting fact is that, in the case of Remark 4.2, the ratio is close to 1, as proved in
Corollary 4.3, while in the case of Theorem 4.4, it is more or less equal to 2 (except for the first table,
where EX proves a superconvergent behavior).
To conclude, as pHs deal with a Hamiltonian functional, which can be seen as the primary object,
the structure-preserving discretization should mean that H has to be accurately discretized for both the
power balance (PFEM) and the value of H in R (compatibility conditions). Together, PFEM and the
compatibility conditions seem to achieve this using only the celebrated Finite Element Method. They
give the maximal precision with the minimal number of degrees of freedom, since, as mentionned before,
the number of degrees of freedom at the boundary is very low in comparison of those of q- and p-type:
thus, it is of great interest to increase the order of the boundary finite element.
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6 Conclusion and perspectives
In this work, the numerical analysis of the Partitioned Finite Element Method applied to the anisotropic
and heterogeneous boundary-controlled-and-observed N -dimensional wave equation has been carried out.
This recent structure-preserving method [12] allows the direct construction of a finite-dimensional port-
Hamiltonian system, the underlying Dirac structure of which mimicks the infinite-dimensional Stokes-
Dirac structure. This property allows a very accurate discretization of the power balance satisfied
by the system. Furthermore, it has been shown that under usual compatibility conditions between
the finite element spaces of approximation, the discrete Hamiltonian converges very fastly toward the
continuous one, strengthening the interest of PFEM, since the versatility of port-Hamiltonian systems
aims precisely at modelling the exchange of energies between sub-systems. As an illustration of our main
theorems, we have performed 2D simulations on a case where an analytical solution is known, with a
non-homogeneous boundary condition: the boundary control. A wide range of usual finite element have
been tested. Moreover boundary damping has been explained and analyzed; it would be straightforward
to take internal damping into account, already investigated in [56].
Several questions remain open, the first one being the case of mixed boundary conditions. Two
approaches have been proposed in [10]: a domain decomposition followed by a gyrator interconnection
between the two sub-systems, and the use of Lagrange multipliers. The former has the great advantage of
remaining an ODE, while the latter transforms into a DAE. The numerical analysis of both alternatives
will require deeper investigation. In particular, inf–sup condition should also appear for the Lagrange
multipliers approach.
A second interesting question is the problem of symplectic integration of pHDAE, which naturally
arises in various situations such as the aformentionned mixed boundary conditions, or for the heat
equation [54, 55]. A scheme has been recently proposed in [49, 51] for this purpose.
Another problem remains open in the case of the interconnection of systems with time-dependent
physical domains, such as for fluid-structure interaction (FSI), see for instance [60] and references therein.
It seems very challenging, and to the best of our knowledge, classical methods to deal with moving
boundaries will not systematically preserve the Dirac structure.
Finally, in assumption (H0) allowing for regular solutions, Xκ is assumed to be a Hilbert space. It
is clear that this requires some regularity assumptions on the physical parameters. Of course this is too
strong an assumption for real world applications.
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A Technical lemmas
We provide here the two technical lemmas used in the proof of Theorem 4.2.
Lemma A.1. Under the assumptions of Theorem 4.2, one has
1
2
d
dt
∥∥∥∥(−→P q 00 Pp
)(−→α q
αp
)
−
(−→αdq
αdp
)∥∥∥∥2
X
=
〈 −−−→
grad
(
ρ−1 (αp − Ppαp)
)
,T ·
(−→
P q
−→α q −−→αdq
)〉
L2(Ω)
−
〈
T ·
(−→α q −−→P q−→α q) , −−−→grad (ρ−1 (Ppαp − αdp))〉
L2(Ω)
+
〈
u− ud, γ0
(
ρ−1
(Ppαp − αdp))〉U,Y .
Proof. From the weak formulations (8)–(9), and thanks to the conformity of the finite element families,
one has〈
∂t
−→α q − ∂t−→αdq ,T · −→v dq
〉
L2(Ω)
=
〈
−−−→
grad
(
ρ−1αp −
αdp
ρ
)
,T · −→v dq
〉
L2(Ω)
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∀−→v dq ∈
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Vq = T
−1 ·Hq ⊂ T
−1 · L2(Ω),
and〈
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ρ
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grad
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, ∀vdp ∈ Vp = ρHp ⊂ ρH1(Ω).
34
Summing the latter two equalities gives
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Now by choosing −→v dq :=
−→
P q
−→α q −−→αdq ∈
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Vq and vdp := Ppαp − αdp ∈ Vp, we get〈
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Thanks to the orthogonality of
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in X , we have
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leading to the announced result. 
Lemma A.2. Under the assumptions of Theorem 4.2, one has for all h ∈ (0, h∗)∥∥∥ −−−→grad (ρ−1 (αp − Ppαp))∥∥∥
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Since (Ppρ−1αp − ρ−1Ppαp) ∈ Hp, hypothesis (H4) gives∥∥∥ −−−→grad (ρ−1 (αp − Ppαp))∥∥∥
L2(Ω)
≤ C0,1C1,p hθ1,p−θ0,1
∥∥ρ−1αp∥∥Hκ+1(Ω)
+ C1,0 h
−θ1,0 ∥∥Ppρ−1αp − ρ−1Ppαp∥∥L2(Ω) .
Let us focus now on
∥∥Ppρ−1αp − ρ−1Ppαp∥∥L2(Ω) to conclude. Since ρ−1Ppρ is a projector from L2(Ω)
onto Hp, one has Ppρ−1αp = ρ−1Ppρ
(
Ppρ
−1αp
)
. Hence∥∥Ppρ−1αp − ρ−1Ppαp∥∥L2(Ω) = ∥∥ρ−1Ppρ (Ppρ−1αp)− ρ−1Ppαp∥∥L2(Ω)
≤ 1√
ρ−
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+
√
ρ−
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where we have used the lower bound ρ− for ρ from the first to the second line. From the second to the
third line, we have used the norm of the projector Pp, which is 1 thanks to its orthogonality in L2(Ω)
endowed with the inner product
〈
v1, ρ
−1v2
〉
L2
, for all v1, v2 ∈ L2(Ω). Finally, we have used the upper
bound ρ+ for ρ from the third to the fourth line.
By (H1), still with vp = ρ−1αp, we get∥∥Ppρ−1αp − ρ−1Ppαp∥∥L2(Ω) ≤ ρ+Cp√ρ− hθp ∥∥ρ−1αp∥∥Hκ+1(Ω) ,
leading to the announced result. 
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