Abstract -In this paper neural networks based on an adaptive non-linear function suitable for both blind complex time domain signal separation and blind frequency domain signal deconvolution, are presented. This activation function, whose shape is modified during learning, is based on a couple of spline functions, one for the real and one for the imaginary part of the input. The shape control points are adaptively changed using gradient-based techniques. B-splines are used, because they allow to impose only simple constraints on the control parameters in order to ensure a monotonously increasing characteristic. This new adaptive function is then applied to the outputs of a one-layer neural network in order to separate complex signals from mixtures by maximizing the entropy of the function outputs. We derive a simple form of the adaptation algorithm and present some experimental results that demonstrate the effectiveness of the proposed method.
I. INTRODUCTION
In the last years the blind source separation-deconvolution problem has raised great interest in the signal processing community (see e.g. [1] , [2] ) in this context neural network approach seems to be one of the best methodologies to deal with this class of problems [3] - [6] .
In particular, information maximisation techniques implemented in neural like architecture have been particularly studied. In one of the first papers, Bell and Sejnowski [6] , developed an unsupervised learning algorithm, called Infomax, based on entropy maximization in a single-layer feedforward neural network. This architecture reported in figure 1 is composed by an invertible linear transformation followed by bounded, monotonously increasing, non-linear functions applied to all outputs separately. The adaptation (or learning in the neural networks context) is carried-out by maximising the output entropy. In this case, if the pdf's of the sources are known, the fixed non-linearities should be taken equal to the cumulative density functions of the sources.
More recently the problem of source separation has been extended also in the complex case (see for example [7] - [9] ), i.e. in the case of mixture of complex-valued signals, which can have several practical applications.
In both real and complex cases, however, the cumulative density functions of the sources are usually unknown. Although simulations often exhibit good results also for non-linearity's that do not exactly match the signals, in the general case a better estimation of the true nonlinear functions can be important. Therefore, several approaches have been proposed in the real case to obtain flexible non-linearities (see for example [10] - [14] ), which allow to optimize the shape of the functions with respect to the input signals.
In [10] and [11] an interesting technique that uses mixture models for the density functions of the source signals, is presented. As shown by the authors, the mixture approach can outperform higher-order methods, in many real separation tasks. However it requires a significant increase of the computational burden which can be a quadratic function of the number of curve parameters.
Flexible non linear functions can be estimated using the Gram-Charlier or Edgeworth expansions, truncated at a small order [12] . These methods are relatively simple at the cost of an approximation on the estimate.
An extended of the information maximisation algorithm able to separate mixed signals with sub-and supergaussian sources has also been presented in [13] . The main idea is to use a stability analysis criteria [9] to adaptively switch between sub-and supergaussian regimes.
In [14] instead the generalized Gaussian density model has been employed for the approximation of both sub-and supergaussian sources by an appropriate choice of Gaussian exponent.
In this context, spline-based non-linear functions seems to be particularly appealing: in fact they can model a very large number of non linear shapes and can be easily adapted by suitably varying their control point, with a low computational burden. This idea was firstly proposed in the supervised context for multilayered networks [16] and then proposed in an real-valued information maximisation scheme [15] .
Recently, a complex-valued adaptive spline neural network has been presented [17] . This architecture is shown to be well suitable for supervised signal processing applications, being based on an efficient Catmul-Rom spline activation function.
Based on the results in [15] - [17] in this paper a new adaptive non-linear function for blind complex-domain signal processing is presented. It is based on a couple of spline functions, one for the real and one for the imaginary part of the input, whose control points are adaptively changed using gradient-based techniques. It uses B-spline functions that allow to impose only simple constraints on the control parameters in order to ensure the needed monotonously increasing characteristic. In particular, the problem of adaptively maximizing the entropy of the outputs of a one-layer neural network is considered, in order to separating complex signals from instantaneous mixtures of them.
In Section II we describe the complex domain B-spline curve introducing a monotonous constraints needed for blind signal processing (BSS) applications. In Section III a class of time-domain approaches for signal separation is introduced. The complex domain extension of Bell and Sejnowsky [6] and Amari [19] algorithms, using adaptive activation functions, are fully developed. A frequency domain signal deconvolution using flexible activation function is also presented in section IV. At last, several experimental results that demonstrate the effectiveness of the proposed architectures are presented for signal separation-deconvolution problems.
II. THE COMPLEX DOMAIN B-SPLINE NON-LINEAR FUNCTION
In this section a non-linear adaptive flexible curve suitable for implementing an activation function is presented [16] . It has the following properties: 1) satisfies the boundedness constraint defined for activation functions; 2) is flexible enough to modify its shape, adapting a small number of local parameters, 3) is monotonously increasing using simple constraints.
Most of the functions currently used lack such a flexibility. If an adaptive polynomial is used [21] , a modification of a single parameter can lead to a change in the whole shape. Other adaptive functions proposed in the literature, as a sigmoid with an adaptable slope or/and gain [20] , are such that a slight modification in a single point can influence the overall shape of the function. This global adaptation can sometimes exhibit oscillatory behaviour, thus cancelling the previously learned information: the stability of the learning process is deemed to be compromised.
In [10] , an interesting technique that uses a mixture of densities (MOD) as flexible models for the density functions of source signals, is presented: the MOD are adaptively tuned in order to approximate the marginal density of the recovered signal. The main drawback is that it requires a high computational load depending on a quadratic function of the global curve parameters. Similarly in [11] the input distribution is modelled by a Gaussian mixture.
Gram-Charlier or Edgeworth expansions, truncated at a small order can also be used to estimate flexible non linear functions [12] . The method is relatively simple at the cost of an approximation on the estimate.
A Look-up- Table-based (LUT) non-linear function can overcome the global adaptation problem, localising the adaptation process so that the shape of the non-linear mapping changes only locally after each adaptation step. In fact, each step now affects only a small set of contiguous values in the LUT, preserving most of the adaptation performed in the previous learning. Only after a certain number of these steps, will the shape of the function reflect the information represented by the data set. In [22] , a practical application of this idea is presented. The direct use of this technique to implement a flexible activation function can lead to a huge number of free parameters. In order to reduce this number, in [23] the authors restrict the dimension of the LUT and use a suitable interpolation scheme.
The choice of an interpolation scheme is not obvious. In fact, a wrong choice of the interpolation scheme can lead to problems in the development of the learning algorithm: in [23] , it was found that a zero-order interpolation (like a sample-and-hold system) suffers from numerical instability.
For the real case, a good interpolation scheme should guarantee a continuous first derivative, as well as the capability to locally adapt the curve: such properties are exhibited by the so-called piecewise polynomial spline interpolation schemes [16] , that we use in this paper.
For a better understanding, let's briefly introduce the real-valued case (see figure 2) . The real spline activation functions are smooth parametric curves, divided in multiple tracts (spans) each controlled by four control points. Let f(u) be the non-linear function to reproduce, then the spline activation function can be expressed as:
i.e. as a composition of (M-2) spans (,) 
where:
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represents the a priori fixed distance between two adjacent control points; the constraints imposed by equation (3) are necessary to keep the input within the active region that encloses the control points. The choice of the sampling step u ∆ is non-critic and this quantity can be viewed as a regularisation parameter (see [24] for more details). Separating z into the integer and fractional parts using the floor operator .   , finally we get
In matrix form the output for the i-th spline span, can be expressed as
1331 3630 1 3030 6 1410
with 01 i ν ≤< and M is the coefficient matrix of the B-spline version of a flexible activation function defined in [16] , as in [15] .
In the complex domain, we use two distinct real-valued B-spline functions, one for the real part and one for the imaginary part. The corresponding neural network is called Complex valued Adaptive Spline Neural Networks (CASNN) as introduced in [17] . Therefore equation (6) can be rewritten as: 
where i y is the complex output of the function and j denotes the imaginary unit. The corresponding structure is shown in figure 3 . Equation (4) considers that the control points are such that:
This condition avoids loops (reverse ordering of abscissas) or multiple output values for a single abscissa (overlapping abscissas). This constraint is also necessary, since it avoids representing non-injective functions.
In blind signal processing applications (see for example [1] , [15] , [19] ), in order to ensure the monotonously increasing characteristic, we must also impose the constraint:
In the complex domain case, the constraint (10) and (11) are considered for both real and imaginary parts.
III. BLIND SEPARATION ALGORITHM FOR COMPLEX SIGNAL BY CASNN: TIME DOMAIN APPROACH
To separate complex input signals from instantaneous mixtures we follow an information theoretic approach. Using the notation introduced in Figure 1 , the entropy of the outputs y j (t) is maximised with respect to both the parameters of the un-mixing complex matrix W and the control points of the B-spline complex activation functions. The cost function to be maximised is hence defined as:
where p y (y) is the complex domain pdf of the outputs y and the matrix J represents the Jacobian. The joint entropy H(y) is defined as:
In the following we report the adaptation rule of the un-mixing matrix weights and for the Bspline control points both in the complex domain. However, the adaptation algorithm derivations are reported in appendixes A and B.
III.1 Weights Adaptation Rule
In the complex domain the adaptation rule for the weights W (see Appendix A) can be expressed as:
where the term
, defined in [19] and implicitly assumed in [6] , is such that the j-th term assumes the form:
where g(u), represent the neural network activation function.
III.2 Control Points Adaptation Rule
The spline curves are functions whose shape depends on their control points. In this section we propose an algorithm that modifies the spline's control points of the complex domain activation function in order to adapt the function shape to the input signal c.d.f. (the derivation of the control points adaptation rule for the real case is demonstrated in the Appendix B).
Obviously the cost function, as shown in expression (12) , has to be maximised also with respect to the parameters of the flexible non-linearity. The quantity defined in equation (16) for real domain spline activation functions, becomes now:
, j represents the index of the network output and i the spline span index.
In the complex domain case (see equation (9)), for the j-th network output we have:
where the subscripts jR and jI denote the real and imaginary parts of the network output respectively. By a simple generalisation of equation (17) in the complex domain, the j-th element of h(u), assumes the form:
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where, as in practical cases, we assume ∆u jR equal to ∆u jI . In order to adapt the control points of the complex activation functions, firstly it is possible to show that the maximisation of the functional (12) is equivalent to the maximisation of the following quantity:
where W % is a suitable matrix depending of the un-mixing complex matrix W which does not depend on the control points (see Appendix A, equation (A.7)). Then, starting from this, it is possible to demonstrate that the adaptation rule of the real part function can be expressed as: (21) where M m represents the (m+1)-th column of the matrix M. A similar expression can be derived for the control points of the imaginary part function, so we can write the final adaptation rule as:
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where the term η represents the constant adaptation rate for the B-splines control points.
IV. B LIND DECONVOLUTION ALGORITHM BY CASNN: F REQUENCY DOMAIN APPROACH CASNN can be effectively used in the case of multichannel blind frequency domain deconvolution (MBD). It is known that MBD allows to rebuild source signals from convolutive mixtures, using only observations of the mixtures and some knowledge on the spatial and temporal statistical characteristics of the source signals. The MBD generalises the well-known instantaneous blind signal separation problem, which a large number of papers has been devoted on. In this section, we propose an approach which follows the ideas presented in [25] , [26] , where the authors demonstrate that the MBD can be seen as a multiple instantaneous complex-valued separation problem, by using a N-th order Short Time Fourier Transform (STFT). Here, the technique is based on a couple of spline functions, one for the real and one for the imaginary part of the input, whose control points are adaptively changed using gradient-based techniques as proposed in the previous section. A convolutive mixture can be written as: where x i and s i are arrays containing the temporal sequence of the i-th element of the source and observed signals respectively and a ij contains the mixing FIR filter sequence; using vector notation the equation (23) can be rewritten as (24) in the frequency domain as:ˆ =⋅ XAS (25) The temporal series matrices A, X, S and the frequency domain matrix ˆ, , XAS are defined as FIR filter matrices and are related to the FIR matrix algebra introduced in [25] .
Using a notation as in the previous section, the source separation can be obtained by the inversion of the matrix A, such that it is possible to reconstruct the source signal as S = A -1 * X or 
where each element of the previous matrix is a complex number, then the equation (26) can now be rewritten in compact notation aŝî
Equation (27) represents instantaneous linear mixtures of complex domain signals. In [26] the author demonstrates that the separation of a mixture of convolved signals can be obtained separating N instantaneous complex sources in the frequency domain by using a N-th order Short Time Fourier Transform (STFT). The i-th vector element ˆi W of the separating matrix W f (t) for each frequency bin is such that:ˆˆ iii i =⋅∀ YWX (28) To separate out complex input signals from instantaneous mixtures, we can follow an information theoretic approach in complex domain using CASNN, as introduced in Section III.
In the implementation of the frequency domain algorithm, the observed signals x i are divided in L F length frames by a FFT. The separation is then computed for each frequency bin (see figure 4) . It follows that, using the previously defined CASNN, we need to adapt 2L F spline (real and imaginary parts) activation functions with a very high computational burden.
In order to reduce this computational cost we propose the use of a single activation function for all the frequency bins, as shown in figure 5.
V. EXPERIMENTAL RESULTS

V.1 Complex Signal Separation
In order to demonstrate the effectiveness of the proposed method, several different experiments have been carried out. As a numerical example of complex signal separation, an input x∈C 4 formed by a linear mixture of four independent signals arranged in a vector s∈C 4 , has been considered. Signal s 1 is 4QAM (Quadrature Amplitude Modulation) , s 2 is 16QAM, signal s 3 is a uniform random noise while s 4 is PSK (Phase-Shift Keying) modulation signal. The overall size of each signal was set to 1000 samples, with each sample corrupted by additive white zero-mean uniform noise. The mixture was computed as x = As, where A is defined as: =Vx equal to the identity matrix. Signals x ' were used to training the unmixing matrix W and the spline's control points. The learning rates µ and η were chosen equal to 0.005 and halved every 6 passes (training epochs) through the complete time series. The selected adaptive spline structure had 30 control points sampled with ∆u = 0.17, while the initial shape of the function was set to a hyperbolic tangent.
The last row in figure 6 shows network's outputs after the learning phase. It can be observed that the network is able to recover the original signals except for a phase shift, a change of scales and a random permutation. This fact is reflected in the permutation structure of the matrix WA: The underlined elements only (one in each row) have values significantly greater than zero, this fact confirms that the matrix W A represents approximately the product between a permutation and a diagonal matrix.
In figure 7 the absolute value of the activation functions for the networks corresponding separated signal is plotted, while figure 8 plots the signal to noise ratio for the separated signal averaged over 10 runs using random generated mixing matrices.
Note that for the sake of comparison, a classical neural network with fixed activation function was tested on the same problem. It must be stressed that in this case the network was not able to converge.
V.2 Multiple Signal Deconvolution
In order to test the performance of the frequency domain separation algorithm, several experiments have been carried out. Here we report only one experiment on a minimum phase convolutive mixing.
As stated before, in order to reduce the computational cost the proposed architecture uses an approximate scheme with only one complex-valued adaptive function for all the frequencies (see figure 5 ). In the experiment we report, we consider a 2-channels MBD problem, which allows to adapt only 4 real spline functions (1 complex function per channel, 2 real functions each).
The experiment consists of the blind deconvolution of two signals obtained by mixing two speech signals with a several random minimum phase 2x2 filter matrix. Both the classical algorithm (without adaptive functions) and the proposed adaptive scheme have been implemented and tested on the signals. For the new architecture, the FFT output has been scaled in order to fit the selected input range of the real spline functions (-3, +3) .
The estimated probability density functions of the input signals (real and imaginary parts) are reported in the first row of figure 9 . The second row of the same figure reports instead the shapes of the corresponding adaptive functions after adaptation, compared with the static tanh function. The adaptive capability of the proposed method is well evident. This is confirmed also by the performance in frequency, obtained activating only one channel at a time as in [26] . Figure 10 plots transfer functions u 1 /s 1 , u 1 /s 2 , u 2 /s 1 and u 2 /s 2 (averaged over 5 runs) for the spline-based algorithm (left column) and for the case of static (non-adaptive) functions (right column). As in [26] the line on top is the response of the un-mixing system to one source at the corresponding output and the line on bottom is the response to the interfering source at the same output.
The figure shows an emphasis effect at high frequencies (around 4 kHz); this behaviour can be considered as a whitening effect similar to that noted for the convolutive BellSejnowski's adaptation algorithm. Figure 11 , instead, reports the evolution averaged over 5 runs of the Signal-to-Noise (S/N) ratio during adaptation. The left plots represent the evolution of S/N (in the two channels) for the adaptive spline case, while left plots are related to the static case. Again the gain in performance of the proposed method can be assessed.
VI DISCUSSION AND CONCLUSIONS
A complex domain adaptive spline neural network for blind signal processing has been proposed; it can be effectively used for complex time-domain blind signal separation and for frequency domain signal deconvolution. Furthermore, the corresponding complex adaptation algorithms have also been fully developed and described.
As shown for the real case, experimental results on complex signals show separation improvements with respect to fixed activation functions. However, for signal deconvolution in frequency domain, the use of flexible activation functions produces fewer improvement. This is due to the DFT summation effect on the input signal. For the central limit theorem, in fact, the frequency domain output tends to be more Gaussian as the DFT size increases [28] .
Since adaptive activation function algorithms were not available in the complex domain, comparisons with others methods are not reported for this case. However, for completeness we report a small comparison between the MOD algorithm [10] and the proposed spline model for the real case. The experiment consists in the separation of a 16Khz sampled female voice mixed with a random uniform by distributed noise. The experimental setup is as follows: n. of samples 5x10 4 ; n. of iteration 3; learning rate for the un-mixing matrix W 5x10 -4 ; MOD learning rate: a = 0.001, b = 0.001, γ = 0.001; spline learning rate 10 -4 ; n. of spline control points 21; n. of random mixing matrix 15. Figure 12 plots the residual 2 nd channel interference; as we can note, the performances of the algorithms are quite similar (although our approach seem a little better). In Table 1 and Table 2 we compare the computational costs (of the activation function) of the proposed approach in the real domain case (the generalization for the complex domain case is straightforward) with those of the MOD as well as those of the method proposed in [27] .
As we can note, due to the local adaptation scheme of the spline the complexity both in forward and adaptive mode is independent of the number of control parameters while the other techniques polynomially depend on the order m. In addition, the adaptive spline function doesn't require any additional non-linear function evaluation. figure A1 ): s = s R +js I : array of the statistically independent non Gaussian complex input sources; x = x R +jx I :
array of the mixed signals, input of the neural network for separation; u = u R +ju I :
array of the outputs of the linear combiner (separated sources); y = y R +jy I :
array of the neural network outputs; W = W R +jW I : array of the neural network weights.
The subscripts R, I indicate the real and imaginary part respectively.
Let z = z R + jz I be a complex random variable (c.r.v.), we can define its pdf as the joint probability density of the random variables z R and z I : p z (z R , z I ). It follows that the entropy of z can be defined as: The non-linear complex activation function used in this appendix is the hyperbolic tangent a priori fixed (see [17] In order to develop the learning algorithm, the c.r.v. y's pdf is expressed in terms of the complex network weights W. To do this, we can rewrite network's input-output relationship as:
or in a more compact form as:
The equations (A.4) and (A.7) can be used to write the relationship from the y's joined pdf and the x's joined pdf as: Considering only the first two terms in (A.13), computing the gradient for each term with respect to W R and W I , it follows: The proof of (A.14) can be obtained remembering that Now from ( )
we compute the term of (A.17), so we can obtain
By inversion of the previously defined system we obtain: 
APPENDIX B: B SPLINE CONTROL POINTS ADAPTATION: REAL CASE
Let us consider the neural network of figure 1, for the j-th output channel and the i-th span's spline, the flexible activation function is denoted as g j,i (u j ), with control points
The gradient of (12) must be computed with respect to the synaptic weights, and to the control points. The idea for the adaptation of the spline control points is based again on the maximisation of the entropy H(y).
Using the gradient rule for each control point Q j,i+m , m=0,…3; we can write:
We can easily observe that the second term of (B.1) does not depend from W and Q, and it can be neglected:
Following a stochastic approximation we consider the simplified expression:
we obtain the term:
Now, using similar reasoning as that developed in Appendix A, it follows that: The following equations are also true: 
where η is defined as the spline control points adaptation rate. A s 1 (t) Number of samples x10
