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1 Einleitung 
Bekanntlich können Menschen aus sehr unterschiedlichen Erfahrungen und Lern-
materialien gerade diejenigen Konzepte erwerben, die sich später für ihr weiteres Han-
deln als nützlich erweisen. Dies gilt auch für das Erlernen einer Programmiersprache. 
So können relevante Kenntnisse über eine Programmiersprache aus Lehrtexten, aus 
konkreten Beispielen der verfügbaren Programmkonstrukte und aus vollständigen Pro-
grammen mit komplexen Kontrollstrukturen erworben werden. Weitergehende Kennt-
nisse werden oft durch die Interaktion mit einem Programmiertutor (Weber, 1992), 
durch das Explorieren einer Programmierumgebung oder beim Erstellen eines speziel-
len Programms erworben. 
Für das erfolgreiche Studium eines Lernmaterials weiden meist mehr oder weniger 
umfangreiche Kenntnisse vorausgesetzt Während sich in manchen Fällen so eine na-
türliche Sequenz der Lernmaterialien ergibt, können manchmal auch verschiedene 
Lernmaterialien zum Erwerb des gleichen Wissens eingesetzt werden. Die vorliegende 
Arbeit beschreibt kognitive Modellierungen des Wissenserwerbs aus drei verschiede-
nen Materialien: Texten, Beispielen von Programmkonstrukten und komplexen Pro-
grammen. Während die Texte und Beipiele alternativ oder zur gegenseitigen Ergänzung 
beim Erwerb des gleichen Wissens eingesetzt werden können, setzt das Studium von 
komplexen Programmen bereits solche Kenntnisse über Programmkonstrukte voraus. 
Wir beschäftigen uns in dieser Arbeit mit dem Erlernen einer Programmiersprache 
von Anfang an: Zuerst wird Erwerb von Programmierkonstrukten aus Text und Bei-
spielen modelliert, was als die "erste Stunde" des Erlernens einer bezeichnet werden 
kann. Das darauf aufbauende Erlernen von zielorientiertem Problemlösewissen aus 
vollständigen Programmen bezeichnen wir als die "zweite Stunde". 
2 Die "erste Stunde": Das Erlernen von 
Programmkonstrukten aus Text und Beispielen 
Die relevanten Konzepte einer Programmiersprache kann ein Anfänger durch das Stu-
dieren eines einführenden Textes oder durch das Studium von mehreren Programm-
beispielen erwerben. Sowohl das Lernen aus Text als auch das Lernen aus Beispielen 
bringt spezielle Vor- und Nachteile mit sich. Deshalb ist der Wissenserwerb aus einer 
geeigneten Kombination der beiden Materialien nahezu immer günstiger als das Ler-
nen aus nur einem Material. 
In den bisherigen Forschungen zu diesem Thema wurde meist versucht, die Effek-
tivität des Lernens aus verschiedenen Lernmaterialien nahezu ausschließlich an Hand 
der Ergebnisse empirischer Untersuchungen zu beurteilen. So wurde in der pädagogi-
schen Psychologie mit einem aufwendigen Forschungsprogramm die Frage erkundet, 
ob rezeptives Lernen (Ausubel, 1964) oder Entdeckungslernen (Bruner, 1961) zu einem 
günstigeren Lernerfolg führen würden. In einer Vielzahl von Untersuchungen (etwa 
Guthrie, 1967), die von Neber (1981) zusammenfassend beschrieben wurden, führte 
einmal das eine und dann wieder das andere Lemmaterial zu einem besseren Lernerfolg. 
Aufgrund der verschiedenen in den Untersuchungen verwendeten Operationalisie-
rungen und wegen der zunächst widersprüchlich erscheinenden Ergebnisse mußten zu-
nehmend stärkere Differenzierungen verwendet werden, um die empirischen Befunde 
überblicksmäßig beschreiben zu können. Die starke Differenzierung, von denen 
anfängliches versus spätes Behalten und anfänglicher Transfer versus später Transfer 
noch als vergleichsweise nützliche Unterscheidungen anzusehen sind, führte zu großer 
Unübersichtlichkeit. So kam Lefrancois (1976) auch zu der Einschätzung, daß sich 
diese Untersuchungen insgesamt als erfolglos erwiesen haben. 
Heute werden im Bereich der Mensch-Maschine-Kommunikation ähnliche Fragen 
mit der gleichen Forschungsmethodik wieder untersucht. Lehren, die aus dem man-
gelnden Ertrag der Untersuchungen der pädagogischen Psychologie gezogen werden 
könnten, werden dabei nicht berücksichtigt, d.h. die gleichen Fehler scheinen sich in 
einem anderen Gegenstandsgebiet (Lernen der Computernutzung durch Neulinge) zu 
wiederholen. So wird beispielsweise in Experimenten mit sehr geringem oder keiner-
lei theoretischem Überbau erforscht, ob sich die Lernschwierigkeiten von Computer-
neulingen durch vollständige Handlungsanweisungen beheben lassen. Andererseits 
wird für Computerneulinge ein aktives Entdeckungslernen durch "learning by doing" 
empfohlen (Carroll, 1985). 
Im Gegensatz zu der pädagogischen Psychologie und empirischen Untersuchungen 
auf dem Gebiet der Mensch-Maschine Kommunikation wurden in der experimentellen 
allgemeinen Psychologie Textverstehen und der Konzepterwerb aus Beispielen nicht 
vergleichend untersucht. Textverstehen (z. B. Kintsch, 1974) wurde im Rahmen eines 
Gedächtnisparadigmas untersucht Dabei wurden Gedäehtnisrepräsentationen, Enkodie-
rungsprozesse und Repräsentationsfragen im allgemeinen thematisiert. Der Konzept-
erwerb beim Studieren von Beispielen wurde innerhalb des Problemlöseparadigmas 
untersucht, wobei Verarbeitungsstrategien, Hypothesenbildung und Konzeptidentifika-
tion thematisiert wurden. 
Dadurch, daß Textverstehen und der Konzepterwerb aus Beispielen voneinander ge-
trennt, dafür aber gründlicher untersucht wurden, haben wir heute einerseits ein gutes 
Verständnis der kognitiven Prozesse beim Textverstehen und andererseits auch ein 
gleichermaßen gutes Verständnis der kognitiven Prozesse des Konzepterwerbs aus Bei-
spielen. Dagegen liegt bisher keine integrative Theorie darüber vor, wie Konzepte aus 
Text und aus Beispielen erworben werden. 
Wie die bereits erläuterten Themenstellungen aus der pädagogischen Psychologie 
und der Mensch-Maschine-Kommunikation zeigen, ist eine vergleichende Betrachtung 
des Konzepterwerbs aus Text und Beispielen oder einer Kombination dieser Materi-
alien in vielen Anwendungssituationen von Bedeutung. Schließlich stellen Lernen aus 
Text und Lernen aus Beispielen zwei der wichtigsten Formen des menschlichen Kon-
zepterwerbs dar. Da empirische und experimentelle Untersuchungen ohne eine adäquate 
theoretische Fundierung zu unfruchtbaren Differenzierungen führen, durch die das 
Kernthema leicht aus dem Auge verloren wird, sollte hier ein neuer Forschungsweg 
beschritten werden. Im folgenden soll ein kognitives Modell des Wissenserwerbs aus 
Texten und Beispielen für die Domäne des Erlernens elementarer Funktionen einer 
Programmiersprache beschrieben werden. 
2.1 Modellierung des Erlernens elementarer LISP-Funktionen 
Jede elementare LISP-Funktion, wie FIRST, REST, EQUAL und LIST, läßt sich 
durch vier Attribute definieren. Durch die Angabe von Spezifikationen für die Attribu-
te "NAME", "ANZAHL_DER_ARGUMENTE", "ARGUMENTAYP", und "I/0_ 
BEZIEHUNG" kann bei entsprechenden Vorkenntnissen jede dieser Funktionen als 
vollständig definiert betrachtet werden. Aus der Kombination der Attribute ergibt sich 
das folgende Funktionsschema mit vier Slots: 
Funktionsschema: 
NAME: 
ANZAHL_DER_ARGUMENTE: 
ARGUMENTTYP: 
I/0_BEZIEHUNG: 
Durch das Füllen der Slots ergibt sich ein instanziiertes Funktionsschema, wodurch 
eine LISP-Funktion definiert wird. Die Funktion FIRST ist somit bestimmt durch: 
NAME: f i r s t 
ANZAHL_DER_ARGUMENTE: e i n s 
ARGUMENTTYP: l i s t e 
I/0_BEZIEHUNG: e r s t e s - e l e m e n t - d e r - l i s t e 
Personen, die bereits Kenntnisse der LISP-Syntax und über die elementaren Daten-
strukturen in LISP (Atome und Listen) aufweisen und das oben spezifizierte Funk-
tionsschema besitzen, sollten nun eine LISP-Funktion wie FIRST sowohl aus einem 
Text als auch aus einer geeigneten Menge von Beispielen erlernen können. Tabelle 1 
zeigt einen Ausschnitt des Texts und eine Sequenz von Funktionseingaben in den 
LISP-Interpreter mit dem dazu korrespondieren Output 
Text 
Die Funktion FIRST wird verwendet, um den e r s t e n S-Term aus 
einem zusammengesetzten S-Term zu e x t r a h i e r e n . 
Die Funktion FIRST hat genau e i n Argument. 
Das Argument der Funktion FIRST muß e i n zusammengesetzter 
S-Term s e i n . 
Der Wert der Funktion FIRST i s t der e r s t e S-Term des Arguments. 
B e i s p i e l e 
Anhand der folgenden B e i s p i e l e können S i e Kenntnisse der Funk-
t i o n FIRST erwerben. Beachten S i e d i e Anführungszeichen! 
Mögliche Eingaben und d i e dazugehörigen Ausgaben des LISP-
Systems werden j e w e i l s l i n k s und r e c h t s i n e i n e r Z e i l e angege-ben . 
(FIRST ' ( A B ) ) -> A 
(FIRST '((A B) C)) -> (A B) 
(FIRST '(A (B C))) -> A 
(FIRST ' ( (A B) (C D) ) ) -> (A B) 
(FIRST '(A)) —> A 
(FIRST (FIRST • ((A B) C) ) ) -> A 
(FIRST '(FIRST ((A B) C) ) ) -> FIRST 
(FIRST 'A 'B) -> ERROR 
FIRST '(AB) -> ERROR 
(FIRST ( A B ) ) -* ERROR 
(FIRST 'A) -> ERROR 
(FIRST (A -B)) -> ERROR 
Tabelle 1: Ausschnitte aus den Lenmiaterialien 
Im Text sind in natürlichsprachlicher Form die Werte für die Attribute des Funk-
tionsschemas explizit angegeben. Deshalb sollte ein Lernender aus diesem Text das re-
levante Wissen über die Funktion FIRST erwerben können. 
Bei gleichem Vorwissen kann die Funktion FIRST aber auch aus den in Tabelle 1 
angegebenen Beispielen erlernt werden. Wenn der Lernende das erste Beispiel mit 
seinem Vorwissen analysiert, kann er feststellen, daß es sich dabei um eine syntak-
tisch korrekte Eingabe in das LISP-System handelt. Desweiteren läßt sich erkennen, 
daß FIRST eine Funktion ist und (A B) das Argument. Der Output des Funktions-
aufrufs ist A. Daraus können nun Hypothesen über Typ und Anzahl der Argumente 
und über die I/O-Beziehung gebildet werden, die wiederum richtig oder falsch sein 
können. Nachdem eine genügende Anzahl der angegebenen Beispiele für die Hypo-
thesenprüfung und Hypothesenmodifikation genutzt worden ist, haben sich die 
Hypothesen bestätigt, die im Text als Aussagen explizit mitgeteilt wurden. Somit 
sollte aus einem Text und aus Beispielen, die bei einem bestimmten Vorkenntnisstand 
als "informationsäquivalent" (Larkin & Simon, 1987; Schmalhofer, Boschert & 
Kühn, 1990) angesehen werden können, das gleiche Konzept erworben werden. 
2.2 Ein kognitives Modell des Konzepterwerbs 
Eine erste graphische Veranschaulichung des Modells ist in Abbildung 1 gegeben. 
Das Vorwissen des Lernenden, das einerseits aus dem Alltagswissen, das mehrere 
Heuristiken einschließt, und andererseits aus bereichsspezifischen Vorkenntnissen wie 
dem Funktionsschema besteht, ist in dieser Abbildung durch zwei Kästen dargestellt. 
Das beim Lernen neu aufgebaute Wissen ist durch drei Ellipsen dargestellt: Beim 
Lernen aus Text wird eine Bedeutungsrepräsentation des Textes (Textbasis) erstellt. 
Ein Situationsmodell, das eine Repräsentation der Gegenstandsdomäne (zum Beispiel 
das Wissen über den LISP-Interpreter) darstellt, kann ebenfalls beim Lernen aus Text 
erworben oder erneuert ("updating") werden. Wie das obengenannte Beispiel des 
Erlernens der LISP-Funktion FIRST gezeigt hat, sollte das gleiche Situationsmodell 
auch aus einer Menge informationsäquivalenter Beispiele erworben werden. Beim Ler-
nen aus Beispielen werden Schablonen (Template-Base, vgl. Anderson, Farrell & 
Sauers, 1984) als periphere Wissensrepräsentationen aufgebaut. 
Das Modell basiert auf den folgenden Grundannahmen (vgl. Schmalhofer, Boschert & 
Kühn, 1990; S. 178-179): 
a) Multiple Wissensrepräsentationen: Es werden drei Wissensrepräsentationen po-
stuliert, die im folgenden als 1) Situationsmodell, 2) Schablonenbasis und 3) 
als Textbasis bezeichnet werden. Das Situationsmodell (van Dijk & Kintsch, 
1983) repräsentiert die strukturelle Basis des Gegenstandsbereiches. Dagegen 
beinhaltet die Schablonenbasis Eigenschaften von Situationsbeispielen, die 
durch Schablonen (Anderson, Farrell & Sauers, 1984) dargestellt werden. Die 
Textbasis (Kintsch, 1974) ist aus Propositionen aufgebaut, die in Texten zum 
Ausdruck kommen können. 
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Abbildung 1: Integriertes Modell des menschlichen Lernens 
b) Text- und situationsbasierter Wissenserwerb: Der Erwerb von allgemeinem 
Situationswissen kann aus natürlichsprachlichen Beschreibungen und/oder aus 
beispielhaften Einzelsituationen, also text- und/ oder situationsbasiert erfolgen. 
In Abhängigkeit vom Lernmaterial entstehen dabei zuerst text- und situations-
basierte Wissensrepräsentationen, d.h. eine propositionale Textbasis oder Scha-
blonen. Beim Lernen aus Text und Lernen aus Beispielen werden also verschie-
dene periphere Wissensrepräsentationen (Textbasis oder Schablonenbasis) auf-
gebaut. 
c) Gleiches allgemeines Situationswissen bei informationsäquivalenten Lern-
material: Da sowohl die Textbasis als auch die Schablonenbasis weiter verar-
beitet werden, kann aus text- und situationsbasiertem Lernmaterial das gleiche 
allgemeine Situationswissen erworben werden. Dazu müssen die beiden Lern-
materialien jedoch informationsäquivalent sein. 
cl) Abhängigkeit von Vorwissen und Zielsetzung: Zur Wissensenkodierung wird 
stets das für den jeweiligen Bereich spezifische Vorwissen herangezogen. Beim 
Wissenserwerb können in Abhängigkeit von der jeweiligen Zielsetzung durch 
Umsetzungsprozesse zwischen Schablonenbasis und Textbasis implizite Infor-
mationen des Materials in explizites Wissen umgewandelt werden. 
Lernen aus Text: Auf der situativen Ebene laufen beim Lernen aus Text Inferenzpro-
zesse ab. So werden aus neu hinzukommenden Informationen und dem aktivierten 
alten Wissen Inferenzen gezogen (Schmalhofer, Kühn & Messamer, 1989). Dadurch 
werden weitere Bezüge zwischen den neuen Informationen und dem alten Wissen er-
zeugt und es findet eine teilweise Operationalisierung allgemeineren Wissens statt 
Lernen aus Beispielen: Beim Lernen aus Beispielen werden ebenfalls die Wissensein-
heiten aktiviert, die zu dem Beispiel in Beziehung stehen. Mit dem so aktivierten 
Wissen wird dann das vorliegende Beispiel erklärt. Dabei können durch die empirical 
generation heuristic oder die wishful thinHng heuristic Hypothesen generiert werden: 
Die emprical generation heuristic postuliert, daß das in einem Beispiel Gegebene all-
gemein gültig ist Die wishful thinking heuristic erzeugt durch Abduktion gerade die 
Hypothesen, die zur Vervollständigung der Erklärung eines Beispiels erforderlich sind. 
Durch Generalisierungs-, Spezialisierungs- und Selektionsheuristiken werden die so 
erzeugten Hypothesen dann modifiziert. Dann bestimmt die Wissensintegrationsphase 
mit welcher Stärke die einzelnen Wissenseinheiten im Gedächtnis Bestand haben. 
Die bisherige Modellierung beschreibt, wie aus Texten und Beispielen elementare 
Programmkonstrukte erworben werden. Mit den in der "ersten Stunde" erworbenen 
Programmkonstrukten werden nun in der "zweiten Stunde" komplexere Programme ge-
lernt. 
3 Die "zweite Stunde": 
Das Erlernen komplexer Programme 
Ziel der im folgenden beschriebenen Modellierung ist es, den Wissenserwerb der 
"zweiten Stunde" beim Erlernen der Programmiersprache LISP zu modellieren. Diese 
Wissenserwerbsphase ist dadurch charakterisiert, daß die Lernmaterialien nicht mehr 
nur die Programmkonstrukte von LISP beschreiben, sondern daß ganze Programme 
als Lernmaterialien vorgegeben werden. Damit ist ein geändertes Wissenserwerbsziel 
verbunden, das darin besteht, zielorientiertes Problemlösewissen zu akquirieren, also 
Wissen, das effektiv zum Lösen von Programmierproblemen in LISP eingesetzt wer-
den kann. Die Lernprozesse, die für diesen Wissenserwerbsschritt postuliert werden, 
unterscheiden sich für Anfänger und Fortgeschrittene als Konsequenz ihres unter-
schiedlichen Vorwissens. Aus diesem Grunde werden zunächst Anfänger und Fortge-
schrittene durch ihr Vorwissen charakterisiert. Diese Differenzierung führt zu einer 
Unterscheidung von zwei Wissensformen auf situativer Ebene, die im Rahmen einer 
Modellerweiterung als System- und Prozedurwissen eingeführt werden. Um die 
eigentlichen Wissenserwerbsprozesse konkreter darstellen zu können, wird zunächst 
eine Beispielsituation eingeführt, anhand deren der Erwerb von Prozedurwissen bei 
Anfängern und Fortgeschrittenen erläutert wird. Die Modellierung dieser Prozesse er-
folgt in einer Computersimulation durch die Anwendung erklärungsbasierter Lernver-
fahren (Mitchell, Keller & Kedar-Cabelli, 1986; DeJong & Mooney, 1986) unter 
Verwendung einer formalen Repräsentation des Vorwissens als Theorie. 
3.1 Vorwissen bei Programmieranfängern und 
Fortgeschrittenen 
Programmieranfänger und fortgeschrittene Programmierer lassen sich wie folgt durch 
ihr unterschiedliches Vorwissen charakterisieren: Zu Beginn der "zweiten Stunde" des 
Erlernens der Programmiersprache LISP wird vorausgesetzt, daß der Lerner, egal ob 
Anfänger oder Fortgeschrittener, die "erste Stunde" erfolgreich absolviert hat, d.h. 
sämtliches relevante Wissen aus den jeweiligen Lernmaterialien erworben hat. Hierbei 
sei unbestritten, daß der Fortgeschrittene diesen Lernerfolg in kürzerer Zeit bzw. mit 
weniger Lernaufwand erzielt hat als der Anfänger. Da die "erste Stunde" des Wissens-
erwerbs dadurch gekennzeichnet ist, daß die Konstrukte der Programmiersprache LISP 
mit ihrer Syntax und Semantik vermittelt werden, haben Anfänger und Fortgeschrit-
tene folglich das gleiche Wissen über das LISP-System erworben. Beide kennen also 
den gleichen Satz von Programmkonstrukten und den damit verbundenen Interaktions-
möglichkeiten, die das LISP-System zur Verfügung stellt 
Dennoch gibt es Unterschiede zwischen Anfängern und Fortgeschrittenen in bezug 
auf ihre Problemlösekompetenz beim Programmieren. Anfänger haben vor der "ersten 
Stunde" keinerlei Erfahrung im Umgang mit einer Programmiersprache, haben also 
noch keine Programmierprobleme selbständig oder unter Anleitung gelöst Auch wäh-
rend der "ersten Stunde" wird kein Problemlösewissen vermittelt, so daß Anfänger 
nicht über zielorientiertes Problemlösewissen für Programmierprobleme verfügen. 
Fortgeschrittene hingegen haben bereits vor der "ersten Stunde" Programmiererfahrung 
dadurch, daß sie selbständig Programmierprobleme in einer anderen Sprache als LBP 
gelöst haben. Dadurch verfügen sie über allgemeines, LEP-unabhängiges Problemlö-
sewissen, welches jedoch zum Verstehen eines Programmes in LISP sehr nützlich ist 
In unserem kognitiven Modell des Wissenserwerbs muß nun gerade der Unter-
schied zwischen Anfängern und Fortgeschrittenen, also das zielorientierte Problem-
lösewissen, reflektiert werden. Hierzu werden ähnlich wie bei Ryle (1973), Anderson 
(1983) und Newell (1982) die folgenden Wissensarten eingeführt: 
Systemwissen: System wissen beschreibt das gesamte Wissen über ein bestimmtes 
System. Dies sind die Interaktionsmöglichkeiten, die (von außen) mit dem System 
bestehen zusammen mit den daraus resultierenden Veränderungen im System. Im 
LISP-System bestehen die Interaktionsmöglichkeiten im Auswerten bestimmter 
Funktionen, wobei bestimmte Symbolbindungen als Eingaben eine Rolle spielen und 
gegebenenfalls neue Symbolbindungen resultieren. Die Konstrukte der Programmier-
sprache LISP sind nun gerade als spezielle Funktionen realisiert, so daß das Wissen 
hierüber als Systemwissen zu bezeichnen ist 
Prozedurwissen: Prozedurwissen beschreibt im Gegensatz zum Systemwissen alles 
Wissen, das notwendig ist, um gezielt Probleme in einem System zu lösen. All-
gemein kann ein Problem in einem System durch die Angabe eines Ausgangs- und 
eines Zielzustandes beschrieben werden. Die Lösung eines solchen Problems besteht 
aus einer Menge von (evtl. abstrakten) Aktionen oder Interaktionen, die in dem 
System zulässig sind, sowie einer Anweisung, wie diese Aktionen anzuwenden sind. 
Die Ausführung dieser Aktionen in dem System muß den Ausgangszustand des Pro-
blems in dessen Zielzustand überführen. Im LISP-System besteht die Beschreibung 
eines Programmierproblems in der Spezifikation einer Prozedur, die durch Vor- und 
Nachbedingung im Sinne der Programmverifikation gegeben ist. Lösung des Pro-
blems ist ein korrektes LISP-Programm, welches aus den zulässigen LISP-Anweisun-
gen und dem darin implizit vorhandenen Kontrollfluß bestehen. 
Prozedurwissen kann zum einen sehr spezifisch sein und die konkrete Lösung 
eines konkreten Problems beschreiben oder auch genereller, so daß ein allgemeiner 
Lösungsplan für eine ganze Klasse von Problemen beschrieben ist. In diesem Sinne 
verfügen also Programmieranfänger über keinerlei Prozedurwissen, fortgeschrittene 
Programmierer hingegen über allgemeines Prozedurwissen zum generellen Lösen von 
Programmierproblemen, jedoch nicht über LISP-spezifisches Prozedurwissen. Beim 
Systemwissen unterscheiden sich Programmieranfänger und Fortgeschrittene nicht. 
Ziel der "zweiten Stunde" des Wissenserwerbs beim Erlernen der Programmiersprache 
LISP ist es nun, LISP-spezifisches Prozedurwissen zu erwerben, was den Lernenden 
in die Lage versetzt, bestimmte Programmierprobleme zu lösen. Hierbei wird sich zei-
gen, daß der fortgeschrittene Programmierer durch sein Vorwissen im Bereich des all-
gemeinen Prozedurwissens einen erheblichen Vorteil gegenüber dem Anfänger hat 
3.2 Modellerweiterung: Unterscheidung von System- und 
Prozedurwissen 
Aufgrund der eingeführten Unterscheidung der beiden Wissensarten ist eine Erweite-
rung des Modelles aus Abbildung 1 erforderlich, so daß sich diese Unterscheidung 
widerspiegelt 
Abbildung 2 zeigt das so erweiterte Modell. Man erkennt, daß die Grundstruktur 
des Modelles und die drei Wissensrepräsentationen (Textbasis, Schablonen und 
Situationsmodell) erhalten geblieben sind. Das neue Lernmaterial, die Programme, 
werden auf der Seite der Beispiele eingeordnet, da sie ebenfalls in einer Kunstsprache 
(der Programmiersprache) abgefaßt sind und nicht in natürlichsprachlichem Text. Die 
Differenzierung zwischen System- und Prozedurwissen ist auf der Ebene des Situa-
tionsmodelles eingeführt worden, da erst auf dieser Ebene das Verständnis der erwor-
benen Konzepte aus Text und Beispiel modelliert ist und sich somit der rein inhaltli-
che Unterschied, der zwischen System- und Prozedurwissen besteht, dort erst nieder-
schlägt. 
Text: 
Beschreibung oder 
Instruktion 
Beispiele oder 
Programme 
Abbildung 2: Makroskopische Erweiterung des Lernmodells. 
System- und Prozedurwissen stehen jedoch nicht lose nebeneinander, sondern es gibt 
durchaus die Möglichkeit, daß die eine Wissensform in die andere überführt wird. Hier-
bei werden in dieser Modellerweiterung folgende Transformationen postuliert: 
Aus Systemwissen kann Prozedurwissen mit Hilfe von schwachen Methoden 
generiert werden. Als schwache Methoden werden hierbei im wesentlichen reine Such-
prozesse verstanden, wobei im Suchraum aller möglichen Kombinationen von LISP-
Konstrukten nach der Lösung für ein Programmierproblem gesucht wird, ohne daß der 
Suchraum problemspezifisch eingeschränkt wird. Dies entspricht der Situation, in der 
sich ein Anfänger nach erfolgreicher Absolvierung der "ersten Stunde" befindet, wenn 
er ein Programmierproblem lösen soll. Lösungen können nur für extrem einfache Pro-
bleme gefunden werden, was sich aus der Komplexität des Prozesses begründen läßt. 
Falls einfache Probleme von guten Lernenden dennoch gelöst werden, so wurde gerade 
Prozedurwissen direkt aus Systemwissen gebildet. 
Der umgekehrte Fall, in dem Systemwissen aus Prozedurwissen abgeleitet wird, 
liegt bei der folgender Lernkonstellation vor: Ein Fortgeschrittener lernt aus einem 
Programm für ein Problem, für das er bereits Prozedurwissen besitzt, zum Beispiel 
dadurch, daß er dasselbe Problem bereits vorher in einer anderen Programmiersprache 
gelöst hat. In seinem Lernmaterial tritt jetzt aber ein Programmkonstrukt auf, das er 
bisher nicht kannte, wozu er also kein Systemwissen besitzt. Aufgrund seiner 
allgemeinen Kenntnis des Lösungsprinzips, das gerade im Prozedurwissen steckt, ist 
es ihm aber möglich, Hypothesen darüber zu generieren, was das bislang unbekannte 
Programmkonstrukt bewirtet und kann so neues System wissen generieren. Dies ist je-
doch nur durch die Einbettung der unbekannten Aktion in einer größere Menge von 
bereits bekannten Aktionen möglich. 
Die für den Wissenserwerb der "zweiten Stunde" relevanten Prozesse sind jedoch 
die Generalisierung von Programmen hin zu prozeduralen Programmschablonen sowie 
die Hypothesenbildung zur Instanziierung allgemeinen Prozedurwissens hin zu LISP-
spezifischem Prozedurwissen auf der situativen Ebene. Die Generalisierung von Pro-
grammen erfolgt unter Zuhilfenahme von Systemwissen und wird im Modell als ein 
im wesentlichen deduktiver Prozeß modelliert. Prozedurwissen spielt für diesen Prozeß 
keine Rolle, so daß dieser gerade von Programmieranfängern durchgeführt werden 
kann. Die Prozesse der Hypothesenbildung aus Programmen (oder Schablonen) bedür-
fen aber gerade des allgemeinen Prozedurwissens und können demzufolge lediglich von 
den Fortgeschrittenen geleistet werden. 
3.3 Lernen aus Programmen: Eine Beispielsituation 
Um die beiden Prozesse des Erwerbs von Prozedurwissen bei Anfängern und Fort-
geschrittenen etwas konkreter darstellen zu können, wird nun zunächst exemplarisch 
ein Programm vorgestellt und daran der Wissenserwerb allgemein erörtert. 
Abbildung 3: Eine Beispielsituation zum Lernen aus Programmen. 
Abbildung 3 zeigt eine konkrete Beschreibung eines Programmierproblems. Die 
Aufgabe besteht darin, die Fakultätsfunktion zu programmieren. Sie wird mit der zu-
gehörigen Lösung gezeigt, in der die Fakultät in Anlehnung an die rekursive Defini-
tion auch in LISP rekursiv berechnet wird. 
type_of (n,natural\0) 
b e i (n) = x, bei(n) > 0 
E2: = (eqnl) 
bel(E2) - t gdw x = 1 
bel(E2) = n i l gdw x * 1 
El := (cond.. E5:=t 
assume(bei(E2) * n i l ) assume(bei(E2) = n i l ) 
x = 1 assume(bei(E5) * n i l ) 
x > 1 
E3 := 1 
\ 
E42:=(-l n) i 
b e i ( E 3 ) = 1 bel(E42) = x - 1 
type_of(E42,natural\0) 
bei(E42) < bel(n) 
E41:=(fak...) 
b e i (E41) = f a k ( b e i ( E 4 2 ) ) 
bel(E41) = fak(x - 1) 
E4:=(* n (fak...)) T 
bel(E4) = bel(n) * bel(E41) 
bel(E4) = x * fak(x - 1) 
£ 7 : = (cond....) 
b e i ( f a k ) = 1 
b e i ( f a k ) = x * fak(x 1) 
gdw x = 1 
gdw x * 1 
Abbildung 4: Erklärungen mit Systemwissen bei einem Programmieranfänger. Trace einer Programm-
simulation in symbolischer Form. 
Es stellt sich nun die Frage, was ein Lernender, der eine solche Problemlösung stu-
diert, aus ihr lernen kann. Zum einen könnte der Lernende die Problemlösung einfach 
nur oberflächlich erinnern, ohne die Lösung überhaupt zu verstehen. Diese Form des 
Auswendiglernens würde einen Lernenden, der die "erste Stunde" nicht absolviert hat, 
jedoch nicht von einem solchen Lernenden unterscheiden, der bereits Systemwissen 
erworben hat. Diese Form des reinen Auswendiglernens ist selbst für Anfänger nicht 
plausibel. 
Im Gegensatz zum Auswendiglernen versucht der Lernende, die dargebotene 
Problemlösung unter Zuhilfenahme seines vorhandenen Wissens zu erklären, um das 
Lösungsprinzip zu verstehen. Da Anfänger und Fortgeschrittene für diesen Prozeß je-
doch unterschiedliches Vorwissen besitzen, werden auch unterschiedliche 
Erklärungsstrukturen bei Anfängern und Fortgeschrittenen erzeugt, was letztlich auch 
unterschiedliche Lernresultate hervorbringt. Im folgenden werden die 
Wissenserwerbsprozesse bei Anfängern und Fortgeschrittenen separat diskutiert 
3.4 Erwerb von Prozedurwissen bei Anfängern 
Anfänger besitzen Systemwissen, welches die Konstrukte der Programmiersprache 
LISP beschreibt. Dieses Wissen erlaubt es dem Anfänger, den Ablauf des Programmes 
zu bestimmen und diesen mental zu simulieren. Hierdurch kann eine Erklärung des 
Programms dadurch erfolgen, daß die Funktionsweise des Programms in seinem zeitl-
ichen Verlauf nachgebildet wird. Solche Abbildungen oder Protokolle von Programm-
abläufen werden in der Informatik häufig in Form eines Trace zur Fehlersuche in 
einem Programm eingesetzt Ein solcher Trace beschreibt den Ablauf eines Pro-
gramms jedoch mit konkreten Eingabeweiten und dokumentiert die konkreten Zwi-
schenergebnisse, die bei der Programmabarbeitung auftreten. Bei der "mentalen Simu-
lation" eines Programms wird jedoch kein konkreter Trace erstellt, sondern die Berech-
nungsfolgen allgemeiner Art bestimmt Hierbei werden keine konkreten Zahlenwerte 
für Berechnungsergebnisse ermittelt, sondern vielmehr allgemeinere Relationen zwi-
schen einzelnen Ergebnisse der Berechnung. 
In einer Computersimulation dieses Erklärungsprozesses kann ein solcher sym-
bolischer Trace automatisch aus einer formalen Repräsentation des Systemwissens 
erzeugt werden (Bergmann, 1992a; Haupenthal, 1992). Hierbei werden Eingabe-
variablen in das zu simulierende Programm mit symbolischen Werten belegt und die 
Konsequenzen allgemeiner Art aus dem Systemwissen abgeleitet. Hieraus ergibt sich 
eine Abfolge von Systemzuständen, die in Abbildung 4 dargestellt ist 
In dieser Abbildung stellt ein Kasten jeweils einen Zustand des LISP-Systems dar, 
der durch bestimmte Prädikate näher beschrieben ist. Die Pfeile beschreiben den 
Übergang von einem Systemzustand in den nächsten durch die "mentale" Ausführung 
einer Programmanweisung. Hierbei beschreibt das Systemwissen, repräsentiert in 
Form von STRIPS-artigen Operatorbeschreibungen sowie zusätzlichen Inferenzregeln, 
wie der Folgezustand bestimmt ist Da dieses Systemwissen in einer deklarativen 
Form repräsentiert ist, kann auch für den Effekt jeder einzelnen Programmanweisung 
eine Erklärung gefunden werden, die gerade aus dem Beweis auf der Basis des System-
wissens als Theorie besteht 
Erklärungsbasiertes Lernen (EBL) dieser separaten Erklärungen für die einzelnen 
Programmanweisungen führt durch eine Generaliserung der konkret ausgeführten Pro-
grammanweisung zu einer variabilisierten Anweisung, die eine größere Menge von 
potentiellen Programmkonstrukten ermöglicht. Hierbei bestimmt EBL eine Menge 
von constraints über die Art der Programmanweisung derart, daß die Effekte der 
Programmanweisung, die im konkreten Fall aufgetreten sind, auch in jeder Install-
ierung des generalisierten Programmkonstruktes auftreten. Die so erhaltene Genera-
lisierung des gesamten Ablauftraces ist in Abbildung 5 dargestellt. 
t y p e _ o f (n,natural\0) 
b e l ( n ) = x# b e l ( n ) > 0 
-r 
E2:-(Lopln'Vl) wiih Uspj?p(LoplAopl), comparejel(Aopl), 
negated(Aopl jsfopl)>const(Vl) 
bei(E2) = t gdw Aopl(x,VI) 
bei(E2) = n i l gdw Nopl(x,VI) 
El ;=(c,ond(E2E3)(E5E4)) El. 
assume(bei(E2) * n i l ) 
Aopl(x,VI) 
E3 := V2 with 
J C0nst(V2) 
bei (E3) - V2 
assume(bei(E2) = n i l ) 
assume(bei(E5) * n i l ) 
x > 1 
E42:-(Lop2 n ) with Uspj)p(Lop2Aop2). 
arith(Aop2), decreasing(Aop2) 
bei(E42) = Aop2(x) 
t y p e _ o f ( E 4 2 , n a t u r a l \ 0 ) 
bel(E42) < be l ( n ) 
E41:=(FctE42) with recursive(Fct) 
bei (E41) - Fct(bel(E42)) 
bel(E41) - Fct (Aop2 (x) ) 
E4:=(Lon3nE41) with 
Uspj)p(Lop3Aop3), arith(Aop3) 
J _ 
bel(E4) = A o p 3 ( b e l ( n ) , b e l ( E 4 1 ) ) 
bel(E4) = Aop3(x,Fct(Aop2(x)) 
bei (Fct) - V2 gdw Aopl (x,Vl) 
bei(Fct) = Aop3(x,Fct(Aop2(x))) gdw Nopl(x,VI) 
compare_rel(Aopl), negated(AOpl,Nopl), arith(Aop2), 
decreasing(Aop2), arith(Aop3) 
Abbildung 5: Generalisierung der Erklärung bei einem Programmieranfänger. 
Die Zusammenfassung der generalisierten Programmkonstrukte unter Berück-
sichtigung der Abhängigkeiten, die zwischen den Konstrukten bestehen, ermöglicht 
das Erstellen einer Problemlöseschablone. In dieser Schablone ist die konkrete Pro-
blemstellung dadurch zu einem allgemeineren Problemschema generalisiert, daß be-
stimmte Variablen mit bestimmten constraints eingeführt sind (Bergmann, 1992b). 
Ebenso werden im Lösungsschema bestimmte Variabilisierungen zugelassen, die je-
doch durch die Problemstellung bestimmt sind. Abbildung 6 zeigt die für den in 
Abbildung 5 dargestellten generalisierten Ablauftrace erzeugte Problemlöseschablone. 
Diese Schablone spiegelt gerade das Wissen wieder, das der Anfänger, der das Beispiel-
programm von Abbildung 3 studiert hat, als Ergebnis des Generalisierungsprozesses 
speichert. 
F c t : N atural\0 — > Natural\0 
Fct (x) = V2 gdw Aopl (x, V I T 
Fct (x) = Aop3(x,Fct(Aop2(x))) gdw Nopl(x,VI) 
c o n s t ( V l ) / const(V2), compare_rel(Aopl), 
negated(Aopl,Nopl), a r i t h ( A o p 2 ) , 
decreasing(Aop2), arith(Aop3) 
(defun Fct (n) 
(cond 
(<Lopl n VI) V2> 
<V3 (Lop3 n <Fct <Lop2 n>>)))) 
lisp_op(Lopl,Aopl) , li£p_op(I,op2, Aop2), 
lisp_op(LGp3 rAop3), const<V3), V3 * n i l 
Abbildung 6: Erzeugtes Prozedurwissen eines Programmieranfängers. 
3.5 Erwerb von Prozedurwissen bei Fortgeschrittenen 
Der Wissenserwerb bei Fortgeschrittenen, die aus dem Beispielprogramm lernen, un-
terscheidet sich von dem der Anfänger dadurch, daß die Fortgeschrittenen weiteres Wis-
sen in Form allgemeinen Prozedurwissens bereits zur Verfügung haben und gerade 
dieses zur Erklärung der Funktionsweise des speziellen LISP-Programmes einsetzen 
können. Für die Erklärung der Fakultätsfunktion von Abbildung 3 kann das folgende 
allgemeine Problemlöseschema bei einem Fortgeschrittenen vorausgesetzt werden 
(vgl. Goebel & Vorberg, 1991; Vorberg & Goebel, 1991; Soloway, 1985): 
Problemschema: 
Zu programmieren s e i e i n e r e k u r s i v d e f i n i e r t e Funktion, wobei 
i n der D e f i n i t i o n d i e folgenden R o l l e n vorkommen: 
Tb: e i n e Terminierungsbedingung 
T f : das Ergebnis im terminierenden F a l l 
Ar: e i n e Reduzierung des Argumentes des F u n k t i o n s a u f r u f e s 
Ra: e i n r e k u r s i v e r Aufruf der Funktion 
Rf: d i e Berechnung des Ergebnisses im r e k u r s i v e n F a l l 
Lösungsschema: 
Berechne Tb 
Wenn Tb erfüllt i s t Dann: Berechne Tf 
Sonst: Berechne Ar 
Berechne Ra 
Berechne Rf 
Ein solches allgemeines Lösungsschema, das unabhängig von einer spezifischen Pro-
grammiersprache ist, kann der Fortgeschrittene beispielsweise dadurch erworben 
haben, daß er selbst (vor der "ersten Stunde") rekursive Probleme in einer anderen Pro-
grammiersprache gelöst hat und dabei dieses allgemeine Schema identifiziert und zum 
Problemlösen eingesetzt hat. 
Dieses Schema ist auch nützlich, um die Funktionsweise der LISP-Lösung zu ver-
stehen, da sie ebenfalls auf diesem Schema aufbaut. Hierbei kann nun der Fort-
geschrittene zunächst anhand der Problemstellung und durch oberflächliche Betrach-
tung der Lösung die Hypothese generieren, daß dieses Schema gerade zum Versehen 
der Lösung relevant ist. Es wird dann versucht, diese Hypothese zu bestätigen. 
Aufgrund der gegebenen Problembeschreibung können die in diesem Schema vor-
kommenden Rollen gefüllt werden und die Anwendbarkeit des Problemschemas kann 
getestet werden. Dadurch sind auch die Rollen, die im Lösungsschema vorkommen, 
gefüllt, und es verbleibt der Erklärungsbedarf, wie die im Lösungsschema vorkom-
menden Programmiersprachen-unabhängigen Problemlösungsschritte LISP-spezifisch 
in dem Programm von Abbildung 3 realisiert sind. Dadurch kann das gegebene Pro-
gramm erklärt werden, ohne daß eine aufwendige Ablaufsimulation notwendig ist, da 
durch das allgemeine Lösungsschema wesentliche Teile der Erklärung auf einem allge-
meineren Niveau bereits abgedeckt sind. Die daraus resultierende Erklärungsstruktur 
ist in Abbildung 7 dargestellt 
Allge-
meines 
Schema 
Problem-
spezi-
fische 
Instan-
ziierung 
Erklärung 
Berechne ja Berechne 
Tb Et 
Berechne 
Ra 
Berechne 
Er r 3 
fak(...) x*fak(..) 
Konkrete 
Prozedur 
Abbildung 7: Erzeugte Erklärungsstruktur eines fortgeschrittenen Programmierers. 
Man erkennt hier das problemspezifisch instanziierte Schema mit den zugehörigen 
fünf Rollen sowie die Zuordnung dieser generellen Problemlöseschritte zu dem spe-
ziellen LISP-Programm. Ergebnis dieses Lernprozesses ist es zunächst, die Anwend-
barkeit der allgemeinen Problemlösung auch für den Bereich LISP zu erkennen und zu 
erlernen, wie dieses allgemeine Lösungsschema LISP-spezifisch instanziiert werden 
kann. Zur Erklärung dieser LISP-spezifischen Instanziierung kann wieder Gebrauch 
von Systemwissen gemacht werden, und im Falle von komplexeren LISP-Realisie-
rungen für eine allgemeine Lösungsaktion kann erneut die Simulationstechnik zur 
Konstruktion einer Erklärung herangezogen werden. 
3.6 Diskussion der Modellaussagen für den Wissenserwerb 
Die Wissenserwerbsprozesse beim Lernen aus Programmen, wie sie in der "zweiten 
Stunde" beim Lernen von LISP auftreten, können nun für Anfänger und Fortge-
schrittene wie folgt zusammenfassend verglichen werden: Anfänger und Fortgeschrit-
tene lernen dadurch aus Programmen, daß sie sich die Funktionsweise des Program-
mes aufgrund ihres bisherigen Wissens erklären und dadurch lernen, bei welchen 
Problemstellungen ähnliche Lösungen möglich sind. Anfänger und Fortgeschrittene 
haben zur Erklärung verschiedenes Wissen zur Verfügung. Anfänger verfügen lediglich 
über Systemwissen, das die Wirkungsweise der einzelnen Konstrukte der Program-
miersprache erklärt, wohingegen Fortgeschrittene über allgemeines Prozedurwissen 
(zielgerichtetes Problemlösewissen) verfügen, das unabhängig von einer spezifischen 
Programmiersprache ist. 
Aufgrund des unterschiedlichen Vorwissens wird das Programm auch unterschied-
lich erklärt, wodurch bei Anfängern und Fortgeschrittenen auch unterschiedliche 
Erklärungsstrukturen für dasselbe Programm entstehen. Anfänger erklären durch eine 
zeitliche Ablaufsimulation, wohingegen die fortgeschrittenen Programmierer eine eher 
statische Erklärung für die Instanziierung des allgemeinen Problemlösewissens gene-
rieren. 
Diese unterschiedlichen Erklärungsstrukturen bewirken auch unterschiedliche 
Generalisierungen als Ergebnis des Lernprozesses. Anfänger erwerben eine sehr spezi-
fische Problemlöseschablone, Fortgeschrittene jedoch erklären und erwerben ein LISP-
spezifisches Instanziierungsprinzip für allgemeines Problem löse wissen, das bereits zu 
ihrem Vorwissen gehört. Dieser Unterschied beim erworbenen Wissen resultiert eben-
falls in einer unterschiedlichen Problemlösekompetenz bei Anfängern und Fortge-
schrittenen. Anfänger können nach dem Wissenserwerb aus Programmen genau solche 
Probleme lösen, die gerade durch die spezifische Lösungsschablone abgedeckt sind, 
jedoch keine weiteren. Fortgeschrittene Programmierer sind in der Lage, eine größere 
Menge allgemeinen Problemlösewissens aus ihrem Vorwissen für LISP spezifisch zu 
instanziieren und so auch Probleme zu lösen, die anders geartet sind als diejenigen, 
welche im Lernmaterial vorkamen. 
4 Überprüfung der Grundannahmen des Modells 
durch psychologische Experimente 
In mehreren Experimenten wurde die psychologische Adäquatheit des ursprünglichen 
Modells untersucht. Die Modellierung des Lernens aus Programmen (das "neue" 
Modell) hat mehrere Ähnlichkeiten mit den Arbeiten von Pirolli (1991) und van 
Lehn, Jones und Chi (1991). Pirolli berichtet auch über Experimente, die die psycho-
logische Plausibilität dieser Modellierungen belegen. Experimente, die sich auf das 
Erlernen von Programmen beziehen ("zweite Stunde") werden zur Zeit durchgeführt. 
Im folgenden werden Ergebnisse von Experimenten berichtet, die sich mit dem Erwerb 
von Programmkonstrukten beschäftigten. 
4.1 Zielabhängigkeit des Wissenserwerbs 
Zur Überprüfung der Zielabhängigkeit des Wissenserwerbs wurden je 20 Versuchs-
personen (Vpn) unterschiedliche Lernziele vorgegeben. Die Vpn der einen Bedingung 
wurden instruiert, daß sie nach dem Lesen eines "kleinen LISP-Manuals" eine Text-
zusammenfassung schreiben sollten. Den Vpn der anderen Bedingung wurde mitge-
teilt, daß sie nach dem Lesen kleine Programmieraufgaben lösen sollten (vgl. Schmal-
hofer & Glavanov, 1986). Bei allen Vpn wurden dann die Lesezeiten der einzelnen 
Sätze des Texts registriert. Betrachtet man nun die Lesezeit pro Wort in Abhängigkeit 
der Hierarchiestufe, auf der sich ein Satz in der bekanntlich hierarchisch strukturierten 
Textbasis befindet, so ergibt sich folgendes Ergebnis: Für die Vpn, die den Text unter 
der Zielsetzung der Textzusammenfassung studierten, nehmen die Verarbeitungszeiten 
(Lesezeit pro Wort) bei niedrigeren Hierarchiestufen ab. Der Satz, der die Wurzel der 
Hierarchie bildet, wird also am längsten gelesen. Bei den Versuchspersonen der 
zweiten Bedingung wurde dieser level's effect (Cirilo & Foss, 1980) dagegen nicht 
beobachtet. Daraus läßt sich schließen, daß die Personen mit dem Ziel der Text-
zusammenfassung mehr Gewicht auf den Aufbau der Textbasis gelegt haben, so daß 
der bekannte level's effect zu beobachten war. Die anderen Personen haben dagegen 
mehr mentale Ressourcen in den Aufbau des Situationsmodells investiert. 
Aufgrund der Lesezeitanalysen würde man ebenfalls erwarten, daß unter der Zielset-
zung der Textzusammenfassung die Textbasis stärker ausgeprägt wurde und bei den 
anderen Vpn das Situationsmodell gedächtnismäßig stärker ausgebildet wurde. Diese 
Vorhersage konnte in einem Folgeexperiment auch bestätigt werden. Für Satzveri-
fikationsaufgaben können verschiedene Arten von Testsätzen konstruiert werden, so 
daß sich daraus die Stärke der Gedächtnisspuren für die propositionale Textbasis und 
das Situationsmodell getrennt errechnen lassen (Schmalhofer, 1986; Schmalhofer & 
Glavanov, 1986). So läßt sich die Stärke der propositionalen Textbasis aus dem Un-
terschied in der Antwort zu Paraphrasen und Inferenzsätzen errechnen. Die Stärke der 
situativen Repräsentation wird auf ähnliche Weise aus den Reaktionsunterschieden zu 
Inferenzsätzen und falschen Sätzen errechnet. 
In den Experimenten von Schmalhofer und Glavanov zeigte sich, daß die Text-
zusammenfassungsinstruktion tatsächlich zu einer stärker ausgeprägten Textbasis und 
die Programmierinstruktion zu einem stärker ausgeprägten Situationsmodell führten. 
Somit konnte die Zielabhängigkeit des Wissenserwerbs sowohl mit Lesezeitanalysen 
als auch durch das im Gedächtnis gespeicherte Wissen nachgewiesen werden. 
4.2 Einfluß des Vorwissens auf den Wissenserwerb 
Der Wissenserwerb hängt nicht nur von dem Lernziel, sondern auch von den Vor-
kenntnissen des Lernenden ab. Wenn eine Versuchsperson bereichsspezifische Vor-
kenntnisse besitzt, so kann dadurch eine tiefergehendere Verarbeitung des Lern-
materials erfolgen als beim Fehlen solcher Vorkenntnisse. Insbesondere können durch 
die Vorkenntnisse mehrere nützliche Inferenzen gezogen werden. In solchen Fällen 
sollten sich deshalb für Vpn mit Vorkenntnissen längere Lesezeiten ergeben als für 
Vpn ohne Vorkenntnissen. Hinsichtlich des erworbenen Wissens sollten Vpn mit 
Vorkenntnissen ein deutlich stärker ausgeprägtes Situationsmodell und Vpn ohne Vor-
kenntnisse eine vergleichsweise stark ausgeprägte Textbasis aufweisen. Der Aufbau 
einer Textbasis ist eine allgemeine Fertigkeit und daher nicht von bereichs-spezifi-
schen Vorkenntnissen abhängig. Die Defizite im Aufbau des Situationsmodells führen 
bei Vpn ohne Vorkenntnissen zu einer Intensivierung bei der Erstellung der proposi-
tionalen Textbasis (Mani & Johnson-Laird, 1982). 
Lesezeit in Sekunden 
A 
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neue partiell neue redundante negative Beispiele 
Abbildung 8: Lesezeitprofile für Beispiele bei unterschiedlichen Benutzerkategorien. 
Diese Vorhersagen wurden in Experimenten von Schmalhofer & Boscheit (1991) ge-
prüft In dieser Untersuchung studierten Computerbenutzer, die eine Programmier-
sprache wie z. B. PASCAL kannten (aber nicht LISP), und Computerneulinge, die 
keinerlei Programmier- oder Computererfahrung besaßen, Text oder Beispiele über 
LISP-Funktionen. 
Die Untersuchungsergebnisse bestätigten die getroffenen Vorhersagen: Größere 
Vorkenntnisse führten bei bestimmten Segmenten des Instruktionsmaterials wegen 
einer tiefergehenden Verarbeitung zu einer anfangs längeren Bearbeitungszeit. Wegen 
dieser tiefergehenden Verarbeitung erwies sich das darauf folgende Material für die Vpn 
mit Vorkenntnissen als redundant, so daß das Folgematerial schneller gelesen wurde. 
Für Beispiele, die nach dem Lesen eines zugehörigen Texts studiert wurden, zeigt 
Abbildung 8 Lesezeitprofile für neue, partiell redundante, redundante und negative 
LISP-Beispiele bei Computerbenutzern und Neulingen. Die Klassifizierung der Bei-
spiele wurde modellgeleitet durchgeführt (vgl. Schmalhofer & Kühn, 1988). 
Textbedingung Beispielbedingung 
wörtlich propositional situativ wörtlich propositional situativ 
Abbildung 9: Vorhersage hinsichtlich der beim Lernen erstellten Wissensrepräsentationen unter der 
Text- und der Beispielbedingung. 
Wie Abbildung 9 zeigt, wurden auch die Vorhersagen hinsichtlich der beim Lernen er-
stellten Wissensrepräsentationen bestätigt. Abbildung 9 stellt die Stärke der wörtli-
chen und propositionalen Textrepräsentation im Vergleich zu der Stärke des Situa-
tionsmodells bei Neulingen und Computerbenutzern dar. Die linke Seite der Abbil-
dung zeigt die Wissensrepräsentationen die beim ausschließlichen Lernen aus Text 
aufgebaut wurde. Rechts sind die Wissensrepräsentationen zu sehen, die beim aus-
schließlichen Lernen aus Beispielen aufgebaut wurden. 
4.3 Wissenserwerb aus informations-
äquivalenten Lernmaterialien 
Durch das vorgeschlagene Modell können die Gemeinsamkeiten zwischen Lernen aus 
Text und dem Konzepterwerb aus einer Sequenz von Beispielen besser verstanden wer-
den. Nach dem Modell sollte aus Text und dazu informationsäquivalenten Beispielen 
das gleiche Situationsmodell aufgebaut werden. Unterschiede würden sich somit nur in 
den peripheren Wissensrepräsentationen ergeben. Während beim Lernen aus Text auf 
dem Weg zum Situationsmodell eine Textbasis als peripherere Wissensrepräsentation 
aufgebaut wird, wird beim Lernen aus Beispielen keine Textbasis erstellt Selbst wenn 
Text und informationsäquivalente Beispiele zusammen studiert werden, sollte sich 
wegen der Informationsäquivalenz der Materialien kein stärkeres Situationsmodell er-
geben als aus einem der Lernmaterialien. Diese Vorhersagen konnten in einer Unter-
suchung von Schmalhofer et al. (1990) experimentell bestätigt werden. Abbildung 10 
zeigt die wörtliche und propositionale Textrepräsentation sowie die situativen Reprä-
sentationsstärken der drei Lernbedingungen (Lernen aus Text; Lernen aus informa-
tionsäquivalenten Beispielen; Lernen aus Text und Beispielen). 
wörtlich propositional situativ 
Abbildung 10: Mittlere Repräsentationsstärken von wörtlicher, propositionaler und situativer Informa-
tion für die drei Bedingungen 
5 Diskussion 
In der vorliegenden Arbeit wurde das Erlernen von elementaren Programmkonstrukten 
und der Erwerb von komplexen Kontrollstrukturen, die für rekursive Programme von 
Bedeutung sind, für den Erwerb der Programmiersprache LISP beschrieben. In den 
Folgestunden eines Programmierunterrichts können Personen durch Interaktion mit 
einer Programmierumgebung oder mit Hilfe von Computer-Tutoren (Weber, 1992) die 
für die Erstellung von Programmen erforderlichen kognitiven Fähigkeiten erwerben. 
Durch die Arbeiten aus den verschiedenen Forschungsprojekten ergibt sich somit ein 
zusammenhängendes Bild vom Erlernen einer Programmiersprache von der ersten 
Stunde bis zum Expertenstatus. 
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