Evaluating protein structures requires reliable free energies with good estimates of both potential energies and entropies. Although there are many demonstrated successes from using knowledge-based potential energies, computing entropies of proteins has lagged far behind. Here we take an entirely different approach and evaluate knowledge-based conformational entropies of proteins based on the observed frequencies of contact changes between amino acids in a set of 167 diverse proteins, each of which has two alternative structures. The results show that charged and polar interactions break more often than hydrophobic pairs. This pattern correlates strongly with the average solvent exposure of amino acids in globular proteins, as well as with polarity indices and the sizes of the amino acids. Knowledgebased entropies are derived by using the inverse Boltzmann relationship, in a manner analogous to the way that knowledge-based potentials have been extracted. Including these new knowledge-based entropies almost doubles the performance of knowledge-based potentials in selecting the native protein structures from decoy sets. Beyond the overall energy-entropy compensation, a similar compensation is seen for individual pairs of interacting amino acids. The entropies in this report have immediate applications for 3D structure prediction, protein model assessment, and protein engineering and design.
Evaluating protein structures requires reliable free energies with good estimates of both potential energies and entropies. Although there are many demonstrated successes from using knowledge-based potential energies, computing entropies of proteins has lagged far behind. Here we take an entirely different approach and evaluate knowledge-based conformational entropies of proteins based on the observed frequencies of contact changes between amino acids in a set of 167 diverse proteins, each of which has two alternative structures. The results show that charged and polar interactions break more often than hydrophobic pairs. This pattern correlates strongly with the average solvent exposure of amino acids in globular proteins, as well as with polarity indices and the sizes of the amino acids. Knowledgebased entropies are derived by using the inverse Boltzmann relationship, in a manner analogous to the way that knowledge-based potentials have been extracted. Including these new knowledge-based entropies almost doubles the performance of knowledge-based potentials in selecting the native protein structures from decoy sets. Beyond the overall energy-entropy compensation, a similar compensation is seen for individual pairs of interacting amino acids. The entropies in this report have immediate applications for 3D structure prediction, protein model assessment, and protein engineering and design.
knowledge-based | entropies | free energy | native structure | contact changes K nowledge of a protein's structure is required to understand its dynamics and function; so, improvements in protein structure prediction, especially template-free methods, are essential if the whole protein universe it to be fully comprehended. Computational methods of structure prediction typically yield large numbers of possible structure models (decoys), then require challenging discrimination in determining which of these models is most likely to be the native structure. This well-known bottleneck in protein structure prediction suffers from presentday limitations in structure evaluation. Because the folding of a protein into its native structure is dictated by its free-energy landscape (1), the development of accurate free-energy functions for native structure evaluation is an area of active research. The free energy ΔG of a protein structure can be represented as ΔG = ΔV -TΔS, where ΔV and ΔS represent the energetic (enthalpic) and entropic components, respectively, and T the temperature. In the conventional folding funnel hypothesis of protein folding, the energies and entropies are captured by the depth and by the width of the well (1) . Both the energetic and entropic components are combinations of large numbers of contributions, and hence the accurate prediction of free energies is limited by the reliable ability to assess all of these contributions.
The energetic contribution to free energy of proteins is usually captured by potential functions, either physics-based or knowledgebased. Physics-based force fields, such as CHARMM, AMBER, GROMOS, and OPLS (2) are derived from various assessments of atomic interactions, often based on data from small molecules and include bond lengths, bond angles, torsion angles, and energies for all possible values. Although these functions have been widely used in protein structure refinement and sampling using molecular dynamics (MD) simulations, they have been shown not to necessarily provide significant gains in structure prediction (3) . On the other hand, statistical or knowledge-based potentials (KBPs) extracted from observed frequencies of amino acid or atomic contacts (hence the term "contact potentials") in sets of known protein structures are based on the assumption that the native structure is located at the global free-energy minimum of the landscape and that more favorable contacts will appear in larger numbers in sets of known protein structures. This approach is sometimes called the inverse Boltzmann approach. An extensive summary and comparison of various two-body contact potentials can be found in Pokarowski et al. (4) . However, because two-body potentials cannot capture the dense packing and cooperative nature of various protein interactions (5), three-body (6) and four-body potentials (7, 8) were developed and demonstrated to improve structure predictions. These potentials have also been tested in multiple Critical Assessment of protein Structure Prediction (CASP) competitions (9) and shown to be superior to most other types of potentials.
Despite the remarkable advances in energies, predicting the entropies of protein structures has remained largely elusive and relatively little investigated (10) . The ability to compute entropies of proteins is crucial not only for protein folding (11) but also for assessing the energetics of conformational changes involved in ligand binding, regulation, and protein-protein interactions (12, 13) . In principle, predicting entropies of protein structures requires estimations of the effects of conformational changes of backbone and side chains, solvent entropy, as well as changes in freedom of binding partners (association entropy) (12) . Motions of backbone and side-chain atoms can be estimated from protein NMR relaxation experiments to provide measures of conformational entropies that correlate with protein stability, ligand binding,
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This article is a PNAS Direct Submission. and cooperativity or even enzyme catalysis (14, 15) . However, most approaches for estimating conformational entropies of proteins have been computational because of difficulties in measuring entropies directly from experiments.
The earliest approaches for conformational entropy estimation used MD or Monte-Carlo simulations to sample possible conformations followed by various approaches, such as the local states method (16) , the quasi-harmonic method (17, 18) or its generalizations (19, 20) , and hypothetical scanning (21) . Entropies have also been computed using the covariance matrix of atomic fluctuations in Cartesian coordinates (22, 23) or dihedral angles (24, 25) obtained from MD trajectories. Empirical measures of entropies have been obtained from the observed distribution of dihedral angles of main-chains or the number of side-chain rotameric states accessible in the folded and unfolded states (26) (27) (28) (29) (30) from computational simulations or a large database of protein structures. A more detailed review of various methods of entropy estimation can be found in Meirovitch et al. (10) . Recently, we have shown that by combining statistical potentials with entropy measures obtained from coarse-grained elastic network models (ENMs), an improvement can be achieved, especially in discriminating native protein-protein complexes from docked poses, reflecting the largest scale changes in dynamics (31, 32) . This result is based on previous findings that large-scale changes to the dynamics accompany bound states.
In this work, we take a different approach to entropies motivated by the concept of protein "frustration," which was pioneered by Wolynes and colleagues (33) . They have demonstrated extensively how local frustration arises from unfavorable contacts to affect the protein-folding landscape, binding mechanisms, catalysis, and allosteric conformational changes (34) . Specifically, they also looked at pairs of alternative conformations of proteins and showed that regions undergoing reconfiguration are enriched in highly frustrated contacts (35) . Moreover, the authors' analyses showed that the cores of proteins are minimally frustrated, with most changes happening on the protein surface. In essence, such sites of high frustration are sites for conformational change, which should naturally correspond to locales with higher entropies.
Here, we have investigated the patterns of these contact changes by amino acid type and consider the frequencies of contact changes between residues to provide information about relative entropies of amino acid interactions. There are two points of support for this. First, proteins in general have a highly limited repertoire of important motions, one of the basic lessons from extensive uses of the ENMs (36, 37) . It has been established that the small-scale fluctuations indicate the direction of changes on the larger scale (38, 39) . Here we reverse this, by assuming that the contact changes between amino acids during large-scale conformational changes can inform about the smaller-scale local flexibilities in protein structures. Second, protein structure predictors have often found that their best predictions are obtained by selecting from the large cluster of predicted structures (40, 41) , a proxy for entropy in that region of conformational space. The novel entropies significantly improve the power of coarse-grained potentials in identifying native protein structures, making them as powerful and even more robust than all-atom potential functions. Our results suggest that collective entropies for groups of amino acids are required for the characterization of folded proteins.
Results

Patterns of Amino Acid Contact Changes During Protein Conformational
Transitions. The determination of the 3D structure of the same protein by multiple methods or different groups (under different conditions, in the presence of diverse ligands, and so forth) has resulted in large sets of structures for many proteins. Principal component analysis (PCA) of sets of structures of homologous proteins from the Protein Data Bank usually reveals remarkable redundancy and separates the structures into only a few distinct clusters, defining the range of available conformations. Such analyses suggest the existence of the limited conformational states for most proteins. In some cases, the conformational changes are local and small (<2 Å), whereas in other cases it can be as large as changes at the domain or subunit level (∼tens of angstroms). Understanding these multiple conformations can shed light on the structure-dynamics-function relationships.
Protein conformational changes are accompanied by changes in internal distances between multiple residues. As different parts of the protein move relative to each other, the amino acid contacts at those regions change. Understanding these patterns can be extremely useful for predicting which contacts are likely to break or form between conformations and to predict alternate conformations of the protein (42) . In addition, such information can also provide an idea about the local flexibility (entropy) within different parts of a protein.
To investigate whether there are patterns in the nature of contact changes between amino residues in proteins, we have used 167 pairs of alternate conformations of proteins (SI Appendix, Table S1 ) from the database of molecular movements (MolMovDB) (43) . More details on how amino acid contactchange information (SI Appendix, Table S2 ) is obtained are provided in Methods and SI Appendix, Fig. S1 . We obtain the fraction of contact changes for every pair of amino acids, in the form of a 20 × 20 fractional contact-change (cc) matrix (SI Appendix, Fig. S2 and Table S3 . To account for the differences in frequencies of the individual amino acids within the dataset, we further normalize this matrix as a ratio of observed to expected probabilities (details in Methods), which gives the normalized cc matrix (SI Appendix, Fig. S3 and Table S3 ).
Interestingly, the cc matrix separates the amino acids roughly into a hydrophobic and a polar cluster, with a few exceptions. Notable outliers include Gly, Pro, His, and Cys. As observed in most two-body potential matrices, Gly and Pro tend to cluster with polar amino acids. Cys-Cys contacts constitute a unique type because many of them occur in covalent disulphide links. His is also commonly located in cores of proteins because of its common role in active sites of enzymes. It is clearly evident that the amino acid contact changes follow a distinct pattern, with charged residues showing the largest fraction of contact changes followed by polar residues, with hydrophobic residues showing the smallest fraction of contact changes. This separation becomes even clearer when the cc matrix is recalculated (from the raw counts) by grouping the amino acids into four classes (Fig. 1A and SI Appendix, Table S4 ): acidic (D and E), basic (H, K, and R), polar (C, N, Q, S, T, and Y), and hydrophobic (A, M, L, G, W, F, P, I, and V). Comparison of the entropy matrix and potential matrix for a reduced four-letter alphabet. (A) Heatmap of the entropy matrix, expressed as fraction of contact changes between pairs of amino acids using a reduced alphabet, where A is acidic, B is basic amino acids, H is hydrophobic, and P is polar. Changes in interactions involving polar/charged residues are higher (red = high) than those involving hydrophobic residues (blue = low). Another striking feature of Fig. 1A is the clear distinction between charged residues: same charge interactions (e.g., D-E or K-R) are broken more frequently than opposite charge interactions (e.g., D-R), which is sensible given the attractive nature of the latter. The observation that the smallest numbers of contact changes are observed between hydrophobic residues supports the hypothesis that most of these residues are found in the hydrophobic core of proteins, which plays an important role in stabilizing the 3D structure. Polar residues are likely to be found in least-buried parts, mostly solvent-exposed, increasing their likelihood of being involved in conformational changes and fluctuations. This result strongly agrees with observations from frustration-based analyses of pairs of conformations of proteins (35) , showing that the (hydrophobic) "core" of a protein is minimally frustrated, and that most conformational changes happen on the surfaces of proteins (with more polar residues), a strong point of agreement with the present study.
To compare and contrast the entropy matrices and two-body potential matrices, we show the Miyazawa-Jernigan (MJ2h) twobody contact potential (44) using a reduced alphabet (Fig. 1B and SI Appendix, Table S4 ) (obtained by combining the raw counts of each type of interaction from ref. 44 , according to amino acid categories and recomputing the matrix) alongside the reduced fractional cc matrix. The most striking observation is the complementary nature of the two matrices. As can be from Fig. 1A , charged and polar interactions contribute most to entropy, with hydrophobic residues contributing the least. On the other hand, hydrophobic interactions have the lowest energies, in agreement with their role in stabilizing the core of proteins. This means that energetic stabilization is primarily brought about by maximizing the number of hydrophobic contacts, whereas entropic stabilization can be obtained by maximizing the number of charged/polar interactions. Because these two forces act simultaneously and cannot be optimized separately, the protein is forced to strike a balance between both these forces, which is manifested in its 3D structure.
Correlation Between Contact-Change Patterns and Nature of Amino Acids. To understand how the cc matrix can be further interpreted at the individual amino acid level, we perform a PCA of the cc matrix. PCA is a multivariate statistical analysis technique (45) that is often used to understand the most important variations present in the data. Each row of the cc matrix can be considered as a vector of size 20, indicating the pattern of contact changes with each of the 20 amino acids (variables). PCA of the matrix decomposes the original matrix into mutually independent, orthogonal variables (eigenvectors). The eigenvectors are arranged in decreasing order of the eigenvalues (variance captured). The first PC captures 43.8% of variance in the matrix, and the subsequent PCs capture much less variance as shown in SI Appendix, Fig. S4 (PC2, PC3, and PC4 capture 7.7%, 6.8%, and 5.7% of the variance, respectively).
Each eigenvector of the cc matrix represents a fundamental feature of the contact-change pattern and the coefficients of each PC eigenvector for each of the 20 amino acids (SI Appendix, Fig. S5 ) measure the contribution of each individual amino acid to the corresponding feature. Fig. 2 shows the Pearson correlation coefficients between these eigenvectors (fundamental features) and various properties of each of the 20 amino acids (such as a hydrophobicity/polarity index, average solvent exposure of each amino acid in proteins, volume, and so forth). Interestingly, the first PC shows maximum correlations with the size (mass and volume), hydrophobicity/polarity indices, and fraction of total surface area of each amino acid that is exposed to solvent. This reinforces our conclusions from Fig. 1A that polar amino acids show relatively larger contact changes than hydrophobic amino acids. The second PC shows a high correlation with the charge of amino acids, implying that it highlights the different behaviors of positively and negatively charged amino acids for contact changes.
There is a body of supporting evidence for the results found here. Liu and Bahar (46) analyzed the mobilities of different amino acids across a diverse set of 34 enzymes and observed a trend for polar/charged and small amino acids to exhibit greater mobilities than hydrophobic/aromatic residues. Ruvinsky et al. (47) classified residues into three categories based on their mobilities and showed that the mobility profiles of amino acids correlated strongly with their polarity and propensity to promote protein disorder (48) . Previous works have also shown that whereas hydrophobic interactions are dominant in protein folding, electrostatic interactions are often the drivers of intermolecular binding (49, 50 ) and large-scale conformational changes (51) , and present a low-energy barrier to hinge-bending transitions (52, 53), making their consideration important for protein engineering and design (54).
Knowledge-Based Entropy Functions. KBPs have been shown to be extremely useful in discriminating native structures of proteins from decoys at several CASP experiments. However, one of the drawbacks of these potential functions is that they do not capture the entropies of protein structures. In this work, we show how the information on amino acid contact changes within a large set of proteins can be used to obtain knowledge-based entropy functions.
Because the cc matrix contains information about the propensity of contact changes between every pair of amino acids, it directly provides information about the tendency for internal distance changes between pairs of residues in proteins. In other words, this gives an estimate of the local two-body conformational entropies in proteins. Given the structure of a protein, summing up the cc matrix values for all contacts in the structure (see details in Methods) gives an estimate of the overall local flexibilities of a protein. We refer to this as the knowledge-based entropy (S cc ) of a structure. Importantly, the S cc term also correlates well with other measures of entropy based on the covariance matrix of atomic fluctuations derived from MD simulations for a diverse set of 30 proteins (SI Appendix, SI Methods and Results and Fig. S6 ).
KBF for Protein Native Structure Recognition. The CASP experiments are one of the most popular venues for testing potential functions for proteins. At CASP, in one of the main categories the participants are required to model the structures of several target proteins (the structures of which are not yet known) and the performance of various evaluation schemes and potentials are assessed by multiple metrics. An optimal free-energy function will always be able to correctly identify the native structure of a protein from a set of decoys (models) of the same protein. However, often the native structures of proteins may not be known. For such cases, an ideal free-energy function should provide a quantitative ranking of decoys with better scores for those closer to the native structure (or lower in free energy) than for those that are farther from the native structure. Similarity to native structure is often assessed in terms of rmsd from native structure or template modeling score (TM-score) (55, 56) in comparison with the native structure. Although rmsd measures dissimilarity between structures, TM-score is a measure of similarity. It is logical to expect free-energy predictions for the decoys to be highly positively correlated with rmsd from native structure or negatively correlated with TM-score with native structure. Another metric is the z-score of the native structure (or the best decoy), which measures the separation of the native structure (lowest free-energy decoy) from the average free energies of decoys. A good free-energy function will have a significantly lower free energy for the native (or the best decoy) than for the other decoys.
We have previously developed a four-body potential (57) that captures not only the sequence dependence but also the differences between solvent exposed and buried regions of proteins. We have also extended this to a nonsequential version (58) , which also captures the long-range interactions and their cooperative nature. We have further developed an optimized potential function (59) that combines these two long-range potentials with previously developed short-range potentials (60) , which was shown to perform better than the individual terms at discriminating native structures from decoys. In this work, we combine these potentials with the newly introduced entropies to improve the identification of native structures from decoys.
From the CASP11 experiment, we used a dataset of 105 target proteins and decoys (submissions from each participant) to train our KBF (list of targets is in SI Appendix, Table S5 ). A KBF is formulated as a linear combination of three different potentials [the four-body sequential potential (57), four-body nonsequential potential (58) , and a short range potential (60) ] and the cc-based entropy (S cc ), with weights for each term optimized separately to satisfy each of six performance metrics, as discussed in Methods. These metrics include correlation of KBF with rmsd from native structure (as measured by Pearson's, Spearman's, and Kendall's correlation coefficients), rank of native structure among decoys, as well as rmsd and z-score of the best decoy. It should be noted that we have used two versions of the contact matrix to compute the entropy term (the fractional and normalized cc matrices in SI Appendix, Table S3 ) and accordingly there are actually 12 different KBF functions generated (see optimal weights of the coefficients for the 12 KBF functions in SI Appendix, Table S6 ).
SI Appendix, Table S7 (a portion shown in Table 1 ) shows the performance of the new KBFs and provides comparisons with 23 two-body potentials and three all-atom statistical potential functions on an independent previously published test dataset (61) . This dataset contains representative decoys extracted by structural clustering from the set of all of the submissions for 143 selected protein targets from CASP5-8. The performance of each method is assessed using 12 different criteria (averaged over 143 targets) as explained in Methods. At least one of our KBF functions outperforms all other compared potential functions in 9 of 12 performance metrics.
The KBF assigned the lowest free energy to the native structure for 97 of 143 (∼68%) cases (highest among coarse-grained functions), which is quite similar to the performance achieved by the three all-atom statistical potentials [100 for dDFIRE (62) , 103 for RW (63) , and 110 for RWPlus (63) ]. More importantly, the KBF outperforms the all-atom potentials in terms of the number of targets with natives in top five predictions (SI Appendix, Fig. S7 ). Moreover, KBF identifies the natives of all 143 targets for rankings within the top eight predictions, whereas RW, RWplus, and dDFIRE are able to identify all 143 natives only if the analysis is extended to ranks 14, 15, and 24. This finding indicates that the all-atom statistical potentials may perform exceptionally well for many specific cases, but fail for certain cases. On the other hand, the KBF is more robust and performs better in capturing all native structures at better rankings than the atomic potentials. We believe that this result clearly demonstrates the importance of including the present The functions are compared with three metrics. Each metric is based on 143 protein targets from CASP5-8 (61) and the functions are arranged in decreasing order of number of natives identified as top five lowest-energy structures. The KBFs recognize the largest number of natives within rank 5 among all of the potentials, compare favorably with all-atom knowledgebased potentials in assigning the natives as top rank, and outperform the allatom potentials in terms of correlation with rmsd from native and z-score of native. Abbreviations: dDFIRE, all-atom statistical potential introduced in ref. entropies and points out ways to improve the atomic empirical potentials. In addition, our KBF function outperforms the allatom potentials in terms of Spearman's rank correlation with rmsd of decoys from native structure (0.63) and also average z-score of native (−1.92). Interestingly, the two-body contact potential HLPL (64) gave the highest average z-score of best decoy (−2.00) among all of the potentials. Despite this finding, the KBF function gives better z-score for the best decoy (−1.6) than do any of the all-atom potentials (−1.4). We also find that the inclusion of the S cc term with the three all-atom statistical potentials followed by optimization improves their performance (SI Appendix, Table S8 ). It is uncertain whether the effect of including the S cc term can be obtained by simply accounting for the alternate conformations accessible to the native or decoy structures. Of the 33 targets for which the KBF function successfully predicts the native conformation (whereas the four-body optimized potential by itself does not); only one additional one is predicted correctly by accounting for conformational sampling (see details in SI Appendix, SI Methods and Results and Table S9 ). This finding suggests that the S cc term captures more information than just conformational heterogeneity.
Finally, we take a look at where these functions perform well and where they fail. We performed statistical tests to determine whether various properties of the proteins and the decoy sets are significantly different between proteins where the native state could be correctly identified and not identified (SI Appendix, Table S11 ). Our analysis showed that the performance of KBFs was primarily dependent on the protein size but also interestingly, the ratio of nonpolar to polar solvent accessible surface area. The weaker performance of the KBF on smaller proteins could have been anticipated. As a result of lower packing efficiencies, smaller proteins can also have a larger fraction of hydrophobic residues exposed to the surface, so these two findings may be related. The all-atom potentials were also unable to correctly rank the native structures when the decoys were less diverse (i.e., low SD of rmsds from native structures).
Discussion
In this work, we have used the availability of pairs of structures of the same protein to identify patterns of contact changes between amino acids during known conformational changes (i.e., from two snapshots as representatives of the fluctuations of the structures). Our results show that contact changes between amino acids are not random: contact changes between hydrophobic amino acids are rarely broken, and this is consistent with the well-known role of hydrophobic interactions in stabilizing protein structures. Contacts between polar amino acids are broken more frequently, with the largest number of such breaks occurring between amino acids with the same charge. The observed pattern correlates strongly with the hydrophobicity indices and sizes of amino acids, as well as the average solvent exposure of amino acids in proteins. Similar trends have also been seen in frustration-based analysis of allosteric proteins (35) .
Analogous to parameterizing KBPs using observed frequencies of residue contact pairs from a database of known protein structures, we develop knowledge-based two-body entropy functions based on the observed frequencies of changed contact pairs in a set of 167 protein structure pairs. By combining such entropy measures with previously extracted multibody longrange and short-range potentials, we generate a new set of freeenergy functions that have been optimized to select native structures of proteins from decoys. We also rigorously test our new free-energy functions on an independent test dataset and compare its performance with 23 other knowledge-based coarsegrained two-body potentials, as well as three all-atom potentials. Our results show that the KBF functions introduced in this paper provide significant gains in terms of multiple performance metrics and are the best available coarse-grained free-energy functions. In addition to being more robust than all-atom functions, the KBFs offer several other advantages, such as speed and one-to-one correspondence with sequence (especially for protein threading). This study further highlights that it is important to account for frustration while predicting protein structure and dynamics, in agreement with previous studies (65) .
Extensive research on two-body potential functions has shown that hydrophobic interactions have the most stabilizing (lower potential energy) effect and play a role in maintaining the core of proteins. Polar interactions contribute less. Here, we have learned that polar interactions contribute most to entropies. Thus, we hypothesize that protein stability is dictated by a balance between energetic contribution primarily from hydrophobic interactions and entropic contributions primarily from polar and charged interactions. These results have important implications for molecular modeling of proteins, indicating that polar interactions should be receiving less attention for their energetic stabilizing effects and more attention for their entropic behaviors.
The dense packing within protein structures means there is a high level of correlation, and entropies of single points in the structure really are insufficient to represent the entropies. We believe that the main lesson from our work is that collective entropies for groups of amino acids are required for the characterization of folded proteins. Similar measures could be obtained for three residues or higher-order clusters in contact, which may better reflect the packing situation within proteins. This concept could likewise be extended to the atomic level, by analyzing changes in atomic contacts involving main-chain and side-chain atoms, and may be an important way ahead for improving empirical potential functions.
Although application of these free energies requires the use of a structure, this is changing because of recent advances in predicting contact pairs from sequence correlations (66, 67) . Improved next-generation sequencing technologies are leading to the rapid growth in protein sequence data so that these sequence-based predictions of contacts may eventually overwhelm structure determination studies. These free energies can also be used to identify the effects of mutations on the stability of protein structures.
Methods
The number of contact changes between every pair of 20 amino acids is obtained using a set of 167 pairs of alternative conformations of proteins from MolMovDB (43) . The number of contact changes of a particular type is defined as the number of contacts that are unique to one conformation of the structure pair and summing them up across all 167 proteins. This number is divided by the total number of contacts (both unique and common) of that type in the entire dataset to get a fractional cc matrix. A normalized cc matrix is obtained in a similar manner by using the observed to expected ratios for both the contact changes and total contacts of each type. To obtain the S cc entropy of a given protein structure, the corresponding values in the cc matrix are summed up for each contact in the structure (identified based on a distance cut-off of 4.5 Å between heavy atoms). A KBF is formulated as a linear combination of three potentials and the new S cc entropy term; with weights for each term optimized separately (using particle swarm optimization) to satisfy six different criteria measuring the performance of the function in discriminating native structures of proteins from decoys. The KBFs are trained on a set of 105 targets and decoys from CASP11. The performance of the KBFs is evaluated using 12 standard criteria and compared with several other coarse-grained and all-atom statistical potentials on an independent previously compiled dataset of 143 targets from CASP5-8 (61) . For more details on the datasets, the formulation of the contact matrices, the optimization of KBF functions, and their performance evaluation criteria, refer to SI Appendix, SI Methods and Results. The KBFs developed in this study can be accessed as a web server at www.bb.iastate.edu/JernigansLab/kbf/.
ACKNOWLEDGMENTS. This work was supported by NIH Grant R01-GM72014 and National Science Foundation Grant MCB-1021785, as well as funds from the Carver Trust awarded to the Roy J. Carver Department of Biochemistry, Biophysics, and Molecular Biology. K.S. was also supported by fellowship funds from the Office of Biotechnology, Iowa State University.
