Bipartite networks are currently regarded as providing a major insight into the organization of real-world systems, unveiling the mechanisms shaping the interactions occurring between distinct groups of nodes. One of the major problems encountered when dealing with bipartite networks is obtaining a (monopartite) projection over the layer of interest which preserves as much as possible the information encoded into the original bipartite structure. In the present paper we propose an algorithm to obtain statistically-validated projections of bipartite networks. The criterion adopted to quantify the similarity of nodes rests upon the similarity of their neighborhoods: in order for any two nodes to be linked, a significantly-large number of neighbors must be shared. Naturally, assessing the statistical significance of nodes similarity requires the definition of a proper statistical benchmark: here we consider two recently-proposed null models for bipartite networks, opportunely defined through the exponential random graph formalism. The output of our algorithm thus consists of a matrix of p-values, from which a validated projection can be straightforwardly obtained, upon running a multiple hypothesis testing and linking only the nodes which pass it. We apply our algorithm to social and economic bipartite networks: when projecting the network of countries and exported goods on the countries layer, our method is able to cluster countries with similar a industrialisation; we also analysed a social network of users and positively-rated movies on the films layer: in this case our approach divides movies in clusters of similar genres or audience.
I. INTRODUCTION
Example of bipartite networks can be found in lots of different branches of research, from biological systems, to economics systems, to social systems [1, 2] . The specific shape of this kind of network encodes the information regarding the interactions occurring between distinct groups of nodes and provides nontrivial insights about the mechanism ruling complex systems.
One of the problems encountered when dealing with bipartite networks is obtaining a (monopartite) projection over the layer of interest which preserves as much as possible the information encoded into the original bipartite structure.
The simplest way of obtaining a monopartite projection is linking any pair of nodes -belonging to the layer of interest -as long as they share at least one neighbor: however, this usually results in a very dense matrix whose topological structure is almost trivial. Other methods have thus been proposed [3] [4] [5] [6] [7] which, however, suffer from the limitation of either implementing statistical tests which are too strict, thus usually producing empty projections of the bipartite network of interest [5] , or completely lacking such a comparison, thus making it difficult to assess the statistical relevance of their outcome [3, 4, 6, 7] . * tiziano.squartini@imtlucca.it
In order to overcome the limitations of currentlyavailable algorithms, we propose a method which rests upon the intuitive idea that any two nodes belonging to the same layer of a bipartite network should be linked in the corresponding monopartite projection if and only if they are significantly similar. Such condition can be rigorously formalized only after 1) a measure of similarity has been chosen and 2) a statistical benchmark has been opportunely defined. We will address both points in the section Methods, by counting the number of common neighbors of the two nodes considered and adopting two recently-proposed null models for bipartite networks [8] , defined within the Exponential Random Graph (ERG) formalism. We will refer to our method as to a grandcanonical algorithm for obtaining a statistically-validated projection of any binary, undirected, bipartite network of interest, since the probability per graph in the null-model ensemble have the same functional form of the grancanonical ensemble in standard Statistical Mechanics.
We tested our approach on two bipartite data sets: the bipartite projection of the World Trade Web and the bipartite social network of MovieLens. Economic Complexity [4, 6, [9] [10] [11] [12] [13] , i.e. the study of the bipartite network of countries and exported products for compare different development, provides a nice test for our approach. In this sense, without any outside bias (the algorithm does not anything about the identity of the nodes), our approach is able to spot out countries with similar productive capabilities. More in details, four big clusters are found: developed countries, developing countries, countries basing their export on raw materials and countries with scarce industrialisation. Probably it is even more striking the results obtained with the MovieLens [14] dataset: in this case, the bipartite network is composed by users on one layer and positively rated movies on the other. Our algorithm cluster films respect to different genres, audience, directors or starring actors (again, no information about the identity of the node is given to the algorithm). Our methods cluster movies in films for families, cult movies, foreign movies, historical movies and adults movies (horror, western, sci-fi).
The paper is organized as followed: in the Methods section, the grancanonical projection approach is sketched: firstly we are going to introduce the number of co-occurrences of links as a measure of similarity for two nodes on the same layer; then we will present the distribution of such quantities according to the recently proposed extensions of ERG to the bipartite network. Lastly, we will measure the statistical significance of the discrepancies between the measured values and the expectations from the nullmodels using p-values; several ways of analysing the p-values are proposed. In the Results, we will comment the output of such methods from two different dataset: the bipartite projection of World Trade Web and the social network of Movielens. Finally, in Discussions, we will summarise the main ideas and the results obtained, as compared to other methods.
II. METHODS
A bipartite, undirected binary network is completely defined by its biadjacency matrix, i.e. a rectangular matrix M whose dimensions will be indicated as N R × N C , with N R being the number of nodes in the top layer and N C being the number of nodes in the bottom layer. M sums up the structure of the corresponding bipartite matrix: m rc = 1 if node r (belonging to the top layer) and node c (belonging to the bottom layer) are linked, otherwise m rc = 0. Links connecting nodes belonging to the same layer are not allowed.
In order to obtain a (layer-specific) monopartite projection of a given bipartite network, a criterion for linking the considered pair of nodes is needed. Schematically, our grandcanonical algorithm works as follows:
A. choose a specific pair of nodes, say r and r , and measure their similarity;
B. quantify its statistical significance with respect to a properly-defined null model, by computing the corresponding p-value; * repeat the steps above for every pair of nodes;
C. link any couple of nodes if the related p-value is statistically significant.
We will now describe each step of our algorithm in details.
A. Measuring nodes similarity
The first step of our algorithm prescribes to measure the degree of similarity of nodes r and r . An unbiased approach is counting the number of common neighbors of nodes r and r : borrowing the formalism from [8] :
where we have adopted the definition V c rr ≡ m rc m r c for the single V-motif defined by the pair of nodes r and r belonging to the same layer and node c belonging to the other one. Our measure of similarity is provided by the so-called V-motifs [8] or K 1,2 in graphs theory [15] .
Notice that studying the topology of naïvely projecting a bipartite network amounts to consider the monopartite matrix whose generic entry is defined by the prescription of linking nodes r and r as long as at least one neighbor is shared, i.e. R naive rr = Θ[V rr ]. For most of the cases of bipartite networks, the topology of this projection is trivial, i.e. a fully connected network is produced, which does not provide any kind of interesting information.
B. Quantifying the statistical significance of nodes similarity
The second step of our algorithm prescribes to quantify the statistical significance of nodes r and r similarity. A benchmark is thus needed: a natural choice leads to adopt the ERG class of null-models [8, [16] [17] [18] [19] [20] .
Within the ERG framework, the generic bipartite network M is assigned an exponential probability
, whose value is determined by the vector C(M) of topological constraints [16] . In order to determine the unknown parameters θ, the likelihood-maximization recipe can be adopted: given an observed biadjacency matrix M * , it translates into solving the system of equations
scribes to equate the ensemble averages C ( θ) and their observed counterparts, C(M * ) [17] . The two null models we have tested in the present article are known as the Bipartite Random Graph Model (BiRG) and the Bipartite Configuration Model (BiCM) determined, respectively, by the only constraint represented by the total number of links, i.e. C = L (with L = r,c m rc ) and the degrees of nodes belonging to both layers, i.e. C = { k, h} (with k r = c m rc and h c = r m rc ) [21] .
The use of linear constraints allows us to write P (M) in a factorized form, i.e. as the product of pair-specific probability coefficients
the numerical value of the generic coefficient p rc being determined by the likelihood-maximization condition (see Appendix). In the case of BiRG,
Since in ERG models with linear constraints the probabilities per link are independent, the presence of each single V c rr can be regarded as the result of a Bernoulli trial:
It follows that, once r and r are chosen, the N C events describing the presence of the single V-motifs V c rr are, in turn, independent random experiments: this implies that each V rr is nothing else than a sum of independent Bernoulli trials which, in principle, have different probability.
The distribution describing the behavior of each V rr is called Poisson-Binomial [22, 23] . More explicitly, the probability of observing zero V-motifs between r and r (or, equivalently, the probability for nodes r and r of sharing zero neighbors) reads
(II.5) the probability of observing only one V-motif reads
(II.6) etc. In general, the probability of observing n Vmotifs can be expressed as a sum of N C n addenda (i.e. all possible nodes' pairs for n = 2, all possibile nodes' triples for n = 3, etc.), running on the ntuples of considered nodes. Upon indicating with C n the set of n-tuples satisfying the conditions 1 ≤ c 1 < · · · < c n ≤ N C , this probability reads
where summing over C n means summing over each set of indices satisfying 1 ≤ c 1 < · · · < c n ≤ N C ; note that the second product runs over the complement of C n . Measuring the statistical significance of similarity between nodes r and r thus translates into calculating a p-value on the aforementioned PoissonBinomial distribution, i.e. the probability of observing a number of V-motifs greater than, or equal to, the observed one (which will be indicated as V * rr ):
Upon repeating such procedure on each pair of nodes, we obtain an N R × N R matrix of p-values. As a final remark, notice that the previous approach describes a one-tail statistical test, where nodes are considered as significantly similar if, and only if, the observed number of shared neighbors is "sufficiently large". In principle, our algorithm can also be used to carry on the reverse validation, linking any two nodes if the observed number of shared neighbors is "sufficiently small": this second type of validation can be carried on whenever interested in highlighting the "dissimilarity" between nodes. We left this second opportunity for further research.
C. Validating the projection

Multiple hypothesis testing
Once p-values have been calculated, it is necessary to understand which ones are statistically significant.
In order to take into account the contribution coming from testing multiple hypotheses, in the present paper we apply the so-called False Discovery Rate (FDR) procedure [24] . Whenever M different hypotheses, H 1 . . . H M , must be tested at a time on the basis of M different p-values, FDR prescribes to, first, sort the M p-values in increasing order, p-value 1 ≤ · · · ≤ p-value M and, then, to identify the largest integerî satisfying the condition
with t representing the usual single-test significance level (e.g. t = 0.05 or t = 0.01). The last step of FDR prescribes to consider as significant all hypotheses whose p-value is less than, or equal to, p-valueî, i.e. p-value 1 ≤ · · · ≤ p-valueî: between every couple of nodes whose related p-value is validated by the FDR we impose a binary undirect link.
Interestingly, FDR permits to control the expected proportion of falsely rejected hypotheses. Moreover its prescription does not rely on the independence of the hypotheses (in our case, the hypotheses depend on each other, since the same probability per link is used to calculate the probabilities of different V-motifs).
The FDR prescription translates into adopting the thresholdît/ coefficients p-value(V rr )) and considering as significantly similary only those pairs whose p-value(V rr ) ≤ p-valueî. We impose a binary undirect link of every couple of nodes in our projected network when the p-values is validated by the FDR. In the following we have used t = 0.01 for the standard validation.
Summing up, the recipe for obtaining a statistically-validated projection of the bipartite network M by running a multiple hypothesis testing requires that R nm rr = 1 if, and only if p-value(V rr ) ≤ p-valueî.
Testing the projection algorithm
In order to test the relevance of the validated links of our procedure, we run the Louvain method [25] for community detection. Since the algorithm is order dependent [26] , we compare the outcome obtained by random reshuffling the nodes: we choose then the configuration providing the maximum value of the modularity. For every network we repeated the reshuffling N times, where N is the number of nodes: using such a procedure, the modularity obtained is higher than the one obtained by simply applying the algorithm to the original configuration.
Remarks
While we were working on the present article, we found that in parallel with our research [27] developed a similar procedure. Anyway, there are few differences between the two approaches: in [27] the Poisson Binomial probability distribution calculation was taken as a sum of binomial random variables, which is particularly useful when there is a high degeneracy in the node degree sequence, but in general it is not necessarily the fastest method (in our appendix some known approximation for the Poisson Binomial distribution have been summarized). Moreover in [27] the effective threshold used to provide the statistical significance of the pvalues is the Bonferroni one, which is proved to be less powerful than FDR, [24] .
III. RESULTS
A. Data
We now test our validation procedure on two data sets: the World Trade Web (hs2007 version) and MovieLens 100k.
World Trade Web (hs2007). In the present paper we consider the BACI World Trade Database [28] . After a data cleaning procedure operated by COM-TRADE [28] and a thresholding procedure induced by the RCA (for more details, see [11] ), we end up with a bipartite network characterized by N R = 146 countries and N C = 1131 classes of products. A generic entry m rc = 1 indicates that country r exports product c above the RCA threshold. The data set spans the years 1995-2010.
MovieLens 100k. MovieLens is a project by GroupLens [14] , a research lab at the University of Minnesota. Data (collected from September 19th, 1997 through April 22nd, 1998) consist of 10 5 ratings -from 1 to 5 -given by N C = 943 users to N R = 1559 different movies [29] ; information about the movies (date of release and genre) and about the user (sex, gender, occupation and US zip code) is also provided. We binarised the dataset setting m rc = 1 if the user c has given movie r a rate which is at least 3, indicating a favorable recension.
B. World Trade Web
Let us start by considering the World Trade Web (WTW). In what follows we will be interested into projecting the WTW on the layer of countries. The second panel of fig. 1 shows the matrix R BiRG , i.e. the outcome of our algorithm by using the BiRG as a null model. In this case the only parameter defining our null model is p BiRG = L N R ·N C 0.13. As a consequence, p rc = p BiRG for every pair rr of nodes belonging to the layer of countries and formula II.7 simplifies to the Binomial
The projection provided by the BiRG individuates a unique connected components of countries (notice that the two blocks at bottom-right and top-left of the panel are linked through "off-diagonal" connections) beside many disconnected vertices (the big white block in the center of the matrix -see also Appendix). Since the latter constitute the African continent, the BiRG-induced projection is able to distinguish between two extreme levels of economic development (advanced and emerging economies on one side and underdeveloped countries on the other), thus providing a meaningful, yet too rough, filter.
The BiCM-induced projection (shown in the third panel of fig. 1 ), on the other hand, allows for a definite structure of clusters to emerge. The economic meaning of the detected diagonal blocks can be made explicit by running the Louvain algorithm on the projected network. Given the nature of our data set, we expect the detected clusters to enclose countries with significantly similar export baskets: as fig. 2 shows, this in turn induces a structure of communities enclosing countries characterized by a similar stage of economic development. In particular, we recognize the "advanced" economies (EU countries, USA and Japan, whose export basket practically includes all products [4, 6, 9-13]), the "developing" economies (centro-american countries and south-eastern countries as China, India, Asian Tigers, etc., for which the textile manufacturing represents the most important sector), countries whose export heavily rests upon raw-materials like oil (Russia, Saudi Arabia, Iran, etc.) sea-food, in the case of Norway, Greenland, Peru, Chile, Australia, etc. or tropical agricultural food, in the case of southamerican and centro-african countries. Such a subdivision is stable across the temporal period we have considered for the present analysis: in particular, the clusters representing the "advanced" economies and the countries whose export is based on raw materials do not show any changes. The identified communities can be interpreted as representing:
• "advanced" economies (EU countries, USA and Japan, whose export basket practically includes all products); • "developing" economies (centro-american countries and south-eastern countries as China, India, Asian Tigers, etc., for which the textile manufacturing represents the most important sector); • countries whose export heavily rests upon raw-materials like oil (Russia, Saudi Arabia, Iran, etc.) • sea-food (in the case of Norway, Greenland, Peru, Chile, Australia, etc.) or tropical agricultural food • (south-american and centro-african countries).
C. MovieLens
Let us now consider the MovieLens data set. In what follows we will be interested into projecting such a network on the layer of movies. Fig. 3 shows the three projections already discussed for the WTW. As for the latter, R naive is still a very dense network, whose connectance amounts to 0.58. Similarly, the projection induced by the BiRG provides a rather rough filter, producing a unique connected component, to which only the most popular movies (i.e. the ones with a large degree in the original bipartite network) belong.
While both the naive and the BiRG-induced projections only allow for a trivially-partitioned structure to be observed, this is not the case for the BiCM. By running the Louvain algorithm again, we found a very composite community structure (characterized by a modularity of Q 0.58), pictorially represented by the diagonal blocks visible in the third panel of fig. 3 . In our dicussion, we will focus our attention on clusters characterized by a number of nodes larger than 40. Fig. 4 shows part of them, beside the genres -provided together with the data: Action, Adventure, Animation, Children's, Comedy, Crime, Documentary, Drama, Fantasy, Horror, Musical, Mystery, Noir, Romance, Sci-Fi, Thriller, War, Western [30] . Since some genres are quite generic and, thus, appropriate for several movies (e.g. Adventure, Drama and Comedy), our clusters are often better described by "combinations" of genres: what emerges is, in fact, that the detected communities partition the set of movies quite sharply, once appropriate combination of genres are considered.
As an example, the purple block on the bottomright side of our matrix is composed by movies classified as Children's, Animation, Fantasy and Musical: examples are provided by "Pinocchio", "Cinderella", "Ace Ventura" and "The Addams Family". Note that all these movies can be described as films for families, i.e. appropriated for adults as well as children.
The red block is composed by genres Adventure, Action, Sci-Fi, Horror and Thriller: examples are provided by "Stargate", "Judge Dredd", "Dracula", "The Evil Dead". We also signal the presence of the Western genre. This community represents a sort of niche for lovers of the Horror, Western or Sci-Fi genres: it comprehends, in fact, titles almost far from the mainstream and this distinction marks the different with pink set, characterized by similar genres (however without the Horror and Thriller). In the latter community, in effect, still Action and Adventure films are present, but the great difference resides in the wider popularity of these movies: in a word, films from the pink set are more "famous" than the red one. Examples of movies belonging to this block are provided by "Braveheart", "Blade Runner", "Back to the Future" and sagas as "Star Wars" (i.e. cult Sci-Fi movies) and "Indiana Jones".
The sea-green block is composed by genres Mistery, Noir and War. Interestingly, all movies which are considered as "classic" movies (because of the presence of either iconic actors or master directors) are collected here: examples are provided by "Casablanca", "Vertigo" (and all movies directed by Hitchcock), "Ben Hur", "Taxi Driver".
In the orange block the distribution among genres is almost flat. Anyway, most of all films here are European (French, German, Italian, English...), which represent a small niche for US users.
IV. DISCUSSION
Finding the best algorithm to project a bipartite network onto one of its layers represents a major problem which has been faced by proposing many different solutions [3] [4] [5] [6] [7] . Basically, such techniques differ in the way the information encoded into the bipartite structure is dealt with to obtain monopartite representations. Generally speaking, available algorithms fall into two categories: the first group collects the recipes to obtain a weighted monopartite counterpart of a given bipartite binary network, while the second group collects the recipes to define a benchmark by means of which a binary monopartite projection can be obtained, however retaining only the statistically significant information. Worth to be mentioned is a third approach prescribing to, first, (naïvely) project on the layer of interest (thus obtaining a weighted monopartite network) and, then, by selecting part of the information encoded into the bipartite network structure, generate a null projection to be used as a benchmark. In this third case, the comparison is carried on a posteriori.
The added value of the methods belonging to the second category lies in explicitly quantifying the similarity between nodes and, most importantly, providing a measure of the significance of such similarity. The matrix of p-values which is thus obtained represents the starting point of a number of additional analyses that can be further carried on to gain insight into our system organization. From this point of view, obtaining a monopartite projection represents only one out of many possibilities.
Our algorithm falls exactly in the second category: quantifying the similarity between a couple of nodes by the co-occurrence of links to the opposite layer, we provide a measure of the statistical significance of such a measure by the comparison of its expectations from the bipartite Exponential Random Graph (ERG) null-models. In fact, the extensions of ERG null-models to bipartite network provide the proper framework for such a comparison, since the distribution of the co-occurrence of links can be analytically calculated. The main output of our method is a (square) p-value matrix encoding the statistical significance of the similarity between nodes belonging to the same layer. In order to analyse results, we proposed the usual statistical validation: once tested on real networks, our method gives sound results.
We would also like to stress that our algorithm is designed to compare the observed bipartite structure with a null model. The latter is defined by the mutual independence of the nodes' pairs, which are treated as entities whose similarity is evaluated in -FIG. 4 . Result of the application of Louvain method to the BiCM-induced projection of the MovieLens data set. Since some genres are quite generic, our clusters are often better described by "combinations" of genres (readable on the radar-plots beside them): • Children's, Animation, Fantasy and Musical ("Family movies"); • Adventure, Action, Sci-Fi, Horror and Thriller (films for a more adult audience); • Adventure, Action, Sci-Fi, Crime (more "mainstream" films for a more adult audience); • Mistery, Noir and War ("classic" movies belong to this community); • Drama, Comedy and Romance (the peculiarity of this community is the amount of foreign films).
dependently for each pair. On the other hand, one of the advantages of our approach lies in its extensibility to directed as well as weighted bipartite networks a theoretical study of which is still missing.
In effect, the application of our approach permits to uncover some hidden properties of the original network: in projecting the WTW bipartite network, our method is able to select communities of countries, based on similar industrial development and geographical features. Instead, in projecting the MovieLens dataset on the films layer, communities based on the genre or on the audience form. More formally, let us consider N Bernoulli trials, each one described by a random variable x i , i = 1 . . . N , characterized by a probability of success equal to f Ber (x i = 1) = p i : the random variable described by the Poisson-Binomial distribution is the sum X = i x i . Notice that if all p i are equal the Poisson-Binomial distribution becomes the usual Binomial distribution.
Since every event is supposed to be independent, the expectation value of X is simply
higher-order moments read
where σ 2 is the variance and γ is the skewness. In the problem at hand, we are interested in calculating the probability of observing a number of V-motifs larger than the measured one, i.e. the pvalue corresponding to the observed occurrence of V-motifs, with respect to the corresponding PoissonBinomial distribution. This translates into requiring the knowledge of the Survival Distribution Function S PB (X * ) = N X=X * +1 f PB (X) for the specific distribution at hand. Reference [31] proposes a fast and precise algorithm to compute the Poisson-Binomial distribution, which is based on the characteristic function of the Poisson-Binomial distribution. In the following we will briefly review the main passages.
If we have observed exactly X * successes, then
where C X indicates the set of X-tuples satisfying the conditions 1 ≤ c 1 < · · · < c X ≤ N , summing over C X means summing over each set of indices
The problem lies in calculating C X . In order to avoid to explicitly consider all the possible ways of extracting a fixed number of integers from a given set, let us consider the Inverse Discrete Fourier Transform of f PB (X), i.e.
. By comparing χ l with the Inverse Discrete Fourier Transform of the characteristic function of f PB , it is possible to prove (see [31] for more details) that the real and the imaginary part of χ l can be easily computed in terms of the coefficients
, which are the data of our problem: more specifically, if z i (l) = 1−p i +p i cos(ωl)+i [p i sin(ωl)], it is possible to prove that
where arg[z i (l)] is the principal value of the argument of z i (l) and |z i (l)| represents its modulus. Once all terms of the Discrete Fourier Transform of f PB (X) are known, S PB (X) can be easily calculated. To the best of our knowledge, the approach proposed by [31] does not suffer from the numerical instabilities which, instead, affect [32] .
Appendix C: null models
Bipartite Random Graph Model
The BiRG (Bipartite Random Graph) model is the Random Graph Model solved for bipartite networks. This model is defined by coefficients describing the probability that any two nodes (belonging to different layers of a given bipartite network) connect which is equal for all pairs of nodes. More specifically,
, where L is the observed number of link and N R and N C indicate, respectively, the number of rows and columns of our network. Since all probability coefficients are equal, the probability of a single V-motif (defined by the pair of nodes r and r belonging to the same layer and node c belonging to the other one) reads
Thus, the probability distribution of the number of V-motifs shared by nodes r and r is simply a Binomial distribution defined by a probability coefficient equal to p 2 BiRG :
Bipartite Configuration Model
The BiCM (Bipartite Configuration Model, [8, 21] ) represents the bipartite version of the Configuration Model, [16] [17] [18] . The BiCM is defined by two degree sequences. Thus, our Hamiltonian is The probability of the generic matrix M thus reads
where Z( θ) is the grandcanonical partition function. It is possible to show that 1 + e −(αr+βc) ≡ x r y c 1 + x r y c (C.6) is the probability for the existence of a link between nodes r and c. In fact C.5 shows that the total probability of a given bipartite matrix M can be expressed as a product of probabilities, which depend on the Lagrangian multipliers.
In order to estimate the values for x r and y c , let us maximize the probability of observing the given matrix M * , i.e. the likelihood function L = lnP (M * ) [17] . It is thus possible to derive the Lagrangian multipliers {x r } We have also compared the projection algorithm we have proposed here with two existing algorithms [5, 7] , testing them on the WTW data set exclusively. In what follows we will briefly comment on them.
The first algorithm we have considered is the one proposed in [5] . The projections we obtained, for any of the years in the interval 1995-2000, consisted of empty networks, i.e. no links were validated, either at the 1% or at the 5% significance level. Interestingly, such a result is achieved by using both the Bonferroni and the FDR statistical procedures for carrying on multiple hypothesis testing. The explanation lies in the huge number of statistical tests performed by the method proposed in [5] : in fact, any two nodes belonging to the same layer are subject to a number of statistical tests which equals the number of different degrees of the common neighbours. Since, whenever correcting for multiple hypothesis, the p-value representing the test-threshold is reduced by the number of performed tests, very few links (if any) will, at the end, be validated. Instead, in our method just one hypothesis test for every couple of nodes is needed.
The second algorithm we have considered is the one proposed in [7] and producing the so-called taxonomy network. Briefly speaking, such a method prescribes to, first, define a similarity index between countries, properly normalizing the value V rr and, then, computing the minimal spanning forest (MSF). By construction, the latter has the structure of a set of disconnected subgraphs without loops (i.e. trees). The forest recovered by such an algorithm is quite naturally interpretable as a set of communities, each tree individuating a separate one.
The WTW taxonomy network for the year 2000 is shown in fig. 5 . Interesting similarities among countries are captured: for instance, western Europe, US and Japan are in the same cluster; Canada, northern Europe and Russia belong to the same cluster as well; similarities are highlighted between centroafrican countries and China and India belong to the same tree.
However, the results found by running the taxonomy network algorithm are not validated by any hypothesis-testing procedure: in other words, such an algorithm cannot provide any estimate of the statistical significance of the provided results, whose relevance is difficult to assess.
