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Abstract
We give new general methods for constructing small non-deterministic 4nite automata (NFA)
from arbitrary ones. Given an NFA, we compute the largest right-invariant equivalence on the
set of states and then merge the equivalent states to obtain a smaller automaton. When applying
this method to position automata, we get a way to convert regular expressions into NFAs which
are always smaller than or equal to the position, partial derivative, and follow automata; it can
be arbitrarily smaller. The construction can be dually made for left-invariant equivalences and
then the two can be combined for even better results.
c© 2003 Elsevier B.V. All rights reserved.
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1. Introduction
The importance of regular expressions for applications is well known. They describe
lexical tokens for syntactic speci4cations and textual patterns in text manipulation sys-
tems. Regular expressions have become the basis of standard utilities such as scanner
generators (lex), editors (emacs, vi), or programming languages (perl, awk), see [1,9].
The implementation of the regular expressions is done using 4nite automata. As the
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deterministic 4nite automata (DFA) obtained from regular expressions can be expo-
nentially larger in size and minimal non-deterministic ones (NFA) are hard to compute
(the problem is PSPACE-complete, see [21]), other methods need to be used to 4nd
small automata. The idea is to 4nd automata which are not minimal but “reasonably”
small and which can be constructed eGciently.
In the case of NFAs with -transitions (NFA) the classical solution is due to
Thompson [20]. It constructs NFAs which have linear size. There are also improve-
ments of this, e.g., the one of Sippu and Soisalon-Soininen [19] which builds smaller
NFAs than Thompson’s. Still, all these automata build NFAs of linear size and so
the diHerences between those are not very big.
For NFAs (without -transitions), the situation is much less clear. A well-known
method for constructing NFAs is the position automaton, due to Glushkov [10] and
McNaughton–Yamada [18]; the size of their NFA is between linear and quadratic and
can be computed by the algorithm of BrJuggemann–Klein [4] in quadratic time.
There are several other constructions, of which we mention the most important ones.
Antimirov [2] constructed an NFA based on partial derivatives. Champarnaud and
Ziadi [6,7] improved very much Antimirov’s O(n5) algorithm for the construction of
such NFA; their algorithm runs in quadratic time. They proved also that the partial
derivative automaton is a quotient of the position automaton and so it is always smaller.
Hromkovic et al. [14] gave the construction with the best worst case so far—the
common follow sets automaton; this NFA has size at most O(n(log n)2) and, by the
algorithm of Hagenah and Muscholl [11], it can be computed in time O(n(log n)2). As
discussed later, this construction performs poorly in practice.
It is unexpected that this very important problem, of computing small NFAs from
regular expressions, did not receive more attention. Also, the more general problem of
reducing the size of arbitrary NFAs was even less investigated. We address these prob-
lems and give new methods to construct small 4nite automata from regular expressions
as well as new methods to reduce the size of arbitrary NFAs.
Our basic idea resembles the minimization algorithm for DFAs where indistinguish-
able states are 4rst computed and then merged; see, e.g., [13]. The idea cannot be
applied directly to NFAs and we give a discussion on what is the best way to do it.
It is unexpected that this old idea was not used for reducing NFAs. This is probably
because in the case of DFAs a very nice mathematical object is obtained—the (unique)
minimal DFA—while for NFAs this is hopeless. However, an interesting mathemati-
cal object can also be obtained in the case of NFAs. We show how to compute the
largest right-invariant equivalence on states and then merge states according to this
equivalence.
The above idea can be easily employed to construct small NFAs [16] from regular
expressions. Simply take any NFA obtained from a regular expression and reduce it
according to the algorithm. The automata we use as a start are either the position au-
tomaton or quotients of it. We compare our NFAs to the position and partial derivative
automata, as well as with the new follow automata introduced by the authors in [15].
Follow automata are a new type of automata obtained from regular expressions and
seem to have several remarkable properties. The idea is to build 4rst NFAs which are
always smaller than the ones of Thompson [20] or Sippu and Soisalon-Soininen [19].
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Their size is at most 32 ||+ 52 which is very close to the optimal because of the lower
bound 43 ||+ 52 . Then, elimination of -transitions from these NFAs is used. Although
this method of constructing NFAs has, apparently, nothing to do with positions, it turns
out, unexpectedly, that the NFA it produces is a quotient of the position automaton
with respect to the equivalence given by the following relation, therefore giving the
name of follow automaton. The follow automaton is always smaller than or equal to
the position automaton and incomparable with the partial derivative or common follow
sets automaton.
The NFA we obtain from a regular expression by state merging is always smaller
than the partial derivative automaton and follow automaton since both are quotients of
the position automaton with respect to right-invariant equivalences. Moreover, it can be
arbitrarily smaller! Even if the size in the worst case is quadratic, on most examples it
is smaller than all known constructions and seems to be a good candidate for the best
method to reduce the size of NFAs. We bring this idea further by duality: NFAs can
be also reduced using left-invariant equivalences. Moreover, the two can be combined
for even better results.
2. Basic notions
We recall here the basic de4nitions we need throughout the paper. For further details
we refer to [13] or [21].
Let A be an alphabet and A∗ the set of all words over A;  denotes the empty word
and the length of a word w is denoted |w|. A language over A is a subset of A∗. A
regular expression over A is ∅, , or a∈A, or is obtained from these applying the
following rules 4nitely many times: for two regular expressions  and , the union,
 + , the catenation,  · , and the star, ∗, are regular expressions. For a regular
expression , the language denoted by it is L(), and () is  if ∈L() and ∅
otherwise. Also, || and ||A denote the size of  and the number of occurrences of
letters from A in , respectively (parentheses are not counted in ||).
A 4nite automaton is a quintuple M =(Q; A; ; q0; F), where Q is the set of states,
q0 ∈Q is the initial state, F ⊆Q is the set of 4nal states, and ⊆Q× (A∪{})×Q is
the transition mapping; we shall denote, for p∈Q; a ∈ A∪{}, (p; a)= {q∈Q | (p; a;
q)∈ }. The automaton M is called deterministic (DFA) if  :Q×A → Q is a (par-
tial) function, non-deterministic (NFA) if ⊆Q×A×Q, and non-deterministic with
-transitions (NFA) if there are no restrictions on . The language recognized by M
is denoted L(M). The size of a 4nite automaton M is |M |= |Q|+ ||, that is, we count
both states and transitions.
Let ≡ be an equivalence relation over Q. For q∈Q, [q]≡ denotes the equivalence
class of q w.r.t. ≡ and, for S ⊆Q, S=≡ denotes the quotient set S=≡= {[q]≡ | q∈ S}.
We say that ≡ is right invariant w.r.t. M if and only if two conditions (i) and (ii)
hold true:
(i) ≡ ⊆ (Q − F)2 ∪F2 (4nal and non-4nal states are not ≡-equivalent),
(ii) for any p; q∈Q, a∈A, if p ≡ q, then (p; a)=≡= (q; a)=≡ (equivalent states
lead to equivalent states by any letter).
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If ≡ is right invariant, the quotient automaton M=≡ is constructed by M=≡=
(Q=≡; A; ≡; [q0]≡; F=≡) where ≡= {([p]≡; a; [q]≡) | (p; a; q)∈ }. Notice that Q=≡=
(Q − F)=≡ ∪F=≡, so we do not merge 4nal with non-4nal states. Also, we have that
L(M=≡)=L(M).
3. Position automata
We recall in this section the well-known construction of the position automaton,
discovered independently by Glushkov [10] and McNaughton and Yamada [18].
Let  be a regular expression. The basic idea of the position automaton is to assume
that all occurrences of letters in  are diHerent. For this, all letters are made diHerent by
marking each letter with a unique index, called its position in . The set of positions of
 is pos()= {1; 2; : : : ; ||A}: We shall denote also pos0()= pos()∪{0}. The expres-
sion obtained from  by marking each letter with its position is denoted S∈ SA∗, where
SA= {ai | a∈A; 16i6||A}. For instance, if = a(baa+ b∗), then S= a1(b2a3a4 + b∗5).
Notice that pos()= pos( S).
Three mappings first, last, and follow are then de4ned as follows (see [10]). For
any regular expression  and any i∈ pos(), we have
ﬁrst() = {i | aiw ∈ L( S)};
last() = {i |wai ∈ L( S)};
follow(; i) = {j | uaiajv ∈ L( S)}: (1)
For reasons that are made clear later, we extend follow(; 0)= first(). Also, let last0()
stand for last() if ()= ∅ and last()∪{0} otherwise.
The position automaton for  is
Apos() = (pos0(); A; pos; 0; last0());
where
pos = {(i; a; j) | j ∈ follow(; i); a = aj}:
Glushkov [10] and McNaughton and Yamada [18] proved the following result which
states that the position automaton works as intended.
Theorem 1. For any regular expression , we have L(Apos())=L().
We give next an example of a position automaton. The same example will be used
also later to show other constructions. It has been carefully contrived to show the
diHerences between various constructions.
Example 2. Consider the regular expression =(a+ b)(a∗ + ba∗ + b∗)∗. The marked
version of  is S=(a1 + b2)(a∗3 + b4a
∗
5 + b
∗
6)
∗. The values of the mappings first, last,
and follow for  and the corresponding position automaton Apos() are given in Fig. 1.
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Fig. 1. Apos() for = (a + b)(a∗ + ba∗ + b∗)∗.
Te position automaton can be computed easily in cubic time using the inductive
de4nitions of first, last, and follow, but BrJuggemann-Klein [4] showed how to compute
it in quadratic time.
4. Partial derivative automata
Another construction we recall is the partial derivative automaton, introduced by
Antimirov [2]. Recall 4rst the notion of partial derivative introduced by Antimirov.
For a regular expression  and a letter a∈A, the set @a() of partial derivatives of 
w.r.t. a is de4ned inductively as follows:
@a() = @a(∅) = ∅;
@a(b) =
{ {} if a = b;
∅ otherwise;
@a(+ ) = @a() ∪ @a();
@a() =
{
@a() if () = ∅;
@a() ∪ @a() if () = ;
@a(∗) = @a()∗:
The de4nition of partial derivatives is extended to words by @()= {}, @wa()=
@a(@w()), for any w∈A∗, a∈A.
The set of all partial derivatives of  is denoted
PD() = {@w() |w ∈ A∗}:
Antimirov [2] constructed the partial derivative automaton
Apd() = (PD(); A; pd ; ; Fpd);
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Fig. 2. Apd() for = (a + b)(a∗ + ba∗ + b∗)∗.
where
pd(q; a) = @a(q) for any q ∈ PD(); a ∈ A;
Fpd = {q ∈ PD() | (q) = }:
He proved the following results.
Theorem 3. For any regular expression , we have
(i) |PD()|6||A + 1,
(ii) L(Apd())=L().
Example 4. Consider the regular expression  from Example 2. The partial derivatives
of  are computed in Fig. 2 where also its partial derivative automaton Apd() is shown.
Antimirov’s algorithm to compute the partial derivative automaton runs in quintic
time. Champarnaud and Ziadi [6,7] proved that the partial derivative automaton is a
quotient of the position automaton and gave also an algorithm to compute the partial
derivative automaton in quadratic time.
The right-invariant equivalence they use is de4ned as follows. For a regular expres-
sion  and a letter ai ∈ SA, the continuation of ai in , denoted ci( S), is, according to
Berry and Sethi [3], the unique expression (modulo associativity, commutativity and
idempotence of union) (wai)−1( S) = ∅, where w∈ SA∗. Here the −1 operator stands for
the total derivative of Brzozowski [5]. 3 The equivalence ≡c⊂ (pos())2 is de4ned by
i≡cj iH ci( S)= cj( S); here the inner bars stand for marking while the outer ones stand
for unmarking (removing indices). Champarnaud and Ziadi proved that
Theorem 5. (i) ≡c is a right-invariant equivalence w.r.t. Apos() and
(ii) Apd()Apos()=≡c :
Next is an example of an application of Theorem 5.
3 One should be aware of the diHerence between Antimirov’s partial derivatives and Brzozowski’s total
derivatives, since they are very similar. Essentially, the former gives a set of expressions while the latter
constructs a single expression. Therefore, the former leads to NFAs while the latter builds DFAs.
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Fig. 3. Apd()  Apos()=≡c for = (a + b)(a∗ + ba∗ + b∗)∗.
Fig. 4. The construction of Af .
Example 6. For the same regular expression  from Example 2, we show in Fig. 3 the
equivalence classes of ≡c and the automaton Apd() as a quotient of Apos(); compare
to Figs. 1 and 2.
5. Follow automata
A new type of automata obtained from regular expressions was introduced by the
authors in [15]; see also [17]. We recall it in this section. The idea is to construct
4rst an NFA (Algorithm 7) from a given regular expression and then an NFA by
-elimination in the NFA (Algorithm 9).
Algorithm 7. Given a regular expression , the algorithm constructs an NFA for 
inductively, following the structure of , and is shown in Fig. 4. The steps should be
clear from the 4gure but we bring further improvements at each step which, rather
informally, are described as follows (precise details are given in [17]):
(a) if p → q and the outdegree of p (or indegree of q) is one, then p and q can
be merged,
(b) any cycle of -transitions can be collapsed (all states merged and transitions
removed),
(c) multiple transitions (same source, target, and label) are removed.
The obtained non-deterministic 4nite automaton with -transitions is called
the follow NFA (the reason for this name will be clear later) and denoted Af ()=
(Qf; A; 

f; 0f; qf).
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Fig. 5. Af () for = (a + b)(a
∗ + ba∗ + b∗)∗.
Example 8. An example of the construction in Algorithm 7 for our running example
=(a+ b)(a∗ + ba∗ + b∗)∗ is given in Fig. 5.
The basic idea of -elimination is given in Algorithm 9. For the precise way the
-elimination is done, we refer to [17].
Algorithm 9. For any path labelled  between two states p; q∈Qf in Af , p

 q, and
any transition q a→ r, add a transition p a→ r if there is no such transition already. Also,
if q is a 4nal state of Af , then make p a 4nal state. Then remove all -transitions and
unreachable states.
The obtained NFA is called the follow NFA, denoted Af (). As shown by the authors
in [15,17], Af () is a quotient of the position automaton. The equivalence involved is
≡f ⊆ pos0()2, de4ned by
i ≡f j iH
(i) both i; j or none belong to last() and
(ii) follow(; i) = follow(; j):
Notice that we restrict the equivalence so that we do not make equivalence between a
4nal and a non-4nal state in Apos(). Also, the name of the follow mapping gives the
name of these automata.
The authors proved in [15,17] that
Theorem 10. (i) ≡f is a right-invariant equivalence w.r.t. Apos() and
(ii) Af ()  Apos()=≡f .
We notice that the restriction we imposed on ≡f so that 4nal and non-4nal states in
pos0() cannot be ≡f-equivalent is essential, as shown by the expression =(a∗b)∗.
Here follow(; i)= {1; 2}, for any 06i62. However, merging all three states of Apos()
is an error as the resulting automaton would accept the language (a+ b)∗.
Example 11. We give an example of an application of Theorem 10. For the same
regular expression =(a+ b)(a∗ + ba∗ + b∗)∗ from Example 2, we give in Fig. 6 the
equivalence classes of ≡f and the automaton Af ().
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Fig. 6. Af () and Af ()=Apos()=≡f for = (a + b)(a
∗ + ba∗ + b∗)∗.
6. Basic idea for reducing arbitrary NFAs
We consider now the very general problem of constructing small NFAs when starting
from arbitrary NFAs. Indeed, the results here can (and will) be applied to the problem
of constructing small NFAs from regular expressions, simply by constructing 4rst any
NFA from a given regular expression and then reduce its size.
The basic idea comes from the algorithm for DFA minimization, where indistinguish-
able states are merged together, thus reducing the size of the automaton. Consider an
automaton M =(Q; A; ; q0; F) and, for q∈Q, denote by Mq the automaton obtained
from M by replacing the initial state q0 with q. We say that two states p and q
are distinguishable if there is a word w which can lead the automaton from p to a
4nal state but cannot lead from q to a 4nal state. Put otherwise, p and q are indis-
tinguishable iH L(Mp)=L(Mq). This is the place where the notion of right invariant
equivalence comes into picture. If ≡ is an equivalence on Q which is right invariant
w.r.t. M , then ≡-equivalence implies indistinguishability.
Lemma 12. If ≡ is a right-invariant equivalence, then p ≡ q implies that p and q
are indistinguishable.
Proof. Take w= a1a2 : : : an ∈L(Mp). Then there is in M a path p a1→ p1 a2→ p2 a3→ · · · an→
pn such that pn ∈F . Since p ≡ q and ≡ is right-invariant, it follows inductively that
there is in M also a path q a1→ q1 a2→ q2 a3→ · · · an→ qn such that pi ≡ qi, for all 16i6n.
Now pn is 4nal implies that qn must be 4nal as well and hence w∈L(Mq). The
converse is proved analogously.
This gives, in particular, a proof of the fact that the quotient automaton recognizes
the same language as the initial one, which we already mentioned at the end of
Section 2.
Corollary 13. If ≡ is right invariant, then L(M=≡)=L(M).
In the deterministic case, we start by distinguishing between 4nal and non-4nal states.
Then, two states that have a transition by the same letter to some distinguishable states
become distinguishable. With non-determinism, we have sets of states and it is no
longer clear how we should decide that two states are distinguishable. In fact, this
seems very diGcult to decide. What we shall do is 4nd a superset, such that we are
sure we do not merge state which we should not. There can always be states which
could be merged but detecting those is too expensive.
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Fig. 7. (i) and (ii) are not good conditions.
Therefore, our goal is to compute an equivalence relation (denoted subsequently
by ≡R) such that any two states ≡R-equivalent are indistinguishable but the con-
verse need not be true. To avoid confusions, we shall call such states equivalent.
So, equivalent states will be indistinguishable but non-equivalent states will not nec-
essarily be distinguishable. As in the deterministic case, we compute the comple-
ment of this equivalence (denoted by ≡R); that is, we compute which states are not
equivalent.
The starting point is that 4nal states are not equivalent to non-4nal states; this is the
only reasonable way to start with. Then, we discuss how to use current information
about non-equivalent states in order to compute further non-equivalent pairs. Assume
p and q are two states about which we do not know whether they are equivalent or
not and a is a letter. (We shall complete the automaton such that both (p; a) and
(q; a) are non-empty.) Two candidates for the condition implying non-equivalence of
p and q come 4rst to mind:
(i) any state in (p; a) is not equivalent to any state in (q; a),
(ii) there is a state in (p; a) and one in (q; a) which are not equivalent.
We see next why neither of (i) and (ii) is good. The condition in (i) is too strong as
it turns out that we mark as non-equivalent too few pairs and then merge states which
must not be merged. For example, in the 4rst NFA in Fig. 7, states 1 and 5 will be
merged and the resulting automaton accepts a strictly bigger language. On the other
hand, condition (ii) is too weak and we obtain a too small reduction of the automaton.
For instance, in the second NFA in Fig. 7, states 1 and 5 are not merged although
they clearly should.
The right condition is in between (i) and (ii):
(iii) there is a state in (p; a) which is not equivalent to any state in (q; a).
We shall see in the next section that (iii) is precisely what we need to merge as
many states as one can hope. We conclude this section with an example in Fig. 8
showing that 4nding indistinguishable states is hopeless.
We have in Fig. 8 that 3 and 8 are non-equivalent (as being 4nal and non-4nal,
resp.) and also 4 and 13 are non-equivalent. Therefore, no matter how we 4nd fur-
ther non-equivalent states, 2 and 7 will become non-equivalent, since (2; d)= {3},
(7; d)= {8}. Similarly, 2 and 11 will be non-equivalent. From this, it
follows that 1 and 6 will be non-equivalent. But, clearly, 1 and 6 are indistinguish-
able.
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Fig. 8. (iii) is the best we can hope.
7. The largest right-invariant equivalence
Based on condition (iii) in the previous section, we give in this section an algorithm
to compute the equivalent states. In fact, the algorithm below computes the complement
of the equivalence relation, that is, the non-equivalent states.
Notice that we consider automata with arbitrarily many initial states. This more
general setting will be useful for the dual approach in Section 10.
Algorithm 14. Given an NFA M =(Q; A; ; I; F), the algorithm computes a relation ≡R
on states; p≡R q means p and q are equivalent and therefore can (and will) be merged.
1. complete the automaton M :
2. add a new (non-initial and non-4nal) state, denoted ∅, to Q;
3. the new set of states is Q∅=Q∪{∅};
4. add all missing transitions—the new transition function is
5. ∅= ∪{(p; a; ∅) | (p; a)= ∅}∪ {(∅; a; ∅) | a∈A};
6. ≡R ← ∅;
7. for any (p; q)∈ (Q − F)×F do
8. ≡R ← ≡R ∪{(p; q); (q; p)};
9. for any p∈Q do
10. ≡R ← ≡R ∪{(∅; p); (p; ∅)}
11.while ∃p; q∈Q∅;∃a∈A;∃r ∈ ∅(p; a)∀s∈ ∅(q; a); r ≡R s do
12. choose one such pair (p; q);
13. ≡R ← ≡R ∪{(p; q); (q; p)};
14. return ≡R =
(
(Q∅×Q∅)− ≡R
)− {(∅; ∅)}.
Several comments are in order. As mentioned above, we compute the complement of
the relation ≡R, that is, ≡R. Steps 7 and 8 impose the condition that 4nal and non-4nal
states will not be made equivalent. Condition (iii) appears in step 11.
Notice that steps 9 and 10 are not really needed. It is not diGcult to see that the
pairs which have exactly one component ∅ would be added anyway to ≡R. This is
true based on the assumption that M has no useless states. Thus, for a state q∈Q,
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there is a word w which leads from q to a 4nal state but which leads from ∅ to ∅.
Therefore, steps 9 and 10 are there just to make more clear that the state ∅ will 4nally
be non-equivalent to any other state, as it should.
Notice also that, due to steps 9, 10, and 14, no pair in ≡R contains the state ∅, so
≡R is over Q.
We prove next some properties of the relation ≡R. In the proofs below, we shall
need a precise view on the way pairs of states are added to ≡R. We therefore consider
a topological order on ≡R, say
≡R= {(p1; q1); (p2; q2); : : : ; (pt; qt)};
where i¡j means that (pi; qi) has been added (at steps 8, 10, or 13) to ≡R be-
fore (pj; qj). The idea is that (pi; qi) was added without using the information that
(pj; qj)∈ ≡R while (pj; qj) might have used the information that (pi; qi) was already
in ≡R. We make also the distinction between the pairs added at steps 8 or 10 and the
others. Put 16r¡s6t such that the pairs from 1 to r have been added at step 8, the
ones from r+1 to s have been added at step 10, while the remaining ones have been
added at step 13.
Lemma 15. ≡R is an equivalence relation over Q.
Proof. ≡R is reTexive because ≡R is irreTexive and symmetric because ≡R is sym-
metric. About transitivity, we prove by induction on the index of (p; q)∈ ≡R that
if p ≡R q, then, for any t, either t ≡R p or t ≡R q. This clearly implies transitivity.
Put (p; q)= (pi; qi), for some 16i6t. The assertion is clear if 16i6s. Assume that
i¿s+1 and the property is true for the pairs 1; 2; : : : ; i−1. By the de4nition of ≡R and
of the topological order, there is a∈A and r ∈ ∅(p; a) such that, for any s∈ ∅(q; a),
the pair (r; s) belongs to ≡R and has the index at most i−1. Assume t≡R p and t≡R q.
From t≡R p we get that there is u∈ ∅(t; a) such that u≡R r. Now, t≡R q gives that
there is v∈ ∅(q; a) such that v≡R u. But then (r; v)∈ ≡R has index strictly smaller than
i and u is ≡R-equivalent with both r and s, contradicting the inductive hypothesis.
Lemma 16. ≡R is right invariant w.r.t. M .
Proof. Assume p; q such that p≡R q but ∅(p; a)=≡R = ∅(q; a)=≡R . Take [r]≡R ∈
∅(p; a)=≡R − ∅(q; a)=≡R (or symmetrically). Then, for any s∈ ∅(q; a), we have
r ≡R s, and hence (p; q) must have been added to ≡R at step 13, a contradiction.
The statement of Lemma 16 follows easily because condition 11 in Algorithm 14 was
actually chosen to build a right-invariant equivalence. Moreover, it builds the largest
such equivalence, as seen in Theorem 17.
Theorem 17. ≡R is the largest equivalence over Q which is right invariant w.r.t. M .
Proof. Consider an arbitrary equivalence ≡ over Q which is right invariant w.r.t. M .
Assume ≡ ⊆≡R and take (p; q)∈ ≡ −≡R. Thus, p ≡R q and assume (p; q) has the
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Fig. 9. AR()=Apos()=≡R for = (a + b)(a∗ + ba∗ + b∗)∗.
lowest possible index in ≡R; let it be i. Because any class of ≡ does not contain both
4nal and non4nal states, we have i¿r+1. Thus, there are a∈A and r ∈ ∅(p; a) such
that, for any s∈ ∅(q; a), r ≡R s and also any such (r; s) has lower index than (p; q).
Therefore, for all such (r; s), we must have r ≡ s which contradicts the right invariance
of ≡.
The automaton M=≡R is the one we look for. It follows from Lemma 16 and Corol-
lary 13 that it recognizes the same language as M does. Also, by Theorem 17, no
other right-invariant equivalence can give a smaller automaton.
Corollary 18. Among all quotient automata M=≡, where ≡ is an equivalence on Q
which is right invariant w.r.t. M , the automaton M=≡R is the smallest.
8. Small NFAs from regular expressions
We apply now the construction in the previous section to NFAs obtained from regular
expressions. Consider a regular expression . We have three equivalences on pos0()
which are right invariant w.r.t. Apos(): ≡c from Section 4, ≡f from Section 5, and
≡R from Section 7. Denote AR()=Apos()=≡R . The following result is a corollary of
Theorems 17, 5, and 10.
Theorem 19. For any regular expression , AR() is an NFA which accepts the
language L() and is always smaller than or equal to either of Af () and Apd().
As seen in Example 22, AR() can be arbitrarily smaller! Notice also that we need
not compute Apos() 4rst; AR() can be obtained from either of Af () or Apd().
Example 20. We show here the automaton AR() for the same expression =(a+ b)
(a∗ + ba∗ + b∗)∗ from Example 2. We see that the automaton Apos() is complete,
see Fig. 2, thus the state ∅ will be completely separated from all the others and
will not inTuence the relation ≡R in any way. On the other hand, the only pairs not
containing ∅ in ≡R are of the form (0; i) or (i; 0), for 16i66. Since the state 0 has
no incoming transitions, these pairs cannot help bring other pairs inside ≡R. Therefore,
≡R will be able only to distinguish between 4nal and non-4nal states (added at step 8
in Algorithm 14). The classes of ≡R are shown in Fig. 9 which contains also the
corresponding automaton. We can see it is strictly smaller than either of Apd() and
Af (); compare to Figs. 3 and 6.
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9. Comparing AR to other constructions
We give in this section several examples to compare the automaton AR with the
other constructions mentioned above. It is shown that it can be arbitrarily smaller.
Example 21. Consider the expression n= a∗1 (a1 + a2)
∗ · · · (a1 + a2 + · · · + an)∗. We
have |n|= n2 + 2n− 1 and
• |Apos(n)|=#(|n|2),
• |Af (n)|= |Apd(n)|=#(|n|), and
• |AR(n)|=#(|n|).
Although the order is the same, AR(n) is much smaller than either of Af (n) and
Apd(n). It has in fact only one state and the size comes from the fact that we have
an unbounded alphabet. In the next example we work with a 4xed alphabet and get a
big gap.
Example 22. For n=(a+ b+ )(a+ b+ ) · · · (a+ b+ )(a+ b)∗, where (a+ b+ )
is repeated n times, we have |n|=6n+ 4 and
• |Apos(n)|=#(|n|2),
• |Af (n)|= |Apd(n)|=#(|n|2), and
• |AR(n)|=3.
So, AR(n) has a 4xed size (independent of n), and hence can be arbitrarily smaller
than the others.
10. Dual reduction to the left
When reducing NFAs according to ≡R, we considered only the distinguishability of
the states to the right, that is, for two states p and q, we considered the words that led
from p or q to 4nal states. It is interesting to remark that the same thing can be done
symmetrically to the left, considering words that lead from the initial state(s) to p or
q. We shall not redo the whole thing but simply use what we have so far. Consider
an NFA, M =(Q; A; ; I; F), and construct the reversed automaton MR=(Q; A; R; F; I),
where, for any p; q∈Q and a∈A, (p; a; q)∈ R iH (q; a; p)∈ . So, we simply exchange
the sets of initial and 4nal states and reverse the direction of all transitions (keeping the
labels unchanged). Now, we can compute as before the equivalence ≡R corresponding
to MR; let us denote it by ≡L. The notion of left-invariant equivalence is then de4ned
similar to the right-invariant equivalence. A relation ≡ is left invariant w.r.t. M iH
(i) ≡ ⊆ (Q − {q0})2 ∪{q0}2 (the initial state, 4nal in MR, is not ≡-equivalent to
any other state),
(ii) for any p; q∈Q, a∈A, if p ≡ q, then {r ∈Q |p∈ (r; a)}=≡= {r ∈Q | q∈ 
(r; a)}=≡ (or, equivalently, R(p; a)=≡= R(q; a)=≡; for equivalent states p and q and
a given letter a, we can move to p and q, resp., from the same equivalence classes).
We can reduce an automaton using a left-invariant equivalence in the same way as
we did for a right-invariant one. This because
L(M=≡L)=L((M=≡L)
R)R=L(MR=≡L)
R=(L(M)R)R=L(M):
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Fig. 10. Apos(3).
The following results can be proved as above.
Theorem 23. ≡L is the largest equivalence over Q which is left invariant w.r.t. M .
Corollary 24. Among all quotient automata M=≡, where ≡ is an equivalence on Q
which is left invariant w.r.t. M , the automaton M=≡L is the smallest.
11. Reducing NFAs in both directions
We have seen so far that both ≡R and ≡L are powerful tools in reducing the size of
automata. A natural problem occurs: Is it possible to combine the two for even more
powerful reduction? The answer is positive, as we shall see in this section. However,
how the two should be combined for best results is not at all obvious. We show that
there are examples where a unique way to combine the two does not exist.
Consider 4rst the regular expression n=
⊕
16ij62 a1i1a2i2 · · · anin (this is
⊙n
i= 1 (ai1+
ai2) after opening the parentheses—using distributivity of catenation over union). We
have
• |n|=2n2n − 1,
• |Apos(n)|=2n2n + 1=#(|n|),
• |AR(n)|=3 · 2n − 2=#(|n|=log |n|),
• |AL(n)|=4 · 2n − 3=#(|n|=log |n|).
Interestingly, the two equivalences can be used to obtain an automaton of size 3n+
1=#(log |n|), that is, exponentially smaller. The two are used in sequence and the
order, incidentally, does not matter.
We see here in detail the case n=3. For clarity, we rename the letters in 3 and
put 3 = ace + acf + ade + adf + bce + bcf + bde + bdf. The position automaton
Apos(3) is shown in Fig. 10; the mappings first, last, and follow are clear from the
4gure.
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Fig. 11. AR(3).
Fig. 12. AL(3).
Next, we show in Fig. 11 the equivalence classes of ≡R and the automaton AR(3).
First, there is no way to make inequivalent any two 4nal states since they have all
transitions leading to the state ∅ (not shown). Next, all states leading by a transition
labeled the same (e or f) to a 4nal state cannot be made inequivalent and this will
give the two four-element classes of ≡R. The four two-element classes are obtained
similarly.
The equivalence classes of ≡L and the corresponding automaton are shown in Fig. 12.
It is obtained following a reasoning similar to the one for ≡R.
Finally, the two equivalences ≡R and ≡L can be used to construct a much smaller
automaton to accept the same language. This is shown in Fig. 13. This automaton is
obtained as follows. We use 4rst ≡R in Apos(3) and then ≡L in AR(3)=Apos(3)=≡R
(here ≡L is the one corresponding to AR(3) and not the one of Apos(3)). The same is
obtained as (Apos(3)=≡L)=≡R , where each equivalence refers here to the automaton the
quotient of which it is producing. Notice that the automaton in Fig. 13 could not be
obtained by using the equivalences ≡R and ≡L of Apos(3) (at least not immediately)
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Fig. 13. Apos(3) reduced both ways.
Fig. 14. An NFA and its corresponding quotients modulo ≡R and ≡L.
since, for instance, the states 1 and 16 are not equivalent w.r.t. either one but still
together in the same class in Fig. 13.
We conclude this section by an example when there is no unique way to reduce
optimally an automaton using ≡R and ≡L. Consider the 4rst automaton in Fig. 14. The
only non-trivial pair ≡R-equivalent is (1; 3) and the only non-trivial ≡L-equivalent pair
is (1; 2). Since 1, 2, and 3 cannot be merged together (the language accepted would
become ac + ad + bc + bd), ≡R and ≡L can be used only independently; each will
reduce the size by the same amount; the corresponding quotient automata w.r.t. ≡R
and ≡L are shown as the second and third automata, resp., in Fig. 14.
12. Conclusions and further research
We gave a general method to reduce the size of arbitrary NFAs, which is based on
construction of invariant equivalences on the set of states such that equivalent states
can be merged together. When applying the construction to regular expressions, we
obtain NFAs which can be arbitrarily smaller (!) than position, partial derivative, or
follow automata. Although the best worst case is still the one given by Hromkovic
et al. [14], our construction seems to perform better on most examples. The worst case
seems to be irrelevant (see also the discussion in [17]). We have not compared our
automata with those of Chang and Paige [8] since we do not work with compressed
automata.
Notice also that comparing two constructions of automata is very diGcult. The case
of quotients is a happy one since we know that the quotient always gives a better
construction, though not necessarily strictly better.
Several important problems remain to be investigated further. First, even though the
Algorithm 14 runs in low polynomial time, further work should be done to improve
its running time. Again, the running time in the worst case seems to be far from the
expected one.
Second, we have seen that using ≡R and ≡L together can result in much smaller
NFAs. Further research should investigate how the two can be combined in an optimal
way, which, according to the example in the previous section, is in general not unique.
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Third, if combining optimally ≡R and ≡L turns out to be hard, then a trade-oH will
be needed such that they help reducing the size but in a way which can be performed
eGciently.
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