We describe a number of general principles that underlie the formation of cortical maps such as occular dominance and orientation specificity. We show that most of the well-known mechanisms share certain generic properties. One question we address is what determines the periodicity of these maps. Models of Swindale and older models of Miller imposed the periodicity through cortical-cortical interactions. On the other hand the elastic map, the Kohonen model, and Dayan's recent model all obtain the periodicity through an interaction of the cortical interactions and the input correlations. We show how and why these models differ and suggest some new models that operate on the same principles but do not require any imposed normalization.
Introduction
The mammalian visual system shows incredible organization which has attracted many theorists. In the first stage of cortical processing, cortical neurons respond to specific aspects of images presented in the visual field. For example, a given neuron might fire maximally when an edge of a particular orientation is presented in a specific spot in the visual field. Furthermore, the strength of this response can depend on which eye received the inputs. These tuned cortical neurons are not randomly dispersed across the visual area, rather, their properties form well-ordered maps. There are at least three wellstudied maps in the mammalian visual system: (i) the topographic map, (ii) orientation map, and (iii) the occular dominance map. The primary visual cortex receives inputs from both the left and right lateral geniculate areas. Each geniculate area receives inputs from the left or right eyes, but these inputs are segregated. Neurons in the geniculate do not respond to oriented lines while those in the cortex do. A single spot of light shown on the retina will only stimulate a limited part of the essentially two-dimensional visual cortex. Furthermore, two nearby points excited in the retina will excite nearby points in the visual cortex. Thus, we say there is a topographic map from the retina to the cortex. A point on the retina is uniquely mapped to a point on the primary visual cortex. In this chapter, we will take the topographic map for granted and assume that it already exists. As we noted above, primary visual cortical neurons respond to oriented lines and the distribution of preferred orientations throughout the visual cortex is not random. It is experimentally possible to see this map. For example figure 1 shows the orientation map from the tree shrew. We point out several aspects of the map: (i) there are "singularities" at spatially periodic intervals and (ii) there are linear regions where the orientation varies smoothly.
The precise structure of the map is different in every animal so that it is not "hardwired" genetically but rather arises during development of the visual system. In addition to the topographic map and the orientation map, there is also the "occular dominance" map. Any particular cortical neuron will respond more strongly to stimuli presented to one eye than to the other. The mapping of preferences across the cortex results in a striped pattern. This mapping is done by injecting a labeling agent into one eye and then reading the label on the surface of the cortex. Figure 2 shows and example of such a map. The occular dominance map is very sensitive to environmental influences; animal who have one eyelid sutured develop distorted maps in which the uncovered eye occupies a much larger area.
Finally, we note that these maps are not independent. Indeed, there are striking relationships between the orientation and occular dominance maps. Figure 3 illustrates the relationship between the iso-orientation lines and the borders between the occular dominance stripes. The singularities tend to lie in the middle of the occular dominance stripes and the iso-orientation lines cross the occular dominance borders at right angles.
The main theoretical question is what sorts of mechanisms underlie the formation of these maps. Models range from abstract pattern formation (e.g. Murray, 1989 ) to detailed models involving biophysics of single neurons, (Song et al, 2000) . Erwin and Miller (1998) provide a nice review of the state of the art on these models and Miller et al (1999) gives a biological review of the evidence for activity dependence of orientation selectivity.
I will briefly describe some of these models in the context of general pattern formation principles. In every case, the ultimate mechanism for the formation of the periodicities is the Turing mechanism (Turing, 1952) whereby a band of spatially periodic modes becomes unstable. Thus, the main differences between models are how this instability is manifested and what determines the dominant spatial frequency.
One can view a cortical map as a pattern of connections from the geniculate to the cortex. Thus, when we look at a map we are actually looking at a distribution of connectivities. Donald Hebb first suggested that connections between neurons were made when the neurons fired together. This idea is called "Hebbian plasticity." The obvious problem with this rule is that eventually every neuron will be connected to every other neuron and the growth of connections will be unbounded. Thus, in addition to a growth rule, models of development also incorporate some sort of decay of the connections. A typical method is to use normalization of the weights between neurons. For example, the total weights coming into a neuron is constrained to some fixed value. This sets up a competition and it is the interaction of this negative feedback with the positive Hebbian growth which determines the map.
The classes of models which have been studied can be reduced to two distinct types: (i) weight based models and (ii) feature based models. In weight based models, one attempts to analyze the dynamics of functions, w(x, y, θ, z, t). Here w is the strength of a connection between a cortical cell at x, with favored orientation, θ ∈ [0, π), occularity, z ∈ {L, R} and responding to a point y in the visual field. Miller's, Swindale's and many other models are of this form. They have the advantage of being more closely connected to biology. In feature based models, one instead studies the evolution of a vector of features, [Y (x, t), Θ(x, t), Z(x, t)]. Here, for example, Θ(x, t) is the preferred orientation of a cortical neuron at point x in the cortex. The self-organizing map (Kohonen, 1985) and the elastic net (Durbin and Mitchison, 1990) are examples of such models. These are more abstract but seem to capture the features of real maps better than the more "realistic" models (Erwin et al, 1995) .
In section 2, we describe mechanisms that can produce competition. This will be illustrated by both simple models with global constraints and models involving competition for some factor. In section 3, we describe mechanisms which set the spatial scales. We show that a combination of postsynaptic-dependent depression and Hebbian growth are sufficient to produce a clustered pattern whose spatial scale is a function of the input correlations and the intrinsic cortical connectivity. In section 4, we look at occular dominance and orientation selectivity in the context of competition and spatial interactions. We also consider joint development of both the OD and orientation patterns. We reduce the question of orientation preference to a model which is similar to the self-organizing map.
Competition.
Consider a single neuron which receives inputs from two cells, say L and R. We consider a linear neuron so that the output of the neuron is the weighted sum of its inputs:
Hebb's rule states that the weights should grow in a manner proportional to the product of the inputs and the outputs:
If K is independent of the weights, then there is nothing to keep the weights bounded (or even positive). Swindale solves this problem by letting K depend on the weights, e.g. K(u) = ku (1 − u) . This automatically keeps the weights bounded between 0 and 1. If we assume that the inputs are correlated white noise,
then depending on whether or not C D is positive or negative, the weights will either both grow to 1 or one will grow to 1 and the other to 0. If we assume that the growth rate is slow compared to the rapidly changing random inputs, then we can average the growth:
Thus, on average, the weights satisfy
Supposing for the moment that K is a constant, we see that the weights grow along the eigenvectors, (1, 1) corresponding to the eigenvalue,
. If C S , C D are the same sign, then the fastest growth is along the "same" eigenvector and there is no competition, both weights go to their maximum. If C S , C D have opposite sign, then the fastest growth is along the "different" eigenvector and one weight "wins" the competition. Thus, for this simple model, in order to get competition, there must be negative correlations between L and R. This is biologically unlikely, so that one question is how to get competition with positive correlations.
One way to solve this is to assume an active form of decay. Furthermore, in order to keep everything bounded, we will assume a kind of Markovian or mass action model for weight growth. The "kinetic" approach to weight growth prevents negative weights and separates the decay processes from the growth processes. It has been successfully applied to synaptic and ion channel processes (Destexhe and Sejnowski,1996) . The model is simple:
Here, f is the available pool of substance for the formation of the weight and w is a fully formed weight. Thus, f + w = M where M is a constant which we can set to 1 without loss of generality and the sum is over all weights which compete for that particular pool. The weight satisfies:
In most of the models described in this paper, each synapse will compete for a unique pool. However, there will be instances where several synapse compete. Unless otherwise indicated, all synapses have their own pool and it is finite. Since the rates, K ± must be non-negative, this guarantees that the weights will always lie between 0 and M > 0. For example, suppose, that K + is a function of the Hebbian term IV while K − is a function of the postsynaptic activity only. Then, after averaging, the model becomes:
Here, we have averaged and then applied the function. This is not strictly correct but is a useful approximation. Note that, V ≈Ī(w L + w R ) whereĪ is the mean input strength. Note, also, that is the two synapses compete for the same pool, then the terms, . Note that all weights remain bounded in this interval. There is no need to normalize the weights. The easiest way to check for competition is to show that there is a symmetry breaking instability. The linearization of (1) about the fixed point is 
We want the antisymmetric eigenvalue to become positive while the symmetric remains negative. There are two ways that this can happen since K ± ≥ 0. Either b < 0 which means that there are negative correlations between the eyes, or, K − (2w) is large. We have already pointed out that negative correlations between eyes is not biologically reasonable. Thus, we need to have a strong activity-dependent synaptic depression as manifested by the dependence of the decay rate, K − on the total weights, w L + w R . For example, we take c = 1, K + (u) = 1/(1 + exp(−r(u − .5))) and K − (u) = 1/(1 + exp(−r(u/2 − .5))) so that w = 1/2. We fix a > b = 1 − a > 0 so that there are positive correlations between the eyes and choose, r as the bifurcation parameter. This is the sharpness of the dependence of the rates on the activity. Figure 4 shows the bifurcation diagram. As r increases, the symmetric state loses stability at a subcritical pitchfork. This turns around leading to a large amplitude branch of asymmetric solutions in which one synapse dominates. There is a small region of bistability between the symmetric and antisymmetric states. Figure 4 shows the phase-plane in this case. Nullclines and representative trajectories are shown. We also show the stable manifolds of the two unstable asymmetric states. These converge close to the origin. Thus, there is a very narrow range of initial conditions which will converge to the "binocular" solution in which both weights are equal.
Harris and Ermentrout (1996) introduced a model in which the competition between synapses was implemented by the requirement for neurotrophic factors in order to form synapses. Let n L , n R denote the amount of neurotrophin available to form the synapse. The (1) is replaced by
and a pair of similar equations for (w R , n R ). Here the rate functions are all linear so that β j are all constants. The bifurcation parameter is N the total amount of neurotrophic factor available. If N is large, it is easy to show that the weights converge to equal values. If N is very small, then no growth occurs and both weights converge to 0. Finally, for intermediate values of N , there is competition and one or the other weights dominates. If we let τ be small, then the four-dimensional system can be reduced to a planar one and easily analyzed. Note that in this model, we still need the dependence of the decay on the total synaptic weight. Without this all solutions tend to the symmetric state.
Spatial scales
In order to look at spatial pattern formation, we must move beyond a single neuron and look at a population of neurons in the cortex. In this section, we derive spatial models from the same general principles that we used above. Let w(x, y, t) denote the synaptic weight from a visual field point, y to a cortical location, x at time t. Let I(x, y, t) be the inputs from y to x at time t. Suppose that there are weak cortical-cortical interactions, J(x, x ). Then the linear model for cortical activity takes the form:
We could solve for the steady-states, however, we would have to invert the linear operator, 1 + J. If is small, we can approximate this inversion. Letting M (x, x ) be the inverse, we obtain
where
Consider first the mean value of the output over the input space. This becomes:
On the other hand, the Hebbian term is more complicated:
y , t) I(x , y , t)I(x, y, t) dy
Assuming that the growth model has the same form as the previous section:
the model we look at has the following form:
We note that if there is a fixed resource pool at each spatial location x rather than a fixed pool at each synapse, then the term [1−w(x, y)] is replaced by [1− y w(x, y)dy]. We finally assume homogeneity in the cortico-cortical interactions so that
There are many possible types of solutions that we could look for in this model. In fact, (3) is a very general model in that the variable y appearing in I(x, y) is really nothing more that a label which need not be space. For example, it could take on the two discrete values, {L, R} representing the left and right cortices. Similarly, it could also just represent orientations in which case it lies on the circle. We first look at the case of spatial clustering. We will assume that the topographic map is already set and it is near an identity map. Then we expect that I(x, y) is a function of x alone and the correlations are only a function of x − x . This implies that the weights are functions of their cortical location only and that they satisfy:
t) w(x, t).
We look for pattern formation in this system; in particular, steady state patterns. We assume that the system is homogeneous and thus translation invariant in order to do the requisite linear analysis. This occurs, for example, if the domain is infinite or periodic. Thus, the analysis should be regarded as approximate since a real cortical sheet is finite with non-periodic boundaries. Let Q(x) = C(x)M (x) be the product of the input correlation and the cortical connectivity. Suppose that
are both positive and I = 1. Then since K ± are non-negative functions, there is at least one constant solution to (4), say, w. The stability is found by linearizing about this constant solution. The linearized equation is:
where is the convolution symbol. The assumption of translation invariance implies that solutions to the linearized equations are:
and that
Here,
and Q, M are the Fourier transforms of the interaction functions.
Consider, first, the case in which there is no activity-dependent suppression of the weights, that is, K − is constant, so, A − = 0. Then the maximal eigenvalue occurs at the maximum value of Q. If both the cortical interaction function and the input correlation matrix are Gaussian, then their product is also and the transform has a maximum at k = 0. This situation does not lead to pattern formation. Suppose, that the cortical interaction function, M is of lateral-inhibitory type so that the product with C is similar. Then, the maximal wave number will be nonzero in magnitude. Thus is, A + is sufficiently large, we can force the uniform state to lose stability at a nonzero wave number and pattern formation will occur. Now suppose that the suppression of weights is also activity dependent; K − = 0. Then, even with monotone cortical interactions, M (x), it is still possible to get pattern formation. Indeed, it is expected. To see why, recall that Q(x) is the product of the stimulus correlations, C(x) with the intracortical interactions, M (x). If both of these are Gaussians, then their product is also a Gaussian but with a smaller variance than M (x). Thus, Q(|k|) is broader than M (|k|) so that if K ± are sufficiently large, λ(k) will be maximum and positive for a nonzero value of k.
We need either a Mexican-hat type interaction within the cortical network or activitydependent suppression of synaptic weights. As an example, consider the following,
.
With these choices, w(x) = 0.5 is a constant solution; all weights are equal. The coefficients are: Figure 5 on the left. Setting, e.g., r − = r + /2, there is only one parameter, r = which is the sharpness of the dependence of the rates on the interactions. It is easily found that the uniform state loses stability as r + increases. The right panel in figure 5 shows the steady state values of the weights for a finite domain with "reflecting" conditions at the end-points.
Occular dominance.
We now turn to the more complicated issue of occular dominance. Recall equation (3) and recall that the second variable y codes the specific features such as retinal location or occularity. Let's suppose that this is a discrete variable coding for {L, R} the left and right eyes. We assume furthermore that C(x, y) = C 1 (x)C 2 (y). C 2 is just a 2 × 2 matrix and represents the correlations between the two eyes. We assume it is symmetric; the diagonal terms are the same eye correlations, c s and the off-diagonal terms are the different eye correlations, c d . In the present formulation, there is no dependence on correlations for the decay of the weights; this depends only on activity. The resulting model takes the following form:
To simplify notation, we have absorbed the mean input I into the function M (x). We have also introduced three additional parameters. We replace c s , c d with a single parameter, β and assume that c s + c d = 1 with no loss in generality since they are both positive. Thus, β = 1/2 would correspond to no difference in the same eye and different eye correlations. The parameter ν will be zero if the synapses compete for a local pool. If all synapses at the same spatial location must share some substance, then ν = 1. The parameter, γ will be 1/2 if the decay terms depends only on the total activity and there are no correlations in the decay. Otherwise, it will be different from 1. Our derivation of the equations is predicated on the idea that γ = 1/2 so that when γ is different from 1/2, we are dealing with a more abstract form of weigh decay that is also Hebbian. (Actually, if γ = 1/2, the term in the decay is off from the derived term by a factor of 2. This can be absorbed into the weight function, M (x) as well.)
We now show that we need either Mexican hat interactions in the cortical interactions in order to get OD patterns or correlations in the decay of the weights. As in the cluster mode above, we note that there is a homogeneous steady state solution, w L (x) = w R (x) = w. The linearized equations have the form:
The constants A ± , A 0 , A 1 all have the obvious values. In particular, A 0 , A 1 are positive while A ± are non-negative but could vanish if the rates K ± are independent of activity. As above, we look for the solutions to the linearized equations. One major difference is that there are two equations rather than a single scalar equation. However, because of symmetry, we can decompose this into a pair of uncoupled scalar equations corresponding to symmetric, (1, 1) and anti-symmetric, (1, −1) perturbations of the weights, (w L , w R ). Thus, for each wave vector, k, there are two eigenvalues, λ s (k) and λ a (k). In order to get occular dominance patterns, we require that the maximum of these occur at |k| > 0 and that this maximum be the anti-symmetric case. The eigenvalues are:
Several points are immediately clear. Suppose that there is not correlated decay of the synaptic weights, i.e., γ = 1/2. Then the only way that OD pattern formation can occur is that Q have a maximum at a nonzero k and β > 1. The former condition implies that the cortical interactions are of "Mexican hat" type and the latter implies that the correlations between different eyes, c s = 1 − β are negative. These conditions are found in some of the models of Swindale and Miller. The problem with these assumptions is that they state that the activity in the left eye is negatively correlated with the activity in the right eye. This seems to be somewhat unrealistic. The problem with "lateral inhibition" in the cortical interactions is that this implies that the spacing between stripes depends on the range of the lateral inhibition rather than the correlations of the inputs. Thus, we require that there be some correlated decay of the weights -a strictly activity dependent is not sufficient. Thus, suppose that γ = 1/2. If γ > 1/2, this means that the decay is more sensitive to the same eye weights while γ < 1/2 means it is more sensitive to different eye weights. Suppose also that the coupling functions Q, M are Gaussians. If γ < 1/2, then the asymmetric eigenvalue is larger for all k since both k−dependent terms are positive. Furthermore, it is clear that k = 0 will be maximal. Thus, if γ < 1/2, the zero wave number will be the first to bifurcate and it will be in the asymmetric state. The cortical network will be completely right-or left-eye dominant. Suppose instead that γ > 1/2 so that the weight decay is depends more on the same eye weight. Then, it is possible (although not guaranteed) to choose parameters so that the maximum eigenvalue occurs at a nonzero k and in the asymmetric state. If ν = 1 as would be the case if local left and right weights compete for the same pool of weight-forming substance, then, it is much easier to find parameters which destabilize the asymmetric state. This is because when ν = 1 the symmetric eigenvalue has a term −A 1 (1 + ν) which stabilizes it. Figure 6 shows the result of a one-dimensional simulation of equation (5) with
and Gaussian weights. Panel A shows the model with ν = 1, γ = 0.7 which are in the parameter regime required for asymmetric pattern formation. Normal alternating stripes of left and right dominance form. However, if we eliminate the side-dependent differences in the weight decay (γ = 1/2) then patterns form but they are irregular (see panel B). Bifurcation theory predicts that homogeneous asymmetric patterns will arise -that is either one or the other eye is dominant. This behaves like a discretely coupled symmetric bistable medium so that local domains form but there is no spatial scale. Finally, if we keep γ > 1/2 but then eliminate ν, then the dominant instability has spatial structure, however, there is insufficient competition to separate the left and right weights. A symmetric clustered state appears.
The one-dimensional model sheds insight into the general behavior of these models. However, in two-dimensions, there are still many questions about what types of behavior can be expected. In figure 7 we show the results of a simulation of a 100 × 100 network with identical parameters to those in figure 6A except that the space constants for the Gaussians are half as large to compensate for the fact that there are 200 units in the one-dimensional simulations. The pattern is complicated and is not dominated by stripes as much as in the biological figure 2. However, there is a range of patterns found across different species that vary from stripes to a more irregular pattern. Thus, the simple model which has positive correlations and non-negative cortical interactions is able to capture the qualitative behavior of these patterns.
Orientation maps and feature maps.
While the activity dependence of orientation maps is more controversial (that is, experimental evidence is somewhat ambiguous on the post-natal activity dependence of orientation maps), we can use essentially the same formulation to derive equations for orientation preferences. As we did with the occular dominance equations, we will generalize equation (3) one which includes both local competition for weights and correlated decay of the weights. We will also assume translation invariance. This leads to a generalized feature model:
Here w(x, y) is the strength of the connection to point x in the cortex of feature y. One can think of w(x, y) as a probability of encountering feature y at position x. If Q − is independent of y, then we recover the model in which weight decay is dependent only on the total activity at location x. The term 1− dy w(x, y ) could be replaced by 1−w(x, y) is the resource pool for the formation of synapses is completely localized. The integral form we specify in equation (6) presumes that there is a shared pool for each location x. By making the obvious assumptions about homogeneity, then as with the OD models, there will be a constant steady state, w independent of both the feature and the spatial location. As with the OD models, we can study the stability of this state by linearizing about the constant fixed point and then performing bifurcation analysis. There is little different from the analysis of the OD model. As with the OD model, one would like to get patterns which depend non-trivially on both the spatial and feature variables. To facilitate the analysis of the model, we assume that the functions Q ± (x, y) are products of two independent functions, that is,
We assume without loss of generality that all of these functions integrate to 1 over their respective domains. Let Q and finding λ as a function of (k, ). The result of this calculation is
where N = 1dy
are all positive constants. Note that N is the measure of the total feature space (e.g. π in the case of orientation). From equation (7) we can see that the effect of the competition for a resource at the feature level is the additional stabilizing term A + 0 N. If this is large, then the most unstable mode will be > 0 corresponding to a pattern along the feature direction. As in the case of OD models, if there is no feature-dependent decay of the weights, then Γ − (y) = 1 and there will be no A − term in equation (8) since Γ( ) is 1 for = 0 and zero otherwise. Thus, as with the OD model, the only way to get spatial pattern formation in absence of feature-dependent weight decay is to have "Mexican hat" cortical connectivity. The maximum eigenvalue will correspond to the most unstable mode of the spatial interaction function Q + (k) and the most unstable nonzero mode of the function Γ + ( ). The key here is that typically all feature-feature correlations are non-negative so that the PerronFrobenius theorem implies that the maximal eigenvalue is 0. Thus, for a monotonically decreasing function Γ(y) the most unstable nonzero mode is the first one. For example, in the case of OD, this is just the eigenvector (1, −1) and in the case of orientation, it is cos 2y, a singly-peaked function on the interval [0, π). This implies that in any local spatial domain, each orientation is represented exactly once. Indeed, it is interesting to note that this type of pattern occurring in the activity models recently proposed by Cowan and Bressloff (NC??) for visual hypercolumns as well as related to the orientation-spatial models they suggest for fine-structure hallucinations. If there is feature-dependent decay of the weights, then it is possible to get spatial patterns in conjunction with feature patterns. For example, suppose that Γ
Thus, the maximum will occur at the first mode of Γ and at the maximum of the "Mexican hat"-like function
Suppose, however, that if the competition for synapses is completely local, that is, the term 1 − dy w(x, y ) in equation (6) is replaced by 1 − w(x, y). Then the eigenvalues are
This has a maximum at = 0 so that the only type of pattern observed will be spatial clustering independent of features. If we have feature competition and feature-dependent weight-decay, then we can get patterns which depend non-trivially on both features and spatial position. As with all linearized analysis, all we can get is an overall picture of the periodicity. One can apply a full bifurcation analysis to obtain the requisite normal form. If the spatial system is on a periodic domain and the feature is orientation, then the general form for the solutions is:
where k is the critical wave number. The normal form for this bifurcation consists of four complex equations with real coefficients that have the form:
where z j is each of the four v This solution is unsatisfactory since the orientation, y = π/4 never has a maximum. That is there is no neuron whose tuning curve has π/4 as its maximum. Another possible solution is a single nonzero v leading to a weight modulation:
Each orientation is represented here but the orientation preference is independent of the second spatial coordinate, x 2 which does not agree with the data. Finally, there is also a solution in which v This solution is also unsuitable as it leads to orientations which are constant along the lines x 1 ±x 2 = K. Thus, there appears to be no way to obtain the kinds of patchy solutions seen in the data, at least near the bifurcation point. Full simulations indicate that it is possible to obtain patchy orientation. (See figure 8.) 4.1 Combined orientation and occular dominance models.
While there have been numerous models for OD and also a number for orientation maps, there are far fewer attempts at creating a combined map that has both orientation and OD. Swindale (reviewed in Swindale,2000) developed a model for both maps and successfully simulated it. However, his model was rather abstract and it is hard to connect it with a mechanistic interpretation. Erwin and Miller (1998) have one of the most complete models. They find that if the orientation and OD maps develop sequentially, then they can explain most of the relevant experimental phenomena. As with most models, they use a Mexican hat connectivity function so that the periodicity is built in through the cortical interactions. The formulation described above, notably equation (6) makes no assumptions about the nature or dimensionality of the feature space y (although we have treated it as either discrete for OD or one-dimensional for orientation.) Thus, one can readily generalize the model to include both OD and orientation development. Figure 9 shows the results of a simulation of the joint development of the maps. Note that the "singularities" lie in the centers of the OD bands and the borders of the OD bands are orthogonal to the contours of the orientation regions. A mathematical explanation for why this should be expected remains to be discovered.
5 Kohonen maps and abstract feature models.
The model described in the previous section as well as the models of Miller and Swindale and their collaborators describe the evolution of weights, w(x, y, t) which code the fraction or strength of connections with feature y at cortical position x. Experimental cortical maps for a particular feature generally produce a picture showing the preferred value of that feature at each location x. That is, they depict the value of y which maximizes w(x, y, t) at position x or the mean over the feature space of the weights. Thus, some modelers have suggested more abstract models in which one looks at the evolution of the preferred feature in the cortical space. The best known of these models are the so-called self-organized feature maps (SOFMs) first proposed by Kohonen (reviewed in Kohonen, 1995) . These algorithms have been shown to reproduce the experimental results better than the more biologically motivated models (Erwin et al 1995) . Another closely related class of models is the elastic net (Durbin and Mitchinson, 1990) . In this section, we briefly describe the SOFM, derive a continuum model based on it and provide a stability analysis. We then show how to take an equation such as (6) and reduce it to a model which is similar to the SOFM. We apply this to orientation maps.
SOFMs.
Consider a vector of features, f (x). Each component is the preferred value of that particular feature at spatial position x. In the model analyzed by Obermayer and Blasdel (1993) 
The function H is typically a Gaussian and δ is a small number. The idea is that all feature vectors near the point x * will be pushed toward the input feature F . This algorithm does not lend itself to the usual types of dynamic stability analysis. However, by "softening" the winner-take-all aspects of the model, we can apply the usual types of stability analysis. To simplify things, we will assume that the cortex and retina are both one-dimensional structures. We will also assume that the retino-cortical map is already set up and is the identity. That is y(x) = x. Finally, we will only study the emergence of occular dominance. Suppose that we present a feature, (Y, Z) corresponding to a retinal position, Y and occularity, Z. The output of the cortical neuron at point x is
where H j is for example a Gaussian:
Thus, the output of the neuron is largest for inputs which are closest to the input feature. The parameters σ T,O describe the sharpness of the dependence on the feature. We normalize these functions so that their integrals are 1 over their respective feature spaces. To set up the competition, we divide the output by the output of every neuron in the cortical domain:
Thus, for small values of σ T,O , the function U (x) is sharply peaked at a point x * for which the feature at x is closest to the input feature. Thus, this is a softer version of the Kohonen competition. Finally, due to the cortical interactions, the actual activity is
where J is the cortical interaction function. In the function V we emphasize that this activity depends on the input features. The equations for the occularity feature are thus:
We average this over all possible features and proceed to continuous time to obtain the following model:
For simplicity, all integrals with respect to x , Y are taken over the real line. A model like this was analysed by Dayan (unpublished lecture notes.) We will only sketch the stability analysis. The parameter of interest is σ O the degree or sharpness of the occular dominance tuning. Since the function H is symmetric in each of its arguments, it follows that z(x) = 0 is a solution to equation (9) . We linearize about this solution and obtain the following linear problem:
If H O is a normalized Gaussian, then ν = (4/3)σ
and if J is also a Gaussian, then Q is a Gaussian which is broader than J and normalized. Thus, J − Q is a Mexican hat and for σ O small enough, the z = 0 state loses stability and spontaneous patterns arise. The wavelength of these patterns depends on both the cortical distance, say, σ C and the spatial input correlations, σ O . In fact, the two relevant space scales are σ C + σ O , the result of convolving the two Gaussians; and σ C . This contrasts with the models we described in the above subsection. There, the relevant space scales are the cortical scale, σ C and the effective scale (due to the product of J with the input correlation)
Note that σ E is narrower than σ C so that SOFM predicts wider stripes than the model in equation (5).
5.2 Reduction of kinetic based models to SOFM-like models.
We conclude this section with a reduction of a kinetic based model to an abstract feature map. To simplify the derivation, consider only a single feature. Recall equation (6) . To simplify things, we will assume that Q ± (x, y) = J ± (x)C(y) so that the correlations for weight growth and decay are the same. We can view the weight, w(x, y, t) as a tuning curve for the feature, y. That is at a fixed point in time and at location x, w(x, y, t) describes the output of a neuron when presented with the feature y. We assume that this tuning has a single peak at y =ŷ(x, t) and that it is stereotypical in shape. That is, we suppose that
w
(x, y, t) = W (ŷ − y(x, t))
where W is a Gaussian-like function. We defineŷ by the condition that w y (x, y, t) = 0 at y =ŷ and furthermore that, w yy (x,ŷ, t) < 0 so thatŷ is a local maximum. Differentiate w y (x,ŷ(x, t), t) = 0 with respect to time to obtain w yy (x,ŷ(x, t), t) ∂ŷ ∂t + w yt (x,ŷ, t) = 0.
Differentiate equation (6) with respect to y and evaluate atŷ. This leads to:
Here W max is the maximum weight which we assume is constant across the spatial domain. That is all tuning cures look the same; only the maximum feature differs. We can evaluate the integrals over y :
dy C (ŷ(x, t)−y )W (ŷ(x , t)−y ) = dsC (ŷ(x, t)−ŷ(x , t)−s)W (s) = H(ŷ(x, t)−ŷ(x , t)).
If the correlations and the tuning curve are even and peaked at the origin, then H is an odd function and H (0) > 0. Finally, since K ± are positive, we approximate them by constants and we also assume that w yy is a negative constant, −α when evaluated at the peak of the tuning curve. Combining these calculations together and using our approximations, we obtain: Equation (11) is identical in form to models of continuum phase oscillators studied by numerous authors. Suppose that the feature of interest in orientation. Then H is a π−periodic function of its argument. As an example of the kinds of patterns found, we take H(u) = sin 2u + .5 sin 4u
and J(x) as a Mexican hat. An example output is shown in figure 10 . This compares favorably with figure 1. While the model (11) seems abstract, we can assign biological meaning to each of its terms.
6 Conclusions.
We have looked at a number of models for the development of maps in visual cortex. Our approach is equivalent to the law of mass action. Thus, there is never any problem with unbounded solutions or negative solutions. Constraints are built in. By assuming correlated decay of weights as well as growth, we are able to obtain pattern formation even if the cortical weights are positive and the correlations between features are nonnegative. Thus, our models share this aspect with the SOFM which also assumes positive interactions. On the other hand the growth of weights and the interpretation of the weights is akin to the more biologically motivated models for Miller and Swindale. As with many pattern formation problems (notably animal coat markings, e.g. Murray, 1989) , it is difficult to use the final patterns obtained from a given model to distinguish between mechanisms. Near instabilities, this is obvious since all spatial models have the same normal form. Far from equilibrium behavior may provide a means of distinguishing mechanisms, but, based on the results described here and in other work, this is unlikely. As certain aspects of the biology remain controversial (such as whether or not activityread Hebbian models -is required at all for orientation), we will have to wait before a definitive answer can be given for map formation in cortex.
