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ABSTRACT: This paper presents an acoustic-to-articulatory (AtoA) mapping method for 
tracking the movement of the critical articulators on fricative utterances. The proposed 
approach applies a vocal tract length normalization process. Subsequently, those acoustic 
time-frequency features better related to movement of articulators from the statistical 
perspective are used for AtoA mapping. We test this method on the MOCHA-TIMIT database, 
which contains signals from an electromagnetic articulograph system. The proposed 
features were tested on an AtoA mapping system based on Gaussian mixture models, where 
Pearson correlation coeffi cient is used to measure the goodness of estimates. Correlation 
value between the estimates and reference signals shows that subject-independent AtoA 
mapping with proposed approach yields comparable results to subject-dependent AtoA 
mapping.
RESUMEN: Este artículo presenta un método de mapeo acústico-a-articulatorio que permite 
hacer seguimiento del movimiento de articuladores críticos en voces del tipo fricativo. 
El método propuesto hace uso de aquellas características de tiempo-frecuencia mejor 
relacionadas desde un punto de vista estadístico con el movimiento de los articuladores, 
en donde, para el proceso de estimación de características, se aplica normalización por 
longitud del tracto vocal. El método se prueba sobre la base de datos MOCHA-TIMIT, la 
cual contiene señales provenientes de un articulógrafo electromagnético. El conjunto de 
características propuesto se prueba sobre un sistema de mapeo acústico-a-articulatorio 
basado en modelos de mezclas Gaussianas, en donde la correlación de Pearson se utiliza 
para medir la bondad de las estimaciones. Se hacen pruebas de una manera independiente 
del hablante, es decir, los conjuntos de entrenamiento y prueba pertenecen a diferentes 
hablantes. Como resultado se obtiene que el valor de correlación entre las estimaciones, 
hechas de manera independiente del hablante, es comparable a la medida de desempeño 
obtenida desde un punto de vista dependiente del hablante.
1. Introduction
The objective of acoustic-to-articulatory (AtoA) inversion 
is to obtain articulatory information from the acoustic data 
contained in the speech signal [1]. It offers new perspectives 
and interesting applications in the speech processing 
fi eld. An adequate system for recovering the articulatory 
confi gurations might be used in several applications: visual 
aids in articulatory training tasks for hearing or speech 
impaired people; computer guided second language 
learning programs to demonstrate correct and incorrect 
pronunciation; low-bit rate coding since articulators move 
relatively slow; and, enhancing representation in speech 
recognition systems to improve their performance since 
articulatory parameters represent co-articulatory related 
phenomenon in a better way.
Although several attempts have been made during more 
than thirty years, the speech researchers still regard the 
acoustic-to-articulatory inversion as an open issue [2-
4]. Roughly, inversion methods can be divided into two 
163
C. J. Pardo-Calvache et al.; Revista Facultad de Ingeniería, No. 77, pp. 4-8, 2015
This paper seeks to show that using VTLN (Vocal Tract 
Length Normalization) in conjunction with statistically 
relevant parameters produces effective results for the 
case of acoustic-to-articulatory inversion in a speaker-
independent way. In this paper, the algorithm is tested 
on fricative phonemes, which show a higher degree of 
complexity in their acoustic performance over other 
types of phonemes. The approach requires acoustic-
articulatory training data from only one speaker and uses 
the obtained model to perform articulatory inversion on any 
arbitrary speaker. The proposed input features are tested 
in an acoustic-to-articulatory inversion system based 
on Gaussian mixture models. Obtained results show that 
the proposed approach achieves good correlation value 
between estimated and reference articulatory signals.
2. Method
2.1. Database
The present study uses the MOCHA-TIMIT database, which 
contains a collection of sentences that are designed to 
provide a set of diverse phonetic utterances. The database 
includes four data streams recorded concurrently: the 
acoustic waveform (16 kHz sample rate, with 16 bit 
precision), laryngograph, electropalatograph, and EMA 
data. The EMA system is based on the fact that when a 
spool is introduced in a magnetic fi eld, which varies in a 
sinusoidal way at a particular rate, a signal with the same 
frequency is produced in the spool. The provided voltage 
changes inversely with the distance between the transmitter 
and the spools, in an approximate way corresponding to the 
cube to the same distance [21]. Therefore, when measuring 
the voltages, the distance can be inferred in relation to a 
particular point of reference. The location of pellets (spools) 
is as shown in Figure 1. The two coils at the bridge of the 
nose and upper incisors, respectively, provide reference 
points to correct errors produced by head movements.
Figure 1 Positions of EMA contacts in the 
MOCHA-TIMIT database. tt, tongue tip; tb, tongue 
body; td, tongue dorsum ; li, lower incisors; ll, 
lower lip; ul, upper lip; vl, velum
categories: analysis-by-synthesis approaches and data-
driven approaches. Several articulatory inversion methods 
are based on the analysis-by-synthesis approach, which 
is a closed-loop optimization procedure that involves the 
comparison of the spectrum of synthesized speech to the 
measured speech at consecutive frames, for example [4-8].
On the other hand, nonlinear regression-based approaches 
require a considerable quantity of parallel acoustic-
articulatory data. Fortunately, technologies such as 
electromagnetic articulography have increased the 
availability of human articulation measurements during 
speech; therefore, machine learning based methods can be 
used for the parameters estimation of the nonlinear function 
relating acoustical and articulatory phenomena. Examples 
of methods relying on databases of simultaneously collected 
acoustics and articulatory data are vector quantization with 
codebooks [9], neural networks [10], Gaussian mixture 
models [11-13], support vector regression [14, 15] and 
generalized smoothness criterion [16]. However, such 
approaches may be unsuccessful if acoustic-articulatory 
information belonging to the test subject is not included in 
the training data.
Multi-speaker acoustic-to-articulatory inversion based 
on hidden Markov models (HMM) have been used in [17]; 
however it requires a data stream with information about 
the phonemes present in the speech signal. Additionally, 
the training of the HMM models in [17] requires several 
speakers, whereas only one speaker is required in the 
method proposed in this paper. It is important to note 
that EMA (ElectroMagnetic Articulograph) data are scarce 
and expensive. Therefore, using a minimal amount of 
training data is important. Another subject-independent 
approach has been proposed in [18, 19], where the input 
acoustic features are transformed into another space such 
that issues related to inter-subject speaker variability 
are alleviated. The input space is further partitioned into 
clusters and then a probability density function is estimated 
for each cluster. When the probability of generating two 
acoustic features by the same cluster is higher compared 
to other clusters, those feature vectors are assumed to be 
acoustically close. 
On the other hand, as discussed in [20], certain articulators 
(termed critical) play a more signifi cant role during the 
phone production than others. When one articulator 
constricts for a phoneme, the others are relatively 
free to co-articulate (if they do not cause an additional 
constriction). The work in [13] makes use of the critical 
articulator concept and relevant time-frequency features. 
In that work, the proposed representation corresponds to 
acoustic input features being closely related to the position 
of critical articulators from the statistical perspective. 
However, non-critical articulators are free to move. As a 
result, the statistical association measure may have been 
affected by the intrinsic movements of these articulators, 
which are speaker dependent. That is, the infl uence by the 
critical articulators on the speech signal is expected to 
be more consistent between speakers than the infl uence 
of non-critical articulators. Therefore, as an alternative 
to using the whole speech signal, the inversion mapping 
process by articulatory categories may yield better results.
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of the union of these two techniques in the process of 
speaker-independent articulatory inversion, two types 
of representations are generated: the fi rst input set 
corresponds to those statistically signifi cant energies 
located in the TF plane. In the second case, we use these 
same features but previously applying VTLN. The vocal 
tract length differences between the female (fsew0) and 
male (msak0) speakers are taken into account during the 
feature estimation procedure. To diminish their infl uence, 
vocal tract length normalization is performed for both 
speakers by applying the frequency warping functions 
shown in Figure 3; where, the slopes are obtained from the 
information reported in [23] (page 42 and tables 4.2-4.3).
Figure 3 Frequency warping functions used for 
the vocal tract length normalization process 
of female and male speakers in MOCHA-TIMIT 
database. The slopes of the linear functions 
beginning in the origin are 0.94 and 1.12 for 
female and male speakers, respectively
In [23], the linear section’s length of vocal tract model D is 
adapted by expanding or compressing it by a factor of K. The 
adaptation procedure is described by the equation D = D’(1 
− k); where, D’ stands for reference vocal tract length and 
D corresponds to vocal tract length of speakers. Note that 
the value of K refl ects vocal tract stretching or compression 
with respect to the length in Maeda’s model [24], thus the 
value of K for the speaker used to obtain that model is 
assumed to be 1. It is the reference speaker. The value of 
K for speakers fsew0 and msak0, in respect to speaker in 
Maeda’s model, found in [23] are: K = 0.06 for fsew0 and K = 
-0.12 for msak0. Thus, resulting relative slopes correspond 
to 0.94 and 1.12 for female and male speakers, respectively. 
These values are used to obtain the fi rst linear segment of 
warping functions, which are applied until input frequency 
reaches 5 KHz, whose value is due to the fact that it is 
expected that most of the important frequency components 
lie inside this range.
In this study, frequency splitting is generated with 24 mel 
fi lter banks. To carry out the time plane partition, the 
acoustic speech signal is parameterized using 20 ms width 
frames and steps of ∆t = 10 ms, so a frame rate of 100 Hz 
is performed. The applied windowing function corresponds 
Movements of receiver coils attached to the articulators are 
sampled by the EMA system at 500 Hz. Coils are affi xed to 
the lower incisors (li), upper lip (ul), lower lip(ll), tongue tip 
(tt), tongue body (tb), tongue dorsum (td), and velum (vl). The 
MOCHA-TIMIT collection has the acoustic-articulatory data 
of two speakers: one female (fsew0) and one male (msak0). 
Although the MOCHA database contains recordings from 
other speakers, that other data has not been yet adequately 
corrected and labeled. After fi ltering with a 8th order 
Chebyshev Type II low-pass fi lter of 40 Hz cut-off frequency, 
the EMA trajectories are resampled from 500 Hz to 100 
Hz. Phase response of this fi lter is approximately linear at 
the low frequencies of interest; thus, possible distortions 
caused by fi ltering process are diminished. Although a 
sampling frequency of 50 Hz is enough, because muscle 
contractions typically have bandwidths of up to 15 Hz [9], 
we selected 100 Hz because it is one of the most common 
values used in previous works.
Then, a normalization procedure is carried out by using the 
method explained in [21]. To extract the speech segments 
corresponding to the fricatives, the labels provided in [22] 
are used. llx , lly are critical for phonemes /f, v/; while ttx 
and tty are critical for the other English fricative phonemes. 
Thus, two sets of acoustic-articulatory pairs are employed 
for each speaker. An example of the articulatory data 
distribution is shown in Figure 2. A detailed explanation 
about the MOCHA-TIMIT database can be found in [21, 10].
x (cm)
y 
(c
m
)
Figure 2  Scatter plot of EMA data corresponding 
to tongue tip (in colors) and lower lip (in black), 
which are the critical articulators of fricatives. 
Colors indicate point of articulation category: 
dental (red); alveolar (green); and, palatal 
(blue). The plot is obtained by using the phrase 
400th to 460th of msak0 speaker belonging to 
MOCHA database
2.2. Speech Signal 
Representation
In order to evaluate the infl uence of the VTLN process on 
time-frequency (TF) relevant maps and the contribution 
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Here, the process generates 1200 statistical association 
values at each time t. A maximum of 2000 pairs  
of EMA-acoustic points are taken for the estimation 
of relevant TF features. The X2 information measure 
coeffi cient is carried out between each variable  
and articulatory trajectories of the four corresponding 
EMA channels. The resulting points are used to build the 
relevant TF feature set.
2.4. Acoustic-to-Articulatory 
Mapping Approach
The current work consists on searching the estimation  
of the articulatory confi guration  from the acoustic vector 
, comprising p selected TF features at the time 
moment t; i.e, . We 
assume that y, v are jointly distributed and that they can be 
represented in terms of a mixture of Gaussians as shown 
in (4),
                (4)
where,  in Eq. (4) is the joint vector  and  
is the weight of the jth mixture component. T denotes the 
transpose of the vector. The mean vector and covariance 
matrix  of the jth mixture component are denoted by Eq. 
(5) as follows [27],
                (5)
The conditional probability, see Eq. (6), can also be 
expressed as a GMM as follows,
    (6) 
where the parameter in Eq. (6) corresponding to conditional 
mean is calculated by Eq. (7),
                (7)
Similarly, Eq. (8) is the conditional covariance,
                (8)
On the other hand,  is computed by using the 
expression in Eq. (9):
                (9)
Lastly, the estimation  yields the expression provided by 
Eq. (10) [11]
to Hanning window. Acoustic information within a time 
interval ranging from lower boundary t-ta = t-200 ms to 
upper boundary t+tb = t+300 ms is parameterized; thus, a 
time-frequency (TF) plane is obtained. A total of 50 frames 
taken every 10 ms in time are parameterized using the 24 
mel fi lter banks with embedded vocal tract normalization 
functions shown in Figure 3. Therefore, a total of 
50x24=1200 TF atoms representing speech signal behavior 
at time t are obtained. The mel fi lterbank covers the range 
of frequencies from 20 Hz to 8000 Hz.
The TF information is represented by the scalar valued 
logarithmic energy features x(t + d, fk ) ∈  R, where the set { 
fk: k = 1, . . . , nf } appraises the nf = 24 frequency components, 
being d ∈ [ta  , tb ] the time-shift variable. A resulting acoustic 
matrix of log-energy features Xt ∈ Rnt ×nf (with nt t= (tb – ta 
)/10 ms) is attained for each window analysis at the time 
position t of the articulatory confi guration yt = { ym(t) : m = 1, . 
. . , nc } ∈ Rnc×1, where m denotes the m-th channel and nc = 4 
is the number of EMA channels employed in this work, (i.e, 
ttx , tty , llx and lly ).
2.3. Proposed Acoustic Input 
Features
To estimate the relevant feature set, a statistical measure 
of association is applied to the TF atoms enclosed within 
the context window [t-ta , t+tb ]. Particularly, we use the X2 
information measure I(x(·), y(·)) ∈ R holding information 
content with regard to the articulatory trajectory ym (t) ∈ yt 
of each individual acoustic feature x(t+d, fk ), where x(t+d, fk 
) describes the TF-atom at time t+d and frequency fk  in the 
TF plane Xt .
The X2  information measure is regarded as the distance 
between a joint probability distribution, Pxy( ·,· ); and the 
product of marginal distributions: Px( ·) and Py( ·); respectively 
[25]. Its estimation is based on the density ratio concept, as 
shown in Eq. (1). It is explained in detail in [26]:
                              
(1)
The information content of (1) can be estimated based on 
the density ratio, denoted as ,
between the random variables ; as 
shown in Eq. (2) [25]:
   (2)
where the term in Eq. (2)  is determined as shown 
by Eq. (3):
(3)
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Figure 4 Relevant time-frequency atoms for the critical articulators of the fricative phonemes: ttx, tty, llx, lly. The maps are obtained after applying V TLN process by using the warping function shown in Figure 3
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work, average on all EMA channels is 0.53 for female and 
male speakers.
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Figure 5  Correlation average performance  for 
speakers fsew0 (a) and msak0 (b) by using the 
inversion approaches IA-1, IA-2 and IA-3. IA-1 
is the proposed subject-independent inversion 
scheme; IA-2 is the subject-dependent inversion 
method commonly used in recent works
Figure 5 was obtained by using the frequency warping 
functions of Figure 3 with slopes 0:94 and 1:12 for female 
and male speakers, respectively. This parameter turns to be 
key for the performance of the system, as shown in Figure 
6. This fi gure was obtained by varying the slope parameter 
α of the VTLN function and computing performance. In this 
graph, it can be seen that the performance of the system 
varies with the value of the slope of the VTLN function. 
In case of male speaker, it can be observed that the best 
performance occurs approximately at α = 1.12, whereas the 
best VTLN parameter is α = 0.9 instead of α = 0.94 for the 
female speaker. Using α = 0.9 might cause the most relevant 
features for fsew0 speaker be moved to lower frequency 
regions.
      (10)
3. Results
The relevant features are estimated for the female and 
male speakers of the MOCHA database. As seen in Figure 4 
showing the relevant TF atoms corresponding to fricatives, 
the relevant zones for the channel llx are very diffuse. This 
observation agrees with the distribution of lower lip shown 
in Figure 2, where it can be seen that the major part of the 
variance is along the y axis.
In the experiments we consider three approaches to be 
compared: a) the proposed subject-independent inversion 
method (noted as IA-1), that makes use of relevant TF 
features and the VTLN procedure; b) the IA-2 approach 
corresponding to the conventional subject-dependent 
method used in previous works [11, 13], and c) the IA-3 
approach that is similar to the IA-2, except that the training 
data is obtained from one subject while the other subject’s 
data is used for testing. Articulatory trajectories are 
estimated by using Eq. (10).
In case of IA-2 and IA-3 approaches, the number of inputs 
ranges from p = 24 to p = 120 (p = 24; 72, and 120); that 
is, 1, 3; and 5 frames around current time of analysis 
were taken into account. The input vector was projected 
using Principal Component Analysis, where np = 24; 35; 35 
components were taken, respectively. When employing the 
IA-1 approach, the p = 24; 72; and 120 most relevant atoms 
were used. Then, the np = 24; 35; 35 principal components 
were extracted to form the input vector for the model given 
in Section II-D. In all cases, 32 mixtures were used. The 
model parameters were found by using the expectation 
maximization algorithm.
Although for the same articulator, the raw EMA data may 
vary between subjects, the shape of articulatory trajectories 
is expected to be similar for each one of the phonemes 
[18]. Therefore, correlation value is used to measure the 
inversion quality, which is the same evaluation criterion 
utilized in [19]. 
The performance for each selected number of input 
features is assessed by using the Pearson’s correlation 
coeffi cient, ; which consists of the average correlation 
along the number inputs. That is, the average among the 
obtained values when using p = 24; 72, and 120 features. As 
seen in Figure 5 showing the  values for the msak0 and 
fsew0 speakers, the proposed method IA-1 offers a better 
performance with respect to IA-3, and it is comparable to 
the inversion scheme IA-2. Interestingly enough, in the 
case of IA-1, testing and training data belong to different 
speakers. In contrast, IA-2 training and testing data belong 
to the same speaker. The values obtained in this work using 
strategy IA-1 are comparable with those obtained in [19] for 
the same articulators, see Figure 5. In the aforementioned 
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a larger database should be carried out; however, the 
proposed method is promising because the TF features 
are obtained from one speaker (male/female) and later the 
method is tested in unseen data coming from a different 
speaker (female/male).
The existence of inter-articulators correlation phenomenon 
is well-known. As part of future work, it could be used, 
with prior estimation of critical articulators trajectories, 
in order to infer the trajectories of noncritical articulators. 
In addition, the proposed approach can be utilized for 
the classification of fricative sounds. Finally, in order to 
develop a complete inversion system, the application of 
time-frequency relevant maps should be extended to other 
phone categories. It should be also used an adequate 
representation of the vocal-tract. These considerations are 
part of our future work.
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