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ABSTRACT 
 
Full Name : HAMZAH ABDULLAH LUQMAN 
Thesis Title : ARABIC FONT RECOGNITION 
Major Field : COMPUTER SCIENCE 
Date of Degree : MAY, 2013 
 
 
Arabic font recognition is the process of recognizing the font of a given text image. It 
may be needed as a preprocessing phase to an Optical Character Recognition (OCR) 
system which enables it to identify the font of text and then use the pre-trained models of 
the specific font for the text image. Arabic font recognition has not been studied as 
extensively as OCR despite of its importance in improving recognition accuracy. 
A successful Arabic font recognition prototype is designed and developed. Since there is 
no available database of multi-resolution, multi-font, multi-size, and multi-style text 
images; this research includes building a database of 20 Arabic fonts in 3 resolutions, 10 
sizes, and 4 styles. Six hundred and thirty features are extracted.  Fifty four features are 
classical features (viz. Curvature features (Concave and convex features), Direction 
features, Direction length features, Box Counting Dimension (BCD) features, Center of 
gravity features, Number of vertical and horizontal extrema features, Number of black 
and white components features, Smallest black component features, and Log baseline 
position features). Five hundred and seventy six features are extracted using Log-Gabor 
features with 8 orientations and 4 scales. The accuracy computed of each feature 
independently and in a combination with other features is compared. Experimental results 
of applying these features on Arabic fonts are presented. The accuracy of these features 
using a freely available database and our database (K-AFD) compared favorably with the 
state of art. To our knowledge this is the first work to use these number of fonts, 
sizes,..etc.  
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انخؼشف انعٕئٙ ػهٗ َٕع انخػ انؼشبٙ انًطبٕع ْٙ ػًهٛت ححذٚذ َٕع انخػ انؼشبٙ انًطبٕع فٙ انصٕس انُصٛت. 
قبم انًؼاندت فٙ أَظًت انخؼشف انعٕئٙ نلأحشف انؼشبٛت ػٍ غشٚق ححذٚذ  يا ٔحخًثم أًْٛت ْزِ انخطِٕ فٙ يشحهت
لا اَّ نى إًْٛت ْزا انًٕظٕع أٔبانشغى يٍ َٕع انخػ ٔبُاء  ػهّٛ اسخخذاو َظاو انخؼشف انعٕئٙ انًُاسب نزنك انخػ. 
 حشف انؼشبٛت. َظًت انخؼشف انعٕئٙ نلأأ ًا اسخفٛط فٙ دساستبشكم يسخفٛط يثه حخى دساسخّ 
فٙ ْزا انؼًم حى حصًٛى ٔحطٕٚش َظاو فؼال نخحذٚذ َٕع انخػ انؼشبٙ انًطبٕع. َٔظش  ا نؼذو حٕفش قاػذة بٛاَاث ححخٕ٘ 
قاػذة بٛاَاث نهخطٕغ  ػهٗ ػذة خطٕغ ػشبٛت رٔاث أحداو ٔأًَاغ يخخهفت؛ فقذ حعًٍ ْزا انؼًم حصًٛى ٔحطٕٚش
او ٔأسبؼت أًَاغ يخخهفت. كًا حًخاص ْزِ انقاػذة بكَٕٓا أحد 20خػ، كم خػ بذٔسِ ٚخأنف يٍ  20انؼشبٛت ححخٕ٘ ػهٗ 
 ).ipd006 ,ipd003 ,ipd002يخاحت يدا َا ٔبذقاث يخؼذدة (
َٕاع يٍ انسًاث يٍ َص انخػ انؼشبٙ، ٔحخٕصع ْزِ انسًاث بٍٛ سًاث ػادٚت أاسخخشاج ػذة فٙ ْزا انؼًم حى 
ْٙ:  ت). انسًاث انؼادٚ564ابٕس ٔػذدْا (غاسٚثى غحى اسخخشخٓا باسخخذاو حقُٛت نٕ أخشٖ ) ٔسًاث54ٔػذدْا (
يٛضاث الاَحُاء ٔانخقؼش، يٛضاث الاحداِ، يٛضاث غٕل الاحداِ، يٛضاث ػذ يشبغ الاحداِ، يٛضاث يشكض انثقم، يٛضاث 
 صغش يكٌٕ، يٛضة نٕغاسٚثى يٕقغأيٕقغ  ةفقٛت، يٛضاث ػذد انًكَٕاث انسٕداء ٔانبٛعاء، يٛضػذد انقًى انؼًٕدٚت ٔالأ
 حداو.  أ 5احداْاث ٔ 7ابٕس باسخخذاو نٕغاسثى غبٕاسطت  حقُٛت  خشٖ حى اسخخشاخٓاانًٛضاث الأ بًُٛا انسطش.
ٔفٙ ْزا انؼًم حًج يقاسَت َخائح دقت انُظاو نكم سًت ػهٗ حذة ٔفٙ يدًٕػاث. كًا حى ػشض انُخائح انخدشٚبٛت 
خٙ حى حطٕٚشْا فٙ ْزا انؼًم ٔكزنك باسخخذاو قاػذة باسخخذاو قاػذة انبٛاَاث انانحاصهت يٍ حطبٛق ْزِ انًٛضاث 
 خشٖ.أاث َبٛا
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1 CHAPTER 1 
INTRODUCTION 
 
Over the last years, considerable improvement has been achieved in the area of Arabic 
text recognition [2], [3], whereas optical font recognition (OFR) for Arabic texts has not 
been studied as extensively as OCR despite of its importance in improving the 
recognition accuracy [4]. 
Optical Font Recognition (OFR) is the process of recognizing the font of a given text 
image [4]. Identifying the font style involves determining the font typeface, size, weight, 
and slant of the printed text. Font recognition is useful to improve the text recognition 
phase in terms of recognition accuracy and time. Recognizing the font before using OCR 
helps in using mono-font recognition system that results in better recognition rates 
(compared with omni-font) and less recognition time. In addition, recognizing the text 
font enables the system to produce not only the text but the font and style and the 
document can be recovered with its fonts and styles and hence more savings in time 
compared to human editing to recover the font and styles of text. 
Each font can be characterized by the following attributes [5]: 
- Font family: the type of font like Tahoma, Traditional Arabic…etc. 
- Size: the size of characters.  
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- Weight: It is the thickness of the character outlines relative to their height. It can 
be normal or bold. 
- Slant: Orientation of the letter main stroke.  Letter can be Roman or Italic. 
OFR can be combined with OCR using one of three approaches: priori, posteriori, and 
Cooperative/hybrid  [6], [7], [8]. In the priori approach, the font is identified before 
characters recognition, whereas posteriori approach depends on the contents of the text to 
identify the font. A Cooperative approach combines priori and posteriori approaches [9].   
In the following sections, the problem statement is discussed in Section  1.1; the 
contributions of the thesis are discussed in Section  1.2; and thesis outline is stated in 
Section  1.3. 
1.1 Problem statement 
Arabic font recognition (AFR) is one of the Pattern Recognition problems that can be 
viewed as an independent problem. This problem is associated with Arabic Text 
Recognition (ATR). Determining the font of the characters before text recognition is 
useful. By identifying the typeface of the font, we can use the appropriate model of the 
specific font of ATR which results in higher ATR accuracy and reduced recognition time.  
This thesis addresses the task of AFR. Since there is no database that contains large 
number of fonts, this research includes building a database for Arabic fonts in multi-
resolution, multi-fonts, multi-size, multi-style, and two text forms (page and line). Figure 
 1.1 shows a simple printed Arabic page with multi-font text.  Figure  1.2 shows the 
expected output of AFR. 
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  وخير جليس في الزمان كتاب
  وخير جليس في الزمان كتاب
  وخير جليس في الزمان كتاب
  وخير جليس في الزمان كتاب
  جليس في الزمان كتابوخير 
  وخير جليس في الزمان كتاب
  وخير جليس في الزمان كتاب
  وخير جليس في الزمان كتاب
  وخير جليس في الزمان كتاب
  وخير جليس في الزمان كتاب
  
 txet cibarA tnof-itluM 1.1‎ erugiF
 
 tuptuo RFA  egami tupnI
 namoR weN semiT  وخير جليس في الزمان كتاب
 ifuK neP  وخير جليس في الزمان كتاب
 retteL inawiD  وخير جليس في الزمان كتاب
 hksaNepyToceD  وخير جليس في الزمان كتاب
 retteL inawiD  وخير جليس في الزمان كتاب
 SM edocinU lairA  وخير جليس في الزمان كتاب
 nawriaQ-LA  وخير جليس في الزمان كتاب
 danahoM-LA  وخير جليس في الزمان كتاب
 cibarA lanoitidarT  وخير جليس في الزمان كتاب
 htuluhTepyToceD  وخير جليس في الزمان كتاب
 tuptuo RFA 2.1‎ erugiF
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1.2 Contributions of the thesis  
In this work, we address Arabic font recognition by utilizing features and classifiers for 
Arabic font recognition. The following are the main contributions of this thesis:- 
1. A literature survey of Arabic/Farsi font recognition is conducted. To our 
knowledge, no surveys that target Arabic font recognition have been published.  
2. A new Arabic font database called King Fahd University Arabic Font Database 
(K-AFD) is developed. K-AFD database includes 20 fonts, 10 sizes, 4 styles, 3 
resolutions and 2 text forms (page and line). This database can be used by 
researchers for Arabic font Recognition. To our knowledge, this is the most 
comprehensive database for AFR. 
3. Features extraction and selection. Several types of features are extracted for 
Arabic font recognition. Some features are modified for Arabic font recognition 
(viz. Curvature features, Direction and Direction length features). Other features 
are implemented for investigating the possibility of using them in combination 
with other features (viz. Box Counting Dimension (BCD), Center of gravity, 
Number of vertical and horizontal extrema, Log-baseline position, Log-Gabor 
features). Several experiments are conducted to choose the best combination of 
features and to compare our Arabic font recognition technique with other 
published work. This resulted in grouping of similar fonts which resulted in 
improving identification rates. 
4. A GUI prototype for implementation and evaluation of the font recognition 
research is developed. 
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5. We conducted an extensive experimentation using a freely available database 
(APTI) and our K-AFD database and results are compared with published work. 
 
1.3 Thesis outline 
This thesis is organized as follows: Chapter 2 provides a survey of Arabic and Farsi font 
recognition techniques. It surveys the font recognition at the preprocessing phase, the 
used features, classifiers, the obtained accuracy, and the databases used by researchers. 
The design of our database (K-AFD) is presented in chapter 3. Chapter 4 discusses the 
different extracted features and the used classifiers. Results of our experiments are 
discussed in chapter 5; finally, conclusions are presented in chapter 6. 
  
6 
 
2 CHAPTER 2 
LITERATURE REVIEW 
  
In this chapter, a survey of Arabic and Farsi font recognition research is presented. This 
survey addresses published work in all phases of Arabic font recognition (viz. 
preprocessing, features extraction, and classification). The preprocessing phase includes 
binarization, normalization, thinning, edge detection,…etc. The used features and 
classifiers are also presented.  
 
2.1 Introduction 
 
Arabic language is spoken and used in Arabic countries in addition to the majority of 
Islamic countries (e.g. Malaysia and Indonesia) that read and write Arabic scriptures. 
Moreover, some West African languages such as Hausa and non-Semitic languages like 
Malay, Farsi, and Urdu use Arabic characters for writing [2]. 
 Arabic language consists of 28 characters. Due to the cursive nature of Arabic language, 
most of its characters adopt several shapes based on their word location. Moreover, 
Arabic characters may take different shapes based on the font of those characters. For 
Arabic and Farsi languages, there are more than 450 fonts available [1].  This vast variety 
of fonts renders the task of recognizing the font type a challenging task. Font recognition 
7 
 
may be an important preprocessing step in an Optical Character Recognition (OCR) 
system. In such case, if the font type is recognized, then a mono-font OCR is used. 
OCR systems can be divided into two categories: Mono-font and Omni-font systems [7]. 
Mono-font OCR systems have higher accuracy since it assumes a prior knowledge of the 
used font, whereas Omni-font OCR systems can recognize characters of already trained 
fonts using a base of font models [7]. Omni-font OCR have lower accuracy because it 
deals with documents written by a number of fonts [8]. 
The aim of OFR is to recognize the font based on features that are extracted from text 
images. Similar to other pattern recognition approaches, OFR consists of three main 
stages: preprocessing, features extraction, and classification. The preprocessing stage 
involves preparing the input image for subsequent stages by applying de-noising, 
normalizing, text segmentation, skew correction, and image-format conversion 
techniques of the input image [10]. Then the pre-processed image is transformed into 
feature vectors in the feature extraction stage. This representation contains discrete 
information which is used in the classification stage to recognize the font styles [10], 
[11]. In the following sections, we address the published research in each of these stages 
in more details. 
The remainder of this chapter is organized as follows: preprocessing and features 
extraction techniques are presented in Sections  2.2 and  2.3, respectively; Section  2.4 
discusses font recognition research and finally the conclusions are presented in Section 
 2.5.  
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2.2 Preprocessing 
  
The preprocessing stage includes several tasks that are initially performed to produce a an 
enhanced version of the original image for feature extraction  [12]. Poor or low-resolution 
scanning can instill in document images much undesirable information such as noise, 
skew, etc. Since the feature extraction phase is typically sensitive to these properties, they 
can affect its performance and hence degrade the accuracy of the OFR system[13]. 
Therefore, several enhancement operations on the image are needed prior to the feature 
extraction phase such as binarization, de-noising, skew correction, segmentation, 
normalization…etc. Such enhancement processes are required to enhance the image 
before the feature extraction phase. 
 
2.2.1 Binarization 
Binarization involves converting the text image from grayscale to binary image. A binary 
image is a digital image that has only two intensity values (0 and 1) for each pixel, which 
are displayed as black (text) and white (background), respectively. Researchers 
commonly use a thresholding method for image binarization [10], [14–17].  Otsu 
technique is commonly used to binarize the input image as it automatically estimates the 
suitable threshold level [10], [15–17]. Otsu‟s is thresholding method is based on the 
shape of the histogram [18]. It assumes that the image contains bi-model histograms 
(foreground and background). It finds the threshold that minimizes the weighted sum of 
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within-group variances for the two groups that result from separating the gray tones at the 
threshold. 
Bataineh et al.[13] proposed a method based on adaptive thresholding and a fixed 
window size[19].They compared their proposed method with three other binarization 
methods (viz.. Niblack [20], Sauvola [21], and Nick methods [20]). Their binarization 
formula is:  
 
Tw = Mw - 
  
     
                   
 
 
where Tw is the thresholding value, Mw is the mean value of the window's pixels,   is the 
standard deviation of the window, and Mg is the mean value of all pixels in the image. 
     is a fixed standard deviation of the window which is computed as following: 
     
       
         
 
where      and      are the maximum and minimum standard deviation values of all 
windows in the image, respectively[13], [19]. The proposed method reported higher 
performance than the three other methods. However, the need for prior window size 
setting is a drawback of this method [22]. Other techniques [23], [24] binarized the image 
in the preprocessing stage without stating any details about the used binarization 
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technique. Pourasad et al.[15] used a threshold value of 1.4*K for binarizing the image 
where K is the threshold value obtained from Otsu global binarization method, whereas 
[25] didn‟t perform binarization as they applied their feature extraction techniques 
directly on grayscale images. Different binarization techniques are shown in more details 
in the binarization method column in Table 2.1.  
 
2.2.2 De-noising 
Noise is a natural phenomenon which may be introduced as a result of scanning, 
reproduction, or digitization of the original image [26]. De-noising is needed to enhance 
the image, which results in improved features and recognition rates. 
Few techniques were used for de-noising the images before applying AFR. The used 
techniques mostly applied de-noising as part of edge detection and enhancement using 
derivative based operations like the Canny edge detector [8], the Laplacian operator[10], 
[13], [14]. In one case the Median filter was used [24]. Other cases assumed that the 
noise was removed from the images. 
Hamami and Barkani [24] used median filter to remove the limited noise from the text 
images. Using Median filter each point in the image is replaced by the median value of its 
eight neighbors. Bataineh et al. in [10], [13], [14] applied Laplacian filter to detect edges 
and remove noise.  Chaker et al.[8] removed unwanted noise during the edge detection 
phase using Canny edge detector [27]. This detector smoothes the images by convolving 
it with a Gaussian filter. Ben Amor et al. [2] removed the noise in the preprocessing phase 
without stating their used technique. Pourasad et al. [15] removed the noise and 
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performed the necessary corrections manually by using photo-editing software. 
Moreover, Zahedi and Eslami [28] assumed that their SIFT technique is flexible against 
small noise . 
Table 2.1 lists the used de-noising technique by each recognition technique. It is clear 
from the table that researchers commonly used the Laplacian filter for noise removal. 
Other techniques [1], [29], [30] assumed that noise was removed at the preprocessing 
stage without stating their used technique. 
 
2.2.3 Skew correction 
 
Image skew may be introduced during document scanning due to incorrect alignment of 
the scanned page and hence may cause serious problems for document analysis[31]. 
Therefore, most OFR techniques involve skew correction in the preprocessing stage. 
Skew correction is usually invoked by techniques that work at the block levels [10], [13], 
[15], [16] , or paragraph [30],  whereas most of the techniques that work at the character 
level did not use skew correction [23],[2], [8], [12], [24]. 
Hough-based transform is more often used although it has high time complexity and 
gives poor results when skewing images include sparse text [32][33]. In addition, it is 
used at the paragraph level, which limits its application in AFR as different font sizes and 
styles may be used for different text lines or even words. 
Bataineh et al. [14] used Hough transform for correcting the skewed images. Each point 
(x, y) in the original image is mapped to all points in the (ρ,θ) Hough space of lines 
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through (x, y) with distance ρ from the line and slope θ. Peaks in the Hough space are 
then used to find the dominant lines and thus the skew. The Difficulty in correcting the 
skew in images with sparse texts is one limitation of the Hough transform technique [33]. 
Moreover it is language dependent [32].   
Researchers in [13], [14], and [10] used the Singh technique for skew correction. Singh 
technique for skew detection and correction consists of three steps [34]. First step is to 
reduce the number of image pixels by using a modified form of block adjacent graph. The 
second step detects the skew by using Hough transform. Finally, the final step corrects 
the skew by using both forward and inverse rotation algorithms. Ben Moussa et al. [30] 
resolved skewing by using Box Counting Dimension (BCD) and Dilation Counting 
Dimension (DCD) features which are invariant to rotation. 
Pourasad et al. [15], [16] corrected the skewing manually by using photo-editing 
software, whereas Zehadi et al.[28] used scale invariant feature transform (SIFT) feature 
extraction technique which they claim to be invariant to rotation. Other techniques [1], 
[25] assumed that the images have already been de-skewed and the text lines were fairly 
horizontal. 
The skew correction method column in Table 2.1 Table  2.1 lists the used techniques by 
OFR approaches. Table  2.1 shows that techniques that work at the character level [2], [8], 
[12], [23], [24] do not use any skew correction technique since skewing at the character 
level is considered to be an intrinsic characteristic for each font and hence is needed in 
the feature extraction stage. 
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2.2.4 Segmentation 
 
Segmentation involves dividing the input image into smaller components (sub-images). 
Segmentation is typically performed at one of four levels: lines, words, connected 
components, and characters [24]. Character segmentation is the most difficult, 
particularly in Arabic text as it is cursive, and has  significant effect on the recognition 
process [2]. 
To segment the image text into lines, most of the surveyed approaches  use the horizontal 
projection method [13–17], [24], [25]. With the horizontal projection method, peaks 
represent the writing lines, whereas valleys represent spaces between lines. The vertical 
projection method is normally used to extract the connected components of each line 
[13], [14], [17], [24], [25]. In the vertical projection approach; histogram peaks are the 
main vertical parts of the connected components, whereas valleys are the spaces between 
those components. 
Most of the surveyed approaches use horizontal and vertical projections to segment lines, 
words/sub-words and characters. This may be attributed to the simplicity of the 
implementation, assuming that the input images are of good quality, little or no skew and 
tolerable levels of noise. In real documents, this may not be the case, hence resulting in 
wrong segmentation. Document skew may result in problems as the projected text may 
not be separated by spaces and hence the technique will fail. A more robust technique is 
by splitting the image into vertical strips and applying the segmentation to each strip. 
This modification was applied in [35], [36]. Another approach is to use large blobs for 
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finding the expected lines then add smaller components to these lines for each strip then 
combine the strips of lines into full lines [36]. 
One method to segment the input text images into characters is used by Hamami and 
Berkani [24]. In this method, the horizontal histogram (projection) is used to detect the 
text lines. Then the connected components in each line were located using vertical 
projection. In order to segment the connected components into characters, the beginning 
and end of each character were determined based on a set of pre-defined rules. The 
beginning of the character (starting column) is the column whose vertical histogram is 
greater than a threshold value. The end of the character (final column) is the column that 
satisfies a number of other rules. First, its top and bottom lines must be greater and less 
than the junction line, respectively. A junction line is a line that has the highest number of 
black pixels. Second, the difference between the bottom and top lines must be less than or 
equal to a threshold. Third, the top line of this column must be above the top line of the 
starting column. Fourth, the number of vertical transitions must be equal to two. Finally, 
the vertical histogram must be less than another threshold. Having this large number of 
rules and thresholds produces difficulties in accurately calculating them and are usually 
constrained to a certain text quality. Gowely et al. [23] used vertical histogram for 
character segmentation with some variations. To segment the text image into characters, 
they first segmented the text image into lines by using the pixel position of the highest 
block. Then using the vertical histogram, the text line is segmented into characters. The 
beginning of the character is located through vertical histogram by finding a point where 
the number of its black pixels is greater than the number of the black pixels of previous 
points. This scanning continues until it finds a point that has a number of black pixels less 
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than a certain ratio of the previous point. The main body of each character is considered 
to lie between that ending point and the beginning point. By using vertical histogram, this 
algorithm continues locating the end of each character and the beginning of the following 
character by searching for a point where the number of black pixels is greater than a 
certain ratio of the number of black pixels of the previous points. Figure  2.1 shows the 
start and end points of two different characters ـي and ٔ. 
 
Figure ‎2.1 Define the start and end points for ـم and و characters [23] 
 
Vertical projection is usually used to detect white spaces between successive characters 
for non-cursive writing or between connected components [37]. It should be noted that 
the character segmentation algorithms that use vertical projection fail in segmenting 
ligature characters (overlapped characters) like لا and لح as well as touching characters 
[24]. Figure  2.2 shows some Arabic ligature characters. 
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Figure ‎2.2 Examples of ligature characters 
 
Silmane et al. [1] assumed that the image text is already segmented into words, whereas 
other approaches [2], [8], [12] worked at the character level, hence avoiding the 
difficulties associated with character segmentation. Other AFR techniques may not need 
segmentation at all depending on the used feature extraction technique [1] or on the used 
features [17], [28], [30], [39]. Zehadi and Eslami [28] used a Scale Invariant Feature 
Transform (SIFT) for font recognition at the paragraph level without the need for 
segmentation. Moreover, techniques that use global features extraction technique [17], 
[39] can work at the paragraph level or need only segment the text into lines to construct 
blocks of text [30]. 
Table  2.1 shows the different published segmentation techniques. The Segmentation 
method column in Table  2.1 states the segmentation method used by each technique. This 
table shows that only a few techniques addressed the segmentation at the character level 
[2], [8], [12], [23], [24], whereas other techniques are applied at the word level [1], [29], 
the line level [15], [16], [25], or the paragraph level [28], [30]. Moreover, other 
techniques that use global features extraction technique need to segment the text into 
lines to construct blocks of text [10], [13], [14], [17], [39] or it can work at the paragraph 
level [30].  
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2.2.5 Normalization 
Usually there are two categories of feature extraction techniques: local analysis and 
global analysis [10]. Global features can be extracted easily from the whole text image or 
a block of texture, while local features are extracted from small units like characters and 
are more difficult to extract than global features [40]. Therefore, researchers utilizing 
global features usually  normalize text images to generate a texture block that can be used 
in the features extraction phase [13]. Researchers use normalization to make their 
techniques size invariant.  
The normalization step proposed by [10], [13], [14] was performed after image 
binarization. To construct text blocks, the spaces between words were removed first. 
Then, the incomplete lines were filled up. After that, a text block consisting of a number 
of lines (five lines [13]) and of size 512×512 (96 dpi [10]) is constructed for use in the 
feature extraction phase. Khosravi and Kabir [25] normalized text lines with respect to 
their height since the same-size fonts share the same height independent of their font 
style. Next, they removed large whitespaces between words of the normalized lines. To 
construct a texture, the input line is segmented into several parts of 128 pixels each and 
concatenated from top to bottom into 128×128 texture bitmap. This size was selected 
based on the height and width of the line in an A4 document with a 100 dpi resolution. 
One limitation of this method is that it constraint the font recognition to only lines with 
width greater than 64 pixels. In addition, this technique will not work if more than one 
font is used in the same line. After locating the words in each line by vertical projection, 
Borgi and Hamidi [17] normalized the spaces between words by scaling them to a 
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predefined length. If the document still contains spacing, they filled it up by repeating the 
first line to get an image of 300×300 size. This new image is in turn divided into 25 non-
overlapping blocks. This technique suffers from the same limitations of [25]. Imani et al. 
[39] applied a gridding approach to divide each texture of size 128×128 pixels into 16 
sub-blocks of size 32×32 pixels each. Whereas Slimane et al. [1] normalized the word 
images into 45 pixels height to be compatible with the size of the window used in their 
feature extraction phase. Table  2.1 shows that the normalization techniques used by 
researchers. The size of the constructed block is shown for the techniques that segmented 
the image into blocks to extract features.  
 
2.2.6 Thinning and Skeletonization  
Few surveyed publications have used thinning or skeletonization. 
Thinning/Skeletonization algorithms normally produce spurious tails,  Zig-Zag lines and 
small loops [41]. Izakian et al.[12] extracted the skeleton of characters by thinning the 
characters to one point thickness  using a thinning method proposed by Haralick [26]. 
This method consists of two stages; In the first stage, the south-east boundary points and 
the north-west corner points are detected, while the north-west boundary points and the 
south-east corner points are detected in the second stage [26]. This technique has several 
disadvantages as noise is amplified, some structures are destroyed, and some digital 
patterns may disappear [42]. The thinning technique column in  Table  2.1 lists the 
skeletonization technique used by each approach. 
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2.2.7 Edge Detection 
Only few researchers addressed edge detection in their AFR systems. These techniques 
mainly used gradient operators like the Laplacian operator for edge detection. 
Researchers in [10], [13], [14] applied Laplacian filter with a 3×3 kernel matrix to detect 
the edges of texts. The used Laplacian filter values and the final output of applying it on 
an image are shown in Figure  2.3. 
 
 
Figure ‎2.3 (a) Laplacian filter value, (b) the original image, (c) filtered image by the Laplacian process and (d) 
after applying the inversion filter [10]. 
 
Chaker et al.[8] used a skeleton procedure after applying the Canny operator to obtain a 
thin edge with one pixel width. The Canny edge detector [27] first smoothes the image 
and then estimates the gradients of the image where regions with large magnitude 
indicates edges. The gradient array is further reduced by hysteresis, which searches along 
the remaining pixels that have not been suppressed. Two thresholds (low and high) are 
used. A pixel is marked as an edge if it has a magnitude value greater than the first 
threshold. Moreover, any pixels connected to this edge pixels and has a value greater than 
the second threshold are marked as edge pixels. On other hand, pixels that have values 
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less than the first threshold are marked as non-edge pixels. Other pixels that are between 
the first and second thresholds are set to zero until a path from these pixels to a pixel with 
value greater than the second threshold is found [27], [43]. Table  2.1 lists the Edge 
detection techniques used by each approach. We can notice from this table that the 
Laplacian filter is used by most researchers to detect edges in the preprocessing stage 
[10], [13], [14]. 
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Table ‎2.1 Preprocessing Techniques in AFR 
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Gowely et al. (1990)  Character - - - Proposed - - - 
 
Hamami et al. (2002) Character - Median filter - Proposed - - - 
 
Amor et al. (2006) Character - - - Pre-Segmented - - - 
 
Izakian et al (2008) Character - - - Pre-Segmented 
Zhang et al.[26] 
technique 
- - 
 
Chaker et al. (2010) Character - Gaussian filter - Pre-Segmented 
Homotopic 
thinning 
Canny Edge 
detector 
- 
 
Abuhaiba  (2005) Word - - - Pre-Segmented - - - 
 
Slimane et al. (2010) Word - - - Pre-Segmented - - Yes 
 
Pourasad et al. (2011) Line Otsu Manual Manual Projection - - - 
 
Khosravi et al. (2010) Line - - - Projection - - Yes 128 * 128 
Bataineh et al. (2011) Block 
Adaptive 
thresholding 
[19] 
Laplacian Filter 
Singh et al. [34] 
technique 
projection - Laplacian filter Yes 512*512 
Bataineh et al. (2012) Block Otsu Laplacian Filter 
Singh et al. [34] 
technique 
Pre-Segmented - Laplacian filter Yes 512*512 
Zahedi et al. (2011) Paragraph - - - Pre-Segmented - - - 
 
Ben Moussa et al. 
(2010) 
Line and 
Paragraph 
- - - - - - - 
 
Imani et al. (2011) Texture - - - 
 
- - Yes 32*32 
Borji et al. (2007)  Texture Ostu - - 
Vertical & 
Horizontal 
projection 
- - Yes 100*100 
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2.3 Features Extraction 
Feature extraction is an important phase of AFR. Researchers used many types of 
features. Gradient features, pixel regularity, edge regularity, Box Counting Dimension 
(BCD), Wavelet energy, Gabor features, and structural features like vertex angle, length 
holes, thickness ratio, perimeter, area, …etc. The used features are detailed below. 
Chaker et al. [8] proposed an approach for identifying Arabic characters and fonts based 
on a dissimilarity index. They calculated the dissimilarity index based on its shape index 
as shown in Figure  2.4. This index consists of Polar distance (di), Polar angle (θi), Vertex 
angle (ai+1), and Chord length parameters (Li) which were calculated from the polygonal 
representation of the character edges. After obtaining the shape index, the dissimilarity 
measure was calculated to recognize the character and font by comparing it against other 
models of characters and fonts in the database. The drawback of using polygonal 
approximation is its complexity, instability to geometric transformation, and little 
robustness [8]. 
 
 
Li 
Pi 
Pi-1 
ai+1 
θi 
di 
  
Pi+1   
P'c 
Figure ‎2.4 Shape index 
23 
 
Bataineh et al. [10], [13], [14] extracts the features based on the behavior of the edge 
pixels. This technique aims to analyze the texture of the binary image based on 
representing the relations between adjacent pixels. After applying text normalization and 
edge detection in the preprocessing stage, twenty-two statistical features were extracted 
(only 18 features in [14]). These features were generated from weights, homogeneity, 
pixel regularity, edge regularity, and edge direction features (and correlation in [10], 
[13]). To extract such features, Edge Direction Matrix (EDM) statistical technique was 
used. EDM technique is based on representing the relationship between each pixel in the 
edge and its two neighboring pixels by applying eight neighboring kernel matrix [14] as 
shown in Figure  2.5(a). Then the direction angle between the scoped pixel and its eight 
neighboring pixels were calculated as shown in Figure  2.5(b). Two levels of relationships 
were used; first-order and second-order. With the first-order relationship (also called 
EDM1), a value between 0 and 315 degrees is stored which represents the directional 
angle between the scoped pixel and all neighboring pixels. Then the number of 
occurrences is calculated for each value in EDM1 [14]. Figure  2.5(a) shows the 
relationship between edge pixels and two neighboring pixels. 
 
 
(x-1, y-1) (x, y-1) (x+1, y-1) 
(x-1, y) S(x, y) (x+1, y) 
(x-1, y+1) (x, y+1) (x+1, y+1) 
 
 1 2 3 
1 135
o
 90
o
 45
 o
 
2 180
o
 Scoped pixel 0
 o
 
3 225
o 270o 315o 
(a) (b) 
Figure ‎2.5 (a) The eight neighboring pixels. (b) The edge direction matrix (EDM) of the values of the cells. 
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In the Second-order relationship, only one representation was used to represent each 
pixel. The relationship priority was then determined by arranging EDM1 values in 
descending order. Then the most important relationship (high-order) was taken while 
others were ignored. Finally, EDM2 was filled by calculating the obtained relationships 
that were stored in the scoped cell in EDM2 as illustrated in Figure  2.6 (b). 
 
Figure ‎2.6 (a) A sample edge image and its EDM1 and (b) EDM2 values [14] 
 
Abuhaiba [29] proposed feature extraction algorithm for Arabic font recognition. After 
locating the words in the preprocessing stage, he extracted 48 features from those words. 
Sixteen features were extracted using horizontal projections of the word image and the 
following equation: 
     ∑       
 
, y=0,1,..,N-1  
where N is the word height after normalization. Then 1-D Walsh discrete transform of the 
horizontal projections h(y) was used to find 16 Walsh coefficients using the following 
equation: 
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where N=2
n
 and bk(z) is the kth bit in the binary representation of z. In addition to that, he 
used other features (viz. 7 invariant moments, width, height, thinness ratio, perimeter, 
area, x and y coordinates of area center, aspect ratio, and direction of axis of the least 
second moment). 
Slimane et al. [1] proposed a technique to recognize Arabic fonts by using fifty one 
features using Gaussian Mixture Model (GMM). A sliding window technique for features 
extraction is used. Sliding window technique helps in extracting features without the need 
to segment the words into characters. Their used features were the number of connected 
black and white components, ratio between them, vertical position of the smallest black 
component, the sum of the perimeter of all components divided by the perimeter of the 
analysis window, compactness, gravity, log of baseline position, the vertical position of 
baseline, number of extrema in vertical and horizontal projections, and the vertical and 
horizontal projection after resizing the window. Ben Moussa et al. [30] used fractal 
dimension approach for font recognition. To estimate the fractal dimension, they used 
two estimation methods: Box Counting Dimension (BCD) and Dilation Counting 
Dimension (DCD). BCD is used to cover the texture distribution in two-dimensional 
images, while DCD is used to cover vision aspects. They used BCD and DCD with 
different box sizes and radiuses. BCD of sizes 15 and 20, and  DCD of radiuses 15 and 20 
were the extracted features [30].   
Khosravi and kabir [25] proposed an approach based on the Sobel-Robert‟s Features 
(SRF) to recognize Farsi fonts. These features were based on combining Sobel and 
Robert gradients in 16 directions to represent the directional information of the texture. 
Sobel operators use the information of the 8 neighbors to obtain the horizontal and 
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vertical gradients, while Robert‟s operator use the information of the 4 neighbors to get 
diagonal gradients [25]. To extract these features, text blocks of size 128×128 were 
constructed. Then each input block was divided into 16 sub-blocks (4×4 windows) of size 
32×32 each. For each pixel in each sub-block, they computed the gradient values using 
the Sobel operator and extracted both gradient phase and magnitude. The phase was then 
quantized into 16 angles from 0 to 30π/16. This results in 16 features, which correspond 
to 16 phases for each sub-block, and 256 (16×16) features for the whole block. Similarly, 
the Robert‟s operator was computed to give 256 additional features. Sobel and Roberts 
then were concatenated to form a 512 feature vector for each text block. Due to 
differences in the range of Sobel and Robert‟s features, both features were normalized 
separately to unit magnitude before concatenation and the result of the concatenation was 
called the Sobel-Robert‟s features (SRF), which are later normalized to unit magnitude as 
well. One disadvantage of this technique is that it cannot recognize the fonts in a line that 
contains more than one font [44]. 
Zehadi and Eslami [28] used the scale invariant feature transform (SIFT) to recognize 
Farsi fonts. The main function of SIFT is to detect and describe key points of objects in 
images that is used to identify objects [45]. They claim that their features (key points) are 
robust to mild distortions, noise, illumination and changes in image scale. To extract 
features (key points) using the SIFT method; a staged filtering approach was used. In the 
first stage, Gaussian scale-space function filters out a set of key locations and scales 
which are recognizable in different views of the same object. Then to locate stable key 
points, the difference of Gaussian (DoG) function was calculated by finding the 
difference between two images; one is of 'k' times scale the other. This stage would 
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identify key locations by looking for the extreme points resulting from applying DoG. 
Poorly located and low contrast points on the edges were not used in the next filtering 
stage. The derived SIFT points were then stored and indexed in the database. 
Computation time especially for large datasets is one drawback of this technique, so they 
proposed using Speed Up Robust Features (SURF) that is inspired by SIFT and requires 
computation time. 
Imani et al. [39] used a feature extraction technique based on wavelets. To obtain a 
feature vector from each sub-block (text image was divided into 16 sub-blocks with 
32×32 size for each block) a combination of wavelet energy and wavelet packet energy 
features were used. The wavelet energy is the sum of square of the detailed wavelet 
coefficients in vertical, horizontal, and diagonal directions [39]. The wavelet energy for 
an image of size N×N in horizontal, vertical, and diagonal directions at the i-level were 
calculated respectively as follows: 
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The value of wavelet energy in all levels (  
 ,   
 ,   
 )i=1,2,…,K where k is the total wavelet 
decomposition forms the wavelet energy feature vector. After decomposing the high-
frequency components, wavelet packet transform constructs a tree-structured multiband 
28 
 
extension of the wavelet transform [39]. The average energy was calculated after 
decomposing the image and extracting the related wavelet packet coefficients as follows: 
  
 
   
∑∑[      ] 
 
   
 
   
 
where s(i,j) is the wavelet coefficient of a feature sub image in N×N window centered at 
pixel (i,j) [39]. 
Borji and Hamidi [17] used multichannel Gabor filtering and gray scale co-occurrence 
matrices to extract the features based on texture analysis. Twenty-four Gabor channels 
were used. To extract features, all 24 filters were applied for each block (9 non-
overlapping blocks for each image). Then another image was derived by taking the 
maximum of these filter responses per pixel. To represent texture features, the mean 
value and standard deviations of the channel output image (over each block) were chosen 
which formed a 50-dimensional feature vector extracted from each block. 
To recognize Farsi fonts and sizes, Pourasad et al. [15] used two types of features. One 
feature was related to the letters' holes, whereas the second is related to the horizontal 
projection profile. To obtain the first feature, a bounding box of holes was constructed 
after extracting holes of the document text. Then a histogram of box size was obtained 
which was considered as a feature. Second type of features was extracted from the 
horizontal projection profile of text lines. These features consisted of the height of the 
text line, distance between top of the text line and the baseline, distance between bottom 
of the text line and baseline, location of the second or third maximum of horizontal 
projection profile related to the location of the baseline. 
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Table  2.2 lists features used by all surveyed papers. 
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Table ‎2.2 Features 
Paper Features 
Abuhaiba (2005) 
Width, Height, Thinness ratio, Perimeter, Area, x and y coordinates of area center, 
Aspect ratio, Invariant moments (7), Direction of axis of least second moment, 
Walsh coefficients (16), and features from the horizontal projection (16). 
Borji et al. (2007) Mean and standard deviation of 24 Gabor (8 orientations with 3 wavelengths)  
Chaker et al. (2010)  
Polar distance, Polar angle, Vertex angle, and Chord length polygonal attributes of 
character edges. 
Ben Moussa et al.(2010)  
Box Counting Dimension (BCD) with two sizes :15 and 20, and Dilation Counting 
Dimension (DCD)with two radiuses: 15 and 20 
Pourasad et al. (2010)  
One feature is related to letters' holes, while other features which are related to are 
related to the horizontal projection profile are height of text line, distance between 
top of text line and base line, distance between bottom of text line and base line, 
location of second or third maximum of horizontal projection profile related to the 
location of base line. 
Slimane et al.(2010)  
The number of connected black and white components, ratio between them, 
vertical position of the smallest black component, the sum of perimeter of all 
components divided by the perimeter of the analysis window, compactness, 
gravity, log of baseline position, the vertical position of baseline, number of 
extrema in vertical and horizontal projections, and the vertical and horizontal 
projection after resizing the window used for features extraction 
Khosravi et al. (2010)  A combination of Sobel and Robert gradients in 16 directions  
Bataineh et al. (2011)  
Weights, homogeneity, pixel regularity, edge regularity, edge direction, and 
correlation.  
Zahedi et al. (2011)  key points 
Pourasad et al. (2011)  Same as Pourasad et al. (2010) 
Imani et al. (2011)  Wavelet energy and Wavelet packet energy  
Bataineh et al. (2012)  Same as Bataineh et al. (2011) 
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2.4 Font Recognition 
 
Font recognition is the final phase of an AFR system. Extracted features from the feature 
extraction phase are provided into the recognizer to identify the font type, style, etc. 
Researchers used different feature types in the feature extraction phase, various number 
of fonts in the training and testing phases, and different databases. These differences, 
especially in the used data, make it inappropriate to compare the identification rates. The 
different data is justified by the lack of a benchmarking database for Arabic font 
recognition. Researcher also differed in the used classification technique. They used K-
nearest neighbor, decision trees, neural networks, support vector machines and Gaussian 
mixtures; just to name a few. In the following paragraphs, we address the researchers‟ 
font recognition approaches. 
Chaker et al. [8] recognized the font type against other font models in the database using 
Polar distance, Polar angle, Vertex angle, and Chord length polygonal attributes of 
character edges features. By finding the minimum dissimilarity measure, the 
characterized character was classified to one of ten fonts. 100% recognition rate is 
reported for this technique. No information about the used dataset and the classifier is 
considered as a limitation of this technique. Moreover, the complexity, the stability, and 
robustness are problems with polygonal approximation methods [8], [46]. Furthermore, 
recognizing fonts that are morphologically similar like Arabic Transparent and Simplified 
Arabic is a more challenge task and may result in lower recognition rates.  
Bataineh et al.[13] proposed a technique to recognize of Arabic calligraphy fonts based 
on 22 statistical features (viz. Weights, homogeneity, pixel regularity, edge regularity, 
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edge direction, and correlation). To identify one of the seven Arabic calligraphy types, 
they used a back-propagation neural network (BPNN). This classifier was used with 22, 
18, and 7 nodes in the input, hidden, and output layers, respectively. To evaluate the 
proposed technique, two types of experiments were conducted. The first experiment was 
to compare the performance of the text normalization based on the proposed binarization 
method with three other methods(viz. Niblack [20], Sauvola [21], and Nick [20] 
methods), while the second experiment evaluated  the performance of the texture features 
effectiveness and the accuracy of the recognition phase. A dataset of fourteen Arabic 
degraded document images were used for their experiments. The first experiment 
reported higher performance for the proposed binarization method (92.8%) than the other 
three methods, while the accuracy rate of the second experiment was 43.7%. The problem 
with the proposed method is the need for prior window size setting [22]. Moreover, 
43.7% accuracy is too low and the dataset is limited. In [14], Bataineh et al. proposed a 
technique to classify the Arabic calligraphies into one of seven fonts using weights, 
homogeneity, pixel regularity, edge regularity, and edge direction features. To evaluate 
this technique, they compared their technique with the Gray Level Co-occurrence Matrix 
(GLCM) technique developed by Haralick et al. [47] using Bayes network, Multilayer 
Network and Decision Tree classifiers. These experiments were conducted on a dataset of  
seven fonts consisting of 700 samples (100 per font). The reported experimental results 
showed that this method obtained higher performance (95.34%) with Multilayer Network 
classifier whereas GLCM rate is (87.14%) with the same classifier. Moreover, the 
proposed technique reported an accuracy of  92.47% and 97.85% using Bayes network 
and Decision Tree classifiers respectively, whereas the GLCM technique reported  
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77.85% and 85.71% using the same classifiers. Their database of  700 samples for seven 
fonts is limited. Bataineh et al.[10] tested their feature extraction method based on the 
relationship between edge pixels on the image using five different classifiers. The used 
classifiers were decision table rules, artificial immune systems (AIS), multilayer neural 
networks, decision trees, and Bayesian networks. Based on the experimental results, a 
decision tree classifier was chosen as the best classifier to be used with the proposed 
technique. To evaluate this method, comparison with gray-level co-occurrence matrix 
(GLCM) method [47] was reported on a dataset consisting of seven fonts and100 image 
samples for each font. Using decision tree, the proposed method obtained higher rate of  
(98.01%) than the GLCM method (86.11%). A decision tree classifier was used by 
Abuhaiba [29] to classify the samples into one of three fonts. Using 48 features with 
72000 samples for training and 36000 samples for testing, the reported recognition rate 
was 90.8%. The number of fonts is limited and the recognition rate is not suitable for 
practical applications.  
Slimane et al.[1] used Gaussian Mixture Model (GMM) with fifty one features. To 
extract the features, sliding window technique was used. They used Expectation-
Maximization (EM) algorithm with 2048 Gaussian mixtures. To evaluate their approach, 
they used a dataset consisting of 10 fonts and 10 sizes from the APTI database[48]. A 
total of 100,000 training and 100,000 testing samples were used in the experiments (1000 
samples for each font size). With 2048 mixtures, a 99.1% recognition rate was reported . 
Shifting the constructed window to extract features by one pixel is considered time 
consuming. 
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Using BCD and DCD methods to estimate the fractal dimensions, Ben Moussa et al.[30] 
used K-nearest neighbor classifier. To evaluate the proposed technique, two experiments 
were conducted; one for recognizing Arabic fonts, while the other for recognizing Latin 
fonts. A dataset consisting of 1000 block images of ten fonts and three sizes were used 
for the first experiment. They reported 96.6% recognition rate. For recognizing Latin 
fonts, a database of 800 block images were used and a 99.3% recognition rate was 
obtained.  
Pourasad et al. [15], [16] applied their approach which was based on the horizontal 
projection profile and holes of letters on seven fonts and seven sizes. Two datasets of 490 
and 110 images were used in the experiments. They reported a 93.7% recognition rate. 
The database size is limited and the recognition rate is not suitable for practical 
applications. Khosravi and Kabir [25] used Multi-layer Perceptron (MLP) classifier with 
40 hidden neurons to identify the font of the text lines based on Sobel and Roberts 
features (SRF). This technique requires much less computation time (3.78 ms) than an 8-
channels Gabor technique (78 ms). A database consisting of 500 document images 
(20,000 line images) and ten Farsi fonts with sizes of 11-16 was used. After comparing 
their features with Gabor filters, they claimed that the new features are faster than an 8-
channel Gabor filter by fifty times. By using the new features, they reported 94.16% 
recognition rate, a 14% improvement over the 8-channel Gabor filter (80%). A 
recognition rate of (94.16%) is low for practical applications. This technique cannot 
recognize the font types in lines that contains more than one font type [44]. 
Zahedi and Eslami in [28] proposed another technique to recognize the Farsi fonts by 
using scale invariant feature transform (SIFT) method. They recognized the fonts based 
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on the similarity between objects in the tested images and the extracted key points [49]. 
To recognize the fonts in the test image, the features (key points) are extracted from the 
image and compared to a database of extracted key points to find the best set of matched 
key points .These points were used to find the best match from the database by using the 
Nearest neighbor classifier. A least square-based method was used in the model 
verification stage to verify each group of features. Then, the least square-solution was 
performed again on the residual points to filter out outlier points. A match was identified 
as a correct recognition if a set of three or more points agreed on the models‟ parameters. 
They evaluated their technique over a dataset with 75 document images for testing for 20 
font types. They claimed to achieve 100% recognition rate.Their database of 75 text 
images is limited in size. Furthermore, choosing fonts for testing that are morphologically 
similar like Arabic Transparent and Simplified Arabic is more challenging than their 
selected fonts. Moreover, the computation time especially for a large datasets is another 
drawback of this technique, that is why they proposed using Speed Up Robust Features 
(SURF) (inspired by SIFT) that has less computation time.  
Imani et al. [39] used SVM, RBFNN, and KNN classifiers in a majority vote approach to 
classify data to reliable and unreliable classes. By using this approach, unlabeled data is 
classified if two of the three classifiers agree on one font type. However, if each classifier 
predicts a different label, then the data will remain unlabeled and unreliable. This process 
is repeated iteratively by retraining the algorithm with the newly-labeled data and used it 
to classify the unreliable data. SVM and RBF classifiers were then used to classify the 
test data by using the labeled reliable data that resulted from the previous steps.  A  95% 
recognition rate  was reported[50]. Borji and Hamidi [17] proposed a method to extract 
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50 features that represent the texture of the text. They used global texture analysis and 
Gabor filters for feature extraction. Then two classifiers were applied: Weighted 
Euclidean distance and SVM. To evaluate their technique, a dataset of seven fonts and 
four styles was used. The reported average recognition rates were 85% with Weighted 
Euclidean distance and 82% with SVM. The recognition rates are too low for practical 
applications and the number of fonts and styles are limited. Table (3) shows the dataset 
used by each technique in addition to the reported recognition rates and the used 
classifier. 
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Table ‎2.3 Classification phase 
Paper Language Fonts 
Training 
dataset 
Testing dataset Recognition rate classifier 
Abuhaiba (2005) Arabic 3 
72,000 word 
images 
36,000 word images 90.8% Decision tree 
Borji et al. (2007)  Persian 7 Not Indicated Not Indicated 
82% ( SVM ) 
85% ( WED) 
SVM and WED 
Chaker et al. (2010) Arabic 10 Not Indicated Not Indicated 100% - 
Ben Moussa et al. (2010)  Arabic 10 
500 block 
images 
500  block images 96.6% K-nearest neighbor 
Slimane et al. (2010) Arabic 9 
100,000 word 
images 
100,000 word images 99.1% Gaussian Model 
Khosravi et al. (2010)  Farsi 10 
15,000  line 
images 
5,000  line images 94.16% MLP 
Bataineh et al. (2011)  Arabic 7 Not Indicated 14 images 43.7%  BPNN 
Bataineh et al. (2011) Arabic 7 700 images 700 images 97.85% Decision Tree 
Zahedi et al. (2011)  Farsi/Arabic 20 
20 paragraph 
images 
Testing: 75 images.   
Validation: 1400  images  
100% K-Nearest Neighbor 
Pourasad et al. (2011)  Farsi 7 245 images 600 images 93.7% - 
Imani et al. (2011)  Persian 10 
4500 block 
images 
500 block images 95% SVM, RBFNN, KNN 
Bataineh et al. (2012) Arabic 7 700 images 700 images 98.008% Decision tree 
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2.5 Conclusions 
 
In this chapter we presented the different approaches of Arabic and Farsi font 
recognition. We discussed the different reported enhancements for text images in the 
preprocessing phase. The features extracted by each surveyed technique are addressed in 
this chapter. In addition, the classifier used by each technique is surveyed and the 
recognition rates are compared. 
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3 CHAPTER 3 
ARABIC FONT DATABASE 
  
This chapter presents the design and implementation of our new benchmarking Arabic 
fonts database. This chapter presents also a review of databases used in Arabic and Farsi 
fonts identification. It also presents the design and implementation of King Fahd 
University Arabic Font Database (K-AFD). The text in this database is collected from 
different subjects: history, medicine, sport, politicization...etc. The database consists of 
twenty Arabic fonts which consists of (1,181,835) text images. This database is of multi-
resolution, multi-font, multi-size, and multi-style text. It consists of text at the page and 
line levels. 
3.1 Introduction  
 
Our Arabic font database consists of texts printed in different fonts, different sizes, 
weights, and slants. There are more than 450 fonts for Arabic and Farsi [1]. This variety 
of fonts makes the task of font recognition more challenging. This challenge is due to the 
lack of a database that contains large number of fonts. So building a database that 
contains many fonts is important for Omni-font recognition.  
Each font should consist of several sizes, weights, and slants in a benchmarking database. 
The reason is that most of the documents in real life may have more than one size in the 
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same paragraph/page and may have more than one style in the same line. Therefore, the 
number of fonts, sizes, styles,...etc are important for a benchmarking database for Omni-
font character recognition.  
Since there is no benchmarking Arabic font database, researchers used their own datasets. 
These datasets are limited in the number of fonts, styles, and scanning resolutions. Such 
limitations in the datasets resulted in the limitations of the outcomes of the research. K-
AFD database addresses this limitation by introducing a multi-font, multi-style, multi-
resolution text database. 
This chapter is organized as follows: Section  3.2 reviews the databases used for Arabic 
fonts recognition; Limitations of the available databases is listed in Section  3.3; The 
design of the database is addressed in Section  3.4;  Section  3.5 presents the statistics of 
the database; Comparison with APTI database is discussed in Section  0; and finally the 
conclusions are stated in Section  3.7.  
 
3.2 Review of Databases for Arabic font recognition 
 
The databases used by researchers for Arabic/Farsi font identification are developed by 
them and are normally not available to other researchers [10], [13–16], [25], [28], 
[29], [39]. Moreover, some of these databases are limited in the number of fonts [29] or 
the size [10], [13–16], [25], [28], [39]. 
Bataineh et al. [13] used a dataset consisting of fourteen Arabic degraded document 
images to identify one of seven fonts. Bataineh et al. [10], [14] used a dataset consisting 
of seven fonts and 700 images to evaluate their technique. Abuhaiba [29] used a dataset 
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consisting of three fonts and 108,000 samples. Khosravi and Kabir [25] used a dataset of 
ten Farsi fonts with sizes (11-16) and 500 pages. Pourasad et al. [15], [16] used two 
datasets of 490 and 110 images in their experiments. This dataset consists of seven fonts 
and seven sizes. Imani et al. [39] used 5000 samples and ten fonts, whereas Zehadi and 
Eslami [28] evaluated their technique using a dataset of 1400 text images and twenty 
fonts. 
The main two databases that are freely available and contain more fonts are the APTI and 
ALPH-REGIM databases. In the following sections we will present the details of these 
databases. 
3.2.1 Arabic Printed Text Image (APTI) database 
The Arabic Printed Text Image (APTI) database is a synthesized multi-font, multi-size, 
and multi-style database [48]. It is a word level database where each text image consists 
of only one word. The APTI database was created with a lexicon of 113,284 Arabic 
words. It consists of 10 fonts, 10 sizes (6, 7, 8, 9, 10, 12, 14, 16, 18, and 24 points), and 
four styles (Plain, Bold, Italic, and combination of Bold and Italic). Its images are low 
resolution “72 dot/inch” and contains 45,313,600 word images. This dataset consists of 
six sets; five of them are available for researchers. Table  3.1 lists the ten fonts used in 
APTI database and samples of the database are shown in  Figure  3.1. APTI dataset was 
used by Slimane et al. [1]. 
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Figure ‎3.1 APTI font samples with their font family 
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3.2.2 ALPH-REGIM database 
ALPH-REGIM database is a paragraph level database created by Ben Moussa et al. [30]. 
It consists of more than 5000 text images of 14 Arabic fonts with a resolution of 200 dpi, 
containing both printed and handwritten scripts for Arabic and Latin languages. Fourteen 
fonts were used with Arabic printed texts and eight with Latin texts. The fourteen Arabic 
fonts are listed in Table  3.2. Figure  3.2 shows samples of ALPH-PERGIM database. 
1000  samples of this database are used by Ben Moussa et al. in[30]. In contrast to APTI 
database, we can notice some of the used fonts in this database are not common in Arabic 
documents like Ahsa and Dammam. In addition, this database lacks the ground truth of 
the images. 
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Table ‎3.2 ALPH-REGIM database font families 
1 Deco Type Thuluth 
2 Andalus 
3 Deco Type Naskh 
4 Arabic Transparent 
5 Diwani Letter 
6 Kharj 
7 Al-Hada 
8 Dammam 
9 Buryidah 
10 Koufi 
11 Badr 
12 Ahsa 
13 Hijaz 
14 Khoubar 
1 
Deco Type Thuluth 
2 
Andalus 
3 
Deco Type Naskh 
4 
Arabic Transparent 
5 
Diwani Letter 
6 
Simplified Arabic 
7 
M Unicode Sara 
8 
Advertising Bold 
9 
Traditional Arabic 
10 
Tahoma 
 
Table ‎3.1 APTI database font families 
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Figure ‎3.2 ALPH-REGIM database samples 
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3.3 Limitations of available databases 
 
Based on the overview of the available Arabic multi-font databases in the previous 
sections, we can summarize the main limitations of the databases in the following: 
1. The number of fonts for the available databases is limited. 
2. Only one resolution is used. 
3. No page level database is available. 
4. The text in APTI database is identical for each font. 
5. ALPH-REGIM lacks the ground truth of the text which is essential for document 
analysis and classification. 
6. ALPH-REGIM is a single size database. 
7. ALPH-REGIM does not contain different styles of each font. 
8. APTI consists of synthesized text. 
9. The fonts of ALPH-REGIM database are rarely used in books, magazines…etc. 
10. The 6 and 7 point‟s sizes in APTI database are rarely used in Arabic documents. 
 
3.4 Database design of our Arabic fonts database (K-AFD) 
 
Developing a comprehensive database for Arabic fonts is one of the goals of this 
research. This database is built with the goal of making a benchmarking database. 
This database (K-AFD) is available in different resolutions (200 dpi, 300 dpi, and 600 
dpi) and in two forms (Page and Line).The developed database consists of twenty fonts as 
listed in Table  3.3. Each font in this dataset contains unique text. For each font, ten font 
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sizes are prepared: 8, 9, 10, 11, 12, 14, 16, 18, 20, and 24 points. For each font size, four 
font styles are prepared: Normal, Bold, Italic, and a combination of Bold and Italic. Our 
new database is organized into three sets: Training, Testing, and Validation sets. 
Table ‎3.3 Arabic font database font families 
1. AGA Kaleelah Regular (زوه دبجأ) 
2. Akhbar (زوه دبجأ) 
3. Al-Qairwan (زوهدبجأ) 
4. Al-Mohand (زوهدبجأ) 
5. Arabic Typesetting (زوه دبج أ) 
6. Arabswell (زوه دجبأ) 
7. Arial (زوه دجبأ)  
8. Arial Unicode MS (زوه دجبأ) 
9. Arabic Transparent ( ) 
10. Deco Type Naskh (زوه دبجأ) 
11. Courier New (زوه دجبأ)  
12. Diwani Letter (زوه دبجأ) 
13. FreeHand (زوه دبجأ) 
14. M Unicode Sara ( ) 
15. Microsoft Uighur 
16. Motken Unicode Hor ( ) 
17. Segore UI (زوه دجبأ) 
18. Simplified Arabic (زوه دجبأ) 
19. Times New Roman (صْٕ ذدبأ) 
20. Traditional Arabic (زوه دبجأ) 
 
In order to generate our Arabic Font database the following five stages are conducted:- 
1. Text collection 
2. Printing 
3. Scanning  
4. Segmenting  
5. Ground truth generation and validation. 
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3.4.1 Text collection 
 
In this stage, Arabic texts are collected from different subjects like Islamic, medicine, 
science, history…etc. The used texts cover all the shapes of Arabic characters. In 
addition, it contains Names, Quran, Places and Cities, numbers…etc.  
The Arabic text that is used for each font in this database is different (unique) from the 
texts used in other fonts. In addition to that, the Training, Testing, and Validation sets are 
disjoint 
After collecting the texts, we constructed the twenty fonts as follows:- 
1. We selected the most frequent fonts in Arabic books, Magazines, Letters, 
Theses… etc. 
2. Each font consists of ten sizes (8, 9, 10, 11, 12, 14, 16, 18, 20, and 24 points). We 
selected these sizes based on the most used sizes in Books, Magazines, Letters, 
Theses… etc. 
3. For each size, four font styles are used (viz. Normal, Bold, Italic, and Bold Italic). 
These styles are almost all the styles that are used in Arabic documents. 
4. For each font style, three categories of pages are constructed (Training, Testing, 
and Validation sets). 
5. The number of printed pages in each category is as following:- 
1. Training : 
a. Sizes (8, 9, 10, 11, 12 ) :  Between 6 pages and 13 pages based on the font 
size. 
b. Sizes (14, 16, 18, 20, 24): 12 pages  
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2. Testing :  
a. Sizes (8, 9, 10, 11, 12):  Between 2 pages and 6 pages based on the font 
size. 
b. Sizes (14, 16, 18, 20, 24): 4 pages  
3. Validation :  
a. Sizes (8, 9, 10, 11, 12):  Between 2 pages and 6 pages based on the font 
size. 
b. Sizes (14, 16, 18, 20, 24): 4 pages  
The above sizes and styles cover the most frequently used fonts in Arabic documents, 
books, magazines …etc. Figure  3.3  K-AFD structure shows the structure of the 
developed Arabic fonts dataset. The database consists of three resolutions (200 dpi, 300 
dpi, and 600 dpi), for each resolution, text images at the page and line levels are 
available. 
3.4.2 Printing  
 
The Arabic fonts database is printed using HP Laser jet 600 M601 Printer and with a 
print resolution 1200 x 1200 dpi. Each font consists of (14,490) printed pages as 
shown in Table  3.4. 
As stated in the previous Section, ten pages of size 8 in each font (6 Training, 2 Testing, 
and 2 Validation) are printed. The same text is used to print other sizes which resulted in 
the increase of the number of pages. Twenty pages (12 Training, 4 Testing, and 4 
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Validation) are printed for text size larger than 12 points. Therefore, the total number of 
printed pages is (14,452) as shown in Table  3.4 
 
 
 
  
Printed 
Arabic Fonts 
200dpi 
300dpi 
Page level 
Font-1 
Font-2 
Size-8 
Bold 
Training 
Testing 
Validation Normal 
Italic 
Bold Italic 
Size-9 
.... 
Size-24 
...... 
Font-20 
Word level 
600dpi 
Figure ‎3.3  K-AFD structure 
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Table ‎3.4 Number of printed pages for each font 
SN Font Number of printed pages 
1 Freehand 728 
2 Courier New 704 
3 Arabic Transparent 728 
4 Al-Qairwan 724 
5 Traditional Arabic 721 
6 Deco Type Naskh 735 
7 Microsoft Uighur 699 
8 Times New Roman 715 
9 Arial Unicode MS 735 
10 Simplified Arabic 738 
11 Arabic Typesetting 716 
12 Arial 703 
13 AGA Kaleelah 737 
14 Al-Mohand 721 
15 Diwani Letter 720 
16 Segore UI 708 
17 Arabswell 730 
18 Motken Unicode Hor 724 
19 M Unicode Sara 730 
20 Tahoma 736 
Total number of printed pages 14,452 
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3.4.3 Scanning  
The texts of Arabic fonts database are scanned using scanner at different resolutions. 
Scanner machine of type Ricoh IS760D is used for scanning. Pages are scanned in 
grayscale. They are scanned in 200 dpi, 300 dpi and 600 dpi resolutions. Each page is 
scanned and saved as a “tif” image file with a name that reflects the image font type, size, 
style, resolution, and page number (and line number for line level database). This process 
resulted in (43,356) page level images for all resolutions (14,452 page images per 
resolution). Table  3.5 shows the number of page images for each font size in three 
resolutions (200 dpi, 300 dpi, and 600 dpi).  
 
3.4.4 Segmentation 
All database pages are segmented into lines and ground truth files for each page and 
lines are built. Segmentation enables the researchers to use the Arabic Fonts database at 
the line level in addition to page level. This stage resulted in (1,138,479) line images 
(379,493 line images per resolution). Table  3.6 shows the number of line images for 
each font size with three resolutions (200 dpi, 300 dpi, and 600 dpi). 
 
3.4.5 Ground truth generation and validation  
The truth values of the page and line images of our database (K-AFD) are kept in text 
files. We are using similar names to the page and line images and their truth values. 
Table  3.7  shows the number of letters in each font. 
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Table ‎3.5 Number of page level  images 
 
 
S.N Font 
Sizes 
Total 
Number of 
resolutions 
Total 
08 09 10 11 12 14 16 18 20 24 
1 Freehand 40 56 64 76 92 80 80 80 80 80 728 3 2184 
2 Courier New 40 52 56 72 84 80 80 80 80 80 704 3 2,112 
3 Arabic Transparent 40 56 64 76 92 80 80 80 80 80 728 3 2,184 
4 Al-Qairwan 40 56 64 76 88 80 80 80 80 80 724 3 2,172 
5 Traditional Arabic 44 55 63 75 84 80 80 80 80 80 721 3 2,163 
6 Deco Type Naskh 40 56 64 77 96 82 80 80 80 80 735 3 2,205 
7 Microsoft Uighu 40 53 57 72 78 79 80 80 80 80 699 3 2,097 
8 Times New Roman 42 55 60 75 81 82 80 80 80 80 715 3 2,145 
9 Arial Unicode MS 43 58 67 80 87 80 80 80 80 80 735 3 2,205 
10 Simplified Arabic 46 56 66 76 92 82 80 80 80 80 738 3 2,214 
11 Arabic Typesetting 40 56 60 76 84 80 80 80 80 80 716 3 2,148 
12 Arial 40 53 60 70 80 80 80 80 80 80 703 3 2,109 
13 AGA  Kaleelah 40 56 69 80 95 79 78 80 80 80 737 3 2,211 
14 Al-Mohand 40 53 64 76 88 80 80 80 80 80 721 3 2,163 
15 Diwani Letter 40 56 60 76 88 80 80 80 80 80 720 3 2,160 
16 Segore UI 42 52 60 72 82 80 80 80 80 80 708 3 2,124 
17 Arabswell 40 56 62 80 92 80 80 80 80 80 730 3 2,190 
18 Motken Unicode Hor 40 56 64 76 88 80 80 80 80 80 724 3 2,172 
19 M Unicode Sara 40 56 68 76 90 80 80 80 80 80 730 3 2,190 
20 Tahoma 46 56 66 78 90 80 80 80 80 80 736 3 2,208 
 Total 823 1103 1258 1515 1751 1604 1598 1600 1600 1600 14452 3 43,356 
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Table ‎3.6 Number of line level images 
S.N Font 
Sizes 
Total 
Number of 
resolutions 
Total 
08 09 10 11 12 14 16 18 20 24 
1 Freehand 2,212 2,310 2,352 2,396 2,481 1,735 1,492 1,342 1,176 1,028 18,524 3 55,572 
2 Courier New 2,513 2,604 2,728 2,864 2,940 2,239 1,988 1,768 1,588 1,349 22,581 3 67,743 
3 Arabic Transparent 2,824 3,024 3,118 3,214 3,330 2,318 1,998 1,760 1,594 1,360 24,540 3 73,620 
4 Al-Qairwan 2,052 2,180 2,252 2,318 2,377 1,672 1,496 1,336 1,186 952 17,821 3 53,463 
5 Traditional Arabic 1,996 2,034 2,114 2,140 2,188 1,658 1,436 1,304 1,181 988 17,039 3 51,117 
6 Deco Type Naskh 1,578 1,656 1,704 1,756 1,812 1,326 1,120 960 876 712 13,500 3 40,500 
7 Microsoft Uighu 1,898 1,930 2,010 2,091 2,119 1,642 1,466 1,301 1,191 972 16,620 3 49,860 
8 Times New Roman 2,564 2,645 2,734 2,758 2,844 2,157 1,892 1,734 1,536 1,288 22,152 3 66,456 
9 Arial Unicode MS 2,598 2,742 2,776 2,812 2,797 1,972 1,716 1,514 1,356 1,120 21,403 3 64,209 
10 Simplified Arabic 1,886 1,976 2,026 2,075 2,132 1,533 1,339 1,178 1,096 881 16,122 3 48,366 
11 Arabic Typesetting 2,560 2,768 2,765 2,742 2,946 2,140 1,916 1,710 1,574 1,281 22,402 3 67,206 
12 Arial 2,467 2,530 2,664 2,702 2,791 2,140 1,906 1,726 1,524 1,264 21,714 3 65,142 
13 AGA Kaleelah 2,120 2,226 2,282 2,364 2,507 1,788 1,515 1,438 1,272 1,045 18,557 3 55,671 
14 Al-Mohand 2,060 2,181 2,299 2,369 2,451 1,755 1,586 1,438 1,272 1,045 18,456 3 55,368 
15 Diwani Letter 1,602 1,690 1,738 1,796 1,854 1,276 1,112 1,036 872 716 13,692 3 41,076 
16 Segore UI 2,238 2,293 2,383 2,458 2,550 1,970 1,728 1,563 1,418 1,191 19,792 3 59,376 
17 Arabswell 1,806 1,906 1,926 1,988 2,062 1,432 1,270 1,108 1,020 872 15,390 3 46,170 
18 Motken Unicode Hor 2,134 2,216 2,262 2,315 2,342 1,696 1,480 1,340 1,156 1,014 17,955 3 53,865 
19 M Unicode Sara 2,170 2,300 2,352 2,410 2,492 1,764 1,520 1,342 1,190 1,036 18,576 3 55,728 
20 Tahoma 2,682 2,750 2,832 2,918 3,056 2,150 1,826 1,670 1,504 1,269 22,657 3 67,971 
 Total 43,960 45,961 47,317 48,486 50,071 36,363 31,802 28,568 25,582 21,383 379,493 3 1,138,479 
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Table ‎3.7 Number of Arabic letters in our database (K-AFD) 
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3.5 Database statistics 
In this section we present the statistics of K-AFD database. 
3.5.1 Page level database 
Arabic font database consists of (43,356) page images. Page-level database is presented 
in three resolutions (200 dpi, 300 dpi, and 600 dpi), 20 fonts (Table  3.3), 10 sizes ( 8, 9, 
10, 11, 12, 14, 16, 18, 20, and 24 points) and 4 styles (Normal, Bold, Italic, and 
combination of Bold and Italic).  Table  3.4 shows the number of page images for each 
font. Table  3.8  shows the total number of pages, lines, words, and characters of K-AFD 
database. Figure  3.4 shows a page level image of K-AFD database. 
 
3.5.2 Line level database 
Arabic font database consists of (1,138,479) line images. This part of the database is 
presented in three resolutions (200 dpi, 300 dpi, and 600 dpi), 20 fonts (Table  3.3), 10 
sizes (8, 9, 10, 11, 12, 14, 16, 18, 20, and 24 points) and 4 styles (Normal, Bold, Italic, 
and combination of Bold and Italic). Table  3.6  shows the number of line images for 
each font. Table  3.8 shows the total number of pages, lines, words, and characters of K-
AFD database. Figure  3.5 shows samples of line level images of K-AFD database. 
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Table ‎3.8 K-AFD database statistics 
 
 
Number of page 
images 
Number of 
line images 
Number of 
characters 
 14,452 379,493 49,099,848 
Number of resolutions 3 3 3 
Total 43,356 1,138,479 147,299,544 
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Figure ‎3.4 Page level image of K-AFD database (DecoType Thulth font) 
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Figure ‎3.5 Samples of line level images of K-AFD database 
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3.6 Comparison with APTI database 
APTI database is used for comparison with K-AFD database. As stated in Section 
(4.2.1), APTI database is a word level database consisting of 10 fonts, 10 sizes, and 4 
font-styles. Table  3.9 shows a comparison between the two databases. APTI database 
consists of only 10 fonts while K-AFD database consists of 20 fonts. APTI has one 
resolution (72dpi), whereas Arabic font database is scanned with three resolutions (200 
dpi, 300 dpi, and 600 dpi). APTI is available only at the word level while K-AFD 
database is available in two forms (page and line). The number of APTI images is 
greater than K-AFD database because it is a word images while K-AFD database is page 
and line images. Finally, APTI text images contain synthesized text, whereas K-AFD 
database is scanned real text. 
 
 
 
Table ‎3.9 Comparison between K-AFD and APTI 
Evaluation criteria K-AFD APTI 
Number of fonts 20 10 
Number of sizes 10 10 
Number of styles 4 4 
Resolutions 200 dpi- 300 dpi- 600 dpi 72dpi 
Database levels Page – Line Word 
Total number of images 1,181,835 (Page and line images) 45,313,600 (Word images) 
Number of characters 147,299,544 259,312,000 
Scanning method Scanner Synthesized 
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3.7 Conclusions 
The lack of a benchmarking multi-font Arabic database makes the task of developing 
Arabic font and text recognition more difficult. Furthermore, comparing the accuracy of 
the techniques developed by researchers without a benchmarking database is in-
appropriate. In this chapter, a review of the multi-font Arabic databases is presented. 
Then, a description of our database (viz. K-AFD) is presented. K-AFD is a free database 
available for researchers in three resolutions (200 dpi, 300 dpi, and 600 dpi) and two 
levels (page-level and line-level). It is a multi-font, multi-size, and multi-style database. 
It consists of 20 fonts, 10 sizes, and 4 font-styles. Moreover, it is available at the page 
and line levels and consists of (1,181,835) text images. 
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4 CHAPTER 4 
FEATURES EXTRACTION 
 
In this chapter, several types of features are extracted for Arabic fonts recognition. Some 
features are classical features that are modified for Arabic fonts recognition like 
Curvature features, Direction and Direction length features. In addition, other features are 
implemented for investigating the possibility of using them with other features, like Box 
Counting Dimension (BCD), Center of gravity, Number of vertical and horizontal 
extrema, Log-Gabor features…etc. These features are described in details in this chapter. 
 
4.1 Introduction  
 
Over the last years, several researchers addressed the problem of Arabic/Farsi font 
recognition. Due to the adequate number of the available feature extraction methods for 
Arabic fonts recognition, some researchers used more than one classifier (Imani et 
al.[39], Borji et al.[17]). Even though the published results in these papers are good, 
some issues are still remaining like which features should be used for each classifier, 
how many classifiers and what kind of classifiers to be used  [51]. 
One of the goals of this research is to use several features for Arabic fonts  recognition 
with acceptable recognition rates. We have investigated the combination of some 
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features that were proposed by researchers for Arabic/Farsi fonts recognition. 
Furthermore, we proposed new features for Arabic fonts recognition. 
In this research, (632) features are used for Arabic font recognition.  (36) features are 
classical features that were modified for Arabic fonts recognition (viz. Curvature 
features (Concave and convex features), Direction, and Direction length features). (18) 
features are implemented from published work (viz. Box Counting Dimension (BCD) 
[30], Center of gravity [1], Number of vertical and horizontal extrema [1], Number of 
black and white components, Smallest black component [1], and Log baseline position 
[1]). (576) features are extracted using Log-Gabor features with 8 orientations and 4 
scales. For the Log-Gabor features, the text image is divided into 3×3 segments and the 
mean and variance features are extracted for each segment. This resulted in 576 features 
(8×4×3×3×2=576). In the following sections we will address the preprocessing phase 
which is necessary before features extraction and then the detailed description of these 
features. Table  4.1 shows the used features and the dimension of each feature. 
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Table ‎4.1 Extracted features 
  S.N Feature Number of features 
1 Concave curvature 10 
2 Convex curvature 10 
3 Direction 8 
4 Direction length 8 
5 Box Counting Dimension 1 
6 Center of gravity 10 
7 Number of vertical and horizontal extrema 2 
8 Number of black and white components 2 
9 Smallest black component 1 
10 Log baseline position 2 
11 Log-Gabor 576 
Total number of features 630 
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4.2 Features Extraction 
 
In this section the preprocessing will be discussed before feature extraction.  The first 
step in the preprocessing stage is to normalize the image to 45 pixels height and 
maintained the aspect ratio. Normalizing both the width and height affects the shape of 
the image contents [52]. Normalization process is shown Figure  4.1. 
After normalizing the image into 45 pixels height, a window is built of 45 pixels height 
and 8 pixels width as shown in Figure  4.3. The purpose of this window is to extract the 
features (Number of  black components, Number of  white components, Center of 
Gravity,  Number of vertical extrema, Number of  horizontal extrema, Smallest black 
component, Log baseline position, Box counting dimension, Direction, Direction length, 
Concave Curvature, and Convex Curvature) by shifting the window over the image by 
one pixel. Each window is transformed into a vector of features as shown in Figure  4.2. 
In this section, the following features are extracted and used to identify Arabic fonts. 
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Figure ‎4.1 Image normalization 
Figure ‎4.3 Window setup 
Figure ‎4.2 Extracting features 
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4.2.1 Number of black components 
This feature returns the number of the black components in the window as shown in 
Figure  4.4.   
 
4.2.2 Number of white components 
This feature returns the number of the white components in the window as shown in 
Figure  4.4. 
 
4.2.3 Center of gravity 
The window is divided into five parts 3 horizontally and 2 vertically, then the center of 
gravity vertically and horizontally for each part is computed horizontally and vertically. 
This results in ten features as shown in Figure  4.5. 
  
(b) (a) 
Figure ‎4.5 Center of gravity features 
 
Figure ‎4.4 Number of black and white components 
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4.2.4 Number of vertical extrema 
This feature returns the number of peaks for each window of the vertical projection. 
Figure  4.6 shows 11 peaks. 
 
 
4.2.5 Number of horizontal extrema 
This feature returns the number of peaks for each window of the horizontal projection. 
Figure  4.7 shows 7 horizontal peaks. 
 
 
Figure ‎4.6 Vertical projection peaks 
Figure ‎4.7 Horizontal projection peaks 
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4.2.6 Smallest black component 
This feature returns the relative vertical position of  the smallest black component as 
shown in Figure  4.8. It returns 38 as the vertical position of the smallest black 
component,the dot, as the number of pixels is 38 from the bottom. 
 
 
4.2.7 Log baseline position 
This feature returns two values: the log of the estimated baseline position and the 
relative vertical position of baseline. 
 
4.2.8 Direction 
This feature returns the number of chain codes in each direction of the contour of the 
character primary part in the window divided by the total number of chain codes in all 
directions. It returns eight features corresponding to the 8 chain codes. The chain codes 
are shown in Figrue (5.9 (a)).The extracted features for character „Daal‟ are {0.2, 0, 
0.26, 0.2, 0.06, 0.13, 0.13, 0.06, 0} that respresents the number of chain codes in {0, 1, 
2, 3, 4, 5, 6, 7} directions, respectively, divided by the total number of chain codes in all 
directions as shown in Figure  4.9 (b).  
Figure ‎4.8 Position of smallest black component 
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(b) (a) 
Figure ‎4.9 Chain code features 
 
4.2.9 Direction length 
The direction lengths are obtained based on the number of chain codes in each direction 
where even number have a length of one and odd have a length of √   [53].The eight 
direction length features are then divided by the total contour length. 
 
4.2.10  Concave Curvature 
A curvature is concave if the external angle between two successive direction codes is 
between 0 and 180 deg.There are two concave features‟ types based on the starting of 
the chain code (begins with an odd or even chain code as shown in Figure  4.10 (a)). The 
window is divided into four parts, then eight concave features from all the quadrants are 
retrieved. Ten features are extracted, two from the overall window and eight from the 
window quadrants.  
 
000222233557466 
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4.2.11 Convex Curvature 
A curvature is convex if the external angle between two successive direction codes is 
greater than 180 deg. There are two convex features‟ types based on the starting of the 
chain code (begins with odd or even chain code) as shown in Figure  4.10 (b). The 
window is then divided into four parts. Ten features are extracted, two from the overall 
window and eight from the window quadrants.  
 
  
(a) (b) 
Figure ‎4.10 (a)  Concave features. (b) Convex features. (As shown in [53]) 
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4.2.12 Box Counting Dimension 
Box Counting Dimension (BCD) is used to cover the aspects in two dimensional image 
(window) [30] as shown in Figure  4.11. With BCD, the window is divided into a set of 
boxes of size (20 pixels) [30]. Then, the total nunber of boxes that are not empty 
(contain texts) are counted and used as a feature. 
 
 
  
Figure ‎4.11 Box Counting Dimension  
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4.2.13 Log-Gabor based features 
Gabor is introduced by Dennis Gabor in 1946. Gabor filters have been used extensivley 
in image processing and texture analysis. It have been found To be approporiate due to: 
(1) Its ability to simulate the receptive fields of simple cells in visual cortex, (2) optimal 
in minimizing the joint two dimensional uncertainty in spatial and frequency that is 
suited for segemntation problems, (3) it is robust against noises since it works directly 
on graylevel images [55], [56], [57], [58]. Gabor filters have been used in many 
applications such as image representation, edge detection, texture segmentation, retina 
identification, and fractal dimension management [59].  
A two dimensional Gabor filter is a complex sinusoidal plane modulated by a Gaussian 
function in space domain [60]. Complex Gabor filter has real (even) and imaginary 
(odd) components representing orthognal direction in 2-D spatial domain [54].  Figure 
 4.12 shows the real and imaginary parts of a word image using Log-Gabor with 8 
orientations and 4 scales.  
The even and odd Gabor filters in the 2-dimensional spatial domain can be formaled as: 
ge ( x, y; λ  θ   
 
 
 
(
  
  
  
  
  
 )
cos (2  
 
 
)    (1) 
go ( x, y; λ  θ   
 
 
 
(
  
  
  
  
  
 )
sin (2  
 
 
)    (2) 
where λ is the Gabor filter wavelength, θ is the rotation angle of the Gaussian major axes 
and the plane wave,    and    define the spread of the Gaussian  window which control 
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the bandwidth of the filter (    λx and     λy). The filter orientations are calculated 
using 
  = 
   
 
  , k = {0, 1, …, n-1} 
where n is the number of used orientations. The responses of the filters in (1) and (2) to 
an image i(x,y) can be calculated with the convolution  
 
Ge ( x, y; λ,θ) = ge ( x, y; λ,θ) * i(x,y)     (3) 
Go ( x, y; λ,θ) = go ( x, y; λ,θ) * i(x,y)     (4) 
Ga ( x, y; λ,θ) = √         λ θ           λ θ     (5) 
 
where Ge is the even response of the filter, Go is the odd rsponse of the filter, and Ga is 
the amplitude response of the even and odd responses. To speed up the computation, we 
implemented the filter in the frequency domain to reduce the computation time as in 
[60]. In [60], the fourier transforms of the image and filter are computed using Fast 
Fourier Transform (FFT) and then maniplulated as shown in (6). 
 
Fourier transform of the filtered Image = FFT(image) × FFT (Filter) (6) 
 
Then, the response is computed by taking the inverse fourier transform of  the fourier 
transformed  convolved filtered resulted from (6) . 
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Filtered Image =       [Fourier transform of the filtered Image]   (7) 
 
Filter multi-fonts text images of different orientations and scales are tested. The best 
accuracy are achieved using 8 orientations (0, 22.5, 45, 67.5, 90, 112.5, 135, and 157.5) 
and 4 scales. We segmeted the filtered text image into 9 segments ( 3 × 3). This resulted 
in 8 × 4 × 3 × 3 × 2 = 576 features for 8 orienatations, 4 scales, 3 × 3 segements, using 
the mean and varience of each segment as features. 
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(a) 
 
(b) 
 
Figure ‎4.12 (a) Real part. (b) Imaginary part of Gabor transform image 
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4.3 Classification 
Nearest Neighbor (NN) Classifier is a simple classifier that is uesd to classify the tested 
images to a matched model (font). The nearest neighbor is computed using an Ecludian 
distance formula given by: 
Di = √∑           
 
    
where: 
 Di is the distance between the test sample feature vector and the feature 
vectors of all models. 
 n is the number of features 
 Tij is the j
th
 feature of the feature vector of model i. 
 Vj is the j
th
 feature of the feature vector of the currect test sample. 
4.4 Conclusion 
In this chapter, a noval approach is used to recognize Arabic fonts based on a set of 
features. In this technique, (632) features are extracted and used for Arabic font 
recognition.  (36) features are classical features that were modified for Arabic fonts 
recognition (viz. Curvature features (Concave and convex features), Direction, and 
Direction length features). (18) features are implemented from published work (viz. Box 
Counting Dimension (BCD), Center of gravity, Number of vertical and horizontal 
extrema, Number of black and white components, Smallest black component, and Log 
baseline position). (576) features are extracted using Log-Gabor features with 8 
orientations and 4 scales.  
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5 CHAPTER 5 
EXPERIMENTAL RESULTS 
Extensive experimentations are conducted to evaluate our features, features 
combinations...etc. This chapter addresses our experimentation results of Arabic font 
recognition. 
5.1 Introduction 
Several techniques have been developed over the last years for Arabic and Farsi fonts 
recognition. These techniques differ in the used features, classifiers, number of fonts, 
sizes, styles, and datasets (Chaker et al. [8]; Bataineh et al. [13], [14], [10]; Khosravi et 
al.[25]; Zahedi et al.[28]; Abuhaiba [29]; Slimane et al.[1]; Ben Moussa et al.[30]; 
Pourasad et al.[15], [16]; Imani et al.[39]; Borji et al.[17]). 
We conducted several experiments using APTI and K-AFD databases. APTI database 
consists of 10 fonts, 10 sizes, and 4 styles, whereas K-AFD consists of 20 fonts, 10 sizes, 
and 4 styles. 
We investigated  the best combination of features to use (viz. Curvature features -
Concave and convex features, Direction features, Direction length features, Box 
Counting Dimension (BCD) features, Center of gravity features, Number of vertical and 
horizontal extrema features, Number of black and white components features, Smallest 
black component features, and Log baseline position features). The best combination of 
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features resulted in 97.96% recognition on a dataset of 5 fonts, 2 sizes, and 1000 word 
samples for testing.  
Other experiments used Log-Gabor features. Log-Gabor feature is used with 8 
orientations and 4 scales. These were experimentally found to give best results. Using 
this technique, 98.22% recognition rate is obtained on a dataset of 20 fonts, 10 sizes, 4 
styles, using (131,127) line samples for testing.  
Other experiments have been conducted to analyze the grouping of similar fonts on the 
accuracy of font recognition systems. Finally, we compared our proposed technique with 
all published Arabic/Farsi font recognition techniques that we are aware of.  
This chapter is organized as follows: Section  5.2 summarizes the used databases, and 
features extraction and our evaluation are presented in Section  5.3. 
 
5.2 Databases 
Two different databases are used in our experiments (viz. APTI and K-AFD). APTI 
database consists of 10 fonts, 10 sizes, and 4 styles [1]. In our experimentations (100,000) 
and (188,838) word samples are used for training and (100,000) and (188,776) word 
samples are used for testing. 
The second database is K-AFD which is developed for this research. This database 
consists of (20) fonts, 10 sizes, and 4 styles. In our experimentation (198,907) line 
samples are used for training and (131,127) line samples are used for testing. 
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5.3 Features extraction and evaluation 
In this section we divided our features into two groups. Classical and modified features 
are set as one group and Log-Gabor features as a second group. We will address each 
group in the following sub-sections. 
 
5.3.1 Classical and modified features 
In our experiments, Curvature features (Concave and convex features), Direction 
features, Direction length features, Box Counting Dimension (BCD) features, Center of 
gravity features, Number of vertical and horizontal extrema features, Number of black 
and white components features, Smallest black component features, and Log baseline 
position features are extracted. These features formed a feature vector of 53 features.  
 
Table  5.1 shows the recognition rates of each feature independently and in groups of two 
features, three features, four features…etc. It shows that the Center of Gravity features 
have the highest recognition rate of (95.92%), whereas other features like Number of 
Black and White components features got the lowest recognition rate of (20.41%). In 
order to obtain the best feature combination, a forward search technique is used. Forward 
search technique starts by using one feature that has the highest accuracy then gradually 
add features if this addition improves the accuracy. Based on forward search, the Center 
of gravity feature is selected first due to its high accuracy. The highest recognition rate 
using two, three, and four features group is obtained using any feature with Center of 
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Gravity features (95.92%). The best recognition rate of (97.96%) is obtained using a 
combination of all features. We notice from Table  5.1 that some features are not suitable 
for font recognition like Number of vertical extrema, and Number of black and white 
Components because character may have the same feature value in the different fonts.  
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Table ‎5.1 Arabic font recognition accuracy of different features 
Feature type 
Number  
of features 
Features Recognition Rate 
1 2 Number of Black and White Components 20.41% 
2 10 Center of Gravity 95.92% 
3 1 Number of vertical extrema 20.41% 
4 1 Smallest black component 20.41% 
5 2 Log baseline and  Baseline vertical position 20.41% 
6 8 Direction (chain code) 39.18% 
7 8 Direction length 20.41% 
8 10 Concave curvature 59.18% 
9 10 Convex curvature 57.14% 
10 1 Box counting dimension  20.41% 
 12 1 and 2 95.92% 
3 1 and 3 22.45% 
16 6 and 7 57.63% 
12 2 and 5 95.92% 
20 8 and 9 59.18% 
5 1, 3, and 5 38.78% 
13 2, 3, and 5 95.92% 
11 1, 3, and 6 71.43% 
26 6, 7, and 8 57.14% 
22 5, 8, and 9  61.22% 
18 5, 6, and 7 61.22% 
13 1, 2, 3, and 5  95.92% 
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36 6, 7, 8, and 9 61.67% 
13 1, 3, 5, and 6 79.67% 
32 2, 5, 8, and 9 95.92% 
28 2, 5, 6, and 7 95.92% 
12 3, 5,4, and 6  81.63% 
53 All Features 97.96% 
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5.3.2 Log-Gabor features 
In our experiments we used 576 Log-Gabor features with 8 orientations and 4 scales. 
This number of orientations and scales are experimentally found to give the highest rates. 
Each image in this experiment is segmented into 9 segments (3 horizontal and 3 vertical) 
which resulted in 576 features ((8×4×3×3×2=576) for 8 orientations, 4 scales, 9 
segments, and variance and mean features). To evaluate these features, several 
experiments are conducted using APTI and K-AFD databases. 
 
5.3.2.1 Experimental results using APTI 
In our experiments we first extracted the Log-Gabor features from the image without 
segmenting the image into 9 segments. In these experiments we first used 64 Log-Gabor 
features ((8×4×2=64) for 8 orientations, 4 scales, and variance and mean features).  
APTI database consists of 10 fonts, 10 sizes, and 4 styles. In the first experiment, only 
two font sizes (6 and 24) are used with (188,838) and (188,776) word samples for 
training and testing, respectively. Using this dataset, a recognition rate of (98.943 %) is 
obtained as shown in Table  5.2. Based on analyzing the confusion matrix (Table  5.3), we 
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noticed that most of the misclassifications are between three fonts DecoType Naskh, 
DecoType Thuluth, and Diwani Letter. 
Based on this confusion matrix, we considered the three similar fonts (DecoType Naskh, 
DecoType Thuluth, and Diwani Letter) as one class. Using this grouping, a significant 
improvement of the recognition rate (99.91%) is achieved. Another experiment is 
conducted to identify the fonts of this class. In this experiment, DecoType Naskh, 
DecoType Thuluth, and Diwani Letter fonts were experimented with using (56,676) word 
samples for testing which resulted in 96.78% recognition rate using Nearest neighbor 
classifier and (96.5559%) using LSSVM classifier. We continued using Nearest neighbor 
classifier for all other experiments. Table  5.4 shows the confusion matrix of this 
experiment. We notice from this confusion matrix that most of the misclassifications are 
between DecoType Naskh and Diwani Letter fonts.  
In our further experimentations, we extended the number of font sizes to 10 and styles to 
4. A dataset of (100,000) and (100,000) samples are used for training and testing, 
respectively.  In this experiment, a recognition rate of (86.91%) is obtained. Based on 
analyzing the confusion matrix (Table  5.5), we observed that the similarity is between 
two sets of fonts. The first set consisting of (DecoType Naskh, DecoType Thuluth, and 
Traditional Arabic) and the second between Simplified Arabic and Arabic Transparent. 
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This similarity between the second set of fonts was also observed by Slimane et al.[1], so 
he considered them as a single font. Based on that and using the same dataset, we 
performed another experiment and considered each set as one class. This results in 7 font 
classes. In this experiment, (96.29%) recognition rate is obtained. Table  5.6  shows the 
confusion matrix of this experiment. In this confusion matrix, Arabic Transparent and 
Simplified Arabic fonts are grouped into one class (Class-1). Class-2 in this confusion 
matrix consists of DecoType Naskh, DecoType Thuluth, and Traditional Arabic fonts.  In 
addition, we notice from this confusion matrix that some fonts have a good 
discrimination like Andalus and Tahoma, whereas other fonts like Diwani Letter got 
more errors due to the similarity with other fonts. Table  5.2 shows the recognition rates 
of our experiments using APTI database. 
In another experiment we used 576 Log-Gabor features with 8 orientations and 4 scales. 
Each image in this experiment is segmented into 9 segments (3 horizontal and 3 vertical) 
which resulted in 576 features ((8×4×3×3×2=576) for 8 orientations, 4 scales, 9 
segments, and variance and mean features). In this experiment we used 10 fonts, two 
fonts sizes (6 and 24), and one style with (188,838) and (188,776) word samples for 
training and testing, respectively. In this experiment a recognition rate of (99.85%) is 
obtained without grouping similar fonts as shown in Table  5.2. The confusion matrix of 
this experiment is shown in Table  5.7.  
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Table ‎5.2 Log-Gabor experimental results using APTI database 
 
 
 
 
 
Experiment 
No 
Number of 
features 
Number of 
font classes 
Size Style 
Recognition 
rate 
Grouped fonts 
1 
64 
10 6, 24 Normal 98.94 % - 
2 64 3 6, 24 Normal 96.78% - 
3 64 10 6, 24 Normal 99.91% 
DecotypeNaskh 
DecotypeThulth 
Diwani Letter 
4 64 10 
6-7-8-9-
10-12-14-
16-18-24 
Normal, Bold, 
Italic, Bold 
Italic 
86.91% - 
5 64 7 
6-7-8-9-
10-12-14-
16-18-24 
Normal, Bold, 
Italic, Bold 
Italic 
96.29% 
DecotypeNaskh 
DecotypeThulth 
Traditional Arabic 
Simplified Arabic 
Arabic Transparent 
6 576 10 6, 24 Normal 99.85% - 
90 
 
Table ‎5.3 Confusion matrix of Log-Gabor experiment using sizes 6, 24 and Normal style of APTI database 
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1 Arabic Transparent 18852 13 0 0 0 0 2 1 0 0 99.915% 
2 Andalus 1 18867 0 0 0 0 0 0 0 0 99.995% 
3 Advertising Bold 0 0 18866 0 0 0 2 0 0 0 99.989% 
4 Diwani Letter 0 0 0 18503 144 0 0 0 245 0 97.941% 
5 DecoType Thuluth 0 0 0 119 18588 0 0 0 185 0 98.391% 
6 Simplified Arabic 0 0 0 4 0 18763 0 0 21 80 99.444% 
7 Tahoma 1 0 0 0 0 0 18867 0 0 0 99.995% 
8 Traditional Arabic 0 0 0 0 0 0 0 18868 0 0 100% 
9 DecoType Naskh 0 0 0 705 428 1 0 0 17740 18 93.902% 
10 M Unicode Sara 0 0 0 1 0 5 0 0 20 18866 99.862% 
Average 98.943% 
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Table ‎5.4 Confusion matrix  of similar fonts using sizes 6, 24 and Normal style of APTI database 
 
 
 
 
 
 
 
  
S.N Font Diwani Letter DecoType Thuluth DecoType Naskh Recognition rate 
1 Diwani Letter 18504 143 245 97.95% 
2 DecoType Thuluth 119 18588 185 98.39% 
3 DecoType Naskh 707 428 17757 93.99% 
Average 96.78% 
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Table ‎5.5 Confusion matrix of Log-Gabor experiment using APTI database with all sizes and styles 
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1 Arabic Transparent 6519 27 23 16 18 2933 63 304 75 22 65.19% 
2 Andalus 17 9888 6 1 3 17 19 7 7 35 98.88% 
3 Advertising Bold 20 0 9773 0 0 16 87 4 2 98 97.73% 
4 Diwani Letter 56 17 0 9587 83 29 6 129 68 25 95.87% 
5 DecoType Thuluth 16 36 0 45 9538 18 2 300 44 1 95.38% 
6 Simplified Arabic 4782 45 21 15 38 4620 53 353 57 16 46.2% 
7 Tahoma 23 14 34 2 3 16 9831 26 5 46 98.31% 
8 Traditional Arabic 248 8 5 63 294 180 49 8957 181 15 89.57% 
9 DecoType Naskh 211 35 11 141 273 158 56 567 8521 27 85.21% 
10 M Unicode Sara 25 66 71 8 1 25 93 16 12 9683 96.83% 
Average 86.917% 
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Table ‎5.6 Confusion matrix of Log-Gabor experiment after grouping similar fonts in APTI database 
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1 
Group-1 
 (Arabic Transparent and 
Simplified Arabic) 
18854 72 44 31 845 116 38 94.27% 
2 Andalus 34 9888 6 1 17 19 35 98.88% 
3 Advertising Bold 36 0 9773 0 6 87 98 97.73% 
4 Diwani Letter 85 17 0 9587 280 6 25 95.87% 
5 
Group-2  
(DecoType Thuluth, 
DecoType Naskh, and 
Traditional Arabic) 
831 79 16 249 28675 107 43 95.58% 
6 Tahoma 39 14 34 2 34 9831 46 98.31% 
7 M Unicode Sara 50 66 71 8 29 93 9683 96.83% 
Average 96.291% 
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Table ‎5.7 Confusion matrix of Log-Gabor experiment using (576) features with APTI database 
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1 Arabic Transparent 18840 1 3 0 0 0 3 21 0 0 99.85% 
2 Andalus 2 18865 1 0 0 0 0 0 0 0 99.98% 
3 Advertising Bold 1 0 18863 0 0 0 4 0 0 0 99.97% 
4 Diwani Letter 0 0 0 18880 6 0 0 0 5 1 99.94% 
5 DecoType Thuluth 0 0 0 4 18868 0 0 0 20 0 99.87% 
6 Simplified Arabic 0 0 0 4 2 18847 0 0 7 8 99.89% 
7 Tahoma 0 0 0 0 0 0 18867 1 0 0 99.99% 
8 Traditional Arabic 4 1 0 0 0 0 2 18861 0 0 99.96% 
9 DecoType Naskh 0 0 0 31 143 0 0 0 18704 14 99% 
10 M Unicode Sara 0 0 0 0 0 0 0 0 1 18891 99.99% 
Average 99.85% 
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5.3.2.2 Experiment results using K-AFD 
K-AFD database consists of 20 fonts, 10 sizes, and 4 styles. It is available in two forms 
(page and line). In our experiments using this database, we started by 10 fonts (viz. 
Courier New , DecoType Naskh, M Unicode sara, Segore UI,  Freehand, Kaleelah 
Regular, Arabswell , Diwani Letter, Al-Qairwan, and Al Mohand), with size of 8, and 
Normal style. A dataset of (2651) and (852) line samples are used for training and testing, 
respectively. Using this dataset, a recognition rate of 99.061% is obtained as shown in 
Table  5.8. The error rate is (0.939%). This may be attributed to the uniqueness of those 
fonts. In other experiments, we added 10 more fonts (viz. Times New Roman, Arial, 
Arial Unicode, Arabic Transparent, Simplified Arabic, Arabic Typesetting, Traditional 
Arabic, Microsoft Uighur, Motken Unicode, and Tahoma). Using a dataset of 20 fonts, 10 
sizes, 4 styles, 198, 907 line images for training, and 131,127 line images for testing, we 
obtained a recognition rate of (89.59%). We performed confusion matrix analysis (Table 
 5.9) and noticed that the misclassifications are mainly between the following fonts: 
1. Arial, Times New Roman, Simplified Arabic, and Arabic Transparent 
2. Arabic Typesetting, Traditional Arabic, and DecoType Naskh 
3. Tahoma and Arial Unicode 
As shown in Figure  5.1, these fonts cannot be easily distinguished by humans. 
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Based on the confusion matrix (Table  5.9), we grouped similar fonts into three font 
classes. The first class composes of Arial, Times New Roman, Simplified Arabic, and 
Arabic Transparent fonts; the second class consists of Arabic Typesetting, Traditional 
Arabic, and DecoType Naskh fonts; and third class consists of Tahoma and Arial 
Unicode fonts. Using these grouping, we performed a set of experiments on 14 font 
classes (20 fonts), with 10 sizes, and 4 styles. In this experiment a significant 
improvement in the recognition rate is achieved, leading to a recognition rate of 98.22%. 
Table  5.10 shows the confusion matrix of this experiment with grouping similar fonts. 
We notice from this confusion matrix that some fonts like M Unicode Sara and Diwani 
letter have high recognition rates, whereas other fonts like Al-Mohand and Microsoft 
Uighur have lower recognition rates due to the similarity to group-1 fonts. Table  5.8 
shows the recognition rates of our experiments using K-AFD. 
Our approach is compared with the published work on the number of fonts, sizes, styles, 
dataset size, and accuracy as shown in Table  5.11. Table  5.11 shows the evaluation 
Figure ‎5.1 Similarity between 4 fonts 
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attributes for each technique. Bataineh et al. in [14] and [10], Zahedi et al.[28], and Ben 
Moussa et al.[30] used only one font size and style, and limited dataset. In contrast, our 
approach used 20 fonts, 10 sizes, and 4 styles. Our results, although using the same 
database, cannot be accurately compared with Slimane et al.[1] as the used training and 
testing samples may not be the same. The database has 45,313,600 million images and 
researchers select their training and testing sets which normally much less than the 
database. Slimane et al.[1] selected 100,000 word images for training and 100,000 word 
images for testing and we used (100,000) and (188,838) word images for training and 
(100,000) and (188,776) word images for testing. 
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Table ‎5.8 Log-Gabor  experiment results using K-AFD 
Number of 
font classes 
Size Style Recognition rate 
10 8 Normal 99.061% 
20 
8, 9, 10, 11, 
12, 14, 16, 
18, 20, 24 
Normal, Bold, 
Italic, Bold Italic 
89.59% 
14 
8, 9, 10, 11, 
12, 14, 16, 
18, 20, 24 
Normal, Bold, 
Italic, Bold Italic 
98.2% 
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Table ‎5.9 Confusion matrix of Log_Gabor experiment using K-AFD database with 10 sizes and 4 styles  
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Courier New 7856 0 1 8 7 0 0 0 0 0 0 3 0 0 0 1 0 0 0 0 99.75% 
Deco Type Naskh 0 4465 0 1 2 1 0 1 6 2 0 129 2 5 63 2 3 1 0 7 95.20% 
M Unicode Sara 0 0 6318 0 0 1 0 0 0 3 0 0 0 0 0 1 0 0 1 0 99.91% 
Segore UI 10 0 2 6219 2 0 108 1 208 15 0 0 3 130 5 0 20 0 33 43 91.47% 
Traditional Arabic 5 11 5 35 5464 0 0 0 6 25 0 108 8 8 63 1 5 0 0 24 94.73% 
AGA Kaleelah Regular 0 0 1 0 0 4968 0 0 0 0 0 2 0 0 0 0 0 0 4 1 99.84% 
Arial Unicode MS 3 4 1 9 0 0 7278 1 0 3 1 0 0 1 25 1 0 0 130 3 97.56% 
Diwani Letter 1 0 0 1 0 1 0 4591 0 15 0 0 0 0 0 2 0 0 0 0 99.57% 
Times New Roman 0 0 2 42 3 0 3 0 4152 10 0 9 0 1960 4 1 769 0 1 311 57.13% 
Al-Mohand 10 24 3 5 4 19 5 0 9 6314 0 0 7 23 32 0 18 0 12 58 96.50% 
AL-Qairwan 0 0 0 0 0 0 0 0 0 2 6030 8 0 0 8 0 2 4 1 8 99.46% 
Arabic Typesetting 1 71 6 22 107 1 5 0 20 5 0 7153 3 12 65 7 12 0 2 16 95.27% 
Arabswell 0 0 8 6 8 2 0 0 3 41 0 1 5046 2 2 10 0 0 0 4 98.31% 
Arial 1 8 0 58 3 0 3 0 2550 40 1 3 3 3645 0 0 695 0 1 316 49.75% 
Microsoft Uighur 20 3 0 0 5 0 59 5 26 28 0 78 0 15 8515 0 18 0 0 54 96.48% 
Motken Unicode Ho 1 3 7 3 4 11 1 0 0 0 0 1 4 2 1 6074 0 5 1 0 99.28% 
Simplified Arabic 5 0 5 29 1 0 28 0 1429 30 0 5 2 868 17 8 2397 0 12 713 43.20% 
Freehand 0 0 0 1 0 10 14 0 0 0 1 0 0 1 1 1 0 6188 12 1 99.33% 
Tahoma 1 0 1 15 0 0 255 1 0 0 0 0 6 1 22 0 2 1 7348 2 95.99% 
Arabic Transparent 0 0 0 1 4 0 0 0 465 25 0 0 0 429 31 0 458 1 0 6990 83.17% 
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Table ‎5.10 Confusion matrix of Log-Gabor experiment using K-AFD database with 10 sizes and 4 styles after grouping similar fonts 
Font 
C
o
u
ri
er
 N
ew
 
M
 U
n
ic
o
d
e 
S
a
ra
 
S
eg
o
re
 U
I 
A
G
A
 K
a
le
el
a
h
 R
eg
u
la
r 
G
ro
u
p
-3
 
D
iw
a
n
i 
L
et
te
r 
A
l-
M
o
h
a
n
d
 
A
L
-Q
a
ir
w
a
n
 
G
ro
u
p
-2
 
A
ra
b
sw
el
l 
G
ro
u
p
-1
 
M
ic
ro
so
ft
 U
ig
h
u
r 
M
o
tk
en
 U
n
ic
o
d
e 
H
o
 
F
re
eh
a
n
d
 
R
ec
o
g
n
it
io
n
 r
a
te
 
Courier New 7856 1 8 0 0 0 0 0 10 0 0 0 1 0 99.27% 
M Unicode Sara 0 6318 0 1 1 0 3 0 0 0 0 0 1 0 99.91% 
Segore UI 10 2 6219 0 141 1 15 0 2 3 401 5 0 0 91.47% 
AGA Kaleelah Regular 0 1 0 4968 4 0 0 0 2 0 1 0 0 0 99.84% 
Group-3 4 2 24 0 15011 2 3 1 4 6 9 47 1 1 99.31% 
Diwani Letter 1 0 1 1 0 4591 15 0 0 0 0 0 2 0 99.57% 
Al-Mohand 10 3 5 19 17 0 6314 0 28 7 108 32 0 0 96.50% 
AL-Qairwan 0 0 0 0 1 0 2 6030 8 0 10 8 0 4 99.46% 
Group-2 6 11 58 2 7 1 32 0 17510 13 124 191 10 1 97.46% 
Arabswell 0 8 6 2 0 0 41 0 9 5046 9 2 10 0 98.31% 
Group-1 6 7 130 0 48 0 105 1 36 5 28147 52 9 1 98.60% 
Microsoft Uighur 20 0 0 0 59 5 28 0 86 0 113 8515 0 0 96.48% 
Motken Unicode Ho 1 7 3 11 2 0 0 0 8 4 2 1 6074 5 99.28% 
Freehand 0 0 1 10 26 0 0 1 0 0 2 1 1 6188 99.33% 
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Table ‎5.11 Comparison of Arabic font recognition techniques 
Authors Fonts sizes styles Database name 
Database 
level 
Training 
dataset 
Testing 
dataset 
Accuracy 
Bataineh et al.[14] 7 - - 
Authors data Block 
700 700 97.85% 
Zahedi et al.[28] 20 - - 
Khosravi and 
Kabir[25] 
Paragraph 20 75 100% 
Bataineh et al.[10] 7 - - Authors data Block 700 700 98.008% 
Slimane et al.[1] 10 10 4 APTI Word 100,000 100,000 99.1% 
Ben Moussa et al.[30] 10 - - ALPH-REGIM Paragraph 500 500 99.66% 
Our approach (Log-Gabor)-64 features 10 10 4 APTI Word 100,000 100,000 96.3% 
Our approach (Log-Gabor)-576 features 10 2 1 APTI Word 188,838 188, 776 99.85% 
Our approach (Log-Gabor)- 576 features 20 10 4 K-AFD Line 198,907 131,127 98.2% 
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5.4 Conclusions 
This chapter presented our experimental results. Several features are used (viz. Curvature 
features (Concave and convex features), Direction features, Direction length features, Box 
Counting Dimension (BCD) features, Center of gravity features, Number of vertical and 
horizontal extrema features, Number of black and white components features, Smallest 
black component features, Log baseline position feature, and Log-Gabor features). 
Nearest Neighbor classifier is used with the Euclidian distance measure. Two databases are 
used in the experiments APTI and K-AFD. A set of 20 fonts, 10 sizes, 4 styles, consisting 
of  (330,034) line samples of K-AFD database are used for analysis and experimentations.  
Several experiments are conducted to evaluate the extracted features. In addition using 
features combination resulted in 97.96% recognition rate for the best combination using 
five fonts, two sizes, and 1000 word images for testing. Other experiments are conducted to 
evaluate Log-Gabor features using APTI and K-AFD databases. In these experiments, Log-
Gabor is used with 8 orientations and 4 scales. In our experiments using APTI database, we 
used 64 and 576 Log-Gabor features. In our experiments using 64 Log-Gabor features with 
APTI database, a recognition rate of 98.94% is obtained in a dataset consists of 10 fonts, 
two sizes, one style and 188,776 word samples for testing. The error is resulted from the 
similarity between DecoType Naskh, DecoType Thuluth, and Diwani Letter fonts. 
Grouping these similar fonts into a single class improved the recognition rate to 99.9%. 
Then, we extended these experiments by adding all sizes and styles of APTI database. In 
these experiments 86.917% recognition rate is obtained. The error in these experiments is 
resulted due to the similarity between some fonts. Grouping similar fonts improved the 
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recognition rate to 96.3%. In other experiments a recognition rate of (99.85%) is obtained 
using 576 Log-Gabor features with 10 fonts, 2 sizes, one style, and (188,776) word samples 
of APTI database.  
Other experiments are conducted using K-AFD database. In these experiments we obtained 
a recognition rate of 99.06% with 10 fonts, size 8, and Normal style. Adding 10 more fonts 
resulted in 89.59% recognition rate in a dataset consists of 10 sizes, 4 styles, and 131,127 
line samples for testing. The error is resulted of the similarity between some fonts. 
Grouping similar fonts improved the recognition rate to 98.2% on a dataset consists of 20 
fonts, 10 sizes, 4 styles and 131,127 line samples for testing. 
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6 CHAPTER 6 
CONCLUSIONS 
 
 
In this chapter we summarize the contributions of the thesis. In addition, conclusions 
relevant to Arabic font recognition are discussed.  
In chapter 2, a comprehensive literature review for Arabic and Farsi font recognition 
techniques is presented. In this review, all preprocessing enhancements, extracted features, 
used classifiers are discussed. Accuracies of the surveyed techniques are also stated.  
Chapter 3 presents the design and implementation of our new benchmarking Arabic font 
database. It also presented a review of databases used in Arabic and Farsi fonts 
identification. In addition, it presented the design and implementation of King Fahd 
University Arabic Font Database (K-AFD). This database is of multi-resolution, multi-font, 
multi-size, and multi-style text. It consists of text at the page and line levels. K-AFD and 
other available databases are compared in chapter 3. 
 
Chapter 4 describes the several types of features used for Arabic fonts recognition. A noval 
approach to recognize Arabic fonts based on a set of features is described. In this 
technique, (632) features were extracted and used for Arabic font recognition.  (36) features 
are classical features that were modified for Arabic fonts recognition (viz. Curvature 
features (Concave and convex features), Direction, and Direction length features). (18) 
105 
 
features were implemented from published work (viz. Box Counting Dimension (BCD), 
Center of gravity, Number of vertical and horizontal extrema, Number of black and white 
components, Smallest black component, and Log baseline position). (576) features were 
extracted using Log-Gabor features with 8 orientations and 4 scales. 
 
In chapter 5, our experimental results are presented. Several experiments are conducted to 
evaluate our technique. Some experiments are conducted for identifying the best 
combination of features. Other experiments are conducted to evaluate Log-Gabor features. 
NN classifier provided the best accuracy of 98.2% on a K-AFD database. 
The main contributions of this thesis are:- 
 Literature survey of Arabic/Farsi fonts recognition. To our knowledge, no surveys on 
Arabic font recognition have been published. 
 Developing a new Arabic font database called King Fahd University Arabic Font 
Database (K-AFD). Since there is no database that contains large number of fonts, K-
AFD database includes 20 fonts, 10 sizes, 4 styles, 3 resolutions and 2 text forms (page 
and line). This database can be used by researchers for Arabic font Recognition. 
 Features extraction and selection. Several types of features are extracted for Arabic 
fonts recognition. Some features are classical features that are modified for Arabic fonts 
recognition like Curvature features, Direction and Direction length features. Other 
features are implemented for investigating the possibility of using them with other 
features, like Box Counting Dimension (BCD), Center of gravity, Number of vertical 
and horizontal extrema, Log-Gabor features. Several experiments are conducted to 
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choose the best combination of features and to compare our Arabic font recognition 
technique with other published work. 
 GUI prototype to enable easy experimentations using the different features. These 
prototype includes all our code  in this work. 
 Two journal publications, one in its final revision before submitting to a journal and the 
other will be prepared after completing the thesis. 
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