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Abstract
How much does having visual priors about the world
(e.g. the fact that the world is 3D) assist in learning to
perform downstream motor tasks (e.g. delivering a pack-
age)? We study this question by integrating a generic per-
ceptual skill set (e.g. a distance estimator, an edge detec-
tor, etc.) within a reinforcement learning framework—see
Fig. 1. This skill set (hereafter mid-level perception) pro-
vides the policy with a more processed state of the world
compared to raw images.
We find that using a mid-level perception confers sig-
nificant advantages over training end-to-end from scratch
(i.e. not leveraging priors) in navigation-oriented tasks.
Agents are able to generalize to situations where the from-
scratch approach fails and training becomes significantly
more sample efficient. However, we show that realizing
these gains requires careful selection of the mid-level per-
ceptual skills. Therefore, we refine our findings into an effi-
cient max-coverage feature set that can be adopted in lieu
of raw images. We perform our study in completely sepa-
rate buildings for training and testing and compare against
state-of-the-art feature learning methods and visually blind
baseline policies.
1. Introduction
The renaissance of deep reinforcement learning (RL)
started with the Atari DQN paper in which Mnih et al. [51]
demonstrated an RL agent that learned to play video games
directly from pixels. Levine et al. [45] adapted this ap-
proach to robotics by using RL for control from raw im-
ages—a technique commonly referred to as pixel-to-torque.
The premise of direct-from-pixel learning poses a number
of fundamental questions for computer vision: are percep-
tual priors about the world actually necessary for learning
to perform robotic tasks? and what is the value of com-
puter vision objectives, if all one needs from images can be
learned from scratch using raw pixels by RL?
While deep RL from pixels can learn arbitrary policies
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Figure 1. A mid-level perception in an end-to-end framework for
learning active robotic tasks. We systematically study if/how a set of
generic mid-level vision features can help with learning downstream ac-
tive tasks. Not incorporating such mid-level perception (i.e. bypassing
the red box) is equivalent to learning directly from raw pixels. We report
significant advantages in sample efficiency and generalization when using
mid-level perception.
in an elegant, end-to-end fashion, there are two phenom-
ena endemic to this paradigm: I. learning requires massive
amounts of data (large sample complexity), and II. the re-
sulting policies exhibit difficulties reproducing across en-
vironments with even modest visual differences (difficulty
with generalization). These two phenomena are characteris-
tic of a type of learning that is overly generic—in that it does
not make use of available valid assumptions. Some exam-
ples of valid assumptions include that the world is spatially
3D or that certain groupings (“objects”) behave together as
a single entity. These are facts about the world and are gen-
erally true. Incorporating them as priors could provide an
advantage over the assumption-free style of learning that al-
ways recovers the correct function when given infinite data
but struggles when given a limited number of samples [24].
In this paper, we show that including appropriate per-
ceptual priors can alleviate these two phenomena, improv-
ing generalization and sample efficiency. The goal of these
priors (more broadly, one of the primary goals of percep-
tion) is to provide an internal state that is an understandable
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representation of the world. In conventional computer vi-
sion, this involves defining a set of offline proxy problems
(e.g. object detection, depth estimation, etc.) and solv-
ing them independently of any ultimate downstream active
task [11, 4]. We study how such standard mid-level vision
tasks [59] and their associated features can be used with RL
frameworks in order to train effective visuomotor policies.
We distill our analysis into three questions: whether
these features could improve the: I. learning speed (answer:
yes), II. generalization to unseen test spaces (answer: yes),
and then III. whether a fixed feature could suffice or a set
of features is required for supporting arbitrary motor tasks
(answer: a set is essential).
Our findings assert that supporting downstream tasks re-
quires a set of visual features. Smaller sets are desirable for
both computational efficiency and practical data collection.
We put forth a simple and practical solver that takes a large
set of features and outputs a smaller feature subset that min-
imizes the worst-case distance between the selected subset
and the best-possible choice. The module can be adopted in
lieu of raw pixels to gain the advantages of mid-level vision.
This approach introduces visual biases in a completely
computational manner, and it is intermediate between ones
that learn everything (like pixel-to-torque) and those that
leverage fixed models (like classical robotics [69]). Our
study requires learning a visuomotor controller for which
we adopted RL—however any of the common alternatives
such as control theoretic methods would be viable choices
as well. In our experiments we use neural networks from
existing vision techniques [90, 93, 12, 86], trained on real
images for specific mid-level tasks. We use their internal
representations as the observation provided to the RL pol-
icy—we do not use synthetic data to train the visual estima-
tors and do not assume they are perfect. When appropriate,
we use statistical tests to answer our questions.
An interactive tool for comparing any trained policies
with videos and reward curves, trained models, and the code
are available at at http://perceptual.actor.
2. Related Work
Our study has connections to a broad set of topics, in-
cluding lifelong learning, un/self supervised learning, trans-
fer learning, reinforcement and imitation learning, control
theory, active vision and several others. We overview the
most relevant ones within constraints of space.
Offline Computer Vision encompasses the approaches
designed to solve various stand-alone vision tasks, e.g.
depth estimation [18, 43], object classification [42, 32], de-
tection [64, 25], segmentation [70, 30, 35], pose estima-
tion [92, 9, 87], etc. The approaches use various levels
of supervision [42, 55, 14, 7], but the common character-
istic shared across these methods is that they are offline (i.e.
trained and tested on prerecorded datasets) and evaluated
as a fixed pattern recognition problem. We study how such
methods can be plugged into a larger framework for solving
downstream active tasks.
Reinforcement Learning, [76, 50, 71, 45] and its vari-
ants like Meta-RL [20, 27, 54, 21, 40, 74, 17, 49] or its sis-
ter fields such as imitation learning [1, 26, 22, 89, 37, 63],
commonly focus on the last part of the end-to-end active
task pipeline: how to choose an action given a “state” from
the world. Improvements commonly target the learning al-
gorithm itself (e.g. PPO [67], Q-Learning [51], SAC [29],
et cetera), how to efficiently explore the state space [23, 58],
or how to balance exploration and exploitation [3, 5]. These
can be seen as users of our method as we essentially update
the input state from pixels (or single fixed features) to a set
of generic and presumably more effective vision features.
Representation/Feature Learning literature shares its
goal with our study: how to encode images in a way that
provides benefits over using just raw pixels. There has
been a remarkable amount of work in this area. They
leverage the data either by making some task-agnostic as-
sumption about the data distribution being simpler than
the raw pixels (unsupervised approaches like the autoen-
coder family [34, 83, 41, 48] and Generative Adversarial
Networks [77, 23, 57, 15]) or they exploit some known
structure (so-called self-supervised approaches [91, 56, 55,
72, 84, 52, 28, 74, 13, 61]). A common form of self-
supervision in active contexts leverages temporal informa-
tion to predict unseen observations [16, 58, 36, 82], or ac-
tions [94, 2, 58, 62]. Domain adaptive approaches learn fea-
tures that are task-relevant but domain agnostic [79, 65, 81,
75, 47, 60, 80, 6]. We show the appropriate choice of feature
depends fiercely on the final task. Solving multiple active
tasks therefore requires a set of features, consistent with re-
cent works in computer vision showing a no single visual
feature is the best transfer source for all vision tasks [90].
Robot Learning includes methods that leverage fixed
models and make hard choices (e.g. which objects are
where) [69] or model-free methods that learn everything
from scratch [46]. These approaches either make assump-
tions about the world or else require enormous amounts of
data, thus they typically work best when restricted to simple
domains unrepresentative of the real world (e.g. fixed table-
top domains). For single tasks, methods that leverage some
task-specific knowledge in learning have been shown to im-
prove performance [10, 88, 38] in realistic environments.
Cognitive Psychology studies [44, 73] suggest that one
mechanism for the flexible and sample efficient learning
of biological organisms is a universal and evolutionarily
ancient set of perceptual biases (such as an object-centric
world structure) that tilt learning towards useful visual ab-
stractions. In this paper, we are interesting in embedding a
set of perceptual biases into an active artificial agent via a
dictionary of mid-level visual features.
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Figure 2. Illustration of our approach. Left: Features warp the input distribution, potentially making the train and test distributions look more similar
to the agent. Middle: The learned features from fixed encoder networks are used as the state for training policies in RL. Right: Downstream tasks prefer
features which contain enough information to solve the task while remaining invariant to the changes in the input which are irrelevant for solving the tasks.
3. Methodology
Our study is focused on agents that maximize the reward
in unknown test settings. Our setup assumes access to a
set of features Φ = {φ1, . . . , φm}, where each feature is
a function that can be applied to raw sensory data: trans-
forming the training distribution (P) into Pφ , φ(P) and
transforming the test distribution (Q) into Qφ , φ(Q) (as
in Fig. 2, left). We examine whether this set can be used
to improve this test reward, both in terms of learning speed
and generalization (hypotheses I and II in Sec. 3.2).
Visual Features: Figure 2 shows how a proper feature
transforms the training distribution P into a feature space
Pφ so that the states at test-time appear similar to those seen
during training. In this way, using RL to maximize the train-
ing reward also improves the test-time performance, RQφ .
Although there are ways [78] to bound the test performance
in terms of the training performance and the shift between
the two distributions Pφ and Qφ, these bounds are loose in
practice and the question of when a feature is helpful re-
mains an empirical one.
3.1. Using Mid-Level Vision for Active Tasks
How might we use mid-level perception to support a
downstream task? Our mid-level features come from a set
of neural networks that were each trained, offline, for a spe-
cific mid-level visual task (precisely, 20 networks from [90]
– see Fig. 3). We freeze each encoder’s weights and use
the network (φ) to transform each observed image ot into
a summary statistic φ(ot) that we feed to the agent. Dur-
ing training, only the agent policy is updated (as shown in
Fig. 2, center). Freezing the encoder networks has the ad-
vantage that we can reuse the same features for new active
tasks without degrading the performance of already-learned
policies.
3.2. Core Questions
The following section details our three core hypotheses
relating features to agent performance.
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Figure 3. Mid-level vision tasks. Sample outputs from the vision net-
works (from Taskonomy [90] tested on an input from Gibson environ-
ment [86]). See more frame-by-frame results on the website.
Hypothesis I: Sample Efficiency: Does mid-level vision
provide an advantage in terms of sample efficiency when
learning an active task? We examine whether an agent
equipped with mid-level vision can learn faster than a
comparable agent with vision but no visual priors about the
world—in other words, an agent learning tabula rasa.
Hypothesis II: Generalization: Can agents using mid-
level vision generalize better to unseen spaces? If mid-
level perception transforms images into standardized encod-
ings that are less environment-specific (Fig. 2, left), then we
should expect that agents using these encodings will learn
policies that are more robust to differences between the
training and testing environments. We evaluate this in HII
by testing which (if any) of the m feature-based agents out-
perform tabula rasa learning in unseen test environments:
3
m∨
i=1
(
RQφi > RQ
)
,
and correcting for multiple hypothesis testing.
Hypothesis III: Single Feature or Feature Set: Can a sin-
gle feature support all downstream tasks? Or is a set of
features required for gaining the feature benefits on arbi-
trary active tasks? We demonstrate that no feature is uni-
versal and can outperform all other features regardless of
the downstream activity (represented in the right subplot
of Fig. 2). We show this by demonstrating cases of rank-
reversal—when the ideal features for one task are non-ideal
for another task (and vice-versa):(
RTQφ > R
T
Qφ′
) ∧ (RT ′Qφ′ > RT ′Qφ),
for tasks T and T ′ with best features φ and φ′, respectively.
For instance, we find with high confidence that depth es-
timation features perform well for visual exploration and
object classification for target-driven navigation, but neither
do well vice-versa.
3.3. A Covering Set for Mid-Level Perception
Employing a larger feature set maximizes the change of
having the feature proper for the downstream task available.
However, a compact set is desirable since agents using a
larger set need more data to train—for the same reason that
training from raw pixels requires many samples. Therefore,
we propose a Max-Coverage Feature Selector that curates
a compact subset of features to ensure the ideal feature (en-
coder choice) is never too far away from one in the set.
The question now becomes how to find the best compact
set, shown in Figure 4. With a measure of distance between
features, we can explicitly minimize the worst-case distance
between the best feature and our selected subset (the per-
ceptual risk by finding a subset Xδ ⊆ Φ = {φ1, ..., φm} of
size |Xδ| ≤ k that is a δ-cover of Φ with the smallest possi-
ble δ. This is illustrated with a set of size 7 in Figure 4.
The task taxonomy method [90] defines exactly such a
distance: a measure between perceptual tasks. Moreover,
this measure is predictive of (indeed, derived from) transfer
performance. Using this distance, minimizing worst-case
transfer (perceptual risk) can be formulated as a sequence
of Boolean Integer Programs (BIPs)1 parameterized by a
boolean vector x indicating which features should be in-
cluded in the set.
minimize: 1Tx,
subject to: Ax  δ and x ∈ {0, 1}m.
1For ease of exposition we present a simplified version in the main
paper. The full version is similar, but also accounts for feature interactions.
See the supplementary material.
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Figure 4. Geometry of the feature set. We select a covering set of fea-
tures that minimizes the worst-case distance between the subset and the
ideal task feature. By Hypothesis III, no single feature will suffice and a
set is required. okay.
Where A is the adjacency matrix of feature distances. That
is, the element aij is the distance from feature i to j. This
BIP can be solved in under a second.
The above program finds the minimum covering set for
any δ. Since there are only m2 distances, we can find
the minimum δ with binary search, by solving O(log(m))
BIPs. This takes under 5 seconds and the final boolean vec-
tor x specifies the feature set of size k that minimizes per-
ceptual risk.
4. Experiments
In this section we describe our experimental setup and
present the results from our hypothesis tests and selection
module. With 20 vision features and 4 baselines, our ap-
proach leads to training between 3-8 seeds per scenario in
order to control the false discovery rate [8]. The total num-
ber of policies used in the study is about 800 which took
109,639 GPU-hours to train and evaluate.
4.1. Experimental Setup
Environments: We use the Gibson environment [86]
which is designed to be perceptually similar to the real
world. Training in the real world is difficult due to the
intrinsic complexity and reproducibility issues, but Gibson
reasonably captures the inherent complexity by virtualiz-
ing real buildings and is reproducible. Gibson is also inte-
grated with the PyBullet physics engine which uses a fast
collision-handling system to simulate dynamics. We per-
form our study in Gibson but provide a video of the trained
policies tested on real robots in the supplementary material.
Train/Test Split: We train and test our agents in two
disjoint sets of buildings (Fig. 5). The test buildings are dif-
ferent and completely unseen during training The training
space for the visual navigation task covers 40.2m2 (square
meters) and the testing space covers 415.6m2. For local
planning and exploration, the train and test spaces cover
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Figure 5. Visualization of training and test buildings from Gibson database [86]. The training space (on the left, highlighted in red and zoomed) and
the testing spaces (remaining on the right). Actual sample observations from agents virtualized in Gibson [86] are shown in the bottom of each box. Results
of training and testing in more spaces is provided in the supplementary material.
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Figure 6. Active task definitions. Visual descriptions of the selected
active tasks and their implementations in Gibson. Additional observations
besides the RGB image are shown in the top row. Note that exploration
uses only the revealed occupancy grid and no actual mesh boundaries.
154.9m2 and 1270.1m2.
4.1.1 Downstream Active Tasks
In order to test our hypotheses, we sample a few practically
useful active tasks: navigation to a visual target, visual ex-
ploration, and local planning; depicted in Figure 6 and de-
scribed below.
Navigation to a Visual Target: In this scenario the agent must
locate a specific target object (a wooden crate) as fast as pos-
sible with only sparse rewards. Upon touching the target there
is a large one-time positive reward (+10) and the episode ends.
Otherwise there is a small penalty (-0.025) for living. The target
looks the same between episodes although the location and ori-
entation of both the agent and target are randomized according
to a uniform distribution over a predefined boundary within the
floor plan of the space. The agent must learn to identify the tar-
get during the course of training. The maximum episode length
is 400 timesteps and the shortest path averages around 30 steps.
Visual Exploration: The agent must visit as many new parts of
the space as quickly as possible. The environment is partitioned
into small occupancy cells which the agent “unlocks” by scan-
ning with a myopic laser range scanner. This scanner reveals
the area directly in front of the agent for up to 1.5 meters. The
reward at each timestep is proportional to the number of newly
revealed cells. The episode ends after 1000 timesteps.
Local Planning: The agent must direct itself to a given nonvisual
target destination (specified using coordinates) using visual in-
puts, avoid obstacles and walls as it navigates to the target. This
task is useful for the practical skill of local planning, where an
agent must traverse sparse waypoints along a desired path. The
agent receives dense positive reward proportional to the progress
it makes (in Euclidean distance) toward the goal, and is penal-
ized for colliding with walls and objects. There is also a small
negative reward for living as in visual navigation. The maximum
episode length is 400 timesteps, and the target distance is sam-
pled from a Gaussian distribution, N (µ = 5 meters, σ2 = 2 m).
Observation Space: In all tasks, the observation space
contains the RGB image and the minimum amount of side
information needed to feasibly learn the task (Fig. 6). Un-
like the common practice, we do not include proprioception
information such as the agent’s joint positions or velocities
or any other side information that could be useful, but is not
essential to solving the task. We defer the details of each
task’s observation space to the supplementary material.
Action Space: We assume a low-level controller for
robot actuation, enabling a high-level action space of
A = {turn left, turn right, move forward}.
Detailed specifications can be found in the supplementary
material.
4.1.2 Mid-Level Features
For our experiments, we used representations derived from
one of 20 different computer vision tasks (see Fig. 3). This
set covers various common modes of computer vision tasks:
from texture-based (e.g. denoising), to 3D pixel-level (e.g.
depth estimation), to low-dimensional geometry (e.g. room
layout), to semantic tasks (e.g. object classification).
We used the networks of [90] trained on a dataset of 4
million static images in of indoor scenes [90]. Each net-
work encoder consists of a ResNet-50 [31] without a global
average-pooling layer. This preserves spatial information
in the image. The feature networks were all trained using
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Figure 7. Sample efficiency of feature-based agents. Average rewards
in the test environment for features and scratch. Feature-based policies
learn notably faster.
identical hyperparameters. For a full list of vision tasks,
their descriptions, and sample videos of the networks eval-
uated in our environments, please see the website.
4.1.3 Reinforcement Learning Algorithm
In all experiments we use the common Proximal Policy Op-
timization (PPO) [67] algorithm with Generalized Advan-
tage Estimation [66]. Due to the computational load of ren-
dering perceptually realistic images in Gibson we are only
able to use a single rollout worker and we therefore decorre-
late our batches using experience replay and off-policy vari-
ant of PPO. The formulation is similar to Actor-Critic with
Experience Replay (ACER) [85] in that full trajectories are
sampled from the replay buffer and reweighted using the
first-order approximation for importance sampling. We in-
clude the full formulation, full experimental details, as well
as all network architectures in the supplementary material.
For each task and each environment we conduct a hy-
perparameter search optimized for the scratch baseline (see
section 4.2). We then fix this setting and reuse it for every
feature. This setup favors scratch and other baselines that
use the same architecture, yet the features outperform them.
4.2. Baselines
We include several control groups as baselines which ad-
dress possible confounding factors:
Tabula Rasa (Scratch) Learning: The most common approach,
tabula rasa learning trains the agent from scratch. In this condi-
tion (sometimes called scratch), the agent receives the raw RGB
image as input and uses a randomly initialized AtariNet [51]
tower.
Blind Intelligent Actor: The blind baseline is the same as tab-
ula rasa except that the visual input is a fixed image and does
not depend on the state of the environment. A blind agent in-
dicates how much performance can be squeezed out of the non-
visual biases, correlations, and overall structure of the environ-
ment. For instance, in a narrow straight corridor which leads
the agent to the target, there should be a small performance gap
between sighted and blind. The blind agent is a particularly in-
formative and crucial baseline.
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Figure 8. Agent trajectories in test environment. Left: The scratch
policy fails to generalize, inefficiently wandering around the test space.
Center: The policy trained with object classification recognizes and con-
verges on the navigation target (boxed), but fails to cover the entire space in
exploration. Right: Distance estimation features only help the agent cover
nearly the entire space in exploration (boxed), but fail in navigation unless
the agent is nearly on top of the target. Visualizations from all features on
all tasks are available on the website.
Random Nonlinear Projections: this is identical to using mid-
level features, except that the encoder network is randomly ini-
tialized and then frozen. The policy then learns on top of this
fixed nonlinear projection.
Pixels as Features: this is identical to using mid-level features,
except that we downsample the input image to the same size as
the features (16×16) and use it as the feature. This addresses
whether the feature readout network could be an improvement
over AtariNet which is used for scratch for tractability.
Random Actions: uniformly randomly samples from the action
space. If random actions perform well then the there is not much
to be gained from learning.
State-of-the-Art Feature Learning: offers a comparison of
mid-level visual features against several other (not necessarily
vision-centric) approaches. We compare against several state-
of-the-art feature methods, including dynamic modeling [53, 68,
36], curiosity [58], DARLA [33], and ImageNet pretraining [42],
enumerated in Figure 10.
4.2.1 Quantification
RL results are typically communicated in terms of absolute
reward. However, absolute reward values are uncalibrated
and a high value for one task is not necessarily impressive
in another. One way to calibrate rewards according to task
difficulty is by comparing to a control that cannot access the
state of the environment. Therefore, we propose the reward
relative to blind:
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Figure 9. Mid-level feature generalization. The curve plots above show training and test performance of scratch vs. best features throughout training.
For all tasks there is a significant gap between train/test performance for scratch, and a much smaller one for the best feature. Note that feature-based agents
generalize well while scratch does not. This underscors the importance of separating the train and test environment in RL. The bar charts show agent
performance in the test environment. Agents significantly better than scratch are shown in red.2
RRblind =
rtreatment − rmin
rblind − rmin (1)
as a calibrated quantification. A blind agent always
achieves a relative reward of 1, while a score > 1 indicates
a relative improvement and score < 1 indicates this agent
performs worse than a blind agent. We find this quantifica-
tion particularly meaningful since we found agents trained
from scratch often memorize the training environment, per-
forming no better than blind in the test setting (see Fig. 9).
We provide the raw reward curves in the supplementary ma-
terial for completeness.
4.3. Experimental results on hypothesis testing I-III
In this section we report our findings on the effect of mid-
level representations on sample efficiency and generaliza-
tion. All results are evaluated in the test environment with
multiple random seeds, unless otherwise explicitly stated.
When we use a significance test we opt for a nonparametric
approach, sacrificing statistical power to eliminate assump-
tions on the relevant distributions2.
4.3.1 Hypothesis I: Sample Complexity Results
We find that for each of our active tasks, several feature-
based agents learn significantly faster than scratch. We
evaluated twenty different features against the four control
groups on each of our tasks: visual-target navigation, vi-
sual exploration, and local planning. Evaluation curves for
the five top-performing features appear in Figure 7. Ran-
domly sampled trajectories in Figure 8 highlight how agents
trained using features have qualitatively different perfor-
mance than agents trained tabula rasa.
4.3.2 Hypothesis II: Generalization Results
We find that for each of our tasks, several feature-based
agent achieved higher final performance than policies
2We use the nonparametric Mann-Whitney U test, correcting for multi-
ple comparisons by controlling the False Discovery Rate (Q = 20%) with
Benjamini-Hochberg [8].
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Figure 10. Comparison between our mid-level vision and state-of-the-
art feature learning methods. The vertical axis shows the achieved re-
ward. Note the large gap between mid-level features and the alternatives.
trained tabula rasa. We explore conditions when this may
not hold in Section 4.5.
Large-Scale Analysis: On each task, some features out-
perform tabula rasa learning. Figure 9 shows features that
outperform scratch and those that do so with high confi-
dence are highlighted in red. Significance tests2 reveal that
the probability of so many results being due to noise is
< 0.002 per task (< 10−6 after the analysis in Sec. 4.3.3).
Mind the Gap: All agents exhibited some gap be-
tween training and test performance, but agents trained from
scratch seem to overfit completely—rarely doing better than
blind agents in the test environment. The plots in Fig-
ure 9 show representative examples of this disparity over
the course of training. Similarly, some common features
like Autoencoders and VAEs have strong training curves that
belie exceptionally weak test-time performance.
4.3.3 Hypothesis III: Rank Reversal Results
We found that there may not be one or two single features
that consistently outperform all others. Instead, the choice
of pretrained features should depend upon the downstream
task. This experiment demonstrates this dependence by ex-
hibiting a case of rank reversal.
Case Study: The top-performing exploration agent used
Distance Estimation features, perhaps because an effective
explorer needs to identify doorways to new, open spaces. In
contrast, the top navigation agent used Object Classification
features—ostensibly because the agent needs to identify the
target crate. Despite being top of their class on their pre-
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Feature Rank Tradeoff Pairwise Significance Tests
Superior Navigation Superior Exploration
Obj. Cls. 3D Keypoints
Sem. Segm.
Reshading
Scene 
Cls.
Distance
Obj. Cls. 3D Keypoints
Sem. Segm.
Reshading
Scene 
Cls.
Distance
Figure 11. Rank reversal in visual tasks and absence of universal fea-
tures. Right: Scatter plot showing feature ranks in navigation (x-axis)
and exploration (y-axis). The fact that there is no feature on the bottom
left corner (marked with the red triangle) indicates there was no univer-
sal feature. In fact, there is no almost universal feature, and maximizing
F-score requires giving up 3-4 ranks for each task. Left: 60 pairwise sig-
nificance tests between the three best features on each task quantify this
result. Arrows represent a significant result and they point towards the fea-
ture that performed better on the downstream task. Heavier arrows denote
higher significance (lower α-level). Lack of an arrow indicates that per-
formances were statistically indistinguishable. The essentially complete
bipartite structure in the graphs shows that navigation is characteristically
semantic while exploration is geometric.
ferred tasks, neither feature performed particularly well on
the other task. This result was statistically significant (in
both directions) at the α = 0.0005 level. Fig. 8 visualizes
these difference by plotting randomly sampled agent trajec-
tories in a test environment.
Ubiquity of Rank Reversal: The trend of rank reversal
appears to be a widespread phenomenon. Fig. 11 shows the
results from sixty pairwise significance tests, revealing that
semantic features are useful for navigation while geomet-
ric features are useful for exploration, and that the seman-
tic/geometric distinction is highly predictive of final perfor-
mance. Figure 10 shows that state-of-the-art representation
learning methods ares similarly task-specific, but the best
feature outperforms them by a large margin.
4.4. Max-Coverage Feature Set Analysis
The solver described in Section 3.3 outputs a set that uni-
fies several useful mid-level vision tasks without sacrificing
generality. The experimental results in terms of achieved
reward by each feature set (with size k = 1 to 4) is reported
in Figure 12.
Performance: With only k =4 features, our Max-Coverage
Feature Set is able to nearly match or exceed the perfor-
mance of the best task-specific feature—even though this
set is agnostic to our choice of active tasks.
Sample Efficiency: Due to a larger input space and a larger
architecture, we expected worse sample efficiency com-
pared to the best single-feature policy. However, we did
not find a noticeable difference.
Practicality: This module is able to combine structured
sources of information into a compressed representation for
use with RL. By simply replacing the raw pixel observation
with our max-coverage feature set, practitioners can gain
Feature Set Progression
1 2 3 4
Best

Task-Specific 
Feature
Scratch2D Seg.
2.5D Seg.
2D Edges

Reshade

Curvature
Surface Normals

2D Keypoints

2D Seg.

Semantic Seg.

Relative Reward vs. Blind
Visual 
Exploration
Local 
Planning
Visual-Target 
Navigation
Autoencoder
Figure 12. Evaluation of max-coverage feature sets. The reward (rela-
tive to blind) is shown in each box. The left four columns show the perfor-
mance of the agents trained with the max-coverage feature set, as the set
size increases from k=1 to 4. The two right columns are baselines. The
baselines are trained for longer so that all policies in this figure saw the
same amount of data.
the benefits of mid-level vision. The structure also lends
itself well to model-parallelism on modern computational
architectures.
4.5. Universality Experiments
4.5.1 Universality in Additional Buildings
We repeated our testing in 9 other buildings to account for
the possibility that our main test building is anomalous in
some way. We found that the reward in our main test build-
ing and in the 9 other buildings was extremely strongly cor-
related with a Spearman’s ρ of 0.93 for navigation and 0.85
for exploration. Full experimental setup and results are in-
cluded in the supplementary material.
4.5.2 Universality in Additional Simulators
To evaluate whether our findings are an artifact of the Gib-
son environment, we tested in an additional environment by
implementing navigation and exploration in a second 3D
simulator, VizDoom [39]. We found that features which
perform well in Gibson also tend to perform well in Viz-
Doom. We also replicated our rank reversal findings (with
high confidence), including the geometric/semantic distinc-
tion for exploration/navigation and the lack of a universal
feature. Here, too, maximizing the combined score requires
choosing the third- or fourth-best feature for any given task.
In addition, only feature-based agents were able to gen-
eralize without texture randomization during training. Once
we added in randomized training textures that resembled the
test textures (in effect, making P and Q more similar), this
distinction disappeared. Our findings do not contradict the
general usefulness of RL in the limit of infinite and varied
data. Rather, they indicate that to use RL in the (real) world
of limited data, we need to introduce learning biases that
put their thumb on the scale. The complete VizDoom uni-
versality experiments, as well as relevant plots, detailed de-
scriptions of task implementations, and train/test splits are
in the supplementary material.
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5. Conclusion and Limitations
This paper presented an approach for using visual biases
to learn robotic policies and demonstrated its utility in pro-
viding learning biases that improve generalization and re-
duce sample complexity. We showed that the correct choice
of feature depends on the downstream task, and used this
fact to refine and generalize our approach: introducing a
principled method for selecting a general-purpose feature
set. The solver-selected feature sets outperformed state-of-
the-art pretraining methods and used at least an order of
magnitude less data than learning from scratch—while si-
multaneously achieving higher final performance.
A great deal of additional research is possible along this
direction. The relationship between visual biases and ac-
tive tasks is itself an interesting object of study, and a better
understanding of these dynamics could lead to more gen-
eral visual abstractions, as well as ones that are explicitly
adapt to specific downstream tasks. In this work, we made
a number of simplifying assumptions that are worth noting:
Locomotive Tasks: Our selection of active tasks was pri-
marily oriented around locomotion. Though locomotion is
a significant enough problem, our study does not necessar-
ily convey conclusions about mid-level vision’s utility on
other important active tasks, such as manipulation.
Model Dependence: We adopted neural networks as
our function class. Though we validated the stability of
our findings on additional environments and against several
tasks, in principle our findings could be different if we used
another model such as nearest neighbors.
Reinforcement Learning: Given that we used RL as our
experimental platform, our findings are enveloped by the
limitations of existing RL methods, e.g. difficulties in long-
range exploration or credit assignment with sparse rewards.
Lack of Guarantees: Our approach is primarily empiri-
cal. Our measures of agent success and perceptual distance
were both derived from experimental results. Successfully
predicting agent performance in a test setting would be im-
portant for safely deploying robots in a new environment.
Limited Representation Set: We used a fixed set of mid-
level features, and the best-performing feature necessarily
depends on the choice of this set. In addition, we froze
the feature weights, limiting how expressive a feature-based
policy could possibly be. Relaxing this constraint could im-
prove the worst-case performance to be similar to that of
tabula rasa learning.
Lifelong Learning: Our mid-level feature set is fixed.
How to continually update the visual estimators and how
to incrementally expand the dictionary are important future
research questions.
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