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Abstract: The effect of the local approximation error on the stepsize control at one-step methods, which are used for 
the numerical solution of delay differential equations, are considered. It is shown, how to get a reliable estimate for the 
local error and so a working stepsize control by using a pair of formulae. 
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1. Introduction 
This paper deals with the stepsize control for one-step methods used for the numerical 
solution of problems of type (1). 
The delay differential equation, the initial function and the initial condition are given in the 
form 
y’(t) =f(& _Y(& YO - a)), t E It,, fE] 3 
_&d ‘Yo, (1) 
_Y(~>=~(~>, t,--a=Gt<to, 
where (Y is a positive constant and y, f and I$ are n-vector-valued functions. The initial function 
+(t) is assumed to be piecewise continuous in [to - a, to] and f to be differentiable in [to, tn] (at 
t, the left-hand and at t, the right-hand limit of the derivative is considered). 
2. Stepsize estimation for the Runge rule of thumb 
In [2] Arndt gives an example, at which the estimation of 
thumb (= one “rough-step” with stepsize h, two “fine-steps” 
of the two approximations) fails. 
The problem is 
y’(t) =_Y(t - l), t 2 0, 
J+)=l, t<o. 
the error with the Runge rule of 
with stepsize Sh and comparison 
(2) 
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It shall be numerically solved by a Runge-Kutta method of the order p = 4 together with 
Herr&e-interpolation of degree 3 (see also [lo]). 
The Runge rule of thumb shall be used to estimate the local error and so to control the 
stepsize. 
In the interval [L - 1, I] the exact solution of this example is a polynomial of degree I, 
I= l(l)co. 
The Runge-Kutta method integrates polynomials of degree < 3 exactly; the interpolation is 
also exact for such polynomials, therefore the numerical solution of (2) is identical with the exact 
one in the interval [O, 31 (rounding-errors won’t be considered in this paper). That’s why one gets 
in this interval always h = h,, = 1 for the stepsize h; h > 1 is forbidden, because otherwise one 
has to integrate over discontinuities (jumping points) of higher derivatives of y(t) (see [3]). 
In the interval [3, 41 the situation is as follows: y’(t) = y( t - 1) = u3(s), with s = t - 1 and 
u3(s) is the interpolating polynomial in the interval [2, 31. From this, it follows that the 
Runge-Kutta method integrates u3(s) exactly, because z+(s) is a polynomial of degree 3. 
u3(s) is continued in the interval [3, 41 by a polynomial ~~(3) of degree 3. With the control 
step with ih one receives, because of the exact integration of u3(s), the same continuation uq(s) 
in the interval [3, 41 as with the stepsize h. From this it follows that 
and therefore the stepsize for the next step will be set again equal to 1. So in the interval [3, 41 
the numerical solution is represented by a polynomial of degree 3, whereas the exact solution is a 
polynomial of degree 4. But the stepsize is, uninfluenced by this, equal to h,, by all accuracy 
requirements (tolerances) TOL. 
This process continues, in the interval [1 - 1, I] the numerical solution is represented by a 
polynomial of degree 3, I= 3(1)00. 
Because U/(S) is independent of TOL, { u,};“=~ converges for TOL + 0 in the interval [to, tE], 
but for t, > 3 not to the exact solution. The reason of this is, that the local error, which occurs by 
the numerical solution of delay differential equations, consists of the local integration error and 
the local approximation (interpolation) error. But the last one isn’t considered by the stepsize 
control. 
3. Stepsize estimation for m-methods 
Much more elegant than with the Runge rule of thumb the local truncation error may be 
estimated with a pair of formulae; this idea goes back to Fehlberg (see, e.g., [5]). Instead of one 
Runge-Kutta method of the order p we use here a basis method of order p and a control 
method of order p + 1, well-known representatives are the Runge-Kutta-Fehlberg methods (see 
[5]). yh( t,) shall be computed with the basis method and jh( t,) with the control method. Then 
the difference EST = ]I jh( t,) - y,,( t,) 11 is an estimation of the local truncation error and with 
this we can control the stepsize. 
To use such a pair of formulae for solving a retarded initial-value problem of the form (l), we 
still need an approximation W, for the delay term y( t - a). 
The order of a such constructed method gives Theorem 1 (see also [l]). We consider the step 
from t, to t,+l, i.e., for I = O(l)j y(“( t ) h , , i = 0( l)m, is already computed. 
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Theorem 1. Let the one-step method @ have the order of consistence 0( hPtl), let the approxima- 
tion formula H4 have the degree q - 1 and satisfy 
II H,(t, y/J - HJt, .KJ II G L. y” II J%(4) -31h(t,) II 
for t < t, + d, for a suitable d > 0 and 0 < i < 00 (compare with [9, p. 136]), where { t,}{=, are 
the approximation nodes and y,, j$, are two appropriate sets of values. 
Let f and 4 be sufficiently differentiable and let the one-step method, which is constructed of @ 
and H,, sati& a Lipschitz-condition in both variables. Then this method has the global order of 
convergence 0( h”), s = min( p, q). 
Proof. See [3, Theorem 11.2.21. 0 
If we choose the approximating formula suitable to the control formula, according to Theorem 
1, the error mentioned above cannot occur. Because now the integration error of the basis 
formula is first unequal to 0, but this one, respectively the estimation, is considered in the 
stepsize control and so the method converges for TOL + 0 to the exact solution. 
In [7,8] Oberle and Pesch describe the method RKFR4, which works with a 
Runge-Kutta-Fehlberg method of order 4(5) and Hermite-interpolation relative to y and y’, for 
solving delay differential equations. According to Theorem 1, the degree of the Hermite-inter- 
polating polynomial has to be greater than or equal to 3, to preserve the order of the basis 
formula, i.e., we need at least k = 2 nodes. 
In [8, p. 161 it is said, that the choice of a minimal number of nodes is in general not optimal 
with regard to the computing-time and the accuracy. 
One reason for this are the facts mentioned above. If we use an interpolating polynomial of 
degree 3, the calculation is exact until t = 3. In the interval [3, 41 y’ is a polynomial of degree 3, 
which the basis formula as well as the control formula exactly integrates. Hence, the estimation 
EST of the local integration error is 0. In the interval [3, 41 the numerical solution is now 
continued by the interpolating polynomial of degree 3, but the exact solution is a polynomial of 
degree 4. This proceeds in all of the following intervals, EST is always equal to 0 and so the 
chosen stepsize is always h max, independent of the required accuracy TOL. 
If we use instead an interpolating polynomial of degree greater than or equal to 4, i.e., one fits 
the degree to the control formula, the calculation is exact up to t = 4. 
In the interval [4, 51 y’ is a polynomial of degree 4, which is exactly represented by H,. But 
the basis method integrates exactly only polynomials of degree less than or equal to 3 and so an 
error arises, whereas the control method is still working exactly. Hence, EST is now unequal to 0 
and the stepsize control starts to work. 
For further illustration we consider the local error of the basis formula 
]I eB I] = 0( hp+‘) + h. 0( hq); (3) 
0( hp+‘) is the local error of the one-step method of order p and 0( hq+l) is the local 
approximation error (see [ 31). 
If the approximation is of degree p - 1, so that it is adapted to the basis method, according to 
Theorem 1, the local approximation error is of order 0( hr). In this case the second term in (3) 
has the same order as the first, but only the first has been taken into consideration for the 
stepsize control. 
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If we choose instead the interpolating polynomial fitting to the control formula, that means in 
general one degree higher, we obtain 
]]eB]] =O(hP”)+O(hqf’), withq>p. 
The essential part of the local error of the basis formula is now the integration error, which, 
respectively the estimation, the stepsize controls. 
4. Numerical examples 
For illustration problem (2) was solved until t, = 15 by the methods RKFR4 (k = 2), RKFR4 
(k = 3) and HRKDS. HRKDS is based on a pair of Hermite-Runge-Kutta formulae of the 
order 5(6) together with the Hermite-interpolating polynomial of degree 5 (see [3]). The 
computation was done on the CYBER 180-860 at the Hochschulrechenzentrum of the Justus 
Liebig-Universitat Ciessen in FORTRAN 77 SINGLE PRECISION, i.e., it has been calculated 
with 14-15 digits. 
The result is listed in Table 1, the starting stepsize was h, = h,, = 1. We use the abbrevia- 
tions: 
-NFC = Number of function calls. 
-NDlFC = Number of calls of the first derivative of f. 
-TOL = Tolerance. 
RKFR4 (k = 2) is always calculating with h = h,, by all tolerances, whereas the two other 
methods need a greater number of function evaluations, i.e., more integration steps, when the 
accuracy requirement is stricter and so they give appropriate more exact results. 
The neglect of the interpolation error by the stepsize control will also take effect at problems, 
who have exact solutions, which are no polynomials. This is certainly one reason for the in [8] 
described behaviour concerning the number of nodes. 
As an example we take problem 
Y’(t) = 3( 
r(t) = e’, 
y(t-l))‘, tE [o, 101, 
(4) 
-l<t<O. 
The starting stepsize was 0.5, the results are listed in Table 2. 
In this problem the exact solution was not known, so we computed a so-called reference 
solution with the methods in a FORTRAN DOUBLE PRECISION version with TOL = 10-r6, 
Table 1 
TOL RKFR4 (k = 2) 
Error NFC 
RKFR4 (k = 3) HRKD5 
Error NFC Error NFCt NDlFC 
10-2 3.34 91 7.10.10-2 139 3.08.10-3 98 
10-4 3.34 91 1.36.10-* 185 3.08.10-3 98 
10-6 3.34 91 3.98.10-4 390 1.56.10-3 134 
10-8 3.34 91 3.80.10-6 1127 1.72.10-’ 210 
10-10 3.34 91 3.77.10-s 3417 1.49.10-7 394 
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Table 2 
TOL RKFR4 (k = 2) RKFR4 (k = 3) HRKDS 
Error NFC Error NFC Error NFC + NDlFC 
10-z 2.13.10p3 109 3.10.10-4 109 3.51.10-4 68 
10-4 2.13.10-’ 109 3.10. 1o-4 109 3.51.10-4 68 
10-6 3.46.10-4 175 4.62.10m5 200 2.78.10-’ 142 
1o-s 1.43.10-5 381 1.17.10-6 346 3.77.10-’ 228 
lo-‘0 1.52.10-’ 1211 1.05.10-s 1017 4.27.10-9 454 
lo-r8 and used the coincident leading digits as reference solution. With this we computed the 
errors listed in Table 2. 
Altogether it turns out, that methods, which are based on a pair of formulae and whose 
approximating formulae are fitted to the control formulae, make a well-working stepsize control 
possible, also by the numerical solution of delay differential equations. Because of the smaller 
expense they should be preferred to the proceeding in [2]. 
An other advantage of such methods, which conserve the order of the control formula, is, that 
we can use the approximation computed with the control formula to proceed ( = local extrapola- 
tion). This often leads to a smaller number of integration steps (see [3,4]). 
Further comparisons of HRKDS with other methods for solving delay differential equations 
like RETARD (see [6]), RKFR4 and RKFHB4, (see [lo]), you can find in [3], where also some 
stability research is done. 
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