This paper puts forward on a fast distributed information fusion predictive control algorithm for the time-varying system with unknown stochastic system bias. It is based on the distributed fusion estimation algorithms and state-space model. The optimal information fusion rule for this algorithm is weighted by matrices, diagonal matrices and scalars. It can avoid the complicated Diophantine equation, thus obviously reduces the amount of calculation. Via the distributed information fusion algorithm, the comparison of algorithm in this paper with the local sensor, this algorithm improves stability and accuracy for the timevarying system with unknown stochastic system bias. By testing through the three-sensor target tracking control system simulation, this algorithm shows its effectiveness and correctness, and the results of simulation also show no significant difference in error between the three kinds of distributed fusion algorithm. With reduction of calculation using the scalar weighting fusion predictor, the information fusion estimation algorithm presented in this paper also improves the calculation speed and accuracy.
Introduction
With the development of electronic technology and computer application technology, in order to improve the tracking accuracy and the dynamic system state estimation precision, large numbers of multisensory systems with different application background appear [1] . Multisensor information fusion refers to a comprehensive perception data from a lot of sensors. It has many advantages. The first advantage is to produce more reliable data, accurate information. The second is to improve and reflect the characteristics of detecting object accurately. The third is to eliminate the uncertainty of information. The forth is to improve the reliability of sensors and so on. In addition of this, Multisensor information fusion has the following characteristics: information redundancy, information complementary to each other, real-time information and the low-cost of information. Since the 1970s, along with a variety of advanced modern weapons, the demand for the accuracy of the estimation is increasing more and more in this sophisticated system. Therefore, the application of information fusion techniques ( 1) (3) where k is the discrete time, The subscript j denotes the jth sensor, M denotes the number of sensor, () is the process noise, ( ) (5) where E is the expectation, the superscript T denotes the transpose operation, (6) where cov is covariance.
Assumption 4
The initial time
For the system (1) ~ (3), we can get the following augmentation system
where Our goal is based on measurement ( ( ) ( 1)
to obtain t-step-ahead optimal predictive control algorithm. Fused criteria is weighted by matrices, diagonal matrices and scalars. Block diagram is shown in Figure 1 .
Figure 1. Block Diagram of Predictive Control System with Unknown
Stochastic System Bias
Optimal Kalman Filter
Lemma 3.1 The augmentation system (7) and (8), under the assumption 1 to 4, the jth sensor subsystem has the optimal recursive Kalman filter equations [13] : (17) Lemma 3.2 For the augmentation system (7) and (8), under the assumption 1 to 4, the covariance
are given as [14] : (18) and the initial values is
Distributed Fusion Predictive Control Algorithm
Lemma 4.1 The augmentation system (7) and (8), under the assumption 1 to 4, the optimal fused filtering 0 ( | ) kk α weighted by matrices is given as [14] :
Under the linear minimum variance optimal information fusion criterion which minimize the performance index, the optimal weighting coefficients , 1, 2 , , j jL  M are given as follows The optimal fused variance matrix is given as (7) and (8), under the same conditions, the optimal fused Kalman filter 0 ( | ) kk α weighted by diagonal matrices is given as [14] where the optimal weighting coefficients d ia g ( ), (7) and (8), under the same conditions, the optimal fused Kalman filter 0 ( | ) kk α weighted by scalars is given as [14] 
Under the linear minimum variance optimal information fusion criterion which minimize the performance index, the optimal weighting coefficients ( ) , 1, 2 , , It is proved in document [14] that the accuracy of above three kinds of weighted fusion filtering from high to low is weighted by matrices, diagonal matrices, scalars. But the computational burden is on the contrary, fusion filtering weighted by matrices has a large computational burden, and weighted by scalars with minimal computational burden, and it is suitable for real-time applications, and the computational burden that weighted by diagonal matrices is between the above two.
Predictive Control Algorithm Base on Kalman Filter
Theorem 5.1 For the augmentation system (7) and (8) under the Assumption 1 to 4, the t-step ahead optimal predictive control increments is obtained: We define the controlled state as And the reference tracking at the time k is defined as 
And the t-step ahead predictive control is computed as So we must obtain the control increments
Where T  is called the controlled domain, t is defining as the optimal domain. The expanse function equation is defining [15] :
From the local system (7), we get
We have 
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And letting
We have the control increments can be computed via (32). From (32) and (40), (36) is obtained.
This completes the proof.
Simulation Example
Consider three-sensor linear stochastic controllable tracking time-varying system (1) and (2), where as closely as possible, where the straight lines denote the state reference track, and the dashed curves denote the fused state estimates. From the graph, we can draw the conclusion: the algorithm has good convergence, and small overshoot, stable output and so on. The curves of the sum of mean square error (SMSE) for local and fusion filters are shown in Figure 8 . We can see that that the accuracy of the fused Kalman filter is higher than each local Kalman filter. Simulation results show no significant difference between the three kinds of distributed fusion algorithm, and the three fusion curves almost coincide. But the scalar weighting fusion predictor has the least amount of calculation, and provides a fast information fusion estimation algorithm. 
Conclusions
In this paper, a distributed information fusion predictive control algorithm is presented. Firstly, the algorithm combines the distributed fusion Kalman filter with predictive control. Compared with the classic generalized predictive control, this algorithm has a lot of advantages:
(1) The application of the minimization model in this algorithm reduces amount of calculation, and improves the system dynamic performance. So the algorithm can solve the system parameter mismatch problem with the slow changes of model parameters.
(2) Classical generalized predictive control can only deal with linear time invariant system, or linear time-varying system that parameters vary slowly, this is called adaptive generalized predictive control. But Kalman filtering can deal with the timevarying system, so the predictive control system based on Kalman filter can deal with the linear time-varying and time-invariant system together.
(3) This algorithm presented based on Kalman filter. This algorithm does not need to solve the complicated Diophantine equation that is needed in generalized predictive control [18] , so it can reduce the computational burden obviously.
(4) Based on the stability of Kalman filtering and the distributed information fusion weighted by matrices, the diagonal matrices and scalars, the algorithm which is presented in this paper has better stability of the system and better ability of antijamming.
(5) Comparing with the single sensor case, the accuracy of using this distributed information fusion algorithm is improved greatly.
(6) Although the discrete-time linear time-varying stochastic control system has unknown stochastic system bias, according to the linear minimum variance optimal information fusion criterion based on distributed fusion estimation, a distributed information fusion predictive control algorithm is obtained. The algorithm used Kalman filtering to remove the system bias, and got the optimal control strategy.
