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Abstrakt
Denne rapport giver et svar på spørgsmålet “Er det muligt at lave en simpel algoritme
af acceptabel kvalitet til talegenkendelse?” Rapporten er skrevet til programmører, der
ikke har forudgående kendskab til emnet talegenkendelse, og som ønsker at vide me-
re om emnet og om de metoder, der anvendes i simple algoritmer til talegenkendelse.
Spørgsmålets omfang er afgrænset til simple algoritmer, der er i stand til at udføre så-
kaldt personafhængig genkendelse af ordene i et lille ordforråd, hvis disse udtales som
isolerede ord (dvs. med en pause mellem hvert ord).
Spørgsmålet besvares gennem en undersøgelse, der tager sit udgangspunkt i den
såkaldte mønstergenkendelsesbaserede tilgang til talegenkendelse. Denne tilgang er
valgt, fordi den i litteraturen beskrives, som en tilgang, der kan anvendes til genken-
delse af mange forskellige typer af tale, som har bevist en høj ydeevne inden for tale-
genkendelse, og som er simpel samt let at forstå. Besvarelsen omfatter en beskrivelse
af forskellige metoder, der typisk anvendes i simple algoritmer til talegenkendelse. På
baggrund af denne beskrivelse foretages en række metodevalg og en simpel algoritme
til talegenkendelse designes og implementeres.
Gennem eksperimenter med implementationen afgøres det, hvorvidt algoritmen er
af acceptabel kvalitet til talegenkendelse. Rapporten konkluderer, at det er muligt at
lave en simpel algoritme til talegenkendelse, og at kvaliteten er acceptabel under spe-
cifikke omstændigheder.
Abstract in english
This report gives an answer to the question “Is it possible to make a simple algorithm
of acceptable quality for speech recognition?” The report is for programmers without
prior knowledge of the subject of speech recognition, who want to know more about
the subject and the methods used in simple algorithms for speech recognition. The
scope of the report is limited to simple algorithms capable of performing so called
speaker dependent recognition of the words in a small-size vocabulary, if these are
pronounced as isolated words (ie. between pauses).
The central question is answered through an investigation, which is based on the so
called pattern-recognition-based approach to speech recognition. This approach was
chosen, because it is described in the litterature as a method that can be used to recog-
nize many different types of speech, that has a proven track record of high succes for
speech recognition and which is simple and easy to understand.
The report includes a description of different methods typically used in simple
algorithms for speech recognition. Based on these descriptions a list of preferred met-
hods are made and a simple algorithm for speech recognition is designed and imple-
mented. Through experiments with the implementation it is decided whether or not the
algorithm is of an acceptable quality for speech recognition. The report concludes that
it is possible to create a simple algorithm for speech recognition and that the quality is
acceptable in specific circumstances.
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Kapitel 1
Indledning
Automatisk talegenkendelse bruges i stadig større grad som interface i forskellige ap-
plikationer. På nyere mobiltelefoner kan man ringe op ved blot at udtale navnet på per-
sonen, man ønsker forbindelse til, og ringer man for eksempel til TDC’s telefonservice-
udland, kan man få oplyst landekoder, opkaldspriser eller klokken i udlandet ved at
svare på spørgsmål fra et menustyret system baseret på automatisk talegenkendelse.
Herudover kan automatisk talegenkendelse hjælpe mange handikappede computerbru-
gere, eksempelvis som kommunikationsmiddel for motorisk hæmmede eller til styring
af apparater og udstyr.
Overordnet set er automatisk talegenkendelse kendetegnet ved programmer der,
(indtil en vis grad), efterligner den menneskelige evne til at genkende og forstå tale.
Mere specifikt omhandler forskning inden for automatisk talegenkendelse algoritmer,
som kan oversætte tale fra at være et lydsignal til at være et signal baseret på symboler
eller tekst. For eksempel kan talen oversættes til tekst i form af ord, programmet finder
i lydsignalet. Ved oversættelse til symboler vælges ofte et tegnsæt, som repræsenterer
de fonemer, det talte sprog består af. Udtrykket fonemer er fra læren om fonetik og
betyder de mindste betydningsadskillende elementer i et ord eller en sætning. For det
danske sprog findes der, i følge [5], ca. 30 - 40 fonemer, afhængig af hvordan man
tæller. Man kan tænke på disse fonemer som et slags lydalfabet for et sprog, hvor hver
af de forskellige former for lydudtale (de betydningsadskillende elementer) er repræ-
senteret med et eget tegn.
Forudsætningen for at automatisk talegenkendelse kan virke er, at lydsignalet kon-
verteres til tal, som computeren kan regne på. Denne proces kaldes enten digitalise-
ring, analog-til-digital-konvertering eller sampling og foregår som regel i lydkortet
på computeren. Man kan sige, at lydkortet med meget korte tidsintervaller måler den
elektriske spænding, der kommer fra mikrofonen og lagrer værdierne som en række tal.
Hvert af disse tal kaldes en sample. I udgangspunktet omformes lydbølgerne altså til
et elektrisk signal, og fordi membranen i mikrofonen vibrerer (laver udsving til begge
sider ud fra en normalposition) i takt med lydbølgerne, kan spændingen være positiv
eller negativ. Værdien af en sample kan derfor i udgangspunktet være enten negativ el-
ler positiv. Den elektriske spænding fra mikrofonen er en kontinuert måling af lydens
tryk på membranen i mikrofonen. Derfor varierer spændingen også kontinuert, hvilket
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betyder at den kan ændre sig i uendeligt små trin. Vi skal lægge mærke til, at mikro-
fonsignalet ved digitalisering omformes til en trappetrinskurve. Hvor nøjagtigt denne
trappetrinskurve repræsenterer det oprindelige signal afhænger af samplingfrekvensen,
som er den hyppighed, signalet bliver målt med, og kvantiseringsnøjagtigheden, som
er den nøjagtighed amplituden måles med.
Samplingfrekvensen angives i Hertz (Hz) og bestemmer hvor mange gange per se-
kund der foretages en måling af lydsignalet (egentlig spændingen fra mikrofo-
nen). Eksempelvis betyder en samplingfrekvens på 22050 Hz, at tidsintervallet
mellem hver måling af signalet er på 1/22050 sekund, hvorfor hvert hele sekund
med digitaliseret lyd består af 22050 samples. Samplingfrekvensen for digita-
liseret lyd giver samtidig den højeste frekvens, man vil kunne få ud af signalet
igen. Dette afledes af sampling-teoremet, som blandt andet giver forholdet 2 til 1
mellem samplingfrekvensen og den højeste frekvens, som vil kunne udledes af
det digitaliserede lydsignal. Dette betyder, at hvis man sampler med en frekvens
på 22050 Hz, vil man kunne genfinde alle lyde i det samplede signal i frekvens-
området op til 11025 Hz Lyde i frekvensområdet over 11025 Hz vil ikke kunne
genfindes (eksempelvis afspilles eller analyseres). Ved indspilning og afspilning
af digital musik (eksempelvis til/fra CD), hvor man er interesseret i at kunne
gengive lyd inden for hele det hørbare frekvensområde (op til ca. 20000 Hz),
bruges ofte en samplingfrekvens på 44100 Hz. Menneskelig tale ligger almin-
deligvis i frekvensområdet fra cirka 200 Hz op til cirka 3500 Hz.
Kvantiseringsnøjagtigheden er den nøjagtighed, hver sample måles med. Kvantise-
ringsnøjagtigheden angives i antallet af bits, der bruges i målingen af lydsig-
nalet. Eksempelvis vil en kvantiseringsnøjagtighed på 1 bit kun kunne angive,
om trykket på mikrofonens membran er negativt eller postivt, mens en kvanti-
seringsnøjagtighed på 8 bit vil resultere i 256 mulige værdier for amplituden.
Kvantiseringen indfører altid en støjkomponent i målingen, og hvor kraftig den-
ne kvantiseringsstøj er, bestemmes af kvantiseringsnøjagtigheden; jo flere bit
man sampler med, jo svagere bliver kvantiseringsstøjen i signalet. Kvantise-
ringsstøjen angives i decibel (hvilket forkortes dB) og beskriver, hvor meget sva-
gere kvantiseringsstøjen er i forhold til selve lydsignalet. Dette forhold forbedres
med 6 dB for hver bit i kvantiseringsnøjagtigheden, hvorfor kvantiseringsstøj-
en eksempelvis vil være 96 dB svagere end lydsignalet, hvis der samples med
en kvantiseringsnøjagtighed på 16 bit (6 ∗ 16 = 96). Kvantiseringsstøjen stam-
mer fra det faktum, at sampleværdien gemmes som et heltal, mens den egentlige
værdi er et reelt tal, hvorfor der altid vil finde en afrunding sted. Denne afrun-
ding medfører således kvantiseringsstøj, fordi sampleværdierne kun sjældent vil
repræsentere den helt præcise værdi for signalet, på det tidspunkt værdien regi-
streres.
Et eksempel på digitaliseret lyd kan ses i figur 1.1 på næste side. Figuren viser et
udsnit af et lydsignal som et oscillogram, hvilket er den simpleste måde at visualisere
et lydsignal på. I et oscillogram vises hver sample som en funktion af tiden. Dette bety-
der, at værdierne fra hver sample er aftegnet som søjler i den rækkefølge, hvormed de
blev digitaliseret. I oscillogrammet i figur 1.1 er tiden givet ved antallet af samples der
er blevet digitaliseret og er angivet for hver hele tusinde ud af x-aksen. For at omregne
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fra en position givet i antal samples til en position i antal sekunder skal man kende
samplingfrekvensen og dividere med denne.
Figur 1.1: Oscillogrammet viser det digitaliserede signal for ordet “ni” samplet ved 11025 Hz
og i 16 bit.
Oscillogrammet i figuren er for en udtale af talordet “ni”, hvor lyden er samplet
med en samplingfrekvens på 11025Hz og med en kvantiseringsnøjagtighed på 16 bit.
I figuren begynder selve udtalen af ordet cirka ved sample 7000 og ender igen om-
trent ved sample 11000, hvilket er markeret med lodrette, stiplede linier. De cirka
4000 samples, som indeholder talen, dækker en tidsperiode i sekunder på omtrent
(4000/11025) 0,36s. Oscillogrammer bruges dog forholdsvis sjældent til nærmere stu-
dier af lydindholdet. Dette skyldes, at et oscillogram ikke indeholder informationer om
meget andet end talens eller lydens længde og de maksimale sampleværdier. Dette kan
være godt nok til at checke, at lyden ikke indeholder unaturligt høje sampleværdier,
som det for eksempel sker ved knitren på ledningerne til mikrofonen. Men det er for
eksempel ikke muligt at se, hvilke lydfrekvenser talen er sammensat af, eller hvordan
de indgående lydfrekvenser udvikler sig i løbet af talen. Hertil bruges et spectogram,
som er en mere kompleks metode til visualisering af et lydsignal. I et spectogram vi-
ses styrkeforholdet mellem de indgående lydfrekvenser som en funktion af tiden. Et
eksempel på et spectogram kan ses i figur 1.2, som viser et udsnit af et spectogram for
det samme talesignal, som blev vist i oscillogrammet i figur 1.1.
Figur 1.2: Spectogrammet viser det digitaliserede signal for ordet “ni” samplet ved 11025 Hz
og i 16 bit.
I figur 1.2 er tidsudsnittet for spectogrammet markeret nederst ud ad x-aksen, mens
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de indgående frekvensbånd er markeret yderst til venstre op ad y-aksen. Selve specto-
grammet viser energien i hver af de indgående lydfrekvenser med sort, mens frekven-
ser uden energi markeres med hvid. De sort-hvide pletter af energi-udslag, der er gen-
nemgående i hele tidsudsnittet og fra cirka 500 Hz og opad, skyldes kalibreringen af
den algoritme, der har skabt spectogrammet. Talen i lydsignalet - generelt kaldet tale-
signalet - begynder omtrent ved tiden 0,62 sekunder og slutter igen ved tiden 1,0 se-
kund.
Af spectogrammet i figur 1.2 kan det ses, at talesignalet for ordet “ni” groft set
består af energi i to frekvensbånd, som er tydeligt adskilte. Det ene af disse ligger i
frekvensområdet centreret omkring 500 Hz og strækker sig tidsmæssigt igennem he-
le ordet. Det andet frekvensbånd ligger i frekvensområdet fra omtrent 2700 Hz til ca.
4000 Hz og begynder først ved tiden 0,85 sekunder.
Ifølge [14] og [16] ligger det interessante frekvensområde for tale fra omkring 100
Hz op til mellem 3200 Hz og 4000 Hz Netop fordi talesignalet befinder sig her, bliver
dette frekvensområde interessant i et talegenkendelsesøjemed. Derfor er det en vigtig
del i de fleste programmer til talegenkendelse, at lyde i uønskede frekvensområder
kan sorteres fra, eller at lyde i de interessante frekvensområder kan forstærkes. Til
dette formål bruges et såkaldt frekvensfilter, som grundlæggende set kan sammenlignes
med for eksempel bas- eller diskantforstærkeren på et stereoanlæg. Frekvensfiltre af de
mere simple slags findes grundlæggende set i de følgende fire former:
Low-pass-frekvensfiltre tillader lyde med en lav frekvens at passere, mens lyde med
højere frekvenser dæmpes. Grænsen for, hvilke lyde der skal tillades at passe-
re, kaldes for cut-off frekvensen. Et low-pass frekvensfilter (herefter kaldet et
low-pass-filter) skærer ideelt set alle lyde over cut-off frekvens helt væk, og for-
stærker alle lyde under cut-off frekvensen helt ensartet. Dette er dog sjældent
tilfældet for de mere simple low-pass-filtre, hvilket kan ses i figur figur 1.3 her-
under.
Figur 1.3: Forholdet mellem output og input lydstyrke som funktion af frekvensen for to low-
pass-filtre.
Figuren ovenfor viser amplifikationen - et engelsk låneord for forstærkningen -
som en funktion af inputfrekvensen. Forstærkningen måles ved at dividere den
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maksimale filter input sampleværdi med den maksimale filter output samplevær-
di. Resultatet viser således, hvilken effekt et givet filter har på inputlyde med
forskellige frekvenser. I figur 1.3 er frekvensområdet markeret ud ad x-aksen,
mens y-aksen er uden enhed. Figuren viser resultatet for et simpelt low-pass-
filter, som er afprøvet med to forskellige indstillinger for forstærkningen. Cut-
off frekvensen i alle afprøvninger, uanset indstillingen for forstærkningen, har
været 3000 Hz. Herudover viser figuren med stiplede linier hvorledes resultatet
fra et ideelt low-pass filter med samme cut-off frekvens ville se ud.
High-pass-frekvensfiltre tillader lyde med en høj frekvens at passere, mens lyde med
en lavere frekvens dæmpes. Grænsen for hvilke lyde der tillades at passere kal-
des (også her) for cut-off frekvensen. High-pass-frekvensfiltre (herefter kaldet
high-pass-filtre) virker således helt modsat af low-pass-filtre. I forhold til figur
1.3 kan dette tænkes aftegnet som en spejlvending i cut-off frekvensen over y-
aksen af en af de viste low-pass-filter resultater.
Band-pass-frekvensfiltre tillader kun lyde inden for et bestemt frekvensområde at
passere, mens lyde med frekvenser uden for dette område bliver dæmpet. Cen-
trum for det udvalgte frekvensområde, hvori lyde tillades at passere eller endog
at blive forstærket, kaldes typisk for center-frekvensen, mens frekvensområdets
bredde kaldes for båndbredden. Et eksempel på resultatet af et simpelt band-
pass-frekvensfilter (herefter kaldet et band-pass-filter) kan ses i figur 1.4 herun-
der.
Figur 1.4: Forholdet mellem output og input lydstyrke som funktion af frekvensen for et sim-
pelt band-pass-filter.
I figur 1.4 ses funktionen af et simpelt band-pass-filter med en center-frekvens
på 5500 Hz og en bånd-bredde på ca. 1200 Hz.
Band-block- eller band-reject-frekvensfiltre tillader kun lyde uden for et bestemt fre-
kvensområde at passere, mens lyde med frekvenser inden for dette område bliver
dæmpet eller helt skåret væk. Band-block-frekvensfiltre (herefter kaldet band-
block-filtre) virker således modsat af band-pass-filtrene. I forhold til figur 1.4
ovenfor kan dette tænkes aftegnet som en spejlvending af det viste band-pass-
filter resultat omtrent i y = 1,7 over x-aksen.
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Som nævnt ovenfor kaldes de dele af et lydsignal, som indeholder tale, for ta-
lesignaler, mens resten af lyden generelt kaldes for støj eller baggrundsstøj. De fle-
ste systemer til talegenkendelse opdeler først lydsignalet i henholdsvis baggrundsstøj
og talesignal(er). Hvert talesignal, der findes, sendes umiddelbart videre i processen,
mens baggrundsstøjen ignoreres. Denne proces, som bestemmer hvor i lydsignalet ta-
lesignalerne befinder sig, kaldes endpoint-detection. Selv om navnet indikerer noget
andet, er målet for en “endepunkts”-detektionsproces at bestemme både begyndelses-
og afslutningstidspunktet for hvert talesignal. Opdelingen af lydsignalet i henholdsvis
baggrundsstøj og talesignal foretages ofte på baggrund af en udregning af energiind-
holdet i lydsignalet. Hvis lydoptagelsen foregår i et stille miljø, vil der være en relativt
stor forskel på energien i et udsnit af lydsignalet, som indeholder tale, i forhold til et
udsnit som indeholder baggrundsstøj. Dette udnyttes i en endepunkt-detektionsproces
til at finde henholdsvis begyndelses- og afslutningstidspunktet for hvert talesignal.
Mange algoritmer til talegenkendelse benytter en eller flere af de fire former for
frekvensfiltre. For eksempel bruger mange algoritmer til endpoint-detektion først et
high-pass-filter med en cut-off frekvens på 100 Hz for at dæmpe lyde, som ligger un-
der de 100 Hz, og derefter et low-pass-filter med en cut-off frekvens på 4000 Hz for at
dæmpe lyde, som ligger i frekvensområdet over de 4000 Hz. På denne måde dæmpes
alle lyde, som ligger uden for det frekvensområde fra 100 Hz til 4000 Hz, som talesig-
naler ligger indenfor. Talesignalerne bliver således bevaret, eller måske endda forstær-
ket afhængig af filter-indstillingerne, mens baggrundsstøjen uden for det interessante
frekvensområde bliver reduceret. Et talesignal indeholder ikke altid kun udtalen af et
enkelt ord. Det kan indeholde indtil flere ord, afhængig af hvor mange pauser taleren
holder i en sætning. Tales der naturligt, er der ofte kun få eller slet ingen pauser i en
sætning. Dette skyldes, at udtalen i slutningen af hvert ord flyder sammen med udtalen
i begyndelsen af det næste ord, hvorfor dette kaldes flydende- eller naturlig tale. Ud-
talen af det enkelte ord påvirkes og ændres således, afhængig af hvilken sammenhæng
ordet bruges i.
Det, at udtalen af de enkelte ord forandres afhængig af konteksten, er en af grun-
dene til, at algoritmer til generel talegenkendelse er svære at lave. Man kan ikke regne
med, at udtalen for det samme ord er den samme i alle situationer. Afhængig af kon-
teksten kan det samme ord udtales forskelligt, og man siger, at disse ord kan være
forskelligt lydende. Eksempelvis kan ordet “der” være forskelligt lydende, og udtales
enten “de’r” eller “da’r” afhængig af konteksten. Dette er illustreret med de to sætnin-
ger i tabellen herunder:
de’r da’r
der er den koen der lo
Udover ord, som kan udtales forskelligt, findes der også forskellige ord, der er
enslydende og altså udtales helt ens. Eksempelvis er de to ord “hvor” og “vår” ens-
lydende. Hvis enslydende ord skal kunne genkendes, bliver genkendelsesprocessen
mere besværlig at lave. Dette er fordi de enslydende ord naturligvis ikke kan skelnes
på udtalen alene. Kun gennem kendskab til konteksten kan det afgøres, hvilket ord der
menes. Alternativt kan problemet undgås ved at begrænse ordforrådet, hvilket forkla-
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res i de kommende afsnit om begrænsninger af talens form. Ud over den kontekstuelle
påvirkning påvirkes udtalen af andre faktorer, af hvilke de vigtigste er:
Modersmål/fremmedsprog og dialekt. Der kan være særdeles stor forskel på udta-
len af ord inden for landegrænserne. Ikke alle taler et lands sprog som sit mo-
dersmål, og der bruges ofte dialekter i forskellige dele af et land. Selv i et lille
land som Danmark er der relativt stor forskel i mellem tale med eksempelvis en
københavnsk og en sønderjysk dialekt.
Melodi og tryk. Melodien og trykket i en sætning påvirker ikke blot udtalen, men i
nogle tilfælde også meningen med sætningen. For eksempel kan melodien og
trykket udgøre forskellen mellem en konstatering og et spørgsmål, som i denne
korte sætning: “Den der(?)”.
Køn og alder. En persons alder og køn har indvirkning på det frekvensområde, ta-
lesignalet befinder sig i. Mænd taler ofte med en dybere stemme end kvinder
og børn, hvilket betyder, at talesignalet befinder sig i et forholdsmæssigt lavere
frekvensområde for mænd end for kvinder og børn.
Algoritmer til automatisk talegenkendelse kategoriseres ofte efter de afgrænsnin-
ger der er foretaget, med hensyn til hvilken tale der kan genkendes. De mest udbredte
afgrænsninger er henholdsvis: begrænsninger for talens form, begrænsninger i størrel-
sen og sammensætningen af ordforrådet, der kan genkendes, samt begrænsninger for
personafhængigheden. Forklaring følger:
Talens form afgrænses ofte til enten at være isolerede ord, flydende tale eller spon-
tan tale. Isolerede ord er kendetegnede ved, at hvert ord, der skal genkendes, skal ud-
tales isoleret fra andre ord. Dette betyder, at brugeren af systemet tvinges til at holde
en lille pause både før og efter udtalen af de ord, der skal genkendes. Dette medfører,
at ordene udtales mere ensartet og dermed bliver lettere at genkende. Ved genkendelse
af isolerede ord undgås det, at udtalen af det ene ord glider over i - og påvirker - ud-
talen i begyndelsen af det næste ord. Flydende tale derimod er netop kendetegnet ved,
at udtalen i afslutningen af et ord har lov til at glide over i udtalen af begyndelsen på
det næste ord. For flydende tale er det dog ofte begrænset, hvilke ord der har lov til at
efterfølge og påvirke hinanden. Spontan tale er den mest naturlige form for tale og er
også flydende i sin natur. Men modsat flydende tale er spontan tale kendetegnet ved,
at der kun er yderst få eller slet ingen begrænsninger for, hvilke ord der kan efterfølge
og påvirke hinanden. Ifølge [7] er algoritmer til genkendelse af isolerede ord lettere at
lave end algoritmer til genkendelse af spontan eller flydende tale, og generelt giver de
også bedre resultater med hensyn til genkendelsesprocenten (procentdelen af ord der
bliver succesfuldt genkendt).
Begrænset ordforråd betyder begrænsninger af indholdet og sammensætningen af
ordforrådet og dermed hvilke ord der kan genkendes. Eksempelvis kan problemet med
enslydende ord omgås ved at begrænse ordforrådet, således at det ikke indeholder ord,
der er enslydende. Et andet alternativ kan være at begrænse sammensætningen af ord-
forrådet, således at enslydende ord kun kan efterfølge (og/eller efterfølges af) visse
9
1.1. PROBLEMBESKRIVELSE
bestemte ord eller ordgrupper. Normalt sammensættes ordforrådet ud fra den brugs-
situation, der er påtænkt for algoritmen. Dette er fordi der kan være stor forskel på
terminologien inden for forskellige faggrupper. Hvis algoritmen eksempelvis skal bru-
ges i et cockpit, er det nogle andre ord der skal kunne genkendes, end hvis algoritmen
skal bruges af en gruppe læger. Der findes ingen vedtagne inddelinger med hensyn til
størrelsen af et ordforråd, men i [7] foreslås følgende opdeling:
Lille ordforråd: består af op til hundrede ord.
Middelstort ordforråd: består af nogle hundrede ord.
Stort ordforråd: består af tusindvis af ord.
Meget stort ordforråd: består af titusindevis af ord.
Personafhængighed hentyder til afgrænsninger for algoritmens evne til at genkende
tale fra mere end en person. En algoritme kan enten være personafhængig, personu-
afhængig eller persontilpassende. En personafhængig algoritme er afhængig af, at det
er en og samme person, der taler, og kan kun genkende tale fra denne person. En
personuafhængig algoritme derimod kan genkende tale fra alle personer, mens per-
sontilpassende algoritmer er kendetegnede ved, at de til en vis grad kan tilpasse deres
virkemåde til nye talere. Personafhængige algoritmer er de letteste at lave og giver som
regel bedre resultater hvad angår ordgenkendelse. Derimod er fleksibiliteten for per-
sonafhængige algoritmer ikke så god som for personuafhængige og persontilpassende
algoritmer, blandt andet fordi det er mere besværligt at udvide ordforrådet.
1.1 Problembeskrivelse
Formålet med denne rapport er at dokumentere erhvervet viden inden for emnerne da-
talogi og talegenkendelse. Først og fremmest inden for faget datalogi, eftersom dette
udgør en specialerapport fra overbygningsfaget Datalogi fra Institut for Kommunika-
tion, Journalistik og Datalogi på Roskilde Universitetscenter. Min motivation for emnet
talegenkendelse stammer fra mit ønske om at lave en simpel algoritme til talegenken-
delse. Af denne grund lyder problemformuleringen som følger “Er det muligt at lave
en simpel algoritme af acceptabel kvalitet til talegenkendelse?”
Det antages, at dette spørgsmål er interessant for mange programmører, eftersom
et lignende spørgsmål stilles - og besvares - på en side på internettet, som omhandler
de ofte stillede spørgsmål for nyhedsgruppen comp.speech. I listen over ofte stillede
spørgsmål fra nyhedsgruppen comp.speech refereres et svar på spørgsmålet How can
I build a simple speech recogniser?[7], hvorfor jeg antager, at dette spørgsmål er ble-
vet stillet ofte til nyhedsgruppen. I forlængelse heraf mener jeg, at mange må være
interesserede i svaret. Der er dog problemer med at anvende det svar, der gives i listen
over ofte stillede spørgsmål fra nyhedsgruppen comp.speech, fordi beskrivelsen ikke
er uddybende og fyldestgørende. Eksempelvis angives det ikke, hvordan algoritmen
skal indstilles, og ej heller under hvilke omstændigheder algoritmen opnår den højeste
succesrate for talegenkendelse. Dog angives det, at algoritmer af den type, der beskri-
ves i svaret, vil have en succesrate omkring 85% og at de kan opnå en succesrate på
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over 98% for ordene zero til nine.[3]
Succeskriterierne for rapportens besvarelse af problemformuleringen er baseret på,
at svaret ikke blot skal være ja eller nej. En succesfuld besvarelse skal som minimum
indeholde en beskrivelse, et design og en implementation af en simpel algoritme til
talegenkendelse. Ydermere skal besvarelsen omfatte en række eksperimenter med im-
plementationen, således at det kan fastslås, hvordan algoritmen skal indstilles for at
opnå en optimal succesrate og hvorvidt algoritmen er af acceptabel kvalitet eller ej.
Succeskriteriet er en gennemsnitlig succesrate i genkendelsen der kan matche de i [3]
nævnte 85%. Det vil anses for en stor succes, hvis succesraten kan tangere de førnævn-
te 98%.
1.2 Problemafgrænsning
I henhold til problembeskrivelsen ovenfor er problemets omfang begrænset til en algo-
ritme fremfor et program til talegenkendelse. Dette indebærer, at fokus for rapporten
er på de metoder, der indgår i algoritmer til talegenkendelse, fremfor metoder, der i
øvrigt anvendes i programmer til talegenkendelse. Eksempelvis anvender mange tale-
genkendelsesprogrammer en metode til endepunkts-detektion, der ikke direkte er en
del af selve algoritmen til talegenkendelse. Metoder til endepunkts-detektion vil såle-
des kun blive nævnt, ikke implementeret.
Som beskrevet tidligere klassificeres systemer - og algoritmer - til talegenkendel-
se ofte efter de begrænsninger, der er indført med hensyn til hvem og hvad, der kan
genkendes. Generelt set er de simpleste algoritmer samtidig de letteste at implemente-
re. Ydermere er disse karakteriseret ved, at de indfører flest begrænsninger for, hvem
og hvad der kan genkendes. I denne henseende bruges termen en simpel algoritme i
problemformuleringen til at afgrænse problemets omfang på følgende områder:
1. Algoritmen er til personafhængig talegenkendelse.
2. Algoritmen er til genkendelse af et lille ordforråd.
3. Talens form er begrænset til isolerede ord.
Ydermere bruges termen en simpel algoritme til at begrænse udvalget af meto-
der og algoritmer, der præsenteres i rapporten. Eftersom målgruppen for rapporten er
programmører uden forudgående kendskab til emnet talegenkendelse, skal udvalget af
algoritmer og metoder, der præsenteres i rapporten, være forholdsvis let at beskrive.
Hvorvidt algoritmen er af acceptabel kvalitet, skal afgøres gennem en række eks-
perimenter, der samtidig skal fastslå, hvordan algoritmen skal indstilles for at opnå en
optimal succesrate. Derfor er det vigtigt, at omfanget af eksperimenterne begrænses,
og at målene prioriteres. Angående prioriteringen af målene for eksperimenterne gæl-
der det, at det ikke kan afgøres, om kvaliteten er acceptabel, uden først at fastslå hvad
den optimale succesrate er.
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Overordnet set varierer succesraten naturligvis med de omstændigheder hvorun-
der algoritmen anvendes. Omstændighederne for algoritmen udgøres af henholdsvis
et sæt indstillinger og en brugssituation. Brugssituationen omfatter alle de inputdata,
som behandles i et givet forsøg. Brugssituationen er således en betegnelse for, hvad der
behandles i et forsøg, mens indstillingerne betegner de parametre ved implementatio-
nen, der bestemmer, hvordan inputdata med mere behandles. For omstændighedernes
vedkommende prioriteres indstillingerne højere end brugssituationen i eksperimenter-
ne. Det er således vigtigere, at eksperimenterne finder de indstillinger, der giver go-
de resultater for et givet ordforråd, end det er, at eksperimenterne eksempelvis finder
forskellen i resultaterne ved genkendelse af forskellige ordforråd. For indstillingernes
vedkommende er målene for eksperimenterne defineret og begrænset i henhold til føl-
gende punkter:
1. Eksperimenterne skal fastslå, hvilke indstillinger der bør anvendes med algorit-
men for at sikre en optimal succesrate (dvs. andel af ord der succesfuldt bliver
enten genkendt eller udskilt som værende ukendt for ordforrådet).
2. I tilfælde af at der foreligger oplysninger i litteraturen om forskellige indstil-
linger, der vides at give gode resultater, skal der udføres eksperimenter for at
fastslå, hvilke af disse indstillinger der resulterer i den højeste succesrate for
implementationen.
3. Indstillinger, for hvilke der foreligger entydige oplysninger i litteraturen, er det
ikke nødvendigt at udføre eksperimenter for at fastslå. I disse tilfælde anvendes
den værdi, som anbefales i litteraturen.
4. Indstillinger, der ikke skønnes afgørende for succesraten, er det ikke nødvendigt
at optimere eksperimentelt. I disse tilfælde vil det være nok at anvende en værdi
baseret på et kvalificeret skøn.
5. I tilfælde af at antallet af eksperimenter, der skal udføres for at optimere alle
indstillingerne i kombination, er meget stort, vil det være tilstrækkeligt at opti-
mere indstillingerne enkeltvis eller parvis.
6. For indstillinger der angives som reelle tal, vil det være tilstrækkeligt, at der
findes en værdi, som medfører en lokalt optimal succesrate.
Brugssituationen er først og fremmest afgrænset i henhold til de tre punkter, der
angiver, hvad en simpel algoritme til talegenkendelse kan forventes at præstere. Derfor
er eksperimenterne med hensyn til brugssituationen begrænset til forsøg med personaf-
hængig genkendelse af et lille ordforråd udtalt i form af isolerede ord. Herudover er
omfanget af eksperimenter med hensyn til brugssituationen begrænset til et spørgsmål
om omfanget og sammensætningen af ordforråd. Disse er ydermere begrænset gennem
det datamateriale, det har været muligt at indhente og klargøre til brug for rapporten.
Antallet og typen af ord, der eksperimenteres med, beskrives nærmere i kapitel 3 og
kapitel 6.
Som nævnt tidligere skal en succesfuld besvarelse som minimum indeholde en
beskrivelse, et design og en implementation af en simpel algoritme til talegenkendel-
se. I den forbindelse skal det understreges, at implementationen laves for at fastslå
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de indstillinger, hvor under algoritmen opnår en optimal succesrate. For implementa-
tionens vedkommende har nedenstående liste af kriterier lagt grund for mine valg af
løsninger:
1. Implementationen skal gøre det let at udføre eksperimenter med forskellige
indstillinger og ordforråd.
2. Implementationen skal være let at beskrive for programmører, der ikke har for-
udgående kendskab til emnet talegenkendelse.
3. Implementationen behøver ikke have et brugervenligt interface. Det er tilfreds-
stillende, at der gives en kort introduktion i form af et bilag.
Som det fremgår, vil en simpel implementation således blive prioriteret højere end
løsningens brugervenlighed. Hertil kommer et enkelt krav med hensyn til hastigheden,
hvormed implementationen (også kaldet programmet) udfører sine instruktioner. Pro-
grammet må ikke være urimelig lang tid om en given opgave, da der sandsynligvis
skal udføres mange eksperimenter med programmet. Sammenlignet med den tid, det
har taget en given person at udtale en række ord, bør programmet kunne gennemføre
et genkendelseseksperiment, for samme række ord, i en tidsramme i forholdet 1:1. Det
må såleds helst ikke tage programmet længere tid at behandle en række ord (på en Pen-
tium III maskine med 128 Mb. ram), end det vil tage at afspille ordene i rækkefølge.
Hvis forholdet 2:1 overskrides, vil programmet anses for værende urimelig langsomt.
Programmet vil kun blive optimeret i tilfælde af, at det er urimelig langsomt, hvilket
altså vil sige, at det er over dobbelt så lang tid om at behandle ordene, i forhold til den
tid det vil tage at afspille dem. Det er mere vigtigt at sikre, at programmet er fri for
fejl, eftersom resultaterne af eksperimenterne skal bruges til at sige noget generelt om
algoritmen.
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Kapitel 2
Metoder
I dette kapitel beskrives nogle af de metoder inden for automatisk talegenkendelse,
der anvendes ofte og samtidig er simple nok til at forstå uden særlige forkundskaber.
Udgangspunktet for dette kapitel er en generel beskrivelse af algoritmer, der anvender
mønstergenkendelses-tilgangen til talegenkendelse, fra bogen Fundamentals of Speech
Recognition[14] skrevet af L. R. Rabiner og B. H. Juang. Mønstergenkendelsestilgan-
gen til talegenkendelse er valgt som udgangspunkt, fordi denne beskrives i [14] som
det bedste valg af følgende grunde:
1. Mønstergenkendelses-tilgangen er simpel og let at forstå.
2. Den er robust og kan bruges til genkendelse af mange forskellige typer af tale.
3. Den har bevist en høj ydeevne inden for talegenkendelse.
Mønstergenkendelse Mønstergenkendelsestilgangen til talegenkendelse består i først
at danne et mønster af talesignalet (på baggrund af en analyse af lyden) og hernæst at
opdele problemet i de to procedurer, der er typiske for al mønstergenkendelse: Først,
at træne nye og ukendte mønstre, og dernæst at genkende mønstre via sammenligning
med de kendte (dvs. de trænede) mønstre.
Kort fortalt tilføres “viden om tale” til systemet via træningsproceduren, hvor sy-
stemet præsenteres for kendte lyde og kendte tekstoversættelser parvis. Ideen er, at
hvis man under træningen inkluderer nok versioner af et mønster, der skal kunne gen-
kendes (f.eks. mønstre for en lyd, et ord eller en sætning), så kan træningsalgoritmen
karakterisere de akustiske egenskaber, der indgår i mønstret, og klassificere disse ud-
fra tekstoversættelsen. Jo flere mønstre, træningsalgoritmen præsenteres for, jo lettere
er det for algoritmen at lære, hvilke akustiske egenskaber der er udslagsgivende og
gennemgående for alle mønstre af samme klasse. Brugssiden af mønstergenkendelses-
tilgangen til talegenkendelse er selve genkendelses-proceduren. Her sammenlignes et
ukendt tale-mønster (dannet på baggrund af en analyse af talen, der skal genkendes)
med hvert af de kendte talemønstre, og det ukendte mønster klassificeres ud fra lig-
heden med de kendte mønstre. Sammenhængen mellem den forudliggende analyse af
lyden og dannelsen af talemønstre forklares nærmere i de efterfølgende afsnit.
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2.1 Metodeoversigt
Mønstergenkendelses-tilgangen til talegenkendelse kan lettest beskrives med udgangs-
punkt i et blok-diagram, der viser sammenhængen mellem de brugte metoder. Et sådant
blok-diagram er illustreret i figur 2.1 herunder.
Figur 2.1: Oversigt over bestanddelene i et system til talegenkendelse baseret på
mønstergenkendelses-tilgangen. Bestanddele markeret med grå baggrund bruges typisk kun
i avancerede eller eksperimentelle systemer.
Beskrivelse af blokdiagram Blok-diagrammet i figur 2.1 er opdelt således, at input
til algoritmen vises yderst til venstre, mens output fra algoritmen vises yderst til højre.
De to områder, der er markeret med en grå baggrund, er blokke, som typisk kun bruges
i avancerede eller eksperimentelle systemer, og disse beskrives afslutningsvis. Input til
systemet stammer fra mikrofonen og tastaturet, og dette er illustreret med de to ikoner
yderst til venstre i figuren (med numrene 1 og 2).
Den første metode, der bruges på lyden, er end-point detection-metoden (blok A
i figuren), og denne er ikke direkte relateret til mønstergenkendelses-tilgangen, men
bruges generelt i næsten alle systemer til automatisk talegenkendelse. Som nævnt i
indledningen bruges en endepunkts-detektionsmetode til at finde ud af, hvornår talen
henholdvis begynder og slutter i lyden. Resultatet af endepunkts-detektionen er, at ly-
den opdeles i henholdsvis baggrundsstøj og talesignal(er), samt at hvert talesignal -
som vi er interesserede i - sendes videre som output.
Som illustreret i blokdiagrammet bliver talesignalet herefter sendt til analysemo-
dulet (blok B). Målet med analysemodulet er at uddrage flere informationer om ly-
dindholdet i talesignalet end der umiddelbart er tilgængelige som samples. Generelt
kan man sige, at de informationer, der findes i form af samples, bliver raffineret i ana-
lyseprocessen. Til dette formål bruges ofte en metode til frekvensanalyse, hvor særligt
interessante frekvensområder bliver analyseret med henblik på at finde den indbyrdes
fordeling af frekvenserne - en såkaldt spektralfordeling. Resultatet sendes videre til et
modul for mønsterdannelse (blok C), der danner et mønster ud fra analyseresultatet.
Dette mønster kaldes et testmønster og afhængig af, om systemet er ved at gennemgå
en træningsprocedure eller en genkendelsesprocedure, sendes dette testmønster enten
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videre til mønstertræning eller til mønstergenkendelse.
Som nævnt ovenfor er alle systemer, der er baseret på mønstergenkendelsesme-
toden, kendetegnet netop ved disse to procedurer: træningsproceduren og genkendel-
sesproceduren. I blokdiagrammet i figur 2.1 er dette illustreret med to mulige forbin-
delsespunkter for resultatet af mønsterdannelsesproceduren. Enten sendes testmønstret
videre op til mønstergenkendelse (blok F) - hvilket er markeret med en stiplet linie og
en pil - eller også sendes testmønstret videre ned til mønstertræning (blok D) - marke-
ret med en fuldt optrukken linie og en pil.
Målet med træningsproceduren er som nævnt at tilføre “viden om tale” til syste-
met. I en træningsprocedure præsenteres modulet til mønstertræning for et testmøn-
ster fra analysemodulet samt for en tilhørende tekstoversættelse. I figuren er dette il-
lustreret med de to sorte pile, som forbinder input fra henholdsvis tastaturet og fra
analysemodulet (stammende fra mikrofonen) til modulet for mønstertræning. Under
træningsproceduren bruges input fra tastaturet til at fortælle mønstertræningsmodulet,
hvad testmønstret betyder. Denne viden bruges til at opbygge et mønsterbibliotek (mo-
dul E), hvilket eventuelt blot består af en samling af alle de testmønstre og tilhørende
tekstoversættelser, systemet er blevet trænet med (og som systemet forventes at kunne
genkende i en genkendelsesprocedure).
Afhængig af metoderne, der benyttes i analysemodulet og under mønstertrænin-
gen, kan mønsterbiblioteket bestå af enten referencemønstre eller referencemodeller.
Referencemønstre bruges ofte i simple systemer og består af repræsentanter for typi-
ske testmønstre - eventuelt bare de trænede testmønstre - sammen med de tilhørende
tekstoversættelser. Referencemodeller bruges ofte i mere avancerede systemer og kan
eksempelvis bestå af modeller over de karakteristiske statistika for de trænede test-
mønstre. I blokdiagrammet bruges betegnelsen referencemønstre for den overførsel af
informationer der sker fra mønsterbiblioteket til mønstergenlendelsesmodulet.
I blokdiagrammet i figur 2.1 vises brugen af mønsterbiblioteket med de to sorte
pile, der forbinder mønsterbiblioteket til systemet under henholdsvis træningsprocedu-
ren og genkendelsesproceduren. Under træningsproceduren opbygges - eller udvides -
mønsterbiblioteket, og under genkendelsesproceduren bruges viden herfra af mønster-
genkendelsesmodulet (blok F).
Mønstergenkendelsesmodulet er kun i funktion under genkendelsesproceduren og
modtager input fra to instanser. Fra mønsterdannelsesmodulet modtages det testmøn-
ster, der skal genkendes, og fra mønsterbiblioteket modtages de kendte referencemøn-
stre. Herefter bruges en mønstergenkendelsesmetode til at sammenligne testmønstret
med de kendte referencemønstre og til at finde det referencemønster, som ligner test-
mønstret mest muligt.
Afhængig af genkendelsesmetoden består resultatet fra mønstergenkendelsen af et
eller flere af de referencemønstre, som ligner testmønstret mest muligt, samt en eller
flere værdier for genkendelsessikkerheden (dvs. ligheden mellem et referencemønster
og testmønstret). Resultatet sendes videre til modulet for beslutningslogik (blok G),
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som herefter bestemmer, hvorvidt testmønstret kan genkendes, og - i tilfælde med flere
valgmuligheder - hvilket af referencemønstrene der udgør den korrekte oversættelse.
Hvis genkendelsessikkerheden ikke er høj nok i resultatet fra mønstergenkendelsen,
kan det for eksempel skyldes, at mikrofonen har opfanget et ord eller en lyd, som ikke
findes i systemets ordforråd. Hvis sikkerheden derimod er høj nok, betyder det, at det
er rimeligt at antage, at ordet er blevet succesfuldt genkendt. I disse tilfælde oversætter
beslutningslogikken den oprindelige lyd til tekst ved at bruge den til referencemønstret
tilhørende tekst-oversættelse som resultat.
De dele af blokdiagrammet, som er markeret med en grå baggrund, er som sagt
dele, som kun bruges i avancerede eller i eksperimentelle systemer. Grunden til, at de
er medtaget i blokdiagrammet i figur 2.1, er, at rapportens problemstilling lettere lader
sig besvare med et eksperimentelt system, hvor mange forskellige sæt af indstillinger
kan afprøves automatisk og uden menneskelig indgriben.
I et eksperimentelt system er endepunkts-detektion ofte skilt ud fra selve talegen-
kendelsesalgoritmen, og systemet modtager talesignaler fra et såkaldt tale-corpus i
stedet for. Et tale-corpus består typisk af en hel masse digitalliserede ord, der er udtalt
af mange forskellige folk (i forskellige aldersgrupper m.m.), og hvor hvert ord er blevet
forsynet med en korrekt tekstoversættelse samt nogle informationer fra en endepunkts-
detektor om, hvor talesignalet hhv. begynder og slutter. I blokdiagrammet i figur 2.1
er dette vist med indsættelsen af et tale-corpus (blok 3), som modtager input - via de
stiplede, røde liniestykker - fra både endepunkts-detektoren (blok A) og fra tastaturet.
Output fra dette tale-corpus kan nu træde i stedet for det originale input, og som vist i
figuren sker dette i form af henholdsvis et talesignal til analysesystemet (blok B) og et
tekstinput (dvs. en tekstoversættelse af talesignalet) til mønster-træningsmodulet (blok
D).
I et eksperimentelt system anvendes tekst-inputtet dog også under træningspro-
ceduren, hvor det bruges til at verificere resultatet fra modulet for beslutningslogik
(blok G). I blokdiagrammet i figur 2.1 er dette vist yderst til højre med modulet kaldet
svar-sammenligning (blok H), som er markeret med en grå baggrund. Med de viste
eksperimentelle moduler er det meget let at udføre automatiserede forsøg eksempel-
vis med forskellige ordforråd fra udvalgte dele af et tale-corpus eller med forskellige
indstillinger for de anvendte metoder.
2.1.1 Metoder til endepunkts-detektion
Grundlæggende set findes der tre forskellige tilgange til detektion af endepunkterne
for talesignaler:[14]
1. En eksplicit tilgang.
2. En implicit tilgang.
3. En hybrid tilgang.
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Den eksplicitte tilgang Den eksplicitte tilgang er baseret på en forudsætning om, at
talen kan identificeres i lyden uafhængigt af andre genkendelsesmetoder senere i gen-
kendelsesprocessen. Ved brug af en eksplicit tilgang er der således ingen interaktion
med den efterfølgende genkendelsesproces. Denne tilgang til endepunkts-detektion gi-
ver ifølge [14] rimeligt gode resultater, hvis der kun er lidt støj i baggrunden, og hvis
støjkilden er stationær. Metoden fejler dog, hvis der er støj under optagelsen, og hvis
støjkilden bevæger sig.
Den implicitte tilgang Den implicitte tilgang er baseret på en sammensmeltning af
metoderne i endepunkts-detektionen, tale-genkendelsen og beslutningslogikken. Her
anerkendes, at tale næsten altid er ledsaget af bestemte akustiske signaler som eksem-
pelvis læbe- og åndedrætslyde. Tilgangen er baseret på, at disse akustiske signaler kan
genkendes som andre lyde, og at de akustiske signaler kan være ophav til flere alterna-
tive endepunkter for talesignalet. Tilgangen er dog meget beregningskrævende, fordi
alle - eller næsten alle - de mulige talesignaler, der kan dannes ud fra de alternative en-
depunkter, bliver behandlet og forsøgt genkendt i genkendelsesprocessen. Styrken ved
denne tilgang er, at præcisionen forøges i endepunkts-detektionen, og at følsomheden
overfor støj samt støjkilder, der bevæger sig, bliver kraftigt reduceret.
Den hybride tilgang Den hybride tilgang bruger både metoder fra den eksplicitte og
den implicitte tilgang. Først benyttes en eksplicit metode til at finde de mest sandsyn-
lige endepunktskandidater, og derefter benyttes en implicit metode til at vælge mellem
alternativerne. Styrken ved denne tilgang i forhold til den implicitte tilgang er, at der
skæres ned på de beregningstunge forsøg med at genkende alle de forskellige mulighe-
der for talesignaler, fordi der fokuseres på de mest sandsynlige endepunkter. Herudover
er tilgangen ligeså ufølsom over for baggrundsstøj og støjkilder, der bevæger sig, som
ved brug af en implicit tilgang.
I resten af afsnittet fokuseres der udelukkende på metoder, som udspringer af den
eksplicitte tilgang til endepunkts-detektion (herefter forkortet ep-detektion). Denne til-
gang er valgt, fordi den er mere simpel og lettere at implementere end henholdsvis den
implicitte og den hybride tilgang, hvorfor den bedre opfylder rapportens problemaf-
grænsning. De tre metoder, der beskrives herunder, er udvalgt på den baggrund, og
fordi de ofte beskrives i litteraturen (se blandt andet [11], [14] og [16]).
Energi-baseret detektion
I energibaserede ep-detektorer udnytter man det faktum, at et udsnit af lyden, der inde-
holder tale, i de fleste tilfælde indeholder mere energi end et udsnit af lyden, der består
af baggrundsstøj. Et eksempel herpå kan ses i figur 2.2 på næste side, som viser både
energien og spectogrammet for en digitallisering af ordet “afslut”.
Som det ses af figur 2.2, stiger energi-indholdet i lyden netop som udtalen af ordet
begynder, hvorefter det holder sig nogenlunde over nul igennem ordets udstrækning.
At energiindholdet ikke holder sig helt over nul igennem alle ord er en kendt sag, og
selv de mest simple algoritmer tillader energiindholdet at falde midlertidigt.
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Figur 2.2: Spectogrammet nederst i figuren viser det digitalliserede signal for ordet “afslut”
samplet ved 22050 Hz og i 16 bit. Øverst er energi-indholdet (målt i decibel) aftegnet for
samme tidsudsnit.
Energiindholdet for et udsnit af lyden kan udregnes på flere forskellige måder, og
eksempelvis kan den simple Root Mean Square (RMS) formel anvendes. Formlen gi-
ver kvadratroden af gennemsnits sampleværdien kvadreret, og for en række bestående
af N sampleværdier x1, x2, ..., xN udtrykkes RMS formlen som vist i formel 2.1 her-
under.
Erms =
√√√√ 1
N
N∑
i=1
x2i =
√
x21 + x
2
2 + · · ·+ x2N
N
(2.1)
RMS værdien udregnes dog ofte i standardenheden decibel (forkortet dB), og for
en række bestående af N sampleværdier x1, x2, ..., xN kan dette udregnes som vist i
formel 2.2 herunder.
ErmsdB = 10 · log10 (
x21 + x
2
2 + · · ·+ x2N
N
+ 10−10) (2.2)
Det smarte ved at udregne RMS værdien i decibel som vist ovenfor er, at 10 ·
log10 signal er det samme som 20 · log10
√
signal. Herved kan kvadratroden i form-
len for RMS værdien undværes (formel 2.1), samtidig med at omregningen til decibel
foretages. I tilfælde af at alle sampleværdierne er lig med nul, lægges der 10−10 til
udtrykket for den kvadreret gennemsnitssampleværdi i formel 2.2. Dette gøres for at
undgå den fejl, som kan opstå ved udregningen af log10 0. Den lille ekstra konstant har
dog ikke den store betydning, udover at den sætter en nedre grænse på −100 dB for
RMS værdien.
Generelt set er alle ep-detektorer baseret på anvendelsen af tærskelværdier til at
afgøre, hvad der er talesignal og hvad der er baggrundsstøj. Afhængig af om de an-
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vendte tærskelværdier indstilles en gang for alle, eller om de indstilles løbende, kaldes
de henholdsvis statiske eller dynamiske tærskelværdier.
Energiindholdet udregnes altid for et lille udsnit af lyden (N samples) ad gangen.
I en ep-detektor er dette udsnit typisk på mellem 10ms og 30ms. Herefter sammen-
holdes energiindholdet for det aktuelle lydudsnit med en eller flere tærskelværdier, for
at afgøre om lydudsnittet er en del af et talesignal eller en del af baggrundsstøjen. Den
energi-baserede metode til ep-detektion, der anvendes i [2], bruger de følgende to dy-
namiske tærskelværdier til at afgøre, hvornår et talesignal begynder og slutter: ITL og
ITU som indtegnet i figur 2.3 herunder.
Figur 2.3: Endepunkterne N1 og N2 findes ved at se på, hvornår energiniveauet krydser tær-
skelværdierne ITL og ITU.
I metoden fra [2] bruges ITL og ITU som henholdsvis en nedre og en øvre grænse.
En mulig position for begyndelsen af et talesignal deklareres i tilfælde af, at energi-
indholdet for lyden overskrider begge grænser i stigende rækkefølge (dvs. først ITL og
dernæst ITU). Herefter ses der efter en mulig position for afslutningen, og denne de-
klareres efter energiindholdet for lyden igen er faldet under begge grænser (dvs. først
ITU og dernæst ITL). Udover disse to dynamiske tærskelværdier benytter metoden fra
[2] sig også af følgende tre statiske, tidsmæssige tærskelværdier.
Minimums talesignal-længden bruges til at afgøre, om et talesignal egentlig kan si-
ges at være fundet eller ej. Kun hvis den tidsmæssige afstand mellem begyndelses-
og afslutnings-positionen (der hvor energiindholdet henholdsvis stiger over og
falder under både ITL og ITU) er større end minimums talesignal-længden, klas-
sificeres lyden imellem som et talesignal. Ellers klassificeres lyden som et mid-
lertidigt udbrud af støj.
Minimums talesignal-afstanden bruges til at afgøre, hvornår et talesignal er afslut-
tet, og til at overkomme midlertidige fald i lydens energiindhold. Hvis et mid-
lertidigt fald i lydens energiindhold (hvor energien falder under både ITL og
ITU) varer længere end minimums talesignal-afstanden, regnes talesignalet for
værende afsluttet. Men hvis energiindholdet igen stiger over de energirelaterede
tærskelværdier, og dette sker inden minimums talesignal-afstanden er nået, bli-
ver den mellemliggende del og det nyfundne signal regnet med som en del af
det forudliggende talesignal. Med andre ord bliver det midlertidige fald i ener-
giinholdet ignoreret, hvis bare det ikke varer længere end minimums talesignal-
afstanden.
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Maksimums talesignal-længden bruges til at afgrænse den maksimale tidsmæssi-
ge længde for talesignaler (dvs. de isolerede ord, som metoden er lavet til at
finde). Kun hvis den tidsmæssige afstand mellem begyndelses- og afslutnings-
positionen er kortere end maksimums talesignal-længden, kan der være tale om
et isoleret ord.
Den gennemsnitlige sampleværdi
Alternativet til at udregne energiindholdet ved hjælp af RMS formlen kan være at ud-
regne et tal for den gennemsnitlige sampleværdi som beskrevet i [16] under navnet
the average magnitude function. Formlen, der anvendes til at udregne den gennem-
snitlige sampleværdi i [16], stammer fra [15], og giver egentlig bare summen af den
absolutte værdi for hver af sampleværdierne i det lydudsnit, der arbejdes med. For en
række bestående af N sampleværdier x1, x2, ..., xN udtrykkes dette som vist i formel
2.3 herunder.
Emag =
N
2∑
i=−N
2
‖xN
2
+i‖ (2.3)
Grunden til den udbredte brug af udtrykket N2 i formel 2.3 ovenfor er, at formlen
benyttes til at give et udtryk for energien i midten af lydudsnittet på de N samples.
Fremfor at benytte et mere avanceret udtryk for energien i lydudsnittet begrundes bru-
gen af formel 2.3 i [15] med, at udtrykket kan udregnes i heltal og derfor kan udregnes
meget hurtigt på en computer.
I metoden fra [16] sammenlignes målingen af den gennemsnitlige sampleværdi
(Emag) med to statiske tærskelværdier. Disse to energi-relaterede tærskelværdier kal-
des også her for henholsvis ITL og ITU, og de anvendes på samme måde som beskre-
vet i foregående afsnit om energi-baseret detektion. Begge tærskelværdier skal altså
overskrides, før en mulig begyndelses-position deklareres, og omvendt skal den gen-
nemsnitlige sampleværdi falde under begge tærskelværdier, før en mulig afslutnings-
position fastlægges. I [15] antages det, at de første 100ms af et digitalliseret lydsignal
ikke indeholder tale, og derfor bruges målinger af middelsampleværdien (den gennem-
snitlige sampleværdi) fra dette tidsrum til at fastslå og indstille de to statiske tærskel-
værdier ITL og ITU.
Ifølge [15] er middelsampleværdien fra formel 2.3, ikke nok til at detektere visse
af de meget energisvage fonemer. Eksempelvis udtales et begyndende “f” i et ord ofte
med så lidt energi, at det er svært at skelne fra baggrundstøjen og derfor finde begyn-
delsen på. Af samme grund bruger metoden fra [15] en ekstra tærskelværdi for lydens
såkaldte zero crossings rate, som forklares herunder.
Zero crossings rate
Zero crossings rate-metoden (herefter forkortet ZCR-metoden) er meget simpel og be-
står i bund og grund af en optælling af det antal gange, lydtrykket (dvs. sampleværdien)
i et udsnit af lyden svinger fra positiv til negativ og omvendt. Optællingen foretages
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ved at se på heltalsværdierne i de enkelte samples og tælle antallet af gange, denne
værdi går fra at være positiv i den ene sample til at være nul eller negativ i den næ-
ste eller omvendt. Man tæller således antallet af zero crossings inden for en række af
samples, som repræsenterer det aktuelle lydudsnit. Metoden er baseret på det faktum,
at optællingen giver et nogenlunde konstant tal for lyd med baggrundsstøj, mens lyd
med tale giver et mere svingende og generelt højere tal. ZCR-metodens styrke ifølge
[15] er de energisvage fonemer, som er svære at skelne fra baggrundsstøjen med må-
linger af eksempelvis Eavg fra formel 2.3 alene. Derfor anvendes ZCR-metoden som
et supplement til gennemsnits sampleværdien i både [16] og [15]. Først findes de mid-
lertidige endepunkter for talesignalet med en energibaseret metode, og hernæst bruges
ZCR-metoden til at finde eventuelle energisvage fonemer lige før begyndelsen eller
lige efter slutningen af talesignalet. I tilfælde af at ZCR-metoden finder et energisvagt
fonem i op til 250ms før eller efter talesignalet, flyttes det tilhørende endpunkt til at
inkludere den nyfundne begyndelse eller slutning. Et eksempel fra [15], som viser en
udvidelse af begyndelses-positionen, er gengivet i figur 2.4 herunder.
Figur 2.4: Et eksempel på et ord som starter med en så energisvag lyd, at antallet af zero
crossings kan hjælpe med at finde en mere korrekt position for begyndelsen.
Figur 2.4 viser øverst, hvorledes metoden fra [15] først finder endepunkterne N1 og
N2 gennem anvendelse af den gennemsnitlige sampleværdi og tærskelværdierne ITL
og ITU. Nederst i figuren kan det ses, hvorledes ZCR-metoden anvendes til at finde et
energisvagt fonem lige foran begyndelses-positionen N1, hvorfor positionen flyttes til
en ny begyndelses-position i N ′1. Det skal understreges, at ZCR-metoden ikke anven-
des til ep-detektion alene. I metoden beskrevet i henholdsvis [16] og [15], som begge
bruger den simple formel 2.3, bruges ZCR-metoden til at forbedre de endepunkter, der
findes ved hjælp af formel 2.3. I [2] sammenlignes metoden fra [15] med en metode
baseret på en mere avanceret formel for energiindholdet. Rapporten konkluderer, at
den mere avancerede formel for energiindholdet med fordel kan anvendes, men at der
i øvrigt ikke er særlig stor forskel på resultaterne.
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2.1.2 Metoder til analyse af talesignaler
Blokdiagrammet i figur 2.1 på side 15 viser, hvorledes analysemodulet (blok B) bruges
til at analysere talesignalerne, som enten modtages fra ep-detektoren eller fra et tale-
corpus (en database over udtaleeksempler af forskellige ord fra forskellige mennesker).
Som nævnt tidligere er målet med denne analyse at uddrage flere informationer om ly-
dindholdet end der findes i form af de sampleværdier, som talesignalet umiddelbart
består af. Langt de fleste metoder, der benyttes til analyse af talesignaler inden for
talegenkendelse, er baseret på grundlæggende viden om psykoakustik. Psykoakustik
handler om relationerne mellem oplevelsen af lyd og de fysiske egenskaber ved lyden.
Psykoakustiske forsøg er orienteret mod at definere relationerne mellem de målbare
egenskaber ved lyden og deres subjektive modstykker. Psykoakustiske forsøg udført
af mange forskellige forskere har vist, at det menneskelige øre processerer lydindtryk
i separate frekvensbånd kaldet kritiske bånd (critical bands på engelsk). Lydindtryk-
ket fra hvert af disse kritiske bånd analyseres uafhængigt i øresneglen, og hvert bånd
svarer til et tilhørende stykke (på cirka 1,3 mm) af øresneglen.[14] I forlængelse af
definitionen for kritiske bånd findes der en speciel psykoakustisk enhed kaldet Bark
opkaldt efter den tyske akustiker Barkhausen. For at omregne fra en objektiv akustisk
frekvens, f , til den perceptuelle Bark frekvensskala bruges formel 2.4 herunder.
Bark = 13arctan(
0.76f
1000
) + 3.5 arctan(
f2
75002
) (2.4)
Figur 2.5 nedenfor viser forholdet mellem den perceptuelle Bark frekvensskala
og den objektive frekvensskala. I figuren er antallet af Bark aftegnet som en funktion
af den objektive frekvens målt i Hertz.
Figur 2.5: Forholdet mellem den perceptuelle Bark-skala og den objektive Hertz-skala.
Det specielle ved kritiske bånd er, at komplekse lyde, der består af en blanding
af tone-komponenter som for eksempel tale, og holder sig inden for samme kritiske
bånd, ikke kan skelnes fra hinanden (dvs. perceptuelt). Først i det tilfælde, hvor en af
tone-komponenterne overskrider en af grænserne for det kritiske bånd, kan denne tone
skelnes som en selvstændig lyd af øret. Frekvensbredden af de kritiske bånd svarer om-
trent til mellem 10 og 20 procent af centerfrekvensen for en lyd. Bredden af et kritisk
bånd kan udregnes som en funktion af frekvensen ved hjælp af formel 2.5 herunder.
BWcritical = 25 + 75[1 + 1.4(f/1000)
2 ]0.69 (2.5)
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En anden, meget udbredt tilnærmelse til forholdet mellem en perceptuel frekvens-
skala og en objektiv frekvensskala er kendt under navnet mel skalaen. Frekvensen
givet i mel kan udregnes som en funktion af den objektive frekvens f med formel 2.6
herunder.
mel = 2595 log10(1 + f/700.0) (2.6)
Eftersom den menneskelige hørelse kun kan skelne lyde i separate, kritiske bånd,
bruges de psykoakustiske måleenheder (dvs. Bark og mel) samt de tilhørende kriti-
ske bånd ofte inden for både telekommunikation og talegenkendelse. Eksempelvis kan
hørelsen modelleres ved hjælp af et sæt band-pass frekvensfiltre, hvor båndbredderne
svarer til bredderne for et tilsvarende sæt af kritiske bånd. Dette kaldes for en filterbank
af kritiske bånd og beskrives nærmere i det næste afsnit.
Filterbank
Som nævnt ovenfor består en filterbank grundlæggende set af et antal frekvensfiltre,
som bruges til at bandpassfiltrere talesignalet ud i et ditto antal frekvensbånd. Ofte
indstilles frekvensfiltrene til at benytte kritiske bånd, og da kaldes metoden for en
filterbank af kritiske bånd. De kritiske bånd, der bruges oftest i forbindelse med fil-
terbank metoden, er baseret på hhv. Bark og mel skalaerne. Een metode, baseret på
Bark skalaen, er ifølge [11] blevet noget af en standard. I metoden udregnes bredden
af hvert filter efter følgende fremgangsmåde: Først findes de frekvensværdier, f , som
resulterer i en heltals Bark værdi i formel 2.4. Derefter bruges disse frekvensværdier
som midtpunkter for kritiske bånd, hvis bredde udregnes ved hjælp af formel 2.5. En
anden meget udbredt filterbank af kritiske bånd er baseret påmel skalaen og blev første
gang introduceret af S. B. Davis og P. Mermelstein i 1980 [11]. For begge de to popu-
lære typer af filterbank, både den Bark og den mel baserede, kan center-frekvensen
og båndbredden for de første nitten kritiske bånd ses i tabel 2.1.2 herunder.
24
2.1. METODEOVERSIGT
For Bark skalaens kritiske bånd i tabel 2.1.2 ovenfor gælder det, at man ofte væl-
ger at bruge de seksten bånd fra indeks 2 til indeks 17. Det første bånd (indeks 1)
fravælges, fordi de helt lave frekvenser ofte ligger udenfor A/D-konverterens mulig-
heder, hvorfor digitalliseringen i de helt lave frekvenser ofte er meget støjfyldt [11].
Udvælgelsen afmel skalaens kritiske bånd i tabellen er foretaget på basis af den ønske-
de øvre frekvensgrænse ved 4000 Hz. Som det kan ses af tabellen, er det nødvendigt
at bruge lidt flere frekvensfiltre for at dække det samme frekvensområde, hvis man
bruger de kritiske bånd baseret på mel skalaen fremfor dem baseret på Bark skalaen.
En almindelige metode til frekvensfiltrering i en filterbank består i at bruge et
band-pass filter for hver af de ønskede frekvensbånd. Band-pass filtre findes i mange
former, og emnet frekvensfiltre generelt er for stort til denne rapports omfang. Inter-
esserede læsere henvises til [4], [6], [8] og [10]. I stedet fokuseres der på to relativt
simple bandpassfiltre af en type, der ofte kaldes rekursive filtre eller Infinite Impulse
Response (forkortet IIR) filtre. Navnet skyldes, at filtre af denne type genbruger dele
af tidligere filterresultater som en del af et nyt filter-input. Hermed kan værdien for en
input-sample, som er større end nul, teoretisk set blive ved i det uendelige med at være
ophav til output-værdier, som er forskellige fra nul.
Det første filter, der fokuseres på, anbefales i [3] og beskrives i [7] som et meget
simpelt bandpassfilter. Filteret beskrives også kort i henholdsvis [9] og [10], hvor det
kaldes et four multiplier, normalized form-filter. I denne rapport kaldes filteret dog for
et Danforth-filter, eftersom Danforth er navnet på forfatteren af [3], hvori filteret anbe-
fales som værende tilstrækkeligt for et simpelt system til talegenkendelse. Danforth-
filteret fungerer matematisk set som et såkaldt andenordens tilstandsrum. Dette bety-
der, at filteret bruger en tilstandsvektor med to tilstande (dvs. en hukommelsesblok for
to talværdier), her kaldet x = (x1, x2), som ændres for hvert nyt input, og som bruges
i udregningen af hvert filterresultat.
Danforth-filteret er som sagt ganske simpelt og består grundlæggende set af en ro-
tation af koordinaterne givet ved de to tilstande i tilstandsvektoren. For hvert nye input
roteres tilstandsvektoren over en vinkel, som svarer til centerfrekvensen for det ønske-
de bandpassfilter i forhold til samplingfrekvensen. Rotationen foretages ved at gange
tilstandsvektoren med matricen R, der defineres som i formel 2.7 herunder.
R = r
[
cos(t) − sin(t)
sin(t) cos(t)
]
hvor 0 < r < 1 (2.7)
I formlen for matricen R ovenfor er r en konstant, der bruges til at dæmpe resultatet
med, mens t er den vinkel som tilstandsvektoren bliver roteret. Konstanten r udregnes
ud fra den ønskede bredde af bandpassfilteret, mens vinklen t som nævnt udregnes ud
fra det ønskede centrum for filteret. De to variable, t og r, kan udregnes med formlerne
2.8 og 2.9 herunder.
t =
2 · pi · FC
FS
(2.8)
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q =
4− cos(pi · FW /FS)
3
r = q −
√
q2 − 1
(2.9)
Hvor FC er det ønskede centrum for filteret i Hertz, FS er samplingfrekvensen og
Fwidth er den ønskede bredde af filteret i Hertz. Danforth-filteret er utrolig simpelt at
anvende, efter det er indstillet. Man lægger bare input sampleværdien til den ene til-
stand i tilstandsvektoren, hvorefter man ganger denne med rotationsmatricen R (dvs.
addér og rotér). I formlerne herunder, vises hvordan inputværdien, kaldet i, lægges til
tilstandsvektoren, som derefter ganges med matricen R for at udregne en ny tilstands-
vektor, kaldet x′ = (x′1, x′2).
x
′ = r
[
cos(t) − sin(t)
sin(t) cos(t)
]
(x+ (0, i)) (2.10)
(x′1, x
′
2) =
[
r cos(t) −r sin(t)
r sin(t) r cos(t)
]
(x1, i+ x2) (2.11)
(
x′1
x′2
)
=
(
x1r cos(t)− x1r sin(t)
(i+ x2)r sin(t) + (i+ x2)r cos(t)
)
(2.12)
Filterresultatet kan herefter aflæses i form af værdien af den ene af de to tilstande i
tilstandsvektoren. Det er ligemeget, hvilken af de to tilstande der aflæses fra tilstands-
vektoren, fordi forskellen på de to kun består af en lille faseforskydning [3]. Filterre-
sultatet skal herefter sendes gennem et simpelt lowpassfilter. Det simple lowpassfilter,
der anbefales i [3], kan implementeres ved hjælp af formel 2.13 herunder.
y[n] = (1− u) · y[n− 1] + u · |x| hvor 0 < u < 1 (2.13)
I formel 2.13 ovenfor er y[n] resultat nummer n i rækken af resultater fra lowpas-
sfilteret, y[n − 1] er det foregående resultat, x er inputværdien fra tilstandsvektorens
ene tilstand og u er en konstant. Ifølge [3] kan man nøjes med at aflæse resultaterne fra
lowpassfilteret cirka 200 gange per sekund, hvilket kaldes at resample lyden. Der gives
ikke nogen anbefalinger i [3] for konstanten u. Det synes dog tydeligt, at en værdi tæt
på 1 vil medføre, at lowpassfilteret stort set kun giver den absolutte værdi af inputtet.
Det andet IIR-filter, som studeres i denne rapport, er et meget udbredt filter, som
generelt kaldes et biquad IIR-filter, og som anbefales til talegenkendelse i [16]. Lige-
som Danforth-filteret er også biquad-filteret matematisk set et andenordens tilstands-
rum, hvilket kan ses af blokdiagrammet for algoritmen i figur 2.6 på næste side.
I blokdiagrammet herover består inputtet af en sampleværdi, s[n], og for hver in-
put sample fås resultatet y[n]. Filteret består grundlæggende set af tre forskellige typer
operationer: At huske et tal, at gange to tal, og at lægge to tal sammen. I blokdia-
grammerne ovenfor er dette vist med tre forskellige symboler: En firkant med et Z−1
indeni markerer en tilstand, og at et tal skal huskes indtil næste input. En trekant med
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Figur 2.6: En såkaldt biquad IIR sektion som et blok-diagram.
en konstant (kaldet en koefficient) indeni betyder, at input skal ganges med konstan-
ten og føres videre som resultat i pilens retning. En cirkel med et plus indeni betyder,
at input skal lægges sammen, og at resultatet skal føres videre ad den pil, som pe-
ger væk fra cirklen. Afhængig af hvordan koefficienterne (a1, a2, b0, b1, b2) indstilles,
kan et biquad-filter implementere en af de fire grundlæggende typer af frekvensfiltre:
Low-pass, high-pass, band-pass og band-block. Typisk indstilles koefficienterne ud fra
et sæt ønskede egenskaber for filteret, som man ønsker at maksimere, og/eller et sæt
uønskede egenskaber, man ønsker at minimere. De typiske egenskaber, man søger at
minimere eller maksimere, illustreres med figur 2.7 herunder fra [6].
Figur 2.7: Typiske egenskaber, som søges minimeret, for et bandpassfilter.
Figur 2.7 viser forstærkningen (H¯(f)) som en funktion af den normaliserede fre-
kvens (f ), der udregnes ved at dividere en given frekvens med samplingfrekvensen.
En alternativ fremgangsmåde er at gange en given frekvens med den såkaldte sam-
plingperiode, som er givet ved 1/FS , hvor FS er samplingfrekvensen. Eftersom FS/2
udgør den øverste grænse for det frekvensområde, bandpassfiltre kan håndtere, er dette
markeret med en lodret linie i f = 1/2.
En af de væsenligste egenskaber for bandpassfilteret, hvis effekt vises i figur 2.7,
er, at det maksimale udsving i forstærkningen ikke overskrider tærskelværdien δ. Den-
ne egenskab kaldes generelt for equi-ripple, hvilket er engelsk og løst kan oversættes
til bølger af samme størrelse. Filteret indfører to såkaldte blok-bånd, som blokerer ly-
de i frekvensbåndenes spektrum, og de strækker sig henholdsvis over områderne 0 <
f ≤ fp−∆F/2 og fs+∆F/2 ≤ f < 1/2. Herudover indfører filteret også et såkaldt
pass-bånd, som tillader lyde i frekvensbåndets spektrum at passere. I figuren strækker
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pass-båndets spektrum strækker sig over området fp + ∆F/2 ≤ f ≤ fs − ∆F/2.
Områderne mellem blokbåndene og pass-båndet er overgange, der viser hvor hurtigt
(målt i antal frekvenser) filteret kan skifte fra et bånd til et andet. Jo stejlere kurven
for filtereffekten er i disse områder jo hurtigere kan filteret skifte effekt, hvilket er
ønskeligt i mange situationer. Disse områder kaldes generelt for transitions-bånd og
i figur 2.7 strækker hver af de to transitionsbånd sig over et frekvensområde på ∆F .
Det specielle for filteret i figuren er, at det medfører equi-ripples af størrelsesordenen
±δ både i pass-båndet og i blokbåndene.
I listen nedenfor over kendte metoder til at maksimere eller minimere bestemte
karakteristika kan ovenstående filter genkendes som et såkaldt Cauer - eller elliptisk
design.
Butterworth designs giver fladest mulig forstærkning i pass-båndet.
Bessel designs giver filtre med minimal faseforskydning, men giver generelt en læn-
gere transitions-periode end andre filterdesigns.
Chebyshev designs giver equi-ripple enten i pass-båndet (kaldet type I) eller i blok-
båndene (kaldet type II). I båndet/båndene uden equi-ripple er forstærkningen
flad for begge typer Chebyshev designs.
Cauer - eller elliptiske designs giver equi-ripple både i pass-båndet og i stop-båndene
og giver generelt den smalleste transitionsbånd.
Diskret Fourier Transformation
En diskret Fourier transformation, hvilket forkortes DFT, er en heltals-implementation
af en såkaldt Fourier transformation. Fourier var en fransk matematiker, som opdage-
de, at de fleste kontinuerte funktioner kan udtrykkes som summen af en række cosinus
og sinus funktioner med forskellige amplituder, bølgelængder og faser. En DFT for
en endelig sekvens {x(n)}, 0 ≤ n ≤ N − 1, defineres som vist i formel 2.14 herun-
der. [13]
X(k) =
N−1∑
n=0
x(n)e−j(2pi/N)nk hvor k = 0, 1, . . . ,N − 1 (2.14)
Resultatet af transformationen er en endelig sekvens {X(k)}, 0 ≤ k ≤ N − 1,
hvor hvert tal er en såkaldt Fourier coefficient, som angiver mængden af energi inden
for et lille frekvensområde. Dette frekvensområde kaldes også for en frequency-bin
eller frequency-bucket, og oversættes med termen frekvensspænd. Bredden i Hz af
hver frekvesspan er omvendt proportionel med antallet af inputværdier. Hvis der an-
vendes mange inputværdier (dvs. N i formel 2.14 er stor), bliver frekvensspektret for
hvert frekvensspænd tilsvarende mindre (dvs. 2pi/N i formel 2.14 bliver mindre). Man
kan sige, at den spektrale opløsning bliver bedre i takt med, at antallet af inputvær-
dier {x(n)} stiger. Samtidig tager det dog mange flere operationer at udregne serien
{X(k)}, eftersom summen fra hvert eneste tal i inputsekvensen bliver udregnet for
hvert tal i outputsekvensen (dvs. for hvert k i formel 2.14 udregnes summen over hele
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0 ≤ n ≤ N−1). Ved at evaluere antallet af nødvendige operationer (komplekse multi-
plikationer og additioner) for en DFT kan det ses, at der kræves i størrelsesordnen N2
operationer for at udregne formlen. Selv om den spektrale opløsning bliver dobbelt så
god ved at anvende dobbelt så mange inputsamples, så kræver det mindst fire gange så
mange operationer at udregne resultatet.
Med lidt matematisk snilde kan der dog skæres meget ned på det nødvendige antal
operationer. Det kan lade sig gøre at reducere antallet til størrelsesordnen N log2(N)
operationer. Denne hurtige version af Fourier transformationer beskrives blandt andet
i [1] og i [13] og kaldes generelt for en Fast Fourier Transformation, hvilket forkortes
FFT. Eftersom hverken DFT og FFT algoritmerne kan kaldes simple, ligger en længe-
re beskrivelse af matematikken bag algoritmerne udenfor projektets problemafgræns-
ning. Interesserede læsere, som vil vide mere om matematikken bag FFT, henvises til
[1] og [13]. I det efterfølgende nøjes vi med at beskrive, hvordan en FFT kan anvendes
til at implementere en filterbank.
Som nævnt ovenfor bliver den spektrale opløsning i resultatet af en FFT bedre med
stigende længde for inputsekvensen {x(n)}. Men man behøver ikke nødvendigvis an-
vende ekstra inputsamples for at opnå en forøgelse i den spektrale opløsning. I stedet
kan man anvende et såkaldt vindue (fra eng. window), som består af M inputsamples,
hvor M ≤ N , og udfylde resten af inputsekvensen med nuller. For at skelne mellem
de to størrelser (M og N ) kaldes tallene i inputsekvensen (N ) herefter for antallet af
datapunkter eller blot punkter (fra eng. points), som en FFT udregnes for.
Sammenhængen mellem antallet af datapunkter, som en FFT udregnes for, og den
spektrale opløsning er givet ved forholdet Fs/N , hvor Fs er samplingfrekvensen og N
er antallet af datapunkter. Heraf ses det, at en højere samplingfrekvens giver en dårli-
gere spektral opløsning, hvis FFT’en udregnes for det samme antal datapunkter.
Specielt to detaljer ved en FFT er værd at bemærke. For det første skal antallet af
datapunkter være lig med 2p, hvor p er et positivt heltal, for at opnå den størst mulige
besparelse i antallet af nødvendige operationer. For det andet er Fourier coefficienterne
i den sidste halvdel af serien {X(k)} en spejling af resultaterne i den første halvdel af
serien, og de siger således ikke noget om frekvenserne i frekvensområdet over Fs/2.
Dette er helt ifølge samplingteoremet, ifølge hvilket man kun kan udlede noget om
frekvenserne i en række samples i frekvensområdet under halvdelen af samplingfre-
kvensen.
En filterbank bestående af kritiske filtre kan relativt let implementeres ved brug af
en FFT algoritme. Ud Fra den ønskede tidsmæssige opløsning, som givet ved antal-
let af samples (M ) i det anvendte vindue, vælges antallet af datapunkter, som FFT’en
udregnes for (N ), ved at runde op (fra M ) til nærmeste hele tal, der kan skrives som
en potens af 2. Eksempelvis vil et vindue som strækker sig over 10ms., indeholde
omtrent 110 samples ved en samplingfrekvens på 11025Hz. Men eftersom 110 ikke
kan skrives som en potens af 2 runder vi op til N = 256, hvilket kan skrives som
256 = 28. Herefter udregnes den spektrale opløsning for det valgte antal af punkter,
og det fastslås hvilke af de resulterende Fourier coefficienter som dækker de ønskede
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frekvensbånd. For N = 256 punkter og samplingfrekvensen Fs = 11025Hz bliver
bredden af hvert spektrum lig med 43.066Hz per punkt. Til sidst findes resultatet for
hvert frekvensbånd ved at lægge de tilhørende Fourier amplituder sammen. Skal man
for eksempel bruge Fourier amplituden for et frekvensbånd, der dækkes af to tilstøde-
nde frekvensspænd, skal man bare lægge Fourier amplituderne for disse to frekvens-
spænd sammen for at finde resultatet.
Til sidst skal det nævnes, at DFT og FFT algoritmerne ikke kun er gode til at udføre
spektrum-analyse, de er også fremragende analyseværktøjer for funktionen af almin-
delige frekvensfiltre. Eksempelvis kan funktionen af et givent IIR-filter undersøges i
to lette skridt: Først gives filteret en inputsekvens bestående af en såkaldt impuls, som
er givet ved denne række {1, 0, 0, .., 0}. Derefter bruges filterresultatet som inputse-
kvens for en DFT/FFT. Resultatet viser forstærkningen for filteret i frekvensområdet
0 ≤ f ≤ Fs/2.
Valget af analysemetode er i denne rapport et spørgsmål om simplicitet overfor
effektivitet, og det ligger udenfor rapportens målsætning at beskrive andet end de al-
lermest basale metoder. Derfor skal det nævnes, at de ovenstående afsnit kun formår at
ridse i overfladen af det enorme forskningsarbejde, der er udført inden for talegenken-
delse. Eksempelvis kan både DFT og FFT algoritmerne anvendes til at implementere
adskillige typer filtre, og de kan bruges til at finde filterkoefficienterne for specielle
FIR-filtre. Herudover findes der mere avancerede metoder, som slet ikke er nævnt. For
eksempel findes der en meget udbredt metode, kaldet Linear Prediction, som er lidt
mere avanceret end de førnævnte metoder og derfor ikke beskrevet. Den interesserede
læser kan finde mere om emnet Linear Prediction i [9], [4], [11], [14] og [16].
2.1.3 Metoder til mønsterdannelse og -træning
I blokdiagrammet i figur 2.1 på side 15 kan det ses, hvorledes resultatet af analyse-
processen, som kaldes et testmønster i figuren, sendes videre til mønstertræning (blok
D). Formålet med træningsprocessen er at opbygge en slags bibliotek af viden (blok
E), der kan anvendes under mønstergenkendelsesprocessen. Sammen med en analyse-
metode, som beskrevet i sidste afsnit, er metoderne for mønsterdannelse og -træning
helt centrale for at kunne implementere en succesfuld mønstergenkendelsesmetode og
dermed en fungerende algoritme til talegenkendelse.
I det følgende bruges betegnelsen helordsmønstre for mønstre, der er dannet på
baggrund af analysedata fra hele ord ad gangen. Hvert helordsmønster dækker således
over et helt ord. Dette er i modsætning til andre og mere avancerede typer af mønstre.
Eksempelvis fonetiske mønstre, der dannes på baggrund af de fonemer, et ord består
af, og som kun dækker en del af et ord. For at kunne danne disse avancerede møn-
stre kræves det ofte, at testordene, som systemet skal trænes med, er forsynet med
informationer om grænserne for fonemerne i hvert ord, hvilke fonemer der findes samt
deres rækkefølge. Det er dog hverken hurtigt gjort eller simpelt, men derimod vældig
tidskrævende og relativt besværligt, at studere og finde alle grænserne for fonemerne i
hvert testord. Dermed falder emnet fonetiske mønstre uden for problemafgrænsningen.
I det nedenstående beskrives kun metoder, som henholdsvis danner og træner forskel-
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lige former for helordsmønstre.
Simple helordsmønstre
Den mest simple metode til mønsterdannelse beskrives i [3] og bygger på input fra en
filterbank bestående af kritiske frekvensbånd. Metoden bruger inputtet fra analysepro-
cessen til at danne et helordsmønster som beskrevet i fremgangsmåden herunder.
1. Først opdeles analyseresulatet for hele ordet i et fast antal segmenter. Hvis a-
nalyseresultatet eksempelvis består af båndpas-filtreret lyd fra seksten separate
frekvensbånd, skal hver af disse seksten rækker med lyd opdeles i et fast antal
segmenter af samme tidsmæssige udstrækning.
2. Dernæst findes gennemsnitsværdien af de filtrerede sampleværdier for hvert fre-
kvensbånd i hvert segment. Som det blev vist i afsnittet om ep-detektion, ud-
gør gennemsnitssampleværdien et simpelt tal for energien i tidsrummet, som
de summerede samples dækker. Hermed reduceres informationerne om lyden i
hvert frekvensbånd og hvert segment fra en række sampleværdier til et enkelt
tal for energien i et frekvensområde over en bestemt periode (dvs. segmentets
udstrækning i ordet).
3. Til sidst normaliseres gennemsnitsværdierne fra frekvensbånd, som støder op til
hinanden og ligger inden for samme segment. Dette gøres ved at sammenligne
gennemsnitsværdierne parvis og på skift fra de to bånd, som dækker de lave-
ste frekvensområder og opefter. Resultatet af hver sammenligning er binært og
sættes til værdien 1, hvis gennemsnitsværdien stiger fra det lavest liggende fre-
kvensbånd op til det næste. Hvis gennemsnitsværdien falder, eller er ens for de
to frekvensbånd, sættes værdien til 0.
Resultatet af denne metode er et mønster, som består af en matrix af binære værdi-
er. Antallet af rækker i matrixen er lig medB−1, hvorB er antallet af frekvensbånd, og
antallet af kolonner er lig med antallet af segmenter, ordet blev inddelt i under punkt 1.
Hovedformålet med at opdele ordet i et fast antal segmenter er at lave en statisk tidsop-
deling af hele ordet, således at små forskelle i længden af udtalen (dvs. af samme ord)
bliver ubetydelige. Denne effekt forstærkes med punkt 2, fordi nogle enkelte samples
til eller fra ikke kan påvirke gennemsnitsværdien særlig meget inden for segmenter af
en vis størrelse. Normaliseringen, der foretages under punkt 3, udføres for at udjævne
forskelle i, hvor højt et ord udtales. Her gemmes kun de allermest basale informationer
om forskellen i energiindholdet i tilstødende frekvensbånd, nemlig om energiindholdet
stiger eller falder fra det ene bånd til det næste.
Metoden er illustreret med figurerne 2.8 og 2.9, hvor spectogrammet af ordet af-
slut, som blev vist i figur 2.2, ligger til grund for mønsterdannelsen. Figur 2.8 viser
resultatet af spektrumanalysen opdelt i fire frekvensbånd, som hver strækker sig over
et frekvensspektrum på 1000Hz, hvilket er vist med vandrette linier. Denne opdeling
skal illustrere, at der er anvendt en filterbank bestående af fire frekvensbånd under a-
nalysen af ordet. I henhold til punkt 1 i fremgangsmåden ovenfor, er analyseresultatet
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Figur 2.8: Spectogram for ordet afslut, opdelt i fire frekvensbånd og seks tidssegmenter.
Figur 2.9: Viser hvordan et binært helordsmønster dannes ud fra analyseresultatet.
for hele ordet opdelt i seks segmenter, hvilket er vist med lodrette linier i figuren.
Figur 2.9 viser, hvorledes de seks segmenter behandles hver for sig, og danner
grundlaget for et binært mønster for hele ordet. For hvert frekvensbånd i hvert seg-
ment skal der, ifølge punkt to i fremgangsmåden, findes et samlet udtryk for energien.
Dette er her gjort visuelt ved at anslå mængden af sort og gråt inden for de segmen-
terede frekvensbånd. Herefter er energimængden for de frekvensbånd, som støder op
til hinanden, blevet sammenlignet, og det binære mellemresultat er skrevet til højre for
en klamme, som viser, hvilke bånd der er blevet sammenlignet. I henhold til punkt tre i
fremgangsmåden er resultatet af hver sammenligning lig med 1, hvis energimængden
stiger fra det ene frekvensbånd op til det næste. Som angivet ved de skrå pile midt i
figur 2.9 er det resulterende helordsmønster fremkommet ved at samle de binære mel-
lemresultater i den matrix, som er vist nederst i figuren.
I lighed med mønsterdannelsesmetoden, er også mønstertræningsmetoden der be-
skrives i [3] og [7] yderst simpel. Man gemmer det binære helordsmønster sammen
med dets navn (dvs. en tekstoversættelse af ordet der blev udtalt), cirka tre gange for
32
2.1. METODEOVERSIGT
hvert ord der skal kunne genkendes. Samme metode beskrives i [14] som den mest
simple form for mønstertræning, hvor resultatet er et simpelt skabelonsbibliotek. Der
foregår således ikke nogen egentlig træning af mønstrene med denne metode. Der er
snarere tale om, at skabeloner bestående af binære helordsmønstre og tekstoversættel-
ser sættes sammen og gemmes til brug under genkendelsen.
Den simple metode til mønstertræning kræver dog en mindre udvidelse, fordi me-
todebeskrivelsen givet i [3] og [7] ikke nævner træning af beslutningslogikken. Beslut-
ningslogikken har som minimum brug for en tærskelværdi for sikkerheden i genken-
delsen, således at det kan afgøres, hvorvidt et ord er blevet succesfuldt genkendt eller
ej. Denne tærskelværdi er afhængig af, hvilke ord der indgår i ordforrådet, hvor me-
get mønstrene for disse ord ligner hinanden, samt hvor meget mønstrene i ordforrådet
ligner mønstre for ord, som ikke indgår i ordforrådet. Hvis tærskelværdien bliver sat
for lavt, kan det resultere i, at ord, der egentlig er succesfuldt genkendt, bliver frasor-
teret af beslutningslogikken. Hvis tærskelværdien derimod bliver sat for højt, kan det
resultere i, at ord, der ikke indgår i ordforrådet, fejlagtigt bliver genkendt og valideret
af beslutningslogikken.
Tærskelværdien kan muligvis fastslås ved forsøg med ord, der ikke indgår i ord-
forrådet. Herved kan der muligvis findes en genkendelsestærskel mellem mønstrene,
hhv. inden for og uden for ordforrådet. En anden løsning til at fastslå tærskelværdien
kan bestå i at afslutte træningsproceduren med en analyse af alle referencemønstre-
ne i mønsterbiblioteket. Eksempelvis kan en analyse opstille alle referencemønstre
ud fra det ord, hvert mønster repræsenterer. Herefter kan minimumafstanden findes
mellem mønstre fra forskellige ordgrupper og maksimumafstanden findes mellem ord
inden for samme ordgruppe. Genkendelsestærsklen bør kunne fastslås ud fra disse to
afstandsmål.
Vektor kvantisering
Inputtet til en vektor kvantiseringsmetode kommer ofte fra en FFT-filterbank og be-
står af en række vektorer vl, l = 1, 2, ..., L, hvor L er antallet af vektorer. Hver vektor
består typisk af p dimensioner, hvilket svarer til en dimension for hvert frekvensbånd
i resultatet fra FFT-analysen, og indeholder Fourier amplituderne for de ønskede fre-
kvensbånd over et fast antal samples. Fordi FFT-udregningen sker for et fast antal
samples, bliver antallet af vektorer (L) en variabel, hvis størrelse afhænger af længden
af ordet der udtales. Eftersom vektorene beskriver det spektrale indhold af lyden, kal-
des de også for spektrale vektorer i det følgende.
Vektor kvantisering er betegnelsen for en gruppe af metoder, som forsøger at ned-
sætte det nødvendige antal bits per sekund, der skal bruges i overførslen af lyd eller
tale. I stedet for at overføre hver eneste bit af de originale samples kan FFT-filterbanken
alene halvere antallet af nødvendige bits i overførslen. Inden for vektor kvantisering,
herefter forkortet VK, forsøger man yderligere at opbygge en såkaldt kodebog (fra
eng. codebook), som består af indekserede spektrale vektorer. Ideen er, at hvis man
har nok af disse indekserede spektrale vektorer i sin kodebog, og de tilnærmelsesvis
repræsenterer alle de mulige vektorer fra FFT-analysen, kan man nøjes med at over-
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føre indeksnummeret for den vektor, som ligner inputvektoren bedst. Dette princip er
illustreret i blokdiagrammet nedenfor, i figur 2.10 fra [14].
Figur 2.10: Viser hvordan en kodebog opbygges og anvendes i VK.
Opbygningen og anvendelsen af en kodebog, der gennemgås i det følgende, er
baseret på beskrivelsen af VK i [14].
1. Et stort antal spektrale vektorer fra analyseprocessen udvælges som træningsin-
put. I blokdiagrammet i figur 2.10 er dette angivet med vektorerne v1, v2, . . . , vL
i øverste venstre hjørne. Træningssættet bliver brugt til at skabe et “optimalt” sæt
af vektorer i en kodebog, således at vektorerne i denne kodebog repræsenterer
de spektrale forskelle, som findes i træningssættet.
2. Et mål for ligheden, eller forskellen, mellem to spektrale vektorer skal anvendes
til at opbygge ensartede klynger af spektrale vektorer. I figuren er dette noteret
med forkortelsen d(·, ·) over blokken med teksten clustering algorithm. Det er
denne algoritme til klyngedannelse, som opdeler alle træningsvektorerne i M
klynger (fra eng. clusters) af ensartede spektrale vektorer.
3. På baggrund af opdelingen af træningsvektorerne iM klynger af ensartede spek-
trale vektorer findes de M repræsentanter, som udgør indholdet af kodebogen
(dvs. de indekserede spektrale vektorer). Hver af disse spektrale vektorer findes
ofte som en såkaldt centroid, hvilket er en ny vektor, som er i centrum for alle
de andre vektorer i samme klynge.
4. Til sidst anvendes den opbyggede kodebog til at klassificere nye inputvektorer.
Dette gøres ved at sammenligne inputvektoren med hver af de M kodebogsvek-
torer og finde den, som ligger tættest på inputvektoren. Resultatet af klassifika-
tionen er et indeksnummer bestående af B bits, der refererer til den af de M
kodebogsvektorer, som inputvektoren ligner bedst.
Som nævnt under punkt to i fremgangsmåden ovenfor skal der anvendes et mål for
ligheden - eller forskellen - mellem to spektrale vektorer for at kunne opbygge ensar-
tede klynger af vektorer. I denne forbindelse er det værd at notere, at det ikke er alle
metriske afstandsmål, som samtidig kan siges at være fornuftige set fra et perceptu-
elt synspunkt. Det er således vigtigt, at det anvendte afstandsmål er direkte relateret
til et mål for den perceptuelle afstand imellem de spektrale vektorer. Med andre ord
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skal afstandsmålet være lille mellem vektorer, der dækker over lyde, der opfattes som
ensartede, og afstandsmålet skal være stort mellem vektorer, som dækker over lyde,
der opfattes som meget forskellige. En af de mest simple metoder til afstandsmåling
mellem spektrale vektorer er at anvende den gennemsnitlige - eller den akkumulere-
de - afvigelse mellem vektorerne. Ofte omregnes hver dimension først til et udtryk
for lydniveauet i decibel, hvilket giver mening ud fra et perceptuelt synspunkt, da den
menneskelige opfattelse af lydstyrken er tilnærmelsesvis logaritmisk.
Klyngedannelsen for spektrale vektorer i skridt to ovenfor foregår som nævnt ved
brug af en clustering algoritme, og dette kan være den såkaldte K-means clustering-
algoritme (denne algoritme kaldes også for den generaliserede Lloyd algoritme). Al-
goritmen bruger de (L) spektrale træningsvektorer til at opbygge (M ) klynger af vek-
torcentroider, som udgør kodebogen, på følgende vis.
1. Initialisering: Udvælg M tilfældige vektorer fra træningssættet og lad disse vek-
torer udgøre det første sæt af kodebogsvektorer for de M klynger.
2. Nærmeste-nabo-søgning: For hver træningsvektor findes den kodebogsvektor,
som ligger nærmest (ud fra et mål af den spektrale afvigelse), og træningsvek-
toren tildeles samme klynge som denne kodebogsvektor. I samme forbindelse
udregnes gennemsnittet af alle træningsvektorernes afstand til deres respektive
klyngers kodebogsvektor.
3. Opdatering af centroider: For hver af de M klynger gennemgås de tilhørende
træningsvektorer, og en ny centroid udregnes for hver klynge. De nye centroider
udgør herefter det nye sæt kodebogsvektorer.
4. Iteration: Gentag skridt 2 og 3 indtil gennemsnitsafstanden, som udregnet under
skridt 2, falder under en fastsat tærskelværdi.
Selvom K-means algoritmen fungerer udmærket i sig selv, er det ifølge [14] bedre
at opbygge klyngerne skridtvis begyndende med en enkelt klynge for alle vektorer og
herefter fordoble antallet af klynger i hvert skridt. Denne fremgangsmåde kaldes for
en binary split-algoritme, fordi hver klynge opdeles i to nye klynger for hvert skridt.
Binary split-algoritmen fungerer som vist i diagrammet fra [14] i figur 2.11. på næste
side.
I diagrammet i figur 2.11 er kassen med teksten Classify vectors den samme me-
tode som den såkaldte nærmeste-nabo-søgning, der er beskrevet under punkt 2 for
K-means algoritmen ovenfor. Ligeledes er kassen med teksten Find centroids den
samme metode som den, der benyttes til opdatering af centroider for K-means me-
toden, som beskrevet under punkt 3 ovenfor. Stopkriteriet for binary-split algoritmen
er baseret på en udregning af gennemsnitsafstanden (D) for alle træningsvektorernes
afstand til deres respektive klyngers kodebogsvektor. I diagrammet er det udviklingen
i gennemsnitsafstanden (D−D′), der skal falde under en bestemt tærskelværdi (δ), før
stop-kriteriet opfyldes. Til sidst kontrolleres det, at algoritmen har skabt det ønskede
antal klynger.
Den mest direkte måde at anvende VK til helordsmønsterdannelse er at lade møn-
sterdannelsen foregå over to omgange. I første omgang opbygges en kodebog for alle
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Figur 2.11: Binary-split algoritmen fra [14].
de spektrale vektorer, der kommer fra en spektralanalyse af alle ord, som skal kunne
genkendes. I anden omgang dannes helordsmønstrene på baggrund af en VK af hvert
ord. Resultatet er en række kodebogs-indeksnumre, generelt kaldet for kodeord, hvor
antallet af kodeord er lig med antallet af spektrale vektorer for ordet. Mønstre, der dan-
nes med denne metode, er variable i længden og ikke nødvendigvis lige lange, selvom
det er mønstre for samme ord udtalt af samme person.
En anden måde at anvende VK til mønsterdannelse er at lave en separat kodebog
for hvert ord, der skal kunne genkendes. Fordelen ved denne metode er, at clustering
algoritmen, som er den beregningstunge del ved VK, kun skal udføres for et begrænset
antal spektrale vektorer ad gangen. Herudover bliver det lettere at udvide ordforrådet
på et senere tidspunkt, hvilket kan blive mere besværligt, hvis alle spektrale vektorer
er indekseret i en stor kodebog. Dette er specielt tydeligt i de tilfælde, hvor et nyt ord
indeholder spektrale vektorer, der ikke findes i kodebogen og som ikke ligner nogle af
de spektrale vektorer fra træningssættet. I disse tilfælde vil hele trænings- og VK pro-
cessen skulle gentages med de nye vektorer inkluderet i træningssættet for at opbygge
en ny kodebog og et nyt sæt helordsmønstre.
Træningsprocedurer for mønstre bestående af enten kodeord eller spektrale vekto-
rer inkluderer de nedestående.
Den simple metode er beskrevet i begyndelsen af kapitlet og består i at gemme to
eller tre mønstre for hvert ord, der skal kunne genkendes. Denne metode kan
meget let udvides på flere forskellige måder. Eksempelvis kan man indføre en
udvælgelsesproces, således at den spektrale forskel blandt mønstre, der gemmes
for hvert ord, er størst mulig. Der er ikke nogen grund til at gemme mønstret
for et ord, som allerede kan genkendes succesfuldt ved hjælp af eksisterende
mønstre. Blandt træningsordene kan man forholdsvis let opbygge midlertidige
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mønsterclustere og herefter vælge det sæt af mønstre, hvormed de resterende
træningsord kan genkendes med størst mulig sikkerhed.
Trellis koder afdækker sekventielle afhængigheder mellem kodeordene som en del
af træningsproceduren for hvert ord. Trellis koder kaldes generelt for Trellis Co-
de Modulation, hvilket forkortes TCM, og er egentlig en komprimeringsteknik.
Metoden kan dog også bruges til at danne komprimerede kodeords-mønstre og
gøre det lettere at sammenligne disse med kendte mønstre. Ideen er, at når in-
putvektor vn bliver kvantiseret med kodeordet yl ved VK, vil input vektor vn+1
blive kvantiseret med et kodeord fra en begrænset gruppe. Denne gruppe af ko-
deord vil være relateret til yl via et sæt af sekventielle afhængigheder, der kan
undersøges og afdækkes som en del af træningsproceduren.
Hidden Markov Models (HMM) består af sandsynlighedsmodeller for rækkefølgen
af kodebogs-vektorer i de ord, der kan genkendes. Metoden bruges generelt i
avancerede systemer og er god til genkendelse af flydende tale, samt til genken-
delse af store ordforråd.
2.1.4 Metoder til mønstergenkendelse og beslutningslogik
Efter træningsprocessen er gennemført, kan det opbyggede mønsterbibliotek bruges
til talegenkendelse ved at sammenligne nye mønstre med de allerede kendte og finde
det, der ligner bedst. I denne proces anvendes samme metode til mønsterdannelse som
under træningsprocessen, og de nye mønstre er derfor sammenlignelige med referen-
cemønstrene fra mønsterbiblioteket. Sammenligningen sker gennem et mål for enten
forskellen eller ligheden mellem mønstrene, og resultatet skal bruges til to ting. Først
og fremmest skal resultatet bruges til at finde et eller flere af de referencemønstre, der
ligner det nye mønster bedst (dvs. har det største mål for ligheden eller det mindste
mål for forskellen). Herefter skal resultatet bruges i en form for beslutningslogik, hvor
det bestemmes om det nye mønster ligner et af referencemønstrene i en sådan grad,
at ordet kan siges at være genkendt. Det nye mønster kan dække over et ord som ikke
findes i ordforrådet, og derfor må beslutningslogikken have en metode til at skille så-
danne ord fra.
Den mest simple form for mønstergenkendelse og beslutningslogik består i at
sammenligne alle referencemønstrene med det nye mønster, at udvælge det, der lig-
ner bedst, og at fastslå, hvorvidt målet for ligheden ligger over eller under en fastsat
tærskelværdi. Hvis målet for ligheden er større end denne tærskelværdi (her kaldet
genkendelsestærsklen), er ordet genkendt, og selve ordet kan udledes af det fundne
referencemønster.
Simple afstandsmål
Som nævnt under afsnittet om mønsterdannelse dannes de mest simple former for
helords-referencemønstre som matricer, der enten er af varierende eller fast længde. I
det følgende beskrives en metode til at måle afstanden mellem mønstre af fast længde,
og derefter to metoder til at måle afstanden mellem mønstre af varierende længde.
37
2.1. METODEOVERSIGT
Mellem mønstre af fast længde som eksempelvis de simple, binære mønstre, der
dannes med Danforth-metoden, er det meget let at opstille et mål for afstanden. I [3] og
[7] anbefales det, at man måler afstanden mellem to binære mønstre ved at summere
antallet af forskelle for hver dimension i hver vektor, hvilket kan udregnes med formel
2.15 herunder.
f(x, y) =
{
0, hvis x = y
1, hvis x 6= y
d(A,B) =
M∑
m=1
N∑
n=1
f(amn, bmn) (2.15)
Hvor M og N beskriver henholdsvis antallet af vektorer og antallet af dimensioner
i hver vektor, og tilsammen giver størrelsen af matricerne (dvs. A og B), der sammen-
lignes. Metoden kan relativt let udvides, eksempelvis ved at udvide mønstrene, til at
inkludere viden om den tidsmæssige udstrækning af ordene eller segmenterne. Herved
kan søgningen begrænses til de referencemønstre, der er af nogenlunde samme størrel-
se, eller længdeforskellen kan indgå som en vægtet del af afstanden mellem to mønstre.
For andre typer af mønstre kan funktionen f(x, y) i formel 2.15 ovenfor erstattes med
en mere passende funktion. For eksempel kan den positive størrelsesforskel mellem
energiindholdet (målt i dB.) i hver af de to dimensioner bruges til at udregne afstanden
mellem mønstre bestående af spektrale vektorer.[14]
Mønstre af varierende længde er sværere at sammenligne. I mønstre af denne type
angiver længden den tidsmæssige udstrækning af ordene, hvilket gør det muligt at ind-
føre restriktioner med hensyn til den maksimale længdeforskel (for at reducere antallet
af mulige kandidater blandt referencemønstrene), uden at dette vil kræve ændringer
eller udvidelser i mønsterdannelsen. For to mønstre bestående af rækker af spektra-
le vektorer kan den tidsmæssige udstrækning normaliseres i forhold til hinanden ved
hjælp af en metode kaldet linær tidsnormalisering (fra eng. linear time alignment.)
Metoden er baseret på en linær fordeling af tidsforskellen, således at hver af de spek-
trale vektorer fra det ene mønster enten bliver forlænget eller forkortet med en fast
konstant. For to mønstre, X og Y , bestående af rækker af spektrale vektorer givet ved
henholdsvis (x1, x2, . . . , xT ) og (y1, y2, . . . , yT ), hvor Tx og Ty er positive heltal, som
angiver antallet af vektorer i hver af de to mønstre, kan linær tidsnormalisering bruges
til at definere et mål for afstanden på følgende vis.[14]
d(X,Y ) =
Tx∑
ix=1
d(xix , yiy), (2.16)
hvor forholdet mellem ix og iy er givet ved
iy =
Ty
Tx
ix. (2.17)
Eftersom Tx og Ty er heltal, involverer implementationen af formel 2.17 implicit
en form for afrundingsregel. En sådan regel vil nødvendigvis fordele antallet af over-
skydende vektorer fra det ene mønster over hele det andet mønster, uden at tage hensyn
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til alternativerne. Med andre ord er den linære form for tidsnormalisering meget sim-
pel og tager ikke højde for, at enkelte lyde i et ord er blevet forlænget i højere grad end
andre.
Dynamisk Tids Warping
Dynamic Time Warping, hvilket forkortes DTW, er navnet på en samling af metoder,
som kan benyttes til at sammenligne talemønstre af varierende længder. Metoderne har
det til fælles, at de er baseret på principperne fra Dynamisk Programmering, der er et
bredt matematisk koncept til at beskrive processer, som involverer optimale beslutnin-
ger. DTW-metoderne kan dog ikke direkte kaldes for simple, og i det efterfølgende vil
det derfor kun blive skitseret, hvorledes DTW kan anvendes til talegenkendelse. Af-
snittet er baseret på beskrivelserne af DTW i henholdsvis [4] og [14]. For talemønstre
bestående af spektrale vektorer kan problemet med at finde den optimale tidsnormali-
sering visualiseres med udgangspunkt i figur 2.12 herunder.
Figur 2.12: Planet af punkter udgør mulighederne for sammenligninger mellem de to sæt af
vektorer.
De to talemønstre, der skal sammenlignes i figur 2.12, kaldes henholdsvis for re-
ferencemønstret og testmønstret, og disse består af et givent antal spektrale vektorer,
som hver især benævnes henholdsvis r(j) og t(i). De to sæt af spektrale vektorer
udspænder planet vist i figuren, og alle punkterne angiver de mulige sæt af vektorer,
som kan sammenlignes. Problemet med at finde den optimale tidsnormalisering kan
nu opstilles som et finde-vej-problem (dvs. rejsende sælger), hvor der indføres nog-
le begrænsninger, som er naturlige ved sammenligning af talemønstre. Dette gælder
blandt andet start- og slutbetingelserne, samt betingelserne for, hvilke transitioner (d-
vs. overgange fra et punkt til et andet punkt) der er tilladte. De typiske begrænsninger
inden for DTW, som regnes for meningsfulde vedrørende talemønstre, inkluderer de
fem typer som beskrives herunder.
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1. Start og endepunkts-begrænsninger medfører, at vejen gennem punkterne er be-
grænset til bestemte start- og endepunkter. De skrappeste begrænsninger for start
og endepunkt er, når disse er begrænsede til at starte i den første vektor og ende
i den sidste vektor i både test- og referencemønstret. Ofte bruges der dog nogle
lidt løsere begrænsninger, som tillader, at vejen kan starte og ende i en af de nær-
liggende vektorer. En vej, der starter i et af de tilladte startpunkter, som ender i
et af de tilladte endepunkter, og som ellers overholder de øvrige begrænsninger,
kaldes for en total vej.
2. Monotoni-betingelser eller retnings-begrænsning begrænser de retninger, det er
tilladt at rejse mellem punkterne. Eksempelvis giver det mening at forbyde tran-
sitioner som går tilbage i tid, da dette vil betyde, at en allerede anvendt vektor
fra en af de to talemønstre genbruges på et senere tidspunkt i sammenligningen.
Dette princip er illustreret med figur 2.13 herunder.
Figur 2.13: Transitioner der går bagud i tid, dvs. nedad (transition A) eller til venstre (transition
B), er ikke tilladte.
3. Lokale kontinuitets-begrænsninger sørger for, at vigtige lyde ikke bliver hoppet
over i sammenligningen mellem to talemønstre. Denne type begrænsninger kal-
des også for lokale vej-begrænsninger og beskrives ofte som en række lovlige
transitioner for hver type vejbegrænsning. Eksemplet i figur 2.14 nedenfor be-
skriver en såkaldt type I vejbegrænsning, som består af tre tilladte lokale vejstyk-
ker (kaldet P1, P2 og P3).
Figur 2.14: Eksempel på en lokal vejbegrænsning.
For at finde den optimale tidsnormalisering ved hjælp af lokale vejbegrænsning-
er bruges ofte en rekursiv algoritme, som gennemgår alle de tilladte typer af
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lokale vejstykker for hvert skridt igennem sammenligningen. Resultatet er givet
ved den af vejene, som viser den største lighed imellem de to talemønstre, og
som samtidig overholder de øvrige typer af begrænsninger (eksempelvis start-
og endepunktsbegrænsningerne). Figur 2.15 herunder viser, hvorledes den opti-
male tidsnormalisering kan gives som en række lokale vejstykker. Den totale vej
igennem de to talemønstre kaldes P og består af de følgende vejstykker:
Figur 2.15: Eksempel på anvendelsen af lokale vejbegrænsninger.
4. Globale vej-begrænsninger bruges til at nedskære antallet af mulige sammenlig-
ningspunkter mellem to talemønstre. En meget simpel form for global vejbe-
grænsning består i at udelade alle punkter fra sammenligningen, som ligger uden
for en fast tidsramme i.f.t. det nuværende sammenligningspunkt. Dette danner
en diagonal stribe af gyldige sammenligningspunkter, hvor minimumsbredden,
for at indeholde endepunktet (I, J), er lig med forskellen i antallet af spektra-
le vektorer for de to talemønstre. En anden form for globale vejbegrænsning-
er opstår ved brugen af lokale vejbegrænsninger, fordi mange typer lokale vej-
begrænsninger afskærer nogle af de mulige sammenligningspunkter. Punkterne
bliver utilgængelige, fordi det bliver umuligt at sammensætte de lovlige, lokale
vejstykker på en sådan måde, at man kan danne en vej til dem fra udgangspunk-
tet (0, 0).
5. Hældnings-vægtning kan bruges til at måle, hvor meget tiden henholdsvis ud-
strækkes og sammentrykkes for en given vej. På en lokal skala tildeles hver
af de lovlige vejstykker (fra de lokale vejbegrænsninger) typisk en vægtværdi,
hvor størrelsen er relateret til omkostningerne ved at gå dette stykke vej. Såle-
des knyttes der en fast omkostning til et givent stykke vej, og bestemte typer af
vejstykker, eksempelvis dem uden alt for skarpe sving (dvs. sammentrykninger
eller udstrækninger af tiden), kan favoriseres frem for andre vejstykker. På en
global skala kan hældningsvægtning anvendes ved at summere alle de lokale
vejstykkers vægtværdi for en total vej. Denne sum kan herefter anvendes som
led i udvælgelsen af den bedste totale vej (hvilket giver den optimale tidsnorma-
lisering).
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Beslutningslogik For de tre nævnte metoder til mønstergenkendelse er det en for-
holdsvis simpel sag at implementere en form for beslutningslogik. Metoderne resulte-
rer alle i et enkelt tal for afstanden mellem to mønstre, og udføres sammenligningen
mellem det ukendte talemønster og alle de kendte referencemønstre efter tur, er det
let at udvælge det bedst lignende referencemønster. Dette mønster må nødvendigvis
udvise den mindste afstand til det ukendte talemønster. Til sidst skal beslutningslogik-
ken bestemme, hvorvidt det ukendte talemønster ligner det kendte referencemønster
godt nok, så det udtalte ord kan siges at være genkendt. Her kan der anvendes en øvre
grænse for afstanden til det bedst lignende referencemønster. I tilfælde af at afstan-
den overskrider den øvre grænse, kan ordet ikke genkendes og er sandsynligvis ikke i
ordforrådet. I modsat fald er ordet genkendt og kan gives som tekst, ved den tekstover-
sættelse, der tilhører det fundne referencemønster.
Den mest beregningstunge del af mønstergenkendelsen og beslutningslogikken er
sammenligningsproceduren mellem det ukendte talemønster og alle de kendte refe-
rencemønstre. Denne procedure kan dog optimeres på forskellige måder, afhængig af
hvilke typer informationer der gemmes om hvert referencemønster. For de simple bi-
nære helordsmønstre af fast længde kan man eksempelvis gemme længden af ordet.
Herefter kan længden af ukendte ord bruges som en parameter i udvælgelsen af muli-
ge kandidater bland referencemønstrene. For eksempel kan man nøjes med at udvælge
de referencemønstre som ikke afviger mere end 15% i længden i.f.t. det ukendte ord,
og kun sammenligne det ukendte talemønster med de udvalgte referencemønstre. For
DTW kan denne form for optimering med fordel anvendes, fordi sammenligningsme-
toden (dvs. den dynamiske tids warping) kan være særdeles beregningstung, og fordi
viden om længden fremgår direkte af antallet af spektrale vektorer i hvert reference-
mønster.
En anden mulighed for optimering af mønstergenkendelsen kan forekomme gen-
nem opbygningen af et søgetræ blandt alle referencemønstrene. Eksempelvis kan et
sådant træ opbygges ved brug af en cluster algoritme, som kan opdele alle referen-
cemønstrene i klynger, efter hvor meget de ligner hinanden. Hermed kan det ukendte
talemønster sammenlignes med en repræsentant for hver af disse klynger (dvs. det før-
ste niveau i søgetræet) og derefter med alle medlemmerne af de(n) klynge(r), som blev
udvalgt fra det første niveau af søgetræet. Herved skal det ukendte helordsmønster ik-
ke sammenlignes med alle de kendte referencemønstre, men kun med et mindre udsnit
af disse.
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Kapitel 3
Analyse og metodevalg
Formålet med dette kapitel er at analysere metoderne i forhold til kravene, og vælge de
metoder, der skal anvendes i designet af en simpel algoritme til talegenkendelse. Den
overordnede metode til opbygning af et simpelt program til talegenkendelse, nemlig
den mønsterbaserede tilgang, er valgt som udgangspunkt af de tre grunde, der blev
nævnt tidligere, nemlig at det er en simpel metode som er let at forstå, den er robust,
og har bevist en høj ydeevne inden for talegenkendelse.
I tillæg til valget af den mønsterbaserede tilgang til talegenkendelse vælges der
desuden at opbygge et eksperimentelt system som beskrevet i sidste kapitel. Eftersom
kravene fra problembeskrivelsen dikterer, at der skal laves forsøg med flere forskellige
sæt af indstillinger for det færdige program, er det ikke hensigtsmæssigt at opbygge et
system, som anvender input direkte fra tastaturet og mikrofonen. I denne henseende er
det mere fordelagtigt med et eksperimentelt system, som kan gennemgå optrænings-
og genkendelsessessionen uden indblanding fra brugeren. Hermed kan flere forskelli-
ge sæt af indstillinger afprøves automatisk, hvilket gør det betydeligt lettere at besvare
rapportens problemformulerin. Forudsætningerne for at kunne opbygge et sådant sy-
stem analyseres i det følgende.
3.1 Datagrundlag
Datagrundlaget for denne rapport består af syv personers udtale af 28 danske ord i 15
forskellige optagelser. Optagelserne er foretaget digitalt med en samplingfrekvens på
22050Hz og en kvantiseringsnøjagtighed på 16 bit. Datamaterialet er indhentet med
hjælp fra venner og famillie, hvilket har medført følgende overordnede begrænsninger.
1. Alle ord, der er udtalt ord til datamaterialet, er udtalt på rigsdansk med (stor-)
københavnsk accent.
2. Alle optagelser er foretaget i stille omgivelser uden anden baggrundsstøj end
det, der er kommet fra den computer, som optagelserne er foretaget på.
3. De 4 mænd, der har udtalt ord til datamaterialet, er alle i samme aldersgruppe
med en maksimal indbyrdes forskel i alder på omtrent 2 år.
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4. De 3 kvinder, der har udtalt ord til datamaterialet, er i hver sin aldersgruppe med
en maksimal indbyrdes forskel i alder på omtrent 45 år.
Det skal noteres, at det er muligt at købe mange typer lydmateriale til forsøg med
talegenkendelse. Forsøg med indkøbt lymateriale har den fordel, at resultaterne for for-
skellige algoritmer let kan sammenlignes. Til eksperimenter med isolerede ord bruges
ofte lydmateriale fra National Institute of Standards and Technology (NIST), som dog
kun indeholder amerikanske ord. Lydmateriale bestående af danske ord kan købes fra
the European Language Resources Association (ELRA), som også tilbyder lydmateri-
ale på mange andre europæiske sprog. Lydmaterialet sælges via ELRA’s operationelle
gren, Evaluations and Language resources Distribution Agency (ELDA). Priserne på
dette materiale har dog været udenfor de økonomiske rammer for denne rapport. Ud-
valget af ord, der er blevet brugt til eksperimenterne, beskrives i kapitel 6, hvor det
også forklares, hvordan ordene er udvalgt.
Der kan argumenteres for, at en samplingfrekvens på 22050Hz er alt for højt i for-
hold til, at vi kun er interesserede i frekvensområdet under en øvre grænse på mellem
3000Hz og 4000Hz. Ifølge samplingteoremet har vi kun brug for en samplingfre-
kvens på mellem 6000Hz og 8000Hz. Imidlertid kan den optimale samplingfrekvens
ikke kendes på nuværende tidspunkt, og det er alligevel en let sag at konvertere opta-
gelserne til en lavere frekvens på et senere tidspunkt. Hvis optagelserne derimod var
foretaget med 8000Hz, ville det ikke være så let at lave forsøg med højere sampling-
frekvenser. Selvom det er muligt at konvertere optagelserne til en højere samplingfre-
kvens, vil lydinholdet ikke blive af en tilsvarende højere kvalitet. Dertil kommer, at en
god lydkvalitet i optagelserne gør det lettere at automatisere ep-detektionen ved hjælp
af en simpel algoritme.
Formålet med en ep-detektor i et eksperimentelt system er at forbehandle lyd-
optagelserne, så det vides, hvor hvert ord henholdsvis begynder og slutter. Herefter
skal hvert af de fundne sæt af endepunkter forbindes med en tekstoversættelse af det
udtalte ord, således at både trænings- og genkendelsesproceduren kan gennemføres
automatisk og uden brug af en ep-detektions proces. En ep-detektor er strengt taget
ikke nødvendig til dette arbejde, eftersom andre programmer (eksempelvis program-
met Wavesurfer) kan bruges til at sætte og redigere endepunkter manuelt i en lydfil.
Men en simpel ep-detektor kan dog spare meget tid, da de fundne endepunkter blot
skal verificeres, og i værste fald rettes lidt til, i stedet for at skulle sætte hvert eneste
endepunkt manuelt.
Valget af metode til ep-detektionen afhænger i sidste instans af, hvor god en lyd-
kvalitet der er anvendt under optagelserne, og hvor meget energi talen indeholder i
forhold til energiniveauet for baggrundsstøjen. Hvis lydkvaliteten er tilstrækkelig god,
burde en relativt simpel algoritme med statiske tærskelværdier kunne klare opgaven.
Derfor er der brugt en meget god lydkvalitet til optagelserne af de ord, der skal ekspe-
rimenteres med, samtidig med at baggrundsstøjen er søgt minimeret. Under sådanne
omstændigheder antages det, at en af de to simple formler, 2.3 og 2.1, sammen med en
enkelt statisk tærskelværdi er nok til at finde endepunkterne.
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Målet med ovennævnte forbehandling af lydoptagelserne er at opbygge en form
for tale-corpus, der indeholder informationer som kan anvendes af det eksperimentel-
le system, fremfor input fra mikrofonen og tastaturet. Systemet har brug for input både
i form af en række samples, der indeholder det digitaliserede ord, og en tekststreng
som angiver, hvilket ord det er. Et sådant tale-corpus kan naturligvis implementeres på
flere forskellige måder. Blandt andet kan der benyttes en egentlig database, som inde-
holder både tekstoversættelsen (den såkaldte transkription) og alle samples, som hører
til ordet (dvs. selve lyden af udtalen af ordet). En sådan model kan dog implementeres
langt mere simpelt med tekstfiler, som indeholder lister over alle lydfiler og hvilket
ord der udtales i hver lydfil. For eksempel kan et simpelt tale-corpus til genkendelse af
isolerede ord opbygges ved at behandle hver talers optagelse på følgende måde.
1. Den digitaliserede optagelse sendes igennem en ep-detektionsproces, og resul-
taterne gemmes i et format, som kan læses af andre programmer.
2. De fundne endepunkter verificeres og rettes eventuelt lidt til.
3. De fundne endepunkter bruges til at splitte optagelsen op i individuelle lydfiler,
således at hver af de resulterende filer kun indeholder et ord hver. Eftersom alle
talere har udtalt de 28 ord i samme rækkefølge, kan hver fil samtidig navngives
(evt. med et løbenummer for optagelsen) ved at bruge en liste over ordene i den
rækkefølge, de er blevet udtalt i. Dette kan snildt klares af et lille Perl- eller Tcl-
script, som samtidig kan udskrive en resultatlinie til vores tale-corpus for hver
af de fundne ord i optagelsen. En sådan resultatlinie kan evt. bestå af et filnavn
og en tekststreng, hvor filnavnet er for den lydfil der indeholder selve udtalen af
ordet, og tekststrengen giver tekstoversættelsen af ordet.
4. Alle resultatlinierne samles for en person i en enkelt tekstfil, og denne udgør
herefter et samlet tale-corpus for personen sammen med de lydfiler, der nævnes
i dette tale-corpus. Dette tale-corpus udvides gradvist for hver af optagelserne,
der behandles for samme person.
3.2 Analysesystem
Som tidligere nævnt er valget af analysemetode et spørgsmål om simplicitet over for
effektivitet. Enten anvendes en af de simple former for FIR- eller IIR-filtre, eller også
anvendes den meget effektive FFT algoritme til frekvensanalysen. For begge typer af
metoder anbefales det i litteraturen, at de anvendes til at analysere energiinholdet i kri-
tiske frekvensbånd som specificeret ved enten Bark- eller mel-skalaerne. Eftersom det
ikke vides, hvilken af de to perceptuelle frekvensskalaer der giver de bedste forsøgsre-
sultater, anbefales det, at det eksperimentelle system skal være i stand til at lave forsøg
med begge typer samt med antallet af kritiske frekvensbånd.
Hvad angår effektiviteten påstås det i [3], at Danforth-filteret er tilstrækkelig effek-
tivt som frekvensfilter, hvis det anvendes i en filterbank der dækker frekvensområdet
fra 100 Hz til 4000 Hz, hvor båndbredden stiger logaritmisk (dvs. der anvendes kri-
tiske frekvensbånd). Danforth-filteret er dog relativt vanskeligt at indstille, således at
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amplifikationen er ensartet i filtre af forskellig bredde. Dette gælder specielt, når pass-
båndet for filtrene nærmer sig grænseværdierne 0Hz og Fs/2Hz. Herudover er det
svært at udvide og forbedre Danforth-filteret, fordi det kan blive ustabilt for smalle
pass-bånd. Andre filtre af typen IIR, derimod, er mere stabile og kan forbindes serielt
eller parallelt for at give en kortere transitionsperiode og/eller bedre amplifikation i
pass-båndet. Mange IIR-filtertyper har dog tendens til at blive ustablie, hvis der ud-
vides med alt for mange serielle eller parallelle koblinger (dvs. sammenkoblet filter-
sektioner a lá den i figur 2.6 fra side 27).
Et FIR-filter kan derimod implementeres således, at stabilliteten garanteres og am-
plifikationen er ensartet i filtre af forskellig bredde. Herudover kan FIR-filtre nogenlun-
de let udvides og forbedres. En af ulemperne ved FIR-filtre, er at filtre med forskellig
båndbredde skal implementeres med et forskelligt antal filter-sektioner, hvorfor indstil-
lingerne for hvert filter bliver relativt kompliceret. Desuden medfører forskellige antal
filtersektioner andre ulemper, fordi der vil være forskel på den såkaldte block-delay
tid, som angiver hvor meget et givent filter forskyder sine resultater rent tidsmæssigt.
Filtre der består af få sektioner er hurtigere til at filtrere inputtet, og vil have en lav
responstid for ændringer i frekvensindholdet, mens filtre, der består af flere sektioner,
vil være længere tid om at filtrere inputtet. Der er således flere fordele ved at vælge en
FFT-baseret metode, hvilket skyldes de følgende forhold.
1. En FFT-baseret metode kan let bruges til at lave spektrumanalyser af varieren-
de opløsningsgrad, både hvad angår den tidsmæssige og den frekvensmæssige
opløsning. Af denne grund anbefales metoden i [13].
2. Der findes flere forskellige FFT-implementationer til næsten alle kendte pro-
grammeringssprog, som frit kan inkluderes og anvendes i det eksperimentelle
system. Dette vil spare en masse tid under design- og implementeringsfasen,
da alternativet består i at udvikle en filterbank fra grunden af. Herudover bliver
designet og implementationen mere simpel, således at programmets virkemåde
lettere kan beskrives og forklares.
3. En FFT-baseret metode understøtter et bredt udvalg af krav, og kan derfor bruges
til at implementere en lang række af forskellige typer mønsterbaserede talegen-
kendelsessystemer. Hermed bliver systemet lettere at udvide, hvis dette bliver
ønskeligt på et senere tidspunkt.
På grund af disse fordele ved en FFT-baseret metode vælges denne tilgang. De nær-
mere krav til analysemetoden bestemmes ud fra valget af metode til mønsterdannelse,
hvorfor disse krav ikke kendes på nuværende tidspunkt. Derfor afsluttes analysen af
kravene til en FFT-baseret analysemetode i forbindelse med opsummeringen sidst i
dette kapitel.
3.3 Mønsterdannelse og -træning
De to metoder til mønsterdannelse, der er beskrevet i sidste kapitel, er begge relativt
simple, men danner helordsmønstre, som er vidt forskellige. Den helt simple metode
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danner helordsmønstre, bestående af matricer af fast størrelse, som kun indeholder bi-
nære værdier. Den knap så simple metode, baseret på VK (dvs. vektor kvantisering),
danner mere avancerede helordsmønstre, som består af et variabelt antal spektrale vek-
torer.
Den største ulempe ved den simple metode til mønsterdannelse er den anvendte
form for normalisering. Dette gælder både normaliseringen af den tidsmæssige ud-
strækning af ordene og normaliseringen af energiniveauet i de indgående frekvens-
bånd. Eftersom den tidsmæssige normalisering er baseret på et fast antal segmenter, vil
tidsnormaliseringen formodentlig fungere bedst for ord af nogenlunde samme længde.
Generelt kan det siges, at der hverken må anvendes for mange eller for få segmen-
ter, og at det specifikke antal segmenter er afhængig af, hvilke ord der skal kunne
genkendes. Hvis der anvendes for mange segmenter til relativt korte ord, vil den resul-
terende tidsopdeling sandsynligvis blive for detaljeret, og der vil ikke finde en egentlig
tidsnormalisering sted. Hvis der anvendes for få segmenter, vil afstanden mellem hel-
ordsmønstrene generelt falde, og det kan blive svært at skelne mellem ord, der ligner
hinanden, fordi tidsnormaliseringen ikke er detaljeret nok. For at den tidsmæssige nor-
malisering kan fungere er det vigtigt, at ordene, der skal genkendes, udtales relativt
ensartet, eller at træningsprocessen inkluderer alle de forskellige varianter af ordets
udtale.
Hvad angår normaliseringen af energiindholdet i de forskellige frekvensbånd er
den simple metode meget grov, og den skærer meget information angående det spek-
trale indhold i lyden helt væk. Resultatet siger ikke noget om fordelingen af det totale
energiindhold inden for de forskellige frekvensbånd i et segment, eller hvilket fre-
kvensbånd der indeholdt mest energi. Det binære resultat af sammenligningen mellem
to naboliggende frekvensbånd, inden for samme segment, fortæller kun, om der var
mere energi i det øvre af de to bånd eller ej.
Det gode ved den simple metode til mønsterdannelse er, at metoden er meget sim-
pel, og at der ikke stilles særlig store krav til den anvendte analysemetode. Herudover
danner metoden som sagt binære mønstre af en fast størrelse, og disse mønstre er me-
get lette at sammenligne i forhold til mønstre af variabel længde. Danforth angiver i
[3], at den simple metode til mønsterdannelse og -genkendelse er bedst til at genkende
ord, der er lange og distinktive, mens korte ord, der lyder ens, er svære at genkende.
Desuden nævnes det, at metoden kan opnå en genkendelsesprocent på 98 for tallene
nul til ti, hvilket lyder imponerende når længden af disse ord tages i betragtning.
Fordelen ved den mere avancerede VK’s metode til mønsterdannelse er den mere
komplekse beskrivelse af lyden, som anvendelsen af en kodebog medfører i form af ko-
deord og de tilhørende kodebogs-vektorer (dvs. centroiderne for de klasser af ensartet
vektorer, der bliver fundet under opbyggelsen af kodebogen). Mønstre, der er dannet
ved VK, er generelt meget beskrivende for den lyd, de er dannet på baggrund af, og
VK kan bruges til at implementere mange forskellige metoder til mønstertræning og
-genkendelse.
Ulempen ved anvendelsen af en metode baseret på VK er, at opbygningen og bru-
gen af en eller flere kodebøger ikke direkte kan siges at være en simpel opgave. Først
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og fremmest bliver træningsprocessen til to processer, idet der først skal opbygges en
kodebog og herefter et mønsterbibliotek. Herudover bliver mønsterdannelsen en smule
mere omstændelig, eftersom hver af de spektrale vektorer fra analyseprocessen først
skal have fundet sin nærmeste nabo i kodebogen, før helordsmønstret kan dannes. Dele
af mønstret kan dog dannes løbende, i takt med at de spektrale vektorer fra analysepro-
cessen bliver genkendt i kodebogen. Mønstrene indeholder ikke nogen form for norma-
lisering vedrørende den tidsmæssige udstrækning af ordene, og metoden lægger op til
en mere eksplicit løsning af problemet under mønstertræningen og -genkendelsen. En
mulig løsning kan eksempelvis være DTW (dvs. dynamisk tids-warping), men hermed
vil den samlede kompleksitet overskride problemafgrænsningens krav om simplicitet.
Den simple metode til mønstertræning anbefales i [3], og i [14] beskrives metoden
nærmere sammen med nogle af de kendte ulemper. For et lille ordforråd er det vigtigt,
at den samme taler kan udtale træningsordene ensartet, så der kan dannes et konsistent
sæt af referencemønstre. Men fordi metoden ikke forsøger at estimere variabiliteten i
referencemønstrene, kan der let opstå fejl i de tilfælde, hvor to eller flere af ordene i
ordforrådet lyder ens. Herudover vil fejl, der sker under træningsprocessen, ikke bli-
ve fanget, og fejlbehæftede mønstre vil blive accepteret som valide referencemønstre.
Dette kan eksempelvis opstå ved forkert udtale, for meget baggrundsstøj, eller hvis der
er knas i lyden som følge af fejlhåndtering af mikrofonen.
Fordelen ved den simple metode til mønstertræning er, at metoden er meget let at
beskrive og implementere. Eftersom metoden blot består i at gemme to eller tre test-
mønstre sammen med den tilhørende tekstoversættelse, fra det anvendte tale-corpus
under træningsproceduren, vil det også være let at udvide og forbedre metoden senere
hen. Eksempelvis kan der indføres en simpel screening proces, som kun tillader, at der
oprettes et nyt referencemønster, hvis dette udviser en forskel fra eksisterende referen-
cemønstre. Herved sikres det, at hvert referencemønster for et givet ord dækker over
en specifik udtalevariant af ordet, og at mønsterbiblioteket ikke indeholder dubletter.
Selvom den simple metode til mønsterdannelse er let at udvide, er det tvivlsomt,
om den vil kunne bruges til genkendelse af andet end isolerede ord og personafhængig
tale. Men eftersom en udvidelse af metoden går ud over opgavens problemafgræns-
ning, og den simple metode til mønsterdannelse- og træning anbefales som tilstræk-
kelig i [3] og [7], vælges denne metode fremfor de mere avancerede VK- og DTW-
baserede metoder.
Den helt simple Danforth-metode[3] til mønsterdannelse, som også beskrives i
[16], består af to simple skridt. Først bruges en meget simpel form for tidsnormalise-
ring, hvor analyseresultatet for ordet opdeles i et bestemt antal tidssegmenter. Danforth
anbefaler, at der anvendes 16 segmenter, mens en rapport, citeret i [16], har anvendt
40 segmenter. Eftersom det optimale antal segmenter ikke kendes, anbefales det, at
det eksperimentelle system opbygges således, at det bliver let at eksperimentere med
forskellige indstillinger for antallet af segmenter. Som minimum skal det være muligt
at eksperimentere med henholdsvis 16, 24 og 32 segmenter.
Det andet skridt i mønsterdannelsen består i at sammenligne energiindholdet i mel-
lem frekvensbåndene for at danne binære resultater, der angiver, om det øvre af de to
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frekvensbånd indeholder mere energi end det nedre frekvensbånd.
Den simple metode til mønstertræning består blot i at gemme to eller tre reference-
mønstre for hver af de ord, der skal indgå i ordforrådet. Da det præcise antal reference-
mønstre ikke er nærmere angivet end to til tre stykker per ord i ordforrådet, anbefales
det, at det eksperimentelle system gør det let at eksperimentere med henholdsvis to og
tre referencemønstre per ord, der skal kunne genkendes.
Den simple metode til mønstertræning kræver dog en mindre udvidelse i forhold
til metodebeskrivelsen givet i [3] og [7]. Dette skyldes, at beslutningslogikken skal
have indstillet den tærskelværdi, der bruges til at beslutte, hvorvidt genkendelsespro-
cessen har genkendt et ord succesfuldt eller ej. Det antages, at denne tærskelværdi kan
findes på baggrund af en analyse af alle referencemønstrene i mønsterbiblioteket, efter
træningsproceduren er færdig. Alternativet, der består i at lave forsøg med ord, som
ikke indgår i ordforrådet, synes besværligt. Det kan nemlig ikke vides, hvilke ord uden
for ordforrådet, som vil resultere i den mest anvendelige tærskelværdi for genkendel-
sessikkerheden. Det virker mere sandsynligt, at en analyse af referencemønstrene vil
kunne bestemme en anvendelig tærskelværdi. Som udgangspunkt bør analysen finde
den mindste afstand mellem mønstre for forskellige ord og den største afstand mellem
mønstre for samme ord. Det antages, at en anvendelig tærskelværdi kan udregnes ud
fra disse to afstandmål.
3.4 Mønstergenkendelse og beslutningslogik
Efter valget er faldet på den simple metode til henholdsvis mønsterdannelse og -
træning, er valget mellem mønstergenkendelsesmetoder og metoder for beslutnings-
logik ikker særlig bredt. De helt simple mønstre, bestående af et fast antal vektorer
der indeholder et fast antal binære værdier, kan kun sammenlignes på et begrænset
antal måder. Den mest simple af disse, der samtidig giver mening fra et perceptuelt
synspunkt, består i at summere antallet af forskelle i mellem mønstrenes binære vær-
dier som angivet i formel 2.15 på side 38. Eftersom der ikke opbygges nogen form
for søgetræ under træningsproceduren, skal et nyt mønster sammenlignes med alle
referencemønstrene, før det kan afgøres, hvilket det ligner mest. Metoden for møn-
stergenkendelse er således fastlagt til en enkelt løkke, der gennemløber hvert af re-
ferencemønstrene i mønsterbiblioteket, og et mål for afstanden som angivet i formel
2.15. For hvert referencemønster udregnes afstanden til det nye mønster, og det afgø-
res om afstanden er den hidtil laveste værdi eller ej. Hvis det er den laveste værdi,
gemmes afstanden sammen med tekstoversættelsen fra referencemønstret. Resultatet
af løkken bliver derved det laveste, fundne afstand og den tilhørende tekstoversættelse.
Efter mønstergenkendelsesprocessen har fundet det referencemønster, der ligner
det nye mønster mest muligt, er det op til beslutningslogikken at bestemme, hvorvidt
den fundne tekstoversættelse er korrekt (dvs. om ordet er blevet succesfuldt genkendt)
eller ej. Metoden for beslutningslogik bruger en enkelt tærskelværdi til at fastslå, om
den fundne tekstoversættelse er korrekt. Hvis afstanden overskrider tærskelværdien, er
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det nye mønster (dvs. ordet som blev udtalt) ikke blevet genkendt succesfuldt. Denne
situation bør kun opstå i de tilfælde, hvor ordet ikke er med i ordforrådet. Men den
kan også opstå, hvis ordet repræsenterer en ny udtaleform (dvs. en udtaleform der ikke
findes i mønsterbiblioteket) eller hvis tærskelværdien, der anvendes i beslutningslo-
gikken, er indstillet for lavt. Eftersom indstillingen af tærskelværdien for beslutnings-
logikken ikke beskrives i [7] eller i [3], anbefales det, at det eksperimentelle system
bliver i stand til at lave forsøg med forskellige indstillingsmuligheder for denne tær-
skelværdi.
3.5 Opsummering
Herunder opsummeres alle anbefalinger for det eksperimentelle system, der er givet i
ovenstående analyse:
1. Analysemodulet skal være i stand til at benytte enten Bark- eller mel-baserede
kritiske frekvensbånd, og det skal være let at eksperimentere med antallet og
positionen af disse frekvensbånd.
2. Analysemodulet bør anvende en FFT-baseret algoritme.
3. Mønsterdannelsen bør foregå ved hjælp af den simple Danforth-metode, og det
bør være let at eksperimentere med indstillingerne for antallet af segmenter, som
hvert helordsmønster skal bestå af. Som minimum bør det være muligt at udføre
forsøg med henholdsvis 16, 24 og 32 segmenter.
4. Mønstertræningen bør følge den simple metode, der består i at gemme to eller
tre referencemønstre per ord i ordforrådet, og det skal være let at lave forsøg
med henholdsvis to og tre referencemønstre per ord.
5. Mønstertræningen bør afsluttes med en analyse af alle referencemønstre i møn-
sterbiblioteket, der finder den mindste afstand mellem mønstre for forskellige
ord, samt den største afstand mellem mønstre for samme ord. Disse afstande
skal findes ved at benytte samme afstandsmål, som bruges under mønstergen-
kendelsen.
6. Mønstergenkendelsen bør benytte afstandsmålet fra formel 2.15 samt en løkke,
der gennemløber alle referencemønstre i mønsterbiblioteket.
7. Beslutningslogikken, der anvendes, skal gøre det let at eksperimentere med for-
skellige indstillinger for tærskelværdien i genkendelsessikkerheden, som skal
udregnes på basis af de to afstandsmål nævnt under punkt 5 ovenfor.
Efter de nærmere krav til mønsterdannelsen er defineret, kan kravene til en FFT-
baseret analysemetode nu defineres mere detaljeret. Først og fremmest bemærkes det,
at FFT-analysen skal bruges til at implementere en filterbank, og at resultatet helst
skal kunne opdeles i op til 32 segmenter af samme størrelse. Dette har betydning for
antallet af datapunkter, FFT-analysen udregnes over, antallet af samples, der indgår i
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datapunkterne, samt måden hvormed disse samples udvælges og eventuelt vægtes.
Eftersom FFT-analysen skal bruges til at implementere en filterbank, og denne skal
kunne analysere energiindholdet i forskellige kritiske frekvensbånd, er det vigtigt, at
analysemodulet kan konfigureres med hensyn til, hvor mange - og hvilke - frekvens-
bånd der anvendes. Herudover er det vigtigt, at FFT-analysen udregnes over et antal
datapunkter, der giver en spektral opløsning, som gør det let at finde energiindholdet i
både Bark- og mel-baserede, kritiske frekvensbånd.
Vedrørende den tidsmæssige opløsningsgrad af FFT-analysen er det vigtigt, at ana-
lyseresultaterne er af en type, som gør det let at opdele dem i segmenter af nogenlunde
samme størrelse. Selv analyseresultaterne for de korteste ord i datagrundlaget skal kun-
ne opdeles i (maksimalt) 32 segmenter af nogenlunde samme størrelse. Alternativt kan
opdelingen i segmenter foretages inden analysen udføres, hvormed det bliver lettere at
fordele analyseresultaterne i segmenter, der er baseret på en FFT-analyse af et ensartet
antal samples. Det givne antal samples i lyden kan let deles i eksempelvis 16 segmen-
ter, der indeholder nogenlunde lige mange samples, mens et analyseresultat bestående
af 29 spektrale vektorer, kan være sværere at fordele i enten 16, 24 eller 32 segmenter.
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Kapitel 4
Design
I dette kapitel beskrives designet af et eksperimentelt system til simpel talegenkendel-
se, herefter kaldet programmet eller systemet. I kapitlet fokuseres der på de vigtigste
metoder, der anvendes i systemet, samt på de input- og outputværdier, som hver af
metoderne henholdsvis tager som input og giver som output.
Overordnet set skal programmet tage imod en række argumenter, der angives ved
programmets start. Disse argumenter skal bruges til at beskrive, hvad systemet skal
gøre, samt hvilke indstillinger systemet skal anvende. Denne løsning er valgt, fordi
programmet enten skal udføre en træningssession eller en genkendelsessession, og
fordi problembeskrivelsen for rapporten fordrer, at der udføres eksperimenter med en
række forskellige indstillinger for de anvendte metoder. Derfor er det vigtigt, at disse
indstillinger ikke består af konstanter i systemet, men at de kan indstilles, uden at der
skal laves ændringer i programkoden.
Eftersom der er relativt mange forskellige indstillinger for alle metoderne tilsam-
men, vil det blive besværligt at skulle angive alle de mulige indstillinger som argu-
menter til programmet (dvs. i kommandoprompten). Det vil være lettere at overskue
de mange indstillingsmuligheder, hvis de er nedskrevet i en konfigurationsfil, der ind-
læses, når programmet startes. Det vil dog være en fordel, hvis de få, overordnede
indstillinger for selve programmet kan angives som argumenter. Eksempelvis nav-
net på konfigurationsfilen, som programmet skal indlæse og anvende. hermed bliver
det muligt at afvikle flere instanser af programmet samtidigt. I tillæg til filnavnet for
konfigurationsfilen kan følgende indstillinger med fordel angives som argumenter ved
programmets start.
Trænings- eller genkendelsessession. Det er programspecifikt, om der skal gennem-
føres en trænings- eller genkendelsessession, og hvis dette angives som et pro-
gramargument, kan samme konfigurationsfil anvendes både til trænings- og gen-
kendelsessessioner. Hvis det derimod angives i konfigurationsfilen, hvilken type
session der skal gennemføres, skal der laves to konfigurationsfiler, selv om alle
de øvrige indstillinger er uforandret.
Ordene der skal trænes eller genkendes. Begge ovennævnte typer af sessioner skal
grundlæggende set udføres for en liste med ord. Først skal der opbygges et møn-
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sterbibliotek, som indeholder cirka tre referencemønstre for hvert ord i ordforrå-
det, og derefter skal de resterende ord, fra samme persons tale-corpus, forsøges
genkendt i en genkendelsessession. Der skal således bruges forskellige lister for
de to typer af sessioner, mens der typisk skal bruges de samme indstillinger i
konfigurationsfilen, hvorfor det bedst kan betale sig at angive hvilken ordliste
der skal behandles som et argument ved start af programmet.
Angående de to forskellige sessionstyper, systemet skal kunne udføre, nemlig træ-
nings og genkendelsessessioner, er det valgt at opdele de to således, at systemet enten
udfører den ene eller den anden. Grunden til denne opdeling er de indstillingsmu-
ligheder, der kun angår genkendelsessessionen, som det bør være muligt at udføre
eksperimenter med, uden at skulle gennemføre en ny træningssession. Alternativt kan
det overlades til specifikke indstillinger, hvorvidt den ene, den anden eller begge ses-
sionstyper skal udføres (dvs. i rækkefølge). Men fordi denne alternative løsning øger
kompleksiteten af systemet og kun bidrager med en lille hastighedsforøgelse ved ud-
førelse af begge sessionstyper (da systemet kun skal startes en gang i disse tilfælde),
foretrækkes den simple opdeling i enten eller.
Datagrundlaget for rapporten består som nævnt af 28 ord, der er blevet udtalt 15
gange af 7 personer. Hver af disse udtalelser er blevet opdelt i lydfiler, der hver in-
deholder et enkelt ord. Alle lydfilerne er herefter opdelt efter personen, der har udtalt
ordene, og filnavnet for hver lydfil er blevet sammensat med en tekstoversættelse for
ordet og gemt i et såkaldt tale-corpus. Hvert tale-corpus består af en tekstfil, hvor
antallet af linier angiver antallet af udtalelser, og hver linie består af to tekststrenge
adskilt af et tabulatortegn. Den første tekststreng angiver filnavnet for lydfilen, mens
den anden tekststreng angiver tekstoversættelsen.
Tekstfiler af denne type er meget lette at behandle programmæssigt, hvorfor det
vælges at lade programmet arbejde med input-filer af samme type. Listen over ord,
der skal behandles af programmet, skal derfor angives som et filnavn blandt program-
mets argumenter, og indholdet i filen skal bestå af en delmængde af tekstlinierne fra
en given persons tale-corpus. På denne måde kan et tale-corpus deles i to lister inden
et eksperiment: Den ene liste indeholder de ord, der skal benyttes under trænings-
sessionen, og den anden liste indeholder ordene, som skal forsøges genkendt under
genkendelsessessionen.
4.1 Analysemetode
Inputtet til analysemetoden består af alle de samples, en given udtale af et ord be-
står af, og leveres til analysen, som om rækken af samples kom direkte fra en ep-
detektionsproces. Der er grundlæggende set to forskellige måder, hvorpå rækken af
samples kan overføres til analysen. Enten bruges der en såkaldt streaming proces, som
lader analysen modtage rækken af samples delvist, og i det tempo detektionsprocessen
(dvs. endepunktsdetektionen) tillader. Eller også overføres der en reference (dvs. en
pointer) til hele rækken af samples, hvilket gør det meget let at implementere data-
overførslen. Rent hastighedsmæssigt er der ikke nogle fordele ved streaming metoden
i vores tilfælde. For det første er der ikke en ep-detektionsproces at vente på, kun
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en række read-operationer på harddisken, hvorfor vi lige så godt kan overføre refe-
rencen til hele rækken af samples på en gang. For det andet involverer de fleste simple
ep-detektorer til helordsgenkendelse et check af længden af ordet mod en maksimums-
grænse, før de fundne samples godkendes som et enkelt ord. Derfor er der ikke nogen
grund til at bruge den komplicerede streaming metode, da hele rækken af inputsamples
er klar til overførsel, inden analysen påbegyndes.
Det samme gælder for outputtet af analysen, der ikke kan anvendes af metoden
for mønsterdannelse, før hele analyseresultatet er modtaget. Dette skyldes, at analy-
seresultatet skal opdeles i segmenter af samme tidsmæssige størrelse, hvorfor antallet
af analyseresultater skal bruges som en parameter, inden mønsterdannelsen kan på-
begyndes. Derfor anvendes reference-metoden både til overførsel af input og output
henholdsvis til og fra analysen.
Udover input i form af samples, der skal analyseres, skal analysemetoden kunne
indstilles med hensyn til antallet af segmenter, samt hvilke frekvensbånd analysen skal
omfatte. Da analysemetoden både har indstillinger og specifikke metoder, kan analy-
senmetoden med fordel implementeres i et modul for sig, hvorfor denne løsningsmodel
vælges. Hvad angår anvendelsen af en FFT-algoritme i analysemetoden til udførelse af
frekvensanalyse i de givne frekvensbånd er der følgende designvalg at foretage.
A. Hvordan vælges antallet af datapunkter, FFT-udregningen skal ske for?
B. Hvordan udvælges - og eventuelt vægtes - samples til en FFT-udregning?
C. Hvordan efterbehandles resultaterne af FFT-udregningen for at give et estimat
af energiindholdet, for et givet sæt af kritiske filtre?
A. Valg af antal datapunkter
Antallet af datapunkter for FFT-analysen kan enten vælges som et fast antal punk-
ter, der anvendes ved hver FFT-udregning, eller som et dynamisk antal punkter, der
bestemmes for hver FFT-udregning. Fordelen ved den dynamiske tilgang er, at den
spektrale og tidsmæssige opløsning kan optimeres i forhold til antallet af samples i
hvert segment. Ulempen ved den dynamiske tilgang er, at den er uforholdsmæssigt
kompliceret i forhold til den meget simple form for normalisering af energiindholdet,
som ikke gør brug af den ekstra spektrale opløsningsgrad. Den grove form for norma-
lisering af energiindholdet, der foretages for analyseresultatet under mønsterdannel-
sen, skærer meget information væk fra beskrivelsen af lydindholdet. Derfor antages
det, at det er unødvendigt at vælge antallet af datapunkter dynamisk, fordi den ekstra
spektrale opløsning vil være spildt i.f.t. mønsterdannelsen. Det vil være tilstrækkeligt
at vælge antallet af datapunkter en gang for alle, med henblik på at den resulteren-
de spektrale opløsning skal kunne approksimere henholdsvis bark- og mel-baserede
kritiske frekvensbånd. En mulig fremgangsmåde for valget af antal datapunkter i FFT-
udregningen består i at fokusere på det smalleste af de kritiske frekvensbånd og vælge
et antal punkter, således at den spektrale opløsning kan sikre, at mindst et - og ger-
ne to - af de resulterende frekvensspæn i analyseresultatet dækker hver af de kritiske
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frekvensbånd. Eftersom den spektrale opløsning er givet ved Sr/pkt., hvor Sr er sam-
plingfrekvensen, og pkt. er antallet af datapunkter, kan vi relativt let regne “baglæns”
ud fra en ønsket spektral opløsning. Derved sikres det, at den spektrale opløsning er til-
strækkelig god til at finde et estimat af energiindholdet i alle de ønskede frekvensbånd.
Derfor skal antallet af datapunkter for FFT-udregningen udregnes ud fra en ønsket
spektral opløsning med følgende fremgangsmåde.
1. Dividér den anvendte samplingfrekvens med halvdelen af bredden for det smal-
leste af de ønskede frekvensbånd. Ved at dividere med halvdelen (eller alterna-
tivt at dividere 2Sr med bredden for det smalleste frekvensbånd), sikres det, at
mindst en af de resulterende frekvensspæn dækker de ønskede frekvensbånd.
2. Rund derefter op til nærmeste hele tal, der kan skrives som en potens af 2 (dvs.
et tal der kan skrives på formen 2p). Som omtalt i sidste kapitel sikres der herved
en maksimal hastighedsforbedring i udregningen af FFT-analysen i forhold til en
normal Fourier transformation.
Eftersom det smalleste af de kritiske frekvensbånd er på 100 Hz i bredden, både
for bark- og mel-baserede frekvensbånd, er det kun den anvendte samplingfrekvens,
der er variabel i ovenstående fremgangsmåde. Med denne fremgangsmåde bliver for-
holdet mellem en givet samplingfrekvens og antallet af datapunkter som angivet i tabel
4.1 herunder.
Sr 11025 Hz 14000 Hz 16000 Hz 18000 Hz 22050 Hz
Sr/50 Hz 220, 5 280, 0 320, 0 360, 0 441, 0
Antal pkt. 256, 0 512, 0 512, 0 512, 0 512, 0
Tabel 4.1: Forholdet mellem en given samplingfrekvens, samplingfrekvensen divideret med
50, og nærmeste heltal (antal datapunkter), der kan skrives som en potens af 2.
B. Udvalg - og eventuel vægtning - af samples
Vedrørende metoden for udvalg af samples er det vigtigt at tage hensyn til, at analyse-
resultaterne skal kunne deles i et fast antal segmenter, der hver dækker et ensartet antal
samples, samt at der skal kunne laves forsøg med henholdsvis 16, 24, og 32 segmenter.
Dette er vigtigt, fordi det er meget lettere at sikre sig, at analyseresultaterne kan deles
i det givne antal segmenter, før analysen påbegyndes - eller under analyseprocessen,
end det er efter analysen. Derfor vælges det at foretage opdelingen i segmenter som
en del af analyseprocessen, fremfor at foretage opdelingen senere hen som en del af
mønsterdannelsesprocessen.
Opdelingen i segmenter kan enten foretages inden eller under analysen. Inden ana-
lysen kan alle samples deles i det givne antal segmenter, hvorefter hvert segment kan
analyseres for sig. Fordelene ved denne metode er, at den er utrolig simpel, og at den
er let at implementere. Ulempen er, at antallet af samples, der vil være til rådighed i
hvert segment for de korteste ord, vil være langt mindre end antallet af datapunkter i
FFT-analysen. I tabel 4.2 nedenfor er det korteste ord i datagrundlaget, et ord på blot
55
4.1. ANALYSEMETODE
0.171 s., blevet delt i henholdsvis 16, 24 og 32 segmenter, og længden af hvert segment
er derefter omregnet til et helt antal samples for forskellige samplingfrekvenser (angi-
vet med Sr øverst i tabellen). Til sammenligning gengives det valgte antal datapunkter
nederst i tabellen.
Sr 11025 Hz 14000 Hz 16000 Hz 18000 Hz 22050 Hz
16 segmenter 118 150 171 193 236
24 segmenter 78 100 114 128 157
32 segmenter 59 75 85 96 118
Antal punkter 256 512 512 512 512
Tabel 4.2: Forholdet mellem antallet af samples for det kortest mulige segment ved en given
samplingfrekvens og et givent antal segmenter.
En mulig løsning på problemet med for få samples til at udfylde alle datapunkterne
består i at anvende den såkaldte zero-padding metode, hvor de resterende datapunkter
udfyldes med nuller i stedet for egentlige sample-værdier. En anden løsning består i at
undgå den strenge opdeling i forskellige segmenter, og i stedet lade opdelingen foregå,
som en mere dynamisk proces under selve analysen. Eksempelvis kan FFT-analysen
fokuseres på bestemte samples, og de få samples, der er til rådighed fra hvert seg-
ment i de korte ord, kan være i fokus på skift. Dette kan gøres ved brug af en såkaldt
vindues-funktion, der vægter alle inputsamples inden disse anvendes i FFT-analysen.
Herved fokuseres FFT-analysen på et mindre udsnit af de anvendte samples, nemlig de
samples, som vindues-funktionen vægter med en værdi tæt på 1. De oftest anvendte
vindues-funktioner vises i figur 4.1 herunder.
Figur 4.1: Ofte anvendte vindues-funktioner ved navn: Bartlett, Hann, square og Welch. Antal-
let af datapunkter er her 256, og alle input-samples vægtes med et af ovenstående vinduer før
FFT-udregningen. Det firkantede vindue (kaldet square), er et uvægtet vindue, som tilsvarer,
at der ikke anvendes en vindues-funktion.[12]
I de tilfælde, hvor der er færre samples til rådighed for et segment, end der er da-
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tapunkter i FFT-udregningen, er der store fordele ved at anvende en vinduesfunktion.
Først og fremmest kan de enkelte samples udvælges således, at centrum for et segment
ligger i centrum for vinduet, hvormed hovedvægten for analyseresultatet kommer til
at ligge midt i segmentet. Herudover kan der anvendes samples fra de tilstødende seg-
menter til at udfylde vinduet, hvormed problemet med manglende samples vil koncen-
trere sig omkring det første og det sidste segment. Problemet bliver således fjernet for
segmenterne midt i ordet, mens antallet af samples, der er i underskud for grænseseg-
menterne (dvs. det første og det sidste segment), bliver halveret. For disse segmenter
gælder det, at der enten kan benyttes zero-padding metoden, eller der kan designes
en metode, hvormed inputsamples udenfor ordets endepunkter kan tilgåes. Eftersom
antallet af samples, der er i underskud, bliver halveret for grænsesegmenterne, antages
det, at det er tilstrækkeligt at anvende zero-padding metoden for disse segmenter, h-
vorfor denne tilgang vælges.
I de tilfælde, hvor der er flere samples til rådighed for et segment, end der er da-
tapunkter i FFT-udregningen, er der også fordele ved at anvende en vinduesfunktion.
For det første vil der opstå situationer, hvor et enkelt vindue ikke kan dække alle de
samples, der er til rådighed, og hvor der ikke er nok samples til to vinduer, uden at dis-
se overlapper hinanden. Dette er ikke noget problem ved brug af en vinduesfunktion,
og i [12] anbefales det, at der benyttes et overlap på 50% i mellem to vinduer for at få
det mest præcise resultat. Derfor vælges det at lade mængden af overlap have en nedre
grænse på 50% i mellem to vinduer, og lade antallet af vinduer per segment udregne
med formel 4.1 herunder.
v =
2s
p
− 1, hvor v rundes op til nærmeste heltal. (4.1)
I formel 4.1 ovenfor er s lig med antallet af samples i hvert segment, og p er antal-
let af datapunkter i vinduesfunktionen. Antallet af vinduer (v) bliver herved maksimalt
for hvert segment, og selv en enkelt ekstra sampleværdi i et segment (i forhold til an-
tallet af datapunkter), vil resultere i et ekstra vindue. Placeringen af disse vinduer kan
foretages på forskellig vis, og den simpleste af disse er at fordele vinduerne således,
at det første datapunkt for det første vindue passer med den første sampleværdi fra
segmentet, og det sidste datapunkt for det sidste vindue passer med den sidste sam-
pleværdi fra segmentet. De resterende vinduer bliver placeret med en gennemsnitlig
indbyrdes afstand (d) som udregnes med formel 4.2 herunder.
d =
s− p
v − 1 (4.2)
Denne fordeling medfører, at mængden af overlap vil svinge mellem 99.6% (i de
tilfælde, hvor der kun er to vinduer og antallet af samples i segmentet kun er én større
end antallet af datapunkter), og 50% i de tilfælde, hvor 2s/p giver et heltal. For et
stigende antal samples i segmentet vil mængden af overlap nærme sig 50 %, fordi der
bliver flere og flere vinduer om at dele de maksimalt p/2 − 1 sampleværdier, der kan
være i “overskud” fra oprundingen af v til nærmeste heltal i formel 4.1.
En anden fordel ved at anvende en vinduesfunktion skyldes funktionens tidmæs-
sige fokus på de centrerede samples, hvilket giver Fourier transformationen et mere
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fokuseret resultat rent frekvensmæssigt. Hvis ikke der benyttes en vinduesfunktion,
vil FFT-analyseresultatet fra et frekvensområde (dvs. et frekvensspænd) indeholde de-
le af analyseresultatet fra op mod ti nærliggende frekvensspæn. Denne effekt kaldes
lækage, og den kan minimeres ved anvendelse af en vinduesfunktion som vist i figur
4.2 herunder (figuren stammer fra [12]).
Figur 4.2: Resultatet af forskellige vindues-funktioner m.h.t. mængden af lækage fra nabolig-
gende frekvensspæn.
I [12] anbefales det, at man enten anvender et såkaldt Welch- eller et såkaldt Bart-
lett-vindue, og fordi sidstnævnte er yderst let at implementere (det er den trekan-
tede funktion i figur 4.1), vælges denne løsningsmodel. Herefter genstår der at un-
dersøge, hvorvidt - og hvordan - de kritiske frekvensbånd baseret på hhv. Bark- og
Mel-frekvensskalaerne kan approksimeres med de fundne antal datapunkter for FFT-
analysen.
C. Efterbehandling af FFT-resultater
Som beskrevet i metodekapitlet, er resultatet af en Fast Fourier Transformation lig med
en række Fourier Koefficienter, der består af komplekse tal. Hver Fourier Koefficient
angiver amplituden og fasen af svingningerne i det analyserede signal, der ligger inden
for et nøje afgrænset frekvensbånd. Disse frekvensbånd kaldes frequency buckets eller
frequency bins og oversættes med termen frekvensspæn. Af figur 4.2 fremgår det, at
det frekvensmæssige indhold af hvert frekvensspænd omtrent overlapper halvdelen af
de naboliggende frekvensspæn, hvis ikke der anvendes en vinduesfunktion. I forening
med den generelle formel for bredden, i Hz, af hvert frekvensspænd (givet ved Sr/p,
hvor Sr angiver samplingfrekvensen, og p angiver antallet af punkter), kan forholdet
mellem den spektrale opløsning og et sæt kritiske frekvensbånd udregnes. Dette er
illustreret med figur 4.3 nedenfor, hvor positionen og den frekvensmæssige udbredel-
se af de første 32 (ud af 128) frekvensspæn er skitseret for en samplingfrekvens på
11025 Hz. X-aksen angiver frekvensen i Hz og markerer samtidig grænserne for de
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første 15, kritiske frekvensbånd, baseret på Bark-frekvensskalaen.
Figur 4.3: Tilnærmelsesvis spektralfordeling for 32 ud af 128 FFT-resultater ved en sampling-
frekvens på 11025 Hz.
I figur 4.3 er centrum for hvert FFT-punkt placeret med et mellemrum på omtrent
86 Hz/pkt., hvilket er lig med 11025 Hz/128 pkt.. Det bemærkes, at det kun er
de bredeste, kritiske frekvensbånd, der indeholder analyseresultater, som udelukkende
dækker samme frekvensbånd. De smalleste af de kritiske frekvensbånd dækkes i man-
ge tilfælde af to eller tre, overlappende frekvensspæn, fordi mængden af lækage gør
den frekvensmæssige bredde af hvert frekvensspænd næsten dobbelt så stor som bred-
den af de smalleste frekvensbånd. Desuden må det konstateres, at eftersom de kritiske
frekvensbånd vokser logaritmisk i bredden, og hvert frekvensspænd har en konstant
bredde, vil der altid være en eller flere uoverenstemmelser mellem de ønskede fre-
kvensgrænser, og dem, som FFT-analysen producerer. Disse uoverenstemmelser kan
tilnærmelsesvis løses ved at fordele resultatet fra et given frekvensspænd ud på de to
kritiske frekvensbånd, som frekvensspændet fordeler sig over. Dette princip illustreres
med udgangspunkt i figur 4.4 herunder.
Figur 4.4: Viser fire overlappende frekvensspænd, der indeholder delresultater for det kritiske
frekvensbånd mellem 100 Hz og 200 Hz.
I figur 4.4 ovenfor vises de fire frekvensspænd, der indeholder delresultater for det
kritiske frekvensbånd mellem 100 Hz og 200 Hz, som er markeret med en grå bag-
grund. Øverst i figuren er et sæt teoretiske grænser, der ikke medregner mængden af
lækage, optegnet for de fire frekvensspænd (dvs. span nummer 2 til 4), og disse teo-
retiske grænser er ligeledes markeret med lodrette, stiplede linier. Figuren er optegnet
på baggrund af en samplingfrekvens på 11025 Hz og 256 datapunkter, hvilket giver
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en frekvensmæssig opløsning på cirka 43 Hz. Tages der udgangspunkt i de teoretiske
frekvensgrænser, kan det kritiske frekvensbånd siges at være dækket ved en lille del
af resultatet fra frekvensspænd nummer 2 og 5, samt hele resultatet fra frekvensspænd
nummer 3 og 4. Under antagelse af, at de teoretiske grænser er gældende (dvs. at der
ikke forekommer lækage), kan resultatet fra et frekvensspænd fordeles på to sidelig-
gende, kritiske frekvensbånd, ved at anvende følgende fremgangsmåde.
1. Find antallet af diskrete (dvs. hele antal) frekvenser, som den teoretiske grænse,
for et givent frekvensspænd, overlapper grænsen med for det kritiske frekvens-
bånd. I figur 4.4 overlappes 100 Hz grænsen eksempelvis med 7 Hz af den
teoretiske grænse for frekvensspænd nummer 2.
2. Udregn det procentvise forhold mellem størrelsen af overlappet og den teoreti-
ske bredde af frekvensspænnene. Eksempelvis udgør et overlap på 7 Hz cirka
16 % af en teoretiske bredde på 43 Hz.
3. Fordel nu Fourier amplituden (dvs. den reelle del af den komplekse Fourier
koefficient) for frekvensspændet ud fra det fundne procenttal. Eksempelvis kan
det samlede resultat for det kritiske frekvensbånd mellem 100 Hz og 200 Hz
i figur 4.4, findes ved at lægge resultatet for frekvensspænnene 3 og 4 sammen
med 16 % af resultatet for frekvensspænnene 2 og 5, der begge har et overlap på
7Hz.
Selv om ovenstående metode ikke tager højde for, at der er overlap mellem to frekvens-
spæn i form af lækage, vil fejlen være minimal, fordi langt den største del af resultatet
stammer fra frekvensområdet i mellem de teoretiske grænser. I forhold til mere avan-
cerede metoder, der medregner præcise udtryk for mængden af lækage, kan ovenstå-
ende metode siges at være tilstrækkelig simpel og let at implementere, hvorfor denne
løsning vælges. For at finde frem til et estimat af energiindholdet i de kritiske fre-
kvensbånd, kan man enten angive summen af Fourier amplituderne, som angivet ved
ovenstående metode, eller man kan udregne et mere præcist udtryk for energien i hvert
frekvensspænd, og derefter fordele resultatet i kritiske frekvensbånd. Eksempelvis kan
formel 4.3 herunder benyttes til at udregne energiindholdet for de frekvensspæn, der
dækker de kritiske frekvensbånd af interesse.
P [k] = 2
|C[k]|2
N2
, hvor k = 1, 2, . . . , N
2
− 1. (4.3)
I formel 4.3 ovenfor er C[k] de komplekse Fourier koefficienter, og P [k] er energi-
indholdet for frekvensspænd k. Formlen giver et langt mere præcist udtryk for energien
i hvert frekvensspænd, og fordi formlen er forholdsvis simpel og let at implementere,
foretrækkes denne fremfor at benytte Fourier amplituderne, der kun består af de reelle
dele af de komplekse Fourier koefficienter.
Outputtet fra analyseprocessen består af et antal vektorer, hvor antallet svarer til
det antal segmenter, som ordet er blevet opdelt i. Hver af disse vektorer indeholder et
antal dimensioner, der svarer til antallet af kritiske frekvensbånd, vi er interesserede i.
Hver dimension angiver det summerede energiindhold for et sæt frekvensspæn, hvilket
angiver energiindholdet i et kritisk frekvensbånd.
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4.2 Mønsterdannelse
Eftersom analyseprocessen implementerer både segmenteringen af ordet og estime-
ringen af energiindholdet i de kritiske frekvensbånd for hvert segment, består møn-
sterdannelsen blot af en enkelt rutine, der danner det binære mønster, som beskrevet
i metodekapitlet. De binære tal, der udgør det endelige mønster, findes ved at sam-
menligne energien i to naboliggende frekvensbånd inden for samme segment. Hvis
energiindholdet i det øvre af de to frekvensbånd er større end i det nedre, vil resulta-
tet blive 1 og ellers bliver det 0. Metoden for mønsterdannelsen er således yderst let
at designe. Den kræver kun to løkker og en enkelt sammenligningsprocedure og kan
implementeres ud fra følgende pseudokode.
M = Antal segmenter
N = Antal kritiske frekvensbånd
Gennemløb alle segmenterne (kaldet i), og udfør følgende:
1. Gennemløb de kritiske frekvensbånd (kaldet j) op til (N−1), og udfør følgende:
(a) E1 = Energien i frekvensbånd j og segment i
(b) E2 = Energien i frekvensbånd j + 1 og segment i
(c) Resultat[i][j] = 1 hvis E2 > E1, og 0 hvis E2 ≤ E1
2. Næste j
Næste i
Outputtet fra denne metode består af et antal vektorer, der svarer til det antal af
segmenter, som ordet er blevet opdelt i. Hver vektor indeholder et antal dimensioner,
der er lig med antallet af kritiske frekvensbånd minus én. Det binære indhold af hver
dimension angiver om energiindholdet steg eller faldt fra det kritiske frekvensbånd og
dettes øvreliggende nabo for samme dimension i inputmatricen.
4.3 Mønstertræning
Inputtet til metoden for mønstertræning består af to komponenter. For det første mod-
tages det såkaldte testmønster fra metoden for mønsterdannelse, og for det andet mod-
tages den korrekte tekstoversættelse for ordet, som testmønstret er dannet for. Disse
to komponenter skal herefter sammensættes til et referencemønster, der skal gemmes
i mønsterbiblioteket, som beskrevet i næste afsnit. For hvert sæt af input til metoden
for mønstertræning skal mønsterbiblioteket udvides, uden der udføres nogen form for
kontrol med indholdet af referencemønstrene eller mønsterbiblioteket. Det bliver der-
for ikke kontrolleret, om mønsterbiblioteket allerede indeholder referencemønstre, der
er identiske med indholdet af henholdsvis testmønstret og den tilhørende tekstover-
sættelse, hvorfor duplikater kan opstå. Det skal bemærkes, at der ikke udføres no-
gen egentlig træning af mønstrene, men blot en aggregering af referencemønstrene i
mønsterbiblioteket. Eftersom det er yderst let at implementere både konverteringen af
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inputtet til et referencemønster og den efterfølgende udvidelse af mønsterbiblioteket,
beskrives designet for disse dele ikke yderligere.
Efter mønstertræningen er overstået, skal der foretages en analyse af alle refe-
rencemønstrene i mønsterbiblioteket. Formålet med denne analyse er at fastslå mini-
mumsafstanden mellem referencemønstre for forskellige ord og maksimumsafstanden
mellem referencemønstre for samme ord. Disse to afstandsmål skal herefter gemmes i
mønsterbiblioteket, der gemmes i persistent hukommelse mellem to sessioner, således
at værdierne kan anvendes af metoden for beslutningslogik under en genkendelsesses-
sion. Denne analyseproces er relativt simpel og kan implementeres i form af to løkker,
hvor den inderste løkke løber fra det første referencemønster op til nummeret lige før
det nuværende referencemønster i den yderste løkke. Grunden til at det ikke er alle
referencemønstrene der skal sammenlignes med alle referencemønstre, men kun halv-
delen, skyldes at det anvendte afstandsmål er symmetrisk, hvilket betyder, at afstanden
fra A til B er lig med afstanden fra B til A. Konstruktionen er illustreret med følgende
stykke pseudokode.
R = Antal referencemønstre i mønsterbiblioteket.
Dmin = Minimumsafstanden mellem referencemønstre for forskellige ord.
Dmax = Maksimumsafstanden mellem referencemønstre for samme ord.
Gennemløb alle referecemønstrene (kaldet r1), og udfør følgende:
1. Gennemløb alle referencemønstrene (her kaldet r2) op til r1, og udfør følgende:
(a) Hvis r2 er identisk med r1, hoppes til næste r2.
(b) D = Afstanden mellem de binære talemønstre i r1 og r2.
(c) Hvis tekstoversættelserne i referencemønstrene r1 og r2 er ens, ogDmax <
D, så sættes Dmax = D.
(d) Hvis ikke tekstoversættelserne i referencemønstrene r1 og r2 er ens, og
D < Dmin, så sættes Dmin = D.
2. Næste r2
Næste r1
4.4 Mønsterbibliotek
Mønsterbiblioteket består grundliggende set af en liste med referencemønstre og de to
afstandsmål, der bliver bestemt under analysen af mønsterbiblioteket, efter mønster-
træningen er færdig. Under mønstertræningen skal mønsterbiblioteket kunne udvides
med nye referencemønstre, og desuden skal mønsterbiblioteket både kunne indlæses
fra og gemmes i en fil eller en database. Således hører der både specifikke konstanter
(dvs. de to afstandsmål), specifikke objekter (dvs. referencemønstrene) og specifik-
ke metoder til mønsterbiblioteket, hvorfor en objekt-orienteret designløsning kan gøre
programmet lettere at udvide og beskrive. Alternativt kan de grundlæggende objekter,
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der i dette tilfælde består af testmønstre, referencemønstre og selve mønsterbibliote-
ket, implementeres ved hjælp af strukturerede variable, og de tilhørende metoder kan
implementeres ved hjælp af procedurer. Ulempen ved den alternative metode er, at pro-
gramkoden bliver lidt sværere at udvide og beskrive. Fordelen er, at programmet bliver
lettere at implementere, fordi de grundlæggende typer af data - samt metoderne, der
bruges til at manipulere dem - kan understøttes gennem valget af programmeringsprog.
Endvidere skal der ikke skabes nogle klasser, eller hierakier af klasser, og datastruktu-
rerne kan direkte tilgåes og manipuleres, uden at der skal skrives specielle metoder til
dette. Af disse grunde vælges det at lade mønsterbiblioteket - og referencemønstrene
- bestå af strukturerede variable, i stedet for at anvende en objekt-orienteret designløs-
ning.
Inputtet til mønsterbiblioteket består af referencemønstre, som igen består af en
tekststreng og en række med binære værdier (dvs. et testmønster). Derfor er det vigtigt
at implementere strukturerede variable, der kan indeholde disse typer af informationer.
Som minimum er der brug for at kunne opbygge og manipulere følgende datatyper.
Testmønstre som enten består af en matrix af binære værdier eller en liste med binære
værdier.
Referencemønstre som består af tekststreng og et testmønster. Tekststrengen skal væ-
re af variabel længde og kunne indeholde de specielle, danske tegn fra alfabetet
(dvs. æ, ø og å).
Heltal skal bruges til at huske værdierne for henholdsvis minimumsafstanden mellem
referencemønstre for forskellige ord og maksimumsafstanden mellem referen-
cemønstre for samme ord.
Mønsterbiblioteker som består af rækker - eller lister - af referencemønstre samt de
to ovennævnte heltalsværdier.
Herudover skal mønsterbiblioteket kunne gemmes i en form for persistent hukom-
melse, og de simpleste former herfor er henholdsvis en fil- eller en database-baseret
løsning. Fordelene ved en filbaseret løsning er, at filer er meget lette at oprette og skrive
til. Hertil kommer, at alle datatyperne i mønsterbiblioteket let kan skrives som tekstda-
ta i filerne, hvormed disse meget let tilgåes og behandles i andre programmer. Hermed
bliver det eksempelvis let at afgøre, om et givent mønsterbibliotek (dvs. i form af et
filnavn), eksisterer eller ej, da eksistensen - og i nogle tilfælde også størrelsen - af en
fil kan bestemmes med en enkelt kommando i de fleste programmeringssprog. Hertil
kommer, at systemet kun skal tilgå det persistente mønsterbibliotek under to former:
Enten gennemføres der en træningssession, som danner et nyt mønsterbibliotek med
nye referencemønstre, eller også gennemføres der en genkendelsessession, som ind-
læser alle data fra et eksisterende mønsterbibliotek. Der er således ikke tilfælde, hvor
eksisterende data skal opdateres, eller hvor kun dele af et mønsterbibliotek skal tilgå-
es, hvilket er en af fordelene ved en databasebaseret løsning. Herudover er det en lille,
smule mere simpelt at implementere en filbaseret løsning fremfor en databasebaseret,
hvorfor en filbaseret løsning vælges.
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4.5 Mønstergenkendelse
Inputtet til mønstergenkendelsesprocessen stammer fra mønsterdannelsen og består af
et testmønster, der igen består af en matrix - eller en liste - af binære værdier. Her-
udover skal mønstergenkendelsesprocessen have tilgang til mønsterbibliotekets liste
over referencemønstre, for at kunne finde det referencemønster, som ligner testmøn-
stret mest.
Processen for mønstergenkendelse er meget simpel og kan implementeres i form
af en enkelt løkke, der gennemløber alle referencemønstrene, og bruger formel 2.15
fra side 38 til at udregne et afstandsmål mellem det binære mønster i referencemøn-
stret og testmønstret. I en mønstergenkendelsessession er der kun brug for to resultater
fra metoden til mønstergenkendelse, nemlig det mindste afstandsmål, der blev fundet
mellem testmønstret og alle referencemønstrene, og den tilhørende teksoversættelse
fra det referencemønster, der ligner testmønstret mest. Disse resultater kan meget let
findes som en del af løkken, der gennemløber alle referencemønstrene, og hele proces-
sen kan implementeres ud fra følgende stykke pseudokode.
R = Antal referencemønstre i mønsterbiblioteket.
dmin = Den hidtil mindste afstand. Initialiseres med en maksimal værdi.
wmin = Tekstoversættelsen, der skal findes blandt referencemønstrene.
Gennemløb alle referencemønstrene (kaldet r), og udfør følgende:
1. d = Afstanden mellem testmønstret og nuværende referencemønster (r).
2. w = Tekstoversættelsen fra nuværende referencemønster (r).
3. Hvis d < dmin, sættes dmin = d, og wmin = w.
Næste r
Outputtet fra mønstergenkendelsesprocessen er således givet ved dmin og wmin og
består af henholdsvis et heltal og en tekststreng.
4.6 Beslutningslogik og svarsammenligning
Inputtet til metoden for beslutningslogik består af et enkelt heltal, som angiver af-
standen mellem testmønstret og det referencemønster, som ligner testmønstret mest.
Beslutningslogikken skal herefter sammenligne inputværdien med tærskelværdien og
returnere værdien sand hvis afstanden er mindre end eller lig med tærskelværdien.
Hvis afstanden er større end tærskelværdien skal værdien falsk returneres. Den lette-
ste måde at implementere beslutningslogikken består i at oprette en global variabel
for tærskelværdien, og lade systemet udregne denne, efter mønsterbiblioteket er blevet
indlæst i hukommelsen, udfra følgende stykke pseudokode.
dmax = Den største afstand mellem referencemønstre for samme ord.
dmin = Den mindste afstand mellem referencemønstre for forskellige ord.
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kmax = Vægtkonstanten for Dmax, indlæses fra konfigurationsfilen.
kmin = Vægtkonstanten for Dmin, indlæses fra konfigurationsfilen.
t = kmax ∗ dmax + kmin ∗ dmin, hvor t er tærskelværdien.
Herved behøver tærskelværdien kun at blive udregnet en gang for alle og beslut-
ningslogikken kan implementeres som en metode i programmet, eller enddog som en
simpel sammenligning mellem tærskelværdien og afstandsmålet. Alternativet består
i at implementere beslutningslogikken i en egen klasse, og initialisere denne med de
to afstandsmål og de tilhørende vægtkonstanter. Alternativet er dog uforholdsmæssigt
kompliceret at implementere, i forhold til den meget simple funktion metoden udfyl-
der, hvorfor det førstnævnte desing vælges.
Resultatet fra beslutningslogikken anvendes til at afgøre, om et ord er blevet gen-
kendt. Hvis svaret fra beslutningslogikken er sand, menes ordet genkendt som den
tekststreng, der blev fundet under mønstergenkendelsesprocessen. I modsat fald er or-
det ikke genkendt, og i normale brugssituationer bør systemet ikke give noget resultat.
I en eksperimentel brugssituation derimod, er der behov for at kontrollere resultatet,
hvorfor både det fundne ord, afstandsmålet fra mønstergenkendelsen, samt værdien
sand eller falsk fra beslutningslogikken sendes videre til metoden for svarsammenlig-
ning. Ydermere skal metoden for svarsammenligning modtage den korrekte tesktover-
sættelse, således at det fundne ord kan verificeres. Inputtet til metoden for svarsam-
menligning består derfor af følgende elementer.
1. Det fundne ord fra referencemønstret, der ligner testmønstret mest. Der refereres
herefter til dette ord med termen det fundne ord.
2. Den givne tekstoversættelse, som hører til lyden, der forsøges genkendt, og
stammer fra det anvendte tale-corpus. Der refereres herefter til dette ord med
termen det korrekte ord.
3. Afstandsmålet mellem testmønstret og det fundne referencemønster som fundet
med mønstergenkendelsesmetoden.
4. Værdien sand eller falsk fra beslutningslogikken, som viser, hvorvidt systemet
mener, om det fundne ord er lig med det korrekte ord.
Metoden for svarsammenligning skal herefter sammenligne det fundne ord med
den korrekte tekstoversættelse (dvs. det korrekte ord) og afgøre, hvorvidt ordet vitter-
lig er blevet genkendt eller ej. Hvis det fundne ord er identisk med det korrekte ord, og
værdien fra beslutningslogikken er sand, har systemet succesfuldt genkendt den givne
lyd. Hvis de to ord er ens, men værdien fra beslutningslogikken er falsk, har systemet
ikke formået at genkende lyden, og tærskelværdien bør måske justeres.
I de tilfælde, hvor der laves forsøg med systemets evne til at skelne mellem ord in-
den for og uden for ordforrådet, vil der være tilfælde, hvor det korrekte ord ikke findes
i ordforrådet. I disse tilfælde er det meningen, at værdien fra beslutningslogikken skal
være falsk, eftersom ord udenfor ordforrådet naturligvis ikke kan genkendes af syste-
met. Hvis værdien derimod er sand, har systemet fejlagtigt genkendt et ord udenfor
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ordforrådet og oversat det til et ord fra ordforrådet; et resultat, der generelt kaldes for
en falsk positiv. For at kunne verificere de forskellige typer resultater, skal metoden
for svarsammenligning kunne afgøre, hvorvidt et givent ord er med i ordforrådet eller
ej. Dette kan implementeres på forskellige måder, og den simpleste af disse består i
at lade systemet opbygge en slags ordbog, mens mønsterbiblioteket indlæses. Denne
ordbog kan eventuelt bestå af et associativt array, eller den kan bestå af en simpel li-
ste over de forskellige ord i ordforrådet, afhængig af udvalget af variabeltyper for det
valgte programmeringssprog. Ordbogen kan herefter tilgåes direkte, dvs. fra metoden
for svarsammenligning, eller systemet kan udvides med en procedure til dette og det
kan let afgøres, hvorvidt et givent ord er med i ordbogen eller ej.
Målet med metoden for svarsammenligning er at verificere hvert enkelt af de fund-
ne ord under en genkendelsessession og at producere de summerede resultater for hele
genkendelsessessionen. Derfor vælges det at oprette en eller flere globale variable til
at indeholde data for de summerede resultater, og lade metoden for svarsammenlig-
ning opdatere disse data. Efter genkendelsessessionen er overstået, og alle lydene i en
given liste er forsøgt genkendt, afsluttes programmet med, at de summerede resultater
udskrives.
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Kapitel 5
Implementering
I det følgende beskrives det system til simpel talegenkendelse, der er implementeret på
baggrund af analysen og designet, som er beskrevet i de foregående kapitler. Der læg-
ges særlig vægt på beskrivelsen af procedurerne i analysemodulet, som udgør de mest
betydningsfulde og komplekse funktioner i programmet. Overordnet set er implemen-
teringen lavet i programmeringssproget (egt. scripting-sproget) Perl ud fra følgende
overvejelser.
1. Hastigheden, hvormed programmet udfører en opgave, versus tiden, det tager at
implementere programmet. Det har været vigtigere at implementere programmet
hurtigt, fremfor at lave et hurtigt program. Det synes klart, at programmet vil
kunne udføre en given opgave meget hurtigere, hvis programmet er skrevet i et
programmeringssprog, der kan oversættes til maskinkode, frem for et sprog, der
skal fortolkes under udførelsen. Jeg har dog mere erfaring med programmering
i Perl og Java, end med sprogene C, C++ og Pascal, hvorfor Perl og Java har
været at foretrække.
2. Kompleksiteten og mængden af kodelinier har været afgørende for valget af pro-
grammeringssprog i rapporten. Eftersom løsningens simplicitet har været højt
prioriteret i henhold til problemafgrænsningen, har det været vigtigt at imple-
mentere programmet i et sprog, som gør det let at danne og behandle struktu-
rerede variable samt tekststrenge, som kan indeholde de danske tegn. Dette er
utrolig let i scriptingsprog som Perl og PHP, mens den samme funktionalitet
kræver mange flere kodelinier i sprogene Java, C, C++ og Pascal. Med færre
kodeliner bliver komplekse procedurer lettere at beskrive, og deres funktioner
bliver mere tydelige.
3. Mulighederne for at inkludere klasser og funktionsbiblioteker, frem for at skulle
genopfinde den dybe tallerken. Perl programmer kan utrolig let udvides med
et imponerende udbud af andres funktionsbiblioteker, kaldet moduler. Inklusive
moduler til at foretage hurtige Fourier transformationer (dvs. FFT-udregninger)
og moduler til at læse og behandle lydfiler.
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5.1 Programdokumentation
Programmet er implementeret i to tekstfiler, kaldet henholdsvis isolated_word_recognition.pl
og SoundAnalyzer.pm. Ekstensionerne .pl og .pm angiver, at der er tale om et Perl-
program (.pl) og et Perl-modul (dvs. en klasse). Perl-modulet SoundAnalyzer.pm im-
plementerer metoderne for den FFT-baserede lydanalyse og er skilt ud i en egen klasse
i henhold til designbeskrivelsen i sidste kapitel. Begge filer er inkluderet som bilag
(se programbilaget) og kan findes på den medfølgende CD-rom. I programmet er alle
variable og funktioner navngivet på engelsk, fordi det antages, at programmet vil have
en interessegruppe blandt engelsktalende programmører.
Eftersom programmet har været let og hurtigt at implementere, er der blevet tid
til at udvide funktionaliteten på to områder. Begge udvidelser er nævnt som mulighe-
der i analysekapitlet og er afhængige af specifikke parametre i konfigurationsfilen for
at blive aktiveret. For det første er det muligt at vælge mellem to måder at udregne
tærskelværdien for genkendelsessikkerheden. Som angivet i designkapitlet udregnes
tærskelværdien som en vægtet sum af minimumsafstanden mellem referencemønstre
for forskellige ord, og maksimumsafstanden mellem referencemønstre for samme ord.
Men hvis konfigurationsparameteren USE_WEIGHTED_DECISION_LOGIC sættes
lig med talværdien 0, bliver tærskelværdien sat lig med maksimumsafstanden mellem
referencemønstre for samme ord. Herudover er det blevet muligt at udvide de binære
mønstre med en heltalsværdi for antallet af samples i hvert segment, som analyseresul-
tatet opdeles i. Hvis parameteren givet ved AUGMENT_PATTERNS er sat til værdien
1 i konfigurationen, udvides mønstrene på denne maner, og ellers dannes der kun de
binære mønstre.
5.1.1 Isolated_word_recognition.pl
Programmet isolated_word_recognition.pl er struktureret således, at det kan læses op-
pe fra og ned, og alle funktioner, der er lavet til programmet, er opstillet sidst i koden
og i den rækkefølge, de benyttes. Programkoden er desuden grundigt kommenteret,
og eftersom programmet er eksperimentelt i henhold til metodevalget, indeholder det
programkoder til aflusning af langt de fleste funktioner. Programmet indeholder in-
gen egentlig main-blok, og hovedproceduren kan siges at bestå af alle linierne ned til
exit-kaldet i linie 385, hvor programudførslen afsluttes. Øverst i programkoden defi-
neres, hvilken Perl-fortolker der skal anvendes til at afvikle programmet, samt hvilke
funktionsbiblioteker programmet gør brug af og hvilke funktioner programmet imple-
menterer. Derefter defineres de såkaldt globale variable, der kan læses og ændres fra
alle kodelinierne i resten af programmet. De vigtigste af disse er:
$config er en reference til et associativt array bestående af såkaldte key-value pairs.
Hvert nøgle-værdi par, der dannes i dette array, består af navnet for en konfigu-
rationsparameter og værdien for samme.
$corpus_list er en reference til en liste med tekstværdier, der bruges til at huske listen
med ord og lydfiler, som skal behandles i sessionen.
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%word_library er et associativt array, der bruges til mønsterbibliotek.
%filter_settings er et array, der bruges til at huske centerpositionen og båndbredden
for hver af de kritiske frekvensbånd, der skal anvendes under lydanalysen.
$maximum_distance er en talvariabel, der bruges til at huske tærskelværdien for gen-
kendelsessikkerheden.
$analyzerModule er en instans af modulet SoundAnalyzer.
$session_type er en tekstvariabel, der bruges til at huske, hvilken sessionstype pro-
grammet skal gennemføre. Værdien kan enten være lig med train eller test.
$config_file er en tekstvariabel, der bruges til at huske filnavnet på den konfigura-
tionsfil, som programmet skal indlæse og anvende.
$corpus_file er en tekstvariabel, der bruges til at huske filnavnet på den ord- og lyd-
liste, som programmet skal behandle i sessionen (dvs. enten træne eller forsøge
at genkende).
Efter de globale variable er defineret, gennemgår programmet en opsætningsfase,
som består af følgende punkter, hvor de globale variable initialiseres.
1. Programargumenterne bliver indlæst i henholdsvis $session_type, $config_file
og $corpus_file, og de angivne værdier checkes for fejl. I tilfælde af fejl ud-
skrives der en passende fejlbesked samt en kort hjælpetekst angående brug af
programmet, og programudførslen stoppes.
2. Programkonfigurationen indlæses fra den angivne $config_file, og resultatet gem-
mes i referencevariablen kaldet $config.
3. Programkonfigurationen gennemgås vedrørende centerpositionen og båndbred-
den for de kritiske frekvensbånd, der skal anvendes, og værdierne gemmes i
variablen %filter_settings.
4. Listen over ord og lydfiler (kaldet ordlisten), der skal behandles i sessionen,
bliver indlæst fra den angivne $corpus_file, og resultatet gemmes i referenceva-
riablen $corpus_list.
5. Det checkes, om filnavnet for mønsterbiblioteket, der angives i konfigurationsfi-
len, udgør en eksisterende fil, og om størrelsen af denne er større end 30 bytes.
Hvis dette er sandt, bliver mønsterbiblioteket indlæst fra den angivne fil og gemt
i variablen %word_library.
6. Objektet for lydanalyse bliver initialiseret, og der dannes en reference til objektet
i variablen $analyzerModule.
Grænseværdien på 30 bytes under punkt 5 er valgt på baggrund af størrelsen af de
mindste referencemønstre, der minimum fylder 31 bytes. Der er 15 bits fra hver af tids-
segmenterne baseret på Bark-skalaen gange 16 tidssegmenter, plus minimum én byte
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for teksoversættelsen. Efter de globale variable er blevet initialiseret, er programmet
klar til at behandle alle de ord og lydfiler, som er listet i $corpus_list. Denne ordliste
består af en delmængde af en given talers tale-corpus, hvorfor hver af tekstlinierne i
ordlisten består af to tekstsværdier, adskilt af et tabulatortegn. Den første tekstsvær-
di angiver, hvilket ord der er blevet optaget, mens den anden tekstsværdi er filnavnet
på den lydfil, der indeholder den digitalliserede optagelse. Programmet gennemgår og
behandler elementerne i ordlisten som angivet i rutediagrammet i figur 5.1 herunder.
Figur 5.1: Rutediagram for programmet, hvor G∗ er genkendelsestærsklen.
Som det kan ses af rutediagrammet i figur 5.1, består hovedproceduren stort set af
en løkke, der gennemløber listen over ord og lydfiler og behandler disse afhængig af
sessionstypen. Når alle elementerne i listen er blevet behandlet, bliver genkendelses-
resultaterne udskrevet, hvis det er en test-session, og ellers analyseres referencemøn-
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strene og mønsterbiblioteket skrives til en fil.
5.1.2 SoundAnalyzer.pm
Modulet SoundAnalyzer.pm er en relativt simpel klasse, som gør brug af et modul kal-
det Math::FFT til at foretage FFT-udregninger og et modul kaldet POSIX til at runde
reelle tal op til heltal. Grundlæggende set implementerer modulet SoundAnalyzer.pm
følgende fire metoder.
A. Metoden new() konstruerer et nyt SoundAnalyzer objekt.
B. Metoden initialize() initialiserer objektet, så det er klar til at analysere lyde.
C. Metoden augment_patterns() bruges til at aktivere funktionen, der danner udvi-
dede mønstre under lydanalysen.
D. Metoden analyze_sound() bruges til at analysere lyde.
A. Metoden new()
Metoden new() bruges til at konstruere et nyt SoundAnalyzer objekt og kan kaldes med
eller uden argumenter. I tilfælde af at metoden kaldes med et eller flere argumenter,
skal der anvendes følgende rækkefølge og type argumenter.
1. Antal segmenter er en talværdi, der angiver, hvor mange tidssegmenter analysen
skal indele hvert ord (dvs. lyd) i.
2. Samplingfrekvensen er en talværdi, der angiver, hvor mange samples per sekund
(Hertz) digitalliseringen af lydene er foretaget med.
3. Antal frekvensbånd er en talværdi, der angiver, hvor mange frekvensbånd energi-
en skal udregnes for.
4. Minimumbåndbredde er en talværdi, der angiver bredden (i Hertz) af det smal-
leste frekvensbånd.
5. Filterindstillinger er en reference til et array, der indeholder informationer om hen-
holdsvis centerpositionen og båndbredden for det givne antal frekvensbånd.
Metoden initialiserer en variabel kaldet $self, der er en reference til et array, hvor-
efter dette array initialiseres med tomme referencer til alle de variable, som skal kunne
tilgås fra hele objektet. Grundliggende set skabes objektet i linie nummer 32, hvor me-
toden bless kaldes for variablene $self og $class. Metoden bless binder det variablen
$self peger på, som et objekt i modulet $class. Herefter indlæses de givne argumenter
i den ovenfor nævnte rækkefølge, og værdierne gemmes under specifikke referencer
i det associative array, som $self refererer til. Til sidst returneres variablen $self, der
fungerer som reference til det nye SoundAnalyzer objekt.
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B. Metoden initialize()
Metoden initialize() bruges til at initialisere nye SoundAnalyzer objekter og kan kal-
des med eller uden argumenter. Argumenterne, der kan gives, er identiske med argu-
menterne for new()-metoden - og der gælder de samme restriktioner med hensyn til
rækkefølgen og typen af argumenterne, hvorfor disse ikke beskrives yderligere. Meto-
den initialize() skal kaldes før metoden analyze_sound(), fordi initialize() opsætter og
klargør nogle variable, der benyttes af metoden analyze_sound(). De vigtigste af disse
variable er.
$self->{FFT_DATA_POINTS} er en talværdi, som angiver, hvor mange datapunk-
ter FFT-udregningen skal ske for, og bestemmer den ønskede frekvensmæssige
opløsningsgrad. Talværdien udregnes ved at dividere det dobbelte af sampling-
frekvensen med minimums båndbredden. Herefter rundes der op til nærmeste
heltal der kan skrives på formen 2n (hvor n er et positivt heltal).
$self->{FILTER_CONVERSIONS} er en slags konverteringsnøgle, der udregnes en
gang for alle og bruges til at konvertere hvert frekvensspænd fra FFT-udregningen
til de ønskede frekvensbånd. Variablen består af en reference til en liste med et
antal elementer, som svarer til antallet af ønskede frekvensbånd. Hvert element
består af en reference til en ny liste, som fortæller, hvilke frekvensspænd der
indgår i frekvensbåndet og hvor stor en procentdel af hvert frekvensspænd, der
skal medregnes. Frekvensspænd, der deles imellem to frekvensbånd, vil optræ-
de som element i listerne for begge frekvensbånd, men vil indgå med forskellige
vægtning målt i procent afhængig af, hvor centrum for dette frekvensspænd er i
forhold til grænsen mellem de to frekvensbånd.
C. Metoden augment_patterns()
Metoden augment_patterns() er en yderst simpel metode, der bruges til at aktivere dan-
nelsen af udvidede mønstre under lydanalysen. Hvis metoden kaldes med talværdien
1 som argument, bliver hvert mønster udvidet med en ekstra talværdi, der sættes lig
med antallet af samples, som tidssegmenterne maksimalt består af. Talværdien angiver
således længden af lyden divideret med antallet af segmenter (rundet op til nærmeste
heltal) og kan bruges til at skelne mellem ord af forskellige længder.
D. Metoden analyze_sound()
Metoden analyze_sound() er den mest betydningsfulde og komplekse funktion i pro-
grammet, og den udfører både en FFT-baseret lydanalyse og en opdeling af resultaterne
i et givet antal frekvensbånd og tidssegmenter. Metoden skal kaldes med to argumenter,
nemlig en talværdi for antallet af samples i den lyd, der skal analyseres, og en refe-
rence til de egentlige sampleværdier, som udgør lyden. Metoden gennemgår følgende
punkter for at finde energiestimaterne for hvert frekvensbånd og segment.
1. Metodeargumenterne indlæses i lokale variable.
2. Størrelsen af segmenterne udregnes som et reelt tal.
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3. Positionen af alle vinduer bestemmes for alle segmenter.
4. En lokal underrutine kaldet bartlett_weighting defineres og er kun tilgængelig
for nedenstående kodeblok.
5. Energiestimaterne udregnes for hvert segment og fordeles i kritiske frekvens-
bånd.
Ad 1. Metodeargumenterne indlæses i lokale variable, og alle sampleværdierne ind-
læses i en liste. Herudover nulstilles et array kaldet %window_positions, som bruges
til at huske positionen for alle vinduer i segmenterne, hvis disse er store nok til at inde-
holde flere vinduer. I tillæg sættes variablen kaldet $windows_per_segment lig med 1,
og denne opdateres senere, hvis segmenterne er store nok til at indeholde flere vinduer.
Ad 2. Størrelsen af segmenterne udregnes som et reelt tal ved at dividere længden
af lyden (målt i antal samples) med antallet af segmenter. Det er vigtigt, at resultatet
gemmes som et reelt tal, da det benyttes til at fordele alle samples ud i segmenter
af dynamisk størrelse. Målet er at danne segmenter, der er af samme størrelse, men
dette kan kun lade sig gøre i de tilfælde, hvor antallet af segmenter går op i længden
af lyden et helt antal gange. I alle andre tilfælde vil der være en rest ved divisionen,
og denne rest vil altid være mindre en 1. Restværdien repræsenterer et givet antal
samples fra lyden, som vil være i overskud, hvis størrelsen af segmenterne bliver sat
lig med heltalsdelen fra divisionen. Derfor bliver størrelsen af segmenterne bestemt
dynamisk, hvorved størrelsesforskellen mellem segmenterne maksimalt bliver lig med
en enkelt sample. Dette skyldes, at det resterende antal samples er lig med restværdien
ganget med antallet af segmenter, og da restværdien altid er mindre end én, vil det
resterende antal samples altid blive mindre end antallet af segmenter (dvs. kun nogle
af segmenterne behøver inkludere en ekstra sample for at opbruge restmængden). Det
reelle tal gemmes i en variabel kaldet $segment_size og benyttes som beskrevet i næste
afsnit.
Ad 3. Positionen af alle vinduer bestemmes for alle segmenter. Eftersom objektet
SoundAnalyzer benyttes flere gange i træk for forskellige lyde, og positionen af vindu-
erne i hvert segment kun er afhængig af antallet af samples i segmentet, kan objektet
med fordel huske tidligere fundne vinduespositioner. Specielt hvis positionerne for fle-
re vinduer skal udregnes for hvert segment kan det betale sig, rent hastighedsmæssigt,
at huske de relative positioner og udlede de absolutte vinduespositioner fra de relative.
I disse tilfælde bruges variablen kaldet %window_positions til at huske de absolutte
vinduespositioner, mens følgende to globale (dvs. objekt-) variable bruges til at huske
på relative vinduespositioner.
%size_is_known er et associativt array, som indeholder en række med de såkaldte
nøgle-værdi-par. Nøglen er i dette tilfælde den præcise størrelse af et givet seg-
ment (målt i antal samples), og værdien sættes lig med 1 i de tilfælde, hvor
vinduespositionerne for netop denne størrelse segmenter allerede kendes som
relative positioner.
73
5.1. PROGRAMDOKUMENTATION
%known_sizes er et associativt array, hvor nøglen er lig med den præcise størrelse
af et segment. Værdien er i dette tilfælde lig med en reference til et array, der
indeholder de relative positioner for hvert vindue, som et segment af den givne
størrelse indeholder.
Ovennævnte variable benyttes kun i de tilfælde, hvor der er plads til mere end
et vindue per segment, hvilket afgøres ved at sammenligne den reelle talværdi for
segmentstørrelsen (som bestemt under punkt 2) med antallet af datapunkter for hver
FFT-udregning (hvilket bliver udregnet af metoden initialize() og giver bredden af vin-
duerne). Hvis segmentstørrelsen er større end antallet af datapunkter, bliver vinduespo-
sitionerne fundet som beskrevet i følgende stykke pseudokode.
1. Antallet af vinduer per segment udregnes ved hjælp af formel 4.1 fra side 57 (i
designkapitlet) og gemmes i en variabel kaldet $windows_per_segment.
2. En variabel kaldet $edge_left sættes til værdien 1. Denne variabel bruges til at
huske positionen (i antal samples) for den venstre kant af hvert segment.
3. En løkkestruktur lader en variabel kaldet $segment_counter gennemløbe værdi-
erne 1 til antallet af segmenter, og for hver værdi udføres følgende instruktioner.
(a) Den højre kant for segmentet findes ved at gange værdien gemt i variablen
$segment_counter med den reelle talværdi gemt i variablen $segment_size,
og runde op til nærmeste heltal.
(b) Den eksakte segmentstørrelse udregnes ved at trække samplepositionen
for den venstre kant fra samplepositionen for den højre kant og lægge en
til værdien. Resultatet gemmes i en variabel kaldet $segment_width.
(c) Det checkes, om vinduespositionerne allerede kendes som relative positio-
ner ved at teste om det associative array kaldet %size_is_known er defineret
for nøglen $segment_width. Hvis dette er tilfældet, gennemgås de kendte,
relative vinduespositioner, som gøres absolutte ved at addere værdien for
samplepositionen af den venstre kant for segmentet. Herefter gemmes der
en reference til listen over absolutte vinduespositioner, for dette segment-
nummer, i arrayet %window_positions.
(d) Hvis ikke det associative array kaldet %size_is_known er defineret for nøg-
len $segment_width, kendes de relative vinduespositioner ikke for et seg-
ment af denne størrelse. Både de relative og de absolutte vinduespositioner
findes derfor for det antal vinduer, som segmentet kan rumme (som fundet
under punkt 1 ovenfor). Resultaterne gemmes i de dertil hørende arrays, og
det associative array %size_is_known sættes lig med værdien 1 for nøglen
$segment_width.
(e) Værdien for den venstre kant af det næste segmentet sættes lig med sam-
plepositionen for den højre kant af segmentet plus 1.
Hvis segmentstørrelsen er mindre end eller lig med antallet af datapunkter, bliver
vinduespositionerne fundet som beskrevet i følgende stykke pseudokode.
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1. Den venstre kant sættes lig med værdien 1, hvilket angiver, at positionen for det
første segment begynder med den første sample i lyden.
2. En løkkestruktur lader en variabel kaldet $segment_counter gennemløbe værdi-
erne 1 til antallet af segmenter, og for hver værdi udføres følgende instruktioner.
(a) Den højre kant for segmentet findes ved at gange værdien gemt i variablen
$segment_counter med den reelle talværdi gemt i variablen $segment_size,
og runde op til nærmeste heltal.
(b) Segmentets størrelse udregnes ved at trække samplepositionen for den ven-
stre kant fra samplepositionen for den højre kant og lægge en til værdien.
Resultatet gemmes i en variabel kaldet $segment_width.
(c) Startpositionen for det vindue, som skal dække dette segment, udregnes
ved at trække halvdelen af segmentets bredde fra værdien for den højre
kant for segmentet (hvilket giver centrum for segmentet), og dernæst fra-
trække halvdelen af antallet af datapunkter i FFT-udregningen (hvilket er
lig med halvdelen af vinduesbredden).
(d) I det array, der kaldes %window_positions, bruges nummeret for det nu-
værende segment, givet ved variablen $segment_counter, som nøgle til at
gemme den fundne startposition for vinduet.
(e) Værdien for den venstre kant af næste segment sættes lig med værdien for
den højre kant af dette segment plus 1.
Ad 4. En lokal underrutine kaldet bartlett_weighting() defineres, og denne er kun til-
gængelig for resten af metoden analyze_sound(). Metoden bartlett_weighting bruges
til at vægte en sampleværdi fra lyden i henhold til positionen for denne sample i et givet
vindue. Metoden kaldes med tre argumenter, som henholdsvis angiver vinduespositio-
nen, der skal hentes en vægtet sampleværdi for, samplepositionen for den sample, der
skal hentes fra lyden, og det maksimale antal samples, som lyden indeholder. Metoden
er meget simpel og består blot i at hente den angivne sampleværdi fra lyden og derefter
vægte denne værdi i forhold til den angivne vinduesposition. Dog checkes det, at den
angivne sampleposition er for en sample i lyden, eftersom det første vindue og sidste
vindue for små segmenter ofte rager ud over selve lyden, hvorved værdien nul returne-
res (dvs. der bruges zero padding). Selve vægtningen foretages med en implementation
af formel 5.1 (der vises herunder), fra [12], som definerer det såkaldte Bartlett-vindue.
wj = 1−
∥∥∥∥∥j −
1
2N
1
2N
∥∥∥∥∥ (5.1)
I formel 5.1 ovenfor er j vinduespositionen, N er antallet af datapunkter i FFT-
udregningen, ogwj er vægtværdien for vinduesposition nummer j. Et muligt alternativ
til denne implementeringsform, som samtidig vil gøre programmet en anelse hurtigere,
er at danne en liste over vægtværdierne under metoden initialize() og gemme disse i
en global variabel for objektet. Herved skal der ikke udregnes en ny vægtværdi for
hver sample, som skal vægtes, og vægtværdierne kan i stedet blive hentet fra en global
variabel, hvilket er hurtigere.
75
5.1. PROGRAMDOKUMENTATION
Ad 5. Energiestimaterne udregnes for hvert segment og fordeles i kritiske frekvens-
bånd. Efter forarbejdet er gjort, som beskrevet i det ovenstående, er udregningen og
fordelingen af energiestimaterne en relativ simpel proces.
En løkkestruktur lader en variabel kaldet $segment gennemløbe værdierne fra 1 op
til antallet af segmenter. For hvert segment udføres følgende.
1. Objektvariablen kaldet $self->{WINDOW_SUM} nulstilles ved at lade referen-
cen pege på en tom liste.
2. Objektvariablen kaldet $self->{WINDOW_INPUT} nulstilles ved at lade refe-
rencen pege på en tom liste.
3. Energiestimaterne for segmentet udregnes i en løkkestruktur, der gennemløber
antallet af vinduer for segmentet (givet ved variablen $windows_per_segment).
For hvert vindue udføres følgende.
(a) Startpositionen for vinduet nulstilles.
(b) Hvis der er mere end et vindue per segment hentes startpositionen for vin-
duet fra et associativt array, som %window_positions peger på. Hvis der
kun er et vindue for segmentet, hentes startpositionen direkte i det asso-
ciative array %window_positions. I begge tilfælde bruges nummeret for
det nuværende segment som nøgle for at hente en reference fra %win-
dow_positions. Men i det første tilfælde er det en reference til et associ-
ativt array, som indeholder en række startpositioner for hver af vinduerne
i segmentet. I det andet tilfælde er det en reference til en talværdi (dvs.
startpositionen for vinduet i segmentet).
(c) For hver af datapunkterne i FFT-udregningen hentes og vægtes en input-
sample ved hjælp af metoden bartlett_weighting(). Den vægtede input-
sample gemmes herefter i listen over inputtet for dette vindue i variablen
kaldet $self->{WINDOW_INPUT}.
(d) Der dannes et nyt Math::FFT objekt (dvs. en instans af modulet) for in-
puttet gemt i variablen kaldet $self->{WINDOW_INPUT}.
(e) Fourier koefficienterne udregnes ved hjælp af det nye Math::FFT-objekt.
(f) Fourier koefficienterne omregnes til et energispektrum ved hjælp af meto-
den spectrm() fra Math::FFT-objektet.
(g) Hvert af resultaterne i vektoren, der returneres fra metoden spectrm(), læg-
ges til værdien i samme dimension i listen gemt i variablen $self->{WINDOW_SUM}.
4. Til sidst konverteres det fundne energispektrum til energiestimater for de givne
frekvensbånd. Dette gøres ved at gennemløbe antallet af ønskede frekvensbånd
og udføre følgende.
(a) En reference til listen over alle frekvensspænd, som hører til det nuværende
frekvensbånd, hentes fra variablen $self->{FILTER_CONVERSIONS} og
gemmes i en variabel kaldet $include_bins.
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(b) Hvert element i listen, som $include_bins refererer til gennemgås. For
hvert frekvensspænd, der nævnes i listen, hentes den tilsvarende værdi
fra listen i $self->{WINDOW_SUM}, og denne divideres med antallet af
vinduer for segmentet for at finde gennemsnitsværdien af energiestimatet
for dette frekvensbånd. Derefter udregnes den procentdel af gennemsnits-
værdien, som hører til det nuværende frekvensbånd, og værdien lægges til
summen for det nuværende frekvensspænd.
(c) Den fundne sum gemmes i en liste af resultater i en variabel kaldet $self-
>{SOUND_PATTERN}.
Til sidst bliver det checket, om der skal dannes udvidede mønstre ved at se om
variablen kaldet AUGMENT_PATTERNS er lig med værdien 1. Hvis det er tilfældet,
udvides listen med resultater (i variablen kaldet $self->{SOUND_PATTERN}) med en
ny værdi, der sættes lig med værdien gemt i $segment_size rundet ned til nærmeste hel-
tal. Metoden analyze_sound() afsluttes ved at listen med resultater, i variablen kaldet
$self->{SOUND_PATTERN}, returneres.
5.1.3 Programverifikation
I henhold til problemafgrænsningen har det været vigtigt at verificere, at programmet
er frit for fejl, da det benyttes til omfattende eksperimenter. Til det formål er der brugt
tre forskellige ordlister (dvs. tekstfiler, hvor hver linie angiver et ord og et filnavn for
en lydfil), indeholdende henholdsvis 1, 3 og 28 ord og filnavne. De to korte ordlister er
brugt til at verificere, at programmet behandler både korte og lange ord korrekt, mens
ordlisten med 28 elementer er brugt til at verificere, at programmet fungerer korrekt
ved behandling af mange ord. Herudover er der anvendt fire forskellige konfigura-
tionsfiler med indstillinger for henholdsvis 16 og 32 tidssegmenter i kombination med
indstillinger for henholdsvis Bark- og mel-baseret kritiske frekvensbånd.
Programmet isolated_word_recognition.pl er undersøgt for fejl ved brug af oven-
nævnte ordlister og konfigurationsfiler samt et specielt programargument kaldet debug.
Med dette programargument kan der angives et såkaldt debug-level, hvorved specifik-
ke dele af programmet kan sættes til at udskrive mellemresultater med mere. Under
implementeringen af programmet har tildelingen af debug-levels været flydende for
forskellige funktioner i programmet. Dette har gjort det lettere at finde og rette fejl,
fordi det har været muligt at fokusere på programmets behandling af forskellige va-
riable både skiftevis og i kombination. I den endelige udformning er der 6 grundlig-
gende debug-levels, som hver svarer til en kommenteret sektion i hovedafsnittet af
programmet. Hertil kommer yderligere 10 debug-levels, som hver svarer til en funk-
tion i programmet. Disse 10 debug-levels er alle på 2 cifre, hvor det første ciffer svarer
til den sektion i hovedafsnittet for programmet, hvor funktionen anvendes. Det andet
ciffer svarer til rækkefølgen, som funktionerne anvendes i. Eksempelvis kan program-
met sættes til at udskrive informationer om de værdier, de globale variable initialise-
res med under opsætningsfasen, ved at starte programmet med argumentet –debug=1.
Herudover kan programmet sættes til at udskrive mere detaljerede informationer fra
funktionen read_config, der anvendes som den første funktion under opsætningsfasen,
ved at starte programmet med argumentet –debug=11. Alle de mulige debug-levels
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beskrives i brugsanvisningen, der kan findes på den medfølgende CD.
Alle variable og funktioner, der anvendes i programmet, er undersøgt for fejl un-
der anvendelse af varierende debug-levels. Resultaterne heraf er efterprøvet udfra en
stikprøvekontrol, hvor programmets resultater og mellemresultater er checket mod ma-
nuelt udregnede værdier. Den eneste del af programmet, der ikke kan sættes til at ud-
skrive mellemresultater ved hjælp af debug-levels, er metoderne fra modulet SoundA-
nalyzer.pm. Disse metoder er undersøgt for fejl ved hjælp af strategisk placerede print
kommandoer, der har gjort det muligt at checke mellemresultater mod manuelt udreg-
nede værdier. I den forbindelse skal det nævnes, at der kan sås tvivl om verifikations-
processen for de tre følgende funktioner, der anvendes i modulet SoundAnalyzer.pm.
1. Resultatet af metoden rdft() fra modulet Math::FFT er ikke blevet efterprøvet
ved en manuel udregning. Denne metode udregner Fourier koefficienterne for
en given række samples.
2. Resultatet af metoden spctrm() fra modulet Math::FFT er ikke blevet efterprøvet
ved en manuel udregning. Denne metode omregner Fourier koefficienter til mål
for energien i en række frekvensspænd.
3. Nøjagtigheden af den metode, der anvendes til at fordele resultatet fra spctrm()
ud i kritiske frekvensbånd, er ikke verificeret.
For punkt 1 og 2 gælder det, at resultaterne ikke er efterprøvet manuelt, fordi de
nævnte metoder er fra modulet Math::FFT, der antages at fungere som angivet i doku-
mentationen for samme modul. Resultaterne er dog undersøgt for fejl i den forstand, at
det er blevet konstateret, at de indeholder brugbare værdier, der varierer med skiften-
de input af lyd-samples. For punkt 3 gælder det, at metoden er blevet checket for fejl
ved at konstatere, at resultaterne er som forventet. Det er dog ikke blevet verificeret,
at resultaterne fra metoden spctrm() er fordelt i de forventede frekvensspænd, hvorfor
disse kan være en anelse forskudt i forhold til det ønskede resultat.
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Kapitel 6
Eksperimenter
Eksperimenterne i dette projekt er udført med det formål at fastslå omstændighederne,
hvor under den implementerede algoritme til talegenkendelse opnår den højeste suc-
cesrate. Omstændighederne består henholdsvis af et sæt indstillinger for algoritmen
og et sæt af ord (samt tilhørende lydfiler), kaldet en brugssituation. De indstillinger,
der er søgt optimale værdier for i eksperimenterne, har været afgrænset som beskrevet
herunder.
1. Samplingfrekvensen for lydfilerne har været bundet til enten at være på 11025,
14000, 16000, 18000 eller 22050 Hertz.
2. Typen af frekvensbånd har været afgrænset til kritiske frekvensbånd baseret på
enten Bark- eller Mel-frekvensskalaen.
3. Antallet af frekvensbånd har været bundet til 16 for de kritiske frekvensbånd,
der er baseret på Bark-frekvensskalaen, og 18 for de kritiske frekvensbånd, der
er baseret på Mel-frekvensskalaen.
4. Antallet af tidssegmenter i testmønstrene har været afgrænset til enten at være
16, 24 eller 32.
5. Antallet af referencemønstre per ord i ordforrådet har været bundet til enten at
være 2 eller 3.
6. Anvendelsen af de udvidede test- og referencemønstre, som indeholder infor-
mationer om antallet af samples i tidssegmenterne, har enten været aktiv eller
inaktiv.
7. Indstillingerne for beslutningslogikken, der består af to vægtværdier mellem 0
og 1, har været afgrænset til at have et indbyrdes forhold som beskrevet i formel
6.1 herunder.
Kminimum = 1−Kmaksimum hvor 0 ≤ Kmaksimum ≤ 1 (6.1)
I formel 6.1 er Kminimum og Kmaksimum lig med vægtværdierne for henholdsvis
minimumsafstanden mellem mønstre for forskellige ord og maksimumsafstanden mel-
lem mønstre for samme ord. Formlen er brugt for at sikre, at tærskelværdien for be-
slutningslogikken ligger mellem henholdsvis minimumsafstanden og maksimumsaf-
standen, fordi det antages, at den optimale indstilling for tærskelværdien altid findes
79
6. EKSPERIMENTER
imellem disse værdier.
Udover ovenstående afgrænsninger for indstillingerne har eksperimenterne været
afgrænset med hensyn til det datamateriale, der er blevet indhentet til brug for rappor-
ten. Først og fremmest har mængden af datamateriale, der er blevet indhentet, været
afgrænset som følge af et kompromis mellem to ønsker. Det ene ønske har været at lave
eksperimenter med så mange forskellige indstillinger (egt. forskellige værdier for hver
af ovennævnte indstillingsmuligheder) som muligt, for at finde præcis de indstillinger,
der giver de bedste resultater for algoritmen. Det andet ønske har været at lave eks-
perimenter med så mange forskellige talere og udvalg af ordforråd som muligt, for at
finde de brugssituationer, der giver de bedste resultater for algoritmen. Af tidsmæssige
årsager har det ikke været muligt både at lave eksperimenter med mange forskellige
indstillinger og mange forskellige talere samt udvalg af ordforråd. I henhold til pro-
blemafgrænsningen har det vigtigste været at lave eksperimenter med mange forskelli-
ge indstillinger. Antallet af brugssituationer har derfor været begrænset til 4 forskellige
ordforråd, som er udvalgt fra en begrænset mængde datamateriale indeholdende i alt
28 forskellige ord. Disse 28 ord er udtalt 15 gange af 7 talere. Ordene i de 4 forskellige
ordforråd, der kaldes A, B, C og D, fremgår af tabel 6.1 herunder.
Tabel 6.1: Tabellen viser hvilke ord, der indgår i de fire ordforråd A, B, C og D.
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Som det ses af tabel 6.1, beror forskellene mellem de enkelte ordforråd kun på,
hvilke ord der indgår, og hvilke der er udeladt. Ordforrådene er primært brugt til at
undersøge indstillingerne for beslutningslogikken, hvorfor der er gradvist flere ord,
der er udeladt fra ordforrådene B, C og D. At et ord er udeladt fra et ordforråd bety-
der, at der ikke er brugt lydfiler for ordet under træningssessionerne, men kun under
genkendelsessessionerne. Ordet er således ukendt i forhold til de ord, der findes refe-
rencemønstre for i mønsterbiblioteket. Udvalget af ord i datamaterialet stammer fra en
liste med ord, som hver af talerne har læst højt 15 gange. De 28 ord på denne liste blev
udvalgt udfra følgende betragtninger.
1. Genkendelse af tallene (egt. ordene): Nul, en, to, tre, fire, fem, seks, syv, otte og
ni bruges ofte som en standardtest inden for genkendelse af isolerede ord. Det
betragtes som et minimumskrav, at datamaterialet indeholder disse 10 ord.
2. De resterende ord er valgt fra en lang liste af ord, der alle kan tænkes at være
anvendelige som kommandoer foran en computer. De 18 ord, der blev udvalgt,
blev valgt på baggrund af antallet af stavelser, der - i mangel af bedre - blev brugt
som mål for den tidsmæssige udstrækning af ordene. Målet var at udvælge ord
af forskellig tidsmæssig udstrækning, således at datamaterialet ville indeholde
både korte, mellemlange og lange ord.
Eftersom antallet af eksperimenter, der skal udføres for at finde alle de bedste
indstillinger i kombination, er meget stort, har det været nødvendigt at afgrænse eks-
perimenterne, til følgende tre grupper.
1. Frekvensbånd og segmenter. I denne gruppe af eksperimenter er effekten af for-
skellige frekvensbånd og antal segmenter undersøgt.
2. Ordforråd og beslutningslogik. I denne gruppe af eksperimenter er indstillinger-
ne for beslutningslogikken undersøgt for hver af de fire ordforråd A, B, C og D.
Ydermere er der udført eksperimenter for at fastslå de optimale indstillinger for
beslutningslogikken under anvendelse af de udvidede test- og referencemønstre,
som inkluderer data om segmentstørrelsen for ordene.
3. Samplingfrekvensen og antal referencemønstre. I denne gruppe af eksperimen-
ter er der udført forsøg med forskellige samplingfrekvenser fra 11025 Hz op
til 22050 Hz. Herudover er der udført forsøg med henholdsvis 2 og 3 refe-
rencemønstre for hver af ordene i ordforrådene, samt forsøg med forskellige,
tilfældigt udvalgte sæt af ordlister, for at vise variansen mellem gode og dårlige
referencemønstre.
Eksperimenterne i de tre grupper er foretaget sekventielt, hvormed der menes, at
alle eksperimenter i gruppe 1 er udført, inden eksperimenterne i gruppe nummer 2 er
påbegyndt, og så fremdeles. Desuden er det kun de bedste sæt af indstillinger, der er
fundet i hver af grupperne, der er blevet brugt som indstillinger i eksperimenterne i de
efterfølgende grupper. Kun i et enkelt tilfælde er der lavet forsøg med en kombination
af indstillinger, der går på tværs af ovennævnte grupper. I dette forsøg, der udføres
som en del af eksperimenterne i gruppe 3, checkes det, i hvilken grad indstillingerne
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for beslutningslogikken er afhængig af den anvendte samplingfrekvens.
Alle eksperimenter i gruppe 1 og 2 - og de fleste i gruppe 3 - er udført på basis af
identiske ordlister for hver taler i henholdsvis trænings- og genkendelsessessionerne.
Hver talers tale-corpus er blevet opdelt i to lister, hvor den ene af disse består af 3,
tilfældigt udvalgte lydfiler for hver af de 28 forskellige ord, der er til rådighed i tale-
rens tale-corpus. Den anden liste består af hele talerens tale-corpus minus elementerne
fra den første liste. listerne er blevet gemt som filer i det vedtagne format for ordlister,
hvilket vil sige, at hver linie i filerne består af et ord og filnavnet for en lydfil, adskilt
af et tabulatortegn. Listen med 3 instanser af hvert ord er blevet brugt som ordliste
under træningssessionerne, mens listen med de resterende 12 instanser er blevet brugt
som ordliste i genkendelsessessionerne. Ved at benytte identiske ordlister i alle ekspe-
rimenterne i hver gruppe, er effekten af henholdsvis gode og dårlige referencemønstre
i mønsterbiblioteket holdt konstant. Den varians, der kan opstå ved valg af enten gode
eller dårlige referencemønstre, undersøges i eksperimenterne i gruppe 3.
Det skal noteres, at der er to indstillinger for programmet, der ikke er udført eks-
perimenter for at optimere. Disse to indstillingsmuligheder beskrives herunder.
A. Bredden af det smalleste frekvensbånd, der bruges til at udregne antallet af da-
tapunkter. Eftersom bredden af det smalleste frekvensbånd divideres med 2 un-
der udregningen af antallet af datapunkter, antages det, at den frekvensmæssi-
ge opløsning, der benyttes for forskellige samplingfrekvenser, er tilstrækkelig.
Dog skal det bemærkes, at forholdet mellem antallet af datapunkter og den an-
vendte samplingfrekvens ikke er ens for forskellige samplingfrekvenser. Derfor
kan bredden af det smalleste frekvensbånd indirekte være udslagsgivende for de
fundne resultater. For forskellige samplingfrekvenser forskydes forholdet som
angivet i tabel 4.1 på side 55.
B. Forskellige antal kritiske frekvensbånd for Bark- eller Mel-skalaerne. Der bru-
ges et fast udvalg af kritiske frekvensbånd fra begge skalaer. Som nævnt ovenfor
er antallet af frekvensbånd bundet til 16 for de kritiske frekvensbånd, der er ba-
seret påBark frekvensskalaen, og 18 for de kritiske frekvensbånd, der er baseret
på Mel frekvensskalaen. Der er således ikke lavet forsøg med eksempelvis 17
kritiske frekvensbånd baseret på Bark frekvensskalaen. Dette skyldes, at de an-
vendte frekvensbånd dækker frekvensområdet af interesse, hvorfor det antages,
at netop de anvendte frekvensbånd er nødvendige og tilstrækkelige.
Eksperimenterne og resultaterne for hver af de tre grupper beskrives i det følgende.
6.1 Frekvensbånd og segmenter
I eksperimenterne i denne gruppe er effekten af Bark- versus Mel-baserede, kritiske,
frekvensbånd undersøgt for henholdsvis 16, 24 og 32 segmenter. Samplingfrekven-
sen har været 11025 Hz i alle eksperimenterne, og denne samplingfrekvens er valgt
som udgangspunkt, fordi antallet af nødvendige beregninger derved reduceres for pro-
grammet. Desuden er eksperimenterne kun udført for ordforråd A, med det formål at
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minimere indflydelsen fra beslutningslogikken, da alle 28 ord er med i dette ordforråd.
Af samme grund er eksperimenterne udført med en vægtværdi for minimumsafstanden
(mellem mønstre for forskellige ord) lig med 0, hvilket har medført, at tærskelværdien
for beslutningslogikken har været lig med maksimumsafstanden (mellem mønstre for
samme ord). I henhold til formel 6.1 medfører en vægtværdi på 0 for minimumsafstan-
den nemlig, at vægtværdien for maksimumsafstanden bliver lig med 1. Resultaterne af
eksperimenterne i gruppe 1 kan aflæses af figur 6.1 nedenfor. Figuren viser fejlprocen-
ten for hver taler, for et givet antal segmenter og en given type kritiske frekvensbånd.
Figur 6.1: Resultaterne målt i fejlprocent for eksperimenterne i gruppe 1.
Til højre i figuren vises den gennemsnitlige fejlprocent for henholdsvis mændenes,
kvindernes og alle taleres resultater. Resultaterne af eksperimenterne i gruppe 1 viser,
at den totale fejlprocent er lavere ved anvendelse af Bark- end Mel-baserede, kritiske
frekvensbånd uanset antallet af segmenter. Herudover bliver resultaterne generelt bed-
re, jo flere segmenter der anvendes, hvorfor de bedste resultater generelt er fundet ved
anvendelse af 32 segmenter og Bark-baserede frekvensbånd. Dog er taler PS en und-
tagelse, idet de Mel-baserede frekvensbånd giver en fejlprocent, der er en lille smule
lavere for denne taler i forhold til fejlprocenten under anvendelse af Bark-baserede
frekvensbånd. Forskellen på resultaterne hos taler PS er dog uvæsentlig i forhold til
forskellen for andre talere, for hvem anvendelsen af Bark-baserede frekvensbånd i
nogle tilfælde halverer fejlprocenten og i mange tilfælde sænker fejlprocenten med
adskillige procentpoint. Resultaterne af eksperimenterne i gruppe 1 viser, at det bedste
sæt af indstillinger for antallet af segmenter og fordelingen af frekvensbånd generelt
(dvs. gennemsnitligt over alle talere) findes ved anvendelse af 32 segmenter og de
Bark-baserede, kritiske frekvensbånd.
6.2 Ordforråd og beslutningslogik
Eksperimenterne i denne gruppe er udført for at finde de optimale indstillinger for
beslutningslogikken for de forskellige ordforråd under anvendelse af henholdsvis de
almindelige og de udvidede, test- og referencemønstre. De to indstillinger for beslut-
ningslogikken, udfra hvilke tærskelværdien fastlægges, har som nævnt været afgræn-
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set til at have et indbyrdes forhold som beskrevet i formel 6.1. Eftersom værdien for
den ene indstilling er omvendt proportional med værdien for den anden, fokuseres der
herefter udelukkende på vægtværdien for minimumsafstanden, som blot kaldes vægt-
værdien. I alle eksperimenterne i denne gruppe har fremgangsmåden været begrænset
til en søgen efter et lokalt minimum for det gennemsnitlige antal fejl (for alle talere)
ved genkendelse af et givet ordforråd. Fremgangsmåden har ydermere været begrænset
til en form for halveringsteknik, hvor den bedste indstilling for vægtværdien, for hver
af ordforrådene, er fundet med nedenstående metode.
1. Vægtværdien har indledningsvis været sat til henholdsvis 0, 0,25, 0,50 og 0,75.
For hver vægtværdi er det givne ordforråd forsøgt genkendt for alle talere, og
resultatet fundet som gennemsnittet af alle taleres fejlprocent.
2. Det hidtil bedste resultat er brugt som udgangspunkt for at finde to nye vægt-
værdier, der skal afprøves. Disse ligger per definition midt imellem to tidligere
afprøvede vægtværdier eller midt imellem en tidligere afprøvet vægtværdi og
maksimumsgrænsen. Hvis eksempelvis vægtværdien 0,75 giver det bedste re-
sultat under punkt 1, bliver de to nye vægtværdier lig med 0,75± 0,25/2.
3. Punkt 2 gentages, indtil afstanden mellem værdierne for de afprøvede vægtvær-
dier omkring den, som giver det bedste resultat, er lig med 0,25/16.
6.2.1 Ordforråd A
Ordforråd A omfatter alle de mulige ord, hvorfor eksperimenterne for dette ordforråd
ikke omfatter forsøg med ord, der er ukendte. Ordforråd A simulerer en brugssitua-
tion, hvor alle de ord, der udtales af en bruger, findes i ordforrådet, og det er systemets
opgave at afgøre, hvilket af de kendte ord, der blev ytret. Eksperimenterne er udført
under anvendelse af hver af de to mulige typer test- og referencemønstre, kaldet hen-
holdsvis de almindelige- og de udvidede mønstre. Resultaterne er illustreret i figur 6.2
herunder, hvor resultaterne for de almindelige mønstre er angivet ved bogstavet A, og
resultaterne for de udvidede mønstre er angivet ved A+.
Figur 6.2: Udvikling for den gennemsnitlige fejlprocent ved forskellige vægtværdier samt brug
af henholdsvis almindelige og udvidede test- og referencemønstre. Bemærk at skaleringen for
x-aksen er ujævn, hvilket skyldes den anvendte fremgangsmåde.
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For ordforråd A er resultaterne generelt bedst ved en vægtværdi under 0,5, hvor-
efter den gennemsnitlige fejlprocent generelt stiger til over 15%. Det bemærkes, at de
bedste resultater er fundet under anvendelse af de almindelige mønstre. Dette betyder,
at længdeangivelsen for segmentstørrelsen, der bruges i de udvidede mønstre, forvær-
rer mønstergenkendelsen (og beslutningslogikken) ved genkendelse af ordforråd A.
Dette virker underligt, i forhold til resultaterne for de andre ordforråd, som beskrives
senere, hvor de bedste resultater er fundet ved anvendelse af de udvidede mønstre. Re-
sultatet skyldes muligvis en skæv vægtfordeling i udregningen af afstanden mellem to
udvidede mønstre. Heri indgår længdeforskellen i segmentstørrelserne (dvs. den ud-
videde del af mønstrene) med samme vægt som afstanden mellem den almindelige,
binære del af mønstrene. Måske burde længdeforskellen i segmentstørrelserne nærme-
re indgå som en vægtet del i afstandsmålet mellem to udvidede mønstre. De bedste
gennemsnitsresultater fra eksperimenterne for ordforråd A er en fejlprocent på hen-
holdsvis 4,11% for de almindelige mønstre og 5,26% for de udvidede mønstre. For en
vægtværdi under 0,20 er resultaterne for hver taler identiske i alle eksperimenterne,
og herefter bliver resultaterne langsomt dårligere for alle talere. De bedste resultater
blandt talerne var en fejlprocent på henholdsvis 0,59% for taler MS ved anvendelse af
de almindelige mønstre og 0,89% for talerNB ved anvendelse af de udvidede mønstre.
6.2.2 Ordforråd B
Ordforråd B består af alle ord minus tre: Et talord, et mellemlangt ord og et langt ord,
som er tilfældigt udvalgte. Ordforråd B simulerer en brugssituation, hvor langt de fleste
ord, der udtales af en bruger, findes i ordforrådet. I eksperimenterne for ordforråd B
skal programmet både kunne genkende ordene, der findes i ordforrådet samt udskille
de ord, som ikke er i ordforrådet. Resultaterne er anskueliggjort i figur 6.2 herunder,
hvor resultaterne for de almindelige mønstre er angivet ved bogstavet B, og resultaterne
for de udvidede mønstre er angivet ved B+.
Figur 6.3: Udvikling for den gennemsnitlige fejlprocent ved forskellige vægtværdier. Bemærk
at skaleringen for x-aksen er ujævn, på grund af den anvendte fremgangsmåde.
Overordnet set viser resultaterne, at fejlprocenten er cirka tre gange større for ord-
forråd B end for ordforråd A. Forholdet antyder, at sværhedsgraden i mønstergenken-
delsen stiger mærkbart, når opgaven ikke blot består i at genkende ord i ordforrådet,
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men også at udskille ord, der ikke findes i ordforrådet. Alternativt kan det skyldes,
at den meget simple form for beslutningslogik, der anvendes i implementationen, ge-
nerelt er dårlig til at udskille de - for ordforrådet - ukendte ord. Resultaterne for de
almindelige mønstre viser, at fejlprocenten antager en minimumsværdi på cirka 15%
for en vægtværdi på henholdsvis cirka 0,5 og 0,62. Grunden til, at der er flere lokale
minimumsværdier, er taleren med flest fejl, for hvem fejlprocenten udviser et ekstra-
ordinært dyk, netop ved en vægtværdi på cirka 0,62.
Resultaterne viser, at de udvidede mønstre ofte give bedre resultater, end hvis der
anvendes almindelige mønstre. I tillæg viser resultaterne, at de udvidede mønstre er
mere tolerante over for fejlindstillinger af vægtværdien, eftersom variansen i resulta-
terne er mindre og mere ensartet fordelt i det undersøgte spektrum for vægtværdien.
De bedste gennemsnitsresultater for ordforråd A blev fundet ved en vægtværdi på 0,45
for de almindelige mønstre og 0,57 for de udvidede mønstre, hvilket resulterede i fejl-
procenter på henholdsvis 14,37% og 12,91%. De bedste resultater blandt talerne var
en fejlprocent på henholdsvis 7,89% for taler PS ved anvendelse af de almindelige
mønstre og 5,79% for taler NB ved anvendelse af de udvidede mønstre.
6.2.3 Ordforråd C
Ordene i ordforråd C udgøres af korte og mellemlange ord, mens de fem lange ord
er ukendte for ordforrådet. Ordforrådet simulerer en brugssituation, hvor de fleste ord,
der udtales af en bruger, findes i ordforrådet, mens en håndfuld længerevarende ord er
ukendte og skal udskilles af beslutningslogikken. Resultaterne af eksperimenterne for
dette ordforråd er illustreret i figur 6.4 herunder, hvor resultaterne for de almindelige
mønstre er angivet ved bogstavet C, og resultaterne for de udvidede mønstre er angivet
ved C+.
Figur 6.4: Udvikling for den gennemsnitlige fejlprocent ved forskellige vægtværdier. Bemærk
at skaleringen for x-aksen er ujævn på grund af den anvendte fremgangsmåde.
Fejlprocenten for eksperimenterne med de almindelige mønstre holder sig over
15% for ordforråd C og er dårligere end resultaterne for ordforråd B. Derimod er fejl-
procenten for eksperimenterne med de udvidede mønstre generelt bedre for ordforråd
C end for ordforråd B. Eksperimenterne med de almindelige mønstre viser, at skiftet
i ordforrådet giver yderst forskellige resultater, afhængig af hvem taleren er. Gene-
relt set stiger fejlprocenten fra ordforråd B til ordforråd C (sammenlignet over det
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eksperiment fra hver gruppe, som gav det bedste gennemsnitlige resultat), fordi eks-
perimenterne for to kvindelige talere, tilsammen giver 53 nye fejl, mens de resterende
fem talere trækker antallet af fejl ned med 16. For disse fem talere er programmet bed-
re i stand til at udskille de for ordforrådet ukendte ord i ordforråd C, end det er til at
udskille de for ordforrådet ukendte ord i ordforråd B, mens det modsatte er tilfældet
for de to kvindelige talere.
Eksperimenterne for de udvidede mønstre viser, at det er meget lettere for beslut-
ningslogikken, at udskille de ukendte ord i ordforråd C end de ukendte ord i ordforråd
B. Forskellen skyldes beslutningslogikkens muligheder for at udskille ordene i ordfor-
råd C på segmentstørrelsen, der naturligvis er større for de fem, lange, ukendte ord
end for resten af ordene i ordforrådet. De bedste gennemsnitsresultater for dette ord-
forråd blev fundet ved en vægtværdi på 0,53 for de almindelige mønstre og 0,51 for
de udvidede, hvilket resulterede i fejlprocenter på henholdsvis 15,62% og 10,09%. De
bedste resultater blandt talerne var henholdsvis en fejlprocent på 9,4% for taler SS
ved anvendelse af de almindelige mønstre, og 5,12% for taler NB ved anvendelse af
de udvidede mønstre.
6.2.4 Ordforråd D
Ordene i ordforråd D består af alle de såkaldte kommandoord, mens alle talordene
(dvs. nul - ni), er ukendte for ordforrådet. Ordforrådet simulerer en brugssituation,
hvor omtrent en trediedel af de ord, der udtales af en bruger vil være ukendte og skal
udskilles som sådan af beslutningslogikken. Resultaterne af eksperimenterne for dette
ordforråd er illustreret i figur 6.5 herunder.
Figur 6.5: Udvikling for den gennemsnitlige fejlprocent ved forskellige vægtværdier. Skalerin-
gen for x-aksen er ujævn på grund af fremgangsmåden.
Resultaterne for ordforråd D er generelt dårligere end resultaterne for ordforråd C,
og for de almindelige mønstre er minimum fundet ved en gennemsnitlig fejlprocent på
18,37%. Stigningen i fejlprocenten skyldes generelt det forhold, at der er flere ukend-
te ord i ordforråd D, end der er i ordforrådene A, B og C. For de udvidede mønstre
stiger den gennemsnitlige fejlprocent til 12,75% for ordforråd D fra en fejlprocent på
10,09% for ordforråd C. Relativt set er resultaterne dog gode i forhold til resultaterne
for ordforråd C, eftersom ordforråd D indeholder dobbelt så mange ukendte ord, mens
fejlprocenten kun stiger 2 til 3 procentpoint. Mange af fejlene for ordforråd D er be-
slutningsfejl, og forskellen til ordforråd C består af 87 helt nye fejl, mens der samtidig
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er opstået 141 nye beslutningsfejl. Stort set alle talere trækker fejlprocenten op, mens
kun en enkelt, mandlig taler trækker fejlprocenten ned i.f.t. ordforråd C. Generelt set
er der flere fejl, fordi flere ord er ukendte i dette ordforråd, og for flertallet af talerne
skaber dette flere fejl. Overordnet set bliver de ukendte ord kun sjældent skilt succes-
fuldt fra, og når der er flere ukendte ord, skaber dette generelt flere fejl.
Det specielle for resultaterne fra ordforråd D, i forhold til resultaterne fra ordforrå-
dene A, B og C, er den relativt, høje vægtværdi for minimumsafstanden, der giver den
lokale minimumsværdi for fejlprocenten. Hertil kommer, at denne vægtværdi, der er
lig med 0,78, er identisk for både de binære og de udvidede mønstre. Vægtværdien for
minimumsafstanden har generelt udviklet sig fra en relativt lille værdi under 0,2 for
ordforråd A (der ikke indeholder nogen ukendte ord), til en værdi over 0,7 for ordfor-
råd D (der indeholder 10 ukendte ord). Der kan således spekuleres i, hvorvidt der er en
sammenhæng i stigningen for antallet af ukendte ord og stigningen i vægtværdien for
minimumsafstanden, eller om sammenhængen måske nærmere er et resultat af, hvor
forskellige henholdsvis de kendte og ukendte ord er i forhold til hinanden.
6.3 Samplingfrekvensen og antal referencemønstre
I eksperimenterne i denne gruppe er effekten af samplingfrekvensen, og derefter an-
tallet af referencemønstre per ord i ordforrådet, undersøgt for forskellige ordforråd. I
første instans er effekten af samplingfrekvensen undersøgt for alle ordforrådene un-
der anvendelse af 32 Bark-baserede, kritiske frekvensbånd, den bedste indstilling for
vægtværdien af minimumsafstanden for hver ordforrådene (som fundet i forrige af-
snit), samt henholdsvis almindelige og udvidede test- og referencemønstre. Resultatet
for de almindelige mønstre er illustreret i figur 6.6 herunder.
Figur 6.6: Resultaterne målt i fejlprocent for eksperimenterne med samplingfrekvensen ved
anvendelse af de almindelige mønstre.
88
6.3. SAMPLINGFREKVENSEN OG ANTAL REFERENCEMØNSTRE
Dannelsen af de almindelige mønstre påvirkes først og fremmest af forholdet mel-
lem den ønskede frekvensmæssige opløsning og det fundne antal datapunkter for en
given samplingfrekvens, som angivet i tabel 4.1 på side 55. For programmets vedkom-
mende er forholdet mellem disse to tal den eneste faktor der ændres for forskellige
samplingfrekvenser. Derfor er denne faktor, der her kaldes X-faktoren, skaleret (gange
10) til formålet og indtegnet med en stiplet linie i figur 6.6. Som en bivirkning af den-
ne faktor, bliver forholdet mellem ordlængden og placeringen af FFT-vinduerne i hvert
segment forskudt en smule (dvs. ved forskellige samplingfrekvenser), hvilket også kan
påvirke de resulterende mønstre.
Resultaterne af eksperimenterne med forskellige samplingfrekvenser for de almin-
delige mønstre viser, at en højere samplingfrekvens ikke nødvendigvis giver bed-
re resultater. Gennemsnitligt set over alle ordforråd giver en samplingfrekvens på
14000 Hz de bedste resultater og dette stemmet overens med påvirkningen fra X-
faktoren. Af figur 6.6 ses det, at X-faktoren synes at have størst indflydelse på ordfor-
rådene B og C, mens andre faktorer tydeligvis påvirker ordforråd A i højere grad end
X-faktoren.
Resultateterne fra eksperimenterne med stigende samplingfrekvens for de udvide-
de mønstre er illustreret i figur 6.7 herunder.
Figur 6.7: Resultaterne målt i fejlprocent for eksperimenterne med samplingfrekvensen ved
anvendelse af de udvidede mønstre.
For de udvidede mønstre er det først og fremmest segmentstørrelsen, målt i antal
samples, der forøges med stigende samplingfrekvens, og som påvirker beslutnings-
logikken. Specielt fordi de udvidede mønstre bruger antallet af samples i et segment,
som mål for segmentstørrelsen, forandres den optimale tærskelværdi for beslutningslo-
gikken direkte i takt med ændringerne for samplingfrekvensen. Eftersom de optimale
indstillinger for beslutningslogikken er fundet ved en samplingfrekvens på 11025 Hz,
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vil den optimale tærskelværdi blive forskubbet med en faktor, der svarer til forholdet
mellem den anvendte samplingfrekvens og udgangspunktet på 11025 Hz. Derfor er
denne faktor, der her kaldes X+-faktoren, skaleret (gange 10) til formålet og indtegnet
med en stiplet linie i figur 6.7.
Af figur 6.7 ses det, at den generelle udvikling i den gennemsnitlige fejlprocent
for hvert ordforråd følger X+-faktorens udvikling. I alle tilfælde ender den gennem-
snitlige fejlprocent ved en samplingfrekvens på 22050 Hz et par procentpoint over
resultatet for udgangspunktet i 11025 Hz. I forhold til resultaterne for ordforrådene
A, B og C viser resultaterne for ordforråd D dog en relativt svag stigning i den gen-
nemsnitlige fejlprocent. Dette forhold skyldes muligvis, at de ukendte ord i ordforråd
D består af talord, som generelt er kortere end de fleste kendte ord, hvorfor segment-
størrelsen - målt i antal samples - bliver en bedre målestok for beslutningslogikken jo
højere samplingfrekvensen er. Hertil kommer, at vægtværdien for minimumsafstanden
er relativt høj for ordforråd D, og som det fremgår af figur 6.5 på side 87, er den op-
timale vægtværdi for ordforråd D mest følsom over for forkydninger mod en lavere
vægtværdi.
I en række eksperimenter med en samplingfrekvens på 22050 Hz er det efterprø-
vet, hvorvidt den optimale tærskelværdi for beslutningslogikken forskubbes i forhold
til de optimale vægtværdier, der er fundet ved en samplingfrekvens på 11025 Hz. Re-
sultaterne af disse eksperimenter viser, at den optimale tærskelværdi især forskubbes
ved brug af de udvidede mønstre under genkendelse af ordforrådene B, C og D. Des-
uden forskubbes den optimale tærskelværdi også ved brug af de almindelige mønstre
under genkendelse af ordforråd B. Resultaterne betyder at det fundne optimum for
beslutningslogikken ikke gælder for ordforråd B eller ved brug af de udvidede møn-
stre, ved anvendelse af en samplingfrekvens på 22050 Hz. Sandsynligvis gælder dette
generelt ved anvendelse af en samplingfrekvens højere end 11025 Hz. De sidste to
eksperimenter - for denne gruppe af eksperimenter, er derfor kun udført for ordforrå-
dene A, C og D, og kun under anvendelse af de almindelige mønstre. Eksperimenterne
er udført ved anvendelse af en samplingfrekvens på 14000 Hz.
I de sidste to eksperimenter for denne gruppe af eksperimenter er det undersøgt,
hvor stor en påvirkning valget og antallet af referencemønstre har på resultaterne. Alle
de tidligere eksperimenter er udført ved brug af ordlister, der har været identiske for
hvert ordforråd og hver taler. Dette betyder, at det har været de samme tre lydfiler, der
er blevet brugt under træningssessionerne til at danne referencemønstre i mønsterbibli-
oteket. Ved at benytte identiske ordlister i alle eksperimenterne, er påvirkningen, som
antallet og valget af referencemønstre kan have på resultaterne, blevet holdt konstant.
Til de sidste to eksperimenter er der dannet 2 helt nye ordlister for hver af talerne, h-
vori der bruges 3 referencemønstre per ord i ordforrådet, for hver af ordforrådene A, C
og D. Sammen med den gamle ordliste, der også er brugt i alle andre eksperimenter, er
de to nye ordlister anvendt i et eksperiment kaldet R3, som viser, hvordan udvalget af
ord i ordlisterne påvirker resultaterne. Resultaterne af dette eksperiment er illustreret
i figur 6.8 på næste side. Alle ordlister fra eksperiment R3 er desuden konverteret til
ordlister, hvori der kun er 2 referencemønstre per ord i ordforrådet. Disse konverte-
rede ordlister er anvendt i et eksperiment kaldet R2, som viser, hvorledes antallet af
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referencemønstre per ord i ordforrådene påvirker resultaterne. I figur 6.8 herunder er
resultaterne fra de to eksperimenter kaldet R2 og R3 illustreret.
Figur 6.8: Resultaterne målt i fejlprocent for eksperimenterne med forskellige antal reference-
mønstre per ord i ordforrådet.
I figuren sammenholdes resultaterne af to sæt eksperimenter: Eksperimenterne
med 2 referencemønstre per ord i ordforrådet, kaldet R2 nr. 1 - 3, og eksperimen-
terne med 3 referencemønstre per ord i ordforrådet, kaldet R3 nr. 1 - 3. Ydermere er to
statistiske værdier indtegnet i figuren, nemlig gennemsnitsresultatet og gennemsnitsva-
riansen for hver af ordforrådene med 2 henholdsvis 3 referencemønstre. Variansen er
indtegnet med en lille, lodret bjælke, hvis længde er det dobbelte af gennemsnitsvær-
dien for hver af talernes gennemsnitlige, absolutte afvigelse fra middelværdien (af re-
sultaterne fra de tre eksperimenter for samme taler). Bjælkens udstrækning angiver det
omtrentlige område, inden for hvilket fejlprocenten kan forventes at ligge, hvis valget
af referencemønstre foregår på tilfældig vis.
Resultaterne illustreret i figur 6.8 viser, at valget af 2 referencemønstre per ord i
ordforrådet ikke giver helt så gode resultater som ved anvendelse af 3 referencemønstre
per ord i ordforrådet. Kun hvis variansen tages i betragtning er resultaterne sammen-
lignelige, hvilket især gør sig gældende for ordforråd D. Det skal dog bemærkes, at
de indbyrdes forskelle i resultaterne for de enkelte talere i mange tilfælde har overgået
forskellene mellem valget af 2 eller 3 referencemønstre inden for samme ordforråd.
Herudover er der kun et relativt lille antal kombinationsmuligheder, der er forsøgt af-
prøvet, hvilket diskuteres nærmere i næste kapitel.
Udover de ovennævnte 3 grupper af eksperimenter er det også undersøgt, hvor
lang tid programmet bruger på at behandle alle taleres lydfiler. Denne undersøgelse
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er foretaget inden påbegyndelsen af de 3 grupper af eksperimenter, med det formål
at bestemme, hvorvidt programmet burde optimeres eller ej. I henhold til problemaf-
grænsningen skal programmet kunne behandle alle lydfilerne inden for en tidsramme
på 2:1 i forhold til den tid, det vil tage at afspille alle lydfilerne i rækkefølge. Resulta-
terne af denne undersøgelse viser, at programmet bruger 45 minutter og 12 sekunder
på at behandle alle taleres lydfiler (ialt 2940 filer for ordforråd A) ved en sampling-
frekvens på 11025 Hz. De samme lydfiler indeholder ialt 15.979.369 samples ved en
samplingfrekvens på 11025 Hz, hvilket giver 24 minutter og 9 sekunders lyd, hvis
lydene afspilles uden nogen former for pause. Eftersom denne tid holder sig indenfor
grænsen på 2:1, er programmet ikke blevet optimeret. I tillæg kan det nævnes, at hvis
lydfilerne afspilles med 0,43 sekunders pause mellem hvert ord, vil det tage 45 mi-
nutter og 13 sekunder at afspille alle lydene. I så tilfælde vil programmet lige akkurat
kunne behandle alle lydfilerne inden for en tidsramme på 1:1 i forhold til den tid, det
vil tage at afspille alle lydfilerne.
6.4 Opsummering
Resultaterne af den første gruppe eksperimenter viser, at den gennemsnitlige succesra-
te stiger med stigende antal segmenter og de bedste resultater blev fundet ved anvendel-
se af 32 segmenter, fremfor henholdsvis 16 eller 24. Herudover viste eksperimenterne,
at de fleste talere opnår de bedste resultater ved anvendelse af de Bark-baserede frem-
for de Mel-baserede kritiske frekvensbånd. Resultaterne af den anden gruppe eksperi-
menter viser, at programmet opnår de bedste resultater for ordforråd A, der simulerer
en brugssituation, hvor alle ord, som udtales af en given taler, kendes i ordforrådet. I
denne situation skal programmet ikke udskille ord, der er ukendte, og for enkelte ta-
lere nærmer succesraten sig 100%. For de andre ordforråd, der indeholder et stigende
antal ukendte ord, stiger procentdelen af fejl til et sted mellem 10% og 20%, hvilket
er cirka tre gange mere end for ordforråd A. For hver af ordforrådene - og ved anven-
delse af henholdsvis almindelige og udvidede mønstre - er den optimale indstilling af
vægtværdien for minimumsafstanden (egt. den indstilling, der giver de lokalt bedste
gennemsnitlige resultater for alle talere) opstillet i tabel 6.4 herunder.
Ordforråd Vægtværdi Bedste fejlprocent
A 0,0 4,11%
A+ 0,0 5,26%
B 0,45 14,37%
B+ 0,57 12,91%
C 0,53 15,62%
C+ 0,51 10,09%
D 0,78 18,37%
D+ 0,78 12,75%
Resultaterne fra den tredie og sidste gruppe eksperimenter viser, at indstillingerne i
tabel 6.4 ovenfor kun giver optimale resultater ved en samplingfrekvens på 11025Hz.
Bruges der en højere samplingfrekvens, er der en stor sandsynlighed for, at indstillin-
gerne kun er gældende for ordforrådene A, C og D, og kun ved brug af de almindelige
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mønstre. Resultaterne for de tre sidstnævnte ordforråd viser dog, at brug af de almin-
delige mønstre og en samplingfrekvens på 14000 Hz, giver bedre resultater end ved
brug af en samplingfrekvens på 11025 Hz, 16000 Hz, 18000 Hz eller 22050 Hz.
Herudover viser resultaterne, at det er bedre at bruge 3 end 2 referencemønstre per ord
i ordforrådet, men at variansen, der opstår som følge af tilfældigt udvalgte reference-
mønstre, i øvrigt er så stor, at der kun er en lille forskel på resultaterne, hvilket specielt
gælder for ordforråd D.
Overordnet set svarer resultaterne ganske godt til de forventede resultater, der stil-
les i udsigt af Danforth i [3]. I [3] beskrives indledningsvis, hvilke resultater der kan
forventes ved anvendelse af den simple algoritme, som Danforth beskriver. Først og
fremmest skriver Danforth, at der kan forventes en succesrate på omkring 85%, og at
denne procentsats er afhængig af, hvilke ord der er i ordforrådet. Lange og distinkte
ord er lette at genkende, mens korte og enslydende ord er svære. Herudover skriver
Danforth, at man vil kunne opnå en succesrate på 98% - eller derover - ved genkendel-
se af de amerikanske talord fra 0 til 9. Eftersom datamaterialet for denne rapport ikke
indeholder amerikanske ord, har det ikke været muligt at udføre eksperimenter, der
kan give direkte sammenlignelige resultater. Resultaterne for de ordforråd, for hvil-
ke der er udført eksperimenter, stemmer dog fint overens med Danforths beskrivelse.
Succeraten ligger på omkring 85% i eksperimenterne for ordforrådene B, C og D. Her-
udover har succesraten været på over 99% for to af talerne under eksperimenterne for
ordforråd A.
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Kapitel 7
Diskussion
“Er det muligt at lave en simpel algoritme af acceptabel kvalitet til talegenkendelse?”
Der kan argumenteres for, at svaret på dette spørgsmål er negativt, og at en velfunge-
rende algoritme til talegenkendelse er relativt kompliceret at designe og implemente-
re. Især hvis personen, der spørger og ønsker at designe en sådan algoritme, ikke har
nogen forkundskaber inden for emnet talegenkendelse. På den anden side kan der ar-
gumenteres for, at den algoritme, der er beskrevet i denne rapport, er simpel og let at
forstå, og at en interesseret programmør vil kunne bruge algoritmen i et simpelt pro-
gram til talegenkendelse. Implementationen, der er beskrevet i denne rapport, består
kun af 1350 liniers kode fordelt i to filer og kan bruges som udgangspunkt. Det skal
dog understreges, at den beskrevne algoritme også skal evalueres i forhold til, om den
er af acceptabel kvalitet eller ej.
Som en del af eksperimenterne i sidste kapitel blev det undersøgt, hvor god imple-
mentationen er til at udføre den givne opgave: Personafhængig genkendelse af isolere-
de ord for et lille ordforråd. Resultaterne fastlår, at algortimen kan opnå en succesrate
på over 98%, og at algoritmen i gennemsnit kan genkende over 95% af ordene, hvis
alle ordene er kendte i forhold til ordforrådet. I de tilfælde hvor det forventes, at algo-
ritmen også er i stand til at udskille ord, der er ukendte i forhold til ordforrådet, falder
den gennemsnitlige succesrate til omkring 85%. I henhold til problemformuleringen
er en gennemsnitlig succesrate på 85% acceptabel, og en succesrate på 95% nærmer
sig en stor succes. I den forbindelse kan det diskuteres, hvad undersøgelsernes objekt
har været, og i hvilken grad de gennemførte eksperimenter har formået at finde de om-
stændigheder, hvorunder algoritmen opnår optimale resultater.
Hvad har undersøgelsernes objekt været?
Overordnet set kan det virke underligt, at den anvendte metode til at optimere indstil-
lingerne for et program til personafhængig genkendelse er baseret på personuafhæn-
gige metoder, i den forstand at det er de bedste, gennemsnitlige resultater over alle
talere, der er søgt et optimum for. I stedet kunne de optimale indstillinger være fundet
for hver af talerne enkeltvis eller for grupper af talere. Eksempelvis for køns- og/eller
aldsersbaserede grupper af talere. Det ville muligvis give bedre mening at søge et
gennemsnitligt optimum for disse grupper end for alle talerne. Det har dog været et
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bevidst valg, der er foretaget for at holde det nødvendige antal eksperimenter nede på
et overkommeligt niveau. Et valg, der er foretaget i håbet om, at de optimale indstil-
linger er nogenlunde ens for alle talerne. Hertil kan det nævnes, at en gennemgang af
resultaterne opstillet per taler ikke viser korrelationer mellem de optimale indstillinger
og køn eller alder for talerne. Det kan dog ikke udelukkes, at der er sammenhænge
mellem de optimale indstillinger og alderen af talerne. Resultaterne for den ældste af
talerne ligger konsekvent blandt de dårligste for de 7 talere. Men statistisk set er der
ikke udført nok eksperimenter med talere i forskellige aldersgrupper til at påvise no-
gen sammenhænge baseret på aldersgrupper. Men det kan udelukkes, at resultaterne
udviser sammenhænge mellem de optimale indstillinger og kønnet af talerne. Tvært
imod viser de fleste resultater en stor korrelation mellem resultaterne for alle talerne
i forhold til den pågældende indstilling, en given række eksperimenter undersøger. Et
eksempel på dette er vist i figur 7.1 herunder.
Figur 7.1: Resultaterne for eksperimenterne med ordgruppe C, under anvendelse af de almin-
delige mønstre, ved forskellige vægtværdier.
I figur 7.1 er resultaterne for eksperimenterne med ordgruppe C, under anvendelse
af de almindelige mønstre, opstillet per taler, og hver talers køn er noteret yderst til
højre. Figuren viser, at der er en relativt stor sammenhæng mellem resultatet for hver
taler og indstillingen for vægtværdien for minimumsafstanden, mens der ikke kan fin-
des tegn på sammenhænge mellem resultaterne og talernes køn. Eftersom det samme
gør sig gældende ved anvendelse af de udvidede mønstre, og er tydeligt i resultaterne
for langt de fleste af eksperimenterne, antages det, at netop indstillingernes påvirkning
har været udslagsgivende og i fokus for hver af eksperimenterne. Herudover kan det
diskuteres, hvorvidt syv talere er nok til en opdeling i grupper baseret på både køn og
alder. Dog må det konstateres, at det havde været bedre, hvis forsøgene var udført for
flere talere og under anvendelse af grupper baseret på køn og alder.
For alle eksperimenterne gælder det, at usikkerheden i resultaterne er relativt stor,
da der i mange tilfælde kun er udført forsøg med ét, fast sæt referencemønstre for
hvert ord i ordforrådet, hos hver af talerne. Dette er gjort for at fjerne indflydelsen
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af henholdsvis gode og dårlige udvalg af referencemønstre, således at resultaterne fra
eksperimenter med forskellige indstillinger netop har haft indstillingernes påvirkning i
fokus. Måske burde eksperimenterne have været gennemført med to eller tre faste sæt
referencemønstre for hver taler, for at sikre at de fundne indstillinger ikke kun er gæl-
dende for et specifikt sæt referencemønstre. Eksempelvis kan det nævnes, at antallet
af kombinationsmuligheder ved udvælgelsen af 3 referencemønstre (ud af 15 mulige)
er lig med 455, og da denne udvælgelse foretages for hver af talerne og hver af orde-
ne i ordforrådet, nærmer det totale antal kombinationsmuligheder sig 90000 blot ved
udvælgelsen af ord, der skal bruges under mønstertræningen og fungere som referen-
cemønstre.
Det skæve forhold mellem de mulige og de forsøgte antal kombinationer kan dog
sættes lidt i perspektiv ved hjælp at resultaterne. Alt andet lige bør der være større
forskel mellem referencemønstrene for to tilfældige talere, end ved forskellige sæt af
referencemønstre for samme taler. Resultaterne viser dog en stor sammenhæng mel-
lem resultaterne for de enkelte talere, hvorfor en endnu større sammenhæng antages
at eksistere for forskellige udvalg af referencemønstre for samme taler. Hertil kom-
mer, at variansen er bestemt eksperimentelt på baggrund af 3 (ud af 5 mulige) helt
forskellige sæt referencemønstre for hver taler og hvert ord i ordforrådet. Samlet set
antages det derfor, at variansen giver et rimelig godt billede af det forventede område,
indenfor hvilket fejlprocenten kan forventes at ligge for de tre ordgrupper A, C og D
under anvendelse af de almindelige test- og referencemønstre samt tilfældigt udvalgte
referencemønstre.
Til sidst skal muligheden for fejl i programmet nævnes. Selv om programmet er
blevet afluset meget intensivt og mange af funktionerne efterprøvet manuelt, kan der
stadig være enkelte fejl i programmet. Eksempelvis kan der være fejl i den metode,
der anvendes til at konvertere FFT-resultaterne til udtryk for energien i kritiske fre-
kvensbånd, da det ikke er efterprøvet, om den anvendte formel for positionen af hvert
frekvensspan er korrekt. Det må derfor konstateres, at der kan være små fejl i program-
met, og at resultaterne af eksperimenterne derfor må anses for vejledende.
Eksperimenterns omfang
Overordnet set kan det diskuteres, hvorvidt fremgangsmåden, der blev anvendt under
eksperimenterne, har været egnet til at finde de omstændigheder, hvorunder program-
met giver en optimal succesrate. Da hver af indstillingerne er søgt optimeret uafhæn-
gigt af andre indstillinger, kan det ikke vides med sikkerhed, om det globale optimum
er fundet. I det ene forsøg, hvor afhængigheden mellem to indstillinger blev efter-
prøvet, var resultatet, at et optimum ved en samplingfrekvens på 11025 Hz i mange
tilfælde ikke var optimalt ved en samplingfrekvens på 22050 Hz. Det må derfor kon-
stateres, at de fundne indstillinger først og fremmest er gældende ved anvendelse af en
samplingfrekvens på 11025 Hz, eftersom langt de fleste indstillinger er optimeret ved
denne samplingfrekvens.
For datagrundlagets vedkommende må det siges, at 28 ord kun i nogen grad kan
siges at repræsentere realistiske brugssituationer. Kun meget små programmer, som ek-
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sempelvis en simpel lommeregner, vil kunne styres i alle detaljer med 28 ord. Det vil
dog være relativt let at ændre i programmet, således at det anvendte mønsterbibliotek
kan udskiftes på kommando, og der kan opbygges hierarkier af brugbare kommandoer,
hvor kun et givet sæt kommandoord kan genkendes ad gangen. Herved kan der eksem-
pelvis opbygges menu-strukturer mellem grupper af ord, der kan genkendes, og lidt
større programmer vil hermed kunne styres.
Det globale sæt af omstændigheder og indstillinger, hvorunder programmet giver
den højeste succesrate, er sandsynligvis ikke blevet fundet, da der i tillæg til oven-
nævnte problemer er to indstillinger, der ikke er blevet optimeret eksperimentelt i
sidste kapitel. Om eksperimenterne kan det derfor siges, at disse opridser et sæt af
omstændigheder og indstillinger, der bør resultere i en fejlprocent, som ligger inden
for det område, variansen omspænder i figur 6.8 på side 91. Der er således ikke tale
om, at de bedste resultater er fundet for programmet, men nærmere at der er fundet
nogle resultater, man bør kunne opnå ved brug af de angivne indstillinger og under de
beskrevne omstændigheder.
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Kapitel 8
Konklusion
Det overordnede formål med denne rapport har været at besvare spørgsmålet “Er det
muligt at lave en simpel algoritme af acceptabel kvalitet til talegenkendelse?”. Spørgs-
målet er søgt besvaret gennem et design af en simpel algoritme til talegenkendelse samt
en række efterfølgende eksperimenter med en implementation af algoritmen. Resulta-
terne af disse eksperimenter viser, at svaret på rapportens spørgsmål er positivt, og at
den beskrevne algoritme er af acceptabel kvalitet. Algoritmen opnår en gennemsnitlig
succesrate på over 85%, hvilket er succeskriteriet fra problemformuleringen. Herud-
over tangeres den højeste succesrate, der er beskrevet i [3] af Danforth, idet algortimen
opnår en succesrate på over 99% for to af de syv talere, hvilket må karakteriseres som
et yderst tilfredsstillende resultat.
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