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a b s t r a c t
In this paper, multigrid methods with residual scaling techniques for symmetric positive
definite linear systems are considered. The idea of perturbed two-grid methods proposed
in [7] is used to estimate the convergence factor of multigrid methods with residual scaled
bypositive constant scaling factors.Wewill show that if the convergence factors of the two-
grid methods are uniformly bounded by σ (σ < 0.5), then the convergence factors of the
W-cycle multigrid methods are uniformly bounded by σ/(1 − σ), whether the residuals
are scaled at some or all levels. This result extends Notay’s Theorem 3.1 in [7] to more
general cases. The result also confirms the viewpoint that the W-cycle multigrid method
will converge sufficiently well as long as the convergence factor of the two-grid method is
small enough. In the casewhere the convergence factor of the two-gridmethod is not small
enough, by appropriate choice of the cycle index γ , we can guarantee that the convergence
factor of the multigrid methods with residual scaling techniques still has a uniform bound
less than σ/(1 − σ). Numerical experiments are provided to show that the performance
of multigrid methods can be improved by scaling the residual with a constant factor. The
convergence rates of the two-grid methods and the multigrid methods show that the
W-cycle multigrid methods perform better if the convergence rate of the two-grid method
becomes smaller. These numerical experiments support the proposed theoretical results
in this paper.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
We consider the convergence of multigrid methods with residual scaling techniques for solving the following linear
systems
Alul = bl, (1)
with symmetric positive definite (SPD) n × n matrix Al. This problem may be derived from the discretization of partial
differential equations. Generally, a multigrid method with residual scaling techniques for solving (1) takes the following
steps:
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Algorithm 1 (Multigrid Method with Residual Scaling Techniques, MGRS(l)).
• If the level number l = 0 (at the coarsest level), then solve the coarse problem exactly to get u0 = A−10 b0.
• Else if l > 0
– Perform pre-smoothing: given an initial guess, relax νl times on Alul = bl using a smoother Rl. Denote the resulted
approximation by vl;
– Restrict the residual: dl−1 = pTl (bl − Alvl);
– Scale the residual: dl−1 := αldl−1;
– Solve the coarse grid subproblem: applyMGRS(l−1) γ times to solve Al−1el−1 = dl−1 recursively, with initial guess 0;
– Perform the coarse grid correction: vl := vl + plel−1;
– Perform post-smoothing: relax νl times on Alul = bl using RTl .
• End if.
In the algorithm, for each l, Al is an nl×nl SPDmatrix. At level l, pl ∈ Rnl×nl−1 is the prolongation operator, pTl ∈ Rnl−1×nl is the
restriction operator, positive integer νl is the number of pre- and post-smoothing steps, positive constant αl is the scaling
factor, and Rl ∈ Rnl×nl is the smoother that satisfies ρ(I − RlAl) < 1, where ρ(·) is the spectral radius. Here we assume that
αl is a constant relying on the level l.
Remark 1.1. If we letαl = 1 for all levels l, Algorithm 1 reduces to the standardmultigridmethod, i.e., themultigridmethod
with no residual scaling techniques.
Remark 1.2. In Algorithm 1, the parameter γ is the cycle index. γ = 1 corresponds to the V-cycle and γ = 2 corresponds
to the W-cycle.
Themultigrid method is one of the most efficient algorithms in the computation of the large scale linear systems like (1).
The study of multigrid methods has made good progress. We refer to [1–11] for details.
In [7], a so-called perturbed two-grid methodwas proposed by Notay. In Notay’s work, a multigrid methodwas regarded
as a perturbed two-grid method, and a two-grid method was treated as an unperturbed two-grid method. As a result, by
the use of perturbed technique, a sharp uniform bound estimate of the convergence factor was obtained for the W-cycle
multigrid with no residual scaling techniques. Specifically, let σ (i)TG , σ
(i)
MG stand for the spectral radius of the iterationmatrices
of the two-grid method and the multigrid method at level i, respectively. If σ (i)TG ≤ σ (0 < σ < 0.5) holds for all i ≤ l, then
it holds that σ (l)MG ≤ σ/(1− σ).
The residual scaling techniques have been widely used to accelerate the convergence of the standard multigrid. For
instance, the over-weighted residual technique proposed in [12], the over-correction scheme proposed in [13], the so-
called steplength optimization proposed in [14], and so on. In a multigrid method, the residual is often scaled at each level.
Sometimes, it is scaled only at the finest level. For instance, the minimal residual smoothing (MRS) acceleration techniques
in the finest grid in [15] and the steplength optimization on the finest grid in [14].
The residual can be scaled before or after it is projected into the coarse grid. So there are pre-scaling techniques and
post-scaling techniques. In [16], it is proved that the pre-scaling techniques and the post-scaling techniques are equivalent
mathematically. In this paper, we focus on the pre-scaling technique (see Algorithm 1). The post-scaling technique can be
treated in a similar way by letting vl := vl + βplel−1 in Algorithm 1, where β is the scaling factor.
In [17], residual scaling techniques were classified into two groups according to whether the scaling factor is constant or
not. For instance, the MRS technique scales the residual dynamically, while the pre-scaling and post-scaling techniques use
fixed scaling factors.
The purpose of this paper is to estimate the convergence factor of multigrid methods with residual scaled by positive
constant scaling factors. We will show that if the convergence factors of the two-grid methods are uniformly bounded by σ
(σ < 0.5), then the convergence factors of the W-cycle multigrid methods are uniformly bounded by σ/(1 − σ), whether
the residuals are scaled at some or all levels. This result extends Theorem 3.1 in [7] to more general cases. It also confirms
the viewpoint that the W-cycle multigrid method will converge sufficiently well as long as the convergence factor of the
two-grid method is small enough. Furthermore, when the convergence factor of the two-grid methods is not small enough
(larger than 0.5, for instance), a case which is not included in [7], by selecting cycle index γ appropriately, we can guarantee
that the convergence factor of the multigrid methods with residual scaling techniques still has a uniform bound which is
smaller than σ/(1− σ).
The remainder of the paper is organized as follows. In Section 2, we investigate interesting properties of the iterative
matrices of the perturbed and unperturbed two-grid methods related to Algorithm 1 and derive two expressions of their
spectral radius (convergence factor). In Section 3, we prove two inequalities, which are very important in the convergence
analysis in this paper. By the use of these inequalities, we find a sharp uniform bound of the convergence factor for the
multigrid method with residual scaling techniques in Section 4. In Section 5, we give some numerical experiments. We
conclude the paper by discussion in Section 6.
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2. Perturbed and unperturbed two-grid methods and their convergence factors
In this section, we apply the idea of perturbed two-grid methods developed in [7] to investigate the properties of the
iterative matrix in Algorithm 1. We will also derive two expressions (see (6) and (7) below) of the convergence factors for
the two-grid methods and the multigrid methods.
It is well-known that the iteration matrix of the two-grid method at level l is given by
T (l)TG = (I − RTl Al)νl(I − αlplA−1l−1pTl Al)(I − RlAl)νl . (2)
The multigrid iteration matrix T (l)MG at level l depending on the iteration matrix T
(l−1)
MG at level l− 1 is given by
T (l)MG = (I − RTl Al)νl(I − αlpl(I − (T (l−1)MG )γ )A−1l−1pTl Al)(I − RlAl)νl . (3)
It is easy to see that the iteration matrices of the two-grid and multigrid methods without residual scaling techniques are
special cases (αl ≡ 1) of (2) and (3), respectively. So the results obtained in the latter parts of the paper are extensions of
those in [7].
Denote by
KC = (I − (T (l−1)MG )γ )A−1l−1 (4)
as an approximation of A−1l−1. So, the multigrid method can be regarded as a perturbed two-grid method, and T
(l)
MG can be
treated as the perturbed two-grid iteration matrix.
The two-grid cycle and the perturbed two-grid cycle (the multigrid cycle) implicitly define two preconditioners, which
we denote by B(l)TG and B
(l)
MG, respectively. Then the preconditioners related to the iteration matrices can be given as
I − (B(l)TG)−1Al = T (l)TG and I − (B(l)MG)−1Al = T (l)MG. (5)
Later we will see that both B(l)TG and B
(l)
MG are SPD. Because Al (l = 0, 1, 2, . . . , L) are all SPD, the eigenvalues of (B(l)TG)−1Al
and (B(l)MG)
−1Al are real. We can denote by
σ
(l)
TG = ρ(T (l)TG ) = max{λmax(B−1TG A)− 1, 1− λmin(B−1TG A)} (6)
and
σ
(l)
MG = ρ(T (l)MG) = max{λmax(B−1MGA)− 1, 1− λmin(B−1MGA)} (7)
as the convergence factors of the two-grid method and multigrid method respectively, where λmax(·) and λmin(·) stand for
the largest and the smallest eigenvalues of a matrix, respectively.
Since ρ(I − RlAl) < 1, there exists an invertible matrixMl such that
I −M−1l Al = (I − RlAl)νl , (8)
and ρ(I −M−1l Al) < 1. This implies that matrix
Ql = M−Tl (Ml +MTl − Al)M−1l (9)
is SPD (see e.g. [18,19]).
Let SPD matrix Bˆ(l)TG be defined by
Bˆ(l)TG =
(
In×n 0
−√αlpTl (I − AlM−1l ) Inl−1×nl−1
)(
Q−1l 0
0 Al−1
)(
In×n −√αl(I −M−Tl Al)pl
0 Inl−1×nl−1
)
. (10)
Then we have
Bˆ(l)TG =
(
Q−1l −
√
αlQ−1l (I −M−Tl Al)pl
−√αlpTl (I − AlM−1l )Q−1 Al−1
)
, (11)
and
(Bˆ(l)TG)
−1 =
(
In×n
√
αl(I −M−Tl Al)pl
0 Inl−1×nl−1
)(
Ql 0
0 A−1l−1
)(
In×n 0√
αlpTl (I − AlM−1l ) Inl−1×nl−1
)
=
(
Ql + αl(I −M−Tl Al)plA−1l−1pTl (I − AlM−1l )
√
αl(I −M−Tl Al)plA−1l−1√
αlA−1l−1p
T
l (I − AlM−1l ) A−1l−1
)
.
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It is not difficult to derive that
(B(l)TG)
−1 = A−1l − T (l)TGA−1l
= A−1l − (I − RTl Al)νl(I − αlplA−1l−1pTl Al)(I − RlAl)νlA−1l
= A−1l − A−1l [(I − RlAl)νl ]TAl(I − αlplA−1l−1pTl Al)(I − RlAl)νlA−1l
= A−1l − A−1l (I − AlM−Tl )Al(I − αlplA−1l−1pTl Al)(I −M−1l Al)A−1l
= M−Tl (Ml +MTl − Al)M−1l + αl(I −M−Tl Al)plA−1l−1pTl (I − AlM−1l )
= Ql + αl(I −M−Tl Al)plA−1l−1pTl (I − AlM−1l ).
Therefore, we obtain
(Bˆ(l)TG)
−1 =
(
(B(l)TG)
−1 √αl(I −M−Tl Al)plA−1l−1√
αlA−1l−1p
T
l (I − AlM−1l ) A−1l−1
)
,
which implies that matrix B(l)TG is SPD. Similarly, substituting A
−1
l−1 by KC in the above analysis, we can show that matrix B
(l)
MG
is SPD too.
3. Two key inequalities
Consider the block form of Bˆ(l)TG
Bˆ(l)TG =
(Bˆ(l)TG)FF (Bˆ(l)TG)FC
(Bˆ(l)TG)CF (Bˆ
(l)
TG)CC
 ,
where (Bˆ(l)TG)FF is a nl × nl matrix and (Bˆ(l)TG)CC is a nl−1 × nl−1 matrix. It is not difficult to get from (11) that
B(l)TG = (Bˆ(l)TG)FF − (Bˆ(l)TG)FC (Bˆ(l)TG)−1CC (Bˆ(l)TG)CF .
This implies that B(l)TG is the Schur complement of Bˆ
(l)
TG with respect to the bottom right block. This, together with Theorem 3.8
in [20], proves the following lemma.
Lemma 3.1. Let B(l)TG be defined by (2) and (5), and Al, Rl, pl satisfy the assumptions stated in Section 1. Let Bˆ
(l)
TG be defined
by (11) with M defined by (8) and Q defined by (9). Then the following relation holds for all z ∈ Rnl ,
zTB(l)TGz = min
wC∈Rnl−1
(
zT wTC
)
Bˆ(l)TG
(
z
wC
)
. (12)
Moreover, we have
λmax((B
(l)
TG)
−1Al) = max
z∈Rnl \{0}
max
wC∈Rnl−1
zTAlz(
zT wTC
)
Bˆ(l)TG
(
z
wC
) (13)
and
λmin((B
(l)
TG)
−1Al) = min
z∈Rnl \{0}
max
wC∈Rnl−1
zTAlz(
zT wTC
)
Bˆ(l)TG
(
z
wC
) . (14)
The theorem below gives two interesting inequalities. They are crucial in the convergence analysis of the multigrid
methods with residual scaling techniques.
Theorem 3.2. Let BTG, BMG be defined by (2), (3) and (5), and Al, Rl, pl satisfy the assumptions stated in Section 1. Let KC be
defined by (4). Then the following two inequalities hold:
λmax((B
(l)
MG)
−1Al) ≤ λmax((B(l)TG)−1Al) ·max{1, λmax(I − (T (l−1)MG )γ )}, (15)
λmin((B
(l)
MG)
−1Al) ≥ λmin((B(l)TG)−1Al) ·min{1, λmin(I − (T (l−1)MG )γ )}. (16)
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Proof. Let Ml,Ql and Bˆ
(l)
TG be defined by (8), (9) and (11). Let matrix Bˆ
(l)
MG be obtained by (11) with Al−1 replaced by K
−1
C . It
follows from Lemma 3.1 that
λmax((B
(l)
MG)
−1Al) = max
z∈Rnl \{0}
max
wC∈Rnl−1
zTAlz(
zT wTC
)
Bˆ(l)MG
(
z
wC
)
≤ max
z∈Rnl \{0}
max
wC∈Rnl−1
zTAlz(
zT wTC
)
Bˆ(l)TG
(
z
wC
) · max
zˆ∈Rnl+nl−1 \{0}
zˆT Bˆ(l)TGzˆ
zˆT Bˆ(l)MGzˆ
= λmax((B(l)TG)−1Al) · max
wˆ∈Rnl+nl−1 \{0}
wˆT
(
Q−1l 0
0 Al−1
)
wˆ
wˆT
(
Q−1l 0
0 K−1C
)
wˆ
= λmax((B(l)TG)−1Al) ·max{1, λmax(KCAl−1)}
= λmax((B(l)TG)−1Al) ·max{1, λmax(I − (T (l−1)MG )γ )}.
Similarly, we have
λmin((B
(l)
MG)
−1Al) = min
z∈Rnl \{0}
max
wC∈Rnl−1
zTAlz(
zT wTC
)
Bˆ(l)MG
(
z
wC
)
≥ min
z∈Rnl \{0}
max
wC∈Rnl−1
zTAlz(
zT wTC
)
Bˆ(l)TG
(
z
wC
) · min
zˆ∈Rnl+nl−1 \{0}
zˆT Bˆ(l)TGzˆ
zˆT Bˆ(l)MGzˆ
= λmin((B(l)TG)−1Al) · min
wˆ∈Rnl+nl−1 \{0}
wˆT
(
Q−1l 0
0 Al−1
)
wˆ
wˆT
(
Q−1l 0
0 K−1C
)
wˆ
= λmin((B(l)TG)−1Al) ·min{1, λmin(KCAl−1)}
= λmin((B(l)TG)−1Al) ·min{1, λmin(I − (T (l−1)MG )γ )}.
The proof is complete. 
Remark 3.3. In inequalities (15) and (16), T (l−1)MG needs not to have the same scaling factor as T
(l)
MG. Especially, inequalities
(15) and (16) still hold when αl−1 = 1 but αl 6= 1 (1 ≤ l ≤ L, where L is the finest level).
4. Convergence analysis of multigrid methods with residual scaling techniques
In this section, we assume that the two-grid methods are convergent. We are going to analyze the convergence of the
multigridmethodswith residual scaling techniques.Wenote that the convergence of the two-gridmethods impliesσ (l)TG < 1.
According to (15) and (16), we have
λmax((B
(l)
MG)
−1Al)− 1 ≤
{
λmax((B
(l)
TG)
−1Al)(1+ (σ (l−1)MG )γ )− 1, γ is odd and T (l−1)MG has a negative eigenvalue,
λmax((B
(l)
TG)
−1Al)− 1, otherwise.
We also have
1− λmin((B(l)MG)−1Al) ≤ 1− λmin((B(l)TG)−1Al)(1− (σ (l−1)MG )γ ).
If either λmax((B
(l)
TG)
−1A) ≤ 1 for all l or γ is even (or both), then we have
σ
(l)
MG ≤ 1− λmin((B(l)TG)−1A)(1− (σ (l−1)MG )γ ).
By (6), it is easy to verify that
σ
(l)
MG ≤ σ (l)TG + (1− σ (l)TG )(σ (l−1)MG )γ < 1. (17)
If the coarsest matrix A0 is inverted exactly, one has σ
(1)
MG = σ (1)TG , and hence (17) defines a recursion which may be followed
from l = 2, 3, . . . , L, where L is the finest level.
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Remark 4.1. According to Remark 3.3, when αl−1 = 1 but αl 6= 1 (1 ≤ l ≤ L), inequality (17) still holds.
For the V-cycle (γ = 1), by (17), we have
σ
(l)
MG ≤ 1− (1− σ (l)TG )l, 2 ≤ l ≤ L. (18)
This shows that the bounds of the convergence factor are dependent on the number of levels. However, as mentioned in [7],
for small σ (l)TG and few levels, the estimate (18) is still practical.
For the case of W-cycle (γ = 2), we have the following theorem.
Theorem 4.2. Consider a multigrid method with residual scaling techniques recursively defined by the iteration matrix (3) with
γ = 2 for l = 1, 2, . . . , L and T (0)MG = 0 (exact inversion on the coarsest level). Assume that Al (l = 0, 1, 2, . . . , L) is SPD and
that Rl (l = 1, 2, . . . , L) satisfies ρ(I − RlAl) < 1. If the spectral radius of the two-grid iteration matrix (2) is bounded above by
a constant σ (0 < σ < 0.5), then the spectral radius of the multigrid iteration matrix (3) is bounded above by σ/(1− σ).
Proof. Let γ = 2 in (17). We have
σ
(l)
MG ≤ σ (l)TG + (1− σ (l)TG )(σ (l−1)MG )2. (19)
If σ (l)TG ≤ σ and σ (l−1)MG ≤ σ1−σ hold for some 0 < σ < 0.5, then it follows from (19) that
σ
(l)
MG ≤ σ (l)TG + (1− σ (l)TG )
(
σ
1− σ
)2
= 1− 2σ
(1− σ)2 σ
(l)
TG +
σ 2
(1− σ)2
≤ 1− 2σ
(1− σ)2 σ +
σ 2
(1− σ)2
= σ
1− σ .
Since the subproblem on the coarsest grid is solved exactly (i.e. T (0)MG = 0), we have σ (1)MG = σ (1)TG . So, σ (l)MG ≤ σ1−σ hold for all
l = 1, 2, . . . , L as long as σ (l)TG ≤ σ hold for all l = 1, 2, . . . , L. The proof is complete. 
Theorem 4.2 reveals a fact that, if the subproblem on the coarsest grid is solved exactly and the convergence factors of
the two-grid methods have a uniform bound σ (0 < σ < 0.5), then the convergence factors of the multigrid methods have
a uniform bound σ1−σ . This justifies the viewpoint that the W-cycle multigrid will converge sufficiently well as long as the
convergence factor of the two-grid method is small enough. The relationships between σ (l)TG and σ
(l)
MG (l = 1, 2, . . . , L) are
shown below.
T (0)MG = 0
σ
(1)
TG ≤σ−−−−→ σ (1)MG ≤
σ
1− σ
σ
(2)
TG ≤σ−−−−→ σ (2)MG ≤
σ
1− σ
σ
(3)
TG ≤σ−−−−→ · · · σ
(L)
TG ≤σ−−−→ σ (L)MG ≤
σ
1− σ .
Remark 4.3. If αl ≡ 1, then Theorem 4.2 reduces to Theorem 3.1 in [7].
4.1. Residual scaled only at the finest level.
If the residual is scaled only at the finest level, then according to (3), the iteration matrix of the two-grid method at level
l is given by
T (l)TG =
{
(I − RTl Al)νl(I − plA−1l−1pTl Al)(I − RlAl)νl , 1 ≤ l < L,
(I − RTL AL)νL(I − αLpLA−1L−1pTL AL)(I − RLAL)νL , l = L,
(20)
where L is the number of the finest level. Similarly, the iteration matrix T (l)MG of the W-cycle multigrid method at level l is
given by
T (l)MG =
{
(I − RTl Al)νl(I − pl(I − (T (l−1)MG )2)A−1l−1pTl Al)(I − RlAl)νl , 1 ≤ l < L,
(I − RTL AL)νL(I − αLpL(I − (T (L−1)MG )2)A−1L−1pTL AL)(I − RLAL)νL , l = L.
(21)
We have the following result for the W-cycle multigrid method.
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Theorem 4.4. Consider a W-cycle multigrid with residual scaled only at the finest level. Let Al (l = 0, 1, 2, . . . , L) be SPD and
Rl (l = 1, 2, . . . , L) satisfy ρ(I−RlAl) < 1. If the spectral radiuses of the iteration matrices of the two-grid methods are bounded
by a constant σ (0 < σ < 0.5), then the spectral radiuses of the iterationmatrices of theW-cycle multigridmethods are bounded
by σ/(1− σ).
Proof. When 1 ≤ l ≤ L− 1, the scaling factor αl ≡ 1. According to Theorem 4.2 (see also [7]), we know that if σ (l)TG ≤ σ and
σ
(l−1)
MG ≤ σ/(1 − σ) hold for some 0 < σ < 0.5, then σ (l)MG ≤ σ/(1 − σ). So, if σ (l)TG ≤ σ hold for l = 1, 2, . . . , L − 1, then
σ
(l)
MG ≤ σ/(1− σ) hold for l = 1, 2, . . . , L− 1.
On the other hand, when l = L, inequalities (15), (16) and (19) still hold. So if
σ
(L)
TG ≤ σ and σ (L−1)MG ≤ σ/(1− σ)
hold for some 0 < σ < 0.5, then it follows from (19) that
σ
(L)
MG ≤ σ/(1− σ).
This implies that if σ (l)TG ≤ σ hold for all l = 1, 2, . . . , L, then σ (l)MG ≤ σ/(1− σ) hold for all l = 1, 2, . . . , L. This proves that
if the spectral radiuses of the iteration matrices of the two-grid methods are bounded by a constant σ (0 < σ < 0.5), then
the spectral radiuses of the iteration matrices of the W-cycle multigrid methods are bounded by σ/(1 − σ). The proof is
complete. 
4.2. Residual scaled at arbitrary k (1 ≤ k ≤ L) levels.
In this subsection, we consider the case where the residuals are scaled at arbitrary k (1 ≤ k ≤ L) levels. In other words,
we can scale the residual at any one or more levels. Without loss of the generality, we assume that the residuals are scaled
at level L, L− 1, . . . , L− k+ 1.
Theorem 4.5. Consider a W-cycle multigrid with residuals scaled at level L, L − 1, . . . , L − k + 1 (1 ≤ k ≤ L). Let
Al (l = 0, 1, 2, . . . , L) be SPD and Rl (l = 1, 2, . . . , L) satisfy ρ(I − RlAl) < 1. If the spectral radiuses of the iteration matrices
of the two-grid methods are bounded by a constant σ (0 < σ < 0.5), then the spectral radiuses of the iteration matrices of the
W-cycle multigrid methods are bounded by σ/(1− σ).
Proof. The iteration matrices for the two-grid method and W-cycle multigrid method at level l are given by
T (l)TG =

0, l = 0,
(I − RTl Al)νl(I − plA−1l−1pTl Al)(I − RlAl)νl , 1 ≤ l ≤ L− k,
(I − RTl Al)νl(I − αlplA−1l−1pTl Al)(I − RlAl)νl , L− k+ 1 ≤ l ≤ L,
and
T (l)MG =

0, l = 0,
(I − RTl Al)νl(I − pl(I − (T (l−1)MG )2)A−1l−1pTl Al)(I − RlAl)νl , 1 ≤ l ≤ L− k,
(I − RTl Al)νl(I − αlpl(I − (T (l−1)MG )2)A−1l−1pTl Al)(I − RlAl)νl , L− k+ 1 ≤ l ≤ L.
When 1 ≤ l ≤ L − k, the scaling factor αl ≡ 1. According to Theorem 4.2 (see also [7]), we know that if σ (l)TG ≤ σ and
σ
(l−1)
MG ≤ σ/(1 − σ) hold for some 0 < σ < 0.5, then σ (l)MG ≤ σ/(1 − σ). So, if σ (l)TG ≤ σ hold for l = 1, 2, . . . , L − k, then
σ
(l)
MG ≤ σ/(1− σ) hold for l = 1, 2, . . . , L− k.
On the other hand, when L− k+ 1 ≤ l ≤ L, inequalities (15), (16) and (19) still hold. So if
σ
(l)
TG ≤ σ and σ (l−1)MG ≤ σ/(1− σ)
hold for some 0 < σ < 0.5, then by (19) we have
σ
(l)
MG ≤ σ/(1− σ).
This implies that if σ (l)TG ≤ σ hold for all l = 1, 2, . . . , L, then σ (l)MG ≤ σ/(1− σ) hold for all l = 1, 2, . . . , L. This proves that
if the spectral radiuses of the iteration matrices of the two-grid methods are bounded by a constant σ (0 < σ < 0.5), then
the spectral radiuses of the iteration matrices of the W-cycle multigrid methods are bounded by σ/(1 − σ). The proof is
complete. 
It is obvious that Theorem 4.2 and Theorem 4.4 are special cases of Theorem 4.5 with k = L and k = 1, respectively.
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4.3. The case of γ > 2
In Theorems 4.2, 4.4 and 4.5, we need the assumption σ (l)TG < σ (0 < σ < 0.5) to obtain a uniform convergence bound
(i.e. σ/(1 − σ)) of the W-cycle multigrid method. In fact, when σ becomes large, the uniform bound becomes large too;
even worse, when σ (l)TG ≥ 0.5 we lose the uniform bounds of the convergence factor.
In what follows, we will show that by letting γ be larger we can guarantee a uniform convergence bound of multigrid
methods with residual scaling techniques even when σ (l)TG ≥ 0.5.
Lemma 4.6. When σ (l)TG ≤ σ , σ ∈ (0, 1), the uniform bound of the convergence factors of the multigrid methods with residual
scaling techniques is the root of the following equation
x = σ + (1− σ)xγ . (22)
Proof. If the convergence factor of the multigrid methods have a uniform bound x, then σ (l)MG ≤ x for all l = 1, 2, . . . , L.
According to (17), when σ (l)TG ≤ σ with σ ∈ (0, 1), it holds that
σ
(l)
MG ≤ σ (l)TG + (1− σ (l)TG )xγ
= (1− xγ )σ (l)TG + xγ
≤ (1− xγ )σ + xγ
= σ + (1− σ)xγ .
This proves that the uniform bound of the convergence factors of the multigrid methods with residual scaling techniques is
the root of the Eq. (22). The proof is complete. 
Lemma 4.7. The equation x = σ + (1− σ)xn, (σ ∈ (0, 1), n > 2) possesses the following properties.
(1) x = 1 is one of its roots;
(2) Its roots differing from 1 are also the roots of the equation xn−1 + xn−2 + · · · + x = σ1−σ ;
(3) When 0 < σ < n−1n , the equation has a unique positive root x ∈ (0, 1). Moreover, the unique positive root satisfies x < σ1−σ .
Proof. Conclusion (1) is obvious.
(2) It is not difficult to see that the solution of the equation x = σ + (1 − σ)xn is also a solution of the equation
x(1− x)(1+ x+ · · · + xn−2) = σ(1− x)(1+ x+ · · · + xn−1). When x 6= 1, we have (1− σ)(x+ x2 + · · · + xn−1) = σ . So
the roots of the equation x = σ + (1− σ)xn differing from 1 are also the roots of the equation xn−1+ xn−2+ · · ·+ x = σ1−σ .
(3) When 0 < σ < n−1n , we have 0 <
σ
1−σ < n− 1. Let f (x) = xn−1 + xn−2 + · · · + x− σ1−σ . Then f (x) is continuous on
[0,1], and f (0) = − σ1−σ < 0, f (1) = n− 1− σ1−σ > 0. So, there must be a root x0 ∈ (0, 1), such that f (x0) = 0.
We turn to the uniqueness of the solution. If there is another x1 ∈ (0, 1) such that f (x1) = 0, thenwe have f (x0)−f (x1) =
(x0 − x1)(xn−10 + xn−20 x1 + · · · + x0xn−21 + xn−11 ) = 0. This implies x0 = x1.
Because x0 > 0 satisfies the equation xn−1 + xn−2 + · · · + x = σ1−σ , we get x0 < σ1−σ . This proves that the equation
x = σ + (1− σ)xn, (σ ∈ (0, 1), n > 2) has a unique positive root x0 ∈ (0, 1). Moreover, it satisfies x0 < σ1−σ .
The proof is complete. 
Theorem 4.8. Suppose that the two-gridmethods converge. By appropriate choice of the cycle index, there always exists a uniform
bound of the convergence factors of the multigrid methods with residual scaling techniques, whether the convergence factors of
the two-grid methods are less than 0.5 or not. Moreover, the uniform bound is smaller than σ1−σ , which is the uniform bound of
the W-cycle multigrid method.
Proof. It follows from Lemma 4.6 that if the convergence factors of the multigrid methods with residual scaling techniques
have a uniform bound, it must be a root of the equation x = σ + (1 − σ)xγ . According to Lemma 4.7, if we appropriately
select the cycle index γ such that γ > 11−σ (or equivalently σ <
γ−1
γ
), then the equation x = σ + (1− σ)xγ has a unique
root. Moreover, the root is smaller than σ1−σ . So, the convergence factors of the multigrid methods with residual scaling
techniques have a uniform bound smaller than σ1−σ . The proof is complete. 
For instance, when cycle index γ = 3, we have the uniform bound
σ
(l)
MG ≤
(√
1+ 3σ
1− σ − 1
)
/2.
We note that the uniform bound exists as long as σ (l)TG ≤ σ < 2/3.
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Fig. 1. Convergence histories of the residual norms in logarithm (h = 10/128).
Similarly, when cycle index γ = 4, we have the uniform bound of the convergence factor
σ
(l)
MG ≤ −
1
3
+ 3√p+ 3√q,
p = 7+ 20σ
54(1− σ) −
√
8
729
+
(
7+ 20σ
54(1− σ)
)2
, q = 7+ 20σ
54(1− σ) +
√
8
729
+
(
7+ 20σ
54(1− σ)
)2
.
We also note that the uniform bound exists as long as σ (l)TG ≤ σ < 3/4.
5. Numerical experiments
In this section, we report some numerical experiments. Our purpose is to show that the performance of the multigrid
methods can be improved by scaling the residual with a constant factor. Through comparing the convergence rates, we will
also show that the multigrid methods perform better if the convergence rates of the two-grid methods become smaller.
We use the multigrid programMGSOR, which is written by Armando Fortuna in Fortran 77 and can be downloaded from
http://www.mgnet.org/mgnet-codes.html. The program solves the following nonhomogeneous Dirichlet problem for the
two-dimensional Laplace equation,∂
2u
∂x2
+ ∂
2u
∂y2
= 0, (x, y) ∈ Ω = (0, 10)× (0, 10)
u = g, (x, y) ∈ ∂Ω,
where g = 100 when y = 0 and g = 0 on other boundaries. The equation is discretized with 5-point approximation to the
derivatives. In our experiments, we use the square discrete grids, h is the size of grids. The size of a fine grid is half of that of
the next coarser grid.
The program was run on a PC with a Genuine Intel(R) CPU (T1350@1.86 GHz) and 504 M memory. We examine four
schemes: V-cycle, W-cycle, V-cycle with residual scaling on the finest grid and W-cycle with residual scaling on the 2nd
finest grid. For the latter two schemes, the residual scaling factor α is chosen to be 1.1.
Fig. 1 shows the convergence histories of the residual norms in logarithm for multigrid method with the finest grid size
h = 10/128. In other words, there are 129× 129 grid points in the finest grid. We can see from Fig. 1 that the V-cycle needs
12 iterations to reduce the residual norm below to 10−5, while the V-cycle with residual scaling on the finest grid need
only 11 iterations. Although there is no reduction in iteration count for W-cycle with residual scaling, the residual norm is
smaller than that of W-cycle in almost each iteration.
Fig. 2 shows the convergence histories of the residual norms in logarithm for the multigrid method with the finest grid
size h = 10/512. In other words, there are 513× 513 grid points in the finest grid. We can see from Fig. 2 that the V-cycle
needs 15 iterations to reduce the residual norm below to 10−5, while the V-cycle with residual scaling on the finest grid
need only 13 iterations. The residual norm for W-cycle with residual scaling on the 2nd finest grid is also smaller than that
of W-cycle in almost each iteration.
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Fig. 2. Convergence histories of the residual norms in logarithm (h = 10/512).
Table 1
Convergence rates (the finest grid size h = 10/128).
Convergence rate TG1−2 TG2−3 MG
V-cycle 0.146166 0.117661 0.134613
V-cycle (scaling) 0.090753 0.117661 0.094635
W-cycle 0.146166 0.117661 0.029637
W-cycle (scaling) 0.146166 0.083997 0.026171
Table 2
Convergence rates (the finest grid size h = 10/512).
Convergence rate TG1−2 TG2−3 MG
V-cycle 0.152349 0.149163 0.145322
V-cycle (scaling) 0.099515 0.149163 0.105355
W-cycle 0.152349 0.149163 0.029626
W-cycle (scaling) 0.152349 0.095743 0.023504
Although the residual scaling factor is a simple constant, our experiments show that the residual scaling technique
accelerates both multigrid V-cycle and multigrid W-cycle.
Now we turn to compare the performances of the multigrid methods and the corresponding two-grid mehtods. Because
the convergence factor is hard to compute exactly for large scale equations, the convergence rate is used here to compare
the performances of different methods.
Table 1 shows the convergence rates of themultigridmethods and the corresponding two-gridmethods. MG denotes the
multigrid method with 3 grids whose finest grid size equals 10/128. TG1−2 and TG2−3 denote the two-grid methods whose
fine grid sizes equal 10/128 and 10/64 respectively.
We can see from the second column in Table 1 that the convergence rate is 0.090753 if the residual is scaled, and the
convergence rate is 0.146166 without scaling the residual. The third column shows that the convergence rate is 0.083997 if
the residual is scaled, and the convergence rate is 0.117661 without scaling the residual. The final column shows that if the
residual is scaled, the convergence rates of V-cycle and W-cycle are 0.094635 and 0.026171 respectively. Without scaling
the residual, they are 0.134613 and 0.029637 respectively.
In Table 2, MG denotes the multigrid method with 3 grids whose finest grid size equals 10/512, TG1−2 denotes the two-
gridmethodwhose fine grid size equals 10/512, and TG2−3 denotes the two-gridmethodwhose fine grid size equals 10/256.
We can see from the second column in Table 2 that, the convergence rate is 0.099515 if the residual is scaled, while
0.152349 without scaling the residual. The third column shows that the convergence rate is 0.095743 if the residual is
scaled, while 0.149163 without scaling the residual. The final column shows that if the residual is scaled, the convergence
rates of V-cycle and W-cycle are 0.105355 and 0.023504 respectively. Without scaling the residual, they are 0.145322 and
0.029626 respectively.
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Both Table 1 and Table 2 show that the residual scaling technique has accelerated both the multigrid V-cycle and the
multigrid W-cycle method, and the multigrid method performs better if the convergence rates of the two-grid methods
become smaller.
6. Conclusions
With the help of the idea of perturbed two-grid methods in [7], we have done a purely algebraic convergence analysis
for multigrid methods with residual scaled by a positive constant scaling factor. This convergence analysis covers both
geometric and algebraic multigrid methods. We have shown that if the convergence factors of the (unperturbed) two-grid
methods are uniformly bounded by σ (0 < σ < 0.5), then the convergence factors of the W-cycle multigrid methods are
uniformly bounded by σ/(1 − σ), whether the residuals are scaled at some or all levels. These results extended Notay’s
Theorem 3.1 in [7] to more general cases. The results also confirmed the viewpoint that the W-cycle multigrid method will
converge sufficiently well as long as the convergence factor of the two-grid method is small enough. In the case where the
convergence factor of the two-grid method is not small (larger than 0.5, for instance), a case which is not included in [7], by
selecting cycle index γ appropriately we can guarantee that the convergence factors of themultigrid methods with residual
scaling techniques still have a uniformbound smaller thanσ/(1−σ). Preliminary numerical experiments show that even the
residual scaling factor is a simple constant, it can accelerate both the multigrid V-cycle and the multigrid W-cycle method.
Numerical results also show that the multigrid methods perform better if the convergence rates of the two-grid methods
become smaller.
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