Abstract. We present a higher-dimensional version of the Poincaré-Birkhoff theorem which applies to Poincaré time maps of Hamiltonian systems. The maps under consideration are neither required to be close to the identity nor to have a monotone twist. The annulus is replaced by the product of an N -dimensional torus and the interior of a (N − 1)-dimensional (not necessarily convex) embedded sphere; on the other hand, the classical boundary twist condition is replaced by an avoiding rays condition.
Introduction
The Poincaré -Birkhoff theorem is a foundational result of symplectic topology, first inferred by Poincaré shortly before his death [25] , and proved in its full generality by Birkhoff some years later [5, 6] . In broad terms, it states the existence of at least two fixed points of an area-preserving homeomorphism of the (closed) planar annulus, provided that it keeps both boundary circles invariant, while rotating them in opposite senses. It has been extended in different directions, and subsequently widely applied to the study of the dynamics of (planar) Hamiltonian systems. See, e.g., [9] or [24, Ch. 2] for a more precise description of this result, and [15, 19] for two recent review papers, including corresponding lists of references.
The efforts to generalize this theorem to higher dimensions go back to Birkhoff himself [7] , and have been later continued in many works, including [2, 8, 13, 16, 18, 23, 24, 29, 31] . Out of these extensions, we shall be particularly interested in the version due to Moser and Zehnder [24, Theorem 2.21, p . 135], which we recall next. Let S ⊆ R N be a smooth, compact and convex hypersurface bounding some open region int S, and let the smooth map P : R N ×int S → R N ×R N be given. It is assumed to be an exact symplectic diffeomorphism into its image and to have the form P(x, y) = (x + ϑ(x, y), ρ(x, y)) ,
where both maps ϑ, ρ are 2π-periodic in each of the first N variables x 1 , . . . , x N . Suppose further that there exists some c ∈ int S such that ϑ(x, y), y − c > 0 , for every (x, y) ∈ R N × S .
Under the additional condition that P is either close to the identity or satisfies a monotone twist condition, the Moser -Zehnder theorem ensures the existence of at least N + 1 geometrically distinct fixed points of P in R N × int S. Incidentally, we observe that this result is also valid if inequality (2) is reversed.
A natural question which appears here is how this theorem can be extended to nonconvex hypersurfaces S. In this paper we answer to this question in the case that S is diffeomorphic to the sphere and P is the Poincaré map associated to some time-periodic Hamiltonian system. In addition, we shall get rid of the closedness to the identity/monotone twist requirements.
More precisely, we consider the Hamiltonian system (HS)ż = J∇H(t, z) ,
denotes the standard 2N × 2N symplectic matrix. The Hamiltonian H : R × R 2N → R, H = H(t, z) = H(t, x, y) is assumed T -periodic in the time variable t, 2π-periodic in the first N state variables x 1 , . . . , x N , and continuously differentiable with respect to z = (x, y), with associated gradient ∇H = ∇ z H.
Once a T -periodic solution z(t) = (x(t), y(t)) has been found, many others appear by just adding an integer multiple of 2π to some of the components x i (t); for this reason, we will call geometrically distinct two periodic solutions of (HS) which can not be obtained from each other in this way. If the Hamiltonian H = H(t, z) is C 2 -smooth with respect to z, the T -periodic solution z is called nondegenerate if 1 is not a Floquet multiplier of the associated linearized equation.
Let S ⊆ R
N be a (C 1 -smooth) embedded sphere, i.e., a C 1 -submanifold which is C 1 -diffeomorphic to the standard sphere S N −1 , and let ν : S → R N be the (continuously defined) unit outward normal vectorfield. At a point y ∈ S, the inward and outward rays are defined by R − (y) := − λν(y) : λ ≥ 0 , R + (y) := λν(y) : λ ≥ 0 , respectively. We shall say that the flow of the Hamiltonian system (HS) satisfies the avoiding outward rays condition relatively to S if every solution z(t) = (x(t), y(t)) of (HS) with y(0) ∈ int S is defined for every t ∈ [0, T ], and if y(0) ∈ S then one has x(T ) − x(0) / ∈ R + (y(0)) .
The avoiding inward rays condition is defined by replacing R + (y(0)) with R − (y(0)) in the definition above. The main result of this paper is the following: Theorem 1.1. Let the flow of (HS) satisfy the avoiding outward (or inward) rays condition relatively to the embedded sphere S. Then, (HS) has at least N + 1 geometrically distinct Tperiodic solutions z (0) , . . . , z (N ) with z (k) (0) ∈ R N × int S , for k = 0, . . . , N. In addition, if the Hamiltonian function H = H(t, z) is twice continuously differentiable with respect to z and the T -periodic solutions with initial condition on R N × int S are nondegenerate, then there are at least 2 N of them.
We observe that, the Hamiltonian function H = H(t, z) being just continuously differentiable with respect to z, uniqueness for initial value problems may fail and the Poincaré time-T map P may be multivalued. However, in case uniqueness for initial value problems holds, then P has the form (1) for some maps ϑ, ρ which are 2π-periodic in each variable x i . If, moreover, the embedded sphere S is convex, then the avoiding outward rays condition (3) is less restrictive than the Moser-Zehnder condition (2).
The avoiding rays conditions have implications on the Brouwer degree of the maps ϑ(x, ·) : int S → R N . Indeed, under the avoiding inward rays condition, deg ϑ(x, ·), int S, 0 = 1 for every x ∈ R N , while if the avoiding outward rays condition holds, deg ϑ(x, ·), int S, 0 = (−1) N for every x ∈ R N . This is easy to check, since the maps ϑ(x, ·) : int S → R N can be connected by homotopies to other maps which coincide on S with the outer normal vectorfield ν (in the case of the avoiding inward rays condition) or the inner normal vectorfield −ν (in the case of the avoiding outward rays condition); subsequently, the degrees can be computed, e.g., by using the main theorem of [1] . We do not know whether the avoiding rays conditions in Theorem 1.1 can be replaced by these more general assumptions on the topological degrees.
In a recent paper [16] we have shown a result which includes Theorem 1.1 when S is convex. The strategy of the proof consisted roughly in modifying the Hamiltonian so that it becomes quadratic in a neighborhood of infinity and subsequently applying some theorems by Szulkin [29, 30] . A key step in this procedure consisted in finding a smooth function h : R N → R with h ≡ 0 on int S , ∇h(y) = 0 for all y ∈ ext S , h(y) = |y| 2 for |y| large enough.
We do not know whether such a function exists in general if S is a nonconvex embedded sphere. Instead, in Section 2 we construct a function h (which we call a basket function) which satisfies the first two properties above and has a finite limit at infinity. This leaves us outside the framework of [29, 30] , prompting us to develop a new general result (Theorem 3.2) on the existence and multiplicity of periodic solutions for some Hamiltonian systems (HS) which are periodic in the x i variables and have a finite limit when |y| → +∞. Theorem 3.2, in its turn, will be deduced from an abstract critical point theorem for strongly indefinite functionals (Theorem 4.4). Finally, the proof of Theorem 4.4 will be divided between Section 5 (for the general, possibly degenerate case) and Sections 6-7 (for the nondegenerate case). We collect some known material needed in Sections 5-6 in the Appendix (Section 8), at the end of the paper.
If the number of degrees of freedom is N = 1 then the embedded sphere S becomes a twopoint set and Theorem 1.1 becomes the particularization for Hamiltonian systems of the usual Poincaré-Birkhoff theorem, see e.g. [9] (or [16, Theorem 1.1] if there is no uniqueness). For these reasons, throughout this paper we shall be concerned only with dimensions N ≥ 2.
Embedded spheres in R N
The goal of this section is to present a couple of elementary features of embedded spheres in R N : a regularization result and the existence of some associated functions which we call 'basket functions'. We begin with the regularization result; with this aim we choose some C 1 -smooth embedded sphere S ⊆ R N and denote by ν : S → R N to its outward normal vectorfield.
Lemma 2.1. Let K ⊆ int S be a compact set and let ε > 0 be given. Then, there exists a C ∞ -smooth embedded sphere S * ⊆ R N , with associated outer normal vectorfield ν * : S * → R N , satisfying
(ii) For any q ∈ S * there is some p ∈ S with |q − p| < ε and |ν * (q) − ν(p)| < ε .
Proof. Using a regularization argument we can find a C 1 -smooth vector field X : S → R N with |X(p)| = 1 and X(p), ν(p) > 0 for all p ∈ S. Choose some C 1 -smooth diffeomorphism σ : S N −1 → S and consider the map ϕ :
If t > 0 is small enough then S * (t) := ϕ(S N −1 ×{t}) is a C 1 -smooth embedded sphere satisfying (i)-(ii), and ϕ(·, t) :
The result follows by setting S * := φ(S N −1 ) for some C ∞ map φ : S N −1 → R N sufficiently close, in the C 1 sense, to ϕ(·, t).
In [22] , Morse proved a differentiable version of the Schoenflies Theorem which we recall below for the reader's convenience. We denote by B N and B N to the open unit ball in R N and its closure, respectively. Theorem 2.2 (Morse, [22] ). Given a C 2 -smooth embedded sphere S ⊆ R N there are open sets U ⊃ B N and V ⊃ int S, a point p ∈ B N , and a homeomorphism F : U → V , such that
We shall need a variant of this result in which the exterior of the standard sphere is mapped into the exterior of an embedded sphere. This is the content of Lemma 2.3 below. Proof. There is no loss of generality in assuming that 0 ∈ int S. We denote by I : R N \{0} → R N \{0}, y → y/|y| 2 to the inversion map and fix U , V , p and F as given by Theorem 2.2 for the embedded sphere S := I (S). An elementary argument 1 [14, §(16.26.8) ] shows that for any any open connected set G ⊆ R N and any two points p, q ∈ G there exists a C ∞ -smooth diffeomorphism of R N sending p into q while leaving every point in R N \G fixed; applying this result to G = B N and G = int S we see that we can set p = 0 = F(p). To conclude the construction we define U := I ( U \{0}), V := I ( V \{0}), and F := I • F • I : U → V . The proof is complete. Proof. Choose the open neighborhoods of infinity U , V ⊆ R N and the C 2 -smooth diffeomorphism F : U → V as given by Lemma 2.3. We consider the C 2 function f : V → R defined by
Observe also that the level sets S r := f −1 (r) are embedded spheres for all r ≥ 0. We define
Since m is continuous and positive, it is possible to find a C 2 -smooth function g : R → R with g(r) = 0 for r ≤ 0, g (r) > 0 for r > 0, lim r→+∞ g(r) = 1 and
Define h :
Since g(f (y)) = 0 on (int S) ∩ V , the function h is well defined and C 2 -smooth. Properties (a),(b),(c), as well as the first statement in (d) are now immediate. Concerning the second part of (d) we combine the first two inequalities of (4) and the definition of m to get the estimates
Finally in order to check the last assertion of (d) we observe that, by the triangle inequality,
which, in combination with (4) and the definition of m, gives
The proof is complete. We assumed in the Introduction that H = H(t, x, y) is periodic in the time variable t. It will be convenient to relax this assumption now and consider instead Hamiltonians which are defined only for t ∈ [0, T ] and are not necessarily the restriction of a continuous, time-periodic function. By some abuse of notation, we shall also say that the solution z :
Then, system (HS) has at least N + 1 geometrically distinct T -periodic solutions. If, in addition:
[H 6 ] the T -periodic solutions of (HS) are nondegenerate, then (HS) has at least 2 N geometrically different T -periodic solutions.
In this result, assumption [H 1 ] looks too strong for applications, and it seems plausible that it could be avoided if one replaces the limits in [H 2,3,5 ] by their analogues referred to H(t, x, y), assumed uniform with respect to (t, x). However, this is what we shall need for the purposes of this paper.
The proof of Theorem 3.2 is postponed to next section. The remaining of this one is devoted to show how it implies Theorem 1.1; with this aim, we need a reinforced version of Definition 3.1 R is said to be strongly admissible (with respect to the embedded sphere S ⊆ R N ) provided that it is admissible and the following two conditions hold:
We shall start by observing that it suffices to prove Theorem 1.1 under the additional assumptions that the embedded sphere S is C 2 -smooth and the Hamiltonian H is strongly admissible. With this aim, let the admissible Hamiltonian H : [0, T ] × R 2N → R and the C 1 -smooth embedded sphere S ⊆ R N be given, and assume that the flow of H satisfies the avoiding outward rays condition (3) (resp., the avoiding inward rays condition) relative to S. We denote by ( HS) the Hamiltonian system associated with the modified Hamiltonian H.
Lemma 3.4. Under the above, there exists a strongly admissible Hamiltonian H and a C 2 -smooth embedded sphere S ⊆ int S, such that:
( ) H and H coincide on some relatively open set containing the graph of every T -periodic solution ( x, y) of ( HS) starting with y(0) ∈ int S; ( ) the flow of H satisfies the avoiding outward rays condition (resp., the avoiding inward rays condition) relative to S.
The proof of Lemma 3.4 follows from the combination of Lemma 2.1, a regularization argument and the Ascoli-Arzelà Theorem (see [16, Section 4] ), and will be omitted. What remains of the proof of Theorem 1.1 is also very similar to [16, Section 5] with only some small changes (for instance, the set D appearing there has to be replaced by int S). We sketch it below, for the reader's convenience.
Proof of Theorem 1.1. We assume, to fix ideas, that the flow of (HS) satisfies the avoiding outward rays condition (3) with respect to S. In view of Lemma 3.4 there is no loss of generality in further assuming that the embedded sphere S is C 2 -smooth and the Hamiltonian is strongly admissible; thus, we let V, V and R > 0 be as given by Definition 3.3. Let the basket function h : R N → [0, 1[ be given by Lemma 2.5 and choose positive numbers 0 < τ < T and > 0 small enough so that
By combining the boundedness of ∇H, the avoiding rays condition (3) and item (c) in Definition 2.4 we see that if τ and are chosen small enough, then the following implications hold for solutions z(t) = (x(t), y(t)) of (HS):
(We denote by B R to the closed ball of radius R in R N ). We consider the sets
Following the construction in [16, Lemma 5.2] one can find a C 2 -smooth function r :
Let (X (t; ξ, η), Y(t; ξ, η)) be the value at time t of the solution of (HS) starting from (ξ, η) ∈ R 2N at time t = 0. In view of (5)- (6) and requirements [1.]- [2. ] in Definition 3.3, the map Z(t; ξ, η) := (t; X (t; ξ, η), Y(t; ξ, η)) defines a C ∞ diffeomorphism between ∆ and its image, which
. This allows us to consider the functions r , R :
Both of them are C 2 -smooth. Let the modified Hamiltonian
, where λ > 0 is some constant. We observe that, for |y| > R 0 , H(t, x, y) = −λR(t, x, y) = −λr(t, y) = −λh(y) , and one easily checks that for λ > 0 large enough, H lies under the framework of Theorem 3.2. Applying this result we obtain at least N + 1 geometrically distinct T -periodic solutions of the associated Hamiltonian system ( HS), or 2 N geometrically distinct T -periodic solutions if the Hamiltonian is twice continuously differentiable with respect to (x, y) and the solutions are nondegenerate.
To end the argument one can use (7) to show that, if λ > 0 is large enough system ( HS) does not have T -periodic solutions z = (x, y) starting with y(0) ∈ ext S. On the other hand, the Hamiltonian systems (HS) and ( HS) have the same solutions starting with y(0) ∈ int S, see [16, Section 5] for the details. The proof is complete.
Critical point theory
Let V be a compact manifold without boundary of class C 2 , and let f : V → R be a function of class C 1 . The maximum and the minimum of f on V are critical values of f ; in particular, f has at least two different critical points. However, if one assumes some additional complexity in the topology of V, in some cases it is possible to combine algebraic topology with critical point theory methods to predict the existence of more critical points. For instance, it is well known that if V = (R/2πZ) N is the N -torus then every C 1 function f : V → R has at least N + 1 different critical points, and 2 N if f is C 2 and the critical points are nondegenerate.
More generally, to any compact manifold V one can associate the integers cl(V) and sb(V), called, respectively, the cuplength and the sum of the Betti numbers of V. The first one, cl(V), is the largest integer k for which there are elements α j ∈ H q j (V), j = 1, . . . , k (the singular cohomology vector spaces with real coefficients), such that q j ≥ 1 and the cup product α 1 ∪ . . . ∪ α k does not vanish. The second one, sb(V), is the sum of the dimensions of the singular homology vector spaces with real coefficients H n (V). Any C 1 -smooth function on V has at least cl(V) + 1 critical points, and any C 2 -smooth function on V has at least sb(V) critical points provided that they are all nondegenerate. These statements are respective consequences of the Ljusternik-Schnirelmann theorem and the Morse inequality; see, e.g. [ We shall develop results of the kind described above for a class of functionals defined on the product M = E × V, the Hilbert space E being possibly infinite-dimensional. Our functionals will display a 'saddle-like' geometry in the first variable, in line with other results which were amply studied in the literature some 30 years ago, see e.g. [10, 17, 20, 29, 30] . However, these references treat cases in which the (global) Palais -Smale condition holds, and we are here interested in allowing the existence of degenerate directions along which compactness may fail.
Precisely, let E be a real Hilbert space, endowed with the scalar product ·, · and the associated norm · . Let L : E → E be a bounded selfadjoint linear operator, and assume that E splits as the orthogonal direct sum
where E 0 = ker L = {0} is finite-dimensional and E ± are closed subspaces which are invariant for L. We further assume that L is positive definite on E + and negative definite on E − , i.e., there is some constant ε 0 > 0 such that
for every e + ∈ E + .
Let V be a finite-dimensional compact C 2 -smooth manifold without boundary, let M := E ×V, and let ψ ∈ C 1 (M) be given. We shall be interested in the associated functional Φ ψ : M → R, defined by Φ ψ (e, v) =
2
Le, e + ψ(e, v) .
Definition 4.1 (Class A ). We shall say that ψ belongs to the class A provided that:
[ψ 1 ] ψ is bounded, there exists some ∈ R such that ψ(e, v) = for every (e, v) ∈ M, and lim e 0 →∞ e 0 ∈E 0
uniformly with respect to b belonging to bounded subsets of E and v ∈ V;
[ψ 2 ] The partial gradient map ∇ E ψ is is globally compact (i.e., its image is relatively compact in E), and lim
uniformly with respect to b belonging to bounded subsets of E and v ∈ V.
Definition 4.2 (Class A + ). We shall say that the C 2 -smooth functional ψ belongs to the class A + provided that it not only belongs to the class A , but also satisfies:
[ψ 5 ] all critical points of Φ ψ are nondegenerate.
In view of (9) and [ψ 1 ], the functional Φ ψ has a (possibly strongly indefinite) global saddle geometry. The following observation will play an important role in our discussion. The proof of this statement, which depends on the fact that ∇ E ψ is globally compact, follows standard arguments and will be omitted. We shall show the following: The two parts of this theorem will be proved, respectively, in Sections 5 and 6. In this context, there are two additional assumptions which can be introduced without loss of generality and will simplify the proof of Theorem 4.4. From now on we denote by π − , π 0 and π + to the orthogonal projections of E into E − , E 0 and E + , respectively.
• Firstly, we notice that by an observation made in [4, Remark 1.10] (see also [29, p . 732]), we may assume that
Indeed, ≺ e, e := (Lπ + − Lπ − + π 0 )e, e defines an equivalent scalar product on E and Le, e =≺ (π + − π − )e, e ∀e ∈ E.
• Secondly, we observe that after possibly changing the signs of ψ, L and , there is no loss of generality in further assuming that
A couple of remarks will help prepare the proof of Theorem 3.2. To begin with, we observe that a rescaling argument allows us to assume T = 1. Secondly, without loss of generality we may strengthen assumption [H 2 ] as follows:
[H * 2 ] h has a finite limit as |y| → ∞; furthermore, H(t, x, y) = for all (t, x, y)
where α : R → R is a C 2 function with
H. 
This new Hamiltonian inherites
so that z(t) = (x +x(t), y(t)). Then, that the search of geometrically distinct 1-periodic solutions of (HS) is equivalent to finding critical points of the action functional
It can be shown [26, Section 6 ] that there exists a bounded selfadjoint linear operator L : E → E such that (ż(t)|Jz(t)) dt = L(x, y), (x, y) E . Moreover, the Hilbert space E splits in the form (8) for some infinite-dimensional closed subspaces E ± satisfying (9) and E 0 := {0} × R N . Thus, Φ = Φ ψ , where
H(t,x +x(t), y(t))dt
is the Nemytskiȋ functional associated to H. 
Relative category in infinite dimensions
This section, which follows along the lines of [29] , is aimed to prove the first part of Theorem 4.4. Accordingly, we assume that the Hilbert space E = E − ⊕ E 0 ⊕ E + , the finite-dimensional manifold V, and the linear operator L : E → E are as required in Section 4. In addition, fix some functional ψ : M := E × V → R in the class A , and write, for simplicity, Φ := Φ ψ .
Let Ξ = {z ∈ M : ∇ M Φ(z) = 0} be the set of critical points of Φ. By a pseudogradient vector field V associated to Φ we mean a locally Lipschitz-continuous map V = (V 1 , V 2 ) : M\Ξ → E×T V satisfying
for every z = (p, v) ∈ M\Ξ. It can be seen [29, pp. 730-731 ] that a pseudogradient vector field V = (V 1 , V 2 ) can be found with first component of the form
where W : M \ Ξ → E completely continuous and bounded.
By a deformation of M we mean a continuous map η : [0, 1] × M → M with η(0, m) = m for every m ∈ M. The set of all deformations of M is, in some sense, too big to be useful, and for this reason we introduce a class of deformations below. ( ) Setting η(t, e, v) = η 1 (t, e, v) , η 2 (t, e, v) , one has η 1 (t, e, v) = q − (t, e, v)π − (e) + q + (t, e, v)π + (e) + K(t, e, v) , (t, e, v)
for some continuous functions q ± : [0, 1] × M → R which are bounded on bounded sets and satisfy q ± (0, e, v) = 1, and a completely continuous map
Our class D is similar to the homonymous one considered by Szulkin in [29] ; however, we have slightly relaxed some of his requirements for simplicity. Thus, our class contains more deformations than Szulkin's; however, we will keep the essential properties of his relative category.
Having delimited the family of allowed deformations, we are now ready to construct an associated notion of relative category. The definition below is due to Szulkin [29] . 
and there exists a deformation η 0 ∈ D satisfying
If no such a k exists, cat 
(ii) Let N 2 ⊆ N 1 ⊆ M be closed and assume that N 1 is invariant for the class D. Then, cat
(iii) Let the levels a < b be such that the Palais -Smale condition (PS) c holds for every c ∈ [a, b]. Then, Φ has at least cat
Proof. (i) and (ii) are immediate from the definitions. To check (iii) it suffices to transcribe the proof of [29, Proposition 3.2] , in which the Palais -Smale condition is assumed for all levels and not only for the candidate critical ones.
A key step in our argument towards the proof of Theorem 4.4(a) will be a refinement of [29, Proposition 3.6] which we examine next. We set The map K being completely continuous, there are finite-dimensional subspaces F ± ⊆ E ± , and a continuous map C :
Furthermore, since K(0, e, v) = π 0 (e), after possibly replacing C(t, e, v) by C(t, e, v) − C(0, e, v) + π 0 (e), we see that C can be taken with C(0, e, v) = π 0 (e), for every (e, v) ∈ M. We consider the sets 
Notice that N 2 is a strong deformation retract of N 1 relative to M and η * is a deformation of M * satisfying η
Thus, Lemma 8.1(ii) in the Appendix implies that cat M,N 2 A * ≤ k = cl(V). This contradicts Lemma 8.1(iii) and completes the proof. 
Morse theory and multiplicity of nondegenerate critical points
The aim of the next two sections is to prove Theorem 4.4(b): if ψ belongs to the class A + , then it has at least sb(V) critical points. Our approach will be divided into two steps. In this section we shall define a new class A * of functionals ψ, which will be contained in A + , and we shall prove a version of Theorem 4.4(b) for functionals ψ in this subclass. The second step, in Section 7, will consist in showing that, given some functional ψ in the class A + , then there exists another functional ψ * in the class A * such that the associated functionals Φ ψ and Φ ψ * have exactly the same number of critical points. This will be shown provided only that Φ ψ has finitely many critical points, and after that, the proof of Theorem 4.4 will be complete.
In order to keep the notation within reasonable limits, we define, for every R > 0,
Correspondingly, we denote B
× V, and
Pick now some functional ψ : M → R in class A + ; by combining (14) and the boundedness of ∇ E ψ we may choose
Definition 6.1 (Class A * ). We shall say that ψ belongs to the class A * provided that the space E is finite-dimensional and there exists a compact set K ⊆ E 0 satisfying:
(iii) K is a strong deformation retract of E 0 ; more precisely, there exists a deformation m of E 0 with
wherem is the deformation of M given bŷ
Proposition 6.2. If ψ belongs to the class A * , then Φ ψ has at least sb(V) critical points.
Proof. Remembering that ψ is bounded and writing for simplicity Φ := Φ ψ , we fix R 2 > R 1 and a ∈ R so that sup B 
). To see this we consider the deformation η 1 of Φ b defined by
where r 1 (e) = r − (π − (e)) + π 0 (e) + r + (π + (e)) and r ± : E ± → E ± are defined by
Now, Claim I follows from Lemma 8.2 in the Appendix (set
). To check this statement we consider the deformation
where r 2 (e) = ρ(π − (e)) + π 0 (e) + π + (e) and
The claim follows again from Lemma 8.2 with M :
). To check this claim we observe that the homotopym (defined as in (22)), can be seen as a deformation of
. The result follows from Lemma 8.2 with
The end of the proof. By the Künneth formula (Lemma 8.3), for n = 0, 1, 2, . . . we have
and hence, the corresponding Betti numbers satisfy
Using again the Künneth formula (and combining it with Lemma 8.5), we get
, for any n ≥ r, and the result follows.
7 From the class A + to the class A * Going back to the general framework established in Section 4, we fix some (possibly infinitedimensional) Hilbert space E = E − ⊕ E 0 ⊕ E + , some compact finite-dimensional manifold V, and some functional ψ : M = E ×V → R in the class A + . Through this section we shall further assume that Φ ψ has finitely many critical points, as otherwise there is nothing to prove. To simplify the notation we shall write F := F − ⊕ E 0 ⊕ F + and M * := F × V. The goal of this section is to show the following: Proposition 7.1. There are finite-dimensional subspaces F ± ⊆ E ± and a functional ψ * : M * → R in the class A * such that Φ ψ : M → R and Φ ψ * : M * → R have the same number of critical points.
First
Step: Approximation by a finite-dimensional problem.
We start by showing that it suffices to prove Theorem 4.4(b) when the space E is finitedimensional. With this goal we use a finite-dimensional reduction procedure which goes back to Conley and Zehnder [13] .
Lemma 7.2. There are finite-dimensional subspaces F ± ⊆ E ± and a C 1 map G :
then ψ ∈ C 2 (M * ) belongs again to the class A + and Υ establishes a 1 : 1 correspondence between the critical points of Φ ψ and the critical points of Φ ψ .
Proof. In view of assumption [ψ 4 ], the map ∇ E ψ : M → E is Lipschitz continuous in its first variable; we denote by α > 0 to an associated Lipschitz constant. By assumption [ψ 2 ], the set K := {∇ E ψ(e 1 , v) − ∇ E ψ(e 2 , v) : e 1 , e 2 ∈ E, v ∈ V} ⊆ E is relatively compact; therefore, there exist finite-dimensional subspaces (14) . It follows that, letting π : E → F be the orthogonal projection, the map
is contractive in the first variable, with associated Lipschitz constant 1/2.
We use the splitting E = F ⊕ F ⊥ to rewrite the points of E as pairs (f, g), where f ∈ F and g ∈ F ⊥ . In this way, the critical points of Φ ψ correspond to the solutions (f, g, v) of the system
The Banach Contraction Theorem ensures that for any given (f, v) ∈ F × V, the middle equation of this system has a unique solution 
Let Υ and ψ be defined as in (23) and set
so that ψ is actually C 2 -smooth and the following hold:
It is now easy to check that ψ satisfies assumptions [ψ 1−5 ] and the critical points of Φ ψ are in a one-to-one correspondence (given by Υ) with the critical points of Φ ψ . It completes the proof of Lemma 7.2 and concludes the discussion of the first step.
Second
Step: Intensifying the saddle geometry.
In view of Lemma 7.2 from now on we shall assume, without loss of generality, that E = F is finite-dimensional. We writeẼ := E − ⊕ E + and use the splitting E = E 0 ⊕Ẽ to rewrite the points of E in the form e = e 0 +ẽ, where e 0 = π 0 (e) ∈ E 0 andẽ = π − (e) + π + (e) ∈Ẽ. Lemma 7.3. There exists some R > 0 such that ∇ E Φ ψ (e 0 +ẽ, v) = 0 if e 0 ≥ R andẽ = 0 .
Proof. Choose R > 0 as in assumption [ψ 3 ]. After possibly replacing R by a bigger number we may further assume that
the constant R 1 > 0 being given as in (21) . By (14) , Lẽ = ẽ for anyẽ ∈Ẽ, and by [ψ 3 ], ∇ E ψ(e 0 , v) = 0 whenever e 0 ∈ E 0 \B E 0 R . The triangle inequality gives
In view of (24), the mapẽ → ∇ E ψ(e 0 +ẽ, v) is contractive on BẼ 2R 1 , and (25) implies that ∇ E Φ ψ (e 0 +ẽ, v) = 0 provided that e 0 ≥ R and 0 < ẽ ≤ 2R 1 . In combination with (21) this yields the result. Proof. Choose R > 0 large enough so that it satisfies both Lemma 7.3 and assumption [ψ 3 ]. Since we further assumed (at the beginning of this section) that the number of critical points of Φ ψ is finite, after possibly replacing R by some bigger constant, we will have
In particular, ρ(e 0 ) := ψ(e 0 , v) does not depend on v ∈ V if e 0 ≥ R. The function ρ : 
Choose now some number α ∈] max S E 0 R ρ, [ and some C 2 function ω : R → R with ω(r) = 0 if r ≤ α, ω (r) > 0 if r > α, and ω( ) = 1. Then, the function h : E 0 → R defined by
is a basket function (in the sense of Definition 2.4) for the compact hypersurface S := h −1 (α). Pick now some number R > max e 0 ∈S e 0 , and some C 2 -smooth function n : R → R with
and define, for λ > 0,
We claim that, for λ > 0 large enough, Φ ψ and Φ λ := Φ ψ λ have the same critical points. Indeed,
• Φ ψ and Φ λ coincide on (B E 0 R +Ẽ) × V. This is clear from the definitions.
• No critical point of Φ ψ belongs to ((E 0 \B E 0 R ) +Ẽ) × V. This statement follows from the combination of (26) and Lemma 7.3.
• If λ > 0 is large enough, no critical point of Φ λ belongs to ((E 0 \B E 0 R ) +Ẽ) × V. In fact, one checks the inequality ∇ E Φ λ (e 0 +ẽ, v) = 0 by considering the following four possible cases: (a): if R ≤ e 0 ≤ R andẽ = 0, by using (27) ; (b): if R ≤ e 0 ≤ R andẽ = 0, by Lemma 7.3; (c): if R ≤ e 0 ≤ R + 1 and λ > 0 is large enough, by the fact that ∇h is bounded away from zero in this set; (d): if e 0 ≥ R + 1, by (27) .
To conclude, we claim that, for λ > 0 large enough, the functional ψ λ belongs to the class A * . This is now easy to check, both in what concerns to membership of the class A + and requirements Relative category and relative Morse theory were developed to study existence and multiplicity of critical points of functionals which are unbounded from below. In this Appendix we collect some basic elements from these theories which were used in Sections 5 and 6. We do not claim any originality in this section, which is well-known to the specialists.
Relative category
It will be convenient to take a more general point of view and work on an arbitrary metric space M . Let A, N ⊆ M be closed; by a deformation of A in M we mean a continuous map η : [0, 1] × A → M with η(0, a) = a for any a ∈ A. The set A is contractible in M provided that there exists a deformation η of A in M such that η(1, A) = {p} is a singleton. We shall say that A is of category k ≥ 0 relative to N , denoted cat M,N (A) = k, provided that k is the smallest integer such that
and there exists a deformation η 0 of A ∪ N in M satisfying
(If no such a k exists, cat M,N (A) := +∞).
Let the closed sets N 2 ⊆ N 1 ⊆ M be given. We say that N 1 is a retract of M provided that there exists a continuous map r : M → N 1 with r(n) = n for n ∈ N 1 . We say that N 2 is a strong deformation retract of N 1 relative to M provided that there exists a deformation h of M satisfying
For instance, the closed unit ball B m is a retract of R m , and the sphere S m−1 is a strong deformation retract of the shell B m \B 
(ii) Assume (28) , that N 2 is a strong deformation retract of N 1 relative to M , and the existence of a deformation η of A 0 ∪ N 2 in M with
Then, cat M,N 2 (A) ≤ k.
(iii) Let V be a finite-dimensional, compact, connected manifold without boundary, and let m ≥ 1 be an integer. Then,
Proof. Part (i) follows easily from the definitions. In order to check (ii) choose h and η as in (29) and ( 
Relative homology and Morse theory
Given a metric space M and a subset A ⊆ M we denote by H * (M, A) = {H n (M, A)} n≥0 to the associated sequence of relative homology groups with real coefficients. Thus, H n (M, A) is, for each index n, a real vector space whose elements are equivalence classes of singular chains having zero boundary. Moreover, this is done in such a way that H * (M, ∅) = H * (M ). The so-called Künneth formula relates the relative homology groups of a product of spaces with those of each factor, see, e.g. [11, p. 5] , [27, p. 235] . We shall be interested only in the following particularly simple case (⊗ denotes the usual tensor product): 
