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影響を調査する．実験は 4 人の被験者に対して 5 種類の図形の視線による描画軌跡データ
を取得し，(1)被験者全員を学習した多クラス分類精度と，(2)被験者を本人と他人の 2クラ
スに分けて学習し，学習に用いない未知のユーザに対する分類精度の二つを行った．(1)に
おける F1-score は最大 0.97 であり，(2)においては描画軌跡データの後半のみを用いたと
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各区間の視点移動速度 30次元，軌跡サイズ 2次元，描画時間 1次元，視線速度分布 2次元
の 6 つに分け，使用する特徴量の組み合わせが分類精度に与える影響を調べた．検証した
特徴量の組み合わせと分類精度を表 1に示す．〇記号では，座標，視点移動方向，視点移動




















次元数 60 60 30 2 1 2 〇記号 文字 B 
60 ✓      97.6 98.2 
60  ✓     67.6 62.2 
30   ✓    79.8 79.6 
150 ✓ ✓ ✓    97.0 98.2 
62 ✓   ✓   97.0 98.6 
61 ✓    ✓  97.4 98.4 
62 ✓     ✓ 97.6 99.0 
65 ✓   ✓ ✓ ✓ 97.6 99.2 
152 ✓ ✓ ✓ ✓   97.8 98.4 
151 ✓ ✓ ✓  ✓  97.4 98.4 
152 ✓ ✓ ✓   ✓ 97.4 98.6 














各特徴量の重要度の検証，および One Class SVMと Isolation Forestによる異常検知の個
人分類精度を検証している． 
実験では，1種類の図形を用いて被験者 5名の視線描画軌跡から，注視とサッケードの特
徴を抽出し，Random Forestによる 10分割交差検証を行ったときの F-measureが 0.91と
なった．また以下の表 2に示すように，このときの特徴量の重要度上位 10個のうち 6つが
サッケードに関する特徴量であり，サッケードの特徴が分類精度への寄与度が高いことを
示した．異常検知アルゴリズムによる分類精度の評価は以下の表 3 に示す．表 3 より，異



























Yほうこうの サッケードの最大速度 0.35 
 
 
表 3 分類器ごとの分類精度の評価 
[4]の図 7，表 5より作成 
アルゴリズム F-measure FAR FRR 
One Class SVM 0.23 0.00 0.87 
Isolation Forest 0.74 0.08 0.27 
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2.3   まとめ 


























































3.3   抽出する特徴量 
本実験で抽出する特徴量は，向井らの研究[4]で用いた特徴量 155 次元に加えて，7 次元
の特徴量を追加する．向井らの研究では，視線計測装置から得られる座標データを時系列に
30分割し，その分割範囲ごとの平均座標(x，y)と視線の移動方向を示すベクトル(x，y)，お




































(2) 被験者を 1人の本人と 3人の他人として 2クラスに分け，3人の他人の内 1人を学習に
用いない未知のユーザとし，本人 1 人と他人 2 人のデータで学習を行い，本人と未知のユ
ーザを分類する場合の 2種類を行う．(1)(2)共に SVMによる 5分割交差検証を行い，(2)で













表 4 描画図形 







表 5 実験環境 
項目 仕様 
視線計測装置 Tobii Pro Nano 
OS Windows 10 Education 64bit 
CPU Intel Core i5 2C4T 2.5GHz 
言語 Python 3.6.8 




4.2   評価実験(1) 多クラス分類精度の検証 
4.2.1 結果 
表 4に示した各図形と使用した特徴量ごとの分類精度を表 6に示す．分類精度の指標で
ある F1-score が，155 次元の特徴量を用いたときで 0.94～0.97(平均 0.95)，165 次元の特
徴量を用いたときで 0.95～0.97(平均 0.96)であった． 
 
表 6 多クラス分類結果 
特徴量 Figure Accuracy Precision Recall F1-score 
 〇 0.94 0.94 0.94 0.94 
 B 0.97 0.97 0.97 0.97 
155 与 0.93 0.94 0.93 0.93 
次元 切 0.97 0.97 0.97 0.97 
 他 0.96 0.96 0.96 0.96 
 (平均) 0.95 0.96 0.95 0.95 
 〇 0.97 0.97 0.97 0.97 
 B 0.97 0.98 0.98 0.97 
165 与 0.97 0.98 0.98 0.97 
次元 切 0.96 0.96 0.96 0.96 
 他 0.95 0.95 0.95 0.95 







(Accuracy)は，〇記号で 97.6%，文字 B で 98.6%であった．本研究では被験者の頭を固定


























4.3   評価実験(2) 未知のデータの分類精度の検証 
4.3.1 結果 
表 4の各図形における分類精度と AUCを表 7に，分類結果から得られる ROC 曲線を特
徴量の次元数ごとに図 3，4 にそれぞれ示す．2 値分類における分類精度の評価指標である
AUC の値は，特徴量 155 次元のとき 0.77～0.86(平均 0.82)，特徴量 165 次元のとき 0.78
～0.90(平均 0.83)であった．また，用いた特徴量の次元数に依らず，〇記号を描画したとき
の分類精度が最も高く，漢字「他」を描画したときが最も低い．分類精度の高かった〇記号
について，特徴量次元数ごとの ROC曲線を図 5に示す． 
表 7 未知データに対する分類結果 
特徴量 Figure Accuracy Precision Recall F1-score AUC 
 〇 0.81 0.84 0.81 0.81 
 
0.86 
 B 0.80 0.84 0.80 0.80 0.82 
155 与 0.81 0.84 0.81 0.81 0.83 
次元 切 0.81 0.84 0.81 0.80 0.83 
 他 0.80 0.84 0.80 0.80 0.77 
 (平均) 0.81 0.84 0.81 0.80 0.82 
 〇 0.83 0.85 0.83 0.83 0.90 
  B 0.80 0.84 0.80 0.80 0.83 
165 与 0.82 0.85 0.82 0.81 0.84 
次元 切 0.79 0.83 0.79 0.78 0.82 
 他 0.81 0.84 0.81 0.80 0.78 




図 3 ROC曲線 (特徴量 155次元) 
 
























4.3.3 評価実験(2.1) 慣れによる分類精度への影響の検証 
評価実験(2)と同様に，4人のユーザを本人(1人)，既知の他人(2 人)，未知の他人(1人)に
分け，本人と既知の他人の 3 人のデータから 165 次元の特徴量を抽出し学習を行い，本人





30 回分の描画軌跡のうち．前半 15 回と後半 15 回を用いた場合の分類精度と AUC を表
8に，ROC曲線を図 6，7にそれぞれ示す．表 8より，前半 15回のデータでは〇記号を用






















表 8 使用データごとの未知ユーザの分類精度 
データ Figure Accuracy Precision Recall F1-score AUC 
 〇 0.82 0.85 0.82 0.82 0.86 
 B 0.78 0.81 0.78 0.78 0.77 
前半 15回 与 0.79 0.81 0.79 0.79 0.81 
 切 0.79 0.81 0.79 0.79 0.81 
 他 0.79 0.82 0.79 0.78 0.72 
 (平均) 0.79 0.82 0.79 0.79 0.79 
 〇 0.81 0.82 0.81 0.81 0.84 
 B 0.82 0.86 0.82 0.81 0.77 
後半 15回 与 0.78 0.80 0.77 0.77 0.85 
 切 0.82 0.85 0.82 0.82 0.91 
 他 0.79 0.81 0.79 0.79 0.75 











図 6 ROC曲線 (前半 15回のデータ使用時) 
 










場合で〇記号を用いたときに AUC が最大で 0.90 であり，使用するデータを前半後半に分
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