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Abstract
Extratropical cyclones are large-scale weather systems which are often the source of extreme
weather events in Northern Europe, often leading to mass infrastructural damage and casual-
ties. Such systems create a local vorticity maxima which tracks across the Atlantic Ocean and
from which can be determined a climatology for the region. While there have been consider-
able advances in developing algorithms for extracting the track and evolution of cyclones from
reanalysis datasets, the data record is relatively short. This justifies the need for a statistical
model to represent the more extreme characteristics of these weather systems, specifically their
intensity and the spatial variability in their tracks. This paper presents a novel simulation-
based approach to modelling the lifecycle of extratropical cyclones in terms of both their tracks
and vorticity, incorporating various aspects of cyclone evolution and movement. By drawing
on methods from extreme value analysis, we can simulate more extreme storms than those ob-
served, representing a useful tool for practitioners concerned with risk assessment with regard
to these weather systems.
Keywords: Extratropical storms, climate extremes, extreme value analysis, serial dependence,
spatio-temporal modelling.
1 Background
Although the winter climate of western Europe is typically benign, it is often subjected to extreme
weather events characterised by strong winds and heavy rainfall from extratropical cyclones that
pose economic, safety and environmental risks. Such events include floods and windstorms that
have caused mass infrastructural damage, transport chaos and, in some instances, human fatalities.
The storm Desmond, which occurred between 3rd and 8th December 2015, displaced thousands
of people from their homes in northern England and Scotland, resulting in an estimated £400m
worth of damage.
Storm Desmond is an example of a synoptic-scale, low-pressure weather system in the North At-
lantic Ocean known as an extratropical cyclone. Extratropical cyclones are usually formed as a
result of horizontal temperature gradients and develop with a particular lifecycle associated with
frontal systems (Shapiro and Keyser, 1990). They can be characterised by the paths of local vortic-
ity maxima they generate, which we refer to as tracks. There has been considerable research into
cyclone identification and tracking in reanalysis datasets (Murray and Simmonds, 1991; Hodges,
1995). However, this data record is relatively short and thus provides only a limited estimate
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of the risk from such weather systems, motivating the need for a model to provide improved in-
formation on their possible long-term and extreme characteristics. In particular, we would like
to know more about the spatial distribution of these storms so that we can identify the regions
with more extreme storm activity at a higher level of confidence. We might also like to assess
the likelihood of observing more severe storms than those previously observed, where these might
occur, and how long these might last. This paper proposes a model from which synthetic storm
tracks can be simulated and can be used to perform these assessments in a unified and coherent way.
There is limited literature relating to statistical modelling of extratropical cyclones. Sienz et al.
(2010) used extreme value methods to analyse the effect of climate change on the impact of the
North Atlantic Oscillation (NAO) index on cyclone severity. Economou et al. (2014) conducted a
spatial extreme value analysis of extratropical cyclone pressure minima to estimate probabilities
of observing lower-pressure events and the lower endpoint of the distribution of pressure minima.
While the model succeeds in capturing the spatial variation of the pressure extremes, it only uses
the minimum pressure from a storm track and thus does not account for the spatial and tempo-
ral evolution of a cyclone. For example, it may be of interest to practitioners to assess where an
extreme storm is likely to propagate. In addition, while the model accounts for the dependence
of pressure minima on factors such as its location and the NAO index, it does not explore how
it varies relative to the movement of the track. Our approach aims to incorporate both these aspects.
Most developments in track modelling have come from the tropical cyclone literature. Casson
and Coles (2000) generated tropical storm tracks by sampling from historical data with random
perturbations. Cyclone intensity is modelled dynamically but the history of the process is not incor-
porated. Rumpf et al. (2007) sampled from kernel density estimates of displacement and direction
increments to propagate the track, while Hall and Jewson (2007) use a first-order autoregressive pro-
cess. Neither incorporate a model for cyclone intensity. Our paper introduces a novel approach to
storm track simulation incorporating various properties of extratropical cyclones. This includes the
smooth propagation of the track through space, the regional differences between tracks developing
at different locations, the tail behaviour of storm intensity and a stochastic termination mechanism.
Our dataset contains storm track locations at 3-hourly time steps with a vorticity measure as-
sociated with each point on the track. Storms are tracked over 36 years (1979-2014) from the
ERA-Interim reanalysis dataset described in Dee et al. (2011). The identification and tracking of
the cyclones is performed following the approach used in Hoskins and Hodges (2002) based on the
tracking algorithm described in Hodges (1995). Before the identification and tracking progresses
the data are smoothed to a resolution of approximately 2.8◦ and the large-scale background noise is
removed. This reduces the inherent noisiness of the vorticity and makes the tracking more reliable
for synoptic scale storms. The cyclones are identified by determining the vorticity maxima in the
filtered data. Vorticity is preferred to mean surface-level pressure as it has been found to be more
suitable for identifying synoptic systems like extratropical storms (Hoskins and Hodges, 2002).
Only vorticity values above a threshold of 1.0 × 10−5s−1 are considered. Vorticity measurements
are linked together through an initial nearest neighbour search that is then refined by constraints
on track displacement and smoothness. Storms with a lifespan of less than one day are not consid-
ered. Our analysis is focused on storms in an extended winter period (October-March), eliminating
any features that may arise due to seasonal effects and focusing on the time of year when storms
are considered to be most intense. We restrict our attention to storms passing over the European
domain, in particular the region defined in Figure 1. We have also removed any Mediterranean
storms as these are often influenced by other factors relating to convective behaviour and are not
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Figure 1: The region in which the catalogue of storm tracks cross at some point in their lifetime.
captured well by reanalysis data (Akhtar et al., 2014).
The paper is structured as follows; Section 2 details a comprehensive exploratory analysis carried
out to assess the main factors influencing storm movement, severity and termination. Section 3 de-
scribes the methodology to be used in model construction. In Section 4, submodels for cyclogenesis,
propogation and cyclolysis are outlined, motivated by findings from the exploratory analysis. Sec-
tion 5 describes the main results based on simulations from the model, followed by some conclusions
and opportunities for further work.
2 Exploratory data analysis
An extensive exploratory data analysis was carried out in order to gain some intuition regarding
the behaviour of storm tracks in the North Atlantic. As discussed in Section 1, our catalogue of
observed storm tracks contains only those that have crossed the region shown in Figure 1. Our
observed set contains 2, 944 storms for the 36 years of data, with approximately 31 observations
per storm on average. As these observations are measured at discrete 3-hourly time points, this
amounts to the average storm lasting just under four days. Previous analysis of this data (Bengts-
son et al., 2006) has shown that these storms tend to begin their existence, known as cyclogenesis,
in a corridor across the North Atlantic from south-west to north-east (see Figure 2). Cycloly-
sis regions, where these storms terminate, tend to be located more towards the eastern Atlantic
and Europe. Figure 2 also shows the spatial density of all storm track locations; it identifies dis-
tinct regions of storm activity in the mid-Atlantic and in the region between Greenland and Iceland.
We extract components of the storm track in order to explore further the variables that determine
storm movement and severity. We denote the storm location at time t by Xt = (Xt, Yt), denoting
longitude and latitude coordinates at every 3-hourly interval t respectively. Assuming the Earth
is spherical, we derive the speed using distance corresponding to the shortest path between two
points along the surface of the sphere, commonly known as the “great-circle” distance. We denote
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Figure 2: Spatial densities of genesis, lysis and overall storm track locations in the analysed dataset.
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Figure 3: Conceptual diagram of the variables extracted from the storm track data.
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Figure 4: Mean speed (top left), mean direction (top right), mean vorticity (bottom left) and 99%
quantile of vorticity (bottom right) in 8◦ × 4◦ grid cells over the spatial domain. For illustration
purposes, only 99% vorticity quantiles of above 9× 10−5s−1 are shown.
the speed of the track between Xt and Xt+1 by Vt. We choose to model track direction as the
initial bearing between Xt and Xt+1, denoted by Θt ∈ [−pi, pi] measured relative to north. We
denote the vorticity at locationXt by Ωt. This variable structure is shown conceptually in Figure 3.
These storm variables have a distinct spatial structure (Figure 4). The storm tracks tend to be-
gin with an easterly trajectory which becomes more north-easterly as storms move east and to
higher latitudes. Speeds, ranging from 0.07 to 51.46 m/s, tend to be highest in an approximate
corridor between the eastern coast of the USA and the United Kingdom, with speeds decreasing
smoothly as one moves away from this path. The maximum observed vorticity is 15.89× 10−5s−1
with higher vorticities along a similar south-west north-east corridor albeit further north, identi-
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fied by Bengtsson et al. (2006) as the highest mean intensity storm regions. Figure 4 also shows
that the strongest of these storms tend to occur in the West Atlantic off the coast of North America.
We investigate the degree of temporal dependence within each variable by examining the partial
autocorrelation (PACF) functions for each variable. We identify the order of temporal dependence
by the maximum lag at which the PACF is significantly different from 0. However, because of the
size of our dataset, the lowest PACF value that we deem significant is very small, so we interpret
the PACF plot by eye to identify a practically relevant order. The PACF plots for Vt, Θt and Ωt
individually are shown in Figure 5; they provide evidence that a third-order relationship for speed,
direction and vorticity will capture most of the structure in the data.
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Figure 5: Partial autocorrelation plots of speed (left), direction (centre) and vorticity (right).
We explore the possibility that storm intensity and storm movement are interlinked, in other words,
that speed, direction and vorticity are dependent. Figure 6 shows that quickly moving and intense
storms are more associated with north-easterly/easterly trajectories. It is also clear that a wider
range of trajectories are possible when the storm is moving slowly. Figure 6 also suggests that
storms will move more slowly when vorticity is large.
The feature tracking algorithm of Hoskins and Hodges (2002) is designed to assign a smooth path
to local vorticity maxima above a threshold of 1.0× 10−5s−1. However, genesis and lysis vorticities
are generally above this value (see Figure 7), which implies either that the storm weakens at a
much higher rate or that the tracking algorithm loses the path of the storm. We note that the
data may not be representative of the physical termination of a storm, but in the absence of extra
information, we design our statistical model to reflect the characteristics of the data. In the context
of storm termination, this requires a stochastic mechanism to account for the evident uncertainty
in the data. An examination of how the proportion of termination occurrences vary (not shown
here) gives evidence to suggest that storms are more likely to terminate if vorticity is low or if the
storm is older. Other indicators of storm termination include sharp decreases between consecutive
vorticities and the location in space. For example, Figure 2 shows that storms are more likely to
terminate over western Europe than over Scandinavia.
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Figure 6: The mutual dependence of speed, direction and vorticity shown through boxplots defined
by intervals of equal length of the variable on the x-axis.
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Figure 7: The distribution or genesis (left) and lysis (right) vorticities.
3 Methodology
3.1 Introduction
It is evident from the exploratory data analysis in Section 2 that extratropical storm tracks are
complex systems with many components to be modelled. We use our findings from that analysis
to inform a model that represents well the principal physical properties of the storm tracks, in par-
ticular, evolution, movement and intensity. We wish to build a model that reflects these processes
on a large scale, but also retaining their properties unique to their location in space (see Figure 4).
We would like the main features of the track to vary smoothly in time. We would also like to
extrapolate in order to derive from our model more intense storms than those observed in the data,
but to do so requires a rigorous analysis of tail vorticities. We adopt a simulation-based approach to
modelling these storm systems, combining sub-models for genesis, propagation and lysis to produce
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synthetic storm tracks that have the same statistical characteristics as those observed in the data.
As our approach aims to propagate the storm in time, it is natural to exploit the time series structure
of {Vt}, {Θt} and {Ωt}, which control the movement and severity of a storm. Supported by the
exploratory data analysis in Section 2, we assume that the multivariate time series {(Vt,Θt,Ωt)}
jointly follows a stationary kth order Markov process. By the Markov property, the distribution
of the current value of a process is affected only by the previous k time steps of the process. We
define an arbitrary d-dimensional multivariate time series ZJ1:n = {Zij : i = 1, . . . , n; j = 1, . . . , d},
where Zij denotes the i-th component of the j-th dimension and n is the length of the time series.
We use the notation ZJt to denote the tuple at time t. We can write the joint density of Z
J
1:n as
f1:n(z
J
1:n) = f1:k(z
J
1:k)
n−k∏
t=1
fk+1|1:k(zJt+k | zJt:t+k−1),
where zJp:q = {zij : i = p, . . . , q; j = 1, . . . , d}, fp:q denotes the joint density function of ZJp:q and
fk+1|1:k(· | ·) is the conditional density function of ZJk+1 | ZJ1:k. This assumption simplifies the
modelling process as it becomes only necessary to model the joint distribution of ZJt:t+k, which
is determined by its marginal distributions and its copula. In some applications, interest lies in
estimating probabilities of events beyond the range of the data, for which we draw on methods
from extreme value theory.
3.2 Marginal modelling
We denote an arbitrary marginal time series component of {ZJt } by {Zt}. Under the assumption of
stationarity of {ZJt }, observations in marginal time series {Zt}nt=1 are identically distributed with
marginal density function f . A simple choice is to model f nonparametrically using the kernel
smoothed density function fˆ , such that
fˆ(z) =
1
nh
n∑
i=1
K
(
z − zi
h
)
, (1)
where K denotes the kernel function, often chosen to be the standard Gaussian density function,
and h is the bandwidth. However, this is known to produce biased estimates in the tails. Instead, for
marginal features where the upper tail extremal behaviour is of interest, such as vorticity, we specify
a mixture model where the model for the upper tail is motivated through the framework of extreme
value analysis. For the remainder of this paper, we denote the quantity Zi:j = {Zl : l = i, . . . , j}.
Extreme value analysis is often used to model rare occurrences with the aim of estimating probabil-
ities of events beyond the range of available data. Asymptotic limit models are used in practice as
finite-sample approximations for estimating the extreme behaviour of a process. The most widely-
used approach is to consider excesses above a suitably high threshold. Under weak conditions on
Zt, the distribution of scaled excesses of a threshold by Zt converges to the generalised Pareto
distribution (GPD) (Pickands, 1975; Davison and Smith, 1990) as the threshold tends to the upper
endpoint zF . This model assumes that the limiting result holds exactly for a large enough threshold
u. The GPD takes the form
Pr(Zt − u > z|Zt > u) =
(
1 +
ξz
ψu
)−1/ξ
+
, z > 0 (2)
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where c+ = max(c, 0) and where ψu > 0 and ξ ∈ R denote the scale and shape parameters
respectively. The scale parameter ψu is threshold-dependent. A negative shape parameter means
that the distribution of excesses has a finite endpoint while values of ξ = 0 and ξ > 0 correspond
to exponential- and heavy-tailed distributions respectively. The threshold u is determined using
selection diagnostics such as mean residual life plots and checking for threshold stability of ξ (Coles,
2001). For observations of Zt larger than a chosen threshold u, we replace the kernel estimate defined
in (1) with the GPD model. The marginal model can thus be summarised by
F (z) =

Fˆ (z) z ≤ u
1− λu
(
1 +
ξ(z − u)
ψu
)−1/ξ
+
z > u
, (3)
where Fˆ (z) =
∫ z
−∞ fˆ(γ)dγ, where fˆ is defined in (1), and λu = 1− Fˆ (u) is the rate of exceedance.
A censored maximum likelihood approach is used to obtain estimates of the marginal parameters.
For more details on inference for the GPD model, see Coles (2001).
3.3 Temporal Dependence
Under the Markov assumption, the joint distribution of a time series can be determined by a prod-
uct of conditional distributions determined by the order of the Markov process. This provides a
natural mechanism for propagating a storm in time and incorporating the history of the process. A
simple choice of model for Pr(Zt+k ≤ z | Zt:t+k−1 = zt:t+k−1), where k is the order of the Markov
process, would be the kernel estimate of the conditional distribution function, the formulation of
which can be found in Appendix A. However, like in the marginal model, this approach poorly cap-
tures the temporal dependence structure in the extremes, which is critical when modelling chains
of vorticity. This requires an approach for modelling Zt+k | Zt:t+k−1 in the context of an extreme
event, that is, when some functional of Zt:t+k−1 exceeds a high threshold u.
Under the assumption of a stationary kth order Markov process, we can model the extremal be-
haviour of {Zt+k} using the joint distribution of Zt:t+k. We can use multivariate extreme value
analysis to assess the characteristics of joint tail behaviour with separate models for the marginal
and dependence structures. Extremal dependence can be summarised by two broad classes deter-
mined by the value of χτ , where
χτ = lim
z→zF
Pr(Zt+τ > z|Zt > z), (4)
where τ ∈ Z+ and zF is the upper limit of the support of the common marginal distribution. For
alternative measures of extremal dependence in a time series context, see Davis and Mikosch (2009)
and Ledford and Tawn (2003). A value of χτ > 0 refers to the case of asymptotic dependence,
where parametric models have been developed with this intrinsic property (Coles et al., 1999).
Asymptotically independent models, corresponding to the case when χτ = 0, include contributions
by Ledford and Tawn (1996) and Bortot and Tawn (1998). Distinguishing between the two classes
is crucial as, for example, applying asymptotically dependent models to asymptotically indepen-
dent data leads to conservative probability estimates of extreme joint events (Coles et al., 1999).
However, in practice, diagnostics for choosing between the two cases are often highly uncertain.
The conditional multivariate extreme value approach of Heffernan and Tawn (2004) is more flexible
than standard multivariate models as it covers both cases of asymptotic dependence and asymptotic
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independence. However, this model gives a limiting representation only for Zt+1:t+k | Zt > u. To
enable a sequential simulation of extremes in time, we draw on methods proposed by Winter and
Tawn (2017) that model the extremal temporal dependence structure in Zt+1:t+k provided that
Zt > u; this approach is described later in this subsection. All vector calculations in this section
are to be interpreted componentwise.
After estimation of the marginal model in equation (3), it is necessary to transform {Zt} onto com-
mon margins to assess extremal dependence after accounting for the marginal structure. Following
Keef et al. (2013), we transform onto Laplace margins such that
St =
{
log{2F (Zt)} if Zt < F−1(0.5),
− log[2{1− F (Zt)}] if Zt ≥ F−1(0.5),
(5)
where {St} denotes the standardised series and F is defined in (3). To explore the conditional
distribution Pr(St+1:t+m ≤ s | St > u) for large u and integer m > 0, we use an asymptotically
justified form for this distribution as u→∞. However, St+1:t+m requires normalisation so that the
limiting conditional distribution is non-degenerate as u→∞. Heffernan and Tawn (2004) assume
that there exist functions a : R→ Rm and b : R→ Rm+ such that for s > 0
Pr
(
St+1:t+m − a(St)
b(St)
< e1:m, St − u > s
∣∣∣∣St > u)→ G1:m(e1:m) exp(−s), (6)
as u → ∞ with e1:m ∈ Rm, where G1:m is a joint distribution function that is non-degenerate in
each margin. Under weak assumptions on the joint distribution of St:t+m, Heffernan and Resnick
(2007) show that componentwise a and b must be regularly varying functions satisfying certain
constraints, which for Laplace margins corresponds to each of the components of a (respectively b)
being regularly varying functions of index 1 (respectively less than 1). It was found that normalising
functions of the simple form
a(St) = α1:mSt, b(St) = St
β1:m ,
where α1:m ∈ [−1, 1]m and β1:m ∈ [0, 1]m, hold for a very broad range of copulas representing a
class of functions which enables parsimonious yet flexible modelling. Winter and Tawn (2017) claim
that the stationary kth order Markov behaviour of {St} does not impose any constraints on α1:k,
β1:k and G1:k, where k is the order of the Markov process, for k ≤ m. However, αk+1:m, βk+1:m
and Gk+1:m, for any m ≥ k + 1, are determined entirely by α1:k, β1:k and G1:k as a result of the
stationary Markov behaviour; specific details of this when k = 1 are described in Papastathopoulos
et al. (2017).
The parameters α1:m and β1:m can be used to identify different types of extremal dependence
structure. The case of asymptotic dependence between St and St+j corresponds to the case when
αj = 1 and βj = 0 for 1 ≤ j ≤ k, while the case of asymptotic independence arises when αj < 1.
Within the asymptotic independence case, positive dependence occurs with 0 < αj < 1 or αj = 0
and βj > 0; independence when αj = βj = 0 and negative dependence when −1 ≤ αj < 0.
Our model for the conditional distribution of St+1:t+k given St > u is motivated by the limiting
form of the conditional distribution (6), which we assume is valid for a sufficiently high threshold
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u and m = k. Assuming that St:t+k has a density, we have that
St+1:t+k|St > u = α1:kSt + Stβ1:kE1:k, (7)
where E1:k is a random variable, independent of t and St, with joint distribution function G1:k and
joint density g1:k. Winter and Tawn (2017) propose an asymptotically motivated heuristic approach
to model St+k|St:t+k−1 when St > u. Under the assumption that model (7) holds for St = st > u,
it follows that
St+k|(St:t+k−1 = st:t+k−1) = αkSt + StβkEk|1:k−1, (8)
where Ek|1:k−1 is a random variable with the same distribution as the conditional distribution of
Ek given that
E1:k−1 =
st:t+k−1 −α1:kst
stβ1:k
:= e1:k−1.
It follows that St+k+j |(St:t+k+j−1 = st:t+k+j−1), for j = 1, . . . is also given by equation (8), pro-
vided St+j > u. We adopt this approach to simulate sequential realisations of an extremal kth
order Markov process when St > u. Series generated under this process have negative drifts that
ensure the process returns from an extreme state to the body of the distribution, upon which values
are generated using the conditional kernel approach outlined in Appendix A. Dependence param-
eters α1:k and β1:k are estimated using maximum likelihood under the working assumption that
E1:k follows a Gaussian distribution. The distribution function G1:k is estimated using the kernel
smoothed distribution function of the values of e1:k, which are found by inversion of equation (8)
under the fitted model. For more details on the inference procedure, see Heffernan and Tawn (2004)
and Winter and Tawn (2017).
4 Simulation Model
4.1 Cyclogenesis
We construct a model for cyclogenesis conditions using the data observed at the beginning of a
storm. In doing so, we would like to model the joint distribution of genesis speed V0, direction Θ0
and vorticity Ω0. The spatial variability of Vt, Θt and Ωt as shown in Figure 4 is also reflected in
the genesis conditions, and thus (V0,Θ0,Ω0) should be simulated with respect to genesis location
X0. For this reason, we impose an artificial grid on the spatial domain, where each grid cell has
dimensions of 8◦ × 4◦. This was chosen to be small enough to be able to capture the properties as
locally as possible and large enough so that there are enough data to estimate the joint distribution
of these properties with sufficient accuracy. We denote ∆t as the grid cell of the location of the
storm track at time t.
We simulate the genesis location from the kernel joint density estimate fˆ(x0), defined in Ap-
pendix A, where the initial locations x0 are the locations from the observed set of storm tracks
discussed in Section 1. We then use the conditional kernel approach described in Appendix A to
simulate (v0, θ0, ω0) jointly from (V0,Θ0,Ω0) | X0 = x0 ∈ ∆0. We use a Gaussian density kernel
function in all cases. We considered a model for Θ0 using a von Mises kernel to ensure continuity
of the density function over [−pi, pi]. However, we used a non-cyclic Gaussian kernel with repeated
shifts of 2pi in the data which produced similar results. We use a correlated kernel for V0, X0 and
Ω0 and an independent for Θ0, as we believed that a correlated kernel could not sufficiently capture
the correlation structure of a cyclic variable. Figure 8 shows the density of genesis locations from
storm tracks simulated from the model and indicates that our genesis model captures the large scale
11
features quite well whilst having some smaller scale differences such as the southern flank extending
a little too far and having a maxima over the UK rather than the North Sea (see Figure 2).
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Figure 8: Density of the genesis locations of a set of synthetic storm tracks simulated from the
model.
4.2 Propagation
As discussed in Section 3, our exploratory analysis supports the assumption that the storm variables
determining movement and severity jointly follow a kth order Markov process. As well as temporal
dependence, we would like to incorporate any dependence between variables into the propagation
scheme in order to represent the joint properties accurately. The simulated storm track should also
reflect the local properties of observed tracks as it moves through space, which the artificial grid
introduced in Section 4.1 is designed to induce.
Combining these approaches allows us to construct a joint distribution for Vt and Θt, which de-
termine the movement of the storm track, conditional on previous states of the variable, states of
other variables, and the grid cell of the storm track location. For all times 1 ≤ j ≤ k, where k is
the order of the Markov process jointly for {(Vt,Θt,Ωt)}, we simulate:
θj ∼ Θj | Θ0:j−1 = θ0:j−1,xj ∈ ∆j
vj ∼ Vj | V0:j−1 = v0:j−1,Θj = θj ,xj ∈ ∆j (9)
When j > k, we simulate:
θj ∼ Θj | Θj−k:j−1 = θj−k:j−1,xj ∈ ∆j
vj ∼ Vj | Vj−k:j−1 = vj−k:j−1,Θj = θj ,xj ∈ ∆j . (10)
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Simulated values vj and θj are obtained from the kernel estimate of the conditional distribution in
(9) and (10) as discussed in Section 3.3 and formulated in Appendix A. The exploratory analysis in
Section 2 suggests that k = 3 is an appropriate choice. The dependence between speed and direction
is induced through conditioning Vj on Θj . As in Section 4.1, we used a Gaussian kernel function
in both cases. When simulating θj , we again considered a von-Mises kernel to ensure continuity
of the density function over [−pi, pi], but a non-cyclic Gaussian kernel with repeated shifts of 2pi in
the data produced similar results. We use the simulated values to propagate the storm. Longitude
and latitude coordinates xj+1 = (xj+1, yj+1) are calculated using the formula:
yj+1 = sin
−1
(
sin(yj) cos
(
vj∇j
R
)
+ cos(yj) sin
(
vj∇j
R
)
cos(θj)
)
;
xj+1 = xj + Tan
−1
(
sin(θj) sin
(
vj∇j
R
)
cos(yj) cos
(
vj∇j
R
)
− sin(yj) sin(yj+1)
)
,
where (xj , yj) denote the longitude and latitude coordinates at time j, R denotes the radius of the
Earth, taken to be 6371 km, ∇j denotes the time difference in seconds between time j and j + 1
and Tan−1 denotes the four-quadrant inverse tangent function. If at time j + 1, a simulated track
enters a region such that ∆j+1 has seen no observed storm activity, the track is reverted to time
j, giving the algorithm 10 opportunities to find a trajectory towards a grid cell that has observed
storm activity. If no such trajectory is found, the storm is terminated. The QQ plot in Figure 9
shows that the simulation model replicates exceptionally well the observed marginal distributions
of speed and direction. Figure 9 also shows the model captures the tendency of storm tracks to
move more quickly in a northeasterly direction (see Figure 6).
ll
ll
lll
lll
lll
lll
lll
lll
lll
lll
lll
lll
lll
lll
lll
lll
lll
lll
lll
lll
lll
lll
lll
lll
lll
lll
lll
lll
lll
lll
lll
lll
lll
lll
lll
lll
lll
lll
lll
lll
lll
lll
ll
lll
lll
lll
ll
ll
ll
ll
lll
lll
ll
ll
ll
ll
ll
l
ll
l
l
l
l
l
l
l
l
l
0 10 20 30 40 50
0
10
20
30
40
50
Speed
Observed
Si
m
u
la
te
d
lll
lll
ll
ll
ll
ll
ll
ll
ll
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
ll
ll
ll
ll
ll
lll
lll
ll
lll
lll
lll
lll
lll
lll
lll
lll
lll
lll
lll
lll
lll
lll
lll
lll
lll
lll
lll
lll
lll
lll
lll
lll
lll
lll
lll
lll
lll
lll
lll
lll
lll
lll
lll
lll
ll
ll
lll
l
−3 −2 −1 0 1 2 3
−
3
−
2
−
1
0
1
2
3
Direction
Observed
Si
m
u
la
te
d
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
ll
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
ll
l
l
ll
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
(−3.1,−2.5] (−1.9,−1.3] (−0.00023,0.63] (1.3,1.9] (2.5,3.1]
0
10
20
30
40
50
Direction
Sp
ee
d
Figure 9: QQ plots comparing the observed and simulated marginal distributions of speed (left)
and direction (middle) each with 95% tolerance intervals and the dependence between simulated
speed and direction shown through a boxplot (right). The simulated data is based on one set of
storm tracks drawn from the model of the same number as in the observed set.
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4.3 Vorticity modelling
The relationship between the vorticity of a storm track and its influence on the weather is complex.
Data analysis (not shown here) demonstrates that vorticity is weakly correlated with the maximum
wind speed observed in the vicinity of the track, as well as showing evidence that large spatial wind
speed events are linked with large vorticities. Therefore it is critical to model carefully the spatial
and temporal characteristics of this variable as well as its behaviour in the extremes. While the
kernel approach is useful at simulating realistic chains of Vt and Θt, the marginal distribution and
dependence structure is estimated using the entire series and may therefore lead to bias in the ex-
tremes. In practice, we would like to estimate probabilities of observing storms with a vorticity not
yet observed. We use asymptotically justified limit models from extreme value theory to estimate
these probabilities using the observed extreme events. Our simulation method combines the kernel
approach used in (9) and (10) with techniques outlined in Sections 3.2 and 3.3 for tail models with
extremal temporal dependence structure.
The exploratory analysis in Section 2 shows how the upper tail of vorticity varies with respect to
the movement and location of the track. To account for this in an extreme value model, we first
use the preprocessing method of Eastoe and Tawn (2009) to transform the data to approximate
stationarity. Specifically, we use a Box-Cox-location-scale model of the form
Ωλt − 1
λ
= µ(νt) + σ(νt)Wt, (11)
where Wt is assumed to be approximately stationary, λ denotes the Box-Cox parameter and σ and
µ are functions of a vector of covariates νt. For the purpose of inference on λ, µ and σ, Wt is
assumed to be N (0, 1). Parameter estimates are obtained using maximum likelihood. We fit this
model to data within the longitude range (−60◦, 20◦) and latitude range (40◦, 80◦) as our interest
lies in the extremal behaviour of vorticity in this region. A number of combinations of covariates
were considered and the model fit was assessed using likelihood ratio testing. The best-fitting
model features functions of latitude, longitude, direction and speed in both µ and σ. This ensures
that the variation in large vorticities over space is captured (see Figure 4) while also ensuring the
dependence structure shown in Figure 6 holds for large vorticity values.
We model the excesses of Wt above some suitably high threshold u using the GPD tail model as dis-
cussed in Section 3.2. A threshold of u = 1.5 is selected, corresponding to the 98.13% quantile of Wt.
The maximum likelihood estimates are ψˆu = 0.449 and ξˆ = −0.246. Note that the negative shape
parameter estimate implies a physical upper limit to the vorticity distribution. This is consistent
with the extremal analysis of mean surface level pressure in Economou et al. (2014), as vorticity
and mean surface level pressure tend to behave similarly in the context of extratropical storms
(Hoskins and Hodges, 2002). Desired tail quantiles of Ωt are determined by back-transformation.
The temporal propagation of vorticity is set out as follows. We describe separately the cases for
simulating realisations of Ωj , for some arbitrary time j, given that the k previous observations
of Wj (a function of Ωj) are in non-extreme and extreme states respectively. First, consider the
process when Ωj is such that the k previous observations of Wj are in a non-extreme state. In
particular, we consider two cases. For all times 1 ≤ j ≤ k = 3 and Ω0:j−1 = ω0:j−1 such that
max{W 0:j−1} < u, we simulate
ωj ∼ Ωj | Ω0:j−1 = ω0:j−1,Θj−1 = θj−1,xj ∈ ∆j .
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Next, consider when j > k and Ωj−k:j−1 = ωj−k:j−1 such that max{W j−k:j−1} < u. In this case,
we simulate
ωj ∼ Ωj | Ωj−k:j−1 = ωj−k:j−1,Θj−1 = θj−1,xj ∈ ∆j .
Empirical evidence suggests that vorticity and track speed are approximately independent con-
ditional on the bearing, and since speed is simulated with this conditioning in (9) and (10), we
believe that simulating ωj conditional on θj−1 is sufficient to represent the dependence between
storm movement and intensity. The conditional distribution Ωj | · is estimated using the kernel
approach described in Appendix A.
Next, when Ωj is such that the previous k observations of Wj are in an extreme state, we adopt the
model of Winter and Tawn (2017) for simulating tail chains under the assumption of an extremal
kth order Markov process. In particular, we transform the preprocessed series Wt onto Laplace
margins as in (5), denoting the transformed quantity by St. Provided at least one of the last k
observations previous to Wj is in an extreme state, we simulate realisations of Sj using the tail
chain approach before backtransforming to obtain a realisation of Ωj . To be precise, let l be the
number of consecutive excesses of {Wt} above u previous to time j, such that
lj = max{i ∈ {1, . . . , k} : min{W j−i:j−1} > u}.
For example, if Sj−3 and Sj−2 are less than u but Sj−1 > u, we use a first order structure to
simulate Sj . Therefore lj represents the order to be used in the simulation of Sj . After determining
the order l = lj , we then simulate:
Sj = αˆlSj−l + (Sj−l)βˆlej|j−l+1:j−1,
where (αˆl, βˆl) denote the maximum likelihood estimates of the dependence parameters and ej|j−l+1:j−1
is sampled independently from Gˆj|j−l+1:j−1. The value Sj is transformed to obtain the preprocessed
Wj by inverting equation (5). Vorticity Ωj = ωj is then obtained by inverting equation (11). The
QQ plot in Figure 10 shows that the model captures well both the body of the vorticity distribution
and its extremes.
4.4 Cyclolysis
The termination of a storm and its track, termed cyclolysis, is not well defined in the observed
track dataset, as discussed in Section 2. There are a number of instances where a storm terminates
at a value of vorticity that is significantly larger than the critical threshold defined by the tracking
algorithm, suggesting storms can fade quickly. This motivates the need for a stochastic termination
mechanism to be applied to the simulated storm, as discussed in Section 1. The exploratory analysis
in Section 2 suggests several factors influence the risk of termination, including vorticity, age and
location. We model these covariate effects using a logistic generalised additive model (Wood, 2006).
We estimate a probability of termination at each simulated 3-hourly time step of the storm for t ≥ 8
in order to replicate the constraint of the tracking algorithm only to consider storms that last for at
least 24 hours. The termination mechanism is implemented after the storm track enters the region
shown in Figure 1. Let Tt be a Bernoulli random variable such that:
Tt =
{
1 when the storm terminates at time t
0 otherwise
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Figure 10: QQ plot (with 95% tolerance intervals) comparing observed marginal distributions to
vorticities from a set of simulated storm tracks of the same number as those in the observed set.
So Tt ∼ Bernoulli(pt), where
pt =

0 t < 8
exp {∑qi=1 si(νi,t)}
1 + exp {∑qi=1 si(νi,t)} t ≥ 8
where si is a smooth non-linear function of covariate νi with i ∈ (1, . . . , q), where q is the number of
covariates. The smooth functions are represented by penalised regression splines, where the smooth-
ing parameter is determined using generalised cross validation (GCV) and the model is fitted using
a penalised maximum likelihood formulation. For more details on additive models, see Wood (2006).
The effect of the covariates on the model fit was assessed using AIC. The best-fitting model under
this criterion consisted of functions of several variables including vorticity, age, longitude and
latitude. As hypothesised based on the exploratory data analysis, the fitted model shows that
a track is more likely to terminate if the vorticity is low or the storm has experienced a large
sudden reduction in vorticity. A track is also more likely to terminate if it is older. The QQ plot
in Figure 11 shows that storm lifetimes are being well captured by the model, while the spatial
density of lysis locations compares well with the observed (see Figure 2). In both cases, storms
tend to terminate over the northeast Atlantic and northwest Europe.
4.5 Risk analysis
As discussed in Section 4.3, the relationship between the extreme weather impact caused by extra-
tropical storms is complex and warrants further investigation. As the vorticity of a storm is known
to be correlated with characteristics of large wind speed events, it is useful for practitioners to be
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Figure 11: QQ plot (with 95% tolerance intervals) comparing observed storm lifetimes with lifetimes
of storms simulated from the model (left). One unit of age is defined as one 3-hourly interval. Spatial
density of storm lysis locations (right) based on a set of storm tracks simulated from the model of
the same number at those in the observed set.
aware of the rate and size of extreme vorticity events in different regions. We can estimate the
probability of such events through Monte Carlo simulation. For illustration purposes, we fix our
region of interest to be a longitude and latitude range containing the UK; in particular, we define
the region Γ = {(x, y) : x ∈ (−11◦, 2◦); y ∈ (50◦, 60◦)}. To estimate the probability of exceeding a
vorticity ω in this region, we calculate
Pˆr(Ωt > ω |Xt ∈ Γ) =
∑N
i=1
∑ni
j=1 I{ωij > ω,xij ∈ Γ}∑N
i=1
∑ni
j=1 I{xij ∈ Γ}
, (12)
where I is the indicator function and xij and ωij denote the location and vorticity respectively at
the jth time step of the ith storm, ni denotes the time length of storm i and N denotes the number
of simulated storms. One could alternatively characterise a risk measure in terms of the maximum
vorticity of a storm, denoted ωmax, such that
Pˆr(Ωt > ωmax |Xt ∈ Γ) =
∑N
i=1 I{maxj ωij > ωmax,xij ∈ Γ}∑N
i=1 I{maxj xij ∈ Γ}
,
which would remove the possibility that multiple excesses could be observed in the same storm.
For the purpose of illustration, however, we continue with the characterisation in (12).
We simulate N = 84, 000 synthetic storms from our model, which represents approximately 1, 000
years worth of storms, assuming the same average number of storms per year as observed in the
data. Figure 12 shows the spatial density of the synthetic storms; it is clear that the model is
capturing the spatial extent of the observed tracks as shown in Figure 2. We assess the model fit
17
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Figure 12: Spatial density of a set of synthetic storm tracks simulated from the model.
by constructing 95% confidence intervals of the spatial density in each cell using a nonparametric
bootstrap. Model estimates of the density were within these intervals more than 99% of the time,
which we deem sufficient evidence to suggest that the model is performing well.
Using the set of synthetic storms, we can estimate ωr, the r-year return level, that is, the vorticity
value we expect to exceed once every r years in Γ such that Pr(Ωt > ωr|Xt ∈ Γ) = 1/r. Figure 13
shows estimates of the r-year return level for Γ from the observed data and using the Monte Carlo
simulations from the model, where the model estimate falls within the 95% confidence interval
corresponding to the empirical estimate in the range of the data, obtained using a nonparametric
bootstrap. However, our approach allows us to estimate return levels corresponding to events
beyond the range of the data, meaning we can estimate the vorticity corresponding to a 100-year
or 1000-year event, for example.
One of the most destructive events to impact the UK in the last 35 years was Storm Herta, which
caused approximately $1.5 billion worth of damage after hitting Northern Europe in February 1990
and had a maximum observed vorticity of 13.36× 10−5s−1 (Roberts et al., 2014). Through Monte
Carlo simulation, we can estimate the return period of this event and assess the relative risks
of extreme vorticity events over space. Figure 14 shows the return period corresponding to an
observation of ω = 13.36 × 10−5s−1 over different grid cells in a region containing the UK on a
4◦× 3◦ grid. Storm Herta reached its maximum vorticity at x = (1.89◦, 55.63◦). The return period
of this event in the cell containing this location (under this particular discretisation of space) is
approximately 107 years, whereas this event is much less rare in the north Atlantic, where return
periods are 10 − 25 years. This illustrates the strength of our model in assessing the relative risk
of such extreme vorticity events over the spatial domain. Similarly, Figure 15 shows the 100-year
and 1, 000-year return levels estimated from the model under the same discretisation of space,
18
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Figure 13: The r-year return level curve for Γ estimated empirically for a range of r from the
observed data (black) and from the Monte Carlo simulation from the model (red). The red dashed
lines represent 95% confidence intervals derived using a nonparametric bootstrap.
again highlighting the increased probability of observing extreme vorticities in the north Atlantic
compared to the UK and mainland Europe.
5 Discussion
We have developed a novel approach for simulating extra tropical cyclone tracks for the winter half
year in the North Atlantic and European domain based on a stochastic model that captures the evo-
lution and structure of observed storm systems. The storm track model is constructed by exploiting
the spatio-temporal structure within observed storm tracks to initialise, propagate and terminate
an individual storm, producing a synthetic track which reflects the key physical characteristics of
these weather systems. Track climatologies derived from very large numbers of simulated tracks
generated from the model reproduce well the observed spatial variation of the vorticity, lifecycle
and tracks of storms.
For practitioners, our model is useful for improving risk assessment related to extreme weather
driven by extratropical cyclone activity. The limited observed record means that risk assessments
based on empirical evidence are highly uncertain and restricted to observed intensities, with no
extrapolation possible beyond the range of the data. By supplementing the observed data with
synthetic tracks from our physically-motivated model, probabilities of rare events can be calculated
with increased confidence, including events of severity not yet seen, which can assist in the design of
defensive infrastructures. The robust validation of the simulated storm track climatology supports
such an approach. We find that the return period of storms with the same vorticity as storm Herta
in February 1990, which caused approximately $1.5 billion worth of damage in Northern Europe, is
19
−20 −15 −10 −5 0 5
50
55
60
65
Longitude
La
tit
ud
e
25
50
100
200
Figure 14: Return period corresponding to a vorticity value of ω = 13.36 × 10−5s−1 over space,
estimated from the model through Monte Carlo simulation.
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Figure 15: The 100-year (left) and 1, 000-year (right) return level over space, estimated from the
model using Monte Carlo simulation.
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relatively frequent at 10− 25 years over the northern Atlantic, reducing to ∼ 80 years for Scotland
and to ∼ 200 years for central France.
The effect of a changing climate on the climatology of the North Atlantic storm track and the
potential future risk from extreme storms is of pressing concern but one which is also challenged
by the sampling issues addressed in this paper. Earlier studies have indicated a poleward shift in
the storm track with decreasing frequency and increasing intensity (McCabe et al., 2001; Bengts-
son et al., 2006) whilst more recent studies have indicated that the future response is regionally
and seasonally dependent (Zappa et al., 2013) with uncertainty arising from competing physical
processes and large internal variability in the climate system (Shaw et al., 2016). Our storm track
model provides another tool to assess such changes and future risk through its application to storm
track data from future climate simulations.
Improvements to the storm track model, both in terms of its physical realism and utility, include
capturing the annual cycle of storm track characteristics. During the summer the preferred path
of extratropical cyclones migrates northwards and returns southwards for winter, a feature the
track model does not currently capture. Furthermore, large scale modes of atmospheric variability,
such as the North Atlantic Oscillation (NAO) are known to influence the path and frequency of
extratropical storm tracks and the subsequent risk of extreme rainfall (Brown, 2017). The NAO,
an anomalous dipole pressure pattern between the Icelandic low and the Azores high, significantly
modifies the strength of the large scale westerly flow and location of the storm tracks. A positive
NAO is associated with increased cyclonic activity in Northern Europe, while Southern Europe
is typically susceptible to more storm events during a negative NAO phase (Mailier et al., 2006).
Exploring the annual cycle of track behaviour and their dependence an NAO represent interesting
avenues for future work, enabling simulation of synthetic tracks specific to season and NAO phase.
Acknowledgements
The authors gratefully acknowledge the support of the EPSRC funded EP/H023151/1 STOR-i
Centre for Doctoral Training, the Met Office and EDF Energy. We extend our thanks to Hugo
Winter for helpful discussions and support. We thank Kevin Hodges for the storm track data. Simon
Brown was supported by and Paul Sharkey partially supported by the Joint UK BEIS/Defra Met
Office Hadley Centre Climate Programme (GA01101).
Appendix
A Conditional kernel density estimation
Consider an arbitrary d-dimensional random vector Z = (Z1, Z2, . . . , Zd), which is observed n times
z(1), z(2), . . . ,z(n). As a way of estimating f(z), the joint probability density of Z, we define the
multivariate kernel density estimator as
fˆ(z) =
1
n
n∑
i=1
KH
(
z − z(i)
)
, (13)
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where K is the kernel function and H denotes the bandwidth matrix which is symmetric and
positive-definite. For our purposes, we choose K to be the multivariate Gaussian density function
KH(z) = (2pi)
−d/2|H|−1/2 exp
{
−1
2
zTH−1z
}
(14)
and the bandwidth matrix H chosen to be proportional to the rule-of-thumb selection of Scott
(1992). The bandwidth matrix H can be chosen to be diagonal or oriented. To simulate from the
kernel density, we first sample uniformly a tuple z(i), where i ∈ {1, . . . , n}. We then simulate a
vector z˜, say, such that z˜ ∼ MVN(z(i),H).
Let Z be decomposed such that Z = (Z−m,Zm). Consider the case when values Z−m = z−m have
been observed and we wish to estimate the conditional density of Zm given these values. We can
then define the conditional kernel density estimator as
fˆ(zm|z−m) =
n∑
i=1
wi(z−m)KH
(
zm − z(i)m
∣∣∣z−m − z(i)−m) , (15)
where
wi(z−m) =
KH
(
z−m − z(i)−m
)
∑n
j=1KH
(
z−m − z(j)−m
) ,
where KH(·) is the multivariate Gaussian kernel function and KH(· | ·) is the conditional Gaussian
kernel function with bandwidth matrix H as defined in equation (14). Let H be partitioned such
that
H =
[
Hm,m Hm,−m
H−m,m H−m,−m
]
.
Conditional on having observed z−m, we choose a tuple z(i) with probability wi(z−m). Then we
simulate
Zm|(Z−m = z−m) ∼ N (µ¯, Σ¯), (16)
where µ¯ = z
(i)
m +Hm,−mH−1−m,−m(z−m − z(i)−m) and Σ¯ = Hm,m −Hm,−mH−1−m,−mH−m,m.
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