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Overview of thesis topics
Radial Basis Function (RBF) methods have become a truly meshless al-
ternative for the interpolation of multidimensional scattered data and the
solution of partial dierential equations (PDEs) on irregular domains. The
dependence on the distance between centers makes RBF methods conceptu-
ally simple and easy to implement in any dimension or shape of the domain.
There are two dierent formulations for the solution of PDEs: the global
RBF method and the local RBF method.
In the global RBF formulation, the approximate solution is computed in
the functional space spanned by a set of translated RBFs. The coordinates of
the solution in this space are obtained by collocation. This formulation yields
dense dierentiation matrices which are spectrally convergent independently
of the distribution of RBF centers. The principal drawback is that, as the
overall number of centers increases, the condition number of the collocation
matrices also increases, what restricts the applicability of the method in
practical problems.
To overcome some of the drawbacks of the global RBF method, the local
RBF method was independently proposed by several authors which gave the
method dierent names: Shu et al. [95] local multiquadric-based dierential
quadrature (LMQDQ) method, Tolstykh et al. [100] RBF in a "nite dif-
ference mode", Wright [108] RBF-generated nite dierences. This method
can be considered as a natural generalization of classical nite dierences
(FD). As in FD, the local RBF method approximates a dierential operator
at a given node as a weighted sum of the values of the sought function at
some surrounding nodes. However, while FD methods calculate the weights
through polynomial interpolation, the local RBF method does it through an
RBF interpolant. Since both, FD and local RBF formulas are identical in
form, the local RBF method is commonly denoted as RBF-generated nite
dierences (RBF-FD) [108].
Unlike the global RBF method, the RBF-FD method lacks spectral accu-
racy. However, the ability of the method to solve PDEs on irregular domains
using highly sparse dierentiation matrices, together with the high order
xiii
xiv Overview of thesis topics
accuracy of the computed solutions, place the method at the forefront of
meshfree methods.
In this thesis we focus on the RBF-FD method. The state of the art of
RBF methods is briey reviewed in the rst chapter. Among the dierent
topics, we introduce some of the concepts that we will use along the thesis
and highlight the equivalence between global and local RBF methods, which
apparently is not well known in the RBF community. The rest of the thesis
can be divided in two parts.
In the rst part of the thesis, the convergence properties of the method
are addressed. In Chapter 2 and Appendix A, we obtain novel formulas which
show the exact dependence of the local truncation error on the inter-nodal
distance h, shape parameter ε and stencil size n. These formulas prove the
well-known experimental evidence that the accuracy of the method strongly
depends on the value of this shape parameter. As ε → 0, RBFs become
atter and the error decreases until an optimal value which produces the most
accurate result is reached. For larger values of the shape parameter, the RBF
interpolant converges to a multivariate polynomial and RBF-FD formulas
coincide with polynomial based methods. The main result of our study is
to analytically derive explicit formulas for the optimal shape parameter that
minimizes the local truncation error and produces more accurate results than
FD. Contrary to what is commonly believed, such value is independent of
the inter-nodal distance to leading order and only depends on the function
and its derivatives.
Consequently, the problem of how to select appropriate values for the
shape parameter in order to minimize the error of the approximation to a
solution of a PDE is of primary concern. Based on the local truncation error
formulas derived, we address this problem and propose two algorithms to
compute the optimal shape parameters in Chapters 3 and 4. The rst of these
algorithms is based on nding a node-independent shape parameter which
minimizes the innite norm of the global error. We show through numerical
experiments that the accuracy of the solution can be improved one or two
orders of magnitude with respect to nite dierences. We present a second
algorithm based on a node-dependent shape parameter which minimizes the
local truncation error at each node of the domain. To assure the existence of
an optimal shape parameter at every node, we make use of the generalized
multiquadrics as RBFs. In this way, we are able to obtain signicant accuracy
improvements with respect to the rst algorithm.
In the second part of the thesis, we explore the applicability of the RBF-
FD method for the solution of dierent practical problems. In Chapter 5
we solve some classical elastostatic problems modeled by systems of linear
Overview of thesis topics xv
elliptic PDEs. We apply the algorithms above and show that signicant gains
in accuracy result from a proper selection of the shape parameter.
The convergence of the approximation can be improved by increasing the
size of the stencil. However, exact formulas for the calculation of the optimal
shape parameter can only be obtained for the typical FD stencils with a rel-
atively small number of nodes. Going further involves expanding the system
of equations which determines the RBF-FD weights, making unattainable
the analytical solution.
In this case, a dierent approach often taken in applications is to adjust
the shape parameter in such a way that the condition number of the system
matrix is bounded in the region for which the system of equations is still
well-conditioned and the error is close to its minimum value. This procedure
is analized in Section 1.6 of Chapter 1 and applied in Chapters 6 and 7 to
the solution of some non-linear problems in irregular domains. In this way, a
three-dimensional combustion model is implemented to high order using large
stencil sizes in Chapter 6. The model consists of two convection-diusion
equations coupled through a highly non-linear reaction rate. The satisfactory
results obtained motivated us to implement a mathematical model for the
study of an idealized micro-rotary engine using RBF-FD, which is the topic
of Chapter 7. In this model, it is assumed that the combustible ow eld
is not aected by the combustion process and can be determined a-priori
by solving the steady Navier-Stokes equation. The model of Chapter 6 is
then used to simulate the combustion process inside the engine, where the
convective term contains the stationary ow eld. We present some results





Classical methods for the numerical solution of PDEs are based on polyno-
mial interpolation. Local polynomial based methods such as nite dierences,
nite elements or nite volumes are limited by their algebraic convergence.
Global polynomials methods such as spectral methods have exponential con-
vergence, but are limited by being tied to a xed grid. Over the last decade,
Radial Basis Function (RBF) methods have emerged as a truly meshless al-
ternative for the interpolation of multidimensional scattered data and the
solution of PDEs on irregular domains. Its dependence on the distance be-
tween nodes makes RBF methods conceptually simple and easy to implement
in any dimension and/or shape of the domain. This fact and the possibility of
obtaining high order approximations independently of the node distribution
represent the main advantages of RBF methods.
In the present chapter we overview the state of the art of RBF methods.
We introduce the RBF interpolation and establish its unisolvency conditions
in Section 1.2. Global and local RBF methods for the solution of PDEs
are respectively introduced in Section 1.3 and 1.4. The equivalence between
both methods is pointed out in Section 1.5. This equivalence allows us to
formulate them together as a single method. Finally, Section 1.6 is devoted
to explain the dependence of RBF methods on the shape parameter and to
discuss some of the usual strategies to select it which have been proposed in
the past.
1
2 Chapter 1. The RBF method
1.2 Scattered data interpolation using RBFs
Interpolation of scattered data is a common issue in many engineering and
scientic problems. Given a set of N data points {xj}Nj=1, xj ∈ Rd, and
the corresponding data values {fj}Nj=1, the usual procedure is to look for an
interpolant s(x) as a linear combination of certain basis functions {ψj(x)}Nj=1






and determine the corresponding expansion coecients {λj}Nj=1 by solving
the linear system

ψ1(x1) ψ2(x1) . . . ψN (x1)




































which results from the interpolation conditions s(xj) = fj , j = 1, . . . , N .
In one-dimensional problems, this linear system is guaranteed to be non-
singular whenever the data points are distinct. However, in more than 1D
this is no longer assured due to the Mairhuber-Curtis theorem [18, 78]. The
point is that in more than one dimension it is possible to move the nodes
continuously so that two nodes end up interchanged without coinciding at any
time. As a result, two rows are interchanged in the matrix of equation (1.2)
and its determinant changes sign. Therefore, the determinant must have
been zero somewhere along the way, resulting in a singular system. Since
there are an innite number of node congurations that will yield a singular
interpolation problem, the procedure above is limited to regular grids, for
which handling irregular geometries or carrying out local node renement is
almost unattainable [39].
To bypass this problem, R. L. Hardy was the rst who used radial basis
functions (RBF) as basis functions in the expansion (1.1) to solve a cartogra-
phy problem in 1968 [50]. RBFs are a set of functions centered at a data point
xj, called RBF center, radially symmetric about it. There are two types of
RBFs: the innitely smooth and the piecewise smooth RBFs. All innitely
smooth RBFs depend on a shape parameter ε which controls the shape of the
functions (at this point assume that is some xed non-zero real value). RBFs
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Inverse Multiquadric (IMQ) 1/
√
1 + ε2r2




Piecewise polynomial (Rn) r
n
, n odd
Thin Plate Spline (TPSn) r
n ln r, n even
Compact support (Wendland) (1− r)n+p(r), p certain polynomials, n ∈ N
from this group are C∞ (0,∞) and can provide spectral accuracy [76, 77, 90].
On the other hand, piecewise smooth RBFs leads to algebraic convergence
[8, 27, 106]. Many examples of commonly used RBFs are shown in Table 1.1,
where the variable r = ‖x− xj‖ refers to the euclidean norm. Hardy used
multiquadrics (MQ) as RBF
φ (‖x− xj‖) =
√
c2 + ‖x− xj‖2, (1.3)
which belongs to the group of innitely smooth RBFs. Notice that this
denition is equivalent to the one given in Table 1.1 changing c = 1/ε and
ignoring the scale factor ε. Many authors prefer the denition of Table 1.1
since all the RBFs become atter as the shape parameter tends to zero.




λjφ (‖x− xj‖) . (1.4)
There are two ways for determining the expansion coecients {λj}Nj=1, col-
location and least squares. In collocation, the RBF centers coincide with
the data locations so that s(xj) = fj , j = 1, . . . , N is enforced at the RBF
centers. In least squares, the number of RBF centers N is less than the num-
ber of data locations M and the system is solved in a least-squares sense.
The procedure we adopt in this thesis is collocation, for which the expansion
coecients are given by the linear system of equations
Aλ¯ = f¯ , (1.5)
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where the entries of A-matrix are
Aij = φ(||xi − xj ||), i, j = 1, . . . , N,
and the vectors λ¯ and f¯ are λ¯ = [λ1, . . . , λN ]
T
and f¯ = [f1, . . . , fN ]
T
.
In this case, moving two nodes continuously so that they end up inter-
changed results in two rows and two columns interchanged in the interpola-
tion matrix A. The sign of the determinant is unaected and therefore, it
does not imply a singularity in the system of equations. In fact, it is well
known that under some conditions for the RBF φ(r), A-matrix is non-singular
no matter how the nodes are scattered in any number of dimensions. The
rst sucient conditions were given by Schoenberg [92] in 1938. From this
result, the non-singularity is guaranteed if the RBF is such that it gives rise
to a positive denite matrix, i.e. a symmetric real-valued matrix for which
any of the following equivalent conditions hold:
1. All eigenvalues λi of A are positive.
2. c¯TAc¯ > 0, for c¯ 6= 0.
3. All leading principal minors of A are positive.






cicjφ (‖xi − xj‖) > 0.
Some common RBFs (like MQ or linear RBFs, φ(r) = r) fail to be positive
denite.
Hardy's MQ interpolation method went unnoticed until 1979, when the
mathematician Richard Franke compared various methods to solve the scat-
tered interpolation problem [45, 46]. He concluded that Hardy's MQ inter-
polation method was the best, followed by Duchon's thin plate spline (TPS)
[24]. Additionally, he conjectured that the collocation matrix of the method
was invertible and that the method was well-posed. It was Michelli in 1986
who proved this conjecture and extended Schoenberg's result so that a larger
class of functions could be considered [79]. Although MQ or linear RBFs do
not yield positive denite A-matrices, he proved that they are non-singular
with one positive and n−1 negative eigenvalues. Moreover, he also proved the
non-singularity of the interpolation matrix for a wider class of RBFs (strictly
conditionally positive denite functions) through the addition of polynomial
terms in the RBF interpolant.
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λj φ(||x− xj ||) +
M∑
i=1
βi pi(x), x ∈ Rd, (1.6)
where φ(r) is some radial function, || · || is the euclidian norm and {pk(x)}Mk=1
form a basis of the space Πdm−1 of all polynomials up to degree m− 1 in Rd.






The expansion coecients {λj}Nj=1 and {βi}Mi=1 are determined by enforc-
ing the interpolation conditions
s(xj) = fj , j = 1, . . . , N, (1.7)
and the orthogonality conditions
N∑
j=1
λjpk(xj) = 0, k = 1, . . . ,M. (1.8)













where A is the interpolation matrix from equation (1.5), P is the N ×M
matrix with entries pk(xj) for j = 1, . . . , N and k = 1, . . . ,M , O is an
M × M zero matrix, 0¯ is a zero vector of length M , λ¯ = [λ1, . . . , λN ]T ,
β¯ = [β1, . . . , βM ]
T
and f¯ = [f1, . . . , fN ]
T
.
The theorem which guarantees the solvability of the system of equations
(1.9) requires the denition of a strictly conditionally positive denite func-
tion [27].
Denition 1. A real-valued continuous even function φ is called strictly





λiλjφ (‖xi − xj‖) > 0 (1.10)
for any N pairwise distinct points {xj}Nj=1, xj ∈ Rd, and λ¯ = [λ1, . . . , λN ]T ∈
R




for any real-valued polynomial p of degree at most m− 1.
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From the above denition, A-matrix in (1.9) can be interpreted as a
positive denite matrix on the space of vectors λ¯ orthogonal to d-variate
polynomials up to degree m−1. The next theorem guarantees the solvability
of the system of equations [27]:
Theorem 1. If the real-valued even function φ is strictly conditionally pos-
itive denite of order m on Rd and the matrix P in (1.9), with entries
Pjk = pk(xj) j = 1, . . . , N, k = 1, . . . ,M,
has full column-rank, then the system of linear equations (1.9) is uniquely
solvable.
To illustrate the scope of this theorem, consider Hardy's interpolant (1.4)
for some RBF. The system of equations which determines the interpolation
coecients {λj}Nj=1 is given by (1.5). If the corresponding A-matrix is not
positive (or negative) denite, there may not be guarantee to be non-singular.
However, including some low order polynomial terms in the RBF interpolant,
extents the matrix with some additional rows and columns and makes it posi-
tive (or negative) in the constrained parameter spaces. Theorem 1 guarantees
now the non-singularity of the system of equations. For example, including a
constant will create negative denite interpolation matrices for the MQ and
linear RBFs. Including also linear terms will similarly create positive denite
interpolation matrices in the TPS and cubic RBFs φ(r) = r3 [39, 79].
In this thesis we will use RBFs which do not require polynomial augmen-
tation to assure the non-singularity of A-matrix (such as GA or MQ). In this
way, we simplify the algorithm and reduce the computational cost.
1.3 Global RBFs for solving PDEs
Kansa was the rst who proposed the use of RBF interpolants for solv-
ing PDEs in 1990 [55, 56]. In these articles, he solved problems from uid
mechanics approximating the spatial derivatives with the multiquadric in-
terpolant (1.4). The idea is to consider that the solution of the PDE is
approximated by the RBF interpolant centered at {xj}Nj=1. In this way, if L
is the spatial dierential operator, Lu can be approximated as
Lu (x) ≈ Ls (x) =
N∑
j=1
λjLφ (‖x− xj‖) . (1.11)
To determine the expansion coecients {λj}Nj=1 for a time dependent prob-
lem, collocation of the interpolation conditions (1.7) at time tk yields the
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expansion coecients
λ¯ = A−1 u¯(k), (1.12)
which is guaranteed to be non-singular from the theory of Section 1.2. Sub-
stituting (1.12) into (1.11) allows us to approximate Lu at time tk not only
at the collocation centers but at any point x in the domain.
For steady PDEs,{
Lu(x) = f(x) in Ω,
Bu(x) = g(x) on ∂Ω, (1.13)
collocation at the NB boundary nodes and the NI interior nodes (N = NI +












which determines {λj}Nj=1, where
(AB)ij = Bφ(||x− xj ||)|x=xi , i = 1, . . . , NB,
(AL)ij = Lφ(||x− xj ||)|x=xi , i = NB + 1, . . . , N,
for j = 1, . . . , N . Notice that the collocation matrix above is not symmetric.
This is the reason why Kansa's method is known as asymmetric collocation
method. Although it is extremely rare in practice, it may exist grid congu-
rations for which the rows of the asymmetric matrix (1.14) are not linearly
independent and becomes singular [52].
A variation that leads to a symmetric collocation method which is guar-
anteed to be non-singular for the appropriate choice of φ was derived by Wu
[110] and Fasshauer [25]. The idea is to modify the basis functions in the
interpolant by applying the linear operators L and B to each basis function
centered at the corresponding node point. Therefore, the basis function is




λj Bξφ(||x− ξ||)|ξ=xj +
N∑
j=NB+1
λj Lξφ(||x− ξ||)|ξ=xj . (1.15)





















= BLξφ(||x− ξ||)|x=xi,ξ=xj , j = NB + 1, . . . , N,








= LLξφ(||x− ξ||)|x=xi,ξ=xj , j = NB + 1, . . . , N,




, so that the collocation
matrix is symmetric.
As in the time-dependent case, substituting {λj}Nj=1 into the correspond-
ing RBF interpolant allows us to approximate the solution u at any point x
in the domain.
1.4 Local RBFs for solving PDEs
Global RBFmethods yields full dierentiationmatrices which requires O(N3)
oating point operations to solve the linear system of equations (1.12), (1.14)
or (1.16) and a memory cost O(N2). Therefore, the number of nodes are lim-
ited and so its applicability. Several dierent approaches have been proposed
to deal with this issue such as fast multipole methods [3, 4, 13], domain de-
composition [2, 70, 72, 112] and compactly supported RBFs [8, 26, 37].
A dierent approach was rst introduced by Tolstykh in 2000 in a con-
ference presentation [99] and published later in 2003 by Tolstykh [100] and
Shu [95]. As in classical nite dierences (FD), the idea is to approximate
Lu at xi by a linear combination of function u(x) evaluated at the n-node







where αij are the weighting coecients and σi = {σi(k)}nk=1 is a set which
contains the indices of the nodes which form the stencil {xσi(k)}nk=1. Instead
of using polynomial interpolants as in FD, the weighting coecients are ob-
tained approximating u in (1.17) by the RBF interpolant (1.4) evaluated at
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where
Akj = φ(||xσi(k) − xσi(j)||), k = 1, . . . , n, j = 1, . . . , n, (1.19)
α¯i =
[
















The collocation matrix (1.19) is equivalent in form to the one obtained in the
interpolation case from Section 1.2, which is guaranteed to be non-singular
for any node conguration whenever the RBF chosen is positive denite.
Thereby, the local RBF method, known as RBF-generated FD (RBF-FD),
is considered a natural generalization of classical nite dierences [44, 109].
It has been successfully applied to a wide range of problems including elliptic
problems [100, 109], Navier-Stokes equations [14, 87, 95], convective-diusion
[11] and pure convective PDEs [38, 40, 67].
As in FD, the order of convergence of the approximation depends on the
number of nodes per stencil. An alternative way to increase the order of the
RBF-FD approximations keeping constant the stencil size, known as RBF-
HFD, was rst proposed by Wright in [109]. Following the idea of compact
FD formulas [17, 69], Lu at xi is approximated by a linear combination of









ωij Lu|xj , (1.22)
where αij and ωij are the weighting coecients, σi = {σi(k)}nk=1 is the set
which contains the indices of the nodes which form the stencil {xσi(k)}nk=1 and
{σˆi(k)}mk=1 ⊆ {σi(k)}nk=1 is the set which contains the indices of the nodes
which expands (1.22) compactly.
To determine the weighting coecients, function u(x) in (1.22) is inter-




λk φ(||x− xk||) +
∑
k∈σˆi
λk Lξφ(||x− ξ||)|ξ=xk , (1.23)













10 Chapter 1. The RBF method
where matrix A and vectors α¯i and Lφ¯i are respectively given by (1.19),
(1.20) and (1.21), vectors ω¯i and LLξφ¯i are
ω¯i =
[








LLξφ(||x− ξ||)|x=xi, ξ=xσˆi(1) , . . . , LLξφ(||x− ξ||)|x=xi,ξ=xσˆi(m)
]T
,
and the block matrices are
(AL)jk = Lφ(||x− xσi(k)||)
∣∣
x=xσi(j)




= Lξφ(||xσi(j) − ξ||)
∣∣
ξ=xσi(k)




= LLξφ(||ξ − x||)|x=xσi(j), ξ=xσi(k) , j = 1, . . . , m, k = 1, . . . , m.





Although for the RBFs considered it is not necessary to include some low
order polynomial terms in the RBF interpolant (1.6) for the solvency of the
system of equations (1.18) or (1.24), it has the advantage of improving the
accuracy of the derivative approximations, making it exact for all polynomials







































where P is given in equation (1.9), p¯i = [p1 (xi) , . . . , pM (xi)]
T
and µ¯i is a
dummy vector related with the vector of coecients β¯ in the RBF interpolant
(1.6).
1.5 Equivalence of global and local formulations
Consider the global RBF approximation to Lu (x) from equation (1.11),
Lu (x) ≈ Ls (x) =
N∑
j=1
λjLφ (‖x− xj‖) .
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Substituting the expansion coecients {λj}Nj=1 given by (1.12) yields
Lu (x) ≈ Lφ¯ (x)A−1 u¯, (1.27)
where the row vector Lφ¯ (x) is given by
Lφ¯ (x) = [Lφ (‖x− x1‖) , . . . , Lφ (‖x− xN‖)] .














where the weighting coecients αij are the unknowns of the system of equa-
tions α¯iA = Lφ¯
∣∣
xi
. Notice that this is equivalent to the transpose of the
linear system of equations (1.18), which determines the RBF-FD weights,
but with all the nodes from the domain included in the stencil.
Therefore, both global and local approximations are constructed equiv-
alently. The only dierence resides in the number of supporting nodes per
stencil. While global RBF methods uses all the nodes N in the domain as
stencil, the local RBF method uses stencils formed by n < N nodes, usually
the n−1 closest to the stencil center, yielding sparse dierentiation matrices.
This result is general. It can be shown that global RBF approximation us-
ing Hermite RBF interpolants (1.23) leads to the system of equations (1.24)
which determines the RBF-HFD weights.
In view of this equivalence, one advantage of the global RBF method
which is overlooked with the local RBF formulation of Section 1.4 is the
possibility of evaluate Lu at a point x dierent to the stencil nodes. To
emphasize this equivalence and to exploit all the capabilities of both methods,
we formulate both together as a single method.
Given a spatial dierential operator L and a set of RBF centers {xj}Nj=1 ∈
Ω, Lu is approximated at x by a linear combination of function u evaluated
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where the weighting coecients are given by
α¯(x) = Lφ¯(x)A−1. (1.31)
In this equation, the row vector Lφ¯(x) is equal to
Lφ¯(x) = [Lφ(||x− xσ(1)||), . . . ,Lφ(||x− xσ(n)||)] , (1.32)
and A-matrix is given by
Aij = φ(||xσ(i) − xσ(j)||), (1.33)
for i = 1, . . . , n and j = 1, . . . , n.
Notice that the evaluation node x can now be dierent not only to any
of the nodes which form the stencil {xσ(j)}nj=1 but also to any of the nodes
{xj}Nj=1 which discretizes the domain. This fact makes possible to perform
node renement of the domain when solving PDE problems with both global
or local RBF methods or to interpolate a function locally, considering only
the nth-closest nodes to x.
1.6 Shape parameter and ill-conditioning
The accuracy and the stability of RBF methods depend on the number of
nodes N and the value of the shape parameter ε. It is well-known that for
the global method the rate of convergence is spectral as either ε or h go to
zero [76, 77, 90], where h is the ll distance of the node set dened as the
radius of the largest possible empty ball that can be placed among the N
nodes in the domain.
The convergence can be discussed in terms of two dierent types of ap-
proximation: stationary, where the number of nodes N is xed and the shape
parameter ε is rened towards zero, and non-stationary, where the value of
the shape parameter is xed and N is increased. However, both procedures
make the condition number of A-matrix to grow exponentially with the con-
sequent eect on the stability of the method [80, 90]. The reason is that as
εh → 0, the RBFs becomes atter and atter. As a consequence, the basis
functions become more linearly dependent and the condition number of the
A-matrix grows, together with the accuracy. This trade-o between accu-
racy and ill-conditioning is known as Schaback's uncertainty principle [90].
Figure 1.1 and Figure 1.2 show an example of the dependence of the error
and the condition number on the shape parameter for a xed N (stationary
approximation) and the dependence of the error and the condition number
1.6. Shape parameter and ill-conditioning 13



























Figure 1.1: The l2 error (left) and the condition number (right) against the
shape parameter ε when approximating the rst derivative of f = esin(pix) in
[−1, 1] using global MQ RBF with N = 41.





























Figure 1.2: The l2 error (left) and the condition number (right) against the
number of nodes N when approximating the rst derivative of f = esin(pix) in
[−1, 1] using global MQ RBF with ε = 5.
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on N for a xed ε (non-stationary approximation) when applying the global
MQ RBF method, respectively.
The problem of how to select appropriate values for the shape parameter
in interpolation and in the solution of PDEs has been of primary concern
both from the theoretical and the application points of view. Some of the
proposed techniques address the problem of how to select a single (constant)
value of the shape parameter, while others address the problem of selecting
dierent shape parameters values for each node.
For MQ interpolation problems in 2D, Hardy [50] suggested the use of
c = 0.815 d, where d is the mean distance from each point to its nearest
neighbor (d = h for equispaced nodes). On the other hand, Franke [46]
recommended c = 1.25D/
√
N , where D is the diameter of the smallest circle
containing all data points (c = 1.25
√
2h for equispaced nodes). Notice that
both strategies are similar since d ∝ D√
N
. A dierent approach was taken
by Carlson and Foley [9], who pointed out that the optimal value of c was
strongly dependent on the interpolated function and essentially independent
on the number and location of the interpolation nodes. They also presented
an algorithm that yields an eective value of c. Rippa [83] proposed a leave-
one-out algorithm to estimate the interpolation error and use it to compute
an optimal value of the shape parameter. The former approach has also been
adapted for the solution of PDEs with the global RBF method by Fasshauer
and Zhang [29] and applied by Ferreira et al [29, 33, 34]. Regarding spatially
varying shape parameters, Kansa and Carlson [57] showed through numerical
experiments that using a node dependent value of c for interpolation gives
better accuracy than a single (constant) one. The optimal value was deter-
mined by numerically minimizing the root mean square error. Kansa and
Hon [58] explored the benets of using spatially varying shape parameters
with the global RBF method. They suggested that a variable shape parame-
ter should be related to the local curvature of the solution, and proposed an
experimentally based formula to compute its value. Driscoll and Heryudono
[23] proposed an adaptive algorithm based on computing residuals on a ner
grid and using this information to remove or add nodes. The shape param-
eters were also adaptively varied by taking them proportional to the local
internode distance. Wertz et al. [107] used numerical experiments to show
that the shape parameter should be signicantly higher at boundary nodes
than at interior nodes.
Many studies [12, 53, 54] have shown that the optimal value of the shape
parameter frequently lies in a region where the interpolant is ill-conditioned
and optimal accuracy cannot be obtained. As a result, a signicant amount
of work has been carried out to address the behavior of the interpolant in the
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limit ε→ 0. Driscoll and Fornberg showed that the limiting interpolant in 1D
is the Lagrange interpolating polynomial under some conditions on the basis
function. Fornberg et al [44, 65] later showed that if a limiting interpolant
exists, it must be a multivariate polynomial. Moreover, they showed that the
divergence of the interpolant occurs only in some special cases for which the
polynomial interpolant was not unique for the given data set. An exception
is the gaussian RBF, which was proved to never diverge by Schaback [91].
The existence of a limiting interpolant shows that ill-conditioning is not
intrinsic to RBF methods, but it is due to a numerically ill-conditioned al-
gorithm. In this context, some novel algorithms haven been proposed to
circumvent ill-conditioning such as the Contour-Padeé algorithm [43], the
RBF-QR algorithm [28, 40, 42] and more recently, the RBF-GA algorithm
[41]. The rst is based on allowing ε to be complex and evaluate the in-
terpolant by a contour integral. The last two algorithms are based upon
changing the basis to one that is more suited for numerics, while staying in
the same approximation space. The main drawback of these algorithms is
their computational cost, which is lower than using high precision arithmetic
[41], but still higher than directly solving the system of equations (around
10 times higher for the quickest algorithm RBF-GA).
In the global RBF method, an alternative approach often taken in appli-
cations is to allow both N and ε to vary. As N increases, the shape parameter
is adjusted so that the condition number of the system matrix is bounded
in the range κmin ≤ κ ≤ κmax. If κmin and κmax are chosen properly, this
strategy yields a value of the shape parameter in the region for which the
system of equations is well-conditioned and the error is close to its minimum
value. Figure 1.3 shows the results of applying this strategy to the approx-
imation of the rst derivative of f = esin(pix) in [−1, 1]. Typically, the error
decreases until a value of N is reached, for which the convergence ceases and
a saturation error remains [27, 89]. On the other hand, the shape parameter
increases at a simple rate with N to maintain the desired conditioning.
In the local RBF method, a similar strategy is usually followed [38, 88].
Given a set of N nodes, the dierential operator is approximated at some
point using stencils of n nodes. As n increases, the shape parameter is also
adjusted so that the condition number of the system matrix is bounded in
the range desired. Figure 1.4 shows the dependence of the l2 error versus
the stencil size n in the approximation of the rst derivative of f = esin(pix)
in [−1, 1], where N = 101 and 1014 ≤ κ ≤ 1015. Notice that in this case,
the minimum error is reached for n ≈ 10. From there on, the convergence
ceases and a saturation error remains. Notice also from Figures 1.3 and 1.4
the equivalency of global and local RBF methods, for which the same error
16 Chapter 1. The RBF method






















Figure 1.3: The l2 error (left) and the shape parameter ε (right) against
the number of nodes N using a global MQ RBF approximation for the rst
derivative of f = esin(pix) in [−1, 1] keeping the condition number of A-matrix
bounded in the range 1014 ≤ κ ≤ 1015.
is obtained when n = N .
Besides the l2 error, it is interesting to calculate the local approximation
error at dierent x values. In this way, we analyze the dierence between
the error committed at boundary nodes and interior nodes. Table 1.2 shows
the error in the approximation of the rst derivative of f = esin(pix) at some
x-values for dierent stencil sizes n. Notice that the errors are much higher
at boundary nodes, for which the error dependence with n is similar to the l2
error shown in Figure 1.4. At interior nodes, the approximation error yields
for n ≈ 15−20 comparable results to those obtained for n = N , when global
and local methods are equivalent. Although global RBF methods converge
at an exponential rate as the shape parameter and the inter-nodal distance
between centers are rened [77], the condition number of the system matrix
also grows and the convergence ceases at a certain point. As a result, the
local RBF method is usually able to match the accuracy of the global method
with some relatively small stencil size. In two and three dimensions, stencil
sizes in the range 20 ≤ n ≤ 100 are adequate in most cases. Consequently,
the computational cost and storage requirements are much smaller while
obtaining a comparable accuracy than the global method.
1.6. Shape parameter and ill-conditioning 17













Figure 1.4: The l2 error (left) and the shape parameter ε (right) versus
the number of nodes N using a MQ RBF-FD approximation for the rst
derivative of f = esin(pix) in [−1, 1] keeping the condition number of A-matrix
bounded in the range 1014 ≤ κ ≤ 1015.
Table 1.2: Absolute errors at dierent x-values for dierent stencil sizes n
using a MQ RBF-FD approximation for the rst derivative of f = esin(pix) in
[−1, 1] with N = 101 and 1014 ≤ κ ≤ 1015.
x-value
n −1 −0.6 −0.2 0.2 0.6 1
5 6.8 · 10−5 6.1 · 10−7 2.1 · 10−6 5.2 · 10−6 2.8 · 10−5 8.1 · 10−5
8 1.6 · 10−7 1.7 · 10−7 1.5 · 10−7 4.5 · 10−7 2.6 · 10−7 8.2 · 10−6
11 2.5 · 10−5 6.5 · 10−8 1.7 · 10−7 1.4 · 10−7 1.4 · 10−7 1.3 · 10−5
15 8.5 · 10−5 6.1 · 10−8 1.6 · 10−7 7.6 · 10−8 8.3 · 10−8 8.2 · 10−5
20 1.7 · 10−4 6.1 · 10−8 2.8 · 10−8 3.7 · 10−7 4.7 · 10−7 2.7 · 10−4
25 2.9 · 10−4 5.5 · 10−8 1.3 · 10−7 1.1 · 10−7 8.2 · 10−8 3.1 · 10−4
30 3.6 · 10−4 7.1 · 10−8 3.7 · 10−8 2.6 · 10−7 2.5 · 10−7 3.6 · 10−4
40 4.7 · 10−4 5.6 · 10−8 8.8 · 10−9 1.5 · 10−7 1.1 · 10−7 3.3 · 10−4
50 5.0 · 10−4 5.8 · 10−8 1.5 · 10−8 6.2 · 10−8 3.9 · 10−8 3.1 · 10−4





It is well known that the local RBF method lacks the spectral accuracy
of the global method. However, the exact dependence of the error with
the inter-nodal distance h, shape parameter c and stencil size n was un-
known. We mention, though, that Ding et.al. [20] carried out numerical
experiments using Poisson's equation on an equispaced grid to experimen-
tally determine these dependencies. They found for the multiquadric an
error estimate O((h/c)k), where k is a constant dependent on the stencil size
(k ≈ 1.9 for 6 ≤ n ≤ 9, n ≈ 3.6 for 9 < n ≤ 27, n ≈ 4.9 for 27 < n ≤ 34).
The purpose of this chapter is to ll up this gap by analyzing the exact
convergence properties of RBF-FD formulas. As in [20], we use multiquadrics
as RBFs, where c is the shape parameter using Hardy's notation (1.3). The
analysis will be extended for gaussians (GA) in Appendix A. Following the
theory of Section 1.4, we consider RBF-FD formulas for rst and second order
derivatives in 1D (Sections 2.2 and 2.3) and for the Laplacian in 2D (Section
2.4), using equispaced nodes in all cases. We use Taylor series expansions in
the limit c h to derive closed form expressions of the weighting coecients
and calculate for each stencil size n the corresponding local truncation errors
of the approximations as function of h and c. These formulas allow us to
establish the convergence properties of the method and derive analytical
expressions for the optimal value of the shape parameter (Section 2.5). In
Section 2.6 the results are extended to the case of non-equispaced nodes. The
main conclusions of this chapter are nally summarized in Section 2.7.
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2.2 First Derivative
Consider an RBF-FD approximation (1.17) to the rst derivative using three
equispaced nodes, i.e.
uˆ′(x0) = α−1 u(x0 − h) + α0 u(x0) + α+1 u(x0 + h). (2.1)




−(n− 1)/2, . . . , (n− 1)/2 n odd
−n/2, . . . , n/2− 1 n even .
Notice that in both cases the label for the stencil center is 0.
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α1 = −α−1 = − h√
c2 + h2
(
c−√c2 + 4h2) .
In the limit c h,










, α0 = 0 , (2.3)
which coincides with the standard central dierence approximation to the
rst derivative with a correction term of order h/c2.
Including additional nodes simply leads to larger linear systems to deter-
mine the coecients of the RBF-FD formulas for the rst derivatives. Using
a symbolic language (such as Mathematica or Maple) it is possible to derive
the exact formulas for the coecients. Nevertheless, the formula for six nodes
computed with Mathematica is 45 pages long. In these cases it is useful to
compute the Taylor series expression when c  h. Some results are shown
in Table 2.1.
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It is interesting to compute the local truncation errors resulting from
these formulas. For instance, in the case above, introducing the values of the
coecients given by (2.3) into (2.1), and expanding u(x0 + h) and u(x0− h)
around x0 results in


















2 h u′(x0) +
h3
3






















which is second order in h, like the standard central dierence formula, with
a correction term of order (h/c)2. The next term in the series expansion is
fourth order in h and a polynomial of second order in 1/c2. We use the nota-
tion O (hm Pn(1/c






, where ai are constants which depend on the derivatives
and values of the particular function at x0.
We can check these results numerically by computing the error in approx-
imating the rst derivative of u = exp (−x2) at x = 1. Figure 2.1 shows the
error as a function of c/h (left) and as a function of h (right). Both gures
show that the numerical results (solid lines) closely agree with equation (2.4)
(dot-dashed lines) until a critical value of c/h is reached (c/h ≈ 5000) when
the linear system (2.2) becomes ill conditioned and rounding errors deterio-
rate the accuracy of the solution. For small values of c/h, the contribution of
the second term in (2.4),
h2
2 c2
u′(x0), is dominant and the error shown in the
left side of Figure 2.1 decreases as (1/c)2. For large values of c/h, the con-
tribution of the rst term,
h2
6
u′′′(x0), is dominant and the error approaches
a constant value. In the case of the error dependence with h, shown in the
right side of the gure, the rst term is dominant throughout.
Notice that the shape parameter cmakes possible to minimize the approx-
imation error given by equation (2.4). In fact, for this simple case the error
is zero to leading order for c2 = −3 u′(x0) / u′′′(x0). If u′(x0) and u′′′(x0)
have opposite signs then c2 is positive and there is a real positive value of c
for which the error is zero (see Section 2.5).
We can repeat the same procedure for the case n = 4. After some algebra,
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Figure 2.1: Error in approximation of rst derivative with RBF-FD formula
for three equispaced nodes. u(x) = exp (−x2), x = 1. Left: c/h dependence
for h = 0.01. Right: h dependence for c = 10. Dashed line equation (2.4).




















Figure 2.2 shows the error in the approximation of the rst derivative of
u = exp (−x2) at x = 1 using the RBF-FD formula for four equispaced nodes
and compares it to the error given by equation (2.5). As was the case with
three nodes, there is a critical value of the shape parameter c above which the
system becomes ill conditioned leading to high errors. Notice also that for
small values of c/h the contribution of the second term,
3 h3
4 c4
, is dominant and
the error shown in the left side of Figure 2.2 decreases as (1/c)4. For large
values of c/h the contribution of the rst term,
h3
12
u(IV )(x0), is dominant
and the error approaches a constant value. There is an intermediate region
around c/h ≈ 102, where the three terms are comparable.
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Figure 2.2: Error in approximation of rst derivative with RBF-FD formula
with four equispaced nodes. u(x) = exp (−x2), x = 1. Left: c/h dependence
for h = 0.01. Right: h dependence for c = 10. Dashed line equation (2.5).
Thus, the errors of the RBF-FD formulas which approximate the rst
derivative with n nodes can be written to leading order as
τn(x0) = h
n−1 P(n+k−1)/2(1/c2) (2.6)








where Am are constants which depend on n. For the smaller values of c/h
the error behaves as
τn(x0) =
{
O(h/c)n−1 u′(x0) if n odd
O(hn−1/cn) u(x0) if n even
, (2.7)
while for large values of c/h it approaches a value independent of c. This
value coincides with the corresponding standard nite dierence error. For
intermediate values of c/h some of the other terms might become dominant,
depending on the particular function u and the value of h used (see for
instance Figure 2.3).
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2.3 Second Derivative
Analogously, we derive the RBF-FD approximation to the second derivative
using three equispaced nodes. In this case
d2u
dx2
(x0) = α−1 u(x0 − h) + α0 u(x0) + α1 u(x0 + h) . (2.8)
Similar to Section 2.2, equation (2.8) is imposed to be exact for MQ centered











































In the limit c  h,






















which again coincides with the standard central dierence approximation to
the second derivative with a correction term of order 1/c2. Table 2.2 shows
the corresponding RBF-FD weights for other values of n.
Introducing the values of the coecients given by (2.10) into (2.8), and
















where the terms neglected are of order O (h4P3(1/c
2)). The same error de-
pendence to leading order is obtained for n = 4. The local truncation error
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Figure 2.3: Error in approximation of second derivative with RBF-FD for-
mula with ve equispaced nodes. Left: c/h dependence for h = 0.04. Right:
h dependence for c = 0.1. Dot-dashed line equation (2.12). Dashed lines:
each of the terms in equation (2.12).
where the terms neglected are of order O (h6P4(1/c
2)). The same dependence
to leading order is obtained for n = 6.
As an example, Figure 2.3 shows the error in the approximation of the
second derivative of u = exp (−x2) at x = 1 using the RBF-FD formula for
ve equispaced nodes and compares it to the error given by equation (2.12).
Again, the error predicted by the equation (dot-dashed lines) closely agrees
with the actual numerical error (solid lines) until a critical value of the shape
parameter is reached above which the system becomes ill-conditioned. Also
shown in the left side of the gure (thin dashed lines), are the contributions
of each one of the four terms appearing in equation (2.12) to the total error
τ5(x0). For the smaller values of c/h the contribution of the last term is
dominant and, therefore, the error decreases as (1/c)6. For larger values
of c/h the contribution of the rst term is dominant and, therefore, τ5(x0)
approaches a constant (this is not observed in the numerical results because
those large values of c/h lie in the ill- conditioned region). For intermediate
values of c/h, there is a region where the second term is dominant and the
error decreases as (1/c)2.
In general, the errors of the RBF-FD formulas which approximate the























Figure 2.4: Order of nodes in 2-D equispaced stencil.








where Am are constants which depend on n.
2.4 Two-dimensional RBF-FD Formulas
In this section we use the same procedure of the previous Section to derive
RBF-FD formulas for the Laplacian. We compute the limit of these formulas
for c h, and perform a Taylor expansion of the error in powers of h.
2.4.1 Laplacian
To compute the errors for the RBF-FD formulas of the Laplacian we can
proceed as in the previous section by computing the exact values of the coef-
cients with a symbolic program (Mathematica) and by using these values to
perform a Taylor series expansion for the corresponding errors. We take the
nodes from a regular, equispaced grid, following the same order convention
used in reference [109] which is shown in Figure 2.4.
For instance, in the case of the RBF-FD formula for ve nodes, the coef-
cients in the limit c h are



























, i = 2, . . . , 5 ,
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where the terms neglected are of order O (h4 P3(1/c
2)). For the six nodes
approximation, the RBF-FD coecients are



















































obtained in the ve nodes approximation. This results in a small change of
the error, so that









































In this case, it also results in a small change of the error such that






1u(m,n) denotes the partial derivative of function u with respect to x, m times and
respect to y, n times
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For n = 9 the symmetry is restored, being the coecients symmetrical


















































where the terms neglected are of order O (h4 P3(1/c
2)).
For n > 9 the computational requirements to obtain closed form solutions
for the coecients and for the error using Mathematica are too high. How-
ever, it is possible to derive numerically the dependence of the error with h,
c and with the partial derivatives of the function by choosing appropriately
the function to approximate. For instance, to determine the coecient of
u(1,2) in the Laplacian with n nodes, one can use the corresponding RBF-FD
formula to compute numerically the Laplacian of u(x) = x y2 at x1 = (0, 0)
for dierent values of h and c. Fitting the results to a power dependence
with h and c determines the exact form of the coecient of u(1,2). In this
way, we derive formulas for the error for any number of nodes n. The most
interesting result is for n = 13 since the symmetries with respect to x and y
























For c  h, the general behavior of the error dependence of the n nodes




where s is the smallest even number that satises
(s− 1)2 + 4 ≤ n ≤ (s+ 1)2 + 3
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where Am,r are constants which depend on n.
2.4.2 Numerical experiments
In this Section we carry out numerical experiments to compute the error of
the RBF-FD formulas for the Laplacian, and use them to check the analytical
results derived in the previous section. As a rst experiment we use the same
functions analyzed in reference [20]. Figure 2.5 shows the dependence of the
relative error versus the number nodes for the case c = 0.2 and h1 = 0.025
(left side) and h2 = 0.01 (right side) (h1 and c are the parameters chosen in











































u3 = sin (pi x) sin (pi y) ,
u4 = x
2 + y2 .
For clarity of the gure we do not include the results of the analytical expres-
sions of the error from the sections above, but it should be remarked that
they closely agree with the numerical results. Notice the existence of plateaus
where the errors are approximately constant separated by transition regions
where the errors decrease rapidly. This is the same behavior shown in Figure
5 of reference [20], although both results are not identical. In fact, Figure
2.5 shows the relative local truncation error in approximating the Laplacian
with RBF-FD formulas at a specic location x0, while Figure 5 of reference
[20] shows the innity norm of the relative global error in the solution of
Poisson equation with the local RBF method. However, both should behave
similarly as it is stated in Section 3.2.
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Figure 2.5: Relative error in the approximation of the Laplacian with RBF-
FD formula as a function of the number of nodes n. x0 = (0.1, 0.2), c = 0.2.
Left; h = 0.025. Right; h = 0.01.
The behavior observed in Figure 2.5 can be better understood by consid-
ering the error dependence with h shown in Figure 2.6 for function u1. The
lines in blue intersect the errors of function u1 at h1 = 0.025 and h2 = 0.01.
The intersections are marked with squares and correspond with those of Fig-
ure 2.5. This gure is similar to Figure 7 of reference [20], and shows very
similar behavior. Notice that if h  c, the error is O(h2) for n = 5 − 12,
O(h4) for n = 13− 28 and O(h6) for n = 29− 33. This is the expected error
dependence according to equation (2.17). If h = O(c) terms of higher order
in h which are neglected in equation (2.17) become important and introduce
a correction in the results. This is the reason why plateaus in Figure 2.5
are much more constant for h2 (right) than for h1 (left). y axes and the
correction is even greater.
Finally, to analyze the dependence of the error with shape parameter c,
we consider the function












cos (2 pi y) sin (pi x) , (2.18)
which was used by Wright and Fornberg [109] in their analysis of the solution
of elliptic PDEs with RBF-FD and RBF-HFD formulas. Figure 2.7 shows
the error as a function of c for dierent values of h. It shows a very similar
behavior to Figure 2 of reference [109], where the innity norm of the global
error in the solution of Poisson equation is computed. As before, it should be
remarked that both results should not be identical since Figure 2.7 shows the
local truncation error in approximating the Laplacian at a specic location













Figure 2.6: Relative error in the approximation of the Laplacian of function
u1 with RBF-FD formula as a function of h. x0 = (0.1, 0.2), c = 0.2.
n = 5−12 dotted lines, n = 13−28 dot-dashed lines, n = 29−33 solid lines.
Figure 2.7: Error in approximation of Laplacian at x0 = (0, 0) with n = 5
RBF-FD formula as a function of the inverse of the shape parameter 1/c.
From top to bottom, h = 0.2, h = 0.1, h = 0.05, h = 0.02, h = 0.01,
h = 0.005. •, numerical results. ◦, equation (2.14).
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x0, while Figure 2 of reference [109] shows the innity norm of the global error
in the solution of Poisson equation. Notice that there is a value of the shape
parameter for which the error is minimum. This value is approximately
constant except for large values of h. Notice also that for c large and h
small the resulting linear system becomes ill-conditioned and rounding error
deteriorates the accuracy of the solution.
2.5 Optimal Shape Parameter
Several observations regarding the dependence of the error of the RBF-FD
formulas with respect to shape parameter c are readily apparent from Figures
2.1 to 2.3 and 2.7:
• The error decreases with increasing c as some power which depends on
the value of c/h.
• For large values of c, the conventional nite dierence formulas are re-
covered as it was shown in [22, 44], and the error approaches a constant
value which is the error of conventional nite dierences.
• There is a range of values of c for which the error of the RBF-FD
formulas is smaller than the error of conventional nite dierences.
• There is an optimal value of the shape parameter for which the error
is minimum.
Notice also that the optimal c∗ is either a value for which dτn/dc is zero
(Figure 2.2) or a value at which τn = 0 (Figures 2.1, 2.3 and 2.7).
Since we have derived closed form expressions for the error of RBF-FD
formulas, it is possible to compute in each case the optimal shape parameter
c∗ provided that the value of the function and its derivatives are known.







where am are constants which depend on the derivatives and values of the
particular function at x0. Denoting z = 1 / c
2
, the optimal shape parameter
is obtained from the positive real roots of the polynomials
a1 + 2 a2 z + . . . + M aM z
M−1 = 0 , (2.20)
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which implies dτn/dc = 0, or
a0 + a1 z + a2 z
2 + . . . + aM z
M = 0 , (2.21)
which implies τn = 0. Solution of these two polynomials results in 2M −
1 roots for z = 1/c2. It is important to remark that the optimal shape
parameter c∗ only depends on the value of the function and its derivatives at
the node. Therefore, to rst order, it is independent of the mesh size h. For
larger values of h there is a correction term of order O(h).
For instance, let us consider the RBF-FD approximation of the second
derivative of u = exp (−x2) at x = 1 with ve equispaced nodes, which is
shown in Figure 2.3. The coecients of the polynomials are given by (2.12),
so that
a0 = − 190u(V I)(x0), a1 = −3742u(IV )(x0),
a2 = −8514u′′(x0), a3 = 5514u(x0).
In this case, the two roots of the rst polynomial (2.20) are complex (≈
1.03± 0.658 i), and the three roots of the second polynomial (2.21) are two
complex (≈ 1.482 ± 1.383 i) and one real, z ≈ 0.1266. Thus, the optimal
shape parameter is c∗ ≈ 1/√0.1266 ≈ 2.81, which is shown as a vertical
dash-dotted line in Figure 2.3. The optimal shape parameters for the rst
derivative using three and four nodes can be analogously computed (c∗ ≈
1.2247 and c∗ ≈ 0.8666, respectively) and are also shown with vertical lines
in Figures 2.1 and 2.2.

















a2 = − 76u(x0).














(0,2)(x0) and d4 = u
(4,0)(x0) + u
(0,4)(x0).
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Figure 2.8: Error in approximation of Laplacian at x0 = (0, 0) with n = 9
RBF-FD formula as a function of the inverse of the shape parameter 1/c.
h = 0.1. •; numerical results. ◦; equation(2.15).
Thus, for the ve nodes RBF-FD approximation to the Laplacian of function
(2.18) at x0 = (0, 0),
a0 ≈ − 5.9835, a1 ≈ 2.2984 , and a2 = 0.
Solution of equation (2.21) gives z = − a0/a1 ≈ 3.1239, and the optimal
shape parameter is 1/c∗ ≈ 1.7675, which is shown in Figure 2.7.
As a last example we consider the function
u(x) =
25
25 + (x − 0.2)2 + 2 y2 , (2.24)
which is the solution of the problem described in Section 5.2 of reference
[109]. Figure 2.8 shows the error in approximation of the Laplacian with
the nine nodes RBF-FD formula as a function of the inverse of the shape
parameter. This dependence is very similar to that observed in Figure 4
of reference [109]. Also shown is the optimal value of the shape parameter
which, using equation (2.15), results in 1/c∗ ≈ 0.2617.
The problem of how to select appropriate values for the shape parameter
has been of primary concern both from the theoretical and from the appli-
cations point of view. For the global RBF method [55, 56], it has been often
assumed that the value of the shape parameter c should vary linearly with
node spacing h. For instance, for interpolation problems, Hardy [50] suggests
the use of c = 0.815 d, where d is the average distance to the nearest neighbor
(d = h for equispaced nodes). Franke [46] on the other hand recommends
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c = 1.25D/
√
N , where D is the diameter of the smallest circle containing all
data points (c = 1.25
√
2h for equispaced nodes). Other authors proposed
techniques to select good values of the shape parameter [9, 65, 83]. With re-
gards to the solution of PDEs, the work of Huang et.al. [53] using arbitrary
precision computations, is of particular relevance. From their numerical re-
sults they derive a formula for the error dependence on shape parameter c
and nodal spacing h. From this formula they obtain the optimal value of the
shape parameter that minimizes the error; c = − log λ/(3 a h), where a and
λ are constants that depend of the problem.
However, our results show that the value of c is independent of h to leading
order. Nevertheless, it should be pointed out that, in practical applications,
the node density is often increased (h decreased) in regions where the solution
varies rapidly. In these boundary layer type regions, the solution varies in
small characteristic lengths (l  L). Thus, d2 = O(L/l)2, d4 = O(L/l)4 and,
therefore, from (2.22)-(2.23) the optimal shape parameter is c∗ = O(l/L).
In those regions, therefore, the shape parameter should be taken small not
because h is small, but because the solution varies rapidly.
2.6 Unstructured nodes
In this Section we extend our results to the relevant case of unstructured
nodes. For instance, in the case of three non-equispaced nodes {x0−h, x0, x0+
λh}, the coecients of the RBF-FD formula for the rst derivative in the
limit c h are












































which coincides with the standard 3-node nite dierence approximation to
the rst derivative with a correction term of order O (h2/c2). Also notice
that for λ = 1 we recover the results of equation (2.3). The corresponding




u′′′(x0) + λ h
2
2 c2
u′(x0) + λ (λ − 1) h324 u(IV )(x0)+
+ λ (λ − 1) h3
8 c4
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Figure 2.9: Error in approximation of rst derivative with RBF-FD formula
for three non-equispaced nodes as a function of c/h. u(x) = exp (−x2),
x = 1, h = 0.01.
which coincides with equation (2.4) for λ = 1. Similarly, for n = 4 nodes
{x0 − h, x0, x0 + λ1h, x0 + (λ1 + λ2)h} the error is
τ4(x0) = −λ1 (λ1 + λ2) h
3
24














which coincides with equation (2.5) for λ1 = 1, λ2 = 1.
Figure 2.9 shows the error as a function of c/h in the approximation
of the rst derivative with RBF-FD formula corresponding to three non-
equispaced nodes. The results correspond to the numerical solution. The
analytical results corresponding to equation (2.25) are not shown for clarity
of the gure but they coincide with the numerical results. It can be observed
that for large values of c/h the error of standard nite dierence formulas
is recovered. For smaller values of c/h the error decreases as (h/c)2. Notice
also that the optimal value of the shape parameter is independent of λ. This
is to be expected since all the terms of order h2 in equation (2.25) contain
the factor λ, and therefore this factor disappears when equating the error to
zero. Similarly, the optimal value of the shape parameter in the case of four
non-equispaced nodes is also independent of λ since all the tems of order h3
in equation (2.26) contain the factor λ1 (λ1 + λ2).
In the case of the second derivative, the coecients of the RBF-FD for-
mula in the limit c h using three non-equispaced nodes {x0−h, x0, x0+λh}

















α0 = − 2
h2λ
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h u′′′(x0) + (λ − 1) hc2 u′(x0)+






u′′(x0) + [λ (λ − 5) + 1] h24 c4 u(x0) + O (h3 P2(1/c2)) .
(2.27)
This formula coincide with equation (2.11) when λ = 1. Notice that if λ 6= 1
the dependence of the error with h is only rst order. Notice also that, to
rst order, the optimal value of the shape parameter, c∗, is independent of
λ since all the terms of order h in equation (2.27) contain the same factor
(λ− 1).
Similar formulas can be derived for approximating the rst and second
derivatives with more nodes. For instance, the 4-node RBF-FD approxima-
tion to the second derivative using nodes {x0−h, x0, x0+λ1h, x0+(λ1+λ2)h}
is







u′′(x0) − 3 h24 c4 u(x0)
]
,
where the terms neglected are of order O (h3 P2(1/c
2)). As in previous cases
the value of c∗ is independent of the location of the nodes and of the local
distance h. In 1D this result is general.
However, in 2D the value of c∗ to leading order depends on the location of
the nodes in the stencil but not on the nodal distance h. Consider for instance
the equispaced 5-node stencil approximation of the Laplacian, in which we
move the location of one node. Thus, the coordinates of the ve nodes are
{(x0, y0), (x0, y0 + λ h), (x0 + h, y0), (x0, y0− h), (x0− h, y0)}. Figure 2.10
shows the value of c∗ as a function of λ corresponding to the Laplacian of
function (2.18). For λ = 1, the value of c∗ for equispaced nodes is recovered
(c∗ ≈ 0.5658). For other values of λ the value of c∗ varies continuously.
Notice that when c∗  h, the value of c∗ is independent of h. For c∗ = O(h)
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Figure 2.10: Optimal value of the shape parameter in the approximation of
the Laplacian of function (2.18) at x0 = (0, 0) with n = 5 non-equispaced
RBF-FD formula.
there are corrections of higher order that come into play. In the case of fully
arbitrary nodes the analysis is more complex but can be carried out in the
same manner described in Section 2.4.
To understand the relationship between standard nite dierences and
RBF-FD formulas, consider the function value at a node xi expressed by a
Taylor expansion
u(xi) = u(x0) + ∇u(x1) · x¯i + 1
2
∇2u(x0) : (x¯i · x¯Ti ) + ei ,
where x¯i = xi − x0, and ei is the error in the expansion. Here, we have de-

































This FD formula approximates the Laplacian to rst order exactly for con-







αi x¯i = 0,
n∑
i=2
(x¯i · x¯Ti )αi = 2 I . (2.28)
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These are a total of 6 conditions which have to be satised for the approxi-




1 1 1 . . . 1
0 x¯2 x¯3 . . . x¯n
0 y¯2 y¯3 . . . y¯n
0 x¯2y¯2 x¯3y¯3 . . . x¯ny¯n
0 x¯22 x¯
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Thus, if six nodes are used in the stencil and the matrix has full rank,
there is a unique set of coecients αi that satisfy the constraints (2.28). If
n < 6 there is no solution and if n > 6 there are innitely many solutions.
In this case, a unique set of coecients can be derived, for instance, by
the generalized nite dierence method (GFDM) [73] or by moving least
squares methods [62]. If Taylor series is carried out until next order and
the FD formula is required to be exact also for cubic functions, then four
additional constraints have to be satised (corresponding to the coecients
of u(3,0), u(0,3), u(2,1), u(1,2)). Thus, a unique solution will exist for n = 10.
In general, if the system is full rank a unique solution of order p exists for
n = (p + 2) (p+ 3) / 2 (so called triangle numbers).
With RBF-FD this limitation does not exist. In fact, adding a new node
to an existing stencil also adds the corresponding RBF to the basis of the
functional space. Therefore the matrix associated to system (1.18) is always
square and, provided it is of full rank, it has a unique solution. For values of
n for which the standard nite dierence formulation has a unique solution,
the coecients of RBF-FD in the limit c→∞ are identical to the coecients
of standard nite dierences. Thus, the order of RBF-FD formulas coincide
with the order of the corresponding nite dierence formulas (order 1 for
6 ≤ n ≤ 9, order 2 for 10 ≤ n ≤ 14, order 3 for 15 ≤ n ≤ 20, . . . ).
Consider, for instance, the case of 6 nodes. Following the same procedure





(3,0)(x0) + A0,1 u
(2,1)(x0)+
+A0,2 u








(1,0)(x0) + A1,1 u
(0,1)(x0)
]
+ O (h2 P2(1/c
2)) ,
(2.29)
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Figure 2.11: Approximation error for Laplacian of function (2.18) at
x0 = (0, 0) with n = 6 non-equispaced RBF-FD formula. x [(0, 0),
(−1.17h, 0.72h), (−0.82h,−1.21h), (0.4h,−0.5h), (1.16h, 0.28h), (0, 1.19h)].
Left: dependence with c/h (h = 0.01). Right: dependence with h (c = 2).
Solid line; numerical results. Dot-dashed line: equation (2.29). Dashed line:
nite dierences. Dotted line: optimal value c∗.
where the coecients Ai,j are constants which can be computed for a given
node distribution. Notice that the error is of order h, like with standard
nite dierences. The coecients A0,i satisfy the compatibility constraints
(2.28) and therefore coincide with the coecients of the standard 6-node FD
formula.
Figure 2.11 compares the analytical approximation of the error given by
equation (2.29) (dot-dashed line) with the actual numerical error (solid line)
for a specic node distribution shown in the right side of the gure. Similarly
to what was observed for the case of equispaced nodes (Figure 2.7) there is
an optimal value of the shape parameter (c∗ ≈ 0.1754) for which the error
becomes zero. This value is shown by a dotted line in the left side of the
gure. To the left of that minimum the error decreases as c−2 and to the
right of that minimum it approaches the error corresponding to standard
nite dierences. As before, the value of c∗ is simply obtained by equating
to zero equation (2.29).
The right side of Figure 2.11 compares the dependence of the error with
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h given by equation (2.29) to the numerically computed dependence. To
obtain the numerical dependence with h we use the same distribution shown
in the inset of the gure but vary its scale with h. Both results are in
good agreement until the onset of ill-conditioning and show that the error
reduction is O(h).
Similar results can be obtained for any value of n. In fact, it is possible
to derive a general formula for the error in approximating the Laplacian with
n non-equispaced nodes in the limit c h. This formula is the analogous of
equation (2.17) for unstructured grids;
τn(x0) = h
s P(s−k)/2+1(1/c2), (2.30)
where k = 0 if p even and k = 1 if p odd, and
(s+ 2)(s+ 3)
2
≤ n ≤ (s+ 3)(s+ 4)
2
.










Equation (2.30) has the same form than equation (2.19) and, therefore, the
procedure described in Section 2.5 for computing the optimal value of the
shape parameter is also applicable to the case of non-equispaced nodes.
2.7 Conclusions
We have derived series solutions in powers of the shape parameter c, and
nodal distance h, for the local truncation error in approximating dierential
operators with RBF-FD formulas. The main conclusions of this chapter are
the following:
• RBF-FD formulas approach conventional nite dierence formulas in
the limit of innitely at basis functions (c h).
• For each formula, there is a range of values of the shape parameter
for which RBF-FD formulas are signicantly more accurate than the
corresponding conventional nite dierence formulas.
• In the case of equispaced nodes, Ding et.al. [20] concluded that the




, with k ≈ 1.9 for
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6 ≤ n ≤ 9, k ≈ 3.6 for 9 < n ≤ 27, k ≈ 4.9 for 27 < n ≤ 34. However,
we nd that τn = O (h
sPk(1/c
2)), where s depends on the number of
nodes n and Pk(1/c
2) is a polynomial or order k.
• For equispaced nodes; s = 2 for 5 ≤ n ≤ 12, s = 4 for 13 ≤ n ≤ 28,
and s = 6 for 29 ≤ n ≤ 52, . . . .
• For non-equispaced nodes; s = 1 for 6 ≤ n ≤ 9, s = 2 for 10 ≤ n ≤ 14,
s = 3 for 15 ≤ n ≤ 20, . . . .
• There are specic values of n for which the error is signicantly smaller
than the error for n − 1. These values should be used in practical
applications. For equispaced nodes; n = (s − 1)2 + 4, where the order
s is any even number. For non-equispaced nodes; n = (s+ 2) (s+ 3) / 2
where the order s is any integer.
• For each RBF-FD formula there is an optimal value of the shape pa-
rameter c∗ for which the error is minimum. To leading order, this value
is independent of h and only depends on the value of the function and
its derivatives at the node.
Chapter 3
Optimal constant shape
parameter for multiquadric based
RBF-FD method
3.1 Outline
The development of RBF-FD error formulas carried out in the previous chap-
ter reveals the exact dependence of the optimal shape parameter on the value
of the function and its derivatives at the node. Based on these formulas, we
present in this chapter a novel technique which allow us to select the value
of the shape parameter in order to minimize the error of the approximation
to the solution of a PDE. We show that the accuracy of the solution can be
improved one or two orders of magnitude with respect to nite dierences
if one selects the right value of the shape parameter. The technique is de-
veloped for MQ as RBFs, but it is readily applicable to any other innitely
smooth RBF such as gaussians (Appendix A).
The chapter is organized as follows. In Section 3.2, we describe how to
compute the optimal constant shape parameter using the RBF-FD method.
In Section 3.3, we describe in detail the resulting numerical algorithm. Sec-
tion 3.4 includes several examples in 1D and 2D using both structured and
unstructured nodes. Finally, in Section 3.5 we summarize the main results
of this chapter.
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3.2 Optimal Constant Shape Parameter
Consider the Dirichlet problem in a bounded domain Ω ⊂ Rd{
Lu(x) = f(x), in Ω
u(x) = g(x), on ∂Ω
(3.1)
where L is a dierential operator and f(x) and g(x) are real functions. Let
the domain Ω be discretized using N scattered nodes (NI interior nodes and
N −NI boundary nodes). Following the procedure described in Section 1.4,
we approximate Lu at a node xi by a linear combination of the values of the
unknown function u at n scattered nodes surrounding xi, which constitute
its stencil. Thus, equation (3.1) can be written at xi as
n∑
j=1
αij(c)u(xj) = f(xi) + τn(xi ; c), 1 ≤ i ≤ NI , (3.2)
where τn(xi ; c) is the local truncation error resulting from the approximation.
In matrix form, these equations are written as
A(c)u = f + τ (c) , (3.3)
where A(c) is a NI × NI sparse matrix whose entries are the weighting co-
ecients αij(c), u is the row vector of exact solutions at the interior nodes,
and τ (c) is a row vector formed by the local truncation errors τn(xi ; c) at
these nodes.
The RBF-FD approximation uˆ to the exact solution u is
uˆ(c) = A−1(c)f , (3.4)
so that the global RBF-FD error is given by
E(c) ≡ u − uˆ(c) = A−1(c) τ (c). (3.5)
Taking the norm of the error gives
‖E(c)‖ = ∥∥A−1(c) τ (c)∥∥ ≤ ∥∥A−1(c)∥∥ ‖τ (c)‖ . (3.6)
From the results of Chapter 2 and Appendix A we already know that ‖τ (c)‖ =
O (hnPk(1/c
2)). The global RBF-FD error ‖E(c)‖ preserves the convergence
of ‖τ (c)‖ and goes to zero at least as fast if ‖A−1(c)‖ is bounded by a constant
K independent of h and c as h/c→ 0, i.e.
‖E(c)‖ ≤ K ‖τ (c)‖ . (3.7)
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Since the RBF-FD method is equivalent to FD in the limit c→∞, ‖A−1(c)‖
is guaranteed to be bounded in that limit. In the following sections, we will
see through numerical examples that this result holds for c  h in all the
cases considered.
At this point, the problem of nding the optimal shape parameter can be
stated as the problem of nding the value of the shape parameter c which
minimizes (3.6) in a certain norm. Thus, we dene the optimal constant
shape parameter as the value c∗ such that
‖E(c∗)‖∞ = minc ‖E(c)‖∞ = minc
∥∥A−1(c) τ (c)∥∥ . (3.8)
The local truncation error τ (c) derived in Chapter 2 are written as series
expansions in powers of h (the inter-nodal distance), which are valid for
c h. The coecients of these formulas depend on c, h, and on the value of
the exact solution and its derivatives. Therefore, it is apparent that in real
problems the value c∗ can not be computed directly from (3.8) because the
exact solution and its derivatives are not known.
However, as we will show later, it can be estimated using an approxima-
tion u˜ to the exact solution u without losing accuracy to leading order. In
this work, we use nite dierences to compute u˜ with both structured or
unstructured grids.
Therefore, we look for an approximate value c˜∗ to the optimal shape




∥∥A−1(c) τ˜ (c)∥∥∞ , (3.9)
where τ˜ (c) is the estimated local truncation error.
3.3 Numerical algorithm
For a given problem (3.1), the numerical algorithm which implements the
optimal constant shape parameter is as follows:
1. For each interior node xi determine a stencil of n surrounding nodes.
2. Use nite dierences to compute an approximate solution u˜(xi).
3. Find the value c˜∗ which minimizes ||A−1(c) τ˜ (c)||∞. At each iteration:
• Use (1.18) to compute numerically the RBF-FD coecients αij(c),
and therefore matrix A(c).
48 Chapter 3. Optimal constant shape parameter
• Use the nite dierence solution u˜(xi) computed in step 2 and
the analytical formulas derived in Chapter 2 to estimate the local
approximation error τn(xi ; c) at each node, and therefore τ˜ (c) =
[τ˜ (x1 ; c), τ˜(x2 ; c), . . . , τ˜(xNI ; c)]
T
.
4. Compute the optimal RBF-FD approximate solution uˆ(c˜∗) = A−1(c˜∗) f .
In step 3 we have used MATLAB command fminsearch which nds the
minimum of a nonlinear function using the Nelder-Mead Simplex method.
From the point of view of computational cost, the algorithm requires the
solution of two NI×NI sparse linear systems (steps 2 and 4), and the solution
ofNI dense systems of n×n unknowns at each iteration of step 3. The typical
number of iterations required is 15.
A possibility to try to improve the accuracy of c˜∗ is to use an iterative
procedure: once an approximate value of c˜∗ is computed in step (4) and
therefore a better approximation uˆ(c˜∗) to the exact solution, go back to step
(3) to compute a rened value of c˜∗.
3.4 Example problems
In this section we will apply the numerical algorithm just described to the
solution of some example problems in 1D and 2D, using both structured
and non structured nodes. We will also apply the technique to several prob-
lems that have been solved in the past with the RBF-FD method. We will
show that using the optimal constant value of the shape parameter leads to
signicant improvements in accuracy.
3.4.1 One dimensional boundary value problem
Consider the following problem

uxx = f(x), 0 < x < 1













Let us discretize the domain in (3.10) using N structured nodes and let's use
a three nodes {x− h, x, x+ h} central dierence scheme to approximate the
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Table 3.1: Optimal shape parameters and the corresponding errors for prob-
lem (3.10) with structured nodes.
N = 21 N = 41 N = 61 N = 81
||EF D||∞ 4.181 · 10−3 1.044 · 10−3 4.638 · 10−4 2.609 · 10−4
c∗ 0.8589 0.8616 0.8621 0.8623
||E (c∗) ||∞ 6.694 · 10−5 1.672 · 10−5 7.425 · 10−6 4.182 · 10−6
c˜∗ 0.8628 0.8626 0.8625 0.8625
||E(c˜∗)||∞ 7.763 · 10−5 1.735 · 10−5 7.541 · 10−6 4.216 · 10−6
|c∗ − c˜∗| 0.0039 0.0010 0.0004 0.0002
















where u˜(x) is a nite dierence approximation to the exact solution u(x), so
u˜(x) = u(x) + O(h2), and u′′(x) and u(IV ) are computed exactly from f(x).
Notice that the accuracy of the estimated local error (3.11) is O(h4) as the
leading error of the analytical formula (2.11).
Figure 3.1 shows with solid lines the innity norm of the global RBF-
FD error, ||E(c)||∞ = ||u − uˆ(c)||∞, as a function of the shape parameter
c for dierent number of nodes N . In all cases, the estimated global error
||E˜(c)||∞ = ‖A−1(c)τ˜ 3(c)‖∞, shown with dot-dashed lines, reproduces closely
the global error in the limit c h. This allows us to estimate c∗ accurately.
Notice that for large values of c, the RBF-FD error approaches the standard
nite-dierence error, depicted in Fig. 3.1 with dashed lines. We observe
that there is a range of shape parameters around c∗ for which the RBF-
FD solution is signicantly more accurate than the nite dierence solution.
Notice also that in the case N = 81 ill conditioning appears for large values
of c.
From top to bottom, Table 3.1 shows the innite norm of the nite dif-
ference solution error ‖EFD‖∞, the exact optimal shape parameter c∗ and its
corresponding error ||E (c∗) ||∞, the estimated optimal shape parameter c˜∗
and its corresponding error ||E(c˜∗)||∞, and the dierence between the exact
and the estimated optimal shape parameter, which is O(h2). Notice that, to
leading order, the value of the optimal shape parameter is independent of
h (independent of N). Also notice that there is an improvement of approx-
imately two orders of magnitude between the nite dierence solution and
the optimal RBF-FD solution.
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Figure 3.1: Innite norm of the errors of problem (3.10) as function of c,
using N = 21, 41, 61, and 81 structured nodes. Solid lines: global RBF-FD
error (3.5). Dot-dashed lines: estimated error (3.11). Dashed lines: nite
dierence error.
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Table 3.2: Same as Table 3.1 but for unstructured nodes.
N = 21 N = 41 N = 61 N = 81
||EF D||∞ 4.928 · 10−3 1.327 · 10−3 3.818 · 10−4 3.377 · 10−4
c∗ 0.7795 0.7944 1.0063 0.8067
||E(c∗)||∞ 1.178 · 10−3 1.945 · 10−4 4.551 · 10−5 2.580 · 10−5
c˜∗ 0.7858 0.7959 1.0069 0.8071
||E(c˜∗)||∞ 1.207 · 10−3 1.981 · 10−4 4.586 · 10−5 2.595 · 10−5
|c∗ − c˜∗| 0.0063 0.0015 0.0006 0.0004
3.4.1.2 Unstructured nodes
In the case that the domain is discretized with unequally spaced nodes, the





h u′′′(x) + (λ − 1) h
c2
u′(x)
+ [λ (λ − 1) + 1] h
2
12













In this case, the local approximation error is only of order O(h) so we also
include terms of order O(h2) in the formula. The resulting approximation
to the local error is of order O(h3) while in the case of structured nodes it
was of order O(h4). To compute the estimated error τ˜3(x; c) the derivatives
of order greater or equal to two appearing in equation (3.12) are computed
exactly from the derivatives of f . The values of u and u′ are approximated
to rst order using nite dierences.
Figure 3.2 shows the corresponding innite norm of the error ||E(c)||∞
as function of c for dierent number of nodes N (we use Halton nodes [49]
here). In this case, the error estimation (dot-dashed lines) is as accurate as
in the case of structured nodes, but the minimum error corresponding to c˜∗
is less pronounced.
Table 3.2 shows the same information as Table 3.1 but for unstructured
nodes. As before, the optimal shape parameter is estimated accurately
(c∗ − c˜∗ = O(h2)), but the improvements in accuracy with respect to nite
dierences are less signicant (approximately one order of magnitude).
52 Chapter 3. Optimal constant shape parameter








































Figure 3.2: Same as Fig. 3.1 but for unstructured nodes.
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3.4.2 Steady convection-diusion problem
Consider the problem{
ux − uxx = pi2 sin (pi x) + pi cos (pi x), 0 < x < 1,
u(0) = 0, u(1) = 1
(3.13)
whose exact solution is u(x) = sin (pi x) +
ex − 1
e− 1 . This problem was proposed
and solved in [11].
3.4.2.1 Structured nodes
The local approximation error to the convection-diusion dierential opera-





2 u′′′(x) − u(IV )(x)) + h2
2c2










In this formula u is approximated using a second order central dierence
scheme, and u′ is approximated from u˜ using the corresponding second order
central dierence scheme. Higher derivatives are approximated to second
order through the recursion u˜(k+1) = u˜(k) − f (k−1) for k ≥ 1.
Figure 3.3 shows with solid lines the corresponding innite norm of the
error ||E(c)||∞ as a function of c for dierent number of nodes N . As in the
previous cases, the error estimated with the analytical formulas is in close
agreement with the actual error, and therefore, the optimal shape parameter
can be estimated accurately.
Table 3.3 shows the same information as Table 3.1 but for problem (3.13).
In reference [11] the optimal shape parameter was computed by trial and
error (c∗ = 1/ε∗ = 1/0.9 = 1.11). The authors included a constant term
in the RBF interpolant in order to impose the condition that the RBF-FD
formulas are exact for constants (see equation (1.25) in Section 1.4). The
corresponding results were presented in Table IV of [11], and are reproduced
here in the fourth and fth rows of Table 3.3.
3.4.2.2 Unstructured nodes
In the case that the domain is discretized with unequally spaced nodes, the
local RBF-FD approximation error using a three nodes {x − h, x, x + λh}
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Figure 3.3: Innite norm of the errors of problem (3.13) as function of c,
using N = 11, 21, 41, and 81 structured nodes. Solid lines: global RBF-FD
error (3.5). Dot-dashed lines: estimated error (3.14). Dashed lines: nite
dierence error.
Table 3.3: Optimal shape parameters and the corresponding errors for prob-
lem (3.13) with structured nodes.
N = 11 N = 21 N = 41 N = 81
||EF D||∞ 8.337 · 10−3 2.088 · 10−3 5.220 · 10−4 1.305 · 10−4
c∗ 1.1031 1.1101 1.1116 1.1121
||E(c∗)||∞ 8.318 · 10−4 2.090 · 10−4 5.241 · 10−5 1.311 · 10−5
c∗[11] 1/0.9 1/0.9 1/0.9 1/0.9
||E(c∗[11])||∞ 1.43 · 10−3 3.83 · 10−4 9.75 · 10−5 2.45 · 10−5
c˜∗ 1.1139 1.1127 1.1123 1.1123
||E(c˜∗)||∞ 9.245 · 10−4 2.161 · 10−4 5.282 · 10−5 1.314 · 10−5
|c∗ − c˜∗| 0.0108 0.0026 0.0007 0.0002
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Figure 3.4: Same as Fig. 3.3 but for unstructured nodes.















[ u′(x) − 2 u′′(x) ]









As was the case in (3.12), the local approximation error is only of order
O(h) so we include terms of order O(h2) in this formula too. The derivatives
appearing in these formulas are approximated in the same way described in
the previous section. The resulting approximation to the local error is also
of order O(h3) while in the case of structured nodes it was of order O(h4).
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Table 3.4: Same as Table 3.3 but for unstructured nodes.
N = 11 N = 21 N = 41 N = 81
||EFD||∞ 1.105 · 10−2 2.667 · 10−3 6.788 · 10−4 1.685 · 10−4
c∗ 1.1230 0.9773 1.0525 1.0536
||E(c∗)||∞ 4.863 · 10−3 4.690 · 10−4 5.891 · 10−5 1.578 · 10−5
c˜∗ 1.1409 0.9818 1.0536 1.0539
||E(c˜∗)||∞ 5.060 · 10−3 4.832 · 10−4 5.979 · 10−5 1.584 · 10−5
|c∗ − c˜∗| 0.0179 0.0045 0.0011 0.0003
Figure 3.4 shows with solid lines the corresponding innite norm of the
error ||E(c)||∞ as function of c for dierent number of nodes N (Halton
nodes). The error estimation (dot-dashed lines) is as accurate as in the case
of structured nodes.
Table 3.4 summarizes these results. Notice that in this case the optimal
shape parameter c∗ is more dependent on h. This is due to the fact that the
formula for the error is only order h and therefore, c∗ is independent of h
only for large values of N .
3.4.3 Two dimensional boundary value problem
Consider now the two dimensional Poisson problem{
∆u(x) = f(x), in Ω = (0, 1)× (0, 1)
u(x) = g(x), on ∂Ω
(3.16)
where f(x) and g(x) are obtained from the exact solution












cos (2 pi y) sin (pi x) . (3.17)
This problem has been used by Wright and Fornberg [109] to test the per-
formance of the RBF-FD and RBF-HFD methods.
3.4.3.1 Structured nodes
Suppose the domain is discretized in N × N structured nodes. Using a
ve nodes {(x, y), (x − h, y), (x + h, y), (x, y − h), (x, y + h)} central dif-
ference scheme, the local truncation error is given by equation (2.14). In
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RBF−FD structured, N=11 × 11










RBF−FD structured, N=21 × 21










RBF−FD structured, N=41 × 41
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∞
RBF−FD structured, N=81 × 81
Figure 3.5: Innite norm of the errors of problem (3.16) with exact solution
(3.17) as function of c, using dierent number N of structured nodes. Solid
lines: global RBF-FD error (3.5). Dot-dashed lines: estimated error (2.14).
Dashed lines: nite dierence error.
this equation, u is approximated using second order central dierences, the
term u(2,0) + u(0,2) is calculated exactly by substituting for function f , and
u(4,0) + u(0,4) = ∆f − 2u(2,2), where u(2,2) is approximated from u˜ using the
corresponding second order central dierence scheme.
In Fig. 3.5, we plot with solid lines the innite norm of the error ||E(c)||∞
as function of c for dierent number of nodes N . As was the case for the
problems in 1D (Figs. 3.1 and 3.3) the estimated error using (2.14), shown
with dot-dashed lines, agrees closely with the actual error when c  h.
The agreement improves as N increases (h decreases). For large values of c
the global RBF-FD error coincides with the standard nite dierence error
(depicted with dashed lines).
Table 3.5 shows the same information as the previous tables but for the
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Table 3.5: Optimal shape parameters and the corresponding errors for prob-
lem (3.16) with exact solution (3.17) using structured nodes.
N 11× 11 21× 21 41× 41 81× 81
||EFD||∞ 3.847 · 10−2 9.516 · 10−3 2.370 · 10−3 5.921 · 10−4
c∗ 0.5601 0.5772 0.5807 0.5816
||E(c∗)||∞ 4.517 · 10−3 1.219 · 10−3 3.040 · 10−4 7.602 · 10−5
c˜∗ 0.5756 0.5811 0.5816 0.5818
||E(c˜∗)||∞ 6.320 · 10−3 1.335 · 10−3 3.106 · 10−4 7.627 · 10−5
|c∗ − c˜∗| 0.0155 0.0039 0.0009 0.0002
solution of problem (3.16). As in previous cases, the estimated optimal shape
parameter c˜∗ is very close to the exact optimal shape parameter c∗, and
there is a very small loss of accuracy resulting from the use of the estimated
value c˜∗ instead of the exact value c∗. Again, the RBF-FD method is more
accurate than the standard nite dierence method, although in this case,
the dierence in accuracy is only of one order of magnitude.
This same problem was solved in reference [109]. However, for the local
RBF interpolation the authors included a constant term in order to impose
the condition that the RBF-FD formulas are exact for constants (see equation
(1.25) in Section 1.4). Introducing this additional function in the basis used





















Notice that this expression is slightly dierent from (2.14). The term
proportional to u does not appear. This should be expected since the formula
is exact for constant functions. However, this additional degree of freedom
has a very small impact on the results as can be appreciated in Fig. 3.6. In
this gure we plot the innite norm of the errors as function of c (N = 21×21)
when the RBF-FD solutions are computed with and without the constant
term in the interpolation basis (dashed and solid lines, respectively). We also
plot the estimated errors for these two cases, with and without the constant
term in the interpolation basis (dotted and dot-dashed lines, respectively).
We observe that the optimal shape parameter is only slightly modied when
3.4. Example problems 59







||  E ||
∞
Figure 3.6: Innite norm of the errors of problem (3.16) with exact solution
(3.17), using N = 21 × 21 structured nodes. Solid line: exact error (3.5)
using local RBF interpolation with no constant term. Dashed line: exact
error (3.5) using local RBF interpolation with constant term. Dot-dashed
line: estimated error using (2.14). Dotted line: estimated error using (3.18).
Table 3.6: Same as Table 3.5 but including a constant term in the RBF
interpolation, as in [109].
N 6× 6 11× 11 21× 21 51× 51
||EFD||∞ 1.348 · 10−1 3.847 · 10−2 9.516 · 10−3 1.517 · 10−3
c[109] 1/1.6 1/1.6 1/1.6 1/1.6
||E(c[109])||∞ 2.692 · 10−2 4.305 · 10−3 1.147 · 10−3 1.850 · 10−4
c∗ 0.5899 0.6246 0.6143 0.6445
||E(c∗)||∞ 1.667 · 10−2 4.267 · 10−3 1.144 · 10−3 1.840 · 10−4
c˜∗ 0.6361 0.6365 0.6176 0.6451
||E(c˜∗)||∞ 2.993 · 10−2 5.457 · 10−3 1.145 · 10−3 1.857 · 10−4
|c∗ − c˜∗| 0.0462 0.0119 0.0033 0.0006
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the constant term is added to the RBF-FD interpolation.
Table 3.6 shows the same information as Table 3.5, but for the case in
which a constant term is added to the interpolation. Row 2 shows the results
obtained in reference [109] (see Table 3 of [109]) for the case c = 1/1.6 =
0.625, which gives the most accurate results reported in [109] for the 5 node
RBF-FD formula. In this table, we have used the same grids used in [109]. As
in previous cases, the analytical approximation to the error makes it possible
to accurately compute the optimal shape parameter without knowing the
exact solution of the problem.
3.4.3.2 Unstructured nodes
Consider now the case in which the domain is discretized using N unstruc-
tured nodes. The local truncation error for six unequally spaced nodes
{(x, y), (x+ h, y + λ1h), (x+ β2h, y + λ2h), (x+ β3h, y + λ3h), (x + β4h, y +
λ4h), (x+ β5h, y + λ5h)} central dierence scheme is
τ6(x, c) = h
[
A0,0 u
(3,0)(x) + A0,1 u
(2,1)(x)
+A0,2 u














(4,0)(x) + B0,1 u
(3,1)(x) + B0,2 u
(2,2)(x)
+B0,3 u








(2,0)(x) + B1,1 u












where the coecients Ai,j and Bi,j depend on the surrounding nodes layout
{βk} and {λk}, and its exact values can be computed numerically for each
node. In this example, we have not estimated numerically the derivatives of
u(x) that appear in equation (3.19). Instead, we have used the exact values
of the function and its derivatives in order to analyze the convergence of the
error and to estimate the optimal shape parameter.
We will use an unstructured node layout of N2 nodes: N2 − 4(N − 1)
Halton nodes [49] in the interior of the domain and 4(N − 1) structured
nodes on the boundary (see Fig. 3.7). For the local support, we will use
stencils with n = 6 nodes. For standard nite dierences, 6 nodes sten-
cils allow, in principle, a consistent approximation to the laplacian operator
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Figure 3.7: Unstructured node layout with 961 nodes: 841 Halton nodes
inside the domain and 120 structured nodes on the boundary. Filled circles
are the nodes removed from the set after applying Seibold's algorithm
(i.e. the approximation is at least rst order accurate) since there are six
constraints that have to be satised (see Section 2.6). However, there are
special congurations of the nodes in the stencil for which there is no solution
to the constraints [93], and therefore the coecients of the nite dierence
formula can not be computed. The problem of stencil support selection for
unstructured nodes is a very crucial topic in nite dierences which has been
addressed by several authors. In a recent paper, Davydov and Oanh [19]
reviewed dierent support selection methods and proposed a new algorithm
based on minimizing the sum of the squares of the angles between two con-
secutive lines from the central node to the other nodes in the stencil.
We also have found that (at least with Halton nodes) arbitrary stencils
using nearest nodes sometimes leads to an ill-conditioned system for large
values of c. Therefore, we apply a modied version of the algorithm recently
proposed by Seibold [94] to select a valid six node stencil. The algorithm
is based on a linear programming approach that guarantees the positivity
of the stencil. Since the coecients of RBF-FD for a given stencil coincide
with the coecients of FD in the limit c→∞, and since Seibold's algorithm
guarantees the positivity of scattered FD stencils, then it also guarantees the
positivity of the RBF-FD stencil in that limit. In fact, we have found this
to be the case in all the experiments that we have done. Applying Seibold's
algorithm to the Halton nodes shown in Fig. 3.7, results in a 6 node stencil
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Figure 3.8: Same as Fig. 3.5 but for unstructured nodes.
selection for almost all the interior nodes. There are a few nodes, usually
very close to the boundary, for which Seibold's algorithm does not yield a
solution. Those nodes are removed from the set (these are shown as lled
circles in Fig. 3.7), and Seibold's algorithm is applied again until a valid
nite dierence 6 node stencil is assigned to each node. Then, steps 2 to 4
of the numerical algorithm described in Section 3.3 are applied in order to
compute the optimal RBF-FD solution. Starting from valid nite dierence
stencils insures the validity of the corresponding RBF-FD stencils.
Plots of the RBF-FD and estimated errors for dierent number of nodes
N appear in Fig. 3.8 with solid and dot-dashed lines, respectively. We
observe again an excellent agreement between them. We tabulated the main
results in Table 3.7, in which we show the number of nodes in the grid
and in parenthesis the number of nodes remaining after applying Seibold's
algorithm. The error achieved with the estimated optimal shape parameter
||E(c˜∗)||∞ is very close to the optimal one ||E(c∗)||∞ in all the cases. As
expected, the dierence between the exact optimal parameter c∗ and the
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Table 3.7: Same as Table 3.5 but for unstructured nodes.
N 121 (120) 441 (438) 961 (955) 1521 (1513)
||EFD||∞ 6.153 · 10−2 1.668 · 10−2 7.454 · 10−3 3.983 · 10−3
c∗ 0.4655 0.7871 0.5027 0.5113
||E(c∗)||∞ 1.360 · 10−2 1.079 · 10−2 1.841 · 10−3 1.616 · 10−3
c˜∗ 0.4869 0.7783 0.5058 0.5094
||E(c˜∗)||∞ 1.519 · 10−2 1.079 · 10−2 1.911 · 10−3 1.630 · 10−3
|c∗ − c˜∗| 0.0214 0.0088 0.0031 0.0019
estimated one c˜∗ decreases with the number of nodes N .
3.4.3.3 Additional Poisson equation examples
In this section, we address the solution of several problems dened by the
Poisson equation which have been proposed in the past. In all cases, we
consider equation (3.16) with the function f(x) and g(x) computed, in each
case, from the following exact solutions:
u1 = sin(pix) sin(piy) (3.20)
u2 =


































25 + (x− 0.2)2 + 2y2 . (3.24)
Figure 3.9 shows with solid lines the innite norm of the error ||E(c)||∞ as
a function of c for the four problems considered here (problems (3.20) to
(3.24)). In these problems, we have used a regular mesh of 31 × 31 nodes.
Notice that in all cases the estimated errors computed with equation (2.14),
shown with dot-dashed lines, are in close agreement with the global RBF-FD
errors for c  h, and that there is always a range of shape parameters for
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Figure 3.9: Innite norm of the errors of problem (3.16) with exact solutions
(3.20) to (3.24), using N = 31× 31 structured nodes.
which the RBF-FD solution is more accurate than the standard FD solution
(the FD error is shown in dashed lines).
Table 3.8 compares the results obtained with nite dierences, and with
RBF-FD using the optimal shape parameter computed either from the exact
solution or from equation (2.14).
Problem (3.20) was rst proposed by Ding et al. [20] to numerically
analyze the dependence of the approximation error with shape parameter c,
inter-nodal distance h, and stencil size n. They used equally spaced nodes in
their numerical experiments and concluded that for n ≤ 9 the error behaves
as ||E|| ≈ O((h/c)1.9). Our analysis in Chapter 2 shows that the error behaves
as ||E|| = O(h2P2(1/c2)) (see section 3.2). Problem (3.20) has also been used
by Davydov and Oanh [19]. In Fig. 7 of their paper the root mean square
(rms) error of the numerical dierentiation error and the solution error are
displayed as a function of c. They use a value of the shape parameter as
large as possible with the RBF matrix still numerically non singular. Thus,
they operate the RBF-FD method in the region where it is equivalent to
nite dierences, and this is conrmed in Fig. 7 of their paper, where the
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Table 3.8: Optimal shape parameters and the corresponding errors for prob-
lem (3.16) with exact solutions (3.20) to (3.24), using a 31 × 31 structured
grid.
u1 u2 u3 u4
||EFD||∞ 9.144 · 10−4 1.868 · 10−3 4.604 · 10−3 9.727 · 10−7
c∗ 1.0380 0.5978 0.4922 4.4949
||E(c∗)||∞ 7.092 · 10−8 1.043 · 10−3 1.742 · 10−3 7.436 · 10−8
c˜∗ 1.0387 0.5978 0.4935 4.4957
||E(c˜∗)||∞ 1.345 · 10−6 1.043 · 10−3 1.758 · 10−3 7.440 · 10−8
|c∗ − c˜∗| 0.0007 0.0000 0.0013 0.0008
RBF-FD errors are indistinguishable from those of nite dierences. From
that gure, and for N = 31 × 31 (1/N = 10−3), the rms of the numerical
dierentiation error is approximately 9·10−3 and the rms of the solution error
is approximately 4 · 10−4. Using the optimal shape parameter c˜∗, we obtain
an rms for the numerical dierentiation error of 4.7 · 10−7, and an rms for
the solution error of 2.4 · 10−8. The reason for this extremely high accuracy
is that, for this problem, the solution is an eigenfunction of the error and
hence, the shape parameter that minimizes the local truncation error (2.14)
is independent of location. Thus, the optimal constant shape parameter c˜∗
that we use in our computations minimizes the error at every point of the
grid.
Problem (3.21) was used by Larsson and Fornberg [64] to analyze the
global RBF method for innitely smooth radial basis functions (c → ∞).
The problem was solved in the unit disk using 50 unstructured nodes. Of
the six problems considered in [64], problem (3.21) was the most hard to
solve (||E||∞ = 0.23 for the optimal shape parameter c∗ = 1/0.89 = 1.124).
The results in Fig. 3.9 and Table 3.8 show that, also with the local RBF
method, the errors are relatively high. In addition, it can be observed that,
with a constant shape parameter, there is very little accuracy increase with
respect to nite dierences. This can be due to the fact that, either there
are many locations for which there is not a local optimal shape parameter,
or the optimal local shape parameter varies much with location and there is
not a single optimal constant shape parameter c∗ which can be successfully
used at all locations.
Problem (3.23) was also proposed by Ding et al. [20]. The solution is
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quite hilly, having three relative extrema and one saddle point within the
domain. As in the previous problem, the solution error and the optimal
shape parameter are accurately computed with equation (2.14), but there is
little improvement with respect to nite dierences.
Problem (3.24) was solved in [64] and [109] on the unit disk using unstruc-
tured nodes and 9 node stencils. The minimum value of the innite norm of
the solution error with an unstructured set of 200 nodes (shown in Fig. 4 of
[109]) is approximately 1.6 · 10−5. The results in Table 3.8 show that, for a
regular rectangular mesh of 961 nodes and 5 node stencils, the innite norm
of the error is 7.440 · 10−8. The reason for this high accuracy is that func-
tion (3.24) is almost constant throughout the domain and, therefore, using
a single optimal constant shape parameter for all the nodes results in highly
accurate solutions. In fact, in Section 2.5 the optimal shape parameter that
minimizes the local approximation error for a nine node stencil at location
(0, 0) was c ≈ 1/0.2617 ≈ 3.82 and this result varies very little with location.
3.5 Conclusions
In this chapter we describe how to predict the solution error using the RBF-
FD method with a constant value of the shape parameter. It is based on
the analytical formulas of the local truncation error derived in Chapter 2 for
the MQ RBF-FD method. The idea is that, since the error can be accu-
rately predicted, it is also possible to accurately estimate the optimal shape
parameter that minimizes the solution error.
We have described the technique through several examples in 1D (3 node
stencils) and 2D (5 and 6 node stencils) using both structured and unstruc-
tured nodes. Although it is applied for MQ, it should be pointed out that
the same procedure can be followed with any other innitely smooth RBF
(see Table 1.1). For example, the GA RBF-FD weights and its corresponding
local truncation error are gathered in Appendix A.
We emphasize that to compute the optimal shape parameter to order
O(h2) it is only necessary to approximate the solution u(x) and certain
derivatives to order O(h2). In practice, this can be achieved by rst comput-
ing the standard nite dierence solution, then use this solution to estimate
the optimal shape parameter c˜∗, and nally use this value to compute the
optimal RBF-FD solution. From our experience, for two dimensional un-
structured grids it is not advisable to estimate derivatives through nite
dierence formulas, since this will require the selection of appropriate sten-
cils for each cross-derivative in the local truncation error formula. Instead,
one can use the RBF global method on a coarse grid and use this solution to
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approximate u(x) and the needed derivatives on the unstructured grid.
From the point of view of computational cost the technique proposed
requires solving the problem twice; rst with standard nite dierences and
then with the RBF-FD method. Thus, for the solution of a Poisson problem
in 2D using N nodes, the method requires the solution of two sparse linear
systems of N × N unknowns. In order to reduce the computational cost,
it would be possible to take advantage of the fact that, to leading order,
the optimal shape parameter is independent of h. Thus, the nite dierence
solution or the global RBF solution needed to estimate c˜∗, can be computed
in a coarse grid, and then the RBF-FD method can be used to compute




Optimal variable shape parameter
for multiquadric based RBF-FD
method
4.1 Outline
Similarly to what was done on Chapter 3, an algorithm to exploit RBF-
FD formulas using a node dependent shape parameter is presented in this
chapter. As it is shown, this numerical strategy can give rise to several orders
of magnitude increase in accuracy with respect to FD. However, if there
are a signicant number of nodes for which no optimal value of the shape
parameter exists, the improvement in accuracy deteriorates signicantly. In
these cases, the use of generalized multiquadrics as RBFs may assure the
existence of an optimal shape parameter at every node. In this way, we are
able to obtain signicant accuracy improvements with respect to the optimal
constant method for all the example problems analyzed in Chapter 3.
The Chapter is organized as follows. In Section 4.2, we explain how to
compute the optimal variable shape parameters. In Section 4.3, we describe
the numerical algorithm to compute them. In Section 4.4, we show one
dimensional examples using both structured and unstructured grids. In Sec-
tion 4.5, we use generalized multiquadrics as RBFs to assure the existence
of an optimal shape parameter at every node. In Section 4.6, we show one
dimensional examples using both structured and unstructured grids. For
comparison purposes we use the same examples used in Chapter 3 in all the
cases. Finally, Section 4.7 contains our conclusions.
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4.2 Optimal Variable Shape Parameter
Consider the Dirichlet problem (3.1) from Section 3.2, which is discretized
at an interior node xi as
n∑
j=1
αij(ci)u(xj) = f(xi) + τn(xi ; ci), 1 ≤ i ≤ NI , (4.1)
where τn(xi ; ci) is the local truncation error resulting from approximating
Lu at xi using the RBF-FD method with a stencil of n nodes and ci is the
corresponding node dependent shape parameter. In matrix form, it can be
written as
A(c)u = f + τ (c) , (4.2)
where A(c) is a NI×NI sparse matrix whose entries are the weighting coe-
cients αij(ci), u is the vector of exact solutions at the interior nodes, c is the
vector of shape parameters at these nodes, and τ (c) is a vector formed by the
corresponding local truncation errors, τ (c) = [τn(x1 ; c1), . . . , τn(xNI ; cNI )]
T
.
As in Section 3.2, the global RBF-FD error is dened as
E(c) ≡ u − uˆ(c) = A−1(c) τ (c), (4.3)
where uˆ = A−1(c) f is the RBF-FD approximation to the exact solution
u. We can state our problem as the problem of nding the vector of shape
parameters c which minimizes (4.3) in a certain norm. In this way, we dene







∥∥A−1(c) τ (c)∥∥ . (4.4)
As in Chapter 3, it is not possible to calculate the optimal shape parameter
from (4.4) since the local truncation error τ (c) depends on the exact solution
u and its derivatives. However, these coecients can be estimated without
losing accuracy to leading order using an approximate solution u˜ instead of
the exact solution u. It lets us to obtain an approximate value c˜
∗
to the





||A−1(c) τ˜ (c)|| , (4.5)
where τ˜ (c) is the estimated local truncation error computed with the nu-
merical approximation u˜.
Problem (4.5) is the same type of minimization problem (3.9) solved in
Chapter 3, but now one has to nd NI unknown shape parameters at the
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interior nodes, instead of only one constant shape parameter c as was done in
Chapter 3. Furthermore, ||A−1(c) τ˜ (c)|| is a scalar function of NI dimensions
with an extremely high number of local minima, so minimization algorithms,
such as the routine fminsearch of MATLAB, are of little use because they
immediately fall in one of these local minima.
To compute the global minimum it is necessary to use nonlinear optimiza-
tion algorithms such as simulated annealing [59]. We have used this technique
to solve the one dimensional boundary value problem (3.10) considered as
a rst example in Chapter 3 and we have obtained an error of ||E(c)||∞ =
2.947 10−4. This result is signicantly more accurate than the one obtained
with the optimal constant shape parameter (||E(c)||∞ = 1.178 10−3). How-
ever, this procedure is computationally very expensive and, in general, it is
not capable of nding the absolute minimum of the problem.
Thus, instead of solving problem (4.5) to nd the vector c˜
∗
that minimizes
the estimated global error ||E˜(c)||∞, we compute the values c˜+ that minimize
the estimated local truncation errors τ˜ (c). This strategy is justied since
||E˜(c)|| ≤ K ‖τ˜ (c)‖ as h/c→ 0, where K is a constant independent of c and
h.
Since the ith-element of τ˜ (c), τ˜n(xi ; ci), only depends on the shape pa-
rameter ci, minimizing |τ˜ (c)| involves NI minimization problems with one
unknown each, which is a much more tractable problem. In fact, we com-
pute the optimal shape parameter c˜+i at each interior node xi by solving
τ˜n(xi ; c˜
+
i ) = 0. This is a polynomial equation that can be solved analyti-
cally using the explicit formulas for the local errors derived in Chapter 2.
For an optimal shape parameter c˜+i to be valid, two conditions must be
satised: (i) the solution for τ˜n(xi ; c˜
+
i ) = 0 must be real, and (ii) c˜
+
i  h. If
condition (i) is not satised, there is not a value of the shape parameter for
which the local approximation error is zero. If condition (ii) is not satised,
then the optimal value computed is not valid since it is obtained using the
local error formulas outside their region of validity.
4.3 Numerical algorithm
The method described in the previous section is implemented as follows:
1. For each interior node xi determine a stencil of n surrounding nodes.
2. Use nite dierences to compute an approximate solution u˜(xi).
3. At each interior node xi, compute the estimated value of the optimal
shape parameter, c˜+i , using the approximate formulas derived in Chap-
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ter 2. These formulas depend on the value of the function and its
derivatives at the node, which are estimated using the nite dierence
solution u˜(xi).
4. Use (1.18) to compute the RBF-FD coecients αij numerically and,
therefore, matrix A(c˜+). In nodes where there is not optimal shape
parameter use the standard nite dierence coecients.
5. Compute the optimal RBF-FD approximate solution uˆ(c˜+) = A−1(c˜+) f .
4.4 Example problems in one dimension
In this section, we will apply the numerical algorithm just described to the
solution of the same example problems in 1D and 2D that were solved in
the previous chapter with an optimal constant shape parameter. We will
use both structured and non structured nodes and we will show that using
the optimal node dependent value of the shape parameter leads to further
signicant improvements in accuracy.
4.4.1 One dimensional boundary value problem
Consider the problem (3.10) from Section 3.4, which takes the form

uxx = f(x), 0 < x < 1,













Let us discretize the domain in (4.6) using N = 41 structured nodes, and
let us use a three node {xi − h, xi, xi + h} central dierence scheme to ap-
proximate the second derivative. The resulting local truncation error (2.11)











The optimal shape parameters c˜+i are computed equating (4.7) to zero for
every node xi.
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Figure 4.1: Left plot: Innite norm of the errors of problem (4.6) as function
of c, using N = 41 structured nodes. Solid line; global RBF-FD error with
variable c˜+i . Dashed line; global RBF-FD error with constant c. Dot-dashed
line; FD error. Right plot: (·) optimal shape parameter distribution c˜+. The
nodes where c˜+i does not exist are marked with a circle (◦).
In the left plot of Fig. 4.1 we show with a dashed line the innity norm of
the global RBF-FD error, ||E(c)||∞ = ||u − uˆ(c)||∞, using a constant shape
parameter c throughout the domain. Notice that in the limit of increasingly
at basis functions (c → ∞) the RBF-FD error approaches the standard
nite dierence one [109], shown with a dot-dashed line in the gure. The
innity norm of the RBF-FD error using the algorithm described in Section
4.3 is shown with a solid line. The length of the line represents the range of
the optimal values of c˜+i . Notice that the accuracy is slightly higher with the
variable shape parameter than with the constant one.
The right plot of Fig. 4.1 shows the distribution of the optimal shape
parameters. These values are quite close to the value of the optimal constant
shape parameter c ≈ 0.8626. Only near x = 0 and x = 0.8 the local optimal
values c˜+i dier signicantly from the constant value. This explains why,
in this case, there is not a very signicant improvement in accuracy using
a variable shape parameter. Also notice that for xi = 0.8 there is not a
real value c˜+i that satises τ˜3(xi; c˜
+
i ) = 0. These nodes are marked with the
symbol (◦) in the gure.
Table 4.1 shows results for dierent values of N . The second and third
columns display the minimum and maximum values of the optimal shape
parameters c˜+i , respectively, the forth column the percentage of nodes for
which c˜+i does not exist (%N), and the fth column the innite norm of the
error ||E(c˜+)||∞. For comparison, we show in the sixth and seventh columns
the corresponding results for the optimal constant shape parameter (c˜∗ and
74 Chapter 4. Optimal variable shape parameter
Table 4.1: RBF-FD results for problem (4.6): N is the number of nodes;
min( c˜+ ) and max( c˜+ ) are the minimum and maximum values of the opti-
mal shape parameters c˜+i ; %N and ||E(c˜+)||∞ are the percentage of nodes
for which c+i does not exist and the corresponding innite norm of the er-
ror; c˜∗ and ||E(c˜∗)||∞ are the optimal constant shape parameter and the
corresponding innite norm of the error; ||EFD||∞ is the innite norm of the
conventional nite dierences.
Structured nodes
N min( c˜+ ) max( c˜+ ) %N ||E( c˜+ )||∞ c˜∗ ||E(c˜∗)||∞ ||EF D||∞
21 0.6326 1.0039 4.8 3.698 · 10−5 0.8628 7.763 · 10−5 4.181 · 10−3
41 0.6333 1.0712 2.4 4.728 · 10−6 0.8626 1.735 · 10−5 1.044 · 10−3
61 0.6334 1.1789 1.6 1.959 · 10−6 0.8625 7.541 · 10−6 4.638 · 10−4
81 0.6334 1.3730 1.2 1.083 · 10−6 0.8625 4.216 · 10−6 2.609 · 10−4
Unstructured nodes
N min( c˜+ ) max( c˜+ ) %N ||E( c˜+ )||∞ c˜∗ ||E(c˜∗)||∞ ||EF D||∞
21 0.2760 1.0596 0 2.211 · 10−4 0.7858 1.207 · 10−3 4.928 · 10−3
41 0.3962 1.3382 0 2.625 · 10−6 0.7959 1.981 · 10−4 1.327 · 10−3
61 0.3965 1.4689 0 2.516 · 10−6 1.0069 4.586 · 10−5 3.818 · 10−4
81 0.3715 1.7317 1.2 3.348 · 10−6 0.8071 2.595 · 10−5 3.377 · 10−4
||E(c˜∗)||∞, respectively), and in the last column the results for conventional
nite dierences (‖EFD‖∞). For all values ofN , there is some improvement in
accuracy using the variable optimal shape parameter instead of the constant
optimal one.
4.4.1.2 Unstructured nodes
When the domain is discretized with unequally spaced nodes, the local trun-
cation error using a three node {xi−h, xi, xi+λh} central dierence scheme
is only of order O(h) (see Section 2.6 in Chapter 2). To improve the accu-
racy, terms of order O(h2) are included in the formula as in equation (3.12).
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Figure 4.2: Same as Fig. 4.1 but for unstructured nodes.
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where we have used (4.6) to replace u(k), k ≥ 2, by the function f and its
derivatives. We have also replaced the exact solution u and its rst derivative
u′ by the rst order nite dierence approximations u˜ and u˜′, respectively.
In this case, u˜′ is computed from u˜ using a rst order nite dierence ap-
proximation. This procedure does not increase the error to leading order.
In Fig. 4.2, we show the results from problem (4.6) using N = 41 unstruc-
tured nodes. The left plot shows the innity norms of the global RBF-FD
error using a constant shape parameter (dashed line), and using the algorithm
described in Section 4.3 (solid line). The length of the solid line represents
the range of the optimal variable values c˜+i . In this case, there is an im-
provement of approximately two orders of magnitude between the results for
a constant shape parameter and the results for a variable one. The right
plot of the gure shows the distribution of optimal shape parameters, which
range from 0.4 to 1.4. The optimal constant shape parameter is, in this case,
c∗ ≈ 0.7959 (see Table 3.2 in Section 3.4) which is a kind of average of the
optimal variable values shown in the gure.
The results for dierent values of N are summarized in the bottom part of
Table 4.1. For all the resolutions reported here, there is an order of magnitude
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Figure 4.3: Same as Fig. 4.1 but for problem (4.9).
of improvement with respect to the results obtained with a constant optimal
shape parameter. This improvement is due to the fact that an optimal value
c˜+i exists for all nodes (except for N = 81).
4.4.2 Steady convection-diusion problem
Consider the problem (3.13) from Section 3.4, given by

ux − uxx = pi2 sin (pi x) + pi cos (pi x), 0 < x < 1,
u(0) = 0, u(1) = 1
(4.9)
whose exact solution is u(x) = sin (pi x) +
ex − 1
e− 1 . This problem was proposed
and solved in [11].
4.4.2.1 Structured nodes
The local truncation error for the convection-diusion dierential operator
(4.9) is given by equation (3.14), which it is estimated as explained in Section
3.4.2.
In Fig. 4.3, we show the results from problem (4.9) using 41 nodes. The
left plot shows the innity norm of the global RBF-FD error using a constant
shape parameter (dashed line) and the innity norm of the global RBF-FD
error using the algorithm described in Section 4.3 (solid line). The length of
this line represents the range of the optimal values of the shape parameters
c˜+i (between 0.6 and 3, approximately). The results for N = 41 and for other
values of N are summarized in Table 4.2. Notice that there is only a small
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Table 4.2: Same as Table 4.1 but for the steady convection-diusion problem
(4.9).
Structured nodes
N min( c˜+ ) max( c˜+ ) %N ||E( c˜+ )||∞ c˜∗ ||E(c˜∗)||∞ ||EF D||∞
11 0.7963 2.8808 9.0 1.719 · 10−4 1.1139 9.245 · 10−4 8.337 · 10−3
21 0.6979 2.8796 9.5 5.643 · 10−5 1.1127 2.161 · 10−4 2.088 · 10−3
41 0.6224 2.8793 12.2 1.523 · 10−5 1.1123 5.282 · 10−5 5.220 · 10−4
81 0.5707 5.8510 11.1 3.834 · 10−6 1.1123 1.314 · 10−5 1.305 · 10−4
Unstructured nodes
N min( c˜+ ) max( c˜+ ) %N ||E( c˜+ )||∞ c˜∗ ||E(c˜∗)||∞ ||EF D||∞
11 0.9933 3.3864 54.5 1.008 · 10−2 1.1409 5.060 · 10−3 1.105 · 10−2
21 0.8469 3.2638 57.1 1.525 · 10−3 0.9818 4.832 · 10−4 2.667 · 10−3
41 0.6074 2.2497 31.7 2.843 · 10−4 1.0536 5.979 · 10−5 6.788 · 10−4
81 0.4002 3.9330 25.9 1.026 · 10−4 1.0539 1.584 · 10−5 1.685 · 10−4
improvement with respect to the results obtained with the optimal constant
value of the shape parameter (c∗ ≈ 1.1123). The reason for these results can
be explained by looking at the optimal shape parameter distribution shown in
the right plot of this gure. Observe that there are ve nodes, in the vicinity
of x = 0.85, for which no optimal shape parameter exists. In these nodes,
standard nite dierence formulas are used to approximate the convection-
diusion dierential operator. This approximation deteriorates signicantly
the overall accuracy. Similar results are obtained for other values of N ,
as can be seen in Table 4.2. In fact, we have observed that the accuracy
obtained with the algorithm described in Section 4.3 is highly dependent on
the number of nodes for which c˜+i exists. If there are very few nodes for
which c˜+i does not exist, then the improvement of the accuracy compared to
standard FD is very high. However, if there are many nodes for which c˜+i
does not exist then the accuracy is similar to that obtained with an optimal
constant c∗ or even with standard FD formulas.
In this way, consider for instance the steady convection-diusion problem

ux − uxx = 0, 0 < x < 1,
u(0) = 0, u(1) = 1 ,
(4.10)
whose exact solution is u(x) =
ex − 1
e− 1 . This problem was also proposed and
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Figure 4.4: Same as Fig. 4.1 but for problem (4.10).
solved in [11].
The left plot of Fig. 4.4 shows the corresponding errors for this problem.
Notice that, in this case, there is a very signicant improvement of two
orders of magnitude in accuracy. The reason for this improvement can be
understood by considering the optimal shape parameter distribution which
is shown in the right plot of Fig. 4.4. For all the nodes there is a value c˜+i of
the shape parameter which cancels out the local truncation error (3.14). It
is remarkable that although the values of c˜+i are relatively constant (2.20 ≤
c˜+i ≤ 2.44, for all i), those small variations suce to produce a considerable
increase in accuracy. Similar accuracy improvements are obtained for other
values of N (see Table 4.3) since in all cases there exits an optimal value c˜+i
in each node (%N = 0).
4.4.2.2 Unstructured nodes
In the case that the domain is discretized with unequally spaced nodes, the
estimated local truncation error using a three node {x−h, x, x+λh} central
dierence scheme for the convection-diusion operator is given by equation
(3.15). Function u˜ and its derivatives are approximated as described in Sec-
tion 3.4.2.
In Fig. 4.5, we show the results from problem (4.9) using 41 unstructured
Halton nodes. The left plot shows the innity norm of the global RBF-FD
error using a constant shape parameter (dashed line) and the innity norm of
the global RBF-FD error using the algorithm described in Section 4.3 (solid
line). The length of the line shows the range of the optimal values of the shape
parameters c˜+i (between approximately 0.6 and 2.3). The right plot shows
the optimal shape parameter distribution. Notice that there is a signicant
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Table 4.3: Same as Table 4.1 but for the steady convection-diusion problem
(4.10).
Structured nodes
N min( c˜+ ) max( c˜+ ) %N ||E( c˜+ )||∞ c˜∗ ||E(c˜∗)||∞ ||EF D||∞
11 2.2171 2.4195 0 3.466 · 10−7 2.3065 1.463 · 10−6 1.007 · 10−4
21 2.2060 2.4343 0 2.175 · 10−8 2.3066 3.266 · 10−7 2.515 · 10−5
41 2.2006 2.4419 0 1.793 · 10−9 2.3065 7.786 · 10−8 6.292 · 10−6
61 2.1988 2.4444 0 1.230 · 10−9 2.3065 3.418 · 10−8 2.797 · 10−6
Unstructured nodes
N min( c˜+ ) max( c˜+ ) %N ||E( c˜+ )||∞ c˜∗ ||E(c˜∗)||∞ ||EF D||∞
11 2.2125 2.3608 54.5 3.812 · 10−4 0.9336 3.8526 · 10−4 3.907 · 10−4
21 2.2101 2.4084 52.3 3.397 · 10−5 3.3788 4.093 · 10−5 4.722 · 10−5
41 2.2023 2.4297 46.3 5.099 · 10−6 2.4715 5.216 · 10−6 9.431 · 10−6
61 2.1988 2.4445 3.3 3.325 · 10−6 1.7107 4.107 · 10−6 5.723 · 10−6
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Figure 4.5: Same as Fig. 4.3 but for 41 unstructured Halton nodes.
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Figure 4.6: Same as Fig. 4.4 but for 41 unstructured Halton nodes.
number of nodes for which an optimal value of the shape parameter c˜+i does
not exist (31.7 %) and, therefore, the standard nite dierence approximation
is used at those nodes. As a result, the overall accuracy of the solution is
degraded in comparison with the optimal constant shape parameter. Similar
results are obtained for other values of N , as can be seen in the bottom part
of Table 4.2.
Figure 4.6 shows the corresponding results for problem (4.10). Observe
in the right plot of this gure that for approximately half of the nodes (46.3
%) an optimal value c˜+i exists (2.2 ≤ c˜+i ≤ 2.45), while for the other half
no c˜+i exists. The resulting overall accuracy is very similar to that obtained
with the optimal constant shape parameter technique. Similar results are
obtained for other values of N as can be seen in the bottom part of Table
4.3.
It should be mentioned that in some of the nodes marked with the symbol
(◦), there are values of the shape parameter for which the local truncation
errors (3.15) are minimum. However, the resulting shape parameters are
small, and do not satisfy the assumption c  h for which the formulas are
valid. Thus, for those values of c, Eq. (3.15) is not a good approximation
to the local truncation error and, therefore, it can not be used to compute a
valid c˜+i . Accordingly, we only accept the c˜
+
i values that satisfy the condition
c˜+i > cmin  h, where cmin is a previously dened threshold. Hence, item 4
of the numerical algorithm in Section 3 is substituted by
4. Use (1.18) to compute numerically the RBF-FD coecients αij and
therefore matrix A(c˜+). In nodes where there is not an optimal shape
parameter or where c˜+i < cmin, use standard nite dierence coe-
cients.
4.5. Generalized multiquadrics. 81
In Figure 4.6 and Table 4.3 we have used cmin = 0.5. We will use this
modied algorithm in the rest of the chapter.
4.5 Generalized multiquadrics.
From the previous results, it is apparent that the use of a variable shape
parameter can give rise to several orders more accurate solutions if a valid
c˜+i exists at almost all nodes of the computational domain. However, very
often, there are nodes for which no c˜+i  h exists for which the leading order
of the RBF-FD multiquadric based approximation (Eqs. (3.14) and (3.15))
is zero. Hence, we propose the use of another RBF that ensures that the
local truncation error is zero to leading order at all nodes. To this end, one
possibility that we have successfully used is the generalized multiquadric
φ(‖x− xk‖ , c, β) =
(
c2 + ‖x− xk‖
)β/2
, (4.11)
where the new (node-dependent) parameter β is chosen so that an optimal
value c+i  h exists at every node. For the steady convection-diusion
operator, the local truncation error formula analogous to (3.15) is
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The error is now a function of h, λ, ci and βi. The objective is to nd




i ) for which the leading
order of the local truncation error is zero. For a given βi equating to zero
the leading order equation for the local error (4.13) results in a polynomial
equation of second degree in the variable 1/c2i that we solve analytically.





there are an innite number of possible combinations (c+i , β
+
i ) that make the
leading order of the local truncation error zero. However, only those for which
82 Chapter 4. Optimal variable shape parameter










||  E ||
∞
RBF−FD unstructured, N=41








||  E ||
∞
RBF−FD unstructured, N=41
Figure 4.7: Results for the convection-diusion problems using the gener-
alized multiquadric (4.11). Left: same as Fig. 4.5 (problem (4.9)). Right:
same as Fig. 4.6 (problem (4.10)).
c+i is real and c
+
i  h are valid. Between all these possible combinations,
we only accept the minimum integer value
∣∣β+i ∣∣ which satises c+i real and
c+i > cmin. Other strategies, as for instance allowing β
+
i to be a continuous
real variable, are also possible and give the same degree of accuracy.
The left plot of Fig. 4.7 shows the error of the solution of problem (4.9)
with 41 unstructured Halton nodes, using (4.11) instead of a multiquadric
RBF and cmin = 0.5. The left plot of Fig. 4.8 shows the corresponding





and the right side of Fig. 4.8 the
optimal β+i distribution. These results should be compared to those obtained
with the standard multiquadric RBF which are shown in the right plot of





exists for all nodes and this leads to a signicant increase in accuracy with
respect to the optimal constant shape parameter result. In fact, using (4.11)
the resulting error is ||E( c˜+β )||∞ = 1.001 · 10−5, while using the standard
multiquadric (1.3) the error is ||E( c˜+ )||∞ = 2.843 · 10−4. Table 4.4 shows
the corresponding results for other values of N .
The right plot of Fig. 4.7 shows the error in the solution of problem (4.10)
with 41 unstructured Halton nodes, using (4.11) instead of a multiquadric
RBF and cmin = 0.5. Again, a valid value of c
+
i exists for all nodes and this
leads to an even larger improvement in accuracy with respect to the results
obtained with standard multiquadrics: ||E( c˜+β )||∞ = 6.930 · 10−10 instead of
||E( c˜+ )||∞ = 5.099 · 10−6. This represents four orders of magnitude increase
in accuracy.
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Figure 4.8: Optimal shape parameter distribution c˜+β (left) and β
+
param-
eter distribution (right) for the convection-diusion problem (4.9) using the
generalized multiquadric (4.11).
Table 4.4: RBF-FD results for the steady convection-diusion problem (4.9)
with the generalized multiquadric: N is the number of nodes; %Nβ and
||E( c˜+β )||∞ are the percentage of nodes for which (c+β )i does not exist and
the corresponding innite norm of the error; %Nβ and ||E(c˜+)||∞ are the
percentage of nodes for which c+i does not exist and the corresponding innite
norm of the error; ||E(c˜∗)||∞ is the innite norm of the error using an optimal
constant shape parameter c˜∗.
Unstructured nodes (beta variable)
N %Nβ ||E( c˜+β )||∞ %N ||E( c˜+ )||∞ ||E(c˜∗)||∞
11 0 8.860 · 10−4 54.5 1.008 · 10−2 5.060 · 10−3
21 0 1.443 · 10−4 57.1 1.525 · 10−3 4.832 · 10−4
41 0 1.001 · 10−5 31.7 2.843 · 10−4 5.979 · 10−5
81 0 4.623 · 10−7 25.9 1.026 · 10−4 1.584 · 10−5
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4.6 Example problems in two dimensions
Consider now the two dimensional Poisson problem (3.16) from Section 3.4,
which takes the form

∆u(x) = f(x), in Ω = (0, 1)× (0, 1)
u(x) = g(x), on ∂Ω
(4.13)













cos(2 pi y) sin(pi x) . (4.14)
This problem has been used by Wright and Fornberg [109] to test the perfor-
mance of the local RBF-FD and local RBF-HFD (Hermite RBF) methods.
We have also used it as an example problem to test the performance of the
RBF-FD method using an optimal constant shape parameter
4.6.1 Structured nodes
Suppose the domain is discretized using an N×N structured nodes. Using a
ve node {(x, y), (x−h, y), (x+ h, y), (x, y−h), (x, y+ h)} scheme, the local
truncation error is given by equation (2.14), where u and its derivatives are
approximated as it is explained in Section 3.4.
In Fig. 4.9, we show the results from problem (4.13)-(4.14) using 41× 41
structured nodes and the standard multiquadrics. The left plot shows, with
a dashed line, the innity norm of the global RBF-FD error using a constant
shape parameter throughout the domain. The innity norm of the global
RBF-FD error using the algorithm described in Section 4.3 is shown with a
solid line. The length of this line represents the range of the values of the
shape parameters c˜+i . Although for most nodes, the values of the c˜
+
i are
close to the optimal constant shape parameter c∗ ≈ 0.5818 (see Table 4.5),
the accuracy with the variable shape parameter is signicantly higher than
with the optimal constant one.
The right plot of the gure shows the distribution of the optimal shape
parameters c˜+i . In this gure, there are two small intervals in the vicinities
of x = 0.25 and x = 0.75 for which c˜+i does not exist. In Fig. 4.10, we
represent the corresponding absolute global RBF-FD error distribution for
this example. Notice that the maximum error is located at these nodes.
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Figure 4.9: Left: innite norm of the errors of problem (4.13) with exact
solution (4.14) as function of c, using N = 41 × 41 structured nodes. Solid
line; global RBF-FD error with optimal variable c. Dashed line; global RBF-





























Figure 4.10: Absolute global RBF-FD error of problem (4.13) computed with
the optimal shape parameter distribution c˜
+
.
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Table 4.5: Same as Table 4.1 but for the laplacian problem (4.13)-(4.14).
Structured nodes
N min( c˜+ ) max( c˜+ ) %N ||E( c˜+ )||∞ c˜∗ ||E(c˜∗)||∞ ||E||∞
11× 11 0.4127 0.7979 1.7 2.422 · 10−3 0.5779 6.581 · 10−3 3.847 · 10−2
21× 21 0.3317 0.8835 0.5 1.498 · 10−4 0.5816 1.352 · 10−3 9.516 · 10−3
31× 31 0.2146 6.1387 0.2 1.171 · 10−4 0.5816 5.641 · 10−4 4.220 · 10−3
41× 41 0.1680 2.0905 4.3 2.810 · 10−5 0.5818 3.121 · 10−4 2.370 · 10−3
Unstructured nodes
N min( c˜+ ) max( c˜+ ) %N ||E( c˜+ )||∞ c˜∗ ||E(c˜∗)||∞ ||E||∞
121 (120) 0.1220 3.1054 41.3 1.415 · 10−2 0.4869 1.519 · 10−2 6.153 · 10−2
441 (438) 0.1141 3.2097 30.6 7.616 · 10−3 0.7783 1.079 · 10−2 1.668 · 10−2
961 (955) 0.1041 9.0912 26.5 5.796 · 10−3 0.5058 1.911 · 10−3 7.454 · 10−3
1521 (1513) 0.1001 2.9971 29.3 5.239 · 10−3 0.5094 1.630 · 10−3 3.983 · 10−3
4.6.2 Unstructured nodes
Consider now the case in which the domain is discretized using N unstruc-
tured nodes. The local truncation error for six unequally spaced nodes
{(x, y), (x+ h, y + λ1h), (x + γ2h, y + λ2h), (x + γ3h, y + λ3h), (x + γ4h, y +
λ4h), (x+γ5h, y+λ5h)} central dierence scheme is given by equation (3.19),
which is estimated as it is explained in Section 3.4. Figure 4.11 shows the
innite norms of the RBF-FD errors of problem (4.13)-(4.14) using a con-
stant shape parameter (dashed line), and using the algorithm described is
Section 4.3 (bar). The gray scale in the bar is proportional to the number
of nodes with that optimal shape parameter c˜+i . In this case, we have used
21×21 unstructured Halton nodes. Notice that there is a slight improvement
of accuracy with respect to the optimal constant RBF-FD solution. For more
points the accuracy does not improve (see Table 4.5).
4.6.3 Additional Poisson equation examples
In this section, we address the solution of the additional Poisson equation
examples proposed in Section 3.4, where we consider Eq. (4.13) with the
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Figure 4.11: Same as Fig. 4.9 but for N = 441 unstructured nodes.
function f computed, in each case, from the following exact solutions:
u1 = sin(pix) sin(piy) , (4.15)
u2 =




























2 − (9x−7)2 , (4.17)
u4 =
25
25 + (x− 0.2)2 + 2y2 . (4.18)
Figure 4.12 shows with bars the innite norms of the errors using the
optimal variable shape parameters c˜+i for the four problems (4.15)-(4.18). In
these problems, we have used a regular mesh of 31× 31 nodes. Also shown
with dashed lines are the innite norms of the errors with constant values of
the shape parameter c.
In the top left image of Fig. 4.12 we show the results from problem
(4.15). This is a very peculiar problem because an optimal value of the
shape parameter c˜+i exists for all nodes, and the value of c˜
+
i is the same for
all of them (notice that the bar for the optimal c˜
+
is just one point). This
is because the solution of this problem is an eigenfunction of the Laplacian.
Since c˜+i is independent of the node location xi, the resulting error can be
made as small as needed by just computing the value of c∗ with sucient
accuracy. These results are also summarized in Table 4.6.
The top right image of Fig. 4.12 shows the results from problem (4.16).
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Figure 4.12: Innite norm of the errors of problem (4.13) with exact solutions
(4.15) to (4.18), using N = 31 × 31 structured nodes. Dashed line; global
RBF-FD error with constant c. Dot-dashed line; nite dierence error. Bar:
global RBF-FD error with optimal variable c (the gray scale in the bar is
proportional to the number of nodes with a particular shape parameter).
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Table 4.6: Same as Table 4.1 but for the Laplacian problem with solutions
(4.15)-(4.18). In every case, N is equal to 31× 31 structured nodes.
Structured nodes
f min( c˜+ ) max( c˜+ ) %N ||E( c˜+ )||∞ c˜∗ ||E(c˜∗)||∞ ||E||∞
u1 1.0387 1.0387 0 1.394 · 10−6 1.0387 1.345 · 10−6 9.144 · 10−4
u2 0.2566 5.1882 74.1 8.000 · 10−4 0.5978 1.043 · 10−3 1.868 · 10−3
u3 0.2500 7.8858 17.5 3.032 · 10−3 0.4935 1.758 · 10−3 4.604 · 10−3
u4 4.1053 6.2108 0 9.405 · 10−10 4.4957 7.440 · 10−8 9.727 · 10−7
In this case, there is a very small improvement in accuracy. The reason for
this can be explained by considering the results in Table 4.6. Notice that
there is a high percentage of nodes (%N = 74.1%) for which c˜+i does not exist
and, therefore, in which the conventional FD approximation is used with the
corresponding deterioration of the overall accuracy.
A similar behavior is observed for problem (4.17), where the accuracy is
worse with the optimal variable shape parameter c˜+i than with the optimal
constant one c∗ (see the bottom left image of Fig. 4.12).
On the contrary, problem (4.18) is an example where the use of a variable
shape parameter leads to a very signicant improvement of the accuracy (see
the bottom right image of Fig. 4.12). In fact, the innite norm of the error
with the optimal variable c˜
+
is 9.405 · 10−10, nearly two orders of magnitude
improvement with respect to the constant optimal value c∗ for which the
error is 7.440 · 10−8. Again, the reason for this high accuracy is that, in this
case, there is an optimal shape parameter c˜+i for all nodes (%N = 0 in the
last row of Table 4.6).
To overcome the problem of the existence of optimal shape parameters
c˜+i for problems (4.16) and (4.17), we have solved them using the RBF (4.11)
in a way analogous to that described in Section 4.5 for convection-diusion
problems. The corresponding local truncation error is
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Figure 4.13: Innite norms of the errors from problem (4.13) with exact
solutions (3.21) and (3.23) using the generalized multiquadrics (4.11). As in
Fig.4.12, we use N = 31× 31 structured nodes.
The new (node-dependent) parameter β+i in (4.11) is chosen so that there
exists a valid optimal shape parameter c˜+i  h at each node of the grid,
as explained in Section 4.5. Figure 4.13 shows the results corresponding to
problems (4.16) and (4.17) using the generalized multiquadric RBF (4.11)
with cmin = 0.2. In both cases, there is an improvement of two orders of
magnitude in the accuracy of the computed solutions.
4.7 Conclusions
In this chapter we present a novel technique to compute the solution of PDEs
with the multiquadric RBF-FD method using an optimal variable shape pa-
rameter ci at each node of the computational domain. We show that the
numerical strategy can give rise to several orders more accurate solutions
if there exists an optimal value of the shape parameter for most of the grid
points of the domain. However, if there are many nodes for which an optimal
value of c does not exist, the accuracy is similar to that obtained with an
optimal constant c or even with standard FD formulas. For those cases, we
notice that using generalized multiquadrics as RBFs and choosing the expo-
nent β and the shape parameter c appropriately, guarantees the existence of
an optimal shape parameter for all the nodes. In this way, we are able to
obtain signicant improvements in accuracy for all the examples analyzed
both with structured and unstructured grids.
Chapter 5
Optimal Shape Parameter for the
solution of Elastostatic Problems
with the RBF Method
5.1 Outline
Finite Element Method (FEM) has become the standard method to numer-
ically solve solid mechanics problems. It is very well suited for problems
with irregular geometries which are solved using unstructured grids. How-
ever, during the last years considerable eorts have been devoted to meshless
methods which operate with nodes instead of meshes. Their main advan-
tage is that no mesh generation is required, thus eliminating one of the most
complex steps in the solution procedure. Meshless methods are specially
well suited for problems with large deformations, moving discontinuities or
problems that require frequent remeshing.
Zhang et al [111] were the rst authors to investigate the capabilities
of the global RBF method for the solution of elasticity problems. They
considered both globally supported RBFs, such as multiquadrics and thin-
plate splines, and compactly supported RBFs, such as Wendland's functions
[105]. Later, Tolstykh and Shirobokov [100] applied the local RBF method
to the same elasticity problems analyzed in [111] (cantilever beam, plate
with a circular hole). Both the global [111] and local [100] approaches are
based on the strong formulation of the linear elasticity equations. A third
alternative to use RBFs for elasticity problems was proposed by Liu et al [74,
103]. It combines the Galerkin weak form and RBFs to form a Radial Point
Interpolation Method (RPIM). Its performance was analyzed by solving the
cantilever beam and the plate with a circular hole problems.
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During the last years, the RBF method has been successfully used to solve
a large variety of solid mechanics problems using either the global method
[30, 31, 33, 35, 36, 68, 85], or the local method [32, 34, 84], or RPIM [71,
75]. In most of these works multiquadrics have been used as RBF, and
it is well known that accuracy is strongly dependent on the value of the
shape parameter. For the local RBF method, we have proposed an ecient
procedure to compute both, the optimal constant shape parameter (Chapter
3) and the optimal variable one (Chapter 4). The objective of this work is to
apply these procedures to elasticity problems and show how the accuracy can
be signicantly increased by eciently tuning the values of shape parameters.
This chapter is organized as follows: in Section 5.2 we describe the for-
mulation of global and local RBF methods for the solution of plane stress
problems. In Section 5.3 we apply these methods to the solution of the
Timoshenko's beam problem and to the problem of an innite plate with a
circular hole. These problems are solved both with structured and unstruc-
tured nodes using either a constant or a variable shape parameter. Section
5.4 contains the main conclusions of this chapter.
5.2 Formulation
In the case of plane stress problems, the equations of elasticity written in







































These equations have to be solved with appropriate boundary conditions.
Once these equations are solved for the displacements, the corresponding




































5.2.1 Global RBF Method
In the global RBF method (see Section 1.3), we look for an approximate








bkφ(||x− xk||, cv), (5.3b)
where || · || is the Euclidean norm, xk is a set of N RBF centers and φ is an
RBF centered at xk. The unknown coecients, ak and bk, are the coordinates
of the approximate solution in the functional space spanned by the RBFs.
There are a large variety of functions that can be used as RBFs (see Table
1.1). As in the previous chapters, we will use Hardy's multiquadric (1.3).
The unknown coecients, ak, bk, are computed by collocation of equations
(5.1) at a set of interior nodes and collocation of the boundary conditions at
boundary nodes. For convenience we will use the same set of RBF centers





, k = 1, . . . , N,




, k = 1, . . . , N.
Substituting equations (5.3a-5.3b) in equation (5.1) leads to the following
linear system,
Az = f , (5.4)
where the elements of matrix A corresponding to an interior node k are, for
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For boundary collocation nodes the elements of matrix A depend on the
boundary condition. For instance, in the case of Dirichlet boundary condi-
tions,
Ak, i = φk(||xi − xk||, cu), fk = ue(xk),
and
Ak+N, i+N = φk(||xi − xk||, cv), fk+N = ve(xk).
Solution of equation (5.4) yields the vector z and therefore the coecients
ak and bk of equations (5.3a-5.3b) which are used to compute the horizontal






































5.2.2 Local RBF Method
In the local RBF method (see Section 1.4), the action of the dierential oper-
ator L[·] on a function evaluated at a node xi is approximated by the weighted
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sum (1.17). For instance, the second derivative of horizontal displacement









The coecients αij are computed by imposing (5.7) to be exact for RBFs,
what yields the linear system of equations (1.18).
The coecients to approximate uyy, uxy, vxx, vyy and vxy are similarly
computed. Notice, that in principle there are 6 shape parameters that have
to be chosen (cuxx, cuyy, cuxy, cvxx, cvyy, cvxy).
5.3 Numerical examples
5.3.1 Cantilever Beam
As a rst example we consider a cantilever beam of depth D, length L and
unit thickness, which is fully xed to a support at x = 0 and carries an end
load P . The analytic solution of this problem is given by Timoshenko and
Goodier [98, chap 3] as,















(L − x) + (4 + 5 ν) D2 x
4
+ (3L − x) x2
]
,(5.9)
where E is Young's modulus, ν is Poisson's ratio and I is the second moment
of area of the cross section (I = D3/12 for a narrow rectangular beam of
width 1). The stresses corresponding to the above displacements are,







σyy = 0, (5.10b)
τxy = − P
2 I
(
y2 − Dy) . (5.10c)
This problem has been widely used to demonstrate the capabilities of adap-
tive procedures in FEMs, meshless methods and other numerical techniques.
In many cases, however, the boundary conditions necessary to match the ex-
act solution are not used, and therefore conclusions based on errors computed










































Figure 5.1: Exact solution of cantilever beam (5.8, 5.9) for the case L = 12,
D = 2, E = 1000, ν = 0.3. Left: horizontal displacement u. Right: vertical
displacement v.
using those solutions are questionable. This fact, has been recently pointed
out by Augarde and Deeks [1]. These authors remark that the displacements
given in (5.8-5.9) are an exact solution of the plane stress equations only if
the load is distributed parabolically (as in 5.10c) and if essential boundary
conditions are applied at x = 0 according to equations (5.8-5.9).
To be specic, let's consider the displacements of a beam of length L = 12,
width D = 2, Young modulus E = 1000 and Poisson ratio ν = 0.3, to which
a vertical force P = 10 per unit length is applied at its free end.
The solution given by (5.8-5.9) is shown in Figure 5.1. According to [1]
this is the exact solution of the problem with free boundary conditions at
y = 0 and y = D, Dirichlet boundary conditions at x = 0 given by (5.8-5.9),
and parabolic load at y = L,





P ′ dy = P.
However, the Timoshenko beam problem is often solved with other boundary
conditions. For instance, a common boundary condition used is full-xity at
the support, and uniform load P at the vertical surface at x = L. The
solution in terms of displacements with these boundary conditions is very
similar to the solution shown in Figure 5.1. However, the solution in terms
of stresses is quite dierent as can be observed in Figures 5.2 and 5.3. These
results have been obtained using FEMs with a mesh of 6985 nodes and 13568
triangular elements. Figure 5.2 compares the distribution of σxx of the exact
solution (5.10c) (left part), with the corresponding distribution of σxx for
the problem with fully xed boundary conditions at x = 0 (u = v = 0) and
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Figure 5.2: x stress in the case L = 12, D = 2, E = 1000, ν = 0.3. Left: σxx
(5.10a) distribution for exact solution. Right: σxx distribution for boundary
conditions u = v = 0 at x = 0 and P ′ = 5 per unit length at x = L.
Figure 5.3: Shear stress in the case L = 12, D = 2, E = 1000, ν = 0.3. Left:
τxy (5.10c) distribution for exact solution. Right: shear stress τxy distribution
for boundary conditions u = v = 0 at x = 0 and P ′ = 5 per unit length at
x = L.
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uniform load P ′ = 5 per unit length at x = L (right part). Notice that both
solutions are quite similar except near x = 0 where they dier signicantly
due to stress concentrations near the borders.
Showing even greater dierences are the results for shear stress shown
in Figure 5.3. Notice that the shear stress distribution exhibits singularities
at the top and bottom corners which lead to signicant dierences with the
Timoshenko beam solution (5.10a-5.10c) throughout the beam.
Other boundary conditions frequently used for the Timoshenko beam
problem are:
(A) u = v = 0 at x = 0 and P ′ = 5 per unit length at x = L (Figures 5.2
and 5.3).
(B) u = v = 0 at x = 0 and P ′ = − (6P )/D3) (y2 − D y) at x = L.
(C) u = 0 at x = 0, u = v = 0 at x = 0, y = D/2, and P ′ = − (6P )/D3) (y2−
Dy) at x = L.
(D) P ′ = (6P )/D3) (y2 − Dy) at x = 0 and P ′ = − (6P )/D3) (y2 − Dy)
at x = L.
(E) u and v given by (5.8-5.9) at x = 0 and P ′ = − (6P )/D3) (y2 − Dy)
at x = L.
All these boundary conditions except (E) lead to solutions slightly dierent
from (5.8-5.9). In the rest of the paper we will use Dirichlet boundary con-
ditions given by (5.8-5.9) in all boundaries of the beam x = 0, x = L, y = 0,
y = D and in this way we will be able to use the exact solution for displace-
ments (5.8-5.9) and stresses (5.10a-5.10c) when computing numerical errors
with the proposed RBF methods.
5.3.1.1 FEM solution
For comparison purposes, we will rst compute the solution using FEMs on
a mesh of 132 nodes and 212 elements. We denote the solution in horizontal
and vertical displacements as uFEM and vFEM and the corresponding errors
as,
E¯u = uFEM − ue and E¯v = vFEM − ve.
Figure (5.4) shows the error in horizontal and vertical displacements (E¯u
and E¯v) resulting from solving the Timoshenko beam problem with Dirich-
let boundary conditions using FEM. The innity norm of the error in u is





































Figure 5.4: Error of FEM solution with 132 nodes and 212 elements. Left:
error distribution for horizontal displacement E¯u. Right: error distribution
for vertical displacement E¯v.
||E¯u||∞ = 2.544× 10−3 and the Euclidean norm ||E¯u||2 = 5.147× 10−3. The
corresponding values for vertical displacements are ||E¯u||∞ = 2.881 × 10−3
and ||E¯u||2 = 6.931× 10−3.
5.3.1.2 Global RBF solution
We can compute the solution with the global RBF method using as RBF
centers exactly the same nodes of the FEM mesh. For convenience we will
use the same value of the shape parameter both for horizontal, u, and vertical,
v, displacements (cu = cv = c). We will use the following measure of error,
Eu = u − ue, and Ev = v − ve,
so that,
E = ||Eu||∞ + ||Ev||∞. (5.11)
Figure 5.5 shows the sum of the innity norms of the errors in horizontal
and vertical displacements of the global RBF solution as a function of the
shape parameter c. The solid line shows the results obtained with the same
N = 132 unequally spaced nodes used in the FEM solution, and the dashed
line the results obtained on an equally spaced mesh of N = 19 × 7 = 133
equally spaced nodes. Notice that both curves exhibit the exponential con-
vergence of the error with increasing c. Also notice that for values of shape
parameter larger than approximately 6 the resulting matrix becomes ill-
conditioned and convergence is no longer a smooth function. It should be
pointed out that for the same number of nodes the global RBF solution is
signicantly more accurate than the FEM solution. For instance, the results
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Figure 5.5: Error of global RBF solution, E, as a function of the shape
parameter c. Solid: N = 132 non-equispaced RBF centers. Dashed: N =
19× 7 = 163 equispaced nodes.
for a value of the shape parameter c = 6 are shown in Figure 5.6. Notice, that
there is approximately three orders of magnitude increase in accuracy if one
compares Figure 5.6 to the error of the FEM solution shown in Figure 5.4.
In fact, the innity norm of the error in u is ||Eu||∞ = 1.868× 10−5 and the
Euclidean norm ||Eu||2 = 6.348× 10−5. The innity norm of the error in v is
||Ev||∞ = 2.872×10−6 and the Euclidean norm ||Ev||2 = 1.027×10−5. How-
ever, it should be pointed out that the linear system which has to be solved
in order to compute the numerical solution with the global RBF method is
dense, while in the case of the FEM is sparse. Thus, for the same number of
nodes, the computational cost of the global RBF method is higher than the
computational cost of the FEM.
5.3.1.3 Local RBF solution
To compute the solution with the RBF local method we have to select a
set of N nodes and for each node a stencil of n surrounding nodes. For
convenience we will use a grid of equispaced nodes and, for each node (xi, yi)
a stencil of three adjacent nodes (xi, yi), (xi − ∆x, yi), (xi + ∆x, yi) in the
horizontal direction to approximate ∂xx, three nodes in the vertical direction




































Figure 5.6: Error of global RBF solution for cu = cv = 6 and N = 132 RBF
centers. Left: error distribution for horizontal displacement Eu. Right: error
distribution for vertical displacement Ev.
(xi, yi), (xi, yi−∆y), (xi, yi+∆y) to approximate ∂yy, and ve nodes (xi, yi),
(xi−∆x, yi−∆y), (xi+∆x, yi−∆y), (xi+∆x, yi+∆y), (xi−∆x, yi+∆y)
to approximate ∂xy.
Figure 5.7 shows the error as a function of the shape parameter for a grid
of N = 19× 7 = 133 equispaced nodes. In this case we have taken the shape
parameters for all the derivatives appearing in (5.1) as equal (cuxx = cuyy =
cuxy = cvxx = cvyy = cvxy = c). Notice that the exponential convergence of
the global method has been lost and that the error E of the local method
decreases as c−2. This behavior should be expected according to the formulas
for the error of the RBF local method derived in Chapter 2. In fact, the
formula for the error in approximating the second derivative with respect to






































Since the solutions for u and v of the Timoshenko's beam problem (5.8-
5.9) are polynomials of third degree, then uxxxx, uyyyy, vxxxx and vyyyy are
zero. Thereby, the errors in approximating the second derivatives of u and v
approach zero as c approaches innity. In fact, it is well known that RBF-FD
formulas approach standard FD when c → ∞. For this particular problem,
standard FD yield the exact solution of the problem, and the RBF-FD error
approaches zero as c→∞ (E ≈ O(c−2)).
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Figure 5.7: Error of RBF local solution for as a function of c. Equispaced
grid of N = 19× 7 = 133 nodes.
5.3.2 Plate with a Hole
Let's consider the problem of an innite plate with a hole of radius a loaded
by a traction σ0 at innity in the x direction [98]. This problem has been
often used as a test case to assess the accuracy of dierent meshless methods
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Figure 5.8: RBF global solution for the case N = 174, cu = cv = 2. Left:
horizontal displacement u. Right: vertical displacement v.
5.3.2.1 Global RBF solution
We solve the problem with σ0 = 1, E = 1000, Lx = 4, Ly = 4, a = 1, ν = 0.3
and Dirichlet boundary conditions. We use a set of 174 RBF centers which
coincide with the nodes of a triangular mesh used to compute the solution
with the FEM. Figure 5.8 shows the RBF numerical solution for horizontal
(left) and vertical (right) displacements using cu = cv = 2. Also shown are
the nodes used as RBF centers.
Figure 5.9 shows the error (5.11) of the global RBF solution as a function
of the shape parameter (cu = cv = c) for two dierent sets of RBF centers.
In the case N = 633, the error exhibits exponential convergence until a
value of c ≈ 1.6 is reached for which the matrix becomes ill-conditioned and
roundo errors deteriorate the accuracy of the solution. The exponential
convergence can also be observed in the case N = 174. However, in this
case, ill-conditioning occurs for values of the shape parameter larger than
those shown in the gure.
It is also possible to use a minimization routine (we have used function
fminsearch of MATLAB) to nd values of cu and cv that minimize the
error. For the coarser grid (N = 174) the error E is minimum for cu =
2.8803, cv = 1.5480 (||Eu||∞ = 1.72 × 10−5, ||Ev||∞ = 1.26 × 10−5). For
the ner grid (N = 653) the error is minimum for cu = 1.6364, cv = 1.4401
(||Eu||∞ = 1.21× 10−6, ||Ev||∞ = 9.10× 10−7).
Figure 5.10 shows the stress σxx along the left boundary (x = 0) for
two sets of RBF centers. For N = 174 RBF centers there are signicant
discrepancies with the analytical solution, specially in the vicinity of the
hole (y ≈ 1). For N = 653 the solution is very accurate for all values of y.








Figure 5.9: Error (5.11) as a function of the shape parameter c. Solid line:
N = 174 RBF centers. Dashed line: N = 653 RBF centers.











Figure 5.10: Stress σxx as a function of y at the left boundary (x = 0)
obtained with the global RBF method. Solid line: exact solution. ◦: 174
RBF centers. ∗: 653 RBF centers.
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5.3.2.2 Local RBF solution
The solution of the plate with a hole problem (5.12-5.13) is no longer a
polynomial and therefore its solution with standard FD is no longer exact.
We will use RBF-FD formulas to compute the solution both on an equispaced
grid and on a non equispaced grid.
Equispaced nodes
For simplicity, we will start by using an equispaced grid made up by nodes
which are in the boundary or in the interior of the plate. To compute second
derivatives we use three node stencils; (xi, yi), (xi − ∆x, yi), (xi + ∆x, yi)
to approximate uxx and vxx, and (xi, yi), (xi, yi − ∆y), (xi, yi + ∆y) to ap-
proximate uyy and vyy. To compute crossed derivatives we use ve node
stencils; (xi, yi), (xi − ∆x, yi − ∆y), (xi −∆x, yi + ∆y), (xi + ∆x, yi − ∆y)
, (xi + ∆x, yi + ∆y) to approximate uxy and vxy. We consider as interior
nodes those whose 6 neighbors belong to the set of nodes, and as boundary
nodes those who have at least one neighbor that does not belong to the set of
nodes. At interior nodes we apply the RBF-FD formulation and at boundary
nodes we apply Dirichlet boundary conditions given by (5.12-5.13).
Figure 5.11 shows the error as a function of the shape parameter for
three dierent grids: 21 × 21 (N = 419), 31 × 31 (N = 909), and 41 × 41
(N = 1595). In all cases the error increases for very small values of c, then
decreases exponentially with increasing c and approaches a constant for larger
values of c. This constant corresponds to the error resulting from standard
FD.
In Chapter 2 we showed that frequently there is an optimal value of the
shape parameter such that the local approximation error resulting from RBF-
FD formulas is minimum. We also showed in Chapters 3 and 4 that using
at each node the corresponding optimal shape parameter may lead to very
signicant improvements in accuracy. In the following we will apply this
technique to compute accurate solutions of the plate with a hole problem.
For simplicity of the resulting formulas, we add a constant term to the




λiφ(ri(x), c) + β.
In Chapter 2 we derived an approximate equation for the local truncation
error resulting from MQ RBF-FD formulas for second derivatives using three
equispaced nodes (2.11). Adding the constant term, the error formula for uxx
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Figure 5.11: Error (5.11) as a function of the shape parameter c with the local
method. Solid line: N = 419 RBF centers. Dashed line: N = 909 RBF
centers. Dotted line: N = 1595 RBF centers. Long horizontal lines: Error
(5.11) using the optimal, node-dependent shape parameter. Short horizontal

























This is the optimal value that we use at each node to approximate second
derivatives. Notice that, if the expression inside the square root is not posi-
tive, there is not any real value of c that makes the local approximation error
null.
Analogously, for the cross derivative, the local approximation error using
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Figure 5.12: Left: nodes where optimal c to approximate uxx exists. Right:
nodes where optimal c to approximate uyy exists.
Applying these formulas with the derivatives appearing in them computed
from the exact solution (5.12, 5.13) at each node of the grid, we can compute
the optimal shape parameter to approximate each of the derivatives of u and
v appearing in (5.1). In real applications, when the exact solution is not
known, the derivatives appearing in (5.16) are estimated using the procedure
described in Chapter 3.
Figure 5.12 shows the nodes for which an optimal shape parameter exists
for uxx (left) and uyy (right). These results correspond to the grid of 31× 31
(N = 909) nodes. Notice that there are a large number of nodes for which no
optimal shape parameter exists. In those nodes we use standard FD. Similar
results apply for the optimal shape parameter corresponding to vxx, vyy, uxy
and vxy.
Figure (5.13) shows the spatial distribution of optimal shape parameter
for the cross derivative of the vertical displacement, vxy. The results corre-
spond to a grid of 41×41 (N = 1595) points. At nodes where no c∗ exists we
have assigned a value c∗ = 6. For such a large value of c the RBF-FD formu-
las are equivalent to standard FD. Notice that the optimal shape parameter
varies smoothly and its minimum value is 0.1810.
The error measures (5.11) resulting from applying the RBF-FD method
with the optimal shape parameter at each node are shown as long horizontal
lines in Figure 5.11 for the three grids analyzed. Notice that there are sig-
nicant accuracy improvements with respect to the results obtained with a
constant shape parameter for all nodes and all derivatives.
In Chapter 4 it was observed that the increase of accuracy resulting from
the use of an optimal shape parameter at each node, strongly depended on
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Figure 5.13: Distribution of optimal shape parameter corresponding to vxy.
N = 1595.
the percentage of nodes for which the optimal shape parameter exists. Hence,
we proposed the use of generalized multiquadrics to ensure that the RBF-FD
local truncation error is zero to leading order at all nodes. In fact, the gener-
alized multiquadric (4.11) has an additional parameter β (node-dependent)
which can be chosen so that an optimal value of the shape parameter exists
at every node. Implementing this procedure to the solution of problem (5.12-
5.13) results in the errors shown with a short horizontal line in Figure 5.11.
As expected, this procedure leads to signicant improvements in accuracy.
For instance, in the case of N = 1595 the error (5.11) with FD is 3.94×10−6,
the error with the optimal shape parameter using standard multiquadrics is
1.97 × 10−6, and the error with the optimal shape parameter using gener-
alized multiquadrics is 4.52 × 10−7. Similar improvements are observed for
N = 419 and 909.
Non-equispaced nodes
We can also solve the problem with the local method using non-equispaced
nodes. For each node, we select a stencil made up of the ve nearest neighbors
(stencils of 6 nodes), and for each dierential operator and each node, we
compute the coecients αij of the stencil by solving the corresponding 6× 6
linear system. Figure 5.14 shows the error (5.11) as a function of the shape
parameter c for the grid of N = 174 nodes shown in Figure 5.8 (solid line).
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Figure 5.14: Error (5.11) as a function of the shape parameter c with the
local method. Solid line: N = 174 RBF centers. Dashed line: N = 653
RBF centers. Thin lines: dierent shape parameters for each derivative.
Also shown is the error as a function of c for a grid of N = 653 nodes
(dashed line) obtained by rening the initial mesh. Notice that the error
dependence with c of the non-equispaced case is similar to that observed for
the equispaced case (see Figure 5.11): the error decreases with increasing c
and approaches a constant for large values of c. However, the errors for the
non-equispaced case are signicantly smaller than those of the equispaced
case. The reason for this is that the nodes in the vicinity of the inner circle,
where the errors are larger, are better distributed in the non-equispaced case
that in the case of a regular equispaced grid. Also shown (thin lines) are the
errors resulting from using a dierent shape parameter for each derivative.
In the case N = 175 the optimal shape parameters for uxx, uyy, vxx, vyy, uxy
and vxy are 14.2323, 1.7069, 1.4298, 1.9374, 5.3884 and 13.0723 respectively.
In the case N = 653 the corresponding values of the shape parameters are
8.6361, 1.5943, 5.0336, 1.2891, 9.9104 and 8.1346 respectively. These values
are obtained using function fminsearch of MATLAB to minimize the error.
Notice that there is a slight improvement in accuracy.
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5.4 Conclusions
In this chapter we analyze the applicability of the global and local versions
of the RBF method to the solution of two standard elastostatic problems:
the Timoshenko's beam problem and the problem of an innite plate with a
circular hole. The objective of our work is to show how the accuracy can be
signicantly increased by eciently tuning the values of shape parameters.
We use multiquadrics as RBFs both for the global and the local method, and
describe how to select an optimal value of the shape parameter to minimize
approximation errors. For the local method, the selection of the optimal
shape parameter is based on analytical approximations to the local error
derived in Chapter 2 using either the same shape parameter at all nodes as
it is described in Chapter 3, or a node dependent shape parameter as it is
described in Chapter 4. We use both equispaced and non-equispaced nodes
and show that signicant gains in accuracy result from a proper selection of
the shape parameter.
Chapter 6
Propagation of premixed laminar




Premixed ame propagation is an important topic in combustion research
with many applications in engineering and industry safety. It arises in all
occasions that a mixture of fuel and air occurs, and therefore the mixture
can be ignited leading to a propagating ame. Thus, it is important to
understand this physical process which very often takes place in complex
shaped domains. One important tool to achieve this goal is the numerical
simulation of the equations describing ame propagation. In the past, nite
dierences (FD) [10, 60, 61, 63, 81] and nite element methods (FEM) [47, 82]
have been successfully used.
In this chapter we explore the feasibility of the RBF-FD method for the
solution of ame propagation problems. The method has the great advantage
that the resulting dierentiation matrices are sparse and well-conditioned
even for large scale problems in complexly shaped domains [38, 40, 88, 109].
We have considered a three-dimensional model for the propagation of ames
in open circular ducts with a simple Arrhenius reaction term to model the
chemistry. However, complex chemistry models can be easily incorporated
since the RBF-FD method applies only to the modeling of the space deriva-
tive terms. We use stencils with a relatively large number of nodes what
allows to achieve high order approximation accuracy. This approach was
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rst used in [5, 38, 40, 88], where it is proposed the use of RBF-FD methods
with large stencils, achieving high accuracy and well-conditioning collocation
systems.
The chapter is organized as follows: Section 6.2 describes the mathemat-
ical model; Section 6.3 explains the numerical implementation of the model
using RBF-FD; Section 6.4 presents the two- and three-dimensional numer-
ical results and Section 6.5 summarizes the main conclusions of the present
work.
6.2 Mathematical model
The mathematical model which describes the propagation of laminar ames
in open ducts of circular cross-section [60], written in the reference frame















∆Y − ω (T, Y ) , (6.1b)
where ∆ is the laplacian, Y denotes the mass fraction of reactant, T the
non-dimensional temperature, z the longitudinal coordinate along the duct
and ω (T, Y ) the non-dimensional reaction rate, which is assumed to follow
an Arrhenius law of the form





Ze (T − 1)
1 + γ (T − 1)
]
. (6.2)
The non-dimensional parameters Le, Ze and γ are the Lewis number, the
Zeldovich number and the heat release ratio, respectively. up is the non-
dimensional quantity
up = SL/UL = 1− 3γ + Le− 2.344
Ze
,
based on laminar burning velocity of planar ame [66]. In the following
simulations, Ze = 15 and γ = 0.8 for dierent values of the Lewis number
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= 0, T |r=R = 0.
In both cases,






= 0; x→ +∞,
far upstream and downstream of the ame front, respectively. The temper-
ature T and concentration Y are assumed to be 2pi-periodic functions of the
azimuthal coordinate φ.




and T (r, φ, z) = [1− Y (z)] f(r, φ) (6.3)










in the isothermal case, where z0 is the initial location of the ame and f(r, φ)
is a function which modules the amplitude of the initial condition.
6.3 Numerical implementation
6.3.1 Spatial discretization
The spatial operators from equations (6.1a) and (6.1b) are discretized us-
ing the RBF-FD method as it is described in Section 1.4. The RBF chosen
is the Gaussian (GA) (see Appendix A), which belongs to the class of in-
nitely smooth RBFs containing a free shape parameter ε. Since the RBF-
FD method only depends on the distances between nodes, the shape and
dimension of the domain is not a drawback and it can be easily implemented
to solve the current three-dimensional problem. As in [38, 88], we use large
stencil sizes and specify the value of the shape parameter such that the ma-
trix condition number is bounded in the range κmin ≤ κ ≤ κmax. This
procedure circumvents the intrinsic ill-conditioned of the method and leads
to high order approximations as it is shown in Section 1.6.
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Therefore, the discretized equations (6.1a) and (6.1b) are given by
∂T
∂t
+ V (t)DzT = ∆ˆT + ω, (6.5a)
∂Y
∂t
+ V (t)DzY = ∆ˆY − ω, (6.5b)




and ∆. T , Y and ω represent functions T , Y and ω evaluated
at centers {xj}Nj=1.
6.3.2 Time discretization
In order to prevent the ame from leaving the computational domain as
time evolves, we follow the method described in [60, 61]. In these works, the
authors attach the frame of reference to some point x
∗ = (r∗, φ∗, z∗) that
moves with the forefront of the ame with a speed V (tk) relative to the solid
wall by imposing at this point an arbitrary constant temperature in the range
0.2 < T ∗ < 0.5 and ∂T/∂z|
x∗
6= 0. Under these constraints, equation (6.5a)
at the reference point yields
V (tk)DzT
∗ = ∆ˆT ∗ + ω∗.
This equation is used at every time step to compute the velocity of the ame
V (tk). After an initial transient period, if the ame propagates with a con-
stant velocity, the temperature distribution becomes steady in the frame of
reference attached to the ame, and the value V (tk) becomes time inde-
pendent. This value is the constant ame speed relative to the wall. The
criterion for a steady distribution is that
max
∣∣T k+1 − T k∣∣
∆t
< 10−5,
where T k and T k+1 are the values of the temperatures at previous and cur-
rent time levels, respectively. Since the error committed in determining the
velocity with this method is O (∆t), equations (6.5a) and (6.5b) are advanced
in time using a rst order method in time. It results in the following system
of equations
T k+1 = T k +∆t
[
∆ˆT k + ωk − V (tk)DzT k
]
, (6.6a)
Y k+1 = Y k +∆t
[
∆ˆY k − ωk − V (tk)DzY k
]
, (6.6b)
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where the solution for all interior nodes at time step k+1 is computed using
the values of the solution at time step k.
Neumann boundary conditions are implemented at every time step in a


















i = (nix, n
i
y, 0) is a normal vector to the surface of the duct at one
boundary point xi. Let αx and αy be the RBF-FD weights that respectively
discretize the rst derivatives with respect to x and y on a stencil formed
by one boundary point xi and n − 1 interior nodes and let {σi(j)}nj=1 be
the set which contains the corresponding node indices. The boundary value
T (xi) = T σi(1) at time tk+1 is given by




















which is calculated from the interior values {T k+1σi(j)}nj=2 already updated from
(6.5a).
6.4 Numerical results
In the following sections, we present the results of solving the mathematical
model for dierent values of the Lewis number Le and the duct radius R
using a high-order RBF-FD method. We consider both the two-dimensional
and the three-dimensional forms of the model, comparing our results with
those presented in [60] where the same model has been solved numerically
using the classical second-order nite dierence formulas.
6.4.1 2D-results
In this section we present the results obtained with the two-dimensional form
of the model where only coordinates z and r are taken into account and the
azimuthal coordinate φ is not considered. Hence, the laplacian in equations










, where the variables z
and r are the longitudinal and radial coordinates, respectively. Because of the
symmetry across the duct centerline, we only consider the region 0 < r < R
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Figure 6.1: Sparsity of the dierentiation matrix ∆ˆ using a grid of 91 × 61
nodes and a 25 node stencil.











In our simulations, the upstream and downstream boundaries are placed
at zmin = −10 and zmax = 20. The resulting domain is discretized using
a grid of 91 × 61 nodes. The stencil size is n = 25, which results in an
accuracy corresponding roughly with a fourth-order method. The time step
size is ∆t = 10−3 except for the case Le = 0.5, where we use ∆t = 0.5 ·
10−3 to ensure numerical stability. For all stencils, the RBF-FD weights are
computed solving (1.18) with condition numbers in the range 1012 ≤ κ ≤
1014. In Figure 6.1 we represent the non-zero elements of the dierentiation
matrix ∆ˆ. Notice the high sparsity of RBF-FD for which only 0.45 percent
of the elements of the matrix are non-zero.
Figure 6.2 shows the solution for the case Le = 1 and R = 15 with
isothermal boundary conditions (compare with Figure 2 in [60]). The ame
structure has the so-called mushroom-shape. Notice that the ame extin-
guishes near the wall and the reaction rate increases smoothly towards the
axis of the tube, where the ame structure is almost planar. Figures 6.3 and
6.4 show solutions corresponding to R = 20 and 6, with Le = 0.7 and isother-
mal walls (compare with Figure 3 and 4 in [60]). Notice that for R = 20 a
two cell solution exists with a structure similar to the tulip ame structure:
the forefront of the ame is located near the wall and the ame almost extin-
guishes near the axis. For R = 6, the single cell leading edge is located at the



















Figure 6.2: Flame structure for Le = 1, R = 15 and isothermal wall. Upper
half: isotherms (solid lines: T at intervals 0.1, Tmin = 0.1 and Tmax = 0.9).
Lower half: fuel mass fraction contours (dotted lines: Y at intervals 0.1,
Ymin = 0.1) and reaction rate contours (solid lines: ω = 0.1, 0.5, 1).
axis of the tube, reaching the maximum temperature just behind the ame
front. The corresponding time evolution of the non-dimensional ame veloc-
ities and numerical tolerances are plotted in Figure 6.5. In both cases, the
velocity becomes time independent and the tolerance satises the criterion
for a steady distribution. Similar behavior is observed in all the simulations
presented in this work. Figures 6.6 and 6.7 (compare with Figure 5 and 6
in [60]) show the adiabatic and isothermal wall solutions for large values of
the radius in the case Le = 0.5. In both cases it is observed a two cell struc-
ture with a similar appearance near the axis of the tube. Nevertheless, the
isothermal wall solution produces quenching near the wall and, as a result,
the structure of the ame is dierent in that region.
As it is shown, the problems analyzed in this section evolves with the
same qualitative features than those presented in [60].




















Figure 6.3: Flame structure for Le = 0.7, R = 20 and isothermal wall. Upper
half: isotherms (solid lines: T at intervals 0.1, Tmin = 0.1 and Tmax = 1;
dotted lines: T = 1.02). Lower half: fuel mass fraction contours (dotted
lines: Y at intervals 0.1, Ymin = 0.1) and reaction rate contours (solid lines:

























Figure 6.4: Flame structure for Le = 0.7, R = 6 and isothermal wall. Upper
half: isotherms (solid lines: T at intervals 0.1, Tmin = 0.1 and Tmax = 1;
dotted lines: T = 1.02). Lower half: fuel mass fraction contours (dotted
lines: Y at intervals 0.1, Ymin = 0.1) and reaction rate contours (solid lines:
ω = 0.5, 1, 2, 3, 4).
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Figure 6.5: Time evolution of the non-dimensional ame velocity (left) and























Figure 6.6: Flame structure for Le = 0.5, R = 20 and isothermal wall. Upper
half: isotherms (solid lines: T at intervals, Tmin = 0.1 and Tmax = 1; dotted
lines: T = 1.02, 1.04 and 1.06). Lower half: fuel mass fraction contours
(dotted lines: Y at intervals 0.1, Ymin = 0.1) and reaction rate contours
(solid lines: ω = 0.1, 1, 2).


















Figure 6.7: Flame structure for Le = 0.5, R = 20 and adiabatic wall. Upper
half: isotherms (solid lines: T at intervals 0.1 and Tmin = 0.1). Lower half:
fuel mass fraction contours (dotted lines: Y at intervals 0.1, Ymin = 0.1) and

























Figure 6.8: Three-dimensional center distribution with N = 6300 (left) and
transversal section (right).
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Figure 6.9: Sparsity of the dierentiation matrix ∆ˆ using the node distribu-
tion shown in Figure 6.8 and a 35 node stencil.
6.4.2 3D-results
In this subsection we present the results of solving the three-dimensional
model in a duct of radius R = 8 extending from zmin = −3 to zmax = 10,
where the upstream and downstream boundaries are respectively placed.
This domain is discretized using 6300 nodes distributed as it is shown in
Figure 6.8. The stencil size is n = 35, which in three dimensions corresponds
roughly with a third-order method. The time step size is ∆t = 0.5 · 10−3
to ensure numerical stability. For all stencils, the RBF-FD weights are com-
puted solving (1.18) with condition numbers in the range 1012 ≤ κ ≤ 1014.
Figure 6.9 shows the non-zero elements of the dierentiation matrix ∆ˆ with
these settings. As in the two-dimensional case, the matrix is highly sparse
with only 0.56 percent of the elements non-zero.
Depending on the initial conditions, the model can reach dierent steady
state solutions for the same set of parameters [48, 51, 60]. For instance,
Figures 6.10 and 6.11 show the steady state ame structures computed for
Le = 0.5 and R = 8 with isothermal boundary conditions using dierent ini-
tial conditions. Figure 6.10 shows the isosurface T = 0.7 (left) and the lon-
gitudinal section of the ame (right). Both reveal an axisymmetric structure
similar to that obtained in the corresponding two-dimensional case shown
in Figure 6.6, despite the dierent radius. Figure 6.11 shows the isosurface
T = 0.9 (left) and a longitudinal section of the ame (right). In this case, a
complicated ame structure with no axial symmetry is obtained. The right
side of the gure reveals that the maximum temperature is reached inside the
lobules of the ame. Figures 6.12 and 6.13 show respectively the solutions
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Figure 6.10: Three-dimensional ame structure for Le = 0.5, R = 8 and
isothermal wall. Left: isosurfaces T = 0.7. Right: longitudinal section of the
ame.
for Le = 0.5 and R = 8 with adiabatic boundary conditions and Le = 0.7
and R = 8 with isothermal boundary conditions. Notice that in both cases
the ame structure is not axisymmetric.
Comparing these results with those analyzed in [60], it is observed that
the RBF-FD solution evolves with the same qualitative features than those
computed with FD. The main advantage of RBF-FD over standard FD is
that, as the Mairhuber-Curtis Theorem [29, 78] points out, in FD it is not
possible to compute the weights on arbitrary unstructured stencils in more
than 1D, while in RBF methods this problem does not exist [79, 92] (see
Chapter 1). As a result, RBF-FD is able to solve problems using an arbitrary
node distribution with high accuracy in space by just increasing the number
of nodes in the stencil and/or by choosing appropriately the shape parameter.
6.5 Conclusions
In this chapter we analyze the use of RBF-FD methods to numerically solve
a model for the propagation of ames in open circular ducts. Since the
formulation only depends on the distance between centers and not on their
location, the method is essentially the same for any dimension and shape of
the domain. Given an arbitrary node distribution, the RBF-FD method is
able to calculate the weighting coecients that approximate the dierential
operator by just solving the system of equations (1.18) for every stencil,
which is guaranteed to be non-singular. We take advantage of this feature
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Figure 6.11: Three-dimensional ame structure for Le = 0.5, R = 8 and
isothermal wall. Left: isosurfaces T = 0.9. Right: longitudinal section of the
ame.
Figure 6.12: Three-dimensional ame structure for Le = 0.5, R = 8 and
adiabatic wall. Left: isosurfaces T = 0.8. Right: longitudinal section of the
ame.
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Figure 6.13: Three-dimensional ame structure for Le = 0.7, R = 8 and
isothermal wall. Left: isosurfaces T = 0.9. Right: longitudinal section of the
ame.
and implement the method for the solution of a three-dimensional problem
using a meshless discretization.
As in FD, the order of the approximation depends on the stencil size.
However, RBFs contain a free shape parameter which modies the accuracy
of the approximation and the conditioning number of the system of equations.
It is more accurate for smaller values of the shape parameter for which the
system of equations is ill-conditioned. Hence, accuracy and ill-conditioning
cannot be kept simultaneously small. In order to control this trade o, we
follow the strategy proposed in [38, 88] to select the shape parameter. It is
based on specifying a value of the shape parameter on each stencil so that the
matrix condition number is bounded, κmin ≤ κ ≤ κmax. This strategy yields
a value of the shape parameter in the region for which the system of equations
(1.18) is still well-conditioned and the solution is computed accurately.
Unlike the global RBF method, the resulting dierentiation matrices are
highly sparse and well-conditioned. In the examples considered, around the
0.5 percent of the elements were non-zero with the corresponding savings
in time and memory with respect to the global RBF method. The solu-
tions computed are compared to those obtained in [60], showing the same
qualitative features.
From the results obtained, it is concluded that RBF-FD methods are suit-
able to eciently solve large scales problems in complexly nth-dimensional
shaped domains.
Chapter 7
An RBF-FD method for the
analysis of an idealized
micro-rotary engine
7.1 Introduction
The miniaturization of electromechanical devices and the resulting need for
micro-power these systems has motivated the recent development of the eld
of microscale combustion. The idea is to use the high specic energy of liquid
hydrocarbon fuels in combustion-driven microdevices to generate power. A
miniature combustion device with a power conversion eciency of around
2−5% would be comparable in its performance to the best available battery
[102].
Several microcombustors have been already built and operate [97, 101,
104] and the development of this technology has advanced through the fea-
sibility stage. Nevertheless, there are important issues concerned with heat
losses, ame instabilities or ame quenching that need to be addressed to
make this technology practical and feasible. Attempts to overcome these
diculties in fabrication has been primarily done by trial and error.
Among the dierent microcombustors for small-power generation, rotary
engine are specially well suited due to its high specic power, low cost and
minimum number of moving parts [96]. An example of a micro-rotary en-
gine is represented in Figure 7.1. In order to analyze the behavior of the
microcombustor, a numerical study is required. In this chapter we present
a simplied mathematical model of an idealized micro-rotary engine whose
irregular geometry makes the RBF-FD method suitable for the numerical
study.
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Figure 7.1: Sketch of a micro-rotary engine from the Micro-Rotary Combus-
tion Lab, University of California, Berkeley.
7.2 Formulation
In this model, the combustion cavity is approximated by a channel of width h
through which a combustible mixture (fuel and oxidizer) ows. The bottom
wall moves with a velocity ±V relative to the other. The upper wall has
a notch which modies the combustible ow and facilitates the attachment
of the ame. The velocity prole at the inlet, far away from the notch, is
assumed to be a sum of a Poiseuille ow and a Couette ow with a mean
velocity U0. The density and temperature of the fresh mixture are ρ0 and
T0 and the fuel mass fraction is Y0. Two dierent geometries are considered,
depending if the notches are inner or outer to the channel. Both are repre-
sented in Figure 7.2, where the notches are circumferences of radius Rc and
center at (xc, yc) which intersects the duct.
When the ow pass through the channel, a recirculation zone appears
due to the notch (Figure 7.2). If the mixture is ignited, a steady ame is
established in the channel. Its structure and location depend on the ow
rate which determine the attachment position, among other parameters. To
modelize this problem, a diusive-thermal model is used, formally assuming
that the mixture density ρ, viscosity µ, thermal diusivity DT , heat capacity
cp, and fuel molecular diusivityDF are all constants. Consequently, the ow
eld is not aected by the combustion process and can be determined a-priori
by solving the steady Navier-Stokes equation in the given channel congura-








V Re = 32
Figure 7.2: Sketches of channel congurations for inner notch (top) and
outer notch (bottom). The ow eld is illustrated by selected streamlines.
The notches are modelized by circumference of radius Rc centered at (xc, yc).
length and time, and U0 as a unit of velocity. The coordinates x and y are di-
mensionless in units of h. The mass fraction is normalized with respect to Y0
and a non-dimensional temperature is introduced as θ = (T − T0)/(T1− T0),
where T1 = T0 + QY0/cp is the corresponding adiabatic ame temperature.
The laminar ame speed SL and the thermal ame thickness δT = DT/SL
are additional characteristic scales which introduce two parameters: the mass
ow rate parameter m = ρU0/ρSL and the square of the channel width to
the laminar ame thickness d = (h/δT )
2
. The governing equations in dimen-
sionless form are given by
∇ · u = 0 (7.1a)
m
√










d (u · ∇) Y = 1
Le
∇2Y − d · ω (θ, Y ) (7.1d)
where u = (u, v) is the velocity vector with u, v the axial and transverse
components, p is the pressure, Y is the fuel mass fraction and





Ze (θ − 1)
1 + γ (θ − 1)
]
. (7.2)
The non-dimensional parameters appearing in these equations are the Zel-
dovich number, Ze = E(Ta − T0)/RT 2a , the Lewis number, Le = DT/DF ,
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the heat release parameter, γ = (Ta − T0)/Ta, and the Prandtl number,
Pr = µ/ρDT , where E is the activation energy of the chemical reaction and
R the gas constant. The Reynolds number, based on the mean ow velocity
U0 is expressed as Re = m
√
d/Pr. The factor up = SL/UL arises in the
non-dimensional reaction rate (7.2) where UL is the asymptotic value of the
velocity of the planar ame obtained for large activation energies (Ze  1)
and SL is the planar burning velocity. The non-dimensional boundary con-
ditions along the duct walls are,


















where ys(x) denotes the surface of the irregular upper wall, b˜ = bδT is the
non-dimensional heat loss coecient and V˜ = V/U0 is the non-dimensional
velocity of the bottom wall. At the inlet, far upstream as x→ −∞,

u(y) = 6y(1− y) + 3V˜ (y − 1)(y − 1/3), v = 0


















The pressure conditions are taken from [86, 87].
7.3 Numerical implementation
The numerical solution of the steady Navier-Stokes equations (7.1a) and
(7.1b) involves some diculties, like the lack of an independent equation for
the pressure and the non-existence of a dominant variable in the continuity
equation. To circumvent these diculties, we make use of the fractional step
algorithm originally suggested by Chorin [16]. In this algorithm, the pressure
is uncoupled from the momentum equations and construct so that the ow
eld satises the continuity equation. In this way, equation (7.1b) is splitted
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where the superscripts denotes the time levels. In this approach, time plays
the role of an iterative parameter and only the state obtained in the last
iteration has physical meaning. The steady state is assumed to be achieved
whenever it is satised the tolerance condition max |un+1 − un| /∆t < tol.
Equation (7.3a) is discretized in space using RBF-FD formulas and ad-
vanced in time using a semi-implicitAB2CN scheme [21] (second-order Adam-
Bashford scheme for the advection term and Crank-Nicolson scheme for the
diusive term). It is well-known that the implicit treatment of diusion
term eliminates the viscous stability constraint which can be quite severe in
numerical computations of viscous ow, while the explicit treatment of the
advection term makes only necessary to solve a linear boundary problem at
























d (un ◦Dx + vn ◦Dy)un. (7.5)
In the equation above, ◦ denotes element-wise matrix multiplication and Dx,
Dy and L are the respective RBF-FD dierentiation matrices that approxi-








The complete velocity u
n+1
is corrected by including the pressure eld
given by (7.3b). At each time step, the solution is expected to satisfy the
continuity equation (7.1a). Applying the divergence to equation (7.3b), it is
satised ∇ · un+1 = 0 and pressure is given by the Poisson equation
∇2pn+1 = 1
∆t
∇ · un+1/2, (7.6)








n+1/2 − un) · ~n. (7.7)
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Finally, the velocity u
n+1
is updated substituting the solution of pressure
equation in (7.3b).
To validate the numerical implementation, we have considered the clas-
sical problem of a lid-driven ow in a square cavity solved using RBF-FD
methods in [14, 21, 87]. The streamlines and vorticity are shown in Figure
7.3 for (a) Re = 100 and (b) Re = 400. As it is appreciated, the solution
computed evolves with the same qualitative features than those from the
cited works.
Once the ow eld has reached the steady state, the stationary ow eld
u
s = (us, vs) is substituted in equations (7.1c - 7.1d) and both are advanced







F n − 16
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(LY n+1 + LY n) (7.8b)
where F n and Gn are given at the nth time step by
F n = m
√
d (us ◦Dx + vs ◦Dy) θn + d · ω (θn, Y n) ,
Gn = m
√
d (us ◦Dx + vs ◦Dy) Y n − d · ω (θn, Y n) .
(7.9)
Here, ◦ denotes element-wise matrix multiplication and the RBF-FD dier-
entiation matrices Dx, Dy and L are equal to those from equations (7.4) and
(7.5). A RK4 method is used to initialize the algorithm. As in the combus-
tion problem from Chapter 6, time plays the role of the iterative parameter
and only the state obtained in the last iteration has physical meaning. The
criterion for a steady distribution is that max |θn+1 − θn| /∆t < tol.
7.4 Numerical Results
Motivated from the microcombustor applications, the steady ow eld is
determined solving the steady Navier-Stokes equations for 0 ≤ m < 10 and
keeping x the channel width h to d = (h/δT )
2 = 20. The notches inside
the conduct are circumferences of radius Rc = 0.75 centered at (0, 1.2) in
the outer notch case, and (0, 0.75) in the inner notch case. The Prandtl and
Lewis numbers have been assigned the xed values Pr = 0.7 and Le = 1.
The Zeldovich number and the heat release ratio are Ze = 7 and γ = 0.7. For
these parameter values, the value for the laminar ame speed is up = 0.8920.
In the following, we consider adiabatic walls for which the heat loss coecient
is b˜ = 0.
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Figure 7.3: Lid-driven cavity problem solved using a semi-implicit RBF-FD
formulation for (a) Re = 100 and (b) Re = 400.
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In Figure 7.4 it is represented the results obtained for the inner notch,
with a mass ow parameter m = 2 and a wall velocity V˜ = −0.5. The
dierent plots are: (a) pressure, (b) longitudinal velocity, (c) transversal
velocity, (d) vorticity and (e) streamlines of the ow and reaction rate (7.2).
Notice how the notch modies the velocity eld creating a low pressure region
just behind it. This region coincides with the position where the ame is
attached.
In Figure 7.5 it is shown the results for the outer notch case computed
with the same set of parameters. In this case, the attachment position also
coincides with the low pressure region created by the notch.
The performance of the microcombustor will depend on the attachment
position and the length of the ame. Hence, it is important to analize the
inuence of the mass ow parameter m and wall velocity V˜ on it. For in-
stance, in Figure 7.6 it is represented the reaction rate (7.2) and streamlines
for dierent mass ows and wall velocities. Notice how dierent are the
lengths and shapes of the ames in each case. Although the work is still
preliminary, the nal objective is to develop a deeper analysis which allows
to understand the performance of the microcombustor as a function of all
the dierent parameters.
7.5 Conclusions
In this Chapter we have addressed the numerical study of an idealized micro-
rotary engine. Concretely, we have implemented a simplied model in which
the microcombustor cavity is a conduct with an irregular geometry through
which the combustible ows. In this approach, the mixture density ρ, viscos-
ity µ, thermal diusivity DT , heat capacity cp, and fuel molecular diusivity
DF are assumed to be constants. Consequently, the ow eld is not af-
fected by the combustion process and can be determined a-priori by solving
the steady Navier-Stokes equation in the given channel conguration. The
combustion is then approximated by a diusive-thermal model.
Due to the irregular geometry of the problem, the RBF-FD method is
used to approximate the spatial operators. Time discretization of Navier-
Stokes equations are carried out using an AB2CN scheme, while the diusive-
thermal model is solved using an AB3CN scheme. The implicit treatment
eliminates the viscous stability constraint which can be quite severe in numer-
ical computations of viscous ow. Although preliminary, the results point
out the success of the RBF-FD method handling problems with irregular
geometries. The next step of this work is focused on understanding the per-
formance of the microcombustor as a function of all the dierent parameters.
7.5. Conclusions 133
(a)






































−6 −4 −2 0 2 4 6
0
1
Figure 7.4: From top to bottom: (a) pressure, (b) u-velocity, (c) v-velocity,
(d) vorticity, (e) streamlines and reaction rate (7.2), calculated for a mass
ow rate parameter m = 2 and wall velocity V˜ = −0.5.
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Figure 7.5: From top to bottom: (a) pressure, (b) u-velocity, (c) v-velocity,
(d) vorticity, (e) streamlines and reaction rate (7.2), calculated for a ow
with m = 2 and velocity wall V˜ = −0.5.
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Figure 7.6: From top to bottom: (a) m = 2.7 and V˜ = −0.8, (b) m = 2 and
V˜ = −0.5, (c) m = 1.1 and V˜ = 0, (d) m = 2.45 and V˜ = 2.5, (e) m = 4.8
and V˜ = 3.

Conclusions
In this thesis the RBF-FD method for the solution of PDEs is considered.
In the rst part we have analyzed the convergence properties of the method
obtaining novel analytical formulas for the local truncation error as a function
of the shape parameter, inter-nodal distance and stencil size (Chapter 2 and
Appendix A). This result proves the existence of a range of values of the
shape parameter for which RBF-FD methods are more accurate than FD.
Indeed, it usually exists an optimal shape parameter for which the terms
of the local truncation error cancel out and the approximation is exact. To
leading order, such a value is independent of the inter-nodal distance and
only relies on the function and its derivatives.
These results allow the development of novel algorithms for the selection
of the shape parameter in the solution of PDEs. Two dierent strategies are
proposed: a node-independent shape parameter, which minimizes the norm of
the global error (Chapter 3), and a node-dependent shape parameter, which
minimizes the local truncation error at each node of the domain (Chapter
4). Applications of the present methods have been studied from academic
problems (Chapter 3 and 4) to the solution of classical elastostatic problems
(Chapter 5), for which it is shown that the accuracy can signicantly in-
creased one or two orders of magnitude with respect to nite dierences by
eciently tuning the values of shape parameters.
The applicability of the method in the resolution of practical problems is
also considered in the second part of this thesis. Its main feature, i.e. the
ability of handling irregular domains using highly sparse dierentiation ma-
trices while approximating the dierential operators to high order, makes the
method specially well suited for this purpose. In this way, a three-dimensional
problem for the propagation of a premixed laminar ame through a duct has
been solved (Chapter 6). The good performance of the method inspires
us to implement an RBF-FD method for the numerical study of an ideal-
ized Wankel microcombustor (Chapter 7), for which the geometry is more
complex. The combustible ow eld and the combustion process are respec-
tively modeled through the steady Navier-Stokes equation and the combus-
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tion model from Chapter 6.
There are several lines of investigation still open for further work. For
instance, the algorithms proposed for the selection of the optimal shape pa-
rameter are not all that suitable for unstructured nodes. The procedure relies
on computing an intermediate FD solution which allows the estimation of the
optimal value. However, for two dimensions or higher, selecting the stencil
nodes to approximate high order derivatives might be problematic and time
consuming. Instead, the global RBF method on a coarse node distribution
could be used as an alternative.
On the other hand, there are no exact analytical formulas available to
estimate the optimal shape parameter for large stencil sizes. Increasing the
size of the stencil expands the system of equations which determines the RBF-
FD weights, making unattainable the analytical solution. These problems
should be addressed in the future to make the algorithms more practical.
The equivalence between global and local RBF methods shown in Chapter
1 allows us to expand the convergence properties studied in this thesis also
to the global case. If exact error formulas are nally derived for large stencil
sizes, novel algorithms for the selection of the optimal shape parameter will
also be developed for the global method.
In the eld of applications, we will continue with the analysis of the
numerical model for the micro-rotary engine. The main objective is to de-
termine the parameter ranges in which the engine performs and to analyze
which type of notch (inner or outer) works best. From the preliminary re-
sults, we nd the RBF-FD method specially suitable to deal with practical
problems for which the complexity of the geometry domain and/or the order







In this appendix, we extend the analysis presented in Chapter 2 and con-
sider the convergence properties of RBF-FD and RBF-HFD formulas using
Gaussians as RBFs (see Table 1.1). In this way, we derive analytical expres-
sions of the weights for rst and second order derivatives in 1D, and for the
Laplacian in 2D, using equispaced nodes in all cases. Only rst and second
order derivatives formulas in 1D are derived for the RBF-HFD method. The
weights are functions of the inter-nodal distance h and the shape parameter
ε. Contrary to what happened with multiquadrics in Chapter 2, where the
weights were written as Taylor series expansions in powers of h, for Gaus-
sians it is often possible to write them as short analytical formulas. These
coecients are then used to derive analytical expressions for the leading term
of the local truncation error in the limit εh 1.
The validity of the analytical formulas are illustrated through numerical
examples, where we use
u(x) = sin
(‖x‖2)
as test function, where ‖x‖ is the euclidean norm. Equations (1.18) and
(1.24) are used to compute the coecients needed to approximate Lu at
x0 = 0.4 and x0 = (0.4, 0.4) in 1D and 2D, respectively. For each formula we
compute the absolute value of the error as a function of the shape parameter
ε and the inter-nodal distance h, and compare it with the leading term of
the local truncation error derived in the limit εh 1.
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Figure A.1: Local truncation error (τn) for the RBF-FD rst derivative as
function of ε (left side) and h (right side) using structured stencils with (a)
n = 3, (b) n = 5, (c) n = 7, and (d) n = 9 nodes. Solid lines: local
truncation error computed solving numerically (1.18). Dashed lines: leading
order formulas of the errors given in Table A.1.
A.2 RBF-FD formulas
A.2.1 First derivative
Tables A.1 and A.2 show the weights and the corresponding local truncation
errors for RBF-FD formulas to approximate the rst derivative in 1D, re-
spectively. Exact expressions are given for 3, 5 and 7 equispaced nodes. For
9 equispaced nodes the exact formulas are too long and therefore we only
include their series expansions in the limit εh  1. The results for 3 and
5 nodes are in agreement with those previously derived in Appendix A of
reference [7].
Figure A.1 shows the corresponding error (solid line) for n = 3, 5, 7 and
9 when the weights are computed by solving numerically the linear system
(1.18). This error is compared with the approximate error given by the
formulas in Table A.2 (dashed line). Notice that the agreement is excellent
up to the point where the linear system to numerically compute the weights
(1.18) becomes ill-conditioned and round-o errors deteriorate the accuracy
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Table A.1: RBF-FD weights for the rst derivative.
Three nodes
α0 0
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of the numerical solution. It should be emphasized that, it is not necessary
to numerically solve (1.18) in order to get the weights. Instead, the analytic
formulas given in Table A.1 can be directly used.
The left part of Figure A.1 shows the absolute value of the error as a
function of the shape parameter for h = 0.05. The accuracy increases with
decreasing ε. For small ε (at RBFs) it is well known that RBF-FD formulas
approach standard nite dierence formulas [22]. This fact can be clearly
observed in the gure, which shows how the error approaches the standard
nite dierence error when ε→ 0. Notice also that there is a range of values
of the shape parameter for which RBF-FD formulas are more accurate than
standard nite dierences. In particular, there is an optimal value, ε∗, for
which the local truncation error is zero to leading order. Such value can
be accurately estimated from the formulas in Table A.2. The right part of
Figure A.1 shows the absolute value of the error as a function of the inter-
nodal distance h for ε = 5. Notice that the error behaves as O(hn−1) in
agreement with the formulas in Table A.2.
A.2.2 Second derivative
Tables A.3 and A.4 show the weights for RBF-FD formulas to approximate
the second derivative in 1D using the standard formulation which is not
exact for constants (1.18) and the one which is exact for constants (1.25),
respectively. Note that in the rst case, exact expressions are given for 3, 5
and 7 equispaced nodes. For 9 equispaced nodes only their series expansions
in the limit εh 1 are included. For RBF-FD formulas exact for constants
(1.25) exact expressions are only given for 3 equispaced nodes.
Tables A.5 and A.6 show the corresponding local truncation errors. Note
that the term of the error independent of the shape parameter ε coincides in
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both formulations and it is equivalent to the FD error. Notice also that the
errors in the formulation which is non exact for constants (Table A.5), there
are some extra terms proportional to εn+1u(x0). This is expected since it is
not exact for constants. Thus, for values of ε of order unity or larger, both
formulations may dier signicantly.
Figure A.2 shows the numerical error (solid line) in the approximation of
the second derivative for n = 3, 5, 7, 9 using the formulation (1.18) which is
not exact for constants (top) and the formulation (1.25) which is exact for
constants (bottom). The numerical results are compared with the approxi-
mate error given by the formulas in Table A.5 and A.6 (dashed line). The left
part of Figure A.2 shows the absolute value of the error as a function of the
shape parameter for h = 0.05, and the right part shows the absolute value
of the error as a function of the inter-nodal distance h for ε = 5. In the rst
case, the accuracy increases with decreasing ε and approaches standard nite
dierences for small ε. In both cases the results coincide until the system of
equations (1.18) or (1.25) becomes ill-conditioned. Notice that there is an
optimal shape parameter ε∗ which makes the error zero to leading order.
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Figure A.2: Top: same as Figure A.1 but for the RBF-FD second derivative
(non exact for constants). Bottom: same as Figure A.1 but for the RBF-FD
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A.2.3 Laplacian
Tables A.7 and A.8 show the weights and the corresponding local truncation
errors for the RBF-FD laplacian formulas with 5 and 9 equispaced nodes
(non exact and exact for constants, respectively). Notice that in the non
exact case (Table A.7), the expressions for the weights and the local error
are equivalent in both cases.
Figure A.3 show the local truncation error obtained using the correspond-
ing analytical weights of Tables A.7 and A.8 for n = 5 (solid line) and
compare it with the local truncation errors obtained numerically with multi-
quadrics (dashed line). As it is shown in the gure, the rates of convergence
are equivalent in both cases. This is due to the fact that the local truncation
errors are polynomials of the same degree n in the shape parameter ε (see
Section 2.4). As ε → 0, the local truncation error becomes equivalent since
they both approach standard nite dierences.
Regarding accuracy, there are not advantages on using either multiquadrics
or Gaussians, in general. However, for a specic function there might be
signicant dierences associated to the fact that the location and/or the ex-
istence of the optimal shape parameter will change from using either one or
the other. In this particular example, the error using multiquadrics is slightly
smaller than with Gaussians. Note that the location of the optimal shape
parameter is dierent.

































































Figure A.3: Top: Local truncation error (τ5) for the RBF-FD laplacian (non
exact for constants) as function of ε (left side) and h (right side) using a
structured stencil. Solid line: Gaussians. Dashed line: multiquadrics. Bot-
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Table A.9 shows the exact values of the weights and the corresponding local
truncation error for RBF-HFD formulas to approximate the rst derivative
in 1D using the three node stencil
ONMLHIJKGFED@ABCx−1 GFED@ABCx0 ONMLHIJKGFED@ABCx+1 (A.1)
where the double circles represent the m-nodes which expand compactly the
stencil centered at x0 (see RBF-HFD formulation in Section 1.4).
Figure A.4 shows the corresponding numerical error (solid line) and com-
pares it with the approximate error given by the formula in Table A.9 (dashed
line). Notice that the agreement is excellent up to the point where the linear
system to numerically compute the weights (1.24) becomes ill-conditioned
and round-o errors deteriorate the accuracy of the numerical solution. The
left part of Figure A.4 shows the absolute value of the error as a function of
the shape parameter for h = 0.05. The accuracy increases with decreasing ε.
It has been shown that RBF-FD formulas approach standard nite dif-
ference formulas in the limit ε→ 0 [22]. Wright and Fornberg [109] studied
RBF-HFD formulas and concluded that although there are not similar rigor-
ous results for RBF-HFD formulas in the limit ε→ 0, they expected similar
results to hold. In fact, taking the limit ε→ 0 in the weights given in Table
A.9 results in α±1 = ±3/4, ω±1 = −1/4, which agrees with the results in



















Figure A.4: Local truncation error (τ) for the RBF-HFD rst derivative
as function of ε (left side) and h (right side) using the stencils of Figure
A.1. Solid line: local truncation error computed solving numerically (1.24).
Dashed line: leading order formula of the error given in Table A.9.
Table 3, page 538 of [17].
It can be clearly observed that there are two distinct values of ε for which
the error is zero to leading order. One of them occurs before the appearance of
ill-conditioning and is accurately predicted by the approximate error formula.
The other occurs in the region of ill-conditioning and, therefore, can not be
seen with the numerical results. The right part of Figure A.4 shows the
absolute value of the error as a function of the inter-nodal distance h for
ε = 5. Notice that the error behaves as O(h4) in agreement with the formula
in Table A.9.
Notice that the RBF-HFD formula with three nodes contains ve weights
(three of them independent). Thus, it should be compared to the RBF-FD
formula for ve nodes, which also contains ve weights (three of them inde-
pendent). Both have the same error dependence with h and with ε, although
the RBF-HFD three nodes formula appears to be slightly more accurate than
the RBF-FD ve nodes formula. In fact, as ε→ 0 the RBF-HFD local trun-
cation error approaches −(1/120)h4u(5) while the corresponding RBF-FD
formula approaches −(1/30)h4u(5).























Figure A.5: Same as Figure A.4 but for the RBF-HFD second derivative:
(a) formulation (1.24) non exact for constants, and (b) formulation (1.26)
exact for constants.
A.3.2 Second derivative
Table A.10 shows the weights and the corresponding local truncation errors to
approximate the second derivative in 1D using the three node stencil shown in
Figure A.1. Results are shown both for the formulation which is not exact for
constants (1.24) and for the formulation which is exact for constants (1.26).
In this last case, only the series expansions of the coecients in the limit
εh  1 are included. It should be pointed out, that in the limit ε → 0 the
weights given in Table A.10; α0 = −12/(5 h2), α±1 = 6/(5 h2), ω±1 = −1/10,
coincide with the results obtained with standard nite dierence formulas
(see Table 3, page 538 of [17]).
Figure A.5 shows the numerical error (solid line) in the approximation of
the second derivative with three equispaced nodes, using both the formulation
which is non exact for constants (1.24) and the formulation which is exact for
constants (1.26). The numerical results are compared with the approximate
error given by the formulas in Table A.10 (dashed line). There is an excellent
agreement between the two results.
The left part of Figure A.5 shows the absolute value of the error as a
function of the shape parameter for h = 0.05, and the right part shows the
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absolute value of the error as a function of the inter-nodal distance h for
ε = 5. Notice, that in the case of the formulation which is not exact for
constants, there are two values of ε for which the error is zero to leading
order; ε∗ ≈ 2.2674 and ε∗ ≈ 0.8922. For the formulation which is exact for
constants there is only one value, ε∗ ≈ 0.9129, for which the error is zero
to leading order. Similarly to what happened with the rst derivative, the
error dependence on h and ε of these RBF-HFD formulas using three nodes
(three independent weights), equals the corresponding error dependence of
RBF-FD formulas using ve nodes (three independent weights). However,
in the limit ε → 0 the accuracy of the RBF-HFD (τ3 ≈ −(1/200)h4u(6))




































Table A.10: RBF-HFD second derivative





















τ3 − 1200h4u(V I)(x0)− 320ε2h4u(IV )(x0)− 910ε4h4u
′′
(x0)− 35ε6h4u(x0) +O (h6P4(ε2))
Three nodes: exact for constants


























In this appendix, we derive analytical expressions for the weights of RBF-FD
and RBF-HFD formulas for rst and second derivatives in 1D, and for the
Laplacian in 2D using Gaussians as RBFs. Results are presented for 3, 5, 7
and 9 nodes in the case of RBF-FD formulas in 1D, and for 5 and 9 nodes
in the case of RBF-FD formulas in 2D. For the case of RBF-HFD formulas
we compute the weights for rst and second order derivatives, using three
equispaced nodes only. These weights are then used to derive analytical
expressions for the leading order approximations to the local error in powers
of the inter-nodal distance h.
As in the multiquadric case from Chapter 2, there is a range of values of
the shape parameter for which RBF-FD formulas and RBF-HFD formulas
are signicantly more accurate than the corresponding conventional nite
dierence formulas. In fact, very often there is an optimal value of the shape
parameter ε∗ for which the error is zero to leading order. This value can be
easily estimated from the analytical expressions. As we show in Chapter 2, it
is independent of the inter-nodal distance and only depends to leading order
on the value of the function and its derivatives at the node. Therefore, the
results presented in this appendix can be used to eciently select an optimal
value of the shape parameter as it is proposed in Chapters 3 and 4.
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En el campo de los métodos sin malla, los métodos RBF (Funciones de Base
Radial, del inglés Radial Basis Function) se han convertido en una alterna-
tiva real para la interpolación de funciones o la solución de ecuaciones en
derivadas parciales (EDPs) en dominios irregulares. La dependencia de la
distancia entre nodos los convierte en métodos simples y fáciles de implemen-
tar, independientemente de la dimensión y/o geometría del dominio. Existen
dos formulaciones distintas para la resolución de EDPs: elmétodo RBF global
y el método RBF local.
En el método global, la solución aproximada se calcula en el espacio fun-
cional de las RBFs. Las coordenadas de la solución en ese espacio se obtienen
mediante colocación. Dicha formulación da lugar a matrices de diferenciación
densas que aproximan el operador con convergencia espectral. La principal
desventaja es que, a medida que el número total de nodos aumenta, el número
de condición de la matriz de colocación tambien aumenta, lo que restringe
su utilidad en problemas prácticos.
Para salvar algunos de los problemas del método RBF global, varios au-
tores han propuesto de manera independiente el método RBF local, al que
le han dado diferentes nombres: Shu et al. [95] local multiquadric-based dif-
ferential quadrature, Tolstykh et al. [100] RBF in a "nite dierence mode",
Wright [108] RBF-generated nite dierences. Este método puede conside-
rarse una generalización natural del método de diferencias nitas: dado un
operador diferencial y un conjunto de nodos, el método RBF local aproxima
la acción de un operador diferencial en un punto como una combinación li-
neal ponderada de la función buscada en un conjunto de nodos cercanos, que
forman el stencil. Sin embargo, mientras que en diferencias nitas los pesos
se calculan por medio de una interpolación polinómica, en el método RBF
local se calculan a través de una función interpolante RBF. Dado que ambos
métodos son conceptualmente idénticos, el método RBF local se denomina
comunmente RBF-generated nite dierences (RBF-FD), tal y como propuso
Wright en [108].
A diferencia del método global, el método local no ha recibido mucha
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atención a lo largo de los años ya que no presenta convergencia espectral. Sin
embargo, la capacidad para resolver EDPs en dominios irregulares mediante
matrices de diferenciación dispersas, junto con la posibilidad de aproximar el
operador a alto orden de precisión, lo sitúan a la vanguardia de los métodos
sin malla.
En la presente tesis aportamos un estudio sobre algunos de los aspectos
del método que a nuestro juicio no han sido sucientemente desarrollados.
Con este n, revisamos el estado del método en el primer capítulo, donde
explicamos los conceptos básicos a los que haremos referencia a lo largo de
la tesis y demostramos la equivalencia formal entre el método global y local,
que parece no ser del todo conocida por la comunidad RBF. El resto de la
tesis se divide en dos partes.
En la primera parte abordamos el problema de la convergencia del método.
En el capítulo 2 y Apéndice A, obtenemos fórmulas para el error local de
truncamiento en función de la distancia internodal h, el parámetro de forma
ε y el tamaño del stencil n. Estas fórmulas demuestran la evidencia experi-
mental de que la precisión del método depende del parámetro de forma. A
medida que ε → 0, el error decrece hasta que el parámetro de forma óp-
timo se alcanza. Dicho valor es el que obtiene resultados más precisos. Para
valores más pequeños, la función de interpolación RBF converge a una inter-
polación polinómica, el error se satura y los resultados terminan coincidiendo
con métodos basados en interpolación polinómica. El principal resultado de
nuestro estudio es la obtención de fórmulas explícitas para el parámetro de
forma óptimo, con el que se obtienen resultados mucho más precisos que
con diferencias nitas. A primer orden, dicho valor es independiente de las
distancia internodal y sólo depende de la función y sus derivadas.
Basándonos en las fórmulas analíticas del error local de truncamiento,
abordamos el problema de cómo elegir el parámetro de forma óptimo para
la resolución de EDP's. Así, presentamos dos algoritmos en los Capítulos
3 y 4. En el primero, el parámetro de forma se calcula minimizando la
norma innita del error global. A través de varios experimentos numéri-
cos, demostramos que la precisión de la solución puede mejorar en uno o
dos órdenes de magnitud con respecto a diferencias nitas. En el segundo
algoritmo planteamos un parámetro de forma dependiente de la posición,
que se obtiene minimizando el error local de truncamiento en cada nodo del
dominio. Para asegurar la existencia de un parámetro de forma óptimo en
todos los nodos proponemos el uso de MQ generalizadas como RBFs. De
esta forma, se obtienen signicantes mejoras en la precisión con respecto al
primer algoritmo.
En la segunda parte de la tesis exploramos la aplicabilidad del método
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en la resolución de problemas prácticos. Así, en el Capítulo 5 resolvemos
algunos de los problemas lineales clásicos de la elasticidad. En él, aplicamos
los algoritmos anteriores y mostramos que es posible mejorar la precisión
signicativamente eligiendo el parámetro de forma correctamente.
El orden de convergencia de la aproximación se puede mejorar aumen-
tanado el número de nodos en el stencil. Sin embargo, sólo disponemos de
fórmulas analíticas para el cálculo del parámetro de forma óptimo para sten-
cils relativamente pequeños. Ampliar los resultados de modo que en estos
casos dispongamos también de dichas fórmulas, conlleva resolver sistemas de
ecuaciones mayores que los ya resueltos. Desde el punto de vista analítico,
esto entraña ciertas dicultades que dejamos para un futuro trabajo.
En estos casos, parece más conveniente utilizar el procedimiento pro-
puesto en [38, 88]. En él, el parámetro de forma se calcula de modo que
el número de condicionamiento de la matriz de colocación se encuentre aco-
tado en la región en la que el sistema está todavía bien condicionado y el
error es cercano a su valor mínimo, evitando así el problema del mal condi-
cionamiento. En la Sección 1.6 del Capítulo 1 analizamos este procedimiento
a través de un ejemplo numérico. También lo aplicamos a la resolución de pro-
blemas no lineales en dominios irregulares. Así, en el Capítulo 6 resolvemos
un problema tridimensional de combustión donde utilizamos stencils forma-
dos por un gran número de nodos, dando lugar a aproximaciones de alto or-
den. El problema consiste en dos ecuaciones de convección-difusión acopladas
a través de un término de reacción no lineal. Los resultados obtenidos son
bastante satisfactorios, lo que nos lleva a implementar un modelo matemático
para el funcionamiento de un micromotor Wankel en el Capítulo 7. En este
modelo ideal, se asume que el campo de velocidades del combustible es inde-
pendiente de la combustión y puede ser determinado a priori utilizando las
ecuaciones estacionarias de Navier-Stokes. De esta forma, una vez calculado
el campo de velocidades, utilizamos el modelo del Capítulo 6 para simular la
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