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ABSTRACT 
Given a set of orthogonal polynomials ( pi(x)}, it is shown that associated with a 
polynomial a(x) = Zuipi(x) there is a matrix A which possesses several of the 
properties of the usual companion form matrix C. An alternative and possibly 
preferable form A’ is also suggested. A similarity transformation between A [or A’] 
and C is given. If b(r) is another polynomial then the matrix b(A) [or b(A’)] has 
properties like those of b(C), relating to the greatest common divisor of a(x) and 
b(x). 
1. INTRODUCTION 
Consider a set of real polynomials { pi(x)}, i = 0, 1,2,. . . , satisfying the 
relationships 
P&4 = 19 Pl(4 = a1x + Pl> (1) 
Pi(x)=(cuix+Pi)Pi-,(x)-YiPi-Z(x)~ i 22, (2) 
where q, & Yi are constants depending upon i, and CX~ >0, yi >O. In 
particular, the p,(x) can be assumed orthogonal [5, p. 61. Any given nth 
degree polynomial a(x) can be expressed uniquely in the form 
a(~)=aoP,(x)+a,%-,(x)+... +a,-l&)+a,&4. (3) 
Assume, without loss of generality, that a,,= 1, and for subsequent con- 
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venience define the manic polynomial 
i;(X)=+)/oi~2*.*LX” (4) 
=xn+iirxn-r+.** +;z,_rx+l&. (5) 
Using a well known result [4, p. 3771 expressing pi(x) as a tridiagonal 
determinant, the matrix 
l/2 
-a,-, -a,-2 -a,+y, -a,-& 
(y”(Y3Y4. . . Y”) 
l/2 
a”(Y1. . . Y,) 
l/2 * * * 
9 Y,‘/” % 
(6) - 
to have i;(x) as its characteristic polynomial. Explicit is shown in Sec. 2 
expressions for the characteristic vectors of A are easily written down. This 
generalizes a result of Good [3] f or the special case of Chebyshev poly- 
nomials when in (6) q = 1, fii = 0, yi = 1, all i. In this case Good coined the 
term “colleague” matrix for A, by analogy with the usual companion matrix 
- 
Y2 l/2 
0 . . . 0 0 
a1 
-P2 g 
. 
. . 0 0 
a2 
YP 2 . . . 0 0 
a3 a3 
0 0 
-P,-1 Y,'/" . . . ~ - 
%-I a n-1 
whose characteristic polynomial is also G(X). For the more general matrix A 
in (6) the term “comrade” matrix is suggested. In Sec. 3 and 4 further results 
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are given which provide additional reasons for regarding A as an analogue of 
C for orthogonal polynomials. In Sec. 3 an explicit form for a similarity 
transformation between A and C is exhibited; it involves only the yi and the 
coefficients of pi(x), . . . , pn_ 1(x). This incidentally establishes that A is non- 
derogatory. In the course of the proof an alternate and possibly preferable 
form A’ is derived which could be used in place of (6). The transformation is 
used in Sec. 4 to show that if b(x) is an arbitrary polynomial having finite 
degree, then the greatest common divisor (g.c.d.) of a(x) and b(x) can be 
obtained from the matrix polynomial b(A) [or b(A’)] in a very similar fashion 
to that developed [I] for the matrix polynomial b(C). Finally, it is shown 
that the rows of b(A) [or b(A’)] satisfy a relationship which is analogous to 
one for the rows of b(C). 
2. THE COMRADE MATRIX 
THEOREM 1. The characteristic polynomial of the matrix A in (6) is i;(x). 
Proof. It is a well-known result [4] that 
a,x+ Pl - #2 
- p 
a2x + P2 
0 0 
I 0 0 
0 . . . ai_lr+ Pi-1 
0 . . . - y/l2 
Define the diagonal matrix 
and consider 
D=diag(a,,a,, . ..,a,,), 
det(xD-DA)=det Ddet(xZ-A). 
= (YIcy2” ( . cY,)det(xZ-A). 
0 
0 
0 
- y/i2 
ap+ pi 
(8) 
(9) 
(10) 
(11) 
Expanding the determinant on the left hand side of (10) by the last row and 
using (8) produces the expression 
~,+~“-,P,(x)+~,-,P,(x)+... 
+(u2-Yn)Pn-2(X)+(al+an~+Pn)pn-1(X). (12) 
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By virtue of (2) with i = n, Eq. (12) reduces to a(x) in (3), so (11) and (4) 
imply the desired result. n 
Notice that the right hand side of (10) could be replaced by det Ddet 
(xl- DAD -‘), giving DAD -’ as a slightly different form for the comrade 
matrix, in which ai is the common denominator in column i instead of row i. 
It is easy to verify that 
1 
1 : . 
P#ii)IY2”” 
ui = P2NI(Y2Y3)1'2 
1 P”-lN/(Y~Y3- . * Y"Y2 
(13) 
is a characteristic vector of A corresponding to a characteristic root Xi. The 
expression (13) is the equivalent of the characteristic vector 
[l,Pi>PZ , . . , , pTin-llT for a companion form matrix corresponding to a root pi, 
and generalizes the result of Good [3] for the colleague matrix. If some of the 
h, are repeated, then Good’s argument for this case could also be extended. 
3. SIMILARITY TRANSFORMATION 
THEOREM 2. The comrade matrix A in (6) is related to the companion 
matrix C in (7) associated with the same polynomial a(x) by the similarity 
transformation 
A= TCT-‘, (14 
where 
T= ES, (15) 
E=diag[1,y,‘/2,(y2y,)-1’2,...,(Yzy3***y,,-1’2], (16) 
and S is a lower triangular matrix whose rows are composed of the 
ORTHOGONAL POLYNOMIALS 201 
cof@cients ofpo(x) ,..., P~_~(x), i.e.  
r 1 0 0 PlO Pll 0 
s=l pF . . P21 P22 
Pn-2,o Pn-2.1 Pn-2,2 r : : Pn-1.0 Pn-1,l Pn- I,2 
. . . 0 
. . . 0 
. . . 0 
*.. : I> 
(17) 
. . . i, 
. . . 
P,-LIZ-1 
where 
Pi(‘)= j$oPiixiy i=1,2 ,...,n-1. (18) 
Proof. Equation (14) with the stated expression for T is shown to hold by 
establishing that 
where 
A’S = SC, 
A'=E-'AE 
(-a2+Yn) (-q-A) - . . . 
(19) 
(20) 
202 
using (16). This is done by verifying that 
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where 
A’SX = SCX, (21) 
X=[l,r,x2 ,..., xq. (22) 
(T denotes transpose). Consider first the left side of (21). From (17), (18) and 
(22), 
A’SX=A’ (23) 
and the ith element of the product on the right hand side of (23) is 
YiPi-Z(x)-~iPi-l(x)+ Picx) 
% 
‘xPi-1(x)9 5=1,2 ,...,n-1, (24) 
using (2). The last element of (23) is 
= - u(x) + P”(X) + Y”P”-,(x) - PnP,-l(X) 
4 
bY (3L 
by (2). Next, it is easy to verify that in the right hand side of (21) 
cx=xx- [O,O )..., O,qx)]= 
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XPo(4 
XPl(X) 
scx=xsx-[o,...,o,p”_,,“_,z(x)]r= I : xp”& q”_l(x)- al%‘. . an-&i (x) i> 
which agrees with (24) and (25). S ince the (Y~ and yi are positive, E and S, 
and hence T, are nonsingular. H 
An immediate consequence of (14) is: 
COROLLARY 1. The matrix A in (6) is nonderogatory. 
Notice that since A’ is similar to A, the matrix in (20) could be used as an 
alternative to (6) for a definition of comrade form. In addition, if (20) is 
written as D -‘A”, say, where D is defined in (9), then [xl - D - ‘A”1 = ii(x) 
implies 1 XD - A”/ = a (x). It is also of interest that setting (Y~ = 1, ,Z3i = 0, yi = 0, 
all i, in (20) (giving pi = xi) re d uces A’ to the companion form in (7). In fact, 
using (19) it is easy to deduce 
COROLLARY 2. The matrix A’ in (20) has characteristic polynomial G(x), 
characteristic vectors 
and satisfies A’ = SCS - ‘. 
Thus (20) may be perferred to (6) as a companion matrix analogue, 
although (6) more closely resembles the standard expression (8). 
4. POLYNOMIALS IN A 
Define a polynomial 
b(x) = b,xrn+ b;x-+ . . . + EYm, 
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and consider the matrix polynomial 
~(A)=&A~+~;A-~+... +&z,, (26) 
where Z,, is the unit matrix of order n. Applying (14) to (26) produces 
so that [l] 
b(A)= Tb(C)T-l, 
rank[b(A)]=rank[b(C)] 
=n-k, 
(27) 
where k is the degree of the g.c.d. of a(x) and b(x). Furthermore, it is also 
known [l] that the last n - k columns ck + i, ck + s, . . . , c,, of b(C) are linearly 
independent and that the coefficients in the g.c.d. can be obtrained by 
expressing ci, cs, . . . , c, in terms of these. Since (27) can be written 
b(A)T= Tb(C) 
= T[c,,c,,...,cJ 
= [ Tc,, Tc,, . . . , Tc,], 
we have established 
THEOREM 3. Zf 
d(x)=xk+dlxk-l+ *. . +dk 
is the manic g.c.d. of a(x) and b(x), then k-n-rank[b(A)]. Let the 
columns of b(A) T, where T is defined in (15), be ql, q2,. . . , q,,. Then 
qk+l>...> q,, are linearly independent, and if the numbers Sii are defined by 
qj=~~,k+18iiqi, i=1,2 ,..., k, then dp=6k+l_pk+l, p=1,2 ,..., k. 
If A’ is used instead of A, then the columns of b(A’)S are used as the qi in 
Theorem 3. 
In the companion matrix case, if the first row of b(C) is denoted by r, 
then subsequent rows are just rC,rC’, . . . ,rCnP1 [2]. The corresponding 
result for b(A) is the following: 
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THEOREM 4. If the first row of b(A) in (26) is denoted by R, then 
b(A)=E (28) 
where E is defined in (16). 
Proof. Let R,, . . . , R, be the remaining rows of b(A), and let e, denote 
the ith row of Z,. Then by inspection of (6), 
e,A = 
- Plel + uY2e2 
a1 
(29) 
and solving (29) for e2 gives 
R,= e,b(A) 
= (a,e,A + &eJb(A) 
a2 
= qe,b(A)A + &e,b(A) 
1 /n 
a,m + PP = 
YY2 
RPI(A) =-------* 
YY2 
The remainder of the expression (28) is 
Assuming 
then established by induction. 
Ri=RPi-,(A)/(Y,a * * yips, (30) 
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then since in (6) 
e,A = 
yl/“e, _ 1 - Piei + y,:/fei + 1 
ai 
i=2,...,n-1, (31) 
the (i + 1)th row of b(A) is 
Ri+l=ei+lb(A) 
= (aieiA + /3,e, - y~f2ej_,)b(A)/y,:/~ 
aieib(A)A + P,R,-- y:'2Ri_1 
= 
YiY9 
Ri ( aiA + pi I ) - y,'12Ri _ 1 
= 
Y,t+/f 
=R (‘YEA + Pi’) Pi-l(A) - YiPi-z(A) 
(Y2' " Yi+1)1'2 
Rpi (A ) = 
(72.. ’ Yi+l) 
l/2 ’ 
as required, the penultimate step following by the induction hypothesis (30) 
and the last step by applying (2). B 
The first row of b(C) is simply [2] 
T= i_ &Jim_, ..., igo ,...,o], m<n-1, (32) 
= 
[ 
b,,-&&b,,_,-&,ii,_, ,..., b,-&ii,], m=n, 03) 
the second form being obtained by applying the Cayley-Hamilton theorem, 
namely G(C) ~0. To obtain the corresponding expression for R, b(x) must be 
written in terms of the p,(r), i.e., 
b(x)=b,p,(x)+b,p,-,(x)+... +b,p&). (34) 
From (1) and (29), 
el PI(A) = w@ + Plel 
= yi12e 
2y (35) 
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and it is easy to verify by induction, using (2) and (31), that 
elpj(A)=(y2y,...Yi+l)1’2ei+l, i=2,3 ,...,n-1. (36) 
Thus if m < n - 1, Eq. (34), (35) and (36) give 
R s e,b(A) = b,,ei p,,,(A) + * * * + b,e, p&A) 
= [ bm,bm_ly;‘2 ,..., b&y,. . * Y,+1)1’2,0 ,...  1. (37) 
When m = n, b(A) can be reduced to a polynomial of degree n - 1 by again 
using the Cayley-Hamilton theorem, which by (3) is equivalent to 
PM +. . . + a,p,(A) -0. 
Hence (37) becomes in this case 
R=[b,-b,a,,(b,_,-b,a,,)u~‘2,...,(b,-b,a,)(y2.~.y~)“2], (38) 
and the correspondence with (32) and (33) is complete. 
In view of (19), b(A’) = E -‘b(A)E, so in particular the first row of b(A’) 
is 
R’=RE=[b,,b,_, I..., b,,O ,..., 01, m<n-1, 
and similarly for (38); and subsequent rows are R ‘p,(A’), i = 1,2,. . . , n - 1. 
This paper was completed whilst the author was Visiting Professor at 
Queen’s University, Kingston, Canada. The support and hospitality provided 
by the Mathematics Department are gratefully acknowledged. 
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