where c ∈ R, and (m s ) is a predictable process; and the same property holds for the Poisson process (N t ) with intensity λ, the representation of the generic {N t }-martingale being (1.2) However, the Brownian motion (B t ; t ≥ 0) and the (standard) Gamma process (γ t ; t ≥ 0), i.e., the subordinator with gamma laws
share in fact more common properties. One of these common properties is quasi-invariance: for suitable functions h, the law of the process B t + t 0 h(s) ds (resp. t 0 h(s) dγ s ) is equivalent to the law of B (resp. γ); on the quasi-invariance of Gamma, see Tsilevich-Vershik [15] , Tsilevich-Vershik-Yor [16] , and VershikYor [17] .
The properties we shall be interested in concern the bridges associated to these processes. Properties relative to B (resp. γ) will be denoted by (1 B ), (2 B ), etc. (resp. (1 γ ), (2 γ ), etc.). The natural filtration of B (resp. γ) will be called B (resp. G).
The filtration of Brownian bridges is defined for t ≥ 0 by
and the filtration of Gamma bridges by
These names, 'filtrations of bridges', are justified by property (3) below.
Quite fundamental is the independence property:
In particular, B t (resp. γ t ) is independent from B * t (resp. G * t ), and for t > 0 the inclusions B * t ⊂ B t and G * t ⊂ G t are strict. But this no longer holds in the large time limit:
From the independence property (1) , it follows immediately that one may realize both the Brownian and Gamma bridges, on the time-interval [0, t], starting at 0, ending at a, as:
The harness property was introduced by J. Hammersley [7] , and has been discussed in particular by D. Williams [18] . In our opinion, it deserves to be better known; for a number of results and references, including some papers of P. Lévy, see Exercise 6.19 in Chaumont-Yor [4] 
where
The observation that every integrable Lévy process verifies (4) is due to J. Jacod and P. Protter [9] (they do not use the term 'harness'); they furthermore deduce from (4) a property due to T. Kurtz: each integrable Lévy process X satisfies, on the interval [0, T ],
In the case when the Lévy process is a Brownian motion or a Gamma process, the harness property can be understood as a consequence of a stronger property (where we still assume [ 
3) It has been remarked in Jeulin-Yor [10] that the filtration {B * t } is generated by the Brownian motion (7 B )
The corresponding property for the Gamma process is one of the main results of the present article:
the filtration {G * t } is generated by the Gamma process
where u s (x) is the function implicitly defined, for x ≥ 0 and s > 0, by
Finally, there is the property of time inversion for both Brownian motion and the Gamma process: the process tB 1 t ; t > 0 is a Brownian motion; (8 B ) the process ln γ 1 t ; t > 0 , or, for that matter, ln(t γ 1
independent, although non homogeneous, increments.
(1.4) The rest of this article is organized as follows:
-Section 2 gives references or proofs for properties (1) to (8) .
-Section 3 investigates some properties of the Dirichlet processes
and argues in particular that from the observation of these processes it is possible to infer some properties of the Gamma process, thus going back and forth between the Gamma and Dirichlet processes.
-Section 4 raises related questions, among which the following: For which subordinators (S t ; t ≥ 0) is the filtration
If S is a stable subordinator, it was shown in [14] that S * = S; this will be proved again in Proposition 6. §2. Properties (1) to (8)
For Brownian motion, properties (1 B ) to (8 B ) are known. Property (8 B ) is obtained by a simple correlation computation; (1 B ) to (7 B ) belong to the theory of Brownian bridges; for a general discussion of this topic, see chap. 1 of [19] . Concerning the harness property, besides the references given in the introduction, an unpublished manuscript by D. Williams conversely shows that, essentially, every continuous harness is a Brownian motion.
Property (6 γ ) is a particular instance of a more general statement: the process (9)
is a Dirichlet process
This has been known for a long time; for a general approach, with a measure space replacing the time-axis, see Ferguson [6] . The proof is quite elementary: it suffices to verify that, for 0 = t 0 < t 1 < · · · < t n , the vector
is independent from γ t n , with density
with respect to the Lebesgue measure dx 1 . . . dx n−1 (or, as well, dx 2 . . . dx n ) on the simplex
and this is directly derived from the joint density of (γ t 1 , . . ., γ t n ). A (much less elementary) converse is also known: Lukacs has proved in [13] that given two independent, strictly positive, nondegenerate random variables X and Y , if
A large amount of literature is devoted to Dirichlet-type distributions, especially in view of Bayesian statistics; see for instance Diaconis-Kemperman [5] .
As explained in the introduction, (4 γ ) and (5 γ ) stem from (6 γ ). Also, (1 γ ) is obtained from (9) by specializing a = 0, and (3 γ ) follows from (1 γ ).
To establish (2 γ ), it suffices to observe that γ n /n → 1 a.s. when n → ∞ by the law of large numbers; hence γ t = lim
The rest of this section consists in establishing properties (7 γ ) and (8 γ 
Proof. Recall that the Lévy measure of the Gamma process is ν(dx) = e −x x dx; and its Lévy exponent is ln
Since the process J s = ∆γ s /γ s− is G * -optional, to show the first claim it suffices to verify that, for every G * -predictable H ≥ 0 and every Borel f ≥ 0 null at 0, one has
The left-hand side LHS (11) has the form E s K(s, ω, ∆γ s ) , where
is G-predictable in (s, ω) and null for x = 0. So LHS (11) can be computed with the Lévy system of γ, and one has (11) , it suffices to write
The filtration G * is generated by this Poisson point process because, for
The last statement of Proposition 1 stems from the identity
and from the change of variable u = 1 1 + 1/y in the intensity of ∆γ s γ s− .
Proposition 2 (property (7 γ )).
For each s > 0, the formula
is a.s. convergent and defines a Gamma process γ * , which generates the filtra-
Proof. In view of Proposition 1, the sum (13) is convergent and defines a Gamma process if and only if (s, x) → u s (x) is measurable and, for almost all s, the image by u s of the measure
is equal to the Lévy measure ν of the Gamma process. Remark that both measures ρ s and ν are infinite on the half-line (0, ∞), but finite on every interval [ε, ∞), and have strictly positive density on (0, ∞); consequently, the function u s defined by (12) , that is, by
is an increasing bijection of R + onto itself, satisfying the above conditions. So γ * is a Gamma process for the filtration G * .
To see that γ * generates the filtration To see this, observe that γ and γ * are two Gamma processes generating the same filtration G * . Consequently (see Jacod [8] , page 411), there exists a
If furthermore ∆ γ t is a monotone function of ∆γ t , it is also a monotone function of ∆γ * t (because x → u t (x/γ t− ) is strictly increasing), so, for almost all (t, ω), the bijection x → b(t, ω, x) is monotone. But there is only one monotone, ν-preserving bijection, namely the identity map (because ν is infinite near 0 and finite at infinity). Hence ∆ γ t (ω) = ∆γ * t (ω), and γ = γ * .
Remark 2. 
, where ρ s is defined by (14) .
As for an example, if one wishes L to be an α-stable subordinator, with 0 < α < 1 and (dz) = c z −1−α dz, it suffices to take 
a sufficient condition is the finiteness of
A particular case is g(y) = y, corresponding to
in that case, one has the formula
which is useless when h > 0.
Another particular case is g(y) = ln(1 + y), corresponding to
in that case, E[R t ] is more simply computed directly than via (15 
the logarithmic derivative of the gamma function; so
Taking the second derivative of ln Γ(s+1) = ln s + ln Γ(s) yields Ψ (s+1) = − 
Remark 4. A similar change of variable shows that the filtration of the process (γ 1 t ; t > 0) (or, equivalently, of L) is also generated by the Gamma process γ
where f is defined by
and ν denotes the Lévy measure of γ.
§3. Back and Forth between Gamma and Dirichlet Processes
Fix a deterministic time T > 0. Starting with the Gamma process γ and its natural filtration G, enlarge G by the knowledge of γ T at time zero: 
The G (T ) -predictable compensator of the increasing process s∈(0,t]
H s, ω,
Proof. As H may be multiplied by an arbitrary G (T ) -predictable process, it suffices to check that both r.v.
t (ω) and
have the same expectation. Since, on the interval [0, T ], the filtration G (T ) is obtained from D (T ) by an independent enlargement (with γ T ), we may suppose that H is D (T ) -predictable. We may also restrict ourselves to the case when 
Consider now the n-th dyadic subdivision (t 
This implies
and tends to 1, so in the limit, by dominated convergence,
Observe that letting t tend to s in (16) gives the infinitesimal generator of D (T ) : for f regular enough and null near 0,
This vanishing assumption is easily removed; but instead of repeating twice the same argument, it is more natural to directly derive the generator from Proposition 4, in the same spirit as in the next corollary.
Corollary 1.
For any function f on R + , with bounded variation on compacts, the process
Proof. We may suppose f to be increasing. Writing
it suffices to apply Proposition 4 to H(s, ω, x) = f (γ s− +x) − f (γ s− ) and to notice that γ s− = γ s for all but countably many s ∈ (0, t].
For instance, taking f (y) = y gives (5 γ ):
More generally, T. Kurtz has obtained this formula for any integrable Lévy process; see Jacod and Protter [9] .
As another example of application of Proposition 4, one also sees that, on the interval [0, T ), the increasing process
has independent increments; more precisely, its jumps ∆D 
By isomorphism, the process
is also a Dirichlet process with parameter T , on the interval [0, T ]; notice that it depends on the jumps of γ after t. Now reverse time on [0, T ]:
is also a Dirichlet process on [0, T ], expressed in terms of the jumps of ← − γ (T ) before t:
By isomorphism again, the process
is also a Dirichlet process with parameter T , clearly adapted to the filtration G generated by γ.
It remains to see that D
, and write
equivalently, ∆D
.
(By isomorphism, this gives another proof of the independence of the increments of (17).) When solving this for v T −t (∆γ t ), the left-limit D
t− disappears and there only remains
and finally 2) Can a subordinator be recovered from its ratios? Let (S t ; t ≥ 0) be some subordinator, with natural filtration S. In view of the preceding study, it is natural to ask when the filtration
is strictly included in S t . Notice that S * is no longer independent from S t , for, according to Lukacs [13] , this independence essentially characterizes Gamma subordinators. The next proposition shows that S * = S when S is close enough to a stable subordinator. This applies for instance to a sum of independent stable subordinators, or to the sum of a stable subordinator and an independent Gamma process.
Proof. It suffices to show that S is adapted to S * ; so, fixing t > 0, we shall establish that S t is S * t -measurable. To this end, consider the random variables X The estimate (19) gives an upper bound M (2) n ≤ a < ∞ uniform in n; and, by dominated convergence, (18) and (19) imply that M S t Y n /b converges in probability to S t . But
S t S i n t − S i−1 n t
