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ABSTRACT
EXTREME VALUE THEORY: APPLICATIONS TO ESTIMATION OF STOCHASTIC TRAFFIC 
CAPACITY AND STATISTICAL DOWNSCALING OF PRECIPITATION EXTREMES
by
Eric M atthew  Laflamme 
University of New Hampshire, September, 2013
This w ork  explores tw o  a p p lica tio n s  o f e x tre m e  va lu e  analysis. First, 
we apply EV techniques to traffic stream d a ta  to develop an accu ra te  
distribution of capacity . Data were co llected  by the NHDOT a long Interstate I- 
93, and tw o ad jacent locations in Salem, NH were exam ined. Daily flow maxima 
were used to estimate capacity, and da ta  not associated with daily breakdown 
were deem ed censored values. Under this definition, capac ity  values are 
approxim ated by the generalized extreme value (GEV) distribution for b lock 
maxima. To address small sample sizes and the presence o f censoring, a 
Bayesian framework using semi-informative priors was im plem ented. A simple 
cross validation procedure reveals the GEV model, using 
both censored and observed capac ity  da ta , is suitable for probabilistic 
prediction. To overcom e the uncertainty associated with a high number o f 
censored values a f one location, a hierarchical m odel was deve loped  to share 
information between locations and generally improve fitted results.
Next, we perform a statistical downscaling by apply ing a CDF 
transformation function to local-level daily precipitation extremes (from NCDC
station data) and corresponding NARCCAP regional c lim ate m odel (RCM) 
output to derive local-scale projections. These high-resolution projections are 
essential in assessing the impacts of p ro jected  clim ate change. The downscaling 
m ethod is performed on 58 locations throughout New England, and from the 
pro jected distribution of extreme precipitation local-level 25-year return levels 
are ca lcu la ted. To obtain uncertainty estimates for future return levels, both a 
param etric bootstrap and Bayesian procedure are im plem ented. The Bayesian 
m ethod consists of a semi-parametric mixture model for daily precipitation 
where extremes are modeled parametrically using generalized Pareto 
distributions, and non-extremes are m odeled non-param etrically using quantiles. 
We find that these Bayesian credibility intervals are generally larger than those 
obta ined from a previously applied param etric Bootstrap procedure, indicating 
that pro jected trends in New England precip itation tend to  be less significant 
than is hinted at in many studies.
PART I: ESTIMATION OF STOCHASTIC TRAFFIC CAPACITY
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INTRODUCTION (Part I)
When studying traffic flow  and volume, a prominent, yet not so easy 
con cep t to define, is that o f roadw ay ‘c a p a c ity ’ (Hyde and Wright, 1986). The 
Highway C apacity Manual (HCM) defines capac ity  as ‘the maximum hourly rate 
a t which persons or vehicles can be reasonably expected  to  traverse a point or 
a uniform section of a lane or roadw ay during a given time period, under 
prevailing roadway, traffic and control conditions’ (HCM, 2000). As this definition 
includes the term ‘expected ,’ the capac ity  o f a freeway facility is likely not a 
constant value. However, the HCM currently provides a single set of capac ity  
values for basic freeway segments as a function of free-flow  speed under ideal 
conditions. These values presented in the HCM are considered to  be reasonably 
representative values for freeways loca ted  throughout the U.S. and are typically 
based on the analysis of speed-flow diagrams. By using these values, and by 
using conventional static and dynam ic traffic assignment methods, road 
capacities are deterministic, or fixed.
It has been shown that ca pac ity  varies w idely on a daily basis for the 
same facility and under the same geom etric and traffic conditions (Lorenz and 
Elefteriadou, 2001; Elefteriadou et al., 1995; Persaud e t al., 1998; Persaud e t al., 
2001; Brilon, 2005; Cassidy and Bertini, 1999; Kuhne et al., 2006). Moreover, 
breakdown does not necessarily occur a t the same dem and levels, but can  
occur when flows are lower or higher than the numerical va lue traditionally 
accep ted  as capacity  (Elefteriadou et al., 1995). Thus, a single value of the
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capac ity  value for a freeway facility does not reflect real-world observations and 
capac ity  should be considered a random  variable that is stochastic in nature 
(See, for example, Brilon et al., 2005; Brilon and Geistefeldt, 2007; and Geistefeldt, 
2008). By considering capac ity  in this way, by rejecting the deterministic view  o f 
the HCM, one is left to identify/estimate capac ity  as a probability distribution 
across a range of values (See, for example, Brilon et al., 2005; Lorenz and 
Elefteriadou, 2001). The corresponding cum ulative distribution o f ca pac ity  
values has becom e known as the ‘capac ity  distribution function,’ Fc (Brilon et al., 
2005), and is considered a valuable tool for evaluating roadw ay perform ance 
and efficiency. For further details regarding the derivation, theoretica l basis, 
estimation, and interpretation of the capac ity  distribution function, the reader is 
d irected to APPENDIX A: STOCHASTIC CAPACITY.
In this analysis, w e pursue the use of daily flow m axim a  as estimates of 
capacity . After outlining our theoretical justification for using such values, the 
generalized extreme value (GEV) distribution will be used for their approxim ation. 
Based on da ta  co llected  from two ad jacen t locations from Interstate 93 in New 
Hampshire, we will use the GEV model form to define a ca pac ity  distribution 
function, a measure of stochastic capacity , for the freeway segments. In 
addition to extreme value theory, this work will apply aspects of lifetime analysis 
and Bayesian model-fitting based on Markov Chain M onte Carlo (MCMC) 
methods. The approach will later be extended to  a hierarchical platform.
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CHAPTER I: DATA COLLECTION
Data was co llected by the State o f New Hampshire (NH) D epartm ent of 
Transportation along northbound lanes o f interstate 1-93 a t e leven locations 
betw een Northern Massachusetts (MA) and Manchester, NH. These locations 
along 1-93, denoted  as qO l, q02,..., q l 1, begin in MA and p roceed  northerly in 
roughly one-mile increments. Depending on location and dem and, 1-93 is either 
a two- or three-lane freeway segment, but w ith the same uniform design, w idth, 
e tc. Additionally, a variety of secondary roadw ay characteristics along the 
route accoun t for further differences betw een co llection sites. Data co llection 
was m ade possible by side-fire radar units secured to portable, but semi­
permanent, platforms along 1-93. At each  location, the radar devices were 
scheduled to intermittently measure traffic a t irregular but frequent time periods 
about 1 minute apart. The da ta  co llection period occurred betw een April 1 and 
November 30, 2010, a total of 242 days. Data quality is highly variable as 
measurements from some locations are high-quality (extremely accura te  and 
precise) and nearly com plete, while those at other locations exhibit unexplained, 
sudden shifts in flow and speed measurements, are hindered by missing da ta , or 
contain a large number of spillback events (See Spillback in CHAPTER IV: 
PREPROCESSING). For each  device, observations (raw data) consist of the 
following measurements: vehicle counts, average speed, occupancy , and 
speed of individual vehicles observed over the interval.
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Aggregation
Because radar da ta  are co llected  over very short, irregular time intervals, 
these measurements were aggrega ted  into uniform intervals. The HCM 
recommends that transportation engineers use aggregates (intervals) no shorter 
than 15-minutes in order to ensure ‘stable ’ traffic flow  rates. Longer intervals are 
especially suitable for m acroscopic/speed-flow  analyses and intervals shorter 
than 5-minutes should be avoided (Highway C apacity  Manual, 2000). That is, for 
shorter intervals, it is possible to observe speeds and flows that simply canno t be 
sustained over longer periods, and these measurements are not accu ra te  
representations of traffic conditions. As stated by Greenwood et al. (2007), 
analyzing capac ity  is a macroscopic endeavor re lated to  m anagem ent, policy, 
design and regional speed/flow  comparisons, thus stable, longer interval 
durations are appropriate. While exact lengths vary am ong analyses, 15-minute 
intervals are com m only used for capac ity  studies (See, for example, Agyem ang- 
Duah and Hall, 1991; Yang and Zhang, 2005; Lorenz and Elefteriadou, 2001 ; 
Elefteriadou and Lertworawanich, 2002; M inderhoud et al., 1997). For these 
reasons, and to produce results that are directly com parab le  to those put forth 
by the HCM, observations were binned into 15-minute aggregates.
Raw traffic flow measurements were reported as to ta l volume, or number 
o f vehicles, observed during a precisely defined interval. From each  of these 
vehicle counts and the corresponding interval length during which they were 
observed, a flow rate, or equivalent hourly rate of vehicles passing a point (the 
‘traffic flow  rate,' by definition), was simply ca lcu la ted . This then yields flow  rates
5
that are expressed in the customary scale of vehicles per hour (vph), but based 
on short, unstable time intervals. Next, these flow rates were binned into non­
overlapping, sequential 15- minute intervals based on original observation times. 
Lastly, for each bin, the com ponent flow  rates were averaged to produce 
aggregated  flow  (q) rates for each  15-minute interval during the collection 
period. Addressing traffic speed (u) is a simpler task as precise speed (in mph) 
and time measurements are recorded for every vehicle observed during the 
collection period. Speed aggregates are then ca lcu la ted  by first separating all 
observations into 15-minute bins, and then simply taking their average. Clearly, 
both speed and flow aggregates are sensitive to missing d a ta  as averages 
based on few  measurements can  be erratic.
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CHAPTER II: CAPACITY DATA
Daily Flow Maxima as Capacity
While researchers have com e to acknow ledge cap ac ity  as a stochastic 
process, no universally a cce p te d  measure of ca pac ity  has been established. 
Breakdown flows, however, those flows measured im m ediately before the onset 
of congestion, have been widely ad op ted  as estimators o f ca pac ity  (See, for 
example, Elefteriadou and Lertworawanich, 2002; Brilon e t al., 2005; Lorenz and 
Elefteriadou, 2001; M inderhoud e t al., 1996). However, one concern when using 
breakdown flows is that higher flows or daily flow maxima often occur prior to 
congested conditions. In such cases, as density increases, flow  peaks and then 
begins to drop as the freeway section enters a state o f congestion. Such 
behavior has been docum ented by Banks (2009) who, in an investigation of 
freeway bottlenecks, com m only observed periods of decreasing flow  before 
breakdown. These cases suggest that breakdown flows are actually 
underestimating capacity  since higher flows were observed just prior to 
breakdown. By instead considering daily flow  maxima, w e  would cap tu re  these 
higher flows prior to breakdown and ultimately obta in  m ore representative 
measures of capacity, the maximum flow  fhat a roadw ay can  sustain. Another 
concern when using breakdown flows is that they are highly dependen t on 
subjective, and often arbitrary, breakdown identification criteria. For example, if 
breakdowns are identified based on a fixed speed threshold, as many are, 
changing this threshold can significantly a ffec t the breakdown flows extracted
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from the traffic stream data . Daily flow  maxima, of course, have the advan tage  
o f being independent of the methods used to  identify breakdowns.
Another commonly used estimate of freeway cap ac ity  is the maximum 
pre-breakdown flow (See, for example. Hall and Agyem ang-Duah, 1991; Hall et 
al., 1992), or the maximum sustained flow  prior to breakdown. Based on 
aggrega ted  traffic data, Elefteriadou and Lertworawanich (2002) provide 
evidence that distributions of breakdown flows and maximum pre-breakdown 
flows are statistically similar and, by extension, that maximum pre-breakdown 
flows are suitable estimates for capac ity . Because daily flow  maxima typically 
occur prior to  breakdowns, in practice, daily flow maxima closely resemble 
maximum pre-breakdown flows, a lthough the tw o are conceptua lly  different. 
Thus, using daily flow maxima to  estimate ca pac ity  has many of the same 
benefits as using pre-breakdown flows. For one, both maxima and pre­
breakdown flows accoun t for cases (as described above) where flows decrease 
prior to congestion, a so-called ‘lingering’ or lagged effect, and are better 
representations of the true maximum throughput of the roadw ay. However, 
while maxima and pre-breakdown flows are somewhat similar, maxim a have the 
advan tage  of being consistently available. That is, extraction of pre-breakdown 
flows is com plete ly dependent on breakdowns, while daily maxima, on the other 
hand, have no such dependence  and may be obta ined on a regular basis 
regardless of breakdown occurrence. Using maxima, then, is especially 
beneficial when breakdowns are rare as such cases would yield relatively few  
pre-breakdown flows. Of course, this becom es less o f an issue when breakdowns 
occur very frequently and thus pre-breakdown flows becom e more abundant.













As stated by the HCM, the capac ity  for a given facility is the flow  rate tha t 
can be achieved repeatedly for peak periods of sufficient dem and  (Highway 
C apacity Manual, 2000). Therefore, not every maximum flow is a  suitable 
estimate of freeway capacity , and only those daily maxima associated with 
‘sufficiently high dem and ’, dem and typically resulting in breakdown, should be 
considered as such. On days where dem and is insufficient, when breakdowns 
are not observed, daily conditions are not adequa te  (sufficiently extreme) to 
assess the true capacity  of the roadway. In these cases, under a  survival analysis 
premise, the corresponding maxima are deem ed censored (actually right-
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censored) capac ity  values as the roadw ay can  surely service higher demands. 
That is, breakdowns would occur a t some higher flow rates, and the resulting 
capacity , the maximum daily flows, w ould necessarily be larger than the 
observed value. Alternatively, w e m ay simply consider these cases as 
incom plete da ta  records where the true maximum, the capac ity , is simply 
missing. By introducing censoring into our definition o f capac ity , our da ta  are a 
sort o f compromise between pre-breakdowns flows and simple daily maximum 
flows. Also, our censoring designation establishes a correspondence be tw een 
extreme flows and breakdown which we intuitively know exists.
Despite the incompleteness associated with censored values, they still 
conta in valuable information and will therefore be considered in the calibration 
of our capac ity  distribution (See, for example, Geistefeldt, 2010). Non- 
parametrically, the capacity  distribution function, Fc(q'), has been estimated 
using the Kaplan-Meier/Product Limit m ethod (PLM) based on samples that 
include both censored and uncensored values, a  survival analysis approach  
(See APPENDIX A: STOCHASTIC CAPACITY). Minderhoud e t al. (1996) w ould later 
formulate the PLM for the analysis o f freeway capac ity . Parametrically, assuming 
a known m odel form, capac ity  distributions have been estim ated based on both 
censored and uncensored values as well. It has been shown that, under this 
survival analysis framework, the Weibull m odel is well-suited and accurate ly 
approximates capac ity  da ta  based on breakdown flows (Brilon and Zurlinden, 
2003; and Brilon et al., 2005). In a comparison o f capac ity  distributions 
approaches, Geistefeldt and Brilon (2009) found that using censored da ta  
achieves significantly more precise estimates, especially a t higher quantiles.
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Related Work/Literature Review
In Minderhoud e t al. (1997), extreme values are discussed, and the authors 
state that observed maximum volumes (co llected over days, for example) and 
corresponding extreme value statistics can  be used to estimate capac ity  
distributions. Next, and probably most app licab le  to our study, is the work of 
Hyde and Wright (1986) who use a variety o f flow maxima fo  ca lib ra te  a 
capac ity  distributions based on d irect probability methods and asymptotic 
theory. Their asymptotic approach relies on the theory (extreme value theory) 
that large values/maxima can be approxim ated by a simple, known statistical 
model. These works provide evidence that maximum flows are appropria te 
estimates of capacity  and lend credibility to our approach.
Data Traces and Breakdown
For the analysis described above, the general behavior of the traffic 
stream da ta  must be identified. A lthough the 15-minute aggrega ted  d a ta  is an 
accura te  representation o f speed and flow, this da ta  is still very ‘noisy.’ 
Irregularities in the da ta  collection process, or missing measurements, m ay result 
in aggregates calcu lated from few  observations. Because these raw traffic 
observations can be erratic, because short intervals may identify traffic estimates 
that can only be sustained over the short term, aggregates based on few  of 
these raw observations may be similarly noisy. To address this issue, functional 
da ta  analysis (FDA) is em ployed to p roduce summaries, or smooth 
representations, of the da ta  (both speed and flow) over a fine time scale. These 
resulting interpolating smooths will be herein referred to  as ‘traces’ (For further
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details regarding our FDA models and theory, please see APPENDIX D: 
FUCNTIONAL DATA MODELS). Regarding flow, traces are especially beneficial as 
they represent trends o f already aggrega ted  data , and the resulting peaks 
necessarily correspond to sustained maxima, natural estimates o f capac ity . 
Therefore, going forward, daily flow maxima will be extracted from fitted FDA 
flow  traces.
Because the censoring designation o f daily flow  maxim a is dependen t on 
daily breakdowns, and because these values directly relate to fitted capac ity  
distributions, accurate  assessment o f breakdowns is essential. Like most traffic 
analyses, we define breakdown to be the transition betw een freely flow ing traffic 
and congested conditions. This transition, or breakdown, occurs w hen persistent 
speeds above a fixed threshold are im m ediately fo llowed by persistent speeds 
be low  the same threshold. This speed threshold was set to 48 mph based on a 
visually distinction between congested and freely flowing traffic regimes (See 
APPENDIX B: SPEED THESHOLD SELECTION). This means that breakdow n is only 
identified for cases when a t least 5 minutes o f freely flowing travel (average 
speed above 48 mph) is followed by a t least 5 minutes of congested conditions 
(average speeds below 48 mph). However, when using 15-minute aggregates, 
measurements may be difficult to decipher, and exact moments of breakdown 
are impossible to identify. Consequently, some shorter, ‘true ’ breakdowns cou ld  
be overlooked if an analysis is based solely on coarse speed aggregates. By 
applying FDA, we are able to extract interpolated, in term ediate values based on 
the smooth representations of the da ta . Thus, traces address the tw o issues with 
our data ; they provide precise (in time) estimates while maintaining smoothness.
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For this reason, going forward, breakdown identification, sustained drop in traffic 
speeds, is based on speed traces rather than aggrega ted  da ta .
Notation
Let the random variables C and Qmax be respective cap ac ity  and the 
maximum daily flow of the roadw ay where, for a given day, qmax is the maximum 
observed flow. Also, le t Yt = {0,1}, where 1 corresponds to a 
breakdown/transition to  a congested state a t time t, and 0 corresponds to freely 
flowing traffic at time t. In practice, for each day, tw o categories m ay be 
observed.
1) If Yt =  0 (i.e., when no breakdown is observed) for every t, then qmax <  c.
2) If Yt = 1 for some t  (i.e., when breakdown is observed), then qmax =  c.
Illustration
To illustrate our procedure, w e observe typically traffic traces that result 
from the application of FDA. In all cases, the x- and y-axis correspond to  flow 
and speed, respectively, and time proceeds from the upper endpoint to the 
lower endpoint. First, for the majority o f speed/flow /tim e traces, breakdowns are 
observed and daily flow maxima typically occur within a relatively short time 
prior to  them (Below, right). For such a case, the daily dem and  is deem ed 
sufficiently high to warrant cap ac ity  estimation and the maximum daily flow  is 
recorded as the capacity, or qmax =  c. Next, for some cases, speed traces never 
fall below  our set threshold and breakdowns never occur (Below, left). In such a 





roadway is greater than the highest observed daily flow  and the maximum is 
recorded as a censored value, or qmax <  c.
Figure 2: Illustration of functional d a ta  trace  for cases o f censored maxima (left)
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CHAPTER III: GENERALIZED EXTREME VALUE DISTRIBUTION FOR 
BLOCK M A X IM A
Consider an underlying, and often unobservable, i.i.d. sequence of 
independent random variables, X1,X2, ... with com m on distribution function F, 
where F(x) =  Pr{*; < x}. Let Mn =  max(^1(..., Xn), the maximum of the process 
over n time units of observation. Thus, Mn is the n-sample maximum. Since 
Pr{Mn <  x} = F (x)n, then Pr{M„ <  x) -*  0 as n gets large and the distribution o f Mn 
degenerates to a point mass. However, if w e can  find appropria te 
standardizations for the maximum, this probability will ach ieve a non- 
degenerative limiting distribution. That is,
pr — ^2. < x l =  F(anx +  bn)n G(x)
v Un )
where an and bn are normalizing sequences and G(x) is a non-degenerative 
distribution. Furthermore, by theorem, if normalizing sequences exist and a 
distributional limit exists on Mn, then G must be one of three families of 
distributions. These three families are known as the Gumbel, Frechet, and Weibull 
(strictly, negative Weibull) and correspond to  tail behavior tha t is exponential, 
bounded below, and bounded above, respectively. This is the ‘three types 
theorem ’ that is the backbone o f classical extreme value theory. However, 
working with three distinct distribution families m ay becom e inconvenient (Coles, 
2001), and it has becom e the norm to  work with a general distribution that 
includes the Gumbel, Frechet, and Weibull distributions as special cases. This
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superclass of distributions is known as the generalized extreme value distribution, 
or GEV, and may approximate a variety of tail distribution shapes. Direct use o f 
the GEV rather than the three types separately allows for flexible m odeling and 
avoids having to determine which family is most appropria te  and simply allows 
the da ta  to decide. The GEV is given by the following form:
G(x) =  exp j -  [l + f  ( ^ ) ]  J,
defined on {x: 1 + > 0} with fx and a the respective location and scale
parameters. The shape param eter of the GEV, £, characterizes the rate of tail 
decay, where (  >  0, (  =  0, and f  <  0 correspond to  da ta  w ith heavy tails, light 
tails, and short tails, respectively. For our da ta , in the expression above, w e 
rep lace the random variable X with cap ac ity  d a ta  C as both censored and 
uncensored (observed) daily flow maxima, by theory, can  be suitably and 
accurate ly approxim ated by the GEV.
In most extreme value analyses, blocks are typically set to  a length of one 
year to limit bias in estimation. However, this recom m endation assumes d a ta  are 
co llected relatively sparsely, which is not the case for our da ta , and thus daily 
flow  maxima will suffice. Another concern when considering block maxima is 
that too  few  da ta  (maxima) will obviously lead to  larger estimation variance.
With potentially hundreds o f daily maxima co llec ted  over several months, we 
have am ple da ta  to adequate ly estimate GEV m odel parameters.
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Model Assumptions
First, as above, the GEV m odel assumes a series of independent random  
variables in defining block maxima. Clearly, this is not the cases as traffic flows 
are highly dependent and follow a daily, cyclic pattern. In such cases, despite 
violating model assumptions, the conclusion that the b lock maxim a have a GEV 
distribution m ay still be reasonable (Coles, 2001). Quantile plots for daily maxima 
(both q02 and q03) show strong correspondence betw een observed and 
predicted  values, which illustrates the appropriateness of the  m odel class and 
justifies the use of the GEV for our da ta . Next, it is critical tha t b lock maxima 
themselves be independent, a requirement, accord ing  to Coles (2001), w hich is 
likely even if the original da ta  constitute a dependent series, such as w e have. In 
our case, a daily pattern is observed somewhat com parab ly  each  day, and 
there is expected to be little influence on one d a y ’s maximum on any ofher 
(day-to-day dependence). Autocorrelation (ACF) and partial autocorrelation 
(PACF) plots for both locations show no evidence of autocorre lation or 
dependence, and daily maxima are appropriately assumed independent 
(Figure 3). Lastly, the approach assumes daily maxima be identica lly distributed. 
Given the 8 months of data, w e observe no true seasonality (‘heavy ’ season), so 
there is homogeneity in the daily traffic flow. That is, daily maxima exhibit no 
trend, no oscillations or systematic patterns in maximal values and are thus 






Figure 3: Auto- (left) and partial auto-correlation function (right) plots o f daily
























The entire collection period spans a period o f 9 months, or 242 days, and 
details regarding the da ta  can  be found in CHAPTER I: DATA COLLECTION. Of 
the 11 northbound radar locations, only a handful yielded continuous traffic 
measurements for the entire collection period (only abou t 40 measurements per 
hour were recorded at the best locations). Of these, da ta  from only tw o 
locations, q02 and q03, loca ted  in Salem, NH, were retained as the vast majority 
of breakdowns at the others were attributable to spillback (See Spillback in 
CHAPTER IV: PREPROCESSING) and deem ed unsuitable. As d a ta  from q02 and 
q03 are deem ed sufficiently reliable, our flow  maxima analysis is based solely on 
traffic measurements from these tw o locations. Following the procedure outlined 
in Aggregation of CHAPTER I: DATA COLLECTION, da ta  are aggrega ted  into 15- 
minute intervals for both speed and flow. From these speed and flow  
aggregates, and their corresponding unique time identifiers, FDA models were 
fitted (See APPENDIX D: FUNCTIONAL DATA MODELS) and resulting traces were 
used to estimate daily maxima, breakdown, and times o f breakdown.
At location 3, q03, due to scheduled m ain tenance o f the measurement 
equipment, there were typically two or three days a t the end of the month that 
were missing measurements. In addition to this, a t location q03 only, there were 
short stretches of interruptions in August, September, and Novem ber during 
which no traffic measurements were recorded. For the remaining days, FDA flow  
and speed models, the traces, were fitted to the da ta . Very rarely, in four cases,
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shorter, intra-day gaps in the da ta  resulted in unreliable traces or com ple te  
failure of the FDA fitting process. In the end, a total of 206 daily maxima were 
retained from q03 for the analysis. In order to  conduct a spillback (tailback) 
analysis (discussed in the following section) a t q02, reliable downstream  data , 
from q03, is required. Thus, da ta  from q02 was used for only those days where 
FDA (speed-flow, speed-time) models a t q03 exist. For these 206 days, FDA 
models were fit to q02 traffic stream da ta  w ithout incident. Following the 
procedure outlined above, speed-flow  and speed-time plots for q02 and q03 
were com pared, carefully evaluated, and checked for outliers or unusual 
behavior. Below is an example o f an FDA trace  a t q03 for Novem ber 11, 2010. 
We notice that breakdown is not observed as the speed trace  never drops 
below  48 mph, and thus the maximum recorded flow is a censored value.
Figure 4: Example of a plot of FDA flow  trace versus FDA speed trace  for
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Both traffic locations, q02 and q03, are designed to the highest standards, 
classified by the HCM as ‘idea l,’ and  both locations are subject to relatively high
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daily traffic flow  conditions (for further details of the co llection sites, see 
APPENDIX C: COLLECTION SITES). It suffices to  say that both q02 and q03 are 
suitable sites for the collection of capac ity  da ta . However, loca tion  q03, a 
physical bottleneck where traffic merges and discretionary w eaving is observed, 
experiences congestion (breakdown) on a daily basis, whereas location q02 
serves traffic mostly free of interruption and experiences breakdowns a t a m uch 
lower rate. Because of this disproportionate number o f breakdowns, our 
procedure yields a disparate number of capac ity  da ta  from the q02 and q03 
traffic traces. For q03, from the 206 days with FDA traces, 145 ca pac ity  da ta  
were identified where daily maxima were associated with sustained traffic 
breakdown. Incidentally, for these 145 cases, daily maxima were typically 
identified just a few  minutes prior to breakdowns (median = 12 minutes). The 
remaining 61 days did not observe breakdowns, so corresponding daily maxima 
were deem ed censored values. At location q02, results are quite dissimilar as 
FDA analyses of speed, flow, and time result in only 60 cap ac ity  d a ta  and 146 
censored da ta . Also, like location q03, when congested conditions are 
observed a t q02, maxima are typically found im m ediately prior to breakdown 
(median = 7.5 minutes).
Analyses based on maxima (or minima) are typically wasteful of da ta  as 
only one measurement per block (day) is considered. However, our process 
does retain a fair number o f ca pac ity  data , and supplementing these estimates 




Spillback (or tailback, spillage) occurs when a queue originating from a 
downstream location spreads upstream. Spillback assessment/identification is 
especially critical for capac ity  analyses based on breakdown flows (previously 
defined) as breakdowns caused by oncom ing queues are not naturally 
occurring and will results in a typ ical estimates of capac ity . Breakdown flows 
attributable to spillback are com m only om itted from ca p a c ity  studies. In our 
case, flow  maxima are used as capac ity  estimates, and these measurements 
are not directly defined by breakdown. However, because censoring is based 
solely on the observance o f daily breakdowns, ca pac ity  d a ta  (flow maxima) 
extracted from days where spillback is observed should rightly be considered 
censored values. Un-censored capac ity  da ta , then, should only correspond to 
days where ‘true,’ non-spillback breakdowns occur.
Based on the results o f a previous analysis, and based on our know ledge 
o f the freeway segments, da ta  from q03 was not scrutinized for cases of 
potential spillback. That is, because a structural bottleneck is loca ted  
imm ediately downstream of device  q03, and because no bo ttleneck is loca ted  
near q04 (downstream of q03), no spillage is expected to  corrupt da ta  ob ta ined 
from q03. In our experience, the few  breakdowns a t q04 occu r concurrently to 
or immediately after breakdowns upstream a t q03, in the vast majority of cases. 
Thus, we have no evidence to suggest tha t queues a t q04 corrupt cap ac ity  da ta  
a t q03. Spillback is, however, exam ined at location q02.
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From FDA traces, precise breakdown times a t q02 (upstream) were 
com pared to those at q03 (downstream) to  assess potential spillback. We 
observe a relatively strong correlation betw een these times, with both upstream 
and downstream breakdowns typically occurring around 12 hours (12PM) or 
between 15 and 18 hours (3PM -  6PM). In the vast majority o f cases, these values 
occur concurrently, or maxima a t q02 slightly p recede breakdowns a t q03. Thus, 
for these cases, one of two scenarios is observed, neither o f which allows for the 
possibility of spillback. First, and most likely, traffic flow  mimics a ‘rising tide ' 
where dem and is increased across the network simultaneously and 
breakdowns/maxima occur at roughly the same mom ent. Or, second, high 
flows originating from an upstream location (the south, upstream of q02) are 
progressively spreading through the network (q02 and q03). In this scenario, the 
same elevated flow  that creates a bottleneck a t q03 is also responsible for high 
flows a t q02 a t an earlier time.
For those few  cases where maxima a t q02 occur a fter breakdowns a t q03, 
a shock-wave speed analysis was applied. Shock-wave speed is defined to  be 
the speed of propagation o f a disturbance in a traffic system, or, in this case, the 
speed of the upstream traveling queue. Based on observations and adm ittedly 
crude estimates of congested speeds, w e ca lcu la te  the shock-wave speed to 
be roughly 5 mph. In a study of freeway bottlenecks, Bertini and Leal (2004) 
found shock-wave speeds (queue speeds traveling upstream) a t a three-lane 
bottleneck to be between 3 and 4 mph and nearly constant, strong support for 
our estimate. So, based on a shock-wave speed o f 5 mph, it w ould take roughly 
12 minutes for a queue to reach q02 from q03, a distance o f abou t one mile.
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Therefore, if spillback is occurring, w e would expect to see breakdowns at q02 
betw een 12 and 15 (5 and 4 m ph shock-wave speeds, respectively) minutes 
after breakdowns downstream at q03. Such cases, however, are rarely 
observed as breakdowns a t q02 are found either a very short (a few  minutes) or 
very long time (more than an hour, say) after breakdowns a t q03.
In general, based on the assumption of consistent shock-wave speeds 
(Bertini and Leal, 2004), if spillback was the source of congestion a t q02, w e 
would expect to see similarly consistent differences in breakdow n times betw een 
upstream and downstream locations, around 12-15 minutes (as discussed). 
However, these differences are not consistent, are random ly dispersed in terms 
o f m agnitude and sign, and do  not follow any discernible pattern. W ithout more 
concrete, confirmatory evidence, congestion is not believed to spillback from 
q03 to q02. Thus, breakdowns a t q02 and q03 are assumed to be co incidenta l 
and independent. We suspect tha t the exit ram p at q03 plays a significant role 
in efficiently accom m odating the local traffic flow  and minimizing the chance  a 
queue reaching a length o f one mile.
Comparison of Maxima to Breakdown Flows
To com pare the capac ity  values resulting from our procedure (above) to  
those obta ined via traditional methods (i.e. breakdown flows), overlaying 
densities were produced by location (See below). As expected, our p rocedure 
generally yields higher values of capac ity  as breakdown flow  techniques are 
believed to misidentify capac ity  in cases where flows drop prior to congestion 
(Banks (2009), for example, addresses the occurrence of such flow  drops). Our
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approach is robust to this phenom enon and ultimately leads to a more diffuse 
distribution o f capacity . We note, however, tha t these distributions are not 
extremely dissimilar.
Figure 5: Comparison o f daily flow  maxima to breakdown flows for both location
q02 (left) and q03 (right).
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CHAPTER V: BAYESIAN APPROACH
In general, daily maxima co llected  from q02 and q03 have tw o dom inant 
characteristics: small sample sizes and a high num ber of censored values. 
Because of this, and because capac ity  model-fitting need not be done in real­
time, a com putational Bayesian approach  was em ployed. We will provide a 
brief justification for the Bayesian approach  as well as a brief overview  of the 
procedure and theoretical basis. This, however, is not a rigorous treatm ent of 
Bayesian m ethodology. For a more deta iled  treatm ent, the reader is d irected to 
any number of sources including Carlin and Louis (2008) and Gelman et al.
(2003).
For small samples, Bayesian analysis can  have significant advantages over 
a classical/MLE approach. First, Bayesian results do  not depend  on asym ptotic 
theory. That is, Inference based on maximum-likelihood estimators relies on an 
asymptotic distribution which may not be appropria te  for small samples, 
although w e suspect our datasets are large enough to justify MLE. Second, if 
priors are particularly well-informed, the Bayesian approach  can  com bine this 
information with the sparse da ta . In this way, the use o f subjective priors can 
ad d  value to the analysis through increased accu racy and effic iency. Thaf said, 
however, poorly chosen priors will negatively a ffec t the resulting posteriors and 
lead to biased inference.
For censored values, Bayesian methods offer very natural, proper 
approach for addressing these ‘incom p le te ’ da ta  (See, for exam ple, Gelman et
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al., 2003 or Ibrahim et al., 2005). As stated, in Bayesian statistics, prior know ledge 
along with a given set o f current observations is incorporated in statistical 
inferences. This prior information cou ld  com e from operational or observational 
data , from previous experiments (empirical Bayes), or from engineering 
knowledge. Under the com putational Bayesian format, plausible values are 
generated from the posterior predictive distribution of the censored observations 
conditional on the observed da ta . That is, censored values are treated as 
missing da ta  and imputed from draws of a random  variable from a truncated 
distribution based on Markov chain M onte Carlo techniques. Furthermore,
MCMC sampling allows for credibility intervals, the Bayesian analog to 
confidence intervals, to be established which, in turn, allows for clear 
interpretation of the effects o f censored da ta .
For these primary reasons, results from the Bayesian/MCMC estimation are 
preferable to MLE, although MLE results are useful references in determ ining 
whether or not MCMC models, including their prior distributions, are correctly 
specified. Bayesian approaches are similarly preferred over non-param efric 
techniques of capacity  estimation (Kaplan Meier approach, for example) as 
these estimators are not defined for all values of possible traffic flow. That is, in 
non-param etric approaches, the last observation defines the terminal point of 
the estimated distribution, and a com ple te  curve is rarely ob ta ined. Resulting 
distribution functions are thus discontinuous and non-smooth, and estimates are 
generally unreliable. In a related work, Ozguven and Ozbay (2008) concluded  
that Bayesian estimation is far superior (more efficient) to non-param etric
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techniques for survival analyses with small samples and substantial amounts of 
censoring.
Under the Bayesian framework, identifying the cap ac ity  distribution 
function (Fc(g)) is simply identifying the cum ulative distribution tha t most 
accurate ly estimates the capac ity  da ta . By assuming a m odel form for this 
distribution function, the GEV, the ob jective of the analysis is then simply the 
estimation of the model parameters. Thus, Bayesian estimation, which ultimately 
yields distributions for m odel parameters, seems a logical approach . The 
OpenBUGS statistically software was used for all Bayesian applications, and the 
analysis and manipulation of all OpenBUGS output, the da ta  contain ing the 
Bayesian samples of the parameters, was then perform ed w ith the R statistical 
software. Limited details of Bayesian theory and MCMC techniques are 
presented in APPENDIX E: M CM C SAMPLING as a thorough treatm ent is beyond 
the scope of this analysis.
Because Bayesian/MCMC techniques are com putationa lly  dem anding, 
they are still considered relatively new (the last 20 years). However, because 
Bayesian analyses can overcom e difficulties in com p lica ted  da ta  collection 
schemes, Bayesian literature is extensive and w idespread applications can  be 
found across disciplines. However, there is lim ited literature relating such 
methods to the estimation o f capac ity . M entioned above, Ozguven and Ozbay 
(2008) introduce a non-parametric Bayesian estimation used to estimate 
capacity . To our knowledge, and to  da te , this is the most re levant work to  our 
analysis. Zheng et al. (2006) used a com bination of Bayesian and neural
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networks approaches to  develop short-term traffic flow  predictions for freeway 
da ta . Tebaldi et al. (2002) used hierarchical regression models to  capture  and 
predict short-term changes in traffic flow  for a freew ay network.
Procedure and Results
Using asymptotic distributions, Hyde and Wright (1986) found flow  maxim a 
are approxim ated most accurate ly by short-tailed distributions. This agrees with 
our experience with extreme traffic flows and makes intuitive sense as there is an 
absolute limit to the number o f vehicles a road may carry. Thus, finite upper 
bounds were assumed for the ca pac ity  data , and, consequently, GEV shape 
parameters were assumed to be negative. The corresponding prior distribution 
on the shape param eter reflects this limitation. A som ewhat diffuse prior 
distribution for the GEV scale param eter was chosen, but within a realistic range 
based on previous model-fitting. Similarly, a semi-informative prior distribution 
was chosen for the location param eter as the center o f the distribution can  be 
estimated within a reasonable range. Thus, the scale and shape priors were not 
over-specified, and we are truly allowing the da ta  to  gu ide these posterior 
analyses. Specific prior distribution for the GEV form is defined below.
For both upstream and downstream locations, q02 and q03, freeway 
capacities, C, are assumed to  be generalized extreme value distributions (GEV)
C-GEVQi,*,?)
with location, scale, and shape parameters n,o, and f ,  respectively. C ollected 
data, qjtmax>are maximum daily traffic flows for day j  =  1, ...,206, each  o f which is
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classified as a censored or un-censored, capac ity  (c7) value based on the 
previously established definition (See Data Traces and Breakdown in CHAPTER II: 
CAPACITY DATA). For the GEV model, the shape (f), scale (a), and location  (ju) 




where {a^,b^ ) , (aa,ba) , (a^.b^) are specified as (-.75, 0), (0, 10), and (3, 10), 
respectively.
The following results, the posterior analysis, are based on the output of 
5,000 MCMC iterations, the first 2,000 discarded as a ‘burn-in’ period. 
Convergence and independence from the starting values w ere checked by 
CODA (distributions, traces, etc.), the standard tools in such cases. Also, in all 
cases, starting values for the sampling scheme were genera ted  from the defined 
prior distributions. Below we have fitted distributions (densities and CDFs) for 
several thousand sets o f param eter estimates, the m edian fitted  distribution (as 
well as upper and lower 5% fitted distributions), and the distribution fitted via MLE 
to  only uncensored values.
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Figure 6: Bayesian fitted densities (left), cum ulative distributions (right), m edian 
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From the plots above, w e  observe the e ffect of the inclusion of censored 
values on the fitted distributions, the ca pac ity  distribution functions, Fcs. For q03 
(bottom ), com pared to the distribution fitted via MLE to  uncensored values only 
(thicker curve), including censored values in our m odel-fitting results in right shift 
of the distribution (grey curves). Of course, because most d a ta  from q03 are
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uncensored, the effect of including the censored value is more subtle (yet still 
visible). On the other hand, this effect, the e ffec t of including censored values in 
model-fitting, is much more noticeable a t q02 where substantially fewer 
capac ity  da ta  are observed. Here, including a large number of censored values 
results in a very significant right-shift of the distribution, as expected. Also, 
because so few capacity  da ta  are available, the variability of the fitted curves 
at q02 is quite substantial, especially a t the upper tail and com pared  to  those of 
q03. For the same reason, we feel the MLE-based distribution, based solely on 60 
capacity  data , is unreliable and the Bayesian approach  offers a sensible 
alternative for such a small sample. That is, informed (or semi-informed) priors 
and information conta ined in censored values improve our estimates and 
increase our confidence in fitted results.
Specifically, the MLE-derived capac ity  distribution for q02 corresponds to 
a segment that is very sensitive to  dem and. That is, based on the MLE result, q02 
appears to be a segment that canno t ably handle high flows and has a high 
probability of congestion a t relatively low  flow values (See above). The Bayesian 
result, however, corresponds to a m uch more efficient roadw ay with 
com parably lower probabilities of congestion. Since both high dem ands and 
relatively few  breakdowns are observed a t q02, w e have am ple  evidence to 
suggest that the segment can service high demands/flows w ithout becom ing 
overly congested. Because of this, we know the Bayesian result (capacity  
distribution function) to be realistic and highly credible. Results from q02 most 
clearly illustrate the effect, and potential advantage, o f considering censored 
values in the model-fitting procedure.
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Validation
First, we pursue a validation procedure that will a llow  us to  evaluate the 
plausibility of our GEV m odel cho ice in predicting the distribution o f ca pac ity  
da ta  not used in the fitting process, to assess the m ode l’s probabilistic predictive 
ability. The cross-validation (CV) technique used here is a repea ted  random  sub­
sampling procedure where the d a ta  is tested against itself. Under the premise o f 
exchangeability, a training set is first crea ted  by random ly selecting 70% of both 
the censored and un-censored values. O f the remaining 30% of the da ta , only 
the non-censored capac ity  values were designated as a va lidation set. Since 
the training and validation sets are non-overlapping, the ca p a c ity  validation set 
may be considered truly unobserved da ta  suitable for evaluating the procedure. 
We note that because so few  breakdowns were observed a t location q02, 
validation was not a realistic option. That is, resulting training and validation sets 
were too sparse to provide reliable models and evaluation.
Using the Bayesian approach  described previously, a GEV m odel is fit to 
the q03 training set and then com pared  to the validation set. This process is 
repeated numerous times to  ensure consistency, and results from tw o of these 
replications are presented below . From these results, the histograms represent 
the distribution of validation capac ity  values, those ca p ac ity  values not used in 
model fitting (the 30% withheld from model fitting). The grey and b lack lines 
represent the GEV distribution (density) fitted via Bayesian m ethods to  the 
training data. We observe the fitted GEV m odel visually captures the shape of 
the validation data, and therefore appears to successfully predict the distribution
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of capacity  data . This suggests that the GEV is an appropria te  m odel form for 
our capac ity  data, and fitted results appear to benefit from the inclusion of 
censored values.
Figure 7: Histograms of validation da ta , overlaid fitted  training densities (grey 
curves), and median and upper/low er 5% curves (thin b lack lines).
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Additionally, quantile plots serve as a diagnostic tool for the evaluation of 
the fitted model. These plots com pare  theoretical quantiles from the m odel 
ca librated on the training set against the observed quantiles o f the validation 
set. Results directly indicate probabilistic predictive ability for unobserved data , 
where adherence to the y =  x transverse indicates successful prediction of 
quantiles. From the plots below, despite small datasets, the GEV m odel class is a 
successful predictor of capac ity  data , especially at the upper tail. Additionally, 
as above, the procedure supports the use o f censored values in model-fitting as 
their inclusion yields accurate  probabilistic predictions.
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Figure 8: QQ-plots for GEV m odel fit to training da ta  (x-axis) and validation da ta
(y-axis).
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To further illustrate the benefit of censoring, a validation was performed 
ignoring the designation and considering all daily flow m axim a as capac ity  
data . This set of 206 da ta  was then divided into non-overlapping training and 
validation sets as above. A GEV model was fitted to the training d a ta  via MLE, 
and the resulting theoretical quantiles were com pared  to  the observed quantiles 
of the validation da ta  (See Figure 9 for one such quantile plot). As w e can see, 
when censoring is not introduced into our flow maxima estimates, the m odel 
form significantly underestimates capacity , by more than 1,000 vph in some 
cases. This result provides evidence that our capac ity  da ta , the daily flow 
maxima, are most accurately approxim ated when introducing censored values. 
We note that this process was repeated  numerous times to ensure consistency, 
and in all cases the model underestimated the validation d a ta  as below.
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Figure 9: QQ-plot for GEV model fit to training da ta , ignoring censoring 
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While the previous result validates the use o f the GEV m odel form with 
censoring, it does not assess the ability of daily flow  maxima to approxim ate 
freeway capacity. To do  this, a validation procedure was perform ed in which 
‘true ’, observed breakdowns were com pared to breakdowns p red ic ted  by the 
fitted capac ity  distribution function. To perform this validation, random  ca pac ity  
estimates were first generated from the fitted Bayesian GEV m odel for each  15- 
minute interval. Also, in the case of congestion, a modest and constant 
capac ity  drop o f 6% is assumed as per Hall and A-Duah (1991) and Cassidy and 
Bertini (1999), for example. When observed dem ands exceed random ly 
generated capacities, a  breakdown was predicted. Figure 10 be low  illustrates 
the procedure for two days of da ta  a t location q03.
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Figure 10: Comparison of GEV-derived capac ity  estimates (red line) and 
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Next, these predicted breakdowns were com pared  to  true breakdowns, 
or breakdowns based on sustained speeds below a threshold o f 48 mph. 
Zurlinden (2003), Brilon e t al. (2007), and Geistefeldt and Brilon (2009) performed 
similar procedures to test the consistency of capac ity  distributions. From the 
figures below, we find the validation procedure is highly successful as the 
pred icted capacities yield congestion profiles tha t are remarkably similar to 
observed cases (Figures 11 and 12 below). For q02, the randomly generated 
capacities tend to be large, on average, which results in p red ic ted  breakdowns 
that are sporadic and com parab le  to true, observed breakdowns. For q03, the 
generated capacities are com parab ly smaller, and the p red ic ted  breakdowns 
are therefore more frequent. Thus, for most days a t q03, w e observe the 
occurrence of both predicted and true breakdowns. Overall, from a visual 
assessment, the results va lidate our procedure, support the use of daily flow
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maxima as an estimate of capacity , and provide evidence that capac ity  
distributions derived from flow maxima are is suitable for prediction. We note, 
however, that a lthough the images below  exhibit near day-to -day 
correspondence between predicted and observed breakdowns, such a 
relationship is not required as our model is expected  to provide a probabilistic 
prediction, or a prediction of the distribution o f capacity .
Figure 11: Ten day sample of pred icted breakdowns derived from fitted GEV 
distribution (top) versus observed breakdowns (bottom ) for location q02. Red






Figure 12: Ten day sample of pred icted  breakdowns derived from fitted GEV 
distribution (top) versus observed breakdowns (bottom ) for location q03. Red 
dots indicate breakdown, both pred icted  and observed.
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Lastly, to further assess our GEV m odel predictions, the procedure above  
was rep licated 100 times, and for each  replication the num ber of pred icted 
breakdowns was recorded. After averaging these 100 pred icted  totals, the GEV 
procedure predicted 553 breakdown intervals a t location q02 as com pared to 
598 observed cases. At location q03, on average, 1578 breakdown intervals 
were predicted as com pared to  1669 observed cases. Agreem ent betw een 
predicted and observed totals provides additional evidence that our m odel is a 
suitable probabilistic predictor o f breakdown.
Comparison to Other Estimates of Capacity
To further illustrate the usefulness of our approach, we com pare  the 
predictive ability of a fixed (deterministic) capac ity  to  that o f our GEV
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procedure. The NH DOT assumes a baseline cap ac ity  o f 1800 vphpl for q02 and 
q03, so a fixed, three-lane capac ity  of 5400 vph was assumed for both locations. 
Predicted breakdowns, those occurring when observed flows exceed a flow rate 
of 5400 vph, are then com pared to  true breakdowns based on observed, 
sustained speeds below a threshold of 48 mph. Figure 13 presents results for 
location q02: predicted breakdowns based on a fixed cap ac ity  (top), observed 
breakdowns (bottom), and, as a reference, p red ic ted  breakdowns based on 
fitted GEV models, the herein deve loped stochastic approach  (m iddle). We find 
that the fixed capacity  is a poor estimate that yields remarkably few  predicted 
breakdowns at location q02. For such segments that observe breakdowns at 
relatively low  flows, a fixed capac ity  virtually precludes the possibility of 
breakdown. Next, the same comparison was perform ed a t location q03, and, 
from Figure 14, we find better, but still unrealistic, results. Since flows a t q03 tend 
to be high, a modest number o f breakdowns are predicted, yet this number is 
very low com pared to the true, observed breakdowns. Based on predictions a t 
both locations and comparisons to the result from the GEV-derived stochastic 
capacity , w e confidently conc lude that our approach yields a more accu ra te  



























Figure 13: Ten day sample of p red ic ted  breakdowns derived from a fixed 
capac ity  of 5400 vph (top), stochastic ca pac ity  using GEV (middle), and 
observed breakdowns (bottom) for location q02. Red dots ind ica te  breakdown.
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Figure 14: Ten day sample o f p red ic ted  breakdowns derived from a fixed 
capacity  o f 5400 vph (top), stochastic ca p ac ity  using GEV (middle), and 
observed breakdowns (bottom) for location q03. Red dots ind icate breakdown.
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Next, w e assess the predictive capab ility  of the Weibull m odel approach  
of Brilon et al. (2005) as this has becom e the ‘standard ’ approach  to the 
estimation of stochastic capac ity  (Details o f the approach  are given in 
APPENDIX A: STOCHASTIC CAPACITY). Based on both breakdow n flows 
(capacity estimates) and censored values, a Weibull m odel was fitted  to da ta  
from both q02 and q03. The fitted model, the ca pac ity  distribution function (Fc), 
was then com pared to a GEV distribution fit to  daily maxim a following the 
previously presented procedure. Figure 15 presents these results in addition to 
results from Kolmogorov-Smirnov tests of equality of distributions. For both 
locations, the GEV and Weibull models are found to  be significantly different 
based on a K-S test p-value analysis.
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Figure 15: Comparison of capac ity  distribution functions derived from Weibull 
models fitted to breakdown flows and GEV models fitted to  daily flow maxima for 
locations q02 (left) and q03 (right). Results from K-S tests o f equal distribution are
included for each location (See inset).
Cumulative Distributions - q02 Cumulative Distributions - q03
O




K-S Test results: 






0 62 4 8
Weibull - Breakdown Flows 
GEV - Maxima
K-S Test results: 




Flow (in thousands) Flow (in thousands)
Finally, w e assess the predictive ability of the Weibull approach  for each  
location by randomly generating 15-minute capacities from the corresponding 
fitted models. As before, in the case of congestion, a m odest and constant 
capac ity  drop of 6% was assumed. When observed dem ands exceed random ly 
generated capacities, a breakdown was predicted. These p red ic ted  
breakdowns were com pared to true breakdowns, or breakdowns based on 
sustained speeds below  a threshold of 48 mph. Figures 16 and  17 present these 
results for locations q02 and q03, respectively. A lthough the pred icted  and 
observed breakdowns a t q02 are com parably rare, based on the fitted results 
(Figure 15), we suspect the Weibull m odel seriously underestimates low-flow  
breakdowns. Figure 16 provides some evidence to  support this as breakdowns a t 
q02 are only predicted for very high flows. Under-estimation of capac ity  a t q03 is 
more noticeable as predicted breakdowns are substantially rarer than observed
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breakdowns (Figure 17). For both locations, predictions agree with our fitted 
results (Figure 15) as Weibull distributions, as com pared  to those of the GEV, are 
shifted toward larger capac ity  values. We conclude  that our approach (GEV 
fitted to both censored and observed maxima), in addition to  having a stronger 
theoretical justification, is a more reliable predictor o f breakdowns than the 
Weibull approach.
Figure 16: Ten day sample of pred icted  breakdowns derived from a stochastic 
Weibull model fitted to breakdown flows (top) and observed breakdowns 
(bottom) for location q02. Red dots ind ica te  breakdown.
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Figure 17: Ten day sample of pred icted  breakdowns derived from a stochastic 
Weibull model fitted to breakdown flows (top) and observed breakdowns 
(bottom) for location q03. Red dots ind ica te  breakdown.
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CHAPTER VI: STOCHASTIC CAPACITY IN PRACTICE
As stated, the capac ity  distribution function, Fc, m ay be used to  assess a 
roadw ay’s perform ance and efficiency. With this in mind, a  procedure was 
developed to  demonstrate the probabilistic approach under a variety of 
circumstances.
Based on observed flows, three distinct series were simulated to  mimic 
average (observed), reduced, and e levated daily flow  patterns. To produce 
such series, a smooth trend was first fitted to one w eekday flow  pattern from 
location q03 to serve as a reference. Next, residuals, or deviations o f observed 
flow  from the fitted smooth, were estimated by regions (time) o f com parab le  
variability. Flow variability is observed to be highly depende n t on tim e of day as 
measurements during rush hours, for example, are always m ore volatile than 
those from off-peak hours. After identifying four such regions (morning com m ute, 
m idday, evening com m ute, and off-peak hours), normal distributions were fit to 
each set of residuals separately. From these fitted distributions, normal noise was 
randomly generated and applied to the corresponding portion of the reference 
curve to yield a stochastically-produced representation of average daily flow.
To produce the reduced and e levated flow series, the reference curve was 
shifted down and up, respectively, before random  noise was a dded . In these 
cases, a 10% increase/decrease in flow was applied, a change  in abou t 500 vph 
for peak hours. Finally, the procedure was rep licated to c rea te  several
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successive days of average, increased, and decreased flow. Figure 18 below  
presents generated flows for one day.
Figure 18: Increased, average, and decreased (blue, b lack, and red lines, 
respectively) simulated flow  derived from one daily observed flow pattern a t
location q03.
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To assess the e ffect o f increased/decreased flow on predicted 
congestion, the three series were com pared  to random ly genera ted  capacities 
from previously fitted distributions (See CHAPTER V: BAYESIAN APPROACH, 
Procedure and Results) at location q03. Similar to  our validation procedure (See 
CHAPTER V: BAYESIAN APPROACH, Validation), breakdowns are pred icted  when 
simulated flows exceed generated capacities. Figure 19 be low  represents ten 
days of simulated flow under the three scenarios described above with
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pred icted  breakdowns marked in red. We observe that a m odera te  10% 
increase/decrease in daily dem and can  have a considerable e ffec t on 
pred icted  congestion. That is, as com pared  to  the average flow  profile (middle), 
increased flows result in marked increases in both morning (lower peak) and 
evening (higher peak) com m uting hour breakdowns. When dem and is reduced, 
however, evening breakdowns, com pared to  average flows, are noticeably 
reduced and morning breakdowns are rare. To further quantify the e ffec t of 
increased/decreased dem and, the procedure above  was rep lica ted  100 times, 
and for each replication the num ber o f p red ic ted  breakdowns was recorded for 
the three flow scenarios. Com pared to the average number of p red icted  
breakdowns w ithout increasing/decreasing dem and, a 10% increase/decrease 
resulted in a 30% increase/decrease in the num ber o f p red ic ted  breakdowns, 
respectively. These average counts of predicted breakdowns were all found to  
be significantly different.
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Figure 19: Predicted congestion based on comparison o f fitted capac ity  
distribution to decreased (top), average (middle) and increased (bottom) 




Traditionally, expected traffic dem and during a specific peak hour (30th 
highest hour, for example) is com pared to a fixed estimate o f capac ity  to assess 
the quality o f traffic flow and perform ance of the facility (HCM, 2000). Clearly, 
the analysis o f one peak hour canno t reflect a roadw ay ’s perform ance as 
numerous high demands are not considered. To overcom e this, a ‘w ho le  ye a r’ 
analysis (WYA) was proposed by Brilon (2000) and further deve loped  by Zurlinden 
(2003) in which 365 days of simulated dem and is com pared  to  randomly 
generated capac ity  estimates. Our procedure, though not a full year, is akin to 
the WYA and results from such an approach  are more representative o f the life­
cycle  of the roadway. Furthermore, the procedure illustrates how  cap ac ity  
distribution functions can be used to  ach ieve practica l, tangib le  results. That is,
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with a fitted capacity  distribution, breakdown occurrence (the distribution of 
capacity) can be predicted for a variety of dem and profiles, any o f w hich can  
be easily sim ulated/generated to represent specific traffic patterns. If 
administrators believe flows will increase a specific am ount (due to population 
increase, route closures, etc.) for a certa in roadway, for exam ple, this procedure 
can  be implemented to assess the im pact of these pro jected, increased flows on 
local traffic. Clearly, this type o f analysis would offer va luable and m easureable 
insight into the operating limits of a roadway, and cou ld  potentially assist in 
p o l ic y - /d e c is io n - m a k in g .  in  fact, a procedure similar to  the WYA, w here three 
‘typ ica l’ dem and profiles are analyzed, has been used in Germ any for years to 
evaluate freeway perform ance (EWS, 1997).
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CHAPTER VII: HIERARCHICAL MODEL
After performing the above analysis, observing the correspondence 
between daily flow maxima and breakdown, we are left w ith very few  data , a 
total of 206 observations, many o f which are censored values where breakdown 
was not realized. As mentioned previously, Bayesian methods are ideally suited 
for such analyses with limited da ta , and the Bayesian fram ework offers a very 
natural treatm ent o f missing or censored values. After perform ing a Bayesian 
procedure on the two locations, q02 and q03, individually, the obvious extension 
is then to develop a hierarchical m odel structure for the com bined cap ac ity  
da ta .
The term ‘hierarchical' refers to a w ide  variety o f m odel forms. Accord ing 
to  Gelman et al. (2003), a m odel is hierarchical when ‘multiple parameters [are] 
re lated by the structure of the problem .’ This definition, o f course, extends to 
cases where similar measurements are taken from different locations, as is the 
case with our traffic stream da ta  a t locations q02 and q03. The basic idea  of a 
hierarchical model is that it may be advantageous to use priors tha t themselves 
depend  on other parameters not m entioned in the likelihood function. These 
parameters will require priors, which themselves m ay (or m ay not) depend on 
new  parameters. Eventually, the process (or hierarchy) terminates when no new  
parameters are introduced.
A distinct advantage of hierarchical modeling, and the basis for its 
application to our two da ta  locations, is w hat is known as the ‘poo ling ’ effect, or
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the sharing of statistical strength. Hierarchical models provide a w ay o f pooling 
information from disparate groups w ithout assuming that they belong to 
precisely the same population. Thus, inference for one set o f da ta  can  help our 
inference for another. This is especially useful when one set o f da ta  is difficult to 
model, because of limited or missing data , for example. In our case, w e have 
significantly more capacity  da ta  from q03 than we have from q02. In theory, 
and when done properly/responsibly, the pooling o f da ta  should help strengthen 
our estimates at q02, where very few  da ta  are observed.
Specifically, for our capac ity  da ta , w e consider a hierarchical m odel in 
which da ta  from both q02 and q03 are considered i.i.d. (independent and 
identically distributed) subsets of a larger population. C apacity  da ta  from both 
q02 and q03, as before, are assumed to  follow a GEV form, and justification for 
such an assumption was previously established. Evidence from our previous 
work, m odel fitting using the GEV and other EV distributions, suggests capac ity  
da ta  are most accurately assessed using distributions with finite upper tails, thus 
negative GEV shape parameters. Furthermore, for both locations, such 
estimates were consistently and significantly negative, regardless of other m odel 
characteristics. For this reason, the shape parameters for both q02 and q03 are 
assumed to com e from one com m on distribution. However, because da ta  from 
q02 and q03 may be somewhat different in many other respects, location and 
scale parameters for the two subgroups (q02 and q03) are assumed to  be 
somewhat disparate. Thus, under a hierarchical format, both location (n) and 
scale (tr) parameters for the tw o locations are a llow ed to differ as each  indexed 
H and a  are respectively considered draws from a com m on distribution specified
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by the hyper-priors (hyper-parameters). We consider this fram ework to  be a 
realistic structure connecting the da ta  from the tw o locations. With these 
structural assumptions and related parameters, a statistical pow er is achieved 
w ithout sacrificing realism. Again, the hierarchical m odel fo rm at exploits such 
relationships by borrowing strength from da ta  used to estimate related 
parameters.
Freeway capacities, C0 at upstream and downstream locations i = (1,2} = 
{q02, q03) are assumed to be  generalized extreme value distributions (GEV)
Ci~GEV<jii,a i, 0
with location, scale, and shape parameters Hi.Oi, and f ,  respectively. C ollected 
da ta , qij§max> are maximum daily traffic flows a t location i for day j  =  1, 
each of which is classified as a censored or uncensored ca p ac ity  (Cy) value 
based on the previously established definition. For our da ta , nx =  n2 =  206. 
Necessary for our Bayesian model approach, the parameters and £ are 
assumed to follow prior distributions as follows.
f  ~ U n ifo rm (ab $ )
where and are defined to be -1 and 0, respectively, based on prior 
information, and
fii~Normal(6,T)
where t is a precision param eter set to arbitrarily small number (0.001), and
0~Uniform(a.Q, bg)
53
where ae and bg are defined as 0 and 10, respectively, based on prior 
information, and
a* ~ U niform(aa, ba)
where aa and ba are defined as 0 and 5, respectively, based on prior information 
obta ined from previous model-fitting.
To gain a better apprecia tion for our m odel structure, the hierarchical 
form, we have the following illustration.




Using the model form discussed above, the standard MCMC resampling 
scheme was implemented through the OpenBUGS statistical software. In this 
case, a relatively large number of iterations, 10,000, were p roduced with the
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initial 5,000 discarded as a burn-in period. C onvergence and independence 
from the starting values were checked by CODA (distributions, traces, etc.), the 
standard tools in such cases. In all cases, starting values for the sampling 
scheme were generated from the defined prior disfributions. M odel diagnostics 
are unremarkable as param eter traces are well-m ixed and convergent.
Generally speaking, the hierarchical structure is particularly w ell-behaved. Below 
we have fitted distributions, densities and CDFs (where CDF = Fc (<?)), for several 
sefs of param eter estimates and corresponding m edian fitted  distributions (as 
well as upper and lower 5% fitted distributions). To illustrate the e ffec t o f the 
hierarchical form at on param eter estimates, Bayesian results ob ta ined from 
individual model fitting are presented as well.
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Figure 21: Hierarchical (right) and non-hierarchical (left) densities (top) and 
cum ulative distributions (bottom ) for location q02 with m edian curves (thick 
























Figure 22: Hierarchical (right) and non-hierarchical (left) densities (top) and 
cum ulative distributions (bottom) for location q03 with m edian curves (thick 










































As evident by Figure 21, there is much to be gained from the Bayesian
format. Most obvious, results from location q02 (Figure 21) benefit significantly
from the sharing of data . That is, hierarchical results, when com pared  to those
obta ined from a non-hierarchical format, yield a distribution with noticeab le
decrease in uncertainty. Without using a hierarchical model, param eter
estimation for location q02 is dom inated by the high number of censored values,
and the resulting distribution of cap ac ity  is highly diffuse. The hierarchical model,
in theory, addresses this by borrowing information from q03 to  ach ieve increased
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precision, although this m odel structure is not a perfect solution to  the small 
sample size of location q02. Despite the fa c t that, under the hierarchical m odel 
format, the location parameters (nx and n2) o f the GEV distributions are a llowed 
to differ by location (q02 or q03), this sharing o f information does allow  for some 
‘shrinkage’ toward a com m on value. If w e believe our d a ta  are obta ined from 
freeway segments with dissimilar flow  characteristics, and if w e feel the 
associated distribution ‘centers’ should be  different, this shrinkage m ay be a 
problem.
To further assess the e ffec t of the hierarchical structure, our posterior 
results are com pared to  those obta ined from our previous, non-hierarchal m odel 
(See below  for posterior estimates and credibility intervals for both m odel forms). 
From fhe table, we make several observations. First, the q02 hierarchical 
location param eter estimate is shifted up from its non-hierarchical counterpart. 
This change is possibly due to  the com bined effects of d a ta  pooling and a high 
number of censored values a t location q02, but m ay simply be  a byproduct of 
dependent parameters, where shape and scale parameters may com pensate 
for changes in the location param eter. In any event, as com pared  to  the non- 
hierarchical procedure, the hierarchical procedure results in a capac ity  
distribution that is slightly less sensitive to breakdown, an even more realistic 
distribution when considering the high flows and low  occurrence of breakdown 
at q02. Next, when com paring m odel forms, the hierarchical m odel has very 
little e ffect on q03 parameters, estimates or credibility intervals, a lthough some 
increased precision is achieved. This is somewhat expected  as q03 has relatively 
few censored values and therefore gains very little from the pooling o f da ta .
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Lastly, the e ffect of the hierarchical m odel is most noticeab le  in the scale and 
shape parameters for q02, which, again, m ay simply be a result o f high 
correlation. Clearly, from Figure 21 and credibility intervals reported in Table 1 
(below), q02 benefits from the hierarchical m odel as variability in the posterior 
estimates and resulting distribution is significantly reduced. That is, for q02, 
com pared to the non-hierarchical results, hierarchical location and scale 
parameters are more precise, and the shape param eter, w hich is shared, is 
significantly less variable. This increased precision results in a less ambiguous 
distribution for q02, especially towards the tail of the distribution. We 
acknow ledge that this positive result is a byproduct o f our m odel and useful if 
(and only if) the model structure and prior specifications are w ell-founded.
Table 1: Posterior estimates and 90% credibility intervals (parentheses) for both 
hierarchical and non-hierarchical models.
A* a a *
hierarch. non- hierarch. non­ hierarch. non­
hierarch. hierarch. hierarch.
q02 5.36 5.31 1.50 1.68 -0.60 -0.37
(5.13, (5.03, (1.28, (1.32, (-0.67, (-0.64,
5.65) 5.69) 1.75) 2.19) -0.52) -0.07)
q03 •5.21 5.28 1.36 1.39 -0.60 -0.62
(5.02, (5.08, (1.23, (1.24, (-0.67, (-0.72,
5.37) 5.48) 1.54) 1.59) -0.52) -0.53)
To further assess our results, w e have a side-by-side comparison of q02 
and q03 cum ulative distributions obta ined from the hierarchical m odel fitting 
procedure (See Figure 23). Additionally, for each p lo t w e mark the qso value, the 
flow  value corresponding to a 50% chance  o f breakdown or a substantial risk of 
failure. The concep t of the q50 value is akin to the m edian lethal dose, LDso
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(abbreviation for ‘lethal dose, 50%’ ), used in the field o f toxicology to  represent 
the dose of a toxin/pathogen required to  kill half the members of a tested 
population. As LDso is commonly used to quantify toxicity, w e use qso as a 
descriptive statistic of capacity . We observe that qso for q02 is larger than that of 
q03 by about 200 vehicles per hour (flows are reported in thousands), not an 
insignificant amount. Furthermore, upper quantiles (beyond the median, say) a t 
q02 are larger than corresponding quantities a t q03, and this d ifference 
increases with probability. So, despite some shrinkage of distributions from q02 
and q03 towards each other, the hierarchical form at does preserve some of the 
distinguishing features.
Hierarchical results ind icate that for equivalent values above  the median, 
q02 has slightly lower probabilities o f congestion than q03, and the m agnitude of 
these differences increase with flow. This suggests that q02 more effectively 
manages higher demands, or that q03 is more sensitive to increases in flow. This 
makes intuitive sense as q03 is a physical bo ttleneck that experiences 
exiting/entering and merging traffic, while, on the other hand, q02 is a seemingly 
featureless stretch of road with none of these triggers. That is, in the absence of 
congestion-related features, drivers a t q02 are more likely to  m aintain freeflow 
speeds, avoid stop-and-go conditions, e tc. Drivers a t q03, however, because of 
a more com plica ted  structure, are prone to  erratic behavior associated with 
breakdown occurrence. These results agree with our understanding of both the 
collection sites and freew ay/roadw ay dynamics, and  provide more evidence 
that our model form is realistic.
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Figure 23: Hierarchical ca pac ity  distribution functions by location with 50th
percentile (red lines).
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Lastly, while it is not of primary interest to  our study, w e  observe the prior 
distribution of the hyper-parameter 0, the m ean of the distribution for location 
parameters A property of hierarchical models is that very large posterior 
precision o f the hyper-prior implies tha t the sub-populations are drawn from a 
com m on distribution with very small variance. In such cases, the m odel has 
identified identical means or shrinkage tow ard a ‘g rand ’ m ean due to  the fa c t 
that variation from the population m ean is random  noise. On the other hand, 
very small posterior precision of the hyper-prior implies that the sub-populations 
are drawn from distributions with different means, or that there is little shrinkage 
toward an overall m ean. From our model-fitting results, the posterior m ean of d is 
found to be 5.07 with a corresponding standard deviation o f 2.91, somewhat 
diffusely distributed. This is a desirable result as it suggests the tw o location 
parameters are different enough to force their distribution to  be spread over a
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fairly w ide range o f values, or that a com m on estimate will not suffice. This result 
confirms our prior belief of disparate datasets with different loca tion  parameters 
and provides some evidence that the imposed structure o f our hierarchical 
model is appropriate.
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CHAPTER VIII: CONCLUSION AND DISCUSSION
In order for capacity  estimates to be used in m odeling and decision­
making, it is critical that capac ity  be clearly defined and a ccu ra te  (M inderhoud 
et al., 1996). With this in mind, the co ncep t o f stochastic ca p a c ity  was 
investigated, and a number o f techniques were exam ined to  supplement the 
current methods of estimation and to offer new perspectives. Primarily, in this 
work, w e have offered several ‘adjustments’ to the current m odeling of 
stochastic capac ity  that, w e feel, are improvements. First, w e have slightly 
a ltered the m ethod in which ca pac ity  da ta  are extracted from traffic stream 
data . A ided by functional da ta  models (FDA), traffic stream traces allow us to 
simultaneously m itigate noise in the da ta  and ach ieve a more precise view  of 
breakdowns. When daily maxima correspond to breakdowns, maximal flows are 
considered capacity  data; otherwise, these maxima are considered censored 
(right-censored) estimates. Such estimates of capacity , maximum flows, may 
then be suitably approxim ated by the generalized extreme value (GEV) 
distribution for block maxima. To introduce the censored values, and to address 
small sample sized, a Bayesian framework was im plem ented using semi-informed 
priors base on previous work and our understanding of traffic flow  da ta . 
Additionally, a hierarchical Bayesian m odel was in troduced to pool da ta  and 
offer a transferable format am enable to  diverse freeway sections. In general, we 
offer a very modern approach to ca pac ity  estimation as our procedure uses
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new techniques such as extreme value theory and FDA as well as com puter- 
driven Bayesian/MCMC sampling.
Model validation provides evidence tha t the GEV form fitted to  both 
censored and observed values suitably approximates daily flow  maxima. Further 
validation o f the procedure in general provides evidence that the com bined 
application of methodologies (extreme value analysis, censoring, FDA) can yield 
accura te  distributions o f capacity .
Extending our procedure to a  hierarchical model fo rm at proves especially 
beneficial as the high number of censored values a t location  q02 is m itigated by 
the sharing of information betw een both locations. From the hierarchical format, 
capacity  distributions are realistic estimates o f efficiency a t the tw o locations. 
Specifically, as com pared to q03, the ca p ac ity  distribution derived from the 
hierarchical model is less sensitive to  dem and. That is, a t com parab le  flow 
values, congestion is less likely to occur a t q02 than a t q03. This is perfectly in 
keeping with observed traffic flow at q02 where breakdow n is especially rare.
Going forward, there are numerous areas into which our work can  be 
extended, evidence of the flexibility, usefulness, and applicab ility  o f our 
modeling scheme. Much o f this work involves broadening our hierarchical 
model to include additional information that, up to this point, has been ignored 
or considered unchanging. First, this analysis considered the roadw ay as a 
homogenous unit and m ade no distinction betw een lanes (left, right, median, 
etc.). As our work focuses on high-level travel behavior and the perform ance of 
the roadway in general, this approach makes sense; but ca pac ity  can  certainly
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be ca lcu la ted  on a finer level, for each  individual lane. Identifying capac ity  
distributions for individual lanes is a logical extension of this work as evidence 
suggests that traffic behavior betw een lanes may be quite dissimilar (See, for 
example, Cassidy and Bertini, 1999). The New Hampshire Departm ent of 
Transportation (NHDOT) now collects individual lane da ta  a long 1-93 which will 
a llow  for such refinement.
Second, following the procedure of Brilon et al. (2005), w e m ay introduce 
external conditions into our hierarchical model. Ponzlet (1996) dem onstrated 
that capacities vary according to external conditions such as d ry /w e t road 
surfaces or daylight/darkness. Using the PLM/Weibull approach , Brilon et al.
(2005) found that on a w et road surface capac ity  was reduced by around 11 %, 
for all freeway sections in their analysis. On these same roads, however, it was 
clearly found that darkness did not shift the capac ity  distributions, contrary to the 
results o f Ponzlet (1996). So long as deta iled, local records are available, 
identifying the effects of weather variables on ca pac ity  distributions is feasible. 
Also, since a precise time stamp is available for every fraffic observation, the 
e ffect of daylight/darkness (and the e ffec t of sun glare) is possible.
Third, the effect of driver behavior should be investigated. Using the 
current da ta  sets and models for q02 and q03, covariates for tim e-of-day, day- 
of-week, and month could be added  to  our model. During our initial da ta  
inspection, most breakdowns were observed during either morning or evening 
com m uting hours (rush hours), but the tim e-of-day e ffec t should be examined 
more thoroughly. Certainly, obtaining a m odel that can  identify the probability
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of congestion by both time and location would be very beneficia l. In their 
analysis of traffic flows, Tebaldi et al. (2002) introduced a day-of-the-week 
com ponent in their hierarchical models. The authors, however, co n cede  tha t a 
more formal and thorough m odeling of this e ffec t is required. In our analysis, 
days are considered exchangeable and indistinguishable from one another. In 
reality, some differences likely exist betw een days. Lastly, a monthly or seasonal 
(true seasonal) e ffect may be pursued. In New Hampshire, a vaca tion  
destination during multiple seasons, w e suspect that a large influx of tourist travel 
adversely affects the traffic along 1-93, and thus the distribution of capac ity . 
Unfortunately, long series o f da ta  are required to accura te ly  assess this claim , 
and our traffic da ta  co llected over nine months is insufficient to do  so.
Fourth, capac ity  distributions could be established for more diverse road 
sections. In our analysis, two somewhat diverse freeway sections, q02 and q03, 
were included to offer some proof o f transferability. While the analysis provided 
anecdota l evidence that different structures yield different ca p ac ity  distributions, 
a more thorough and extensive analysis is required. Ponzlet (1996), in addition  to 
studying other external conditions, found that capac ity  m ay vary based on the 
prevailing purpose of the freeway section. For example, long-distance and 
com m uter traffic sections are expected  to  have distinct ca p a c ity  profiles. Brilon 
et al. (2007) established that the cap ac ity  of an intersection m ay also be treated 
as a random variable, and the capac ity  distribution m ay be  exam ined for two- 
land undivided highways, structures that are very com m on in rural states such as 
New Hampshire.
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Fifth, as stated by M inderhoud et al. (1997), a primary advan tage  of the 
capacity  distribution function is that it allows for fhe cho ice  o f a cap ac ity  value 
based on certain quality considerations. That is, given a distribution o f capacify , 
and thus the probability of congestion for a range o f flow  values, a capac ity  
estimate (single value) can be chosen by planners/administrators based on an 
‘a cce p ta b le ’ risk of congestion/breakdown. C apacity  distribution models m ay 
then be used in conjunction with models to predict traffic de lay times, thus 
associating flow values with both probability of breakdown and expected  
breakdown duration. Extending capac ity  analyses to risk m anagem ent in such 
way seems very natural and initial work in this area is a lready being undertaken.
Sixth, we may wish to extend our hierarchical platform  with the inclusion of 
an e ffect for spillback (spillage or ta ilback), an issue that was not com plete ly 
resolved. Up to this point, this queuing e ffec t has been disregarded as only very 
few  cases were identified as potential spillback. That is, the presence of spillback 
cannot be supported w ithout more specific measurements, such as traffic 
stream da ta  measured more incrementally betw een locations. However, such 
information may be available, and a flexible m odel form cou ld  a ccoun t for the 
spillback effect. Typically, measurements caused by spillback are om itted from 
capac ity  estimates, so a m odel could be devised in which the sample size is 
treated as a stochastic element. Knowing which measurements are potentially 
spillback events, w e could select a sample o f fhese cases w ith some 
predeterm ined probability. A lthough this would not be particularly 
advantageous in our case, for q02 and q03, a hierarchical m odel w ith spillback
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adjustment would be one step closer to an a d a p tab le  network m odel for 
freeway capacity .
Seventh, the transferability o f our procedure remains unresolved, and it is 
not clear that process can be suitably applied to  locations dissimilar to  those 
used in this analysis. That is, a lthough locations q02 and q03 are somewhat 
diverse, they naturally share some characteristics as they are ad jacen t segments 
of the same freeway. It is possible that da ta  from a tw o-lane segment, for 
example, behaves much differently and is not am enable  to  our procedure. 
Ideally, the acquisition of traffic stream da ta  from dissimilar roadw ay segments 
will allow for further testing and evaluation of our approach.
Many researchers are urging traffic operations practitioners and the 
profession to ad op t probabilistic methods of capac ity  estimation (See, most 
notably, Lorenz and Elefteriadou, 2001; Brilon et al., 2005). While no one 
m ethodology is agreed upon, w e have shown in the preced ing  chapters that 
our GEV approach is an easy-to-use analysis tool for evaluating perform ance o f 
a highly variable and com plex freeway breakdown process. The approach  
removes the traffic signal noise and thus makes it possible for traffic managers, 
operators, and planners to understand and com e to grips to  w hat is happening 
in the field. By no means is our approach  perfect as numerous issues remain 
unresolved and require further research. However, w e have offered a number of 





APPENDIX A : STOCHASTIC CAPACITY
In their study of freeway capac ity  and breakdown, Lorenz and 
Elefteriadou (2001) analyzed speed and volume da ta  co llec ted  a t tw o freew ay 
bottleneck sites in Toronto, Ontario (C anada). The authors deve lop  preliminary 
models for the probability of breakdown as a function o f flow  rates. For both 
sites, increasing trends are observed where probability of breakdow n increases 
with flow. Moreover, breakdown was observed to  occur over a range o f flow 
rates, some higher and some lower than tradition capac ity  estimates. These 
results illustrate the fundam ental concep t of stochastic ca p ac ity  and refute the 
deterministic notion that defines a predictab le  relationship be tw een breakdow n 
and a fixed threshold. The authors recom m end that the HCM incorporate 
probability of breakdown com ponent in the definition o f capac ity .
Persaud et al. (2001) pursue stochastic capac ity  by identifying the 
probability o f breakdown as an increasing function of vo lum e at the critical 
location. To define this function, the authors use a simple logistic regression 
model calibrated to flow  values measured im m ediately prior to breakdown. This 
approach yields a distribution o f capac ity  from which probability of breakdown 
may be estimated for any flow. This probability-of-breakdown m ethod was 
developed as a basis for ramp-metering in which volumes are m anaged to 
maintain perform ance of the roadway.
Of course, when investigating stochastic capacity , w e  w ould be remiss 
not to mention the innovative work of Brilon et al. (2005). This work introduces the 
capacity  distribution function, the derivation and theoretica l basis for which is 
described throughout the remainder of this section. To estimate this function (the 
capac ity  distribution function), the authors use the Product Limit M ethod (PLM) 
(Kaplan and Meier, 1958) based on the general approach for statistical analysis 
of lifetime da ta  (Lawless, 1981), and originally in tended to estimate survival 
functions. Later, M inderhoud et al. (1996) would formulate the PLM for the 
capac ity  analysis of freeways, and Zurlinden (2003) w ould a d o p t the PLM for 
congestion analysis in Germany.
The Product Limit Method approach  considers breakdow n as a ‘fa ilure’ , 
and the distribution of capac ity  (c) is treated as analogous to  that of lifetime (T) 
(van Toorenburg, 1986). First, the non-param etric PLM used to describe survival 
functions is given by the expression:
j:  tj<t 1
where S(t) is the estimated survival function, n7- is the num ber of individuals w ith a 
lifetime T >  tj, and d7is the number of deaths a t time t,-. We m ay substitute traffic 
volume (q) with time (t), the concep t o f breakdown with death, and capac ity
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variable C with lifetime variable T to create  an expression for capac ity . By further 
observing that the lifetime distribution function is the com plim ent of the survival 
function, or tha t F (t) = 1 -S ( t) ,  w e have an expression for the distribution of 
capac ity  da ta  as follows:
where Fc(q) is the capac ity  distribution function, q is traffic flow, qt is traffic flow  in 
interval i, kt is the number of intervals with volume q >  qit d*is the num ber of 
breakdowns a t volume qt, and {J3} is the set o f breakdown intervals. Such an 
approach is required as capac ity  da ta  canno t easily be estim ated because it 
cannot be directly observed. The PLM can  then be  used to  estimate this 
capac ity  distribution function based on samples that include both uncensored 
(breakdown is observed) and censored (breakdown not observed, ca p ac ity  is 
greater than dem and) data . That is, using the PLM, uncongested flows with 
higher flow rates than the lowest observed ca pac ity  rate contribute to the 
capac ity  estimate since this observation gives additional information abou t the 
capac ity  value.
In order to  estimate the distribution of the capacity , the capac ity  
observations are assumed to be identically and independently distributed with 
probability density function fc(q), probability distribution function Fc(jq), and 
probability survival function Sc(q) = 1 -  Fc(q). Then, as per M inderhoud et al. 
(1996), the likelihood is given by:
where n is the number o f observation periods, and <5* is 0 or 1 for uncensored or 
censored flow values, respectively.
In application, this estimation is hindered by the fa c t tha t a ‘co m p le te ’ 
distribution can rarely be realized. To overcom e this, the estimation is perform ed 
parametrically where a known distribution function is assumed. For highways in 
Germany, Brilon and Zuriinden (2003) investigated the utility o f various ‘plausible’ 
distributions such as the Weibull, Normal, and G am m a. For capac ity  estimation, 
it was found that the Weibull distribution was a 'very go od  approxim ation ’ to the 





and the resulting likelihood function is given by:
n
L = |~ j  • b a • qia 1 ■ e
£=1
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where a and b are the Weibull shape and scale parameters, respectively, which 
may be estimated via maximum likelihood techniques.
Under the survival analysis framework, the cap ac ity  distribution function, 
P"cO?) =  Prob. (C < q), corresponds to the probability o f breakdow n a t the flow  
value q, and where flow values resulting in breakdow n are designated as 
capac ity  da ta , cit. The approach is based on the belief tha t each  roadw ay has 
an instantaneous or m omentary capac ity  a t any given time. Since every flow 
rate greater than the capac ity  must, by definition, cause a breakdown, this 
cumulative distribution represents the associated probability. The PLM/Weibull 
approximation is generally a cce p te d  as the most realistic approach  to 
estimating capacity , and the work of Brilon e t al. (2005) is ubiquitous in traffic 
studies.
In a related work, Geistefeldt and Brilon (2009) com pared  the 
perform ance of the capac ity  distribution function to the m ethod  o f d irect 
estimate of breakdown probability by flow grouping (the most p ragm atic /log ica l 
approach to stochastic capacity). Empirical comparisons w ere based on da ta  
from German freeways, and the consistency o f the models was assessed using a 
m acroscopic simulation model. Empirical analyses confirm  that the two 
methods give significantly different estimates, particularly a t high volumes. For 
these high quantiles, the PLM/stochastic approach  using censored da ta  
performs much better and achieves significantly more precise estimates. The 
direct probability method, on the other hand, tended  to  underestimate 
breakdown probability at high traffic flows. The authors enthusiastically 
recom m end the PLM approach for estimating cap ac ity  distribution functions. 
Similar conclusions are stated in Geistefeldt (2010), another re lated work in which 
the same models are com pared.
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APPENDIX B: SPEED THRESHOLD SELECTION
To identify breakdown, we have adop ted  a traditional approach  that 
relies on a fixed speed threshold to  identify the transition from freely flowing 
traffic to  congested conditions, or a breakdown. Numerous works have used 
such a fixed speed value as a threshold betw een congested and freely flowing 
traffic (for example, Lorenz and Elefteriadou, 2001; Yeon et al., 2009; Geistefeldt 
and Brilon, 2009; Habib-Mattar et al., 2009; Brilon et al., 2005). Typically, dec id ing  
on the exact threshold is based on empirical evidence, or based on an 
understanding of traffic behavior in general. The threshold used in this analysis is 
simply derived from inspecting flows versus speeds and identifying distinct 
freeflow and congested regimes (See Figure 24 below). That is, w e can  visually 
assign realistic lower and upper speed boundaries to the freely flowing and 
congested regimes, respectively, and then simply find the m idpoint betw een 
them. This m idpoint will serve as a threshold to distinguish traffic regimes and 
identify congested states/breakdown occurrence. In the absence of a more 
standard approach, this is an empirically based approach tha t avoids arbitrarily 
selecting a speed boundary. After identifying upper and lower speed 
boundaries respectively at 60 and 35 mph, a m idpoint is identified a t 48 mph, a 
reasonable threshold to distinguish breakdowns. In fact, this speed threshold is 
similar to those of Geistefeldt and Brilon (2009), Yeon e t al. (2009), and Brilon et al. 
(2005) who used fixed values of 47 m ph (75 kph), 50 mph, and  43 mph (70 kph), 
respectively. We note that this analysis was performed at q03 only as it is 
expected that q02 will yield similar results.
Figure 24: Plot of observed flows versus speeds a t loca tion  q03. Red lines 
separate distinct regimes o f congested and freely flow ing traffic while blue line 
represents m idpoint between these boundaries used as a breakdown threshold.
1  I I I I
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APPENDIX C: COLLECTION SITES
Based on the 15-minute aggregation, and the aforem entioned 
breakdown criteria, data  from several locations (devices) along 1-93 were 
considered in this analysis. But, many traffic stream d a ta  (time series o f flow  and 
speeds) were deem ed unreliable, and breakdowns identified a t m any locations 
were likely attributable to spillback and thus unusable. In the end, just three 
consecutive locations, q02, q03, and q04, from the 1-93 co llection sites will be 
regarded as promising sources of ca pac ity  da ta . Descriptions of these sites, 
details of their roadway characteristics, and ev idence of their appropriateness 
(or inappropriateness) for a capac ity  analysis will now be presented.
Locations 3 and 4 (devices q03 and q04)
First, we observe device  location 3 (q03), a site that observes both daily 
breakdowns and heavy dem and. Device q03 is loca ted  just north of an exit 
ramp, exit 1, and just south of an entrance ram p to 1-93 (See Figure 25). Leading 
up to exit 1, and travelling northbound, 1-93 is three lanes of ‘ ideal roadw ay' (12- 
foot w ide travel and breakdown lanes, e tc.). Exit 1 is a major artery to  the Salem, 
NH area and serves a large mall, a busy dow ntow n/consum er area, and a 
dense population. From 1-93, exit 1 im m ediately forms a tw o-lane off ram p to 
service this area. Immediately after the exit, 1-93 remains a three-lane highway 
up to measurement device q03, less than 1,500ft after the exit ram p. Just north 
of the device (downstream), 1-93 is physically constricted to two-lanes. 1-93 
continues as two-lanes through the on-ram p just north of q03 (less than 1,500ft) 
and for several more miles northbound.
Figure 25: Layout of 1-93 a t locations q02-q04 illustrating number o f lanes, 
exit/entrance ramps, and approxim ate distances be tw een structures.
Device q02Device q03Device q04
<500ft. <500ft <5 0 0 ft
Approximately 7,000ft. Approximately 6,000ft
4--------------------------------------------------------  ►
Device location 4 (q04) is loca ted  abou t 1 mile north (downstream) of 
q03. Device q04 is located im m ediate north o f exit 2 and im m ediate ly south of
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an on-ramp to 1-93. Exit 2 is a busy off-ram p servicing the same general Salem,
NH area as exit 1 (upstream). Distances betw een q04 and both exit and 
entrance ramps are less than 500ft (See Figure 25). The positioning o f the dev ice  
in relation to on-and off-ramps is similar to that of q03, but the physical narrowing 
of the roadw ay observed a t q03 does not exists a t q04. That is, the physical 
constriction of 1-93 occurs about a mile upstream of q04 and 1-93 remains two 
lanes through device q04 and beyond. By HCM standards, and because o f their 
location to off-ramps, q03 and q04 are considered m erge influence areas and 
weaving is deem ed ‘discretionary.’ That being said, merging, especially in the 
presence o f heavy dem and, is likely a contributor to  bo ttleneck formation, or 
congestion/breakdown (Cassidy and Bertini, 1999; Elefteriadou et al., 2005).
Cassidy and Bertini (1999) found that bottlenecks always form ed a t the 
same location and that they were always activa ted  by a sustained surge in the 
flow from upstream. Thus, traffic transitioned from free flow to queued conditions 
in a predictab le way; the queues formed a t an inhom ogeneity, the bottleneck, 
due to increased flows. According to  Horowitz and Bertini (2007), a bottleneck is 
a location on a freeway that separates downstream freely flowing traffic from 
queued upstream congestion. Daganzo (1997) considers a bottleneck 
activation to  occur when these same conditions are m et and deactiva tion  to 
occur when downstream traffic becom es queued and spills back into the active  
bottleneck or when dem and decreases a t the bottleneck site. Furthermore, in 
their analysis of freeway bottlenecks and speed drop sequences, O gut and 
Banks (2005) surmised that there is rarely a single bo ttleneck location within 
critical freeway sections, which suggests that many bottlenecks should be 
thought of as extended sections rather than points or isolated segments. This 
extends the definition o f a bottleneck quite literally. Most agree, however, that a 
bottleneck exists when congestion occurs a t a specific location and repeatedly 
at the same time.
Based on these definitions of bottlenecks, the area im m ediate ly 
downstream of q03 conforms to the traditional concep t of bo ttleneck where a 
physical narrowing disrupts freely flowing traffic. That is, a fter exit 1,1-93 
transitions from three lanes to two lanes. In addition to this constriction of the 
roadway, an on-ramp to  1-93 is loca ted  just downstream of dev ice  q03 and the 
reduction of lanes. Not only does this increase dem and on the segment by 
supplying the roadway with an influx of vehicles, but w eaving and merging on 
entering traffic likely adds to  congestion. We are confident that a bo ttleneck is 
formed by these com bined effects, both the physical narrowing of lanes 
exacerbated by effects of the on-ramp, and is initiated at the point where the 
on-ramp and the 2-lanes of 1-93 intersect, just downstream o f q03 (See Figure 25). 
Lastly, we note that the positioning of dev ice  q03 is an ideal location as da ta  
co llected here fit perfectly to the theoretical framework o f flow-based ca pac ity  
analyses (Minderhoud e t al., 1997). As stated by Brilon et al. (2005), the ca pac ity  
of the freeway segment is analyzed most precisely a t or slightly upstream of a 
bottleneck.
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Like q03, dem and a t q04 is often heavy and breakdowns are experienced 
frequently. In fact, from field research, queues typically form ed along the entire 
distance (about 6,000ft) between q03 and q04 on a daily basis. This long queue 
betw een q03 and q04 is ultimately relieved (and term inated) by the off-ram p at 
exit 2 (located immediately before device  q04) where downstream traffic usually 
returns to freely flowing conditions. We suspect that inadequa te  exit ram p 
capac ity  a t exit 2 results in the formation of an additional bottleneck a t the exit 
prior to  q04. That is, because it canno t sufficiently process the traffic dem and, 
the exit ram p is an ‘operationally in fluenced ’ defic iency (USDOT/FHWA, 2012), 
the cause o f routine ‘recurring’ congestion, a recurrent bottleneck. Because of 
the positioning of device  q04 after the exit-ramp (exit 2), it is d ifficult to  provide 
evidence to  support this claim, aside from the anecdo ta l evidence observed 
first-hand. Ideally, an additional measurement dev ice  would be loca ted  
betw een q03 and exit 2. However, a t q04, we do  observe a high number of 
congestion events, or speeds below our threshold. In these cases, q04 is likely 
de tecting  vehicles immediately downstream of a  bo ttleneck as they acce le ra te  
to freeflow velocity, but have yet to attain it. These are essentially the a fte r­
effects of the term inated bottleneck. For these reasons, w e will not further 
regard da ta  from q04 in our capac ity  estimation.
Location 2 (device q02)
Next, w e examine dev ice  location q02, a much simpler structure that 
experiences far fewer breakdowns. Device q02 is loca ted  abou t 1 mile south o f 
q03 and is not in the vicinity of any exit- or on-ramps to 1-93 (See Figure 25). Prior 
to and beyond q 0 2 ,1-93 is three lanes o f ‘ ideal roadw ay' with 12-foot w ide  travel 
and breakdown lanes and no physical narrowing. Device q02 is classified by the 
HCM as a basic freeway segment. This means q02 is a limited access facility w ith 
high design standards, is outside the influence area of on- and  off-ramps, is one 
direction only, experiences optional lane changing, e tc. Clearly, no 
physical/structural bottleneck exists here, yet a fair num ber of breakdowns are 
observed (about 100).
Although ‘spontaneous breakdow n’ (either m icroscopic o f m acroscopic) 
aw ay from bottlenecks or incidents is conceivable/possible (Polus and 
Pollatschek, 2002; Kerner and Rebhorn, 1997), it is not com m only observed and 
prediction of such events is com p lica ted  (Habbib-M attar e t al., 2009; Banks,
1990, 1991a, 1991b). Location 2 observed abou t 100 breakdowns, 
corresponding to about one every other day. These breakdowns are too 
numerous and are too frequent to occur spontaneously aw ay from a bottleneck. 
Rather, assuming these breakdowns are not caused by upstream spillback, it is 
likely that q02 qualifies as a bottleneck under an ‘e xp an d e d ’ definition in which 
a narrowing or obstruction is not required. The Federal Highway Administration 
presents this expanded definition o f [recurrent] bottleneck as ‘a localized section 
of highway that experiences reduced speeds and inherent delays due to a 
recurring operational influence or a nonrecurring im pacting  event'
(USDOT/FHWA, 2012). Thus, recurring bottleneck conditions m ay result from 
weaving, sun glare, a vertical climb, e tc. Unfortunately, the exact cause o f the
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bottleneck a t q02 has yet to be identified, but breakdowns here are likely 
attributable to secondary roadw ay characteristics in the presence of 
exceptionally high dem and.
As discussed by Brilon et al. (2005), the cap ac ity  function estimation would 
be very restrictive to specific physical criteria if it were only app licab le  to  da ta  
extracted from physical bottlenecks. Regler (2004) extended the approach  and 
applied the same PLM/Weibull estimation to  locations w here no physical, distinct 
bottleneck is apparent. Similarly, for these cases, again, spillback (tailback) must 
be identified and thusly removed from consideration. This extension is an 
important result as the approach is then suitable for a variety o f freeway 
sections, so long as breakdown is observed. However, w e suspect that these 
‘extended ’ locations are simply recurrent bottlenecks caused by factors other 
than lane reductions/narrowing, i.e. the expanded definition o f ‘bo ttleneck ’ put 
forth by the FHWA. In any event, w hether w e expand our definition of 
bottleneck to include q02, or whether w e rely on the generalization o f Regler
(2004), da ta  acquired from q02 is seemingly suitable for a cap ac ity  study.
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APPENDIX D: FUNCTIONAL DATA MODELS
Suppose that our functional da ta , y (t), is observed through the m odel 
Y(ti) = X(t() + e(ti) where the residuals, e(t), are independent of X (t ). We can 
then express the original signal X(t)  in terms of a linear smoother:
where is the weight that the point tj gives to  the point t*, and  y* is the 
observed value of the variable y  a t point t*. Typically, basis methods are used for 
smoothing. A basis is a set of known functions such that a linear com bination of 
some number of these functions can  sufficiently approxim ate another function, a 
set of functional building blocks (Ramsay et al., 2009). So, for a set of basis 
functions, <pk where k =  1 a function x(t)  m ay be expressed (in basis 
function expansion) as
where clt ...,ck are simply the coefficients of the expansion. We note that the 
above expression refers to the basis function expansion of the  value o f function x 
at argum ent value t, but the expansion of x is better expressed as
We have opted to smooth our 15-minute flow aggregates via a Fourier 
series basis, a recom m ended approach  for periodic da ta , such as speed and 
flow  traffic measurements. The Fourier series is
which is often used for functions that repeat over some period T. In such cases, 






01 =  1
02 =  sin(tot)
03 =  cos (ait)
04 = sin(2cot) 
0s = cos(2a>t)
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of T can  simply default to the range of t values spanned by the d a ta  (Ramsay et 
al., 2009), which leaves only the number of basis functions, K, to  be determ ined.













Literature on FDA rarely agrees on the optim al basis and  the w ay 
parameters are estimated. It is generally acce p te d , however, that basis 
functions should be chosen to reflect the characteristics o f the da ta . In our 
case, our flow  da ta  follows a distinct, daily pattern (See above), so, as 
recom m end for periodic da ta  (Ramsay and Silverman, 2005), Fourier basis 
functions were used.
For our functional da ta  models, 15-minute aggregates were used as they 
provide realistic estimates of ca pac ity  and are generally better da ta . If w e were 
to use very short intervals, w e would likely end up m odeling individual driver 
behavior instead of general traffic stream characteristics. So, can  we simply 
smooth the 2-minute da ta  more to ach ieve more realistic results? Unfortunately, 
such an approach does not overcom e the detrimental e ffec t of the volatility in 
the shorter intervals.
Lastly, for our 15-minute da ta , FDA models primarily serve to reduce noise 
in the traffic stream data. That is, w e believe the 15-minute d a ta  provide realistic 
trends, but some aggregates based on few  observations yield unrealistic traffic 
measurements. So, to maintain the observed trend while m itigating especially 
noisy data, minimally smooth traces were fitted. To obta in  smooths that maintain 
much of the daily pattern, FDA models using 21 Fourier basis functions w ere fitted 
to  each  d a y ’s traffic stream d a ta  individually (using more basis functions yie lded 
identical results). For the majority o f cases, however, FDA smooths for flow only 
slightly underestimate the original 15-minute aggrega ted  flow  maxima.
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APPENDIX E: M C M C  SAMPLING
For our Bayesian models, OpenBUGS statistical software is used to  generate 
samples from the joint distribution o f the parameters. OpenBUGS operates under 
a Gibbs sampling framework where conditional distributions of e ach  param eter 
given all the others (these are known as full conditional distributions) are 
successively sampled. Gibbs sampling is a special case of the Metropolis- 
Hastings (Hastings, 1970) algorithm and is considered to  be w idely app licab le  to 
a broad class of Bayesian problems. The work of Gelfand and  Smith (1990) 
sparked a renewed interest in the Gibbs sampler and brought abou t a major 
increase in its application. Furthermore, m odern advances in com puting  have 
allowed for computer-intensive MCMC algorithms to  be  easily im plem ented. A 
simple overview of the Gibbs framework is offered below.
Very generally, for a param eter vector, 0 =  (0 i,02)'. the posterior density 
(tt(0|data)) of the param eter vector is estimated using the fo llow ing Gibbs 
sampling framework.
1.) Start with initial values: 0t""1 = (9 $ 0£-1)'.
2.) Sample 0jr from P r i f i ^ ^ .d a t a ) .
3.) Sample 0| fro™ Pr(92\9l,datd). This yields 0£ = (0f, 0 |).
More generally:
1.) Initialize the sampler with starting values 0(o).
2.) Let the sampler run, generating 0(1),0 (2),...
3.) Under a w ide set of conditions, as t -» oo, each  Gibbs sample, 0 (£), can  be 
viewed as samples from the posterior density 7r(0|data).
As the sampler updates, it moves aw ay from the initial values, providing a 
‘random tour’ o f the param eter space (possibly high-dimensional param eter 
space), visiting locations in the space with frequencies proportional to  the 
posterior density. Formally, the output of the sampler forms a ergod ic Markov 
chain on the param eter space for 0, with transition probabilities such that the 
‘lim iting’ distribution of the sampler is the posterior density 7r(0|data) of d irect 
interest. Estimates using this approach ge t ‘be tte r’ with increased samples (more 
samples), so modern com puting power makes this approach  to estimation and 
inference possible. In our case, for the GEV, 0 is a three-dimensional param eter 
comprised of n,o, and f ,  the respective location, scale, and  shape parameters.
For censored values, the Gibbs sampler and MCMC approach  is particularly 
well-suited. Information from censored observations is incorporated into the 
sampling scheme as follows.
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1.) For a current value of the parameters, 0(m), a vector yc(m+1) for the 
censored data  is sampled from Pr(Yc\ Y0,Q(m)) where Yc represents the 
censored values and Y0 represents the observed (un-censored) values.
2.) Based on Vc(m+1), 0<m+1) is sampled from P r(0 | Y0,Y^m+t)'). the com ple te  
da ta  posterior for 0.
Thus, for each iteration o f the chain, w e are ‘augm enting ’ the  da ta  with im puted 
values for the censored observations.
We note that, depending on prior specification, a full conditional distribution 
may not have a closed-form expression and thus d irect sampling m ay be 
difficult. In these cases, for these steps o f the Gibbs framework, OpenBUGS uses 
the Metropolis-Hastings or slice samplers as alternatives. The Metropolis-Hastings 
sampling algorithm is the most general sampling scheme and, in principle, works 
in every situation. The Metropolis-Hastings algorithm is as follows:
1.) Given a current value of the param eter 0°, select a ca nd id a te  0* from a 
‘jumping/transition’ distribution /(0 *|0°), very often a normal distribution.
2.) C om pute and ‘acce p ta nce  ratio ' given by:
Pr (0 * | data) / /  (0 * 10 °)
Pr(9°\datd)/J(6a\d*')
3.) A ccep t 0* as 01 with probability min(r, 1). If 6* is not a cce p te d , then 
01 =  0° .
4.) Repeat as necessary.
As we can see, unlike a pure Gibbs sampler, the Metropolis-Hastings 
algorithm does not necessarily generate a new value a t e ach  iteration.
However, based on this above accep tance /re jec tion  scheme, samples tend to 
stay in high-density regions o f the desired distribution and only occasionally visit 
low-density regions. For this reason, the M-H algorithm returns samples tha t fo llow  
the desired joint distribution. Slice sampling (Neal, 2003) is a general purpose 
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Part II: STATISTICAL DOWNSCALING OF PRECIPITATION EXTREMES
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INTRODUCTION (Part II)
There is great societal interest in assessing the im pacts o f pro jected 
c lim ate change, and more specifically, there is an intense interest in the im pact 
o f change in variability and extreme events that cou ld  acco m pa n y  g lobal 
c lim ate change predictions (Tebaldi et al., 2006). Increases in these extremes 
have already been observed as precipitation events, heat waves, and drought 
are occurring with greater intensity and frequency over the past few  decades 
(USCCSP 2008). Over the same time period, Karl e t al. (1996) concluded  that the 
c lim ate in the United States is generally more extreme, based on aggrega ted  set 
of c lim ate change predictors. Among extreme events, precip itation extremes 
are a primary concern as these events are typically more im pactfu l [sic] than 
precipitation events alone and are responsible for a disproportionately large part 
of clim ate-related damages (Kunkel et al. (1999), Easterling e t al. (2000), Meehl 
et al. (2000)). Natural systems may also be a ffec ted  by changes in precip itation 
extremes, as these events have been shown to  cause shifts in ecosystem 
distributions, to trigger extinctions, and to alter species m orphology and behavior 
(Parmesan et al., 2000). Furthermore, extreme rainfall often translates into 
extreme flooding and consequently great material and econom ic losses, erosion 
and dam age to crops, collapse of lifeline infrastructure, the breakdow n of public 
health services (Douglas and Fairbank, 2011), fatalities (Kunkel et al., 1999), and 
structural dam age to dams, bridges, and  coastal roads.
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Precipitation in the United States has increased over the past century, and 
this increase is primarily reflected in heavy and extreme daily precipitation 
events (Karl and Knight, 1998). Further studies have provided additional 
evidence that precipitation extremes are becom ing more and  more extreme 
and will continue to do so in the future (e.g. Zwiers and Kharin (1998), Groisman 
et al. (1999), Meehl et al. (2000), Tank and Konnen(2003), Kharin and Zwiers
(2005)). Tebaldi et al. (2006) aimed to  survey the most recent projections o f 
clim ate extremes provided by the latest state-of-the-art g loba l circulation 
models (GCMs) for clim ate ‘indices' defined by the Intergovernmental Panel on 
Climate C hange ’s Fourth Assessment Report (IPCC-AR4). They concluded that 
models agree with observations over the historical period tha t there is a trend 
towards a world characterized by intensified precipitation, w ith a greater 
frequency of heavy-precipitation and high-quantile events, a lthough with 
substantial geographical variability.
Locally, in New England, precipitation extremes, extrem e rain or snow 
events, seem to be more prevalent. In fact, from O ctober 2005 through April 
2007, coastal New England experienced three ‘historically’ extrem e and 
statistically anomalous precipitation events. In a related study, Douglas and 
Fairbank (2011) investigated the presence of trends in extreme precipitation 
(annual maximums) in northern New England betw een 1954 and 2008. Studying 
daily maxima of rain depths for the region, they found a strong increase in the 
m agnitude of extreme precipitation events over the last three decades, 
especially in eastern Massachusetts and southern New Hampshire. Based on 
ca lcu la ted  100-year return levels, they found that Technical Paper no. 40 (TP-40)
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underrepresents coastal storm depths in northern New England and strongly 
suggested that storm estimation methods be upda ted . Furthermore, their 
research suggests a strong increase in the m agnitude of extreme precipitation 
events over the last three decades, especially in the eastern half of MA and the 
southern half of NH where it appears that precip itation is becom ing more 
extreme. And, similar to the findings of Tebaldi et al. (2006), they found 
significant geographic variability am ong precipitation extremes. The recent 
record-breaking storm events in New England anecdota lly  support these 
conclusions.
Because of their serious implications on the environment, this analysis 
focuses on assessing future, extreme precip itation events by applying a m ethod 
of statistical (probabilistic) downscaling to large-scale m odel output. This 
downscaling process will be applied to several locations throughout all six New 
England states. This analysis outlines both the downscaling procedure and the 
parametric, extreme value analysis required to generate an accura te , high- 
resolution distribution of precipitation extremes a t the local-scale. From these 
distributions, extreme impacts will be assessed through the ca lcu la tion  of return 
level estimates.
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CHAPTER I: DOW NSCALING
Atmosphere-ocean general circulation models, or GCMs, are 
combinations of atmosphere and ocean models tha t simulation w eather a t a 
global scale. Global circulation models are the primary tool used to quantify 
and assess clim ate change impacts and they underpin most c lim ate change  
impacts studies (Wilby and Harris, 2006). However, because g lobal w eather 
simulation is so com putationally expensive, these models provide 
predictions/projected scenarios at an extremely coarse scale (250KM by 250KM, 
in most cases). The issue is that environmental im pact models are sensitive to 
local clim ate characteristics, and the drivers of loca l c lim ate  variation are not 
captured a t the coarse scales o f GCMs (Maurer and Hidalgo, 2008). That is, 
GCMs do not provide an accu ra te  description of loca l c lim ate . To overcom e 
this discrepancy, methods o f ‘downscaling’ are app lied  to  p roduce local-scale 
clim ate predictions based on corresponding GCM scenarios. Downscaling itself 
is a new science as it relies heavily on GCM outputs which are products o f recent 
advances in the clim ate science com m unity (Benestad e t al., 2007).
Downscaling appears in two forms: Dynamical and statistical 
downscaling (or empirical statistical downscaling). Dynamical downscaling is a 
computationally-intensive techn ique in w hich a fine-scale c lim ate model is 
nested within a coarse scale model. More specifically, dynam ica l downscaling 
makes use of the lateral boundary conditions com bined w ith regional-scale 
forcings such as land-sea contrast, vegeta tion  cover, etc., to  p roduce regional
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clim ate models (RCMs) from a GCM. RCMs are normally gridded regions with 
scales in the tens of kilometers. Simulations from RCMs are not in tended to  mimic 
the observed w eather conditions, but are in tended to accura te ly  portray 
w eather characteristics over a defined time period. Some works have based 
clim ate predictions solely on dynam ically downscaled (RCM) projections (for 
example, Dominguez et al., 2012), while others have questioned the value of 
using RCMs instead of GCMs themselves (for example, Castro et al., 2005). 
Statistical downscaling (SD), on the other hand, is a more effic ient (less 
com putationally expensive) alternative that may be app lied  to  ach ieve a 
variety of results. Essentially, statistical downscaling is a two-step process 
consisting o f 1) the developm ent of statistical relationships be tw een local 
clim ate variables and large-scale predictors, and 2) the app lica tion  of such 
relationships to the output of large-scale output to  simulate local c lim ate 
characteristics in the future (Hoar and Nychka, 2008). Statistical downscaling is a 
realistic approach to develop a specific, local-level c lim ate  prediction.
Typically, SD methods are applied to  GCM projections, but m ay also be app lied  
to RCM output as these results may not be representative for the local c lim ate 
(Skaugen et al., 2002; Engen-Skaugen, 2006). Furthermore, RCM output may 
simply have inadequate spatial resolution for some im pact studies, and some 
kind of statistical downscaling must be applied to the dynam ica l m odel results 
(Benestad et al., 2007).
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CHAPTER II: METHODOLOGICAL MOTIVATION
This analysis focuses on a m ethod o f ‘probabilistic dow nscaling ' to pro ject 
a single variable, extreme precipitation, into the future. While traditional ESD 
models the link between large- and local-scale variables, probabilistic 
downscaling is a branch of statistical downscaling that models the relationship 
between large- and local-scale statistical entities. In this case, the statistical 
entities are the corresponding cum ulative distribution functions (CDFs) of the 
large- and local-scale precipitation extremes. In this way, probabilistic 
downscaling techniques do not retain the chronology, or exact ordering, o f 
events. Techniques have been proposed to recreate time series from a 
distribution (Benestad, 2010), but accu ra te  descriptions of future c lim ate 
distributions are themselves sufficient predictions. This is especially true in our 
case as w e do  not aim to predict weather, but rather the distribution of a 
w eather variable (precipitation extremes). A further discussion of single variable 
statistical downscaling techniques can be  found in Benestad e t al. (2007) and 
Hayhoe et al. (2004), for example.
When dealing exclusively with CDFs, the simplest form o f downscaling is 
w hat is referred to  as ‘quantile m app ing ’ or ‘quantile m a tch ing '. This non- 
param etric technique downscales a large-scale value xG by selecting a local- 
scale value xs based on the following:
Fs(xs) =  Fg(xg) with xs = F5_1(Fg(xc))
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where F is a CDF of a c lim ate random  variable. O nce a m apping  has been 
defined, it is then applied to large-scale dataset to  create  a local-scale 
prediction. The m ethod does not take into accoun t the information o f the 
distribution o f the future m odeled dataset (M ichelangeli et al., 2009).
Furthermore, the m ethod o f quantile m apping canno t provide local-scale 
quantiles outside the range of the historical observations (M ichelangeli et al., 
2009). Proposed by Wood et al (2004), the technique was app lied  to downscale 
monthly precipitation and tem perature output from a GCM, and becam e 
known as bias-correction and spatial downscaling (BCSD). BCSD was originally 
developed to streamline the translation of GCM output and has proven 
reasonable for hydrological applications (Maurer and Hidalgo, 2008).
To overcom e the clear shortcomings o f the quantile m atch ing 
m ethodology, M ichelangeli et al. (2009) proposed an extension to  this simple 
m apping for downscaling CDFs. Their technique, ca lled the CDF-t, is similar to 
quantile m apping as it compares local- and large-scale distributions, but it 
accounts for changes in the large-scale CDF betw een historic and future 
periods. Let X denote  a variable from clim ate model output, such as 
precipitation, and let Xc denote the series of the variable over the current, or 
calibration, period. Then, XP denotes the variable p ro jected into the future, the 
time series from runs of the clim ate m odel in the future. Similarly, let Yc and YP 
denote  the current and future series for the local-level station. We note tha t while 
Yc is observed, YP will need to be pred icted or downscaled. Finally, a 
transformation, T(-), is assumed to exist betw een the large- and local-scale 
variable such that r(0 : [0,1] -* [0,1]T(-J. We then have the relationship:
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f)>M = T (fx,(*)) = Fyc (*)))
where * r F  and f * p  are the respective empirical CDFs for the loca l- and large- 
scale prediction, and pYc and FXc are the respective CDFs o f observed (historic) 
local-level da ta  and observed large-scale, or regional da ta . For further details 
see M ichelangeli et al. (2009). The clear im provem ent over quantile m apping is 
that the future, local-scale distribution is a function of both historic observations 
and large-scale information that m ay be  distributed differently betw een 
calibration and projection periods. The prediction takes advan tage  o f all 
available da ta  series.
Most climate and hydrological studies have been based on the 
downscaling of mean values (Fowler et al., 2007) or the center of the distribution 
o f a clim ate variable. For these cases, the CDF-t m ethod is perfectly app licab le . 
However, for precipitation da ta , the center o f the distribution associated with 
small and m oderate precipitation amounts is uninteresting as w e are concerned 
with the extreme events. In these cases, where the tails, w hich correspond to the 
extremes or high quantiles, are of primary interest, the non-param etric CDF-t is 
not suitable. Because most precip itation measurements are zero as it is a rare 
event, the corresponding empirical CDFs are heavy-tailed. With so few  da ta  a t 
the extreme ends of the distribution, quantiles a t the tails, as a result, have large 
variance. That is, a non-param etric CDF estimate requires a good am ount of 
da ta  to achieve a level of precision, and in the tails where da ta  is sparse, the 
estimates are based on few observations and tend to  be poor. Furthermore, 
these tails may also be strongly influenced by a single extreme event. Lastly,
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observations of historical changes, as well as future projections, confirm that 
changes in the distributional tails o f precipitation (extremes) may not occur in 
proportion to changes in the mean and may not be symmetric in nature (Kharin 
and Zwiers, 2005; Robeson, 2004; Tank and Konnen, 2003; Easterling e t al., 2000). 
We can conclude, then, that the CDF-t will not a llow  for proper inference on 
extreme cases, as desired.
In light of these shortcomings, Kallache et al. (2011) proposed the XCDF-t 
technique to downscale the distribution of extremes exclusively. The techn ique is 
analogous to the CDF-t technique o f M ichelangeli et al. (2009) in that is makes 
use of the same transformation function form to link large- and  local-scale 
distributions of clim ate variables. Unlike the CDF-t m ethod, however, the XCDF-t 
links the distributions of large- and local-scale extremes only. To do  this, elements 
of extreme value theory (EVT) are used to  fit appropria te  distributions to subsets 
o f the da ta  deem ed ‘extrem e’ . The advan tage  is that the fram ework o f EVT 
(eg., Coles, 2001) allows for more precise estimation of the extreme portions of 
distributions. Also, while the CDF-t m ethod was a non-param etric procedure, the 
XCDF-t m ethod estimates param etric extreme value distributions based on 
limiting properties o f max-stable da ta . Specifically, in Kallache et al. (2011), the 
generalized Pareto distribution (GPD) is used exclusively. Like the CDF-t, the 
XCDF-t uses the following transformation:
FYp(x) =  T (FXp{x)) =  FYc ( F g (F Xp(x j)) .
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We note that now, FXp, FYc. and FXca re not empirical CDFs, but rather GPDs for 
the extremes of the large-scale predicted, local-level observed (historic), and 
large-scale observed series, respectively. For further details, see Kallache et al. 
(2011).
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CHAPTER III: EXTREME VALUE THEORY
The XCDF-t downscaling scheme of Kallache et al. (2011) relies on the 
GPD to model exceedances at the regional- and local-scale. Individually, these 
subsets of data , the large-scale historic, large-scale future, and local-scale 
historic data , may be analyzed as univariate extreme value variables. An 
efficient w ay of doing this, especially with precip itation measurements, is by 
using a threshold model (Coles, 2001). Considering only interval maxima is 
thought to be ‘wasteful’ as many d a ta  be low  the maxima are discarded (Coles, 
2001). By observing all threshold exceedances, we retain m any more o f these 
da ta . In threshold models, da ta  above a set (but not necessarily constant) 
threshold are considered ‘extrem e.’
Consider a sequence o f independent random  variables, X1,X2, ..., with 
com m on distribution function F, where F(x) -  Pr{X£ <  x}. Let Mn =  max(Xx, ...,Xn), 
the maximum of the process over n tim e units of observation. Suppose tha t for 
large n,
Pr{Afn <  z} « G(z),
where
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for some n, a >  0, and ( .  As this threshold, u, becom es sufficiently large 
(approaches the upper endpoint of the distribution), the limiting distribution of 
exceedances are given by
for z >  u which is known as the generalized Pareto distribution and where f  and a 
are shape and scale model parameters, respectively (Pickands, 1975; Balkema 
and de  Haan, 1974). That is, if b lock maxima have approxim ating distribution G, 
then the threshold exceedances have a corresponding approxim ate distribution 
within the generalized Pareto family.
This result is significant for application  as exceedances above  a sufficiently 
high threshold may be approxim ately estimated by the generalized Pareto 
distribution, regardless o f the distribution of the original da ta  (Smith, 1989; Davison 
and Smith, 1990). Recently, the emphasis in EVT has shifted tow ard methods 
based on exceedances over thresholds rather than maxim a (Smith, 2001), and 
the GPD has becom e a standard m odel for extremes. Furthermore, the GPD is 
‘generalized’ and is a rich class of distributions that is very flexible and includes a 
variety of tail behaviors. This form, the qualitative behavior o f the GPD, is 
dom inated by f , the shape param eter. For C > 0, the distribution of excesses is 
unbounded and has the traditional ‘Pareto’, heavy tail; for £ <  0, the distribution 
has a finite upper bound and.resembles a Weibull-type distribution; and f  =  0 
corresponds to an unbounded, exponentia l-type distribution.
1
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There are several issues concerning the fitting of a GPD to precip itation 
exceedances. First, the GPD only applies to excesses above  a sufficiently large 
threshold, the selection of which can  be unclear. When only extremes are 
analyzed, the number of observations, of course, tends to be  quite few. But, 
since the theory assumes a high threshold, excessive lowering to increase 
observations would induce a strong bias as the GPD will fit the  exceedances 
poorly. On the other hand, too  high of a threshold will reduce the number of 
exceedances and thus yield erratic da ta , instability, and generally increase the 
estimation variance. To reach a compromise betw een bias and variance, 
Davison and Smith (1990) introduced the ‘mean excess’ or ‘m ean residual life' 
p lot to identify appropriate levels of threshold. If the GPD is the correct m odel for 
the exceedances above a threshold u, then mean excess, i.e., the m ean value 
of (Z — u) is given by:
a + %uE & - u \ Z > u ) = — j
which is linear in u. Thus, when the m ean excess is p lo tted against u, the p lo t 
should appear linear if the GPD is an appropriate approxim ation. In theory, this 
plot then identifies suitable values for u. But, precise estimation o f u is often 
subjective. A second approach to threshold selection is to simply estimate the 
model at a range o f thresholds. Above a certain level a t w hich the asymptotic 
properties of the GPD is valid, estimates of the shape param eter should be 
approximately constant, while estimates of the scale param eter should be linear 




Local-level (or point-level) precipitation data , Yc in our downscaling 
notation, were obta ined from the National C lim atic Data Center (NCDC), a 
clim ate da ta  archiving and retrieval system opera ted  by the National 
O ceanographic and Atmospheric Administration (NOAA) Satellite and 
Information Service. Hourly precipitation accum ulations reported in hundredths 
of inches were originally obta ined for 69 m eteorological stations from all six New 
England states covering a period from 1948 to 2010. Not all New England 
stations, however, had com ple te  precipitation records for the entire period 
(1948-2010), and few had d a ta  for only short intervals therein. Extreme events 
are expected to be quite rare, so time series of observations co llec ted  over 
decades are typically required to accurate ly m odel these cases. Thus, the few  
stations with shorter precipitation series were om itted from tha t analysis and only 
stations with continuous measurements between 1970 and 2000 were retained. 
Additionally, the da ta  from the Mt. Washington station in New Hampshire were 
om itted from the analysis as this location experiences w eather conditions 
a typ ical of all other locations. That is, Mt. Washington is known to experience 
some of the w orld ’s most extreme weather, and d a ta  from this station are truly 
outliers. In the end, of the original 69 stations, hourly precipitation d a ta  for 58 
monitoring stations in New England were considered. For each  o f the remaining 
stations, hourly accumulations were aggrega ted  into daily precipitation totals in
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inches. Furthermore, for each of these stations, the geograph ic  features of 
latitude, longitude, and elevation were utilized from the NCDC database.
Despite being physically consistent representations o f smaller regions 
(typically, 50KM by 50KM) of the atmosphere (Benestad e t al., 2007), regional 
c lim ate model (RCM) scales are often still too  coarse for local-level prediction. 
Thus, RCM output is used for large-scale precipitation da ta , both historic and 
predicted, or Xc and Xpfrom the downscaling transformation function, 
respectively. The four regional m odel outputs used in downscaling were 
acquired from the North American Climate Change Assessment Program 
(NARCCAP), an international program which acts as a custodian for regional 
clim ate simulations to be used in im pact assessment and research. Each of the 
RCM outputs is driven by larger-scale atmospheric and ocean ic  boundary 
conditions provided by global circulation models, or GCMs. Thus, RCMs are 
highly dependent on their GCM ‘drivers.’ A total o f eight d ifferent RCM/GCM 
combinations were used in conjunction with the NCDC station-level da ta . 
Information regarding the specific RCMs used is listed be low  (Table 2). We also 
note that all GCMs have been forced with the SRES A2 greenhouse gas emissions 
scenario for the 21st century (See, Nakicenvoic et al. (2000) for Special Report on 
Emissions Scenarios (SRES) commissioned by the IPCC).
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Table 2: RCM/GCM combinations used for our large-scale model output.
N a m e RCM N a m e M o d e lin g  G roup G C M  N a m e
CRCM-CGCM3 C anadian 
Regional C limate 
Model
OURANOS /  
UQAM
3rd Generation 
C oupled G lobal 
C lim ate Model
CRCM-CCSM C anadian 
Regional C limate 
Model
OURANOS /  
UQAM
Community 
C lim ate System 
Model
HRM3-GFDL Hadley Regional 
Model 3 /  
Providing 
Regional Climates 
for Im pact Studies
Hadley Centre Geophysical Fluid 
Dynamics 
Laboratory GCM
HRM3-HADCM3 Hadley Regional 
Model 3 / 
Providing 
Regional Climates 
for Im pact Studies
Hadley Centre Hadley Centre 
C oupled Model, 
version 3
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C lim ate System 
Model
For each o f the eight cases, historic RCM da ta , or RCM ‘current’ da ta , are 
produced by nesting the RCM within corresponding GCM. Current da ta  o f 42 
clim ate variables are produced for the period 1970-1999. Large-scale 
precipitation output are available as three-hourly average instantaneous flux in 
units of kg /m 2s which was then converted to accum ula tion in inches. That is, 
precipitation da ta  are p roduced as a total am ount (accum ulation) for each
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three-hour segment spanning the entire historic period. Similarly, the RCM 
projected model output are produced for the period 2040-2069 and also appear 
as three-hourly precipitation accum ulations in inches. In e ach  case, the 
datasets are precise and o f high-quality w ith no missing entries for the entire 
measurement period. For both m odel output, historic and future (projected), 
and the station data, respective three-hourly and hourly accum ulations were 
aggrega ted  into daily totals of precipitation measured in inches. For our 
purposes, this resolution is sufficient for interpretable predictive results.
RCM output is not m eant to p red ict weather, but rather to accurate ly 
represent large-scale clim ate features across a given region. In this way, RCM 
output represents average w eather over a region a nd /o r time scale. This 
downscaling m ethod does not rely on an hour-to-hour correspondence 
between station and large-scale precipitation. Instead, like most downscaling 
techniques, only the translation or relationship betw een the statistical distribution 
o f observations and model output is of d irect interest.
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CHAPTER V: PROCEDURE
Much of this analysis was m otivated by CDF-t procedure o f M ichelangeli 
et al. (2009) and the extension to  the extreme case, the XCDF-t procedure 
prosed by Kallache et al. (2011). Following these approaches, w e intend to 
ach ieve local-level forecasts of extremes based on the maximum am ount of 
available data . That is, we aim to train a m odel on the historic relationship 
between large-scale and local-scale precipitation extremes, and then translate 
this relationship onto future, large-scale output to ach ieve a local-level forecast. 
In this w ay we are projecting c lim ate ‘on the g round ’ and into the future. Taking 
advan tage  of the model output in developing local-level predictions makes this 
a downscaling procedure instead o f simply a predictive m odel.
Assumptions
First, like all statistical downscaling techniques, the XCDF-t m ethod 
assumes that the relationship between large- and local-scale extreme remains 
constant between calibration and prediction period. That is, the models are 
based on historical data, and there is no guarantee that the past statistical 
relationships between different da ta  fields will hold in the future. This so-called 
‘stationarity’ assumption is m ade with any ESD procedure and is virtually 
impossible to verify. This may be considered an inherent fau lt with ESD that 
cannot be overcome. However, if long enough current tim e series are available, 
this assumption may be tested by partitioning the series into calibration and 
validation sets.
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Next, it is generally agreed upon that New England does not have a 
particularly w et season as precipitation throughout the year is fairly constant. 
From our own da ta  investigation, run charts and plots of precip itation totals over 
the entire period shows little or no evidence of true seasonality, so no seasonal 
com ponent was included in our analysis. If true seasonality or trend was 
de tec ted , however, accounting for such non-stationarity is, theoretically, a 
relatively simple task. We may introduce time as a covaria te  by allowing the 
threshold or parameters of the GPD to ‘evo lve ’ temporally. The use o f such non- 
stationary EV distributions for c lim ate change  studies is becom ing quite a 
popular approach (Smith, 2003). For example, Maraun et al. (2010) use a time 
covaria te  to integrate seasonality into their models o f extreme daily precip itation 
in the UK.
Lastly, the extreme value distributions assume that d a ta  are independent 
o f one another. Like precipitation events themselves, extreme events tend to 
exhibit tem poral dependence and occur in clusters, especially a t high tem poral 
resolutions. In our case, for both station and m odel output da ta , respective 
hourly and three-hourly accumulations are first aggrega ted  into daily 
precipitation totals. Then, after thresholds are established, a series of 
exceedances are extracted from the d a ta  that are assumed to be 




We aim to apply our downscaling procedure to each  o f the 58 New 
England locations, which means that each  o f these stations must be 
g rouped /m atched  with a corresponding region from the e ight RCMs to  establish 
the required XC,XP, and Yc series. Although all RCMs are comprised of equally 
sized 50 kilometer by 50 kilometer grids, these layouts are not identica l. In the 
majority of cases, stations are m atched to m odel output based simply on 
gridded boundaries. For some coastal areas, however, stations are m atched  to  
output based on latitude, longitude, and elevation information. This ensures tha t 
these locations are not m atched with predom inately ocean-re la ted  grids. This 
process, in theory, results in each  of the precipitation da ta  from the 58 stations 
being m atched with eight corresponding historic and future RCM output that 
most closely represents ‘on the ground ’ characteristics.
Generalized Pareto distribution
Following the m ethod of Kallache et al. (2011), a GPD is first fitted to  the 
precipitation exceedances associated with the three available  series, XC,XP, and 
Yc. The distribution of future precipitation exceedances at the local level, FyP. is a 
com bination of these three GPDs and defined through the downscaling 
transformation function. This resulting distribution, however, is not necessarily a 
GPD. For ease of calculation and interpretation, one m ay assume a simplified 
form of the distribution o f local, p redicted exceedances. If desired, one may first 
assume f Xp =  ZXc, that the m odel output shape parameters are equal and that 
the resulting of GPD form. With these assumptions, the parameters o f the
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resulting pyP can  be expressed in terms of the com ponent GPD parameters, with 
Zyp = £yc ar|d oYp = <Jyc ’ pl^xc)' ancl the resulting param etric distribution is very 
simply ca lcu la ted. The first assumption, the assumption of equal m odel shape 
parameters, is typically justified as changes in this param eter for the same 
variable are expected to  be  small (Kallache et al., 2011), and if small deviations 
should occur, they may be com pensated for by associated scale param eter 
estimates.
Initially, the full downscaling transformation function o f the XCDF-t was 
applied to each series grouping without assuming simplified version of the 
technique outlined above. That is, the transformation function was used to 
estimate the predicted distributions o f station-level extremes and their 
corresponding return levels w ithout assuming the resulting distribution is of GPD 
form. For this procedure, we do, however, constrain the analysis to  series whose 
distributions, FxcFXp. and Fvc have positive or identically zero shape parameters 
corresponding to heavy- and exponentially-tails, respectively. The vast majority 
of GPD model-fitting results yielded positive shape parameters, but those that 
resulted in negative estimates were subsequently set to  zero. This assumption is 
supported by the widely held belief that precipitation da ta , particularly maxima 
and extremes, consistently appear as heavy-tailed (e.g. Katz e t al., 2002; Smith, 
2001). Furthermore, it is known that precip itation extremes typically follow a 
heavy-tailed or exponential-tailed distribution, so it is com m onp lace  to  assume a 
constant zero or slightly positive shape param eter for multiple series.
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Aside from the obvious advantages, the simplified procedure avoids 
‘getting stuck’ in the quantile /probability  m atch ing procedure. That is, FYpis 
defined only on values between the minimum and maximum of the future 
simulation dataset. For values outside this range, the result is an incom plete 
distribution taking on minimum and maximum probabilities different from 0 and 1, 
respectively. See M ichelangeli e t al. (2009) for a thorough discussion related to 
this top ic and proposed remedial measures. Fortunately, in our case, our da ta  
was ‘w ell-behaved’ and XP input series typically yielded com ple te  probability 
distributions. Later, when a Bayesian procedure is im plem ented, a non- 
param etric approach is developed to address such rare instances.
The simplified XCDF-t makes a fairly strong assumption that the YP 
exceedances follow a GPD form. To test this claim , the ‘full’ XCDF-t was 
performed (without making the GPD assumption) and the resulting distribution 
was com pared to that ach ieved from the simplified version. This comparison 
was performed a t all New England stations and for every m odel com bination, 
and results were extremely positive. That is, the XCDF-t w ithout the GPD 
assumption yields distributions o f exceedances that m a tched  GPD forms almost 
identically. To further quantify these results, Kolmogorov-Smirnov (K-S) tests of 
equal distributions were performed for each  station/m odel com bination, and 
corresponding K-S test p-values were p lo tted (See Figure 27). From the figure, 
red markers represent small p-values (< 0 .10), ev idence to re ject the claim  of 
equal distributions, while green and blue markers represent little and no 
evidence to reject such a claim, respectively. Clearly, the vast majority of 
markers are blue, and the GPD model assumption is sufficiently justified.
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Therefore, going forward the simplified procedure was used for return level 
estimation and the validation of local-level, p red ic ted  distributions to  be 
discussed later.
Figure 27: K-S test for assumption o f GPD m odel form for each  New England 
location (Red dots ind icate significant differences).
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The XCDF-t procedure requires fitting a GPD and thus selecting a threshold 
for the three series, XC,XP, and Yc. As discussed, the issue becom es balancing 
bias with variance. Producing and analyzing MRL plots and param eter stability 
plots the three series at each station location w ould be unm anageable, so the 
m ethod of Karl e t al. (1996) was em ployed where a fixed, high percentile was 
chosen as a threshold. The 98.5th percentile was chosen as a threshold for all 
series, at all stations, which equates to 5 observations per year, on average, or
i l l
about 200 observations for the entire collection period. We consider this a fair 
compromise between a high threshold level and allowing am ple  d a ta  for 
analysis. Lastly, related to threshold selection, a threshold for the predicted 
series, YP, must also be defined, otherwise exceedances are meaningless. In the 
spirit of statistical downscaling, w e define the d ifference be tw een historic and
predicted local-level series to be proportional to  the d iffe rence be tw een m odel
dYseries, or uYp -  uYc = X(uXp ~  uXc), with X =  - £-. In this expression, X is ca lled the
° x c
‘ inflation facto r' and ensures a com p le te  distribution is downscaled.
Furthermore, w e consider X defined in this w ay to  be advantageous as this 
relation is robust to large exceedances in the series.
Return levels
Kallache et al. (2011) present their results as summarized parameters of 
the downscaled distribution (shape, scale). These results, however, are more 
suited to statisticians and are less meaningful to scientists or those working in 
climate change assessment. Rather, w e extended the XCDF-t m ethod to 
include downscaled return levels. A return level is a quantile  (typically high) of 
an extreme value distribution that will be exceeded with some known 
probability. This approach has im proved tangibility as return levels are universally 
understood and relate directly to location-specific c lim ate im pact assessments 
such as flooding, potential erosion, e tc. As stated in Coles (2001), it is usually 
more convenient to interpret extreme value models in terms of quantiles or return 
levels, rather than individual param eter values.
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Suppose that a GPD with parameters a  and f  is a suitable m odel for 
exceedances of a threshold u by a variable X. Then, for x >  u, w e have:
[ f X  —  u \ r x/f I  +  % ( _ _ j j
It follows that
[
/ X  —  U M ' V f
l  + ^ ( — ) ] .
where <;u = Pr{.Y > u}. Return level estimation require the above  expression, 
referred to as the ‘unconditional’ distribution, as it is no longer conditional on 
X >  u. That is, since the GPD is defined for only those values above  a defined 
threshold, the inclusion of the <;u term allows us to estimate the proportion of 
exceedances from all observations and thus a proper return level.
So, the level xm that is exceeded, on average, once  every m observations 
is the solution of
r fXm ~  UM-1/ f  1 
+ =  m"
Finally, we may rearrange the expression to find:
Xm =  u  + j [ ( m ? u ) f -  l ] .
This quantile is the m-observation return level, or the quantity tha t is expected  to  
be exceeded once every m observations. In practice, it is o ften more 
convenient and interpretable to give return levels in term o f years on an annual 
scale, or an N-year return level expected  to be exceeded once  every N years, in
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which case m = N • ny where riy is the number o f da ta  points per year. Return 
level estimation requires maximum likelihood estimates of both a  and f ,  and also 
an estimate of <;u, the probability of an observation exceeding the threshold u. 
This value is approxim ated by ^  , where n„  is the num ber o f exceedances
and n is the number of observations. These estimates are easily a tta ined from 
the data.
To produce return level estimates with associated measures of 
uncertainty, a parametric bootstrapping procedure was devised and 
im plem ented a t each o f the 58 locations (local-level stations) and for all 8 
RCM/GCM combinations. As per Rice (1995), let 0 be the param eter o f interest, 
in our case the return level o f the pred icted distribution of precip ita tion extremes, 
let 0 be an estimator of that parameter, and let 0O be the true, unknown value of 
the parameter. If we knew the distribution of 0 — 0O, then w e  would have
Pr(0 -  0O < 5) =  |
P r ( 0 - 0 O< 5 )  =  1 - |
where S and S are the |  and 1 - 1 quantiles of the distribution, respectively. After 
manipulating, w e have the expression
Pr(0 —5 < 0O < 0 - 5 )  = 1 - a
and the corresponding 100(1 -  a)% con fidence  level as (0 -  S, § -  S). However, 
since 0ois not known, 0 is used in its p lace. That is, from a distribution with value §, 
w e generate many samples and construct and estimate of 0 from each. So, for
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our case, 9 (predicted return level estimate) is first ca lcu la ted  from GPD model 
parameters fitted to  the Xc, XP, and Yc series. Next, series o f random  
exceedances are generated from these fitted  parameters, GPD parameters are 
refit to  these exceedances, and local-scale, p red ic ted  parameters are ‘bu ilt’ as 
specified by the simplified XCDF-t procedure. From these p red ic ted  parameters, 
the 25-year return level is estimated. This process is repea ted  many times and 
the collection of estimates, the bootstrap estimates, are deno ted  as O -.j =
1,2, where B is the number o f samples (500 in our case). The distribution of 
§ -  90 is suitably approxim ated by 6" - 9  (Davison and Hinkley, 1997), the 
bootstrap estimates minus the original estimate. Finally, from this distribution, the 
0.05 and 0.95 quantiles are used to form the 90% ‘m ean co rrec te d ’ (or ‘basic’) 
bootstrap confidence interval for each  station/m odel com bination.
Longer return periods, 50- and 100-year periods, were investigated as they 
are routinely used by engineers and infrastructure is often designed to have a 50- 
year lifespan. However, results based on these periods were highly variable as 
expected. That is, for our procedure, extrapolation beyond the simulation run 
length yields unreliable results. The 25-year return period, however, seems a 
much more realistic choice and is long enough to be useful and meaningful for 
clim ate im pact assessment. In other words, these estimates represent a fair 
compromise betw een accuracy and interpretability. Lastly, w e note that 90% 




Figure 28 below presents the 25-year return levels estimates associated 
with predicted distributions for all 58 New England locations. From this figure, w e 
observe how our cho ice  of RCM/GCM com bination affects our projections and 
resulting return level estimates. For example, for six of the e ight RCM/GCM 
combinations, Pinkham Notch, NH (circled below) had the highest p red ic ted  25- 
year return level estimate of all locations. Upon closer inspection, however, the 
m agnitude of such estimates is variable and highly dependen t on m odel 
com bination choice. That is, the RCM/GCM combinations HRM3_hadc and 
RCM3_gfdl yield 25-year return levels of 6.82 and 10.85 inches per day, 
respectively. Thus, for this location, daily 25-year return level estimates can differ 
by more than 4 inches, depending on the m odel selected. Similar variability 
exists a t other locations.
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Figure 28: 25-year return level estimates for predicted  series, YP, for all 58 New
England locations.
RT25 Estimate : 2040 - 2070
CRCM ccsm HRM3_gfdl RCM3_cgcm WRFG_ccsm
•  4.2*
•  4.74
CRCM_cgcm HRM3 hade RCM3_gfdl WRFG_cgcm
•  4.92
Next, we observe differences betw een the 25-year return levels 
associated with model predictions, XP, and those associated with historic m odel 
output, Xc. This represents the pro jected e ffec t o f c lim ate change  on extreme 
precipitation as provided by the RCM m odel output. In Figure 29 below, red and 
blue markers indicate positive and negative changes, respectively, and  the size 
of fhe marker indicates the m agnitude of change. Results reveal the 
inconsistency and disagreement that exists due to both RCM and GCM driver 
choice. To illustrate the e ffect of the GCM driver on differences be fw een historic 
and future periods, w e observe cases where the RCM is held constant. 
Combinations CRCM_ccsm and CRCM_cgcm both exhibit m oderate  
differences across locations with some subtle disagreement in terms o f 
m agnitude and sign of changes. On the other hand, both RCM3_gfdl and
117
RCM3_hadc show large positive differences in coastal Massachusetts, Rhode 
Island, and Maine, but generally disagree a t other locations. In fac t, RCM3_gfdl 
shows large negative differences throughout northern New Hampshire, Vermont, 
western Massachusetts, and Connecticut, while RCM3_hadc shows no such 
negative differences a t these locations, and occasionally shows significant 
positive changes. Thus, differences in m odel output return levels are inconsistent, 
and results exhibit varying degrees of dependence  on GCM driver.
To examine the e ffect of the regional m odel on return level differences, 
we observe cases where the GCM driver is held constant. Results from 
RCM3_cgcm, CRCM_cgcm, and WRFG_cgcm com binations are considerably 
different and often contrary. RCM3_cgcm shows large negative changes 
throughout Vermont, New Hampshire, eastern Massachusetts and Rhode Island, 
while WRFG_cgcm shows large positive changes at the same locations, 
generally. Results from CRCM_cgcm are near those o f the WRFG_cgcm in terms 
of sign difference, but disagree significantly in terms o f order of m agnitude.
Next, w e observe HRM3_gfdl and RCM3_gfdl combinations. HRM3_gfdl shows a 
coastal/in land effect with negative differences throughout VT, northern and 
western NH, western MA, and western CT, shows considerable positive 
differences throughout ME, central and eastern NH, eastern MA, and Rl. Results 
from RCM3_gfdl show some agreem ent in Rl, eastern MA, and  western and 
northern NH in terms of sign change only. RCM3 gfdl, however, shows no such 
coastal e ffect and locations throughout ME and centra l/eastern NH show large 
negative changes. Thus, model output differences seem to  be highly 
dependent on choice o f RCM as varying this fac to r always yields different results.
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Figure 29: Difference in 25-year return level estimates for X P a n d X c. 
RT25 Estimate : future - present
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We next com pare the 25-year return levels associated with the local-level 
(station) predictions, YP, to those associated with the observations, Yc. This 
represents the projected e ffec t of c lim ate change  on extreme precip itation a t 
the local station level via downscaling. Figure 30 below  presents these 
differences, where red and blue markers ind icate positive and negative 
changes, respectively, and the size of the marker indicates the m agnitude of 
such change. We first observe that, unlike the m odel output (Figure 29), results 
seem to be more sensitive to the cho ice  of GCM driver. That is, am ong com m on 
RCMs, different GCM drivers yield considerably different results. Second, like the 
model output, differences in station-level return levels are highly dependen t on
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our cho ice of RCM, and this cho ice yields considerably d ifferent and 
occasionally contradictory results. Finally, unlike the differences in return levels 
for the model output (above), the station results generally exhibit fewer 
decreases and more m oderate increases. Such a comparison to the previous 
figure illustrates the effect that the downscaling procedure has on our estimates, 
how the procedure adds uncertainty to  our estimates and few er significant 
differences are observed. Subsequent figures will further quantify this e ffect.
Figure 30: Difference in 25-year return level estimates for YP and  Yc.
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Climate Change Uncertainty Quantification
Figure 31 below presents the pro jected 25-year return level estimates and 
associated 90% bootstrap confidence intervals at the local-level (New
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Hampshire locations only). This figure illustrates the differences in return level 
estimates derived from RCM/GCM combinations (as above), but also includes 
the variability corresponding to  each  estimate. First, w e observe that m any 
return level estimates are consistent and com parab ly variable across RCM/GCM 
combinations. Such locations include Pittsburgh, Hanover, Errol, North Strafford, 
and Concord. On the other hand, Pinkham Notch, for exam ple, exhibits both 
drastic differences in mean estimates and inconsistent variability based on 
RCM/GCM choice. Lincoln and other locations across New England exhibit 
similar inconsistent variability, to different degrees. In addition to  influencing 
downscaled projections and return level estimates, characteristics o f RCM/GCM 
combinations may be p ropagated  through the downscaling process to a ffec t 
variability in return levels as well. For bootstrapping, sample exceedances are 
generated from GPDs fitted to m odel output and observations. When these 
da ta  are very extreme, fitted models and corresponding bootstrap samples will 
reflect this, and resulting return levels will be erratic. This is likely the case for 
locations such as Pinkham Notch with inconsistency across m odel combinations.
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Figure 31: 90% bootstrap con fidence  interval for downscaled (YP) 25-year return 
































Figures 32 and 33 below introduce the variability a ttribu tab le  to 
downscaling and compares the differences in lower bounds of the 90% 
confidence intervals for 25-year return levels. Top figure com pares differences in 
return levels for XP and Xc series, while bottom  figure com pares differences 
betw een YP and Yc. Locations marked in red identify positive differences 
betw een return level lower bounds, which correspond to significant increases in 
25-year return levels from historic to future periods. Like those results based on 
differences in return level estimates, w e find differences in m odel output return 
level lower bounds to be highly dependent on our cho ice o f RCM. However,
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unlike previous differences in estimates, results seem to be less sensitive to  GCM 
choice. That is, results based on com m on RCMs with different GCM drivers seem 
to change little in terms of both sign and order of m agnitude.
Referring to the local-level differences (Figure 33), GCM seems to have 
more influence on resulting differences. For example, WRFG_ccsm and 
WRFG_cgcm show significant differences and contrary results a t numerous 
locations. In this case, evidence suggests that our cho ice  o f GCM does 
contribute to the variability observed in downscaling results. Next, like the m odel 
output, station differences in return level lower bounds show significant 
dependence  on our choice of RCM. This is illustrated in the significant 
disagreement between results obta ined from RCM3_cgcm, CRCM_cgcm, and 
WRFG_cgcm combinations, for example. We conclude  tha t there is little 
agreem ent between the 8 RCM/GCM combinations in terms o f return level 
projections, and both the regional m odel and GCM driver ch o ice  contribute to  
such variability.
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Figure 32: Difference in 90% confidence interval lower bound for X P and X c 25-
year return level estimates.
RT25 Cl 90% lower : future - present












Figure 33: Difference in 90% confidence interval lower bound for YP and Yc 25-
year return level estimates.
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Overall, observing differences in return level lower bounds, w e find 
significant increases at relatively few  stations. This is a m arked d ifference from 
model output results that exhibit numerous significant increases in return levels 
from historic to future periods. Furthermore, the station results based on return 
level lower bounds are significantly different from station results based on return 
level estimates only, where numerous increases were observed. These 
comparisons illustrate the variability a ttributable  to the procedure, how 
downscaling adds uncertainty to  our results. We observe tha t o f the few  
significant increases, most are found in southern New England, throughout 
Massachusetts and Connecticut, and associated with HRM3_hadc and
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WRFG_cgcm. Not coincidentally, these same combinations yield the largest 
difference in m odel output a t these locations.
Nonparametric Bootstrap and Bias Corrected and Accelerated  
Method
The simplest approach to  ca lcu la ting bootstrap con fidence  intervals is the 
percentile m ethod, or simply taking percentiles of the bootstrap samples. This 
m ethod is based on the assumption that sampling distributions are symmetric, so 
the approach is not appropriate in cases where significant skew or asymmetry is 
present, such as distributions of 25-year return levels which are known to  be 
skewed/asymmetric. In such cases, where very large values are occasionally 
produced from the procedure, simple percentile con fidence  intervals are not 
expected  to have the correct coverage (Davison and Hinkley, 1997). Our 
approach (described previously) addresses the skew of return level distributions 
by calculating mean corrected confidence intervals, calculations believed to 
be more accurate  in the presence o f asymmetry. However, the m ethod, like the 
percentile method, does not allow for the possibility that the bootstrapped 
sampling distribution may be a biased estimate o f the true sampling distribution.
As a remedial measure for such cases (as well as other cases), the BCa 
(bias-corrected and accelerated) procedure was proposed by Efron and 
Tibshirani (1993) as a m ethod o f achiever ‘better con fidence  intervals.’ In this 
procedure, BCa interval endpoints are also given by percentiles o f the bootstrap 
distribution, but adjusted to acco un t for the skew and bias o f the da ta . The 
actua l percentiles used depend on two numbers referred to  as a and z0, the
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acceleration and bias correction, which, generally speaking, measure the rate 
of change of the standard error and m edian bias of our estimator, respectively.
In practice, these values are estimated by repeatedly sampling the da ta , and 
resulting BCa intervals are simply ca lcu la ted. In addition to  correctly considering 
the shape of the bootstrap distribution, the BCa has the ad van tage  o f being 
‘second-order accu ra te ,’ which, as stated by Efron and Tibshirani (1993), leads to 
much better approximations o f exact endpoints.
As before, let 9 be our param eter of interest, in this case the return level of 
the predicted distribution of precipitation extremes, let 9 be an estimator of that 
parameter, and let 0* be the estimate of 9 based on the resampled 
(bootstrapped) data . Also, let G be the cum ulative distribution function of B 
(again, 500, in this case) bootstrap replications. The central 1 -  a  BCa interval is 
given by (9BCa [ f ] , §BCa [ l  -  f ] )  where
S,caM  = +  '
ZC“ ) =  O -^ a ) ,
with z0 the bias-correction constant and a the acceleration. The BCa algorithm 
estimates z0 by
O-1 of the proportion of bootstrap replications less than §. Furthermore, the 
acceleration, a, is accurate ly approxim ated by
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a =  SKEWg=d{ i g(6)}/6 ,
or one-sixth the skewness of the score function evaluated a t Q = § (Efron, 1987). 
For further details regarding the derivation of the BCa interval, the reader is 
d irected to Efron (1987).
The acceleration and bias correction, and thus the adjusted BCa interval, 
are estimated non-parametrically, unlike the previous param etric bootstrap.
First, the Xc, XP, and Yc series are collectively sampled with rep lacem ent. Next, 
for each of the three resulting series, GPD parameters are fit to  the threshold 
exceedances and the simplified version o f the XCDF-t procedure is applied. That 
is, the series are downscaled and the distribution of pro jected, local-level 
exceedances is ‘built' from the m odel and local-level historic fitted GPD 
parameters. Finally, from the downscaled distribution, a 25-year return level 
estimate is ca lcu lated, and the entire process is repeated  500 times to p roduce 
a distribution of return levels from which the adjusted BCa interval can  be 
estimated. Using these results, we now ca lcu la te  differences betw een return 
levels and com pare our results to  those achieved previously.
As discussed, the BCa intervals are expected to cap tu re  the positive 
(right-) skew of the distribution o f return levels and p roduced con fidence  
intervals (90%) that are generally w ider and shifted up as com pared  to  previously 
ca lcu la ted  intervals. Below we have a comparison o f BCa return level intervals 
for the yP series with corresponding m ean corrected (basic) intervals for 
C onnecticut stations only. From these results, com pared  to the m ean corrected 
intervals, w e immediately notice that virtually all BCa intervals are shifted up. This
128
suggests that distributions for return levels are som ewhat right-skewed and the 
BCa adjustment captures these larger values. For sta tion/m odel combinations 
that result in small return level intervals, the shift in troduced by the BCa 
adjustment is typically very slight, while, for sta tion/m odel com binations that 
result in larger estimates, the shift is very sizeable.






— o _|  ~
E a4)u.
Figure 35 below introduces the variability com ponent by com paring the
differences in BCa lower bounds of the 90% con fidence  intervals for YP and Yc 25-
year return levels. Locations marked in red identify positive differences betw een
return level lower bounds, which correspond to significant increases in 25-year
return levels from historic to future periods. Generally speaking, w e find that
differences in lower bounds based on BCa intervals to be similar to those
obtained w ithout the adjustment. That is, regardless of m ethod (BCa or m ean
correction), increases and decreases follow the same broad pattern across
stations and m odel combinations. We do  note, however, tha t the BCa
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(fewer large negatives) and inflates the positive differences. This suggests a 
larger shift in the Yc interval than the YP series which results in more positive 
differences than those observed w ithout applying the BCa adjustment. This is 
somewhat expected, is consistent with our understanding o f the BCa, and makes 
some intuitive sense as the BCa is expected to  capture  the extreme behavior o f 
the pro jected series. That said, it is satisfying to  observe m arked similarities 
betw een results achieved with and w ithout the adjustment. The BCa adjustment 
clearly makes some difference in our confidence interval estimation, but the 
resemblance between our current results to those obta ined previously suggests 
that the m ean correction is sufficient.
Figure 35: Difference in 90% con fidence  interval lower bound for YP and Yc BCa
25-year return level estimates.
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Based on associated return level estimates, downscaling has shown to be 
sensitive to RCM/GCM com bination. While this is a useful result unto itself, such 
differences tell us nothing o f the accu racy (probabilistic predictive capabilities) 
of downscaling in an absolute sense. To address this, to  eva luate  the 
downscaling procedure, and to  identify the most useful region clim ate models, 
we rely on validation. The procedure is a cross validation (CV) procedure where 
da ta  is partitioned into non-overlapping training and va lidation sets. In our case, 
the first 75% of XC,XP, and Yc were used as training sets and the XCDF-t was 
applied to these distributions to  create a distribution of pro jected  exceedances 
a t the local-level. The last 25% o f Yc was used as a va lidation set, and the 
downscaled (predicted) distribution was com pared to this ‘fu ture ’ distribution o f 
extremes. By training on earlier periods and validating on later periods, our 
framework mimics prediction into the future and may identify previously 
unidentified trends in extremes. Visual assessment of the procedure, com paring 
downscaled CDFs to validation CDFs, indicates overall success (See Figure 36).
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Figure 36: Comparison (for all 8 RCM/GCM combinations and 8 New Hampshire 
locations) of downscaled (predicted) distribution and  distribution of 
exceedances of validation period. Black lines represent distribution o f validation 
set exceedances and red lines represent pred icted  distributions.
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Next, Kolmogorov-Smirnov tests, tests o f equality of distributions against 
one- and two-sided alternatives, were performed. K-S tests measure physical 
differences between distributions and, in our case, can  be used to provide 
objective comparisons betw een training-based downscaling and validation 
data. After performing two-sided and one-sided tests for all 58 NE stations and 8 
RCM/GCM pairings, K-S test p-values were produced and exam ined. Generally 
speaking, test results are unremarkable and downscaling appears to be 
successful a t most locations/for most m odel combinations. However, the one­
sided, ‘less than ’ K-S test, the test w ith the alternative hypothesis that the 
downscaled GPD is stochastically greater than the validation exceedances (the
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< alternative), reveals some downscaling failures. Below w e have the associated 
p-value plot (See Figure 37) for this test where significant p-values, those <0.05 
and ind icated in red, provide evidence to  reject the null hypothesis and ind ica te  
unsuccessful downscaling, or over-prediction of extremes. Locations m arked in 
blue or green correspond to p-values >0.05 or betw een 0.05 and 0.10, and 
indicate successful and moderately successful downscaling, respectively.
From Figure 37 w e observe strong agreem ent am ong m odel 
combinations as evident by the pattern o f significant and weakly significant p- 
values (red and green dots, respectively) throughout northern, central, and 
southern NH, CT, and some locations in VT. In these cases, the null hypothesis o f 
equal distribution of extremes is re jected in favor of the alternative that the 
downscaled distribution is significantly greater than the GPD of va lidation set. 
(Here, ‘greater’ refers to  ‘stochastically g reater’ or more extreme). For these 
cases, results suggest that downscaling over-estimates the distribution of 
extremes, or that observed precipitation will be less extreme than future 
predictions. We note, however, that these conclusions are m ade tentatively as it 
is not clear that K-S tests are optim al tests for validating our procedure. That is, 
because K-S test statistics are ca lcu la ted  from vertical differences betw een 
distributions, results from these tests may be misleading.
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Figure 37: p-values for one-sided Kolmogorov-Smirnov tests by location. Red 
dots provide evidence to  re ject the claim  that p red ic ted  distribution fit to 
training da ta  is equal to distribution o f va lidation da ta .
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CHAPTER VIII: BAYESIAN APPROACH
Next, w e aim to develop a Bayesian m odel approach  to supplem ent the 
downscaling of RCM precipitation d a ta  and station observations. As before, 
precipitation exceedances are assumed to fo llow  a GPD w hich is asymptotically 
justified by extreme value theory. The procedure will thus result in distributions for 
these extreme value distribution parameters that will serve as a basis for 
downscaling and ultimately return level estimation.
As described earlier, our downscaling procedure was used to  generate 
realizations from the predicted, station-level (local-level) extremes 
(exceedances), or the tail of the precipitation series. From this pred icted tail, a 
bootstrap sample for a return level was generated from substituting the 
bootstrap sample param eter values into the appropria te  return level expression. 
However, it is well known that bootstrap procedures are not consistent for 
extreme value problems as there is a tendency for these samples to generate 
shorter tails than the true sample distribution (Coles and Simiu, 2003). That is, 
when applying a bootstrapping for extremes, the tail o f the bootstrap series is 
generally shorter than the tail o f the original series. It is likely that some correction 
in the bootstrap procedure must be pursued, and a num ber of such remedies 
are available, such as the previously applied bias correction bootstrap. In our 
case, we have decided to supplement our previous results w ith a Bayesian 
approach. It is believed that this procedure will yield a more accu ra te  pred icted  
series and consequently more accu ra te  and precise return level estimates.
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The basic framework of a Bayesian analysis requires both a prior 
distribution on the parameters of interest and a likelihood function o f the da ta  
given those parameters. Unlike traditional statistical methods, the parameters in 
a Bayesian setting are considered random  variables. Furthermore, the defined 
prior distribution of these parameters contains information separate from the 
actua l data . The information provided by this prior distribution is alternately 
considered the greatest strength and weakness o f Bayesian inference (Coles, 
2001). That is, proponents argue that prior distributions can  supplem ent limited 
data, while opponents of the m ethodology argue that prior specification can 
subjectively alter results. While results can  be sensitive to  the prior distinction, it 
has been reported that Bayesian inference, on extremes in particular, is robust 
across a range of non-informative prior distributions (Coles and  Tawn, 2005). 
There are, however, indisputable and numerous other benefits to the approach. 
Bayesian statistics is based, o f course, on Bayes’ Theorem w hich results in a 
com plete distribution of param eter given the data , or posterior distribution. Thus, 
inference on the param eter can be summarized by characteristics of the 
posterior distribution and asymptotic theory, as required by maximum likelihood 
estimation, can  be a ltogether avo ided. Another advan tage  is that Bayesian 
statistics gives a more realistic version of prediction. Predicted densities 
necessarily contain terms for m odel uncertainty as well as uncertainty due to the 
variability in future observations. In statistics, these measures o f uncertainty are 
considered as important as the estimates themselves. And, this becomes 
especially true in the context of extreme value analysis where extreme quantiles, 
for example, are known to have high levels o f variability (Coles and Tawn, 2005).
Additionally, Bayesian techniques have a practica l advan tage  over traditional 
approaches as they can  effectively handle models with very large numbers of 
parameters and/or com plex hierarchical structures. Bayesian techniques allow 
for inference on com plex models that would otherwise be impossible. Finally, the 
Bayes approach is useful in predictive inference where the ultimate ob jective  is 
not so much to learn the values of unknown parameters, bu t rather to  establish a 
meaningful probability distribution for future unobserved random  quantities.
MCMC Sampling
A major limitation of the Bayesian approach  is that obta in ing the posterior 
distribution often requires the integration of high-dimensional functions. Direct 
integration is often impossible and often com putationally very difficult. Among 
other alternatives to  direct integration, Markov Chain M onte Carlo (MCMC) 
methods a ttem pt to  simulate draws from some com plex distribution o f interest.
In the MCMC approach, previous sample values are used to  random ly generate 
subsequent sample values, thereby generating a Markov chain (as the transition 
probabilities between sampled values are only a function o f the most recent 
sample value). MCMC methods can be traced  to the Metropolis algorithm 
(Metropolis and Ulam 1949, Metropolis et al. 1953), a m ethod to  assist physicists 
com pute com plex integrals. By expressing these integrals as expectations of 
some distribution, they could be estimated by draw ing samples from that 
distribution.
For our Bayesian models, OpenBUGS statistical software is used to  generate 
samples from the joint distribution of the parameters. OpenBUGS operates under
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a Gibbs sampling framework where conditional distributions o f each  param eter 
given all the others (these are known as full conditional distributions) are 
successively sampled. Gibbs sampling is a special case of the Metropolis- 
Hastings (Hastings, 1970) algorithm and is considered to  be w idely app licab le  to  
a broad class of Bayesian problems. The work o f G elfand and  Smith (1990) 
sparked a renewed interest in the Gibbs sampler and brought abou t a major 
increase in its application. Furthermore, m odern advances in com puting have 
a llowed for computer-intensive MCMC algorithms to be easily im plem ented. A 
simple overview of the approach is offered below, but more de ta iled  treatm ent 
o f MCMC methods can be found in Gelman et al. (1995), for example.
Very generally, for a  parameter vector, 0 = (01,02)'- the posterior density 
(7r(0|data)) of the param eter vector is estimated using the fo llow ing Gibbs 
sampling framework.
1.) Start w ith initial values: 0 t_1 = (Of-1, 0 l-1)'.
2.) Sample 0| from P ^ e ^ d ^ .d a ta ) .
3.) Sample 0| from Pr(62\6[,datd). This yields 0( = (6(, 0 |).
More generally:
1.) Initialize the sampler with starting values 0(o).
2.) Let the sampler run, generating 6W ,6 2^\ ...
3.) Under a w ide set of conditions, as t -> oo, each Gibbs sample, 0 W , can  be 
viewed as samples from the posterior density 7r(0|data).
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As the sampler updates, it moves away from the initial values, providing a 
‘random tour' of the param eter space (possibly high-dimensional param eter 
space), visiting locations in the space with frequencies proportional to  the 
posterior density. Formally, the output of the sampler forms a ergodic Markov 
chain on the param eter space for 9, with transition probabilities such that the 
‘lim iting’ distribution of the sampler is the posterior density n(9\data) o f d irect 
interest. Estimates using this approach  ge t ‘be tte r’ w ith increased samples (more 
samples), so modern com puting power makes this approach  to  estimation and 
inference possible.
We note that, depending on prior specification, a full conditional distribution 
may not have a closed-form expression and thus d irect sampling m ay be 
difficult. In these cases, for these steps of the Gibbs framework, OpenBUGS uses 
the Metropolis-Hastings or slice samplers as alternatives. The Metropolis-Hastings 
sampling algorithm is the most general sampling scheme and, in principle, works 
in every situation. The Metropolis-Hastings algorithm is as follows:
1.) Given a current value of the param eter 0°, select a cand ida te  9* from a 
‘jumping/transition’ distribution /(0 *|0 °), very often a normal distribution.
2.) C om pute and ‘acce p ta nce  ra tio ’ given by:
P r(0 * |d a ta ) //(0 * |0 ° )
T ~  Pr<j90\datd )/J(9°\9 ')
3.) A ccep t 9 * as 91 with probability min(r, 1). If 9* is not a cce p te d , then 
91 =  0°.
4.) Repeat as necessary.
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As we can see, unlike a pure Gibbs sampler, the Metropolis-Hastings 
algorithm does not necessarily generate a new value a t each  iteration.
However, based on this above accep tance /re jec tion  scheme, samples tend to  
stay in high-density regions o f the desired distribution and only occasionally visit 
low-density regions. For this reason, the M-H algorithm returns samples that fo llow  
the desired joint distribution. Slice sampling (Neal, 2003) is a general purpose 
algorithm for single site updating that always produces a new  value a t each  
iteration.
Procedure
For our case specifically, R statistical software was used in conjunction 
with OpenBUGs through the ‘R20penBUGs' package  to  p roduce  posterior 
distributions for the GPD parameters, £ and a  (xi and sigma, respectively). This, of 
course, was done for each of the three known series, XC,XP, and Yc, to  p roduce  
corresponding distributions for the respective parameters $xC’ axc>$xp>0xp.$YC' and 
aYp. For each series, a beta prior distribution was assumed for shape parameters. 
That is,
where the beta parameters, a lpha and be ta  [a.,p.), are set to  be 1.5 and 2.5, 
respectively, for each series. These distributions are semi-informative a t they
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restrict estimates to values betw een 0 and 1 (thus, fairly non-informative), and 
similar to the approach of Martins and Stedinger (2000). As stated earlier, 
precipitation extremes typically follow a heavy-tailed or exponential-tailed 
distribution, so it is com m onplace to assume a constant zero or slightly positive 
shape param eter and thus restrict our m odel to only such cases, or value 
deem ed ‘sensible.’ Literature generally supports this claim  as ev idence  suggests 
that the distributions of hydrologic variables are heavy tailed.
For scale parameters, prior distributions were assumed to be uniform. That
is,
For these parameters, the uniform distribution is defined from 0 to 50 (a and b, 
respectively). Thus, the prior specification is non-informative and extreme diffuse 
as param eter estimates from traditional model-fitting were typically found to  be 
betw een 1 and 3. Thus, for the scale parameters, w e are truly allowing the da ta  
to guide the posterior analysis.
The Gibbs sampler was initialized with starting values, f (0) = 0.48 and = 
3 for each series, reasonable values based on previous m odel-fitting. Individual 
samplers were run for each series using 20,000 iterations with a burn-in period o f
5,000 iterations to produce three distinct sets o f shape and scale posterior
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distributions. Convergence and independence from the starting values were 
checked by CODA (distributions, traces, etc.), the standard tools in such cases.
Non-parametric extension/semi-parametric approach and results
Up to  this point, the approach, the param eter estimation by means of 
OpenBUGS, has been purely param etric. That is, the distribution o f precip itation 
exceedances (of a threshold) has been assumed to be a generalized Pareto 
distribution (GPD). As m entioned in describing our previous param etric 
bootstrap, applying the transformation function for downscaling is not defined 
for values outside the range of pred icted  model exceedances. Furthermore, for 
this reason, the ultimate local-level p redicted distribution m ay not be a 
‘com p le te ’ distribution. Kallache et al. (2011) address this issue by inflating and 
shifting the large-scale series so that Yc and Xc have approxim ately the same 
range before applying XCDF-t. We, however, a d op t a sem i-parametric 
approach where the param etric analysis is supplemented with an empirical 
estimation of values below the defined threshold. This em pirical extension is 
pragm atic solution that avoids the need for shifting or inflating the historic series. 
Our approach can best be explained by a step-by-step description.
First, a sample of simulated exceedances is generated based on both 
model and local-level observations. Next, as described previously, the GPD 
parameters are estimated for each  series under the Bayesian framework. For 
each set of (many) estimates, a GPD or quantile function is ca lcu la ted , 
depending on the series. Next, a non-param etric, empirical CDF is estimated for 
values between some low  ‘buffer’ limit and our extreme value threshold (98.5th
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percentile). For all series, this lower buffer is set a t the 90th percentile  as values 
below  this level are not expected to  a ffec t the extreme va lue predictions. This 
non-param etric ‘extension1 is ca lcu la ted  for all three series, XC,XP, and Yc, and 
com bined with the corresponding param etric distribution. Finally, the XCDF-t 
transformation function is applied to  the three ‘ex tended ’ distributions. The result 
is a ‘com p le te ' distribution o f precipitation extremes ob ta ined  semi- 
parametrically. We note that, on average, very few  values necessitate the non- 
param etric extension, but the simple a ppendage  makes for a more rigorous 
approach. Lastly, w e note that the XCDF-t transformation function used here is 
not the simplified version, the version that assumes the resulting, p red ic ted  
distribution o f extremes is a GPD, but the ‘fu ll’ transformation that assumes no 
m odel form of the downscaled distribution.
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Since our goal is to quantify clim ate change  impacts, our analysis is not 
com plete until return-levels are properly estimated. With the downscaling 
procedure clearly defined and autom ated, estimating return-levels is a simple 
application. For each loca tion /m odel com bination (456), and  for a 
predeterm ined return period, a return-level point estimate is ca lcu la ted  from the 
local-level prediction, pyP' by selecting the appropria tely defined quantile. For 
reasons previously explained, 25-year return periods were used in all cases. So, 
for each station, 15,000 sets of GPD parameters are estim ated via our Bayesian 
model, but, for ease of calculation, this number is further thinned to around 
1,000. For each of these, the sem i-parametric downscaling procedure as above  
is applied and a single 25-year return-level is ca lcu la ted . The result is a set of
1,000 25-year return-level estimates for each  station/m odel com bination. From 
this set, a 90% credibility (confidence) interval is then simply extracted.
In Figure 39 below, return-level estimates and 90% credibility intervals are 
com pared to estimates and con fidence  intervals obta ined from our param etric 
bootstrap procedure for C onnecticu t stations only. From these results, which are 
typical of other New England stations, w e first notice that, com pared  to the 
param etric results, Bayesian return level estimates (red circles) are somewhat 
similar in the vast majority of cases. Next, w e observe tha t Bayesian credibility 
intervals (red lines), com pared to bootstrap intervals (b lack lines), are consistently 
w ider indicating substantial increases in variability of return level estimates. While 
the Bayesian approach was pursued in an a ttem pt to reduce  this variability, this 
result, as illustrated below, was not ach ieved. It is worth mentioning, however, 
that our Bayesian intervals are not perfectly com parab le  to the intervals
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achieved previously. That is, 25-year return level con fidence  intervals ob ta ined 
via param etric bootstrapping assumed the simplified XCDF-t form in which YP is 
assumed to be GPD, while the Bayesian (non-parametric extension) procedure 
m ade no such assumption regarding the downscaled distribution. The 
assumptions associated with the simplified XCDF-t are conce ivab ly  reducing the 
variability of the estimates in an artificial way. Lastly, we observe that the 
Bayesian intervals, com pared to  the bootstrapped intervals, have longer right 
tails. This is consistent with our understanding of the distribution o f return levels, 
and suggests that our credibility intervals, while not very precise, are accura te .
Figure 39: Comparison of Bayesian and bootstrap 25-year return level estimates
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Next, w e com pare Bayesian-derived point estimates for YP and Yc series by 
observing differences in the 25-year return levels. These plots are directly 
com parab le  to those produced previously from param etric bootstrap (and BCa 
adjustment) methods. In Figure 40 below, red and blue markers ind ica te  positive 
and negative changes, respectively, and the size of the marker indicates the
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m agnitude of change. From these results w e notice small increases in the YP 
estimates in many stations, and some larger increases throughout northern New 
England/Maine. Also, for all model combinations, we observe decreases 
(negative differences) throughout Connecticut, a result dissimilar to  that 
obta ined previously via param etric bootstrapping. Despite some general trends 
across model combinations, results d o  appear to be dependen t on cho ice  of 
both GCM and RCM.
Figure 40: Difference in YP and Yc Bayesian 25-year return level estimates.
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Lastly, below  w e com pare the differences in lower bounds o f the 90% 
confidence intervals for the YP and Yc 25-year return levels. Locations marked in 
red identify positive differences betw een return level lower bounds, which
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correspond to significant increases in 25-year return levels from historic to  future 
periods. From the plots below, w e observe blue markers a t virtually all stations, 
and thus little evidence of significant increases be tw een YP and  Yc return-levels. 
These results strongly agree with param etric bootstrap results which also resulted 
in very few  significant increases (red markers). Unlike those results (those 
obta ined from the parametric bootstrapping), however, Bayesian results (below) 
do  not indicate any significant increases (red markers) in C onnecticut/southern 
New England for any model combinations. This is not surprising as the high 
variability in the Bayesian return level intervals were not expected  to reveal many 
significant changes between historic and pro jected periods. Certainly, future 
work in the area will involve identifying methods to reduce such variability and 






Figure 41: Difference in 90% confidence interval lower bound for YP and Yc
Bayesian 25-year return level estimates.
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CHAPTER IX: CONCLUSION AND DISCUSSION
Theoretically, this work is heavily influenced by the work o f both 
M ichelangeli et al. (2009) and Kallache et al. (2011) w ho respectively in troduced 
the CDF-t and its param etric extension to extremes, the XCDF-t. While our work 
and results are m ade possible by these procedures, w e m ake several 
refinements. First, we verify tha t the resulting, downscaled distribution of 
precipitation exceedances is justifiably a GPD. Within the downscaling 
procedure, w e introduce an upda ted  inflation fac to r tha t is suspected to  be 
more robust to high-leverage points. Next, w e extend the procedure to  p roduce 
return level estimates from the downscaled distribution, a w idely interpretable 
estimate critical to climate change im pact assessment. A bootstrapping 
procedure was then employed, and associate measures o f uncertainty were 
produced using both mean correction and BCa adjustments to  acco un t for 
skewness/bias. Furthermore, uncertainty estimates o f future return levels are 
additionally obta ined via downscaling under a Bayesian estimation framework. 
We feel our work is a useful ad junct to  the XCDF-t m ethodo logy and our results 
are a valuable contribution to the c lim ate change  community.
The application of the downscaling was m otivated by the work of 
Douglas and Fairbank (2011) who investigated trends in extreme precip itation for 
stations in northern New England. Like their procedure, our predictions are in the 
form of return levels, but unlike their work, our estimates consider information o f 
the future, the predicted m odel output, as well as current da ta . In their work,
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the authors conclude that coastal areas of northern New England have 
significant increases in maximum precipitation records. Based on differences 
between local-level observations and downscaled future estimates, param etric 
bootstrapping and BCa techniques yield few  significant increases in 25-year 
return level estimates, mostly throughout southern New England. These results, 
however, are highly dependent on m odel choice. In fact, only combinations 
with the RCM3 regional model yield increases corresponding to Douglas and 
Fairbanks’ results. When we extend our procedure to a Bayesian/MCMC 
framework, w e find larger increases in return level estimates throughout northern 
New England and decreases throughout southern New England. Bayesian results 
are also highly dependent on RCM/GCM com bination.
Results from our downscaling procedure are further assessed by observing 
differences in 25-year return level lower bounds betw een station-level historic 
and projected periods. From these comparisons, for both param etric 
bootstrapping and Bayesian estimation of m odel parameters, local-level return 
levels are not found to increase significantly from historic to future periods. 
Differences in return levels from m odel output, on the other hand, exhibit 
numerous, significant increases over the same time periods. The disagreement is 
a concern as our procedure is expected  to yield local-level differences that 
have some correspondence to m odel output differences. This failure to identify 
significant local-level increases is likely due to  the downscaling procedure itself. 
That is, downscaling generally yields w ide con fidence  intervals for local-level 
projections that mask differences from historic periods. As a remedial measure, a 
Bayesian m ethodology was pursued as it was believed that this approach w ould
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yield more precise estimates (narrower intervals) and thus identify local-level 
increases in return levels. However, these Bayesian results were not particularly 
precise and w idespread local-level increases in return levels were never realized. 
Future work will entail developing suitable techniques to  decrease sampling 
variability, to ca lcu la te  more precise estimates, and to ultimately ach ieve more 
meaningful results.
The cho ice of RCM and GCM driver has been shown to  im pact the 
downscaling procedure substantially. While it was not the primary purpose of this 
analysis, we have indirectly illustrated the e ffec t this cho ice  can  have on 
downscaling and clim ate predictions. In their presentation o f guidelines for 
downscaling clim ate variables, Wilby e t al. (2004) note that it is increasingly 
recognized that any comprehensive im pact study should be  founded on 
multiple GCM (or large-scale) m odel outputs. We strongly support this position as 
our analysis illustrates the e ffec t that m odel output can  have on downscaling 
results. Similar findings were reported in Schliep et al. (2009) w ho analyzed 
historic output from six RCMs via a spatial Bayesian hierarchical model. 
Comparing extreme precipitation generated by these models, the authors found 
that while similar spatial patterns for 100-year return level estimates were 
produced, the RCMs yielded substantially different estimates. Similar to our 
results based on model output, differences betw een RCMs w ere also identified 
when accounting for the uncertainty associated with the return level estimates.
Going forward there are additional opportunities to extend and refine our 
work. Most obviously, w e can quantify the e ffec t o f RCM and GCM on
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projections by means o f a functional analysis o f variance, or functional ANOVA. 
Related and recent work in this area has been undertaken by Kaufmann and 
Sain (2010) and Sain e t al. (2010), for example. Such an analysis will hopefully 
quantify the variability in model output a ttributab le  to both RCM and GCM 
effects.
Next, it is generally believed that w inter precip ita tion is caused by large- 
scale atmospheric conditions, while summer precipitation is due to local-scale, or 
regional, processes. Thus, winter and summer predictions m ay be dom inated by 
global and regional model output, respectively. A seasonal analysis may 
produce a more nuanced picture o f results and, depend ing  on the season, 
com m on RCM/GMCs may yield more consistent results. Also, not all models 
have resolved the snow-precipitation conversion, and some models are 
expected  to provide more accura te  w inter precip itation projections. Along 
these lines, Cooley and Sain (2010) analyzed seasonal extreme precip itation in 
the western United States using a spatial Bayesian hierarchical model. Based on 
historic and future output of one RCM, the authors found a general increase in 
100-year precipitation return levels for the w inter season and a significant 
decrease for the summer season. Their results disagree with our local-level 
predictions which identified no significant trend in return levels. However, a 
direct comparison is difficult as Cooley and Sain (2010) based their results solely 
on RCM output and d id  not address the e ffec t of uncertainty on differences in 
return levels between historic and pro jected periods.
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Lastly, the results lend themselves to a regional, spatial analysis. By 
establishing a spatial correlation betw een location parameters, da ta  can  be 
suitable pooled to ‘share’ information and ultimately reduce  variability in return 
level estimates. Also, a smooth spatial process can  be app lied  to the 
parameters o f the pro jected, local-level extreme value distributions to a llow  for 
interpolation at unobserved locations. Cooley et al. (2007) used a spatial 
hierarchical model to create maps of precipitation return levels and uncertainty 
measures in a region of Colorado. The authors identify significant differences 
between the plains and mountains, with m ountain areas having extreme 
distributions with lighter tails and significantly lower return levels. While these 
results are interesting, they are based solely on historic, station observations and 
do  not consider large-scale m odel output. Cooley and Sain (2010), on the other 
hand, analyzed extreme precipitation using a spatial Bayesian hierarchical 
model for RCM output only (mentioned previously). By com bining these 
approaches within a downscaling framework, by considering m odel output, 
historic observations, and the relationship between them, the pooling of da ta  
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