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ABSTRACT
Optical coherence tomography (OCT) can provide high-resolution cross-sectional images for analyzing superficial
plaques in coronary arteries. Commonly, plaque characterization using intra-coronary OCT images is performed
manually by expert observers. This manual analysis is time consuming and its accuracy heavily relies on the
experience of human observers. Traditional machine learning based methods, such as the least squares support
vector machine and random forest methods, have been recently employed to automatically characterize plaque
regions in OCT images. Several processing steps, including feature extraction, informative feature selection,
and final pixel classification, are commonly used in these traditional methods. Therefore, the final classification
accuracy can be jeopardized by error or inaccuracy within each of these steps. In this study, we proposed
a convolutional neural network (CNN) based method to automatically characterize plaques in OCT images.
Unlike traditional methods, our method uses the image as a direct input and performs classification as a single-
step process. The experiments on 269 OCT images showed that the average prediction accuracy of CNN-based
method was 0.866, which indicated a great promise for clinical translation.
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1. INTRODUCTION
Optical coherence tomography (OCT) can achieve high-resolution and cross-sectional imaging of the internal
microstructure in materials and biologic systems by measuring backscattered and backreflected light.1 Com-
monly, for characterizing superficial plaques in inter-coronary arteries, the acquired OCT images are manually
differentiated into four types: lipid tissue (LT), fibrous tissue (FT), mixed tissue (MT) and calcified tissue (CA).2
However, this manual process is laborious and time consuming. The accuracy also heavily relies on the expe-
rience of human observers. To avoid these problems, methods for automatically characterizing plaque types in
intracoronary OCT images should be developed.
Recently, traditional machine learning methodologies have been applied to automatically characterize plagues
from intracoronary OCT images.3,4 For example, Xiaoya et al.3 proposed a least square support vector machine
(LS-SVM) based method to only classify LT and FT tissues for analyzing the plaque thickness. They first
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employed Otsu’s thresholding based method5 to detect the whole plaque tissue area. Then, they selected the
informative gray level co-occurrence matrices (GLCMs)6 and local binary patterns (LBPs) features7 for each
tissue pixel, and inputed them into a LS-SVM-based classifier8 for pixel classification. However, only 9 OCT
images were processed in their experiment, resulting in possible overfitting, although the reported prediction
accuracy was 0.896. Differently, Athanasiou et al.4 employed a random forest (RF) based method9 to classify
plaque tissue into all four types: LT, FT, MT and CA. Their method consists of several steps, such as tissue
area selection with Otsu’s thresholding5 based method, pixel clustering with K-mean algorithm, informative
feature selection based on wrapper feature selection (WRP),10 and pixel classification using a RF-based classifier.
Although this method tries to characterize more tissue types in OCT images, the complex processing pipeline
might prevent it from practical uses.
Currently, deep learning (DL) methods have had a profound impact on computer vision and image analysis
applications, such as image classification,11,12 segmentation,13 image completion14 and so on. Convolutional neu-
tral network (CNN) based deep neural nework, as the most commonly employed DL method, has the advantage
of automatically and intensively extracting features directly from images. In this study, we employ a CNN-based
DL method to automatically characterize plaque tissues from introcoronary OCT images and address the issues
that limit traditional methods.
2. METHODS
2.1 Overview of CNN-based method
As shown in Figure 1, our CNN-based automatic plaque characterization method includes two steps: tissue area
detection and CNN-based pixel classification. First, we used Otsu’s automatic thresholding5 based method to
detect the tissue area in an OCT image. Second, we used a CNN-based classifier to classify each pixel in the
tissue area into five different tissue categories: LT, FT, MT, CA and background (BK). The BK pixel was defined
as the pixel that did not belong to any of the other four tissue types. In the following subsections, we will explain
these two steps in detail.
Figure 1. Overview of the CNN-based method
2.2 Step 1: Tissue area extraction
The individual A-lines acquired by an OCT systems contain the information of the reflected optical energy as
a function of time.15 These A-lines are stored sequentially in a 2-D polar OCT image I with each element
corresponding to a polar intensity data. In a polar OCT image I, the top part corresponds to the area near
gravitational center of the tissue, while the bottom part corresponds to the outer area outside the tissue. In
each of these images, there are some catheter artifact pixels located outside the tissue area. In order to reduce
their interferences on the accuracy of the pixel classification,4 we first need to remove these catheter pixels and
keep only the tissue area. This tissue area extraction procedure includes two steps: lumen border detection and
border expansion.
To detect the lumen border, we first performed Otsu’s automatic thresholding5 to remove catheter artifact
pixels. With such procedure, we obtained a binary image that contains only the zero pixels and nonzero pixels.
Afterwards, we scanned each column in I from the top (gravitational center) to the bottom (outer area), and
stored the first nonzero pixel in each of these columns. Finally, these stored nonzero pixels were connected to
form the detected lumen border.
After extracting the lumen border (inner border), we expanded 1.5 mm, as presented in the reference,4 starting
from this border towards the bottom (outer area), and obtained another border (outer border). The area between
these two borders in the original polar OCT image was considered as the detected tissue area. Finally, in order
to apply CNN-based classifier to these polar OCT images for pixel classification, we transformed these images
from polar to Cartesian coordinates. Due to the border extension, some background pixels were included in this
tissue area. As a result, we classified all pixels in this OCT image into 5 tissue types: LT, FT, MT, CA, and
BK.
2.3 Step 2: CNN-based pixel classification
Having the extracted tissue area, we next employed a CNN-based method to classify each pixel in this tissue
area into one of the five tissue types: LT, FT, MT, CA and BK. As shown in Figure 1, the input of the classifier
is an image patch with the to-be-classified pixel at the center of this patch, and the classifier’s outputs are five
scores which denote the probabilities that each to-be-classified pixel belongs to the LT, FT, MT, CA, and BK
classes, respectively.
Our CNN-based classifier can be modeled as a nonlinear function, py = P (x;θ), which maps a 2-D image
patch x ∈ RH×H to a vector py = (p1, p2, ..., p5)T , where H × H is the size of the OCT image patch. Here,
each pi ∈ [0, 1](i = 1, 2, 3, 4, 5) denotes the probability of the current image patch x belonging to the i-th tissue
category. The mapping also depends on the set of parameters θ = {θ1, θ2, ..., θK}, where K was the total number
of trainable parameters in our classifier.
The network architecture design, network training strategy and data preprocessing strategy of our CNN-
based classifier are presented in Sections 2.3.1, 2.3.2, 2.3.3, respectively. The network architecture design (in
Section 2.3.1) determines the classifier mapping model P (x;θ) and specifies K. The network training strategy
(in Section 2.3.2) describes how to configure values for all the parameters in θ. The data preprocessing strategy
(in Section 2.3.3) introduces the way we generated the training sample (x,py) for our classifier training, and
validation sample for classifier validation.
2.3.1 An architecture of CNN-based classifier
Generally, a CNN-based deep neural network consists of a number of convolutional (CONV) layers followed by
a number of fully connected (FC) layers. The CONV layers extract the high-level features from an image patch,
then the classification is performed on these features by use of the FC layers. In this study, trial and error
method was used to identify the CNN architecture to avoid the overfitting problem, and the number of CONV
layers and that of FC layers were set to 9 and 2, respectively.
The network architecture employed in this study is shown in Figure 2. For description convenience, we defined
a CONV block as a sequence of layers, which consisted of a CONV layer, a batch normalization layer, and a
ReLu layer. As shown in 2, our network architecture contained 9 CONV blocks and 2 FC layers. 2 max pooling
layers were placed after the 3rd and the 6th CONV blocks, respectively. 1 global pooling layer was placed after
the 9th CONV block. The spatial support of the filter in each of the CONV layers was set as 3 × 3 pixels.
The number of the filters in first three CONV layers was set to 32. In order to compensate for the information
loss caused by max pooling, the number of filters in 2nd three CONV layers and 3rd three CONV layers were
set to 64 and 128, respectively. Two FC layers followed the global pooling layer. The first FC layer included
512 neurons and the second one included 5 neurons. One dropout was set between these two FC layers with a
dropout ratio 0.5 to further avoid overfitting. A softmax layer was placed at the end of our classifier to produce
Figure 2. The architecture of our proposed CNN-base classifier
probability scores. The input of our CNN-based clssifier was OCT image patch (described in 2.3.3). The outputs
of the classifier were 5 probability-like scores.
For this network architecture, the CNN mapping function P (x;θ) is then fixed with K = 550725.
2.3.2 The training strategy of our CNN-based classifier
Given a set of training data, the goal of classifier training is to find a set of parameters θ that minimizes a
loss function that quantifies the average error between the true category of the training data and the category
predicted by the classifier.
In this study, the training dataset consisted of N image patches {x(i)}, i = 1, 2, ..., N . Each image patch x(i)
was categorized as one of the five tissue types: BK, LP, FT, MT and CA, and corresponds to a one-hot label
vector y(i) as defined in Table 1. The cross-entropy loss function L{x(1),...,x(N)}(θ) was employed:
L{x(1),...,x(N)}(θ) = −
1
N
N∑
i=1
wiy
(i)T logP (x(i);θ), (1)
where wi is the weight for the i-th training data. For a given x
(i), if this patch belongs to class j, wi will be
defined in Eq. 2,
wi =
1
Mj∑4
j=0
1
Mj
, (2)
where Mj is the number of training data that belong to class j(j = 1, 2, ..., 5). The weight wi was utilized to
compensate for the fact that the training data with minor classes have less opportunities to update the classifier
parameters.
The training of our classifier can be defined as an nonlinear optimization problem:
θˆ = arg min
θ
L{x(1),...,x(N)}(θ). (3)
We employed the momentum stochastic gradient descent (SGD)16optimizer to solve the Eq. 3. The parameter
θi was updated as:
θt+1i = λθ
t
i + (1− λ)(−η
∂Lt
∂θi
), (4)
where θti denotes the value of θi at t-th iteration, η is the learning rate which controls the speed of update, and
momentum λ ∈ (0, 1] determines the degree that the previous gradients are incorporated into the current update.
∂Lt
∂θi
is the gradient provided by one batch of training data at the t-th iteration, which can be calculated by use
of the backpropogation algorithm.17 In this study, the learning rate η and momentum λ were set to 0.0001 and
0.9, respectively. The batch size was set to 216.
Table 1. One-hot true label vector for the five tissue types
Class (Tissue type) Label yT
class 1 (BK) (1, 0, 0, 0, 0)
class 2 (LP) (0, 1, 0, 0, 0)
class 3 (FT) (0, 0, 1, 0, 0)
class 4 (MT) (0, 0, 0, 1, 0)
class 5 (CA) (0, 0, 0, 0, 1)
2.3.3 Data preprocessing
The training and validation data employed in our classifier training were image patches generated from Cartesian-
coordinate OCT images.
At each iteration of parameter update defined in Eq. 4, we randomly extracted a patch with size 51 × 51
from each of OCT images in the training set. Each image patch and its corresponding class label were paired as
a training sample. These generated training samples were formed as a training batch to update the parameters.
To mitigate overfitting, we augmented the OCT images for every 200 iterations by using image rotation with a
random degree in range [0, 50].
Additionally, at each iteration, a set of validation samples were generated by randomly extracting 1000
51 × 51 image patches from each of the OCT images in the validation set. These validation samples were used
for model selection during the classifier training. The training of our CNN-based classifier took about 3 millions
of iterations. During this period, the parameters that resulted in the best prediction accuracy on the set of
validation samples were considered as best parameters, and these parameters will be used for the performance
evaluation of the classifier.
3. EXPERIMENTAL RESULTS
The image set used in our experiment contained 269 OCT images acquired from 22 patients. Each OCT image
had a ground truth counterpart, which indicated the class label for every pixel in this OCT image. These ground
truth data were manually established by expert observers. The fractions of pixels in each class in the whole
ground truth data are shown in Figure 3.
The training and validation of our CNN-based classifier were performed on a NVIDIA Titan X GPU with
12GB of VRAM. Software packages used in our experiments included Python 3.4, Keras 2.0 and tensorflow 1.0.
In order to evaluate our CNN-based method, we first randomly shuffled OCT images and evenly divided them
into 5 non-overlap subsets. Then we performed the 5-fold cross validation18 method on these image subsets to
avoid the evaluation variance.
In this study, we used a sensitivity metric to evaluate the classification of each tissue type, which was defined
by:
Sen =
TP
TP + FN
(5)
where TP is the number of true positive predictions, while FN is the false negative predictions. As shown in
Figure 4, the average prediction sensitivities for the background and FT tissue classes can both achieve over
0.9. For tissue LP and MT, the average prediction sensitivities are over 0.6. However, the prediction sensitivity
for CA tissue type is lowest, this might be due to the tiny ratio (0.016 shown in Figure 3) of the CA pixels in
the dataset.
pixel	class BK LT FT MT CA
fraction 0.63512405 0.17598521 0.10390137 0.068969 0.01602037
Figure 3. The fractions of pixels in each class
pixel	class BK LT FT MT CA average
sensitivity 0.96773332 0.60591531 0.90307644 0.66634262 0.25572475 0.86629685
Figure 4. Sensitivity performance
Figure 5. The tissue classification on two example OCT images. FT: dark green; LT: red; MT: light green; CA: white.
Each column shows respectively the original OCT images, ground truth characterization images and the CNN-based
characterization results in our experiments, respectively.
Figure 5 gives two classification examples. It shows that the characterization results with our proposed
method are close to the ground truth ones.
4. CONCLUSION
In this study, we developed a CNN-based method for automatic plaque characterization on OCT images. Our
method can extract informative features directly from OCT image patches for pixel classification. Experimental
results showed that the average pixel prediction accuracy was 0.866. We also demonstrated that our proposed
method can detect the background and FT tissue regions with a sensitivity of over 0.9. These results show that
the CNN-based automatic tissue segmentation method holds great promise for clinical translation. In future, we
will acquire more OCT images and use them to retrain our CNN classifier, in order to improve the classification
accuracy for LT, MT and CA classes.
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