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ABSTRACT 
The purpose of this project was to perform research on energy efficiency. The work 
addressed improvements in methods to verify post-retrofit energy savings using available 
data on existing buildings. Common methods for determining energy savings were classified 
and a new, non-traditional method developed. 
Energy savings can be determined by first documenting the performance of the existing 
building before a retrofit is implemented. Pre-retrofit information, such as utility, occupancy, 
and weather data, is used to develop a baseline model of how much energy the building 
would have used if the retrofit had not been made. Then, the energy savings can be calculated 
as the difference between the baseline model (using post-retrofit input information) and the 
actual post-retrofit energy use. 
The work for this project included a thorough literature search for methods and 
procedures to verify energy savings. Each method was assessed for cost, ease of use, 
accuracy, amount of data needed, computer power needed, noise tolerance, ability to handle 
missing data, etc. A new method for predicting energy use in buildings from existing data, 
based on genetic programming, was developed. A data acquisition system was installed in the 
Town Engineering Building and all models were tested using data from this building as well 
as the Ankeny Southeast Elementary School building. 
In the results obtained from the Town Engineering Building, the complex methods such 
as the neural networks and genetic programming showed better performances than simple 
methods such as the degree day and bin methods. In the results of the Ankeny School, 
X 
however, the complex methods did not show their advantages. This might have been caused 
by poor data quality. 
The most critical challenge that this research faced was the large quantity of missing 
data. Because of this, advanced methods such as neural networks and genetic programming 
could not take advantage of their ability to use more detailed data. In this regard, improving 
the data collecting system, or taking more channels of data may be desirable. Future research 
could enhance the reliability of the method evaluations by using more detailed data. In 
addition, it may be possible to design standard procedures for applying the new method, 
genetic programming, to predict building energy consumption. 
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CHAPTER 1. INTRODUCTION 
The HV AC industry has been working for decades to decrease building energy use, 
which accounts for nearly a third of the total energy consumption in the United States. New 
chillers, boilers, and control systems are designed, and these components are integrated into 
appropriate systems to increase the efficiency of energy utilization. New buildings 
constructed using advanced materials, equipment, controls, building design and maintenance 
technologies could use as little as a quarter of the energy of conventional buildings of the 
same size (Bevington and Rosenfeld 1990). However, the enormous number of existing 
buildings would be the main source of energy and cost savings, since over 80 percent of 
commercial buildings are more than a decade old (Kissock et al. 1998). 
Performance contracting, in which an Energy Service Company (ESCO) retrofits 
existing buildings and legally guarantees energy savings over a specified time period, has 
helped reduce building energy usage. According to the North-American Energy Management 
and Verification Protocol (NEMVP), energy savings could be over $20 billion annually in 
the United States alone. 
As an important part of performance contracting, the calculation of energy savings as 
promised by the contractor often becomes ambiguous to the client since utility bills can 
change extensively from month to month and year to year even if no retrofits have been 
made. Therefore, both contractor and client must agree on reliable, unbiased methods for 
computing the savings to ensure mutual business satisfaction. 
Besides practical applications, these methods for verifying and quantifying energy 
efficiency improvements can also be used for research purposes, where energy savings must 
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be documented to determine the performance of various energy conservation measures 
(ECMs). 
To determine the energy savings created by a retrofit, we must subtract the post-retrofit 
energy usage from the baseline (pre-retrofit) usage, after adjustments are made to the 
baseline usage for variations in weather-related variables and/or non-weather-related 
variables, depending on the complexity of the method. According to Kissock et al. (1998), 
the actual savings could be calculated as: 
(1.1) 
where 
m is the number of periods (hour, day, week or month) in the post-retrofit period, 
EPre,j is the pre-retrofit energy use predicted by the baseline model per period, and 
EPost,j is the measured post-retrofit energy use per period. 
The baseline models, which can tell how much energy the building would have used if 
the retrofit had not been made, require very little building design data and are not usually 
building simulation models. Presently, there are several methods available for estimating 
energy savings such as the degree day method, bin method, regression analysis, calibrated 
simulations, and artificial neural networks (Claridge 1998). These methods differ primarily in 
the definition of the baseline models that are used to determine the magnitude of the energy 
savings. For most methods, the baseline models are set up using pre-retrofit information such 
as utility, occupancy, and weather data. 
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This chapter introduces some problems existing with the methods currently being used, 
addresses objectives of this research project, and reviews past studies related to baseline 
definitions and method evaluations. Based on the literature review, the approaches to the 
project are devised and the research procedures are identified. 
Problem 
A major problem encountered when verifying the effects of energy efficiency 
improvements is that systems change with time - seasonally, weekly, daily, and hourly. The 
varying loads and uses of building systems interact with complicated building dynamics 
(such as thermal mass and transient performance of equipment) that affect energy use by all 
systems. Changes in outside temperature, humidity, solar, and wind affect energy use in most 
buildings. In other buildings, energy use can be dominated by varying internal loads related 
to the usage of the building. Generally, the least expensive, easier-to-use methods such as 
degree day and bin methods, do not take into account the building dynamics, solar radiation, 
wind, etc., and have significant errors for building energy predictions. The more expensive, 
hourly methods can reduce error to a desired range. 
Project Objective 
The objective of this project, which is sponsored by Iowa Energy Center (IEC), is to 
assess and improve methods for verifying post-retrofit energy savings using available data on 
existing buildings. This project has three major parts: (1) document available methods for 
predicting building energy use from existing data, (2) develop a new method, and (3) 
experimentally evaluate all methods. 
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Literature Review 
In order to develop appropriate approaches to this project and document available 
methods for verifying energy efficiency improvements, a thorough literature search was 
conducted. 
First, the references associated with the protocols for building energy monitoring 
projects were employed as the guidelines for project planning, experimental approaches, data 
collection and analysis. Second, current methods for predicting building energy use, from the 
simplest degree day and bin methods to the artificial neural networks, were documented from 
related articles. 
Building Energy Monitoring 
Building energy monitoring is an important component of verifying energy efficiency 
savings. In a study by Mixon ( 1989), the concept for protocols as guides for monitoring 
building energy activities was defined. Although various building monitoring methods can 
have different purposes and other aspects, they have some common issues that allow 
protocols, including methodologies and procedures, to be normalized (ASHRAE 1995). 
Most monitoring procedures involve the following four activities: (1) planning, (2) 
instrumentation, (3) data collection and (4) data analysis. They usually use one or more of the 
following general experimental approaches (ASHRAE 1995): 
On-Off. The on-period (retrofits activated) energy consumption is compared to the off-
period (retrofits deactivated) consumption (Woller 1989; Cohen et al. 1987). 
Before-After. Building energy usage is monitored before and after new retrofits are 
installed (Kissock et al. 1992). 
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Test-Reference. Two identical buildings except that one includes retrofits, are 
monitored simultaneously and the energy consumption data collected from both buildings is 
compared (Levins and Karnitz 1986). 
Simulated Occupancy. Certain standard profiles for temperature set points, internal 
gains, and moisture release etc. are assumed and introduced into the building by computer-
controlled devices to eliminate noise from occupancy effects (Levins and Karnitz 1986). 
Nonexperimental Reference. The reference for assessing the performance of a building 
is derived nonexperimentally by using a database of energy use per unit area based on some 
building-type classification (MacDonald and Wasserman 1989). 
Engineering Field Test. A particular piece of equipment is well instrumented and tested 
in the building for reliability, maintenance requirements, and comfort and noise levels, as 
well as energy use. 
Among these approaches, the Before-After method is mostly used for retrofit 
evualuation. It requires no reference building but data must be collected for more than one 
heating/cooling season. A model-based analysis is often necessary for this approach and the 
model must account for the weather and other changes between the two periods (before and 
after). 
Data collection, as one of the four steps in a building monitoring project, must be 
planned carefully within budget constraints. Harbel et al. (1998) developed four levels of 
metering systems for the Texas Loan to Save Taxes And Resources (LoanSTAR) program. 
These levels that specify the necessary data requirements according to the amounts of 
available funds are: 
• Level 0: Facility whole-building(s) monthly utility data. 
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• Level 1: Whole-building and limited submetered hourly data. 
• Level 2: Moderate submetered hourly data. 
• Level 3: Detailed submetered hourly data. 
Once data has been collected for a building, there are many methods that can be used to 
model the energy use of that building. Some of the methods have been used for energy 
calculations for decades, while some new methods have emerged in the past few years. 
Degree Day and Bin Methods 
In the mid-1960s, the degree day and bin methods were the only accepted methods for 
calculating building energy usage and were used for calculating heating energy only (Ayres 
and Stamper 1995). Especially, the bin method was the earliest method widely used for large 
buildings (Claridge 1998). Although they are still being used for assessing the effects of 
energy improvements, these two methods are prone to significant errors, and energy users 
and researchers can not be confident that savings are being properly assessed. 
Many investigators have made efforts to improve the degree day method or the bin 
method. Kusuda et al. (1981) modified the degree day method to the Vairable-Base-Degree-
Day (VBDD) method by adding consideration of the interior temperature, internal heat gains 
and sunlight in addition to the outdoor air temperature, which was the only factor concerned 
in the traditional degree day method. Claridge et al. (1987) conducted a study to examine the 
VBDD method on both heating and cooling data collected from houses spread all over the 
United States. They found that although this method did quite well on average, over-
prediction or under-prediction by a factor of two or more was not rare. 
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In order to avoid errors of the degree day method in energy savings calculations caused 
by using only one or two load points at average or full load conditions, Pope (1987) 
introduced a spreadsheet bin method for modeling HV AC savings based on the technique of 
the modified bin method (ASHRAE 1985). In Pope's study, the modified bin method was 
applied to both existing buildings and buildings under design. Pope concluded that the 
modified bin analysis using computerized spreadsheets was "an excellent tool" when used on 
existing buildings to predict energy savings. 
Regression Models 
Regression models developed from measured data, including single-variable regression 
and multivariate regression models, have become popular for determining retrofit savings or 
detecting operational and maintenance (O&M) problems (Katipamula et al. 1998). 
The single-variable regression models, which usually use ambient temperature as the 
only independent variable, have been shown to predict energy consumption in residential 
buildings well (Fels 1986). And in some cases, such models can also be used in commercial 
buildings (Kissock et al. 1993). In a further study, Kissack et al. (1998) described the 
ambient-temperature regression analysis for estimating weather-adjusted retrofit savings in 
commercial buildings and illustrated the proper uses of both linear and change-point models. 
The simple temperature-based regression models are widely used because the weather-
related variables are often the dominant cause of variations in building energy consumption, 
and at the same time, the ambient temperature data can be measured accurately and are 
widely available. However, since some non-weather-related variables, such as internal loads 
and setpoint temperatures, also influence energy consumption in buildings and may vary 
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between the pre-retrofit and post-retrofit periods, Kissack et al. (1998) suggested that their 
effects should also be considered. 
In a study by Katipamula et al. (1998), multiple linear regression (MLR) models were 
used. Beside the outdoor dry-bulb temperature, other variables such as the solar radiation, 
internal heat gains and latent heat gains were also introduced into the models which were 
based on engineering principles. Compared to the single-variable models, the MLR models 
showed an average decrease in coefficient of variation (CV) of about 33 percent. 
MLR analysis generally assumes the regressor variables to be independent of each other. 
However, most variables for predicting energy consumption in buildings are correlated to 
some extent, causing multicollinearity in the models (Reddy et al. 1998). Since 
multicollinearity often leads to uncertainty in the regression models, some statistical 
techniques, including the principal component analysis (PCA) method (Ruch et al. 1993), 
have been utilized to handle such problems. 
Calibrated Simulation 
Calibrated simulation models using DOE-2 or equivalent computer programs are among 
the most accurate methods for estimating building energy savings resulted from retrofits 
(Schuldt and Romberger 1998). 
Simulation methods for HV AC systems were first presented by ASHRAE as early as 
1969, with a later version in 1977. During the early years, computerized simulation was 
restricted to governmental research organizations or large corporations because of the high 
cost and low availability of computer resources (Ayres and Stamper 1995). 
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As computing technology has become more advanced and less expensive, hourly 
simulation programs have been available today at a modest cost. At the same time, cheaper 
data loggers and sensors have made hourly data collection on buildings practical. Engineers 
and architects have now begun to take advantage of hourly simulation programs on personal 
computers (PCs) to evaluate retrofit savings in buildings. 
Katipamula and Claridge (1993) developed simplified calibrated system models to 
measure retrofit energy savings in cases where the pre-retrofit data is not available. The 
models are based on the ASHRAE TC 4.7 Simplified Energy Analysis Procedure (SEAP) 
and calibrated with the post-retrofit energy consumption. 
There are several alternative approaches available for estimating savings with calibrated 
simulations, including test/referee, before/after and measure removal methods. They perform 
best when implemented with DOE-2 (or equivalent) hourly simulations (Schuldt and 
Romberger 1998). 
Haberl and Bou-Saada (1998) investigated techniques for improving calibrated computer 
building energy simulation methods and presented new procedures for calibrating the hourly 
simulation models. These procedures have been shown to produce a low coefficient of 
variation of the root mean squared error (CV (RMSE)) comparable to the hourly neural 
network models (Kreider and Haberl 1994). 
Neural Networks 
Artificial neural networks (NNs) have been used in many different areas. Inspired by 
biological nervous systems, neural networks are composed of simple neurons operating in 
parallel. They can be trained to accomplish a specific modeling function by adjusting the 
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connections between neurons that are also called "weights" (Demuth and Beale 1998). 
Therefore, neural networks can be viewed as a set of powerful non-linear regression tools 
(Claridge 1998). 
Early applications of neural networks by Kreider and Wang (1992) demonstrated the 
successes of NNs as predictors for energy savings for retrofits on commercial buildings. 
They utilized feed- forward networks which require the energy consumption data for the 
immediate past as the inputs. However, when such information is not available, predicting 
energy consumption for several months into the future becomes more difficult and calls for 
the use of recurrent neural networks (Kreider et al. 1995). Although the recurrent networks 
produced about twice the error of nonrecurrent nets in prediction, they were found to be more 
accurate than some classical prediction methods (Kreider and Haberl 1994). 
Krarti et al. (1998) provided a summary of the neural networks methods, including the 
background and example applications for specific cases. 
Research Approach 
Based on the literature review, the Before-After approach was adopted for this project. 
For this approach, building energy savings due to a retrofit are calculated as the difference 
between the modeled post-retrofit energy usage (before) and the actual post-retrofit usage 
(after). The modeled post-retrofit energy usage (before) is based on pre-retrofit data for the 
building. The methods for developing the baseline models (before) can be evaluated based on 
the accuracy of the energy savings predicted (after) by these methods. In this project, no 
retrofits were installed in the buildings, so the energy savings were known to be zero. Each 
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method was then applied to predict the known value of zero post-retrofit energy savings 
using models developed with the pre-retrofit data. 
Project Procedures 
This project has three major parts, as described in the project objectives. 
Document Available Methods. Current methods for predicting building energy use from 
existing data include degree-day, variable degree-day, and bin methods, general regression 
and statistical methods, and neural networks (ASHRAE 1995). A thorough literature search 
of methods and procedures for verifying energy savings was conducted. Cost of 
implementation, ease of use, and accuracy of each method are discussed in Chapter 2. 
Develop a New Method. A new, non-traditional method, genetic programming, was 
developed to predict energy use in buildings from existing data. As an evolutionary 
computation method, genetic programming has proven to handle various problems well. This 
method will be described in Chapter 3. 
Evaluate All Methods. Some of the representative methods, including the newly 
developed method, were evaluated experimentally using data from two buildings - the 
Ankeny Southeast Elementary School and the Town Engineering Building on the Iowa State 
University campus. Data collection on these two buildings will be described in Chapter 4. An 
evaluation of methods, including a comparison of all the methods and a discussion of the 
results, will be illustrated in Chapter 5. 
Finally, the conclusions of the project and the recommendations for future research will 
be presented in Chapter 6. 
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CHAPTER 2. AVAILABLE METHODS 
This chapter documents the methods currently being used for estimating the building 
energy savings. There are many methods available for modeling building energy 
consumption. Some of them such as the degree day and bin methods have been used for 
decades while new methods like artificial neural networks have found uses in this field in the 
past few years. 
Six methods are discussed in this chapter, they are: the degree day method, the bin 
method, linear regression, principal component analysis (PCA), calibrated simulation, and 
neural networks (NNs). 
Following a description summarized from related references, each method is assessed 
for accuracy, cost, amount of data needed, computer power needed, ease of use, advantages, 
and disadvantages, etc. 
Degree Day Method 
Description 
According to Reeves (1981), the traditional degree day formula dates back to around 
1930. It was later developed into the Variable-Base-Degree-Day (VBDD) method by Kusuda 
et al. (1981). 
Degree days are calculated by taking the differences between the average daily dry-bulb 
temperatures and a balance point temperature and summing the differences for a given 
period. The assumption for this method is that we do not need cooling or heating to be 
comfortable when the outdoor air temperature is at the balance point. 
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The balance point temperature is usually set to 65°F (18°C) in the traditional degree day 
method. For variable based degree day (VBDD) method, however, the balance point 
temperature may vary between approximately 55°F and 65°F (13°C to 18°C). Generally, it is 
obtained from the best fit of a regression of degree days vs. loads since its physical 
determinants are usually unknown. 
If an average daily temperature is above the balance point, the balance point is 
subtracted from the average temperature to calculate the Cooling Degree Days. If an average 
daily temperature is below the balance point, it should be subtracted from the balance point 
temperature to calculate the Heating Degree Days. 
Accuracy 
Generally, the degree day method is about 25% error for building energy predictions 
(ASHRAE 1995). 
Cost 
The degree day method requires no on-site instrumentation and little computer power. 
Monthly utility bills for the building and daily weather data for the local area are considered 
adequate for predicting energy consumption using the degree day method. 
Ease of Use 
It is the simplest method used to predict retrofit savings. 
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Advantages 
It is simple and easy to use, and the cost is very low. 
Disadvantages 
Trying to estimate a wide range of operating conditions with a single "average" 
calculation, degree day energy estimation methods are prone to significant errors (Pope 
1987). It is limited to small residential buildings because the more complex commercial 
buildings, with more complicated heating/cooling systems, require more complex methods 
for energy-use prediction (Claridge 1998). 
Bin Method 
Description 
According to Claridge (1998), the bin method was the earliest method widely used for 
commercial buildings. It is based on a detailed calculation of the energy requirements of a 
building at each of a group of temperatures, known as the temperature bins. Typically, each 
temperature bin has a range of 5°F (2.78°C). 
To predict building energy consumption using the bin method, a separate calculation is 
performed for each bin. The hourly energy consumption at each bin temperature, which is 
obtained from the energy usage trend line, multiplied by the number of hours per year or 
month produces the annual or monthly consumption in each bin. The total annual or monthly 
consumption is then calculated as the sum of all bin calculations. 
In a study conducted by Pope (1987), gas meter consumption data was coordinated with 
recorded weather data from the National Oceanic and Atmospheric Administration to 
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develop an average gas trend line of consumption versus average outside temperature. The 
same method was suggested for use with electrical consumption data to produce an electrical 
trend line. After the trend lines were obtained, spreadsheet programs were then used to 
calculate energy use. 
Accuracy 
When the bin method is used to estimate energy conservation alternatives, the actual fuel 
consumption should be within 10 to 15 percent of the total value calculated by the 
spreadsheet. The average should be within 5 to 10 percent if several years of data are 
available, since weather effects have been reduced (Pope 1987). 
Cost 
The bin method requires a knowledge of the number of hours when outside temperatures 
fall within each of the 5°F temperature bins. The actual meter history, including hourly 
outdoor air temperature and energy use data, is also needed to derive the energy consumption 
trend lines. 
Ease of Use 
The bin method needs more data and more calculations than the degree day method. But 
it is still very easy to use since the calculations can be done using spreadsheet programs on 
personal computers. Once a spreadsheet has been done for a building, it can be used as a 
"template" and modified to calculate energy use in similar buildings (Pope 1987). 
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Advantages 
The bin method is as flexible and complex as the analysis requires, so it is not limited to 
small residential buildings as with the degree day method. It is an effective way to predict 
energy consumption of commercial and institutional buildings using a modified bin analysis 
with computerized spreadsheets (Pope 1987). 
Disadvantages 
Generally, the bin method does not take into account the building dynamics, solar 
radiation, wind, internal heat gains, etc (Ayres and Stan1per 1995). Therefore, it tends to 
produce considerable errors. 
Linear Regression 
Description 
Linear regression is a kind of statistical analysis procedure which uses a least squares 
approach to mathematically determine the relations between different variables (Sullivan et 
al. 1987). 
The single-variable regression models with outdoor dry-bulb temperature as the only 
variable can sufficiently model energy consumption in residential buildings (Fels 1986). In 
some cases, these models can also be used in commercial buildings (Kissack et al. 1993). For 
large commercial buildings, multiple linear regression (MLR) models are required since the 
energy consumption becomes a complex function of weather conditions, building 
characteristics, and system characteristics. MLR models incorporate more variables and 
parameters than the single-variable models. By considering some non-weather-related 
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variables, such as solar radiation, internal loads, and set point temperatures, MLR models are 
more accurate and more reliable than the single-variable models. 
In a regression model, a linear baseline equation is usually assumed and used to fit pre-
retrofit data. The equation coefficients are obtained by minimizing the sum of the squares for 
error (SSE). For regression, the coefficient of determination, R2, indicates the goodness of fit. 
As a rule of thumb, the value of R2 should be no less than 0.75 for the purpose of tuning a 
model for performance contracting (Sonderegger 1998). 
Accuracy 
In the Texas LoanSTAR program, simple linear and change-point linear models (one-, 
two-, three-, four-, and five-parameter change-point models) were chosen for retrofit savings 
analysis. The goodness of fit was measured by the coefficient of variation of the root mean 
squared error (CV (RMSE)). The CV was 4.9% for the whole-building electric models; it 
was 13.9% for the whole-building cooling models and 14.6% for the heating models; for the 
Motor Control Center (MCC), the CV was 7.25% (Haberl et al. 1998). 
In a study by Katipamula et al. (1998), the MLR models showed a decrease in CV 
between 10 percent to 60 percent compared to the single-variable models, with an average 
decrease of about 33 percent. 
Cost 
Site installation is required to collect hourly data for the models that predict daily energy 
use. Moreover, the models are reasonable and reliable only if more than six months of data 
are used (Katipamula et al. 1998). 
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Ease of Use 
Although regression modeling approaches are more difficult than the degree day and bin 
methods, they are simpler to develop and easier to use than calibrated DOE-2.1 or simplified 
systems modeling (Katipamula et al. 1998). 
Advantages 
The linear regression models are relatively easy to use, and more accurate and reliable 
than the simplest methods, so they are becoming increasingly popular in determining retrofit 
savings. 
Simple linear and change-point linear models were used to measure retrofit savings in 
the majority of buildings in the Texas LoanSTAR program. Haberl et al. (1998) listed two 
reasons for that: First, the physical basis for selecting such models was that they statistically 
represented thermostatic on/off behavior in many classes of buildings as well as the internal-
external cooling-heating patterns that were observed in many buildings. Second, the 
application of these models could be computerized so that their repeated use became semi-
automated. 
Disadvantages 
Reddy et al. (1998) investigated the uncertainty issue in the estimation of actual 
measured energy savings using the baseline regression models and found that the energy use 
predicted by the models was subject to errors due to model misspecification, model 
prediction errors, and model extrapolation errors. 
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For MLR models, a major disadvantage is the selection of independent variables. The 
variables should be independent of each other for the MLR analysis to be robust. However, 
most variables used in modeling energy use are correlated to some extent, causing 
multicollinearity problems (Reddy et al. 1998). 
Principal Component Analysis 
Description 
Since multicollinearity, which is caused by the correlation between variables in the 
multivariate regression models, often leads to uncertainty in the models, the principal 
component analysis (PCA), a kind of statistical technique, can be utilized to deal with such 
problems. 
Ruch et al (1993) developed a change-point principal component analysis (CP/PCA) 
method for predicting daily whole-building electricity usage in a commercial building. This 
method utilized a principal component analysis (PCA) of intercorrelated influencing 
parameters such as dry-bulb temperature, solar radiation, and humidity in conjunction with a 
change-point model. 
By using the PCA method, the original variables in a regression model are transformed 
into a new set of orthogonal variables, or the Principal Components (PCs). The PCs are 
uncorrelated to each other and are linear combinations of the original variables. They can be 
mathematically ranked by the fractions they account for in the generalized variance of the 
original variables. A PC with sufficiently low variance rank is considered unstable and 
removed from the model without losing much information. After the elimination of unstable 
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PCs, a more statistically stable predictor model is constructed. If none of the PCs is removed, 
the resulting equation will be the same as the original MLR model (Jolliffe 1986). 
Accuracy 
In a study by Ruch et al. (1993), a traditional MLR analysis and the CP/PCA method 
were both used to predict a grocery store's electricity use. The C.V.'s were 3.9 percent with 
PCA and 4. 7 percent with MLR. 
Cost 
Since the PCA generally starts from an MLR model, its cost is almost the same as the 
corresponding MLR model except that the PCA requires additional statistical calculations, 
which may require more expertise and computer power. 
Ease of Use 
It is more difficult to use than the MLR model because of the transformation of variables 
and elimination of unstable PCs. 
Advantages 
According to Ruch et al. (1993), the CP/PCA appears to produce a more stable and 
reliable model, and enable better selection of predictor variables than an MLR analysis. The 
construction of a CP/PCA model is systematic. 
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Disadvantages 
A CP/PCA model is not simple to use. 
Calibrated Simulation 
Description 
Simulation methods for HVAC systems date back to the late 1960s. During the early 
periods, the use of computerized simulation was very limited due to the high cost of 
computer hardware and low availability of both software and qualified personnel. This 
situation has been improved as computing technology becomes more advanced and less 
expensive (Ayres and Stamper 1995). The calibrated simulation models range from 
sophisticated DOE-2 models to simplified system models. 
Calibrated simulation models using DOE-2 or equivalent computer programs are among 
the most accurate methods for predicting retrofit savings (Schuldt and Romberger 1998). 
While they can clearly separate the int1uences of temperature, solar gain, occupants, 
humidity, and scheduling inputs, such models require considerable effort to calibrate to an 
actual building (Ruch et al. 1993). 
Simplified calibrated system models can be used to calculate retrofit energy savings in 
cases where the pre-retrofit data is not available (Katipamula and Claridge 1993). 
Accuracy 
In a study by Haberl and Bou-Saada (1998), the DOE-2. lD building energy simulation 
program was used to test the new calibration procedures. The results showed that the 
simulation models were able to produce an hourly mean bias error (MBE) of -0.7% and a CV 
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(RMSE) of 23.1 % which is comparable with the most accurate hourly neural network 
models. 
Katipamula and Claridge (1993) utilized simplified system models to measure the 
energy savings that resulted from the retrofit of dual-duct constant volume systems (DDCV) 
with energy-efficient variable air volume systems (V AV). In their study, the simulated hourly 
cooling energy consumption from the VA V model was within ±20% of the measured 
consumption. The simulated daily consumption, obtained by summing 24 hours of 
consumption, was more accurate (within ±7% of the measure data). 
Cost 
In the Texas LoanSTAR program, application of DOE-2 to savings analysis was limited 
to only a few buildings due to the added cost of applying such a complex simulation program 
(Habcrl et al. 1998). 
Ease of Use 
Both DOE-2 simulation models and simplified system models are more difficult than 
MLR models. Hourly simulation models such as DOE-2 or BLAST require many inputs, so 
the calibration process can be extremely time consuming and complex. 
In general, calibrated, simplified models have been found to be easier to apply and 
produce results suitable for retrofit savings analysis (Haberl et al. 1998). 
23 
Advantages 
Calibrated simulations can be used to develop hourly models for retrofit savings analysis 
in applications where the pre-retrofit data is not available. The simulation models have been 
shown to be among the most accurate methods. 
Disadvantages 
The hourly models need more detailed data collection than the daily or month models, so 
they are more expensive to develop and use. Significant effort and expertise is required to 
select and calibrate an appropriate model. 
Neural Networks 
Description 
Inspired by biological nervous systems, neural networks are composed of simple 
elements, or neurons, operating in parallel. The connections between neurons, also called 
"weights", are the principal factors in determining the neural network functions. By adjusting 
the value of the weights, a neural network can be trained to accomplish a specific modeling 
function. 
As illustrated in Figure 2.1, a neural network can produce output values from a set of 
inputs. Based on a comparison of the output and target values for the set of inputs, the 
weights are adjusted and the neural network is trained. This procedure is repeated until the 
number of iterations exceeds a given value or a specific goal is met, for example, the MSE 
(mean square error) is within a certain criterion. 
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Early applications of neural networks by Kreider and Wang (1992) have demonstrated 
the successes of feedforward networks as predictors for retrofit savings of commercial 
buildings. However, when information on immediately past energy consumption is not 
available, the prediction becomes more difficult and calls for the use of recurrent neural 
networks (Kreider et al. 1995) 
Input Neural Network 
including connections 
(called weights) 
Adjust Weights 
Target 
Output 
Figure 2.1. illustration of neural network training process 
Multilayer feedforward neural networks are often used with the backpropagation training 
algorithm. According to Demuth and Beale (1998), properly trained backpropagation 
networks tend to produce good answers from new inputs which are not included in the 
training data set. This feature is especially helpful for retrofit savings prediction. 
To describe how the neural networks implement the calculations, a neuron model is 
shown in Figure 2.2. The input p can be either a single scalar or a vector. Correspondingly, 
the weight w will be either a single scalar or a matrix. The input is transmitted through a 
connection and multiplied by the weight to form the product wp. The bias bis simply added 
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to wp, and the sum of the two terms is the net input n to the transfer function[ The functionf 
then takes the argument n and produces the output a. In this model, both w and b can be 
adjusted so that the network will express a desired behavior. This is the central idea of how a 
neural network works. 
Input Neuron (with bias) 
p :w 
I 
n 
f 
a 
b 
a= f(wp+b) 
1 
Figure 2.2. Neuron model 
For backpropagation networks, log-sigmoid, tan-sigmoid and purelin are the three most 
commonly used transfer functions, as shown in Figure 2.3, although theoretically neurons 
may use any differentiable function to generate the output. It can be seen in Figure 2.3 that 
the output of a sigmoid function is limited to a small range, for example, O~ 1 (log-sigmoia) 
or -1 ~ 1 (tan-sigmoia). The linear function purelin is often used in the output layer of a 
network to make large-range outputs possible. 
In the multi-layer feedforward network, each layer has a weight matrix w, a bias vector 
b, an output vector a and a given transfer function[ Outputs of each intermediate layer serve 
as the inputs to the next layer. 
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Figure 2.3. Transfer functions for neural networks: log-sigmoid, tan-sigmoid and purelin 
Generally, a feedforward network has one or more hidden layers with sigmoid transfer 
functions followed by the output layer with a purelin function. Sigmoid layer(s) and a linear 
output layer together with adjustable weights and biases will ensure the networks to 
approximate any function with a finite number of discontinuities. 
Accuracy 
Neural networks were used to predict hourly consumption of electricity, chilled water 
and hot water in a study by JCEM ( 1992). They found that moderately simple networks with 
less than a dozen inputs were able to predict these three hourly, whole building energy end 
uses to with about 5~ 10% CV (RMSE). 
As a rule of thumb, recurrent neural networks have about twice the prediction CV 
(RMSE) of nonrecurrent nets with knowledge of the past few hours of consumption (Kreider 
et al. 1995). 
Normally, the neural network model predicts energy savings within 10 percent of the 
actual savings (Krarti ct al. 1998). 
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Cost 
Detailed submetered hourly data and complex computer programs are required to build 
hourly neural networks. 
Ease of Use 
Neural networks, especially recurrent networks, are difficult to use at because of their 
flexibility (Kreider et al. 1995). Currently, built-in neural network toolboxes have been 
available in some mathematical software such as Matlab and other packages, making it easier 
to develop neural networks. 
Advantages 
Neural Networks have been developed and applied to forecast hourly building thermal 
and electrical energy use for both short and long term periods (Krarti et al. 1998). They are 
very flexible models that can approximate many kinds of input-output mappings (Kreider et 
al. 1995). 
Disadvantages 
Neural networks can not always distinguish structure from noise in the data, and this is a 
serious practical problem (Kreider et al. 1995). 
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CHAPTER 3. GENETIC PROGRAMMING 
A new, non-traditional method, genetic programming, was developed as a part of this 
research project. First, this chapter introduces genetic programming and related references. 
Then, two approaches for implementing the genetic programming method to predict building 
energy usage are provided. 
Introduction 
Genetic programming (GP) is a form of evolutionary computation which automatically 
produces computer code from data (Koza 1992). Built on the theory of biological 
evolution-the Darwinian principle of reproduction and survival of the fittest, genetic 
programming transforms a population of individuals into a new generation through some 
naturally occurring genetic operations such as crossover and mutation. Each individual, 
usually a tree of function and terminal (variable or constant) nodes, represents a possible 
numerical solution to a given problem. Whether the solution is good or bad is indicated by 
the fitness value obtained by evaluating the individual. By generally breeding the population, 
genetic programming will search the space of all possible computer programs composed of 
functions and terminals appropriate to the problem domain, for a very good or best solution 
(Kinnear 1994). 
Growing very rapidly in the few years since 1992, genetic programming has been shown 
to smoothly handle noisy, high-dimensional data in the areas of curve fitting, time series 
prediction, control algorithms, logic programming and various artificial intelligence tasks 
(Kinnear 1994; Angeline and Kinnear 1996). 
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Most genetic programming systems share the following four important features (Banzhaf 
et al. 1998): 
• Stochastic decision making At several stages of the program, such as initializing a 
population and exerting the genetic operators, GP uses stochastic processes and 
probabilistic decision making. 
• Program structures In genetic programming, the functions and terminals (including 
constants and variables) are assembled into an executable variable length program 
structure. The three fundamental structures are tree, linear, and graph structures. Of 
the three, tree structures are used most often in GP. 
• Genetic operators The three principal genetic operators are crossover, mutation, and 
reproduction. 
• Simulated evolution of a population by means of fitness-based selection Fitness-
based selection that determines which individuals could survive in the population is 
the driving force of the evolution. Fitness often is based on the mean-square error 
between the individual output and the target data. 
Generally, there are three major steps in executing genetic programming: 
1. Randomly create an initial population of individuals and find the fitness value for 
each individual. 
2. Repeatedly do the following substeps until the termination criterion has been 
satisfied. 
• Randomly choose 4 to 7 individuals (tournament selection). 
• Sort the selected individuals by their fitness. 
• Copy the best two individuals to the worst two individuals. 
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• Perform crossover between the two individuals and produce two new 
individuals. 
• Based on a mutation probability, perform mutation on these two. 
• Calculate the fitness for the new individuals and return them to the 
population. 
3. The best-so-far individual is designated as the result for the run. 
Implementations 
Since in genetic programming, each individual is usually represented by a parse tree of 
function and terminal nodes, different approaches of this method can be specified according 
to the ways of storing the topology of the tree and the ways of representing an individual 
node. Generally, there are four kinds of approaches: (1) the pointer based implementation, 
(2) the postfix, stack-based approach, (3) the mixfix approach, and (4) the prefix, jump-table 
(PJT) implementation (Kinnear 1994). Among them, two approaches, the pointer based and 
the prefix/jump-table implementations, are used in this project for composing computer 
pro grams for predicting building energy use from existing data. 
Pointer Based Implementation 
A program developed in C++ by Ashlock (1999) was used for this project. This program 
uses a traditional approach for representing the tree structure, pointer-based implementation. 
In this approach, each individual is a parse tree and each node of the tree contains pointers to 
other nodes, as shown in the following structure: 
struct node { 
int type; 
double val; 
node *args[3]; }; 
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//integer type 
//value, mostly used for constants 
//possible arguments, at most 3 
The type field contains an integer type code, the val field holds the value if the node is an 
ephemeral constant, and the args vector holds pointers to three arguments. The available 
node types are listed in Table 3.1. In this table, the arity is the number of inputs to or 
arguments of a function (Banzhaf et al. 1998). 
Prefix/jump-table (PJT) Implementation 
In the C++ program developed by Chen (1999) for this project, a prefix-ordering scheme 
and a jump-table mechanism were employed. According to Kinnear (1994), the prefix/jump-
table (PIT) approach results in a very small overhead per node in both time and space 
compared to the other approaches. 
In the PJT approach, each individual is still a parse tree while each node of the tree is 
simplified to a single integer number, which represents the type of this node. So an individual 
is actually an array of integers. 
The prefix-ordering scheme can be explained in a simple example. Considering a 7-node 
The jump-table mechanism is simply the array of token objects. The class of token is 
defined as: 
class Token { 
public: 
char *Name; 
double ( *Funct) () ; } ; 
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Table 3.1. Available node types in the pointer based implementation 
Name Arity Description 
Con 0 Constants 
Var 0 Variables 
Neg 1 Arithmetic negation 
Com 1 Complement of input: (Com x) is 1-x 
Del 1 Delay operator 
Sin 1 Sine of input 
Cos 1 Cosine of input 
Atn 1 Arctangent of input 
Sgt 1 Square root of input 
UAl 1 Unary ADF (auto defined function) number 1 
UA2 1 Unary ADF number 2 
Add 2 Addition 
Sub 2 Subtraction 
Mul 2 Multiplication 
Div 2 Division 
Max 2 Maximum of arguments 
Min 2 Minimum of arguments 
Eql 2 Equality predicate, returns 1 if true, 0 if false. 
Gtr 2 Greater than predicate, returns 1 if true, 0 if false. 
Les 2 Less than predicate, returns 1 if true, 0 if false. 
Geq 2 Greater than or equal to, returns 1 if true, 0 if false. 
Leg 2 Less than or equal to, returns 1 if true, 0 if false. 
Neg 2 Inequality predicate, returns 1 if true, 0 if false. 
BAI 2 Binary ADF number 1 
BA2 2 Binary ADF number 2 
ITE 3 If then else: if first argument is non-negative, return the 
second argument, otherwise return the third. 
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The token list shown in Table 3.2 is similar to the function list of the pointer-based 
approach except for the ADF items. 
By using the token list table, the prefix-ordering program (+ - x1 x2 * x3 x4 ) 
can be represented by the integer array of (512 513 201 202 514 203 204). 
Table 3.2. List of tokens used in the prefix/jump-table implementation. 
Type Arity Name Function 
1~200 0 Con Constants 
201~255 0 Var Variables X1~Xss 
256 1 Neg Negation 
257 1 Com Complement 
258 1 Sin Sine 
259 1 Cos Cosine 
260 1 Atn Arctangent 
261 1 Sgt Square root 
512 2 Add Addition 
513 2 Sub Subtraction 
514 2 Mui Multiplication 
515 2 Div Division 
516 2 Max Maximum 
517 2 Min Minimum 
518 2 Eql Equality predicate 
519 2 Gtr Greater than 
520 2 Les Less than 
521 2 Geq Greater than or equal to 
522 2 Leg Less than or equal to 
523 2 Neg Inequality predicate 
768 3 ITE If then else 
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The prefix-ordering scheme allows syntax to be maintained in a rule by taking the arity 
of each node minus 1, and summing from left to right, the overall sum on any legal prefix 
expression should be equal to -1. This rule can be extended to subtrees also (Kinnear 1994). 
Both the pointer-based and prefix-ordering/jump-table (PJT) implementations use a tree-
based structure. For this kind of structure, the genetic operators are defined as follows: 
Crossover: Exchange a subtree of one individual tree with a subtree of another. 
Mutation: Chose a node in a tree, replace the existing subtree at this point with a new 
randomly generated subtree, or replace the existing node with a new randomly 
generated node with the same arity. 
Reproduction: An individual is copied and the copy is placed into the population. 
For both approaches, the fitness value is defined as the total sum of square error between 
the individual output and the target data, treating each individual as a baseline model. 
Although using different node representations, the two approaches will follow the same 
three major steps of genetic programming: (1) randomly create a new population of trees, (2) 
iterate the genetic operations until the termination criterion has been reached, and (3) find the 
best individual and designate it as the solution. 
Once the solution is obtained by using the pre-retrofit data, the program represented by 
this solution can be used to predict the post-retrofit energy use. 
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CHAPTER 4. DATA COLLECTION 
To experimentally evaluate the methods for predicting energy use in this project, data 
was collected from two buildings. The two buildings that were used are the Southeast 
Elementary School in Ankeny and the Town Engineering Building on the Iowa State 
University campus. Both of these buildings already have Johnson Controls Metasys control 
energy management and systems and some data has been collected for at least a year on each 
building. This project will also use data obtained from inexpensive data loggers installed in 
the Town Engineering Building. 
In this chapter, data collection on the two buildings will be described, including 
descriptions of the available data and the data quality. The feasibility of using the 
inexpensive data loggers, which have been installed and tested in the Town Engineering 
Building, will then be analyzed. Finally, the treatment of missing data and preparation of data 
files will be presented. 
The Ankeny Elementary School 
The Southeast Elementary School, located in Ankeny, Iowa, was constructed in the 
1960's and covers approximately 38,000 square feet. It has 24 classrooms, a library, a 
multipurpose area, a kitchen, a vocal/music room, a teacher's lounge, a conference room, 
administrative offices, and storage areas. 
During a building energy retrofit project completed in 1997, the original heating and 
ventilation system was replaced by a geothermal exchange heat pump system. In the new 
system, there are a total of 41 water source heat pump units sized from 1 to 10 tons and 5 
36 
circulation pumps. Temperature sensors have been installed to measure the indoor/outdoor 
air temperatures and ground-loop fluid supply/return temperatures. Current transducers have 
been fitted to all the circulation pumps and the 36 heat pumps that serve the classrooms and 
service rooms to record electric currents for energy calculations. Flowstations are installed to 
measure the flow data. There are also one occupancy sensor and one CO2 sensor in each 
room. 
Available Data 
The electricity usage per month and the local degree day information are available on the 
utility bills for the Ankeny Elementary School from July 1997 to June 1998. Since July 1998, 
weather and energy use data has been collected by the Johnson Controls Metasys system 
every IO minutes for the school. One year of complete data, including the outdoor air 
temperatures, electric currents of water pumps and heat pumps, occupancy data of all 
classrooms and service rooms, and on/off data of fans and valves, etc., from July 1998 to 
June 1999 has been recorded and put on the Iowa Energy Center (IEC) ftp site for 
downloading. 
Data Quality 
The data collected from the Ankeny Elementary School for every IO minutes was stored 
in files for every month. Since the total energy consumption data was not available in these 
files, the electric currents of all water pumps and heat pumps were summed and used to 
calculate the total energy usage. From this, a new data file containing the electric currents 
and the outdoor air temperatures was created for each month. In each original file, some of 
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the data points were missing and were marked with "-999". Table 4.1 shows the percentage 
of missing data points in all data points for each month. 
It can be seen from the table that the quality of the Ankeny data is not good. Several 
methods may be applied for handling the missing data so the variables with good or fair 
quality can be used in the baseline model. However, some variables could not be used in 
modeling at all because of poor data quality. For example, the room occupancy, which could 
be an important factor in some models, had just one single constant value besides the 
"-999"s. Therefore, the occupancy data was meaningless for use in any baseline model. 
Table 4.1. Quality of the data collected from the Ankeny Elementary School from July 1998 
to June 1999 
Month Total Data Points Missing Data Points Percent Missing 
July 1998 205344 17754 8.65 
August 1998 205344 37032 18.03 
September 1998 198720 47669 23.99 
October 1998 191952 62189 32.40 
November 1998 198720 96957 48.79 
December 1998 191952 44033 22.94 
January 1999 205344 107801 52.50 
February 1999 185472 67186 36.22 
March 1999 205344 78661 38.31 
April 1999 198720 65556 32.99 
May 1999 205344 102746 50.04 
June 1999 198720 91950 46.27 
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The Town Engineering Building 
The Town Engineering Building, located in the northwestern comer of the Iowa State 
University campus, is home to the Department of Civil Engineering and Construction 
Engineering. Constructed in 1971, this building contains an area of 109,000 square ft. 
The Town Engineering Building uses steam for heating, chilled water for cooling, and 
electricity for other utilities. The Johnson Controls Metasys control system has been 
programmed to record outdoor air temperatures and relative humilities, chilled water supply 
and return water temperatures, chilled water flowrate, electrical power consumption, and 
steam condensate flowrate for every half an hour. 
Available Data 
Monthly utility data, including electrical power, chilled water and steam consumption, 
are available for the Town Engineering Building from July 1997 to February 1999. The 
degree day information for the Ames area can be obtained from the web page of the city of 
Ames at http://www.city.ames.ia.us/electricweb/degrees.html. Since July 1999, meters for 
the steam, chilled water, and electricity usage for the Town Engineering Building have been 
adapted for input to the campus data system and data has been collected for every half an 
hour by the Metasys System (Johnson Control). Mr. Stanley McAndrews, the ISU System 
Control Technician in charge of the Town Engineering Building, provides us with a data file 
in Microsoft Excel format for each month. 
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Data Quality 
In the data files from the Metasys System, missing data points were left blank. Table 4.2 
shows the percentage of missing data points in all data points for each month. 
The causes for the missing data were various. The Network Control Module of the 
Metasys System was offline for a period of time, as was the data collecting PC. For the 
electric data collection, since the meter was not reprogrammed in time after a system 
upgrade, the total energy consumption was not monitored correctly until the middle of 
January 2000. 
Table 4.2. Quality of the data collected from the Town Engineering Building from July 1999 
to May 2000 
Month Total Data Points Missing Data Points Percent Missing 
July 1999 10416 4464 42.86 
August 1999 10416 1488 14.29 
September 1999 10080 2020 20.04 
October 1999 10416 1744 16.74 
November 1999 10080 5270 52.28 
December 1999 10416 2780 26.69 
January 2000 10416 2551 * 24.49 
February 2000 9744 132 1.35 
March 2000 10416 1162 11.16 
April 2000 9968 86 0.86 
May2000 10416 776 7.45 
* The file for January Data was lost but some hard copies were saved. Data could only be 
retrieved partly by Optical Character Recognition (OCR). 
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Feasibility Analysis of the HOBO Data Loggers 
In order to investigate the feasibility of monitoring buildings using inexpensive data 
loggers, a data logging and instrumentation package was assembled and installed in the Town 
Engineering Building in September 1999. The HOBO data loggers ordered from the Onset 
Computer Corporation for under $100 each can take single channel or multiple channels of 
data and store up to 7944 measurements each. These instruments started to monitor the total 
electrical usage, chilled water supply/return temperature and flowrate, and steam condensate 
flowrate at the end of September 1999. All loggers were programmed to collect data every 
half an hour except the event logger, which counted the number of events for a given period. 
About once per month, data collected by the HOBO loggers is read and stored by a HOBO 
shuttle, and then transferred into our computers. 
In order to analyze the feasibility of using the inexpensive HOBO loggers in building 
monitoring project, the cost and reliability of the HOBO data acquisition package was 
studied. 
Cost 
The components included in the data acquisition package installed in the Town 
Engineering Building are listed in Table 4.3. The cost of the HOBO package is less than 
$1,000. The costs of the chilled water and steam condensate that were a part of the Johnson 
Control System were not included in the total cost of the HOBO data acquisition system. 
Considering that the Town Engineering building has a floor area over 100,000 square feet, 
this package is very economical. 
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Table 4.3. Cost of the HOBO data acquisition package 
Item Description Unit Price Quantity Total Cost 
1 Event Logger $85 1 $85 
2 4-channel External Logger $85 3 $255 
3 HOBO Shuttle $159 1 $159 
4 0-600 A AC Current Sensor $80 3 $240 
5 6' Temperature Sensor $25 2 $50 
6 4-20 mA Cable $13 1 $13 
7 2.5 Stereo Cable $6 1 $6 
8 10/box Replacement Batteries $15 2 $30 
9 Boxcar Pro 3.5 (Software) $14 1 $14 
Total $852 
Reliability 
In data files generated by the HOBO data logging system, there were no missing or 
erroneous data points at all. 
To examine the accuracy of their measurements, comparison of data collected by the 
HOBO and Johnson Controls Metasys was made, assuming that the Metasys data is accurate. 
Figures 4.1 and 4.2 show the comparison of the two systems for the electrical power 
consumption and the flowrate data of the chilled water. The electrical power consumption for 
the HOBO loggers was calculated by summing the currents and multiplying 2400 volts. This 
assumes the power factor is one. In the two figures, the profiles of the HOBO data and the 
Metasys data match well with CV (RMSE) less than 20%, demonstrating that the HOBO data 
logging system is reliable. 
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The power for the HOBO data logging system is generally higher than for the Metasys 
system, indicating that the power factor was probably less than one. In any case, the HOBO 
system could be used to compare power readings before and after retrofits assuming that the 
power factor does not change. 
250~---------------------, 
-Johnson 
-··-HOBO 
200 300 4(•0 
Time, hoLJrs 
Figure 4.1. Comparison between the Johnson Control System and the HOBO loggers 
on the power data for the Town Engineering Building 
Figure 4.2. Comparison between the Johnson Control System and the HOBO loggers 
on the chilled water flowrate for the Town Engineering Building 
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Treatment of Missing Data 
One method of handling the missing data is simply getting rid of the missing data points 
and setting up the baseline model using only the good data points. This method works well 
with the weather data. But for electrical energy consumption at the Ankeny School, this 
method will incur large errors since the total energy use is obtained by summing all channels 
of energy data in a certain time period. The energy values will be much less than the actual 
values if the missing data points are just thrown away. 
To increase the accuracy and reliability of the data analysis, a modification was made to 
treat the missing data. This modification is based on the fact that the best estimate of the 
value of a missing data point is the average value for that point in the whole data set. First, an 
average value was obtained for each variable by averaging all good data points for that 
variable. Then, all of the missing data points were replaced by this average value. This 
modification will make the summations more accurate and improve the reliability of the 
results. 
In a preliminary study, baseline models for different methods were developed to predict 
energy use using both unmodified and modified data sets collected from the Ankeny School 
data from July 1998 to June 1999. Two sets of results were thus obtained and compared to 
validate the method of replacing the missing data with the average value. Table 4.4 shows the 
comparison of models developed from unmodified and modified data. According to the table, 
the models appear to be more accurate using the modified data than using the unmodified 
data, although genetic programming can handle both data sets equally well. Based on the 
results of this preliminary research, the modified data sets were used for method evaluations. 
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Table 4.4. Comparison of models using modified and unmodified data from the Ankeny 
School 
Methods Degree Day Bin Linear Neural Genetic 
Method Method Regression Networks Programming 
Accuracy 55.15% 47.30% 43.40% 56.41 % 33.98% 
(Unmodified Data) 
Accuracy 31.48% 44.79% 29.84% 29.21 % 34.82% 
(Modified Data) 
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CHAPTER 5. METHOD EVALUATION 
Among the available methods for predicting building energy consumption discussed in 
Chapter 2, five methods, including the degree day method, the bin method, linear regression, 
neural networks, and the newly developed method of genetic programming were 
experimentally evaluated. 
All five of the methods were evaluated using available data collected from the two 
existing buildings discussed in Chapter 3. In this chapter, a general approach for all methods 
to predict building energy consumption will be presented. Then, the detailed application and 
evaluation will be provided for each method. A comparison of all methods will be made by 
applying them to predict monthly energy consumption using the same pre-retrofit and post-
retrofit data for all methods. A discussion of the results will be given at the end of the 
chapter. 
General Approach 
Data collected from the two existing buildings, the Ankeny Elementary School and the 
Town Engineering Building, was divided into two groups, the pre-retrofit data and the post-
retrofit data. 
For the Ankeny School, one year (July 1998 ~ June 1999) of the complete modified data 
was used in the evaluation process. The first half (1 st ~ 15th) of each of the twelve months 
was classified as the pre-retrofit period, and the second half (16th ~ end) of each month was 
classified as the post-retrofit period. Therefore, both the pre-retrofit period and the post-
retrofit period were each about half a year in length but covered a whole year of weather and 
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occupancy conditions. The classification of pre- and post-retrofit periods for the Ankeny 
School, shown in Table 5.1. For the Town Engineering Building, six months of data (October 
1999, December 1999, February 2000, March 2000, April 2000 and May 2000) were used 
and the pre-retrofit and post-retrofit periods were defined in the same way. 
As discussed in Chapter 1, there were no retrofits installed in the buildings for this 
project. Therefore, the pre-retrofit energy consumption predicted by the methods during the 
post-retrofit period should be the same as the measured energy consumption. So, each 
method was applied to predict the known value of zero post-retrofit energy savings using the 
baseline models developed with the pre-retrofit data. The prediction accuracy of each 
Table 5.1 Classification of pre- and post-retrofit periods for the Ankeny School data 
Month Pre-retrofit Period Post-retrofit Period 
July 1998 1st ~ 15th 16th ~ 31st 
August 1998 1st ~ 15th 16th ~ 31st 
September 1998 1st ~ 15th 16th ~ 30th 
Octa ber 1998 1st ~ 15th 16th ~ 31st 
November 1998 1st ~ 15th 16th ~ 30th 
December 1998 1st ~ 15th 16th ~ 31st 
January 1999 1st ~ 15th 16th ~ 31st 
February 1999 1st ~ 15th 16th ~ 28th 
March 1999 1st ~ 15th 16th ~ 31st 
April 1999 1st ~ 15th 16th ~ 30th 
May 1999 1st ~ 15th 16th ~ 31st 
June 1999 1st ~ 15th 16th ~ 30th 
Total Amount (Days) 180 185 
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method, represented by the monthly percent errors and the CV (RMSE) of the predicted 
results, was then obtained by comparing the predicted energy use to the measured energy use 
in the post-retrofit period. The fitting error of each model was also calculated to see how well 
each method could model the pre-retrofit data. 
Degree Day Method 
To apply the degree day method to predict energy use of a building during the post-
retrofit period, the degree day information and energy consumption data in the pre-retrofit 
period were used to set up a baseline model. The degree day information in the post-retrofit 
period was then input into the baseline model to produce an estimation of the post-retrofit 
energy consumption. 
For the two buildings, the total energy consumption was written as a three-parameter 
linear function of the heating and cooling degree days. 
where 
E is the energy use per month, 
HDD is the heating degree days per month, 
CDD is the cooling degree days per month, and 
c0 ~ c2 are regression parameters. 
(5.1) 
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In this model, the balance point temperature for calculating the degree days was 65°F 
(18°C), which is usually used in the traditional degree day analysis. The heating and cooling 
degree days were calculated in the following way: 
HDD = t (65 -Ta~e,i) (5.2) 
i=l 
CDD = i (ra:e,j - 65) (5.3) 
j=l 
where 
n is the number of days per month in which the daily average temperatures are 
less than 65°F, 
m is the number of days per month in which the daily average temperatures are 
greater than 65°F, 
Ta~e,i is the ith daily average outdoor temperature which is less than 65°F, and 
Ta:e,j is the jth daily average outdoor temperature which is greater than 65°F. 
The daily average outdoor temperature Tave was calculated by simply averaging the 
daily minimum and maximum temperatures of a day(Tave = (Tmin +TrnaJ/2). 
After the degree days were calculated for the pre-retrofit period, the three parameters in 
the baseline model were obtained through a least-square regression of the energy 
consumption vs. the degree days. The model was thus established and used to predict the 
monthly pre-retrofit energy use during the post-retrofit period with the post-retrofit degree 
days. 
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Bin Method 
To apply the bin method to predict energy, the number of hours when outside 
temperatures fell within each of the 5°F temperature bins and the energy consumption for 
each hour were required. In this study, both the pre-retrofit and post-retrofit periods were 
divided into occupied hours and unoccupied hours with different energy consumption rates. 
The hours from 8 a.m. to 5 p.m. on weekdays were considered as the occupied hours and the 
rest were unoccupied hours. For example, from July 1998 to June 1999, the outdoor air bin 
temperatures in the Ankeny area ranged from -20°F to 120°F. Hence, there were twenty-four 
5°F temperature bins. The number of hours in each pre-retrofit temperature bin for the 
Ankeny School is shown in Figure 5.1. 
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Figure 5.1. Histogram of weather data of the pre-retrofit period for Ankeny, IA 
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For each 5°F temperature bin, the average hourly energy consumption for occupied 
hours and unoccupied hours were calculated as the mean of all occupied or unoccupied 
hourly energy consumption data in this temperature bin. Table 5.2 shows the bin spreadsheet 
for the Ankeny School obtained from the pre-retrofit data. This spreadsheet was used to 
predict the monthly pre-retrofit energy use during the post-retrofit period by multiplying the 
average energy use by the number of hours for each bin in the post-retrofit data. A similar 
spreadsheet shown in Appendix B was set up for the Town Engineering Building. 
Linear Regression 
For the linear regression method, a change-point linear model was set up for each 
building using the pre-retrofit data. The total energy consumption was written as a five-
variable function of outdoor air temperature. 
where 
E = c1 T + c2 When T::;; T,) 
E = c3T + c 4 When T > Tb 
E is the energy use per hour, 
T is the outdoor air temperature, 
c1 - c4 are regression parameters, and 
Tb is the change point temperature. 
(5.4) 
(5.5) 
Among the five parameters, c1 to c4 were obtained through regression and the change 
point temperature T,, was obtained though successive substitution. 
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Table 5.2. Pre-retrofit bin spreadsheet for the Ankeny School 
Bin OccuEied Hours Unoccupied Hours 
Temp Freq. Total Average Freq. Total Average 
Range Occur. Energy Use Energy Use Occur. Energy Use Energy Use 
(OF) (Hours) (MWH) (MWH) (Hours) (MWH) (MWH) 
-20~-15 0 0.00 0.00 2 54.26 27.13 
-15~-10 0 0.00 0.00 13 339.39 26.11 
-10~-5 1 28.77 28.77 5 132.90 26.58 
-5~0 5 133.20 26.64 3 68.62 22.87 
0~5 2 49.27 24.63 4 97.35 24.34 
5~10 5 115.36 23.07 18 449.39 24.97 
10~15 9 190.42 21.16 53 1227.06 23.15 
15~20 20 429.95 21.50 81 1682.66 20.77 
20~25 41 827.29 20.18 206 3985.75 19.35 
25~30 68 1256.44 18.48 217 3782.33 17.43 
30~35 80 1133.44 14.17 227 3655.25 16.10 
35~40 46 656.88 14.28 104 1634.14 15.71 
40~45 62 860.10 13.87 172 2546.34 14.80 
45~50 88 1130.30 12.84 325 4542.62 13.98 
50~55 62 742.59 11.98 243 2984.84 12.28 
55~60 86 1048.24 12.19 228 2558.82 11.22 
60~65 74 851.22 11.50 211 2096.69 9.94 
65~70 81 923.51 11.40 369 3037.60 8.23 
70~75 74 889.12 12.02 301 2425.90 8.06 
75~80 51 641.55 12.58 153 1379.72 9.02 
80~85 45 621.72 13.82 107 1105.80 10.33 
85~90 39 592.18 15.18 73 763.99 10.47 
90~95 32 479.62 14.99 59 653.44 11.08 
95~100 34 558.00 16.41 63 654.19 10.38 
100~105 24 380.79 15.87 28 255.57 9.13 
105~110 2 29.95 14.98 22 233.16 10.60 
110~115 1 15.96 15.96 1 7.411 7.41 
115~120 0 0.00 0.00 0 0.00 0.00 
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To use this method, energy consumption data was coordinated with the weather data 
during the pre-retrofit period to develop a scatter plot of consumption versus average outside 
temperature. An initial guess for the change point temperature was made as Tb = 65 °F. The 
data points were then divided into two groups by this change point temperature. Through 
least-square regression, the linear equation E = c1T + c2 was produced by the group with 
temperatures below Tb and E = c3T + c 4 was produced by the group with temperatures 
above Tb. A new Tb was determined by the intersection of the two lines. The model was 
finally obtained by repeating the above steps until the balance temperature converged to a 
fixed value. 
Figure 5.2 shows how the change-point linear regression was applied on the Ankeny 
data and how the change point temperature was determined. Once the baseline model had 
been obtained, it was used to predict the pre-retrofit energy consumption during the post-
retrofit period in the Ankeny School by using the post-retrofit weather data as the new input. 
A similar procedure was used to fit the Town Engineering Building data. 
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Figure 5.2. Change-point linear baseline model for the Ankeny School 
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Neural Networks 
For this project, the neural network method was implemented using a standard 
mathematical package, Matlab v5.0, which had a built-in neural network toolbox. The Matlab 
Neural Network Toolbox provided simple commands for creating, training, and simulating a 
feedforward network. 
The neural network method was applied to the data collected from both buildings for 
evaluation. The Matlab programs for the two buildings are the same with the exception of 
different input matrices. The commands in the Matlab program for the Ankeny School data 
are described below to show how the neural network toolbox works. For the Ankeny School, 
a new network was first set up by the following two commands: 
rand(' seed' ,rem(now,1)* le8 ); 
net= new.ff([l 12; l 31; 0 24; 0 6; -20 1501[100,200,ll {tansig',fansig', ']1Jrelin'}, 'trainrp'); 
The first command correlates the random seed to the current time variable now so that 
each time a new network is set up randomly. The second command creates a three-layer 
network. For this project, there were 100 neurons in the first layer, 200 in the second and one 
neuron in the third (output) layer. The transfer functions for the three layers were tan-
sigmoid, tan-sigmoid, and linear, respectively. The training function for this network is 
trainrp. 
The input vector for the network set up for the Ankeny School had 5 elements 
determined by the available data used for the evaluations. For the Town Engineering 
Building, one additional element, corresponding to the variable of relative humidity, was also 
used. The elements, corresponding variables, and the ranges of the input variables used for 
the neural networks are listed in Table 5.3. 
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Table 5.3. Variables used for neural networks 
Element Variable 
1 Month of the year 
2 Date of the month 
3 Hour of the day 
4 Day of the week 
5 Outdoor air temperature 
6 Relative Humidity (Town Only) 
Range 
1~12 
1~31 
0~24 
0~6 (Sunday through Saturday) 
-20~150°F 
10~90% 
The network was then trained using the cmpmand net= train(net,p1,t1 ), where Pi was 
the input matrix for the network, and t1 was the target output vector. For both buildings, the 
time and weather data shown in Table 5.3 during the pre-retrofit period was assigned to the 
input matrix p 1• The energy use data during this period formed the target output vector t1. The 
training process was repeated until the preset goal ( MSE < £) was met or the maximum 
number of iterations had been reached. For this study, £ was set equal to 0.1. 
After a well-trained neural network was obtained, the post-retrofit energy consumption 
was predicted by applying the sim function on this network: 
a=sim(net,p2 ); (5.6) 
where 
a is the output vector containing the predicted results for post-retrofit period, and 
p 2 is the input matrix containing time and weather data during post-retrofit period. 
The comparison between a and t2 , the vector contained the measured energy use data 
for post-retrofit period, gave the prediction accuracy of the neural network. 
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Genetic Programming 
In order to apply genetic programming in this project, a C++ program was developed 
using the prefix/jump-table implementation, which was discussed in Chapter 3. 
The configuration of key parameters in this program is shown in Table 5.4. Every time 
this program was executed, five complete runs that were independent of each other were 
performed. In each run, an initial population of 1000 individuals was generated randomly, 
genetic operations were repeatedly applied on the 2 individuals selected by the tournament, 
and new individuals were repeatedly produced until the 20th generation had been reached. 
Table 5.4. Configuration of key parameters in the C++ program for genetic programming 
Parameter 
Population Size 
Initial/Maximum Tree Size 
Number of Runs 
Tournament Size 
Number of Generations 
Number of Variables 
Probability of Crossover 
Probability of Mutation 
Value 
1000 
50/100 
10 
7 
20 
5 (Ankeny) / 6 (Town) 
100% 
2% 
Similar to the neural network method, genetic programming used the pre-retrofit data for 
each building as the training data set. Figure 5.3 shows the training process for the genetic 
programming baseline model for the Ankeny School. The fitness of an individual was 
represented by its root mean squared error (RMSE), so lower fitness values are better. After 
the training was over, the fittest individual of all runs was selected as the baseline model. 
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Figure 5.3. Training process of genetic programming baseline model 
Comparison of Methods 
All of the five methods were used to predict monthly energy use so their results could be 
compared, even though the complex methods were capable of predicting daily and even 
hourly energy use. The monthly predictions by the linear regression, neural networks and 
genetic programming method were performed by summing all the hourly predictions. 
First, the fitting errors of all models were computed to compare their abilities to model 
the pre-retrofit data. Then the methods were compared by their abilities to predict the post-
retrofit energy use. Each method was evaluated month by month with results expressed as 
percent errors. Finally, the overall performance of each method represented by CV (RMSE) 
was calculated. The comparison of methods for fitting errors using the Ankeny School data is 
shown in Table 5.5 and the comparison for prediction errors is shown in Table 5.6. For the 
Town Engineering Building, the comparison of methods for fitting errors is shown in Table 
5.7 and the comparison of methods for prediction errors is shown in Table 5.8. 
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Table 5.5. Comparison of methods for fitting errors (Ankeny School) 
Pre-retrofit Actual Energy Use Calculated by the Models (MWH)/Percent Error 
Period Energy Use Degree Day Bin Linear Neural Genetic 
(1st half) (MWH) Method Method Regression Networks Programming 
Jul-98 2768.09 2435.04 3829.19 3901.13 2871.57 3759.89 
12.03% 38.33% 40.93% 3.74% 35.83% 
Aug-98 3010.82 2979.00 3644.86 3655.01 3012.52 3763.97 
1.06% 21.06% 21.40% 0.06% 25.01% 
Sep-98 3708.42 3322.01 3692.53 3625.54 3659.31 3758.51 
10.42% 0.43% 2.23% 1.32% 1.35% 
Oct-98 4439.75 4746.83 4211.08 4181.40 4464.32 4477.59 
6.92% 5.15% 5.82% 0.55% 0.85% 
Nov-98 4994.32 5199.98 5040.00 4993.17 4986.76 4943.20 
4.12% 0.91% 0.02% 0.15% 1.02% 
Dec-98 5454.72 5229.21 5104.57 5157.06 5459.97 5491.70 
4.13% 6.42% 5.46% 0.10% 0.68% 
Jan-99 7829.44 6484.22 8304.29 7338.64 7830.89 6156.42 
17.18% 6.07% 6.27% 0.02% 21.37% 
Feb-99 5960.86 5804.59 5994.72 6176.50 5968.37 5803.63 
2.62% 0.57% 3.62% 0.13% 2.64% 
Mar-99 5690.47 5944.77 6225.69 6392.30 5722.67 5917.20 
4.47% 9.41% 12.33% 0.57% 3.98% 
Apr-99 4537.66 4828.60 4431.17 4363.75 4476.76 4350.58 
6.41% 2.35% 3.83% 1.34% 4.12% 
May-99 4068.14 4381.97 3648.48 3602.26 4134.09 4323.64 
7.71% 10.32% 11.45% 1.62% 6.28% 
Jun-99 4478.47 5584.95 3571.69 3551.03 4350.83 4318.19 
24.71% 20.25% 20.71% 2.85% 3.58% 
CV (RMSE) 12.31% 11.42% 12.30% 0.96% 13.46% 
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Table 5.6. Comparison of methods for prediction errors (Ankeny School) 
Post-retrofit Actual Energy Use Predicted by the Models (MWH)/Percent Error 
Period Energy Use Degree Day Bin Linear Neural Genetic 
(2nd half) (MWH) Method Method Regression Networks Programming 
Jul-98 3062.61 2260.89 4064.03 4188.42 4352.30 4831.00 
26.18% 32.70% 36.76% 42.11% 57.74% 
Aug-98 6832.68 3691.79 3904.99 3825.51 4445.97 4819.99 
45.97% 42.85% 44.01% 34.93% 29.46% 
Sep-98 3712.87 3509.13 3736.44 3673.09 4341.98 4533.79 
5.49% 0.63% 1.07% 16.94% 22.11 % 
Oct-98 4380.82 4735.35 4531.84 4469.26 4770.27 5665.93 
8.09% 3.45% 2.02% 8.89% 29.33% 
Nov-98 4912.42 5050.53 4738.90 4713.93 4764.98 5679.63 
2.81% 3.53% 4.04% 3.00% 15.62% 
Dec-98 7978.55 6076.54 6831.99 6799.18 7106.65 7309.01 
23.84% 14.37% 14.78% 10.93% 8.39% 
Jan-99 7423.25 6066.65 6852.24 6900.84 6841.99 7355.22 
18.28% 7.69% 7.04% 7.83% 0.92% 
Feb-99 5341.66 5805.82 5672.81 5693.80 5591.01 5833.74 
8.69% 6.20% 6.59% 4.67% 9.21% 
Mar-99 4638.74 5627.31 5944.96 6060.95 5041.24 6663.69 
21.31 % 28.16% 30.66% 8.68% 43.65% 
Apr-99 4380.82 4861.82 4434.43 4406.58 4113.07 5226.82 
10.98% 1.22% 0.59% 6.11% 19.31% 
May-99 4374.45 3809.42 3809.79 3756.06 4370.53 5416.98 
12.92% 12.91 % 14.14% 0.09% 23.83% 
Jun-99 4323.14 3230.79 3602.81 3557.74 4352.40 5067.03 
25.27% 16.66% 17.70% 0.68% 17.21% 
CV (RMSE) 12.97% 22.00% 21.53% 17.58% 21.45% 
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Table 5. 7. Comparison of methods for fitting errors (Town Engineering Building) 
Pre-retrofit Actual Energy Use Calculated by the Models (MWH)/Percent Error 
Period Energy Use Degree Day Bin Linear Neural Genetic 
(1st half) (MWH) Method Method Regression Networks Programming 
Oct-99 421.14 376.21 409.32 406.34 452.00 401.95 
10.67% 2.81% 3.51% 7.33% 4.56% 
Dec-99 311.13 340.07 340.60 350.23 335.56 334.91 
9.30% 9.47% 12.57% 7.85% 7.64% 
Feb-00 386.25 340.60 357.32 351.48 335.29 336.06 
11.82% 7.49% 9.00% 13.19% 12.99% 
Mar-00 316.84 348.32 370.90 370.89 355.61 361.97 
9.94% 17.06% 17.06% 12.24% 14.24% 
Apr-00 306.73 331.34 357.57 356.02 357.83 346.44 
8.02% 16.57% 16.07% 16.66% 12.94% 
May-00 624.32 629.85 530.68 531.31 530.15 533.22 
0.89% 15.00% 14.90% 15.08% 14.59% 
CV (RMSE) 9.19% 14.40% 14.77% 14.84% 14.06% 
Discussion 
The Ankeny Elementary School 
According to the results shown in Tables 5.5 and 5.6, simple methods like the bin 
method were almost as accurate as complex methods like neural networks and genetic 
programming when they were used to predict monthly energy consumption, and the simplest 
method, the degree day method, performed the best. One reason why the complex methods 
did not show their advantages on prediction accuracy is that data for some useful variables, 
such as relative humidity, solar radiation, and wind, etc., was not available either 
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Table 5.8. Comparison of methods for prediction errors (Town Engineering Building) 
Post-retrofit Actual Energy Use Predicted by the Models (MWH)/ Percent Error 
Period Energy Use Degree Day Bin Linear Neural Genetic 
(2nd half) (MWH) Method Method Regression Networks Programming 
Oct-99 409.66 324.14 385.52 380.91 424.06 371.60 
20.88% 5.89% 7.02% 3.51% 9.29% 
Dec-99 377.30 348.28 304.82 386.90 358.54 369.09 
7.69% 19.21 % 2.55% 4.97% 2.17% 
Feb-00 321.08 329.03 323.19 320.25 319.20 308.50 
2.48% 0.66% 0.26% 0.58% 3.92% 
Mar-00 336.40 328.81 371.82 370.03 365.83 357.93 
2.26% 10.53% 10.00% 8.75% 6.40% 
Apr-00 474.05 319.31 532.14 412.03 410.83 410.60 
32.64% 12.25% 13.08% 13.33% 13.39% 
May-00 656.12 583.82 532.14 535.00 581.19 539.20 
11.02% 18.90% 18.46% 11.42% 17.82% 
CV (RMSE) 20.17% 16.75% 14.95% 10.95% 14.68% 
because of the poor data quality or due to the lack of instrumentation. Generally, the complex 
methods would have had higher accuracy if more variables were included in the models. 
The Town Engineering Building 
From the results shown in Tables 5.7 and 5.8, all method had very close fitting errors. 
But in prediction errors, the complex methods, especially the Neural Networks, had lower 
errors than the degree day and bin methods. For the Town Engineering Building, the neural 
networks and genetic programming methods used more variables than the simple methods, 
which might be the cause of their better performances. 
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CHAPTER 6. CONCLUSIONS 
Summary of Result 
The objective of this research project was to assess and improve methods for verifying 
post-retrofit energy savings using available data on existing buildings. 
This project had three major parts: (1) document available methods for predicting 
building energy use from existing data, (2) develop a new method, and (3) experimentally 
evaluate all methods. First, six methods currently available for predicting building energy 
use, including the degree day method, the bin method, linear regression, principal component 
analysis, calibrated simulation, and neural networks, were documented and assessed for 
accuracy, cost, amount of data needed, computer power needed, ease of use, advantages, 
disadvantages, etc. Then the new method, genetic programming, was developed as a C++ 
program and applied for energy savings predictions. Finally, five methods, including the 
newly developed method, were experimentally evaluated using data collected from two 
existing buildings, the Ankeny Southeast Elementary School and the Town Engineering 
Building. All of the five methods were used to predict monthly energy use and their results 
were compared. 
According to the results obtained from the Ankeny School data, simple methods like the 
bin method and the linear regression were almost as accurate as complex methods like neural 
networks and genetic programming when they were used to predict monthly energy 
consumption. The simplest method, the degree day method, performed the best. One reason 
why the complex methods did not show their advantages on prediction accuracy is that data 
for some useful variables, such as relative humidity, solar radiation, and wind, etc., was not 
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available either because of the poor data quality or due to the lack of instrumentation. 
Generally, the complex methods would have had higher accuracy if more variables were 
included in the models. 
From the results of the Town Engineering Building, all method had very close fitting 
errors. But in prediction errors, the complex methods, especially the neural networks, had 
lower errors than the degree day and bin methods. This is probably because the neural 
networks and genetic programming methods used more variables than the simple methods. 
Challenges Faced in this Research 
Like all research studies, there were many challenges during the process. It is important 
to identify these challenges so that future research in this area can advance to the next level. 
The most critical challenges that this research faced were: (1) the large quantity of missing 
data, (2) insufficient time and data, (3) limitation of computer power. 
Generally, advanced methods, such as neural networks and genetic programming, are 
more accurate than simple methods like the degree day and bin methods because of the 
additional variables involved in the models. In the research on the Ankeny Elementary 
School, however, the large quantity of missing data prevented some useful variables, such as 
the occupancy data of all rooms in the school, from being used in these complex methods. 
Another problem encountered in this research was the lack of time and data. As 
discussed in Chapter 4, the power meter used with the Metasys system in the Town 
Engineering Building was not correctly reprogrammed until January 2000. Also, the HOBO 
logging package was installed in this building in September 1999. Therefore, the Town 
Engineering Building had less than one year of data available for this study. Also, 
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instruments for measuring variables like the solar radiation and wind were not installed on 
the two buildings. 
The third challenge, limitation of computer power, was especially relevant for genetic 
programming. In the C++ program, the major parameters including the population size, tree 
size, number of runs and number of generations were set to very moderate values due to the 
available computer resources. If more powerful computers were used, these variables would 
have been set much higher and better solutions would probably have been obtained using this 
method. 
By understanding the challenges that have faced in this research, it is hoped that future 
researchers will be more prepared to solve these challenges and, thus, able to improve the 
current methods for predicting energy use. 
Recommendations for Future Research 
There have been numerous studies on the methods for predicting building energy 
consumption. This study documented the available methods and developed a new method 
based on genetic programming. As current methods are improved and new methods are 
introduced, there will be many opportunities in the future to better estimate the building 
energy savings caused by retrofits. 
For future research, improving the data collecting system, taking more channels of data 
for longer periods of time, and studying more buildings may be desirable. The reliability of 
the method evaluations will be enhanced if more data were used. In addition, it may be 
possible to design standard procedures of applying the new method, genetic programming, to 
predict building energy consumption. 
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APPENDIX A. STATISTICAL TERMS 
The Coefficient of Variation of the Root Mean Square Error (CV-RMSE) and Mean Bias 
Error (MBE) are described here. The parameter "p" in the definition indicates the total 
number of regression parameters in the model. In this project, this parameter was assigned an 
arbitrary value of 1 because the number of data points "n" was generally very large in the 
method evaluations. The definitions of these statistical indicators are given below. 
Coefficient of Variation, CV(%) 
:t (y pred,i - Y data,i )2 
i=l 
n-p 
CV(RMSE)=------xlOO 
Yaara 
Mean Bias Error, MBE (%) 
t {y pred,i - YaaraJ 
i=l 
n-p MBE = ---~--x 100 
Y data 
where 
y aara,i is a data value of the dependent variable corresponding to a particular set of the 
independent variables, 
y prea,; is a predicted dependent variable value for the same set of independent 
variables above, 
Yaara is the mean value of the dependent variable of the data set, 
n is the number of data points in the data set, and 
p is the total number of regression parameters in the model (which was arbitrarily 
assigned as 1 for all models). 
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APPENDIX B. PRE-RETROFIT BIN SPREADSHEET FOR THE TOWN 
ENGINEERING BUILDING 
Bin Occu~ied Hours Unoccu~ied Hours 
Temp Freq. Total Average Freq. Total Average 
Range Occur. Energy Use Energy Use Occur. Energy Use Energy Use 
(OF) (Hours) (MWH) (MWH) (Hours) (MWH) (MWH) 
-20--15 0 0.00 0.00 0 0.00 0.00 
-15--10 0 0.00 0.00 0 0.00 0.00 
-10--5 0 0.00 0.00 0 0.00 0.00 
-5-0 0 0.00 0.00 0 0.00 0.00 
0-5 0 0.00 0.00 0 0.00 0.00 
5-10 0 0.00 0.00 0 0.00 0.00 
10-15 0 0.00 0.00 0 0.00 0.00 
15-20 4 4.74 1.18 11 12.61 1.15 
20-25 7 7.57 1.08 44 48.84 1.11 
25-30 74 65.31 0.88 223 209.26 0.94 
30-35 51 49.78 0.98 169 173.30 1.03 
35-40 50 50.80 1.02 147 143.87 0.98 
40-45 47 43.60 0.93 181 169.13 0.93 
45-50 58 51.16 0.88 192 167.82 0.87 
50-55 41 36.24 0.88 147 124.59 0.85 
55-60 26 26.02 1.00 102 94.84 0.93 
60-65 43 52.33 1.22 123 131.04 1.07 
65-70 44 64.17 1.46 122 171.33 1.40 
70-75 36 56.10 1.56 72 121.81 1.69 
75-80 21 37.18 1.77 46 87.96 1.91 
80-85 16 32.58 2.04 46 97.26 2.11 
85-90 2 3.87 1.93 11 23.03 2.09 
90-95 0 0.00 0.00 3 6.29 2.10 
95-100 0 0.00 0.00 1 1.99 1.99 
100-105 0 0.00 0.00 0 0.00 0.00 
105-110 0 0.00 0.00 0 0.00 0.00 
110-115 0 0.00 0.00 0 0.00 0.00 
115-120 0 0.00 0.00 0 0.00 0.00 
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