Abstract. In the Euclidean unit three-ball, we construct compact, embedded, two-sided free boundary minimal surfaces with connected boundary and prescribed high genus, by a gluing construction tripling the equatorial disc. Aside from the equatorial disc itself, these are the first examples in the three-ball of compact free boundary minimal surfaces with connected boundary.
Introduction
The general framework.
Free boundary minimal surfaces in a Riemannian manifold with boundary are defined to be critical for the area functional (under compactly supported perturbations) subject to the constraint that their boundary is contained in the boundary of the manifold. They are minimal surfaces which meet (along their boundary) the boundary of the manifold orthogonally. The simplest examples are the equatorial disc B 2 in the Euclidean closed three-ball B 3 and the critical catenoid K [7] , which is the portion in B 3 of a suitably scaled catenoid in R 3 . Early work on free boundary minimal surfaces was by Courant [4] and subsequently by Nitsche [33] , Taylor [36] , Hildebrandt-Nitsche [14] , Grüter-Jost [13] and Jost [15] .
Further progress has been made more recently: General existence results were obtained by Fraser [10] for disk type solutions, and later by Chen-Fraser-Pang [3] for incompressible surfaces. For embedded solutions in compact 3-manifolds a general existence result using min-max constructions was obtained by Martin Li [30] . The min-max theory for free boundary minimal hypersurfaces in the Almgren-Pitts setting was recently developed by Li-Zhou [31] . Fraser [11, 12] used index estimates to study the topology of Euclidean domains with k-convex boundary and Fraser-Li [6] proved a smooth compactness result for embedded free boundary minimal surfaces when the ambient manifold has nonnegative Ricci curvature and convex boundary. MaximoNunes-Smith [32] used this last result and degree theory to prove the existence of free boundary minimal annuli in such three-manifolds.
In a recent breakthrough, Fraser-Schoen [7] discovered a deep connection between free boundary minimal surfaces in the Euclidean unit ball B n ⊂ R n and extremal metrics on compact surfaces with boundary associated with the Steklov eigenvalue problem. In a follow-up article [9] Fraser-Schoen constructed new examples of embedded free boundary minimal surfaces with genus zero and arbitrary number of boundary components. This motivated a doubling construction of the equatorial disc in the spirit of [27] by FolhaPacard-Zolotareva [5] , where examples of genus zero or one and a large number of connected components are constructed (plausibly the genus zero ones being the same as the Fraser-Schoen examples). Recently more examples desingularizing an equatorial disc intersecting a critical catenoid were constructed by Ketover [29] using min-max methods and N.K.-Li [24] by gluing PDE methods.
There are similarities between closed minimal surfaces in the round three-sphere and the compact properly immersed free boundary minimal surfaces in the unit three-ball. For example in some sense the equatorial disc B 2 and the critical catenoid K in B 3 are analogous to the equatorial sphere S 2 and the Clifford torus in S 3 (1) . B 2 is the unique (immersed) free boundary minimal disk in B 3 by a result of Nitsche [34] , and by a surprising recent result of Fraser-Schoen [8] the unique free boundary minimal disk in B n for any n ≥ 3. Although (as shown by Almgren [1] ) S 2 is the unique minimally immersed topological sphere in S 3 , the analogous result is known (see [2] ) to fail in higher dimensions. This contrast suggests that the free Brief discussion of the results.
Our constructions depend on a large integer m, which determines also the group G[m] of symmetries of the construction; G[m] is an index-two subgroup of the group of isometries of R 3 preserving the union of m lines on the equatorial plane through the center of the ball and arranged symmetrically. More precisely, G[m] is the subgroup preserving alternating sides of the wedges into which these m lines subdivide the equatorial plane. We consider three parallel copies of the equatorial disc, one being the actual equatorial disc and the other two at equal distances above and below. The m lines divide the equatorial circle (boundary of equatorial disc) into 2m equal arcs, the middle points of which form a collection L 0 . We connect the three copies of the equatorial disc with catenoidal bridges (of appropriate size) which have vertical axes through the points of L 0 and alternate connecting the middle disc with the top or the bottom.
This provides connected compact surfaces with connected boundary on the boundary of B 3 , which we call "pre-initial surfaces". These surfaces are then perturbed using a bare-hands approach to the "initial surfaces" which satisfy the required boundary condition (orthogonal intersection with the boundary of the ball) but are only approximately minimal. Finally applying the Schauder fixed-point theorem, we prove that one of the initial surfaces can be perturbed to provide the desired surface (see Theorem 7.40): Theorem 1.1 (Main Theorem). If m is large enough, one of the initial surfaces outlined above can be perturbed to a compact, embedded, two-sided free boundary minimal surface in the unit three-ball which is invariant under G[m] and has connected boundary and genus m − 1. The minimal surfaces obtained tend as m → ∞ to the equatorial disc with multiplicity three and the length of their boundary tends to 6π. 2 . To simplify the presentation in this article we carry out only the case N = 3. Remark 1.3. Tripling constructions (or more generally stacking constructions with an odd number of copies) of any free boundary minimal surface with half catenoidal bridges at the boundary in the manner of the current construction produce examples with the same number of boundary components as the original surface.
Outline of the approach.
The families of the pre-initial surfaces we construct are parametrized by two continuous parameters: one which controls the size of the catenoidal bridges and one which controls the distance of the centers of the catenoidal bridges from the equatorial plane. The choice of these parameters is motivated by the Geometric Principle (see [21, 22] for example) because they control the "dislocation" of the initial surfaces, that is the (vertical) repositioning of the copies of the disc and the catenoidal bridges. Motivated by this, we solve the linearized equation modulo a two-dimensional extended substitute kernel spanned by one function which allows us to solve orthogonally to the constants on the top (equivalently by symmetry the bottom) disc, and one which allows us to ensure decay away from the middle disc. (The decay from the top disc is not obstructed. ) We use a conformal metric in the ball to describe the graphical perturbation of the initial surfaces. This has various advantages and simplifies the treatment of the boundary equation, provided that the initial surfaces intersect the boundary orthogonally. This is easy to arrange by appropriately modifying the preinitial surfaces: the initial surfaces have the same boundary as the pre-initial surfaces but the intersection angle with the boundary of the ball has been corrected to orthogonality.
Organization of the presentation.
Besides the introduction, this article has six more sections. In Section 2, we fix some useful notation. In Section 3, we construct and provide precise estimates for the pre-initial surfaces. In Section 4, we modify the pre-initial surfaces to construct the initial surfaces which we also estimate carefully. In Section 5, we define the ambient conformal metric and study the new graphical perturbations of the initial surfaces. In Section 6, we study the linearized equation on the initial surfaces. In Section 7, we state and prove the main theorem.
Notation and conventions
We will employ standard Cartesian coordinates (x, y, z) on R 3 as well as the radial spherical coordinate r, measuring distance from the origin, and the angular cylindrical coordinate θ, relative to the positive x-axis as usual. We will routinely identify R 2 with {z = 0} ⊂ R 3 and restrict to it the above coordinate functions without relabelling. We set B 3 := {r ≤ 1} ⊂ R 3 , the closed unit 3-ball in R 3 centered the origin, and we set B 2 := B 3 ∩ {z = 0}, the closed unit disc (or 2-ball) centered at the origin in R 2 . We fix a smooth, nondecreasing Ψ : R → [0, 1] with Ψ identically 0 on (−∞, −1], identically 1 on [1, ∞), and such that Ψ − 1 2 is odd. We then define, for any a, b ∈ R, the function
where
Given an open set Ω of a submanifold (possibly with boundary) immersed in an ambient manifold (possibly with boundary) endowed with metric g, an exponent α ∈ [0, 1), and a tensor field T on Ω, possibly taking values in the normal bundle, we define the pointwise Hölder seminorm
where B x denotes the open geodesic ball (or possibly half ball), with respect to g, with center x ∈ Ω and radius the minimum of 1 and the injectivity radius at x; |·| g denotes the pointwise norm induced by g; P x y denotes parallel transport, also induced by g, from y to x along the unique geodesic in B x joining y and x; and d(x, y) denotes the distance between x and y.
Given further a positive function f : Ω → R and a nonnegative integer k, assuming that all order-k partial derivatives of the section T (with respect to any coordinate system) exist and are continuous, we set
where D denotes the Levi-Civita connection determined by g. In this article the vector space R is always endowed with its standard norm |·|, the absolute value, and every product of normed vector spaces is always endowed with the norm defined as the sum of the norms of its factors. Now let Σ be a two-sided hypersurface in a Riemannian manifold (M, g), with global unit normal ν, and let G be a subgroup of the group of isometries of M that preserve the set Σ. We say that a function u : Σ → R is G-odd if for every g :
the last sign depending on whether g preserves or reverses the sides of Σ; similarly we say that u :
Last, for any subset S of a Riemannian manifold (M, g) we write d[S, M, g] : M → R for the function whose value at a point in M is that point's distance to S; when context permits we will frequently abbreviate
. When S is a submanifold of (M, g) (not necessarily a hypersurface), we will sometimes write g| S for the Riemannian metric on S induced by g.
The pre-initial surfaces

Construction.
Given an integer m > 0 let G[m] be the subgroup of O(3) generated by reflection through the plane {y = 0} and by reflection through the line y = x tan π 2m ∩ {z = 0}. In particular G[m] includes (i) the m rotations about the z-axis through angles of the form j 2π m for each j ∈ Z, (ii) the m reflections through vertical planes of the form y = x tan j π m for each j ∈ Z, and (iii) the m reflections through horizontal lines of the form y = tan j π 2m ∩ {z = 0} for each j ∈ 2Z + 1. It will often be useful to isolate the subgroup 
We also define the sets . The surfaces we build will depend on the positive integer m and two additional parameters ζ, ξ ∈ R.
Remark 3.3. Throughout the construction we will define many objects depending on the three pieces of data m ∈ Z + and ζ, ξ ∈ R, but we will routinely suppress this dependence from our notation when there is little danger of confusion.
Given m ∈ Z + and ζ, ξ ∈ R we define the constants τ , a, and z 0 , as well as the functions
(r), and
In the estimate for a the term O m 2 τ 2 satisfies the inequality O m 2 τ 2 ≤ Cm 2 τ 2 for some constant C > 0 independent of ζ, ξ, and m. Motivation for the choice of τ can be found in Section 7.
In a neighborhood of the z-axis the graphs of φ 0 and φ 1 coincide with the lower (φ 0 ) and upper (φ 1 ) halves of the catenoid of waist radius τ centered at (0, 0, z 0 ), but at a distance of order 1 m from the z-axis the lower half levels off to agree with the {z = 0} plane outside a cylinder of radius 1 10m about the z-axis, while the upper half instead levels off to agree, outside the same cylinder, with the horizontal plane which it intersects at a distance 1 20m from the z-axis. We will use translated truncations of these graphs, along with an additional, exactly planar region, to glue together our pre-initial surface.
Specifically we introduce (3.5)
and (x − 1) 2 + y 2 ≥ τ 2 , and
and then define the pre-initial surface
the union of 2m congruent copies, having pairwise disjoint interiors, ofΣ ∩ W [m] = −1 ∪ 0 ∪ 1 . Following Remark 3.3 we will abbreviateΣ[m, ζ, ξ] byΣ whenever context permits. Thus, outside a small tubular neighborhood of L 0 [m] (with radius of order 1/m) the pre-initial surfaceΣ is a union of three horizontal discs close to the equatorial one; on the other hand the intersection ofΣ with a small tubular neighborhood (with radius of order 1/m) of a single line in L 1 is a truncated catenoid cut nearly in half along its axis by the sphere ∂B 3 . Figure 1 . A schematic depiction of (from left to right) the bottom, middle, and top planar regions (defined in (3.16)) of a pre-initial surface with m = 3. The three indented discs are connected through catenoidal strips attaching to the blue and red arcs in alternating fashion. The solid segments indicate vertical planes of symmetry, while the dotted segments indicate horizontal lines of symmetry. Proof. It is clear from the definition that the set C := ∂Σ∩{0 ≤ θ ≤ 2π/m} is connected. The connectedness of ∂Σ then follows from the observations that C intersects its image under rotation about the z-axis through angle 2π/m and that ∂Σ is the union over j ∈ Z of the image of C under rotation about the z-axis by 2jπ/m. By topologically gluingΣ to a homeomorphic copy of itself along ∂Σ (that is doublingΣ in the standard topological sense) one obtains a closed surface of genus 2m − 2, since each of the three discs inΣ extends to a sphere, 2 of the 2m catenoids connect these three spheres, and each remaining catenoid contributes genus to the surface. On the other hand the genus of the topological double of a surface with k boundary components and genus g is 2g + (k − 1), soΣ has genus m − 1.
Catenoidal and planar regions. By construction every pre-initial surface decomposes into overlapping regions, each of which resembles either a catenoid or a plane, truncated and subjected to small perturbations. Modulo the symmetries we have one catenoidal region and two planar regions.
Given s > 0 we write
for the standard cylinder of radius 1 and length 2s, and, recalling the definition of a in (3.4), we define the embedding κ : K a → R 3 by (3.9) κ(t, ϑ) := (1, 0, z 0 ) + τ (− cosh t cos ϑ, cosh t sin ϑ, t) = (1 − τ cosh t cos ϑ, τ cosh t sin ϑ, τ t + z 0 ), where (t, ϑ) are the standard global coordinates for the universal cover of K a . We also define
for large m we can regardΣ cat as a small perturbation of the corresponding half catenoid κ (K + a ).
We write
for the spherical part of the boundary ofΣ cat . It is easy to check from 3.9 that (3.13)
where λ : [−a, a] → R is a height-dependent scaling factor (for the ϑ interval) defined by (3.14)
These curves are small perturbations of two catenaries in the plane x = 1, the images under κ of the vertical lines ϑ = ± 
for the spherical part of the boundary ofΣ i . See Figure 1 for an overhead view of the various planar regions.
For m large enough |z| is small onΣ andπ i :
is a diffeomorphism onto a relatively open subset of B 2 , and its restriction to ∂ S 2Σ i is a diffeomorphism onto a subset of the equator ∂B 2 . Note from (3.4) that the factor 1 − z 2 1/2 is almost constantly 1 on eachΣ i and is needed to ensure thatπ i maps ∂ S 2Σ i to the boundary of the equatorial disc
Geometric estimates.
We write g E for the Euclidean metric on R 3 ,X :Σ → R 3 for the inclusion map forΣ,g =X * g E for the induced metric,ν :Σ → R 3 for the unit normal toΣ which points upward on the top planar region (so downward at the origin (0, 0, 0) ∈Σ),Å ab := −ν i|bX i ,a for the corresponding second fundamental form (in which expression the vertical bar indicates covariant differentiation as induced by g E on the bundleX * T * R For future applications we introduce coordinates (s,σ) on a neighborhood inΣ of ∂Σ small enough so that within it the map of nearest-point projection onto ∂Σ is well-defined and smooth; for any point p in this neighborhoodσ(p) is the distance inΣ of p from ∂Σ ands(p) is the distance in ∂Σ of the nearestpoint projection of p onto ∂Σ from an arbitrarily fixed reference point on ∂Σ. In particular, along ∂Σ the coordinate vector field ∂σ is the inward unit conormal forΣ, and {X * ∂s,X * ∂σ, ν} is an orthonormal basis for R 3 at each point of ∂Σ. ObviouslyΘ defined above equivalently encodes the angle between the conormal toΣ and the normal to ∂B 3 . Note that ∂s is tangential to ∂B 3 along ∂Σ, so orthogonal toX, and therefore (3.20)X| ∂Σ = X ,X * ∂σ X * ∂σ| ∂Σ + X ,ν ν| ∂Σ .
Since the left-hand side has unit length, it follows, using the Pythagorean theorem and (3.19) , that
keeping in mind that ∂σ points toward the interior of B 3 whileX points toward the exterior. It will be useful to equipΣ not only with its natural metricg but also with the conformal metric 
where we recall from Section 2 that the function d L i , R 3 , g E measures the distance (relative to the Euclidean metric) of its argument from the set L i , (defined in (3.2)) of axes of half catenoids attaching to Σ i . In particular
andρ −1 provides a pointwise measure of the natural local scale of the pre-initial surface, satisfyingρ( κ(t, ϑ)) = For each i ∈ {0, 1} we also define the function (3.26)
Analogously to (s,σ) we introduce the coordinate system (sχ,σχ), well-defined on a sufficiently small neighborhood of ∂Σ, so that for any point p in this neighborhoodσχ(p) is theχ distance from ∂Σ to p and sχ(p) is theχ distance along ∂Σ from an arbitrarily fixed reference point to theχ nearest-point projection of p onto ∂Σ. Note that in particular (3.27) ∂σ| ∂Σ =ρ ∂σχ ∂Σ .
In Proposition 3.29 below we estimate some of the above quantities. To state the estimate ofH we define w ∈ C ∞ (Σ)-which will also play an important, closely related role in the next section-to be the unique G[m]-odd function supported onΣ 0 and having restriction to 0 
Proof. Using (3.4) and (3.14) it is elementary to check that for each nonnegative integer k there is a constant C(k) > 0 so that
Consequently, from (3.9) and (3.15), we obtain
Using also
and
from (3.31) we secure items (i) and (ii). Item (iii) is clear sinceΣ cat is a subset of a catenoid. Items (iv) and (v) follow from (3.18) and the observationΣ is exactly planar on the regions in question. Since we already have estimates forÅ andH onΣ i ∩Σ cat (for each i ∈ {0, 1}), to confirm the global estimates (vii) and (viii) it remains only to check them on the regionΣ i \ Σ cat ∪ {1 −π * i r > 1/m} . To confirm the estimate (vi) it likewise remains to check it on this region, but we must also translate (i) into an estimate forπ * iχ onΣ i ∩Σ cat . With these purposes in mind, for each i ∈ {0, 1} we introduce the map π i :
so that π i is a diffeomorphism onto its image, a subset of B 2 . It is then evident upon comparing (3.24) with (3.26) that (3.34)ρ = π * i ρ i . Using (3.9) we also find
From the definition (3.6) of the pre-initial surfaceΣ we see that the remaining If we write g i for the metric induced by g E on the graph of φ i over Λ and if we write A i and H i for the corresponding second fundamental form and mean curvature, both relative to the upward unit normal, then (3.36)
Since (recalling (3.24))
are equivalent, each bounded by the other times a constant independent of m.
We estimate (3.38)
we also find
Applying (3.35), (3.38) , and (3.40) in conjunction with (3.28) and the already established items (ii), (iii), (iv), and (v), we therefore obtain
To complete the proofs of items (vi), (vii), and (viii) from the three estimates in (3.41) we need to compare the mapsπ i and π i , so we will need estimates for the height function z|Σ. First we use (3.4) to obtain the
Next we observe z is constant onΣ i ∩ { π * i r < 1 − 1/m} for each i ∈ {0, 1}, while onΣ cat we have (3.43) z( κ(t, ϑ)) = z 0 + τ t, and elsewhere z is controlled by the estimates for φ 0 and φ 1 in (3.38). Thus (using also item (i) and the first estimate in (3.41)) we are able to verify (x). It follows immediately, referring to the definitions (3.18) and (3.33) , that for each i ∈ {0, 1}
which in conjunction with (3.41), as well as definition (3.28) , completes the proof of (vi), (vii), and (viii). Item (ix) is now obvious from (3.32) and (3.37) together with items (i) and (vi). Now we turn to the boundary geometry. Items (xi) and (xii) follow directly from (i) and (vi) respectively,
Items (xiii) and (xiv) then follow from these last two, in view of (3.27). Next, from (i) we see that (sχ,σχ) is a smooth coordinate system onκ(K + a ∩ {ϑ = 0}), where moreover
verifying (xv) and (xvi) on this region. Similarly, from (vi) we see that (sχ,σχ) is also a smooth coordinate
(recalling (3.2) and the last paragraph of Section 2) on which ρ = m and moreover for each i ∈ {0, 1} (3.46)
verifying (xv) and (xvi) on this region as well.
To complete the proof of (xv) and (xvi) we consider the region
m , and its compact subset
fact, for m sufficiently large, every closed disc inΣ ofχ radius 1 100 is completely contained in M , N , orΣ cat . Since (N,χ) has geometry uniformly bounded in m (actually converging to a half cylinder of order-1 length attached to a half disc of order-1 radius), this ensures the existence of > 0 so that (xv) and (xvi) hold globally.
Finally we estimate the intersection angle betweenΣ and ∂B 3 . Working first onΣ cat , from (3.9) we have
and obviously
Restricting to ∂ S 2Σ cat and using (3.13) we find
which, using also (xi), proves (xvii) onΣ cat .
On the other hand, by (3.33) and (3.6), on
By applying the estimates (3.42), (3.38) , and item (xii) of the proposition to (3.53) we obtain estimates forΘ on the remainder of ∂ Σ . The derivative estimate for φ 0 in (3.38), however, is not refined enough to ensure that (xvii) holds on ∂ S 2 Σ 0 . In order secure an estimate independent of the parameter ξ we use (3.40) along with the fact that
it follows that
which we use in place of (3.38) to finish the proof. 
The initial surfaces
We will now bendΣ near its boundary to make it intersect the sphere ∂B 3 orthogonally. We do this by picking a small function onΣ whose graph has the desired property. Namely we defineů ∈ C ∞ (Σ) by
with as in Proposition 3.29, so that the coordinates (sχ,σχ) are well-defined and smooth on the support of the cut-off function appearing in the definition ofů and we understand thatů identically vanishes elsewhere. Then we define the corresponding deformationXů[m, 
In accordance with Remark 3.3 we will routinely abbreviate Σ[m, ζ, ξ] by Σ. We write X : Σ → R 3 for the inclusion map of Σ in R 3 , g = X * g E for the induced metric, ν : Σ → R 3 for the unit normal which points downward at the origin (0, 0, 0) ∈ Σ, A ab = −ν i|a X i ,b for the corresponding second fundamental form, and H = −g ab A ab for the corresponding mean curvature. In the proof of the following proposition we will establish thatXů defines a smooth diffeomorphism fromΣ to its image Σ. Whenever convenient we will permit ourselves to shrink the target ofXů as originally defined from R 3 to Σ to yield a diffeomorphismXů :Σ → Σ.
With this interpretation in mind we now define the functions ρ, w ∈ C ∞ (Σ), the metric χ ∈ C ∞ T * Σ ⊗2 , the catenoidal region Σ cat ⊂ Σ, along with the spherical part of its boundary ∂ S 2 Σ cat , the diffeomorphism κ : K + a → Σ cat , and, for each i ∈ {0, 1}, the planar region Σ i ⊂ Σ, along with the spherical part of its boundary ∂ S 2 Σ i , and the diffeomorphism π i : Σ i → B 2 by (4.4)
u . Definition 4.5. We also introduce the coordinates (s, σ) on a sufficiently small neighborhood in Σ of ∂Σ, so that for each p in this neighborhood σ(p) is the g distance in Σ from ∂Σ to p, while s(p) is the g distance along ∂Σ from an arbitrarily fixed reference point in ∂Σ to the g-nearest-point projection of p onto ∂Σ.
Remark 4.6. In particular ∂ σ | ∂Σ is the inward unit conormal vector field, relative to the ambient Euclidean metric, along ∂Σ. ; Σ has genus m − 1; Σ has connected boundary ∂Σ, which is smoothly embedded in ∂B 3 ; and Σ intersects ∂B 3 orthogonally along ∂Σ. Moreover, for each k ∈ Z + there is a constant C(k) > 0 such that given any c > 0 there exists m 0 > 0 such that for every integer m > m 0 and for every ζ, ξ ∈ [−c, c] the following estimates hold:
Proof. From the definition (4.1) ofů and from items (ix), (xvi), and (xvii) of Proposition 3.29 we deduce the estimate (i). In particular lim m→∞ τ −1 ů C 0 = 0, uniformly in ζ, ξ ∈ [−c, c], while for large m each magnified pre-initial surface τ −1Σ resembles a union of widely separated discs and truncated half catenoids with waist radii of unit size, all intersecting the origin-centered sphere of radius τ −1 almost orthogonally. The embeddedness and other topological assertions then follow from Proposition 3.7, as does the fact that Σ doesn't leave the ball, and the smoothness claims are obvious. That Σ is G[m]-invariant follows from the G[m] invariance ofΣ, the definition ofX u , and the fact thatů is G[m]-odd.
Items (ii) and (iii) are obvious from the support ofů and the corresponding items, (iv) and (v) of Proposition 3.29. Items (ii), (iv), (v), and (vii) of Proposition 3.29 yield the estimate
where, we emphasize, the constant C(k) is independent of m, ζ, ξ, and c, while (i) obviously ensures
we thus obtain
(for C(k) independent of c and m and for m large enough compared to c), which in conjunction with items (i) and (vi) of Proposition 3.29 yields items (iv) and (v) of the present proposition. Items (viii) and (ix) then follow in turn, since ρ −1 ∂ σ is the χ inward unit conormal. 
which applied to (4.15) in conjunction with (4.8) and (4.9) implies
as well. Note also that
Applying (i), (4.8), and (4.18) to (4.16) we conclude
which along with (4.11) and items (vii) and (viii) of Proposition 3.29 proves items (vi) and (vii) of the present proposition. 
Graphs over the initial surfaces
To deform the surface without leaving the ball it will be useful to introduce on B 3 a metric g A , called the auxiliary metric, that makes the boundary sphere ∂B 3 totally geodesic but preserves the intersection angle with Σ and agrees with the Euclidean metric g E away from the boundary. In fact we might as well define g A on all of R 3 . A simple choice is the metric
,
and small enough that X u is an embedding. It will then follow from the maximum principle (or directly from the estimates of the construction) that the image of X u is contained in B 3 and meets ∂B 3 only along X u (∂Σ).
A simple symmetry argument, as follows, reveals that the requirement Θ[ u] = 0 is equivalent to the Neumann condition u ,σ | ∂Σ = 0 on u, but relative to X * u g A rather than g = X * u g E ; here we recall (see Remark 4.6) that ∂ σ is the inward unit conormal for ∂Σ. We start by recalling that under g A the neighborhood {r ≥ 2/3} of ∂B 3 in R 3 is isometric to the Riemannian product S 2 × (ln 2/3, ∞), with ∂B 3 itself a cross section. Consider now a second copy B 3 of B 3 and denote the union of the two copies with the two boundaries identified by B 3 . Clearly B 3 = B 3 ∪ B 3 is a differential topological doubling of B 3 along ∂B 3 and there is a reflection S : B 3 → B 3 exchanging the two copies and keeping ∂B 3 pointwise fixed. S is a smooth isometry with respect to the metric g A (appropriately extended to B 3 ). We define also Σ := Σ ∪ Σ ⊂ B 3 , where Σ := S(Σ) ⊂ B 3 . Σ is clearly C 0 by construction and the orthogonality of the intersection with ∂B 3 implies that it is C 1 . Moreover since Σ is smooth, the reflectional symmetry under S implies that Σ is C 2 . Now suppose that u ∈ C 1 (Σ). We define an extension of Σ u by Σ u := Σ u ∪ S(Σ u ). We want to show that Σ u intersects ∂B 3 orthogonally if and only u ,σ | ∂Σ = 0. Since Σ u is clearly C 1 , its extension Σ u is C 1 if and only if Σ u intersects ∂B 3 orthogonally. Let u : Σ → R be the function defined by requiring that Σ u is the graph of u over Σ; clearly then u | Σ = u and u = u • S. It follows that Σ u is C 1 precisely when u is, which in turn holds if and only if u ,σ | ∂Σ = 0, establishing our claim. The next lemma, giving an exact expression for Θ, provides slightly more information and explains the above equivalence by a different argument.
Lemma 5.6 (The boundary operator). For every u ∈ C 2 loc (Σ) sufficiently small
where ∂ σ | ∂Σ is the inward unit conormal (recall Remark 4.6) and g is the metric on Σ defined by
Proof. First we observe that, since Ω| ∂B 3 = 1, on ∂Σ the vector field X u is g A unit and g A orthogonal to ∂B 3 and the Euclidean normals ν and ν u for X and X u agree with the corresponding g A unit normals. For any p ∈ ∂Σ
, where N (p, u(p)) is the tangent vector at X u(p) (p) = X u (p) to the g A geodesic generated by ν(p). Since N is g A parallel along these geodesics and ∂B 3 is g A totally geodesic, we have
where ∂ σ is the g inward unit conormal for Σ. To finish the proof we need only show that the direction of the unit conormal is preserved under deformations of constant height: ∂ σ = g σσ ∂ σ , working relative to the coordinates (s, σ) on a neighborhood of ∂Σ.
To this end we note that g(p) = h(1), where h(t) := X * t u(p) g A | p is the unique solution to the initial-value problem (5.13)ḧ
, where R g A is the Riemann curvature of g A and A g A ab is the second fundamental form of X relative to g A . Obviously h sσ (0) = g sσ | p = 0. Moreover, ∂B 3 is totally geodesic under g A , so ∂ σ = −X is g A parallel along ∂Σ, which meansḣ sσ (0) = −2A g A sσ = 0 too. Using again the fact that ∂B 3 is g A totally geodesic, as a consequence of the Codazzi equation we have
for any p ∈ ∂Σ, t ∈ [0, 1], and u, v, w ⊥ X t u(p) . Since 
Clearly h sσ (t) ≡ 0 satisfies this equation (whatever the values of the diagonal components h ss and h σσ ) as well as the trivial initial conditions established just above. Thus X u(p),σ (p) is orthogonal to X u(p),s (p), so parallel to X u(p) (p), for every p ∈ ∂Σ, as claimed.
Accordingly we may replace the system (5.5) with
where the boundary condition is manifestly linear in u. The mean curvature operator is of course nonlinear; we denote its linearization at u = 0 by L, whose relation to the familiar Jacobi operator for Σ in (R 3 , g E ),
g , is given by the next lemma, which also gives yet another condition equivalent to Θ[ u] = 0. 
since X ,σ = −∂ r along ∂Σ, but, recalling (5.2), Ω| ∂B 3 ≡ 1 and Ω ,r | ∂B 3 ≡ −1.
In the next section we study the linearized problem.
The linearized problem
As noted at the end of the the previous section we can replace the nonlinear boundary condition Θ[ u] = 0 on u by the (linear) Robin condition (∂ σ + 1)u| ∂Σ = 0 on u := u/(Ω • X). This equivalence followed from Lemma 5.6 and item (ii) of Lemma 5.19. Thus, by item (i) of Lemma 5.19, to solve the system (5.5) we are led to study the linearized problem (6.1)
where E : Σ → R is a prescribed inhomogeneity, which we are forced to accept because Lu only approximates H[ u], but the boundary condition is homogeneous.
The analysis will be simplified by working with the χ metric, so we multiply the first equation above by ρ −2 and the second equation by ρ −1 to obtain the equivalent system
and ρ −1 ∂ σ is the χ inward unit conormal for Σ. Significantly, in the boundary operator, the zeroth-order term ρ −1 is small while the first-order term ρ −1 ∂ σ is, as measured by the χ metric, unit, so we can treat the Robin condition imposed in (6.2) as a small perturbation of a Neumann condition. In fact we will solve (6.2), modulo certain obstructions, separately on the catenoidal and two planar regions, where L χ also can be treated as a small perturbation of a simple operator, and through an iterative procedure we will paste together these "semilocal" solutions to produce a global one.
Approximate solutions on the catenoidal region.
To motivate the following proposition we mention now the following three consequences of Proposition 4.7: (i) the catenoidal region Σ cat with the χ metric is approximated by the long half cylinder K + a with the flat metric (6.4)
(ii) the operator L χ is there approximated by (6.5)
and (iii) the Robin operator ρ −1 ∂ σ + ρ −1 is there approximated by −(sgn ϑ)∂ ϑ . For each fixed ζ the length parameter a tends to infinity as m does.
We write K and K + respectively for the infinite-length cylinder and half cylinder (6.6) K := R × S 1 and
where, as for K a , we make use of the standard coordinates (t, ϑ) on the universal cover of K. Additionally we let G cat be the two-element subgroup of G[m] preserving Σ cat as a set, which acts on K + via κ in the obvious way, so that the nontrivial element takes (t, ϑ) to (t, −ϑ). Note that G cat then also preserves ∂K + and that all elements of G cat preserve not only the sides (the two unit normals) of Σ cat in R 3 but also the sides (the two unit conormals) of ∂ S 2 Σ cat in Σ. Since the functions we are now considering on K + or on ∂K + represent either normal deformations or conormal derivatives of normal deformations, the appropriate action of G cat on any such function f is given by g.f = f • g −1 for every g ∈ G cat . Finally, to ensure that solutions on Σ cat decay sufficiently rapidly toward its waist, we include an exponential weight in the norms below.
Specifically, given a nonnegative integer k, reals α, γ ∈ (0, 1), a submanifold S of K + (always either K + itself or its boundary ∂K + ) and a function u :
Whenever context permits, we will omit, as indicated, from our notation for these norms the domain S. We also define the Banach spaces
Proposition 6.9 (Solvability of the model problem on the half catenoids). Let α, γ ∈ (0, 1). There exist a linear map
and a constant C(α, γ) > 0 such that for any E ∈ C 0,α Gcat (K + ) and for any f ∈ C 1,α
Proof. We start with data (E, f ) as in the statement of the proposition. Fixing a smooth compactly supported function ϕ ∈ C ∞ c (R) with integral
Then (6.12)
for some constant C 1 > 0 independent of the data (E, f ).
We will now find u ∈ C 2,α,γ
Gcat (K + ) satisfying L cat u = F and ∂ ϑ u | ∂K + = 0 and appropriately bounded by the data, so that the proof can be completed by taking R cat (E, f ) = u + u B . To begin we extend F , without relabelling, by even reflection across ∂K + to a function F of the same name but defined on the entire cylinder K, satisfying F : but by the symmetries just mentioned F − n (t) ≡ 0 for every n and F + n (t) ≡ 0 for every odd n, so that
(t) cos 2nϑ, at least distributionally. Now for each nonnegative integer n = 1 we define u n : R → R by (6.14)
(n + tanh s)e −ns F n (s) ds for n ≥ 0, so that u n solves ∂ 2 t + 2 sech 2 t − n 2 u n = F n with u 0 (0) =u 0 (0) = 0 and u n bounded whenever F n is compactly supported and n > 1.
Thus the distribution (6.15)
at least in the distributional sense, and is even (also as a distribution) under the reflections (t, ϑ) → (t, −ϑ) and (t, ϑ) → (t, π − ϑ). It is elementary to verify that
for some constant C(γ) independent of the data (E, f ). Standard elliptic theory, using in particular the Schauder estimates, then implies that in fact u is a classical solution satisfying
for some constant C 2 > 0 independent of the data (E, f ). Since u(t, ϑ) = u(t, π − ϑ) for all ϑ, ∂ ϑ u| ∂K + = 0. Setting R cat (E, f ) := u| K + + u B concludes the proof.
Approximate solutions on the planar regions. Proposition 4.7 further implies that for each i ∈ {0, 1} (i) each planar region Σ i under the χ metric is approximated by an indented copy π i Σ i of the unit disc B 2 under the conformally flat metric (6.18)
for which definition we recall (3.26), (ii) L χ is there approximated by the corresponding Laplacian ∆ χ i , and (iii) the Robin operator ρ
Note that χ i depends on m but not on ζ or ξ and that for large m the region π i Σ i tends to the full disc B 2 . Under χ i the unindented disc given by g.f = f • g −1 for all g preserving the sides of Σ 0 and by g.f = −f • g −1 for all g reversing the sides of Σ 0 . For each i ∈ {0, 1}, each α ∈ (0, 1), each nonnegative integer k, and each submanifold S of B 2 \L i (in practice always B 2 \L i or ∂B 2 \L i ) we are therefore led to introduce the Banach spaces
along with the abbreviated notation for their norms
where S is a submanifold of Σ (below always either Σ or ∂Σ), which, as indicated, we will frequently omit from the notation, and where the choice of i will always be inferred from context. In order to obtain a bound for the solution independent of m-in spite of the fact that, ignoring the attached cylinders, (B 2 , χ 1 ) looks like a disc of radius m-it is necessary to assume that away from the boundary the inhomogeneous term is small in terms of m. Specifically, given α ∈ (0, 1) and E : B 2 → R we define the weighted Hölder norm
Because Proposition 6.9 allows us to solve the approximate linearized problem with arbitrarily prescribed data on the entirety of the catenoidal region Σ cat , we may assume that the inhomogeneous term and boundary data on each planar region are supported mostly outside its intersection with G[m]Σ cat . In the statement of the proposition below supp E and supp f denote the supports of the functions E and f respectively. This restricted support is helpful because, away from this intersection, the quantity m −1 ρ, which will figure in estimates for the solution, has C 1 norm bounded by a constant independent of m. Additionally, the solution, if it can be shown to exist, will be χ i -harmonic on G[m]Σ cat , so (because of the conformality of χ i to the flat metric) also harmonic in the classical sense. This last property will be useful in arranging for the solution to decay towards GΣ cat , which will be necessary to ensure convergence of the iterative procedure by which we paste together a global solution and also, in view of the exponential tapering of the catenoid, to ensure that the solution is everywhere small enough to manage the nonlinear terms and to maintain embeddedness under the final deformation. To quantify the decay we will weight our Hölder norms with the function m ρ −1 i , which is constantly 1 away from the cylindrical regions of B 2 \L i , χ i and decays exponentially in the length parameter along the half cylinders.
On B 2 the Laplacian ∆ χ 1 acting on G + [m]-equivariant functions with vanishing Neumann data has onedimensional kernel, spanned by the constant functions. To obtain a solution we need to introduce onedimensional substitute kernel, used to adjust the inhomogeneous term to become orthogonal to the constants. The substitute kernel is spanned by the function w : B 2 → R defined by
so that w is everywhere nonnegative and supported in the annulus 1 − 1 5m < r < 1 − 1 20m . Finally, the fact that ∆ χ 1 1 = 0 also plays a helpful role in that we can adjust the solution by a constant in order to obtain the desired decay near the indentations. 
We will routinely write R 1 in place of
Proof. Suppose E ∈ C 0,α
Throughout the proof C denotes a constant, chosen large enough to validate the estimates asserted, but independent of m, E, and f . We fix a smooth, even function ϕ ∈ C ∞ c (R) with support contained in [−1, 1] and with integral ∞ −∞ ϕ(s) ds = 1, and we define the functions u B , F :
taking m sufficiently large ensures
≤ C f 1,α , and
To prove the proposition it now suffices to find (u N , µ) so that items (i)-(iii) are satisfied with u N in place of u, F in place of E, and 0 in place of f .
To proceed we set (6.29)
From (3.26) it is clear that ρ 1 ≥ m everywhere and from (6.22) we can see that B 2 w dx dy ≥ 1/(Cm), so the denominator of (6.29) is at least m/C. On the other hand, ρ 1 ≤ Cm on the support of F and by (6.21) and (6.28) B 2 |F | dx dy ≤ F 0,α (1/m 2 + C/m), so the numerator of (6.29) is no greater than Cm F 0,α . Thus (6.30) |µ| + F + µ w 0,α ≤ C E 0,α + f 1,α .
Furthermore, it follows immediately from (6.29) that B 2 ρ 2 1 (F + µ w) dx dy = 0, and consequently the classical Poisson equation
2 +dy 2 is now the Euclidean metric on B 2 ) has a unique C 2,α solution u satisfying ∂ r u| ∂B 2 = 0 and u(0, 0) = 0. Since g E is preserved by G + [m] and both 1 and
By standard elliptic Schauder estimates and the bounded geometry of B 2 \L 1 , χ 1 there exists > 0 such that for each p ∈ B 2 \L 1 (including the possibility that p ∈ ∂B 2 ), if D[p, s] denotes the set of all points in B 2 of χ distance from p strictly less than s, then (6.33)
where for the second inequality we have made use of (6.21) and (6.30).
To estimate the C 0 norm of u we study (6.31) by separation of variables. Note that because u, ρ 1 , and we find from (6.31) that
for each n. Imposing the boundary conditions u n (0) = ∂ r u n (1) = 0 yields the solutions (6.37)
It now follows easily from (6.37), using (6.27), (6.30), and (6.35), that (6.38)
and for n ≥ 3 and r ∈ [0, 1]
where of course C does not depend on n. Therefore
Applying this last estimate in conjunction with (6.33) we obtain
It remains to arrange for the solution to decay toward the catenoidal waists. For this note that because F +µ w has support contained in {ρ < 40m}, the solution u is harmonic (in the classical sense that ∆ g E u = 0) on {ρ ≥ 40m}. By the symmetries it suffices to focus on the component of {ρ ≥ 40m} whose closure includes u :
and therefore
The proof is now concluded by taking u = u B + u − u(1, 0).
On π 0 Σ 0 the larger symmetry group G[m] will permit us to dispense with the m −2 interior weight for the inhomogeneous term. Furthermore, every G[m]-odd function on B 2 is L 2 (g E ) orthogonal to the constants, so there are no obstructions to producing a solution. On the other hand this also means that the constants are unavailable to help arrange decay, so for this purpose we still need to introduce an additional dimension of extended substitute kernel, spanned by the function w :
Comparing with (3.28) and using (4.4), we see that (6.47) w = π * 0 w. Proposition 6.48 (Solvability of the model problem on the middle disc). Let α ∈ (0, 1) and m ∈ Z + . There exist a linear map (6.49)
We will routinely shorten R 0 [m] to R 0 .
Proof. Most of the proof is almost identical to that of Proposition 6.23. In fact we can follow the proof exactly, making only the obvious modifications, up until the last step, where we added an appropriately chosen constant to arrange for the rapid decay of the solution toward the catenoidal waists. In particular the obvious analog of µ in that proof ((6.29)) will necessarily vanish here, because of the reflections through lines included in G + [m] . Likewise the analog of the constant mode u 0 must vanish identically, justifying the use of the unweighted norm of E in item (iii).
In this way we find u ∈ C 2,α B 2 \L 0 , χ 0 satisfying (6.50)
For the last step of arranging the decay we again write D and D for the Euclidean discs with common center (1, 0) and radii (1, 0) ) v| D is harmonic on D and vanishes at (1, 0), so
and the proof is concluded by setting µ = − u(1, 0) and u = u + µ v.
Exact global solutions.
We will now construct and estimate global solutions, modulo extended substitute kernel, to the linearized problem on the initial surfaces. To secure adequate estimates on the solutions we introduce, for each α ∈ [0, 1), γ > 0, integer k ≥ 0, and submanifold S of Σ (always either Σ or ∂Σ) the weighted Hölder norms (6.53)
for any u : S → R and E : Σ → R. Whenever context permits we will omit from our notation the domain S, as indicated. We remark that there exists a constant C > 0 such that for any
, and function f : ∂Σ → R supported in ∂ S 2 Σ cat , provided m is chosen sufficiently large in terms of ζ and ξ, we have (6.54)
where the pullbacks are extended to vanish identically where they are otherwise undefined and we recall (3.4), (6.7), and (6.21). We also define the following Hölder spaces of G[m]-odd functions:
where S is either Σ or ∂Σ. For each such S we denote by C Finally we recall the definition of w : Σ → R through (3.28) and (4.4), we recall the definition of w : B 2 → R in (6.22), and we define w : Σ → R by (6.56) w := π * 1 w, which we understand to be extended to vanish identically on Σ\G[m]Σ 1 . When we apply Proposition 6.57 below in the final section, we will always take f = 0, in which case item (ii) of the Proposition simply expresses that the Robin condition in (6.2) is enforced, which, we recall from the discussion in Section 5, guarantees (without incurring any nonlinear error) orthogonal intersection of the graph generated by the solution. 
and there is a constant C > 0-depending on α and γ but not on c, ζ, ξ, or m-such that if To make the proof easier to read we will henceforth suppress from our notation the dependence on m, ζ, and ξ of the operator constructed. We will begin by constructing an approximate solution operator by pasting together solutions obtained from R cat , R 0 , and R 1 and imported to Σ via κ, π 0 , and π 1 as follows.
First we define the two linear operators (of the same name)
where we understand the right-hand side to be extended to the unique G[m]-odd function on Σ (or ∂Σ) which vanishes off G[m]Σ cat (or the latter's intersection with ∂Σ). Now we define (6.60)
If u cat = R cat (E, f ), then, recalling (6.5) and Proposition 6.9,
Next for each i ∈ {0, 1} we define the two operators (of the same name) (6.62)
where we understand the right-hand side to be extended to be the unique
where v cat is as defined in (6.60). Then we define (6.64)
f P , and (6.65)
If (u 0 , µ) = R 0 (E, f ) and (u 1 , µ) = R 1 (E, f ), then, recalling Proposition 6.48 and using definition (6.63),
and the approximate solution operator (6.69)
Then, using (6.59), (6.61), (6.62), (6.63), (6.66), and (6.67),
Using Propositions 4.7, 6.9, 6.23, and 6.48 along with the fact that each commutator term is supported in {m 2 /2 < ρ < 3m 2 }, we therefore obtain
we emphasize in particular that to estimate E − E 0,α,γ rather than merely E − E 0,α,γ we have needed item (ii) of Proposition 4.7. Thus L R is a small perturbation of the identity operator on C ,0,α,γ
(∂Σ) (recalling the Banach spaces defined immediately below (6.55)) and is consequently invertible (continuously in ζ and ξ). Setting
concludes the proof of items (i) and (ii), and item (iii) is now obvious from the foregoing construction of R and the estimates afforded by Propositions (6.9), (6.23), and (6.48), ending the proof.
The main theorem
The first-order solution. Now we can solve our problem (5.5) to first order, modulo extended substitute kernel. First we summarize our estimates from Proposition (4.7) for the initial mean curvature, making use of the · k,α,γ;Σ norm defined in (6.53). The nonlinear terms and the vertical force.
We recall (5.3), defining the deformation of the inclusion map X : Σ → B 3 by a given function u : Σ → R, and we also recall that H[ u] denotes the mean curvature of this map, relative to the Euclidean metric g E and the unit normal ν u obtained by deforming the unit normal ν for Σ. Of course the initial surface, the inclusion map, and the deformed inclusion all depend on the data m, ζ, and ξ, and so we may write H[m, ζ, ξ, u] to emphasize the corresponding dependence of the resulting mean curvature. Now, given u ∈ C 2 loc (Σ) we define u ∈ C 2 loc (Σ) by equation (5.20) and we define the nonlinear map
In order to state estimates for Q independent of the parameters ζ and ξ it is useful to define the quantity
recalling (3.4).
Lemma 7.8 (Estimate of the nonlinear terms). Let C, c > 0 and α, γ ∈ (0, 1). There exists m 0 > 0 such that
whenever m > m 0 , ζ, ξ ∈ [−c, c], and u ∈ C 2,α (Σ, χ) satisfies u 2,α,γ ≤ Cτ . Furthermore, for each fixed m > m 0 , the map Proof. The continuity is obvious from the smooth dependence of the initial surfaces on the parameters. Let u : Σ → R satisfy u 2,α,γ ≤ Cτ . We recall (5.3) and consider the map X u , where u is related to u as in (5.20) . Now take any p ∈ Σ and write B for the χ geodesic ball in Σ with center p and radius 1. Clearly for each nonnegative integer k there is a constant C(k), depending on just k, such that the first k ρ 2 (p)g E covariant derivatives of ρ 2 (p)g A are, as measured by ρ 2 (p)g E , bounded by C(k). Moreover, by Proposition 4.7, we can choose C(k) so that it also bounds the first k covariant derivatives of the second fundamental form in (R 3 , g E ) of ρ(p)X| B , the inclusion map of B blown up by a factor of ρ(p). By scaling it follows that
for some constant C 1 > 0 independent of p, ζ, ξ, and m, so
and therefore globally
when m is sufficiently large compared to c.
The Killing field ∂ z generating vertical translations induces on the initial surface Σ the Jacobi field (g E • X) (ν, ∂ z • X), which can be identified as the geometric origin of the kernel we confronted when solving the linearized equation on Σ 1 . To solve that equation we were obliged to introduce substitute kernel, spanned by the function w. We will manage this kernel by adjusting the parameters ζ and ξ to control the vertical force
through the portion of the surface X u (Σ) arising from the deformation under u, as in (5.3), of the deformation underů, as in (4.2), of the portion of the pre-initial surfaceΣ above (and including) the catenoidal waists at height z 0 , recalling the latter's definition in (3.4) . In definition (7.14) the function u is related to the given function u through (5.20), the vector field ν u is the unit normal for X u obtained continuously from ν through the family {X tu } 1 t=0 , g u is the metric on Σ induced by g E and X u , and |g u | is the corresponding area form. Of courseΣ, Σ, u, ν u , and g u all depend on the data m, ζ, and ξ, as usual. Proof. The continuity is obvious from the smooth dependence, for each fixed m, of the initial surfaces on the parameters. To estimate the force we begin with the observation that the assumption u ,σ | ∂Σ = 0 means that the surface X u intersects ∂B 3 orthogonally; because ∂ z is Killing, the formula for the first variation of area implies
where (i) at each point of its domain η u : G[m]κ({t = 0}) → T R 3 is the downward g E unit vector which is simultaneously g E orthogonal to ν u and X u (G[m]κ({t = 0})) (that is the downward unit conormal at the waists), (ii) ds u is the arc length form induced on the designated curves by X u and g E , and (iii) we have also taken advantage of the equality ∂Σ = ∂Σ to recognize that
We now use (3.4), Propositions 3.29 and 4.7, and the bound assumed on u to make the following estimates for some constant C 1 > 0 independent of m, ζ, ξ, and u. On {t = 0} ⊂ K + a we have the estimates
On ∂Σ ∩ {z ≥ z 0 } = ∂Σ ∩ {z ≥ z 0 } we have
and (7.21)
where we recall (4.2), where R g A is the Riemann curvature tensor of g A and A g A is the second fundamental form of Σ relative to g A , and where ds and ds are, as earlier, the arc length forms on ∂Σ and ∂Σ respectively. On {|ϑ| = π/2} ⊂ K + a we have the estimates
and finally on ∂ S 2 Σ 1 we have the estimates 
for, respectively, the approximate catenaries, the waists, and the remaining approximate circle of latitude, we conclude (7.25)
for some constant C 2 > 0 independent of m, ζ, ξ, and u, and therefore, since z 0 = τ ξ + τ a, as defined in (3.4)
The result (7.16) now follows from the estimate of a in (3.4).
Explicitly defined diffeomorphisms between the initial surfaces.
As we have already observed, for each given m, the initial surfaces depend smoothly on the parameters ζ and ξ. Consequently for each ζ, ξ ∈ R there exists a diffeomorphism So far we have made use (implicitly) of the identifications such diffeomorphisms afford only to assert the continuity in (ζ, ξ) of certain functions defined on the initial surfaces. These assertions do not at all depend on the details of the diffeomorphisms used, but in the proof of the main theorem below we will need (modest) control over the effect of these diffeomorphisms on the · 2,α,γ;Σ norms of functions they identify. To achieve this we now make an explicit choice of P [m, ζ, ξ].
Actually we first define identifying pre-initial surfaces. As a matter of notation, given m ∈ Z + and ζ, ξ ∈ R we will append [m, ζ, ξ] to the names for various regions and maps defined on the pre-initial surfaces in order to distinguish them, when desirable, from the corresponding objects arising from a different choice of data. For each m ∈ Z + we set is then obviously a diffeomorphism.
On the other hand, for each i ∈ {0, 1}, if we set We mention that more refined estimates are available, but the above will suffice for our purposes.
The main theorem. Proof. For all ζ, ξ ∈ R and m sufficiently large we define (u 1 , µ 1 , µ 1 ) as in Lemma 7.3. For each m we set where R is the solution (modulo extended substitute kernel) operator introduced in Proposition 6.57, Q[· · · ] represents the part, defined in (7.6), of the mean curvature which is nonlinear in the perturbing function, and P is the map defined in (7.6) used to identify functions defined on initial surfaces with common value of m but possibly different values of ζ and ξ. According to Proposition 6.57, Lemma 7.3, and Lemma 7.8, using also (7.39), we can choose C > 0 large enough so that for any c > 0 there exists m 0 sufficiently large so that for all m > m 0 and ζ, ξ ∈ [−c, c] (Here we have used the fact, apparent from (3.4) , that by taking m 0 large enough any power of τ with negative exponent can be made to dominate any given constant, including the factor of e c appearing in (7.39). We remark that one could alternatively establish a uniform bound for P −1 m,ζ,ξ R[m, ζ, ξ] (P m,ζ,ξ × P m,ζ,ξ ); this is possible but not asserted in Proposition 6.57.)
In particular, for m sufficiently large, (7.44)
so by Lemma 7.15 where F[· · · ] is the vertical force defined in (7.14); that J really maps into the stated target follows from the preceding inequalities and the choice of c. Moreover, by the continuity assertions in Proposition 6.57, Lemma 7.3, Lemma 7.8, and Lemma 7.15, J is continuous, using the C 2, α 2 norm on the first factor. Since this first factor is compact in C 2, α 2 (Σ), B m is compact, and it is obviously convex. The Schauder fixed-point theorem therefore applies to ensure the existence of a fixed point (v, ζ, ξ) to the map J . Now, setting u 2 := P m,ζ,ξ v and defining u 1 and u 2 in terms of u 1 and u 2 as in (5.20), (7.48 
where to get the second line we have used the definition of u 1 through Lemma 7.3 and the fact that J (v, ζ, ξ) = (v, ζ, ξ). By this same fact though we also conclude that F = 0. On the other hand, w has a sign and the unit normal to X u1+ u2 has a positive vertical component on the support of w, so from the above expression for the mean curvature of X u1+ u2 and the definition of F we see that in fact µ 1 + µ v = 0, so X u1+ u2 is exactly minimal. The remaining claims follow from the estimate for u := u 1 + u 2 , Proposition 3.7, and the G[m]-equivariance of H and R.
