An improved SVM model is presented to forecast dry bulk freight index (BDI) in this paper, which is a powerful tool for operators and investors to manage the market trend and avoid price risking shipping industry. The BDI is influenced by many factors, especially the random incidents in dry bulk market, inducing the difficulty in forecasting of BDI. Therefore, to eliminate the impact of random incidents in dry bulk market, wavelet transform is adopted to denoise the BDI data series. Hence, the combined model of wavelet transform and support vector machine is developed to forecast BDI in this paper. Lastly, the BDI data in 2005 to 2012 are presented to test the proposed model. The 84 prior consecutive monthly BDI data are the inputs of the model, and the last 12 monthly BDI data are the outputs of model. The parameters of the model are optimized by genetic algorithm and the final model is conformed through SVM training. This paper compares the forecasting result of proposed method and three other forecasting methods. The result shows that the proposed method has higher accuracy and could be used to forecast the short-term trend of the BDI.
Introduction
The BDI published by the Baltic Exchange is used as an important evaluation factor for the dry bulk market in shipping industry. It is usually consulted by shipping operators and investors to forecast the trend of dry bulk market. However, as the price of dry bulk market changes almost every day and the affecting factors of the price are complicated, the prediction of the trend of dry bulk market becomes of difficulty. Since 2001, the BDI has experienced a huge fluctuation. The value of BDI was less than 1000 points at that time and increased to more than 11000 points in May, 2008 . Five months later, it decreased to less than 800 points. Therefore, research on the law of shipping market freight fluctuation and the forecasting of the trend of BDI is of special significance for operators and investors to manage the market trend and avoid price risk in shipping industry.
Since the Baltic Freight Index (BFI) was established in 1985, many researchers and shipping scholars have made in-depth research on the volatility and trend prediction of BFI and subsequent BDI. However, none of the forecasting methods is widely used in BDI prediction. The remarkable work in this field has been done by Kavussanos, who worked on the dry bulk market prices issues as early as the 1990s. Kavussanos and Visvikis [1] used VECM-GARCH model to investigate the lead-lag relationship in both return and volatilities between spot and future markets. Cullinake [2] is also a pioneer in developing BFI index forecasting method with ARIMA model. After that, some prediction techniques, such as statistical regression and neural network, are widely used in BDI prediction. However, the method of statistical regression is appropriate for stability, normality, and independence time series and not appropriate for complex time series. Neural network has a good nonlinear approximation capability, but the model structure is difficult to determine. It is prone to excessive training or insufficient training for the neural network, which induces some shortages such as trapping in local minimum, being sensitive to initial value, 2 Mathematical Problems in Engineering and overreliance on design skills. Li and Parsons [3] used the neural network to forecast the tanker freight rate and then compared with ARMA model. They proved that the neural network model has higher prediction accuracy for a long time series. Cullinane et al. [4] forecasted the spot freight rate index with a simple single variable in ARMA model. A new model-fractional integrated autocorrelation moving average model (ARFIMA) is presented by Granger [5] in data forecasting. Based on the ARFIMA approach, Henry [6] showed that almost a half of the new-coming seventeen stock markets in the world in the 1990s have long memory, which is similar to their searches by Crato [7] , Jonahan [8] , and so on.
In recent years, econometric models are popular in freight rate index forecasting, for instance, ARIMA model, VAR model, and VECM model. Empirical analysis shows that the econometric models have higher accuracy than the traditional prediction methods for nonstationary time series. Veenstra and Franses [9] developed VAR model in forecasting BDI based on cointegrated process of the high time series and the method of unit root test. Kavussanos and Alizadeh-M [10] presented a single variable seasonal ARIMA-SARIMA model, multivariable seasonal cointegrating, and VAR to analyze the seasonal characteristics of dry bulk shipping market.
Tvedt [11] used the unit root tests to reject the random walk hypothesis of freight rate, confirming a state of stationary in freight rates forecasting for the classical shipping market models. Two years later, a rejection of applicability of the expectations theory in freight market was presented by Adland and Cullinane [12] . They also proved that the risk premium is time varying, depending on the freight market conditions and time charter duration. A fuzzy-DELPHI adjustment process for improvement of accuracy was proposed by Duru et al. [13] . They also illustrate its performance in the validation of adjustments of statistical forecasts in the BDI through an empirical study. Zhang et al. [14] employed R/S and GPH tests to model long memory of volatility of the indices based on the investigation of fluctuation features of dry bulk shipping market with the BDI.
A new machine learning method, namely, support vector machine (SVM), is widely employed in many fields, for instance, handwriting recognition, three-dimension objects recognition, faces recognition, text images recognition, voice recognition, and regression analysis [15] [16] [17] [18] [19] [20] [21] [22] [23] . The SVM based on statistical learning theory has good fitting ability for complex nonlinear function. At the same time, it can avoid trapping problem of overfitting learning. A support vector machine-based (SVM) model is developed to predict the baseline travel and dwell times of buses based on recent data by Yu et al. [24, 25] . The authors [24, 25] also presented a hybrid model based on support vector machine (SVM) and Kalman filtering technique to predict bus arrival times. Yu et al. [26] also adopted support vector machine (SVM), artificial neural network (ANN), nearest neighbor's algorithm ( -NN), and linear regression (LR) for the bus arrival time prediction. van Gestel et al. [27] research the financial time series prediction problems based on the least squares SVM model. Cao and Tay [28] research the parameters of SVM selection and test their approach with empirical analysis of financial time series. The SVM model is widely used in the stock market. Kim [29] compared the forecasting result of stock price index between SVM model with the BP neural network model and the CBR model. He proved that the SVM model has better prediction of financial time series. Huang et al. [21] applied SVM to forecast the movement direction of NIKKEI 225 index.
It is suitable for nonlinear time series prediction by the SVM since the full consideration with the randomness of the data sequence. From the application of SVM especially in financial index prediction, as well as freight data, it is no hard to be employed in another index prediction in terms of applicability. However, SVM is rarely studied and used in the field of BDI forecast. Therefore, this paper will analyze the applicability of SVM model in BDI forecasting and make an empirical test.
BDI data sequences can be regarded as signals changed over time. The signals usually have characteristics, such as periodic and seasonal, of dry bulk shipping market freight index fluctuation. The noise of the signal reflects the influence factors of freight index or random events. To grasp the rule of BDI data variation, the random disturbance factors should be eliminated. Therefore, denoising processing of the signal is necessary for an accuracy data forecasting. Some methods, such as a self-adaptive filtration method, the Kalman filter method, and average moving method, are often used to denoise signal of data. Yu et al. [30] adapt an adaptive filtration method in bus arrival time prediction model. However, the method of wavelet transform is proposed to denoise the raw signal in this paper.
Wavelet transform is the most widely used multiscale analysis method till now. The root of wavelet transform is scaling and translation in the signal analysis. It is a milestone in the history of the development of Fourier analysis. In 1982, a French oil exploration technician called J. Morfet tried to deal with irregular signals with wavelet method more effectively. Research of wavelet analysis was becoming popular after that. It is widely used in image processing, voice processing, and signal processing. In recent years, the wavelet transform method has been employed in areas of finance and economy, and the empirical result showed a good effect. Esteban et al. [31] predicted time series with wavelet method. Firstly, they decomposed the time series into two different cycles in sequence with wavelet. Then, ARMA model is present in regression of each data cycle. Lastly, the two forecasting values are added to get the final prediction results. They proved that their proposed approach had better predicted result than ARMA model.
Moreover, some researchers also tried to establish the combined model with the wavelet transform and SVM [32] [33] [34] [35] [36] [37] [38] [39] . Wu [40] proposed novel robust wavelet support vector machine, which is based on wavelet theory and the modified support vector machine. They also designed swarm optimization algorithm to select the optimal parameters of their proposed model. Two years later, Wu and Law [41] made an in-depth research based on the wavelet support vector machine proposed by Wu [40] . Wavelet transform is also used by Guo to map the sample data into several time-frequency domains. He then developed the SVM model to forecast the gross value of textile products in Japan precisely. A wavelet transform and SVM combined model is developed by Hsieh and Chen to predict the dissolved oxygen density in waterquality process. Their results showed a higher accuracy of the combined model than BP neural network model. Liu and Fan [42] stated that the performance of SVM can be improved with the introducing of discrete wavelet transform. Wang et al. [43] used the wavelet transform to decompose the dam deformation time series into different frequency components and then forecast the series with a SVM model. A wavelet kernel function for SVM is presented by Wei and Lin [17] ; they also denoised the signal with multiscale interpolation and sparse attributes. The performance proved that their proposed model was accurate and convergent.
Although there are many studies of the combination of wavelet transform and SVM, few have been made in dry bulk freight index. Therefore, this paper constructs a wavelet transform and SVM combined forecast model. It removes the random factors in BDI series with wavelet and then establishes a SVM model. The numerical analysis shows that our method has better predicting results than the commonly used prediction methods. Of course as a prediction method, it should be tested with large numbers of tests while evaluating the accuracy of its prediction, which is, however, the shortage of this paper for the time limited.
This paper is organized as follows. Section 2 reviews the data on the shipping freight market and analyzes the future of the BDI data. Section 3 presents the decomposition and reconstruction of wavelet. The forecasting models and procedures are proposed in Section 4. A case study is shown in Section 5 and the performance of several prediction results is compared. Besides, the conclusion of this paper and the recommendations for future studies are provided in this part.
Characters and Influence Factors of BDI
The volatility of freight is directly reflected by the fluctuation of freight indexes, for example, BDI. In terms of market structure, freight price depends on the supply (ship owner) and the demand (cargo). Concerning market economies, freight price of general cargo is mainly influenced by three external factors: an act of war or natural disaster, the global economy, and the market speculation.
In retrospect, force majeure, for example, war factors, is the major power driving the fluctuation of the world shipping market, especially in the turbulent times. In 1956, the outbreak of Suez Crisis drastically increased the shipping market risks throughout the world. Shipping lines and area changed a lot, and supply in dry bulk shipping market rapidly went down, which led to the high volatility of freight price. In 1973, the third Middle East war broke out; Arab countries firstly used the "oil weapon, " resulting in the sharp increasing of fuel price and freight price consequently. The First World War, the Second World War, the Middle East wars, hurricane, tsunamis, and other natural disasters brought high risks to maritime transport market. Firstly, wars and natural disasters such as force majeure occurrence or even expectation of those events can affect the confidence of both ship owners and shippers; secondly, once sailing area is limited, such as the close of Suez Canal during the second Middle East war, the average travel distance will increase and the supply capacity will drop significantly; besides, the rise of oil prices due to wars will also increase shipping costs.
Shipping derivation has shown that the world economic situation and the development of international trade play a decisive role in the shipping market existence and changes. Therefore, the economic cycle and trade demand are the durable and fundamental influences in the shipping market. The most remarkable presentation of the impact of economic environment on maritime shipping was the terrible hit of the global economic crisis to the shipping industry. Economic crisis led to slower global economic growth and commodity prices falling sharply. In the first half of 2009, the fixed capital formation and manufacturing output of the world's major economies have double-digit decline. Steel mills and other enterprises, in order to cope with shrinking demand, take measures of limiting production or semiproduction, which led to the demand on iron ore and coal dropping significantly. Dry Freight Index experienced unprecedented volatility in the six months from the highest point in history falling to the lowest point. The demand of iron ore which was the largest dry bulk seaborne trade at that time decreased significantly. China, as the largest importer, unloaded 30 million tons of iron ore imports in Nov., 2008, down by 20.7%, which was the first negative growth. The impact of economic crisis on supply capacity is mainly reflected in the shipbuilding market. Global economic downturn led to sharp decline in shipbuilding demand, and some ship owners began to cancel the order because of the shortage of money. Because there are one to two years of construction time from ordering to delivery, the impact of the economic crisis on the shipbuilding industry has one to two years of lag extending to freight market. Therefore, new ships to be delivered two years after ordering will substantially decrease, resulting in shrinking supply capacity.
Freight derivatives were created in order to avoid the risk of emergencies in shipping market. Major functions of freight derivatives reside in hedging and price discovery. Freight derivatives include the Baltic Freight Index futures (BIFFEX), forward freight agreements (FFA), and the shipping options (freight option). Volatile freight rates since 2004 have given speculators profit opportunities. Investment banks as Goldman Sachs, Morgan Stanley, and other financial institutions and hedge funds have entered into speculative market; some shipping companies also use their information superiority to engage in the market.
According to dry bulk freight index trend, freight index, it disorderly changes in random variation, so it is difficult to grasp the change regulation. In order to better grasp the inherent regulation of fluctuations, it can be divided into two categories: the first category is the one in which there is a pattern existing, for example, the world economy with cyclical characteristics, coal, iron ore, grain production capacity, and shipping capacity with seasonal fluctuations; the second category is sudden and random factors, for example, natural climate political events, average travel distance, scientific and technological development, country's international trade policy, sudden changes in trade structure, economic interest transferred, exchange rate fluctuations, ship archive, operational productivity, international shipping norms, and market rumors.
After the above analysis, both the two factors have effect on the dry bulk freight index. To grasp more accurate freight index fluctuation characteristics, what needs to be done is to dig out the historical dry bulk freight index data and then use data processing methods to eliminate the disorder characteristics caused by the second category of factors. Based on that, the most suitable methods are used for BDI prediction.
If the time series of BDI can be regarded as a kind of changeable signal with time elapsing, then there is rich information in the signal. The first category includes the information of cyclical fluctuations of BDI. As the cycle is long-term, the first category factors have lower frequencies and are located in low frequency range. The second category factors are stochastic, irregular, and unexpected. Though those factors occur not very often, the frequency can be still relatively high if aggregating the second category factors into monolithic. So the high frequency range includes the second category factors. The discussion on cyclical fluctuation of BDI is based on thought as follows: (1) signal reconstruction. Extracting BDI signal process attempts to remove stochastic, irregrular and unexpected factors, and noise from the BDI signal by separating the low and the high frequency part. (2) BDI is an output of a complex function as there are so many factors impacting on the dry bulk freight market. In order to analyze the BDI signal accurately, this paper applies the SVM onto the prediction of the reconstructed signal based on the results of extracting BDI signal process.
Adopting the Wavelet Transform to
Denoise the BDI Useful signal is commonly presented as stationary signals or low frequency signals, while noise signal is usually unstable and has high frequency. Therefore, the characteristics of BDI ensure the application of wavelet analysis to eliminate noise signal. When using wavelet analysis to remove noise signal from shipping indexes, such noise signal is mainly included in high frequency wavelet coefficients, for which the threshold method can be used for decomposing wavelet coefficients. Each layer of decomposed wavelet coefficients should be reconstructed to eliminate the noise. The purpose of removing noise signals from BDI signal ( ) is to obtain actual signal ( ) from ( ), by which the authenticity of data can be ensured.
The one-dimension model of BDI signal with noises can be presented as follows:
where ( ) is the real signal; ( ) is the noise; is the noise intensity; ( ) is the signal with noises. The process of wavelet noise reduction is the process of decomposition and reconstruction for signal. Original function or signal is split into several relevant pieces without losing much information. Those pieces are such wavelet which changes in scale and decays in time. The wavelet reconstruction is the process where those pieces are combined to restore the real features.
The decomposition and reconstruction of wavelet are shown as in Figure 1 .
BDI is one-dimension time series and the wavelet denoising process against such kind of signal is usually expressed as the procedure presented as follows.
Step 1. Preprocessing the data, which include noises, for using in next steps.
Step 2. Wavelet denoising process to the one-dimension signal. Selecting a suitable wavelet mother function and setting an appropriate decomposing layer . Decomposing ( ) into layers.
Step 3. Quantizing the threshold of wavelet decomposition coefficients. Selecting a suitable threshold for the high frequency coefficient of each layer.
Step 4. Inverse transform of one-dimension wavelet. Based on the coefficient of th layer and the quantized high frequency coefficients from 1st to th layer, reconstructing the one-dimension signal. The reconstructed signal is the denoised signal.
Theoretical base of wavelet denoising is presented as follows. ( ) is a function where Fourier transform exists. If its Fourier transform̂( ) meets the condition ∫
< ∞, the function can be a wavelet function. Supposing ∈ and 2 ( ) is the dyadic stretching transformation of ( ) against factor 2 , then 2 ( ) can be expressed as
Wavelet transform of function ( ) with scale 2 at position can be defined as the convolution of ( ) and 2 ( ), presented as
For wavelet function ( ), supposing there exist constants and and 0 < ≤ < ∞, then we can get
wherê( ) is the Fourier transform of ( ). Then ( ) can be called dyadic wavelet function and the corresponding wavelet transform can be called dyadic wavelet transform.
For any function ( ) with Fourier transform, if its Fourier transform meets Subject (5)
then it can be called reconstruction wavelet. It can be easily found that there are countless functions ( ) meeting Subject (5). The dyadic wavelet transform is complete and stable. The "complete" means that the function can be restored by its dyadic wavelet transform. In terms of energy, "stable" means that the total ability of dyadic wavelet transform has limitation which is close to the energy of the function. Function ( ) ∈ 2 ( ) can be restored by its dyadic wavelet transform and the corresponding reconstruction wavelet on the basis of
In practical application, the measurable resolution of signal is limited, so it is impossible to conduct wavelet transform on all scales 2 (−∞ < < ∞). Therefore, 2 should be set as a limited value. The wavelet transform is confined between a limited maximum scale = and a limited minimum scale = 1. 2 is the highest resolution and 2 is the lowest resolution. With respect to resolution, it is relevant to frequency. That is to say, the higher the frequency is, the higher the resolution is, and vice versa. To express the signal resolution decomposition of wavelet transform, a real function ( ) is introduced hereafter, whose Fourier transform should meet Subject (8) . Consider
According to (3) and (6), it can be easily obtained that
Equation (9) indicates that the energy of̂( ) gathers in the low frequency range, so ( ) is a smooth function with low-pass characteristics. A smooth operator 2 is defined as follows:
where 2 ( ) denotes the low-pass filtering component of signal ( ) when the resolution is 2 . The high frequency component of ( ) is not presented in 2 ( ) but in the dyadic wavelet transform { 2 ( )} 1≤ ≤ between scales 2 and 2 , so 2 ( ) stands for the detailed component and 
Forecasting BDI with SVM

Support Vector Machine.
The support vector machine is a kind of machine learning system, with the purpose of maximizing the margin distance between different categories of problems [44] [45] [46] . The model of SVM is as follows:
where is the weight vector; is error; ( ) is a kernel function to deal with the nonlinear problem, with mapping the nonlinear input to a high dimensional space by a nonlinear function, to make the input linear. The least square method in conventional regression model takes the square error as the loss function in accordance with minimizing empirical risks. Vapnik et al. [44] took the -insensitivity as the loss function in SVM model, and the -insensitivity loss is shown as
where parameter determines the area of -insensitivity ( Figure 2 ). When the predicted value ( ) is within the tube area, the loss is zero; otherwise, the loss is the difference between the prediction error and the tube area radius . ℎ andh are slack variables, indicating the prediction errors in different directions:
where ℎ is the training error which is higher than the area boundary;h is the training error which is lower than the area boundary.
In the input space, SVM uses the minimize-adjustmentrisk function to calculate the weight vector and the error. The function is shown as
where ( ( ), ) is the -insensitivity loss function; is structure risks which can avoid excessive learning; is correction factor, indicating the balance between the experimental risk and the structure risk. Larger means the model pays more attention to the experimental risk, otherwise, more attention to the structure risk. When , , and the kernel function which meets Mercer's condition are determined appropriately, the model can be solved with Lagrangian multiplier method.
Besides, in the process of artificial intelligent model construction, different data will lead to different combinations of best parameters. Therefore, the trial-and-error method is widely used to search the best parameter combination. With synthetically considering Cherkassky and Ma's suggestions [47] in parameter setting, this paper firstly applies Cherkassky and Ma's method [47] to estimate training data to calibrate several suggested parameter combinations ( and ) of SVM model. Then the exponent search method is employed to select the best parameter combination, based on minimizing the mean square error. The method can prevent the risk of simple suggested parameter combination and also reduce the trial-and-error times.
Combined Model.
In this paper, wavelet transform decomposes the original sequence of BDI layer by layer and then gets a low frequency signal layer and high frequency detailed layers ( is a decomposition level). Fluctuation of international dry bulk shipping market is included in the low frequency part of the BDI. The impact of random factors such as incidents is included in the high frequency part. But the high frequency part is not an irregular mutational factor. Therefore, it needs to denoise each layer sequence of low and high frequencies, respectively. A denoised BDI sequence is retained by reconstructing. The process of sequence denoising not only filters random factors but also makes the predictive model robust. Wavelet transform has characteristics of time-frequency localization and zoom features, while support vector machine has nice tolerance of self-learning adaptive fault, generalization ability, and robustness. Through operation functions such as scaling and translation, wavelet transform is able to analyze functions or signals with multiscale refinement. Wavelet SVM is combined by the wavelet analysis and SVM can deal with nonlinear function approximation uniquely. This research uses wavelet transform to analyze BDI sequence and then trains the time series by SVM to get trained models and predictions. Figure 3 shows the structure of hybrid forecasting model.
Case Study
Since 2001, the BDI has experienced a huge fluctuation. The value of BDI was less than 1000 points at that time and increased to more than 11000 points in May, 2008. Five months later, it decreased to less than 800 points. This paper takes data of the BDI published by the Baltic Exchange from January 2005 to December 2012 as the empirical objective. Besides, the daily BDI data is replaced by month data; that is, the objective data is the average BDI for each month. Figure 4 shows the fluctuation phenomenon of monthly data.
Process Data.
To avoid the training error resulting from dimension in sample data or a large dimension data value, the whole data should be normalized and processed before the SVM training. Consider
where is normalized value. is raw value. min is the minimum value in a sequence of samples. max is the maximum value in a sequence of samples.
Wavelet Analysis.
The denoising process of original BDI sequence is presented by wavelet transform, which is shown in Figure 5 . Figure 5 shows the wavelet transform process of BDI series. Firstly, the raw BDI data split into the high frequency data and the low frequency data decomposed with the wavelet transform. Then, by use of some tech-methods, such as threshold, each sequence will be processed with manic elimination. Go around and around until the final low frequency sequence is chosen.
Two problems, which wavelet function should be selected in denoising process and how to determine the decomposition scale, should be solved. Different wavelet function will get different wavelet transform analysis results, which is important for the effect of denoising. There is no acknowledged method about how to choose the optimal wavelet functions and decomposition scale for signal denoising. So this paper settles the above two problems with experiment.
The purpose of denoising is to remove the mutation factors and random effects in the sequence. So the denoised sequence should not be too smooth or existing obvious step phenomenon. Considering the orthogonality, symmetry, smoothness, and other characteristics of the wavelet function, the best wavelet function and the decomposition scale are determined. The paper used the wavelet toolbox of MATLAB to make the test.
The commonly used wavelet functions are Haal wavelet, dbN wavelet, symN wavelet, biorN wavelet, coif N wavelet, dmey wavelet, and so on. We make transformation analysis for the BDI sequence with the same scale and the same order number with different wavelet function. This paper will take three layers of decomposition. So the 1 is selected as 3. After the experience, the dbN wavelet is selected as the one in denoising BDI sequence.
Then 
The Wavelet-SVM to Forecast BDI Sequence.
The 84 prior consecutive monthly BDI data are the inputs of the model, and the last 12 monthly BDI data are the outputs of model. The SVM function with output close to the last 12 monthly BDI data will be selected. The parameters in SVM, which greatly influence the performance of SVM, need to be optimized and set by users. Heuristic algorithms have been successfully used in many complex problems [48] [49] [50] [51] . Genetic algorithm (GA) is a common heuristic algorithm which has been widely used in lots of literatures [46, 52] . Therefore, GA is also used to optimize the three parameters and for SVM. Due to lots of literatures about GA for references [46, 52] , the process of GA has not been introduced in this paper. Before the implementation of GA, there are four GA parameters, namely, , , size , and max , which need to be predetermined. In general, varies from 0.3 to 0.9. varies from 0.01 to 0.1; size is the population size which is set according to the size of the samples. max is the maximum number of generation. At last, after the optimization of GA, the two parameters of SVM were optimized as (5.5 and 0.02) with the best optimization value.
Then, the trained model is presented for one-step prediction on the last 12 monthly data. To test the forecasting effect of mixed-model, three traditional econometric methods, ARIMA model, VAR model, and neural network model, are proposed for one-step prediction on the same sample data. Since the above three models use the raw BDI sequence as the input sample for index forecast, it has a strong comparability. Compare the results (Table 2) of one-step prediction with the actual value of BDI. For easy understanding and comparing, the actual and predicted values are antinormalized so that the data back to the real market freight index level. Figure 6 shows the compared results of the four predicted models.
As can be seen from Figure 6 , the predicted results obtained from three models have the same trend with the actual value of BDI. However, among them, the deviation between the prediction results of neural network and the real value is the maximum. This is because that the international dry bulk market in 2007 and 2008 has always been in volatile mood, causing the artificial neural network falling into the overlearning problem in the case of small samples. Therefore, it amplifies the up and down magnitude of BDI values for the BDI forecast after 2008. ARMA and VAR itself are suitable for short-term time series prediction, and results are better than the neural network model obviously. However, as can be seen in Figure 6 , at some turning points, Wavelet-SVM model is more close to the true value than the ARMA model. Table 1 shows the forecasting value of each prediction model. This paper uses root mean square error (RMSE) to test training effect and forecasting precision of the various forecasting methods:
where is the actual value of BDI index and is the prediction value.
By calculating the RMSE of the above four models with the forecasting result, we see that the wavelet-SVM hybrid prediction model has the best prediction accuracy. The large deviation among the four models is related with the fall of BDI under the influence of the economic crisis in 2008. BDI value fell more than 90% from more than 17000 points in May, 2008, to less than 700 points in end of 2008. Therefore, seeing from the predicted trend and the prediction accuracy of each forecasting model, wavelet SVM is the most suitable method in short-term prediction of BDI.
Conclusions
Research on the law of shipping market freight fluctuation and the forecasting of the trend of BDI is of special significance for operators and investors to manage the market trend and avoid price risk in shipping industry. Therefore, this paper constructs a wavelet transform and SVM combined forecast model. It removes the random factors in BDI series with wavelet and then establishes a SVM model. The BDI data in 2005 to 2012 are presented to test the proposed model. The 84 prior consecutive monthly BDI data are the inputs of the model, and the last 12 monthly BDI data are the outputs of model. The parameters of the model are selected and the final model is conformed through SVM training. This paper compares the forecasting result of proposed method with three other forecasting methods (VAR model, ARMA model, and neural network). The result shows that the proposed method has higher accuracy and could be used to forecast the short-term trend of the BDI. In further research, we will be devoted to improving the prediction accuracy and to forecasting the BDI with long-term period. 
