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Abstract
We give necessary and sufficient conditions for weak and strong embeddability of amalgams
in each subvariety of N2, the class of all nilpotent groups of class at most two; this generalizes
B. Maier’s result for N2. We also discuss dominions, and characterize the weak, strong, and special
amalgamation bases for each subvariety, contrasting the resulting classes with one another.
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Introduction
In this paper we will prove analogues of B. Maier’s characterization of weak and strong
embeddability of amalgams in N2 [12,13] for the subvarieties of N2. We will also give
analogues of D. Saracino’s characterization of weak and strong amalgamation bases [17],
the author’s work on dominions [11] and on amalgamation bases in some varieties of nil-2
groups [8,9]. Definitions will be recalled below. The results are obtained by extending the
methods used by the cited authors.
Groups will be written multiplicatively, unless otherwise specified. We will use Z to
denote the infinite cyclic group, which we also write multiplicatively. All maps are assumed
to be group morphisms unless we explicitly note otherwise. The multiplicative identity
of a group G will be denoted by e, and we will use eG if there is danger of ambiguity.
For a group G and elements x, y ∈ G, xy represents y−1xy , and the commutator of x
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2 A. Magidin / Journal of Algebra 274 (2004) 1–63and y is [x, y] = x−1y−1xy; note that [x, y]−1 = [y, x], and xy = x[x, y]. Given subsets
A,B of G, not necessarily subgroups, [A,B] denotes the subgroup of G generated by all
commutators [a, b] with a ∈ A and b ∈ B . The commutator subgroup of G is the subgroup
[G,G], which is also denoted by G′. The center of G is denoted by Z(G). All commutators
will be written left-normed, so [x, y, z] = [[x, y], z]. Given a positive integer k > 0, Gk is
the subgroup of G generated by all kth powers of elements of G, that is Gk = 〈gk | g ∈ G〉.
We also set G0 = {e}.
So that our statements can be written generally, we will sometimes say that an element
is of “order zero” to mean it is of infinite order, and of “exponent zero” to mean it has
arbitrary (possibly, but not necessarily, infinite) order. We will say that 0 divides 0, and
no other integer, so α ≡ β (mod 0) means α = β . Also, recall that for any nonnegative
integer b, gcd(0, b)= b and lcm(0, b)= 0.
Recall that given a class C of groups, a C-amalgam of two groups A and B in C with core
D consists of groups A, B , and D, all in C , equipped with one to one group morphisms
ΦA :D → A, ΦB :D → B.
To simplify notation, we denote this situation by (A,B;D), and we think of D as a
subgroup of both A and B; i.e., D ⊆ A and D ⊆ B , with ΦA and ΦB the subgroup
inclusions. To say that the amalgam (A,B;D) is (weakly) embeddable (in C) means that
there exists a group M in C and one to one group morphisms
λA :A → M, λB :B → M, λ :D → M,
such that
λA ◦ΦA = λ and λB ◦ΦB = λ.
We also say that the group M realizes the amalgam. Note that there is nothing in the
definition to prevent an element x ∈ A\D to be identified in M with an element y ∈ B \D.
If, in addition, we have
λA(A)∩ λB(B) = λ(D),
then we say that the embedding is a strong embedding, and that the amalgam is strongly
embeddable (in C).
A classical theorem of Schreier states that if C is the class of all groups, or the class of
all finite groups, then every C-amalgam is strongly embeddable. It is not hard to verify that
if C is the class of all abelian groups, or the class of all abelian groups of a given exponent,
then we again have that all C-amalgams are strongly embeddable. However, this situation
is actually fairly rare. For example, not every amalgam of finite p-groups is embeddable
into a finite p-group [2].
So, given a class C , it is natural to look for necessary and sufficient conditions for the
embeddability of an amalgam in C . For example, the problem was studied by Higman for
finite p-groups [2], by Leinen for solvable groups [6], and by Maier for several classes
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characterize embeddability by conditions “internal” to the amalgam, that is conditions
which involve only the groups A, B , and D; examples of this kind of conditions are Maier’s
conditions, and Higman’s conditions for p-groups. This in opposition to what one might
call conditions “external” to the amalgam, which are conditions which invoke the existence
of other groups or morphisms which are not inherent in A, B , or D. For example, see
condition (A)(c) of Theorem 2 in [6].
Closely related to amalgams is the notion of amalgamation bases. Given a class C ,
a group G ∈ C is a weak amalgamation base (for C) if every C-amalgam (A,B;G) with
core G is weakly embeddable in C; and it is a strong amalgamation base (for C) if every
C-amalgam (A,B;G) with core G is strongly embeddable in C . Another natural question
is to characterize the amalgamation bases for a given C .
Clearly, any strong base in C is necessarily a weak base in C , but the converse need
not hold. The gap between the two is “measured” by the special amalgams. An amalgam
(A,B;D) is special if there exists an isomorphism ϕ :A → B , such that ϕ ◦ ΦA = ΦB .
In that case, we usually write (A,A;D) with ϕ = idA being understood. Clearly, a special
amalgam is always weakly embeddable, so we are interested in strong embeddability of
special amalgams. A group G ∈ C is a special amalgamation base (for C) if and only if
every special C-amalgam (A,A;G) is strongly embeddable. We then have:
Theorem 0.1 (see for example [1]). Let C be a class of groups. A group G ∈ C is a strong
amalgamation base in C if and only if it is both a weak and a special amalgamation base
in C .
Among the most natural classes to work in are the varieties of groups. A class C is
a variety if and only if it is closed under taking homomorphic images, subgroups, and
arbitrary direct products of members of C . Alternatively, a variety is the collection of all
groups which satisfy a given set of laws or identities. Thus, the variety of all abelian groups
is determined as the collection of all groups that satisfy the identity xy = yx; all groups
of exponent n are determined by the identity xn = e; etc. We direct the reader to Hanna
Neumann’s excellent book [15] for more information on varieties of groups.
Let N2 denote the variety of all nilpotent groups of class at most two; that is, groups G
such that [G,G] ⊆ Z(G), or equivalently, for which the identity [x, y, z] = e holds. It is
easy to verify that for any nil-2 group (i.e., any nilpotent group of class at most two) the
following identities hold, so we will use them without comment throughout the paper:
Proposition 0.2. Let G ∈N2. For all x, y, z ∈ G and all integers n:
(a) [xy, z] = [x, z][y, z]; [x, yz] = [x, y][x, z].
(b) [xn, y] = [x, y]n = [x, yn].
(c) (xy)n = xnyn[y, x]n(n−1)/2.
(d) The value of [x, y] depends only on the congruence classes of x and y modulo G′ (in
fact, modulo Z(G)).
To simplify notation, we set
(
n
)= n(n − 1)/2 for every integer n.2
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g ∈ G and g′ ∈ G′.
In [12,13], B. Maier gave necessary and sufficient conditions for an N2-amalgam
(A,B;D) to be weakly or strongly embeddable in N2. D. Saracino characterized the
weak and strong amalgamation bases for N2 in [17]. The author characterized the special
amalgamation bases in [8], and characterized the weak, strong, and special amalgamation
bases in the varieties of all N2-groups of a given odd exponent m in [9].
A subvariety of a variety V is a class of groups W with W ⊆ V , and W a variety of
groups in its own right. In the case of N2, a full description of all subvarieties is given by:
Theorem 0.3 (see for example [5,16]). Every subvariety of N2 may be defined by the
identities
xm = [x1, x2]n = [x1, x2, x3] = e (1)
for unique nonnegative integers m and n satisfying n | m/gcd(2,m), yielding a bijection
between pairs of nonnegative integers (m,n) satisfying this condition, and subvarieties
of N2.
The case m = n = 0 corresponds to the full variety N2. When n = 1, we obtain the
varieties of abelian groups of exponent m (where “abelian groups of exponent zero” just
means “abelian groups”). For odd m > 0, the variety of all nil-2 groups of exponent m is
given by (m,m), and if m = 2k > 0, then the variety of all nil-2 groups of exponent m is
given by (m, k) = (2k, k).
To see why the possibly mysterious factor gcd(2,m) appears, note that if all elements
are of exponent m, then
e = (xy)m = xmym[y, x](m2) = [y, x](m2).
If m is odd,
(
m
2
)
is a multiple of m, so we get that [y, x](m2) is trivial. But if m is even, then
[y, x] must be of exponent dividing m/2.
We will denote the subvariety corresponding to (m,n) simply by the pair (m,n).
Thus, if we write G ∈ (m,n) we mean that G satisfies the identities in (1). Note that if
G ∈ (m,n), then all nth powers are necessarily central, that is Gn ⊆ Z(G). Also note that
(m,n) ⊆ (m′, n′) if and only if n | m/gcd(m,2), n′ | m′/gcd(m′,2), m | m′, and n | n′. If
we write (m,n), we will assume that n | m/gcd(m,2).
The subvarieties of N2 form a 01-lattice, with minimum (1,1), the variety consisting
only of the trivial group, and maximum (0,0) = N2. The meet and join are defined,
respectively, by,
(m,n)∧ (m′, n′)= (gcd(m,m′),gcd(n,n′)),
(m,n)∨ (m′, n′)= (lcm(m,m′), lcm(n,n′)).
Let V be a variety, and W a subvariety of V . If we have an amalgam (A,B;D) of
W-groups, it need not be embeddable in W even if it is embeddable in V (the converse, of
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amalgamation base inW (for, perhaps, a given amalgam ofW-groups cannot be embedded
into a W-group, even if it can be embedded into a V-group). Nor is it the case that if G
is an amalgamation base in W , it need be one in V . Thus, we want to give necessary and
sufficient conditions for embeddability in (m,n), contrast them with those in (m′, n′), and
do the same with amalgamation bases.
Here is one example to keep in mind:
Example 0.1. Consider the following situation: let M be the nil-2 group presented by
M = 〈x, y ∣∣ x4 = y4 = [x, y]4 = [x, y, x] = [x, y, y] = e〉
and consider the subgroups A= 〈x〉 and B = 〈x2, y〉. Their intersection is a cyclic group of
order 2, generated by x2. Call it D. The amalgam (A,B;D) is thus strongly embeddable
in N2. Both A and B are of exponent 4, so they lie in (4,2), while M ∈ (8,4). We
claim, however, that (A,B;D) is not even weakly embeddable in (4,2). To see this,
note that x2 is a square in A, but not central in B . If we could embed the amalgam
(A,B;D) into a (4,2)-group K , then in K all squares would be central, so x2 ∈ D would
necessarily be central in K , but it does not even centralize B . Thus (A,B;D) cannot be
even weakly embeddable in (4,2), even though it is strongly embeddable in N2 (and in
(8,4)).
For the remainder of this paper, all groups will be assumed to lie in N2 unless
otherwise specified. If we say a group G lies in (m,n), and we give a presentation for
the group, it will be understood that it is a presentation in (m,n); that is, the identities
of (m,n) will be imposed on the group, as well as all the relations specified in the
presentation.
In Section 1 we will give preliminary results. Among them we will prove some
results on adjunction of roots. In Section 2 we will give necessary and sufficient
conditions for weak and strong embeddability of amalgams in (m,n); the result with
m = n = 0 gives Maier’s conditions for N2, and all conditions are internal. The proofs
are based on Maier’s methods. In Section 3 we use the embeddability result to give
a description of dominions in these varieties (definitions will be recalled there). With
this information, we will return in Section 4 to the question of embeddability, and we
will contrast embeddability in (m,n) with that in (m′, n′). In Section 5 we turn to the
characterization the weak and strong amalgamation bases in (m,n), and prove the two
classes are actually equal. We will give the description, and then make some reductions
in special cases and give examples. Finally, in Section 6 we do the same for the special
amalgamation bases. Again, the characterizations of m = n = 0 will yield Saracino’s
and the author’s previous results. We will close by proving that a group in (m,n) has
an absolute closure if and only if it is already absolutely closed (definitions are recalled
below).
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One important property of nilpotent groups is that a torsion nilpotent group can be
decomposed into the direct product of its p-parts. The following lemma tells us we can
study amalgamation properties in this situation by dealing with the p-parts separately.
Proposition 1.1. Let (G,K;H) be an amalgam of (m,n)-groups, with m > 0. Then
(G,K;H) is weakly (respectively strongly) embeddable into an (m,n) group if and only if
for every prime p dividing m, the amalgam (Gp,Kp;Hp) is weakly (respectively strongly)
embeddable in (pordp(m),pordp(n)), where Gp is the p-part of G, and likewise for Kp
and Hp.
Proof. Since G, K , and H are of finite exponent m, they are the direct product of
their p-parts. Thus G = ∏Gp , K = ∏Kp and H = ∏Hp . Clearly, an embedding of
(G,K;H) into M ∈ (m,n) provides embeddings for (Gp,Kp;Hp) into Mp for each
prime p. Conversely, if we have embeddings into Mp for each (Gp,Kp;Hp), then ∏Mp
gives an embedding for (G,K;H). 
Thus, in the case when m > 0, we may restrict ourselves to varieties of the form
(pa+b,pa) with p a prime, a, b 0 (b > 0 if p = 2).
In addition, another important reduction is given by the following result, which follows
from the usual compactness results of logic:
Proposition 1.2 (Lemma 5 in [12]). Let A and B be groups in a variety V , and let
(A,B;D) be a V-amalgam. The amalgam is weakly (respectively strongly) embeddable
in V if and only if for each finite collection of elements a1, . . . , am ∈ A and b1, . . . , bn ∈ B ,
the amalgam
(〈a1, . . . , am〉, 〈b1, . . . , bn〉; 〈a1, . . . , am〉 ∩ 〈b1, . . . , bn〉)
is weakly (respectively strongly) embeddable in V .
Remark 1.1. The fact that V is a variety is important. The result may not hold even for
closely related classes, such as pseudovarieties (classes closed under subgroups, quotients,
and finite direct products). For example, compare Example 8.87 in [11], with Theorem 3.11
in [10].
1.1. Coproducts
Another advantage of working in varieties is the existence of coproducts. Given a
variety of groups V , and two groups G and K in V , their V-coproduct, G V K is the
unique V-group (up to isomorphism) equipped with embeddings iG :G → G V K and
iK :K → G V K , and the following universal property: given any pair of morphisms
f :G → M and g :K → M with M ∈ V , there exists a unique morphism ϕ :GV K → M
with ϕ ◦ iG = f and ϕ ◦ iK = g. One way to construct the coproduct is by taking the free
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to V , i.e., the least normal subgroup N G ∗K such that (G ∗K)/N ∈ V .
From the coproduct, one can construct amalgamated coproducts. Given an amalgam
of V-groups (A,B;D), the amalgamated coproduct of A and B over D is the unique
(up to isomorphism) V-group A VD B , equipped with morphisms ψA :A → A VD B and
ψB :B → A VD B with ψA(d) = ψB(d) for each d ∈ D, and the following universal
property: given any pair of morphisms f :A → M and g :B → M , with M ∈ V , and such
that for all d ∈ D, f (d) = g(d), there exists a unique morphism ϕ :A VD B → M such
that ϕ ◦ ψA = f and ϕ ◦ ψB = g. The amalgamated coproduct can be constructed as the
quotient of the coproduct A V B modulo the least normal subgroup which contains all
elements iA(d)(iB(d))−1 for each d ∈ D. Note that it may occur that the morphisms into
the amalgamated coproduct are not injections.
If we are working in a variety V , and we examine whether or not the amalgam (A,B;D)
is embeddable, the obvious candidate for M is the V-coproduct with amalgamation of
A and B over D, A VD B . Because of the universal property, the amalgam is weakly
(respectively strongly) embeddable in V if and only if it is weakly (respectively strongly)
embeddable into AVD B .
Given G,K ∈N2, every element of their coproduct G N2 K has a unique expression
of the form αβγ , where α ∈ G, β ∈ K , and γ ∈ [G,K], the ‘cartesian.’ A theorem of
T. MacHenry [7] states that the cartesian subgroup [G,K] of G N2 K is isomorphic to
the tensor product Gab ⊗Kab, by the mapping that sends [g, k] to g ⊗ k.
We can also provide a similar description of the coproduct in (m,n):
Proposition 1.3. Let G,K ∈ (m,n). Then
G(m,n) K ∼= (GN2 K)/[G,K]n.
In particular, every element of G (m,n) K can be written uniquely as αβγ , with α ∈ G,
β ∈ K , and γ in the ‘cartesian’, which is isomorphic to [G,K]/[G,K]n.
Proof. It suffices to show that (GN2 K)/[G,K]n lies in (m,n) and has the correspond-
ing universal property. That it lies in (m,n) follows because both G and K are of expo-
nent m, and all commutators are either in G′, K ′, or the cartesian. The former two are
already of exponent n, and the latter is of exponent n since we have killed the nth powers
explicitly. That G and K are embedded into the quotient follows from the description given
above.
Given maps f :G → M and g :K → M , with M ∈ (m,n), the universal property
of G N2 K gives a unique map to M , which will factor through the quotient G N2
K/[G,K]n, since in M all nth powers of commutators are trivial. It is now easy to verify
that this map is indeed unique from the quotient, giving that this is in fact isomorphic to
the coproduct in (m,n). The final statement now follows. 
And we can generalize T. MacHenry’s result to give a description of the cartesian:
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isomorphic to
G
GnG′ ⊗
K
KnK ′ .
Proof. By Proposition 1.3, the cartesian of G (m,n) K is isomorphic to the cartesian
of G N2 K modulo its nth power. Using T. MacHenry’s isomorphism, this gives, in
G(m,n) K:
[G,K] ∼= G
ab ⊗Kab
(Gab ⊗Kab)n
∼= G
ab
(Gab)n
⊗ K
ab
(Kab)n
∼= G
GnG′
⊗ K
KnK ′
. 
Corollary 1.5 (cf. Lemma 3 in [12]). Let G ∈ (m,n). For each element g ∈ G, the
following are equivalent:
(a) g ∈ GnG′.
(b) [g, c] = e in G (m,n) 〈c〉, where 〈c〉 is a cyclic group of order m (infinite cyclic if
m = 0).
(c) g ∈ Z(H) for any (m,n)-overgroup H of G.
Proof. (a) ⇒ (c). For any (m,n)-overgroup H of G, we have
g ∈ GnG′ ⊆ HnH ′ ⊆ Z(H).
(c) ⇒ (b). Note that G(m,n) 〈c〉 is an (m,n)-overgroup of G, so g is central there, and
thus [g, c] = e.
(b) ⇒ (a). Assume that g /∈ GnG′. Since the cartesian of G(m,n) 〈c〉 is isomorphic to
G
GnG′
⊗ 〈c〉〈cn〉
∼= G
GnG′
it follows that [g, c] is nontrivial in G (m,n) 〈c〉, as desired. 
1.2. Central amalgams
There is one class of amalgams for which strong embeddability is easy. These are the
amalgams where the core is central in both factors:
Proposition 1.6. Let C be a class of groups closed under quotients and finite direct
products. If (A,B;D) is an amalgam in C , and D is central in both A and B , then the
amalgam is strongly embeddable into A×D B , where
A×D B = A×B{(d, d−1) ∈ A×B | d ∈ D} .
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that is, the set of all g ∈ G which commute with all elements of H . The following results
are quoted here for convenience, and we direct the reader to Maier’s paper [12] for their
proofs:
Lemma 1.7 (Lemma 1 in [12]). Let U G and X  CG(U). Then the subgroup 〈U,X〉 of
G is equal to UX, and isomorphic to U ×U∩X X.
Lemma 1.8 (Korollar 1 in [12]). Let X be central in both A and B , and U  A. The
subgroup 〈U,B〉 in A×X B is isomorphic to U ×U∩X B .
We say a subgroup U of G is co-central if G = 〈U,X〉, with X central in G.
Lemma 1.9 (Lemma 2 in [12]). Let U be co-central in both G and H , i.e., G = 〈U,X〉
and H = 〈U,Y 〉, with X  Z(G), Y  Z(H). Then
P = U × X × Y{(xy, x−1, y−1) | x ∈ U ∩X, y ∈ U ∩ Y }
is isomorphic to GY = G×U∩Y Y and to HX = H ×U∩XX, and the isomorphism identifies
GGY (respectively H HX) with 〈U,X〉 ⊆ HX (respectively 〈U,Y 〉 ⊆ GY ).
Lemma 1.10 (cf. Korollar 2 in [12]). Let A,B ∈ (m,n), and let D be a subgroup of both A
and B , with AnA′ ∩D ⊆ Z(B), BnB ′ ∩D ⊆ Z(A). Then the subgroups 〈D,AnA′,BnB ′〉
of A0 = A ×D∩BnB ′ BnB ′ and of B0 = AnA′ ×AnA′∩D B are isomorphic, and A0,B0 ∈
(m,n).
Proof. Set D = U , X = AnA′, Y = BnB ′, and apply Lemma 1.9. That they both lie in
(m,n) follows because they are obtained as quotients of products of groups in (m,n). 
1.3. Root adjunction
To characterize amalgamation bases, we will need to know when it is possible to adjoin
roots to elements of G; i.e., give an overgroup K ∈ (m,n) such that a given set of elements
of G lie in Kq . Mostly, we will need to know if we can adjoin a q th root modulo the
commutator subgroup, so we will ask that the given set of elements lie in KqK ′.
The basic result on root adjunction in N2 is due to Saracino, and we quote it here for
reference:
Lemma 1.11 (Theorem 2.1 in [17]). Let G be a nil-2 group, let r > 0, let n be an r-tuple
of positive integers, and let g be an r-tuple of elements of G. Then there exists an N2-
overgroup K of G containing an nj th root for gj (1 j  r) if and only for every r × r
array {cij } of integers such that nicij = njcji for all i , j , and for all y1, . . . , yr ∈ G,
if ∀j
(
yj ≡
r∏
g
cij
i
(
modG′
))
then
r∏
[yj , gj ] = e.i=1 j=1
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In fact, we can always adjoin central roots to a finite family of central elements, although
the argument is much simpler: to adjoin a central ni th root to the central elements gi ,
i = 1, . . . , r , just let qi be the order of gi (qi = 0 if gi is of infinite order), take
G× (Z/n1q1Z)× · · · × (Z/nrqrZ)
and identify the ni th power of the generator of the ith cyclic group with gi .
The following result will be used several times:
Lemma 1.12. Let G ∈ (m,n), x, y ∈ G. Let K be an (m,n)-overgroup of G, and assume
that for some q ∈ Z, r, s ∈ K , and r ′, s′ ∈ KnK ′, we have rqr ′ = x and sqs′ = y . For any
integers a, b, c, and d , and any g1, g2 ∈ K ,
if g
q
1 ≡ xayb
(
modKnK ′
)
g
q
2 ≡ xcyd
(
modKnK ′
) then [r, s]q(c−b) = [g1, x][g2, y].
In particular, if such a congruence has a solution with g1, g2 ∈ G, then [r, s]q(c−b) ∈ G.
Proof. Since xr−q and ys−q lie in KnK ′, they are central in K . So,
e = [g1r−as−c, xr−q][g2r−bs−d , ys−q]
= [g1, x][g2, y]
[
r−as−c, x
][
r−bs−d , y
][
g1, r
−q][g2, s−q][s−c, r−q][r−b, s−q]
= [g1, x][g2, y]
[
r, x−ay−b
][
s, x−cy−d
][
g
−q
1 , r
][
g
−q
2 , s
][r, s]qb−qc
= [g1, x][g2, y]
[
r, g
−q
1
][
s, g
−q
2
][
g
−q
1 , r
][
g
−q
2 , s
][r, s]q(b−c)
= [g1, x][g2, y][r, s]q(b−c).
Therefore, [r, s]q(c−b) = [g1, x][g2, y], as desired. If g1, g2 ∈ G, then [g1, x][g2, y] ∈ G,
so [r, s]q(c−b) ∈ G. 
Remark 1.2. Note that the conditions depend only on the equivalence classes of x and y
modulo KnK ′; that the conditions are symmetric on x and y; and that we may restrict a,
b, c, d to 0 a, b, c, d  n− 1.
In our applications, we will want to adjoin q th roots to either one or two elements of
G ∈ (m,n), with q | n, and staying in (m,n), so we restrict our statements to that situation.
First, we need a lemma:
Lemma 1.13. Let G ∈ (m,n), and let g ∈ Z(G) be an element of exponent n. Then there
exists an (m,n)-overgroup K of G, and elements r1, r2 ∈ CK(G) such that g = [r1, r2].
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q | n, and also q | m. Let H be the group:
H = 〈r1, r2 ∣∣ rq1 = rq2 = [r1, r2]q = [r1, r2, r1] = [r1, r2, r2] = e〉.
Note that H ∈ (m,n) necessarily, and that 〈g〉 ∼= 〈[r1, r2]〉. Now let
K = G×〈g〉〈[r1,r2]〉 H. 
We will consider the case when m and n are prime powers first, and deal with the general
case later.
Theorem 1.14. Let p be a prime, and let G ∈ (pa+b,pa), with a  0 and b  0 (b > 0
if p = 2). Let x, y ∈ G, and i be an integer with 1  i  a. There exists a group
K ∈ (pa+b,pa), overgroup of G, with x, y ∈ KpiK ′ if and only if both of the following
two conditions hold:
(a) xζ = yζ = e, where ζ = lcm(pa+b−i , pa).
(b) For all g1, g2 ∈ G, α,β, γ, δ ∈ Z with β ≡ γ (modpa−i ),
if g
pi
1 ≡ xαyβ
g
pi
2 ≡ xγ yδ
(
modGpaG′
)
, then [g1, x][g2, y] = e.
Moreover, if i  b, then we may in fact choose K so that x and y have pi th roots in K .
Remark 1.3. We do the result one prime at a time because the case i > b introduces
complications which would be hard to keep track of if we try to deal with the general case
directly.
Proof. For necessity, assume that K is an overgroup of G with rpi r ′ = x , spi s′ = y , and
r ′, s′ ∈ KpaK ′. If i > b, then xpa = rpa+i r ′pa = e, since a + i > a + b, and similarly
with ypa . If i  b, then
xp
a+b−i = rpa+b r ′pa+b−i = e,
since a + b − i  a, and again similarly for ypa+b−i , yielding (a).
For (b), note that since the congruences hold modulo GpaG′, they also hold modulo
Kp
a
K ′. By Lemma 1.12
[r, s]pi(γ−β) = [g1, x][g2, y].
Since K ∈ (pa+b,pa), and pa−i | (γ − β), then pa | pi(γ − β), so the left hand side must
be trivial. Thus [g1, x][g2, y] = e, as desired.
12 A. Magidin / Journal of Algebra 274 (2004) 1–63Moreover, if i  b, we can adjoin central pi th roots to r ′ and s′ to get pi th roots for x
and y . This gives necessity.
For sufficiency, we will construct K , along the lines of Saracino’s proof of Lemma 1.11.
Let
K0 = GN2
(〈r〉 (0,pa) 〈s〉),
where 〈r〉 and 〈s〉 are infinite cyclic groups. Let N be the smallest normal subgroup of K0
containing xr−pi and ys−pi .
We claim that N ∩G = {e}. Indeed, a general element of N may be written as
s1∏
k=1
(b1kz1k)
(
xr−pi
)ε1k (b1kz1k)−1 · s2∏
k=1
(b2kz2k)
(
ys−pi
)ε2k (b2kz2k)−1
with si  0, εjk = ±1, bjk ∈ G, and zjk = rajk1sajk2 . Rewriting,
s1∏
k=1
[b1k, x]ε1k
[
b1k, r
−pi ]ε1k [z1k, x]ε1k[z1k, r−pi ]ε1k · (xr−pi )t1
·
s2∏
k=1
[b2k, y]ε2k
[
b2k, s
−pi ]ε2k [z2k, y]ε2k[z2k, s−pi ]ε2k · (ys−pi )t2
where tj = ∑εjk . We do this by first replacing the conjugate uv by [v,u−1]u, and
then expanding the commutator brackets bilinearly. We write it as αβγ , with α ∈ G,
β ∈ 〈r〉 (0,pa) 〈s〉, and γ ∈ [G, 〈r〉 (0,pa) 〈s〉]. Assume that this element lies in G, and
equals g ∈ G. Then by uniqueness we have α = g, β = γ = e.
On the other hand, β = r−pi t1s−pi t2[r, s]u for some integer u, so we must have
t1 = t2 = 0. Therefore, we have that
g =
s1∏
k=1
[b1k, x]ε1k ·
s2∏
k=2
[b2k, y]ε2k ,
β =
s1∏
k=1
[
z1k, r
−pi ]ε1k · s2∏
k=1
[
z2k, s
−pi ]ε2k = e,
γ =
s1∏
k=1
[
b1k, r
−pi ]ε1k [z1k, x]ε1k s2∏
k=1
[
b2k, s
−pi ]ε2k [z2k, y]ε2k = e.
Since zjk = rajk1sajk2 , we get
g =
[
s1∏
b
ε1k
1k , x
][
s2∏
b
ε2k
2k , y
]
, (2)k=1 k=1
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∑
ε2ka2k1+pi
∑
ε1ka1k2 = e, (3)
γ =
[(
s1∏
k=1
b
ε1k
1k
)−pi
x−
∑
ε1ka1k1y−
∑
ε2ka2k1, r
]
·
[(
s2∏
k=1
b
ε2k
2k
)−pi
x−
∑
ε1ka1k2y−
∑
ε2ka2k2, s
]
= e. (4)
Let g1 =∏bε1k1k , g2 =∏bε2k2k , and let cmn = −∑εmkamkn. We rewrite (4), and we get
e = [g−pi1 xc11yc21, r][g−pi2 xc12yc22, s].
Since the cartesian equals Gab ⊗ (Z ×Z), this means that
g
−pi
j x
c1j yc2j ∈ G′,
so we must have
g
pi
1 ≡ xc11yc21
g
pi
2 ≡ xc12yc22
(
modG′
)
.
The congruences also hold modulo GpaG′, and from (3), we have that
e = β = [r, s]pi(c21−c12)
so pa | pi(c21 − c12). Thus, c12 ≡ c21 (modpa−i ), so by condition (b) we must have
[g1, x][g2, y] = e; but since g = [g1, x][g2, y] by (2), this means that g = e. So G ∩ N =
{e}, as claimed.
Let K1 = K0/N . Note that G is a subgroup of K1, and that, in K1, rpi = x , spi = y .
Note as well that [r, s]pa = e in K0, and hence also in K1.
If i  b, consider the subgroup of K1 generated by G, r , and s. We already have that
G ∈ (pa+b,pa). Note also that:
rp
a+b = (rpi )pa+b−i = xpa+b−i = e,
sp
a+b = (spi )pa+b−i = ypa+b−i = e
by condition (a); to show that the subgroup 〈G,r, s〉 lies in (pa+b,pa), it will now suffice
to show that both rpa and spa are central. First, note that both xpa−i and ypa−i are central
in G: for given any g ∈ G,
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gp
a−i )pi ≡ x0y0 (modGpaG′),
ep
i ≡ x0y0 (modGpaG′)
so by (b), e = [gpa−i , x] = [g,xpa−i ]. A similar calculation holds for ypa−i . Therefore,
rp
a = xpa−i centralizes G; it trivially centralizes r , so we just need to know that rpa
centralizes s to get that it is central in the subgroup in question. But [rpa , s] = [r, s]pa = e
in K0; so rp
a is central in 〈G,r, s〉, and an analogous calculation holds for spa . Thus, if we
let K = 〈G,r, s〉, we have x, y have pi th roots in K , and K ∈ (pa+b,pa).
Assume now that i > b. We still have that both rpa and spa are central in 〈G,r, s〉, by
the same argument as above; however, the orders of r and s may be greater than pa+b .
Let K2 be the result of adjoining to K1 central pa th roots t and v to xpa−i and ypa−i ,
respectively. Note that both tpi and vpi are of exponent pa :
(
tp
i )pa = (tpa )pi = (xpa−i )pi = xpa = e
by (a), and analogously with vpi . Let K3 be the result of adjoining to K2 elements
q1, q2, q3, q4, of exponent pa , with [q1, q2] = tpi , [q3, q4] = vpi , as in Lemma 1.13, so
that q1 commutes with all elements of K3, except q2, etc.
Let K be the subgroup of K3 generated by G, rt−1, sv−1, and the qi . We claim
K ∈ (pa+b,pa). Note that
(
rt−1
)pa+b = rpa+b t−pa+b = xpa+b−i(x−pa−i )pb = xpa+b−i x−pa+b−i = e,
and analogously with sv−1. And (rt−1)pa is central, since rpa is central here, and so is t ;
the same is true of (sv−1)pa , so K ∈ (pa+b,pa). Finally, note that in K , we have
(
rt−1
)pi [q1, q2] = rpi t−pi [q1, q2] = rpi t−pi tpi = rpi = x
and similarly (sv−1)pi [q3, q4] = y; thus x, y ∈ KpiK ′, as desired. 
Theorem 1.15. Let G ∈ (m,n). Let x, y ∈ G, and q > 0 with q | n. There exists K ∈ (m,n),
overgroup of G, with x, y ∈ KqK ′ if and only if both of the following conditions hold:
(i) xζ = yζ = e, where ζ = lcm(m/q,n); and
(ii) for all g1, g2 ∈ G, α,β, γ, δ ∈ Z with β ≡ γ (modn/q),
if g
q
1 ≡ xαyβ
g
q
2 ≡ xγ yδ
(
modGnG′
)
, then [g1, x][g2, y] = e.
If qn | m, then we may choose K so that x and y both have q th roots in K .
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of G. If we simply use the analogous construction directly when m = 0, we will always be
in the situation analogous to the case i  b in the previous theorem, so everything works
out. Note that condition (i) is trivially true if m = 0. 
By setting y = e, we may obtain the conditions for adjoining a root to a single element:
Corollary 1.16. Let G ∈ (m,n). Let x ∈ G and q > 0 be an integer with q | n. There
exists a group K ∈ (m,n), overgroup of G, with x ∈ KqK ′ if and only if xζ = e, where
ζ = lcm(m/q,n), and for all g ∈ G, α ∈ Z with gq ≡ xα (modGnG′), we have [g,x] = e.
If qn | m, then we may choose K so that x has a q th root in K .
1.4. Controlling the center
One key ingredient in our embedding result will be constructing a group G ∈ (m,n)
which has a specified structure for GnG′, the elements that must be central in G and any
(m,n)-overgroup. Because we can restrict to finitely generated groups, we only need to
consider finitely generated abelian groups as the specified structure of GnG′. We begin
with the easy case of m = 0:
Lemma 1.17. Let A be a finitely generated abelian group. Then there exists G ∈ (0, n)
such that GnG′ ∼= A.
Proof. Decompose A into a sum of cyclic groups, A =⊕(Z/aiZ). If n = 0, then for each
i let:
Gi =
〈
ui, vi
∣∣ uaii = vaii = [ui, vi ]ai = [ui, vi , ui] = [ui, vi , vi] = e〉.
Then let G = ⊕Gi . It is easy to verify G satisfies the given condition. If n > 0, then
simply adjoin a central nth root to the generator of each cyclic subgroup, to obtain an
abelian group G ∈ (0, n) with Gn ∼= A. 
The case m> 0 is slightly more complicated, so we deal with it one prime at a time:
Lemma 1.18. Let p be a prime, and let a, i  0. There is a group G ∈ (pa+b,pa) with
Gp
a
G′ = Z(G) ∼= Z/piZ
provided that:
(a) if i  a and p is odd, then b  0;
(b) if i  a and p = 2, then b > 0;
(c) if i > a, then b i .
16 A. Magidin / Journal of Algebra 274 (2004) 1–63Proof. If i  a, let
G = 〈u,v ∣∣ upi = vpi = [u,v]pi = [u,v,u] = [u,v, v] = e〉.
If i > a, we let G be the split metacyclic p-group:
G = 〈u,v ∣∣ upa+i = vpa = e; uv = vu1+pi 〉.
It is not hard to verify these definitions will work. 
Corollary 1.19. Let A be an abelian group of exponent pi , with i  0, and p a prime. Then
there exists G ∈ (pa+b,pa) with
Gp
a
G′ = Z(G) ∼= A
provided i , a, and b satisfy conditions (a)–(c) of Lemma 1.18.
Proof. Since A is of bounded exponent, we can decompose it as a sum of cyclic groups,
each of order pj for some j , with j  i . For each direct summand, use Lemma 1.18, and
then take the direct sum of the groups so obtained. 
Corollary 1.20. Let A be an abelian group of bounded exponent k > 0. If m > 0 and
k | lcm(m/n,n), then there exists G ∈ (m,n) with
Z(G) = GnG′ ∼= A.
Proof. Decompose A into a sum of cyclic groups of prime power order and deal with
the p-parts separately. The condition that k | lcm(m/n,n) guarantees that we can apply
Corollary 1.19 in each case, and we are done. 
2. Weak and strong amalgamation
In this section, we will give necessary and sufficient conditions for weak and strong
embeddability of amalgams in (m,n).
We begin by quoting the following result:
Lemma 2.1 (Lemma 4 in [12]). Let A,B ∈ N2, and let U be a subgroup, A′  U  A.
Assume that A/U = 〈a1U〉 × · · · × 〈anU〉, for ai ∈ A and let ni be the order of ai
modulo U (with 0 < ni < ∞ for 1  i  t , and ni = 0 for t < i  n). Given morphisms
ϕ :U → B and ϕi : 〈ai〉 → B , with ϕi(ai) = bi , there exists a homomorphism Φ :A → B
with Φ|U = ϕ and Φ(ai) = bi for each i , provided that:
(a) ϕ([g,ai]) = [ϕ(g), bi] for all g ∈ U , 1 i  n.
(b) ϕ([ai, aj ]) = [bi, bj ] for all 1 i, j  n.
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Moreover, Φ is injective provided that both ϕ and the map induced by the ϕi on A/U →
Φ(A)/Φ(U) are injective.
We will prove our characterization of embeddability by solving a special case and then
reducing. Most of the “heavy lifting” will be done by the following proposition, whose
proof is patterned after the final step in the Hauptsatz in [12]:
Proposition 2.2. Let (A,B;D) be an (m,n)-amalgam, and assume that A is finitely
generated over D. If
(a) AnA′ = DnD′ = BnB ′, and
(b) for all q > 0 with q | n, a ∈ A and b ∈ B with aq, bq ∈ D, we have[
aq, b
]= [a, bq],
then the amalgam (A,B;D) is strongly embeddable in (m,n).
Remark 2.1. It is not hard to verify that we may restrict q to prime powers.
Proof. Say that A = 〈D,a1, . . . , ak〉, with aiD of order qi modulo D (qi = 0 if n = 0 and
ai is of infinite order modulo D), qi | n. Write:
a
qi
i = g−1i ∈ D,
[ai, aj ] = z−1ij ∈ DnD′,
[ai, d] = z−1id ∈ DnD′ for each d ∈ D.
Let H = B (m,n) 〈c1〉(m,n) 〈c2〉(m,n) · · ·(m,n) 〈ck〉, where 〈ci〉 is a cyclic group of
order m (infinite cyclic if m = 0). Note that H ∈ (m,n).
Let N be the normal subgroup of H generated by the elements xi = cqii gi , [ci, cj ]zij ,
and [ci, d]zid for d ∈ D.
First, we claim that N ∩ B = {e}. Note that [ci, cj ]zij , [ci, d]zid are central for each
i, j, d , and that if qi > 0, gn/qii is central and g
m/qi
i = e. If qi = 0, then gi = e.
A general element of N can be written as
h =
r∏
µ=1
(
x
δµ
σµ
)hµ · ∏
1j<ik
([ci, cj ]zij )nij · k∏
i=1
∏
d∈Ji
([ci, d]zid)nid (5)
where r  0, σµ ∈ {1, . . . , k}, δµ = ±1, nij , nid ∈ Z, hµ ∈ H , and each Ji is a finite set of
elements of D. We can use a single finite set J by setting the necessary nid to zero.
We first look at the factor
∏r
µ=1(x
δµ
σµ)
hµ
. Ordering the factors lexicographically, we
obtain
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µ=1
(
x
δµ
σµ
)hµ = r∏
µ=1
x
δµ
σµ
[
xσµ,h
δµ
µ
]
=
k∏
i=1
x
mi
i ·
∏
1j<ik
[xi, xj ]mij ·
k∏
i=1
[
xi, h
′
i
] (6)
where
mi =
∑
σµ= i
δµ, mij =
∑
σµ= i, σν=j
1µ<νr
δµδν, h
′
i =
∏
σµ= i
h
δµ
µ .
Since xi = cqii gi , we have xmii = (cqii gi )mi = cmiqii gmii [gi, cqii ](
mi
2 ). So we have that
r∏
µ=1
(
xδmuσµ
)hµ = k∏
i=1
c
miqi
i g
mi
i
[
gi, c
qi
i
](mi2 ) · ∏
1j<ik
[xi, xj ]mij ·
k∏
i=1
[
xi, h
′
i
]
. (7)
Expanding the second factor in (7), we have
∏
1j<ik
[xi, xj ]mij =
∏
1j<ik
[
c
qi
i gi , c
qj
j gj
]mij
=
∏
1j<ik
[ci, cj ]qiqjmij [ci, gj ]qimij [cj , gi ]−qjmij [gi, gj ]mij .
If we expand the third factor in (7), and writing
h′i =
(
k∏
j=1
c
ij
j
)
bih
′′
i
with ij ∈ Z, bi ∈ B , h′′i ∈ H ′, we have
[
xi, h
′
i
]=
[
c
qi
i gi ,
(
k∏
j=1
c
ij
j
)
bih
′′
i
]
=
(
k∏
j=1
[ci, cj ]qiij · [cj , gi ]−ij
)
· [ci, bi]qi [gi, bi].
Looking back to the second factor in (5), we have
∏ ([ci, cj ]zij )nij = ∏ [ci, cj ]nij znijij .1j<ik 1j<ik
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k∏
i=1
∏
d∈J
([ci, d]zid)nid = k∏
i=1
[
ci,
∏
d∈J
dnid
]
·
∏
d∈J
z
nid
id =
k∏
i=1
[ci, di]zi,
by setting di =∏dnid and zi =∏znidid .
Making the substitutions into the expression for h given in (5), we obtain:
h =
(
r∏
i=1
c
miqi
i g
mi
i
[
gi, c
qi
i
](mi2 ))
·
∏
1j<ik
[ci, cj ]qiqjmij [ci, gj ]qimij [cj , gi]−qjmij [gi, gj ]mij
·
(
k∏
i,j=1
[ci, cj ]qiij [cj , gi]−ij
)
·
(
k∏
i=1
[ci, bi]qi [gi, bi]
)
·
( ∏
1j<ik
[ci, cj ]nij znijij
)
·
k∏
i=1
[ci, di]zi.
Assume that h ∈ N ∩ B , and we will prove that h = e. The maps id :B → B and ci → e
induce a unique map ψ :H → B by the universal property of the coproduct. Since h ∈ B ,
ψ(h) = h; on the other hand, all ci map to e, so
h = ψ(h) =
r∏
i=1
g
mi
i ·
∏
1j<ik
[gi, gj ]mij ·
k∏
i=1
[gi, bi] ·
∏
1j<ik
z
nij
ij ·
k∏
i=1
zi = h1.
Let X be the product of k copies of cyclic groups of order m (infinite cyclic if m = 0), and
denote the generators of the factors by ui . Mapping B → B ×X by mapping identically to
the first coordinate, and mapping ci → ui , we get another induced map ψ2 :H → B × X.
On the one hand, h maps to itself, but on the other hand we have:
h = ψ2(h) =
(
r∏
i=1
u
miqi
i
)
· h1.
Since we already know that h = h1, this yields that the first factor is trivial, so umiqii = e
for each i; thus, m | miqi for each i . Therefore, we also have that n | qi
(
mi
2
)
; hence, since
H ∈ (m,n),
[
gi, c
qi
](mi2 ) = cmiqi = e.i i
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qimi = 0. If qi = 0, then xi is trivial anyway, and if qi = 0, then mi = 0. So several factors
in the original expression are actually trivial, and we have:
h = h1 =
∏
1j<ik
[gi, gj ]mij ·
k∏
i=1
[gi, bi] ·
∏
1j<ik
z
nij
ij ·
k∏
i=1
zi.
In particular, all the other terms in the original expression for h are actually trivial, so
e = h2
=
∏
1j<ik
[ci, cj ]qiqjmij [ci, gj ]qimj [cj , gi]−qjmij
·
k∏
i,j=1
[ci, cj ]qiij [cj , gi ]−ij ·
k∏
i=1
[ci, bi]qi ·
∏
1j<ik
[ci, cj ]nij ·
k∏
i=1
[ci, di]
=
∏
1j<ik
[ci, cj ](qiqjmij+qiij−qj ji+nij ) ·
∏
1j<ik
[ci, gj ]qimij [cj , gi]−qjmij
·
k∏
i,j=1
[cj , gi ]−ij ·
k∏
i=1
([ci, bi]qi [ci, di]).
Fix j < i . Pick X ∈ (m,n) with a commutator of order n (of infinite order if n = 0), for
example the relatively free group of rank 2 generated by u and v. Map ci → u, cj → v,
and c → e for  = i, j , and map B → e; this induces a map σ :H → X, which necessarily
maps h2 to e; it also maps h2 to
e = σ(h2) = [u,v](qiqjmij+qiij−qj ji+nij ).
Therefore,
n | qiqjmij + qiij − qjji + nij (8)
for each choice of j < i , so each of these commutators in h2 are trivial.
Let 〈c〉 be a cyclic group of order n (infinite cyclic if n = 0) and consider the group
B (m,n) 〈c〉. Fix i , and map B to itself via the canonical inclusion, send ci to c, and
cj → e for j = i . This induces a map H → B (m,n) 〈c〉. The image of h2 is again trivial,
and also equal to
e =
( ∏
[c, gj ]qimij ·
∏
[c, gj ]−qimji ·
k∏
[c, gj ]−ji
)
· [c, bi]qi · [c, di]
1j<i i<jk j=1
A. Magidin / Journal of Algebra 274 (2004) 1–63 21=
[
c,
( ∏
1j<i
g
qimij
j ·
∏
i<jk
g
−qimji
j ·
k∏
i=1
g
−ji
j
)
b
qi
i di
]
.
By Corollary 1.5, we must have
( ∏
1j<i
g
qimij
j ·
∏
i<jk
g
−qimji
j ·
k∏
i=1
g
−ji
j
)
b
qi
i di ∈ BnB ′ = DnD′.
The gi all lie in D, as does di ; so we must have bqii ∈ D. We know that aqii ∈ D, and
moreover, that qi | n, so by condition (b) in the statement of the proposition, [aqii , bi] =
[ai, bqii ] ∈ D. Therefore,
[
ai, b
qi
i
]= [aqii , bi]= [g−1i , bi].
Looking at A, we must have (since the second factor lies in DnD′, it makes sense to
calculate this in A):
e =
[
ai,
( ∏
1j<i
g
qimij
j ·
∏
i<jk
g
−qimji
j ·
k∏
i=1
g
−ji
j
)
b
qi
i di
]
=
[
ai,
( ∏
1j<i
a
−qjqimij
j ·
∏
i<jk
a
qjqimji
j ·
k∏
i=1
a
qjji
j
)
b
qi
i di
]
=
∏
1j<i
[ai, aj ]−qiqjmij ·
∏
i<jk
[ai, aj ]qiqjmji ·
k∏
j=1
[ai, aj ]qj ji ·
[
ai, b
qi
i
][ai, di].
Taking the product over all i = 1, . . . , k, we have
e =
∏
1j<ik
[ai, aj ](−qiqjmij−qiqjmij+qj ji−qiij ) ·
k∏
i=1
[
ai, b
qi
i
][ai, di]
=
∏
1j<ik
[ai, aj ](−2qiqjmij+qj ji−qiij ) ·
k∏
i=1
[
g−1i , bi
][ai, di].
From (8), we have that
nij ≡ −qiqjmij − qiij + qjji (modn)
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ji (modn). Using this in the expression above,
we have
e =
∏
1j<ik
[ai, aj ]nij−qiqjmij ·
k∏
i=1
[
g−1i , bi
][ai, di].
We also have that
[ai, aj ]nij−qiqjmij = [ai, aj ]−qiqjmij [ai, aj ]nij =
[
a
qi
i , a
qj
j
]−mij z−nijij
= [g−1i , g−1j ]−mij z−nijij = [gi, gj ]−mij z−nijij
and that
[ai, di] =
[
ai,
∏
d∈J
dnid
]
=
∏
d∈J
[ai, d]nid =
∏
d∈J
z
−nid
id = z−1i .
Therefore,
e =
∏
1j<ik
[gi, gj ]−mij z−nijij ·
k∏
i=1
([gi, bi]zi)−1
=
( ∏
1j<ik
[gi, gj ]mij znijij ·
k∏
i=1
[gi, bi]zi
)−1
.
Since we already have that
h =
∏
1j<ik
[gi, gj ]mij znijij ·
k∏
i=1
[gi, bi]zi,
this gives that h = e, as claimed. Therefore, N ∩B = {e}.
Let G = H/N ∈ (m,n). Note that, since N ∩ B = {e}, B embeds into G. What we
want to do now is to embed A into G, so that D ⊆ A ∩ B in G. Since A′ ⊆ AnA′ =
DnD′ ⊆ D ⊆ A, and A is generated by a1, . . . , ak modulo D, we may use Lemma 2.1. Map
ϕ :D → G via the inclusion into B; define ϕi : 〈ai〉 → G by ϕi(ai) = ci . Note that since
ciqi = g−1i = aqii , the ϕi are well defined. We need to check the conditions of Lemma 2.1
to ensure a map A → G is induced, and that this map is injective.
First, we need to verify ϕ([d, ai]) = [ϕ(d),ci]. As [ai, d] = z−1id and [ci, d]zid ∈ N ,
the image of [d, ci] in G is equal to zid , as desired. Second, we need to check that
ϕ([ai, aj ]) = [ci, cj ]. But again, [ci, cj ]zij lies in N , and [ai, aj ] = z−1ij . Finally, to verify
that ϕ(aqii ) = ciqi , which we already noted. Thus, ϕ and the ϕi induce a morphism
Φ :A → G. Since Φ|D = ϕ, D is contained in B ∩ Φ(A). Thus, in order to prove that
G realizes a (weak) embedding of (A,B;D), we only need to show that Φ is injective.
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H → A/D. The kernel contains B , and also contains N , so it factors through H/BN . This
gives an induced map
G
B
→ A
D
by ciB → aiD. Note that G′ ⊆ B , so we may look at Φ(A)B/B , which is a subgroup of
G/B . So we have
Φ(A)
Φ(A)∩B
∼= Φ(A)B
B
→ G
B
→ A
D
→ Φ(A)
Φ(D)
.
Also, Φ(A)/Φ(D) maps to G/B by
Φ(ai)Φ(D) → Φ(ai)
(
Φ(A)∩B)→ Φ(ai)B = ciB.
Since G/B maps again to A/D, we get an endomorphism
A
D
→ Φ(A)
Φ(D)
→ A
D
which is the identity on each ai . So the first map, which is the map induced by Φ , must
be injective, and together with the injectivity of ϕ we conclude from Lemma 2.1 that Φ is
injective. Thus, G realizes a (weak) embedding of the amalgam.
Finally, we strengthen this embedding into a strong embedding. Since A′ ⊆ DnD′ ⊆ D,
we have D  A. Let K = G × (A/D). We construct embeddings A → K by mapping to
G via Φ and to A/D via the canonical projection; and B → K by mapping to G via the
inclusion and to A/D via the zero map. Now assume that a ∈ A, b ∈ B map to the same
element of K . Then, aD = D, so a ∈ D, proving that their intersection in K is contained
in D. Since the embeddings into both coordinates agree on D, their intersection contains
at least D; thus K realizes the strong embedding of (A,B;D), giving the result. 
Remark 2.2. Note that the argument in the final paragraph only uses the fact that D  A
and that (A,B;D) is weakly embeddable. In this situation, we can always find a strong
embedding using the argument given.
We can now give the strong amalgamation criterion:
Theorem 2.3 (cf. Satz 3 in [13]). Let (A,B;D) be an (m,n)-amalgam. The amalgam is
strongly embeddable in (m,n) if and only if the following two conditions are satisfied:
(a) D ∩AnA′ ⊆ Z(B) and D ∩BnB ′ ⊆ Z(A).
(b) For every q > 0 with q | n, a ∈ A, a′ ∈ AnA′, b ∈ B , b′ ∈ BnB ′ with aqa′, bqb′ ∈ D,
we have [
aqa′, b
]= [a, bqb′] ∈ D.
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Proof. First we prove necessity. Suppose that K ∈ (m,n) contains A and B , and A∩B =
D in K . Any element in AnA′ is central in K , so AnA′ ∩D ⊆ Z(K) ⊆ CK(B), giving (a)
by symmetry. For (b), note that both a′ and b′ are central in K and commutator brackets
act bilinearly, so we have
[
aqa′, b
]= [aq, b]= [a, b]q
and this equals [a, bqb′] by symmetry. Since [aqa′, b] ∈ B and [a, bqb′] ∈ A, their
common value lies in A∩B , hence in D.
For sufficiency, note that both conditions are inherited to any finitely generated
subamalgam (〈a1, . . . , an〉, 〈b1, . . . , bm〉; 〈a1, . . . , an〉 ∩ 〈b1, . . . , bm〉), so we may assume
that both A and B are finitely generated (and finitely generated over D) by Proposition 1.2.
Let A0 = A ×D∩BnB ′ BnB ′ and B0 = AnA′ ×AnA′∩D B be central amalgams. By
Lemma 1.10, the subgroups 〈D,AnA′,BnB ′〉 of A0 and B0 are isomorphic.
Note that if m > 0, then An is of exponent m/n, so AnA′ is of exponent lcm(m/n,n),
and the same with BnB ′. By Lemma 1.17 (for m = 0) or Corollary 1.20 (for m> 0), there
exists U ∈ (m,n) such that UnU ′ ∼= 〈AnA′,BnB ′〉.
Let X = A0 ×〈AnA′,BnB ′〉 U and Y = B0 ×〈AnA′,BnB ′〉 U . Then〈
AnA′,BnB ′
〉= XnX′ = YnY ′
since UnU ′ ⊆ XnX′, An0A′ ⊆ 〈AnA′,BnB ′〉, and [A0,U ] = {e}; and analogous for YnY ′.
Let E = 〈D,U〉 in both X and Y . We want to apply Proposition 2.2 to (X,Y ;E).
Considering E as a subgroup of either X or Y , by Lemma 1.8 we have that:
E = 〈D,U〉 ∼= D ×D∩U U.
Again, it is straightforward to verify that EnE′ = XnX′ = YnY ′ = 〈AnA′,BnB ′〉. This
gives condition (a) in Proposition 2.2. To test condition (b), let q > 0, q | n, x ∈ X, y ∈ Y
with xq, yq ∈ E. We want to show that [x, yq] = [xq, y].
By construction of X, we may write x = ab′u with a ∈ A, b′ ∈ BnB ′, and u ∈ U . Since
all three commute with one another, xq = aqb′quq ∈ E. Since U,BnB ′ ⊆ E, this says that
aq ∈ E. We know E = D ×D∩U U , and a ∈ A, aq ∈ 〈D,U〉 ∩A = 〈D,AnA′〉, so we may
write
aq = da2; d ∈ D, a2 ∈ AnA′.
Therefore, xq = da2b′quq . Note that aqa−12 = d ∈ D, with a−12 ∈ AnA′. Symmetrically,
we may write y = ba′v with b ∈ B , a′ ∈ AnA′, v ∈ U , and yq = d ′b2a′qvq with d ′ ∈ D,
b2 ∈ BnB ′, and bqb−12 = d ′ ∈ D.
Since A, B , and D satisfy (b) in the statement, we must have that
[
aqa−1, b
]= [a, bqb−1] ∈ D.2 2
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[
x, yq
]= [ab′u,bqa′qvq]= [ab′u,bqa′q][ab′u,vq]
= [ab′u,bqa′q][u,vq]= [ab′, bqa′q][u,bqa′q][u,v]q
= [ab′, bqa′q][u,v]q = [a, bq][u,v]q = [a, bqb−12 ][u,v]q .
Symmetrically, in Y we have
[
xq, y
]= [aqa−12 , b][u,v]q .
Since [aqa−12 , b] = [a, b2b−12 ], we conclude that [x, yq] = [xq, y], as claimed.
Thus (X,Y ;E) satisfies the conditions of Proposition 2.2, so there exists a K ∈ (m,n)
which realizes a strong embedding of (X,Y ;E). We claim that this embedding, via the
inclusions of A and B into X and Y , respectively, yields a strong embedding of (A,B;D).
Since X ∩ Y = E in K , we must have that A∩ B = (A ∩ E) ∩ (B ∩ E). Since E is itself
a strong amalgam of D and U , A ∩ E = D (since U ∩ A0 = 〈AnA′,BnB ′〉 in X, and
A ∩ BnB ′ = D ∩ BnB ′ in A0). Symmetrically, B ∩ E = D. So A ∩ B = D in K , and
therefore, K provides a strong embedding for (A,B;D), as desired. 
Remark 2.4. It is also worth noting that the conditions given are independent of m. So
if (A,B;D) is an amalgam of (m,n) groups, and (m,n) ⊆ (m′, n) for some m′, then the
amalgam is strongly embeddable in (m′, n) if and only if it is also strongly embeddable
in (m,n). Note that the analogous remark with (m,n) ⊆ (m,n′) is not true, as shown in
Example 0.1.
The conditions for weak embeddability are more complicated. We give them in the next
result:
Theorem 2.4 (cf. Hauptsatz in [12]). Let (A,B;D) be an amalgam of (m,n)-groups. The
amalgam is weakly embeddable in (m,n) if and only if the following two conditions are
satisfied:
(1) AnA′ ∩D ⊆ Z(B) and BnB ′ ∩D ⊆ Z(A).
(2) For every k > 0, qi > 0 with qi | n, ai ∈ A, a′i ∈ AnA′ with aqii a′i ∈ D, bi ∈ B ,
b′i ∈ BnB ′ with bqii b′i ∈ D for i = 1, . . . , k, and for each d ∈ D,
k∏
i=1
[
ai, b
qi
i b
′
i
]= d ⇔ k∏
i=1
[
a
qi
i a
′
i, bi
]= d.
Proof. Necessity follows along the same lines as the necessity in Theorem 2.3. Simply
note that for each i , in any (m,n)-group realizing the amalgam, we have [aqii a′i , bi] =
[ai, bi]qi = [ai, bqib′ ].i i
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A and B , and which satisfies conditions (a) and (b) in Theorem 2.3. That will yield that
(A,B;D0) can be strongly embedded, and thus that (A,B;D) can be weakly embedded
using the same group that realizes (A,B;D0).
Let DA be the normal closure of D in A, and analogous for DB . Let
S = {E A,B ∣∣ E ⊆ DA,DB ; D ⊆ E; (A,B;E) satisfies (1) and (2)}.
Trivially, D ∈ S . Order S by inclusion; the union of any chain in S again lies in S , as there
will only be finitely many indices involved in checking condition (2). By Zorn’s Lemma,
S has maximal elements. Let D0 be a maximal element of S . We claim that D0 satisfies
conditions (a) and (b) in Theorem 2.3.
Condition (a) there is the same as condition (1) here, so D0 satisfies it by virtue
of lying in S . To show that D0 satisfies condition (b) in Theorem 2.3, let q > 0 with
q | n, a ∈ A, a′ ∈ AnA′, b ∈ B , b′ ∈ BnB ′ with aqa′, bqb′ ∈ D0. We want to prove that
[aqa′, b] = [a, bqb′] ∈ D0.
Let b0 = [aqa′, b] and a0 = [a, bqb′]. Then ar0 ∈ D0 if and only if br0 ∈ D0 for each r ,
and if so ar0 = br0. Indeed, this follows from the fact that D0 satisfies condition (2): set
k = r , and all terms equal to a0 or b0. So we conclude that D0 ∩ 〈a0〉 = 〈d〉 = 〈ar0〉 and
D0 ∩ 〈b0〉 = 〈d〉 = 〈br0〉 with the same d and the same r .
Since a0 ∈ Z(A), and b0 ∈ Z(B), we have that
〈D0, a0〉 ∼= D0 ×〈d〉 〈a0〉; 〈D0, b0〉 ∼= D0 ×〈d〉 〈b0〉.
Since 〈a0〉 ∼= 〈b0〉, 〈D0, a0〉 ∼= 〈D0, b0〉; we denote the common subgroup of A and B
by D1. Then D1 DA0 = DA, D1 DB0 = DB , and we claim that in fact D1 ∈ S .
If x ∈ D1 ∩ AnA′, then x = dar0 for some d ∈ D0, r ∈ Z. Since a0 ∈ AnA′, we also
have d ∈ AnA′, and by (1) for D0, d ∈ Z(B); so x  dbr0 lies in Z(B). Symmetrically for
y ∈ D1 ∩ BnB ′, yielding that D1 satisfies (1). For (2), let k > 0, qi | n, qi > 0, ai ∈ A,
a′i ∈ AnA′, bi ∈ B , b′i ∈ BnB ′ with aqii a′i , bqii b′i ∈ D1, and let d ∈ D1. We want to prove
that
k∏
i=1
[
a
qi
i a
′
i , bi
]= d ⇔ k∏
i=1
[
ai, b
qi
i b
′
i
]= d.
Write d = d ′a0 = d ′b0, for some d ′ ∈ D0,  ∈ Z. In addition, we may write aqii a′i = dibi0 ,
so a
qi
i (a
′
ia
−i
0 ) = di ∈ D0; so we have
k∏[
a
qi
i a
′
i, bi
]= d ⇔
(
k∏[
a
qi
i a
′
i , bi
])
b
−i
0 = d ′.i=1 i=1
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(
k∏
i=1
[
a
qi
i a
′
i , bi
])
b
−i
0 = d ′ ⇔
(
k∏
i=1
[
ai, b
qi
i b
′
i
])
a
−i
0 = d ′,
which means that
k∏
i=1
[
a
qi
i a
′
i , bi
]= d ′bi0 = d ⇔
k∏
i=1
[
ai, b
qi
i b
′
i
]= d ′ai0 = d.
Therefore, D1 satisfies (2).
Thus, D1 ∈ S , D0 ⊆ D1, so by maximality of D0, D1 = D0. Therefore, a0  b0 ∈ D0.
Which in turn shows that D0 satisfies (b) from Theorem 2.3. Thus (A,B;D0) is strongly
embeddable, and therefore (A,B;D) is weakly embeddable. 
Remark 2.5. Taking a maximal D0 may not be the most efficient amalgam available (i.e.,
the amalgam with the smallest core containing D which is strongly embeddable). But
note that if two common subgroups D1 and D2 containing D satisfy both (a) and (b)
from Theorem 2.3, then so does D1 ∩ D2; so in order to obtain the most efficient weak
embedding for (A,B;D), we could take the intersection of all subgroups which contain D
and satisfy (a) and (b) from Theorem 2.3; this is the smallest common subgroup containing
D over which the amalgam is strongly embeddable.
Remark 2.6. Again, if (A,B;D) is an amalgam of (m,n) groups, and (m,n) ⊆ (m′, n)
for some m′, then the amalgam is weakly embeddable in (m,n) if and only if it is weakly
embeddable in (m′, n), since conditions (1) and (2) in Theorem 2.4 do not depend on m.
Example 2.1. We now see what happened in Example 0.1. The amalgam is strongly
embeddable in (0,0) =N2; but for (4,2), it fails to satisfy conditions (a) from Theorem 2.3
and (1) from Theorem 2.4: A2A′ ∩ D = D, but D is not central in B . So the amalgam
cannot be embedded in (4,2), nor in (m,2) for any m multiple of 4. However, if 4 | n, then
AnA′ ∩ D = {e}, so condition (1) is satisfied if we work in (m,n) for any n with 4 | n.
More about this in Section 4.
3. Dominions and special amalgams
Aside from measuring the gap between weak and strong embeddability, special
amalgams also provide a link between the study of amalgams and the study of dominions.
Recall that Isbell [3] defines for a category C of algebras (in the sense of Universal Algebra)
of a fixed type Ω , an algebra A ∈ C and subalgebra B of A, the dominion of B in A (in the
category C) to be the intersection of all equalizers containing B . Explicitly,
domCA(B) =
{
a ∈ A ∣∣ ∀f,g :A→ C, if f |B = g|B then f (a)= g(a)}
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amalgams and dominions when working in a variety V is given precisely by the special
amalgams: if we let A′ be an isomorphic copy of A, and M = AVB A′, we have that
domVA(B) = A∩A′ ⊆ M,
where we have identified B with its common image in A and A′. In other words, domVA(B)
is the smallest subalgebra D of A such that B ⊆ D and the special amalgam (A,A;D) is
strongly embeddable. If domVA(B) = B , we say that the dominion of B is “trivial” (meaning
it is as small as possible), and we say it is “nontrivial” otherwise.
In general, domCA(−) is a closure operator on the lattice of subalgebras of A. If we
are working in a variety of groups, then normal subgroups have trivial dominions, the
dominion construction respects finite direct products (that is, if H1 < G1 and H2 < G2,
then the dominion of H1 × H2 in G1 × G2 is the product of the dominions of H1 in G1
and of H2 in G2), and also respects quotients: if N G is contained in H , then
domVG/N(H/N) =
(
domVG(H)
)/
N.
In addition, if the class C is contained in the class C ′, then
domC′A (B) ⊆ domCA(B)
for every A ∈ C and B  A. For a proof of these assertions we direct the reader to [11].
Note that if G ∈ (m,n) and H < G, then we must have domN2G (H) ⊆ dom(m,n)G (H), but
equality need not hold in principle. So our goal is to give a description of dominions in
(m,n), and contrast it with the same dominions, but taken in N2.
A group G ∈ V is said to be absolutely closed (in V) if and only if for all K ∈ V with G
a subgroup of K , we have domVK(G) = G. The connection with special amalgams shows
that a group G ∈ V is absolutely closed in V if and only if it is a special amalgamation
base in V . We direct the reader to the survey paper by Higgins [1] for a more complete
discussion of amalgams and their connection with dominions. We will use the terms
“special amalgamation base” and “absolutely closed” interchangeably.
Intuitively dominions, in the context of amalgams, measure how hard it is to “upgrade”
a weak embedding into a strong embedding. That is, when we know that a V-amalgam
(A,B;D) is weakly embeddable, and we wonder whether it is also strongly embeddable
(possibly into a different group M), or at least to give the smallest possible D0 containing
D over which the amalgam is strongly embeddable. If all dominions are trivial (i.e., if
for all G ∈ V and H < G, domVG(H) = H ) then any weak embedding can be upgraded
into a strong embedding for (A,B;D). If dominions are “large”, then it tends to be hard to
upgrade weak embeddings into strong ones, and the minimal D0 tends to be large compared
to D. If they are “small” (meaning they differ very little from the subgroup itself), the weak
embeddings tend to be easy to upgrade, and D0 tends to be close to D.
We now turn to dominions in the varieties (m,n). We can obtain a description of them
as a consequence of Theorem 2.3, since the dominion of H in G is the smallest subgroup
D containing H such that (G,G;D) is strongly embeddable.
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Let D be the subgroup generated by H and all elements of the form [a, b]q , where q > 0,
q | n, and aq, bq ∈ H(GnG′). Then
D = dom(m,n)G (H).
Proof. First we prove that all such [a, b]q must lie in the dominion. Indeed, say K ∈
(m,n), and we have morphisms f,g :G → K which agree on H . Then
f
([a, b]q)= [f (a), f (b)]q = [f (aq), f (b)]
= [f (aq)f (a′), f (b)] (for some a′ ∈ GnG′ with aqa′ ∈ H )
= [f (aqa′), f (b)]
= [g(aqa′), f (b)] (since aqa′ ∈ H and f |H = g|H )
= [g(aq)g(a′), f (b)]
= [g(aq), f (b)] (since g(a′) ∈ KnK ′ ⊆ Z(K))
= [g(a), f (b)]q,
and by symmetry this equals g ([a, b]q). So D ⊆ dom(m,n)G (H).
To prove equality, it suffices to show that (G,G;D) is strongly embeddable in (m,n).
We check conditions (a) and (b) from Theorem 2.3.
Condition (a) is trivial, since GnG′ ∩D ⊆ GnG′ ⊆ Z(G). For condition (b), assume that
a, b ∈ G satisfy aqa′, bqb′ ∈ D for some q > 0, q | n, a′, b′ ∈ GnG′. We want to prove that
[aqa′, b] = [a, bqb′] ∈ D. The equality of the two follows by bilinearity of the commutator
bracket, which we can now apply since we are working inside a single group G:
[
aqa′, b
]= [aq, b][a′, b]= [aq, b]= [a, b]q = [a, bq]= [a, bq][a, b′]= [a, bqb′].
To prove that it lies in D, note that every element of D can be written as an element of H
times some commutators. Thus, if x ∈ D, then there exist x ′ ∈ G′ such that xx ′ ∈ H . Since
aqa′ ∈ D, there is some a′′ ∈ G′ ⊆ GnG′ with aqa′a′′ = aq(a′a′′) ∈ H , and analogously
there exists an element b′′ ∈ GnG′ with bq(b′b′′) ∈ H . By construction of D, we must have
[a, b]q ∈ D; but this is equal to [aqa′, b], giving condition (b). Thus, (G,G;D) is strongly
embeddable, so dom(m,n)G (H) = D. 
Remark 3.1. It is straightforward to check that we may restrict q to prime powers. Indeed,
if q = pa11 · · ·parr is a prime factorization for q , and we have that all elements
[
aq/p
ai
i , bq/p
ai
i
]paii = [a, b]q2/paii
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k = gcd
(
q2
p
a1
1
, . . . ,
q2
p
ar
r
)
= q.
From Theorem 3.1 we deduce the following corollary, which answers Question 9.93
in [11]:
Corollary 3.2. Let G ∈ (m,n), with n squarefree. Then for all subgroups H of G
dom(m,n)G (H)= H.
Proof. We may assume that G is finitely generated.
Suppose first that m > 0; by looking at the p-parts separately, which we can do since
dominions respect finite direct products, we may assume that m = pa is a prime power,
and n = p; for if n = 1, then G is abelian, and H G.
Suppose that aq, bq ∈ H(GpG′). Looking at Theorem 3.1, we need only consider q = 1
and q = p. If q = p, then [a, b]q = e, so it lies in H . If q = 1, then, choosing a′, b′ ∈ GpG′
so that aa′, bb′ ∈ H , we have
[a, b] = [aa′, bb′] ∈ H,
so again [a, b]q ∈ H . Therefore, D = H , and the dominion is trivial.
Now suppose that m = 0, and G ∈ (0, n). Let x ∈ G \ H . We will prove that x /∈
dom(0,n)G (H). Let N be a normal subgroup of G, with G/N finite and such that xN /∈ HN
(the existence of such an N follows from the fact that in a finitely generated nilpotent
group, every subgroup is closed in the profinite topology). Let m be such that G/N is of
exponent m, and n | m/gcd(m,2). Since n is squarefree, the dominion of HN/N in G/N
in (m,n) is trivial by the previous case, so
xN /∈ HN/N ⊆ (dom(0,n)G (HN))/N = dom(0,n)G/N(HN/N)
⊆ dom(m,n)G/N (HN/N) = HN/N
so HN = dom(0,n)G (HN), and since x is not in that dominion, we conclude that x /∈
dom(0,n)G (H) either. This gives the result. 
Corollary 3.3. Let m  0, n | m/gcd(m,2) and n squarefree. If an amalgam of (m,n)
groups is weakly embeddable in (m,n), then it is also strongly embeddable in (m,n).
Proof. Since all dominions are trivial in (m,n), every group is a special amalgamation
base. Say K gives a weak embedding of (A,B;D) in (m,n). Then we may strongly embed
(K,K;D) in (m,n). By embedding A into the first copy of K and B into the second copy
of K , we get a strong embedding for (A,B;D). 
A. Magidin / Journal of Algebra 274 (2004) 1–63 31Remark 3.2. This result partially generalizes Corollary 1.3 in [14]. There, Maier proves
that in the class of all nilpotent groups of class at most c and exponent a prime p, with
p > c, a weakly embeddable amalgam is always strongly embeddable. For c = 2, the result
would cover only the varieties (p,p) with p an odd prime, and by Proposition 1.1, the
varieties (m,m) with m an odd squarefree integer.
Given a group G ∈ (m,n), we must have for all H <G that
domN2G (H)⊆ dom(m,n)G (H).
Since there are fewer groups to map to in (m,n), it would be possible, at least in
principle, that the dominion in (m,n) is strictly larger than the dominion in N2 (or in
some intermediate variety). This turns out not to be the case:
Theorem 3.4. Let G ∈ (m,n), and let H be a subgroup of G. Then domN2G (H) =
dom(m,n)G (H).
Proof. The inclusion of the left hand side into the right hand side is immediate, since
(m,n) ⊆N2. To prove the reverse inclusion, say that we have x, y ∈ G, q > 0 with q | n,
and x ′, y ′ ∈ GnG′ such that xqx ′, yqy ′ ∈ H . We want to prove that [x, y]q ∈ domN2G (H).
Note that domN2G (H) contains all [a, b]q with q > 0 and aq, bq ∈ H [G,G]: no restriction
on q dividing n, but also a smaller group HG′ rather than H(GnG′).
Write x ′ = rnr ′ with r ∈ G, r ′ ∈ G′, and analogously y = sns′. Since q | n, we may
write n = qk for some integer k. Then
(
xrk
)q = xqrn[rk, x](q2).
So (xrk)qx ′′ ∈ H , where x ′′ = [x, r]k(q2)r ′ ∈ G′. In a similar manner, (ysk)qy ′′ ∈ H , with
y ′′ ∈ G′. Therefore, [xrk, ysk]q ∈ domN2G (H).
But since G ∈ (m,n), nth powers of commutators are trivial. So:
[
xrk, ysk
]q = [(xrk)q, ysk]= [xqrn, ysk]= [xq, ysk][r, ysk]n
= [x, (ysk)q]= [x, yqsn]= [x, yq][x, s]n = [x, y]q.
Therefore, [x, y]q ∈ domN2G (H), as desired. This proves the equality. 
In particular, domN2G (H) = domWG (H), where W is the variety generated by G.
4. Return to embeddability
We mentioned in Section 3 that, intuitively, dominions measure how hard it is to
strengthen a weak embedding into a strong one. In view of Theorem 3.4, we might guess
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be just as hard to strengthen that embedding in N2 (i.e., to embed the amalgam strongly
in N2) as in (m,n).
In other words: we have seen that it is possible for an (m,n)-amalgam to be strongly
embeddable in N2 but not even weakly embeddable in (m,n). But Theorem 3.4 suggests
that it may be impossible to have an (m,n)-amalgam which is strongly embeddable in N2,
and weakly, but not strongly, embeddable in (m,n). The intuition does indeed pay off:
Proposition 4.1. Let (A,B;D) be an amalgam of (m,n)-groups. If the amalgam is weakly
embeddable in (m,n) and strongly embeddable in N2, then the amalgam is strongly
embeddable in (m,n).
Proof. We check conditions (a) and (b) from Theorem 2.3. Since (A,B;D) is weakly
embeddable in (m,n), by condition (1) of Theorem 2.4 we have that AnA′ ∩D ⊆ Z(B) and
BnB ′ ∩ D ⊆ Z(A), giving (a). Let q > 0, q | n, a ∈ A, rnr ′ ∈ AnA′, b ∈ B , sns′ ∈ BnB ′,
with aqrnr ′, bqsns′ ∈ D. We want to prove that[
aqrnr ′, b
]= [a, bqsns′] ∈ D.
Let k be such that qk = n. Then
(
ark
)q[
a, rk
](q2)r ′ = aqrnr ′,(
bsk
)q[
b, sk
](q2)r ′ = bqsns′.
Since [a, rk](q2)r ′ ∈ A′, [b, sk](q2)s′ ∈ B ′, and the amalgam is strongly embeddable in N2,
we know that [(
ark
)q[
a, rk
](q2)r ′, bsk]= [ark, (bsk)q[b, sk](q2)s′] ∈ D.
Since aqrnr ′ ∈ D, its kth power also lies in D. This is equal to:
(
aqrnr ′
)k = (aqrn)kr ′k = anrknr ′k ∈ AnA′,
so (aqrnr ′)k ∈ AnA′ ∩ D ⊆ Z(B), and symmetrically we also have that (bqsns′)k ∈
BnB ′ ∩D ⊆ Z(A).
Therefore, in B , we have
[(
ark
)q[
a, rk
](q2)r ′, bsk]= [aqrnr ′, bsk]= [aqrnr ′, b][aqrnr ′, sk]
= [aqrnr ′, b][(aqrnr ′)k, s]= [aqrnr ′, b]
since (aqrnr ′)k ∈ Z(B). Symmetrically, in A we have
[
ark,
(
bsk
)q[
b, sk
](q2)s′]= [a, bqsns′].
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So (A,B;D) satisfies conditions (a) and (b) in Theorem 2.3, and thus is strongly
embeddable in (m,n). 
A closer examination of the argument shows that the only property derived from the
weak embeddability of (A,B;D) in (m,n) which was used was the fact that AnA′ ∩D ⊆
Z(B) and BnB ′ ∩ D ⊆ Z(A), and we never used the fact that the amalgam also satisfies
condition (2) of Theorem 2.4. This yields the following:
Theorem 4.2. Let (A,B;D) be an amalgam of (m,n) groups. The amalgam is strongly
embeddable in (m,n) if and only if it is strongly embeddable in N2, and in addition we
have
AnA′ ∩D ⊆ Z(B) and BnB ′ ∩D ⊆ Z(A).
Similarly, we have:
Theorem 4.3. Let (A,B;D) be an amalgam of (m,n) groups. The amalgam is weakly
embeddable in (m,n) if and only if it is weakly embeddable inN2, and in addition we have
AnA′ ∩D ⊆ Z(B) and BnB ′ ∩D ⊆ Z(A).
Proof. If (A,B;D) is weakly embeddable in (m,n), then trivially it is so in N2, and the
condition on AnA′ ∩D and BnB ′ ∩D follows from Theorem 2.4. For the converse, assume
that (A,B;D) is weakly embeddable in N2. Let k > 0, qi > 0, qi | n, ai ∈ A, a′i ∈ AnA′,
with aqii a
′
i ∈ D, bi ∈ B , b′i ∈ BnB ′ with bqii b′i ∈ D as in the statement of Theorem 2.4. We
want to prove that for each d ∈ D,
∏[
ai, b
qi
i b
′
i
]= d ⇔ ∏[aqii a′i , bi]= d.
Write a′i = rni r ′i , b′i = sni s′i . Let n = qiti . Note that, as before,
(
air
ti
i
)qi [ai, rti ](qi2 )r ′ = aqii rni r ′i = aqii a′i .
Also, since aqii r
n
i r
′
i ∈ D, so is(
a
qi
i r
n
i r
′
i
)ti = anrntii r ′tii ∈ AnA′ ∩D ⊆ Z(B)
and symmetrically for bqii s
m
i s
′
i . Since the amalgam is weakly embeddable in N2, we know
that for each d ∈ D,
∏[(
air
ti
i
)
,
(
bis
ti
i
)qi [bi, stii ](qi2 )s′i]= d ⇔ ∏[(airtii )qi [ai, rtii ](qi2 )r ′i , (bistii )]= d.
The ith factor on the left hand side of this equation yields
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air
ti
i
)
,
(
bis
ti
i
)qi [bi, si ]ti(qi2 )s′i]= [ai, bqii b′i][rtii , bqii b′i]= [ai, bqii b′i][ri , (bqii b′i)ti ]
= [ai, bqii b′i]
since (bqii b
′
i )
ti ∈ Z(A), and symmetrically for the right hand side. Therefore, for each
d ∈ D:
∏[
ai, b
qi
i b
′
i
]= d ⇔ ∏[airtii , bqii b′i]= d
⇔
∏[
a
qi
i a
′
i , bis
ti
i
]= d
⇔
∏[
a
qi
i a
′
i , bi
]= d
giving the conditions for weak embeddability in (m,n), as desired. 
Now we see that Example 0.1 captures the difference between embedding in (m,n),
with n > 0, and embedding in N2: in (m,n) we need, in addition, that nth powers and
commutators which lie in the core be central in both factors of the amalgam.
Let (A,B;D) be an amalgam of nil-2 groups. Let L be the 01-lattice of all varieties
(m,n) such that A,B ∈ (m,n), and let Fs (respectivelyFw) be the subset of all (m,n) ∈L
such that (A,B;D) is strongly (respectively weakly) embeddable in (m,n). Trivially, Fs
and Fw are upward closed: if we have (m,n) ⊆ (m′, n′), and (m,n) ∈F , then (m′, n′) ∈F
as well. In fact, we have a bit more:
Theorem 4.4. Let (A,B;D), L, Fs , and Fw be as in the previous paragraph. Then Fs
(respectively Fw) is either empty, or is a filter in L; explicitly, if (m,n), (m′, n′) ∈ Fs
(respectively Fw), then
(m,n)∧ (m′, n′)= (gcd(m,m′),gcd(n,n′))
also lies in Fs (respectively Fw). In particular, if Fs (respectively Fw) is non-empty, then
it is a principal filter.
Proof. By Theorems 4.2 and 4.3, it suffices to verify that
AA′ ∩D ⊆ Z(B) and BB ′ ∩D ⊆ Z(A)
where  = gcd(n,n′), since the amalgam is embeddable in (0,0). Write n = k, n′ = k′,
with gcd(k, k′) = 1. Let aa′ ∈ AA′ ∩ D. We want to show that it lies in Z(B). Since
(aa′)k = ana′k ∈ AnA′ ∩ D, it lies in Z(B), because (A,B;D) is embeddable in (m,n);
likewise, we also have that (aa′)k′ ∈ An′A′ ∩ D, and therefore lies in Z(B), since the
amalgam is also embeddable in (m′, n′).
Therefore, (aa′) has exponent gcd(k, k′) modulo Z(B) in B . Since gcd(k, k′) = 1, this
means that it is of exponent 1 modulo Z(B), so it lies in Z(B), as desired. A symmetric
argument shows that BB ′ ∩D is contained in Z(A), giving the result. The final statement
follows because L has the descending chain condition, so any filter is principal. 
A. Magidin / Journal of Algebra 274 (2004) 1–63 354.1. Two special cases
We will now give analogues of two results of Maier, which deal with the special situation
in which the core D is either central or cocentral in one of the two groups in the amalgams.
Recall that we say a subgroup D is cocentral in B if there is a central subgroup H of B
such that B = 〈D,H 〉. Equivalently, if B = 〈D,Z(B)〉.
Proposition 4.5 (cf. Satz 2, part 1 in [12]). Suppose that (A,B;D) is an amalgam of
(m,n)-groups, and D is cocentral in B . Then the amalgam is strongly embeddable in
(m,n) if and only if
(1) Bn ∩D ⊆ Z(A); and
(2) ∀q > 0, q | n, if a ∈ A satisfies aq ∈ D(AnA′), then for all b ∈ Z(B), b′ ∈ Bn with
bqb′ ∈ D, we have [a, bqb′] = e.
Remark 4.1. It is worth noting that since D is cocentral in B , it is normal; and therefore,
if the amalgam is embeddable at all, it is strongly embeddable, as noted in Remark 2.2.
Proof. If the amalgam is strongly embeddable, then
Bn ∩D ⊆ BnB ′ ∩D ⊆ Z(A)
yielding condition (1). For condition (2), note that [a, bqb′] = [aqa′, b] = e, since b is
central in B .
Conversely, we prove that if the amalgam satisfies (1) and (2), then it is strongly
embeddable. Note that AnA′ ∩ D ⊆ Z(D) ⊆ Z(B), since D is cocentral in B . On the
other hand,
BnB ′ ∩D = BnD′ ∩D = 〈Bn ∩D,D′〉⊆ Z(A)
since D′ ⊆ Z(A), and Bn ∩D ⊆ Z(A) by (1).
Now let a ∈ A, a′ ∈ AnA′, b ∈ B , b′ ∈ BnB ′ with aqa′, bqb′ ∈ D for some q > 0, q | n.
We want to prove that [aqa′, b] = [a, bqb′] ∈ D.
Write b = dz, b′ = f nxny ′, with d,f ∈ D, x, z ∈ Z(B), y ′ ∈ B ′ = D′. Then
bqb′ = dqzqf nxny ′ = (dqf n)zqxny ′.
Therefore, if bqb′ ∈ D, then so is zqxn. By condition (2), we must have [a, zqxn] = e, and
y ′ ∈ D′ ⊆ A′, so [a, y ′] = e as well. Therefore,
[
a, bqb′
]= [a, dqzqf nxny ′]= [a, dqf n][a, zqxn][a, y ′]
= [a, dqf n]= [a, dq][a,f n]= [a, dq]= [aq, d]= [aqa′, d].
On the other hand,[
aqa′, b
]= [aqa′, dz]= [aqa′, d][aqa′, z]= [aqa′, d]
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B ′ = D′. 
Remark 4.2. It should be noted that Maier’s statement of Satz 2, part 1 in [12] is in fact
incorrect. There he states that for an amalgam in N2, with D cocentral in B , it is enough to
consider in condition (2) a ∈ A with aq ∈ DA′ and b ∈ B \D with bq ∈ D. The condition,
as given there, is sufficient but not necessary. Here is a counterexample to necessity:
Let D be the relatively free N2-group on two generators x and y . The elements of the
group can be written uniquely in the form
xayb[y, x]c; a, b, c ∈ Z.
Let Z/qZ be the cyclic group of order q , generated by z; let A= B = (Z/qZ)×D. Then
(A,B;D) is strongly embeddable, for example into (Z/qZ) × D × (Z/qZ), and D is
cocentral in B . Let a = (e, x) ∈ A, and let b = (z, y) ∈ B \D. Then aq = (e, xq) ∈ D, and
bq = (e, yq) ∈ D. However, [a, bq] = [x, yq] = [x, y]q = e, so the condition given is not
necessary.
When D is central, we get the following:
Proposition 4.6 (cf. Satz 2, part 2 in [12]). Suppose that (A,B;D) is an amalgam of (m,n)
groups, and D ⊆ Z(B). Then the amalgam is strongly embeddable in (m,n) if and only if
(1) BnB ′ ∩D ⊆ Z(A); and
(2) for all q > 0, q | n, a ∈ A, a′ ∈ AnA′ with aqa′ ∈ D, and all b ∈ B , b′ ∈ BnB ′ with
bqb′ ∈ D, we have [a, bqb′] = e.
Proof. Again note that if the amalgam is embeddable at all, then it is strongly embeddable,
since D is normal in B .
If the amalgam is strongly embeddable, then condition (1) certainly holds, and we
have [a, bqb′] = [aqa′, b]. Since D is central, the latter commutator is trivial, yielding
condition (2).
Conversely, assume the amalgam satisfies conditions (1) and (2). We have that
AnA′ ∩D ⊆ D ⊆ Z(B),
and together with condition (1), we get condition (a) from Theorem 2.3. For condition (b),
let x ∈ A, x ′ ∈ AnA′, y ∈ B , y ′ ∈ BnB ′ with xqx ′, yqy ′ ∈ D for some q > 0, q | n. We
want to prove that [xqx ′, y] = [x, yqy ′] ∈ D. But [xqx ′, y] = e because D is central
in B; and condition (1) says that [x, yqy ′] = e. So the amalgam satisfies the conditions
of Theorem 2.3, and we are done. 
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We pass now to the study of amalgamation bases in the varieties (m,n). We will look at
the weak and strong bases first, and then deal with the special bases separately in the next
section.
5.1. Characterization
The conditions for weak and strong embeddability involve two parts: one relating to
central elements (conditions (a) in Theorem 2.3, and (1) in Theorem 2.4), and one that
relates to how certain roots of elements of the core are to interact (conditions (b) in
Theorem 2.3 and (2) in Theorem 2.4). Similarly, the conditions for a group to be a weak
and strong base will also consist of two parts: one which is used to ensure that condition
(a) of Theorem 2.3 holds, and another which is used to ensure that condition (b) will hold
for any amalgam with the given core.
We give the following definition:
Definition 5.1. Given a group G and an integer n > 0, we define
Ωn(G) = {g ∈ G ∣∣ gn = e}.
By convention, we set Ω0(G) = G.
Remark 5.1. Usually, Ωn(G) is defined as the subgroup generated by the elements of
exponent n in G, rather than just the set. In all our applications, however, the set of such
elements will already be a subgroup, so the distinction is immaterial.
Theorem 5.1 (cf. Theorem 3.3 in [17], Satz 5 in [13]). For a group G in (m,n), the
following are equivalent:
(i) G is a weak (m,n)-amalgamation base.
(ii) (a) Ωβ(Z(G)) = GnG′, where β = 0 if m = n = 0, and β = lcm(m/n,n) otherwise;
(b) for each q > 0 with q | n, and each g ∈ G, either g ∈ GqG′, or else no (m,n)-
overgroup K of G satisfies g ∈ KqK ′.
(iii) (a) Ωβ(Z(G)) = GnG′, where β = 0 if m = n = 0 and β = lcm(m/n,n) otherwise;
(b) for each q > 0 with q | n, and each g ∈ G, either g ∈ GqG′, or gζ = e where
ζ = lcm(m/q,n), or there exists h ∈ G such that hq ≡ gc (modGnG′) for some
c ∈ Z, and [h,g] = e.
(iv) G is a strong (m,n)-amalgamation base.
Proof. The equivalence of (ii) and (iii) follows from Corollary 1.16.
Clearly, (iv) ⇒ (i). To see that (i) ⇒ (ii), assume that (ii) does not hold. First, we note
that GnG′ ⊆ Ωβ(Z(G)). For, given g ∈ G, g′ ∈ G′, then gng′ ∈ Z(G), and also
(
gng′
)β = gnβg′β = e
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Therefore, if Ωβ(Z(G)) = GnG′, then there exists g ∈ Ωβ(Z(G)) \ GnG′. Let K1 be
an (m,n)-overgroup of G such that g ∈ Kn1 K ′1. That K1 exists follows by Corollary 1.16.
Let K2 = G (m,n) 〈c〉, where 〈c〉 is cyclic of order m, infinite cyclic if m = 0. Then
[g, c] = e in K2 by Corollary 1.5. Now consider the amalgam (K1,K2;G). It cannot be
weakly embeddable in (m,n), because g ∈ Kn1 K ′1 ∩G, but g /∈ Z(K2).
Now assume instead that there exist q > 0, with q | n, and g ∈ G with g /∈ GqG′, but for
which there exists an (m,n)-overgroup K1 of G with g ∈ Kq1 K ′1. Let K2 = G (m,n) 〈c〉,
with 〈c〉 cyclic of order q . Note that [g, c] = e ∈ K2, because the cartesian is isomorphic to
G
GnG′
⊗ (Z/qZ)∼= G
GqG′
.
If the amalgam (K1,K2;G) were embeddable into M ∈ (m,n), then we would have
g ∈ MqM ′, since g ∈ Kq1 K ′1, so we would have [g, c] = e in M , which is a contradiction.
Therefore, if G fails (ii), it is not a weak amalgamation base.
Finally, we prove (ii) ⇒ (iv). Let (A,B;G) be an amalgam of (m,n) groups, where
G satisfies the conditions given in (ii). We prove (A,B;G) satisfies the conditions in
Theorem 2.3.
Let a ∈ AnA′ ∩ G. Since a ∈ AnA′, a ∈ Z(G). Also, a = rnr ′ for some r ∈ A, r ′ ∈ A′,
so aβ = (rnr ′)β = rnβr ′β = e. Thus, we have that a ∈ Ωβ(Z(G)) = GnG′. Therefore,
a ∈ GnG′ ⊆ BnB ′ ⊆ Z(B), and symmetrically for elements of BnB ′ ∩ G. So (A,B;G)
satisfies condition (a) of Theorem 2.3.
For condition (b), let q | n and a ∈ A, a′ ∈ AnA′, b ∈ B , b′ ∈ BnB ′ are such that
aqa′, bqb′ ∈ G. By condition (ii)(b) here, there must exist g1, g2 ∈ G, g′1, g′2 ∈ GnG′
such that aqa′ = gq1g′1, bqb′ = gq2g′2, since it is clear that A is an overgroup of G where
aqa′ ∈ AqA′, and B is an overgroup of G where bqb′ ∈ BqB ′. Thus, in B we have that:
[
aqa′, b
]= [gq1g′1, b]= [gq1 , b]= [g1, bq]
= [g1, bqb′]= [g1, gq2g′2]= [g1, g2]q,
which clearly lies in G and is equal to [a, bqb′] by symmetry. Therefore (A,B;G) is
strongly embeddable in (m,n), proving (iv). 
Remark 5.2. It is again straightforward to verify that we may restrict q to prime powers.
Remark 5.3. It is worth noting that if n > 0, then condition (iii)(a) follows from condition
(iii)(b) (and hence (ii)(a) follows from (ii)(b)) by setting q = n. Let z ∈ Ωβ(Z(G));
since z cannot satisfy the last clause of (iii)(b), it must either have zζ = e, where
ζ = lcm(m/n,n) = β , or else z ∈ GnG′. Since zβ = e, we must have z ∈ GnG′; the
other inclusion is always true, yielding (iii)(a). If we were to set q = 0, then (iii)(b) is
equivalent to the statement that G′ = Z(G), which is not necessary for the cases n > 0. We
could allow q = 0 only when n = 0 to get that (iii)(b) always implies (iii)(a), but we have
kept condition (iii)(a) explicitly so the statement parallels more closely Theorem 2.3 and
Saracino’s Theorem 3.3 in [17].
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We pause now to explore some of the differences between strong bases in the different
varieties (m,n), to give some simplifications and classifications for special cases, and to
give examples. The examples illustrate how one uses the conditions of Theorem 5.1 in
practice.
In principle, it could be that a group G lying in (m,n) is a strong base in N2, but not
in (m,n); for perhaps some amalgam of (m,n) groups with core is embeddable in N2, but
not in (m,n). However, as it turns out, this cannot occur, and we show something stronger:
Theorem 5.2. Let G ∈ (m,n) ⊆ (m′, n′). If G is a strong amalgamation base in (m′, n′),
then it is also a strong amalgamation base in (m,n).
Proof. Let G be a strong (m′, n′) base. We may assume that n > 0, for otherwise we
would have n = n′ = m = m′ = 0 and the statement is trivial. Thus, it will suffice to check
condition (ii)(b) for (m,n), as per Remark 5.3. Let q > 0, q | n, and let g ∈ G. Since
G is a strong (m′, n′) base, either g lies in GqG′, or there is no (m′, n′)-overgroup K
of G with g in KqK ′. If g ∈ GqG′, we are done. Otherwise, there can be no (m,n)-
overgroup K of G with g in KqK ′, since there is no (m′, n′)-overgroup with the property,
and (m,n) ⊆ (m′, n′). This proves condition (ii)(b) for (m,n), and since n > 0, this implies
condition (ii)(a), giving the result. 
We also know that if m is odd, then the strong amalgamation bases in (m,m) are exactly
those that are strong amalgamation bases in N2 (Theorem 4.4 in [9]). To quickly see this,
note that no element in an (m,m) group can be the “wrong order” to have a q th root modulo
a commutator, and that GmG′ = G′, so the condition for adjunction of a q th root modulo
the commutator while staying in (m,m) turns out to be exactly the same as for adjunction
of a q th root in some N2-overgroup.
There is a very simple characterization of the abelian groups which are strong
amalgamation bases in the different (m,n). We do it in two parts: m > 0 and m = 0. For
the first case, we may assume m is a prime power.
Theorem 5.3. Let G be an abelian group, G ∈ (pa+b,pa), with p a prime, a > 0, b  0
(b > 0 if p = 2).
(1) If b  a, then G is a strong amalgamation base if and only if
G =
⊕
j∈J
(
Z/pa+bZ
)
.
(2) If b < a, then G is a strong amalgamation base if and only if G is trivial.
Proof. Since G is bounded, we may write G as a sum of cyclic groups, G =⊕(Z/pij Z),
with 1 ij  a + b.
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verify that Ωpb(G) = Gpa = GpaG′. Also, fix i with 1 i  a, and let g ∈ G. There is a
(pa+b,pa) overgroup K of G with g ∈ KpiK ′ if and only if gpa+b−i = e. But this occurs
if and only if g ∈ Gpi . Thus, G satisfies the conditions for being a strong (pa+b,pa) base.
Conversely, note that if some ij  b, then Ωp
b
(G) includes the entire cyclic summand,
which cannot all be pa th powers unless the summand is trivial. And if for some j we have
b < ij < a + b, then the pij−bth powers are pa th powers only if pa | pij−b , which occurs
only if a + b ij , which is impossible. So all cyclic summands must be of order pa+b for
condition (ii)(a) in Theorem 5.1 to be satisfied, yielding the converse.
For (2), assume that b < a. Here we need Ωpa(G) = Gpa . If some cyclic summand has
ij < a, then the entire summand is of exponent pa , which yields a contradiction unless the
summand is trivial. And if ij  a, the elements annihilated by pa are the pij−a th powers;
they are pa th powers only if 2a  ij . But a + b < 2a, so this is impossible. Thus, an
abelian group cannot be a strong amalgamation base when b < a, unless it is trivial. 
Remark 5.4. In particular, the converse of Theorem 5.2 is false in general: for example,
the cyclic group of order p5 is a strong base in (p5,p), but not in (p6,p). We will explore
the extent to which the converse holds later in the section.
Remark 5.5. The case a = 0 is easy: the class (pb,1) is a class of abelian groups, so all
groups are strong amalgamation bases.
Theorem 5.4. Let G be an abelian group, G ∈ (0, n). Then G is a strong amalgamation
base in (0, n) if and only if it is n-divisible (i.e., Gn = G).
Proof. Note that for n = 0, the claim is that an abelian group is a strong (0,0)-
amalgamation base if and only if G = G0 = {e}, which also follows from the fact that
we also need Z(G) = G′. So we may assume n > 0.
Let q | n, g ∈ G; the third clause of condition (iii)(b) from Theorem 5.1 is always false
in G, since we cannot have [h,g] = e for any h ∈ G; and the condition on the order of
g is trivially false, since ζ = 0. So, if G is a strong amalgamation base, then we must
have g ∈ GqG′ = Gq . Setting q = n yields that G is n-divisible. Conversely, if G is
n-divisible, then it is q-divisible for all q | n, giving condition (iii)(b), and from there
we get condition (iii)(a) as stated in Remark 5.3. 
Corollary 5.5. Let G be an abelian group, G ∈ (0, n) with n > 0. Then G is a strong (0, n)
amalgamation base if and only if it is p-divisible for every prime p with p | n.
We have seen that condition (ii)(b) in Theorem 5.1 is necessary and sufficient for a
group to be a strong (m,n) amalgamation base, provided that n > 0. There is one situation
in which (ii)(a) is both necessary and sufficient. To describe it we need a couple of lemmas.
Let π be a set of primes. We say that a group is π -divisible if every element has a pth
root for each prime p ∈ π ; we say it is π ′-divisible if every element has a q th root for each
prime q /∈ π .
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B is π ′-divisible, then G is a strong amalgamation base in (m,n) if and only if A and B
both are.
Proof. It is easy to verify that, in general, if A⊕B is an amalgamation base (weak, strong,
or special), then so are both A and B . Conversely, suppose that both A and B are strong
amalgamation bases in (m,n).
Since Ωβ(Z(G)) = Ωβ(Z(A)) ⊕ Ωβ(Z(B)), and GnG′ = AnA′ ⊕ BnB ′, it follows
that G satisfies condition (ii)(a) from Theorem 5.1. For condition (ii)(b), assume q = pα is
a prime power, q | n, and let (a, b) ∈ G.
If p /∈ π , then b ∈ BqB ′, since B is π ′-divisible. Suppose that there exist an (m,n)-
overgroup K of G with (a, b) ∈ KqK ′. Since b ∈ BqB ′ ⊆ KqK ′, we would have
(a, b)(e, b−1) ∈ KqK ′, which shows that (a, e) ∈ KqK ′. Since A is a strong base, and
K is also an overgroup of A, we must have a ∈ AqA′; but if both a ∈ AqA′ and b ∈ BqB ′,
then we have (a, b)∈ GqG′, yielding (ii)(b), and we are done.
If, on the other hand, p ∈ π , then a ∈ AqA′ since A is π -divisible, and the symmetric
argument holds. 
Lemma 5.7 (cf. Theorem 3.5 in [17]). Let A,B ∈ (m,n), and assume that A and B are of
relatively prime exponents. Then A⊕B is a strong (m,n)-amalgamation base if and only
if both A and B are.
Proof. Use Lemma 5.6, with π the set of all primes not dividing the exponent of A. 
Corollary 5.8. Let G ∈ (m,n) be a torsion group. Then G is a strong (m,n)-amalgamation
base if and only if the p-parts of G are.
We may now give the promised class of groups for which condition (ii)(a) is necessary
and sufficient:
Lemma 5.9 (cf. Theorem 3.6 in [17]). Let G ∈ (m,n) be of exponent k, where k is either
squarefree or twice a squarefree number. Then G is a strong amalgamation base for (m,n)
if and only if Ωβ(Z(G)) = GnG′, where β = 0 if n = m = 0, and β = lcm(m/n,n)
otherwise.
Proof. By Corollary 5.8, we may assume that k = p a prime, or k = 4. Necessity follows
from Theorem 5.1, so we only need to prove sufficiency.
Assume first that k = p. Let q be a prime power dividing n. Since G is p′-divisible,
for any prime p′ = p, we may assume that q = pa , with a  1. Let g ∈ G, and we
want to prove that either g ∈ GpaG′, or else no (m,n)-overgroup K of G has a pa th
root for g. Note that pa | β , so Ωβ(Z(G)) = Z(G) = GnG′. So, if g ∈ Z(G), then
g ∈ GnG′ ⊆ GpaG′, and we are done. Otherwise, there exists h ∈ G with [h,g] = e, but
hp
a ≡ g0 (modGnG′), thus showing that g satisfies the last clause of condition (iii)(b).
Thus G is a strong amalgamation base for (m,n).
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divisible for any q | n, so (iii)(b) always holds and we are done. If 4 | n, then Gn is trivial
and 4 | β , so the condition on the center stated in the theorem is equivalent to Z(G) = G′.
In particular, G2 ⊆ G′. Let q | n be a power of 2 (any other prime power will yield that
(iii)(b) holds), and let g ∈ G. If g is central, then g ∈ G′ and the first clause of (iii)(b) holds.
Otherwise, there is some h ∈ G such that [h,g] = e; and since G2 ⊆ G′, hq ≡ g (modG′),
so the last clause of (iii)(b) holds instead.
Finally, assume that ord2(n) = 1. Note that we may then assume that q = 2. If 4 | β , we
may proceed as above. Otherwise, we must have that ord2(m) = 2, so that ord2(β) = 1.
Then G2G′ is exactly the central elements of exponent 2. Again, if g is not central, we get
an h which does not commute with g, to satisfy the last clause of (iii)(b); if g is central of
exponent 2, then it lies in G2G′ and the first clause of (iii)(b) is satisfied. And if g is of
order 4, then gζ = e, so the second clause is satisfied, and we are done. 
Note in addition that if k | n, then k | β and Gn = {e}, so the condition becomes
Z(G) = G′, which does not depend on m and n.
Corollary 5.10. Let G ∈ (m,n) be a group of exponent k, k | n. If k is squarefree or twice
a squarefree number, then the following are equivalent:
(1) G′ = Z(G).
(2) G is a strong (m,n)-amalgamation base.
(3) G is a strong (m′, n′)-amalgamation base for all n′ with k | n′.
Example 5.1. In general, condition (ii)(a) is not enough for groups of exponent a multiple
of p2, with p an odd prime and p2 | n, or multiple of 8 with 4 | n. For let p be a prime, and
consider the N2-group
G = 〈x, y, z ∣∣ xp2 = yp2 = zp = [x, y]p2 = [x, z]p = [y, z]p = e〉.
If G ∈ (m,n), then p2 | n, and z /∈ Gp2G′, but there is an (m,n)-overgroup K of G with
z ∈ Kp2K ′, so G cannot be an (m,n) base.
We would like to know, in general, whether there are (m,n) bases that are not (m′, n′)-
bases for (m,n) properly contained in (m′, n′). It is not hard to see that there are some
trivial cases where this will be impossible, for example when n = n′ = 1. To fully explore
the question, we begin with a series of examples:
Example 5.2. Let G ∈ (pa+b,pa), with p a prime, a, b > 0, be the relatively free group of
rank 2, that is:
G = 〈x, y ∣∣ xpa+b = ypa+b = [x, y]pa = [x, y, x] = [x, y, y] = e〉.
Then G is a strong (pa+b,pa)-amalgamation base. If b  a + 1 (and b > 1 if p = 2), then
it is not a strong (pa+b,pa+1)-amalgamation base.
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1  i  a, and let g ∈ G. Assume that there exists some overgroup K ∈ (pa+b,pa) with
g ∈ KpiK ′. We want to prove that g ∈ GpiG′. Since g is a pi th power times a commutator
in K , gpa−i must be central in G. If g = xαyβ [x, y]γ , then we must have
e = [gpa−i , x]= [xαpa−i yβpa−i , x]= [y, x]βpa−i .
So we must have pa | βpa−i , or equivalently pi | β . A symmetric argument holds for α, so
g ∈ GpiG′, as desired. Thus G satisfies condition (ii)(b) of Theorem 5.1, which we know
is sufficient for G to be a strong amalgamation base in (pa+b,pa).
Next, assume that b a+1. We claim G is not a strong (pa+b,pa+1)-base in this case.
Indeed, consider xpa , which does not have a pa+1th root modulo Gpa+1G′. The element
xp
a is central in G, and in addition, if ζ = lcm(pa+b−(a+1), pa+1) = pa+1, then
(
xp
a )ζ = (xpa )pa+1 = xp2a+1 = e
since b  a + 1, so a + b  2a + 1. Thus, xpa has a pa+1th root in some (pa+b,pa+1)-
overgroup of G, but it does not lie in Gpa+1G′, so G does not satisfy condition (ii)(b) in
Theorem 5.1 relative to (pa+b,pa+1).
Example 5.3. Let p be a prime, a and b integers with b > a + 1, a > 0. Let
G = 〈x, y ∣∣ xpa+b = ypa+b−1 = [x, y]pa = [x, y, x] = [x, y, y] = e〉.
Then G is a strong (pa+b,pa)-amalgamation base, but not a strong amalgamation base for
(pa+b,pa+1).
First, we prove that G satisfies condition (ii)(b) from Theorem 5.1, relative to
(pa+b,pa). Let i be an integer, 1 i  a, and let g ∈ G. If there is a (pa+b,pa)-overgroup
K of G with g ∈ KpiK ′, then gpa−i must be central in K , hence central in G. It is now easy
to verify that this means that g is of the form xαpi yβpi [y, x]γ for some integers α,β, γ , so
g ∈ GpiG′, proving condition (ii)(b). Thus, as per Remark 5.3, G is a strong amalgamation
base in (pa+b,pa).
To prove that it is not a strong amalgamation base in (pa+b,pa+1), consider i = a + 1
and the element g = ypa . Trivially, g /∈ Gpa+1G′; however, there is a (pa+b,pa+1)-
overgroup K of G with g ∈ Kpa+1K ′: since g is central, it suffices to test if it has the
right order, i.e., if gpb−1 = e. But this is true, since y is of order pa+b−1. This proves that
G cannot be a strong amalgamation base in (pa+b,pa+1).
Example 5.4. Let p be a prime, and a, b > 0. Let G ∈ (pa+b,pa) be given by:
G =
〈
x, y, z
∣∣∣∣∣ x
pa+b = ypa+b = [y, x]pa = [z, x] = [z, y] = e;
zp
b = [y, x]; [x, y, x] = [x, y, y] = e
〉
.
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First we show it is a strong amalgamation base in (pa+b,pa). Let K be a (pa+b,pa)
overgroup of G, and let g ∈ KpiK ′. We want to show that g ∈ GpiG′. We may write
g = xαyβzγ [y, x]δ, where 0  α,β < pa+b , 0  γ < pb , 0 δ < pa . We must have that
gp
a−i is central in G. Since
gp
a−i = xαpa−i yβpa−i zγpa−i [y, x]δpa−i+αβ(p
a−i
2 )
it follows, by taking commutators with x and y , that pi | α, pi | β . So we may rewrite g as
g = xαpi yβpi zγ [y, x]δ
for new integers α, β , γ , and δ.
If i  b, then we must also have that gpa+b−i = e. Therefore
e = gpa+b−i = xαpa+byβpa+bzγpa+b−i [y, x]δpa+b−i+αβp2i(p
a+b−i
2 ) = zγpa+b−i .
Therefore, pi | γ , and so g ∈ GpiG′, as desired. On the other hand, if i > b, then we must
have that gpa = e, and we have:
e = gpa = xαpa+i yβpa+i zγpa [y, x]δpa+αβp2i(p
a
2 ) = zγpa .
Therefore, pb | γ ; but then we may write zγ = zγ ′pb = [y, x]γ ′ , so we have
g = xαpiyβpi [y, x]δ′,
and g ∈ GpiG′ again. This proves that condition (iii)(b) of Theorem 5.1 holds, so G is a
strong amalgamation base in (pa+b,pa).
To prove that G is not a strong base in (pa+b+1,pa), consider z and i = 1. Since z
is central, the last clause of condition (iii)(b) does not hold; and since clearly z /∈ GpG′,
the first clause does not hold either. As for the second clause, since b > 0 we must test
the pa+bth power of z, but that is trivial, so it does not satisfy the second clause either.
Therefore, z and p do not satisfy clause (iii)(b) relative to (pa+b+1,pa), so G cannot be a
strong base in that variety.
Example 5.5. Let n > 0, and let G ∈ (0, n) be given by
G = 〈x, y ∣∣ [x, y]n = [x, y, x] = [x, y, y] = e〉.
Then G is a strong (0, n) amalgamation base, but not a strong (0, n′) amalgamation base
for any (0, n′) properly containing (0, n).
First, we prove it is a strong (0, n) base. Let q | n, q > 0, and g ∈ G. If there is
some (0, n)-overgroup K of G with g ∈ KqK ′, then gn/q must be central in G; since
Z(G) = GnG′, that means that gn/q ∈ GnG′, and it is easy to verify that this means that
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amalgamation base.
But if n′ = n, then Z(G) = Gn′G′; but this is condition (ii)(a) for a group to be a (0, n′)
amalgamation base; thus, G cannot be a (0, n′) base if (0, n′) properly contains (0, n).
Using the examples, we have the following result, which states exactly to what extent
the converse of Theorem 5.2 holds. Recall that by convention we set ordp(0)= ∞.
Theorem 5.11. Let (m,n) ⊆ (m′, n′) be subvarieties of N2. Every strong (m,n)-
amalgamation base is also a strong amalgamation base in (m′, n′) if and only if for each
prime p one of the following holds:
(a) ordp(n) = ordp(n′) = 0; or
(b) ordp(n) = ordp(m); or
(c) ordp(n) = ordp(n′) and ordp(m) = ordp(m′).
Proof. First, assume that for some p, all three conditions fail. If ordp(n) = 0, then p | n′
and p | m. Then we take a sum of two cyclic groups of order p, which is an (m,n)-
base (by Corollary 5.5 if m = 0, or if m > 0, because the p-parts consist only of abelian
groups), but not an (m′, n′) base, regardless of m′. If, on the other hand, ordp(n) > 0, then
ordp(n) < ordp(m), and either ordp(n) < ordp(n′), or else ordp(m) < ordp(m′).
If both m and m′ are zero, then we have (0, n) ⊆ (0, n′), and the p order of n is strictly
less than the p order of n′, so n = n′. We may use Example 5.5 to find a group G which is
a (0, n)-base but not a (0, n′)-base, so not every (0, n)-base is a (0, n′)-base.
If ordp(m) = ordp(m′), and both m and m′ nonzero, then we may use either
Example 5.2 or Example 5.3 (depending on whether ordp(m)  2 ordp(n) + 1 or
not, respectively), to construct a group G which is a strong amalgamation base for
(pordp(m),pordp(n)) (and thus also an (m,n) base), but it is not a strong amalgamation
base in (pordp(m),pordp(n)+1), hence also not an (m′, n′) amalgamation base.
If ordp(m) < ordp(m′), then we may use Example 5.4 to construct a p-group which is
a strong (pordp(m),pordp(n)) base (and hence an (m,n) base, since its p-parts are either a
strong base or trivial), but not a strong base in (pordp(m)+1,pordp(n)), and hence cannot be
an (m′, n′)-base either.
This proves that the conditions (a), (b), and (c) are necessary. To prove sufficiency, we
consider the finite exponent cases first: if both m and m′ are nonzero, we may assume they
are powers of the same prime p; given any prime q = p, (c) holds for q . If (c) also holds
for p that means that m = m′ and n = n′, so trivially the strong bases in both are the same.
If (a) holds for p, then (m,n) is the class of all abelian groups of exponent m, and (m′, n′)
of all abelian groups of exponent m′, and since m | m′ and all groups are strong bases in
both, we again have that every (m,n)-base is also an (m′, n′)-base. Finally, if (b) holds
for p, then we have (m,n) = (pa,pa), and in particular, p must be an odd prime. But
if p is an odd prime and a > 0, then every (pa,pa)-strong amalgamation base is also an
N2-strong amalgamation base by Theorem 4.4 in [9], so it must also be an (m′, n′) base by
Theorem 5.2.
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(m,n) = (0,0) = (m′, n′), and there is nothing to prove. Otherwise, either (a) or (c) hold
for each prime, so n = n′, and again there is nothing to prove.
Finally, assume that m > 0 and m′ = 0. Then (c) can never happen, so for each prime
either (a) or (b) hold; and we may assume that both m and n are powers of a prime p.
For primes other than p, (b) always holds. For the prime p, if (a) holds, then we have
(m,n) = (pa,1) and (m′, n′) = (0, n′), with gcd(p,n′) = 1. The groups in (pa,1) are all
abelian, and they are n′-divisible, so they are (0, n′)-strong bases by Theorem 5.4. And
if (b) holds, then we again have (m,n) = (pa,pa), and we apply Theorem 4.4 in [9] to
get that every (pa,pa)-strong amalgamation base must also by an (m′, n′)-amalgamation
base. This proves the theorem. 
Let G ∈ N2, and consider the 01-lattice L of all subvarieties of N2 containing G.
Let I be the subset (possibly empty) of all subvarieties (m,n) such that G is a strong
amalgamation base in (m,n). We have seen that if (m′, n′) ∈ I , and (m,n) ∈ L satisfies
(m,n) ⊆ (m′, n′), then (m,n) is also in I . This would lead to the dual question to
Theorem 4.4, of whether I is an ideal (that is, whether I is also closed under joins).
However this is false in general:
Example 5.6. Let G be a sum of two cyclic groups of order p3, with p a prime. Then G
is a strong (p5,1)-base, because everything in (p5,1) is a strong amalgamation base. It is
also a strong (p3,p)-base, by Theorem 5.3. The join of (p5,1) and (p3,p) is (p5,p), but
again by Theorem 5.3 we have that G is not a strong amalgamation base there. So I is not
closed under joins in general.
All examples I have where I fails to be closed under joins involve abelian groups, or
cases where some prime dividing n′ does not divide n. We might ask if there are conditions
on n and n′ that would guarantee that, if each lies in I , then so does their join. For example,
I propose the following two question:
Question 5.12. Let G be a p-group, and assume that for a, b, c, d > 0, G is both a strong
(pa+b+c+d ,pa)-amalgamation base, and also a strong (pa+b+c,pa+b)-amalgamation
base. Is it also a strong (pa+b+c+d ,pa+b)-amalgamation base? If not, under what
conditions on a, b, c, d will it hold?
Question 5.13. Let G be a group, and let n,n′ ∈ Z be positive integers such that for every
prime p, p | n if and only if p | n′. If G is both a strong (0, n) and a strong (0, n′) base, is
it also a strong (0, lcm(n,n′)) amalgamation base?
In the first question we restrict a > 0 to avoid the kind of counterexample given in
Example 5.6. We set b > 0 and d > 0 because if either one is equal to zero, then one
variety contains the other, and the result is trivially true; and we have set c > 0 because
otherwise, the second variety is of the form (pa+b,pa+b), and we know that every strong
base there is a strong base in (0,0), and the result would again hold. It is not hard to verify
that if a = b = c = d , then the join will also lie in I .
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6.1. Characterization
We pass now to the special amalgamation bases. Looking at Theorem 2.3, we see that
there are essentially two things that can go wrong in an amalgam (A,B;D); things that
“should” be central are not; and certain roots of elements of D in the two different groups
do not interact properly.
The conditions for a group to be a strong amalgamation base take care of the two
situations; condition (ii)(a) in Theorem 5.1 ensures that anything which “should” be central
will be central in any overgroup; and condition (ii)(b) in Theorem 5.1 ensures that roots of
elements of D will interact properly. The proof that (i) implies (ii) in Theorem 5.1 is done
by constructing two incompatible overgroups of G when G fails to satisfy (ii).
When we deal with special amalgamation bases, it is impossible to construct incompati-
ble overgroups, since both groups are isomorphic over the core. Instead, we need to ensure
that certain commutators not only agree, but in fact lie in D. Which commutators? Looking
at Theorem 3.1, we see that the situation we must be careful of is when two elements of G
can be expressed as q th powers times a commutator in some overgroup. This leads to the
following characterization:
Theorem 6.1 (cf. Theorem 2.9 in [8], Theorem 2.2 in [9]). Let G lie in (m,n). Then G is a
special amalgamation base in (m,n) if and only if for all x, y ∈ G and all integers q > 0,
q | n, at least one of the following occurs:
(a) xζ = e or yζ = e, where ζ = lcm(m/q,n); or
(b) there exists g1, g2 ∈ G, and α,β, γ, δ ∈ Z, with β ≡ γ (modn/q), such that
g
q
1 ≡ xαyβ
g
q
2 ≡ xγ yδ
(
modGnG′
)
and [g1, x][g2, y] = e; or
(c) there exists g1, g2 ∈ G, α,β, γ, δ ∈ Z, with (γ − β) ≡ 1 (modn/q), such that
g
q
1 ≡ xαyβ
g
q
2 ≡ xγ yδ
(
modGnG′
)
.
Remark 6.1. For a group G ∈ (m,n), g1, g2 ∈ G, saying that they either satisfy (a) or
(b) above is equivalent to saying that there is no (m,n)-overgroup K of G such that
g1, g2 ∈ KqK ′, by Theorem 1.15. So the statement is equivalent to saying that either
the congruence in (c) has a solution, or no (m,n)-overgroup K of G has g1, g2 ∈ KqK ′.
Phrased that way, it parallels more clearly condition (ii)(b) in Theorem 5.1.
Remark 6.2. If q = n then condition (c) trivially holds, by setting g1 = g2 = e, α =
β = γ = δ = 0, since the congruence relation between β and γ becomes a congruence
modulo 1. We keep q | n, rather than specify proper divisors, so it parallels the previous
results.
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Proof. First we prove sufficiency: let K be an overgroup of G, K ∈ (m,n). We want to
prove that dom(m,n)K (G) = G.
Let r, s ∈ K , r ′, s′ ∈ KnK ′, q | n, such that rqr ′, sqs′ ∈ G. We want to prove that
[r, s]q ∈ G. Let x = rqr ′, y = sqs′. Clearly, K is an (m,n)-overgroup of G where x and
y lie in KqK ′, so conditions (a) and (b) cannot hold for x , y , and q . Therefore, (c) holds.
But then, by Lemma 1.12, we must have, for some k ∈ Z,
[r, s]q(γ−β) = [r, s]q(1+k(n/q)) = [r, s]q = [g1, x][g2, y] ∈ G
which proves that [r, s]q ∈ G. Thus, G equals its own dominion in K , giving sufficiency.
For necessity, assume that x, y ∈ G, and a given q > 0, q | n, do not satisfy conditions
(a), (b), nor (c). We construct an overgroup K ∈ (m,n), where G = dom(m,n)K (G).
For ease, we do this one prime at a time in the case m > 0. If n = 1, then condition (c)
always holds, as mentioned in Remark 6.2, since the only possible q is q = n = 1. If n > 1,
we replace m with pa+b , n with pa (a > 0, b  0 if p is odd, b > 0 if p = 2), and replace
q with pi , where 1 i  a.
We proceed as we did in Theorem 1.14. Let
K0 = GN2
(〈r〉 (0,pa) 〈s〉),
with 〈r〉, 〈s〉 infinite cyclic, and let N be the least normal subgroup containing xr−pi and
ys−pi . Since conditions (a) and (b) fail, we will conclude, as we did in Theorem 1.14, that
N ∩G = {e}. We also show that g[r, s]−pi /∈ N for all g ∈ G. This will show that in K0/N ,
[r, s]pi /∈ G.
Proceeding as we did in Theorem 1.14, we set a general element of N equal to abc, and
we have a = g, b = [r, s]−pi , and c = e. We also get, using Eqs. (2), (3), and (4) in the
proof of Theorem 1.14, that they are equal to:
a = [g1, x][g2, y],
b = [r, s]pi(c21−c12),
c = [g−pi1 xc11yc12, r][g−pi2 xc21yc22, s].
Since we also know that b = [r, s]−pi , we must have that
pi(c21 − c12) ≡ −pi
(
modpa
)
,
or equivalently, that c12 − c21 ≡ 1 (modpa−i ). However, this we know to be impossible,
since (c) is not satisfied either. Thus, G is properly contained in its dominion in K1 =
K0/N . If i  b we are done, by looking at the dominion of G in 〈G,r, s〉, which contains
[r, s]pi by construction.
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certain powers of those roots into commutators, as we did in the proof of Theorem 1.14.
Neither process will collapse [r, s]pi into G, since they can all be performed via central
amalgams. So again, in the group K that we obtain after all the adjunctions are done,
we have that [rt−1, sv−1]pi lies in the dominion, but its value is the same is [r, s]pi . So
there is an element in the dominion of G which is not in G, and so G cannot be a special
amalgamation base in (pa+b,pa).
For the m = 0 case, we proceed again as above, and we will always be in the situation
analogous to i  b. 
Remark 6.4. Again, it is not hard to prove that we may restrict q to prime powers, using
for example an argument similar to that in Remark 3.1.
6.2. Reductions and examples
Since dominions are equal in N2 and in any subvariety (m,n) with n > 0, we have the
following easy analogue of Theorem 5.2:
Theorem 6.2. Let G ∈ (m,n) ⊆ (m′, n′). If G is a special amalgamation base in (m′, n′),
then it is also a special amalgamation base in (m,n).
Proof. Let K ∈ (m,n) be any overgroup of G. If G is a special amalgamation base in
(m′, n′), then
dom(m,n)K (G) = dom(m
′,n′)
K (G) = G.
So G is absolutely closed in (m,n) as well. 
Corollary 6.3. If G ∈ (m,n) is cyclic, then it is absolutely closed in (m,n). If G ∈ (m,n)
is of squarefree exponent and Z(G)/G′ is cyclic or trivial, then it is absolutely closed in
(m,n). If G ∈ (m,n) is abelian, and G/Gp is cyclic or trivial for every prime p, then G
is absolutely closed in (m,n).
Proof. The result follows because in each case described, G will be absolutely closed
in N2: see Theorem 3.7 in [8] (cyclic groups); Theorem 3.13 in [8] (squarefree exponent);
and Theorem 3.17 in [8] (abelian group, general case). 
Another useful result uses the fact that dominions respect quotients. We have:
Proposition 6.4. Let G ∈ (m,n); if Gab is absolutely closed in (m,n), then so is G. If
G/Gn is absolutely closed in (m,n), then so is G. If G/GnG′ is absolutely closed in
(m,n), then so is G.
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since they are central subgroups. Let N be any of them. Then:
G/N ⊆ (dom(m,n)K (G))/N = dom(m,n)K/N (G/N) = G/N
since G/N is absolutely closed. But that means that dom(m,n)K (G) = G, as desired. 
Remark 6.5. It is important to note, however, that the converse to the above result does not
hold. E.g., see Example 3.19 in [8].
We want simplifying lemmas for absolutely closed groups similar to the ones we proved
for weak and strong amalgamation bases, as well as simpler characterizations for some
subclasses.
Lemma 6.5. Let G ∈N2, and let q > 0. If x ∈ GqG′, then for all y there exists g1, g2 ∈ G,
a, b, d ∈ Z, such that
g
q
1 ≡ xayb
(
modG′
)
, g
q
2 ≡ xb+1yd
(
modG′
)
.
Analogously, if y ∈ GqG′, we may find a solution to the system of congruences.
Proof. Suppose that x = rnr ′, and y ∈ G. Let a = b = d = 0, g1 = e, and g2 = r . On the
other hand, if y = sns′, and x ∈ G, then set g1 = s−1, g2 = e, a = d = 0, and b = −1. 
Corollary 6.6 (cf. Corollary 2.13 in [8]). If G ∈ (m,n) is such that for every q > 0, q | n,
and every x ∈ G, either x ∈ GqG′ or else no (m,n)-overgroup K of G has x ∈ KqK ′, then
G is absolutely closed in (m,n).
Proof. Given G, x, y ∈ G, and q | n, q > 0, if either x or y lies in GqG′, then condition (c)
in Theorem 6.1 is satisfied by Lemma 6.5. If neither lies in GqG′, then no (m,n)-overgroup
of G has either one as a q th power modulo a commutator, hence it cannot have both of
them, proving that either (a) or (b) holds in Theorem 6.1. 
In particular, it follows that any weak amalgamation base is also a special amalgamation
base, which would also imply that every weak base is also a strong base, by Theorem 0.1.
This gives an alternative way to prove that condition (i) and condition (iv) in Theorem 5.1
are equivalent.
Corollary 6.7. Let G ∈ (0, n), with n > 0. If G = GnG′, then G is absolutely closed in
(0, n). If G is divisible, then it is absolutely closed in N2.
The following observation is useful when looking at particular examples:
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q | n, and x, y ∈ G such that xq, yq ∈ H(GnG′). If h1, h2 ∈ H , then
[x, y]q ∈ H ⇔ [xh1, yh2]q ∈ H.
Proof. Note that if xq, yq ∈ H(GnG′), then so do (xh1)q and (yh2)q . Thus, both
commutator brackets lie in the dominion of H . Expanding the bracket bilinearly, we have
[xh1, yh2]q = [x, y]q[h1, y]q [x,h2]q[h1, h2]q
= [x, y]q[h1, yq][xq,h2][h1, h2]q .
Since xq, yq ∈ H(GnG′), and hi ∈ H , the last three terms on the right hand side lie in H .
Thus, the left hand side lies in H if and only if [x, y]q lies in H , as claimed. 
Lemma 6.9 (cf. Theorem 3.2 in [8]). Let G = A⊕B ∈ (m,n) and let π be a set of primes.
If A is π -divisible and B is π ′-divisible, then G is absolutely closed in (m,n) if and only
if both A and B are.
Proof. In general, if A⊕B is absolutely closed, then so are A and B . Conversely, assume
both A and B are absolutely closed in (m,n), and let K be an (m,n)-overgroup of A⊕B .
Let x, y ∈ K , x ′, y ′ ∈ KnK ′, and q > 0, q | n, such that xqx ′, yqy ′ ∈ A ⊕ B . We want
to prove that [x, y]q ∈ A ⊕ B . We may assume that q = pr is a prime power. Write
xnx ′ = (a1, b1), yny ′ = (a2, b2).
If p ∈ π , a−11 and a−12 both have q th roots in A, so there exists s, t ∈ A such that
sq = a−11 , tq = a−12 . Then
(sx)q ≡ sqxq ≡ (e, b1)
(
modKnK ′
)
,
(ty)q ≡ tqyq ≡ (e, b2)
(
modKnK ′
)
,
so [sx, ty]q ∈ dom(m,n)K (B) = B . By the perturbation argument, [sx, ty]q lies in A ⊕ B if
and only [x, y]q ∈ A ⊕ B , so the latter lies in A ⊕ B , as desired. A symmetric argument
holds if p /∈ π . 
With this result in hand, we obtain the analogues of Lemma 5.7 and Corollary 5.8:
Lemma 6.10. Let A,B ∈ (m,n) be groups of relatively prime exponents. Then A ⊕ B is
absolutely closed in (m,n) if and only if both A and B are.
Corollary 6.11. Let G ∈ (m,n) be a torsion group. Then G is absolutely closed in (m,n)
if and only if its p-parts are.
We use these results to help us characterize the abelian groups and groups of squarefree
exponent which are special amalgamation bases. We begin with the abelian groups, and as
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the (0, n) case separately.
Theorem 6.12. Let G ∈ (pa+b,pa) be an abelian group, where p is a prime and a > 1,
b  0 (b > 0 if p = 2). Then G is a special amalgamation base in (pa+b,pa) if and only
if G = C ⊕B , where C is a cyclic group, and
(i) if b a − 1, then B =⊕(Z/pa+bZ);
(ii) if b < a − 1, then B is trivial.
Proof. First, assume that b  a − 1. Let G = C ⊕ (⊕j∈J (Z/pa+bZ)). We want to prove
that G is absolutely closed in (pa+b,pa). Denote the generators by z for C, and rj for the
j th cyclic factor of order pa+b . Let K be a (pa+b,pa) overgroup of G, and assume that
x, y ∈ K , x ′, y ′ ∈ KpaK ′, and some i with 1  i  a has xpi x ′, ypi y ′ ∈ G. We want to
prove that [x, y]pi ∈ G. If i = a, there is nothing to do, since the commutator is trivial, so
assume i < a. In particular, b  i .
Write xpi x ′ = (zα,⊕ rsjj ), ypi y ′ = (zβ,⊕ rtjj ). Their pa+b−i th powers are trivial, so
we must have that pa+b | sjpa+b−i , tjpa+b−i . Therefore, each sj and each tj are multiples
of pi . Let v and w be pi th roots of those elements (we may assume that v and w lie in⊕
(Z/pa+bZ)); perturbing x and y by v−1 and w−1, we may assume that xpi x ′ and ypi y ′
both lie in C. But that means that [x, y]pi is in the dominion of C, which equals C (since
cyclic groups are absolutely closed), and this proves that the original [x, y]pi ∈ G. Thus G
is absolutely closed.
For the necessity in the case b a−1, assume that G has two cyclic summands of order
less than pa+b , and let x and y be the generators. Since we may adjoin central pth roots
to x and y , it follows that x , y , and p do not satisfy conditions (a) or (b) of Theorem 6.1.
To see they also do not satisfy (c), note that if xαyβ is congruent, modulo GpaG′, to a
pth power, then p must divide both α and β . So if we could solve the congruence in
condition (c), we would have that p divides both β and γ , which makes it impossible for
γ − β to be congruent to 1 modulo pa−1. This proves (i).
For (ii), note that if G is cyclic, it is absolutely closed in N2, and therefore also in
(pa+b,pa). Conversely, assume that G is not cyclic; decompose G into a sum of cyclic
summands, each of order pij , 1 ij  a+b, and let x and y be generators of distinct cyclic
summands. Consider xpa−2 , ypa−2 , and pi = pa−1. Since b < a − 1, for xpa−2 and ypa−2
to satisfy condition (a) of Theorem 6.1 we would need for either of their pa th powers to be
nontrivial; but since a+b 2a−2, this is not the case. Since the group is abelian, they also
do not satisfy condition (b). As for condition (c), once again, if some xαpa−2yβpa−2 is con-
gruent to a pa−1th power modulo Gpa , then we must have that p divides both α and β ; we
conclude, as we did in case (i), that condition (c) cannot be satisfied, for we would have that
p | β and p | γ , and yet γ −β ≡ 1 (modp), which is impossible. This proves necessity. 
Remark 6.6. We do not consider the cases a = 0 and a = 1, because in both cases every
dominions is trivial, so every group is a special amalgamation base.
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is absolutely closed in (0, n) if and only if for every prime p with p | n, either ordp(n) = 1
or G/Gp is cyclic or trivial.
Proof. First, assume that there is some prime p such that p2 | n and G/Gp is not cyclic.
Since G/Gp is the sum of cyclic summands, choose x , y in G which project to generators
of distinct cyclic summands. Then note that if for some g ∈ G we have gp ≡ xayb
(modGn) then we must have that both a and b are multiples of p. Since G is abelian
and m = 0, x and y cannot satisfy conditions (a) or (b) in Theorem 6.1 relative to p. But if
they satisfied condition (c), then we would have integers α,β, γ, δ, all multiples of p, and
γ − β ≡ 1 (modn/p). But n/p is a multiple of p, as are γ and β , so this is impossible.
Therefore, G is not absolutely closed in (0, n).
For sufficiency, let q = pa be a prime power, q | n, and p2 | n. Let K be a (0, n)
overgroup of G, x, y ∈ K , x ′, y ′ ∈ KnK ′, with xqx ′, yqy ′ ∈ G. We want to prove that
[x, y]q ∈ G. Write x = xqx ′, y = yqy ′.
If G/Gp is cyclic, then so is G/Gpa (since the latter has the same number of cyclic
summands as G/Gp). Let z ∈ G project to a generator of G/paG. Then we may perturb x
and y by elements of g1, g2 of G so that their q th powers lie, modulo K ′, in 〈z〉: write xqx ′
as a zbwp
a for some w ∈ G, and set g1 = w−1, and similarly for yqy ′. Then [xg1, yg2]q
lies in the dominion of 〈z〉, which is absolutely closed; by the Perturbation Argument,
[x, y]q also lies in G, and we are done.
Finally, assume that q = p, p | n, but p2 does not divide n. Then gcd(p,n/p) = 1, so
there exists k ∈ Z such that pk ≡ 1 (modn/q). In particular, we have
yp ≡ x0yp (modKnK ′),(
xk+1
)p ≡ xp(k+1)y0 (modKnK ′).
By Theorem 1.12, [x, y]p(p(k+1)−p) ∈ G. However, p(p(k + 1) − p) = p(pk). Since
pk ≡ 1 (modn/p), p2k ≡ p (modn), so [x, y]p = [x, y]p2k , and since the latter lies in
G, we are done. 
For the groups of squarefree exponent, we have:
Theorem 6.14 (cf. Theorem 3.13 in [8]). Let p be a prime, a > 1, b  0 (b > 0 if p = 2).
A group G ∈ (pa+b,pa) of exponent p is absolutely closed in (pa+b,pa) if and only if
Z(G)/G′ is cyclic or trivial.
Proof. Since G/G′ is a vector space over Z/pZ, let {zi}i∈I be elements of Z(G) which
project onto a basis for Z(G)/G′. Then pick elements {bj }j∈J whose projections extend
{zi} into a basis for G/G′. Since G is of exponent p, 〈zi〉 is a direct summand for G. If
|I | > 1, then we have a sum of two cyclic groups, both of order less than pa+b , so the sum
is not absolutely closed, and since G has a direct summand which is not absolutely closed,
it cannot itself be absolutely closed. This proves necessity.
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g of G lies in KpiK ′, i  1, then it must be central in G, for given any h ∈ G,
[g,h] = [rpi , h]= [r, hpi ]= [r, e] = e.
So assume that x, y ∈ K , x ′, y ′ ∈ KpaK ′, and xpi x ′, ypi y ′ ∈ G. Then these two
elements are central in G, so we can perturb x ′ and y ′ by elements of G′ so that both
xp
i
x ′′ and ypi y ′′ are powers of z, whose projection generates Z(G)/G′. Thus, [x, y]pi
lies in the dominion of 〈z〉, which is absolutely closed. Therefore, [x, y]pi ∈ G, proving
sufficiency. 
Theorem 6.15. Let G ∈ (0, n), G of exponent k. If k is squarefree, then G is absolutely
closed in (0, n) if and only if for each prime p either ordp(n) 1 or Z(G)/(Gp ∩Z(G))G′
is cyclic or trivial.
Proof. We may assume that G is a q-group, with q a prime. If q does not divide n, then G
is abelian, and we know that G is absolutely closed in (0, n) if and only if for every prime
either ordp(n) 1 or G/Gp is cyclic or trivial, which is the condition we have above. So
we may assume that q | n, in which case Gn = {e}.
Assume first that G satisfies the condition, and let pa be a prime power dividing n.
If q = p, then G is p-divisible, so any pair of elements will satisfy condition (c) of
Theorem 6.1. If q = p and ordp(n) = 1, then again, given any pair of elements x, y ∈ G,
find k with kp ≡ 1 (modn/p). Then we have
yp ≡ x0yp (modGnG′),(
xk+1
)p ≡ xpk+py0 (modGnG′)
and (pk + p) − p ≡ pk ≡ 1 (modn/p), which shows that x and y again satisfy
condition (c) of Theorem 6.1.
If, on the other hand, ordp(n) > 1, then we know that Z(G) modulo (Gp ∩ Z(G))G′
equals Z(G)/G′, and is cyclic. So Z(G)/G′ is generated by the image of some element
z ∈ Z(G). Since an element of G has a pth root modulo a commutator in a (0, n)-overgroup
of G if and only if it is central, we either have that x and y are both central, or else
they satisfy condition (b) of Theorem 6.1. If they are both central, we may assume (by
perturbing them by commutators) that they are both powers of z. But then they satisfy
condition (c) as elements of 〈z〉, since a cyclic group is absolutely closed, and therefore
they also satisfy condition (c) as elements of G. So the condition given is sufficient.
Now assume that there is a prime p with p2 | n and Z(G)/(Gp ∩ Z(G))G′ neither
cyclic nor trivial. First note that if q = p, then Gp = G, so the quotient would be trivial.
Thus, we must have q = p. And since G is a p-group, the condition given is that Z(G)/G′
is not cyclic nor trivial. Then G is not absolutely closed in (p2,p2), since it has a direct
summand which is the sum of two cyclic groups, so it cannot be absolutely closed in (0, n)
either. 
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closed groups of squarefree exponent to those of exponent twice a squarefree number.
Here is a counterexample:
Example 6.1. A group G ∈ (4,2), with Z(G)/G′ cyclic, which is not absolutely closed in
(8,4) (and so, not absolutely closed in any variety containing (8,4)).
Let G be the (4,2) group given by
G = 〈x, y, z ∣∣ x4 = y2 = z2 = [x, y]2 = [x, z]2 = [y, z] = e〉.
Then G is of exponent four, G/G′ = Z/4Z⊕Z/2Z⊕Z/2Z. The center of G is generated
modulo G′ by x2, so Z(G)/G′ is cyclic. However, we can embed G into the group
F = 〈a, b, c ∣∣ a4 = b4 = c4 = [a, c]4 = [a, c]4 = [b, c]4 = e〉
which lies in (8,4), by identifying x with a, y with b2, and z with c2. Here [b, c]2 lies in
the dominion of G in F in (8,4), but does not lie in G. So G is not absolutely closed in
(8,4).
Similar examples can be constructed to show that Z(G)/G′ is not sufficient for finitely
generated torsion groups of exponent pn, with n > 1, and p an arbitrary prime.
Both as a way to explore the differences between the absolutely closed groups in the
different subvarieties, and as illustrations of how one uses the results we have obtained to
establish that a group is or is not absolutely closed, we present a series of examples and
results. Recall that if G is a strong (pa,pa) base, then it is also a strong base in N2. For
special bases we have a partial analogue:
Proposition 6.16. Let p be a prime, a  0. If a group G ∈ (pa,pa) is absolutely closed,
then it is also absolutely closed in (0,pa), and therefore, in (pa+b,pa) for every b 0.
Proof. Note that conditions (b) and (c) from Theorem 6.1 do not depend on the value
of m; so as long as we do not change n they remain the same. If G lies in (pa,pa), then
condition (a) will always be false for any x, y ∈ G, and any pi | pa , because the exponent
that appears there is always a multiple of pa , and xpa = ypa = e. So if G is absolutely
closed in (pa,pa), for any pi | pa and any pair of elements x, y ∈ G, either (b) or (c) hold;
and in that case, they also hold in the larger variety (0,pa). 
The next example, however, shows that we cannot expect to extend Proposition 6.16 to
a full analogue of the result for strong bases.
Example 6.2 (cf. Theorem 3.4 in [9]). Let p be a prime, a > 0, b 0 (b > 0 if p = 2); then
G = 〈x, y ∣∣ xpa+b = ypa+b = [x, y]pa−1 = [x, y, x] = [x, y, y] = e〉
is a special amalgamation base in (pa+b,pa), but not in (pa+b+1,pa+1).
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(pb+1,p) because everything is in that variety, but not in (pb+2,p2) because G is the sum
of two cyclic groups of order pb+1, and it cannot be absolutely closed regardless of b. So
assume that a > 1.
Consider the (pa+b+1,pa+1)-group
K1 =
〈
r, s
∣∣ rpa+b+1 = spa+b+1 = [r, s]pa+1 = [r, s, r] = [r, s, s] = e〉.
It contains G as a subgroup, by identifying x with rp, and y with sp . However, [r, s]p
lies in the dominion of G in K1, and not in G, so G cannot be absolutely closed in
(pa+b+1,pa+1).
Suppose, on the other hand, that K is an overgroup of G, with K a group in (pa+b,pa).
Let r, s ∈ K , r ′, s′ ∈ KpaK ′, with rpi r ′, spi s′ ∈ G for some i , 1 i < a. We want to prove
that [r, s]pi ∈ G.
Write
rp
i ≡ xαyβ = x (modKpaK ′),
sp
i ≡ xγ yβ = y (modKpaK ′).
If i  b, then xpa+b−i = e, and
xp
a+b−i = xαpa+b−i yβpa+b−i [y, x]αβ(p
a+b−i
2 )
so we must have pi | α, pi | β , and similarly with y. Thus x,y ∈ GpiG′. But then, x ≡ gpi ,
y ≡ hpi (modG′) for some g,h ∈ G, and we have:
[r, s]pi = [rpi , s]= [x, s] = [gpi , s]= [g, spi ]= [g,y] ∈ G
as desired.
If i > b, then we still have that xpa−i ,ypa−i must be central. It is not hard to verify that
the center of G is equal to Gpa−1G′; thus, we can conclude that α, β , γ , and δ are multiples
of pi−1. So we may rewrite them as:
x = xζpi−1yηpi−1, y = xλpi−1yµpi−1,
and perturbing x and y with xpi and ypi if necessary, we may assume that
0 ζ, η,λ,µ < p.
Consider the system of congruences
ep
i ≡ x0y0 (modKpaK ′),(
xζp
a−i−1
yηp
a−i−1)pi ≡ xpa−i y0 (modKpaK ′).
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[r, s]pipa−i = [xζpa−i−1yηpa−i−1, xλpi−1yµpi−1]= [x, y]pa−2(ζµ−ηλ).
Since [r, s]pipa−i = [r, s]pa = e, we conclude that p | ζµ− ηλ. Considering (ζ, η), (λ,µ)
as vectors over Fp, this means that they are proportional, so we may perturb x and y so
they generate a cyclic subgroup; let z be a generator. Then [r, s]pi lies in the dominion
of 〈z〉; but cyclic groups are absolutely closed, so [r, s]pi ∈ 〈z〉 ⊆ G, as desired.
Thus G is absolutely closed in (pa+b,pa).
Example 6.3. Let p be a prime, a > 1, b  a − 1. Let
G = Z/pa+bZ ⊕Z/pa+bZ
and denote by x and y the generators of the cyclic summands. Then G is absolutely closed
in (pa+b,pa), but not in (pa+b+1,pa).
Since a > 1 and b  a − 1, G is absolutely closed, as seen before. However, it cannot
be absolutely closed in (pa+b+1,pa) by Theorem 6.12.
Example 6.4. Let p be a prime, a > 1, b  1, and let G be the (pa+b,pa) group presented
by:
G = 〈x, y, z ∣∣ xpa+b−1 = ypa+b = zpa+b−1 = [x, y]pa = [y, z]pa = [x, z] = e〉
together with all identities of (pa+b,pa). Then G is a special amalgamation base in
(pa+b,pa), but (provided that b > 1 if p = 2), not in (pa+b,pa+1).
Indeed, assume first that some element g ∈ G is a pi th power times a commutator in
some overgroup K ∈ (pa+b,pa). Then gpa−i is central in G. Writing
g = xαyβzγ [y, x]δ[y, z]η
it is easy to verify that this means that pi | α,β, γ , so that g ∈ GpiG′. Therefore, given
any pair of elements, if they fail both conditions (a) and (b) in Theorem 6.1, there is an
overgroup K where they are pi th powers times a commutator; that means they are pi th
powers in G, and by Lemma 6.5, that suffices for condition (c) to hold.
To prove that G is not absolutely closed in (pa+b,pa+1), consider the elements x, z ∈
G, and set q = p. They do not satisfy condition (a) from Theorem 6.1, since xpa+b−1 = e
and b  1.
For condition (c), note that if hp ≡ xαzβ (modGpa+1G′), then in particular both α and
β must be multiples of p. If we could solve the congruences in condition (c), we would
have that p divides α, β , γ , and δ, but γ − β must be congruent to 1 modulo pa , which is
clearly impossible.
Finally, for condition (b), if hp ≡ xαzβ (modGpa+1G′), and we have h ≡ xryszt
(modG′), then sp is a multiple of pa+1, so s must be a multiple of pa . Therefore,
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in (pa+b,pa+1).
Example 6.5. Let p be a prime, a, b > 1, and let G be the (pa+b,pa)-group generated
by five elements x , y , z, r , and s, and satisfying the following relations, in addition to all
relations implied by the laws of (pa+b,pa):
xp
a+b = ypa+b = zpa+b = e; [y, x]pa = [z, y]pa = [x, z] = e;
[x, r] = [x, s] = [y, r] = [y, s] = [z, r] = [z, s] = [r, s] = e;
rp
b = [y, x]; spb = [y, z].
Then G is absolutely closed in (pa+b,pa), but not in (pa+b+1,pa).
To prove it is not absolutely closed in (pa+b+1,pa), let K be the group obtained by
adjoining non-central pth roots v and w to r and s, respectively. We can do this, since
r and s are central, and of order pa+b . The resulting group lies in (pa+b+1,pa), and
[v,w]p2 = e; however, [v,w]p lies in the dominion of G and not in G, so G is not
absolutely closed.
To prove it is absolutely closed in (pa+b,pa), assume K is an overgroup of G,
K ∈ (pa+b,pa), and that some g ∈ G lies in KpiK ′.
Write g = xαyβzγ rδsη[y, x]ζ [y, z]ε. Since gpa−i must be central, we get that pi | α,
pi | β , and pi | γ .
If i  b, then gpa+b−i is trivial, so pi | δ and pi | η, proving that g ∈ GpiG′. If i > b, then
gp
a is trivial, so pb | δ and pb | η. But then rδsη ∈ G′, so again we have that g ∈ GpiG′. In
particular, any pair of elements will satisfy condition (c) in Theorem 6.1, so G is absolutely
closed in (pa+b,pa).
We pass now to the varieties where m = 0, and also present limiting examples in that
case:
Example 6.6. Let n > 0, and p be a prime, with gcd(p,n) = 1. The group
G = Z
pZ
⊕ Z
pZ
is absolutely closed in (0, n), but not in (0,p2n).
Indeed, G is n-divisible, since p does not divide n, so it is absolutely closed in (0, n).
However, G/Gp ∼= G is isomorphic to the sum of two cyclic groups of order p, so it cannot
be absolutely closed in (0,p2n) by Theorem 6.13.
Example 6.7. Let n > 0, p a prime with p | n, and let a = ordp(n). Then
G = 〈x, y ∣∣ xpa = ypa = [x, y]pa−1 = [x, y, x] = [x, y, y] = e〉
is absolutely closed in (0, n), but not in (0,pn).
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be a prime power dividing n, and let r, s ∈ K , r ′, s′ ∈ KnK ′ with rqr ′, sqs′ ∈ G. We want
to prove that [r, s]q ∈ G.
If gcd(p, q) = 1, then G is q-divisible, so both rqr ′ and sqs′ have q th roots in G, and
then we apply Lemma 6.5 to conclude that [r, s]q ∈ G.
If p | q , write q = pb , b  a. We proceed as we did in Example 6.2. Let x = rqr ′,
y = sqs′. Since their (n/q)th powers are central, they are each pb−1th powers modulo
commutators, so we may write:
x ≡ xαpb−1yβpb−1 (modGnG′),
y ≡ xγpb−1yδpb−1 (modGnG′).
We claim that [r, s]pa = e: since K ∈ (0, n), we have
([r, s]pa )n/pa = [r, s]n = e.
So the order of [r, s]pa divides n/pa . In addition, we also have that
([r, s]pa )p2b−1 = [rpb , spb]pa−1[x,y]pa−1 = e,
so the order also divides p2b−1. Therefore, the order of [r, s]pa divides gcd(n/pa,p2b−1) =
1, since a = ordp(n). So [r, s]pa is in fact trivial, as claimed.
Consider the congruences
ep
b ≡ x0y0 (modKnK ′),(
xαp
a−b−1
yβp
a−b−1)pb ≡ xpa−by0 (modKnK ′).
By Lemma 1.12, this gives that
[r, s]pa = [r, s]pb(pa−b) = [xαpa−b−1yβpa−b−1, xγpa−1yδpa−1]= [x, y]pa−2(αδ−βγ ).
Since [r, s]pa = e, this means that p | αδ − βγ . That means that by perturbing x and y, we
may assume that 〈x,y〉 is cyclic, hence absolutely closed, so
[r, s]q ∈ dom(0,n)K
(〈x,y〉)= 〈x,y〉 ⊆ G.
So G is absolutely closed in (0, n).
But as we also showed in Example 6.2, G is not absolutely closed in (pa+1,pa+1) ⊆
(0, np), so it cannot be absolutely closed in (0, np) either.
The final case to consider is covered by the following result:
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in (0, n), then it is also absolutely closed in (0, np).
Proof. Let K be any (0, np)-overgroup of G; let r, s ∈ K , r ′, s′ ∈ KnpK ′, q > 0 be a
prime power with q | np, and assume that rqr ′, sqs′ ∈ G. We want to prove that [r, s]q ∈ G
as well.
If q = p, then note that [r, s]p2 ∈ G. Since p does not divide n, there exist an integer
k such that kp ≡ 1 (modn). Therefore, kp2 ≡ p (modnp). If we raise [r, s]p2 to the kth
power, we are still in G; but this equals [r, s]p2k , which equals [r, s]p, because [r, s] is of
exponent np. Therefore, [r, s]p ∈ G, as desired.
If gcd(q,p) = 1, things are somewhat more complicated. By adding central q th roots t
and v to r ′ and s′, respectively, and replacing r with rt and s with sv, we may assume that
r ′ = s′ = e. Consider the subgroup K2 generated by G, r , and s. Note that [r, s]q is still in
the dominion of G in K2. We claim that K2 ∈ (0, n).
To prove this it suffices to show that [r, s] is of exponent n, as are [g, r] and [g, s] for
each g ∈ G. To see that [r, s] is of exponent n, note that [r, s]np = e, since K ∈ (0, np); but
also
[r, s]q2n = [rq, sq]n = e
since rq, sq ∈ G and nth powers of elements of G are central. Therefore, the order of [r, s]
divides gcd(q2n,np) = n(gcd(q2,p)) = n.
Now let g ∈ G be an arbitrary element. Since K ∈ (0, np), [r, g]np = e. However,
e = [r, g]np = ([r, g]n)p = ([rq, g]n/q)p.
Thus, [rq, g]n/q = [r, g]n is a commutator in G of exponent p. Since gcd(p,n) = 1, and
G ∈ (0, n), that means that [r, g]n = e. A symmetric argument shows that [g, s]n = e as
well. Thus, K2 ∈ (0, n), and it is an overgroup of G. Since G is absolutely closed in (0, n),
and [r, s]q lies in the dominion of G in K2, it follows that [r, s]q ∈ G, which is what we
wanted to prove. Therefore, G is absolutely closed in (0, np), as claimed. 
With these examples in hand, we prove the analogue of Theorem 5.11.
Theorem 6.18. Let (m,n) ⊆ (m′, n′). Every special amalgamation base in (m,n) is also a
special amalgamation base in (m′, n′) if and only if for each prime p, one of the following
holds:
(a) ordp(n),ordp(n′) 1; or
(b) ordp(n) = ordp(m) = ordp(n′); or
(c) ordp(n) = ordp(n′) and ordp(m) = ordp(m′).
Proof. We prove necessity first. Assume that there is a prime p for which none of them
hold.
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prime other than that one, condition (c) is satisfied, so m and m′ are powers of p itself. If
ordp(n) = 1, then we must have ordp(n′) > 1, and we can use Example 6.2 to find a (p,p)-
special base, which is not a (p2,p2)-special base, hence not an (m′, n′)-special base; and
the (p,p)-base is necessarily an (m,n)-special base as well. If ordp(n) = 0, then p2 | n′,
and we may take the sum of two cyclic groups of order p.
If ordp(n) > 1, then we have that p2 | n, and either ordp(n) < ordp(n′), or ordp(n) <
ordp(m) < ordp(m′).
If ordp(n) < ordp(n′), then we may use Example 6.2 if ordp(m) = ordp(n), and
Example 6.4 if ordp(n) < ordp(m), to see that not every (m,n)-special base is an (m′, n′)-
special base.
If ordp(n) = ordp(n′), and ordp(n) < ordp(m) < ordp(m′), then we use Example 6.3
or Example 6.5 to show that not every (m,n)-absolutely closed group is absolutely closed
in (m′, n′). This proves necessity when m,m′ > 0.
If m = m′ = 0, we have (0, n) ⊆ (0, n′). Since p fails all three conditions, ordp(n) <
ordp(n′), and either p does not divide n and p2 | n′, in which case we use Example 6.6, or
else ordp(n) = 1 and p2 | n′, in which case we may use Example 6.7 instead.
If m> 0 and m′ = 0, we may assume that m and n are prime powers; if they are powers
of some prime q = p, then q2 | n′ and we use Example 6.6 again. If q = p, then we proceed
as in the case where both m and m′ are nonzero. This proves necessity.
For sufficiency, let (m,n) ⊆ (m′, n′), and assume that for every prime p the conditions
are all satisfied.
If m,m′ > 0, we may assume they are prime powers. If (a) holds, then in both (m,n)
and (m′, n′) all groups are absolutely closed and there is nothing to do. If (c) holds, then
(m,n) = (m′, n′) and again the result is trivial. Finally, if (b) holds, then we are going from
a (pa,pa) to a (pa+b,pa), and everything which is absolutely closed in the former is also
absolutely closed in the latter by Proposition 6.16.
If m = m′ = 0, and (b) holds for any prime, then n = n′ = 0 and the result is
trivial. Otherwise, for each prime either (a) or (c) holds, so we may write n′ = nk, with
gcd(n, k) = 1, and k squarefree. In this case, the result follows from Theorem 6.17.
Finally, if m > 0 and m′ = 0, we may assume m and n are powers of p. Note that
condition (c) cannot hold. Given any prime q other than p, the conditions imply that q2
does not divide n′. For p, if condition (b) holds, then we may write n′ = nk again, with
k squarefree and relatively prime to n, and (m,n) = (pa,pa), The result now follows
by applying Proposition 6.16 and Theorem 6.17. On the other hand, if (a) holds, then all
groups in (m,n) are special amalgamation bases, and since p2 does not divide n′, every
p-group in (0, n′) also is a special base, and we are done. 
6.3. Absolute closures
We end by considering absolute closures. By a theorem of Isbell (Corollary 1.8 in [3],
modified to fit our setting) in a variety V , every group G ∈ V can be embedded into a
group K which is absolutely closed in V . Isbell then gives the following definition, which
we have adapted to our setting:
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closure if there exists an overgroup K ∈ V of G such that domVK(G) is absolutely closed
in V .
That is, an absolute closure for G is an absolutely closed overgroup of G which is
dominated by G in some further overgroup. It is not hard to give examples of algebras
which are not absolutely closed but have absolute closures in some categories of algebras;
for example, any group is absolutely closed in the category of all semigroups, and the
dominion of a subsemigroup of a group in the group itself is the subgroup it generates. On
the other hand, there are examples of algebras which have no absolute closure.
In the varieties (m,n), it turns out that no group which is not already absolutely closed
can have an absolute closure:
Theorem 6.20 (cf. Theorem 3.6 in [9]). A group G ∈ (m,n) has an absolute closure in
(m,n) if and only if it is absolutely closed in (m,n).
Proof. One implication is trivial. So assume that G is not absolutely closed. Let K ∈
(m,n) be an overgroup, and let DK = dom(m,n)K (G). We want to show that DK is not
absolutely closed.
If DK = G there is nothing to do. So assume that DK = G. In particular, there exist
q > 0, q | n, r, s ∈ K , r ′, s′ ∈ KnK ′ with rqr ′, sqs′ ∈ G, and [r, s]q /∈ G. Let x = rqr ′,
y = sqs′. We claim that x , y , and q do not satisfy conditions (a), (b), or (c) in Theorem 6.1,
relative to DK and (m,n).
If condition (a) or condition (b) holds, then no overgroup M of DK has x, y ∈ MqM ′;
however, x, y ∈ KqK ′, so neither (a) nor (b) can hold. That leaves only (c), and we proceed
by contradiction. Assume that we have d1, d2 ∈ DK , and integers α,β, γ, δ, with γ −β ≡ 1
(modn/q), and such that
d
q
1 ≡ xαyβ
(
modDnKD
′
K
)
, d
q
2 ≡ xγ yδ
(
modDnKD
′
K
)
.
By Lemma 1.12, it follows that in K we have
[d1, x][d2, y] = [r, s]q(γ−β) = [r, s]q .
Note that since DK is obtained from G by adjoining central elements, all of which are
of exponent n, DnK = Gn and D′K = G′, so the congruences above hold modulo GnG′ as
well. By the description of dominions, we may write
di = gi [ki11, ki12]qi1 · · · [kisi1, kisi2]qisi
for i = 1,2, where kijk ∈ K , and kqijij1, k
qij
ij2 ∈ G(KnK ′). Since di ≡ gi (modK ′), we have
[d1, x][d2, y] = [g1, x][g2, y] ∈ G
which means that [r, s]q ∈ G, which contradicts our choice of r and s. Therefore, condi-
tion (c) cannot be satisfied in DK either, so DK is not absolutely closed. 
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