Abstract. Although much effort has been spent on suggesting and implementing new architectures of Multi-Agent Systems (MAS), the evaluation and comparison of these has often been done in a rather ad-hoc fashion. We believe that the time has come to start doing this in a more systematic way using established methods. For instance, we argue that it is important to evaluate the architecture candidates for a particular application according to several quality attributes relevant to that application. The architecture that provides the most appropriate balance between these attributes should then be selected. As a case study we investigate the problem of load balancing and overload control of Intelligent Networks and present four MAS architectures that can be used to handle this task. We instantiate each of these and define metrics for the selected quality attributes. The instantiations are studied in simulation experiments and measurements of the metrics are recorded. The measurements are then analyzed using the Analytic Hierarchy Process, which is a basic approach to select the most suitable alternative from a number of alternatives evaluated with respect to several criteria. We illustrate how such analyzes can be used for deciding which architecture candidate is the most appropriate in different situations.
Introduction
Much effort has been spent on suggesting and implementing new architectures of Multi-Agent Systems (MAS). However, less work has been done in studying how these architectures should be evaluated and compared. Most evaluations and comparisons have been carried out in a quite unstructured way. For instance, when a (group of) researcher(s) invents a new architecture and applies it to a particular domain and concludes that it seems to be appropriate for this domain. Often this new architecture is not even compared to any existing MAS architecture. Also, the selection between candidate architectures for a particular application is typically done in a rather ad hoc fashion. We believe that this area has now reached the level of maturity when it is appropriate to compare and evaluate MAS architectures in a more systematic manner. We show how an established method from Management Science can be used to achieve this, e.g., by taking into account several quality attributes and weighting them according to the requirements of the application at hand.
Of course, there is no single MAS architecture that is the most suitable for all applications. Since agent technology has shown to be successful for dynamic resource allocation, e.g. power load management [19] and cellular phone bandwidth allocation [4] , we have chosen a concrete example of this domain for a case study. The purpose of the case study is to show how the evaluation method can be applied, and the application concerns load balancing and overload control in Intelligent Networks, a type of telecommunication system.
The remainder of this article is organised as follows. In Section 2 we present the proposed methodology for evaluating software candidates based on a selection of quality attributes. In Section 3 we present an illustration of the evaluation method. The methodology is discussed in Section 4, and our results are concluded in Section 5.
Software Architecture Evaluation Methodology
Typically, an architecture constitutes a balance between different quality attributes, just as different applications may require a specific balance or tradeoff between quality attributes. Hence, to select the most suitable architecture for a particular application require knowledge about relevant attributes and how different MAS architectures support them.
It is probably impossible to find a MAS architecture that is optimal with respect to all the attributes relevant for a certain application. Rather, there is typically a trade-off between these attributes and different architectures balance this trade-off in various ways. Different applications, on the other hand, often require different balancing of this trade-off. Thus, in order to choose the right architecture for a particular application, knowledge about relevant attributes and how different MAS architectures support them is essential. We thus need a methodology that enables us to assess and compare different quality attributes with each other, and then compare different architecture candidates against this blend of quality attributes to assess which candidate that is the most suitable for the application in question.
The Analytic Hierarchy Process (AHP) [14, 15] is a multi-criteria decision support method from Management Science [1] that has previously been tried in various and similar software engineering settings (e.g. [10, 11, 17, 18] ). One of the cornerstones in AHP is to evaluate a set of alternatives based on a particular blend of criteria, i.e. considering a specific trade-off situation. The AHP can quantify subjective assessments through a process of pair-wise comparisons or use data that is e.g. collected from a simulation. Most uses of AHP focus on the subjective assessments, which are easy to understand and relatively easy to use to gather data. In this article, however, we use the ability of AHP to mix subjective assessments and measured data (Saaty uses the expression tangible data [14, 15] . As we will see, this poses some additional challenges.
The AHP-based architecture evaluation methodology is based on a number of different steps, described below.
The first step in AHP is to set up a hierarchy of the criteria that are being evaluated. This means that one criterion can be broken down into several subcriteria, and the evaluation of the different alternatives is done by weighing in all levels of this decision support hierarchy. For example, the case study described in Section 3 uses the hierarchy outlined in Fig. 1 . The second step is to prioritize the criteria in accordance with how desired they are for the system. This prioritization is done both for the different loads and the aforementioned quality attributes, and can be done using e.g. the pairwise comparison process provided in the AHP method or by means of any other prioritization method. For future use, we also at this stage make sure that the priorities on a particular level in the decision tree are normalized so that they sum up to one.
The third step is to use this decision support hierarchy in conjunction with the different alternatives (the candidate architectures in the particular domain) as follows. For each of the leaf nodes in the decision support hierarchy we compare each of the candidate architectures (described in Section 3) with the other candidate architectures. This can be done by using a pair-wise comparison process or by providing measured data. In this study, we use data measured from a simulation (further described below).
When using measured data, it is not advisable to compare different measured data sets with each other directly, since AHP uses data on a ratio scale (compare e.g. the ratio between 1001 and 1010, and between 101 and 110). Hence we need to add a sub-step to ensure that different measurements are comparable. This sub-step consists of calculating the so called Z-score, Z v , of the measurements v ∈ V . Z-score ensures that the values are normalized to be distributed around zero [7] . We then "move" these values so that the smallest value is zero, and then divide all values with the sum of the values. Ultimately, the values for a particular measurement are thus normalized so that their total sum i∈V N orm i = 1. This process enables us to take data using any unit of measurement for each criterion and still compare the candidate architectures over a number of different criteria. The equations are thus:
where µ x and σ x are the average value and the standard deviation of x ∈ V respectively
In the fourth and final step the obtained normalized values for the candidate architectures are multiplied with the normalized priorities for each level in the decision support hierarchy (i.e. the quality attributes and the desired offered load). The results of these multiplications are summed for each candidate architectural style. These sums represent the suitability of each alternative in relation to the other alternatives. It is thus not absolute numbers but a ratio compared to the other alternatives that is obtained.
Switching Points (SSPs) and the Service Control Points (SCPs). The SSPs continuously receive requests of services which they cannot serve without the help of the SCPs where all service software resides. Thus, the SCPs are providers and the SSPs are customers. The SSPs and SCPs communicate via a signaling network.
It is assumed that a small part of the available bandwidth of this network is reserved for the resource allocation, i.e., the communication overhead caused by agent communication (and transportation). It is assumed that all SCPs support the same set of service classes and that all service requests can be directed by a SSP to any SCP.
Multi-agent system architectures
Common for the four architectures are the use of three different types of agents: quantifiers, allocators, and distributors [2] . A quantifier acts on behalf of a provider of the resources, an allocator acts on behalf of a customer, and a distributor decides the allocation of some (or even all) available resources. Although these three types of agents have similar roles in all the four multi-agent system architectures, the actual implementation may be rather different (in particular this holds for the distributors). The reason, of course, is that different system architectures may put different demands on the agents.
The centralized auction architecture The Centralized Auction (CA) architecture is an example of a synchronous, centralized architecture. Arvidsson et al. [2] suggested an approach where the resource allocation is carried out by means of tokens (cf. market-based control [5] ). Each token represents a service request and is consumed when the request is accepted by a provider. The three types of agents have the following functionality:
-The quantifiers try to sell the amount of tokens that corresponds to the load that the provider is able to serve between two auctions. -The allocators try to buy the amount of tokens corresponding to the resources they predict their customers will receive during the time to the next auction. -The distributor receives bids from the quantifiers corresponding the available capacity at their providers (and the prices), and bids from the allocators with the expected needs for resources. The distributor then carries out the auction so that the common good is maximized and sends messages about the result to the involved agents.
An allocator maintains a pool of tokens for each provider and type of resource. Each time the allocator feeds a provider with a request for a particular type of resource, one token is removed from the associated pool. If all pools associated with a particular resource type are empty, the customer cannot accept more requests. The pools are refilled at the auctions that take place at fixed time intervals. In order to avoid spending all tokens immediately during high loads (which would lead to excessive delays caused by long queues at the providers), percentage thinning is used so that the probability of buying a certain type of resource is never higher than the number of remaining tokens over the number of expected needs during the reminder of the interval. For more details we refer to Arvidsson et al. [2] .
The hierarchical auction-based architecture One possible implementation of a distributed, synchronous system is the hierarchical auction (HA) architecture [19] . The idea is to partition the set of allocators and to use one distributor for aggregating bids and holding auctions for each partition. These distributors then connect to higher order distributors in a hierarchical manner until the total demand can be matched against the amount of available resources offered by the quantifiers.
The centralized leaky bucket architecture The centralized asynchronous architecture chosen is based upon an asynchronous approach called Leaky bucket [3] . The basic idea is that each provider is equipped with a Leaky bucket that feeds requests to the provider at an even and optimal rate. This is done by inserting the incoming requests from the customers in a queue in the Leaky bucket. These requests are then dequeued at a rate corresponding to the maximum capacity of that provider. If the queue is full, the requests are rejected. To get a centralized architecture, the centralized leaky bucket (CLB) [9] is introduced, in which there is just one central distributor, common for all allocators and quantifiers.
The allocators send all requests to this distributor, a common leaky bucket for queuing the requests. It also has a router that continuously dequeues requests at a rate corresponding to the total capacity of the providers and then forwards the requests evenly to the providers in proportion to their capacity. If the bucket is full, the request is returned to the allocator where it is rejected.
The mobile broker architecture As an example of a distributed, asynchronous system, a mobile broker (MB) architecture [9] is selected. In this architecture, the distributors are implemented as mobile brokers (one for each provider) that sequentially visit each (or a subset) of the allocators offering the resources currently available at the corresponding provider.
The allocator then requests the resources it needs for the moment (or rather, predicts it will need in the near future). If possible, the broker gives this amount of resources to the allocator. Otherwise, it gives as much as is currently available at the provider.
However, there are two problems with this naive approach:
-If an allocator demands all the available resources, the broker will give them to that allocator. Thus, the broker will not be able to hand out any more resources for a while, which would not be fair. -If the overall load is low or moderate, the allocators are given just as much resources as they demand. However, if an allocator need slightly more resources than it asked for (predicted), it will have to turn down requests, even though the provider has lots of surplus capacity.
In order to solve these problems, a broker mechanism is used that strive to give out all the available resources and give each allocator resources in proportion to their part of the total current demand (of the allocators in the route). For the details of this approach we refer to Johansson et al. [9] . If an allocator is visited by several brokers it may be that some of the brokers' SCPs are carrying a higher load than the others. To deal with this problem an additional balancing function is used, making the allocators try to move load from those SCPs with higher load to those with lower load. The allocator calculates the load of a broker from the quotient between what it asked for and what is was given by the broker.
Metrics
It is possible to evaluate MAS architecture candidates with respect to several different quality attributes [6] . Some of these attributes are domain independent and some are specific for each set of applications, e.g., performance-related attributes. We have identified the following important performance-related attributes to dynamic resource allocation (together with the metrics collected for each of the quality attributes): -Reactivity is measured by how fast the MAS is able to re-allocate the available SCP processing time when there are sudden changes of offered loads by the SSPs. We measure the number of time steps it takes in the simulation between the rise in requested load from 0.35 Erlang to 0.70 Erlang and the time step when the offered load meets the requested load again. -Load balancing is measured by the standard deviation between the carried load of the SCPs. We measure the average of the standard deviations for 500 time units. -Fairness is measured by the standard deviation of accepted calls divided by the generated calls between the SSPs, i.e., the acceptance rates. The acceptance rates are measured for all SSPs and the standard deviation of these rates s ssp is calculated. 1 − s ssp is then finally our fairness measure.
-The utilization of resources is measured by how close the carried load is to the target load, or offered load if the offered load is less than the target load. SCP load levels should be as close to the target load (e.g., 0.9 Erlang, corresponding to 90% of its capacity) as possible but not exceed it. If an overload situation is approaching, the SSPs should throttle new requests. This is measured by taking the actual average carried load of the system. -Responsiveness is measured by the time it takes for the SSPs to get response from an SCP. -Communication overhead is measured by the bandwidth (in terms of number of messages per time unit) necessary for the MAS to perform the reallocation.
In addition, there are a number of more general software architecture quality attributes [13] that could be addressed, e.g. Robustness and Modifiability. Although these softer quality factors are important when building real systems, we choose not to include them in this evaluation, since they are difficult to measure in quantitative terms. It is, however, possible to mix subjective pair-wise assessments for these quality attributes with measured data for the aforelisted quality attributes.
Experimental setup and results
The four concrete architectures have been evaluated in simulations consisting of 8 SCPs and 32 SSPs. Here we use refined data from a large series of simulation experiments that provides estimations of the performance measures of the architecture candidates. Complete descriptions of the simulation results can be found in Johansson et al. [9] where all the technical details of the experiments are thoroughly described. Considering the limited space available, and as the aim here is to explain the use of an AHP-based architecture evaluation methodology, we leave out most of the technical details.
We have now constructed a decision support hierarchy ( Fig. 1) and defined metrics for the quality attributes (Section3.2). We have also defined a set of architecture candidates (Section 3.1) to evaluate. We are thus ready to move on with steps two, three and four of the architecture evaluation methodology.
For step two, we assign priorities to the quality attributes. In this illustration, we include two different priorities (Table 1) are the limiting factor (P u ). In the first case it is important to keep communication overhead at a low level, whereas in the second case it is not. Instead, utilization of the resources is prioritized. For three of the attributes (Utilization of resources, Responsiveness, and Communication overhead) we also need to weigh in the desired offered load, using the example values presented in Table 2 . We use the same desired offered load in both example cases.
In step three we compare the architecture candidates with each other. In our case, this consists of collecting the metrics discussed ealier. These data are used to populate table 3. In this table, we see each of the architecture candidates as one column (under "raw values"), and the metrics gathered for each of the quality attributes and each architecture candidate. This data is then normalized as described in Section 2. During this normalization we also take into account that for many metrics a low value is more desirable than a high value. We do this by multiplying the normalized Z v score with −1 before shifting and renormalizing the values. The raw values are inverted for all quality attributes except Fairness and Utilization of resources.
The fourth step is to calculate which of the architecture candidates that best meet the desired blend of quality attributes. For each of the two cases we take the product of the priorities of the quality attributes and desired load, and multiply this with the corresponding normalized value, N orm v , for each candidate architectural style. The result of this is then summed for each candidate architectural style, and presented in Table 4 . As can be seen, in the first case P c , with restricted communication abilities, the MB architecture is the most suitable, followed by CA, HA and CLB. In the second case P u , with restricted computing resources, the CLB architecture is more than twice as good as its nearest competitors CA and MB, and almost three times as good as HA. Table 3 . The raw data v and the z-score normalization, N orm v , of each of the properties of the four architectures. Table 4 . Results of the AHP given the two priorities Pc and Pu.
reach the potential at all. When developing a software system, the potential of the chosen architecture is one important influence of the resulting system, but there are others. For example, familiarity with a particular architectural style, development organization, and coding standards may also influence the final result.
Secondly, which architecture candidate the evaluation framework proposes is strongly dependent on the priorities of the quality attributes and the desired load that is fed into the framework. Hence, care must be taken when prioritizing the needs of the system so that the priorities are in fact truly representing the needs for the target system. Thirdly, the quantitative suggestion that the framework produces should be seen as one input among many to the decision process. Other inputs may include e.g. previous experiences or intuition.
In this study we implement the candidate architectures for a particular application domain and instrument the AHP decision support hierarchy with measurements gathered from this simulation. A potential shortcoming of this approach is that we are using simulated data and therefore may get simulated results. However, this is often the best we can do, as it may be very expensive, and sometimes even impossible, to actually fully implement all the candidate architectures and measure the performance of the deployed system. Although we use simulated data, we argue that the suggested approach is a step forward compared to the ad hoc and subjective choice between candidate architectures that is currently often the case.
To gather empirical data from simulation experiments is possible for some quality attributes that have easily defined metrics. However, there are many quality attributes that are not as easily measured. For example, in Section 3.2 we list the attributes Robustness and Modifiability as being of interest in a MAS setting. For these quality attributes a possible extension of the evaluation method outlined in this article would be to make use of AHP's ability to deal with a mixture of tangible data and subjective judgments (successfully used in other studies, e.g. [18] ). An interesting question concerns whether is it possible to draw any more general conclusions from the type experiments presented here on concrete MAS architectures in a concrete domain. An obvious possibility is generalization though abstraction. If we start with the domain, it can be argued that we have studied an instance of a class of application domain, namely dynamic resource allocation. Basically, this class of problems concerns allocation of resources between a number of customers, given a number of providers. The dynamics of the problem lie in that the needs of the customers, as well as the amount of resources made available by the providers, vary over time. The needs and available resources not only vary on an individual level, but also the total needs and available resources within the system may vary over time. Moreover, the resources cannot be buffered, i.e., they have to be consumed immediately, and the cost of communication (and transportation of resources) between any customer-provider pair is equal. However, we cannot draw the conclusion that the studied MAS architectures will perform in the same way as in our experiments in all instances of this more general class of problem domains. But it give us the opportunity to formulate qualified hypotheses concerning their performance that can be used to make more informed decisions when selecting MAS architectures for other instances of dynamic resource allocation.
Concerning generalization with respect to architectures, we argue that it is useful to study classes of MAS architectures, corresponding to architectural styles [16] . These may describe abstractions of software entities of varying abstraction levels such as enterprise architectures, system architectures, subsystem architectures, or the architecture within a particular component.
We have focused on a particular abstraction level were it is possible to characterize MAS architectural styles according to two properties: the type of control used (from fully centralized to fully distributed), and the type of coordination (synchronous vs. asynchronous). Thus, we may say that we have compared four MAS architectural styles for dynamic resource allocation: centralized synchronous architectures, centralized asynchronous architectures, distributed synchronous architectures, and distributed asynchronous architectures. (See Table 5 .) The issue of evaluating MAS architectural styles is further elaborated in [8] .
We have described an approach based on AHP for multi-criteria evaluation of different MAS architecture candidates. It was applied to in an experimental study of implementations of four architecture candidates for load balancing and overload control in Intelligent Networks.
Previous work indicated that asynchronous architectures react faster than synchronous, and that centralized asynchronous architectures better utilize the available resources, although having larger delays and consume more bandwidth when the load is high [9] . With the proposed use of AHP, however, we are not only able to test hypothesis as the ones we just described. We are also able to:
-Quantify the differences in goodness of the candidate architectures according to the desired balance between quality attributes. -Weight the different scenarios continuously. The results of the case study are, not very surprisingly, that different architectures excel in different dimensions. The choice of MAS architecture for a particular application should hence be based on a trade-off between the dimensions (e.g. the involved quality attributes) that is optimal for that application. We believe that if the systematic approach suggested here is widely adopted, such choices can be more informed than is currently the practice. Our plans for future work include:
-Further experimental validation of the approach by applying it to other domains. -Further develop the application of the AHP method in MAS settings, e.g.
to include qualitative measures of factors such as robustness and maintainability. -Investigating to what extent the implementations of the individual agents influence system performance. -Further development of the concept of architectural styles for characterizing MAS.
