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IRREGULARITY OF THE BERGMAN PROJECTION ON
WORM DOMAINS IN Cn
DAVID BARRETT AND SO¨NMEZ S¸AHUTOG˘LU
ABSTRACT. We construct higher-dimensional versions of the Diederich-Fornæss worm domains and
show that the Bergman projection operators for these domains are not bounded on high-order Lp-
Sobolev spaces for 1 ≤ p < ∞.
1. INTRODUCTION
Let Ω be a bounded domain in Cn and A2(Ω) denote the Bergman space of square-integrable
holomorphic functions on Ω. The Bergman projection on Ω is the orthogonal projection from L2(Ω)
onto A2(Ω).
The Bergman projection is known to be regular, in the sense that it maps Ws to Ws for all s ≥ 0
where Ws denotes the Sobolev space of order s, on a large class of smooth bounded pseudoconvex
domains (throughout this paper a domain is smooth if its boundary is a smooth manifold). Regular-
ity is, usually, established through the ∂-Neumann problem, the solution operator for the complex
Laplacian ✷ = ∂∂
∗
+ ∂
∗
∂ on square integrable (0, 1)-forms. For more information on this matter we
refer the reader to [BS99, Str10] and the references therein.
Irregularity of the Bergman projection is not understood nearly as well as regularity. The story of
irregularity goes back to the discovery of the worm domains in C2 by Diederich and Fornæss [DF77].
Worm domains were constructed to show that the closure of some smooth bounded pseudoconvex
domains may not have Stein neighborhood bases (a compact set K ⊂ Cn is said to have a Stein
neighborhood basis if for every open set U containing K there exists a pseudoconvex domain V
such that K ⊂ V ⊂ U). Indeed, Diederich and Fornæss in [DF77] showed that the closure a worm
domain does not have a Stein neighborhood basis if the total winding is bigger than or equal to pi. It
turned out that worm domains are also counter-examples for regularity of the Bergman projection.
In 1991, Kiselman [Kis91] showed that the Bergman projection does not satisfy Bell’s condition R on
nonsmooth worm domains (a domain Ω satisfies Bell’s condition R if the Bergman projection maps
C∞(Ω) to C∞(Ω)). In 1992, the first author [Bar92] showed that the Bergman projection on a smooth
worm domain does not map Ws into Ws if s ≥ pi/(total winding). On the other hand, Boas and
Straube [BS92] showed that the Bergman projection maps Wk into Wk if k ≤ pi/(2× total winding)
and k is a positive integer or k = 1/2. Finally, in 1996 Christ [Chr96] showed that the Bergman
projections on smooth worm domains, with any positive winding, do not satisfy Bell’s condition R.
Recently, Krantz and Peloso [KP08b, KP08a] studied the asymptotics for the Bergman kernel on the
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model domains in C2 and derived Lp (ir)regularity for the Bergman projection on worm domains in
C2.
In this note we will construct smooth bounded pseudoconvex domains Ωαβ ⊂ Cn that are higher
dimensional generalizations of the worm domains in C2 and study the irregularity of the Bergman
projection on these domains on Lp Sobolev spaces for 1 ≤ p < ∞. We will use the method developed
by the first author in [Bar92] to show that irregularity on L2 Sobolev spaces depends only on the total
winding whereas the irregularity on Lp spaces with p 6= 2 depend on the total winding as well as the
dimension n.
The two parameters α and β in Ωαβ represent the speed of the winding and the thickness of the
annulus, respectively. Both parameters play a role in the proof of Theorem 1, but we find it interesting
to note that the actual results depend only on the total winding whether this is achieved by fast
winding along a thin annulus or slow winding along a thick annulus.
The domains Ωαβ ⊂ Cn, n ≥ 3, are defined by
Ωαβ =
{
(z1, z
′, zn) ∈ Cn : r(z1, z′, zn) < 0
}
with
r(z1, z
′, zn) =
∣∣∣z1 − e2iα ln |zn|∣∣∣2 + |z′|2 − 1+ σ(|zn |2 − β2) + σ(1− |zn|2);
here z′ = (z2, . . . , zn−1), |z′|2 = |z2|2 + · · · + |zn−1|2, the constants α > 0, β > 1, and σ(t) = Me−1/t
for t > 0, σ(t) = 0 for t ≤ 0 for some M > 0.
In section 2 below we show that Ωαβ is smooth bounded pseudoconvex when M is sufficiently
large. The main result of this paper is the following theorem.
Theorem 1. The Bergman projection for Ωαβ does not map W
p,s
(
Ωαβ
)
into W p,s
(
Ωαβ
)
where 1 ≤ p < ∞
and s ≥ pi2α ln β + n
(
1
p − 12
)
.
HereW p,s
(
Ωαβ
)
is the Sobolev space of order s with exponent p and whenW p,s
(
Ωαβ
) 6⊂ L2 (Ωαβ)
wemean that theW p,s bounds do not hold for the Bergman projection onW p,s
(
Ωαβ
)∩ L2 (Ωαβ) . The
denominator 2α ln β appearing above may be interpreted as the total amount of winding along the
annulus 1 < |zn| < β (see (1) below).
If we choose p = 2 then the amount of irregularity provided by a fixed amount of winding is
independent of the dimension.
Corollary 1. The Bergman projection for Ωαβ does not map W
2,s
(
Ωαβ
)
to W2,s
(
Ωαβ
)
when s ≥ pi2α ln β .
Remark 1. Assume that the Bergman projection PU of a domain U bounded on L
p(U) where p > 2.
Then the duality and self-adjointness of the Bergman projection imply that PU is also bounded on
Lq(U)where 1p +
1
q = 1. Furthermore, interpolation implies that PU is bounded on L
r for all r ∈ [q, p].
Therefore, when s = 0 and nα ln β > pi, the previous remark and Theorem 1 imply the following
corollary.
Corollary 2. The Bergman projection for Ωαβ does not map L
p
(
Ωαβ
)
to Lp
(
Ωαβ
)
when 0 < 1p ≤ 12 − pi2nα ln β
or 12 +
pi
2nα ln β ≤ 1p < 1.
Theorem 1 is proved in section 4 below. The proof is based on model domain asymptotics devel-
oped in section 3.
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2. GEOMETRY OF THE WORM DOMAINS
Proposition 1. The domain Ωαβ is smooth bounded and pseudoconvex whenever M is sufficiently large.
Proof. Start by requiring M > e2. Then Ω ⊂ {z ∈ Cn : |z1| < 3, |z′ | < 2, 1/2 < |zn| <
√
β2 + 1/2}.
Then Ω is bounded. Also, by considering z1-, z
′-, and zn-derivatives in order it is easy to check that
the gradient of r(z) does not vanish on {z ∈ Cn : r(z) = 0}, so Ω has smooth boundary.
It remains to show that Ωαβ is pseudoconvex. It suffices to check this locally. We focus on the case
|zn| ≥ (1+ β)/2, the case |zn| ≤ (1+ β)/2 being similar.
Multiplying r(z) by eArg(z
2α
n ) we obtain the new defining function
r1(z) = r2(z)− 2 Re
(
z1z
−2αi
n
)
where
r2(z) =
(|z1|2 + |z′|2 + λ(zn)) eArg(z2αn ) and λ(zn) = σ (|zn|2 − β2) .
Since 2 Re
(
z1z
−2αi
n
)
is pluriharmonic it will suffice now to show that r2 is plurisubharmonic. To
simplify the notation let A(z) = |z1|2+ |z′|2+λ(zn) and B(z) = Arg(z2αn ). LetW = ∑nj=1 wj∂/∂zj with
wj constant. In the following calculations H f (W) denote the complex Hessian of f in the directionW.
ThenW(r2) = eB(W(A) + AW(B)) and Cauchy-Schwarz inequality implies that
−2Re
(
wnBzn
n−1
∑
j=1
wjzj
)
≤
n−1
∑
j=1
|wj|2 + |wnBzn |2
n−1
∑
j=1
|zj|2.
Using the above inequality in the second line below we get
Hr2(W) = e
B(HA(W) + 2Re(W(A)W(B)) + A|W(B)|2 + AHB(W))
≥ |wn|2eB(λznzn + 2Re(λznBzn) + λ|Bzn |2).
One can check that λzn(zn) = znσ
′(|zn|2 − β2), |Bzn | = α|zn| , and
λznzn(zn) = |zn|2σ′′(|zn|2 − β2) + σ′(|zn|2 − β2).
We note that since λ(zn) = λzn(zn) = λznzn(zn) = 0 for |zn| ≤ β, without loss of generality we can
assume that |zn| > β. Using the fact that β < |zn| <
√
β2 + 1/2 and t = |zn|2 − β2 on the third line
below we get
λznzn + 2Re(λznBzn) + λ|Bzn |2 ≥λznzn −
2α|λzn |
|zn|
≥|zn|2σ′′(|zn|2 − β2) + (1− 2α)σ′(|zn|2 − β2)
=Me−1/t
(
β2 + t
t4
− 2(β
2 + t)
t3
+
1− 2α
t2
)
=
M(β2 + t)e−1/t
t4
(
1− 2t+ (1− 2α)t
2
β2 + t
)
We can choose M sufficiently large so that z ∈ Ωαβ ∩ {z ∈ Cn : |zn| ≥ β} implies that t is sufficiently
small. In return, this implies that
1− 2t+ (1− 2α)t
2
β2 + t
> 0.
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The last inequality above implies that λznzn + 2Re(λznBzn) + λ|Bzn |2 ≥ 0 for z ∈ Ωαβ such that |zn| ≥
(1+ β)/2. Hence, the domain Ωαβ is pseudoconvex for sufficiently large M. 
Remark 2. A similar calculation shows that the set of weakly pseudoconvex points in the boundary is
the set {(0, . . . , 0, zn) ∈ Cn : 1 ≤ |zn| ≤ β}.
Remark 3. We note that regularity of the ∂-Neumann operator is closely connected to regularity of the
Bergman projection [BS90]. In particular, if the ∂-Neumann operator of a smooth bounded pseudo-
convex domain is globally regular then the Bergman projection satisfies Bell’s condition R. One can
show that on the set {(0, . . . , 0, zn) ∈ Cn : 1 ≤ |zn| ≤ β} the Levi form of r has only one vanishing
eigenvalue as the Levi form has positive eigenvalues in the direction transversal to zn-axis. In this
case Theorem 1 in [S¸S06] applies and it implies that the ∂-Neumann operator is not compact on (0, 1)-
forms (compactness of the ∂-Neumann operator implies that it is globally regular [KN65]). However,
to show irregularity of the Bergman projection in Sobolev scale one needs to work harder.
3. MODEL DOMAINS
In this section we are going to define a family of simplified model domains and calculate the
asymptotics for the Bergman kernels of these model domains. We use a modified version of the
method developed by the first author in [Bar92].
For λ > 0 let
τλ(z1, z
′, zn) = (2λ2z1,λz′, zn),
rλ = λ
2r ◦ τ−1λ ,
Dλ = τλ(Ωαβ).
Then for 1 ≤ |zn| ≤ β we have rλ ց r∞ as λ → ∞ where
r∞(z1, z
′, zn) = |z′|2 − Re
(
z1e
−2αi ln |zn|
)
;
for |zn| outside this range we have rλ → ∞. It follows that the Dλ converge in an appropriate sense
to the limit domain
(1) D = Dαβ =
{
(z1, z
′, zn) ∈ Cn : Re
(
z1e
−2αi ln |zn|
)
> |z′|2, 1 < |zn| < β
}
,
the limit being increasing over the annulus 1 ≤ |zn| ≤ β.
Bergman projection P of D is defined by P f (z) =
∫
D K(z,w) f (w) dV(w) where f ∈ L2(D) and
K : D× D → C, is the Bergman kernel characterized by the following conditions
i. K(z,w) ∈ A2(D) for fixed w ∈ D,
ii. K(w, z) = K(z,w),
iii.
∫
D K(z,w) f (w) dV(w) = f (z) for f ∈ A2(D).
If f1, f2, . . . is an orthonormal basis for A
2(D) then we have K(z,w) = ∑j f j(z) f j(w).
To study the Bergman kernel of D we begin by performing a Fourier decomposition. We define
(2) (PJk f )(z1, z
′, zn) =
1
2n−1pin−1
∫
[−pi,pi]n−1
f (z1, e
iSz′, eitzn)e−iJSe−iktdS dt,
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where
eiS = (eis1 , . . . , eisn−2),
S = (s1, . . . , sn−2) ∈ [−pi,pi]n−2,
J = (j1, . . . , jn−2) ∈ Nn−2,
k ∈ Z,
JS = j1s1 + · · ·+ jn−2sn−2,
dS = ds1 · · · dsn−2.
Let us define the mapping ρSt(z1, z
′, zn) = (z1, eiSz′, eitzn). Then PJk is the orthogonal projection from
A2(D) onto
A2Jk(D) = { f ∈ A2(D) : f ◦ ρSt = eiJSeikt f for all S, t}.
Therefore the Bergman space A2(D) can be written as an orthogonal sum
A2(D) =
⊕
J∈Nn−2, k∈Z
A2Jk(D)
and the Bergman kernel K(z,w) for D satisfies
K(z,w) = ∑
J∈Nn−2, k∈Z
KJk(z,w)
where KJk(z,w) is the kernel for A
2
Jk(D).
One can show that for f ∈ A2Jk(D) the function f (z1, z′, zn)z−j12 · · · z−jn−2n−1 z−kn is a function that is
locally independent of (z′, zn). We notate such functions as functions of z1, where it is understood
that z1 ranges over the Riemann domain described by −pi/2 < Arg z1 < 2α ln β + pi/2.
Let |J| = j1 + · · ·+ jn−2. Then a square integrable holomorphic function f on D can be written as
f (z) = ∑
J∈Nn−2, k∈Z
FJk(z)
where
FJk(z1, z
′, zn) = z
− |J |+n2
1 f Jk(z1)z
′Jzkn
and the sum converges locally uniformly.
Now we will calculate the L2-norm of FJk on D. Let z1 = r1e
iθ1 , rj = |zj| for j = 1, . . . n, r′ =√
r22 + · · ·+ r2n−1, s = ln |zn|2. Then D is described by the inequalities
0 < r1 < ∞,
0 < s < 2 ln β,
|θ1 − αs| < pi/2,
0 ≤ r′ <
√
r1 cos(θ1 − αs).
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We have
‖FJk‖2D =
∫
D
| f Jk(r1eiθ1)|2r−|J|−n+11 r2j2+12 · · · r2jn−2+1n−1 r2k+1n dθ1 · · · dθndr1 · · · drn
= CnJ
∫
0<r1<∞
|θ1−αs|<pi/2
0<s<2 ln β
| f Jk(r1eiθ1)|2 cos|J|+n−2(θ1 − αs)es(k+1)r−11 dθ1dr1ds
=
∫
0<|z1|<∞
−pi/2<arg(z1)<2α ln β+pi/2
| f Jk(z1)|2WJk(θ1)|z1|−2 dV(z1)(3)
where CnJ is a positive constant,
WJk(θ1) = CnJ
∫ ∞
−∞
cos|J|+n−2(θ1 − αt)χpi/2(θ1 − αt)et(k+1)χln β(t− ln β) dt,
and χa(t) is the characteristic function of the interval [−a, a] for a > 0. (The positivity of CnJ follows
from the fact that we are only integrating over positive values of rj.)
Let us use a change of coordinates z = ln z1 in the last integral to obtain
‖FJk‖2D =
∫
−∞<x<∞
−pi/2<y<2α ln β+pi/2
| f Jk(ez)|2WJk(y) dV(z)
=
∫
−∞<x<∞
−pi/2<y<2α ln β+pi/2
| f˜ Jk(z)|2WJk(y) dV(z)(4)
where z = x + iy and f˜ Jk(z) = f Jk(e
z). Then f˜ Jk is a square integrable holomorphic function on
Sαβ = {z ∈ C : −pi/2 < Im(z) < pi/2+ 2α ln β} with weightWJk. Furthermore, the Bergman kernel
KJk for A
2
Jk(D) can be calculated as
(5) KJk(z,w) = K
αβ
Jk (ln z1, lnw1)
z′Jzknw′Jwkn
z
|J |+n
2
1 w
|J |+n
2
1
where K
αβ
Jk is the Bergman kernel on Sαβ with the weight WJk. (One way to see this is to note that
(4) allows us to convert an orthonormal basis for the Bergman space on Sαβ with weight WJk to an
orthonormal basis for A2Jk.)
Let F( f ) denote the Fourier transform of f ; thus F( f )(ξ) = 1√
2pi
∫ ∞
−∞ f (t)e
−iξtdt and F−1( f )(x) =
1√
2pi
∫ ∞
−∞ f (ξ)e
iξtdξ.
Proposition 2. K
αβ
Jk is given by the integral
(6) K
αβ
Jk (z,w) =
1√
2pi
∫
R
ei(z−w)ξ
F(WJk)(−2iξ) dξ.
Proof. See [Bar92] and [CS01, Lemma 6.5.1]. 
Note also that −pi < Im(z−w) < pi + 4α ln β for z,w ∈ Sαβ.
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Proposition 3. The Fourier transform of WJk is given by
(7) F(WJk)(ξ) = DnJe−
iξpi
2
EJk(ξ)
(ξ + |J|+ n− 2)(ξ + |J|+ n− 4) . . . (ξ − |J| − n+ 2)
where
EJk(ξ) =
(
eiξpi − (−1)|J|+n
)( e2(k+1−iαξ) ln β − 1
k+ 1− iαξ
)
.
We postpone the proof of this Proposition.
To apply residue methods to (6) we need to find the zeros of F(WJk)(−2iξ). Let us denote the set
{s ∈ Z : −m ≤ s ≤ m} by I(m). From Proposition 3 we see that if |J| + n is even then the zeros of
F(WJk)(−2iξ) are located at{
mi : m ∈ Z \ I
( |J|+ n− 2
2
)}⋃{ mpii
2α ln β
+
k+ 1
2α
: m ∈ Z \ {0}
}
and in case |J|+ n is odd they are located at{
mi+
i
2
: m ∈ Z \
(
I
( |J|+ n− 3
2
)
∪ {−(|J| + n− 1)/2}
)}
⋃{ mpii
2α ln β
+
k+ 1
2α
: m ∈ Z \ {0}
}
.
For simplicity we focus now on the case J = 0, k = −2; note that this guarantees that the zeros
enumerated above are simple (see Remark 4 below).
Let ναβ =
pi
2α ln β and µα =
1
2α > 0.
Proposition 4. The kernels K0,−2 satisfy
(8) K0,−2(z,w) =
[ναβ−n/2]
∑
ℓ=0
Cℓz
ℓ
1w
−ℓ−n
1 z
−2
n w
−2
n + Cz
ναβ−n/2−iµα
1 w
−ναβ−n/2+iµα
1 z
−2
n w
−2
n + R(z,w)
where ε > 0, the constants C and Cℓ are nonzero and the remainder term R(z,w) satisfies(
∂
∂z1
)m
R(z,w) = O
(
z
ναβ−n/2+ε−m
1 w
−ναβ−n/2−ε
1
)
uniformly on closed subannuli of 1 < |zn| < β.
Proof. We apply the residue theorem to the integral in (6) along the strip −ναβ − ε ≤ Im ξ ≤ 0 to
obtain
K
αβ
0,−2(z,w) =
[ναβ−n/2]
∑
ℓ=0
Cℓe
(ℓ+ n2 )(z−w) + Ce(ναβ−iµα)(z−w) + R˜(z,w)
for non-zero C,Cℓ, where R˜(z,w) and all of its derivatives areO
(
e(ναβ+ε)(z−w)
)
on closed substrips of
Sαβ.
Plugging this into (5) we obtain (8). 
Remark 4. We have focused on the case J = 0, k = −2 because this is the simplest choice which avoids
possible problems with double poles. Analogous formulae hold for other values of k in the absence
of double poles. When double poles do occur they contribute factors of ln(z1 − w1).
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Lemma 1.
j
∑
s=0
(
j
s
)
(−1)s
ξ + α(j− 2s) =
(−2α)j j!
(ξ + αj)(ξ + α(j− 2)) · · · (ξ − αj) .
Proof. The statement is true for j = 0.
Working inductively and recalling that ( js) = (
j−1
s−1) + (
j−1
s ) we have
j
∑
s=0
(
j
s
)
(−1)s
ξ + α(j− 2s) =
j−1
∑
s=0
(
j− 1
s
)
(−1)s
ξ + α(j− 2s) +
j
∑
s=1
(
j− 1
s− 1
)
(−1)s
ξ + α(j− 2s)
=
(−2α)j−1(j− 1)!
(ξ + αj)(ξ + α(j− 2)) · · · (ξ + α(−j+ 2))
− (−2α)
j−1(j− 1)!
(ξ + α(j− 2))(ξ + α(j− 4)) · · · (ξ − αj)
=
(−2α)j−1(j− 1)!
(ξ + α(j− 2)) · · · (ξ + α(−j+ 2))
(
1
ξ + αj
− 1
ξ − αj
)
=
(−2α)j j!
(ξ + αj)(ξ + α(j− 2)) · · · (ξ − αj) .

Proof of Proposition 3. Write
WJk(y) = CnJ
(
WJk1 ∗WJk2
)
(y/α)
for −pi/2 < y < pi/2+ 2α ln β where f ∗ g denotes the convolution of f and g and
WJk1(t) = cos
|J|+n−2(αt)χpi/2(αt),
WJk2(t) = e
t(k+1)χln β(t− ln β).
To calculate the Fourier transform ofWJk we first calculate
cosj(t) =
1
2j
j
∑
s=0
(
j
s
)
ei(2s−j)t.
One can calculate that
F(cosj(t)χpi/2(t))(ξ) = 1
i
√
2pi2j−1
j
∑
s=0
(
j
s
)(e i(ξ+j−2s)pi2 − e− i(ξ+j−2s)pi2 )
2(ξ + j− 2s) .
Lemma 1 implies that
F(cosj(αt)χpi/2(αt))(ξ) = 1
α
F(cosj(t)χpi/2(t))(ξ/α)
=
ij−1
(
e
iξpi
2α − (−1)je− iξpi2α
)
√
2pi2j
j
∑
s=0
(
j
s
)
(−1)s
ξ + α(j− 2s)
=
(−αi)j j!
(
e
iξpi
2α − (−1)je− iξpi2α
)
i
√
2pi(ξ + αj)(ξ + α(j− 2)) · · · (ξ − αj) .
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We also need to find the Fourier transform of ektχa(t− a):
F(ektχa(t− a))(ξ) = 1√
2pi
e2a(k−iξ) − 1
k− iξ .
Using F( f ∗ g) = √2piF( f )F(g) we find that the Fourier transform ofWJk is given by (7). 
4. PROOF OF THEOREM 1
The proof of Theorem 1 follows immediately from Lemmas 3 and 4 below.
Lemma 2. If P is continuous on W p,s(Ωαβ) then
(9)
∥∥∥∥|rλ|t ( ∂∂z1
)m
Pλ f
∥∥∥∥
Lp(Dλ)
≤ C ‖ f‖W p,s(Dλ)
where m is a nonnegative integer, 0 ≤ t < 1 such that m = s+ t and the constant C is independent of λ and
f .
Proof. Assume that P maps W p,s(Ωαβ) onto itself continuously and let Tλ f = f ◦ τλ. Then one can
check that∥∥∥∥∥
(
∂
∂z
)P ( ∂
∂z
)Q
Tλ f
∥∥∥∥∥
Lp(Ωαβ)
= 2p1+q1−2/pλ2p1+2q1+|P
′|+|Q′|−2n/p
∥∥∥∥∥
(
∂
∂z
)P ( ∂
∂z
)Q
f
∥∥∥∥∥
Lp(Dλ)
where P = (p1, . . . , pn),Q = (q1, . . . , qn), P
′ = (p2, . . . , pn−1),Q′ = (q2, . . . , qn−1), |P′| = p1 + · · · +
pn−1, and |Q′| = q1 + · · ·+ qn−1. Therefore we have
‖Tλ f‖W p,k(Ωαβ) ≤ 2k−2/pλ2k−2n/p‖ f‖W p,k(Dλ).
By interpolation we also have ‖Tλ f‖W p,s(Ωαβ) ≤ 2s−2/pλ2s−2n/p‖ f‖W p,s(Dλ) for all s > 0.
Let s = m− t where m is a nonnegative integer and 0 ≤ t < 1. We have
(10)
∥∥∥∥|r|t ( ∂∂z1
)m
f
∥∥∥∥
Lp(Ωαβ)
≤ C1 ‖ f‖W p,s(Ωαβ)
for f holomorphic on Ωαβ (see, for example, [Lig87]).
Let Pλ be the Bergman projection for Dλ. Then Pλ = T
−1
λ PTλ and∥∥∥∥|rλ|t ( ∂∂z1
)m
Pλ f
∥∥∥∥
Lp(Dλ)
=
∥∥∥∥|rλ|t ( ∂∂z1
)m
T−1λ PTλ f
∥∥∥∥
Lp(Dλ)
= 22/p−mλ2t+2n/p−2m
∥∥∥∥|r|t ( ∂∂z1
)m
PTλ f
∥∥∥∥
Lp(Ωαβ)
≤ C2λ2t+2n/p−2m ‖PTλ f‖W p,s(Ωαβ)
≤ C3λ2n/p−2s ‖Tλ f‖W p,s(Ωαβ)
≤ C4 ‖ f‖W p,s(Dλ)
where the constants are independent of λ. 
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Lemma 3. If the estimate (9) holds on Dλ then∥∥∥∥|r∞|t ( ∂∂z1
)m
P∞ f
∥∥∥∥
Lp(D)
≤ C ‖ f‖W p,s(D)
where P∞ is the Bergman projection on D and the constant C is independent of f .
The above lemma can be proved like Lemma 1 in [Bar92].
Lemma 4. Let s ≥ ναβ + n
(
1
p − 12
)
where ναβ =
pi
2α ln β and s = m − t as above. Then there exists f ∈
C∞0 (D) such that |r∞|t
(
∂
∂z1
)m
P∞ f is not in L
p(D).
Proof. Since PJk maps W
p,δ(D) ∩ Ap(D) onto W p,δ(D) ∩ ApJk(D) for all δ ≥ 0 it is sufficient to prove
that there exists f ∈ C∞0 (D) such that PJkP∞ f 6∈ W p,s(D). Fix w ∈ D, J = 0, and k = −2. Let f
be a nonnegative smooth function with compact support in D such that it depends on |z − w| and∫
D
f = 1. Then K0,−2(·,w) = P0,−2P∞ f . We can write s = m− t where m is a nonnegative integer and
0 ≤ t < 1. In view of (10) above (adapted to D) it suffices to show that |r∞(z)|t ∂m∂zm1 K0,−2(z,w) 6∈ L
p(D)
for fixed w. Proposition 4 implies that
∂m
∂zm1
K0,−2(z,w) = Cz
ναβ−n/2−iµα−m
1 +O
(
z
ναβ−n/2+ε−m
1
)
.
Let
D′ =
{
(z1, z
′, zn) ∈ Cn : Re
(
z1e
−2αi ln |zn|
)
> |z′|2, 1+ δ < |zn| < β − δ,
|z1| < δ,
∣∣∣θ1 − 2α ln |zn|∣∣∣ < pi
4
}
for suitably small δ > 0. Then |r∞| is comparable to |z1| on D′ and∫
D
|r∞(z)|pt
∣∣∣∣ ∂m∂zm1 K0,−2(z,w)
∣∣∣∣p dV(z) ≥ ∫
D′
|r∞(z)|pt
∣∣∣∣ ∂m∂zm1 K0,−2(z,w)
∣∣∣∣p dV(z)
≥ c
∫ δ
0
r
pναβ+pt−pm+n−1−pn/2
1 dr1
where c is a positive constant. The last integral above is divergent if s ≥ ναβ + n
(
1
p − 12
)
. Therefore
|r∞(z)|t ∂
m
∂zm1
P0,−2P∞ f = |r∞(z)|t ∂
m
∂zm1
K0,−2(z,w) 6∈ Lp(D)
for s ≥ ναβ + n
(
1
p − 12
)
. 
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