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Abstract--Linear complementarity, quadratic programming and (separably constrained) bilinear pro- 
gramming problems are all special cases of jointly constrained bilinear programs. In this paper we review 
current heory and procedures for bilinear programs and related problems. The key notion of convex 
envelopes that drives the general procedure is explored and some minor extensions to known results are 
presented. Extensions and directions for future research are also discussed. 
I. INTRODUCTION 
In a recent paper, A1-Khayyal and Falk [1] describe a branch-and-bound algorithm for finding a 
global solution to the nonconvex program 
minimize f (x )  + xTy + g(y) 
subject to (x, y) ~ S n D, (1) 
where f and g are convex over Sr~DcR 2", the set S is nonempty, closed and convex, and 
[2 = {(x, y): l ~< x ~< L, m ~< y ~< M} is a compact hyperrectangle. The set S permits expressing 
functional constraints in terms of the n-vectors x and y simultaneously; i.¢. constraints of the form 
hi(x, y) ~ 0. Because the objective function is biconvex (convex whenever either x or y is fixed), this 
problem was called a jointly constrained biconvex program. A more precise definition of a biconvex 
program would also assume S to be a nonconvex set with biconvex structure. In this paper, 
however, we do not impose biconvexity on the constraint set. 
The statement of the problem is general enough to accept a bilinear term in the objective 
function. The bilinear form xXAy, where A is a rectangular matrix, can be transformed into xTz 
if the linear constraint Ay - z = 0 is included among those defining the convex set S. An alternative 
strategy is to use matrix factorization techniques for handling bilinear terms. 
A number of authors have investigated special cases of problem (1). Most of the effort has 
focused on the bilinear program 
minimize eTx + xXAy + dTy 
subject to x ~ X, y ~ Y, (2) 
where c and d are given vectors, A is a given rectangular matrix and X and Y are given polyhedra. 
This problem first arose as a quadratic programming equivalent to the problem of determining an 
equilibrium point of a bimatrix game [2]. For the bimatrix game case, the objective function of 
problem (2) is bounded below by zero and attains its bound at the global solution to the problem. 
Mangasarian [3] proposed solving this bounded problem by applying Rosen's [4] gradient 
projection method, while Mangasarian and Stone [5] applied Balinski's [6] method for finding all 
vertices of a polyhedron. Airman [7] considered the problem when no attainable lower bound on 
the objective function is known beforehand, and developed an algorithm for finding a local 
solution. 
Problem (2) can be solved by the method of Cabot and Francis [8] which employs Murty's [9] 
extreme point ranking procedure to globally solve quadratic programs having extreme point 
solutions. While Ritter's [10] cutting plane method can be used to solve the problem, Konno [11] 
modified this procedure to exploit the structure of problem (2) but failed to guarantee convergence 
to a global solution, although the procedure successfully solved all test problems. 
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Using linear programming duality theory, problem (2) can be written as an equivalent max-min 
problem. For this formulation of the problem, Falk [12] proposed a finite branch-and-bound 
algorithm, while Gallo and l~Ilkiicii [13] developed two algorithms which are modifications of the 
two described by Tuy [14] for concave minimization problems. The first (a cutting plane approach) 
offers no convergence proof and the second (an enlarging polytope approach) has been demon- 
strated by Vaish [15] to cycle for bilinear programs having X-polyhedra defined by the constraints 
in Zwart's [16] counterexample. In the spirit of Gallo and Ulkiicii, Vaish and Shetty [17, 18] refined 
Tuy's strategy to ensure finite convergence of the enlarging polyhedra pproach [17] and infinite 
convergence of the cutting plane approach [18] by employing polar cuts. Subsequently, Sherali and 
Shetty [19] improved the latter procedure to ensure finite convergence byincorporating disjunctive 
face cuts. 
To summarize, of all the methods cited above, the only procedures that guarantee finite 
convergence for all instances of problem (2) are those due to Falk [12], Vaish and Shetty [17] and 
Sherali and Shetty [19]. Of these, Falk's method requires each parent node to have s + t - 1 
offspring, where s is the dimension of y and t is the number of rows in the matrix defining the 
X-polyhedron, but the size of offspring problems effectively decreases along branches; Vaish and 
Shetty do not report on implementation but concede their procedure requires a considerable 
amount of storage and list processing; and Sherali and Shetty's procedure appears to be the most 
efficient in view of their reported computational experience. 
The extensive research activity on the problem is prompted, in part, by the numerous applied 
problems that can be formulated as bilinear programs. These include constrained bimatrix games, 
dynamic Markovian assignment problems, multi-commodity network flow problems, certain 
dynamic production problems, quadratic oncave minimization problems, rectilinear distance 
location-allocation problems, three-dimensional assignment problems, and some complementary 
programming problems [15, 20-24]. 
The key property of problem (2) exploited by all the methods discussed above (excluding the 
methods of Ritter [10] and Cabot and Francis [8]) is that the feasible region is expressed as the 
cartesian product of two polyhedra. This structure nsures the existence of an extreme-point global 
solution (cf. Theorem 1). This assumption, however, is not needed by the procedure of AI-Khayyal 
and Falk [1]. Their bilinear problem [obtained from problem (1) by takingfand g to be linear and 
S to be a general polyhedron] is considerably more difficult since it is possible for a global solution 
to occur on a nonextreme boundary of the feasible set. Moreover, as shown in Section 4, jointly 
constrained bilinear programs have wider applications, including all linear complementarity 
problems and all quadratic programming problems. 
The remainder of this paper is organized as follows. Section 2 explores theoretical spects of 
bilinear programs and related problems. Sections 3 and 4 elaborate on the general algorithmic 
strategies that have been employed for solving these problems. Section 5 focuses on the 
key theoretical concept exploited by the branch-and-bound method [1] and includes minor 
improvements to this approach. Section 6 discusses problem pre-processing for general bilinear 
terms and Section 7 closes with some concluding remarks and indicates directions for future 
research. 
2. JOINTLY CONSTRAINED BILINEAR PROGRAMS AND 
RELATED PROBLEMS 
The jointly constrainted biconvex program (1) and the bilinear program (2) are both special cases 
of a class of mathematical programs that can be stated as 
minimize ~b (x, y) 
subject o (x, y) e C (3) 
where ~ is continuous, x is an m-vector and y is an n-vector. By making structural assumptions 
on the objective function and the constraint set, a number of authors have investigated the 
properties of global and local solutions to the problem, thereby providing the underlying theory 
for algorithmic solution procedures. 
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Under the assumption that C is compact and expressible as the cartesian product of two disjoint 
sets (i.e. C = X x Y, where XcR m and YcR~),  then the following solution procedure suggests 
itself. Starting with any x°~ X, find y0 that minimizes ~(x °, y) over Y, then find x I that minimizes 
~b (x, y0) over X, and so on until no improvement in the objective function is made between two 
successive optimizations. While this alternating procedure may not converge, it will have 
convergent subsequences because of the assumed compactness of C and continuity of q~. Wendell 
and Hurter [25] studied this procedure in relation to the problem when ~b is linear in y for each 
x and Y is a polyhedron. The authors first derived sufficient conditions for a local solution to such 
problems, from which they obtained sufficient conditions for any limit point of the alternating 
solution procedure to be a local solution to the problem. They also showed that any limit point 
globally solves the problem whenever both X and Y are convex sets and ~b is differentiable and 
convex over X x Y. The latter problem was then relaxed to permit ~b to be biconvex (convex in 
x for fixed y and conversely). For the resulting biconvex program, necessary conditions were 
derived for a limit point to be a local solution to the problem. Konno [11] also considered the 
alternating procedure for bilinear program (2) and showed that every limit point is a 
Karush-Kuhn-Tucker point. 
Fortunately, there are nonconvex programs having the form of problem (3) whose global 
solutions can be partially characterized. The simplest of these is the bilinear program (2) for which 
the following theorem holds [e.g. 11, 12]. Below and throughout the sequel we use ext X to denote 
the set of extreme points of the set X. 
Theorem 1 HI, 12] 
Let ext X # ~ and ext Y # ~.  If the bilinear program (2) has a finite global solution, then there 
exists at least one solution (x*, y*) such that x* is a vertex of X and y* is a vertex of Y. 
The above theorem can be extended to problems of the form (3) where q~ is biquasiconcave 
(quasiconcave whenever either x or y is fixed), C = X × Y, and both X and Y are convex sets, not 
necessarily polyhedral. 
Theorem 2 
Let ext X ~ ~ and ext Y ~ ~.  If a global solution exists to the problem of minimizing a 
continuous biquasiconcave function ~b(x, y) over X x Y, where X and Y are each convex and 
closed, then there exists at least one solution (x*, y*) such that x* is an extreme point of X and 
y* is an extreme point of Y. 
Remark 
Defining the extreme points of a nonconvex set S as ext S = Sr~ext(conv S), where conv S 
denotes the convex hull of S, then the above result is also true when X and Y are compact, not 
necessarily convex. 
Another useful model of the form (3) arises in both deterministic and stochastic location- 
allocation problems using Euclidean norms. These problems involve objective functions that are 
linear in x for fixed y e Y and convex in y for fixed x ~ X, where X and Y are compact polyhedra. 
Selim [26] studied such problems and developed a finitely convergent cutting plane algorithm for 
their solution. The procedure xtends the work of Sherali and Shetty [19] and employs convexity 
cuts and relative facial cuts on the polyhedron X, one of whose vertices can be shown to be the 
x-component of a global solution to the problem. The above problem is a special case of the one 
addressed by the following theorem. 
Theorem 3 
Let ext X ~ 0 .  If a global solution exists to the problem of minimizing a continuous nonconvex 
function ~b (x, y) over X x Y, where ~b is quasiconcave for fixed y and the set X'is convex and closed, 
then there exists at least one solution (x*, y*) such that x* is an extreme point of X. 
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The property of extreme point solutions in the above models is lost whenever the constraint set 
C cannot be expressed as the cartesian product of a set in the x-variables only and another in the 
y-variables only. In particular, this happens in the jointly constrained case when C consists of 
functional constraints of the form h~(x,y)~<0. For example, the problem min{-x  +xy-y :  
-6x  + 8y ~ 3, 3x -y  ~< 3} has a global solution (7/6, 1/2) at a point which is not among the 
extreme points of its feasible region, and none of the extreme points of this problem are optimal 
solutions. A1-Khayyal and Falk [1] showed that such problems must have boundary solutions. 
3. CUTTING PLANE TECHNIQUES 
The early specialized algorithms for the bilinear program (2) were cutting plane techniques that 
were inspired by similar methods for related problems due to Tuy [14] and Ritter [10]. 
The first such procedure was developed by Konno [11] who proposed to solve the problem by 
using Ritter cuts to delete Karush-Kuhn-Tucker points which are generated via the same 
alternating procedure later studied by Wendell and Hurter [25]. Starting with an arbitrary fixed 
x ~ X, the linear program min{(ATx + d)Ty: y ~ Y} is solved for an optimal solution y which is then 
used to find an optimal solution to the linear program min{(Ay + c)Tx: X e X}, and so on until a 
pair (~, ~) is found that solves these two linear programs. Such a point can be shown to be a 
Karush-Kuhn-Tucker point of (2). Linear cuts can then be constructed to delete R from X and 
from Y, and the process is repeated using the reduced polyhedra thereby obtained. While Konno 
[11] was unable to guarantee convergence to a global solution, no counterexample has been 
constructed to date (to the author's knowledge) for which the method fails. 
Gallo and Olkficti [13] used linear programming duality for fixed x to express problem (2) as an 
equivalent concave minimization problem in x with an implicitly defined objective function 
[12, Theorem 2.1]. This problem was restated as an equivalent problem having a linear objective 
function and a nonconvex feasible set defined by connected faces of a polyhedron different from 
X x Y. Two algorithms were developed based on the two proposed by Tuy [14] for concave 
minimization problems. The first is a cutting plane procedure and the second is an enlarging 
polytope (or polyhedral annexation) technique. No convergence proof was established for the 
former and the claim of finite convergence of the latter was refuted by Vaish [15] who showed that 
the same counterexample, due to Zwart [16], which foiled Tuy's [14] (unmodified) method, also 
caused Gallo and Olkiicfi's method to cycle. 
Vaish and Shetty [18] specialize the polar cuts of Balas and Burdet [27] to bilinear programs and 
prove that these cuts are deeper than those generated by Konno [11]. Moreover, they were able 
to prove convergence in the limit for their procedure. They also proved finite convergence to an 
e-optimum solution, but this property is an obvious by-product of every convergent algorithm. It 
is a much harder problem to prove finite convergence to the exact optimum solution. Nevertheless, 
Vaish and Shetty [17] modified Tuy's [14] enlarging polytope algorithm and were able to overcome 
cycling and prove finite convergence for bilinear programs by generating all the facets of the poly- 
tope under consideration. This requirement places an enormous burden on addressable memory 
and list processing, and the authors concede that this approach is not practical for large problems. 
Sherali and Shetty [19] soon followed with a modification to the Vaish and Shetty [18] algorithm 
which employed negative dge extension polar cuts and disjunctive face cuts, and were able to prove 
finite convergence of the overall procedure. An implementation of their algorithm outperformed 
all known methods at the time. To date, the author is not aware of a newer method which is better 
than that of Sherali and Shetty [19]. 
4. BRANCH-AND-BOUND ALGORITHMS 
The first branch-and-bound procedure for the bilinear program (2) was developed by Falk [12] 
for a more general max-rain problem than the one exploited by Gallo and Olkiicii [13]. Apart from 
complete numeration of all the vertices in one of the polyhedra X or Y (and solving an equal 
number of linear programs over the other polyhedron), Falk's method was the first to guarantee 
convergence toan exact solution in a finite number of steps. In this procedure, bounds are obtained 
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by solving linear programming relaxations and branching isaccomplished by holding individual vari- 
ables out of the basis for each branch when using the simplex method to solve the subproblems. This 
latter requirement ensures that descendent problems decrease in size, thereby assuring finite depth 
for the branch-and-bound tree. The number of branches emanating from each node is also finite, 
thereby ensuring finite breadth of the tree and hence finite convergence for the overall procedure. 
Unfortunately, the number of branches can be large for the max-rain formulation of the bilinear 
program, equaling p + n - 1 when y 6 R n and p is the dimension of the basis for the X-polyhedron. 
The A1-Khayyal and Falk [1] algorithm is also of the branch-and-bound type and is designed 
to solve the more general problem (1). This problem not only subsumes the bilinear program (2), 
but also the general (nonconvex) quadratic programming problem 
minimize CTX + XTQX 
subject o x e X, (4) 
where (1 is symmetric and X is compact, and the general inear complementarity problem: find 
x e R n that satisfies 
xT(Ox + q) = 0 
Ox + q t> 0 (5) 
x~>0, 
where O is not necessarily symmetric. When {1 is negative semidefinite, Altman [7] (see also Ref. 
[22]) showed that problem (4) can be solved as a separably constrained bilinear program (2) with 
X = Y and objective function ~cTx + ~cTy + xTOy. For general (1, the quadratic program (4) is 
equivalent to the jointly constrained bilinear program 
minimize xTy 
subject o - Ox + y = c (6) 
xeX 
and the linear complementarity problem (5) is equivalent to 
minimize xTy 
subject o - Ox + y = q (7) 
x~>0, y~>0. 
In contrast o Falk [12], the AI-Khayyal and Falk [1] algorithm always branches into four nodes, 
based on a partition of the parent node's rectangular set ~, and bounding is achieved by minimizing 
the convex envelope of the objective function (taken over D) over the subset of the feasible region 
given by S c~D for the partition D under consideration. The overall procedure can only be shown 
to converge in the limit, in general, although it is possible to argue finite convergence for specific 
problems [e.g. 28]. Because of the generality of this algorithm, we shall focus, in the remainder of 
this paper, on some of the key elements of the procedure and develop some (minor) improvements 
that allow the direct application of the algorithm for more general problems without resorting to 
increasing the number of variables and constraints. 
5. CONVEX AND CONCAVE ENVELOPES 
A crucial concept in the development of the algorithm in Ref. [1] is that of the convex envelope 
of a lower semicontinuous function. The convex envelope of a function f taken over a subset C of 
its effective domain is a function denoted by Vexcf such that 
(i) Vexcf is convex on cony C, the convex hull of C, 
(ii) Vexcf(x) ~<f(x) Vx ~ C 
and 
(iii) if g is a convex function defined on conv C satisfying the inequality 
g (x )~f (x )  Vx~C, then g(x)~Vexcf (x )  VxeconvC. 
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In other words, the convex envelope of a function is the pointwise supremum of all convex (or 
linear) functions which underestimate f over C (see Ref. [29] for a further discussion). 
The above definition immediately eads to the following useful results. In all propositions below, 
assume that f is lower semicontinuous and is bounded below over closed C. 
Proposition 1 
min{f (x): x e C} = min{Vexcf (x): x ~ C}. 
Proposition 2 
Vexc[f(x) + g(x)] >t Vexcf(X ) + Vexcg(x) for any x e C. 
Proposition 3 
If C _ D then Vexcf (x) >f Vexof (x) for any x ~ C. 
Proposition 4 
Let C _ U~= ~ C~. Then 
min{f(x): x ~ C}/> min {min{Vexqf(x): x e Ci}}, 
i=  I,...,r 
with equality holding whenever C = U ;= I (7,.. 
Both the nature of f and the structure of C determine how difficult it is to compute convex 
envelopes. For example, the convex envelope of a concave function over a simplex is a hyperplane, 
whereas the convex envelope over a general polyhedron is not known. Proposition 3 is useful in 
such events when it is easier to compute convex envelopes over a subset or a superset of the 
constraint set and thus obtain a bound on the desired convex envelope. Minimizing the bounding 
function over the constraint set will produce an appropriate bound on the constrained minimum 
value off. In contrast, Proposition 4 says: if it is possible to partition a feasible set C into subsets 
Ci over which convex envelopes of f can be calculated, then minimizing r convex envelope problems 
will produce a minimum of f  over C. Although the preceding procedure produces the minimum 
of f  over C, finding the solution point may still remain a task. 
Whereas the inequality of Proposition 2 is obvious, it is not as clear that equality prevails 
whenever either f or g is affine. 
Theorem 4 
Let g: C~R and let f be an affine function. Then 
Vexc[ f (x) + g(x)] =f  (x) + Vexcg(X ). 
Proof. The definition of convex envelope gives 
f (x) + g(x) >/Vexc[f (x) + g(x)] >~f (x) + Vexcg(X), 
which can be rewritten as 
g(x) >I Vexc[f (x) + g(x)] - f  (x) >/Vexcg(X ).
But 
hence 
Vexcg(X) >1 Vexc[f (x) + g(x)] - f (x) ,  
Vexc I f  (x) + g (x)] -- f (X) = Vexcg(X), 
which completes the proof. 
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The following theorem exhibits another case when the convex envelope of a sum of functions 
equals the sum of the convex envelopes. 
Theorem 5 [29] 
If 
P 
h(x)=~hi(x') and C=CIxC2x'.'×Cp, 
i=l 
where each hi is lower semicontinuous, x i ~ Cic R"~ and x = (x ~, x 2 . . . .  , x0 ~ R"' +"2 + + % then 
P 
Vexch(x) = ~ Vexc~hi(x'). 
i=l 
Proof Theorem 2.3 in Ref. [29] is stated and proved for the case ni = 1 Vi. The same proof 
generalizes to the hypotheses of the above theorem with only notational changes required. 
Now consider the inner product xTy over the compact hyperrectangle [2 = {(x, y): l ~< x ~< L, 
m~<y~<M}. Define [2 i={(xi,yi):li~<xi~<Li,mi~<yi~<Mi} so that f~=f~lxD. 2x...x[2.. 
Several useful convex envelope results are summarized next. 
Theorem 6 
Vexni [x iy i ] = max {mix i + l iy i -- l imi, Mixi + L iy i -  L iM i} .  
Proof See Ref. 1. 
Theorem 7 
Vexn, [xiYi] = xiyiV(xi, Yi) E Of~i. 
Proof Easily established by direct computation. 
Theorem 8 
(i) Vexn[xVy] --- ~ Vexn, [xiyi] 
i=l 
(ii) xTy = Vexn[xTy]V(x, y) e 0t'l such that (x ,  y;) ~ 3fliVi. 
Proof. Follows from Theorems 5 and 7. 
Theorem 9 
Vex n [eTX + xTy + dTy] = eTX + Vexn [xTy] + dTy. 
Proof Application of Theorem 4. 
The concave envelope of a function f taken over a subset C of its effective domain, denoted by 
Cave f ,  can be viewed as the pointwise infimum of all concave (or linear) functions which 
overestimate f over C. From the definitions of convex and concave envelopes it is clear that 
Cavcf(x) = - Vexc [ - f ]  (x). 
The following results can now easily be established. 
Theorem 10 
Cavn, [xiyi] = min{Mixi + liy~ - liMi, mixi + Liyi - Limi}. 
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Theorem I I  
Suppose b ~ R" and let B = diag(b). 
(i) Vexta~ [b~x~y~] = max{b,~ (xi, y~), b~.~(x~, y~)}, 
where 
and 
Im~xi + liyi - limi 
.~  (x~, y~) = I M~x~ + l~y~ - I~M~ 
f M, x, + L~y~ - L ,M,  
Yi) 
(mix i ...t- Liyi - Limi 
if b ;>0 
if bi ~< 0 
i fb >0 
if b i <~ O. 
(ii) Vexa, [bix~Y~] = b~xiyiV(x~, Yi) ~ af~. 
(iii) Vextl[xTBy] = ~7= | Vexn, [bixiyi]. 
(iv) xTBy = Vexa[xrBy]V(x, y) e ~Q such that (x,., y~) e ~fl~Vi. 
(v) Vexn[eTx d- xTBy + dTy] = eTx q- Vexo[xTBy] q- dTy. 
So with obvious minor modifications, the algorithm in Ref. [1] can be applied directly to the 
problem 
minimize eTx + xTBy + dTy 
subject o (x, y) e SnQ, (8) 
without introducing additional variables and constraints. 
6. MATRIX FACTORIZATION OF THE GENERAL BIL INEAR TERM 
The algorithm described in Ref. [1] can be used indirectly to solve jointly constrained bilinear 
programs having a general bilinear term xTAy in the objective function; namely, 
minimize cTx + xTAy + dTy 
subject o (x, y) ~ S nf~, (9) 
where A is an n x q matrix, S is a polyhedron and Q is a compact hyperrectangle. Without loss 
of generality, we assume n >/q. 
By increasing the number of decision variables and linear constraints, we may solve the 
equivalent problem 
minimize eTx + wTy + dTy 
subject o ATx -- w = 0 (1 O) 
(x, y) E S ni l .  
Needed bounds for w are easily computed from bounds on x in an obvious way using w = ATx.  
Much of the effort in the algorithm involves obtaining higher and higher underestimates of 
the inner product term in the objective function. Consequently, it seems reasonable to expect 
better behaviour for problems having fewer terms in the inner product. Introducing new bases for 
the range space and the domain space of A, the bilinear term xrAy can be transformed into an 
inner product erm in the new coordinate variables. Moreover, bases can be found that yield an 
inner product having p terms, where p is the rank of A, by applying factorization techniques on 
the matrix A. In particular, available for this purpose are the QRZ T decomposition and 
the singular-value decomposition. Efficient techniques, based on successive Householder trans- 
formations, for computing these decompositions are discussed in Refs [30, 31]. 
Since bounds on the variables are needed for construction of convex envelopes, new bounds must 
be computed in the new coordinate system. These are easy to compute (e.g. find bounds on u = Dx, 
where l ~< x ~< L), but notice that a deformation and rotation of the rectangle l ~< x ~< L defined 
by the transformation D will mean that bounds on u will give rise to a lower convex envelope over 
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the transformed rectangle than that obtained by transforming the original convex envelope. The 
issue of whether the algorithm converges faster on the original problem or on the transformed 
problem is open to investigation. 
7. CONCLUDING REMARKS AND FUTURE RESEARCH 
The bilinear program (2), involving separable polyhedra in each vector x and y, has been studied 
extensively, although research activity on the problem has slowed significantly despite the problem's 
numerous applications. A more general bilinear program that has received some attention lately 
is the jointly constrained bilinear program 
minimize  Cx  + xrAy  + dry 
subject o (x, y) ~ S, (11) 
where S is a general polyhedral set. As shown in Section 4, efficient procedures for solving this 
problem can be used to solve general linear complementarity problems [problem (5)], which have 
important engineering and economic applications [e.g. 32, 33], and nonconvex quadratic programs 
[problem (4)]. 
Most of the current algorithms for problem (5) are restricted to certain classes of matrices I:1 
[e.g. 34-36], although algorithms for the general case have been proposed recently [e.g. 37-39]. 
Weaknesses and flaws in the early methods [10, 40, 41] for nonconvex cases of problem (4) have 
been largely overcome by recent methods [e.g. 42--45]. However, since the only specialized 
procedcure for problem (11) is that proposed in Ref. [1], together with the (minor) improvements 
contained herein, problem (11) remains largely overlooked in the literature. 
Generalizations of problem (2) to the mixed integer case were studied by Adams and Sherali [46] 
for the case when one of the decision vectors is binary. It is not difficult to show that the linear 
complementarity problem (5) can also be stated as an instance of mixed integer bilinear programs 
with a binary vector; specifically, 
minimize 
subject o 
where X = {x: Qx + q > 0, x > 0} 
eTx + yT(a  - I)x + qTy 
x ~ X, y binary, 
and e=(1,1 . . . .  ,1) rER". The value 
(12) 
of problem (12) in 
developing new algorithms for linear complementarity problems is currently under investigation. 
A more difficult problem arises when convexity of the constraint set S is relaxed. When the 
nonconvexity is caused by bilinear inequality constraints then we have what can be called a 
generalized bilinear program, which was discussed by AI-Khayyal [47]. Special instances of such 
problems arise in several applications described by Ibaraki [21]. Other specializations include the 
modular design problem studied by Goldberg [48], and the bilinearly constrained quadratic 
functions that were minimized by Carotenuto and Raiconi [49]. Indeed, all quadratically 
constrained quadratic programs [e.g. 50] are instances of generalized bilinear programs and these 
problems are beginning to receive increased attention in the literature. 
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