ABSTRACT: We investigate the accuracy of different formalisms within density functional theory in prediction of two-photon absorption (2PA) spectra for substituted oligophenylvinylenes compared to the experimental measurements. The quadratic response methods are compared with the recently proposed a posteriori Tamm−Dancoff approximation (ATDA) and previously published third-order coupled electronic oscillator results. Quadratic response is found to overestimate the cross sections in all cases. We trace the reasons to unreliable excited state description above the ionization threshold. In addition, quadratic response lacks the double excitations so that their contributions to the 2PA spectra are redistributed over the nearest single character excitations. This distorts the individual contributions to the 2PA response and affects the overall picture. For this reason, we do not recommend quadratic response for the essential state analysis, while ATDA can be used both for the 2PA predictions and the structure/property correlations. As an illustration for ATDA based essential state analysis, we report the mechanism of large 2PA in symmetric donor/acceptor substituted polyphenylvinylene (PPV) oligomers. While HOMO−LUMO transition provides the only bright intermediate state, the brightness of the one-photon absorption (1PA) to 2PA transition is associated with symmetric to asymmetric linear combination of the respective donor (HOMO − 1 to HOMO) or acceptor (LUMO to LUMO + 1) fragment orbitals of the donor or acceptor substituents. We also study the effect of the fraction of Hartree−Fock (HF) exchange on 2PA excitation energies and cross sections. Higher exchange (BMK and M05-2X) and range separated (CAM-B3LYP) hybrid functionals are found to yield rather inaccurate predictions both quantitatively and qualitatively. The results obtained with the long-range corrected functional LC-BLYP do not seem to be useful at all. This failure of the exchange-correlation functionals with the correct asymptotic is traced to inaccurate transition dipoles between the valence states, where only functionals with lower HF exchange succeed. A new sum over states (SOS) cutoff procedure is proposed to compensate for the collapse of the higher-lying excited states obtained with the hybrid functionals.
INTRODUCTION
Two-photon absorption (2PA) is a third-order nonlinear optical (NLO) process involving electronic excitation of a molecule induced by a simultaneous absorption of a pair of photons of the same or different energies. The probability of this process is lower than that of linear one-photon absorption (1PA) by many orders of magnitude and generally requires focused high power laser beams to be observed. Unlike 1PA, the 2PA probability is proportional to the square of the incident intensity. 1−3 This provides improved spatial selectivity in three dimensions that can be used in various areas such as threedimensional fluorescence microscopy, 4 ,5 upconversion lasing, 6, 7 optical power limiting, 1,8−10 photodynamic therapy, 4 threedimensional microfabrication, 11, 12 and optical data storage. 13−15 Thus, reliable theoretical predictions of 2PA properties (both frequencies and cross sections) of organic chromophores possessing large cross sections are of practical importance, as they provide an attractive alternative to the costly and timeconsuming synthesis and NLO measurements. 19 methods. Although the trends in the measured 2PA cross sections with the INDO-MRDCI 20 and EOM-CCSD 19 calculations were successfully reproduced, the excitation energies were systematically overestimated, with no clear trend for the cross sections.
An alternative to increasing the complexity of the wave function is presented by the density functional theory (DFT) that describes the electronic correlations implicitly. Within DFT, the evolution of the system in an oscillating laser field can be accurately described with real time time-dependent (RT-TD) formalism. 21−23 However, further approximations are often introduced in order to reduce the computational expense. In these approximations, a habitual truncation of the Taylor expansion series in the powers of the field is used. Prediction of the NLO properties requires to go beyond linear response (LR), widely known as TD-DFT. Within quadratic response (QR) one can predict 2PA by calculating transition dipole moments and terminating SOS summation after the first few terms. Constrand et al. 24 calculated the 2PA cross sections using DFT based on the three-state model employing SOS formalism. The pioneering work in the calculation of 2PA cross sections directly by QR-DFT has been done by Salek et al. 25 They reported the cross sections for the small molecules calculated by DFT to be comparable to those obtained from CCSD. Later, a theoretical study on the 2PA in the conjugated organic molecules 26 which used the same QR-DFT approach was also published. Day et al. 27 performed an extensive TD-DFT study of 1PA and 2PA properties for the noncentrosymmetric chromophores. Their predicted 2PA spectra by a two-state model using linearized QR-DFT were found to be in good agreement with experiment. In another study, 28 they used full QR-DFT and obtained a closer agreement in comparison with the two-state model. Another study 29 predicted the enhancement of 2PA cross sections for the porphyrin dimer relative to the monomer, in agreement with experimental findings. However, the sensitivity of the enhancement factor to the small variations in the excitation energies made the quantitative predictions difficult. The applicability of TD-DFT in the prediction of the 2PA properties for fluorine and its derivatives has been demonstrated by Zein et al., 30 although the excitation energies were significantly underestimated. Hrobarikova et al. 31 had shown improvements in excitation energies of 2PA cross sections when the range separated hybrid functional CAM-B3LYP was used instead of B3LYP, the functional with a low fraction of Hartree−Fock (HF) exchange. The results are expected to improve further with the development of newer, more accurate exchangecorrelation (XC) functionals, while preserving the computational cost. For instance, new long-range-corrected functional LC-wPBE has been shown to be remarkably accurate for a broad range of vibrational and electronic properties in neutral and charged organic systems. 32, 33 However, we will demonstrate in this study that the use of existing long-range corrected (LC-BLYP) and range separated (CAM-B3LYP) functionals, as well as global hybrid functionals containing 40% or more HF exchange, not only leads to incorrect blue shifts in excitation energies, but produces additional peaks on 2PA profiles that are not observed in experiments.
Another variation of nonlinear DFT formalism was chosen by Masunov and Tretiak, who used coupled electronic oscillator (CEO) formalism to the third order in the applied field. 34 This approach predicted 2PA cross sections in close agreement with experiment for several large conjugated organic chromophores. 35−38 Later, a less computationally expensive alternative was proposed, which adopted a posteriori Tamm− Dancoff approximation to CEO formalism in the second order. 39, 40 The method produced the permanent and state-tostate transition dipoles and substituted them into SOS formulas for 2PA cross sections. The accuracy of 2PA spectra predicted with this approximation compared favorably with both experiment 15,41−49 and exact third-order CEO predictions. 43 In this work we report the results of more systematic comparisons along these lines. Accurate performance of TD-DFT methods, combined with the popular functionals and the modest basis sets, is pleasantly surprising. In our opinion, there are three factors contributing to this success: (1) use of hybrid DFT functionals, which include 20−35% Hartree−Fock exchange; in this work we will show that these values are close to the optimal ones; (2) exclusion of diffused basis functions (and, in some cases, polarization basis functions) from the basis set; (3) truncation of SOS series at the point where all the essential states are included, while inaccurately predicted states (Rydberg and continuum) are excluded. This work argues that the (second) hyperpolarizabilities in large conjugated molecules are interatomic (and not intraatomic) in nature, and larger basis sets introduce unphysical artifacts. We also propose a reliability criterion (ionization threshold) to determine how many states need to be included.
The formalisms used in this contribution are detailed in section 2, and the selection of exchange-correlation functionals and basis sets is discussed in section 3. In section 4 we compare the abilities of various DFT formalisms to predict the 2PA spectra with sufficiently useful accuracy for an important class of organic materials. We also study the effect of the solvent, geometric constraints, and optimization levels, as well as the number of included states and type of exchange-correlation functionals, on the 2PA cross sections. Section 5 summarizes our findings. Molecules studied in this work (Scheme 1) belong to a specific class of polyphenylvinylene (PPV) oligomers substituted in donor−π−donor, donor−acceptor−donor, and acceptor−donor−acceptor patterns.
CHOICES OF THEORETICAL FORMALISM
Unlike the WFT methods, adiabatic TD-DFT in the Kohn− Sham (KS) approximation has rapidly emerged as an efficient method for studying the optical response of molecules, which was used in numerous applications. 35−37,50−52 This method is based on the response of a one-electron density matrix to an external field. When equations of motion are solved in the first order in an external field, their solutions yield the excitation energies and ground to excited state transition dipoles. This approximation is known as linear response (LR). Preserving the terms describing the response up to the second order in the external field (QR) is required to obtain the permanent dipole moments of excited states as well as the state-to-state transition dipoles. These values can be used in the following SOS expression: 53 The Journal of Physical Chemistry C where M αβ corresponds to the two-photon transition matrix element; α and β run over x, y, and z spatial directions. Here, the ground state is represented by |0⟩ whereas 1PA and 2PA excited states are represented by |X⟩ and |Y⟩, respectively. The factor ω 0X − (ω 0Y /2) is called the detuning between the 1PA state and the virtual state midway in energy between the ground state and the 2PA state, and Γ X0 is the damping constant (taken to be 0.1 eV). The transition (X ≠ Y) and permanent (X = Y) dipoles between X and Y excited states are defined as
The orientationally averaged 2PA cross section for a linearly polarized beam is then computed by substituting the transition matrix components obtained from the SOS expression 53 (eq 1) in the formula given as
Here ω = ω 0Y /2 and g Y (2ω) is the Lorentzian line shape function given by
The line width Γ Y0 accounts for the experimentally observed homogeneous and inhomogeneous broadening and is usually taken as an empirical constant (0.1 eV in our calculations). The specific choices of the damping constant Γ X0 and the Lorentzian line shape function Γ Y0 were suggested in an experimental study, 54 for the same family of molecules, and had been used in the previous CEO studies performed on these molecules. 34 We used the same line width in order to be consistent in the comparison of the 2PA cross sections calculated with all different DFT formalisms. The use of the uniform damping constant is admittedly the simplest way to account for experimentally observed inhomogeneous line shape broadening, which is typically on the order of 0.1 eV (owing to various factors affecting both 1PA and 2PA spectra). Thus, the proper choice of this parameter should roughly reproduce experimentally observed line widths. However, the main purpose for using the empirical broadening is not to achieve the optimal comparison with experiment in terms of the absolute magnitudes of nonlinear response, but to better analyze the profiles of experimental spectra to identify the essential electronic states contributing to the response. The optimal parameters are molecule-specific and dependent on solvent, energy interval, type of spectra, line shape profile (e.g., Gaussian or Lorentzian), etc. A proper accounting of vibronic progression, including non-Condon effects, is numerically demanding but feasible: it produces an improved description of the gas-phase 2PA spectra. 55 On the other hand, the solvent dependence of the line shapes can be captured by averaging over representative snapshots of molecular dynamics trajectories, 56, 57 which is also computationally demanding when done at a DFT level of theory. Both methods expand beyond the scope of the present paper, but will be used in future studies published elsewhere.
In the linear approximation, the equation of motion is reduced to a non-Hermitian eigenvalue problem as follows:
Excitation energies Ω α and transition density matrices ξ α for ground to excited states are its solutions. In the basis of occupied (i,j) and vacant (a,b) KS orbitals of σ, τ subsets (σ, τ = α, β), the transition density is block-diagonal with occupied− vacant X = (ξ) ia and vacant−occupied Y = (ξ) ai blocks being nonzero. Matrices A and B are defined as
For the hybrid DFT with c HF fraction of HF exchange, the coupling matrix K is expressed through the second derivative of the XC functional w and Coulomb and exchange integrals as
The matrix A consists of interactions between two singly excited configurations (a ← i|H|b ← j), also known as the configuration interaction singles (CIS) Hamiltonian. The matrix B includes, by virtue of swapping indices, the excitations from virtual to occupied molecular orbitals (deexcitations) of the form (a ← i|H|b ← j). Mathematically, they are equivalent to the matrix elements between the ground and the doubly excited states. 58 Thus, LR-DFT partially accounts for double excitations implicitly through the XC functional and explicitly through the deexcitation matrix B. As we have already discussed, the transition dipole moments between the ground and the excited states are easily obtained using LR-DFT, as a convolution of the dipole moment operator μ with transition densities ξ α .
The analytical expressions for the state-to-state transition dipoles and the permanent dipoles of the excited states do not appear in this formalism. However, the permanent dipole moments can be evaluated numerically, by performing two sets of LR-DFT calculations at different values of the external electric field. There are at least three distinct formalisms used to calculate these second-order properties (state-to-state transition and permanent dipoles of excited states). In sections 2.1, 2.2, and 2.3, respectively, we discuss the differences among three formalisms: coupled electronic oscillator (CEO), a posteriori Tamm−Dancoff approximation (ATDA), and quadratic response (QR).
2.1. Nonlinear Responses in Coupled Electronic Oscillator (CEO) Formalism. In CEO formalism, 59 ,60 the Hamiltonian−Liouville classical equations of motion for the density matrix are solved. Anharmonic coupling terms between LR excitations constitute the transition dipoles between the excited states and are expressed as explicit summations over these states. The CEO approach is equivalent to the TD-DFT method in the LR approximation. When terms up to the second order in an external field are retained in the equations of motion, the transition densities obtained at the first-order CEO are used as the basis to solve them. In addition to the LR states α, their combinations αβ, known as doubly excited states, also appear in the second-order formalism. 59 Their excitation energies are equal to the sum of the single excitations as
and the transition densities are the products of single excitation densities ξ β ξ α . The second-order CEO gives the transition dipole between the ground state and this doubly excited state as
Here the first summation runs over symmetrized permutations of the indices, I is the identity matrix, ρ is the ground state density matrix, and V αβ−γ is the XC coupling term, expressed via KS operators V(ξ) on transition densities:
perm (11) Further, the transition dipole between a doubly excited state and any other excited state is zero unless the other state represents one of the components of this doubly excited state.
The transition dipole between two singly excited states is 
and the permanent dipole of the excited state α (less the permanent dipole of the ground state) is
where
Thus, linear excitations remain unchanged in this formalism and combined states ξ β ξ α of a doubly excited nature are added as a second-order response. 16) and is also known as the CIS equation when applied to the HF ground state. Its solution yields excitation energies Ω α and transition density matrices ξ α . These excitation energies are typically higher than the ones obtained by solution of the full LR equation (eq 5). The double excitation character is included in the TDA formalism only implicitly through the approximate XC potential. TDA description of the excited triplet states is reported sometimes to be more accurate. 63 In TDA, the stateto-state transition dipoles μ α,β and differences between the permanent and ground state dipole moments (Δμ α = μ α,α − μ 0 ) are readily available as
In a posteriori Tamm−Dancoff approximation (ATDA) 39 annihilation of the Y component of the transition density is introduced af ter the LR equation (eq 5) is solved, and followed by its renormalization:
Thus, the excitation energies and ground to excited state transition dipoles in ATDA remain identical to those of the full LR-DFT, while eq 17 is used to obtain state-to-state transition dipole moments and eq 18 is used to obtain the permanent dipole moments of the excited states. TDA does not contain doubly excited states, while these are present in ATDA manifold of states. They are characterized by the excitation energies from eq 9 and the transition dipoles
Thus, ATDA partly neglects the orbital relaxation effects in the form of XC coupling terms V αβ−γ as an approximation to second-order CEO. Henceforth, ATDA is intermediate between TDA and full second-order CEO. The accuracies of the permanent 40 and transition 39 dipole moments predicted with the ATDA method were compared to the ab initio values previously. However, the accuracy of ATDA predictions of 2PA cross sections was not yet systematically benchmarked, until now.
Quadratic Response (QR).
In QR-DFT formalism, the single (SR) and double residues (DR) of the QR function at the resonant frequencies can be used to determine the 2PA matrix elements directly or via SOS. These approaches allow one to calculate the expectation value of one operator in the presence of the perturbation operators.
2.3.1. Quadratic Response Single Residue (QRSR). This quadratic approximation uses the states obtained in the LR approximation as the basis, and involves summation over an infinite number of these states implicitly. The resonant twophoton transition probability δ(ω) for each of the excited states is calculated as a single residue at the singularity (pole) of the QR function ⟨⟨μ
26,64
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Here ⟨⟨μ a ; μ b , μ c ⟩⟩ −ω b ω c is the μ a , μ b , and μ c components of the electric dipole hyperpolarizability tensor at frequencies ω b and ω c . However μ a , μ b , and μ c represent the dipole moment operators for the homogeneous electric field of frequencies ω a , ω b , and ω c , respectively; |0⟩ is the ground state, |X⟩ and |Y⟩ are 1PA and 2PA states, respectively, and Γ X0 is the damping constant. δ(ω) is obtained with a QRSR run which is then substituted in the SOS expression 53 (eq 3) to obtain the 2PA cross section at resonance (ω Y0 = 2ω). The expression for the cross section simplifies to the form as
Substituting the value of g Y (2ω) at ω Y0 = 2ω (using eq 4) in eq 25, one gets (27) The transition dipoles between excited states |X⟩ and |Y⟩ are obtained with the QR function (eq 27). These dipole moments are then used in the SOS formalism (eq 1) for the calculation of 2PA cross sections. Substitution of the LR values in place of dipoles evaluated with the exact states leads to summation over large number of states, similar to the CEO formalism. However, in QR-DFT this explicit summation is replaced by iterative solution of the linear equations, 64 which may be recast 65 in a form similar to eq 5. Although the response formalism is general enough to describe the higher order corrections to the excitation energies obtained from the LR approximation, to the best of our knowledge this was never attempted.
Therefore, the SOS formalism can be combined with ATDA or QRDR methods to calculate the second hyperpolarizabilities and 2PA cross sections. SOS requires the explicit calculation of permanent and transition dipole moments. It is more general, straightforward, and amenable to easy interpretation. In QRSR, on the other hand, the complete manifold of excited states from LR is taken into account (as opposed to necessarily truncated SOS series). CEO also includes the truncation, but the doubly excited states that appear in the second order are considered along with the singly excited states from LR. ATDA inherits these doubly excited states from the second-order CEO.
CHOICES OF THEORY LEVELS AND COMPUTATIONAL DETAILS
Geometries of the molecules shown in Scheme 1 were optimized with the planar constraint at C 2h point group symmetry, and those with no planar constraint belong to C 2 or C s symmetry. According to the dipole selection rules, only B u states are 1PA allowed and A g states are 2PA allowed for planar geometries of C 2h symmetry, whereas for molecules belonging to the C s symmetry group, the A u states are 1PA allowed and A g are forbidden (2PA allowed). The n-butyl and dodecyl groups in the molecules studied experimentally were replaced by methyl groups. We predict 1PA and 2PA properties by three different DFT methods, (a) ATDA/SOS, (b) QRSR, and (c) QRDR/SOS, for the molecules under study and compare our results with the published 34 CEO predictions. In method a we used the Gaussian 09, revision A.1, 66 suite of programs modified to implement the ATDA method. 39 In method b we used Dalton 2.0 67 to calculate the 2PA directly. In method c we extracted ground to excited state and excited to excited state transition dipole moments from the LR-and QR-DFT runs of Dalton 2.0, and input them into an in-house script that implements SOS formalism (eq 1) to calculate the 2PA cross section using eq 3 for given 1PA and 2PA states. For comparison of the formalisms, we considered six singlet excited states for ATDA, three 1PA and three 2PA for QRDR, and three 2PA states for QRSR as the complete manifold of 1PA states is already included implicitly in that formalism. For consistency with previously published CEO results, 34 the geometry was optimized at the HF/6-31G level with planar constraint and excited states were calculated at the TD-B3LYP/6-31G level. To study the effect of SOS series truncation on 2PA cross sections, we varied the number of excited states from 6 to 30 for ATDA calculations.
To investigate the effect of different geometry optimization methods, we performed ATDA calculations for all the molecules of our set. Optimized geometry (with or without planar constraint) was obtained at B3LYP/6-31G*//B3LYP/6-31G*, M05/6-31G*//M05/6-31G*, and B3LYP/6-31G*// M05-2X/6-31G* theory levels. For comparison of XC functionals, we selected M05-2X/6-31G* to be the optimization level and performed the excited state calculations with HSE06, 68 B3LYP, 69−71 M05, 72 BMK, 73 M05-2X, 74 CAM-B3LYP, 75 and LC-BLYP 76 functionals. Our choice of the functionals was influenced by the following considerations. Benchmark studies indicate 77 that pure exchange-correlation functionals (LDA and GGA) systematically underestimate the excitation energies, and hybrid DFT functionals that include a minor fraction of HF exchange (such as B3LYP 78 with 20% HF) considerably improve the predictions for valence excited states. To improve the ionization and Rydberg excitation energies, an asymptotic correction for the exchange-correlation potential was proposed and developed. 79, 80 In particular, the LB94 functional 81 improved the quality of results for polarizabilities and multiphoton ionization profiles. 82 Unfortunately, valence excitations remain underestimated even after the asymptotic correction. Another approach to improve the Rydberg excitation energies consists of increasing the HF fraction to 100% globally 83 or as the long-range correction. 84 Both methods badly overestimate valence excitation energies, so range separated DFT functionals had to be introduced as a
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The performance of global and range separated hybrid DFT functionals in NLO predictions is studied less extensively. For the static hyperpolarizabilities considerable improvements were reported when the fraction of HF exchange in the hybrid functional increased up to 56%. 51,85−89 However, in predictions of 2PA cross sections the optimum fraction of HF exchange in a particular chromophore was found to be 35% (M05-qx functional, 42 an equal mix of M05 and M05-2X). Studies of some other chromophores also found M05-qx to be more accurate than B3LYP. 47, 90 The basis set used in most of the calculations reported here was 6-31G*. This choice was influenced in part by practical considerations, as larger basis sets would make ATDA predictions for the larger conjugated systems (such as porphyrin arrays 91 or dendrimers 92 ) difficult if not impossible. In addition, the larger basis sets would not necessarily improve the description of the excited states, as a recent study by Lehtonen et al. reports. 93 Their investigation of the basis set effects at coupled cluster theory levels demonstrated that in small conjugated molecules the valence state excitation energies essentially converge to the basis set limit already at the aug-ccpVDZ basis set, while for the lower Rydberg states the d-augcc-pVDZ basis set provides sufficient approximation to the basis set limit. Increasing the number of polarization functions affects the result appreciably only in the absence of diffuse functions in the basis. The trend is quite different at TD-DFT theory levels. There, the Rydberg excitation energies are systematically too low and with the basis set increase they become almost degenerate and approach the value of the ionization potential predicted by Koopmans theorem. This was explained by an incorrect asymptotic behavior of the common exchange-correlation functionals. 94 TD-B3LYP valence excitation energies are in agreement with converged coupled cluster results when the cc-pVDZ basis set is used, and become too low with addition of both polarization and diffuse functions to the basis set.
In another wave function theory study 95 the deteriorating accuracy of excitation energies was with the basis set increase. The reason for this appears to be an unphysical admixture of the continuum states. Augmentation of the Gaussian basis with the plane waves is expected to allow for a correct description of continuum states which helps to prevent their artificial mixing with the valence and Rydberg states. A similar idea of adding Bspline type basis functions for an accurate description of multiphoton ionization was developed. 96, 97 However, the scattering states are not the central topic of this study, so non-Gaussian basis set augmentation extends beyond the scope of the present work and remains a topic for future research.
In preliminary calculations we included the solvent effects (toluene) using the polarizable continuum model (PCM), but found almost no effect on the 2PA cross-section values. This could be attributed to the centrosymmetric geometry of the molecules studied with zero dipole moments for both ground and excited states. For this reason, we do not report the results obtained with PCM in the rest of this paper.
RESULTS AND DISCUSSION
4.1. Excitation Energies. Our TD-DFT predictions for 1PA transition energies are presented in Tables 1 and 2 and  those for 2PA transition energies are presented in Tables 3 and  4 , respectively. The previously published theoretical predictions 34 and experimental measurements 20, 54, 98 are also shown for comparison. In order to reproduce the best predictions from ref 34, we optimized the geometry at the HF/6-31G theory level under planar constraint and compared the root-meansquare deviation (rmsd) values for the predicted 1PA excitation energies from the experimental ones. The rmsd is a predictive measure of the differences between calculated (x 1 ) and experimentally observed (x 2 ) values given as
As one can infer from the rmsd values shown in Table 1 , we observe a considerable improvement with the use of the polarization function in the basis set (column D vs A). For this reason, we used the 6-31G* basis in the rest of this study. The planar geometric constraint helps to improve the agreement with the experiment somewhat when B3LYP and M05 optimization levels were used (column F vs E and column I vs H). When the same theory level is used with different geometries, M05-2X geometry presents an improvement over B3LYP one (column G vs F), but HF remains the best. We notice that B3LYP/6-31G* geometries with a larger basis set provide a slight deterioration in the rmsd values when compared to the B3LYP/6-31G level from ref 34. This could be attributed to the underestimated bond length alternation (BLA) parameters in B3LYP geometries, in the basis set limit, which was reported previously. 41, 52 Essentially, a smaller basis set counteracts the trend to electron overdelocalization inherent in DFT methods.
The accuracy of different XC functionals can be analyzed from the data presented in Table 2 . As one can see from the rmsd values reported in Table 2 , M05-2X/6-31G* geometry combined with the M05 functional for calculation of 1PA excitation energies gives a similar agreement with the experimental measurements (column B in Table 2 ) as the best result obtained from the HF/6-31G* optimization level (column D in Table 1 ), without the artificial constraints. We attribute this to the superior description of the BLA parameter with the M05-2X functional, reported recently. 99 We also observe here that an enhancement in the fraction of the HF exchange from 19% (B3LYP) to 28% (M05) improves the agreement with the experiment. However, further increase in the orbital exchange component such as 42% (BMK) or 56% (M05-2X) as well as the range separated functional CAM-B3LYP (19−65%) quickly deteriorates the energy predictions. This is in contrast with the reports that 50% HF exchange improves the description of the charge-transfer component in conjugated chromophores. 100 A screened hybrid functional such as HSE06 (25−0%) also deteriorates these predictions.
The trends observed for 2PA excitation energies presented in Table 3 are similar to those of 1PA. Our conclusions about the larger basis set, geometric constraints, and optimization levels for 1PA excitation energies hold true for the 2PA energies as well. However, the comparison of different XC functionals for the 2PA excitation energies reported in Table 4 demonstrates that B3LYP performs considerably better than M05 and other higher exchange functionals. This observation may be useful in the future development of the frequency-dependent functionals. Again the unconstrained M05-2X/6-31G* geometries are as good as planar constrained HF/6-31G* ones. BMK and M05-2X functionals with higher HF exchange not only overestimate the excitation energy values with significant blue shifts, but also predict multiple maxima on 2PA absorption profiles, in clear disagreement with experiment (Figure 1) , which made the energy comparison somewhat ambiguous. The performance of range separated CAM-B3LYP is also poor, and is similar to that of M05-2X. The performance of HSE06 is again close to that of B3LYP, but not as good. Figure 1 presents a graphical comparison of calculated 2PA profiles with the experimentally measured ones for some of the molecules (2, 3, 4, 5, 15, and 16) under study. The calculated results are shown for B3LYP, M05, BMK, M05-2X, and CAM-B3LYP levels with increasing fraction of HF exchange using ATDA formalism. We observe a gradual blue shift in the excitation energies with the increase in the HF exchange component. A low HF exchange functional B3LYP performs the closest to the experiment for all The functionals with higher fractions of HFX, as well as Coulomb-attenuated B3LYP predictions, are too much blue-shifted; they predict multiple maxima in disagreement with experiment. In addition, an increase in HFX results in cross section to be transferred to the higher-lying states. The predictions obtained using the LC-BLYP with 18−100% HFX, are so out of range that they could not be plotted on the same scale of energies and cannot be considered meaningful. The molecule number is specified in the upper right corner of all the graphs. the molecules considered except for 5 and 15. For these molecules, the M05 functional exhibits the best match. Higher HF and range separated functionals also predict multiple maxima, in disagreement with experiment.
4.2. Comparison of 2PA Cross Sections Predicted at Different Formalisms. The 2PA cross sections, calculated with different DFT formalisms, are reported in Table 5 in units of Goeppert-Mayer (1 GM = 10 −50 cm 4 s). For compatibility with the previous CEO predictions, 34 we use the B3LYP/6-31G theory level and HF/6-31G geometries with planar constraints. Let us first discuss the results when only the six lowest states are taken into account by the SOS procedure. Predictions obtained with ATDA differ from the exact CEO results by less than 7% on average. The calculated value for molecule 1 deviates by approximately 100 GM from the experiment, which in this weak 2PA absorber amounts to an order of magnitude. For the rest of the molecules the experimental trends are well reproduced. One reason for the large prediction inaccuracy in the case of 1 could be the unusually large configuration mixing in the 2PA state for this unsubstituted molecule, which was addressed by Zojer et al. 101 earlier.
The relatively large disagreement from experimental 2PA for 6 and 9 could be attributed to the prediction of 3-and 2-fold maxima for 2PA profiles, not observed in experiments. This might have resulted in a nearly equal redistribution of the two-photon intensities over three or two calculated 2PA states, thus underestimating the 2PA cross section for the lowest 2PA state. In addition, for 9 a large uncertainty has also been reported in the experimental estimate of the 2PA cross-section value arising from the uncertainty in the measurement of its reported fluorescence quantum yield. 20 Increasing the number of states from 6 to 30 systematically reduces the absolute cross-section values by 5−66%, which improves the agreement with experiment for most of the molecules. This reduction is due to the negative contribution of the higher excited states to the nonlinear response values. Further increase in the number of excited states was not attempted for the following reason. According to Epifanovsky et al., 95 wave function based correlated methods introduce significant errors in the description of the valence states located above the ionization threshold. Such high-lying states are surrounded by the ionized states describing free electrons scattered in the field of the molecular cation. In the hypothetical case of the complete basis set, these ionized states would form a continuum. In practice, only a limited number of discrete ionized states appear in the calculation and their energies are severely distorted by the absence of the plane waves in the standard Gaussian basis set. These ionized states mix in with the bright valence states, resulting in several states with appreciable dipole moments. The mixed states can no longer be predicted reliably: their dipole moments and energies strongly depend on the basis set used and approach the ionization potential as the basis is increased. Thus, including a large number of the excited states in SOS series in attempts to achieve convergence is likely to introduce inaccuracies. In the TD-DFT method these difficulties are compounded by the incorrect asymptotics of the hybrid XC potentials. Transitions to the continuum predicted with TD-DFT were shown to be strongly functional dependent. 94 In the molecules considered here the vertical ionization energy (calculated as the energy difference between the neutral and the radical cation) falls in the range of about 5.1−7.2 eV, depending on the system. The individual number of states lying below the ionization threshold for all the molecules are reported in Table  S1 in the Supporting Information. One can see from the Supporting Information, Table S1 , that the exact number of reliable states does not exceed 30 for most of the molecules under study. At the same time, the cross-section values predicted for 30 singlet excited states for all the molecules are found to be similar to the ones computed using their corresponding exact states below the ionization threshold. Therefore, we can limit the number of states to 30 for the entire set of molecules without appreciable loss of accuracy. We argue that continuum states, which are unphysically mixed with the true valence states (including the bright ones), are eliminated by this procedure. The effective elimination of continuum states thus is serving as compensation for both deficiencies in the The Journal of Physical Chemistry C continuum description by the Gaussian basis sets and approximations in DFT functionals. Following the logic of these arguments, QRDR calculations using exact (to the second order) transition dipoles (reported in the last column of Table 5) should not be expected to improve the accuracy. Indeed, QRDR overestimates the cross sections for each of the molecules by 20−150%. When the complete manifold of 1PA excited states is taken into account instead of just three states (QRSR column), this overestimation is largely corrected and the average agreement with experiment improves so that it becomes comparable with ATDA, yet not as good (Figure 2) . Figure 2 compares the experimentally measured and calculated 2PA profiles for molecules 2, 3, 4, 5, 15 and 16 using ATDA, QRSR, and QRDR formalisms. All calculations were performed at the B3LYP/6-31G//HF/6-31G theory level for consistency with CEO results. For molecule 16, ATDA performs almost identically to CEO. The experimentally observed two peaks are reproduced for this molecule with all the methods considered in this work. For the rest of the molecules only ATDA results are shown, which are closest to the experiment. QRDR highly overestimates the cross section in all cases, while QRSR results are always intermediate between those of ATDA and QRDR. When the SOS approach is used explicitly, the summation can be truncated to inlcude only those states below the ionization threshold. This is not possible, however, in the QR formalisms, where summation is done implicitly. Unreliable states above the ionization threshold are the likely reason for overestimated values obtained with the QR-DFT method for both 2PA cross sections and state-to-state transition dipoles. We can further rationalize these results in the following.
While the overall density response to the external field is somewhat accurately predicted by the QR-DFT formalism, the partitioning of this response into individual contributions of the states is rather incorrect due to the absence of double resonances in this formalism. On the other hand, double resonances (also known as doubly excited states) are explicitly present in both CEO and ATDA formalisms, an approximation to CEO. As a result, the contribution to the overall response from these double resonances is distributed over available single resonances closest to them in energy. This feature of QR-DFT formalism was particularly apparent in the case of butadiene. 45 The detailed analysis of the higher excited states of nA g symmetry in polyenes shows an interesting trend. When compared to the coupled cluster benchmark values for transition dipole moments from the 1B u to nA g state, the QR-DFT predicted values typically demonstrate a twice larger disagreement than ATDA ones. However, for selected states near double resonances, the QR-DFT transition dipoles exceed the accurate coupled cluster values by an order of magnitude or more. 45 This situation results in the qualitatively incorrect interpretation of the electronic structure obtained with QR-DFT. Given that the selection of essential states is explicit in the ATDA formalism, this method emerges as the method of choice for study of the structure/property relationships and rational design of the improved NLO chromophores.
The detailed analysis of the transition dipole moments obtained with the ATDA and QRDR formalisms is reported in Table 6 , including the composition of the excited states in terms of the leading Slater determinants. We observe that the dramatic overestimation of 2PA cross-section values obtained with the QRDR formalism is due to the overestimation of the excited to excited state transition dipoles. This conclusion is supported by Table S2 in the Supporting Information. We also analyzed the nature of the electronic transitions in terms of the KS orbitals (see the last two columns of Table 6 ). The 1PA state in all the molecules is the lowest excitation of the highest occupied molecular orbital (HOMO) to the lowest unoccupied molecular orbital (LUMO) type, as often happens in polyenes. The 2PA state was found to be HOMO to LUMO + 1 type for We can rationalize this as follows. Molecules 7, 8 , and 9 belong to the acceptor−donor−acceptor type, which means they carry two terminal substituents with a low-lying vacant orbital. As a result, symmetric and antisymmetric combinations of these fragment orbitals, somewhat delocalized over the rest of the molecule, make up the LUMO and LUMO + 1 orbitals of the entire chromophore. While the transition from the ground state to the 1PA state consists of electron promotion from HOMO to LUMO, the transition from the 1PA state to the 2PA state is then accompanied by the promotion of the electron from the LUMO (singly occupied in 1PA state) to LUMO + 1. The latter transition has a large transition dipole, since the KS orbitals involved are composed of the same fragment orbitals. Similarly, the remaining molecules are of donor−π−donor and donor−acceptor−donor types. Their terminal substituents bring high-lying occupied fragment orbitals to form HOMO and HOMO − 1 upon their symmetric and antisymmetric combinations. Hence 1PA to 2PA transition dipoles are also large here. We plot the HOMO − 1, HOMO, and LUMO for molecule 4 in Figure 3 as an illustration. Molecule 1 is an unsubstituted stilbene; it has neither donor nor acceptor substituents and demonstrates the lowest 2PA cross section of the set.
As one can see from eq 1, the contribution of each intermediate state to the 2PA cross section is inversely proportional to the detuning factor (ω 01 − (ω 02 /2)) and directly proportional to the product of the transition dipoles to and from this intermediate state. To illustrate the importance of these factors in the accurate prediction of cross-section values, we present the results of the essential state analysis for molecules 4 and 12 in Table 7 . In the substituted PPV dyes considered in this work there is only one bright 1PA state (the lowest one) with the large transition dipole and oscillator strength (essentially, the square of the transition dipole from the ground state). Detuning, on the other hand, is larger than 1 eV for all the states, and cannot serve as the major factor for the intermediate state selection. As a result, no matter how many states are close in energy to half of the 2PA excitation energy, only the bright 1PA states with appreciable transition dipoles from the ground state contribute significantly to the 2PA crosssection values. This trend holds even though the higher-lying 1PA states demonstrate much larger detuning (but much weaker oscillator strengths). We observe the cross-section values being highly sensitive to the inclusion of the bright 1PA states (states with significant oscillator strengths) for these molecules. Some of these states make negative contributions to 2PA cross sections, which somewhat decreases with the inclusion of the higher excited states into SOS. This reduction deteriorates the agreement with experiment for molecule 4 and improves it for 12. 4.3. Effects of Basis Set, Geometric Constraints and XC Functionals on 2PA Cross Sections. The effects of the variations in the theory level are presented in Table 8 . The change of the geometry optimization method from HF to B3LYP leads to an almost uniform increase in the cross sections. The M05-2X geometry yields a similar trend (though not as pronounced), and improves the rmsd to give the best agreement. In contrast to the trends observed for transition energies, the cross sections calculated with M05 optimized geometries do not improve the agreement. Like the trends observed for excitation energies, the planar constraint helps to improve the agreement with the experiment for 2PA cross sections as well. The effect of various XC functionals on 2PA cross sections is tabulated in Table 9 . For consistency, the same optimization level (M05-2X/6-31G*) is used here. As one can see from Table 9 , the excited state calculations using XC functionals with higher HF exchange (BMK and M05-2X) and the range separated hybrid functional CAM-B3LYP not only overestimate the cross sections but predict multiple maxima, in contrast with experiment. Surprisingly, the B3LYP functional provides the best agreement. The use of the screened hybrid functional HSE06 comes as a close second. The predictions obtained using the XC functional with the correct asymptotic behavior LC-BLYP (long-range corrected BLYP with 18−100% HF) is so out of range that they could not be plotted on the same scale, and cannot be considered meaningful. Table 10 reports the transition dipole moments at B3LYP/6-31G* and CAM-B3LYP/6-31G* levels for M05-2X/6-31G* optimized geometries using the ATDA method. We observe that the ground to excited state transition dipole moments reported at the M05-2X level are in good agreement with those of B3LYP ones. On the other hand, the excited to excited state transition dipole values are highly underestimated for the CAM-B3LYP level. In order to further investigate the factors responsible for the incorrect prediction of the 2PA cross sections using the CAM-B3LYP functional in comparison to B3LYP predictions, in Table 11 we compare the ratios of ground and excited state transition dipoles, detuning between the 1PA and 2PA states and 2PA cross-section values of the ATDA/CAM-B3LYP/6-31G* method with the ATDA/ B3LYP/6-31G* one for M05-2X/6-31G* geometries. The 2PA cross sections calculated using the CAM-B3LYP functional do not follow a specific trend for deviations from B3LYP. We observe that the excited to excited state transition dipoles moments are underestimated for CAM-B3LYP in comparison to B3LYP for all the molecules. However, this may or may not lead to the underestimation in their corresponding crosssection values. The observed overestimation of the crosssection values at the CAM-B3LYP level for some of the molecules is attributed to the huge underestimation in their detuning factors in comparison to B3LYP. The reason for this may be the stronger dependence of the detuning factor (denominator in eq 1) on the ratio of 1PA and 2PA excitation energies, which are not predicted correctly by this functional.
CONCLUSIONS
We tested various second-and third-order formalisms within time-dependent density functional theory for their accuracy in prediction of the 2PA spectra for the chromophores of substituted PPV types. The ATDA method 102 was found to give the best agreement with benchmarked and experimental 20, 54, 98 data. Its results show only minor differences from the full CEO ones, 34 while providing greater computational efficiency and the ease of interpretation. We recommend ATDA for both quantitative predictions and qualitative analysis of 2PA properties. On the other hand, the QRSR and, especially, QRDR formalisms may be difficult to use for a quantitative analysis of the state-specific contributions, although the overall quality of 2PA cross sections for the QRSR is close to that of the ATDA ones.
As an illustration for the ATDA based essential state analysis, we report the mechanism of large 2PA in symmetric donor/ acceptor substituted PPV oligomers. While the HOMO− LUMO transition provides the only bright intermediate state, the brightness of the 1PA to 2PA transition is associated with symmetric to asymmetric linear combination of the respective donor (HOMO − 1 to HOMO) or acceptor (LUMO to LUMO + 1) fragment orbitals of the donor or acceptor substituents.
We also studied the influence of different geometries, optimization levels, and XC functionals on excitation energies and cross sections. We conclude that adjusting the fraction of the exact exchange in the functionals does not improve the agreement with the experiment within the habitual approximations (the vertical excitations and empirical line widths). A higher fraction of HF exchange (BMK and M05-2X functionals) leads to the blue shift and splitting of the 2PA bands (overestimated excitation energies and prediction of the multiple maxima) not observed in experiments. The longrange corrected functional LC-BLYP proved to be inaccurate, while range separated CAM-B3LYP results are similar to the M05-2X ones. We found that B3LYP is still the best model for the spectral predictions, while M05-2X optimized geometry gives the best agreement with the experiment among the methods considered. The incorrect asymptotic behavior of the B3LYP functional leads to the collapse of the higher excited states to the ionization limit, but can be effectively mitigated by the use of the moderate basis sets and the neglect of the unphysical excited states above the ionization threshold in the SOS series. Based on this, we propose ionization energy as the termination criterion for the SOS series. The implicit contribution of these unphysical states in the QRSR method leads to considerably distorted cross sections, which is not possible to correct. 
