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DOUBLE AFFINE HECKE ALGEBRAS AND CONGRUENCE GROUPS
BOGDAN ION AND SIDDHARTHA SAHI
Abstract. The most general construction of double affine Artin groups (DAAG) and
Hecke algebras (DAHA) associates such objects to pairs of compatible reductive group
data. We show that DAAG/DAHA always admit a faithful action by automorphisms of
a finite index subgroup of the Artin group of type A2, which descends to a faithful outer
action of a congruence subgroup of SL(2,Z) or PSL(2,Z). This was previously known only
in some special cases and, to the best of our knowledge, not even conjectured to hold in
full generality.
It turns out that the structural intricacies of DAAG/DAHA are captured by the un-
derlying semisimple data and, to a large extent, even by adjoint data; we prove our main
result by reduction to the adjoint case. Adjoint DAAG/DAHA correspond in a natural
way to affine Lie algebras, or more precisely to their affinized Weyl groups, which are the
semi-direct products W ⋉Q∨ of the Weyl group W with the coroot lattice Q∨. They were
defined topologically by van der Lek, and independently, algebraically, by Cherednik. We
now describe our results for the adjoint case in greater detail.
We first give a new Coxeter-type presentation for adjoint DAAG as quotients of the
Coxeter braid groups associated to certain crystallographic diagrams that we call double
affine Coxeter diagrams. As a consequence we show that the rank two Artin groups of
type A2, B2, G2 act by automorphisms on the adjoint DAAG/DAHA associated to affine
Lie algebras of twist number r = 1, 2, 3, respectively. This extends a fundamental result
of Cherednik for r = 1.
We show further that the above rank two Artin group action descends to an outer action
of the congruence subgroup Γ1(r). In particular, Γ1(r) acts naturally on the set of isomor-
phism classes of representations of an adjoint DAAG/DAHA of twist number r, giving rise
to a projective representation of Γ1(r) on the space of a Γ1(r)-stable representation. We
also provide a classification of the involutions of Kazhdan-Lusztig type that appear in the
context of these actions.
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1. Introduction
1.1. Over the past two decades, double affine Hecke algebras have had a significant im-
pact on an impressive number of mathematical fields, from mathematical physics, special
functions and combinatorics, to topology, geometry, representation theory and harmonic
analysis. They are objects of Lie theoretic nature, the most general construction being
attached to a pair of compatible reductive group data. However, as we explain in §9, §11.5,
they are isomorphic to the almost-direct product of the objects attached to the semisimple
and the central part of the data. This reduces the study of their structure to the objects
attached to semisimple data.
As part of the double reductive group data one must specify a pair R1, R2 of finite root
systems with the same underlying Coxeter diagram. There are two possibilities: R1 and R2
are of the same Dynkin type Xn or of dual (but not equal) Dynkin type, say Xn and X
∨
n ,
respectively. We call the former double reductive data untwisted double data of type Xn
(or simply double reductive data of type Xun) and the latter twisted double data of type Xn
(or simply double reductive data of type Xtn). There are finitely many double semisimple
data for fixed R1 and R2 and this finite set can be partially ordered in a natural fashion.
3Mirroring the terminology for semisimple Lie groups, we call the largest double semisimple
data simply connected and the smallest adjoint.
One of the most profound results in the theory is the emergence of the modular group as
a group of outer automorphisms for the double affine Hecke algebras associated to untwisted
simply connected double data [5, Theorem 4.3] or untwisted adjoint double data [21, §4.2]
(the two results overlap in type E8, F4 and G2)
1. There is an overtone in this construction:
a central extension of the modular group, more precisely, the braid group of type A2, also
known as the braid group on three strands, acts as a group of automorphisms and this action
descents to the outer action of the modular group. The importance of this phenomenon
can be hardly overstated although its implications have not yet been fully explored. To
only briefly allude to its role let us mention that Cherednik’s difference Fourier transform is
given by the action of the element
[
0 1
−1 0
]
of the modular group, and this has played the key
role in his solution of Macdonald’s evaluation-duality conjecture [5] as well as in subsequent
developments in the harmonic analysis in the context of double affine Hecke algebras (e.g.
[6]). Other important applications are concerned with Rogers-Ramanujan type identities
attached to affine root systems [9] and the topology of torus knots [8, 14].
One of our main results is that all double affine Hecke algebras have a congruence group
of outer automorphisms that in fact arises from a central extension of the congruence group
acting as automorphisms. Aside from the two situations mentioned above, this result is
new. We emphasize that even among untwisted semisimple data there are many examples
of data that are neither simply connected nor adjoint. Furthermore, all double affine Hecke
algebras arise naturally as Hecke algebras associated to (extended) affine Kac-Moody groups
over local fields [1, §7.9].
Nevertheless, as it turns out, the crucial case that needs to be considered is that of
adjoint data. We focus our discussion here and for most of the paper on the objects
attached to adjoint data which we simply refer to as double affine Hecke algebras and, in
essence, to the underlying groups which we refer to as double affine Artin groups. These
objects correspond in a natural way to (and canonically arise from) affine Lie algebras such
that untwisted adjoint double data correspond to untwisted affine Lie algebras and twisted
adjoint double data correspond to twisted affine Lie algebras. The congruence groups and
their central extensions associated to each double affine Artin group can be more efficiently
indicated if we use the labeling of double affine Artin groups by affine Lie algebras. The
labelling convention that we adopt in this paper is identical to the one in [3–5] and dual to
the one in [7, 15,18–21,26,34].
We prove that, if g is an affine Lie algebra listed in table Aff r in [23, pg. 54-55]
(r = 1, 2, 3) then the corresponding double affine Artin group and Hecke algebra admits
an action as automorphisms of the Coxeter braid group of type A2 (for r = 1), B2 (for
1Our use of the words twisted and untwisted is the same as that in [5] and dual to the one on [21].
4r = 2), or G2 (for r = 3). These actions give rise to actions as outer automorphisms for the
congruence groups Γ1(r), where Γ1(1) = SL(2,Z) and, for r = 2, 3,
Γ1(r) =
{[
a b
c d
]
∈ SL(2,Z)
∣∣∣∣∣
[
a b
c d
]
=
[
1 ∗
0 1
]
(mod r)
}
.
The fact that the Coxeter braid groups of type A2, B2, and G2 are central extensions of the
congruence groups Γ1(r), for r = 1, 2, 3, respectively, seems to be new for the last two cases.
The results of [21, §4.2] correspond here to the case r = 1. As we will explain later on,
one can construct natural projective representations of these congruence groups that arise
from simple Γ-stable representations of double affine Artin groups. We also provide the
classification of the involutions of Kazhdan-Lusztig type, which we call basic involutions,
that appear in the context of the congruence group actions.
The objects attached to simply connected semisimple data are the so-called extended
double affine Artin groups and Hecke algebras, which are in fact the objects that are most
often considered in the literature. We prove that the above braid group and congruence
group actions are also valid for the extended double affine Artin groups and Hecke algebras.
The results of [5, Theorem 4.3] correspond here to the case r = 1. Finally, we show that the
braid group and congruence group actions are valid for the objects attached to arbitrary
reductive data, after potentially restricting to a finite index subgroup.
The crucial role in our proof is played by a new Coxeter-type presentation for double
affine Artin groups, as quotients of the Coxeter braid groups associated to certain crystal-
lographic, non-positive-semi-definite diagrams that we call double affine Coxeter diagrams.
Since the double affine Weyl groups are not Coxeter groups (see e.g. Appendix B) these
quotients are, of course, proper but we are able to identify the relations in the kernel ex-
plicitly. As an immediate consequence we reveal that there are redundancies and omissions
on the list of double affine Artin groups considered in the literature (e.g. in [26]). Further-
more, we obtain a complete list of double affine Hecke algebras, identifying in particular the
generic Hecke algebras associated to the affine root systems A
(2)
2n , (BCn, Cn), and (C
∨
n , BCn)
which were not considered before in the literature. Those associated to the affine root sys-
tems (Bn, B
∨
n ) and (C2, C
∨
2 ) have only recently been considered in [34]. We also indicate
a conjectural presentation of the extended double affine Artin groups that is akin to our
Coxeter-type presentation of the double affine Artin groups.
In [22] we have established a connection between 2-extended affine Lie algebras (2-
EALAs) and double affine Artin groups (and therefore double affine Hecke algebras). More
precisely, the Artin groups associated to 2-EALAs are (up to isomorphism) precisely the
double affine Artin groups. The congruence group (but not the braid group) actions on
double affine Artin groups canonically arise in the context of Artin groups associated to
2-EALAs.
In what follows we describe our results in more detail.
51.2. Main results. We emphasize that aside from the theory of affine Lie algebras, affine
root systems also appear as relative root systems in the theory of reductive p-adic groups.
A classification of all these root systems is due to Macdonald [24]. It turns out that the
reduced affine root systems that appear in this context are precisely the root systems of
affine Lie algebras, but there are also five infinite families of nonreduced affine root systems.
The full list can be consulted in [24] and [26, §1.3]. As we point out in §3.20, the definition
of a double affine Artin group depends only on the set of non-multipliable roots in the affine
root system in question and this is always a reduced affine root system. Therefore, as far as
double affine Artin groups are concerned it is enough to consider reduced affine root systems.
The double affine Hecke algebras that correspond to affine root systems that have the same
set of non-multipliable roots are quotients of the group algebra of the same double affine
Artin group modulo ideals generated by quadratic relations. The distinguishing feature is
the specialization of the parameters that appear in the quadratic relations, which reflect
the orbit structure of the affine root system under the action of the affine Weyl group.
Our first main result gives a Coxeter-type presentation for double affine Artin groups
which is probably of independent interest. As we already mentioned, the double affine
Artin groups are not Coxeter braid groups. However, we are able to give a presentation
for double affine Artin groups as quotients of the Coxeter braid groups associated to the
Coxeter diagrams that we will describe in what follows. The double affine Weyl groups will
admit, of course, a corresponding presentation as quotients of the Coxeter groups associated
to the same diagrams.
For the purpose of this paper, we will use the term (crystallographic) Coxeter diagram
to refer to a graph with at most four edges between any pair of nodes and with some nodes
marked with a dot as in Figure 1. The marked nodes will be called affine nodes, whereas
the unmarked nodes will be called finite nodes.
Figure 1. Marked nodes
Affine node Double node
≈
Triple node
≈
We consider a particular set of Coxeter diagrams that we call double affine Coxeter
diagrams. Each of these diagrams has either two or three affine nodes. When the two or
three affine nodes of a diagram are pairwise connected with four edges, and each connects to
the finite part of diagram in the same fashion, we abbreviate the diagram by replacing the
two or three affine nodes by a double node and, respectively, a triple node, which connects
to the finite part of the diagram in the same manner. A double or triple node is depicted as
a node marked with two or three dots as in Figure 1. In Figure 2 and Figure 3 we include
examples of diagrams that use this abbreviation.
6Figure 2. Double node abbreviation
≈
Figure 3. Triple node abbreviation
≈
There are three kinds of double affine Coxeter diagrams, listed in Figure 4, Figure 5,
and Figure 6, which we refer to as triple dot, double dot and umlaut diagrams, respectively.
The umlaut diagrams have two affine nodes, while the double dot and triple dot diagrams
have a double and triple node respectively. By convention,
...
C1 will refer to the diagram
...
A1
and C¨1 will refer to the diagram A¨1.
We emphasize that in any cycle of a double Coxeter diagram there is an even number
of double edges and an even number of triple edges. Therefore, the diagrams satisfy the
hypothesis of [17, Proposition 6.6] and the associated Coxeter groups are crystallographic
with respect to their reflection representation.
A canonical group associated to a Coxeter diagram D is the Coxeter braid group B(D),
defined as the group generated by a set of elements, one for for each node in D, that
satisfy the braid relations specified by the number of edges between nodes. We consider
the Coxeter braid groups B(
...
Xn), B(X˝n), and B(C¨n). The marked nodes play, of course, no
role in the definition of the corresponding Coxeter braid groups but they do play a role in
the definition of some quotients, that we denote by B(
...
Xn), B(X˝n), and B(C¨n). The precise
relations in the kernel are specified in Definition 5.2, 5.7, and 5.9, respectively. We only note
here that, aside from B(
...
Cn) and B(C¨n), the kernel of the canonical projection is generated
by a relation imposing the centrality of one explicit element (see (5.5), (5.10)). We refer to
this as the central relation. For B(
...
Cn), n ≥ 2, which in fact plays a distinguished role in
the theory, the kernel is generated by the central relation and a second relation (5.6) which
we call the elliptic braid relation. The group B(C¨n), n ≥ 1 is a quotient of B(
...
Cn).
7Figure 4. Triple dot diagrams
...
A1
...
An, n ≥ 2
...
Bn, n ≥ 3
...
Cn, n ≥ 2
...
Dn, n ≥ 4
...
E6
...
E7
...
E8
...
F4
...
G2
Figure 5. Double dot diagrams
A¨1
C¨n, n ≥ 2
Theorem 1. The double affine Artin groups are isomorphic to the groups B(
...
Xn), B(X˝n),
and B(C¨n). The precise correspondence is the following
(1.1)
...
Xn X
(1)
n
B˝n/C˝n D
(2)
n+1, A
(2)
2n−1 n ≥ 2
F˝4 E
(2)
6
G˝2 D
(3)
4
C¨n A
(2)
2n n ≥ 1.
For the double affine Artin groups associated to untwisted affine root systems Theorem
1 is proved in [21, Theorem 3.11]. For completeness, we include in this paper a streamlined
version of the argument.
8Figure 6. Umlaut diagrams
B˝n/C˝n, n ≥ 3
B˝2/C˝2
F˝4
G˝2
It is perhaps important to mention that a considerable part of the existing literature on
double affine Hecke algebras considers extended double affine Hecke algebras. One cannot
expect a topological interpretation or a Coxeter-type presentation for extended double affine
Artin groups as these aspects fail even for extended affine Artin groups. Furthermore, just
as the extended affine Artin groups and extended affine Hecke algebras can be recovered as
semidirect products of affine Artin groups and affine Hecke algebras with a group induced
from affine Dynkin diagram automorphisms, the extended double affine Artin groups and
Hecke algebras can be recovered in a similar fashion.
One consequence of Theorem 1 is that it readily identifies the number of possible inde-
pendent Hecke parameters for each double affine Artin group. We call the Hecke algebras
that depend on the largest possible number of independent parameters generic Hecke alge-
bras. Just as for any other Coxeter braid algebra, this number is the number of connected
components of the diagram obtained from the Coxeter diagram by erasing all multiple edges.
For each double affine Coxeter diagram this number of connected components is recorded
in Table 1.
Table 1. Maximal number of Hecke parameters
...
A1 4 A¨1 3...
An, n ≥ 2 1 C¨n, n ≥ 2 4...
Bn, n ≥ 3 2...
Cn, n ≥ 2 5 B˝n/C˝n, n ≥ 3 3...
Dn, n ≥ 4 1 B˝2/C˝2 4...
En, n = 6, 7, 8 1 F˝4 2...
F4 2 G˝2 2...
G2 2
9The Hecke algebras are defined as quotients of the F-group algebras of B(
...
Xn), B(X˝n),
and B(C¨n) (where F is the field of parameters) by imposing quadratic relations on the
generators associated to the nodes in the double Coxeter diagrams. The generic Hecke
algebras are denoted by H(
...
Xn), H(X˝n), and H(C¨n). Using this definition and Theorem
1, we derive in Theorem 11.5 the conventional presentation of double affine Hecke algebras
[26,34]. The double affine Hecke algebras associated to (reduced or nonreduced) affine root
systems are obtained from H(
...
Xn), H(X˝n), and H(C¨n) by setting Hecke parameters equal
according to the structure of affine Weyl group orbits on the affine root system in question.
Table 5 lists this specialization of parameters for each affine root system. We note that the
generic double affine Hecke algebras associated to the affine root systems A
(2)
2n , (BCn, Cn),
(C∨n , BCn) (and until recently [34] (Bn, B∨n ), (C2, C∨2 )) were previously missing from the
literature.
Let the group Γ be of the form Γ1(r). Let Γ˜ be the inverse image of Γ ⊂ SL(2,R) inside
its universal cover ˜SL(2,R). The group Γ˜1(r) is isomorphic to the Coxeter braid group of
type A2, B2, or G2, if r = 1, 2 or 3, respectively. Therefore, it is generated by two elements,
a and b, that satisfy the r-braid relation. To the double affine Artin group B such that the
corresponding affine root system appears in Table Aff r in [23, pg. 54-55] we associate the
group Γ = Γ1(r). Using Theorem 1 we define an explicit action of a and b on B as group
automorphisms such that the following holds.
Theorem 2. There is a faithful action Γ˜ → Aut(B) that descends to a morphism Γ →
Out(B).
For the double affine Artin groups associated to untwisted affine root systems (that is
when r = 1) this action was constructed in [21, §4.2]. For the extended double affine Artin
groups associated to untwisted affine root systems the action was constructed earlier by
Cherednik [5, Theorem 4.3]. For the double affine Artin groups associated to twisted affine
root systems (r = 2, 3) the result is new. All these automorphisms descend to automor-
phisms of the Hecke algebras H(
...
Xn), H(X˝n), and H(C¨n) and we explain which subgroups
descend to actions on the double affine Hecke algebras associated to the various affine root
systems. The map Γ → Out(B) is precisely the outer action defined in [22] in the context
of the connection between double affine Artin groups and the Artin groups associated to
2-EALAs.
In the hierarchy of double affine Artin groups associated to (double) semisimple data
for fixed root systems, the double affine Artin groups B = B(
...
Xn) or B(X˝n) correspond to
adjoint data (the smallest semisimple data). The double affine Artin groups Be = Be(
...
Xn)
or Be(X˝n) that correspond to simply connected semisimple data (the largest semisimple
data) are called in the literature extended double affine Artin groups. In general, a double
affine Artin group attached to arbitrary semisimple data is nothing else but an intermediate
10
group
B ≤ Bs ≤ Be.
A double affine Artin group associated to reductive data is isomorphic to the almost-direct
product of the double affine Artin groups associated to the underlying semisimple data and
central data. In this generality, we have the following version of Theorem 2.
Theorem 3. Let Br be a double affine Artin group attached to reductive data and let
B ≤ Bs ≤ Be and Bc be the double affine Artin groups attached to the underlying semisimple
data and central data, respectively. There exists a finite index subgroup K˜ ≤ Γ˜, a congruence
subgroup K ≤ Γ, and a faithful action K˜ → Aut(Br) that descends to a morphism K →
Out(Br). Both K˜ and K act trivially on Bc.
It is important to remark that both for B and Be we have K˜ = Γ˜.
Theorem 2 also allows us to give a description of the involutions of B that originate
from the above action of Γ and that essentially extend the Kazhdan-Lusztig involution on
the finite Artin group. We call these involutions basic involutions.
Theorem 4. The elements of Γ˜1(r) that induce basic involutions are precisely those which,
under the canonical projection Γ˜1(r)→ Γ1(r), are mapped to elements of the form[
a b
−rb d
]
.
Each involution endows the corresponding double affine Artin group and Hecke algebra
with a ∗-structure. In turn, this leads to a C∗-algebra completion, a notion of unitary
representation, and to a host of analytical and representation theoretical questions naturally
associated to such a context.
It is important to note that if we remove the affine nodes in a double affine Coxeter
diagram of type
...
Xn or X˝n then we obtain a finite Coxeter diagram of typeXn. Consequently,
the groups B(
...
Xn) and B(X˝n) have B(Xn), the Coxeter braid group associated to the
diagram Xn, as a subgroup. The actions of the groups Γ˜ on B(
...
Xn) and B(X˝n) are always
trivial on B(Xn).
A (complex) representation V of B(
...
Xn) or B(X˝n) is said to be B(Xn)-finite if for any
vector v ∈ V , the vector space B(Xn) ·v is finite dimensional. For πˆ a simple representation
of B(Xn) we denote by V (πˆ) the isotypic component of πˆ inside V , which is defined as
the direct sum of all copies of πˆ inside V (seen as a B(Xn)-representation, by restriction).
The representation V is said to be B(Xn)-admissible if it is B(Xn)-finite and the isotypical
component V (πˆ) is finite dimensional for any πˆ a finite-dimensional simple representation
of B(Xn).
Let V be a representation of B(
...
Xn) or B(X˝n) and let γ ∈ Γ˜. The action on V can
be pre-composed with γ to obtain a new representation that is denote by γV . If γ is
11
an inner automorphism then γV and V are isomorphic. Therefore, the action of Γ˜ on
the set of isomorphism types of representations of B(
...
Xn) or B(X˝n) descends to an action
of Γ. An orbit of Γ acting on the set of isomorphism types of simple representations of
B(
...
Xn) or B(X˝n) is called a Γ-packet. We say that a simple representation V is a Γ-stable
representation if the γV and V are isomorphic for any γ ∈ Γ˜. In other words, V is Γ-stable
if and only if its Γ-packet consists of a single element.
Theorem 5. For any V simple Γ-stable representation of B(
...
Xn) or B(X˝n) and any πˆ
simple representation of B(Xn), we have a projective representation
Γ→ PGL(V (πˆ)).
If V is B(Xn)-admissible then this projective representation is finite dimensional. Except
for
...
Xn of type
...
An, n ≥ 2,
...
D2n, n ≥ 2, or
...
E6, the projective representation descends to the
quotient Γ/{±I2}.
Proof. For each γ ∈ Γ˜ the representations γV and V are isomorphic. Because V is simple,
an isomorphism between γV and V is unique up to scaling. Therefore, we obtain a group
morphism
Γ˜→ PGL(V ).
We remark that, since the action of Γ˜ is trivial on B(Xn), an isomorphism between
γV and
V necessarily preserves the isotypic components of the two representations. Hence, for any
πˆ simple representation of B(Xn) we have a projective representation
Γ˜→ PGL(V (πˆ)).
If V is B(Xn)-admissible then, by definition, V (πˆ) is finite dimensional. In all situations, the
generator of the kernel of the canonical projection Γ˜ → Γ acts by an inner automorphism,
more precisely by conjugation with a central element in B(Xn) (see Theorem 6.4, Theorem
6.8, and Theorem 6.10). Since a central element in B(Xn) acts as a scaling on V (πˆ), and
therefore trivially as an element of PGL(V (πˆ)) we obtain that the projective representation
of Γ˜ factors through to a projective representation of Γ. In fact, unless we are in the
situations indicated in the statement, the generator of the kernel of the canonical projection
Γ˜→ Γ/{±I2} acts by an inner automorphism given by conjugation with a central element
in B(Xn). In this case, the projective representation of Γ˜ factors through to a projective
representation of Γ/{±I2}. 
One source of examples of simple, finite-dimensional, Γ-stable representations are the
representations of the double affine Artin groups that factor through representations of
the associated Hecke algebras (with specialized parameters), more precisely Cherednik’s
perfect and quasi-perfect representations of double affine Hecke algebras [7, §2.9.3, §3.10.3]
are of this type. Depending on the particular situation, we expect that the projective
12
representations of Γ described in Theorem 5 will lift to (usual) representations of a finite
cover of Γ.
One particular class of examples of simple, finite-dimensional, Γ-stable representations
are those that factor through a representation of the double affine Weyl groups C(
...
Xn) and
C(X˝n). Such representations of C(
...
Xn) and C(X˝n) were constructed by Kac and Peterson
[23, Ch. 13] on spaces Thk of level k theta functions. In this situation, Th
C(Xn)
k , which is the
isotypic component of the trivial representation of the finite Weyl group C(Xn) (the Coxeter
group to the diagram Xn), can be seen as the representation ring of the level k irreducible
objects in the category O for the corresponding affine Lie algebra, or equivalently, as the
linear span of the characters of its level k highest-weight modules. Theorem 5 states that
there is a projective representation of Γ on Th
C(Xn)
k . It can be directly verified that this
projective representation lifts to a representation of Γ, recovering thus the classical result
of Kac and Peterson [23, §13.8, §13.9]. Just as in the classical Kac-Peterson situation, it
is reasonable to expect that, in the general context of Theorem 5, functions arising from
the structure of a simple Γ-stable representation (such as B(Xn)-type multiplicities) are
modular forms.
Since, depending on one’s point of view, the double affine Artin groups are labeled in
various ways (double affine Coxeter diagrams, irreducible reduced affine root systems/affine
Dynkin diagrams, adjoint double data) we indicate in Table 2 the precise correspondence
between labels. The groups labeled by symbols in the same row coincide. Whenever labels
are missing from column (indicated by ??), the construction of the corresponding double
affine Artin group from that point of view is missing from the literature. For completeness
we have specified which are the double affine Artin groups corresponding to nonreduced
irreducible affine root systems.
We have also included Macdonald’s parametrization in Table 2. Macdonald [26] labels
the extended double affine Artin groups by data of the formS S′R R′
L L′

where S, S′ are irreducible affine root systems, R,R′ are irreducible finite root systems,
and L,L′ are lattices. Only specific choices entries are allowed and they are specified
in [26, (1.4.1), (1.4.2), (1.4.3)]. Macdonald constructs the extended double affine Artin
groups. In Table 2 we list the label that corresponds to the double affine Artin groups.
This corresponds to letting L,L′ be root or coroot lattices instead of weight or coweight
lattices. The notation in Table 2 for the Macdonald label uses Xn and X
∨
n for a finite root
system and its dual, Q(Xn) and Q(Xn)
∨ for the root and coroot lattice of Xn, and S(Xn)
and S(Xn)
∨ for the untwisted affine root system corresponding to Xn and the dual affine
root system. As it can be seen from the table there are redundancies in the Macdonald’s
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Table 2. Labels for double affine Artin groups
r Coxeter Affine Dynkin Adjoint Data Macdonald
1
...
A1 A
(1)
1 , (BC1, C1), A
u
1
(
S(A1)∨ S(A1)∨
A1 A1
Q(A1)∨ Q(A1)∨
)
” ” (C∨1 , C1) ”
(
(C∨1 ,C1) (C
∨
1 ,C1)
C1 C1
Q(C1)∨ Q(C1)∨
)
1
...
An, n ≥ 2 A(1)n Aun
(
S(An)∨ S(An)∨
An An
Q(An)∨ Q(An)∨
)
1
...
Bn, n ≥ 3 B(1)n Bun
(
S(Bn)∨ S(Bn)∨
Bn Bn
Q(Bn)∨ Q(Bn)∨
)
1
...
Cn, n ≥ 2 C(1)n , (BCn, Cn), Cun
(
S(Cn)∨ S(Cn)∨
Cn Cn
Q(Cn)∨ Q(Cn)∨
)
” ” (C∨n , Cn) ”
(
(C∨n ,Cn) (C
∨
n ,Cn)
Cn Cn
Q(Cn)∨ Q(Cn)∨
)
1
...
Dn, n ≥ 4 D(1)n Dun
(
S(Dn)∨ S(Dn)∨
Dn Dn
Q(Dn)∨ Q(Dn)∨
)
1
...
En, n = 6, 7, 8 E
(1)
n Eun
(
S(En)∨ S(En)∨
En En
Q(En)∨ Q(En)∨
)
1
...
F4 F
(1)
4 F
u
4
(
S(F4)∨ S(F4)∨
F4 F4
Q(F4)∨ Q(F4)∨
)
1
...
G2 G
(1)
2 G
u
2
(
S(G2)∨ S(G2)∨
G2 G2
Q(G2)∨ Q(G2)∨
)
2 A¨1 A
(2)
2 , (C
∨
1 , BC1) ?? ??
2 C¨n, n ≥ 2 A(2)2n , (C∨n , BCn) ?? ??
2 B˝2/C˝2 D
(2)
3 , A
(2)
3 , (C2, C
∨
2 ) B
t
2, C
t
2
(
S(C2) S(C∨2 )
C2 C∨2
Q(C2) Q(C2)∨
)
2 B˝n/C˝n, n ≥ 3 D(2)n+1, A(2)2n−1, (Bn, B∨n ) Btn, Ctn
(
S(Cn) S(C∨n )
Cn C∨n
Q(Cn) Q(Cn)∨
)
2 F˝4 E
(2)
6 F
t
4
(
S(F4) S(F∨4 )
F4 F∨4
Q(F4) Q(F4)∨
)
3 G˝2 D
(3)
4 G
t
2
(
S(G2) S(G∨2 )
G2 G∨2
Q(G2) Q(G2)∨
)
parametrization and also in the parametrization by affine root systems and these were not
previously observed in the literature.
1.3. Structure of the proofs. The double affine Artin groups appeared for the first time
(under the name of extended Artin groups) in the work of van der Lek [27, 28] as the
fundamental groups of the space of regular orbits of a natural action of the double affineWeyl
groups. The regular points for the action consists of the complement of a certain complex
hyperplane arrangement. Van der Lek described the fundamental group by generators and
relations and his presentation matches precisely the subsequent definition by Cherednik
[3] of the group that is ultimately fully responsible for the double affine Hecke algebra
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structure. The complex hyperplane arrangement itself originated as the discriminant of
a semi-universal deformation of simply-elliptic singularities [29] and thus the fundamental
group becomes the monodromy group for this type of singularities.
From topological considerations, van der Lek identifies a finite set of relations that are
sufficient to present a double affine Artin group. We refine his presentation to further reduce
the number of relations in the presentation that do not typically appear in the context of
Coxeter braid groups to one class of relations (there is an exception, which we identify,
where an additional relation is required). Using this refined presentation we can easily
establish Theorem 1. The extra relations from the refined van der Lek presentation match
the relations used in defining the quotients B(
...
Xn), B(C¨n), and B(X˝n). The three affine
generators in the definition of B(
...
Xn) explicitly appear for the first time in [31] where the
double affine Hecke algebra of type (C∨n , Cn) was considered.
Theorem 2 is easily verified from the vantage point of the Coxeter-type presentation.
The action of Γ˜ is always trivial on the generators associated to finite nodes and it is
therefore determined by the action on the affine generators. For Γ˜1(1), which is the Coxeter
braid group of type A2, this action is precisely the canonical action of the braid group of
type A2 on the free group on three letters. The action of the Coxeter braid groups of type
B2 and G2 is quite subtle and does not seem to have been considered classically. An explicit
calculation of the action of the center of Γ˜ allows us to deduce that the action of Γ˜ descents
to the canonical topological action of Γ as outer automorphisms. As it is clear from the
statement, it is enough to prove Theorem 3 for the double affine Artin groups attached
to semisimple data and this is the subject of Theorem 10.5. The proof of Theorem 10.5
proceeds by first extending the action of Γ˜ to Be and then deducing that there exists a
finite index subgroup of Γ˜ that stabilizes all the intermediate subgroups between B and Be.
Theorem 4 is a consequence of the explicit knowledge of the action of Γ˜.
1.4. Structure of the paper. The expository material pertaining to double affine Artin
groups is contained in §3. The Coxeter-type presentation for double affine Artin groups
(Theorem 1) is the subject of §5, but some preliminary technical facts that refine van der
Lek’s presentation are obtained in §4. The construction of the Γ˜ action and the proof of
Theorem 2 are contained in §6. The basic involutions that originate from the action of Γ˜
are described in §7. In §8 we discuss other automorphisms of the double affine Artin groups
that are revealed by the Coxeter-type presentation. In §9 we study the double affine Artin
groups attached to reductive data and obtain their structure as an almost-direct product of
the double affine Artin groups attached to the underlying semisimple data and central data.
The groups attached to simply connected semisimple data (extended double affine Artin
groups) are investigated in more detail in §10, which also contains the proof of Theorem 3.
The results concerning double affine Hecke algebras are contained in §11.
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2. Notation and conventions
2.1. Hereafter, unless otherwise specified all vector spaces are complex vector spaces.
When a complex structure on a complex vector space is specified, Re and Im refer to
the maps identifying the real and imaginary components of an element. The symbols Z, R,
C refer, as usual, to the set of integers, real numbers, and complex numbers, respectively. If
G is a group, Aut(G) and Out(G) refer to the groups of automorphisms and, respectively,
outer automorphisms of G. Furthermore, if S is a subset of G we denote by 〈S〉 the subgroup
of G generated by S.
2.2. Let 0 ≤ p ≤ 4 and let a, b two elements of a fixed group. We say that a and b satisfy
the p-braid relation if
(2.1) aba · · · = bab · · · ,
where there are 2, 3, 4, 6 or ∞ factors on each side if p = 0, 1, 2, 3, or greater than 4,
respectively. As usual, for p ≥ 4, the p-braid relation is interpreted as the empty relation
between a and b. A concise way to specify pairwise braid relations for a set of elements is by
encoding the information in a graph, called Coxeter graph or Coxeter diagram, as follows:
the nodes correspond to elements and if two nodes are connected by p edges (p ≤ 4) then
the corresponding two elements satisfy the p-braid relation.
2.3. To a Coxeter diagramD we can associate the corresponding Coxeter braid groupB(D)
defined as the group generated by a set of elements Ti , one for for each node in D, that
satisfy the braid relations specified by the number of edges between nodes. Remark that, by
the nature of the braid relations, B(D)op (defined as B(D) with the opposed multiplication)
is always isomorphic to B(D), a canonical isomorphism being the inverse map; a second
canonical isomorphism between B(D) and B(D)op is the group morphism that acts as
identity on generators. Another important group associated to D is the Coxeter group
C(D) defined as the quotient of B(D) by the normal subgroup generated by the squares of
the generators. The canonical projection
(2.2) πD : B(D)→ C(D)
has a canonical (set-theoretic) section
(2.3) tD : C(D)→ B(D)
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which is defined as follows: for w ∈ C(D), let tD(w) be the unique element of π−1D (w) that
minimizes the length of its expression as a product of the generators of B(D).
2.4. The diagrams that we will ultimately consider in this paper are extensions of the finite
crystallographic Coxeter diagrams. The additional nodes, which will be clearly identified,
will be called affine nodes, and we will refer to the nodes of the finite crystallographic
Coxeter diagram as finite nodes. Whenever it is necessary to label the finite nodes (by
positive integers) we will label then in the conventional fashion (see e.g. [23, Table Fin]).
If there is only one affine node, it will be labeled by 0. If there are two or more affine nodes
their labelling will be carefully specified.
2.5. To the Coxeter diagram D we can also associate a Hecke algebra. For this one needs
a field F = Q(t
1
2
1 , . . . , t
1
2
n ) with the formal parameters ti indexed by the nodes of D. The
Coxeter Hecke algebra H(D) is defined as the quotient of the F-group algebra of B(D) by
the ideal generated by the set quadratic relations
Ti − T−1i = t
1
2
i − t
− 1
2
i .
The Hecke parameters have to coincide if the corresponding generators are conjugate inside
B(D), or equivalently, if the corresponding nodes can be connected inD by a path consisting
of simple edges. We call 1-connected component of D a path-connected component of the
graph obtained from D by erasing all the multiple edges. Therefore, the set of independent
Hecke parameters can be labelled by the 1-connected components of D or by any choice of
representatives for the 1-connected components.
3. Affine root systems
3.1. For the most part we follow the notation in [23]. Let A = (aij)0≤i,j≤n be an inde-
composable affine Cartan matrix of rank n, D(A) the Dynkin diagram, and (a0, . . . , an) the
numerical labels of D(A) in Table Aff from [23, pg.54–55]. Note that we consider that the
nodes i and j in D(A) are connected by aijaji laces. Unless A = A
(1)
1 this produces the
same diagrams as in [23].
We denote by (a∨0 , . . . , a
∨
n) the labels of the dual Dynkin diagram D(
tA) which is ob-
tained from D(A) by reversing the direction of all arrows and keeping the same enumeration
of the vertices. The associated finite Cartan matrix is A˚ = (aij)1≤i,j≤n. Note that a∨0 = 1
for all indecomposable affine Cartan matrices while a0 = 1 in all cases except for A = A
(2)
2n
for which a0 = 2.
3.2. Let (h, R,R∨) and (˚h, R˚, R˚∨) be realizations of A and A˚, respectively. The root system
R is said to be untwisted if the corresponding Dynkin diagram appears in Table Aff 1 from
[23, pg.54] and it is said to be twisted (of twist number 2 or 3) if the corresponding Dynkin
diagram appears in Table Aff 2 or Aff 3 in [23, pg.55].
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We can arrange that h˚ ⊂ h and R˚ ⊂ R. Let {αi}0≤i≤n ⊂ h∗ be a basis of R such that
{αi}1≤i≤n is a basis of R˚ and let {α∨i }0≤i≤n the corresponding set of coroots. The choice
of basis determines subsets of positive roots R+ ⊂ R and R˚+ = R+ ∩ R˚ ⊂ R˚; with the
notation R− := −R+, R˚− := R˚+ we have R = R+ ∪R− and R˚ = R˚+ ∪ R˚−. We denote by
Rre and Rim the set of real roots and, respectively, null-roots of R.
3.3. The positive non-divisible null-root in R is
(3.1) δ = a0α0 + · · · + anαn.
Fix Λ0 ∈ h∗ such that Λ0(α∨i ) = δi,0a0; Λ0 is unique modulo the subspace spanned by δ.
The vector space h∗ can be written as
(3.2) h∗ = h˚∗ ⊕ Cδ ⊕ CΛ0.
Let us denote by ϕ the highest root in R˚+. An important role is played by the root
(3.3) θ = a1α1 + · · ·+ anαn.
If R is untwisted or of type A
(2)
2n we have θ = ϕ; otherwise, R˚ is not simply-laced and θ is
the short dominant root in R˚+.
The weight, coweight, root, and coroot lattices of g˚ are denoted by P˚ , P˚∨, Q˚ and Q˚∨,
respectively. The root and coroot lattices of g are denoted by Q and Q∨, respectively. We
note that we always have Q∨ = Q˚∨ ⊕ Zδ.
3.4. We will add R as a subscript whenever we refer to the real form of h˚∗ spanned by the
simple roots, or the real form of h∗ spanned by the simple roots and Λ0, respectively.
The following defines the non-degenerate normalized standard bilinear form ( , ) on h∗R:
(3.4) (αi, αj) := d
−1
i aij , 0 ≤ i, j ≤ n , (Λ0, αi) := δi,0a−10 , and (Λ0,Λ0) := 0,
with di := aia
∨−1
i . In particular, we have
(3.5) (δ, h˚∗R) = 0, (δ, δ) = 0, and (δ,Λ0) = 1.
The corresponding isomorphism ν : hR → h∗R sends α∨i to diαi. This isomorphism allows
us to routinely identify elements via ν and regard, for example, coroots as elements of h∗R,
which is something we will do without further warning. The form ( , ) is extended to a
symmetric form on h∗ by C-bilinearity.
3.5. With respect to ( , ), the elements of Rre have three possible lengths if R is of type
A
(2)
2n , n ≥ 2, the one possible length if the affine Dynkin diagram is simply laced, and two
possible lengths otherwise. We denote the set of short roots by Rs, the set of long roots
by Rℓ, and, for g of type A
(2)
2n , we denote the set of medium length roots by Rm. To avoid
making the distinction later on, if there is only one root length we consider all real roots to
be long. Similar notation and conventions apply to R˚.
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3.6. For 0 ≤ i ≤ n, let ei = max{a−10 , di}. Let us remark that the numbers ei depend only
on the length of the corresponding simple root. The integer
r := max
0≤i≤n
{d−1i }
is an important invariant. By definition,
max
α∈R
(α,α) = 2r.
It is easy to see that r ∈ {1, 2, 3} and that A is listed in Table Aff r in [23, pg. 54–55]. In
other words, r is the twist number of the root system R.
3.7. Given α ∈ Rre and x ∈ h∗ let
(3.6) sα(x) := x− (x, α∨)α .
The affine Weyl group W is the subgroup of GL(h∗) generated by all sα (the simple reflec-
tions si = sαi , 0 ≤ i ≤ n are enough). The finite Weyl group W˚ is the subgroup generated
by s1, . . . , sn. The bilinear form on h
∗
R is equivariant with respect to the affine Weyl group
action. Both the finite and the affine Weyl group are Coxeter groups and they can be
abstractly defined the Coxeter groups associated D(A˚) and D(A), respectively. For x ∈ h∗
we denote by W (x) and W˚ (x) the orbit of x under the action of W and W˚ , respectively.
3.8. For each w in W let ℓ(w) be the length of a reduced decomposition of w in terms of
the simple reflections si, 0 ≤ i ≤ n. We call ℓ : W → Z≥0 the length function of W and, for
any w ∈ W , we refer to ℓ(w) as the length of w. The longest element of W˚ is denoted by
w◦.
3.9. Let M ⊂ h˚∗R be the lattice generated by W˚ (a−10 θ); note that a−10 θ = ν(θ∨). The
lattice M can be described more explicitly as the lattice generated by {Ai = eiαi}1≤i≤n. It
turns out that each Ai is either αi or α
∨
i ; we denote by A
∨
i the element 2Ai/(Ai, Ai), which
equals α∨i or αi, respectively. The lattice M is equal to ν(Q˚
∨) if r = 1 and equal to Q˚ if
r = 2, 3.
The affine Weyl group contains the finite Weyl group and a normal abelian subgroup
isomorphic to M . We will denote the latter by λ(M) and its elements by λµ, µ ∈M . The
action by conjugation of W˚ on λ(M) and the usual action of W˚ on M ⊂ h˚∗R are related by
(3.7) w˚λµw˚
−1 = λw˚(µ).
This allows W to be presented as the semidirect product W˚ ⋉M . Thus, W is isomorphic
to W˚ ⋉ Q˚∨ if R is untwisted, and isomorphic to W˚ ⋉ Q˚ if R is twisted.
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3.10. The double affine Weyl group W˜ is defined to be the semidirect product W ⋉Q∨ of
the affine Weyl group and the coroot lattice Q∨. We use τ(Q∨) to refer to Q∨ as a subgroup
of W˜ and we denote its elements by τβ, β ∈ Q∨. The action by conjugation of W on τ(Q∨)
and the usual action of W on Q∨ ⊂ h∗R are related by
(3.8) wτβw
−1 = τw(β).
Proposition 3.1. The double affine Weyl group W˜ is the group generated by the finite
Weyl group W˚ , two lattices {λµ}µ∈M , {τβ}β∈Q˚∨ and an element τδ satisfying the relations:
w˚λµw˚
−1 = λw˚(µ) and w˚τβw˚
−1 = τw˚(β),(3.9a)
λµτβ = τβλµτ
−(β,µ)
δ ,(3.9b)
τδ is central.(3.9c)
for any w˚ ∈ W˚ , µ ∈M , and β ∈ Q˚∨.
The double affine Weyl group has a natural affine action on h∗ that extends the linear
action of W on h∗ by
(3.10) τβ(x) = x+ β, for all β ∈ Q∨, x ∈ h∗.
We refer to this action as the defining action of W˜ . It is important to remark that W˚⋉τ(Q˚∨),
which is a subgroup of W˜ , is also a Coxeter group isomorphic to the affine Weyl group
corresponding to A if r = 1 or to tA if r = 2, 3.
3.11. Following van der Lek [28] we define the affine Artin group as the fundamental group
of a certain topological space. We briefly recall this construction. Let
(3.11) Ω = {x ∈ h∗ | Im(x, δ) > 0}.
For α ∈ Rre denote by Hα the complex hyperplane {x ∈ h∗ | (x, α) = 0} ⊂ h∗ and consider
(3.12) Y = Ω \
⋃
α∈Rre
Hα.
The affine Weyl group W acts freely and properly discontinuously on Y . Denote by X the
space of W -orbits on Y . The affine Artin group is defined as the fundamental group of X
and is denoted by A(R).
The Artin group associated to the finite root system R˚, called the finite Artin group
and denoted by A(R˚), can be defined in a similar manner, but it can also be realized as
subgroup of A(R) [28, Ch. III, Lemma 4.1].
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3.12. The finite and affine Weyl groups are Coxeter groups; in these cases, the associated
Coxeter braid groups turn out to be isomorphic to the corresponding Artin groups [11].
Proposition 3.2. With the notation above we have
i) the finite Artin group A(R˚) is the group generated by elements
T1, . . . , Tn
satisfying the same braid relations as the reflections s1, . . . , sn;
ii) the affine Artin group A(R) is the group generated by the elements
T0, . . . , Tn
satisfying the same braid relations as the reflections s0, . . . , sn.
We refer to the above presentations as the Coxeter presentations of A(R˚) and A(R).
Remark 3.3. The Coxeter presentation makes clear that the finite and affine Artin groups
depend only on the Coxeter diagram underlying the relevant Dynkin diagram. In particular,
any affine Artin group is isomorphic to the affine Artin group associated to an untwisted
affine root system. The Coxeter presentation makes also clear how the finite Artin group
can be realized as a subgroup inside the affine Artin group.
3.13. For w ∈W we denote by Tw the element of A(R) defined as Tip · · · Ti1 if w = sip · · · si1
is a reduced expression. Since the elements Ti satisfy the same braid relations as the elements
si, the element Tw does not depend on the choice of reduced expression for w. We have
Tsi = Ti for any 0 ≤ i ≤ n. If u, v ∈ W such that ℓ(uv) = ℓ(u) + ℓ(v) then we have
Tuv = TuTv.
We will use the notation Φ = Tsϕ and Θ = Tsθ .
3.14. For further use, we introduce the following lattices
(3.13) QY := {Yµ;µ ∈M} and QX := {Xβ;β ∈ Q˚∨}.
Recall that the affine Weyl group has a second presentation, as a semidirect product. There
is a corresponding description of the affine Artin group due to van der Lek [28, Ch. III,
Theorem 5.5] and a closely related presentation independently obtained by Bernstein (un-
published) and Lusztig [30]. To be more precise, Bernstein and Lusztig give the correspond-
ing description of what is called in the literature the extended Hecke algebra (the proof also
works for the extended Coxeter braid group). Van der Lek’s result is more subtle and the
proof relies on the topological description of the affine Artin group.
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Proposition 3.4. The affine Artin group A(R) is generated by the finite Artin group A(R˚)
and the lattice QY such that the following relations are satisfied for all 1 ≤ i ≤ n and µ ∈M
TiYµ = YµTi if (µ,A
∨
i ) = 0,(3.14a)
TiYµTi = Ysi(µ) if (µ,A
∨
i ) = 1.(3.14b)
Remark 3.5. The presentation of A(R) described in Proposition 3.4 is referred to in the
literature as the Bernstein presentation.
Remark 3.6. In this description Yµ = Tλµ for µ any anti-dominant element of M . For
example,
Y−a−10 θ = ΘT0.
Proposition 3.4 implies that the element Θ−1Y−a−10 θ satisfies the a0iai0-braid relations with
the generators Ti, 1 ≤ i ≤ n.
Remark 3.7. As we already pointed out in Remark 3.3 we may assume that any affine Artin
group is the affine Artin group associated to an untwisted root system. In this case, if
(αi, θ
∨) 6= 0 then necessarily (αi, θ∨) = 1 and Proposition 3.4 implies that Yθ∨ and TiYθ∨Ti
commute. In other words, in any affine Artin group, Ti and T
−1
0 Θ
−1 satisfy the 2-braid
relation. Keeping in mind that any Coxeter braid group is self-anti-isomorphic through the
anti-morphism that acts as identity of the generators, we infer that the same true for Ti
and Θ−1T−10 . On the other hand, if (αi, θ
∨) = 0 then Proposition 3.4 implies that Ti and
Yθ∨ commute or, in other words, Ti and T
−1
0 Θ
−1 commute. As before, we infer that Ti and
Θ−1T−10 also commute.
3.15. In fact, van der Lek’s description is even more precise; he identifies a finite set of
relations which should be imposed.
Proposition 3.8. The affine Artin group A(R) is generated by the finite Artin group A(R˚)
and the lattice QY such that the following relations are satisfied for 1 ≤ i, j ≤ n
a) For any pair of indices (i, j) such that 2rji = −(Aj , A∨i ), with rji a non-negative
integer we have
(3.15) TiYµj = YµjTi
where µj = Aj + rjiAi; note that (µj , A
∨
i ) = 0;
b) For any pair of indices (i, j) such that 2rji−1 = −(Aj , A∨i ), with rji a non-negative
integer we have
(3.16) TiYµjTi = Ysi(µj)
where µj = Aj + rjiAi; note that (µj , A
∨
i ) = 1.
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3.16. To the double affine Weyl group W˜ van der Lek associated another topological space
that we will now describe. For α ∈ Rre and k ∈ Z denote by Hα,k the complex hyperplane
{x ∈ h∗ | (x, α) = k} ⊂ h∗ and consider
(3.17) Y˜ = Ω \
⋃
α∈Rre, k∈Z
Hα,k.
The double affine Weyl group W˜ acts freely and properly discontinuously on Y˜ ⊂ h∗.
Denote by X˜ the space of W˜ -orbits on Y˜ . The double affine Artin group, defined as the
fundamental group of X˜ , is denoted by A˜(R). The affine braid group A(R) can be realized
as as subgroup of A˜(R) [28, Ch. III, Lemma 4.1].
3.17. Van der Lek’s results [28, Ch. III, Theorem 2.5] provide a Bernstein-type presenta-
tion for A˜(R).
Proposition 3.9. The double affine Artin group A˜(R) is generated by the affine Artin group
A(R), the lattice QX , and the element Xδ such that the following relations are satisfied for
all 0 ≤ i ≤ n and β ∈ Q˚∨
TiXβ = XβTi if (β, αi) = 0,(3.18a)
TiXβTi = Xsi(β) if (β, αi) = −1,(3.18b)
Xδ is central.(3.18c)
Remark 3.10. There is canonical group morphism A˜(R)→ W˜ that sends Ti to si, 0 ≤ i ≤ n,
and Xβ to τβ, β ∈ Q˚∨. The kernel of morphism is the normal subgroup of A˜(R) generated
by T 2i , 0 ≤ i ≤ n, except for R of type A(1)1 , C(1)n , n ≥ 2, and A(2)2n , n ≥ 1. More precisely,
for R of type A
(2)
2n , n ≥ 1, the kernel is generated by T 2i , 0 ≤ i ≤ n, and (Xθ∨Θ−1)2, and
for R of type A
(1)
1 , C
(1)
n , n ≥ 2, the kernel is generated by T 2i , 0 ≤ i ≤ n, (Xθ∨Θ−1)2, and
(T−10 Xα∨0 )
2.
In [28, Corollary 2.11] a smaller set of relations that need to be imposed in the algebraic
description of A˜(R) is identified.
Proposition 3.11. The double affine Artin group A˜(R) is generated by the affine Artin
group A(R), the lattice QX , and the element Xδ such that the following relations are satisfied
for 0 ≤ i ≤ n and 1 ≤ j ≤ n
a) For any pair of indices (i, j) such that 2rji = −(α∨j , αi), with rji a non-negative
integer we have
(3.19) TiXµj = XµjTi
where µj = α
∨
j + rjiα
∨
i ; note that (µj , αi) = 0;
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b) For any pair of indices (i, j) such that 2rji+1 = −(α∨j , αi), with rji a non-negative
integer we have
(3.20) TiXµjTi = Xsi(µj )
where µj = α
∨
j + rjiα
∨
i ; note that (µj , αi) = −1;
c) Xδ is central.
Remark 3.12. For each 0 ≤ i ≤ n denote by Mi ⊆ Q∨ the lattice generated by δ and
µj = α
∨
j + rjiα
∨
i and si(µj), for 1 ≤ j ≤ n,
with rji as in Proposition 3.11. As it can be easily seen,
µj = si(µj) = α
∨
j , if (α
∨
j , αi) = 0,
µj = α
∨
j and si(µj) = α
∨
j + α
∨
i , if − (α∨j , αi) = 1,
µj = si(µj) = α
∨
j + α
∨
i , if − (α∨j , αi) = 2,
µj = α
∨
j + α
∨
i and si(µj) = α
∨
j + 2α
∨
i , if − (α∨j , αi) = 3.
Note that in all situations we have Mi + Zα∨i = Q
∨. In fact, Mi = Q∨, unless A = A
(1)
1
or αi is a long root whose neighbors in D(A) are all short. Therefore, the nodes for which
Mi ⊂ Q∨ are as follows
A
(1)
1 i = 0, 1,
C(1)n , n ≥ 2 i = 0, n,
A
(2)
2n , n ≥ 1 i = n,
A
(2)
2n−1, n ≥ 2 i = n,
D
(2)
3 i = 1.
Recall our convention on labeling in §2.4. It is important to remark that if Mi ⊂ Q∨ then
αi is orthogonal on Mi.
3.18. For our purposes, the following hybrid presentation will also be useful.
Proposition 3.13. The double affine Artin group A˜(R) is generated by the affine Artin
group A(R), the lattice QX , and the element Xδ such that the following relations are satisfied.
a) For all 1 ≤ i ≤ n and β ∈ Q˚∨
TiXβ = XβTi if (β, αi) = 0,(3.21a)
TiXβTi = Xsi(β) if (β, αi) = −1;(3.21b)
b) For any pair of indices of the form (0, j), 1 ≤ j ≤ n, such that 2rj0 = −(α∨j , α0),
with rj0 a non-negative integer we have
(3.22) T0Xµj = XµjT0
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where µj = α
∨
j + rj0α
∨
0 ; note that (µj, α0) = 0;
c) For any pair of indices of the form (0, j), 1 ≤ j ≤ n, such that 2rj0+1 = −(α∨j , α0),
with rj0 a non-negative integer we have
(3.23) T0XµjT0 = Xs0(µj)
where µj = α
∨
j + rj0α
∨
0 ; note that (µj, α0) = −1;
d)
(3.24) Xδ is central.
Remark 3.14. By comparing the relations (3.21a), (3.21a) with Proposition 3.4 we obtain
that the subgroup of A˜(R) generated by A(R˚) and QX is isomorphic to the affine Artin
group corresponding to A if a−10 r = 1 or to
tA if a−10 r = 2, 3. As in Remark 3.6, the
affine generator of the group generated by A(R˚) and QX is Xϕ∨Φ
−1, which satisfies the
a0iai0-braid relations (if a
−1
0 r = 1), or the a
∨
0ia
∨
i0-braid relations (if a
−1
0 r = 2, 3), with the
generators Ti, 1 ≤ i ≤ n.
3.19. One application of Proposition 3.13 that will be useful for us is a comparison of
A˜(A
(2)
2n ) with A˜(A
(1)
1 ) (for n = 1) and A˜(C
(1)
n ) (for n ≥ 2). For this purpose, let us also
consider a slightly larger group, which we will denote by A˜c(A
(2)
2n ), defined as the group
generated by A˜(A
(2)
2n ) and a central element X 1
2
δ such that X
2
1
2
δ
= Xδ . Also, to be able to
state the comparison result more concisely we adopt the following convention.
Convention. In what follows C
(1)
1 refers to the affine root system of type A
(1)
1 and this
extends also to all the objects associated affine root systems (e.g. affine/double affine Weyl
group, affine/double affine Artin group).
For n ≥ 1, the affine Artin groups for the affine root systems of type C(1)n and A(2)2n
are generated by generators satisfying the same set of Coxeter relations. We denote these
generators by the same symbols T0, T1, . . . , Tn. We can also realize both affine root systems
inside the same vector space. Let V be an n + 1–dimensional R-vector space with basis
δ, ε1, . . . , εn and bilinear form (·, ·) with kernel Rδ and for which ε1, . . . , εn are orthonormal.
With this notation, the simple affine roots in the usual realization of affine root system of
type C
(1)
n are
δ −
√
2ε1, (ε1 − ε2)/
√
2, . . . , (εn−1 − εn)/
√
2,
√
2εn,
and the finite co-root lattice is ⊕ni=1Z
√
2εi. The simple affine roots in the usual realization
of affine root system of type A
(2)
2n are
δ/2 − ε1, ε1 − ε2, . . . , εn−1 − εn, 2εn,
and the finite co-root lattice is ⊕ni=1Zεi.
Proposition 3.15. Let n ≥ 1.
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i) The map that sends T0 to T0, Ti to Ti, X√2εi to Xεi for 1 ≤ i ≤ n, and Xδ to Xδ,
extends to a surjective group morphism
A˜(C(1)n )→ A˜(A(2)2n )
whose kernel is the normal subgroup generated by Xδ(T
−1
0 X−√2ε1)
2.
ii) The map that sends T0 to T0, Ti to Ti, X√2εi to Xεi for 1 ≤ i ≤ n, and Xδ to X 12 δ,
extends to a surjective group morphism
A˜(C(1)n )→ A˜c(A(2)2n )
whose kernel is the normal subgroup generated by (T−10 Xα∨0 )
2.
Proof. Straightforward from Proposition 3.13. 
3.20. There are irreducible affine root systems that are nonreduced. We refer to [26, §1.3]
for the full list of irreducible affine root systems, noting that in [26] the labelling of the
reduced irreducible affine root systems differs from the one in [23]. We will use the labelling
in [26, §1.3] for the nonreduced irreducible affine root systems. The construction of the
topological space X˜, and consequently of the double affine Artin group, make sense for
any irreducible affine root system R, reduced or nonreduced. However, it is clear form the
definition that X˜ only depends on the set
Rnm := {α ∈ R | 2α 6∈ R}
of non-multipliable roots in R, which is always an irreducible reduced affine root system (in
the sense of Macdonald). Therefore, an double affine Artin group associated to a nonreduced
irreducible affine root system is isomorphic to a double affine Artin group associated to a
reduced irreducible affine root system. The precise correspondence is specified in Table 3.
Table 3. Irreducible nonreduced affine root systems
R Rnm
(BCn, Cn), n ≥ 1 C(1)n
(C∨n , BCn), n ≥ 1 A(2)2n
(Bn, B
∨
n ), n ≥ 3 A(2)2n−1
(C∨n , Cn), n ≥ 1 C(1)n
(C2, C
∨
2 ) A
(2)
3
4. A refinement of van der Lek’s presentation
4.1. As a result of Proposition 3.15 we are able to remove the double affine Artin group
A˜(A
(2)
2n ) from the considerations that follow as it can be studied through its relationship
with A˜(C
(1)
n ). Hereafter, unless otherwise stated, we assume that A is an indecomposable
affine Cartan matrix different from A
(2)
2n .
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4.2. Let us start by further analyzing the presentation of the double affine Artin group
given in Proposition 3.13. We focus on the relations (3.22) and (3.23).
Type (0, j)0: These are relations associated to 1 ≤ j ≤ n such that
2rj0 = −(α∨j , α0) = (α∨j , θ),
with rj0 a non-negative integer. For such a j, if we set µj = α
∨
j +rj0α
∨
0 , the following
relation holds
(4.1) T0Xµj = XµjT0.
Since Xδ is central, we can replace µj in the above relation by α
∨
j − rj0θ∨. The only
possible even non-zero value for the scalar product (α∨j , θ) is 2 and this can happen
only if A = C
(1)
n , n ≥ 1. Therefore, the relations of this type are
T0Xα∨j = Xα∨j T0 if (α
∨
j , θ) = 0,(4.2a)
T0Xα∨
j
−θ∨ = Xα∨
j
−θ∨T0 if (α
∨
j , θ) = 2.(4.2b)
Note that the relation (4.2b) is present only for A = C
(1)
n , n ≥ 2.
Type (0, j)1: These are relations associated to 1 ≤ j ≤ n such that
2rj0 + 1 = −(α∨j , α0) = (α∨j , θ),
with rj0 a non-negative integer. For such a j, if we set µj = α
∨
j +rj0α
∨
0 , the following
relation holds
(4.3) T0XµjT0 = Xsi(µj).
The only odd value the scalar product (α∨j , θ) could take is 1 and this happens only
for A 6= C(1)n , n ≥ 1. Therefore, the only relations of this type are
(4.4) T0Xα∨j T0 = Xα∨j +α∨0 if (α
∨
j , θ) = 1.
Note that the relations (4.4) are not present if A = C
(1)
n , n ≥ 1.
4.3. The following result is useful in reducing the number of necessary relations in the
above presentation.
Lemma 4.1. Let β and γ be simple roots whose nodes in the Dynkin diagram are connected,
but none of them is connected to the node of α0. Assume that β is longer that γ or they
have the same length. Then, if T0 commutes with Xβ∨ then T0 commutes with Xγ∨ .
Proof. The hypothesis implies that (β∨, γ) = −1 and sγ(β∨) = β∨ + γ∨. From equation
Definition 3.9b) we know that
TsγXβ∨Tsγ = Xγ∨+β∨
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or, equivalently, Xγ∨ = TsγXβ∨TsγX−β∨ . From this expression it is clear that if T0 com-
mutes with Xβ∨ then T0 commutes with Xγ∨ . 
4.4. Some of the properties of affine root systems call for separate treatment of twisted
and untwisted affine root systems. The properties that distinguish between untwisted and
twisted roots systems that are most relevant for our purposes are the following. For un-
twisted root systems α0 and θ have the longest possible length among the real roots and
M = Q˚∨. Twisted root systems necessarily have real roots of two different lengths, α0 and
θ are short roots and M = Q˚.
We will denote by iθ the node in the finite Dynkin diagram that is connected to the
affine node. If there are two such nodes (which is the case for S(A
(1)
n ), n ≥ 2) we choose
one of them. We denote by ℓ0 the number of laces by which the nodes corresponding to 0
and iθ are connected. Note that ℓ0 is always 1, except for A = C
(1)
n ,D
(2)
n+1, n ≥ 2 for which
it takes the value 2, and for A = A
(1)
1 for which it takes the value 4. For twisted affine root
systems θ is not the highest root; in this case we denote by iϕ the unique node in the finite
Dynkin diagram for which the corresponding simple root is not orthogonal on ϕ. Remark
that (ϕ∨, αiϕ) = 1.
4.5. In this section we assume that R is an irreducible untwisted affine root system.
Proposition 4.2. In Proposition 3.13 the relations (3.22) and (3.23) can be replaced by
the following relation
T0Xα∨iθ
T0 = Xα∨iθ+α
∨
0
if ℓ0 = 1,(4.5a)
T0Xα∨iθ−θ
∨ = Xα∨iθ−θ
∨T0 if ℓ0 = 2.(4.5b)
Proof. Assume that ℓ0 = 1. Remark first that the relation (4.5a) must be satisfied by
Definition 3.9b). We will show that the relations (4.2a) follow from the relation (4.5a) and
the relations in Proposition 3.13a),d). By using Lemma 4.1 we see that the type (0, j)0
relations (4.2a) are implied by the knowledge of the braid relations and of the commutation
of T0 with Xβ∨ , where β is any simple root neighbor of αiθ . The commutation of T0 and
Xβ∨ holds indeed: since αiθ is a long root we have (β, α
∨
iθ
) = −1 and
Xβ∨ = TsβXα∨iθ
TsβX−α∨iθ
.
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Now,
T0Xβ∨T
−1
0 = T0TsβXα∨iθ
TsβX−α∨iθ
T−10
= TsβT0Xα∨iθ
T0TsβT
−1
0 X−α∨iθ
T−10 by the braid relations for T0 and Tsβ
= TsβXα∨iθ+α
∨
0
TsβX−α∨iθ−α
∨
0
by (4.5a)
= TsβXα∨iθ
TsβX−α∨iθ
by (3.21a) and (3.24)
= Xβ∨ .
For A = A
(1)
n , n ≥ 2, there are two type (0, j)1 relations: (4.5a) and another one, associated
to the second neighbor (let us call it α′) of the affine simple root in the Dynkin diagram. A
straightforward computation, which exploits the fact that T0 commutes with Xα∨
iθ
+α′∨+α∨0
,
(fact which is a consequence of the commuting relations proved above) will show that (4.4)
for α′ holds. For completeness, let us explain the details:
T0Xα′∨T0 = T0X−α∨iθ−α
∨
0
Xα∨iθ+α
′∨+α∨0
T0
= T0X−α∨iθ−α
∨
0
T0Xα∨iθ+α
′∨+α∨0
by (4.2a)
= X−α∨iθ
Xα∨iθ+α
′∨+α∨0
by (4.5a)
= Xα′∨+α∨0 .
The proof of our result in the case ℓ0 = 1 is now completed. The case ℓ0 = 2 is treated
completely similarly. 
4.6. In this section we assume that R is an irreducible twisted affine root system. Recall
that the twisted affine root systems are not simply-laced, θ 6= ϕ, and Q˚ ⊂ Q˚∨. In this
situation there are two other positive roots that play a distinguished role: the long root
ϕ˜ = −sθ(ϕ) and the short root θ˜ = −sϕ(θ). Remark that ϕ˜∨ = θ∨−ϕ∨ and θ˜ = ϕ− θ. Set
Φ˜ = Tsϕ˜ , Θ˜ = Tsθ˜ , Ψ = T
−1
sϕsθ
, and
Ψ
= T−1sθsϕ .
Proposition 4.3. In Proposition 3.13 the relations (3.22) and (3.23) can be replaced by
the following relation
(4.6) T0Xϕ∨T0 = Xϕ∨+α∨0 .
Proof. First, remark that the relation (4.6) must be satisfied in A˜(R). Indeed, using basic
facts about root systems, which can be found for example in [2, VI, §1.3], one obtains that
(ϕ∨, θ) = 1 and therefore (ϕ∨, α0) = −1. Hence, by Definition 3.9b), we obtain that (4.6)
is satisfied .
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Let us explain how the type (0, j)1 relation (4.4) follows from (4.6) and relations in
Proposition 3.13a),d). Indeed, if ℓ0 = 1 or, equivalently, if (θ
∨, αiθ ) = 1, we have
T0Xα∨iθ
T0 = T0Xα∨iθ−θ
∨+ϕ∨Xθ∨−ϕ∨T0
= T0TiθX−θ∨+ϕ∨TiθXθ∨−ϕ∨T0 by (3.21b)
= T0TiθT0T
−1
0 X−θ∨+ϕ∨T
−1
0 T0TiθT
−1
0 T0Xθ∨−ϕ∨T0
= T0TiθT0X−δ+ϕ∨T0TiθT
−1
0 Xδ−ϕ∨ by (4.6) and (3.24)
= TsαT0TiθX−δ+ϕ∨T
−1
iθ
T0TiθXδ−ϕ∨ by the T0, Tiθ braid relations
= TiθT0X−δ+ϕ∨T0TiθXδ−ϕ∨ by (3.21a) and (3.24)
= TiθX−θ∨+ϕ∨TiθXδ−ϕ∨ by (4.6)
= Xα∨iθ+α
∨
0
by (3.21b)
If ℓ0 = 2 or, equivalently, if (θ
∨, αiθ ) = 2, then
siθsθ(−ϕ∨) = siθ(θ∨ − ϕ∨) = θ∨ − ϕ∨ − 2α∨iθ
is a negative co-root since (θ − ϕ∨ − 2α∨iθ , θ) = −1. Taking into account that α is a simple
root, this implies that α∨iθ = θ
∨ − ϕ∨. In this case, (4.4) is precisely (4.6).
Let us now explain how the type (0, j)0 relations (4.2a) follow from (4.6) and relations
in Proposition 3.13a),d).
We first establish the commutation relation for the simple root αiϕ . Indeed,
T0Xα∨iϕ
T−10 = T0Xα∨iϕ+ϕ∨X−ϕ∨T
−1
0
= T0T
−1
iϕ
Xϕ∨T
−1
iϕ
X−ϕ∨T−10 by (3.21b)
= T0T
−1
iϕ
T−10 T0Xϕ∨T0T
−1
0 T
−1
iϕ
T0T
−1
0 X−ϕ∨T
−1
0
= T0T
−1
iϕ
T−10 Xϕ∨+α∨0 T
−1
0 T
−1
iϕ
T0X−ϕ∨−α∨0 by (4.6)
= T−1iϕ Xϕ∨+α∨0 T
−1
iϕ
X−ϕ∨−α∨0 by the T0, Tiϕ braid relations
= T−1iϕ Xϕ∨−θ∨T
−1
iϕ
X−ϕ∨+θ∨ by (3.24)
= Xα∨iϕ
by (3.21b)
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If (θ∨, αiθ ) = 1, we obtain in a similar way a commutation relation between T0 and
Xθ∨−ϕ∨−α∨iθ
:
T0Xθ∨−ϕ∨−α∨iθ
T−10 = T0T
−1
iθ
Xθ∨−ϕ∨T−1iθ T
−1
0 by (3.21b)
= T0T
−1
iθ
T−10 T0Xθ∨−ϕ∨T0T
−1
0 T
−1
iθ
T−10
= T0T
−1
iθ
T−10 Xδ−ϕ∨T
−1
0 T
−1
iθ
T−10 by (4.6)
= T−1iθ T
−1
0 TiθXδ−ϕ∨T
−1
iθ
T−10 T
−1
iθ
by the T0, Tiθ braid relations
= T−1iθ T
−1
0 Xδ−ϕ∨T
−1
0 T
−1
iθ
by (3.21a) and (3.24)
= T−1iθ Xθ∨−ϕ∨T
−1
iθ
by (4.6)
= Xθ∨−ϕ∨−α∨iθ
by (3.21b)
This commutation relation implies a relation of type (0, j)0. Indeed, since (θ
∨, αiθ ) = 1,
θ∨ − ϕ∨ − α∨iθ is a the co-root of a long root, being equal to siθsθ(−ϕ∨). Furthermore, it is
orthogonal on θ. Therefore, the reflection sθ∨−ϕ∨−α∨iθ
is conjugate (in the stabilizer of θ in
W˚ ) to a simple reflection sj0, with respect to a long simple root αj0 . We can write
sjp · · · sj1(α∨j0) = θ∨ − ϕ∨ − α∨iθ
such that sjk(θ) = θ (or, equivalently the nodes 0 and jk are not connected in the Dynkin
diagram) and, because αj0 is long, (sjk−1 · · · sj1(α∨j0), αjk) = −1 for all 1 ≤ k ≤ p. By
(3.21b) we obtain
Xα∨j0
= T−1j1 · · ·T−1jp Xθ∨−ϕ∨−α∨T−1jp · · ·T−1j1
The fact that T0 commutes with Xθ∨−ϕ∨−α∨iθ
and Tjk , for all 1 ≤ k ≤ p, implies that T0 and
Xα∨j0
commute.
By examining the twisted Dynkin diagrams we can see that Lemma 4.1 produces all
the relations of type (0, j)0 starting from the commutation relation between T0 and Xα∨iϕ
except for A
(2)
2n−1, n ≥ 3, for which we also need to use the commutation relation between
T0 and Xα∨
j0
, where, in this case, αj0 is the unique long simple root. 
5. The Coxeter presentation
5.1. As we explain in Appendix B, double affine Weyl groups are not Coxeter groups,
the most basic obstruction being the fact that they have infinite center. As we also point
out in Appendix B, taking a quotient by a proper subgroup of the center, or removing the
center altogether do not produce Coxeter groups either. Therefore, the other possibility for
relating double affine Weyl groups to Coxeter groups is to resolve the center. We show that
this is indeed possible and the corresponding relationship carries over to the double affine
Artin groups.
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5.2. The goal of this section is to obtain a Coxeter-type presentation for double affine
Artin groups and consequently for double affine Weyl groups. This presentation involves
realizing the double affine Artin groups as quotients of the Coxeter braid groups associated
to the double affine Coxeter diagrams listed in Figure 4, Figure 5, and Figure 6. To be
consistent with Convention 3.19,
...
C1 will refer to the diagram
...
A1, and C¨1 will refer to the
diagram A¨1. Remark that if we replace a double or triple node with a regular node, then
the diagrams of type
...
Xn, X¨n are precisely the affine Coxeter diagrams of type X˜n (in the
notation of [2, Ch. VI, §4.3]). In fact, for any double affine Coxeter diagram ...Xn, X˝n, or
X¨n, if we erase all the affine nodes we obtain the finite Coxeter diagram Xn and if we erase
all but one affine node we obtain an affine Coxeter diagram.
5.3. Let us fix notation for the generators of the Coxeter braid group associated to a double
affine Coxeter diagram. The generators associated to the finite nodes will be denoted by
T1, . . . ,Tn.
To a fixed affine node of
...
Xn, X¨n, or X˝n we can associate an element of B(Xn) as follows.
Temporarily denote by X˙n the affine Coxeter diagram obtained from the double Coxeter
diagram by erasing the other affine nodes. The vector space supporting the reflection repre-
sentation of C(Xn) can be naturally realized as a subspace of the reflection representation
of C(X˙n). In the reflection representation of C(X˙n), the action of the reflection associated
to the affine node of X˙n coincides, when restricted to the reflection representation of C(Xn),
to the action of a unique reflection in C(Xn). Hence, to the affine node we can associate
a unique element of C(Xn) and, by applying tXn , a unique element of B(Xn). The affine
nodes that produce the same affine Coxeter diagram X˙n give rise to the same element of
B(Xn).
We fix notation for the affine node that is suggestive of this correspondence. More
precisely, for
...
Xn, the generators corresponding to the affine nodes will be denoted by Θ01,
Θ02, Θ03 and the associated element of B(Xn) will be denoted by Θ. For X¨n and X˝n, the
affine nodes will be denoted by Θ0 and Φ0 and the associated elements of B(Xn) will be
denoted by Θ and Φ, respectively. Note that for C¨n we have Θ = Φ.
As a general rule, we denote by Tiθ the generator corresponding to the finite node
connected to the affine node corresponding to Θ0, Θ01, Θ02, or Θ03, and we denote by ℓ0 the
number of laces between these two nodes. If there are two such finite roots (which is the
case for
...
An, n ≥ 2) we choose one of them. Note that ℓ0 is always 1, except for
...
Cn, C¨n,
n ≥ 2, B˝2, and possibly B˝n/C˝n, n ≥ 3 for which it takes the value 2, and for
...
A1, A¨1 for
which it takes the value 4. Also, we denote by Tiϕ the generator corresponding to the finite
node connected to the affine node corresponding to Φ0.
For the double affine Coxeter diagrams of type X˝n, there are two conjugacy classes of
reflections in C(Xn) and πXn(Θ) and πXn(Φ) are the reflections of maximal length in each
conjugacy class. In particular, Θ and Φ coincide (up to a permutation) with Θ and Φ in
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Section A.4. With the notation,
(5.1) Θ˜ = tXnπXn(ΦΘΦ), Φ˜ = tXnπXn(ΘΦΘ),
we have, according to Lemma A.15iii),
(5.2) Θ˜Θ = ΦΦ˜ and Φ˜Φ = ΘΘ˜.
Remark that the two relations are permuted if Θ and Φ are interchanged. We denote
(5.3) Ψ = Φ˜Θ−1 = Φ−1Θ˜,
Ψ
= Θ˜Φ−1 = Θ−1Φ˜.
To emphasize the distinguished role played by these elements lets us record the following
relations in B(X˝n), each being in fact a relation in an affine Coxeter braid group.
Proposition 5.1. If Xn is double laced, in B(X˝n) the following hold,
i) Φ0 and Φ˜ satisfy the 0-braid relation;
ii) Φ0 and Θ˜ satisfy the 2-braid relation;
iii) Θ0 and Θ˜ satisfy the 0-braid relation;
iv) Θ0 and Φ˜ satisfy the 2-braid relation.
Therefore, Θ0, Φ0, Θ˜, and Φ˜ satisfy the braid relations specified by the Coxeter diagram in
Figure 7.
Figure 7. Labelled B˝2/C˝2 diagram
Φ˜Θ˜
Θ0Φ0
Proof. We present arguments for the first two claims, the last two claims being proved sim-
ilarly. The first two claims involve only the subgroup of B(X˝n) generated by Φ0,T1, . . . ,Tn,
which without loss of generality we may assume that is the Coxeter braid group associated
to the untwisted affine Dynkin diagram X
(1)
n . In particular, we adopt the notation used in
this context we freely make reference to the corresponding finite root system as set up in
§A.3.
Now, the first claim follows from the fact that, (ϕ, ϕ˜) = 0. If (ϕ,α∨iϕ)(ϕ
∨, αiϕ) = 2 then
Φ0 and Tiϕ satisfy the 2-braid relation, but also, Lemma A.16iv),vi) implies that Tiϕ = Θ˜.
Therefore, Φ0 and Θ˜ satisfy the 2-braid relation.
If (ϕ,α∨iϕ )(ϕ
∨, αiϕ) = 1 then Φ0 and Tiϕ satisfy the 1-braid relation. We have (α∨iϕ , θ˜) =
1 and (ϕ∨, siϕ(θ˜)) = 0. This implies that Φ0 and Tsiϕsθ˜siϕ commute.
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Note that since (θ, θ˜) = 0, ϕ˜ is a root in the standard parabolic sub-system of R˚
obtained by removing αiθ . In fact, the only simple root in this parabolic sub-system that
has positive scalar product with θ˜ is αiϕ and (αiϕ , θ˜
∨)(α∨iϕ , θ˜) = 2. Lemma A.14 implies that
Tsiϕ and Tsiϕsθ˜siϕ satisfy the 2-braid relation. From Lemma A.2ii) for a = Φ0, b = Tiϕ , and
c = Tsiϕsθ˜siϕ we obtain that Φ0 and TiϕTsiϕsθ˜siϕTiϕ satisfy the 2-braid relation. By Lemma
A.13 we have Θ˜ = TiϕTsiϕsθ˜siϕTiϕ . In conclusion, Φ0 and Θ˜ satisfy the 2-braid relation.
The fact that Θ˜ and Φ˜ satisfy the 2-braid relation is proved in Lemma A.17iii). 
For the double affine Coxeter diagrams of type C¨n, as we already noted, Φ = Θ. For
notational consistency, we still adopt the notation set up in (5.1) and (5.3), but remark that
in this case
(5.4) Θ˜ = Φ˜ = Θ = Φ and Ψ =
Ψ
= 1.
5.4. We are now ready to associate to each double affine Coxeter diagram a quotient of
the corresponding Coxeter braid group. We start with the double affine Coxeter diagrams
of type
...
Xn.
Definition 5.2. The group B(
...
Xn) is defined as the quotient of B(
...
Xn) by the normal sub-
group generated by the following relations:
a) The element
(5.5) C := Θ01Θ02Θ03Θ
is central.
b) If ℓ0 = 2, for (i, j) ∈ {(1, 2), (1, 3), (2, 3)} we have
(5.6) Θ0iT
−1
iθ
Θ0jTiθ = T
−1
iθ
Θ0jTiθΘ0i.
Let us briefly comment on the minimality of the set of generators and of the set of
relations in the definition of B(
...
Xn). To be able to use standard results on affine Coxeter
braid groups we remark that the affine Coxeter diagram obtained by erasing from
...
Xn all but
one affine node coincide with the Coxeter diagram underlying the affine Dynkin diagram
of type X
(1)
n . Therefore, we will freely use any result that holds in the Coxeter braid of
type X
(1)
n . We note that the elements of B(Xn) ⊂ B(
...
Xn) denoted by Θ and Tiθ correspond
respectively to the elements of B(Xn) ⊂ B(X(1)n ) denoted by Θ and Tiθ .
Lemma 5.3. In B(
...
Xn), if ℓ0 = 1, Θ02 can be expressed in terms of the other generators.
Proof. Let us start with an immediate consequence of (5.5). Since we can use the braid
relations to write
Θ02 = TiθΘ02TiθΘ
−1
02 T
−1
iθ
,
using (5.5) we obtain
Θ02 = TiθΘ02C
−1
TiθΘ
−1
02 CT
−1
iθ
,
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which becomes
Θ02 = TiθΘ
−1
01 Θ
−1Θ−103 TiθΘ03ΘΘ01T
−1
iθ
.
By using the braid relation between Θ01 and Tiθ we obtain the equality
(5.7) Θ02 = Θ
−1
01 T
−1
iθ
Θ01TiθΘ
−1Θ−103 TiθΘ03ΘΘ01T
−1
iθ
,
which we record for later use. 
Lemma 5.4. In Definition 5.2, if ℓ0 = 2, only one of the relations (5.6) should be imposed.
Proof. We will prove that if we impose only one relation in (5.6), say
(5.8) Θ01T
−1
iθ
Θ02Tiθ = T
−1
iθ
Θ02TiθΘ01
the other two easily follow from this one and the fact that C is central. We will illustrate
this briefly.
The above relation says that Θ01 and T
−1
iθ
Θ−102 Tiθ commute. Since Θ01 also commutes
with C, with T−1iθ Θ
−1
01 T
−1
iθ
(this is just the braid relation between Θ01 and Tiθ ), and with
TiθΘ
−1Tiθ (from Lemma A.13 and Lemma A.5), it follows that Θ01 commutes with their
product, which is
T
−1
iθ
Θ−102 TiθT
−1
iθ
Θ−101 T
−1
iθ
TiθΘ
−1
TiθC = T
−1
iθ
Θ03Tiθ .
We proved that
Θ01T
−1
sα Θ03Tsα = T
−1
sα Θ03TsαΘ01.
The argument is the same if we choose to keep any other relation. 
Lemma 5.5. In Definition 5.2, if ℓ0 = 2, the braid relations involving Θ02 are superfluous.
Proof. We can write
(5.9) Θ02 = CΘ
−1
01 Θ
−1Θ−103 .
If i 6= iθ, then Ti and Θ−1Θ−103 commute by Remark 3.7 and Ti and Θ−101 commute (the braid
relation between Ti and Θ01). Keeping in mind (5.5) we obtain that Ti and Θ02 satisfy the
0-braid relation.
Checking that Tiθ and Θ02 satisfy the 2-braid relations is equivalent to checking that
Θ02 and CTiθΘ
−1
01 Θ
−1Θ−103 Tiθ commute. Since Θ02 commutes with C, with TiθΘ
−1
01 T
−1
iθ
and
T
−1
iθ
Θ−103 Tiθ (by the relations (5.6)), and with TiθΘ
−1Tiθ (from Lemma A.13 and Lemma
A.5), it follows that Θ02 commutes with their product, which is precisely our claim. 
Let us record the following equivalent presentation for B(
...
Cn), n ≥ 1, which is a direct
consequence of Lemma 5.4 and Lemma 5.5.
Proposition 5.6. The group B(
...
Cn), n ≥ 1, is the group generated by the elements Θ01,
Θ03, Ti, 1 ≤ i ≤ n, and C, with the following relations:
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a) The elements Θ01, Θ03, Ti, 1 ≤ i ≤ n, generate the braid group B(C¨n) (with Θ01,
Θ03 associated to the affine nodes).
b) The element C is central.
c) If n ≥ 2, we have
Θ01T
−1
iθ
Θ03Tiθ = T
−1
iθ
Θ03TiθΘ01.
5.5. We will now discuss the double affine Coxeter diagrams of type X˝n.
Definition 5.7. The group B(X˝n) is defined as the quotient of B(X˝n) by the normal sub-
group generated by the following relations:
The element
(5.10) C := Φ0ΦΘ0ΨΦ0ΘΘ0
is central.
Remark 5.8. A priori, for each diagram of type X˝n one can associate two groups, depending
on labeling of the affine nodes by Φ0 and Θ0. Equivalently, once a labeling of the affine
nodes by Φ0 and Θ0 is fixed one can associate two quotients of B(X˝n) as in Definition 5.7,
one corresponding to
(5.11) C := Φ0ΦΘ0ΨΦ0ΘΘ0,
and the other correspoding to
(5.12) C′ := Θ0ΘΦ0
Ψ
Θ0ΦΦ0.
We temporarily denote these groups by B(X˝n) and respectively B(X˝n)
′.
The double Coxeter diagrams of type B˝2/C˝2, F˝4, and G˝2 admit an automorphism that
exchanges the two affine nodes and this diagram automorphism induces an isomorphism
between B(X˝n) and B(X˝n)
′. For the double Coxeter diagram of type B˝n/C˝n, n ≥ 3, such
a diagram automorphism does not exist since the two affine nodes have different degree. In
this case, the involution of B(B˝n/C˝n) that inverts all the generators sends C
−1 to C′ and
therefore induces an isomorphism between B(B˝n/C˝n) and B(B˝n/C˝n)
′. In conclusion, the
two different labellings of the affine nodes produce isomorphic groups.
This fact mirrors the isomorphism between the double affine Artin groups corresponding
to the affine root systems of type D
(2)
n+1 and A
(2)
2n−1, n ≥ 3. Just as before, despite the fact
that we introduce some redundancy, for the benefit on notational uniformity, we will consider
both labellings of the affine nodes for the double Coxeter diagram of type B˝n/C˝n, n ≥ 3,
which we denote as in Figure 8.
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Figure 8. Affine node labels for B˝n/C˝n
B˝n, n ≥ 3 Θ0
Φ0
C˝n, n ≥ 3 Φ0
Θ0
5.6. We will now discuss the double affine Coxeter diagrams of type C¨n which share features
with both the diagrams of type C˝n (because there are only two affine nodes) and those type...
Cn (because the affine nodes attach in the same way to the finite Coxeter diagram). This
will reflect accordingly in the definition of B(C¨n).
Definition 5.9. The group B(C¨n) is defined as the quotient of B(C¨n) by the normal sub-
group generated by the following relations:
a) The element
(5.13) C = (Φ0ΘΘ0)
2
is central.
b) If ℓ0 = 2, we have
(5.14) Θ0T
−1
iθ
Φ0Tiθ = T
−1
iθ
Φ0TiθΘ0.
We also define the group B(C¨n)
c as the group generated by B(C¨n) and a central element
C1/2 such that (C1/2)2 = C.
Remark 5.10. The relation (5.14) is the same as the relation (5.6) for the diagrams of type
...
Cn. We can see that the relation (5.13) is also the same as the relation (5.10) for the the
diagrams of type X˝n. Indeed, taking into account (5.4), we can write
(5.15) (Φ0ΘΘ0)
2 = Φ0ΦΘ0ΨΦ0ΘΘ0,
which is precisely the relevant element that appears in (5.10).
Remark 5.11. As in the case of diagrams of type X˝n, a priori, Definition 5.9 associates two
possible groups to a diagram of type C¨n, depending of the labeling of the affine nodes by
Θ0 and Φ0. The discussion in Remark 5.8 carries over to this case to show that the two
different labelings of affine nodes produce isomorphic groups.
Proposition 5.6 allows us to directly relate the groups B(
...
Cn), B(C¨n), and B(C¨n)
c.
Proposition 5.12. Let n ≥ 1.
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i) The map that sends Θ01 to Θ0, Θ03 to Φ0, Ti to Ti, 1 ≤ i ≤ n, and C to C, extends
to a surjective group morphism
B(
...
Cn)→ B(C¨n)
whose kernel is the normal subgroup generated by C−1Θ202.
ii) The map that sends Θ01 to Θ0, Θ03 to Φ0, Ti to Ti, 1 ≤ i ≤ n, and C to C1/2,
extends to a surjective group morphism
B(
...
Cn)→ B(C¨n)c
whose kernel is the normal subgroup generated by Θ202.
Proof. Straightforward from Proposition 5.6 and Definition 5.9. 
5.7. We will show that the groups defined in §5.4 and §5.5 are (up to isomorphism) double
affine Artin groups. The precise correspondence is the one specified in (1.1) with the caveat
that the correspondence pairs B˝n and D
(2)
n+1, n ≥ 2, and C˝n and A(2)2n−1, n ≥ 2. We will use
the symbol ι to refer to this correspondence (in either direction). Remark that through this
correspondence the Coxeter diagrams consisting of finite nodes coincide and therefore can be
labeled in the same fashion so that the two Coxeter braid groups can be readily identified.
Furthermore, we arrange that the node labelled Θ0, Θ01, Θ02, or Θ03 in a double affine
Coxeter diagram is precisely the affine node in the corresponding affine Dynkin diagram.
In this fashion, the elements denoted by Θ, Φ, Tiθ , and Tiϕ correspond respectively to the
elements denoted by Θ, Φ, Tiθ , and Tiϕ . We note that the labelling of the affine nodes in
Figure 8 respects this convention. Henceforth, we adopt the labelling described above.
Remark 5.13. If Xn is double-laced then the central element C can be written as
(5.16) C = (Φ0Θ˜Φ˜Θ0)
2.
Indeed,
Φ0ΦΘ0ΨΦ0ΘΘ0 = Φ0ΦΘ0Θ˜
−1Φ˜−1Φ0ΘΘ0 by Lemma A.17iv)
= Φ0ΦΘ˜
−1Θ0Φ0Φ˜−1ΘΘ0 by Lemma 5.1i),iii)
= Φ0Θ˜Φ˜Θ0Φ0Θ˜Φ˜Θ0 by Lemma A.17i),ii)
Remark 5.14. For G˝2 the central element C can be written as
(5.17) C = (Φ0TiϕTiθTiϕTiθΘ0)
2.
Indeed,
Φ0ΦΘ0ΨΦ0ΘΘ0 = Φ0ΦΘ0T
−1
iϕ
T
−1
iθ
Φ0ΘΘ0 by Lemma A.16vii)
= Φ0ΦT
−1
iϕ
Θ0Φ0T
−1
iθ
ΘΘ0 by the braid relations
= Φ0(TiϕTiθ)
2Θ0Φ0(TiϕTiθ)
2Θ0
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Proposition 5.15. In Definition 5.7, the braid relation between Φ0 and Θ0 is superfluous.
Proof. If Xn is double-laced, then
Φ0Θ0Φ0Θ0 = CΦ0 · C−1Θ0Φ0 · Θ0 by (5.10)
= CΦ0Φ˜
−1Θ˜−1Φ−10 Θ
−1
0 Φ˜
−1Θ˜−1Θ0 by (5.16)
= CΦ0Φ˜
−1Θ˜−1Φ−10 · Θ˜−1Θ˜ · Φ˜Φ˜−1 ·Θ−10 Φ˜−1Θ˜−1Θ0
= CΦ˜−1Θ˜−1Φ−10 Θ˜
−1 · Φ0Θ˜Φ˜Θ0 · Φ˜−1Θ−10 Φ˜−1Θ˜−1 by Lemma 5.1
= CΦ˜−1Θ˜−1Φ−10 Θ˜
−1 · CΘ−10 Φ˜−1Θ˜−1Φ−10 · Φ˜−1Θ−10 Φ˜−1Θ˜−1 by (5.16)
= CΦ˜−1Θ˜−1Φ−10 Θ
−1
0 Θ˜
−1Φ˜−1 · CΘ˜−1Φ˜−1Φ−10 Θ−10 Φ˜−1Θ˜−1 by Lemma 5.1i)iii)
= Θ0Φ0Θ0Φ0 by (5.16)
Therefore, Θ0 and Φ0 satisfy the 2-braid relation.
For G˝2 we have
TiϕTiθΘ0Φ0Φ · Tiθ · Φ−1Φ−10 Θ−10 T−1iϕ T−1iθ = TiϕTiθΘ0 · Tiθ ·Θ−10 T−1iθ T−1iϕ
= TiϕΘ0T
−1
iϕ
= Θ0.
and
TiϕTiθΘ0Φ0Φ · Tiϕ · Φ−1Φ−10 Θ−10 T−1iϕ T−1iθ = CT−1iθ T−1iϕ Φ−10 Θ−10 · Tiϕ ·Θ0Φ0TiϕTiθC−1
= T−1iθ T
−1
iϕ
Φ−10 · Tiϕ · Φ0TiϕTiθ
= T−1iθ Φ0Tiθ
= Φ0.
Since Tiθ and Tiϕ satisfy the 3-braid relation we obtain that Θ0 and Φ0 satisfy the 3-braid
relation. 
5.8. One immediate consequence of the above discussion is that it shows that B(
...
A1),
B(A¨1), and B(B˝2) embed in B(
...
Xn), B(C¨n), and B(X˝n) (for Xn 6= G2), respectively. The
appropriate statement for G˝2 is, of course, trivial.
Proposition 5.16. There exists canonical embeddings that preserve the affine generators
of B(
...
A1) into B(
...
Xn), of B(A¨1) into B(C¨n), and of B(B˝2) into B(X˝n) for Xn double laced.
Proof. For
...
Xn the generator associated to the finite node of
...
A1 is mapped to Θ. The same
holds for C¨n and A¨1. For X˝n the generators associated to the finite nodes of B˝2 are mapped
to Θ˜ and Φ˜. Our claim is straightforward from Definition 5.2, Definition 5.9 and (5.15),
and Definition 5.7, Proposition 5.1, and (5.16). 
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5.9. We are now in position to show that the groups B(
...
Xn) and A˜(X
(1)
n ) are isomorphic.
Let us define the candidates for isomorphism between the two groups.
Let
φ : B(
...
Xn)→ A˜(X(1)n )
be defined as the extension to a group morphism of the map
φ(Θ01) = T0, φ(Θ02) = T
−1
0 Xα∨0 , φ(Θ03) = Xθ∨Θ
−1, φ(Ti) = Ti, 1 ≤ i ≤ n.
Proposition 5.17. The map φ : B(
...
Xn)→ A˜(X(1)n ) is well defined.
Proof. From Remark 3.14 we know that Xθ∨Θ
−1 and Ti, 1 ≤ i ≤ n satisfy the desired braid
relations. Let us verify that T−10 Xα∨0 and Ti, 1 ≤ i ≤ n satisfy the a0iai0-braid relations.
The claim is obvious if the 0 node and the i node are not connected in the Dynkin
diagram. Therefore, we only need to verify the ℓ0-braid relation for T
−1
0 Xα∨0 and Tiθ . If
A = A
(1)
n , n ≥ 2, then the argument we present works also for the second simple root whose
node is connected to the 0 node. Remark that if ℓ0 = 4 there is nothing to prove and the
same is true for ℓ0 = 2 by Lemma 5.5.
If ℓ0 = 1 then,
T−10 Xα∨0 TiθT
−1
0 Xα∨0 = T
−1
0 T
−1
iθ
Xα∨0 +α∨iθ
T−10 Xα0 by (3.18b)
= T−10 T
−1
iθ
T0Xα∨iθ+α
∨
0
by (3.18b)
= TiθT
−1
0 T
−1
iθ
Xα∨iθ+α
∨
0
by the braid relation for T0 and Tiθ
= TiθT
−1
0 Xα∨0 Tiθ , by (3.18b)
which is the 1-braid relation for T−10 Xα∨0 and Tiθ .
Also,
φ(C) = φ(Θ01Θ02Θ03Θ)
= T0T
−1
0 Xα∨0Xθ∨Φ
−1Φ
= Xδ
which is central in the double affine Artin group. The only thing which needs explanation
is the fact that the image of relation (5.6) holds if ℓ0 = 2. In fact, as it follows from Lemma
5.4, we need to do this only for one relation, say
(5.18) Θ01T
−1
iθ
Θ02Tiθ = T
−1
iθ
Θ02TiθΘ01.
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Indeed,
φ(Θ01T
−1
iθ
Θ02Tiθ) = T0T
−1
iθ
T−10 Xα∨0 Tiθ
= T0T
−1
iθ
T−10 T
−1
iθ
Xα∨0 +α∨iθ
by (3.21b) and (3.24)
= T−1iθ T
−1
0 T
−1
iθ
T0Xα∨0 +α∨iθ
by the braid relation between T0 and Tiθ
= T−1iθ T
−1
0 T
−1
iθ
Xα0+αiθT0 by (3.22)
= T−1iθ T
−1
0 Xα0TiθT0 by (3.21b) and (3.24)
= φ(T−1iθ Θ02TiθΘ01).
The proof is completed. 
Let
ψ : A˜(X(1)n )→ B(
...
Xn)
be defined as the extension to a group morphism of the map
ψ(T0) = Θ01, ψ(Ti) = Ti, 1 ≤ i ≤ n(5.19a)
ψ(Xθ∨) = Θ03Θ, φ(Xδ) = C.(5.19b)
Proposition 5.18. The map ψ : A˜(X
(1)
n )→ B(
...
Xn) is well defined.
Proof. As it clear from Remark 3.14, the elements for which we defined ψ generate A˜(X
(1)
n ).
The only fact that requires justification is that the image of the relations (4.5a) and (4.5b)
holds in B(
...
Xn).
Let us consider first the case ℓ0 = 1. We have to prove that
Θ01ψ(Xα∨iθ
)Θ01 = ψ(Xα∨0 +a∨iθ
).
Since TiθX−θ∨Tiθ = Xα∨iθ−θ
∨ we know that
Xα∨iθ
= TiθX−θ∨TiθXθ∨ .
Therefore we want that
Θ01TiθΘ
−1Θ−103 TiθΘ03ΘΘ01 = CTiθΘ
−1Θ−103 Tiθ
or equivalently
ΘT−1iθ Θ01TiθΘ
−1Θ−103 TiθΘ03ΘΘ01T
−1
iθ
Θ03 = C.
This immediately follows by replacing the formula (5.7) for Θ02 into the equation (5.5).
In the case ℓ0 = 2 we have to prove that
Θ01ψ(Xα∨iθ−θ
∨) = ψ(Xα∨iθ−θ
∨)Θ01.
As before,
Xα∨iθ−θ
∨ = TiθX−θ∨Tiθ ,
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hence our statement is proved as follows
Θ01ψ(Xα∨iθ−θ
∨) = Θ01TiθΘ
−1Θ−103 Tiθ
= C−1Θ01TiθΘ01Θ02Tiθ by (5.5)
= C−1Θ01TiθΘ01TiθT
−1
iθ
Θ02Tiθ
= C−1TiθΘ01TiθΘ01T
−1
iθ
Θ02Tiθ by the braid relation between Θ01 and Tiθ
= C−1TiθΘ01TiθT
−1
iθ
Θ02TiθΘ01 by (5.6)
= C−1TiθΘ01Θ02TiθΘ01
= TiθΘ
−1Θ−103 TiθΘ01 by (5.5)
= ψ(Xα∨iθ−θ
∨)Θ01.
The proof is now complete. 
Theorem 5.19. The groups A˜(X
(1)
n ) and B(
...
Xn) are isomorphic.
Proof. The morphisms constructed in Proposition 5.17 and Proposition 5.18 are inverse for
each other, as it can be easily checked on generators. 
5.10. From Proposition 3.15 we also obtain a similar description for A˜(A
(2)
2n ) and A˜
c(A
(2)
2n ).
Theorem 5.20. The double affine Artin group A˜(A
(2)
2n ) is isomorphic to B(C¨n) and the
group A˜c(A
(2)
2n ) is isomorphic to B(C¨n)
c.
Proof. Straightforward from Proposition 3.15, Proposition 5.12, and Theorem 5.19. 
For completeness, let us specify below the inverse isomorphisms between A˜c(A
(2)
2n ) and
B(C¨n)
c. The relevant isomorphisms between A˜(A
(2)
2n ) and B(C¨n) is simply obtained by
restriction. Let
φ : B(C¨n)
c → A˜c(A(2)2n )
be defined as the extension to a group morphism of the map
φ(Θ0) = T0, φ(Φ0) = Xθ∨Θ
−1, φ(Ti) = Ti, 1 ≤ i ≤ n, φ(C1/2) = X 1
2
δ.
Its inverse is
ψ : A˜c(A
(2)
2n )→ B(C¨n)c
defined as the extension to a group morphism of the map
ψ(T0) = Θ0, ψ(Ti) = Ti, 1 ≤ i ≤ n(5.20a)
ψ(Xθ∨) = Φ0Θ, φ(X 1
2
δ) = C
1/2.(5.20b)
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5.11. We will show that the groups B(X˝n) and A˜(X˝
ι
n) are also isomorphic. Let us define
the candidates for isomorphism between the two groups.
Let
φ : B(X˝n)→ A˜(X˝ιn)
be defined as the extension to a group morphism of the map
(5.21) φ(Θ0) = T0, φ(Φ0) = Xϕ∨Φ
−1, φ(Ti) = Ti, 1 ≤ i ≤ n.
Proposition 5.21. The map φ : B(X˝n)→ A˜(X˝ιn) is well defined.
Proof. As noted in Remark 3.14, the element φ(Φ0) satisfies the predicted braid relations
with Ti, 1 ≤ i ≤ n. Furthermore, from Proposition 5.15 we know that we can exclude from
the definition B(X˝n) the braid relations between Θ0 and Φ0. Therefore, we only need to
check that the image of relation (5.10) holds in A˜(X˝
ι
n). More precisely, we need to verify
that
(5.22) Xδ = Xϕ∨Φ
−1ΦT0ΨXϕ∨Φ−1ΘT0
or, equivalently, that
(5.23) Xδ = T0Xϕ∨T0ΨXϕ∨Φ
−1Θ.
This equality follows from (4.6) and Proposition A.18i) applied to the affine Coxeter group
generated by Xϕ∨Φ
−1 and Ti, 1 ≤ i ≤ n. 
Let
ψ : A˜(X˝
ι
n)→ B(X˝n)
be defined as the extension to a group morphism of the map
ψ(T0) = Θ0, ψ(Ti) = Ti, 1 ≤ i ≤ n(5.24a)
ψ(Xϕ∨) = Φ0Φ, φ(Xδ) = C.(5.24b)
Proposition 5.22. The map ψ : A˜(X˝
ι
n)→ B(X˝n) is well defined.
Proof. The only fact that requires justification is that the image of relation (4.6) holds in
B(X˝n). Using Proposition A.18i) applied to the affine Coxeter group generated by Xϕ∨Φ
−1
and Ti, 1 ≤ i ≤ n, we obtain that
ψ(Xϕ˜∨) = ΨΦ0Θ.
Therefore, we need to verify that
(5.25) Θ0Φ0ΦΘ0 = CΘ
−1Φ−10 Ψ
−1
or, equivalently, that
(5.26) Φ0ΦΘ0ΨΦ0ΘΘ0 = C,
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which is precisely (5.10). 
Theorem 5.23. The groups A˜(X˝
ι
n) and B(X˝n) are isomorphic.
Proof. The group morphisms constructed in Proposition 5.21 and Proposition 5.22 are in-
verse to each other, as it can be easily checked on generators. 
5.12. We record here Coxeter group versions of the results proved in this section.
Definition 5.24. Let C(
...
Xn), C(C¨n), and C(X˝n) denote the quotient of B(
...
Xn), B(C¨n),
and, respectively, B(X˝n), by the normal subgroup generated by the squares of the generators.
Remark 5.25. Alternatively, C(
...
Xn), C(C¨n), and C(X˝n) can be defined as the quotient of
C(
...
Xn), C(C¨n), and, respectively, C(X˝n) by the relations (5.5)-(5.6), (5.13)-(5.14), and,
respectively, (5.10).
Corollary 5.26. The group C(
...
Xn) is isomorphic to the double affine Weyl group associ-
ated to X
(1)
n and the C(X˝n) is isomorphic to the double affine Weyl group associated to
X˝
ι
n. Furthermore, the double affine Weyl group associated to A
(2)
2n is isomorphic to C(C¨n),
and C(
...
Cn) is isomorphic to the trivial central extension of the double affine Weyl group
associated to A
(2)
2n by the group generated by an element τ 1
2
δ such that τ
2
1
2
δ
= τδ.
Proof. Straightforward from Remark 3.10, Theorem 5.19, Theorem 5.23, and Theorem 5.20.
Alternatively, it can be verified that the proofs of Theorem 5.19, Theorem 5.23, and Theorem
5.20 carry over at the level of Weyl double affine groups. 
6. Automorphisms
6.1. As an application of the Coxeter-type presentation of the double affine Artin group
we show that the rank two Coxeter braid groups (see §6.3) faithfully act by automorphisms
on the appropriate double affine Artin group and they induce actions of the appropriate
congruence groups by outer automorphisms as in [22]. For the double affine Artin groups
associated to untwisted affine Dynkin diagrams this action was constructed by Cherednik
[5, Theorem 4.3] and a construction of the action based on the Coxeter-type presentation
as well as the faithfulness statement can be found in [21, §4.2]. For the double affine Artin
groups associated to twisted affine Dynkin diagrams the results are new.
6.2. Let us describe in detail the braid groups and congruence groups that will turn out
to act as automorphisms. For an integer N ≥ 2, let Γ(N) denote the level N principal
congruence subgroup of SL(2,Z), which is defined as the kernel of the canonical morphism
SL(2,Z)→ SL(2,Z/NZ). Explicitly, we have
Γ(N) =
{[
a b
c d
]
∈ SL(2,Z)
∣∣∣∣∣
[
a b
c d
]
=
[
1 0
0 1
]
(mod N)
}
.
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Denote Γ1(1) = SL(2,Z) and, for r = 2, 3,
Γ1(r) =
{[
a b
c d
]
∈ SL(2,Z)
∣∣∣∣∣
[
a b
c d
]
=
[
1 ∗
0 1
]
(mod r)
}
.
The index of Γ1(2) and Γ1(3) inside Γ1(1) is 3 and 8, respectively. Another congruence
group that will appear in our context is
Γ1(2)
′ =
{[
a b
c d
]
∈ SL(2,Z)
∣∣∣∣∣ a+ d ≡ b+ c ≡ 0 (mod 2)
}
.
Denote by I2 the two-by-two identity matrix and let
u12 =
[
1 −1
0 1
]
, u21 =
[
1 0
1 1
]
, and e(r) =
[
0 r−
1
2
r
1
2 0
]
∈ GL(2,R), 1 ≤ r ≤ 3.
As it can be directly verified,
(6.1)
u12u21u12 = u21u12u21 =
[
0 −1
1 0
]
, (u12u21)
3 = −I2,
(u12u
2
21)
2 = −I2, (u12u321)3 = I2,
e(r)u12e(r) = u
−r
21 , e(r)
2 = I2, 1 ≤ r ≤ 3.
It is well-known that 〈u12, u21〉 is precisely Γ1(1). Furthermore, for r = 2, 3,
〈u12, ur21〉 ≤ Γ1(r),
and the index of 〈u12, ur21〉 inside 〈u12, u21〉 is 3 and, respectively, 8 (a set of coset represen-
tatives being, for example, the classes of I2, u21, u12u21 and, respectively, I2, u21, u12u21,
u212u21, u
2
21, u12u
2
21, u
2
12u
2
21). Therefore, for r = 1, 2, 3, u12 and u
r
21 satisfy the r-braid
relation and
〈u12, ur21〉 = Γ1(r).
As can be directly checked, the groups Γ1(2) and Γ1(2)
′ are conjugate inside Γ1(1), more
precisely
u21Γ1(2)u
−1
21 = Γ1(2)
′,
and therefore, u21u12u
−1
21 and u
2
21 satisfy the 2-braid relation and
〈u21u12u−121 , u221〉 = Γ1(2)′.
For 1 ≤ r ≤ 3, let us also denote by Ξ1(r) the subgroup of GL(2,R) generated by e(r) and
Γ1(r), and by Ξ1(2)
′ the subgroup of GL(2,R) generated by e(1) and Γ1(2)′. We remark
that Ξ1(1) = GL(2,Z) and in general Γ1(r), Γ1(2)′ is normal of index two in Ξ1(r), Ξ1(2)′,
respectively.
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6.3. Let us consider the Coxeter braid group of rank two (associated to the Coxeter dia-
grams of type A2, B2, and G2). In order to emphasize their relationship to the congruence
groups discussed above we use the following notation. We denote by Γ˜1(1) the braid group
generated by two elements u1, u2 that satisfy the 1-braid relation (the Coxeter braid group
of type A2), and set
(6.2) c = (u1u2)
3.
The center of Γ˜1(1) is the subgroup generated by c. By Lemma A.2i), for r = 2, 3, the
elements u1, u
r
2 satisfy the r-braid relation. In fact, it is known [12, §3.5.2] that these
braid relations are the defining relations for the groups generated by the above pairs of
elements. Therefore, the group Γ˜1(2) = 〈u1, u22〉 is the Coxeter braid group of type B2,
and Γ˜1(3) = 〈u1, u32〉 is the Coxeter braid group of type G2. The group Γ˜1(2) can be
interpreted as the subgroup of the braid group on three strands that is fixing the third
strand. Furthermore,
(6.3) (u1u
2
2)
2 = (u1u2)
3 = c and (u1u
3
2)
3 = (u1u2)
6 = c2,
and these elements generate the center of Γ˜1(2) and Γ˜1(3), respectively. Define also
Γ˜1(2)
′ = u2Γ˜1(2)u−12 = 〈u2u1u−12 , u22〉.
Remark that c ∈ Γ˜1(2)′ and this element generates the center of Γ˜1(2)′. The group Γ˜1(2)′
can be interpreted as the subgroup of the braid group on three strands that is fixing the
middle strand.
There exists a surjective group morphism
π : Γ˜1(1)→ Γ1(1)
defined by π(u1) = u12, π(u2) = u21, that restricts to corresponding surjective morphisms
π : Γ˜1(r)→ Γ1(r), r = 2, 3, and π : Γ˜1(2)′ → Γ(2)′.
All these maps are central extensions. However, since the groups Γ1(r), r = 1, 2, 3, are not
perfect groups (and nor is, for example, Γ˜1(1) [13, Theorem 2.1]) they do not have universal
central extensions [32, §7(ii),(iv)] as abstract groups. What can be said in turn, is that
Γ˜1(r) is the preimage of Γ1(r) ⊂ SL(2,R) inside its universal cover ˜SL(2,R).
For 1 ≤ r ≤ 3, we also consider the group Ξ˜1(r) defined as the semi-direct product of
Γ˜1(r) and the cyclic group of order two generated by an element v(r) such that
v(r)u1v(r) = u
−r
2 .
Remark that v(1) normalizes Γ˜1(2)
′ inside Γ˜1(1) and define Ξ˜1(2)′ as the subgroup generated
by v(1) and Γ˜1(2)
′. By sending v(r) to e(r), we can extend the group morphism π defined
above to
π : Ξ˜1(r)→ Ξ1(r), 1 ≤ r ≤ 3, and π : Ξ˜1(2)′ → Ξ(2)′,
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which are also surjective group morphisms.
6.4. We begin by describing a certain anti-involution which itself plays a major role in
the theory of double affine Hecke algebras and in Macdonald theory. Its existence was
announced in [3, Theorem 2.2, Theorem 2.4] for the double affine Artin groups associated
to untwisted affine Dynkin diagrams and proofs treating all double affine Artin groups later
appeared in [19] (topological) and[26, §3.5-3.7] (algebraic). The argument for existence of
this anti-involution based on the Coxeter presentation of the double affine Artin groups first
appeared in [21] for what corresponds here to the groups associated to untwisted Dynkin
diagrams. We stress that the existence of this anti-involution is an immediate consequence
of the Coxeter type presentation for double affine Artin groups.
6.5. The action of the map we will now define is present at several levels. To avoid
cumbersome notation we will denote all these maps by e as it will be clear from the context
to which one we refer to. At the level of double affine Coxeter diagrams in Figure 4, Figure
5, and Figure 6 the involution e acts as identity. At the level of labeled double affine Coxeter
diagrams e still acts as identity except for the diagrams of type B˝n and C˝n (see Figure 8)
which are interchanged.
For each pair of diagrams that correspond via e there is an associated involution between
their nodes. For labelled diagrams of type
...
Xn the map
(6.4) e :
...
Xn →
...
Xn
is again the identity map except for the nodes labelled by Θ01 and Θ03 that are interchanged.
For labelled diagrams of type C¨n the map
(6.5) e : C¨n → C¨n
is again the identity map except for the two affine nodes which are interchanged.
For labeled diagrams of type X˝n, the map
(6.6) e : X˝n → X˝en
is the unique diagram isomorphism that interchanges the two labelled affine nodes. Note
that for the diagrams of type B˝2/C˝2, F˝4, G˝2, e is forced to act non-trivially on the set of
finite nodes.
Being an isomorphism between Coxeter diagrams, e induces between the corresponding
Coxeter braid groups both an isomorphism and an anti-isomorphism, in either case, its
inverse being still the map induced by e in the other direction. In other words, e at the
level of Coxeter braid groups has always order two, except for e : B(B˝n) → B(C˝n), n ≥ 3
whose inverse is e : B(C˝n)→ B(B˝n). In what follows we will not be making this distinction
and we will say that e has order two. Only the induced anti-isomorphisms descend to maps
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between the corresponding double affine Artin groups and whenever used in this context e
always denotes an anti-involution.
Theorem 6.1. The map e induces anti-involutions
e : B(
...
Xn)→ B(
...
Xn), e :B(X˝n)→ B(X˝en)(6.7)
e : B(C¨n)→ B(C¨n), e :B(C¨n)c → B(C¨n)c.(6.8)
Proof. The fact that e preserves the relations in Definition 5.2 and Definition 5.9 is trivially
verified. For e : B(X˝n)→ B(X˝en), we have
e(Θ) = Φ, e(Φ) = Θ, e(Θ˜) = Φ˜, e(Φ˜) = Θ˜, e(Ψ) = Ψ.
with the help of which the fact that e preserves the relations in Definition 5.7 immediately
follows. 
Remark 6.2. The anti-involution e is compatible with the surjective morphisms in Proposi-
tion 5.12.
Remark 6.3. In the Bernstein presentation of the double affine Artin group, the anti-
involution e is precisely the anti-involution in [26, (3.5.1)] and its composition with the
map taking inverses is precisely the involution in [19, Theorem 2.2].
6.6. In what follows we will be particularly interested in automorphisms of double affine
Artin groups that act as identity when restricted to the corresponding finite Artin groups.
We denote by Aut(B(
...
Xn);Xn), Aut(B(C¨n);Cn), and Aut(B(X˝n);Xn) the group of such
automorphisms and by Out(B(
...
Xn);Xn), Out(B(C¨n);Cn), and Out(B(X˝n);Xn) the corre-
sponding group of outer automorphisms.
Let us consider first the case of a Coxeter diagram of type
...
Xn. We define two maps
on the set of generators of B(
...
Xn) by letting them fix the generators corresponding to the
finite nodes and by
a(Θ01) = Θ02, a(Θ02) = Θ
−1
02 Θ01Θ02, a(Θ03) = Θ03,
b(Θ01) = Θ01, b(Θ02) = Θ03, b(Θ03) = Θ
−1
03 Θ02Θ03.
Theorem 6.4. The above maps extend to elements of Aut(B(
...
Xn);Xn). Furthermore,
i) a−1 = ebe, b−1 = eae, and aba = bab;
ii) (ab)3 acts on the affine generators by conjugation with Tw◦;
iii) If Xn is of type Bn, n ≥ 3, Cn, n ≥ 1, D2n+1, n ≥ 2, E7, E8, F4, G2, then (ab)3
acts on B(
...
Xn) by conjugation by Tw◦;
iv) If Xn is of type An, n ≥ 2, D2n, n ≥ 2, E6, then (ab)6 acts on B(
...
Xn) by conjugation
by T2w◦.
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Proof. We need to verify that the two maps preserve the relations in Definition 5.2. We
will perform the verifications for a, the verifications for b are entirely similar.
The relation (5.5) is clearly preserved by a. Let us check that a(Θ02) satisfies the braid
relations with the generators corresponding to the simple nodes. For a node i 6= iθ the
braid relations follow from the fact that Θ01 and Θ0 commute, and Θ02 and Ti commute.
For iθ, we have to argue that Tiθ and Θ
−1
02 Θ01Θ02 satisfy the same braid relation as ℓ0-braid
relation. If ℓ0 = 4 there is nothing to prove.
If ℓ0 = 1, then by applying Lemma A.1 for a = Tiθ , b = Θ01, and c = Θ02 we see that
we can equivalently show that Tiθ and Θ01Θ02 satisfy the 2-braid relation, or, after taking
(5.5) into account, that Tiθ and Θ
−1Θ−103 satisfy the 2-braid relation. But this is precisely
Remark 3.7 for the affine Coxeter group generated by Θ03, Ti, 1 ≤ i ≤ n.
If ℓ0 = 2, then Θ01 commutes with TiθΘ01Tiθ (by braid relations) and with T
−1
iθ
Θ02Tiθ .
Therefore, Θ01 commutes with TiθΘ01Θ02Tiθ . Similarly, Θ02 commutes with TiθΘ01Θ02Tiθ .
Now, using these facts we obtain
TiθΘ
−1
02 Θ01Θ02TiθΘ
−1
02 Θ01Θ02 = TiθΘ
−1
02 T
−1
iθ
TiθΘ01Θ02TiθΘ
−1
02 Θ01Θ02
= TiθΘ
−1
02 T
−1
iθ
Θ−102 Θ01Θ02TiθΘ01Θ02Tiθ
= Θ−102 T
−1
iθ
Θ−102 TiθΘ01Θ02TiθΘ01Θ02Tiθ
= Θ−102 Θ01Θ02TiθΘ
−1
02 Θ01Θ02Tiθ ,
which is exactly our claim.
If ℓ0 = 2 we also need to verify that the image of the relations (5.6) through a are
preserved. As explained in Proposition 5.4 only one of the relations (5.6) is necessary in
the definition. In our case it is clear that the image of the relation (5.6) for the pair (1, 3)
is mapped to the relation (5.6) for the pair (2, 3). In conclusion, a extends indeed to an
endomorphism of B(
...
Xn).
The fact that a and b are indeed isomorphisms can be seen by verifying that eae is the
inverse of b and that ebe is the inverse of a. As for the equality aba = bab, it can be directly
verified that
(6.9)
aba(Θ01) = Θ03 = bab(Θ01)
aba(Θ02) = Θ
−1
03 Θ02Θ03 = bab(Θ02)
aba(Θ03) = Θ
−1
03 Θ
−1
02 Θ01Θ02Θ03 = bab(Θ03).
By using (6.9) we see that (aba)2 acts on the affine generators by conjugation with
(Θ01Θ02Θ03)
−1.
After taking into account (5.5) this is the same as conjugation with Θ. But since in C(Xn)
we have w◦ = sθx, x ∈ stab θ, ℓ(w◦) = ℓ(sθ)+ ℓ(x), we obtain that (aba)2 acts on the affine
generators by conjugation with Tw◦ . If Tw◦ is central in B(Xn) then we can say that (aba)
2
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acts on B(
...
Xn) by conjugation by Tw◦ . Otherwise, T
2
w◦ is central in B(Xn) and therefore
(aba)4 acts on B(
...
Xn) by conjugation by T
2
w◦ . 
Theorem 6.5. The map sending u1, u2 to a, b, respectively, defines an injective group
morphism
Γ˜1(1)→ Aut(B(
...
Xn);Xn).
The induced morphism
Γ1(1)→ Out(B(
...
Xn);Xn)
is injective if Xn is of type An, n ≥ 2, D2n, n ≥ 2, E6, and has kernel ±I2 otherwise.
Proof. The fact that the maps define indeed group morphisms as specified follows straight
from Theorem 6.4. Remark that the action of Γ˜1(1) descends to an action
Γ1(1)→ Out(C(
...
Xn)).
Through the isomorphism in the proof of Theorem 5.19, we can transfer this action to an
action on the double affine Weyl group associated to the affine root system of type X
(1)
n .
A straightforward verification shows that a and b descend to the canonical action from [22]
of u12 and u21 on C(
...
Xn). The fact that the canonical action is faithful if Xn is of type An,
n ≥ 2, D2n, n ≥ 2, E6, and has kernel ±I2 otherwise implies that the same is true for the
morphism Γ1(1)→ Out(B(
...
Xn);Xn). From the commutative diagram
Γ˜1(1) −−−−→ Aut(B(
...
Xn);Xn)y y
Γ1(1) −−−−→ Out(C(
...
Xn))
we obtain that the kernel of Γ˜1(1) → Aut(B(
...
Xn);Xn) has to be a subgroup of the group
generated by c. But Theorem 6.4ii) assures that this group acts faithfully onB(
...
Xn) implying
that the action of Γ˜1(1) is faithful. 
The corresponding result for B(C¨n) and B(C¨n)
c is the following.
Theorem 6.6. The action of Γ˜1(1) on B(
...
Cn) descends to an injective group morphisms
Γ˜1(2)
′ → Aut(B(C¨n);Cn), and Γ˜1(2)′ → Aut(B(C¨n)c;Cn).
The induced morphisms
Γ1(2)
′ → Out(B(C¨n);Cn), and Γ1(2)′ → Out(B(C¨n)c;Cn)
have kernel ±I2.
Proof. Straightforward from Proposition 5.12, Theorem 6.5 and the fact that bab−1 and b2
preserve C and the normal subgroup generated by Θ202. 
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Let us record the explicit action of the generators of Γ˜1(2)
′:
bab−1(Θ0) = Φ0, bab−1(Φ0) = Φ−10 Θ0Φ0,
b2(Θ0) = Θ0, b
2(Φ0) = ΘΘ0Φ0Θ
−1
0 Θ
−1.
6.7. Let us now consider the case of a Coxeter diagram of type X˝n. We define two maps
on the set of generators of B(X˝n) by letting them fix the generators corresponding to the
finite nodes and by
a(Θ0) = Φ0ΦΘ0Φ
−1Φ−10 , a(Φ0) = Φ0,
b(Θ0) = Θ0, b(Φ0) = ΘΘ0Φ0Θ
−1
0 Θ
−1.
Theorem 6.7. The above maps extend to elements of Aut(B(X˝n);Xn). Moreover,
a−1 = ebe and b−1 = eae.
Proof. We need to verify that the two maps preserve the relations in Definition 5.7. By
Proposition 5.15 the braid relation between Θ0 and Φ0 is a consequence of the other relations
and does not need to be verified. For each of the two maps the verifications eventually boil
down to relations in an affine Coxeter group, which is different for each map. The relevant
affine Coxeter group is the one associated to an affine Coxeter diagram obtained as follows:
for a remove the short affine node from X˝n, for b remove the long affine node from X˝n. We
will perform the verifications for b. This has the advantage that we can use the results of
Section A.5 without any notation adjustment. The verifications for a are entirely similar.
Let us first check that b(Φ0) satisfies the braid relations with the generators correspond-
ing to the simple nodes. For a node i 6= iθ the braid relations follow from the fact that
Ti and Θ0 commute, and that Ti and Θ commute (by Lemma A.12 for γ = θ). For iθ,
we have to argue that Tiθ commutes with b(Φ0) or, equivalently, that Tiθ commutes with
(Φ0b(Φ0))
−1. The latter element, by (5.10), equals C−1ΘΘ0ΦΘ0Ψ and the claim follows
from (5.10) and Lemma A.18ii).
Let us now check that the image of the relation (5.10) is satisfied. Indeed,
C = Φ0ΦΘ0ΨΦ0ΘΘ0
= ΘΘ0Φ0ΦΘ0ΨΦ0
= ΘΘ0Φ0 · ΦΘ0Ψ · Φ0 · Θ−10 Θ−1ΘΘ0
= ΘΘ0Φ0Θ
−1
0 Θ
−1 · ΦΘ0Ψ ·ΘΘ0Φ0Θ−10 Θ−1 ·ΘΘ0 by Lemma A.18ii)
= b(Φ0)Φb(Θ0)Ψb(Φ0)Θb(Θ0).
The fact that they are indeed isomorphisms can be seen by verifying that eae is the inverse
of b and that ebe is the inverse of a. 
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6.8. We will now investigate the braid relations satisfied by a and b. We proceed with the
case of a double laced double Coxeter diagram.
Theorem 6.8. If X˝n is double-laced, then aba(Θ0) = Tw◦Θ0T
−1
w◦ and bab(Φ0) = Tw◦Φ0T
−1
w◦ .
Furthermore, (ab)2 = (ba)2 acts on B(X˝n) by conjugation by Tw◦.
Proof. Remark that it is enough to show that aba(Θ0) = Tw◦Θ0T
−1
w◦ for any double-laced
diagram X˝n. Indeed,
bab(Φ0) = e · ebe · eae · ebe(Θ0)
= ea−1b−1a−1(Θ0)
= e(T−1w◦Θ0Tw◦)
= Tw◦Φ0T
−1
w◦ .
In preparation for computing aba(Θ0) let us note that since a fixes C we obtain from (5.10)
that
(6.10) a(Θ0Φ0ΦΘ0) = Θ0Φ0ΦΘ0.
Also,
(6.11)
Θ−10 Θ
−1ΦΘ0Φ−1ΘΘ0 = Θ−10 Θ˜Φ˜
−1Θ0Φ˜Θ˜−1Θ0 by Lemma A.16i),iv)
= Θ˜Θ−10 Φ˜
−1Θ0Φ˜Θ0Θ˜−1 by Lemma 5.1iii)
= Θ˜Φ˜Θ0Φ˜
−1Θ˜−1 by Lemma 5.1iv)
= Θ˜Φ˜Θ˜Θ0Θ˜
−1Φ˜−1Θ˜−1 by Lemma 5.1iii)
= ΦΘ0Φ
−1 by Lemma A.17ii)
Now,
aba(Θ0) = a(ΘΘ0Φ0 · Θ−10 Θ−1ΦΘ0Φ−1ΘΘ0 · Φ−10 Θ−10 Θ−1)
= a(ΘΘ0Φ0 · ΦΘ0Φ−1 · Φ−10 Θ−10 Θ−1) by (6.11)
= ΘΘ0Φ0ΦΘ0Φ
−1Φ−10 · Φ0ΦΘ−10 Φ−1Φ−10 · Θ−1 by (6.10)
= ΘΘ0Θ
−1
= ΘΘ˜Θ0Θ˜
−1Θ−1 by Lemma 5.1iii)
= Tw◦Θ0T
−1
w◦ by (A.4)
which is precisely our claim.
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Furthermore, we have
(ab)2(Θ0) = aba(Θ0)
= Tw◦Θ0T
−1
w◦
= b(Tw◦Θ0T
−1
w◦ )
= b(aba(Θ0))
= (ba)2(Θ0)
and
(ab)2(Φ0) = a(bab(Φ0))
= a(Tw◦Φ0T
−1
w◦ )
= Tw◦Φ0T
−1
w◦
= bab(Φ0)
= (ba)2(Θ0).
The generators corresponding to the simple nodes are fixed by a and b, but also by conju-
gation by Tw◦ which is a central element in the subgroup they generate. 
Theorem 6.9. Assume that Xn is double laced. The map sending u1, u
2
2 to a, b, respec-
tively, defines an injective group morphism
Γ˜1(2)→ Aut(B(X˝n);Xn).
The induced morphism
Γ1(2)→ Out(B(X˝n);Xn)
is injective.
Proof. Straightforward from Theorem 6.7 and Theorem 6.8. The injectivity claim follows
as in the proof of Theorem 6.5. 
6.9. Similar facts hold for the remaining double Coxeter diagram.
Theorem 6.10. For G˝2 we have ababa(Θ0) = T
2
w◦Θ0T
−2
w◦ and babab(Φ0) = T
2
w◦Φ0T
−2
w◦ .
Furthermore, (ab)3 = (ba)3 acts on B(G˝2) by conjugation by T
2
w◦.
Proof. As in Proposition 6.8 it is enough to show that ababa(Θ0) = T
2
w◦Θ0T
−2
w◦ . We record
a few equalities that will be used in the computation. First, since a fixes C we obtain from
(5.10) that
(6.12) a(Θ0Φ0ΦΘ0) = Θ0Φ0ΦΘ0.
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Second,
(6.13)
Θ−10 Θ
−1ΦΘ0Φ−1ΘΘ0 = Θ−10 TiϕT
−1
iθ
Θ0TiθT
−1
iϕ
Θ0 by Lemma A.16i),vii)
= TiϕΘ
−1
0 T
−1
iθ
Θ0TiθΘ0T
−1
iϕ
by braid relations
= TiϕTiθT
−1
iϕ
by braid relations
Third, by using braid relations we obtain
(6.14)
TiϕTiθT
−1
iϕ
Θ−10 Θ
−1 · TiϕTiθT−1iϕ ·ΘΘ0TiϕT−1iθ T−1iϕ = TiϕTiθT−1iϕ Θ−10 T2iϕTiθT−2iϕ Θ0TiϕT−1iθ T−1iϕ
= TiϕTiθTiϕ ·Θ−10 TiθΘ0 · T−1iϕ T−1iθ T−1iϕ
= TiϕTiθTiϕTiθΘ0T
−1
iθ
T
−1
iϕ
T
−1
iθ
T
−1
iϕ
= ΦΘ0Φ
−1.
Now,
(6.15)
ba(Θ0) = ΘΘ0Φ0 · Θ−10 Θ−1ΦΘ0Φ−1ΘΘ0 · Φ−10 Θ−10 Θ−1
= ΘΘ0Φ0 · TiϕTiθT−1iϕ · Φ−10 Θ−10 Θ−1 by (6.13)
and
(6.16) ba(Φ0) = ΘΘ0Φ0Θ
−1
0 Θ
−1.
In consequence,
(6.17) ba(Θ0Φ0) = ΘΘ0Φ0TiϕTiθT
−1
iϕ
Θ−10 Θ
−1.
From (6.15), (6.17), and (6.14) we obtain
ababa(Θ0) = a(Θ
2Θ0Φ0 · ΦΘ0Φ−1 · Φ−10 Θ−10 Θ−2)
= Θ2Θ0Φ0ΦΘ0Φ
−1Φ−10 · Φ0ΦΘ−10 Φ−1Φ−10 · Θ−2 by (6.12)
= Θ2Θ0Θ
−2
= ΘT2iϕΘ0T
−2
iϕ
Θ−1 by braid relations
= T2w◦Θ0T
−2
w◦ by (A.4)
Furthermore, we have
(ab)3(Θ0) = ababa(Θ0)
= T2w◦Θ0T
−2
w◦
= b(T2w◦Θ0T
−2
w◦ )
= b(ababa(Θ0))
= (ba)3(Θ0)
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and
(ab)3(Φ0) = a(babab(Φ0))
= a(T2w◦Φ0T
−2
w◦ )
= T2w◦Φ0T
−2
w◦
= babab(Φ0)
= (ba)3(Θ0).
The generators corresponding to the simple nodes are fixed by a and b, but also by conju-
gation by Tw◦ which is a central element in the subgroup they generate. 
Theorem 6.11. The map sending u1, u
3
2 to a, b, respectively, defines an injective group
morphism
Γ˜1(3)→ Aut(B(G˝2);G2).
The induced morphism
Γ1(3)→ Out(B(G˝2);G2)
is injective.
Proof. Straightforward from Theorem 6.7 and Theorem 6.10. The injectivity claim follows
as in the proof of Theorem 6.5. 
6.10. As an immediate consequence of Theorem 6.4i), Theorem 6.5, Theorem 6.6, Theorem
6.7, Theorem 6.9, and Theorem 6.11 we can state the following result.
Theorem 6.12. The group Ξ˜1(r) acts faithfully by morphisms or anti-morphisms on B(
...
Xn)
(for r = 1), B(X˝n) (for r = 2, Xn double laced), and B(G˝2) (for r = 3). Similarly, the
group Ξ˜1(2)
′ acts faithfully by morphisms or anti-morphisms on B(C¨n) and B(C¨n)c.
Proof. In each situation, extend the action of Γ˜1(r) by mapping v(r) to e. 
Remark 6.13. The action of the group Γ˜1(r) descends to the canonical action (see [22]) of
Γ1(r) on C(
...
Xn) (for r = 1), C(X˝n) (for r = 2, Xn double laced), and C(G˝2) (for r = 3).
This can be directly verified by showing that the action of a and b coincides with the
canonical action of u12 and u21 (for r = 1), u12 and u
2
21 (for r = 2, Xn double laced), and
u12 and u
3
21 (for r = 3). Similarly, the action of Γ˜1(2)
′ descends to the canonical action of
Γ1(2)
′ on C(C¨n).
7. (Anti)Involutions
7.1. Given the important role played by (anti)involutions in the theory of Hecke algebras
(e.g. the Kazhdan-Lusztig involution) and their close relationship with the construction of
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invariant Hermitian forms in this context, it is perhaps useful to give an account of the
(anti)involutions that originate from the constructions in §6.
We will be interested in involutions B(
...
Xn)→ B(
...
Xn) and B(X˝n)→ B(X˝en) which map
Ti , the generators corresponding to finite nodes, to T
−1
e(i). By composing such an involution
with the inverse map, we can equivalently describe the anti-involutions that map Ti to
Te(i). The basic anti-involutions (defined below) are precisely the anti-involutions with this
property.
Definition 7.1. Let γ be an element of Aut(B(
...
Xn);Xn) or Aut(B(X˝n);Xn) with the prop-
erty that
(7.1) eγe = γ−1.
The map eγ : B(
...
Xn)→ B(
...
Xn) and respectively eγ : B(X˝n)→ B(X˝en), which is a group anti-
morphism whose inverse is γ−1e : B(
...
Xn)→ B(
...
Xn) and respectively γ
−1e : B(X˝
e
n)→ B(X˝n),
will be called a basic anti-involution of B(
...
Xn) and respectively B(X˝n). The basic anti-
involutions for B(C¨n) and B(C¨n)
c are defined in the same manner.
7.2. For 1 ≤ r ≤ 3, let
Υ1(r) = {A ∈ Γ1(r) | e(r)Ae(r) = A−1}.
A simple computation shows that
Υ1(r) =
{[
a b
−rb d
] ∣∣∣∣∣ a, b, d,∈ Z
}
.
We denote by Υ˜1(r) the inverse image of Υ1(r) inside Γ˜1(r). Let Υ1(2)
′ = Υ1(1) ∩ Γ1(2)′
and consider Υ˜1(2)
′ = Υ˜1(1) ∩ Γ˜1(2)′, its pre-image inside Γ˜1(2)′.
Proposition 7.2. The set Υ˜1(r) is the subset of Γ˜1(r) consisting of elements γ˜ with the
property that
(7.2) vγ˜v = γ˜−1,
inside Ξ˜1(r). Consequently, Υ˜1(2)
′ is the subset of Γ˜1(2)′ consisting of elements satisfying
the same property inside Ξ˜1(2)
′.
Proof. Note that the set of elements satisfying (7.2) is a subset of Υ˜1(r). We are left to
showing the reverse inclusion. Remark that any central element of Γ˜1(r) satisfies (7.2), so
it is enough to show that the pre-image of any
γ =
[
a b
−rb d
]
∈ Υ1(r)
contains one element that satisfies (7.2). We show this by induction on |b| ≥ 0.
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For the initial check, if b = 0 then c, c2 are the desired elements of Γ˜1(r). If r = 1 we also
check the case when |b| = 1. In this case, note that for all N ∈ Z we have u1u2uN1 = uN2 u1u2,
uN1 u2u1 = u2u1u
N
2 and
π(u1u2u
N
1 ) =
[
0 −1
1 −N + 1
]
and π(uN1 u2u1) =
[
−N + 1 −1
1 0
]
.
Therefore, the elements u1u2u
N
1 , u
N
1 u2u1 and their inverses satisfy (7.2) and at least one of
them is in the pre-image of any possible matrix γ with |b| = 1.
For the induction step, let |b| ≥ 2 if r = 1 and |b| ≥ 1 if r = 2, 3. Then, a, d are
necessarily non-zero. Remark that
u12γu
r
21 =
[
a+ r(2b− d) b− d
−r(b− d) d
]
, ur21γu12 =
[
a b− a
−r(b− a) d+ r(2b− a)
]
,
u−112 γu
−r
21 =
[
a− r(2b+ d) b+ d
−r(b+ d) d
]
, u−r21 γu
−1
12 =
[
a b+ a
−r(b+ a) d− r(2b+ a)
]
.
If b > 0 then either |b−|a|| < |b| or |b−|d|| < |b| (or both). If b < 0 then either |b+ |a|| < |b|
or |b+ |d|| < |b| (or both). By the induction hypothesis, there exists η˜ ∈ Γ˜1(r) that satisfies
property (7.2) such that at least one of the elements, all of which satisfy (7.2),
u1η˜u
r
2, u
r
2η˜u1, u
−1
1 η˜u
−r
2 , u
−r
2 η˜u
−1
1 ,
are in the pre-image of γ. 
7.3. We are now ready to describe the basic anti-involutions
Theorem 7.3. The elements of eΥ˜1(r) ⊂ Ξ˜1(r) act as (distinct) basic anti-involutions
of B(
...
Xn) (for r = 1), B(X˝n) (for r = 2, Xn double laced), and B(G˝2) (for r = 3).
Similarly, the elements of eΥ˜1(2)
′ ⊂ Ξ˜1(2)′ act as (distinct) basic anti-involutions of B(C¨n)
and B(C¨n)
c.
Proof. Straightforward from Theorem 6.12 and Proposition 7.2. 
8. Other automorphisms
8.1. In this section we give a brief account of some other automorphisms of B(
...
Xn) and
B(X˝n) that are revealed by the Coxeter type presentation, being induced from diagram
automorphisms of the double affine Coxeter diagrams (not necessarily preserving the set of
affine nodes).
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8.2. Let us consider first the case of a Coxeter diagram of type
...
Xn. We define two maps
on the set of generators of B(
...
Xn) by sending each generator corresponding a finite node to
its inverse and by
e1(Θ01) = Θ
−1
02 , e1(Θ02) = Θ
−1
01 , e1(Θ03) = T
−1
w◦Θ
−1
03 Tw◦ ,
e2(Θ01) = Tw◦Θ
−1
01 T
−1
w◦ , e2(Θ02) = Θ
−1
03 , e2(Θ03) = Θ
−1
02 .
Proposition 8.1. The elements e1, e2 are order two automorphisms of B(
...
Xn). The group
〈e1, e2〉 is isomorphic to the group freely generated by two order two elements. The auto-
morphism (e2e1)
3 is inner and it generates a normal subgroup inside 〈e1, e2〉. The quotient
〈e1, e2〉/〈(e2e1)3〉 is a subgroup of outer automorphisms of B(
...
Xn) isomorphic to the sym-
metric group S3.
Proof. All verifications are straightforward. 
8.3. The double Coxeter diagram of type
...
A1 has nontrivial automorphisms that do not
preserve the set of affine nodes and these also induce automorphisms of B(
...
A1). The full
group of automorphisms of B(
...
A1) is very large. It can be described as the subgroup of the
group of automorphisms of the free group of rank 4 (generated by Θ01, Θ02, Θ03, Θ) that
stabilizes {C,C−1}. It is easy to construct subgroups of automorphisms of B(...A1) that are
isomorphic to the cyclic group of order four, or to the Klein four-group.
8.4. The only nontrivial automorphism induced from automorphisms of double Coxeter
diagrams of type C¨n, n ≥ 2, F˝4 and G˝2 is the anti-involution e composed with the map the
inverts each generator. This automorphism corresponds to the unique automorphism of the
double Coxeter diagram that swaps the two affine nodes.
The only nontrivial automorphism of the double Coxeter diagrams of type B˝n/C˝n, n ≥ 3
fixes all nodes except the affine node of degree three and the finite node connected to the
affine node of degree four, which are swapped. The induced map on generators, composed
with the map that acts by inverting the generators is, as it can be directly verified, an
automorphism of B(B˝n/C˝n).
The automorphism group of the double Coxeter diagram of type B˝2/C˝2 is D8, the
dihedral group of order eight. Note that in this case Θ˜ and Φ˜ are precisely the generators
associated to the finite nodes. More precisely, Θ˜ labels the finite node connected to Φ0 and
Φ˜ labels the finite node connected to Θ0. We define two maps on the set of generators of
B(B˝2/C˝2) by
s(Θ0) = Φ˜
−1, s(Φ0) = Θ˜−1, s(Θ˜) = Φ−10 , s(Φ˜) = Θ
−1
0 ,
r(Θ0) = Φ˜, r(Φ0) = Θ0, r(Θ˜) = Φ0, r(Φ˜) = Θ˜.
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Proposition 8.2. The elements s, r are automorphisms of B(B˝2/C˝2) of order two and,
respectively, four, and satisfy the relation srs = r−1. The group 〈s, r〉 is isomorphic to D8
and consists of non-inner automorphisms.
Proof. All verifications are straightforward. 
8.5. The automorphism group of the double Coxeter diagram of type A¨1 is the permutation
group S3 (or D6, the dihedral group of order six). Note that in this case Θ is precisely the
generator associated to the finite node. We define two maps on the set of generators of
B(A¨1) by
s(Θ0) = Θ
−1, s(Φ0) = Φ−10 , s(Θ) = Θ
−1
0 ,
r(Θ0) = Φ0, r(Φ0) = Θ, r(Θ) = Θ0.
Proposition 8.3. The elements s, r are automorphisms of B(A¨1) of order two and, respec-
tively, three, and satisfy the relation srs = r−1. The group 〈s, r〉 is isomorphic to S3 and
consists of non-inner automorphisms.
Proof. All verifications are straightforward. 
The full group of automorphisms of B(A¨1) is, again, very large. It can be described as
the subgroup of the group of automorphisms of the free group of rank 3 (generatd by Θ0,
Φ0, and Θ) that stabilizes {C,C−1}.
9. Reductive group data
9.1. One construction in the literature [15] attaches slightly more general double affine
Artin groups to data typically used to describe reductive groups. We summarize this con-
struction (following [15], up to duality) emphasising the relationship with the double affine
Artin groups.
9.2. A reductive datum is a triple (Y,R0, R
∨
0 ) such that Y is a free Z-module of rank(Y ) ≥
n, R0 ⊂ Y is an irreducible finite root system of rank n, and R∨0 ⊂ Y ∨ = HomZ(Y,Z) is the
dual root system. It is understood that we are provided with a bijection between R0 and
R∨0 , so that R
∨
0 can be considered as the set of coroots associated to R0. If R0 spans the
vector space Y ⊗Z Q we say that the root datum (Y,R0, R∨0 ) is semisimple.
Let Q0 ⊂ Y , Q∨0 ⊂ Y ∨, and W0 be the root lattice, coroot lattice, and the Weyl group
of R0, respectively. As before, we fix a basis {αi}1≤i≤n of R0 and denote by {α∨i }1≤i≤n the
corresponding coroots. Note that Y and Y ∨ are stable under the usual action of W0 by
reflections. The affine Weyl group associated to (Y,R0, R
∨
0 ) is defined as W0 ⋉ Y
∨. This
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contains W0 ⋉Q∨0 as a normal subgroup. If Π denotes their quotient (which is isomorphic
to Y ∨/Q∨0 ) then
W0 ⋉ Y
∨ ∼= Π⋉ (W0 ⋉Q∨0 ).
The Smith Normal Form for the inclusion Q0 ⊂ Y of free Z-modules produces a basis
{e1, . . . , erank(Y )}
of Y and integers k1, . . . , kn such that {k1e1, . . . , knen} is a basis of Q0. Furthermore, since
the pairing between Q0 and Q
∨
0 is non-degenerate it can be arranged that the elements of
Q∨0 vanish on {en+1, . . . , erank(Y )}. Therefore, if Ys is the Z-span of {e1, . . . , en} and Yc is
the Z-span of {en+1, . . . , erank(Y )}, and Y ∨s , Y ∨c the corresponding dual Z-modules, we have
the following splittings
Y = Ys ⊕ Yc, and Y ∨ = Y ∨s ⊕ Y ∨c .
Remark that (Ys, R0, R
∨
0 ) is a semisimple root datum. We write
(Y,R0, R
∨
0 ) = (Ys, R0, R
∨
0 )⊕ (Yc, ∅, ∅)
to refer to these direct sum decompositions of Y and Y ∨. The notation Ys and Yc is
suggestive of the fact that, when the reductive datum arises from a reductive group, they
correspond to the characters of the semisimple and, respectively, central part of a maximal
torus. This splitting induces a corresponding splitting
Π = Πs × Y ∨c ,
of Π into its torsion and free components.
Since W0 acts trivially on Y
∨
c the affine Weyl group associated to (Y,R0, R
∨
0 ) is the
direct product between the Weyl groups associated to (Ys, R0, R
∨
0 ) and (Yc, ∅, ∅). In other
words,
W0 ⋉ Y
∨ ∼= (W0 ⋉ Y ∨s )× Y ∨c ∼= (Πs ⋉ (W0 ⋉Q∨0 ))× Y ∨c .
The lattice Y ∨s , being a W0-stable lattice that takes integral values on Q0 must lie between
Q∨0 and P
∨
0 , the coweight lattice of R0. In consequence,
W0 ⋉Q
∨
0 ≤W0 ⋉ Y ∨s ≤W0 ⋉ P∨0 .
The affine Artin group A(Y,W0) associated to (Y,R0, R
∨
0 ) is defined as the group gen-
erated by the finite Artin group A(W0) and the lattice Y
∨ such that the following relations
are satisfied for all 1 ≤ i ≤ n and µ ∈ Y ∨
TiYµ = YµTi if µ(αi) = 0,(9.1a)
TiYµTi = si(Yµ) if µ(αi) = 1.(9.1b)
Above, for µ ∈ Y ∨, the corresponding element of A(Y,W0) is denoted by Yµ, and the group
operation is denoted multiplicatively (i.e. YµYν = Yµ+ν).
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In this case also, the affine Artin group associated to (Y,R0, R
∨
0 ) is the direct product
between the Artin groups associated to (Ys, R0, R
∨
0 ) and (Yc, ∅, ∅). In other words,
A(Y,W0) ∼= A(Ys,W0)× Y ∨c .
9.3. A double reductive datum consists of two reductive data (X,R1, R
∨
1 ) and (Y,R2, R
∨
2 )
together with
a) an isomorphism (W1, R1) ∼= (W2, R2) of Coxeter systems;
b) a W1-invariant pairing (X
∨, Y ∨)→ Q;
c) an integer m such that (X∨, Y ∨) ⊆ 1mZ.
The double reductive datum is said to be semisimple if both (X,R1, R
∨
1 ) and (Y,R2, R
∨
2 )
are semisimple reductive data.
An isomorphism of Coxeter systems is always constructed from a bijection between
fixed bases of R1 and R2. Therefore, bases of R1 and R2 are fixed and the corresponding
simple roots are set in correspondence. We will use W0 to refer to W1 and W2 identified
through the isomorphism. The pairing between X and Y , when restricted to a paring
between Q1 and Q2, is unique up to scaling and can be normalized so that for simple roots
it matches (through the above mentioned bijection) the canonical pairing between Q1 and
Q∨1 . We assume that the pairing is normalized in this fashion and we also consider the
induced pairing between X∨ and Y ∨. Finally, note that, being W0-invariant the pairing
must satisfy
(X∨s , Y
∨
c ) = (X
∨
c , Y
∨
s ) = 0.
Let X˜∨ = X∨ ⊕ 1mZδ, and consider the corresponding notation for Xs and Xc. The
action of W0 on X
∨ can be extended to X˜ by letting W0 act trivially on δ. We have an
action of Y ∨ on X˜∨ defined by
Yµ(Xλ + aδ) = Xλ + aδ − (Xλ, Yµ)δ,
for any Yµ ∈ Y ∨ and Xλ ∈ X∨.
The double affine Weyl group associated to ((X,R1, R
∨
1 ) ; (Y,R2, R
∨
2 )) is defined as
(W0 ⋉ Y ∨) ⋉ X˜∨. In particular, if W0 ⋉ Y ∨ is presented as Π2 ⋉ (W0 ⋉ Q∨2 ) we have an
action of Π2 on X˜
∨ and the double affine Weyl group is isomorphic to
Π2 ⋉
(
(W0 ⋉Q
∨
2 )⋉ X˜
)
.
The splittings on X and Y into their semisimple and central components induce an
isomorphism between the double affine Weyl group and the almost-direct product of (W0⋉
Y ∨s )⋉X˜
∨
s and Yc⋉X˜
∨
c (i.e. direct product modulo the identification of the two copies of
1
mZδ
in X˜∨s and X˜∨c ). In other words, double affine Weyl group associated to double reductive
datum ((X,R1, R
∨
1 ) ; (Y,R2, R
∨
2 )) is the almost-direct product of the double affine Weyl
groups associated to ((Xs, R1, R
∨
1 ) ; (Ys, R2, R
∨
2 )) and ((Xc, 0, 0) ; (Yc, 0, 0)).
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The double affine Artin group A(X,Q2,W0) associated to ((X,R1, R
∨
1 ) ; (Q2, R2, R
∨
2 ))
is defined as the group generated by the affine Artin group A(Q2,W0) and the lattice X˜
∨
(with the group operation denoted now multiplicatively) such that the following relations
are satisfied for all 0 ≤ i ≤ n and Xβ ∈ X˜∨
TiXβ = XβTi if (β, αi) = 0,(9.2a)
TiXβTi = si(Xβ) if (β, αi) = −1.(9.2b)
Above, s0 refers to the element (sθ,−θ∨) ∈ W0 ⋉ Q∨2 , where θ ∈ R2 is the highest root,
and T0 to the corresponding element of A(Q2,W0). It is clear from the definition that
A(X,Q2,W0) is isomorphic to the direct product
A(Xs, Q2,W0)×X∨c .
The double affine Artin group A(X,Y,W0) associated to ((X,R1, R
∨
1 ) ; (Y,R2, R
∨
2 )) is
defined as
Π2 ⋉A(X,Q2,W0) ∼= (Π2,s × Y ∨c )⋉ (A(Xs, Q2,W0)×X∨c ).
The almost-direct product
A(Xs, Ys,W0)×A(Xc, Yc, {1})
is defined as the quotient of the direct product of two double affine Artin groups modulo
the identification of the two copies of 1mZδ in X˜
∨
s and X˜
∨
c . Remark that A(Xc, Yc, {1}) is
isomorphic to (possibly a trivial central extension of) the Heisenberg group associated to
the pairing of X∨c and Y ∨c .
Proposition 9.1. The double affine Artin group A(X,Y,W0) is isomorphic to
A(Xs, Ys,W0)×A(Xc, Yc, {1})
Proof. Straightforward from the definition ofA(X,Y,W0),A(Xs, Ys,W0) andA(Xc, Yc, {1}).

Therefore, the structure of the double affine Artin groups associated to double reductive
data is fully captured by the double affine Artin groups associated to underlying semisimple
double data which will be studied in the following section.
Remark 9.2. For fixed root systems R1 and R2, the double affine Artin groups associated
to semisimple data we have those attached to the smallest possible X and Y , that is for
X = Q1 and Y = Q2, and those attached to the largest possible X and Y , that is to P1
and P2, the weight lattices of R1 and R2. We call the former type of data, adjoint data and
the latter, simply connected semisimple data. By definition, we have
(9.3) A(Q1, Q2,W0) ≤ A(Xs, Ys,W0) ≤ A(P1, P2,W0).
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The double affine Artin groups associated to adjoint semisimple data are precisely the
double affine Artin groups discussed in §3-8. Indeed, there are two possibilities for R1 and
R2: they are either of the same Dynkin type Xn or of dual (but not equal) Dynkin type,
say Xn and X
∨
n , respectively. In both cases we can and will choose m = 1, choosing a larger
m having the effect of producing a trivial central extension of the double affine Artin group
for m = 1. In the first situation, we obtain the double Artin group associated to the affine
root system X
(1)
n ; in the second situation we obtain the double Artin group associated to
the affine root system D
(2)
n+1, A
(2)
2n−1, E
(2)
6 , D
(3)
4 if Xn is of type Bn, Cn, F4, G2, respectively.
The double affine Artin groups associated to simply connected semisimple data are
known in the literature under the name extended double affine Artin groups. We discuss
them in some detail in the following section.
10. Extended double affine Artin groups
10.1. Following the original work of Cherednik [3–5,26] in this area, some objects that are
frequently considered in the literature are the so-called extended double affine Artin groups
(and Hecke algebras). It might be of interest to discuss the relationship between double
affine Artin groups and extended double affine Artin groups and give a description of the
latter that highlights this relationship. For the details of the constructions that follow we
refer to [3–5,26].
10.2. Let A be an indecomposable affine Cartan matrix of rank n and recall the notation
set-up in §3. In the case of A(2)2n , n ≥ 1, the analysis that follows does not produce a new
object, so we also adhere to the convention in §3.19. In addition, let N ⊂ h˚∗R be equal to
ν(P˚∨) if r = 1 and equal to P˚ if r = 2, 3. We will also need the following notation
(10.1) PY := {Yµ;µ ∈ N} and PX := {Xβ ;β ∈ P˚∨}.
The fundamental weigths and coweights with respect to the basis {αi}1≤i≤n are denoted by
{λi} and, respectively, {λ∨i }.
Let ℧ denote the (finite) group of outer diagram automorphisms of the Dynkin diagram
D(A). An element of ℧ is uniquely determined by its action on the affine node. The action
of ℧ on the nodes of D(A) induces an action of ℧ on A(R) as group automorphisms as well
as a linear action on Q∨ which fixes δ. The semidirect product ℧ ⋉ A(R) is referred to as
the extended affine Artin group. Unless ℧ is trivial, the extended affine Artin group is not
a Coxeter braid group and therefore it does not admit a Coxeter presentation. However, it
does admit the following Bernstein-type presentation (see e.g. [26, §3.1-3.3]).
Proposition 10.1. The extended affine Artin group ℧ ⋉ A(R) is generated by the finite
Artin group A(R˚) and the lattice PY such that the following relations are satisfied for all
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1 ≤ i ≤ n and µ ∈ N
TiYµ = YµTi if (µ,A
∨
i ) = 0,(10.2a)
TiYµTi = Ysi(µ) if (µ,A
∨
i ) = 1.(10.2b)
10.3. The actions of ℧ on A(R) and Q∨ are compatible with the relations (3.18a), (3.18b),
(3.18c). Therefore, there is canonical action of ℧ on A˜(R). The semidirect product A˜(R)Y =
℧⋉ A˜(R) will be called the Y -extended double affine Artin group.
10.4. Following Cherednik [4], we define a group, which shall be referred to as the X-
extended double affine Artin group, as the group defined as in Proposition 3.9 but allowing
β ∈ P˚∨.
Definition 10.2. The X-extended double affine Artin group A˜(R)X is generated by the
affine Artin group A(R), the lattice PX , and the element Xδ such that the following relations
are satisfied for all 0 ≤ i ≤ n and β ∈ P˚∨
TiXβ = XβTi if (β, αi) = 0,(10.3a)
TiXβTi = Xsi(β) if (β, αi) = −1,(10.3b)
Xδ is central.(10.3c)
For a positive integer m, define A˜(R)X, 1
m
as the trivial central extension of A˜(R)X , with
center generated by an element X 1
m
δ such that
Xm1
m
δ
= Xδ.
For convenience, we denote by A˜(R) 1
m
the corresponding trivial central extension of
A˜(R) and we adopt a similar notation of the groups B(
...
Xn) and B(X˝n).
The linear action of ℧ on Q∨ extends to a linear action on P˚∨ ⊕ 1mZδ, where m is the
smallest positive integer with the property that
(N, P˚∨) ⊆ 1
m
Z.
As a result, the action of ℧ extends to A˜(R)X, 1
m
. We denote the corresponding semidirect
product
A˜(R)X,Y = ℧⋉ A˜(R)X, 1
m
is called the X,Y -extended double affine Artin group. By definition
(10.4) ωXβω
−1 = Xω(β), for all ω ∈ ℧, β ∈ P˚∨.
The X,Y -extended double affine Artin group is precisely A˜(R) if ℧ is trivial, which is
the case for A = E
(1)
8 , F
(1)
4 , G
(1)
2 , E
(2)
6 ,D
(3)
4 . For the other cases, we note that m is equal
to n + 1 for A
(1)
n , 4 for D
(1)
2n+1, 3 for E
(1)
6 , 2 for C
(1)
2n+1,D
(1)
2n , E
(1)
7 , A
(2)
2n−1,D
(2)
n+1, and 1 for
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B
(1)
n , C
(1)
2n . If ℧ is trivial or if A = C
(1)
4n ,D
(1)
4n , E
(1)
6 , A
(2)
4n−1,D
(2)
2n+1, the action of Γ˜1(r) on
A˜(R) extends to A˜(R)X,Y . Otherwise, to be able to extended the action of Γ˜1(r) on A˜(R)
we need to consider the group
℧⋉ A˜(R)X, 1
2m
.
The group on which Γ˜1(r) acts, as indicated above, is denoted by A˜(R)
e and called the
(fully) extended double affine Artin group.
10.5. We will now give a succinct translation of the above constructions in terms of the
Coxeter type presentation of the double affine Artin group. We note that the actions induced
from the group of outer automorphisms of an affine Dynkin diagram, although explicit, are
considerably less intuitive in the Coxeter type presentation than in the Bernstein type
presentation.
To fix notation, we use the labeling set up in §5.7. Denote by X˙n the affine sub-diagram
of
...
Xn or X˝n consisting of the finite nodes together with Θ01 or, Θ0, respectively. We will
describe the action of the automorphisms induced from the group ℧ of outer automorphisms
of X˙n, which under the present conventions correspond precisely to the automorphisms
described in §10.3. Since the elements of ℧ are determined by the action on the affine node
we denote by ωi the element that sends the affine node to the finite node labelled by i. We
denote by i∗ the (finite) node for which ωi∗ = ω−1i .
We denote by X˙en the indicated affine sub-diagram of
...
Xen or X˝
e
n and by ℧(X˙
e
n) the
corresponding group. Then, ℧e = e℧(X˙en)e is the group of outer automorphisms of e(X˙
e
n)
which is a affine sub-diagram of
...
Xn or X˝n that consists of the finite nodes together with an
affine node. The elements of ℧e are determined by the action on this affine node and we
denote by ̟j = eωj(X˙
e
n)e the element that sends the affine node to the finite node labelled
by j. As abstract groups, ℧ and ℧e are always isomorphic. The non-trivial elements of ℧
and ℧e are labelled by the same set of finite nodes for diagrams of type
...
Xn.
10.6. For a double Coxeter diagram of type
...
Xn and ωi ∈ ℧ non-trivial, let wi ∈ C(Xn)
be the minimal length element for which Θ = Tw−1i
TiTwi . The following properties can be
directly verified
ΘTjΘ
−1 = Tw−1i Tωi(j)Twi , for 1 ≤ j ≤ n, j 6= i, i
∗,(10.5a)
ΘTiΘ
−1 = Tw−1
i∗
T
−1
wi∗
Ti∗Twi∗T
−1
w−1
i∗
.(10.5b)
65
The induced automorphism of B(
...
Xn) is still denoted by ωi. We have ωi(Tw−1
i∗
) = Twi . The
automorphisms ωi and ̟i act on the affine generators and Θ as follows
ωi(Θ01) = Ti, ωi(Θ02) = TwiΘ
−1Θ03ΘT−1wi ,
ωi(Θ03) = TwiΘ01Θ02Θ
−1
01 T
−1
wi , ωi(Θ) = TwiΘ01Tw−1i
,
̟i(Θ03) = Ti, ̟i(Θ02) = T
−1
w−1i
ΘΘ01Θ
−1
Tw−1i
,
̟i(Θ01) = T
−1
w−1i
Θ−103 Θ02Θ03Tw−1i ̟i(Θ) = TwiΘ03Tw−1i .
10.7. For a double Coxeter diagram of type X˝n, we have a nontrivial group ℧ only if
Xn = Bn, Cn, in which case ℧ has order 2. In this situation ℧ contains a unique nontrivial
element, denoted by ωi, and ℧e contains a unique nontrivial element, denoted by ̟ie .
Let γ1 ∈ C(Xn) be the minimal length element for which Θ˜ = Tγ1TiTγ−11 and let
γ2 ∈ C(Xn) be the element such that Tγ2 = ωi(Tγ1). Let η1 ∈ C(Xn) be the minimal
length element for which Φ˜ = Tη1TieTη−11
and let η2 ∈ C(Xn) be the element such that
Tη2 = ̟ie(Tη1). We note that γ1 and γ2 are both trivial if Xn = Cn and that η1 and η2 are
both trivial if Xn = Bn. The induced automorphisms of B(X˝n) are still denoted by ωi and
̟ei . The automorphisms ωi and ̟ie act on the affine generators and Θ˜ as follows
ωi(Θ0) = Ti, ωi(Φ0) = Tγ2γ−11
Θ˜−1Θ0Φ0Θ−10 Θ˜T
−1
γ2γ
−1
1
,
̟ie(Φ0) = Tie , ̟ie(Θ0) = T
−1
η1η
−1
2
Φ˜Φ−10 Θ0Φ0Φ˜
−1
Tη1η
−1
2
.
Furthermore, ωi(Θ˜) = Tγ2Θ0Tγ−12
and ̟ie(Φ˜) = Tη2Φ0Tη−12
.
10.8. We note that the above formulas show that ℧ acts on the set of conjugacy classes of
the generators associated to the nodes in a double affine Coxeter diagram. Therefore, we
obtain a natural action of ℧ on the set of connected components of the diagram obtained
from the corresponding double affine Coxeter diagram by erasing all multiple edges. This
action will play a role in specifying the number possible independent parameters for the
double affine Hecke algebras attached to arbitrary double reductive data.
10.9. The semidirect products ℧ ⋉ B(
...
Xn) and ℧ ⋉ B(X˝n) are isomorphic to the corre-
sponding Y -extended double affine Artin groups while the semidirect products ℧e⋉B(
...
Xn),
℧e⋉B(X˝n) and ℧⋉(℧e⋉B(
...
Xn) 1
m
), ℧⋉(℧e⋉B(X˝n) 1
m
) are isomorphic to the corresponding
X-extended, and X,Y -extended double affine Artin groups, respectively. The groups ℧ and
℧e generate inside the automorphism groups of B(
...
Xn) and B(X˝n) a copy of the group freely
generated by ℧ and ℧e.
Remark 10.3. We note that for ̟i ∈ ℧e, the elements Xλ∨i (Ti∗Twi∗ )−1 ∈ A˜(R)X and ̟i
correspond through the isomorphism, while for ωi ∈ ℧, the elements (Tw−1
i∗
Ti∗)
−1Y−λ∨i ∈
A˜(R)Y (if r = 1) or (Tw−1
i∗
Ti∗)
−1Y−λi ∈ A˜(R)Y (if r = 2) and ωi∗ are in correspondence.
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For double affine Coxeter diagrams of type
...
Xn, we have bωib
−1 = ωi and aωia−1
coincides with conjugation by ̟iTi∗Twi∗ωi inside ℧⋉(℧
e⋉B(
...
Xn) 1
m
). Recall that the group
Ξ˜1(1) acts on B(
...
Xn), the action of its generators being given by a, b, and e. This action can
be extended to an action (by conjugation) of Ξ˜1(1) on the group of inner automorphisms
of ℧⋉ (℧e⋉B(
...
Xn) 1
m
), or equivalently on ℧⋉ (℧e⋉B(
...
Xn) 1
m
) modulo its center, as follows
e(ωi) = ̟i∗ , a(ωi) = ̟iTi∗Twi∗ωi, b(ωi) = ωi,
e(̟i) = ωi∗ , a(̟i) = ̟i, b(̟i) = ̟iωi∗T
−1
i T
−1
w−1i
.
To describe the corresponding actions for the double affine Coxeter diagram of type
B˝n and C˝n we will use the standard labelling of the nodes. For double affine Coxeter
diagrams of type B˝n, n ≥ 2 we have bωnb−1 = ωn and aωna−1 coincides with conjugation
by (
∏n
k=1 T
−1
k−1 · · ·T−11 ̟1ΘT−11 · · ·T−1k−1)ωn inside ℧ ⋉ (℧e ⋉ B(B˝n) 1
m
). For double affine
Coxeter diagrams of type C˝n, n ≥ 3, we have bω1b−1 = ω1 and aω1a−1 coincides with
conjugation by Φ0Φω1 inside ℧⋉ (℧e ⋉B(C˝n) 1
m
).
In this case, recall that the group Γ˜1(2) acts on B(B˝n) and B(C˝n), the action of its
generators being given by a and b. This action can be extended to an action (by conjugation)
of Γ˜1(2) on the group of inner automorphisms of ℧ ⋉ (℧e ⋉ B(B˝n) 1
m
), or equivalently on
℧⋉ (℧e ⋉B(B˝n) 1
m
) modulo its center, as
a(ωn) = (
n∏
k=1
T
−1
k−1 · · ·T−11 ̟1ΘT−11 · · ·T−1k−1)ωn, b(ωn) = ωn,
a(̟1) = ̟1, b(̟1) = ΘΘ0̟1,
and on the group of inner automorphisms of ℧ ⋉ (℧e ⋉ B(C˝n) 1
m
), or equivalently on ℧ ⋉
(℧e ⋉B(C˝n) 1
m
) modulo its center, as
a(ω1) = Φ0Φω1, b(ω1) = ω1,
a(̟n) = ̟n, b(̟n) = (
n∏
k=1
Tk−1 · · ·T1Φω1T1 · · ·Tk−1)̟n.
Denote by a(ωi) the expressions for a(ωi) but seen now as elements of ℧⋉(℧e⋉B(
...
Xn) 1
m
)
and ℧⋉(℧e⋉B(X˝n) 1
m
) (which in the Bernstein type presentations are expressed as Xλ∨i ωi).
It can be computed that
a(ωi)
ord(ωi)
= Cord(ωi)(λ
∨
i ,λ
∨
i )/2,
where ord(ωi) is the order of ωi. Similarly facts are true for b(̟i).
DefineB(
...
Xn)
e andB(X˝n)
e as the smallest trivial central extension of ℧⋉(℧e⋉B(
...
Xn) 1
m
)
and ℧⋉ (℧e ⋉B(X˝n) 1
m
) that contains the elements C(λ
∨
i ,λ
∨
i )/2 for all ωi ∈ ℧. These groups
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are isomorphic to the corresponding fully extended double affine Artin groups. We can now
prove the following the analogue of Theorem 6.12 for B(
...
Xn)
e and B(X˝n)
e.
Theorem 10.4. The group Ξ˜1(r) acts faithfully by (anti)morphisms on B(
...
Xn)
e (for r = 1),
B(X˝n)
e (for r = 2, Xn double laced), and B(G˝2)
e (for r = 3).
Proof. The above formulas for a(ωi) corrected by a factor of C
−(λ∨i ,λ∨i )/2 (and similarly for
b(̟i)) give a well-defined action of Ξ˜1(r) as automorphisms of B(
...
Xn)
e and B(X˝n)
e. 
For the extended double affine Artin groups associated to untwisted affine Dynkin
diagrams this result was first proved by Cherednik [5, Theorem 4.3]. For the extended
double affine Artin groups associated to twisted affine Dynkin diagrams (the only case not
already part of Theorem 6.12 being X˝n = B˝n/C˝n) the result is new.
10.10. By (9.3) the double affine Artin groups attached to semisimple data are precisely the
intermediate subgroups between double affine Artin groups and the corresponding extended
double affine Artin groups. We are know able to show that in fact, all double affine Artin
groups attached to semisimple data have a rich group of automorphisms.
Theorem 10.5. There exist a group K˜(r) of finite index in Γ˜1(r) that stabilizes any in-
termediate subgroup B(
...
Xn) ≤ B(
...
Xn)
s ≤ B(...Xn)e (for r = 1), B(X˝n) ≤ B(X˝n)s ≤ B(X˝n)e
(for r = 2), and B(G˝2) ≤ B(G˝2)s ≤ B(G˝2)e (for r = 3). Furthermore, the action of K˜(r)
descends to an outer action of a congruence subgroup K(r) of Γ1(r) of level at most |℧|.
Proof. The subgroup of B(
...
Xn)
e or B(X˝n)
e generated by its center and by B(
...
Xn) or B(X˝n)
is normal. The corresponding quotient group is a group generated by ℧ and ℧e. To fully
determine the group structure of the quotient let ωi ∈ ℧ and ̟j ∈ ℧e. From (10.4) (for
ω = ωi and β = λ
j) and Remark 10.3 it follows that the commutator of ωi and ̟j is trivial
in the quotient group. Therefore, the quotient group is a finite abelian group isomorphic to
the direct product ℧×℧e. The action of Γ˜1(r) stabilizes the normal subgroup and therefore
descends to an action by automorphism on the quotient group ℧× ℧e.
For the Coxeter diagrams of type
...
Xn, the action of Γ˜1(1) on ℧ × ℧e is described as
follows
a(ωi) = ̟iωi, b(ωi) = ωi,
a(̟i) = ̟i, b(̟i) = ̟iωi∗ ,
for ωi ∈ ℧, ̟i ∈ ℧e. The element (ab)6 acts as identity on ℧×℧e and therefore the action
of Γ˜1(1) factors through
Γ1(1) ∼= Γ˜1(1)/〈(ab)6〉.
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This action of Γ1(1) on ℧× ℧e as group automorphisms is described as follows
(10.6)
[
a b
c d
]
(ωi̟j) = ω
d
i ω
−c
j ̟
−b
i ̟
a
j .
Denote by K(1) the kernel of the Γ1(1) action which, since ℧ × ℧e is a finite set, has
finite index in Γ1(1). As it is clear from (10.6) the principal congruence subgroup Γ(|℧|)
acts trivially on ℧ × ℧e and therefore K(1) is a congruence subgroup of SL(2,Z). The
kernel K˜(1) of the Γ˜1(1) action is, of course, the inverse image of K(1). The group K˜(1)
thus stabilizes each equivalence class modulo B(
...
Xn) and in consequence any intermediate
subgroup B(
...
Xn) ≤ B(
...
Xn)
s ≤ B(...Xn)e.
For the Coxeter diagram of type B˝n, the action of Γ˜1(2) on ℧×℧e is described as follows
a(ωn) = ̟
n
1ωn, b(ωn) = ωn,
a(̟1) = ̟1, b(̟1) = ̟1.
The element (ab)2 acts as identity on ℧ × ℧e and therefore the action of Γ˜1(2) factors
through
Γ1(2) ∼= Γ˜1(2)/〈(ab)4〉.
The action of Γ1(2) on ℧× ℧e as group automorphisms is described as follows
(10.7)
[
a b
c d
]
(ωin̟
j
1) = ω
i
n̟
−ibn
1 ̟
j
1.
Denote byK(2) the kernel of the Γ1(2) action. This is a subgroup of finite index in Γ1(2). As
it is clear from (10.7) the principal congruence subgroup Γ(|℧|) acts trivially on ℧×℧e and
therefore K(2) is a congruence subgroup of SL(2,Z). The kernel K˜(2) of the Γ˜1(2) action is,
of course, the inverse image of K(2). The group K˜(2) thus stabilizes each equivalence class
modulo B(B˝n) and in consequence any intermediate subgroup B(B˝n) ≤ B(B˝n)s ≤ B(B˝n)e.
The treatment of the Coxeter diagram of type C˝n is completely analogous. 
Remark 10.6. If for every i the elements ωi and ̟i are either both in or both not in B(
...
Xn)
s
then the formulas for the action of a and b show that the entire group Γ˜1(r) stabilizes
B(
...
Xn)
s. Also, for even n, the entire group Γ˜1(2) stabilizes B(X˝n)
s. For each proper
intermediate subgroup between the double affine Artin group and the extended affine Artin
group, it would be interesting to find the maximal subgroup of Γ˜1(r) that is stabilizing it.
10.11. We illustrate the previous constructions for the case of the double affine Coxeter
diagram of type
...
A1. This should facilitate the comparison with the existing constructions
of the corresponding fully extended double affine Artin group as in [7, §0.4.3, §2.5.3, §2.7.1],
[26, §6.1,§6.4].
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Example 10.7. The group B(
...
A1) is generated by four elements Θ01, Θ02, Θ03, Θ that are
only required to satisfy the relation (5.5). The group ℧ has order two and we denote its
non-trivial element by ω. The actions of ω and ̟ = eωe are as follows
ω(Θ) = Θ01, ω(Θ01) = Θ, ω(Θ02) = Θ
−1Θ03Θ, ω(Θ03) = Θ01Θ02Θ−101 ,
̟(Θ) = Θ03, ̟(Θ01) = Θ
−1
03 Θ02Θ03, ̟(Θ02) = ΘΘ01Θ
−1, ̟(Θ03) = Θ.
We denote Y −2 = ΘΘ01 and X2 = Θ03Θ. The group B(
...
A1) is generated by Θ,Y
−2,X2
and we have
ωX2ω = CX−2 and ̟Y −2̟ = CY 2.
The elements Y −1 = Θω ∈ ℧ ⋉ B(...A1) and X = ̟Θ ∈ e℧e ⋉ B(
...
A1) square to Y
−2 and,
respectively, X2. Therefore, ℧⋉B(
...
A1) (the Y -extended B(
...
A1)) is generated by Θ,Y
−1,X2,
and ℧e ⋉B(
...
A1) (the X-extended B(
...
A1)) is generated by Θ,Y
−2,X. Furthermore,
ΘY Θ = Y −1, Θ03Y −1Θ03 = C−1Y,
ΘX−1Θ = X, Θ01XΘ01 = C−1X−1.
The group ℧⋉ (℧e⋉B(
...
A1) 1
2
) is generated by Θ,Y −1,X or, equivalently, by Θ,ω,̟. Short
computations show that
ωXωX = C
1
2 = ̟Y −1̟Y −1.
The actions of aωa−1 and bωb−1 on B(
...
A1) are as follows
aωa−1(Θ) = Θ02, aωa−1(Θ01) = Θ03,
aωa−1(Θ02) = Θ, aωa−1(Θ03) = Θ01,
bωb−1(Θ) = Θ01, bωb−1(Θ01) = Θ,
bωb−1(Θ02) = Θ−1Θ03Θ, bωb−1(Θ03) = Θ01Θ02Θ−101 ,
and they can be also achieved by conjugation with ̟Θω and respectively ω inside ℧ ⋉
(℧e ⋉ B(
...
A1) 1
2
). Therefore, the group Ξ˜1(1) acts on ℧ ⋉ (℧e ⋉ B(
...
A1) 1
2
) modulo its center
as follows
e(ω) = ̟, a(ω) = ̟Θω, b(ω) = ω,
e(̟) = ω, a(̟) = ̟, b(̟) = ̟ωΘ−1.
Now, inside ℧⋉(℧e⋉B(
...
A1) 1
2
) we have (̟Θω)2 = C
1
2 and (̟ωΘ−1)2 = C−
1
2 . If we consider
B(
...
A1)
e defined as ℧⋉ (℧e ⋉B(
...
A1) 1
4
) (the fully extended B(
...
A1)) we can set
e(ω) = ̟, a(ω) = C−
1
4̟Θω, b(ω) = ω,
e(̟) = ω, a(̟) = ̟, b(̟) = C
1
4̟ωΘ−1.
which is an action of Ξ˜1(1) on B(
...
A1)
e.
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10.12. We close this section by pointing out that, in fact, the groups B(
...
Xn)
e and B(X˝n)
e
should allow a presentation by generators and relations that is akin to the Coxeter type
presentation of B(
...
Xn) and B(X˝n).
Of course, we only need to specify the presentations for the non-trivial extensions.
Therefore, among the diagrams of type
...
Xn we don’t need to consider
...
E8,
...
F4 and
...
G2, and
among the diagram of type X˝n we only need to consider the diagrams of type B˝n and C˝n
(for which the groups will be isomorphic). In what follows we adhere to this convention
without further warning.
Again, we will make reference to the double affine diagrams in Figure 4 and Figure 5.
The generators associated to the finite nodes are denoted by T1, . . . ,Tn, the finite nodes
being labelled in the conventional fashion (see §2.4). For each affine subdiagram of a double
affine Coxeter diagram we consider its group of outer automorphisms. Each non-identity
element in the group of outer automorphisms will be labeled by the relevant affine node
and the (finite) label of its image.
More precisely, for
...
Xn, the non-identity elements of the outer automorphism groups will
be denoted by ω01,i, ω02,i, ω03,i, for the affine nodes labelled by Θ01, Θ02, Θ03, respectively.
The corresponding finite groups will be denoted by ℧01, ℧02, ℧03, respectively. In this case,
the set of finite labels for the image of the affine nodes is the same. We will denote this set
by I. Furthermore, we denote by i∗ the (finite) node for which ω01,i∗ = ω−101,i. Also recall
the definition and notation in §10.6 for the elements Twi of B(Xn).
For B˝n and C˝n, the unique non-trivial elements of the outer automorphism groups will
be denoted by ω (corresponding to the affine node labeled by Θ0) and ̟ (corresponding
to the affine node labeled by Φ0). For both these diagrams, ℧ denotes the group of outer
automorphisms associated to the affine node labelled by Θ0 and ℧¯ denotes the group of
outer automorphisms associated to affine node labelled by Φ0.
We are now ready to indicate an alternative conjectural presentation of the extended
double affine Artin group associated to each double affine Coxeter diagram. We start with
the double affine Coxeter diagrams of type
...
Xn.
Conjecture 10.8. The group B(
...
Xn)
e is the group generated by B(Xn) and the finite groups
℧01, ℧02, ℧03 subject to the the following relations:
a) For 1 ≤ j ≤ 3, i ∈ I, 1 ≤ k ≤ n, k 6= i∗ we have
ω0j,iTkω
−1
0j,i = Tω0j,i(k).
b) For i ∈ I the elements
Di = ω01,iω02,i∗ω03,iTi∗Twi∗
are central.
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For the double affine Coxeter diagram of type X˝n we use the standard labelling of the
finite nodes.
Conjecture 10.9. The groups and B(X˝n)
e is the group generated by B(Xn) and the finite
groups ℧, ℧¯ subject to the the following relations:
a) For 1 ≤ i, j ≤ n such that ω(i),̟(j) are finite nodes, we have
ωTiω = Tω(i), ̟Tj̟ = T̟(j).
b) The element
D = ̟T1 · · ·Tnω̟Tn · · ·T1ω
is central.
11. Hecke algebras
11.1. The Hecke algebra associated to a double affine Artin group A˜(R), called double
affine Hecke algebra, is defined in the literature as the quotient of the F-group algebra of
A˜(R) (with respect to an appropriate field of parameters) by the quadratic relations
Ti − T−1i = t
1
2
i − t
− 1
2
i
corresponding to the generators of A(R). It is customary to consider the central element
Xδ as a parameter in F; to emphasize this, we denote
Xδ = q
−1.
The generators are indexed by the orbits of W on R: ti = tj if W (αi) = W (αj).
In particular, the maximal number of possible parameters coincides with the number of
1-connected components of the affine Dynkin diagram of R, which means that there are,
depending on the case, 1, 2, or 3 possible independent Hecke parameters. If R is allowed to
be nonreduced then the number of independent parameters is specified in Table 4.
Table 4. Maximal number of Hecke parameters associated to non-reduced
affine root systems
(BCn, Cn), n ≥ 1 4
(C∨n , BCn), n ≥ 1 4
(Bn, B
∨
n ), n ≥ 3 3
(C∨n , Cn), n ≥ 1 5
(C2, C
∨
2 ) 4
We emphasize that the double affine Hecke algebra constructions in the literature do
not directly refer to the affine root systems A
(2)
2n , (BCn, Cn), (C
∨
n , BCn). This is probably
a consequence of the fact that these root systems can be realized as root sub-systems of
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(C∨n , Cn) and their Macdonald theory can be obtained by appropriately specializing the
parameters in the Macdonald theory for (C∨n , Cn). As it is clear from Proposition 3.15 and
§3.20, the associated double affine Artin groups, and consequently, the associated double
affine Hecke algebras bear a similar relationship.
The double affine Artin groups associated to C
(1)
n and (C∨n , Cn) can be identified as
explained in §3.20. The double affine Hecke algebra associated to (C∨n , Cn), when defined
correctly [31], depends on five independent Hecke parameters (four if n = 1) as opposed to
three parameters for the double affine Hecke algebra associated to C
(1)
n . Some quadratic
relations in the double affine Hecke algebra of type (C∨n , Cn) are imposed on elements that
are not in the group A(C
(1)
n ). Therefore, it is somewhat delicate to correctly define the
double affine Hecke algebras associated to non-reduced root systems (or to A
(2)
2n ) and to
describe the relationship between them.
11.2. We take advantage of our Coxeter type presentation for the double affine Artin groups
to give a uniform construction of double affine Hecke algebras. We do this by associating to
each double affine Coxeter diagram a Hecke algebra H(
...
Xn), H(X˝n), or H(C¨n) that depends
on the largest possible number of independent parameters. We call these Hecke algebras
generic Hecke algebras. The field F contains one Hecke parameter for each node in the
double Coxeter diagram. Two Hecke parameters are equal if the corresponding nodes are in
the same 1-connected component of the double affine Coxeter diagram and they are distinct
otherwise. Recall that the number of independent Hecke parameters for each double affine
Coxeter diagram is recorded in Table 1. Also, we will consider the central element C as an
element of F and to emphasize this we denote C = q−1, with q a formal parameter. We
assume that the field F contains the square roots of all these parameters.
Definition 11.1. The generic Hecke algebra H(
...
Xn), H(X˝n), and H(C¨n) is defined as the
quotient of the F-group algebra of B(
...
Xn), B(X˝n), and B(C¨n) by the ideal generated by the
quadratic relations for the generators associated to the nodes of
...
Xn, X˝n, and C¨n, respectively.
Equivalently, H(
...
Xn), H(X˝n), and H(C¨n) is defined, respectively, as the quotient of the
Coxeter Hecke F-algebra H(
...
Xn), H(X˝n), and H(C¨n) by the ideal generated by the relations
(5.5)-(5.6) (for
...
Xn), (5.10) (for X˝n), and (5.13)-(5.14) (for C¨n).
Remark 11.2. For C¨n we can also consider the algebra H(C¨n)
c defined as the quotient of
the F-group algebra of B(C¨n)c by the ideal generated by the quadratic relations for the
generators associated to the nodes of C¨n. Since we assume that the field F contains the
square roots of the parameters, H(C¨n) and H(C¨n)
c and are in fact isomorphic. Proposition
5.12 lets us compare these algebras with H(
...
Cn). The second morphism in Proposition 5.12
is more convenient to work with. Using it we obtain the following result.
Theorem 11.3. The generic Hecke algebra H(C¨n) is isomorphic to the algebra obtained
from H(
...
Cn) by specializing the parameter corresponding to Θ02 to 1.
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Remark 11.4. The generators of B(
...
Xn), B(X˝n), B(C¨n) that correspond to nodes in the
same 1-connected component of the double affine diagram are conjugate, and the parameters
associated to these nodes in the definition ofH(
...
Xn), H(X˝n), H(C¨n) are equal. In particular,
we see that the quadratic relation corresponding to Θ02, Θ03 and, respectively, Φ0 is in the
ideal generated by the quadratic relations for Ti, 1 ≤ i ≤ n, unless θ02, θ03, and respectively
φ0, is different from all ti, 1 ≤ i ≤ n. This happens precisely if the double affine Coxeter
diagram is of type
...
Cn, n ≥ 1, B˝2, C˝n, n ≥ 2, or C¨n, n ≥ 1.
The Hecke algebras associated to nonreduced irreducible affine root systems R are
defined as the algebras obtained from the appropriate double Coxeter diagram (see §3.20
and (1.1)) by specializing the parameters according to their equivalence with respect to
the action of the relevant affine Weyl group on R. We report in Table 5 the specialization
of parameters for all nonreduced irreducible affine root systems and for the reduced root
systems for which a specialization is necessary. The parameters are denoted by the same
symbols as the corresponding generators, but using lowercase letters, with the nodes of Xn
being labelled according to our convention in §2.4.
Table 5. Parameter specialization for double affine Hecke algebras
Hecke algebra Parameter specialization Affine root system
H(
...
A1) θ01 = θ02 = θ03 = t1 A
(1)
1
H(
...
Cn) none (C
∨
n , Cn), n ≥ 1
” θ01 = θ02 (BCn, Cn), n ≥ 1
” θ02 = 1 (C
∨
n , BCn), n ≥ 1
” θ02 = 1, θ03 = tn A
(2)
2n , n ≥ 1
” θ03 = 1, θ01 = θ02 A
(2)∨
2n , n ≥ 1
” θ01 = θ02 = θ03 C
(1)
n , n ≥ 2
H(C˝2) none (C2, C
∨
2 )
” θ0 = t1 A
(2)
3
H(B˝n) θ0 = tn D
(2)
n+1, n ≥ 2
H(C˝n) none (Bn, B
∨
n ), n ≥ 3
” φ0 = tn A
(2)
2n−1, n ≥ 3
H(C¨n) none (C
∨
n , BCn), n ≥ 1
” φ0 = tn A
(2)
2n , n ≥ 1
11.3. The action of the groups that appear in the statement of Theorem 6.12 descend to
faithful actions as morphisms or anti-morphisms on the relevant algebra H(
...
Xn), H(X˝n),
or H(C¨n). These actions are trivial on F except for H(
...
Cn) and H(C¨n) where Ξ˜1(1) and,
respectively, Ξ˜1(2)
′ act by permuting the parameters. This affects the descent of these
actions to the Hecke algebras of type A
(2)
2n and (BCn, Cn). For (BCn, Cn) only the subgroup
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of Ξ˜1(1) that acts on parameters by fixing θ03 (which is isomorphic to Γ˜1(2)
′) will act on
the Hecke algebra and for A
(2)
2n only the subgroup of Ξ˜1(2)
′ that fixes all parameters (the
pure braid group P3) will act on the Hecke algebra.
11.4. The extended generic Hecke algebrasH(
...
Xn)
e andH(X˝n)
e are defined precisely in the
same fashion but as quotients of the extended groups B(
...
Xn)
e and B(X˝n)
e. It is important
to stress that for any non-trivial extension the number of possible independent parameters
for extended double affine Hecke algebra decreases. More precisely, the number of possible
independent parameters is not the number of connected components of the diagram obtained
from the corresponding double affine Coxeter diagram by erasing all multiple edges but
rather the number of orbits of the group generated by ℧ and ℧e on the set of connected
components (see §10.8). The same statement (with ℧ and ℧e replaced by the appropriate
subgroups) is true about the double affine Hecke algebras attached to semisimple data,
which, by (9.3), are precisely the intermediate subalgebras H(
...
Xn) ≤ H(
...
Xn)
s ≤ H(...Xn)e
and H(X˝n) ≤ H(X˝n)s ≤ H(X˝n)e. Table 6 lists the maximal number of distinct parameters
in (fully) extended Hecke algebras.
Table 6. Maximal number of parameters in extended Hecke algebras
...
An, n ≥ 1 1 A¨1 3...
Bn, n ≥ 3 2 C¨n, n ≥ 2 4...
Cn, n ≥ 2 2...
Dn, n ≥ 4 1 B˝n/C˝n, n ≥ 2 2...
En, n = 6, 7, 8 1 F˝4 2...
F4 2 G˝2 2...
G2 2
11.5. Let ((X,R1, R
∨
1 ) ; (Y,R2, R
∨
2 )) be a double reductive datum and consider the un-
derlying semisimple and central data, denoted by(
(Xs, R1, R
∨
1 ) ; (Ys, R2, R
∨
2 )
)
and ((Xc, 0, 0) ; (Yc, 0, 0)) ,
respectively. In analogy with Proposition 9.1, the generic double affine Hecke algebra
H(X,Y,W0) that corresponds to the double reductive datum ((X,R1, R
∨
1 ) ; (Y,R2, R
∨
2 ))
can be defined as
(11.1) H(Xs, Ys,W0) × H(Xc, Yc, {1}),
where H(Xc, Yc, {1}) is defined as the F-group algebra of A(Xc, Yc, {1}).
It is perhaps useful to specify the relationship between the generic Hecke algebras
associated to arbitrary reductive group data and the Hecke algebras defined in [34]. The
latter are by data of the type D = (R0,∆0, •,Λ,Λd), with R0 an irreducible reduced finite
root system, ∆0 an ordered basis, • ∈ {u, t} (u standing for untwisted, t standing for
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twisted), and lattices Λ, Λd satisfying appropriate compatibility conditions. The double
affine Hecke algebra associated to D is denoted by H(D). If • = t then H(D) is precisely
the generic Hecke algebra associated to the double datum
(
(Λ, R∨0 , R0) ; (Λ
d, R∨0 , R0)
)
. If
• = u then H(D) is precisely the generic Hecke algebra associated to the double datum(
(Λ, R∨0 , R0) ; (Λ
d, R0, R
∨
0 )
)
. In other words, if • = t and R0 is of type X∨n then H(D)
is an intermediate double affine Hecke algebra attached to the diagram of type
...
Xn, and if
• = u and R0 6∼= R∨0 is of type X∨n then H(D) is an intermediate double affine Hecke algebra
attached to the diagram of type X˝n.
11.6. By employing Theorem 10.4 instead of Theorem 6.12 we obtain faithful actions of the
groups in the statement of Theorem 10.4 as morphisms or anti-morphisms on the relevant
extended Hecke algebra. Furthermore, from Theorem 10.5 we obtain that any double affine
Hecke algebra attached to double reductive group data has a rich group of automorphisms
that descends to an outer action of a congruence subgroup as described in the statement of
Theorem 10.5.
11.7. Let us indicate how Definition 11.1 leads to the conventional definition of double
affine Hecke algebras. Since we have explicit isomorphisms between the groups B(
...
Xn),
B(C¨n), B(X˝n) and the double affine braid groups we can directly investigate the effect of
imposing the relevant quadratic relations on the F-group algebra of a double affine Artin
group A˜(R). We call the resulting quotient the generic (adjoint) double affine Hecke algebra
associated to R, and we denote it by H(R). Recall that we consider the central element Xδ
as a parameter in F and use the notation
Xδ = q
−1.
The (adjoint) double affine Hecke algebra associated to the irreducible affine root system
(reduced or nonreduced), denoted by H˜(R), is defined as the algebra obtained from the
generic double affine Hecke algebra H(R) by specializing the parameters according to their
equivalence with respect to the action of the affine Weyl group on R. The precise special-
ization of parameters, whenever necessary, is recorded in Table 5.
Similarly, we denote by H(R) and H(R˚) the quotient of the F-group algebra of A(R)
and, respectively, A(R˚) by the ideal generated by the quadratic relations for the generators
corresponding to the nodes of the Dynkin diagram of R and R˚, respectively. The num-
ber of independent Hecke parameters for H(R) and H(R˚) is the number of 1-connected
components of he Dynkin diagram of R and, respectively, R˚.
11.8. Let A be an indecomposable affine Cartan matrix of rank n and let R the corre-
sponding affine root system. From Proposition 5.17 we know that the affine generators
Θ01, Θ02, Θ03 of B(
...
Xn) correspond to the elements
(11.2) T0, T
−1
0 Xα∨0 , Xϕ∨Φ
−1 ∈ A˜(X(1)n ).
76
Recall that θ = ϕ for root systems of type X
(1)
n .
Similarly, from Proposition 5.21 and Theorem 5.20 the affine generators Θ0, Φ0 ofB(X˝n)
or B(C¨n) correspond to the elements
(11.3) T0, Xϕ∨Φ
−1
in the double affine Artin group of the corresponding twisted affine root system.
Therefore, aside from the quadratic relations imposed on the elements Ti, 1 ≤ i ≤ n,
we impose the following quadratic relations
T0 − T−10 = t
1
2
01 − t
− 1
2
01 ,(11.4a)
T−10 Xα∨0 −X−α∨0 T0 = t
1
2
02 − t
− 1
2
02 ,(11.4b)
Xϕ∨Φ
−1 − ΦX−ϕ∨ = t
1
2
03 − t
− 1
2
03 ,(11.4c)
for untwisted affine root systems, and
T0 − T−10 = θ
1
2
0 − θ
− 1
2
0 ,(11.5a)
Xϕ∨Φ
−1 − ΦX−ϕ∨ = φ
1
2
0 − φ
− 1
2
0 ,(11.5b)
for twisted affine root systems.
It is important to note that, by Remark 11.4 and (1.1), the relation (11.4c) is superfluous
unless R is of type C
(1)
n , n ≥ 1, A(2)2n , n ≥ 1, A(2)2n−1, n ≥ 3, or D(2)3 . In these cases, the
underlying finite Dynkin diagram is of type A1 or Cn, n ≥ 2. With the finite nodes labelled
according to our convention in §2.4, it can be seen from Proposition 3.11 that the elements
Xϕ∨Φ
−1 and Xα∨nT
−1
n are conjugate inside A˜(R) by an element of A(R˚). Therefore, for R
of type C
(1)
n , n ≥ 1 or A(2)n , n ≥ 2, the relations (11.4c) and (11.5b) can be, respectively,
replaced by
Xα∨nT
−1
n − TnX−α∨n = t
1
2
03 − t
− 1
2
03 , for C
(1)
n , n ≥ 1(11.6a)
Xα∨nT
−1
n − TnX−α∨n = φ
1
2
0 − φ
− 1
2
0 , for A
(2)
2n , n ≥ 1, A(2)2n−1, n ≥ 3(11.6b)
Xα∨1 T
−1
1 − T1X−α∨1 = φ
1
2
0 − φ
− 1
2
0 , for D
(2)
3 .(11.6c)
Also by Remark 11.4, the relation (11.4b) is superfluous unless R is of type C
(1)
n , n ≥ 1.
11.9. We are now ready to provide a description of the generic double affine Hecke algebras.
Theorem 11.5. The generic double affine Hecke algebra H(R) is the F-algebra generated
by the affine Hecke algebra H(R), the lattice QX such that the following relations, called
Bernstein-Lusztig relations, are satisfied for all β ∈ Q∨:
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For R of type X
(1)
n 6= C(1)n , n ≥ 1
TiXβ −Xsi(β)Ti = (t
1
2
i − t
− 1
2
i )
Xβ −Xsi(β)
1−X−α∨i
, 1 ≤ i ≤ n,(11.7a)
T0Xβ −Xs0(β)T0 = (t
1
2
01 − t
− 1
2
01 )
Xβ −Xs0(β)
1−X−α∨0
;(11.7b)
For R of type C
(1)
n , n ≥ 1
TiXβ −Xsi(β)Ti = (t
1
2
i − t
− 1
2
i )
Xβ −Xsi(β)
1−X−α∨i
, 1 ≤ i ≤ n− 1,(11.8a)
TnXβ −Xsn(β)Tn =
(
(t
1
2
n − t−
1
2
n ) + (t
1
2
03 − t
− 1
2
03 )X−α∨n
)
Xβ −Xsn(β)
1−X−2α∨n
,(11.8b)
T0Xβ −Xs0(β)T0 =
(
(t
1
2
01 − t
− 1
2
01 ) + (t
1
2
02 − t
− 1
2
02 )X−α∨0
)
Xβ −Xs0(β)
1−X−2α∨0
;(11.8c)
For R of type D
(2)
n+1, n ≥ 3, E(2)6 , D(3)4
TiXβ −Xsi(β)Ti = (t
1
2
i − t
− 1
2
i )
Xβ −Xsi(β)
1−X−α∨i
, 1 ≤ i ≤ n,(11.9a)
T0Xβ −Xs0(β)T0 = (θ
1
2
0 − θ
− 1
2
0 )
Xβ −Xs0(β)
1−X−α∨0
;(11.9b)
For R of type A
(2)
n , n ≥ 2
TiXβ −Xsi(β)Ti = (t
1
2
i − t
− 1
2
i )
Xβ −Xsi(β)
1−X−α∨
i
, 1 ≤ i ≤ n− 1,(11.10a)
TnXβ −Xsn(β)Tn =
(
(t
1
2
n − t−
1
2
n ) + (φ
1
2
0 − φ
− 1
2
0 )X−α∨n
)
Xβ −Xsn(β)
1−X−2α∨n
,(11.10b)
T0Xβ −Xs0(β)T0 = (θ
1
2
0 − θ
− 1
2
0 )
Xβ −Xs0(β)
1−X−α∨0
;(11.10c)
For R of type D
(2)
3
T1Xβ −Xs1(β)T1 =
(
(t
1
2
1 − t
− 1
2
1 ) + (φ
1
2
0 − φ
− 1
2
0 )X−α∨1
)
Xβ −Xs1(β)
1−X−2α∨1
,(11.11a)
T2Xβ −Xs2(β)Ti = (t
1
2
2 − t
− 1
2
2 )
Xβ −Xs2(β)
1−X−α∨2
,(11.11b)
T0Xβ −Xs0(β)T0 = (θ
1
2
0 − θ
− 1
2
0 )
Xβ −Xs0(β)
1−X−α∨0
.(11.11c)
Proof. It is straightforward to check that if any of the Bernstein-Lusztig relations holds for
β in a set S, then it holds for β in the lattice spanned by S ∪ si(S). Recall the notation of
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Proposition 3.11 and Remark 3.12. Modulo the ideal generated by the quadratic relations,
for a fixed Ti, any relation (3.19) and (3.20) for µj is equivalent to the corresponding
Bernstein-Lusztig relation for µj . Therefore, modulo the ideal generated by the quadratic
relations, for a fixed Ti the relations (3.19) and (3.20) are equivalent to the corresponding
Bernstein-Lusztig relation for Ti and Mi. For i such that Mi = Q
∨ the statement is proved.
To conclude our statement for the cases when Mi ⊂ Q∨ it is sufficient to verify the
Bernstein-Lusztig relations for Ti and α
∨
i . These cases are listed in Remark 3.12, and they
are precisely the cases for which the quadratic relations (11.4b), (11.6a), (11.5b) are not
superfluous. In all these cases, it is clear that the quadratic relation (11.4b), (11.6a), (11.6b),
(11.6c) is equivalent to the corresponding Bernstein-Lusztig relation for Ti and α
∨
i . 
Appendix A. Combinatorial results
A.1. Braid relations. We record here some elementary computations involving braid re-
lations.
Lemma A.1 ([21, Lemma 2.1]). Let a, b, c be elements of a fixed group. Assume that a
and b satisfy the 1-braid relation and a and c satisfy the 1-braid relation. The following are
equivalent
i) a and c−1bc satisfy the 1-braid relation;
ii) a and bc satisfy the 2-braid relation.
Furthermore, if the equivalent conditions also hold a and (bc)−1c(bc) satisfy the 1-braid
relation.
Lemma A.2. Let a, b, c be elements of a fixed group.
i) If a and b satisfy the 1-braid relation, then ap and b satisfy the p-braid relation for
0 ≤ p ≤ 4.
ii) If a and b satisfy the braid relations specified by the diagram
a b c
then the following pairs satisfy the 2-braid relation: a and bcb, a and bcb−1, a and
b−1cb.
iii) If a and b satisfy the braid relations specified by the diagram
a b c
then the following pairs satisfy the 3-braid relation: a and bcb−1, a and b−1cb.
Proof. Straightforward verification. 
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A.2. The length function. We first establish some notation. For each w in W let ℓ(w)
be the length of a reduced expression of w in terms of the simple reflections si, 0 ≤ i ≤ n.
We have
(A.1) ℓ(w) = |Π(w)|
where
(A.2) Π(w) = {α ∈ R+ | w(α) ∈ R−} .
For the basic properties of the length function on Coxeter groups we refer to [2, Chapter
4]. We record below some well-known facts that will be used in what follows.
If w = sjp · · · sj1 is a reduced expression, then
(A.3) Π(w) = {α(k) | 1 ≤ k ≤ p},
with α(k) = sj1 · · · sjk−1(αjk).
Lemma A.3. Let w ∈W and 0 ≤ i ≤ n. The following are equivalent
i) w has a reduced expression ending in si;
ii) ℓ(wsi) = ℓ(w)− 1;
iii) αi ∈ Π(w).
We will need the following extension of the above result.
Lemma A.4. Let w,w1, w2 ∈W such that w = w1w2. The following are equivalent
i) ℓ(w1w2) = ℓ(w1) + ℓ(w2);
ii) Π(w2) ⊆ Π(w).
Proof. Let w2 = sjt · · · sj1 and w1 = sjp · · · sjt+1 be reduced expressions.
Let us assume that ℓ(w1w2) = ℓ(w1) + ℓ(w2). Then, w = sjp · · · sj1 is a reduced
expression and the desired conclusion follows from (A.3).
We will show by induction on ℓ(w2) that if Π(w2) ⊆ Π(w) then ℓ(w1w2) = ℓ(w1)+ℓ(w2).
If ℓ(w2) = 1 then the claim follows from Lemma A.3. If ℓ(w2) > 1 then, by hypothesis,
Π(sjt−1 · · · sj1) ⊂ Π(w2) ⊆ Π(w)
which in turn implies, by the induction hypothesis, that
ℓ(w) = ℓ(w1sjt) + ℓ(w2)− 1.
From (A.3) we obtain that sj1 · · · sjt−1(αjt) ∈ Π(w) or, equivalently, w1(−αjt) ∈ R−. There-
fore, w1(αjt) ∈ R+ and, by Lemma A.3, ℓ(w1sjt) = ℓ(w1) + 1, from which our claim imme-
diately follows. 
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Lemma A.5. Let γ ∈ R˚+ and αi a simple root such that (αi, γ) = 0. Then,
ℓ(sγsi) = ℓ(sisγ) = ℓ(sγ) + 1.
Proof. Straightforward from Lemma A.3. 
A.3. Non-simply laced finite root systems. In what follows we investigate the length
of some elements of W˚ in the case when R˚ is a non-simply laced root system. We follow
the notation set up in Section 4.6 and denote by θ the short dominant root and by ϕ the
long dominant root. Also, we denote by iθ node corresponding to the unique simple root
that is not orthogonal on θ and by iϕ the node corresponding unique simple root that is
not orthogonal on ϕ. Recall that ϕ˜∨ = θ∨ − ϕ∨ and θ˜ = ϕ− θ.
Lemma A.6. With the above notation we have
i) If (θ, α∨iθ )(θ
∨, αiθ ) = 2 then ϕ˜ = αiθ ;
ii) If (ϕ,α∨iϕ)(ϕ
∨, αiϕ) = 2 then θ˜ = αiϕ .
Proof. Remark that
(siθ (ϕ˜
∨), θ) = (ϕ∨,−sθsiθ(θ))
= (ϕ∨, θ + (θ, α∨iθ)αiθ − (θ, α∨iθ )(θ∨, αiθ )θ)
= −1.
Since, θ is dominant siθ(ϕ˜) must be a negative root and, keeping in mind that αiθ is a
simple root, we must have ϕ˜ = αiθ . The second claim is proved in a similar fashion. 
Lemma A.7. The set {ϕ, θ} ∪ {αi | 1 ≤ i ≤ n, i 6= iθ, iϕ} is a basis for h˚∗.
Proof. If n = 2 then the claim follows from the fact that ϕ and θ are linearly independent.
For n ≥ 3, remark that (ϕ˜, ϕ) = (θ˜, θ) = 0. If
cϕϕ+ cθθ +
∑
i 6=iθ,iϕ
ciαi = 0,
then, by taking the scalar product with θ˜ and, respectively, ϕ˜ we obtain that cϕ = cθ = 0
and, consequently all ci are also zero. Therefore the set from the statement is linearly
independent and, since it has n elements, it is a basis for h˚∗. 
Lemma A.8. We have
i) ℓ(sθ) = ℓ(sϕsθ) + ℓ(sϕ˜) = ℓ(sϕ˜) + ℓ(sθsϕ);
ii) ℓ(sϕ) = ℓ(sθsϕ) + ℓ(sθ˜) = ℓ(sθ˜) + ℓ(sϕsθ).
Proof. We will provide an argument for the first claim. The second claim follows from the
first claim applied to the root system R˚∨. Also note that since sϕsθ is the inverse of sθsϕ,
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we have ℓ(sϕsθ) = ℓ(sθsϕ). Therefore we only need to show that ℓ(sθ) = ℓ(sθsϕ) + ℓ(sϕ˜).
Remark that sθ = sϕ˜(sθsϕ) so, by Lemma A.4, it would be enough to show that
Π(sθsϕ) ⊂ Π(sθ).
Let α ∈ Π(sθsϕ). Keeping in mind that sθsϕ(α) ∈ R˚− and that θ, ϕ are dominant we obtain
that
(α,ϕ − θ) = (sθsϕ(α), θ) ≤ 0.
If (α, θ) = 0 this implies that (α,ϕ) = 0 and therefore sθsϕ(α) = α which is contradicting
the fact that α is a positive root. We infer that necessarily (α, θ) > 0, and (sθ(α), θ) < 0
which shows that α ∈ Π(sθ). 
Lemma A.9. There exist x ∈ stabW˚ (θ) and y ∈ stabW˚ (ϕ) of order two such that the
following hold
i) sθx = sϕy and ℓ(sθx) = ℓ(sϕy) = ℓ(sθ) + ℓ(x) = ℓ(sϕ) + ℓ(y);
ii) sϕsθ = yx and ℓ(sϕsθ) = ℓ(y) + ℓ(x);
iii) sθ = ysθ˜y and ℓ(sθ) = 2ℓ(y) + ℓ(sθ˜);
iv) sϕ = xsϕ˜x and ℓ(sϕ) = 2ℓ(x) + ℓ(sϕ˜);
v) Π(y) ⊆ {β ∈ R˚+ | (θ˜, β∨) = −1};
vi) Π(x) ⊆ {β ∈ R˚+ | (ϕ˜∨, β) = −1}.
Proof. Let v◦ be the longest length element in the Coxeter group stabW˚ (θ)∩ stabW˚ (ϕ) and
let x, y ∈ W˚ such that
(A.4) v◦w◦ = sθx = sϕy.
The fact that x, y have order two, that x ∈ stabW˚ (θ) and y ∈ stabW˚ (ϕ), and that sϕsθ = yx,
sθsϕ = xy are straightforward verifications. We show that Π(x) ⊂ Π(v◦w◦). Indeed, if
α ∈ Π(x), then α and x(α) are orthogonal on θ, hence
v◦w◦(α) = sθ(x(α)) = x(α) ∈ R˚−.
From Lemma A.4 we obtain that ℓ(sθx) = ℓ(sθ) + ℓ(x). Similarly, we obtain that ℓ(sϕy) =
ℓ(sϕ) + ℓ(y).
We will now show that ℓ(sϕsθ) = ℓ(y) + ℓ(x). By Lemma A.4 we have to argue that
Π(x) ⊂ Π(sϕsθ). Indeed, if α ∈ Π(x), then α is orthogonal on θ but it is not orthogonal on
ϕ (otherwise v◦w◦(α) = v◦(−α) ∈ R˚+, in contradiction with α ∈ Π(v◦w◦)). Therefore,
sϕsθ(α) = sϕ(α) = α− (α,ϕ∨)ϕ ∈ R˚−,
which proves our claim.
For the remaining claims, remark that (A.4) implies that y(θ˜) = θ and x(ϕ˜) = ϕ.
Therefore, we have sθ = ysθ˜y and sϕ = xsϕ˜x. Furthermore, sθ = (sϕsθ)sϕ˜ = (yx)sϕ˜, hence
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xsϕ˜ = sθ˜y and
ℓ(y) + ℓ(xsϕ˜) ≥ ℓ(sθ) = ℓ(sϕsθ) + ℓ(sϕ˜) by Lemma A.8i)
= ℓ(y) + ℓ(x) + ℓ(sθ˜) by Lemma A.9ii)
≥ ℓ(y) + ℓ(xsϕ˜)
We obtain that
ℓ(sθ) = ℓ(y) + ℓ(xsϕ˜) = ℓ(y) + ℓ(sθ˜y),(A.5a)
ℓ(sϕ˜x) = ℓ(xsϕ˜) = ℓ(x) + ℓ(sϕ˜).(A.5b)
In a similar fashion, we obtain that
ℓ(sϕ) = ℓ(x) + ℓ(ysθ˜) = ℓ(x) + ℓ(sϕ˜x),(A.6a)
ℓ(sθ˜y) = ℓ(ysθ˜) = ℓ(y) + ℓ(sθ˜).(A.6b)
Now, our third claim follows from (A.5a) and (A.6b) and the fourth claim follows from
(A.5b) and (A.6a). We remark that iii) is equivalent to the fact that y is the shortest
element of W˚ such that y(θ˜) = θ and iv) is equivalent to the fact that x is the shortest
element of W˚ such that x(ϕ˜) = ϕ.
Let now y = sjp · · · sj1 be a reduced expression and for 1 ≤ k ≤ p let
α(k) = sj1 · · · sjk−1(αjk).
From (A.3) we know that Π(y) = {α(k) | 1 ≤ k ≤ p}. Since y is the shortest element of W˚
such that y(θ˜) = θ we obtain that
(θ˜, α(k)∨) = (sjk−1 · · · sj1(θ˜), α∨ik) 6= 0.
On the other hand,
(θ˜, α(k)∨) = (y(θ), α(k)∨) = (θ, y(α(k)∨)) ≤ 0.
Therefore, (θ˜, α(k)∨) < 0 and since θ is short root we obtain that (θ˜, α(k)∨) = −1 and this
proves part v). The argument for part vi) is entirely similar. 
In fact, we can identify the elements x and y from Lemma A.9.
Lemma A.10. If R˚ is doubly-laced then x = sθ˜ and y = sϕ˜. Furthermore,
i) If (θ, α∨iθ )(θ
∨, αiθ ) = 2 then y = siθ ;
ii) If (ϕ,α∨iϕ)(ϕ
∨, αiϕ) = 2 then x = siϕ.
Proof. Let v◦ be the longest length element in the Coxeter group stabW˚ (θ) ∩ stabW˚ (ϕ).
From the proof of Lemma A.9 it follows that it would be enough to show that
v◦w◦ = sθsϕsθsϕ = sϕsθsϕsθ.
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In turn, this equality can be directly verified on the basis of h˚∗ described in Lemma A.7.
The remaining statements follow directly from Lemma A.6. 
Lemma A.11. If R˚ is triply-laced then x = siϕ and y = siθ .
Proof. In this case R˚ is of rank two and therefore αiθ , αiϕ are the only simple roots. Our
claims follow from the fact that stabW˚ (θ) is the group generated by siϕ and stabW˚ (ϕ) is
the group generated by siθ . 
A.4. Relations in finite Artin groups. We record some useful relations inside the Artin
group AW˚ .
Lemma A.12. Let γ ∈ R˚+ and αi a simple root such that (αi, γ) = 0. Then,
TsγTi = TiTsγ
Proof. Straightforward from Lemma A.5. 
In all the statements that follow R˚ is necessarily non-simply laced and we continue to
use the notation in Section A.3.
Lemma A.13. Let γ ∈ R˚+ and αi a simple root such that (αi, γ∨)(α∨i , γ) = 2 and (αi, γ∨) >
0. Then,
Tsγ = TiTsisγsiTi.
Proof. Remark that the hypothesis implies that
sγ(αi) = αi − (αi, γ∨)γ ∈ R˚−,
which means that αi ∈ Π(sγ). From Lemma A.3 we obtain that ℓ(sisγ) = ℓ(sγsi) = ℓ(sγ)−1.
Remark also that
(sγ(αi), α
∨
i ) = 2− (αi, γ∨)(γ, α∨i ) = 0
and consequently (sisγ)(αi) = sγ(αi) ∈ R˚−. Therefore, again by Lemma A.3, we obtain
that
ℓ(sisγsi) = ℓ(sisγ)− 1 = ℓ(sγ)− 2,
which in turn implies that
TsiTsisγsiTsi = Tsγ ,
which is our claim. 
Lemma A.14. If R˚ is a double-laced root system, then
i) If (θ, α∨iθ )(θ
∨, αiθ ) = 2 then Tiθ and Tsiθsθsiθ satisfy the 2-braid relation;
ii) If (ϕ,α∨iϕ)(ϕ
∨, αiϕ) = 2 then Tiϕ and Tsiϕsϕsiϕ satisfy the 2-braid relation.
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Proof. The second statement is identical to the first one for the dual root system. We prove
the first statement by induction on n ≥ 2.
Remark first that (siθ(θ), θ
∨) = 2 − (θ, α∨iθ )(θ∨, αiθ ) = 0 and therefore siθ(θ) is a root
in the standard parabolic sub-root system of R˚ consisting of roots orthogonal on θ, more
precisely the parabolic sub-root system obtained by removing αiθ . In fact it is a dominant
root in this parabolic subsystem: if αi 6= αiθ is a simple root then
(siθ(θ), α
∨
i ) = −(θ, α∨iθ)(α∨i , αiθ ) ≥ 0.
For n = 2, αiθ and siθ(θ) are the two simple roots and claim is satisfied by the definition of
the Coxeter braid group. For n > 2, siθ(θ) is the short dominant root in the parabolic sub-
root system obtained by removing αiθ , which is a double-laced root system. In particular,
siθ(θ) is not a simple root. Let αi be the unique simple root in R˚ for which (αiθ , αi) 6= 0.
Then,
2 ≥ (siθ(θ), α∨i )(siθ (θ)∨, αi) = (θ, α∨iθ)(θ∨, αiθ )(αi, α∨iθ )(α∨i , αiθ ) = 2(αi, α∨iθ )(α∨i , αiθ ),
and this forces (siθ (θ), α
∨
i )(siθ(θ)
∨, αi) = 2 and (αi, α∨iθ )(α
∨
i , αiθ ) = 1. Applying the in-
duction hypothesis for αi and siθ(θ) we obtain that Ti and Tsisiθsθsiθsi satisfy the 2-braid
relation and that Ti and Tiθ satisfy the 1-braid relation. Moreover, as before sisiθ(θ) is a
root in the standard parabolic sub-root system of R˚ obtained by removing {αiθ , αi} and
all the simple roots in this parabolic sub-system are orthogonal on αiθ . Therefore Tiθ and
Tsisiθsθsiθsi commute.
We can apply Lemma A.2ii) to infer that Tiθ and TiTsissiθ (θ)
siTi satisfy the 2-braid
relations. But, by Lemma A.13, TiTsissiθ (θ)
siTi = Tssiθ (θ)
, which concludes the proof. 
Lemma A.15. We have,
i) Ψ = Φ˜Θ−1 = Φ−1Θ˜;
ii)
Ψ
= Θ−1Φ˜ = Θ˜Φ−1;
iii) Θ˜Θ = ΦΦ˜ and Φ˜Φ = ΘΘ˜.
Proof. From Lemma A.8 we obtain that
Θ = TsϕsθΦ˜ = Φ˜Tsθsϕ and Φ = TsθsϕΘ˜ = Θ˜Tsϕsθ ,
from which our claims immediately follow. 
Lemma A.16. There exist x ∈ stabW˚ (θ) and y ∈ stabW˚ (ϕ) of order two such that
i) Φ−1Θ = TyT−1x and ΦΘ
−1 = T−1y Tx;
ii) Ψ = T−1x T−1y and
Ψ
= T−1y T−1x ;
iii) Θ = TyΘ˜Ty and Φ = TxΦ˜Tx.
Furthermore,
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iv) If R˚ is doubly-laced then Tx = Θ˜ and Ty = Φ˜;
v) If R˚ is doubly-laced and (θ, α∨iθ )(θ
∨, αiθ ) = 2 then Ty = Tiθ ;
vi) If R˚ is doubly-laced and (ϕ,α∨iϕ)(ϕ
∨, αiϕ) = 2 then Tx = Tiϕ ;
vii) If R˚ is triply-laced then Tx = Tiϕ and Ty = Tiθ .
Proof. Straightforward from Lemma A.9, Lemma A.10, and Lemma A.11. 
Lemma A.17. If R˚ is doubly-laced then the following hold
iv) Θ = Φ˜Θ˜Φ˜;
v) Φ = Θ˜Φ˜Θ˜;
vi) ΘΘ˜ = Θ˜Θ = ΦΦ˜ = Φ˜Φ = Θ˜Φ˜Θ˜Φ˜ = Φ˜Θ˜Φ˜Θ˜; In particular, Θ˜ and Φ˜ satisfy the
2-braid relation;
vii) Ψ = Θ˜−1Φ˜−1 and
Ψ
= Φ˜−1Θ˜−1.
Proof. The first two claims follow directly from Lemma A.16iii-iv). The third claim follows
from the first two claims and A.9i). The fourth claim is a consequence of Lemma A.16ii). 
A.5. Relations in affine Artin groups. In this section R is an irreducible twisted affine
root system not of type A
(2)
2n . In particular, R˚ is non-simply laced and we follow the notation
in Section A.3. All statements refer to the affine Artin group A(R).
Lemma A.18. With the notation above, we have
i) Y−θ˜ = ΦΘ
−1Y−θΨ =
Ψ
Y−θΘ−1Φ;
ii) Tiθ and ΘT0ΦT0Ψ = ΦT0ΨΘT0 commute.
Proof. Let y,w ∈ W˚ as in Lemma A.9. Then,
ΦΘ−1Y−θΨ =
Ψ
Y−θΘ−1Φ = T−1y Y−θT
−1
y .
Let y = sjp · · · sj1 be a reduced expression. Then, from Lemma A.9v) we know that for any
1 ≤ k ≤ p we have
(sjk−1 · · · sj1(−θ˜), α∨ik) = (−θ˜, sj1 · · · sjk−1(α∨jk)) = 1.
Therefore, TyY−θ˜Ty = Y−θ, which proves our first claim.
For the second claim, remark that
ΘT0ΦT0Ψ = Y−θY−θ˜ = Y−ϕ = Y−θ˜Y−θ = ΦT0ΨΘT0
and that Tiθ and Y−ϕ commute by Proposition 3.4. 
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Appendix B. Non-Coxeter groups
B.1. One of the common perceptions about double affine Weyl groups is that they fall
outside the framework of Coxeter groups. We provide here a proof of this fact as well as
some related results.
Let us start by recalling the following well known result [2, Ch. V, §4, Ex. 3b)].
Lemma B.1. Let G be an infinite irreducible Coxeter group of finite rank. Then G has
trivial center.
Proposition B.2. A double affine Weyl group is not a Coxeter group.
Proof. For a contradiction, assume that the double affine Weyl group W˜ is a Coxeter group.
Being finitely generated, W˜ must be a finite rank Coxeter group. By Lemma B.1 the infinite
irreducible components of W˜ have trivial center. Therefore, the center of W˜ is precisely
the direct product of the centers of its finite irreducible components and, consequently, the
center of W˜ is a finite group. This contradicts the fact that the center of W˜ is isomorphic
to Z. 
This argument raises the question of whether one can remove this basic obstruction
by either taking a quotient of W˜ by a nontrivial subgroup of its center, or by resolving
the center. We show below that the former option is not viable (for somewhat more subtle
reasons), leaving only the latter. The latter option does indeed materialize, leading precisely
to our Coxeter-type presentation (see Remark 5.25 and Corollary 5.26).
B.2. Recall that a group is said to be indecomposable if it is not a direct product of proper
subgroups. We record a mild variation of [10, Proposition 1] which will be useful for our
purposes.
Proposition B.3. Let G be group such that G has a proper normal abelian subgroup T
with the property that G/T acts faithfully by conjugation on any nontrivial G/T -invariant
subgroup of T . Then,
i) T is a maximal normal abelian subgroup of G;
ii) G is indecomposable.
Proof. LetN be a normal abelian subgroup of G. The commutator [N,T ] is a G/T -invariant
subgroup of T but also a subgroup of N . Since N is abelian it acts trivially by conjugation
on [N,T ]. If [N,T ] is nontrivial then N ⊆ T . If [N,T ] is trivial then N acts trivially by
conjugation on T and therefore N ⊆ T . Either way, N ⊆ T , showing that T is a maximal
normal abelian subgroup of G.
Assume that G = G1×G2 and denote by πi the canonical projection G→ Gi, i = 1, 2.
Let Ti = πi(T ), i = 1, 2. Remark that each Ti is a normal abelian subgroup of Gi. Therefore,
87
T1×T2 is a normal abelian subgroup of G that contains T . Hence, by part i) we must have
T = T1 × T2. Without loss of generality we may assume that T1 is nontrivial. Since G2
acts trivially by conjugation on T1 we deduce that G2 ⊆ T and hence G2 = T2. If T2 is
nontrivial then, as above, G1 = T1 implying that G = T which contradicts the fact that T
is a proper subgroup. Therefore, T2 is trivial implying that G2 is trivial. This shows that
G is indecomposable. 
We now apply this criterion to double affine Weyl groups.
Proposition B.4. Let W˜ be a double affine Weyl group. Then, W˜/Z(W˜ ) is indecompos-
able.
Proof. With the notation of Proposition 3.1, let us denote by H the group generated by
{λµ}µ∈M , {τβ}β∈Q˚∨ , and τδ. Let G denote W˜/Z(W˜ ) and let T denote H/Z(W˜ ). The group
T is a proper normal abelian subgroup of G and the action of G/T by conjugation on T
is isomorphic to the diagonal action of W˚ on Q˚∨ ⊕ Q˚∨. The R-span inside h˚∗ ⊕ h˚∗ of any
proper W˚ -invariant subgroup Q˚∨⊕Q˚∨ contains a copy of the reflection representation of W˚
which is faithful. Therefore, the action of W˚ on any proper W˚ -invariant subgroup Q˚∨⊕ Q˚∨
is faithful. The claim now follows from Proposition B.3. 
B.3. We are now ready to show that W˜/Z(W˜ ) is not a Coxeter group. We will make use
of the following result which is a direct consequence of [16, Corrollaire].
Proposition B.5. Let G be an irreducible finite rank Coxeter group. Then G has a free,
finitely generated abelian subgroup of finite index if and only if G is an affine Coxeter group.
Theorem B.6. Let W˜ be a double affine Weyl group and C a subgroup of its center. Then,
W˜/C is not a Coxeter group.
Proof. Assume that G = W˜/C is a Coxeter group. Since G is finitely generated, it is a
finite rank Coxeter group. If G is irreducible and infinite, by Lemma B.1, it has trivial
center and therefore C = Z(W˜ ). In this case, by Proposition B.5 G is an irreducible affine
Coxeter group. But irreducible affine Coxeter groups are uniquely determined by the rank
of their maximal normal abelian subgroup and the corresponding quotient and it can be
readily verified that G cannot be an affine Coxeter group.
If G is reducible as a Coxeter group then its decomposition into irreducible components
induces a decomposition of W˜/Z(W˜ ). Since W˜/Z(W˜ ) is indecomposable, all but one irre-
ducible component are subgroups of Z(W˜ )/C and the remaining irreducible component is
a finite rank infinite Coxeter group that either has nontrivial center (contradicting Lemma
B.1), or it is isomorphic to W˜/Z(W˜ ) (which we already showed not to be a Coxeter group).
In conclusion, G cannot be a Coxeter group. 
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