We present a new deterministic relational model derived from convolutional neural networks. Search-Convolutional Neural Networks (SCNNs) extend the notion of convolution to graph search to construct a rich latent representation that extracts local behavior from general graph-structured data. Unlike other neural network models that take graph-structured data as input, SCNNs have a parameterization that is independent of input size, a property that enables transfer learning between datasets. SCNNs can be applied to a wide variety of prediction tasks, including node classification, community detection, and link prediction. Our results indicate that SCNNs can offer considerable lift over off-the-shelf classifiers and simple multilayer perceptrons, and comparable performance to state-of-the-art probabilistic graphical models.
Introduction
Structured data present a challenge in machine learning. Models that appropriately represent the underlying structure of an environment often outperform their unstructured counterparts, but finding the right representation and model can be difficult.
For instance, convolutional neural networks (CNNs) [7] , which construct features from input using the convolution operator, often outperform image classifiers that work directly with the pixels of the input. Generally speaking, CNNs will offer lift when the underlying data are grid-structured and are translationally invariant with respect to the grid [2] .
However, what are researchers to do when the data are not grid-structured? Many interesting domains, such as online social networks and document citation networks, exhibit more general graphical structures, ruling out the use of a standard CNN.
To address this issue, we present search-convolutional neural networks (SCNNs), a new architecture that extends convolutional neural networks to general graph-structured domains. By defining features via local graph traversals such as breadth-first search and random walks, SCNNs learn latent representations that capture the local behaviors found in graph-structured data. Importantly, SCNN models have a parameterization that is independent of the size of the input graph, enabling transfer learning between structured datasets.
The remainder of the paper is structured as follows. The next section walks through a simple example SCNN, then provides a more rigorous model definition. Results and discussion are presented in Section 3, and related work in Section 4. Finally, Section 5 presents conclusions and future work. 
Model

By Example
The intuition behind SCNNs is that features defined by local searches that begin from each node in an input network are more informative than the node features alone. This construction allows the model to include information about both the entity itself as well as the entities in its neighborhood, which generally leads to better performance.
For the purposes of illustration, consider a social network that tracks only a single feature of users such as gender. Represent the social network as an undirected graph G = (V, A), where V is an ordered set of vertices that indexes users and A is an adjacency matrix indicating social relationships. For a social network with N users, V will be a 1 × N column vector and A an N × N matrix. The elements of V take on values 0 or 1, indicating the indexed user's feature.
We construct a very simple SCNN that builds filters from zero, one, and two-hop breadth-first searches. The activations at the first hidden layer are given by
where f is a differentiable nonlinear function and W 0 , W 1 , and W 2 are real-valued scaler weights. More generally, the hidden activations for an SCNN with zero through h-hop searches are given by
This naturally extends from breadth-first search to random walks by swapping in the random walk Laplacian L RW = D −1 A for the adjacency matrix.
SCNN Definition
Of course, users of online social networks have more than one feature associated with them, and we may be interested in other application areas entirely. In more general terms, an SCNN's input is
On the left, the convolutional and output layers are rolled out for each node, allowing for node classification. On the right, they are condensed for graph classification.
defined by a graph of entities G = (V, A), where V is an N × F matrix of N entities described by F features, and A is an adjacency matrix. Without loss of generality, we assume that the features are real-valued.
The hidden search-convolutional layer is an H × F real matrix defined by H hops of graph search over F features. Finally, there is an F ×H real-valued weight tensor W that encapsulates the strength of interaction between the input and the hidden layer, and a nonlinear differentiable function f that computes the activations. Here, H is the maximum hops of any search. Note that a zero-hop SCNN is equivalent to a simple multilayer perceptron.
Consider a graph classification task, where a label is predicted for each input graph. The convolutional activations are given by
where 1 N is an N × 1 vector of ones that effectively sums over the nodes, A 0 is taken to be the identity matrix, and the operator represents element-wise multiplication. This can be extended to node classification by removing the summation over the nodes Figure 2 for an illustration.
The model can be extended to simultaneously represent several different searches. Let A now be a N × N × S tensor composed of S redundant definitions of G that imply different searches, and W is an S × H × F tensor. The convolutional activations for graph classification are now given by
and node classification by
Importantly, the model only entails O(S × H × F ) parameters, making the size of the latent searchconvolutional representation independent of the size of the input, enabling transfer learning between graphs.
Learning
SCNNs are learned via stochastic minibatch gradient descent on backpropagated error. At each epoch, node indices are randomly grouped into several batches. The error of each batch is computed by taking slices of the graph definition power series and forward-propagating to predict, then setting the weights by gradient ascent on the back-propagated error. We also make use of windowed early stopping; training is ceased if the validation error of a given epoch is greater than the average of the last few epochs. 
Practical Considerations
In practice, we use the AdaGrad algorithm [3] for gradient ascent with a learning rate of 0.05. All weights are initialized by sampling from a normal distribution with mean zero and variance 0.01. During training, nodes are batched into groups of 100, and we compare the validation error of a given epoch to the previous five when considering whether to stop training early. We choose the hyperbolic tangent for the nonlinear differentiable function f and use the multiclass hinge loss between the model predictions and ground truth as the training objective. The model was implemented in Python using Lasagne and Theano [1] .
Results
CORA Machine Learning Corpus
We applied an adjacency-based SCNN to the task of classifying documents from the CORA ML corpus. CORA ML [12] consists of 2,708 machine learning papers and the 5,429 citation edges that they share. Each paper is assigned a label drawn from seven possible subjects machine learning subjects, and the papers themselves are represented by a bit vector where each entry corresponds to the presence or absence of a term drawn from a dictionary with 1,433 unique entries. Given a set of training documents, the task is to predict the subjects of the held-out documents.
The adjacency-based SCNN treats the citation network as an undirected graph and makes use of all 1,433 term presence features. As shown in Figure 4 , the performance of the SCNN model improves up until two hops, then rapidly degrades. We found that the SCNN outperformed both a simple logistic regression baseline and 'count-link', a probabilistic relational model that had been used in prior work [8] . We also found that the two-hop SCNN offered comparable performance to loopy belief propogation (LBP) over a partially-observed conditional random field (CRF) [11] . To the best our knowledge, the CRF LBP approach represents the state-of-the art for this task. 
Pubmed Diabetes Corpus
We also applied an adjacency-based SCNN to the Pubmed diabetes corpus. The corpus consists of 19,717 scientific papers from the Pubmed database on the subject of diabetes assigned to one of three classes. The citation network that joins the papers consists of 44,338 links, and each paper is represented by a tfidf (term frequency inverse document frequency) vector drawn from a dictionary with 500 terms [12] . As with the CORA corpus, we construct an adjacency-based SCNN that treats the citation network as an undirected graph.
Unsurprisingly, the SCNN outperforms a logistic regression baseline, as shown in Figure 5 . In contrast with the CORA results, however, we find that adding additional hops to the SCNN's searches offer little performance improvement (for few hops) or degredation (for many hops), suggesting that Pubmed's citation network is less informative than CORA's.
Related Work
Recent work has investigated how CNNs can be extended to more general structured data where the underlying graph is not necessarily a grid. The approaches generally fall into two categories: spatial, where the graph is considered directly, and spectral, which works with the graph Laplacian. Henaff, Bruna, and LeCun [2] propose a spatial method with ties to hierarchical clustering, where the layers of the network are defined via a hierarchical partitioning of the node set. In the same paper, the authors propose a spectral method that extends the notion of convolution to graph spectra. Later, Bruna et al [5] applied these techniques to data where a graph is not immediately present but must be inferred. SCNNs, which fall within the spatial category, are distinct from existing work because their parameterization makes them transferable; an SCNN learned on one graph can be applied to another.
A related branch of work that has focused on extending convolutional neural networks to domains where the structure of the graph itself is of direct interest [10, 9, 4] . For example, Duvenaud et al. construct a convolutional model that predicts properties of molecules given their molecular structure [4] . This is a distinct problem domain from the one we consider; rather than classifying based on structure of a graph itself, we make use of local information in a graph of entities to construct a richer representation.
SCNNs also share strong ties to probabilistic relational models (PRMs), a family of graphical models that are capable of representing distributions over complex relational data [6] . In contrast with PRMs, SCNNs are deterministic rather than probabilistic, and may represent the first instance of a deterministic relational model. Our results suggest that SCNNs offer comparable performance to partially-observed conditional random fields, the state-of-the-art model for label prediction in relational data.
Conclusion and Future Work
We present Search-Convolutional Neural Network (SCNNs), a new type of deterministic relational model. By constructing a latent representation that encapsulates local behavior in graph-structured data, SCNNs offer comparable permance to state-of-the-art methods for relational classification.
A distinguishing feature of SCNNs is their transferability -an SCNN fit to one graph can be applied to another. Future work will investigate how this trait can be used for transfer learning tasks. We also intend to apply the model to larger, more complex domains, such as the ImageNet corpus.
