given for determination of x, we might just as easily determine x from the relation B cot ï = -, using the cot x table. It is the purpose of this note to determine the conditions for which interpolation will be improved by using the reciprocal function.
Suppose that y(x) and z(x) are two monotonie functions such that yz -1. Since the slopes of y and z have the relation, z'y + y'z = 0, and hence are always opposite in sign, we choose y as the increasing function. Now the value, xa, given by linear interpolation for the argument, x, in a table of values of y (x) is given by , y -yi , s . I xi < Xa < x2 xa = Xi -\-(x2 -Xi) where i y» -yi l y.i < y < y«.
(We assume that the function y(x) is positive. Roundoff errors are not considered.) The error, Ea, due to the interpolation is given by Ea = xa -x. See [1] for the maximum error inherent in determining a function by linear interpolation from tables. It is given by
where M denotes the maximum absolute value of f"(x) in the interval (xi, x2). However, the problem presented in this paper is one of inverse interpolation. Hence this error formula can be applied only after the function is inverted. For compound interest functions, see [2] .
The corresponding interpolated value, Xb, and the error, Eb, may be determined for the reciprocal function, z. (See [3] . It should be noted that this paper is not considering reciprocal differences. We consider only the differences of the reciprocal function.) The condition that the interpolation is improved by using the reciprocal function is given by \Eb\ < \Ea\. We note that Ea < 0 (>0) if y" > 0 (<0) and Eb > 0 (<0) if z" > 0 (<0) and thus we have the following cases :
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use Case I. y" < 0 and z" > 0, then Ea and Et are both positive. In this case the result is poorer since always
The difference in the errors is given by (y -y0 (yi -y) (*» -*0 (2) Eb-Ea = (yi -yi)y
Case II. y" > 0 and z" < 0, then Ea and Eb are both negative. Inequality (1) remains true, but now \Eb\ < |Ea| and hence the interpolation is always improved. Case III. y" < 0 and z" < 0. This case is impossible. The reason for this is as follows : From yz = 1, one obtains z'y + y'z = 0 and z"y + 2z'y' + zy" = 0. Hence z" + z2y" = 2(z')2y, and since y > 0, y" and z" cannot both be negative. In fact, if y" (or z") is negative, then z" (or y") is positive.
Case IF. y" > 0 and z" > 0, then Ea is negative and Eb is positive. The inequality is Eb < \Ea\, giving the condition, 
