Abstract. Dynamic Contrast Enhanced-Magnetic Resonance Imaging (DCE-MRI) has demonstrated in recent years a great potential in screening of high-risk women for breast cancer, in staging newly diagnosed patients and in assessing therapy effects. The aim of this work is to propose an automated system for suspicious lesion detection in DCE-MRI to support radiologists during patient image analysis. The proposed method is based on a Support Vector Machine trained with dynamic features, extracted, after a suitable pre-processing of the image, from an area preselected by using a pixel-based approach. The performance were evaluated by using a leave-one-patient-out approach and compared to manual segmentation made up by an experienced radiologist. Our results were also compared to other automatic segmentation methodologies: the proposed method maximises the area of correctly detected lesions while minimizing the number of false alarms (with an accuracy of 98.70%).
Introduction
In recent years Dynamic Contrast Enhanced-Magnetic Resonance Imaging (DCE-MRI) has gained popularity as an important complementary diagnostic methodology for early detection of breast cancer [1] . It has demonstrated a great potential in screening of high-risk women, in staging newly diagnosed breast cancer patients and in assessing therapy effects [2] thanks to its minimal invasiveness and to the possibility to visualize 3D high resolution dynamic (functional) information not available with conventional RX imaging [3, 4, 5] .
One of the major issues in developing computer aided systems (CAD) for breast DCE-MRI is to detect the suspicious region of interests (ROIs) as sensibly as possibile, while simultaneously minimising the number of false alarms. This task is made harder by the peculiarity of DCE-MRI breast examinations: breast movements due to inspiration, huge diversity of lesion types. Moreover, a feasible CAD should be as fast as possible to operate in a clinical environment.
It is worth noting that, while several papers addressed so far the problem of automatically classifying breast lesions in DCE-MRI [5, 20] , the automatic detection of suspicious ROIs is still an open problem [6, 7] .
The aim of this paper is to propose an automated method for detection of suspicious region of interest on breast DCE-MRI data to support radiologists during patient image analysis. The proposed methodology is based on a support vector machine (SVM) classifier trained on dynamic features, whose performance have been improved by a preliminary image pre-processing and a pixel-based pre-selection phase.
The paper is organized as follows. In Section 2 we describe the characteristics of recruited patients, the breast DCE-MRI data acquisition protocol, the experienced radiologist manual segmentation procedure, and the proposed automatic suspicious region segmentation algorithm. The obtained results are presented and discussed in Section 3, while in Section 4 we draw some conclusions.
Materials and Methods

Patients
The dataset is constituted of 26 women breast DCE-MRI 3D data, (average age 41 years, in range 26-69) with benign or malignant lesions histopathologically proven: 15 lesions were malignant and 11 were benign.
Data Acquisition
All patients underwent imaging with a 1,5T scanner (Magnetom Symphony, Siemens Medical System, Erlangen, Germany) equipped with breast coil. DCE T1-weighted FLASH 3D coronal images were acquired (TR/TE: 9,8/4,76 ms; flip angle: 25 degrees; field of view 330 x 247 mm x mm; matrix: 256 x 128; thickness: 2 mm; gap: 0; acquisition time: 56s; 80 slices spanning entire breast volume). One series (t 0 ) was acquired before and 9 series (t 1 − t 9 ) after intravenous injection of 0.1 mmol/kg of a positive paramagnetic contrast agent (Gd-DOTA, Dotarem, Guerbet, Roissy CdG Cedex, France). An automatic injection system was used (Spectris Solaris EP MR, MEDRAD, Inc.,Indianola, PA) and injection flow rate was set to 2 ml/s followed by a flush of 10 ml saline solution at the same rate.
Manual Segmentation
An experienced radiologist delineated suspect regions of interest (ROIs) using T1-weighted and subtractive image series. Starting from DCE acquired data, the subtractive image series is defined by subtracting t 0 series from t 4 series. In subtractive images any tissue that does not absorb contrast agent is suppressed. Manual segmentation stage was performed in Osirix [10] , that allows user to define ROIs at a sub-pixel level.
Proposed Method
The whole process can be modelled as a series of successive refinements ( fig. 1 ) on patient DCE-MRI images, each one intended to highlight suspect lesions while eliminating noise, offsets and foreign tissues (muscle, bones, etc.). The result is a binary voxel by voxel labeling (intended for suspicious/not suspicious) whose union represent a Region Of Interest (ROI) to be submitted to expert radiologist's advice. Breast-mask Extraction. Breast-mask is a binary mask representing only breast parenchyma and excluding background and other tissues. The breastmask extraction represents a crucial stage in automated breast lesion segmentation algorithms to reduce the computational cost of feature extraction and attenuate noise caused by extraneous pixel.
Each slice contains background and tissue (breast parenchyma, organs, bones, etc.) pixels. In literature, several breast-mask segmentation algorithms have been proposed [8,9], some of them [11, 4] based on Otsu thresholding [12] .
Our breast-mask extraction procedure is divided into three main steps: a) preprocessing, b) Otsu thresholding, c) morphological refinements. The starting volume is the 3-D data obtained as the minimum signal intensity (SI min ), along time, of the original 4-D volume value. The pre-processing step use min-max normalisation in order to avoid sub-segmentation in slices that have small range of values. As last step, in order to smooth mask borders and fill internal holes, a cascade of morphological operators is applied in this order: Closing and Holes filling applied on global volume, Erosion applied slice by slice in coronal view direction, Dilatation applied on the global volume.
Preprocessing. Patient movements can affect the evaluation of dynamic MRI data. Often such motions involve a shift of one or two pixels. A pre-processing stage including image registration might improve the performance of tumor detection [13] . A comprehensive way to deal with this issue would be non-rigid image registration. However, as non-rigid image registration involves cumbersome computation, often a faster rigid registration or no registration at all is used. In this study we adopted a median filter-based pre-processing: in this manner, small shifts are considered as noise superimposed on correctly aligned images. In section 3 we compared the performance of our approach to the case of rigid registration (by using the intensity-based image registration functions available in MatLab 2012a Image Processing Toolbox) or no registration at all.
Pre-selection. Each voxel is associated with a Time Intensity Curve (TIC) representative of the temporal dynamics of the signal. The TIC reflects the absorption and the release of the contrast agent, following vascularisation characteristics of the tissue under analysis [14] .
Moroever, for each time instant k the Relative Enhancement (RE) is defined as eq. (1):
RE curve still models the absorption of the contrast agent along time, but refers to it (to a first order approximation) in mmol/kg.
Pre-selection step is used to reduce the number of voxels to be submitted to the classifier: each voxel is pre-classified with the algorithm used in [15] except for the t 9 bond. All voxel in which max(RE(t)) is below 30% of the basal signal are marked as not-suspicious while all the others are marked as unsure and will be submitted to the subsequent classification step.
Feature Extraction. Starting from data provided by DCE-MRI images is possible to extract several sets of feature, representative of specific characteristics and properties. Among them, it is worth mentioning Dynamic, Spatial-Temporal and Textural [16] features. In our work we used dynamic features that demonstrated to be the best choice in breast cancer automatic segmentation problem [16] .
Dynamic features reflect information about the temporal dynamics of the signal, evaluated by direct measurements of the TIC for each voxel. They are defined on mathematical models (but not on pharmacokinetics) and this makes them computationally efficient and robust to contrast agent variation. Several features belonging to the dynamic category have been proposed so far in the literature. Among them, it is worth mentioning those presented in [17, 4, 5] . The dynamic features used in our work were: Classification. Most of our work has focused first on choosing the best classifier and then optimizing the parameters of the classifier itself. With best classifier we mean the one which best highlight potential suspect lesions, minimizing at same time false alarms. To deal with this, the dataset has been splitted in two parts, one composed of 4 patients (whose dynamic characteristics well represents the whole dataset) and one composed of the remaining 22 patients. The first one was used in the optimization phase; while the second one in experimental phase, in which a leave-one-patient-out approach was used to statistically validate results.
The output of the classification step is the union of all voxel labeled as suspect that represent suspect regions which will be subject to expert radiologist advice.
The proposed methodology uses a Support Vector Machine (SVM) classifier (with third-degree Radial Basis Function kernel; unitary cost; eps 10 −3 ). The SVM turned out to be the best when compared to a Multi-Layer Perceptron (MLP) (learning rate 0.3, momentum 0.2, training epoch 500) and to a Random Forest (RF) classifier (made up of 10 Random Trees each one using a random subset of feature with no limitation on its maximum depth).
We considered as suspicious voxels those contained in the ROI manually segmented by the experienced radiologist (A.P.). Not suspicious voxels were instead randomly chosen inside the pre-selection mask (but outside the suspicious ROI).
As outlined in Fig. 2 , separating suspicious from pre-selection mask voxels is much more difficult than separating not-suspicious from pre-selection mask voxels, since the TICs of the first two kinds of voxels are more similar than those belonging to the second two kinds of voxels. As a matter of fact, we noticed that classifiers trained on suspicious and pre-selected voxels had a greater generalization ability with respect to ones trained on suspect and not suspect ones: in particular in the second case, the obtained classifier is unable to reliably recognize suspect voxel from not suspect ones, generating an output very close to the pre-selection mask. Finally, it is worth noticing that a random choice is necessary in order to minimize the possibility of feeding the classifier with suspicious voxel not highlighted by the radiologist (because they belong to a very small region or because we do not have any histological proof).
In section 3 all the results obtained by varying the classifier, the preprocessing and the pre-selection methods are reported, in terms of Accuracy, Sensitivity and Specificity [18] . Figure 3 summarizes the results produced by each step of the proposed method for a benign lesion, while Figure 4 shows the results for a malignant lesions. Table 1 reports the results of the evaluation study with and without preprocessing and pre-selection phase, and by varying the classifer. For each combination the table reports the mean value (evaluated on a leave-one-patient-out basis) of sensitivity, specificity and accuracy, in decreasing order of accuracy. These results suggest that our approach with a SVM classification can give simultaneously a great accuracy and specificity, and a good value of sensitivity.
Experimental Results
It is also worth noticing that results in terms of sensitivity are even better in practice, since they refer to voxels and not to ROIs. Since the purpose of the proposed method is to support the radiologist in his work, the best method is in fact the one that maximises accuracy (in order to increase the probability to correctly recognize suspect regions) and specificity (in order to reduce false alarms), looking at the same time to an acceptable sensitivity (to be almost sure to recognize a satisfying ROI area).
Moreover, from Table 1 it can be observed that, by considering the accuracy, the results obtained by using the median registration outperform those obtainable with a rigid registration, which, in turn, are better with respect to those achieved without registration. The obtained results also confirmed that the use of a RE based voxel pre-selection gave always rise to better results with respect to the case when no preselection is used. When preselection was used, the SVM classifer perfomed consistently better than MLP and RF (differences in accuracy are always statistically significant (p < 0.05)). Table 2 reports our best result compared with other methodologies: a pixelbased approach proposed by Torricelli et al. [19] , another approach based on dynamic features and MLP classifier [20] , and a pixel-based approach based on RE (which is indeed our preselection methodology as described in §2.4). As it is evident, our method demonstrated the best accuracy, with a sensitivity which is significantly higher than the second best. As regards the other two approaches, the difference among their accuracies and the one obtained by our approach is statistically signifcant (p < 0.05). In order to better analyze the results, figures 5 and 6 compare the automatic segmented region obtained for a benign and a malignant lesion, respectively, by using the approaches reported in table 2. In this case the advantage of using our approach appears even more evident.
Conclusions and Future Works
In this study we have proposed an automated system for suspicious lesion segmentation in breast DCE-MRI. The proposed method is based on a Support Vector Machine classifier trained on dynamic features extracted, after a suitable pre-processing of the image, from an area pre-selected by using a pixel-based approach.
The performance of the proposed method have been evaluated with respect to manual segmentation made up by an expert radiologist on a dataset of 26 breast lesions. Obtained results were very interesting and compared favourably with respect to other approaches.
Currently, the whole method is implemented in a Matlab tool that allows to analyze any patient image respecting the same protocol; we are also working on an Osirix plug-in.
It is worth noting that although the number of patients has grown over previous studies from 10 to 26 [15] is not yet possible to achieve a broader analysis because of the difficulties to enroll patients with the same data acquisition protocol and the absence of a public database.
We are planning to extend our study to a larger number of patients, to a larger kind of breast tumors, and to different examination protocols in order to extend the applicability of proposed system. Finally, our future work will focus on automatic malignant grade detection.
