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1
Introduction
This thesis focuses on some of the foundations for microlocal analysis, namely the wave
front set and oscillatory integrals. A special emphasis has been put on generalizing con-
cepts as well as results to the settings of smooth manifolds and vector bundles. To
facilitate this, the ﬁrst chapter explains in detail how the classical distribution theory
can be extended to include distributions on manifolds and vector bundles. We also de-
ﬁne diﬀerential operators on manifolds and vector bundles, and explain how they act on
distributions.
After this inital chapter we turn to the wave front set. This set is deﬁned ﬁrst for clas-
sical distributions, and after deﬁning the pullback map we can deﬁne the set invariantly
also for distributions on manifolds and vector bundles. As an application we demonstrate
how the product of two distributions can be deﬁned when their wave front sets are com-
patible in a certain way. We will also be able to say something about the wave front sets
of distributional solutions to partial diﬀerential equations. As we shall see, this in turn
says something about the smoothness properties of the solution.
In the last chapter we deﬁne an important type of distributions called oscillatory
integrals. Towards the end of the chapter we connect this theory to the previous chapter
by proving an important result concerning the wave front sets of oscillatory integrals.
In order to understand the treatment of the above mentioned topics, some familiarity
with topological vector spaces, locally convex spaces and their use in classical distribution
theory is required. A very brief summary of these topics is given in appendix A, but
even a reader who is familiar with this theory might beneﬁt from skimming through the
material, just to see what results are assumed to be known. For more details on this
subject we refer to the classic books by Bourbaki[3] and Treves[10].
Many of the topics of this thesis could in principle be treated without the theory of
topological vector spaces, since most references to topology can be replaced with certain
kinds of estimates. This is sometimes done in the analysis litterature. See for instance
Hörmander [7].
However, such an approach becomes increasingly complicated as the number of spaces
studied grows. I believe that the exposition becomes much clearer when concepts such as
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continuity and convergence are understood in terms of a topology rather than a myriad
of diﬀerent types of estimates, that in any case can be recovered from the topology when
needed.
Similarly, I have sought to use coordinate-free deﬁnitions of concepts on manifolds
since, in my opinion, they tend to be more illuminative than the oftentimes messy de-
scriptions using local coordinates. However, the local descriptions have not been ignored,
as they are often useful in practical calculations.
3
Chapter 1
Analysis on Manifolds
In this chapter we lay the foundation for all results formulated on manifolds presented in
the next chapter. For more details on some but not all topics presented in this chapter
we refer to the excellent lecture notes by Ban and Crainic. [2]
1.1 Distributions on Manifolds
In this section we deﬁne distributions on manifolds and vector bundles. We assume that
the reader is familiar with some basic concepts of diﬀerential geometry, and refer to [8] for
the details. We do however present explicitly the deﬁnition of a complex vector bundle
over a (real) smooth manifold to avoid any risk of confusion over what is required.
Deﬁnition 1.1. A complex k-dimensional vector bundle over a smooth manifold is a
triple (E, pi,M) where E and M are (real) smooth manifolds and pi : E →M is a smooth
surjection such that for every p ∈ M , the set Ep := pi−1{p} has the structure of a k-
dimensional complex vector space. Identifying Ck with R2k, we also require that every
p ∈ M has an open neighborhood U such that we ﬁnd a diﬀeomorphism Φ : pi−1U →
U × Ck with the following properties:
1. pi|pi−1U = pU ◦ Φ, where pU is the projection U × Ck → U ↪→M .
2. Φ|Eq : Eq → {q} × Ck is a complex linear isomorphism for every q ∈ U .
When it is necessary to distinguish between projections related to diﬀerent vector bundles
we denote the projection related to E as piE rather than just pi.
The set of smooth sections of the vector bundle E is denoted as Γ(E). This set is
a complex vector space under pointwise addition and scalar multiplication. In order to
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understand how to construct a natural locally convex topology for this space we ﬁrst
consider the simpler example C∞(M), the smooth functions M → C. This space can be
identiﬁed with the smooth sections of the trivial bundle M × C, so it is a special case.
We naturally want our deﬁnition to be a generalization of the deﬁnition of the topology
for C∞(X), where X ⊂ Rn is open (see also example A.11). One possible obstacle is that
we only have locally deﬁned partial derivatives on a manifold. We ﬁrst disregard this by
considering the case when there is a global chart x forM . Then we could use the topology
induced by the seminorms
(1.2) pxα,K(f) = sup
p∈K
|∂αx f(p)|,
where K ⊂M is compact and α is any multi-index. But even in this case some ambiguity
remains, since there are numerous ways of choosing the global coordinates. Suppose that
x and y are two global charts. If f ∈ C∞(M), then repeated applications of the chain
rule show that
(1.3) ∂αx f =
∑
|γ|≤|α|
gγ∂
γ
y f,
where gγ are smooth functions independent of f . From this we deduce that for any
compact K ⊂M ,
(1.4) sup
p∈K
|∂αx f(p)| ≤ C
∑
|γ|≤|α|
sup
p∈K
|∂γy f(p)|
for some positive constant C independent of f . Since we obtain a similar estimate if we
switch the roles of x and y, we see that the particular choice of coordinates does not aﬀect
the topology. This deﬁnition of a topology in C∞(M) also generalizes the deﬁnition of
the topology in C∞(X), since in this case we can use the global chart (X, idX).
If there are no global charts, we instead consider all charts (U, x) inM and all compact
K ⊂ U and the topology induced by the seminorms
(1.5) pxα,K(f) = sup
p∈K
|∂αx f(p)|.
We claim that we obtain the same topology if instead of all charts, we only use a set of
charts (Uj, xj)j∈J that cover M . In fact, if (V, y) is any other chart in M and K ⊂ V is
compact, we have ﬁnite F ⊂ J such that K ⊂ ∪j∈FUj. By induction we see that there
exist compact sets Kj ⊂ Uj ∩ V , j ∈ F such that K ⊂ ∪j∈FKj. Then,
(1.6) sup
p∈K
|∂αy f(p)| ≤ max
j∈F
sup
p∈Kj
|∂αy f(p)|.
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Since both charts xj and y are deﬁned in Uj ∩ V , we may use estimates of type 1.4 on
the RHS to conclude that the additional seminorms related to the chart (V, y) do not
introduce any new neighborhoods of the origin.
The observation that a cover of charts suﬃces immediately shows that this deﬁnition
of the topology generalizes the previous case where we had one global chart.
We can now deﬁne the topology for Γ(E). Since locally, each section is characterized
by k smooth functions, the idea is to apply seminorms as above to these functions. More
formally, we consider all charts (U, x) in M for which we ﬁnd local trivializations Φ =
(Φ1,Φ2) : pi
−1U → U ×Ck. By the deﬁnition of vector bundles, such charts cover M . For
all compact K ⊂ U we now deﬁne the seminorms as
(1.7) pΦ,xj,α,K(s) = sup
p∈K
|∂αxΦj2 ◦ s(p)|, s ∈ Γ(E).
Here Φj2 denotes the jth component map of Φ2 : pi
−1U → Ck.
Just as in the previous case C∞(M) it is suﬃcient to consider a cover of charts and
only one local trivialization for each chart. The proof similar to the previous case. The
only additional diﬃculty arises from diﬀerent choices of local trivializations. Given two
trivializations Φ and Ψ we may express Φj2 ◦ s as
(1.8) Φj2 ◦ s =
k∑
i=1
hiΨ
i
2 ◦ s,
where the hi are smooth functions independent of the section s. Using the product rule of
diﬀerenziation we may then verify that the particular choice of local trivializations does
not aﬀect the topology. In the case C∞(M) = Γ(M×C) we recover the previously deﬁned
topology since the identity map on M × C is a global trivialization.
We can now deﬁne a topology for the space of compactly supported sections
(1.9) D(M,E) = Γ0(E) = {s ∈ Γ(E) | s has compact support}
following the pattern of classical distribution theory (see also example A.15). For each
compact K ⊂M we endow the subspace DK(M,E) = {s ∈ Γ0(E) | supp s ⊂ K} with the
relative topology from Γ(E) and take as seminorms in Γ0(E) all seminorms whose restric-
tions to the subspaces DK(M,E) are continuous. A straightforward calculation shows
that it is suﬃcient to consider only such compact K that are contained in neighborhoods
where both a chart and a local trivialization is deﬁned. In fact, we may cover an arbitrary
compact K with ﬁnitely many such neighborhoods (Uj)
m
j=1. In a neighborhood of K we
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have a smooth partition of unity (ψj)
m
j=1 subordinate to this cover. If p is any seminorm
and s ∈ DK(M,E), then
(1.10) p(s) = p(
m∑
j=1
ψjs) ≤
m∑
j=1
p(ψjs).
If p is assumed to be continuous on all spaces DL(M,E) for which the compact set L is
contained in some neighborhood where a trivialization and a chart is deﬁned, each p(ψjs)
may be estimated by seminorms in Γ(E) applied to ψjs. Looking back at the expression
for these seminorms, we see that after using the product rule of diﬀerenziation we obtain
estimates with seminorms of Γ(E) applied to s. This shows that p is also continuous when
restricted to DK(M,E).
It would be tempting to deﬁne distributions on manifolds simply as the dual spaces of
D(M,E). This would however lead to some complications. We recall that if X is an open
subset of Rn, every smooth function f ∈ C∞(X) can be identiﬁed with the distribution
(1.11) C∞0 (X) 3 φ 7→
∫
X
fφdx.
On a general smooth manifold M there is no canonical way of integrating smooth com-
pactly supported functions, so this method cannot be used directly to identify smooth
functions with elements in (C∞0 (M))
′. On an orientable manifold we could choose a
volume form dV and identify f with the map
(1.12) C∞0 (M) 3 φ 7→
∫
M
fφdV.
Even on a general smooth manifold we could choose a Riemannian metric and replace the
RHS of 1.12 with
∫
M
fφdµ, where µ is the related Riemannian measure. Note, however,
that in both cases we needed to make some explicit choices.
To overcome this problem, we look for objects that can be integrated over M without
any additional choices. This naturally leads us to the theory of densities. Let V be a
real vector space of dimension n. Let B(V ) be the set of all bases of V . Recall that
if b = (b1, . . . , bn) is a basis then the vectors of any other basis a = (a1, . . . , an) can be
expressed as
(1.13) ai =
n∑
j=1
M(i, j)bj,
where the coeﬃcients M(i, j) are unique, and M = Mba is the matrix describing the
change of basis from a to b. For every r ∈ R we deﬁne the set of r-densities on V as the
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set of maps
(1.14) Dr(V ) = {λ : B(V )→ C | λ(a) = | detMba|rλ(b) for all a, b ∈ B(V )}.
Picking any b ∈ B(V ) and any z ∈ C we may deﬁne an element λz ∈ Dr(V ) as
λz(a) = | detMba|rz. Conversely, the deﬁnition of Dr(V ) shows that every element f is
uniquely determined by its value at the point b ∈ B(V ), so the map z 7→ λz is a bijec-
tion. Furthermore, Dr(V ) is a complex vector space under pointwise addition and scalar
multiplication, and z 7→ λz is a linear isomorphism. Thus Dr(V ) is one-dimensional.1
For a smooth manifold M we now deﬁne the complex r-density bundle as the disjoint
union
(1.15) DrM =
⊔
p∈M
Dr(TpM) =
⋃
p∈M
{p} ×Dr(TpM).
As the name suggests, DrM is a complex (one-dimensional) vector bundle over M .
For any chart (U, x) we deﬁne the map Φx : pi−1 → U × C,
(1.16) Φx(p, λ) = (p, λ((
∂
∂x1
)p, . . . , (
∂
∂xn
)p)),
which clearly is linear on the ﬁbers. Furthermore, if y are another set of coordinates on U
then the identity ( ∂
∂yk
)p =
∑n
l=1(x◦ y−1)′(y(p))(l, k)( ∂∂xl )p and the deﬁnition of r-densities
imply that
Φy2(p, λ) = λ((
∂
∂y1
)p, . . . , (
∂
∂yn
)p) = | det(x ◦ y−1)′(y(p))|rλ(( ∂
∂x1
)p, . . . , (
∂
∂xn
)p
= | det(x ◦ y−1)′(y(p))|rΦx2(p, λ).
(1.17)
From this we conclude that Φy ◦ (Φx)−1(p, c) = (p, | det(x ◦ y−1)′(y(p))|rc) for all p ∈ U
and c ∈ C. This "smooth compatability" of the maps Φx and Φy implies that DrM has a
unique smooth manifold structure turning it into a one-dimensional complex vector bundle
over M such that the maps of type Φx are local trivializations, and the map (p, λ) 7→ p is
the projection pi. See also the Vector Bundle Construction Lemma in [8].
In the special case r = 1 we denote D1M = DM . We now show that all compactly
supported sections ν ∈ Γ(DM) can be integrated in an invariant way. Suppose ﬁrst
that (U, x) is a chart and that supp ν ⊂ U . Then Φx ◦ ν(p) = (p, νx ◦ x) for a uniquely
determined smooth function νx : xU → C. We claim that the quantity
(1.18)
∫
xU
νx
1Some sources deﬁne the r-densities as the maps ω : Λn(V ) \ {0¯} → C for which ω(tξ) = |t|−rω(ξ) for
every ξ ∈ Λn(V ) \ {0¯} and t ∈ R \ {0}. There is a canonical isomorphism between these spaces.
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is independent of the particular choice of coordinates. (We are integratign w.r.t. the
Lebesgue measure.) Suppose that y is another set of coordinates on U . From 1.17 we
conclude that νy ◦ y(p) = |det(x ◦ y−1)′(y(p))|νx ◦ x(p) for all p ∈ U , and hence
(1.19)
∫
yU
νy =
∫
yU
νx ◦ (x ◦ y−1)| det(x ◦ y−1)′| =
∫
xU
νx,
where the last step follows from the formula for changes of variables in integrals. Thus,
in the above situation we have an invariant deﬁnition of the integral
∫
ν. To extend the
deﬁnition to general compactly supported sections ν ∈ Γ(DM), we pick a partition of
unity (ψj)j∈N on M such that every supp ψj is contained in some chart. Then we set
(1.20)
∫
M
ν =
∑
j∈N
∫
ψjν.
Since ν has compact support, only a ﬁnite number of terms in the sum are nonzero. It is
easy to see that this deﬁnition is independent of the particular partition of unity.
If E and F are (complex) vector bundles over M of dimension k and r respectively,
then we may deﬁne another vector bundle of dimension kr as
(1.21) L(E,F ) =
⊔
p∈M
L(Ep, Fp).
That is, the ﬁber at p consists of all linear maps Ep → Fp. This can be seen as follows. If
p ∈M there is a neighborhood U such that there exist local trivializations
Φ : pi−1E (U)→ U × Ck,
Ψ : pi−1F (U)→ U × Cr.
(1.22)
For each q ∈ U we denote by Φq the map Φ|Eq : Eq → {q}×Ck ' Ck. Likewise we deﬁne
Ψq. Using this notation we may deﬁne a map Λ
Φ
Ψ : pi
−1U → U × Cr×k ' U × Ckr as
(1.23) ΛΦΨ(q, T ) = (q,Ψq ◦ T ◦ Φ−1q ).
This map is clearly a linear isomorphism on each ﬁber. Furthermore, given another pair
of local trivializations Φ˜ and Ψ˜, we have
(1.24) ΛΦ˜
Ψ˜
◦ (ΛΦΨ)−1(q, A) = (q, Ψ˜q ◦Ψ−1q ◦ A ◦ Φq ◦ (Φ˜−1q )), (q, A) ∈ U × Cr×k.
The maps q 7→ Ψ˜q ◦ Ψ−1q ∈ Cr×r and q 7→ Φq ◦ (Φ˜−1q ) ∈ Ck×k are smooth and hence
ΛΦ˜
Ψ˜
◦ (ΛΦΨ)−1 is smooth. Thus the Vector Bundle Construction Lemma in [8] implies that
L(E,F ) is a vector bundle with local trivializations ΛΨΦ.
We now ﬁnally have all the necessary tools to deﬁne distributions on a manifold. If E
is a vector bundle over M we set E∨ := L(E,DM).
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Deﬁnition 1.25. Let E be a complex vector bundle over the smooth manifold M . The
space of distributions related to the bundle E is deﬁned as
(1.26) D′(M,E) = D(M,E∨)′.
That is, D′(M,E) is the topological dual of D(M,E∨).
Given a section ξ ∈ Γ(E∨) and a section v ∈ Γ(E) we may deﬁne a section [ξ, v] ∈
Γ(DM) as [ξ, v]p = ξp(vp). If ξ is compactly supported, then so is [ξ, v] so we may now
identify every v ∈ Γ(E) with the distribution
(1.27) Tv : D(M,E∨)→ C, Tv(ξ) =
∫
M
[ξ, v].
That Tv really is a distribution can be veriﬁed using the deﬁnition of the integral, local
coordinates and local trivializations. Also, using local coordinates and trivializations it is
easy to verify that linear map v 7→ Tv is injective, so we really do have an identiﬁcation
of Γ(E) with a subspace of D′(M,E).
How do these things work out in the important special case E = M × C? In this
case, for every element (p, T ) ∈ E∨, T is a linear map C → DTpM , which clearly can
be characterized by its value at 1. Moreover, the map (p, T ) 7→ (p, T (1)) is easily seen
to be a bundle isomorphism between E∨ and DM . Therefore we can equivalently think
of D′(M) := D′(M × C) as simply the dual of D(M,DM) = Γ0(DM). When using this
simpliﬁcation we must instead identify each f ∈ C∞(M) with the distribution
(1.28) Γ0(DM) 3 ξ 7→
∫
M
fξ.
Here, fξ refers to the section (fξ)p = f(p)ξp.
As we have seen, deﬁnition 1.25 allows us to consider smooth sections of the bundle E
as elements of the distribution space D′(M,E). However, we must still investigate whether
this deﬁnition really is a proper generalization of the classical distribution spaces D′(X),
where X is an open subset of Rn. According to deﬁnition 1.25, D′(X) = D′(X,X ×C) =
D(X, (X ×C)∨)′. Thus, the distribution space is the topological dual of D(X, (X ×C)∨),
a space which we already were able to identify with Γ0(DX). Strictly speaking, neither of
these spaces are of course exactly the same as C∞0 (X), so deﬁnition 1.25 is not an exact
generalization.
However, since X is an open subset of Rn we have the global chart (X, idX) and thus
a related global trivialization DX → X × C. Hence, there is no signiﬁcant diﬀerence
between the spaces C∞0 (X) and Γ0(DX). Thus, under the identiﬁcation of these spaces
we may consider deﬁnition 1.25 to be a generalization of the classical deﬁnition. For
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simplicity, we will continue to consider D′(X) as the dual of C∞0 (X) when X is an open
subset of Rn.
Let u ∈ D′(M). Then, for every chart (U, x) we may deﬁne a distribution
ux : C
∞
0 (xU)→ C as
(1.29) 〈ux, φ〉 = 〈u, (φ ◦ x)λx〉,
where λx is the unique section of DU for which λx( ∂
∂x1
, . . . , ∂
∂xn
) = 1. If y is another set
of coordinates on U , how are ux and uy related? Since
(1.30) λy(
∂
∂x1
, . . . ,
∂
∂xn
) = λy(
∂yk
∂x1
∂
∂yk
, . . . ,
∂yk
∂xn
∂
∂yk
) = | det(y ◦ x−1)′| ◦ x,
we have
(1.31) λy = | det(y ◦ x−1)′| ◦ xλx.
Thus, for every φ ∈ C∞0 (yU),
〈uy, φ〉 = 〈u, (φ ◦ y)λy〉 = 〈u, (φ ◦ (y ◦ x−1) ◦ x)(| det(y ◦ x−1)′| ◦ x)λx〉
= 〈ux, | det(y ◦ x−1)′|φ ◦ (y ◦ x−1)〉.
(1.32)
Note the extra factor | det(y ◦ x−1)′|, which arises precisely because u is in the dual of
Γ0(DM) and not C
∞
0 (M).
Conversely, if we are given charts (Uα, xα)α∈A that coverM , together with distributions
uα ∈ D′(xαUα) such that for all α, β ∈ A and for all φ ∈ C∞0 (xβ(Uβ ∩ Uα)),
(1.33) 〈uβ, φ〉 = 〈uα, | det(xβ ◦ x−1α )′|φ ◦ (xβ ◦ x−1α )〉,
then the distributions uα deﬁne an element u ∈ D′(M) as follows. Pick a partition of
unity (ψα)α∈A subordinate to (Uα)α∈A. If ν ∈ Γ0(DM), then in every Uα, we can express
ν as ν = ναλ
xα for a unique smooth function να : Uα → C. We now set
(1.34) 〈u, ν〉 =
∑
α∈A
〈uα, (ψανα) ◦ x−1α 〉.
Since ν has compact support, the sum has only ﬁnitely many nonzero terms. The map u
is a distribution since the maps uα are distributions. Using condition 1.33 one can also
verify that the deﬁnition is independent of the choice of partition of unity subordinate to
(Uα)α∈A. Furthermore, for each β ∈ A and every φ ∈ C∞0 (xβUβ),
〈uxβ , φ〉 = 〈u, (φ ◦ xβ)λxβ〉 =
∑
α∈A
〈uα, φ ◦ (xβ ◦ x−1α )(ψα ◦ x−1α )| det(xβ ◦ x−1α )′|〉
=
∑
α∈A
〈uβ, (φψα) ◦ x−1β 〉 = 〈uβ, φ〉.
(1.35)
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That is, uxβ = uβ for every β ∈ A. It is also clear that u is the only distribution with this
property. These considerations show that the space D′(M) could alternatively be deﬁned
as the maps x 7→ ux taking each set of coordinates x on M to a distribution ux ∈ D′(xU)
(where U is the domain of x) such that when (U, x) and (V, y) are any two charts,
(1.36) 〈uy, φ〉 = 〈ux, | det(y ◦ x−1)′|φ ◦ (y ◦ x−1)〉
holds for all φ ∈ C∞0 (y(U∩V )). In fact, Hörmander [7] uses this deﬁnition of distributions.
If X and Y are open subsets of Rn, f : X → Y is a diﬀeomorphism and u ∈ D′(Y ) a
distribution, we may deﬁne a distribution f ∗u ∈ D′(X) as
(1.37) 〈f ∗u, φ〉 = 〈u, | det(f−1)′|φ ◦ f−1〉.
In section 2.2 we will generalize this deﬁnition so that f does not have to be a diﬀeomor-
phism. Using this notation, 1.36 may be expressed in the consise form
(1.38) uy = (x ◦ y−1)∗ux, on y(U ∩ V ).
We shall brieﬂy summarize how a similar local deﬁnition can be made also for the
distribution spaces D′(M,E). As might be expected, when E is k-dimensional, a distri-
bution u ∈ D′(M,E) is locally characterized by k classical distributions. Suppose that
(U, x) is a chart on M and that we have a local trivialization Φ : pi−1E U → U × Ck. Then
we may deﬁne a frame (s1, . . . , sk) of E
∨ on U as
(1.39) (sj)p = Λ
Φ
Ψx
−1
(p, ej),
where Ψx : pi
−1
DMU → U ×C is the local trivialization induced by x, i.e. Ψx(q, cλxq ) = (q, c)
for all (q, c) ∈ U ×C. For each φ ∈ C∞0 (xU) we then deﬁne the section Φνxj (φ) in Γ0(E∨)
as
(1.40) Φνxj (φ)p = (φ ◦ x)(p)sjp = ΛΦΨx
−1
(p, (φ ◦ x(p))ej).
Strictly speaking, this expression only deﬁnes a section on U . But since this section
vanishes in U \ supp φ, we obtain a global smooth section by setting Φνxj (φ)p = 0¯ for all
p ∈M \ U .
Now we may deﬁne the k distributions Φuxj ∈ D′(xU) as
(1.41) 〈Φuxj , φ〉 = 〈u, Φνxj (φ)〉.
Then, given any ν ∈ Γ0(E∨) with support contained in U we have
(1.42) 〈u, ν〉 = 〈u, νjsj〉 = 〈Φuxj , νj ◦ x−1〉,
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where we use the so-called Einstein notation in which all repeated upper and lower indices
are summed over.
Switching to another coordinate system y on U , while keeping the local trivialization
Φ unchanged, one easily obtains transformation rules similar to 1.38:
(1.43) Φuyj = (x ◦ y−1)∗(Φuxj ),
for all j ∈ {1, . . . , k}. If we on the other hand keep the coordinates unchanged and
instead consider another local trivialization Θ : pi−1E U → U × Ck we obtain the following
transformations:
(1.44) Θuxj =
k∑
s=1
(τ(j, s) ◦ x−1) Φuxs ,
where τ is the unique smooth function U → Ck×k such that Θ ◦ Φ−1(p, c) = (p, τ(p)c)
for all (p, c) ∈ U × Ck. Combining the transformation rules 1.43 and 1.44 we obtain the
transformation rules in the case where both the chart and local trivialization are modiﬁed:
(1.45) Θuxj =
k∑
s=1
(τ(j, s) ◦ x−1)(y ◦ x−1)∗(Φuys).
Conversely, given a cover of charts (U, x) for which we have local trivializations
Φ : pi−1E U → U × Ck, and distributions Φuxj ∈ D′(xU), j ∈ {1, . . . , k} satisfying the
transformation rules 1.45 on overlaps, we may deﬁne a distribution u ∈ D′(M,E) sat-
isfying 1.42, following the method presented for D′(M). Again, the two approaches to
deﬁning distributions are equivalent. The local expressions are useful in practical calcu-
lations, but the coordinate-free deﬁnition has the advantage of being more concise, and
perhaps also conceptually clearer.
We shall now generalize some well-known concepts from the classical distribution the-
ory to the case of distributions on manifolds. First we consider the support and singular
support of distributions, both of which can be generalized in a natural way. Namely, we
say that a point p ∈M is not in the support of u if there is a neighborhood W of p such
that
(1.46) 〈u, ν〉 = 0
for all ν ∈ Γ(E∨) with compact support contained in W . Similarly, a the point p is not
in the singular support of u if there is some neighborhood W of p and a smooth section
η ∈ Γ(E|W ) such that
(1.47) 〈u, ν〉 =
∫
W
[ν, η]
13
for all ν ∈ Γ(E∨) with compact support contained in W .
Given any chart (U, x) and local trivialization Φ of E at p we may give alternative
descriptions of the support and singular support as follows. The point p is not in the the
support of u iﬀ all of the distributions Φuxj vanish in some neighborhood of x(p). That is,
p /∈ supp u iﬀ for every j ∈ {1, . . . , k}, x(p) /∈ supp Φuxj . Similarly, p /∈ sing supp u iﬀ for
every j ∈ {1, . . . , k}, x(p) /∈ sing suppΦuxj . The proof is left to the reader.
Recall that if X and Y are open subsets of Rm and Rn respectively, and u ∈ D′(X)
and v ∈ D′(Y ) then we can deﬁne the tensor product u⊗ v ∈ D′(X × Y ) as
(1.48) 〈u⊗ v, φ〉 = 〈u, 〈v, φ(x, y)〉y〉x, φ ∈ C∞0 (X × Y ).
The notation on the RHS has the following interpretation. For every x ∈ X, the map
Y 3 y 7→ φ(x, y) is in C∞0 (Y ) so we may apply v to this map. This yields a smooth
function x 7→ 〈v, φ(x, y)〉y with compact support in X. We then apply u to this function
obtaining a complex number. The obtained map is a distribution, and one can show that
it does not depend on the order in which we apply u and v.
Given manifolds M and N with distributions u ∈ D′(M) and v ∈ D′(N) we want to
mimic this procedure to deﬁne a distribution u⊗ v ∈ D′(M ×N). The question is how to
successively apply v and u to a section ξ ∈ Γ0(D(M×N)). At every point (p, q) ∈M×N ,
ξ(p,q) is a map B(T(p,q)(M ×N))→ C so it is not a priori clear how to proceed.
Given ﬁnite-dimensional vector spaces U , V andW together with a linear isomorphism
T : U ⊕ V → W we may relate any β ∈ DW to a map βT : B(U)×B(V )→ C as follows:
(1.49) βT (u1, . . . , um, v1, . . . vn) = β(Tu1, . . . , Tum, T v1, . . . , T vn)
for all bases (u1, . . . um) ∈ B(U) and (v1, . . . vm) ∈ B(V ). Since T is an isomorphism,
(Tu1, . . . , Tum, T v1, . . . , T vn) is really a basis of W . Fixing the basis (u1, . . . , um) it is
easy to see that the map
(1.50) B(V ) 3 (v1, . . . , vn) 7→ βT (u1, . . . , um, v1, . . . , vn)
is an element of D1V . A similar statement holds if we ﬁx the other basis. Since the space
T(p,q)(M×N) is canonically isomorphic to TpM⊕TqN , we can use the observations above
to deﬁne a map ξ˜ related to ξ, whose value at each (p, q) ∈M ×N is a map
(1.51) ξ˜(p,q) : B(TpM)× B(TqN)→ C.
Fixing p ∈M and a basis (v1, . . . , vm) yields a smooth compactly supported section
(1.52) q 7→ ξ˜(p,q)(v1, . . . , vm, · · · · ·)
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of DN . Applying v to this section we obtain a complex number
(1.53) 〈v, q 7→ ξ˜(p,q)(v1, . . . , vm, · · · · ·)〉.
Varying the basis (v1, . . . vm) in 1.53 we obtain a map B(TpM)→ C which is an element
of D1(TpM). Varying p we obtain a smooth compactly supported section of DM to which
we can applpy u. Symbolically we write this as
(1.54) 〈u, 〈v, ξ˜(p,q)〉q〉p =: 〈u⊗ v, ξ〉.
We leave it to the reader to conﬁrm that u⊗ v really is a distribution.
1.2 Diﬀerential Operators
In the classical distribution theory there is a clear way to deﬁne the multiplication of a
distribution with a smooth function. Also, derivatives of distributions are well-deﬁned.
More generally, we may operate with smooth diﬀerential operators on distributions, and
the result will again be a distribution. Since partial derivatives are only locally deﬁned on
a manifold, we need to construct an invariant deﬁnition of diﬀerential operators in order
to extend this theory to distributions on manifolds.
If X is an open subset of Rn we recall that a smooth diﬀerential operator is an operator
P : C∞(X)→ C∞(X) having the the expression
(1.55) Pf =
∑
|α|≤m
cα∂
αf,
where m ∈ N and cα ∈ C∞(X) for every |α| ≤ m.
Deﬁnition 1.56. Let M be a smooth manifold. A smooth diﬀerential operator P of
order m on C∞(M) is a map C∞(M) → C∞(M) such that, for any chart (U, x) and
f ∈ C∞(M) we have
(1.57) (Pf)(p) =
∑
|α|≤m
cα(p)∂
α
x f(p),
for all p ∈ U . Here cα ∈ C∞(U).
Due to equation 1.3, a classical diﬀerential operator is still a diﬀerential operator in
the new deﬁnition. The converse statement is not quite as trivial, as the original deﬁnition
made reference to globally deﬁned functions cα. However, if P is a map C
∞(X)→ C∞(X)
which locally can be represented as 1.55, one may verify that the locally deﬁned functions
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cα must agree where their domains overlap. This can be seen inductively by applying P
to the functions x 7→ xβ for increasing |β|. Thus, deﬁnition 1.56 really is a generalization.
A similar reasoning shows that in order to verify that a given map
P : C∞(M) → C∞(M) is a smooth diﬀerential operator, it is suﬃcient to verify for-
mula 1.57 only for a cover of charts. As a direct consequence of the deﬁnition, diﬀer-
ential operators are linear. Furthermore, every diﬀerential operator on C∞(M) is local :
supp Pf ⊂ supp f .
This notion of locality can be deﬁned equally for linear maps P : Γ(E) → Γ(F )
between the smooth sections of vector bundles. One useful aspect of local operators is
presented in the following lemma.
Lemma 1.58. Let E and F be vector bundles over the manifold M , and let P : Γ(E)→
Γ(F ) be a linear local operator. Given an open subset U ⊂ M . There is a unique way of
deﬁning a linear local operator
(1.59) PU : Γ(E|U)→ Γ(F |U)
so that for every ν ∈ Γ(E),
(1.60) (Pν)|U = PU(ν|U).
Proof. We ﬁrst show the uniqueness. Suppose that there is a map PU satisfying the
conditions. Let s ∈ Γ(E|U). If p is any point in U , we may select ψ ∈ C∞0 (U) such that
ψ = 1 in a neighborhood of p. Then the ψs is a well deﬁned smooth section of E on M :
Inside U the section is deﬁned as (ψs)q = ψ(q)s(q) and outside supp ψ we set (ψs)q = 0¯.
Then, by the locality of PU and condition 1.60 we have
(1.61) (PUs)p = (PU(ψs)|U)p = (Pψs)p
Hence, the values of PU are uniquely determined. Since P is local, the right hand side is
also independent of the particular choice of ψ, so we may use this expression to deﬁne a
map PU : Γ(E|U) → Γ(F |U). The resulting map is clearly linear, and it is local since P
has this property. Thus we have also shown the existence.
The previous lemma can be used to deﬁne diﬀerential operators Γ(E)→ Γ(F ).
Deﬁnition 1.62. Let E and F be vector bundles over the smooth manifold M . A local
linear map P : Γ(E) → Γ(F ) is called a smooth diﬀerential operator if given any chart
(U, x) and frame (s1, . . . , sk) of E in U , the restricted map PU is given by
(1.63) PU(f
jsj) =
∑
|α|≤m
∂αx f
jwαj ,
where wαj ∈ Γ(F |U) are some smooth sections.
16
To verify that a map P is a diﬀerential operator, it is suﬃcient to have expressions of
the type 1.63 in some charts that cover the manifold. Using the identiﬁcation of C∞(M)
with Γ(M×C) we see that this deﬁnition of diﬀerential operators generalizes the deﬁnition
for operators C∞(M)→ C∞(M).
In principle we could have deﬁned diﬀerential operators Γ(E) → Γ(F ) without refer-
ring to locality at all, looking instead at the expression for Ψ ◦ Pν where Ψ is a local
trivialization for F . However, the approach using locality leads to more concise expres-
sions, and the concept of locality is useful by itself.
In the following theorem, E and F are vector bundles of dimensions k and l respectively.
Theorem 1.64. Every diﬀerential operator P : Γ(E)→ Γ(F ) is continuous.
Proof. Let (U, x) be a chart in M such that there is a local trivialization
Ψ : pi−1F U → U × Cl. Let K be a compact subset of U . We need to show that for every
seminorm pΨ,xj,α,K , and all sections ν ∈ Γ(E), pΨ,xj,α,K(Pν) can be bounded by seminorms in
Γ(E) applied to ν.
Since K is compact, we may cover it with ﬁnitely many open sets V1, . . . , Vm contained
in U such that there is a frame (si1, . . . , s
i
k) of E deﬁned in each Vi. As seen before, we
then have compact Ki ⊂ Vi such that K ⊂ ∪mi=1Ki. We now have
(1.65) pΨ,xj,α,K(Pν) = sup
p∈K
|∂αx (Ψj2 ◦ (Pν))(p)| ≤ max
i∈{1,...,m}
sup
p∈Ki
|∂αx (Ψj2 ◦ (Pν))(p)|.
In each Vi, we have ν = ν
rsir for some smooth functions ν
r inVi, and
(1.66) Pν = P (νrsir) =
∑
|β|≤m
∂βxν
rwβr ,
for some smooth sections wβr of F |Vi . Thus, on Ki,
(1.67) ∂αx (Ψ
j
2 ◦ (Pν)) =
∑
|β|≤m
∂αx (∂
β
xν
rΨj2(w
β
r )) =
∑
|β|≤m
∑
γ≤α
(
α
γ
)
(∂β+γx ν
r)∂α−γx Ψ
j
2(w
β
r ).
For each term in the sums above, the factor on the right is a smooth function in Vi
independent of ν. On the compact set Ki this function is bounded by a constant. Thus,
inserting the RHS into 1.65, we see that pΨ,xj,α,K(Pν) is bounded by a sum of terms of the
form
(1.68) sup
p∈Ki
|(∂µxνr)(p)|,
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where νr is the rth component function of ν in the frame (si1, . . . , s
i
k). For each of these
frames we have a related local trivialization iΦ of E such that iΦ(ar(sir)p) = (p, a
1, . . . , ak).
We may therefore express 1.68 as
(1.69) sup
p∈Ki
|∂µx (iΦr2 ◦ ν)(p)|,
which is a seminorm applied to ν.
This theorem has an obvious but important collorary.
Corollary 1.70. The restriction of a diﬀerential operator P : Γ(E)→ Γ(F ) to D(M,E)
is continuous D(M,E)→ D(M,F ).
Proof. Since diﬀerential operators are local, every diﬀerential operator P : Γ(E)→ Γ(F )
maps D(M,E) into D(M,F ). The deﬁnition of the topology in D(M,E) guarantees that
to show the continuity, it is suﬃcient to show that the restriction of P to every subspace
DK(M,E) is continuous DK(M,E)→ D(M,F ). By the locality, P maps DK(M,E) into
DK(M,F ) and by deﬁnition these spaces are endowed with the relative topologies from
Γ(E) and Γ(F ) respectively. Therefore, the previous theorem implies that P is continuous
DK(M,E) → DK(M,F ). However, the topology of DK(M,F ) also coincides with the
relative topology from D(M,F ), and hence P is continuous DK(M,E)→ D(M,F ).
Recall that when X is an open subset of Rn and u ∈ D′(X), a smooth diﬀerential
operator P =
∑
|α|≤m cα∂
α in X operates on u as follows.
(1.71) 〈Pu, φ〉 = 〈u,t Pφ〉.
Here, tP refers to the so called transpose of P . The transpose is deﬁned as
(1.72) tPφ =
∑
|α|≤m
(−1)|α|∂α(cαφ).
Using the product rule for diﬀerentiation we see that also the transpose is a diﬀerential
operator.
We want to follow a similar procedure to deﬁne how diﬀerential operators act on
distributions also in the general case. Therefore, we must generalize the deﬁnition of the
transpose to diﬀerential operators Γ(E) → Γ(F ). The transpose deﬁned above has the
property that for all φ, ψ ∈ C∞0 (X),
(1.73)
∫
X
φ(Pψ)dx =
∫
X
(tPφ)ψdx.
In the following theorem we use this fact to generalize the deﬁnition of the transpose.
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Theorem 1.74. For every diﬀerential operator P : Γ(E) → Γ(F ) there is a unique
diﬀerential operator tP : Γ(F∨)→ Γ(E∨) such that for all ν ∈ Γ0(E) and η ∈ Γ(F∨),
(1.75)
∫
M
[η, Pν] =
∫
M
[tPη, ν].
Proof. We ﬁrst show that if tP exists, it must be unique. At any point of M there is a
chart (U, x) such that there is a section (s1, . . . , sk) of E in U . We then have an induced
section (s˜1, . . . , s˜k) for E∨ in U , deﬁned as
(1.76) (s˜i)p(a
j(sj)p) = a
iλxp ,
for every p ∈ U . By shrinking U if necessary, we may also assume that we have a frame
(r1, . . . , rl) of F
∨ in U .
Pick functions νj ∈ C∞0 (U) and set ν = νjsj. Then, ν is a smooth section of E,
compactly supported in U . Since P is a diﬀerential operator, in U we have
(1.77) Pν =
∑
|α|≤m
∂αx ν
jwαj
for some smooth sections wαj ∈ Γ(F |U). But then we must have∫
M
[tPη, ν] =
∫
M
[η, Pν] =
∫
M
[η,
∑
|α|≤m
∂αx ν
jwαj ] =
∑
|α|≤m
∫
U
∂αx ν
j[η, wαj ]
=
∑
|α|≤m
∫
U
∂αx ν
jηi[ri, w
α
j ].
(1.78)
Now, [ri, w
α
j ] = f
α
ijλ
x for some smooth functions fαij. Therefore, the last expression can be
re-written as
(1.79)
∑
|α|≤m
∫
xU
∂α(νj ◦ x−1)(ηifαij) ◦ x−1 =
∑
|α|≤m
(−1)|α|
∫
xU
(νj ◦ x−1)∂α((ηifαij) ◦ x−1),
where we have used partial integration in the last step. But on the other hand,
(1.80)
∫
M
[tPη, ν] =
∫
U
[(tPη)j s˜
j, ν] =
∫
U
(tPη)jν
jλx =
∫
xU
(νj ◦ x−1)(tPη)j ◦ x−1.
Since the functions νi were arbitrary, we must have
(1.81) (tPη)j =
∑
|α|≤m
∂αx (η
ifαij),
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and hence,
(1.82) (tPη)p =
∑
|α|≤m
∂αx (η
ifαij)s˜
j
p
for all p ∈ U . Thus, we have shown the uniqueness. Furthermore, 1.82 does deﬁne a
smooth section tPη of E∨|U satisfying
(1.83)
∫
U
[tPη, ν] =
∫
U
[η, Pν]
for all ν ∈ Γ0(E|U). But we may cover M with neighborhoods like U , and due to the
uniqueness, the locally deﬁned sections tPη must agree where their domains overlap. Thus
we obtain a globally deﬁned section tPη ∈ Γ(E∨). Using partitions of unity we may verify
that 1.75 is valid also for all ν ∈ Γ0(E). Furthermore, expression 1.82 shows that the map
η 7→t Pη is indeed a diﬀerential operator. Thus we have also veriﬁed the existence.
What does the transpose look like in the important special case E = F = M ×C? In
this case tP is a map Γ((M ×C)∨)→ Γ((M ×C)∨). Let ω ∈ Γ((M ×C)∨). Let (U, x) be
any chart. In U we may write
(1.84) ω = ωxTx,
where (Tx)p : C→ DTpM , is the linear map such that (Tx)p(1) = λxp , and ωx is a smooth
function. For all f ∈ C∞0 (U) we have
(1.85) Pf =
∑
|α|≤m
cα∂
α
x f
for some smooth functions cα in U . Then∫
U
[ω, Pf ] =
∑
|α|≤m
∫
U
ωxcα∂
α
x fλ
x =
∑
|α|≤m
∫
xU
(ωxcα) ◦ x−1∂α(f ◦ x−1)
=
∑
|α|≤m
(−1)|α|
∫
xU
∂α((ωxcα) ◦ x−1)(f ◦ x−1) =
∫
U
[
∑
|α|≤m
(−1)|α|∂αx (cαωx)Tx, f ].
(1.86)
Hence, tP locally has the expression
(1.87) ωxTx 7→
∑
|α|≤m
(−1)|α|∂αx (cαωx)Tx
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Under the identiﬁcation of (M × C)∨ with DM , the operator naturally takes the form
(1.88) ωxλ
x 7→
∑
|α|≤m
(−1)|α|∂αx (cαωx)λx.
In the case of an open subset X of Rn we recover the classical transpose, at least if we
identify DX and X × C as explained earlier.
Due to corollary 1.70, tP is linear and continuous D(M,F∨) → D(M,E∨). We may
therefore make the following deﬁnition.
Deﬁnition 1.89. Let E and F be vector bundles over M , and let P : Γ(E) → Γ(F ) be
a diﬀerential operator. For every distribution u ∈ D′(M,E) we deﬁne the distribution
Pu ∈ D′(M,F ) as u ◦ tP . That is,
(1.90) 〈Pu, ω〉 = 〈u, tPω〉,
for every ω ∈ D(M,F∨).
Recall that the smooth sections Γ(E) can be considered as a subspace of the distribu-
tions D′(M,E) by identifying each section ν ∈ Γ(E) with the distribution
(1.91) D(M,E∨) 3 ξ 7→
∫
M
[ξ, ν].
Formula 1.75 shows that, under this identiﬁcation, the newly deﬁned map P : D′(M,E)→
D′(M,F ) can be regarded as an extension of the original diﬀerential operator P .
1.3 Symbols
For future reference we here present the deﬁnition of the (principal) symbol of a diﬀerential
operator. We start by considering diﬀerential operators P : C∞(M)→ C∞(M).
Theorem 1.92. Let P : C∞(M) → C∞(M) be a diﬀerential operator of order m. Let
(U, x) be a chart on M , so that we have
(1.93) P =
∑
|α|≤m
cxα∂
α
x .
for som smooth functions cxα on U . Then the expression
(1.94) σm(P )(p, ξjdx
j
p) =
∑
|α|=m
cxα(p)(iξ)
α, p ∈ U
is independent of the particular choice of coordinates, and may thus be used to deﬁne a
smooth function σm(P ) : T
∗M → C.
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Proof. Let p ∈ U and let ξjdxjp be any element of T ∗pM . Pick a φ ∈ C∞(M) such that
(dφ)p =
(
∂φ
∂xj
)
p
dxjp = ξjdx
j
p. Then we may calculate
(1.95) P (eitφ)(p) =
∑
|α|≤m
cxα(p)∂
α
x (e
itφ)(p) =
∑
|α|=m
cxα(p)t
m(i∇xφ(p))αeitφ(p) +O(tm−1),
where t ∈ R is a parameter. From this we conclude that
(1.96) lim
t→∞
t−me−itφ(p)P (eitφ)(p) =
∑
|α|=m
cxα(p)(iξ)
α.
Since the LHS is independent of coordinates, we have proved the claim.
For completeness we present also the deﬁnition of the symbol of a diﬀerential operators
P : Γ(E) → Γ(F ), where E and F are vector bundles over M . Inspired by 1.96 we
investigate the behaviour of P (eitφs) where φ is a smooth real-valued function and s ∈
Γ(E). Picking a chart (U, x) at the point p ∈ M and a frame (s1, . . . , sk) of E on U we
calculate
P (eitφs) = P (eitφf jsj) =
∑
|α|≤m
∂αx (f
jeitφ)wαj =
∑
|α|≤m
∑
γ≤α
(
α
γ
)
∂γx(e
itφ)(∂α−γx f
j)wαj
=
∑
|α|=m
tm(i∇xφ)αeitφf jwαj +O(tm−1).
(1.97)
From this we conclude that
(1.98) lim
t→∞
t−me−itφ(p)P (eitφs)(p) =
∑
|α|=m
(i∇xφ(p))αf j(p)wαj (p).
The last expression only depends on (dφ)p and sp. Furthermore, it depends linearly on sp
for ﬁxed (dφ)p. Thus we have the following theorem.
Theorem 1.99. Let E and F be vector bundles over the manifold M and let
P : Γ(E) → Γ(F ) be a diﬀerential operator. For every (p, ω) ∈ T ∗M we may deﬁne a
map σm(P )(p, ω) ∈ L(Ep, Fp) as
(1.100) σm(P )(p, ω)(v) = lim
t→∞
t−me−itφ(p)P (eitφs)(p),
where φ is any real-valued smooth function such that (dφ)p = ω and s is any section of E
such that sp = v.
The map σm(P ) : (p, ω) 7→ σm(P )(p, ω) may be regarded as a section of the pull-back
bundle pi∗L(E,F ), where pi is the projection T ∗M → M . (See 2.148 for the deﬁnition
of the pull-back bundle.) The smoothness follows from 1.98. Again, we call σm(P ) the
(principal) symbol of P . In the case E = F = M ×C we essentially recover the previous
deﬁnition, since any linear map C→ C may be identiﬁed with its value at 1.
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Chapter 2
The Wave Front Set
In this chapter we present the basic theory concerning the wave front set, including some
applications. We will mostly follow Hörmander's exposition of the topic [7], but many
of the generalizations of results to manifolds and vector bundles are not found in this
source. Most of the proofs originating from [7] have been expanded for clarity, and the
proof of (iii) in theorem 2.31 given here is more direct. We also clear up a widespread
misconception regarding the topological properties of the pullback map, and point out a
small error in Hörmander's proof of 2.175.
2.1 The Wave Front Set
Recall that by deﬁnition, the Fourier transform of a tempered distribution v ∈ S ′(Rn) is
the tempered distribution 〈vˆ, φ〉 = 〈v, φˆ〉. In the case of compactly supported distributions
u ∈ E ′(Rn) it turns out that uˆ is in fact the smooth function given by
(2.1) uˆ(ξ) = 〈u, e−i〈ξ,·〉〉, ξ ∈ Rn.
To see this, we ﬁrst note that the right hand side of 2.1 does indeed deﬁne a tempered
distritbution. In fact, the deﬁnition of distributions guarantees that the function on the
right hand side has at most polynomial growth equal to the order of u. Let φ ∈ C∞0 (Rn) be
an arbitrary test function and choose ψ ∈ C∞0 (Rn) which is equal to 1 in a neighborhood
of supp u. Then
(2.2) 〈û, φ〉 = 〈u, φ̂〉 = 〈ψu, φ̂〉 = 〈u,
∫
ψ(y)e−i〈x,y〉φ(x)dx〉y =
∫
〈u, e−i〈x,·〉〉φ(x)dx,
where we have used lemma D.1 in the last step. Since the compactly supported test
functions are dense in S(Rn), this proves the claim.
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Suppose now that u ∈ C∞0 (Rn) ⊂ S(Rn). The Fourier transform maps S(Rn) onto
itself, so we have the estimates
(2.3) |uˆ(ξ)| ≤ CN(1 + |ξ|)−N , N ∈ N,
where CN are positive constants. Conversely, if u is a compactly supported distribution
satisfying 2.3, Fourier's inversion formula implies that uˆ is smooth, and since u ∈ E ′(Rn)
we obtain u ∈ C∞0 (Rn). Thus, the behaviour of uˆ at inﬁnity determines whether u is
smooth.
In the following we shall say that a subset V of RN is conic, if ξ ∈ V implies that
tξ ∈ V for all t > 0. Similarly, a set Γ ⊂ X ×RN will be called conic if (x, ξ) ∈ Γ implies
that (x, tξ) ∈ Γ for all t > 0. Conic sets will also be referred to as cones. To distinguish
the second type of conic sets from the ﬁrst type we will sometimes refer to them as being
conic in the second variable.
Deﬁnition 2.4. Let u ∈ E ′(Rn). We deﬁne the set Σ(u) ⊂ Rn \ {0¯} as the points having
no conic neighborhood V ⊂ Rn \ {0¯} such that 2.3 holds for all ξ ∈ V .
The set Σ(u) is clearly a closed cone in Rn \ {0¯}. Using the compactness of the unit
sphere in Rn we conclude that u ∈ C∞0 (Rn) iﬀ Σ(u) = ∅.
Lemma 2.5. If φ ∈ C∞0 (Rn) and u ∈ E ′(Rn) then Σ(φu) ⊂ Σ(u).
Proof. We calculate
φ̂u(ξ) = 〈u, φe−i〈ξ,·〉〉 = 〈uˆ,F−1(φe−i〈ξ,·〉)〉 = (2pi)−n〈uˆ, φˆ(ξ − ·)〉
= (2pi)−n
∫
uˆ(η)φˆ(ξ − η)dη = (2pi)−n
∫
uˆ(ξ − η)φˆ(η)dη
= (2pi)−n
∫
|η|<c|ξ|
uˆ(ξ − η)φˆ(η)dη + (2pi)−n
∫
|η|≥c|ξ|
uˆ(ξ − η)φˆ(η)dη
(2.6)
where c ∈ (0, 1) is a number which will be chosen more precisely later. As noted earlier,
uˆ has at most polynomial growth, so there is some M > 0 such that
(2.7) |uˆ(ξ)| ≤ C(1 + |ξ|)M .
If ξ0 /∈ Σ(u), there is an open cone V ⊂ Rn \ {0¯} containing ξ0, where uˆ is rapidly
decreasing. Then we can ﬁnd a closed cone V1 ⊂ V which is a neighborhood of ξ0. Using
the compactness of V1∩Sn−1 we see that by choosing c small enough, the conditions ξ ∈ V1
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and |η − ξ| < c|ξ| together imply that η ∈ V . Thus, for ξ ∈ V1 we may estimate the ﬁrst
integral in 2.6 as
|
∫
|η|<c|ξ|
uˆ(ξ − η)φˆ(η)dη| ≤ ‖φˆ‖L1 sup
|η|<c|ξ|
|uˆ(ξ − η)| = ‖φˆ‖L1 sup
|ξ−η|<c|ξ|
|uˆ(η)|
≤ ‖φˆ‖L1CN(1 + (1− c)|ξ|)−N ,
(2.8)
where we use the fact that |uˆ(η)| ≤ CN(1 + |η|)−N when η ∈ V , and the estimate
(2.9) |η| = |ξ + (η − ξ)| ≥ |ξ| − |η − ξ| > |ξ| − c|ξ| = (1− c)|ξ| > 0.
We estimate the second integral as follows.
|
∫
|η|≥c|ξ|
uˆ(ξ − η)φˆ(η)dη| ≤ C
∫
|η|≥c|ξ|
(1 + |ξ − η|)M |φˆ(η)|dη
≤ C
∫
|η|≥c|ξ|
(1 + (1 + c−1)|η|)M |φˆ(η)|dη ≤ C
∫
|η|≥c|ξ|
(1 + (1 + c−1)|η|)M |φˆ(η)|dη
≤ C1
∫
|η|≥c|ξ|
(1 + (1 + c−1)|η|)M(1 + |η|)−(M+n+1+N)dη
≤ C1(1 + c|ξ|)−N
∫
|η|≥c|ξ|
(1 + (1 + c−1)|η|)M(1 + |η|)−(M+n+1)dη.
(2.10)
Since the last integral is ﬁnite, the estimates show that φ̂u is rapidly decreasing in V1.
Thus ξ0 /∈ Σ(φu).
Let X be an open subset of Rn and let u ∈ D′(X). For every x ∈ X we set
(2.11) Σx(u) =
⋂
{Σ(φu) |φ ∈ C∞0 (X), φ(x) 6= 0}.
This set is an intersection of conic closed subsets of Rn \ {0¯}, and hence itself conic and
closed in Rn \ {0¯}.
Lemma 2.12. Let x ∈ X and let V ⊃ Σx(u) be an open cone. Then there is a neighbor-
hood U of x such that Σ(φu) ⊂ V for all φ ∈ C∞0 (U).
Proof. For every ξ in the compact set {V ∩ Sn−1 ⊂ {Σx(u) there is a φξ ∈ C∞0 (X) with
φξ(x) 6= 0 such that ξ /∈ Σ(φξu). Hence, ξ has a conical neighborhood Vξ where φ̂ξu is
rapidly decreasing. A ﬁnite number of sets Vj := Vξj , j ∈ {1, . . .m} cover {V ∩ Sn−1. For
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each φj := φξj , we then have Σ(φju) ⊂ {Vj. Let U be a neighborhood of x where all the
functions φj are nonzero. Then for all φ ∈ C∞0 (U) lemma 2.5 implies that
(2.13) Σ(φu) = Σ(
φ
φj
φju) ⊂ Σ(φju) ⊂ {Vj.
Thus
(2.14) Σ(φu) ⊂
m⋂
j=1
{Vj = {
m⋃
j=1
Vj ⊂ V,
where the last inclusion follows from the fact that the sets Vj cover {V .
We are now ready to deﬁne the wave front set.
Deﬁnition 2.15. Let u ∈ D′(X). The wave front set of u is the set
(2.16) WF (u) = {(x, ξ) ∈ X × (Rn \ {0¯}) | ξ ∈ Σx(u)}.
By deﬁnition,WF (u) is is conic in the second variable. It is also closed: If (x, ξ) /∈ WF (u)
then ξ /∈ Σx(u) and by the T3-property of Sn−1 we may choose an open cone V ⊃ Σx(u)
disjoint from a ball B centered at ξ. By lemma 2.12 we may choose φ ∈ C∞0 (X) with
φ(x) 6= 0 such that Σ(φu) ⊂ V . Letting A be the open neighborhood of x where φ is
nonzero, our deﬁnitions imply that the open set A×B is disjoint from WF (u).
Theorem 2.17. The projection of WF (u) onto X is sing supp u.
Proof. If x /∈ sing supp u then we may choose a φ ∈ C∞0 (X) with φ(x) 6= 0 such that
φu is smooth. Now Σx(u) ⊂ Σ(φu) = ∅ so we must have x /∈ pXWF (u). Conversely, if
x /∈ pXWF (u) then Σx(u) = ∅. Using V = ∅ in lemma 2.12 we then see that there exists
φ ∈ C∞0 (X) with φ(x) 6= 0 such that Σ(φu) = ∅. As noted earlier, this means that φu is
smooth, and thus x /∈ sing supp u.
The essence of the previous theorem is that while the projection of the wave front
set onto X determines where the distribution fails to be smooth, the wave front set itself
contains some additional information: it describes how the distribution fails to be smooth.
Example 2.18. Consider the δ-distribution in Rn, that is
(2.19) 〈δ, φ〉 = φ(0)
for all φ ∈ C∞0 (Rn). Since δ is equal to the zero-function in Rn \ {0¯}, the theorem above
implies that Σx(δ) = ∅ for all x 6= 0¯. If on the other hand φ ∈ C∞0 (Rn) and φ(0¯) 6= 0 then
(2.20) φ̂δ(ξ) = 〈δ, φe−i〈ξ,·〉〉 = φ(0¯) 6= 0,
for all ξ, so φ̂δ is not rapidly decreasing in any direction. Since φ was arbitrary, we
conclude that Σ0¯(δ) = Rn \ {0¯} and WF (δ) = {0¯} × (Rn \ {0¯}).
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Example 2.21. Consider a two-dimensional jump function,
(2.22) h : R2 → R, h(x, y) =
{
0 x < 0
1 x ≥ 0.
Theorem 2.17 shows that the cone Σ(x,y)(h) 6= ∅ exactly when x = 0. Consider now an
arbitrary point (0, y0). In any neighborhood of this point we may deﬁne a compactly
supported smooth function of the form φ = φ1 ⊗ φ2, where φ1, φ2 ∈ C∞0 (R) and φ1(0) 6=
0 6= φ2(y0), so that φ(0, y0) 6= 0. Then
φ̂h(ξ) =
∫
R2
h(x, y)φ1(x)φ2(y)e
−i〈(x,y),ξ〉dxdy
=
∫ ∞
0
φ1(x)e
−ixξ1dx
∫
R
φ2(y)e
−iyξ2dy = φ̂2(ξ2)
∫ ∞
0
φ1(x)e
−ixξ1dx
(2.23)
Note that the last integral is uniformly bounded with respect to ξ1 and that φ̂2 is rapidly
decreasing. If η ∈ R2 \ {0¯} and η2 6= 0 then we ﬁnd R > 0 such that η belongs to the
open cone
(2.24) V = {ξ ∈ R2 | |ξ1| < R|ξ2|}.
For every ξ in this set, we have
(2.25) |ξ| ≤ |ξ1|+ |ξ2| ≤ (R + 1)|ξ2|
so the previous observations show that for any N ∈ N there is CN > 0 such that
(2.26) |φ̂h(ξ)| ≤ CN(1 + |ξ2|)−N ≤ C˜N(1 + |ξ|)−N ,
for all ξ ∈ V . Thus, η /∈ Σ(0,y0)(h), so Σ(0,y0)(h) ⊂ (R \ {0})× {0}. On the other hand,
(2.27) φ̂h(t, 0) =
∫
R
φ2(y)dy
∫ ∞
0
φ1(x)e
−itxdx.
We may always choose
∫
φ2 = 1. We may also choose φ1 to be constant in a neighborhood
of 0. Using partial integration we then obtain
φ̂h(t, 0) =
∫ ∞
0
φ1(x)e
−itxdx =
∣∣∣∞
0
[φ1(x)it
−1e−itx]−
∫ ∞
0
φ′1(x)it
−1e−itxdx
= −iφ1(0)t−1 − ψ̂(t)t−1,
(2.28)
where ψ ∈ C∞0 (R) is the function
(2.29) ψ(x) =
{
0 x < 0
iφ′1(x) x ≥ 0.
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Since φ1 is constant in a neighborhood of 0 we have ψ ∈ C∞0 (R) and ψ̂ ∈ S(R). If φ̂h(t, 0)
was rapidly decreasing in t when t approaches either −∞ or +∞ equation 2.28 would
imply the same for −iφ1(0)t−1, which is incorrect. Thus, φ̂h(t, 0) is not rapidly decreasing
when t approaches −∞ or +∞. As noted earlier, the support of φ can be chosen to be
contained in any neighborhood of (0, y0). From this and lemma 2.5 we conclude that
(R \ {0})× {0} ⊂ Σ(0,y0)(h). Combined with our previous calculations, this shows that
(2.30) WF (h) = {(0, y, t, 0) | y ∈ R, t 6= 0}.
Later in this chapter when we have more theoretical tools at our disposal, we will be
able to give a more sophisticated example of calculating a wave front set. See also theorem
3.53 for another non-trivial example.
Theorem 2.31. Let u, v ∈ D′(X), f ∈ C∞(X) and let P be a diﬀerential operator with
smooth coeﬃcients in X. Then
(i) WF (u+ v) ⊂ WF (u) ∪WF (v).
(ii) WF (fu) ⊂ WF (u).
(iii) WF (Pu) ⊂ WF (u).
Proof. (i) By the linearity of the Fourier transform, Σ(φ(u + v)) ⊂ Σ(φu) ∪ Σ(φv) for
all φ ∈ C∞0 (X). Suppose now that ξ /∈ Σx(u) ∪ Σx(v). Then we ﬁnd φ1, φ2 ∈ C∞0 (X),
nonvanishing at x, such that ξ /∈ Σ(φj), j ∈ {1, 2}. Set φ = φ1φ2. Then φ(x) 6= 0 and
(2.32) Σ(φ(u+ v)) ⊂ Σ(φu) ∪ Σ(φv) ⊂ Σ(φ1u) ∪ Σ(φ2v).
The last inclusion follows from lemma 2.5. Thus ξ /∈ Σ(φ(u+ v)) so ξ /∈ Σx(u+ v). This
proves (i).
(ii) For every φ ∈ C∞0 (X) we may choose ψ ∈ C∞0 (X) which is 1 in a neighborhood of
supp φ. Then 2.5 implies that
(2.33) Σ(φfu) = Σ((ψf)φu) ⊂ Σ(φu).
Taking the intersection over all φ ∈ C∞0 (X) with φ(x) 6= 0 we obtain Σx(fu) ⊂ Σx(u)
which proves (ii).
(iii) Since P = Σ|α|≤mcα∂α where cα are smooth functions, (i) and (ii) imply that
(2.34) WF (Pu) = WF (Σ|α|≤mcα∂αu) ⊂
⋃
|α|≤m
WF (cα∂
αu) ⊂
⋃
|α|≤m
WF (∂αu).
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It remains to show that WF (∂αu) ⊂ WF (u) for every multi-index α. Suppose that
(x0, ξ0) /∈ WF (u), that is ξ0 /∈ Σx0(u). Using lemma 2.12 and the T4-property of the unit
sphere, we ﬁnd a neighborhood U of x0 and a conic neighborhood W of ξ0 such that for
all ψ ∈ C∞0 (U), ψ̂u is rapidly decreasing in W . Pick φ ∈ C∞0 (U) with φ(x0) 6= 0. Then
φ̂∂αu(ξ) = (−1)|α|〈u, ∂α(φe−i〈ξ,·〉)〉 = (−1)|α|
∑
γ≤α
(
α
γ
)
(−iξ)γ〈u, (∂α−γφ)e−i〈ξ,·〉〉
=
∑
γ≤α
(
α
γ
)
(−iξ)γ(∂α−γφ)u
∧
(ξ).
(2.35)
Since each (∂α−γφ)u
∧
is rapidly decreasing inW , so is φ̂∂αu and hence (x0, ξ0) /∈ WF (∂αu).
2.2 Pullbacks
In this section we will see that the wave front set can be deﬁned invariantly for distribu-
tions on manifolds. This will become clear when we investigate how the wave front set
transforms when a distribution is pulled back by a diﬀeomorphism. Thus, to arrive at
the coordinate invariant deﬁnition it is not necessary to consider the general deﬁnition of
pullbacks presented below, but this notion will be needed when we deﬁne the product of
distributions whose wave front sets are compatible in a certain way.
Let X be an open subset of Rn and let Γ ⊂ X × (Rn \ 0¯) be a closed cone. Deﬁne
(2.36) D′Γ(X) = {u ∈ D′(X) |WF (u) ⊂ Γ}.
By (i) and (ii) in theorem 2.31, the set D′Γ(X) is a vector subspace of D′(X).
Lemma 2.37. A distribution u ∈ D′(X) is in D′Γ(X) iﬀ for every φ ∈ C∞0 (X) and every
closed cone V ⊂ Rn such that (supp φ× V ) ∩ Γ = ∅ we have
(2.38) sup
ξ∈V
|ξ|N |φ̂u(ξ)| <∞,
for every N ∈ N.
Proof. Suppose u ∈ D′(X) satisﬁes the condition above. Let (x0, ξ0) /∈ Γ. Since Γ is
closed, we ﬁnd an open neighborhood U of x and an open precompact neighborhood W
of ξ0 in Rn \ {0¯} such that (U ×W ) ∩ Γ = ∅. The set V :=
⋃
t≥0 tW is easily seen to be
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a closed cone in Rn. Choosing φ ∈ C∞0 (U) with φ(x0) 6= 0 we have (supp φ× V ) ∩ Γ = ∅
so our assumption implies that
(2.39) sup
ξ∈V
|ξ|N |φ̂u(ξ)| <∞,
for all N ∈ N. Thus, φ̂u is rapidly decreasing in a conic neighborhood of ξ0, so (x0, ξ0) /∈
WF (u). We have shown that WF (u) ⊂ Γ.
Conversely, suppose that the wave front set is contained in Γ. Let φ ∈ C∞0 (X), let V
be a closed cone in Rn and suppose that (supp φ×V )∩Γ = ∅. Thus, also the intersection
of supp φ × V with the wave front set is empty. Let x ∈ supp φ. Since V ∩ Σx(u) = ∅,
lemma 2.12 implies that there is a neighborhood Ux of x such that ψ̂u is rapidly decreasing
in V for all ψ ∈ C∞0 (Ux). Pick a ﬁnite subcover Uj := Uxj , j ∈ {1, . . .m} of supp φ and
functions ψj ∈ C∞0 (Uj) whose sum is 1 in a neighborhood of supp φ. Then
(2.40) φ̂u =
m∑
j=1
ψ̂jφu
is rapidly decreasing in V , so 2.38 is true for every N ∈ N.
Lemma 2.37 enables us to deﬁne a set of seminorms in D′Γ(X) as
(2.41) pNφ,V (u) = sup
ξ∈V
|ξ|N |φ̂u(ξ)|,
where φ and V 6= ∅ are as in the lemma. Together with the standard seminorms of D′(X)
these seminorms deﬁne a locally convex topology on D′Γ(X) which is typically ﬁner than
the relative topology from D′(X). Note however, that in the special case Γ = X ×Rn, we
clearly have D′Γ(X) = D′(X) as sets. Furthermore, the only allowed closed cone in this
case is V = {0¯} so every seminorm pNφ,V vanishes identically. Thus, with this choice of Γ
we even have D′Γ(X) = D′(X) as topological spaces.
The following lemma is useful both in deriving a convergence criterion for sequences
in D′Γ(X) as well as in proving the sequential completeness of this space.
Lemma 2.42. Let (uj)j∈N be a sequence in D′(X) converging to a distribution u. Then,
for any φ ∈ C∞0 (X), the sequence of functions (φ̂uj)j∈N converges to φ̂u uniformly on
compact sets.
Proof. Since uj → u pointwise,
(2.43) φ̂uj(ξ) = 〈uj, φe−i〈ξ,·〉〉 → 〈u, φe−i〈ξ,·〉〉,
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for all ξ. That is, (φ̂uj)j∈N converges pointwise to φ̂u. Furthermore
(2.44) ∂αξ φ̂uj(ξ) = 〈uj, (−ix)αφ(x)e−i〈ξ,x〉〉x
By the Banach-Steinhaus theorem A.21,
(2.45) |〈uj, (−ix)αφ(x)e−i〈ξ,x〉〉x| ≤ C sup
x∈supp φ
|β|≤m
|∂βx (−ix)αφ(x)e−i〈ξ,x〉| ≤ C1(1 + |ξ|)m,
where the constant C, and hence also C1, is independent of j. Thus, on compact sets
∂αφ̂uj is bounded by a constant independent of j. Using this bound, the mean value
theorem and pointwise convergence we obtain uniform convergence on compact sets.
We recall that the convergence of a sequence in a LCS is equivalent to convergence in
every seminorm. However, in the case of D′Γ(X) there is another equivalent convergence
criterion.
Lemma 2.46. The sequence (uj)j∈N in D′Γ(X) converges to the distribution u ∈ D′Γ(X)
iﬀ the following conditions hold.
(1) uj → u in D′(X)
(2) supj∈N p
N
φ,V (uj) <∞ for all the seminorms pNφ,V .
Proof. Suppose that conditions (1) and (2) hold. Then, for every R > 0,
(2.47) sup
ξ∈V
|ξ|≤R
|ξ|N |φ̂u(ξ)− φ̂uj(ξ)| ≤ RN sup
ξ∈V ∩B¯(0¯,R)
|φ̂u(ξ)− φ̂uj(ξ)| −−−→
j→∞
0,
where the convergence in the last step follows from lemma 2.42. On the other hand,
sup
ξ∈V
|ξ|>R
|ξ|N |φ̂u(ξ)− φ̂uj(ξ)| = R−1 sup
ξ∈V
|ξ|>R
R|ξ|N |φ̂u(ξ)− φ̂uj(ξ)|
≤ R−1 sup
ξ∈V
|ξ|>R
|ξ|N+1|φ̂u(ξ)− φ̂uj(ξ)| ≤ R−1pN+1φ,V (u− uj) ≤ R−1(pN+1φ,V (u) + pN+1φ,V (uj)),
(2.48)
so condition (2) implies that
(2.49) sup
ξ∈V
|ξ|>R
|ξ|N |φ̂u(ξ)− φ̂uj(ξ)| ≤MR−1,
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for some constant M > 0, independent of j. From 2.47 and 2.49 we deduce that
(2.50) lim
j→∞
pNφ,V (u− uj) = 0,
which together with condition (1) implies convergence of the sequence.
Conversely, a sequence converging to u in D′Γ(X) must satisfy (1) since the topology
of D′Γ(X) is ﬁner than the relative topology from D′(X). Condition (2) must be satisﬁed
since every convergent sequence is bounded.
We note in passing that since condition (1) implies that the sequence (uj)j∈N is bounded
in D′(X), condition (2) could be replaced with
(2') The sequence (uj)j∈N is bounded in D′Γ(X).
Theorem 2.51. The space D′Γ(X) is sequentially complete.
Proof. Let (uj)j∈N be a Cauchy sequence in D′Γ(X). Then the sequence is also Cauchy in
D′(X), and since this space is sequentially complete, the sequence converges in D′(X) to
some distribution u. Let φ and V be as in the deﬁnition of the topology of D′Γ(X), and
let ε > 0. Then there exists j0 such that for all ξ ∈ V
(2.52) |ξ|N |φ̂uk(ξ)− φ̂uj(ξ)| ≤ ε
when k and j are larger than j0. By lemma 2.42 we may take k → ∞ on the left hand
side, obtaining
(2.53) |ξ|N |φ̂u(ξ)− φ̂uj(ξ)| ≤ ε
when ξ ∈ V and j > j0. This estimate shows that u ∈ D′Γ(X) and that uj → u also in
D′Γ(X).
Since the wave front set of every smooth function is empty, C∞0 (X) ⊂ D′Γ(X). Fur-
thermore, we have the following approximation result.
Theorem 2.54. For every u ∈ D′Γ(X) there is a sequence (uj)j∈N ⊂ C∞0 (X) converging
to u in D′Γ(X).
Proof. Choose χj and φj as in lemma D.4. This lemma shows that uj := (χju) ∗ φj
converges to u in D′(X). We show that the sequence converges to u also in D′Γ(X).
Let φ and V be as in lemma 2.37. By a compactness argument we ﬁnd ψ ∈ C∞0 (X)
with ψ = 1 in a neighborhood of supp φ and a closed cone W ⊂ Rn with V \ {0¯} ⊂ intW
such that
(2.55) (supp ψ ×W ) ∩ Γ = ∅.
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For large j, wj := φj∗(ψu) are smooth functions with compact support inX. Furthermore,
χj − ψ = 0 in a neighborhood of supp φ for large j, and thus
(2.56) φuj − φwj = φ(uj − wj) = φ((χju− ψu) ∗ φj) = 0
when j is large. Thus it is suﬃcient to show that
(2.57) sup
j≥j0
sup
ξ∈V
|ξ|N |φ̂wj(ξ)| <∞
for some j0 ∈ N.
Note that φ̂wj = (2pi)
−nφ̂ ∗ ŵj, and
(2.58) ŵj(ξ) = φj ∗ (ψu)
∧
(ξ) = φ̂j(ξ)ψ̂u(ξ),
where the last step can be justiﬁed using lemma D.1. Also, note that
(2.59) |φ̂j(ξ)| = |
∫
e−i〈ξ,x〉φj(x)dx| ≤
∫
φj(x)dx = 1.
Using 2.58 and 2.59 we may estimate
(2.60) |φ̂wj(ξ)| = |
∫
φ̂(η)ŵj(ξ − η)dη| ≤
∫
|φ̂(η)ŵj(ξ − η)|dη ≤
∫
|φ̂(η)ψ̂u(ξ − η)|dη.
We have now obtained an estimate independent of j. We need to show that, as a function
of ξ, the last expression is rapidly decreasing in V . Due to 2.55, this can be seen as in
the proof of lemma 2.5.
Now we are ﬁnally ready to deﬁne the pullback map.
Theorem 2.61. Let X and Y be open subsets of Rm and Rn respectively and let f : X →
Y be a smooth map. Deﬁne
(2.62) Nf = {(f(x), η) ∈ Y × Rn | x ∈ X, f ′(x)Tη = 0¯}.
Then there is a unique way of deﬁning the pullback
(2.63) f ∗ : {u ∈ D′(Y ) |Nf ∩WF (u) = ∅} → D′(X),
such that the following conditions hold:
(1) f ∗u = u ◦ f for every u ∈ C∞(Y ).
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(2) For every closed cone Γ ⊂ Y × Rn \ {0¯} with Γ ∩ Nf = ∅, f ∗ is a sequentially
continuous linear map D′Γ(Y )→ D′f∗Γ(X).
Here f ∗Γ is the closed cone
(2.64) f ∗Γ = {(x, f ′(x)Tη) | (f(x), η) ∈ Γ}.
In particular, for every u in the domain of f ∗, we have
(2.65) WF (f ∗u) ⊂ f ∗WF (u).
Proof. We ﬁrst verify that f ∗Γ is a closed cone in X × (Rm \ {0¯}), so that the space
D′f∗Γ(X) is well-deﬁned. The condition Γ ∩Nf = ∅ ensures that f ∗Γ ⊂ X × (Rm \ {0¯}).
The set is clearly conic with respect to the second variable. Suppose now that we have a
sequence
(2.66) (xj, f
′(xj)Tηj)→ (x, b) ∈ X × (Rm \ {0¯}),
where (f(xj), ηj) ∈ Γ for every j ∈ N. We need to show that (x, b) ∈ Γ. We know that
xj → x, and by passing to a subsequence we may also assume that ηˆj → θ ∈ Sn−1. Since
Γ is a closed cone, (f(x), θ) = limj→∞(f(xj), ηˆj) ∈ Γ so and thus f ′(x)T θ 6= 0¯. We see
that
(2.67) |ηj| = |f
′(xj)Tηj|
|f ′(xj)T ηˆj| −→
|b|
|f ′(x)T θ| =: s > 0.
Since Γ is conic, (f(x), sθ) ∈ Γ and (x, f ′(x)T sθ) ∈ f ∗Γ. But
(2.68) f ′(x)T sθ = lim
j→∞
s
|ηj|f
′(xj)Tηj = b,
so (x, b) ∈ f ∗Γ and f ∗Γ is closed.
The uniqueness of the map follows directly from the conditions (1) and (2) together
with theorem 2.54. It remains to show the existence. For this, we pick any u ∈ D′(Y )
satisfyingNf∩WF (u) = ∅, and let Γ be a closed cone such that u ∈ D′Γ(Y ) and Γ∩Nf = ∅.
Pick a sequence(uj)j∈N in C∞0 (Y ) converging to u in D′Γ(Y ).
Let x0 ∈ X. We show that (f ∗uj)j∈N restricted to a suﬃciently small neighborhood
X0 of x0 converges in D′(X0). Set y0 = f(x0) and
(2.69) Γy0 = {η ∈ Rn \ {0¯} | (y0, η) ∈ Γ}.
This is a closed cone in Rn\{0¯} since {y0}×Γy0 = Γ∩p−1Y {y0} is closed. By the deﬁnitions,
f ′(x0)Tη 6= 0¯ for every η ∈ Γy0 and using the compactness of Γy0 ∩ Sn−1 we ﬁnd a closed
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conic neighborhood V ⊂ Rn \ {0¯} of Γy0 such that f ′(x0)Tη 6= 0¯ for all η ∈ V . We claim
that there is an open neighborhood Y0 of y0 such that Γy ⊂ V for every y ∈ U . If not, we
ﬁnd a sequence yj → y0 such that for every j ∈ N, there is a ηj ∈ Γyj \ int V . The sets
are cones, so we may assume |ηj| = 1, and after passing to a subsequence we have ηj → η.
This yields the contradiction η ∈ Γy0 \ int V = ∅. Thus the neighborhood Y0 exists.
Using the continuity of (x, η) 7→ f ′(x)Tη and the compactness of V ∩ Sn−1 we ﬁnd a
precompact open neighborhood X0 of x0 such that f
′(x)Tη 6= 0¯ for all x ∈ X0 and η ∈ V .
By shrinking X0 if necessary, we may also assume fX0 ⊂ Y0. By yet another compactness
argument we ﬁnd c > 0 such that
(2.70) |η| ≤ c|f ′(x)Tη|, x ∈ X0, η ∈ V.
For every χ ∈ C∞0 (X) we deﬁne the bounded function Iχ ∈ C∞(Rn) as
(2.71) Iχ(η) =
∫
X
χ(x)ei〈f(x),η〉dx.
If v ∈ C∞0 (Y ) then
〈f ∗v, χ〉 =
∫
X
v ◦ f(x)χ(x)dx =
∫
X
(F−1v̂)(f(x))χ(x)dx
= (2pi)−n
∫
X
∫
Rn
ei〈f(x),η〉v̂(η)dη χ(x)dx = (2pi)−n
∫
Rn
v̂(η)Iχ(η)dη,
(2.72)
where the last step follows from Fubini's theorem. Choose φ ∈ C∞0 (Y0) such that φ = 1
in a neighborhood of the compact set fX0. For χ ∈ C∞0 (X0) and v ∈ C∞(Y ), we have
(2.73) 〈f ∗v, χ〉 = 〈f ∗(φv), χ〉 = (2pi)−n
∫
Rn
φ̂v(η)Iχ(η)dη
We claim that for every N ∈ N there is a constant CN,χ > 0 such that
(2.74) |Iχ(η)| ≤ CN,χ(1 + |η|)−N , η ∈ V.
To see this, we rewrite Iχ in the form
(2.75) Iχ(η) =
∫
X
χ(x)ei|η|g(x,η)dx,
where g(x, η) = 〈f(x), ηˆ〉. Note that ∂xjg(x, η) = (f ′(x)T ηˆ)j. Due to 2.70 we ﬁnd r, R > 0
such that
(2.76) |∇xg(x, η)| = |f ′(x)T ηˆ| ∈ [r, R], x ∈ X0, η ∈ V.
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We deﬁne the diﬀerential operator
(2.77) P = −i
m∑
j=1
∂xjg
|∇xg|2∂xj .
Since Pei|η|g(x,η) = |η|ei|η|g(x,η) we may introduce P in 2.75 to obtain
(2.78) Iχ(η) = |η|−1
∫
X
χ(x)Pei|η|g(x,η)dx = |η|−1
∫
X
ei|η|g(x,η) tPχ(x)dx,
where tP denotes the transpose of P . Due to 2.76, the integrand in the last expression
is bounded uniformly when η ∈ V . We may repeat the process N times to obtain the
desired bound 2.74.
Let W denote the closed cone Rn \ int V . Since (supp φ ×W ) ∩ Γ = ∅, lemma 2.46
shows that
(2.79) sup
j∈N
sup
η∈W
|φ̂uj(η)| ≤ C ′N(1 + |η|)−N , N ∈ N.
Finally, by the Banach-Steinhaus theorem, there is a constant C > 0 and m ∈ N such
that, for all j ∈ N,
(2.80) |φ̂uj(η)| = |〈uj, φe−i〈η,·〉〉| ≤ C sup
y∈supp φ
|α|≤m
|∂αy φ(y)e−i〈η,y〉| ≤ C˜(1 + |η|)m.
We calculate
〈f ∗uj, χ〉 = (2pi)−n
∫
Rn
φ̂uj(η)Iχ(η)dη
= (2pi)−n
∫
V
φ̂uj(η)Iχ(η)dη + (2pi)
−n
∫
Rn\V
φ̂uj(η)Iχ(η)dη.
(2.81)
By the various estimates calculated above, and the fact that φ̂uj(η) → φ̂u(η) at every
point η, the DCT guarantees that the limit j →∞ may be taken inside the integrals, and
we obtain
(2.82) lim
j→∞
〈f ∗uj, χ〉 = (2pi)−n
∫
Rn
φ̂u(η)Iχ(η)dη.
By the Banach-Steinhaus theorem, this limit deﬁnes a distribution in D′(X0). By 2.82,
the limit is also clearly independent of the approximating sequence. In this way, we obtain
a well deﬁned limit distribution in some neighborhood of every point in X. Due to the
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deﬁnition of these distributions as limits of the distributions uj ◦ f , the locally deﬁned
distributions agree where their domains overlap, and hence deﬁne a distribution f ∗u in
D′(X). It remains to show that the this map satisﬁes the required conditions.
If u ∈ C∞(Y ), we set uj := χju, where χj ∈ C∞0 (Y ) is equal to 1 on any given compact
set for suﬃciently large j. Let Γ be any closed cone satisfying Γ ∩Nf = ∅. (Even Γ = ∅
would work in this case.) For any φ ∈ C∞0 (Y ), φuj = χjφu = φu for suﬃciently large j.
This fact implies both of the conditions in theorem 2.46, so uj → u in D′Γ(Y ). The limit
of the distributions uj ◦ f in D′(X) is clearly u ◦ f so we have veriﬁed condition (1).
The linearity of f ∗ on each D′Γ(Y ) follows from the deﬁnition, and the fact that f ∗ is
linear on the subspace C∞0 (Y ). To verify the sequential continuity, pick a sequence (uj)j∈N
of distributions converging to u in D′Γ(Y ). We need to verify that f ∗uj → f ∗u in D′f∗Γ(X).
The crucial thing is to note that the estimates 2.79 and 2.80 are valid also in this case,
so just as before we have a neighborhood X0 of every x0 ∈ X such that f ∗uj → f ∗u in
D′(X0). By using a partition of unity we can verify that f ∗uj → f ∗u also in D′(X). In
light of theorem 2.46 it only remains to show that the sequence (f ∗uj)j∈N is bounded in
the seminorms of D′f∗Γ(X).
Let x0 ∈ X. Pick a neighborhood X0 of x0 and a cone V as before. Let G be an open
conic neighborhood of (f ∗Γ)x0 = f
′(x0)TΓy0 . By shinking X0 and V we may assume that
f ′(x)Tη ∈ G for all x ∈ X0 and η ∈ V . By shrinking X0 further and using a compactness
argument we ﬁnd ε > 0 such that |f ′(x)Tη− ξ| ≥ ε when x ∈ X0, η ∈ V , ξ ∈ Rm \G and
|η|+ |ξ| = 1. Hence,
(2.83) |f ′(x)Tη − ξ| ≥ ε(|η|+ |ξ|), x ∈ X0, η ∈ V, ξ ∈ Rm \G.
For χ ∈ C∞0 (X0) and ξ ∈ Rm denote χξ(x) = χ(x)e−i〈ξ,x〉. Now
(2.84) χ̂f ∗uj(ξ) = 〈f ∗uj, χe−i〈ξ,·〉〉 = (2pi)−n
∫
Rn
φ̂uj(η)Iχξ(η)dη.
Due to 2.83, we may estimate the factor
(2.85) Iχξ(η) =
∫
X
ei(〈f(x),η〉−〈x,ξ〉)χ(x)dx
as
(2.86) |Iχξ(η)| ≤ CN(1 + |ξ|+ |η|)−N , η ∈ V, ξ ∈ Rm \G.
This can be seen using similar methods as those used to derive the estimates for Iχ earlier.
Similarly,
(2.87) ξαIχξ(η) = i
|α|
∫
X
ei〈f(x),η〉χ(x)∂αx e
−i〈x,ξ〉dx = (−i)|α|
∫
X
∂αx (e
i〈f(x),η〉χ(x))e−i〈x,ξ〉dx,
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and hence
(2.88) |Iχξ(η)| ≤ C˜N(1 + |η|)N(1 + |ξ|)−N , η ∈ Rn, ξ ∈ Rm.
For ξ ∈ Rm \G we then have the estimates
|χ̂f ∗uj(ξ)| ≤ (2pi)−n
∫
Rn
|φ̂uj(η)Iχξ(η)|dη
= (2pi)−n
∫
V
|φ̂uj(η)Iχξ(η)|dη + (2pi)−n
∫
Rn\V
|φ̂uj(η)Iχξ(η)|dη
≤ CM
∫
V
|φ̂uj(η)|(1 + |ξ|+ |η|)−Mdη + C˜N(1 + |ξ|)−N
∫
Rn\V
|φ̂uj(η)|(1 + |η|)Ndη.
(2.89)
Recalling 2.80 and setting M = N + m + n + 1 we see that the ﬁrst term is bounded by
c(1 + |ξ|)−N for some suitable constant c > 0. Since (supp φ× (Rn \ int V )) ∩ Γ = ∅, the
fact that uj → u in D′Γ(Y ) implies that there is a constant C > 0 such that
(2.90) |φ̂uj(η)| ≤ C(1 + |η|)−(N+n+1), η ∈ Rn \ int V, j ∈ N.
Thus we ﬁnd the desired bound also for the second integral. All in all, we have shown
that
(2.91) sup
j∈N
sup
ξ∈Rm\G
|ξ|N |χ̂f ∗uj(ξ)| <∞.
Suppose now that W is a closed cone in Rm and ψ ∈ C∞0 (X) is such that (supp ψ×W )∩
f ∗Γ = ∅. For every x ∈ supp ψ, the open cone Rm \W is now a neighborhood of (f ∗Γ)x,
so as above we ﬁnd a neighborhood Ux of x such that for every χ ∈ C∞0 (Ux),
(2.92) sup
j∈N
sup
ξ∈W
|ξ|N |χ̂f ∗uj(ξ)| <∞.
Using a partition of unity subordinate to the sets Ux we easily conﬁrm that
(2.93) sup
j∈N
sup
ξ∈W
|ξ|N |ψ̂f ∗uj(ξ)| <∞.
Before investigating the topological properties of the pullback map further, we point
out that its domain is a vector subspace of D′(Y ) due to (i) and (ii) of theorem 2.31. As
a consequence of (1) in last theorem, f ∗ is also linear on its full domain.
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In the litterature there is a lot of confusion regarding the topological properties of the
pullback map. Hörmander [7] claims to prove continuity, but in reality merely proves that
the map is sequentially continuous. (His proof is essentially the one presented above.)
Duistermaat [4] rather explicitly claims that the pullback is continuous with respect to
the topologies of D′Γ(Y ) and D′f∗Γ(X), but does not provide any proof of this claim. A
recent article [1] contains a counterexample demonstrating that the pullback does not
need to be topologically continuous! The example is presented below in slightly modiﬁed
form.
Example 2.94. Pick X = R2, Y = R, and let f : R2 → R be the projection to the ﬁrst
coordinate. Then Nf = R×{0}. Then the closed cone Γ = R× (R \ {0}) is disjoint from
Nf . As noted earlier, D′Γ(Y ) = D′(Y ) both as sets and topological spaces. With these
deﬁnitions,
(2.95) f ∗Γ = {(x, y, ξ, 0) | x, y ∈ R, ξ ∈ R \ {0}}.
Pick φ ∈ C∞0 (R) such that φ(0) = 1. Let V denote the closed cone {ξ ∈ R2 | |ξ2| ≥ |ξ1|}.
Since
(2.96) ((supp φ⊗ φ)× V ) ∩ f ∗Γ = ∅,
we have well-deﬁned seminorms pNφ⊗φ,V which are among those deﬁning the topology in
D′f∗Γ(X). Suppose that f ∗ is continous D′Γ(Y )→ D′f∗Γ(X). Then there exists a ﬁnite set
(ψj)
m
j=1 ⊂ C∞0 (R) and a constant C > 0 such that
(2.97) p0φ⊗φ,V (f
∗u) ≤ C max
j∈{1,...,m}
|〈u, ψj〉|, u ∈ D′(R).
We may assume that the functions (ψ)mj=1 are linearly independent. Regarding these
functions as elements of L2(R) and applying the Gram-Schmidt method we may even
assume that the functions form an orthonormal set in L2(R). For u ∈ C∞(R) we have
(φ⊗ φ)f ∗u
∧
(ξ) = 〈u, φ⊗ φe−i〈ξ,·〉〉 =
∫ ∫
u ◦ f(x, y)φ(x)φ(y)e−ixξ1−iyξ2dydx
=
∫
u(x)φ(x)e−ixξ1dx
∫
e−iyξ2φ(y)dy = φ̂u(ξ1)φ̂(ξ2).
(2.98)
Using an approximating sequence of smooth functions, we may verify that (φ⊗ φ)f ∗u
∧
(ξ) =
φ̂u(ξ1)φ̂(ξ2) also for all u ∈ D′(R), although strictly speaking we will only need the result
for smooth and compactly supported u. Since
(2.99) sup
(ξ1,ξ2)∈V
|φ̂u(ξ1)φ̂(ξ2)| = sup
ξ1∈R
|φ̂u(ξ1)|ω(ξ1),
39
where
(2.100) ω(ξ1) = sup
|ξ2|≥|ξ1|
|φ̂(ξ2)|,
the inequality 2.97 takes the form
(2.101) sup
ξ1∈R
|φ̂u(ξ1)|ω(ξ1) ≤ C max
j∈{1,...,m}
|〈u, ψj〉|, u ∈ D′(R).
Next we show that the function ω is positive everywhere. To see this, note that since φ
has compact support, φ̂ may be extended to an entire function
(2.102) φ̂(z) =
∫
e−izxφ(x)dx, z ∈ C.
If ω(s) = 0 for some s ∈ R then we would have φ̂(x) = 0 for all real x with |x| ≥ |s|.
Thus the entire function φ̂ would vanish on a set having accumulation points. This would
imply φ̂ = 0 leading to the false statement φ = 0. Hence ω > 0 everywhere.
We now consider the projections of the functions φt := φe
−it(·), t ∈ R onto the
orthogonal complement of the closed subspace E = span(ψ1, . . . , ψm) ⊂ L2(R). We have
(2.103) PE⊥φt = φt −
m∑
j=1
〈ψj|φt〉ψj,
where the coeﬃcients
(2.104) 〈ψj|φt〉 =
∫
R
ψj(x)φ(x)e
−itxdx = ψ̂jφ(t)
are rapidly decreasing in t. Since φt(0) = φ(0) = 1 for all t we see that
(2.105) PE⊥φt 6= 0
for suﬃciently large t. We now ﬁx such a t and let u be the smooth compactly supported
function u(x) = PE⊥φt(x). Then
(2.106) 〈u, ψj〉 = 〈PE⊥φt|ψj〉 = 0
for all j, and
(2.107) 〈u, φt〉 = 〈PE⊥φt|φt〉 = ‖PE⊥φt‖2L2(R) > 0.
Combining these facts we reach the contradiction
(2.108) 0 < 〈u, φt〉ω(t) ≤ sup
ξ1∈R
|φ̂u(ξ1)|ω(ξ1) ≤ C max
j∈{1,...,m}
|〈u, ψj〉| = 0.
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We will now show how theorem 2.61 can be used to deﬁne the wave front set also for
distributions on manifolds. Suppose that X and Y are both open subsets of Rn and that
f : X → Y is a diﬀeomorphism. Then Nf = Y × {0¯} and hence f ∗ is deﬁned on all of
D′(Y ). Furthermore, we obtain a particularly simple expression for f ∗ in this case. Let
u ∈ D′(Y ) and denote Γ = WF (u). Choose a sequence (uj)j∈N ⊂ C∞0 (Y ) converging to u
in D′Γ(Y ). Since the pull-back is sequentially continuous, we have
〈f ∗u, φ〉 = lim
j→∞
〈f ∗uj, φ〉 = lim
j→∞
∫
X
uj ◦ f(x)φ(x)dx
= lim
j→∞
∫
Y
uj(y)φ ◦ f−1(y)| det(f−1)′(y)|dy = 〈u, | det(f−1)′|φ ◦ f−1〉.
(2.109)
This identity also shows us that when f is a diﬀeomorphism, f ∗ has the inverse map
(f−1)∗ : D′(X)→ D′(Y ). In particular (f−1)∗(f ∗u) = u, so theorem 2.61 implies that
(2.110) WF (f ∗u) ⊂ f ∗WF (u) ⊂ f ∗(f−1)∗WF (f ∗u) = WF (f ∗u),
That is,WF (f ∗u) = f ∗WF (u), when f is a diﬀeomorphism. Using 2.64 and the deﬁnition
of the wave front set, we conclude that for every a ∈ X,
(2.111) Σa(f
∗u) = f ′(a)TΣf(a)(u).
Now let M be a smooth manifold and let u ∈ D′(M). We claim that for p ∈ M we may
invariantly deﬁne
(2.112) Σp(u) = {ξkdxkp | ξ ∈ Σx(p)(ux)} ⊂ T ∗pM,
where (U, x) is any chart containing p. If y is another set of coordinates on U , then 1.36
shows that ux = (y ◦ x−1)∗uy, so
(2.113) Σx(p)(ux) = Σx(p)((y ◦ x−1)∗uy) = (y ◦ x−1)′(x(p))TΣy(p)(uy),
and hence
{ξkdxkp | ξ ∈ Σx(p)(ux)} = {((y ◦ x−1)′(x(p))Tη)kdxkp | η ∈ Σy(p)(uy)}
= {(∂y
j
∂xk
)pηjdx
k
p | η ∈ Σy(p)(uy)} = {ηjdyjp | η ∈ Σy(p)(uy)},
(2.114)
which proves the claim. We may now formulate the following deﬁnition.
Deﬁnition 2.115. Let u ∈ D′(M). The wave front set of u is the set
(2.116) WF (u) = {{p} × Σp(u) | p ∈M} ⊂ T ∗M.
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Under suitable identiﬁcations we may regard this as a generalization of the previous
deﬁnition of the wave front set. Namely, when X is an open subset of Rn we identify
X × Rn with T ∗X in the canonical way: (a, ξ) 7→ ξkdxka, where x is the standard chart
idX . Strictly speaking, we must also identify the bundles X×C and DX, as was explained
in section 1.
Lastly, even for distributions u ∈ D′(M,E) it is possible to deﬁne the wavefront set.
Recall that, given a chart (U, x) and a local trivialization Φ : pi−1E U → U × Ck we have
the k distributions Φuxj ∈ D′(xU) which describe u locally. In this case
(2.117) Σp(u) := {ξkdxkp | ξ ∈ ∪kj=1Σx(p)(Φuxj )} ⊂ T ∗pM
turns out to be the invariant quantity. Using transformation 1.43 we see as before that
this quantity is invariant under changes of coordinates. Using 1.44 and theorem 2.31 we
also see that the choice of local trivialization does not aﬀect the deﬁnition. The wave
front set of u is then deﬁned as in 2.116.
Before continuing with our generalizations of the previous theory to manifolds we now
give the interesting example alluded to earlier.
Example 2.118. Consider the function u : Rn → R, u(x) = |x|. Since u is smooth
except at the orignin, the only case when Σx(u) 6= ∅ is when x = 0¯. Since u is radially
symmetric, it seems obvious that we must have Σ0¯(u) = Rn \ {0¯}, but how can one prove
this?
Using property (1) of theorem 2.61, we deduce that R∗u = u for every rotational
matrix R ∈ SO(n). The matrix R acts as a diﬀeomorphism on Rn so combining 2.110
(with f = R) with the previous observation we have WF (u) = WF (R∗u) = R∗WF (u).
Since R preserves the origin this means that Σ0¯(u) = R
TΣ0¯(u). Pick η ∈ Σ0¯(u). Since
R was arbitrary, and the rotational matrices act transitively on every sphere centered at
the origin, we see that the sphere with radius |η| centered at 0¯ is contained in Σ0¯(u). But
Σ0¯(u) is conical so this implies that Σ0¯(u) = Rn \ {0¯}.
Theorems 2.17 and 2.31 can be used to prove corresponding theorems also for dis-
tributions on manifolds. Due to the local nature of the deﬁnition of the wave front set
this should not be so surprising. In theorem 2.17 we must however replace the projection
onto X with the projection pi : T ∗M → M . Then, for a distribution u ∈ D′(M,E) we
have that p /∈ piWF (u) iﬀ Σp(u) = ∅. Chosing a chart (U, x) and a local trivialization as
before, we see that this is true iﬀ ∪kj=1Σx(p)(Φuxj ) = ∅, which by theorem 2.17 is true iﬀ
x(p) /∈ sing supp Φuxj for every j ∈ {1, . . . , k}. As noted towards the end of section 1.1,
this is equivalent to p /∈ sing suppu.
Generalizing (i) of theorem 2.31 is straightforward, and we omit the proof. Neither
will we show how to generalize (ii) as this result follows from the generalized version of
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(iii). We present the rather technical proof of the generalized form of (iii) in brief terms
below.
Let P : Γ(E)→ Γ(F ) be a diﬀerential operator and u ∈ D′(M,E). We need to show
that for an arbitrary p ∈ M , Σp(Pu) ⊂ Σp(u). Picking a chart (U, x) at p along with
trivializations Φ and Θ for E and F respectively, the claim is equivalent to
(2.119)
l⋃
j=1
Σx(p)(
ΘPuxj ) ⊂
k⋃
i=1
Σx(p)(
Φuxi ).
For all φ ∈ C∞0 (X),
(2.120) 〈ΘPuxj , φ〉 = 〈Pu,Θ νxj (φ)〉 = 〈u, tP (Θνxj (φ))〉.
Recall that Θνxj (φ) = (φ ◦ x)sj where (s1, . . . , sl) is the frame of F∨ related to Θ. Since
tP is a diﬀerential operator,
(2.121) tP (Θνxj (φ)) =
t P ((φ ◦ x)sj) =
∑
|α|≤m
∂αx (φ ◦ x)wαj =
∑
|α|≤m
(∂αφ ◦ x)wαj ,
where wαj ∈ Γ(E∨|U). Denoting the frame of E∨ related to the trivialization Φ as
(r1, . . . , rk) then we may write w
α
j =
αwijri where
αwij are smooth functions in U . Then,
combining 2.120 and 2.121 we obtain
〈ΘPuxj , φ〉 = 〈u,
∑
|α|≤m
(∂αφ ◦ x)wαj 〉 = 〈u,
∑
|α|≤m
(∂αφ ◦ x) αwijri〉 =
∑
|α|≤m
〈u, (∂αφ ◦ x) αwijri〉
=
∑
|α|≤m
〈Φuxi , (∂αφ)(αwij ◦ x−1)〉 = 〈
k∑
i=1
P
(i)
j
Φuxi , φ〉,
(2.122)
where P
(i)
j is the diﬀerential operator in xU given by
(2.123) C∞0 (xU) 3 ψ 7→
∑
|α|≤m
(−1)|α|∂α((αwij ◦ x−1)ψ).
In the last step of 2.122 we explicitly write out the sum over i since this will make the
future calculations clearer. Then 2.31 implies that
(2.124) Σx(p)(
ΘPuxj ) = Σx(p)(
k∑
i=1
P
(i)
j
Φuxi ) ⊂ ∪ki=1Σx(p)(P (i)j Φuxi ) ⊂ ∪ki=1Σx(p)(Φuxi ),
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which completes the proof. (Note that there is no sum over i in the last two steps.)
Next we want to generalize the deﬁnition of the pull-back map to situations where
f : M → N is a smooth map between smooth manifolds. To simplify the analysis we ﬁrst
introduce some additional notation. In the lemmas below we will denote the domain of
any linear map A by D(A). For any pair of linear maps A and B, there is a largest set
where the map x 7→ A(Bx) can be deﬁned, namely the set
(2.125) S = {x ∈ D(B) |Bx ∈ D(A)}
Whenever S is nonempty, it is also a vector space, and the map S 3 x 7→ A(Bx) is linear.
We denote this map as A ◦ B even though generally it is not a regular composition.
Whenever the regular composed map is deﬁned (i.e. when the range of A is contained in
the domain of B), we see that the two deﬁnitions agree.
Lemma 2.126. Let X and Z be open subsets of Rm and let Y be an open subset of Rn.
Let h : Z → X be a diﬀeomorphism and let f : X → Y be smooth. Then
(2.127) (f ◦ h)∗ = h∗ ◦ f ∗.
Proof. Since h is a diﬀeomorphism, h∗ is a map D′(X) → D′(Z), and therefore the map
h∗ ◦ f ∗ has the domain D(f ∗). Next we note that for η ∈ Rn and a ∈ Z we have
(2.128) (f ◦ h)′(a)Tη = (f ′(h(a))h′(a))Tη = h′(a)Tf ′(h(a))Tη.
Since h is a diﬀeomorphism, this equation shows that (f ◦h)′(a)Tη = 0¯ iﬀ f ′(h(a))Tη = 0¯.
From this we deduce that Nf◦h = Nf which implies that
(2.129) D((f ◦ h)∗) = D(f ∗) = D(h∗ ◦ f ∗).
Furthermore, the two maps clearly agree on the set C∞(Y ). Then theorem 2.54 and
condition (2) in theorem 2.61 guarantee that the maps are the same.
Next we prove a similar lemma where the order of h and f is reversed.
Lemma 2.130. Let X be an open subset of Rm and let Y and Z be open subsets of Rn.
Suppose that f : X → Y is smooth and that h : Y → Z is a diﬀeomorphism. Then
(2.131) (h ◦ f)∗ = f ∗ ◦ h∗.
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Proof. We deﬁne a map H : Y × Rn → Z × Rn as
(2.132) H(y, w) = (h(y), ([h′(y)]T )−1w).
This map is a bijection with the inverse H−1 : Z × Rn → Y × Rn,
(2.133) H−1(z, ξ) = (h−1(z), ([(h−1)′(z)]T )−1ξ) = (h−1(z), [h′(h−1(z))]T ξ).
We note that
Nh◦f = {(h(f(x)), η) | (h ◦ f)′(x)Tη = 0¯} = {(h(f(x)), η) | f ′(x)Th′(f(x))Tη = 0¯}
= {(h(f(x)), [h′(f(x))T ]−1ξ) | f ′(x)T ξ = 0¯} = H[Nf ].
(2.134)
For Γ ⊂ Z × Rn we have
h∗Γ = {(y, h′(y)Tη) | (h(y), η) ∈ Γ} = {(h−1(h(y)), h′(h−1(h(y)))Tη) | (h(y), η) ∈ Γ}
= {(h−1(z), h′(h−1(z))Tη) | (z, η) ∈ Γ} = H−1[Γ].
(2.135)
Since h is a diﬀeomorphism, WF (h∗u) = h∗WF (u). Also,
(2.136) D(f ∗ ◦ h∗) = {u ∈ D′(Z) |h∗u ∈ D(f ∗)}.
Using the deﬁnition of the pullback and the previous calculations we see that
h∗u ∈ D(f ∗)⇔ WF (h∗u) ∩Nf = ∅
⇔ h∗WF (u) ∩Nf = ∅
⇔ H−1[WF (u)] ∩Nf = ∅
⇔ WF (u) ∩H[Nf ] = ∅
⇔ WF (u) ∩Nh◦f = ∅
⇔ u ∈ D((h ◦ f)∗).
Thus f ∗ ◦ h∗ and (h ◦ f)∗ have the same domain. The two maps agree on the set
C∞(Z) and using an approximating sequence we may again deduce that the maps are the
same.
Lemma 2.137. Let X and Y be open subsets of Rm and Rn respectively and let u ∈ D(f ∗).
Suppose that g ∈ C∞(Y ). Then gu ∈ D(f ∗) and
(2.138) f ∗(gu) = (g ◦ f)f ∗u.
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Proof. Due to (ii) in theorem 2.31, gu ∈ D(f ∗). Using an approximating sequence
(uj)j∈N ⊂ C∞0 (Y ) we have
(2.139) f ∗(guj) = (guj) ◦ f = (g ◦ f)(uj ◦ f) = (g ◦ f)f ∗uj
for all j ∈ N. Letting j approach inﬁnity we obtain 2.138.
Now let f : M → N be a smooth map between smooth manifolds. Recall that for any
point p ∈M the so-called push forward at p is the linear map
(2.140) f∗p : TpM → Tf(p)N, (f∗pv)(g) = v(g ◦ f), ∀g ∈ C∞(f(p)).
When the point p is clear from the context we may denote the push-forward simply as f∗.
The transpose of this map is denoted as f ∗p and is also referred to as the pullback of f at
the point p. That is,
(2.141) f ∗p : T
∗
f(p)N → T ∗pM, f ∗p (ω) = ω ◦ f∗p, ∀ω ∈ T ∗f(p)N.
Again we may denote the map simply as f ∗ provided that the point p is clear from the
context. Using this notation we may now formulate a new deﬁnition of the set Nf as a
subset of the cotangent bundle:
(2.142) Nf = {(f(p), η) ∈ T ∗N | η ∈ T ∗f(p)N, f ∗η = 0¯ ∈ T ∗pM}.
Under the the canonical identiﬁcation of Y ×Rn and T ∗Y , this is a generalization of the
deﬁnition given in the statement of theorem 2.61.
If (U, x) is a chart on M and (V, y) is a chart on N such that fU ⊂ V then we set
(2.143) fxy : xU → yV, fxy = y ◦ f ◦ x−1.
For any u ∈ D′(N) with WF (u) ∩ Nf = ∅, we have WF (uy) ∩ Nfxy = ∅, so by theorem
2.61, the distribution fxy
∗uy ∈ D′(xU) exists. We use this observation to justify the
deﬁnition of the pull back map for distributions on manifolds.
Theorem 2.144. Let f : M → N be a smooth map between smooth manifolds. Let u ∈
D′(N) be a distribution satisfying Nf ∩WF (u) = ∅. Then there is a unique distribution
f ∗u ∈ D′(M) such that for every chart (U, x) on M and chart (V, y) on N for which
fU ⊂ V we have
(2.145) (f ∗u)x = fxy
∗uy.
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Proof. For any point p ∈M we may pick a chart (U, x) at p and a chart (V, y) at f(p) such
that f [U ] ⊂ V . Since the point p was arbitrary we may pick a cover of charts (Uα, xα)α∈A
on M with corresponding charts (Vα, yα)α∈A on N for which fUα ⊂ Vα. Since we have a
cover of M , condition 2.145 shows the uniqueness.
For the exitsence, denote fα = yα ◦ f ◦ x−1α , uα := uxα and set vα = f ∗αuα ∈ D′(xαUα).
In order to show that the local distributions vα deﬁne a distribution on M we must show
that they satisfy a compatability condition as in 1.33.
Let (Uα, xα) and (Uβ, xβ) be two overlapping charts. We need to show that the re-
striction of vα to a distribution on xα(Uα ∩Uβ) coincides with (xβ ◦ x−1α )∗vβ. Noting that
fα maps xα(Uα ∩ Uβ) into yα(Vα ∩ Vβ) we may use the previous lemmas to conclude that
on xα(Uα ∩ Uβ) we have
vα = f
∗
αuα = f
∗
α(yβ ◦ y−1α )∗uβ = (yβ ◦ y−1α ◦ fα)∗uβ = (yβ ◦ f ◦ x−1α )∗uβ
= (fβ ◦ (xβ ◦ x−1α ))∗uβ = (xβ ◦ x−1α )∗f ∗βuβ = (xβ ◦ x−1α )∗vβ,
(2.146)
which means that the compatability condition is satisﬁed. Thus, the distributions vα
deﬁne an element f ∗u ∈ D′(M). A calculation similar to 2.146 shows that 2.145 is
satisﬁed for all charts. Hence, the existence is also proven.
Using condition 2.145 we also easily see that for every u ∈ C∞(N), f ∗u = u ◦ f . The
map f ∗ is clearly linear. Using the standard charts on X and Y in theorem 2.61, we see
that our new deﬁnition of the pullback map is a generalization. In principle we could
also have justiﬁed the deﬁnition of f ∗ following a similar procedure as in theorem 2.61.
Topologizing the spaces
(2.147) D′Γ(M) = {u ∈ D′(M) |WF (u) ⊂ Γ}
where Γ ⊂ T ∗M \ 0¯ is closed and conical is not diﬃcult, although slightly more technical
than the previous case, where in place of M we had an open subset of Rn. It would be of
limited interest for us to repeat these arguments on manifolds.
Lastly we investigate how to pull back distributions u ∈ D′(N,E) where E is a vector
bundle over N . In this case we can deﬁne the pull-back bundle
(2.148) f ∗E =
⋃
p∈M
{p} × Ef(p) ⊂M × E,
which inherits its topology from M × E. If Φ : pi−1E V → V × Ck is a local trivialization
for E, U := f−1V is an open subset of M and the map
(2.149) (f ∗Φ) : pi−1f∗EU → U × Ck, (f ∗Φ)(p, ξ) = (p,Φ2(ξ)),
is a local trivialization for f ∗E.
The following theorem explains the most general form of the pullback map.
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Theorem 2.150. Let E be a vector bundle over N and let f : M → N be a smooth map.
Suppose that u ∈ D′(N,E) satisﬁes WF (u)∩Nf = ∅. Then there is a unique distribution
f ∗u ∈ D′(M, f ∗E) such that whenever (U, x) is a chart on M , (V, y) a chart on N with
fU ⊂ V and a local trivialization Φ : pi−1E V → V × Ck, we have
(2.151) f
∗Φ(f ∗u)xj = fxy
∗(Φuyj ), j ∈ {1, . . . , k}.
Proof. Uniqueness is clear since we require 2.151 to hold. In order to verify the existence
we must prove a compatability condition similar to 1.45. Suppose that we are given charts
and trivializations as in the statement of the theorem, and suppose that Θ is another local
trivialization on V . Then
(2.152) Θuyj =
k∑
s=1
(τjs ◦ y−1)Φuys
where τ is the unique smooth function V → Ck×k such that Θ ◦Φ−1(p, c) = (p, τ(p)c) for
all (p, c) ∈ V × Ck. Then lemma 2.137 shows that
(2.153) fxy
∗(Θuyj ) =
k∑
s=1
(τjs ◦ y−1 ◦ fxy)fxy∗(Φuys) =
k∑
s=1
(τjs ◦ f ◦ x−1)fxy∗(Φuys).
Suppose furthermore that z is another set of coordinates on U . Then we may have
fxy
∗(Φuys) = (y ◦ f ◦ x−1)∗(Φuys) = (y ◦ f ◦ z−1 ◦ z ◦ x−1)∗(Φuys)
= (fzy ◦ z ◦ x−1)∗(Φuys) = (z ◦ x−1)∗fzy∗(Φuys).
(2.154)
Combining the last two equations we obtain
(2.155) fxy
∗(Θuyj ) =
k∑
s=1
(τjs ◦ f ◦ x−1)(z ◦ x−1)∗fzy∗(Φuys).
Since the map τ ◦ f : U → Ck×k is the smooth map for which (f ∗Θ) ◦ (f ∗Φ)−1(p, c) =
(p, τ(f(p))c) for all (p, c) ∈ U × Ck, we see that the transformation 2.155 is of the cor-
rect type. An observant reader might ask why we did not also consider another set of
coordinates on V . Transformations of the type 1.43 and calculations similar to those in
the previous theorem show that fxy
∗(Θuyj ) is independent of the coordinates y, so we are
done.
In the case E = N × C, f ∗E is isomorphic to M × C. Under this isomorphism, the
pullback deﬁned in theorem 2.150 generalizes the previous deﬁnition.
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2.3 Products of Distributions
Suppose that X is an open subset of Rn and that u, v ∈ D′(X) are two distributions with
disjoint singular supports. Then every point x ∈ X has a neighborhood U where at least
one of the distributions (say u) is smooth. We may deﬁne a product distribution on U as
(2.156) C∞0 (U) 3 φ 7→ 〈v, uφ〉.
Such local distributions clearly agree on overlapping domains, and hence deﬁne a global
distribution uv onX. This deﬁnition of a product of distributions generalizes the standard
deﬁnition of a product of a smooth function and a distribution. In this section we will
use the theory of wave front sets and pullbacks to generalize the deﬁnition of the product
even further.
Lemma 2.157. Let X and Y be open subsets of Rm and Rn respectively. Suppose that u ∈
D′(X) and v ∈ D′(Y ). Under the identiﬁcation of (X×Y )×Rm+n and (X×Rm)×(Y ×Rn)
we have
WF (u⊗ v) ⊂ (WF (u)×WF (v)) ∪ ((supp u× {0¯Rm})×WF (v))
∪ (WF (u)× (supp v × {0¯Rn})).
Proof. Consider ﬁrst u ∈ E ′(Rm) and v ∈ E ′(Rn). Then for (ξ, η) ∈ Rm+n we have
(2.158) û⊗ v(ξ, η) = 〈u, 〈v, e−i〈(ξ,η),(x,y)〉〉y〉x = 〈u, e−i〈ξ,·〉〉〈v, e−i〈η,·〉〉 = uˆ(ξ)uˆ(η).
Suppose that the point (ξ0, η0) ∈ Rm+n \ {0¯} is not in the set
(2.159) (Σ(u)× Σ(v)) ∪ ({0¯} × Σ(v)) ∪ (Σ(u)× {0¯}).
If ξ0 = 0¯ it follows that η0 is non-zero and η0 /∈ Σ(v). Then there is an open cone V 3 η0
where vˆ is rapidly decreasing. Since uˆ has at most polynomial growth, equation 2.158
shows that û⊗ v is rapidly decreasing in the open cone {(ξ, η) | η ∈ V, |ξ| < |η|} which
contains (0¯, η0) = (ξ0, η0). Hence, (ξ0, η0) /∈ Σ(u⊗ v). A similar reasoning can be made if
η0 = 0¯. Now suppose that both ξ0 and η0 are non-zero. Since (ξ0, η0) /∈ Σ(u) × Σ(v) we
have either ξ0 /∈ Σ(u) or η0 /∈ Σ(u). Suppose for instance the latter. Since η0 6= 0¯ there is
an open cone V as before. Due to equation 2.158, û⊗ v is rapidly decreasing in the open
cone
(2.160) {(ξ, η) | η ∈ V, |ξ| < R|η|}
which contains (ξ0, η0) when R is chosen large enough. Thus also in this case (ξ0, η0) /∈
Σ(u⊗ v). We have shown that
(2.161) Σ(u⊗ v) ⊂ (Σ(u)× Σ(v)) ∪ ({0¯} × Σ(v)) ∪ (Σ(u)× {0¯}).
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Now let u ∈ D′(X) and v ∈ D′(Y ). If (x0, y0) ∈ X × Y then lemma 2.5 can be used to
show that
Σ(x0,y0)(u⊗ v) =
⋂
{Σ((φ⊗ ψ))(u⊗ v) |φ ∈ C∞0 (X), φ(x0) 6= 0, ψ ∈ C∞0 (Y ), ψ(y0) 6= 0}
=
⋂
{Σ(φu⊗ ψv) |φ ∈ C∞0 (X), φ(x0) 6= 0, ψ ∈ C∞0 (Y ), ψ(y0) 6= 0}.
(2.162)
Using the ﬁrst part of the proof we have
(2.163) Σ(φu⊗ ψv) ⊂ (Σ(φu)× Σ(ψv)) ∪ ({0¯} × Σ(ψv)) ∪ (Σ(φu)× {0¯}).
We now make the simple observation that if J is an index set and Aj, Bj are sets for every
j ∈ J such that Aj ∩Bk = ∅ for all j, k ∈ J then
(2.164) ∩j∈J(Aj ∪Bj) = (∩j∈JAj) ∪ (∩j∈JBj).
Combining 2.162 and 2.163, this fact allows us to deduce that
(2.165) Σ(x0,y0)(u⊗ v) ⊂ (Σx0(u)× Σy0(v)) ∪ ({0¯} × Σy0(v)) ∪ (Σx0(u)× {0¯}).
From this we see that
WF (u⊗ v) =
⋃
x∈supp u
y∈supp v
{(x, y)} × Σ(x,y)(u⊗ v)
⊂ (WF (u)×WF (v)) ∪ ((supp u× {0¯})×WF (v))
∪ (WF (u)× (supp v × {0¯})),
(2.166)
where we use the aforementioned identiﬁcation in the last step.
Theorem 2.167. Let X be an open subset of Rn and let u, v ∈ D′(X). Suppose that there
is no element (x, ξ) ∈ WF (u) for which (x,−ξ) ∈ WF (v). Then the pullback of u ⊗ v
under the diagonal map
(2.168) δ : X → X ×X, δ(x) = (x, x)
is well-deﬁned. Furthermore, setting uv = δ∗(u⊗ v), we obtain a deﬁnition of the product
of distributions which generalizes the previously deﬁned product for distributions satisfying
singsupp u ∩ singsupp v = ∅.
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Proof. Suppose that the distributions u and v satisfy the above-mentioned condition con-
cerning their wave front sets. At every point x ∈ X,
(2.169) δ′(x)T =
(
I I
)
where I is the n× n identity matrix, and thus
Nδ = {(δ(x), ξ, η) |x ∈ X δ′(x)T (ξ, η) = 0¯} = {(x, x, ξ, η) |x ∈ X, ξ + η = 0¯}
= {(x, x, ξ,−ξ) |x ∈ X, ξ ∈ Rn}.(2.170)
This fact, combined with the previous lemma, shows that Nδ ∩WF (u⊗ v) = ∅. Thus, by
theorem 2.61, δ∗(u⊗ v) is deﬁned.
Now suppose that u and v are two distributions whose singular supports do not inter-
sect. In light of theorem 2.17, the condition (x, ξ) ∈ WF (u) implies that Σx(v) = ∅ and
thus (x,−ξ) /∈ WF (v). Hence, δ∗(u ⊗ v) is deﬁned for such distributions. It remains to
show that δ∗(u⊗ v) coincides with the previously deﬁned product in this case.
Pick functions χj and φj as in lemma D.4, and set uj = (χju)∗φj ∈ C∞0 (X). Similarly
we deﬁne vj. As in lemma 2.54, we see that the distributions
(2.171) [(χj ⊗ χj)(u⊗ v)] ∗ (φj ⊗ φj) = ((χju) ∗ φj)⊗ ((χjv) ∗ φj) = uj ⊗ vj
converge to u⊗ v in D′Γ(X ×X) whenever Γ is a closed cone such that WF (u⊗ v) ⊂ Γ.
By theorem 2.61, the distributions δ∗(uj ⊗ vj) then converge pointwise to δ∗(u ⊗ v). To
complete the proof we show that the sequence converges pointwise also to the previously
deﬁned product. For this, it is enough to show pointwise convergence locally.
Let x0 ∈ X. Pick a neighborhoodW of x0 where for example u is smooth. By shrinking
W if necessery we may assume that W ⊂ X is compact. Pick another neighborhood U
of x0 such that U ⊂ W . For large j, χju = u in W . Therefore, uj = u ∗ φj in U for large
j. If ψ ∈ C∞0 (U), we see that (u ∗ φj)ψ converges to uψ in C∞0 (U). Since also vj → v in
D′(X), theorem A.23 implies that
〈v, uψ〉 = lim
j→∞
〈vj, (u ∗ φj)ψ〉 = lim
j→∞
〈vj, ujψ〉 = lim
j→∞
∫
X
vj(x)uj(x)ψ(x)dx
= lim
j→∞
∫
X
(uj ⊗ vj) ◦ δ(x)ψ(x)dx = lim
j→∞
〈δ∗(uj ⊗ vj), ψ〉 = 〈δ∗(u⊗ v), ψ〉.
(2.172)
Since ψ was arbitrary, this calculation shows that δ∗(u ⊗ v) agrees with the previously
deﬁned product on U .
IfM is a smooth manifold and u, v ∈ D′(M), we have a distribution u⊗v ∈ D′(M×M)
as deﬁned at the end of section 1.1. If there is no (p, ξ) ∈ WF (u) such that (p,−ξ) ∈
WF (v) we may again verify that Nδ ∩WF (u⊗ v) = ∅. Thus we may deﬁne
uv = δ∗(u⊗ v) ∈ D′(M) also in this case.
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2.4 The Wave Front Set of Solutions to PDEs
We have previously seen that for every distribution u ∈ D′(M,E) and diﬀerential operator
P : Γ(E) → Γ(F ), the inclusion WF (Pu) ⊂ WF (u) holds. Making use of the symbols
presented in section 1.3, we shall now prove a sort of converse for the distributions D′(M)
and diﬀerential operators C∞(M)→ C∞(M).
WhenM is a smooth manifold we denote the set of all nonzero elements of its cotangent
space as T ∗M \ 0¯. It would be misleading to denote the set by T ∗M \ {0¯} since each
cotangent space T ∗pM has its own zero vector.
Deﬁnition 2.173. Let P : C∞(M)→ C∞(M) be a diﬀerential operator. The character-
istic set Char P is the set
(2.174) {(p, ω) ∈ T ∗M \ 0¯ |σm(P )(p, ω) = 0¯}.
From the deﬁnition of σm(P ), it is easy to see that Char P is conical. Since σm(P ) is
smooth and in particular continuous, we also see that Char P is closed in T ∗M \ 0¯.
The following theorem is essentially the the same as theorem 8.3.1 in [7], although
Hörmander erroneously claims that the functions wN only depend on x rather than (x, ξ).
To ﬁx this problem we allow the function w apperaing in 2.181 to depend on both x and
ξ, and not just x.
Theorem 2.175. Let X be an open subset of Rn and u ∈ D′(X). Let P = ∑|α|≤m cα∂α
be a diﬀerential operator with smooth coeﬃcients. Then
(2.176) WF (u) ⊂ Char P ∪WF (Pu)
Proof. Suppose that (x0, ξ0) /∈ Char P ∪WF (Pu). We need to show that (x0, ξ0) is not
in WF (u). Since σm(P )(x0, ξ0) 6= 0, there is a neighborhood U of x0 and a pre-compact
neighborhood V0 of ξ0 such that 0¯ /∈ V0 and
(2.177) |σm(P )(x, ξ)| ≥ κ > 0, (x, ξ) ∈ U × V0.
Set V = c(V0). Since σm(P )(x, ξ) =
∑
|α|=m cα(x)(iξ)
α, we then see that
(2.178) |ξ|m ≤ c|σm(P )(x, ξ)|, (x, ξ) ∈ U × V,
for some positive constant c. Pick φ ∈ C∞0 (U) with φ(x0) = 1. We need to show that φ̂u
is rapidly decreasing in some open cone containing ξ0. If we manage to ﬁnd a function
v(x, ξ) such that
(2.179) tPv(x, ξ) = φ(x)e−i〈ξ,x〉
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we will have
(2.180) φ̂u(ξ) = 〈u, φe−i〈ξ,·〉〉 = 〈u,t Pv(·, ξ)〉 = 〈Pu, v(·, ξ)〉
Then we might be able to use the fact that (x0, ξ0) /∈ WF (Pu) to obtain the right
estimates. We use the Ansatz
(2.181) v(x, ξ) =
w(x, ξ)e−i〈ξ,x〉
σm(P )(x, ξ)
= w(x, ξ)f(x, ξ), (x, ξ) ∈ U × V,
where w is function which remains to be determined, and w = 0 if x is outside some
compact K ⊂ U . (This assumption guarantees that possible zeros of σm(P ) cause no
problems.) We calculate
tPv =
∑
|α|≤m
(−1)|α|∂αx (cαwf) =
∑
|α|≤m
(−1)|α|
∑
γ≤α
(
α
γ
)
∂α−γx (cαf)∂
γ
xw
= w
∑
|α|≤m
(−1)|α|∂αx (cαf) +
∑
|α|≤m
(−1)|α|
∑
0<γ≤α
(
α
γ
)
∂α−γx (cαf)∂
γ
xw.
(2.182)
Using Leibniz rule and the expression for f we may expand the factor in front of w as
∑
|α|≤m
(−1)|α|
∑
γ≤α
(
α
γ
)
∂α−γx
(
cα(x)
σm(P )(x, ξ)
)
(−iξ)γe−i〈ξ,x〉
=
∑
|α|≤m
(−1)|α|
∑
γ<α
(
α
γ
)
∂α−γx
(
cα(x)
σm(P )(x, ξ)
)
(−iξ)γe−i〈ξ,x〉 +
∑
|α|≤m
cα(x)(iξ)
α
σm(P )(x, ξ)
e−i〈ξ,x〉.
(2.183)
Finally, the last sum may be split as
(2.184)∑
|α|=m
cα(x)(iξ)
α
σm(P )(x, ξ)
e−i〈ξ,x〉 +
∑
|α|<m
cα(x)(iξ)
α
σm(P )(x, ξ)
e−i〈ξ,x〉 = e−i〈ξ,x〉 +
∑
|α|<m
cα(x)(iξ)
α
σm(P )(x, ξ)
e−i〈ξ,x〉.
Putting these facts together we see that 2.179 is true iﬀ
(2.185) w −Rw = φ,
where R =
∑m
j=1Rj and each Rj is a linear diﬀerential operator of order ≤ j and whose
components are positively homogeneous in ξ of degree −j. The details are left to the
reader.
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Formally, the inﬁnite sum w =
∑∞
k=0 R
kφ is a solution to 2.185. It is however diﬃcult
to tell whether this sum really converges. Therefore we instead consider only ﬁnite sums
wN =
∑N−1
k=0 R
kφ. We then have
(2.186) wN −RwN = φ−RNφ,
and thus the previous calculations allow us to conclude that
(2.187) tP
(
wN(x, ξ)e
−i〈x,ξ〉
σm(P )(x, ξ)
)
= (φ(x)−RNφ(x))e−i〈x,ξ〉.
In principle the situation here is diﬀerent from 2.185 since there is a ξ-dependence on
the RHS of 2.186 originating from the operator R. However, this fact does not aﬀect the
methods used above, so our conclusion is valid. Applying u to both sides of 2.187 we
obtain
(2.188) φ̂u(ξ) = 〈Pu, wN(x, ξ)e
−i〈x,ξ〉
σm(P )(x, ξ)
〉x + 〈u, (RNφ)e−i〈ξ,·〉〉.
To estimate the last term, we note that supp RNφ ⊂ supp φ =: K for all ξ ∈ V and hence
there is C > 0 and M ∈ N such that
(2.189) |〈u, (RNφ)e−i〈ξ,·〉〉| ≤ C sup
|α|≤M
x∈K
|∂αx ((RNφ)e−i〈x,ξ〉)| ≤ C0 sup
|α|≤M
x∈K
∑
γ≤α
|ξα−γ∂γx(RNφ)|.
From the deﬁnition of R we see that there is some S ∈ N such that
(2.190) RN =
∑
|µ|≤S
fµ(x, ξ)∂
µ
x
where each coeﬃcient function fµ(x, ξ) is positively homogeneous in ξ of degree ≤ −N .
Using the Leibniz rule we see that ∂γx(R
Nφ) is a ﬁnite linear combination of terms of the
form
(2.191) (∂βxfµ)(x, ξ)∂
ν
xφ(x),
where β and ν are some multi-indices. The x-derivative does not aﬀect the homogeneity
in ξ. Then, using the compactness of supp φ × (V ∩ Sn−1) we may ﬁnally arrive at the
estimate
(2.192) |〈u, (RNφ)e−i〈ξ,·〉〉| ≤ CN |ξ|M−N ,
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when |ξ| ≥ 1. Since N can be chosen arbitrarily large, this estimate shows that the second
term of 2.188 is rapidly decreasing in ξ. To estimate the ﬁrst term, we set
(2.193) ψN(x, ξ) =
wN(x, ξ)
σm(P )(x, ξ)
and pick a χ ∈ C∞0 (U) such that χ = 1 in a neighborhood of supp φ. We will use methods
similar to those in lemma 2.5. The ﬁrst term of 2.188 can now be written as
(2.194)
〈Pu, ψN(x, ξ)e−i〈x,ξ〉〉 = 〈χPu, ψN(x, ξ)e−i〈x,ξ〉〉 = 〈χ̂Pu,F−1x (ψN(x, ξ)e−i〈x,ξ〉)(η)〉η,
where F−1x denotes the inverse Fourier transform taken with respect to x. The last
expression can be written as
(2pi)−n
∫
χ̂Pu(ξ − η)Fx(ψN(x, ξ))(η)dη = (2pi)−n
∫
|η|<c|ξ|
χ̂Pu(ξ − η)Fx(ψN(x, ξ))(η)dη
+(2pi)−n
∫
|η|≥c|ξ|
χ̂Pu(ξ − η)Fx(ψN(x, ξ))(η)dη,
(2.195)
where the constant c ∈ (0, 1) is to be chosen later. As in lemma 2.5 we need to estimate
these integrals separately. We estimate the ﬁrst integral as
(2.196)
|
∫
|η|<c|ξ|
χ̂Pu(ξ − η)Fx(ψN(x, ξ))(η)dη| ≤
∫
|η|<c|ξ|
|Fx(ψN(x, ξ))(η)|dη sup
|η|<c|ξ|
|χ̂Pu(ξ − η)|.
Due to lemma 2.12 and the fact that (x0, ξ0) /∈ WF (Pu) we may assume that χ̂Pu, is
rapidly decreasing in V , after possibly shrinking U and V . Just as in lemma 2.5 we see
that if ξ is conﬁned in a suitable smaller closed cone V1 ⊂ V which is a neighborhood of ξ0,
and if c is chosen small enough, the expression sup|η|<c|ξ| |χ̂Pu(ξ−η)| is rapidly decreasing
in ξ. We must therefore verify that the integral on the RHS of 2.196 is bounded w.r.t.
ξ ∈ V1.
Using the expression for ψN and equations of type 2.190 we see that ψN(x, ξ) is a ﬁnite
sum smooth functions
(2.197) g(x, ξ)
that are positively homogeneous in ξ of some degree −d ≤ −m and that vanish if x is
outside K = supp φ. Since the Fourier transform is linear, it is suﬃcient to estimate
(2.198)
∫
|Fx(g(x, ξ))(η)|dη =
∫
(1 + |η|2)−M |(1 + |η|2)MFx(g(x, ξ))(η)|dη,
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where we choose M ≥ n+ 1. We calculate
(1 + |η|)MFx(g(x, ξ))(η) =
M∑
k=0
(
M
k
)
|η|2k
∫
g(x, ξ)e−i〈x,η〉dx
=
∑
|α|≤2M
cα
∫
g(x, ξ)∂αx (e
−i〈x,η〉)dx =
∑
|α|≤2M
c˜α
∫
∂αx g(x, ξ)e
−i〈x,η〉dx.
(2.199)
We may now estimate each integral as
|
∫
∂αx g(x, ξ)e
−i〈x,η〉dx| ≤
∫
|∂αx g(x, ξ)|dx
= |ξ|−d
∫
|∂αx g(x, ξˆ)|dx ≤ |ξ|−dm(K) sup
x∈K
θ∈V1∩Sn−1
|∂αx g(x, θ)|.
(2.200)
Due to the compactness of K × (V1 ∩ Sn−1), the supremum in the last expression is ﬁnite.
This suﬃces to show that the integral 2.198 stays bounded w.r.t ξ ∈ V1.
To complete the proof it remains to show that also the second integral on the RHS of
2.195 is rapidly decreasing w.r.t. ξ in some conic neighborhood of ξ0. As in lemma 2.5 we
see that there is some S > 0 such that
(2.201) |χ̂Pu(ξ − η)| ≤ C(1 + |η|)S
when |η| ≥ c|ξ|. Using our previous calculations we deduce that when ξ ∈ V1 and |ξ| ≥ 1
we have
(2.202) |Fx(ψN(x, ξ))(η)| ≤ cM(1 + |η|2)−M
for every M ∈ N. From this point on one may reason exactly as in lemma 2.5, and we do
not repeat those arguments here.
From the theorem above we easily derive a corresponding theorem in the case that
u ∈ D′(M) is a distribution on a smooth manifold M and P is a diﬀerential operator
C∞(M) → C∞(M). Namely, let p ∈ M , choose a chart (U, x) at p and suppose that
(p, ξjdx
j
p) /∈ Char P ∪ WF (Pu). We need to show that (p, ξjdxjp) /∈ WF (u). This is
equivalent to showing that (x(p), ξ) /∈ WF (ux).
In U we have P =
∑
|α|≤m cα∂
α
x for some smooth functions cα on U . We have a related
diﬀerential operator on xU deﬁned as
(2.203) Px =
∑
|α|≤m
(cα ◦ x−1)∂α.
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Then equation 1.88 shows that
(2.204) (Pu)x = Pxux.
By our assumptions, (x(p), ξ) /∈ WF ((Pu)x) = WF (Pxux) and
(2.205) σm(Px)(x(p), ξ) = σm(P )(p, ξjdx
j
p) 6= 0,
so the previous theorem shows that (x(p), ξ) /∈ WF (ux).
There is an obvious connection between the theorem above and the theory of partial
diﬀerential equations. Consider a diﬀerential equation of the form
(2.206) Pu = f
where P is a given diﬀerential operator, u is the unknown and f a given function. (We
could even allow f to be a distribution.) Now the above theorem implies that any distri-
bution solution u must satisfy WF (u) ⊂ Char P ∪WF (f).
If f is smooth and σm(P ) 6= 0 at every point, we see that the wave front set of any
solution u must be empty and hence u must be smooth. Thus, in order to prove the
existence of a smooth solution to 2.206, it suﬃces in this case to prove only the existence
of a distributional solution. This is an example of a very common strategy in the theory
of PDEs: First, reformulate the problem so that a wider class of objects can be accepted
as solutions. Then prove that every generalized solution must in fact be a solution to the
original problem.
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Chapter 3
Oscillatory Integrals
In this chapter we shall deﬁne a special type of distributions called oscillatory integrals.
We will prove an important result concerning the wave front sets of oscillatory integrals,
and as a consequence, we will also obtain some information about their singular support.
Initially we shall follow the presentation found in [5] rather closely, although most
of the proofs are presented in greater detail. The proof of lemma 3.10 provided here
is completely diﬀerent, and as shall be explained later, both the proof and the precise
statement of theorem 3.53 diﬀers in certain ways from similar results presented in the
sources for this thesis.
3.1 Symbol Classes
Let X be an open subset of Rn, let m ∈ R, N ∈ N and ρ, δ ∈ [0, 1]. We say that a function
a ∈ C∞(X ×RN) belongs to the symbol class Smρ,δ(X ×RN) if, for every compact K ⊂ X
and all multi-indices α, β ∈ Nn0 , there is a constant CK,α,β > 0 such that
(3.1) |∂αx∂βξ a(x, ξ)| ≤ CK,α,β(1 + |ξ|)m−ρ|β|+δ|α|,
for all (x, ξ) ∈ K × RN . When the set X and the number N are clear from the context,
or unimportant, we denote the symbol class simply by Smρ,δ.
We further deﬁne S∞ρ,δ(X×RN) =
⋃
m∈R S
m
ρ,δ(X×RN). The class of smoothing symbols
S−∞(X ×RN) consists of the smooth functions a ∈ C∞(X ×RN) whose derivatives of all
orders are rapidly decreasing in ξ when x is conﬁned in a compact set. More precisely,
we require that for every compact set K ⊂ X and all multi-indices α, β ∈ Nn0 and every
M ∈ R there is some constant C > 0 such that
(3.2) |∂αx∂βξ a(x, ξ)| ≤ C(1 + |ξ|)M ,
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for all (x, ξ) ∈ K × RN . Note that S−∞(X × RN) = ⋂m∈R Smρ,δ(X × RN) irrespective of
the values of ρ and δ.
Example 3.3. Suppose that a ∈ C∞(X×RN) and that for every compactK ⊂ X there is
some R > 0 so that a is positively homogeneous of degree m with repect to the ξ-variable
in the set K × (RN \ B(0¯, R)): if x ∈ K, t ≥ 1 and |ξ| ≥ R then a(x, tξ) = tma(x, ξ). In
this case, a ∈ Sm1,0. This symbol class is also called the Hörmander Class.
All the symbol classes are vector spaces with pointwise addition and scalar multipli-
cation. The symbol classes Smρ,δ are also Frechet spaces when endowed with the topology
induced by the seminorms
(3.4) pKα,β(a) = sup
(x,ξ)∈K×RN
|∂αx∂βξ a(x, ξ)|
(1 + |ξ|)m−ρ|β|+δ|α| .
Note that the estimates 3.1 guarantee that pKα,β(a) is ﬁnite. In fact, p
K
α,β(a) is the smallest
constant CK,α,β for which 3.1 is valid.
The proof of the following lemma is easy and left to the reader.
Lemma 3.5. Every partial derivative ∂αx∂
β
ξ is a continuous linear map S
m
ρ,δ(X × RN)→
S
m−ρ|β|+δ|α|
ρ,δ (X × RN) with respect to the topologies deﬁned above.
We will, however, prove the following, slightly more non-trivial lemma.
Lemma 3.6. For symbol classes S
mj
ρj ,δj
(X × RN), j ∈ {1, 2}, we set m = m1 + m2,
ρ = min{ρ1, ρ2} and δ = max{δ1, δ2}. Then the bilinear map
(3.7) Sm1ρ1,δ1(X × RN)× Sm2ρ2,δ2(X × RN) 3 (a, b) 7→ ab ∈ Smρ,δ(X × RN)
is continuous.
Proof. Let K ⊂ X be compact. By the Leibniz rule
|∂αx∂βξ ab(x, ξ)| = |
∑
γ≤α
∑
µ≤β
(
α
γ
)(
β
µ
)
∂γx∂
µ
ξ a(x, ξ)∂
α−γ
x ∂
β−µ
ξ b(x, ξ)|
≤
∑
γ≤α
∑
µ≤β
(
α
γ
)(
β
µ
)
pK,1γ,µ (a)(1 + |ξ|)m1−ρ1|γ|+δ1|µ|pK,2α−γ,β−µ(b)(1 + |ξ|)m2−ρ2|α−γ|+δ2|β−µ|
≤
∑
γ≤α
∑
µ≤β
(
α
γ
)(
β
µ
)
pK,1γ,µ (a)p
K,2
α−γ,β−µ(b)(1 + |ξ|)m−ρ|α|+δ|β|,
(3.8)
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where we have introduced the additional superindices 1 and 2 to distinguish between
seminorms in the diﬀerent symbol classes S
mj
ρj ,δj
. For the seminorms in Smρ,δ we will not use
any extra superindex. From the last estimate we conclude that
(3.9) pKα,β(ab) ≤
∑
γ≤α
∑
µ≤β
(
α
γ
)(
β
µ
)
pK,1γ,µ (a)p
K,2
α−γ,β−µ(b),
which implies that ab is indeed an element of Smρ,δ(X × RN), and futhermore, that the
map is continuous.
Lemma 3.10. Let m,m′ ∈ R and suppose m′ > m. Then S−∞ is dense in Smρ,δ when this
space is endowed with the topology of Sm
′
ρ,δ.
Proof. Let a ∈ Smρ,δ(X × RN). Choose χ ∈ C∞0 (RN) such that 0 ≤ χ ≤ 1, χ = 1 in a
neighborhood of B¯(0¯, 1) and supp χ ⊂ B(0¯, 2). For ε > 0 deﬁne aε(x, ξ) = χ(εξ)a(x, ξ).
Now aε ∈ S−∞ and
|∂αx∂βξ (aε − a)(x, ξ)| = |
∑
γ≤β
(
β
γ
)
ε|β−γ|(∂β−γχ)(εξ)∂αx∂
γ
ξ a(x, ξ)− ∂αx∂βξ a(x, ξ)|
≤
∑
γ<β
(
β
γ
)
ε|β−γ||(∂β−γχ)(εξ)∂αx∂γξ a(x, ξ)|+ |(1− χ(εξ))∂αx∂βξ a(x, ξ)|
(3.11)
Thus,
|∂αx∂βξ (aε − a)(x, ξ)|
(1 + |ξ|)m′−ρ|β|+δ|α| ≤
∑
γ<β
(
β
γ
)
ε|β−γ||∂β−γχ(εξ)| |∂
α
x∂
γ
ξ a(x, ξ)|
(1 + |ξ|)m′−ρ|β|+δ|α|
+
|1− χ(εξ)|
(1 + |ξ|)s
∂αx∂
β
ξ a(x, ξ)
(1 + |ξ|)m−ρ|β|+δ|α| ,
(3.12)
where s = m′ −m > 0. When x is conﬁned in a compact set, every term in the sum over
γ is bounded by
(3.13) Cε|β−γ||∂β−γχ(εξ)|(1 + |ξ|)−s+|β−γ|ρ
for some constant C. Using the change of variables z = εξ we may rewrite this as
(3.14) Cεs+(1−ρ)|β−γ||∂β−γχ(z)|(ε+ |z|)−s+|β−γ|ρ.
Noting that the partial derivatives of χ are bounded and vanish outside B(0¯, 2) \ B¯(0¯, 1),
we see that the product of the last two factors is bounded by a constant. Therefore 3.14
approaches 0 when ε→ 0+.
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The last term contains the factor
(3.15)
|1− χ(εξ)|
(1 + |ξ|)s ≤
1
(1 + ε−1)s
< εs
multiplied by another function which is again bounded when x is conﬁned in a compact
set. Letting pKα,β denote the seminorms in S
m′
ρ,δ the above calculation allows us to conclude
that limε→0+ pKα,β(aε − a) = 0 for all compact K and multi-indices α, β. This concludes
the proof.
3.2 Oscillatory Integrals
Deﬁnition 3.16. A function φ ∈ C∞(X × (RN \ {0¯})) is called a phase function if
(i) Im φ ≥ 0
(ii) φ(x, ξ) is positively homogeneous of degree 1 in ξ.
(iii) The diﬀerential dφ 6= 0 at every point of X × (RN \ {0¯}).
Lemma 3.17. Let φ ∈ C∞(X × (RN \ {0¯})) be a phase function. Then there is a ﬁrst-
order diﬀerential operator L =
∑n
j=1 bj
∂
∂xj
+
∑N
j=1 aj
∂
∂ξj
+ c in X × RN with coeﬃcients
aj ∈ S01,0(X×RN) and bj, c ∈ S−11,0(X×RN), for which tL(eiφ) = eiφ in all of X×(RN\{0¯}).
Here tL denotes the transpose of L.
Proof. Deﬁne Φ(x, ξ) =
∑n
j=1 | ∂φ∂xj |2 + |ξ|2
∑N | ∂φ
∂ξj
|2. Due to the deﬁnition of φ, this is is
a smooth non-vanishing function in X × (RN \ {0¯}). Choose a function χ ∈ C∞0 (RN) so
that χ = 1 in a neighborhood of 0¯. Then the diﬀerential operator
(3.18) tL :=
(1− χ(ξ))
iΦ(x, ξ)
(
n∑
j=1
∂φ
∂xj
∂
∂xj
+ |ξ|2
N∑
j=1
∂φ
∂ξj
∂
∂ξj
) + χ(ξ)
is deﬁned on X ×RN , and one easily veriﬁes that tL(eiφ) = eiφ is true in X × (RN \ {0¯}).
With this deﬁnition of tL the coeﬃcients of L are
aj =
i(1− χ(ξ))|ξ|2
Φ(x, ξ)
∂φ
∂ξj
, bj =
i(1− χ(ξ))
Φ(x, ξ)
∂φ
∂xj
,
c = i
n∑
j=1
∂
∂xj
(
(1− χ(ξ))
Φ(x, ξ)
∂φ
∂xj
) + i
N∑
j=1
∂
ξj
(
i(1− χ(ξ))|ξ|2
Φ(x, ξ)
∂φ
∂ξj
) + χ(ξ).
(3.19)
Using example 3.3 and lemmas 3.5 and 3.6 we see that the coeﬃcients belong to the
correct symbol classes.
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Let φ be a phase function, a ∈ Smρ,δ(X × RN) a symbol and k ∈ N0. If m + k < −N
then
(3.20) I(a, φ)(x) :=
∫
RN
eiφ(x,ξ)a(x, ξ)dξ ∈ Ck(X),
which can be veriﬁed using the dominated convergence theorem and the properties of a
and φ. We shall now extend the deﬁnition of I(a, φ) to arbitrary symbols.
Theorem 3.21. Given a phase function φ and 0 < ρ ≤ 1, 0 ≤ δ < 1, there is a unique
way to deﬁne I(a, φ) ∈ D′(X) for all a ∈ Smρ,δ, m ∈ R, so that the following conditions
are true:
1. If m < −N then I(a, φ) is given by the integral in 3.20.
2. For every m ∈ R, the map Smρ,δ(X × RN) 3 a 7→ I(a, φ) ∈ D′(X) is continuous and
linear.
Proof. For u ∈ C∞0 (X) deﬁne bu(x, ξ) = u(x). Then the map u 7→ bu is easily seen to be
continuous C∞0 (X)→ S01,0(X × RN). Lemma 3.6 then implies that
(3.22) Smρ,δ(X × RN)× C∞0 (X) 3 (a, u) 7→ abu = au ∈ Smρ,δ(X × RN)
is separately continuous. Set t = min{ρ, 1 − δ} > 0. Using lemmas 3.5 and 3.6, and the
fact that for m′ > m the inclusion Smρ,δ ↪→ Sm′ρ,δ is continuous, we see that the diﬀerential
operator L in the previous lemma is continuous Smρ,δ → Sm−tρ,δ . Choose k ∈ N0 such that
m− kt < −N . Now the map
(3.23) Smρ,δ(X × RN)× C∞0 (X) 3 (a, u) 7→ Lk(au) ∈ Sm−ktρ,δ (X × RN)
is separately continuous. We claim that we can deﬁne I(a, φ) ∈ D′(X) as
(3.24) I(a, φ)(u) =
∫
RN
∫
X
eiφ(x,ξ)Lk(a(x, ξ)u(x))dxdξ, u ∈ C∞0 (X).
First note that for all u ∈ C∞0 (X) with support in some compact K we have that
∫
RN
∫
X
|eiφ(x,ξ)Lk(a(x, ξ)u(x))|dxdξ ≤
∫
RN
∫
X
χK(x)p
K
0¯,0¯(L
k(au))(1 + |ξ|)m−ktdxdξ
= m(K)
∫
RN
(1 + |ξ|)m−ktdξpK0¯,0¯(Lk(au)) <∞,
(3.25)
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and thus, the integrand is really integrable. Furthermore, since tL(eiφ) = eiφ, partial
integration shows that the value of the integral is independent of which k we choose, as
long as m− kt < −N . In particular, we get a well-deﬁned map, and if m < −N we may
choose k = 0, which shows that condition 1 is valid.
The estimate 3.25 together with the separate continuity of the map 3.23, show that for
a ﬁxed a ∈ Smρ,δ, the map I(a, φ) is continuous when restricted to C∞0 (K) for any compact
K ⊂ X. By the deﬁnition of the topology in C∞0 (X) this is equivalent to continuity,
i.e. I(a, φ) ∈ D′(X). Furthermore, for a ﬁxed u, the separate continuity implies that
|I(a, φ)(u)| is bounded by a ﬁnite number of seminorms of a. Since we are using the
weak-* topology in D′(X), this shows that also condition 2 is satisﬁed. We have thus
shown the existence. The uniqueness follows from lemma 3.10.
The rest of this chapter is devoted to proving theorem 3.53, which describes the wave
front set of oscillatory integrals. In order to make the arguments as clear as possible we
will introduce some new terminology and prove various lemmas. Throughout the rest of
this chapter we also assume that ρ ∈ (0, 1] and δ ∈ [0, 1), so that any oscillatory integrals
related to symbol classes Smρ,δ are well-deﬁned.
Deﬁnition 3.26. Let φ ∈ C∞(X × (RN \ {0¯})) be a phase function. The critical set of
φ is the set
(3.27) Cφ = {(x, ξ) ∈ X × (RN \ {0¯}) | ∇ξφ(x, ξ) = 0}.
Condition (ii) in deﬁnition 3.16 implies that Cφ is conic subset of X × (RN \ {0¯}).
Clearly, Cφ is also closed in X × (RN \ {0¯}).
Lemma 3.28. Let φ be a phase function, and suppose that a ∈ Smρ,δ(X ×RN) is a symbol
which vanishes in a conic neighborhood of the critical set Cφ. Then I(a, φ) ∈ C∞(X).
Proof. Choose χ ∈ C∞0 (RN) so that χ = 1 in a neighborhood of 0¯. By lemma D.7 in
Appendix D, we may also choose χ1 ∈ C∞(X×(RN\{0¯})) which is positively homogeneous
of degree 0 in ξ, so that χ1 = 1 in a neighborhood of supp(a) ∩ (X × (RN \ {0¯})) and
χ1 = 0 in a neighborhood of Cφ. We may now deﬁne a diﬀerential operator in X×RN by
(3.29) tL =
(1− χ(ξ))χ1(x, ξ)
i|∇ξφ(x, ξ)|2
N∑
j=1
∂φ
∂ξj
∂
∂ξj
+ χ(ξ).
Then L =
∑N
j=1 aj
∂
∂ξj
+ c where aj ∈ S01,0 and c ∈ S−11,0 . Also, by the deﬁnition of χ1,
(3.30) tL(eiφ)a = eiφa,
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and a similar equation holds if we replace a with the symbol aε as deﬁned in lemma 3.10.
Also, note that L maps Smρ,δ → Sm−ρρ,δ continuously. Thus, by the properties 1 and 2 of
theorem 3.21 we have
〈I(a, φ), u〉 = lim
ε→0+
〈I(aε, φ), u〉 = lim
ε→0+
∫
RN
∫
X
eiφ(x,ξ)aε(x, ξ)u(x)dxdξ
= lim
ε→0+
∫
RN
∫
X
eiφ(x,ξ)Lk(aε(x, ξ)u(x))dxdξ =
∫
RN
∫
X
eiφ(x,ξ)Lk(a(x, ξ)u(x))dxdξ
=
∫
X
∫
RN
eiφ(x,ξ)Lk(a(x, ξ))dξu(x)dx,
(3.31)
for all u ∈ C∞0 (X), when k is chosen so large that m − kρ < −N . In the third step we
replace eiφ with tL and use partial integration. This step is repeated k times, which is
justiﬁed by the previous observations and the fact that diﬀerential operators are local.
The last step follows from the fact that L does not contain any x-derivatives. Thus we
see that I(a, φ) is the function
(3.32) x 7→
∫
RN
eiφ(x,ξ)Lk(a(x, ξ))dξ.
Since k may be chosen arbitrarily large, the function is smooth on X.
Deﬁnition 3.33. For the symbol a ∈ Smρ,δ(X × RN) we deﬁne its essential support
ess supp(a) ⊂ X× (RN \{0¯}) as follows. The point (x0, ξ0) is not in the essential support
of a if it has a conic neighborhood Γ ⊂ X × (RN \ {0¯}) such that for all multi-indices α,
β and all M ∈ R we ﬁnd some constant C = C(α, β,M) > 0 such that
(3.34) |∂αx∂βξ a(x, ξ)| ≤ C(1 + |ξ|)M , (x, ξ) ∈ Γ.
The essential support is a closed cone in X × (RN \ {0¯}). For a phase function
φ ∈ C∞(X × (RN \ {0¯})) and a symbol a ∈ Smρ,δ(X × RN) we set
Caφ = ess supp(a) ∩ Cφ
Baφ = {(x,∇xφ(x, z) | (x, z) ∈ Caφ}.
(3.35)
The set Caφ is the intersection of two closed cones, and hence itself a closed cone in
X × (RN \ {0¯}).
Lemma 3.36. The set Baφ is a closed cone in X × (Rn \ {0¯}).
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Proof. Since dφ 6= 0 everywhere, we see that Baφ ⊂ X × (Rn \ {0¯}). The homogeneity-
condition of φ shows that Baφ is a cone. Suppose now that (xj, λj)j∈N is a sequence in B
a
φ
converging to an element (x0, λ0) ∈ X×(Rn \{0¯}). Choose r > 0 such that B¯(x0, r) ⊂ X.
We deﬁne the compact set
(3.37) K = {(x, ξ) ∈ B¯(x0, r)× SN−1 | ∇ξφ(x, ξ) = 0¯}.
The function |∇xφ| is positive on K since dφ 6= 0 at every point, so due to compactness
we ﬁnd constants S > s > 0 such that
(3.38) s ≤ |∇xφ| ≤ S
on K. For every j ∈ N, λj = ∇xφ(xj, ξj) for some (xj, ξj) ∈ Caφ. For large j, (xj, ξˆj) ∈ K.
But then the previous estimates and the homogeneity of φ imply that
(3.39) s|ξj| ≤ |∇xφ(xj, ξj)| ≤ S|ξj|,
for large j. But |∇xφ(xj, ξj)| = |λj| → |λ0|, so the ﬁrst inequality of 3.39 shows that
the sequence (ξj) is bounded. After passing to a subsequence we may assume that the
sequence converges to some ξ0. Since λ0 6= 0¯, the second inequality of 3.39 shows that
ξ0 6= 0¯. Since Caφ is closed, it must contain (x0, ξ0), and due to continuity, λ0 = ∇xφ(x0, ξ0).
This shows that (x0, λ0) ∈ Baφ.
Lemma 3.40. Suppose that (x0, ξ0) /∈ Baφ. Then there is an open cone W 3 ξ0, an open
neighborhood U of x0, an open conic neighborhood V of C
a
φ and a constant κ > 0 such
that
(3.41) |ξ −∇xφ(x, z)| ≥ κ|z|, (x, ξ) ∈ U ×W, (x, z) ∈ V
Proof. Since dφ 6= 0 at every point, the open cone
(3.42) M = {(x, z) ∈ X × (RN \ {0¯}) | ∇xφ(x, z) 6= 0¯}
is a neighborhood of Caφ. We deﬁne the smooth map F : M → X × (Rn \ {0¯}),
(3.43) F (x, z) = (x,∇xφ(x, z)).
Since Baφ is a cone, it cannot contain the point (x0, ξˆ0) ∈ X×Sn−1. But Baφ∩(X×Sn−1)
is closed in X × Sn−1, so we ﬁnd open neighborhoods U of x0 in X and W0 of ξˆ0 in
Sn−1 such that U ×W0 does not intersect Baφ ∩ (X × Sn−1). Due to the T3 property of
manifolds, we may even assume that U ×W 0 does not intersect Baφ ∩ (X × Sn−1). Set
W = ∪t>0tW0 =: c(W0). It is a routine exercise to check that W = c(W 0). From this it
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follows that U ×W does not intersect Baφ = F (Caφ). This observation leads us to conclude
that
(3.44) ∅ = F−1∅ = F−1[(U×W )∩F [Caφ]] = F−1[U×V ]∩F−1F [Caφ] ⊃ F−1[U×V ]∩Caφ.
Since F−1[U × V ] is a closed cone, the last step shows that V0 := M \ F−1[U × V ] is
an open conic neighborhood of Caφ. Now we may pick an open cone V ⊃ Caφ such that
V ⊂ V0. Our choices imply that F [V ] and U ×W are disjoint.
By possibly shrinking U we see that (U × SN−1) ∩ V ⊂ M is compact. Therefore,
there are R > r > 0 such that on this set, the values of |∇xφ| stay in [r, R]. Hence, the
homogeneity shows that
(3.45) r|z| ≤ |∇xφ(x, z)| ≤ R|z|, (x, z) ∈ (U × (RN \ {0¯})) ∩ V .
Now suppose that (x, ξ) ∈ U ×W and (x, z) ∈ V . If |ξ| ≤ 1
2
|∇xφ(x, z)| then
(3.46) |ξ −∇xφ(x, z)| ≥ |∇xφ(x, z)| − |ξ| ≥ 1
2
|∇xφ(x, z)| ≥ r
2
|z|.
Similarly, if |ξ| ≥ 2|∇xφ(x, z)|, then
(3.47) |ξ −∇xφ(x, z)| ≥ |ξ| − |∇xφ(x, z)| ≥ |∇xφ(x, z)| ≥ r|z|.
Lastly, we must treat the case
(3.48)
1
2
|∇xφ(x, z)| ≤ |ξ| ≤ 2|∇xφ(x, z)|.
Note that if ξ ∈ B¯(0¯, 2R) \B(0¯, r
2
) and (x, z) ∈ (U × SN−1)∩ V then our previous choices
imply that ξ 6= ∇xφ(x, z). By a compactness argument we have s > 0 such that
(3.49) |ξ −∇xφ(x, z)| ≥ s
when ξ and (x, z) are as above. Now suppose instead that (x, ξ) ∈ U ×W , (x, z) ∈ V and
that 3.48 is valid. Together with 3.45 this equation implies that
(3.50)
r
2
≤ ||z|−1ξ| ≤ 2R,
and hence, our previous observations show that
(3.51) ||z|−1ξ −∇xφ(x, zˆ)| ≥ s.
The homogeneity of φ then shows that
(3.52) |ξ −∇xφ(x, z)| ≥ s|z|.
Thus we may choose κ = min{s, r
2
}.
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We are now ﬁnally ready to prove the result concerning wave front sets of oscillatory
integrals.
Theorem 3.53. Let a ∈ Smρ,δ(X × RN) be a symbol with 0 < ρ ≤ 1 and 0 ≤ δ < 1, and
let φ ∈ C∞(X × (RN \ {0¯})) be a phase function. Then
(3.54) WF (I(a, φ)) ⊂ Baφ.
Proof. Suppose that (x0, ξ0) ∈ X × (Rn \ {0¯}) does not belong to Baφ. We need to show
that (x0, ξ0) /∈ WF (I(a, φ)). Choose g ∈ C∞0 (BN(0¯, 2)) such that g = 1 on B¯N(0¯, 1). If
h ∈ C∞(X × (RN \ {0¯})) is positively homogeneous of degree 0 w.r.t. the second variable
and h = 1 in a conic neighborhood of ess supp a we write
(3.55) a = ga+ (1− g)a = ga+ (1− g)(1− h)a+ (1− g)ha.
The terms ga and (1− g)(1− h)a are smoothing symbols, whereas (1− g)ha ∈ Smρ,δ since
(1− g)h ∈ S01,0. Thus,
(3.56) I(ga, φ) = I(ga, φ) + I((1− g)(1− h)a, φ) + I((1− g)ha, φ),
where the ﬁrst two distributions on the RHS are smooth functions. Hence,
(3.57) WF (I(a, φ)) = WF (I((1− g)ha, φ)).
Pick k ∈ C∞(X × (RN \ {0¯})) which is positively homogeneous of degree 0 w.r.t. the
second variable and such that k = 1 in a conic neighborhood of Cφ. Then
(3.58) I((1− g)ha, φ) = I((1− g)h(1− k)a, φ) + I((1− g)hka, φ),
where the ﬁrst distribution on the RHS is a smooth function due to lemma 3.28. Thus
(3.59) WF (I(a, φ)) = WF (I((1− g)hka, φ)).
Choose neighborhoods U , V andW as in lemma 3.40. We leave it to the reader to conﬁrm
that we may choose h and k so that supp hk ⊂ V . Note that χ := hk is 1 in a conic
neighborhood of Caφ. Pick f ∈ C∞0 (U) with f(x0) 6= 0. It now suﬃces to show that
F(fI((1− g)χa, φ)) is rapidly decreasing in W . We calculate
F(fI((1− g)χa, φ))(ξ) = 〈I((1− g)χa, φ), fe−i〈ξ,·〉〉
= lim
ε→0
〈I((1− g)χaε, φ), fe−i〈ξ,·〉〉,(3.60)
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where aε(x, z) = g(εz)a(x, z). We introduce the limit since aε is a smoothing symbol and
this allows us to write
〈I((1− g)χaε, φ), fe−i〈ξ,·〉〉 =
∫
RN
∫
X
eiφ(x,z)(1− g(z))χ(x, z)aε(x, z)f(x)e−i〈x,ξ〉dxdz
=
∫∫
(U×RN )∩V
ei(φ(x,z)−〈x,ξ〉)(1− g(z))g(εz)χ(x, z)a(x, z)f(x)dxdz.
(3.61)
We denote Φ(x, z, ξ) = φ(x, z)− 〈x, ξ〉. Pick η ∈ C∞(X × (RN \ {0¯})) which is positively
homogeneous of degree 0 in the second variable, supp η ⊂ V and η = 1 in a neighborhood
of supp χ. Choose g˜(z) = g(3z). Due to lemma 3.40, we may for every ﬁxed ξ ∈ W deﬁne
a diﬀerential operator
(3.62) tLξ :=
(1− g˜(z))η(x, z)
i|∇xΦ(x, z, ξ)|2
n∑
j=1
∂Φ
∂xj
∂
∂xj
on X ×RN . If H is a function on (U ×RN) ∩ V with support contained in supp(1− g)χ
then our choices imply that
(3.63) tLξ(e
iΦ)H = eiΦH.
Using this observation and partial integration we may write the last integral of 3.61 as
(3.64)
∫∫
(U×RN )∩V
ei(φ(x,z)−〈x,ξ〉)(1− g(z))g(εz)Lkξ (χ(x, z)a(x, z)f(x))dxdz,
where k may be chosen arbitrarily large. Observing that (1−∆x)eiΦ = (1 + |ξ|2)eiΦ, we
may ﬁnally use partial integration again and write 3.64 as
(3.65)
(1 + |ξ|2)−M
∫∫
(U×RN )∩V
e−i〈x,ξ〉(1− g(z))g(εz)(1−∆x)M [eiφ(x,z)Lkξ (χ(x, z)a(x, z)f(x))]dxdz,
where M ∈ N can be chosen arbitrarily large. The proof will be completed if we can
justify taking ε → 0 inside the integral and demonstrate that the resulting integral can
be bounded independently of ξ ∈ W .
Note that
Lξ =
n∑
j=1
bjξ
∂
∂xj
+ cξ,
bjξ(x, z) =
(1− g˜(z))η(x, z)
|∇xΦ(x, z, ξ)|2
∂Φ
∂xj
, cξ =
n∑
j=1
∂bjξ
∂xj
.
(3.66)
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After long but straightforward calculations, we can make use of lemma 3.40 to conclude
that bjξ ∈ S−11,0 . Hence also cξ ∈ S−11,0 . Furthermore, the bounds we obtain for the symbols
are uniform w.r.t. ξ ∈ W due to lemma 3.40. Choosing k so large thatm+2M−k(1−δ) <
−N we see that taking ε → 0 is justiﬁed, and that the remaining integral is uniformly
bounded w.r.t. ξ ∈ W .
Now theorem 2.17 immediately implies the following.
Corollary 3.67. Let pi : X × (RN \ {0¯})→ X be the projection onto X. Then
(3.68) sing supp I(a, φ) ⊂ piCaφ ⊂ piCφ
Many of the sources for this thesis contain theorems similar to theorem 3.53. However,
it seems that none of them have exactly the same form. Theorem 2.2.2 of [4] is identical,
except the fact that only symbol classes of the form Smρ := S
m
ρ,1−ρ are considered. Our
proof is in fact slightly inspired by the sketch of proof given in this source. In both
theorem 2.5.7 of [6] and theorem 8.1.9 of [7] the general symbols a ∈ Smρ,δ are used, but
the results are much weaker in the sense that they only speak of the support of a rather
than the essential support.
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Appendix A
Topological Vector Spaces
Throughout this appendix, K refers to either the real or the complex numbers.
Deﬁnition A.1. The pair (E, τ) where E is a vector space over K and τ is a topology
in E is called a topological vector space (TVS) if the vector space operations
(A.2) + : E × E → E, · : K× E → E
are continuous.
The continuity of the addition implies that all translations v 7→ u+v, where u ∈ E is a
ﬁxed vector, are homeomorphisms in E. This shows that the neighborhoods of any point
x ∈ E are exactly the sets of type x+ V , where V is a neighborhood of the origin. Thus,
the neighborhoods of the origin determine the topology completely. Another consequence
is the following generalization of a well-known result for normed spaces:
Theorem A.3. Let E and F be topological vector spaces and let T : E → F be a linear
map. Then T is continuous iﬀ T is continuous at the origin.
Even though some interesting results, such as the one above, can be shown for topo-
logical vector spaces in general, almost all practical examples will belong to the special
type of TVS called locally convex spaces.
Deﬁnition A.4. The TVS (E, τ) is a locally convex space (LCS) if there is a neighborhood
basis of the origin consisting of convex sets.
Given a vector space E together with a seminorm p in E we can construct a topology
τp turning (E, τp) into a LCS as follows. Take τp to consist of all sets G ⊂ E such that
for any x ∈ G there is r > 0 such that the "ball" U(x, p, r) = {y ∈ E | p(y − x) < r} is
contained in G. The details are left to the reader.
The following characterization of locally convex spaces turns out to be very useful.
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Theorem A.5. The topological vector space (E, τ) is locally convex iﬀ there is a set P
of seminorms in E such that τ is identical to the topology τ(P) induced by the maps
(A.6) id : E → (E, τp), p ∈ P .
We point out that there are typically many ways of choosing the seminorms P that
generate a given topology. For example, re-scaling one of the seminorms does not alter
the topology at all. In the situation of theorem A.5, the sets
(A.7)
⋂
p∈F
U(0¯, p, ε), F ⊂ P is ﬁnite, ε > 0
form a neighborhood basis of the origin. This fact implies the following continuity condi-
tion.
Theorem A.8. Let E and F be locally convex spaces with seminorms P and Q respec-
tively. Then a linear map T : E → F is continuous iﬀ for every q ∈ Q there is a ﬁnite
F ⊂ P and a constant C > 0 such that
(A.9) q(Tx) ≤ C max
p∈F
p(x)
for every x ∈ E.
We now give some examples of locally convex spaces. Most examples come from
the classical distribution theory and a reader unfamiliar with this topic is encouraged to
consult some of the sources mentioned in the introduction for more information.
Example A.10. Let (E, τ) be a TVS. Let E ′ denote the topological dual of E. That
is, E ′ consists of all continous linear maps T : E → K. There are typically many locally
convex topologies of E ′ that are useful in various situations, but we especially mention the
so called weak-* topology σ(E ′, E), which is induced by the seminorms (px)x∈E, deﬁned
as px(f) = |f(x)| for all f ∈ E ′. Unless stated otherwise, we always assume that the dual
of a TVS is endowed with this topology.
Example A.11. Let X be an open subset of Rn. We endow the space C∞(X) of smooth,
complex valued functions on X with the topology given by the seminorms
(A.12) pα,K(f) = sup
x∈K
|∂αf(x)|,
where α is any multi-index and K ⊂ X is compact. The topological dual of C∞(X)
is denoted by E ′(X). This space is sometimes called the space of compactly supported
distributions.
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Example A.13. The space of rapidly decreasing functions
(A.14) S(Rn) = {f ∈ C∞(Rn) | pα,β(f) := sup
x∈Rn
|xα∂βf(x)| <∞, α, β ∈ Nn0}.
As might be expected, the seminorms in this case are the maps pα,β. The dual is denoted
by S ′(Rn). The elements of the dual are referred to as tempered distributions.
Example A.15. The smooth compactly supported functions:
(A.16) C∞0 (X) = D(X) = {φ ∈ C∞(X) | supp φ is compact and contained in X}.
The deﬁnition of the topology is a bit more complicated in this case. We start by endowing
the subspaces DK(X) = {φ ∈ C∞0 (X) | supp φ ⊂ K}, where K ⊂ X is compact, with
the topology deﬁned by the seminorms pα,K of example A.11. This is also the relative
topology from C∞(X). The seminorms in C∞0 (X) are then taken to be
P = {p : C∞0 (X)→ R | p is a seminorm and p|DK(X) is continuous
for all compact K ⊂ X}.(A.17)
In this case, the dual is denoted by D′(X), and the elements of the dual are called
distributions.
In the last example we did not obtain explicit expressions for the seminorms. But
it turns out that we seldom need to deal with these seminorms directly, thanks to the
following theorem.
Theorem A.18. Let (E, τ) be a LCS and let T : C∞0 (X)→ E be a linear map. Then T
is continuous iﬀ its restriction to every subspace DK(X) is continous.
Using theorem A.8 we then see that a linear map u : C∞0 (X)→ C is continuous iﬀ for
every compact K ⊂ X, we ﬁnd C > 0 and m ∈ N such that
(A.19) |〈u, φ〉| ≤ C max
|α|≤m
sup
x∈K
|∂αφ(x)|
for every φ ∈ DK(X). These are the estimates that some sources use to deﬁne distribu-
tions without actually mentioning the topology.
We recall the famous Banach-Steinhaus theorem, which states that if E is a Ba-
nach space, F a normed space and (Tj)j∈J a family of operators E → F such that
supj∈J ||Tjx||F < ∞ for every x ∈ E, then also supj∈J ||T ||op < ∞. We shall need a
generalization of this result to certain locally convex spaces. For this purpose we now
introduce some additional terminology.
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A subset S of a TVS is said to be bounded if for every neighborhood U of the origin,
there is r > 0 such that S ⊂ rU . For a locally convex space (E, τ(P)) we can equvalently
require that the set {p(x)|x ∈ S} is bounded in R for every seminorm p ∈ P . If X is a
set and E a TVS, then a family of maps (fj)j∈J from X to E is called pointwise bounded
if, for every x ∈ X, the set {fj(x)|j ∈ J} is bounded in E.
A set S is balanced if λS ⊂ S for every λ ∈ B¯(0, 1) ⊂ K. S is absorbing if for every
x ∈ E there is t > 0 such that tx ∈ S. A closed, convex, balanced absorbing set is called
a barrel.
Deﬁnition A.20. A LCS is said to be a barrelled space if every barrel is a neighborhood
of the origin.
Without going into the details we note that one can prove that the function spaces in
examples A.11, A.13 and A.15 are barrelled spaces. We are now ready to formulate the
generalized version of the Banach-Steinhaus theroem.
Theorem A.21. For a locally convex space (E, τ), the following conditions are equivalent:
(i) E is a barrelled space.
(ii) For every locally convex space F , every pointwise bounded set of continuous linear
maps E → F is equicontinuous.
(iii) Every pointwise bounded subset A ⊂ E ′ is equicontinuous.
This result is also referred to simply as the Banach-Steinhaus theorem in the thesis.
Since we only use the generalized version of the theorem, there is no risk of confusion. As
a simple application of this theorem, we show that every pointwise limit of distributions
is still a distribution.
Let (uj)j∈N ⊂ D′(X) be a sequence of distributions that converges pointwise. That is,
for every φ ∈ C∞0 (X), the limit
(A.22) lim
j→∞
〈uj, φ〉 =: u(φ)
exists. A pointwise limit of linear maps is always linear, so it only remains to show that
u is continuous. The sequence is clearly pointwise bounded and thus equicontinuous by
the Banach-Steinhaus theorem. Therefore, there is a neighborhood V of the origin such
that uj[V ] ⊂ B¯(0, 1) for every j ∈ N. Thus also u[V ] ⊂ B¯(0, 1), which implies continuity.
Another important consequence of the Banach-Steinhaus theorem is the following
result which we state without proof.
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Theorem A.23. Let (uj)j∈N ⊂ D′(X) be sequence of distributions converging pointwise
to the distribution u. Let (φj)j∈N be a convergent sequence in C∞0 (X) with the limit φ.
Then
(A.24) lim
j→∞
〈uj, φj〉 = 〈u, φ〉.
Finally we shall investigate how one can deﬁne some analogues to the concept of
completeness on metric spaces.
Deﬁnition A.25. Let J be a directed set and (E, τ) a topological vector space. We say
that the net (xj)j∈J in E is a Cauchy net if for every neighborhood U of the origin, there
is a j0 such that xi − xj ∈ U for all i, j ≥ j0.
For a locally convex space (E, τ(P)) the Cauchy condition may be re-stated as follows:
For every p ∈ P and ε > 0, there is j0 ∈ J such that p(xi − xj) < ε for all i, j ≥ j0.
Deﬁnition A.26. The topological vector space (E, τ) is complete if every Cauchy net in
E converges. The space is sequentially complete if every Cauchy sequence converges.
Every complete topological vector space is evidently also sequencially complete, but
the converse does not hold. A metrizable complete TVS E is called a Frechet space. It is
well-known that the topology of any metrizable TVS is induced by countably many semi-
norms, so every Frechet space is also a LCS. Furthermore, in this special case sequential
completeness and completeness coincide. One can also show that all Frechet spaces are
barrelled spaces.
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Appendix B
The method of stationary phase
The method of stationary phase is one of the most important techniques microlocal anal-
ysis. This motivates the inclusion of an appendix on this topic, even though it is not
directly related to the rest of the material. The method concerns integrals of the type
(B.1) I(λ) =
∫
X
eiλφ(x)u(x)dx,
where u is smooth and compactly supported in an open set X ⊂ Rn, φ is a real-valued
function in X and λ ∈ R. Speciﬁcally, we are interested in the behaviour of the integral
for large |λ|.
The easiest situation to treat is when the function φ has no critical points, i.e. when
dφ 6= 0 everywhere. In this case, we can deﬁne a diﬀerential operator tL in X by
(B.2) tL =
1
i |∇φ|2
n∑
j=1
∂φ
∂xj
∂
∂xj
.
Then tL is the transpose of a ﬁrst-order linear operator L with smooth coeﬃcients de-
pending only on φ. Note also that tLeiλφ = λeiλφ. Thus, for λ 6= 0 we obtain
(B.3)
∫
X
eiλφ(x)u(x)dx = λ−k
∫
X
(tL)k(eiλφ(x))u(x)dx = λ−k
∫
X
eiλφ(x)Lku(x)dx
for every k ∈ N. Now Lk = ∑|α|≤k bα∂α, where bα are smooth functions in X. Denote the
support of u by K. Then,
|I(λ)| = |λ−k
∫
X
eiλφ(x)
∑
|α|≤k
bα(x)∂
αu(x)dx| ≤ |λ|−k
∑
|α|≤k
∫
X
|bα(x)| |∂αu(x)| dx
≤ |λ|−k CφK,k sup
|α|≤k
x∈K
|∂αu(x)| .
(B.4)
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Note that the constant appearing in the last estimate depends on K = supp u but not
on the form of u. Since derivatives with respect to λ may be taken inside the integral, we
see that similar estimates as B.4 are also valid for the derivatives of I. Summing up, we
have shown that λ 7→ I(λ) is a rapidly decreasing function.
If φ has critical points, the above reasoning is obviously no longer valid. However, it
turns out that for certain types of critical points, we can still say something about the
behaviour of the integral B.1. We therefore need a classiﬁcation for critical points. The
concept of a critical point obviously makes sense also for smooth functions on manifolds,
and we shall make the classiﬁcation in this general setting.
Deﬁnition B.5. Let f be a smooth (complex-valued) function on a manifold M , and let
p ∈ M be a critical point of f . We say that p is a non-degenerate critical point if the
matrix Hxp (i, j) =
(
∂2f
∂xi∂xj
)
p
is invertible for any coordinates x at p. Otherwise p is said
to be a degenerate critical point.
To show that a critical point is non-degenerate or degenerate it is suﬃcient to consider
only one choice of coordinates. In fact, if both x and y are coordinates deﬁned in some
neighborhood of the critical point p, the chain rule implies that
(B.6)
(
∂2f
∂xi∂xj
)
p
=
(
∂yk
∂xi
)
p
(
∂2f
∂yk∂yl
)
p
(
∂yl
∂xj
)
p
.
In terms of matrices this can be written as Hxp = A
THypA, where A = (y ◦ x−1)′(x(p)) is
invertible, and thus Hxp is invertible iﬀ H
y
p is invertible.
Using the same matrix formula we also conclude that if p is non-degenerate, the
dimension of the maximal subspaces where the bilinear form (v, w) 7→ vTHxpw is negative
deﬁnite is a number independent of the choice of coordinates. This number is called the
index of the critical point p and is equal to the number of negative eigenvalues of Hxp .
For more information about symmetric non-degenerate bilinear forms, see for instance the
section on this topic in [9].
The proof of the following lemma is rather long, so it has been moved to Appendix D
to keep the presentation here as clear as possible.
Lemma B.7 (The Morse Lemma). LetM be a smooth manifold and f : M → R a smooth
function. Suppose that p ∈ M is a non-degenerate critical point of f . Then there is a
chart (U, y) centered at p such that f ◦ y−1(a) = f(p) +∑nj=1 ja2j for all a ∈ yU . Here
j ∈ {1,−1} and the number of negative js equals the index of p.
In order to prove the Stationary Phase Formula, we also need the rather technical
corollary C.16 found in Appendix C. For completeness, also other related results are
presented in the Appendix, so that the reader may ﬁll in all the details if necessary.
Equipped with this corollary we are now ready to prove the main result of this chapter.
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Theorem B.8 (The Stationary Phase Formula). Let X ⊂ Rn be open, φ ∈ C∞(X) a
real-valued function and suppose that φ has exactly one critical point p ∈ X and that
φ(p) = 0. Then for all u ∈ C∞0 (X) with support in some compact K ⊂ X and λ ≥ 1,
(B.9)
∣∣∣∣∣
∫
X
eiλφ(x)u(x)dx−
N−1∑
ν=0
A2νu(p)λ
−ν−n
2
∣∣∣∣∣ ≤ CNKλ−N−n2 ∑|α|≤2N+n+1 supx∈X |∂αu(x)| ,
where A2ν is a diﬀerential operator of order 2ν, independent of u, and where C
N
K is a
constant depending only on N and K. Also,
(B.10) A0 =
(2pi)
n
2 ei
pi
4
sgn(φ′′(p))
|detφ′′(p)| 12
,
where φ′′(p) denotes the Hessian matrix of φ at p.
Proof. By the Morse Lemma (and some re-scaling of coordinates) we ﬁnd a neighborhood
U of p, a neighborhood V of 0¯ ∈ Rn and a diﬀeomorphism ψ : V → U so that
(B.11) φ ◦ ψ(y) = 1
2
〈y,Qy〉
where Q is a diagonal matrix with 1 and −1 on the diagonal. The number of minus signs
equals the index of p. Choose χ ∈ C∞0 (U) so that χ = 1 in a neighborhood of p. Set
u1 = χu and u2 = (1− χ)u. Then
(B.12)
∫
X
eiλφ(x)u(x)dx =
∫
U
eiλφ(x)u1(x)dx+
∫
X\{p}
eiλφ(x)u2(x)dx.
Since u2 ∈ C∞0 (X \ {p}) and since φ does not have any critical points in X \ {p}, the
discussion at the beginning of the chapter shows that the last integral is rapidly decreasing
with respect to λ. We may thus concentrate on the ﬁrst integral. We obtain
(B.13)
∫
U
eiλφ(x)u1(x)dx =
∫
V
eiλφ◦ψ(y)u1 ◦ ψ(y) |detψ′(y)| dy =
∫
Rn
ei
λ
2
〈y,Qy〉f(y)dy,
where f(y) = u1 ◦ ψ(y) |detψ′(y)| is smooth and compactly supported. Setting T (y) =
ei
λ
2
〈y,Qy〉 we may use corollary C.16 to rewrite the last expression as
(B.14) 〈T, f〉 = 〈Tˆ ,F−1f〉 = λ−n2 eipi4 sgnQ
∫
Rn
e−
i
2λ
〈ξ,Qξ〉(F−1f)(ξ)dξ.
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Using the series expansion of the exponential function we obtain∫
Rn
e−
i
2λ
〈ξ,Qξ〉(F−1f)(ξ)dξ =
N−1∑
k=0
1
k!
∫
Rn
(
−i〈ξ,Qξ〉
2λ
)k
(F−1f)(ξ)dξ
+
∫
Rn
rN
(
−i〈ξ,Qξ〉
2λ
)
(F−1f)(ξ)dξ,
(B.15)
where rN is the remainder term, and satisﬁes
∣∣∣rN ( −i 〈ξ,Qξ〉2λ )∣∣∣ ≤ 2N ! ∣∣∣ 〈ξ,Qξ〉2λ ∣∣∣N . The integrals
in the sum above can be rewritten as∫
Rn
(
−i〈ξ,Qξ〉
2λ
)k
(F−1f)(ξ)dξ =
(
i
2λ
)k ∫
Rn
F−1(〈∂y, Q∂y〉kf(y))(ξ)dξ
=
(
i
2λ
)k
(2pi)
n
2 〈∂y, Q∂y〉kf(y)|y=0.
(B.16)
Note that the factor (2pi)
n
2 arises since we have to use the same convention for the Fourier
transform as in appendix C. Due to the choice of χ, we have f(y) = |detψ′(y)| (u ◦ ψ)(y)
near 0¯, and using this fact we easily obtain partial diﬀerential operators A2ν of order 2ν,
as in the statement of the theorem. In order to calculate A0 we must ﬁnd |detψ′(0)|.
Using B.11 and the matrix form of B.6 we see that
(B.17) φ′′(p) = (ψ−1)′(p)TQ(ψ−1)′(p).
From this we obtain that |detψ′(0)| = |detφ′′(p)|− 12 and that sgn Q = sgn(φ′′(p)). This
is all we need to verify the form of A0.
It only remains to show that the remainder term satisﬁes the correct bounds. Using
the aforementioned bound for rN we obtain∣∣∣∣∫
Rn
rN
(
−i〈ξ,Qξ〉
2λ
)
(F−1f)(ξ)dξ
∣∣∣∣ ≤ 2N !
∫
Rn
∣∣∣∣〈ξ,Qξ〉2λ
∣∣∣∣N ∣∣(F−1f)(ξ)∣∣ dξ
=
21−N
λNN !
∫
Rn
∣∣F−1(〈∂y, Q∂y〉Nf(y))(ξ)∣∣ dξ.(B.18)
In order to get an estimate for the last expression, we note that for g ∈ S(Rn),
(B.19)
F−1g(ξ) = 1 +
∑n
j=1 ξ
2
j
1 + |ξ|2 F
−1g(ξ) = (1 + |ξ|2)−1
(
F−1g(ξ) + i
n∑
j=1
ξjF−1(∂jg)(ξ)
)
.
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Repeating this argument, we obtain
(B.20) F−1g(ξ) = (1 + |ξ|2)−(n+1)
∑
|α|≤n+1
cαξ
αF−1(∂αg)(ξ),
where cα are constants independent of g. Thus,
(B.21)∫
Rn
∣∣F−1g(ξ)∣∣ dξ ≤ ∑
|α|≤n+1
∫
Rn
|cαξα|
(1 + |ξ|2)n+1dξ‖F
−1(∂αg)‖∞ =
∑
|α|≤n+1
kα‖F−1(∂αg)‖∞,
where kα are non-negative constants independent of g. If furthermore g ∈ C∞0 (Rn),
(B.22)
∣∣F−1(∂αg)(ξ)∣∣ = ∣∣∣∣(2pi)−n2 ∫
Rn
ei〈ξ,x〉∂αg(x)dx
∣∣∣∣ ≤ (2pi)−n2m(supp g)‖∂αg‖∞.
Combining this estimate with B.21 we get
(B.23)
∫
Rn
∣∣F−1g(ξ)∣∣ dξ ≤ m(supp g) ∑
|α|≤n+1
Kα‖∂αg‖∞,
where Kα are constants independent of g. Applying this to B.18 we obtain estimates
containing the sup-norm of derivatives of f up to order 2N+n+1. Since f = |detψ′| (χu)◦
ψ, we can use the chain rule and Leibniz rule to obtain the required bounds containing
the sup-norm of derivatives of u up to order 2N + n+ 1.
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Appendix C
Fourier Transforms
In this appendix we use the physicist's convention for the Fourier transform. That is,
both the Fourier transform and its inverse contain a factor (2pi)
−n
2 . With this convention
corollary C.16 takes a more symmetric form.
Lemma C.1. Let A = A0 + iA1 ∈ Cn×n be a symmetric matrix with real part A0 and
imaginary part A1.
(a) Suppose that A0 is positive deﬁnite: x
TA0x > 0 for all x ∈ Rn \ {0¯}. Then A is
invertible and the inverse is symmetric with positive deﬁnite real-part.
(b) Suppose that A0 is only positive semideﬁnite, but that A is still invertible. In this
case the inverse is symmetric and its real-part is positive semideﬁnite.
Proof. (a) Suppose that z ∈ Cn and that Az = 0¯. Writing z = x+ iy where x, y ∈ Rn we
obtain
(C.2) 0¯ = Az = A0x− A1y + i(A1x+ A0y).
Thus,
A0x− A1y = 0¯(C.3)
A1x+ A0y = 0¯.(C.4)
Multiplying the ﬁrst equation with xT , the second equation with yT and adding the
resulting equations we obtain
(C.5) xTA0x+ y
TA0y = 0.
Since A0 is positive deﬁnite, this equation shows that x = y = 0¯ and hence z = 0¯. Thus,
A is invertible. Since A is symmetric, so is the inverse, which we denote by B. Denote
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the real part of B as B0. For v ∈ Rn there is exactly one z = x + iy ∈ Cn such that
Az = v. Then we have
vTB0v = Re(v
TBv) = Re(zTAz) = xTA0x− yTA0y − yTA1x− xTA1y
= xTA0x− yTA0y − 2yTA1x.
(C.6)
Since v ∈ Rn and v = Az = A0x − A1y + i(A1x + A0y), we obtain A1x + A0y = 0¯.
Combining this with C.6 we obtain
(C.7) vTB0v = x
TA0x+ y
TA0y.
If v 6= 0¯ then either x or y is nonzero and since A0 is positive deﬁnite, equation C.7 shows
that vTB0v > 0. Hence, B0 is positive deﬁnite. Thus we have shown (a). The proof of
(b) is similar to the previous argument.
Theorem C.8. Let A be as in the previous lemma, satisfying (a) or (b). Deﬁne
(C.9) u : Rn → C, u(x) = e− 〈x,Ax〉2 .
Then u ∈ S ′(Rn) and its Fourier transform uˆ ∈ S ′(Rn) is a function of the form
uˆ(ξ) = κe−
〈ξ,Bξ〉
2 , where κ ∈ C and B = A−1. The constant κ is given by
(C.10) κ = (2pi)n/2
(
lim
ε→0+
∫
Rn
e−
〈ξ,Bξ〉
2 χ(εξ)dξ
)−1
where χ ∈ S(Rn) is any function satisfying χ(0¯) = 1. In the case (a) we may also express
the constant more concisely as
(C.11) κ = (2pi)n/2
(∫
Rn
e−
〈ξ,Bξ〉
2 dξ
)−1
.
Proof. Since A0 is at least positive semideﬁnite, u is a bounded function and hence in
S ′(Rn). A direct calculation shows that the classical ﬁrst order derivatives of u are
(C.12) ∂ju(x) = −(Ax)je−
〈x,Ax〉
2 .
Since these function also have at most polynomial growth, they coincide with the distri-
butional derivatives of u. Taking the Fourier transform on both sides we obtain
(C.13) ξjuˆ =
n∑
k=1
A(j, k)∂kuˆ.
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Using the fact that B is the inverse of A we may solve for the partial derivatives of uˆ and
obtain
(C.14) ∂juˆ = −(Bξ)juˆ.
Note however, that at this point these are distributional derivatives, since we have not
yet veriﬁed that uˆ is a smooth function.
Now set g(ξ) = e
〈ξ,Bξ〉
2 . The restriction of uˆ to C∞0 (Rn) is an element of D′(Rn) which
we may multiply by the smooth function g to obtain another element guˆ ∈ D′(Rn). A
direct calculation and C.14 show that all the ﬁrst order distributional derivatives ∂j(guˆ)
vanish. By theorem 3.1.4 in [7] this implies that guˆ is a function which has some constant
value κ. Since g is smooth and non-zero we obtain uˆ = κ/g in C∞0 (Rn).
But κ/g(ξ) = κe−
〈ξ,Bξ〉
2 is also a tempered distribution, and since it coincides with uˆ
on the dense subspace C∞0 (Rn) of S(Rn), continuity implies that uˆ and κ/g must be the
same also as elements in S ′(Rn).
It only remains to verify the formulas for the constant κ. Thus, assume that χ is as
in the statement of the theorem. Set χε(ξ) = χ(εξ). Now
κ
∫
Rn
e−
〈ξ,Bξ〉
2 χ(εξ)dξ = 〈uˆ, χε〉 = 〈u, χˆε〉 = 〈u, ε−nχˆ
( ·
ε
)
〉 =
∫
Rn
e−
〈x,Ax〉
2 ε−nχˆ
(x
ε
)
dx
=
∫
Rn
e−ε
2 〈y,Ay〉
2 χˆ(y)dy
ε→0−−→
∫
Rn
χˆ(y)dy = (2pi)n/2χ(0¯) = (2pi)n/2,
(C.15)
where we have used the dominated convergence theorem, taking the limit inside the
integral. This proves C.10. If A satisﬁes also condition (a), the function ξ 7→ e− 〈ξ,Bξ〉2 is
integrable, so we may take the limit in C.10 inside the integral and obtain C.11.
Corollary C.16. Let A1 ∈ Rn×n be symmetric and invertible. Set A = iA1. In this case
u(x) = e−
〈x,Ax〉
2 is a tempered distribution whose Fourier-transform is the function
(C.17) uˆ(ξ) = |detA1|−
1
2 exp(−ipi
4
sgnA1)e
− 〈ξ,Bξ〉
2 .
Here B is the inverse of A and
(C.18) sgnA1 =
∑
λ∈σ(A1)
λ>0
γA1(λ)−
∑
λ∈σ(A1)
λ<0
γA1(λ),
where σ(A1) is the set of eigenvalues of A1 and γA1(λ) = dim ker(A1−λI) is the geometric
multiplicity of the eigenvalue λ.
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Proof. The matrix A satisﬁes (b) in lemma C.1, so we only need to verify that the constant
in front the exponential is correct. We must use formula C.10 for the constant. We choose
χ(ξ) = e−
|ξ|2
2 , which clearly is a rapidly decreasing function satisfying χ(0¯) = 1. We need
to evaluate
(C.19)
∫
Rn
e−
〈ξ,Bξ〉
2 χ(εξ)dξ =
∫
Rn
exp
(
−1
2
(ε2 |ξ|2 − i〈ξ,Mξ〉)
)
dξ,
where M = A−10 ∈ Rn×n is symmetric. We choose P ∈ O(n) that diagonalizes M :
(C.20) P TMP = D = diag(λ1, . . . λn).
Since M is invertible, each λj is non-zero. With the change of variables ξ = Px we may
write the integral as
(C.21)
∫
Rn
exp
(
−1
2
(ε2 |x|2 − i〈x,Dx〉)
)
dx =
n∏
j=1
∫
R
exp
(
−1
2
(ε2 − iλj)x2
)
dx.
Thus, we are led to consider limits of the form
(C.22) lim
ε→0+
∫
R
exp
(
−1
2
(ε2 − iλ)x2
)
dx = lim
ε→0+
2
∫ ∞
0
exp
(
−1
2
(ε2 − iλ)x2
)
dx,
where λ ∈ R \ {0}. The standard trick to calculate integrals of this form is to use the fact
that f(z) := e−
1
2
z2 is a holomorphic function in the complex plain, which implies that any
line integral of f over a closed curve vanishes. Then, using a a suitable closed curve we
can show that
2
∫ ∞
0
exp
(
−1
2
(ε2 − iλ)x2
)
dx =
2√
ε2 − iλ
∫ ∞
0
e−
t2
2 dt =
2√
ε2 − iλ
√
pi
2
=
√
2pi√
ε2 − iλ
ε→0−−→
√
2pi |λ|− 12 eipi4 sgn(λ).
(C.23)
The details are left to the reader. Putting everything together, we obtain the expression
(C.24) κ = |λ1 . . . λn|
1
2 exp
(
−ipi
4
n∑
j=1
sgn(λj)
)
.
Using C.20, we see that this is the correct constant.
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Appendix D
Useful lemmas
Lemma D.1. Let X and Y be open subsets Rm and Rn respectively, and let φ ∈ C∞0 (X×
Y ). Let u ∈ D′(X). Then
(D.2)
∫
Y
〈u, φ(x, y)〉xdy = 〈u,
∫
Y
φ(x, y)dy〉x.
Proof. Since the integral of the compactly supported smooth function y 7→ 〈u, φ(x, y)〉x
may be approximated using Riemann sums, we obtain
(D.3)
∫
Y
〈u, φ(x, y)〉xdy = lim
ε→0
∑
k∈Zn
〈u, φ(x, εk)〉xεn = lim
ε→0
〈u,
∑
k∈Zn
φ(x, εk)εn〉x.
Note that the sum is ﬁnite for every ε, so the last step is justiﬁed by the linearity of
u. The function x 7→ ∑k∈Zn φ(x, εk)εn converges to x 7→ ∫Y φ(x, y) uniformly, and a
similar result holds for all derivatives. Since u is a distribution, this means that the last
expression in D.3 converges to 〈u, ∫
Y
φ(x, y)dy〉x.
Lemma D.4. For every u ∈ D′(X) there is a sequence (uj)j∈N ⊂ C∞0 (X) converging to
u in D′(X).
Proof. Choose χj ∈ C∞0 (X) such that χj = 1 on the compact set
Kj = {x ∈ X | |x| ≤ j, d(x, ∂X) ≥ 3/j} and supp χj ⊂ {x ∈ X | d(x, ∂X) > 2/j}.
Choose φ ∈ C∞0 (B(0¯, 1)) such that φ(x) only depends on |x|, and
∫
φdx = 1. Set φj =
jnφ(jx). With these deﬁnitions, (χju) ∗ φj ∈ C∞0 (X). For every ψ ∈ C∞0 (X) we then
have
〈(χju) ∗ φj, ψ〉 =
∫
(χju) ∗ φj(x)ψ(x)dx =
∫
〈χju, φj(x− y)〉yψ(x)dx =∫
〈χju, φj(y − x)〉yψ(x)dx = 〈χju,
∫
φj(y − x)ψ(x)dx〉y = 〈χju, (φj ∗ ψ)〉,
(D.5)
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where we have used lemma D.1 in the second last step. For large j, the function χj is 1
on the support of φj ∗ ψ so we have
(D.6) lim
j→∞
〈χju, (φj ∗ ψ)〉 = lim
j→∞
〈u, χj(φj ∗ ψ)〉 = lim
j→∞
〈u, (φj ∗ ψ)〉 = 〈u, ψ〉.
where we have used the fact that φj ∗ψ and all its derivatives converge uniformly to ψ on
compact sets.
Lemma D.7. Let X be a smooth manifold, and let C and V be conic subsets of
X × (RN \ {0¯}). Suppose that C is closed, V is open and that C ⊂ V . Then there is a
function χ ∈ C∞(X × (RN \ {0¯})) with the following properties:
(i) 0 ≤ χ ≤ 1.
(ii) χ is positively homogeneous of degree 1 in the second variable.
(iii) χ vanishes in a conic open neighborhood of C.
(iv) χ = 1 in a conic open neighborhood of {V . X × (RN \ {0¯}).
Proof. Denote C˜ = {(x, ξ) ∈ C | |ξ| = 1} = C ∩ (X × SN−1). Similarly we deﬁne V˜ .
By the assumptions on C and V it is clear that C˜ is closed in X × SN−1, V˜ is open in
X × SN−1, and that C˜ ⊂ V˜ . Denoting the complement of C˜ in X × SN−1 by W˜ , we
have that V˜ and W˜ form an open cover of X × SN−1. Pick a smooth partition of unity
{f, h} on X × SN−1 subordinate to this cover, i.e. we have for example supp f ⊂ W˜
and supp h ⊂ V˜ . Then f = 0 in a neighborhood of C˜ and f = 1 in a neighborhood
of {V˜ . Deﬁne g : X × (RN \ {0¯} → X × SN−1, g(x, ξ) = (x, |ξ|−1ξ). Then the map
χ : X×(RN \{0¯})→ R, χ = f ◦g is clearly positively homogeneous in the second variable,
and using the properties of f we easily verify also properties (i), (iii) and (iv).
Proof of the Morse lemma. By replacing f with f − f(p) we may assume that
f(p) = 0. Choose chart (U, x) centered at p. Then φ := f ◦ x−1 : xU → R is smooth and
φ(0¯) = 0. Choosing an open ball B centered at 0¯ and contained in the domain of φ, we
obtain by a well known result that for all x ∈ B,
(D.8) φ(x) =
n∑
j=1
φj(x)xj,
where φj : B → R are smooth functions satisfying φj(0¯) = ∂jφ(0¯) =
(
∂f
∂xj
)
p
= 0. The last
equality follows from the fact that p is a degenerate point of f . Using again the above-
mentioned result we obtain φj(x) =
∑n
k=1 hjk(x)xk for all x ∈ B. Here hjk : B → R are
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smooth functions. In B we therefore have
(D.9) φ(x) =
n∑
j=1
n∑
k=1
hjk(x)xjxk =
n∑
j=1
n∑
k=1
Hjk(x)xjxk,
where we have deﬁnedHjk =
1
2
(hjk+hkj) in order to obtain functions that are independent
under permutation of the indices j, k. Using standard diﬀerentiation rules we obtain
∂jφ(x) = 2
∑n
l=1 xlHlj(x) +
∑n
l=1
∑n
s=1 xlxs∂jHls(x) and furthermore that
(D.10) ∂k∂jφ(x) = 2Hkj(x) + 2
n∑
l=1
xl∂kHlj(x) +
n∑
l=1
n∑
s=1
∂k(xlxs∂jHls(x)),
from which we obtain ∂k∂jφ(0¯) = 2Hjk(0¯). But according to the deﬁnition of φ, this
means that Hjk(0¯) =
1
2
(
∂2f
∂xk∂xj
)
p
, and thus H(0¯) is an invertible matrix. We remark that
it is always possible to choose the local coordinates x so that
(
∂2f
∂x1∂x1
)
p
6= 0. Namely, if
this does not hold initially, choose orthogonal matrix P which diagonalizes the symmetric
matrix Hxp (see B.5) and deﬁne new coordinates z := P
−1 ◦ x. Using the matrix form of
equation B.6 we then obtain
(D.11) Hzp = P
THxpP.
Since Hxp is invertible, the diagonal matrix P
THxpP is also invertible, and therefore
Hzp (1, 1) 6= 0. Thus, we may always choose the chart (U, x) so that H11(0¯) 6= 0. Set
H˜jk = Hjk ◦ x and
(D.12) y1 =
√
|H˜11|
(
x1 +
n∑
j=2
xj
H˜1j
H˜11
)
, yj = xj, j 6= 1.
Then det(y ◦ x−1)′(0¯) =
√
|H11(0¯)| > 0, which implies that y are smooth coordinates in
some neighborhood of p. Note also that y(p) = 0¯. Setting 1 = sgn(H˜11) we obtain
(D.13)
(y1)2 = |H˜11|
(
x1 +
n∑
j=2
xj
H˜1j
H˜11
)2
= 1H˜11
(
(x1)2 + 2
n∑
j=2
x1xj
H˜1j
H˜11
+
1
H˜211
n∑
j=2
n∑
k=2
xjxkH˜1jH˜1k
)
from which we deduce
(D.14) 1(y
1)2 = H˜11(x
1)2 + 2
n∑
j=2
x1xjH˜1j +
1
H˜11
n∑
j=2
n∑
k=2
xjxkH˜1jH˜1k.
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Using D.9 and the deﬁnition of φ we then have
f =
n∑
j=1
n∑
k=1
H˜jkx
jxk = H˜11 + 2
n∑
j=2
x1xjH˜1j +
n∑
j=2
n∑
k=2
xjxkH˜jk
= 1(y
1)2 +
n∑
j=2
n∑
k=2
xjxk
(
H˜jk − H˜1jH˜1k
H˜11
)
= 1(y
1)2 +
n∑
j=2
n∑
k=2
yjykG˜jk,
(D.15)
where G˜jk = H˜jk − H˜1jH˜1kH˜11 for j, k ∈ {2, . . . n} are smooth functions symmetric under the
exchange of j and k.
We would now like to perform successive changes of coordinates as above, so as to
ﬁnally end up with
(D.16) f =
n∑
j=1
j(y
j)2.
To see that this is possible, we note that with Gjk = G˜jk ◦ y−1 we have
(D.17) Hyp = 2

1 0 . . . 0
0 G22(0¯) . . . G2n(0¯)
...
...
. . .
...
0 Gn2(0¯) . . . Gnn(0¯)
 .
By the non-degeneracy, the matrix formed by the elements Gjk(0¯) is invertible and sym-
metric. We can therefore ﬁnd a linear change of variables leaving y1 unchanged, so that
with the new coordinates G22(0¯) 6= 0. Thus we can continue the procedure as before, and
after a ﬁnite number of steps end up with D.16.
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