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Barndorff-Nielsen’s formula (normed likelihood with constant-information 
metric) has been proffered as an approximate conditional distribution for the 
maximum-likelihood estimate, based on likelihood functions. Asymptotic 
justifications are available and the formula coincides with the saddlepoint 
approximation in full exponential models. It is shown that the formula has wider 
application than is presently indicated, that in local analysis it corresponds to 
Laplace’s method of integration, and that it corresponds more generally to a 
saddlepoint approximation. 0 1988 Academic Press, Inc. 
1. INTRODUCTION 
The density function for the average X of a sample x1, . . . . x, from a k- 
variate distribution with known cumulant generating function K(U) can be 
approximated in terms of simple characteristics of that cumulant 
generating function. The saddlepoint approximation derived by asymptotic 
analysis of the cumulant-to-density inversion formula is given by 
f(Z) = (27~)-“~[n/(~(~)(]‘/’ exp[n(K(& - $X)](l + rn), (l-1) 
where J= J(Z):), called the saddlepoint, satisfies the saddlepoint equation 
k( 8) = x; (1.2) 
the cumulant generating function K(u) = log M(u) is the logarithm of the 
moment generating function, I?(U) = aK/au is the k x 1 gradient vector and 
K(U) = a2K/audu’ is the k x k second derivative matrix; the relative error rn 
is O(n-‘). 
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The univariate version of the saddlepoint was derived by Daniels [S] 
and the bivariate and multivariate versions by Good [8] and Barndorff- 
Nielsen and Cox [4]. A comprehensive review of saddlepoint approxi- 
mations and related statistical inference is given by Reid [lo]. 
The saddlepoint approximation in practice is typically more accurate 
than the normal approximation or the several-term Edgeworth expansion 
and often is so accurate as to be indistinguishable from the exact density in 
a computer plot. It thus seems reasonable to view it as a means to go from 
an available cumulant generating function to a presumably accurate 
approximation to the corresponding density. Accordingly we rewrite (1.1) 
for a variable y with cumulant generating function H(u) (based on the 
identification y = X, H(u) = nK(u/n)): 
f(y) w  (27~-~‘~(&(4J)l -‘I2 exp{H(& -J’y}, (1.3) 
where Z$& =y; in effect, this is an n = 1 version of (1.1). From this present 
viewpoint we thus treat (1.3) as an empirically based approximation with a 
good performance record. 
We do note as a caution, however, that the asymptotic derivation of the 
saddlepoint suggests good approximation in normal-like case and perhaps 
poor approximation far from the normal; thus we would not expect (1.3) to 
be accurate for a very non-normal distribution such as the uniform (a, 6). 
The exponential family provides an important extension from the 
normal; in terms of a natural parameter 8 it has density 
Ax; e)=exp{e’~(x)-~(e)+h(x)}, (1.4) 
where 0 and y(x) are k-vectors. The minimal sufftcient statistic y = y(x) has 
cumulant generating function 
~(2.4) = +(e + 24) - +(e). (1.5) 
The saddlepoint equation for approximating the distribution of y is 
&e+&=t, (1.6) 
so that e = 8 + I,& is the maximum likelihood estimate of 8; the saddlepoint 
approximation is thus 
f(y)x(27p2@(~)l--1’* ew($(@ - Jtm - 6 wyb (1.7) 
As q(0) = -a* log L(0)/LJ&%I’ =j(e) is the observed Fisher information 
function, we obtain 
fty) z (2n)-k/* lj(Q)l -I/2 qe)p(d), (1.8) 
where L(Q=L(8;y)=f(y; e), the marginal density of the minimal suf- 
ficient statistic y; the approximation uses only a likelihood ratio so that 
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L(e)/L(@ =f( y; e)/f( y; 6) = g(x; e)/g(x; 6) is available from the original 
density function. 
The transformation from y to 0 has Jacobian matrix j(o); the density 
approximation for t? obtained from (1.8) is thus 
h(& 0) z (2~)-@~ 1 j(d)1 “‘L(S)/L(S). (1.9) 
In the asymptotic context the relative error in (1.9) is @n-l). If the 
approximation is renormalized 
h(8; e) s c (j(d)1 Yqey@) (1.10) 
so the right side is a density, the relative error becomes O(nm312). 
The expressions (1.9) and (1.10) involving normed likelihood with 
respect to the constant-information metric are called Barndorff-Nielsen’s 
formula and were introduced (Barndorff-Nielsen [ 11) by an asymptotic 
argument from which the preceding was derived; the renormalized version 
(1.10) was also shown to be exact for location and transformation models 
given the usual conditioning on the Fisher configuration statistic, although 
for such models the cumulant generating function may not exist. 
In Section 2 Barndorff-Nielsen’s approximation formula is related to 
general formulas for exact conditional distributions, and the implicit choice 
of a Jacobian-type factor in the Barndorff-Nielsen approximation is dis- 
cussed. 
In Section 3 the local form of a density for the maximum-likelihood 
estimator is examined, and the normed likelihood choice implicit in 
Barndorff-Nielsen’s formula is shown to be in a logical correspondence 
with the use of Laplace’s formula for approximate integration. 
In Section 4 a family of saddlepoint approximations for a density 
function at some point y, are discussed. Then in Section 5 a score-based 
saddlepoint approximation for the density of the maximum likelihood 
estimator is shown to give Barndorff-Nielsen’s formula. 
Section 6 contains some concluding remarks; in particular, it is noted 
that the inversion process from likelihood functions to corresponding 
density functions is unique, when the statistical model is complete. 
2. BARNDORFF-NIELSEN'S FORMULA 
Barndorff-Nielsen’s Cl] formula (1.10) for the distribution of the 
maximum likelihood estimator e can be presented as 
h(&z; 8)dhL(e’ 6’a).~j(~,a)~1’2d~, 
L(6; 0, a) 
(2.1) 
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where a is some exact or approximate ancillary statistic; in this form it 
covers the location and transformation model cases which have a standard 
ancillary statistic a. The choice c = (27~)-~” is indicated by the analysis of 
the full exponential models as discussed in the Introduction. 
The standard context for the formula presupposes a continuous 
statistical model in which the likelihood function is uniquely determined for 
each value of the maximum likelihood variable e^ under a given value of a. 
However, in the standard development there is no special guidance for the 
choice or determination of the conditioning variable a. 
The accuracy of (2.1) has been examined asymptotically on the sample 
space in Barndorff-Nielsen [2, 33 and in terms of cumulants in McCullagh 
c91. 
For the case of a real parameter 8 and density f(y; 0) on an n-dimen- 
sional space, an exact formula for the distribution of 0 given a general 
(n - 1 )-dimensional statistic a (which determines a curve) is given in Fraser 
and Reid [6], 
where 
h(&z, e) de=c(a,e) qe; 6, a) C(O, a). lj(d, a)p2 de, (2.2) 
C(d, a) = exp I’ divo( y ) ds’ } I%1 ,j(& u),‘/~, (2.3) 
and c(u, 0) is a normalizing constant, S(y; 0) is the score function 
8 log(y; 0)/a& u(y) is the unit vector tangent to the curve determined by 
the fixed a at the point y, div v(y) is the divergence C; &,(y)/+, of the vec- 
tor field (u(y) >, dS( y; O)/du( y) is the derivative of S( y; 0) in the direction 
u(y), and s designates arc length on the curve for fixed a at the point y. 
Some current work leads to a generalization of (2.2) for vector 0 that uses 
(2.4) 
where V(y) records k tangent vectors to the n-k dimensional surface 
a = constant, DIV V(y) is a particular generalization of the divergence, the 
integral is along a curve from some initial point to the point y on the 
surface a = constant, and the determinant involves partial derivatives with 
respect to the vectors in V(y). 
Now consider the general formula (2.2) in relation to Barndorff-Nielsen’s 
approximate formula (2.1). If a is ancillary so c(u, 0) = c(u) then (2.1) 
involves an implicit choice for the Jacobian-type factor 
C(O, a) = l/L@; 0; a). (2.5) 
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This norming of the likelihood L(B; 4, a) with respect to its maximum can 
be interpreted in terms of the approximate density (2.1): as 8 varies the 
maximum of the density function remains constant, where density is 
examined in the constant information metric. This simple choice for an 
otherwise difficult Jacobian-type factor has a certain natural appeal, and a 
clarification of this can be obtained from a local analysis discussed in the 
next section. 
From (2.2) with (2.3) or (2.4) we see that Barndorff-Nielsen’s formula 
provides a valid approximation to the distribution of the maximum 
likelihood estimate subject only to whatever the support for the 
approximation (2.5) is. In the next section we present a Laplace integral- 
approximation justification for (2.5). Higher order calculations can be 
made which lead to correction terms for the formula (2.1). 
In the spirit of the preceding we can comment on the generality of the 
applicability of the formula (2.1). The formula uses the likelihood function 
at each value of the variable 6. Such a likelihood function can be available, 
if there is a density function for some initial variable, and a reduction is 
made to a sufficient statistic, and if then there is an ancillary statistic that 
complements the maximum likelihood estimate. 
For the case of a real parameter 8, differential conditions are discussed in 
Fraser and Reid [7] for an optimum determination of a conditioning 
variable a. 
3. MAXIMUM LIKELIHOOD ESTIMATE: LOCAL DISTRIBUTION FORM 
Consider a k-dimensional parameter 0 for a statistical model and sup- 
pose that the maximum likelihood estimate 6 has a continuous distribution 
and uniquely determines the likelihood function, which we indicate by 
writing L(8; y) = L(8; 6). In this section we consider how the distribution of 
fl can be approximated when only a likelihood function L(8; 6) is available 
for each value of 6. For this we use the general definition of likelihood, 
ue; Y) = ue; Y) = c .fb;fv, (3.1) 
which for any given y involves an arbitrary scale factor c; thus only ratios 
L(8,; y)/L(B, ; y) are numerically available. 
As discussed in the preceding section this situation can arise if there is a 
sufficient statistic reduction, or if the maximum likelihood estimate is being 
examined conditionally given an ancillary, or both; accordingly we omit 
reference to the ancillary a in the formulas. 
From formula (2.2) we have that the probability element for fl has the 
form 
h(6; e) &=cL(~; 6) c(6). lj(@y d6, (3.2) 
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where L(%; 0) here involves some choice of representative among the 8 
functions given by (3.1) and the notation is justified by our assumption 
that the likelihood function is uniquely determined by 0. Our concern here 
is with finding a determination for the factor C(d). 
First we make a change of variable in the parameter space so that the 
observed information determinant is constant. For a real parameter 8 let a 
new parameter yl be given by 
q = j0 Ij(t)( I” dt, (3.3) 
where the probability integral transformation is used as pattern. In terms of 
the new parameter q we have constant observed information: 
For a vector parameter 0 we seek a new parameter rl such that 
d;= lj@)I 1’2d& 
(3.4) 
There are many possibilities for this but a simple procedure is to use a 
modified probability integral transformation radially from some initial 
point 6 = %,, say 0; following Fraser and Reid [7] we define 
q(m) = u k 1.’ lj( tv)( li2tk ~ ’ dr 
so 
for the value of q at a distance s from 8, = 0 in a direction o, where k is the 
parameter dimension. We then assume that such a reparameterization has 
been done and use 8 now for the new parameter; in terms of this new 8, we 
have lj(%)l - 1. 
Second, we investigate the significance of the choice C(8) = l/L(@; 0). 
For this we consider the second-order form of the density function h(%; %) 
near some (6; %) = (%,, %,), by examining the difference 
logh(8; %) - log(C(%) L(0; %)} -log c 
= 0 + /;,@- %,) + rol(% - %,) 
+*(O-%,)‘r,,(B-%,)+(8-%,)‘r,,(%-%,) 
+$(%-%,)‘1,,(%-%,)+ . . . . (3.6) 
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where 1,0, l,,, are the k x 1 gradient vectors (with respect to 0, 0) and 
1,,, lil, lo2 are the k x k second-derivative matrices of log{L(B; 6)/L(6; 6)> 
evaluated at (e,,, 0,). 
From the definition of 6 we have lo,(6; 6) = 0 and from the constant 
maximum of ~(8; 6)/~(6; 6) along 0 = 6 we have llo(6; 6) + /,,,(6; 6) = 0. If 
these two properties are used at (0,, 0,) we obtain 1,0 = &,, = 0. If they are 
then used at (6,6) we obtain 
(6 - e,)‘/, 1 + (6 - e,,)‘~,, = o 
(6-e,)‘r,,+(6-e,)‘r,, =o 
which gives lo2 = -I,, = lzo. We also have 1,, = -j(&). The expression 
(3.6) can then be rearranged: 
logh(6; e)-iog{c(6)q6;6)} =iogc-~(6-e)‘j(e,)(6-e)+ .-. (3.7) 
For a similar second-order analysis in a different context, see Fraser and 
Reid [7], 
From (3.7) we now see that the choice ~(6) = I/L(~; 6) gives the density 
h(6; 0) a location normal form in (6,e) near (e,, 8,): 
h(6;e)=cexp{-~(6-e)‘j(e,)(6-e)}{1+~(16-8,13, le-8,13)). (3.8) 
Thus, to the second order, the density has the N(e;j-‘(0,)) form with 
inverse variance matrix j(&) which is constant in that order of expansion. 
We note that the particular choice of parameterization for 8 gives 
lj(e)j = 1; thus along the maximum density ridge 6= 8 the “shape” of the 
inverse variance matrix may change but its determinant remains fixed. The 
preceding location normal properties are directly linked to the choice 
c(6)= 1/~(6;6). 
The density (3.8) based on the choice ~(6) = l/t(B; 6) has local normal 
form and the Laplace method of approximate integration based on the 
second-order approximation gives c = (2~)-~” lj(&)l iI2 = (2~))~‘~ which is 
in agreement with the notation c that indicates no 8 dependence. In a 
related way we can see that a different choice for ~(6) followed by the 
Laplace method of integration will give a “constant” c that in fact varies 
with 0,: verification by contradiction. 
We thus have the interpretation of Barndorff-Nielsen’s formula as 
providing that choice for the Jacobian factor so that the resulting nominal 
density integrates correctly in accord with the Laplace method for 
approximate numerical integration. 
683/27/l-13 
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4. SADDLEP~INT APPROXIMATIONS 
Consider the saddlepoint approximation (1.3) for a density j(y) at some 
point y,. In terms of the cumulant generating function H(U) for y we have 
f(y,) x (2n)Y2 I &&I -‘I2 exp{ff(& - d’h}, (4.1) 
where a(6) =y,,. We can rewrite this in terms of the cumulant generating 
function ZT’( U) = H(U) - u’y, for the variable y - y,,, 
f(h) = (2n)F2 IP( -‘I2 exp{ Ho(J)), 
where ri”(J) = 0. 
(4.2) 
One saddlepoint derivation uses an Edgeworth approximation for an 
exponentially tilted model. If the corresponding exponential family is 
generated in terms of the variable y -yO we have 
fb; 0) = expP’(y -.h) - ffVWf(~)~ (4.3) 
where the norming constant follows from the cumulant generating property 
(4.4) 
the cumulant generating function of y -yO in this model is 
I&U) = P(0 + U) - P(B). Let d(y) be the maximum likelihood estimate in 
the tilted modelf(y; 0); then 6?(y0) = 6, is the solution of the score equation 
A(d) = 0. 
At 6 = #,, we have the initial derivatives 
vw)=O, W) = W,), $(O) = P(B,) (4.5) 
for the cumulant function of the density of y -y, ; it follows that the nor- 
mal or one-term Edgeworth approximation for the density at y - y, = 0 is 
f(y,; 6,) x (2~)~~‘~ IP( p”2 exp{O}, (4.6) 
which then gives 
f(y,) z (2~)~~” lP(&Jl -‘I2 exp{P(f$)}, 
where Ei”(e,) = 0. 
(4.7) 
Now suppose we want a saddlepoint approximation for the density g(x) 
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of a variable x = r(y) at the point x0 = r(yO). We could proceed directly 
from the approximation (4.7) for the variable x obtaining 
g(x,)z (2r~)-~” I~(e,)1-“2exp{HO(B,)} J(r-‘, x,), (4.8) 
where I;r”(&) = 0 and 
J(r-‘; x0) = I&-‘(x)/~x~,, (4.9) 
is the Jacobian of the transformation. Alternatively we could use the 
cumulant generating function Ho,(u) for the variable x -x,, = r(y) - r(y,), 
evWS4 = 1 exp{u’(r(y) - r(yo))lf(y) 45 (4.10) 
and obtain 
g(xo) = GWk’21ii0,b&h 42 wW3&)L 
where eY(&) = 0. 
(4.11) 
The two methods just described can be combined to produce a saddle- 
point approximation to f(y) at y0 by using the cumulant generating 
function for x - x0 = r(y) - r(yo), for some function r(y): 
f(yo) = (27V’* lii”,CJo)l -1’2 wWX60)I Jk yo). (4.12) 
We can thus have a family of saddlepoint approximations corresponding to 
a family of alternative transforming variables r(y) that have cumulant 
generating functions. We examine the choice of a transforming variable in 
the next section. 
5. NORMED LIKELIHOOD AS SADDLEPOINT APPROXIMATION 
Consider a variable y that is in one-one correspondence with the 
maximum likelihood estimate Q(y) of a parameter 0 in a statistical model. 
We suppose, in accord with preceding sections, that the likelihood function 
L(8, y) = c .f(y; 0) is available at each point y, but not the density function 
itself. This can occur if y is obtained by marginalization under sufficiency, 
by conditioning under ancillarity, or by both. 
For computation we note from the preceding assumptions that the 
observed information can be written as a function of 6: 
In this section we consider the determination of saddlepoint 
approximations for the density fly; 0) at some point yo; the available 
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ingredients are taken to be the likelihood function (3.1) at y, and the 
sample space first derivative of the likelihood function at y,. 
First we note that if an approximation is obtained for some parameter 
value 13 = 8,, then likelihood modulation extends the approximation to all 
values for 8: 
(5.1) 
We are thus faced with choosing an appropriate value l3 = 8, to use for the 
initial approximation. Following the implicit rationale for the saddlepoint 
analysis in Section 1, we choose the maximum likelihood value 8,, = &y,). 
As indicated in Section 4 a range of possible approximations is available 
depending on the choice of modified variable r(y) to which the method is 
applied. Now the derivation of the saddlepoint depends very much on 
additivity as part of approximating the average (or sum). This argues for 
using the score function 
r(Y) = StYi w (5.2) 
in the neighborhood of y,. We shall make this choice for modified variable, 
but in fact do so primarily for notational reasons as the method of 
approximation will be shown to be independent of the choice. 
For the change of variable we calculate 
and obtain 
k(y) = w~; wiw (5.3) 
Y(Y; 0) =gcw; 0) I~(Y)I, (5.4) 
where g(S; 0) is the density function for S(y; 0,). 
We now expand the logarithm of the density g(S; 0) to the second order 
in 8 at 8,, and to the first order in S = S(y; 0,) at y =yO; in tensor sum- 
mation notation, 
g(s; e) =g(O; e,) exp (~2~s~ + z, #sax $(j,&P+ A, dWsa) + . . . } 
= g(0; e,) exp (~$7 + (zimSi + ; A&H) Sa - &j&s + . . . } 
= g(0; e,) exp{a’S + 7’s - f r’j(e,) r + . . . } , (5.5) 
where 6=8--&,,Z,=O or 1 according as i=a or i#a, 
a, = 8 ln g(s; ehw lo,eo 
A,, = a3 In g(s; eyaeiae+w lo, OO 
(5.6) 
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zz = 6” + $ A,, 6’8 (5.7) 
is a quadratic reparameterization in the neighbourhood of 0 = 8,. 
The model (5.5) to the chosen order of expansion coincides with the 
exponential model 
cexp {a’S+t’S-ir’j(8,) z+q(~)}, (5.8) 
where q(0) = q’(O) = q”(0) = 0. The saddlepoint approximation for this 
model at S=O and 6=t=O is 
g(0, e,) z (27cpk12 ~(&J -“2. (5.9) 
It is of interest to note that a range of such exponential models all have the 
same saddlepoint approximation and one of them is the normal model 
(27p2 Ij(e,)l-*lzexp{ -~(j-l(e,)s-z)~(e,)(j-‘(e,)s-t)} (5.10) 
for which the approximation (5.9) is obvious. 
Now briefly, suppose that some other variable 3 = r(S) - r(0) is used to 
examine the exponential models that coincide with the given model to the 
first order in the variable 3. Then dS= BdS at S= 0 where B is the 
Jacobian, and S is replaced by Bg in (5.8). The resulting normalization 
constant in (5.10) is then 
(2~)-~‘~ Ij(e,)( -1’2 IBI 
which is in agreement with the change of probability element 
g(O; 0,) ds = g(0; 0,) 1 B( dS. 
Thus a change of variable does not affect the effective density 
approximation implied by (5.9); the use of the score S has the advantages 
of familiarity. 
We can now make the change of variable from S = S(y; 0,) to g(y). The 
maximum likelihood equation 
sty; &4) = 0 (5.11) 
can be differentiated: 
WY, 8 WY; 6 de = o pdy+,, . 
aY 
(5.12) 
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At y = y, with 4 = f!(y,) = 8, we obtain 
dS( y; e,) -j(e,) de = 0, 
giving dS = lj(t&,) / df?. Thus the saddlepoint approximation for the density 
of t? at 0 = 8, when the parameter 0 = &, is 
and, for general 8 by (5.1), is 
(5.13) 
(5.14) 
We now rewrite this for an arbitrary point y and obtain the saddlepoint 
approximation for the density of 6: 
h(8; 6) z (2qk’* @(y))l” mt Y) 
JmYkY) ’ 
(5.15) 
which is Barndorff-Nielsen’s formula (1.9). 
We can also obtain the saddlepoint approximation for the original density 
f( y; 0) based on only the likelihood function L(8; y) = cf y; 0). From (5.9) 
with (5.4) we obtain 
f(~; 0) = cwk/* I@(Y))I -1’2 h(y)1 
wt 34 
WRY); Y) . 
(5.16) 
6. REMARKS 
Barndorff-Nielsen’s formula (1.9), (1.10) had been proposed as a con- 
ditional distribution for a maximum likelihood estimator t? given some 
approximate ancillary statistic. The conditions under which it can be 
examined, however, are broader and cover any case where the likelihood 
function is available marginally or conditionally in unique correspondence 
with a value of the maximum likelihood statistic. 
In this general context the formula can be supported (Section 3) by a 
local analysis using Laplace’s method of approximate integration. It can 
also be supported as a saddlepoint approximation (Section 5) based on 
derivatives of the likelihood function. This suggests the use of Barndorff- 
Nielsen’s formula as a likelihood-based alternative to the cumulant-based 
saddlepoint approximation. A modification of the formula gives an 
approximate density for a variable y in one-one correspondence with the 
mle 8, as determined marginally by sufficiency, conditionally by ancillarity, 
or by both. 
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A natural question in relation to Barndorff-Nielsen’s formula is whether 
the availability of the likelihood function at each sample point is enough to 
determine the statistical model (family of density functions) for the 
maximum likelihood estimate. The question is whether or not C(6) in (3.2) 
is uniquely determined by the likelihood functions (3.1) at the various 
sample points. If C(8) is the factor for the model being examined and 
C*(6) = C(&(l + t(8)) is some other factor that produces an alternative 
statistical model, then t(d) is bounded below and is an unbiased estimate of 
zero for the statistical model being examined. Thus the factor C(d) is uni- 
quely determined if and only if the statistical model is one-sided boundedly 
complete; it follows that completeness guarantees a unique C(g). The 
Barndorff-Nielsen choice can thus be viewed as a first-order determination 
of this unique C(e), as based on the viewpoints in Sections 3 and 5. 
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