This paper examines the relationship between productivity growth and investment spikes using a rich plant-level data set from the U.S. Census Bureau for the food manufacturing industry and its two main sub-industries: meat and dairy products from 1972 to 1995. The analysis of plant productivity growth patterns during an investment regime are distinguished from the productivity growth associated with the occurrence of an investment spike. Productivity growth is found to increase after investment spikes over time after controlling for plant characteristics, suggesting an efficiency gain or learning effect of the plants. However, efficiency and the learning period associated with investment spikes differ among plants' productivity quartile ranks. This implies the differences in the type of investments that these plants make, such as expansionary, replacement or retooling. Further, there is a decreasing probability of observing an investment spike as time passes (i.e., a downward sloping hazard function) which might be due to idiosyncratic plant obsolescence due to different R&D capabilities. There are high frequency investments in early investment ages indicating that plants frequently invest during the first few years of their operation. Finally, the probability of investing across plants decreases as productivity growth increases, which suggests that a high fixed cost, causes plants with high productivity to postpone investing.
Introduction
We often confuse economic growth with business cycle upswings. These fluctuations are different, have different causes, lead to different consequences, and call for different policies. Economic growth refers to an increase in the capacity (or potential) to produce output, not an increase in production itself, while a business cycle refers to fluctuations in actual output around a the trend of potential output. The economic growth is the story of the potential output trend. Consequently, growth-oriented policy is designed to affect the potential trend.
Oftentimes, discussion of economic growth typically centers on the notion of steady state. Solow (1993) notes that such characterizations in the long run ignored patterns and economic growth stimuli. One-shot productivity gains are important achievements that can lead to bursts of growth.
The extent to which achievements spill over to many economic sectors (domestic and international) may lead us to experience longer bursts. It is important to clearly to differentiate between measurement and the policies that lift the potential trend or tilt the curve. Lifting refers to a burst of growth, while tilting refers to a change in the rate of growth. Some polices can lift the trend but not tilt it (e.g., policies seeking to increase the rate of capital -both human and physical). Other policies can tilt the curve (e.g., promoting R&D). This paper specifically identifies investment spikes as embodying the potential to lift the plateau, and then models the occurrence of investment spikes which picks up the adaptation of an instantaneous technical change through investment spikes at the plant level. 1 We distinguish between productivity growth during an investment regime (i.e., tilting the plateau) and productivity growth during an investment spike. However, identifying the relationship between productivity and investment is a challenging task and previous research has been only partially successful. The major complication arises from the causality between investment and productivity. In this study, we measure the relationship between investment and productivity growth by analyzing confidential U.S.
food manufacturing plant-level data.
The literature focuses on the theoretical development of investment, technology and productivity through endogenous technological adoption models. Cooley et. al. (1997) maintains that new machinery embodies the latest technology, while Campbell (1998) assumes barriers to technological adoption emerge through sunk costs, which leads to newer producers having a relative advantage over existing producers in adapting to a new technology. Plant dynamics models, such as Jovanovic (1982) and Pakes and Erickson (1998) , focus on plant-level heterogeneity to explain the micro-dynamics of growth. Jovanovic and Nyarko (1996) construct a learning-by-doing model where productivity after a new technological introduction can be lower than under the old technology. But productivity then increases as the firm learns how to use new technology.
According to the learning by doing theory, we can expect that an investment spike involves new technology installed in plant equipment. Therefore, the installation of a new technology in a plant's production process may create operational inefficiency in the early stages of a new technology, since new skills and experience need to be developed. This may lead to a drop in total factor productivity (TFP) immediately after the introduction of new technology, but in later periods, plants and firms can expect a gradual recovery. There is empirical support of this hypothesis. Sakellaris (2004) shows that lumpy investment episodes results in the costly adoption of new technologies that came with the new equipment, TFP falls after the investment spike and starts to recover slowly. He uses a descriptive and non-parametric empirical approach to investigate large U.S. manufacturing plants. Hugget and Ospina (2001) analyze plant-level data from the Columbian manufacturing sector and find that productivity growth falls when a plant undertakes a large equipment purchase using least absolute deviation as a measure of productivity change. Bessen (1999) shows that new plant productivity improves as a result of learning by doing and, indicates that new plant adjustment is not entirely the same as mature plant adjustment after an investment spike; in particular, the large new plant lowers its workforce as it grows older.
Another line of theoretical study involves modelling plant dynamics that analyze the link between a range of economic variables and observable plant characteristics by looking at the implications of plant heterogeneity [Jovanovic (1982) , Pakes and Erickson (1998) , Cooper et al. (1999) ]. Ericson and Pakes (1995) build a model to illustrate how TFP growth rates relate to investment rates. In particular, both low and high TFP growth rates suggest periods of low investment. The high mortality rate of new firms is associated with an initial learning period where most perform poorly and have low levels of investment after the initial startup costs. There is a threshold of TFP growth rates where firms decrease their investment after passing the threshold. Power (1998) empirically examines the link between investment and productivity growth at the plant level in U.S. manufacturing industries. The results show that no observable relationship exists between investment and productivity or productivity growth when focusing on the link between investment and labor productivity in all U.S. manufacturing industries.
Along lines of plant dynamics models, our focus is to empirically analyze the relationship between investment, productivity and plant characteristics. There are two main objectives in this paper. The first is to provide some basic facts about TFP growth, based on industry average and quartile groups of plants. The second is to investigate the link between productivity growth and large investments without imposing any causal relationship between productivity and investment.
For these purposes, we first estimate reduced form regressions. The productivity growth variable is regressed on relevant plant characteristics such as plant age, investment age, plant size, and 4-digit industry group. The regressions are estimated separately by industries and by quartile groups. To address cross-plant and within-plant variations in productivity growth, we estimate these regressions both with and without plant fixed effects. Then, we estimate a logit regression where the probability of having an investment spike is based on the time elapsed since the last plant investment, productivity growth and other relevant plant variables. We test if hazard is upward sloping and if plants with higher productivity are more likely to invest.
The absence of plant level R&D data in this study precludes the empirical identification of the direct relationship between R&D and investment spikes. However, R&D activity is associated with changes in how a firm undertakes its production activities. These changes can involve significant additions and reorganizing of production processing and capacity which involves large changes in capital stock. Initiatives to install additional capital may arise from a need to enhance productivity growth. In this context, this study extends the efforts of Power (1998) and productivity emerges which is masked in studies using a general pooled-industry base.
This paper shows four main findings. The first set of results shows a significant variation in productivity growth among plants in the same industry. Industry-level productivity growth presents a different picture than growth based on a quartile plant group. The second set of results shows productivity growth increases after investment spikes over time even after controlling for plant characteristics, suggesting a plant-level efficiency gain or learning effect. However, this pattern is different based on the plants' productivity quartile ranks which indicate the differences in plants' investment types. These plants can make expansionary, replacement or retooling investments (equipment purchases reflecting technology adoption versus those reflecting the acquisition of more capital of a technology known to the plant). Third, there is a decreasing probability of observing an investment spike as time passes (i.e., downward sloping hazard function) which might be due to idiosyncratic obsolescence of plants due to different R&D capabilities. Our results indicate that plants in this industry are early investors, and we observe a high frequency of investment in early years of investment age. Finally, the probability of investing across plants decreases as productivity growth increases which suggests a high fixed cost which causes plants with high productivity to postpone investing.
This paper is organized as follows. Section 2 presents the data sources and a description of the dataset. Section 3 introduces the methodology, empirical specification and results, followed by concluding comments.
Data Sources and Lumpiness in Capital

Data Sources
We use annual plant-level data from the Census Bureau's Longitudinal Research Database (LRD).
The LRD is a panel that contains detailed plant-level information from the Annual Survey of Manufacturers (ASM) and Census of Manufacturers (CM) of all U.S. manufacturing industries.
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The balanced panel of plants in the Food and Kindred Products Industry (SIC=20) was extracted which focuses mostly on the large manufacturing plants over the time period 1972-1995.
The balanced nature of the data set ensures that the capital stocks are constructed using the perpetual inventory method and the lumpiness of investment is measured through time. 
Lumpiness in Capital in the Food Industry
Capacity-improving investment activity is measured by lumpy investments which are defined by the relative measure. A relative investment spike occurs in a given year if the plant's investment rate is greater than 2.5 times the plant's median investment rate. The detailed study by Power (1994) defines a relative spike as being where the plant's investment is considered lumpy if it is large relative to that plant's other investments.
3 Table 2 times over the sample period, the median number is two times. Machinery investment spikes 3 to 6 times over the sample period, accounting for 89% of the plants.
Linking TFP growth to Capacity-Improving Investment
This section focuses on the estimation of TFP growth using production function specification for all dairy, meat and food plants. Potential sources of causality between investment and productivity can be seen in high productivity plants where capital and R&D can be easily adopted. Plants with high initial productivity invest relatively more. Then, a new higher rate of investment further increases productivity, which in turn fuels an even higher rate of investment. Thus, productivity and investment are jointly determined.
An investigation into the relationship between lumpy investment and TFP growth can draw on the results of Ericson and Pakes (1995) and Pakes and McGuire (1994) . Baumol and Wolfe (1983) achieve results similar to those found by Ericson and Pakes (1995) as they explore R&D investment feedback effects and productivity growth rates. When R&D activity causes a change in a firm's production activities, these changes can involve significant additions and reorganizing of production processing which often entails large changes in capital stock. Initiatives to install additional capital may arise from a need to enhance productivity growth. However, productivity growth implies resource use decisions affecting the quantity of resources available for new production activities and planning, in particular. Thus it is reasonable to consider a simultaneous relationship between productivity growth and investment spikes. Investment spikes soon stimulate rapid productivity growth in a sector where spikes are associated with new technologies. But that, in turn, raises the price of investment in production capacity (and the productivity growth rate) and reduces the quantity of productive capacity demanded. In subsequent periods, productivity growth is impeded, permitting a reduction in the productive capacity price stimulating demand for capacity-
improving investment yet again. While this conceptual model is highly simplified, it does pinpoint some dynamic disincentives of productive capacity investment. When productive capacity investment successfully increases productivity growth, it automatically increases its own relative costs compared to production costs leading to a reduced investment incentive. Thus, the success of capacity-improving investment serves to undermine its own demand. Unfortunately, the more impressive the past success the more strongly it tends to constrain private demand for productive capacity. Given both arguments regarding demand and supply side investment spikes and TFP growth rates, we investigate both investment spikes and TFP growth impacts.
Production Function Estimation and TFP Growth Findings
When we estimate the production function, we control for simultaneity between unobservable productivity and observable input choices. To address the simultaneity problem, Olley and Pakes (1996) use a proxy to control for the part of the error correlated with inputs and thus eliminate the variation which is related with the productivity contribution. They use an investment equation as a proxy for the part of error term which is an unobserved and transmitted component. However, an investment proxy is only valid for plants reporting non-zero investment. A difficulty arises with the Olley-Pakes approach when adjustment costs are non-convex, which leads the non-responses in investment to some productivity shocks. Levinsohn and Petrin (2003) address the simultaneity problem by using an intermediate input (e.g., materials, fuel, electricity) as a proxy controlling for the error associated with simultaneity. They argue that these inputs respond more smoothly to productivity shocks and are useful proxies for plant level studies since they are not equal to zero.
From the perspective of adjustment costs, it is less costly to adjust the intermediate input implying
this input may respond more fully to the entire productivity term than investment. Consequently, the Levinsohn-Petrin approach presents a compelling remedy to the simultaneity problem in the presence of frequent zero investment observations.
We estimate a Cobb-Douglas production function using Levinsohn-Petrin approach to address the simultaneity problem by using intermediate inputs. The estimated Cobb-Douglas production function specified in logs as
where it y is the log of the output (the total value of shipments is adjusted for inventory changes) for plants i and time t. The log of materials, labor, energy and capital are represented by it m , it l , it e , and it k , respectively. Capital is constructed using the perpetual inventory measure, which is appropriate in a balanced panel. The inventory measure of capital is accomplished by accumulating investment over time and requires continuous observations for each plant. 5 The productivity impact is represented by the error term, 5 The variable construction is described in more detail in the Appendix. 6 The material proxy is also applied to our Levinsohn-Petrin approach. Based on the characteristics of the data (less nonzero values in energy) and the results from OLS-Levinsohn-Petrin coefficients on variable inputs, we have chosen energy input as a proxy.
We use coefficients from equation (1) to calculate productivity growth for each plant and each year, across meat and dairy products as well as all food manufacturing industries. 7 After calculating a given plant's TFP growth, we rank all plants according to the magnitudes of their TFP in each year (Dhrymes, 1991) . The plants are then grouped by a quartile sampling procedure ranging from I to IV (lowest to highest). This ranking allows us to classify plants exhibiting varying levels of TFP, as well as to detect if productivity is growing over time. Table 4 reports the average TFP growth and quartile groups across industries. This shows that the average productivity growth over the years is 0.05% in meat products, -1.4% in dairy products and 0.4% in all food manufacturing industries. However, classifying plants based on their productivity quartiles reveals significant variation in productivity growth. The meat product plants in the lowest quartile have an average growth of -18%, while the highest quartile plants are at 19%.
A similar pattern is seen in the dairy products sub-industry and the entire food industry as a whole.
The average growth in the lowest quartile ranked plants is -18% for dairy products and -21% for the food industry, while the average growth in the highest quartile is 15% and 22%, respectively. An analysis of the 3-digit sub-industry level presents very different productivity growth rates even when each sub-group belongs to the same 2-digit-level aggregate industry.
The Impact of Investment Spikes on Productivity Growth
To determine if there is a link between investment spikes and TFP growth, we describe an econometric model to investigate this possible relationship. For this analysis, we use the reduced form regression model as follows,
where the dependent variable it Q is the productivity growth rate, and the independent variables it X Table 5 reports the number of observations, plants, average size and employment by plant size. Plant age dummy variables are defined in detail in the Appendix and Table 6 presents the number of plants and observations by plant age.
Our empirical estimation only focuses on machinery investment spikes, which are the type of investment that usually incorporates the latest technology. Using equation (2), we estimate a set of ordinary least-squares (OLS) regressions with and without fixed effects to exploit both cross-plant and within-plant productivity variations. 10 We also run these models with and without quartile groupings to assess the impact on TFP growth. Tables 7 through 9 list the estimation results from equation (2) for each industry and quartile group. Figures 1a, 1b and 1c plot the plant investment age coefficients from columns 5 through 8 in Tables 7-9 .
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A major finding from this analysis is the relationship between productivity growth and investment age, which holds even when controlling for plant fixed effects. In general, the magnitude and significance of the investment age coefficients is robust to the presence or absence of plant fixed effects. Therefore, further discussions are based on these results, which control for the unobservable heterogeneity across plants.
The impact of investment age on productivity growth exhibits a positive trend for the meat products industry. This indicates productivity growth increases as a result of an investment spike, which may suggest an efficiency gain or learning effect. 12 For example, the impact of that investment on productivity growth for all plants ( Figure 1a ) is 4% one year post investment spike, and 5% four years post spike. The impact of investment age on growth is the largest for the lowest quartile plants. For example, one year after the investment was executed, the investment spike impact is a productivity growth increase approaching 7%, compared to a 4% increase for all plants.
The pattern is an inverted U-shape, suggesting that productivity growth initially increases and then trails off. When we take a look at the same impact for the middle and highest quartile plants, the impact graph becomes relatively flat after one year suggesting a quick efficiency gain and/or learning effect. For the highest productivity plants, all the investment age coefficients are insignificant, 10 In plant level estimation, if there is an unobserved heterogeneity across plants, the estimated coefficient using OLS without controlling for the fixed effects yields biased results. Therefore, we run an OLS regression with plant-level fixed effects to eliminate this potential bias. 11 When we draw our figures, we use 0 for insignificant coefficients to see trends in how investment age affects productivity. 12 Investment age coefficients illustrate the relationship between productivity growth and investment age for the average plant relative to the omitted investment age group 9+.
suggesting existing production processes of these plants serve them well. This may indicate that their investment spikes are mostly an expansionary type of investment to increase their capacity.
The effect of investment age on productivity growth is the highest for the least productive plants.
Since they are the worst-performing plants, what may happen here is that these plants introduce new technologies to boost their productivity. Thus, these investments may be a replacement or retooling type of investment.
The idea that different types of investments have an effect on productivity shows up in previous research, but this has never been tested since there were no data available distinguishing investment types precisely enough [Power (1998) , Huggett and Ospina (2001) and Sakellaris (2004) ].
The Power (1998) study could not find a relationship between productivity and investment. This was attributed to the expansionary investment type, which need not be associated with productivity
increases. An increase in productivity is expected when there is replacement or retooling type of investment. While our data does not distinguish between investment types, our results can be used to suggest different types of investments in the food manufacturing industry. We may have an expansionary type of investment for the highest ranked plants, whereas the lowest ranked plants may have a replacement or retooling type of investment in the meat products industry.
For dairy product plants in general, the impact of large investments on productivity growth is positive and is seen after four years. However, when we separate the dairy plants by quartile groups, most of the lowest quartile ranked plant estimated coefficients are insignificant. There is no significant relationship between investment age and productivity growth for these plants. However, all investment age coefficients are significant for the middle quartile group indicating that after the second year, the impact of investment age on productivity growth becomes relatively flat, leading to a relatively quick efficiency gain and/or learning effect. While this pattern is very similar to meat product plants, the investment age impact is about half the rate found in dairy plants. For the highest ranked plants, the trend is generally positive, even though some coefficients are insignificant.
For these plants, the probability of an investment spike increases five years post investment spike.
In contrast to the highest ranked meat industry plants, the dairy plants seem to depend on large investments to boost their productivity.
For the food industry, in aggregate, the most pronounced impact of investment age on productivity growth (2.8%) occurs during the fifth year post investment spike. Among the quartile groups, the most pronounced effect of investment age on productivity growth can be seen in the lowest ranked plants. For these plants, the investment age-productivity pattern is similar to that seen in meat product plants (almost an inverted U-shape suggesting productivity growth initially increases and then trails off), however, here the impact is much lower and starts from a lower base. All investment age coefficients for the middle quartile ranked plants are significant. The impact of an investment spike on productivity in these plants follows a stable trend, suggesting that once an investment spike is initiated, the impact remains constant throughout the years (figure 1c). Once the plants adopt the new capacity, it either increases efficiency right away, or the technology learning period is not long, so plants see the positive effect of this technology on productivity right away.
For the highest ranked plants, the investment age productivity growth impact declines after the large investment is made. Large spikes generally require significant plant-level learning, and as a result, the investment spike's impact appears in later periods, and the productivity benefits from investment are realized more slowly. The learning period is longer for these highest-ranked plants compared to some plants observed in the meat and dairy products industries. We see this pattern for the highest ranked plants in figure 1c; i.e., a decline in productivity up to investment age 3, and a positive impact of investment age on productivity during investment ages 3 and 4.
The Impact of Productivity Growth on Investment Spikes
The logit specification is used to assess the change in the probability of an investment spike based on the productivity. The objectives for this section are twofold. The first is to investigate whether the probability of an investment spike increases as the time since the last investment spike increases (i.e., increasing investment hazard). The second objective is to determine if an increase in productivity raises the probability of an investment spike. We characterize the probability of having an investment spike as a function of investment age, productivity growth and other determinants of investment spikes (some plant control variables) as follows, Once TFP growth is estimated, we use the logit specification to test the investment hazard shape and to test if plants with higher productivity are more likely to invest.
14 Tables 10-12 list the 13 The TFP level used is the value generated accounting for the productivity shocks.
14 If there are unobserved differences in lumpy investment behaviour across plants, the logit regression results which do not control for it could be biased. However, to consistently estimate the mean productivity of a plant, we need a large number of observations for each plant [Hsiao (1989) ]. If the data set is large, unobserved heterogeneity across plants can be eliminated by using plant level dummy variables via a fixed effect logit regression. We have estimated logit regressions with and without plant fixed effects. The results show that there is no difference between with and without plant fixed effects. Therefore, we discuss the results without controlling fixed effects.
coefficients, marginal effects, and robust standard errors from logit regressions in equation (3) across industries and quartile groups. Figures 2a-2c plots the investment age dummy variable coefficients from these tables.
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For all meat industry plants, as well as the middle quartile plants, the investment age dummy coefficient estimates are all positive and significant (Table 10) , except for the "4+ years" collapsed investment age group. 16 Plants that have a negative estimated investment age coefficient are most likely to have an investment spike at age 9+ (the omitted category). Figure 2a shows that the probability of having an investment spike decreases with respect to investment age in both middle quartile and "all plants" categories. This probability decreases sharply after the current and two consecutive investments, and then declines gradually for the other investment ages. Investment age coefficients for the middle quartile ranked plants are significant. The impact of an investment spike on productivity in these plants follows a stable trend, suggesting that once an investment spike is initiated, the impact remains constant throughout the years (figure 1c). Once the plants adopt the new capacity, it either increases efficiency right away, or the technology learning period is not long, so plants see the positive effect of this technology on productivity right away. For the highest ranked plants, the investment age productivity growth impact declines after the large investment is made. Large spikes generally require significant plant-level learning, and as a result, the investment spike's impact appears in later periods, and the productivity benefits from investment are realized more slowly. The learning period is longer for these highest-ranked plants compared to some plants observed in the meat and dairy products industries. We see this pattern for the highest ranked 15 The patterns from these figures show the variation in the probability of investment spikes with respect to investment age across plants. The coefficients here are relative to the omitted investment age group 9+. 16 Due to the confidentially reasons, some dummy variables were collapsed into broader categories. Further, Census disclosures guidelines prevent revealing the estimates of the meat product highest and lowest ranked plants.
plants in figure 1c; i.e., a decline in productivity up to investment age 3, and a positive impact of investment age on productivity during investment ages 3 and 4.
Our results differ from the expectation of an upward sloping hazard function where the probability of an investment spike increases as the time since the last investment spike increases due to depreciation and technical change. As Power (1994) Tests to address if plants with higher productivity are more likely to invest find that the probability of investing across plants decreases as productivity growth increases. This suggests that there is a high fixed cost investment in the industry. The first lag of productivity coefficient is negative and significant, which implies that the fixed cost of investment causes plants with high productivity to postpone investing. In the dairy products industry, investment age dummy coefficient estimates are all positive and significant for both middle quartile ranked and all plants (Table 11) , with the exception of an insignificant "6+ investment age". Figure 2b shows that the probability of an investment spike decreases with investment age in both middle quartile ranked and "all plants" categories. After the current and two consecutive investments, this probability decreases sharply, and then declines gradually for the later investment ages. In the "all plants" category, this pattern does fluctuate and is not as smooth as that for the middle quartile plants.
Analysis of the dairy products sub-industry shows similarities to the meat products industry.
There is a decreasing probability of having an investment spike as the time since the last investment 17 We still find a decreasing hazard function even though we control for unobserved plant fixed effects in the meat industry.
spike increases (i.e., a downward sloping hazard function) which may be attributed to idiosyncratic obsolescence of plants due to different R&D capabilities. Similarly, logit results show that the probability of investing across plants decreases as productivity growth increases, since the fixed cost of investment encourages plants to delay their investments. For the middle quartile and "all plants"
categories, the productivity coefficient is negative and significant at 1% and 10%, respectively (Table   11 ).
For all food manufacturing plants, enough observations exist to include the lowest and highest quartile plants in our investigation. For the lowest and highest ranked plants, the investment age dummy's coefficient estimates are all positive and significant for the first four years. Similarly, for the middle-ranked and "all plants" categories, these estimates are positive and significant for the first five years (Table 12 ). Figure 2c shows that the probability of having an investment spike decreases with investment age for all ranked groups, as well as pooled plants. The general trend indicates that the likelihood of having an investment spike decreases sharply after the current investment is made and for two consecutive investments, and then declines gradually for the subsequent ages. However, there are some fluctuations in the likelihood of investment spikes for the highest ranked plants.
Except for the middle quartile-ranked plants, the likelihood of having an investment spike increases during investment ages 1 and 2. This is still early during the investment age periods so, in general, plants in the food industry have a high frequency of investments in early years as compared to later years. In line with Power's arguments, this may indicate that plants in the food industry may have a rapid obsolescence rate; therefore they invest more frequently than plants with a slower obsolescence rate.
Not surprisingly, as with the other sub-industries, the logit results suggest show that the fixed cost of investment leads to a declining probability of investing across plants as productivity growth increases. This fixed cost causes plants with high productivity to delay their investments since the productivity coefficients from Table 13 are negative and significant at 5% for the smallest quartile, middle quartile, and "all plants" categories, and significant at 1% for the highest quartile plants
Conclusions
This study examines the relationship between productivity and investment spikes by focusing on a detail analysis of existing plants using a rich plant-level data set from U.S. Census Bureau for the food manufacturing industry and two important sub-industries (meat and dairy products industries) from 1972 to 1995. The analysis of productivity growth patterns of plants during an investment regime are distinguished from the productivity growth associated with the occurrence of an investment spike. We investigate the link between productivity growth and large investments without imposing any causal relationship between productivity and investment. To achieve this, we first estimated reduced form regressions where productivity growth variable is regressed on plant age, investment age, plant size, and 4-digit industry group. The regressions are estimated separately by industry and by quartile groups of plants. Then, we estimate a logit regression where the probability of having an investment spike based on the time elapsed since the last investment episode at plants, productivity growth and other relevant plant variables. We test for if the hazard is upward sloping and to test for if plants with higher productivity are more likely to invest. This paper offers several key results. First, there is a significant variation in productivity growth among plants in the same industry. Productivity growth at the industry level is different from growth measurement based on a quartile group of plants.
Second, we find strong evidence of a link between productivity growth and investment age in existing plants. Our results show that productivity growth increases after investment spikes over time and then trails off, even after controlling for plant fixed effects in most of the plants. This suggests a plant-level efficiency gain or learning effect. However, we find that there are differences in productivity growth and investment spike patterns when we categorize plants based on productivity quartile ranks. Our results imply that there are differences in the investment types plants make in a particular industry, such as expansionary, replacement or retooling investments.
We also find that efficiency and the learning period associated with investment spikes differs among quartile groups. Middle-ranked plants in the meat industry see the positive effects right away once the new technology is adopted. This suggests that these plants experience an immediate increase in efficiency, or the new technology learning period is relatively short. However, for the food industry's highest productivity quartile plants, productivity growth declines after an investment spike, which suggests that the learning period is longer and productivity benefits from these investments are realized more slowly. By focusing on existing plants, this study reveals that lumpy Third, there is a decreasing probability of an investment spike as the time since the last spike increases, which may be attributed to idiosyncratic plant obsolescence due to different R&D capabilities. It is also possible that not all investment spikes are supporting grow. For example, investment spikes can be associated with improvements in food safety and quality assurance processes that are mandated by regulatory acts and new product development that is intended to maintain competitive positions in markets. Our results show that plants in the food industry are early investors, and we see a high frequency of such investments in the early years.
Finally, the probability of investing across plants decreases as productivity growth increases.
This suggests that high fixed costs cause plants with high productivity to postpone investing. The natural next step would be a structural estimation model in a dynamic context that would link plant- 
Appendix: Variable Construction
Total Value of Shipments: This study uses the total value of shipment as the output measure. The gross shipment is defined as the total value of shipment plus inventory change deflated by the 4-digit Bartelsman-Gray's shipment deflator. In this method, which is different from the value added approach, material and energy inputs are included as a separate variable in the production function estimation. 18 The real total value of shipments (real value of sales as output) of a plant is found as
The variables are defined as follows: TVS is the total value of shipments; WIE (WIB) refers to work in process inventories end of year (beginning of year); FIE (FIB) refers to finished products inventories end of year (beginning of year); PISHIP is the 4-digit Bartelsman-Gray's shipment deflator.
Material Variable: The LRD contains information on the cost of materials as CM = CP + CR + CF + EE + CW
where CP is cost of materials, parts, etc., CR is cost of resale, CF is cost of fuel, EE is cost of purchased electricity and CW is cost of contract work. Since material and energy variables are considered as separate inputs in this study, CP + CR + CW is considered a material variable which is deflated with the 4-digit Bartelsman-Gray's materials deflator.
Energy Variable: The LRD contains information on the cost of fuels and electricity usage. CF is the cost of fuel (expenditures on fuel for heating, electricity generation, and production), and EE is the cost of purchased electricity (does not include electricity produced by the plant for its own use). In this study, the energy variable is taken to be CF + EE and deflated by the 4-digit Bartelsman-Gray's energy deflator.
Labor Variable: The labor variable holds production worker hours as in the Olley and Pakes (1996) study, and is defined as
where total compensation of labor is divided by the average production worker wage rate. In this equation, SW is total salaries and wages (the sum of production workers wages and non-production worker salaries); LC is total supplementary cost; WW is the plant's total production worker wages;
PH is the total production work hours.
Capital Stock Variable:
The real capital stock variable is constructed using the perpetual inventory method for the dataset. The LRD contains information on buildings and machinery. This way each stock can be calculated separately and then added together to find the plant's total capital stock.
The perpetual inventory method requires finding the capital value during the panel time period based on 1972 as a benchmark year. To find the real capital stock, investment is calculated over the 1972-1995 time period. The nominal gross investment is deflated using 4-digit SIC investment deflators (Bartelsman-Gray's investment deflator). The capital stock benchmark value for each plant in 1972 is initialized by multiplying the machinery and equipment book value by the ratio of real to book value of the machinery and equipment for the 2-digit industry in which the plant operates in 1972. 19 The perpetual inventory method, 
Plant Age Measurement:
Using a dummy variable, the age of a plant is determined by comparing the age when it first appears in the Census (1963, 1967 or 1972) with the first year of our sample (1972) .
Using this approach to capture the plant age differences, only an approximate age variable can be assigned by comparing the plants in existence earlier (1963 or 1967) • The first year of panel data, 1972, is taken as a benchmark to find plant age. Note: Coefficients from fixed effect and without fixed effect regressions are reported. Robust standard errors are in parenthesis. Each regression includes 4-digit industry controls. The omitted categories are as follows: investment age 9+, the oldest plant age category, the smallest size category, SIC=2017 (Poultry and Egg Processing). ***, **, and * represent 1, 5, and 10% significance respectively. X represents variables that are dropped from the fixed effect regression since these regressions measure within-plant productivity variation (here, the plant age and some size categories are dropped from the fixed effect regressions). Note: Coefficients from fixed effect and without fixed effect regressions are reported. Robust standard errors are in parenthesis. Each regression includes 4-digit industry controls. The omitted categories are as follows: investment age 9+, the oldest plant age category, the smallest size category, SIC=2021 (Creamery Butter). ***, **, and * represent 1, 5, and 10% significance respectively. X represents variables that are dropped from the fixed effect regression since these regressions measure within-plant productivity variation (here, the plant age categories are dropped from the fixed effect regressions). Note: Coefficients from fixed effect and without fixed effect regressions are reported. Robust standard errors are in parenthesis. Each regression includes 4-digit industry controls. The omitted categories are as follows: investment age 9+, the oldest plant age category, the smallest size category, SIC=2011(Meat Packing). ***, **, and * represent 1, 5, and 10% significance respectively X represents variables that are dropped from the fixed effect regression since these regressions measure withinplant productivity variation (here, the plant age and some size categories are dropped from the fixed effect regressions. Note: Coefficients from logit regression are reported. Robust standard errors are in parenthesis. Each regression includes 4-digit industry controls. Due to confidentiality, some variables are combined (collapsed together). A one period lag productivity measurement is used here. The omitted categories are as follows: investment age 9+, the medium plant age category, the smallest size category, SIC=2017 (Poultry and Egg Processing). ***, **, and * represent 1, 5, and 10% significance respectively. Note: Coefficients from the logit regression are reported. Robust standard errors are in parenthesis. Each regression includes 4-digit industry controls. Due to confidentiality, some variables are combined (collapsed together). A One period lag productivity measurement is used here. The omitted categories are as follows: investment age 9+, the oldest plant age category, the smallest size category, SIC=2021 (Creamery Butter). ***, **, and * represent 1, 5, and 10% significance respectively. 
