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Charater formulae for lassial groups
P. E. Frenkel
∗
Abstrat
We give formulae relating the value χλ (g) of an irreduible harater of a las-
sial group G to entries of powers of the matrix g ∈ G. This yields a far-reahing
generalization of a result of J. L. Cisneros-Molina onerning the GL2 ase [C℄.
Introdution
The Weyl harater formula tells us how to ompute the harater χλ of an irreduible nite
dimensional representation Vλ with highest weight λ of a (omplex, semisimple, onneted)
Lie group G: ∑
σ∈W
(−1)σ zσ(λ+ρ) = χλ ·
∑
σ∈W
(−1)σ zσρ.
Here, for eah weight ℓ ∈ h∗ of the Lie algebra g of G, the exponential zℓ : H˜ → C∗ is the
orresponding multipliative harater of the preimage H˜ of a maximal torus H ≤ G in a
universal overing G˜→ G. The weight ρ ∈ h∗ is the half-sum of the positive roots, W is the
Weyl group. Note that both sides of the formula areWantisymmetri haraters of H˜ , but
χλ is well-dened as aWsymmetri harater ofH . Note also that∆ =
∑
σ∈W (−1)σ zσρ is
not identially zero, so χλ is expressed as a ratio of Laurent polynomials in the oordinates
on H˜. (We know a priori that χλ is itself a Laurent polynomial in the oordinates on H ,
but with many more terms in general than the numerator and denominator.)
The formula expresses the value of the harater χλ at a group element g ∈ G in
terms of a onjugate of the semisimple part of g in the maximal torus H , i.e., in the
ase of the lassial matrix groups, in terms of the eigenvalues of g. There are equally
expliit expressions, alled determinantal identities or Giambelli formulae [FH, Setion
A.1, formulae (A.5), (A.6) and Setion A.3℄, in terms of the elementary resp. the omplete
symmetri polynomials in the eigenvalues.
In the present paper, we onsider the onneted lassial groups and we prove variants
of the Weyl harater formula that express the value χλ (g) in many dierent, expliit
rational ways in terms of the entries of powers of the generi matrix g ∈ G. It seems likely
that these formulae provide the fastest and most straightforward way of alulating χλ(g)
for generi g.
∗
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This paper was motivated by J. L. Cisneros-Molina's paper [C℄ whose main result is
the following. Let ω 6= 0 be a linear funtion on the spae M2 of 2 × 2 matries, suh
that ω (1) = 0. For example, ω ould be one of the two o-diagonal entries. Then, for
λ = 0, 1, . . . , we have ω
(
gλ+1
)
/ω (g) = tr Sλg, the trae of the ation of g on the λ-th
symmetri power of the standard vetor representation. Our results an be onsidered as
far-reahing generalizations of this fat. In partiular, for g ∈ Mr+1, and λ = 0, 1, . . . ,
the trae tr Sλg equals the ratio of the rdimensional volumes of the two parallelepipeds
spanned in Mr+1/M1 by the images of g, g
2
, . . . , gr−1, gλ+r and of g, g2, . . . , gr−1, gr,
respetively (exept when both volumes are zero, i.e., g has a minimal polynomial of degree
< r + 1). This is a partiular ase of Corollary 1.3 below.
Our proofs are motivated by the rst of the four proofs given in [C℄, whih is due to
Jeremy Rikard.
1 General linear group
Let G = GLr+1 (C) with H = (C
∗)r+1 the maximal torus onsisting of all invertible
diagonal matries, Hom(H,C∗) = Zr+1 the weight lattie, and W = Sr+1 the Weyl group.
Write
ρ =
(
r
2
,
r − 2
2
, . . . ,
2− r
2
,
−r
2
)
for the half-sum of the positive roots. Set ρt = ρ + (t, t, . . . , t, t) for t ∈ C. For λ =
(λ0, . . . , λl) ∈ Zr+1, write zλ : H → C∗ for the orresponding multipliative harater of
the torus H , and, when λ is dominant, i.e. λ0 ≥ · · · ≥ λr, write χλ : G → C for the
harater of the irreduible representation with highest weight λ. The Weyl harater
formula ∑
σ∈W
(−1)σ zσ(λ+ρt) = χλ ·
∑
σ∈W
(−1)σ zσρt
holds with any t ∈ C. The freedom in the hoie of t omes from the entral C∗ in G.
Both sides of the formula are Wantisymmetri haraters of the innite over H˜. When
ρt ∈ Zr+1, both sides desend to H .
For ℓ ∈ Cr+1 and g ∈ G, dene
gℓ =
r⊗
i=0
gℓi ∈Mr+1 (C)⊗(r+1) .
This is multi-valued, it depends on a hoie of the value of log g ∈ glr+1 (C). When
ℓ ∈ Zr+1, it is single-valued. When ℓ ∈ Zr+1≥0 , we may allow g ∈ Mr+1 (C) rather than
g ∈ G.
We have ∑
σ∈W
(−1)σ gσℓ =
r∧
i=0
gℓi ∈Mr+1 (C)∧(r+1) .
Theorem 1.1 Let λ = (λ0 ≥ · · · ≥ λr) ∈ Zr+1 and g ∈ GLr+1 (C). Then, for any t ∈ C,∑
σ∈W
(−1)σ gσ(λ+ρt) = χλ (g) ·
∑
σ∈W
(−1)σ gσρt ;
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equivalently,
r∧
i=0
gλi+r/2−i+t = χλ (g) ·
r∧
i=0
gr/2−i+t,
where the powers are dened using any (but always the same) value of log g. When ρt ∈
Zr+1, the powers are single-valued. In partiular, for t = r/2, we get
r∧
i=0
gλi+r−i = χλ (g) ·
r∧
i=0
gr−i.
When ρt and λ are both in Z
r+1
≥0 , we may allow g ∈Mr+1 (C).
Proof. The set of diagonalizable invertible matries is dense inMr+1 (C), so we may assume
that g is suh. The statement of the theorem is invariant under onjugation, so we may
assume that g = diag (z0, . . . , zr) ∈ H . Then
∑
σ∈W
(−1)σ gσℓ =
r∧
i=0
gℓi =
∣∣zℓij ∣∣ ·
r∧
j=0
ejj,
where ejj is the diagonal matrix with a single 1 at the j-th position. The theorem now
follows from the Weyl harater formula. 
Corollary 1.2 Let Ω be an alternating (r + 1)linear form on the spae Mr+1 (C). Then,
for λ = (λ0 ≥ · · · ≥ λr) ∈ Zr+1, we have
Ω
(
gλ0+r, gλ1+r−1, . . . , gλr
)
= χλ (g) · Ω
(
gr, gr−1, . . . , 1
)
.
To express χλ(g) as a rational funtion in entries of powers of g, we must hoose Ω suh
that the right hand side is not identially zero. For example, Ω(g0, . . . , gr) ould be the
determinant of the matrix formed by the diagonals, or by the rst rows, et. of the argument
matries. To alulate χλ(g) for a numerially given g, we need to hoose Ω suh that
Ω(gr, gr−1, . . . , 1) 6= 0. This is possible if and only if ∧ri=0 gr−i 6= 0, i.e., the minimal
polynomial of g is its harateristi polynomial. When g has a minimal polynomial of
lower degree, we an use l'Hospital's rule.
Corollary 1.3 Let ω be an alternating rlinear form on the spae Mr+1 (C) suh that ω
vanishes if an argument is 1. Then, for λ as above and with λr = 0, we have
ω
(
gλ0+r, gλ1+r−1, . . . , gλr−1
)
= χλ (g) · ω
(
gr, gr−1, . . . , g
)
.
To express χλ(g) as a rational funtion in entries of powers of g, we must hoose ω suh
that the right hand side is not identially zero. For example, ω(g0, . . . , gr−1) ould be the
determinant of the r × r matrix formed by the trunated (i.e., leftmost entry omitted)
rst rows of the argument matries. To alulate χλ(g) for a numerially given g, we need
to hoose ω suh that ω(gr, gr−1, . . . , g) 6= 0. This is possible if and only if the minimal
polynomial of g is its harateristi polynomial.
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Corollary 1.3, for r = 1, is the result of J. L. Cisneros-Molina's paper [C℄ mentioned in
the Introdution.
To derive Corollary 1.3 from Corollary 1.2, simply set Ω = dω, dened as usual by
Ω (g0, . . . , gr) =
r∑
i=0
(−1)i ω (g0, . . . , gi−1, gi+1, . . . , gr) .
Then Ω (g0, . . . , gr−1, 1) = (−1)r ω (g0, . . . , gr−1) and Corollary 1.3 follows.
2 Speial linear group
LetG = SLr+1 (C) withH ≃ (C∗)r the maximal torus onsisting of all unimodular diagonal
matries, Hom (H,C∗) = Zr+1/Z the weight lattie, and W = Sr+1 the Weyl group. Write
ρ = (r, r − 1, . . . , 0) + Z · (1, . . . , 1) ∈ Zr+1/Z for the half-sum of the positive roots. When
λ = (λ0, . . . , λr) ∈ Zr+1/Z, write zλ : H → C∗ for the orresponding multipliative
harater of the torus H , and, when λ is dominant, write χλ : G→ C for the harater of
the irreduible representation with highest weight λ. The Weyl harater formula is valid
as stated in the introdution. Both sides are Wantisymmetri haraters of H .
For ℓ ∈ Zr+1/Z and g ∈ G, the antisymmetri tensor
r∧
i=0
gℓi ∈Mr+1 (C)∧(r+1)
is well dened beause either g has a minimal polynomial of degree < r+ 1, in whih ase
the algebra C[g] has dimension < r+1 and the antisymmetri tensor above is zero, or else
g has its harateristi polynomial as minimal polynomial, in whih ase dimC[g] = r + 1
and multipliation by g on it has determinant det g = 1, so the tensor is independent of
the hosen representative of ℓ.
Theorem 2.1 Let λ = (λ0 ≥ · · · ≥ λr)+Z · (1, . . . , 1) ∈ Zr+1/Z and g ∈ SLr+1 (C). Then
r∧
i=0
gℓi = χλ (g) ·
r∧
i=0
gr−i,
where ℓi = λi + r − i.
Proof. The theorem trivially follows from Theorem 1.1. 
3 Odd speial orthogonal group
Let G = SO2r+1 (C) be the onneted group preserving the quadrati form
x1y1 + · · ·+ xryr + z2.
We take the maximal torus H = (C∗)r onsisting of all speial orthogonal diagonal
matries diag
(
z1, z
−1
1 , . . . , zr, z
−1
r , 1
)
. In the weight lattie Hom (H,C∗) = Zr, we take
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λ = (λ1, . . . , λr) to orrespond to the monomial z
λ =
∏
z
λj
j . The Weyl group W is the
semidiret produt of Sr and Z
r
2 . Write ρ = (r − 1/2, r − 3/2, . . . , 3/2, 1/2) for the half-
sum of the positive roots. The Weyl harater formula is valid as stated in the introdution.
Both sides are Wantisymmetri haraters of the double over H˜ .
For ℓ ∈ (Z+ 1
2
)r
and g ∈ G, dene
gℓ =
r⊗
i=1
gℓi ∈M2r (C)⊗r .
This is multi-valued, it depends on a hoie of
√
g. We have
∑
σ∈W
(−1)σ gσℓ =
r∧
i=1
(
gℓi − g−ℓi) ∈M2r (C)∧r .
Theorem 3.1 Let λ = (λ1 ≥ · · · ≥ λr) ∈ Zr≥0 and g ∈ SO2r+1 (C). Then
∑
σ∈W
(−1)σ gσℓ = χλ (g) ·
∑
σ∈W
(−1)σ gσρ;
equivalently,
r∧
i=1
(
gℓi − g−ℓi) = χλ (g) ·
r∧
i=1
(
gr+1/2−i − g−(r+1/2−i)) ,
where ℓ = λ+ρ, i.e. ℓi = λi+ r+1/2− i, and the powers are dened using any, but always
the same value of
√
g ∈ SO2r+1 (C).
Proof. The set of diagonalizable matries is dense in G, so we may assume that
√
g is suh.
The statement of theorem is invariant under onjugation, so we may assume that
√
g = diag
(
z
1/2
1 , z
−1/2
1 , . . . , z
1/2
r , z
−1/2
r , 1
)
∈ H.
Then ∑
σ∈W
(−1)σ gσℓ =
r∧
i=1
(
gℓi − g−ℓi) = ∣∣zℓij − z−ℓij ∣∣ ·
r∧
j=1
(ejj − fjj) ,
where ejj resp. fjj is the diagonal matrix with a single 1 at the position orresponding to
the xj resp. yj oordinate. The theorem now follows from the Weyl harater formula. 
4 Sympleti group
Let G = Sp2r (C) be the group preserving the skew bilinear form
∑r
i=1 (x
′
iy
′′
i − y′ix′′i ) on
C2r. We take the maximal torus H = (C∗)r onsisting of all sympleti diagonal matries
diag
(
z1, z
−1
1 , . . . , zr, z
−1
r
)
. In the weight lattie Hom (H,C∗) = Zr, we take λ = (λ1, . . . , λr)
to orrespond to the monomial zλ =
∏
z
λj
j . The Weyl group W is the semidiret produt
of Sr and Z
r
2 . Write ρ = (r, r − 1, . . . , 1) for the half-sum of the positive roots. The Weyl
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harater formula is valid as stated in the introdution. Both sides are Wantisymmetri
haraters of H .
For ℓ ∈ Zr and g ∈ G, dene
gℓ =
r⊗
i=1
gℓi ∈M2r (C)⊗r .
Then ∑
σ∈W
(−1)σ gσℓ =
r∧
i=1
(
gℓi − g−ℓi) ∈M2r (C)∧r .
Theorem 4.1 Let λ = (λ1 ≥ · · · ≥ λr) ∈ Zr≥0 and g ∈ Sp2r (C). Then
∑
σ∈W
(−1)σ gσℓ = χλ (g) ·
∑
σ∈W
(−1)σ gσρ;
equivalently,
r∧
i=1
(
gℓi − g−ℓi) = χλ (g) ·
r∧
i=1
(
gr+1−i − g−(r+1−i)) ,
where ℓ = λ+ ρ, i.e., ℓi = λi + r + 1− i.
Proof. The set of diagonalizable matries is dense in G, so we may assume that g is
suh. The statement of theorem is invariant under onjugation, so we may assume that
g = diag
(
z1, z
−1
1 , . . . , zr, z
−1
r
) ∈ H . Then
∑
σ∈W
(−1)σ gσℓ =
r∧
i=1
(
gℓi − g−ℓi) = ∣∣zℓij − z−ℓij ∣∣ ·
r∧
j=1
(ejj − fjj) ,
where ejj resp. fjj is the diagonal matrix with a single 1 at the position orresponding to
the xj resp. yj oordinate. The theorem now follows from the Weyl harater formula. 
5 Even speial orthogonal group
Let G = SO2r (C) be the onneted group preserving the quadrati form
Q = x1y1 + · · ·+ xryr.
We take the maximal torusH = (C∗)r onsisting of all speial orthogonal diagonal matries
diag
(
z1, z
−1
1 , . . . , zr, z
−1
r
)
. In the weight lattie Hom (H,C∗) = Zr, we take λ = (λ1, . . . , λr)
to orrespond to the monomial zλ =
∏
z
λj
j . The Weyl group W is the semidiret produt
of Sr and Z
r−1
2 . It ats by permuting the indies and by performing an even number of
sign hanges. Write W˜ > W for the Weyl group in the full orthogonal group O2r (C). It
is the semidiret produt of Sr and Z
r
2 . If σ ∈ W˜, we write [σ] for its image in Sr. Write
ρ = (r − 1, r − 2, . . . , 1, 0) for the half-sum of the positive roots. Write ǫ = (1, 1, . . . , 1, 1)
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so that e = ǫ + ρ = (r, r − 1, . . . , 2, 1) is regular for W˜. The Weyl harater formula is
valid as stated in the introdution. Both sides are Wantisymmetri haraters of H .
For ℓ ∈ Zr and g ∈ G, dene
gℓ =
r⊗
i=1
gℓi ∈M2r (C)⊗r .
We have
2
∑
σ∈W
(−1)σ gσℓ =
∑
σ∈W˜
(
(−1)[σ] + (−1)σ
)
gσℓ =
=
r∧
i=1
(
gℓi + g−ℓi
)
+
r∧
i=1
(
gℓi − g−ℓi) ∈M2r (C)∧r .
Note that the seond term is zero if any ℓi is zero.
Theorem 5.1 Let λ = (λ1, . . . , λr) ∈ Zr with λ1 ≥ · · · ≥ λr−1 ≥ |λr|. Set λ¯ =
(λ1, . . . , λr−1,−λr). Let g ∈ SO2r (C). Then
2
∑
σ∈W˜
(−1)[σ] gσℓ = (χλ + χλ¯) (g) ·
∑
σ∈W˜
(−1)[σ] gσρ;
equivalently,
2
r∧
i=1
(
gℓi + g−ℓi
)
= (χλ + χλ¯) (g) ·
r∧
i=1
(
gr−i + g−(r−i)
)
.
Also,
(χǫ − χǫ¯) (g) ·
∑
σ∈W˜
(−1)σ gσℓ = (χλ − χλ¯) (g) ·
∑
σ∈W˜
(−1)σ gσe;
equivalently,
√−1rPf (g − g−1) ·
r∧
i=1
(
gℓi − g−ℓi) = (χλ − χλ¯) (g) ·
r∧
i=1
(
gr+1−i − g−(r+1−i)) .
Throughout, ℓ = λ+ ρ, i.e., ℓi = λi + r − i.
Note that
(χǫ − χǫ¯) (g) =
√−1rPf (g − g−1) ,
where the sign of the Pfaan of g − g−1 ∈ so2r(C) is speied by delaring the ordered
Qorthonormal bases of the standard vetor representation C2r with determinant
(
2
√−1)r
to be of positive orientation.
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Proof. The set of diagonalizable matries is dense in G, so we may assume that g is suh.
The statement of the theorem is invariant under onjugation, so we may assume that
g = diag
(
z1, z
−1
1 , . . . , zr, z
−1
r
) ∈ H . Then
∑
σ∈W˜
(−1)[σ] gσℓ =
r∧
i=1
(
gℓi + g−ℓi
)
=
∣∣zℓij + z−ℓij ∣∣ ·
r∧
j=1
(ejj + fjj)
and ∑
σ∈W˜
(−1)σ gσℓ =
r∧
i=1
(
gℓi − g−ℓi) = ∣∣zℓij − z−ℓij ∣∣ ·
r∧
j=1
(ejj − fjj) ,
where ejj resp. fjj is the diagonal matrix with a single 1 at the position orresponding to
the xj resp. yj oordinate. The theorem now follows from the Weyl harater formula. 
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