Using data from the Health and Retirement Survey and the Assets and Health Dynamics of the Oldest Old survey, we estimate the stochastic process that determines both the distribution and dynamics of health care costs. We find that the data generating process for log health costs is well represented as the sum of a white noise process and a highly persistent AR(1) process. We also find that the innovations to this process can be modelled with a normal distribution that has been adjusted to capture the risk of catastrophic health care costs. Simulating this model, we find that in any given year 0.1% of households receive a health cost shock with a present value of at least $125,000.
Introduction
Despite nearly universal health insurance coverage, America's elderly still face the risk of catastrophic health care expenses (Crystal et al., 2000) . In response to this problem, there have been many proposals to expand the coverage provided by Medicare, America's public health insurance system for the elderly. 1 Hoping to clarify the debate on Medicare reform, numerous researchers have documented the health cost risk that older Americans face in any given year. However, this literature typically does not consider the distribution of health care expenditures over extended periods. 2 Using panel data from the Health and Retirement Survey (HRS) and the Assets and Health Dynamics of the Oldest Old (AHEAD) survey, we analyze both the distribution and dynamics of health care expenditures. This allows us to consider not only the risk of catastrophic expenses in a single year, but also the risk of moderate but persistent expenses that accumulate into a catastrophic lifetime cost.
We begin our analysis by examining the time series properties of health costs. To our knowledge, the only time series model of the health cost process from a nationally representative sample is that of Feenberg and Skinner (1994) . 3 We re-evaluate Feenberg and Skinner's results, using data that are 20 years more recent and a sample that is, in several ways, more comprehensive. We find that the autocorrelation structure of log health costs is reasonably well represented by the sum of an AR(1) component and a white noise component. The AR(1) component is quite persistent, so that health cost shocks can have a large impact on lifetime wealth. Because this sum can be rewritten as an ARMA(1,1) process, our results comport with Feenberg and Skinner's findings.
We then consider the cross-sectional distribution of health costs. Feenberg and Skinner assume that the cross section follows a lognormal distribution. Rust and Phelan (1997) argue that the right tail of the health cost distribution is better represented by a Pareto distribution.
When these two distributions have the same variance, the Pareto distribution has a fatter 1 For example, Medicare does not pay for drugs or nursing home or hospital stays over 150 days. 2 The persistence of health care costs has been considered more carefully in the literature investigating whether the elderly maintain high asset levels (Hubbard et al., 1994; Palumbo, 1999; Dynan et al., 2002) or delay retirement (Rust and Phelan, 1997; Blau and Gilleskie, 2001; French and Jones, 2003) in order to "buffer" themselves against uncertain medical expenses. 3 We are aware of two other papers that consider the persistence of health costs. Eichner et al. (1998) non-parametrically model health costs of insured individuals from a single firm. Palumbo (1999) models the persistence of health costs coming from persistence in health status. Both models are useful contributions, but neither can be used to infer the lifetime incidence of health costs for a representative sample. right tail than the lognormal, implying a higher probability of catastrophic health care costs.
Neither set of authors, however, formally tests between the two distributions.
Using the likelihood ratio test developed by Vuong (1989) , we conclude that the (truncated) lognormal and Pareto specifications fit the top decile of the health cost distribution equally well. In contrast, we find that the lognormal does a much better job of fitting the entire distribution. The lognormal distribution that best fits the overall cross section (in log-likelihood terms), however, understates the right tail of the distribution, and thus understates the risk of a catastrophic health cost shock. To address this problem, we construct the "fitted" lognormal distribution, which matches exactly the mean and the 99.5th percentile of the empirical distribution. This model fits the upper, catastrophic, portion of the health cost distribution much more closely than the standard lognormal model. To complete our model of the stochastic process for health care costs, we need the distribution of log health cost innovations. Because the sum of an AR(1) and a white noise process is not a Markov process, we cannot use our time series model to back out an empirical distribution of log health cost innovations. We can, however, infer the innovation distribution from the cross-sectional distribution: if the innovations in our time series model follow a normal distribution, the cross-sectional distribution will follow a normal distribution as well. This allows us to estimate a complete model, by finding the Gaussian time series model that best matches the autocorrelation structure of log health costs and the mean and 99.5th percentile of health costs themselves. Using this model to simulate health cost histories, we find that in any given year 0.1% of households receive a health cost shock that exceeds $125,000 in present value. This is considerably more risk than is generated by the models of Feenberg and Skinner (1994) and Hubbard et al. (1994) .
The rest of the paper is organized as follows. In Section 2, we describe the health cost data contained in the HRS and AHEAD surveys. In Section 3, we examine the correlation of health care costs across time, and in Section 4, we examine the cross-sectional distribution. In Section 5, we estimate lifetime health cost risk by simulating our preferred health cost model.
We conclude in Section 6. Additional results and discussion, including technical appendices, can be found in a companion paper that is available on line. 4 
Data
We use data from the HRS and AHEAD surveys. Because the HRS and the AHEAD data are collected by the same researchers at the University of Michigan, the two data sets have similar sample designs, allowing us to merge them together. The HRS is a sample of non-institutionalized individuals, aged 51-61 in 1992, and their spouses. A total of 12,652 individuals in 7,608 households were interviewed in 1992. These individuals were interviewed again in 1994, 1996, 1998, and 2000. The AHEAD is a sample of non-institutionalized individuals, aged 70 or older in 1993. A total of 8,222 individuals in 6,047 households were interviewed for the AHEAD survey in 1993. These individuals were interviewed again in 1995, 1998, and 2000. Because the health insurance and health cost data are incomplete in wave 1 of both datasets, we use waves 2 through 5 in the analyses below. Table 1 presents means and standard deviations of variables that measure health care costs, health insurance coverage, health care utilization, and demographic features. All of these variables are measured at the household level. To annualize the data, we divide the health cost and health care utilization measures by the number of years since the individual was last interviewed, which is, on average, two.
Virtually all Americans aged 65 and older are eligible for insurance through the government's Medicare program. We therefore split the sample between those younger than 65 and those older than 65. Note that after age 65 nearly everyone has some form of insurance, although the fraction of individuals with employer-provided coverage falls, as many workers lose their employer-provided coverage when they leave their job. The other major form of publicly-provided health insurance is Medicaid, which is available to individuals with low income and very few assets. Those who report not having any insurance are assigned to the "none" category.
The variable of interest in this study is the total amount of health care costs paid by the household. Health care costs are the sum of what the household spends on insurance premia, drug costs, and costs for hospital, nursing home care, doctor visits, dental visits, and outpatient care. 5 
The Persistence of Health Care Costs
We begin our analysis by estimating the autocorrelation structure of log health costs.
Feenberg and Skinner (1994) find that the autocorrelation structure is well represented by an ARMA(1,1) process. To re-examine their findings, we evaluate several time series models with a commonly-used error components methodology. 7 This approach works well with short panels and it requires no distributional assumptions.
We estimate the following error components model:
where X ′ it β is the expectation of health costs conditional on the vector X it , and R it is the residual, which can be decomposed into: f i , a permanent person-specific component; a it , an autoregressive component; and u it , a moving average component. Note that t denotes a two-year period.
The estimation procedure has two stages. In the first stage, we estimate the parameter vector β in equation (1) by regressing log health costs on the demographic and health insurance variables that households can use to forecast future health costs. 8 Table 2 presents the parameter estimates. We use the OLS estimates throughout the paper, but the GLS estimates are very similar. 9 Of particular interest is the coefficient on log income of 0.179. Households have some control over the quality of care they receive; ideally, the variation induced by this choice should be omitted from our measure of health cost risk. 10 Most of the remaining parameter 7 See Abowd and Card (1989) and Pischke (1995) for similar approaches. 8 In all the analyses that follow, health care costs below $250 (including reports of no expenditures) were recoded to $250. One alternative bottom-coding scheme is employed by Hubbard et al. (1994) , who drop zero-cost observations, but recode none of the others. Applying their rule would lead us to drop about 10% of our observations. 9 The GLS estimates account for the correlation of observations using the empirical covariance matrix in Table 3 . Both OLS and GLS standard errors account for the correlation of observations. 10 Conversely, to the extent that income or health insurance coverage are driven by health costs, our estimates of β and health cost risk could be inconsistent.
estimates are of the expected sign. The one surprising finding is that those with no health insurance have lower health care costs than those with employer-provided insurance, even though our estimates exclude employer expenditures, which average over $2,700 per employee (Employee Benefit Research Institute, 1999). As French and Kamboj (2002) show, one reason for this is that those with employer-provided insurance are more likely to obtain health care services. Households receiving Medicaid spend significantly less. Given that the government provides Medicaid for free to those with low income and assets, this is hardly surprising. In the second stage of the estimation procedure, we estimate the covariance matrix of the residuals from the first step regression, and fit to it the model described in equations (2)−(4).
OLS
For tractability, we assume that a it is a stationary process (|ρ| < 1 and ǫ it is homoskedastic)
and that the components in equations (1)−(4) are mutually orthogonal. We also assume that the person-specific effect f i is unchanging over time, so that:
We allow for heteroskedasticity, however, in the innovation to the MA(1) component:
The variances and autocovariances implied by the model are: Table 3 shows the empirical covariance matrix. Autocovariances appear below the diagonal of this matrix, variances appear along the diagonal, and autocorrelations appear above it. Because the data are unbalanced, Using a minimum distance estimator, we fit several variants of the error components model to this covariance matrix. Details of the estimation procedure are in the companion paper. Table 4 shows parameter estimates and values of the overidentification test statistic. 11 When the model is true, this statistic will converge to a χ 2 distribution, with degrees of freedom equal to the number of moment conditions less the number of parameters.
The first column of Table 4 shows the results for a simple stationary AR(1) model, where
This model is overwhelmingly rejected by the data; the overidentification test statistic is 394.9, with a p-value of 0. The reason for this failure can be seen in Table 3 , which shows that while there is a large decline from the variance to the first autocovariance, the decline between the first and second (and between the second and third) autocovariances is much smaller. An AR (1) The above reasoning suggests adding a moving average component to the AR(1) model.
We begin with the simplest case, setting φ = 0, so that the moving average component is white noise, and assuming that this white noise component is homoskedastic across waves:
The sum of these two processes can be rewritten as the ARMA(1,1) process studied by Feenberg and Skinner. 12 Estimates for this model are reported in the second column of Table 4 . The overidentification test statistic is 18.1, implying a considerably better fit than the AR(1). Given that we have only 7 degrees of freedom, however, the model is still rejected, with a p-value of 0.012.
A common error components model of wages (see Abowd and Card, 1989 , for example) includes a permanent person-specific effect, f i , and allows the moving average component of wages to follow an MA(1) process instead of white noise. Columns 3 and 4 of Table 4 show the effects of these two changes. These models fit the data better than the AR(1) with white noise, 13 although they are still rejected at the 10% level.
Allowing for heteroskedasticity in ψ it across waves also improves goodness of fit. Such heteroskedasticity could reflect the wave-to-wave variation that exists in the survey questions used to generate the health cost measure. Results from this model are shown in column 5
of Table 4 . 14 Given that the empirical variance of health costs changes significantly from wave to wave, allowing for heteroskedasticity significantly improves the fit; the χ 2 statistic falls to 7. For the exercises in Section 5 below, we use the AR(1)-plus-homoskedastic white noise time series model. Although the heteroskedastic models provide better fits, much of this heteroskedasticity likely reflects wave-specific differences in the wording of questions, rather than changing health cost risk over time. The homoskedastic model is also more parsimonious, and is more easily compared to other studies. Fortunately, the parameters ρ, σ 2 a , and σ 2 ut seem reasonably stable across models 2, 4, 5 and 6, so that all of the models have similar time series implications.
12 See Hamilton (1994, p. 393) for a derivation. 13 In both cases, moving from the AR(1)-plus-homoskedastic white noise model (model 2) to the more general model (model 3 or 4) reduces the χ 2 statistic by 7.2. Under the null that model 2 is correct, these decreases in χ 2 statistics are both distributed χ 2 (1) (as models 3 and 4 both have one more parameter than model 2), so that the observed decrease of 7.2 has a p-value of 0.007.
14 The reported estimates and standard errors for σ 
Cross-Sectional Distribution
For the risk-averse, the possibility of catastrophic health care costs may be a matter of great concern. This means that when modelling the cross-sectional distribution of health care costs, special attention must be given to fitting the far right tail. Moreover, even if one prefers a nonparametric approach, the scarce data of the upper tail might require employing a parametric model. We thus proceed in two steps, considering first the upper tail, and then the entire distribution.
The Upper Tail
Previous studies have identified two statistical models for the upper tail of the health cost distribution. Feenberg and Skinner (1994) use the lognormal distribution. This implies that the conditional density function for large health costs, f (.), is
where Φ and φ are the standard normal cdf and pdf, respectively; µ and σ are the mean and standard deviation of the untruncated distribution; and hc L is the truncation point used to define the upper tail. Rust and Phelan (1997) use the Pareto distribution, which has the
A change of variables shows that if hc has a Pareto distribution, its logarithm has an exponential distribution:
The two models can be compared formally with the likelihood ratio test developed by Vuong (1989) and extended by Rivers and Vuong (2002) . Consider a sample of log health
and L N ( γ N ) denote the maximized sample log-likelihoods for the truncated normal and exponential models, respectively. Suppose that
, the mean log-likelihood difference. Since the two models in question are strictly non-nested, it follows from Vuong (Theorem 5.1) and Rivers and Vuong (Theorems 1 and 3) that the adjusted statistic
will converge in distribution to a standard normal variable if the two models are equivalent.
On the other hand, if the truncated normal model better represents the data generating process for log health costs, D N will converge to infinity and the estimated p-value will converge to 0; if the exponential model is better, D N will converge to negative infinity and the p-value to 1.
To perform the Vuong test, we treat our panel of health cost data as a single cross section. 16 To account for the effects of age, gender, marital status, income, wave, and health insurance type, we repeat the linear regression shown in Table 2 , compute the residuals, and add back the mean. 17 The first column of Table 5 16 Although a household's health care costs are correlated across waves, we can calculate the likelihood values as if the observations were independent-the Vuong test is valid even if both of the competing models are misspecified. The variance estimate ω 2 N must be calculated, however, in a way that captures this correlation; see the companion paper for details. 17 We also controlled for the conditioning variables by breaking the data into cells by age, marital status, and health insurance type and repeating the analysis of this section for each cell. The companion paper contains these detailed results, which are qualitatively similar to the results presented here.
Recall that the wave 5 data may do a better job of capturing nursing home costs, which could skew the health cost distribution to the right. We therefore repeat the conditioning regression (with wave variables omitted) and the estimation with the wave 5 data alone. Perhaps not surprisingly, the second column of Table 5 shows that the fatter-tailed exponential model better fits the wave 5 data, although the difference is not significant at standard levels.
The Entire Cross Section
Although the Pareto and lognormal models fit the upper tail of the empirical health cost distribution equally well, the overall cross section allows us to discriminate between the two. This conclusion is reinforced by the first four columns of Table 6 , which show that the "standard" Pareto distribution, the one estimated on the entire cross section (with hc L set to the sample minimum), is markedly inferior to the "standard" lognormal model in every dimension. Even if we could somehow extend a Pareto model of the top decile to the entire health cost distribution, we would have difficulty incorporating it into the time series models estimated in section 3. 18 While a stationary ARMA process with normal innovations (that is common across households) will generate a normally-distributed cross section, to our knowledge there is no closed-form innovation distribution for log health costs that generates an exponential cross section. These concerns lead us to abandon the Pareto as a model of the overall cross section.
But even though the lognormal model fits the overall distribution fairly well, as shown in Figure 1 , it does not fit the right tail very well. As the graph of the top decile displayed in Figure 2 shows, the standard lognormal model significantly understates the right tail, and thus understates the possibility of catastrophic health costs. In contrast, the truncated lognormal and truncated Pareto models fit the upper tail almost perfectly. This concern leads us to an alternative estimator. We find the mean and variance of the lognormal distribution that matches both the mean and 99.5th percentile of health costs. In 18 Although Rust and Phelan (1997) fit a Pareto distribution to the upper tail of their data, they use a discrete approximation to model the rest of the distribution. Because they assume health care costs are independent across time, this bifurcated model does not restrict their structural estimation. particular, we pick values µ and σ 2 such that
Φ ln hc 0.995 − µ σ = 0.995,
where E(hc) and hc 0.995 are the mean and the 99.5th percentile of the empirical cross section. Table 6 shows the parameters of this "fitted" distribution, along with the parameters of the standard lognormal distribution, and standard errors for both sets of estimates. Figure 2 shows that in addition to replicating average health costs, this fitted specification fits the far upper tail of the data distribution fairly well. As Figure 1 shows, one weakness of this specification is that it can provide a poor fit of the distribution's lower tail. In practical terms, this is a relatively minor cost; at the lower tail of the distribution, large differences in logged health costs lead to relatively small changes in health costs themselves.
Still more comparisons can be found in Table 6 . The first row of Table 6 shows that the fitted distribution better fits the upper decile than the standard lognormal. The sixth and seventh rows compare the two models' predictions of mean health care costs and the 99.5th percentile.
While the fitted model matches these two statistics by construction, the standard lognormal model often misses by a large margin. 19 For the full sample, the standard lognormal implies a 99.5th percentile that is half of what is seen in the data. 20 A good model of the health cost distribution should be able to accurately measure the welfare losses associated with health cost uncertainty. We therefore conduct a simple numerical experiment, where we estimate the welfare loss that a household with certain health costs would experience if its health costs became uncertain. Assuming that lifetime utility is given by V (A − hc), where V (.) is a value function and A is assets, we compute welfare losses by comparing E(V (A − hc)) to V (A − E(hc)), using three different health cost distributions: the empirical cross section; the standard lognormal; and the fitted lognormal. The results of the experiment, which we describe in some detail in the companion paper, show that while the fitted lognormal model and the empirical distribution generate similar welfare losses, the welfare losses generated by the standard lognormal are much smaller. By understating the risk of a catastrophic shock, the standard lognormal model understates the welfare cost of health care uncertainty.
Finally, it is useful to compare the parameter estimates in Table 6 to the lognormal estimates for the top decile shown in Table 5 . The lognormal parameters estimated for the top decile are quite different from the lognormal parameters estimated for the full distribution, and are unlikely to fit the overall distribution very well. For example, the lognormal parameters shown on the first column of Table 5 imply that mean health care costs are less than one cent. All of these factors suggest that in terms of simultaneously matching both the overall distribution and its upper tail, the fitted lognormal provides the best approximation.
Lifetime Health Cost Risk

The Annual Stochastic Process
The stochastic process for log health costs can be found by combining the time series model estimated in Section 3 with a model for the distribution of log health cost innovations.
Unfortunately, the error components model that we estimate does not allow us to back out an empirical distribution of log health cost innovations, because the sum of an AR(1) and an MA process is not a Markov process. On the other hand, the lognormal model in Section 4 implies that the innovations are normal: if log health costs are normally distributed in the cross-section and follow a stationary ARMA process, then the innovations to that process must be normally distributed. 21 Therefore, our preferred model of the health cost process combines the AR(1)-plus-homoskedastic white noise time series model (discussed in Section 3) with the fitted lognormal approximation of the cross section (discussed in Section 4).
An important limitation of this model is that the health cost data which it fits consist of two-year averages. In order to make our results comparable to other papers, we fit an annual model of log health costs to the data, using the Method of Simulated Moments. By simulating a large number of health cost histories at a one-year frequency and aggregating them into two-year data, we can find the summary statistics for two-year data implied by any set of one-year parameters. We estimate the model by finding the parameter values that come closest to replicating the mean and 99.5th percentile of health costs (as in Section 4), and the first three autocorrelations of the log health cost residuals, found in the HRS/AHEAD data. Details of our approach are in the companion paper. This "fitted lognormal" model is analogous to the fitted lognormal model derived above. We also estimate a one-year analog to the standard lognormal model, where we match mean log health costs and the variance and first three autocovariances of the log health cost residuals. Comparing the two models gives a sense of how failing to match the upper tail may lead to an understatement of health cost risk. Table 7 presents estimates of the annual health cost process for the entire data set. As 21 More generally, if households share a common stationary and ergodic health cost process, the unconditional health cost distribution for an individual household must equal the cross-sectional distribution across the population. A rigorous discussion of the necessary conditions for a stationary cross-sectional distribution can be found in Stokey and Lucas (1989) . (Although the discussion there is couched in terms of Markov processes, one can derive stationary cross-sectional distributions for each component of our model, and then consider the sum.) with the two-year data, the fitted estimates contain a much higher level of variance than the standard estimates. The last column of Table 7 whereas we use an unbalanced panel. Given that a major reason for attrition is death, and those who die likely have higher medical expenses, Feenberg and Skinner likely underestimate the variance of health care costs. In contrast, the HRS/AHEAD survey utilizes follow-up interviews of the deceased's survivors to obtain information on those who die. 24 Third, their sample consists only of individuals whose health care costs are high enough to be itemized on their income tax returns. The adjustments they make for truncation might not recover all of the underlying variance. Alternatively, the tax data could be less noisy than standard survey data. Note that their estimate of σ 2 u is much smaller than ours, and if measurement error is transitory, datasets with less measurement error will have lower values of σ 2 u .
22 The overidentification statistics for the fitted and standard lognormal models should be compared to each other and to the Table 4 statistics with some care, as they are calculated with different moment conditions. 23 We decompose Feenberg and Skinner's ARMA(1,1) process into AR(1) and white noise components by utilizing the discussion in Hamilton (1994, p. 393) . Neither Feenberg and Skinner or Hubbard et al. calculate the analog to µ. In the simulations below, we set µ so that the latter two models generate the same mean health costs as our fitted model.
24 When restricting our sample to those who have non-missing health care costs in all waves, the variance of health costs drops by 10% and the 99.5th percentile drops by 6%. 
Lifetime Health Cost Risk
Using the stochastic processes described in Table 7 , we can estimate the lifetime health cost risk that households face. In particular, we simulate 30-year health cost sequences for 1 million households. Each household begins at age 64 with a draw of a i64 from its invariant distribution and then realizes a 30-year sequence of innovations, {ǫ it , u it } 94 t=65 . Adding µ to these sequences of shocks and exponentiating yields a health cost history for each individual. 26 To measure lifetime health care costs, we discount this sequence back to age 65, using an annual interest rate of 3% and age-(but not health-or health cost-) specific mortality adjustments. Holding all other variables fixed, we then recompute the sequence with one or both of the age-65 innovations, (ǫ i65 , u i65 ), set to zero. The differences between the various discounted sequences give the lifetime effects of the age-65 innovations. Table 8 shows the effects of the age-65 innovations on age-65 and lifetime health care costs. The first column of Table 8 shows results for the standard lognormal model, while the second column shows results for the fitted lognormal model. When the AR(1) and white noise innovations are considered together, the fitted lognormal implies that the lifetime cost variation induced by the age-65 shocks has a standard deviation of $12,870. This is considerably larger than the standard deviation of the age-65 variation, $7,990, indicating that persistence in health care costs is important. Moreover, the variation induced by the AR(1) innovation, ǫ i65 , has a lifetime standard deviation of $10,440 and an age-65 standard 26 To restore the age effects that have been removed from the stochastic processes in Table 7 , we let µ vary by age, using the coefficients given in Table 2 . We have not attempted to account for other differences within or across individuals. deviation of $2,840. Although transitory shocks generate most of the cross-sectional and short-term variance, it is the persistent shocks (reflecting chronic conditions) that generate most of the lifetime health cost risk. Turning to catastrophic shocks, we find that under our fitted lognormal model, 1% of the population will receive an age-65 shock to lifetime health costs of at least $43,500, and 0.1% will receive a shock of at least $124,700. This is much more risk than is implied by the standard lognormal model. Lastly, we compute the total increase in lifetime health care costs associated with a $1 increase in health care costs at age 65. For each simulated household we divide the change in lifetime costs generated by ǫ i65 + u i65 by the change in age-65 costs caused by the same two shocks. Taking the median of this ratio, we find that a $1 shock to current health care costs leads to somewhere between $1.55 and $1.61 of total lifetime health care costs. Using
HRS
Feenberg and Skinner's parameter values and our methodology, we find that a $1 health cost shock today leads to $3.01 of lifetime health costs. 27 Using Hubbard et al.'s parameter values, the corresponding figure is $3.82. Given that our estimates attribute a much smaller fraction of the variance to the autoregressive component, it is not surprising that health cost shocks have less persistent effects in our model.
Conclusion
Using data from the Health and Retirement Survey and the Assets and Health Dynamics of the Oldest Old survey, this paper presents estimates of the stochastic process that determines the distribution and dynamics of health care costs. We find that the data generating process for log health costs is well represented as the sum of an AR(1) and a white noise process. We also find that the innovations to the log health cost process can be modelled with a normal distribution. However, the variance of this innovation distribution and the mean for the overall process should be adjusted so that the model matches the mean and the 99.5th percentile of the empirical health cost distribution. This fitted lognormal distribution matches the right tail of the health cost distribution much better than the standard lognormal model, which understates the probability of catastrophic health costs. Simulating this fitted distribution reveals significant catastrophic health cost risk: in any given year 0.1% of households suffer a shock that costs at least $125,000 over their lifetimes. The risk implied by our model is considerably more than is implied by previous estimates.
We conclude by pointing out six caveats to our analysis. First, to the extent that our data suffer from classical measurement error, our estimates will overstate the transitory variation in health care costs. Second, because the initial sample excluded those who were in nursing homes, we may be understating health care costs from this source, leading us to underestimate both the level and variability of health care costs. The third problem is that the quantity of health care services consumed is, to some extent, a choice. This means that households can reduce their health care costs by reducing the amount of medical services they consume. Fourth, low income, low wealth households have access to Medicaid, making health care services very inexpensive. While we have conditioned our estimates on several factors, including income and health insurance type, we might not have completely removed these two effects. Fifth, those with high health care costs often die shortly after their health cost shock. Because they die so soon, people who suffer from massive health cost shocks face less risk of being financially destitute (Pauly, 1990) . Finally, we have assumed that health costs have no effect on income. However, it is likely to be the case that many of the shocks that affect a household's health care costs also affect its members' ability and/or willingness to work.
