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Abstract
In this paper we study a two-phase one-dimensional free boundary problem for parabolic equation,
arising from a mathematical model for Bingham-like fluids with visco-elastic core presented in [L. Fusi,
A. Farina, A mathematical model for Bingham-like fluids with visco-elastic core, Z. Angew. Math. Phys. 55
(2004) 826–847]. The main feature of this problem consists in the very peculiar structure of the free bound-
ary condition, not allowing to use classical tools to prove well posedness. Local existence is proved using
a fixed point argument based on Schauder’s theorem. Uniqueness is proved using a non-standard technique
based on a weak formulation of the problem.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
The classical Bingham fluid model (or visco-plastic fluid model) is a constitutive model ac-
cording to which the material behaves like rigid solid if the applied stress is below a certain
threshold (usually called yield stress and denoted by τo) and as linear viscous fluid if the stress
exceeds that threshold (see [2,5]). Drilling muds, waxy crude oils, coal water slurries, toothpaste
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model.
Even though in some practical cases the Bingham model describes in a satisfactory way the
behaviour of certain materials, we remark that considering the solid part as a “rigid” body is not
correct and must be seen as a limit case. In other words, we can never have a rigid–fluid transi-
tion. For this reason, in previous papers [11,12] we have extended the classical Bingham model
allowing deformability below the threshold. In particular, in [11] we have modeled the “non-
fluid” part as a non-linear elastic material, whereas in [12] as a visco-elastic upper convected
Maxwell fluid.
The practical interest in models which account for the deformability of the material in its
“non-fluid” phase, comes from the need of studying, both theoretically and experimentally, the
effects on the flow caused by the deformations of the “solid phase.” Such a phenomenon may
be, for instance, extremely important in the pipeline flow of waxy crude oils. Indeed, waves
can develop at the interface between the “solid phase” and the “liquid phase,” influencing, for
instance, wax deposition on the pipelines walls.
The mathematical problems emerging from the models presented in [11,12] are free boundary
problems that present a very peculiar coupling between a hyperbolic and a parabolic equation,
with non-standard free boundary conditions.
In this paper we focus on the analytical study of a problem (problem (3) defined in Section 2.2)
arising from a simplified version of the model generally described in [12]. Such a problem be-
longs to the broad class of two-phase 1D free boundary problems for the heat equation, but, to
the authors’ knowledge, is new1 since it presents a peculiar characteristic: the datum on the free
boundary s(t) is not prescribed. In other words, if u and v denote the problem unknown functions
on the left and right side of the free boundary we only know that u(s, t) = v(s, t).
The problem, however, is not ill posed, but to prove existence and uniqueness is not trivial.
In particular, existence of a classical solution (Section 3) is proved using a fixed point argument
based on Schauder’s theorem while uniqueness (Section 4) using a non-standard technique based
on a weak formulation.
The paper develops as follows: after this introduction we report in Section 2.1 the general
mathematical problem and its dimensionless formulation. We then focus on the simplifications
that allow to reduce the general problem to the free boundary problem studied in this paper. The
latter will be illustrated in Section 2.2 and Sections 3 and 4 are devoted to the analytical study.
2. Description of the problem
We refer here to the general 3D model discussed [12]. According to such a model, developed
in the context of the multiple natural configurations theory (see [18]), we assume that the body is
divided into two domains by a sharp interface whose evolution is not a priori known. We suppose
that in one region the material behaves like a linear viscous incompressible fluid, whereas in
the other like a visco-elastic upper convected Maxwell fluid (see [17]). The transition between
the viscous and the visco-elastic behavior is governed by a parameter, that we call “transition
parameter,” related to the mechanical energy and the dissipation rate. If the “transition parameter”
exceeds a certain threshold, tied to the yield stress τo, the continuum behaves as a viscous fluid,
otherwise a visco-elastic constitutive equation applies.
1 For instance, problem (3) cannot be included in any of the two-phase free boundary problems classified in [10].
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equations relative to the simple case of a channel flow driven by a pressure gradient (Poiseuille
flow in planar geometry). The flow in the viscous domain is governed by a parabolic equation,
while in the visco-elastic domain by a hyperbolic equation with a dissipative term (telegraph
equation). We then write the problem in a dimensionless form identifying five dimensionless
characteristic numbers (denoted by χ1, . . . , χ5) whose physical meaning is illustrated in [12].
The mathematical problem, studied in this paper, is defined in Section 2.2. In particular, we
will see that such a problem is a simplification of the general model since can be derived by the
general one if some conditions on the order of magnitude of the characteristic numbers hold.
Finally, the quasi-stationary version of the problem is analyzed in Section 2.3.
2.1. The general problem for a channel flow
We assume that the fluid is confined between two parallel planes (channel flow) y = L and
y = −L and that the flow is driven by a known, constant in time, pressure gradient.
Denoting with y = ±s(t) the surfaces separating the domains where different rheological
constitutive equations applies, we assume that inside the inner part of the channel (−s(t) < y <
s(t)) the fluid behaves as a visco-elastic upper convected Maxwell fluid, whereas in s(t) < y < L
and in −L < y < s(t) as a linear viscous fluid (see [12]). Due to symmetry reasons we confine
ourselves to the upper part of the channel.
The flow is directed along the x coordinate and is a function of the spatial coordinate orthog-
onal to x, namely y, and of the time t . The velocity field ν is thus expressed by
ν =
{
v(y, t)ex, s(t) < y < L (viscous region),
u(y, t)ex, 0 < y < s(t) (visco-elastic region).
Following [12] the problem to be solved is⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
ρvt − ηvyy = fo, s(t) < y < L, t > 0,
v(y,0) = vo(y), so < y < L,
v(L, t) = 0, t > 0,
vy
(
s(t), t
)= −τo
η
, t > 0,
ρη
μ
utt + ρut − ηuyy = fo, 0 < y < s(t), t > 0,
u
(
s(t), t
)= v(s(t), t), t > 0,
μuy
(
s(t), t
)+ ρs˙ut(s(t), t)= fos˙ − τoμ
η
, t > 0,
u(y,0) = uo(y), 0 < y < so,
ut (y,0) = fo
ρ
, 0 < y < so,
uy(0, t) = 0, t > 0,
s(0) = so, 0 < so < L,
(1)
where ρ is the fluid density, η is the viscosity, fo the pressure gradient, τo the stress threshold,
μ is the elastic modulus and vo(y), uo(y) are the initial data.
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v˜ = η
foL2
v, u˜ = η
foL2
u, t˜ = t
T
, y˜ = y
L
, s˜ = s
L
,
v˜o = η
foL2
vo, u˜o = η
foL2
uo,
and the characteristic times
Tv = ρL
2
η
, Te =
√
L2ρ
μ
,
and omitting the “tildas” (1) rewrites⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
χ1vt − vyy = 1, s(t) < y < 1, t > 0,
v(y,0) = vo(y), so < y < 1,
v(1, t) = 0, t > 0,
vy
(
s(t), t
)= −χ2, t > 0,
χ3utt + χ1ut − uyy = 1, 0 < y < s(t), t > 0,
u
(
s(t), t
)= v(s(t), t), t > 0,
uy
(
s(t), t
)+ χ3s˙ut = χ4s˙ − χ2, t > 0,
u(y,0) = uo(y), 0 < y < so,
ut (y,0) = χ5, 0 < y < so,
uy(0, t) = 0, t > 0,
s(0) = so, 0 < so < 1,
(2)
where
χ1 = Tv
T
, χ2 = τo
foL
, χ3 =
(
Te
T
)2
, χ4 = η
μT
, χ5 = ηT
ρL2
are the characteristic numbers of the problem.
We remark that the above model is not a 1D flow model for two immiscible fluids separated
by an unknown surface (as the one presented in [3], for instance). In our model, the channel
is filled up by a single fluid whose rheological behavior changes according to the mechanical
energy dissipation regime.
2.2. The mathematical problem
Problem (2) is a free boundary problem involving a parabolic and a hyperbolic equation. To
prove well posedness of such a problem is not an easy task and is beyond the aim of this work.
We confine ourselves to a simplified version of (2) considering the case in which:
• χ3  1, that is Te  T .
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⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
vt − vyy = 1, s(t) < y < 1, t > 0,
v(y,0) = vo(y), so < y < 1,
v(1, t) = 0, t > 0,
vy
(
s(t), t
)= −χ2, t > 0,
ut − uyy = 1, 0 < y < s(t), t > 0,
u(y,0) = uo(y), 0 < y < so,
uy(0, t) = 0, t > 0,
u
(
s(t), t
)= v(s(t), t), t > 0,
χ4s˙ = uy
(
s(t), t
)+ χ2, t > 0,
s(0) = so, 0 < so < 1,
(3)
where χ1 has been normalized to 1 and χ4 = T 2e .
Problem (3), although similar to a two-phase free boundary problem of Stefan type, presents
the following characteristics:
(1) The values of u and v are not prescribed on the free boundary s(t). On the free boundary we
only know that u(s(t), t) = v(s(t), t).
(2) One of spatial derivatives (i.e., vy ) is known on s(t).
(3) The free boundary evolution equation (3)9 is the Stefan law but the signs are inverted.
The above peculiarities, preventing the use of the classical results of [9] or [14] for proving
existence and uniqueness, make the problem quite interesting. The rest of the paper is devoted to
its analysis.
2.3. A trivial case: The quasi-stationary approximation
Let us assume that χ1, χ3  1, that is equivalent to choosing a time scale T  max{Te, Tv}.
Problem (1) reduces to⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
−vyy = 1, s(t) < y < 1, t > 0,
v(1, t) = 0, t > 0,
vy
(
s(t), t
)= −χ2, t > 0,
−uyy = 1, 0 < y < s(t), t > 0,
uy
(
s(t), t
)= χ4s˙ − χ2, t > 0,
uy(0, t) = 0, t > 0,
u
(
s(t), t
)= v(s(t), t), t > 0,
s(0) = so, 0 < so < 1,
(4)
which is nothing but the quasi-stationary version of (3). Problem (4) is easily integrable, obtain-
ing
v(y, t) = χ2(1 − y) + 12 (s − 1)
2 − 1
2
(s − y)2, s(t) < y < 1,
u(y, t) = χ2(1 − s) + 1 (s − 1)2 + 1
(
s2 − y2), 0 < y < s(t),2 2
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s˙ + 1
χ4
s = χ2
χ4
, s(0) = so. (5)
Integrating (5) we get
s(t) = χ2 + exp
{
− t
χ4
}
(so − χ2), t > 0,
s˙(t) = − 1
χ4
exp
{
− t
χ4
}
(so − χ2), t > 0.
If χ2 < so, s(t) is a decreasing function of time with
lim
t→∞ s(t) = χ2 < so < 1.
If χ2 > so, we may have two different cases. The first is χ2 > 1. In such a situation there is a
finite time to in which the outer region s(t) < y < 1 disappears and the flow becomes a Poiseuille
flow for a linear viscous fluid. In the second case, namely χ2 < 1, the two regions persist in the
channel for every time t . In particular, if χ2 < 1, the asymptotic profile V∞(y) is
V∞(y) = χ2(1 − y) + 12 (χ2 − 1)
2 − 1
2
(χ2 − y)2, 0 < y < 1,
while, if χ2 > 1, we have the classical formula
V∞(y) = 12
(
1 − y2), 0 < y < 1.
3. Problem (3): Existence of a classical solution
In this section we shall study problem (3) under some specific assumptions for the data. We
begin by reformulating problem (3) for the new dependent variables
z(y, t) = vy(y, t) (6)
and
w(y, t) = u(y, t) − t. (7)
The inverse of (6) and (7) are
v(y, t) = −
1∫
z(ξ, t) dξ, u(y, t) = w(y, t)+ t. (8)y
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⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
zt − zyy = 0, s(t) < y < 1, t > 0,
z(y,0) = v′o(y), so < y < 1,
zy(1, t) = −1, t > 0,
z
(
s(t), t
)= −χ2, t > 0,
wt − wyy = 0, 0 < y < s(t), t > 0,
w(y,0) = uo(y), 0 < y < so,
wy(0, t) = 0, t > 0,
w
(
s(t), t
)= − 1∫
s(t)
z(ξ, t) dξ − t, t > 0,
wy
(
s(t), t
)= χ4s˙ − χ2, t > 0,
s(0) = so, 0 < so < 1.
(9)
We notice that assuming enough regularity problems (3) and (9) are equivalent.
We begin the analysis of problem (9) by giving an integral formulation for the free boundary
evolution equation. Then we shall prove the local existence of a classical solution.
3.1. Basic definitions and integral formulation of the free boundary equation
Let us define
DIs,t =
{
(y, τ ): 0 < y < s(τ), 0 < τ < t
}
,
DIIs,t =
{
(y, τ ): s(τ ) < y < 1, 0 < τ < t
}
,
corresponding to the visco-elastic and viscous domain, respectively.
We give the following
Definition 1. A triple (w(y, t), z(y, t), s(t)) is called a classical solution of problem (9) in the
time interval (0, T ), T > 0, if:
(i) s(t) is positive in [0, T ) and belongs to C1[0, T ].
(ii) w(y, t) ∈ C2,1(DIs,T ) ∩C1,0(DIs,t ).
(iii) z(y, t) ∈ C2,1(DIIs,T ) ∩C1,0(DIIs,t ).
(iv) w(y, t), z(y, t), s(t) satisfy all the equations of problem (9).
Applying Green’s identity∫
DIs,t
[
(wy)y − (w)t
]
dy dτ =
∮
∂DIs,t
wy dτ + wdy = 0,
we get
χ4
[
s(t) − so
]= χ2t −
t∫
w(s, τ )s˙(τ ) dτ +
s(t)∫
w(ξ, t) dξ −
so∫
uo(ξ) dξ, (10)0 0 0
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the following
Lemma 2. If a triple of functions (w(y, t), z(y, t), s(t)) is such that:
(1) s(t) ∈ C1[0, T ],
(2) w(y, t), z(y, t) and s(t) satisfy (ii)–(iv) of Definition 1,
(3) (w(y, t), z(y, t), s(t)) satisfy equations (9)1–(9)8, (10) and (9)10,
then the triple is a solution of problem (9) in the sense of Definition 1.
We thus replace Definition 1 with the following
Definition 3. A triple of functions (w(y, t), z(y, t), s(t)) is called a classical solution of problem
(9) if:
(i) s(t) ∈ C1[0, T ].
(ii) The triple satisfies points (ii)–(iv) of Definition 1.
(iii) The triple satisfies problem (9), where (9)9 has been replaced by (10).
3.2. Existence of a classical local solution
We shall show the existence of a solution to problem (9)1–(9)8, (10) and (9)10 using a tech-
nique based on Schauder’s fixed point theorem. We select s(t) in a suitable set S and solve the
parabolic problems for z and w. Then we map s to a new function σ by means of the following
equation:
χ4
[
σ(t)− so
]= χ2t −
t∫
0
w(s, τ )s˙(τ ) dτ +
s(t)∫
0
w(ξ, t) dξ −
so∫
0
uo(ξ) dξ. (11)
Before going through this procedure we explicitly state the assumptions on the initial and bound-
ary data.
3.2.1. Assumptions on the data and the set S
Let us define
s˙(0) = s˙o = u
′
o(so) + χ2
χ4
. (12)
We suppose that the initial data satisfy the following conditions:
(A1) uo ∈ C3[0, so] and vo ∈ C4[so,1],
(A2) uo(so) = vo(so), uo(y) 0 for all y ∈ [0, so], vo(y) 0 for all y ∈ [so,1],
(A3) u′o(0) = vo(1) = 0 and v′′o (1) = −1, v′o(so) = −χ2,
(A4) v′o(y)−χ2 for all y ∈ [so,1], uo(y) 0 for all y ∈ [0, so],
(A5) u′o(so) = χ4s˙o − χ2,
(A6) u′′o(so) = −χ2s˙o − u′os˙o + v′′o (so),
(A7) v′′′o (so) = −v′′o (so)s˙o,
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(A9) |v′o(y) − v′o(so)|H2|y − so| for all y ∈ [so,1],
(A10) |v′′′o (y) − v′′′o (so)|H3|y − so| for all y ∈ [so,1].
Let us define the set S consisting of C1[0, T ] functions such that
(1) s(0) = so,
(2) s˙(0) = s˙o,
(3) |s˙(t)|A for all t ∈ [0, T ],
(4) |s˙(t1) − s˙(t2)| B|t1 − t2|l for 0 t1, t2  T , with l ∈ (0,1/2),
where A and B (as well as T ) are positive constants to be determined. S is the set of continuous
functions with Hölder first derivative with exponent l. In particular we consider
T min
{
(1 − so)
2A
; so
2A
}
, (13)
so that ∀t ∈ [0, T ] we have
0 s(t) 1 + so
2
< 1. (14)
The set S is compact, closed and convex with respect to the norm
‖s‖1,t = ‖s‖0,t + ‖s˙‖0,t = sup
τ∈[0,t]
∣∣s(τ )∣∣+ sup
τ∈[0,t]
∣∣s˙(τ )∣∣. (15)
3.2.2. The reduced problem
Let us select a function s(t) ∈ S and study the solvability of the following problem⎧⎪⎪⎪⎨
⎪⎪⎪⎩
zt − zyy = 0, s(t) < y < 1, t > 0,
z(y,0) = v′o(y), so < y < 1,
zy(1, t) = −1, t > 0,
z
(
s(t), t
)= −χ2, t > 0,
(16)
in the time interval [0, T ], with T given by (13). Under the hypotheses on the data we made,
classical results for parabolic equations (see for instance [15]) ensure that there exists a unique
solution z(y, t) ∈ C2,1(DIIs,T ). Fulfillment of (16) up to the parabolic boundary is due to compat-
ibility condition (A7).
We remark that, e.g., from Corollary 2 of [6] and hypothesis (A4), it follows
−Z  z(y, t)−χ2, ∀(y, t) ∈ DIIs,T , (17)
where Z > 0 is a constant that depends only upon max{‖v′o‖;χ2}. We remark also that, once
z(y, t) is determined, we explicitly know w(s(t), t) because of (9)8. From hypothesis (A3) and
compatibility conditions of order 1 (A7), following for instance the results of [7], there exist
positive constants C2 and C3 depending on the data and T such that∣∣zy(s(t), t)∣∣ C2, (18)∣∣zyt (s(t), t)∣∣ C2 (19)
for all t ∈ [0, T ].
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⎪⎪⎪⎪⎪⎪⎪⎪⎩
wt −wyy = 0, 0 < y < s(t), t > 0,
w(y,0) = uo(y), 0 < y < so,
wy(0, t) = 0, t > 0,
w
(
s(t), t
)= − 1∫
s(t)
z(ξ, t) dξ − t, t > 0.
(20)
The existence of a unique w(y, t) ∈ C2,1(DIs,T ) solution of problem (20) is proved using the
same standard results of [15], and using the compatibility conditions of order 1 (A6). We remark
that
d
dt
(
w
(
s(t), t
))= z(s(t), t)s˙(t) + zy(s(t), t)= −χ2s˙(t) + zy(s(t), t) (21)
and ∣∣w(s(t), t)∣∣ Z + T . (22)
Following again the results of [7] we can prove that∣∣∣∣ ddt wy(s(t), t)
∣∣∣∣ C4, (23)
where C4 is a positive constant depending on the data and T .
3.2.3. The function σ(t)
We now show that for an appropriate choice of constants A,B and time T the function σ(t),
given by (11), belongs to S .
Of course σ(t) ∈ C1[0, T ], so that taking the time derivative on both sides of (11) we get
σ˙ (t) = 1
χ4
{
wy
(
s(t), t
)+ χ2}. (24)
Following results of Section 3 of [7] we can prove some inequalities. First
∣∣wy(s(t), t)∣∣R1 + R2
t∫
0
|wy(s(τ ), τ )|√
t − τ dτ, (25)
yielding (see [4])∣∣wy(s(t), t)∣∣ (1 + 2R2√T )R1 exp{πR22T }, (26)
where
R1 = 2
∥∥u′o∥∥[0,so] + 4
√
T
π
[
A
∥∥z(s, t)∥∥
t
+ ∥∥zy(s, t)∥∥t]
and
R2 = 1√
(
A
2
+ 1
e‖u′ ‖
)
.π o [0,s0]
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latter can be obtained using (17), while the former applying again the results of [7]. Always
following [4]
∣∣zy(s(t), t)∣∣Q1 +Q2
t∫
0
|zy(s(τ ), τ )|√
t − τ dτ 
(
1 + 2Q2
√
T
)
Q1 exp
{
πQ22T
}
, (27)
where2
Q1 = 2
∥∥v′′o∥∥[s0,1] + T√π
(
6
e
) 3
2
(
2
1 − so
)2
,
Q2 = 1√
π
(
A
2
+ 1
e‖v′′o‖[0,so]
)
.
Summarizing we can write∣∣wy(s(t), t)∣∣ (1 + 2R2√T )R3 exp{πR22T },
where
R3 = 2
∥∥u′o∥∥[0,so] + 4
√
T
π
[
AZ + (1 + 2Q2√T )Q1 exp{πQ22T }]. (28)
Recalling (24) we get the bound∣∣σ˙ (t)∣∣ 1
χ4
[(
1 + 2R2
√
T
)
R3 exp
{
πR22T
}+ χ2]= F(A,T ).
Concerning the properties of function F(A,T ) we have3
F(A,0) = 2
χ4
∥∥u′o∥∥[0,so] + χ2χ4 , ∂
nF (A,T )
∂An
 0, ∂F (A,T )
∂T
> 0.
We therefore conclude that there exist positive T ∗ and A∗ such that for all T ∈ [0, T ∗],
F(A∗, T )A∗. If we select⎧⎨
⎩
A = A∗,
T = min
{
T ∗; (1 − so)
2A
; so
2A
}
,
(29)
we get |σ˙ (t)|A∗, for all t ∈ [0, T ]. Thus selecting A and T as in (29) we have that |σ˙ (t)|A
for all t ∈ [0, T ]. Finally we prove that we can select a suitable B such that if s˙(t) is Hölder
continuous of order l and norm B , then so is σ˙ (t). We know that∣∣σ˙ (t1) − σ˙ (t2)∣∣ 1
χ4
∣∣wy(s(t1), t1)−wy(s(t2), t2)∣∣.
Recalling estimate (23) we get∣∣σ˙ (t1) − σ˙ (t2)∣∣= 2C4T 1−l
χ4
|t1 − t2|l = C5|t1 − t2|l , (30)
2 Inequalities (13) and (14) have been used for determining Q2.
3 This technique based on the construction of a function F depending on A and T was first introduced in [8].
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σ(t) ∈ S . We have proved the following proposition.
Proposition 4. Given s ∈ S, with (A,T ) given by (29) and with B = C5 given by (30), the
function σ(t) defined by (11) belongs to S .
3.2.4. The operator Φ
Equation (11) defines an operator Φ mapping S into itself, such that Φ(s) = σ . To prove
existence in the selected time interval we make use of Schauder’s theorem (see [13]). Since S is
compact, convex and closed, and the operator Φ maps S into itself, we only have to prove that
Φ is continuous in the topology induced by norm (15).
Let us take two functions s1, s2 ∈ S and consider the difference σ = σ1 − σ2, where σi =
Φ(si) (i = 1,2). Recalling (11) we get
χ4σ(t) =
t∫
0
[
w2(s2, τ )s˙2(τ ) −w1(s1, τ )s˙1(τ )
]
dτ
+
s1(t)∫
0
w1(ξ, t) dξ −
s2(t)∫
0
w2(ξ, t) dξ,
where wi and zi (i = 1,2) are the solutions corresponding to si(t). Integrating by parts and
taking the absolute value yields
χ4
∣∣σ(t)∣∣ |s2 − s1|∣∣w2(s2, t)∣∣+
t∫
0
∣∣∣∣ ddτ (w2(s2, τ ))
∣∣∣∣|s2 − s1|dτ
+
t∫
0
∣∣wj(s2, τ ) −wj(s1, τ )∣∣|s˙1|dτ +
t∫
0
∣∣w2(α(τ), τ)− w1(α(τ), τ)∣∣|s˙1|dτ
+
α(t)∫
0
∣∣w1(ξ, t) −w2(ξ, t)∣∣dξ +
β(t)∫
α(t)
∣∣wj(ξ, t)∣∣dξ, (31)
where
α(t) = min{s1(t); s2(t)}, β(t) = max{s1(t); s2(t)},
and
j =
{1 if α(t) = s2(t),
2 if α(t) = s1(t).
We observe that, because of (9)8 and (16)3
d
dτ
(
w
(
s(t), t
))= − d
dt
1∫
z(ξ, t) dξ − 1 = z(s(t), t)s˙ + zy(s(t), t). (32)s(t)
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∣∣∣∣ ZA + (1 + 2Q2√T )Q1 exp{πQ22T }= C6.
Analogously
∣∣w2(s2, t)∣∣=
∣∣∣∣∣
1∫
s2(t)
z2(ξ, t) dξ
∣∣∣∣∣+ t Z + T = C7, (33)
and applying Theorem 3.1 of [7]∣∣wj(s2, t)− wj(s1, t)∣∣ C8‖s2 − s1‖ (34)
with C8 depending also on T . Further, exploiting again (9)8∣∣w2(α(τ), τ)−w1(α(τ), τ)∣∣

∣∣wj(s2, τ ) −wj(s1, τ )∣∣+
1∫
β(t)
∣∣z1(ξ, t) − z2(ξ, t)∣∣dξ +
β(t)∫
α(t)
∣∣z3−j (ξ, t)∣∣dξ. (35)
We now use Corollary 3.3 of [7], which provides a stability result with respect to the moving
boundary. We get∣∣z1(ξ, t) − z2(ξ, t)∣∣ C9‖s2 − s1‖, for β(t) ξ  1, (36)
and so∣∣w2(α(τ), τ)−w1(α(τ), τ)∣∣C10‖s2 − s1‖. (37)
By the same token we also have∣∣w1(ξ, t) −w2(ξ, t)∣∣C11‖s2 − s1‖, for 0 ξ  α(t). (38)
Combining estimates (33)–(38) into (31) we finally obtain
‖σ2 − σ1‖ C12‖s2 − s1‖. (39)
Since ∣∣σ˙1(t) − σ˙2(t)∣∣ 1
χ4
∣∣w1y(s1(t), t)− w2y(s2(t), t)∣∣, (40)
by Theorem 7.2 of [7] there exists a constant C13 depending also on time such that∣∣w1y(s1(t), t)−w2y(s2(t), t)∣∣C13‖s1 − s2‖1,t , (41)
that yields
‖σ˙1 − σ˙2‖0,t  C14‖s1 − s2‖1,t . (42)
Summing up (39) and (42) we get
‖σ1 − σ2‖1,t  C‖s1 − s2‖1,t , (43)
which ensures the continuity of the operator Φ in the norm (15). Schauder’s theorem guarantees
the existence of at least one fixed point s(t) for the time interval [0, T ] with T given by (29).
4 Here Cj are positive constants depending on the data only.
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3.3. Remarks about the sign of solutions
Let us consider problem (16). Recalling inequalities (17), (16)3, hypotheses (A3), (A4) and
the parabolic version of Hopf’s lemma, we conclude that
zy
(
s(t), t
)
< 0, ∀t ∈ (0, T ].
Recalling (21) we write
wy(s, t)s˙ + wt(s, t) = z(s, t)s˙ + zy(s, t),
that is
(χ4s˙ − χ2)s˙ + wt(s, t) = −χ2s˙ + zy(s, t),
implying
wt(s, t) = zy(s, t) − χ4s˙2 < 0, ∀t ∈ (0, T ]. (44)
Inequality (44) yields
wyy(s, t) < 0, ∀t ∈ (0, T ]. (45)
Now, we may set W = wy in problem (9) and observe that W solves the problem⎧⎪⎪⎪⎨
⎪⎪⎪⎩
Wt −Wyy = 0, 0 < y < s(t), t > 0,
W(y,0) = u′o(y), 0 < y < so,
W(0, t) = 0, t > 0,
W
(
s(t), t
)= χ4s˙ − χ2, t > 0.
(46)
Exploiting again the parabolic version of Hopf’s lemma we conclude that W(s(t), t) < 0 in
(0, T ]. Indeed if W(s(t), t)  0 there would be a maximum on y = s(t) and this would imply
Wy(s(t), t) = wyy(s(t), t) > 0 that contradicts (45). The maximum principle yields
wyy(y, t) 0,
or equivalently
wt(y, t) 0.
Further, using maximum principle we may also prove that
u(y, t) 0 and v(y, t) 0
in their respective domain of definition. Of course this is consistent with the physical problem of
the flow in the channel.
4. Uniqueness
Following [1,16,19], we introduce the function
vˆ(y, t) = v(y, t)+ χ4
and the domain
Ds,T = DIs,T ∪ DIIs,T .
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⎪⎪⎪⎩
vˆt − vˆyy = 1, s(t) < y < 1, t > 0,
vˆ(y,0) = vo(y) + χ4 = vˆo(y), so < y < 1,
vˆ(1, t) = χ4, t > 0,
vˆy(s(t), t) = χ2, t > 0.
(47)
Consider now a function ϕ(y, t) with the following property:
(P1) ϕ(y, t) ∈ C1,1(Ds,T ) with first derivatives which may have a jump discontinuity on the line
t = k < T .
It is easy to prove that∫
DIIs,T
(vˆt − vˆyy)ϕ dy dt = −
∮
∂DIIs,T
[vˆyϕ dt + vˆϕ dy] +
∫
DIIs,T
(vˆyϕy − vˆϕt ) dy dt, (48)
∫
DIs,T
(ut − uyy)ϕ dy dt = −
∮
∂DIs,T
[uyϕ dt + uϕ dy] +
∫
DIs,T
(uyϕy − uϕt ) dy dt. (49)
We have∮
∂DIIs,T
[vˆyϕ dt + vˆϕ dy]
=
1∫
so
vˆ(y,0)ϕ(y,0) dy +
T∫
0
vˆy(1, t)ϕ(1, t) dt −
1∫
s(T )
vˆ(y, t)ϕ(y, t) dy
−
T∫
0
[
vˆ(s, t)ϕ(s, t)s˙ + vˆy(s, t)ϕ(s, t)
]
dt.
Analogously∮
∂DIs,T
[uyϕ dt + uϕ dy]
=
so∫
0
u(y,0)ϕ(y,0) dy −
T∫
0
uy(0, t)ϕ(0, t) dt −
s(T )∫
0
u(y,T )ϕ(y,T ) dy
+
T∫
0
[
u(s, t)ϕ(s, t)s˙ + uy(s, t)ϕ(s, t)
]
dt.
So, as in [1], we set
E(y, t) =
{
u(y, t), (y, t) ∈ DIs,t ,
vˆ(y, t), (y, t) ∈ DII ,s,t
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Ds,T
(Et −Eyy)ϕ dy dt
=
∫
Ds,T
(Eyϕy −Eϕt) dy dt −
1∫
0
Eo(y)ϕ(y,0) dy −
1∫
0
Ey(1, t)ϕ(1, t) dt
+
t∫
0
Ey(0, t)ϕ(0, t) dt +
1∫
0
E(y,T )ϕ(y,T ) dy, (50)
where Eo(y) = E(y,0). Now, let us select ϕ(y, t) satisfying property (P1) and such that:
(P2) ϕ(1, t) = 0, 0 t  T .
(P3) ϕ(y,T ) = 0, 0 y  1.
From (50) we have∫
Ds,T
(Et −Eyy)︸ ︷︷ ︸
=1
ϕ dy dt =
∫
Ds,T
(Eyϕy −Eϕt) dy dt =
∫
Ds,T
ϕ dy dt. (51)
Assuming to have two solutions E1 and E2 we consider the difference (E1 −E2). From (51) we
get ∫
Ds,T
[
(E1y − E2y)ϕy − (E1 −E2)ϕt
]
dy dt = 0. (52)
Let us fix t1 ∈ (0, T ) and ϕ in the following way
ϕ(y, t) =
⎧⎪⎪⎨
⎪⎪⎩
0, 0 y  1, t1  t  T ,
t∫
t1
(
E1(y, θ) −E2(y, θ)
)
dθ, 0 y  1, 0 t  t1.
ϕ is C1,1(Ds,T ) except across t = t1, and fulfils conditions (P1)–(P3). We have
ϕt = −(E1 − E2),
ϕy =
t1∫
t
(
E1(y, θ) − E2(y, θ)
)
y
dθ,
for 0 y  1, 0 t  t1 and 0 elsewhere. Further
ϕy(E1 −E2)y(y, t) = −12
d
dt
[ t1∫
(E1 −E2)y(y, θ) dθ
]2
.t
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1∫
0
t1∫
0
{
−1
2
d
dt
[ t1∫
t
(E1 −E2)y dθ
]2
+ (E1 −E2)2
}
dy dt = 0,
i.e.,
1
2
1∫
0
[ t1∫
0
(E1 −E2)y dθ
]2
dy dt +
1∫
0
t1∫
0
(E1 −E2)2 dy dt = 0. (53)
From (53) we get
1∫
0
t1∫
0
(E1 − E2)2 dy dt = 0,
which yields
E1(y, t) = E2(y, t), 0 y  1, 0 t  t1.
The arbitrariness of t1 implies
E1(y, t) ≡ E2(y, t) in Ds,T ,
that is uniqueness.
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