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Abstract
The Multiplier Hopf Group Coalgebra was introduced by Hegazi in 2002 [7] as a gen-
eralization of Hope group caolgebra, introduced by Turaev in 2000 [5], in the non-unital
case. We prove that the concepts introduced by A.Van Daele in constructing multiplier
Hopf algebra [3] can be adapted to serve again in our construction. A multiplier Hopf
group coalgebra is a family of algebras A = {Aα}α∈π, (pi is a discrete group) equipped
with a family of homomorphisms ∆ = {∆α,β : Aαβ −→ M(Aα ⊗Aβ)}α,β∈π which is called
a comultiplication under some conditions, where M(Aα ⊗ Aβ) is the multiplier algebra of
Aα ⊗Aβ.
In 2003 A. Van Daele suggest a new approach to study the same structure by consider
the direct sum of the algebras Ap’s which will be a multiplier Hopf algebra called later
group cograded multiplier Hope algebra [8]. And hence there exist a one to one corre-
spondence between multiplier Hopf Group Coalgebra and group cograded multiplier Hopf
algebra. By using this one-one correspondence we studied multiplier Hopf Group Coalgebra
1 Introduction
In 1992, Alfons Van Daele [3, 4] introduced the notion of multiplier Hopf algebra which is con-
sidered a generalization of a usual Hopf algebra. The theory of multiplier Hopf algebra provided
us with a mathematical tool for studying noncompact quantum groups with Haar measure.
Recently, Quasitriangular Hopf pi−coalgebras were introduced by Turaev [5]. He showed that
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they give rise to crossed pi−categories.Viralizier [6] studied the algebraic properties of the Hopf
pi−coalgebras. He showed the existence of integrals and trace for such coalgebras and generalized
the main properties of the quasitriangular Hopf algebras to the setting of Hopf pi−coalgebras.
Now let us give some basic definitions which we will need in our work: Assume that A is an
associative algebra over C. By a left multiplier of A we mean a linear map L : A −→ A such that
L(ab) = L(a)b for all a, b ∈ A. Similarly, by a right multiplier we mean a linear map R : A −→ A
such that R(ab) = aR(b) for all a, b ∈ A. A multiplier (double multiplier) on A is a pair (L,R)
such that L is a left multiplier, R is a right multiplier and R(a)b = aL(b) for all a, b ∈ A .
we denoted by L(A), R(A), and M(A) that the set of all left, right, and multipliers of A. It
is clear that the composition of maps makes these vector spaces into algebras.
If the product of A is nondegenerate (i.e. if ab = 0 for all a ∈ A then b = 0 and if ab = 0
for all b ∈ A then a = 0) then the maps a −→ ·a, a −→ a· and a −→ (·a, a·) give a natural
imbedding of A into L(A), R(A) and M(A) respectively.
Since the tensor product of two nondegenerate algebras is again nondegenerate then A⊗A ⊆
M(A)⊗M(A) ⊆M(A⊗ A).
If a homomorphism ϕ form A intoM(B) is nondegenerate (i.e. B is spanned by vectors ϕ(a)b
and spanned by vectors bϕ(a))then it has a unique extension to a homomorphismM(A) −→M(B).
• A Hopf algebra over C (the field of complex numbers) is a tuple (A,∆, ε, S) where A is an
associative unital algebra over C, ∆ : A −→ A ⊗ A, ε : A −→ C are algebra homomor-
phisms, and S : A −→ A is an algebra antihomomorphism such that ∆ is coassociative,
(I ⊗ ε)∆ = (ε⊗ I)∆ = I,
and
m(I ⊗ S)∆ = m(S ⊗ I)∆ = ε1A
where m is the multiplication in A. For more details see [1, 2].
• A pi−coalgebra over C is a family A = {Aα}α∈π(pi is a discrete group) of C spaces endowed
with a family ∆ = {∆α,β : Aαβ −→ Aα⊗Aβ} of C−linear maps (the comultiplication) and
a linear map ε : A1 −→ C (the counit) such that
1. For any α, β, γ ∈ pi ; ∆ is coassociative in the sense that
(∆α,β ⊗ I)δαβ,γ = (I ⊗∆β,γ)∆α,βγ,
2. For all α ∈ pi
(I ⊗ ε)∆α,1 = (ε⊗ I)∆1,α = I
where 1 is the identity in in the group and I is the identity map .
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• A Hopf pi−coalgebra over C is a pi−coalgebra H = ({Hα}α∈π,∆, ε) endowed with a family
S = {Sα : Hα −→ Hα−1}α∈π of C−linear maps (the antipode)such that
1. Each Hα is an algebra with multiplication mα and unit element 1α ∈ Hα,
2. ε : H1 −→ C and ∆α,β : Hαβ −→ Hα ⊗ Hβ (for all α, β ∈ pi) are algebra homomor-
phisms ,
3. For any α ∈ pi,
mα(Sα−1 ⊗ I)∆α−1,α = ε1α = mα(I ⊗ Sα−1)∆α,α−1 .
• A multiplier Hopf algebra is a pair (A,∆) where A is an associative algebra over C, with
or without identity and ∆ : A −→ M(A ⊗ A) is an algebra homomorphism, M(A ⊗ A) is
the multiplier algebra of A⊗A, such that
1. For all a, b ∈ A
∆(a)(1⊗ b) ∈ A⊗ A and (a⊗ 1)∆(b) ∈ A⊗ A,
2. ∆ is coassociative in the sense that
(a⊗ 1⊗ 1)(∆⊗ I)(∆(b)(1⊗ c)) = (I ⊗∆)((a⊗ 1)∆(b))(1 ⊗ 1⊗ c)
for all a, b, c,∈ A,
3. The linear maps
T 1 : A⊗ A −→ A⊗ A ,
T 2 : A⊗ A −→ A⊗ A
defined by
T 1(a⊗ b) = ∆(a)(1⊗ b) ,
T 2(a⊗ b) = (a⊗ 1)∆(b)
are bijective.
2 Multiplier Hopf group coalgebra.
Assume that A = {Aα}α∈π (where pi is a discrete group ) is a family of associative algebras over
C with nondegenerate products, Aα may or may not have a unit.
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Definition 2.1. A comultiplication on A is a family of homomorphisms
∆ = {∆α,β : Aαβ −→M(Aα ⊗Aβ)}α,β∈π
such that for any α, β, γ ∈ pi
1. ∆α,β(a)(1 ⊗ b) ∈ Aα ⊗ Aβ ∀a ∈ Aαβ , b ∈ Aβ and (a ⊗ 1)∆α,β(b) ∈ Aα ⊗ Aβ ∀a ∈
Aα, b ∈ Aαβ ,
2. ∆ is coassociative in the sense that
(a⊗ 1⊗ 1)(∆α,β ⊗ I)(∆αβ,γ(b)(1⊗ c)) = (I ⊗∆β,γ)((a⊗ 1)∆α,βγ(b))(1⊗ 1⊗ c)
for all a ∈ Aα, b ∈ Aαβγ, and c ∈ Aγ.
Condition (1) makes sense because Aα ⊗ Aβ ⊆ M(Aα) ⊗M(Aβ) ⊆ M(Aα ⊗ Aβ). Also, if
Aα is unital algebra ∀α ∈ pi, the above definition gives rise to the definition of comultiplication
introduced by Tureav[5].
Definition 2.2. Let A = {Aα}α∈π be a family of algebras with a nondegenerate products over C,
Aα may or may not have a unit and let ∆ be a comultiplication on A .We call (A,∆) a multiplier
Hopf pi−coalgebra if the linear maps
T 1α,β : Aαβ ⊗Aβ −→ Aα ⊗ Aβ ,
T 2α,β : Aα ⊗ Aαβ −→ Aα ⊗ Aβ
defined by
T 1α,β(a⊗ b) = ∆α,β(a)(1⊗ b) ,
T 2α,β(a⊗ b) = (a⊗ 1)∆α,β(b)
are bijective for all α, β ∈ pi .
Remark 1. In fact the condition that T 1α,β , T
2
α,β are bijective implies that ∆ is nondegenerate
homomorphism, and hence the homomorphisms (∆α,β⊗I) and (I⊗∆β,γ) have unique extensions
to M(Aαβ ⊗Aγ) and M(Aα ⊗ Aβγ) respectively so the coassociativity will just mean
(∆α,β ⊗ I)∆αβ,γ = (I ⊗∆β,γ)∆α,βγ
as maps from Aαβγ to M(Aα ⊗ Aβ ⊗ Aγ).
Also, we can see that (A1,∆1,1) is a multiplier Hopf algebra.
Definition 2.3. Amultiplier Hopf pi−coalgebra (A,∆) is called regular multiplier Hopf pi−coalgebra
if the opposite comultiplication ∆
′
= σ∆ satisfies
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1. ∆
′
α,β(a)(1⊗ b) ∈ Aβ ⊗ Aα, (a⊗ 1)∆
′
α,β(b) ∈ Aβ ⊗Aα for all α, β ∈ pi,
2. ∆
′
is opposite coassociative in the following sense
(a⊗ 1⊗ 1)(∆
′
β,α ⊗ I)(∆
′
γ,βα(b)(1⊗ c)) = (I ⊗∆
′
γ,β)((a⊗ 1)∆
′
γβ,α(b))(1⊗ 1⊗ c),
3. The linear maps
T
′1
α,β : Aαβ ⊗Aα −→ Aβ ⊗ Aα,
T
′2
α,β : Aβ ⊗ Aαβ −→ Aβ ⊗ Aα
defined by
T
′1
α,β(a⊗ b) = ∆
′
α,β(a)(1⊗ b),
T
′2
α,β(a⊗ b) = (a⊗ 1)∆
′
α,β(b)
are bijective.
Example. Let pi be any group, and A be the algebra of complex finitely supported functions on
pi. In this case M(A) consists of all complex functions on pi. Moreover A ⊗ A can be naturally
identified with finitely supported functions on pi ⊗ pi so that M(A ⊗ A) consists of all complex
functions on pi ⊗ pi.
If we define Aπ = {Aα}α∈π where Aα = A for all α ∈ pi ,and ∆α,β : Aαβ −→ M(Aα ⊗ Aβ)
where
∆α,β(f)(s, t) = f(β
−1sβt),
we will clearly get a family of homomorphisms ∆ = {∆α,β}α,β∈π. If f ∈ Aαβ , g ∈ Aβ then
(s, t) −→ f(β−1sβt)g(t) will have finite support, and if g ∈ Aα, f ∈ Aαβ then (s, t) −→
g(s)f(sβ−1tβ) will have finite support. By direct calculations we can see that ∆ is coasso-
ciative hence it is a comultiplication. The maps T 1α,β, T
2
α,β are bijective with inverses R
1
α,β, R
2
α,β
defined by
R1α,β(f)(s, t) = f(βst
−1β−1, t),
R1α,β(f)(s, t) = f(s, βs
−1tβ−1).
Let us now browse the two approaches for studying the structure of multiplier Hopf group
coalgebra.
3 The first approach.
In this section we prove the existence of a suitable counit and antipode for the multiplier Hopf
group coalgebra. Also, we prove that there exist a large subspace of the dual space that can be
made into an algebra. Finally, we prove that A is a Hopf group coalgebra if and only if it is a
unital multiplier Hopf group coalgebra, and that S−1 exists under some conditions.
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3.1 Construction of the couint.
Definition 3.1. For every α ∈ pi define a linear map
Eα : A1 −→ L(Aα)
by
Eα(a)b = mα
(
T 11,α
)−1
(a⊗ b) ∀ b ∈ Aα,
where L(Aα) is the left multiplier algebra of Aα, mα : Aα ⊗ Aα −→ Aα is the multiplication on
Aα and T
1
1,α(a⊗ b) = ∆1,α(a)(1⊗ b).
Because T 11,α(x(1⊗ c)) = T
1
1,α(x)(1⊗ c) for all x ∈ Aα⊗Aα, c ∈ Aα, the same result holds for(
T 11,α
)−1
. And since mα(x(1 ⊗ c)) = mα(x)c we get that Eα(a) is a left multiplier on Aα for all
a ∈ A1, α ∈ pi.
Following A.Van Daele we will show that Eα(A1) ⊂ C1α which will give the map ε.
Lemma 3.2. For all a, b ∈ Aα, α ∈ pi we have
(I ⊗Eα)((b⊗ 1)∆α,1(a)) = ba⊗ 1.
Proof. Suppose that a, b ∈ Aα, and let
a⊗ b =
n∑
i=1
∆α,α(ai)(1⊗ bi).
If we apply (∆α,1 ⊗ I) and multiply by (c⊗ 1⊗ 1) on the left then
(c⊗ 1)∆α,1(a)⊗ b =
∑
(c⊗ 1⊗ 1)(∆α,1 ⊗ I)(∆α,α(ai)(1⊗ bi))
=
∑
(I ⊗∆1,α)((c⊗ 1)∆α,α(ai))(1⊗ 1⊗ bi).
Now, let ϕ be any linear functional on Aα. If we apply (ϕ⊗ I ⊗ I) to the above equation, we get
(ϕ⊗ I)((c⊗ 1)∆α,1(a))⊗ b = (ϕ⊗ I ⊗ I)(
∑
(I ⊗∆1,α)((c⊗ 1)∆α,α(ai))(1⊗ 1⊗ bi))
=
∑
∆1,α((ϕ⊗ 1)((c⊗ 1)∆α,α(ai)))(1⊗ bi)
=
∑
T 11,α((ϕ⊗ I)((c⊗ 1)∆α,α(ai))⊗ bi).
By the definition of Eα we have
Eα((ϕ⊗ I)((c⊗ 1)∆α,1(a))) b =
∑
(ϕ⊗ I)((c⊗ 1)∆α,α(ai)) bi
then
(ϕ⊗ I)((I ⊗ Eα)((c⊗ 1)∆α,1(a))(1⊗ b)) = (ϕ⊗ I)((c⊗ 1)
∑
∆α,α(ai)(1⊗ bi))
= (ϕ⊗ I)((c⊗ 1)(a⊗ b)).
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Since this holds for all ϕ ∈ A
′
α we get
(I ⊗ Eα)((c⊗ 1)∆α,1(a))(1⊗ b) = (ca⊗ 1)(1⊗ b).
This gives the required formula in the multiplier algebra.
Lemma 3.3. Eα(A1) ⊂ C1α ∀α ∈ pi
Proof. By the bijectivity of T 2α,1 defined by T
2
α,1(p⊗ q) = (p⊗ 1)∆α,1(q) we have
(I ⊗ Eα)(a⊗ b) ∈ Aα ⊗ 1 ∀ a ∈ A1, b ∈ Aα.
Which gives that Eα(A1) ⊆ C1α for all α ∈ pi.
Definition 3.4. Define for every α ∈ pi a map
εα : A1 −→ C
by
εα(a)1α = Eα(a) ∀a ∈ A1.
Now we can rewrite the formula in lemma 3.2 as
(I ⊗ εα)((a⊗ 1)∆α,1(b)) = ab.
By the definition of εα we have
(εα ⊗ I)(a⊗ b) = mα
(
T 11,α
)−1
(a⊗ b)
and hence
(εα ⊗ I)(∆1,α(a)(1⊗ b) = ab.
Lemma 3.5. εα is a homomorphism for all α ∈ pi
Proof. Let a ∈ Aα and b, c ∈ A1. By the bijectivity of T
1
α,1 we have
a⊗ bc =
∑
i
(1⊗ b)(di ⊗ 1)∆α,1(ci)
=
∑
i,j
(aij ⊗ 1)∆α,1(bij)∆α,1(ci)
=
∑
i,j
(aij ⊗ 1)∆α,1(bijci)
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where aij , bij, ci, di ∈ Aα. Applying (I ⊗ εα) we get
aεα(bc) =
∑
i,j
aijbijci.
On the other hand we have
aεα(c) =
∑
i
dici
if
a⊗ c =
∑
i
(di ⊗ 1)∆α,1(ci).
Then
a⊗ bεα(c) =
∑
i
(di ⊗ b)(ci ⊗ 1)
=
∑
i,j
(aij ⊗ 1)∆α,1(bij)(ci ⊗ 1).
Applying (I ⊗ εα) we get
aεα(b)εα(c) =
∑
i,j
aijbijci.
This means
aεα(bc) = aεα(b)εα(c).
Lemma 3.6. For all α, β ∈ pi εα = εβ.
Proof. We can see that the map
ϕ : Eα(A1) −→ Eβ(A1)
defined by
ϕ(Eα(a)) = Eβ(a) ∀a ∈ A1
is an algebra homomorphism. Then
εβ(a)Iβ = Eβ(a) = ϕ(Eα(a)) = ϕ(εα(a)Iα) = εα(a)ϕ(Iα) = εα(a)Iβ .
Since this holds for all a ∈ A1, then εα = εβ for all α, β ∈ pi.
Now, we can summarize the results in this section in the following theorem(generalize [3]
theorem 3.6).
Theorem 1. Let (A,∆) be a multiplier Hopf pi−coalgebra. Then there exist a homomorphism
ε : A1 −→ C such that
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(I ⊗ ε)((a⊗ 1)∆α,1(b)) = ab,
(ε⊗ I)(∆1,α(a)(1⊗ b)) = ab
for all a, b ∈ Aα, α ∈ pi.
Back to our example when f ∈ A1, g ∈ Aα and t ∈ pi
ε(f)g(t) = (mα(T1,α)
−1(f ⊗ g))(t) = (f ⊗ g)(αtt−1α−1, t) = f(e)g(t)
and hence ε(f) = f(e).
3.2 Construction of the antipode.
Definition 3.7. For every α ∈ pi define a map
Sα : Aα −→ L(Aα−1)
by
Sα(a)b = (εα ⊗ I)(T
1
α,α−1)
−1(a⊗ b) ∀ b ∈ Aα−1 .
As before Sα(a) is a left multiplier on Aα−1 for all a ∈ Aα.
Lemma 3.8. For all a ∈ A1, b, c ∈ Aα, α ∈ pi, we have
(I ⊗ Sα−1)((c⊗ 1)∆α,α−1(a))(1⊗ b) = (c⊗ 1)(T
1
1,α)
−1(a⊗ b).
Proof. Assume that a ∈ A1, b ∈ Aα. Write
a⊗ b =
n∑
i=1
∆αα−1,α(ai)(1⊗ bi).
Applying (∆α,α−1 ⊗ I), and multiplying by (c⊗ 1⊗ 1) on the left, we obtain
(c⊗ 1)∆α,α−1(a)⊗ b =
∑
(c⊗ 1⊗ 1)(∆α,α−1 ⊗ I)(∆αα−1,α(ai)(1⊗ bi))
=
∑
(I ⊗∆α−1,α)((c⊗ 1)∆α,α−1α(ai))(1⊗ 1⊗ bi).
Let ϕ ∈ A
′
α, and apply (ϕ⊗ I ⊗ I) then
(ϕ⊗ I)((c⊗ 1)∆α,α−1(a))⊗ b =
∑
∆α−1,α((ϕ⊗ I)((c⊗ 1)∆α,α−1α(ai)))(1⊗ bi)
=
∑
T 1α−1,α((ϕ⊗ I)((c⊗ 1)∆α,α−1α(ai))⊗ bi).
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By the definition of Sα−1 we have
Sα−1((ϕ⊗ I)((c⊗ 1)∆α,α−1(a))b =
∑
(ε⊗ I)((ϕ⊗ I)((c⊗ 1)∆α,α−1α(ai))⊗ bi)
=
∑
(ϕ⊗ I)((I ⊗ ε)((c⊗ 1)∆α,α−1α(ai))⊗ bi)
= (ϕ⊗ I)(
∑
cai ⊗ bi),
and hence
(ϕ⊗ I)((I ⊗ Sα−1)((c⊗ 1)∆α,α−1(a))(1⊗ b)) = (ϕ⊗ I)((c⊗ 1)(T
1
1,α)
−1(a⊗ b)).
Since this is true for all ϕ ∈ A
′
α, we get
(I ⊗ Sα−1)((c⊗ 1)∆α,α−1(a))(1⊗ b) = (c⊗ 1)(T
1
1,α)
−1(a⊗ b).
Lemma 3.9. For all a ∈ A1, b, c ∈ Aα, α ∈ pi, we have
mα(I ⊗ Sα−1)((c⊗ 1)∆α,α−1(a))(1⊗ b) = cε(a)b.
Proof. If we apply mα to the equation in lemma 3.8, we get
mα((I ⊗ Sα−1)((c⊗ 1)∆α,α−1(a))(1⊗ b)) = mα((c⊗ 1)(T
1
1,α)
−1(a⊗ b))
= cε(a)b.
Lemma 3.10. Sα(a) is a right multiplier for all a ∈ Aα, α ∈ pi, and satisfies
mα((c⊗ 1)(Sα−1 ⊗ I)∆α−1,α(a)(1⊗ b)) = cε(a)b
for all a ∈ A1, b, c ∈ Aα, α ∈ pi.
Proof. For every α ∈ pi define
S
′
α : Aα −→ R(Aα−1) ∀ b ∈ Aα−1
by
bS
′
α(a) = (I ⊗ ε)(T
2
α−1,α)
−1(b⊗ a)
where R(Aα) is the right multiplier algebra. Directly we can show that S
′
α(a) is a right multiplier
on Aα−1 for all a ∈ Aα. Completely similar as in lemma 3.8 we can prove that
(c⊗ 1)(S
′
α−1 ⊗ I)(∆α−1,α(a)(1⊗ b)) = (T
2
α,1)
−1(c⊗ a)(1⊗ b).
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If we apply mα to the above equation, we get the formula in the statement of the lemma with
S
′
instead of S since
mα((T
2
α,1)
−1(c⊗ a)) = cε(a).
Now, we will show that S
′
α = Sα for all α ∈ pi.
By definition of S
′
we have
aS
′
α−1(b) =
∑
aiε(bi)
if
a⊗ b =
∑
(ai ⊗ 1)∆α,α−1(bi).
Applying (I ⊗ Sα−1), and multiplying by 1⊗ c we get
a⊗ Sα−1(b)c =
∑
(I ⊗ Sα−1)((ai ⊗ 1)∆α,α−1(bi))(1⊗ c).
Applying mα we have
aSα−1(b)c =
∑
aiε(bi)c = aS
′
α−1(b)c,
which shows that S
′
α = Sαfor all α ∈ pi, thus Sα(a) is a multiplier on Aα−1 .
Lemma 3.11. For all a, b ∈ Aα, α ∈ pi
Sα(ab) = Sα(b)Sα(a).
Proof. Let a, b ∈ Aα−1 , c ∈ Aα. Then
c⊗ ab =
∑
i
(ei ⊗ a)∆α,α−1(bi)
=
∑
i,j
(cij ⊗ 1)∆α,α−1(ai,j)∆α,α−1(bi).
Applying (I ⊗ Sα−1), multiplying by (1⊗ d), and applying mα we get
cSα−1(ab)d =
∑
i,j
mα((I ⊗ Sα−1)((cij ⊗ 1)∆α,α−1(ai,j))(1⊗ d))
=
∑
i,j
cijε(aijbi)d.
On the other hand, we have
cSα−1(b) =
∑
i
eiε(bi)
if
c⊗ b =
∑
i
(ei ⊗ 1)∆α,α−1(bi).
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Then
cSα−1(b)⊗ a =
∑
i
ei ⊗ aε(bi)
=
∑
i,j
(cijε(bi)⊗ 1)∆α,α−1(ai,j).
Applying (I ⊗ Sα−1), multiplying by (1⊗ d), and applying mα we get
cSα−1(b)Sα−1(a)d =
∑
i,j
cijε(aij)ε(bi)d.
Thus
Sα−1(ab) = Sα−1(b)Sα−1(a)
for all a, b ∈ Aα−1 and hence S is an antihomomorphism.
The following theorem gives the main result of this section [generalize [3] theorem 4.6].
Theorem 2. If (A,∆) is a multiplier Hopf pi−coalgebra then there exist an antihomomorphism
S = {Sα : Aα −→M(Aα−1)}α∈π such that for all a ∈ A1 b, c ∈ Aα α ∈ pi
mα((I ⊗ Sα−1)((c⊗ 1)∆α,α−1(a))(1⊗ b)) = cε(a)b,
mα((c⊗ 1)(Sα−1 ⊗ I)∆α−1,α(a)(1⊗ b)) = cε(a)b.
Back to our example let f ∈ Aα, g ∈ Aα−1 , and t ∈ pi. Then
(Sα(f)g)(t) = (ε⊗ I)(T
1
α,α−1)
−1(f ⊗ g)(t) = (T 1α,α−1)
−1(f ⊗ g)(e, t)
= (f ⊗ g)(α−1t−1α, t) = f(α−1t−1α)g(t)
and hence Sα(f)(t) = f(α
−1t−1α).
Theorem 3. A is a Hopf pi−coalgebra if and only if A is a multiplier Hopf pi−coalgebra with
unital component.
Proof. If (A,∆) is a Hopf pi−coalgebra then Aα has an identity ∀α ∈ pi which means that
M(Aα) = Aα ∀α ∈ pi and according to remark (1) we have ∆ is a comultiplication.
Now we will prove that the linear maps
T 1α,β : Aαβ ⊗Aβ −→ Aα ⊗ Aβ ,
T 2α,β : Aα ⊗ Aαβ −→ Aα ⊗ Aβ
defined by
T 1α,β(a⊗ b) = ∆α,β(a)(1⊗ b) ,
T 2α,β(a⊗ b) = (a⊗ 1)∆α,β(b)
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are bijective for all α, β ∈ pi .
Consider the following linear maps
R1α,β : Aα ⊗ Aβ −→ Aαβ ⊗Aβ ,
R2α,β : Aα ⊗ Aβ −→ Aα ⊗Aαβ
which defined by
R1α,β(a⊗ b) = ((I ⊗ Sβ−1)∆αβ,β−1(a))(1⊗ b) ,
R2α,β(a⊗ b) = (a⊗ 1)((Sα−1 ⊗ I)∆α−1,αβ(b)) .
By using the properties of S and ∆ we can prove that R1α,β and R
2
α,β are the inverses of T
1
α,β and
T 2α,β respectively. If we use Sweedler’s notation we get
T 1α,βR
1
α,β(a⊗ b) =
∑
(a)
T 1α,β(a(1,αβ) ⊗ Sβ−1(a(2,β−1)) b)
=
∑
(a)
a(1,α) ⊗ a(2,β)Sβ−1(a(3,β−1)) b
=
∑
(a)
a(1,α) ⊗mα(I ⊗ Sβ−1)∆β,β−1(a(2,1))(1⊗ b)
=
∑
(a)
(a(1,α) ⊗ ε(a(2,1))1β)(1⊗ b) = a⊗ b.
Similarly, for R1α,βT
1
α,β, R
2
α,βT
2
α,β and T
2
α,βR
2
α,β. Therefore A is a multiplier Hopf pi−coalgebra.
If A is a unital multiplier Hopf pi−coalgebra then M(Aα ⊗ Aβ) = Aα ⊗ Aβ ∀ α, β ∈ pi and by
using remark (1) we have
(∆α,β ⊗ I)∆αβ,γ = (I ⊗∆β,γ)∆α,βγ
as a maps from Aαβγ into Aα ⊗Aβ ⊗Aγ
Also, since ε is a nondegenerate homomorphism then ε⊗ I and I ⊗ ε have unique extensions to
M(A1 ⊗ Aα) and M(Aα ⊗ A1), respectively. So the counitary property just means
(I ⊗ ε)∆α,1 = (ε⊗ 1)∆1,α = I ∀α ∈ pi.
Since A is unital then M(A1 ⊗Aα) = A1 ⊗Aα and M(Aα ⊗A1) = Aα ⊗A1 and then we obtain
the definition of the counit introduced by Turaev.
If A is unital then the antihomomorphism S has the form
S = {Sα : Aα −→ Aα−1}α∈π
such that
mα(Sα−1 ⊗ I)∆α−1,α = ε1α = mα(I ⊗ Sα−1)∆α,α−1 .
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3.3 Regular multiplier Hopf group coalgebra.
In this subsection, we reformulate the concept of regular multiplier Hopf algebra to obtain a
bijective antipode in our structure using the technique of proofs of A. Van Daele.
Definition 3.12. Amultiplier Hopf pi−coalgebra (A,∆) is called regular multiplier Hopf pi−coalgebra
if the opposite comultiplication ∆
′
= σ∆ satisfies
1. ∆
′
α,β(a)(1⊗ b) ∈ Aβ ⊗ Aα, (a⊗ 1)∆
′
α,β(b) ∈ Aβ ⊗Aα for all α, β ∈ pi,
2. ∆
′
is opposite coassociative in the following sense
(a⊗ 1⊗ 1)(∆
′
β,α ⊗ I)(∆
′
γ,βα(b)(1⊗ c)) = (I ⊗∆
′
γ,β)((a⊗ 1)∆
′
γβ,α(b))(1⊗ 1⊗ c),
3. The linear maps
T
′1
α,β : Aαβ ⊗Aα −→ Aβ ⊗ Aα,
T
′2
α,β : Aβ ⊗ Aαβ −→ Aβ ⊗ Aα
defined by
T
′1
α,β(a⊗ b) = ∆
′
α,β(a)(1⊗ b),
T
′2
α,β(a⊗ b) = (a⊗ 1)∆
′
α,β(b)
are bijective.
Lemma 3.13. For all α ∈ pi and a, b ∈ Aα we have
• (ε⊗ I)((1⊗ a)∆1,α(b)) = ab,
• (I ⊗ ε)(∆α,1(a)(b⊗ 1)) = ab.
Proof. Define
E
′
α : A1 → L(Aα)
by
E
′
α(a)b = mα(T
′1
α,1)
−1(a⊗ b).
Analogous to lemma 3.2 and using the opposite coassociativity we can prove that
(I ⊗ E
′
α)((c⊗ 1)∆
′
1,α(a)) = ca⊗ 1.
Define
ε
′
α(a)1α = E
′
α(a).
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Then
(I ⊗ ε
′
)((c⊗ 1)∆
′
1,α(ai)) = ca.
By the definition of ε
′
α we have
(ε
′
α ⊗ I)(a⊗ b) = mα(T
′1
α,1)
−1(a⊗ b)
and hence
(ε
′
α ⊗ I)(∆
′
α,1(a)(b⊗ 1)) = ab.
If we apply σ to the above equations we get
(ε
′
α ⊗ I)((1⊗ a)∆1,α(b)) = ab,
(I ⊗ ε
′
α)(∆α,1(a)(b⊗ 1)) = ab.
which are the equations in the statement of the lemma with ε
′
α instead of ε. We will now prove
that ε
′
α = ε.
By theorem 1 we have
c(εα ⊗ I)(∆1,α(a)(1⊗ b)) = cab = (εα ⊗ I)((1⊗ c)∆1,α(a))b.
Then
(εα ⊗ I)((1⊗ c)∆1,α(a)) = (ε
′
α ⊗ I)((1⊗ c)∆1,α(a)).
By the bijectivity of the map σT
′2
α,β we have
εα = ε
′
α ∀ α ∈ pi.
Definition 3.14. For every α ∈ pi define a linear map
S
′
α(a) : Aα →M(Aα−1)
by
S
′
α(a)(b) = (ε⊗ I )(T
′1
α−1,α)
−1(a⊗ b).
We define S
′
= {S
′
α}α∈π.
We will show that S
′
has the same properties of S in the sense of the definition of the regular
multiplier Hopf group coalgebra and is the inverse of S.
Lemma 3.15. If (A,∆) is a regular multiplier Hopf group coalgebra then S is invertible with
inverse S
′
, Sα(Aα) ⊆ Aα−1, and S
′
α(Aα) ⊆ Aα−1 for all α ∈ pi.
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Proof. Analogous to lemmas 3.8, 3.9, and 3.10; and using the opposite coassociativity we can
proof
mα((I ⊗ S
′
α−1)((c⊗ 1)∆α−1,α(a))(1⊗ b)) = cε(a)b.
Similarly, we can prove that S
′
α−1(a) is a right multiplier for all a ∈ Aα , α ∈ pi and satisfies
mα((c⊗ 1)(S
′
α−1 ⊗ I))((∆
′
α,α−1(a)(1⊗ b))) = cε(a)b.
Now by the definition of Sα we have
Sα(a)(b) =
∑
εα(ai)bi
if
a⊗ b =
∑
∆α,α−1(ai)(1⊗ bi).
Then
b⊗ a =
∑
∆
′
α−1,α(ai)(bi ⊗ 1),
b⊗ ac =
∑
∆
′
α−1,α(ai)(bi ⊗ c).
Applying (Sα−1 ⊗ I) and multiplying by (d⊗ 1)
dSα−1(b)⊗ ac =
∑
(d⊗ 1)(S
′
α−1 ⊗ I)(∆
′
α,α−1(ai)(bi ⊗ c))
=
∑
(d⊗ 1)(S
′
α−1(bi)⊗ 1)(S
′
α−1 ⊗ I)(∆
′
α,α−1(ai)(1⊗ c)).
Applying mα
dSα−1(b)ac =
∑
dS
′
α−1(bi)ε(ai)c
=
∑
dS
′
α−1(ε(ai)bi)c
= dS
′
α−1(Sα(a)b)c.
Which shows that
S
′
α−1(b)a = S
′
α−1(Sα(a)b).
Since the elements of the form Sα(a)b generates Aα−1 then the above formula implies that
S
′
α−1
(Aα−1) ⊆ Aα for all α ∈ pi. Similarly, Sα−1(Aα−1) ⊆ Aα. The above formula gives that
S
′
α−1(b)a = S
′
α−1(b)S
′
α−1(Sα(a)).
If we multiply by c on the left and use that elements of the form cS
′
α−1
(b) span A, we get
a = S
′
α−1
(Sα(a)). Similarly, we can show that b = Sα(S
′
α−1
(b)).
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Lemma 3.16. 1. Let a ∈ Aαβ , b ∈ Aβ , ai ∈ Aα, and bi ∈ Aβ−1. Then
a⊗ Sβ(b) =
∑
∆αβ,β−1(ai)(1⊗ bi)⇔
∑
ai ⊗ S
−1
β (bi) = (1⊗ b)∆α,β(a).
2. Let a ∈ Aαβ , b ∈ Aα , ai ∈ Aβ , and bi ∈ Aα−1. Then
Sα−1(b)⊗ a =
∑
(bi ⊗ 1)∆α−1,αβ(ai)⇔ ∆α,β(a)(b⊗ 1) =
∑
S−1α (bi)⊗ ai.
Proof. Assume that
a⊗ Sβ(b) =
∑
∆αβ,β−1(ai)(1⊗ bi).
Applying (∆α,β ⊗ I) and multiplying by (c⊗ 1⊗ 1) on the left we get
(c⊗ 1)∆α,β(a)⊗ Sβ(b) =
∑
(c⊗ 1⊗ 1)(∆α,β ⊗ I)(∆αβ,β−1(ai)(1⊗ bi))
=
∑
(I ⊗∆β,β−1)((c⊗ 1)∆α,1(ai))(1⊗ 1⊗ bi).
Let ϕ ∈ A
′
α. Apply (ϕ⊗ I ⊗ I), we get
(ϕ⊗ I)((c⊗ 1)∆α,β(a))⊗ Sβ(b)) =
∑
∆β,β−1((ϕ⊗ I)((c⊗ 1)∆α,1(ai)))(1⊗ bi)
=
∑
T
′1
β,β−1((ϕ⊗ I)((c⊗ 1)∆α,1(ai))⊗ bi).
By the definition of Sβ we have
Sβ((ϕ⊗ I)((c⊗ 1)∆α,β(a)))Sβ(b)) =
∑
ε((ϕ⊗ I)((c⊗ 1)∆α,1(ai)))⊗ bi
=
∑
(ϕ⊗ I)((I ⊗ ε)((c⊗ 1)∆α,1(ai))⊗ bi).
Then
(ϕ⊗ I)((I ⊗ Sβ)((c⊗ 1)∆α,β(a))(1⊗ Sβ(b))) =
∑
(ϕ⊗ I)(cai ⊗ bi).
Since this holds for all ϕ ∈ A′α we get
(I ⊗ Sβ)(c⊗ b)∆α,β(a) =
∑
(cai ⊗ bi).
By cancelling c we get
(I ⊗ Sβ)(1⊗ b)∆α,β(a) =
∑
(ai ⊗ bi).
Applying I ⊗ S−1β we have
(1⊗ b)∆α,β(a) =
∑
ai ⊗ S
−1
β (bi).
Similarly, we can prove part (2) .
Lemma 3.17. Let a ∈ Aα−1 , b ∈ Aβ−1α−1 , ai ∈ Aα−1 and bi ∈ Aβ. Then the following statements
are equivalent :
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1. ∆β,β−1α−1(a)(1⊗ b) =
∑
∆β,β−1α−1(ai)(bi ⊗ 1),
2. a⊗ S−1αβ (b) =
∑
(ai ⊗ 1)∆α−1,αβ(bi).
Proof. Let
∆β,β−1α−1(a)(b⊗ 1) =
∑
∆β,β−1α−1(ai)(bi ⊗ 1).
For c ∈ Aαβ write
bi ⊗ Sαβ(c) =
∑
k
∆β,β−1α−1(pik)(1⊗ qik)
for all i. Then
∆β,β−1α−1(a)(1⊗ bSαβ(c)) =
∑
i,k
∆β,β−1α−1(aipik)(1⊗ qik)
and by the bijectivity of the map T 1
β,β−1α−1
we have
a⊗ bSαβ(c) =
∑
i,k
aipik ⊗ qik.
On the other hand, by Lemma 3.15 we have
(1⊗ c)∆α−1,αβ(b) =
∑
i,k
pik ⊗ S
−1
αβ (qik).
Therefore
a⊗ cS−1αβ (b) =
∑
i,k
aipik ⊗ S
−1
αβ (qik)
=
∑
i
(ai ⊗ c)∆α−1,αβ(bi).
By cancelling c we get the required formula.
Analogous to lemma 4.9 we can prove the following lemma.
Lemma 3.18. 1. Let a ∈ Aβ−1α−1 , b ∈ Aβ−1 , ai ∈ Aα−1, and bi ∈ Aβ. Then
a⊗ S
′
β−1(b) =
∑
∆
′
β,β−1α−1(ai)(1⊗ bi)⇔ (1⊗ b)∆
′
β−1,α−1(a) =
∑
ai ⊗ S
′−1
β−1
(bi).
2. Let b ∈ Aα−1 , bi ∈ Aα, a ∈ Aα−1β−1 , and ai ∈ Aβ−1. Then
S
′
α−1(b)⊗ a =
∑
(bi ⊗ 1)∆
′
β−1α−1,α(ai) ⇔ ∆
′
β−1,α−1(a)(b⊗ 1) =
∑
S
′−1
α−1
(bi)⊗ ai.
Lemma 3.19. 1. Let a, ai ∈ Aα−1 , b ∈ Aβ, and bi ∈ Aβ−1α−1. Then
∆
′
β,β−1α−1(a)(1⊗ b) =
∑
∆
′
β,β−1α−1(ai)(bi ⊗ 1)⇔ a⊗ S
′−1
β−1
(b) =
∑
(1⊗ ai)∆
′
β−1,α−1(bi).
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2. Let b ∈ Aβ−1α−1 , a ∈ Aα−1 , ai ∈ Aα−1, and bi ∈ Aβ . Then
∆β,β−1α−1(a)(1⊗ b) =
∑
∆β,β−1α−1(ai)(bi ⊗ 1)⇔ (1⊗ a)∆β−1,α−1(b) =
∑
Sβ(bi)⊗ ai.
The first part of the above lemma is a reformulation of lemma 3.17 for the opposite comulti-
plication . For part (2) if we apply σ to the equivalence in part (1), we get
∆β,β−1α−1(a)(b⊗ 1) =
∑
∆β,β−1α−1(ai)(1⊗ bi)⇔ Sβ(b)⊗ a =
∑
(ai ⊗ 1)∆β−1,α−1(bi).
But this is up to a different summation gives the equivalence in part (2).
Proposition 3.20. Let b ∈ Aα, a ∈ Aαβ. Then
(1⊗ Sα(b))∆β−1,α−1(Sαβ(a)) = (Sβ ⊗ Sα)[∆
′
α,β(a)(1⊗ b)].
Proof. Write
∆α,β−1α−1(Sα(b))(1⊗ Sαβ(a)) =
∑
∆β,β−1α−1(ai)(bi ⊗ 1).
By lemma 3.19 we have
Sα(b)⊗ a =
∑
(ai ⊗ 1)∆α−1,αβ(bi),
and
(1⊗ Sα(b))∆β−1,α−1(Sαβ(a)) =
∑
Sβ(bi)⊗ ai.
By lemma 3.15 we have
∆αβ(a)(b⊗ 1) =
∑
S−1α (ai)⊗ bi.
If we combine all of this we get
(1⊗ Sα(b))∆β−1,α−1(Sαβ(a)) =
∑
(Sβ ⊗ Sα)(bi ⊗ S
−1
α (ai))
= (Sβ ⊗ Sα)(σ(∆α,β(a)(b⊗ 1)))
= (Sβ ⊗ Sα)(∆
′
α,β(a)(1⊗ b)).
3.4 The Dual Algebra
In general, if ∆(A) ⊂ A⊗A then the dual space becomes an algebra, but this is not the case in
the multiplier Hopf pi−coalgebra. So, in the following proposition we will use the technique of
A. Van Daele in constructing the dual space.
Proposition 3.21. If (A,∆) is a multiplier Hopf pi−coalgebra then the vector space A⋆ defined
by
A⋆ = ⊕α∈πA
⋆
α,
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where A∗α is the vector space of linear functionals on Aα spanned by elements of the form a →
f(bac) where b, c ∈ Aα and f ∈ A
′
α, can be made into associative algebra under the product
(fg)(a) = (f ⊗ g)(∆α,β(a))
where f ∈ A∗α and g ∈ A
∗
β.
Proof. Let f ∈ A∗α, g ∈ A
∗
β. Then there exist b, c ∈ Aα, d, e ∈ Aβ , f
′
∈ A
′
α, and g
′
∈ A
′
β such
that f(a) = f ′(bac) for all a ∈ Aα, and g(a) = g
′
(dae) for all a ∈ Aβ . Assume that a ∈ Aα,β then
(fg)(a) = mc(f ⊗ g)(∆α,β(a))
= (f ′ ⊗ g′)((b⊗ d)∆α,β(a)(c⊗ e)).
Since (b⊗ d)∆α,β(a)(c⊗ e) ∈ Aα⊗Aβ then (fg)(a) ∈ C . It means that fg is a linear functional
on Aαβ . By linearity it can be extended to all f, g ∈ A
∗.
By the bijectivity of T 1α,β and T
2
α,β we can write
b⊗ d =
n∑
i=1
(pi ⊗ 1)∆α,β(qi),
c⊗ e =
m∑
j=1
∆α,β(rj)(1⊗ kj).
Then
(fg)(a) =
∑
i,j
(f ′ ⊗ g′)((pi ⊗ 1)∆α,β(qiarj)(1⊗ kj)).
Define
hi,j : Aαβ → C
by
hi,j(a) = (f
′ ⊗ g′)((pi ⊗ 1)∆α,β(a)(1⊗ kj)).
Then
(fg)(a) =
∑
i,j
hi,j(qar).
i.e. fg ∈ A∗ ∀f, g ∈ A⋆ and thus (A∗, .) be an algebra.
Let f1 ∈ A
∗
α, f2 ∈ A
∗
β, and f3 ∈ A
∗
γ and they defined by fi = fi(biaici) i = 1, 2, 3. where
a1, b1, c1 ∈ Aα, a2,b2, c2 ∈ Aβ and a3, b3, c3 ∈ Aγ . Then
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((f1f2)f3)(a) = (f1f2 ⊗ f3)((1⊗ b3)∆αβ,γ(a)(1⊗ c3))
= (f1 ⊗ f2 ⊗ f3)((b1 ⊗ b2 ⊗ 1)((1⊗ b3)∆αβ,γ(a)(1⊗ c3))(c1 ⊗ c2 ⊗ 1)
= (f1 ⊗ f2 ⊗ f3)((1⊗ b2 ⊗ b3)((b1 ⊗ 1⊗ 1)(∆α,β ⊗ I)(∆αβ,γ(a)(1⊗ c3)))
(c1 ⊗ c2 ⊗ 1))
= (f1 ⊗ f2 ⊗ f3)((1⊗ b2 ⊗ b3)((I ⊗∆β,α)((b1 ⊗ 1)(∆α,βγ(a))(1⊗ 1⊗ c3))
(c1 ⊗ c2 ⊗ 1))
= (f1 ⊗ f2 ⊗ f3)((1⊗ b2 ⊗ b3)((I ⊗∆β,α)((b1 ⊗ 1)(∆α,βγ(a))(c1 ⊗ 1))
(1⊗ c2 ⊗ c3))
= (f1(f2f3))(a).
Then A∗ becomes an associative algebra.
If Aα is a unital algebra ∀α ∈ pi, then we have the the same definition of the dual space
introduced by Virelizier [6].
Remark 2. If f(a) = f ′(abc), f ∈ A∗α, and if ε is the counit of A we have
εf(a) = (ε⊗ f ′)((1⊗ b)∆1,α(a)(1⊗ c))
= f ′(b(ε⊗ I)(∆(a)(1⊗ c)))
= f ′(bac) = f(a).
Similarly, fε(a) = f(a). So ε corresponds to the identity in the multiplier algebra of A∗.
Definition 3.22. Let A be a regular multiplier Hopf pi−coalgebra and S is the antipode of A.
Then we define the adjoint antipode to be
S⋆ : A∗ → A∗
by
(S⋆f)(a) = f(Sα−1(a))
for all f ∈ A∗α , a ∈ Aα−1 .
Lemma 3.23. S⋆f ∈ A∗ if f ∈ A∗.
Proof. Let f(a) = f
′
(bac) where f ∈ A∗α, a, b, c ∈ Aα−1 , and choose d ∈ A1 such that ε(d) = 1.
By using theorem 2 we get
(S
⋆
f)(a) = f(Sα−1(a)) = f
′(bSα−1(a)c)
= f ′(bεα(d)Sα−1(a)c)
= f ′(mα((I ⊗ Sα−1)((b⊗ 1)∆α,α−1(d))(1⊗ Sα−1(a)c))).
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By the bijectivity of T 2α,α−1∃ pi⊗ qi ∈ Aα⊗Aα−1 such that (b⊗ 1)∆α,α−1(d) =
∑n
i=1 pi⊗ qi. Then
(S
⋆
f)(a) =
∑
f ′(mα(pi ⊗ Sα−1(aqi)c)
=
∑
f ′(piSα−1(aqi)c).
By a similar argument we can prove that
(S⋆f)(a) =
∑
f
′
(biSα−1(rjaqi)kj).
Lemma 3.24. If (A,∆) is a regular multiplier Hopf pi- coalgebra then S⋆ is an antihomomor-
phism of A∗.
Proof. Let f ∈ A∗β−1 , g ∈ A
∗
α−1 , and write g(a1) = g
′(Sα(b)a1) for some b ∈ Aα. Then for a ∈ Aαβ
we have
S⋆(fg)(a) = fg(Sαβ(a)) = (f ⊗ g
′)((1⊗ Sα(b))∆β−1,α−1(Sαβ(a)))
= (f ⊗ g′)((Sβ ⊗ Sα)(∆
′
αβ(a)(1⊗ b)))
= (S⋆g′ ⊗ S⋆f)(∆(a)(b⊗ 1)).
But
S⋆g′(ab) = g′(Sα(b)Sα(a)) = g(Sα(a)) = S
⋆g(a),
then
S⋆(fg) = ((S⋆g)(S⋆f))(a).
Lemma 3.25. Let A = {Ap}p∈G be a multiplier Hopf G−coalgebra. Then H = {p ∈ G : Ap 6= 0}
is a subgroup of G.
Proof. Let H = {p ∈ G : Ap 6= 0} and p ∈ H . Then from the bijectivity of the map T
1
1,p :
Ap ⊗ Ap → A1 ⊗ Ap we get that A1 6= 0. Also, if p, q ∈ H then the bijectivity of the map
T 1p,q : Ap,q⊗Aq → Ap⊗Aq implies that Ap,q 6= 0. Finally, for all p ∈ H the bijectivity of the map
T 1p−1,p : A1 ⊗Ap → Ap−1 ⊗Ap implies that p
−1 ∈ H .
4 The second approach
Now let (A = {Ap}p∈G,∆ = {∆p,q}p,q∈G) be a multiplier Hopf G−coalgebra . Let AG be the
direct sum of the algebras Ap. An element in AG is a function a from G to ∪Ap, with finite
support and so that a(p) ∈ Ap ∀p ∈ G. This algebra is an algebra with a nondegenerate product.
For a ∈ Ap we will use a for the function in AG that have the value a at p and 0 otherwise and
use a(p) when we mean the element a ∈ Ap.
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Proposition 4.1. let (A = {Ap}p∈G,∆ = {∆pq}p,q∈G) be a multiplier Hopf G−coalgebra . Then
AG becomes a multiplier Hopf algebra under the comultiplication ∆G : AG →M(AG⊗AG) given
by
∆G(a)(p, q) = ∆p,q(a(pq)).
Moreover there exist a nondegenerate homomorphism γ : K(G) → M(AG) ,where K(G) be the
algebra of complex valued functions on G with finite support, such that γ(K(G)) is in the center
of M(AG). And γ is compatible with the comultiplication.
Proof. I− (AG,∆G) is a multiplier Hopf algebra.
(1) Let a, b ∈ AG. Then
(∆G(a)(1⊗ b))(p, q) = ∆p,q(a(pq))(1⊗ b(q)),
but b has a finite support, then ∆G(a)(1⊗ b) ∈ AG ⊗ AG. Similarly, (a⊗ 1)∆G(b) ∈ AG ⊗AG.
(2) Let a, b, c ∈ AG. Then we have
(a⊗ 1⊗ 1)(∆G ⊗ I)(∆G(b)(1⊗ c))(p, q, r) = (a(p)⊗ 1⊗ 1)(∆p,q ⊗ I)[(∆G(b)(1⊗ c))(pq, r)]
= (a(p)⊗ 1⊗ 1)(∆p,q ⊗ I)[∆pq,r(b(pqr))(1⊗ c(r))]
= (I ⊗∆q,r)[(a(p)⊗ 1)∆p,qr(b(pqr))](1⊗ 1⊗ c(r))
= [(I ⊗∆G)[(a⊗ 1)∆G(b))](1⊗ 1⊗ c)](p, q, r).
(3) The map T1 : A⊗A −→ A⊗A defined by
T1(a⊗ b)(p,q) = ∆G(a)(1⊗ b)(pq) = ∆p,q(a(pq))(1⊗ b(q)) = T
1
p,q(a(pq)⊗ b(q))
is a bijective with the inverse
T−11 (a⊗ b)(p, q) = (T
1
p,q)
−1(a(pq−1)⊗ b(q)),
since
((T−11 ◦ T1)(a⊗ b))(p, q) = (T
1
p,q)
−1(T1(a⊗ b)(pq
−1, q))
= (T 1p,q)
−1(T 1p,q(a(pq
−1q)⊗ b(q))
= a(p)⊗ b(q).
Similarly, [(T1 ◦ T
−1
1 (a⊗ b)](p, q) = a(p)⊗ b(q).
Also, the map T2 : A⊗ A −→ A⊗ A defined by
T2(a⊗ b)(p, q) = (a(p)⊗ 1)∆p,q(b(pq))
is bijective with the inverse
T−12 (a⊗ b)(p, q) = (T
2
p,q)
−1(a(p)⊗ b(p−1q)).
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II− There exist a nondegenerate homomorphism γ, from K(G) into the center of M(AG),
compatible with the comultiplication.
(1) Let K(G) be the algebra of complex valued functions on the group G with finite support.
Define
γ : K(G) −→ M(A)
by
γ(f)(p) = f(p)1p
By the definition of γ we have that γ(f) in the center M(A) ∀f ∈ K(G). Moreover, γ(fg)(p) =
(fg)(p)1p = f(p)g(p)1P = (γ(f)γ(g))(p) and γ(K(G))AG = AGγ(K(G)) = AG.
(2) Consider
(γ ⊗ γ)∆◦(f)(p, q) = [(γ ⊗ γ)(
∑
s
Cs
∑
r
δr ⊗ δr−1s(p, q))]
= [
∑
s,r∈G
Csδr(p)⊗ δr−1s(q)1q]
= f(pq)(1p ⊗ 1q).
On the other hand
∆G(γ(f))(p, q) = ∆p,q(γ(f)(p, q))
= ∆p,q(f(pq)1p,q)
= f(pq)(1p ⊗ 1q).
Thus γ is compatible with the comultiplication
Let (A,∆) be a multiplier Hopf algebra such that there exist a nondegenerate homomorphism
γ : K(G) −→M(A) such that γ(K(G)) is in the center of M(A) and
∆(γ(f)) = (γ ⊗ γ)∆◦(f),
where ∆◦(f)(p, q) = f(pq).
We denote this multiplier Hopf algbera with the nondegenerate homomorphism γ by (A˜, ∆˜) .
Let Ap = A˜γ(δp), δp ∈ K(G) where δp(q) = δ
q
p = {
0, p 6=q
1, p=q. Because of Ap is a subalgebra of
A˜ and satisfies that if aγ(δp)bγ(δp) = 0 ∀ aγ(δp), γ(δp) 6= 0 then abγ(δp) = 0 ∀ a ∈ A˜ and hence
bγ(δp) = 0. Similarly, if aγ(δp)bγ(δp) = 0 ∀ bγ(δp), γ(δp) 6= 0 then aγ(δp) = 0. Then Ap is an
algebra with a nondegenerate product. A˜ can be identified with the direct of Ap’s using
a −→ (aγ(δp))p∈G
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Since γ is a nondegenerate homomorphism then for all a ∈ A˜ there exist f ∈ K(G) such that
a = aγ(f). Since f ∈ K(G) then there exist finite number of δ′s such that f =
∑
cpδp and hence
a ∈ ⊕pAγ(δp) = ⊕pAp. Then ∀a ∈ A˜ there exist a finite numbers of p’s such that a ∈ ⊕pAp
Let a, b ∈ A˜ and δp, δq ∈ K(G). Then the map T˜1 satisfies
T˜1(aγ(δp)⊗ bγ(δq)) = ∆˜(aγ(δp))(1⊗ bγ(δq))
= ∆˜(a)(γ ⊗ γ)∆◦(δp)(1⊗ b)(1⊗ γ(δq))
= ∆˜(a)(1⊗ b)(γ ⊗ γ)T ◦1 (δp ⊗ δq)
= T˜1(a⊗ b)(γ ⊗ γ)T
◦
1 (δp ⊗ δq)
and its inverse satisfies
T˜−11 (aγ(δp)⊗ bγ(δq)) = T˜
−1
1 (a⊗ b)(γ ⊗ γ)(T
◦
1 )
−1(δp ⊗ δq).
Similarly, the map T˜2 satisfies
T˜2(aγ(δp)⊗ bγ(δq)) = T˜2(a⊗ b)(γ ⊗ γ)T
◦
2 (δp ⊗ δq)
and its inverse satisfies
T˜−12 (aγ(δp)⊗ bγ(δq)) = T˜
−1
2 (a⊗ b)(γ ⊗ γ)(T
◦
2 )
−1(δp ⊗ δq).
For a, b ∈ A˜ and δp, δq ∈ K(G) the counit satisfies
ε˜(aγ(δp)bγ(δq)) = mT˜
−1
1 (aγ(δp)⊗ bγ(δq))
= mT˜−11 (a⊗ b)(γ ⊗ γ)((T
◦
1 )
−1(δp ⊗ δq))
= ε˜(a)bγ(ε◦(δp)δq)
= ε˜(a)ε◦(δp)bγ(δq).
Since ε◦(f) = f(e) ∀f ∈ K(G) then ε˜(aγ(δp)) = ε˜(a) when e = p and zero otherwise
Also, the counit satisfies
(I ⊗ ε˜)∆˜(aγ(δp))(1⊗ bγ(δq)) = aγ(δp)bγ(δq) = abγ(δpδq),
(ε˜⊗ I)(aγδp ⊗ 1)∆˜(bγδq) = abγ(δp)γ(δq) = abγ(δpδq).
For the antipode we have
S˜(aγ(δp))bγ(δp) = (ε˜⊗ I)T˜
−1
1 (aγ(δp)⊗ bγ(δq))
= (ε˜⊗ I)T˜−11 (a⊗ b)(γ ⊗ γ)((T
◦
1 )
−1(δp ⊗ δq))
= S˜(a)bγ((ε◦ ⊗ I)(T
◦
1 )
−1(δp ⊗ δq))
= S˜(a)bγ(S◦(δp)γ(δq)
= S˜(a)γ(S◦(δp))bγ(δq).
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Since S◦(δp) = δp−1 then S˜(aγ(δp)) = S˜(a)γ(δp−1).
Also, the antipode satisfies
m(S ⊗ I)∆(aγ(δp))(1⊗ bγ(δq)) = ε(aγ(δp))bγ(δq) = ε(a)ε◦(δp)bγ(δq),
m(I ⊗ S)(bγ(δq)⊗ 1)∆(aγ(δp) = bγ(δq)ε(a)ε◦(δp).
Proposition 4.2. Let A˜ be a multiplier Hopf algebra and γ : K(G) −→ M(A˜) be a nondegenerate
homomorphism from K(G) into the center of M(A˜) satisfies
∆˜(γ(f)) = (γ ⊗ γ)∆◦(f)
then this comes from a multiplier Hopf G−coalgebra.
Proof. Define a family of algebras A = {AP}p∈G by Ap = A˜γ(δp). Then Ap is an algebra with
nondegenerate product. Define a family of homomorphism ∆ = {∆p,q : Apq −→M(Ap⊗Aq)}p,q∈G
by
∆p,q(aγ(δpq)) = ∆˜(a)(γ(δp)⊗ γ(δq)).
For aγ(δpq) ∈ Apq, bγ(δq) ∈ Aq we have
∆p,q(aγ(δpq))(1⊗ bγ(δq)) = ∆˜(a)(1⊗ b)(γ(δp)⊗ γ(δq))
= T˜1(a⊗ b)(γ(δp)⊗ γ(δq)) ∈ Ap ⊗ Aq.
For bγ(δpq) ∈ Apq and aγ(δp) ∈ Ap we have
(aγ(δp)⊗ 1)∆pq(bγ(δpq)) = (a⊗ 1)∆˜(b)(γ(δp)⊗ γ(δq))
= T˜2(a⊗ b)(γ(δp)⊗ γ(δq)) ∈ Ap ⊗ Aq.
The coassociativity of ∆ = {∆p,q : Apq −→ M(Ap ⊗ Aq)}p,q∈G is follows directly because of the
coassociativity of ∆˜ and that γ(K(G)) is in the center of M(A). So ∆ is a comultiplication
The maps T 1p,q : Apq ⊗ Aq −→ Ap ⊗ Aq given by
T 1p,q(aγ(δp)⊗ bγ(δq)) = ∆p,q(aγ(δpq)(1⊗ bγ(δq)))
= T˜1(a⊗ b)(γ(δp)⊗ γ(δq))
= T˜1(a⊗ b)(γ ⊗ γ)(T
1
◦ (δpq ⊗ δq))
are bijective with inverses
(T 1p,q)
−1(aγ(δp)⊗ bγ(δq)) = T˜
−1
1 (a⊗ b)(γ(δpq)⊗ γ(δq))
= T˜−11 (a⊗ b)(γ ⊗ γ)T
1
◦ (δp ⊗ δq)
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Also, the maps T 2p,q : Ap ⊗ Apq −→ Ap ⊗ Aq given by
T 2p,q(aγ(δp)⊗ bγ(δq)) = (aγ(δp)⊗ 1)∆p,q(aγ(δpq))
= T˜2(a⊗ b)(γ ⊗ γ)T
2
◦ (δp ⊗ δpq)
are bijective with inverses
(T 2p,q)
−1(aγ(δp)⊗ bγ(δq)) = T˜
−1
2 (a⊗ b)(γ(δp)⊗ γ(δpq))
= T˜−12 (a⊗ b)(γ ⊗ γ)((T
2
◦ )
−1(δp ⊗ δpq))
Thus (A = {Ap}p∈G,∆ = {∆p,q}p,q∈G) is a multiplier Hopf G−coalgebra.
Now let (AG,∆G) be the multiplier Hopf algebra associated to (A,∆) as in lemma(1.4).
Define a map ϕ : A˜ −→ AG by
ϕ(a)(p) = aγ(δp) ∈ Ap.
Since a ∈ ⊕pAp for finite number of p’s then ϕ(a) will has finite support (i.e. ϕ is well defined
(ϕ(A˜) ⊂ AG)).
If ϕ(a) = ϕ(b), a, b ∈ A˜ then
aγ(δp) = bγ(δp) ∀p =⇒ (a− b)γ(δp) = 0 ∀δp
By the nondegenerancy of γ we have a− b = 0 =⇒ a = b hence ϕ is 1− 1.
Also,
∀ b ∈ AG ∃ a =
∑
p∈G
b(p) ∈ A˜ such that ϕ(a) = b,
then ϕ is onto.
ϕ is a nondegenerate homomorphism, where
ϕ(ab)(p) = abγ(δp) = aγ(δp)bγ(δp) = (ϕ(a)ϕ(b))(p) ∀ p ∈ G.
Moreover, we also have
∆G(ϕ(a))(p, q) = ∆p,q(ϕ(a)(pq)) = ∆p,q(aγ(δpq))
= ∆˜(a)(γ(δp)⊗ γ(δq)) = ((ϕ⊗ ϕ)∆(a))(p, q)
Thus A˜ is isomorphic to AG.
There exist a map γG : K(G) −→ AG defined by
γG(f)(p) = f(p)γ(δp).
Since γ(δp) is the unit of M(Ap). Then γG(f)(p) = f(p)1p and hence as in lemma (1.4) γG is
a nondegenerate homomorphism compatible with the comultiplication and γG(K(G)) is in the
central of M(A).
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The last two propositions show that there exist a one to one correspondence between the
class of multiplier Hopf G−coalgebras and the class of multiplier Hopf algebras such that each
multiplier Hopf algbera endowed with a nondegenerate hommomophism form the algebra of
complex valued functions with finite support on the group G into the center of its multiplier
algebra and compatible with its comultiplication.
Lemma 4.3. Let (A,∆) be a multiplier Hopf G−coalgebra. Then there exist a homomorphism
ε : Ae −→ C such that
(I ⊗ ε)((a⊗ 1)∆p,e(b)) = ab,
(ε⊗ I)(∆e,p(a)(1⊗ b)) = ab
for all a, b ∈ Ap, p ∈ G.
Proof. Consider the algebra (A˜, ∆˜) be as above. For a, b ∈ A˜ we have
ε(a)b =
∑
p
∑
q
ε(aγ(δp))bγ(δq) = ε(aγ(δe))b.
Define a map ε : Ae → C by ε(a) = ε˜(a) ∀a ∈ Ae. By the properties of the map ε˜ we have that
ε is a nondegenerate homomorphism. Let x, y ∈ Ap with x = aγ(δp), y = bγ(δp) where a, b ∈ A˜
then
(I ⊗ ε)((x⊗ 1)∆p,e(y)) = (I ⊗ ε)((aγ(δp)⊗ 1)∆p,e(bγ(δp)))
= (I ⊗ ε˜)((a⊗ 1)(γ ⊗ γ)(δp ⊗ δe)∆˜(b))
= (I ⊗ ε˜)((a⊗ 1)(γ ⊗ γ)((δp ⊗ 1)∆◦(δp))∆˜(b))
= (I ⊗ ε˜)((aγ(δp)⊗ 1)∆˜(bγ(δp)))
= aγ(δp)bγ(δp) = xy.
Similarly, we can prove that (ε⊗ I)(∆e,p(x)(1⊗ y)) = xy.
Also, for the multiplier Hopf algebra (AG,∆G) we get that εG(a) = ε(a(e)) ∀a ∈ AG.
Lemma 4.4. If (A,∆) is a multiplier Hopf G−coalgebra then there exist a family of antihomo-
morphisms S = {Sp : Ap −→ M(Ap−1)}p∈G such that for all a ∈ Ae, b ∈ Ap and φ ∈ G we
have
mp((I ⊗ Sp−1)((b⊗ 1)∆p,p−1(a))) = ε(b)a,
mp((Sp−1 ⊗ I)∆p−1,p(a)(1⊗ b)) = ε(a)b.
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Proof. In the algebra (A˜, ∆˜)
S˜(aγ(δp)) = S˜(a)γ(S◦(δp)).
For the multiplier Hopf G−coalgebra (A,∆) we define
Sp : Ap −→M(Ap−1)
by
S(aγ(δp)) = S(a)γ(S◦(δp)).
Let a ∈ Ae b ∈ Ap. Then
mp(I ⊗ Sp−1)[(bγ(δp)⊗ 1)∆p,p−1(aγ(δe))] = m(I ⊗ S)[(b⊗ 1)∆˜(a)(γ ⊗ γ)(δp ⊗ 1)∆◦(δe)]
= m(I ⊗ S)[(bγ(δp)⊗ 1)∆˜(aγ(δe))]
= ε(aγ(δe))bγ(δp).
Also, we can prove that
mp(Sp−1 ⊗ I)(∆p−1,p(a)(1⊗ b)) = ε(a)b.
For the algebra (AG,∆G), we have
S(a)(p) = Sp−1(a(p
−1)).
Theorem 4. A is a Hopf G−coalgebra if and only if A is multiplier Hopf G−coalgebra such that
Ap is unital ∀p ∈ G.
Proof. If (A,∆) is a Hopf G−coalgebra then Ap has an identity ∀p ∈ G which means that
M(Ap) = Ap ∀p ∈ G and according to remark (1) we have ∆ is a comultiplication.
Now we will prove that the linear maps
T 1p,q : Apq ⊗Aq −→ Ap ⊗ Aq ,
T 2p,q : Ap ⊗ Apq −→ Ap ⊗ Aq
defined by
T 1p,q(a⊗ b) = ∆p,q(a)(1⊗ b) ,
T 2p,q(a⊗ b) = (a⊗ 1)∆p,q(b)
are bijective for all p, q ∈ G .
Consider the following linear maps
R1p,q : Ap ⊗ Aq −→ Apq ⊗ Aq ,
R2p,q : Ap ⊗Aq −→ Ap ⊗ Apq
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which defined by
R1p,q(a⊗ b) = ((I ⊗ Sq−1)∆pq,q−1(a))(1⊗ b) ,
R2p,q(a⊗ b) = (a⊗ 1)((Sp−1 ⊗ I)∆p−1,pq(b)) .
By using the properties of S and ∆ we can prove that R1p,q and R
2
φ,q are the inverses of T
1
φ,q and
T 2φ,q, respectively. By using Sweedler’s notation, we get
T 1φ,qR
1
φ,q(a⊗ b) =
∑
(a)
T 1φ,q(a(1,φq) ⊗ Sq−1(a(2,q−1)) b)
=
∑
(a)
a(1,φ) ⊗ a(2,q)Sq−1(a(3,q−1)) b
=
∑
(a)
a(1,φ) ⊗mφ(I ⊗ Sq−1)∆q,q−1(a(2,1))(1⊗ b)
=
∑
(a)
(a(1,φ) ⊗ ε(a(2,1))1q)(1⊗ b) = a⊗ b.
Similarly, for R1φ,qT
1
φ,q, R
2
φ,qT
2
φ,q and T
2
φ,qR
2
φ,q. Therefore A is a multiplier Hopf pi−coalgebra.
If A is a multiplier Hopf G−coalgebra such that Ap is unital ∀p ∈ G then M(Aφ ⊗ Aq) =
Aφ ⊗ Aq ∀ φ, q ∈ G and by using remark (1) we have
(∆φ,q ⊗ I)∆φq,r = (I ⊗∆q,r)∆φ,qr
as a maps from Aφqr into Aφ ⊗ Aq ⊗ Ar.
Since A is unital then M(A1 ⊗ Aφ) = A1 ⊗ Aφ and M(Aφ ⊗ A1) = Aφ ⊗ A1 so the counitary
property just means
(I ⊗ ε)∆φ,1 = (ε⊗ 1)∆1,φ = I ∀φ ∈ G.
Then we obtain the definition of the counit introduced by Turaev.
If A is unital then the antihomomorphism S has the form
S = {Sφ : Aφ −→ Aφ−1}φ∈G
such that
mφ(Sφ−1 ⊗ I)∆φ−1,φ = ε1φ = mφ(I ⊗ Sφ−1)∆φ,φ−1.
4.1 Regular multiplier Hopf group coalgebra.
Lemma 4.5. (A = {Ap}p∈G,∆) is a regular multiplier Hopf G−coalgebra iff (AG,∆G) is a
regular multiplier Hopf algbera .
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Proof. 1) If (A = {Ap}p∈G,∆) is a regular multiplier Hopf G−coalgebra , then (AG,∆G) is a
multiplier Hopf algbera . It is clear that ∆G is nondegenerate and from the coassociativity of
∆G, it follows that ∆
′
G is coassociative. Let a, b ∈ AG then
∆′G(a)(1⊗ b)(q, p) = σ(∆G(a)(b⊗ 1))(q, p)
= σ(∆G(a)(b⊗ 1)(p, q))
= σ(∆p,q(a(pq)(b(p)⊗ 1)))
= ∆′p,q(a(pq)(1⊗ b(p))) ∈ Aq ⊗ Ap.
Similarly, we can prove that (a⊗ 1)∆′G(b) ∈ Aq ⊗Ap. Hence, ∆G is an opposite comultiplication
on AG.
The map T ′1 : AG ⊗AG → AG ⊗ AG defined by
T ′1(a⊗ b)(q, p) = ∆
′
G(a)(1⊗ b)(q, p)
= ∆′p,q(a(pq)(1⊗ b(p)))
= T
′1
p,q(a(pq)(1⊗ b(p))) ∈ Aq ⊗ Ap
is bijective since the members of the family T
′1 = {T
′1
p,q}p,q∈G are bijective .
Similarly, we can prove that the map T ′2 is bijective.
Therefor, (AG,∆G) is a regular multiplier Hopf algbera .
2)If (AG,∆G) is a regular multiplier Hopf algbera , then (A,∆) is a multiplier Hopf G−coalgebra .
a)Let a ∈ Apq, b ∈ Ap. Then
∆′G(a)(1⊗ b)(q, p) = σG(∆(a)(b⊗ 1)(p, q))
= σ(∆(a)(b⊗ 1)(p, q))
= σ(∆(a(pq))(b(p)⊗ 1))
= ∆′p,q(a(pq))(1⊗ b(p)).
Since ∆′G(a)(1⊗ b)(q, p) ∈ Aq ⊗Ap then ∆
′
p,q(a)(1⊗ b) ∈ Aq ⊗ Ap.
Similarly, we can prove that (a⊗ 1)∆′p,q(b) ∈ Aq ⊗Ap for all a ∈ Aq, b ∈ Apq
b) Since the map T ′1 is bijective then T
′
1(p, q) is bijective . Similarly, for the maps T
′2
p,q.
c) Let a ∈ Ap, b ∈ Arqp and c ∈ Ar. Then
[(a⊗ 1⊗ 1) (∆′G ⊗ I)(∆
′
G(b)(1⊗ c))](p, q, r)
= [(I ⊗ σG)(σG ⊗ I)(I ⊗ σG)((1⊗ 1⊗ a)(I ⊗∆G)(∆G(b)(c⊗ 1)))](p, q, r)
= (I ⊗ σ)(σ ⊗ I)(I ⊗ σ)((1⊗ 1⊗ a)(I ⊗∆G)(∆G(b)(c⊗ 1))(r, q, p))
= (I ⊗ σ)(σ ⊗ I)(I ⊗ σ)(1⊗ 1⊗ a(p))(I ⊗∆q,p)(∆r,qp(b(rqp)(c(r)⊗ 1)))
= (a(p)⊗ 1⊗ 1)(∆′q,p ⊗ I)(∆
′
r,qp(b(rqp))(1⊗ c(r))).
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On the other hand
(I ⊗∆′G) ((a⊗ 1)∆
′
G(b))(1⊗ 1⊗ c)(p, q, r)
= (σG ⊗ I)(I ⊗ σG)(σG ⊗ I)((∆G ⊗ I)((1⊗ a)∆G(b))(c⊗ 1⊗ 1))(p, q, r)
= σ ⊗ I)(I ⊗ σ)(σ ⊗ I)((∆G ⊗ I)((1⊗ a)∆G(b))(c⊗ 1⊗ 1)(r, q, p))
= (σ ⊗ I)(I ⊗ σ)(σ ⊗ I)((∆r,q ⊗ I)((1⊗ a(p))∆rq,p(b(rq, p)))(c(r)⊗ 1⊗ 1))
= (I ⊗∆′r,q)((a(p)⊗ 1)∆
′
rq,p(b(rq, p)))(1⊗ 1⊗ c(r)).
Since ∆′G is coassociative, we have
(a(p)⊗1⊗1)(∆′q,p⊗I)(∆r,qp(b(r, qp))(1⊗c(r))) = (I⊗∆
′
r,q)((a(p)⊗1)∆rq,p(b(rq, p)))(1⊗1⊗c(r)).
Then (A,∆) is regular multiplier Hopf G−coalgebra .
Corollary 4.6. Let (A,∆) be a multiplier Hopf G−coalgebra . Then for any element a ∈ Ap there
exist some elements e, f ∈ Ap such that ea = a = af . If the antipode of (A,∆) is endomorphism
of A (i.e. Sp(Ap) ⊂ Ap−1 for all p ∈ G) then such elements e, f exist for any finitely many
elements a1, a2, ..., an in Ap such that eai = ai = aif for any i.
Corollary 4.7. If (A,∆) is a regular multiplier Hopf G−coalgebra then
1. (ε⊗ I)((1⊗ a)∆e,p(b)) = ab,
2. (I ⊗ ε)(∆p,e(a)(b⊗ 1)) = ab
for all p ∈ G and a, b ∈ Ap.
Proof. Since (A,∆) is a regular multiplier Hopf G−coalgebra then (AG,∆G) is a regular multi-
plier Hopf algbera . For all a, b ∈ Ap we have
ab(p) = (I ⊗ εG)(∆G(a)(b⊗ 1))(p)
= (I ⊗ ε)(∆G(a)(b⊗ 1)(p, e))
= (I ⊗ ε)(∆p,e(b⊗ 1)).
Similarly, we can prove part 2.
Lemma 4.8. Let (A,∆) be a regular multiplier Hopf G−coalgebra . Then
• There exist an antihomomorphism S ′ = {S ′p : Ap −→ M(Ap−1)}p∈G such that for all
a ∈ A1 b, c ∈ Ap and p ∈ G
mp((I ⊗ S
′
p−1
)((c⊗ 1)∆′
p,p−1
(a))(1⊗ b)) = cε(a)b,
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mp((c⊗ 1)(S
′
p−1 ⊗ I)∆
′
p−1,p(a)(1⊗ b)) = cε(a)b.
• Sp(Ap) ⊆ Ap−1, and S
′
p(Ap) ⊆ Ap−1, Sp is invertible for all p ∈ G with inverse S
′
p−1
for
all p ∈ G.
The proof of the first part is completely similar to lemma (1.7) if we use the multiplier Hopf
algbera (AG,∆
′
G) instead of (AG,∆G). The 2
nd part is follows directly form the properties of SG
and S
′
G.
Lemma 4.9. 1. Let a ∈ Apq , b ∈ Aq , ai ∈ Ap, and bi ∈ Aq−1. Then
a⊗ Sq(b) =
∑
∆pq,q−1(ai)(1⊗ bi)⇔
∑
ai ⊗ S
′
q−1(bi) = (1⊗ b)∆p,q(a).
2. Let a ∈ Apq , b ∈ Ap , ai ∈ Aq, and bi ∈ Ap−1. Then
Sp−1(b)⊗ a =
∑
(bi ⊗ 1)∆p−1,pq(ai)⇔ ∆p,q(a)(b⊗ 1) =
∑
S
′
p−1(bi)⊗ ai.
3. Let a ∈ Ap−1 , b ∈ Aq−1p−1 , ai ∈ Ap−1 and bi ∈ Aq. Then the following statements are
equivalent :
(a) ∆q,q−1p−1(a)(1⊗ b) =
∑
∆q,q−1p−1(ai)(bi ⊗ 1),
(b) a⊗ S
′
pq(b) =
∑
(ai ⊗ 1)∆p−1,pq(bi),
(c) (1⊗ a)∆q−1,p−1(b) =
∑
Sq(bi)⊗ ai.
Proof. Since (AG,∆G) is a regular multiplier Hopf algbera then for all a ∈ Apq , b ∈ Aq , ai ∈ Ap,
and bi ∈ Aq−1 , we have
(a⊗ SG(b))(pq, q
−1) = (
∑
∆G(ai)(1⊗ bi))(pq, q
−1)⇔ (
∑
ai ⊗ SG(bi))(p.q) = ((1⊗ b)∆G(a))(p, q),
a(pq)⊗ Sq(b(q)) =
∑
∆pq,q−1(ai(p))(1⊗ bi(q
−1))⇔
∑
ai(p)⊗ S
′
q−1(bi(q
−1)) = (1⊗ b(q))∆p,q(a(pq)).
Similarly, we can prove parts 2 and 3.
Lemma 4.10. Let b ∈ Ap and a ∈ Apq. Then
(1⊗ Sp(b))∆q−1,p−1(Spq(a)) = (Sq ⊗ Sp)(∆
′
p,q(a)(1⊗ b)).
Proof. Let b ∈ Ap and a ∈ Apq. Then
(1⊗ SG(b))∆G(SG(a))(q
−1, p−1) = (SG ⊗ SG)(∆
′
G(a)(1⊗ b))(q
−1, p−1),
(1⊗ Sp(b(p)))∆q−1,p−1(Spq(a(pq))) = σ((Sp ⊗ Sq)(∆p,q(a(pq))(b(p)⊗ 1)))
= (Sq ⊗ Sp)(∆
′
p,q(a(pq))(1⊗ b(p))).
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Proposition 4.11. If (A,∆) is a multiplier Hopf G−coalgebra. Define the vector space A⋆ by
A⋆ = ⊕φ∈GA
⋆
φ,
where A∗φ is the vector space of linear functionals on Aφ spanned by elements of the form a →
f(bac) with b, c ∈ Aφ and f ∈ A
′
φ. A
∗ can be made into associative algebra under the product
(fg)(a) = (f ⊗ g)(∆φ,q(a))
where f ∈ A∗φ and g ∈ A
∗
q .
Proof. Let f ∈ A∗φ and g ∈ A
∗
q . Then there exist b, c ∈ Aφ, d, e ∈ Aq, f
′
∈ A
′
φ, and g
′
∈ A
′
q such
that f(a) = f ′(bac) for all a ∈ Aφ, and g(a) = g
′
(dae) for all a ∈ Aq. Assume that a ∈ Aφ,q then
(fg)(a) = mc(f ⊗ g)(∆φ,q(a))
= (f ′ ⊗ g′)((b⊗ d)∆φ,q(a)(c⊗ e)).
Since (b⊗ d)∆φ,q(a)(c⊗ e) ∈ Aφ ⊗Aq then (fg)(a) ∈ C . It means that fg is a linear functional
on Aφq. By linearity it can be extended to all f, g ∈ A
∗.
By the bijectivity of T 1φ,q and T
2
φ,q we can write
b⊗ d =
n∑
i=1
(pi ⊗ 1)∆φ,q(qi),
c⊗ e =
m∑
j=1
∆φ,q(rj)(1⊗ kj).
Then
(fg)(a) =
∑
i,j
(f ′ ⊗ g′)((pi ⊗ 1)∆φ,q(qiarj)(1⊗ kj)).
Define
hi,j : Aφq → C
by
hi,j(a) = (f
′ ⊗ g′)((pi ⊗ 1)∆φ,q(a)(1⊗ kj)).
Then
(fg)(a) =
∑
i,j
hi,j(qar).
i.e. fg ∈ A∗ ∀f, g ∈ A⋆ and thus (A∗, .) be an algebra.
Let f1 ∈ A
∗
φ, f2 ∈ A
∗
q and f3 ∈ A
∗
r defined by fi = fi(biaici) i = 1, 2, 3, where a1, b1, c1 ∈
Aφ, a2,b2, c2 ∈ Aq and a3, b3, c3 ∈ Ar. Then
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((f1f2)f3)(a) = (f1f2 ⊗ f3)((1⊗ b3)∆φq,r(a)(1⊗ c3))
= (f1 ⊗ f2 ⊗ f3)((b1 ⊗ b2 ⊗ 1)((1⊗ b3)∆φq,r(a)(1⊗ c3))(c1 ⊗ c2 ⊗ 1)
= (f1 ⊗ f2 ⊗ f3)((1⊗ b2 ⊗ b3)((b1 ⊗ 1⊗ 1)(∆φ,q ⊗ I)(∆φq,r(a)(1⊗ c3)))
(c1 ⊗ c2 ⊗ 1))
= (f1 ⊗ f2 ⊗ f3)((1⊗ b2 ⊗ b3)((I ⊗∆q,φ)((b1 ⊗ 1)(∆φ,qr(a))(1⊗ 1⊗ c3))
(c1 ⊗ c2 ⊗ 1))
= (f1 ⊗ f2 ⊗ f3)((1⊗ b2 ⊗ b3)((I ⊗∆q,φ)((b1 ⊗ 1)(∆φ,qr(a))(c1 ⊗ 1))
(1⊗ c2 ⊗ c3))
= (f1(f2f3))(a).
Then A∗ becomes an associative algebra.
Remark 3. By direct calculations we can prove that the two algebras (A∗, ∗) and (A∗G, m) are
the same, where the latter is the dual algebra of (AG,∆G).
4.2 Invariant functionals on regular multiplier
Hopf Group coalgebras
Notation Let (A,∆) be a regular multiplier Hopf algbera , a ∈ Apq, b ∈ Aq, and ω ∈ A
′
p. Then
we can define a multiplier n ∈M(Aq) by
nb = (ω ⊗ I)(∆p,q(a)(1⊗ b))
bn = (ω ⊗ I)((1⊗ b)∆p,q(a)).
We will write
n = (ω ⊗ I)∆p,q(a).
Similarly, we can define (I ⊗ ω′)∆p,q(a) ∈M(Ap) ,where ω
′ ∈ A′q.
Definition 4.12. A family ϕ = {ϕp : Ap → C}p∈G of linear functionals on A is called left
invariant if
(I ⊗ ϕq)∆p,q(a) = ϕpq(a)1p ∀a ∈ Apq, p, q ∈ G.
A family ϕ = {ϕp}p∈G is said to be nonzero if ϕp 6= 0 for some p ∈ G.
A family ψ = {ψp : Ap → C}p∈G of linear functionals on A is called right invariant if
(ψp ⊗ 1)∆p,q(a) = ψpq(a)1q ∀a ∈ Apq, p, q ∈ G
A family ψ = {ψp}p∈G is said to be nonzero if ψp 6= 0 for some p ∈ G.
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Lemma 4.13. If ϕ is a nonzero left invariant family of functionals then ϕp 6= 0 for all p ∈ G
such that Ap 6= 0.
Proof. If ϕ = {ϕp}p∈G is a nonzero left invariant family of functionals then ϕq 6= 0 for some
q ∈ G. Let p ∈ G such that Ap 6= 0. Then Aqp−1 6= 0 and we have for all b ∈ Aqp−1
(I ⊗ ϕp)∆qp−1,p(a)(b⊗ 1) = ϕq(a)b.
Hence ϕp 6= 0.
Similarly, the right case can be proven.
Proposition 4.14. A has a left invariant family of functionals iff AG has a left invariant func-
tional.
Proof. Let ϕ = {ϕp}p∈G be a left invariant family of functionals for A. Define a linear functional
ϕG : AG → C by
ϕG(a) =
∑
p∈G
ϕp(a(p)) ∀a ∈ AG.
For a, b ∈ AG, we have
[(I ⊗ ϕG)(∆G(a)(b⊗ 1))](p) =
∑
q∈G
(I ⊗ ϕq)[(∆G(a)(b⊗ 1))(p, q)]
=
∑
q∈G
(I ⊗ ϕq)[∆p,q(a(pq))(b(p)⊗ 1)]
=
∑
q∈G
ϕpq(a(pq))b(p)
= (ϕG(a)b)(p).
Similarly, we can prove (I ⊗ ϕG)((b⊗ 1)∆G(a)) = bϕG(a). Thus ϕG is left invariant.
Let ϕG is a left invariant functional for AG. Define ϕp : Ap → C by ϕp(a(p)) = ϕG(a) for all
a ∈ Ap. Let a ∈ Apq and b ∈ Ap. Then
(I ⊗ ϕq)∆p,q(a(pq))(b(p)⊗ 1) = (I ⊗ ϕq)([∆G(a)(b⊗ 1)](p, q))
=
∑
r∈G
(I ⊗ ϕr)([∆G(a)(b⊗ 1)](p, r))
= [(I ⊗ ϕG)(∆G(a)(b⊗ 1))](p)
= ϕG(a)b(q) = ϕpq(a)b(q).
Note (I ⊗ ϕr)([∆G(a)(b⊗ 1)](p, r)) = 0 ∀r 6= q.
Similarly, we can prove that (I ⊗ ϕp)((b⊗ 1)∆p,q(a)) = bϕpq(a). Thus ϕ is left invariant.
Similarly, the right case can be proven.
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Corollary 4.15. Let (A,∆) be a regular multiplier Hopf G−coalgebra with left invariant family
of functionals. Then for any finitely many elements aq, a2, ..., an ∈ Ap there exist an element
e ∈ Ap such that such that eai = ai = aie for any i
Corollary 4.16. If ϕ is left invariant then ϕ ◦ S = {ϕp−1 ◦ Sp : AP → C}p∈G is right invariant.
Proof. Let ϕ = {ϕp}p∈G be a left invariant family of functionals for A. Then ϕG is a left
invariant functional for AG. Hence, ϕG ◦ SG is a right invariant functional for AG. Then the
family {ϕp−1 ◦ Sp : Ap → C}p∈G is right invariant.
Corollary 4.17. If ϕ = {ϕp}p∈G is a nonzero left invariant family of functionals for A then ϕ
is unique (up to scaler). The members of ϕ are faithful. Also, if ψ = {ψp}p∈G is a nonzero right
invariant family of functionals for A then ψ is unique (up to scaler). The members of ψ are
faithful.
The proof of uniqueness is an immediate consequence of the uniqueness of invariant function-
als on AG. If a ∈ Ap such that ϕp(a(p)b(p)) = 0 ∀b ∈ Ap then ϕG(ax) = 0 ∀ x ∈ AG and hence
a = 0 (ϕG is faithful ). Similarly, If b ∈ Ap such that ϕp(a(p)b(p)) = 0 ∀ a ∈ Ap then b = 0.
If Ap is unital for all p ∈ G then A is a Hopf G−coalgebra and the above corollary gives the
uniqueness of its left integrals.
Let (A,∆) be multiplier Hopf G−coalgebra with a left invariant family of functionals ϕ =
{ϕp}p∈G . Then (AG,∆G) has a left invariant functional ϕG. Hence, there exist a multiplier
DG ∈M(AG) = {a : G→ ∪M(Ap) | a(p) ∈M(Ap)} such that
(ϕG ⊗ I)∆G(a) = ϕG(a)DG.
Let a ∈ Apq and b ∈ Aq. Then
[(ϕG ⊗ I)(∆G(a)(1⊗ b))](q) = ϕG(a)DG(q)b(q).
By the definition of ϕG we get
ϕpq(a(pq))DG(q)b(q) =
∑
r∈G
(ϕr ⊗ I)(∆r,q(a(rq))(1⊗ b(q)))
= (ϕp ⊗ I)(∆p,q(a(pq))(1⊗ b(q))).
We define a family of multipliers D = {Dp ∈M(Ap)}p∈G by Dp = DG(p).
Lemma 4.18. For all p ∈ G there exist a multiplier Dp ∈M(Ap) such that for all p, q ∈ G
(ϕp ⊗ I)∆p,q(a) = ϕpq(a)Dq.
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Also, Dp is invertible and satisfies
∆p,q(Dpq) = Dp ⊗Dq, ε(D1) = 1, Sp(Dp) = D
−1
p−1
.
Corollary 4.19. Let ϕ = {ϕp}p∈G be a nonzero left invariant family of functionals for A. Then
1. For all p ∈ G, a ∈ Ap
ϕp−1(Sp(a)) = ϕp(aDp).
2. For all a ∈ Ap there exist b ∈ Ap such that
ϕp(ca) = ϕp(bc) ∀c ∈ Ap.
Remark 4. Let ϕ = {ϕp}p∈G be a nonzero left invariant family of functionals for A. Then
1. If ψ = ϕ ◦ S, and if we replace a by ca, c ∈ Ap in part (1) of corollary (4.19) , we have
ψp(ca) = ϕp(caDp), with b = aDp we get ψp(ca) = ϕp(cb).
2. In part (2) of corollary (4.19) if we apply S we get ψp(ca) = ψp(bc) for all c ∈ Ap.
3. By (1),(2) we get that for all a ∈ Ap there exist b ∈ Ap such that ϕp(ac) = ϕp(cb) for all
c ∈ Ap.
4. If we combine all of this we get the equality of the four following set of functionals:
{ϕp(a.) | a ∈ Ap}, {ϕp(.a) | a ∈ Ap},
{ψp(a.) | a ∈ Ap}, {ψp(.a) | a ∈ Ap}.
Let (A,∆) be multiplier Hopf G−coalgebra with a left invariant family of functionals ϕ =
{ϕp}p∈G . Then (AG,∆G) has a left invariant functional ϕG. Hence, there exist an automorphism
σG such that ϕG is σG invariant and ϕG(ab) = ϕG(bσG(a)) or all a, b ∈ AG.
For a, b ∈ Ap we have
ϕG(ab) =
∑
r
ϕr(a(r)b(r)) = ϕp(a(p)b(p)).
On the other hand
ϕG(bσG(a)) =
∑
r
ϕr(b(r)σG(a)(r)) = ϕp(b(p)σG(a)(p)).
Define σp : Ap → Ap by σp(a(p)) = σG(a)(p) ∀ a ∈ Ap
Note : By the faithfulness of ϕp we have that σp(a(p)) 6= 0 for all 0 6= a ∈ Ap.
Lemma 4.20. There exist a family of automorphisms σ = {σp}p∈G of A such that ϕp(ab) =
ϕp(bσp(a)) for all a, b ∈ Ap. We have also that ϕp is σp invariant.
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Corollary 4.21. Let σ, σ′ denoted the two families of automorphisms associated with ϕ and ψ
respectively. Then for all a ∈ Apq the automorphisms σ, σ
′ satisfying :
Sp ◦ σ
′
p = σ
−1
p−1
,
∆p,q(σpq(a)) = (Sp−1 ◦ Sp ⊗ σpq)∆p,q(a),
∆p,q(σ
′
pq(a)) = (σ
′
pq ⊗ S
−1
p ◦ S
−1
p−1
)∆p,q(a).
Corollary 4.22. For all a, b ∈ Ap we have
ϕp((Sp−1 ◦ Sp)(a)b) = ϕp(bσp((Sp−1 ◦ Sp)(a))).
Proof. let a, b ∈ Ap. Then
ϕG(S
2(a)b) = ϕp(((S ◦ S)(a))(p)b(p))
= ϕp(((Sp−1 ◦ Sp)(a(p)))b(p)).
On the other hand, we have
ϕG(bσ(S
2(a))) = ϕp(b(p)σ(((S ◦ S)(a)))(p))
= ϕp(b(p)σp((Sp−1 ◦ Sp)(a(p)))).
Since
ϕG(S
2(a)b) = ϕG(bσ(S
2(a)))
we get the required formula.
Let a ∈ Ap. Then by corollary (4.19) we have
ϕp(Sp−1 ◦ Sp(a)) = ϕp−1(Sp(a)Dp−1)
= ϕp−1(Sp(D
−1
p a))
= ϕp−1(D
−1
p aDp).
By the uniqueness of the family ϕ then there exist a number τp such that ϕp ◦ Sp−1 ◦ Sp = τpϕp
for all p ∈ G. On the other hand ϕG ◦ S
2 =
∑
p ϕp ◦ Sp−1 ◦ Sp is left integral for AG. Then
ϕG ◦ S
2 = τGϕg and hence
∑
p τpϕp =
∑
p τGϕp which means τp = τG for all p ∈ G.
Corollary 4.23. We have σP (DP ) = σ
′
p(Dp) = (1/τ)Dp and Dpσ(a) = σ
′
p(a) for all a ∈
Ap, p ∈ G.
Lemma 4.24. Let (A,∆) be a regular multiplier Hopf G−coalgebra , with nonzero left invariant
family of functionals ϕ = {ϕp}p∈G . Then the vector space
Aˆ = ⊕p∈GAˆp,
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where Aˆp = {ϕp(.a) | a ∈ Ap}, can be made an associative algebra under the product
fg(a) = (f ⊗ g)∆p,q(a)
for all f ∈ Aˆp, g ∈ Aˆq, and a ∈ Ap,q. Moreover, the comultiplication ∆ˆ given by
((f ⊗ 1)∆ˆ(g))(a⊗ b) = (f ⊗ g)(∆p,q(a)(1⊗ b)),
(∆ˆ(f)(1⊗ g))(a⊗ b) = (f ⊗ g)((a⊗ 1)∆p,q(b)),
turn it into a regular multiplier Hopf algebra with nontrivial left and right invariant functionals
given by
ϕˆ(f) = ε(a), when f = ψπ(a.)
ψˆ(f) = ε(a), when f = ϕπ(.a) .
The proof is direct because the multiplier Hopf algebras (Aˆ, ∆ˆ) and (AˆG, ∆ˆG) are the same
Corollary 4.25. Let (A,∆) be a multiplier Hopf G−coalgebra with non zero left invariant
family of functionals. Then the regular multiplier Hopf G−coalgebra associated with (
ˆˆ
A,
ˆˆ
∆) is
isomorphic to (A,∆)
The proof is direct since (AG,∆G) is isomorphic to (
ˆˆ
AG,
ˆˆ
∆G) ∼= (
ˆˆ
A,
ˆˆ
∆) and combine this with
Proposition (1.5).
4.3 Multiplier Hopf group coalgebras modules
Definition 4.26. Let A be a regular multiplier Hopf G−coalgebra. A left A-module is a family
of vector spaces R = {Rp}p∈G endowed with a family of linear maps µ = {µp : Ap⊗Rp → Rp}p∈G
such that
µp(aa
′ ⊗ x) = µp(a⊗ µp(a
′ ⊗ x))
for all a, a′ ∈ Ap, x ∈ Rp. We call R unital if ApRp = Rp for all p ∈ G.
Lemma 4.27. If R is a unital left A−module then RG = {r : G→ ∪p∈GRP | r(p) ∈ Rp ∀p ∈ G}
is a unital left AG−module.
Proof. Let a ∈ AG, r ∈ RG. We define the action of AG on RG by
(ar)(p) = a(p)r(p) ∀p ∈ G.
For a, a′ ∈ AG, r ∈ RG, we have
((aa′)r)(p) = (a(p)a′(p))r(p) = a(p)(a′(p)r(p)) = a(p)(a′r)(p) = (a(ar))(p).
Since ApRp = Rp then AGRG = RG and hence RG is a nuital left AG−module.
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Let R˜ be a unital left A˜−module. Then we can extend the action of A˜ to M(A˜) and hence
we can define an action of K(G) on R˜ by
δpr = γ(δp)r.
Let a ∈ A˜, r ∈ R˜ and δp, δq ∈ K(G) then
(δpδq)(a.r) = γ(δp)γ(δq)(a.r) = γ(δpδp)(a.r) = {
0 p 6=q
(γ(δp)a).r); p=q
.
On the other hand
δp(δq(a.r)) = δp(γ(δq)(a.r)) = γ(δp)γ(δq)(a.r) = {
0 p 6=q
(γ(δp)a).r p=q
then (δpδq).r = δp(δq.r).
Moreover, since R˜ is unital A˜−module then A˜R˜ = R˜ and hence
K(G).R˜ = γ(K(G)).A˜R˜ = A˜R˜ = R˜.
Thus R˜ is a unital K(G)−module and then R can be identified with the direct of the subspaces
{Rp = δp.R}p∈G. Hence, we get aγ(δp).r ∈ R˜p ∀r ∈ R˜
Lemma 4.28. Let R˜ be a unital left A˜−module. Then R˜ comes from a unital left A−module.
Proof. Let R˜ be a unital left A˜−module. Define R = {Rp}p∈G, where Rp = γ(δp)R and
µp : Ap ⊗Ap −→ Rp
by
µp(aγ(δp)γ(δp)r) = µ˜(aγ(δp)γ(δp)r)
For aγ(δp), bγ(δp) ∈ Ap, γ(δp).r ∈ Rp we have
µp(aγ(δp)bγ(δp)⊗ γ(δp).r) = µ˜(aγ(δp)bγ(δp)⊗ γ(δp).r)
= µ˜(aγ(δp)⊗ µ˜(bγ(δp)⊗ γ(δp).r))
= µ˜(aγ(δp)⊗ µp(bγ(δp)⊗ γ(δp).r))
= µp(aγ(δp)⊗ µp(bγ(δp)⊗ γ(δp).r))
Also, we have ApRp = A˜γ(δp).γ(δp)R˜ = γ(δp)A˜R˜ = γ(δp)R˜ = Rp. Hence, R is a unital left
A−module
Define f : R˜→ RG by f(r)(p) = γ(δp).r The map f is bijective moreover, it is satisfies
(ϕ(a)f(r))(p) = aγ(δp).r = (a.r)(p) ∀a ∈ A˜
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Lemma 4.29. Let R be a unital left A−module. Then there is a unique extension to a left
M(A)−module. We have 1px = x ∀x ∈ Rp, p ∈ G.
Let R, T are unital left A−modules. Then R ⊗ T can be made into a unital left A−module
with structure map
a(x⊗ y) = ∆p,q(a)(x⊗ y), ∀a ∈ Apq; x ∈ Ap; y ∈ Aq
since
aa′(x⊗ y) = ∆p,q(aa
′)(x⊗ y) = ∆(a)∆(a′)(x⊗ y) = ∆(a)(∆(a′)(x⊗ y)) = a(a′(x⊗ y)).
Because ∆p,q(Apq)(Ap ⊗ Aq) = Ap ⊗ Aq, we get
∆p,q(Apq)(Rp ⊗ Tq) = ∆p,q(Apq)(Ap ⊗ Aq)(Rp ⊗ Tq)
= (Ap ⊗ Aq)(Rp ⊗ Tq)
= (Rp ⊗ Tq).
Then R⊗ T is unital left A−module
Let (A,∆) be a regular multiplier Hopf G−coalgebra , R′ be a G−graded algebra over C with
or without identity but with a nondegenerate product. Assume that R = {Rp}p∈G, where
R′ = ⊕p∈GRp is a left A−module.
Definition 4.30. We say that R is a left A−module algebra if
a(xx′) =
∑
(a(1,p)x)(a(2,q)x′) ∀a ∈ A, x ∈ Rp , x
′ ∈ Rq.
Lemma 4.31. If R is a unital left A−module algebra then RG is a unital left AG−module algebra.
Proof. Let a ∈ AG and x, x
′ ∈ RG then
[(a1x)(a2x
′)] =
∑
r
(a1x)r(a2x
′)r−1p
=
∑
r
(a1(r)x(r))(a2(r
−1p)x′(r−1p))
=
∑
r
(a(1,r)(p)x(r))(a(2,r−1p)(p)x
′(r−1p))
=
∑
r
a(p)(x(r)x′(r−1p))
= a(p)(xx′)(p)
= [a(xx′)](p).
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Let R˜ be a unital left A−module algebra. Then R˜ is a unital left K(G)−module algebra and
hence R˜ is a G−graded algebra.
Lemma 4.32. Let R˜ be a unital left A˜−module algebra. Then R˜ comes from a unital A−module
algebra.
Proof. Let R˜ be a unital left A˜−module. Then aγ(δpq) ∈ Apq, xγ(δp) ∈ Ap and x
′γ(δq) ∈ Aq
aγ(δpq)(γ(δp)xγ(δq)x
′) =
∑
r
(a1γ(δr)γ(δp)x)(a2γ(δr−1pq)γ(δq)x
′)
= (γ(δp)a1x)(γ(δq)a2x
′)
= mR(∆p,q(aγ(δpq))(γ(δp)x⊗ γ(δq)x
′)).
Then R = {Rp = γ(δp)R˜}p∈G is a unital left A−module algebra.
Moreover, the map f : R˜→ RG defined by f(r)(p) = γ(δp)r is an algebra homomorphism since
f(rr′)(p) = (rr′)(p) =
∑
s
r(s)r′(s−1p) =
∑
f(r)(s)f(r′)(s−1p) = (f(r)f(r′))(p).
Let a ∈ AG and x, x
′ ∈ RG then we have
(ax)x′ =
∑
a1(x(S(a2)x
′)).
Then for all p ∈ G, we have
((ax)x′)(p) = (
∑
a1(x(S(a2)x
′)))(p),∑
r
(ax)(r)x′(r−1p) =
∑
a1(p)[(x(S(a2)x
′))(p)],
∑
r
[(a(r)x(r))x′(r−1p) =
∑
a1(p)[
∑
r
x(r)[(S(a2)x
′)(r−1p)]
=
∑
r
∑
a1(p)[x(r)[S(a2)(p
−1r)x′(r−1p)]
=
∑
r
∑
a1(p)[x(r)[Sp−1r(a2(p
−1r))x′(r−1p)].
Since ∆G(a)(p, q) = ∆p,q(a(pq)) then
∑
a1(p)⊗ a2(q) =
∑
a(1,p)(pq))⊗ a(2,q)(pq)). then
∑
r
(a(r)x(r))x′(p−1r) =
∑
r
∑
a(1,p)(r))[x(r)[Sp−1r(a(2,p−1r)(r))x
′(r−1p)
and
(a(r)x(r))x′(r−1p) =
∑
a(1,p)(r)[x(r)[Sp−1r(a(2,p−1r)(r))x
′(r−1p)]].
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Lemma 4.33. 1. For a ∈ Ap, x ∈ Rp and x
′ ∈ Rq, we have
(ax)x′ =
∑
a(1,pq)(x(Sq−1(a2,q−1)x
′)).
2. For a ∈ Aq, x ∈ Rp and x
′ ∈ Rq, we have
x(ax′) =
∑
a(2,pq)((Sq−1(a1,p−1)x)x
′).
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