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Abstract Let φ be a globally defined real Ka¨hler potential on a domain Ω ⊂ Cd, and gF be a
Ka¨hler metric on the Hartogs domain M = {(z, w) ∈ Ω × Cd0 : ‖w‖2 < e−φ(z)} associated with the
Ka¨hler potential ΦF (z, w) = φ(z) + F (φ(z) + ln ‖w‖2). Firstly, we obtain explicit formulas of the
coefficients aj (j = 1, 2) of the Bergman function expansion for the Hartogs domain (M,gF ) in a
momentum profile ϕ. Secondly, using explicit expressions of aj (j = 1, 2), we obtain necessary and
sufficient conditions for the coefficients aj (j = 1, 2) to be constants. Finally, we obtain all the invariant
complete Ka¨hler metrics on Cartan-Hartogs domains such that their the coefficients aj (j = 1, 2) of
the Bergman function expansions are constants.
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1 Introduction
Let M be a domain in Cn, φ be a Ka¨hler potential on M , and g be a Ka¨hler metric on M associated
with the Ka¨hler form ω =
√−1
2pi ∂∂φ. Set
Hα =
{
f ∈ Hol(M) :
∫
M
|f |2e−αφω
n
n!
< +∞
}
,
where Hol(M) denotes the space of holomorphic functions on M . For α > 0, let Kα(z, z) be the
Bergman kernel (namely, the reproducing kernel) of the Hilbert space Hα if Hα 6= {0}, the Bergman
function on M associated with the metric g defined by
ε(α; z) = e−αφ(z)Kα(z, z), z ∈M. (1.1)
The metric g is called balanced when ε(1; z) is constant. Balanced metric plays an important role
in the quantization of a Ka¨hler manifold, see Berezin [2], Cahen-Gutt-Rawnsley [5], Engliˇs [10], Ma-
Marinescu [28], Ma [27] and Luic´ [26].
Under given some conditions for (M,ω), ǫ(α; z) admits an asymptotic expansion as α→ +∞
ǫ(α; z) ∼
∞∑
j=0
aj(z)α
n−j , (1.2)
where the expansion coefficients a0, a1, a2 in Lu [25] and Engliˇs [12] are given by
a0 = 1,
a1 =
1
2kg,
a2 =
1
3△kg + 124 |Rg|2 − 16 |Ricg|2 + 18k2g .
(1.3)
Here kg, △g, Rg and Ricg denote the scalar curvature, the Laplace, the curvature tensor and the Ricci
curvature associated with the metric g, respectively. If for all sufficiently large positive numbers α,
2ǫ(α; z) are constants in z on M , Loi in [21] has proved that there exists an asymptotic expansion
on (M,ω) for ε(α; z) as (1.2) and (1.3), and all coefficients aj are constants. For graph theoretic
formulas of coefficients aj , see Xu [33]. For the general reference of the Bergman function expansions,
refer to Berezin [2], Catlin [7], Zelditch [35], Engliˇs [11], Dai-Liu-Ma [8], Ma-Marinescu [28, 29, 30],
Berman-Berndtsson-Sjo¨strand [3], Hsiao [17] and Hsiao-Marinescu [18].
In [9] Donaldson used the first coefficient a1 in the expansion of the Bergman function to give
conditions for the existence and uniqueness of constant scalar curvature Ka¨hler metrics (cscK metrics).
This work inspired many papers on the subject since then.
The main purpose of this paper is to study cscK metrics on Hartogs domains such that the coeffi-
cients a2 of the Bergman function expansion are constants. For the study of Ka¨hler metrics with the
constant coefficients a2, see Loi [21], Loi-Zuddas [24], Zedda [34], Feng-Tu [15], Loi-Zedda [22] and
Feng [14].
In [4] and [16], for Fock-Bargmann-Hartogs domains and Cartan-Hartogs domains, we studied bal-
anced metrics associated with Ka¨hler forms
ω =
√−1
2π
∂∂
(
νφ(z)− ln(e−φ(z) − ‖w‖2)
)
, ν ≥ 0.
From Lemma 4.1 below, we know that the Ka¨hler forms of G-invariant Ka¨hler metrics on Cartan-
Hartogs domains Ω(µ, d0) can be written as
ω =
ν
√−1
2π
∂∂
(
φ(z) + F (eφ(z)‖w‖2)
)
, ν > 0.
So in this paper, we will study Ka¨hler metrics associated with Ka¨hler forms
ω =
√−1
2π
∂∂
(
φ(z) + F (φ(z) + ln ‖w‖2))
on Hartogs domains
M =
{
(z, w) ∈ Ω× Cd0 : ‖w‖2 < e−φ(z)
}
.
Now we give main results of this paper, namely the following theorems.
Theorem 1.1. Let gφ be a complete Ka¨hler metric on the domain Ω associated with the Ka¨hler form
ωφ =
√−1
2pi ∂∂φ, where φ is a globally defined Ka¨hler potential on a domain Ω ⊂ Cd, defined a Hartogs
domain
M =
{
(z, w) ∈ Ω× Cd0 : ‖w‖2 < e−φ(z)
}
.
Set gF is a complete Ka¨hler metric on the domain M associated with the Ka¨hler form ωF =
√−1
2pi ∂∂ΦF ,
here
ΦF (z, w) = φ(z) + F (φ(z) + ln ‖w‖2), F (−∞) = 0.
Let kgφ, ∆gφ, Ricgφ and Rgφ be the scalar curvature, the Laplace, the Ricci curvature and the
curvature tensor on the domain Ω with respect to the metric gφ, respectively. Put
a1 =
1
2
kgφ , a2 =
1
3
△gφkgφ +
1
24
|Rgφ |2 −
1
6
|Ricgφ|2 +
1
8
k2gφ
and
a1 =
1
2
kgF , a2 =
1
3
△gF kgF +
1
24
|RgF |2 −
1
6
|RicgF |2 +
1
8
k2gF .
Then both a1 and a2 are constants on M if and only if
(i)
F (t) = − 1
A
ln(1− et)
3and a2 = 0 for d = 1, where A =
d0−a1
d0+1
is a positive constant.
(ii)
F (t) = − ln (1− et) ,
a1 = −d(d+1)2 and a2 = (d−1)d(d+1)(3d+2)24 for d > 1.
Let Ω be a bounded symmetric domain in Cd, that is, Ω is bounded and there exists a holomorphic
automorphism γz0 for every z0 ∈ Ω such that γz0 is involutive (i.e. γ2z0 = id) and z0 is an isolated fixed
point of γz0 . If Ω can not be expressed as the product of two bounded symmetric domains, then Ω
is called an irreducible bounded symmetric domain. If we put the Bergman metric on Ω, then Ω is a
Hermitian symmetric space. By selecting proper coordinate systems, irreducible bounded symmetric
domains can be realized as circular convex domains. The following assume that irreducible bounded
symmetric domains are circle convex domains.
Every Hermitian symmetric space of noncompact type can be realized as a bounded symmetric
domain in some Cd by the Harish-Chandra embedding theorem. In 1935, E. Cartan has showed that
there exist only six types of irreducible bounded symmetric domains. They are four types of clas-
sical bounded symmetric domains (ΩI(m,n),ΩII(n),ΩIII(n),ΩIV (n)) and two exceptional domains
(ΩV (16),ΩV (27)). So irreducible bounded symmetric domains are called Cartan domains.
For an irreducible bounded symmetric domain Ω, we denote by r, a, b, d, p and N , the rank, the
characteristic multiplicities, the dimension, the genus, and the generic norm of Ω, respectively; thus
p = (r − 1)a+ b+ 2, d = r(r − 1)
2
a+ br + r.
For convenience, we list the characteristic multiplicities, the rank, and the generic norm N for the
classical domain Ω according to its type as the following table.
Ω (a, b, r) N
ΩI(m,n) = {z ∈ Mm,n : I − zzt > 0} (1 ≤ m ≤ n) (2, n−m,m) det(I − zzt)
ΩII(2n) = {z ∈ M2n,2n : zt = −z, I − zzt > 0} (n ≥ 3) (4, 0, n)
√
det(I − zzt)
ΩII(2n + 1) = {z ∈M2n+1,2n+1 : zt = −z, I − zzt > 0} (n ≥ 2) (4, 2, n)
√
det(I − zzt)
ΩIII(n) = {z ∈ Mn,n : zt = z, I − zzt > 0} (n ≥ 2) (1, 0, n) det(I − zzt)
ΩIV (n) = {z ∈ Cn : 1− 2zzt + |zzt|2 > 0, zzt < 1} (n ≥ 5) (n− 2, 0, 2) 1− 2zzt + |zzt|2
The above,Mm,n denotes the set of all m×n matrices z = (zij) with complex entries, z is the complex
conjugate of the matrix z, zt is the transpose of the matrix z, I denotes the identity matrix, and z > 0
indicates that the square matrix z is positive definite. For the reference of the irreducible bounded
symmetric domains, refer to Hua [19] and Faraut-Kaneyuki-Kora´nyi-Lu-Roos [13].
For the Cartan domain Ω in Cd, a positive real number µ and a positive integer number d0, let
φ(z) := −µ lnN(z, z), (1.4)
the Cartan-Hartogs domain Ω(µ, d0) is defined by
Ω(µ, d0) :=
{
(z, w) ∈ Ω× Cd0 ⊂ Cd × Cd0 : ‖w‖2 < e−φ(z)
}
,
where N is the generic norm of Ω, and ‖ · ‖ the standard Hermitian norm in Cd0 . Below we assume
∂2φ
∂zt∂z¯ (0) = µId.
From Lemma 3.1 of Ahn-Byun-Park [1], the Cartan-Hartogs domain Ω(µ, d0) is homogeneous if and
only if Ω is the unit ball in Cd and µ = 1. For the general reference of Cartan-Hartogs domains,
see Ahn-Byun-Park [1], Feng-Tu [15], Loi-Zedda [23], Wang-Yin-Zhang-Roos [31], Zedda [34] and
references therein.
4Let Aut(Ω(µ, d0)) be the holomorphic automorphism group of Ω(µ, d0). Assume that Ω(µ, d0) is not
the unit ball, from Wang-Yin-Zhang-Roos [31], Ahn-Byun-Park [1] and Tu-Wang [32], Aut(Ω(µ, d0))
be exactly the set of all mappings Υ:
Υ(z, w) = (γ(z), ψ(z)wU) , U ∈ U(d0), (z, w) ∈ Ω(µ, d0), (1.5)
where γ ∈ Aut(Ω), z0 = γ−1(0),
ψ(z) =
N(z0, z¯0)
µ/2
N(z, z¯0)µ
(1.6)
and U(d0) is the unitary group of degree d0 which consisting of all d0 × d0 unitary matrices.
As corollaries of Theorem 1.1, we obtain all the invariant complete metrics on Cartan-Hartogs
domains such that their the coefficients aj (j = 1, 2) of the Bergman function expansions are constants.
Theorem 1.2. For a given positive integer d0 and a positive real number µ, let
Ω(µ, d0) :=
{
(z, w) ∈ Ω× Bd0 : ‖w‖2 < N(z, z)µ
}
be the Cartan-Hartogs domain, where N(z, z) is the generic norm of an irreducible bounded symmetric
domain Ω in Cd.
Let G be the group of holomorphic automorphism mappings generated by (1.5) on the Cartan-Hartogs
domain Ω(µ, d0), g be a G-invariant complete Ka¨hler metric on the domain Ω(µ, d0) associated with
the Ka¨hler form ωg =
√−1
2pi ∂∂Φ, that is
∂∂¯(Φ ◦Υ) = ∂∂¯Φ, ∀ Υ ∈ G.
Then the first two coefficients aj (j = 1, 2) of the Bergman function expansion for (Ω(µ, d0), ωg) are
constants if and only if
(i) Ω = Bd := {z ∈ Cd : ‖z‖2 < 1}, and
ωg = −ν
√−1
2π
∂∂ ln(1− ‖z‖2 − ‖w‖2), ν > 0
for d > 1.
(ii) Ω = B := {z ∈ C : |z| < 1} and
ωg = −ν
√−1
2π
∂∂
{
µ ln(1− |z|2) + (d0 + 1)µ
d0µ+ 1
ln
(
1− ‖w‖
2
(1− |z|2)µ
)}
, ν > 0
for d = 1.
Remark 1.1. (i) From [23], for ν > d, Ka¨hler metrics associated with
ω = −ν
√−1
2π
∂∂ ln(1− ‖z‖2)
are balanced on unite balls Bd.
(ii) Using methods of [4], we can prove that for ν > 1µ + d0, Ka¨hler metrics associated with
ω = −ν
√−1
2π
∂∂
{
µ ln(1− |z|2) + (d0 + 1)µ
d0µ+ 1
ln
(
1− ‖w‖
2
(1− |z|2)µ
)}
are balanced on Cartan-Hartogs domains{
(z, w) ∈ B× Cd0 : ‖w‖2 < (1− |z|2)µ
}
.
5To prove Theorem 1.1, let
x = F ′(t), ϕ(x) = F ′′(t),
then the scalar curvature of gF is given by a linear second-order differential expression in ϕ(x). Con-
sequently, the ϕ(x) is an explicit quadratic function of x when both a1 and a2 are constants. This
method referred to as the momentum construction (see [6], [20]), the function ϕ(x) is called the
momentum profile of ωF .
The paper is organized as follows. In Section 2, by calculating the scalar curvature, the squared
norm of the Ricci curvature tensor, the squared norm of the curvature tensor, and the Laplace of
the scalar curvature, we obtain explicit expressions of the coefficients aj (j = 1, 2) of the Bergman
function expansion for (M,gF ) in the momentum profile ϕ(x). In Section 3, using the expressions of
the coefficients aj (j = 1, 2) of the Bergman function expansion for (M,gF ), we obtain an explicit
expression of the function F when a1 and a2 on Hartogs domain (M,gF ) are constants, thus we
obtain necessary and sufficient conditions for the coefficients aj (j = 1, 2) to be constants. In Section
4, we first give the general expressions of holomorphic invariant Ka¨hler metrics on Cartan-Hartogs
domain Ω(µ, d0), and then give all invariant complete Ka¨hler metrics such that their the coefficients
aj (j = 1, 2) of the Bergman function expansions are constants.
2 The first two coefficients of the Bergman function expansions for
Hartogs domains
The following we first compute the scalar curvature, the squared norm of the Ricci curvature tensor,
and the Laplace of the scalar curvature for the metric gF on M . Secondly, we obtain an expression of
the squared norm of the curvature tensor. Finally we get expressions of the coefficients aj (j = 1, 2) of
the Bergman function expansion on (M,gF ). As applications, we obtain the necessary and sufficient
conditions for the coefficients aj (j = 1, 2) to be constants when ϕ(x) = x(1 + x) or ϕ(x) = Ax
2 + x
with d = 1 .
To prove the Theorem 2.3, we need the following Lemma 2.1 and Lemma 2.2.
Lemma 2.1. Let φ be a globally defined real Ka¨hler potential on a domain Ω, F be a real function on
[−∞, 0) and
ΦF (z, w) = φ(z) + F (t),
where z ∈ Cd, w ∈ Cd0 , and
t := φ(z) + ln r2, r2 := ‖w‖2.
Set
Z = (z, w), T ≡ (Tij¯) :=
∂2ΦF
∂Zt∂Z
≡
(
T1 T2
T3 T4
)
≡
(
∂2ΦF
∂zt∂z¯
∂2ΦF
∂zt∂w¯
∂2ΦF
∂wt∂z¯
∂2ΦF
∂wt∂w¯
)
,
and
T−1 ≡ (T i¯j) :=
(
(T−1)1 (T−1)2
(T−1)3 (T−1)4
)
.
Then
T1 = (1 + F
′)
∂2φ
∂zt∂z¯
+ F ′′
∂φ
∂zt
∂φ
∂z¯
, T2 =
F ′′
r2
∂φ
∂zt
w, (2.1)
T3 =
F ′′
r2
w¯t
∂φ
∂z¯
, T4 =
F ′
r2
Id0 +
F ′′ − F ′
r4
w¯tw, (2.2)
detT =
1
r2d0
(F ′)d0−1F ′′(1 + F ′)d det(
∂2φ
∂zt∂z¯
), (2.3)
(T−1)1 =
1
1 + F ′
(
∂2φ
∂zt∂z¯
)−1
, (2.4)
6(T−1)2 = − 1
1 + F ′
(
∂2φ
∂zt∂z¯
)−1
∂φ
∂zt
w, (2.5)
(T−1)3 = − 1
1 + F ′
w¯t
∂φ
∂z¯
(
∂2φ
∂zt∂z¯
)−1
, (2.6)
(T−1)4 =
r2
F ′
Id0 +
(
1
F ′′
− 1
F ′
)
wtw +
1
1 + F ′
w¯t
∂φ
∂z¯
(
∂2φ
∂zt∂z¯
)−1
∂φ
∂zt
w. (2.7)
Where Zt and Z denote the transpose and the conjugate of the row vector Z = (z, w), respectively, Id0
denotes the identity matrix of order d0, and symbols
∂
∂zt
:=
(
∂
∂z1
, · · · , ∂
∂zd
)t
,
∂
∂z¯
:=
(
∂
∂z¯1
, · · · , ∂
∂z¯d
)
,
∂2
∂zt∂z¯
:=
(
∂2
∂zi∂z¯j
)
.
Proof. By direct computation, it follows that (2.1) and (2.2).
Using (2.1) and (2.2), we have
T−14 =
r2
F ′
Id0 + (
1
F ′′
− 1
F ′
)wtw,
T2T
−1
4 T3 = F
′′ ∂φ
∂zt
∂φ
∂z¯
and
T1 − T2T−14 T3 = (1 + F ′)
∂2φ
∂zt∂z¯
.
So we get
detT = det(T1 − T2T−14 T3) detT4
=
1
r2d0
(F ′)d0−1F ′′(1 + F ′)d det(
∂2φ
∂zt∂z¯
),
(T1 − T2T−14 T3)−1 =
1
1 + F ′
(
∂2φ
∂zt∂z¯
)−1
,
−(T1 − T2T−14 T3)−1T2T−14 = −
1
1 + F ′
(
∂2φ
∂zt∂z¯
)−1
∂φ
∂zt
w,
−T−14 T3(T1 − T2T−14 T3)−1 = −
1
1 + F ′
w¯t
∂φ
∂z¯
(
∂2φ
∂zt∂z¯
)−1
and
T−14 + T
−1
4 T3(T1 − T2T−14 T3)−1T2T−14
=
r2
F ′
Id0 +
(
1
F ′′
− 1
F ′
)
wtw +
1
1 + F ′
w¯t
∂φ
∂z¯
(
∂2φ
∂zt∂z¯
)−1
∂φ
∂zt
w.
Since
T−1 =
(
(T1 − T2T−14 T3)−1 −(T1 − T2T−14 T3)−1T2T−14
−T−14 T3(T1 − T2T−14 T3)−1 T−14 + T−14 T3(T1 − T2T−14 T3)−1T2T−14
)
,
we have (2.4), (2.5), (2.6) and (2.7).
7Remark 2.1. Under assumptions of Lemma 2.1, from(
Id −T2T−14
0 Id0
)(
T1 T2
T3 T4
)(
Id 0
−T−14 T3 Id0
)
=
(
(1 + F ′) ∂
2φ
∂zt∂z¯ 0
0 F
′
r2
Id0 +
F ′′−F ′
r4
w¯tw
)
we obtain that ΦF is a Ka¨hler potential on
M∗ =
{
(z, w) ∈ Ω× Cd0 : 0 < ‖w‖2 < e−φ(z)
}
if and only if
(1 + F ′)
∂2φ
∂zt∂z¯
> 0 (2.8)
and
F ′
r2
Id0 +
F ′′ − F ′
r4
w¯tw > 0. (2.9)
For the case of d0 = 1, (2.8) and (2.9) are equivalent to
1 + F ′(t) > 0,
F ′′(t)
et
> 0, t ∈ (−∞, 0), (2.10)
respectively.
For the case of d0 > 1, by the eigenvalues of the matrix
F ′
r2
Id0 +
F ′′−F ′
r4
w¯tw are
F ′(t)
r2
, . . . ,
F ′(t)
r2
,
F ′′(t)
r2
,
so (2.8) and (2.9) are equivalent to
F ′(t)
et
> 0,
F ′′(t)
et
> 0, t ∈ (−∞, 0), (2.11)
respectively.
Lemma 2.2. Let φ be a globally defined real Ka¨hler potential on a domain Ω,
ΦF (z, w) = φ(z) + F (φ(z) + ln ‖w‖2)
and
M =
{
(z, w) ∈ Ω× Cd0 : ‖w‖2 < e−φ(z)
}
.
For given (z0, w0) ∈M , let
φ˜(u) := φ(u+ z0)− φ(z0)− ∂φ
∂z
(z0)u
t − ∂φ
∂z¯
(z0)u
t,
Ω˜ := {u ∈ Cd : u+ z0 ∈ Ω},
M˜ :=
{
(u, v) ∈ Ω˜× Cd0 : ‖v‖2 < e−φ˜(u)
}
and
Φ˜F (u, v) := φ˜(u) + F (φ˜(u) + ln ‖v‖2).
8Define the holomorphic mapping Υ
Υ :M → M˜,
(z, w) 7→ (u, v) =
(
z − z0, e 12φ(z0)+
∂φ
∂z
(z0)(z−z0)tw
)
.
Then
φ(z) + ln ‖w‖2 = φ˜(u) + ln ‖v‖2
and
∂∂¯ΦF = ∂∂¯(Φ˜F ◦Υ).
Proof. The proof is trivial, we omit it.
By Lemma 2.2, the scalar curvature, the Laplace, the squared norm of the curvature tensor and
the squared norm of the Ricci curvature at (z0, w0) associated with the Ka¨hler potential ΦF on the
domain M are equal to the scalar curvature, the Laplace, the squared norm of the curvature tensor
and the squared norm of the Ricci curvature at (0, e
1
2
φ(z0)w0) associated with the Ka¨hler potential Φ˜F
on the domain M˜ , respectively. For convenience, the following we assume that 0 ∈ Ω and
φ(0) = 0,
∂φ
∂zt
(0) = 0,
∂φ
∂z¯
(0) = 0.
Theorem 2.3. Assume that φ is a globally defined Ka¨hler potential on a domain Ω ⊂ Cd. Let gφ be
a Ka¨hler metric on the domain Ω associated with the Ka¨hler form ωφ =
√−1
2pi ∂∂φ, and gF be a Ka¨hler
metric on the domain M associated with the Ka¨hler form ωF =
√−1
2pi ∂∂ΦF , where
ΦF (z, w) = φ(z) + F (t)
with t = φ(z) + ln ‖w‖2 is a Ka¨hler potential on a Hartogs domain
M =
{
(z, w) ∈ Ω× Cd0 : ‖w‖2 < e−φ(z)
}
.
Set
G = (d0 − 1) lnF ′ + lnF ′′ + d ln(1 + F ′), (2.12)
ψ1 = −d G
′
1 + F ′
+ (d0 − 1)d0 −G
′
F ′
− G
′′
F ′′
(2.13)
and
ψ2 = d
(
G′
1 + F ′
)2
+ (d0 − 1)
(
G′ − d0
F ′
)2
+
(
G′′
F ′′
)2
. (2.14)
Then
kgF =
1
1 + F ′
kgφ + ψ1, (2.15)
|RicgF |2 =
1
(1 + F ′)2
|Ricgφ |2 −
2G′
(1 + F ′)2
kgφ + ψ2, (2.16)
△gF kgF =
1
(1 + F ′)2
(△gφkgφ) +
1
F ′′
∂2kgF
∂t2
+
(
d
1 + F ′
+
d0 − 1
F ′
)
∂kgF
∂t
, (2.17)
where kgφ, ∆gφ and Ricgφ denote the scalar curvature, the Laplace and the Ricci curvature on the
domain Ω with respect to the metric gφ, respectively.
9Proof. Without loss of generality, let 0 ∈ Ω, there exists local coordinates (z1, · · · , zd) on a neighbor-
hood of a point 0 such that the Ka¨hler potential φ on the domain Ω is given locally by
φ(z) = ‖z‖2 +
d∑
i,j,k,l=1
cij¯kl¯ ziz¯jzkz¯l +O(‖z‖5). (2.18)
By Lemma 2.2, to compute kgF (z, w), |RicgF |2(z, w) and △gF kgF (z, w), we only need to calculate
kgF (0, w), |RicgF |2(0, w) and △gF kgF (0, w).
Using Lemma 2.1, we get
T (0, w) =
(
(1 + F ′)Id 0
0 F
′
r2
Id0 +
F ′′−F ′
r4
w¯tw
)
, (2.19)
T−1(0, w) = (T i¯j)(0, w) =
(
1
1+F ′ Id 0
0 r
2
F ′ Id0 +
(
1
F ′′ − 1F ′
)
wtw
)
, (2.20)
and
ln detT = G− d0 ln ‖w‖2 + ln
(
det
(
∂2φ
∂zt∂z¯
))
. (2.21)
Let
Ricgφ = −
∂2
∂zt∂z¯
ln
(
det
(
∂2φ
∂zt∂z¯
))
.
From (2.18) and (2.21), it follows that
RicgF (0, w) := −
∂2 ln detT
∂Zt∂Z
(0, w)
= −
(
G′Id − Ricgφ(0) 0
0 G
′−d0
r2
Id0 +
G′′−G′+d0
r4
w¯tw
)
,
which implies that (
T−1RicgF
)
(0, w)
= −
(
G′
1+F ′ Id − 11+F ′Ricgφ(0) 0
0 G
′−d0
F ′ Id0 +
d0F ′′+F ′G′′−F ′′G′
r2F ′F ′′
w¯tw
)
.
So
kgF (0, w) = Tr
(
T−1RicgF
)
(0, w) =
1
1 + F ′
kgφ + ψ1(t)
and
|RicgF |2(0, w) = Tr
(
T−1RicgF T
−1RicgF
)
(0, w)
=
1
(1 + F ′)2
|Ricgφ|2(0)− 2
G′
(1 + F ′)2
kgφ(0)
+d
(
G′
1 + F ′
)2
+ (d0 − 1)
(
G′ − d0
F ′
)2
+
(
G′′
F ′′
)2
,
where
kgφ(0) = Tr
(
Ricgφ
)
(0), |Ricgφ |2(0) = Tr
(
RicgφRicgφ
)
(0).
Then, we obtain (2.15) and (2.16).
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Applying (2.15) and (2.18), we obtain
∂2kgF
∂Zt∂Z
(0, w)
=
 ∂kgF∂t Id + 11+F ′ ∂2kgφ∂zt∂z¯ (0) − F ′′r2(1+F ′)2 ∂kgφ∂zt (0)w
− F ′′
r2(1+F ′)2
w¯t
∂kgφ
∂z¯ (0)
1
r2
∂kgF
∂t Id0 +
1
r4
(
∂2kgF
∂t2
− ∂kgF∂t )w¯tw
 ,
here Z = (z, w). Therefore
(△gF kgF )(0, w)
= Tr
(
T−1
∂2kgF
∂Zt∂Z
)
(0, w)
=
d
1 + F ′
∂kgF
∂t
+
1
(1 + F ′)2
(△gφkgφ)(0) +
d0 − 1
F ′
∂kgF
∂t
+
1
F ′′
∂2kgF
∂t2
,
thus we get (2.17).
Let
x = F ′(t), ϕ(x) = F ′′(t).
In Lemma 2.4 below, we obtain expressions in ϕ(x) for the scalar curvature kgF , the squared norm
|RicgF |2 of the Ricci curvature tensor, and the Laplace △gF kgF of the scalar curvature.
Lemma 2.4. Under assumptions of Theorem 2.3, let
x = F ′(t), ϕ(x) = F ′′(t) ,
σ =
(
(1 + x)dxd0−1ϕ
)′
(1 + x)dxd0−1
(2.22)
and
χ =
d0(d0 − 1)
x
−
(
(1 + x)dxd0−1ϕ
)′′
(1 + x)dxd0−1
. (2.23)
Then
kgF =
1
1 + x
kgφ +
d0(d0 − 1)
x
−
(
(1 + x)dxd0−1ϕ
)′′
(1 + x)dxd0−1
, (2.24)
|RicgF |2 =
1
(1 + x)2
|Ricgφ|2 − 2
σ
(1 + x)2
kgφ + (σ
′)2
+d
(
σ
1 + x
)2
+ (d0 − 1)
(
σ − d0
x
)2
(2.25)
and
△gF kgF
=
1
(1 + x)2
(△gφkgφ)−
(
ϕ(1 + x)d−2xd0−1
)′
(1 + x)dxd0−1
kgφ +
(
ϕχ′(1 + x)dxd0−1
)′
(1 + x)dxd0−1
, (2.26)
where kgφ, ∆gφ and Ricgφ denote the scalar curvature, the Laplace and the Ricci curvature on the
domain Ω with respect to the metric gφ, respectively.
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Proof. Using
x = F ′(t), ϕ(x) = F ′′(t),
we give
F ′′′(t) = ϕ′(x)
dx
dt
= ϕ′(x)F ′′(t) = ϕ′(x)ϕ(x).
Then
G′ = (d0 − 1)F
′′
F ′
+
F ′′′
F ′′
+ d
F ′′
1 + F ′
=
(
(1 + x)dxd0−1ϕ
)′
(1 + x)dxd0−1
.
Let
σ =
(
(1 + x)dxd0−1ϕ
)′
(1 + x)dxd0−1
,
we have
G′(t) = σ(x) (2.27)
and
G′′(t) = σ′(x)
dx
dt
= σ′(x)ϕ(x). (2.28)
By (2.27) and (2.28), we obtain
ψ1 = −d G
′
1 + F ′
+ (d0 − 1)d0 −G
′
F ′
− G
′′
F ′′
=
d0(d0 − 1)
x
−
(
(1 + x)dxd0−1σ
)′
(1 + x)dxd0−1
,
which implies (2.24).
From (2.27) and (2.28), we also give
ψ2 = d
(
G′
1 + F ′
)2
+ (d0 − 1)
(
G′ − d0
F ′
)2
+
(
G′′
F ′′
)2
= d
σ2
(1 + x)2
+ (d0 − 1)
(
σ − d0
x
)2
+ (σ′)2,
thus
|RicgF |2
=
1
(1 + F ′)2
|Ricgφ |2 −
2G′
(1 + F ′)2
kgφ + ψ2
=
1
(1 + x)2
|Ricgφ |2 − 2
σ
(1 + x)2
kgφ + (σ
′)2 + d
σ2
(1 + x)2
+ (d0 − 1)
(
σ − d0
x
)2
.
Since
∂kgF
∂t
=
∂
∂x
(
1
1 + x
kgφ + χ
)
dx
dt
= − ϕ
(1 + x)2
kgφ + ϕχ
′
and
∂2kgF
∂t2
=
(
−
(
ϕ
(1 + x)2
)′
kgφ + (ϕχ
′)′
)
ϕ,
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then
△gF kgF
=
1
(1 + F ′)2
(△gφkgφ) +
1
F ′′
∂2kgF
∂t2
+
(
d
1 + F ′
+
d0 − 1
F ′
)
∂kgF
∂t
=
1
(1 + x)2
(△gφkgφ)−
(
dx+ (d0 − 1)(1 + x)
x(1 + x)3
ϕ+
(
ϕ
(1 + x)2
)′)
kgφ
+(ϕχ′)′ +
dx+ (d0 − 1)(1 + x)
x(1 + x)
ϕχ′.
In order to obtain the coefficient a2 of the Bergman function expansion for (M,gF ), we give a key
Lemma 2.5 which gives an explicit expression of the squared norm |RgF |2 of the curvature tensor of
the metric gF .
Lemma 2.5. Under the situation of Theorem 2.3, let
t = φ(z) + ln ‖w‖2, x = F ′(t), ϕ(x) = F ′′(t) .
Then
|RgF |2
=
1
(1 + x)2
|Rgφ |2 −
4ϕ
(1 + x)3
kgφ + 2d(d + 1)
ϕ2
(1 + x)4
+ 4d
((
ϕ
1 + x
)′)2
+
(
ϕ′′
)2
+ (d0 − 1)
{
4d
(
ϕ
x(1 + x)
)2
+ 4
((ϕ
x
)′)2
+ 2d0
(
ϕ− x
x2
)2}
, (2.29)
where kgφ and Rgφ denote the scalar curvature and the curvature tensor on the domain Ω with respect
to the metric gφ, respectively.
Proof. Let Z = (z, w), T = ∂
2ΦF
∂Zt∂Z
,
RgF ≡ (Rij¯) := −∂∂¯T + (∂T )T−1 ∧ (∂¯T ) (2.30)
and
Rij¯ =
n∑
k,l=1
Rij¯kl¯dZk ∧ dZl. (2.31)
Since the metric gF is invariant under transformations
(z, w) ∈M 7−→ (z, wU) ∈M, U ∈ U(d0),
where U(d0) indicates the unitary group of order d0, we only need to compute the squared norm of
the curvature tensor of the metric gF at (z, w) = (0, w1, 0, · · · , 0).
Let φ be given locally by
φ(z) = ‖z‖2 +
d∑
i,j,k,l=1
cij¯kl¯ ziz¯jzkz¯l +O(‖z‖5).
Then
∂φ(0) = 0, ∂¯φ(0) = 0, ∂∂¯φ(0) =
d∑
k=1
dzk ∧ dz¯k, (∂ ∂φ
∂zt
)(0) = 0
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and
(∂
∂φ
∂z¯
)(0) = dz, (∂¯
∂φ
∂zt
)(0) = (dz¯)t, (∂¯
∂φ
∂z¯
)(0) = 0, ∂∂¯(
∂φ
∂zt
)(0) = 0, ∂∂¯(
∂φ
∂z¯
)(0) = 0.
The following we set z = 0, e1 = (1, 0, . . . , 0) ∈ Cd0 , w = w1e1, du = (dw2, dw3, . . . , dwd0), dw =
(dw1, du), we get
∂t =
1
r2
w1dw1, ∂¯t =
1
r2
w1dw1, ∂∂¯t = dz ∧ (dz¯)t + 1
r2
du ∧ (du¯)t,
where r2 = |w1|2.
By using Lemma 2.1 and
x = F ′(t), ϕ(x) = F ′′(t), F ′′′(t) = ϕ(x)ϕ′(x), F (4)(t) = ϕ2(x)ϕ′′(x) + ϕ(x)(ϕ′(x))2,
we have
∂T =
d
d0
d d0(
(∂T )1 (∂T )2
(∂T )3 (∂T )4
)
= w1
(
F ′′
r2 dw1Id 0
F ′′
r2
e1
tdz (˜∂T )4
)
= w1
(
ϕ
r2 dw1Id 0
ϕ
r2
e1
tdz (˜∂T )4
)
, (2.32)
(˜∂T )4 =
1
d0−1
1 d0−1(
(∂T )41 (∂T )42
(∂T )43 (∂T )44
)
=
F ′′ − F ′
r4
(
F ′′′−F ′′
F ′′−F ′ dw1 du
0 dw1Id0−1
)
=
ϕ− x
r4
(
ϕ′ϕ−ϕ
ϕ−x dw1 du
0 dw1Id0−1
)
, (2.33)
∂T =
d
d0
d d0(
(∂T )1 (∂T )2
(∂T )3 (∂T )4
)
= w1
(
F ′′
r2
dw1Id
F ′′
r2
(dz¯)te1
0 (˜∂T )4
)
= w1
(
ϕ
r2
dw1Id
ϕ
r2
(dz¯)te1
0 (˜∂T )4
)
, (2.34)
(˜∂T )4 =
1
d0−1
1 d0−1(
(∂T )41 (∂T )42
(∂T )43 (∂T )44
)
=
F ′′ − F ′
r4
(
F ′′′−F ′′
F ′′−F ′ dw1 0
(du)t dw1Id0−1
)
=
ϕ− x
r4
(
ϕ′ϕ−ϕ
ϕ−x dw1 0
(du)t dw1Id0−1
)
(2.35)
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and
∂∂¯T =
d
d0
d d0(
(∂∂T )1 (∂∂T )2
(∂∂T )3 (∂∂T )4
)
, (2.36)
where
(∂∂¯T )1 =
{
F ′′dz ∧ (dz¯)t + F
′′′
r2
dw1 ∧ dw1 + F
′′
r2
du ∧ (du¯)t
}
Id
+
(
1 + F ′
)
∂∂¯(
∂2φ
∂zt∂z¯
)(0) − F ′′(dz¯)t ∧ dz
=
{
ϕdz ∧ (dz¯)t + ϕϕ
′
r2
dw1 ∧ dw1 + ϕ
r2
du ∧ (du)t
}
Id
+(1 + x) ∂∂¯(
∂2φ
∂zt∂z¯
)(0) − ϕ(dz¯)t ∧ dz, (2.37)
(∂∂¯T )2 = −
{
F ′′ − F ′′′
r2
dw1 ∧ (dz¯)te1 + F
′′
r2
(dz¯)t ∧ dw
}
= −
{
ϕ(1− ϕ′)
r2
dw1 ∧ (dz¯)te1 + ϕ
r2
(dz¯)t ∧ dw
}
, (2.38)
(∂∂¯T )3 = −
{
F ′′ − F ′′′
r2
e1
tdz ∧ dw1 + F
′′
r2
(dw¯)t ∧ dz
}
= −
{
ϕ(1− ϕ′)
r2
e1
tdz ∧ dw1 + ϕ
r2
(dw¯)t ∧ dz
}
(2.39)
and
(∂∂¯T )4 =
1
d0−1
1 d0−1(
(∂∂T )41 (∂∂T )42
(∂∂T )43 (∂∂T )44
)
(2.40)
with
(∂∂¯T )41
=
F ′′′
r2
dz ∧ (dz¯)t + F
(4) − 2F ′′′ + F ′′
r4
dw1 ∧ dw1 + F
′′′ − 2F ′′ + F ′
r4
du ∧ (du)t
=
ϕϕ′
r2
dz ∧ (dz¯)t + ϕ
2ϕ′′ + ϕ(ϕ′ − 1)2
r4
dw1 ∧ dw1 + ϕϕ
′ − 2ϕ+ x
r4
du ∧ (du)t,
(∂∂¯T )42 =
F ′′′ − 2F ′′ + F ′
r4
du ∧ dw1 = ϕϕ
′ − 2ϕ+ x
r4
du ∧ dw1,
(∂∂¯T )43 =
F ′′′ − 2F ′′ + F ′
r4
dw1 ∧ (du)t = ϕϕ
′ − 2ϕ+ x
r4
dw1 ∧ (du)t
and
(∂∂¯T )44
=
{
F ′′
r2
dz ∧ (dz¯)t + F
′′′ − 2F ′′ + F ′
r4
dw1 ∧ dw1 + F
′′ − F ′
r4
du ∧ (du)t
}
Id0−1
−F
′′ − F ′
r4
(du)t ∧ du
=
{
ϕ
r2
dz ∧ (dz¯)t + ϕϕ
′ − 2ϕ+ x
r4
dw1 ∧ dw1 + ϕ− x
r4
du ∧ (du)t
}
Id0−1
−ϕ− x
r4
(du)t ∧ du.
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According to (2.20), (2.32), (2.33), (2.34) and (2.35), we get
((∂T )T−1 ∧ (∂¯T )) = d
d0
d d0(
((∂T )T−1 ∧ (∂¯T ))1 ((∂T )T−1 ∧ (∂¯T ))2
((∂T )T−1 ∧ (∂¯T ))3 ((∂T )T−1 ∧ (∂¯T ))4
)
, (2.41)
here
((∂T )T−1 ∧ (∂¯T ))1 = ϕ
2
1 + x
1
r2
dw1 ∧ dw1Id,
((∂T )T−1 ∧ (∂¯T ))2 = ϕ
2
1 + x
1
r2
dw1 ∧ (dz¯)te1,
((∂T )T−1 ∧ (∂¯T ))3 = ϕ
2
1 + x
1
r2
e1
tdz ∧ dw1
and
((∂T )T−1 ∧ (∂¯T ))4
=
(
ϕ2
1+x
1
r2
dz ∧ (dz¯)t + ϕ(1−ϕ′)2
r4
dw1 ∧ dw1 + (ϕ−x)
2
xr4
du ∧ (du)t (ϕ−x)2
xr4
du ∧ dw1
(ϕ−x)2
xr4 dw1 ∧ (du)t
(ϕ−x)2
xr4 dw1 ∧ dw1Id0−1
)
.
Now (2.36) and (2.41) give
RgF =
d
d0
d d0(
(RgF )1 (RgF )2
(RgF )3 (RgF )4
)
, (2.42)
where
(RgF )1
=
{
−ϕdz ∧ (dz¯)t − (1 + x)ϕ
r2
(
ϕ
1 + x
)′
dw1 ∧ dw1 − ϕ
r2
du ∧ (du)t
}
Id
−(1 + x)∂∂¯( ∂
2φ
∂zt∂z¯
)(0) + ϕ(dz¯)t ∧ dz, (2.43)
(RgF )2
= −(1 + x)ϕ
r2
((
ϕ
1 + x
)′
− 1
1 + x
)
dw1 ∧ (dz¯)te1 + ϕ
r2
(dz¯)t ∧ dw
= −

(1+x)ϕ
r2
(
ϕ
1+x
)′
dw1 ∧ dz1 ϕr2du ∧ dz1
...
...
(1+x)ϕ
r2
(
ϕ
1+x
)′
dw1 ∧ dzd ϕr2 du ∧ dzd
 , (2.44)
(RgF )3
= −(1 + x)ϕ
r2
((
ϕ
1 + x
)′
− 1
1 + x
)
et1dz ∧ dw1 +
ϕ
r2
(dw¯)t ∧ dz
= −
(
(1+x)ϕ
r2
(
ϕ
1+x
)′
dz1 ∧ dw1 · · · (1+x)ϕr2
(
ϕ
1+x
)′
dzd ∧ dw1
ϕ
r2
dz1 ∧ (du)t · · · ϕr2 dzd ∧ (du)t
)
(2.45)
16
and
(RgF )4 =
1
d0−1
1 d0−1(
(RgF )41 (RgF )42
(RgF )43 (RgF )44
)
, (2.46)
here
(RgF )41 = −
(1 + x)ϕ
r2
(
ϕ
1 + x
)′
dz ∧ (dz¯)t − ϕ
2ϕ′′
r4
dw1 ∧ dw1
−xϕ
r4
(ϕ
x
)′
du ∧ (du)t,
(RgF )42 = −
xϕ
r4
(ϕ
x
)′
du ∧ dw1,
(RgF )43 = −
xϕ
r4
(ϕ
x
)′
dw1 ∧ (du)t
and
(RgF )44 =
{
− ϕ
r2
dz ∧ (dz¯)t − xϕ
r4
(ϕ
x
)′
dw1 ∧ dw1 − ϕ− x
r4
du ∧ (du)t
}
Id0−1
+
ϕ− x
r4
(du)t ∧ du.
Set
φij¯kl¯ :=
∂4φ
∂zi∂z¯j∂zk∂z¯l
,
then
Rgφ(0) = −∂∂¯(
∂2φ
∂zt∂z¯
)(0) = −
 d∑
k,l=1
φij¯kl¯(0)dzk ∧ dz¯l

1≤i,j≤d
. (2.47)
Let
Rij¯ = (Rij¯kl¯)1≤k,l≤d+d0 , Aij¯ = Tr
(
T−1Rij¯T
−1Rt
ij¯
)
,
Using
Rijkl = Rkjil, Rijkl = Rilkj, Rijkl = Rklij, Rijkl = Rjilk,
we get
Aij¯ = Aji¯.
By
T−1 =

1
1+xId 0 0
0 r
2
ϕ 0
0 0 r
2
x Id0−1

at (0, w), we have
|RgF |2 =
d+d0∑
t1,t2,t3,t4=1
d+d0∑
i,j,k,l=1
T jt1T t2iT lt3T t4kRt1t2t3t4Rijkl
=
d+d0∑
i,j=1
(T iiT jj)
d+d0∑
k,l=1
(T kkT ll)|Rijkl|2
=
d+d0∑
i,j=1
(T iiT jj)Aij¯ ,
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thus
|RgF |2 =
d∑
i=1
d∑
j=1
1
(1 + x)2
Aij¯ + 2
d∑
i=1
r2
(1 + x)ϕ
Aid+1 + 2
d∑
i=1
d+d0∑
j=d+2
r2
x(1 + x)
Aij¯
+
r4
ϕ2
Ad+1d+1 + 2
d+d0∑
j=d+2
r4
xϕ
Ad+1j +
d+d0∑
i=d+2
d+d0∑
j=d+2
r4
x2
Aij¯ . (2.48)
Let Eij be the d× d matrix whose (i, j) entry is 1, other entries are 0; Eij be the (d+ d0)× (d+ d0)
matrix whose (i, j) entry is 1, other entries are 0. Set Rφ
ij¯
= (φij¯kl¯(0))1≤,k,l≤d.
From (2.42), (2.43), (2.44), (2.45) and (2.46), it follows that
(i) For 1 ≤ i = j ≤ d,
Ri¯i =
 −ϕId − (1 + x)R
φ
i¯i
− ϕEii 0 0
0 − (1+x)ϕr2
(
ϕ
1+x
)′
0
0 0 − ϕr2 Id0−1
 ,
so
Ai¯i =
1
(1 + x)2
Tr
{(
ϕId + (1 + x)R
φ
i¯i
+ ϕEii
)(
ϕId + (1 + x)(R
φ
i¯i
)t + ϕEii
)}
+
r4
ϕ2
(
(1 + x)ϕ
r2
(
ϕ
1 + x
)′)2
+ (d0 − 1) r
4
x2
ϕ2
r4
=
(d+ 3)ϕ2
(1 + x)2
+
2ϕ
1 + x
d∑
k=1
φi¯ikk¯(0) +
d∑
k,l=1
|φi¯ikl¯(0)|2 +
2ϕ
1 + x
φi¯ii¯i(0)
+
(
(1 + x)
(
ϕ
1 + x
)′)2
+ (d0 − 1)ϕ
2
x2
.
(ii) For 1 ≤ i 6= j ≤ d,
Rij¯ =
 −(1 + x)Rφij¯ − ϕEji 0 00 0 0
0 0 0
 ,
then
Aij¯ =
1
(1 + x)2
Tr
{(
(1 + x)Rφ
ij¯
+ ϕEji
)(
(1 + x)(Rφ
ij¯
)t + ϕEij
)}
=
ϕ2
(1 + x)2
+
2ϕ
1 + x
φij¯ji¯(0) +
d∑
k,l=1
|φij¯kl¯(0)|2.
(iii) For 1 ≤ i ≤ d, j = d+ 1
Rid+1 = −
(1 + x)ϕ
r2
(
ϕ
1 + x
)′
Ed+1i,
thus
Aid+1 =
r2
(1 + x)ϕ
(
(1 + x)ϕ
r2
(
ϕ
1 + x
)′)2
=
(1 + x)ϕ
r2
((
ϕ
1 + x
)′)2
.
(iv) For 1 ≤ i ≤ d, d+ 2 ≤ j ≤ d+ d0,
Rij = −
ϕ
r2
Eji,
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we get
Aij =
r2
x(1 + x)
( ϕ
r2
)2
=
ϕ2
x(1 + x)
1
r2
.
(v) For i = j = d+ 1, since
Rd+1d+1 =
 −
(1+x)ϕ
r2
(
ϕ
1+x
)′
Id 0 0
0 −ϕ2ϕ′′
r4
0
0 0 −xϕ
r4
(ϕ
x
)′
Id0−1
 ,
therefore
Ad+1d+1
= d
1
(1 + x)2
(
(1 + x)ϕ
r2
(
ϕ
1 + x
)′)2
+
r4
ϕ2
(
ϕ2ϕ′′
r4
)2
+ (d0 − 1) r
4
x2
(
xϕ
r4
(ϕ
x
)′)2
=
ϕ2
r4
{
d
((
ϕ
1 + x
)′)2
+
(
ϕ′′
)2
+ (d0 − 1)
((ϕ
x
)′)2}
.
(vi) For i = d+ 1, d+ 2 ≤ j ≤ d+ d0, using
Rd+1j = −
xϕ
r4
(ϕ
x
)′
Ejd+1,
we have
Ad+1j =
r4
xϕ
(
xϕ
r4
(ϕ
x
)′)2
=
xϕ
r4
((ϕ
x
)′)2
.
(vii) For d+ 2 ≤ i = j ≤ d+ d0, by
Rii =
 − ϕr2 Id 0 00 −xϕ
r4
(ϕ
x
)′
0
0 0 −ϕ−x
r4
Id0−1
− ϕ− x
r4
Eii,
we obtain
Aii = d
1
(1 + x)2
ϕ2
r4
+
r4
ϕ2
(
xϕ
r4
(ϕ
x
)′)2
+ (d0 + 2)
r4
x2
(
ϕ− x
r4
)2
=
1
r4
{
d
ϕ2
(1 + x)2
+
(
x
(ϕ
x
)′)2
+ (d0 + 2)
(
ϕ− x
x
)2}
.
(viii) For d+ 2 ≤ i 6= j ≤ d+ d0, from
Rij = −
ϕ− x
r4
Eji,
then
Aij =
r4
x2
(ϕ− x)2
r8
=
1
r4
(
ϕ− x
x
)2
.
Combining the above (i) − (viii), from (2.48), we have
|RgF |2 =
4ϕ
(1 + x)3
d∑
i=1
d∑
k=1
φi¯ikk¯(0) +
1
(1 + x)2
d∑
i,j,k,l=1
|φij¯kl¯(0)|2 + 2d(d + 1)
ϕ2
(1 + x)4
+4d
((
ϕ
1 + x
)′)2
+
(
ϕ′′
)2
+ 4d(d0 − 1)
(
ϕ
x(1 + x)
)2
+4(d0 − 1)
((ϕ
x
)′)2
+ 2d0(d0 − 1)
(
ϕ− x
x2
)2
.
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Since
kgφ(0) = −
d∑
i,k=1
φiikk(0), |Rgφ |2(0) =
d∑
i,j,k,l=1
|φij¯kl¯(0)|2,
we get
|RgF |2
=
1
(1 + x)2
|Rgφ |2(0) −
4ϕ
(1 + x)3
kgφ(0) + 2d(d+ 1)
ϕ2
(1 + x)4
+ 4d
((
ϕ
1 + x
)′)2
+
(
ϕ′′
)2
+ (d0 − 1)
{
4d
(
ϕ
x(1 + x)
)2
+ 4
((ϕ
x
)′)2
+ 2d0
(
ϕ− x
x2
)2}
,
which completes the proof of (2.29).
Applying Lemma 2.4 and Lemma 2.5, we obtain explicit expressions of the coefficients aj (j = 1, 2)
of the Bergman function expansion for (M,gF ).
Theorem 2.6. Assume that φ is a globally defined Ka¨hler potential on a domain Ω ⊂ Cd. Let gφ be
a Ka¨hler metric on the domain Ω associated with the Ka¨hler form ωφ =
√−1
2pi ∂∂φ, and gF be a Ka¨hler
metric on the domain M associated with the Ka¨hler form ωF =
√−1
2pi ∂∂ΦF , where
ΦF (z, w) = φ(z) + F (φ(z) + ln ‖w‖2)
is a Ka¨hler potential on a Hartogs domain
M =
{
(z, w) ∈ Ω× Cd0 : ‖w‖2 < e−φ(z)
}
Set
t = φ(z) + ln ‖w‖2, x = F ′(t), ϕ(x) = F ′′(t) ,
σ(x) =
(
(1 + x)dxd0−1ϕ(x)
)′
(1 + x)dxd0−1
and
χ(x) =
d0(d0 − 1)
x
−
(
(1 + x)dxd0−1ϕ(x)
)′′
(1 + x)dxd0−1
.
Let kgφ, ∆gφ, Ricgφ and Rgφ be the scalar curvature, the Laplace, the Ricci curvature and the
curvature tensor on the domain Ω with respect to the metric gφ, respectively. Put
a1 =
1
2
kgφ , a2 =
1
3
△gφkgφ +
1
24
|Rgφ |2 −
1
6
|Ricgφ|2 +
1
8
k2gφ
and
a1 =
1
2
kgF , a2 =
1
3
△gF kgF +
1
24
|RgF |2 −
1
6
|RicgF |2 +
1
8
k2gF .
Then
a1 =
1
1 + x
a1 +
d0(d0 − 1)
2x
−
(
(1 + x)dxd0−1ϕ
)′′
2(1 + x)dxd0−1
(2.49)
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and
a2 =
1
(1 + x)2
a2 +
{
1
2(1 + x)
χ+
ϕ
(1 + x)3
}
a1
+
1
24
{
8(ϕχ′)′ + 3χ2 − 4(σ′)2 − 4d
(1 + x)2
σ2 + (ϕ′′)2
+4d
((
ϕ
1 + x
)′)2
+ 8
(d + d0 − 1)x+ (d0 − 1)
x(1 + x)
ϕχ′ +
2d(d + 1)
(1 + x)4
ϕ2
}
+
d0 − 1
6
{
dϕ2
x2(1 + x)2
+
((ϕ
x
)′)2
+
d0
2
(ϕ− x)2
x4
− (σ − d0)
2
x2
}
. (2.50)
Theorem 2.6 implies the following results.
Theorem 2.7. Assume that
ϕ(x) = x(1 + x),
in Theorem 2.6, then
(I)
a1 =
(
a1 +
d(d + 1)
2
)
1
1 + x
− n(n+ 1)
2
(2.51)
and
a2 =
{
a2 +
(d− 1)(d+ 2)
2
(
a1 +
d(d+ 1)
2
)
− (d− 1)d(d + 1)(3d + 2)
24
}
× 1
(1 + x)2
− (n− 1)(n+ 2)
2
(
a1 +
d(d+ 1)
2
)
1
1 + x
+
(n− 1)n(n+ 1)(3n + 2)
24
, (2.52)
where n = d+ d0.
(II) a1 is a constant ⇐⇒ a1 = −d(d+1)2 ⇐⇒ a1 = −n(n+1)2 .
(III) a2 is a constant ⇐⇒ a2 = (n−1)n(n+1)(3n+2)24 ⇐⇒ a1 = −d(d+1)2 and a2 = (d−1)d(d+1)(3d+2)24 .
Theorem 2.8. Assume that d = 1 and
ϕ(x) = Ax2 + x
in Theorem 2.6, then
(I)
a1 =
a1 − d0 +A(d0 + 1)
1 + x
− n(n+ 1)
2
A.
If a1 = d0 − (d0 + 1)A, then
a2 =
a2
(1 + x)2
+
(n− 1)n(n + 1)(3n + 2)
24
A2.
Here n = 1 + d0.
(II) a1 is a constant ⇐⇒ a1 = d0 − (d0 + 1)A ⇐⇒ a1 = −n(n+1)2 A.
(III) Both a1 and a2 are constants ⇐⇒ a1 = d0 − (d0 + 1)A and a2 = 0 ⇐⇒ a1 = −n(n+1)2 A and
a2 =
(n−1)n(n+1)(3n+2)
24 A
2.
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3 The Ka¨hler metrics with constant coefficients aj (j = 1, 2)
In this section, we first give an explicit expression of the function ϕ(x) for the coefficients aj (j = 1, 2)
to be constants, then we get an explicit expression of F (t) by solving the differential equation. Finally
we complete the proof of Theorem 1.1.
Theorem 3.1. Assume that φ is a globally defined Ka¨hler potential on a domain Ω ⊂ Cd. Let gφ be
a Ka¨hler metric on the domain Ω associated with the Ka¨hler form ω =
√−1
2pi ∂∂φ.
Let gF be a Ka¨hler metric on the Hartogs domain
M =
{
(z, w) ∈ Ω× Cd0 : ‖w‖2 < e−φ(z)
}
associated with the Ka¨hler form
ωF =
√−1
2π
∂∂ΦF ,
where ‖ · ‖ is the standard Hermite norm in Cd0 and
ΦF (z, w) = φ(z) + F (t), t = φ(z) + ln ‖w‖2,
where F (t) satisfies the following conditions:
(i)
lim
t→−∞
F (t) = 0. (3.1)
(ii) For the case of d0 > 1,
0 < lim
t→−∞
F ′(t)
et
< +∞, 0 < lim
t→−∞
F ′′(t)
et
< +∞, F ′(t) > 0, F ′′(t) > 0, t ∈ (−∞, 0). (3.2)
(iii) For the case of d0 = 1,
0 < lim
t→−∞
(1 + F ′(t)) < +∞, 0 < lim
t→−∞
F ′′(t)
et
< +∞, 1 + F ′(t) > 0, F ′′(t) > 0, t ∈ (−∞, 0). (3.3)
Let kgφ, ∆gφ, Ricgφ and Rgφ be the scalar curvature, the Laplace, the Ricci curvature and the
curvature tensor on the domain Ω with respect to the metric gφ, respectively. Put
a1 =
1
2
kgφ , a2 =
1
3
△gφkgφ +
1
24
|Rgφ |2 −
1
6
|Ricgφ|2 +
1
8
k2gφ
and
a1 =
1
2
kgF , a2 =
1
3
△gF kgF +
1
24
|RgF |2 −
1
6
|RicgF |2 +
1
8
k2gF .
Set
x = F ′(t), ϕ(x) = F ′′(t),
then we have the following results.
(I) For d0 = 1, let
a1 = −1
2
d(d+ 1)B, a1 = −1
2
(d+ 1)(d + 2)A.
a1 is a constant if and only if a1 is a constant and
ϕ(x) = A(1 + x)2 −B(1 + x) + C1
(1 + x)d−1
+
C2
(1 + x)d
, (3.4)
where C1 and C2 are constants.
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(II) For d0 > 1 and d = 1, a1 is a constant if and only if a1 is a constant and
ϕ(x) =
(
d0 − a1
d0 + 1
+
d0
2
C
)
x2 + (C + 1)x− C + C
1 + x
, (3.5)
here C is a constant.
(III) For d0 = 1, let
a1 = −1
2
d(d+ 1)B, a1 = −1
2
(d+ 1)(d + 2)A.
If a1 and a2 are constants, then a1 and a2 are constants,
a2 =
1
24
(d− 1)d(d + 1)(3d + 2)B2, a2 = 1
24
d(d+ 1)(d + 2)(3d + 5)A2 (3.6)
and
ϕ(x) = A(1 + x)2 −B(1 + x) (3.7)
for d > 1,
ϕ(x) = A(1 + x)2 −B(1 + x) + C (3.8)
for d = 1, here A,B,C are constants.
(IV) For d0 > 1 and d = 1, let A =
d0−a1
d0+1
. If a1 and a2 are constants, then a1 is a constant,
a2 = 0, a1 = −A(d0 + 1)(d0 + 2)
2
, a2 = A
2 d0(d0 + 1)(d0 + 2)(3d0 + 5)
24
and
ϕ(x) = Ax2 + x.
(V) For d0 > 1 and d > 1, let n = d+ d0. If a1 and a2 are constants, then
ϕ(x) = x(x+ 1),
a1 = −d(d+ 1)
2
, a2 =
(d− 1)d(d + 1)(3d + 2)
24
and
a1 = −n(n+ 1)
2
, a2 =
(n− 1)n(n + 1)(3n + 2)
24
.
Proof. (I) Using (2.49), we get (3.4).
(II) For d0 > 1 and d = 1, if a1 is a constant, from (2.49), we obtain a1 is a constant, and ϕ(x) can
be written as
ϕ(x) =
2∑
j=0
Aj(1 + x)
j +
d0−1∑
j=1
Bj
xj
+
C
1 + x
.
Since
lim
t→−∞
F ′(t) = lim
t→−∞
F ′′(t) = 0,
we have ϕ(0) = 0, thus
Bj = 0 (1 ≤ j ≤ d0 − 1),
2∑
j=0
Aj + C = 0.
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By (2.49), we get (
(1 + x)dxd0−1ϕ(x)
)′′
(1 + x)dxd0−1
− d0(d0 − 1)
x
− 2a1
1 + x
+ 2a1
= (1 + d0)(2 + d0)A2 + 2a1 + d0(d0 − 1)2A2 +A1 − C − 1
x
+
2A1 − 2(d0 − 1)A0 − 2a1 + (d0 − 1)(d0 − 2)C
1 + x
≡ 0,
thus
a1 = −1
2
(1 + d0)(2 + d0)A2, 2A2 +A1 − C − 1 = 0
and
2A1 − 2(d0 − 1)A0 − 2a1 + (d0 − 1)(d0 − 2)C = 0.
In view of
A0 +A1 +A2 + C = 0,
we obtain
A2 =
1
2
d0C +
d0 − a1
d0 + 1
,
then
ϕ(x) =
2∑
j=0
Aj(1 + x)
j +
C
1 + x
= A2x
2 + (A1 + 2A2)x+ (A0 +A1 +A2) +
C
1 + x
=
(
d0 − a1
d0 + 1
+
d0
2
C
)
x2 + (C + 1)x− C + C
1 + x
.
(III) By (2.49) and (2.50), if a1 and a2 are constants, then a1 and a2 are constants, thus |Rgφ |2 −
4|Ricgφ |2 and |RgF |2 − 4|RicgF |2 also are constants.
Substituting (3.4) into (2.29) and (2.25), we have
|RgF |2 − 4|RicgF |2
=
1
(1 + x)2
(|Rgφ |2 − 4|Ricgφ |2)+ ( 8σ(1 + x)2 − 4ϕ(1 + x)3
)
kgφ
+2d(d + 1)
ϕ2
(1 + x)4
+ 4d
((
ϕ
1 + x
)′)2
+
(
ϕ′′
)2 − 4 (σ′)2 − 4d
(1 + x)2
σ2
=
A2d+4
(1 + x)2d+4
+
A2d+3
(1 + x)2d+3
+
A2d+2
(1 + x)2d+2
+
A2
(1 + x)2
+A0,
where
A2d+4 = d(d+ 1)(d + 2)(d + 3)C
2
2 , A2d+3 = 2d(d + 1)
2(d+ 2)C1C2,
A2d+2 = (d− 1)d(d + 1)(d + 2)C21 , A2 = |Rgφ |2 − 4|Ricgφ |2 +
4d+ 2
d(d+ 1)
k2gφ
and
A0 = −2(d+ 1)(d + 2)(2d + 3)A2.
From A2d+4 = 0, we have C2 = 0, so A2d+3 = 0.
24
For d > 1, by A2d+2 = 0, it follows that C1 = 0.
For d = 1, for any C1, A2d+2 = 0.
Substituting ϕ(x) = A(1 + x)2 − B(1 + x) and ϕ(x) = A(1 + x)2 − B(1 + x) + C into (2.50), we
obtain
a2 =
a2 − 124 (d− 1)d(d + 1)(3d + 2)B2
(1 + x)2
+
d(d+ 1)(d + 2)(3d + 5)A2
24
for d > 1, and
a2 = 2A
2 +
a2
(x+ 1)2
for d = 1, respectively. This gives (3.6).
(IV) Using (3.5) and (2.50), we get
a2 =
C2
(1 + x)6
+
5∑
j=0
Fj
(1 + x)j
,
thus
C = 0, ϕ(x) =
d0 − a1
d0 + 1
x2 + x.
Then put them into (2.49) and (2.50), we have
a1 =
(a1 − d0)(d0 + 2)
2
and
a2 =
a2
(1 + x)2
+
d0(d0 + 2)(3d0 + 5)(a1 − d0)2
24(d0 + 1)
.
Let
A =
d0 − a1
d0 + 1
,
then
a2 = 0, a1 = −A(d0 + 1)(d0 + 2)
2
, a2 = A
2d0(d0 + 1)(d0 + 2)(3d0 + 5)
24
.
(V) For d > 1 and d0 > 1, according to (2.49), we obtain
((1 + x)dxd0−1ϕ)′′
= 2a1(1 + x)
d−1xd0−1 + d0(d0 − 1)(1 + x)dxd0−2 − 2a1(1 + x)dxd0−1,
using integration by parts, we obtain
(1 + x)dxd0−1ϕ(x)
=
d0−1∑
j=0
cj1x
j(1 + x)d+d0−j +
d0−1∑
j=0
cj2x
j(1 + x)d+d0+1−j + (−1)d0−1(C1x+ C2),
thus
ϕ(x) =
d0−1∑
j=0
dj1
(1 + x)j+1
xj
+
d0−1∑
j=0
dj2
(1 + x)j+2
xj
+ (−1)d0−1 C1x+ C2
(1 + x)dxd0−1
,
which can be written as
ϕ(x) =
2∑
j=0
Aj(x+ 1)
j +
d0−1∑
j=1
Bj(a1,a1, d, d0)
xj
+ (−1)d0−1 C1x+ C2
xd0−1(1 + x)d
.
25
Owing to ϕ(0) = 0 and
(−1)d0−1 C1x+ C2
xd0−1(1 + x)d
=
d0−1∑
j=1
Dj
xj
+
C1 −C2
(1 + x)d
+
(d0 − 1)C2 − (d0 − 2)C1
(1 + x)d−1
+
d−2∑
j=1
Ej
(1 + x)j
,
we have
ϕ(x) =
2∑
j=0
Aj(x+ 1)
j +
C1 − C2
(1 + x)d
+
(d0 − 1)C2 − (d0 − 2)C1
(1 + x)d−1
+
d−2∑
j=1
Ej
(1 + x)j
.
From (2.25) and (2.29), we have
|RgF |2 − 4|RicgF |2 =
d(d+ 1)(d + 2)(d + 3)(C1 − C2)2
(1 + x)2d+4
+
2d+3∑
j=1
Fj
(1 + x)j
+
4∑
j=0
Gj
xj
,
which implies that
C1 = C2,
so
|RgF |2 − 4|RicgF |2 =
(d− 1)d(d + 1)(d + 2)C21
(1 + x)2d+2
+
2d+1∑
j=1
Fj
(1 + x)j
+
4∑
j=0
Gj
xj
,
therefore
C1 = C2 = 0,
namely
ϕ(x) =
2∑
j=0
Aj(1 + x)
j . (3.9)
By (3.9) and (2.49), we obtain
a1 = − d(d− 1)
2(1 + x)2
A0 +
H1
x
+
H2
x2
+
H3
1 + x
+H0,
since a1 is a constant, then
A0 = 0,
which combines with ϕ(0) = 0, we get A1 +A2 = 0, thus ϕ(x) = A2x(1 + x).
Substituting
ϕ(x) = A2x(1 + x)
into (2.49), we have
a1 = −(d+ d0)(d+ d0 + 1)
2
A2 +
d(d+ 1)A2 + 2a1
2(x+ 1)
− (d0 − 1)d0(A2 − 1)
2x
,
notice that d0 > 1, thus
A2 = 1, a1 = −d(d+ 1)
2
, a1 = −(d+ d0)(d+ d0 + 1)
2
.
Finally, from (2.52), we obtain
a2 =
(d− 1)d(d + 1)(3d + 2)
24
, a2 =
(n− 1)n(n+ 1)(3n + 2)
24
,
where n = d+ d0.
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Theorem 3.2. Under assumptions of Theorem 3.1, we have the following results.
(i) For d = 1, if a1 and a2 are constants, then
ϕ(x) = Ax2 + x (3.10)
and
F (t) =
{ − 1A ln(1− cet), cA > 0, c ≤ 1,
cet, c > 0, A = 0.
(3.11)
(ii) For d > 1, if a1 and a2 are constants, then
ϕ(x) = x(x+ 1) (3.12)
and
F (t) = − ln (1− cet) , 0 < c ≤ 1. (3.13)
Proof. (I) Let
x = F ′(t), ϕ(x) = F ′′(t),
according to Theorem 3.1, we can assume that
ϕ(x) = Ax2 +Dx+ E.
Using dxdt = ϕ(x), x = F
′(t) and F ′′(t) > 0, ϕ(x) and F (t) can be expressed as follows:
ϕ(x) =

A(x− λ)2, A > 0,
A((x− λ)2 + µ2), A > 0, µ > 0,
A((x− λ)2 − µ2), µA > 0,
2λ, λ > 0,
λ(x− µ), λ 6= 0,
(3.14)
F (t) =

− 1A ln |t+ c|+ λt+ c1, A > 0,
− 1A ln | cos(µAt+ c)|+ λt+ c1, A > 0, µ > 0,
− 1A ln
∣∣1− ce2µAt∣∣+ (λ+ µ)t+ c1, µA > 0, cA > 0,
λt2 + ct+ c1, λ > 0,
ceλt + µt+ c1, λ 6= 0, c > 0.
(3.15)
(II) For the case of d = d0 = 1, by F (−∞) = 0 and (3.15), ϕ(x) and F (t) can be expressed as
ϕ(x) =
{
Ax(x+ 2µ), µA > 0,
λx, λ > 0,
F (t) =
{ − 1A ln ∣∣1− ce2µAt∣∣ , µA > 0, cA > 0, c ≤ 1,
ceλt, c > 0, λ > 0,
respectively. In view of
0 < lim
t→−∞
F ′′(t)
et
< +∞,
we get 2µA = 1 for F (t) = − 1A ln
∣∣1− ce2µAt∣∣, and λ = 1 for F (t) = ceλt. Thus ϕ(x) and F (t) can be
written as (3.10) and (3.11), respectively.
(III) For the case of d = 1 and d0 > 1, applying ϕ(x) = Ax
2+ x, F (−∞) = 0 and (3.15), we obtain
(3.10) and (3.11).
(IV) For the case of d > 1 and d0 = 1, from ϕ(x) = A(1 + x)
2 − B(1 + x) and F (−∞) = 0, by
(3.15), we have
ϕ(x) = Ax(x+ 2µ), µA > 0
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and
F (t) = − 1
A
ln
∣∣1− ce2µAt∣∣ , µA > 0, cA > 0, c ≤ 1.
Since
0 < lim
t→−∞
F ′′(t)
et
< +∞,
then 2µA = 1. Thus ϕ(x) = Ax2 + x, using ϕ(−1) = 0, we get (3.12) and (3.13).
(V) For the case of d > 1 and d0 > 1, from ϕ(x) = x
2 + x and F (−∞) = 0, by (3.15), we have
(3.13).
Proof of Theorem 1.1. According to Theorem 3.2, Theorem 2.7 and Theorem 2.8, we obtain that both
a1 and a2 are constants on (M,gF ) if and only if
(i)
F (t) =
{ − 1A ln(1− cet), cA > 0, c ≤ 1,
cet, A = 0, c > 0
(3.16)
and a2 = 0 for d = 1, where A =
d0−a1
d0+1
.
(ii)
F (t) = − ln (1− cet) , 0 < c ≤ 1, (3.17)
a1 = −d(d+1)2 and a2 = (d−1)d(d+1)(3d+2)24 for d > 1.
Notice that we do not consider the completeness of the metrics gφ and gF in the formulas (3.16)
and (3.17).
Let
f(u) =
1
2
F (2u), τ = f ′(u), ϕ(τ) = f ′′(u),
then
ϕ(τ) = 2τ(1 +Aτ), τ ∈ I =
[
0,
1
A
c
1− c
)
for
F (t) = − 1
A
ln(1− cet), cA > 0, c ≤ 1, t ∈ [−∞, 0),
and
ϕ(τ) = 2τ, τ ∈ I = [0, c)
for
F (t) = cet, c > 0, t ∈ [−∞, 0).
By Proposition 2.3 of [20], gF is a complete Ka¨hler metric on the domain M for d0 = 1 if and only
if
F (t) =
{ − 1A ln(1− et), d = 1, A > 0,
− ln (1− et) , d > 1.
Using mathematical induction, we obtain that gF is a complete Ka¨hler metric on the domain M if
and only if
F (t) =
{ − 1A ln(1− et), d = 1, A > 0,
− ln (1− et) , d > 1.
So we complete the proof of Theorem 1.1.
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4 Proof of Theorem 1.2
In order to prove Theorem 1.2, we first give the Ka¨hler forms of G-invariant Ka¨hler metrics on the
Cartan-Hartogs domain Ω(µ, d0).
Lemma 4.1. Let G be the set of mappings generated by (1.5), Φ be a Ka¨hler potential on the Cartan-
Hartogs domain Ω(µ, d0). If for all Υ ∈ G,
∂∂¯(Φ ◦Υ) = ∂∂¯Φ,
then there are a unique real number ν > 0 and a unique real function F with F (0) = 0 such that
∂∂¯(νφ+ F (ρ)) = ∂∂¯Φ,
where
φ(z) = −µ lnN(z, z), ρ = eφ(z)‖w‖2.
Proof. Step1. We prove that there exist a number ν ∈ C and a function F satisfying
∂∂¯(νφ+ F (ρ)) = ∂∂¯Φ.
Let Z = (z, w) and
w =
w
N(z, z¯)
µ
2
= e
1
2
φ(z)w, w0 =
w0
N(z0, z¯0)
µ
2
= e
1
2
φ(z0)w0.
By
∂∂¯(Φ ◦Υ) = ∂∂¯Φ
and
∂2(Φ ◦Υ)
∂Zt∂Z
(Z) =
∂Υ
∂Zt
(Z)
∂2Φ
∂Zt∂Z
(Υ(Z))
(
∂Υ
∂Zt
)t
(Z),
we get
∂2Φ
∂Zt∂Z
(Z) =
∂Υ
∂Zt
(Z)
∂2Φ
∂Zt∂Z
(Υ(Z))
(
∂Υ
∂Zt
)t
(Z).
Let (
A11 A12
A21 A22
)
:=
(
∂2Φ
∂zt∂z¯
∂2Φ
∂zt∂w¯
∂2Φ
∂wt∂z¯
∂2Φ
∂wt∂w¯
)
,
using
∂Υ
∂Zt
(Z) =
(
∂γ
∂zt (z)
∂ψ
∂ztwU
0 ψ(z)U
)
,
we obtain
A11(Z) =
∂γ
∂zt
A11(Υ(Z))
(
∂γ
∂zt
)t
+
∂ψ
∂zt
wUA21(Υ(Z))
(
∂γ
∂zt
)t
+
∂γ
∂zt
A12(Υ(Z))
(
∂ψ
∂zt
wU
)t
+
∂ψ
∂zt
wUA22(Υ(Z))
(
∂ψ
∂zt
wU
)t
, (4.1)
A12(Z) = ψ(z)
∂γ
∂zt
A12(Υ(Z))U t + ψ(z)
∂ψ
∂zt
wUA22(Υ(Z))U t, (4.2)
A21(Z) = ψ(z)UA21(Υ(Z))
(
∂γ
∂zt
)t
+ ψ(z)UA22(Υ(Z))
(
∂ψ
∂zt
wU
)t
(4.3)
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and
A22(Z) = |ψ(z)|2UA22(Υ(Z))U t. (4.4)
For Z = (z0, w0), since
γ(z0) = 0,Υ(z0, w0) = (0,w0U), ψ(z0) = e
1
2
φ(z0),
∂ψ
∂zt
(z0) = e
1
2
φ(z0) ∂φ
∂zt
(z0),
we have
A11(z0, w0) =
∂γ
∂zt
(z0)A11(0,w0U)
(
∂γ
∂zt
(z0)
)t
+
∂ψ
∂zt
(z0)w0UA21(0,w0U)
(
∂γ
∂zt
(z0)
)t
+
∂γ
∂zt
(z0)A12(0,w0U)
(
∂ψ
∂zt
(z0)wU
)t
+eφ(z0)
∂φ
∂zt
(z0)w0UA22(0,w0U)U t wt0
∂φ
∂z¯
(z0), (4.5)
A12(z0, w0) = e
1
2
φ(z0) ∂γ
∂zt
(z0)A12(0,w0U)U t + e
φ(z0) ∂φ
∂zt
(z0)w0UA22(0,w0U)U t, (4.6)
A21(z0, w0) = e
1
2
φ(z0)UA21(0,w0U)
(
∂γ
∂zt
(z0)
)t
+ eφ(z0)UA22(0,w0U)U t w
t
0
∂φ
∂z¯
(z0) (4.7)
and
A22(z0, w0) = e
φ(z0)UA22(0,w0U)U t. (4.8)
Let z0 = 0 in (4.8), it follows that
A22(0, w0) = UA22(0, w0U)U t.
According to Lemma 4.2 below, there is a function F such that
A22(0, w) = F
′(‖w‖2)Id0 + F ′′(‖w‖2)wtw.
Thus
A22(z, w) = e
φ(z)
(
F ′(ρ)Id0 + e
φ(z)F ′′(ρ)wtw
)
. (4.9)
Set z0 = 0 and U = Id0 in (4.6), by φ(0) = 0 and
∂φ
∂zt (0) = 0, we have
A12(0, w0) =
∂γ
∂zt
(0)A12(0, w0)
for all γ ∈ Aut(Ω) with γ(0) = 0. So A12(0, w0) = 0. Combining (4.6) and (4.9), we get
A12(z, w) = e
φ(z)
(
F ′(ρ) + ρF ′′(ρ)
) ∂φ
∂zt
(z)w. (4.10)
For the same argument, we also have
A21(z, w) = e
φ(F ′(ρ) + ρF ′′(ρ))wt
∂φ
∂z¯
. (4.11)
Substituting A12(0, w) = 0, A21(0, w) = 0 and (4.9) into (4.5), then
A11(z0, w0) =
∂γ
∂zt
(z0)A11(0,w0U)
(
∂γ
∂zt
(z0)
)t
+ρ(F ′(ρ) + ρF ′′(ρ))
∂φ
∂zt
(z0)
∂φ
∂z¯
(z0), (4.12)
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here γ(z0) = 0 and ρ = e
φ(z0)‖w0‖2.
Let z0 = 0, (4.12) implies that
A11(0, w) =
∂γ
∂zt
A11(0, wU)
(
∂γ
∂zt
)t
for all U ∈ U(d0), γ ∈ Aut(Ω) with γ(0) = 0. Therefore, by Schur’s lemma, there exists a function P
such that
A11(0, w) = µP (‖w‖2)Id.
Since
∂∂¯(φ ◦ γ) = ∂∂¯φ
for all γ ∈ Aut(Ω), using ∂2φ∂zt∂z¯ (0) = µId, it follows that
∂2φ
∂zt∂z¯
(z0) = µ
∂γ
∂zt
(z0)
(
∂γ
∂zt
(z0)
)t
for all γ ∈ Aut(Ω) with γ(z0) = 0. Hence, by (4.12), we obtain
A11(z, w) = P (ρ)
∂2φ
∂zt∂z¯
+ ρ(F ′(ρ) + ρF ′′(ρ))
∂φ
∂zt
(z0)
∂φ
∂z¯
(z0). (4.13)
Now, we set Ψ = Φ− F (ρ), then
A11 =
∂2Ψ
∂zt∂z¯
+ ρF ′(ρ)
∂2φ
∂zt∂z¯
+ ρ(F ′(ρ) + ρF ′′(ρ))
∂φ
∂zt
∂φ
∂z¯
,
A12 =
∂2Ψ
∂zt∂w¯
+ eφ
(
F ′(ρ) + ρF ′′(ρ)
) ∂φ
∂zt
w,
A21 =
∂2Ψ
∂wt∂z¯
+ eφ(F ′(ρ) + ρF ′′(ρ))wt
∂φ
∂z¯
and
A22 =
∂2Ψ
∂wt∂w¯
+ eφ
(
F ′(ρ)Id0 + e
φ(z)F ′′(ρ)wtw
)
.
These combine with (4.13), (4.10), (4.11) and (4.9), we get
∂2Ψ
∂zt∂z¯
= (P (ρ)− ρF ′(ρ)) ∂
2φ
∂zt∂z¯
(4.14)
and
∂2Ψ
∂zt∂w¯
= 0,
∂2Ψ
∂wt∂z¯
= 0,
∂2Ψ
∂wt∂w¯
= 0. (4.15)
From (4.15), the function Ψ must be the following form
Ψ = Ψ1(z, z¯) + Ψ2(z, w) + Ψ3(z¯, w¯),
by (4.14), we have
∂2Ψ1
∂zt∂z¯
= (P (ρ)− ρF ′(ρ)) ∂
2φ
∂zt∂z¯
,
thinks to ρ(z, w) = eφ(z)‖w‖2, so P (ρ)− ρF ′(ρ) is a constant. Finally, let ν = P (0), then
∂∂¯(νφ+ F (ρ)) = ∂∂¯Φ.
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Step2. We prove that the function F with F (0) = 0 and the number ν are unique.
We only show that if
∂∂¯(λφ+Q(ρ)) ≡ 0, Q(0) = 0,
then λ = 0 and Q ≡ 0.
Since
∂2(λφ+Q(ρ))
∂zt∂z¯
= (λ+ ρQ′(ρ))
∂2φ
∂zt∂z¯
+ ρ(Q′(ρ) + ρQ′′(ρ))
∂φ
∂zt
∂φ
∂z¯
= 0,
let ρ = 0, which gives
λ
∂2φ
∂zt∂z¯
= 0,
so λ = 0.
By ∂∂¯(Q(ρ)) ≡ 0, we obtain
∂2Q
∂wt∂w¯
= eφ
(
Q′(ρ)Id0 + e
φQ′′(ρ)w¯tw
)
= 0,
thus Q′(ρ) = 0 for d0 > 1 and Q′(ρ) + ρQ′′(ρ) = 0 for d0 = 1. So Q ≡ 0 for d0 > 1 and ρQ′(ρ) = c for
d0 = 1. For d0 = 1, let ρ = 0, we have c = 0, hence Q ≡ 0.
Step3. We prove that F with F (0) = 0 is a real function and ν > 0.
Using
∂2(νφ+ F (ρ))
∂zt∂z¯
= (ν + ρF ′(ρ))
∂2φ
∂zt∂z¯
+ ρ(F ′(ρ) + ρF ′′(ρ))
∂φ
∂zt
∂φ
∂z¯
is positive definite, we get ν ∂
2φ
∂zt∂z¯ is positive definite, then ν > 0.
Since
∂2(νφ+ F (ρ))
∂wt∂w¯
= eφ
(
F ′(ρ)Id0 + e
φF ′′(ρ)w¯tw
)
is positive definite, then
(F − F )′Id0 + eφ(F − F )′′w¯tw = 0,
which implies F = F , namely F is a real function.
Lemma 4.2. Let Ψ be the continuous differentiable function of order 2 on Bm. If for all U ∈ U(m),
∂∂¯(Ψ ◦ U) = ∂∂¯Ψ,
namely
∂2Ψ
∂wt∂w¯
(w, w¯) = U
∂2Ψ
∂wt∂w¯
(wU,wU )U t,
then there is a function F such that
∂∂¯(F (‖w‖2)) = ∂∂¯Ψ.
Proof. We only prove for the case m = 1, 2, the proof of the case m > 2 is the same as the proof of
the case m = 2, we omit its the proof.
(i) For m = 1, we have
∂2Ψ
∂wt∂w¯
(w, w¯) =
∂2Ψ
∂wt∂w¯
(e
√−1θw, e−
√−1θw¯), ∀ θ ∈ R,
then there exists a function f that satisfies
∂2Ψ
∂wt∂w¯
(w, w¯) = f(|w|2).
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Let
Q(x) =
{
1
x
∫ x
0 f(t)dt, x ∈ (0, 1),
f(0), x = 0
and
F (x) =
∫ x
0
Q(t)dt, x ∈ [0, 1).
It easy to see that F satisfies
∂∂¯(F (‖w‖2)) = ∂∂¯Ψ.
(ii) For m = 2, let
f(w, w¯) =
(
f11 f12
f21 f22
)
(w, w¯) =
∂2Ψ
∂wt∂w¯
(w),
thus
f(wU, w¯U) = U tf(w, w¯)U, ∀ U ∈ U(2).
The following we will prove that there exist functions r and s satisfying
f(w, w¯) = r(‖w‖2)I2 + s(‖w‖2)wtw. (4.16)
Let U = etX ∈ U(2), X = (Xij)1≤i,j≤2 and t ∈ R. Differentiating the left and right-hand sides at
t = 0 below,
f(wetX , w¯etX) = e−tXf(w, w¯)etX ,
we find
2∑
ij=1
(
wiXij
∂f
∂wj
− wjXij ∂f
∂wi
)
= fX −Xf. (4.17)
Setting
X =
√−1
(
1 0
0 0
)
,
√−1
(
0 0
0 1
)
,
√−1
(
0 1
1 0
)
,
(
0 −1
1 0
)
in (4.17), we have
w1
∂f
∂w1
− w1 ∂f
∂w1
=
(
0 −f12
f21 0
)
, (4.18)
w2
∂f
∂w2
− w2 ∂f
∂w2
=
(
0 f12
−f21 0
)
, (4.19)
w1
∂f
∂w2
+ w2
∂f
∂w1
− w1 ∂f
∂w2
− w2 ∂f
∂w1
=
(
f12 − f21 f11 − f22
f22 − f11 f21 − f12
)
, (4.20)
− w1 ∂f
∂w2
+w2
∂f
∂w1
− w1 ∂f
∂w2
+ w2
∂f
∂w1
=
(
f12 + f21 −f11 + f22
−f11 + f22 −f12 − f21
)
, (4.21)
respectively.
Using (4.20) and (4.21), we get
w2
∂f
∂w1
− w1 ∂f
∂w2
=
(
f12 0
f22 − f11 −f12
)
(4.22)
and
w1
∂f
∂w2
− w2 ∂f
∂w1
=
( −f21 f11 − f22
0 f21
)
. (4.23)
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It is well known that the solutions of the equations
x
∂g1
∂x
− y∂g1
∂y
= 0, x
∂g2
∂x
− y∂g2
∂y
= g2
are
g1 = h1(xy), g2 = xh2(xy),
respectively. Then from (4.18) and (4.19), f may be written as
f(w, w¯) =
(
h11(|w1|2, |w2|2) w1w2h12(|w1|2, |w2|2)
w2w1h21(|w1|2, |w2|2) h22(|w1|2, |w2|2)
)
. (4.24)
Let u = w1w1, v = w2w2. Substituting (4.24) into (4.22) and (4.23), we get w1w2 (∂h11∂u − ∂h11∂v ) (w1w2)2 (∂h12∂u − ∂h12∂v )
(|w2|2 − |w1|2)h21 + |w1w2|2
(
∂h21
∂u − ∂h21∂v
)
w1w2
(
∂h22
∂u − ∂h22∂v
) 
=
(
w1w2h12 0
h22 − h11 −w1w2h12
)
and  w2w1 (∂h11∂v − ∂h11∂u ) (|w1|2 − |w2|2)h12 + |w1w2|2 (∂h12∂v − ∂h12∂u )
(w2w1)
2
(
∂h21
∂v − ∂h21∂u
)
w2w1
(
∂h22
∂v − ∂h22∂u
) 
=
( −w2w1h21 h11 − h22
0 w2w1h21
)
.
That is
∂h11
∂u
− ∂h11
∂v
= h12, (4.25)
∂h12
∂u
− ∂h12
∂v
= 0, (4.26)
(v − u)h21 + uv
(
∂h21
∂u
− ∂h21
∂v
)
= h22 − h11, (4.27)
∂h22
∂u
− ∂h22
∂v
= = −h12, (4.28)
and
∂h11
∂u
− ∂h11
∂v
= h21, (4.29)
∂h21
∂u
− ∂h21
∂v
= 0, (4.30)
(v − u)h12 + uv
(
∂h12
∂u
− ∂h12
∂v
)
= h22 − h11, (4.31)
∂h22
∂u
− ∂h22
∂v
= −h21. (4.32)
Combining (4.25), (4.26), (4.29) and (4.30), we obtain that there exists a function s such that
h12(u, v) = h21(u, v) = s(u+ v). (4.33)
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Comparing (4.28), (4.29), we have
∂(h11 + h22)
∂u
− ∂(h11 + h22)
∂v
= 0,
so there is a function p such that
h11 + h22 = p(u+ v). (4.34)
Substituting (4.33) into (4.27), it gives that
h11 − h22 = (u− v)s(u+ v). (4.35)
By (4.34) and (4.35), we have
h11 = r(u+ v) + us(u+ v), h22 = r(u+ v) + vs(u+ v), (4.36)
here
r(x) =
1
2
p(x)− 1
2
xs(x).
Substituting (4.33) and (4.36) into (4.24), we obtain (4.16).
Now let
q(x) =
∫ x
0
(x− t)s(t)dt (0 ≤ x < 1), Ψ1(w, w¯) = Ψ(w, w¯)− q(‖w‖2).
Thus (4.16) gives that
∂2Ψ1
∂w1∂w1
(w, w¯) =
∂2Ψ1
∂w2∂w2
(w, w¯) = r(‖w‖2)− q′(‖w‖2) (4.37)
and
∂2Ψ1
∂w1∂w2
=
∂2Ψ1
∂w2∂w1
= 0. (4.38)
From (4.38) and (4.37), it follows that
Ψ1(w, w¯) = H1(w1, w1) +H2(w2, w2) +H3(w1, w2) +H4(w1, w2)
and
∂2H1
∂w1∂w1
(w1, w1) = r(‖w‖2)− q′(‖w‖2),
This indicates that r(‖w‖2)− q′(‖w‖2) is a constant.
Let c = r(‖w‖2)− q′(‖w‖2) and F (x) = cx+ q(x), we have
∂∂¯(F (‖w‖2)) = ∂∂¯Ψ.
Now we give a proof of Theorem 1.2.
Proof of Theorem 1.2. From Lemma 4.1, the Ka¨hler potential Φ of G-invariant the Ka¨hler metric g
can be selected as
Φ = νφ+ νF (ρ), ρ = eφ(z)‖w‖2.
Let gF be a Ka¨hler metric on the domain Ω(µ, d0) associated with the Ka¨hler form
ωgF =
√−1
2π
∂∂(φ+ F (ρ)),
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namely g = νgF , thus a1(g) =
1
νa1(gF ) and a2(g) =
1
ν2a2(gF ), here aj(g) are the coefficients of the
Bergman function expansion with respect to the metric g.
It is easy to see that completeness of the metric g is the same as with the metric gF
We denote the rank r, the characteristic multiplicities a, b, the dimension d, the genus p, and the
generic norm N(z, w) for the Cartan domain Ω. Then the Bergman functions for the Cartan domain
Ω with respect to the potential φ(z) = −µ lnN(z, z¯) are
ǫ(α; z) =
1
µd
r∏
j=1
(
µα− p+ 1 + (j − 1)a
2
)
1+b+(r−j)a
(4.39)
for all α > p−1µ , where (x)k =
Γ(x+k)
Γ(x) . In particular
ǫ(α; z) =
d∏
j=1
(
α− j
µ
)
for Ω = Bd and α > dµ .
Using (4.39) and Lemma 3.3 of [15], we obtain that the first two coefficients of the Bergman function
expansion for the Cartan domain Ω with respect to the potential φ(z) = −µ lnN(z, z¯) are
a1 = − dp
2µ
(4.40)
and
a2 =
1
2µ2
{
d2p2
4
− r(p− 1)p(2p − 1)
6
+
r(r − 1)a(3p2 − 3p + 1)
12
− (r − 1)r(2r − 1)a
2(p− 1)
24
+
r2(r − 1)2a3
48
}
. (4.41)
Notice that Ω = B, p = 2, r = 1 and a = 2 for d = 1, so by (4.40) and (4.41) we get
a1 = − 1
µ
, a2 = 0.
From the proof of Theorem 1.3 of [15], we have that
a1 = −d(d+ 1)
2
, a2 =
(d− 1)d(d + 1)(3d + 2)
24
if and only if Ω = Bd and µ = 1.
According to Theorem 1.1, both the coefficients a1(gF ) and a2(gF ) are constants iff for d > 1,
Ω = Bd, µ = 1, ωgF = −
√−1
2π
∂∂ ln(1− ‖z‖2 − ‖w‖2);
for d = 1,
Ω = B, ωgF = −
√−1
2π
∂∂
{
µ ln(1− |z|2) + (d0 + 1)µ
d0µ+ 1
ln
(
1− ‖w‖
2
(1− |z|2)µ
)}
.
This completes the proof.
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