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Abstract 
The Flexible Job Shop Problem (FJSP) is an extension of the classical job shop scheduling problem which allows an operation to 
be processed by any machine from a given set. The particle swarm optimization (PSO) is an evolutionary algorithm that uses a 
population of candidate solutions to develop an optimal solution to the problem. This paper aims to study the performance of 
centralized and distributed PSO solutions to solve the FJSP. It presents various implementations of PSO: serial, centralized 
parallel, distributed and multi agent. Then, it compares the performances obtained on a workstation against the Raspberry B+ 
credit-card sized computer, both running Java SE embedded virtual machine.  
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1. Introduction 
Job-shop scheduling problem (JSP) is a branch of production scheduling, it is NP-hard1 and among the hardest 
combinatorial optimization problems2. The Flexible JSP is an extension of the classical JSP that allows one 
operation to be processed on one machine out of a set of alternative machines. To solve FJSP, heuristics and meta-
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heuristics algorithms are used. Genetic Algorithms3, Particle Swarm Optimization and Tabu Search4 are examples of 
these meta-heuristics. PSO is a population based stochastic technique developed by Dr. Eberhart and Dr. Kennedy in 
1995 inspired by the social behavior of bird flocking or fish schooling. POS optimizes a problem by iteratively 
trying to improve a population of candidate solutions.  
This work presents various implementations of PSO to solve the FJSP in the field of smart manufacturing 
systems.  And it compares the simulation performance of serial, parallel, distributed and JADE based multi-agent 
implementations. In the distributed implementations of PSO, particles communicate by Wi-Fi. All the development 
is done in Java in order to provide a Write-Once-Run-Anywhere capability that has distinct advantages in the 
embedded space. We used the Java SE Embedded virtual machine (JVM) which is dedicated to medium embedded 
devices. This JVM is available in a static footprint to about 3 MB, enabling deployment on a large range of resource 
constrained devices.  
This paper is organized as follows. Section 2 presents the main related work, section 3 gives the formulation of 
FJSP, section 4 presents the basic PSO and the encoding of FJSP in PSO, and section 5 presents the five elaborated 
implementations of PSO. Section 6 presents and compares the simulation results of these implementations on a 
workstation and on a Raspberry B+ card. Conclusions and future directions are given in section 7. 
2. Previous work 
The flexible job shop scheduling problem has been solved using three meta-heuristic approaches: Genetic 
Algorithms (GA)3, 13, 14, 18, 22, 23, PSO6, 7, 8, 9,19, 20, 21 and Tabu Search (TS)24, 25, 26, 27. All these approaches begin with a 
group of generated population, compute the fitness of the population then change the state of the population.  
A GA for FJSP with multi-objective is giving in Kacem et al13. A GA combining several techniques to reduce the 
number of new individuals is proposed by3. Guohui et al proposed two GA assignment methods to set the initial 
population: Global Selection and Local Selection18.  Arash et al add to GA the hill climbing approach to optimize 
different objective functions: makespan, total workload, and workload of the most loaded machine14. James et al22 
use GA on parallel machines. Wang and Chu23 proposed an improved chromosome representation for GA. 
Watsona et al24 defines the set of FJSP type of problems that can be solved using TS. Zhanget al25 propose an 
enhanced neighborhood structure for FJSP using TS. Lia et al26 propose a TS solution combining two adaptive rules. 
A TS algorithm using the notion of critical block neighborhood structure is proposed by Li et al27.  
Other than GA and TS, PSO has been widely used in real world applications due to its simplicity6. Recently, PSO 
has been attempted to solve FJSP. Zhaohong uses PSO to optimize the best overall solution by adding chaotic 
methods8. Liu et al use the Variable Neighborhood PSO (VNPSO) to solve multi-objective FJSP7. The algorithm of 
Bai et al handles the notion of split lot9.  
A set of work have combine various meta-heuristics30. A hybrid algorithm between PSO and TS is presented in20. 
A hybrid between PSO and GA is proposed in Jianchao et al28. A hybrid between GA with TS is presented in 
Palaciosa et al29. 
Comparatively to the above works, ours addresses two new points: the distributed implementation of PSO for 
FJSP and the targeting of credit-card sized computers such as Rabserry B+. 
3. Description of the FJSP 
The FJSP is formulated as follows8. Let: 
    - J= {J1, J2,…, Jn} a set of n independent jobs. Each job Jj consists of a sequence of nj operations. Oji will denote 
the operation i of job j; 
    - M= {M1, M2, …, Mm} the set of available machines to process the set of operations Oji. 
 Find a schedule of operations that complete jobs at the earliest time. The objective function is: 
 > @ jjoboftimecompletiontheisCwhereCCCMaxMinimize in          ;,...,, 21   (1) 
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The value of the objective function is called makespan or fitness of the solution. In this paper, we solve FJSP 
instances under the following assumptions: each machine can process only one operation at a time; each operation 
must be carried out without interruption; the predetermined sequence of operations for each job forces each 
operation to be scheduled after all predecessor operations; the first operation of each job is available at time zero; 
job pre-emption or cancellation is not allowed; there are no precedence constraints between the different jobs; once 
a job is processed on a machine it is transported to the next machine immediately and the transportation time is 
negligible; breakdowns are not considered.
4. The PSO technique and the encoding of FJSP 
4.1. The PSO technique  
The PSO works by having a population (called a swarm) of candidate solutions  (called particles) that are moving 
around in the search-space in order to improve their current solutions. The movements of particles are guided by 
their own best-known position in the search-space as well as the entire swarm's best-known position. At each instant 
t (or iteration t), each particle p takes a new position (noted Xp) and new velocity (noted Vp). These values are 
computed using the following expressions: 
             tXtgBestrKtXtpBestrKtVtV ppppp   ....1 2211Z   (2) 
     11   tVtXtX ppp         (3) 
where pBestp is the so fare best position of the particle, and gBest is the global best position among all particles in 
the population. r1 and r2 are random numbers in the interval [0, 1], K1 and K2 are positive constant called 
respectively the coefficient of the self-recognition component, and the coefficient of the social component. Z is a 
variable called the inertia factor. 
4.2. PSO encoding of the FJSP  
 The encoding is as follows. At any iteration t, the position vector Xp(t) of a particle p models a feasible schedule 
of the FSJP instance. The Xp(t) vector has 2|O| elements where |O| is the total number of operations in the jobs. The 
first |O| elements, noted Xop(t), represents a partial order of operations, the second |O| elements, noted Xmachines(t), 
represents the Ids of the allocated machines. Fig. 1 shows an example of Xop(t) and Xmachine(t) values for a FSJP 
instance composed from three jobs having each three operations, using four machines. The first operations of jobs 1, 
2 and 3 are scheduled respectively on machine 4, 2 and 1. The second operations of jobs 1, 2 and 3 are scheduled 
respectively on machine 4, 3 and 1. The third operations of jobs 1, 2 and 3 are scheduled respectively on machine 4, 
3 and 2. 
 
 
 
 
 
 
 
    
 
Fig. 1: Example of a schedule for three jobs, nine operations on four machines
Xmachine(t):      4    1  2    |    3  4  1    |    2   4   3
Xop(t):              1    3    2    |    2    1    3  |    3    1    2 
 
Operation 1 of  job 1must run on machine 4
OOperation 2 of job 1 Operation 3 of job 1 Operation 1of job 1 
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So for the FJSP, equations (2) and (3) become: 
 
             tXtgBestrKtXtpBestrKtVtV pipipipipi   ....1 2211Z   (4) 
     11   tVtXtX pipipi         (5) 
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      (6)
 
Noting that the elements of a position vector obtained by equation 4 and 5 are not necessary integer values, and 
then should be rounded to the nearest integer at each iteration. 
4.3. Initialization of the swarm  
For the initial positions of particles, we combine two approaches: Localization and Random. 
- Localization approach: its objective is to reduce the search space to an area where the probabilities of the 
minimization of the makespan is raised. For FSJP, this consists in assigning first operations having the lowest  
processing time. 
- Random Approach: it consists in randomly assign operations to machines taking into account the precedence 
order of operations of the same job. 
Half of the particles positions are initialized using the localization approach and the other half using random 
values. For the velocity vector, we use for all particles random values between 0 and 1.  
5.  PSO-FJSP implementation alternatives 
We implemented five variants of the PSO-FJSP algorithm: serial, parallel centralized, multiagent centralized, 
distributed and distributed multiagent. All implementations are coded with Java. 
x Serial PSO. Algorithm_1 presents the main steps of the serial PSO. It starts by initializing the Swarm, then 
sequentially computes the velocity, the position and the pbest of each particle according to equations 4 and 5. 
These steps are repeated a prefixed number of iterations. 
x Centralized Parallel and Centralized Multi agent PSO. Particles are modeled by java threads running in parallel 
and synchronized by a single master thread. The master thread starts by sending the initialization vectors to the 
particle-threads. Then each particle-thread evaluates its velocity and position, computes pBest and sends it to the 
master thread. The master thread selects the smallest pBest and forwards it back to particle-threads. This process 
is repeated a prefixed number of iterations. Fig. 2 shows the parallel PSO diagram. 
The multiagent version (Multi Agent PSO) uses two types of agents: master agent (MA) and particle agent (PA). 
The software architecture is similar to the previous except that the background synchronization is done by JADE. 
Fig. 3 shows the data exchange sequencing between the master Agent and Agents.  
x Distributed PSO (with and without JADE). These implementations are similar to the parallel one, except that 
each particle is running on a separate machine. Thus particles have to connect to the server before starting.
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Algorithm 1. Serial PSO 
 
Initialize the swarm : 50 % with "Localization ", and 50% with " Random Scheduling" 
Compute the fitness of each particle. 
Compute "pBest" of each particle with a copy of itself. 
compute "gBest"  
while (iteration< Max_Iteration) do
  for each particle do
Update the velocity and position using equations 4, 5. 
compute the “fitness”  
compute the “pBest”  
   end_for 
gBest = Min (pBest) 
iteration= iteration +1 
end_while 
Return gBest. 
  
                             
Fig. 2: Parallel PSO diagram
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Fig. 3: Sequence diagram of parallel PSO with JADE 
6. Simulation and performance comparison 
We developed five PSO implementations: serial, parallel, centralized multiagent, distributed and distributed 
multiagent. We performed simulations on three hardware platforms: a single PC, a single Raspberry B+ card, and a 
wireless network of three PCs with one Rasberry runing linux. Each PC has a dual core at 2,8 Ghz and 8 GB of ram, 
while the Raspberry B+ card is at 700 Mhz and 512 MB of ram. All machines are running the Java SE Embedded 
1.7.0. The Raspberry card is running Debian Wheezy linux version.  
 
 Simulations are done on three FJSP benchmarks: 
- An instance with a total flexibility composed of 4 jobs and 5 machines14; 
- An instance with a total flexibility composed of 10 jobs and 10 machines9; 
- An instance with a partial flexibility composed of 8 jobs and 8 machines9. 
Table 1 presents the simulation results (makespan and processing time) on a single PC of the three FJSP 
instances. We notice that: the three implementations return almost the same values of makespans, the simulation of 
the parallel PSO is lightly faster than the serial PSO (due to the presence of the dual core), however the use of 
multiagent has slower down the simulation by a factor of 30 to 40. 
Table 1: Centralized PSO on one PC (100 particles, 200 iterations) 
 Serial PSO Parallel PSO Multiagent PSO  
Makespan Processing time 
(ms) 
Makespan Processing time 
(ms) 
Makespan Processing time 
(ms) 
Problem 4×5 12 588 13 502 12 21050 
Problem 8×8 20 1180 30 871 29 38512 
Problem 10×10 16 1600 29 1048 20 41551 
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Table 2 presents the same simulation scenarios as in table 1 but on the Raspberry B+ card. We notice that we got 
larger makespan values but the cpu time on Raspberry and on the PC are different: the serial implementation is 
slower by a factor of 24 on Raspberry, and the multiagent solution is slower by a factor of 23 to 33. However, the 
cpu time of the serial and the parallel implementations on Raspberry are almost the same; the reason is that the 
raspberry's processor is not a multicore. 
Table 2: Centralized PSO on one Raspberry card (100 particles, 200 iterations) 
 Serial PSO Parallel PSO Multiagent PSO 
Makespan Processing time 
(ms) 
Makespan Processing time 
(ms) 
Makespan Processing time 
(ms) 
Problem 4×5 13 14310 18 16480 14 715210 
Problem 8×8 30 29260 36 28310 30 924410 
Problem 10×10 20 30440 24 28820 21 986312 
In Table 3, we have reduced the number of particles from 100 to 4, then (as expected) we got less better 
makespan values.  
Table 3: Centralized PSO on one Raspberry card (4 particles, 200 iterations) 
 Serial PSO Parallel PSO Multiagent PSO 
Makespan Processing time 
(ms) 
Makespan Processing time 
(ms) 
Makespan Processing time 
(ms) 
Problem 4×5 14 5450 17 5320 15 28698 
Problem 8×8 36 6130 34 5840 30 36086 
Problem 10×10 24 6380 30 6220 23 39449 
Table 4 presents the simulation results of the two distributed PSO variants. Comparing to Table 3, we notice that 
from one side the distributed PSO (without JADE) offers a better makespan than the centralized version but its 
simulation speed is about 35 times slower. From another side, the use of JADE does not reduce the makespan, and it 
slows down the simulation speed by a factor of 9. 
Table 4: Distributed PSO (4 particles, 200 iterations) 
 distributed PSO Multiagent PSO 
Makespan Processing time (ms) Makespan Processing time (ms) 
Problem 4×5 13 190501 15 265712 
Problem 8×8 34 194113 34 271001 
Problem 10×10 25 197610 25 289550 
7. Conclusion and future works 
In this paper, we presented centralized, distributed and multiagent implementations of the PSO heuristic to solve 
the FJSP problem using Java SE Embedded edition. Simulations on workstations and medium-size embedded card 
have been done. The experimental results showed that the cpu speed on a Raspberry card is about 30 times slower 
that on a PC, the use of multiagent solutions does not provide better scheduling solutions, and the distribution 
solution does not reduce the schedule quality but reduces the performance.  
Our future work consists in designing PSO-based FJSP solutions for low size distributed embedded architectures 
that use micro-controllers/FPGA rather than general purpose processors, zigbee like protocol rather than wifi, a real 
time operating system (RTOS) rather than Linux, and java micro Embedded edition rather then SE Embedded 
edition. 
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