We propose an algorithm using method of evolving junctions to solve the optimal path planning problems with piece-wise constant flow fields. In such flow fields with a convex Lagrangian in the objective function, we can prove that the optimal trajectories must be formed by constant velocity motions. Taking advantage of this property, we transform the infinite dimensional optimal control problem into a finite dimensional optimization and use intermittent diffusion to solve the problems. The algorithm is proven to be complete. At last, we demonstrate the performance of the algorithm with various simulation examples.
Introduction
Autonomous Underwater Vehicles (AUVs) are a class of submerged marine robots that are able to perform persistent missions in the ocean. Over the last few decades, AUVs have been widely applied to various applications, including ocean sampling [1, 2] , surveillance and inspection [3] , and many more. Since most of the applications require the AUVs to execute long-term missions in unknown and dynamic oceanic environments with minimum human supervisions, their success is highly dependent on the level of autonomy that the AUVs can achieve.
For robots operating in complex and dynamic environments, path planning is one of the crucial and fundamental functions to achieve autonomy. It aims to find a feasible, or optimal when possible, path for an AUV to reach a predefined goal point, under the influence of a dynamic flow field. Path planning has been studied extensively in robotics over the years. Several popular algorithms that have been applied in underwater vehicle navigation include graph based methods such as the A* method [4, 5] , probability based methods such as the RRTs (Rapidly exploring Random Trees) [6, 7] , and methods that approximate the solution of HJ (Hamilton-Jacobi) equations, such as the Level Set Method (LSM) [8, 9] .
The A* method discretizes the continuous flow field. At each step, it compares the cost of going to each of the neighboring cells of current position to find a path of lowest cost. However, when the resolution after discretization is not high enough, it may fail to find a feasible path even if there exist one. Besides, the optimal path computed in discretized domain might not be optimal in the continuous field. Soulignac [10] solves the above two issues by introducing sliders to the propagation, which can slide on the partitioned region boundaries. The sliders position during wavefront propagation is derived by continuous optimization, and then the optimal path is computed by the backtracking of wavefronts. RRTs explore the space with random sampling, by biasing the exploration towards the unexplored area and RRT* [11, 12] are stated. However, RRTs will not provide a globally optimal solution due to the probabilistic nature of the method. LSM computes a propagating front to approximate the solution of the HJ equation. It first keeps track of a propagating reachability front incorporating the flow speed and vehicle speed, and then compute the optimal path by solving for vehicle trajectory backwards in time, with the initial condition fixed as the destination position. This method is able to plan a shortest time path over time-varying flow field, but at the cost of longer computational time.
Along with the advancements in computation power and sensors carried by AUVs, there is growing trend on deploying multiple AUVs to perform the adaptive environmental sampling and sensing tasks together [13, 14, 15] . With the field estimation information being shared among all agents, the mobile sensor network can exploit their mobility to perform autonomous missions such as gradient climbing and feature tracking in an uncertain environment [16] . However, communication speed limits the amount of field estimation information that can be shared among vehicles. Information reduction is needed before transmission, so that the reduced flow maps can be shared within the data rate imposed by communication [17] . Analogous to the ground robot case, where traversibility analysis was previously applied to evaluate key features including the height, slope and roughness of terrains to determine its accessibility for ground robots [18, 19] , for a continuous flow field, the averaged flow and the spatial variation of the flow field are of the most critical patterns of the flow field that need to be shared by the mobile network in order to perform path planning for the agents. The averaged flow characterizes the averaged influence of flow field over vehicle dynamics in some spatial region, while the spatial variation of the flow field describes how the flow field can be partitioned into different regions. The flow field partition and the averaged flow field over each region preserves the key patterns of the flow field, and path planning can thus be performed given these information.
In this paper, we consider the path planning problem of a vehicle traveling in a d dimensional space. A novel method following the idea of Method of Evolving Junctions [20] is presented to solve this problem. We first divide the flow field into a piece-wise constant one and total flow space is separated into different regions, within which the flow field is a constant vector. The vehicle now moves across several regions to reach the destination and in each region, we can get the optimal solution for the sub-problem if the entering and leaving points are given. Hence, the original problem is reduced to a finite dimensional optimization and the variables are those intersections points between the path of the vehicle and the boundaries of regions, which are called junction points. The new optimization problem in general is not convex and can be solved by Intermittent Diffusion method [21] in an initial value problem manner. The new algorithm has the following features:
1. Based on the divided flow regions, if the objective function is given as total traveling time or quadratic energy with constant running cost, we can prove the structure of the global optimal path is piece-wise constant velocity motion. Furthermore, our algorithm can find a global minimizer with probability 1 if suitable parameters and optimal structure assumptions are provided.
2. It transforms the infinite dimensional optimal control problem into a low dimensional optimization problem, which can be solved fast.
3. Besides the flow field partition, the algorithm does not depend on any discretization of the original space, thus the computational complexity is not scaled up by the dimension as fast as exponential growth while the accuracy is not determined by discretization.
In the next section, we give the formal formulation of the problem in the optimal control structure and give the assumptions used in the paper. In Section 3, we show how to transform the original problem into the finite dimensional optimization that we need and provide the algorithm. Then in Section 4, the detailed proof of the completeness of the algorithm is offered, accompanied with several numerical experiments in Section 5. At last, we end our paper with a brief conclusion in the last section.
Problem Statement
We consider the vehicle moving in the space Ω ⊂ R d with dimension d, equipped with a dynamiċ x = u + v, where u is the environment flow velocity, and v is the vehicle velocity or the control variable, satisfying v ∈ U, providing that U is a compact space such that v ≤ V . We further assume that the flow field is divided into finite number of convex regions {R α } α∈I R by boundary
where dim(S) returns the dimension of the set S and ∂S is the boundary of S, and f αβ (x) = 0 is the (d − 1)-dimensional compact boundary of the region R α and R β (can be denoted as ∂R α and ∂R β respectively), on which there exists a diffeomorphism
Also within each region, we suppose that the flow velocity u is a constant vector. Hence we can denote the flow velocity in each region R α separately by u α with additional assumption that
Remark 2.1. The assumption (1) is only a condition to ensure we can find the global optimal of the problem theoretically. Without this condition, our algorithm is still convergent but only guarantees converging to a local minimizer.
The vehicle needs to be controlled from an initial position x 0 , crossing different regions and finally reaches the target position x f . Further, we assume Assumption 2.1. There exists at least one optimal trajectory that goes through each region no more than once. Assumption 2.2. Denote the set X to be
the set F (x) = {{z : f αβ (z) = 0} : (α, β) ∈ I, } and R(x) = {R α : α ∈ I R , x ∈ ∂R α }. Now assume in this paper that for all x ∈ X and arbitrarily given R α , R β ∈ R(x), up to the order of the region passed, there exists unique trajectory γ such that for all S ∈ F (x), there exists y ∈ S o ∩ γ with S o being the set of interior points in S.
Since there could be infinitely many feasible paths linking x 0 and x f , a cost function is introduced to measure the traveling expense with respect to different potential trajectories. We denote the cost function to be
letting γ(t) be a continuous path with γ(0) = x 0 , γ(T ) = x f andγ(t) = u + v. In this paper, we discuss the problem with the cost function specifically being the total traveling time, that is L(x, v) = 1 and the kinetic energy combining a constant running cost, in which case L(x, v) = v 2 + C where C u(x) = 0 for all x ∈ Ω because of technical issues which will be discussed in Section 4.2. Our goal is to find the optimal control function v(t) with minimum cost, and can be expressed as the following problem:
In the next section, we will discuss our method in detail whose idea is to seek a way to change the infinite dimensional optimal control problem into a finite dimensional optimization problem.
Algorithm
Since all possible trajectories will continuously pass through a sequence of regions, denote as
in chronological order. Taking advantage that the flow velocity is a constant vector in each region R i , we restrict the motion of the vehicle in R i to be constant velocity motion. Since the regions are convex, the straight line path always lies in the certain region and therefore is continuous. Now we can introduce the notation v i to be the vehicle velocity in R i and the junction set {x i } n i=0 where x i are on the boundaries of different regions with x 0 the initial and x n = x f . In addition, without loss of generality, we assign x 0 to be the origin accompanied with x f located on the y-axis. With these, we present our algorithm for different cost function as below:
Minimize total traveling time
Besides constant velocity motion, we additionally let the vehicle move in maximum speed V . Then in each region R i , the total traveling time is
and the cost becomes
Since flow and vehicle velocities are constant, the motion must be in straight line, which lead to
To minimize the traveling time, we take the plus sign so that
and have
At last, since x i is on the boundary of the region R 1 and R 2 , we have the smooth parameterization of each
, transforming finally the cost function to be
and the problem is changed to a finite dimensional optimization problem (5) with V , u i , x 0 and x n = x f given in advance. Specifically in this paper, we consider the space to be R 2 or R 3 . In R 2 , boundaries are line segments and the parametrization can be represented by the
, we take use of the plane equation Ax + By + Cz = 0 and by assuming C = 0, the parametrization is
Moreover, if C = 0, we could choose the non-zeros one between A, B to have the parametrization.
Minimize energy
If the cost function is the kinetic energy with a constant running cost C ≥ 0
we first consider the constant velocity motion in each region R i within time t i . If the maximum vehicle speed V is large enough, we set
where
and hence if we fix the entrance and exit junctions x i and x i−1 , the cost function in the specific region R i can be rewritten into
with equality holds at
Hence from the above calculation, if
we let the vehicle move in the speed of v i in (7). However, if the (7) does not hold, we set the vehicle speed to be the maximum speed V and the cost function is reduced to be J = (V 2 + C)t * i where
which is a root of
Thus the problem becomes
where t * i is as in (8) . By using the same parametrization, we finally have the problem to be a finite dimensional optimization formulated as
Furthermore, f i and t * i have the following properties:
Proof. We will give the proof of this property later in Section 4. 
T u i ≤ 0, unless V > u i , there does not exists a feasible path. Therefore,
Since
we can have two cases: V > u i , which shares the same conclusion as the first case, and V < u i . In the latter circumstance, since u i 2 − V 2 > 0 and
it is still true that t * i > 0.
becomes a singular point since there is not a feasible path.
Intermittent Diffusion
To solve (5) and (9), which are both differentiable, we use the Intermittent Diffusion (ID) to get the global minimizer [21] , the key idea of which is adding white noise to the gradient flow intermittently. Namely, we solve the following stochastic differential equation (SDE) on the configuration space
where λ = (λ 1 , · · · , λ n−1 ) ∈ D n−1 and W (θ) is the standard Brownian motion. The diffusion is a piece-wise constant function defined by
where σ i are constant and
Thus, if σ(θ) = 0, we obtain the gradient flow back while when σ(θ) = 0, the solution of (10) has positive probability to escape the current local minimizer. The theory of ID indicates that the solution of (10) visits the global minimizer of J with probability arbitrarily close to 1 if min i |T i − S i | is large enough, which is guaranteed by the following theorem in [21] : Theorem 3.1. Let Q be the set of global minimizers, U be a small neighborhood of Q and λ opt the optimal solution obtained by the ID process. Then for any given > 0, there exists τ > 0, σ 0 > 0 and
We use the forward Euler discretization to discretize the above SDE and get
The constant h is the step size, σ k is the coefficient chosen to add the intermittent perturbation and ξ k ∼ N (0, 1) is a Gaussian random variable. In practice, the global minimizer can be reached by tuning the white noise strength σ k as well as setting the total evolution round N long enough.
Meanwhile, we notice that the number of junctions may change during the evolution. Taking advantage of the optimal paths structure assumption that they only pass through each region no more than once, we propose a heuristic way to handle the number variation of junctions. We denote the current junction set to be {x i } K i=1 with f αiαi+1 (x i ) = 0, that is, x i is on the boundary of R αi and R αi+1 . Without loss of generality, we assume R αi is the one the vehicle exits while R αi+1 is the region entered. Thus, using the boundary function f αiαi+1 , we could form a chain (or a linked list)
where R α1 contains the initial location x 0 and the target location x f lies in the region R α K+1 . Also, we can write the corresponding junction chain as
Now as the gradient flow evolves, it is often inevitable to be in the situation where λ / ∈ D or λ ∈ ∂D, in which case, there must be some junctions moving out of the current boundaries curves (or surfaces), and we assume those corresponding junctions in the previous gradient flow step form a set S = {x ij } m j=1 . We pick any x ∈ S and let f αiαi+1 (x) = 0 where f αiαi+1 ∈ F (x) (as is defined in Assumption 2.2), that is, we assume x is the junction for the trajectory to leave R αi and enter R αi+1 . It is true that if we choose a small epsilon related to the step length h, we can have B(x, ) ∩ X = ∅ and get a unique chain of boundaries
according to Assumption 2.2. Then, we replace f αiαi+1 in (12) with the new one and have
Meanwhile, we add new junctions
, with y i ∈ B(z, ) and f αiβ1 (y 1 ) = f β l αi+1 (y l ) = f βj βj+1 (y j ) = 0 for all j = 1, · · · , l − 1, into the original junction set. After having the expanded junction set, we re-denote the new chain (13) as (12) and the new junction set again as {x i } K i=1 for notation convenience. If there exists some f αi 1 αi 1 +1 and f αi 2 αi 2 +1 such that α i1 = α i2+1 , then we delete the junctions x i1 , x i1+1 · · · , x i2 and get the new chain, with which, we have a new optimization problem and conduct (11) to get the optimal in this circumstance.
We use a simple example in a 2-D space shown in Fig. 1 to illustrate the whole procedure and explain the result. Initially as is in Fig. 1(a) , the path links the start location (0, 0) and the target (0, 20), passing R 1 , R 2 , R 3 consecutively with f 12 (x 1 ) = f 23 (x 2 ) = 0. We suppose that in the next update with (11), x 1 moves out of ∂R 1 ∩ ∂R 2 (i.e. f 12 (x + 1 ) = 0 with x + 1 is updated by (11) via the renew of the parameters λ), which means that we need to replace f 12 with a new chain going from R 1 to R 2 and passing R 3 . To this end, we add two new junctions y 1 , y 2 , and the chain of boundaries changes from f 12 → f 23 to f 13 → f 32 → f 23 with the vehicle moves in R 2 on y 2 x 2 segment (the path is depicted in Fig. 1(b) ). From here, if we further suppose that x 2 will also be outside the boundary ∂R 2 ∩ ∂R 3 , we following the same procedure and add junctions y 3 , y 4 . The chain of boundaries becomes f 13 → f 32 → f 21 → f 13 with the new path shown in Fig. 1(c) and the junction chain begin y 1 → y 2 → y 3 → y 4 . Since f 13 and f 21 appears in the new chain, we delete those two boundaries as well as all of them in between those two elements in the chain. After performing this step, we have the chain contains a single element f 13 . Meanwhile, we delete all the corresponding junctions and have y 4 as the final junction. With this, we further perform the intermittent diffusion to do the calculation.
Remark 3.2. We notice that when f αβ and f ξα appear in the chain of boundaries with f αβ ahead of the other one, it means that the path exits R α at some time but returns to R α later. By Assumption 2.1, we know that the path with cycle is never the minimizer of the problem, thus we can conduct path segment branch to re-form the path into the desired no-cycle format. Meanwhile, the whole procedure implicitly eliminate the junctions that potentially will locate at the same spot. As is in the example, while doing continuous gradient flow and restrict the junctions sticking on the current boundaries, x 1 and x 2 will finally overlap, in which case a junction reduction is needed (the same as in [21] ). Our procedure in this example shares equivalent result and naturally combines add and delete junctions in a single step. Now we can summarize our algorithm as Algorithm 19 with the objective function being (5) or (9).
Completeness
In this section, we demonstrate that Algorithm 19 is complete if L = 1 or L = v 2 + C. We first offer the following theorem and provide detailed proof in the next two sub-sections 4.1 and 4.2. The idea is that by Bellman principle, optimal trajectory admits a optimal sub-structure property, that is, any piece of the optimal trajectory is also optimal for the sub-problem. By applying this principle, we consider the path segment in each single region, and try to construct a solution ψ with two types of objective function described in Section 2, for the Hamilton-Jacobi-Bellman equation (HJB)
is the Hamiltonian and (b) First step: remove x 1 and insert y 1 , y 2 to have the sub-path going from R 1 to R 2 and passing R 3 meanwhile (
(c) Second step: remove x 2 and insert y 3 , y 4 to have the sub-path going from R 2 to R 3 and passing R 1 at the same time (
Step: remove y 1 , y 2 , y 3 and have the final path since we have f 12 and f 21 in the chain. Finally, the chain is f 13 . is the value function. Since the original problem takes the minimum over all possible time, we take min t ψ(x, t) to get the optimizer in the given region and claim that the corresponding motion gives a global optimal for the sub-problem in the single region.
Total Traveling Time
L(x, v) = 1 for total traveling time minimization. To construct the value function at the point (x, t), we introduce the maximum speed constant velocity motion in the region with flow velocity u, that is, in this region, the vehicle moves in straight line from x 0 to x with velocity v + u and v = V , v + u is given by (4). We claim that Lemma 4.2. In a constant flow field, the maximum speed straight line motion is optimal if we minimize 
Proof. We write the value function as
To make the problem complete, we define ψ(x, t) = +∞ if the vehicle cannot reach x in time t, which gives the final value function to be
If only the reachable part is considered, from the above equation, we can calculate ψ t = 0 and
to which end, first we can rewrite
where I is the identity matrix. And u can be decomposed in the same manner u = u 0 + u ⊥ . Secondly, it is easy to see that
Hence, we have
Taking ∇ v + u back to (15) and noticing that v ⊥ = −u ⊥ , we reduce the gradient to be
With the above equation, the Hamiltonian is
which leads to the conclusion that the value function induced by the maximum speed constant velocity motion solves the Hamilton-Jacobi equation, thus is the optimal moving pattern in a constant flow speed region since min t ψ = ψ.
Meanwhile, using the same notation and logic, we can give the proof of Proposition 3.1:
, we only need to consider the differentibility of
First of all, when equality in (7) holds, we have
We take the plus sign since u 2 + C ≥ u . Meanwhile from (7) and (16), we can derive the following equation
Therefore, g(a) is continuous. By doing similar calculation previously in this section, we have
which gives us the desired result.
Quadratic Energy with a constant running cost
In this case, L(x, v) = v 2 + C where C ≥ 0 is a constant running cost. To calculate the optimal solution for the vehicle running from x 0 to the target x in a constant flow velocity field, we again study the constant speed straight line motion. However in this circumstance, the vehicle may no longer travel with maximum speed, hence we take the travel time in the region into consideration. Suppose that the the vehicle moves from x 0 to x in time t, we set the vehicle velocity to be
assuming that
Then the value function is
Further we take
Then by direct calculation with the finite part of ψ, we have
The Hamilton-Jacobi equation is in the form of
To solve the optimization part of (21), we denote
and calculate the critical point of it as
which means that the optimal is
and by (19) , we have
which leads to the fact that F (v * ) = sup v: v ≤V F (v). Let us take (19, 20) into (22) and the result is
Combining (18) and (24) finally results in the constructed ψ being the solution of (21) . Based on the solution ψ, we further find the minimizer over time t and solve the minimization problem as follow:
It is easy to see that the global minimizer of ψ over t is
and the corresponding minimum is
Thus, if t * is reachable, that is, using (17), we have
the optimal is given as (25) . On the other hand, if v(t * ) > V , the global minimizer t * is on longer in the domain of our problem. In this case, we notice that v 2 is decreasing on the interval
and is increasing on
Also by noticing that lim t→+∞ v 2 = u 2 ≤ V 2 , we conclude that there exists t 0 > t * when t ≥ t 0 > t * , v ≤ V . Meanwhile, when t > t * , ψ is monotone increasing with respect to t. Hence, to get the minimum, we should take the time t = t 0 , where v(t 0 ) = V . By taking the equality in (17), we have then
from which we have
and min t ψ = (V 2 + C)t 0 . Thus, we can conclude that Lemma 4.3. In a constant flow field, the minimizer of energy optimal problem
is the constant velocity motion in the speed of v , where
Remark 4.1. When (23) does not hold, the minimizer of the energy optimal problem is the same as the minimizer of traveling time optimal one. Hence, if the constant running cost C large enough, solving energy optimal problem is equivalent to solve traveling time optimal problem.
Proof. (Proof of Theorem 4.1) We combine Lemma 4.2 and Lemma 4.3, together with Bellman principle, the global optimal path must be in the structure of constant motion within each flow region. And by applying Theorem 3.1, it is easy to see that the algorithm is complete.
Optimal structure in constant flow field with general convex Lagrangian
In general, if we only assume the Lagrangian L = L(v) is a convex function and the dynamics iṡ x = f (u + v) where f is invertible and 0 is in the range of f (there exists some y with y < +∞ such that f (y) = 0), we can have similar optimal path within a constant flow field:
Theorem 4.4. The constant velocity motion is the optimal solution for
with u a constant vector.
Proof. Denoting g(w) to be the inverse of f such that if w = f (u + v) then u + v = g(w), we will show that
satisfies the HJB equation (14) . First of all, the Hassian matrix H(v) is positive definite for all v ≤ V since L is convex. Therefore, for any v 1 , v 2 in the domain, there exists ξ such that
Because of the positive definite property for H, we have v 2 = v 1 , which implies that ∇ v L(v) is one-to-one. Then we do the following calculation on the non-infinity part of ψ
Since L is convex, we further have the relaxed optimization
is a convex problem and get the condition for the optimal v * to be
Combining this with (27), we have
and v * ≤ V holds. Thus, v * is the maximizer of H(x, ∇ψ). Taking (26), (27) and (28), we have
implying that (??) holds. At last notice that lim t→∞ L g x−x0 t − u = L(g(0) − u) < ∞, since 0 is in the range of f . We have that lim t→∞ tL g x−x0 t − u = ∞. Thus, we have t * > 0 such that given x, t * = arg min t≥0 ψ(x, t).
Thus, v * = g((x − x 0 )/t * ) − u gives us a constant velocity motion.
Simulation Results
In this section, we provide multiple simulations to validate the strength of the proposed method. Section 5.1 presents time-optimal and energy-optimal path planning examples with vehicle traveling in simple canonical flow fields. These examples serve as benchmark examples wherein, we compare the solution obtained by our algorithm to solutions derived analytically, or through numerical optimization, or other path planning methods. Section 5.2 describes path planning example of using the proposed method to plan the time-optimal and energy-optimal path in a realistic ocean surface flow field. This simulation is intended to verify the performance of the proposed method in a highly complicated and strong real ocean flow field.
Benchmark Examples
In this section, for the 2D examples, we assume that the vehicle travels in a 20 × 20 domain, (x, y) ∈ . Vehicle speed is assumed to be 3. The flow velocity is denotes as a 3D vector, where the first, second and the third element denotes the W-E, S-N and the up-down flow component respectively. In the 3D example, the vehicle starts at the origin, and is desired to reach the goal position at (0, 0, 20). In both the 2D and 3D cases, there is no obstacles in the domain, and the vehicle is free to visit any point in the domain.
Constant flow
In this case, we consider the vehicle travels in a constant flow field. The flow speed is (1, 1) for all position in the domain. As shown in Fig. 2 , though the flow field is uniform, the domain is divided into several regions of the same flow speed, in order to meet with the assumption that each of the regions is convex.
For the minimum time path planning, the proposed method generates one junction point at (−0.0001, 9.5). By connecting the junction point with the starting and goal position, we can construct the time-optimal path, as is shown in the left figure in Fig. 2 . The planned path is almost a straight line connecting the starting position to the goal position. Analytical solution of the timeoptimal path can be derived from solution of the Zermelo's navigation problem [22] , which is a straight line connecting the starting position to the goal position. In this case, the proposed method is able to derive the time-optimal path with numerical error at the scale of 10 −4 , in a 20 × 20 domain. The scale of path planning error is related to the choice of parameter of the proposed algorithm, and can be further reduced.
In addition, the cost computed by the proposed method is identical to the cost computed analytically. In order to compute the analytical minimum time cost, the flow canceling strategy described in [23] is applied. Since the total vehicle speed u + v has to align with the tangent direction of the planned path, u + v needs to be in the direction of (0, 1). Then given that u = (1, 1) everywhere in the domain, we use the parallelogram law to find the vehicle speed v = (−1, √ 8). And the analytical minimum travel time is 5.2241. The travel time computed by the proposed method is 5.2241, same as the analytical result. Thus, the proposed method finds the time-optimal path, and also accurately computes the optimal travel time in the constant flow case.
The right figure in Fig. 2 shows the energy-optimal path under different assigned running cost. For both C = 1 and C = 2 cases, the proposed method generates junction point at (−0.0001, 9.5), same as the junction computed in the time-optimal path planning case. The straight planned path is also consistent with the theoretical analysis presented in [24] . In addition, the cost computed by the proposed method is also identical to the cost computed analytically. Since in the constant flow field, the vehicle travels in constant speed, the problem can be reformulated as min
where r f and r 0 denote the goal position and the starting position. This optimization problem can also be solved analytically by taking the equality constraint into the optimization objective. Taking derivative of the optimization objective with respect to T . The cost computed analytically is 29.2820 when C = 1, while the proposed method also generates exactly the same result. The cost computed analytically is 40.0000 when C = 2, while the proposed method also generates cost of the same value.
Jet flow
In the second benchmark example, we apply the proposed path planning algorithm to let the vehicle optimally cross a jet flow. As shown in Fig. 3 , we consider a flow field containing a uniform jet, from left to right, of constant speed (2.9, 0), which is 0.1 less than the vehicle speed. Flow speed is assumed to be zero anywhere outside the jet flow.
For the minimum time path planning, the proposed method generates two junction points at (−1.1180, 7.5) and (1.4161, 10.5). Then the time-optimal path is derived, as is shown in the left figure in Fig. 3 . In order to analytically derive the time-optimal path, we adopt the same formulation as in [25] , and formulate the time optimal path planning problem to be a nonlinear optimization problem. Parameters used for formulating the problem is described in Fig. 4 . Thus, we have the nonlinear optimization problem formulated in (30). 
The travel time is represented as the N-S displacement divided by vehicle's total speed in N-S direction, and the travel time is minimized under the constraint that the horizontal displacement from starting to 
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• final position is zero. By solving the optimization numerically in MATLAB, we have the path planning results comparison in Table 1 . Moreover, we have also applied LSM to the same time-optimal path planning problem, based on the LSM toolbox described in [26] , and presented parameters of the planned path in Table 1 . From this table, if we consider the planned path derived by nonlinear optimization with MATLAB as ground truth, the proposed method achieves accuracy of scale 10 −4 in a 20 × 20 domain. Compared with LSM, the proposed method can achieve higher accuracy in this canonical flow scenario.
For the minimum energy path planning, we generate the optimal path given three different choices of running cost. Since the cost function of minimizing energy is assigned as minimizing the integral of v 2 + C over time, in order to derive representative cases of the selection of C, we choose C = 0.1, which is one magnitude smaller than vehicle speed, and vehicle speed overrides the running cost in the cost function; C = 1, which is at the same scale as vehicle speed; and C = 10, which is one magnitude larger than vehicle speed, and the running cost in the cost function dominants over the energy cost. The planned optimal paths are shown in the right figure of Fig. 3 . When C = 10, the proposed method generates two junctions at (−1.1185, 7.5000) and (1.4156, 10.5). The two generated junctions are the same as the junctions of time-optimal path. This simulation result is consistent with the theoretical analysis presented in 4.1. In regions inside and outside the jet flow, according to Lemma 4.3, the vehicle will be traveling in its maximum speed, and the problem of energy optimal path planning is equivalent to the problem of time optimal path planning. Thus, energy-optimal path is the same as the time-optimal path, given C = 10.
When we select C = 1, the proposed method generates two junction points at (−2.1772, 7.5000) and (2.7578, 10.5000). We verify the accuracy of the proposed method on deriving the energy optimal path by comparing the planned path given C = 1 with the optimal path computed by MATLAB nonlinear optimization. The comparison result is shown in Table 2 . If we consider the energy optimal path planned with MATLAB nonlinear optimization as ground truth, the proposed method also achieves accuracy of scale 10 −4 in a 20 × 20 domain, in the given canonical flow field. When C = 0.1 is chosen, the energy-optimal path has even more deviation from the time-optimal path. Optimality verification of the planned path in this case is not included in the paper to avoid repetition. 
Block flow
For the third benchmark example, we present a case where there are multiple optimal paths in a symmetrical flow field, in order to show that the proposed method is able to find all of the optimal paths in the domain with the help of intermittent diffusion technique. As shown in Fig. 5 , the domain consists of five regions in total, with one region containing strong flow of speed (0, −2), preventing the vehicle heading straight from the stating position to the goal position. There are two regions on the left and on the right of the strong flow region, of flow speed (1.5, 0) and (−1.5, 0), respectively. The two regions near the starting and goal position are of zero flow. Since the flow field is symmetric in the horizontal direction, there should be two symmetric time-optimal and energy-optimal paths. As shown in Fig. 5 , the proposed method is able to derive two time-optimal paths and two energy-optimal paths.
Jet flow in 3D space
For this benchmark example, we present path planning using the proposed method in a jet flow in 3D space. The domain consists of three regions, divided by two boundary surfaces, z = 10 and z = 15. In the region where z ∈ (0, 10), the flow speed is (0.5, 0, 0). There is strong jet flow in the region where z ∈ (10, 15) with flow speed (2, 1, 0) . The flow speed is zero in the region where z ∈ (15, 20) . The starting position is assigned at the origin, while the goal position is assigned at (0, 0, 20).
The left figure in Fig. 6 shows the time-optimal path planned by the proposed method. The time-optimal solution is compared with the time-optimal path planned by the LSM. For LSM, the domain size is set to be 80 × 80 grid cells, time step is 0.01. The comparison result is shown in Table  3 . In this comparison, assuming the path segment x i+1 − x i travels from the boundary surface f αiβi to reach the boundary surface f αi+1βi+1 , we define θ i as the angle between path segment x i+1 − x i and the boundary surface f αiβi . γ i is defined as the angle between the projection of x i+1 − x i on the boundary surface f αiβi and the x-axis of f αiβi , θ i ∈ (0, 90
. From the table, θ i and Though the optimal solution generated by the two methods are almost the same, the computation time differs significantly. In this flow field setting, LSM takes considerably higher computation cost compared with the proposed method, as shown in Table 3 . The proposed method computes the optimal path by searching for junctions that minimize the cost function only on the boundaries of flow regions. LSM solves for the optimal path by propagating the reachability front, and the computation of reachability front is done by embedding it as the zero-level set of a higher dimensional function [27] . Therefore, in 3D case, the computational labor O(n 3 ) is required per time step, where n is the number of grid points in each of the spatial direction [27] . This explains the significant difference in computational cost of the two methods in this flow field setting.
Note that for this benchmark example, the MATLAB nonlinear optimization method is not applied. The optimal solution in this benchmark example is close to a singular point of the optimization problem, introducing difficulty in solving for the optimal solution.
The energy-optimal path is shown in the right figure in Figure 6 . The energy-optimal path when C = 10 is exactly the same as the time-optimal path. As the assigned C decreases, the energy cost is attached relatively more weight in the cost function. Therefore, the vehicle tends to save more energy to go with the flow in the bottom region and the jet flow region. Therefore, the energy-optimal path deviates from the time-optimal path as C decreases.
Surface ocean flow
In this section we present path planning simulation of glider traveling in real ocean surface flow field near Cape Hatteras, North Carolina. The input flow map for path planning is given by a 1-km horizontal resolution version of the Navy Coastal Ocean Model (NCOM) [28] made available by J. Book and J. Osborne (Naval Research Laboratory, Stennis Space Center). We will first describe using K-means clustering analysis method for flow field partitioning, then the results of applying the proposed path planning method on the partitioned flow field will be presented.
Flow field partition algorithm
Given a predefined origin of the domain of vehicle deployment, the flow field data input on the uniform Longitude and Latitude grid is converted using Mercator projection to flow data on non-uniform Cartesian coordinate, where the x-axis denotes the Eastward distance to the origin, and the y-axis denotes the Northward distance to the origin. Let x ∈ R 2 denote the position of all flow data in where µ i denotes the centroid of points in S i . The above optimization problem can be solved by the K-means method. It iteratives between two steps. The first step assigns each data point in the domain to its nearest centroid, while the second step recomputes the centroid position of each cluster by averaging the data points assigned to the centroid's cluster. The algorithm terminates when the assignment of data points no longer changes. Then S = {S 1 , S 2 , . . . , S k } is the derived flow field partition. Next we will introduce the derivation of boundary points, given the partitioned flow regions. Let x (i,j) denote the position of one data point in the cartesian coordinate. Define the set of neighboring points of (i, j) as N (i, j) = {(i ± 1, j), (i, j ± 1)}. If (i, j) ∈ S α , while there exists data point (m, n) ∈ N (i, j) that belongs to region S β , β = α, then 1 2 (x (i,j) +x (m,n) ) is included in the boundary set between region α and region β. By iterating this process on all grid cells in the domain, all boundaries between regions can be detected.
Since the crooked flow region boundaries may introduce excessive difficulty to applying the proposed path planning method, we introduce another step of smoothing the boundaries of partitioned flow regions. For boundary between region α and region β, denoted as f αβ , we apply the following Least Mean Square method to fit the boundary curves into straight lines. where the distance function dist(ax + y + c = 0, b) is defined as the Euclidean distance between the line defined by function ax + y + c = 0 and the point b p .
Flow field partition and path planning results
Boundaries of the divided regions are shown in the left figure of Fig. 7 . As shown in this figure, from K-Means method, the flow field is divided into three regions, a strong jet flow region, and two regions outside the strong flow. The crooked flow boundaries are smoothed into straight lines using the Least Mean Square method. By rescaling, and rotating the flow field according to the starting and goal position, we transformed the domain into the field shown in the right figure of Fig. (7) . Note that in this figure, several new regions are added in order to simplify the computation of the proposed method. Accordingly, the flow speed and vehicle speed are also rescaled. Glider's horizontal forward speed is 0.27 − 0.3ms −1 on averaged. Thus, the rescaled vehicle speed is 6.51e−5. Similarly, after rescaling and rotating, the strong jet flow region is of speed (−5.91e−5, 6.05e−4), which is about ten times faster than the vehicle speed. Region 1 and Region 2 are of flow speed (−4.26e−6, 7.24e−5), approximately at the same magnitude as the vehicle speed. Region 5 and Region 6 are of flow speed (−3.31e−6, 7.92e−5), also at the same scale of the rescaled vehicle speed.
The time-optimal and energy-optimal paths are shown in Fig. 8 . For the time-optimal path, the vehicle makes a detour and takes advantage of the strong vertical ocean flow to travel to the goal position. Energy optimal path planning generates similar results when C = 1e03 and C = 20. In these cases, the running cost is much larger than the vehicle speed. Thus the energy-optimal planned path is identical to the time-optimal path. When C = 2e − 10, the running cost is much less than vehicle speed. In this case, instead of making use of the strong jet flow, the proposed method generates planned path that go straight towards the goal position.
Conclusion
In this paper, we propose a new method using Method of Evolving Junctions to solve the AUV path planning problem in an arbitrary flow field with the dynamics beingẋ = u + v where u is the flow field and v is the vehicle velocity. Taking advantage of the explicit solution in constant flow field being straight line motion, we partition the flow field into piece-wise constant vector field and transform the optimal control problem into a finite dimensional optimization, using Intermittent Diffusion method to get the global minimizer. In this way, we can get rid of the system error induced by discretizing the continuous space. Also, our method can be trivially extended to high dimensional general vehicle path planning problems in the same time complexity without making further assumption.
