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I. INTRODUCTION The hypergraph was introduced by Berge [l] and has been considered as a userful tool to analyze the structure of a system and to represent a partition, covering and clustering [2]- [4] . The notion of hypergraph has been extended in the fuzzy theory and the concept of fuzzy hypergraph was provided by Kaufmann [5] , [6] . However, it has been pointed out that the Kaufmann's definition of fuzzy hypergraph is not appropriate to represent various systems such as fuzzy partition.
In this paper, we generalize the concept of fuzzy hypergraph and redefine it to be useful for the analysis and fuzzy partition of a system. Some useful concepts will be developed such as the strength of edge (class), strong class, a-cut hypergraph and dual fuzzy hypergraph. We will see that the proposed fuzzy hypergraph is useful to describe visually a fuzzy partition or covering. Furthermore, the strength of edge (class) allows us to select strong classes in a partition, and a discrimination of the strong classes from the other parts can reduce the remaining data to handle. The proposed concepts can be used in system analysis, circuit clustering and pattern recognition, etc.
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hypergraph, strength of edge, a-cut hypergraph and dual fuzzy hypergraph. Section IB shows a possible application of the proposed fuzzy hypergraph in fuzzy partition. We will see that by using the proposed concepts, a decomposition or reduction of data in a clustering is possible.
In the literature [I 1], [12] , when afuuy set A is given in a universal set X, the fuzzy set A is represented by where p n ( z ) is the membership function representing the membership degree of element x in the fuzzy set A. The support of the fuzzy set A, supp(A), is defined as:
The support of a fuzzy set is a crisp set. We can cut a fuzzy set A at level a and have cy-cut A , of A such as:
When two fuzzy sets A F d -B are given, we can obtgn the union AUB and the intersection A n B . The sets AUB and AnB are defined by their membership function p~" ~( z ) and p~"~( z ) respectively:
In general, afamily (AI, Az, ..., A , ) of subsets (Vi, A , # 4, A , E X) in a set X is called a partition of X if the following conditions are satisfied [81, 191 . 
.., x,} and I = { E 1 , E 2 ,... ,E,}, its incidence matrix is a matrix MH = ( a l J ) n x m with m columns representing the edges and n rows representing the vertices, where the elements aZ3 indicate the membership of vertex to hyperedge as follows: The hypergraph can be shown as in Fig. 1 and its incidence matrix is as follows:
The hypergraph H' is called the dual hypergraph of H. The incidence matrix of the hypergraph H and that ( b z J ) m x n of dual hypergraph H* are transposed matrix each other, i.e., ( u t , ) z x , = (bz3)mXn. So we have ( H * ) * = H. If two vertices zt and 2 , in H are adjacent, the edges X , and X, in H' are adjacent. Similarly, if two edges E, and E, in H are adjacent, two vertices e, and e3 in H* are adjacent. We can obtain the following dual hypergraph H* of the hypergraph H given on the above.
The hypergraph H' is shown in Fig. 2 and its incidence matrix is as follows:
In an ordinary graph, a clique is a subgraph which is complete. If we represent a relation by a graph, an equivalence class of the relation can be shown by a clique. In the same way, if we represent a relation by a hypergraph, an equivalence class can be shown by a hyperedge.
Therefore we see that an ordinary graph G can be obtained from the hypergraph H.
In general, a hypergraph represents a covering of set V. In a In general, the obtained graph becomes a multigraph. We call the obtained graph the corresponding graph. We have the corresponding graph G of the above hypergraph H as follows (Fig. 3) . 
In the corresponding graph, there are 3 maximal cliques 
FUZZY HYPERGRAPH

A. Dejinition of Fuzzy Hypergraph
To illustrate, consider a hypergraph
The hypergraph is shown in Fig. 4 and its fuzzy incidence matrix MI;, is given as follows:
In the above hypergraph, we see that U j E j # V. Thus it cannot
In the fuzzy hypergraph, we can define the adjacent level between adjacent level y between two vertices x and y(x # y) is defined adjacen: level IJ between two edges E., and E k is defined by
In the above fuzzy hypergraph, the adjacent level y(z1, ?z) between vertices z1 and x2 is 0.5, and the adjacent level a(E1, &) between edges El and E 2 is 0.5. The edge Em+l,, is added to group the elements which are not contained in any edge Ej," of H,. The edges in the a-cut hypergraph are now crisp sets.
For example, at a = 0.8 for the fuzzy hypergraph of Fig. 4 , the hypergraph HO 8 is given in Fig. 5 and its incidence matrix MN,, is as follows. In the 0.8-cut hypergraph BO 8, a new edge E4,O 8 is added to contain the element 2 2 having less than 0.8 membership to all edges.
U,E, = V, j = 1,. . . , m
( 5 1 )
In order to generalize the notion of fuzzy hypergraph, we replace (5) by (5'). Therefore Kaufmann's hypergraph is a special cas_e of our hypergraphs. It is natural to represent a fuzzy hypergraph H by its corresponding fuzzy incidence matrix Ma. The element at] of the to E, (that is, p J ( z , ) ) . In the fuzzy hypergraph, since the diagram fuzzy matrix represents the membership (participation) degree of xt 
ELO.8 i\,
We have seen that we can associate an ordinary graph with a hypergraph. A hyperedge in the hypergraph can be mapped to a clique (subgraph) in the graph. Similarly, a fuzzy graph can be associated with a fuzzy hypergraph. In this case, a hyperedge with its strength D in the fuzzy hypergraph is mapped to a clique in the fuzzy graph; all the edges in the clique have the membership degree p. Fkg. 6 shows the corresponding f i z z y graph to the fuzzy hypergraph H in Fig. 4 . In the graph, the numbers attached to the edges represent the membership degree.
D. Dual Fuuy Hypergraph
We have seen that we can generalize the concept of hypergraph to the fuzzy hypergraph. Here we introduce a concept of dual fuzzy hypergraph for a Euzzy hypergraph. When a fuzzy hypergraph H = (X; El, E2, .:. ,E,); X = J z 1 , zz, ~. . , z . } is given, its dual fuzzy hypergraph H* = (E; XI, X z , . . . , X,) is defined as follows: We have seen that an edge in a hypergraph corresponds to a clique in the corresponding ordinary graph. Therefore, the edge E 3 , 0 . 8 in the hypergraph H0.8 represents the clique {a, 25). Again, the edge and the clique correspond to the class in a clustering (partition).
H * = ( E ; X l , X ' Z , X 3 , X 4 , X 5 ) E = { e l , e2, e3) XI = {(e1,0.8)},Xz = {(e1,0.5),(ez,0.5)},X3 = {(ez,l)} We see that some edge contains only vertices ha_ving high membership degree. For example, in the hypergraph H of Fig. 4 , the edge E 3 cont_ains the vertices having membership at least 0.8. On the other hand, E1 has vertices having at leas! 0.5. We can state that the cohesion in 3 3 is stronger than that in E l . We call the edges with high strength the strong edges because the cohesion in them is strong. Therefore, in the exa-mple, the edge E3 is stronger than E1 and E 2 . If we assign fi (E,) to the membership degree p J ( z , ) for all I, such that pJ(zz) > 0, we obtain a fuzzy hypergraph which represents subsets with grouping strength (cohesion). and the dual operation. However, if the following conditions are satisfied, the commutativity property is satisfied.
That is, when f a is a function which cuts a fuzzy hypergraph at level a and g is a function generating dual hypergraph of a hypergraph, the composition of two functions f a , g is commutative under the above conditions as follows: 
IV. APPLICATION OF FUZZY HYPERGRAPH
A fuzzy partition can be represented by a fuzzy matrix ( uZ3 ) where a,, is the membership degree of element z2 in class j . We see that the matrix is the same as the incidence matrix in fuzzy hypergraph. Then Note that the last condition (6) is added to the fuzzy hypergraph for fuzzy partition. If the last condition (6) is eliminated, the fuzzy hypergraph can represent a fuzzy covering. Naturally we can apply the a-cut to the fuzzy partition.
Let's consider an example of clustering problem given in [7] . This problem is a typical example of fuzzy partition on the visual image. There are five objects and they are classified into two classes: tank and house. To cluster the elements 2 1 , ~2~x 3 , x4, z 5 into t (tank) and h (house), a fuzzy partition matrix is given as the form of incidence matrix of fuzzy hypergraph as follows by We can apply the a-cut to the hypergraph and obtain a hypergraph H , which is not fuzzy. Let's denote the edge (class) in a-cut hypergraph H, as A,,,. This hypergraph H, represents generally the covering because the condition E, p~~,~ (x) = 1, Vz E X is not always guaranteed. The hypergraph HO 61 is shown in Fig. 9 . We can obtain the dual fuzzy hypergraph H, ' of H0.61 as follows (Fig. 10) . The fuzzy hypergraph can represent the fuzzy partition visually. The &-cut hypergraph also represents the a-cut partition.
The dual hypergraph H i can represent elements X , which can be grouped into a class A, *. For example, the edges X I . X S , -Xs of the dual hypergraph in Fig. 11 represent that the elements 21, X Z , 2-3 can be grouped into t at level 0.61.
In the fuzzy partition, we have E,"=, / / A , ( T ) = 1. .r E S. If we a-cut at level (I > 0.5, there is no element which is grouped into two classes simultaneously. That is, if o > 0.5, every element is contained in only one class in H , . Therefore, the hypergraph H , represents a partition (if ry 5 0.5, the hypergraph may represent a covering). At N = 0.61 level, the strength of class ho 61 is the highest (0.95), so it is the strongest class. It means that this class can be grouped independently from the other parts. Thus we can eliminate the class h from the others and continue clustering. Therefore the discrimination of strong classes from the others can allow us to decompose a clustering problem into smaller ones. This strategy allows us to work with the reduced data in a clustering problem.
v. CONCLUSION
After brief review of the fuzzy theory and hypergraph, the concepts of fuzzy hypergraph, a-cut hypergraph, strength of the edge and dual fuzzy hypergraph are introduced. The fuzzy hypergraph and its dual fuzzy hypergraph can represent the fuzzy partition visually, and the a-cut hypergraph also represents the a-cut partition. The dual hypergraph can show the elements which can be grouped into a class at level n. The strength of edge is useful to discriminate strong classes (subsets) from the other parts. This strategy allows us to work with the reduced data in a clustering problem.
