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0. INTRODUCTION 
In this paper we consider an inverse problem in which we seek to deter- 
mine an unknown source or reaction term in a reaction-diffusion equation 
from overspecified data measured on the boundary of the spatial region 
where the equation applies. The analysis is based on the observation that 
the overspecified data depends monotonically on the unknown source term 
in the equation. Here we use this monotonicity to establish a type of 
unicity result for the inverse problem. 
The attractiveness of the monotonicity methods illustrated here lies in 
their versatility. Surveying the rapidly expanding literature devoted to the 
topic of inverse problems, one finds a considerable variety of ad hoc 
approaches. Methods which apply to a general class of problems seem to 
be few. Monotonicity methods, however, apply to a variety of inverse 
problems involving partial differential equations of parabolic or elliptic 
type. 
This paper is organized as follows. In Section 1 we formulate the direct 
initial boundary value problem (IBVP) and state assumptions on the data 
and a priori assumptions on the unknown source term. Several properties 
of the solution to the direct problem are derived. In Section 2 the principal 
monotonicity estimates are established and in Section 3 these are applied to 
the inverse problem to prove a type of unicity result for the solution to the 
inverse problem. In particular, it is a Corollary of Theorem 3.2 that in the 
class of analytic source terms, the solution of the inverse problem is unique. 
The problem of identifying an unknown source term in a heat equation 
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has been considered previously in [l] where entirely different methods 
were used. Other applications of monotonicity arguments are found in 
[2, 31. In [4] Lorenzi considers an inverse problem in which an unknown 
nonhomogeneous reaction term in a one dimensional heat equation is to be 
determined from overspecified boundary data, or from a source term 
specified within the region of validity of the equation. He uses a fundamen- 
tal solution representation for the solution to the direct problem in order 
to derive detailed estimates for integral norms of differences in sources, in 
terms of integral norms of data differences. These estimates imply the 
stability of the mapping which associates the specified data with the iden- 
tified source term. In consequence, the uniqueness of the solution to the 
inverse problem is obtained. 
The results presented here do not rely on special representations, are 
valid for n-dimensional regions and for general parabolic operators, 
although for the sake of simplicity we have restricted our arguments to the 
n-dimensional heat operator. 
On the other hand our conclusions are less precise in that we cannot 
prove uniqueness for all initial conditions, but can show that there are 
initial conditions for which uniqueness holds. If, however, we restrict our 
unknown sources to the class of analytic functions, then once again uni- 
queness follows for all choices of initial data. 
1. THE DIRECT PROBLEM 
Let Q denote a bounded simply connected open set in RN lying on one 
side of its boundary, the C’ hypersurface 852. We will use the notation x = 
(x, ,..., x,) and d,u(x, t) = grad u(x, t) . N(x, t), where N(x, t) denotes the 
interior normal to 852 at (x, t). In addition, for any set D, CK(D) will 
denote the set of functions having continuous derivatives of orders <k 
in D. 
For T> 0 consider the following IBVP for the unknown function u(x, t), 
a,qx, t) - du(x, f) = S(u(x, t)) in Sz x (0, T), 
u(x, 0) = u(’ in Q, (1.1) 
-aNu(x, l) = gtx> t), XEK?, O<t<T. 
Here u0 3 0 is constant. The functions S(u), g(x, t) satisfy 
SE C’[O, co), O<S(u)bC,, IS’(u)1 d cz, (1.2) 
gECo3’(Q x (0, T)), g(x, 0) = 0, XEQ, 
8, dx, f) 2 0 for XE~Q, O> t> T. 
(1.3) 
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In addition, we suppose that for some x,, E c?Q which is fixed we have 
a,dxo> t)>O for 0 < t < T. (1.4) 
Then we have 
LEMMA 1.1. Suppose S(U) satisfies (1.2) and g(x, t) satisfies (1.3), (1.4). 
Then if u(x, t) satisfies (1.1) it follows that 
uo < uo + V(x, t) d u(x, t) < uo + V(x, t) + C,t in J? x [0, T]. (1.5) 
Here uo, C, are the constants in (l.l), (1.2) and V(x, t) denotes the solution 
of 
a, V(x, t) - A V(x, t) = 0 in Sz x (0, T), 
V(x, 0) = 0 in Sz, (1.6) 
-aN vx, t) = dx, t), x~tK2, O<t< T. 
In addition, 
a,u(x, t) 2 0 in 0 x [0, T] (1.7) 
and 
d,u(xO, t)>O for O<t<T. (1.8) 
Proof Let U(x, t) = u(x, t) - V(x, t)- uo. Then it follows from (1.1) 
and (1.6) that 
8, U(x, t) - AU(x, t) = S(u(x, t)) > 0 
U(x, 0) = 0 
-i?,U(x, t)=O, ~~22, 0-c t< T. 
A maximum principle argument implies U> 0 in Q x [0, T], i.e., 
uo + V(x, t) d u(x, t) in D x [0, T]. 
Similar arguments applied to the function 
U(x, t) = qx, t) + 240 +c, t - u(x, t) 
lead to the other half of the estimate (1.5). 
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Now let W(x, t) = LJIu(x, t) and note that W(x, t) must then satisfy 
a, W(x, t) -A W(x, t) = S’(u(x, t))W, Q x (0, n 
W(x, 0) 2 0, XFQ (1.9) 
-a!v wx, t) = J,g(x, t), xEaf2, O<t<T. 
In addition, let V,(x, t) denote the solution of (1.6) in the case g(x, t) is 
replaced by y(t) = eC2’atg(x, t). Then if U(x, t) = e-C2’V1(~, t) we have 
a,u-AU= -c,u in Q x (0, T), 
U(x, 0) = 0, XEQ, (1.10) 
-ah, w, t) = a, gb, t), xEai-2, O<t< T. 
It follows that 
a,(w-U)-A(w-U)-S’(u)(w-U)=(S’(u)+C,)U, 
(w - U)(x, 0) 3 0, XESZ, (1.11) 
aNtW- u)(x, t)=o, xeasz, O<t<T. 
Since g(x, t) satisfies (1.3) it follows from (1.10) that U(x, t) 30 in 
Sz x [0, T], and (1.2) implies S’(U) + C, 3 0 for all U. 
Applying a maximum principle argument to (1.11) then leads to the con- 
clusion 
W(X, t) = a,u(x, t) 3 U(X, t) 2 0, ~2 x [0, T]. (1.12) 
In addition, (1.4) and (1.10) imply U(x,, t) >O for O< t < T. Then (1.8) 
follows from (1.12). 
These properties of the solution of the IBVP (1.1) will be useful in 
deriving the monotonicity estimates to follow. 
2. MONOTONICITY ESTIMATES 
Suppose S(u) satisfies (1.2) and that g(x, t) satisfies (1.3), (1.4). For 
given constant u0 3 0 let u(x, t) satisfy (1.1) and suppose that for given 
function f(t), 24(x, t) also satisfies 
4x0, t) =f(t), O<t<T. (2.1) 
If S(U) is known, then the problem of finding u(x, t) satisfying ( 1.1 ), (2.1) is 
overspecilied. On the other hand, if S(u) is not known then we may view 
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( 1.1 ), (2.1) as an inverse problem for the unknowns u(x, t), S(U), where f( t) 
and g(x, t) play the role of data. In this section we will show that for fixed 
g(x, t), the dataf( t) in (2.1) depends monotonically on the source-reaction 
term S(U). 
Suppose S,(U), S,(U) each satisfy (1.2) and that these functions are not 
identical. Then there must exist a point u.+ where S,(u,) #SJu*) and, 
since these are smooth functions, there exists a positive number 6 and a 
neighborhood [u,, u,] containing U, such that 
S,(u) - S,(u) >, 6 for uO <u<u,. (2.2) 
Then we have 
THEOREM 2.1. Suppose S,(u), S,(u) each satisfy (1.2) and, ,for constants 
6, uO, u, such that 0 < u0 < u, ,6 > 0 suppose (2.2) holds. Suppose also that 
g(x, t) satisfies (1.3), (1.4) andfor i= 1, 2, let ui= (x, t)=u(x, t; S,) denote 
the solution qf 
a,u(x, t)-Au(x, t)=S,(u(x,t)), Q x (0, n 
4x,0) = uo, XEQ, (2.3) 
-aivtx, t) = g(x, t), x~ih2, 0-c t< T. 
Then there exist constants j3, T, > 0 such that 
UI (x0, t) - U,(X”, t) 2 fi 6t ,for 0 < t < T,. (2.4) 
Proqf: Let 
vx, 1) = u,(x, t) - u,(x, t), XE!~=& O<t<T. (2.5) 
Then (2.3) and the mean value theorem imply 
d, V(x, t)- AV(x, t) - S;(z)V(x, t) = S,(u,) - S,(u,), 
V( x, 0) = 0, XEQ, 
-a,qx, t)=O, xEan, O<t< T, 
(2.6) 
where z=z(x, t) lies between u,(x, t) and u,(x, t). 
It follows from (1.7) that u,(x, t) increases with t and from (1.5) that for 
some T,>O 
%J d u,(x, t) B u1 for xEa, O<t<T,. (2.7) 
505.‘59 2-2 
160 DU CHATEAU AND RUNDELL 
Now let 0(x) denote the solution of the following elliptic BVP: 
Mx) = P(X), XEQ 
a,e(x) = 0, XEXI, 
(2.8) 
where p(x) E C(Q) is chosen such that 
s 
p(x)dx=O and Ip( d 1 in 6. (2.9) R 
In addition, we suppose e(x) satisfies the normalizing condition 
Lqx,) = 1. (2.10) 
Now let 
IC/(X, t) = ~tw, XED, O<t<T, (2.11) 
where q denotes a constant to be chosen later. Then we have 
a,(u--)--d(u-I//)-S;(z)(o-~) 
= wd - w,) - ew + wx) + S;(Z) 4wx) 
2 6 - 18, - VT,- C,qT,8,, 
where 
eM = max le(x)l 2 1. 
xsR 
Now choose 
6 
q=eM+ T,(i +c,e,) 
>o 
so that 
a,(u-~)-d(u-~)-S;(z)(u-~)~o, Q x (0, 7’1, 
(0 - 9+)(x, 0) = 0, XEL?, 
a,du - ti)(x, t) = 0, XEdQ, O<t<T. 
Then using the maximum principle we are able to conclude 
u,(x, t) - u,(x, t) 3 mx), XED, O<t<T,. 
(2.12) 
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In particular, using (2.10) 
u,(x,, t) - 4(x,, 1) 2 P 66 O<t<T, 
for 
/3=[&,,+T,,(l+C,0,)]-‘>O. 
A slight modification of this argument leads to 
COROLLARY 2.1. Let the hypotheses of the theorem hold with the excep- 
tion that instead of (2.2) S,(u), S,(u) satisfy 
S,(%) = &(u,h 
S,(u) - S,(u) ’ 0 for u()<u<u,, 
(2.14a) 
(2.14b) 
for constants uO, u,, O<u,<u,. 
Then there exist constants p, T,, t, such that /? > 0, 0 < t, < T,, and 
u,(x,, t) - %(X,, t) 2 mt - to), to<t<T,,. (2.15) 
3. UNICITY RESULTS 
Consider a physical system characterized by state variable u = u(x, t) 
satisfying (1.1). In particular, let u,(x, t) denote the state corresponding to 
source term S = S, in (1.1). The IBVP (1.1) describes an experiment in 
which the system is driven from a uniform initial state, u(x, 0) = uO, x E 52, 
by a flux g(x, t) which increases monotonically with t. Suppose that the 
response of the system to this input is monitored by measuring 
f1(t) = Ul(%? t), O<t<T, (3.1) 
where x0 E aQ is such that a,g(x,, t) > 0, 0 < t < T. 
Suppose now this experiment is repeated for a system characterized by 
state variable u,(x, t) satisfying (1.1) with source S= S,. The initial state q, 
and the driving flux g(x, t) are identical to those of the first experiment and 
we monitor the data 
f*(t) = U,(Xcl~ t), O<t<T (3.2) 
at the same point X~E &2, appearing in (3.1). We propose to show that if 
S, and S, are distinct then fi(t) and f2(t) cannot be identical. 
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THEOREM 3.1. Suppose S,(U), S,(U) each satisfy, (1.2) and g(x, t) 
satisfies (1.3), (1.4). For u0 >O let uj(x, t) = u(x, t; S,), i= 1, 2, denote 
corresponding solutions of ( 1.1) in the case S = Si. 
Let U,, U, 2 0 denote fixed constants and suppose that for each initial 
state uO, U, d u0 < U, we find 
UI(%, I)-%(x0, t)=O for O< td T. (3.3) 
Then 
S,(u) = S*(u) for U1 dub U,. (3.4) 
Proof: Suppose (3.4) is false. Then, there exist numbers q,, ul, 6 such 
that U, d u0 < ui 6 U, and 6 > 0 and (2.2) holds. Then Theorem 2.1 implies 
(2.4) must hold, contradicting (3.3). 
Theorem 3.1 does not say that if S, and S, are distinct then any 
experiment, (1.1 ), beginning from a uniform initial state u0 and driven by a 
flux g(x, t) which satisfies (1.3), (1.4) is going to lead to distinct data 
f,(t), f*(t). The theorem does say that when S, and S, are distinct, then 
some initial state u0 must exist for which the data f,(t) = u,(x,, t) and 
.fAt) = %(X0, t) are distinguishable. 
The result contained in Theorem 3.1 is not entirely satisfactory. A more 
desirable result would be the following. Let g(x, t), S,(U), S,(U) be as in 
Theorem 3.1 and for fixed u,>O let u,(x, t), u,(x, t) denote solutions of 
( 1.1) corresponding to S = S, , S,. If 
u,(x,, t) - ~,(X,, t) = 0, O<t<T (3.5) 
then if follows that for some constant U, 3 u0 depending on T we have 
S,(u) = S,(u), u,du<u,. (3.6) 
The proof of this result, if it is to be based on Theorem 2.1, would have 
to proceed as follows. 
Suppose (3.6) is false. In particular, consider u = u,,. If S,(u,) # S,(u,), 
then (2.2) must hold and Theorem 2.1 can be used to show (3.5) must then 
be false. If S,(u,) = S,(u,) let p denote the largest nonnegative number such 
that S,(U)= S*(U) for u,6 UB u,+ p. There is no loss in generality in 
assuming y=O. If there is a first point ui > u0 such that S,(u,)=S,(u,), 
then we can suppose S,(U) 3 S,(U) for u,, < u < ui and an argument based 
on Corollary 2.1 can be used to show (3.5) must be false. Finally consider 
the case where there is no first point ui > u0 where S,(u,) = S,(q), i.e., the 
graphs of S,(U) and S,(U) intersect infinitely often in every neighborhood 
of u,,. If the experiment ( 1.1) is started from such a point uO, then 
UNICITY IN AN INVERSE PROBLEM 163 
Theorem 2.1 cannot be used to conclude that the data u,(x,, t) is distinct 
from u,(x,, t). This motivates us to formulate: 
THEOREM 3.2. Suppose S,(u), S,(u) each satisfy (1.2) and g(x, t) 
satisfies (1.3) (1.4). For u0 3 0 let ui(x, t) = u(x, t; S,), i = 1, 2, denote the 
corresponding solutions of (1.1) in the case S = S;. 
Suppose, in addition, that S,(u), S,(u) are such that on any interval 
CUCI, u*] of finite length, there are at most finitely many isolated zeros of 
S,(u) - h(u). 0” 
u,(x,, t) - U?(XO, t) = 0, O<t<T (3.7) 
then there exists a u, > ug (depending on g(x, t) and T) such that 
S,(u)=S,(u) .for u,du6u,. (3.8) 
Since the possibility of infinitely many isolated zeros of S,(U) - Sz(u) in 
every neighborhood of u0 has been precluded, the previously described 
proof establishes Theorem 3.2. 
Note that intertwining of the graphs of S,(u) and S,(u) is not precluded 
by the hypotheses of Theorem 3.2 so long as the graphs do not cross 
infinitely often in all neighborhoods of uO. Similarly it is not ruled out that 
the graphs of S,(u), S,(u) coincide in a neighborhood of uO. In this case if 
the graphs diverge at some point u.+, u0 < u* < u, (so that (3.8) is violated), 
then the graphs of u,(x,, t) and u,(x,, t) will diverge at some t = t, >O 
depending on u.+ and g(x, t). 
An important consequence of Theorem 3.2 pertains to the case of 
analytic sources. 
COROLLARY. Suppose S, and S2 are analytic functions of their indepen- 
dent variables and that g(x, t) satisfies (1.3) and (1.4). For any u,>O let 
u;(x, t)=u;(x, t;s,), i= 1, 2, denote the corresponding solutions of (1.1) in 
the case s = s,. 
Zf u,(x,,, t)= uz(xO, t), 0 d t 6 T, then ,for some u, > uO, depending on g 
and T 
S,(u) = S*(u), u,dudu,. 
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