Let (B t ; t ≥ 0), resp. ((X t , Y t ) ; t ≥ 0) be a one (resp. two) dimensional Brownian motion started at 0. Let T be a stopping time such that (B t∧T ; t ≥ 0) resp. (X t∧T ; t ≥ 0) ; (Y t∧T ; t ≥ 0) is uniformly integrable. The main results obtained in the paper are: 1) if T and B T are independent and T has all exponential moments, then T is constant.
We also consider (F t ) stopping times T such that :
(1.1) (B t∧T ; t ≥ 0) is uniformly integrable.
Following Falkner ([15] , Proposition 4.9, p. 386), we shall call such stopping times B-standard times.
As is well-known, the integrability condition :
implies (1.1), but not conversely.
Let us define the set
(t ∧ T ) , t ≥ 0 is a uniformly integrable martingale
In particular, the well known Novikov's criterion implies that :
In any case, for any λ ∈ J T , Wald's equation :
holds, which confers a "general" character to this equation. Even if J T = R and if µ, the law of B T , is given, equation (1.3) does not determine the law of T . Indeed, in the probabilistic literature, for a given µ, there are many different solutions T to Skorokhod's problem relative to µ, that is : B-standard times T such that the law of B T is µ ; see, in particular, [2] , [3] , [4] , [12] , [39] , [40] . This remark brings us naturally to look for some additional assumptions on the joint law of (B T , T ), under which one hopes that the law of T is determined from the law µ of B T . For instance, if we assume that (1.4) E[e θT ] < +∞, for some θ > 0, and, furthermore :
(1.5) B T and T are independent, then Wald's equation (1.3) shows that the law of T is determined from µ. However it turns out that the conjunction of (1.5) and (1.6) T admits all exponential moments (then, J T = R)
leads to a very restricted class of laws, as the following theorem asserts.
Theorem 1 If T is a (F t ) stopping time such that T and B T are independent, and T admits all exponential moments, then T is a.s. constant (and consequently, B T is Gaussian).
The proof is given in Section 2.
It is not enough in Theorem 1 to assume that some positive exponential moment of T is finite, as shown by T * a with:
It is well known (cf. [23] ) that: 
1.2
We now drop the condition (1.6), but retain the independence hypothesis (1.5). The next theorem shows that this hypothesis alone has strong consequences concerning the law of B T .
Theorem 2 Suppose that T is B-standard, T and B T are independent. Then i) B T admits all exponential moments ;
ii) For every λ ∈ R, E (exp λB T ) E (exp − λ 2 2 T ) = 1. In particular J T = R.
iii) a) The function ϕ(z) = E (exp zB T ) (z ∈ C) is holomorphic on C.
b) For every z ∈ C, ϕ(z) = ϕ(−z) ; consequently, the law of B T is symmetric.
c) There exists c > 0 such that ϕ(λ) ≤ exp cλ 2 (λ ∈ R).
d) ϕ has no zeros on the set {z = x + iy : |x| ≥ |y|}.
iv) E[e λT ] < +∞ for all λ < λ 0 , for some λ 0 > 0.
We consider this theorem to be a first step in the description of the laws of pairs (B T , T ), with B T and T independent, about which, despite the present study, we still do not know very much.
X T and Y T have all exponential moments, (1.7)
X T and Y T are independent. (1.8)
Then, X T and Y T are two independent centered Gaussian variables, with the same variance.
The proof will be given in Section 5. However, a main difference with the conclusion of Theorem 1 is that, under the hypotheses of Theorem 3, there exist some T 's which are not a.s. constant. We prove this by solving affirmatively the following related question which was asked by Tortrat (cf [24] ), and is relative to a one-dimensional (F t ) Brownian motion (B t ): does there exist a bounded non constant (F t ) stopping time T such that B T is Gaussian? We generalize this question to d−dimensional Brownian motions and we construct in Section 5 (cf Theorems 5.1 and 5.6) a family of such bounded non constant stopping times. More precisely, we prove: X, U , X be three real valued r.v's. such that :
(X, X ) is a reduced Gaussian variable N (0, I 2 ) (1.9)
X is independent from (X, U ) (1.10) U ≥ 0. (1.11) Then, define Y = X + UX . Under which condition is Y Gaussian? Cantelli formulated the conjecture that, if U = f (X), then Y is Gaussian iff U is a.s. constant. In fact, in Section 5, we construct a class of examples where U is not constant, and Y is Gaussian. Let us explain how Cantelli's problem is related to Wald's equation : indeed, if Y is Gaussian with variance σ 2 and (1.9), (1.10), (1.11) are satisfied, then exp λ
It is not difficult to deduce from this that U 2 ≤ σ 2 a.s., and so, if we define T = σ 2 − U 2 , T is a positive r.v. such that Wald's equation :
is satisfied.
To conclude this introduction, we indicate how the rest of this paper is organized : Section 2 consists in the proof of Theorem 1, presented in the framework of Brownian motion with drift. Section 3 presents a number of examples of pairs (B T , T ), with B T and T independent and exploits several intertwinings between Brownian motion and a second Markov process. Section 4 consists in the proof of Theorem 2, and includes some remarks on the laws of (B T , T ) again in the independent case. Section 5 is devoted to the proof of Theorem 3, and Section 6 to that of Theorem 4. We have gathered in two appendices:
a) a discussion of the Skorokhod embedding problem for the space-time Brownian motion ((B t , t); t ≥ 0), a question which pervades our whole study;
b) a generalization of Theorem 1 for the Ornstein-Uhlenbeck process.
After writing the present paper, we found that a similar discussion for the pairs (B T , L T ), where (L t ; t ≥ 0) denotes the local time of (B t ; t ≥ 0) at 0, could be done, and in fact is considerably simpler (see [41] ).
A proof of Theorem 1
We need to show that if T is a (F t ) stopping time, having all exponential moments, and such that B T and T are independent, then T is constant. Our approach allows also to prove similar results, when the Brownian motion (B t ) t≥0 is replaced by Brownian motion with drift, Ornstein-Uhlenbeck or Bessel processes. We only give the full proof for Brownian motion with drift δ, including the case δ = 0. The arguments for the Ornstein-Uhlenbeck and Bessel cases are postponed to the Appendix and to Corollary 3.7.
Let B(t); t ≥ 0 be a (F t )−Brownian motion, taking its values in R and starting at 0. We do not suppose (F t ) t≥0 is the natural filtration of (B t ) t≥0 . The Brownian motion with drift δ is the process :
δ is a real number (which may be equal to 0). We start with a preliminary result, which will be useful in the sequel.
Lemma 2.1 Suppose T is a (F t ) t≥0 stopping time having all exponential moments. Then the characteristic function ϕ(z)
, z ∈ C is well defined, and holomorphic on the whole plane C.
Proof. The usual exponential (local) martingale and Fatou arguments lead easily to the following : for a complex number z, we set λ = |z|, and the following inequality holds
Using Cauchy-Schwarz, the function z → E B δ (T )e zB δ (T ) is locally bounded. A classical argument now shows that ϕ can be defined for any z ∈ C, and is holomorphic. (cf [20] for some similar arguments).
We generalize now Theorem 1 to the case of Brownian motion with drift. 
; ∀λ ∈ R.
Consequently, for any z ∈ C,
(ii) The order of a holomorphic function ψ : C → C, is the element of R ∪ {+∞} defined as follows :
where M (r, ψ) = sup |z|=r ψ(z) (cf [44] ).
Let ψ be the characteristic function of B δ (T ) :
, z ∈ C.
Lemma 2.1 tells us that ψ is defined and holomorphic on C. Moreover inequality (2.3) implies that the order of ψ is less than or equal to 2. Let us summarise the properties of ψ : ψ is holomorphic on C, does not vanish and has a finite order. Thus, we may apply Hadamard's theorem [44] , p. 429-433 : there is a polynomial P , with degree less than or equal to 2 such that ψ(z) = expP (z) = exp{a + bz + cz 2 }. ψ(0) being equal to 1, then a = 0.
For any u ≥ 0, the second order equation (in the z variable) u = δz + z 2 /2, has two real solutions z = −δ ± √ δ 2 + 2u. So (2.5) gives easily E[e −uT ] = e −2cu , hence T = 2c a.s.
Another proof of Theorem 2.2, for bounded T's.
(i) We assume that T ≤ a, for a positive constant a , and that the r.v.'s B δ (T ) and T are independent. We introduce :
; s ≥ 0 is a Brownian motion with drift δ, starting at 0, and independent of F T .
T being smaller than a, we may write:
On one hand T and B δ (T ) are F T −measurable, on the other hand T and B δ (T ) are independent r.v.'s; consequently, B δ (T ) and B δ (a − T ) are independent r.v's. But since B δ (a) has a Gaussian distribution, the Cramer-Lévy theorem (see for instance [25] , p. 243) implies that B δ (T ) and B δ (a − T ) are Gaussian r.v's. B δ (T ) being normally distributed, using the relation (2.2), then T is constant.
(ii) In addition, we now give an even more direct proof, in the case δ = 0. Using the scaling property of Brownian motion B 0 (t) t≥0 , the following identity in law holds :
G denoting a standard Gaussian r.v. (i.e. with zero mean and unit variance), independent of T .
Comparing the two results we have :
Remark 2.4
When T is bounded, the above proof of Theorem 2.2 is based on the Cramer-Lévy theorem and the fact that Brownian motion with drift has independent increments.
We now present an extension of Theorem 2.2 for a linear combination of a Brownian and a Poisson process. Let N (t) ; t ≥ 0 be a Poisson process, independent of the Brownian motion B 0 (t) ; t ≥ 0 . We set X(t) = aN (t) + bB 0 (t) + ct ; t ≥ 0, where a, b, c are three real numbers. X(t) t≥0 is a Lévy process.
Linnick generalized the result of Cramer-Lévy to processes X(t); t ≥ 0 of the previous type see for instance [25] , p. 245 : if there exist t > 0, and two independent r.v's ξ 1 and ξ 2 such that X(t)
The proof of this remark is quite straightforward. When b = c = 0 and a = 1 (i.e. X(t) = N (t)) the result is known as Raïkov's theorem [25] , p. 243 . As a result we obtain: Proposition 2.5 Let N (t) ; t ≥ 0 be a Poisson process, independent of the Brownian motion B 0 (t) ; t ≥ 0 , and X(t) = aN (t)+bB 0 (t)+ct ; t ≥ 0. Suppose T is a bounded stopping time such that X(T ) and T are independent ; then T is a.s. constant. Remark 2.6 Let (X t ; t ≥ 0) be either an Ornstein-Ulhenbeck process started at 0 with parameter a = 0, or a Bessel process with dimension d > 0, started at 0. We prove the following: If T is a bounded stopping time such that X T and T are independent, then T is a.s. constant (cf Theorem 7.8 below).
Examples of independent pairs (T, B T )
In this section (B t , t ≥ 0) will denote a one dimensional (F t ) t≥0 −Brownian motion, starting at 0. We exhibit an easy procedure which allows to create a large class of examples of (F t ) t≥0 − stopping times T such that B T and T are independent r.v.'s. As usual T is assumed to be B-standard.
Examples obtained by iteration
Suppose that T 1 is a (F t ) t≥0 −stopping time and the two r.v.'s B T 1 and T 1 are independent. Let (B t ) t≥0 be the Brownian motion :
Consider T 2 a (F T 1 +t ) stopping time, such that B T 2 and T 2 are independent and T 2 is independent of F T 1 . We begin with a class of examples based on the hitting times family (T * a ; a> 0), where
As an easy consequence of Lemma 3.1, we obtain: 
is an increasing sequence of stopping times, converging, as k → ∞, to U , which is a.s. finite.
2) U and B U are two independent r.v.'s.
3)
4) The Laplace transforms of B U and U are :
The distributions of r.v.'s of the form k≥1 a k ε k are of pure type see [7] p. 49 .
2) Obviously any permutation acting on (a k ) k≥1 does not change the distribution of (U, B U ). Therefore there exists an uncountable number of the previous constructions leading to the same final distribution.
For some extensions of the independence property of B T * a and T * a to higher dimensional Brownian motions with drift, see [45] , [46] , [36] and ( [38] , vol 2, p. 84). More precisely Reuter proved (cf [38] , vol 2, p. 84, theorem 39.6) the following theorem: let δ > 0 and B δ (t) = B(t) + δt; let also T = inf{t > 0; |B δ (t)| = 1}. Then T and B δ (T ) are independent.
Some interesting properties in the above iteration procedure are summarized, without proof, in the following proposition : Proposition 3. 4 We denote by U the stopping time associated with the sequence (a k ) k≥1 (cf Proposition 3.2).
1) Suppose
2) Let (a k ) k≥1 be a sequence of positive numbers such that 
Examples obtained from intertwinings
The following set-up, which originates from [35] and [10] , provides us very naturally with pairs of independent random variables (T, B T ), where :
is a (one dimensional, say) Brownian motion with respect to a given filtration (F t ) ; b) T is a (particular) (F t ) stopping time.
We first consider, more generally, on a given probability space, a pair {(B t ), (F t )} ; (Y t ), (G t ) of "good" Markov processes valued in R, such that
In this section, all our examples of independent pairs (T, B T ) will be obtained as consequences of the following
Proposition 3.5 Assume that (B t ) and (Y t ) satisfy (3.4). Then the following holds :
α) for any (G t ) stopping time T , one has :
and its law is given by K(a, dx).
Proof. To prove α) we use (3.4) (ii),and approximate a general (G t ) stopping time T by a decreasing sequence of (G t ) stopping times which take only a countable number of values. Then the property α) follows from the right continuity of (Y t ) on one hand, and the Feller property of K on the other hand. β) Since (Y t ) does not jump upwards, one has :
Hence, we deduce from α) that :
We now give a number of applications of the previous discussion made in [10] where the reader shall find a large number of examples of intertwinings; we also discuss a more recent example involving exponential functions of Brownian motion [29] ; we also draw on the paper [11] about affine decompositions of the stable (1/2) random variable.
Example 1. (Beta laws)
We consider (ρ t , t ≥ 0) a Bessel process independent from (B t ), starting from ρ 0 = 0, with dimension δ > 0.
is again a Bessel process starting from 0, with dimension d = δ + 1 ; we denote by (G t ) its natural filtration, whereas (F t ) is the natural filtration of the two-dimensional process (B, ρ) or (B, R), which amounts to the same . Applying the previous setting with Y t = R t , and T a = inf{t > 0; R t = a} then B T a is independent from G T a , and in particular from T a . In this case, the intertwining kernel, which we shall denote as K (δ) , is given by :
where ε is a symmetric Bernoulli variable, independent of β
, (3.6) follows from (3.7). (cf. the intertwining relation (3.f), Theorem 3.1 in [10] ). In the particular case where d = δ +1 (or δ !) is an integer, the independence of T a and B T a is well known, because the d−dimensional Brownian motion is invariant by rotation.
This class of examples corresponds to family (8) in Newman's paper ( [32] ). In the same vein, Pitt [34] , proved that, for (B m (t); t ≥ 0) a Brownian motion with drift m, the exit time
, and the exit place B m (T A ) are independent if and only if A is essentially a ball centered at 0.
Example 2. (Rayleigh laws)
Here, (F t ) denotes the natural filtration of (B t ) t≥0 , our real-valued Brownian motion, and we introduce g t = sup{s ≤ t : B s = 0}. The so-called age process (A t = t − g t , t ≥ 0) is Markovian with respect to its natural filtration G t ≡ A t and if T a = inf{t : A t = a}, then B T a and G T a , (and in particular B T a and T a ) are independent. The intertwining relationship between (B t ) and (A t ) is a particular case of the more general set-up in ([10], 2.4) ; it plays an important role in the study of Azéma's martingale made in [1] . The intertwining kernel is given by :
Example 3. (The uniform law) This class of examples corresponds to family (7) in Newman's paper ([32])
. A celebrated theorem due to Pitman [33] , see e.g. [37] p. 242 states that, if
Moreover, (R t ) and (B t ) are intertwined as discussed in 2.3 in [10] ; see, also, [35] ) ; more precisely conditionally on
, and is independent of G T a , hence of T a . Thus, the intertwining kernel is, with our notation developed in Example 1, K (2) . However, note that the joint laws of the processes (R t , B t ), t ≥ 0 , for δ = 2 in Example 2 and Example 3 are different. This example/remark appears as a particular case in the Skorokhod embedding construction of Azéma-Yor [2] .
Example 4. The process :
is intertwined with (B t ) ; this is discussed in ( [30] , [31] ), and may be considered as a generalization of Pitman's theorem ; consequently, if
The expression of the intertwining kernel in terms of generalized inverse gaussian laws is discussed in detail in [30] and [31] . It is given by :
where K 0 denotes the modified Bessel function of the third kind, with index 0. This class of examples corresponds to family (9) in Newman's paper ( [32] ).
A generalization of Theorem 1
We now exploit the intertwining hypothesis to generalize Theorem 1.
pair of processes satisfying condition (3.4). Let T be a (G t )-stopping time with all exponential moments, and such that T and Y T are independent. Then T is a.s. constant.
Proof. As a consequence of (3.5), for f, g positive Borel functions, we obtain:
hence B T and T are independent, and by Theorem 1, T is constant.
We now apply this theorem in the frameworks of Examples 1 and 2. 
; t ≥ 0 being a martingale, we have by Fatou's lemma :
and the result follows since
ii) By Jensen's inequality and (1.1) :
hence, the martingale exp (λB t∧T − λ
T ), and the result follows from:
A. iv) follows immediately.
Some remarks on the law of (T, B T )
Remark 4.2 The aim of this remark is to prove that, if T and B T are independent, then, under some suitable hypothesis, the law of T has a very particular form.
We suppose T and B T are independent (and (1.1)).
i) For any r.v. T > 0 a.s., independent of the Brownian motion (C t ; t ≥ 0) we have:
where Λ(x) the density of C T is equal to E p T (x) , where p is the heat
ii) If T > 0 is a B-standard time such that B T and T are independent, we have, by Theorem 2:
, where
is an entire function with order less than or equal to 2.
iii) By comparison of these two expressions (4.1) and (4.2) we obtain:
From the classical results of ( [42] ) we obtain: The zeros of ψ are real iff the density Λ is a Polya frequency function, i.e. ii) B T is Gaussian.
Then T is almost surely constant.
Proof of Remark 4.3 By Theorem 4.1: 
In case equality holds on the LHS, i.e. :
almost surely (and B T is Gaussian and centered).
We also have: 
Moreover if E[T
Combine these identities to see that
Thus (4.3) holds with equality iff T is a.s. constant, that is iff B T is Gaussian (by Remark 4.3). (4.4) is a consequence of (4.5): 
Then X and Y are independent, centered with the same Gaussian distribution.
Our proof of Theorem 5.1 is based on the study of the characteristic functions:
It is clear that the functions ϕ and ψ are holomorphic in C and by (5.1) :
The goal is to show ϕ(z) = e az 2 .
In a first step we suppose that X and Y have the same distribution, in other words ϕ = ψ. Consequently
In the next lemma, we characterize holomorphic functions which satisfy (5.4). Then, in Lemma 5.3, using the additional property that ϕ is a characteristic function, we prove that ϕ(z) = e az 2 .
In a second step we reduce the problem to the symmetric one, i.e. when ϕ = ψ. The relation (5.4) is then equivalent to
Therefore b 2n = 0, for any n ≥ 1, (5.5) follows immediately.
2) ϕ being an even characteristic function is automatically real valued for z belonging to R. 
2) Suppose ϕ(z) = exp g(z) , g being defined by (5.5). Applying (5.6) we get
The next lemma implies the result. a) As a first step, we introduce the sequence of reals :
with the convention sgn (0) = 0 (we use 1 (1 + k) 3 as a "slowly" convergent series). Consider the function Q 0 :
Q 0 is well defined, since the series is uniformly convergent :
Moreover Q 0 is differentiable and
Taking derivatives on both sides we obtain
We remark that Q(π/4) = 0 ; Q being a decreasing function on π/8, π/4 , then Q(θ) is positive for any θ in π/8, π/4 .
b) By a straightforward calculation, we easily verify that for any k, l ∈ N, 
Using both definitions of Q, Q 0 and (5.9) we have
where
Using the definition of β k , we obtain
Since we have proved that
But this inequality yields :
Consequently (5.12) implies that α k ≥ 0, for k large enough. Combining this and (5.11) we conclude that α k = 0, for k sufficiently large, which is equivalent to a k = 0, k large. As a result, ϕ(z) = expA(z), with A a polynomial.
c) Thus to finish our proof of Lemma 5.4 it suffices to prove that, if for some N ∈ N (5.14)
N n=1 a n ρ n cos (2nθ) + (sin θ) 2n ≤ 0 for every ρ ≥ 0, θ ∈ R, then a n = 0 for n > 1 and a 1 ≤ 0. Indeed, dividing by ρ N , and letting ρ → ∞, we obtain End of the proof of Theorem 5.1. Suppose that X and Y have all exponential moments and (5.1) holds. We recall that ϕ (resp. ψ) is the characteristic function of X (resp. Y ), and that ϕ and ψ are related by (5.3). We introduce four independent r.v.'s : U, U , V and V such that :
We set ξ = U − U + V − V and we denote by h the characteristic function of ξ. The independence property of the four variables implies that the characteristic function of ξ is:
and it follows from (5.3) that : = Y have a Gaussian distribution.
On the independence of X T and Y T
In this section (X t , Y t ); t ≥ 0 will denote a (F t ) t≥0 Brownian motion, starting at 0, taking its values in R 2 . We first exhibit a large class of (F t ) t≥0 −stopping times T , such that (5.17)
X T and Y T are independent r.v s.
From a family of stopping times which satisfies (5.17) we can generate a new family which also satisfies (5.17). The scheme is the following :
-stopping time such that X T 2 and Y T 2 are independent r.v.'s.
Then X T 1 +T 2 and Y T 1 +T 2 are independent r.v.'s.
For instance we can choose T 1 a stopping time with respect to the natural filtration of (X t , t ≥ 0) and T 2 a stopping time with respect to the filtration generated by (Y t ; t ≥ 0). We now state the following theorem.
Theorem 5.6 Let T be a (F t ) t≥0 −stopping time such that i) is both a X-and Y -standard time, ii) X T and Y T have all exponential moments, iii) E[exp(zX T + izY T )] = E[exp(zX T )] E[exp(izY T )] for any z ∈ C.

Then X T and Y T are independent, centered with the same Gaussian distribution N (0, E[T ]).
Proof of Theorem 5.6. i) It is a classical result due to P. Lévy that if f : C → C is an holomorphic function, then f (X t + iY t ); t ≥ 0 is a continuous local martingale. In particular exp{zX t + izY t }; t ≥ 0 is a continuous martingale. ii) For λ ∈ R, we have, by Jensen's inequality and i) :
(and the same relation with Y instead of X), and it then follows, from Doob's L p inequality (p > 1), that, for every z ∈ C, exp z (X t∧T + iY t∧T ) ; t ≥ 0 is a uniformly integrable martingale. So :
and the proof of Theorem 5.6 follows as a direct consequence of Theorem 5.1.
Proof of Theorem 3
For clarity we first recall the statement of Theorem 3.
Theorem 5.7 Let T be a (F t ) t≥0 −stopping time having all exponential moments. Then (5.18) E[exp(λX T )] < +∞ and E[exp(λY T )] < +∞, for every λ ∈ R.
We assume that X T and Y T satisfy :
Then X T and Y T are independent, centered with the same Gaussian distribution N (0, E[T ]).
Proof of Theorem 5.7. By (2.1) we have:
, ∀λ ∈ R, and the same with Y T instead of X T . Theorem 5.7 is then an obvious corollary of Theorem 5.6.
Remark 5.8 1)
The assumption that T has all exponential moments is optimal. Recall that there exist stopping times T , with respect to the filtration of (X t ; t ≥ 0), such that: 
Consequently, if Y T is Gaussian distributed, then it is symmetric, so that: E e iλY T = e −λ 2 σ 2 /2 ; hence: T = σ 2 .
In conclusion for stopping times T satisfying (5.21) and (5.22), if T is not constant, X T and Y T are independent r.v.'s but the distribution of Y T is not Gaussian.
2) Theorem 2.2 may be obtained as a consequence of Theorem 5.7. Indeed, let (B
t ; t ≥ 0) be a linear Brownian motion and T a (F T is Gaussian. But :
which implies T is constant.
A conjecture of Tortrat
Recall that Theorem 5.7 says that if X T and Y T are independent and T is a stopping time having all exponential moments, then X T and Y T are Gaussian distributed. In this section, we show that nonetheless this does not imply that T is constant. Indeed we exhibit a class of bounded non constant stopping times T such that, if (W t , t ≥ 0) is a n−dimensional Brownian motion, then W T is distributed as N (0, I n ). In particular, this answers negatively a conjecture of Tortrat (cf : [24] ) which asserted that for n = 1 such T 's are necessarily constant. However if we strenghten the assumptions the conjecture is true (see Remark 6.8 and Proposition 6.9). At the end of this section, we also say a few words on a similar conjecture of Cantelli (see [13] ). The proof of Theorem 6.1 will be given after Remark 6.4. We say that a probability measure µ on R n has a bounded Brownian representation if there exist a R n −valued (F t ) Brownian motion (B t ) t≥0 , and a bounded (F t ) stopping time T such that the law of B T + c is µ, for some c in R n .
Obviously c = (c 1 , . . . , c n ) with c i = 
2) Applying Itô's formula to represent the martingale Y
Taking t = n, and adding the terms
, we obtain:
3) Let A(t); t ≥ 0 be the continuous, and non-decreasing process :
where we define a(s, x) ≡ 1, for s ≥ n.
We then define G u = F τ u , u ≥ 0, with τ u = inf s; A s > u . It follows from the Dubins-Schwarz representation theorem that there exists a (G u ) Brownian motion (β u ; u ≥ 0) such that :
Assumption (6.1) implies that the function a is bounded. Hence U = A(n) is bounded. Moreover U is a non constant (G u ) stopping time if f is not linear.
4) Here is another proof of Proposition 6.2. Let (B (n)
t , t ≥ 0) a n-dimensional Brownian motion. We have as a basic example of Clark's representation ( [37] , chap. V ; [9] ) :
But ∇f is a bounded function, and we conclude as in 3) above.
Remark 6.4
Suppose that the assumptions of Proposition 6.2 are satisfied, and let (B t ) t≥0 be a real valued Brownian motion. Thanks to this proposition it is possible to define a bounded stopping time such that
We note that, concerning Proposition 6.2, if we followed uniquely Bass's arguments [3] , we could only prove the Proposition under the additional assumption that f is separately, in each of the variables, a non-decreasing function.
Proof of Theorem 6.1. Thanks to Proposition 6.2 it suffices to be able to represent a N (0, 1) variable G as, say f (X 1 , X 2 ), where X 1 and X 2 are two independent N (0, 1) variables, and f satisfies (6.1). Using the independence of R = X 2 1 + X 2 2 , and θ := arg(Z) (∈]0, 2π]), where Z = X 1 + iX 2 , it is easily seen that : 
Theorem 6.5 There exist a d-dimensional Brownian motion (B t , F t ); t ≥ 0 , started at 0, and a non-constant and bounded stopping time T , such that the law of B T is N (0, I d ). Moreover, if d ≥ 3, T can be chosen as a stopping time with respect to the natural filtration of (B t ; t ≥ 0).
Our main idea to prove Theorem 6.5 is to define a R d −valued diffusion process (Z t ; t ≥ 0) which is a time changed Brownian motion. The density of Z t solves the Fokker-Planck equation. In the next lemma, we choose the diffusion matrix such that Z 2 , i.e. Z taken at time 2, has the required distribution N (0, I d ). 
Proof of Lemma 6.6. 1) Let ε :
We set
t belonging to [1, 2] ,
Since p(t, .) is a density function, it follows from (6.8) that the integral of u(t, x) over x, is equal to 1. Finally u(t, .) is a density function ; ε cancels at t = 1 and 2, therefore (6.7) (ii) holds.
2) Before we prove (6.7), (i), we recall two important facts. If q is the Newtonian potential kernel in R d :
(cf [18] , formula (2.17), p. 18).
b) p solves the heat equation, hence :
where * denotes the convolution product.
3) It remains to verify (6.7) (i). By (6.9), (6.7) (i) is equivalent to :
.).
Consequently, let us introduce
We have to prove that f is positive, bounded and of class C ∞ . The last point is clear since p(t, .) is of class C ∞ .
We calculate ∂u ∂t (t, .) via (6.10) and we replace it in (6.11) :
By (6.9), we have
We easily verify
Proof of Theorem 6.5 1) Let c be the function defined by Lemma 6.6. c being smooth, there exists a unique solution (X t ) t≥0 to the following stochastic differential equation :
It is supposed that (X
is independent of (B t ) t≥0 , and is
. . , d} are continuous martingales which satisfy:
The Dubins-Schwarz representation theorem for continuous (local) martingales easily extends to d−dimensional continuous martingales which satisfy ( ); this is in particular the case for conformal martingales (see [17] , [14] ); this extension differs from and is easier than Knight's more general result ( [22] ) on orthogonal continuous martingales (cf [37] , Theorem 1.6, p. 173). Then there exists a d−dimensional Brownian motion (β u ; u ≥ 0) such that,
The r.v. T = 1 + Indeed let (α u ) be the right inverse of (
, by a straightforward calculation we have:
Since c is a smooth function (cf Lemma 6.6), the above identity implies that (α u ) is (G u )-adapted and
Since |c| is bounded from below by a positive constant and it is a smooth function, the law of Z t , for any t ∈ [1, 2] , admits a density function v(t, .). v solves the Fokker-Planck equation :
But u(t, .); t ∈ [1, 2] defined in Lemma 6.6, solves the previous P.
Remark 6.7 1) For d ≥ 3 we have defined a Brownian motion (β t ; t ≥ 0) and a bounded and non-constant stopping time T such that β(T ) ∼ N (0, I d ).
When d ≤ 2, this result is still true but we need to add a Brownian motion independent of the initial one. The stopping time T is measurable with respect to the enlarged filtration.
2) Recall that as discussed in the above proof if (B t ) t≥0 is a planar Brownian motion and f : C → C is holomorphic, then f (B t ) t≥0 is the time change of a two-dimensional-Brownian motion. Then if d = 2, a natural approach to prove Theorem 6.5 would be to look for an entire function f : C → C such that :
where Z is a two-dimensional centered Gaussian random variable with variance equal to I 2 .
However, as we now show, the only such functions f are f (z) = cz, where |c| = 1.
Proof (Brossard [8]). i)
We first show that f (0) = 0. f is holomorphic :
But, the modulus of Z and its angle are independent r.v.'s, and the law of the angle is uniform on [0, 2π] :
ii) We set g(z) = f (z)/z and m the Lebesgue measure in R 2 .
(6.13) implies that E exp 1 4
as soon as α ≥ α 0 , where α 0 verifies :
iii) Since f is an holomorphic function with f (0) = 0 then g is also an holomorphic function. Hence
where D(z) = y ∈ C; |y − z| ≤ 1 . This shows that g is bounded. Hence g is constant.
A similar result holds in the one dimensional case. More precisely : if
, where Z is a one dimensional centered Gaussian r.v., then f (z) = ±z. The proof is left to the reader. This brings us naturally to look for functions f :
As said at the beginning of Section 6, if we reinforce the assumptions, the conjecture of Tortrat is true : in Remark 6.8 and in Proposition 6.9, we assume that B T + aT is Gaussian for several drifts a.
Remark 6.8 Let B(t); t ≥ 0 be a one dimensional Brownian motion started at 0, and T a random time, i.e. simply a positive r.v. We assume that B(T ) + a n T is a Gaussian r.v. for a sequence (a n ) n≥0 with |a n | → ∞ as n goes to ∞. Then T is a.s. constant.
Proof of Remark 6.8. Let G n = B T + a n T , with G n Gaussian. Then, G n /a n converges in law to T , and so T is Gaussian, possibly degenerate (cf e.g. [37] p. 12). But T ≥ 0, and T is constant.
Let Ω, (F t ) t≥0 , (X t ) t≥0 , P 0 be the canonical space : Ω is the set of continuous functions defined on [0, +∞[, vanishing at 0, (X t ) t≥0 the process of coordinates, (F t ) t≥0 its natural filtration, P 0 the Wiener measure i.e. (X t ) t≥0 is a one-dimensional P 0 −Brownian motion vanishing at 0 . For any α in R, P α denotes the unique probability on Ω such that for any t ≥ 0, (6.14)
Recall that X(s) − αs; 0 ≤ s ≤ t is a P α −Brownian motion.
Proposition 6.9 Let T be a stopping time having all exponential moments under P 0 . We suppose there exists α = 0, such that X(T ) and X(T ) − αT are Gaussian r.v. under P 0 , resp. P α . Then for any λ ∈ R, T is P λ −almost surely constant.
Proof. 1) Again, Novikov's criterion ensures that, for any ν,
Consequently, for any ν ∈ R,
2) Suppose there exists λ ∈ R such that X(T ) − λT is a P λ −Gaussian r.v. Automatically X(T ) − λT is P λ −centered and its second moment is E λ (T ), hence
Let ρ be the right hand-side of (6.16). Applying successively the relation (6.15) with ν = λ and ν = λ + µ we obtain :
x is convex, therefore,
Comparing with (6.16), we have :
In other words, if X(T )−λT is a P λ −Gaussian r.v., then µ → E µ (T ) realizes its maximum at µ = λ.
3) Suppose the assumptions of Proposition 6.9 are satisfied. The above second step implies that
. This equality implies that we have an equality in Jensen's inequality (6.17) . This is possible if and only if T is a.s. constant.
Before ending this paper we would like to add a few words about the conjecture of Cantelli [13] , [43] . Let X and X be real valued, independent r.v.'s, X
Let us consider more generally the following question. Let (B t ; t ≥ 0) be a one dimensional (F t ) t≥0 −Brownian motion started at 0, is it possible to find a r.v. Z being bounded non-constant and 
B(2) − B(1) being independent of F 1 , and N (0, 1)−distributed,
T being bounded by 1, using the martingale property, we get
But B(T ) is a centered Gaussian r.v., consequently Y is also a centered Gaussian r.v. However Z = √ T is bounded and non-constant. Obviously this result does not contradict the conjecture of Cantelli, because Z = √ T is F 1 −measurable and cannot be written as f (B 1 ). 
We shall apply further this proposition to the case where X is the space time Brownian motion (t, B t ; t ≥ 0).
We set 
This implies (7.3).
2) If µ = P (T, B T ) ∈ . , it is easy to check (7.3). For any ε > 0, p(t + ε − s, x + B s ) ; 0 ≤ s ≤ t is a continuous martingale. Therefore the optional stopping theorem implies
If we take the limit in (7.5), as ε → 0 + Fatou's lemma gives (7.3) directly.
We present an explicit resolution of the space-time Skorokhod problem for some absolutely continuous probability measure µ.
Proposition 7.4 Let µ(dt, dx) = ϕ(t, x)dtdx, be a probability measure on
[0, +∞[×R verifying (7.3) . We assume ϕ is continuous and :
Let h be the function :
Consider ξ a r.v. with standard exponential distribution, independent of the Brownian motion (B t ; t ≥ 0) and
Remark 7.5 Bourekh stated this result in his thesis ( [6] ) as he gave an explicit solution to the space-time Skorokhod problem with a target probability measure µ of the form :
However, our proof is completely different. We ask the following question: is it possible to find ϕ, h being given ? 
Let f be a positive Borel function with compact support defined on [0,+∞[×R and
ξ being independent of (B t ) t≥0 , we have,
We set s = A −1 t , we obtain
Conditioning by B s , we check that h.p. ψ h is the density of (T h , B T h ).
Remark. Note that Proposition 7.4 gives the definition of the application H : ϕ → g ≡ g ϕ , whereas Proposition 7.6 describes its inverse
Proof of Proposition 7.4. 1) Suppose the probability measure µ has ϕ as a density. 1) Let ω be the solution of :
This linear P.D.E. can be solved explicitly (see for instance [14] , Chap. 8) :
Since ϕ is the density of µ, by (7.6) and (7.7), we have :
2) Let ω h = ψ h . p, ψ h being the function defined by (7.10) . Then for any test function f ,
It is well known that ω h is the unique solution of :
Remark 7.7 1) Let f be a Borel and bounded function and u(t, x) = E f (x + B t ) , t ≥ 0, x ∈ R. It is well known that u(t − s ∧ T, B s∧T ) ; 0 ≤ s ≤ t is a bounded martingale. Using the optimal stopping theorem we obtain E f (B t )1 {t<T } + E u(t − T, B T )1 {T ≤t} = f (y)p(t, y)dy.
By a straightforward calculation we get (p − p * µ)(t, x) = P (T > t|B t = x)p(t, x).
And finally, (p * µ)(t, x) = P (T ≤ t|B t = x)p(t, x), t > 0, x ∈ R.
2) Here is an explicit example : take g(s, x) = This yields, in particular :
The case of the Ornstein-Uhlenbeck process
In this section, X(t); t ≥ 0 will denote an Ornstein-Uhlenbeck process started at 0, with parameter a = 0. We recall that it solves the stochastic differential equation : Remark 7.9 1) Recall that in the context of the Brownian motion with drift (i.e. Theorem 2.2), we only assumed that T has all exponential moments.
X(t) = B(t)
2) We know that for any t > 0, the law of X(t) is Gaussian. Therefore we can add in the conclusion of Theorem 7.8, that X(T ) is a Gaussian r.v.
Our approach is based on a martingale technique closely connected to the proof given in the Brownian setting. Let us briefly describe the procedure. Let λ ∈ R and ϕ λ be a "good" eigenfunction, with respect to the infinitesimal generator L of X(t) t≥0 (i.e. Lf = λf ). It is well known that e −λt ϕ λ X(t) t ≥ 0 is a continuous local martingale. Provided the optional stopping theorem applies, we have E e −λT ϕ λ X(T ) = 1 .
ϕ λ having an holomorphic extension to the whole plane, we can conclude that T is constant.
Three preliminary steps for the proof of Theorem 7.8 are needed : Lemmata 7.10-7.12. For simplicity we suppose a = −1/2.
Lemma 7.10
Let a 2k (λ) k≥0 be the sequence of C valued polynomials defined on C : ; x ∈ R, λ ∈ C.
Then the radius of convergence of this series is infinite, ϕ λ (0) = 1, Lϕ λ = λϕ λ , and (7.14) a 2k (λ) ≤ a 2k |λ| , (7.15) ϕ λ (x) ≤ ϕ |λ| (x) ; ∀λ ∈ C, ∀x ∈ R, Moreover for any λ ≥ 0, there exists a polynomial P λ with non negative coefficients such that,
The proof of this lemma is left to the reader; here, is our second lemma:
Lemma 7.11 For any λ ∈ C, we set M (λ) (t) = e −λt ϕ λ X(t) ; t ≥ 0. Then for any a > 0, M (λ) (t); 0 ≤ t ≤ a is a uniformly integrable martingale.
Proof of Lemma 7.11. Since Lϕ λ = λϕ λ , Ito's formula implies that M (λ) (t); t ≥ 0 is a continuous local martingale.
We shall prove that (M (λ) (t), t ≥ 0) is of class (DL) ( [37] , p. 117) which implies our claim. For a family (Y i , i ∈ I) of random variables to be uniformly integrable it is sufficient that :
Applying this criterion, we only need, by (7.17) , to prove : (7.18) sup
where T is (of course) assumed to be a stopping time.
Ito's formula tells us :
and so, (7.18) follows by Gronwall's lemma.
Finally the next lemma, whose proof is left to the reader, will be important in our application of Hadamard's theorem in the following proof of Theorem 7.8.
Lemma 7.12
Let T be a bounded stopping time. Then for any λ ∈ C, the r.v. ϕ λ X(T ) is integrable. Moreover λ → E ϕ λ X(T ) is holomorphic.
Proof of Theorem 7.8. We suppose that T is a stopping time bounded by a, and that the two r.v.'s X T and T are independent. Let λ ∈ C.
T being bounded, we may apply the stopping theorem to the martingale M (λ) (t); 0 ≤ t ≤ a (Lemma 7.11) :
X(T ) and T being independent, the previous identity is equivalent to :
(7.19) h(λ)E e −λT = 1 ; ∀λ ∈ C, where h(λ) = E ϕ λ X(T ) .
Using both E e −sT ≥ e −sa P (T < a) if s ≥ 0, (7.14) and (7.15), we obtain h(λ) ≤ E ϕ |λ| X(T ) = h |λ| = 1 E e −|λ|T ≤ e |λ|a P (T < a) , λ ∈ C.
As a result, h is a holomorphic function (Lemma 7.12), which does not vanish (as a consequence of (7.19) ) and its order is smaller than or equal to 1 cf (2.4) . Hadamard's theorem tells us h(λ) = E ϕ λ X(T ) = exp{αλ + β}.
But h(0) = 1, hence β = 0 and
, s ∈ R.
This implies T = α.
Remark 7.13
The methodology developed for the Ornstein-Ulhenbeck process applies equally well to Bessel processes with any dimension d. We have already developed otherwise (see Corollary 3.7) this study for d > 1.
