A statistical mechanical theory of learning from examples in layered networks at finite temperature is studied. When 
single-layer perceptrons we show that when the weights are discrete the generalization error can exhibit a discontinuous transition to perfect generalization.
For ' Numerical results on training in layered neural networks indicate that the generalization error improves gradually in some cases, and sharply in others. s In this work we use statistical mechanics to study generalization curves in large layered networks. We will first discuss the general theory and then present results for learning in a single-layer perceptron.
The computational function of layered neural networks is described in terms of the input-output relations that they generate. We consider here a multilayer network with M input nodes, whose states are denoted by S;, i =I, . . . , M, and a single output node denoted by cr=cr(W;S) where the W~, i = I, . . . , N, denote the synaptic weights of the network. The network is trained by adjusting its weights to approximate or reproduce, if possible, a target function cto(S) on the input space. This is achieved by providing a set of examples consisting of P input-output pairs (S', cro($')), /= I, . . . , P. We assume that the inputs $' are chosen at random from the entire input space.
The training process is often described as the minimization of a training energy '' As the temperature is lowered, the fluctuating contributions to the training energy, represented by the second-and higher-order terms in Eq. (4), become increasingly important. As a result the average generalization error becomes increasingly higher than the average training error. In general, these fluctuations can also aflect the asymptotic behavior of sg. In addition, the dynamics at low temperatures will be slowed down by the emergence of spurious minima separated by barriers of considerable height. Depending on the details of the problem, a genuine spin-glass phase may appear at low temperatures.
In such a phase, the barrier heights separating the many stable states diverge with %, breaking the ergodicity of the system. The general form (2) can be used to study the behavior at large values of a. As a increases to infinity the dominant contribution to the integrals over the weight space in Eq. (2) The present discontinuous (first-order) transition is unusual in that the system collapses to the energy ground (N =25) show a substantial slowing down already at T = l.
The properties of the spin-glass phase were derived within the replica symmetry-breaking spin-glass theory, ' and will be reported elsewhere. A unique feature of this phase is that thermal fluctuations are essentially frozen within this phase, and the entropy is zero. The value of the energy, i.e. , the training error, as well as m, is independent of T for fixed a. A similar frozen spinglass phase has been found for the storing of random patterns in a binary perceptron. ' In conclusion, we have shown that when the training energy is a smooth function of real-valued weights, the average generalization error eg(a) falls off asymptotically as 1/a. When 
