Abstract This paper studies the weighted Hardy inequalities on the discrete intervals with four different kinds of boundary conditions. The main result is the uniform expression of the basic estimate of the optimal constant with the corresponding boundary condition. Firstly, one-side boundary condition is considered, which means that the sequences vanish at the right endpoint (ND-case). Based on the dual method, it can be translated into the case vanishing at left endpoint (DN-case). Secondly, the condition is the case that the sequences vanish at two endpoints (DD-case). The third type of condition is the generality of the mean zero condition (NN-case), which is motivated from probability theory. To deal with the second and the third kinds of inequalities, the splitting technique is presented. Finally, as typical applications, some examples are included.
Introduction
In this section, we explain the motivations and main results of this paper. 
This boundary condition means the sequences vanish at the right endpoint of the interval (i.e. N + 1 is a Dirichlet boundary). When N = ∞, x N +1 = 0 means that lim n→∞ x n = 0, which will not be mentioned again in what follows.
The notation A N D is inspired by the relationship between weighted Hardy inequalities and probability theory, cf. [6] . In probabilistic terminology, the corresponding process of this inequality has reflecting (Neumann) boundary at left end point and absorbing (Dirichlet) boundary at right. Naturally, we have the dual version of this case, i.e. the weighted Hardy inequality with Dirichlet boundary at the left endpoint: 
where x −M −1 = x −M and m(x) is the constant such that N n=−M u n |x n − m(x)| q−2 (x n − m(x)) = 0.
Again, from the probabilistic point of view, this boundary condition corresponds to the ergodic case of processes. The main result of this paper is the uniform expression of the basic estimate of the optimal constant A # . For convenience, we give some basic notations. Let p * be the conjugate number of p, i.e. 1/p + 1/p * = 1, and q * is defined similarly. Write x ∧ y = min{x, y} and x ∨ y = max{x, y}. Define a frequentlyused factor 
1 0 x a−1 (1 − x) b−1 dx is the Beta function. In this whole paper, we adopt some usual conventions. Firstly, the absolute value function f (x) = |x| is differentiable everywhere except for x = 0, and then we define the derivative formally (|x|) ′ = sgn(x).
Secondly, the definition of x ∞ is
Finally, we define the summation on a empty set is zero, i.e.
Here is the main theorem. 
where k q,p is defined as (6) and 
Correspondingly, in the ND-case, the factor k q,p is sharp when N = ∞ and
In the DD-case and the NN-case, the upper estimates effective when 1 < p q < ∞. However, we need 1 < p, q < ∞ only for the lower estimates.
(4) For DD-case and NN-case, when p q, we have
In particular, when p = q, we have B DD * = B * DD and B N N * = B * N N .
In the following part, we will give the motivations and the advance of the related studies.
The first thing to notice here is the the duality between the ND-case and the DN-case. About this pair of problems, there are lots relevant results in recent research, cf. [6, 9, 11, 14, 21, 22] 
where the factork q,p is constant
which is bigger than k q,p . Afterwards, the variational formula of the optimal constants was discovered by Chen [9; Theorem 2.1], which is an entirely different method. As a direct application of this method, Chen gave the basic estimate [9; Corollary 2.3], which is consistent with (7), and the approximating procedure[9; Theorem 2.2]. It's worth mentioning that, with the result of Bliss [2] , the factork q,p in (7) can be improved to k q,p , cf. As an application of this method in discrete case, we will give the the proof of the ND-case in section 2. Attention will turn next to the bilateral Dirichlet boundary weighted Hardy inequalities. In the special case that p = q = 2, there are lots of results are proved by Chen, cf. [6] (for discrete case) and [7] (for continuous case). For the general case 1 < p q < ∞, the basic estimate of the optimal constant in the continuous case is given in [8] . In addition, P. Gurka [13] We can compare this result with Theorem 1.1 by direct calculation. Using the following inequalities
we obtain
The main method of the DD-case of Theorem 1.1 is the splitting technique. The idea is that the space can be split into two parts so that the problem with bilateral vanishing boundaries degenerate into one-side boundary, cf. [5, 8, 10, 12, 20] . The construction of this part is inspired by the results proved by Chen, Zhang and Zhao [12] . The details will be provided in the Section 3. Finally, the main concern is the NN-case. The additional condition (5), which is the generality of the mean zero condition. For detail, we assume that q = 2 and N i=−M u i < ∞, then we can define a discrete probability measure π as
It's easy to see that m(x) is the mean value of x with respect to π, and sequence x − m(x) satisfies the mean zero condition with respect to u. In the special case p = q, L. D. Wang had worked some related results, which had not been officially published but gave the author much guidance in the research of p q case. From another point of view, the DD-case (3) and the NN-case (4) inequalities have its own spectral meaning. Write x ′ n = x n − x n−1 . When p = q, A −p , which is the −p power of the optimal constant, in (3) (resp., (4)) corresponds to the first nontrivial eigenvalue λ of
with boundary condition x −M −1 = x N = 0 (resp., x ′ −M = x ′ N +1 = 0). For more details about this view, readers can refer to the [3] , [13] and the series researches of Chen, cf. [4, 5, 6, 7, 10, 12] . In a similar way, we use the splitting technique to prove the basic estimate of this optimal constant.
Proof of the ND-case
As previously mentioned, we use the dual method to prove the first part of Theorem 1.1. For any non-negative sequence x on [−M, N ], define
Obviously, H * is the adjoint operator of H with respect to the bilinear function ·, · , which is defined as
where x and y are arbitrary non-negative sequences on [−M, N ].
Proof. The proof is easy by direct calculation.
Based on this proposition, it would be sufficient to think about the decreasing sequences when we consider the basic estimate of the optimal constant of (1). In the same way, we only need to think about the increasing sequences of (2) . Through this result and the aforementioned symbols, we can rewrite (1) and (2) as
and
As mentioned in Remark 1.2, about the DN-case, we already have the variational formulas of the optimal constants, the approximating procedure and the basic estimates with the improved factor, cf. [17] . For convenience, we reiterate the DN-case of Theorem 1.1 as the following lemma. 
Moreover, we have B
where k q,p is defined as (6) . In particular, the factor k q,p is sharp when N = ∞ and
Obviously, with norm · l q (u) , l q (u) becomes a Banach space. Similarly, we can define a Banach space l p (v) with norm
. By direct calculation, it is easy to show that l q * (u 1−q * ) (resp., l p * (v 1−p * )) is the conjugate space of l q (u) with respect to the inner product ·, · .
Proof of the ND-case. Since H * is the adjoint operator of H, we have
Hence, inequality (12) holds if and only if the following inequality holds:
Since 1 < p q < ∞, we have 1 < q * p * < ∞. As an application of Lemma 2.2, the inequality (17) holds if and only if
Hence, define B N D by (18) and we get the conclusion immediately.
The Proof of the DD-case
It all started with splitting technique. The main idea of the following construction is inspired by the result of [12] .
Given any θ ∈ (−M, N ), we can construct two inequalities on the left-and the right-hand sides of θ. Fix a constant 0 γ 1, define u − on [−M, θ] and
The following lemma is the key in splitting technique.
Then we have
Based on this result, we can construct two inequalities
where A − (θ, γ) and A + (θ, γ) are recorded as the optimal constants of the corresponding inequalities. Clearly, these two inequalities only have one-side boundary conditions. The first result is about the relationship between the optimal constant A in (3) and the optimal constants A ± (θ, γ) of the inequalities (20) and (21). (20) and (21), we have
The last step is c r -inequality. Since x, θ and γ are arbitrary, we obtain
Clearly, 2 (1/q−1/p)∨0 = 1 when 1 < p q < ∞, which competes the upper bounds of A.
(b) For any ε > 0, since A − (θ, γ) is optimal constant, we can construct a sequence x − satisfies:
Moreover, we assert x − θ > 0. If not, i.e. x − θ = 0, we can construct another sequencex asx
where
Therefore, we can usex instead of x − when x − θ = 0. Use the same method, we can construct a sequence x + satisfies
From sequences x + and x − , we can obtain the needed conclusion. In detail, set c = x
Combine (22), since θ and γ are arbitrary, let ε → 0 we have
This completes the proof of Proposition 3.2.
As applications of the basic estimates of the optimal constant in the NDcase and the DN-case of Theorem 1.1, we have
where k q,p is defined as (6) and B ± (θ, γ) are given below:
Proof of the DD-case. For brevity, we use B * (resp., B * ) instead of B * DD (resp., B DD * ) in this proof. (a) By proportional property and direct calculation, we give the relationship between B * and B ± (θ, γ)
(b) Next, we assert that existθ andγ such that
In fact, fix 0 γ 1, it is easy to prove B − (θ, γ) is increasing with respect to θ, and B + (θ, γ) is decreasing. Besides, with direct calculation, we have
Fix γ = 0, since the monotonicity of B − (θ, γ) and B + (θ, γ), there is a point satisfiesθ
Then, by (28), we have
It's important to note that, for any givenθ, B − (θ, γ) continuously decrease respect to γ, and B + (θ, γ) continuously increase. Hence, by (29), the existence ofγ is obvious. Combining (26) and (27), we have
(c) Using Proposition 3.2, the ND-case and DN-case of Theorem 1.1, Lemma 2.2 and (30), we obtain the upper bound of A immediately
(d) For the lower bound of A, we use a straightforward method to get the conclusion. Given x, y with −M x < y N , definex on [−M, N + 1] as 
Hence,
. Since x and y are arbitrary, we obtain A B * . (e) In the remaining part of this proof, we consider the relationship of B * and B * . Obviously, we have B * = B * when p = q. In the case of 1 < p q < ∞, we use c r inequality: 
Proof of the NN-case.
In this section, we consider the NN boundary condition of weighted Hardy inequalities. Before further analysis, we give some properties about the constant m(x) of a given sequence x, which is defined by (5) . The first result is the existence and uniqueness. Moreover, the constant m satisfies
Proof. (a) For the existence, define a continuous function 
This leads to a contradiction. (c) We are now turning to prove (33). Define a continuous function
Taking the derivative with respect to t, the derivative of absolute value function means (|x|) ′ = sgn(x). Then we have F ′ (t) = (−q)f (t) where f is defined by (34). By part (a) and (b), there is an unique constant m such that f (m) = 0. Using similar methods of part (b), for any ε > 0, we have
It means that m is an extreme point, moreover, F reaches the minimum at m.
To study (4), we start with the splitting technique again. To save our notations, without any confusion, we use the similar notations of Section 3 with different meanings. For any
(37) Before using the splitting technique, we give the following result.
Lemma 4.2 For any
θ ∈ [−M, N ], γ ∈ [0, 1] and sequence x, define x − on [−M + 1, θ + 1] and x + on [θ − 1, N ] as x − n = x n−1 , n ∈ [−M + 1, θ], (1 − γ)x θ−1 + γx θ , n = θ + 1, x + n = x n , n ∈ [θ, N ], (1 − γ)x θ−1 + γx θ , n = θ − 1.
Then we have
Here are the inequalities with single boundary condition.
Without any confusion, we use the same notations A and A ± θ to express the optimal constants of the corresponding inequalities. Similarly to Proposition 3.2, the optimal constant A is controlled by A ± θ . Proposition 4.3 For 1 p q < ∞, we have
and sequence x, set
By Lemma 4.2, c r -inequality and Proposition 4.1, we obtain
Since θ, γ and x are arbitrary, we obtain the upper bound of A A inf
Here we define sequence x on [−M, N ] by x (1) and x (2) . Set
.
Obviously, x satisfies
Note that the function
. Applying this result with a = cx (1)
θ , we obtain
Since θ, γ and ε are arbitrary, we obtain the lower bound of A A 2
Using the results of ND-case and the DN-case of Theorem 1.1. Hence, we have the basic estimate of A ±
where k q,p is defined as (6) and B ± (θ, γ) are
Having these preparations at hand, we are ready to give the basic estimate of the NN-case.
Proof of the NN-case. For brevity, we use B * (resp., B * ) instead of B * N N (resp., B N * N ) in this proof. (a) An argument similar to part (a) and (b) in the proof of the DD-case, we have sup
and there exist (θ,γ) such that
Furthermore, by Proposition 4.3 and (41), we obtain
This method is quite the same as the proof (c) of DD-case. That is the upper bound A k q,p B * . 
In fact, the idea is similar to the proof (b) of DD-case. Let
By direct calculation, we have C − (θ, 0) = C − (θ − 1, 1) and C + (θ, 0) = C + (θ − 1, 1). Besides, for any γ ∈ [0, 1], when θ varies from x to y, C − (θ, γ) goes from 0 to a positive number and C + (θ, γ) goes from a positive number to 0. Hence, letθ + 1 = min{x n y : C − (n, 0) C + (n, 0)}, then we have
Hence, the existence of (θ,γ) is clear because when γ varies from 0 to 1,
Obviously, we have m(x) = 0. By direct calculation, we obtain
Hence, we have
(47) Note that the function F (x) = αx q +β(1−x) q achieves its minimum α 1−q * + β 1−q * 1−q at x 0 = β q * −1 α q * −1 + β q * −1 −1 . Using this result with
Since x and y are arbitrary, we obtain the lower bound of A.
(c) For the relationship of B * and B * , we can work it out in the same way of part (d) in the proof (d) of DD-case.
Example
As an application of Theorem 1.1, the first example is the dual version of [17; Example 5.2]. The optimal constant is explicit in this example.
Example 5.1 Let 1 < p q < ∞ and N = ∞. For n 1, define
Then the optimal constant of (1) is A N D = k q,p , and the basic estimate is
The next example is modified from [22; Example 8.6 ]. We will use the DD-case of Theorem 1.1 to give the necessary and sufficient conditions for the validity of the weighted Hardy inequality.
Example 5.2 Let 1 < p q < ∞, α, β ∈ R + . We consider the following Hardy inequality 
Hence, the necessary and sufficient conditions of B * DD < ∞ are α > 1 and
(2) When β = p − 1, we have β(1 − p * ) = −1. An argument similar to part (1), we have
Obviously, the necessary and sufficient condition is α > 1. 
hence, the sufficient condition of B * DD < ∞ is
For the first part (49), we have
Hence, we need α > 1 and α 1 + q p (p − 1 − β).
Since p − 1 − β < 0, we obtain α > 1. For the second part (50), by the similar approach, we have
Hence, we need
In conclusion of the first and the second part, α 1 + The necessary condition such that the above inequality holds is
Hence, when β > p − 1, the necessary and sufficient condition for the validity of this weighted Hardy inequality is α 1 + As we know, weighted Hardy inequalities' applications have been expanded to probability theory, cf. [6] . The following example comes from the birthdeath processes with reflecting boundaries at origin and infinity, cf. [6; Example 6.7] . The basic estimates of this inequality will be presented by Theorem 1.1.
Example 5.4 Let 1 < p q < ∞, N < ∞. We consider the following inequality Obviously, when p = q = 2 and N = ∞, this result is consistent with the Example 6.7 in [6] .
Proof. We could compute it directly by Theorem 1.1, we have where F 0 (x, y) := r y(1−p * ) − r (x+1)(1−p * ) q * /p * (r − r x+1 ) 1−q * + (r y − r N +1 ) 1−q * .
In a similar way, F 0 (x, y) is decreasing with respect to x and is increasing with respect to y. Hence, we obtain sup 1 x<y N F 0 (x, y) = F 0 (1, N ).
