We develop a reconstruction algorithm to determine penetrable obstacles inside a domain in the plane from acoustic measurements made on the boundary. This algorithm uses complex geometrical optics solutions to the Helmholtz equation with polynomial-type phase functions.
Introduction
Let D be an unknown obstacle with an unknown index of refraction and a subset of a larger bounded domain Ω with a homogeneous index of refraction. Assume that D is penetrable. Suppose that we are given all possible Cauchy data or the Dirichlet-to-Neumann map measured on ∂Ω. The inverse problem we consider in this paper is to determine the shape of D using such boundary measurements. This problem can be considered as the inverse scattering problem with near field measurements. In theory, it is known that knowing the far field data such as the scattering amplitude is equivalent to knowing the near field measurements (see, for example, [11, Chapter 6] ).
In this paper, we consider this problem in the plane, that is, we assume D ⋐ Ω ⊂ R 2 . For simplicity, we suppose that both D and Ω have C In the case that γ = 1, the problem (1.1) is the boundary value problem for the Helmholtz equation
Throughout the paper, we assume that k 2 is not a Dirichlet eigenvalue of the operator −∇ · ( γ∇•) and −∆ in Ω. It is known that for any f ∈ H 1/2 (∂Ω), there exists a unique solution v to (1.1). Thus, we can define the Dirichletto-Neumann map Λ D : H 1/2 (∂Ω) → H −1/2 (∂Ω) for (1.1) by Λ D f := ∂v ∂ν ∂Ω for f ∈ H 1/2 (∂Ω).
The inverse problem consists of determining D from Λ D . The domain D can also be treated as an inclusion embedded in Ω. The aim of this work is to give a reconstruction algorithm for this problem. Note that the information on the medium parameter γ D inside D is not known a priori. The main tool in our reconstruction method is the complex geometrical optics (CGO) solutions with polynomial-type phase functions for the Helmholtz equation. This type of CGO solutions has been introduced in [18] for general second order elliptic equations or systems having the Laplacian as the principal part, which includes the Helmholtz equation. However, in order to obtain more explicit forms in the lower orders of the CGO solutions, we will not adopt the approach in [18] . Instead, we will take advantage of the transformation between the harmonic functions and the solutions to the Helmholtz equation in two dimensions found by Vekua [20] (also see [8] ) to construct the needed CGO solutions.
Having obtained the CGO solutions with polynomial phases for the Helmholtz equation, we apply them to determine the shape of D by Λ D . CGO solutions have been found to be useful in detecting some geometrical information of D in several inverse problems. For the inclusion problem in the static case, i.e., k = 0, there are several articles, and some of them include numerical results, dealing with either the conductivity equation (the first equation of (1.1) with k = 0) or the isotropic elasticity [1] , [5] , [6] , [4] , [17] , [18] , and [19] . This type of method was called the enclosure method by Ikehata. We refer to his survey paper [7] for some of the early developments.
For the reconstruction of penetrable obstacles or inclusions in acoustics by the enclosure type method, we mention the work [9] by Ikehata. In this paper he considers the reconstruction of a penetrable polygon having homogeneous medium different from the background one by a single pair of Cauchy data in two dimensions. Using CGO solutions with linear phases, he showed that one can reconstruct the convex hull of the polygonal obstacle using a single measurement. In our paper, we consider a general penetrable obstacle and assume the medium inside of the penetrable obstacle is an unknown inhomogeneous function. Using CGO solutions with polynomial-type phases, we are able to reconstruct more information on the shape of the penetrable obstacle from the Dirichlet-to-Neumann map. Especially, in theory, we can completely reconstruct certain class of penetrable objects such as star-shaped obstacles. For other related results, we would like to mention that Nakamura and Yoshida [16] used CGO solutions with limiting Carleman weights introduced in [12] to reconstruct some non-convex sound-hard obstacles from the Dirichlet-to-Neumann map. The level set of the limiting Carleman weights are circles (in two dimensions) or spheres (in three dimensions). Also, we mention that the uniqueness of determining a penetrable obstacle by the scattering amplitude at a fixed energy was proven by Isakov [10] and Kirsch, Kress [13] .
Unlike (3.19) . In the impenetrable case, this can be achieved using elliptic regularity with smooth coefficient and the Sobolev embedding theorem (see [16] ). However, in the penetrable case, the coefficient is merely piecewise smooth. The Sobolev embedding theorem does not work because the solution is not smooth enough. One of the difficulties of this paper is to establish the estimate (3.19) .
The rest of this paper is organized as follows. In section 2 we construct the CGO solutions to the Helmholtz equation with polynomial phase functions and their properties. In section 3 we establish some identities and the estimates we need. In section 4 we prove our main result on the determination of D from Λ D under a "curvature assumption" on ∂D on the intersection of the level sets of the real part of the phases of the CGO with ∂D (see Theorem 4.1). In section 5 we show that the curvature assumption is satisfied for a large class of CGO solutions. In section 6 state the conclusion of this paper.
CGO solutions
In this section we want to construct CGO solutions with polynomial phases for the Helmholtz equation. We do this by combining the idea in [18] and the transform introduced by Vekua (see (13.9) on page 58 in [20] ). Let us first introduce η(x) := c * (
N as the phase function, where c * ∈ C satisfies |c * | = 1, N is a positive integer, and x * = (x * ,1 , x * ,2 ) ∈ R 2 \ Ω. Without loss of generality we may assume that x * = 0 using an appropriate translation. We put η R (x) := Re η(x). Note that
We now define an open cone Γ := r(cos θ, sin θ) : |θ − θ * | < π 2N with an opening angle π/N (see Figure 1) . It is clear that η R (x) > 0 for all x ∈ Γ.
Given any h > 0,V h (x) := exp η(x)/h is a harmonic function. Following Vekua [20] , we define a map T k on any harmonic functionV (x) by Lemma 2.1. We can write
where R 0 (x) = R 0 (x; h) satisfies
Proof. Let x ∈ Γ. We note that
and |J 1 (t)| ≤ t/2 for t ≥ 0. On the other hand, we can see that
for any 0 < s < 1 using the formula
Hence, since η R (x) > 0 in Γ, we have
In a similar fashion we can obtain the estimate for ∂R 0 /∂x j since we have
and |J 0 (t)| ≤ 1 for any t ≥ 0.
From the above lemma, we conclude that V ♯ h is a CGO solution to the Helmholtz equation in Γ ∩ Ω. We now extend it to the whole domain Ω by using an appropriate cut-off. Let l s := {x ∈ Γ : η R (x) = 1/s} for s > 0. This is the level curve of η R (see Figure 2 ). For ε > 0 small enough and t ♯ > 0 large enough, we define the function φ t ∈ C ∞ (R 2 ) by Figure 3) and
for some positive constant C φ depending only on Ω, N, t ♯ and ε. Next we define the function V t,h by
Then we know by Lemma 2.1 that the dominant parts of V t,h and its derivatives are as follows:
for t ∈ (0, t ♯ ] and h ∈ (0, 1], where S 0 (x) = S 0 (x; t, h) and S(x) = S(x; t, h) satisfy
with a positive constant C V depending only on Ω, N, t ♯ , ε and k. Unfortunately, the function V t,h does not satisfy the Helmholtz equation in Ω. However, if we let v 0,t,h be the solution to the Helmholtz equation in Ω with boundary value f t,h := V t,h | ∂Ω , then the error between V t,h and v 0,t,h is exponentially small as shown in the following lemma. 
for any h ∈ (0, 1], where the constants C 0 and C ′ 0 depend only on Ω, k, N, t ♯ and ε; the constant a depends only on t ♯ and ε; and we set a t := 1/t − 1/(t + ε/2).
This lemma can be proved in the same way as Lemma 4.1 in [18] . So we omit the details here.
For our inverse problem, the difference between the two Dirichlet-toNeumann maps Λ D and Λ ∅ plays a crucial role. We define the functional E(t, h) by
Roughly speaking, for a fixed large N, we can show that if
We will state our main result more precisely in Theorem 4.1.
Some identities and estimates
In this section, we derive some identities and estimates for solutions to some Dirichlet problems which are needed later. We denote C > 0 a general constant in this section. The constant C depends only on Ω, D, γ D and k. When a constant depends on other data, we will denote the dependence by writing as a subscript, for example C q the dependence of the constant on q. For a fixed f ∈ H 1/2 (∂Ω), let v 0 and v be the solutions to the Dirichlet problems (1.2) and (1.1), respectively. As before, we put w = v − v 0 . Note that w satisfies the Dirichlet problem
We first show an estimate for w.
Proof. Recall that k 2 is not a Dirichlet eigenvalue of −∇ · ( γ∇•) in Ω. From the well-posedness of the boundary value problem (3.1) (see Corollary 8.7 in [3] , for example), we have
On the other hand, since W := w satisfies the Dirichlet problem
we have the estimate
by Theorem 8.16 in [3] and Hölder's inequality. Hence we get that
by using Hölder's inequality again.
We next prove some useful identities.
Lemma 3.2. We have
Proof. It is clear that
the left-hand side of the identity above has the same value whether we take ϕ = v or ϕ = v 0 and it is equal to ∂Ω Λ D f f dσ. Thus we have
The right-hand side of the identity above is real. Hence, by taking the real part, we obtain
In the same way, we show that
3) follows easily from (3.4) and (3.5).
The estimates (3.8) and (3.9) in the following lemma play an essential role in our reconstruction algorithm.
In particular, we have
Proof. By multiplying the identity
by w and integrating the result over Ω, we get
Taking the real part of this identity and substituting the identity (3.3) immediately leads to (3.6). The identity (3.8) is an easy consequence of (3.6). Similarly, by multiplying the identity
by w and integrating the result over Ω, we obtain
which implies (3.7). Finally, (3.9) follows from (3.7) and the formula
In view of (3.8) and (3.9), we need to estimate w L 2 (Ω) . To begin with, we consider the boundary value problem
Note that there exists a unique solution p ∈ H 1 (Ω) to (3.10). We can derive the following estimates for p.
Lemma 3.4. Let p be the solution to (3.10), then
(3.12)
Furthermore, for any 2 < q ≤ 4 and any 0 < α < 1, we have
Proof. The estimate (3.11) follows directly from the well-posedness of the boundary value problem (3.10). On the other hand, we have
by Theorem 8.16 in [3] since P := p satisfies the Dirichlet problem
Combining (3.14) and (3.11), we obtain (3.12). Finally, by virtue of Corollary 7.3 in [14] , we have
Then (3.13) follows from by this estimate, (3.12) and (3.2).
We now prove the first upper bound on the L 2 norm of w.
Lemma 3.5. We have
Proof. By the first equation of (3.10), we see that
Hence we get (3.16) by the Cauchy-Schwarz inequality and (3.11).
From (3.8), (3.9) and (3.16), we immediately obtain Corollary 3.6.
Now we prove another bound on the L 2 norm of w. We first define
for any x 0 ∈ Ω and 0 < α < 1.
Lemma 3.7. For any x 0 ∈ Ω, 0 < α < 1 and 2 < q ≤ 4, we have
Proof. By (3.17), we get
Hence it is enough to estimate each term of the right-hand side of (3.20) .
We first show that we can estimate the first term as
Therefore, using (3.11), we can obtain (3.21) if we show that
To derive (3.22), we remark that
. (see, for example, Lemma 1.1 in [2] ). Using this fact, we immediately obtain that
which is (3.22). To estimate the second term, we simply use (3.11) and obtain
We now estimate the last term of the right-hand side of (3.20) . We have
by (3.13) and (3.12). On the other hand, using (3.22) and Hölder's inequality, we can estimate
Consequently, we get
Combining (3.20), (3.21), (3.23) and (3.24), we then have
The lemma follows by taking ε > 0 small enough.
The main theorem and its proof
In this section, we prove our main theorem, Theorem 4.1, which is the key to our reconstruction method. Here we denote the general constants by C, c > 0. The constants C and c depend only on Ω, D, γ D , k, N, c * , t ♯ and ε. As in Section 3, when a constant depends on other data, we denote the dependence by subscript.
To begin, substituting v 0 = v 0,t,h and f = f t,h (= v 0,t,h | ∂Ω ) to (3.18) yields
On the other hand, applying estimate (3.19) to (3.9) for f = f t,h , we have
for x 0 ∈ Ω, 2 < q ≤ 4 and 0 < α < 1, where
Next we introduce a notion of relative curvature with respect to the level curve of η R . Assume D ∩ Γ = ∅ and put Θ D := sup x∈D∩Γ η R (x). Let x 0 ∈ {x ∈ Γ : η R (x) = Θ D } ∩ ∂D. By simple translation and rotation T , i.e. the change of variables z = T (x−x 0 ), we can take the unit outer normal vector of T (D −x 0 ) at z = 0 as the vector (0, 1). We now put H(z) := η R (T −1 z +x 0 )− Θ D , and apply the coordinates transformation (ξ 1 , ξ 2 ) = Ξ(z) := (z 1 , H(z)) to a neighborhood of z = 0. The transformation Ξ maps η R (x) = Θ D near x 0 to the line ξ 2 = 0, and D near x 0 to a subdomain of the half space {ξ ∈ R 2 : ξ 2 ≤ 0}. Let Σ be the image of ∂D near x 0 by this transformation (see Figure 4) . We then call the curvature of Σ at ξ = 0 the relative curvature to η R (x) = Θ D of ∂D at x 0 . We now can state our main theorem. Theorem 4.1. Assume D ∩Γ = ∅. Suppose that {x ∈ Γ : η R (x) = Θ D } ∩∂D consists only of one point x 0 and the relative curvature to η R (x) = Θ D of ∂D at x 0 is not zero. Then there exist positive constants C 1 , c 1 and h 1 such that for any 0 < t ≤ t ♯ and 0 < h ≤ h 1 the following holds: Figure 4 : The coordinates transformation in defining a relative curvature.
in the same way as the proof of Theorem 4.1 (I) since ∇V t,h ≡ 0 in D by (2.5).
Remark 4.3. In the main theorem, Theorem 4.1, we impose some restriction on the curvature of ∂D at x 0 . However, in Section 5, we will show that the curvature assumption is always satisfied as long as N is large enough.
Proof of Theorem 4.1. (I) By estimate (4.1), Lemma 2.2, and formula (2.5), it is easy to see that
Thus the estimates of E(t, h) in (I) is obvious. (II)
In view of (4.2), it suffices to estimate D |∇v 0,t,h | 2 dx from below and other remaining terms in the right side of (4.2) from above. Using Lemma 2.2 and (2.5), we can get that
where we set
On the other hand, by (2.4), (2.5), Lemma 2.2 and the Sobolev embedding theorem (for two dimensions), we have
Therefore, our task now is to estimate
from below and
from above, where the index q in (4.8) is q = 2 (for (4.3) and (4.6)) or 2 < q ≤ 4 (for (4.5)).
We first look at (4.7). By translation and rotation with the orthogonal matrix T , we can assume that x 0 = 0 and the unit outer normal vector of ∂D at x 0 = 0 is (0, 1). Then we can see that
where we have used
We now make the change of variables (ξ 1 , ξ 2 ) = Ξ(z) := (z 1 , H(z)). Notice that there exists a neighborhood U 0 of z = 0 such that the map ξ = Ξ(z) is injective from U 0 to Ξ(U 0 ) since we have det(∂Ξ/∂z)(0) = N|x 0 | N −1 = 0. In particular, there exist positive constants a ♯ and a ♯ such that
Consequently, we have
. We now parameterize the boundary ∂ U 0 near 0. We remark that the boundary ∂ U 0 near 0 is the image of ∂D near x 0 under the coordinates transform given above. Therefore we can parameterize the boundary ∂ U 0 near 0 by ξ 2 = l(ξ 1 ) (we may choose a smaller neighborhood U 0 if needed), and express U 0 near 0 as ξ 2 ≤ l(ξ 1 ). Moreover, by the assumption on the curvature of ∂D, there exist positive constants K ♯ and K ♯ such that
Figure 5: The choice of δ 1 > 0.
Then for δ 1 > 0 small enough (see Figure 5 ), we can estimate
for any 0 < h ≪ 1. Summing up, we obtain
for any 0 < h ≪ 1. Next, we estimate (4.8). It is enough to estimate the integral on some neighborhood of x 0 . Indeed, when U x 0 is a neighborhood of x 0 , there exists Figure 6 : The choice of δ 3 > 0.
Here we use the same notations as in estimating (4.7) (Denote U 0 = T (U x 0 − x 0 )). Using the similar arguments as above, we can derive
where
} by choosing the neighborhood U x 0 of x 0 small enough (see Figure 6 ). Then we have
(4.13) for any 0 < h ≪ 1. Combining (4.11), (4.12), (4.13) yields
for any 0 < h ≪ 1. Lastly, we turn to (4.9). As before, it suffices to estimate the integral on some neighborhood of x 0 . Thus we compute
Then by choosing a sufficiently small neighborhood U x 0 of x 0 , we have
for any 0 < h ≪ 1 since
Therefore we obtain
for any 0 < h ≪ 1. Now by (4.2), (4.3), (4.4), (4.5), (4.6), (4.10), (4.14) and (4.15), we conclude that
for any 0 < h ≪ 1. It is easy to see that we can choose 0 < α 0 < 1 and 2 < q 0 ≤ 4 such that
Then (4.16) implies
In view of Theorem 4.1, we are able to reconstruct some part of ∂D using boundary measurements on ∂Ω by looking into the asymptotic behavior of E(t, h) for various t's. More precisely, let
It should be noted that E(t, h) depends on, besides h and t, Ω, k, D, γ D (see (1.1)), c * , x * , N (appear in the phase function η(x)), ε, t ♯ (appear in the cut-off function φ t (x)). Thus t D depends on Ω, k, D, γ D , c * , x * , N, ε and
By taking N arbitrarily large (the opening angle of Γ(N, θ * ) becomes arbitrarily small), we can reconstruct even more information of ∂D. A point x 0 on ∂D is said to be detectable if there exists a semi-straight line L starting from x 0 such that L does not intersect ∂D except x 0 . For example, if D is star-shaped, every point of ∂D is detectable. We can prove the following corollary similarly to Corollary 5.4 in [18] . 
Remarks on the curvature assumption
In this section we would like to show that the curvature condition assumed in Theorem 4.1 always holds provided the degree N of η is sufficiently large.
To this end, in order to indicate the dependence on c * , θ * , and N, we write η(x; c * , N) = η(x) = c * (x 1 + ix 2 ) N and similarly write η R (x) = η R (x; c * , N). Also, we denote
Recall that η R (x) = r N cos N(θ − θ * ) for x = r(cos θ, sin θ) ∈ R 2 and η R (x) > 0 when x ∈ Γ(N, θ * ). 
Proof. Without loss of generality, we can assume that c * = 1. Let x 0 = r 0 (cos θ 0 , sin θ 0 ). By the assumption, we have r N 0 cos Nθ 0 = 1/t 0 and |θ 0 | < π/(2N). Now we choose a positive integer
and Γ(N ′ , θ ′ * ) ⊂ Γ(N, 0). Thus it is enough to show that
We remark that (5.1) is equivalent to
It is straightforward to check that Denote Θ D (c * , N, Γ) := sup x∈D∩Γ η R (x; c * , N). We next show that we can always assume that the relative curvature is not zero by taking N sufficiently large.
Lemma 5.2. Let c * ∈ C satisfy |c * | = 1, N be a positive integer. Assume that θ * satisfies η R (x; c * ,
Then there exist c ′ * ∈ C with |c ′ * | = 1 and a positive integer N ′ such that the relative curvature to
Proof. We first calculate the relative curvature explicitly. As before, in the new coordinates z = T (x − x 0 ), x 0 moves to the origin and the unit outer normal of ∂D at x 0 is transformed to (0, 1). We parameterize the boundary T (∂D − H(z) ) to a small neighborhood of z = 0, then we can parameterize the boundary Ξ(T (∂D − x 0 )) by ξ 2 = l(ξ 1 ). Obviously, we have l(z 1 ) = H(z 1 , m(z 1 )). Recall that
So we have l ′ (0) = 0 and
In other words, the relative curvature to η R (x; The proof is completed.
Conclusions
In this work, we present an enclosure type reconstruction method for identifying penetrable obstacle in acoustic scattering in two dimensions. Our main tool is the CGO solutions with polynomial phases for the Helmholtz equation. We construct these types of solutions from the harmonic functions via a transform introduced by Vekua. Doing so, we have a better description on the lower order terms of the CGO solutions. Our theory shows that we are able to reconstruct precise geometrical information of some penetrable objects by the boundary measurements or the Dirichlet-to-Neumann map.
To prove the main theorem, it requires a delicate analysis on solutions to the elliptic equation with piecewise smooth coefficients. Putting all estimates together immediately yields this lemma.
We remark that we can derive more elaborate asymptotic expansion of the CGO solutions in a similar way. For example, the asymptotic expansion of V ♯ h up to h 2 is
