The fast and accurate prediction of unsteady flow becomes a serious challenge in fluid dynamics, due to the high-dimensional and nonlinear characteristic. 
Introduction
High-fidelity modeling of unsteady flows is one of the major challenges in For each kind flow field feature map, the ConvLSTM layer predict the flow field feature map at future occasions based on corresponding feature maps of flow fields at previous occasions. The DeCNN layers copies the architecture of the CNN layers and reverses it. The DeCNN layers are used to represent the predicted low-dimensional features to high-dimensional output field, with the same dimension as input field. All the layers and connections used to build the hybrid deep neural network are described in detail as follows.
Convolutional layer
The convolutional layer's parameters consist of a set of learnable filters (or kernels), which have a small receptive field, but extend through the full depth of the passes of a regular convolutional layer. The effect of using deconvolutional layers is to decode low-dimensional abstract features to a larger dimensional representation. It should be noted that the deconvolution cannot restore the matrix before convolution, and can only restore the size.
Training Method of the Hybrid Deep Neural Network

Dataset Constructions
Because CNN are developed from the field of computer vision, we consider the goal of predicting the flow fields at future occasions based on captured features of flow fields at previous occasions in a similar fashion to approaches considered in deep learning for image-to-image regression tasks. Therefore the dataset used for training and testing networks should be image like dataset. The flow field information value at each moment should be distributed over evenly distributed grid points, like pixels.
We use high-precision numerical simulation to calculate the dynamic process of unsteady flow field and record the flow field information at each moment. The original quantities in the incompressible Navier-Stokes equations are nondimensionalized as follows:
to obtain a dataset for training and testing the neural network.
Training Algorithm
The root mean square error (RMSE) is used to evaluate the model performance,
i.e.  denote the predictions and numerical simulations at the node i and the time level t, respectively, and N represents the number of nodes on the full mesh.
 
Training the network is equivalent to minimizing the loss function in Eqn 5 to obtain the optimal all kernel parameters. The backpropagation method is implemented for training, which involves calculating the gradients of the loss function with respect to the learnable parameters. In the backpropagation method, the sensitivity of every layer is the variable to back propagate the loss in Eqn 5, which can be obtained in the literature [22] . Then, the gradients of the loss function with respect to the parameters of the network can be computed.
Adaptive moment estimation (Adam) is employed as the optimization algorithm for training the network [23] . In this algorithm, the exponential moving average is used to update the gradient vector and the squared gradient. Training of the network is carried out with the open-source software library TensorFlow [24] .
Results and Discussions
DNNs training
We apply the hybrid deep neural network described in the previous sections on Table 1 . The learning rate used in optimization is set as 0.0005. 
The flow around an airfoil
In order to further explore the applicability of the neural network structure, the neural network is used to predict the more complex unsteady flow field, the flow around 
Conclusions
This work tried to use one neural network to reduce the dimensionality of the This study show the potential capability of the novel hybrid deep neural network based reduced order model in the fast prediction of the unsteady flow. In future work, we will improve the network structure so that it can learn unsteady flow data in different Reynolds numbers and body shapes at the same time. The ultimate goal is to predict flow fields at the Reynolds numbers and body shapes, which are not included in training dataset. And the new method of using the hybrid deep neural network in fluid-structure interactions and flow control is also worthy of further study.
