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Hard sphere suspensions are well recognized model systems of statistical physics and soft 
condensed matter. We here investigate the temporal evolution of the immediate environment of 
nucleating and growing crystals and/or their global scale distribution using time resolved Small Angle 
Light Scattering (SALS). Simultaneously performed Bragg scattering (BS) measurements provide an 
accurate temporal gauging of the sequence of events. We apply this approach to studies of re-
crystallization in several different shear molten hard sphere and attractive hard sphere samples with 
the focus being on the diversity of observable signal shapes and their change in time. We demonstrate 
that depending on the preparation conditions different processes occur on length scales larger than the 
structural scale which significantly influence both the crystallization kinetics and the final micro-
structure. By careful analysis of the SALS signal evolution and by comparing different suggestions for 
small angle signal shapes to our data we can for most cases identify the processes leading to the 
observed signals. These include phase contrast form factor scattering from depletion zones during 
formation and overlap as well as during gelation, amplitude contrast form factor scattering by more 
transparent crystals, and structure factor scattering from late stage inter-crystallite ordering. The 
large variety of different small angle signals thus in principle contains valuable information 
complementary to that gained from Bragg scattering or microscopy. Our comparison, however, also 
shows that further refinement and adaptation of the theoretical expressions to the sample specific 
boundary conditions is desired for a quantitative kinetic analysis of micro-structural evolution.  
 
I. INTRODUCTION 
Colloidal suspensions of spherical particles are a well recognized model system for condensed matter 
physics in general and for crystallization studies in particular [1, 2, 3, 4, 5, 6, 7, 8, 9, 10]. Over the last 
decade, considerable progress in understanding several important details of the crystallization process has 
been reported as reviewed in [11]. Experimental access exploits the convenient colloidal structural length 
scale, i.e. the scale of the inter-particle distance, which is in the nanometer to few micron range. Most studies 
on the mechanisms and kinetics of colloidal crystallization were therefore conducted employing either high 
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resolution microscopy or Bragg scattering (BS) techniques. Microscopy yields information about individual 
particle positions and, thus, can reveal the involved mechanisms, while Bragg scattering observes large 
volumes with excellent statistics and therefore is best suited for kinetic studies. For instance, within both 
approaches a two step nucleation process has been established during which compactification and structural 
ordering occur on separate time scales [12, 13, 14, 15, 16, 17]. The two step process also influences the 
competition between crystallization and vitrification. In fact, in some cases a colloidal glass may be regarded 
as a dense packing of orientationally incompatible crystalline precursors [18, 19]. Further, solidification in 
mixtures [20, 21, 22, 23, 24, 25, 26] as well as heterogeneous nucleation were intensively studied [27, 28, 
29].  
In addition to the crystal structure, also the sample micro-structure, e.g. the arrangement, size and shape 
of crystallites, the defect pattern or a preferred orientation, are of great importance for the properties of 
solids. For colloidal solids, the micro-structure and its temporal evolution is well accessible by low 
resolution microscopy, such as Bragg microscopy [30, 23, 31, 32]. Further, suitable time resolved scattering 
methods may be employed to access the system evolution on intermediate length scales. This has been 
demonstrated already early by Ackerson and Schätzel [33] who used time resolved small angle light 
scattering (SALS) investigate crystallizing hard sphere suspensions. Typical length scales probed by SALS 
range from tens to hundreds of microns. As in microscopy [34], (scattering) contrast is provided either by 
fluctuations in refractive index or by local transmission changes due to scattering into the Bragg-regime. In 
their pioneering study the authors observed a ring-like scattering pattern at length scales corresponding to a 
few hundred lattice spacings. Angular averaging then yielded a peaked SALS signal. Ackerson and Schätzel 
interpreted their finding as evidence of the formation of a depletion zone about a growing crystallite of 
enhanced density as compared to the initial melt density. Together with the following series of papers, this 
was one of the first systematic studies on the crystallization kinetics of hard sphere suspensions [35, 36, 37]. 
Later, the interpretation of the SALS-signals was theoretically supported showing that they are generally 
expected for a local particle number density redistribution conserving average density over the volume of the 
fluctuation, but – depending on the refractive index variation and the growth mode of the fluctuation - may 
considerably differ in shape and intensity [38]. However, SALS studies remained rare and mostly date back 
more than a decade [39, 40, 41, 42]. In a more recent study, a combination of SALS with BS and microscopy 
was used to obtain insight in the unusual crystallization kinetics and micro-structural evolution of a short 
range attractive hard sphere polymer mixture prepared in the coexistence range close to the melting volume 
fraction [43, 44]. It nevertheless appears that in general the unique potential of SALS experiments to 
explicitly study the micro-structural length scale has not yet been fully exploited, mainly due to technical 
difficulties and challenges in signal interpretation.  
One main intention of the present paper therefore is to draw direct attention to the diversity of SALS 
signals observable during crystallization, the other to demonstrate the possibilities to obtain valuable 
complementary information about the evolution of the sample structure on different scales by combining it 
with measurements in the BS regime. A key point is the identification of different possible origins for SALS 
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signals during crystallization and we therefore compare to signal shapes suggested in literature. In fact, our 
present approach in data taking and interpretation draws strongly from SALS studies in other areas. For 
instance, depletion zone scattering seems to be responsible also for the formation of peaked signals during 
diffusion limited aggregation during the formation of isolated fractal aggregates in of sample coagulation 
[45, 46]. Also an additional length scale corresponding to steric cluster anti-correlation [47] may yield a 
peaked signal. Peaked signals are further well known from phase separation processes, e.g. spinodal 
decomposition [48, 49], where two homogeneous phases in sharp contact form a pattern with two 
characteristic length scales, namely the average linear dimension of a single phase and the repeat length 
scale. Their ratio and with it the peak shape, differ depending on whether the quench is critical or off-critical 
[49, 50]. Often, the shape of the signal stays constant in time and the scattering patterns superimpose, if 
scaled with the position and intensity of the maximum, qMAX(t) and IMAX(t). This has been termed dynamic 
scaling and implies a shape persistent self-similar scattering object which only grows in time, typically with 
a characteristic power law depending on the involved order parameter [51, 52, 53, 54]. However, not all 
peaked SALS signals show scaling [39, 45, 49] and a large fraction of SALS signals does not show a peak at 
all. For some cases, the latter can be related to an increased isothermal compressibility of the sample [55, 
56]. Most commonly, inhomogeneities in scattering power yield a form factor scattering from either phase or 
amplitude contrast. Its power law decrease at larger scattering vector then corresponds to the dimensionality 
of the scattering objects [57]. Finally, a peaked signal may become hidden by averaging over a broad 
distribution of the characteristic length scales or if an additional scattering process gains in importance, e.g. 
from gelation in addition to spinodal decomposition [49].  
Our study differs from previous crystallization studies employing SALS as we explicitly consider signals 
from samples taking known different solidification paths and thus deliberately allow for different signal 
origins. We therefore may ask how the SALS signal evolution depends on e.g. whether the sample shows 
fluid-crystal coexistence at equilibrium or has been prepared above the melting volume fraction or how the 
signal changes if weak or strong attractions of different range are introduced. In fact we demonstrate that for 
each of these cases characteristic SALS signals are observed which differ in both shape and temporal 
evolution.  
Second, for each sample a direct comparison of simultaneously taken data from the two different 
scattering regimes was performed. To the best of our knowledge, this has not been done before. Relying on 
the meanwhile well established sequence of crystallization events on the structural length scale, this enables 
us to use our Bragg measurements to create a reference time scale for the simultaneous SALS experiment.  
Third, by comparison to the simultaneously taken BS data and to models of the SALS signal we can for 
the first time discriminate differing origins for similar looking SALS signals as well as different kinds of 
SALS signals corresponding to different SALS objects present during different stages of crystallization. 
Refraining from previous attempts to interpret these data as evidencing processes mainly on the structural 
length scale, we gain new qualitative information about the sample micro-structure. Any quantitative 
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characterization of micro-structure evolution will, however, need additional systematic measurements and a 
refined modelling adapted to the specific circumstances. 
Finally, some of the experiments were performed on a machine originally reported by Heymann et al. 
[58]. This machine was well suited for the micro-structure evolution during the coarsening stage, because it 
was sufficient to identify the end of the main crystallization stage. For all other studies we used a refined 
version with diode arrays replaced by CCD arrays, which allowed to obtain a reliable temporal gauging with 
precision Bragg data also during the early stages of crystallization.  
The remainder of this paper is organized as follows. In Section II, we i) introduce our samples and their 
preparation followed by ii) a short discussion of the experimental set-up detecting SALS and Bragg 
scattering (BS) signals simultaneously. For a more detailed description the interested reader is referred to 
Appendix A. Section III presents i) the procedure of temporal gauging with the example of a HS sample 
prepared at coexistence and ii) a compares signal shapes and evolution in BS and SALS for all five 
investigated samples to obtain some basic information on their crystallization kinetics. In Section IV, we 
discuss on the observed SALS signal shapes and their origin. After i) some general remarks we compare our 
findings to theoretical suggestions for ii) samples in the fully crystalline state, iii) samples prepared at 
coexistence and iv) samples with late stage signals. We also v) address the question, of characteristic SALS 
signal types for different crystallization scenarios. We finish with some short conclusions. 
II. EXPERIMENTAL 
i) Samples 
HS crystals come in several close packed structures (face centred cubic, fcc; hexagonal close packed, hcp; 
or randomly stacked, rhcp) which show a slow ageing towards the equilibrium fcc structure [59]. The 
location of the first order freezing transition of monodisperse HS, however, is well defined and depends only 
on volume fraction,  [1, 3, 60]. Polydispersity may alter the exact positioning of the freezing and melting 
line, but it is only for large polydispersities that fractionation is encountered [61, 62]. With some non-
adsorbing polymer added, the system acquires an attractive contribution to the potential of mean force, with 
the range of the attraction depending on the polymer size and its strength on the polymer concentration. This 
so-called depletion interaction considerably changes both the phase behaviour and the crystallization 
scenario [6, 7, 8, 9, 10, 11, 24, 63, 64, 65, 66]. Fig. 1a displays a theoretical prediction for the phase 
behaviour of monodisperse hard spheres with added polymer as derived from computer simulations on a 
system with size ratio  = rg/a = 0.1, where rg and a are the radius of gyration of the polymer coils and the 
radius of the (swollen) colloidal particles, respectively [67]. Shown are the phase boundaries in the res –  
plane, i. e. the polymer-reservoir packing fraction – particle volume fraction plane. With increasing polymer 
concentration the coexistence region widens in a characteristic fashion with a pronounced step-like feature in 
the volume fraction of the coexisting solid at res  0.05. Fig. 1a also illustrates the choice of preparation 
conditions made for the present study in order to cover a broad range of different crystallization scenarios. 
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Open diamonds represent the locations of the melt volume fractions, 0, of our samples HS1 to AHS2, while 
stars represent their measured crystal volume fractions, Crystal. Comparison of the respective locations 
indicates the amount of crystal compression, which, as expected, is large for AHS2 with 0 < M. Crystal 
compression is only small for the other samples prepared either in the fully crystalline state (0 > M, HS2), 
or just below the melting volume fraction (HS1), or at an res yielding only a marginal widening of the 
coexistence region (AHS1, AHS3). We note, that also our third attractive sample (AHS3) of low polymer 
content, res  0.077, and 0 < M showed only mild crystal compression [43, 44, 65]. It differs from AHS1 
and AHS2 by its much smaller range of attraction (c.f. Tab. I). 
While for a given volume fraction the equilibrium crystal structure of colloidal HS is fixed, the crystal 
micro-structure can be varied by several other factors. For instance, it is strongly influenced by gravity 
introducing changes in morphology, gradients of particle concentration and/or stratification [68, 69, 70, 71, 
72, 73, 74]. To minimize such effects, we carefully buoyancy-matched our systems. We used 1:30 cross-
linked Polystyrene (PS) micro-gel spheres which have been synthesized by the group of E. Bartsch and are 
representative for a large class of similar particle systems [24, 28, 43, 44, 75, 76]. Tests of their hardness of 
interaction employing oscillatory rheological measurements following [77] return coefficients of an inverse 
power potential. For 1:10 (1:50) cross-linked systems, we typically find n = 90-100 (n = 40-50) at a swelling 
ratio, Vswollen/Vdry, of 2.2-2.8 (5-6) [78, 79]. From a simple interpolation of n versus swelling ratio we here 
expect n = 70-80 for the present particles with Vswollen/Vdry  3.  
For a detailed description of synthesis and sample preparation we refer to [24, 28]. Our stock for HS1 to 
AHS2 is a freeze dried powder of 1:30 cross-linked particles with dry radius of 276 nm and a polydispersity 
index of  = 0.072 as obtained from TEM measurements. Particles were re-suspended in 1-Ethylnaphtalene 
(1EN) to achieve a good match of both mass density and index of refraction (nD,PS = 1.599, nD,1EN = 1.606, 
PS = 1.05 g/cm3, 1EN = 1.008 g/cm3). The particles swell in this good solvent over a time span of two weeks 
to a final hydrodynamic radius of about a = 0.395 µm. Note that swelling further improves the matching. 
This is readily seen in Fig. 1b. Even a month after solidification, one hardly notes the meniscus in AHS1 at 
coexistence, indicating that most of the fluid is still contained in the grain boundary regions and not 
separated by crystallite settling. During the crystallization experiments, no sedimentation effects were 
discernible at all. 
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Fig. 1: Sample characteristics. a) Locations of investigated samples HS1 to AHS2 in the  - ηres – plane 
of the phase diagram. Solid lines are redrawn from [67] and denote the boundaries between the fluid (F), 
coexistence (F+S) and solid (S) regions of the phase diagram for monodisperse HS with ξ = rg / a = 0.1. 
Open diamonds denote initial volume fractions of the meta-stable melt, stars denote final crystal phase 
volume fractions; blue: HS1; violet(from bottom to top): HS2, AHS1, AHS2. Note the significant crystal 
compression occurring at large polymer reservoir volume fraction. b) Buoyancy match and crystal settling in 
samples HS1 to AHS2 as seen in cells of 10 mm width four weeks after last homogenization. Only for AHS2 
an extended zone of fluid ordered supernatant is visible.  
Samples investigated are compiled in Tab. I. For the pure HS samples, phase boundaries (in terms of 
weight fraction) were determined using the method of Paulin and Ackerson [80] and then mapped onto the 
theoretical freezing line (in terms of volume fractions) for polydisperse HS with  = 0.072 (ΦF = 0,521, ΦM = 
0,572 [81]). HS1 and HS2 represent HS with start volume fractions 0, below and above the experimental 
melting volume fraction M = 0.548, respectively. The final volume fractions of the crystal phase were 
calculated from the position of the (111)FCC Bragg reflection in q-space, qMAX, as: crystal(t) = 2(qMAX a)3 / 
(9 3 2) [82]. Further, q = 4n/0 sin(/2) is the modulus of the scattering vector with laser wave length 0, 
refractive index of the suspension n, and scattering angle  (see also below).  
To HS2 different amounts of non-adsorbing polystyrene of molecular weight of Mw = 819000 g/mol (PSS 
Polymer Standards Service GmbH, Mainz, Germany) were added to obtain the attractive samples AHS1 and 
AHS2. Employing the light scattering based data of [83], the manufacturer determined MW was converted to 
a radius of gyration of rg = (40.6 ± 1.0) nm yielding a size ratio of ξ = rg / a = 0.102. The polymer reservoir 
a) 
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concentrations ηres were calculated following [63]. The stock for AHS3 contains 1:10 crosslinked PS-micro-
gel particles of dry radius 300 nm and a polydispersity index of  = 0.06. The swollen radius is a = 380 nm 
and, from synthesis, about 2% w/w of PS oligomers with a molecular weight of Mw  1074 g/mol are present 
in the suspension. This results in a size ratio of ξ = 0.008. 
Table I: Samples and sample properties. Samples HS1 to AHS2 are 1:30 cross-linked Polystyrene (PS) 
micro-gel spheres suspended in buoyancy and refractive index matching 1-Ethylnaphtalene (1EN). a: 
swollen radius of particles; : polydispersity index; 0: start volume fraction of the meta-stable melt; Crystal: 
final volume fraction in the crystal phase; res: reservoir volume fraction of polymer, ξ: size ratio, data for 
AHS3 are reproduced from [43, 44]  
Sample/Lab 
Code 
a / nm  Φ0 Φcrystal ηres ξ 
HS1/KS15 395 0.072 0.5445 0.549 0 - 
HS2/ K9RP 395 0.072 0.5822 0.585 0 - 
AHS1/ K9RP 395 0.072 0.5856 0.605 0.0822 0.102 
AHS2/ K9RP 395 0.072 0.5863 0.688 0.148 0.102 
AHS3/Mn4 380 0.06 0.54 0.540 0.077 0.008 
     
ii) Light scattering instrument and data processing 
Schätzel and Ackerson’s early instrument consisted simply of a screen placed behind the laser-illuminated 
sample and observed with a video camera [33, 35, 36, 37]. Later, a second camera monitoring turbidity 
allowed characterizing the scaling of the SALS peak [39, 40]. The first instrument for simultaneous BS and 
SALS [58] used two photo diode arrays rotating about the optical axis to capture the complete 2D-scattering 
pattern in both regimes. Azimuthal averaging significantly improves signal statistics. Further it leaves the 
delicate samples mechanically undisturbed, which is particularly important for studying the still fluid crystal 
environment during solidification. We therefore use this approach for our experiment. However, we employ 
eight CCD array detectors, which considerably enhance angular resolution, as was first demonstrated by 
Francis et al. [84] for the BS-regime.  
Fig. 2 shows a schematic side view of our set-up. Illuminating optics, sample stage, BS and SALS 
detection systems are mounted to a sturdy rack placed on a vibration isolating table. Both detector units 
rotate about a common axis defining the system’s optical axis (dashed line). The ball bearing bedded rails for 
each detector set are mechanically coupled and synchronously driven by a computer controlled stepper motor 
[AMIS, Germany] with suitable home built gearing. For a more detailed description the reader is referred to 
Appendix A. 
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Fig. 2: Schematic side view of the combined BS and SALS experiment with components indicated. There 
are six CCD detectors on four rotating curved rails to detect the BS signal and two for the SALS signal. 
Rotation of both detection systems is mechanically coupled and driven by a single computer controlled 
stepper motor.  
Time resolved static light scattering experiments on crystallizing samples follow an established protocol. 
Prior to the experiment, samples are kept in a shear molten homogenized state on a tumbling wheel for at 
least 24 hours. Taking the sample off the tumbler and mounting it to the instrument takes about one minute. 
Start of the instrument defines t  0. Scattering signals from both regimes are monitored at increasing time 
intervals for up to 40 hours. The raw SALS signal is corrected for background contributions, this time by  
subtracting the first measurement I(q,0): ISALS(q,t) = I(q,t) – I(q,0) [36, 42]. This neglects any significant 
contribution of scattering from the melt to the SALS signal which would disappear during crystallization. At 
low q, the melt structure factor for homogeneous samples, S(q), approaches a value S(0) = kBT, where  is 
the particle number density,  denotes the isothermal compressibility and kBT is the thermal energy. For pure 
HS systems S(q 0) is independent of q, very low and hardly different for melt and crystal phase. The 
difference between melt and crystal scattering may therefore be neglected in isolating density 
inhomogeneities due to an evolving micro-structure. For AHS, the situation is somewhat different. Again, 
over the investigated q-range, S(q) is fairly independent of q, but it may attain a much larger value than for 
the crystalline phase [55, 56]. The changing melt scattering contribution may therefore become non 
negligible. We take up this point again below in the discussion of AHS3. In the BS regime, scattering 
contributions from the melt and the crystalline phase superimpose, but now display markedly different q-
dependencies. However, at t = 0, only the meta-stable melt contributes. Following [82], we therefore isolate 
the crystal scattering contribution by subtracting the first measurement, I(q,0), from the recorded intensity:  
IXtal(q,t) = I(q,t) −(t)I(q,0), with (t) being a scaling factor representing the decreasing fraction of melt.  
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III. SIMULTANEOUS MEASUREMENT OF BRAGG AND SMALL ANGLE SCATTERING  
i) Discrimination and Calibration of time scales 
The main difference of the present approach as compared to previous BS & SALS measurements is to use 
the precision BS data to construct a temporal gauge for the SALS data. From this calibration of 
crystallization processes at the structural length scale we will obtain a basis for the interpretation of the 
SALS signal. This has to be done for each different situation separately and the principle is now 
demonstrated using the example of a HS sample at coexistence. The scattering patterns of HS1 are displayed 
for both the BS and the SALS regime in Figs. 3 a and b, respectively. Both figures are divided into panels 
(A) to (C) each comprising a characteristic stage of the crystallization process. We note that this 
discrimination is solely based on the features directly visible in the scattering patterns.  
In Fig. 3a we see the typical temporal evolution of the crystalline BS intensity distribution for a random 
stacking of hexagonal close packed layers (r-HCP) [85]. Note, that only the two relevant q-ranges are 
displayed which show on the left the fine structure of the principle peak and on the right the higher order 
peaks. As compared to the original instrument the present angular resolution was increased from q  0.9 
µm-1 to q = 1.41 10-3 µm-1 per data point with a low noise level and a large dynamic range. Such fine 
resolution has been shown to allow for a peak by peak analysis of the BS data with a high temporal 
resolution and good statistics [19, 28, 65, 82, 84, 86]. For early times (A) a fuzzy, broad main peak develops, 
caused by the simultaneous formation of bulk precursors and wall crystals [12]. Later in (B), the signal 
obtains a defined substructure. One discriminates a first (100)HCP-, a main (111)FCC-peak and a third peak in 
between which stems from crystals nucleated with their (111)FCC lattice plane at the container walls 
(heterogeneously nucleated wall crystals [28, 41]). At the same time the higher order (220)FCC and (311)FCC 
peaks become visible as well. The first occurrence of (220)FCC indicates a well ordered 3D FCC structure 
without any wall crystal contribution. It is discriminated from the following stage shown in (B’) in which a 
(101)HCP-peak emerges while the wall crystal peak stops evolving further and is submerged between the 
(100)HCP and the main (111)FCC reflection. In fact, a preferred and strong intensity increase of the (111)FCC-
peak and of the higher order peaks is observed, while the intensities of both the (100)HCP and the (101)HCP-
peak increase much slower. This indicates a relative reduction in the fraction of ABA stacking sequence in 
favour of ABCA stacking. Further, one notes a pronounced shift of the peak position towards lower q-values 
corresponding to a decrease in particle density going from initially highly compressed precursors to growing 
crystallites [82, 86]. Finally, (C), the Bragg scattered intensity nearly saturates with a small, constant amount 
of equilibrated fluid remaining.  
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Fig. 3: Evolution of the scattered intensity with time of sample HS1 with time colour coded in each panel 
from small (blue) to large times (red). (a) In the BS regime, the final scattered intensity from crystals IXtal(q,t) 
shows five well defined crystalline peaks which are attributed to r-HCP crystals in the bulk and at the wall. 
Four stages of their evolution in time may be discriminated. (A): precursor stage with the appearance of 
amorphous precursors in the bulk and at the wall; (B): transition stage from induction to crystallization with 
first appearance of bulk crystallites and growth of wall crystals; (B’): main crystallization stage with 
conversion by crystal nucleation and growth in the bulk and (C): ripening stage. (b) The SALS-signal shows 
two distinct signal types, a narrow peak-like structure at small q and a broad peak-like structure that first 
grows then declines with its maximum position steadily shifting towards lower q (as indicated by the 
arrows). Again, the three  time regimes (A) to (C) can be well discriminated. 
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In Fig. 3b we display the simultaneously measured results from the SALS regime. Also here we draw 
from an enhanced angular resolution as compared to the original instrument but further exploit the shift of 
the detection range towards lower q. This allows to demonstrate that the shape of the SALS signal changes 
significantly throughout the crystallization process from (A) to (C). Already for very early times (A) the 
SALS signal shows a clear increase in intensity in the q-range q < 0.06 µm-1. This signal comprises of a 
pronounced peak-like structure at small q < 0.015 µm-1 and a more gentle increase of the intensity for q > 
0.015 µm-1. This signal shape is retained throughout stages (A) and (B). The increase in overall intensity is 
fast throughout (A) but significantly slower during stage (B). An additional, initially rather broad, peaked 
feature emerges during (B’) at large q (0.018  q  0.06) µm-1 which quickly gains intensity. It 
simultaneously sharpens to form a pronounced SALS peak in which the small-q feature seen during (A) and 
(B) is successively submerged. The position of its maximum continuously shifts towards lower q as indicated 
by the arrow. It reaches q = 0.02 µm-1 at the end of the (B’) stage of the BS data. Interestingly, the SALS 
signal further changes during (C), while the evolution of the BS signal has already come to a halt. The SALS 
peak position continues to shift towards lower q, but now the overall intensity decreases.  
To compare the temporal evolution in both regimes, we start by looking at the integrated intensities I(t). 
For the BS regime we calculate the overall intensity IBS(t) of the group of the first three Bragg peaks 
((100)HCP, (111)FCC and (101)HCP) within the q-range of (8.1 to 10.5) µm-1. For the SALS signal, ISALS(t), we 
integrated over the complete accessible SALS q-range. Fig. 5a compares the integrated intensities for both 
regimes in a linear (Fig. 5a) and in a double logarithmic fashion (Fig. 5b). After an initial lag time of some 
25 min the BS signal gains rapidly in strength to saturate after some 200 min. Quite differently, the SALS 
signal shows an initially weak increase, followed by a rapid increase and a decrease after some 200 min. 
Although the signals differ qualitatively, the temporal evolution of the two data sets is clearly correlated. 
Further, the BS signal neatly corresponds to the two step nucleation scenario also observed on other HS 
systems [36, 37]. This novel crystallization scheme was originally suggested in [12], later confirmed in 
extensive computer simulations [13, 14, 15] and by confocal microscopy [16]. As of now, it seems well 
established that crystallization of HS follows a scenario involving several steps [11, 28]. In this scenario, 
amorphous precursors are formed first, which then convert to crystals which grow and further increase in 
number by parallel nucleation from the remaining melt, until finally the sample enters a coarsening regime, 
in which the amount of crystalline material stays constant but the microstructure develops further through 
ripening processes.  
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Fig. 4: Temporal evolution of integrated scattered intensities of the (111) BS peak group (diamonds) and 
the SALS (triangles) regime. a) Linear representation with the SALS data multiplied by a factor of 10 for 
clarity; b) double logarithmic representation. Where possible, the corresponding power laws for the 
temporal evolution are indicated. The stages (A) to (C) are indicated and separated by vertical dashed lines. 
IBS is constant at a low, noisy level during (A), shows a strong increase during (B) and (B’) and a plateau 
during (C). ISALS was obtained from integrating over the complete SALS q-range. It shows a power law like 
growth during (A) and (B), a steeper increase during (B’) and a decrease during (C). The integrated 
intensity peaks at the transition from the conversion to the ripening stage.  
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Fig. 5: Determination of characteristic times. a) Onset of the main SALS signal. Squares: SALS 
intensities integrated over the complete q-range. Solid line: square root fit to the data for t  35 min 
(indicated by dashed vertical line). Diamonds: experimental data after subtraction of fit; The main signal 
emerges from the noise level at t  50 min. b) Transition from the main crystallization process to the 
coarsening stage. Data normalized to their maximum values.  
A closer look at the data reveals that the start of stage (B) at about 25 min is clearly seen in the BS regime 
from the first appearance of higher order peaks. An onset of stage (B’) is less visible due to the initially small 
signal to noise ratio for the (101)HCP-peak and the continuous increase of intensity for all other peaks in Fig. 
3a. Further also the integrated BS intensities in Fig. 4b show a large scatter. The situation is somewhat more 
defined for the SALS signal. Fig. 3a is suggestive of an early rise in integrated intensity which tends to slow 
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and is superseeded by the strong rise in intensity during the main crystallization stage. In Fig. 4 one notes 
that the SALS data can be well approximated by a t0.5 power law increase at early times. The development of 
the SALS signal is shown enlarged for early times in Fig. 5a. Note that there is no change of the temporal 
development in this signal at 25 min, rather, the pronounced increase occurs at some later time. Referring to 
the evolution of signal shape seen in Fig. 3b, we assume that this signal is composed of two superimposed 
signals. Several fit functions were tried for the early time data. We found that only a square root function 
decsribed the SALS data taken for t  35 min well. To discriminate the onset of the second signal, we then 
subtract the fit function from the data. The thus isolated main SALS signal emerges from the noise level at t 
 50min (Fig. 5a). The same characteristic time is found, if we fit two power law functions to the SALS data 
of Fig. 4b for the stages before and after the kink and determine their crossing point. Both fixes the onset of a 
stage (B’) to t  50min. The choice of the fit range induces a systematic uncertainty of about four percent. 
Most important, this new stage is seen in the SALS signal only and therefore denotes a micro-structural 
process independent of the crystallization processes occurring on the structural length scale. 
Fig. 5b shows a comparison of integrated intensities with data normalized to their maximum values for 
the time window corresponding to the transition from stage (B, B’) to stage (C). The transition is rather 
broad. Further, the early SALS data contain a dominant contribution from the initial small-q signal. While 
the data neatly coincide across the transition period, a quantification of cross-over times appears to be 
difficult. Still, the crossing points of power law fits to the data for the different BS reflections and the SALS 
maximum more or less coincide with a variation between 140 min (220) and 170 min (111 & SALS). Such a 
variation is significant, since the systematic errors of the fit procedure are about ten percent. This shows that 
i) the transition from stage (B) to stage (C) is not exactly abrupt. This supports previous observations that, 
growth and coarsening processes may occur simultaneously [86, 87]. ii) crossover times are not exactly 
coinciding. This is indeed expectable since SALS and different BS peaks monitor different processes. In BS 
both the total amount of crystal (dominantly within the low-q peaks) and the crystal quality (dominantly for 
the higher order peaks) contribute. For SALS we monitor the micro-structural development, thus e.g. an 
overlap of the depletion zones formed around growing crystallites may occur independent of the termination 
of crystal growth. iii) For HS1 and other pure HS samples in the upper part of the coexistence region, the 
start of the decrease of the SALS signal coincides with the crossover time determined from the low-q BS 
peaks as indicated by the arrows in Fig. 5b. This points to a coupling of structural and micro-structural 
processes for HS1 but may not necessarily be the case for other samples (see below).  
Following [28], we use the BS data to order and label the sequence of processes on the structural length 
scale. We label the first stage (A) as “induction” and its scattering features are attributed to precursor 
formation. The next stages (B) and (B’) together are labelled “crystallization” and interpreted as the 
conversion of precursors and melt to crystalline phase by further nucleation and crystal growth. The final 
stage (C) is labelled “ripening” and its spectral features are explained by coarsening processes in the 
crystallized sample. We stress that with the improved BS angular resolution this gauging can be performed 
for any crystallizing sample. The discrimination between (B) and (B’), however, is hardly possible on the 
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basis of the BS data alone, but may be performed utilizing the SALS data. Thus one may define (B) 
beginning with the first appearance of crystalline ordered regions as visible by higher order Bragg reflections 
and (B’) starting with the appearance of the peaked SALS signal due to some micro-structural process.  
 
ii) Comparison of the evolution in signal strength and shape for differently prepared 
samples 
The data shown above for HS1 are typical for pure HS in the upper part of the coexistence region. 
Samples prepared under different conditions show different signals. In any case, however, the temporal 
gauging based on the simultaneously measured BS data can be performed and employed in their analysis. 
The characteristic times as extracted from the BS data gauging are displayed in Tab. II. An overview on the 
SALS signal shapes and the evolution of the integrated intensities in the two scattering regimes is presented 
in Fig. 6 for all investigated samples. Integration was carried out over the complete q-range for the 
background corrected SALS signals and for the low-q peak group, i.e. the q-range covering the (111)FCC, the 
(100)HCP and the (101)HCP reflections in the background corrected BS signal [82]. In Fig. 7 the integrated 
intensities are normalized to their maximum values for comparison. The SALS signals differ in shape and 
temporal development for the different samples. Further, I(q,t) is seen to differ for BS and SALS. The two 
regimes therefore contain complementary information on different aspects of the solidification process. A 
unique interpretation of all different SALS signals e.g. in terms of a crystallite size seems very difficult [88]. 
Any specific interpretation will need a suitable model for the SALS signal origin and additional information 
from either the BS data and/or microscopy. This will be attempted in the next section. 
 
Sample tind / min
 tcross / min 
HS1 24 170 
HS2 9 56 
AHS1 160 520 
AHS2 650 2600 
AHS3 (This work / [42, 43]) - / - 52 / 9 
Table II: Characteristic times. tind: induction time marking the onset of stage (B); tcross: crossover time 
marking the transition from the crystallization (B/B’) to the ripening stage (C) as obtained from the 
integrated intensity saturation of the low-q group of reflections. The systematic uncertainty in this procedure 
ranges between ten percent for HS1 and some fifty percent for AHS2. For sample AHS3 no (A) stage is 
discernible. Further, we also quote the result obtained for AHS3 in [42, 43] from the evaluation of the (220)-
reflection which is not affected by wall crystal growth and twinning issues. The value of 9 minutes thus 
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reflects the end of crystal growth, while the value of 52min reflects the saturation in crystal quality. Note the 
significant shift of time scales towards larger values occurring with increasing polymer concentration for 
samples HS2 to AHS2 and with lower degree of meta-stability for samples HS2 to HS1.  
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Fig. 6: Comparison of samples HS1 to AHS3. Note the increased q-space resolution in a, c, e and g as 
compared to i, which was taken with the previous setup. Left column: evolution of the SALS signal from early 
times (blue) to late times (violet) as indicated. HS1 and AHS1 show peaked signals  which first gain then 
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loose intensity. HS2 shows a signal for which the intensity decreases monotonously with q and increases 
monotonously with time. AHS2 shows a signal of complex and time dependent shape with a non monotonous 
intensity development. AHS3 again shows a peaked signal, however of continuously increasing intensity. 
Note that here the peak appears at a larger q-scale than for HS1 and AHS1. Right column: comparison of 
the temporal development of BS and SALS integrated intensities, normalized to their maximum values. Solid 
black lines are guides to the eye of power laws with the corresponding exponents indicated. The BS signal 
intensity shows a sigmoidal shape for HS1 and HS2. It shows a step-like behaviour for AHS1 and AHS2. 
Note that a significant slowing of the overall dynamics is observed for these three samples of same  when 
the strength of attraction is increased. For AHS3 the earliest times are not recorded and only the upper part 
of a presumably sigmoidal shape is visible. The SALS signal intensity for HS1 shows two steps. For HS2 it is 
strictly parallel to the BS signal intensity. For AHS1 the rapid intensity increase during (B) is followed by a 
slow decrease during (C). For AHS2 the decrease was followed for only four days, but it appears to be more 
pronounced. For AHS3 an increased SALS intensity becomes discernible only long after the beginning of 
coarsening (C). This sample was investigated still using the previous machine of Heymann et al. showing a 
much lower angular resolution. The analysis in [43, 44] revealed a power law increase in the integrated 
intensity with a coarsening exponent   1/3 corresponding to a conserved order parameter.  
 
IV. DISCUSSION OF POSSIBLE ORIGINS OF SALS SIGNALS 
i) General considerations 
All observed scattering ultimately relies on the scattering contrast of individual colloidal particles and the 
distribution of the colloid density fluctuations. Descriptions based on this have been derived covering both 
the BS and the SALS regime [89]. In the following we use a description treating SALS and BS on the same 
footing, but separately [90]. This allows to account for different scattering mechanisms and detection 
schemes in the two regimes. As usual, for spherical scatterers at any given q in each regime, the scattering 
intensity, I(q), factorizes according to I(q) = I0(q) N b2(0) P(q) S(q) H(q) [5, 11]. Here, I0(q) is proportional to 
the illuminating intensity I0 modified by the details of the experimental set-up. This apparatus function 
differs for the two experiments but is constant in time. N is the number of scattering objects in the scattering 
volume, b2(0) is the single object scattering cross section as determined for q = 0, P(q) = b2(q)/b2(0) is the 
form factor of a scattering object, S(q) is the static structure factor reflecting the spatial correlation of 
scattering objects and H(q) is a shape factor characterizing a spatial region of homogeneous structure. Note, 
that this general description can be applied for both BS (where the scattering objects are colloidal particles) 
and SALS (where the scattering objects are medium scale fluctuations of some kind). For non-spherical 
objects like e.g. for aligning rods or preferentially oriented anisometric crystals P(q) and S(q) do not 
factorize.  
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For BS, the measured intensity is background corrected and the scattering of crystals is isolated by 
subtracting the fluid signal [82]. N is then given by the number of colloidal particles in favourably oriented 
crystallites and increases in time. The structure factor S(q) in this regime is a constant series of delta 
functions and is convoluted by the changing crystallite form factor H(q) allowing an interpretation of the BS 
peak widths in terms of crystallite sizes [91]. For SALS, N is given by the number of large scale objects 
providing a time dependent bSALS2(0,t) and PSALS(q,t) through their time dependent particle density 
distribution and/or BS scattering cross section. Note that for any given SALS scattering object bSALS2(0) may 
originate from both phase and amplitude contrast. Several choices are possible for PSALS(q,t). One may e.g. 
employ Furukawa’s function, which reads: P(Q) = (1 + /2) Q2 / (/2 + Q+2) with Q = q / qMAX(t) and the 
free parameter  which depends both on the dimensionality, d, of the scattering object and on whether the 
quench is critical ( = 2d) or off-critical ( = d+1) [49, 57]. Derber et al. derived a function corresponding to 
a growing crystal surrounded by a growing depletion zone under the assumption of overall mass 
conservation [38]. For signals due to pure amplitude contrast between Bragg scattering crystals and 
surrounding melt one may employ Rayleigh-Debye-Gans form factors for spheres or disks. Finally, The 
SALS structure factor is 1, unless there evolves an ordered micro-structure and there is no H(q)-analogue for 
the SALS case except for the shape of the illuminated volume. Fig. 7 shows a comparison of exemplary 
SALS signal shapes expected for different SALS objects. Peaked signals are expected for spinodal 
decomposition type conversion and for crystals with depletion zone, monotonously decaying signals for solid 
spheres in a homogeneous matrix. Next, we will first discuss the unpeaked signal of HS2 and then the 
peaked signals. 
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Fig. 7: Comparison of different theoretical SALS signal shapes. Furukawa function for different 
dimensionalities of self similar SALS objects with sharp scattering contrast boundaries. Dimensionality 
increases from top to bottom (solid lines); Derber’s function for a solid sphere surrounded by a diffusional 
depletion zone calculated with mass conservation [38] (dotted line). These are plotted versus Q = q/qMAX. 
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Also shown are Rayleigh-Debye-Gans form factors for solid spheres of different radii, R, (dashed lines) 
plotted versus qR. R increases from top to bottom. 
ii) Fully crystalline pure HS samples (HS2) 
The SALS signal shape of HS2 remains unpeaked throughout all stages. Its intensity decreases steadily 
with increasing q. Moreover, it increases in time in remarkably close agreement with the BS intensity. From 
the analysis of the BS signal we further know, that the integrated intensities of both the 111 group of 
reflections and the 220 peak which is void of wall crystal contributions increase roughly with t4, indicating 
reaction controlled growth and simultaneous nucleation at constant rate density [88]. Since under such 
conditions no extended depletion zones evolve [38], we do not expect the SALS signal to be peaked. Rather 
we suggest, that it is due to form factor scattering at the growing crystals. Form factors have their maximum 
intensity at forward scattering, for q = 0. Averaging over differently sized crystals washes out the minima of 
P(q) present for each individual crystal (c.f. Fig. 7). Increase in crystal size with time will increase the 
scattering intensity.  
In principle, the SALS contrast may result from both phase and amplitude fluctuations. The former is well 
known from conventional static light scattering [1]. In SALS we consider the altered refractive index within 
a crystal as compared to the surrounding melt leading to the form factor of a sphere. To obtain the signal for 
the complete sample we assume the superposition of the individual form factors of all growing 3D 
crystallites. Amplitude contrast is well known from bright field microscopy but has rarely been considered in 
connection with light scattering on crystallizing samples. Interestingly, a randomly oriented crystal will in 
general not fulfill the Bragg condition and therefore will scatter much less than the surrounding fluid. Only if 
it meets the Bragg condition, it may – depending on its thickness –  scatter much more efficiently [92]. For a 
suspension of randomly oriented optically thin crystals one therefore expects the transmission to increase 
during solidification. This in fact has been exploited to study the nucleation rate density of charged colloidal 
suspensions [93]. SALS signals in addition contain information about the scattering object’s shape and 
dimensionality equivalent to the information contained in a B/W-image of the sample obtained in bright field 
microscopy. For our case of randomly oriented crystals we therefore expect a superposition of N individual 
form factors of 2D discs. To discriminate between the two possible contrast mechanisms, we display in Fig. 
8 the SALS signals of HS2 normalized to one at q = 0.05 µm-1 in a double-log plot. We compare them to 
Rayleigh-Debye-Gans form factors [57, 89] for i) solid 3D spheres of radii R = 80 µm and R = 60 µm (red 
circles and squares, respectively) and ii) to the form factor of a circular 2D disc with R = 80 µm (black 
diamonds). Clearly, the calculated curves for the 3D objects fail to reproduce the data in the large-q regime, 
while the disc form factor describes the data remarkably well. This clearly shows that for HS2 amplitude 
contrast is responsible for the formation of the SALS signal.  
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Fig. 8: double-log plot of the SALS data of HS2. The superimposed data show a large-q power-law decay 
with an exponent close to 2. Red squares and circles show sphere form factors calculated within Rayleigh-
Debye-Gans approximation for radii of R = 60µm and R = 80µm, respectively. Black diamonds denote the 
form factor for opaque circular discs of R = 80µm. The agreement to the latter is convincing and we 
conclude that our SALS signal in HS2 corresponds to scattering from disk shaped objects of diameter 2R and 
thickness t << 2R observed on scales 2R > 1/q > t [57].  
Further, also the early stage SALS signal observed for sample HS1 displays a q-2 decay for 0.03 µm-1 < q 
< 0.1 µm-1. In fact, such a signal is often observed for samples prepared at equilibrium coexistence. It is 
much rarer for samples above equilibrium coexistence. Its origin remains unsettled. However, following the 
discussion above we feel that it might result from local transmittance changes at wall nucleated crystals 
appearing immediately after the quench at the hard container walls. These precede any bulk crystal formation 
and their fraction dominates the total crystallinity at early times. By contrast, above coexistence, wall 
crystals are rarely growing to a well visible extension and thus should not yield a significant SALS 
contribution.  
Finally, the noise on the signals in Fig. 8 appears to be correlated. We checked that this effect of a 
correlated sinusoidal substructure is present in practically all spectra of a single crystallization experiment, 
but the noise is not correlated between different crystallization runs on one sample, nor between runs on 
different samples. This may indicate a systematic origin either introduced by subtracting the first run or due 
to Fresnel diffraction within the samples or sample cells. Since, however, the relative amplitude of this noise 
is acceptably small, we neglect it in the further discussion.  
RB, MF, TP, HJS    20     11/05/2015 
iii) Samples at coexistence (HS1, AHS1 and AHS2) 
The development of the SALS signal of samples prepared at equilibrium coexistence is very similar. In all 
cases a broad, peaked feature gains in intensity and shifts slightly towards the lower q. Samples however 
differ in the correlation of the SALS peak development and the development of signals in the BS regime, and 
further also in the position of the peak. AHS3 develops the peak only way into stage (C) and is therefore 
discussed separately in the next section. HS1, AHS1 and AHS2 show an increase in peak intensity during 
stage (B). Later, during stage (C), the intensity decreases again. HS1 and AHS1 show a pronounced peak 
with (0.02 < qMAX <  0.04) µm-1, while the maximum for AHS2 is rather shallow and found at qMAX < 0.02, 
µm-1 much closer to the origin.  
To determine the positions and heights of the maxima, we fitted Furukawa functions [49, 50] to the 
scattering signals of Fig. 6a, e and g and assign IMAX(t) and qMAX(t) to the maxima of the fit curves. In Fig. 9 
we re-plot the SALS signals of samples HS1 and AHS1 (Fig. 6a and e) scaled by IMAX(t) and qMAX(t) as 
obtained from the fitting procedures with Q = q/qMAX. When the intensity becomes significantly larger than 
the noise level during (B’) the signals superimpose in the peak region and at larger Q > 2.4. For the range 1.2 
< Q < 2.4 the experimental curves show a small but significant and systematic increase in scaled intensity 
with time (Fig. 9a and b). During (C) the intensity in the high-q-tail Q > 2.4 starts to increase as well for both 
samples (Fig. 9c and d). To be more specific, only the slope increases, the curves still approaches zero for 
larger Q.  
We compare the scaled signals to Furukawa functions [50] for 3D-SALS objects after critical quench ( = 
6), 2D-SALS objects after critical or 3D SALS objects after off-critical quench ( = 4) and 1D-SALS objects 
after off-critical quench ( = 2). We further compare to Derber´s form factor of a crystal with homogeneous 
density M and radius R and a diffusive depletion zone starting at R with M and relaxing outward towards 
0 (dashed line) [38]. We note that all function types describe the peak region fairly well.  
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Fig. 9: Rescaled SALS data of samples HS1 (left column) and AHS1 (right column) taken at times as 
indicated. Upper row: stage (B); lower row stage (C). The data tend to collapse to a single curve during the 
main crystallization stage (B), but not during coarsening (C). We further compare the signal shapes to 
scaling functions proposed in the literature: Furukawa function for  = 2, 4 and 6 as indicated and Derber’s 
form factor of a spherical crystallite with a diffusive depletion zone. 
Not for very early times throughout stage (B), but only after some time (ca. 65 min for HS1 and 200 min 
for AHS1), both samples can be equally well described by either a Furukawa function with  = 6 and 
Derber’s function. The pronounced minimum of the Derber function, however, is never observed: even 
though HS1 at 65 min displays some indication of an oscillation, it is of too small frequency. The minimum 
occurs, because the form factor of only one single object (crystal + depletion zone) is calculated, which 
neglects the polydispersity of the objects in the experiment due to continued nucleation. We anticipate, that 
this minimum will be smeared out, when the distribution of sizes is taken into account. As time progresses 
the mid-Q-region 1.2 < Q < 2.4 deviates towards the off-critical Furukawa function ( = 4), and especially 
sample AHS1 shows a rather good agreement near the end of the main crystallization process (t  tcross). 
Interestingly, for later stages, Furukawa functions of ever decreasing fractal dimension appear to be much 
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closer to our data at large q than throughout stage (B). In general, however, none of the expected shapes is 
met throughout a complete time stage. Also other types of scaling relations have been suggested [33, 42], 
which are based on Q* = q / q1/2(t), where q1/2 is the always accessible large-q value corresponding to half the 
maximum intensity. We tried also these, but could not improve the agreement any further. We have to 
conclude that the peaked signals evade a scaling analysis due to their continuously changing shape.  
In our view, this disagreement contains some physical argument. If our crystallization scenarios were 
spinodal decomposition like, we would expect the signal shape to remain fixed and the integrated intensity to 
increase also during stage (C) which, however, is not the case. The assumption of a mass conserving crystal 
plus depletion zone type SALS object leading to form factor scattering with two independently evolving 
length scales, however, can in principle explain our observations. In particular, the SALS signals should in 
this case resemble a critical quench Furukawa function with  = 6 at some stage, when the fraction of these 
3D objects equals the fraction of remaining melt. Moreover, its large q-decay should resemble an off-critical 
quench Furukawa function of  = 4 close to tcross when the system comprises well defined crystals embedded 
in a mesh of 3D melt regions which are still slightly super-saturated. Both indeed is observed in HS1, AHS1 
and a number of other samples prepared at coexistence conditions. Since the micro-structure of this scenario 
is equivalent to that of a wet foam [94] we would further expect  to drop as the foam drains and forms facet 
like 2D grain boundaries and finally 1D plateau borders. Also this development towards lower  is seen in 
our signals. Our observation therefore suggest the interpretation that form factor scattering is at the origin of 
our signals for samples at coexistence rather than a spinodal decomposition scenario. For sure, further 
development of the model functions is needed to proceed to a quantitative modelling. None of the here used 
models considers a size distribution of the SALS objects, neither late stage overlap of depletion zones nor 
changes of the crystallite density with time are addressed as yet.  
HS1 and AHS1 are representative for samples with no or little depletion attraction. AHS2 with its 
elevated polymer concentration is representative for several samples with strong attractive interactions 
present. As can be seen in Figure 7g for such samples the SALS peaks are much less pronounced and appear 
to be located at much smaller q than before. Moreover, no scaling of the SALS signals is observed in Fig. 
10a, b. Further, the observed shapes in general do not comply with any of the here available model functions. 
Only for a limited time interval a Furukawa function with  = 2 shows some resemblance to the measured 
data.  In fact, the intensity increase and subsequent decrease seems to be restricted to q < 0.025 µm-1 for 
times t < 2000 min. A noticeable intensity increase for q > 0.025 µm-1 is observed only for larger times, 
when the low q intensity already has significantly decreased. Then the signal bears some resemblance to the 
signals of HS2. Finally, by contrast to the data for HS2 (c.f. Fig. 7), HS1 and AHS1, the large q slope is ill 
defined and changes irregularly.  
Similar observations of a loss of scaling upon increasing the attractive strength have been made already 
early [49]. For a system of sterically stabilized silica spheres in density matching organic solvent the authors 
noted a pronounced intensity increase at very low q relative to a much weaker intensity increase at 
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intermediate q. Therefore, for weaker attractive strength the data could be well described by Furukawa-fits, 
while this did not apply to more strongly interacting samples. Other authors, e.g. [95], have observed a 
strong increase of low q-scattering intensity upon gel formation. From parallel microscopic investigation, 
they inferred this increase to correspond to the formation of few, sample spanning thread-like clusters of 
large size and discriminates such samples from systems with homogeneously distributed small clusters or 
cluster fluids [96]. In the latter case only moderate increases of the scattered intensity at the lowest q is 
observed. Together these observations indicate, that the crystallization scenario for strongly attractive 
systems may differ considerably from those at no or only weak attraction. A possible candidate for the signal 
origin seems to be the formation of large, gelled threads of compressed fluid or crystalline structure. Here 
direct microscopic investigations may help to further clarify the situation.  
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Fig. 10: Rescaled SALS data of sample AHS2 at selected times during stage B (a) and stage C (b). The 
data follow no scaling behaviour at all and can only be described by a Furukawa function with  = 2 at 
certain times. For comparison with the previously discussed measurements we added Furukawa functions 
for  = 2 and 4 and Derber’s form factor. 
 
iv) Samples with late stage SALS signals (AHS3) 
For all micro-gel samples discussed above, the SALS signal shows a significant increase in integrated 
intensity already during the main crystallization stage (B’). By contrast, AHS3 shows no change in SALS 
intensity until long after cross. Neither a peaked nor an unpeaked signal (as for HS2) could be discriminated 
during stage (B) due to the much larger small q-background for these signals recorded with the previous 
machine. The deviating behaviour is clearly seen in the right column of Fig. 6. Further, this short range 
attractive sample of low attraction strength reveals a remarkably nice off-critical quench Furukawa scaling, 
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as can be seen in Figs. 12a, b. Here our data were background corrected by an early fluid spectrum and Fig. 
11 shows good agreement with Furukawa functions of   2.9 for all times t > 400 min. A slight quantitative 
discrepancy exists to the data published in [44], where these were corrected by the background after 
complete crystallization. There, detailed analysis of the fitted Furukawa functions yielded a decrease in  
from values around 3.2 for t < 400min to values around 2.7 for t > 800min. Additional microscopic 
investigations on this sample revealed the formation of fluid regions embedding crystallites during the main 
crystallization stage. Upon successive crystal density relaxation and further coarsening these initially 3-
dimensional grain boundaries slowly coarsened to form plate-like and finally rod-shaped regions 
accommodating the remaining 5% of fluid [43, 44]. Consequently, the explanation of the SALS origin here is 
based on a change of micro-structure. It involves the narrowing of the crystallite distribution towards a near 
monodisperse distribution upon coarsening with a conserved order parameter polymer density. At the same 
time the distance between opposing grain boundaries – closely connected to the increasing average crystallite 
size – emerged as the characteristic length scale, giving rise to a small-q structure factor.  
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Fig. 11: Rescaled SALS data of sample AHS3. The data show Furukawa scaling with  = 3. For 
comparison we added Furukawa functions with  = 2 and 4 as well. 
Late stage signals have been observed in the literature before, but have not been interpreted this way. He 
et al. [39] as well as Ackerson and Schätzel [88] observed signals which showed two different scaling 
regimes, one during the main crystallization stage and a second, corresponding to much shorter length scales 
at late stages. Their interpretation involved a crystallite break-up upon intersection and impingement – a 
scenario actually not supported by microscopic investigation. An interpretation in terms of a superposition of 
a depletion zone scattering signal, visible already at early times but fading past cross and a late stage signal 
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caused by the emergence of a characteristic length scale during coarsening may provide an interesting 
alternative.  
 
v) Correlations of crystallization scenarios and characteristic SALS signal types 
The present study revealed a rich variety of different SALS signals and SALS signal evolutions during 
the crystallization of colloidal HS suspensions. The gauging approach taken here for the first time facilitated 
extracting qualitative information from the measured SALS signals and in several cases answering questions 
concerning their origin, the scattering mechanism involved and ultimately also of the crystallite environment 
and the sample micro-structure evolution in time. In particular we observe that for each crystallization 
scenarios a typical scattering mechanism is observed.  
Crystallization kinetics of fully crystallizing samples like HS2 have so far been investigated by either BS 
or extinction experiments [93]. In the present study their unpeaked SALS signal shape suggested modelling 
in terms of a superposition of form factors of polydisperse discs. Different to most examples of amplitude 
contrast in microscopy, here the change in transmission is not due to absorption, but to the different BS 
signal for crystal and fluid. The integrated intensity of BS and SALS signals shows a strict temporal 
correlation in their evolution. For the example given we could obtain a decent signal already early during the 
precursor stage. To the best of our knowledge, this is the first demonstration of a SALS signal due to 
amplitude contrast for a crystallizing colloidal suspension. Since the measurements do not need a correction 
for the remaining fluid, we anticipate that for future experiments this information may provide a useful cross-
check for the crystallinity obtained in the BS regime.  
In the case of peaked SALS signals we regularly observe an increase of their integrated intensity during 
the conversion stage, but a subsequent decrease, beginning towards the end of conversion and continuing 
way into the coarsening stage. This observation excludes spinodal decomposition like scattering with fixed 
object and repeat length scales which continuously increase with time.  
Rather, our comparison to several model functions favour form factor scattering as origin of the SALS 
signal in these cases. Correlation of the increase of the SALS signal to the growth stage inferred from BS and 
the existence of a peak here yields the additional constraint, that we have mass conservation between a 
compressed crystal and its surrounding depletion zone, both growing into the undisturbed melt. As the 
crystal density relaxes from the initially highly compressed precursor state to the final density close to the 
melting density, we expect the shape to undergo subtle changes. The change in shape and intensity is 
expected to be even more pronounced upon the overlap of depletion zones. The observed SALS signal 
evolution follows these expectations from the depletion zone model. In particular, the initial period of SALS 
signal strength increase obeys some scaling which is lost later during the growth stage. The SALS signal 
then weakens and ultimately vanishes. One then is left with the much weaker amplitude scattering only. 
Unfortunately, Fresnel diffraction fine structure and even more so the polydispersity of the growing objects 
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smears out the minima expected in some of the tested theoretical models and no quantitative analysis could 
be performed to obtain e.g. depletion zone sizes. Therefore, here our evaluation remained qualitative. We 
could not detect any depletion zone formation during the precursor stage. Identification of the onset of a 
peaked signal with the onset of depletion zone formation sometime after first crystals form from precursors 
allowed to discriminate the stages B and B´ during the growth stage. Future experiments may pay attention 
also to a characteristic time of depletion zone overlap.  
An important role in such experiments may be taken by the scaling properties, as loss of scaling denotes 
changes in the shape and/or density distribution of the SALS scattering object. Here, however, theoretical 
expressions are desired, which better match observed signal shapes. Their development should be assisted by 
additional microscopic investigations to characterize the density distribution within the depletion zones 
quantitatively. 
Proof of principle of the usefulness of parallel investigation by spatially resolved microscopy could be 
given for another class of SALS signals originating from an additional micro-structural length scale. This 
length scale is a characteristic distance between grain boundaries, which for thin boundaries roughly 
coincides with the crystallite size [43, 44]. Such an inter-crystallite ordering is observable only during the 
late stages of coarsening. Therefore the corresponding structure factor scattering also is observed only way 
after the end of the main crystallization stage in HS3. Interestingly, in this case the data very closely follow a 
Furukawa scaling law. It will be interesting to (re-)investigate other samples of HS to see, whether their late 
stage signals have the same similar origin, if ordering during coarsening is a general phenomenon and 
whether it is restricted to the upper end of the coexistence range.  
Parallel microscopic investigations are anticipated to be particularly useful for samples with strongly 
attractive interactions. Also there we have observed peaked SALS signals seemingly forming a 
systematically different class, but could not conclusively determine the underlying scattering mechanism. 
Also a further extension of the time window covered, e.g. by in-situ ultrasound melting of the mounted 
samples may in future allow accessing also the earliest stages in such quickly transforming samples and aid 
the identification of the involved scattering mechanisms. 
 
 V CONCLUSION 
The present investigation of colloidal crystallization revealed a rich variety of qualitatively different 
SALS signals correlating with different crystallization scenarios and/or different micro-structures for systems 
undergoing a first order phase transition from a metastable melt to a crystalline state. Their discrimination 
and interpretation was based on the combined use of SALS to study the evolution of samples on the micro-
structural length scale and of BS to obtain a temporal reference from the known crystallization scenario on 
the structural length scale. We compared to a few theoretical suggestions available from literature to find in 
most cases a qualitative agreement sufficient to discriminate different SALS signal origins. We demonstrated 
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that SALS signals in HS crystallization may result from both form factor scattering of individual objects and 
structure factor scattering from objects with characteristic distance. Further scattering contrast may be 
provides either by phase contrast or amplitude contrast. As both wall and bulk crystals contribute, and BS is 
always present, different scattering mechanisms in general superimpose. Within suitable models for the 
shape of the signal, SALS data may in principle be further quantified in terms of characteristic length scales, 
dimensionality and/or kinetic exponents.  
We demonstrated that the parallel investigation of crystallizing colloidal suspensions with small angle 
light scattering and Bragg scattering yields a wealth of additional complementary information on system 
structure, micro-structure and crystal environments. On one side the applied temporal gauging derived from 
the BS, allowed an in depth discussion of the SALS signals. On the other side, the identification of the 
involved scattering mechanism and the interpretation of the SALS signals revealed important kinetic details 
not accessible from BS alone.  
The present study used samples of rather different crystallization scenarios to obtain a survey on the 
wealth of possible SALS signals. In future, we will use this experiment in combination with microscopy to 
further study different volume fractions of a single system class across the coexistence region and above 
melting. From such data we anticipate to derive a quantitative model for the density distribution within and 
around the growing crystallites and calculate the corresponding time dependence of the SALS pattern. 
Further, the approach taken is not restricted to hard spheres, but easily adjustable for other systems. Most 
promising seem to be investigations of crystallizing charged sphere suspensions and eutectic mixtures 
undergoing phase separation upon crystallization.  
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APPENDIX A: Light scattering setup 
The light scattering machine, used in this work, is based on a design introduced by Heymann et al. [58]. It 
has been improved in angular and temporal resolution by replacing the former diode arrays with linear CCD 
detectors.  
The sample is illuminated using a widened laser beam (7 mW He-Ne, 0 = 632.8 nm, NEC, UK) of 8 mm 
diameter. The light passes a coupled polariser and λ/4-plate unit which by rotation allows to adjust the 
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illumination intensity and ensures circular polarization. The beam is made slightly convergent, such that with 
sample stage mounted, it focuses exactly at the distance of the SALS detection unit.  
The sample stage is home-built with optical parts custom made from glass with nD,Glass = 1.602 (Berliner 
Glas, Berlin, Germany). These comprise of a rectangular index match bath containing 1-EN (nD,1EN = 1.606) 
and a hemispherical glass lens with a flattened apex. Samples of average index of refraction of nD,sample  
1.604 are contained in rectangular quartz cuvettes (30 x 10 x 5 mm3, Starna, Germany) and placed inside the 
match bath. Both stage and sample holder allow for tilt and rotation to facilitate precise alignment of all 
optical surfaces normal to the optical axis. This construction and choice of materials minimizes refraction 
effects inside the bath (except for a minimal beam displacement at the cuvette walls) and renders the detected 
intensity distribution practically free of parasitic reflections.  
The hemispherical lens has a diameter of 110 mm and hence a focal length of f = 150 mm. It is carefully 
centred on the optical axis using a µm-gauge mounted to the rotating rails. Bragg scattered light passes 
normal to the lens-air interface and is focused onto a spherical surface, in which the detector units are placed 
(Fig. 12a). This plane corresponds to the back focal plane of a microscope and thus contains the distribution 
of intensity in reciprocal space independent of the real space distribution of the individual scattering objects. 
To detect the complete 2D scattering pattern, six linear CCD arrays (LARRY, LOT-Oriel, Germany) are 
mounted on four curved rails and adjusted by µm translation stages. Their angular detection ranges slightly 
overlap. This greatly enhances the performance as compared to the single rail equipped with a single diode 
array detector used in the previous machine [33, 35]. 
Angular calibration of the CCD units was performed using high quality optical gratings [Edmund Optics, 
Germany] inserted into the index matching bath. We observed the first six interference maxima of a 100.5 
lines/mm grating for the SALS regime and the maxima of order 11 to 34 of a 703.5 lines/mm grating for the 
BS regime. Fig. 12b displays the observable maxima in both regimes. Comparison to the calculated positions 
of the maxima allowed to allocate the pixel positions to better than (310-4)° for the SALS regime and better 
than (510-3)° for the BS regime, respectively. Apart from the manufacturing tolerance, the main uncertainty 
stems from the noise in the region of maximum intensity. The absolute uncertainty increases with increasing 
angle from (410-4)° for the smallest SALS angle to 0.3° for the largest BS angle. The relative uncertainty, 
however is roughly constant at  = 10-3  and thus about an order of magnitude better than for the previous 
instrument. The signals of the individual detectors are corrected for sensitivity differences in different pixels 
and are then merged to yield a single continuous signal I(q) covering an angular range of  = (16.450 – 
73.388)°, equivalent to q = (4.562 – 19.057) µm-1. Each CCD array hosts 2040 pixels of 14 µm width. Our 
nominal angular resolution of 181.2 pixels/° (or q = 1.41 10-3 µm-1 per pixel) for the arrays mounted at the 
BS focus surpasses that of the previous diode array detector units [58] by about two orders of magnitude.  
Fig. 12a shows that both scattered and unscattered light pass the central part of the lens. Refraction at the 
planar lens-air interface enlarges the detectable scattering angles SALS and at the same time increases the 
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convergence of the illuminating beam again. Its focus on the optical axis defines the SALS detection plane to 
be at dSALS = 146.2 cm past the sample centre. This construction allows a convenient separation of the off-
axis SALS signal and the on-axis unscattered light. With the present choice of dSALS we already obtain a high 
angular resolution for our signal, while the mechanical strength of the set-up is still retained.  
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Fig. 12: The close-up a) shows the slightly focused laser beam (solid line) and two typical optical paths 
for the light scattered into the BS regime (dash dotted lines) and the SALS regime (dashed line).  Note that 
the former is focused by the hemispherical lens onto the detector, while the latter is made more divergent by 
refraction at the planar rear window of the lens. b) Intensity scattered off a 10 lines per mm (70 lines per 
mm) grating to calibrate the range of accessible azimuth angles for SALS (BS) measurements. Numbers 
indicate the nth maximum, each being the lowest order detected by a detector 1 and 2 for SALS (3-7 for BS).  
 
For SALS detection, two CCD arrays are mounted normal to the optical axis on the two sides of a planar 
rail and shielded against stray light by a metal box. Also the two SALS detection ranges are made to overlap 
in order to merge signals. The current construction covers an angular range of SALS = (0.042 - 1.442)° with 
a resolution of 2864 pixel/°, corresponding to qSALS = (0.012 - 0.401) µm-1 with qSALS = 9.7 10-5 µm-1. 
Compared to the previous diode array SALS instrument [58], this roughly halves the covered q-range and 
shifts it to smaller values, while at the same time the nominal q-resolution is increased by nearly two orders 
of magnitude. All 8 detectors are read out in parallel and their analog read out is converted to serial digital 
signal by an AD-converter (SAM8, LOT-Oriel, Germany) and stored to a personal computer for later 
evaluation. 
Each full forward-backward rotation of the two coupled detectors defines a single measurement run. 
During forward rotation, we acquire 35 slices of the Debye-Scherer-cone with all eight detectors. Each slice 
consists of an average over five intensity measurements of at least 10 ms duration. For the backward rotation, 
we acquire 6 control slices, each consisting of an average over 90 intensity measurements with the first and 
the fourth detector. With mechanical motion in each direction taking some 30s, the minimum repetition time 
is about 80s. This temporal resolution is less by about a factor of two as compared to the previously used 
instrument [58]. 
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To verify the static operation capabilities of the SALS system we measure the form factor of large 
Polystyrene microspheres (BS-Partikel, Wiesbaden, Germany) shown in Fig. 14a and b. Their manufacturer 
given nominal diameter is 2a = (38.0  0.4) µm. A suspension of   0.02 was prepared by adding 1EN to 
the stock powder. We measured a single run SALS signal and corrected for solvent background scattering, 
the Gaussian of the laser beam and parasitic stray light by subtracting a measurement on the pure solvent: 
I(q) = I(q)Suspension – I(q)Solvent. Note that this produces a comparably large scatter at low q. For comparison, 
we also calculated an estimate of a theoretical form factor. Observed in bright field under the microscope 
(Fig. 14b), each particle shows pronounced airy fringing typical for a core-shell particle with the inner dark 
fringe marking the location of the core-shell boundary. From the dark fringe position we obtain the core 
radius giving the dominant scattering contribution. We obtain an average core radius of acore = (14.95  0.7) 
µm from which a theoretical particle form factor was calculated using the MIETAB [97] software code for 
monodisperse particles. The result is compared in Fig. 14a to the experimental data. Here the experimental 
intensity was scaled to meet the expectation best up to the first minimum. There is an increasing deviation at 
large angles which is attributed to a small amount of multiple scattering, not accounted for in the MIETAB 
calculation. Otherwise our experimental data meets the expected form factor remarkably well and in 
particular the position of the minimum is exactly met. This clearly demonstrates that quantitative scattering 
measurements with good statistics can be performed with the present combined setup. We may thus detect 
density fluctuations on scales between about 15 and 500 µm for the SALS regime and between about 0.31 
and 1.26 µm in the BS regime with a temporal resolution of about one minute.  
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Fig. 13: a) The form factor measurement of large PS particles (red, solid curve) in comparison with a 
MIETAB form factor calculation for a radius of a = (14.95  0.7) µm (black dotted line) measured by 
microscopy. b) typical micrograph of the large PS particles revealing a pronounced fringing typical for core 
shell particles with thick core of large difference in refractive index to that of the solvent. 
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