Abstract. This paper explores the usage of the area (Az) under the Receiver Operating Characteristic (ROC) curve as error measure to guide the training process to build machine learning ANN-based classifiers for biomedical data analysis. Error measures (like root mean square error, RMS) are used to guide training algorithms measuring how far solutions are from the ideal classification, whereas it is well known that optimal classification rates do not necessarily yield to optimal Az's. Our hypothesis is that Az error measures can guide existing training algorithms to obtain better Az's than other error measures. This was tested after training 280 different configurations of ANNbased classifiers, with simulated annealing, using five biomedical binary datasets from the UCI machine learning repository with different test/train data splits. Each ANN configuration was trained both using the Az and RMS based error measures. In average Az was improved in 7.98% in testing data (9.32% for training data) when using 70% of the datasets elements for training. Further analysis reveals interesting patterns (Az improvement is greater when Az are lower). These results encourage us to further explore the usage of Az based error measures in training methods for classifiers in a more generalized manner.
Introduction
After preliminary data preparation, pattern recognition systems consist of two major stages: (1) feature extraction and selection and (2) classification. This means that a set of features is extracted from the pattern to be recognized and then classified into one of the possible classes. To achieve high recognition accuracy, the feature extractor is required to discover salient characteristics suited for classification and the classifier is required to set class boundaries accurately in the feature space. Progress made in sensor technology and data management allows researchers to gather datasets of ever increasing sizes [1] .
The integration of biomedical information has become an essential task for health care, biology and biotechnology professionals and researchers. Integration is therefore much more than a plain collection of digital biomedical data. Homogenization of data description and storage, followed by normalization across the various experimental conditions would be a prerequisite to enable procedures of knowledge extraction [2] .
The area under a ROC curve (or Az [3] ) is a decisive factor used in many applications to measure classifier quality (performance). However, it is known that optimal classification rates do not necessarily yield to optimal Az's [4] and a few attempts have tried to use Az in optimization problems [5] [6] . This paper explores the usage of the ROC Az as error measure to guide the training process to build machine learning ANN-based classifiers for biomedical data analysis. Our hypothesis is that by doing this, we will obtain better Az's than those obtained through other error measures.
This paper is structured as follows. Section 2 establishes the theoretical background of this work. Section 3 describes the technological framework used to experimentally validate our hypothesis on a Grid infrastructure. Section 4 describes the experiments performed and Section 5 discusses the results obtained. Section 6 draws some conclusions and outlines future work.
ROC Az Based Error Measures

ANNs trained with simulated annealing
Annealing is the metallurgical process by which a solid is heated up and then slowly cooled down until it crystallizes. At high temperatures atoms have a great degree of freedom which is reduced as the temperature is lowered. If cooling is too quick many irregularities and defects can arise, whereas slow cooling gives atoms a chance to form a more stable crystal structure.
Simulated annealing was first proposed in [9] and it is inspired by the physical process to find good values of functions depending on many parameters. In short, the algorithm includes a parameter, simulating temperature starting at a given value, which is lowered gradually at known steps. For each temperature, the function parameters are randomized and the range of possible values that they can take is proportional to the temperature, so that at lower temperatures that range is smaller. At each temperature step the process is repeated a predetermined number of times and the set of parameters giving the best function value are retained and passed on to the following cycle iteration.
We use the simulated annealing approach to train ANNs as described and implemented in [7] which the weights of an ANN population are randomized iteratively and, at each step, the ANN with the minimum root mean square (RMS) error is retained. Notice that, in this case, the error used by the algorithms is the RMS of the whole training set, as opposed to other algorithms such as backpropagation, where it is the individual RMS error of each element of the training set with respect to the output neurons the one that is used.
More formally, for binary classifiers, we use the following definitions: Table 1 In particular, an RMS error measure is typically defined as follows:
where ݁ ோெௌ ሺ‫ݔ‬ , ݄ሻ represents some distance measure between ݄ ௦ ሺ‫ݔ‬ ሻ and ‫ݕ‬ , possibly using the output values of the output neurons in case of ANN based classifiers. Algorithms such as backpropagation in ANN based classifiers use the individual values ݁ ோெௌ ሺ‫ݔ‬ , ݄ሻ iterating through each element of the training set to incrementally correct the ANN weights, whereas simulated annealing uses only the global ࣟ ோெௌ ሺܵ, ݄ሻ value to select the best classifier at each cycle of each cooling step.
ROC Az Error with Simulated Annealing
We now use ROC Az to define a global error measure as follows:
and use this definition, instead of (1), as error measure in the simulated annealing based ANN training process described above. ࣟ ோை is implemented in the ffsaroc engine included in Biomedtk (see section 3) whereas ࣟ ோெௌ is used in the ffsa engine. Note that when using RMS there is a direct relation between the individual error measures of the elements of the training set (݁ ோெௌ ) and the global error (ࣟ ோெௌ ) which is given by equation (1) and this is why it can be used by backpropagation-like training algorithms, whereas there is no such direct relation in ࣟ ோை since ‫,ܵ‪ሺ‬ݖܣ‬ ݄ሻ is a global measure of a classified set. It is the fact that simulated annealing does not use individual error measures for each element of the training set that allows us to replace ࣟ ோெௌ by ࣟ ோை in a straight forward manner.
The Biomedtk Framework
The Biomedical Data Analysis Toolkit (Biomedtk) is a Java software tool developed by the authors that exploits existing libraries for data analysis with methods and metrics commonly used in the biomedical field. In addition, it provides the means to massively search, explore and combine different configurations of data classifiers provided by the underlying libraries to build robust data analysis tools. With this, it is possible manipulate datasets, train Artificial Neural Networks (ANN) based binary and multiclass classifiers with many different configurations, search for best ensemble classifiers, generate different types of ROC curve analysis, etc.
An ANN-based configuration specifies a certain network structure (number of layers and neurons per layer), a training algorithms to use (such as backpropagation or simulated annealing) and algorithm dependant train parameters (such as learning rate, start/end temperatures, etc.). Biomedtk allows defining explorations of ANN configurations (see section 4) and sending them for massive training to a Grid computing infrastructure. Currently, biomedtk supports training engines from the Encog [7] and Weka [8] toolkits, as listed in table 2. It also includes the ffsaroc which is a modification of the ffsa engine including the ROC Az based error evaluation described in section 3. Biomedtk uses the MannWhitney statistic to calculate ROC Az as implemented in Weka [8] .
Experimental Setup
A set of experiments were set up in order to test whether the error measure proposed in section 2 effectively improves the Az of the trained ANN classifiers. The tests were carried out using the binary biomedical UCI datasets [10] listed in table 3. A Biomedtk exploration was defined for each dataset including ANN configurations having between one and three hidden layers trained with the ffsa and the ffsaroc engines. Each dataset was trained twice with each ANN configuration, one using 50% of the dataset for training and 50% for testing, and another one using 70% for training and 30% for testing. This is an extract of the exploration definition file for the haber 50/50 and 30/70 datasets: This exploration includes ANNs with one, two or three hidden layers, where the first and second hidden layers may have 8 or 18 neurons, with a start temperature of 10 or 20, etc. For each dataset, this exploration generates 112 ANN configurations, 56 using the ffsa engine and 56 using the ffsaroc engine. In total, for all datasets, 560 ANN configurations were trained on a gLite [11] Grid infrastructure using Biomedtk and consuming about 140 CPU hours.
Finally, each ANN configuration trained with the ffsa engine was compared with the same configuration (same number of hidden layers, neurons and parameters) but trained with the ffsaroc engine. We name such pair a classifier pair. Therefore 56 classifier pairs are made for each dataset, 28 for the 50/50 test/train data split and 28 for the 30/70 split. Table 4 below summarizes the average improvement obtained by ffsaroc over ffsa classifier pairs for each data set both for training and testing data. Results are also shown for the 30/70 and 50/50 test/train split for each dataset. Table 5 shows the same classifier pairs grouped by ffsa testAz value ranges. As it can be seen in the tables above there is in general a significant average improvement in Az both for train and test parts of the datasets. Note that the improvement percentages shown are the average of the compared classifier pairs (between ffsaroc and ffsa trained classifiers with the same network structure and training parameters), which is different from the average testAz of all ffsaroc and ffsa classifiers in each training set shown in the last two columns of table 4.
Results and Discussion
Improvement is constantly better when splitting datasets in 30/70 test/train data than when splitting in 50/50. Even if the 30/70 datasets have better average testAz than 50/50 (such as in the mmass, pimadiab and spectf datasets). Improvement is also constantly better in the train parts of the dataset than in the test parts and, in any case, its standard deviation is always high. This seems to indicate that the method presented in this paper may be hard for classifiers to generalize and does not behave homogeneously for all classifiers. From table 5, it can be clearly seen that for test data, improvement is better when the testAz for the ffsa classified dataset is worse. Finally, the following plots show the ROC curves of the classifier pairs for which the best improvement was obtained (ffsaroc over ffsa) for the haber and spectf datasets both for the 30/70 and 50/50 data splits Fig. 1 . Most improved classifiers for spectf and haber, 30% and 50% test data splits.
To simplify visual comparison, these plots use the bi-normal distribution method as provided by JLABROC [12] which is also supported by Biomedtk. Also, each plot shows the ANN layers structure (neurons per layer and activation function) and the training parameters for the simulated annealing processes (start temperature, end temperature and number of cycles)
Conclusions
The experimental results obtained here confirm that the usage of a ROC Az based error function to guide a simulated annealing algorithm for training ANNs improves the ROC Az of the obtained classifiers with respect to an RMS error function. In addition, Biometk demonstrated to be a robust framework to massively explore large amounts of configurations of data classifiers exploiting computing power harnessed by Grid infrastructures.
Future work is focused on (1) better understanding of the behavior of the proposed method to better explain deviations observed in the experiments and (2) on applying the method in a generalized manner to machine learning classifiers and validate them in real computer-aided detection/diagnosis systems.
