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Abstract 
We present a random number generator (RNG) testing application in LabVIEW®, based on six of the statistical tests from the 
ubiquitous NIST test suite that is widely used in the field of cryptography. The implementation is described, and tests measuring 
performance, both regarding precision and speed, are demonstrated. The application can be interfaced to real time true RNGs 
based on quantum optics experiments. 
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1. Introduction 
In the current information society computer security and cryptography have been assuming increasingly 
important roles for data protection and privacy preservation [1]. The security of advanced crypto-systems, whether 
classical [2] or quantum based,[3] depends on the availability of an encryption key, a random and unpredictable 
sequence, that can only be used once (One-Time-Pad). Nevertheless, there is evidence that random number 
generators widely employed in commercial applications do not strictly guarantee these requirements [4]. 
In the public domain there are available statistical tests to evaluate and quantify random sequence generators. One 
of the set of statistical tests most commonly used in cryptographic applications is the NIST Test Suite [5]. 
In this work we present an application in LabVIEW® (Laboratory Virtual Instrument Engineering Workbench), 
based on the NIST test suite, and which allows processing and real-time analysis of a binary sequence, as well as, 
tests for randomness and subsequent quantification of the degree of randomness of the binary sequence. 
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2. Statistical tests 
A random sequence is a binary succession with an order that cannot be predicted, as it does not show any pattern 
or periodicity. 
The NIST Test Suite [5] is a set of tests to quantify the degree of randomness of binary sequences produced by 
hardware or software (RNG). These tests focus on a variety of different types of non-random sequences that may 
exist in a sequence, and verify and quantify the degree of randomness. The implemented tests are listed in Table 1. 
 
Table 1. Description of implemented tests 
Tests Description 
Frequency (Monobit) Test 
 
Checks whether the number of ones and zeros is approximately equal 
Frequency Test Within a Block Checks whether the frequency of ones in an M-bit block is approximately M/2 
Runs Test (Oscillation Test) Checks whether the runs of ones and zeros of several lengths is as expected for a random 
sequence. 
Longest Run of Ones in Block 
 
Checks whether the longest run of ones in M-bit blocks is consistent with what is expected in a 
random sequence. 
Binary Matrix Rank Test 
 
Checks for linear dependencies between sub-matrices derived from the original sequence. 
Discrete Fourier Transform Test 
 
Checks the existence of some periodic features in a sequence, including intensive repetition of 
certain patterns. 
3. Implementation 
We implemented in LabVIEW® an application capable of performing in real-time the six tests, aiming to combine 
and trade-off speed and effectiveness, i.e., the balance between the accuracy of the results and real time processing 
speed. 
The application was divided into four major functional blocks as shown in figure 1. In the first block is performed 
data acquisition. In the second block the binary sequences are subjected to statistical packages of six tests, where 
inputs depending on the parameters provided by the user. 
In the third block is performed a statistical analysis of the results. It starts obtaining the P-values for each one of 
the statistical tests. The level of significance is a probability representing the degree of randomness of the sequence, 
concerning the characteristic in testing. For a given significance level, there is a proportion of the P-values that 
indicate failure of randomness. For example, at the 0.01 significance level it is expected that approximately 1% of 
the sequences fail in randomness. Thus a high p-value indicates that the sequence was originated from a random 
source, while a low p-value indicates that in unlikely that the sequence was originated by a random source. For an 
ideal random source, the p-values for each test area expected to follow a uniform distribution on [0, 1] [6], thus 
finally, is performed a histogram of the P-values and proceeds to attainment of a non-parametric statistical test to 
evaluate the uniformity distribution thereof. In the fourth block the user is given the option to store the final results 
in a text file. 
 
 
 
Fig.1.Block Diagram of the application. 
Data acquisition Tests performing Analysis of results Recording results 
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3.1. Individual tests 
The statistical tests, reported in Table 1 were implemented in LabVIEW®. Here we describe, as an example, 
statistics and deployment of Test 1. 
 
Description of Statistical Test 1 
Denoting a binary sequence of size n by the vector 1 2' [ ... ]n     
Receiving as input a sequence of length n, their ones and zeros are converted to -1 and +1 respectively and then 
summed, being the test statistic given by: 
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Assuming that the null hypothesis is true (the ratio of ones is equal to ½), and that the size of the sequence is large 
enough, the test statistic follows standardized normal distribution. 
The calculation of the p-value is obtained by: 
2
obsSP value erfc
     
,                                                                                                                               (3) 
where Erfc is the complementary error function. 
For the significance level of 0.01, if P-value<0.01, the hypothesis of randomness is rejected, otherwise the 
sequence is considered originated from a random source. 
 
Implementation of Test 1 
To obtain the sum S, the initial implementation process is made element by element: first with a cycle for, that run 
all array elements, transforming the zeros in -1. Therefore, the test has become too slow for real-time execution. To 
make the test more efficient it was implemented a snippet of LV with the cycle to perform Test 1, as is shown in 
figure 2. 
Step 1 - Calculation of the number of ones: 
 1
1
n
i
i
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
                                                                                                                                 (4) 
 
Step 2 - Calculation of the number of zeros: 
0 1N n S                                                                                                                                               (5) 
 
Step 3 - Obtain the sum nS : 
1 0nS S N  .                                                                                                                               (6) 
 
Step 4- Calculation of P-value of each sequence: 
2
obsSP value erfc     
                                                                                                                              (7) 
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Fig.2. LV snippet of Frequency (Monobit) Test 
3.2. Data analysis 
After the implementation of each test it is calculated the proportion of p-values rejecting the hypothesis of 
randomness (Fig. 3a). This block checks if the obtained P-value leads to rejection or not the hypothesis of 
randomness, for the significance level α, selected by the user. Then is performed a histogram of the P-values (Fig. 
3b), in which the x-axis represents 10 classes of P-values and the ordinate axis corresponds to the relative frequency 
by class. Finally, based on the total number of tested sequences, it is calculated the proportion of cases in which the 
hypothesis of randomness is rejected. 
 
 
 
Fig. 3.(a) LV snippet to calculate the ratio of P-values below 0.01; (b) Histogram of the P-values. 
 
To the source be considered as a random generator, the proportion of P-values leading to the rejection of the 
hypothesis of randomness, for a given level of significance α, is expected less or equal to α [6]: e.g. if 1000 
sequences is testing and with a significance level of 0.01, is expected to obtain approximately ten p-values less than 
0.01. It is also demonstrated that the distribution of p-values, for a given number of sequences, should to be uniform 
[0, 1]. Accordingly, to proceed and to assess the uniformity of the distribution of the P-values, it’s performed a test 
of goodness of fit, whose test-statistic, when the null hypothesis is true, has a chi-square distribution with nine 
degrees of freedom (number of classes-1) by writing:          
  
(a) (b) 
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Where: 
iO = number of cases observed in each class 
iE = number of cases expected in each class 
K = number of classes 
 
After calculating the observed value for the test statistic, the P-value is calculated as follows: 
 
2( )obsp value P X Q                                                                                                                                       (9) 
 
If P-value ≥ 0.01, it can be considered that the distribution is uniform. Consequently, the generator is accepted as 
having good randomness properties. 
The previous process is performed for the six tests. Finally, a global analysis is carried out using the information 
of the overall P-values. With all the P-values is obtained a global histogram, and the Chi-squared test allows to 
conclude about the uniformity of the distribution of the overall P-values. 
 
 
 
 
 
Fig 4. (a) LV snippet Histogram of p-values and 𝜒ଶ test result; (b) Test Output 
4. User Interface 
The user interface is shown in Figure 4(d). 
 
1- For each test, a histogram is performed on the frequency of the p-values in each one of the 10 classes; 
2- For each sequence in test is calculated a p-value, which is placed in the array where the user can see all p-
values calculated. Note that if a p-value exceeds 0.01, the corresponding sequence is considered random; 
3-  Here there is shown the number of p-values less than 0.01 and the respective proportion according to the 
number of tested sequences; 
(a) (b) 
(d) 
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4- For each test is calculated the respective test statistic and the corresponding p-value according the Chi-
squared distribution.  
5- If the p-value is less than 0.01 the distribution is not considered uniform and consequently not random, 
which is signed by the red light in the led, otherwise the LED turns green; 
6- Indicates the run time of the test, 
7- Indicates the number of bits per second processed in each test. 
 
5. Timing 
To quantify the execution time of the tests, analyses were carried out with real time quantifiers in each test. 
Figure 5 describes the format that quantifiers were placed in LabView. 
In order to make the application friendlier and faster for the user, we resorted to the use of Sub VI's. This method 
is equivalent to calling a subroutine in text-based programming language. Thus, it was implemented, for each test, a 
sub VI. As well as is used a sub VI which calculates the proportion of p-values, and one to perform the histograms 
and the Chi-Square goodness of fit test. 
Then it were performed a series of tests concerning several combinations of parameters which typically appear in 
real world application “scenarios”. The results are recorded in Table 2 and Table 3. 
According to the scenarios described above (analysis of Tables 2 and 3), it can be concluded that all tested 
scenarios are suited for future laboratory experiments in real time, by the fact that they show low running times with 
regard to data acquisition requirements, both in single or multi-mode way. 
Observing Table 3, it is found that there exists a large acquisition of bits per second, per statistical test. However, 
comparing these scenarios, it is observed that the first one points a below average, with values in range of  2 and 5 
megabits per second. 
It was also observed a significant improvement respecting to the efficiency in the simulator making it much faster 
due to the several used Sub VI's. 
 
Table 2.Runtime for each test in milliseconds. 
 1 x n=100000 100 x n=10000  100 x n=100000 
Test 1 3 26 280 
Test 2 8 43  279  
Test 3 7 36  275 
Test 4 3 26  251 
Test 5 6  28  265  
Test 6 6  36  273 
 
  
Fig. 5. LV snippet time quantifiers. 
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Table 3.MegaBits per Second for each test. 
 1 x n=100000 100 x n=10000 100 x n=100000 
Test 1 8,20 7,06 8,28 
Test 2 8,11 6,87 8,14 
Test 3 7,26 5,72 7,98 
Test 4 7,19 6,72 7,99 
Test 5 6,99 6,78 8,21 
Test 6 5,73 5,72 6,8 
6. Interface to real time experiment 
In order to implement an interface to perform real-time tests, we resort to using so-called TDMS files, a format 
developed by National Instruments that allows to transmit and to store large amounts of data. This allows the user to 
stream data from the DAQmx based data acquisition systems directly to the TDMS file and to read and analyze the 
data simultaneously by our random bit pattern testing application. High transmission speeds up to 1.2 Gb/s are 
achieved through advanced memory operations and by bypassing the Windows buffers. Figure 6 shows the code that 
sets the operation mode of the TDMS data acquisition.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig 6. TDMS implementation. 
 
7. Results and Discussion 
After the implementation of the application, we realized several runs for the NIST tests, feeding the system with 
random sequences obtained by pseudo-random number generators (LabView, MLS and Rand function from Matlab). 
For test 5 a minimum sequence size of40000 is recommended. So it was decided to produce 100 binary sequences 
of size 50000, in order to ascertain the quality of the generator.  
The results of the respective tests for generators and MLS Rand are shown in Table 4. 
After analyzing the results corresponding to the generators it was observed that both have some flaws concerning 
the uniformity distribution of the P-values, as is shown in Table 6. For the MLS generator, although it doesn´t verify 
the hypothesis of uniformity distribution for the p-values, in the test 5, there are no P-values lower than the level of 
significance, which points to a satisfactory result. The same is true for the generator Rand MathScript in tests 5 and 
6. These failures lead to the Final Histogram, which brings together all the P-values, also do not have uniform 
distribution. As a final balance, we conclude that both generators have good randomness characteristics. 
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Table 4.Generator Results. 
 #P-values<0,01 Uniformity distribution 
 MLS RAND MLS RAND 
Test 1 0 1 YES YES 
      Test 2 1 0 YES YES 
Test 3 0 3 YES YES 
Test 4 3 0 YES YES 
Test 5 0 0 NO NO 
Test 6 0 0 YES NO 
Final Histogram - - NO NO 
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