This paper presents a zero-crossing detection algorithm for arrays of compact low-cost optical sensors based on spatial filtering for measuring fluctuations in angular velocity of rotating solid structures. The algorithm is applicable for signals with moderate signal-to-noise ratios, and delivers a "real-time" output (0-1 kHz). The sensors use optical spatial-filtering velocimetry on the dynamical speckles arising from scattering off a rotating solid object with a non-specular surface. The technology measures the instantaneous angular velocity of a target, without being biased by any linear translation of the object. The calibration of the sensors is independent of the radius of the target, the wavelength of the light, and the distance to the object. No preparation of the surface, as is needed in the case of an indexer, is necessary here. Furthermore, any thermal dependency of the calibration factor is directly related to the thermal expansion and refractive-index coefficients of the optics (> 10 -5 K -1 for glass). By cascade-coupling an array of sensors, the ensembleaveraged angular velocity is measured in "real-time". This will reduce the influence of pseudo-vibrations arising from repeating the same measurement error for each revolution of the target, and to gain high performance measurement of angular velocity. The traditional zero-crossing detection is extended by 1) inserting an appropriate band-pass filter before the zero-crossing detection, 2) measuring time periods between zero-crossings and 3) doing peak searches in the histograms of time-periods facilitating measurement at low signal-to-noise levels. This algorithm will be compared with time-resolved Fourier analysis.
INTRODUCTION
Conditional monitoring of rotating shafts in various types of machinery, such as wind turbines, ship engines, and industrial machinery, are of general interest. This could monitor wear or defects in e.g. bearings, gear boxes and engines. Generally, the mean angular velocity is relatively constant or well known for such applications, and the major interest lies in the fluctuations/vibrations in angular velocity. Therefore, using the optical spatial filter to condition the optical signal of the speckle translation into a quasi-sinusoidal photo-current signal, allows us to post-process the information with simple and fast tools such as zero-crossing-detection algorithms. However, the zero-crossing-detection algorithm is sensitive to noise, particularly noise at lower frequencies. Earlier attempts by the authors in order to measure the degree of modulation of the angular velocity have failed due to the noise levels. A method based on time resolved discrete Fourier transforms solved the problem. However, implementing a compact optical sensor unit with a build-in application specific integrated circuit (ASIC), doing the majority of the signal processing, we intend to improve the performance of the zero-crossing detection algorithm when operating with noisy signals. Indeed, the zero-crossing-detection algorithm is fast and simple to construct compared with a Fourier transform algorithm followed by peak-detection. With such a simple optical sensor unit we can afford having arrays of sensors, providing high performance measurements, and particularly in the case of rotation measurements the sensor arrays 1 can reduce pseudo-vibrations. 
OPTICAL SENSOR UNIT
The sensor is illustrated in Figure 1 . The laser illuminates the target with a collimated beam of coherent light, having an optical wavelength of 850 nm. The lens, L 4 , collimates the beam, coming from the Vertical Cavity Surface Emitting Laser (VCSEL) placed near the back focal plane of the lens. Further, the lens, L 4 , projects the far field of the light scattered off the target surface to the lenticular array. In the Fourier plane, speckle translation caused by out-of-plane rotation of the target can be observed. 2 Each lenslet in the lenticular array together with the spherical lens, L 2 , forms an imaging system. The individual imaging systems have individual fields of views located immediately in front of the lenticular array (at the Fourier plane of L 4 ), while their image fields at the detector plane all coincide. At the detector plane differential-detector signals provide a quasi-sinusoidal response with suppression of the DC-level and some higher harmonics. Phase quadrature signals can be implemented by proper positioning of the detector(s).
The relation (the gearing) between target rotation and speckle translation at the lenslet array is given by: 4 4 2 2
where ∆θ equals the angular shift of the target within a time lag of ∆τ at a constant angular speed of ω. Any influence on the gearing, using a finite aperture for the Fourier lens (L 4 ) is neglected here. The relation assumes that the influence of the aperture of the Fourier lens is negligible, which means that the numerical aperture of the lens is large. The given relation for the speckle translation, ∆p x , can be derived via the time-lagged cross covariance function of the intensity distribution in the Fourier plane. 3 The same analysis shows that in case of a translation of the target, the speckle patterns will boil rather than translate. Thus, target translation due to e.g. vibrations will not bias the measurements of angular velocity, making this optical design superior to other types of sensors, which measure the surface velocity as an indirect measure for angular velocity. Any linear displacement superimposed on the rotation will merely cause a slight decorrelation of the speckle pattern crossing the lens array, and thus result in a reduction in the sensitivity of the sensor. The angle of rotation for which the speckles are decorrelated is given by 3 the following expression:
where σ 4 is a Gaussian approximation to the aperture function of the lens L 4 , and r s is the illuminated spot size of the target. 
where A x and B x are the ray-matrix elements 4 in the direction of ∆θ, and r c describes the lateral height correlation length for the target surface. For r c → 0 the speckle field is fully developed. 
ALGORITHMS
Ideally, the optical spatial filter provides a quasi-sinusoidal photocurrent (see Figure 2 ), which could be analysed by using a simple zero-crossing-detection algorithm. Particularly, when the mean angular velocity is restricted to a certain interval, not including zero velocity, an electronic band-pass filter can be used to condition the signals for even high performance velocity measurements. The simplest implementation is counting all zero-crossings within a given time interval, and from that find the mean velocity for that time interval. Rice 5 has derived that the compound probability density for the instantaneous signal amplitude, a, and frequency, φ', as a function of signal power, A, and spectral width, ∆ω, is given by:
From Eq.4 we can derive the variance of the instantaneous frequency, conditioned by the signal amplitude exceeding a o .
We get an exponential integral function (Mathematica):
The variance of the frequency conditioned by the relative threshold value measured in power is plotted in Figure 3 , and indicates that the first derivative of the signal phase is more likely to change, when the signal amplitude is low than high. In Figure 4 we have plotted the measured first derivative of the signal phase as a function of threshold signal amplitude. The instantaneous phase and amplitude are determined from a signal and its phase quadrature signal, and the spread of the plot gives a nice agreement with shape of the expected variance in Figure 3 .
When the first derivative of the signal phase changes, the rate at which the zero-crossings are arriving, given a constant rotational speed of the target, will fluctuate and cause variations in measured angular velocity. Therefore, preferable we would like to only measure zero-crossings when the signal amplitude is high. Thus, instead of having to count all zerocrossings within a given time interval, we measure the time periods between two consecutive zero-crossings in the same direction, identified when the signal passes through relative large hysteresis levels of a Schmidt-Trigger function. We then assume that the rotational speed of the target will remain approximately constant in between bursts with relative large signal amplitudes. We will denote the algorithm as the zero-crossing-period algorithm (ZCPA).
Tolerance of ZCPA towards noise, passing through the band-pass filter is improved by using the distribution of measured period values in a histogram. Subsequently, we find the bin with the highest number of "hits", and then based on this peak level determine the centroid of the distribution function within a limited number of bins. The centroid is determined by summing over bins containing e.g. at least 10% of the peak occupation. In Figure 5 and Figure 6 the standard deviations of zero-crossing detection algorithm and the ZCPA are tested as a function of hysteresis level of the Schmidt Trigger function. Figure 5 illustrates that the standard deviation will increase as the zero-crossing detection algorithm will loose counts due to an increased hysteresis level. Additionally, this will bias the measurement towards smaller angular velocities. Figure 6 illustrates that when increasing the hysteresis level well beyond the levels in Figure 5 , the standard deviation decreases to approximately 2 -1/2 of the levels of standard deviation observed in Figure 5 . Additionally, the optimum performance extends through a large range of hysteresis levels, and we expect no bias. The peak at the hysteresis level of 0.6 mV in Figure 5 is expected to be due to the digitalisation of the signal amplitude, where the least significant bit corresponds to (160 mV/256 =) 0.625 mV. Figure 6 . The relative standard deviation is plotted for various hysteresis levels and for a zero-crossing period algorithm. Figure 7 shows the processing scheme. The differential detector signal from an optical sensor (S) is passed through a band-pass filter with a relative high order. We use a band-pass, Butterworth filter of order 8. The centre frequency and the bandwidth ∆B will be designed to accommodate the mean frequency of the sensor signal and its variation, respectively. Then, the ZCPA will estimate a angular velocity measurement and pass it on to e.g. a PC. With an array of sensor units, all units will be synchronized together from the PC. Figure 8 illustrates the principle of the ZCPA algorithm. The individual periods measured are evaluated, and only those periods, being within e.g. ±40% of the expected mean period is included in the histogram. Then the power spectrum is determined, the maximum peak is found within a frequency range of ±50% of the expected centre frequency. A frequency range of ±20% defines the area for determination of the centroid.
EXPERIMENTS AND RESULTS
Measuring on a target rotating with a constant angular velocity of approximately 22.2 rad/s, with a sampling rate of 400 kS/s, we acquire 16 MS during 40 seconds. The record is divided into 4000 sub-records, which each will provide an angular velocity measurement (100 measurements per s or 28 measurements per revolution). The Butterworth filter is centred at 288 kHz, with a bandwidth of 230 kHz. Similarly, the evaluation criterion for the periods is set to allow periods between 60% and 140% of the expected period, and the corresponding range is divided into 15 bins. The timeresolved discrete Fourier transform algorithm (TDFT) is described above. An important test of the ZCPA is to test its sensitivity to an asymmetric position of the Butterworth filter around the mean signal frequency. Therefore, the centre frequency of the Butterworth filter is scanned, while maintaining its bandwidth. Figure 10 illustrates the relative standard deviation of measurements from the ZCPA and the TDFT, and clearly the standard deviation of the ZCPA is almost a factor of 20% lower than the standard deviation obtained for the TDFT. However, in Figure 11 apparently a bias effect appears for the ZCPA, due to the case where the edges of the Butterworth filter cut out significant parts of the distribution function for the periods. The vertical lines mark where the edges of the Butterworth filter overlaps the mean signal frequency. On the other hand, in the given case the bias is less than ±1% of the mean value within the range of from 0.65 to 1.35 of relative offset. The ability of the sensor to measure modulation is demonstrated with the set-up in Figure 12 . The target is a disk, which is driven by a multi-pole motor. The multi-pole motor rotates at a relative fast angular speed (22.2 rad/s), which is kept constant by using an active feedback. The multi-pole motor is mounted on a rotating table, which rocks back and forth with an approximated harmonic angular motion, driven by a mechanical arm. The arm connects the rocking table to a smaller disk, which rotates slowly (0.1-3 rad/s) as it is driven by a heavily geared DC motor.
In the case of using a relative long arm compared to the radius of the third disc (a >> r), and if the radius of the reference disc is large compared to the third disc (R >> r ⇒ θ << 1) we get the following approximation describing the angular velocity in time of the target disc relative to the laboratory reference system:
where ϕ 1 is an arbitrary phase. The modulation index can be controlled via the two ratios of small disk radius (r) to rocking table radius (R) and small disk angular velocity (ω 1 ) to rocking table angular velocity (ω 0 ).
The time sequence of an angular velocity measurement is analyzed using the power spectrum. From the power spectrum the ratio of the power of the peak located at ω 1 to the power of the peak at DC is measured, and provides directly the square of the modulation index. In Figure 13 the squared modulation index, determined from the angular velocity measurements via TDFT and ZCPA, is plotted versus the modulation index determined from Eq.6, showing agreement between the two algorithms and agreement with the expected modulation. This experiment is here carried out by varying 
SENSOR ARRAYS
Such an array can be simulated by moving a single sensor in axial steps for each acquisition (see Figure 14) . Of course, such a simulation requires a stationary fluctuation. A precise trigger arrangement ensures that all acquisitions start at the w(t)
same angular position of the target. Each acquisition is processed to give a time sequence of angular velocities, and finally an ensemble-average is performed. In this case we have used the TDFT for processing the data. We use the power spectrum of the ensemble-averaged angular velocity data in order to determine the nature of the fluctuations. The cyclic variations in the measured angular velocity stem from two contributions: first they arise due to mechanical fluctuations in angular velocity. Secondly they appear due to the speckle pattern being repeated for each revolution, and thus the unavoidable errors in the measurement will be repeated showing up as pseudo-vibrations. Here, these pseudoharmonics are artifacts in the measurement, which should be reduced as much as possible.
In Then a fluctuation is introduced to the target, via a magnet inducing current vortices in three copper plates mounted at the end of the target, and evenly distributed in terms of angle, as it is illustrated in Figure 16 . Again, the sensor array is simulated by traversing a single sensor along the axis of the target, and we obtain similar power spectra of the ensemble-averaged acquisitions as above. Just addressing the power spectra with 25 ensembleaveraged acquisitions, as illustrated in Figure 17 , we can identify the same fluctuations as observed in Figure 15 , plus a new fluctuation present only here. As we would expect the new fluctuation is described with the presence of a third, a sixth, a ninth and a twelfth harmonic. 
CONCLUSION
We have demonstrated a zero-crossing-period algorithm, and compared it with a time resolved discrete Fourier transform algorithm. As mentioned in the beginning, our interest in this type of algorithm is driven by the need for implementing a compact (like an IC component) and cost-inexpensive optical sensor, which can be used to construct sensor arrays. Arrays of sensor will allow such a system to carry out a large number of independent measurements, and therefore take an average performing technology to a high performing system. Additionally, in the case of rotating targets the generic problem with speckle noise, causing pseudo-vibrations, can be reduced by using a sensor array.
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