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1I N T R O D U C T I O N
Much progress has been made in controlling friction, but the pre-
cise mechanisms of friction are still beyond our reach. Progress in
nanotribology has led to a better understanding of the fundament-
als of friction, which are interesting in itself but could also aid in
realizing low-friction systems and reduce wear.
The research in this thesis concerns the changes in structure of
graphitic systems and the effects thereof on friction. This chapter
places our research in the wider field of friction, shows why we
choose carbon as our testing system and describe methods used in
the experiments we compare our results to. It is by no means an over-
view of the entire field, for which we refer to books [1–3] and reviews
[4, 5].
2 introduction
1.1 friction
People have tried to control friction for a long time. The ancient Egyptians
wettened sand to make it easier to move a sledge with heavy building mater-
ials [6]. Leonardo da Vinci performed experiments on the forces of macroscopic
friction. It has been studied for so long because friction and wear touch upon
many aspects of daily life: walking, playing a string instrument, driving a car,
every occasion where two surfaces come into contact. Friction plays a role at
many different length scales: from contacts in nanodevices to earthquakes. That
friction is so common means that the benefits of lowering friction, and thereby
saving energy, are potentially huge.
The problem of friction is far from solved, however. It is still impossible to pre-
dict friction coefficients, the microscopic mechanisms of friction are not yet well
understood and different length scales cannot be bridged. This is not surprising
as friction is intrinsically complex. It is a non-equilibrium process, dealing with
multiple contacts, different length and time scales and non-linear behaviour. A
traditional theoretical approach does not exist and it is hard to observe what
happens between sliding contacts.
Still, a large amount of phenomenological knowledge is available. Optimizing
contacts in car engines has led to considerable fuel savings, better coatings have
increased the durability of materials in sliding contact, and two empirical laws
describing macroscale friction were published by Amontons already in 1699:
• The friction force is directly proportional to the applied load.
• The friction force is independent of the apparent area of contact.
to which Coulomb added 80 years later
• Kinetic friction is independent of the sliding velocity and smaller than
static friction.
These are known as Coulomb-Amontons Laws. Static friction is the force that
needs to be overcome in order to initiate sliding and kinetic friction the force ne-
cessary to sustain it. The notion that friction is independent of the apparent area
of contact can seem counterintuitive at first sight and was not easily accepted
by the scientific community at the time [3]. The crux is that friction scales with
the real area of contact, which is proportional to load, but this was not realised
until Bowden and Tabors discoveries in 1954. Two surfaces in contact meet only
at the asperities, and this real area of contact is just a fraction of the apparent
area for macroscopic surfaces. It is now thought that friction originates from an
adhesive force, needed to shear two surfaces over another, and a plowing force,
to push harder asperities through the softer surface. Both plastic (irreversible)
and elastic (reversible) deformation can occur.
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At large scales, friction is governed by roughness, dirt and different species
whereas atomic scale friction is a direct result of the interactions between atoms.
This is the domain of nanotribology, where macroscale rules do not generally
apply. The field focuses on dry friction, because using lubricants is often not
feasible due to capillary forces and squeeze out of liquid. Studying friction at
the nanoscale can provide insight in the fundamental aspects of friction, which
could then be used to bridge the gap between length scales. Also, controlling
friction and wear at this scale is essential for the development of micro- and nano
electromechanical systems (mems / nems). A few decades ago, revolutionary
experimental techniques and developments in computer power made it possible
to study friction at this scale and led to a surge of interest in friction research.
1.2 measuring friction
There are three main instruments to measure friction, which rely on different
principles and are used for different systems. The Surface Force Apparatus (sfa)
consists of two cm-size cylinders that are brought into contact. The surface is
generally made of mica, on which other materials can be deposited. This setup
makes the sfa very suitable to study the behaviour of liquids between interfaces.
The frictional response can be obtained by using a spring to move the top cylin-
der and measure the lateral force. Recently, graphene has been deposited on the
mica sheets [7], which might make it possible to study graphene on graphene
friction and adhesion also using an sfa in the near future.
The Quartz Crystal Microbalance (qcm) relies on the slipping of physisorbed
molecules over a moving surface. A quartz disc covered with metal forms a
flat surface, on which an atomic or molecular layer, typically a noble gas, is
deposited. As the disc is brought into oscillation, the molecules can slide. The
frequency of the oscillations of the disc changes when dissipation occurs. The
experiments are performed at very low temperatures to keep the physisorbed
molecules from evaporating and to keep thermal fluctuations from disturbing
the signal.
For this work, the friction force microscope (ffm) is the most important, be-
cause of the direct link to our simulations.
1.2.1 Friction Force Microscopy
The development of the friction force microscope (ffm) greatly contributed to
advances in the field of nanotribology as it allows to study the response of a
single asperity at a surface, which reduces complexity and provides insight in
the fundamental processes occurring. A sharp tip is brought into contact with a
surface and then slides laterally over the surface, which results in bending and
4 introduction
twisting of the cantilever. Using a beam and mirrors, the deflection is recorded.
The technique is similar to Atomic Force Microscopy (afm), but an ffm also
measures lateral forces. The lateral force typically displays stick-slip behaviour,
as a result of the tip jumping from one favourable position to the next. As the tip
scans back and forth, a hysteresis loop is obtained. The area enclosed by this loop
is equal to the dissipated energy, which is equal to the distance times the average
lateral force [8]. Unfortunately, the tip is seldom atomically sharp, but forms an
extended contact. The lack of exact knowledge of the atomic configuration in the
contact is the most important drawback in friction force microscopy [9].
1.2.2 Surface Characterization
While the above mentioned are the main techniques for measuring friction, it
is also often useful to characterize the interface using other methods. A range
of scanning probe microscopy methods, where the surface is scanned with a
probe, is used for this purpose. In this category falls afm in its various modes,
but also Scanning Tunneling Microscopy (stm). Here the tip is brought very
near to the surface and a voltage difference is applied between the tip and the
substrate, such that quantum tunneling occurs. The tunneling current yields
information on the local density of states. In Chapter 7 we compare our results
to experiments of graphene on hexagonal boron nitride (h-BN) [10], which use
a Fourier transform of the stm signal to obtain information on the bond length.
A different branch of measurement techniques is based on scattering. Raman
scattering gives information about the symmetry of the structure and can, con-
trarily to scanning probe methods, also be used when a system of interest is
covered, for instance a graphene layer between two h-BN structures [10].
1.3 models
Simple 1d ball-and-spring models have been very useful tools to study the fun-
damentals of friction. The small number of degrees of freedom make them well
suited to focus on general mechanisms rather than specific properties of materi-
als. Despite their simplicity, very rich dynamics can be obtained.
1.3.1 Prandtl-Tomlinson model
The simplest and most influential friction model is the Prandtl-Tomlinson model
[11, 12]. In this model, a particle is pulled over a 1d potential with period a by
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Figure 1.1: The Prandtl-Tomlinson model. A particle is pulled by a spring attached to a
support over a potential.
a spring connected to a slider, which moves at a constant speed v. The resulting
potential energy can be written as
U(x, t) = U0 cos
(
2pi
a
x
)
+
K
2
(x− vt)2 (1.1)
where K is the spring constant and U0 the amplitude of the potential, as il-
lustrated in Fig. 1.1. The dynamics of this model can be studied by adding a
dissipative force −γx˙ in the direction opposite to the motion, where x˙ is the
velocity of the particle and γ a damping parameter. From the potential energy
only, two sliding regimes are possible, depending on the ratio
η =
4piU0
Ka2
. (1.2)
For η < 1, i.e. for low potential barriers or stiff springs, the particle moves
smoothly and remains in a single potential energy minimum. Conversely, for
η > 1, i.e. for high potential barriers or weak springs, an instability appears, as
illustrated in Fig. 1.2. The particle then becomes trapped in a local minimum.
When enough force is exerted by the spring to overcome the barrier, the particle
jumps to the next potential minimum. This behaviour is referred to as stick-slip
and leads to a characteristic sawtooth friction curve. The friction can be found
as the average lateral force on the spring:
Ffric = 〈Fx〉 = vs
na
∫na/v
0
K(x− vt)dt (1.3)
where the average is taken over a number of periods n of length a. The friction is
equal to the dissipated energy divided by time. This is the same method used to
obtain the friction force in a ffm. If η is increased further, the particle can jump
over more than one potential barrier. A more irregular pattern with multiple
slips can appear. This behaviour has been observed in ffm experiments [13].
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Figure 1.2: Energy landscape illustrating the two regimes of the Prandtl-Tomlinson model.
Different sliding regimes can be observed based on the ratio between the
potential amplitude and the spring stiffness. (a) The smooth sliding regime.
(b) The stick-slip regime.
1.3.2 Frenkel-Kontorova model
The Frenkel-Kontorova model has found applications in a wide range of phys-
ical phenomena. From the point of view of structure and friction, the inter-
action between different surfaces is what is described in Frenkel-Kontorova
model [14, 15]. The substrate is represented by a potential with period a, the
other side of the contact consists of particles connected by springs with equi-
librium length b, as illustrated in Fig. 1.3. Two situations can be distinguished,
depending on the ratio between a and b. If this ratio is a rational number, the
system is referred to as commensurate, while an irrational number corresponds
to an incommensurate situation. A commensurate system will always have finite
static friction. If a and b are close, motion proceeds through kinks and antikinks,
illustrated in Fig. 1.4.
For an incommensurate system, the static friction depends on the ratio
λ =
U0
K
(1.4)
where U0 is the amplitude of the potential and K the spring constant. When λ is
smaller than a critical value λc, all atoms are evenly distributed over the poten-
tial in the ground state. This means that the total potential barrier is averaged
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Figure 1.3: The Frenkel-Kontorova model. A chain of particles separated by springs of
equilibrium length b moves over a substrate represented by a potential with
period a.
(a) Kink (b) Antikink
Figure 1.4: Illustration of kinks and antikinks in the Frenkel-Kontorova model.
out and the atoms can move without any static friction. When λ > λc, the max-
ima of the potentials are no longer occupied, meaning that there is a barrier to
sliding. The transition at λc is called the Aubry transition [16].
Both the Frenkel-Kontorova and the Prandtl-Tomlinson model can be exten-
ded in various ways. A damping parameter can be added, thermal fluctuations
can be included, they can be extended in multiple dimensions, etc. Of course,
the Prandtl-Tomlinson and Frenkel-Kontorova model can also be combined by
attaching a slider and spring to every particle in the Frenkel-Kontorova model.
The properties of this Frenkel-Kontorova-Tomlinson model are described in de-
tail by Weiss and Elmer [17, 18]. More detailed and material-specific models can
be seen as extensions of these simple models, but finding an analogue for the
Aubry transition for example in a real system is very difficult.
1.3.3 Towards real systems
By taking into account more complicated interactions in three dimensional sys-
tems, models that try to mimic experiments are being developed. Typically mo-
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lecular dynamics simulations are being used to study extended non-rigid con-
tacts, include realistic interactions between atoms, flexible substrates, extended
tips etcetera. The tip is still pulled with a spring to measure friction. However,
molecular dynamics simulations are limited to short timescales and small length
scales, which means that another level of theory is needed to model mesoscale
friction.
1.4 carbon
This work focuses on the structure of carbon systems, mainly graphitic ones.
With the exception of Chapter 5, where diamond is transformed into amorph-
ous carbon and forms bonds with graphene, we consider small changes in the
structure of (part of) a graphene layer: local stretching of bonds and deform-
ations in the out-of-plane direction. To understand why these changes occur,
the different allotropes of carbon and the lattice of graphene and graphite are
described next.
1.4.1 Allotropes of carbon
Carbon, the sixth element from the periodic table, is the fourth most abundant
element by mass in the universe. Due to its electronic structure it can form a wide
variety of allotropes and compounds, as shown in Fig. 1.5, with very different
physical properties. The 3d allotropes diamond, graphite and amorphous carbon
have been recognized as such since the 19th century and have been used long
before. The carbon atoms in diamond are sp3 hybridized, meaning that every
atom has four neighbours, arranged in a tetrahedral structure. Graphite and the
lower dimensional allotropes are all sp2 hybridized, with three neighbours for
every atom. The 2d allotrope graphene has been discovered in 2004 [19], but it
can be considered as the building block of several of the others. Graphite (3d)
(a) Diamond (b) Graphite (c) Graphene (d) Nanotube (e) Buckyball
Figure 1.5: Different allotropes of carbon.
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consists of stacked graphene layers and buckyballs (0d) and nanotubes (1d) can
be thought of as graphene rolled in various shapes.
The basis vectors of the unit cell of graphene, shown in Fig. 1.6a, are given by
a1 = (1, 0)a a2 =
(
1
2
,
√
3
2
)
a (1.5)
where the lattice constant a =
√
3d with d ≈ 1.42 Å the interatomic distance
in bulk graphite. The lattice of graphene is not a Bravais lattice but consists of
two sublattices. The atoms in sublattice A are located at (0,0) while the atoms in
sublattice B are found at
(
1
3a1,
1
3a2
)
.
a1
a2
(a) (b)
Figure 1.6: (a) Lattice of graphene. A unit cell is shown in grey, with the arrows indicating
the basis vectors a1 and a2. (b) The most favourable stacking of graphite, the
AB stacking.
Thanks to the remarkable properties due to this structure, graphene has sparked
a huge interest. Most attention has been given to the electronic properties, but
the mechanical properties are special as well. The bonds between graphene
atoms are so strong that it has been suggested that a 1m2 hammock of a single
layer of graphene could carry a cat [20].
The lowest energy form of carbon is graphite, which consists of graphene
layers stacked upon each other. The covalent bonds within a layer are very strong
and the layers are held together by the relatively weak van der Waals interaction.
The van der Waals forces make that the most favourable stacking is the one
where one carbon atom resides in the middle of a hexagon of the layer below,
and the other carbon atom on top of a carbon atom, as shown in Fig. 1.6b. This
is called the AB stacking.
All of these elements play a role in friction research. Buckyballs and nanotubes
have been suggested as bearings [21, 22], diamond-like carbon is important for
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mems and coatings [23]. Graphene and graphite are among the most studied
systems in nanotribology and these are described in detail next.
1.4.2 Graphene and graphite as a prototype system for nanotribology
Since the first friction force microscope (ffm) measurements by Mate et al. [24],
graphite has been a prototype substrate for nanotribology. This because it con-
sists of flat, weakly bound layers, that make it suitable as a lubricant, and be-
cause it has a very simple structure, which is convenient for the physical inter-
pretation of the behaviour. However, despite its simple structure a rich variety
of behaviour has been simulated and observed.
(a) (b)
Figure 1.7: Different orientations of a graphene flake on a graphite substrate. In the com-
mensurate orientation (0◦) with respect to the substrate friction is high and in
the incommensurate orientation (30◦) friction is low.
In ffm experiments on graphite, a graphene flake may be attached to the
tip. Rather than measuring the friction between tip and graphite, the friction
between flake and graphite is thus measured. This makes the friction very de-
pendent on the orientation of the flake on the substrate, illustrated in Fig. 1.7.
Dienwiebel et al. [25] showed by means of an ffm experiment that nearly fric-
tionless sliding occurs for a wide range of angles and is much higher for a range
of angles close to the commensurate angles 0◦ and 60◦, where the flake is locked.
Very low friction is often referred to as superlubricity. The name is unfortunate,
since it brings to mind superconductivity and superfluidity. In contrast to the
meaning in those cases, friction is not zero but low. Nonetheless, the name su-
perlubricity stuck and is widely used.
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Later, superlubricity was also measured in micron sized flakes [26]. A regime
studied in detail only recently is that of high-speed sliding friction. At high
speeds, the substrate is perceived as flat and fast diffusion and very low friction
is the norm here rather than the exception [27].
While the dependence on orientation was expected and could be explained
by the Frenkel-Kontorova model, the dependence on the number of layers in the
substrate was more puzzling and is still a matter of debate. Filleter et al. ob-
served that friction for a tip sliding over a double layer of graphene was half the
friction measured when sliding over a single layer and explained the difference
by electron-phonon coupling [28]. Lee et al. found that friction decreased with
the number of graphene layers, which was attributed to puckering of the tip [29].
Gao et al. later proposed that the interactions between different layers explained
the decreasing friction [30].
1.5 hexagonal boron nitride
After the discovery of graphene, other layered materials have been discovered,
such as molybdenum disulfide (MoS2), tungsten disulfite (WS2) and hexagonal
boron nitride (h-BN). Due to its similarity to graphene, h-BN has attracted par-
ticular attention. The lattice of a single sheet of h-BN has the same unit cell
as graphene, but one of the atoms is a boron atom and the other a nitrogen
atom. The electronic properties are however very different from graphite. The
electronic properties make the AA stacking the most favourable stacking in h-
BN, whereas AB is the most favourable stacking in graphite, and make h-BN
an insulator whereas graphite is conducting. Its flat surface, its similar lattice
with a lattice constant only 1.8 % larger than graphene and its insulating prop-
erties make h-BN a very good substrate for graphene, reducing out of plane
fluctuations and improving electronic transport properties. The combination of
the two materials gives rise to interesting new physics, such as the Hofstadter
butterfly. The possibility of combining different layered materials in different
stackings to form new materials, dubbed Van der Waals heterostructures [31],
has also led to much interest.
1.6 contents of this thesis
We consider changes in the structure of graphitic materials and the effect of these
changes on friction. We use atomistic simulations to model realistic materials,
where the properties of graphite and graphene play a key role. In most cases
the structure and frictional behaviour is determined by the competition between
the interlayer van der Waals forces and the elastic forces within the graphene
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layer. We show the changes in structure in several situations; sometimes subtle,
in other cases more pronounced.
In Chapter 3 we consider the friction of small incommensurate graphene
flakes sliding on graphite, triggered by experimental results that showed a sud-
den, reversible increase in friction with load. As the flakes are small and the
edges are more flexible, the edges play a crucial role in the friction. Chapter 4
also considers graphene flakes, but now multiple flakes that are free to move
between graphene plates. This time, not the orientation of the flake but the fact
that many flakes are moving is crucial. In Chapter 5 another property of graph-
itic systems is highlighted: the repulsive interaction between two graphene lay-
ers. This results in a high resistance to wear, whereas a single layer of graphene
can be quickly destroyed when placed between diamond slabs. Chapters 6 and
7 concern the structural changes in graphene when it is deposited on a graphite
or hexagonal boron nitride substrate. In the case of graphene on graphene, the
changes are subtle but nonetheless an interesting effect is found: for small angles
the distortions no longer follow a sinusoidal modulation but instead small areas
with relatively large out-of-plane deformations are found among large uniform
areas. The deformations are larger on the boron nitride substrate, due to the
difference in lattice parameter. These deformations can be used as a probe for
the interlayer interaction. Because no empirical potential for h-BN/graphene in-
terlayer interaction was available, we used a potential for graphite and tailored
it to h-BN/graphene interaction. More details about how we tuned the potential
can be found in the appendices.
While this work is focused on structure, changes in structure affect the elec-
tronic properties of a material. The structures obtained from atomistic simula-
tions can be used as input for the tight binding propagation method (tbpm) [32],
however. These calculations show that this combination of methods yields the
experimentally observed additional Dirac points and the Hofstadter butterfly
structure of energy levels in a magnetic field [33].
The h-BN/graphene system described in Chapter 7 is also interesting as it
has been predicted to show superlubric behaviour for rigid layers. How the
graphene will move when internal motion is also taken into account is still an
open question. This is a promising direction for further research.
2C O M P U TAT I O N A L M E T H O D S
The advances in computational power have contributed to our un-
derstanding of friction. Simulations can aid in understanding experi-
ments and allow to study systems that cannot be realized experiment-
ally. As this thesis concerns the structural deformations of carbon,
the interaction between atoms is very important. We use different
empirical potentials and describe these potentials here in some de-
tail to explain why we use different potentials in different studies.
This work would not be complete without mentioning the basics of
molecular dynamics. There are many excellent works available for a
more in depth discussion [34–36].
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2.1 interactions between atoms
Every calculation involves a tradeoff between accuracy and computer time. Ab
initio methods are rigorous but costly. These methods use the Schrödinger equa-
tion as a starting point and aim to solve it numerically. Although ab initio meth-
ods are still approximations, they are free from empirical parameters and thus
their use is more general. Ab initio results are considered benchmark data when
no experimental data are available.
A very common method for ab initio calculations is Density Functional Theory
(dft). As the name implies, this method uses the electron density rather than
the wavefunction to obtain the energy. With the growth of computer power, the
system sizes that can be handled by dft are increasing. Although dft could
in principle be used to simulate interactions of a small tip with a substrate,
the simplest approximations for the exchange interaction (lda and gga) suffer
from the additional drawback of not being able to accurately include van der
Waals interactions. Interactions such as those between a graphene layer on h-
BN therefore require methods beyond standard dft [37, 38], but these more
advanced methods are limited to total energy calculations of small cells with few
atoms. While this is very useful to get an idea of the interaction, it is impossible
to use this kind of method for samples of a realistic size.
Compared to ab initio methods, the use of empirical potentials has the major
advantage of reduced computational cost, thus making it possible to consider
larger systems or longer time scales. These potentials describe the forces between
atoms, with the total cohesive energy as a function of the interactions V between
different atoms i, j, k
Eb =
1
2
N∑
i,j
Vij +
1
6
N∑
i,j,k
Vijk + . . . (2.1)
where V is an analytical function with several parameters which are then
adjusted to reproduce experimental data or results of ab initio calculations. The
terms Vij and Vijk are two-body and three-body terms respectively.
A good potential should be flexible enough to be able to accommodate a wide
range of fitting data, be computationally efficient, be able to accurately repro-
duce known properties and be predictive for other properties than those used
in the fitting [39].
The simplest potentials are central pair potentials, in which the energy of the
system is given as a sum of pairwise energies which only depend on the distance
between atoms. Typical examples are the Lennard-Jones (lj) potential, which
describes van der Waals interactions, and the Coulomb potential for interactions
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between charged particles. The interaction of two atoms in the lj potential is
given by
Vij(rij) = 4
[(
σ
rij
)12
−
(
σ
rij
)6]
(2.2)
where rij = |ri − rj| is the distance between the atoms i and j. The only way lj
potentials can be tuned, is through the two parameters  and σ.
Another famous pair potential is the Morse potential, where the interaction
between two atoms is given by
Vij(rij) = De
(
1− e−α(rij−re)
)2
(2.3)
where rij is again the distance between the atoms, re is their equilibrium dis-
tance, De tunes the well depth and α its width. The Morse potential is better
at describing covalent binding than the lj potential and, as a result, reproduces
vibration frequencies more accurately.
Pair potentials are too simple to mimic the properties of materials other than
noble gases, because pair potentials are spherically symmetric and the strength
of the bond is not influenced by the number of bonds. They always favour high
coordination while the diamond and graphite structures, with 4 and 3 first neigh-
bours are either unfavourable or unstable. These problems are tackled by many-
body potentials. A class of many-body potentials often used for covalently bon-
ded materials is bond order potentials. Instead of separating two and three body
terms as in the general expression in Eq. 2.1, bond order potentials are written
as a sum of two body terms where the interaction between atom i and atom j is
determined by all other neighbours. The general form of a bond order potential
consists of a repulsive term VR and an attractive term VA
Vij(rij) = VR(rij) + bijkVA(rij) (2.4)
where the strength of the attractive term is modified by the term bijk which
makes the potential weaker when more bonds are formed. The amount of weak-
ening of the bond i, j usually depends on the distance and angle to other bonds,
making the term bijk a complex expression. This way, it is possible to describe
different phases of a material and structural phase transitions implying bond
breaking and forming, hence the name reactive potentials.
Carbon is a challenging material for potentials. The most energetically favour-
able forms have low coordination numbers. Many allotropes are stable and com-
pete in energy. To account for this and model the transitions between different
phases correctly make it difficult to develop a good empirical potential.
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2.1.1 Reactive Empirical Bond Order potentials
The second edition of the Reactive Empirical Bond Order (rebo) potential [40]
and the Adaptive Intermolecular Reactive Empirical Bond Order (airebo) [41]
are closely related potentials developed to describe multiple phases of carbon.
Despite drawbacks related to the fairly abrupt force cut-off at 2.2Å, both rebo
and airebo remain very popular potentials.
In the rebo implementation in the molecular dynamics code lammps, the
spline fitting procedure has been modified with respect to the original rebo.
The equilibrium distance in graphene is therefore 1.3978 Å rather than 1.42 Å.
The airebo potential includes Lennard-Jones terms to describe the long-range
interactions in carbon, for instance the interlayer interactions in graphite. The
Lennard-Jones potential severely underestimates the corrugation [42] and there-
fore the friction, but the fact that the long range interaction is given by a separate
term makes it possible to replace the Lennard-Jones term by a more accurate po-
tential for sliding friction simulations, as described in Section 2.1.3.
2.1.2 Long-range Carbon Bond Order Potential
The Long-range Carbon Bond Order Potential (lcbop) [43] also uses the concept
of bond order to accurately describe carbon in different phases. It consists of
a short-range (sr) part and a long-range (lr) part, controlled by a switching
function:
Vij = fc,ijV
SR
ij + (1− fc,ij)V
LR
ij (2.5)
where fc,ij is a smooth cut-off function. The short-range part is of the bond order
type (Eq. 2.4) and includes many-body effects, with both an angular dependent
part and conjugation effects. Rather than parametrizing the short-range part and
adding the long-range part later, lcbop is built on an alternative approach. The
long-range interactions are excluded only for neighbours closer than 2.2Å. The
short-range part is then parametrized such that the combination of the short-
range and long-range part yields the correct properties, particularly for the dia-
mond to graphite phase transition. The long-range part is a Morse-like poten-
tial, which also underestimates the corrugation. Lcbop has been implemented
in lammps. This potential performs better than rebo when changes in coordina-
tion occur [44], which is the reason we used lcbop in the simulations of wear of
sliding diamond in Chapter 5.
Lcbop was modified further into lcbopii [44], which improves among other
things the reactive properties by adding a medium-range part to the potential.
Unfortunately, this exists currently only in a Monte Carlo version, where en-
ergies and not forces are needed. Since forces are not trivial to compute from
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energies for complicated potentials, a version for molecular dynamics is harder
to develop and not yet available.
2.1.3 Registry Dependent Potentials
All reactive potentials that succesfully decribe graphite, use a long-range inter-
action for distances around 3.34 Å, the interlayer distance of carbon. While these
typically reproduce the response of the interlayer distance to out-of-plane forces,
the corrugation against sliding is underestimated [42], as shown in Fig. 2.1. Since
the corrugation is very important for layers of graphene sliding over each other,
potentials especially targeted at this purpose have been developed. These poten-
tials typically only describe the interlayer interaction and therefore have to be
used together with a potential describing the intralayer interactions. The rebo
potential is a suitable choice because a long-range part can simply be added to
the potential. As this potential in lammps has a lattice constant of 1.3978 Å while
the registry dependent potentials described below assume a lattice constant of
1.42 Å, this requires rescaling of the parameters.
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Figure 2.1: Interlayer interaction energy as a function of parallel shift for two rigid
graphene layers at a distance of 3.34 Å, for the registry dependent potentials
by Kolmogorov and Crespi in 2000 [45] and 2005 [46], and a lj potential with
parameters as in the airebo potential, relative to the energy of the AB stacking.
The dotted line indicates 0.
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Kolmogorov and Crespi developed a potential for the interaction between
carbon nanotubes [45]. The interaction between atoms in different layers is given
as
V(rij) = −
(rij
d
)−6
+ e−λ1(rij−r0)e−λ2(zij−z0)e−(ρij/δ)
2
+
6∑
n=0
C2n(ρij/δ)
2n
(2.6)
with rij the distance between atoms i and j, zij the distance in the z direction
(perpendicular to the layers) and ρij the projected interlayer distance
ρij =
√
x2ij + y
2
ij (2.7)
with xij and yij the distance in the x and y direction. The remaining constants
d,λ1, λ2, δ, C2, C4, C6, C8, C10 and C12 are fitting parameters.
In 2005, a further refinement of this interlayer potential was made by taking
into account the bending of the graphene layer [46]:
V(rij,ni,nj) = e−λ2(zij−z0)
[
C+ f(ρij) + f(ρji)
]
−A
(rij
d
)−6
(2.8)
with
f(ρ) = e−(ρ/δ)
2∑
C2n(ρ/δ)
2n. (2.9)
While this is very similar to the 2000 version [45], an important change is that
the transverse distance is now:
ρ2ij = r
2
ij − (~ni~rij)
2 (2.10)
where rij is the distance between atoms and ni the average of local normals
for the neighbours of atom i. As this correction is important for bending of
nanotubes, but not so for relatively flat graphene layers, we neglect it for com-
putational efficiency in the calculations with the large supercells described in
Chapter 6. In that case, we simply consider ρij as the projected interlayer dis-
tance as in the 2000 version of the Kolmogorov-Crespi potential.
Another improvement is that the minimum energy configuration is now the
AB stacking. The 2000 version was designed to have a minimum slightly shif-
ted from the AB configuration, as this was thought to be the minimum energy
configuration for bilayer graphene at that time. Later ab initio calculations that
included more realistic van der Waals interactions showed that also for bilayer
graphene the minimum energy configuration is the AB stacking. In Chapter 7,
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initially the 2000 version was used, which we compare to the 2005 version in
Appendix A. There are some differences in the relaxed structure of a graphene
layer on h-BN when using the different version of the potential, but not major
ones. Lebedeva et al. later developed another registry dependent potential [47]
and stated that the corrugation is still underestimated in the Kolmogorov-Crespi
potential.
While registry-dependent potentials accurately reproduce the potential energy
corrugation, these potentials are not very versatile and not reactive. This means
that their use is restricted to sliding systems where the graphite layers remain
intact.
2.2 molecular dynamics
The dynamical properties of a system can be studied using Molecular Dynamics
(md). The classical equations of motion are integrated to study the time evolution
of the system. The atoms are moved according to Newtons equations of motion
in discrete steps in time, using the positions and velocities of the atoms and the
acceleration from the forces on the atoms.
Many codes to perform md are available. Throughout this thesis the open
source code lammps [48] is used. This is a classical molecular dynamics code,
and an acronym for Large-scale Atomic/Molecular Massively Parallel Simulator.
While this parallelization means that larger systems can be simulated as the
atoms can be divided over multiple cores and the forces an be computed sim-
ultaneously, the current timestep needs to be evaluated completely before con-
tinuing to the next. This means that different methods are necessary to simulate
longer timescales.
A good algorithm for calculating the atomic positions should conserve energy
and momentum in the microcanonical ensemble (constant number of atoms N,
volume V and energy E), be computationally efficient and allow a long time
step. A very well known integration method is the Verlet algorithm, in which
the positions of the atoms are updated according to the following procedure [34]:
~r(t+ δt) = 2~r(t) −~r (t− δt) + 12
~(a) (t) δt2 +O
(
δt4
)
. (2.11)
This requires only positions and accelerations, which are the forces divided
by mass. Velocities are not directly computed. This could occasionally be a dis-
advantage as velocities are needed to obtain the kinetic energy. Moreover, the
coordinates need to be stored for two different times. Therefore, various other
algorithms were developed. A very popular one and the one used in lammps is
the velocity Verlet algorithm, which follows the steps
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~r(t+ δt) = ~r(t) +~vδt+ 12~aδt
2 (2.12)
~v(t+ 12δt) = ~v(t) +
1
2~aδt (2.13)
~a(t+ δt) = − 1m
~F (~r(t+ δt)) (2.14)
~v(t+ δt) = ~v(t+ 12δt) +
1
2~a(t+ δt)δt (2.15)
This way, the positions, velocities and accelerations are stored for a single
point in time only. To second order in time this algorithm has been proven to
be simplectic or, in other words, to keep the structure of the Hamilton equa-
tions [49].
When the atoms move according to the laws of classical mechanics and no
energy is added to the system, the total energy is constant. Kinetic energy can
be transformed into potential energy and the other way around. The simulation
is a way to sample the microcanonical ensemble. However, in order to simulate
more realistic situation it is often desirable to consider a different ensemble, for
instance the canonical ensemble (with N, V and temperature T constant). This is
also the case in our simulations, where the energy that is added to the system
by driving needs to be dissipated. The methods used to describe a thermostat
are described in Section 2.2.1. Ideally the temperature should be controlled far
away from the contact, to avoid disturbing the dynamics at the contact. This
would mean putting a thermostat on the outermost layers, as in Chapter 5 when
two diamond slabs slide over each other. This is not always possible however,
for small systems for instance. Another problem in graphitic systems is that the
coupling between layers is much weaker than in diamond, meaning that the heat
is not easily transported in the direction perpendicular to the layers. In Chapter 4,
we consider a system of three layers, where we thermostat the driven support
layer instead of the substrate layer, because a thermostat on the bottom layer
only cannot dissipate the heat generated in the slip. When we consider smooth
motion obtained by replacing the middle layer by graphene flakes, it matters
less as there are no slips and heat can be dissipated in a more gradual way. We
compared various systems with different number of layers and different parts of
the system and did not find large differences. Another strategy that is sometimes
followed to avoid disturbing the dynamics is switching off the thermostat in the
direction of motion. This is not feasible for graphene, since slip-motion occurs
not only in the pulling direction due to the hexagonal lattice. A slip also results
in motion in the direction normal to the plane, as a result of finding a more
favourable position.
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2.2.1 Thermostats
The temperature in a molecular dynamics simulation can be obtained from the
equipartition theory, which says that every degree of freedom (e.g. coordinate
or component of the momentum) appearing quadratically in the Hamiltonian
contributes 12kBT to the kinetic energy. This leads to the following expression
for temperature
T(t) =
N∑
i=1
miv
2
i
kBNf
(2.16)
where Nf is the number of degrees of freedom. For a three dimensional system
with fixed momentum, Nf is equal to 3N− 3 where N is the number of particles.
Keeping the average temperature constant requires adjusting the velocity. The
simplest way to do this is rescaling the velocities such that the desired tem-
parature is reached. This does not guarantee that the canonical ensemble is
sampled correctly, however. Therefore, more sophisticated thermostatting pro-
cedures were developed. A very popular one is the Nosé-Hoover thermostat,
which mimics the effect of a heat bath. The Nosé-Hoover thermostat is a global
thermostat, however, meaning that it is coupled to the total kinetic energy of
the system. As friction is a non-equilibrium process with a very local generation
of heat, it is preferable to use a local thermostat instead. An example of such a
thermostat is one based on the Langevin equation. The forces for the Langevin
thermostat are given by the Langevin equation, implemented in lammps as
F = Fc + Ff + Fr (2.17)
where Fc is the conservative force, given by the interaction plus the external
forces (load) applied to them. Ff is a viscous damping force and Fr a corres-
ponding random force to satisfy the fluctuation-dissipation theorem, given by
Ff = −mγv (2.18)
Fr ∝
√
kBTmγ
dt
. (2.19)
with γ a damping constant and dt the timestep. The Langevin thermostat is
a local thermostat, which is advantageous in systems with friction where the
system is perturbed locally. Choosing the right value for the damping parameter
is not trivial. When it is too low, the friction force is overestimated due to the
large viscous term, but when it is too high, heat is not dissipated quickly enough,
leading to chaotic behaviour. Provided that the parameters are chosen carefully,
the Langevin thermostat can closely reproduce results by an exact parameter-
free dissipation scheme [50].
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2.3 energy minimization
In computational physics, it is often desirable to find a stable configuration,
where all forces are approximately zero and the energy is in a (local) minimum.
Energy minimization is used to relax a structure prior to a molecular dynamics
simulation to avoid the release of energy at the start of a simulation, but can
also be used to simulate a trajectory at zero temperature as shown in Chapter 3.
Often the minimum energy configuration of a system with given constraints
is the point of interest, as for the graphene layer on a substrate described in
Chapters 6 and 7.
Conjugate gradient or steepest descent are standard methods to quickly reach
a minimum, but for our friction trajectories we needed something more reliable.
Therefore we chose a damped dynamics method, called fire [51].
2.3.1 Fire
Fire [51] is a simple but powerful md scheme for structural relaxation. It aims
to follow the trajectory
a(t) = F(t)/m− γ(t)|v(t)|
[
vˆ(t) − Fˆ(t)
]
(2.20)
where the hats indicate unit vectors and γ(t) a function that modifies the accel-
eration. This results in the following additions to a md scheme, in which α and
the time step are adjustable quantities:
1 Calculate the power P = ~F ·~v.
2 Set ~v→ (1−α)~v+α~ˆF|~v|.
3a If P > 0 and the number of steps since P was negative is larger than Nmin,
increase the time step and decrease α.
3b If P 6 0, decrease time step freeze the system ~v and set α back to αstart
We found that this method nearly always yielded a lower minimum energy
than a conjugate gradient method. More importantly, fire avoided strange back-
and-forth jumps and resulted in a smooth, predictable trajectory.
3S U P E R L U B R I C T O S T I C K - S L I P S L I D I N G O F
I N C O M M E N S U R AT E G R A P H E N E F L A K E S O N G R A P H I T E
We calculate the friction of fully mobile graphene flakes sliding
on graphite. For incommensurately stacked flakes, we find a sudden
and reversible increase in friction with load, in agreement with exper-
imental observations. The transition from smooth sliding to stick-slip
and the corresponding increase in friction is neither due to rotations
to commensurate contact nor to dislocations but to a pinning caused
by vertical distortions of edge atoms also when they are saturated by
Hydrogen. This behaviour should apply to all layered materials with
strong in-plane bonding.
This chapter has been published as:
M.M. van Wijk, M. Dienwiebel, J.W.M. Frenken and A. Fasolino, Su-
perlubric to stick-slip sliding of incommensurate graphene flakes on graphite.
Physical Review B 88, 235423 (2013).
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3.1 introduction
Since the discovery of graphene [19], there is a growing interest in materials
similar to graphite, with strongly bonded 2d sheets and weak interplanar coup-
ling [52]. This type of bonding makes these lamellar materials, and graphite in
particular, also interesting as solid lubricants. Since the first Friction Force Mi-
croscope (ffm) measurements by Mate et al. [53] graphite has been a prototype
system for nanotribology, the new research field that aims at understanding the
fundamental origin of friction at the atomic scale. To model the friction in graph-
itic materials, it is important to go beyond the Tomlinson model of a point-like
tip [11, 12, 54] and consider the tip as an extended contact. In fact, to account
for the order of magnitude of the experimentally measured friction on graph-
ite, it was proposed that a graphene flake was dragged along with the tip so
that the friction between a graphene flake and graphite was measured instead
of that between tip and graphite [25, 55, 56]. For such an extended contact, the
friction strongly depends on the orientation of the flake with respect to the sub-
strate. When the flake has the same orientation as the substrate, the contact is
commensurate with high energy barriers to sliding and thus high friction. This
is the most energetically favorable configuration, except near the edges of the
substrate [57]. For angles in between commensurate situations, the flake is ap-
proximately incommensurate and the potential barriers to sliding are averaged
out. In this situation, an almost frictionless sliding was observed [25, 58, 59], a
phenomenon often referred to as superlubricity [60–63].
Recently, extremely high speed superlubricity has been observed for micron
sized graphene flakes [64]. However, for finite flakes, superlubricity is not ne-
cessarily a stable state. Further experiments and numerical simulations showed
that graphene flakes of the order of 100 carbon atoms very often rotate to the
commensurate orientation with a large and irreversible increase of friction [65].
This finding was further supported by theoretical work, although stable orbits
are predicted to exist [66].
A sudden increase of friction was also measured for incommensurate graphene
flakes with increasing load [67], as shown in Fig. 3.1. Since the observed increase
in friction was found to be reversible, it could not be explained by rotations to
the commensurate state. Reversibility also rules out plastic deformations of the
substrate. Models with rigid flakes cannot explain this increase since, for in-
commensurate contacts, the corrugation remains too flat for the occurrence of
stick-slip instabilities [11, 12, 62]. Bonelli et al [68] did simulations on non-rigid
graphene flakes, but they only discussed the influence of load strongly limiting
the deformations of the flake by means of very stiff springs (K = 2.5 eV/Å2).
Under load, a breakdown of superlubricity can also occur if strong in-plane
distortions lead to local commensurability. This effect was reported by Kim and
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Figure 3.1: FFM measurements of the load dependence of the friction force between a
graphene flake on an HOPG graphite surface over a region of the graphite to
which the flake is incommensurate. Every data point was the average over 5
separate measurements. The sudden increase of friction at loads in excess of
∼ 40nN was reproducible and fully reversible. A preliminary version of this
figure appeared in Ref. [67].
Falk [69] for a model system of atoms with Lennard-Jones and harmonic inter-
actions. They showed that the tip would adjust to the substrate with higher load
or weaker harmonic interaction between tip atoms. This adjustment led to local
commensurability and consequently to the breakdown of superlubricity. Here
we show that the reversible increase of friction with load shown in Fig. 3.1 is
instead due to pinning of the edge atoms involving mostly vertical motion and
very little in-plane strain in the flake. This mechanism seems to be specific of
lamellar materials where the creation of defects or dislocations is energetically
very unfavorable, contrary to the case of metal and rare gas islands on surfaces
where the occurrence of dislocations dominates the diffusion [70].
3.2 model
We construct a model of a ffm experiment where a graphene flake made of N
atoms is attached through springs to a tip that is moved on a graphite substrate.
We allow the atoms of the flake to move in all directions whereas we keep the
substrate atoms at their equilibrium positions in a flat hexagonal lattice at z = 0.
The tip is modeled by attaching, in the x and y directions, each atom of the flake
to springs at the positions of a rigid support flake of the same shape as shown
in Fig. 3.2a. Alternatively, one could attach a spring to the center of mass, but
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this would not limit the rotations of the flake towards a commensurate contact,
which is not the physical situation we want to consider. We model the load as a
constant force on each atom and report either the load per atom or the total load
on the flake given as the sum of the load on all atoms. The interaction between
the atoms in the flake is given by the rebo potential [40, 41] as implemented
in the molecular dynamics (md) code lammps [48]. The equilibrium interatomic
distance d is 1.3978 Å which is close to the experimental value 1.42 Å, giving
a periodicity in the x direction a =
√
3d = 2.42 Å. We describe the interlayer
interactions in graphitic systems by means of the the Kolmogorov-Crespi (kc)
potential [46]. This combination has been shown to accurately reproduce the po-
tential energy surface due to the substrate [42] which is underestimated by the
Lennard-Jones potential in airebo [41]. With this potential the interplanar dis-
tance in graphite is 3.34 Å, with an energy gain of 48 meV/atom and a difference
of 15 meV/atom between AA and AB stacking.
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Figure 3.2: a) Model of the rigid tip and mobile flake. Each flake atom with coordinate ~¯ri
is attached with a spring to a support point ~¯r0i . b) Flake with φ = 30
◦ on the
substrate. The scanlines over which the center of mass of the support moves,
from top to bottom: A, B, C, D. The period a is indicated.
The forces acting on the flake atoms are given by
~Fkc +~Frebo +~Fspring +~Fload (3.1)
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where the spring force on atom i is
~Fspring,i = −K(~¯ri − ~¯r
0
i ) (3.2)
where ~¯ri and ~¯r0i are the in plane coordinates of the flake atom and its support
point respectively, as indicated in Fig. 3.2a. The spring constant K is taken to be
16 meV/Å2.
The component in the pulling direction x of the total spring force,
Fx =
N∑
i=1
~Fspring,i · ~ˆx (3.3)
is often called the lateral force and its average over time gives the friction force
Ffric. In fact, it can be shown that the average of the lateral force over a period of
length a is
< Fx >≡ Ffric =
∆W
a
(3.4)
where ∆W is equal to the energy dissipated over a period of length a [71]. In our
simulations, we use the first period as a transient and evaluate Ffric by averaging
over the subsequent three periods. Notice that, in absence of interactions with
the substrate, Fx = 0 although each spring force Fspring,i can be different from
zero due to relaxation of the flake induced by the edge termination with respect
to the fixed support points.
The load on atom i is a constant force
~Fload,i = −L/N~ˆz (3.5)
where L is the total load on the flake.
Since the contact area of the flake has been estimated to be of the order of a
hundred atoms [25, 72], we choose flakes with hexagonal symmetry consisting
of N =54, 96 and 150 atoms. We will mostly consider the case where the flake is
rotated by 30degrees with respect to the substrate to ensure incommensurability
as shown in Fig. 3.2b. This angle corresponds to an incommensurate contact for
infinite lattices. By shifting the starting position of the incommensurate flake or-
thogonally to the pulling direction we examine the different scanlines indicated
in Fig. 3.2b.
The speed of a ffm is so low (∼ 1-1000 nm/s) that, to a good approximation,
the movement can be considered static. We therefore follow the approach by
Bonelli et al. [68] and use a quasistatic approach in which the support is moved
in steps along a given scanline and the flake is relaxed after each step by min-
imizing the force (Eq. 1) on each atom. We use the fire scheme [51], a damped
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dynamics algorithm, as implemented in lammps [48]. We use 200 minimizations
per period, which gives a step size for the movement of the support of 0.012 Å.
The minimization stops when the norm of the global force vector becomes less
than 3.12·10−4 eV/Å. We repeat this procedure for 4 periods to confirm peri-
odicity and evaluate Ffric as described above. We found that the fire scheme is
superior to conjugate gradients methods in satisfying the expected periodicity
of the motion.
In comparison with tight binding [68], our model is more suitable to study
the effect of load due to the longer cut-off. The 3.34 Å interlayer distance in
graphite is much longer than the cut-off range used in the tight binding model
(2.6 Å).
The quasistatic approach does not include dynamic and temperature effects.
In some cases, we therefore compare results obtained by this method to md
simulations at constant temperature using a Langevin thermostat. We choose a
damping parameter γ−1 of 0.6 ps, a timestep of 1 fs, temperatures of 10 K and
300 K and move the support with a speed of v = 4.84 m/s.
3.3 results
In general, incommensurate contacts lead to much lower friction than commen-
surate ones. In Fig. 3.3 we show the friction as a function of load for flakes with
orientation φ = 0, commensurate to the substrate. The friction linearly increases
with load, resulting in a nearly constant friction coefficient µ = Ffric/L = 0.03,
which agrees well with the experimental value found for microscale graphene [73].
It is worth noting that µ slightly decreases with size as a result of the fact that
atoms at the edges can reach deeper minima and contribute more to the friction.
In experiments, the point of zero friction would occur at negative values of
load due to the attractive van der Waals forces between tip and substrate. As in
our simulations only the contact area of the tip and substrate is modeled, the
van der Waals forces are very small and already at L = 0 the friction is nearly
zero.
The effect of the edges becomes more dramatic for incommensurate contacts.
In this case, the friction is drastically different from the one just discussed for
commensurate cases. In Fig. 3.4 we show the variation of the friction force with
increasing load for the 54, 96 and 150 atom flakes and the A,B,C,D scanlines.
Smaller, 24 atom, flakes are not included because they rotate to the commensur-
ate orientation already at low load, due to the smaller moment of inertia. We
see that at low load, the friction is indeed almost vanishing as expected for truly
incommensurate cases [16, 63].
At higher loads, not only is the friction at least one order of magnitude lower
than for commensurate flakes but the dependence on load is also much more
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Figure 3.3: Friction and friction coefficient µ as a function of load for commensurately
oriented hexagonal flakes of different sizes as indicated.
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Figure 3.4: Friction as a function of load for several scanlines and flake sizes of a flake
incommensurately oriented with φ = 30◦ (left). The line labeled ’H’ shows the
friction of a C54H16 flake along scanline D.
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Figure 3.5: Lateral force as a function of the support position for a low (blue) and a high
(red) load for the A,B,C,D scanlines (top to bottom) and different sizes (left
to right). The total load L is indicated in the figure. Notice the change from
smooth to stick-slip behaviour.
complex. In most cases, the friction suddenly increases from a certain threshold
load onwards in a way similar to the experimental situation shown in Fig. 3.1a.
The increase in friction is stronger, and starts at a slightly lower load, for smaller
flakes. For the 96 atom flakes, the increase starts at L/N ≈ 0.6nN or L ≈ 60nN,
which is close to the experimental value [67]. The large increase in friction with
load corresponds to the transition from smooth motion to stick-slip behaviour
shown in Fig. 3.5. For an incommensurate contact, stick-slip motion is very un-
usual and would only be expected for very small flakes which, strictly speaking,
are not incommensurate with the substrate [74].
Fig. 3.4 also shows that the behaviour with load is not the same for all scan-
lines and flake sizes. First, we examine in detail the simplest case to explain
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the behaviour with load and the effect of deformations and thereafter we will
discuss the general features for all scanlines and flake sizes.
The simplest case is presented by the 54 atom flake along scanline D because
the flake remains at 30 degrees and its center of mass does not deviate from the
scanline, as shown in Fig. 3.6. We will focus on the role of deformations of the
flake which are usually neglected.
A priori, it is not obvious whether to expect higher or lower friction by con-
sidering a non-rigid flake instead of a rigid one. While barriers are easier to
circumvent by deforming in addition to shifting and rotating, the same freedom
could be used to find deeper minima. Therefore we examine the energy profile
before looking at the friction. In Fig. 3.7a we show the potential energy due to
the substrate calculated for a rigid flake kept at a fixed height, corresponding to
the average height at the given load. We see that there is a smooth minimum at
a/2, that becomes deeper with load. To show the importance of the deformation
of the flake, we compare this result to the energy profile for a deformable flake.
To obtain this, instead of pulling the flake through the coupling to the support,
we shift the support with the attached flake and minimize the energy always
from the same starting flake configuration. In Figs. 3.7b and 3.7c it can be seen
that the energy profile Etot obtained in this way is very different from the one for
a rigid flake (Fig. 3.7a). This is mainly due to the contribution to the energy asso-
ciated with load, EL = L · zcm. As load increases from 20 nN (Fig. 3.7b) to 40 nN
(Fig. 3.7c) the minima in the energy profile of the relaxed flake become deeper
and, what is more important, a sharp barrier at xtip = a appears in between at
high load. This barrier gives rise to a discontinuity in the difference between the
center of mass of the flake and the support shown in Fig. 3.7d. When we pull
the flake using the quasistatic method described in section II, the sharp barrier
at high loads makes the flake stick instead of smoothly following the support.
The change of behaviour from continuous to stick-slip is evident in the total
energy as a function of tip position in Fig. 3.7e. At a load of 20nN the barriers
are not curved steeply enough to pin the flake, resulting in smooth movement,
whereas at a load of 40 nN the flake remains pinned in the minima shown in Fig.
3.7c and the motion becomes discontinuous. As load increases further, a second
slip emerges as also the second transition between the two minima is no longer
barrierless. The dominant contribution to these energy profiles is the load, as a
consequence of atoms being closer or farther away from the substrate.
When we compare the average distance to the surface of the edge atoms,
defined as the atoms with two neighbors, to that of the inner atoms (Figs. 3.7f
and 3.7g), we see that the edge atoms are much closer to the surface and there-
fore contribute most to the load energy. While the inner atoms move nearly con-
tinuously also at higher loads, the edge atoms move discontinuously. The two
configurations corresponding to the two minima in the period a at L = 40 nN
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Figure 3.6: Two periods of the trajectory of the center of mass (left) and rotation angle
versus the tip position (right). Simulations are for the 54 atom flake with
L = 80nN or L/N = 1.48nN (top), for an 96 atom flake with L = 140nN
or L/N = 1.46nN (middle) and for a 150 atom flake with L = 220nN or
L/N = 1.47nN (bottom). Since the flakes are coupled to the support with
springs, the center of mass can deviate from the center of mass of the support
(shown in black).
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Figure 3.7: 54 atom flake along scanline D: (a) Energy as a function of the tip position
for a rigid flake at a fixed height z = 2.97 Å and 2.80 Å for L = 20 nN
and L = 40 nN respectively. (b) Different contributions to the energy as a
function of the tip position for a deformable flake which is relaxed from its
ideal configuration for each tip position, for L = 20 nN. (c) Same as in (b)
for L = 40 nN. (d) Distance between the center of mass of the relaxed flake
and the center of mass of the tip. (e) Variation of the total energy from that
at xtip = 0 for a pulled flake for several loads. (f) The average distance to the
substrate for the edge and non-edge atoms for L = 20 nN. (g) Same as in (f)
for L = 40 nN.
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are shown in Fig. 3.8. One can see that edge atoms on either side are much closer
to the surface and the discontinuity of the motion corresponds in this case to a
tilting of the flake in going from xtip = 0.315a to 0.685a and vice versa.
∆ z=0.2 Å
∆ z=-0.2 Å
∆ z=0
Figure 3.8: Two minimum energy configurations in the trajectory of the 54 atom flake
along scanline D for L = 40 nN. The color shows ∆z = zi − zcm where cm
refers to the center of mass of the flake: red is closer to the substrate, blue is
farther away. The outer atoms are clearly more mobile.
All examined flake sizes and scanlines which show a transition from smooth
to stick-slip motion as a function of load, show a corresponding jump in the z
coordinates of the edge atoms. As the edge to surface ratio decreases with flake
size, edge effects become less important for larger flakes. We indeed observe
that the friction increases more, and from a lower load per atom, for smaller
flakes, as shown in Fig. 3.4. That the increase in friction at incommensurate
orientations is mostly due to edge effects makes friction very dependent on the
details of the energy landscape and makes it difficult to draw general trends
as a function of scanline, number of particles, and orientation with respect to
the substrate. Depending on the scanline, there can be multiple minima or only
one per period and the barriers between them can be high or low. For instance
for the 96 atom flake, a marked increase of friction is observed for scanlines C
and D whereas no or only a very small increase is found for scanlines A and B
respectively. The increase also depends on the orientation of the flake. For less
symmetric situations, like flakes with φ = 15 ◦ and φ = 25◦, we do observe an
increase in friction with load for all scanlines.
For the 96 atom flake along scanline C, we have also performed MD simu-
lations. In Fig. 3.9 we see that at 10 K the flake displays the same stick-slip
behaviour found in the quasistatic approach. At room temperature however, the
stick-slip motion is masked by large fluctuations of the lateral force, resulting in
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negligible friction. As the speed of nearly 5 m/s is several orders of magnitude
higher than in experiments, these simulations are likely to underestimate the
friction. The motion of the flake in the stick-slip regime is related to a very sym-
metric configuration of the flake with the six corner atoms locking into favorable
positions of the substrate potential as shown in the right panel of Fig. 3.9.
Figure 3.9: Lateral force Fx as a function of the tip position for a 96 atom flake along
scanline C for L = 100 nN or L/N ≈ 1 nN calculated by MD at 10 K. The
constant lines give the resulting friction at 10 K and the one at 300 K (Fx
not shown). The asterisk corresponds to the minimum energy configuration
shown in the right figure. The red (dark) color indicates atoms closer to the
substrate as in Fig. 3.8 with minimum at ∆z = −0.165Å.
In an experimental situation, it is likely that the undercoordinated atoms at
the edge are saturated by Hydrogen. To investigate this situation, we have added
Hydrogen atoms to the two-fold bonded edge atoms of the 54 atom flake. We
model the H atoms as interacting with the flake and substrate atoms through
the rebo potential and neglect interaction with the tip. The effect of Hydrogen
on friction as a function of load for this flake along scanline D is shown by the
line labeled ‘H’ in Fig. 3.4. The behaviour of friction is qualitatively the same but
the increase starts at a higher load when Hydrogen is present. This fact might
have been expected because the in-plane bonds are better preserved up to the
edges, making the edges of the flake less flexible.
In addition to the edge effects studied here, elastic deformations of the sub-
strate could also add to the total friction. The latter effect decreases with the
number of layers of the substrate [29, 75]. As we model a bulk graphite sub-
strate, we have not included this in our model. However, elastic deformations
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of the substrate could significantly contribute to the friction for substrates a few
layers thick.
3.4 summary and conclusion
In summary, we have studied the motion and friction of mobile and flexible
graphene flakes moving at incommensurate orientations on a graphite substrate.
In agreement with ffm experimental results, we have found that the superlubric
behaviour at low loads evolves to a frictional stick-slip motion at high loads.
This change is reversible since it is not due to rotations to commensurate ori-
entations but rather to a locking of the flakes as a result of vertical motion of
the edge atoms, also when H-saturation is considered. Interestingly no disloca-
tions appear in the flake also under high load, contrary to the typical behaviour
of diffusion for metals and rare gas islands on surfaces. The strong in-plane
bonding of layered materials like graphite makes that the crystalline structure is
preserved while vertical distortions at the edges are energetically favorable. This
feature might explain the good and persisting lubricant properties of layered
materials.
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4C O L L E C T I V E S U P E R L U B R I C I T Y O F G R A P H E N E F L A K E S
We investigate solid lubrication of graphene and graphene flakes
using atomistic molecular-dynamics simulations. We find that graphene
flakes yield lower friction than graphene as a result of a collect-
ive mechanism that emerges from the independent behaviour of the
flakes. By freezing out different degrees of freedom of the flakes, we
are able to attribute the low friction to non-simultaneous slipping of
the individual flakes. We also compare the results of the atomistic
simulations to those of a simplified two-dimensional model and find
that the behaviour of the latter is strongly dependent on parameters,
which emerge naturally from the atomistic simulations.
This chapter is in print as:
M.M. van Wijk, A. S. de Wijn and A. Fasolino, Collective Superlubricity
of Graphene Flakes. Journal of Physics: Condensed Matter (2015).
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4.1 introduction
Graphitic systems are prototype systems for friction, particularly in the con-
text of solid lubrication with layered materials. Moreover, since the discovery of
graphene, there have been rapid developments of synthesis methods for other
new two-dimensional materials, such as MoS2, WS2 or h-BN [76–78]. Wear of
such lamellar materials results often in the formation of flakes [79–81]. In the
last years, the notion that graphene and other layered materials are important
for lubrication has led to much interest in this topic beyond the engineering
community [82, 83]. One relevant question is whether large graphene layers are
a better solid lubricant than nanoflakes.
Low friction due to structural incompatibility, dubbed structural superlubri-
city, was first observed in a graphene flake attached to an afm tip sliding over
a graphite substrate [25]. When the contact of the flake relative to the substrate
was incommensurate a substantial reduction in friction was observed. Super-
lubric sliding over tens of nanometers was observed for graphene nanoflakes for
temperatures as low as 5K [59]. However, superlubric sliding is a fragile state,
as flakes rotate back to the commensurate orientation [84, 85]. Mesoscopic flakes
have been observed to retract to their original commensurate positions, after
having been pushed away from equilibrium to an incommensurate angle [86].
Usually particles between sliding contacts, often called third bodies, increase
the friction by pinning both sides of the contact [87–89]. Due to their flat and
rather inert structure, graphene flakes might instead facilitate sliding. Some of
the authors have previously examined whether graphene flakes could reduce
friction between sliding graphite plates [90]. The model considered in that work
represented an idealized situation with rigid flakes where out-of-plane motion,
vibration and interactions between the flakes were neglected. That paper sugges-
ted a strategy to reduce friction by having one of the sliding surfaces made of
graphene with patches with different orientations formed e.g. by grain boundar-
ies, in order to avoid that the flakes would be commensurate with both plates at
any time. Although we believe this stategy beneficial, it is relatively cumbersome
to realize in practical devices.
Here we examine a more realistic model based on an atomistic description
of sliding graphite plates lubricated either by flakes or by a full graphene layer.
We find that graphene flakes yield a state of low friction as a result of a collect-
ive mechanism emerging from independent behaviour. The crucial ingredient
of this mechanism is that the flakes do not slip simultaneously. In the atom-
istic description, which naturally restricts the parameters to realistic values, this
mechanism appears to be robust. The simple model of Ref. [90] might also show
this type of behaviour but it is too sensitive to the precise choice of parameters
to be predictive quantitatively.
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x
y
z
Figure 4.1: Top view and side view of our model.
We construct a model of two graphene layers with between them either an-
other graphene layer or n hexagonal flakes of N carbon atoms, terminated
with hydrogen atoms. Unless stated otherwise, each graphene layer measures
77.5Å× 83.9Å (2560 atoms), N = 24 and n = 29. The latter values result in a
ratio of ρ = 0.27 between the number of carbon atoms in the flakes and those
in a graphene layer. The system is shown in Fig. 4.1. The bottom layer is im-
mobile while the top layer is fully mobile and pulled in the x-direction at a
velocity v = 10m/s by springs with spring constant K = 1meV/Å2, attached to
every atom. In the appendix we discuss this choice and the effect of weaker and
stronger K.
The sum of the force on all springs yields the lateral force Fx. Assuming an
area A of the graphene layer as above, Fx =1 eV/Å=1.6nN gives a stress τ =
Fx/A = 2.464 · 107Pa. The resulting friction is calculated as the average of Fx over
a few periods of the motion. We performed molecular dynamics simulations for
up to 10 periods, using the molecular dynamics code lammps [48].
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The moving top layer is thermostatted by a Langevin thermostat with damp-
ing constant γ−1 = 1ps at T = 300 K. The flakes are not directly thermostatted to
avoid complications with thermostatting of rigid flakes and treating fully mobile
and rigid flakes differently.
The interactions within one layer are given by the rebo potential [40] as imple-
mented in lammps, while the interlayer interactions are given by the Kolmogorov-
Crespi potential [46]. The equilibrium bond length d of the intralayer rebo poten-
tial in lammps is 1.3978Å, yielding a period a =
√
3d =2.42Å, slightly smaller
than the experimental value. Therefore we rescale the Kolmogorov-Crespi po-
tential to this value. Also, we do not include bending terms in the Kolmogorov-
Crespi potential as our layers are flat compared to the nanotubes for which the
potential was developed. We have also considered geometries with more layers
and different schemes for thermostatting (see Appendix, Section 4.5).
4.3 friction and slippage
Fig. 4.2 shows that a much lower friction is found when flakes instead of a
full layer are placed between the graphite plates. With a full layer, the lateral
force displays a distinctive stick-slip high-friction behaviour whereas the flakes
lead to a smoother behaviour with broader downward profile, resulting in lower
friction. For the layer, after the first three periods the centre of mass displays a
very regular motion, jumping from one minimum to the next. The dynamics of
the flakes is instead much more complex as we will describe later. The difference
in the friction cannot be explained by the lower coverage, which leads to a lower
potential energy barrier against sliding but cannot account for the reduction of
more than a factor 5 shown in Fig. 4.2.
In order to elucidate the mechanism for the reduction of the friction, we have
investigated several cases where different degrees of freedom of the flakes were
frozen. We first consider flakes that are rigid, but otherwise free to translate and
rotate, and also entirely immobile flakes that are fixed to the bottom substrate in
commensurate orientation. In Fig. 4.3 we show the results of these simulations
in comparison with the fully mobile flakes. In the case with immobile flakes
attached to the substrate, friction is still considerably lower than for a full layer
due to the lower coverage, but the lateral force clearly shows stick-slip behaviour.
The friction for mobile and rigid flakes is much lower than for the fixed flakes
and with a less pronounced stick-slip character. The internal degrees of freedom
of the mobile flakes lower the friction only marginally. Very small differences in
friction are also found when comparing fully mobile flakes to flakes restricted
to move only in the in-plane direction (not shown).
One might think that rotations of the flakes away from commensurate contacts
are crucial for the low friction state. Surprisingly, we have found instead that we
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Figure 4.2: Lateral force as a function of support displacement for contacts with either
graphene flakes or a graphene layer. The friction is lower for the case with
flakes. In addition, the lateral force with flakes does not have the standard
saw-tooth profile resulting from stick-slip motion that the force for a graphene
layer does display.
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Figure 4.3: Lateral force as a function of support displacement (time) for different cases:
(i) fixed flakes, (ii) rigid flakes, (iii) fully mobile flakes. Both the fully mobile
and rigid flakes have lower friction and do not show the distinctive stick-slip
shape.
42 collective superlubricity of graphene flakes
can also eliminate rotations of the flakes as the main cause of the low friction. In
Fig. 4.4. we compare situations with restricted types of motion. The lateral force
for rigid flakes that cannot rotate (translation only) is very similar to that of
rigid flakes that can both rotate and translate (rigid). This comparison excludes
rotations as origin of the low friction. In contrast, not allowing translational
motion (rotation only) leads to a much higher friction and stick-slip behaviour.
We have also examined the range of rotations occurring during the motion. In
Fig. 4.5 we see that freezing of degrees of freedom leads to a higher probability
of commensurate contact, as signaled by a sharper peak at zero degrees.
Having eliminated internal vibrations and rotations of the flakes as main
reason of the lower friction, we show next that the crucial ingredient is that
the flakes move independently. This conclusion can be drawn by examining the
dynamics obtained by averaging the force on the flakes, i.e. by making the flakes
move as one body. The corresponding lateral force (labeled one-body in Fig. 4.4)
displays stick-slip and high friction. The friction is similar to the case of immob-
ile flakes (Fig. 4.3) and flakes that can only rotate (Fig. 4.4), although the static
friction, i.e. the height of the lateral force peaks, is lower.
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Figure 4.4: Lateral force as a function of support position (time) for rigid flakes with either
total force on each flake set to zero, enabling only rotations, or the torque on
each flake set to zero, enabling only translations, or the rigid flakes where both
translations and rotations are allowed. The friction curve with only rotations
closely resembles that of fixed flakes, while the translations only is close to
the one of the rigid flakes. The line labeled ‘one body’ has the force on the
flakes averaged, thus enabling only translations of all flakes moving as one
body. This resembles the case of fixed flakes, but with lower static friction.
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Figure 4.5: Distribution of angles for mobile flakes, rigid flakes and flakes where the force
is set to zero (rotations only).
The cause of lower friction then, can be found in the non-simultaneous col-
lective translations of the flakes. We characterize their translational dynamics in
Fig. 4.6, where we show the x-position of the centre of mass of the individual
flakes as a function of time. When the flakes are stuck, they move on average
with half the sliding velocity, that is, with the average velocity of top and bottom
layer. One can also see the rapid movement of the flakes when they slip, but also
that these slips do not occur simultaneously for all flakes so that it is not pos-
sible to recognize the period of the motion in Fig. 4.6. Rather than moving all at
once, which would result in a single large slip of the top graphene sheet, there is
continuous slippage of flakes one by one. This leads to the smoother force pro-
file shown in Fig. 4.2 but, as there is still stick-slip occurring on smaller scales,
the force still displays some of the typical characteristics of stick-slip, such as
temporary negative lateral forces. When the flakes are rigid (Fig. 4.6b), the slips
are longer. This is to be expected, as internal degrees of freedom are expected to
dampen the movement. The effect on the lateral force is however negligible as
shown in Fig. 4.3.
In Fig. 4.7, we show the distribution of slips throughout one lattice period of
the support motion. A slip has been defined as the motion of a flake for more
than one quarter of the lattice period relative to the fixed bottom plate during
a time interval of 0.5 ps. One can see that slips occur during all phases of the
period.
In the Appendix (Section 4.5), we also include a brief comparison to the simple
two-dimensional model of Ref. [90], which has rigid plates, rigid flakes, and a
sinusoidal interaction potential. In such simple models, the choice of parameters
is a challenge as they have to be estimated indirectly. As shown in the Appendix,
the behaviour of the model may depend strongly on the choice of parameters.
Atomistic descriptions present an advantage in this respect, as realistic para-
meter values emerge naturally.
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Figure 4.6: Position along the x-axis of the flakes as a function of time (expressed in
terms of support displacement) for a) fully mobile flakes, b) rigid flakes. The
flakes themselves perform stick-slip motion, but do not slip simultaneously.
Moreover, they sometimes stick to the graphene sheet above them and some-
times to the one below. During a stick, the flakes stick to both plates and so
move with half the support velocity (indicated by the black line).
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Figure 4.7: The distribution of slips of single flakes during the time needed for the sup-
port to move by one period of the lattice. Slips were detected as a change of
position in the sliding direction of more than 1/4 lattice period during 0.5 ps.
Slips typically occur over half a lattice period, due to the hexagonal lattice.
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Figure 4.8: Lateral force as a function of support position for different temperatures. The
friction is higher and tends more towards stick-slip for lower temperatures.
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Figure 4.9: Lateral force as a function of support position for H-saturated hexagonal
flakes of different size. We consider 27 flakes of 24 carbon atoms, 12
flakes of 54 atoms and 3 flakes of 216 atoms. Each graphite plate meas-
ures 77.5Å× 75.4812Å and the total number of flake atoms is equal to keep
ρ = 0.28.
Finally, we include several numerical results from the atomistic simulations
that explore the effects of other parameters, namely temperature and flake size.
In Fig. 4.8, the lateral force is plotted for several different temperatures. As
usual, due to thermal activation of slips, for higher temperatures the friction
is lower [91]. Figure 4.9 shows the lateral force for a number of different flake
sizes, with the same total number of atoms in the flakes. For larger flakes, the
friction is higher. This is to be expected as larger flakes interact more strongly
with the substrate and are less subject to thermal fluctuations. As a result, the
larger flakes slip more simultaneously than the smaller ones.
4.4 conclusions
By means of realistic molecular dynamics simulations, we have shown that
graphene flakes reduce the friction when compared to a perfect graphene layer.
This is not only due to the lower coverage which reduces the potential energy
barrier, but also to the fact that there are many independently moving flakes.
The flakes slip at different times within one period, causing the top layer to slide
more smoothly. The independent collective behaviour of the flakes is a way of
lowering friction not studied before.
By freezing out degrees of freedom we have examined the effects of different
contributions to the movement of the flakes on the friction separately, making
it possible to rule out the role of internal vibrations and rotations of the flake
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as a determining factor for the low friction behaviour. Our results suggest that
graphene nanoflakes are more suitable for coatings than perfect graphene layers
for low friction devices.
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4.5 appendix
4.5.1 Comparison to the simple model of Ref. [90]
Here, we also include a brief comparison to the simple two-dimensional model
of Ref. [90]. This model is similar in setup to the atomistic description in the
current work. It consists of two rigid plates in two-dimensions, one of which
is fixed, and the other is pulled by a spring connected to a support moving
at constant velocity. A collection of rigid flakes is interacting with both plates
through a sinusoidal potential.
We simulate the simple model with the parameters used in Ref. [90], with the
exception of the pulling angle, which is set to 0 for reasons of clarity. We also
consider several variations of the parameters. Figure 4.10 shows force traces for
the simple model with the original parameters, as well as results of a simulation
with similar, but slightly modified parameter values. It is clear that the beha-
viour of the simple model depends dramatically on the parameter values. The
force traces show different slip lengths, as well as transitions between stick-slip
and more smooth-sliding like behaviour, or even irregular dynamics. Neverthe-
less, between the different simulations only very few parameters are different,
and they differ by less than an order of magnitude. Without an accurate atom-
istic description, it is difficult to know which of these parameter values most
accurately describe a realistic system.
In previous work on the simple model, the tip mass was taken to be equal
to the mass of the flakes, whereas in the more realistic atomistic description, it
is almost four times larger. Similarly, the spring constant, which was taken to
be similar to the spring constant of an afm tip with a sharp apex, is an under-
estimate of the spring constant of a large, blunt piece of graphite. While these
48 collective superlubricity of graphene flakes
F x
 
( e V
/ Å
)
support displacement (period)
original
parameter set 2
parameter set 3
parameter set 4
−3
−2
−1
 0
 1
 2
 3
 4
 5
 0  5  10  15  20
Figure 4.10: Lateral force as a function of support position for the simple model from
Ref. [90] for several parameter sets. “Original” refers to the parameters used
in Ref. [90]. “Parameter set 2” refers to very similar parameters but with
both the tip spring constant and the tip mass multiplied by a factor of 4.
“Parameter set 3” refers to the same parameters as “Parameter set 2”, except
that also the damping constant is multiplied by a factor of 4. Finally, “Para-
meter set 4” refers to the same parameters as “Parameter set 3”, but with
the temperature and sliding speed adjusted to match the current atomistic
description. For each of these sets of parameters the model behaves radically
differently. Nevertheless, between the different simulations only very few
parameters are different, and they differ by less than an order of magnitude.
parameter values appear naturally in the atomistic description, they are not dir-
ectly obvious for a simple model.
4.5.2 Effect of number of layers and thermostat
We performed simulations with a different number of layers and different ther-
mostat settings. In Fig. 4.11 we show that smoother sliding with low friction
occurs for all cases. Thermostatting the flakes (the line labeled “3L*” in Fig. 4.11)
does not have much effect. When a graphene layer is added between the top layer
and the flakes that is also thermostatted (4L*), the friction is slightly higher, prob-
ably due to the increased damping (lowering the damping constant also results
in the addition of a constant value to the lateral force). This is also true when
another layer is added between the flakes and the bottom layer (5L*).
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Figure 4.11: This shows lateral force curves for different number of layers. “3L” refers to
the situation as in the main text. “3L*”,“4L*”,“5L*” refers to a system with 3
layers, 4 layers, 5 layers respectively with a thermostat on all mobile atoms.
4.5.3 Effect of spring constant
The choice of K is always a delicate point in simulations of friction because it de-
pends on the theoretical model or experimental setup. In Fig. 4.12 we compare
the lateral force presented in the main text for a full layer with K = 1meV/Å2
to those with a fivefold stronger or weaker K. One can see that smaller K gives
an irregular behaviour with long jumps whereas a stiffer K leads to strong oscil-
lations with the current, standard, choice of the damping constant of 1 ps.
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Figure 4.12: Lateral force as a function of support position for a contact of a graphene
layer with different spring constants K.
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The value K = 1 meV/Å2 we use is consistent with the elastic effects of a
block of material with the size of our cell, a height of 16 Å and the typical
Young’s modulus of graphite, 10 GPa. Notice that usually the Tomlinson model
is implemented by means of a total spring constant attached to the center of
mass, whereas we report the spring constant per atom with periodic boundary
conditions. The chosen spring constant per atom K = 1meV/Å2 is equal to 0.016
N/m per atom, which brings the total spring constant in our 2560 atom system
to 40.96 N/m. Note also that we do not impose any load, and the effects of a
weaker spring constant are similar to keeping the same spring constant while
imposing a load.
5M I N I M A L G R A P H E N E T H I C K N E S S F O R W E A R
P R O T E C T I O N O F D I A M O N D
We show, by means of molecular dynamics simulations, that the
transformation from diamond to amorphous carbon occurring while
sliding under pressure can be prevented by having at least two graphene
layers between the diamond slabs. The resulting reduction of wear
makes this combination of materials suitable for new coatings and
micro- and nanoelectromechanical devices. Grain boundaries, vacan-
cies and steps on the diamond surface do not change this prediction.
We attribute this behavior to the bonding in layered materials like
graphene. The strong in-plane bonding and the weak interlayer in-
teraction that evolves to a strong interlayer repulsion under pressure
prevent the transition to amorphous carbon when more than one
layer is present.
This chapter has been published as:
M.M. van Wijk and A. Fasolino, Minimal graphene thickness for wear
protection of diamond, AIP Advances 5, 017117 (2015).
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5.1 introduction
Control of friction and wear is one of the key challenges for the design of
micro- and nanoelectromechanical systems (mems/nems) [92]. There is an on-
going quest to make these devices reliable, robust and able to resist demand-
ing environments, under high stress and with sliding surfaces in contact. To
avoid undesirable effects associated with viscosity [93], squeeze out [94] and
stiction [95], lubrication has to be based on dry solid coatings rather than on
liquids.
The present mems/nems technology is based on silicon [96, 97], but its poor
mechanical, chemical and tribological properties make alternatives desirable and
actively sought after [98, 99]. In particular at the nanoscale, wear is a limiting
factor as it drastically shortens their lifetime [95]. Diamond is a promising ma-
terial in view of its hardness and chemical inertness. Perfectly crystalline dia-
mond is difficult to grow, but nanocrystalline diamond (grain sizes of 10-200 nm)
shares many of its properties and is attainable by chemical vapor deposition
(cvd) [96].
Although diamond is very hard, it is not resistant to wear and it can be pol-
ished. The polishing rate has been shown to depend on the surface orientation
and sliding direction [100]. The amorphous layer which develops at the slid-
ing interface is easily removed leading to wear of the surface. This amorphous
layer also leads to a high friction coefficient because it has many bonds at the
interface. Fortunately, lowering of the friction coefficient after some time, also
called running-in, is observed for sliding amorphous carbon [101, 102]. The mi-
croscopic mechanisms for this behavior are still a matter of debate. Molecular dy-
namics based on a modified version of the reactive empirical bond order (rebo)
potential [40] reports the formation of a graphene-like layer [103] during sliding
under pressure that would inhibit the further growth of an amorphous layer
at the interface. Recent ab-initio calculations, instead, attribute the reduction of
friction after the initial phase (running in) to passivation of the dangling bonds
by water or, preferably, by hydrogen [104–106]. For the latter case, a minimum
humidity or hydrogen gas pressure is necessary and the contact pressure needs
to be below a critical value [104] for passivation. These results suggest that oper-
ation in vacuum or high-pressure environments would be difficult.
An approach to reduce wear is to look for suitable coatings, effective at the
nanoscale. Moreover, it is desirable to have a very thin coating. Graphene is a
natural candidate for this purpose in view of its exceptional mechanical prop-
erties [107]. The frictional properties of (few-layer) graphene have been recently
intensively studied [28, 29] showing a increase of friction with decreasing num-
ber of layers. Coating of sliding steel surfaces with few layer graphene reduced
drastically the friction and wear during sliding [108]. Also on a smaller scale,
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coating of an atomic force microscopy (afm) tip with graphene improved the
resistance to wear [109]. Moreover it has been recently shown that graphene
withstands without damage much higher loads than diamond-like carbon [110],
making graphene suitable for high-pressure conditions.
Here we suggest combining the properties of diamond and graphene to form
a hard but smoothly sliding structure for new mems/nems technologies.
5.2 simulations
We perform atomistic simulations to describe the wear of diamond surfaces dur-
ing sliding under pressure when the surfaces are either bare or separated by
one or two layers of graphene. We find that at least two layers of graphene are
needed to form a contact that drastically reduces friction and wear.
The interatomic interactions are given by the long-range carbon bond order
potential (lcbop) [111] as implemented in the molecular dynamics code lam-
mps [48]. This bond-order potential includes dispersive interactions and can ac-
curately describe different phases of carbon [112], the transformations between
them and the elastic constants of diamond and graphite. It can also describe the
interaction of carbon adatoms with the diamond surfaces and graphene.
In Fig. 5.1 we show a sketch of our model. Our initial sample consists of two
slabs of diamond with (100) surfaces, which are pressed against each other. The
(100) surface has a square unit cell given by one face of the cubic lattice with
lattice parameter 3.5668 Å. Periodic boundary conditions are imposed in the in-
plane x and y directions. Each diamond slab is made of 9 × 6 × 8 unit cells. This
size is chosen to avoid strain and match the periodic boundary conditions when
one or two graphene layers, each made of 260 atoms, are placed between the
diamond slabs as shown in Fig. 5.1b,c. The top and bottom 4 atomic layers are
kept rigid. The bottom rigid part is kept still, whereas the top rigid part moves in
the x direction (〈100〉 direction) at a fixed velocity v=30 m/s. The top rigid part
can also move as a whole in the z direction under the influence of a constant
force on each atom, which results in a pressure of 10 GPa. The temperature
is controlled by a Langevin thermostat with damping constant γ−1 = 0.1 ps
applied to the 4 atomic layers adjacent to the top and bottom rigid layers. All
simulations are performed at room temperature (300 K).
For the case of bare diamond slabs, following ref. [100], we randomly place a
few carbon atoms between them to prevent cold welding, that is the joining of
the two slabs. When the slabs are separated by one or two graphene layers, we
use these atoms to mimic possible imperfections of the surfaces or the presence
of reactive adsorbates.
It has been shown [100] that when two diamond slabs slide against each other,
the crystalline structure at the interface is damaged, leading to an amorphous
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Figure 5.1: (a) Model of the simulated system, consisting of two diamond slabs, each
formed by 3564 atoms (108 per atomic layer) with periodic boundary condi-
tions in the in-plane x and y direction. The top and bottom 4 atomic layers
(red, 1) are kept rigid. The top rigid part moves with a constant velocity in
the x direction and can move in the z direction as a consequence of the ap-
plied pressure and interactions with the mobile atoms. The temperature is
controlled by a Langevin thermostat applied to four atomic layers adjacent
to the rigid parts (yellow, 2). A few randomly placed atoms (3) prevent cold
welding of the slabs. (b) Initial configuration with one layer of graphene of
260 atoms between the sliding diamond surfaces. (c) Initial configuration with
two layers of graphene.
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structure with a rate of amorphization which depends on the surface and on the
sliding direction.
We consider (100) diamond surfaces sliding in the 〈100〉 direction, which is
a fairly soft direction. As shown in Fig. 5.2a we find that the bare contact area
transforms to amorphous carbon with ∼ 90% sp2 bonds. The precise percentage
of bonding type in disordered, liquid or amorphous, phases may depend on the
used potential [102, 113].
(a) (b) (c)
Figure 5.2: Structure of the samples of Fig.5.1 after 2 ns of sliding: bare surfaces (a), with
one layer of graphene (b) and with two layers of graphene (c). Notice that two
layers of graphene prevent amorphization.
A single graphene layer between the two surfaces leads to the same result,
namely the graphene layer is destroyed within tens of picoseconds and the con-
tact area becomes amorphous. This situation changes dramatically for a bilayer
graphene (Fig. 5.2c). Sliding occurs in this case preserving the structure of the
diamond surface as well as that of the bilayer graphene. In Fig. 5.3 we show that
also the velocity and temperature profiles along the sample height are very dif-
ferent. While the samples which degrade to amorphous carbon show a gradual
change in velocity, the sample with two layers of graphene shows a sharp trans-
ition where the two slabs slide over each other. In this case, the temperature
remains constant at 300 K while for the amorphous contact area it raises to
600 K at the interface.
To understand the reason for the marked difference between one- and two-
layer graphene coating of the diamond surface we have considered all the sys-
tems sketched in Fig. 5.4. We have divided them into those that do not present
wear within the 2 ns duration of our simulations and those that do. We see that,
for a single layer, wear occurs in all cases apart from that of ideally planar, clean
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Figure 5.3: (a) Velocity in the sliding direction along the height of the sample after 2 ns
for the samples of Fig. 5.1 with zero (0 L), one (1 L) or two (2 L) graphene
layers. For two graphene layers, a sharp transition is visible between the two
slabs whereas the velocity gradually changes in for 0 L and 1 L due to the
amorphous layer. (b) Temperature along the height of the sample after 2 ns
for samples with zero (0 L), one (1 L) or two (2 L) layers. The temperature is
higher in the amorphous part.
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Figure 5.4: Sketch of the simulated structures indicating the graphene layers between
the diamond surfaces and the presence of single carbon atoms. The shading
indicates the structures that present wear after 2 ns.
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surfaces (panel NW1). Adatoms in between the diamond surfaces and graphene
lead to the formation of bonds as shown in Fig. 5.5, pulling graphene out of
planarity. The consequences are very different for one or two layers. For one
layer, once a bond is formed with the upper diamond surface, the deviations
from planarity facilitate bonding of a neighboring atom with the lower diamond
surface. Bonds with upper and lower diamond surface become sp3-like and
propagate, leading to an amorphous structure as in Fig. 5.2b. If instead there is
a second layer of graphene, as in Fig. 5.5b, bonding between the two graphene
layers does not occur for the following reason. Two atoms form a bond when
they come closer than 2.2 Å, the cut-off radius for covalent interactions. For
atoms belonging to different graphene layers, approaching to such a distance is
prevented by the high energy barrier due to interlayer repulsion [111, 114] and
by the large bending constant of graphene[115]. A similar difference between
one and two layers is also found for surfaces with steps. We have simulated the
effect of steps on the diamond surface. We doubled the size of the sample in the
sliding direction to 18 diamond unit cells. For 9 unit cells in the top diamond slab
we have removed the lowest two atomic layers, resulting in two steps as shown
in Fig. 5.6a and 5.6b. We find that a single layer graphene between clean sur-
faces (no adatoms) leads to wear (Fig. 5.6c) whereas two graphene layers protect
the diamond slab from wear even in presence of steps and adatoms (Fig. 5.6d).
All these results show that for a single layer graphene any imperfection of the
surface (edges, steps, adatoms) forms a source of wear that propagates quickly
throughout. For two graphene layers the only situation where wear occurs is
when we place single carbon atoms also between the graphene layers. This situ-
ation is however rather extreme because single carbon atoms, having valency
four, are much more reactive than typical adsorbates.
Next, we consider the effect of the most common defects in graphene, namely
grain boundaries and vacancies. In the equilibrium structure [116] of the grain
boundary shown in Fig. 5.7a the bonds form pentagons and heptagons which are
more prone to rearrangement than the ideal hexagonal structure. The vacancies
in Fig. 5.7b lead to unsaturated bonds. Also for these cases, we have found
the drastic difference between one and two layers discussed previously. For the
sample with vacancies, we find that they remain intact and smooth when one
percent or three percent of the atoms is missing. If we further increase the ratio
of deleted atoms to five percent, the graphene layers degrade to amorphous
carbon. Since the growth of perfect graphene is still a technological challenge,
it is encouraging that the graphene layers do not need to be perfect in order to
inhibit wear.
Up to now, we have considered AB stacking of the two layers of graphene. This
commensurate orientation results in much higher friction than incommensurate
orientations[25, 65]. As high friction is generally associated with wear, we expect
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Figure 5.5: Snapshots after a few picoseconds of the structure with one or two graphene
layers. (a) For the single graphene layer bonds form on both sides and lead
eventually to amorphization and wear. (b) For the two graphene layers, in-
stead, the adatoms cannot induce bonds between the two graphene layers.
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Figure 5.6: (a) Interface of the staring configuration with steps and one graphene layer. (a)
Interface with steps and one graphene layer after 2ns of sliding. (c) Interface
of the staring configuration with steps and two graphene layers. (d) Interface
with steps and two graphene layers after 2ns of sliding.
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that other orientations will not lead to wear either. We have simulated a case
where one graphene layer was rotated by 30◦ with respect to the other layer and
this indeed resulted in sliding without wear.
1
(a) (b)
(a) (b)
Figure 5.7: (a) Graphene layer with a Σ = 39 grain boundary [116]. (b) Porous layer with
vacancies obtained by randomly removing 3% of carbon atoms.
5.3 conclusion
In summary, we have shown that two layers of graphene between diamond slabs
may provide a strong wear-resistant layer. While clean diamond surfaces or dia-
mond surfaces separated by only one layer of graphene transform to amorph-
ous carbon during sliding under pressure, two layers of graphene preserve their
structure and protect the diamond from wear. This result holds also when the
diamond surface is not perfectly flat or when the graphene layers present de-
fects such as grain boundaries or vacancies. We believe that our findings can be
relevant for the development of fully carbon based mems/nems.
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6R E L A X AT I O N O F M O I R É PAT T E R N S F O R S L I G H T LY
M I S A L I G N E D I D E N T I C A L L AT T I C E S : G R A P H E N E O N
G R A P H I T E
We study the effect of atomic relaxation on the structure of moiré
patterns in twisted graphene on graphite and double layer graphene
by large scale atomistic simulations. The reconstructed structure can
be described as a superlattice of ‘hot spots’ with vortex-like beha-
viour of in-plane atomic displacements and increasing out-of-plane
displacements with decreasing angle. These lattice distortions affect
both scalar and vector potential and the resulting electronic proper-
ties. At low misorientation angles (<∼1◦) the optimized structures
deviate drastically from the sinusoidal modulation which is often
assumed in calculations of the electronic properties. The proposed
structure might be verified by scanning probe microscopy measure-
ments.
This chapter has been published as:
M.M. van Wijk, A. Schuring, M.I. Katsnelson and A. Fasolino, Relaxa-
tion of moiré patterns for slightly misaligned identical lattices: graphene on
graphite, 2d materials 2, 034010 (2015).
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6.1 introduction
The study of van der Waals heterostructures, artificial materials made of stacked
layers of different two dimensional (2d) materials, is a very promising new dir-
ection in nanoscience and nanotechnology [117]. Apart from perspectives in ap-
plications, such as vertical geometry tunneling transistors [118], these systems
are important for fundamental science. Graphene on hexagonal BN (h-BN), in
particular, turns out to be an ideal playground to study statistical and quantum
mechanics in tunable incommensurate potentials [10, 119–123]. When two lat-
tices with different lattice constants or different orientations are stacked upon
each other, a larger periodicity, known as a moiré pattern, emerges [124, 125].
For graphene on h-BN, the moiré pattern depends on both lattice constant mis-
match and misorientation. It was recently shown both experimentally and the-
oretically that in this case an incommensurate-to-commensurate transition for
small misorientations takes place [10, 123].
The case of identical lattices where misorientation is the only source of in-
commensurability may be physically different. The case of large misorientation
(∼ 30◦) was studied intensively for graphite flakes on graphite after recogniz-
ing the drastic reduction in sliding friction often called superlubricity [25]. Con-
versely, stick-slip dynamics with high friction were observed for small misorient-
ation angles (<5◦) and these angles were therefore less studied in this context.
The case of small angles became particularly interesting after experimental stud-
ies of misaligned double layer graphene [126, 127] because of the strong effect on
the electronic structure, such as the appearance of secondary Dirac cones and
van Hove singularities [128–133]. In most theoretical works [128, 134, 135] the
moiré patterns were modeled by rigid misaligned layers and the effective poten-
tial on the electrons was considered as the superposition of crystalline potentials
from the two rotated layers.
In one dimension (1d), starting from the seminal papers by van der Merwe [136],
many studies [137] have shown that the superposition of two slightly incommen-
surate periodicities lead to the appearance of a soliton lattice where commensur-
ate (phase-locked) regions are separated by thin misfit regions. The 2d case is
much less studied but a qualitatively similar behaviour, where vortices in 2d
play the role of solitons in 1d, was found in models of adsorbed monolayers on
surfaces [138] and twisted bilayer graphene [139, 140]. For the case of twisted
double layer graphene, a density functional theory (dft) calculation down to
angles <1◦ has been recently reported [141]. For the case of very small angles,
a full dft based minimization of the lattice was not performed in view of the
diverging size of the supercell. It was assumed that the extrapolation to small
angles of the calculated sinusoidal modulation for angles >3◦, could describe
the out-of-plane distortions.
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Classical simulations for carbon have been shown to describe structural prop-
erties accurately [40, 142]. They allow to study the very large samples needed
for very small misalignment and can be used to verify the nature of the mod-
ulation in this limit. Here we use an atomistic model based on the rebo [40]
and Kolmogorov-Crespi [46] potentials to optimize the structure of graphene on
graphite and of double layer graphene as a function of the misalignment.
We find an essential reconstruction of the geometrical moiré pattern at very
small angles. The modulation cannot be described by a sinusoidal function
anymore as often assumed [141, 143]. Instead, a 2d lattice of misfit regions
(‘hot spots’) with large out-of-plane displacements separated by flat domains
is formed.
6.2 model
When two lattices with different lattice constants or different orientations are
stacked upon each other, a larger periodicity emerges: a moiré pattern. The lat-
tice mismatch and relative orientation determine the size of the moiré pattern.
For the case of graphene on graphite, the lattice constants are equal and the size
of the moiré pattern can be written as [124, 144]
am =
alattice
2| sin(θ/2)|
(6.1)
where θ is the relative orientation of two layers, alattice =
√
3dwith d the distance
between carbon atoms. In Fig. 6.1c,d am is indicated by an arrow between the
centers of the moiré patterns.
One may construct samples of twisted graphene satisfying periodic bound-
ary conditions in the in-plane x,y directions by identifying a common period-
icity [46, 144, 145] in the two rotated layers as illustrated in Fig. 6.1a. For one
layer, we define a supercell with a basis vector t1 = na1+ma2 where a1 and a2
are the basis vectors of the graphene unit cell shown in Fig. 6.1a with n and m
integers and n > m > 1. For the second layer, a cell with same size and rotated
by an angle θ can be obtained by taking a basis vector t2 = (n+m)a1 −ma2.
The common supercell is then obtained by rotating by θ/2 the cell with basis
vector t1 and by −θ/2 the cell with basis vector t2. Each pair of n and m thus
identifies a common supercell for two layers rotated by an angle θ given by
cos θ =
2n2 + 2nm−m2
2(n2 +nm+m2)
. (6.2)
The supercell has sides of length
acell = |t1| = |t2| = alattice
√
n2 +nm+m2 (6.3)
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and contains N atoms, with
N = 4(n2 +nm+m2). (6.4)
For small angles, this procedure quickly results in very large supercells, see
Fig. 6.1b.
The size and shape of the moiré pattern does not change if the top layer
shifts with respect to the bottom layer. In fact, a 60◦ rotation corresponds to a
change from AA to AB stacking which can also be achieved by a translation. The
symmetry of the hexagonal lattice combined with the translational freedom lead
to a symmetry around 30◦.
The number of atoms in a single moiré pattern follows from equation 1 and
the fact that there are two atoms per layer in the unit cell, and is given by
Nm =
1
sin2 (θ/2)
. (6.5)
This value also forms a lower bound for the number of atoms in the supercell
since each supercell contains an integer number of moiré patterns. The values
of N on the minimum bound line in Fig. 6.1b correspond to supercells with
n −m = 1 containing one moiré pattern like the one in Fig. 6.1c. The next
highlighted line in Fig. 6.1b corresponds to 3Nm, for supercells with m = 1 and
three moiré patterns inside them (see Fig. 6.1d). The three moiré patterns in the
supercell are not exactly equal due to the discreteness of the lattice, in the same
way as a shift of the top layer leads to a moiré pattern that is not exactly the
same as prior to the shift. In Fig. 6.1d one can see that the center of one moiré
pattern is on an atom while the other is on the center of a hexagon. However,
the differences between the moiré patterns are tiny and cannot be distinguished
experimentally [146].
The size of the moiré pattern is thus determined by geometry, but its structure
is determined by the atomic displacements that minimize the total energy. We
have studied the effects of relaxation on the structure of the moiré patterns of
twisted graphene on a graphite substrate and of double layer graphene. The in-
teractions between atoms within the layer are given by the rebo potential [40] as
implemented in the molecular dynamics code lammps [48]. The interlayer inter-
actions are given by the registry-dependent Kolmogorov-Crespi potential [46],
scaled to match the equilibrium interatomic distance d = 1.3978 Å of the in-
tralayer rebo potential. In the original version of the Kolmogorov-Crespi po-
tential [46], a correction using the scalar products of the normal directions is
introduced to account for bending of the graphene layer, to correctly model
nanotubes. Since we consider a fairly flat sample, we neglect this correction for
computational efficiency. The combination of the rebo and Kolmogorov-Crespi
potential has been shown to accurately reproduce the potential energy surface
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Figure 6.1: (a) Schematic construction of the unit cell of graphene on graphite. (b) Num-
ber of atoms N for N <15000, n <500 and m < n, mirrored around 30◦. The
dark blue line shows Nm and the dashed light blue line 3Nm. (c) Four su-
percells with one moiré pattern in each of them ((n,m)=(7,6), Nm indicated
by the filled dot in (b)) (d) A single supercell with three moiré patterns in
it ((n,m)=(17,1), Nm indicated by the empty dot in (b)). Note that a similar
value of the distance between moiré patterns am, indicated by the arrow, can
correspond to different supercells.
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of the graphite substrate [147], although the corrugation is possibly underestim-
ated [47].
Using the damped dynamics algorithm fire [51] we relax the atomic positions
to their minimum energy configuration. As a model of graphene on graphite
we consider a mobile layer of graphene on a rigid substrate whereas to model
double layer graphene we allow atomic relaxations in both layers. For graphene
on graphite we consider not only full relaxation in all directions but also a case
where the interlayer distance z is kept fixed at 3Å. As this value is smaller than
the equilibrium value (3.32Å for AB stacking), the potential energy corrugation
between layers is enhanced.
6.3 graphene on graphite
We first examine the case where the distance z of the graphene layer to the rigid
substrate is kept fixed and atoms are allowed to move only in the x and y direc-
tions. After energy minimization, the AA areas have become smaller while the
AB stacked areas have expanded, as shown by the difference between Fig. 6.2a
and Fig. 6.2b. This effect is achieved by a small rotation of each moiré pattern
around the AA center as illustrated in Fig. 6.2c where we show the displace-
ments from the positions prior to relaxation. For clarity we show the displace-
ment for a sample with am = 24.5Å but similar vortex-like structures occur also
for larger moiré patterns.
In Fig. 6.3 we show the distribution of bond lengths for decreasing angles.
The rotational pattern in the displacements can also be observed in the bond
lengths: the triangular pattern for θ = 2.1◦ and θ = 1.2◦ changes to a windmill
shape for the larger moiré pattern with θ = 0.46 ◦. We see that by reducing the
angle, the modulation of the bond length changes from an almost sinusoidal
behaviour to rather localized contraction close to the AA areas. The ‘windmill’
patterns appearing at small angles resemble those found in [138] as a function of
the misfit energy, which in our case would correspond to an increasing penalty
for AA stacking.
In Fig. 6.4 we show the distribution of bond lengths when atoms are also free
to move in z. It is very similar to the case of z = 3 Å, although the differences
in bond lengths are smaller, due to the increased distance and hence smaller
potential corrugation. When the atoms are allowed to relax in the out-of-plane
(z) direction, this is the main direction of the atomic displacements. In Fig. 6.5a
the average distance to the substrate z is shown, together with the minimum
and maximum values. For θ >20◦, the graphene lies flat on the substrate. When
θ decreases, the minimum and maximum values of z are clearly different from
the average. The spreading of z agrees with the dft calculations of [141] but the
average value is not shown there. For θ <3◦, the minimum and maximum value
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Figure 6.2: The effects of relaxation are shown for a sample with (n,m) = (82,1), θ = 1.2◦
and am = 115.3Å. (a) The sample prior to relaxation, (b) the sample after
relaxation. Notice the shrinking of the AA stacked area. (c) The displacements
of the atoms as the result of relaxation for a sample (n,m) = (17,1), θ = 5.7◦
and am = 24.5Å. The colour indicates size and the arrow the direction of the
displacements.
(a) θ = 2.1◦ (b) θ = 1.2◦
1.397 Å
1.399 Å
(c) θ = 0.46◦
Figure 6.3: Bond lenghts of relaxed configurations for samples with fixed interlayer dis-
tance, z = 3 Å. The supercell is shown in black. The bottom panels show
the bond length along the dashed diagonal line. (a) θ = 2.1◦, (n,m)=(47,1),
am = 66.4 Å. (b) θ = 1.2◦, (n,m)=(82,1), am = 115.3 Å. (c) θ = 0.46◦,
(n,m)=(216,1), am = 302.6 Å.
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(a) θ = 2.1◦ (b) θ = 1.2◦
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(c) θ = 0.46◦
Figure 6.4: Bond lenghts of relaxed configurations for samples where the graphene layer
is relaxed in all directions. The supercell is shown in black. The bottom
panels show the bond length along the dashed diagonal line. (a) θ = 2.1◦,
(n,m)=(47,1), am = 66.4 Å. (b) θ = 1.2◦, (n,m)=(82,1), am = 115.3 Å. (c)
θ = 0.46◦, (n,m)=(216,1), am = 302.6 Å.
of z stay constant at the equilibrium values of the AB and AA stacking, but the
average distance to the substrate decreases, implying that the AB stacked areas
grow. The binding energy Eb = (2Egraphene − E)/N, shown in Fig. 6.5b, stays
constant for a large range of values as also found in [141]. Below θ = 2◦, a range
not reported in [141], we find that the binding energy increases significantly.
In Fig. 6.6 we show the distance from the substrate z for three decreasing
angles. In the panels showing the modulation along the cell diagonal, we see
that the behaviour already found for the in-plane displacement is even more
pronounced: for θ = 2.1◦ the modulation is roughly sinusoidal whereas for
θ = 0.46◦ the ‘hot spots’ are very pronounced and separated by flat domains.
The main effects produced by structural deformations on the electronic prop-
erties of graphene are the modulation of the pseudo-electrostatic potential V
proportional to local uniform compression/dilatation and the appearance of a
(pseudo)-vector potential ~A with components proportional to the shear deform-
ations [148, 149]:
V = 2g
∆d
d
(6.6)
Ax =
√
3
2
(t3 − t2) ≈ βt (uxx − uyy) (6.7)
Ay =
1
2
(t2 + t3 − 2t1) ≈ −2βtuxy (6.8)
where g ≈ 3−4 eV is the deformation potential for graphene, ∆d = 13 (d1 + d2 + d3)−
d with d1,d2,d3 the first neighbour interatomic distances in the deformed lat-
tice, t1, t2, t3 are hopping parameters in the deformed lattice, t ≈ 3 eV is their
6.3 graphene on graphite 69
 3.3
 3.4
 3.5
 0  10  20  30
z 
(Å
)
θ(°)
(a)
 19
 20
 21
 0  10  20  30
E b
 (m
eV
)
θ(°)
(b)
Figure 6.5: (a) Average height of the layer relative to the other layer after relaxation
for various samples. The shaded area indicates the spreading between max-
imum and minimum of the interlayer distance. (b) Binding energy per atom
after relaxation. For a rigid AA-stacked sample at the equilibrium distance
Eb = 16.96 meV and for AB-stacked Eb = 21.32 meV.
(a) θ = 2.1◦ (b) θ = 1.2◦
3.4 Å
3.5 Å
(c) θ = 0.46◦
Figure 6.6: Out-of-plane distance for samples where the graphene layer is relaxed in
all dimensions. The bottom panels show the out-of-plane distance along the
dashed diagonal line. (a) θ = 2.1◦, (n,m)=(47,1), am = 66.4 Å. (b) θ = 1.2◦,
(n,m)=(82,1), am = 115.3 Å. (c) θ = 0.46◦, (n,m)=(216,1), am = 302.6 Å.
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(a) θ = 5.7◦ (b) θ = 0.46◦
Figure 6.7: u¯ as in equation 6.10 for (a) θ = 5.7◦ and (b) θ = 0.46◦.
unperturbed value, β ≈ 2−3 is the electronic Grüneisen parameter. The result-
ing pseudo-magnetic field ~B = ∇× ~A, which has an opposite sign for the two
valleys K and K’, can be estimated as [149, 150]
B ≈  hc
e
(
2
3
β
)
u¯
dL
(6.9)
where u¯ is a typical value of the shear deformation and L is a typical size of the
spatial variation of the deformation which we can estimate as am.
To estimate the strength of the pseudo magnetic field, we calculate the mag-
nitude of the shear deformations from the first neighbour interatomic distances
in the deformed lattice as
u¯ =
√
3 (d3 − d2)
2 + (d2 + d3 − 2d1)
2
2d
. (6.10)
Taking the parameters from Fig. 6.7a,b we find in both cases B of the order
of 1 T, a value comparable to the one originating from ripples for graphene in
SiO2 [150]. The straightforward experimental evidence of the existence of this
field would be the suppression of weak localization effects [150]. For the smallest
angle the field is much less homogeneous. We have indicated the main directions
of the vector potential in the areas of largest shear deformation by arrows. One
can see that the pattern is not trivial and, for instance, cannot be described
as superposition of the field created by magnetic fluxes. The amplitude of the
modulation of V can be estimated to be a few meV.
6.4 double layer graphene
In order to model double layer graphene, we no longer consider a rigid substrate,
but two graphene layers which are both free to move in all directions. Whereas
for graphene on graphite all corrugation occurs within one layer, in the case of a
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(a) θ =2.1◦
3.4 Å
3.5 Å
-0.1 Å
0 Å
0.1 Å
(b) θ =1.2◦
Figure 6.8: Out-of-plane distance for double layer graphene. The bottom four panels show
z along the dashed line in the top figure. The dashed lines show the z for
graphene on graphite as in Fig. 6.6.
double layer the corrugation is shared between two layers, as shown in Fig. 6.8.
Furthermore we note that the deviation of the corrugation from the sinusoidal
shape occurs for larger angles than in the case of graphene on graphite. Already
at θ = 1.2◦ the behaviour is no longer sinusoidal and the relative deformation of
the two layers seems to lead to a more complex pattern than for a single layer.
6.5 conclusion
We have shown that the lattice deformations in graphene on graphite and double
layer graphene for small misorientation angle become very different from the
sinusoidal modulation commonly used in theoretical models, leading to a struc-
ture of ‘hot spots’ separated by roughly uniform domains. The relatively large
out-of-plane deformation at the ‘hot spots’ should be observable by scanning
probe microscopy. Despite the modest effect of relaxation on the in-plane modu-
lation, we estimate that it could give rise to a quite strong pseudomagnetic field,
affecting the electronic structure of graphene. It would be interesting to pursue
this topic further and study more precisely the effect of atomic relaxation of
slightly misaligned graphene layers on the electronic properties.
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7M O I R É PAT T E R N S A S A P R O B E O F I N T E R P L A N A R
I N T E R A C T I O N S F O R G R A P H E N E O N H - B N
By atomistic modeling of moiré patterns of graphene on a sub-
strate with a small lattice mismatch, we find qualitatively different
strain distributions for small and large misorientation angles, cor-
responding to the commensurate-incommensurate transition recently
observed in graphene on hexagonal BN. We find that the ratio of C-N
and C-B interactions is the main parameter determining the different
bond lengths in the center and edges of the moiré pattern. Agree-
ment with experimental data is obtained only by assuming that the
C-B interactions are at least twice weaker than the C-N interactions.
The correspondence between the strain distribution in the nanoscale
moiré pattern and the potential energy surface at the atomic scale
found in our calculations, makes the moiré pattern a tool to study
details of dispersive forces in van der Waals heterostructures.
This chapter has been published as:
M.M. van Wijk, A. Schuring, M.I. Katsnelson and A. Fasolino, Moiré
patterns as a probe of interplanar interactions for graphene on h-BN, Phys-
ical Review Letters 113, 135504 (2014).
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7.1 introduction
After the discovery of graphene, many other layered materials have been iden-
tified which can be exfoliated to form single or few-layer systems [151]. Layers
of different materials can be combined in precise sequences to form what have
been called van der Waals heterostructures [31]. The study of these new hybrid
materials is emerging as a strong research area.
The superposition of periodic layered structures, with either slightly different
lattice constants or different orientations, creates moiré patterns [10, 119–122].
These patterns can yield a wealth of information about the lattice constant mis-
match, strain and imperfections of the surface [152–157]. The moiré patterns
imply a change of the interatomic distances that can affect properties that are im-
portant both for applications and for fundamental physics such as the quantum
mechanics of electrons in quasi-periodic potentials [119–122].
In recent years hexagonal boron nitride (h-BN) has become a standard sub-
strate for graphene due to its flat surface without dangling bonds, the hexagonal
lattice with a lattice constant only 1.8 % larger than that of graphene and the fact
that h-BN is an insulator [158]. These properties have led to the realization of
the first field effect transistor [118]. The difference in lattice constant leads to the
appearances of moiré patterns, which can be observed experimentally [159, 160].
Usually, moiré structures are considered from a purely geometrical point of
view for the superposition of two rigid lattices where the length L of the moiré
patterns is found to depend on the angle θ and the lattice mismatch between the
two layers as
L =
p√
1+ p2 − 2p cos(θ)
a, (7.1)
where p is the ratio between lattice constants and a the lattice constant of the
substrate. [124] Strain due to the lattice mismatch and/or rotations has been
considered in a continuum approach to study the modification of the electronic
structures in tight binding calculations [128, 161–163] and the pseudo-magnetic
fields resulting from out-of-plane displacements [164, 165]. Full atomic relax-
ation to minimal energy configurations is however necessary to make a de-
tailed comparison to experimental structural information as obtained by scan-
ning probe microscopy [10]. At the same time, we will show that this procedure
allows to get quantitative information on the interplanar interactions. It is well
known that dispersive forces are beyond the standard local density functional
and generalized gradient corrections [166]. Several attempts have been made to
calculate dispersive interactions between graphene and h-BN using more rigor-
ous approaches [37, 38, 167].
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Recently, evidence for an incommensurate-commensurate transition in graphene
on h-BN at a critical rotation angle has been found by scanning probe and Ra-
man spectroscopy [10]. The authors examined moiré patterns with periodicity
ranging between L = 8nm and L = 14nm (θ ∼ 1.5◦− ∼ 0◦) and found a sudden
change of the strain distribution in the moiré pattern at L ∼ 10nm. At large
angles (small moiré pattern) the Young modulus distribution displays a sinus-
oidal behavior whereas at small angles (large moiré pattern) it presents sharp
peaks on a constant baseline. This change of behavior was attributed to the evolu-
tion from an incommensurate structure with continuous small adjustment of the
graphene lattice to locally commensurate domains separated by narrow domain
walls [10]. These two situations, found for large and small angle respectively,
originate from two competing energy terms. The dispersive (van der Waals) in-
teraction with the substrate favors stretching of the graphene to adapt to the
underlying h-BN whereas the interactions within the layer favor the graphene
equilibrium bond length.
In this work, we present a fully atomistic model to compute both in-plane and
out-of-plane atomic displacements and the distribution of strain in graphene on
a substrate. In view of the large moiré periodicity at small angles, one needs to
consider very large supercells which are not only much beyond the possibility
of ab-initio calculations but may be also very demanding for classical atom-
istic approaches based on empirical potentials. In particular, imposing periodic
boundary conditions for a specific value of the strain in layers rotated by a very
small angle can easily lead to cells made of millions of atoms. Therefore, in the
following we will consider the specific strain of the graphene/h-BN system only
for θ = 0, where the commensurate situation should occur, and for a rather large
angle θ. Typically we need to deal with tens of thousands atoms per layer.
An atomistic approach allows to examine the distortions and establish a com-
parison to experiment. It turns out that the behavior of in-plane and out-of-plane
distortions is very sensitive to the interplanar interactions. In a sense, the moiré
patterns take the role of a magnifying glass which projects the interatomic inter-
actions at their larger length scale.
7.2 method
We study, by energy minimization, the adaptation of a graphene layer to a sub-
strate with the same hexagonal structure but a different lattice constant, rep-
resenting h-BN as discussed below. We choose a rotated and unrotated case to
examine the commensurate-incommensurate transition reported in Ref. [10].
The graphene atoms interact through the rebo potential [40] as implemented
in the molecular dynamics code lammps [48]. For this potential the equilibrium
bond length of graphene is 1.3978Å. The h-BN substrate is kept rigid, mimick-
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ing a bulk substrate. No empirical potential for graphene on h-BN is available.
The interplanar potential energy calculated ab-initio [37] is however qualitat-
ively similar to the one of graphite, with a minimum of about 20 meV/atom at
a distance which is much larger than the one for covalent bonding and similar
to the interplanar distance of graphite. Therefore, we begin by modeling h-BN
as stretched graphene. Pair potentials like Lennard-Jones underestimate the cor-
rugation of the interplanar potential energy surface [42, 165]. For this reason, we
describe the interaction between graphene and h-BN by a registry-dependent
potential for graphene [45], which is scaled to the lattice constant of h-BN. We
minimize the total potential energy by relaxing the graphene layer by means of
fire [51], a damped dynamics algorithm. We model the unrotated case (θ = 0)
by 56× 56 unit cells of graphene on 55× 55 unit cells of h-BN, resulting in a
1.8% mismatch in lattice constant.
Constructing a coincident lattice for two rotated graphene layers can be done
by rotating one of them from r = na1 +ma2 to t = ma1 +na2 with n,m integer,
which fixes the angle θ and the number of atoms N in the cell [144, 145]. The
smallest cell that can be obtained is the one with (n,m)=(2,1). We then scale the
lattice constant of the bottom layer to the lattice constant of h-BN and repeat this
cell 55× 55 times while we do not scale the top layer and repeat it 56× 56 times.
In this way, we obtain a supercell with N = 86254 and θ ≈ 38◦.
7.3 results
Very different results are obtained for θ = 0◦ and θ = 38◦. We show the distribu-
tion of bond lengths for these angles in Fig. 7.1. While for θ = 0◦ clear differences
in bond length are visible throughout the moiré pattern, the bond lengths for the
large angle are much more homogeneous. At first glance these results seem in
agreement with the experiments [10] but actually there is a very important dif-
ference. While our simulations show a smaller lattice constant in the center of
a moiré hexagon and a larger one at the edges, the opposite is found in the
experiment.
The driving force for the commensurate-incommensurate transition should
be the tendency to minimize the interlayer energy by adopting the lattice con-
stant of the substrate at the expense of creation of domain walls. Out-of-plane
distortions result from this process, but they cannot lead to a commensurate-
incommensurate transition since a larger lattice constant of graphene in the cent-
ral area of the moiré pattern is required for commensurability. In this sense, the
experimental data is intuitively clear and it is unexpected that our model, al-
beit simplified, gives such a qualitative difference. The hexagonal lattice with
two atoms per cell is not a Bravais lattice and this turns out to be crucial as we
explain next. Ab-initio calculations [37, 38] show that the interactions between
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Figure 7.1: (top panels) Color coded distribution of bond lengths in a graphene layer
on a rigid h-BN substrate; (bottom panels) bond lengths along the horizontal
dashed line shown in the top figure. (a) θ = 0◦, N = 12322. The supercell of
side L = 135.6Å is indicated by the solid black line. (b) θ = 38◦, N =86254. We
show only part of the supercell with a side of 358.7Å L = 6.5Å.
graphene and h-BN are dominated by the C-N interaction. The configuration
where a N atom sits in the center of a graphene hexagon (AB stacking, see
Fig. 7.2) was found to be the most energetically favorable. At the same time,
the configuration where a B atom sits in the center of a graphene hexagon (BA
stacking) was only slightly better than the one with all atoms sitting on top of
other atoms (AA stacking). To model this situation, we vary the strength of the
C-B interaction by scaling the potential to s = 50%, 30%, 10% and 0% of the
C-N interaction. In this way, we go over from a hexagonal lattice on a hexagonal
lattice (s = 100%) to a hexagonal lattice on a triangular lattice (s = 0%).
Furthermore, only the relative difference of the lattice constants in the center
and edges of the moiré pattern has been measured [10]. Therefore we consider
also a graphene layer stretched globally by 0.9% that we call stretched in Fig. 7.3.
We show below that this global stretching has only a quantitative effect on the
size ratio of the central region to the edges. The asymmetry in C-N and C-B
interactions instead is crucial to reproduce the observed strain distribution.
Fig. 7.3a and Fig. 7.3b show that the strain distribution depends dramatically
on the ratio s of the C-B/C-N interactions. The size and hexagonal shape of the
moiré pattern do not change, but the distribution of bond lengths (Fig. 7.3a,b)
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Figure 7.2: Different stackings and moiré pattern for graphene on h-BN. The difference
in lattice constant is exaggerated for clarity. The supercell is shown in red and
the moiré pattern in black.
and the distance to the substrate (Fig. 7.3c) strongly depend on the interaction
ratio. For the hexagonal substrate (s = 100%), the strained part is located at the
edges of the moiré pattern, whereas for the triangular lattice (s = 0%) the center
is stretched. The source of this difference is clarified by Fig. 7.2. The graphene
is stretched to adapt its lattice constant to the one of h-BN in the areas with
the most favorable stacking. If the AB is the most favorable while both AA and
BA are unfavorable (s = 0%), AB is the center of a hexagonal moiré pattern
and adaptation to h-BN will take place there. If instead AB and BA are equally
favorable (s = 100%), AA is at the center of a hexagon and the stretching will
occur at the edges of the moiré pattern. In Fig. 7.3 we show the gradual changes
from one to the other situation for intermediate values of s. A global stretching
of graphene (Fig. 7.3b) only makes the areas with larger bond lengths wider.
The out-of-plane displacements (corrugation) shown in (Fig. 7.3c) follow qualit-
atively the same trend as the in-plane displacements.
The changes of the strain distribution, described above as a function of the
C-B/C-N interaction ratio, are mirrored at the atomic scale of a single unit cell
in the potential energy surfaces (pess) shown in Fig. 7.3d. The color code gives
the energy of an atom moving over the h-BN unit cell at a constant height of 3Å.
While changing s the maxima (green) and minima (red) of the pess are inter-
changed in the same way as the strain distribution, making the moiré patterns a
magnified image of the interplanar interactions at the atomic scale. For complete-
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Figure 7.3: Several properties as a function of the interaction strength of C-B with respect
to C-N for θ = 0◦. The supercell is shown with a continuous black line. (a)
Distribution of bond lengths in an unstretched graphene layer on a rigid h-BN
substrate. (b) Distribution of bond lengths in an stretched graphene layer on a
rigid h-BN substrate and bond lengths along the horizontal dashed line shown
in the top figure. (c) Distance of the stretched graphene layer to the substrate.
(d) Potential energy surface (pes) at a constant height of 3Å. The unit cell is
shown with a dashed line, N atoms in black and B atoms in white. Note the
difference in scale. (e) Interlayer energy as a function of the distance between
the layers z for different stackings.
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ness, in Fig. 7.3e we show the interlayer energy of two rigid layers for different
stackings. The shape of the strain distribution in Fig. 7.3a,b is similar to exper-
iment for s ∼ 50% and lower, implying that the C-B interaction is two to three
times weaker than the C-N interaction. Weaker C-B interactions yield also out-of-
plane distortions in better agreement with experimental data[168]. For s = 10%,
30%, 50% we find that the amplitude of the out-of-plane displacements is 0.79Å,
0.56Å and 0.44Å respectively, against ∼ 0.5Å experimentally [168].
7.4 conclusion
In summary, we suggest that the strain distribution in moiré patterns gives dir-
ect information on the interplanar interactions in van der Waals heterostructures.
For the case of graphene on h-BN, we demonstrated different adjustment to
the substrate for large and small moiré patterns, supporting the commensurate-
incommensurate transition found experimentally [10]. We showed that the dis-
tributions of bond lengths in the pattern is strongly dependent on the ratio
between carbon-boron and carbon-nitrogen interactions. Comparison to experi-
ment implies that the carbon-boron interaction is two to three times weaker than
the carbon-nitrogen interaction.
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AG R A P H E N E / H - B N I N T E R A C T I O N
In this appendix we discuss the interlayer interaction and its effect on the struc-
ture of graphene when deposited on h-BN in detail. In Chapter 7 we compare
our results to experiments [10] and ab initio calculations [37]. These lead to dif-
ferent expectations on the interaction strength, as we discuss below.
a.1 discussion on interlayer interaction energy
In the experiments of Woods et al. [10] a relative difference in lattice constant
of ∼ 2% between the edges and center of the moiré pattern was found. This is
roughly the same difference as that between the lattice constants of graphene
and h-BN. However, it is expected that graphene would keep its equilibrium
lattice constant as the graphene is deposited as a layer on h-BN and pinning by
imperfections would prevent global stretching [10]. This suggestion is suppor-
ted by the size of the moiré pattern. The moiré pattern would be larger when
the difference between the lattice constants of graphene and h-BN would be
smaller, which occurs when graphene is stretched globally. This can also be seen
in Fig. 7.3b, where we stretched the graphene globally, which makes the differ-
ence in lattice constant 0.9% and the moiré pattern measures 27nm rather than
14nm.
The size of the moiré pattern found in experiment (∼ 14 nm) matches the
difference in equilibrium lattice constants between graphene and h-BN (1.8%)
and this implies that the edges are significantly compressed whereas the centers
of the moiré pattern are stretched.
When we do not stretch the graphene globally (see Fig. 7.3a), the differences
in lattice constants of center and edges are much smaller than 2%. This could
mean that the gain in energy by adopting to the more favourable stacking is
too low, or the penalty on stretching or compressing from the equilibrium struc-
ture is too high. In Fig. A.1 we show the total interlayer interaction energy as a
function of the interlayer distance for the stackings illustrated in Fig. A.2. Note
that the graphene in these stackings is stretched to match the lattice constant of
h-BN. Compared with the energies obtained by acdft-rpa by Sachs et al. [37],
the adhesion is less (minima are higher), and the difference in energy between
the AA and AB stacking is overestimated when the C-B/C-N interaction ratio
s = 30%. The unfavourable stackings do not appear in the same order, suggest-
ing that the shape of our potential could be improved. However, these are small
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Figure A.1: Total interlayer interaction energy as a function of distance between graphene
and h-BN for the 2005 version of the Kolmogorov-Crespi potential [46] res-
caled to the lattice constant of h-BN with s as indicated. The minimum energy
is in both cases found for stacking V. In Ref. [37] this was also the most favour-
able stacking, with an energy of −0.083 eV/unit cell at an interlayer distance
of 3.35Å.
differences and the overal agreement of the data from Sachs and the modified
Kolmogorov-Crespi potential (the 2005 version with s = 30%) is almost perfect.
The relative minimum energies of the different stackings for different potentials
and those obtained by Sachs et al. are shown in Fig. A.3.
That our potential combination rather overestimates than underestimates the
corrugation but does not reach the differences in bond length as found in experi-
ment raises the question whether the method of Sachs et al. also underestimates
the corrugation, or that the detailed shape of the potential influences the strain
distribution, or that something else causes this quantitative mismatch between
theory and experiment.
(a) I (b) II (c) III (d) IV (e) V (f) VI
Figure A.2: The stackings for which the energy was calculated in Fig. A.1 and Fig. A.3.
The carbon atoms are shown in grey, nitrogen in blue and boron in brown.
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Figure A.3: Difference in interlayer interaction energy per unit cell relative to the AA
value for the stackings illustrated in Fig. A.2. The data from Sachs et al.[37]
are compared with the 2000 (KC2000*) and 2005 version (KC2005*) of the
modified Kolmogorov-Crespi potential with s = 30%.
a.1.1 Tuning the interaction
The interaction strength between the substrate and graphene can be tuned. We
use the scaling factor s as the ratio of the C-B interaction with respect to the C-N
interaction and indicate with r the C-N interaction multiplication factor com-
pared to the original C-C interaction of the Kolmogorov-Crespi potential [46].
In Fig. A.4 we show the effect on the bond length distribution of tuning the
interaction by changing r and s. As expected, higher corrugation and lower s
lead to larger changes in bond length. The distribution of bond lengths for the
2005 version of the Kolmogorov-Crespi potential is very similar to the one for
the 2000 version of the Kolmogorov-Crespi potential used in Chapter 7, shown
in Fig. 7.3. This was to be expected because, although the corrugation is different,
the shape is the same, especially when s is lowered. For the 2005 potential and
s = 100%, the areas with longest bond lengths are found at the corners of the
hexagon, whereas for the 2000 version these are located at the edges. This is a
result of the AB stacking being the most favourable configuration in the 2005
version, whereas the minimum is shifted in the 2000 version.
We assign an average bond length to each atom by taking the average of the
bond lengths to its nearest neighbours. In Table A.1 we report the ratio of the
lowest average bond length to the highest average bond length for the 2005 ver-
sion of the Kolmogorov-Crespi potential and in Table A.2 this ratio is reported
for the 2000 version of the potential. In the experiments of Woods et al. [10] this
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Figure A.4: Bond length distribution as a function of the ratio of the C-B/C-N interaction
s and the multiplication factor r.
ratio was found to be approximately 0.98, which we only reach for large r and
small s.
Due to the higher corrugation of the 2000 version of the Kolmogorov-Crespi
potential compared to the 2005 version (as shown in Fig. 2.1), the differences in
bond lengths are larger.
a.2 dynamics and friction
Since graphene and h-BN have a different lattice parameter and therefore form
an incommensurate contact, it has been predicted that this should result in su-
perlubric sliding [169, 170]. However, this prediction assumed rigid contacts.
Since there the graphene adapts to the h-BN substrate to form commensurate
contact, this raises the question what the influence on friction is and whether
low-friction sliding occurs.
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s =100 % s =50 % s =30 % s =10 % s =0 %
r = 1 0.995 0.994 0.993 0.991 0.987
r = 2 0.991 0.989 0.987 0.983 0.977
r = 3 0.987 0.984 0.982 0.977 0.973
Table A.1: Ratio of smallest averaged bond length to largest averaged bond length, for
the 2005 version of the Kolmogorov-Crespi potential [46].
s =100 % s =50 % s =30 % s =10 % s =0 %
r = 1 0.993 0.992 0.991 0.987 0.980
Table A.2: Ratio of smallest averaged bond length to largest averaged bond length, for the
2000 version of the Kolmogorov-Crespi potential [45] as used in Chapter 7.
Unfortunately, we are not yet able to determine the friction of graphene on
h-BN. We performed some simulations of very large graphene flakes on h-BN
in the style of Chapter 3. While we found that friction of graphene on h-BN
is significantly less than that of graphene on graphene, we did not always find
smooth sliding. In some cases with a large graphene flake on h-BN under high
load or weak spring constant we also found stick-slip behaviour with wave-like
propagations of the flake.
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b.1 construction of the supercells
As the ratio between the lattice constants of graphene and hBN is approximately
55/56, a common supercell can be constructed by repeating 56 × 56 unit cells
of graphene on 55 × 55 unit cells of hBN, resulting in a 1.8 % mismatch in
lattice constant. This leads to an aligned sample (θ = 0). It is possible to use
the coincident site lattice technique described in Chapter 6 to obtain a supercell
of misaligned graphene, and then use this supercell as the unit cell and repeat
it like above, but this leads to enormous supercells. We thus follow a different
strategy. To create a common supercell for misaligned graphene on h-BN, we
rotate the h-BN by
θ = 12 arccos
(
2n2 + 2nm−m2
2(n2 +nm+m2)
)
, (B.1)
resulting in a cell of length
acell = aBN
√
n2 +nm+m2. (B.2)
where aBN is the lattice constant of h-BN (aBN = 1.423Å in our model, where
aC = 1.3978Å) and n,m are positive integers with n > m. The graphene layer
is not rotated but the unit cell is repeated q times, resulting in a side of length
acell = a
′
Cq, (B.3)
where q is an integer and the lattice constant of graphene a ′C is slightly adjusted
to make both supercells the same size. The stretching is given by
a ′C − aC
aC
· 100% =
(
55
56
√
n2 +nm+m2
q
− 1
)
· 100%. (B.4)
By choosing n,m and q appropriately, stretching is kept to a minimum (<0.01%).
The parameters of the supercells used in B.2 are shown in Table B.1.
b.2 results of energy minimization
We follow the same procedure to obtain the relaxed structure of the graphene
layer as in Chapter 7: We minimize the energy of the graphene layer, keeping the
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n m q θ L s tretch NC NBN
55 0 56 0.0◦ 137Å 0.0% 6272 6050
192 1 196 0.26◦ 134Å 0.001% 76832 74114
137 1 140 0.36◦ 130Å 0.002% 39200 37814
219 2 224 0.45◦ 126Å 0.003% 100352 96806
164 2 168 0.60◦ 119Å 0.006% 56448 54456
272 4 279 0.72◦ 113Å 0.001% 155682 150176
217 4 223 0.91◦ 104Å 0.004% 99458 95946
378 8 389 1.04◦ 97Å 0.002% 302642 291944
161 4 166 1.22◦ 89Å 0.001% 55112 53162
188 5 194 1.30◦ 86Å 0.007% 75272 72618
293 9 303 1.50◦ 78Å 0.004% 183618 177134
105 4 109 1.85◦ 65Å 0.002% 23762 22922
179 9 187 2.43◦ 54Å 0.003% 69938 67466
Table B.1: Parameters of the supercells of graphene on h-BN.
h-BN substrate fixed using the damped dynamics algorithm fire. The intralayer
interaction is given by the rebo potential [40] as implemented in lammps [48].
The interlayer interaction is given by a modified version of the Kolmogorov-
Crespi potential, scaled to match the lattice constant of 56/55 times the equilib-
rium constant in rebo. We neglect the correction using the scalar products of
the normal directions that was introduced to correctly describe nanotubes. We
have used s = 30% and r = 2 in the following, meaning that the C-B interac-
tion is 60% of the C-C value in the Kolmogorov-Crespi potential and the C-N
interaction 200% of the original value.
In Fig. B.1 we show the energy as a function of the length of the moiré pattern.
The total energy decreases up to L ≈ 110Å and remains approximately constant
for larger moiré patterns. The interlayer energy decreases as a function of the
length of the moiré pattern at the expense of the intralayer energy, implying
that the adjustment to the h-BN substrate increases with increasing L. This is
also visible in the average interlayer distance, shown in Fig. B.2. As favourable
stackings have a lower equilibrium interlayer distance than unfavourable ones,
a decrease of the average distance to the substrate implies that the areas with
favourable stackings grow.
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Figure B.1: Difference in interlayer interaction energy (Etot) as a function of the length of
the moiré pattern, relative to the value at L = 137Å/ θ = 0◦, split into the
interlayer contribution (EKC) and the intralayer contribution (EREBO).
The degree of deformation can be considered as the difference between the
largest and smallest bond length ∆d, given by
∆d =
dmax − dmin
dmin
· 100% (B.5)
where dmin and dmax are the minimum and maximum bond lengths respectively.
In Fig. B.3 we show ∆d as a function of the length of the moiré pattern. It is clear
that the degree of deformation increases for larger moiré patterns. Woods et
al. [10] observed a sudden transition from an incommensurate state with little
adjustment to the substrate to a commensurate situation with large differences
in bond length within the moiré pattern. In contrast to their experiments we find
a gradual adjustment, with ∆d increasing approximately linearly as a function
of L.
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Figure B.2: Average interlayer distance as a function of the length of the moiré pattern.
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Figure B.3: Relative difference in bond length as a function of the length of the moiré
pattern.
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S U M M A RY
Friction is a very common phenomenon that we still do not understand. Under-
standing and controlling friction is important for saving energy and preventing
wear. For these reasons, friction has been studied for a long time. On the mac-
roscale a lot of empirical knowledge is available, but much is unclear about the
fundamentals of friction. The development of experimental techniques, in par-
ticular the friction force microscope, and increases in computational power have
made it possible to study friction at the nanoscale. This led to a surge of interest
in this research, called nanotribology.
Prototype materials for friction research are graphite and a single layer of it,
graphene. The bonds within one graphene layer are very strong, but the interac-
tion between different layers in graphite is relatively weak. This makes graphite
a good lubricant. The large, atomically flat layers make studying friction easier.
Moreover, to understand the fundamentals of friction and to analyse how layers
slide over each other it helps that graphene has a simple structure: the lattice
consists of hexagons of carbon atoms. This makes graphene and graphite good
testing systems. Computationally however, layered materials pose a challenge.
The interlayer van der Waals forces are weak and difficult to measure or calcu-
late. Nonetheless, the consequences of these weak forces can be large, as this
thesis shows.
This thesis presents studies of the change in structure of graphitic materials
and its effect on friction. We use molecular dynamics simulations to characterize
the movement and energy minimization to find the most favourable configura-
tion. The interactions between atoms are described with interatomic potentials,
which give forces as a function of the position of the different atoms. Sometimes
it is important to describe well different allotropes of carbon and the transitions
between these, while in other cases the focus is on describing graphite correctly.
Because different potentials have different advantages, we use different poten-
tials in different Chapters. We describe the used potentials and computational
techniques in Chapter 2. In the Chapters following that we present different
systems and the results of simulations.
When in a friction force microscope experiment the end of a sharp tip moves
over graphite, a small graphene flake often sticks to the tip. This way, the friction
between graphene flake and graphite is measured instead of the friction between
tip and graphite. This means that the angle between the graphene flake and
graphite has a large impact on the friction. If the graphene flake is aligned with
the graphite, all atoms have to move over the potential barriers at the same time
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and friction is high. When the flake is rotated, the atoms pass a potential barrier
at different times, resulting in a very low total barrier and thus low friction.
In Chapter 3 we show that this no longer holds for small flakes when a high
load is present. In that case the edges are important, as they are more flexible
than the centre of the flake. Therefore, the atoms in the edge can be pinned at
energetically favourable positions in the presence of a high load, which increases
the friction.
Chapter 4 also concerns graphene flakes, this time between two layers of
graphene. When we compare the friction of this system to the friction of a
graphene layer between two layers of graphene, we see the friction is much lower
in the case of flakes. For an important part, this can be attributed to the smaller
area of contact, but this is not the complete explanation. We compare cases with
different constraints: flakes that cannot move at all, can only rotate, only trans-
late or only translate collectively. Surprisingly, the individual movements of the
flakes turn out to be crucial. Because they all move in slightly different ways
and do not slip to a favourable position at the same time, the top layer can slide
easier over the flakes. This results in a lower friction.
Friction and wear are related processes. When two slabs of diamond slide
over each other, the structure at the contact changes to amorphous carbon. This
is also what happens when polishing diamond. In nanoscale devices this wear
is a problem, however. In Chapter 5 we consider the effect on wear of putting
graphene layers between moving diamond slabs. A single layer of graphene is
quickly destroyed, because bonds are formed on both sides of the graphene and
so the graphene is ripped apart. When two layers of graphene are present, the
repulsive force between the two layers prevents bond formation between the
layers. The layers and diamond slabs remain intact in this case.
In Chapters 6 and 7 the emphasis is on the structure of a graphene layer when
deposited on a graphite or hexagonal boron nitride substrate. When two lattices
do not match completely due to their different orientations or lattice constants,
a pattern on a larger scale than that of the lattice is visible. The size of this
moiré pattern depends on the misorientation angle and the difference in lattice
constant. Moiré patterns are often studied as rigid layers, but the layer deforms
a little as it is not in the perfect stacking due to the lattice mismatch. In these
deformations the moiré pattern is also visible. In Chapter 6 we consider the struc-
ture of graphene on graphite after energy minimalisation for different misorient-
ation angles between the graphene and graphite. For small angles, the deforma-
tions are no longer distributed smoothly but concentrated at the centre of moiré
pattern. These are best measurable as out-of-plane deformations with a height
of 0.02nm. We hope that our results will be verified experimentally. Chapter 7
shows the deformations in graphene when deposited on boron nitride. Because
the bond lengths in boron nitride are 1.8% larger than in graphene, there is a
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competition between two forces. On one hand the elastic forces in the layer fa-
vour the equilibrium bond length while on the other hand the van der Waals
forces between layers favour adaptation to the substrate. Here we encounter
a computational problem: a potential that describes the interlayer interaction
between boron nitride and graphene does not yet exist. Because graphene and
boron nitride are relatively similar, we use a potential for the interlayer interac-
tion in graphite and rescale this to the lattice constant of boron nitride. A crucial
difference between graphene and boron nitride however, is that boron nitride
consists of two different types of atoms. These atoms interact in different ways
with the carbon in graphene: the nitrogen-carbon interaction is much weaker
than boron-carbon interaction. It is important that we include this in the poten-
tial, as it turns out that this leads to different bond length distributions in the
moiré pattern. The interaction is thus visible on a much larger scale than the
atomic scale. This way, we are able to find out more about the weak and difficult
to measure interlayer interactions.

S A M E N VAT T I N G
Wrijving is een alledaags verschijnsel dat we nog niet goed begrijpen. Het onder
controle krijgen van wrijving is belangrijk om energie te besparen en slijtage
te verminderen, en er wordt dan ook al lange tijd onderzoek naar gedaan. Dit
heeft veel empirische kennis opgeleverd over wrijving op macroscopische schaal,
maar de fundamentele theorie erachter is er nog niet. Om precies te begrijpen
wat er gebeurt, helpt het vaak om een systeem zo simpel mogelijk te maken. Dit
betekent in dit geval het bestuderen van een klein contactoppervlak, op atomaire
schaal. De ontwikkeling van experimentele technieken, met name de wrijvings-
krachtmicroscoop, en de toegenomen rekenkracht van computers hebben het
mogelijk gemaakt om wrijving op de nanometerschaal te bestuderen. Dit on-
derzoek hiernaar, de nanotribologie, is daardoor de afgelopen decennia in een
stroomversnelling geraakt.
Veelgebruikte materialen voor dit wrijvingsonderzoek zijn grafiet en een en-
kele laag hiervan, grafeen. Grafiet is opgebouwd uit lagen. De atomen binnen de
laag hebben zeer sterke bindigen, maar de kracht die de lagen bij elkaar houdt
is relatief zwak. Daarom is grafiet een goed smeermiddel en kunnen er grote
vlakke stukken bestudeerd worden. Bovendien helpt het dat een laag grafiet een
simpele structuur heeft: het rooster is opgebouwd uit zeshoeken van koolstof-
atomen. Door deze simpele structuur is het eenvoudiger om te analyseren hoe
lagen over elkaar bewegen. Dit alles maakt grafiet en grafeen ideale testsyste-
men. Computationeel gezien stellen deze gelaagde materialen ons daarentegen
voor een uitdaging: de Van der Waalsinteracties tussen verschillende lagen zijn
zwak en lastig te meten of uit te rekenen. Deze zwakke krachten kunnen echter
grote gevolgen hebben, zoals dit proefschrift laat zien.
In dit proefschrift wordt onderzoek naar veranderingen in de structuur van
grafietachtige materialen en het effect hiervan op wrijving beschreven. Hierbij
maken we gebruik van energieminimalisatie om de gunstigste configuratie te
vinden en van moleculaire dynamica simulaties om beweging te bekijken. In
veel experimenten wordt de wrijving bepaald door iets aan een veer over een
oppervlak te trekken en de uitrekking van de veer te meten. Ook in onze simu-
laties maken we gebruik van een (virtuele) veer.
De interacties tussen verschillende atomen worden beschreven door empiri-
sche potentialen. Deze potentialen beschrijven de interactiekrachten als functie
van de posities van de atomen. Verschillende potentialen hebben verschillende
voordelen. Soms is het belangrijk zowel grafiet als diamant als de overgang daar-
tussen goed te beschrijven, terwijl in andere gevallen juist een zo goed mogelijke
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beschrijving van grafiet essentieel is. Hierom gebruiken we verschillende potenti-
alen in verschillende hoofdstukken. In Hoofdstuk 2 beschrijven we de gebruikte
potentialen en gaan we in op de computationele technieken die we inzetten.
In de daaropvolgende hoofdstukken presenteren we verschillende systemen en
resultaten van simulaties.
Wanneer het uiteinde van de naald van een wrijvingskrachtmicroscoop over
grafiet beweegt, blijft vaak een klein stukje (vlokje) grafeen aan het uiteinde plak-
ken. De wrijving die in dit experiment gemeten wordt, is dus niet de wrijving
tussen de naald en het grafiet, maar tussen het stukje grafeen en het grafiet. Hier-
door is de hoek tussen het grafeen en grafiet van grote invloed op de wrijving.
Als het stuk grafeen net zo georienteerd is als het grafiet, moeten alle atomen
tegelijkertijd over de potentiaalbarrières heen. Wanneer het grafeen gedraaid is,
komen alle atomen op verschillende momenten over barrières heen. Dit zorgt
ervoor dat er effectief geen barrière is en dat wrijving laag is. In Hoofdstuk 3
laten we zien dat dit voor kleine vlokjes niet meer geldt als er een hoge druk op
staat. In dat geval zijn de randen van het vlokje belangrijk, omdat deze flexibe-
ler zijn. Atomen in de rand kunnen daardoor bij hoge druk in de onderliggende
grafeenlaag worden vastgepind op energetisch gunstige posities, waardoor de
wrijving hoger wordt.
Ook Hoofdstuk 4 gaat over grafeenvlokjes, ditmaal tussen twee lagen grafeen
in. Als we de wrijving van dit systeem vergelijken met een laag grafeen tussen
twee lagen grafeen, zien we dat de wrijving in het geval van de vlokjes veel
lager is. Voor een belangrijk deel komt dit omdat het contactoppervlak kleiner
is, maar dit is niet de volledige verklaring. Om die te vinden vergelijken we
gevallen met verschillende randvoorwaarden: vlokjes die helemaal niet kunnen
bewegen, alleen kunnen draaien, wel kunnen bewegen of alleen met z’n allen
tegelijk kunnen bewegen. Verrassenderwijs blijkt het dat de individuele bewe-
gingen van de vlokjes cruciaal zijn. Doordat ze allemaal net verschillend bewe-
gen en niet tegelijkertijd naar een volgende positie slippen, kan de bovenste laag
makkelijker over de vlokjes glijden. Dit resulteert in een lagere wrijving.
Wrijving en slijtage zijn gerelateerde processen. Als twee stukken diamant
over elkaar heen schuiven, verandert de structuur aan het contactoppervlak naar
amorf koolstof. Dit is ook wat er gebeurt bij het slijpen van diamant. Bij kleine
(nanometer of micrometer) apparaatjes is wat afhalen van het oppervlak echter
ongewenst. Omdat deze apparaatjes zo klein zijn, is een beetje slijtage al een
groot probleem. In Hoofdstuk 5 bekijken we of lagen grafeen tussen bewegende
stukken diamant slijtage tegen kunnen gaan. Een enkele laag grafeen niet, blijkt
uit onze simulaties. Deze laag gaat kapot, doordat er verbindingen met de dia-
mantstukken aan beide kanten van het grafeen worden gevormd. Het grafeen
wordt hierdoor uit elkaar getrokken. Als er twee lagen grafeen aanwezig zijn,
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zorgt de afstotende kracht tussen de twee lagen ervoor dat er geen bindingen
tussen de lagen ontstaan en behouden grafeen en diamant hun structuur.
In Hoofdstuk 6 en Hoofdstuk 7 ligt de nadruk op de structuur van een gra-
feenlaag wanneer die gedeponeerd is op grafiet of hexagonaal boornitride. Als
twee roosters, door hun oriëntatie of verschil in roosterconstante, niet precies op
elkaar passen is een patroon op grotere schaal dan het rooster zichtbaar: een moi-
répatroon. De grootte van het moirépatroon hangt af van de hoek tussen de twee
roosters en het verschil in roosterconstante. Doordat de gedraaide laag zich niet
in de meest gunstige configuratie bevindt, vervormt die een beetje. Omdat de
verschillende manieren waarop grafeen op de onderliggende laag gestapeld zijn
zich herhalen en de vervormingen afhankelijk zijn van de onderliggende laag, is
de periodiciteit van het moirépatroon ook in deze vervormingen zichtbaar.
In Hoofdstuk 6 bekijken we deze vervormingen van grafeen op grafiet. Dit
doen we voor grafeen onder verschillende hoeken ten opzichte van het onderlig-
gende grafiet. Voor kleine hoeken is er iets opvallends te zien: de vervormingen
volgen niet langer een vloeiende lijn, maar zijn gelocaliseerd rond het centrum
van het moirépatroon. Deze zijn het beste meetbaar in de vorm van hobbels van
0.02 nm die uit die uit het vlak van het grafeen steken.
Hoofdstuk 7 laat de vervormingen in grafeen zien, wanneer het gedeponeerd
wordt op boornitride. Doordat de bindingen in boornitride 1.8 % groter zijn dan
in grafeen, moet er een balans gevonden worden tussen twee krachten. Enerzijds
willen de Van der Waals krachten het grafeen zoveel mogelijk aan het rooster van
boornitride aanpassen, anderzijds willen de elastische krachten binnen het gra-
feen de evenwichtsbindingslengte behouden. Bij de simulatie van dit systeem
stuiten we op een probleem: er bestaat nog geen potentiaal die de interactie
tussen boornitride en grafeen beschrijft. Omdat grafeen en boornitride vrij veel
op elkaar lijken, gebruiken we een potentiaal voor de interacties tussen grafiet-
lagen die we herschalen naar de roosterconstante van boornitride. Er zit echter
een cruciaal verschil tussen grafeen en boornitride: terwijl grafeen volledig uit
koolstofatomen is opgebouwd, wisselen stikstof en boor elkaar af in boornitride.
Deze atomen interageren op verschillende manieren met het koolstof in grafeen:
de boor-koolstofinteractie is veel zwakker dan de stikstof-koolstofinteractie. Het
is belangrijk dat we dit in de potentiaal tot uiting laten komen, want het blijkt
dat dit leidt tot verschillende verdelingen van bindingslengte in het moirépa-
troon. Op deze manier komt de atomaire interactie tot uiting op een veel grotere
schaal dan de atomaire schaal. We kunnen zo meer te weten komen over de
zwakke, lastig meetbare interacties tussen lagen.
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