Abstract. We construct a class of non-commutative, non-cocommutative, semisimple Hopf algebras of dimension 2n 2 and present conditions to define an inner faithful action of these Hopf algebras on quantum polynomial algebras, providing, in this way, more examples of semisimple Hopf actions which do not factor through group actions. Also, under certain condition, we classify the inner faithful Hopf actions of the Kac-Paljutkin Hopf algebra of dimension 8, H8, on the quantum plane.
Introduction
Suppose that H is a finite-dimensional Hopf algebra over a field F acting on an algebra A. If I is a Hopf ideal such that I · A = 0, we say that the action factors through a quotient Hopf algebra H/I. One says that the action factors through a group action if there exists a Hopf ideal I of H, with I · A = 0, such that H/I ∼ = F [G] as Hopf algebra for some group G. In this last scenario, the Hopf action can be seen, in a certain sense, as a group action. Then, the following question arises: Are there conditions on either H or A ensuring that the action factors through a group action?
The first general result appeared in [10] . Assuming that H is semisimple and F is algebraically closed, the authors showed that if A is a commutative domain, then the action factors thorough a group action in this setting. Cuadra, Etingof and Walton, in [7] , showed that that is also the case for the Weyl algebra A = A n (F ), i.e., they showed that any semisimple Hopf action on the Weyl algebra A n (F ) must factor through a group action.
In [14] , by using and analyzing the results obtained by Cuadra, Etingof and Walton, it was showed that any semisimple Hopf action over an algebraically closed field of characteristic zero on an skew polynomial ring of derivation type must factor through a group action. Although there are examples in literature of Hopf actions on quantum polynomial algebras that do not factor through group actions (see [13, 7.4-7.6] ), in this paper we give some conditions to define an action of a Hopf algebra on an skew polynomial of automorphism type which does not factor through a group action (Theorem 3.1). In order to do that, we will construct a class of semisimple Hopf algebras H 2n 2 , which are not group algebras, and show that there exist inner faithful actions of those algebras on the quantum polynomial algebras, in particular on the quantum plane. In a recent paper, [9] , P. Etingof and C. Walton say that there is no finite quantum symmetry when the action of any finite-dimensional Hopf algebra factors through a group action. In this way, we give examples of algebras where there is quantum symmetry.
Also, for the quantum plane case, under certain condition, we classify the inner faithful Hopf actions of the Kac-Paljutkin Hopf algebra of dimension 8, H 8 , on it (Theorem 4.1).
Let F be a field. In this paper, all the Hopf algebras, tensor products and algebras are taken over F . In the sequel, we present the definition of inner faithful actions. Let H be a finite-dimensional Hopf algebra. A representation of H on an algebra A is an algebra homomorphism π : H → A. The following definition was given by Banica and Bichon. Also, we present here a result regarding group algebras which can be found in [11, Lemma 4] and will be useful in the next sections. 
2.
A class of semisimple Hopf algebras 2.1. Hopf algebra structure on quotients of skew-polynomial rings. Our first main results consist in giving necessary and sufficient condition to extend the structure of a biagebra R to the skew polynomial ring of automorphism type R[z; σ] (Theorem 2.4), and to define a Hopf algebra structure on the quotient R[z; σ]/I, for I a certain bi-ideal of R[z; σ] (Theorem 2.7).
We start with the definition of a twist for a bialgebra. 
If J is a left twist for R, then J −1 is a right twist for R.
. Let R be a bialgebra. Let J be a right twist for R and σ ∈ End(R).
We say that the pair (σ, J) is a twisted homomorphism for R if σ satisfies:
Note that, for any homomorphism of coalgebras σ ∈ End(R), the pair (σ, 1 ⊗ 1) is a twisted homomorphism for R. Remark 2.3. Let R be a bialgebra, (σ, J) a twist homomorphism for R and a ∈ R.
( Now, we shall extend the bialgebra structure of a bialgebra R to its Ore extension of automorphism type R[z; σ], for some specific σ ∈ Aut(R). Proof. Let (σ, J) be a twisted homomorphism for the bialgebra R, and let H = R[z; σ] be the Ore extension of automorphism type of R. Since R is a bialgebra, we have a homomorphism of algebras ∆ : R → H ⊗ H. Consider the element J(z ⊗ z) ∈ H ⊗ H. Note that, for all h ∈ R, we have
Thus ∆ satisfies the Ore condition. Hence, there exists a unique algebra homomorphism ∆ : H → H ⊗ H such that ∆ | R = ∆ and ∆(z) = J(z ⊗ z). While it may be an abuse of notation, we just write ∆ = ∆.
Furthermore,
This implies that ∆ : H → H ⊗ H is a coassociative map. Now, since ǫ : R → F is a homomorphism of algebras, then, for all h ∈ R, we have
Thus ǫ satisfies the Ore condition. So, there exists a unique algebra homomorphism ǫ : H → F such that ǫ | R = ǫ and ǫ(z) = 1 F . Again, while it may be an abuse of notation, we just write ǫ = ǫ. Moreover, we have
Thus ǫ satisfies the counity property in H. Therefore, the bialgebra structure of R extends to H as stated in the lemma.
To prove the converse, suppose that there exist an invertible element J ∈ R ⊗ R and σ ∈ Aut(R) such that R[z, σ] is a bialgebra with ∆(z) = J(z ⊗ z) and ǫ(z) = 1. Since
, that is, J is a right twist for R. Moreover, for all h ∈ R, zh = σ(h)z. This implies that
Thus, J(σ ⊗ σ)∆(h) = ∆(σ(h))J and hence the pair (σ, J) is a twisted homomorphism for R.
As it was said at the beginning of this section, given a Hopf algebra R, we will find conditions to define a Hopf algebra structure on the quotient R[z, σ]/I, for some bi-ideal I of R[z, σ]. The following lemma gives us certain conditions to find the bi-ideal on the bialgebra R[z; σ] which will be used to define the Hopf algebra structure mentioned.
Lemma 2.5. Let R be a bialgebra and (σ, J) be a twisted homomorphism for R. Suppose that there exists
Proof. Let R be a bialgebra and (σ, J) be a twisted homomorphism for R. By Theorem 2.4, H = R[z; σ] is also a bialgebra. Let 0 = t ∈ R as in the hypothesis and let I be the ideal in H generated by z 2 − t. We have to prove that I = z 2 − t is coideal of H. We note that t necessarily satisfies
Hence, given a bialgebra R and (σ, J) a twisted homomorphism for R and an element t that satisfies the hypothesis of Lemma 2.5, we have that H/I is a bialgebra, for H = R[z; σ] and I = z 2 − t . The next lemma presents conditions to extend a Hopf algebra structure from R to the quotient bialgebra H/I. Theorem 2.7. Let R be a Hopf algebra with antipode S, (σ, J) be a twisted homomorphism. Suppose also that σ • S = S • σ and σ 2 = id. If there exists 0 = t ∈ R, with ∆(t) = J(σ ⊗ σ)(J)(t ⊗ t), and such that
where J = J 1 ⊗ J 2 with the summation omitted, then there exists a Hopf algebra structure on H/I with S(z) = z. Conversely, if there exists a Hopf algebra structure on H/I with
Proof. Let R be a Hopf algebra with antipode S and (σ, J) a twisted homomorphism for R such that σ 2 = id. By Theorem 2.4, R[z, σ] is a bialgebra, and by Lemma 2.5,
We just write h for the element h + I of H/I. And to define the antipode, we just extend the antipode S of R to H/I defining S(z) = z. We note that S :
for all a ∈ R. Also, we have that
Since S is an antipode for R, the antipode property is verified for R as well. Therefore, S is an antipode of H/I and so H/I is a Hopf algebra. The converse follows from the two equations above.
In this setting, for R a semisimple Hopf algebra, we have the following corollary. 
2.2.
Construction of a class of semisimple Hopf algebras. In this subsection, using what we have done in the last subsection, we shall construct semisimple Hopf algebras of dimension 2n 2 , which, in the sequel, will be used to define actions on the quantum polynomial algebra which do not factor through group actions. From now on, we let the ground field F be algebraically closed with characteristic zero.
Let Γ = x | x n = 1 be the cyclic group of order n > 1. Let q ∈ F be a primitive nth root of unity. For every integer j, we set
Observe that if j ≡ j ′ (mod n), then q j = q j ′ and x j = x j ′ , and therefore e j = e j ′ . This means that e 0 , . . . , e n−1 lists the distinct e ′ i s. Moreover, for 0 ≤ j, k < n, we have
Lemma 2.9. {e 0 , · · · , e n−1 } is a complete set of orthogonal idempotents of
Proof. Since q −j is also an nth root of unity different from 1 if j = 0, we get
Also, using (1), for 0 ≤ l, j < n:
Hence, {e 0 , · · · , e n−1 } is a complete set of orthogonal idempotents of F [Γ].
We denote the elements of G = Γ × Γ by x i y s for 0 ≤ i, s < n. Let {e 0 , · · · , e n−1 } be the complete set of idempotents of F [Γ] as in Lemma 2.9. Let σ ∈ Aut(F [G]) be the automorphism of F [G] induced by the group isomorphism x i y s → x s y i , for 1 ≤ i, s ≤ n.
Set e i := σ(e i ), i.e., e i = 1 n n−1 j=0 q −ij y j . As in equation (1) one has e i y k = q ik e i . Now, in
, consider the element J := n−1 i=0 e i ⊗ y i . Note that we can also write J in terms of the elements e i 's as
With this setting, we have the following lemma.
Lemma 2.10. The pair (σ, J) is a twisted homomorphism for F [G].
Proof. First we note that J is invertible with inverse J −1 = n−1 j=0 e j ⊗ y −j . Using (1) and (2), we get
Moreover, we have
That is, J is a right twist as in Definition 2.1. For x k y s ∈ G, note that
Thus, since F [G] is commutative, we have that J(σ ⊗ σ)∆(x k y s ) = ∆(σ(x k y s ))J. Moreover, clearly ǫ • σ = ǫ. Therefore, the pair (σ, J) is a twisted homomorphism for F [G].
Hence, by Theorem 2.4, H = F [G][z;
σ] is bialgebra with ∆(z) = J(z ⊗ z) and ǫ(z) = 1. Now, consider the element t = n−1 i=0 e i y i which satisfies
e j y j = t.
Moreover, t has an inverse in F [G], t −1 = n−1 i=0 e i y −i .
Lemma 2.11. The element t satisfies ∆(t) = J(σ ⊗ σ)(J)(t ⊗ t).
Proof. Since n−1 k=0 (q (l−j) ) k = 0 for l = j, note that for any i
So, it follows that ∆(t) = n−1 i,m=0 e i y m ⊗ e (m−i) y m . Then, by (2), we get
e i e k y j+k ⊗ e j e l y 
So, t satisfies the hypothesis of Lemma 2.5 and hence
Note that σ 2 = id and
Since σ(S(x k y s )) = x −s y −k = S(σ(x k y s )) and
e i e j y i−j = n−1 i=0 e i = 1, and Before we continue, we establish the following lemma about the Hopf ideals of H 2n 2 , which will be useful in the sequel.
Lemma 2.12. Let I be a Hopf ideal of H 2n 2 . If I ∩ R = 0, then I = 0.
Proof. Let I be a Hopf ideal of H 2n 2 such that I ∩ R = 0. Consider the restriction of the projection map π | R : R → H 2n 2 /I. Clearly, Ker π | R = I ∩ R. Hence, we can look at R as a Hopf subalgebra of H 2n 2 /I. Then dim(R) divides dim(H 2n 2 /I).
Since dim(H 2n 2 ) = 2 dim(R), we must have that dim(H 2n 2 /I) = 2 dim(R) or dim(H 2n 2 /I) = dim(R). If dim(H 2n 2 /I) = 2 dim(R), then I = 0.
If dim(H 2n 2 /I) = dim(R), then H 2n 2 /I ∼ = R and thus H 2n 2 /I is commutative. Hence, we must have thatxz =zx =ȳz, which implies that (x − y)z ∈ I. So, (x − y)z(zt −1 ) = (x − y) ∈ I ∩ R = 0, which is absurd.
Inner faithful actions on quantum polynomial algebras
. . , u r ] be the quantum polynomial algebra (see [3] and [5, Appendix I.14 and Chapter I.2]), i.e., the associative F -algebra generated by u 1 , . . . , u r subject to the relations
Alternatively, quantum polynomial algebras can be constructed as iterated Ore extension of automorphism type
where τ i (u j ) = m ij u j for all i, j with 1 ≤ j < i ≤ r.
In this section, we will present inner faithful actions of H 2n 2 on A M . Our main result is Theorem 3.1, where we provide conditions to define inner faithful actions of H 2n 2 on quantum polynomial algebras which do not factor through group actions.
Recall that for a nth primitive root of unity q,
Theorem 3.1. Let n > 1 be a natural number and H 2n 2 the Hopf algebra constructed above with respect to a primitive nth root of unity q. Let A M be a quantum polynomial algebra in generators u 1 , . . . , u r with respect to a matrix M = (m ij ) ∈ M r×r (F ). For any permutation τ ∈ S r and elements λ, µ ∈ F r the following holds:
for all j, i, s, where
) The action in (1) is inner faithful if and only if the map
In particular if there exist s, t such that B st is invertible in Z n , then the action in (1) is inner faithful.
. Since zy = xz in H 2n 2 , we should have that (zy) · u i = (xz) · u i , for all i ∈ {1, . . . , r}. This happens if and only if µ i = λ τ (i) for all i ∈ {1, . . . , r}. Since x n = 1, we must have that λ i is an nth roots of unity and hence there exist b ∈ Z r n such that λ i = q b i and µ i = λ τ (i) = q b τ (i) for all i. Let us calculate z · (u k u l ) for some indices k, l:
Hence the relation z · (u k u l ) = m kl z · (u l u k ) holds if and only if:
Conversely if λ, µ and (m ij ) satisfy the conditions indicated above, then the action given as indicated is well-defined as 1 − x n , 1 − y n , zx − yz act as zero on the u i 's and as
(2) Let I be a Hopf ideal of H 2n 2 such that I · A M = 0. Suppose that I ∩ R = 0. Since I ∩ R is a Hopf ideal of the group algebra R, we can apply Lemma 1.4 and conclude that there exists a normal subgroup N of Z n × Z n such that I ∩ R = RF [N ] + . Since I ∩ R = 0 we have N = (0, 0) , i.e. there exist (i, j) = (0, 0), such that x i y j ∈ N and hence 1 − x i y j ∈ I. Thus, for all s ∈ {1, . . . , r}, we have (1 − q bsi+b τ (s) j )u s = (1 − x i y j ) · u s = 0, which implies ib s + jb τ (s) = 0 in Z n for all s ∈ {1, . . . , r}. Hence if f is injective, then I ∩ R = 0, and thus, by Lemma 2.12, I = 0. So, the action must be inner faithful. Conversely if f is not injective and f (i, j) = (0, . . . , 0) for some (i, j) ∈ Z 2 n , then the Hopf ideal generated by 1 − x i y j annihilates A M and the action is not inner faithful.
(3) Suppose that B st is invertible for some s, t.
Thus j = 0 and therefore ib k = 0 for all k. In particular iB st = 0 and hence i = 0.
Suppose F contains a primitive 6th root of unity q. Let H 72 be the semisimple Hopf algebras with respect to q and n = 6. Let
] be the quantum polynomial algebra in the generators u 1 , u 2 , u 3 subject to u 2 u 1 = q 2 u 2 u 1 and u 3 commuting with u 1 and u 2 . Then there exists an inner faithful action of H 72 on F q 2 [u 1 , u 2 ][u 3 ] given by b = (2, 2, 1) ∈ Z 3 6 and τ = (13) ∈ S 3 , i.e. x) .
Then, for G = x, y | x 2 = 1 = y 2 , xy = yx = Γ × Γ, the automorphism σ swaps x and y, i.e., σ(x) = y and σ(y) = x. And the element J is given by
. So, R[z; σ] becomes a bialgebra with
and ǫ(z) = 1. Also, note that zx = σ(x)z = yz. Since t is given by
we get that z 2 = 1 2 (1 + x + y − xy) in the Hopf algebra R[z; σ]/ z 2 − t , where S(z) = z. So, H 2n 2 , for n = 2, is precisely the Hopf algebra H 8 . Then, from now on, every time we refer to H 8 , we keep in mind its presentation as the one presented in this subsection, i.e., as a quotient of an Ore extension:
4.2.
Classification of the Inner faithful actions of H 8 on the quantum plane. Let F = C and A = C p [u, v] be the quantum plane with parameter p ∈ C × , i.e., vu = puv.
In the following theorem we classify the possibles inner faithful actions of H 8 on A under a certain assumption. Proof. We can assume p = 1, because if p = 1, then A = C[u, v] is the commutative polynomial ring, which is a commutative domain. Therefore, Etingof and Walton's result [10, Theorem 1.3] guarantee that there cannot be any inner faithful action of H 8 on A, since H 8 is not a group algebra.
If there is an action of H 8 on A, since x and y are group-like elements, they act as automorphisms of A. Hence there exist α, β ∈ Aut(A) such that x · a = α(a) and y · a = β(a) for all a ∈ A. Also, since
Under the assumption that z acts by interchanging u and v, we must have z ·(vu) = pz ·(uv) or equivalently
Moreover, since xz = zy, it follows that (xz) · u = (zy) · u and (xz) · v = (zy) · v, which implies that
Now, we separate the proof in cases. Since p = −1, we must have B 12 = 1 and so p 2 = −1. Hence, by Theorem 3.1 (3), the action is inner faithful.
CASE II: p = −1: In this case Alev and Chamarie showed in [1, 1.4.4] that Aut(A) is a semidirect product of (C × ) 2 with the cyclic group of order 2 given by the automorphism τ that flips u and v. Hence any automorphism of A is either an element of (C × ) 2 or a product of an element (α 0 , α 1 ) ∈ (C × ) 2 and τ . By 4, if β is just given by a torus action, then α has to be also given by a torus action, and if β is given by a torus action and τ , then α has to be also given by a torus action and τ . Therefore, these are the only two possible cases for α and β.
CASE II.a: If β is given only by a torus action, then then we are in the same situation as CASE I and hence, by what we have done for CASE I, necessarily p 2 = −1, which contradicts p = −1. So, β cannot be given by a torus action. This leads to a contradiction, since xz = yz. Therefore, there can be no action at all for the case where p = −1.
