Abstract In this work we consider a new functional equation for the Riemann ζ-function in the critical half-strip
Such a condition is studied, and the attempt of proving the Riemann hypothesis is found to involve also the functional equation
where t is a real variable ≥ 1, and n is any natural number. The limiting behaviour of the solutions χn(t) as t approaches 1 is then studied in detail. where it is absolutely convergent 1 . Euler proved that in the region A the ζ-function admits a product representation where P is the set of prime numbers 2 . By virtue of the previous relation Euler was able to prove that in the region A the ζ-function has neither zeros nor poles. Riemann was inspired by this observation to write his masterpiece article 3 in which he looked for an analytical expression for the step-function π (x) which counts the number of primes less than a given number x ∈ R + . During his investigation, he discovered three very important properties of the ζ-function, probably noted but not proved before by Euler. The first was that the ζ-function can be analytically extended to the whole complex plane by virtue of the integral representation 1 This region is an IP-set since if s 1 , s 2 ∈ A then s 1 + s 2 ∈ A. This observation will be very important in the next sections, where we will prove a new functional equation for ζ(s 1 + s 2 ).
2 For a rigorous proof of this relation, see for example the book by Schwartz [1] . 3 Riemann, On the number of primes less than a given quantity [2] . 4 In the literature, it is written also in the form [3] ζ (s) = Γ (1 − s) (2π) s−1 sin πs 2 ζ (1 − s)
which connects the properties of ζ in the two half-planes in which the complex plane remains divided by the vertical line r 1/2 ≡ s ∈ C : Re(s) = 1 2 , (1.6) named the critical line. Riemann pointed out that, by virtue of this functional equation, upon setting s k = −2k one has ζ (s k ) = 0 for any k ∈ N. These zeros, being obtained from the sin function, are called trivial zeros. Nevertheless, this relation does not assure us that they are all the zeros of the ζ, but it proves only that, if other sets of zeros exist, they must lie in the critical strip S ≡ {s ≡ x + iy ∈ C : 0 < x < 1} , (1.7) and that the zeros have to be located symmetrically about the critical line. These zeros are called non-trivial zeros 5 . As far as their existence is concerned, Hardy [4] proved that, on the Critical Line r C , there exist infinitely many zeros, but
The Riemann Hypothesis states that we cannot find any non-trivial zero outside the critical line r 1/2 . where R is the set of all non-trivial zeros of the ζ-function. Thanks to this representation the Functional Equation (1.5) becomes ξ (s) = ξ (1 − s). But how are 5 In the next sections we divide the critical strip S into four parts: two above the real axis + S ≡ s ∈ C : 0 < Re(s) < 1 2 Im(s) > 0 and S + ≡ s ∈ C : and two below it
Im(s) < 0 and S − ≡ s ∈ C :
and we will refer to S + as the critical half-strip because, if a zero belongs to S + , the functional equation imposes the existence of a twin zero in S − , and the same holds in + S and − S. Now, for any ε > 0, we introduce the ε-contraction of the critical half-strip S + ε and the compact ε-contraction of the critical half-strip S ± ε,T below a given quantity as Fig. 2 The four parts of the critical strip.
they related with prime numbers? As we said before, the goal of Riemann's masterpiece article was an analytic expression for the step-function π (x). After having discovered these three properties he proposes the definition of the step function
which is, for any x ∈ R + , a finite sum, since by definition π (α) ≡ 0 for any α < 2.
Thus, setting x 1/n < 2 we have, for any n > log x log 2 , that π x 1/n ≡ 0. This sum can be inverted by the Möbius Inversion Formula, obtaining
(1.13) 6 The Möbius µ-function is defined, when the number n is expressed in the form
as the function that vanishes when one of the α k is bigger than one:
His main result follows by a careful use of (1.3), hence obtaining the analytic expression of J (x) as
(1.14)
Upon substituting this expression into (1.13) he obtained the desired result. The dominant term in the Riemann's main formula (1.14) is
which is the asymptotic estimate of the number of primes between 2 and x, as stated by the Prime Number Theorem (here a is a positive constant): 15) proved by Hadamard and de La Vallée-Poussin [5, 6] . It was later proved by von Koch [7] that the remainder term in (1.15) is O( √ x log(x)) if and only if the Riemann hypothesis holds. But the most interesting term of (1.14) is the second, whose sum runs over ρ ∈ R. Thus, Riemann understood that his dream to obtain a staircase-function, whose steps were localized on the prime numbers, could be realized if and only if the positions of non-trivial zeros of the Riemann's ζ-function were known.
During the twentieth century, in the forties, it became clear that the Riemann ζ-function is an element of a larger class of functions, called L-functions, defined as [8] 
where χ k is the standard notation for the character function [8] , which is periodic with period k.
All the L-functions have an Euler product representation 17) and satisfy a functional equation which exhibits a symmetry axis r (k)
C (generalized critical line) for each of them. The Generalized Riemann Hypothesis [8] can be therefore expressed as follows:
The Riemann ζ-function being a particular L-function obtained by setting k = 1, we have that the Generalized Riemann Hypothesis implies the Riemann Hypothesis.
Our paper is organized as follows. Section 2 outlines the strategy we adopt; Sec. 3 studies a double series in the critical half-strip S + that is crucial for our investigation; Sec. 4 obtains a functional equation for Riemann's ζ-function in such a critical half-strip; Sec. 5 obtains a necessary condition for finding nontrivial zeros in the critical half-strip S + ; Sec. 6 exploits the result in Sec. 5 and derives the conditions under which the existence of non-trivial zeros in S + leads to a contradiction; an assessment of our approach is presented in Sec. 7, and some important technical results are provided by the 3 Appendices.
The strategy we adopt
In order to prove that there are no non-trivial zeros outside the critical line, we consider an analytic continuation of the Euler ζ-function (1.1) and (1.2) to the whole critical strip S by means of the series with alternating signs
On the right-hand side of Eq. (2.1) we recognize the Dirichlet η-function 2) and one can easily prove that its zeros within the open strip, i.e. the critical strip S deprived of the vertical lines s = 0 and s = 1, coincide with non-trivial zeros of the Riemann ζ-function. If we can now find, for all ε > 0, a necessary condition for the existence of zeros in S + ε (i.e. the half-strip on the top right-hand sector of S), for the η-function the invalidation of such a condition will be sufficient to prove the lack of zeros in S + ε for the ζ-function, and hence the non-existence of zeros for every analytic continuation of the ζ-function. In order to obtain the desired necessary condition mentioned above, we obtain preliminarly a functional equation by introducing a convergent double series in S + , where such a series is only conditionally convergent. where n 1 , n 2 ∈ N, and s ≡ x + iy,s ≡ x − iy are defined in S + where 2x > 1. Hence we can write
In the Appendix B we give the proof of the Pringsheim-convergence of the next series.
Since the sum over n 1 = n 2 can be split into 2 sums according to
we can rewrite (3.2) as
Since in the exchange n 1 ↔ n 2 we have
together with the obvious symmetries cos y ln
, sin y ln
we can write
For any n, k ∈ N, if we define n 1 ≡ n + k and n 2 ≡ n we can rewrite the previous relation in the form
Now, ζ (2x) being bounded from above in S + we can define the zeros' functions
and hence we can write
We refer the reader to Appendix B for a crucial remark concerning the Z k+1 functions that we have just introduced. Before reverting to the critical half-strip S + we want to prove on A (see (1.2)) a functional equation for the ζ-function whose maximal extension to the critical half-strip will be useful in the next sections. We start by taking in A two different points s 1 , s 2 ∈ A. Of course, s 1 + s 2 lies in A as well, as we already pointed out in the Introduction. Thus, we can prove the
Lemma 1 (Fundamental Functional Equation)
For every s 1 and s 2 in A, for which the series expressing ζ(s) is absolutely convergent, the relation
Proof. Starting from the definition of ζ(s) in A, any series that we write is absolutely convergent, and in particular
hence the thesis follows.
At this stage we need to revert to the Critical Half Strip S + , looking for a functional equation valid perhaps now in S + . Our aim is to obtain, thanks to such a functional equation, a relation in which the eventual non-trivial zeros are involved in a characterization formula which may be a necessary condition for their existence. Upon violating it, we will obtain a sufficient condition for the impossibility to have zeros in S + . In order to extend the Fundamental Functional Equation to S + we need the proof of the next
Lemma 2 (Maximal Extension of the Fundamental Functional Equation)
For every s ands with Re(s) > 1/2 we have the relation
Proof. We can extend the Fundamental Functional Equation to the critical halfstrip by virtue of the ζ's representation, valid for Re(s) > 0
Thus, taking s = x + iy ∈ S + , we have 2x > 1 and hence ζ (2x) < ∞, obtaining therefore
By re-expressing the first line of Eq. (4.5) with the help of (4.4), we obtain eventually the desired Eq. In this section we obtain a necessary condition for non-trivial zeros in the critical half-strip S + . In order to achieve our goal, we need to prove the next Theorem 1 (Critical Half-Strip's Zeros) If s = x + iy is a non-trivial Riemann zero in the critical half-strip S + , then
Proof. Remembering the Maximal Extension of the Fundamental Functional Equation to the critical half-strip S
and setting ζ (s) = 0 in it, we can write
By virtue of Eq. (3.10) we obtain the thesis. + that satisfies the necessary condition for non-trivial zeros, the same holds for its
Proof. Since the cosine function is even, we find that
(5.5) Proof. We suppose by contradiction that we can find a non-trivial zerox+iȳ outside the critical line. By virtue of Eq. (5.1) we have necessarily that
On the other hand, by defining the finite-difference operators [9, 10] 
2)
(whose domain is R + ), and pointing out that
hence we can write
( 6.4) 6.1 Legitimacy of exchanging limit as t → 1 with summation over k At this stage, it is of crucial importance to understand whether, on the right-hand side of (6.4), we can bring the limit outside the summation ∞ k=1 . For this purpose, we begin by introducing the following concept.
Definition. A sequence of equicontinuous and uniformly bounded functions S L,N (t) in the interval [1, A] is here said to be of Cauchy-Cesàro type with respect to the subscript L if and only if, for all ε > 0, the exists a νε ∈ N such that, for all M > νε, one has 5) for all t in the closed interval [1, A] . By relying upon this definition, our analysis goes on as follows.
Theorem 2.0. The double sequence of equicontinuous and uniformly bounded functions 6) defined for t ∈ [1, A], with A < ∞, converges uniformly to the function
Proof. We must prove the following majorization:
First step. Upon bearing in mind the definition (6.6) we can write, for the first term on the second line of (6.8),
where we have defined
Thus, for the sequence S L,N to be of Cauchy type with respect to N , it is sufficient to prove that, for all ε > 0, there exists a µε ∈ N such that, for all N > µε, one has
(6.11)
Indeed, on using the standard notation according to which [a] is the integer part of a rational number a, one finds
and this shows that it is sufficient to prove that, as L approaches ∞, the resulting series on the third line of (6.12) is convergent for all x + iy ∈ S + . As a matter of fact, by applying the Abel criterion to the strip S + , where 13) and this approaches 0 as k → ∞ in every compact set
(6.14)
Second step. It is now possible to prove that the S L,N (t) defined in (6.5) are, with respect to L, Cauchy-Cesàro sequences of functions according to our definition. Indeed, for all t ∈ [1, A] one finds 
from which we obtain the majorization
The Cesàro average (6.15) can be therefore majorized according to
Therefore, for all ε > 0 one can find a νε such that, for any M > νε, one achieves convergence according to our definition (see (6.5)). It now remains to be proved that S L+1,N − S L,N +1 (C,1) < ε.
Third step. We point out preliminarly that
Therefore, on taking the Cesàro average of (6.20) we find
for all N, M > max {µε, νε}. The majorizations (6.9), (6.19) and (6.21) hold for all t ∈ [1, A]. The resulting convergence is therefore uniform; moreover, since the S L,N (t) are sequences of equicontinuous and uniformly bounded functions, they converge to a unique uniformly bounded and continuous function S. This is the desired Pringsheim theorem within the Cesàro framework, and its validity ensures that, in (6.4), we can write
Going ahead with the proof
In light of (6.3)-(6.21), we can write that
From the definitions (6.2) we have that
h , and we can write
By applying to the last equality the operator M 1/n , we find
cos [y log (t)] , we can write
where χn is such that M 1/n χn(t) = 0. Since χn has vanishing mean value for any n ∈ N, we have necessarily that
This result must hold for any t ∈ R and n ∈ N. At this stage, it is clear that we need to know the limit as t approaches 1 of the solutions of Eq. (6.26). Our findings are presented in Lemmas 3 and 4 below. we can find one and only one ortho-normalized basis {φ for any n ∈ N, obtaining therefore the thesis.
Having proved that χn is vanishing for all n as t approaches 1, taking into account the Pringsheim Theorem about order of summation exchange proved in Appendix B, we can write
obtaining therefore the desired contradiction.
Concluding remarks
At the risk of slight repetitions, we find it appropriate to outline the original parts of our approach as follows.
(i) A study of the double series (3.1) in S + , with the associated zeros' functions defined in (3.9).
(ii) Derivation of the fundamental functional equation (4.1), with its maximal extension (4.3).
(iii) Proof in Appendix B of the Pringsheim convergence (cf. Refs. [11, 12, 13, 14] ), which is necessary to make sure that the steps in (i) and (ii) are meaningful.
(iv) Characterization (5.1) of non-trivial zeros of the Riemann ζ-function, and invalidation (6.36) of this condition with the help of finite-difference operators defined in (6.2) and of the detailed sub-section 6.1.
Before arriving at our Sec. 6 we have considered several approaches, including a direct analysis of the double series obtainable from (3.9) and (5.1). The various summands therein can be indeed majorized in the critical half-strip, but the resulting inequalities are insufficient for our purposes.
Of course, the task remains of proving the Riemann hypothesis with the help of the advanced tools of modern mathematics [15] , along the lines, for example, of Ref. [16] . It is also important to stress that the whole of real and complex analysis come into play in the attempt of proving a hypothesis that would have far reaching consequences both in pure mathematics [8, 17] and in the physical sciences [18, 19] .
A Convergence of monotonic alternating double series and Pringsheim's theorem
Before analyzing the properties of Riemann's ζ-function in S + , we need to get rid of any embarrassment about which Criterion of Convergence is used to give meaning to all series we have met in our investigation. In particular, we will need to study the conditions under which the sums used in section 3 and defined in S + are meaningful.
Given an arbitrary function
its image is the infinite lattice
We can ask whether the sum of all its terms, that we call double series, does exist and, in the affirmative case, whether it is finite or infinite. In order to specify what definition of convergence we adopt, we have to define different subsets in the lattice L. The Pringsheim Region [11]
is a connected rectangular subset of the lattice containing any element a ij with i ≤ p and j ≤ q:
On it we define a partial sum on a Pringsheim set [11] as
Thus, we can introduce the Pringsheim Convergence criterion [11] as
where i and j run from 1 through p and q independently 8 . We refer to it with the concise notation {R} a ij < ∞, where with R we consider the whole class of rectangles Rpq. Two other very important Pringsheim Sets are the columns R ph and the rows Rh q , whereh is an index taking a fixed value. We can now define the row partial sum and the column partial sum as the sums 9
and then introduce the concepts of column-convergence 10) and row-convergence
After the introduction of these definitions, Pringsheim was able to prove the following [11] Theorem 3 (Pringsheim) If the double-series
a ij is Pringsheim-, column-and row-convergent one can exchange the order of summation, i.e.
Proof. From the hypothesis of column-and row-convergence, for any ε > 0 we can find a νε ∈ N such that, for any p, q > νε, we have
Now we can see that, by increasing in a suitable way the limit of summation we can reduce in a convenient way the ε upper bound; in particular, we can find two numbers l = l(p) ∈ N and m = m(q) ∈ N such that
one of the other. This definition obviously regards a pair of random variables X i , X j ∈ {0, 1} constrained by the relation X i + X j = 1 and such that
In light of these definitions, the partial sum of a double series in the Pringsheim convergence splits ahead in this way:
As a side remark for readers interested in thermodynamics and statistical physics, by evaluating the entropy of this distribution we can say that the Pringsheim convergence corresponds to the Maximal Entropy for the Gaussian random-walk p i ≡ p (X i ) where
. Under this viewpoint Row-convergence and Column-convergence correspond to the cases p 1 = 1 and p 1 = 0 for which we have a vanishing-entropy distribution. 9 In the next formulas of partial sums the fixed indices are i or j and will not be over-scored by a bar.
hence we have
From the hypothesis of Pringsheim convergence we can say that, for any ε > 0, we can find a νε ∈ N and a S ∈ C such that, for any p, q > νε, we have |Spq − S| < ε; moreover, for any m and l in N, we can write
Now, in light of
bearing in mind (A.15) and (A.16), we can write
hence, summing and subtracting partial sums of columns and rows and exploiting (A.14), (A.15) and (A.18) we have eventually .20) This result being true for arbitrary choice of l, m ∈ N, we obtain the thesis when l, m → ∞.
B Pringsheim convergence of particular double series in S +
We have to prove that the series we have introduced in Sec. 3
are meaningful. For this purpose, we begin by remarking that, since the Z k+1 functions are uniformly bounded and equicontinuous for all ε > 0, when the Ascoli-Arzelà theorem is applied to every compact subset 10 of S + ε , their sequence converges uniformly to an uniformly bounded and equicontinuous function. Thus, if the Pringsheim criterion (see below) holds pointwise for numerical double series [11, 12, 14] , it holds also for double series of uniformly bounded and equicontinuous functions.
As we know from (3.2), the first double series in (B.1) can be re-written in the form
hence it is sufficient to prove that
are both Pringsheim-convergent. We prove the Pringsheim-convergence of the first one. Before going ahead we define the partial sums with respect to n 1 and n 2 :
(−1)
(−1) 4) and row and column sums as
Now, in order to go ahead it is necessary to prove the following Lemma 5 (Yiorgos S. Smyrlis) For any x + iy ∈ S + we have that [20] (here α ∈ {1, 2})
Proof. We can observe that, by separating even and odd parts of the series, we have x (2m + 1 + ρ) + x cos [y log (2m + 2)] (2m + 1 + ρ)
(B.11)
By substituting in the series and taking the limits for k → ∞ we prove the thesis for any x > 0. An analogous proof holds for the Gα functions.
Hence we obtain Corollary 2 (Row and column sum)
sin(y log n 2 ),
Proof. We point out that
cos (y log n 1 )
11 Thanks to the Integral Mean Value Theorem we can find a ρ ∈ (0, 1) such that
sin (y log t) d (y log t)
(B.9) Moreover, we can apply it once more to find
sin (y log n 1 )
, (B.13)
cos (y log n 2 )
.
(B.14)
Now we can prove Theorem 4 (Pringsheim convergence of an alternating double series) The double series defined for any x + iy ∈ S + n 2 =n 1 (−1)
is Pringsheim-convergent.
Proof. In light of (B.6) and Theorem 3, for any ε > 0 we can find a νε such that, for any p, q > νε, we have
At this stage, inspired by Appendix A, we recognize that by a suitable increase of the limit of summation we can reduce in a convenient way the ε upper bound; in particular, we can find two numbers l = l(p) ∈ N and m = m(q) ∈ N such that Now, taking into account the Smyrlis Theorem, for any ε > 0, we can find a µε such that, for positive integers u, v > µε, is Pringsheim-convergent.
Proof. For any n, k ∈ N, setting n 1 ≡ n and n 2 ≡ n + k in the series considering the triangular convergence of the right-hand side of the equation which assures us of the Pringsheim convergence, checking that it is column-and row-convergent we obtain that the result is independent of the order of summation (Pringsheim Theorem): . . . . . . . . . which is the correct result. 
