Using the regularization theory for improperly posed problems, we discuss object restoration beyond the diffraction limit in the presence of noise. Only the case of one-dimensional coherent objects is considered. We focus attention on the estimation of the error on the restored objects, and we show that, in most realistic cases, it is at best proportional to an inverse power of I In t l, where E is the error on the data (logarithmic continuity). Finally we suggest the extension of this result to other inverse problems.
Let us consider an ideal, diffraction-limited, spaceinvariant imaging system and a one-dimensional, coherent object f, identically zero outside the interval (-1,1) . Its noiseless image is given by Af, where A is the linear integral operator, 
The quantity d = 7r/c is the Rayleigh-resolution distance. To restore the object, one has to invert the operator A. As is known, this problem is improperly posed. When the image is known only approximately, we have numerical instability. Hence, in order to control error propagation, one has to introduce a priori constraints (as far as possible of physical origin) that restrict the class of admitted solutions. This is the concept of regularization of Tikhonov. Its importance for the practical solution of linear inverse problems has been emphasized by many authors.'- 5 Various regularization methods have been proposed.6-1 0 They are essentially equivalent, but most of them overlook the problem of obtaining precise estimates on error propagation: usually the stability of the regularized solution is tested only numerically.'-3 ' 7 Our aim is to focus on error valuation, and therefore we shall use regularization in a formulation of Miller, 9 which is particularly suited for deriving stability estimates. In order to formulate our problem more precisely, we have to introduce suitable functional spaces for the solutions and for the data. Now, if the object fis taken to have finite energy, then it belongs to L 2 (-1,1) (hereafter abbreviated as L 2 ). We denote by (fig) the scalar product of two functions of L 2 , i.e.,
where g* is the complex conjugate of g, and by lIf 0 = (ff)112 the L 2 norm of f. Moreover, we suppose that the optical image is observed in the interval (-1,1) so that we can again take L 2 as data space. If g denotes a noisy image corresponding to the object f, then we assume that g = Af + n, where n is an L2 function describing any kind of additive noise and errors. This particular model is unrealistic; nonetheless it is the only one found usable to date. 1 ' Obviously n is not known. However, we assume an upper bound for its L 2 norm, i.e., 11 n 11 < e. Besides, according to Miller, 9 we assume that the additional information on the object f (which is required in order to get numerical stability) may be expressed by means of a constraint operator B as follows: IIBf 11 < E, where E is a known constant.
Thus we have:
The simplest choice for B is B = 1 (the identity operator).t 2 A4$8 Then, in object restoration, condition (3b) means that we assume an upper bound for the total energy of the object. Another usual choice is to let B be a differential operator. 3 ' 6 -8 Then condition (3b) gives a bound on some derivatives of f and hence provides a smoothness requirement on the object. At this stage, however, we do not yet specify B. Now let us denote by F the set of all the functions satisfying conditions (3a) and (3b). We can take as an approximation of the unknown object f any function f belonging to F. To determine the accuracy of this approximation, we must define a distance between two functions of F. A natural choice (which is not the only possible one; see below) is to take the distance induced by the L 2 norm so that the error is |J-f [1. Since fis not known, we can say only that the error is at most the 0146-9592/78/0800-0051$0.50/0 © 1978, Optical Society of America maximum distance between any two functions of F. Moreover, it can be shown 9 that this maximum distance is bounded by a quantity depending only on the numbers e and E, i.e., IIf -f 1| < 2M(e,E), where M(E,E) is the maximum norm of the functions satisfying conditions (3a) and (3b) with g = 0 [i.e., M(f,E) = supf If 11, when JIAf LI < e, JjBf II < E]. This is the best upper bound we can prescribe for the error, and hence M(e,E) is called the best possible stability estimate. 9 When, for fixed E, M(E,E) tends to zero as E tends to zero, any approximation f converges to the true object f. Then we say that we have obtained continuous dependence of the solution on the data.
We sketch here Miller's regularization method, 9 and, for simplicity, we assume that we know both constants E and E (however, this requirement is not indispensable; see Miller's paper 9 ). We remark first that any function f satisfying conditions (3a) and (3b) also satisfies the following one:
Any L 2 function satisfying Eq. (4) also satisfies conditions (3a) and (3b), except for a factor of at most \ . When B has a bounded inverse, there exists one and only one function f/ minimizing sD (Ref.
where A* and B* are the adjoints of A and B. 
where
When B commutes with A, we may expand it as follows: 
where gh = (gu ). Equation (8) 
f2(x) = E -Uk(X).
k=O Xk (9) We recover here with a prescribed cutoff (which, for B = 1, is essentially the stability criterion of Cabayan et al. 2) the well-known truncation method for eliminating the noise amplification due to eigenvalues Xk very close to zero. 1 ",1 5 Both estimates fi and f2 can be shown to satisfy the inequality 9 11fi -f || • N M(e,E), (i = 1,2), and therefore they converge to the true object f when M(, ,E) tends to zero.
We shall illustrate now some results that we have obtained about stability estimates. Further details and mathematical proofs will be published elsewhere.' 6 It can be proved that the stability estimate M(E,E), as defined above, tends to zero when e tends to zero for fixed E, if and only if limk O 3 k = c. Obviously this condition is not satisfied by B = 1, which is the constraint operator taken by most authors (see above). However, this fact does not prevent any kind of stability of the solution. Indeed, it is possible to prove 9 ' 1 6 that, when B = 1, we have stability if we measure the closeness of the functions i and f (see above) by means of weighted averages of their difference. For instance, for any x 0 E(-1,1) and for fixed 6, all the quantities (10) tend to zero when E tends to zero. In other words, we can restore any local average of f over some resolving length 3. Our present purpose is to discuss stability with respect to the norm of L 2 , which implies in particular the kind of stability just described. Besides, as emphasized by John, 1 7 it is important for practical purposes to determine how fast M(E,E) tends to zero when E tends to zero.
Holder Continuity
Let us take first B = A-l, i.e., Ok = Xki1, so that condition (3b) becomes IIA-1 f11 • E. Schwarz's inequality implies that J1f/2 = (ff) = (AfA-'f)
Thus we have M(E,E) • (CE)11 2 [the equal sign holds when (E/E)
1 / 2 is equal to one of the eigenvalues of the operator A]. When the stability estimate tends to zero as ea (O < a • 1), one says that the solution of the problem depends H6lder-continuously on the data. This kind of continuity is fairly satisfactory, since it means that only a fixed percentage of significant digits need be lost in determining f from g.
Unfortunately the condition IIA-'f 11 S E is very restrictive; indeed, it implies that f is the restriction [to the interval (-1,1) ] of an analytic function and hence is already smooth before imaging. The same conclusion follows when one recalls the step-function behavior of the eigenvalues Xk: they remain approximately equal to 1 for k < 2c/lr and fall off to zero very rapidly for k > 2c/7r. Hence condition IIA-If 11 • E defines a class of objects whose Fourier components fk are significant only for k < 2cbr. Since the image has significant components only for k < 2ch-x, we understand easily why the restored continuity is quite good. 
Therefore we essentially get a bound on the first derivative of the object f. Similarly, taking Ai _kN, we get bounds on the derivatives of f up to the order N.
For such a constraint operator B, we can prove that' 6
M(e,E) -(constant) X E I ln¼c/E) I -(N-,?) (12) (where X may be made as small as desired), provided that the ratio tIE be sufficiently small (the result is asymptotic in the limit e -0). One can convince oneself of the validity of formula (12) by the following argument. As indicated by the truncated solution (9), we can compute only those components of the object whose index k is such that Xh Ž EflE -&kN/E (compare also the results of Twomey 8 and of Cabayan et al. 2 ). The number ko of these components is roughly of the order of In el, since the eigenvalues Xh decrease exponentially fast) 8 Now, when we compute only ko components of an object f satisfying condition (3b), we make an error that is roughly the maximum value (allowed by the constraint) of the first neglected term, i.e., (E/jk3o+ 1 
The kind of continuity implied by formula (12) is called logarithmic continuity and is, in practice, very poor. For example, with N = 1, E fixed, and eIE initially equal to 10-1, an increase in solution accuracy by factor of 2,3,4.. . would require an increase in the data accuracy to eIE = 10-2, 10-3, 10-4 . ,etc. Of course, since formula (12) is only asymptotic, this remark is true when we want to reconstruct those components [k whose index is much greater than 2c/ir, i.e., when we want to go far beyond the Rayleigh limit. In other words, this result does not contradict the conclusion of previous analysis that, "if the object is very poorly resolved by the optical system at the start, a significant improvement in resolution can be accomplished if reasonably high signal-to-noise ratios are available before processing"." This means that the addition of a few resolvable elements is possible. However, if we want to resolve more and more components fk, then the required signal-to-noise ratios are unrealistically high.
The result we got here derives essentially from the rapid exponential fall of the eigenvalues XI of the operator A. An asymptotic behavior of the same kind we may argue that we get at best logarithmic continuity whenever, for inverting such an integral operator, we impose a priori bounds on a finite number of derivatives of the solutions. For instance, analytic kernels are involved in the problem of near-field reconstructions and in the Bojarski-Lewis inverse-scattering method when one has information only over a finite frequency band (bandpass kernels). 4 
