Abstract. In this paper, we shall treat the Schrödinger forms with non-local perturbations. We first extend the definitions of subcriticality, criticality and supercriticality for the Schrödinger forms by Takeda [17] to the non-local cases in the context of quasi-regular Dirichlet forms. Then we prove an analytic characterization of these definitions via the bottom of the spectrum set.
Introduction
A new method to define the subcriticality, criticality and supercriticality of the Schrödinger form was introduced by Takeda (see [17, Definition 4.4] ). These definitions are given by the existence of superharmonic functions and the global property (recurrence or transience) of Dirichlet forms. Furthermore, an analytic characterization of these definitions is described as follows: let λ(µ) be the bottom of the spectrum of the generalized Schrödinger operator after a time-change transform (see [17, (5.1) ]), then the subcriticality, criticality and supercriticality are equivalent to λ(µ) > 1, λ(µ) = 1 and λ(µ) < 1 respectively. In this paper, we shall extend these results to the Schrödinger forms with non-local perturbations.
Let E be a Lusin space and m a fully supported σ-finite measure on E. The Markov process X is m-symmetric on E associated with a quasi-regular Dirichlet form (E, F ) on L 2 (E, m). Basically, we enforce the following assumptions on X:
(I): X is irreducible and transient; (SF): the semigroup (P t ) of X is strong Feller, i.e. P t (B b (E)) ⊂ C b (E) for each t > 0.
Here B b (E) and C b (E) stand for the families of all bounded Borel functions and all bounded continuous functions on E. Clearly, (SF) implies the following condition:
(AC): (P t ) is absolutely continuous with respect to m, i.e. there exists a density function p(t, x, y) such that P t (x, dy) = p(t, x, y)m(dy) for each t > 0.
Under (AC), X has a non-negative, jointly measurable α-resolvent kernel G α (x, y) for α ≥ 0. Note that G α (x, y) is α-excessive both in x and y. We simply write G(x, y) for G 0 (x, y). We further denote the Lévy system, jumping measure, generator and lifetime of X by (N, H), J, L and ζ. Note that J(dxdy) = (1/2)N (x, dy)µ H (dx), where µ H is the associated Revuz measure of H. Moreover, 
and v ∈ F . All the terminologies above are standard, and we refer them to [3, 8, 11] .
Consider an additive functional (AF in abbreviation) A as follows:
where A µ is the associated continuous additive functional (CAF in abbreviation) of a signed smooth measure µ, and F is a bounded symmetric function (i.e.
where µ + , µ − are positive smooth measures, A 
Clearly,
The Feynman-Kac semigroup after the perturbation by A is defined by
Under appropriate conditions (see Lemma 3.2), (P −A t ) is a strongly continuous semigroup on L 2 (E, m) and its associated quadratic form (E −A , F −A ) is a lower bounded, closed and symmetric form on L 2 (E, m). This quadratic form is also called a Schrödinger form in [17] . Usually, (P −A t ) is not Markovian. Following [17] with some modifications, we set a class of positive superharmonic functions of (P −A t ) as follows:
e., h is quasi-continuous and P
where the quasi-notions are relative to (E, F ). If h ∈ H + , then the h-transformed semigroup
is naturally Markovian, and its associated quadratic form
The following definitions are taken from [17, Definition 4.4] . We shall prove in Proposition 3.5 that they are still well-defined for the cases of non-local perturbations.
Let us state the main result of this paper. Set
and write G := G + − G − . Since F is bounded, there exists a constant C > 0 such that 
Under some appropriate conditions, the subcriticality, criticality and supercriticality of (E −A , F −A ) are equivalent to λ(µ+F ) > 0, λ(µ+F ) = 0 and λ(µ+F ) < 0 respectively (Theorem 4.1). Particularly, when
Thus this is an extended result of [17, Theorem 5.19 ].
Subclasses of smooth measures
Several subclasses of smooth measures and bivariate functions will appear in this paper. For the readers' convenience, we make a brief summary here. 
. Another subclass of bivariate functions A ∞ (X) defined in [2, Definition 3.4] will be used in Theorem 4.1.
We also take two notations from [10] . One is the Dynkin class S 1 D (X), and another one is the extended Kato class S 1 EK (X) (Cf. [10, §2] ). Let S 1 (X) be the family of smooth measures in the strict sense (Cf. [8] 
The following facts can be deduced easily or found in the given reference: (5) if Y is another symmetric Markov process with the 0-order resolvent G Y such that the smooth measure of X is also that of Y and G Y is bounded by K · G with some constant K > 0 (for example, Y is the subprocess of X by killing, see [19] 
Moreover, let ν be a positive smooth measure. For any u ∈ F and β ≥ 0, it holds (2.1)
This fact is taken from [7, Proposition 4.2] and [15] . We shall use it frequently.
Criticality and subcriticality
The perturbation by (1.1) may be decomposed into two steps: the first step is killing by e −A − t , and the second step is the perturbation by the positive part A + of (1.1). We give more explanations about these two procedures in the following remark.
Remark 3.1. We first note that t → e −A − t is a decreasing multiplicative functional of X, which never vanishes before ζ. Thus this killing transform gives the semigroup P
It is still symmetric with respect to m and the associated Dirichlet form is given by (Cf. [19] ) (3.1)
Denote the subprocess of X after killing by X A − . We realize X A − in the same sample path space as X and attain a new class of probability measures (P
Particularly, the jumping measure of X
. The second step is the perturbation of X A − induced by A + . In fact, we have (Cf. [13, (62.19) 
Mimicking [20] (see also [1, 7, 10] ), this perturbation can be also decomposed into two parts: one is the transform induced by the supermartingale multiplicative functional
and another one is the perturbation by the positive continuous additive functional 
which is a lower bounded positivity preserving symmetric form ( [12] ) on L 2 (E, m).
Proof. Let (E A
It follows from (3.1) and (3.2) that for any u ∈ F ,
Clearly, the right side of above is equal to the right side of the second equality in Remark 3.3. A different exponent (say, the Stieltjes exponent) was treated in [19] . Without loss of generality, assume F − = 0 and µ − = 0. Consider the right continuous increasing AF 
) is a quasi-regular and irreducible symmetric Dirichlet form on L 2 (E, h 2 · m).
We only need to prove that it is quasi-regular and irreducible. The irreducibility can be deduced from
and e µ+F (t)h(X t )/h(X 0 ) > 0 for any t < ζ.
For the quasi-regularity, note that E The following proposition concludes that the subcriticality and criticality in Definition 1.1 are well defined. 
) is recurrent (resp. transient). 
Proof. Take two functions
On the other hand, the recurrence of (E −A,h , F −A,h ) implies there exists a sequence {u n } ⊂ F −A,h such that u n → 1, m-a.e., and E −A,h (u n , u n ) → 0 (Cf. [8, Theorem 1.6.3]). By (1.4), we have v n := u n ·h ∈ F −A , v n →h, m-a.e., and
Then it follows from (3.5) that
Therefore,h = 0, which conduces to the contradiction.
Existence of superharmonic functions
In this section, we further assume E is a locally compact separable metric space, m is a Radon measure and (E, F ) is regular on L 2 (E, m). Since there always exists a quasi-homeomorphism between a quasi-regular Dirichlet form and another regular Dirichlet form by [5] , these further assumptions do not have essential effects except for the condition (SF).
The main result of this section is as follows.
Theorem 4.1. Assume that ρ − ∈ K(X). The subprocess of X after the killing by The proof will be divided into several parts. We first note that if λ(µ + F ) < 0, then H + = ∅. In fact, if H + = ∅, then take a function h ∈ H + and we have E −A,h (u, u) ≥ 0 for any u ∈ F −A,h by Proposition 3.4. From (1.4) we can deduce that E −A (u, u) ≥ 0 for any u ∈ F −A . Thus λ(µ + F ) ≥ 0. Therefore, λ(µ + F ) < 0 implies the supercriticality of (E −A , F −A ).
4.1. Subcriticality. The gaugeability was studied by many researchers such as [2, 6, 7, 10, 14, 18] . It is known that the gaugeability has a very close connection with the subcriticality. The following proposition is an analogical result of [17, we know that for any u ∈ F , 
Since G + is bounded, we may deduce that E A− ≍ E Y and thus (E Y , F ) is a transient Dirichlet form. By [9, Proposition] and (2.1), we may take a strictly positive, bounded and m-integrable function g such that
Hence for any u ∈ F −A,gA ,
where dm := g We first need the following lemma.
Proof. Since the semigroup of X
with the multiplicative functional
we only need to prove lim t↓0 sup x∈E E x M
Denote the AF A
for sufficiently small t > 0. From this, we can deduce that
That completes the proof. 
