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Reps for JIMWLK: Applications of representation theory to a novel approach to the
JIMWLK equation
by Jonathan RAYNER
In recent work, R. Moerman and H. Weigert have introduced a truncation scheme for
the Balitsky hierarchy, arguing that this is the most general possible method for ob-
taining finite Nc approximate solutions to the JIMWLK equation, while ensuring that
these solutions obey several key properties that are known to be true of any exact so-
lution to JIMWLK [1]. To carry out this truncation, it becomes necessary to systemat-
ically construct an orthogonal basis for the space of color singlets with purely adjoint
indices. The primary contribution of this dissertation is to construct a basis that makes
significant strides towards this goal, using irreducible representations of the permu-
tation group Sk and recently-developed Hermitian Young projection operators [2–4].
Our method directly produces the basis for these singlets, avoiding the need to con-
struct a basis for all multiplets and project out the singlets, as is common in other ap-
proaches. In our basis, orthogonality holds both between elements associated with
non-isomorphic and isomorphic representations, with the exception of representations
that are identical (and not just isomorphic). In working through the robust mathemat-
ical framework that describes this construction, we show that failures of orthogonal-
ity are a direct result of these basis elements being associated with identical induced
representations arising from derangements with differing cycle structure, which sug-
gests a possible strategy for constructing a fully-orthogonal basis in future research.
We also prove that this basis always consists of elements that are real or purely imagi-
nary and show how to determine these properties at the level of representations using
characters and Frobenius reciprocity. We then shift gears to prove a small number of
analytic properties of the images of commonly-used Wilson line operators. Explicitly,
we provide a proof that hasn’t existed in the literature previously that the image of the
dipole operator in the complex plane is the hypocycloid with Nc-cusps and we prove
that all Wilson line operators that appear in the amplitude matrix used in the JIMWLK
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“Pick a flower on Earth and you move the
farthest star."
Paul Dirac
1.1 Background: The Color Glass Condensate and the
JIMWLK equation
In any high energy scattering event involving hadronic matter, effective parton size in
nuclei increases with decreasing xbj . Simultaneously, the occupation number of gluons
in the nuclei increases with increasing energy of the collision event, eventually signifi-
cantly exceeding the occupation number of quarks. At sufficiently high energy and low
xbj , a new state of matter is believed to form as the number and effective size of gluons
becomes so large that gluon occupation saturates [5–7] (see Figure 1.1). The effective
theory of this state of matter is known as the Color Glass Condensate (CGC) [8–12]. The
reference to a spin glass refers to the fact that quantum effects in the dense medium of
gluons appear "frozen" on the time scales that a probe interacts with the medium. The
choice to think of the CGC as a condensate refers to the high occupation number of glu-
ons. Since internal quantum effects in the CGC are invisible to a probe interacting with
the medium, these scattering events are modelled as a particle interacting with a col-
lection of strong classical sources (which are taken to be independent of one another).
Additional quantum-mechanical effects from the probe-target interaction are described
in this model by the JIMWLK renormalization group equation. This renormalization
group equation arises due to the form of factorization that has been described: that the
interactions can be treated as a quantum mechanical probe interacting with a classical
target, where as energies increase, additional gluon emissions can be included in the
classical sources that form the target.
2 Chapter 1. Introduction

























FIGURE 1.1: QCD phase diagram. Colored dots represent the partons in
the target, whose effect size visible to a probe increases with decreases in
Q2. As xbj decreases at fixed Q2, the number of partons increases until at
sufficiently small xbj , the target can no longer be considered dilute and a
new state of matter forms (the CGC). In the extended scaling region, the
evolution equations of the CGC and the parton gas agree in the appropri-
ate limits (see [13] and [10, Sec. 3.7] for details).
The JIMWLK equation introduces a serious challenge in calculations. Calculat-
ing the correlation function of any probe in the presence of the CGC requires solv-
ing an infinite hierarchy of coupled functional differential equations, generated by
JIMWLK evolution. Standard practice in the literature is to instead work with the BK-
equation [14–18], which is a truncated form of this hierarchy that can be obtained by
taking the limit where the number of colors approaches infinity, Nc →∞ [12, Sec. 4.4].
However, it is known that the BK equation is unable to probe some aspects of JIMWLK
evolution, such as the expected difference in cross sections for exclusive and inclusive
vector meson production [19], and so a finite Nc truncation scheme becomes desirable.
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1.2 Purpose of this dissertation
R. Moerman and H. Weigert have introduced a novel parameterisation scheme that
allows one to truncate the infinite hierarchy generated by JIMWLK at finite Nc, while
preserving critical properties of JIMWLK evolution: group theoretic constraints and
independent evolution of symmetric and antisymmetric components when JIMWLK
evolution of correlators is organised as a matrix equation. The lowest-order trunca-
tions possible with this scheme (which can be thought of as a Gaussian ansatz for
color sources in the CGC weight function and corrections thereafter) were first applied
in [19–21]. In this dissertation we summarise the full scheme (Section 2.3), which is
presented in detail in [1].
In order to carry out R. Moerman and H. Weigert’s truncation scheme, it becomes
necessary to construct an appropriate basis for the space of color singlets with an ar-
bitrary number of adjoint indices and no fundamental indices (we use the notation
S(A⊗k) to refer to this space). A major contribution of this dissertation is to describe a
systematic method for constructing this basis (Chapters 3 and 4). This approach will
also likely prove useful in other contexts, because these algebraic objects are ubiqui-
tous in the study of QCD, as the confinement hypothesis requires that all free particles
be organised as color singlets.
Two common approaches to constructing a basis for this space already exist in the
literature. One chooses either work with the trace basis [22] or to decompose the k-
fold tensor product of the adjoint representation A⊗k into irreducible representations,
then select only the space of singlets S(A⊗k), forming a basis consisting of a single
element from each singlet. In the former case, the trace basis is undesirable in that
it is not orthogonal and elements of this basis become linearly independent for low
values of Nc. In the latter case, we show that we can improve upon this approach
by presenting a method to directly decompose S(A⊗k) into irreducible representations
using the permutation symmetries of S(A⊗k) and the theory of induced representations,
circumventing the need to decompose A⊗k (Chapter 4). This method has been used
elsewhere in work on QCD scattering amplitudes [23], but has not yet been applied in
the CGC context.
We then aim to form an orthogonal basis for S(A⊗k) by projecting the trace basis
with a set of orthogonal projection operators [2–4] corresponding to the needed irre-
ducible representations in the decomposition (Section 3.3). This automatically encodes
symmetry features of these representations and sheds light on the Nc-dependence of
the basis. However, it turns out that this basis fails to be orthogonal whenever mul-
tiple basis elements are created by a single projection operator, in a manner that we’ll
show is explained by the imprinting of the cycle structure of Sk onto the trace basis
(Section 4.3). Gram-Schmidt orthogonalisation gets us out of this difficulty in these
cases, with it being an open research question as to how to resolve this systematically
at the level of the representations.
We will see that the same method that allows us to generate this basis will also
allow us to determine a priori which elements of this distinguished basis are real or
purely imaginary. Furthermore, we prove that every element is always real or purely
imaginary (Section 4.5), which is a necessary prerequisite for certain results discovered
by R. Moerman in related work on the real and imaginary parts of matrices of CGC
correlators [1].
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Diverging from the discussion of approximate solutions to the JIMWLK equation,
we find considerable interest in establishing some exact properties of CGC correlators.
Specifically, we focus on deriving analytic bounds for the images of Wilson line oper-
ators that appear in CGC correlators in the simplest practical applications. We present
two significant results that have not appeared elsewhere in the literature: a complete
proof that the image of the dipole operator (the normalised trace of a SU(Nc) matrix)
in the complex plane is the hypocycloid with Nc cusps (Section 5.1) and a set of proofs
that establish that every four-point Wilson line operator that arises in the JIMWLK evo-
lution of two quark-antiquark pairs is bounded by the unit circle (Section 5.2). Further-
more, we provide basic numerical evidence for further conjectures about the nature of
the images of these operators.
Altogether, this dissertation explicitly develops and works through a key compo-
nent of a novel approach to the evolution of CGC correlators at finite Nc, provides
firm mathematical resolutions of several open questions surrounding this truncation




A novel parameterisation of JIMWLK
evolution
“Everyone generalises from one example.
At least, I do."
Vlad Taltos (Issola, Steven Brust)
In this chapter we describe the obstacles that are encountered in calculating the
JIMWLK evolution of CGC correlators and introduce a novel method for working
around these difficulties. In particular, we will see that for any CGC correlator, the
JIMWLK equation generates an infinite hierarchy of coupled nonlinear functional dif-
ferential equations that is unsolvable by known techniques and thus approximate so-
lutions are employed (Section 2.1). The standard approach in the literature to resolving
this problem is to take the large Nc limit or to employ numerical methods. We describe
the limitations of employing either strategy (Section 2.2). We then conclude the chapter
by working through a new parameterisation scheme that is developed in detail in par-
allel work [1] and is argued to be the most general way of obtaining analytic evolution
of CGC correlators through reparameterisation, while preserving certain properties of
JIMWLK that are violated by the large Nc limit (Section 2.3).
We will see that this new paramerisation scheme critically relies on a special set of
algebraic objects, which we refer to as the adjoint color structures. The study of these
adjoint color structures forms a significant part of the contribution of this dissertation
(Chapters 3 and 4), with the new parameterisation scheme introduced in this chapter
serving as the primary motivation for this work.
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2.1 The Problem: JIMWLK generates an infinite hierar-
chy of coupled differential equations
We introduce the JIMWLK equation and demonstrate that it generates a (currently) un-
solvable infinite hierarchy of coupled differential equations involving CGC correlators.
The leading order (in Y , leading log in 1/xbj) JIMWLK equation is
d
dY
ZY [U ] = −HJIMWLKZY [U ] (2.1)
ZY [U ] is the CGC weight function that allows us to calculate the expectation value of
operators in the CGC regime:
〈Ô〉Y :=
∫
D[U ]O[U ]ZY [U ] (2.2)
where D[U ] is a functional Haar measure on SU(Nc). Objects here are parameterised
in terms of Wilson lines Ux ∈ SU(Nc), which describe the scattering amplitude of (anti-
)quarks with the target at transverse coordinate x in the eikonal approximation (which
means that the transverse coordinates are assumed to be fixed during the collision [24,








i∇axi∇ay + i∇̄axi∇̄ay + Ũabz (i∇̄axi∇by + i∇axi∇̄by)
)
(2.3)
where Ũabz is a Wilson line in the adjoint representation, the JIMWLK kernel is defined
as
Kxzy :=
(x− z) · (z − y)
(x− z)2(z − y)2 (2.4)








are the left and right invariant vector fields on SU(Nc).1 The space of left (respectively:
right) invariant vector fields is isomorphic to the tangent space at the identity, which is
of course the Lie Algebra (once equipped with the naturally-inherited Lie bracket from
the vector fields). Then one checks that the vector fields in Equation (2.5) obey the Lie
algebra commutation relations
[i∇ax, i∇by] = ifabci∇cxδ(2)(x− y), [i∇̄ax, i∇̄by] = ifabci∇̄cxδ(2)(x− y), (2.6a)
0 = [i∇̄ax, i∇by] (2.6b)
1Note: for the action of these operators on U†x, U†x is treated as dependent on Ux through UxU†x = 1.
If we wish to treat Ux and U†x as independent degrees of freedom, then we must add a term to the vector
field that includes a derivative w.r.t. U†x, deriving this term from the unitarity condition.
2.1. The Problem: JIMWLK generates an infinite hierarchy of coupled differential
equations 7
where the δ functions appear becauseUx andUy truly live on different group manifolds
when x 6= y and so we can only form the commutator of elements in their respective
Lie algebras when x = y.
The JIMWLK equation results in an evolution equation for the rapidity dependence
of CGC correlators. To see this, differentiate Equation (2.2) w.r.t. Y , noting that the only










D[U ]O[U ]HZY [U ] (2.7b)
Integrating by parts twice with the assumption of vanishing boundary terms gives
= −
∫
D[U ]H(O[U ])ZY [U ] (2.7c)
which is written compactly as
d
dY
〈Ô〉Y = −〈HJIMWLKÔ〉Y (2.7d)
Despite its elegant form
d
dY
〈Ô〉Y = −〈HJIMWLKÔ〉Y (2.8)
cannot be solved exactly for CGC operators of interest using currently-known meth-
ods. The critical obstacle is that for a given n-point Wilson line correlator, Equation (2.8)
results in a differential equation that depends on both the n-point correlator and the
n + 1-point correlator. To determine the evolution of the n + 1-point correlator, we
again must use Equation (2.8), which generates another functional differential equa-
tion that depends on the n + 1-point correlator and n + 2-point correlator, and so on.
In other words, Equation (2.8) is not a closed equation, in the sense that for any Wilson
line correlator, it generates an infinite set of coupled differential equations. In the next
two subsections we work through the action of the JIMWLK Hamiltonian on the sim-
plest possible CGC correlators to see this explicitly, but let’s first describe the physical
interpretation of the generation of this infinite hierarchy of coupled equations.
The physical picture for JIMWLK evolution is intuitive. As we shall see shortly, the
terms in the JIMWLK Hamiltonian
i∇axi∇ay + i∇̄axi∇̄ay (2.9)
correspond to the situation where a (anti-)quark emits and reabsorbs a gluon either
before or after passing through the target and this gluon does not interact with the
target.
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On the other hand, the terms
Ũabz (i∇̄axi∇by + i∇axi∇̄by) (2.10)
in the JIMWLK Hamiltonian correspond to the situation where the quark emits a gluon,
which then is reabsorbed after interacting with the background field of the target (Fig-
ure 2.1a), evidenced by the insertion of a gluon via the adjoint Wilson line. The terms
in Equation (2.10) are responsible for generating the aforementioned infinite hierar-
chy of coupled differential equations, because of course the gluon can itself emit and
reabsorb a gluon that interacts with the background field of the target (Figure 2.1b),
explaining why the 3-point function in turn depends on the 4-point function. In the
next subsections we work through some examples to illustrate the generation of this
infinite hierarchy explicitly.
(A) Quark emits a gluon, which interacts with
the target background field.
(B) Gluon that interacts with the target emits
and reabsorbs a gluon that also interacts with
the target.
FIGURE 2.1: A stylised depiction of the physics captured by the JIMWLK
equation. An incoming quark (black directioned line) interacts with the
Lorentz-contracted target (depicted as a blue plane) through the emission
and reabsorption of gluons.
2.1. The Problem: JIMWLK generates an infinite hierarchy of coupled differential
equations 9
2.1.1 Dipole correlator evolution depends on the 3-point function
Consider the case when a photon splits into a qq̄ pair, which then interacts with the
target through the emission and reabsorption of gluons. Then to calculate the Y -
dependence of 〈tr(UxU †y)/Nc〉Y (which is commonly referred to as the dipole correlator),




































i∇aui∇av tr(UxU †y) + i∇̄aui∇̄av tr((UyU †x)†)
)
(2.12b)
Since i∇axUy = i∇̄axU †y (and similarly for the anti-fundamental Wilson lines), and noting














i∇aui∇av(Ux)U †y + Uxi∇aui∇av(U †y) + 2i∇au(Ux)i∇av(U †y) + (x↔ y)
)
(2.12d)






















(Kxzx +Kyzy − 2Kxzy) tr(UxU †y) (2.12g)
where we have again used that Kxzy is symmetric in its first and last variables and the
su(Nc) Casimir is given by CF1 := tata = (N2c − 1)/(2Nc)1.
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The terms that contain the adjoint Wilson line Uabz inside the average on the RHS of
eq. (2.11) are proportional to∫
uzv
Kuzv Ũabz (i∇̄aui∇bv + i∇aui∇̄bv) tr(UxU †y) (2.13a)














i∇̄aui∇bv(Ux)U †y + Uxi∇̄aui∇bv(U †y) (2.13c)











































K̃xzy := −Kxzx −Kyzy + 2Kxzy (2.14b)
Equation (2.14) was found in [14,16]. As we’ve cautioned against earlier, the RHS of the
evolution equation for the dipole operator depends on both the average of the dipole
operator itself, as well as the 3-point function Ũabz tr(taUxtbU †y)/Nc. The 3-point function
must be determined from an evolution equation which in turn couples it to the 4-point
function and so on, ad infinitum.
2.1. The Problem: JIMWLK generates an infinite hierarchy of coupled differential
equations 11
2.1.2 The evolution of higher correlators is naturally organised as a
matrix equation
As was noted in [19, Sec. 4], a critical additional subtlety comes into the discussion
when we consider the JIMWLK evolution of correlators involving more than two quarks.
The evolution of these objects can be organised as a matrix of correlators, rather than
individual correlators themselves. This formulation places constraints on the types of
approximation schemes that are admissible, as will be elaborated on in Section 2.3.
The simplest example where the need for such a matrix treatment appears is when





























The action of the JIMWLK Hamiltonian (ignoring factors of 1/Nc and suppressing the
































+ cross terms (2.16b)
The cross terms alluded to above cause the action of the JIMWLK Hamiltonian on the 4-
point function to depend not only on the 4-point function itself and a 5-point function,
but also on other inequivalent 4 point functions. To see that the cross terms introduce
























K̃x1x2zx3x4 tr(Ux1taU †x2) tr(Ux3taU †x4) (2.17b)
where
K̃x1x2zx3x4 := Kx1zx3 −Kx1zx4 −Kx2zx3 +Kx2zx4 (2.17c)
We can use the Fierz identity T aijT akl =
1
2
























which explicitly shows that the cross term produces a 4-point function term that is in-
equivalent to the original (qq̄)2 4-point function, as well as a term involving the original
(qq̄)2 4-point function.
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This result is consistent with our previous understanding of the physical meaning of
the i∇aui∇av operator in the JIMWLK Hamiltonian: the cross term above that this oper-
ator generates corresponds to the case when one of the qq̄ pairs emits a gluon which
is absorbed by the other qq̄ pair, without interacting with the background field of the
target nucleus. This is a new possibility over and above the self-energy and gluon ex-
change corrections that a single qq̄ pair can experience. One can check that the other
cross terms have the same interpretation: they generate all the possible ways that one
qq̄ pair can emit a gluon that is absorbed by the other qq̄ pair, including the cases where
the gluon does and does not interact with the background field of the target nucleus
(cross terms involving Ũabz are interacting, the rest are non-interacting).
A simple way to organise this information was given in [19, Sec. 4]. The key ob-
servation is that we can cast the evolution equations in matrix form by considering
the JIMWLK equation applied component-wise to a matrix of n-point correlators that
mix under the action of the JIMWLK Hamiltonian. The component-wise action of the
right-invariant vector fields in the JIMWLK Hamiltonian on this matrix of correlators
produces a matrix of coefficients multiplying the matrix of correlators on the left, while
the left-invariant vector fields multiply the matrix of correlators by a matrix of coeffi-
cients on the right (we will see this explicitly in Section 2.3). We call this matrix of
n-point correlators the amplitude matrix. Altogether, we have:
d
dY













































where dA := N2c − 1 is the dimension of the adjoint representation and M is some
rapidity-independent matrix to be determined from the JIMWLK equation. Notice























and so A(Y ) for two quark-antiquark pairs contains all of the evolution information
of the JIMWLK evolution of the dipole (eq. (2.14)), if we take the appropriate coinci-
dence limits. We expect this behaviour to generalise: that is, we expect the evolution
of the amplitude matrix of higher n-point correlators to always encode the evolution
equations of lower n-point correlators in the appropriate coincidence limits [1].
From now on we will work with the amplitude matrix formulation, thinking of the
JIMWLK evolution of the dipole operator given earlier as a special 1 x 1 case of this
setup. As we will see in Section 2.3, this formulation both simplifies and constrains the
way that we can think about finding approximate solutions to the JIMWLK equation.
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Now that we’ve seen that JIMWLK generates an infinite hierarchy of coupled dif-
ferential equations in both the dipole and the (qq̄)2 cases, we discuss in the next sec-
tion some existing approaches to dealing with this problem and their limitations. We
discuss our approach to resolving these difficulties in Section 2.3.
2.2 A brief summary: some existing approximate solu-
tions to the JIMWLK equation and their limitations
We have seen in Section 2.1 that using JIMWLK to analytically determine the rapidity
dependence of CGC correlators is currently intractable. The two common approaches
to handling this difficulty are to turn to numerical solutions, or to take the large Nc
limit. However, both of these approaches have their limitations, which was the moti-
vation for developing the method that will be introduced in the next section.
In the case of numerical simulations, one recognises that the JIMWLK evolution
of the CGC weight function (eq. (2.1)) can be viewed as a Fokker-Planck equation,
which can then be recast as a Langevin equation to considerably increase numerical
efficiency [25]. Then one calculates observables directly using numerical implemen-
tations of the path integral (eq. (2.2)), all while avoiding the large Nc limit. In this
sense, JIMWLK evolution at leading log order in xbj is a solved problem. However,
this approach is limited in that the Fokker-Planck argument relies on the observation
that the evolution equation for the CGC weight function at this order is only linear
and quadratic in source terms [25]. At NLLO, higher order source terms appear in this
evolution equation and so we can no longer obtain a Langevin description of the evo-
lution. Thus developing new analytic methods (or numerical methods) is critical for
calculations beyond LLO in xbj .
In the case of the large Nc limit, what this approximation buys us is most easily
explained using the example of JIMWLK evolution of the dipole correlator. We saw in





































K̃xzy := −Kxzx −Kyzy + 2Kxzy (2.20b)
We can rewrite this equation in a form that makes the effect of the Nc limit more clear.
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(N2c ŜxzŜzy − Ŝxy) (2.21b)








K̃xzy〈ŜxzŜzy − Ŝxy〉Y (2.21c)
The key result (although not necessarily immediately obvious) is that in the large Nc








K̃xzy〈Ŝxz〉Y 〈Ŝzy〉Y − 〈Ŝxy〉Y (2.22)
which results in a closed equation for the dipole operator, known as the Balitsky-
Kovchegov (BK) equation [14–18]. A derivation of this result can be found in [12,
Sec. 4.4].
The large Nc approximation/BK equation has worked suprisingly well in applica-
tions [20,26]. However, it also has its limitations, for example in that it predicts no dif-
ference between inclusive and exclusive vector meson production cross sections when
we expect this difference to be nonzero [19]. In addition to this, in taking the large Nc
limit we naively introduce errors of order 1/N2c into the evolution equations [20]. 1/N2c
is not necessarily large compared to experimental errors, but the key observation is
that this error is at the level of the functional differential equation, whereas the error
that results from this in the solution of the equation can be considerably larger. One
can see this by noticing that when numerically implementing BK evolution, the 1/N2c
error is present at each step in the numerical evolution, which means that the error can
in principle grow much larger with correlator evolution. Thus it becomes desirable to
find an alternative analytic method for studying JIMWLK at finite Nc.
In [19, 20] a finite Nc truncation was was introduced as inspired by the previous
ideas of [27, eq. 2.15]. This new truncation was shown to be equivalent to using a
Gaussian distribution as the ansatz for the CGC wave function in terms of target color
sources [19, App. B] and is known in the literature as the Gaussian truncation. However,
despite some successes, the Gaussian truncation is known to be limited in some ways,
for example in that it predicts exact Casimir scaling in the dipole evolution, which is
known to be violated in QCD [20, Sec. 4.1]. Thus, effort has been made to generalise this
strategy to systematically include additional degrees of freedom to capture these and
other effects. The following section introduces the result of this program, introducing
a fully general result as devised by R. Moerman and H. Weigert in [1]. Some critical
mathematical details of this method are delayed to Chapter 3 and comprise the primary
contribution of this dissertation to this research.
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2.3 A novel parameterisation gives us a finite Nc trunca-
tion that respects coincidence limits
Generalizing previous work [19–21], R. Moerman and H. Weigert have a devised a
parameterisation scheme that is argued to be the most general parameterization of
JIMWLK evolution that has the following properties:
Properties of R. Moerman and H. Weigert’s truncation scheme [1]
• Valid for any finite value of Nc
• Nc explicitly kept as a parameter and so any results can be compared with the
large Nc limit at any time
• Independent evolution of symmetric and antisymmetric parts of any ampli-
tude matrix, known to be needed for any solution to the amplitude matrix for-
mulation of JIMWLK
• Obeys a set of group-theoretic coincidence limits known to be imposed by full
JIMWLK evolution
The full presentation of this method will appear in parallel work [1], while the purpose
of this section is to briefly summarise the method, in order to provide context for the
later sections of this dissertation.
We briefly elaborate on why the above properties are desirable. First, as mentioned
in the previous section, the large Nc limit renders certain correlators inaccessible and
so a finite Nc truncation scheme becomes desirable. Second, keeping Nc as a parameter
wherever possible allows us to seamlessly compare with results obtained previously
in the large Nc limit. Third, we know that in the amplitude matrix formulation, the
JIMWLK Hamiltonian acts component-wise and so therefore the JIMWLK equation
evolves symmetric and antisymmetric parts of the matrix of correlators independently.
Thus, any reparameterisation should also do the same.
As for the desirability of preserving coincidence limits, observe that for any Wilson
line correlator, each possible combination of limits where two transverse coordinates
are made to coincide will result in a group-theoretic constraint on the correlator. The
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The next most simple example of the importance of coincidence limits appeared when


































































The important observation here was that the limit x3 → x4 shows that A(Y ) encodes
the evolution equation for the dipole operator. We expect that in general, the ampli-
tude matrix of higher n-point correlators will always encode the evolution equations
of lower n-point correlators in the appropriate coincidence limits [1]. Therefore, pre-
serving coincidence limits is plausibly of critical importance, because these limits inti-
mately entwine the true evolution equations of observables. Then by requiring that we
preserve all of these limits for any Wilson line correlator, we impose a natural group-
theoretic constraint on the possible parameterisations we might consider.
Now we outline the method of R. Moerman and H. Weigert that obeys all of these
properties. First, we observe that we can write
〈A〉(Y ) = 〈A1〉(Y ) + 〈A2〉(Y ) (2.26)
whereA1,A2 are the symmetric and antisymmetric parts ofA respectively. Notice that
this separation of symmetric and antisymmetric parts holds for all Y , because JIMWLK
evolution evolves these matrices independently. Then, by defining1







we trivially have that
d
dY





Ms(Y )〈As〉(Y ) + 〈As〉(Y )Mts(Y )
)
(2.28)
1We have always assumed that these matrices are differentiable in writing the JIMWLK equation
and as long as the initial condition is invertible, 〈A〉(Y ) is invertible for any Y .
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Ps(Y, Y0) 〈As〉(Y0) P ts(Y, Y0) (2.29a)
where 〈As〉(Y0) is some Y -independent initial condition and Ps(Y, Y0) is the Y -ordered
exponential









Clearly the symmetric and antisymmetric parts of eq. (2.29) evolve independently as
desired.
At this point, we have not introduced any new information, or any dependence on
the JIMWLK equation, except that the symmetric and antisymmetric parts of 〈A〉(Y )
evolve independently. Where we make progress is that R. Moerman and H. Weigert ar-
gue that they have found the most general parameterisation ofMs(Y ) that respects all
group-theoretic coincidence limits. The parameters are an infinite set of Y -dependent
functions Gk(Y ) and can be truncated at any desired finite order. One can think of
the Gk(Y ) as loosely analogous to structure functions and we will refer to them as color
structure functions, which is consistent with the terminology introduced in [1].
The aforementioned parameterisation is implemented by considering the following
operators





















where k′ is some desired order of truncation, repeated indices are summed over, the
functions Gkmsx1···xk(Y ) are the aforementioned color structure functions
1, and the objects
Ca1···akm form a basis for the space of color singlets as a subspace of tensors with k adjoint
indices. We shall refer to the Ca1···akm as adjoint color structures; they are the primary object
of study in this dissertation.2
1We introduce additional indices where necessary so that in full generality, there is a color structure
function for each adjoint color structure, for each value of s.
2Particularly, the question that is addressed in the following chapter is how to choose this basis of
adjoint color structures.
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The motivation for the operators in eq. (2.30) comes as the natural generalisation of
the k′ = 2 case (the "Gaussian truncation"), which was investigated in [19, 20] and the
k′ = 3 case, which was investigated in [20,21]. In the previous work on the k′ = 2 case,
only the operator L̂2s(Y ) was considered1 and the only possible adjoint color structure






In the previous work on the k′ = 3 case, again only the operators involving the right
invariant vector fields were considered and the set of adjoint color structures with three










Then by allowing these cases to generalise to arbitrary k′, we obtain the operators
introduced in eq. (2.30). The operators L̂s(Y ), R̂s(Y ) in eq. (2.30) have the behaviour
〈L̂s (Y )A〉(Y ) =Ms(Y )〈A〉(Y ) (2.33a)
〈R̂s (Y )A〉(Y ) = 〈A〉(Y )Mts(Y ) (2.33b)
and it is argued in [1] that this is the most general way that matrix multiplication on the
left and right by anyMs(Y ) can be parameterised in terms of color structure functions.
Then, eq. (2.33) gives us
2∑
s=1




Ms(Y )〈As(Y )〉+ 〈As(Y )〉Mts(Y )
)
(2.34)
which is the RHS of eq. (2.28). The last step of this method is to substitute 〈A〉(Y ) (pa-
rameterised by these color structure functions) into the JIMWLK equation to obtain a
closed set of equations for the color structure functions, which now encodes the sep-
arate evolution of symmetric and antisymmetric parts of 〈A〉(Y ), respects all group-
theoretic coincidence limits (because the left and right-invariant vector fields commute
with taking coincidence limits), and approximates JIMWLK evolution at finite Nc, as
desired.
1In the recent work of R. Moerman and H. Weigert, it was realised that both the left invariant and
right invariant vector fields were needed to preserve independent evolution of symmetric and antisym-
metric parts of the amplitude matrix [1], hence the introduction here of the operators R̂s(Y ) and degrees
of freedom Gks(Y ) for each of the symmetric and antisymmetric parts. This was not included earlier in
the literature.
2We will see in the next chapter that this choice is not arbitrary, rather it directly results from consid-
erations involving irreducible representations of SU(Nc).
3In our convention, L̂3s(Y ) differs from previous work by a factor of −1.
2.3. A novel parameterisation gives us a finite Nc truncation that respects coincidence
limits 19
There is one remaining property that we have not addressed: sensitivity to the
symmetries of interchanging coordinates in the transverse plane within 〈A〉(Y ). This
is addressed in the following chapter, with the punchline being that this is directly
determined by our choice of adjoint color structures Ca1···akm .
For completeness, we conclude this section by showing that we can directly calcu-
late the expression for this parameterisation ofMs(Y ) in full generality, as was done
in [1]. This is most easily facilitated by introducing the following diagrammatic nota-
tion:
(Anti-)Wilson lines are represented by the following diagrams
i j := [Uxk ]
i
j (2.35a)




If each Wilson line has a unique transverse coordinate, an arbitrary product of Wilson
line pairs is given by
(2.35c)
If each Wilson line has the same transverse coordinate, then we use the diagram
(2.36)
The action of the left and right-invariant vector fields on the Wilson lines
i∇̄axUy = −δxytaUx, i∇̄axU †y = δxyU †xta, (2.37a)
i∇axUy = δxyUxta, i∇axU †y = −δxytaU †x (2.37b)
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where the dotted lines labeled by an adjoint index indicate the insertion of a generator.
Then the diagrams encoding the action of the vector fields on a product of pairs of





















1Note that our convention for these diagrams differs from [1] by a factor of
√
2 for each Wilson
line. We absorb these factors into the definition of our diagrams as it simplifies the presentation while
changing nothing, whereas in [1] their choice of normalisation simplified later calculations that we won’t
need.
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Let’s calculate the action of the operators L̂s(Y ), R̂s(Y ) on the amplitude matrixA. The
amplitude matrix in a given basis of singlet states is represented diagrammatically as
[A ]ij =: i j (2.41)
and so we have
































= [M(Y )]il [A]lj (2.42d)
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is a singlet state in the sense that it is invariant under global SU(Nc) transformations:
Ca1···akm i
a1,x1ak,xk






where the Ũajbj are Wilson lines in the adjoint representation and we relabeled indices
in the last line. Then altogether, we have explicitly shown that the parameterisation













The argument for R̂s(Y ) follows in exactly the same fashion.
This concludes our brief summary of the parameterisation of R. Moerman and H.
Weigert and so we move on to the promised discussion of the adjoint color structures.
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Chapter 3
New color singlet space calculations
“If I had asked people what they wanted,
they would have said ‘faster horses.’"
Henry Ford
In the previous chapter, we identified the need to construct a basis for the space
of singlets with purely adjoint indices in order to carry out the coincidence limit-
preserving finite Nc truncation scheme of R. Moerman and H. Weigert. The purpose of
this chapter is to give a detailed explanation of a new method for obtaining a basis for
this space and motivate why the basis that we construct here improves upon existing
approaches. We apply this method to write down the adjoint color structures for k = 4,
because this is the highest order in k that is likely to be needed in practical applications
in the near future. Throughout the chapter, Nc is kept as a free parameter, so that one
can compare to the large Nc/BK limit whenever needed.
The chapter proceeds as follows: in Section 3.1, we define the color singlet space,
which is significant in that the adjoint color structures form a basis for the subspace of
tensors with purely adjoint indices within the color singlet space. In Section 3.2, we
introduce the trace basis, which is a non-orthogonal basis for this space of tensors with
purely adjoint indices and is standard in the literature. After discussing the strengths
and weaknesses of the trace basis, Section 3.3 resolves some of these limitations by in-
troducing a new basis for this space based on irreducible representations of the permu-
tation group Sk. We show that this new construction reproduces the existing adjoint
color structures used in the k = 2 and k = 3 cases (eq. (2.31) and eq. (2.32)) and in
Section 3.3.3, we present a new basis for the k = 4 case using this method. This new
approach has its own strengths and limitations which will we remark upon briefly, not-
ing that the method used to perform this calculation falls within a deep mathematical
theory of the representations of Sk on the space of tensors with purely adjoint indices.
This mathematical theory will be presented in detail in the following chapter, which
is a natural setting for a significantly more robust discussion of the properties of the
calculations performed in this chapter.
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3.1 Color singlet space
The adjoint color structures used in the truncaction presented in the previous chapter
live in a vector space that is known as the color singlet space, which we now define
following the conventions and exposition of [22, 28]. Consider the vector space
(V ⊗ V )⊗nq ⊗ A⊗ng (3.1a)
where
V ∼= CNc , A ∼= CN2c−1 (3.1b)
and V is the dual space of V . This space is acted on by (product) representations of
SU(Nc) in the following way: each V factor is acted upon by the fundamental rep-
resentation, each V factor is acted upon by the anti-fundamental representation, and
each A factor is acted upon by the adjoint representation1.
Physically, the coordinates of quark (antiquark) fields are elements of V (V ) and the
coordinates of gluon fields are elements of A (before complexification). nq refers to the
number of outgoing quarks plus the number of incoming anti-quarks in a scattering
process (which is equal to the number of incoming quarks plus outgoing anti-quarks)
and ng refers to the number of incoming plus outgoing gluons [22]. Following conven-
tion in the literature, it is standard to refer to subspaces of (V ⊗V )⊗nq⊗A⊗ng that trans-
form under the trivial representation of SU(Nc) as singlets and to refer to subspaces that
transform under other irreducible representations of SU(Nc) as multiplets. QCD color
confinement leads us to be specifically interested in subspaces that transform trivially
under SU(Nc) (we only observe color neutral objects in in/out states of any scattering
experiment), that is the singlets. We call the space of all color singlets the color singlet
space.
The adjoint color structures Ca1···akm that appear in the truncation presented in Sec-
tion 2.3 are elements of the color singlet space. Specifically, they form a basis for the
A⊗k sector of the color singlet space, the space of color singlets within A⊗k, where we
substitute the notation k = ng for the number of gluons to avoid clutter in calculations.
We will refer to this sector as the adjoint color singlet space and denote the adjoint color
singlet space S(A⊗k).
We also note that S(A⊗k) inherits an inner product from the canonical SU(Nc) in-
variant scalar product on V [28]. If Aa1···ak , Ba1···ak ∈ S(A⊗k), then this inherited inner
product on S(A⊗k) is given by




where the overline denotes complex conjugation. One of our primary goals is to ob-
tain a canonical orthogonal basis for the adjoint color singlet space, with orthogonality
being with respect to this inner product.
1Note that the Lie algebra of SU(Nc) is a real vector space and so the adjoint representation acts
on a real vector space. In taking the adjoint representation to act on CN
2
c−1, it’s implied that we’ve
complexified the Lie algebra, su(Nc)⊗ C ∼= sl(Nc,C), as is commonly done.
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3.2 The trace basis
Given the adjoint color singlet space on k indices, one basis of interest is the so-called
trace basis. The trace basis is formed from all possible k-index products of traces of
products of su(Nc) generators. For clarity, the trace basis for k = 2, 3, 4 is given below
k = 2 : {tr(ta1ta2)} (3.3a)
k = 3 : {tr(ta1ta2ta3), tr(ta1ta3ta2)} (3.3b)
k = 4 : {tr(ta1ta2ta3ta4), tr(ta1ta3ta2ta4), tr(ta1ta2ta4ta3) (3.3c)
tr(ta1ta3ta4ta2), tr(ta1ta4ta2ta3), tr(ta1ta4ta3ta2), (3.3d)
tr(ta1ta2) tr(ta3ta4), tr(ta1ta3) tr(ta2ta4), tr(ta1ta4) tr(ta2ta3)} (3.3e)
k = 1 does not appear in the above list, because the generators of su(Nc) are traceless
and so for k = 1, dim(S(A)) = 0 (obviously - the adjoint representation is a nontriv-
ial irreducible representation and so has no singlet subspaces). Notice also that the
trace basis for k ≥ 2 has strictly fewer elements than the k! possible way to permute k
indices.
In fact, a major advantage of using the trace basis is that it gives us a practical
formula for the dimension of the adjoint color singlet space. To see this, notice that if
we choose to forget any additional structure other than the cyclicity of the trace, there
is an isomorphism between trace basis elements for a given value of k and elements
of Sk that have no fixed points and this isomorphism is defined according to cycle type.
Some examples of this correspondence are given below
tr(tatbtc) ⇐⇒ (123), tr(tatctb) ⇐⇒ (132), (3.4a)
tr(tatbtctd) ⇐⇒ (1234), tr(tatb) tr(tctd) ⇐⇒ (12)(34) (3.4b)
In contrast, (123)(4) cannot be represented in the trace basis, because the presence of a
fixed point produces a zero when we consider the corresponding object tr(tatbtc) tr(td),
because the generators of su(Nc) are traceless.
The elements of Sk that have no fixed points are known as derangements. The num-
ber of derangements as a function of k is given by the subfactorial function and de-
noted !k. Then naively we have that the dimension of the adjoint color singlet space is
given by the subfactorial [22, Sec. 1.2] and thus dim(S(A⊗k)) is given by the following
combinatorial formula [29, pg. 67]:












where [ ] denotes the "nearest integer" function and e is the base of the natural loga-
rithm. Equation (3.5) gives dim(S(A⊗3)) = 2 and dim(S(A⊗4)) = 9 as expected from us
explicitly writing out the trace basis earlier. However, the dimension of S(A⊗k) is ac-
tually Nc-dependent in the sense that some of the trace basis elements become linearly
dependent for various values of Nc.
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In particular, eq. (3.5) only holds for Nc ≥ k [22], because there exist special SU(Nc)
identities that create linear dependencies whenever k = Nc + 1 [30].
Despite giving us a well-understood formula for the dimension of the adjoint color
singlet space, the trace basis is unsuitable for our purposes. The major hindrances
are:
Desirable properties that are not present in the trace basis
• The trace basis is not orthogonal with respect to the inner product in eq. (3.2)
when k > 2. One option is of course to apply Gram-Schmidt orthogonalisa-
tion, although this can be undesirable as it and other similar orthogonalisation
methods are somewhat arbitrary in terms of the vectors we select at each step
in the procedure.
• The aforementioned Nc-dependence of the trace basis is not immediately obvi-
ous.
As we will see in the next section, the trace basis will be useful in helping us construct
a canonical basis that takes major steps towards resolving both of the above issues.
3.3 Hermitian Young projection operator basis
In this section we construct a basis for the adjoint color singlet space that nearly cap-
tures the properties that we’ve said are desirable in the previous section. Despite
falling short of our ultimate goal, we nonetheless feel that this method has made sig-
nificant strides towards a resolution of this problem, with the final details being hope-
fully resolved by future research. We first outline this method, then give examples of
this construction and further observations in later subsections.
Our starting point is to examine the adjoint color structures that were used in the
Gaussian truncation [19, 20] and in the k = 3 generalisation of the Gaussian truncation
[20, 21], so that we can develop the pattern that leads to a construction for all k. Here
δab formed a basis for S(A⊗2) (the space of singlets in A⊗2), and the totally symmetric
and totally antisymmetric symbols dabc and ifabc formed a basis for S(A⊗3). The key
insight is that each of these adjoint colour structures forms a basis for an irreducible
representation of S2 and S3, respectively. This is somewhat unsurprising, because by
permuting tensorial indices, we always have a representation of Sk on S(A⊗k), which
can be decomposed into irreducible representations.
Furthermore, methods are known [2] for constructing a set of orthogonal projec-
tions onto irreducible representations of SU(Nc) in a decomposition of the k-fold ten-
sor product of the fundamental representation of SU(Nc) acting on V ⊗k. These pro-
jection operators are elements of the group algebra of Sk (commonly denoted C[Sk])
and by Schur-Weyl duality, the set of projection operators that project onto isomor-
phic copies of a given irreducible representation of SU(Nc) form a basis for a single
irreducible representation of Sk. Since these projection operators are orthogonal with
respect to the inner product on the adjoint color singlet space (eq. (3.2)), one then has
an orthogonal basis for C[Sk].
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Then, towards our goal: one hopes that all that is necessary to obtain an orthogonal
basis for the adjoint color singlet space is to act with these orthogonal projection oper-
ators on some other basis for S(A⊗k) (for example the trace basis). We will see that δab
arises in this fashion when k = 2, as do the dabc and ifabc symbols when k = 3. How-
ever, when k = 4, we will see that the basis that we construct in this manner fails to
be fully orthogonal. We will briefly comment on why this occurs and on the strengths
of using this basis nonetheless. This leads us to ultimately suggest that a simple repair
using Gram-Schmidt orthogonalisation can be done with the few basis elements that
fail to be orthogonal, until a full resolution is obtained. In fact, the full explanation
of why orthogonality fails (and our suggestion for possible future research on a more
satisfying resolution) is somewhat subtle and better explained with more advanced
machinery in the next chapter.
3.3.1 Outline of the construction
Let’s sketch how all of this works. The standard approach in the literature to organising
information on irreducible representations of Sk and SU(Nc) (and in particular on the
projection operators that we’re interested in) is to use the theory of Young diagrams and
Young tableaux. A Young diagram associated with Sk is a collection of k boxes, left-
aligned so that the number of boxes in a row is (not necessarily strictly) decreasing
from top to bottom1. So for example the following are all Young diagrams:
, , , , (3.6a)
whereas these are not Young diagrams:
, , , , (3.6b)
A standard Young tableau is a Young diagram with k boxes and a number written in each
box so that the numbers 1, 2, . . . , k appear exactly once, with the numbers increasing









, 1 2 34 5 ,
1 3
2 4 (3.7a)












, 1 34 5 (3.7b)
By the above examples, we also note that there can be more than one standard tableau
associated with a given Young diagram.
1In the French convention, the number of boxes in a row is (not necessarily strictly) decreasing from
bottom to top. We instead use the English convention, which is common internationally.
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In fact, it is a standard result in representation theory that the number of irreducible
representations of Sk is equal to the number of Young diagrams with k boxes and
that the dimension of each irreducible representation of Sk is equal to the number
of standard tableaux associated with that irreducible representation’s Young diagram
(see [31]). So for example there are exactly two possible standard tableaux associated













and only one possible standard tableaux associated with the diagram :
1 2 3 4 5 (3.8c)








Furthermore, if λ is a Young diagram with k boxes, then corresponding to the irre-
ducible representation of Sk associated with λ, there are dim(λ) isomorphic copies of
a single distinct irreducible representation of SU(Nc) in a decomposition of the k-fold
tensor product of the fundamental representation of SU(Nc) acting on V ⊗k. In other
words, the set of standard tableaux with k boxes is in one-to-one correspondence with
the irreducible representations of SU(Nc) that appear in this decomposition. This cor-
respondence is known as Schur-Weyl duality.
In [2–4] a method was given for constructing what were referred to as Hermitian
Young projection operators1, which are elements of the group algebra C[Sk] and form a
complete set of orthogonal projections onto the irreducible representations of SU(Nc)
on V ⊗k. These operators obey the following properties:
1We could use any alternative orthogonal basis for irreducible C[Sk]-modules, such as the basis
constructed earlier in [32]. The choice to use the basis constructed by Alcock-Zeilinger and Weigert is
motivated by the consideration that this seems to be the simplest basis with these properties that has
been constructed thus far in the literature.
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Properties of the Hermitian Young projection operators





• Transversality (Keppeler and Sjödahl’s terminology [32])
PiPj = δijPj, ∀i, j (3.10)
• Hermiticity
P †i = Pi, ∀i (3.11)
where hermiticity in this context is defined with respect to the inner product on
the adjoint color singlet space (eq. (3.2)) and refers to applying the transformation











or equivalently, if we represent g in Birdtracks (Appendix A), then the diagram
of g† is given by reflecting the diagram of g across its vertical axis and reversing
the direction of all arrows.
With respect to the inner product on the adjoint color singlet space (eq. (3.2)), transver-
sality and hermiticity together mean that for any v, w ∈ S(A⊗k)
〈Piv, Pjw〉 = v†PiPjw = δijv†Piw (3.13)
This means that we can uniquely (up to isomorphism) assign one of these Hermitian
Young projection operators to each standard Young tableaux with k boxes. Then if we
act with these operators on an arbitrary vector in S(A⊗k), we’re guaranteed to project
onto a basis that is orthogonal with respect to this inner product, at least as long as
each basis element is associated with a different irreducible representation of SU(Nc)
(or equivalently with a different standard Young tableau).
Before showing some examples, a final comment is in order. We know that the Her-
mitian Young projection operators are each associated to a standard Young tableaux,
each of which is in turn associated with an irreducible representation of SU(Nc) on
V ⊗k (where each factor V is acted on by a copy of the fundamental representation).
Then one might wonder what the relevance of the Hermitian Young projection oper-
ators is when we are actually interested in irreducible representations of Sk (or possi-
bly SU(Nc)) on S(A⊗k) and not V ⊗k. The point is that, as mentioned earlier, the clas-
sical correspondence between irreducible representations of Sk and irreducible repre-
sentations of SU(Nc) known as Schur-Weyl duality tells us that the Hermitian Young
projection operators project onto irreducible representations of SU(Nc) on V ⊗k.
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Furthermore, these projection operators correspond to a full decomposition of the
group algebra C[Sk] into irreducible representations of Sk. Since it is a standard re-
sult in representation theory that every irreducible representation of Sk appears in this
decomposition [33, Sec. 3.7], then because we can always define a representation of Sk
on S(A⊗k) (by permuting indices in the tensor product), if we decompose S(A⊗k) into
irreducible representations of Sk, we can always associate each of the irreducible rep-
resentations of Sk appearing in this decomposition with a Young diagram, which is in
turn associated with the list of Hermitian Young projection operators that correspond
to each standard tableaux associated with this Young diagram. The key difference be-
tween the case of irreducible representations of Sk on S(A⊗k) and irreducible represen-
tations of Sk on V ⊗k is that in the case of S(A⊗k), not every Young diagram appears in
the decomposition - in other words, some of the Hermitian Young projection operators
return a zero when acting on S(A⊗k) (we’ll see this explicitly in the next section). To
make things more clear, we display this line of reasoning in Figure 3.1:




Irreps of SU(Nc) on V
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(every standard Young tableaux
appears)
Irreps of Sk on S(A⊗k)
(subset of all
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FIGURE 3.1: Flow chart explaining how Schur-Weyl duality connects the
Hermitian Young projection operators and irreducible representations of
SU(Nc) on V ⊗k to irreducible representations of Sk on S(A⊗k) (the adjoint
color singlet space).
One might ask why we do not directly describe our construction in terms of irre-
ducible representations of SU(Nc) on S(A⊗k), using the analogue of Schur-Weyl du-
ality that is alluded to in Figure 3.1? The issue is that in seeking a proof of this ana-
logue of Schur-Weyl duality, we have only found a proof in the literature that holds
for Nc ≥ 2k [34, Sec. 4], whereas as explained earlier, we wish to work with Nc ≥ k
or even arbitrary Nc. The authors of [34] do remark that this form of Schur-Weyl du-
ality "will almost certainly hold for all Nc, k," but we have not yet shown this. So, for
the time being, we take the point of view that we can completely circumvent proving
that Schur-Weyl duality holds for S(A⊗k) for all Nc by working solely with irreducible
representations of Sk on S(A⊗k), and we can still use the Hermitian Young projection
operators via the motivation given in Figure 3.1. Henceforth, we shall continually re-
fer to irreducible representations of Sk on the adjoint color singlet space and shall not
return to this issue.
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3.3.2 Hermitian Young projectors applied to the trace basis for k =
2, 3
Let’s see how our construction works with some examples. Throughout this section
we will make use of Birdtracks, which are defined in Appendix A (see also [35] for a
standard reference). The diagrams for the Hermitian Young projection operators used
in this section are taken (with permission) from [4] and can all be found in Figure 3 of
that paper.
When k = 2, the Hermitian Young projectors associated with each irreducible
representation of SU(Nc) on V⊗V (equivalently: associated with each standard tableau
with 2 boxes) are
P 1 2 = , P 1
2
= (3.14)
The trace basis for k = 2 has only one element tr(ta1ta2) and so is of course already
orthogonal. We calculate the action of the Hermitian Young projections on the indices
of this single element:



















So, using tr(ta1ta2) = 1
2
δa1a2 , the only adjoint color structure that we have in this case is
Ca1a21 := δa1a2 (3.16)
This is precisely the adjoint color structure used in the Gaussian truncation [19, 20].
When k = 3 there are 3 different Young diagrams with 3 boxes and 4 standard
tableaux in total. The associated Hermitian Young projection operators are:
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Let v = c1 tr(ta1ta2ta3) + c2 tr(ta2ta1ta3) be an arbitrary element of S(A⊗3) with respect to
the trace basis. Then the result of projecting v with the Hermitian Young operators is
















v = 0, P 1 3
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where both projections of v associated with the diagram vanish because of the cyclic-
ity of the trace. Then we have found the adjoint color structures
Ca1a2a31 := da1a2a3 , Ca1a2a32 := ifa1a2a3 (3.19)
Notice that the dabc and ifabc symbols are guaranteed to be orthogonal with respect
to the inner product on the adjoint color singlet space because they resulted from dif-
ferent Hermitian Young projection operators and so they provide an orthogonal basis
for S(A⊗3), defined in a canonical way. Furthermore, this basis directly demonstrates
the Nc-dependence of S(A⊗3), because the dabc symbol vanishes for Nc = 1, 2. This
would have been otherwise more difficult to anticipate using the trace basis.
In the context of JIMWLK truncations, the basis using the dabc and ifabc symbols was
suggested in [20, Sec. 6] and was employed in [21] and we see now that these choices
were not a coincidence: these adjoint color structures are a direct result of the decom-
position of S(A⊗3) into irreducible representations and can be obtained by projecting
onto these representations using a complete set of orthogonal projection operators.
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3.3.3 New calculation: Hermitian Young projection operator basis,
k = 4
When k = 4, we have the following Hermitian Young projection operators1
P 1 2 3 4 = (3.20a)
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Then if v =
∑
i
civi is an arbitrary element of S(A⊗4) with respect to the trace basis,
we have the following projections, where we have rewritten traces in terms of the
δab, dabc, ifabc symbols (repeated indices are summed over):
1Again, see Appendix A or [35] for an introduction to the diagrammatic notation used here.
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P 1 2 3 4 v = c̃1
(





δa1a4δa2a3 + δa1a3δa2a4 + δa1a2δa3a4
)
(3.21b)
P 1 2 3
4
v = 0, P 1 2 4
3
v = 0, P 1 3 4
2
























































v = 0 (3.21m)
The relationship between the coefficients c̃i and ci is relatively unimportant, as in any
practical application we would normalise each basis element, although for complete-
ness this relationship is given in Appendix B.1. Notice that again some of the projec-
tions vanish, because of the cyclicity of the trace. In addition to this, a new feature
emerges at k = 4: some of the Hermitian Young projection operators project v onto
2-dimensional subspaces. This information is summarised in the following table:
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0-dimensional subspaces P 1 2 3
4
v, P 1 2 4
3
v, P 1 3 4
2
v
1-dimensional subspaces P 1 2
3
4
v, P 1 3
2
4




2-dimensional subspaces P 1 2 3 4 v, P 1 3
2 4
v, P 1 2
3 4
v
TABLE 3.1: Dimensions of the subspaces of the adjoint color singlet space
that the Hermitian Young projection operators project onto when k = 4
One confirms that the sum of the dimensions of the subspaces listed in Table 3.1 is 9, in
agreement with the trace basis count at k = 4. Altogether, the projections in eq. (3.21)
show that we have found the following adjoint color structures:
Ca1a2a3a41 := da1a4mda2a3m + da1a3mda2a4m + da1a2mda3a4m (3.22a)
Ca1a2a3a42 := δa1a4δa2a3 + δa1a3δa2a4 + δa1a2δa3a4 (3.22b)
Ca1a2a3a43 := −da1a4mda2a3m − da1a3mda2a4m + 2da1a2mda3a4m (3.22c)
Ca1a2a3a44 := δa1a4δa2a3 + δa1a3δa2a4 − 2δa1a2δa3a4 (3.22d)
Ca1a2a3a45 := da1a4mda2a3m − da1a3mda2a4m (3.22e)
Ca1a2a3a46 := δa1a4δa2a3 − δa1a3δa2a4 (3.22f)
Ca1a2a3a47 := da2a4mifa1a3m − da2a3mifa1a4m + da1a4mifa2a3m − da1a3mifa2a4m (3.22g)
+ 2da1a2mifa3a4m (3.22h)
Ca1a2a3a48 := 2da3a4mifa1a2m + da2a4mifa1a3m − 3da2a3mifa1a4m − da1a4mifa2a3m (3.22i)
+ 3da1a3mifa2a4m (3.22j)
Ca1a2a3a49 := da3a4mifa1a2m − da2a4mifa1a3m + da1a4mifa2a3m (3.22k)
where the normalisation for these adjoint color structures is displayed in Appendix B.1.
We’ll see later that the adjoint color structures in eq. (3.22) correspond to decomposing
S(A⊗4) into irreducible representations of S4. Since each irreducible representation of
S4 can be uniquely (up to isomorphism) associated with a Young diagram with 4 boxes,
we denote the irreducible subspace of S(A⊗k) associated with a Young diagram λ as
Sλ and obtain the decomposition
S(A⊗4) ∼= 2 S ⊕ 2 S ⊕ S (3.23)
where the diagram associated with each irreducible representation is determined by
looking at the standard tableau associated with each Hermitian Young projection op-
erator and the prefactors in this decomposition are used to indicate a direct sum of
multiple isomorphic copies of a particular irreducible subspace.
Let’s review some of the properties of this new basis for S(A⊗4). Notice that as
already stated, most of these objects are mutually orthogonal. The exceptions are
〈Ca1a2a3a41 , Ca1a2a3a42 〉 6= 0, 〈Ca1a2a3a43 , Ca1a2a3a44 〉 6= 0, 〈Ca1a2a3a45 , Ca1a2a3a46 〉 6= 0 (3.24)
36 Chapter 3. New color singlet space calculations
The point is that each of these pairs of adjoint color structures arise from the same Her-
mitian Young projection operator and so had no chance at being orthogonal given this
construction, although each pair is orthogonal to every other basis element (as pre-
dicted by eq. (3.13)). In fact, this will occur for all k > 3 (we have directly verified
this for k = 5, although don’t display the lengthy calculation here). There is an under-
lying structure to the representations of Sk that explains this occurrence and possible
avenues for future research into resolving this problem, but we postpone this discus-
sion to the next chapter, where we introduce the necessary mathematical machinery in
detail. Until this question is resolved, we suggest the use of Gram-Schmidt orthogonal-
isation (or any other analogous procedure) on non-orthogonal elements within these
subspaces.
Next, observe that as promised, the Nc-dependence is manifest in this basis: when
Nc = 2 the dabc symbols are all zero and so the space becomes 3-dimensional, with only
Ca1a2a3a42 , Ca1a2a3a44 , Ca1a2a3a46 surviving. Furthermore, there is a special SU(Nc) identity
arising from the characteristic equation of the group that holds only for Nc = 3 [30, 36,
37] that becomes relevant:




(δa1a4δa2a3 + δa1a3δa2a4 + δa1a2δa3a4)
(3.25)
So we see that when Nc = 3, the adjoint color singlet space is 8-dimensional (and not
9-dimensional as predicted by the trace basis), because Ca1a2a3a41 and Ca1a2a3a42 become
collinear. In particular, this Nc-dependent collinearity could only have happened to
elements that arise from the same Hermitian Young projection operator - only elements
that are not automatically orthogonal have a chance at becoming collinear for certain
values of Nc.
Finally, we can make one additional observation about this basis that wasn’t nec-
essarily part of our original goals. On close inspection, we see that when k ≤ 4 every
adjoint color structure is either real or purely imaginary and furthermore, all adjoint
color structures that are associated with the same Young diagram share the same at-
tribute: a diagram either has only real adjoint color structures associated with it or it
has only imaginary adjoint color structures associated with it. Explicitly:






TABLE 3.2: The adjoint color structures at k = 4 are all real or purely
imaginary, according to their associated Young diagram.
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In the next chapter we will prove that for all k, every adjoint color structure ob-
tained in this manner is always real or purely imaginary. Furthermore, we show that
we can always determine a priori exactly which color structures will be real and which
will be imaginary, according to the irreducible representation of Sk that they are asso-
ciated with through the Young diagrams, although the exact relationship between real
and imaginary adjoint color structures and Young diagrams is more subtle than sug-
gested just by the cases k ≤ 4. From the cases k ≤ 4, we might have been tempted to
say that it is only the Young diagram that determines whether an adjoint color structure
is real or purely imaginary, but as we will see in the next chapter, it’s unclear that this
is true (we have not proven this yet). Rather, it is both the Young diagram, and further
underlying structure of Sk that seems to be relevant, which motivates the additional
distinction we make in Table 3.2 between δ and d-type adjoint color structures.
3.4 Summary of Chapter 3
In this chapter we’ve seen that the adjoint color structures used in our new method for
obtaining approximate solutions to the JIMWLK equation form a basis for the adjoint
color singlet space, which is an inner product space composed of all singlets within
the k-fold tensor product of the adjoint representation. We’ve seen that the trace basis
spans the adjoint color singlet space, but is undesirable for use in our approximation
primarily because it is not orthogonal, but also because it obscures the Nc-dependence
of the adjoint color singlet space. This lead us to the primary topic of this dissertation:
a new method for generating bases for the adjoint color singlet space at arbitrary k and
Nc, based on irreducible representations of Sk and Hermitian Young projection oper-
ators that project onto irreducible representations of SU(Nc). All of this is organised
according to Young diagrams and Young tableaux: there is a one-to-one correspon-
dence between irreducible representations of Sk and Young diagrams with k boxes,
and standard Young tableaux with k boxes and Hermitian Young projection operators.
We have shown that our new method for generating bases for the adjoint color
singlet space always produces a basis that is orthogonal across elements associated
with different Hermitian Young projection operators, but orthogonality inevitably fails
between elements that result from the same Hermitian Young projection operator. For
example, we saw that at k = 4
Ca1a2a3a43 := −da1a4mda2a3m − da1a3mda2a4m + 2da1a2mda3a4m (3.26a)
Ca1a2a3a44 := δa1a4δa2a3 + δa1a3δa2a4 − 2δa1a2δa3a4 (3.26b)
both resulted from the Hermitian Young projection operator associated with the stan-
dard tableau 1 2
3 4
and so Ca1a2a3a43 and Ca1a2a3a44 are both independently orthogonal to
all other basis elements, but are not orthogonal to each other. We’ve postponed a more
detailed discussion of why this happens to the next chapter and have argued that any
deviations from orthogonality can be repaired using Gram-Schmidt orthogonalisation
until further research definitively resolves this issue in a more natural way.
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We’ve argued for other benefits of using the Hermitian Young projection operator
basis. First of all, this basis makes substantial strides towards automatically captur-
ing all Nc-dependence of the adjoint color singlet space. In this basis, we can easily
track the appearance of the dabc symbols (which vanish for Nc = 2). Furthermore, we
saw that at k = 4 a well-known identity [30, 36, 37] appears naturally by Ca1a2a3a41 and
Ca1a2a3a42 becoming collinear at Nc = 3 and have noted that similar identities that hold
for higher k [30, 37] are constrained by our construction to only relate basis elements
resulting from the same Hermitian Young projection operator (because only elements
that are not automatically orthogonal have a chance of becoming collinear for certain
values of Nc). Lastly, while this wasn’t a goal stated when we outlined our trunca-
tion scheme in the previous chapter, it turns out that the Hermitian Young projection
operator basis always has basis elements that are real or purely imaginary and the
type of the basis element can be determined before performing any projections using
representation-theoretic methods that are discussed in the next chapter.
We’ve ultimately aimed to introduce this construction by example and direct cal-
culation, with the specific intent of producing a useful basis for S(A⊗4), as this is the
highest order in k that is of practical significance to our truncation scheme in the near
future. However, everything discussed in this chapter can be understood within a
more abstract mathematical framework that reveals special structures and properties
of this construction for arbitrary k. This framework is the topic of the next chapter.
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Chapter 4
Tricks from representation theory teach
us more about the Hermitian Young
projection operator basis
“Your math is great, but your physics is
dismal."
Einstein (to Georges Lemaître)
In the previous chapter we learned several important properties of the adjoint color
singlet space and our basis obtained using the Hermitian Young projection operators:
Important results from the previous chapter
• We can select a basis for the adjoint color singlet space by combining informa-
tion about the irreducible representations of Sk with what is already known
about color singlets from the trace basis. It is unsurprising that this seems to be
a "natural" approach, because we tend to think of irreducible representations
as the fundamental "building blocks" of any representation and in physics we
often aim to decompose objects according to their underlying symmetries.
• For a given value of k, some irreducible representations do not appear in a
decomposition of the adjoint color singlet space (for example, if we examine
Equation (3.18), none of the elements of the Hermitian Young projection op-
erator basis for S(A⊗3) correspond to the irreducible representation associated
with the Young diagram ).
• In the Hermitian Young projection operator basis, all subspaces corresponding
to each Hermitian Young projection operator are mutually orthogonal. How-
ever, if a subspace has dimension greater than one, then the basis elements
spanning this subspace need not be orthogonal to each other.
Then, one might ask: is there is a more systematic way to carry out this decomposition?
We will show in this chapter that the answer to this question is yes.
Furthermore, the methods of this chapter will shed light on other properties of the
Hermitian Young projection operator basis. We will see that the failures of orthogo-
nality that were noticed in the previous chapter are intimately related to underlying
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symmetries of the adjoint color singlet space under subgroups of Sk, and that we can
systematically classify these symmetries. This is significant, because it hints at how
one might produce a fully orthogonal basis for the adjoint color singlet space using the
Hermitian Young projection operators, without the need for Gram-Schmidt orthogo-
nalisation. However, we have been unable to fully resolve this puzzle at present, with
this chapter detailing everything that we have uncovered thus far.
We’ll also see that the theory developed here allows us to prove that for arbitrary k,
all elements of the Hermitian Young projection operator basis are either real or purely
imaginary. Further, we can determine which property each adjoint color structure will
have without need to perform any lengthy calculations involving the Hermitian Young
projection operators. The fact that the elements of the Hermitian Young projection
operator basis are always real or purely imaginary is useful because this fulfills the
assumptions required for lemmas classifying the real and imaginary parts of matrices
of CGC correlators (proven by R. Moerman in related work [1]).
A final strength of the methods presented in this chapter is that all of the results
pertaining to the adjoint color singlet space are presented at the level of representations
and make no reference to the Hermitian Young projection operators, or any particular
basis. This means that if one later learns that it is more desirable to use another set of
projection operators to project onto irreducible representations of Sk or SU(Nc), all of
the results of this chapter will still hold.
In proceeding with the discussion of systematically decomposing the adjoint color
singlet space into irreducible representations, recall that one approach to decompos-
ing S(A⊗k) into irreducible representations is to first decompose A⊗k, and then to find
the subspace of singlets within this decomposition. In general, this is a lengthy pro-
cess that can be circumvented by noting certain underlying symmetries and invari-
ants of S(A⊗k). The tool to do this is known as character theory1, a subject describ-
ing invariants and orthogonality relations associated with irreducible representations
that is intimately related to fourier analysis in special cases. For a measure of context,
character theory appears in chemistry [38] and in molecular and condensed matter
physics [39,40], usually whenever symmetries under finite groups are present2. Given
that symmetries associated with permutation groups appear in our work, it’s unsur-
prising that character theory also proves useful in our context.
Finding these invariants can itself be a computationally intensive task. However, in
the case of S(A⊗k), symmetry allows us to circumvent this problem. It turns out that
we can systematically classify subspaces of S(A⊗k) that are invariant under certain
subgroups of Sk and then determining the character invariants in S(A⊗k) is rendered
trivial by using the induced representations associated with these subgroups.
The most natural way to understand induced representations is as follows: sup-
pose that we have a representation of a group G and instead we wish to work with a
representation of a group H , which is a subgroup of G. This can be achieved by simply
omitting the matrices that corresponds to elements of G that are not elements of H .
1Although I had read some of the classical mathematics texts on characters and it likely should have
been obvious how to apply the theory in this context, I am deeply indebted to [23, App. A] (which we
elaborate upon heavily) for making this method clear to me.
2Characters are defined for infinite groups as well as finite groups, however defining an inner prod-
uct on characters of infinite groups isn’t always a simple task (this is possible for example in the case of
compact Lie groups [41, Ch. 12]) and so it is perhaps more common to see characters used in the finite
group setting in physics.
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What we obtain is a restricted representation. But at this point one might ask, can the
"inverse" procedure be performed? That is, is there a canonical way to obtain a rep-
resentation of G given a representation of H? The answer is yes - this is known as an
induced representation.
Example: induced representations and the Poincaré group
Induced representations may be familiar from the classical example of the repre-
sentation theory of the Poincaré group in relativistic field theory. Here one deter-
mines the little group that leaves a four-momentum pµ invariant (the little group
depends on whether pµ is null, time-like, or space-like), then obtains unitary irre-
ducible representations of the full Poincaré group as the representations induced
from the little group [33, Sec. 10.4].
We will also make use of a powerful correspondence between restricted and in-
duced representations known as Frobenius reciprocity. We’ll see that Frobenius reci-
procity is precisely what makes the process of calculating character invariants (and
thus the decomposition of S(A⊗k)) in this setting trivial.
The chapter proceeds as follows: in Section 4.1 we introduce the concept of the char-
acter of a representation and show that characters obey orthogonality relations. This
will allow us to decompose the adjoint color singlet space into irreducible representa-
tions. In Section 4.2, we motivate the need to work with modules and define these ob-
jects, then introduce induced representations, and derive Frobenius reciprocity, which
relates the characters of induced representations to the more easily calculated char-
acters of restricted representations. The key construction is then introduced in Sec-
tion 4.3, where we show how to write the adjoint color singlet space as an induced
representation and how the results of the previous sections then provides a simple for-
mula for decomposing the adjoint color singlet space into irreducible representations.
We also show in this section how this formula gives critical insight into why orthogo-
nality failed in some instances for the Hermitian Young projector basis and what might
be done in future to resolve this issue. We then proceed to work through this construc-
tion for the cases k = 2, 3, 4 in Section 4.4 and show that this produces the same results
that we obtained by brute force in the previous chapter. Lastly, Section 4.5 shows how
characters, induced representations, and Frobenius reciprocity allow us to prove that
the adjoint color structures are either real or purely imaginary for all k. The method for
calculating these properties directly from the representations themselves is given here.
4.1 Characters give us the multiplicity of irreducible rep-
resentations
In this section we introduce the notion of the character of a representation. We will
see that the characters of irreducible representations (known as irreducible characters)
obey certain orthogonality relations which will allow us to determine the multiplicity
of each irreducible representation in a decomposition of any representation. The pri-
mary motivation for making use of characters is that they can be used to determine
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the decomposition of the adjoint color singlet space. This will be explored later in the
chapter.
In this sectionGwill always be a finite group, because ultimately our aim is to work
with the permutation group Sk acting on S(A⊗k) and so we have no need to develop
the infinite case. Then given a representation ρ : G→ GL(V ) of G on a vector space V ,
the character of an element g ∈ G is defined as
χVG := tr ρ(g) (4.1)
That is, the character of an element of G on V is just the trace of the matrix represen-
tation of G corresponding to V . This is well-defined without making reference to any
basis for the matrix representation, because the trace is basis-independent. We will
always work with finite-dimensional representations and so we won’t need to do any
additional work to make sure that the trace is well-defined. From this definition it
follows that characters obey the following properties:
Properties of characters
• Characters are constant on conjugacy classes (the standard terminology is that
they are class functions). This is because of the cyclicity of the trace:
χVG(xgx
−1) = χVG(g), ∀ x, g ∈ G (4.2)
• Isomorphic representations have the same characters, again by the cyclicity of
the trace.





This follows because every representation of a finite group (and of compact Lie
groups) is isomorphic to a unitary representation (a representation where each
matrix representing each group element is a unitary matrix). See [42, Sec. 4.3].
We define ρ̃ : G→ GL(V ) to be a unitary representation that is isomorphic to ρ
and then because isomorphic representations have isomorphic characters, we
have that















4.1. Characters give us the multiplicity of irreducible representations 43






















−1)χYG(g), (see eq. (4.3)) (4.5b)
where χXG (g) is the complex conjugate of χ
X
G (g). If we think of a character as a vector
χ = (χ(g1), χ(g2), . . . , χ(g|G|)) in C|G|, then the inner product eq. (4.5a) is just the canon-
ical inner product on this complex vector space (up to a normalisation factor). What
makes this inner product extremely useful is that if X, Y are two irreducible represen-
tations ofG, their characters (henceforth known as irreducible characters) are orthogonal









0 X  Y
1 X ∼= Y
X, Y irreducible (4.6a)
We won’t prove the orthogonality relations given in Equation (4.6) (see any intro-
ductory book on the representation theory of finite groups such as [31, 43, 44] )1, but
we have seen inner products and orthogonality relations analogous to eq. (4.6) in other
contexts, such as in fourier analysis and quantum mechanics.
1While this isn’t the standard text for a general introduction to representation theory, I found the
first chapter of Sagan’s book [31] to contain the most clear introduction and proofs of these notions for
finite groups.
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Example: connection between fourier analysis and the character inner product
The inner product in eq. (4.5a) (and analogous variants) appears in fourier anal-
ysis. For example, in signal processing, one samples a signal at n evenly-spaced











where the data Xj is the discrete fourier transform of the data xj . Define
f : Zn → C (4.8a)
f(m) := xm (4.8b)
where Zn is the cyclic group of order n and recall that since Zn is abelian, all of












where f̂ is the discrete fourier transform of f and 〈·, ·〉G is the inner product de-
fined in eq. (4.5). In fact, one performs fourier analysis on any locally compact
abelian group using characters and orthogonality relations analogous to Equa-
tion (4.6) (integrals replace sums where necessary). The classical fourier trans-
form is one such example. However, character analysis and fourier analysis no
longer coincide when we generalise to the nonabelian case.
For our purpose, what is important is that the orthogonality relations between irre-
ducible characters in eq. (4.6) allow us to determine the multiplicity (number of times)
that an irreducible representation of G appears in a decomposition of any representa-
tion of G (up to isomorphism). To see this, consider a reducible representation of G on





where eachXj is an irreducible representation ofG. We can group together isomorphic











where the set of W i is the full set of possible irreducible representations of G and mi
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is the number of times that W i appears in the decomposition eq. (4.11) (up to isomor-







because isomorphic representations have the same characters and the trace of a direct
sum is the sum of the traces. Then, because of the orthogonality relations in eq. (4.6),
the number of times an irreducible representation W i appears (up to isomorphism) in









We’d like to use eq. (4.14) to find which irreducible representations appear when
we project the adjoint color singlet space to a basis associated with irreducible repre-
sentations of Sk. Luckily, the irreducible characters of Sk are well known, but it isn’t
immediately obvious how to calculate the character associated with the adjoint color
singlet space for each k. It turns out that finding these characters is facilitated by the
theory of induced representations, which is the topic of the next section.
4.2 Modules, induced representations, and Frobenius reci-
procity
Our goal is to decompose the adjoint color singlet space into irreducible representa-
tions of Sk, which will explain why some of the Hermitian Young projection operators
return 0 when acting on the adjoint color singlet space. We’ve seen in eq. (4.14) of the
previous section that this can be done by using characters, as long as we can calculate
the character of the full representation of Sk on the adjoint color singlet space at ar-
bitrary k. In the next section we’ll see that a trick involving induced representations
and Frobenius reciprocity (a powerful correspondence between restricted and induced
representations) allows us to calculate the character of the adjoint color singlet space
without much difficulty and so our purpose in this section is to give some background
on these concepts. In light of this, the style of this section will be considerably more
similar to the mathematics literature than the rest of this dissertation. If the reader is
familiar with modules, induced representations, and Frobenius reciprocity, then this
section can be seamlessly skipped.
The appearance of induced representations encourages us to work with modules
instead of the standard approach in physics of discussing representations "on" a vec-
tor space, particularly because modules are the natural setting to introduce Frobenius
reciprocity. Modules are nothing more than a slight generalisation of vector spaces to
the case where the scalars now come from a ring instead of from a field. In our case,
the ring that we’re particularly interested in is the group algebra (also known as the
group ring), because we’ll see that formulating our work in terms of the group algebra,
modules, and irreducible submodules captures the same information as working with
representations and irreducible representations. In some sense, modules allows us to
simply organise the information encoded in the theory of representations and vector
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spaces as a single mathematical object. Once this has been established, we’ll see how
this reformulation naturally gives us the correspondence between induced representa-
tions and restricted representations known as Frobenius reciprocity. Let’s begin.
One way to think of modules is that they are simply comprised of an abelian group
and a function that allows another algebraic object to "act" on this abelian group. We
recall these definitions and give some examples. A reasonable starting point is to recall
the definition of a group action on a set:
Definition 4.2.1 (Group action). A left group action on a set X is a function
· : G×X → X (4.15a)
such that
e · x = x, e ∈ G, ∀x ∈ X (4.15b)
(g1g2) · x = g1 · (g2 · x), ∀g1, g2 ∈ G, ∀x ∈ X (4.15c)
A right group action is defined in the obvious analogous way:
◦ : X ×G→ X (4.15d)
such that
x · e = x, e ∈ G, ∀x ∈ X (4.15e)
x ◦ (g1g2) = (x ◦ g1) ◦ g2, ∀g1, g2 ∈ G, ∀x ∈ X (4.15f)
So effectively the only difference between a left and right action is the order in which
a product of group elements g1g2 acts on elements of X .
Examples: group actions
Some examples of group actions are:
• The group composition law in any group induces a left action of the group on
itself:
g · x := gx, g ∈ G, x ∈ G (4.16)
• Left (or right) actions need not be notationally "on the left (right)". One easily
checks that conjugation of group elements by other group elements
g · x := gxg−1, g ∈ G, x ∈ G (4.17)
also satisfies the properties of a left action.
When we have a (left or right) group action on X , we will use the standard termi-
nology of a "(left or right) G-action" on X . One defines actions for more complicated
algebraic objects that "act" on other algebraic objects, where the important detail is that
4.2. Modules, induced representations, and Frobenius reciprocity 47
all of the operations must be compatible with each other in the obvious ways. For ex-
ample, if we have a representation ρ of G on a vector space V , then we always have a
G-action on V defined as
g · v = ρ(g)v (4.18)
which is compatible with all of the vector space and group operations by definition of
ρ.
If V is a vector space defined over the field K, we can also think of V as being the
result of defining scalar multiplication as a K-action on the underlying abelian group
structure of the vector space - that is a vector space is just an abelian group with a
K-action. This leads to the natural generalisation of a vector space that we’ve said
we’ll get some benefits from using: a module is just a vector space where the scalars
come from a ring instead of a field. Since the field was commutative with respect to
multiplication, the left and right-actions coincide (refer to Definition 4.2.1 if this isn’t
immediately clear), whereas rings are not necessarily commutative and so we take care
to describe whether we are using a left or right action:
Definition 4.2.2 (R-Module). A left R-module is an abelian group with a left R-action de-
fined on it, where R is a (not necessarily commutative) ring1 and this R-action is compatible
with the abelian group sum and the two ring operations in the obvious way. A right R-module
differs only in that a right R-action is used.
So we’ve learned that groups can act on themselves, that representations have
something to do with G-actions on vector spaces, and there exists objects called mod-
ules which are slight generalisations of vector spaces and involve scalars from rings in-
stead of fields. Then we can show that the familiar discussion of group representations
"on" vector spaces can be reformulated in the language of modules if we can find an
appropriate ring action. The correct ring to use is called the group algebra (sometimes
called the group ring), which is standard in discussing representation theory in terms
of modules:
Definition 4.2.3 (Group algebra over a field). The group algebra ofG over a field K, denoted
K[G], is the set of all finite k-linear combinations of elements of G:
x ∈ K[G] ⇐⇒ x =
∑
g∈G
kgg, kg ∈ K, (and the sum is finite) (4.19)
We specialise to the field of complex numbers C for the remainder of this work. For an
example of a group algebra, notice that the Hermitian Young projectors of Section 3.3.1
are each elements of the group algebra of Sk.
1There is no general agreement on whether a ring should be defined to have a multiplicative identity,
with some authors preferring the term unital ring for the case when they do. We will define our rings to
always be unital for simplicity.
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Then, given a representation
ρ : G→ GL(V ) (4.20)
of G on a vector space V , we can unambiguously define a representation of the group
algebra on V , by extending ρ by linearity:
ρ : C[G] −→ End(V ) (4.21)
Then it becomes clear that working with ρ and V is exactly equivalent to defining V as
a C[G]-module1, by defining the C[G]-action as
g · v = ρ(g)v, ∀g ∈ C[G] (4.22)
and ensuring compatibility with all group and ring identities. Similarly, the character
of a module is simply the character of its associated representation.
In summary, we’ve learned that the representation theory of finite groups on vec-
tor spaces can be reformulated as the study of the action of the group algebra on the
underlying abelian group structure of the vector space. What about irreducible repre-
sentations? We need the following definitions:
Definition 4.2.4 (Submodule of an R-Module). Let M be a left R-module. If N is a sub-
group of M (thinking of just the abelian group structure on M ) and N is closed under the left
R-action on M , then we say that N is a submodule of M .
Definition 4.2.5 (Irreducible module). We call a module with no nontrivial submodules
"irreducible."
With some work, one can show that decomposing representations into irreducible
representations is exactly the same as decomposing the analogous module into a direct
sum of irreducible submodules2. Altogether we have done nothing special: we have
simply traded the idea of studying group homomorphisms acting on vector spaces
through the automorphism group with the study of C[G]-modules. In the latter case,
everything is packaged as a single mathematical object. We have promised that this re-
formulation will pay off when we introduce Frobenius reciprocity to study the charac-
ters of induced representations (induced modules), so we move on to define restricted
and induced modules.
Given a left C[G]-module M and H a subgroup of G, there is an obvious way to
make M into a C[H]-module: simply restrict the C[G]-action to elements of C[H] and
everything is well-defined. This is known as the restricted module and denoted ResGHM .
Conversely, given a left C[H]-module N , it turns out (possibly surprisingly) that there
is a canonical way to construct a left C[G]-module from C[H] and N , which is known
as the induced module and denoted IndGHN . To do this, we’ll need to discuss bimodules,
which involve two rings (for our purpose: group algebras), and tensor products.
1Note (ke) · v = ρ(ke)v = kv, ∀k ∈ C and so defining V as a C[G]-module immediately defines a
multiplication of elements of V by scalars in the field C, which is the same as V being a vector space
over C.
2It is perhaps more common to see the terminology simple modules rather than irreducible modules,
but both are used often enough that we feel that using this terminology to ease our presentation is
justified.
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Definition 4.2.6 (Bimodule). M is a bimodule if it has compatible left R-action and right
S-action. We say that M is a (R, S)-module.
Notice that the group algebra itself can always be viewed as a (C[G],C[G])-module
and so whenever we’re studying the representation theory of finite groups like Sk, we
have a bimodule structure available to us.
Now let’s discuss tensor products. Recall that if V,W are vector spaces over C, then
the elements of the tensor product space V ⊗CW are objects vi⊗Cwj with the following
identifications
(v1 + v2)⊗C w ∼ v1 ⊗C w + v2 ⊗C w (4.23a)
v ⊗C (w1 + w2) ∼ v ⊗C w1 + v ⊗C w2 (4.23b)
k(v ⊗C w) ∼ (kv)⊗C w ∼ v ⊗C (kw) (4.23c)
The key difference in defining the tensor product of modules M and N over the same
ringR, is thatR is not necessarily commutative and so we need to modify the third rule
for scalar multiplication by requiringM to be a rightR-module,N a leftR-module, and
defining
r · (m⊗R n) ∼ (m ◦ r)⊗R n ∼ m⊗R (r · n), r ∈ R (4.24)
One might ask why we should define the tensor product in terms of a left and
right R-module instead of say, two left R-modules, or two right R-modules. Well,
suppose we used two left (or right) actions in our definition. Then we would have the
equivalence chain:
(r1r2) · (m⊗R n) ∼ r1 ·
(
m⊗R (r2 · n)
)





∼ (r2r1) · (m⊗R n) (4.25b)
which of course isn’t what we’re trying to capture in general with a noncommutative
ring, because r1r2 6= r2r2.
In contrast to choosing two left actions or two right actions, defining the tensor
product over a ring by using a left and right action means that these two actions are
compatible, because if we carefully apply Definition 4.2.1 (noting that the critical dif-
ference between left and right actions is the order in which a product of elements is
applied), then
(r1r2) · (m⊗R n) ∼ r1 ·
(
m⊗R (r2 · n)
)
∼ (m ◦ r1)⊗R (r2 · n) ∼ r2 ·
(
(m ◦ r1)⊗R n
)
(4.26a)
∼ (r1r2) · (m⊗R n) (4.26b)
as desired. So now we know that our definition of the tensor product of R-modules
makes sense. This allows us to reach our goal, which is to give the following definition
for an induced module:
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Definition 4.2.7 (Induced module). Let H ≤ G and N a left C[H]-module. We view C[G]
as a (C[G],C[H])-module by restricting the right action and define
IndGHN := C[G]⊗C[H] N (4.27)
which is a left C[G]-module due to the "unused" left action on C[G]:
g′ · (g ⊗C[H] n) := (g′ · g)⊗C[H] n (4.28)
Recall that our goal was to construct the "inverse" of a restricted representation/
module. In other words given a subgroup H ≤ G and a left action of the subalgebra
C[H] on a space, we seek a canonical left action of C[G] on some module built from
this C[H]-module. Then Definition 4.2.7 certainly satisfies our desire to construct a left
C[G]-module out of the left C[H]-module N , but why this definition over any other?
The point is that this definition is the "natural" counterpart to the restricted module, as
a result of Frobenius reciprocity. In some sense, we can take Frobenius reciprocity to
be the motivation for this definition. While the relationship between restricted and in-
duced modules described by Frobenius reciprocity is actually much deeper than what
we’ll need for our purposes (see Appendix B.2 for details), a critical result of this defi-
nition for induced modules is that the following correspondence between induced and
restricted characters holds:
Theorem 4.2.1 (Frobenius reciprocity for characters). Let H be a subgroup of G. Let M be
a left C[G]-module and let N be a left C[H]-module. Then
〈χIndGHN , χM〉G = 〈χN , χRes
G
HM〉H (4.29)
where ResGHM is the restricted left C[H]-module obtained by only allowing elements of C[H] to
be used in the C[G]-action on M .
Proof. See Appendix B.2 for proof.
We already know from eq. (4.14) that the inner product of characters can be used
to determine the multiplicity of irreducible modules in the decomposition of a given
module and we will see in the next section that we can construct the adjoint color
singlet space as a direct sum of induced modules. Then the power of Theorem 4.2.1
in our context is that the induced characters, which may not be straightforward to
calculate in general, are related to the restricted characters, which in our case are well-
known. Furthermore, the right-hand side of eq. (4.29) is a simpler inner product to
evaluate, because we only need to sum over the elements of a subgroup H , rather than
the entire group G. That is, the relationship between induced and restricted characters
that arises from Frobenius reciprocity allows us to efficiently decompose the adjoint
color singlet space into irreducible representations. We now proceed to this explicit
construction.
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4.3 The construction
We now show that one can systematically decompose the adjoint color singlet space at
arbitrary k into irreducible C[Sk]-modules using characters, induced representations,
and Frobenius reciprocity. In doing so, we will stumble across a clear explanation for
why the Hermitian Young projection operator basis fails to be fully orthogonal: it turns
out that the underlying cycle structure of Sk is responsible.
We saw in Section 3.2 that if we forget the su(Nc) structure, the adjoint color singlet
space with k adjoint indices is spanned by the derangements of Sk. We make this space
into a left C[Sk]-module with the left C[Sk]-action given by conjugation by elements of
Sk, extended by linearity:
Dk := spanC{σ | σ is a derangement in Sk} (4.30a)
g · σ = gσg−1, g ∈ Sk (4.30b)
The point here is that conjugation preserves cycle type and so maps derangements
into derangements, meaning that Dk is C[Sk]-invariant. The trick to calculating the
character of this module is that Dk is actually isomorphic to a direct sum of modules
induced by a particular C[H]-action on a subspace ofDk, withH ≤ Sk. Further, we will
see that Frobenius reciprocity gives us access to these characters in terms of restricted
characters that are trivial to calculate (Theorem 4.2.1).
Let’s establish the isomorphism betweenDk and the direct sum of modules induced
by a subgroups of Sk. First, observe that since conjugation preserves cycle type, Dk is
the direct sum of C[Sk]-invariant submodules where each submodule is spanned by





where we denote cycle type as an integer partition µ = (µ1, . . . , µn).
Example: the space of derangements in S4
In S4, the permutation (1234) has cycle type (4), because it only consists of one
disjoint cycle of length 4, while the permutation (12)(34) has cycle type (2, 2),
because it can be written as a product of two disjoint cycles each of length 2.
Then
D4 ∼= D(4) ⊕D(2,2) (4.32)
because the only derangements in S4 have cycle type (4) or (2, 2).
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In fact each Dµ is isomorphic to an induced module. To see this, choose some derange-
ment σµ ∈ Sk where σµ has cycle type µ and chooseHµ to be the maximal subgroup that
leaves σµ invariant under the action of conjugation. This is known as the centralizer1 of
σµ:
Hµ := CSk(σµ) = {g | g ∈ Sk, gσµg−1 = σµ} (4.33)
In fact, we can explicitly say what subgroup CSk(σµ) is of Sk in general:
The group CSk(σµ)
There are two cases:
• Case 1: If σµ is written as a product of disjoint cycles, then none of these disjoint
cycles have the same length as each other. In other words, if we denote the
cycle type µ = (µ1, . . . , µm), then µi 6= µj, ∀i 6= j. For example, µ = (2, 3, 3) is
made up of disjoint cycles where two of these cycles are both length 3 and so
we do not consider this cycle type in Case 1, but µ = (2, 6, 7, 9) is made of up
disjoint cycles that are each of differing lengths and so Case 1 applies. Then
CSk(σµ)
∼= Zµ1 × · · · × Zµm (4.34)
where Zn is the cyclic group with n elements. So for example the derangement
(12)(345) would have centralizer
CSk((12)(345)) = {e, (12), (345), (543), (12)(345), (12)(543)} ∼= Z2 × Z3 (4.35)
• Case 2: The cycle type µ indicates that σµ is made up of disjoint cycles where
some of these cycles have the same lengths, eg. µi = µj for some i 6= j. In this
case there are additional symmetries to the derangement (because disjoint cy-
cles commute and so one can swap disjoint cycles of the same length with each
other without changing σµ) and so the centralizer can be larger than predicted
in the first case. For example, (12)(34) is invariant under
Z2 × Z2 ∼= {e, (12), (34), (12)(34)} (4.36)
which describes the symmetries of cyclicly permuting indices within disjoint
cycles as we did in Case 1, but does not take into account symmetries under
swapping disjoint cycles of equal length. Then we can include the additional
symmetries of swapping cycles of equal length by noticing that because (12)
commutes with (34), (12)(34) is also invariant under (13)(24) (which swaps the
disjoint cycles), which is not an element of Z2 × Z2:
(13)(24) · (12)(34) = (13)(24)(12)(34)((13)(24))−1 = (34)(12) = (12)(34) (4.37)
1In general, we would work with the stablizer subgroup of a given group G, which is defined as
the subgroup of G that leaves the element that is being acted upon invariant. Since we have chosen
our left action to be conjugation, the stablizer and centralizer coincide. We will continue to refer to the
centralizer to emphasise the left action that we’re using.
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Then we deduce that the centralizer is a larger subgroup than Z2 × Z2.
In general, in a given permutation there can be several different sets of disjoint
cycles of equal length. Then if we recall that σµ was just some derangement in
Sk with cycle type µ, we can define s1, . . . , si to be the permutations that leave
σµ invariant by all possible permutations of disjoint cycles of equal length and
we can define z1, · · · , zj to be the permutations that generate the cyclic groups
corresponding to symmetries within the disjoint cycles of σµ. Then
CSk(σµ) = 〈s1, . . . , si, z1, . . . , zj〉 (4.38)
that is, CSk(σµ) is the subgroup of Sk generated by all possible products of
the permutations that implement symmetries of σµ under conjugation. In the
example σµ = (12)(34), we would have centralizer
CSk((12)(34)) = 〈(13)(24), (12), (34)〉 ∼= D8 (4.39)
where D8 is the dihedral group with 8 elements.
Then, returning to our discussion of the module induced by Hµ := CSk(σµ), we
define
Wµ := spanC{σµ} (4.40)
which is tautologically a one-dimensional left C[Hµ]-module with the left action again
given by conjugation. Then the claim is that
Dµ ∼= IndSkHµWµ (4.41)
Let’s show this. From Definition 4.2.7, we recall that IndSkHµWµ is spanned by elements
of the type g ⊗C[Hµ] σµ where g varies over Sk. But if we choose a transversal g1, . . . , gm
of Hµ (a representative from each coset of Hµ), then because the collection of cosets
giHµ partitions Sk into disjoint sets, each g = gihj uniquely, where hj ∈ Hµ. But by the
definition of the tensor product over C[Hµ] (see eq. (4.24)), we have for each g
g ⊗C[Hµ] σµ = gihj ⊗C[Hµ] σµ ∼ gi ⊗C[Hµ] hjσµh−1j = gi ⊗C[Hµ] σµ (4.42)




has dimension [G : Hµ] and is isomorphic to
Dµ = spanC{giσµg−1i | gi ranges over a transversal of Sk by Hµ} (4.43a)
where the module isomorphism is given by
φ : IndSkHµWµ −→ Vµ (4.43b)
φ(gi ⊗C[Hµ] σµ) = giσµg−1i (4.43c)
extended by linearity. This isomorphism is just a consequence of the well-known result
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that a transversal of the cosets of the centralizer of some x ∈ G is bijective to the conju-
gacy class of x. But this just says that IndSkHµWµ is isomorphic to the span of all possible
ways to conjugate the derangement σµ, which is just the span of all derangements of
cycle type µ. Then we have altogether that the space of derangements that correspond





The point of all of this is that we can now determine the multiplicity of any irre-
ducible moduel in the adjoint color singlet space using characters and Frobenius reci-
procity. Recall that the irreducible modules associated with Sk are in one-to-one corre-
spondence with Young diagrams with k boxes and so we will use the notation λ to label
an arbitrary Young diagram with k boxes. Then if χλ is the irreducible character asso-
ciated with the irreducible C[Sk]-module indexed by λ, we have from Equation (4.14)
that the multiplicity of this irreducible module in a decomposition of the adjoint color

















where in the last equality we have used the fact that the character of a direct sum is the
sum of the characters, and that isomorphic modules have the same characters. Then



















ResSkHµλ is an abuse of notation to denote the irreducible character χλ restricted to ele-
ments of Hµ. Now notice that we have defined the C[Hµ]-action on Wµ to always acts
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Then collecting everything together, the multiplicity mλ of the irreducible module cor-











χλ(h), Hµ := CSk(σµ) (4.48b)
where σµ is a single derangment of cycle type µ (the choice of representative does not
change the resulting multiplicites).
Equation (4.48) is the critical formula that we’ve worked towards. It may seem
slightly convoluted, but what is likely more illuminating in our context is what this
allows us to do: we now have all of the ingredients necessary to state which irreducible
modules show up in any decomposition of the adjoint color singlet space into irre-
ducible modules, for any k. All we have to do is determine the different cycle types
that appear in derangements in Sk (ie. every partition of k that doesn’t have 1 in it),
then write down the maximal subgroups Hµ that leave these cycle types invariant un-
der conjugation, and then sum the irreducible characters of Sk evaluated at elements
of eachHµ, normalising each of these sums by |Hµ|. Speaking roughly, one might think
of this process as determining underlying symmetries of the adjoint color singlet space
and then averaging irreducible characters over these underlying symmetry groups to
determine the irreducible structure of the full space. Then if we introduce the notation
Sλ for the irreducible subspace of S(A⊗k) associated with the Young diagram λ, we
can translate our results obtained using subspaces of derangements back into results
in terms of traces of elements of su(Nc), using the correspondence between Dk and
S(A⊗k). This then gives the decomposition of S(A⊗k) as
S(A⊗k) ∼=
⊕
λ has k boxes




λ has k boxes
(mλSλ) (4.49)
with mλ determined using eq. (4.48). This process will become clear as we work
through some examples in the next subsection.
While it may not be obvious, eq. (4.48) also produces a deep explanation for why
the Hermitian Young projection operator basis wasn’t automatically fully orthogonal,
as we discussed in the previous chapter. Equation (4.48) tells us that submodules sep-
arated according to cycle type can each contribute to the multiplicity of the same irre-
ducible module appearing in a decomposition of S(A⊗k). Then when we project onto
this irreducible module (say with the Hermitian Young projection operators), we ob-
tain one adjoint color structure for each cycle type that has a nonzero multiplicity for
this irreducible representation. If this occurs, these adjoint color structures will not be
orthogonal in general, because they all result from a single projection operator. This is
a central result of this chapter.
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For example, we saw in eq. (3.24) of the previous chapter that at k = 4
0 6= 〈Ca1a2a3a41 , Ca1a2a3a42 〉 (4.50a)
where
Ca1a2a3a41 := da1a4mda2a3m + da1a3mda2a4m + da1a2mda3a4m (4.50b)
Ca1a2a3a42 := δa1a4δa2a3 + δa1a3δa2a4 + δa1a2δa3a4 (4.50c)
In Section 4.4.3, we’ll see that the reason that these basis elements fail to be orthogonal
is precisely because Ca1a2a3a41 , Ca1a2a3a42 arise from a submodule with associated cycle
type (4), (2, 2) respectively. Each of these cycle types has a nonzero multiplicity for the
irreducible C[S4]-module associated with the diagram 1. This leads us to speculate
that it may be possible to obtain a fully orthogonal basis for the adjoint color singlet
space at arbitrary k if we can systematically write down a set of orthogonal projec-
tion operators onto submodules of different cycle types and combine these with the
orthogonal Hermitian Young projection operators.
One last comment is in order: we have not yet spoken about the irreducible char-
acters of Sk. Since characters are constant on conjugacy classes, it is standard to or-
ganize the irreducible characters of a group in a character table, where the rows vary
over the irreducible representations of the group and the columns vary over the con-
jugacy classes. Furthermore, the irreducible representations of Sk are indexed by the
Young diagrams and the conjugacy classes of Sk are determined by the cycle type of a




TABLE 4.1: Character table of S2
where the notation [12] indicates the conjugacy class made up of 2 1-cycles and [2] in-
dicates the conjugacy class made up of 2-cycles. Character tables for Sk for low val-
ues of k are widely available, but characters can also be calculated directly using the
Murnaghan-Nakayama rule (see Section 4.10 of [31]) or the Frobenius formula (see Sec-
tion 4.1 of [44]), which we don’t elaborate on here. We now proceed to the next section,
which contains several worked examples of the construction introduced in this section.
1Recall that this is the irreducible module that the Hermitian Young projection operator associated
with the diagram projects onto.
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4.4 Examples for k = 2, 3, 4
This section provides the decomposition of the adjoint color singlet space for k = 2, 3, 4
using the construction of the previous section.
4.4.1 k = 2
Here the process is somewhat trivial. We begin with a single 2-index trace tr(tatb)
which is identified with the only derangement in S2, which in cycle notation is given
by (12). So the span of the derangements in this case is just given by
D2 = D(2) = {c (12) | c ∈ C} (4.51)
We only have a single choice for the representative σ(2) of this space with cycle type (2)
and so W(2) = D2. We ask what maximal subgroup of S2 leaves W(2) invariant when
acted on by conjugation, and of course we haveH(2) = CS2((12)) = S2, the whole group
(remember conjugation just relabels the numbers within the cycle σ(2) := (12) and so
both possible relabellings (12) and (21) are equal) . Then there is only a single coset of
H(2), and a transversal is given by choosing the identity permutation e = (1)(2). Then
e ⊗C[S2] (12) is a basis for IndS2H(2)W(2) and Ind
S2
H(2)
W(2) ∼= D2. Then using the character
table for S2 (Table 4.1) and the formula for the multiplicities of the irreducible modules



































Therefore, if we recall that we have introduced the notation Sλ for the subspace of the
adjoint color singlet space associated with the irreducible representation of Sk that is
indexed by the Young diagram λ, we can translate the irreducible multiplicities ob-
tained using the derangements of S2 back into information about S(A⊗2) to obtain the
decomposition
S(A⊗2) ∼= S (4.53)
This is exactly what we showed by brute force when we worked through the full cal-
culation of applying all of the k = 2 Hermitian Young projection operators to S(A⊗2)
in eq. (3.15).
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4.4.2 k = 3
The trace basis for k = 3 is given by
{tr(ta1ta2ta3), tr(ta1ta3ta2)} (4.54)
which we identify with the set of derangements in S3:
D3 = spanC{(123), (132)} (4.55)
Since every element of D3 is of the same cycle type, we pick a single representative of
this cycle type, say σ(3) := (123). Then W(3), as defined before, is given by
W(3) := spanC{(123)} (4.56)
The maximal subgroup of S3 that leaves W(3) invariant under the left action by conju-
gation is CS3((123)) = Z3, the cyclic group with 3 elements. Then W(3) is a left C[Z3]-
module with action given by conjugation. |S3| = 6 and |Z3| = 3 and so by Lagrange’s
theorem, the number of left cosets of Z3 in S3 is 2. Then a left transversal is given by
{e, (12)} and so
IndS3Z3W(3) = spanC{e⊗C[Z3] (123), (12)⊗C[Z3] (123)} (4.57a)
∼= spanC{(123), (132)} (4.57b)
= W(3) = D
3 (4.57c)
The character table for S3 is




TABLE 4.2: Character table of S3
Then from eq. (4.48), the multiplicity of any irreducible module corresponding to a















where we have abused notation slightly to indicate that because characters are constant
on conjugacy classes, we need really only indicate what conjugacy class the elements
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(2− 2) = 0 (4.59c)
Using the correspondence between the derangements D3 and the adjoint color singlet
space S(A⊗3), we use these multiplicities to obtain the decomposition
S(A⊗3) ∼= S ⊕ S (4.60)
which was exactly what was calculated using the Hermitian Young projection opera-
tors in Equation (3.18).
4.4.3 k = 4
Let’s repeat the construction for k = 4, which is the first nontrivial example in the sense
that the set of derangements in S4 begins to have more than one cycle type. We have
that the space of derangements in S4 decomposes into the spaces of derangements in
S4 with cycle type (4) and with cycle type (2, 2):
D4 ∼= D(4) ⊕D(2,2) (4.61)
because at k = 4 the adjoint color singlet space is spanned by traces of the type
tr(ta1ta2ta3ta4) and of the type tr(ta1ta2) tr(ta3ta4).
Let’s first work with D(4), the 6-dimensional space of elements of S4 with cycle type
µ = (4) (made into a module with left C[S4]-action given by conjugation extended by
linearity). If we choose a representative of this space σ(4) := (1234), then the maximal
subgroup of S4 that leaves σ(4) invariant when acted upon by conjugation is CS4(σ(4)) =
Z4, the cyclic group with 4 elements. Since |S4| = 24 and |Z4| = 4, Lagrange’s theorem
tells us that [S4 : Z4] = 6 and so we’ll need 6 elements of S4 to form a transversal of S4
by Z4. One such choice is
{e, (34), (23), (234), (243), (24)} (4.62)
and so we find that
D(4) ∼= IndS4Z4W(4) (4.63)
Similarly, if we consider D(2,2), which is the space of all permutations in S4 with
cycle type (2, 2), then if we choose the representative of this space σ(2,2) := (12)(34) as
a candidate to generate W(2,2), the maximal subgroup of S4 that leaves σ(2,2) invariant
when acting by conjugation is D81, the dihedral group with 8 elements. Then we have
1Take care not to mix up D8 with D(8). The former is a group, the later is a space of derangements,
as indicated by the presence of a cycle type (8) in the subscript.
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that [S4 : D8] = 3 and so we expect a left transversal of S4 by D8 to have 3 elements.
One such choice is
{e, (23), (24)} (4.64)
and one checks that through all of the tricks defined before that
D(2,2) ∼= IndS4D8W(2,2) (4.65)
And finally




Then to calculate the multiplicities of irreducible C[S4]-modules in decomposing D4,
we consider derangements of cycle type (4) and (2, 2) separately. The character table
of S4 is
[14] [22] [2 12] [4] [3 1]
1 1 1 1 1
1 1 -1 -1 1
2 2 0 0 -1
3 -1 1 -1 0
3 -1 -1 1 0
TABLE 4.3: Character table of S4
The derangements of cycle type (4) have H(4) = Z4, the cyclic group with 4 ele-
ments. Then mλ(4) in eq. (4.48) (simplified by taking into account that characters are





χλ([14]) + 2χλ([4]) + χλ([22])
)
(4.67)




















(3 + 2− 1) = 1 (4.68e)
Therefore at k = 4, the subspace of the adjoint color singlet space associated with D(4)
decomposes as S ⊕ S ⊕ S .
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In the case of the derangements with cycle type µ = (2, 2), we found that H(2,2) =
D8, the dihedral group with 8 elements. Explicitly:
D8 ∼= {e, (12), (34), (12)(34), (13)(24), (14)(23), (1324), (1423)} (4.69)





χλ([14]) + 2χλ([4]) + 3χλ([22]) + 2χλ([2 12])
)
(4.70)




















(3 + 2− 3− 2) = 0 (4.71e)
and so at k = 4, the subspace of the adjoint color singlet space that is associated with
D(2,2) decomposes as S ⊕ S .
Then altogether, we have that the full adjoint color singlet space when k = 4 de-
composes as1
S(A⊗4) ∼= 2 S ⊕ 2 S ⊕ S (4.72)
This is precisely the result that we obtained earlier by directly applying the Hermitian
Young projection operators to S(A⊗4) in eq. (3.23).
Now we can use the cycle structure of Sk to directly explain why the basis for
S(A⊗4) generated in eq. (3.22) using the Hermitian Young projection operators failed
to be fully orthogonal. Recall that in eq. (3.22), the Hermitian Young projection oper-
ators produced a basis {Ca1a2a3a41 , . . . , Ca1a2a3a49 } for the decomposition that we’ve just
determined in eq. (4.72). We found that the following elements failed to be orthogonal:
〈Ca1a2a3a41 , Ca1a2a3a42 〉 6= 0, 〈Ca1a2a3a43 , Ca1a2a3a44 〉 6= 0, 〈Ca1a2a3a45 , Ca1a2a3a46 〉 6= 0 (4.73)
1Recall from eq. (4.12) and eq. (4.49) that we use prefactors as notation to indicate a direct sum of
multiple isomorphic copies of a given irreducible subspace.
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We focus on the non-orthogonal adjoint color structures
Ca1a2a3a43 := −da1a4mda2a3m − da1a3mda2a4m + 2da1a2mda3a4m (4.74)
Ca1a2a3a44 := δa1a4δa2a3 + δa1a3δa2a4 − 2δa1a2δa3a4 (4.75)
as an example, but the explanation that we give is fully general. The point here is that
from eq. (3.21) we read off
P 1 2
3 4
S(A⊗4) = span{Ca1a2a3a43 , Ca1a2a3a44 } (4.76)
The fact that this subspace is two-dimensional (the span of two adjoint color structures)
corresponds to the subspace S appearing twice in the decomposition of S(A⊗4) in
eq. (4.72). But notice that we found earlier in eq. (4.66) that




and the calculations of this section showed that one copy of S appeared in S(A⊗4) be-
cause of the irreducible representation corresponding to appearing in IndS4Z4W(4) and
the other copy of S appeared because of the irreducible representation correspond-
ing to appearing IndS4D8W(2,2). But Ind
S4
Z4
W(4) was just the space of derangements
that corresponded to all traces over four generators of su(Nc) and IndS4D8W(2,2) was the
space of derangements corresponding to all traces of the type tr(ta1ta2) tr(ta3ta4). So al-
together we conclude that non-orthogonal adjoint color structures appeared because
of the cycle structure of derangements in Sn. That is, because subspaces of derange-
ments with different cycle types can independently contribute to the multiplicity of
the same irreducible representation, any projection operator associated with this irre-
ducible representation can produce multiple adjoint color structures, which will fail to
be mutually orthogonal. To avoid this problem we will need to somehow enforce or-
thogonality between subspaces that correspond to derangements with differing cycle
types, while will then plausibly modify our construction to produce a fully orthog-
onal basis for arbitrary k, without the need to use Gram-Schmidt orthogonalisation.
Exploring this idea further is a topic for future research.
4.5 Characters tell us which adjoint color structures are
real or purely imaginary
A pattern that one might have noticed from the explicit calculations of the previous
chapter is that each adjoint color structure obtained by our construction is real or
purely imaginary for k = 2, 3, 4 (the δab, dabc, and fabc symbols are always real num-
bers). In this section we’ll see that this property of this basis extends to arbitrary k
and furthermore, it turns out that the machinery of characters, induced modules, and
Frobenius reciprocity that we’ve developed in this chapter1 allows us to also determine
whether an adjoint color structure is real or purely imaginary, without carrying out any
projections.
1We are again indebted to [23], which was where we first saw this method used.
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The value of knowing that all adjoint color structures are real or purely imaginary
and exactly which adjoint color structures have each property at arbitrary k is that
these properties are needed for certain results proven by R. Moerman in related work
on the real and imaginary parts of matrices of CGC correlators [1]. Moreover, the ma-
chinery developed here allows us to determine these properties at the level of repre-
sentations, rather than as a result of using the Hermitian Young projection operators,
and so if we should ever choose to use another set of projection operators onto irre-
ducible representations of SU(Nc) or Sk, the properties established in this section still
hold.
The first step is to notice that in our paradigm where we identify trace basis el-
ements with derangements, complex conjugation can be identified with a particular
type of permutation, acting on the space of derangements by conjugation. Recall that
the generators of su(Nc) are hermitian and so for an arbitrary trace basis element we
have the identification
tr(ta1 · · · tam) tr(tam+1 · · · tam+n) · · · = tr(tam · · · ta1) tr(tam+n · · · tam+1) · · · (4.78a)
∼ r · (1 · · ·m)((m+ 1) · · · (m+ n)) · · · := (m · · · 1)((m+ n) · · · (m+ 1)) · · · (4.78b)
So in other words, we choose r to be the permutation that reverses the order of each
disjoint cycle in this given derangement, when it acts on the derangement by conjuga-
tion (in this section we will always use "·" as notation for the left action of conjugation).
Since r depends on the cycle type of the derangement µ = (µ1, . . . , µm), we label it rµ
and are able to write down rµ explicitly. Let










(µ1 + 1)(µ1 + µ2)
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is the element of Sk that "complex conjugates" σµ. In other words, rµ can be written as
the disjoint transpositions that interchange the first and last element of each disjoint
cycle in σµ, then the second and second-to-last element, and so on, resulting in the
ordering of numbers within each disjoint cycle of σµ being reversed. Then because rµ
implements the analogue of complex conjugation for this particular derangement, we
can think of
ρ+µ := σµ + rµ · σµ (4.81a)
as proportional to the "real part" of σµ and
ρ−µ := σµ − rµ · σµ (4.81b)
as being proportional to the "imaginary part" of σµ.





and we want to find the maximal subgroup Hµ ≤ Sk such that W±µ is C[Hµ]-invariant,
so that we can use our earlier tricks of induced modules, characters, and Frobenius
reciprocity to make firm statements about when the real and imaginary parts of the
adjoint color structures are zero.
Example: σµ, rµ, ρ±µ , Ind
Sk
Hµ
(ρ±µ ) for S(A⊗3)
Noting the correspondence between the space of derangements Dk and the ad-
joint color singlet space S(A⊗k), we show by means of an example how complex
conjugation in the adjoint color singlet space can be analogously implemented in
the space of derangements. If we consider S(A⊗3), then we have the correspon-
dences:
Dk (derangements) S(A⊗3) (traces basis)
σµ (123) tr(t
a1ta2ta3)
rµ (13) complex conjugation






































So we see that if σµ is chosen to correspond to tr(ta1ta2ta3), then ρ±µ corresponds
(up to a constant) to the real (respectively imaginary) part of of tr(ta1ta2ta3) and
IndSkHµ(ρ
±
µ ) corresponds to the span of the real (respectively imaginary) parts of
the trace basis for S(A⊗3). Since the adjoint color structures are just built out of
linear combinations of trace basis elements, IndSkHµ(ρ
±
µ ) gives us access to the real
and imaginary parts of any adjoint color structures used as a basis for S(A⊗3).
To find the maximal subgroup Hµ ≤ Sk such that W±µ is C[Hµ]-invariant, observe that
if Kµ := CSk(σµ), then
rµ k rµ ∈ Kµ, ∀k ∈ Kµ (4.83)
That is, rµ is an element of the normalizer of the centralizer of σµ (for proof, see Ap-
pendix B.3). So if we form the group Hµ := CSk(ρ
±
µ ) = 〈rµ, Kµ〉, which is comprised
of all possible products of rµ and elements of Kµ, then we have the following relations
for Hµ acting on ρ±µ :
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Properties of the leftHµ-action on ρ±µ
Let k ∈ Kµ := CSk(σµ). The following relations hold
• Action of rµ on ρ±µ :
rµ · ρ±µ = ± ρ±µ , (by construction) (4.84)
• Elements of Kµ leave ρ±µ invariant:
k · ρ±µ = σµ ± (krµ) · σµ = σµ ± (rµk′) · σµ, (k′ ∈ Kµ, because rµ k rµ ∈ Kµ)
= ρ±µ (k
′ is in the centralizer of σµ)
(4.85)
• Action of elements of the form krµ on ρ±µ :
(krµ) · ρ±µ = ± k · ρ±µ
= ± ρ±µ , (k leaves ρ±µ invariant) (4.86)
Altogether, since one can easily show that every element of Hµ is either an element
ofKµ or of the form krµ, these relations mean thatW±µ is invariant under the left C[Hµ]-
action of conjugation and thus is a left C[Hµ]-module. Furthermore, since Kµ was the
maximal subgroup of Sk that left σµ invariant and working with ρ±µ introduces a single
additional symmetry under rµ (up to sign), then Hµ is the maximal subgroup of Sk that
leaves W±µ invariant.
All of this leads to be able to apply Frobenius reciprocity to determine the multi-
plicity with which these "real" and "purely imaginary" subspaces appear in the adjoint
color singlet space, using the methods of the previous section. First, what is IndSkHµ(ρ
±
µ )
in this case? Well, it’s spanned by elements of the form
gi ⊗C[Hµ] ρ±µ (4.87)
where the gi are elements of a transversal of Sk by Hµ. We previously said that these
elements are isomorphic to
gi · ρ±µ = gi · σµ ± (gi rµ) · σµ = (giσµ g−1i )± (gi rµ g−1i ) · (giσµ g−1i ) (4.88)
The first term on the right-hand side of the previous line just says "relabel the numbers
in σµ according to the permutation gi" and the second term just says "apply the analo-
gously relabeled (with respect to gi) reversal element to the relabeled version of σµ." In
other words, the span of the elements gi⊗C[Hµ] ρ±µ is isomorphic to the span of the "real"
(respectively: "purely imaginary") parts of all possible derangements in Sk with cycle
type µ, because all possible "real" (respectively "imaginary") parts of derangements are
generated.
We know that we can always convert derangements back into elements of the trace
basis and so the preceding argument shows that IndSkHµ(ρ
±
µ ) can be used to generate the
space of all possible real ("+") or imaginary ("−") parts of trace basis elements.
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Then, since the adjoint color structures are always built out of linear combinations of
trace basis elements, if we can use IndSkHµ(ρ
±
µ ) to show that the real (imaginary) parts of
the traces used to span a particular irreducible representation vanish, then we know
that the corresponding real (imaginary) parts of the adjoint color structures used as a
basis for this irreducible representation in S(A⊗3) must vanish. So we conclude that if
an irreducible C[Sk]-module has multiplicity 0 in a decomposition of IndSkHµ(ρ
±
µ ), this
corresponds to the irreducible module being spanned by purely imaginary adjoint
color structures (the "+" case is 0), or real adjoint color structures (the "-" case is 0).
Notice also that the characters of W±µ are trivial in the "+" case, but eq. (4.86) tells us
that in the "-" case, any element of Hµ that is of the form krµ with k ∈ Kµ has character
-1 instead (because the action of these elements is the left action that multiplies ρ−µ by
-1). So then we have that the multiplicity of the irreducible C[Sk]-module labeled by









where we recall that Kµ := CSk(σµ) and we have simplified using |Hµ| = 2|Kµ|. Notice






which proves that the adjoint color structures can only be real or purely imaginary, be-
cause together the real and purely imaginary parts exhaust the total possible multiplic-
ity of irreducible modules that can occur in the decomposition.
In the next subsection we use the machinery developed in this section to work
through some specific examples. We will see that we reproduce the results that were
found in the previous chapter when we noticed that all adjoint color structures for
k = 2, 3, 4 were real or purely imaginary.
4.5.1 Examples: real and purely imaginary irreducible modules for
k = 2, 3, 4
k = 2 - Here the reversal permutation that implements the analogue of complex conju-
gation is r(2) = (12), which is already an element of K := CS2(σ(2)). Then we have that
H(2) := CS2(ρ
±
(2)) = K(2) and everything follows as in the previous section’s character




=⇒ mλ(2)− = 0 (4.91b)
and so the only adjoint color structure is real. This was of course clear by anticipating
Ca1a21 = δa1a2 or noticing that
tr(ta1ta2) + (12) · tr(ta1ta2) = 2 tr(ta1ta2) (4.92a)
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while on the other hand
tr(ta1ta2)− (12) · tr(ta1ta2) = 0 (4.92b)
k = 3 - The reversal permutation in this case is r(3) = (13). We saw before that K(3) =
Z3 and so H(3) := CS3(ρ
±
(3)) = S3. Notice also that the elements of type kr(3) ∈ S3 are the
3 permutations with cycle type (2, 1). Then, simplifying by recalling that characters are





χλ([13]) + 2χλ([3])± 3χλ([21])
)
(4.93)
The character table for S3 is




TABLE 4.4: Character table of S3
and so we have
m(3)+ = 1, m(3)− = 0 (4.94a)
m(3)+ = 0, m(3)− = 1 (4.94b)
This means that the single occurrence of S in the decomposition of S(A⊗3) is spanned
by a real adjoint color structure and the single occurrence of S is spanned by a purely
imaginary adjoint color structure. These are of course the da1a2a3 and ifa1a2a3 objects,
respectively.
k = 4 - Here we start to have derangements with multiple cycle types. Let’s start with
the µ = (4) derangements. The reversal permutation is
r(4) = (14)(23) (4.95)
Then we have that
K(4) = Z4 =⇒ H(4) := CS4(ρ±(4)) = D8 (4.96)
The permutations in D8 that are of the form kr(4) are (14)(23), (24), (13), (12)(34), while






χλ([14]) + 2χλ([4]) + χλ([22])± 2χλ([22])± 2χλ([212])
)
(4.97)
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The character table of S4 is
[14] [22] [2 12] [4] [3 1]
1 1 1 1 1
1 1 -1 -1 1
2 2 0 0 -1
3 -1 1 -1 0
3 -1 -1 1 0
TABLE 4.5: Character table of S4
And so we have
m(4)+ = 1, m(4)− = 0 (4.98a)
m(4)+ = 1, m(4)− = 0 (4.98b)
m(4)+ = 0, m(4)− = 1 (4.98c)
Which means that Ca1a2a3a41 as a basis for S and Ca1a2a3a43 , Ca1a2a3a45 as a basis for S
are real, while Ca1a2a3a47 , Ca1a2a3a48 , Ca1a2a3a49 as a basis for S are purely imaginary, which
was exactly what we saw by direct calculation in eq. (3.22).
Let’s now turn to the (2, 2) derangements. The reversal permutation is
r(2,2) = (12)(34) (4.99)
and we have that
r(2,2) ∈ D8 = K(2,2) =⇒ H(2,2) := CS4(ρ±(2,2)) = K(2,2) (4.100)
Since the reversal permutation is already an element of K(2,2), a little thought gives us
that
mλ(2,2)− = −mλ(2,2)− =⇒ mλ(2,2)− = 0 (4.101)




which means that Ca1a2a3a42 as a basis for S and Ca1a2a3a44 , Ca1a2a3a46 as a basis for S
are real, which was again the result that we obtained by brute force in eq. (3.22).
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4.6 Summary of Chapter 4
In this chapter we’ve seen that characters, induced representations, and Frobenius reci-
procity give us a systematic method for decomposing the adjoint color singlet space
into irreducible representations of Sk, or equivalently, into irreducible C[Sk]-modules.
The critical observation was that the characters associated with irreducible represen-
tations are orthonormal, which gives us a simple formula for the multiplicity of any
irreducible representation in a decomposition of S(A⊗k).
The rest of our effort was expended on showing how to use this formula to cal-
culate the multiplicity of irreducible representations in the decomposition in practice.
We were able to show that the adjoint color singlet space can actually be thought of
as corresponding to the direct sum of C[Sk]-modules induced by the subgroups of Sk
that encode the symmetries of each cycle type of derangements in Sk. Then Frobenius
reciprocity allowed us to relate the induced characters assigned to the adjoint color
singlet space with the irreducible characters of Sk, which are widely-known. We were
then able to show using this approach that we could reproduce the decomposition of
the adjoint color singlet space for k = 2, 3, 4 that was found in the previous chapter
using the Hermitian Young projection operators. As a bonus result, the method de-
veloped here was easily extended to investigate the real and imaginary parts of the
adjoint color structures for arbitrary k. We proved that every adjoint color structure
is always real or purely imaginary and that we can always predict whether an adjoint
color structure will be real or purely imaginary at the level of representations, without
actually constructing the basis element.
The motivation for pursuing the construction of this chapter originally came from
wanting to determine a priori whether a given Hermitian projection operator would
produce a nonzero result when acting on the adjoint color singlet space, with the
thought being that at higher orders it might be more computationally efficient to only
construct the projection operators and carry out the projections that were known to
produce nonzero results. However, solving this problem has gained us significant ad-
ditional value. We have learned that failures of orthogonality in the Hermitian Young
projection operator basis occur precisely because of the cycle structure of derangments
in Sk. Therefore, if we were able to construct orthogonal projections onto subspaces of
derangement according to cycle type at arbitrary k, we could couple these cycle type
projections with the Hermitian Young projection operators, which would likely sys-
tematically produce a fully orthogonal basis for the adjoint color singlet space. Then,
the study of the real and imaginary parts of the adjoint color structures that was car-
ried out using the methods of this chapter are of value to parallel work by R. Moer-
man on the real and imaginary parts of matrices of CGC correlators [1]. Finally, as
mentioned earlier, since all of the constructions in this chapter are at the level of repre-
sentations, all results here do not depend on the specific projection operators that are
used to project on the irreducible representations of Sk. This means that what we have
learned in this chapter is additionally valuable in that it remains valid should we ever




A digression: bounding simple Wilson
line operators
“Don’t let me catch anyone talking about
the Universe in my department."
Ernest Rutherford
In the previous chapters we’ve focused on developing approximate descriptions of
the JIMWLK evolution of CGC correlators. In this chapter, we take the complementary
view: while exact solutions of the JIMWLK equation cannot be obtained at present,
it is still possible to prove certain exact statements about CGC correlators. A short
list of new proofs in this direction form the content of this chapter. In particular, we
focus on the images of Wilson line operators in the complex plane, which have practical








Then the image of this operator in the complex plane is the region bounded by the
hypocycloid with Nc cusps ( Figure 5.1). One of the results of this chapter is to provide a
proof that has not already appeared in the literature of this fact (Section 5.1).
(A) Nc = 3 (B) Nc = 4 (C) Nc = 7 (D) Nc = 12
FIGURE 5.1: Hypocycloids withNc cusps, circumscribed by the unit circle.
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If we consider the next-most simple case, that is when we have 2 quark-antiquark
pairs, we saw in Section 2.1.2 that the JIMWLK equation leads us to consider the evo-













































where dA := N2c −1 is the dimension of the adjoint representation. Numerical evidence
suggests that the images of the operators appearing in the diagonal elements A11(Y )
and A22(Y ) are also the region in the complex plane bounded by the hypocycloid with
Nc-cusps, while the images of the operators appearing in A12(Y ) and A21(Y ) seem to
lie in some region bounded by a yet-to-be-determined geometric shape. While we have
been unable to prove these observations thus far, we have been able to show that the
image of each of these operators is contained in the unit circle, which is still a useful
result, because it rules out blowup of these correlators under JIMWLK evolution. The
results on bounding the entries of the two quark-antiquark pair amplitude matrix are
the content of Section 5.2.
5.1 The image of the trace of SU(n) matrices is the re-
gion bounded by the n-cusp hypocycloid
In this section, we provide a new proof that the image of the dipole operator is the
region in the complex plane bounded by the hypocycloid with Nc cusps. The moti-
vation for doing this is twofold: First, we find the commonly-cited proof in [45] to be
overly terse. The only other proof that we are aware of in the literature [46, Sec. 3.2.2]
follows a completely different approach from our proof and we were unable to verify
its claims. Second, our hope is to prove analogous results for more complicated Wilson
line operators and so one might hope that a clear proof of a simpler result will gives us
clues as to how to proceed in more complicated scenarios.
Let’s begin. We fix notation by recognising that the image of all possible UxU †y
products is simply the image of all special unitary matrices U and we will also use
n := Nc to reduce clutter. Then studying the image of the dipole operator is equivalent
to determining the image of the function










z1 · · · zn−1
)
(5.3b)
where the zi are the eigenvalues of U and we have used detU = 1 to write zn in terms
of the other eigenvalues, without loss of generality (each eigenvalue lives on the unit
circle and so there is no risk of dividing by 0).
In [45, sec. 3] the author states that the image of f is the n-cusp hypocycloid in-
scribed in the unit circle. A critical step in the argument relies on the statement that to
obtain the boundary of the image, it is sufficient to set n − 2 of the partial derivatives
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of f equal to zero, that is
∂f
∂z1
= · · · = ∂f
∂zn−2
= 0 (5.4)
This result has been cited several times in the literature [21, 47–49], but as written, it is
unclear why it should be true. Indeed, as noted in [50, 51] and as we shall see, even
if we accept that the conditions eq. (5.4) return a family of critical points of f (which
is true, but may or may not be immediately obvious), there is no reason why a one-
dimensional family of critical points cannot lie in the interior of the image of the map.
In fact, for n ≥ 4, this occurs (see Figure 5.2). Thus, a full proof is needed and so we
provide one.
Theorem 5.1.1. Let f : SU(n) → C, f(U) = 1
n
trU . Then the image of f is the n-cusp
hypocycloid, normalised so that it is inscribed in the unit circle.
The proof proceeds by recalling some known results in differential geometry and
establishing several lemmas. From now on we will think of f as the map
f : Tn−1 → C (5.5a)












because after diagonalising the matrix U , we can always write the trace as a sum of
exponentials. First, notice that f is continuous (it is just a sum of complex exponentials,
which are continuous). Then because the torus Tn−1 is compact and path-connected
and f is continuous, f(Tn−1) is compact and path-connected. Next, we establish that f
is a smooth map between these manifolds.
Lemma 5.1.1. f is smooth.
Proof. See Appendix C.1.
Notice that because the image of f is compact, its boundary is non-empty. We will
recall the definition of a critical value of a smooth map and see that the boundary can
only contain critical values, thus reducing the problem of finding the boundary of the
image of f to a problem of determining the critical values of f and then checking if
these critical values lie in the interior of the image. We will need the definition of the
rank of a smooth map:
Definition 5.1.1. (Rank of a smooth map) [52, pg. 96] Let F : N → M be smooth. The rank
of F at p ∈ N is defined as the rank of the differential at p: dFp : TpN → TF (p)M . If we choose
charts (U, x1, . . . , xn) at p and (V, y1, . . . , ym) at F (p), then
rankF (p) = rank
(









(p) is the Jacobian of F w.r.t. these charts.
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It is also useful to recall at this point that the rank of a matrix is the number of
linearly independent columns. Next, we turn to the definition of a critical value:
Definition 5.1.2. (Critical value) [52, pg. 97] A point p ∈ N is a critical point if the differ-
ential at p
dFp : TpN → TF (p)M (5.7)
fails to be surjective. The image of a critical point is said to be a critical value.
This leads us to state an important lemma that will establish a criterion to help us
find points on the boundary of the image of f :
Lemma 5.1.2. Let N be a compact smooth manifold without boundary and let M be a smooth
manifold. Let N and M have dimensions n and m respectively, with n > m. If F : N →M is
a smooth map, then the boundary of the image of F can only be populated by critical values.
Proof. See Appendix C.2.
Let’s put this all together: f satisfies the criteria of Lemma 5.1.2 and so we know
that the boundary of the image of f is populated solely by critical values of f , which is
the same as saying that the differential is not surjective at each point that maps to the
boundary of the image. Explicitly, in our case because dim C = 2, failure for df to be
surjective at a point means that with respect to some charts centered on that point, the
rank of the Jacobian is < 2. So all we need to do is find out at which points x ∈ Tn−1
the Jacobian of f has less than 2 linearly independent columns and we are guaranteed
that some subset1 of these points map to the boundary of the image of f .
Let’s proceed. With respect to the obvious charts2 on Tn−1 and the charts we have
























We are interested in values of θi such that the Jacobian does not have maximal rank,
that is it has rank 0 or 1. We eliminate the less interesting case first (less interesting
in the sense that it will not fully specify the boundary of the image of f ), which is the
rank zero case:
Lemma 5.1.3. The critical values of f that arise due to f having rank zero occur at isolated
points. In particular, these points are the n-th roots of unity.
Proof. See Appendix C.3.
If we now consider the case rank f = 1, we are able to classify all of the critical
values of f , which will lead us closer to obtaining the boundary of the image of f .
1As we shall see and as was pointed out to me in public conversations here [51] and here [50], there
do exist critical values that lie in the interior of the image of f , as well as on the boundary. However, this
will not be as much of a hindrance to determining the boundary of the image as it may initially appear.
2We could for example choose the charts that cover θj ∈ (0, 2π) and then work through everything
with the charts θj ∈ (−π, π) for completeness.
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Theorem 5.1.2. If we define













≤ θ ≤ 2π − 2π(p+ c)
n
, p = 1, . . . , n− 1, c = 0, . . . , n− 1}
(5.10)
The parameter p arises because in the general rank 1 situation, the Jacobian of f has p columns
that are equal (up to a factor of−1) and the remaining n−p−1 columns vanish. Geometrically,
if a circle of radius (n−p)/n rolls anti-clockwise inside of the unit circle, then g(θ, p, 0) describes
the curve mapped out by a point P on this rolling circle. In particular, the point is taken to begin
at P0 = (1, 0) and the next intersection of P with the unit circle occurs at the n-th root of unity
if one counts p roots of unity clockwise from P0, when θ = 2π(1− (p+ c)/n. The parameter c
rotates the family of curves g(θ, p, 0) clockwise by 2πc/n and so the critical values of f are the
union of the family of curves where the initial points on the rolling circles begin at each of the
roots of unity and connect to every other root of unity.
Proof. See Appendix C.4.
Now that we understand that the entire discussion of which points are candidates
for boundary points reduces to examining circles of specific radii rolling inside of the
unit circle and determining for which values of p and c g(θ, p, c) lies in the interior of
the image, we complete the proof of our main result Theorem 5.1.1 by proving that
all points g(θ, p, c) lie on the n-cusp hypocycloid or in the interior of the region that it
bounds. This last step follows immediately from Theorem 5.1.2 and so we inspect the
content of this theorem more closely. Figure 5.2 shows the critical values of f for some
values of n:
76 Chapter 5. A digression: bounding simple Wilson line operators





(A) n = 3





(B) n = 4





(C) n = 5





(D) n = 12
FIGURE 5.2: Visualisation of the critical values of f as derived in Theo-
rem 5.1.2. For n ≥ 4, there exist families of critical points that lie in the
interior of the image of f .
As stated in Theorem 5.1.2, the critical values displayed in Figure 5.2 are a result of
the curves g(θ, p, 0) being rotated through all1 multiples of the n-th roots of unity. The
curves g(θ, p, 0) are displayed in Figure 5.3:
1One might wonder if we could simply choose c = 0 and allow θ to vary over a larger domain to
obtain all of the critical values of f . The answer is no for even values of n ≥ 6: there are curves of critical
values that cannot be obtained for any value of θ if c = 0.
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(A) θ = 0 (B) θ = 25
2π(n−p)




n (D) θ =
2π(n−p)
n
FIGURE 5.3: The curves g(θ, p, 0), n = 5 (blue) as the circles with radii
(n − p)/n, p = 1, . . . , n − 1 roll inside of the unit circle. These curves
intersect the unit circle at the n-th roots of unity once each of the rolling
circles has completed a full revolution.
The result of rotating the curves g(θ, p, 0) through the roots of unity is displayed in
Figure 5.4:
(A) c = 0 (B) c = 1 (C) c = 2 (D) c = 3 (E) c = 4
FIGURE 5.4: The curves g(θ, p, 0), n = 5 are rotated as c = 0, . . . , n − 1
varies, generating all of the critical values of f .
Then altogether, we have that for any n, the curve g(θ, n − 1, 0), 0 ≤ θ ≤ 2π/n
forms a part of the boundary of the image of f , because it results from a rolling circle
with radius 1/n, which is the smallest possible radius among the rolling circles. Then
because the critical values are symmetric under rotations by the n roots of unity, the
boundary of the image of f is given by g(θ, n − 1, c), 0 ≤ θ ≤ 2π/n, c = 0, . . . n − 1.
But this is exactly the curve g(θ, n− 1, 0), 0 ≤ θ ≤ 2π, which is the n-cusp hypocycloid.
This completes the proof of Theorem 5.1.1. Notice that the proof given in [45] forms
the boundary of the image by picking out the curves g(θ, n − 1, 0), 0 ≤ θ ≤ 2π, but
doesn’t explain why we can ignore the other possible curves of critical values.
This proof of Theorem 5.1.1 has its benefits and its drawbacks. Recall that our hope
is to be able to generalise this proof so that we can determine the images in the com-
plex plane of slightly more complicated Wilson line operators. Certainly the precise
discussion of critical values and method of considering all possible ways in which the
Jacobian might fail to have maximal rank used in the proof of Theorem 5.1.1 is fully
general. However, the resulting equations were significantly easier to massage into an
interpretable form than the equations that arise when dealing with four point func-
tions and so it may be the case that this method is not practically applicable to more
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complicated Wilson line operators - we are not certain one way or the other as of yet.
Nonetheless, the following section contains the heuristic results that we have so far for
the four point functions.
5.2 Bounds on (qq̄)2
In this section, we turn to the study of the images of the four-point operators describing














































We again switch notation to use n := Nc to simplify our presentation. The Fierz identity
allows us to cast the operators appearing in [A(Y )]12 and [A(Y )]22 in a form that is
more amenable to analysis (the image of the operator in [A(Y )]21 is the same as that of





















and for [A(Y )]22 we have
1







































We gain some insight by numerically generating random SU(n) matrices and check-
ing their image under the operators in A(Y ). Notice that it is sufficient to make the
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for random1 U1, U2, U3 ∈ SU(n), where we group the unitary matrices according to
O11 : Ux1U †x2 → U1, Ux3U †x4 → U2 (5.15a)
O12 : U †x2Ux1 → U1, U †x4Ux3 → U2 (5.15b)
O22 : U †x4Ux3 → U1, U †x3Ux1 → U2, U †x2Ux3 → U3 (5.15c)
The result of simulating O11,O12, and O22 for random U1, U2, U3 ∈ SU(n) is displayed
in Figures 5.5 to 5.7:
(A) n = 3 (B) n = 4 (C) n = 5
(D) n = 3 (E) n = 4 (F) n = 5
FIGURE 5.5: O11 generated for 100,000 random SU(n) matrices (first row).
Using only diagonal SU(n) matrices fills out the image more clearly (sec-
ond row). The unit circle and the n-cusp hypocycloid are overlaid.
1For a more detailed discussion of simulating random SU(n) matrices, see [53].
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(A) n = 3 (B) n = 4 (C) n = 5
(D) n = 3 (E) n = 4 (F) n = 5
FIGURE 5.6: O12 generated for 100,000 random SU(n) matrices (first row).
Using only diagonal SU(n) matrices fills out the image more clearly (sec-
ond row). The unit circle and the n-cusp hypocycloid are overlaid.
(A) n = 3 (B) n = 4 (C) n = 5
(D) n = 3 (E) n = 4 (F) n = 5
FIGURE 5.7: O22 generated for 100,000 random SU(n) matrices (first row).
Using only diagonal SU(n) matrices fills out the image more clearly (sec-
ond row). The unit circle and the n-cusp hypocycloid are overlaid.
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Figures 5.5 to 5.7 carry several important features. First, it seems that the image
of the operators O11 and O22 is again the n-cusp hypocycloid, whereas the image of
O12 is very clearly not the n-cusp hypocycloid, although does appear to be bounded by
the unit circle. We are currently unsure what geometric figure (if any name exists) the
image of O12 fills out. Next, it seems clear that there is an effect that diagonal SU(n)
matrices are sufficient to fill out the boundary of the image of these operators. This is
a useful simplifcation, although we do not currently have a proof of this observation.
Lastly, it is an interesting feature that with increasing n there seems to be some sup-
pression effect where the image of random matrices are more and more likely to cluster
around the origin (although we don’t expect this to mean that the conjectured images
are not fully filled out by the entire group).
However, thus far we have been unable to prove any statements about the observed
behaviour of the images ofO11,O12,O22, except that all of these operators are bounded
by the unit circle, which is a useful result for numerical simulations of JIMWLK evo-
lution in that it rules out blowup. The image of O11 is trivially bounded by the unit
circle: it is just the product of two dipole operators, each of which has norm ≤ 1 for all
U ∈ SU(n). The cases of O12 and O22 are addressed by Proposition 5.2.1 and Proposi-
tion 5.2.2 respectively.




∣∣∣∣tr(U1U2)− 1n tr(U1) tr(U2)
∣∣∣∣ ≤ 1 (5.16)
Proof. See Appendix C.5.








Proof. We provide two proofs of Proposition 5.2.2 in Appendix C.6.
Altogether, we have that every entry of the amplitude matrix for two quark-antiquark
pairs is bounded by the unit circle. This concludes the section.
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5.3 Concluding remarks on bounding these operators
In this chapter, we have attempted to explore information about CGC correlators in
a manner that is complementary to the approach of seeking approximate solutions to
JIMWLK. Our first result was to show that the image of the dipole operator is bounded
by the hypocycloid withNc cusps, inscribed in the unit circle. While this observation is
stated several times in the literature, this result has lacked clear proof. A proof has now
been established in Section 5.1. Going beyond the dipole correlator to the case of two
quark-antiquark pairs, we have seen numerical evidence that the diagonal elements
of the amplitude matrix again have images that are bounded by the hypocycloid with
Nc-cusps, although proof of this has eluded us thus far. We have also seen evidence
that the off-diagonal elements ofA(Y ) in this case are explicitly not bounded by theNc-
cusp hypocycloid. Nonetheless, we were able to prove that both the diagonal and off-
diagonal elements of the amplitude matrix for two quark-antiquark pairs are bounded
by the unit circle.
In future we hope to be able to extend these preliminary results, possibly using
the methods of Section 5.1 as a guide. We tentatively conjecture that the image of
every diagonal element of A(Y ) for an arbitrary number of Wilson lines always lies
in the hypocycloid with Nc cusps. Furthermore, the unusual geometric structure of





“The early bird gets the worm, but the
second mouse gets the cheese."
Unknown source
This dissertation has both resolved and paved the way for several new questions
about CGC correlators under JIMWLK evolution.
We have seen that the full JIMWLK evolution of any CGC correlator results in
an infinite hierarchy of coupled functional differential equations, with there being no
known way to solve such a hierarchy currently. The standard approach in the literature
to extracting analytic solutions from this hierarchy is to take the large Nc limit, which
produces a single equation that depends on the dipole operators (the BK equation), but
as we have noted, the BK equation makes certain correlators that only appear at finite
Nc inaccessible. We briefly reviewed the finite Nc truncation scheme of R. Moerman
and H. Weigert (see Section 2.3 and [1]), which is argued to be the most general finite
Nc truncation scheme possible that still preserves independent evolution of symmet-
ric and antisymmetric parts of any matrix of Wilson line correlators and preserves all
group-theoretic coincidence limits imposed by JIMWLK, with both of these properties
being known to hold for any exact solution of JIMWLK. This truncation scheme mo-
tivated the need to construct the adjoint color structures, which form a basis for the
space of tensors with purely adjoint indices within the space of color singlets, which
we call the adjoint color singlet space. We have been able to establish several exact
properties of these adjoint color structures, some of which have lead to new questions
that we hope will be resolved in future research.
Using approximate solutions (especially those of the new truncation scheme of R.
Moerman and H. Weigert) to work through the problem of infinite hierarchies of cou-
pled equations for the evolution of CGC correlators was a significant theme of this dis-
sertation. But we have also devoted some energy to the secondary goal of investigating
other properties of these CGC correlators that can be determined analytically without
needing to solve these infinite hierarchies. In particular, we’ve shown that one can
make powerful exact statements about the images of CGC operators in the complex
plane and that several intriguing open questions arise from this research.
In conclusion, we summarise the new results presented in this dissertation and reit-
erate several open questions that have been encountered in this work. Where possible,
we suggest plausible avenues of investigation that may help resolve these remaining
questions, noting that these are interesting directions for future research.
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6.1 New results established in this dissertation
One significant contribution of this dissertation is to give a new construction for the
adjoint color structures that is entirely general in the sense that it can be systemat-
ically carried out for an arbitrary number of adjoint indices, at arbitrary Nc (Chap-
ters 3 and 4). The construction is conceptually straightforward: we simply project the
non-orthogonal trace basis for the adjoint color singlet space onto a set of orthogonal
subspaces using the recently-discovered Hermitian Young projection operators [2–4].
If any of the subspaces that are projected onto have dimension greater than one, we
use Gram-Schmidt orthogonalisation within these subspaces. Then, we obtain an or-
thogonal basis for the adjoint color singlet space, with the added strengths that we
avoid having to construct every multiplet that appears in decomposition of A⊗k (as
is required by the construction of [22], for example), and each basis element encodes
the symmetries of an irreducible representation of Sk associated with the Hermitian
Young projection that created the basis element. This construction is further validated
by showing that it reproduced the natural basis expected in the cases of two and three
adjoint indices, and that with minimal effort we could explicitly write down a basis for
the case of four adjoint indices (which is the maximum number of indices likely to be
considered in practical application to R. Moerman and H. Weigert’s truncation scheme
in the near future).
The next series of results that we’ve presented in this dissertation were all estab-
lished by introducing abstract mathematical concepts from representation theory in
order to be able to predict which Hermitian Young projection operators would return
non-zero projections when acting on the adjoint color singlet space, or equivalently, in
order to predict the multiplicities of irreducible representations of Sk in decomposing
the adjoint color singlet space (Chapter 4). The important realisation was that the ad-
joint color singlet space can always be viewed as the direct sum of representations of Sk
induced by subgroups of Sk that describe the symmetries of derangements of different
cycle types. This allowed us to calculate the irreducible multiplicities in a systematic
and simple manner using the orthogonality of irreducible characters, because Frobe-
nius reciprocity always allows us to relate the induced characters to restricted char-
acters, which are trivial in this construction. Viewing the adjoint color singlet space
in terms of induced representations and using Frobenius reciprocity also allowed us
to show that every adjoint color structure is always real or purely imaginary, and for
arbitrary k, we can always predict which adjoint color structures will be real or purely
imaginary.
Lastly, this dissertation has contributed a short series of results on the images of
Wilson line operators that are commonly used in the CGC context (Chapter 5). We have
presented a new proof that the image of the dipole operator is the hypocycloid with
Nc cusps, inscribed in the unit circle (equivalently: the image of the normalised trace
of SU(Nc) matrices is the Nc-cusp hypocycloid). We have also shown that all of the
four-point Wilson line operators that appear in the (qq̄)2 JIMWLK evolution amplitude
matrix are bounded by the unit circle.
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6.2 Open questions for future research
Our work here has both provided possible frameworks for answering several open
questions about the JIMWLK evolution of CGC correlators and generate new research
questions in this area.
While it has not been a focus of this dissertation, an important question is raised
in using the truncation of R. Moerman and H. Weigert [1]: it is not currently known
how to derive an error term for this truncation, or a systematic way of knowing how
many terms in the expansion need to be included for desired accuracy in a given cor-
relator’s evolution. It has been suggested [54] that perhaps some progress might be
made through trying to relate this expansion to the expansions in terms of Feynman
diagrams that appear in the study of Multiple Gluon Exchange Webs [55–58], using the
Magnus expansion [59].
Another topic that we have encountered but not fully resolved is the question of
how to ensure that the Hermitian Young projection operator basis for the adjoint color
singlet space is fully orthogonal, without needing to apply Gram-Schmidt orthogonal-
isation within orthogonal subspaces that are associated with each projection operator.
One way of resolving this is to simply avoid our construction and instead recursively
construct a full set of orthogonal projection operators onto every irreducible represen-
tation of SU(Nc) in A⊗k (see [22]), then disregard the operators that do not project onto
singlets. But if one prefers the efficiency of directly constructing the basis for the sin-
glets, then a possible resolution that we have noted is that one could systematically
construct orthogonal projection operators that project onto derangements of differing
cycle types and then combine these with the Hermitian Young projection operators,
because orthogonality seems to fail exclusively when derangements of differing cycle
types induce the same irreducible representation of Sk (Section 4.3).
Lastly, in the study of the images in the complex plane of Wilson line operators
(Chapter 5), we have seen numerical evidence (Figures 5.5 to 5.7) that the operators
appearing in the diagonal elements of the amplitude matrix for two quark-antiquark
pairs are bounded by the hypocycloid with Nc cusps, and the operators appearing
in the off-diagonal elements of this matrix are bounded by some unknown geometric
shape that is larger than the Nc-cusp hypocycloid. However, a proof of these obser-
vations has eluded us thus far. We hope that one might use the method of Section 5.1
(where we proved that the image of the dipole operator is the Nc-cusp hypocycloid) to
prove these statements, but the equations that appeared there can become unwieldy
as the eigenvalues of multiple matrices become involved. Figures 5.5 to 5.7 seem to
suggest that one can simplify things by using only diagonal SU(Nc) matrices and then
prove that the full image of these operators lies within the image obtained by only
working with diagonal matrices. Perhaps this is enough for one to solve these equa-
tions directly via some clever arguments, or maybe what is needed is further con-
straints on the matrix arguments of these operators, supplemented by a proof that this
is sufficient to bound the images. Even more ambitiously, one might conjecture that the
operator in each diagonal element of the full untruncated (infinite) amplitude matrix





Birdtracks for our purposes
We give a brief introduction to Birdtracks for reference so that this dissertation is rel-
atively self-contained (for full development of the theory, see [35]). For our purposes,
we will use Birdtracks to represent the action of elements of the symmetric group Sn
on n-index objects by simply drawing lines with arrows to show where indices are
mapped to. For example, we can compare the usual cycle notation for the symmetric














T a1a2 = T b2b1 (A.1a)
⇐⇒ (1)(2)T a1a2 = T a1a2 , (12)T a1a2 = T a2a1 (A.1b)
We will always act "from the left" as depicted above and otherwise we drop the la-
belling of indices and arrows on Birdtracks where the action is obvious from context.













These objects are of critical importance to constructing the Hermitian Young projec-
tion operators used in our method for constructing a basis for the adjoint color singlet
space. In Birdtracks, Sn and An are represented by white rectangles and black rectan-
gles respectively, with n ingoing and outgoing legs. For example, at n = 4 we write
:= S4, := A4 (A.3)
This notation is useful, because it compactly represents the n! objects contained in sym-
metrizing or anti-symmetrizing on n indices. In addition, known results involving con-
traction between totally symmetric and totally antisymmetric objects are starkly visu-
ally represented. Some typical examples are:




Proofs and calculations encountered in
constructing the adjoint color structures
B.1 Intermediate steps in calculating the adjoint color struc-
tures, k = 4
When k = 4, we have the following Hermitian Young projection operators:
P 1 2 3 4 = (B.1a)
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The trace basis for S(A⊗4) has 9 elements, 6 of which have associated cycle type as




civi is an arbitrary element of S(A⊗4) with respect to the trace basis, we have the
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following projections:




tr(ta1ta2ta3ta4) + tr(ta1ta2ta4ta3) + tr(ta1ta3ta2ta4) (B.2a)







tr(ta1ta4) tr(ta2ta3) + tr(ta1ta3) tr(ta2ta4) + tr(ta1ta2) tr(ta3ta4)
)
(B.2c)
P 1 2 3
4
v = 0, P 1 2 4
3
v = 0, P 1 3 4
2







tr(ta1ta2ta3ta4) + tr(ta1ta2ta4ta3)− 2 tr(ta1ta3ta2ta4) (B.2e)














































tr(ta1ta2ta3ta4) + tr(ta1ta2ta4ta3) + 2 tr(ta1ta3ta2ta4) (B.2m)










tr(ta1ta2ta3ta4) + tr(ta1ta2ta4ta3)− tr(ta1ta3ta2ta4) (B.2o)







v = 0 (B.2q)
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where
c′1 := c1 + c2 + c3 + c4 + c5 + c6 (B.2r)
c′2 := c7 + c8 + c9 (B.2s)
c′3 := c1 − 2c2 + c3 + c4 − 2c5 + c6 (B.2t)
c′4 := 2c7 − c8 − c9 (B.2u)
c′5 := c1 − c3 − c4 + c6 (B.2v)
c′6 := c8 − c9 (B.2w)
c′7 := c1 − c3 + c4 − c6 (B.2x)
c′8 := c1 + 2c2 + c3 − c4 − 2c5 − c6 (B.2y)
c′9 := c1 − c2 + c3 − c4 + c5 − c6 (B.2z)











and so we can rewrite all of the traces in terms of the δab, dabc, fabc symbols. The result
is:
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P 1 2 3 4 v = c̃1
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Then the associated adjoint color structures are
Ca1a2a3a41 := da1a4mda2a3m + da1a3mda2a4m + da1a2mda3a4m (B.5a)
Ca1a2a3a42 := δa1a4δa2a3 + δa1a3δa2a4 + δa1a2δa3a4 (B.5b)
Ca1a2a3a43 := −da1a4mda2a3m − da1a3mda2a4m + 2da1a2mda3a4m (B.5c)
Ca1a2a3a44 := δa1a4δa2a3 + δa1a3δa2a4 − 2δa1a2δa3a4 (B.5d)
Ca1a2a3a45 := da1a4mda2a3m − da1a3mda2a4m (B.5e)
Ca1a2a3a46 := δa1a4δa2a3 − δa1a3δa2a4 (B.5f)
Ca1a2a3a47 := da2a4mifa1a3m − da2a3mifa1a4m + da1a4mifa2a3m − da1a3mifa2a4m (B.5g)
+ 2da1a2mifa3a4m (B.5h)
Ca1a2a3a48 := 2da3a4mifa1a2m + da2a4mifa1a3m − 3da2a3mifa1a4m − da1a4mifa2a3m (B.5i)
+ 3da1a3mifa2a4m (B.5j)
Ca1a2a3a49 := da3a4mifa1a2m − da2a4mifa1a3m + da1a4mifa2a3m (B.5k)
where, in case we wish to normalise, the norms of these objects are given by













6 (N2c − 1)
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(N2c − 4) (N2c − 6)
N2c
(B.5n)








2 (N2c − 1)
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(N2c − 4) (N2c − 6)
N2c
(B.5p)
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B.2 Deriving Frobenius reciprocity for characters
Here we establish Frobenius reciprocity between induced and restricted leftR-modules
and show that this results in the reciprocity of induced and restricted characters given
in Theorem 4.2.1.
Given left R-modules M and N , Frobenius reciprocity is a direct consequence of
the study of the abelian group HomR(M,N), which is the set of all R-module homo-
morphisms between M and N , with the group structure being addition of homomor-
phisms. The study of HomR(M,N) is ubiquitous in abstract algebra, but for our pur-
poses, we show that Frobenius reciprocity is a special case of a canonical relationship
between R-module homomorphisms and tensor products over rings. To see this, we
make HomR(M,N) into a module in the following way: if M is a (R, S)-bimodule,
then the right S-action on M becomes a canonical left S-action on HomR(M,N), mak-
ing HomR(M,N) a left S-module. That is, we can read off the appropriate left action






and so we see that the left action on HomR(M,N) should be
· : S ×HomR(M,N)→ HomR(M,N) (B.7)
s · ϕ(m) := ϕ(m ◦ s), ϕ ∈ HomR(M,N), s ∈ S (B.8)
The mnemonic is that forming HomR(M,N) "uses up" the left R-action on M and N ,
leaving only the S-action behind. The right S-action on M is chosen to remain so that
the left S-action on HomR(M,N) is compatible with the left R-module structure on M
and N . That is if s ∈ S, m ∈M, r ∈ R, then
s · ϕ(r ·m) := ϕ(r ·m ◦ s), (definition of the left S-action on HomR(M,N)) (B.9a)
= rϕ(m ◦ s), (ϕ is a left R-module homomorphism) (B.9b)
= r(s · ϕ)(m), (again using the S-action on HomR(M,N)) (B.9c)
so the left S-action on HomR(M,N) is R-linear (and it is straightforward to check the
other properties necessary to prove that this is a left action). So in a similar way to the
argument for why one needs a right action on one of the underlying modules to define
a left action on the tensor product of two modules, if we did not have a right action
of one of the underlying modules in HomR(M,N), we could not define a desirable
left-action on the Hom structure, because one checks that R-linearity would fail. These
may perhaps seem like overly-technical points, but genuinely are necessary for the
coming argument.
Altogether, the importance of introducing HomR(M,N) is so that we can state the
following canonical property of tensor products of modules:
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Proposition B.2.1 (Tensor-Hom adjunction). Let M be a (R, S)-bimodule, W a left S-
module, and N a left R-module. Then
HomR(M ⊗S W,N) ∼= HomS(W,HomR(M,N)) (B.10)
Proof. The proof is very straightforward - see [60, Ch. 2.4.1] for details. Briefly: the crux
of the proof is to define
f : HomR(M ⊗S W,N)→ HomS(W,HomR(M,N)) (B.11)
f(ϕ)(m)(w) := ϕ(m⊗S w), ϕ ∈ HomR(M ⊗S W,N), m ∈M, w ∈ W (B.12)
and then methodically verify all of the properties needed to prove that f is an isomor-
phism, which is a tedious but straightforward task.
Frobenius reciprocity is a special case of the Tensor-Hom adjunction. To see this
we’ll also need the following observation: if we view a ring R as an (R,R)-module,
then given a left R-module M , we have that
HomR(R,M) ∼= M (B.13)
where the isomorphism is given by ϕ 7→ ϕ(e), extended by the R-module structure.
Now we can state the critical result:
Theorem B.2.1 (Frobenius reciprocity). Let H be a subgroup of G. Let W be a left C[H]-
module and N a left C[G]-module. Then the following isomorphism holds
HomC[G](IndGHW,N) ∼= HomC[H](W,ResGHN) (B.14)
Proof. Consider proposition B.2.1. Take R = C[G] and S = C[H]. Then we can set





∼= HomC[H](W,HomC[G](C[G], N)) (B.15)
By eq. (B.13), HomC[G](C[G], N) ∼= N if C[G] is viewed as a (C[G],C[G])-module and
so when we view C[G] as a (C[G],C[H])-module, HomC[G](C[G], N) ∼= ResGHN , because
N inherits the restricted left C[H]-action from the (C[G],C[H])-module structure on
C[G].
Frobenius reciprocity then gives us a special relationship between the characters of
the restricted and induced modules. First, we need one more critical theorem to tie
everything together:







=: 〈χM , χN〉G (B.16b)
where χM , χN are the characters of the representations associated with the modules M,N .
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Proof. See Theorem 12 of [61, Ch. 6.14] and preceding lemmas.






and so Theorem B.2.2 gives us
〈χIndGHW , χN〉G = 〈χW , χRes
G
HN〉H (B.18)
which is the relationship between induced and restricted characters cited in the main
text.
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B.3 A Proof that rµ ∈ NSk(CSk(σµ))
We prove that rµ is an element of the normalizer of the centralizer of σµ. That is, we
claim that (note also that rµ is of course its own inverse):
rµ h rµ ∈ CSk(σµ), ∀h ∈ CSk(σµ) (B.19)
To see this, first recall that in eq. (4.38) we established that every element of CSk(σµ) is
generated by elements s1, . . . , sn, z1, . . . , zm where the sj elements leave σµ invariant by
interchanging disjoint cycles of equal length (if any) and the zi generate Zµ1×· · ·×Zµm .
So first notice that
rµ zirµ = (zi)
−1 ∈ Zµi , ∀zi (B.20)




(a+ 1)(a+ 2) · · · (a+ µi)
)
(B.21a)
for some integer c, and rµ just reverses the ordering of the numbers in x and so rµ x rµ =
x−1, which gives
rµ zi rµ = rµ x rµ · · · rµ x rµ (B.21b)
= x−1 · · · x−1 (B.21c)
= z−1i (B.21d)
Next, notice that since each of the sj just interchange disjoint cycles of the same
length (if σµ has any disjoint cycles of the same length - the sj are all zero if not) and rµ
just reverses the order of numbers within these cycles, then we have that reversing the
order, then interchanging cycles, then reversing the order again leaves σµ unchanged,
that is
rµsjrµ = sj, ∀sj (B.22)
One can prove this directly using rµ written as a product of disjoint transpositions as
we did in eq. (4.80). Then altogether, since any element of CSk(σµ) is generated by
s1, . . . , sn, z1, . . . , zm , we have that




Proofs necessary for bounding the
images of simple Wilson line correlators
C.1 Lemma 5.1.1
Lemma. Let f be defined as
f : Tn−1 → C (C.1a)












Then f is smooth.
Proof. Recall the following definition [52, pg. 64]
Definition C.1.1. (Smoothness of a map in terms of components). Let F : N → M be a
continuous map between two manifolds of dimensions n and m respectively. The following are
equivalent:
1. The map F : N →M is C∞ (it is smooth).
2. The manifold M has an atlas such that for every chart (V, ψ) = (V, y1, . . . , ym) in the
atlas, the components yi ◦ F : F−1(V )→ R of F relative to the chart are all C∞.
Such an atlas for C is provided by the single chart (C, π1, π2) where π1, π2 are the pro-
jections onto real and imaginary parts of z ∈ C. Then we have
π1 ◦ f : Tn−1 → R, π2 ◦ f : Tn−1 → R (C.2a)






















Clearly π1 ◦ f and π2 ◦ f are smooth and so by Definition C.1.1, f is smooth.
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C.2 Lemma 5.1.2
Lemma. Let N be a compact smooth manifold without boundary and let M be a smooth man-
ifold. Let N and M have dimensions n and m respectively, with n > m. If F : N → M is a
smooth map, then the boundary of the image of F can only be populated by critical values.
Proof. Assume the contrary. Then because the image of F is compact, its boundary is
non-empty and there exists a point y ∈ M on the boundary of the image of F so that
for some x ∈ N
dFx : TxN → TyM (C.3)
is surjective. Then locally, F is an open map [62, pg. 169]. Then there exists a neighbor-
hood U centered on x such that F (U) is open. But y ∈ F (U) and y lies on the boundary
of a compact image by construction. Contradiction. Thus, no such y exists and so the
differential cannot be surjective at every point x ∈ N that maps to the boundary of the
image of F .
C.3 Lemma 5.1.3
Lemma. The critical values of f that arise due to f having rank zero occur at isolated points.
In particular, these points are the n-th roots of unity.







Ref and 0 !=
∂
∂θj
Imf, ∀j = 1, . . . , n− 1 (C.4a)
⇐⇒ 0 != ∂f
∂θj
, ∀j = 1, . . . , n− 1 (C.4b)





, ∀j = 1, . . . , n− 1 (C.4c)
=⇒ 2πmj = θj +
n−1∑
k=1
θk, mj ∈ Z, ∀j ∈ 1, . . . , n− 1 (C.4d)










=⇒ θj = −
2πc
n
+ 2πmj, ∀j ∈ 1, . . . , n− 1 (C.5b)





, c ∈ Z (C.5c)
which describes the n-th roots of unity.
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C.4 Theorem 5.1.2
Theorem. If we define













≤ θ ≤ 2π − 2π(p+ c)
n
, p = 1, . . . , n− 1, c = 0, . . . , n− 1}
(C.7)
The parameter p arises because in the general rank 1 situation, the Jacobian of f has p columns
that are equal (up to a factor of−1) and the remaining n−p−1 columns vanish. Geometrically,
if a circle of radius (n−p)/n rolls anti-clockwise inside of the unit circle, then g(θ, p, 0) describes
the curve mapped out by a point P on this rolling circle. In particular, the point is taken to begin
at P0 = (1, 0) and the next intersection of P with the unit circle occurs at the n-th root of unity
if one counts p roots of unity clockwise from P0, when θ = 2π(1− (p+ c)/n. The parameter c
rotates the family of curves g(θ, p, 0) clockwise by 2πc/n and so the critical values of f are the
union of the family of curves where the initial points on the rolling circles begin at each of the
roots of unity and connect to every other root of unity.
Proof. Let rank f = 1 (we will re-examine the case where rank f = 0 at the end of the
proof). Then the Jacobian of f contains at least one non-zero column and exactly one
linearly independent column. Without loss of generality (we can shuffle coordinates
{θj} in the domain without changing the results of the theorem), we choose this to be
the first column of the Jacobian. Then rank(f) = 1 at a point is equivalent to the simul-
taneous vanishing of the determinant of every 2× 2 matrix formed by the first column
and each other column of the Jacobian, because all non-vanishing column vectors must






 − sin(θ1)− sin(
n−1∑
k=1











 , ∀i = 2, . . . , n− 1
(C.8a)










θk for ease of notation. We can simplify the above condition further if we
use the double angle identity on the first term and apply the following identities for
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sums of sinusoids to the second and third term:






















Then for the determinant condition, we have that
0
!







































θk, ∀i = 2, . . . , n− 1
(C.10c)
Notice that if the factor sin((θ1 + x)/2) vanishes, then the first column in the Jacobian
vanishes, which is not the case by assumption. We can see this by using the identities





















































One of each condition must hold independently for each value of i if rank f=1. How-
ever, both cannot hold simultaneously for a given value of i, because this would mean
that
θi = θ1 + 2πqi, and θi = −x+ 2πsi, qi, si ∈ Z (C.13)
which would again imply that sin((θ1 + x)/2) vanishes, that is that the first column
in the Jacobian vanishes, which is not the case by assumption. Note that separately,
the first condition in eq. (C.13) says that the i-th column of the Jacobian equals the
first column of the Jacobian up to a possible factor of -1 and the second condition in
eq. (C.13) says that the i-th column of the Jacobian vanishes.
Altogether, the general situation is as follows: at a critical value where f is rank 1,
p columns of the Jacobian are equal to the first column of the Jacobian (up to a possible
factor of -1) and the remaning n−p−1 columns vanish. We can interchange coordinates
{θi} in the chart in the domain of f so that, without loss of generality, for i = 2, . . . , p,
θi obeys the first condition in eq. (C.13) and for i = p+ 1, . . . n− 1, θi obeys the second
condition in eq. (C.13).
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θk + 2πsi, i = p+ 1, . . . , n− 1, si ∈ Z (C.14a)






qk + 2πsi, i = p+ 1, . . . , n− 1, si, qk ∈ Z
(C.14b)
We can sum over i to obtain
n−1∑
i=p+1
θi = −p (n− p− 1) θ1 − (n− p− 1)
n−1∑
j=p+1












p (n− p− 1)






















si, i = p+ 1, . . . , n− 1
(C.14e)
Using the first condition in eq. (C.13) and the just-derived condition eq. (C.14e) for
i = 2, . . . p and i = p+ 1, . . . , n− 1 respectively, we can rewrite every θi in f in terms of
θ1:








, p = 1, . . . , n− 1, c ∈ Z (C.15)
where we have dropped the subscript on θ1 and for convenience we have dropped
unnecessary additional factors of 2π in the complex exponents.
The set of all points {g(θ, p, c)} is the set of all critical values that occur when f has
rank 1, as we have shown. However, we also recognise that g(θ, n− 1, 0) defines the n-
cusp hypocycloid inscribed in the unit circle. The points at which g(θ, n− 1, 0) touches
the unit circle are the n-th roots of unity, which are the critical values of f when f has
rank 0, according to Lemma 5.1.3. Thus {g(θ, p, c)} contains all of the critical values of
f , as claimed in the statement of the theorem.
Now let’s prove the geometric interpretation of g(θ, p, c). First, we will derive
the equation for the n-cusp hypocycloid and then modify this derivation to describe
g(θ, p, c). The setup is displayed in Figure C.11:
1I have essentially redrawn the animation of [63], modified to account for a slight modification in
the derivation that I’ve chosen to use.








FIGURE C.1: A circle of radius r rolls inside of the unit circle. A point P
on the inner circle begins at P0 and traces out a hypocycloid (blue) as θ
varies. The arc length 1 · θ on the unit circle is equal to r(θ + t) (orange).
A point P on a circle of radius r traces out a curve as this circle rolls inside of the unit
circle. The point P has initial condition P0 where we (temporarily) choose P0 = (1, 0).










where t measures the angle (clockwise) from a line through the center of the smaller
circle that is parallel to the x axis. The position of the center of the small circle relative






(1− r) cos θ
(1− r) sin θ
)
(C.17)
We can relate θ and t by observing that the arc lengths in Figure C.1 are related by







Then to describe the position of P relative to the center of the large circle as θ varies,
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Let’s compare this to our case g(θ, p, c). If we identify r = (n−p)/n (which is always
positive, so this identification is valid) we have
(
Re g(θ, p, k)
Im g(θ, p, k)
)
=



























=⇒ θ + 2πc
n
= r(θ + t), c = 0, . . . , n− p− 1 (C.21b)
then we observe that eq. (C.21b) is the equation for a point on a circle of radius r =
(n − p)/n rolling inside of the unit circle, where the point P began its motion at one
of the n roots of unity, resulting in an additional term 2πc/n being added to θ, to give
the correct arc lengths depicted in orange in Figure C.1. Furthermore, the point on the
inner circle only touches the unit circle once it has completed a full revolution. The




which is equal to the arc length mapped out on the unit circle. If P0 was at θ0 = −2πc/n,









after a rull revolution of the inner circle. This means that P0 is located by counting c
roots of unity clockwise from (1, 0) and the curve traced out by P touches the unit circle
for the first time after P0 at a position located by counting p roots of unity clockwise
from P0. Altogether, we realise that the critical values of f are precisely all of the
curves that connect the different n roots of unity in all possible ways by circles of radius
(n−p)/n. This exact understanding of the parameters θ, p, c allows us to redefine these
parameters in a more natural way. In particular, we can restrict θ to only apply one
revolution of the inner circle and then allow c to vary so that curves are generated with
P0 located at each of the roots of unity. This gives
−2πc
n
≤ θ ≤ 2π − 2π(p+ c)
n
, p = 1, . . . , n− 1, c = 0, . . . , n− 1 (C.24)
as in the statement of the theorem, which completes the proof.
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C.5 Proposition 5.2.1




∣∣∣∣tr(U1U2)− 1n tr(U1) tr(U2)
∣∣∣∣ ≤ 1 (C.25)
Proof. For square matrices A,B with entries in C we have the inner product
〈A,B〉 = tr(A†B) (C.26)




∣∣∣∣tr(U1U2)− 1n tr(U1) tr(U2)
∣∣∣∣2 = 1n2
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C.6 Proposition 5.2.2








We provide two proofs:





αi |ui〉 〈ui| , U2 =
n∑
j=1
βj |vj〉 〈vj| , U3 =
n∑
k=1
γk |wk〉 〈wk| (C.29)
where αi, βj, γk are the eigenvalues of U1, U2, U3 respectively and |ui〉 , |vj〉 , |wk〉 are the








| 〈ui, vj〉 |2 +
1
n2





〈ui, wk〉 〈wk, vj〉 〈vj, ui〉
))
(C.30)










| 〈ui, vj〉 |2 +
1
n2





〈ui, wk〉 〈wk, vj〉 〈vj, ui〉
)
(C.32)
is always positive. To see this, notice that since 〈vj| and |vj〉 are common to each term
in the expression, we can write
〈vj|X2 |vj〉 = | 〈ui, vj〉 |2 +
1
n2













because the eigenvectors are orthonormal. Then X is explicitly Hermitian and so X2 is
positive-definite, meaning 〈vj|X2 |vj〉 ≥ 0, ∀i, j, k.
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| 〈ui, vj〉 |2 +
1
n2





〈ui, wk〉 〈wk, vj〉 〈vj, ui〉
)
(C.34b)

















| 〈ui, vj〉 |2 +
1
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|O22| ≤ 1 (C.37)
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Proof. Second proof - We use the Cauchy-Schwarz inequality. Let
A = U †2 (C.38a)







where { , } denotes the anticommutator. Then
1
(n2 − 1)2





(n2 − 1)2 |〈A,B〉|
2 (C.39b)
≤ 1
(n2 − 1)2 〈A,A〉 〈B,B〉 (C.39c)
=
n

















































































































∣∣ tr(U1)∣∣∣∣ tr(U †3)∣∣∣∣ tr(U1U †3)∣∣ cosα (C.40b)
























∣∣ tr(U1)∣∣∣∣ tr(U †3)∣∣∣∣ tr(U1U †3)∣∣
(C.40c)
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Then, following on from eq. (C.39j), we have
1












∣∣ tr(U1)∣∣∣∣ tr(U †3)∣∣∣∣ tr(U1U †3)∣∣) (C.41b)
We have established that |tr(U)|
n
≤ 1 for any U ∈ SU(n) and because n4 − 4n2 ≥ 0 for
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