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WELL-POSEDNESS OF THE ERICKSEN-LESLIE SYSTEM FOR
THE OSEEN-FRANK MODEL IN L3uloc(R
3)
MIN-CHUN HONG AND YU MEI
Abstract. We investigate the Ericksen-Leslie system for the Oseen-Frank
model with unequal Frank elastic constants in R3. To generalize the result
of Hineman-Wang [12], we prove existence of solutions to the Ericksen-Leslie
system with initial data having small L3
uloc
-norm. In particular, we use a
new idea to obtain a local L3-estimate through interpolation inequalities and
a covering argument, which is different from the one in [12]. Moreover, for
uniqueness of solutions, we find a new way to remove the restriction on the
Frank elastic constants by using the rotation invariant property of the Oseen-
Frank density. We combine this with a method of Li-Titi-Xin [23] to prove
uniqueness of the L3
uloc
-solutions of the Ericksen-Leslie system assuming that
the initial data has a finite energy.
1. Introduction
Liquid crystals are states of matter intermediate between solid crystals and nor-
mal isotropic liquids. One of the most common liquid crystal phases is nematic. It
is composed of rod like molecules which exhibit optically distinguished local direc-
tions, unlike a liquid, but lacking the lattice structure of a solid. The macroscopic
description of nematic liquid crystal flows is based on the continuum model for
configuration of crystals and conservation laws for anisotropic fluids. In their sem-
inal works, Oseen [30] and Frank [8] established variational theory for the static
configurations of liquid crystals through seeking the director vector u ∈ H1(Ω, S2)
to minimize the (Oseen-Frank) elastic distortion energy
E(u) =
ˆ
Ω
W (u,∇u)dx,(1.1)
where the free energy density W (u,∇u) is of the form
W (u,∇u) =k1(div u)
2 + k2(u · curl u)
2 + k3|u× curl u|
2(1.2)
+ (k2 + k4)
(
tr(∇u)2 − (div u)2
)
.
Here k1, k2, k3, k4 are the Frank elastic constants, which are usually assumed to
satisfy Ericksen’s inequalities ([7], [2])
(1.3) k1 > 0, k2 > |k4|, k3 > 0, 2k1 ≥ k2 + k4.
The first three terms on the right hand of (1.2) are associated with the splay,
twist, bend characteristic deformations respectively, and the fourth term there is
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responsible to the surface free energy term, which is a null Lagrangian, so that the
integral
(k2 + k4)
ˆ
Ω
(
tr(∇u)2 − (div u)2
)
dx
depends only on the boundary value of u. Based on a generalization of the static
Oseen-Frank theory, Ericksen [6] described dynamic behaviors of nematic liquid
crystals by using conservation laws from continuum fluid mechanics around the
1960s. Later, Leslie [22] proposed some constitutive equations for nematic liquid
crystals and completed the hydrodynamic theory of liquid crystals. The Ericksen-
Leslie theory now is one of the most successful theories for modelling the nematic
liquid crystal flow.
In this paper, we investigate the Ericksen-Leslie system for the Oseen-Frank
model with unequal elastic constants in R3. Let v = (v1, v2, v3) be the velocity
field of the fluid, u = (u1, u2, u3) the unit director vector representing the preferred
direction of molecular alignment with its densityW (u,∇u) and p the pressure. The
Ericksen-Leslie system is:
∂tv
i + (v · ∇)vi +∇ip = ∆v
i −∇j(∇iu
kWpkj
),(1.4)
∇ · v = 0,(1.5)
∂tu
i + (v · ∇)ui = ∇α
(
Wpiα − u
kuiWpkα
)
−Wui +Wuku
iuk(1.6)
+Wpkα∇αu
kui +Wpkαu
k∇αu
i.
When k1 = k2 = k3 = 1 and k4 = 0, W (u,∇u) = |∇u|2 in (1.2) and the system
(1.4)-(1.6), which is now called the simplified Ericksen-Leslie system, is a system of
the Navier-Stokes equations coupled with the harmonic map flow.
The global existence of weak solutions to the Ericksen-Leslie system is a long-
standing open problem since 1960s. In order to solve this challenging problem,
Lin and Liu [27, 28] investigated the approximate Ericksen-Leslie system by the
Ginzburg-Laudau functional and proved the global existence of the classical solution
of the approximate Ericksen-Leslie system in 2D and the weak solution of the
same system in 3D. However, Lin and Liu [28] were not able to show whether
the limit of solutions (vε, uε) of the approximate Ericksen-Leslie systems as ε→ 0
satisfies the Ericksen-Leslie system, so there is an open problem whether the limit
of solutions of the approximation system is a solution of the Ericksen-Leslie system.
Based on the result of Struwe [33] on harmonic maps, Lin-Lin-Wang [24] and the
first author [14] independently proved global existence of weak solutions, which
is smooth away from at most finitely many singular times, to the Ericksen-Leslie
system in dimension two. Concerning the effect of Leslie stress tensor, Huang-Lin-
Wang [17] also obtained global existence and regularity of weak solutions in R2.
The uniqueness of weak solutions to the simplified Ericksen-Leslie system in R2 was
proved by Lin-Wang [25] and Xu-Zhang [38]. However, the question on the global
existence to the Ericksen-Leslie system in dimension three remains unresolved. In
view of the study on the Navier-Stokes equations, Huang-Wang [18] established the
local well-posedness and blow-up criteria for the simplified Ericksen-Leslie system.
This result was generalized by Wang-Zhang-Zhang [37] to the simplified Ericksen-
Leslie system with Leslie stress tensor.
In order to prove global existence of weak solutions to the Ericksen-Leslie sys-
tem, it is interesting to prove existence of solutions in R3 with rough initial data
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(v0, u0). Indeed, Lin-Wang [26] proved global existence of weak solutions to the sim-
plified Ericksen-Leslie system in dimension three with rough initial data (v0, u0) ∈
L2(R3) ×H1(R3;S2) with ∇ · v0 = 0 and u0 satisfying the hemisphere condition.
On the other hand, local and global existence of solutions to the Navier-Stokes
equations with rough initial data has been studied by many authors ([4,19–21,31]).
In particular, Kato [19] proved local and global existence of the Navier-Stokes
equations with initial data in L3(R3). Koch-Tartaru [20] investigated local and
global existence of the Navier-Stokes equations with rough initial data in BMO−1.
Inspired by these results on the Navier-Stokes equations, Wang [34] established
the well-posedness for the simplified Ericksen-Leslie system with rough initial data
(v0, u0) in BMO
−1×BMO. Hineman-Wang [12] obtained the local well-posedness
to the simplified system with the uniformly locally L3-integrable data of (v0,∇u0)
of small norm. Later, high order space-time regularities of the solution in [34] were
established in [5, 29]. Very recently, Hieber et al. [11] proved existence of strong
solutions to the simplified Ericksen-Leslie system in a bounded domain by using
the maximal Lp-regularity theory for abstract quasi-linear parabolic problems.
When the Frank elastic constants ki in (1.2) are unequal, the study of the
Ericksen-Leslie system becomes very complicated. This is because, even in the
static theory, the Euler-Lagrangian equation associated to the energy functional
(1.1) is not standard elliptic for all possible ki and the energy minimizer may not
satisfy the energy monotonicity inequality, which holds for minimizing harmonic
maps. In fact, Hardt-Kinderlehrer-Lin [10] proved existence and partial regularity
of minimizers of the Oseen-Frank energy functional with unequal ki, which is dif-
ferent from minimizing harmonic maps (see also [13]). For further discussion on
the static equilibrium problem with unequal elastic constants, we refer to a recent
survey paper by Ball [1]. As to the Ericksen-Leslie system with unequal ki, the
equation (1.6) for the director vector u is not a standard parabolic equation. In
particular, the maximum principle for |u| is invalid in general. Due to these addi-
tional difficulties, the study of the Ericksen-Leslie system with unequal ki is more
challenging than the study of the simplified system. Hong-Xin [16] proved global
existence of weak solutions with regularities except for at most finitely many sin-
gular times to the Ericksen-Leslie system (1.4)-(1.6) in R2. Later, Wang-Wang [35]
generalized this result to the case of the general Ericksen-Leslie system with Leslie
stress tensor under certain constraints on the Leslie coefficients. The uniqueness of
these global weak solutions in R2 was proved by Wang-Wang-Zhang [36] and Li-
Titi-Xin [23] independently. For the three dimensional problem, Hong-Li-Xin [15]
established the local well-posedness and blow-up criteria of strong solutions to the
Ericksen-Leslie system (1.4)-(1.6) with initial data (v0, u0) ∈ H1(R3)×H2b (R
3, S2)
as well as the convergence of the Ginzburg-Landau approximation system in R3.
Wang-Wang [35] proved the local well-posedness of strong solutions to the general
Ericksen-Leslie system with Leslie stress tensor for an initial data (v0, u0) satisfying
(v0,∇u0) ∈ H2s(R3)×H2s(R3) for s ≥ 2.
The aim of this paper is to establish the well-posedness of (1.4)-(1.6) in R3
with rough initial data (v0, u0). Motivated by the work of Hineman-Wang [12],
we will investigate this problem for initial data with (v0,∇u0) in the uniformly
locally L3-integrable space L3uloc(R
3). It should be remarked that L3uloc(R
3) is a
critical space for the Ericksen-Leslie system in the sense that under the scaling
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(vλ, uλ, pλ)(x, t) =
(
λv(λx, λ2t), u(λx, λ2t), λ2p(λx, λ2t)
)
, one hasˆ
B1/λ
|vλ|3 + |∇uλ|3 dx =
ˆ
B1
|v|3 + |∇u|3 dx
and the Ericksen-Leslie system is invariant. Before stating our main results, let us
first recall the definition of the space L3uloc(R
3).
Definition. The uniformly locally L3-integrable space is defined to be the set of all
functions f ∈ L3loc(R
3) such that
‖f‖L3R(R3) := sup
x∈Rn
‖f‖L3(BR(x)) < +∞
for some R > 0.
One of our main results in this paper is the following existence theorem:
Theorem 1.1. There exist ε0 > 0 and σ > 0 such that if (v0, u0) : R
3 → R3 × S2
satisfying
‖(v0,∇u0)‖L3R0(R
3) ≤ ε0, lim
x→∞
 
B1(x)
|u0(y)− b|
2dy = 0, ∇ · v0 = 0(1.7)
for some constant unit vector b and R0 > 0, then there exist a maximal time
T ∗ ≥ σR20 and a solution (v, u) : R
3 × [0, T ∗)→ R3 × S2 to (1.4)-(1.6) with initial
data (v0, u0) such that
(i) (v,∇u) ∈ C∗([0, T ∗), L3uloc(R
3)) and ‖(v,∇u)(t)‖L∞(0,σR20;L3R0(R
3)) ≤ Cε0
for some absolute constant C.
(ii) (v, u) is regular on (0, T ∗), i.e. (v, u) ∈ C∞((0, T ∗),R3 × S2).
(iii) The maximal existence time T ∗ can be characterized by the condition that
for any 0 < R < +∞, there is a xi ∈ R3 such that
(1.8) lim sup
t→T∗
‖(v,∇u)‖L3(BR(xi)) > ε0.
Here the notation f ∈ C∗([0, T ), L3uloc(R
3)) means that t 7→ f(t) is continuous in
L3R0- norm for any t ∈ (0, T ) and f(t)→ f(0) in L
3
loc(R
3) as t→ 0.
Theorem 1.1 generalizes the existence result of Hineman-Wang [12] for the simpli-
fied Ericksen-Leslie system. We would like to emphasize that our proof of Theorem
1.1 is different from the one in [12]. For the simplified Ericksen-Leslie system (i.e.
k1 = k2 = k3 = 1, k4 = 0), the principle term of the right hand of (1.6) is ∆u, so
one has the following property:ˆ
BR
〈∆∇u, |∇u|∇u〉φ2 dx = −
ˆ
BR
|∇u| [|∇u2|2 + |∇|∇u||2]φ2 dx + low term.
Using this property, Hineman-Wang [12] got the key local decay L3-estimate for
the simplified Ericksen-Leslie system under small L3uloc-norm of (v0,∇u0). How-
ever, when k1, k2, k3 are unequal, the principle term of the right hand of (1.6) is
∇α(Wpiα(u,∇u)), which is completely different from ∆u
i, so we cannot expect to
follow the same idea in [12] to get the L3-energy-dissipative structure. To overcome
this difficulty, we present a new method to derive the local L3-estimate for the rough
initial data (v0, u0) satisfying (1.7). More precisely, we observe that the L
2-energy-
dissipative structure for the nonlinear term in (1.6) always holds true due to |u| = 1.
Hence, under the assumption that the local L3-energy of (v,∇u) is small, we first
derive two key estimates for 1
R
´
BR(x0)
|v|2+|∇u|2dx and R
´
BR(x0)
|∇v|2+|∇2u|2dx
The Ericksen-Leslie system 5
(away from the initial time) by standard energy methods and covering arguments.
Furthermore, we verify the smallness assumption of local L3-energy of (v,∇u) based
on these local estimates and the following interpolation inequality (c.f. [3])ˆ
Br
|f |3dx ≤ C(
1
r
ˆ
Br
|f |2dx)
3
4 (r
ˆ
Br
|∇f |2dx)
3
4 + C(
1
r
ˆ
Br
|f |2dx)
3
2 .
In this process, we need three different kinds of space-time estimates for the pressure
in L
3
2 , L2 and L3. The proof of these key estimates on the pressure is based on the
well-known Calderon-Zygmund theory (c.f [32]) and covering arguments. Then, we
obtain a uniform estimate in L3uloc(R
3) of (v,∇u) and uniform lower bounds of the
existence time by complicated covering arguments (see Section 4 for more details).
Moreover, with the uniform estimates of the small local L3-norm of (v,∇u) in
hand, we derive local higher regularity estimates such as
´
B
|∇k+1u|2 + |∇kv|2 dx
for any k ≥ 1 based on a standard energy method and an induction argument.
Such kind of local higher regularity estimates was established by Huang-Lin-Wang
[17] for the simplified Ericksen-Leslie system with Leslie stress tensor in R2 and
similar global higher regularity estimates were obtained by Wang-Wang [35] for the
general Ericksen-Leslie system in R2. Finally, the characterization of maximal time
is proved by contradiction.
As a consequence of Theorem 1.1, we have the following global existence result:
Corollary 1.2. Let (v0, u0) be the initial data in L
3(R3,R3) × W˙ 1,3(R3, S2) with
∇ · v0 = 0 and u0(x) → b as |x| → ∞ for some unit vector b. Then there exists a
positive constant ε0 such that if
(1.9) ‖v0‖L3(R3) + ‖u0‖W˙ 1,3(R3) ≤ ε0,
then the system (1.4)-(1.6) with the initial data (v0, u0) has a solution (v, u) such
that
(v, u) ∈ C∞(R3 × (0,+∞)) ∩ C([0,+∞), L3(R3,R3)× W˙ 1,3(R3, S2)).
Here W˙ 1,3(R3) denotes the standard homogeneous Sobolev spaces.
In the second part of this paper, we prove the uniqueness of L3uloc-solutions in
Theorem 1.1. We set
H1b (R
3;S2) = {u : u− b ∈ H1(R3,R3), and |u| = 1 a.e. in R3}
for some b ∈ S2. Then, our uniqueness theorem is stated as follows:
Theorem 1.3. Let (v0, u0) be the initial data satisfying the assumption (1.7) in
Theorem 1.1. Moreover, assume that (v0, u0) satisfy
(1.10) (v0, u0) ∈ L
2(R3;R3)×H1b (R
3;S2).
Then, the solution to (1.4)-(1.6) with initial data (v0, u0) is unique.
To prove the uniqueness of weak solutions to the Ericksen-Leslie system, we use
the idea of Li-Titi-Xin [23] by introducing the vector field (−∆+ I)−1v, but they
needed a condition of k1, k2, k3 being close to a positive constant to handle the
terms involving W (u,∇u). In this paper, we are able to remove the restriction of
the Frank constants ki in the L
2-norm estimate of the difference of two solutions
to the director equation obtained in [23] by using the rotation invariant property
of W (u,∇u). The similar idea was also used by the first author [13] to prove the
partial regularity of weak solutions to the static Oseen-Frank system. Furthermore,
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the idea of proving Theorem 1.3 can also be used to prove the uniqueness of weak
solutions to (1.4)-(1.6) in R2, which gives an affirmative answer to the uniqueness
question in [16]. Comparing with the uniqueness result of Wang-Wang-Zhang [36]
in R2 by using the Littlewood-Paley theory, our method in the L2 framework seems
much simpler than theirs. It should be remarked that Hineman-Wang [12] proved
the uniqueness of L3ulco-solutions to the simplified Ericksen-Leslie system without
the initial finite energy assumption (1.10). However, it seems difficult for us to
apply the same idea, which relies on the properties of heat kernel, to the system
(1.4)-(1.6) with unequal ki.
Remark 1.4. For the general Ericksen-Leslie system with Leslie stress tensor,
the energy-dissipation law is complicated and the local pressure estimates even for
the simplified case require much more technique details, so we will investigate this
problem in a forthcoming paper.
The rest of this paper is organized as follows. In Section 2, we prove some
key local a prior estimates to the Ericksen-Leslie system (1.4)-(1.6). In Section 3,
higher regularity estimates are derived under a smallness assumption. In Section 4,
we prove existence of L3uloc-solutions and characterize the maximal existence time.
Finally, in Section 5, we prove the uniqueness of L3uloc-solutions.
2. Key local estimates
In this section, we derive a priori estimates for smooth solutions to the Ericksen-
Leslie system (1.4)-(1.6). Under the physical constrain condition (1.3), it is clear
that there exists a a = min{k2, k3, k2 + k4} > 0 such that
(2.1) W (z, p) ≥ a|p|2, W
piαp
j
β
(z, p)ξiαξ
j
β ≥ a|ξ|
2, ∀z ∈ R3, p, ξ ∈M3×3,
which follows from the identities
|∇u|2 = tr(∇u)2 + |curl u|2, |curl u|2 = (u · curl u)2 + |u× curl u|2.
Moreover, W (u, p) is quadratic in both u and p which yields that
|W (u,∇u)| ≤ C|u|2|∇u|2, |Wui(u,∇u)| ≤ C|u||∇u|
2,
|Wuiuj (u,∇u)| ≤ C|∇u|
2, |Wpiα(u,∇u)| ≤ C|u|
2|∇u|,(2.2)
|W
piαp
j
β
(u,∇u)| ≤ C|u|2, |W
uip
j
β
(u,∇u)| ≤ C|u||∇u|.
In order to obtain the a priori estimates, we start from the following local energy
inequality.
Lemma 2.1. Let (u, v) be a smooth solution to (1.4)-(1.6) in R3 × (0, T ). Then
for any φ ∈ C∞0 (R
3), it holds that, for any t ∈ (0, T ),ˆ
R3
(|v(t)|2 + |∇u(t)|2)φ2dx+
ˆ t
0
ˆ
R3
(|∇v|2 + a|∇2u|2)φ2dxds
≤
ˆ
R3
(|v0|
2 + |∇u0|
2)φ2dx + 4
ˆ t
0
ˆ
R3
(p− c(s))v · ∇φφdxds(2.3)
+ C
ˆ t
0
ˆ
R3
(|v|4 + |∇u|4)φ2dxds+ C
ˆ t
0
ˆ
R3
(|v|2 + |∇u|2)|∇φ|2dxds,
where c(t) is an arbitrary temporal function and C is an absolute constant.
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Proof. Multiplying (1.4) by viφ2, integrating by parts, and using (1.5), (2.2) and
Young’s inequality, we obtain
1
2
d
dt
ˆ
R3
|v|2φ2dx+
ˆ
R3
|∇v|2φ2dx
= 2
ˆ
R3
(p− c(t))v · ∇φφdx +
ˆ
R3
|v|2v · ∇φφdx + 2
ˆ
R3
φvi∇vi · ∇φdx
+
ˆ
R3
∇iu
kWpkj
∇jv
iφ2dx+ 2
ˆ
R3
∇iu
kWpkj
vi∇jφφdx,(2.4)
≤
1
2
ˆ
R3
|∇v|2φ2dx+ 2
ˆ
R3
(p− c(t))v · ∇φφdx
+ C
ˆ
R3
(|v|4 + |∇u|4)φ2dxds+ C
ˆ
R3
|v|2|∇φ|2dx,
where c(t) is a temporal function to be chosen later.
Multiplying (1.6) by ∆uiφ2 and integrating over R3, we have
ˆ
R3
∂tu
i∆uiφ2dx+
ˆ
R3
(v · ∇)ui∆uiφ2dx
=
ˆ
R3
∇αWpiα∆uiφ
2dx−
ˆ
R3
∇α
(
ukuiWpkα
)
∆uiφ
2dx
+
ˆ
R3
Wpkαu
k∇αu
i∆uiφ2dx−
ˆ
R3
Wui(∆u
i − uiuk∆uk)φ2dx(2.5)
+
ˆ
R3
Wpkα∇αu
kui∆uiφ2dx.
Integrating by parts gives
ˆ
R3
∂tu
i∆uiφ2dx = −
ˆ
R3
∇uit∇u
iφ2dx− 2
ˆ
R3
uit∇u
iφ∇φdx(2.6)
= −
1
2
d
dt
ˆ
R3
|∇u|2φ2dx− 2
ˆ
R3
uit∇u
iφ∇φdx.
Integrating by parts twice and using ∇βWpiα =Wpiαp
j
γ
∇2βγu
j +Wpiαuj∇βu
j yield
ˆ
R3
∇αWpiα∆u
iφ2dx
=
ˆ
R3
∇βWpiα∇
2
βαu
iφ2dx+ 2
ˆ
R3
Wpiα
(
∇2βαu
i∇βφ−∆u
i∇αφ
)
φdx
=
ˆ
R3
W
piαp
j
γ
∇2βγu
j∇2βαu
iφ2dx+
ˆ
R3
Wpiαuj∇βu
j∇2βαu
iφ2dx(2.7)
+ 2
ˆ
R3
Wpiα
(
∇2βαu
i∇βφ−∆u
i∇αφ
)
φdx.
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Noting that −ui∆ui = |∇u|2 due to |u| = 1, one has
−
ˆ
R3
∇α
(
ukuiWpkα
)
∆uiφ
2dx+
ˆ
R3
Wpkαu
k∇αu
i∆uiφ2dx
= −
ˆ
R3
(
uk∇αWpkα +∇αu
kWpkα
)
ui∆uiφ2dx(2.8)
=
ˆ
R3
(
ukW
pkαp
j
β
∇2αβu
j + ukWpkαuj∇αu
j +∇αu
kWpkα
)
|∇u|2φ2dx.
Substituting (2.6)-(2.8) into (2.5) gives
1
2
d
dt
ˆ
R3
|∇u|2φ2dx+
ˆ
R3
W
piαp
j
γ
∇2βγu
j∇2βαu
iφ2dx
= −
ˆ
R3
Wpiαuj∇βu
j∇2βαu
iφ2dx−
ˆ
R3
Wpkα∇αu
kui∆uiφ2dx
−
ˆ
R3
(
ukW
pkαp
j
β
∇2αβu
j + ukWpkαuj∇αu
j +∇αu
kWpkα
)
|∇u|2φ2dx(2.9)
+
ˆ
R3
Wui(∆u
i − uiuk∆uk)φ2dx+
ˆ
R3
v · ∇ui∆uiφ2dx
− 2
ˆ
R3
Wpiα
(
∇2βαu
i∇βφ−∆u
i∇αφ
)
φdx − 2
ˆ
R3
uit∇u
iφ∇φdx.
Thus, it follows from (2.1), (2.2) and Young’s inequality that
1
2
d
dt
ˆ
R3
|∇u|2φ2dx+ a
ˆ
R3
|∇2u|2φ2dx
≤
ˆ
R3
(|∇u|2 + |v||∇u|)|∇2u|φ2dx(2.10)
+
ˆ
R3
(|v||∇u|+ |∇2u|+ |∇u|2)|∇u|φ|∇φ|dx
≤
a
2
ˆ
R3
|∇2u|2φ2dx+ C
ˆ
R3
(|v|4 + |∇u|4)φ2dx + C
ˆ
R3
|∇u|2|∇φ|2dx,
where we have used |∇u|2 = |u ·∆u| ≤ |∇2u| and |∂tu| ≤ |v||∇u|+ |∇u|2 + |∇2u|.
Summing (2.4) with (2.10) and integrating over [0, t], we prove (2.3). 
Lemma 2.2. Let (u, v) be a smooth solution to (1.4)-(1.6) in R3 × (0, T ). Then
for any φ ∈ C∞0 (R
3), it holds that, for any t ∈ (τ, T ),ˆ
R3
(|∇v(t)|2 + |∇2u(t)|2)φ6dx +
ˆ t
τ
ˆ
R3
(|∇2v|2 + a|∇3u|2)φ6dxds
≤
ˆ
R3
(|∇v(τ)|2 + |∇2u(τ)|2)φ6dx
+ 12
ˆ t
τ
ˆ
R3
(p− c(s))(∇vi∇i(φ
5∇φ) −∆viφ5∇iφ)dxds(2.11)
+ C
ˆ t
τ
ˆ
R3
(|v|2 + |∇u|2)(|∇v|2 + |∇2u|2)φ6dxds
+ C
ˆ t
τ
ˆ
R3
(|∇2u|2 + |∇v|2)|∇φ|2φ4dxds,
where c(t) is an arbitrary temporal function and C is an absolute constant.
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Proof. Multiplying (1.4) by ∆viφ6 and integrating over R3, we have
ˆ
R3
∂tv
i∆viφ6dx−
ˆ
R3
|∆v|2φ6dx = −
ˆ
R3
v · ∇vi∆viφ6dx(2.12)
−
ˆ
R3
∇ip∆v
iφ6dx−
ˆ
R3
∇j
(
∇iu
kWpkj
)
∆viφ6dx.
It follows from integrating by parts, using (1.4) and (1.5) that
ˆ
R3
vit∆v
iφ6dx = −
1
2
d
dt
ˆ
R3
|∇v|2φ6dx + 6
ˆ
R3
vit∇v
iφ5∇φdx
= −
1
2
d
dt
ˆ
R3
|∇v|2φ6dx − 6
ˆ
R3
v · ∇vi∇viφ5∇φdx
+ 6
ˆ
R3
(p− c)∇vi∇i(φ
5∇φ)dx + 6
ˆ
R3
∆vi∇viφ5∇φdx(2.13)
− 6
ˆ
R3
∇j(∇iu
kWpkj
)∇viφ5∇φdx,
(2.14) −
ˆ
R3
|∆v|2φ6dx = −
ˆ
R3
|∇2v|φ6dx− 6
ˆ
R3
∇iv(∇
2
ijv∇jφ−∆v∇iφ)φ
5dx
and
(2.15)
ˆ
R3
∇ip∆v
iφ6dx = −6
ˆ
R3
(p− c)∆viφ5∇iφdx,
where c(t) ∈ R is a temporal function to be chosen later. Substituting (2.13)-(2.15)
into (2.12), and using (2.2) and Young’s inequality, we obtain
1
2
d
dt
ˆ
R3
|∇v|2φ6dx+
ˆ
R3
|∇2v|2φ6dx
= 6
ˆ
R3
(p− c)
(
∇vi∇i(φ
5∇φ) −∆viφ5∇iφ
)
dx
+
ˆ
R3
(
v · ∇vi +∇j(∇iu
kWpkj
)
) (
∆viφ6 − 6∇viφ5∇φ
)
dx(2.16)
+ 6
ˆ
R3
∆vi∇viφ5∇φ− 6
ˆ
R3
∇iv(∇
2
ijv∇jφ−∆v∇iφ)φ
5dx
≤
1
2
ˆ
R3
|∇2v|2φ6dx+ 6
ˆ
R3
(p− c)
(
∇vi∇i(φ
5∇φ)−∆viφ5∇iφ
)
dx
+ C
ˆ
R3
(|v|2|∇v|2 + |∇u|2|∇2u|2)φ6dx+ C
ˆ
R3
|∇v|2|∇φ|2φ4dx.
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Differentiating (1.6) in xβ , multiplying the resulting equation by −∇β∆uiφ6 and
integrating over R3 give
−
ˆ
R3
∂t∇βu
i∇β∆u
iφ6dx+
ˆ
R3
∇2βαWpiα∇β∆u
iφ6dx
=
ˆ
R3
∇β
(
∇α(u
kuiWpkα)−Wpkαu
k∇αu
i
)
∇β∆u
iφ6dx
+
ˆ
R3
∇β(v · ∇u
i)∇β∆u
iφ6dx+
ˆ
R3
∇βWui∇β∆u
iφ6dx(2.17)
−
ˆ
R3
∇β
(
Wuku
kui +Wpkα∇αu
kui
)
∇β∆u
iφ6dx.
Integrating by parts yields that
−
ˆ
R3
∂t∇βu
i∇β∆u
iφ6dx =
1
2
d
dt
ˆ
R3
|∇2u|2φ6dx+ 6
ˆ
R3
∂t∇βu
i∇2βαu
iφ5∇αφdx.
(2.18)
It follows from Young’s inequality that
6
ˆ
R3
∂t∇βu
i∇2βαu
iφ3∇αφdx
≤
a
8
ˆ
R3
|∇3u|2φ6dx+ C
ˆ
R3
(|∇v|2 + |∇2u|2)|∇φ|2φ4dx(2.19)
+ C
ˆ
R3
(|v|2 + |∇u|2)|∇2u|2φ6dx,
where we have used
|∂t∇u| ≤ C(|∇v||∇u|+ |v||∇
2u|+ |∇u||∇2u|+ |∇3u|),
which follows from (1.6) and (2.2). Integrating by parts twice, we note
ˆ
R3
∇2βαWpiα∇β∆u
iφ4dx =6
ˆ
R3
∇βWpiα(∇
3
αβγu
i∇γφ−∇β∆u
i∇αφ)φ
5dx(2.20)
+
ˆ
R3
∇2γβWpiα∇
3
αβγu
iφ6dx.
Since W (u, p) is quadratic in u and p, we have
∇2γβWpiα =∇γ
(
Wujpiα(u,∇u)∇βu
j +Wpiα(u,∇∇βu)
)
=Wujpiα(u,∇u)∇
2
γβu
j +Wujpiα(∇γu,∇u)∇βu
j
+Wujpiα(u,∇γ∇u)∇βu
j +Wujpiα(u,∇∇βu)∇γu
j
+W
p
j
l p
i
α
(u,∇∇βu)∇
3
βγlu
j.
It follows from (2.1) that
ˆ
R3
W
piαp
j
l
(u,∇β∇u)∇
3
βγlu
j∇3αβγu
iφ6dx ≥ a
ˆ
R3
|∇3u|2φ6dx.(2.21)
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By using (2.2) and Young’s inequality, one hasˆ
R3
[Wujpiα(u,∇u)∇γβu
j +Wujpiα(u,∇γ∇u)∇βu
j
+Wujpiα(∇γu,∇u)∇βu
j +Wujpiα(u,∇β∇u)∇γu
j]∇3αβγu
iφ6dx(2.22)
≤
a
16
ˆ
R3
|∇3u|2φ6dx+ C
ˆ
R3
|∇u|2|∇2u|2φ6dx,
where we have used the fact |∇u|4 = |∆u|2 for |u| = 1. It is clear that
6
ˆ
R3
∇βWpiα(∇
3
αβγu
i∇γφ−∇β∆u
i∇αφ)φ
5dx
≤ C
ˆ
R3
(|∇u|2 + |∇2u|)|∇3u||∇φ|φ5dx(2.23)
≤
a
16
ˆ
R3
|∇3u|2φ6dx+ C
ˆ
R3
(∇2u|2 + |∇u|4)|∇φ|2φ4dx.
Substituting (2.21)-(2.23) into (2.20), we haveˆ
R3
∇2βαWpiα∇β∆u
iφ6dx(2.24)
≥
7a
8
ˆ
R3
|∇3u|2φ6dx− C
ˆ
R3
|∇u|2|∇2u|2φ6dx − C
ˆ
R3
|∇2u|2|∇φ|2φ4dx.
For the terms on the right hand of (2.17), since |u|2 = 1 implies
ui∇β∆u
i +∇βu
i∆ui = −∇β|∇u|
2,
one has ˆ
R3
∇β
(
∇α(u
kuiWpkα) +Wpkαu
k∇ui
)
∇β∆u
iφ6dx
=
ˆ
R3
∇2αβ
(
ukWpkα
)
ui∇β∆u
iφ6dx+
ˆ
R3
∇βu
i∇α
(
ukWpkα
)
∇β∆u
iφ6dx(2.25)
≤
a
8
ˆ
R3
|∇3u|2φ6dx+ C
ˆ
R3
|∇u|2|∇2u|2φ6dx.
From (2.2), other remaining terms on the right hand of (2.17) can be easily con-
trolled by
a
8
ˆ
R3
|∇3u|2φ6dx+ C
ˆ
R3
(|∇2u|2|∇u|2 + |v|2|∇2u|2 + |∇v|2|∇u|2)φ6dx.(2.26)
Substituting (2.18), (2.19) and (2.24)-(2.26) into (2.17), we have
1
2
d
dt
ˆ
R3
|∇2u|2φ6dx+
a
2
ˆ
R3
|∇3u|2φ6dx(2.27)
≤ C
ˆ
R3
(|v|2 + |∇u|2)|∇2u|2φ6dx+ C
ˆ
R3
|∇2u||∇φ|2φ4dx.
Summing (2.16) with (2.27) and integrating over [τ, t] give (2.11). 
The following lemma gives local estimates of pressure under the smallness as-
sumption of L3 norm of (v,∇u). The idea of proof, which has been used in [12,21],
relies on the well-known Calderon-Zygmund theory [32] and covering arguments.
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Lemma 2.3. Let (u, v) be a smooth solution to (1.4)-(1.6) in R3 × (0, T ) and φ be
a cut-off function satisfying 0 ≤ φ ≤ 1, supp φ ⊂ BR(x0) for some x0 ∈ R3 and
|∇φ| ≤ C
R
. Assume that
(2.28) sup
0≤s≤t,y∈R3
ˆ
BR(y)
|∇u(x, s)|3 + |v(x, s)|3dx ≤ ε31.
Then, there exists a c(t) ∈ R such that the pressure p satisfies the follow estimates
ˆ t
0
ˆ
R3
(p− c(s))
3
2φ
3
2 dxds ≤ Cε31t,(2.29)
ˆ t
0
ˆ
R3
(p− c(s))2φ2dxds ≤ Cε21
ˆ t
0
ˆ
R3
(|∇2u|2 + |∇v|2)φ2dxds(2.30)
+
Cε21t
R2
(
sup
0≤s≤t,y∈R3
ˆ
BR
2
(y)
|∇u|2 + |v|2dx
)
,
ˆ t
τ
ˆ
R3
(p− c(s))3φ6dxds ≤ C
ˆ t
τ
ˆ
R3
(|∇u|6 + |v|6)φ6dx +
C(t− τ)
R3
ε61.(2.31)
Proof. Taking divergence in both sides of (1.4), the pressure p satisfies the elliptic
equation
−∆p = ∇ij [∇iu
kWpkj
+ vjvi], on R3 × [0, T ],
which implies
p = RiRj(F
ij), F ij := ∇iu
kWpkj
+ vjvi,
where Ri is the i-th Riesz transform on R3. Then, we have
(2.32) (p− c)φ = RiRj(F
ijφ) + [φ,RiRj ](F
ij)− cφ
for a cut-off function φ, where the commutator [φ,RiRj ] is defined by
[φ,RiRj ](·) = φRiRj(·)−RiRj(·φ).
Since |F ij | ≤ C(|∇u|2 + |v|2) and the Riesz operator maps Lq into Lq spaces for
any 1 < q < +∞, we have
ˆ t
0
ˆ
R3
|RiRj(F
ijφ)|
3
2 dxds ≤
ˆ t
0
ˆ
R3
(|∇u|3 + |v|3)φ
3
2 dxds ≤ ε31t,(2.33)
ˆ t
0
ˆ
R3
|RiRj(F
ijφ)|2dxds ≤
ˆ t
0
ˆ
R3
(|∇u|4 + |v|4)φ2dxds
(2.34)
≤
ˆ t
0
(ˆ
BR(x0)
|∇u|3 + |v|3dx
) 2
3 (ˆ
R3
|∇uφ|6 + |vφ|6dx
) 1
3
ds
≤ Cε21
(ˆ t
0
ˆ
R3
(|∇2u|2 + |∇v|2)φ2dxds+
ˆ t
0
ˆ
R3
(|∇u|2 + |v|2)|∇φ|2dxds
)
≤ Cε21
ˆ t
0
ˆ
R3
(|∇2u|2 + |∇v|2)φ2dxds+
Cε21t
R2
sup
0≤s≤t,y∈R3
ˆ
BR
2
(y)
|∇u|2 + |v|2dx
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and ˆ t
τ
ˆ
R3
|RiRj(F
ijφ2)|3dxds ≤
ˆ t
τ
ˆ
R3
(|∇u|6 + |v|6)φ6dxds,(2.35)
where we have used the covering of ball BR(x0) by a fixed number of balls with
radius R2 in the last step of (2.34).
Now, we estimate the commutator. Since suppφ ⊂ BR(x0), the commutator can
be expressed as
[φ,RiRj ](F
ij)(x, t) − c(t)φ(x)
=
ˆ
R3
(φ(x) − φ(y))(xi − yi)(xj − yj)
|x− y|5
F ij(y, t)dy − c(t)φ(x)
=
ˆ
B2R(x0)
(φ(x) − φ(y))(xi − yi)(xj − yj)
|x− y|5
F ij(y, t)dy(2.36)
+ φ(x)
[ ˆ
R3\B2R(x0)
(xi − yi)(xj − yj)
|x− y|5
F ij(y, t)dy − c(t)
]
=: f1(x, t) + f2(x, t).
Note that
|f1(x, t)| ≤ CR
−1
ˆ
R3
(|∇u|2 + |v|2)χB2R(x0)
|x− y|2
dy,
and the Hardy-Littlewood-Sobolev inequality hold by
‖Iα(f)‖Lq(Rn) ≤ C‖f‖Lr(Rn),
1
q
=
1
r
−
α
n
,
where Iα(f) :=
´
Rn
f(y)
|x−y|n−α dy. Then it follows from Ho¨lder’s inequality and a
standard covering argument thatˆ t
0
ˆ
R3
|f1(x, s)|
3
2 dxds
≤ CR−
3
2
ˆ t
0
‖(|∇u|2 + |v|2)χB2R(x0)‖
3
2
L1(R3)ds
≤ C
ˆ t
0
ˆ
B2R(x0)
|∇u|3 + |v|3dxds(2.37)
≤ Ct sup
0≤s≤t,y∈R3
ˆ
BR
2
(y)
|∇u|3 + |v|3dx ≤ Cε31t.
Similarly, we have
ˆ t
0
ˆ
R3
|f1(x, s)|
2dxds ≤ CR−2
ˆ t
0
‖(|∇u|2 + |v|2)χB2R(x0)‖
2
L
6
5 (R3)
ds
(2.38)
≤ CR−2
ˆ t
0
‖(|∇u|+ |v|)χB2r(x0)‖
2
L3(R3)‖(|∇u|+ |v|)χB2r(x0)‖
2
L2(R3)ds
≤
Cε21
R2
ˆ t
0
ˆ
B2R(x0)
(|∇u|2 + |v|2)dx ≤
Cε21t
R2
sup
0≤s≤t,y∈R3
ˆ
BR
2
(y)
(|∇u|2 + |v|2)dx
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and ˆ t
τ
ˆ
R3
|f1(x, s)|
3dxds ≤ CR−3
ˆ t
τ
‖(|∇u|2 + |v|2)χB2R(y)‖
3
L
3
2 (R3)
ds
≤ CR−3
ˆ t
τ
(ˆ
B2R(y)
|∇u|3 + |v|3dx
)2
ds(2.39)
≤
C(t− τ)
R3
( sup
τ≤s≤t,x0∈R3
ˆ
BR
2
(x0)
|∇u|3 + |v|3dx)2 ≤
Cε61(t− τ)
R3
.
As in Lemma 3.2 of [12], to estimate the term involving f2(x, t), we choose
c(t) =
ˆ
R3\B2R(x0)
(x0i − yi)(x0j − yj)
|x0 − y|5
F ij(y, t)dy,
which is finite for any approximation data (v, u) ∈ L2(R3) × H˙1(R3). Then, one
has
|f2(x, t)| ≤
∣∣∣φ(x)ˆ
R3\B2R(x0)
( (xi − yi)(xj − yj)
|x− y|5
−
(x0i − yi)(x0j − yj)
|x0 − y|5
)
F ij(y, t)dy
∣∣∣
≤ CRφ(x)
ˆ
R3\B2R(x0)
(|∇u|2 + |v|2)(y)
|x0 − y|4
dy
due to the fact (c.f. [32]) that
|
(xi − yi)(xj − yj)
|x−y|5
−
(x0i − yi)(x0j − yj)
|x0 − y|5
| ≤ C
|x0 − x|
|x0 − y|4
.
Using Ho¨lder’s inequality and a standard covering argument, we obtain
|f2(x, t)| ≤ CR
−3φ(x) sup
y∈R3
ˆ
BR(y)
(|∇u|2 + |v|2)dx
which implies
ˆ t
0
ˆ
R3
|f2(x, t)|
3
2 dxds ≤ C
ˆ t
0
ˆ
R3
(
R−3φ(x) sup
y∈R3
ˆ
BR(y)
(|∇u|2 + |v|2)
) 3
2
dxds
(2.40)
≤ CR−3
ˆ t
0
ˆ
R3
φ
3
2
(
sup
y∈R3
(
ˆ
BR(y)
|∇u|3 + |v|3)
2
3
) 3
2
dxds ≤ Cε31t,
ˆ t
0
ˆ
R3
|f2(x, t)|
2dxds ≤ C
ˆ t
0
ˆ
R3
(
R−3φ(x) sup
y∈R3
ˆ
BR(y)
(|∇u|2 + |v|2)
)2
dxds
(2.41)
≤ CR−5ε21
ˆ t
0
ˆ
R3
φ2

 sup
y∈R3
ˆ
BR
2
(y)
(|∇u|2 + |v|2)

 dxds
≤
Ct
R2
ε21 sup
0≤s≤t,y∈R3
ˆ
BR
2
(y)
(|∇u|2 + |v|2)dx
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and
ˆ t
τ
ˆ
R3
|f2(x, t)|
3dxds ≤ C
ˆ t
τ
ˆ
R3
(
R−3φ(x) sup
y∈R3
ˆ
BR(y)
(|∇u|2 + |v|2)
)3
dxds
(2.42)
≤ C
ˆ t
0
ˆ
R3
(
R−2φ(x) sup
y∈R3
(
ˆ
BR(y)
(|∇u|3 + |v|3))
2
3
)3
dxds ≤
Cε61(t− τ)
R3
.
Collecting (2.32), (2.33), (2.36), (2.37) and (2.40) yields (2.29). Next, combining
(2.32), (2.36), (2.34), (2.38) with (2.41) gives (2.30). Finally, (2.31) follows from
(2.32), (2.35), (2.36), (2.39) and (2.42). Therefore, the desired results are obtained.

Based on the above local estimates lemmas, we have the following propositions.
Proposition 2.4. Let (u, v) be a smooth solution to (1.4)-(1.6) in R3 × (0, T ).
Then, there are constants ε1 > 0 and σ > 0 such that, if
(2.43) ess sup
0≤s≤σR2,y∈R3
ˆ
BR0(y)
|∇u(x, s)|3 + |v(x, s)|3dx < ε31
for some R0, R > 0, then for any x0 ∈ R3, r ≤ R0 and t ≤ min{σr2, σR2}, we have
1
r
ˆ
R3
(|v(t)|2 + |∇u(t)|2)φ2dx+
1
r
ˆ t
0
ˆ
R3
(|∇v|2 + |∇2u|2)φ2dxds
≤
1
r
ˆ
R3
(|v0|
2 + |∇u0|
2)φ2dx+
C
r
ˆ t
0
ˆ
R3
(|v|2 + |∇u|2)|∇φ|2dxds(2.44)
+
C
r
ˆ t
0
ˆ
R3
(p− c(s))v · ∇φφdxds,
where φ is the cut-off function compactly supported in Br(x0) with φ ≡ 1 on
B r
2
(x0) and |∇φ| ≤ Cr−1. Moreover, it holds for any x0 ∈ R3, r ≤ R0 and
t ≤ min{σr2, σR2} that
1
r
ˆ
B r
2
(x0)
|v(t)|2 + |∇u(t)|2dx+
1
r
ˆ t
0
ˆ
B r
2
(x0)
|∇v|2 + |∇2u|2dxds(2.45)
≤ sup
y∈R3
C
r
ˆ
Br(y)
|v0|
2 + |∇u0|
2dx.
Proof. For any x0 ∈ R3 and r ≤ R0, let φ in (2.3) be a cut-off function compactly
supported in Br(x0) with φ ≡ 1 on B r2 (x0) and |∇φ| ≤ Cr
−1. It follows from
Ho¨lder’s inequality, the Sobolev embedding theorem and (2.49) that
C
ˆ t
0
ˆ
R3
(|∇u|4 + |v|4)φ2dx
≤ C
ˆ t
0
(ˆ
Br(x0)
|∇u|3 + |v|3
) 2
3 (ˆ
R3
(|φ∇u|6 + |φv|6)dx
) 1
3
ds(2.46)
≤ Cε21
(ˆ t
0
ˆ
R3
(|∇2u|2 + |∇v|2)φ2dx+
ˆ
R3
(|∇u|2 + |v|2)|∇φ|2dx
)
.
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Choosing ε1 small enough such that Cε1 < min{
1
4 ,
a
4} and substituting (2.46) into
(2.3), we complete the proof of (2.44). To prove (2.45), we use covering arguments
to estimate terms on the right hand side of (2.44). It follows from Young’s equality,
(2.30) and covering argument that
C
ˆ t
0
ˆ
R3
(p− c(s))v · ∇φφdxds
(2.47)
≤
ˆ t
0
ˆ
R3
(p− c(s))2φ2dxds+ C
ˆ t
0
ˆ
R3
|v|2|∇φ|2dxds
≤ Cε21
ˆ t
0
ˆ
R3
(|∇2u|2 + |∇v|2)φ2dxds+
Cε21t
r2
(
sup
0≤s≤t,y∈R3
ˆ
B r
2
(y)
|∇u|2 + |v|2dx
)
and
C
ˆ t
0
ˆ
R3
(|∇u|2 + |v|2)|∇φ|2dxds ≤
Ct
r2
sup
0≤s≤t,y∈R3
ˆ
B r
2
(y)
|∇u|2 + |v|2dx.(2.48)
Substituting (2.46)-(2.48) into (2.3), dividing the resulting equation by r, choosing
σ sufficiently small such that Cσ < 12 and taking super-mum with respect to x0 in
R
3 and 0 ≤ t ≤ min{σR2, σr2}, we have (2.45). 
Proposition 2.5. Let (u, v) be a smooth solution to (1.4)-(1.6) in R3 × (0, T ).
Then, there are constants ε1 > 0 and σ > 0 such that, if
(2.49) ess sup
0≤s≤σR2,y∈R3
ˆ
BR0(y)
|∇u(x, s)|3 + |v(x, s)|3dx < ε31
for some R0, R > 0, then for any x0 ∈ R3, R ≤ R0 and 0 < δt < τ < t = σR2, we
have
R
ˆ
R3
(|∇v(τ)|2 + |∇2u(τ)|2)φ6dx
≤
C
R
ˆ
BR(x0)
|∇u0|
2 + |v0|
2dx+
C
R
ˆ t
0
ˆ
R3
(|v|2 + |∇u|2)|∇φ|2φ4dxds(2.50)
+
C
R
ˆ t
0
ˆ
R3
(p− c(s))v · ∇φφ5dxds +
C
R
ˆ τ
δt
ˆ
R3
(p− c(s))2φ4dxds,
where δ ∈ (12 , 1) is a constant and φ is the cut-off function compactly supported in
BR
2
(x0) with φ ≡ 1 on BR
4
(x0), |∇φ| ≤ CR
−1 and |∇2φ| ≤ CR−2. Moreover, it
holds for any x0 ∈ R
3, R ≤ R0 and 0 < δt < τ < t = σR
2 that
(2.51) R
ˆ
BR
4
(x0)
(|∇v(τ)|2 + |∇2u(τ)|2)dx ≤ sup
y∈R3
C
R
ˆ
BR(y)
|v0|
2 + |∇u0|
2dx.
Proof. For any x0 ∈ R3, let φ in (2.11) be a cut-off function compactly supported
in BR
2
(x0) with φ ≡ 1 on BR
4
(x0), |∇φ| ≤ CR−1 and |∇2φ| ≤ CR−2. By the mean
value theorem, (2.44) and (2.45), for t = σR2, r = R, there exists a δ ∈ (12 , 1) such
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that
t
2R
ˆ
R3
(|∇v(δt)|2 + |∇2u(δt)|2)φ6dx
≤
1
R
ˆ
R3
(|v0|
2 + |∇u0|
2)φ6dx+
C
R
ˆ t
0
ˆ
R3
(|v|2 + |∇u|2)|∇φ|2φ4dxds(2.52)
+
C
R
ˆ t
0
ˆ
R3
(p− c(s))v · ∇φφ5dxds.
By using Young’s inequality, one has
12
ˆ τ
δt
ˆ
R3
(p− c(t))(∇vi∇i(φ
5∇φ)−∆viφ5∇iφ)dxds
≤
1
2
ˆ τ
δt
ˆ
R3
|∇2v|2φ6dxds+
C
R2
ˆ τ
δt
ˆ
R3
|∇v|2φ4dxds(2.53)
+
C
R2
ˆ τ
δt
ˆ
R3
(p− c(t))2φ4dxds.
It follows from Ho¨lder’s inequality and the Sobolev embedding theorem thatˆ τ
δt
ˆ
R3
(|v|2 + |∇u|2)(|∇v|2 + |∇2u|2)φ6dxds
≤
ˆ τ
δt
( ˆ
BR(x0)
|∇u|3 + |v|3dx
) 2
3
(ˆ
R3
(|∇2u|6 + |∇v|6)φ18
) 1
3
ds
≤ Cε21
ˆ τ
δt
ˆ
R3
(|∇3u|2 + |∇2v|2)φ6dxds(2.54)
+ Cε21
ˆ τ
δt
ˆ
R3
(|∇2u|+ |∇v|2)|∇φ|2φ4dxds.
Substituting (2.52)-(2.54) into (2.11) and multiplying the result inequality by R,
we obtain
R
ˆ
R3
(|∇v(τ)|2 + |∇2u(τ)|2)φ6dx +R
ˆ τ
δt
ˆ
R3
(|∇2v|2 + a|∇3u|2)φ6dx
(2.55)
≤ Cε21
ˆ τ
δt
ˆ
R3
(|∇3u|2 + |∇2v|2)φ6dxds+
C
R
ˆ τ
δt
ˆ
R3
(p− c(s))2φ4dxds
+R
ˆ
R3
(|∇v(δt)|2 + |∇2u(δ)|2)φ6dx+
Cε21
R
ˆ τ
δt
ˆ
R3
(|∇2u|+ |∇v|2)φ4dxds.
Choosing ε1 small enough and using (2.52) lead to (2.50). On the other hand, by
using (2.47), (2.48) for r = R, (2.30) and (2.50), we conclude that for any x0 ∈ R
3
and 0 < δt < τ < t = σR2,
R
ˆ
BR
4
(x0)
(|∇v(τ)|2 + |∇2u(τ)|2)dx ≤ sup
y∈R3
C
R
ˆ
BR(y)
|v0|
2 + |∇u0|
2dx.

3. Higher regularity estimates
In this section, we derive higher regularity estimates as follows.
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Lemma 3.1. Let (u, v) be a solution to (1.4)-(1.6) on R3 × (0, T ). There are
constants ε1 > 0 and R0 > 0 such that
ess sup
0≤s≤T,x∈R3
ˆ
BR(x)
|∇u(x, s)|3 + |v(x, s)|3dx < ε31, ∀R ∈ [0, R0].
Then, for all x0 ∈ R3 and t ∈ [τ, T ] with τ ∈ (0, T ), for any k ≥ 0, it holds that
ˆ
BR(x0)
(|∇k+1u(t)|2 + |∇kv(t)|2)dx +
ˆ t
τ
ˆ
BR(x0)
|∇k+2u|2 + |∇k+1v|2dxds(3.1)
≤ C(ε1, τ, k, T,R).
Proof. We prove this lemma by induction. It follows from Lemmas 2.1,-2.2 that
(3.1) holds for k = 0, 1. Assume that (3.1) holds for l ≤ k − 1 with k ≥ 2; i.e. for
any t ∈ (τ, T ) and any l ∈ [0, k − 1]
ˆ
BR(x0)
(|∇l+1u|2 + |∇lv|2)dx +
ˆ T
τ
ˆ
BR(x0)
|∇l+2u|2 + |∇l+1v|2dxds ≤ C.(3.2)
By using the Sobolev embedding theorem in (3.2), we obtain that for l ≥ 2,
(3.3) |∇l−2∇u|+ |∇l−2v| ≤ C, in BR(x0)× (τ, T ).
Now, we prove (3.2) also holds for l = k. Let φ ∈ C∞0 (B2R(x0)) be a cut-off
function with φ ≡ 1 on BR(x0) and |∇φ| ≤
C
R
and |∇2φ| ≤ C
R2
for all R ≤ R0.
Applying ∇k to (1.4), multiplying the resulting equation by ∇kvφ2 and integrat-
ing over R3 give
1
2
d
dt
ˆ
R3
|∇kv|2φ2dx+
ˆ
R3
|∇k+1v|2φ2dx
= −
ˆ
R3
∇k∇jv
i∇kvi∇j(φ
2)dx +
ˆ
R3
∇kp∇kvi∇i(φ
2)dx
+
ˆ
R3
∇k(vjvi)∇j(∇
kvφ2)dx +
ˆ
R3
∇k(∇iu
kWpkj
)∇j(∇
kviφ2)dx(3.4)
=: I1 + I2 + I3 + I4.
It follows from Young’s inequality that
I1 ≤
1
8
ˆ
R3
|∇k+1v|2φ2dx+ C
ˆ
sptφ
|∇kv|2dx.(3.5)
Integration by parts yields
I2 = −
ˆ
R3
∇k−1p∇(∇kvi∇i(φ
2))dx(3.6)
≤
1
8
ˆ
R3
|∇k+1v|2φ2dx+ C
ˆ
sptφ
|∇k−1p|2 + |∇kv|2dx.
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For I3, it follows from (3.2) and (3.3) that
I3 ≤
ˆ
R3
(|v||∇kv|+
k−1∑
j=1
|∇jv||∇k−jv|)(|∇k+1v|φ2 + |∇kv||∇φ|φ)
≤
1
8
ˆ
R3
|∇k+1v|2φ2dx+ C
ˆ
R3
(
|v|2|∇kv|2 + |∇[
k
2 ]v|2|∇⌈
k
2 ⌉v|2
)
φ2dx(3.7)
+ C
ˆ
sptφ
|∇kv|2dx+ C,
which is obvious for k = 2, 3 and also holds for k ≥ 4 due to the fact that |∇[
k
2−1]v| ≤
C when [k2 ] − 1 ≤ k − 3. Here and in the sequel, [c] denotes the integer part of c
and ⌈c⌉ means the smallest integer greater or equal to c. Similarly,
I4 ≤
1
8
ˆ
R3
|∇k+1v|2φ2dx+ C
ˆ
R3
|∇u|2|∇k+1u|2φ2dx(3.8)
+ C
ˆ
R3
|∇[
k+2
2 ]u|2|∇⌈
k+2
2 ⌉u|2φ2dx+ C
ˆ
sptφ
|∇kv|2dx+ C.
Substituting (3.5)-(3.8) into (3.4) yields
1
2
d
dt
ˆ
R3
|∇kv|2φ2dx+
1
2
ˆ
R3
|∇k+1v|2φ2dx
≤ C
ˆ
R3
(|v|2|∇kv|2 + |∇u|2|∇k+1u|2)φ2dx
+ C
ˆ
R3
(
|∇[
k
2 ]v|2|∇⌈
k
2 ⌉v|2 + |∇[
k+2
2 ]u|2|∇⌈
k+2
2 ⌉u|2
)
φ2dx(3.9)
+ C
ˆ
sptφ
|∇k−1p|2 + |∇kv|2dx+ C.
Applying ∇k+1 to (1.6), multiplying the resulting equation by ∇k+1uφ2 and inte-
grating over R3 give
1
2
d
dt
ˆ
R3
|∇k+1u|2φ2dx−
ˆ
R3
∇k+1∇αWpiα∇
k+1uiφ2dx
= −
ˆ
R3
∇k+1
(
∇α
(
ukWpkα
)
ui
)
∇k+1uiφ2dx
+
ˆ
R3
∇k+1
(
Wpkα∇αu
kui
)
∇k+1uiφ2dx(3.10)
−
ˆ
R3
∇k+1
(
Wui −Wuiu
iuk
)
∇k+1uiφ2dx
−
ˆ
R3
∇k+1(v · ∇ui)∇k+1uiφ2dx
=: J1 + J2 + J3 + J4.
Since W (u, p) is quadratic in u, p and
∇βWpiα =Wpiαp
j
γ
∇2βγu
j +Wpiαuj∇βu
j ,
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it follows from integration by parts and (2.1) that
−
ˆ
R3
∇k+1∇αWpiα∇
k+1uiφ2dx
=
ˆ
R3
∇k+1Wpiα∇
k+1∇αu
iφ2dx+
ˆ
R3
∇k+1Wpiα∇
k+1ui∇α(φ
2)dx
=
ˆ
R3
W
piαp
j
γ
∇k∇2βγu
j∇k∇2βαu
iφ2dx+
ˆ
R3
∇k+1Wpiα∇
k+1ui∇α(φ
2)dx
+
ˆ
R3
(
∇k
(
W
piαp
j
γ
∇2βγu
j
)
−W
piαp
j
γ
∇k∇2βγu
j
)
∇k∇2βαu
iφ2dx(3.11)
+
ˆ
R3
∇k
(
Wpiαuj∇βu
j
)
∇k∇2βαu
iφ2dx
≥
7a
8
ˆ
R3
|∇k+2u|2φ2dx− C
ˆ
R3
|∇u|2|∇[
k+1
2 ]u|2|∇⌈
k+1
2 ⌉u|2φ2dx
− C
ˆ
R3
(
|∇u|2|∇k+1u|2 + |∇[
k+2
2 ]u|2|∇⌈
k+2
2 ⌉u|2
)
φ2dx
− C
ˆ
sptφ
|∇k+1u|2φ2dx− C,
which is obvious for the case k = 2 and also holds true for k ≥ 3 since, in this case,
k − 2 ≥ [k2 ] implies |∇
[ k2 ]u| ≤ C.
The right hand side of (3.10) can be estimated as follows.
Since |ui∇k∆ui| ≤
∑k+1
l=1 |∇
lu||∇k+2−l| due to |u|2 = 1 and
∇l(ukWpkα) = ∇
λ1u#∇λ2u+∇µ1u#∇µ2u#∇µ3u#∇µ4u
where λ1 + λ2 = µ1 + µ2 + µ3 + µ4 = l and # denotes the multi-linear map with
constant coefficients, it follows from integration by parts and Young’s inequality
that
J1 =
ˆ
R3
∇k
(
∇α(u
kWpα
k
)
)
ui∇k∆uiφ2dx
+
ˆ
R3
∇k
(
∇α(u
kWpα
k
)ui
)
∇k∇βu
i∇β(φ
2)dx
+
ˆ
R3
[
∇k
(
∇α(u
kWpαk )u
i
)
−∇k
(
∇α(u
kWpαk )
)
ui
]
∇k∆uiφ2dx
≤
a
8
ˆ
R3
|∇k+2u|2φ2dx+ C
ˆ
R3
|∇u|2|∇[
k+1
2 ]u|2|∇⌈
k+1
2 ⌉u|2φ2dx(3.12)
+ C
ˆ
R3
(
|∇u|2|∇k+1u|2 + |∇[
k+2
2 ]u|2|∇⌈
k+2
2 ⌉u|2
)
φ2dx
+
ˆ
sptφ
|∇k+1u|2dx+ C,
which is obvious for the case k = 2 and also holds true for k ≥ 3 due to the fact
that |∇[
k
2 ]u| ≤ C when [k2 ] ≤ k − 2. Similarly, noting that Wui = u#∇u#∇u, it is
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easy to obtain that
J2 + J3 ≤
a
8
ˆ
R3
|∇k+2u|2φ2dx+ C
ˆ
R3
|∇u|2|∇[
k+1
2 ]u|2|∇⌈
k+1
2 ⌉u|2φ2dx
+ C
ˆ
R3
(
|∇u|2|∇k+1u|2 + |∇[
k+2
2 ]u|2|∇⌈
k+2
2 ⌉u|2
)
φ2dx(3.13)
+
ˆ
sptφ
|∇k+1u|2dx+ C
and
J4 ≤
a
8
ˆ
R3
|∇k+2u|2φ2dx+ C
ˆ
R3
|v|2|∇k+1u|2φ2dx
+ C
ˆ
R3
(
|∇[
k
2 ]v|2|∇⌈
k
2 ⌉+1u|2 + |∇[
k+2
2 ]u|2|∇⌈
k
2 ⌉v|2
)
φ2dx+ C.(3.14)
Substituting (3.11)-(3.14) into (3.10), we obtain
1
2
d
dt
ˆ
R3
|∇k+1u|2φ2dx+
a
2
ˆ
R3
|∇k+2u|2φ2dx
≤ C
ˆ
R3
|v|2|∇k+1u|2φ2dx+ C
ˆ
R3
|∇u|2|∇[
k+1
2 ]u|2|∇⌈
k+1
2 ⌉u|2φ2dx
+ C
ˆ
R3
(
|∇u|2|∇k+1u|2 + |∇[
k+2
2 ]u|2|∇⌈
k+2
2 ⌉u|2
)
φ2dx(3.15)
+ C
ˆ
R3
(
|∇[
k
2 ]v|2|∇⌈
k
2 ⌉+1u|2 + |∇[
k+2
2 ]u|2|∇⌈
k
2 ⌉v|2
)
φ2dx
+
ˆ
sptφ
|∇k+1u|2dx+ C.
Summing (3.9) with (3.15) gives
d
dt
ˆ
R3
(
|∇kv|2 + |∇k+1u|2
)
φ2dx+
ˆ
R3
(|∇k+1v|2 + a|∇k+2u|2)φ2dx
≤ C
ˆ
R3
|∇u|2|∇[
k+1
2 ]u|2|∇⌈
k+1
2 ⌉u|2φ2dx
+ C
ˆ
R3
(
|∇[
k
2 ]v|2|∇⌈
k
2 ⌉+1u|2 + |∇[
k+2
2 ]u|2|∇⌈
k
2 ⌉v|2
)
φ2dx(3.16)
+ C
ˆ
R3
(
|∇[
k
2 ]v|2|∇⌈
k
2 ⌉v|2 + |∇[
k+2
2 ]u|2|∇⌈
k+2
2 ⌉u|2
)
φ2dx
+ C
ˆ
R3
(|v|2 + |∇u|2)(|∇kv|2 + |∇k+1u|2)φ2dx
+ C
ˆ
sptφ
(
|∇k+1u|2 + |∇kv|2 + |∇k−1p|2
)
dx+ C =:
5∑
i=1
Ki + C.
It remains to estimate K1, · · · ,K5. Since k− 3 ≥ [
k
2 ] for any k ≥ 5, (3.2) and (3.4)
yield
∑3
i=1Ki ≤ C, ∀k ≥ 5. Hence, it only need to estimate K1,K2 and K3 for
k = 2, 3, 4. For k = 2,
3∑
i=1
Ki ≤ C
ˆ
R3
(|∇v|4 + |∇2u|4)φ2dx.(3.17)
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It follows from integration by parts that
C
ˆ
R3
(|∇v|4 + |∇2u|4)φ2dx
≤ C
ˆ
R3
(|v||∇v|2|∇2v|+ |∇u||∇3u|2|∇2u|2)φ2dx
+ C
ˆ
R3
(|v||∇v|3 + |∇u||∇2u|3)|∇φ|φdx(3.18)
≤
C
2
ˆ
R3
(|∇v|4 + |∇2u|2)φ2dx+
C
2
ˆ
R3
(|v|2|∇2v|2 + |∇u|2|∇3u|2)φ2dx
+
C
2
ˆ
R3
(|v|2|∇v|2 + |∇u|2|∇2u|2)|∇φ|2dx.
Then, by using Sobolev embedding theorem and (3.2), one has
3∑
i=1
Ki ≤ C
ˆ
R3
(|v|2 + |∇u|2)
(
(|∇2v|2 + |∇3u|2)φ2 + (|∇v|2 + |∇2u|2)|∇φ2|
)
dx
≤ Cε21
ˆ
R3
(|∇3v|2 + |∇4u|2)φ2dx+ C.(3.19)
For k = 3, (3.4) implies |v| + |∇u| ≤ C. It follows from integration by parts and
(3.2) that
3∑
i=1
Ki ≤C
ˆ
R3
(
|∇v|2 + |∇2u|2
) (
|∇2v|2 + |∇3u|2
)
φ2dx+ C
≤ C
ˆ
R3
(
|v||∇2v|+ |∇u||∇3u|
) (
|∇2v|2 + |∇3u|2
)
φ2dx
+ C
ˆ
R3
(
|v||∇v|+ |∇u||∇2u|
) (
|∇2v||∇3v|+ |∇3u||∇4u|
)
φ2dx
+ C
ˆ
R3
(
|v||∇v|+ |∇u||∇2u|
) (
|∇2v|2 + |∇3u|2
)
∇φφdx + C
≤
C
2
ˆ
R3
(
|∇v|2 + |∇2u|2
) (
|∇2v|2 + |∇3u|2
)
φ2dx
+ C
ˆ
R3
(
|∇3v|2 + |∇4u|2
)
φ2 +
(
|∇2v|2 + |∇3u|2|∇φ|2
)
dx+ C,
which implies that
(3.20)
3∑
i=1
Ki ≤ C, for k = 3.
Similarly, since |∇v|+ |∇2u| ≤ C for k = 4, one has
3∑
i=1
Ki ≤ C
ˆ
R3
|∇2v|2|∇3u|2φ2dx+ C
ˆ
R3
(|∇3u|4 + |∇2v|4)φ2dx
≤
C
2
ˆ
R3
|∇2v|2|∇3u|2φ2dx+
C
2
ˆ
R3
(|∇3u|4 + |∇2v|4)φ2dx(3.21)
+ C
ˆ
R3
(|∇3v|2 + |∇4u|2)φ2dx+ C
ˆ
R3
(|∇2v|2 + |∇3u|2)|∇φ|2dx
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which implies that
3∑
i=1
Ki ≤ C, for k = 4.(3.22)
To estimate K4, it follows from the Sobolev embedding theorem that
K4 ≤
(ˆ
BR(x0)
(|v|3 + |∇u|3)
) 2
3 (ˆ
R3
(|∇kv|6 + |∇k+1u|6)φ6
) 1
3
(3.23)
≤ Cε21
ˆ
R3
(|∇k+1v|2 + |∇k+2u|2)φ2 + (|∇kv|2 + |∇k+1u|2)∇φ2dx.
To estimate K5, the assumption (2.21) yieldsˆ T
τ
ˆ
sptφ
|∇kv|2 + |∇k+1u|2dx ≤ C.(3.24)
For the pressure term in K5, since ∇p solves
−∆∇k−1p = ∇ij∇
k−1[∇iu
kWpkj
(u,∇u) + vjvi + σLij ], on R
3 × [0, T ],
it follows from standard elliptic estimates thatˆ T
τ
ˆ
sptφ
|∇k−1p|2dxdt ≤ sup
τ≤t≤T
ˆ
2sptφ
(|∇k−1v|2 + |∇ku|2)
+
ˆ T
τ
ˆ
2sptφ
(|p− c|2 + |∇kv|2 + |∇k+1u|2) ≤ C.(3.25)
Integrating over [τ, t] and substituting (3.18)-(3.25) into (3.16) yield that (3.2) holds
for l = k by choosing ε1 small enough. This complete a proof of this lemma. 
4. Existence of L3uloc-solutions
In this section, we prove existence of L3uloc-solutions to (1.4)-(1.6) in R
3. We
first approximate (v0, u0) satisfying (1.7) by smooth data in the following lemma,
which is stated and proved in Lemma 5.1 of [12].
Lemma 4.1. For a sufficiently small ε0 > 0, let (v0, u0) : R
3 → R3 × S2 satisfy
(1.7). Then, there exists a sequence of functions
(vk0 , u
k
0) ∈ C
∞(R3;R3 × S2) ∩ ∩3q=2(L
q(R3,R3)× W˙ 1,qb (R
3, S2))
such that the following properties hold:
(i) ∇ · vk0 = 0 in R
3 for all k ≥ 1.
(ii) There exist C0 > 0 and k0 > 1 such that for any k ≥ k0,
‖(vk0 , u
k
0)‖L3R0(R
3) ≤ C0ε0.
(iii) (vk0 , u
k
0 ,∇u
k
0)→ (v0, u0,∇u0) in L
q
loc(R
3) for q = 2, 3, as k → +∞.
Proof of Theorem 1.1: For initial data (v0, u0) satisfying (1.7), it follows from
Lemma 4.1 that there are approximation smooth data (vk0 , u
k
0) for (v0, u0) such that
(4.1) sup
x0∈R3
ˆ
BR0 (x0)
|∇uk0 |
3 + |vk0 |
3dx ≤ C30ε
3
0 ≤
ε31
2
.
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where ε1 = Cε0 to be determined later. Then, by using the result in Hong-Li-
Xin [15] or Wang-Wang [35], there exists a unique local smooth solution (vk, uk) :
R
3 × [0, T k]→ R3 × S2 to (1.4)-(1.6) with smooth initial data (vk0 , u
k
0) such that
(vk, uk) ∈ C∞(R3 × (0, T k)) ∩ C([0, T k];H1(R3,R3)×H2b (R
3, S2)).
Therefore, there exists a maximal time tk ∈ (0, T k] such that
(4.2) sup
0≤s≤tk,x0∈R3
ˆ
BR0 (x0)
|∇uk|3 + |vk|3dx ≤ ε31.
We claim that there exists a uniform lower bound of tk such that tk ≥ σR
2
0 for
some small constant σ > 0.
The proof of claim relies on delicate covering arguments, the estimates in Propo-
sition 2.4 and the following interpolation inequality (c.f. [3])
ˆ
Br
|f |3dx ≤ C(
ˆ
Br
|f |2dx)
3
4 (
ˆ
Br
|∇f |2dx)
3
4 + C(
1
r
ˆ
Br
|f |2dx)
3
2 .(4.3)
We prove the claim by contradiction. Assume that tk = σR
2 < σR20. In order to
apply covering arguments, let R3 be covered by infinitely many balls of radius R4 ,
that is, R3 =
⋃
xi∈I
BR
4
(xi) with an index set I being all the centers of covering balls.
Then,
BR0(x0) ⊂
⋃
xi∈Ix0
BR
4
(xi),
where Ix0 = {xi ∈ I
∣∣BR0(x0)∩BR
4
(xi) 6= ∅}. It is clear that the number of elements
in Ix0 is bounded by |Ix0 | ≤ C
(
R0
R
)3
. In particular, BR(x0) can be covered by
a fixed number (independent of R and x0) of balls BR
2
(xi). Then using (4.3) and
Ho¨lder’s inequality, we have, for any x0 ∈ R
3,
ˆ
BR0 (x0)
|vk(tk)|
3 + |∇uk(tk)|
3dx
≤ C
∑
xi∈Ix0
ˆ
BR
4
(xi)
|vk(tk)|
3 + |∇uk(tk)|
3dx
≤ C
∑
xi∈Ix0

 1
R
ˆ
BR
4
(xi)
|vk(tk)|
2 + |∇uk(tk)|
2dx


3
2
(4.4)
+ C
∑
xi∈Ix0

R ˆ
BR
4
(xi)
|∇vk(tk)|
2 + |∇2uk(tk)|
2dx


3
2
=: I + J.
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For I, it follows from (2.44) that
I ≤ C
∑
xi∈Ix0

 1
R
ˆ
BR
2
(xi)
|vk0 |
2 + |∇uk0 |
2dx


3
2
+ C
∑
xi∈Ix0

 1
R3
ˆ tk
0
ˆ
BR
2
(xi)
|vk|2 + |∇uk|2dxds


3
2
(4.5)
+ C
∑
xi∈Ix0
(
1
R
ˆ tk
0
ˆ
R3
(p− c(s))v · ∇φiφidxds
) 3
2
=: I1 + I2 + I3,
where φi is a cut-off function compactly supported in BR
2
(xi) and φi ≡ 1 on BR
4
(xi).
Then, by using Ho¨lder’s inequality, the standard covering argument and (4.1), we
obtain
I1 ≤ C|B1|
1
2
∑
xi∈Ix0
ˆ
BR
2
(xi)
|vk0 |
3 + |∇uk0 |
3dx(4.6)
≤ C
ˆ
B2R0(x0)
|vk0 |
3 + |∇uk0 |
3dx
≤ C sup
y∈R3
ˆ
BR0 (y)
|vk0 |
3 + |∇uk0 |
3dx ≤ C1ε
3
0,
where we have used
⋃
xi∈Ix0
BR
2
(xi) ⊂ B2R0(x0). Similarly, using (4.2) and tk = σR
2,
we have
I2 ≤ CR
− 92
∑
xi∈Ix0

ˆ tk
0
ˆ
BR
2
(xi)
|vk|3 + |∇uk|3dxds

 ·

ˆ tk
0
ˆ
BR
2
(xi)
1dxds


1
2
(4.7)
≤ C|B1|
1
2 t
1
2
kR
−3
ˆ tk
0

 ∑
xi∈Ix0
ˆ
BR
2
(xi)
|vk|3 + |∇uk|3dx

 ds
≤ Ct
1
2
kR
−3
ˆ tk
0
ˆ
B2R0 (x0)
|vk|3 + |∇uk|3dxds
≤ Ct
3
2
kR
−3 sup
0≤s≤tk,y∈R3
ˆ
BR0(y)
|vk|3 + |∇uk|3dx ≤ C1σ
3
2 ε31
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and it follows from (4.2) and (2.29) that
I3 ≤ CR
−3
∑
xi∈Ix0

ˆ tk
0
ˆ
BR
2
(xi)
(p− c(s))
3
2φ
3
2
i dxds



ˆ tk
0
ˆ
BR
2
(xi)
|v|3dx


1
2
≤ Cε
3
2
1 t
1
2
kR
−3
∑
xi∈Ix0

ˆ tk
0
ˆ
BR
2
(xi)
(p− c(s))
3
2φ
3
2
i dxds


≤ Cε
3
2
1 t
1
2
kR
−3
ˆ tk
0
ˆ
B2R0(x0)
(p− c(s))
3
2φ
3
2 dxds(4.8)
≤ Cε
9
2
1 t
3
2
kR
−3 ≤ C1σ
3
2 ε
9
2
1 ,
where φ is the cut-off function compactly supported in B2R0(x0). Substituting
(4.6)-(4.8) into (4.5) and choosing ε0, σ small enough such that 2C
1
3
1 ε0 = ε1 < 1
and C1σ
3
2 < 116 , we have
(4.9) I ≤ C1ε
3
0 + C1σ
3
2 (ε31 + ε
9
2
1 ) ≤
ε31
4
.
To estimate J , (2.50) yields that for any δtk ≤ t ≤ tk,
C
∑
xi∈Ix0

R ˆ
BR
4
(xi)
|∇vk(t)|2 + |∇2uk(t)|2dx


3
2
(4.10)
≤ C
∑
xi∈Ix0
(
1
R
ˆ
BR(xi)
|v0|
2 + |∇u0|
2dx
) 3
2
+ C
∑
xi∈Ix0

 1
R3
ˆ t
0
ˆ
BR
2
(xi)
|vk|2 + |∇uk|2dxds


3
2
+ C
∑
xi∈Ix0

 1
R
ˆ t
0
ˆ
BR
2
(xi)
(p− c(s))v · ∇φiφidxds


3
2
+ C
∑
xi∈Ix0

 1
R
ˆ t
δtk
ˆ
BR
2
(xi)
(p− c(s))2φ4i dxds


3
2
=: J1 + J2 + J3 + J4,
where φi is a cut-off function compactly supported in BR
2
(xi) and φi ≡ 1 on BR
4
(xi).
By the same arguments as in (4.6)-(4.8), one has
J1 + J2 + J3 ≤
ε31
8
.(4.11)
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It follows from Ho¨lder’s inequality, (4.2) and (2.31) that
J4 ≤ CR
− 32
∑
xi∈Ix0

ˆ t
δtk
ˆ
BR
2
(xi)
(p− c)3φ6i dxds

 ·

ˆ t
δtk
ˆ
BR
2
(xi)
1dxds


1
2
(4.12)
≤ C(1− δ)t
1
2
k
∑
xi∈Ix0
ˆ t
δtk
ˆ
BR
2
(xi)
(p− c)3φ6i dxds
≤ C(1− δ)2
t
3
2
k
R30
ε61 + C(1− δ)t
1
2
k
∑
xi∈Ix0
ˆ t
δtk
ˆ
BR
2
(xi)
(|vk|6 + |∇uk|6)φ6i dxds.
For the second term in the last inequality of (4.12), using the Sobolev embedding
theorem, one has
Ct
1
2
k
∑
xi∈Ix0
ˆ t
δtk
ˆ
BR
2
(xi)
(|vk|6 + |∇uk|6)φ6i dxds
≤ Ct
1
2
k
∑
xi∈Ix0
ˆ t
δtk
(ˆ
R3
(|vk|2 + |∇uk|2)|∇φi|
2dx
)3
ds(4.13)
+ Ct
1
2
k
∑
xi∈Ix0
ˆ t
δtk
(ˆ
R3
(|∇vk|2 + |∇2uk|2)φ2i dx
)3
ds =: K1 +K2.
To estimate K1, it follows from Ho¨lder’s inequality, (4.2) and a standard covering
argument that
K1 ≤
Ct
1
2
k
R6
∑
xi∈Ix0
ˆ t
δtk

ˆ
BR
2
(xi)
|vk|3 + |∇uk|3dx


2
·

ˆ
BR
2
(xi)
1dx

 ds
≤
Cε31t
1
2
k
R3
ˆ t
δtk

 ∑
xi∈Ix0
ˆ
BR
2
(xi)
|vk|3 + |∇uk|3dx

 ds(4.14)
≤
Cε31t
1
2
k
R3
ˆ t
δtk
ˆ
B2R0 (x0)
|vk|3 + |∇uk|3dxds
≤
Cε31t
3
2
k
R3
sup
δtk≤s≤t,y∈R3
ˆ
BR0 (y)
|vk|3 + |∇uk|3dx ≤ C2σ
3
2 ε61.
To estimate K2, it follows from (2.51) that
sup
δtk≤s≤t,xi∈R3
R
ˆ
BR
4
(xi)
(|∇vk|2 + |∇2uk|)dx
≤ sup
y∈R3
C
R
ˆ
BR(y)
|v0|
2 + |∇u0|
2dx ≤ C|B1|
1
3 ε20,
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which implies
K2 ≤ Ct
1
2
kR
−3
ˆ t
δtk
∑
xi∈Ix0

R ˆ
BR
2
(xi)
(|∇vk|2 + |∇2uk|2)dx


3
dx(4.15)
≤ Cε20t
1
2
kR
−3
ˆ t
δtk
∑
xi∈Ix0

R ˆ
BR
2
(xi)
(|∇vk|2 + |∇2uk|2)dx


3
2
ds.
Substituting (4.11)-(4.15) into (4.10) and choosing σ small such that C2σ
3
2 ≤ 18 ,
we obtain, for any x0 ∈ R3 and δtk ≤ t ≤ tk,
∑
xi∈Ix0
C

R ˆ
BR
4
(xi)
|∇vk(t)|2 + |∇2uk(t)|2dx


3
2
(4.16)
≤ Cε20t
1
2
kR
−3
ˆ t
δtk
∑
xi∈Ix0

R ˆ
BR
2
(xi)
(|∇vk|2 + |∇2uk|2)dx


3
2
ds+
ε31
4
.
It remains to estimate the first term on right hand side of (4.16). Indeed, for any
xi ∈ Ix0 , one has the covering
BR
2 (xi)
⊂
⋃
xij∈Jxi
BR
4
(xij),
where Jxi = {xij ∈ I
∣∣BR
2
(xi) ∩ BR
4
(xij) 6= ∅} and |Jxi | ≤ C is independent of R
and xi. Denote ⋃
xi∈Ix0
BR
2
(xi) ⊂
⋃
ym∈Mx0
BR
4
(ym),
where Mx0 =
⋃
xi∈Ix0
Jxi ⊂ I. Moreover, we have the following chain of coverings
BR0(x0) ⊂
⋃
xi∈Ix0
BR
4
(xi) ⊂
⋃
xi∈Ix0
BR
2
(xi) ⊂
⋃
ym∈Mx0
BR
4
(ym) ⊂ B2R0(x0).
Next, we divide all the balls of radius R4 with centers ym ∈ Mx0 into classes as
follows. Note that the ball B2R0(x0) has the covering B2R0(x0) ⊂
L⋃
l=1
BR0(zl) for a
fixed L, which is independent of R0 and x0, and define
Alx0 = {ym ∈Mx0 ⊂ I
∣∣BR
4
(ym) ∩BR0(zl) 6= ∅}.
Then we have
BR0(zl) ⊂
⋃
ym∈Alx0
BR
4
(ym), and
⋃
ym∈Mx0
BR
4
(ym) =
L⋃
l=1
⋃
ym∈Alx0
BR
4 (ym)
.
Since the covering of R3 =
⋃
xi∈I
BR
4
(xi) is given before, there is a finite set
Ix˜ such that for any x˜ ∈ R3, BR0(x˜) ⊂
⋃
x˜i∈Ix˜
BR
4
(x˜i). In particular, BR0(zl) ⊂
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⋃
ym∈Alx0
BR
4
(ym). Then we have
∑
ym∈Alx0

R ˆ
BR
4
(ym)
|∇vk|2 + |∇2uk|2dx


3
2
≤ sup
x˜∈R3
∑
x˜i∈Ix˜

R ˆ
BR
4
(x˜i)
|∇vk|2 + |∇2uk|2dx


3
2
which implies
∑
xi∈Ix0

R ˆ
BR
2
(xi)
(|∇vk|2 + |∇2uk|2)dx


3
2
≤
∑
xi∈Ix0

 ∑
xij∈Jxi
R
ˆ
BR
4
(xij)
(|∇vk|2 + |∇2uk|2)dx


3
2
≤ C|Jxi |
3
2
∑
ym∈Mx0

R ˆ
BR
4
(ym)
|∇vk|2 + |∇2uk|2dx


3
2
(4.17)
≤ C
L∑
l=1
∑
ym∈Alx0

R ˆ
BR
4
(ym)
|∇vk|2 + |∇2uk|2dx


3
2
≤ CL sup
x˜∈R3
∑
x˜i∈Ix˜

R ˆ
BR
4
(x˜i)
|∇vk|2 + |∇2uk|2dx


3
2
.
Substituting (4.17) into (4.16) and taking sup-norm with respect to x0 ∈ R3 and t
over [δtk, tk] give
sup
δtk≤s≤tk,x0∈R3
∑
xi∈Ix0
C

R ˆ
BR
4
(xi)
|∇vk(t)|2 + |∇2uk(t)|2dx


3
2
(4.18)
≤ CLε20t
3
2
kR
−3 sup
δtk≤s≤tk,x0∈R3
∑
xi∈Ix0

R ˆ
BR
4
(xi)
|∇vk|2 + |∇2uk|2dx


3
2
+
ε31
4
≤ C2ε
2
0 sup
δtk≤s≤tk,x0∈R3
∑
xi∈Ix0

R ˆ
BR
4
(xi)
|∇vk|2 + |∇2uk|2dx


3
2
+
ε31
4
.
Choosing ε0 small enough such that C2ε
2
0 ≤
C
2 , one has
(4.19) sup
δtk≤s≤tk,x0∈R3
∑
xi∈Ix0
C

R ˆ
BR
4
(xi)
|∇vk(t)|2 + |∇2uk(t)|2dx


3
2
≤
ε31
2
,
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which together with (4.9) and (4.4) implies that
sup
x0∈R3
ˆ
BR0(x0)
|vk(tk)|
3 + |∇uk(tk)|
3dx ≤
3
4
ε31.
This contradicts to the assumption that tk is the maximal time satisfying (4.2).
Therefore, there exists a uniform time T0 = σR
2
0 and C = 2C
1
3
1 such that
sup
0≤t≤T0
‖(vk,∇uk)‖L3R0(R
3) ≤ ε1 = Cε0.(4.20)
Then, by Lemma 3.1, one has, for any τ > 0,
‖(vk, uk)‖Cm(BR)×[τ,T0] ≤ C(m, ε1, τ, T0, R), for any m ≥ 0, R > 0.(4.21)
After taking subsequences, (4.20) and (4.21) yield that there exist (v, u) ∈ C∞(R3×
(0, T0],R
3 × S2) with (v,∇u) ∈ L∞([0, T0];L3uloc(R
3)) such that
(vk,∇uk)⇀ (v,∇u) in L3loc(R
3 × [0, T0]);
(vk,∇uk)→ (v,∇u) in Cm(BR × [δ, T0]), ∀m ≥ 0, R > 0, δ < T0.
Letting k → +∞ in (4.20) gives
sup
0≤t≤T0
‖(v,∇u)‖L3R0(R
3) ≤ Cε0.
Then, it is easy to check by testing (1.4) and (1.6) by ϕ and ψ in L3(0, T0;W
1,3
0 (BR))
with ∇ · ϕ = 0 respectively that
(4.22) ‖(∂tv
k, ∂tu
k)‖
L
3
2 (0,T0;W
−1, 3
2 (BR))
≤ C(R), for any R > 0.
Therefore, we have
(v(t),∇u(t))→ (v0,∇u0), in L
3
loc(R
3), as t→ 0,
which implies that (v,∇u) ∈ C∗([0, T0], L3uloc(R
3)).
Now, we prove the characterization of the maximal time T ∗ stated in Theorem
1.1 (iii). Suppose that T ∗ < +∞ and (iii) could not hold true. Then, there exists
a R∗ such that
lim sup
t→T∗
‖v(t),∇u(t))‖L3R∗(R
3) ≤ ε0.
In particular, there exists R⋆ ∈ (0, R∗] such that
sup
T∗−R2⋆≤t≤T
∗
‖(v(t),∇u(t))‖L3R⋆ (R
3) ≤ ε0.
Noting that for any t > 0, lim
|x|→∞
ffl
B1(x)
|uk(y, t) − b|2dy = 0 and for any τ > 0,
uk → u in C∞(R3× [τ, T0]), it is obvious that, for any t > 0, lim
|x|→∞
ffl
B1(x)
|u(y, t)−
b|2dy = 0. Therefore, by the local existence and high regularity results of Theorem
1.1, we have (v, u) ∈ C∞(R3 × (0, T ∗)) ∩ C∗([0, T0], L3uloc(R
3)). Hence, we can
extend the solution beyond T ∗, which contradicts to the maximality of T ∗. 
Proof of Corollary 1.2: For the initial data (v0, u0) satisfying the assumption in
Corollary 1.2, we have, for any 0 < R <∞,
sup
y∈R3
ˆ
BR(y)
|v0|
3 + |∇u0|
3dx ≤ ε30.
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Then applying Theorem 1.1, the existence time of solution is at least σR2 which is
arbitrarily large. Therefore, we have proved the global existence of solutions with
small L3 data of (v0,∇u0). 
5. Uniqueness
In this section, we prove the uniqueness of L3uloc- solutions to (1.4)-(1.6) with
finite initial energy. Before proving the uniqueness theorem, we show that solu-
tions in Theorem 1.1 have the following a priori estimates under the additional
assumption (v0, u0) ∈ L2(R3;R3)×H1b (R
3, S2).
Lemma 5.1. Let (v, u) be a solution to (1.4)-(1.6) with initial data (v0, u0) satis-
fying (1.7) in R3 × (0, T0). If (v0, u0) is also in L2(R3;R3)×H1b (R
3, S2), then, for
any t ∈ (0, T0),
(5.1)
ˆ
R3
e(u(·, t), v(·, t))dx+
ˆ t
0
ˆ
R3
(|∇v|2+ |∂tu+(v ·∇u)|
2dx =
ˆ
R3
e(u0, v0)dx,
where e(u, v) is the basic energy defined by e(u, v) =W (u,∇u) + 12 |v|
2.
Proof. The equality (5.1) follows from multiplying (1.4) and (1.6) by vi and ∂tu
i+
v · ∇ui respectively, summing the resulting equations up and integrating over R3.
We omit details here, one can refer to Lemma 3.1 of [16]. 
Lemma 5.2. Let (v, u) be a solution to (1.4)-(1.6) with initial data (v0, u0) satis-
fying (1.7) in R3 × (0, T0). If (v0, u0) is also in L2(R3;R3)×H1b (R
3, S2), thenˆ T0
0
ˆ
R3
|∇2u|2 + |∇v|2dxdt ≤ C(1 + T0R
−2
0 )
ˆ
R3
e(u0, v0)dx,(5.2)
ˆ T0
0
ˆ
R3
|∇u|4 + |v|4dxdt ≤ Cε21(1 + T0R
−2
0 )
ˆ
R3
e(u0, v0)dx.(5.3)
Proof. Multiplying (1.4), (1.6) with vi, ∆ui respectively and using the similar ar-
gument in Lemma 2.1 (with φ ≡ 1), one has
d
dt
ˆ
R3
|v|2 + |∇u|2dx+ 2
ˆ
R3
(|∇v|2 + a|∇2u|2)dx(5.4)
≤
ˆ
R3
(|∇v|2 + a|∇2u|2)dx+ C
ˆ
R3
(|∇u|4 + |v|4)dx.
By a standard covering argument in R3, it follows from Ho¨lder’s inequality and
(4.3) thatˆ
R3
(|∇u|4 + |v|4)dx ≤ C
∑
i
ˆ
BR0(xi)
(|∇u|4 + |v|4)dx
≤ C
∑
i
(ˆ
BR0(xi)
|∇u|3 + |v|3
) 2
3
(ˆ
BR0(xi)
|∇u|6 + |v|6
) 1
3
(5.5)
≤ Cε21
∑
i
(ˆ
BR0(xi)
|∇2u|2 + |∇v|2dx+
1
R20
ˆ
BR0(xi)
|∇u|2 + |v|2dx
)
≤ Cε21(
ˆ
R3
|∇2u|2 + |∇v|2dx+
1
R20
ˆ
R3
|∇u|2 + |v|2dx),
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where we have used that
ess sup
0≤s≤T0,y∈R3
ˆ
BR0(y)
|∇u(x, s)|3 + |v(x, s)|3dx < ε31.
Substituting (5.4) into (5.5), integrating over time in (0, T0) and using (5.1), we
prove (5.2) and (5.3) by choosing ε1 small enough. 
Proof of Theorem 1.3. Let (v1, u1) and (v2, u2) be two solutions of (1.4)-(1.6)
with the same initial data satisfying assumptions in Theorem 1.3. It follows from
Theorem 1.1 and Lemmas 5.1, 5.2 that
sup
0≤t≤T0
‖(vm,∇um)‖L3R0(R
3) ≤ Cε0
and
(vm,∇um) ∈ L
∞(0, T0;L
2(R3)) ∩ L2(0, T0;H
1
b (R
3)) ∩ L4(R3 × (0, T0)).
Then, by testing (1.4) with divergence free vector ψ in L2(0, T0;H
1), one has ∂tvm ∈
L2(0, T0;H
−1). Define the vector field ξm = (−∆+ I)−1vm, for m = 1, 2, that is,
ξm is the unique solution to
(5.6) −∆ξm + ξm = um, ξm → 0, asx→∞.
It is clear that div ξm = 0, ξm ∈ L2(0, T0;H3) and ∂tξm ∈ L2(0, T0;H1).
Set ξ = ξ1 − ξ2 and v = v1 − v2. Then, ∂tξ satisfies
∂tξ = ∂t(−∆+ I)
−1v
= (−∆+ I)−1[div(∇v − v1 ⊗ v1 + v2 ⊗ v2 − (∇u1)
TWp(u1,∇u1)
+ (∇u2)
TWp(u2,∇u2)) −∇p].
Therefore, it follows from integration by parts that
1
2
d
dt
ˆ
R3
(|ξ|2 + |∇ξ|2)dx =
ˆ
R3
(ξ −∆ξ) · ∂tξdx
=
ˆ
R3
(−∆+ I)ξ · (−∆+ I)−1[div(∇v − v1 ⊗ v1 + v2 ⊗ v2
− (∇u1)
TWp(u1,∇u1) + (∇u2)
TWp(u2,∇u2))−∇p]dx(5.7)
=
ˆ
R3
ξ · [div(∇v − v1 ⊗ v1 + v2 ⊗ v2 − (∇u1)
TWp(u1,∇u1)
+ (∇u2)
TWp(u2,∇u2))−∇p]dx
=
ˆ
R3
(−∇v + v ⊗ v1 + v2 ⊗ v) : ∇ξdx
+
ˆ
R3
((∇u1)
TWp(u1,∇u1)− (∇u2)
TWp(u2,∇u2))) : ∇ξdx.
Since v = −∆ξ + ξ, one has
−
ˆ
R3
∇v : ∇ξdx =
ˆ
R3
(−∇ξ +∇∆ξ) : ∇ξdx = −
ˆ
R3
(|∇ξ|2 + |∇2ξ|2)dx.(5.8)
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It follows from Young’s inequality that
ˆ
R3
(v ⊗ v1 + v2 ⊗ v) : ∇ξdx ≤
ˆ
R3
(|v1|+ |v2|)(|ξ| + |∆ξ|)|∇ξ|dx(5.9)
≤ η
ˆ
R3
|∇2ξ|2dx+ Cη
ˆ
R3
(1 + |v1|
2 + |v2|
2)(|ξ|2 + |∇ξ|2)dx.
Noting that W (u, p) is quadratic in u and p, it is obvious that
(∇u1)
TWp(u1,∇u1)− (∇u2)
TWp(u2,∇u2)
≤ C(|∇u1|
2|w|+ (|∇u1|+ |∇u2|)|∇w|).
Thus, we obtain
ˆ
R3
((∇u1)
TWp(u1,∇u1)− (∇u2)
TWp(u2,∇u2))) : ∇ξdx
≤ C
ˆ
R3
(|∇u1|
2|w| + (|∇u1|+ |∇u2|)|∇w|)|∇ξ|dx(5.10)
≤ η
ˆ
R3
|∇w|2dx+ Cη
ˆ
R3
(|∇u1|
2|w|2 + (|∇u1|
2 + |∇u2|
2)|∇ξ|2)dx.
Substituting (5.8)-(5.10) into (5.7) gives
1
2
d
dt
ˆ
R3
(|ξ|2 + |∇ξ|2)dx+
ˆ
R3
(|∇ξ|2 + |∇2ξ|2)dx
≤ η
ˆ
R3
(|∇2ξ|2 + |∇w|2)dx+ Cη
ˆ
R3
|∇u1|
2|w|2dx(5.11)
+ Cη
ˆ
R3
(1 + |v1|
2 + |v2|
2 + |∇u1|
2 + |∇u2|
2)(|ξ|2 + |∇ξ|2)dx.
On the other hand, set w = u1 − u2. Then, it follows from (1.6) that w satisfies
∂tw
i = −v · ∇ui1 − v2 · ∇w
i +∇α[Wpiα(u1,∇u1)−Wpiα(u2,∇u2)]
−∇α[u
k
1u
i
1Wpkα(u1,∇u1)− u
k
2u
i
2Wpkα(u2,∇u2)]−Wui(u1,∇u1)
+Wui(u2,∇u2) + u
i
1u
k
1Wuk(u1,∇u1)− u
i
2u
k
2Wuk(u2,∇u2)(5.12)
+Wpkα(u1,∇u1)∇αu
k
1u
i
1 −Wpkα(u2,∇u2)∇αu
k
2u
i
2
+Wpkα(u1,∇u1)u
k
1∇αu
i
1 −Wpkα(u2,∇u2)u
k
2∇αu
i
2.
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Multiplying (5.12) by wi and integrating over R3 give
1
2
d
dt
ˆ
R3
|w|2dx+
ˆ
R3
(
Wpiα(u1,∇u1)−Wpiα(u2,∇u2)
)
∇αw
idx
=
ˆ
R3
(
uk1u
i
1Wpkα(u1,∇u1)− u
k
2u
i
2Wpkα(u2,∇u2)
)
∇αw
idx
−
ˆ
R3
(Wui(u1,∇u1)−Wui(u2,∇u2))w
idx
+
ˆ
R3
(ui1u
k
1Wuk (u1,∇u1)− u
i
2u
k
2Wuk(u2,∇u2))w
idx(5.13)
+
ˆ
R3
(Wpkα(u1,∇u1)∇αu
k
1u
i
1 −Wpkα(u2,∇u2)∇αu
k
2u
i
2)w
idx
+
ˆ
R3
(Wpkα(u1,∇u1)u
k
1∇αu
i
1 −Wpkα(u2,∇u2)u
k
2∇αu
i
2)w
idx
−
ˆ
R3
(v · ∇ui1 + v2 · ∇w
i)widx
=: I1 + I2 + I3 + I4 + I5 + I6.
Since W (u,∇u) := aijαβ(u)∇αu
i∇βuj is convex, we have
Wpiα(u,∇u) = a
ij
αβ(u)∇βu
j, a
ij
αβ(u)λ
i
αλ
j
β ≥ a|λ|
2, ∀λ ∈M3×3,
where aijαβ(u) is a quadratic polynomial of u. Then, we haveˆ
R3
(
Wpiα(u1,∇u1)−Wpiα(u2,∇u2)
)
∇αw
idx
=
ˆ
R3
(
(aijαβ(u1)− a
ij
αβ(u2))∇αu
j
1 + a
ij
αβ(u2)∇βw
j
)
∇αw
idx(5.14)
≥ a
ˆ
R3
|∇w|2dx − C
ˆ
R3
|∇u1||w||∇w|dx,
where we have used |aijαβ(u1) − a
ij
αβ(u2)| ≤ C|w|. Now we estimate the terms
I1, · · · , I6 on the right hand side of (5.13). Noting that W (u,∇u) is quadratic in u
and ∇u, it follows from tedious but not difficult calculations that
5∑
i=2
Ii ≤ C
ˆ
R3
(|∇u1|
2|w|+ (|∇u1|+ |∇u2|)|∇w|)|w|dx.(5.15)
Since v = −∆ξ + ξ, one has
(5.16) I6 ≤
ˆ
R3
(|∇u1|(|ξ|+ |∆ξ|) + |v2||∇w|)|w|dx.
To estimate I1, we first use the rotation invariant property, which will be checked
in Lemma 5.3 below, to write the integrand in I1 as(
uk1(x)u
i
1(x)Wpkα(u1,∇xu1)− u
k
2(x)u
i
2(x)Wpkα (u2,∇xu2)
)
∇xαw
i(x)(5.17)
=
(
u˜k1(y)u˜
i
1(y)Wp˜kα(u˜1,∇yu˜1)− u˜
k
2(y)u˜
i
2(y)Wpkα(u˜2,∇yu˜2)
)
∇yαw˜
i(y),
where x = QT y with Q ∈ O(3) and u˜m(y) = Qum(Q
T y) for m = 1, 2.
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At x = x0, there is a rotation Q = Qx0 such that u˜2(y0) = (0, 0, 1)
T with
y0 = Qx0. Then, for k = 1, 2, at y = y0, we obtain(
u˜k1u˜
i
1Wp˜kα(u˜1,∇yu˜1)− u˜
k
2 u˜
i
2Wpkα(u˜2,∇yu˜2)
)
∇yαw˜
i
= u˜k1 u˜
i
1Wp˜kα(u˜1,∇yu˜1)∇yα w˜
i = w˜ku˜i1Wp˜kα(u˜1,∇yu˜1)∇yαw˜
i(5.18)
≤ C|w˜||∇y u˜1||∇yw˜|.
Similarly, for i = 1 or 2, it also holds that at y = y0(
u˜k1 u˜
i
1Wp˜kα(u˜1,∇yu˜1)− u˜
k
2u˜
i
2Wpkα(u˜2,∇yu˜2)
)
∇yαw˜
i ≤ C|w˜||∇yu˜1||∇yw˜|.(5.19)
It suffices to estimate the integrand in I1 for k = i = 3. Indeed, since u˜2(y0) =
(0, 0, 1)T and |u˜2| = 1 implies ∇yα u˜
3
2 = 0 at y = y0, we have that at y = y0(
u˜31u˜
3
1Wp˜3α(u˜1,∇yu˜1)− u˜
3
2u˜
3
2Wp3α(u˜2,∇yu˜2)
)
∇yαw˜
3
=
(
w˜3u˜31a
ij
αβ(u˜1)∇yβ u˜
j
1 + u˜
3
2w˜
3a
ij
αβ(u˜1)∇yβ u˜
j
1
)
∇yαw˜
3(5.20)
+ u˜32u˜
3
2(a
ij
αβ(u˜1)− a
ij
αβ(u˜2))∇yβ u˜
j
1∇yαw˜
3 + u˜32u˜
3
2a
ij
αβ(u˜2)∇yβ w˜
j∇yα u˜
3
1
≤ C|∇yu˜1||w˜||∇yw˜|+ u˜
3
2u˜
3
2a
ij
αβ(u˜2)∇yβ w˜
j∇yα u˜
3
1.
Since u˜2(y0) = (0, 0, 1)
T and |u˜1| = 1 , it is clear that at y = y0
u˜32u˜
3
2a
ij
αβ(u˜2)∇yβ w˜
j∇yα u˜
3
1
= u˜32u˜
3
2a
ij
αβ(u˜2)∇yβ w˜
j(u˜31∇yα u˜
3
1 − u˜
3
1∇yα u˜
3
1 +∇yα u˜
3
1)
= u˜32u˜
3
2a
ij
αβ(u˜2)∇yβ w˜
j u˜31∇yα u˜
3
1 − u˜
3
2u˜
3
2a
ij
αβ(u˜2)∇yβ w˜
jw˜3∇yα u˜
3
1
≤ −u˜32u˜
3
2a
ij
αβ(u˜2)∇yβ w˜
j(u˜11∇yα u˜
1
1 + u˜
2
1∇yα u˜
2
1) + C|∇yu˜1||w˜||∇yw˜|(5.21)
≤ −u˜32u˜
3
2a
ij
αβ(u˜2)∇yβ w˜
j(w˜1∇yα u˜
1
1 + w˜
2∇yα u˜
2
1) + C|∇yu˜1||w˜||∇yw˜|
≤ C|∇yu˜1||w˜||∇yw˜|.
Substituting (5.18)-(5.21) into (5.17), we obtain that
|
(
uk1u
i
1Wpkα(u1,∇u1)− u
k
2u
i
2Wpkα(u2,∇u2)
)
∇αw
i|(x0)(5.22)
≤ C|∇y u˜1||w˜||∇yw˜|(y0) = C|∇u1||w||∇w|(x0).
Since (5.22) holds for every x0 ∈ R
3, we have
I1 ≤ C
ˆ
R3
|∇u1||w||∇w|dx.(5.23)
Substituting (5.14)-(5.16) and (5.23) into (5.13), we have
1
2
d
dt
ˆ
R3
|w|2dx+ a
ˆ
R3
|∇w|2dx
(5.24)
≤ C
ˆ
R3
|∇u1|
2|w|2 + (|v2|+ |∇u1|+ |∇u2|)|w||∇w| + |∇u1|(|ξ|+ |∆ξ|)|w|dx
≤ η
ˆ
R3
(|∇2ξ|2 + |∇w|2)dx + Cη
ˆ
R3
(1 + |v2|
2 + |∇u1|
2 + |∇u2|
2)(|ξ|2 + |w|2)dx.
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Summing (5.11) with (5.24) and choosing η = 12 min{1, a} give
d
dt
ˆ
R3
(|ξ|2 + |∇ξ|2 + |w|2)dx+
ˆ
R3
(|∇ξ|2 + |∇2ξ|2 + a|∇w|2)dx(5.25)
≤ C
ˆ
R3
(1 + |v1|
2 + |v2|
2 + |∇u1|
2 + |∇u2|
2)(|ξ|2 + |∇ξ|2 + |w|2)dx.
It follows from a covering argument and (4.3) that
ˆ
R3
(|v1|
2 + |v2|
2 + |∇u1|
2 + |∇u2|
2)(|ξ|2 + |∇ξ|2 + |w|2)dx
(5.26)
≤ C
∑
i
ˆ
BR0 (xi)
(|v1|
2 + |v2|
2 + |∇u1|
2 + |∇u2|
2)(|ξ|2 + |∇ξ|2 + |w|2)dx
≤ C
∑
i
(ˆ
BR0(xi)
|v1|
3 + |v2|
3 + |∇u1|
3 + |∇u2|
3
) 2
3
(ˆ
BR0(xi)
|ξ|6 + |∇ξ|6 + |w|6
) 1
3
dx
≤ Cε21
∑
i
(ˆ
BR0(xi)
|∇ξ|2 + |∇2ξ|2 + |∇w|2dx+
1
R20
ˆ
BR0(xi)
|ξ|2 + |∇ξ|2 + |w|2dx
)
≤ Cε21
ˆ
R3
|∇ξ|2 + |∇2ξ|2 + |∇w|2dx+
Cε21
R20
ˆ
R3
(|ξ|2 + |∇ξ|2 + |w|2)dx.
Collecting (5.25) and (5.26), we obtain
d
dt
(‖ξ(t)‖2L2 + ‖∇ξ(t)‖
2
L2 + ‖w(t)‖
2
L2) ≤ C(‖ξ‖
2
L2 + ‖∇ξ‖
2
L2 + ‖w‖
2
L2)(5.27)
which implies that
‖ξ(t)‖2L2 + ‖∇ξ(t)‖
2
L2 + ‖w(t)‖
2
L2 ≤ (‖ξ(0)‖
2
L2 + ‖∇ξ(0)‖
2
L2 + ‖w(0)‖
2
L2)e
Ct ≤ 0.
Therefore, ξ = ∇ξ = w = 0 which completes a proof of uniqueness. 
During the proof, we used the following elementary lemma, which is based on
the rotation invariant property W (Qu,Q∇uQT ) = W (u,∇u) for a rotation Q ∈
O(3)(see [9]):
Lemma 5.3. For a rotation Q ∈ O(3), the term uiukWpkα(u,∇u)∇αw has the
following invariant property:
ui(x)uk(x)Wpkα (u(x),∇xu(x))∇xαw(x)
i = u˜i(y)u˜k(y)Wp˜kα(u˜(y),∇yu˜(y))∇yαw˜
i(y),
where x = QT y and (u˜(y), w˜(y)) = (Qu(QTy), Qw(QT y)).
Proof. Let x = QT y and u˜(y) = Qu(QTy). By the chain rule, one has
∇xβu
l = (QT )lk∇yα u˜
kQαβ.
Using this fact, it is easy to check that W (u˜,∇yu˜) =W (u,∇u) (see [9]). Then,
Wp˜kα(u˜(y),∇yu˜(y)) =Wp˜kα(u(x), u(x))
=Wplβ (u(x),∇u(x))
∂∇xβu
l
∂∇yα u˜
k
=Wplβ (u(x),∇u(x))(Q
T )lkQαβ.
The Ericksen-Leslie system 37
Therefore, we have
u˜i(y)u˜k(y)Wp˜kα(u˜,∇yu˜)∇yα w˜(y)
= Qiju
j(x)Qkmu
m(x)Wplβ (u(x),∇u(x))(Q
T )lkQαβQin∇xγu
n(x)(QT )γα
= δnjδlmδβγu
j(x)um(x)Wplβ (u(x),∇u(x))∇xγu
n(x)
= uj(x)ul(x)Wplβ (u(x),∇u(x))∇xβu
j(x).

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