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概要
動画内容の言語による表出を目的としたキャプション生成の研究が盛んになっている．一
般に，キャプションでは動画において描写されている情景や動きなどが言語化されるが，こ
れらの情報がすべて応用において必要とは限らない．特に重要と考えられるのは人間など
の動作に関する情報であり，この場合は，動作内容に限定した言語記述の生成が求められ
る．本研究では，動作に関する言語記述を動作記述と呼び，あらかじめ別の手段で生成さ
れた一般的なキャプションを変換することにより動作記述を生成する手法を提案する．
動画の特定の区間に対してキャプションを付与する研究としてDense-captioning events [18]
が知られている．この手法により区間に対して生成されるキャプションは，一般に一文で表
されるが，動作以外の状況描写をも含み，複文の構造を持つことが多い．これに対し，我々
が想定する動作記述は，人間の動作を単文により簡潔に表すものである．以上から，一般
的なキャプションから動作記述への書き換えは，動作に関係ない部分を排除しつつ，一連
の動作のそれぞれを単文として表す書き換えタスクとなる．このような書き換えタスクは
一種の要約タスクと考えられるため，その評価のためには，BLEU や ROUGE といった
指標を適用することが考えられる．
しかし，これらの指標は単語表現しか見ておらず構文や同義語を考慮していないため，適
切な評価ができないという問題がある [25]．そこで本研究では，書き換えシステムの出力
である動作記述の適切さを評価しうる内的評価に適した指標: Automatic Evaluation score
(AE)を提案し，これを用いた書き換えシステムの比較評価を行った．この評価指標におい
ては，動作記述に本来含まれているべき記述が生成されない「生成漏れ」，本来含まれて
いるべきでない記述が生成される「過剰生成」の 2点を考慮する．
動作記述の利用・適用に関しては，動作記述が簡明な言語表現であるという特徴を利用し，
動画の動作区間に対する構造化メタデータを言語解析により得ることのほか，TRECVID
Ad-hoc Video Search [2]で多く要求されるような，人間の動作を含む動画の検索へ適用す
ることが考えられる．すなわち，言語表現による動作記述を検索対象とし，自然言語によ
るクエリを用いることにより動画検索を行う．動作記述はキャプションから動作の部分を
抜き出したものであるため，動作区間の検索においては動作記述の方がキャプションより
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も適していることを期待できる．
本論文では，動作記述生成手法と，生成漏れ・過剰生成を考慮する動作記述の評価指標・
評価手法について述べ，動作記述を動画検索へ適用した際の有効性について議論した．主
な結果として，提案する評価指標AEの妥当性，動作記述生成に動作ラベルを利用するこ
との有効性が明らかになった．一方で，動画検索における動作記述の有用性は現時点では
限定的であることが示唆され，さらに動作記述生成の精度を上げる必要があることが確認
された．
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第1章 序論
1.1 研究背景と目的
本研究では，動画中の動作区間を説明する言語記述を生成する手法を提案し，評価す
る．この言語記述のことを動作記述と呼ぶ．動作記述は簡明な言語表現であるという特徴
を利用し，動画の動作区間に対する構造化メタデータを言語解析により得ることのほか，
TRECVID Ad-hoc Video Search [2]で多く要求されるような，人間の動作を含む動画の検
索へ適用することが考えられる．ここでは，動作記述を，動画中の区間に付与されるもの
で，その区間中の人間の動作を説明する単文の系列と定義する．つまり，動作記述生成を，
動画中の動作内容に関する記述に限定したビデオキャプショニングとして考える．こうす
ることで既存のビデオキャプショニングに関する手法・評価指標・データが利用できると
いう効果を見込む．しかし，一般に行われるビデオキャプショニングにおいては，キャプ
ションでは動画で描写されている情景や動き，音声がある場合には発話内容など多様な情
報が言語化される．例えば，Dense-captioning events [18]では”The camera pans all around
the roof and shows the man still sitting .” のような動画の内容だけではなく，撮影してい
るカメラの動きに関する記述も含んだキャプションが与えられる．そのため，動作内容に
限定した言語記述の生成を生成する手法が求められ，生成する動画記述の内容を動作のみ
に制限することが課題となる．
本研究では，キャプションから動作記述への書き換えのデータを学習させることで，キャ
プションから動作に関する内容を抽出する，というアプローチをとる．具体的には動作記
述生成のための動作記述書き換えデータの作成，動作記述の生成手法の提案，生成された
動作記述の評価の三つを行う．図にすると図 1.1のようになる．
動作記述書き換えデータの作成については，動作記述の言語特徴を満たすように公開さ
れているデータセットを人手で書き換えることで作成する．学習データとなるキャプショ
ンから動作記述に書き換えたデータがなかったためである．具体的な作成方法は，動画に
付与されているキャプションを単文の系列に分割し，単文系列の中から動作の記述を含ま
ないものを取り除くことで動作記述を作成する．作成にはActivityNet Captions [18]を用
1
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図 1.1: 研究の全体像
いた．これはDense-captioning events用のデータセットであるので，動画の動作区間に対
してキャプションが付与されている．
生成手法については，図 1.2のようにあらかじめ別の手段で生成された一般的なキャプ
ションを単文群に分割し，動作に関する内容だけを抽出して書き換えることで動作記述を
生成する手法を提案する．この手法は，別の手段で付与された、動画中の動作の分類であ
る動作ラベルも入力とする点で，動作ラベルがサブドメイン識別子として働きより的確な
書き換えになることを期待する．キャプションから動作に関する記述を抽出するため，文章
要約と捉えられる，という考えに基づき，動作記述書き換え器には文章要約に用いられる
Pointer-Generator Networks [26]を利用する．このモデルはコピー機構という，未知語を出
力する際に，入力にある表現を出力できる機構があるため，キャプションの表現を残ってい
るという言語特徴を持つ動作記述に適している．入力とする動作ラベルは，ActivityNet [5]
を利用する．このデータセットは動画の動作区間に対して，動作ラベルが付与されていて，
ラベルの種類数は 200である．
動作記述の評価については，書き換え結果の良し悪しを評価する内的評価と，動作記述
の有用性を特定の応用で評価する外的評価の二つの評価を行う．内的評価は，ビデオキャ
プショニングの評価と同様に，内容を説明できているかということと，文章要約の評価と
2
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図 1.2: 書き換えによる動作記述の生成
同様に単語表現があっているかなどの言語的に正しいかということを評価する必要がある．
文章要約で用いられる，BLEUやROUGEでは評価に n-gram以外用いず，意味内容を考
慮できていない．また，キャプションの評価指標である，CIDErや SPICEでは対象の正
解が動画に付与されている必要がある．そこで，動作記述評価を行うために，少量の正解
で意味内容を考慮した評価指標を新たに設定する．外的評価は，生成した動作記述を検索
対象にした場合と，キャプションを検索対象にした場合の動画検索の結果を比較する．動
作記述は，キャプションから必要な情報のみを抽出して生成されているので，より的確な
検索が行なえると期待できる．また，内的評価と外的評価との関係性を明らかにすること
で，新たに設計した評価指標の妥当性を確認する．
1.2 本論文の構成
第 2章では，動作記述に関連する技術を説明する．具体的には，ビデオキャプショニン
グと文章要約に分けて，それぞれで用いられる生成手法，研究に用いられるデータセット，
評価指標を取り上げる．そして，問題点を挙げる．これらを取り上げることで，ビデオキャ
プショニング・文章要約の研究の動向と考え方を明らかにする．
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第 3章では，動作記述とその生成手法について述べる．最初に，動作記述書き換えデー
タの詳細な作成方法を説明する．その後，動作記述生成での考慮すべき点を挙げ，解決策
を示す．
第 4章では，生成した動作記述に対して内的評価を行う．最初に，評価の要件について
述べ，新規の評価指標 AEについて説明する．この指標を適用するために，正解 (参照文
群)と生成した動作記述 (候補文群)における「生成漏れ」・「過剰生成」の検出する手法を
複数提案し，比較する．その後，設定した評価指標で動作記述生成結果を内的評価するこ
とで書き換えシステムの良し悪しを示す．
第 5章では，生成した動作記述を動画検索に適用することで外的評価を行う．ここでは
二つのことを明らかにする．一つ目が提案する三種類の動画検索の検索手法の良し悪しで，
二つ目が動画検索におけるキャプションに対する動作記述の優位性である．それぞれの検
索手法で，検索対象をキャプションにした場合と動作記述にした場合での検索結果を比較
する．
第 6章では，内的評価と外的評価の関係性について述べる．内的・外的評価実験での傾
向を調べ，内的評価と人手評価と相関係数を計算することで，設定した評価指標AEの妥
当性について検討する．
第 7章では，本論文全体の統括と，動作記述の生成と評価に関する今後の課題について
述べる．
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本研究で提案する動作記述生成手法はは文章から内容の一部だけを抜き出しているので文
章要約と捉えられる．そのため，本研究での動作記述生成は，ビデオキャプショニングと
いう一面だけでなく，文章要約という一面を持っている．ここでは，提案する動作記述生
成に関連する，ビデオキャプショニングと文章要約に関する技術・評価指標・データセッ
トの紹介を行う．
2.1 ビデオキャプショニング
ビデオキャプションは動画全体に対してキャプションを付与する研究と，動画の一部の
区間にキャプションを付与する研究の二つに分類できる．本研究における動作記述生成は，
動画中の動作区間に対しての記述を生成するため後者に近く，特に動画の特定の区間に対
してキャプションを付与する研究である Dense-captioning events [18]における技術を利
用できる．Dense-captioning eventsは 2017年に開催された International Conference on
Computer Vision (ICCV 2017)に投稿された論文で提案されたタスクである．また，2018
年，2019年に開催された Computer Vision and Pattern Recognition (CVPR 2018, 2019)
で行われる、動画からの動作認識に関するワークショップであるActivityNet Challengeの
課題の一つとして取り上げられている．一般に，Dense-captioning eventsの手法は，「動画
からの動作区間検出」，「各区間に対するキャプションの生成」の二段階で構成される．動画
からの動作区間検出では，Temporal Action Localizationの手法が用いられる．以下では，
動画の区間に動作ラベルを付与するTemporal Action Localization手法，動画の区間にキャ
プションを付与するDense-captioning手法とビデオキャプショニングの評価指標，データ
セットについて説明する．Temporal Action Localization手法は図 1.2の動作ラベル推定器
に該当し，Dense-captioning手法は図 1.2のキャプション生成器に該当する
5
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2.1.1 Temporal Action Localization手法
Temporal Action Localizationとは，トリミングされていない動画から動作が含まれる
区間を定め，動作分類を行うタスクである [10]．ActivityNet Challengeのタスクの一つと
して行われている．
DAPs [11]: Deep Action Proposals (DAPs)は動作区間を検出するための手法である．動
作区間検出は見るフレーム画像群の数を変えることで網羅的に行っていたが，多くの時間
が必要だった [20]．このモデルでは精度向上と高速化の両方を実現した．提案手法はVisual
Encoder，Sequence Encoder，Localization Module，Predictionの 4つのパートに分かれて
いる．Visual EncoderはC3D [30]を用いて，動画の特徴量を取得する．Sequence Encoder
は，動画特徴量をLSTMに入力し，時系列情報を考慮した特徴へと変換する．Localization
Moduleは，LSTMの出力から，全結合層を組み合わせて，動作区間の位置と長さを出力
する．Predictionは，動作区間に対する確信度を出力する．この確信度が高いものをモデ
ルが推定した動作区間として利用する．このモデルは，当時の SOTA [4]の 10倍以上の速
さで区間の推定できた．
TAG [34]: Temporal Actionness Grouping (TAG)はGenerating temporal proposalsと
Classifying proposed candidatesの二段階で構成される．Generating temporal proposalsで
は候補となる動作区間を検出する．具体的には，既存の手法 [33]で取得したスニペットの
actionnessという，動作が起こっている確率を計算し，閾値以上だった場合，動作区間の
一部として扱う．その後，すべてのスニペットに対して同様の処理を施し，連続する動作
区間の一部をつなげる．Classifying proposed candidatesでは，区間候補から最終的に出力
する区間を決定する．繋げたものを動作区間として，与えられている動作クラスのどれに
該当するか分類する．その後，動作が完了しているかを判定し，その区間内で動作が終了
していれば，動作区間として出力する．この手法の特徴となることは，動作が完了してい
るかを判定している点で，中途半端な区間を出力することを防止している．
上記の手法以外に候補となる動作区間も入力し，動作の始点と終点を見つけることで適切
な動作区間を検出する手法である SSN [35]や，音声認識で用いられる手法である，Con-
nectionist Temporal Classification(CTC) [13]を行動認識に適用した ECTC [15]のような
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手法も提案されている．
2.1.2 Dense-captioning手法
Dense-captioningというタスクと同時に，提案されたベースラインと既存手法の問題点
を指摘した Streamlined Dense Video Captioning [22]を紹介する．
Dense-captioning events model [18]: Dense-captioning eventsというタスクを提案し
た論文でベースラインとして紹介されているモデルである．動画の特徴量を C3Dで抽出
し，そこから複数のウィンドウ幅で特徴を見て動作区間であるかを判定し適合するものを
DAPsを用いて選択する．その後，その区間にキャプションを付与する．各区間に対する
キャプションの生成については，過去や未来の動作区間にアテンションをかけることで，前
後の情報をコンテキスト情報として用いる．
Streamlined Dense Video Captioning [22] このモデルは検出した区間にキャプショ
ンを付与する際にその前までの区間の情報も利用することで生成の精度を上げようとした
ものである．この手法は，提案されてきたDense-captioning events手法の多くは、区間を
検出してからその区間に対してキャプションを付与するという流れで，他の区間の情報を
使わず，独立にキャプション生成を行うことは問題だ，という考えに基づいて提案されて
いる．
具体的には，検出した区間に対してキャプションを付与する前に，検出された区間を見
てイベント間の時間的関係性をモデル化している．このことにより，過去に付与したキャ
プションの情報を利用することができるようになり，一貫したキャプションを付与できる
ようになると主張している．
2.1.3 評価指標
ここでは，ビデオキャプショニングを評価する際の考え方を明らかにするため、ビデオ
キャプショニングで利用される評価指標を紹介する．ここで紹介する指標は本来は画像の
内容を記述するイメージキャプショニング [32]の評価指標であるが，，ビデオキャプショニ
ングについての評価で利用されることがあるため説明する．
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CIDEr [31]: Consensus-based Image Description Evaluation (CIDEr)はイメージキャプ
ショニングの評価で用いられる評価指標である．評価には，n–gramでの生成されたキャプ
ションの TF–IDFベクトル vcan,nと参照文の TF–IDFベクトル vref,nのコサイン類似度を
用いる．TF–IDFベクトルの作成では，画像に付与されている各キャプションを 1文書と
して扱う．評価対象の画像にキャプションが大量に正解として付与されていることが前提
になっている．それはキャプションが大量にあれば，その画像のあらゆる内容を描写でき
るという考えに基づいている．具体的には，式 2.1で計算される．mは n–gramの nで，wk
は各類似度の重み付けである．m=4，wk= 1m が最も良いとされる [31]．
CIDEr =
1
m
m∑
k=1
wksim(vcan,k, vref,k) (2.1)
SPICE [1]: Semantic Propositional Image Caption Evaluation (SPICE)はイメージキャ
プショニングの評価で用いられる評価指標である．画像に付与されている各参照文の係り
受け関係から木構造 (シーングラフと呼ぶ)を生成し，参照文群に全体で統合する．統合さ
れたシーングラフ中の単語を三種類 (Object，Attribute，Relation)に分類する．その後，
Object単語と関係のある単語と，(Object，Attribute)，(Object，Relation，Object)のよ
うな単語セットを作成する．同様の処理を候補文に対しても行い，単語対の適合率 P，再
現率Rから調和平均を計算する．具体的には，式 2.2で表される．この評価指標は文の係
り受けの情報を用いた評価が行なえることが特徴である．
SPICE =
2PR
P +R
(2.2)
2.1.4 データセット
ここでは，関係するデータセットを紹介する．イメージキャプショニング用のものとし
て，PASCAL-50SとABSTRACT-50Sを取り上げる．Temporal Action Localization用の
ものとして，ActivityNetとKineticsを取り上げる．ビデオキャプショニング用のものとし
ては，ActivityNet Captionsを取り上げる．特に，ActivityNet Captionsは本研究で作成し
た動作記述書き換えデータの書き換え前のキャプションとして利用したデータセットで、
ActivityNetは動作記述生成で入力とする動作ラベルに利用したデータセットである．
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図 2.1: PASCAL-50S/ABSTRACT-50Sの画像例
PASCAL-50S/ABSTRACT-50S [31]: CIDErが提案された論文ではイメージキャプ
ション用のデータセットであるPASCAL-50SとABSTRACT-50Sの作成を行っている．図
2.1のように PASCAL-50Sは現実世界の写真のデータセットで，ABSTRACT-50Sはイラ
ストのデータセットになっている．画像数はそれぞれ 1000枚ずつである．一枚の画像に 50
個のキャプションが付与されている．
ActivityNet [5]: 人間の行動認識のために作成されたデータセットで，YouTubeから総
時間 648時間を収集し，各動画の動作のある区間に対して，クラウドワーカーが動作クラ
スをラベリングすることで作成された．各クラスに対して最低でも 100本ずつの動画が分
類されるようになっていることと，動作ラベルが木構造になっており上位概念，下位概念
があることが特徴である．ActivityNetの詳細な情報は表 2.1に示す．
表 2.1: ActivityNetの詳細な情報
動画数 動作ラベルの種類 平均ラベル数
20,000 200 1.54
Kinetics [16]: 人間の行動認識のために作成されたデータセットで，YouTubeから大量
に動画を収集し，動作区間を 10秒切り出し，動作クラスをラベリングすることで作成され
た．各クラスに最低 400本の動画ずつあることが特徴になっている．2017年に公開された
ものは 400クラスで，その後 600 [6]，700 [7]クラスに拡張されたものが公開されている．
Kineticsの詳細な情報は表 2.2に示す．
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図 2.2: ActivityNet Captions とActivityNetの関係性
赤のバーが動作ラベルの時間軸を，青のバーがキャプションの時間軸を表している．
ActivityNet Captions [18]: Dense-captioning events が提案された論文では Dense-
captioning events用のデータセットである ActivityNet Captionsの作成も行っている．こ
のデータセットは，図 2.2のようにActivityNetに含まれる動画と同じもの対象に，動画中
の動作のある区間に対してキャプションをクラウドワーカーが付与することで作成されて
いる．ActivityNet Captionsの詳細な情報は表 2.3に示す．
2.2 文章要約
文章要約とは，文章から重要な要素だけを取り出して短くする研究である．ここでは，
動作記述生成手法と関連する手法，用いられる評価指標，データセットを紹介する．
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表 2.2: Kineticsの詳細な情報
動作ラベルの種類 動画の総数 最低本数
400 306,245 400
600 495,547 600
700 650,317 600
表 2.3: ActivityNet Captionsの詳細な情報
動画数 キャプション数 平均キャプション数 平均単語数 平均区間長 [s]
20,000 100,000 3.65 13.48 36
2.2.1 生成手法
ここでは動作記述生成に利用できる要素を持つ，生成に関する手法を紹介する．Sequence-
to-Sequence (Seq2Seq) [29]と呼ばれるRNNを用いたEncoderDecoderモデルが用いられる
ことが多い．しかし，Seq2Seqには様々な問題点を抱えている．「デコード時に同じ単語や表
現を繰り返し出力してしまう」という問題と「デコード時に学習データにない単語は出力
できず，Out-of-vocabulary (OOV)が発生してしまう」という問題を解決したものの一つが
Pointer-Generator Networksである．そのため，文章要約の手法としてPointer-Generator
Networksを紹介する．
Pointer-Generator Networks [26]: Pointer-Generator Networksは抽象型要約として
Seq2Seqを利用するモデルで，Coverage mechanismと Copy mechasimの二点が特徴であ
る．Coverage mechanismは，Seq2Seqの抱える「デコード時に同じ単語や表現を繰り返
し出力してしまう」という課題を解決するために，過去のデコードの時のAttentionの分
布を利用して重複するものを出力することを制限する機構である．Copy mechanismは，
Seq2Seqの抱える「デコード時に学習データにない単語は出力できず，OOVが発生してし
まう」という課題を解決するために，未知語を出力するする際に．入力にある単語から選
択できるようにしOOVを緩和する機構である．特に，動作記述生成はキャプションから
書き換えることで生成するので，Copy mechanismは効果的だと考えられる．
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2.2.2 評価指標
ここでは，文章要約を評価する際の考え方と，評価指標の問題点を明らかにするため，要約
生成で利用される評価指標BLEU，ROUGE，METEORの紹介を行う．BLEU，METEOR
は機械翻訳の評価で用いられるものであったが，要約の評価や前述のビデオキャプショニ
ングの評価でも頻繁に用いられている．
BLEU [24]: BiLingual Evaluation Understudy (BLEU)は主に機械翻訳の評価で用いら
れる評価指標である．評価には，候補文の参照文群に対する n–gramの適合率 P と，参照
文の単語数Nreferenceと候補文の単語数Ncandidateの比 Sb penalty を用いる．参照文に対し，
候補文が著しく短くその単語が参照文に含まれる場合に適語率だけで評価すると不当に値
が大きくなってしまい，適切な評価が行なえないので，Sb penaltyを用いることその問題を
解決している．具体的には，式 2.3で表される．ここで，Nmatchは参照文-候補文間で一致
する単語数である．
BLEU = PSb penalty (2.3)
P =
Nmatch
Ncandidate
(2.4)
Sb penalty =
e1−
Nreference
Ncandidate (Ncandidate < Nreference)
1 (otherwise)
(2.5)
ROUGE [19]: Recall-Oriented Understudy for Gisting Evaluation (ROUGE)は主に要
約の評価で用いられる評価指標である．評価には，候補文の参照文群に対する n-gramの再
現率Rを用いる．具体的には，式 2.6で表される．ROUGEには派生形が多く存在し，一
致をみる対象を単語から n–gramに拡張したROUGE–Nや，参照文に対する，最長の連続
する単語数の長さの割合を用いるROUGE–Lなどがある．
ROUGE =
Nmatch
Nreference
(= R) (2.6)
METEOR [3]: Metric for Evaluation of Translation with Explicit ORdering (METEOR)
は主に機械翻訳の評価で用いられる評価指標である．評価には，候補文の参照文群に対する
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n–gramの再現率P と再現率Rの調和平均，正解と一致する単語が連続する割合 Sm penalty
を用いる．具体的には，式 2.7で表される．ここで cは一致する単語列の数，mは一致す
る単語数である．α，β，γはそれぞれハイパーパラメータで，α=0.9，β=0.5，γ=3
に設定した時，最もよいとされている [3]．METEORの特徴は再現率と適合率を計算する
際，WordNet [21]で同義語に分類されるものも同一単語と見なす点である．
METEOR =
PR
αP + (1−α)R(1− Sm penalty) (2.7)
Sm penalty =β ( c
m
)γ (2.8)
2.2.3 データセット
ここでは，文章要約用のデータセットとしてCNN Daily Mail Datasetを紹介する．
CNN Daily Mail Dataset [26]: 正式名称は，DeepMind Q&A Datasetで，前述の
Pointer-Generator Networksで実験に利用されている．CNNとDailyMail の記事とその要
点をまとめた人手で作成した参照要約がペアになった要約に用いられるデータセットで，
データの詳細は表 2.4に示す．
表 2.4: CNN Daily Mail Datasetの詳細な情報
ペア数 記事の平均単語数 参照予約の平均文数 参照要約 1文の平均単語数
312,084 781 3.75 56
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動画に対して動作記述を適切に付与することができれば，TRECVID Ad-hoc Video Search [2]
で多く要求されるような，人間の動作を含む動画の自然言語クエリによる検索が可能となる．
本研究では図 1.2に示すように，キャプションを適切に生成できるキャプション生成器
の存在を仮定し，その出力を Seq2Seqモデルにより動作記述へ書き換えるアプローチをと
る．本研究で想定する動作記述とは，人間が動作を行っている動画中の区間に対して，そ
の動作を簡潔に記述するものであり，次のような言語特徴を持つものとして規定される．
• 単文の系列
• 各単文は人間が主語で，動詞は現在形もしくは現在進行形
• 単文はそれぞれが独立
ここで「それぞれが独立」ということは，生成される単文同士に前後関係はなく書き換え
たキャプションに代名詞を用いず，繰り返される単語の省略を行なわない，ということを
意味する．具体的には”he”や”she” などの代名詞を ”man” や ”woman”などの一般的な表
現に置き換える．
3.1 動作記述データセット
本研究では，ActivityNet Captions [18]のキャプションデータをこの基準に合致するよう
に書き換えることで書き換えの学習データを作成する．具体的には，分割された単文から
動作を含まないキャプション (例: ”We see a title card after a shot.”) を除き，時制，主語
をそろえる，という方法をとった．また，書き換えの際には原文に出現する表現をなるべ
く残すようにした．ActivityNet Captionsのデータには動作記述を一切含まないキャプショ
ンも存在し，その場合は文の除去を表す記号”None”を書き換え後の表現とした．現在まで
に 11,772件のキャプションに対するデータを作成した．実際のデータ例を図 3.1に示す．
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図 3.1: 動作記述書き換えデータのデータ例
3.2 動作記述の生成
基本的には，上記の方法で作成した学習データを用いて，Seq2Seqモデルによる動作記
述への書き換えを学習するが，(1) 学習データの量が十分ではないこと，(2) これと関係し
て，学習データに含まれる多くの単語がテスト時に出現しないOOVの問題が生じること，
(3) タスクの性質上，書き換え前の単語の多くは書き換えにおいて保存されるべきである
こと，などを考慮する必要がある．
3.2.1 Split and Rephrase データの利用
Split and Rephrase [23]とは，情報の欠落がないように一つの複文を複数の単文に分割に
するタスクである．本タスクのためのデータセット benchmark-v1.01(以後，このデータセッ
トのことを S&Rデータと呼ぶ)が公開されている．このデータセットはWebNLG data 2に
含まれる複文を単文に分割することで作成されており，データの規模は 886,857件に達す
1https://github.com/shashiongithub/Split-and-Rephrase
2https://gitlab.com/shimorina/webnlg-dataset
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図 3.2: S&Rデータのデータ例3
る．実際のデータの例を図 3.2に示す．本研究における動作記述への書き換えと Split and
Rephraseを比較すると，後者では情報の欠落がないことを前提としているが，前者では入
力となる一般キャプションから動作記述以外を取り除くことが必要となる．この点で，本
研究の書き換えタスクは，Split and Rephraseタスクに類似しながらも，文圧縮 [12]の側
面を持ち合わせている．
3.2.2 ドメイン適応
機械翻訳の分野では，特定のドメインにおける機械翻訳の精度を向上させるために，対
象とは異なるドメイン (out domain) における大量の対訳データを援用して翻訳モデルを
学習し，これを対象ドメイン (in domain) における相対的に少量の対訳データによってド
メイン適用させる研究が行われている [8]．本研究においては，まず in domainの動作記述
のデータと out domain の S&Rデータを合わせた全体で初期の学習を行い，次にこの学習
で得られたパラメータを初期値として用い，in domainの動作記述書き換えデータのみで
再学習 (ファインチューニング) を行う．
動作記述の生成においては，入力となるキャプションに含まれる動作記述の部分のみを
3http://homepages.inf.ed.ac.uk/scohen/emnlp17sr-slides.pdf
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単文として表現する必要があるため，書き換え結果として得られる単文の数は，Split and
Rephrase の場合よりも多くなることはない．大量データによって単文系列への書き換えを
学習し，動作記述のデータを用いた再学習によって，このような動作記述でない文のフィ
ルタリングが達成されることを期待する．
3.2.3 コピー機構の採用
機械翻訳や要約生成において固有表現はOOVとなりやすく，また，出現頻度が低い現
言語の単語が全く異なる単語に置き換えられる場合がしばしば生じる．このような事態を
避けるため，入力の特定の単語をそのまま出力へと引き渡すコピー機構 [14]の研究が行わ
れてきた．本研究の書き換えタスクは同一言語 (英語)内の変換であり，単語を置き換える
必要性が低いこと，また，利用可能な in domainの学習データが少量であることから，コ
ピー機構が導入された Seq2Seqの要約生成モデルである Pointer-Generator Networks [26]
を用いる．
3.2.4 動作ラベルの利用
動作記述書き換えデータはActivityNet Captionsから作成したが，書き換えの際にAc-
tivityNet [5]の動作ラベルを利用することで，生成する動作記述の質が向上することを期
待する．ここで，動作ラベルとは，動画区間中で描画されている動作を簡潔に表すラベル
である．同じ動作ラベルが付与されている動画は似た表現のキャプションが付与されてい
ることを期待できるので，動作ラベルを一種のサブドメイン識別子として用いる [17,36]こ
とで，動作の種別を反映した書き換えが行えることを期待する．
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4.1 評価の要件
想定する動作記述は，人間が動作を行っている動画中の区間に対して，その動作を簡潔に
記述するものである．また，生成される動作記述は単文群であるため，各文ごとの評価と
生成されたもの全体の評価を行う必要がある．文ごとの評価をするためには，構文構造や
同義語関係，文間類似度，n–gramマッチが活用できる．しかし頻繁に用いられるBLEU・
ROUGEでは n–gramの一致のみで判断し，構文構造や同義語を利用しておらず，イメー
ジキャプション用の評価指標であるCIDEr，SPICEも参照文が 1つしかないため利用でき
ない．そのため，文単体・文群全体を総合的に評価できる指標の設定が必要である．
4.2 動作記述のための評価指標
本研究で提案する評価指標Automatic Evaluation score (AE)を式 4.1に示す．これは生
成される各文への評価は統合すると最終的に文群における生成漏れ・過剰生成だけで評価
できるという考えに基づいている．図 4.1に示すように，「生成漏れ」は候補文群内に対応
する文が存在しない参照文のことを意味し，「過剰生成」は参照文群内にに対応する文が存
在しない候補文のことを意味する．
AE = (1−Rug)(1−Rog) (4.1)
ここで，Rugは生成漏れの割合で，式 4.2で表される．Rogは過剰生成の割合で，式 4.3
で表される．Nugは生成漏れの数，Nref は参照文の数，Nogは過剰生成の数，Ncanは候補
文の数である．
Rug =
Nug
Nref
(4.2)
Rog =
Nog
Ncan
(4.3)
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図 4.1: 文間の対応付けにおける生成漏れと過剰生成
4.3 書き換えシステムの評価
提案する評価指標を用いて，書き換えシステムが出力する動作記述を評価する．これに
より適切な書き換えシステムの設定を調査する．
書き換えシステムの設定
今回は，以下の三種類の書き換えシステムを比較する．
• no tagged: S&Rで事前学習を行ったあと動作記述書き換えデータでドメイン適応
したものである．
• true tagged: no taggedと同様に事前学習したあとに，動作記述の書き換え前のキャ
プションにActivityNetの正しい動作ラベルに付与したものでドメイン適応をしたも
のである．
• rand tagge: true taggedの時にキャプションの冒頭に付与するラベルをランダムな
別のラベルに変えたものである．
no taggedと true taggedを比較することで動作記述生成におけるラベルの有効性を明ら
かにする．また，動作ラベルを付与する際，必ず正しいラベルが付与できるとは限らない．
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図 4.2: 各設定における入力データの設定
そのため，true taggedと rand taggedを比較することで誤ったラベルが動作記述生成に与
える影響を明らかにする．
図 4.2に各設定における入力キャプションの与え方を示す．
赤字が付与する動作ラベルで，黒字が書き換え対象のキャプションである．学習に用い
た S&Rデータの量は全設定で 886,857件，動作記述の量は 8,758件であった．
4.3.1 書き換え結果に対する人手評価
評価指標AE を求めるためには Rug と Rog が必要である．上記の設定による各書き換
えシステムが生成した 200件の動作記述に対する人手による評価を以下のような流れで
行った．
1. 文ペアの作成
2. 文ペアに対する評価
3. 動作記述の文ごとの評価
ペア作成では正解の文群と生成された文群における文同士の対応付けを図 4.3のように行
い，この結果からRug と Rogをまとめる．なお，この人手による対応付では，主語・動詞・
目的語の一致を対応付けの条件とした．正解の文に対応する出力がない場合は対応なしと
いう判定を行い，文ペアの評価は行わなかった
文ペアに対する評価では二つの判定を行った．一つ目は，正解の文に対して，対応付け
した文に同義語以外の存在し無い単語が含まれているかであり，二つ目は，正解の文に対
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して，対応付けした文に足りない単語がないか，である．この二つに対してそれぞれ〇×
を付けた1．
動作記述の文ごとの評価では，生成された各文に対して以下の七つの判定を行った．
• 主語・動詞・目的語（他動詞の場合のみ）が揃っているか
• 繰り返し表現があるか
• 現在形，または，現在進行形であるか
• 数が一致しているか
• 非文である，もしくは大きく文法から外れているか
• 連続する単語列を取り除くと文になるか
• 軽度の局所的な文法ミスがあるか
これらの項目に対して〇×を付けた 2．
「主語・動詞（他動詞だったら目的語も）が揃っているか」については生成された文に
主語・動詞が入っているかを判定した．
「繰り返し表現があるか」については，”red red”のような単語の重複と”a man is man”
のようなトートロジーが入っているかを判定した．
「現在形，または，現在進行形であるか」については，動作記述への書き換えの際に時
制を現在形と現在形に揃えたため，時制がその二つのどちらかになっているかを判定した．
「数が一致しているか」については，三単現や動詞の活用，冠詞の”a”が合っているか
を判定した．
「非文である，もしくは大きく文法から外れているか」については，主語や動詞となり
える単語が存在するが非文であるかを判定した．
「連続する単語列を取り除くと文になるか」については，出力の一部を取り除くと文に
なるかどうかを判定した（“ a high jump a taller boy on white walks past .”のような出
力から”a high jump”を取り除くと文になる）．
1理想的な状況は [×× ]である．
2理想的な状態は [〇×〇〇××× ]である．
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図 4.3: 文間の対応付け
表 4.1: 評価指標AEによる書き換えシステムの評価
no tagged true tagged rand tagged
0.326 0.700 0.687
「軽度の局所的な文法ミスがあるか」については，目的格が主格になっている程度の軽
度な文法ミスがあるかどうかを判定した（“ a man takes she on the bottom .”のように目
的格の”her”であるはずが、主格の”she”になっている）
4.3.2 評価結果
200件に対する各システムの出力それぞれに対して評価指標AEを求めた後，平均値を計
算した．実験結果を表 4.1に示す．true taggedの結果が最もよかった．このことから書き換
える前のキャプションに正しい動作ラベルを付与することが動作記述書き換えに有効であ
ることが明らかになった．rand taggedと no taggedの結果を比較するとランダムなラベル
を付与した方がよいことがわかる．これは，ラベルをランダムに付与したが，偶然その中に
正解のラベルと類似するものがあったことが原因として考えられる．また，具体的な出力結
果を図 4.4に示す．出力を見ると，no taggedでは二文しか出力されていない．true tagged
では正解にある”A man explains how to shoot an arrow .”の”how to shoot an arrow”とい
う部分が”something an arrow .”になっているが主語の”a man”と動詞の”explains”は合っ
ているため生成漏れはない．rand taggedでは，正解の”A man explains how to shoot an
arrow .”と主語の”A man”しか一致していない．実際の出力を見ると評価指標 AEでの評
価と合致していることがわかる．
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図 4.4: 実際の出力例
4.4 生成漏れ・過剰生成の自動検出
上記では，人手により与えた文間対応付を用いて書き換えシステムを評価したが，実際
の適用場面においては，自動で生成漏れ，過剰生成を自動で検出する必要がある．このた
め，図 4.1に示すように，まず書き換えの正解における参照文 riに対して候補文 cjの対応
付の良さをスコアリングし，次にこれを閾値でフィルタリングする．この結果，どの候補
文との間においても低いスコアとなる参照文は，生成側に対応する文が存在しないとみな
し，「生成漏れ」として検出する．同様に，生成された候補文 cjに対して各参照文 riをスコ
アリングし，同様に閾値でフィルタリングすることにより，対応する参照文を有しない候
補文を「過剰生成」として検出する．
4.4.1 文間の対応付けスコアリング
上記に示すように，参照文・候補文との間で対応付の良さをすこおアリングする必要が
ある．本研究では，以下のスコアリング法を比較した．
BLEU, ROUGE:機械翻訳や要約で用いられる評価指標を用いて参照文の単文と生成文の
単文との対応の度合いを求める．具体的には，参照文に対する候補文のBLEUとROUGE
を求め最大の値をとる cjを riに対応するもの，候補文に対する参照文のBLEUとROUGE
を求め最大の値をとる riを cjに対応するものとした．
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コサイン類似度: 参照文と候補文のベクトル表現を取得し，ベクトル間のコサイン類似度
を計算し最大の値をとる cj を ri (過剰生成検出では riを cj)に対応する文とした．文ベク
トルは，近年幅広い分野で使われ複数のタスクで SOTAを達成した BERT [9]を用いて求
めた．
Sultanらの文間アライメント手法 [27]: この手法は，対象の文対中の単語列に対して完
全に一致する系列，固有名詞を先に対応付けた後に，構文解析し，候補単語の類似度を測
り，対応付けを行う．候補単語の類似度の計算においては，英語の言い換えデータである
Paraphrase Database (PPDB)を用いている．候補の単語ペアがこのデータベース中に存在
すれば類似度が 1，存在しなければ類似度は 0となる．実験においては Sultan らの手法を
拡張することで文間の意味的類似度を取得できるA Short Answer Grader [28]を利用した．
4.4.2 自動検出実験
実験は二段階に分かれている．初めに，生成漏れ・過剰生成を検出するための文間に対
してスコアリングする．その際の文の対応付け精度を確認する．次に，フィルタリングす
ることで生成漏れ・過剰生成を検出する．検出結果と節 4.3で行った人手評価との一致度
を確認することで，精度のよい検出手法を明らかにする．
実験設定: 対応付け実験の対象は章 4.3で作成した no tagged，true tagged，rand tagged
の三つである．各データにおける 200文群内の参照文の対応付け状況を表 4.2に，200文群
内の候補文の対応付け状況を表 4.3に示す．最初に，各提案手法による候補文 cj，参照文 ri
選択の正答率を確認した．その後，対応付けに使用したスコアをフィルタリングすること
で生成漏れ・過剰生成を検出する．ただし，BLEUで対応付けを行った時のスコアは小さく
フィルタリングが難しかったためBERT，Sultanの手法，ROUGEでのみ行った．生成漏
れ検出でのフィルタリングの閾値はBERTでは 0.85，Sultanでは 0.99，ROUGEでは 0.5
とした．過剰生成でのフィルタリングの閾値はBERTでは 0.8，Sultanでは 0.9，ROUGE
では 0.5とした．
評価指標: 対応先のある参照文・候補文のみを評価対象にし，文の対応付けの正答率で評
価した．フィルタリングによる生成漏れ・過剰生成検出の評価は，人手で作成した候補文–
参照文ペアを正解としたときの再現率 (R)，適合率 (P)，再現率と適合率の調和平均 (F)
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表 4.2: 参照文から見た対応付けの内訳
no tagged true tagged rand tagged
対応先あり 164 346 344
対応先なし (生成漏れ) 306 124 126
表 4.3: 候補文から見た対応付けの内訳
no tagged true tagged rand tagged
対応先あり 164 346 344
対応先なし (過剰生成) 106 47 52
を用いた．
4.4.3 自動検出実験の結果
対応付け手法の評価: 候補文に対する参照文への対応付けの結果を表 4.4に示す．結果か
らROUGEを用いて文の対応付けを行うとよいことがわかる参照文に対する候補文への対
応付け実験の結果を表 4.5に示す．結果から Sultanの手法を用いて文の対応付けを行うと
よいことがわかる．生成漏れ検出の結果を表 4.6に示す．生成漏れ検出では Sultanの手法
が有効であることがわかった．過剰生成検出の結果を表 4.7に示す．過剰生成検出では F
の値を見るとROUGEが有効であることがわかった．
表 4.4: 参照文から対応付けを行った時の正答率
no tagged true tagged rand tagged average
BERT 0.939 0.945 0.936 0.940
Sultan 0.963 0.962 0.965 0.964
BLEU 0.848 0.702 0.724 0.758
ROUGE 0.970 0.965 0.965 0.967
25
第 4 章 内的評価: 動作記述の評価
表 4.5: 候補文から対応付けを行った時の正答率
no tagged true tagged rand tagged average
BERT 0.720 0.887 0.901 0.836
Sultan 0.823 0.890 0.910 0.874
BLEU 0.634 0.627 0.610 0.624
ROUGE 0.732 0.882 0.898 0.837
表 4.6: フィルタリングによる生成漏れ検出率
R P F
BERT no tagged 0.775 0.782 0.778
true tagged 0.524 0.602 0.560
rand tagged 0.516 0.607 0.558
Sultan no tagged 0.850 0.841 0.846
true tagged 0.710 0.629 0.667
rand tagged 0.706 0.645 0.674
ROUGE no tagged 0.748 0.809 0.778
true tagged 0.653 0.628 0.640
rand tagged 0.659 0.675 0.667
書き換えシステムの評価: 生成漏れ・過剰生成検出では，no taggedシステムが最もよい結
果を示した．この原因はスコアの分布にあると考えられる．ROUGEをスコアリングに用
いた際のスコア分布を図 4.5，図 4.6に示す．図 4.5の左から順に no taggedの生成漏れの分
布 (ug sys1)，対応ありのものの分布 (not sys1)，true taggedの生成漏れの分布 (ug sys2)，
対応ありのものの分布 (not sys2)，rand taggedの生成漏れの分布 (ug sys3)，対応ありの
ものの分布 (not sys3) である．図 4.6の左から順に no taggedの過剰生成の分布 (og sys1)，
対応ありのものの分布 (not sys1)，true taggedの過剰生成の分布 (og sys2)，対応ありの
ものの分布 (not sys2)，rand taggedの過剰生成の分布 (og sys3)，対応ありのものの分布
(not sys3) である．
生成漏れ検出において true taggedと rand taggedの分布では明確に 2ブロックに分かれ
ているが，no taggedでは対応ありと生成漏れとで重なる部分がある．そのため分布が他
の二つの分布と異なり，そのことが結果に影響したと考えられる．過剰生成検出では図 4.5
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表 4.7: フィルタリングによる過剰生成検出率
R P F
BERT no tagged 0.453 0.716 0.555
true tagged 0.319 0.625 0.423
rand tagged 0.327 0.654 0.436
Sultan no tagged 0.283 0.833 0.423
true tagged 0.170 0.444 0.246
rand tagged 0.173 0.500 0.257
ROUGE no tagged 0.604 0.634 0.618
true tagged 0.532 0.403 0.459
rand tagged 0.481 0.397 0.435
表 4.8: 自動検出した際の評価指標での評価
no tagged true tagged rand tagged
0.279 0.641 0.630
と同様にラベルを使った書き換えの分布では明確に 2ブロックに分かれていて，no tagged
では重なる部分がある．一方で，過剰生成の各分布の中央値にばらつきがある．これより，
均一の基準でフィルタリングすることは難しいと言える．同時に，生成漏れの検出精度に
比べ，過剰生成の検出精度が低い．これらのことから，過剰生成検出がより難しいタスク
であることが考えられる．
人手評価との比較: 生成漏れ・過剰生成の自動検出では，再現率より適合率を重視すべき
である．それは，再現率を上げるためにすべてを生成漏れ・過剰生成に分類されるように
閾値を設定した場合，評価指標AEでの評価では値が 0に近づいてしまい適切な評価が行
なえないからである．その点を踏まえて結果を見ると，生成漏検出では Sultanの手法が，
過剰生成検出ではROUGEが最も人手評価に近いことが分かった．そこで，それらの手法
でRugとRogを算出しAEの計算し，理想的な検出が行なえた人手による評価との比較を
行う．表 4.8に示す自動検出結果から求めたAE指標の値は，表 4.1に示した人手評価によ
るAE指標の結果と同様の傾向を示しており，両者のピアソン順位相関係数 0.805 と高い
ことから，自動検出は一定の精度で可能であることが分かる．
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図 4.5: 生成漏れ検出のためのスコア分布
図 4.6: 過剰生成検出のためのスコア分布
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動作記述は，動画中の動作のある区間に対して付与するため，動画検索における実際の検
索対象として利用できる．動作記述はキャプションから動作に関する内容を抜き出して作
成されている．そのため，検索に関係ない情報を省いている動作記述を手掛かりに利用し
た方がキャプションを利用したときに比べ高精度の検索が行なえると期待できる．検索に
おける評価指標を用いることにより，あるシステムにより生成される動作記述の有用性に
関する外的評価を行うことができる．
動画検索への適用実験の概要を図 5.1に示す．動作記述データセットにおいて人手で作成
した動作記述を検索クエリとして用い，検索対象をActivityNet Captionsのキャプション
にした場合と書き換えシステムが出力した動作記述にした場合の比較を行う．検索結果の
良否は，用いる検索エンジン・アルゴリズムにも依存しうるたため，以下の三種類 (BERT,
TF–IDF, Elastic)の検索手法における結果を比較する．
• コサイン類似度: 検索クエリ文，検索対象の動作記述文の文ベクトルを求め，そのコ
サイン類似度により候補となる動画区間をランキングする．文ベクトルを求める方
法として，bert–as–service 1で文ベクトルを取得した場合 (BERT)と scikit–learn2に
よるTF–IDFベクトルを用いた場合 (TF–IDF) を比較する．なお，TF–IDFの計算
においてはは各検索クエリとキャプション (動作記述を検索対象にする場合は動作記
述)を 1文書として扱った．
• 既存の検索エンジン: 標準的な検索エンジンの一つとして広く利用されている Elas-
ticsearh 3 を用いた (Elastic)．Elasticsearchは TF，IDF，および，検索対象の長さ
を利用しており，検索クエリ内の単語を多く含み，文長の短いものが上位に来るよう
になっている．
1https://github.com/hanxiao/bert-as-service
2https://scikit-learn.org/stable/
3https://www.elastic.co/jp/products/elasticsearch
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5.1 動画検索実験
ここでは二つのことを明らかにする．一つ目が，動作記述書き換えの学習に用いる S&R
データの適切な量である．事前に学習される S&Rデータを変えることによる検索結果に与
える影響を明らかにすることで適切な量を検証する．二つ目が，動画検索におけるキャプ
ションに対する動作記述の有効性である．生成した動作記述を対象に検索を行った場合と
書き換えを行う前のキャプションを対象に検索した場合での検索精度の違いを検証する．
実験設定: 適切な S&Rデータの量を定める実験では書き換えを学習する際の S&Rデータ
の量を 0件, 80,000件, 886,857件 (全部) と変化させ，動作記述の書き換え前のキャプショ
ンに正しい動作ラベルに付与したものによりドメイン適応を行った (節 4.3の true tagged
と同条件)．キャプションに対する動作記述の有効性を明らかにする実験では動作記述の学
習量を 886,857件に固定した．動作記述書き換えデータの学習方法は章 4.3と同様にした．
生成する動作記述の量は 837件とし，検索対象として利用した．これは，ランダムに選ん
だ 1,000件の書き換えを行い，そこから正解の動作記述が”None”のもの（検索クエリがな
くなくなるもの）を取り除いたものである．検索クエリには動作記述書き換えデータにお
いて人手で作成された正解の動作記述を用いた．
評価指標: 今回の検索実験の設定は正解の動画が必ず一つしかないことが明らかになって
いる Known–item searchであるため，Known–item search用の評価指標である平均逆順位
(Mean Reciprocal Rank: MRR)を用いた．MRRは式 5.1で計算される．ここで rkは k個
目の検索クエリに対する正解の順位，nは検索クエリの数である．
MRR =
1
n
n∑
k=1
1
rk
(5.1)
5.2 動画検索実験の結果
適切な S&Rデータの量を定める実験の結果を表 5.1に示す．これより S&Rデータを学習
に利用する場合，量が多いほどよいことがわかる．BERTとElasticsearchにおいては S&R
データの学習は有効であるが，TF–IDFではあまり効果がないことが明らかになった．こ
れは S&Rデータを利用することによる意義は文の体裁を保てるようになることであるの
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表 5.1: S&Rの量の違いによる動画検索精度
0 80000 886857
TF–IDF 0.936 0.928 0.932
BERT 0.809 0.798 0.829
Elastic 0.917 0.904 0.919
表 5.2: ラベルの使用法の違いによる動画検索精度
norm cap no tagged true tagged rand tagged
TF–IDF 0.951 0.682 0.932 0.931
BERT　 0.785 0.414 0.829 0.821
Elastic 0.939 0.628 0.919 0.917
に対し，TF–IDFでは単語の順序や，文構造の情報を使わず単語表現しか用いていないた
め効果が小さいことが原因だと考えている．
キャプションに対する動作記述の有効性を明らかにする実験の結果を表 5.2に示す．ここ
で norm capは書き換え前のキャプションを検索対象にした時の結果である．動作記述を用
いた時には BERTだけで精度向上し，他の場合では精度が低下した．書き換えの際に，書
き換え結果が得られない場合もあり，検索クエリに含まれる表現などの重要な情報が動作
記述で再現されていない場合があることが検索精度が下がった全般的な原因であると考え
られる．TF–IDFで低下した原因は，複文を単文群に分割しているので，同じ単語が複数
回出るようになり，全体的に単語の出現回数が多くなり，IDFが小さくなったためである
と考えられる．Elasticsearchで精度が低下した原因は，複文を単文群に分割しため，文長
が長くなったためであると考えられる．つまり，余分な情報を削除することよりも単文に
分割する際の主語の複製の影響が大きかったと考えている．また，true taggedシステムの
結果を BERT利用で検索した場合の検索精度が向上したことから，動作記述書き換えデー
タを学習する場合には正しい動作ラベルを用いることが有効であることが再確認された．
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図 5.1: 動画検索
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内的評価の結果 (表 4.1,表 4.8)，および，外的評価の結果 (表 5.2) を比べると，書き換え
システムの良さの順が共に true tagged, rand tagged, no tagged と一致しており，提案指
標により良いと評価される動作記述が動画検索という応用においても優れている可能性が
示された．
また，評価指標 AEにおける自動評価と人手評価の相関係数を求めた．比較するため
に，人手評価を数値化する必要があり，式 6.1により定義する人手評価 Manual Evaluation
score (ME)によりスコア化した．
ME =
1
n
n∑
i=1
1
ki
ki∑
j=1
Ppairi,j ∗ Palonei,j (6.1)
ここでnは評価対象の文群の数である (本実験では 200)．kiは i番目の文群に含まれるペ
アの数である．i番目の文群にある j番目のペア内での評価値Ppairi,j は表 6.1に定義するも
のを用いる．i番目の文群にある j番目のペア内の動作記述の文ごとの評価 Palonei,j は 3.3
節に示した七つの項目のうち，理想的な状態である項目の割合である．検索という用途に
おいては，検索対象に情報が欠けている場合は検索されず，過剰生成に比べて生成漏れは
より深刻な問題であると考えられるため，過剰生成のみ存在する書き換えに比べ，生成漏
れのみ存在する書き換えを，悪いと判定する必要がある，という考えに基づいて表 6.1で
の評価値 Ppairi,j を設定した．
三つの書き換えシステムの結果ごとに求めた AEとMEの間のピアソンの順位相関係数
を平均したところ，その値は 0.851となった1．これは両者の間に強い相関があることを示
していることから，自動評価指標 AEによる評価は妥当であると考えられる．
1書き換えは 200件行ったがその内 34件は AEかMEのどちらかが三つの書き換え結果とも同じ値で相
関係数を計算できないため除外した．
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表 6.1: 内容の過剰/不足の点数表
内容が過剰 内容が不足 Ppair
× × 4
〇 × 3
× 〇 2
〇 〇 1
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本論文では，動作記述生成手法と，動作記述生成のためのデータセットである動作記述書
き換えデータの作成，生成漏れ・過剰生成を考慮する動作記述の評価指標・評価手法，動
作記述を動画検索へ適用した際の有効性について述べた．作成したデータセットは公開さ
れているデータセットActivityNet Captionsを書き換えることで作成した．提案した動作
記述生成手法は，動画に対して付与されたキャプションを書き換えるという方式をとって
おり，書き換えるキャプションに動作ラベルを付与することの有効性についても検討した．
動作記述の評価手法では，評価指標を設定するほかに，参照文-候補文間のマッチングスコ
アを利用した，生成漏れ・過剰生成を検出する手法も検討した．動画検索では，文ベクト
ルの類似度や公開されている検索エンジンを利用することで行った．設定した評価指標AE
の妥当性，動作記述生成にラベルの利用が有効であることが明らかになった．一方で，動
作記述がいかなる場面でも動画検索に有効であるということを期待していたが，限られた
状態でしか有効でないことが明らかになった．
今後の課題は，動作記述生成の精度向上を図ることと，動画に対して，キャプションと
動作ラベルを付与することがあり．さらに，動作記述書き換えデータの拡充も課題である．
BERTを利用した検索では動作記述を用いたときに，キャプションを用いたときに比べ
高い検索精度になったため，生成の精度を向上することで他の検索方法でも向上する見込
みがあると考えられる．動作記述生成で改善できる点は，動作ラベルの利用方法である．本
研究では，キャプションの冒頭に付与し，サブドメインの識別子として利用しようと試み
た．生成した動作記述を比較すると，動作ラベルを追加することで動作記述の質が上がっ
ていることは確認できるが，サブドメインの識別子として働いたことは確認できなかった．
そのため，より明示的に識別子としてつかえる構造を追加することが動作記述生成の精度
向上につながると考えられる．
動画に対する，キャプションと動作ラベルの付与については，本研究で提案した動作記
述生成手法を生成したキャプションに適用した時の挙動を明らかにするために必要だと考
えられる．それは，動画に対してキャプションと動作ラベルが付与されている，という仮定
の下で動作記述生成の手法を提案していたため，人手で作成された質が高いキャプション
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に対する書き換えしか行えていないことが理由である．システムの出力するキャプション
には，文法を間違えている，非文であるなどの問題点を含んだものがあると予想でき，そ
の問題点が動作記述生成に与える影響を知ることで，今まで発見できていない提案した動
作記述生成手法の問題点を見つけ，改善が可能だと考えられる．
動作記述書き換えデータの拡充については，現在データ量が小規模であるため，S&Rデー
タを利用しているが用途のズレは存在するため，依存しすぎることは望ましくないと考え
られる．そのため，動作記述書き換えデータの規模を拡大が必要だと考えている。
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