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It is by now well-known that ground states of gapped one-dimensional (1d) quantum-many body
systems with short-range interactions can be studied efficiently using classical computers and matrix
product state techniques. A corresponding result for finite temperatures was missing. Using the
replica trick in 1+1d quantum field theory, it is shown here that the cost for the classical simulation of
1d systems at finite temperatures grows in fact only polynomially with the inverse temperature and
is system-size independent – even for gapless systems. In particular, we show that the thermofield
double state (TDS), a purification of the equilibrium density operator, can be obtained efficiently
in matrix-product form. The argument is based on the scaling behavior of Re´nyi entanglement
entropies in the TDS. At finite temperatures, they obey the area law. For gapless systems with
central charge c, the entanglement is found to grow only logarithmically with inverse temperature,
Sα ∼ c6 (1+1/α) log β. The field-theoretical results are tested and confirmed by quasi-exact numerical
computations for integrable and non-integrable spin systems, and interacting bosons.
I. INTRODUCTION
The number of degrees of freedom of a quantum many-
body system grows exponentially with its size. This
makes it often difficult to study these systems analyti-
cally or numerically, but has also lead to the promising
concepts of quantum computation and simulation. A fo-
cus of current research is to identify realms of the quan-
tum world that can or cannot be captured efficiently us-
ing classical computers. Entanglement properties of the
systems allow us to quantify their complexity. It has
been established [1–5] that ground states of typical one-
dimensional (1d) systems can be approximated by matrix
product states (MPS) [6–9], which are efficient classical
representations. This is brought to bear in the density-
matrix renormalization group method (DMRG) [10–12].
In a more recent breakthrough, it has been proven that
such MPS approximations of ground states can indeed
be computed efficiently and certifiably for gapped local
1d systems [13].
For typical 1d systems at finite temperatures, we in-
vestigate here the scaling behavior of Re´nyi entangle-
ment entropies Sα in the thermofield double state (TDS)
[14, 15]
|%β〉 = e
−βHˆ/2 ⊗ 1ˆ√
Z
|1〉 with |1〉 =
∑
σ
|σ〉 ⊗ |σ〉 (1)
which is a purification [16–18] of the equilibrium density
operator %ˆβ = exp(−βHˆ)/Z, where β = 1/kBT is the in-
verse temperature, B = {|σ〉} is an orthonormal basis for
the many-body Hilbert space H, and Z = Tr[exp(−βHˆ)]
is the partition function. The results imply that an effi-
cient classical simulation is possible at any finite temper-
ature.
We determine the scaling of entanglement entropies for
critical systems described by 1+1d conformal field theory
(CFT) and for gapped systems described by massive rel-
ativistic quantum field theory. This, together with argu-
ments from Ref. [4], leads to the conclusion that thermal
equilibrium states of these systems can be represented
faithfully as MPS in the sense that |%β〉 ≈ |%Dβ 〉, where
|%Dβ 〉 :=
∑
σ,σ¯∈B
Aσ1,σ¯11 A
σ2,σ¯2
2 · · ·AσL,σ¯LL |σ〉 ⊗ |σ¯〉 (2)
with |σ〉 ≡ |σ1, . . . , σL〉 for a system with L lattice sites,
D ×D matrices Aσi,σ¯ii , and corresponding row and col-
umn vectors Aσ1,σ¯11 and A
σL,σ¯L
L . For a fixed approxi-
mation accuracy, the so-called bond dimension D does
not have to be increased with increasing system size L.
D is also temperature-independent for gapped systems,
D = O(L0β0), and scales only polynomially in the in-
verse temperature for gapless systems, D = O(L0βλ)
with exponent λ = c6 (1 + 1/α) as discussed below. This
allows for an efficient simulation on classical computers,
using time-dependent DMRG methods [19–22]. Our re-
sults are in this sense a finite-temperature counterpart
of Refs. [1–5, 13]. As the obtained bounds on D are
relatively loose, we support the analytical results with
quasi-exact numerical simulations for integrable and non-
integrable systems.
Employing a truncated cluster expansion of exp(−βHˆ)
for lattice models with norm-bounded short-range inter-
actions, Hastings proved earlier [23] that matrix prod-
uct approximations are possible, albeit with a consider-
ably worse scaling behavior for D. In his construction,
above a certain percolation temperature, the required
bond dimension grows polynomially in the system size,
D = eO(logL), and exponentially in β for temperatures
below the percolation temperature, D = eO(β logL) [23–
25]. Our field-theoretical and numerical findings, hence,
substantially improve over these results.
ar
X
iv
:1
70
8.
09
34
9v
1 
 [q
ua
nt-
ph
]  
30
 A
ug
 20
17
2FIG. 1. Field-theoretical evaluation of TDS entanglement. In the evaluation of Sα [Eq. (3)] for the TDS |%β〉, imaginary
time τ is introduced through Trotter decomposition of exp(−βHˆ). (a) The reduced density matrix 〈σσ¯|ΩˆA|σ′σ¯′〉 for subsystem
A with x ≤ ` corresponds to an Euclidean path integral on a cylinder M of length L and circumference β with states σ, σ′,
σ¯, and σ¯′ at two parallel cuts of length ` at τ = 0 and τ = β/2. (b) According to the replica trick for integer α = n,
the Euclidean path integral (4) for Zn is evaluated on n cyclically connected copies Mn of the cylinder with branch points
at (x, τ) = (`, 0), (`, β/2). It turns out to be a simple two-point correlator (6) of branch-point twist fields Tn and T˜n on n
unconnected cylinders M×n1 .
II. PURIFICATION OF MIXED STATES
For every density operator %ˆ on a Hilbert space H,
there exist pure states |%〉 on an enlarged Hilbert space
H⊗H¯ that purify %ˆ in the sense that TrH¯ |%〉〈%| = %ˆ [16–
18], where the partial trace is over the second component
of the tensor product space [26]. Hence, |%〉 contains the
full information about %ˆ and expectation values can be
evaluated according to Tr(%ˆOˆ) = 〈%|Oˆ⊗ 1ˆ|%〉. One possi-
ble choice for such a purification, is to use the vectoriza-
tion of %ˆ1/2, i.e., |%〉 := ∑σ,σ¯∈B〈σ|%ˆ1/2|σ¯〉 · |σ〉 ⊗ |σ¯〉 ∈
H ⊗ H¯ with H¯ = H. For thermal states %ˆβ , this
choice leads to the TDS (1). This specific purification of
%ˆβ is extensively used in MPS simulations of (strongly-
correlated) systems at finite temperatures. See, for exam-
ple, Refs. [27–42]. Starting at infinite temperature with
|1〉, |%β〉 is obtained through an imaginary-time evolution
[43–45].
III. ENTANGLEMENT ENTROPIES
The scaling behavior of Re´nyi entanglement entropies
Sα in the purifications |%β〉 ∈ H ⊗ H¯ will allow us to
bound bond dimensions D needed to approximate |%β〉
to a certain precision in MPS form (2). Specifically, we
consider a (spatial) bipartition of the system such that
H = HA ⊗ HB and, correspondingly, H¯ = H¯A ⊗ H¯B .
Then,
Sα(A) :=
1
1− α log Tr Ωˆ
α
A, ΩˆA := TrHB ,H¯B |%β〉〈%β |.
(3)
Sα is a generalization of the famous von Neumann entan-
glement entropy which is recovered for α→ 1. Note that
Sα(A) has no immediate relation to the entanglement of
purification [46].
IV. ENTANGLEMENT FROM 1+1D FIELD
THEORY
Choosing subsystem A to consist of sites [1, `] and
introducing imaginary time τ through a Trotter de-
composition e−βHˆ = (e−
β
M Hˆ)M , the reduced density
matrices 〈σσ¯|ΩˆA|σ′σ¯′〉 of the TDS correspond to an
Euclidean path integral on a cylinder M of length L
and circumference β with two parallel cuts of length
` at distance ∆τ = β/2 [47]. The four open lines
represent the basis states |σσ¯〉, |σ′σ¯′〉 ∈ HA ⊗ H¯A
as indicated in Fig. 1a. To evaluate the Re´nyi en-
tanglement entropies (3) for integer α = n ∈ N, we
can employ the replica trick [1, 48] and compute the
required ratio of partition functions Zn/Z
n := Tr ΩˆnA =∑
{σk},{σ¯k}〈σ1σ¯1|ΩˆA|σ2σ¯2〉 . . . 〈σnσ¯n|ΩˆA|σ1σ¯1〉 by
evaluating the Euclidean path integral on the manifold
Mn, consisting of n cylinders which are cyclically
connected along the described cuts. Then,
Zn =
∫
D[ϕ1, . . . , ϕn]Mne−
∫
M dxdτ
∑n
k=1 L[ϕk](x,τ), (4)
where we have made the transition to a 1+1d continuum
field theory with Lagrange density L, describing the long-
range properties of the system, and ϕk(x, τ) is the field on
the kth replica of the cylinder M. Continuity conditions
appropriate forMn are imposed. For x > `,Mn consists
of n unconnected cylinders of circumference β, just as
in the computation of ground-state Re´nyi entanglement
entropies [3]. But a decisive difference is that, in our
case, Mn also consists of n unconnected cylinders for
x ≤ `, each being composed of one half of replica k and
one half of replica k + 1 mod n with 1 ≤ k ≤ n. As we
will see explicitly, this is the reason why entanglement
entropies of finite-temperature TDS (1) obey the area
law (saturate with increasing `), while they are ∝ log `
for ground states of critical systems [1–3, 48–50].
3Following Refs. [51, 52], the partition function (4) for
the non-trivial manifold Mn can be expressed as a cor-
relation function of branch-point twist fields Tn and T˜n
such that, in our case,
Zn/Z
n =
〈T˜n(`, β/2) Tn(`, 0)〉M×n1 (5)
with 〈. . .〉M×n1 denoting the expectation value according
to the path integral over n unconnected cylinders M×n1 .
The twist field Tn(x, τ) imposes the boundary conditions
ϕk(x
′, τ−) = ϕk+1(x′, τ+) ∀x′≤x, k with ϕk+n ≡ ϕk and,
similarly, for T˜n(x, τ) but in reverse order. See Fig. 1b.
The long-range physics of critical (and hence gapless)
1d quantum systems are usually captured by a conformal
field theory (CFT) [53, 54], characterized by a central
charge c [55]. The local twist fields then turn out to be
so-called primary fields of the CFT with scaling dimen-
sion ∆n =
c
12 (n − 1/n) [51, 52]. The invariance under
conformal transformations is very restrictive and deter-
mines two-point functions up to a nonuniversal factor
such that 〈T˜n(z) Tn(z′)〉C×n = Cn|z− z′|−2∆n for n repli-
cas of the complex plane C×n and coordinates z = x+iτ .
As detailed in Appx. A, one can use this and a conformal
mapping from the complex plane to cylinders to evaluate
Eq. (5) for L→∞ and large subsystem sizes ` β. One
finds the power law decay
Tr ΩˆnA =
〈T˜n(`, β/2) Tn(`, 0)〉M×n1 → Cn|β/pi|−2∆n (6)
such that, after analytic continuation from integer n to
real α,
Sα(`)→ c
6
(1 + 1/α) log(β/pi) + C ′α. (7a)
The constants C ′α =
1
1−α logCα are nonuniversal and
depend on the necessary ultraviolet cut-off, which is al-
ways present in the considered systems due to the fi-
nite lattice spacing. They coincide with constants occur-
ring in ground-state entanglement computations [3, 50].
At zero temperature, the TDS converges to the tensor
product of the ground state with itself, limβ→∞ |%β〉 =
|gs〉 ⊗ |gs〉. This implies that, for finite-size systems, the
logarithmic scaling of Sα(`) in β stops at β
∗ ∝ ` and
Sα(`) converges to twice the ground-state value, i.e., to
c
6 (1 + 1/α) log(2`/pi). This is in correspondence with the
finite-size energy gap ∆E ∝ 1/L. In the context of op-
erator entanglement entropy [56–58], the counterpart of
Eq. (7a) has been conjectured in Ref. [59] for α = 1,
based on numerics for spin chains.
In gapped systems, the energy gap ∆E > 0 causes an
exponential decay of imaginary-time correlations. Hence,
〈T˜n(`, β/2) Tn(`, 0)〉 → 〈T˜n(`, β/2)〉〈Tn(`, 0)〉 if the cor-
relation length ξ ∝ ∆E−1 is much smaller than β/2.
Due to translation invariance in the imaginary-time di-
rection, the correlator, and hence Sα(`), will be indepen-
dent of β and, for `, L − `  ξ, it is also independent
of the subsystem size `. These considerations can be
made more explicit for mass-perturbed CFT (massive rel-
ativistic quantum field theory). As shown in Ref. [3], one
FIG. 2. Structure of TDS entanglement. The infinite-
temperature TDS |%0〉 ∈ H⊗ H¯ has no spatial entanglement.
But sites of the original system H are maximally entangled
with corresponding sites of the auxiliary system H¯. During
the imaginary-time evolution, spatial entanglement builds up.
At zero temperature, the TDS converges to limβ→∞ |%β〉 =
|gs〉⊗|gs〉. The two copies of the system are then unentangled
and, with respect to spatial bipartitions, the TDS has twice
the entanglement of the ground state.
finds 〈Tn(`, 0)〉 = Cnξ−∆n . Hence, for gapped systems,
the Re´nyi entanglement entropies of the TDS saturate as
functions of β,
Sα(`)→ c
6
(1 + 1/α) log(ξ) + 2C ′α, (7b)
and grow logarithmically with the correlation length ξ.
V. COMPLEXITY OF MPS SIMULATIONS
Following arguments of Verstraete and Cirac for pure
states [4], Sα(`) can be used to bound the bond dimen-
sions D, necessary to approximate the TDS |%β〉 in MPS
form (2) to a certain accuracy. Given a Schmidt decompo-
sition |%β〉 =
∑
k
√
ωk(`) |k〉A ⊗ |k〉B with the ΩˆA eigen-
values ω1 ≥ ω2 ≥ . . . ≥ 0 and orthonormal bases {|k〉A}
and {|k〉B} for HA ⊗ H¯A and HB ⊗ H¯B , one defines the
truncation error `(D) :=
∑
k>D ωk(`). As detailed in
Appx. B, there always exists an MPS approximation with
(‖|%β〉 − |%Dβ 〉‖2)2 ≤ 2 L−1∑
`=1
`(D) (8)
and the truncation error can be bounded by log `(D) ≤
1−α
α [Sα(`) − log(D − 1)] for 0 < α < 1 [4]. In compar-
ing systems of variable size L, one can consider different
requirements for the dependence of `(D) on L. In the
following, let us choose  = `(D) independent of L. Solv-
ing for bond dimension D, we obtain the upper bound
log(D − 1) ≤ Sα(`) + α
1− α log
1

. (9)
4For fixed  and α, this establishes a system-size inde-
pendent bound on bond dimensions that is temperature-
independent for gapped systems and scales polynomially
in the inverse temperature β for critical systems such that
D = O
(
L0β0ξ
c
6 (1+
1
α )
)
and D = O
(
L0β
c
6 (1+
1
α )
)
(10)
according to Eqs. (7b) and (7a), respectively [60]. Thus,
1d quantum systems at finite temperatures can be simu-
lated efficiently on classical computers. Specifically, the
MPS approximation (2) of the TDS can be computed us-
ing an imaginary-time evolution starting at β = 0 with
computations costs scaling as O(βLD3) [43–45].
For Sα =
c
6 (1+1/α) log y, with y being the correlation
length or β according to Eqs. (7), we can minimize the
bound (9) on the required bond dimensionD with respect
to α. One finds
α∗ =
(
1−
√
6
c
log
1

/
log y
)/(
1− 6
c
log
1

/
log y
)
. (11)
The smallest scaling exponents in Eq. (10) hence occur
for large y, big central charge c, and large truncation
error . For currently typical MPS simulation parameters
with  ∼ 10−5 . . . 10−14, y ∼ 10 . . . 103, and c ∼ 1/2 . . . 2,
one has α∗ ∼ 0.07 . . . 0.3. Because the bound (9) for
D turns out to be relatively loose and in order to test
the field-theoretical results (7) for Sα, numerical analyses
for spin chain models and the Bose-Hubbard model are
provided below.
VI. RELEVANT NORMS
An alternative to working with MPS purifications |%〉
would be to work with matrix product operator (MPO)
representations of %ˆ [43, 61] which is a reason for study-
ing operator entanglement entropies [58, 59]. Although
MPOs are still the best option in some scenarios where
suitable purifications are not available, there is an im-
portant drawback which is not fully appreciated in the
literature. The relevant distance measure for density op-
erators is the trace distance ‖%ˆ − %ˆ′‖1 ≡ Tr |%ˆ − %ˆ′| =
maxXˆ: ‖Xˆ‖=1 Tr[Xˆ(%ˆ− %ˆ′)]. It provides the maximum dif-
ference in expectations values and the success rate for
discriminating %ˆ and %ˆ′ in measurements.
The scaling (7) guarantees that efficient MPS approx-
imations |%Dβ 〉 [Eq. (2)] of |%β〉 and, analogously, MPO
approximations %ˆDβ of %ˆβ are possible in the sense that,
with bond dimensions being scaled according to Eq. (10),
the Schatten 2-norm distances are small. However, gener-
ically, one only has the bound ‖Yˆ ‖1 ≤
√
dimH‖Yˆ ‖2 for
the trace norm from Ho¨lder’s inequality [62]. Hence,
a small distance ‖%ˆDβ − %ˆβ‖2 ≤ ε does in general not
imply a good approximation of %ˆβ in MPO form un-
less ε is chosen to decrease exponentially in the system
size L. In contrast, one can easily show [63] that a
bound ‖|%Dβ 〉 − |%β〉‖2 ≤ ε for purifications does imply
‖%˜Dβ − %ˆβ‖1 ≤ 2ε for the corresponding density operator
%˜Dβ = TrH¯ |%Dβ 〉〈%Dβ |.
VII. NUMERICAL INVESTIGATION
In the following, the field-theoretical formulae (7) for
the Re´nyi entanglement entropies in the TDS |%β〉 and
the resulting scaling (10) of truncation dimensions D are
tested for a few important integrable and non-integrable
lattice models, describing, e.g., quantum magnets [64]
and ultracold bosonic atoms in optical lattices [65, 66].
Figure 3 shows results of MPS simulations. The spin-1/2
XXZ chain
Hˆ =
L−1∑
i=1
(Sˆxi Sˆ
x
i+1 + Sˆ
y
i Sˆ
y
i+1 + ∆Sˆ
z
i Sˆ
z
i+1)
is integrable [67–69]. It is critical in the XY phase −1 ≤
∆ ≤ 1 with long-range physics described by Luttinger
liquid field theory (the sine-Gordon model) [70–73] and,
hence, a CFT with central charge c = 1. In the Ne´el
phase, the gap is ∆E = 0.613(4) at ∆ = 3. The non-
integrable spin-3/2 isotropic Heisenberg antiferromagnet
Hˆ =
∑L−1
i=1 Sˆi · Sˆi+1
is also critical in accordance with Haldane’s conjec-
ture [74, 75] and the Lieb-Schultz-Mattis theorem [76–
78]. The long-range physics of all isotropic odd-integer
Heisenberg antiferromagnets can be described by the
level-1 SU(2) Wess-Zumino-Witten model and, hence,
a CFT with central charge c = 1 [79–81]. However,
due to the larger number of degrees of freedom, TDS
for the spin-3/2 chain feature higher entanglement than
for spins-1/2. The bilinear-biquadratic spin-1 chain
Hˆ =
L−1∑
i=1
[
cos θ Sˆi · Sˆi+1 + sin θ (Sˆi · Sˆi+1)2
]
is non-integrable except for special θ values. In the Hal-
dane phase [74] at θ = 0, it has a gap of ∆E = 0.410(5).
It is in a gapless phase for pi/4 ≤ θ ≤ pi/2 [82–85] with
long-range physics governed by the level-1 SU(3) Wess-
Zumino-Witten model with marginally irrelevant pertur-
bations [84]. The corresponding CFT with c = 2 implies
a fast growth of entanglement when temperature is low-
ered. Lastly, we consider the Bose-Hubbard model
Hˆ =
∑
i
[− J(bˆ†i bˆi+1 + h.c.) + Unˆi(nˆi − 1)/2− µnˆi]
which is also non-integrable. Increasing the hopping J
at fixed chemical potential µ/U = 1/2, the system un-
dergoes a phase transition from the Mott insulator with
one boson per site to a superfluid at J/U & 0.125 [86–89].
The superfluid is a Luttinger liquid [73, 90] and has hence
central charge c = 1. Gaps at J/U = 0.09375, 0.125 in
the Mott phase are ∆E/U = 0.138(8) and 0.027(9), re-
spectively.
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FIG. 3. Numerical investigation for spin chains and 1D bosons. Re´nyi entanglement entropies Sα in thermofield double
states |%β〉, and truncation dimensions D of corresponding MPS representations. Left: Spin-1/2 XXZ chain. Middle: Isotropic
spin-3/2 Heisenberg antiferromagnet and spin-1 bilinear-biquadratic chain. Right: Bose-Hubbard model with onsite repulsion
U = 1, chemical potential µ = 1/2, and a maximum of 5 bosons per site. System sizes L are chosen such that finite-size effects
are negligible (either L = 384 or L = 192). For critical systems, these quasi-exact results for Sα(L/2) confirm the corresponding
CFT prediction (7a). The bounds (9) on D are relatively loose, but predicted scaling exponents λ∗ = c
6
(1 + 1/α∗) > c
3
in
Eq. (10) with the optimal α∗ [Eq. (11)] compare favorably to numerics.
Figure 3 shows the results of time-dependent DMRG
simulations of the different systems with a 4th order
Trotter-Suzuki decomposition [91, 92]. Bond dimen-
sions D in the MPS |%Dβ 〉 are adjusted dynamically as in
Refs. [35, 93] by truncating all ΩˆA eigenvalues ωk < ωtr =
10−12 such that Re´nyi entanglement entropies Sα=1,1/2
in the upper panels of Fig. 3 are quasi-exact. For the
gapped systems, Sα indeed converges at β ∼ 1/∆E in
accordance with Eq. (7b). For the critical systems, the
CFT prediction (7a) is confirmed for all considered mod-
els. (Additive constants for Sα are chosen arbitrarily
in these plots.) The predicted scaling of MPS bond di-
mensions (10) is probed in the lower panels. Bond di-
mensions in the very precise MPS of the actual simu-
lations are shown with thicker lines. From these MPS,
we obtain truncation dimensions D (thin lines), corre-
sponding to truncation errors  = 10−5 and 10−6 for
the spin systems and bosonic systems, respectively. Scal-
ing exponents λ are determined for certain temperature
ranges. While the upper bounds (9) are relatively loose,
exponents λ compare favorably to the predicted values
λ∗ = c6 (1 + 1/α
∗) > c3 with α
∗ from Eq. (11). For ex-
ample, we find D ∼ βλ=0.75 for the critical XXZ model
with ∆ = 0, 1 around β = 80 and the bound (9) gives
D = O(βλ∗≈1).
VIII. DISCUSSION
A field-theoretical analysis of the scaling of entangle-
ment entropies in purifications for equilibrium states al-
lowed us to bound the bond dimensions and, hence, the
computation costs for corresponding MPS approxima-
tions. The analytical results are confirmed by quasi-exact
numerical data for several integrable and non-integrable
systems. This shows that typical 1d quantum-many
body systems at any temperature can be simulated effi-
ciently on classical computers with costs that are system-
size independent and increase, in the worst case (critical
systems), only polynomially with the inverse tempera-
ture. Consequently, quantum simulations [94, 95] are not
strictly necessary for this purpose. Nevertheless, it is of
course of interest to find quantum protocols with better
scaling properties.
I thank H. Baranger, M. Binder, Y. Ikhlef, J. Lu, G.
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Appendix A: Twist-field correlators at criticality
To determine Re´nyi entanglement entropies for the
TDS (1) within conformal field theory (CFT), we used
that, in the limit of infinite system size L→∞ and sub-
system size `  β, the two-point correlator of branch-
6point twist fields obeys 〈T˜n(`, β/2) Tn(`, 0)〉M×n1 →
Cn|β/pi|−2∆n [Eq. (6)], where ∆n is the scaling dimen-
sion of the twist fields. This can be sown as follows. On
(n copies of) the complex plane, the correlator is simply〈T˜n(z1) Tn(z2)〉C×n = Cn|z1 − z2|−2∆n , (A1)
where z = x+ iτ specifies a point in real space and imag-
inary time [53, 54].
The conformal transformation w(z) := β2pi log z maps
the complex plane C onto an infinitely long cylinder
M˜1 = w(C) of circumference β. Applying the general
formula for the transformation of primary fields [53, 54],
we obtain with wi := w(zi)〈T˜n(w1) Tn(w2)〉M˜×n1
= |w′(z1)w′(z2)|−∆n
〈T˜n(z1) Tn(z2)〉C×n
= Cn
∣∣∣∣ β2(2pi)2z1z2
∣∣∣∣−∆n |z1 − z2|−2∆n
= Cn
(
β
2pi
)−2∆n ∣∣∣∣ (z1 − z2)2z1z2
∣∣∣∣−∆n . (A2)
Equation (6) then follows with w1 = ` and w2 = `+ iβ/2
which gives |(z1 − z2)2/(z1z2)| = 4.
Similarly, we can consider w1 = x1 ∈ R and w2 = x2 ∈
R which gives |(z1−z2)2/(z1z2)| = 4 sinh2(pi |x1−x2|/β).
This then implies that, in the limit L→∞ and x1, x2 
β, the finite temperature β−1 induces a finite correlation
length ξβ and spatial correlation functions decay as
〈
φ1(x1)φ2(x2)
〉
M˜1 =
[
β
pi
sinh(pi |x1 − x2|/β)
]−∆
∼
(
β
2pi
)−∆
e−|x1−x2|/ξβ . (A3)
Here, φ1 and φ2 are primary fields with scaling dimension
∆, and ξβ = β/(pi∆) [53, 54]. Consequently, our results
also hold for finite-size systems, as long as L ξβ .
Appendix B: Bounding MPS approximation errors
Let |ψ〉 = ∑σ ψσ|σ〉 be a normalized many-body state
for a system of size L with an orthonormal basis {|σ〉 ≡
|σ1, . . . , σL〉}. For a bipartition of the system into the
block A, comprising sites 1 to i, and block B, comprising
sites i+ 1 to L, let ωi be a diagonal matrix that contains
the descendingly ordered eigenvalues ωi,1 ≥ ωi,2 ≥ . . . ≥
0 of the reduced density matrix ΩˆA := TrHB |ψ〉〈ψ|.
As shown by Verstraete and Cirac in Ref. [4], for any
state |ψ〉, there exists an MPS approximation
|ψD〉 =
∑
σ
A˜σ11 A˜
σ2
2 · · · A˜σLL |σ〉 (B1)
with bond dimension D such that truncation errors
i(D) :=
∑
k>D ωi,k provide a bound on the two-norm
distance ‖|ψ〉 − |ψD〉‖2. Furthermore, the truncation er-
rors can be bounded using Re´nyi entanglement entropies.
Let us recapitulate these arguments in the following.
First, note that |ψ〉 can always be represented exactly
in MPS form, such that
|ψ〉 =
∑
σ
ψσ|σ〉 =
∑
σ
Aσ11 A
σ2
2 · · ·AσLL |σ〉 (B2)
with bond dimensions growing exponentially in L. This
can be achieved by a sequence of singular value decom-
positions (SVD) [96] that decompose the tensor ψσ into
the product
∏
iA
σi
i . The SVDs correspond to Schmidt
decompositions [18] of |ψ〉, e.g., for a cut at bond (i, i+1)
such that the resulting singular value spectrum is given
by
√
ωi. Considering ψ
σ as a matrix with row multi-
index (σ1, . . . , σL−1) and column index σL, the first SVD
yields ψσ
SVD
=: ψ
σ1,...,σL−1
L−1
√
ωL−1AσLL . We then continue
with
ψσ1,...,σii
√
ωi
SVD
=: ψ
σ1,...,σi−1
i−1
√
ωi−1Aσii (B3)
for i = L− 1, . . . , 1. The resulting matrices Aσi obey the
(right) orthonormality constraints∑
σ
Aσi (A
σ
i )
† = 1 and
∑
σ
(Aσi )
†ωi−1Aσi = ωi (B4)
which is in accordance with Ai playing the role of a linear
isometry (projection onto a subspace) in the traditional
view of the DMRG method [9–12]. The properties (B4)
follow from the recurrence relation (B3). In particular,
the second part follows from,
ωi =
∑
σ′,σi
√
ωi(ψ
σ′,σi
i )
†ψσ
′,σi
i
√
ωi
(B3)
=
∑
σ′,σi
(Aσii )
†√ωi−1(ψσ′i−1)†ψσ
′
i−1
√
ωi−1Aσii
=
∑
σi
(Aσii )
†ωi−1Aσii ,
where σ′ = (σ1, . . . , σi−1) and property
∑
σ(ψ
σ
i )
†ψσi = 1
has been used twice.
Now, let us employ the obtained exact representation
(B2) to define an MPS approximation |ψD〉 with bond
dimension D. In particular, choose A˜σi in Eq. (B1) as
the upper left D × D block of Aσi , i.e., A˜σi := PAσi P
for 1 < i < L, where projector P has matrix elements
[P ]a,b =
∑D
k=1 δa,kδb,k. Correspondingly, A˜
σ
1 := A
σ
1P
and A˜σL := PA
σ
L. We will see that this implies the bound
‖|ψ〉 − |ψD〉‖22 ≤ 2
L−1∑
i=1
i(D) (B5)
for the two-norm distance [4]. According to Eq. (B4),
Ei(X) :=
∑
σ(A
σ
i )
†XAσi is a quantum channel [97] with
7Kraus operators {(Aσi )†} and the property Ei(ωi−1) = ωi.
This allows us to write the overlap 〈ψ|ψD〉 as
〈ψ|ψD〉 =
∑
σ
(AσLL )
† · · · (Aσ11 )†A˜σ11 · · · A˜σLL
= EL(. . . E3(E2(ω1P )P ) . . . P ).
As discussed in Appx. C, the trace norm ‖X‖1 :=
Tr
√
XX† is non-increasing under application of quan-
tum channels, ‖Ei(X)‖1 ≤ ‖X‖1, and also non-increasing
with respect to insertion of projectors, ‖XP‖1 ≤ ‖X‖1.
This can be used to bound |1 − 〈ψ|ψD〉|. In particular,
with ωL = 1, Y1 := ω1, and Yi := Ei(Yi−1P ) such that
YL = 〈ψ|ψD〉,
|1− 〈ψ|ψD〉| = ‖ωL − YL‖1 = ‖EL(ωL−1 − YL−1P )‖1
≤ ‖ωL−1 − YL−1P‖1
≤ ‖(ωL−1 − YL−1)P‖1 + ‖ωL−1 (1− P )‖1
≤ ‖ωL−1 − YL−1‖1 + L−1(D) = . . . =
L−1∑
i=1
i(D),
where we have used that ‖ωi (1 − P )‖1 =
∑
k>D ωi,k
is simply the truncation error i(D). Similarly, as also
‖PXP‖1 ≤ ‖X‖1,
〈ψD|ψD〉 = EL(PEL−1(P . . . E2(Pω1P ) . . . P )P )
≤ ‖EL−1(P . . . E2(Pω1P ) . . . P )‖1 ≤ . . . ≤ ‖ω1‖1 = 1.
With
(‖|ψ〉 − |ψD〉‖2)2 ≤ 2|1 − 〈ψ|ψD〉| + 〈ψD|ψD〉 − 1,
this proves the bound (B5).
Finally, one can relate the truncation error (D) for a
cut at some bond (i, i + 1) to the Re´nyi entanglement
entropy Sα(ω) =
1
1−α log
∑
k(ωk)
α [4], where ω1 ≥ ω2 ≥
. . . ≥ 0 (∑k ωk = 1) denote the decreasingly ordered
eigenvalues of the reduced density matrix ΩˆA of subsys-
tem A, which comprises lattice sites 1 to i. Sα is Schur-
concave [62]. This means that Sα(ω˜) ≤ Sα(ω) if the dis-
tribution ω˜ majorizes ω, i.e., if
∑n
k=1 ω˜k ≥
∑n
k=1 ωk ∀n.
Hence, with a given truncation error (D) =
∑
k>D ωk,
we can obtain a lower bound for Sα(ω) by finding a dis-
tribution ω˜ that majorizes all distributions with the same
truncation error  = (D). With a second positive pa-
rameter h = ω˜D, let us choose
ω˜1 = 1− − (D − 1)h, ω˜2 = . . . = ω˜D+K = h,
ω˜D+K+1 = γh, and ω˜k = 0 ∀k>D+K , (B6)
where K = b/hc and γ = /h −K ∈ [0, 1). This distri-
bution has truncation error
∑
k>D ω˜k =  and majorizes
all other distributions ω′ with the same truncation error
and ω′D = h as
n∑
k=1
ω˜k =
{
1− − (D − n)h for 1 ≤ n ≤ D +K
1 for n > D +K
and
∑n
k=1 ω
′
k = 1 −  −
∑D
k=n+1 ω
′
k ≤ 1 −  − (D −
n)h for 1 ≤ n ≤ D, ∑nk=1 ω′k = 1 −  + ∑nk=D+1 ω′k ≤
1 −  − (D − n)h for D < n ≤ D + K and, of course,∑n
k=1 ω
′
k ≤ 1 for n > D + K. In a final step, we need
to minimize Sα(ω˜) with respect to h to find the globally
optimal distribution for the given  and D. While this
is not easily possible, it is simple to minimize the lower
bound 11−α log [(D − 1 + /h)hα] ≤ Sα(ω˜) ≤ S(ω) with
respect to h. One obtains h∗ = 1−αα

D−1 and hence [4]
Sα(ω) ≥ 1
1− α log
(D − 1)1−αα
αα(1− α)1−α
≥ 1
1− α log
[
(D − 1)1−αα] (B7)
which is valid as long as
ω˜1 ≥ ω˜2 = h∗ > 0 ⇔ 1 > α ≥ D
D − 1−  ≈ . (B8)
If a Re´nyi entanglement entropy Sα with α in the range
(B8) is known, Eq. (B7) can be used to bound  from
above for a given D or to bound D from above for a
given desired approximation accuracy [cf. Eq. (B5)].
In comparison to Ref. [4], we have D − 1 instead of D
in the bound (B7). This minor difference is due to taking
into account that ω˜D+K+1 can in general not be set to h
or 0.
Appendix C: Trace norm and quantum channels
Quantum channels E : L(H) → L(H′) are linear com-
pletely positive trace-preserving maps between operator
spaces. For every quantum channel, there exists a linear
isometry Vˆ : H → H′⊗Haux (Vˆ †Vˆ = 1ˆH) with an auxil-
iary Hilbert space Haux such that E(Xˆ) = Traux Vˆ XˆVˆ †.
This is Stinespring’s dilation theorem [98].
The trace norm ‖Xˆ‖1 ≡ Tr
√
Xˆ†Xˆ (or “Schatten 1-
norm”) can be obtained by maximizing over unitaries in
the sense that ‖Xˆ‖1 = maxUˆ : Uˆ†Uˆ=1 |Tr XˆUˆ | [97]. It is
hence non-increasing under partial traces. As the trace
norm gives the sum of the singular values of Xˆ, it is
also invariant under isometric transformations. Conse-
quently, the trace norm is non-increasing under applica-
tion of quantum channels, ‖E(Xˆ)‖1 = ‖Traux Vˆ XˆVˆ †‖1 ≤
‖Vˆ XˆVˆ †‖1 = ‖Xˆ‖1.
For projection operators Pˆ = Pˆ † = Pˆ 2, Ho¨lder’s in-
equality [62] tells us that ‖XˆPˆ‖1 ≤ ‖Xˆ‖1‖Pˆ‖∞ = ‖Xˆ‖1
and of course also ‖Pˆ XˆPˆ‖1 ≤ ‖Xˆ‖1.
The Schatten 2-norm ‖Xˆ‖2 := (Tr Xˆ†Xˆ)1/2 for an op-
erator on H is typically not very useful for bounding its
trace norm ‖Xˆ‖1. Applying Ho¨lder’s inequality, one only
gets ‖Xˆ‖1 ≤ ‖1ˆ‖2‖Xˆ‖2 =
√
dimH‖Xˆ‖2.
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