A method to construct simultaneous confidence intervals about the difference in mean responses at the stationary point and at x for all x within a sphere with radius I R is proposed. Results of an efficiency study to compare the new method and the existing method by Moore and Sa (1999) are provided.
The mean response is optimized at the stationary point that may be a minimum, maximum, or a saddle point. After determining the levels of the predictor variables where the mean response is optimized, it is possible that this point is not a reasonable option due to practical considerations, such as expense. In this situation, multiple comparisons can be performed with other points in the region to determine if some other points provide responses that are not significantly different from the optimal point. This problem will subsequently be referred to as multiple comparisons with the best (MCB) in response surface methodology (RSM). The MCB problem was first approached by Hsu (1984) in design of experiments where he considered the problem of comparing the treatment means under study with the "best" treatment mean. Moore and Sa (1999) first approached the MCB problem in the RSM setting. There has also been other substantial work on related problems within the field of response surface methodology. Sa and Edwards (1993) and Merchant, McCann, and Edwards (1998) investigated the multiple comparisons with the control (MCC) problem. Sa and Edwards (1993) 
can be improved using a result of Casella and Strawderman (1980) for all x within a specified distance of 0 via a bounding algorithm that requires only a few seconds to a few minutes of computer time.
Closely related and within the fiel d of RSM, Moore and Sa (1999) addressed the MCB problem. They constructed confidence intervals about the difference in mean responses at the stationary point and alternate points over the entire k dimensional hyperplane based on a theory that does not depend on the design of the experiment. To solve the MCB problem, they utilized the delta method to approximate the variance of the estimated difference for 
This confidence interval is useful in determining whether an alternate point could be substituted for the stationary point as an optimizer. Furthermore, it provides how much loss in the mean response can be expected if x is moved away from 0 x . They investigated both Bonferroni and Scheffé type confidence intervals for the MCB problem. They also investigated Scheffé's Fprojection method of constructing conservative confidence intervals. However, the delta method is much less conservative than the F -projection method and of course, much easier to use.
It is the purpose of this article to address the MCB problem in RSM, but instead of considering the entire k-dimensional space, it would be more realistic to restrict the region to provide confidence bounds for . The method proposed by Merchant, McCann, and Edwards (1998) for the MCC problem should be adaptable to the MCB problem since the requirement for using this method is that the covariance matrix of the estimators must be known.
The delta method will be used to approximate the variance of $ ( ) δ B x for the MCB problem. The next section explains the theory and the bounding algorithm used to generate t he critical point for the MCB problem. The algorithm is design free, that is, it does not depend on the design of the experiment and should therefore provide consistent results regardless of the design. In order to approximate the entire set of interest, we adapt the fine grid of inference I G , suggested by Merchant, McCann, and Edwards (1998) (Brown,1984) where T f is the probability density function of T, a random variable such that 2 rT is distributed as (,) Fr υ ; U is a random vector independent of T, distributed uniformly on the r-dimensional sphere; and ' j a are the rows of the full rank matrix : pr × A such that ' = RAA . Finally, the probability P{E(t)}for the MCB problem can be calculated using the same bounding algorithm proposed by Merchant, McCann, and Edwards (1998) Figure 1 gives the estimated surface plot. As one can see, the stationary point is out of the experimental region and it may not be a reasonable option due to practical considerations or expense. Therefore, multiple comparisons can be performed with other points in a region to determine if any other point within the region of operability will produce a response that is not significantly different from the point that maximizes elongation at break ( y). Since the optimal point was a maximum, this suggests that lower bounds for Next, three different designs will be used for an example using the bounding algorithm to generate improved critical points for the MCB problem where the sample -size savings will be compared to the Scheffé and Bonferroni critical points. Khuri and Cornell (1987) provide an example in which they use RSM to investigate the effects of the amounts of two fertilizers, 1 x and 2 x , on the yield of peanuts measured in pounds per acre. For the purpose of the efficiency study, the estimated parameters from this example will be treated as the true parameters of an underlying model. The true quadratic response function is given by Assume that this option is not a reasonable option, multiple comparisons are performed to determine if alternate points can substitute for the stationary point in terms of maximizing peanut yield. Therefore, the critical point d is required to perform these comparisons.
Three central composite designs were chosen. The three designs are a rotatable central composite design with uniform precision, a rotatable central composite design without uniform precision, and a central composite design with one centerpoint. These designs will be referred to as Design 1, 2, and 3 respectively. Table 2 (following References section) shows the critical points that were generated for one and two replications of the three different designs using multiples of .2, R I = 1, and 2 for this example using Merchant, McCann, and Edwards' (1998) method in order to compare the critical values and the approximate sample -size savings for each design. Because the Bonferroni method is conservative due to the large number of comparisons , only the approximate sample -size savings vs the Scheffé method were calculated.
Considerable improvement (between 34% and 47%) over the Scheffé adaptation for all three designs is possible using the new method by choosing the radius of inference . The method proposed by Merchant, McCann, and Edwards (1998) for the MCC problem has been adapted to the MCB problem. It has provided confidence bounds for an example for two predictors where the critical values compare favorably to the Bonferroni and Scheffé methods as shown by Table 2 (following page).
This will also hold true for problems containing more than two predictor variables. For the example provided, this method has been shown to provide approximate sample -size savings of at least 25% for three different central composite designs. In fact, based on the theory behind the bounding algorithm, the Merchant, McCann, and Edwards' method for the MCB problem will always outperform the Scheffé and Bonferroni methods (Merchant, McCann, and Edwards, 1998) . 
