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Starting from an array of interacting fermionic quantum wires, we construct a family of non-
Abelian topologically ordered states of matter in three spatial dimensions (3D). These states of
matter inherit their non-Abelian topological properties from the su(2)k conformal field theories that
characterize the constituent interacting quantum wires in the decoupled limit. Thus, the resulting
topological phases can be viewed as 3D generalizations of the (bosonic) su(2)k Read-Rezayi sequence
of fractional quantum Hall states. Focusing in detail on the su(2)2 case, we first review how to
determine the nature of the non-Abelian topological order (in particular, the topological degeneracy
on the torus) in the two-dimensional (2D) case, before generalizing this approach to the 3D case.
We also investigate the 2D boundary of the 3D phases, and show for the su(2)2 case that there are
anomalous gapless surface states protected by an analog of time-reversal symmetry, similar to the
massless Dirac surface states of the noninteracting 3D topological insulator.
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2I. INTRODUCTION
A. Motivation
In recent decades, topological order has emerged as
a novel paradigm for describing states of matter. Mo-
tivated by the study of the fractional quantum Hall ef-
fect and chiral spin liquids, theoretical investigations un-
covered a rich landscape of topologically ordered phases
in two spatial dimensions. The unifying features com-
mon to all phases in this landscape are 1) the degen-
eracy of the ground state when the system is defined
on a manifold with nonzero genus [1], and 2) the (in-
timately related) existence of fractionalized excitations
in the gapped bulk [2]. The theoretical understanding
of these topologically ordered phases has been placed on
a firm mathematical footing rooted in the apparatus of
modular tensor categories [3–7]. While numerous prob-
lems remain open to investigation, such as the inclusion
of symmetries [8–11] and the description of topological
phases starting from interacting electrons [12–18], this
mathematical framework provides an indispensible point
of reference in the ongoing effort to understand strongly
interacting topological states of matter in two spatial di-
mensions.
The theoretical proposal [19, 20] and experimental dis-
covery [21–24] of three-dimensional topological insulators
protected by time-reversal symmetry (TRS) underscores
the natural question of whether a similar understanding
of topological order in three spatial dimensions could be
achieved. Numerous examples of topologically ordered
phases in three spatial dimensions are known, of which
discrete gauge theories and their twisted counterparts are
perhaps the most elementary [25–28]. There also exists
a procedure, the Crane-Yetter/Walker-Wang construc-
tion [29–32], that can be used to build certain topological
phases in three spatial dimensions. Despite this progress,
the question of what kinds of strongly interacting topo-
logical phases can exist in (3+1)-dimensional spacetime
(3D) is far from settled. This is especially true of non-
Abelian topological orders. Furthermore, it is (for the
most part) unclear how such topological phases emerge
as low-energy descriptions of condensed matter systems,
which are conventionally made of electrons and spins that
interact in decidedly non-exotic ways.
In this paper, we propose a family of non-Abelian topo-
logical phases in (3+1)-dimensional spacetime. This fam-
ily of phases can be viewed as completing the follow-
ing series of analogies between topological phases in two-
and three-dimensional space. We begin with the inte-
ger quantum Hall effect (IQHE) [33]. This is a topolog-
ical phase in (2+1)-dimensional spacetime (2D) whose
electromagnetic response is encoded by a U(1) Chern-
Simons effective action at level 1 [34–36]. It features
a unique ground state on the torus, and, on a mani-
fold with boundary, has gapless chiral Dirac fermion edge
states [37] described by the affine Lie algebra u(1)1 (see
Fig. 1). The noninteracting Z2 topological insulator (TI)
QHE TI
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FIG. 1. (Color online) Analogy between the quantum Hall
effect (QHE) in (2+1)-dimensinal spacetime and the Z2 topo-
logical insulator (TI) in (3+1)-dimensional spacetime. In the
quantum-Hall setting (left), the boundary between the topo-
logical phase (blue) and the vacuum (beige) hosts an edge
state that realizes one chiral sector of a conformal field the-
ory (red). In the TI setting (right), a domain wall separating
two regions with opposite time-reversal breaking fields (la-
beled “↑” and “↓”) hosts the same chiral mode that appeared
on the edge of the quantum Hall system.
in 3D can be viewed as inheriting many of its defin-
ing properties from the IQHE. For example, although
the noninteracting TI respects time-reversal symmetry
(TRS) while the IQHE does not, the gapped surface
states that emerge when TRS is broken on the surface of
the TI feature a Hall response that is exactly half of what
is expected in the IQHE case [38]. Thus, a “magnetic
domain wall” that separates regions with opposite TRS-
breaking fields on the TI surface binds the same gapless
chiral Dirac fermion mode that constitutes the edge state
of the IQH system (see Fig. 1). This is a direct conse-
quence of the axion electromagnetic response (signaled
by a θ term in the effective action) in 3D that character-
izes the bulk of the TI [39–41]. When TRS is preserved,
the noninteracting Z2 TI features a single massless Dirac
fermion on its surface. In pure 2D, the existence of a
TRS theory of a single massless Dirac fermion is forbid-
den by the fermion doubling theorem [42]. However, on
the surface of a Z2 TI, its presence is necessary to en-
sure that the TRS-breaking surface contribution of the θ
term does not spoil TRS on the surface. If TRS is broken
on the surface, then a mass term for the Dirac fermion is
symmetry-allowed, and the aforementioned surface quan-
tum Hall effect develops. In this sense, the Dirac fermion
surface states of the Z2 TI are anomalous, and their gap-
lessness is protected by TRS.
Recent work on so-called fractional TIs (FTIs) in 3D
has borne out this analogy to the interacting setting. In-
deed, these FTIs can be defined as systems in (3+1)-
dimensional spacetime with TRS whose bulk axion elec-
tromagnetic response is characterized by axion angles
θ that are rational multiples of pi. Consistency with
TRS then demands the presence of topological order in
the bulk [43, 44]. In the case θ = pi/k with k ∈ Z,
3one finds that breaking TRS on the surface of an FTI
yields a gapped surface state with Hall conductivity
σxy = (1/2k) e
2/h. Consequently, a magnetic domain
wall on the surface binds a chiral Luttinger-liquid mode
described by the affine Lie algebra u(1)k, which is pre-
cisely the edge state of the ν = 1/k Laughlin state in
the fractional quantum Hall effect (FQHE) [45]. More-
over, preserving TRS on the surface necessitates the
presence of fractionalized gapless excitations on the sur-
face [44]. Hence, FTIs feature fractionalized analogues of
the anomalous gapless surface states of the noninteract-
ing Z2 TI.
Given the two preceding analogies between the
(F)QHE in 2D and the (F)TI in 3D, the following nat-
ural question arises. Are there TI-like analogues in
3D of the 2D non-Abelian quantum Hall states? One
can focus, for example, on asking this question for the
(bosonic) Read-Rezayi quantum Hall sequence in (2+1)-
dimensional spacetime [46, 47]. These non-Abelian topo-
logical phases are described by an SU(2) Chern-Simons
term at level k, and feature chiral edge states described
by the affine Lie algebra su(2)k [45, 48]. Hence, the
analogous topological phase in (3+1)-dimensional space-
time would need to satisfy the following three properties.
First, it should be time-reversal invariant in the bulk.
Second, it should be topologically ordered, in the sense
that the ground state manifold on the three-torus must
have dimension greater than one. Third, a domain wall
between regions on the surface in which TRS is broken in
opposite ways should bind a chiral su(2)k mode. Fourth,
there should be gapless surface states protected by TRS.
Is it possible to construct such a topological phase? If so,
what is the nature of the bulk topological order? These
are the questions we address in this paper.
We address the question of the existence of 3D ana-
logues of the su(2)k fractional quantum Hall states in
2D by attempting to build them from scratch. In par-
ticular, we employ a coupled-wire construction based on
non-Abelian current algebras to construct a topological
phase with the desired properties. In this approach,
the topological phase in (3+1)-dimensional spacetime
is constructed by coupling together many sub-systems,
each of which lives in (1+1)-dimensional spacetime (1D),
with appropriate many-body interactions. Coupled-wire
constructions have been used to construct a variety of
strongly-correlated phases in 2D, including non-Fermi
liquids [49–51] as well as Abelian and non-Abelian quan-
tum Hall states [52–59]. Moreover, this approach has re-
cently been generalized to 3D, yielding a variety of phases
including Weyl semimetals [60, 61], fractional topolog-
ical insulators [62], and strongly-correlated phases de-
scribed by emergent Abelian gauge theories [63]. The
utility of this approach lies in the fact that numerous
analytic techniques exist for quantum field theories in
(1+1)-dimensional spacetime, enabling the description of
a wide variety of strongly interacting states of matter in
a controlled manner. We also argue by example in this
work that the coupled-wire approach can be used as a
means to search for and characterize candidates for new
topological phases of matter, like the family of 3D su(2)k
phases constructed here.
B. Outline and summary of results
We now provide an overview of the organization of the
paper and summarize the results.
In Sec. II, we review how to bosonize a multi-flavor
fermionic wire in terms of the currents associated with
the non-Abelian internal symmetry group of the wire [64].
This bosonization scheme has been used to address a wide
variety of physical problems in 1D, including the multi-
channel Kondo effect [65–67] and marginally-perturbed
conformal field theories (CFTs) [68]. In Ref. [69] it was
also used as a starting point for the construction of a se-
ries of non-Abelian topological phases in 2D. In Sec. II B,
we show how to add intra-wire interactions to drive the
fermionic wire to a strong-coupling fixed point described
by an su(2)k CFT. This treatment is crucial for what fol-
lows, as these CFTs are used as building blocks for the
coupled-wire constructions of the subsequent sections;
the non-Abelian topologically ordered phases in 2D and
3D that we construct later in the paper inherit their non-
Abelian character from the su(2)k CFTs.
Next, in Sec. III, we describe how to construct non-
Abelian topological phases of matter in 2D starting from
a one-dimensional array of decoupled su(2)k CFTs. This
section serves as a prelude to Sec. IV, where the 3D topo-
logical phase is constructed. While the su(2)k topological
phases constructed in Sec. III are not new, this section
serves two important purposes, on which we now elabo-
rate.
First, Sec. III establishes the approach we later take to
construct the 3D topological phases of the following sec-
tion. This approach can be described as follows. We use
su(2)k current-current interactions to couple channels in
neighboring wires that have opposite chirality. These
couplings can be viewed as arising from continuum lim-
its of microscopic interactions between the spin sectors
of neighboring wires (see, e.g., Refs. [70] and [71]). Fo-
cusing on the specific example of su(2)2, we argue that,
in the strong-coupling limit, these interactions gap the
bulk of the array of coupled wires, leaving chiral su(2)2
modes on the boundaries when the model is defined on
a cylinder. Once we have shown how to gap the bulk
of the array, we move on to characterize the bulk topo-
logical order within the coupled-wire construction. (In
the quantum Hall parlance, this topological phase is re-
lated to the Moore-Read state for bosons at filling factor
ν = 1.) The procedure for doing so hinges on using the
primary operators of the unperturbed CFTs in each wire
to construct nonlocal “string operators” that commute
with the interaction term and satisfy a nontrivial alge-
bra among themselves. These string operators can then
be used to determine the topological ground-state de-
generacy of the coupled-wire theory on the torus. More
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FIG. 2. (Color online) Two-dimensional cross-section of the
array of quantum wires used to construct the family of non-
Abelian topological phases in (3+1)-dimensional spacetime
studied in this work. Each grey disc centered on a site of
the square lattice Λ represents a quantum wire aligned along
the z-direction of the ambient three-dimensional space with
Cartesian coordinates x, y, and z. The colored discs within
each grey disc represent normal modes, dispersing along the
z-direction, that correspond to different chiral sectors of the
su(2)k conformal field theory. The binary color code distin-
guishes between left- and right-handed sectors. In this exam-
ple, each wire contains two right-moving and two left-moving
normal modes.
specifically, these string operators can be used to con-
struct a representation of the ground-state manifold of
the coupled-wire theory at strong coupling.
Second, the calculation of the ground-state degener-
acy of the su(2)2 topological phase in 2D constructed
in Sec. III serves to clarify precisely what is meant by
a “non-Abelian” topological phase in the context of this
paper. (Moreover, such a calculation was not presented
in previous coupled-wire constructions of similar topo-
logical phases, see e.g., Refs. [57] and [69].) In particu-
lar, we will show that the algebra of the nonlocal string
operators mentioned previously suggests the algebra of
Wilson loops in a Z2 gauge theory. Namely, there are
four nonlocal string operators that break into two sets of
anticommuting operators. Naive intuition derived from
Abelian gauge theory then suggests that the ground-state
degeneracy on the torus should be fourfold. However,
one finds that one of these four putative ground states
cannot reside in the ground-state manifold. The reason
for this has deep connections to the non-Abelian algebra
of primary operators in the CFT [5], and has come up
before in less microscopic studies of related topological
phases [72]. In this way, we conclude that the topolog-
ical degeneracy of the su(2)2 topological phase in 2D is
three, rather than four. This exclusion of states from the
ground-state manifold based on non-Abelian operator al-
gebras is at the heart of what distinguishes non-Abelian
topological phases from Abelian ones, and appears again
with a vengeance in the (3+1)-dimensional case.
In Sec. IV, we attempt a naive generalization of the
results of Sec. III to (3+1)-dimensional spacetime. The
starting point for the 3D wire construction is a two-
dimensional array of parallel interacting quantum wires
that realize su(2)k CFTs at low energies (see Fig. 2). We
then couple the su(2)k CFTs in neighboring wires with
current-current interactions, exactly as in Sec. III. When
these current-current interactions open a gap in the ar-
ray of wires, the result is a quantum phase of matter that
supports weak topological order, being simply a stack of
many copies of the 2D phases considered in Sec. III. The
su(2)2 case features an extensive ground-state degener-
acy that is inherited directly from its 2D precursor.
Section IV nevertheless introduces a new ingredient
that is important in the subsequent analysis carried out
in Sec. V, namely a symmetry that plays the role of TRS
in a TI. In this case, the relevant symmetry is a cousin
of TRS. While the individual interwire couplings do not
respect TRS, they do so up to a translation by one half
of either of the two lattice vectors that define the two-
dimensional array. [Note that the 2D su(2)k topological
phases constructed in Sec. III break the one-dimensional
analogue of this symmetry, just like the associated frac-
tional quantum Hall states break TRS.] This “antiferro-
magnetic” realization of time-reversal symmetry has ap-
peared in other coupled-wire constructions of TRS topo-
logical phases [73, 74]. This symmetry plays a similar
role to that of TRS in the TI (see also Refs. [75, 76]); in
particular, it protects anomalous gapless surface states,
as we will discuss below.
In Sec. V, we propose a different interwire interaction
that precludes the possibility of viewing the system as a
stack of decoupled planes. This interaction is still based
on current-current interactions, but is defined on plaque-
ttes of the square lattice, rather than bonds as in Secs. III
and IV. We move on to consider the su(2)2 case in de-
tail, building a set of nonlocal operators that can be used
to define a manifold of topologically degenerate ground
states. Most of the important aspects of the analysis of
Sec. III carry through to Sec. IV, albeit with a few crucial
modifications that we discuss in detail as they arise.
The most important modification involved in general-
izing the 2D results of Sec. III to the 3D setting of Sec.
V is that one must construct nonlocal “membrane” op-
erators” (see Fig. 3), in addition to the string operators
of the two-dimensional case, in order to characterize the
resulting topological order. These membrane operators
can be viewed as the two-dimensional worldsheets of de-
confined stringlike excitations, while the string operators
can be viewed as the one-dimensional worldlines of de-
confined pointlike excitations. The existence of stringlike
excitations is crucial for topological order in 3D, since de-
confined point particles in three-dimensional space must
have trivial braiding [77]. (Indeed, this is the case for
the present topological phase: all of the string opera-
tors will be shown to commute with one another.) The
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FIG. 3. (Color online) Visual summary of results for the
su(2)2 topological phase in (3+1)-dimensional spacetime con-
structed in this paper. The blue membrane and orange string
in the bulk represent membrane and string operators con-
structed in Sec. V. These membrane and string operators are
related to the “spin- 1
2
” and “spin-1” primary fields in the
su(2)2 conformal field theory. The boundary of the “spin-
1
2
”
membrane Σ̂(
1
2
) is a stringlike excitation, while the boundaries
of the “spin-1” string Γ̂(1) represent pointlike excitations. The
surface features a “magnetic” domain wall separating two re-
gions in which the analogue of time-reversal symmetry (TRS)
is broken in two different ways (shown here as a purple and a
green region of the surface, denoting the case where the sur-
face couplings λ > 0 and λ′ = 0, and the case where λ = 0
and λ′ > 0, respectively). The domain wall binds a chiral
su(2)2 mode (red).
non-Abelian algebra of string operators in the 2D exam-
ple generalizes to a non-Abelian algebra of string and
membrane operators in 3D. Moreover, there is also a
non-Abelian algebra among the membranes. Carrying
through the naive Abelian gauge theory counting for the
(3+1)-dimensional case and removing states that are ex-
cluded based on the non-Abelian operator algebra, we
find 20 degenerate ground states of the su(2)2 topologi-
cal phase in (3+1)-dimensional spacetime when space is
a three-torus.
Finally, we investigate in Sec. VI the surface states
of the 3D topological phase constructed in Sec. V. It is
readily seen that, when open boundary conditions are
imposed in one of the two directions of the array of
wires, there are gapless su(2)k modes left on the ex-
posed two-dimensional surfaces. The goal of Sec. VI is
to better understand the fate of these “dangling” modes
when they are coupled by marginally relevant local in-
teractions. When these interactions break the TRS ana-
logue, it is straightforward to see that a gapped surface
phase results. It is similarly straightforward to see that
a “magnetic” domain wall (i.e., a domain wall between
two regions of the surface in which the TRS analogue is
broken in different ways) binds a chiral su(2)k current
(see Fig. 3).
To probe the phase diagram of the surface when the
TRS analogue is preserved, we perform a one-loop renor-
malization group (RG) analysis of the surface. We find
that all couplings on the surface can flow to strong cou-
pling simultaneously, even though neighboring couplings
do not commute in general. Furthermore, we allow for
surface couplings that break the SU(2) spin-rotation
symmetry, and find that the surface couplings neverthe-
less flow towards an SU(2)-symmetric strong-coupling
fixed point in a large region of parameter space. Next,
we investigate the nature of the SU(2)-symmetric strong-
coupling fixed point by an explicit self-consistent mean-
field calculation for the su(2)2 case. We find that the
surface states are indeed gapless when the TRS analogue
is imposed, and that they do not break the symmetry
spontaneously (at least at the level of mean-field theory).
While the question of whether or not there exist gapped,
symmetry-preserving surface states of these topological
phases, which would then likely exhibit surface topologi-
cal order [73, 78–84], is interesting, we do not pursue it in
this work. However, some investigation along these lines
has been carried out in Ref. [74].
In summary, we are able to demonstrate in this paper
that it is possible to construct (3+1)-dimensional ana-
logues of the su(2)k non-Abelian (bosonic) quantum Hall
states. For the special case of su(2)2, we partially charac-
terize the non-Abelian topological order by explicit cal-
culation, in addition to characterizing the associated sur-
face states. Thus, we arrive at the surprising result that
non-Abelian topological states of matter based on confor-
mal field theory can be constructed in (3+1)-dimensional
spacetime.
II. NON-ABELIAN BOSONIZATION OF A
SINGLE WIRE
A. Free-fermion wire
Consider a one-dimensional wire containing Nc “col-
ors” of spinful fermions. Its action S0,wire is the integral
over time t and the coordinate z along the wire of the
Lagrangian density
L0,wire ..= 2
∑
σ=↑,↓
Nc∑
α=1
(
χ∗L,σ,α i∂LχL,σ,α
+ χ∗R,σ,α i∂RχR,σ,α
)
.
(2.1)
The derivatives ∂M ≡ ∂zM (M = L,R) are taken with
respect to the chiral (light-cone) coordinates
zL ≡ t+ z, zR ≡ t− z. (2.2)
We assume periodic boundary conditions along the wire,
i.e., in the z-direction. The four Grassmann-valued fields
χ∗L,σ,α, χL,σ,α, χ
∗
R,σ,α, χR,σ,α are independent of each
6other.
Such a wire has the internal symmetry U(2Nc)L ×
U(2Nc)R. The central idea of the series of coupled-wire
constructions presented in this paper is to decompose the
Lie algebra associated with this symmetry using the fol-
lowing identity (or “conformal embedding”) [85],
u(2Nc)1 = u(1)⊕ su(2)Nc ⊕ su(Nc)2, (2.3)
where we have employed the notation gk for the affine Lie
algebra at level k associated with the connected, com-
pact, and simple Lie group G. (For a review of affine
Lie algebras, see, e.g., Ref. [85].) Equation (2.3) tells us
that the theory (2.1) has three conserved currents jR,
JaR, and J
a
R corresponding to the affine Lie algebras u(1),
su(2)Nc , and su(Nc)2, respectively. (Note that, of course,
there are analogous conserved currents jL, J
a
L , and J
a
L for
the left-handed sector.) We use indices a = 1, 2, 3 to la-
bel the generators of SU(2) and a = 1, · · · , N2c − 1 to
label the generators of SU(Nc). In terms of the complex
fermions, these currents are given by
jM .
.=
∑
σ=↑,↓
Nc∑
α=1
χ∗M,σ,α χM,σ,α, (2.4a)
JaM .
.=
1
2
∑
σ,σ′=↑,↓
Nc∑
α=1
χ∗M,σ,α σ
a
σσ′ χM,σ′,α, (2.4b)
JaM .
.=
∑
σ=↑,↓
Nc∑
α,α′=1
χ∗M,σ,α T
a
αα′ χM,σ,α′ , (2.4c)
with M = L,R. The U(1) currents jM with M = L,R are
associated with charge conservation. The SU(2) currents
JaM with M = L,R and a = 1, 2, 3 are associated with the
spin-rotation symmetry. The SU(Nc) currents J
a
M with
M = L,R and a = 1, · · · , N2c − 1 are associated with the
color isospin-rotation symmetry. The generators σa/2 of
SU(2) and T a of SU(Nc) obey the normalizations and
the independent algebras
tr
(
σa σb
)
= 2δab, [σa, σb] = 2i abc σc, (2.5a)
tr
(
T a T b
)
=
1
2
δab, [T a, T b] = i f abc T c, (2.5b)
where abc is the Levi-Civita symbol and fabc are the
structure constants of SU(Nc). With these definitions,
one can build the energy-momentum tensor for the free
theory defined by the Lagrangian density (2.1) using
the Sugawara construction [65–67, 86] for the energy-
momentum tensor in the M-moving sector,
TM[u(2Nc)1] = TM[u(1)] + TM[su(2)Nc ] + TM[su(Nc)2].
(2.6a)
Here,
TM[u(2Nc)1] .
.=
1
pi
∑
σ=↑,↓
Nc∑
α=1
χ∗M,σ,α i∂MχM,σ,α, (2.6b)
TM[u(1)] .
.=
1
4Nc
jM jM, (2.6c)
TM[su(2)Nc ]
..=
1
Nc + 2
3∑
a=1
JaM J
a
M, (2.6d)
TM[su(Nc)2] .
.=
1
2 +Nc
N2c−1∑
a=1
JaM J
a
M. (2.6e)
With these definitions, it follows that the Hamiltonian
density associated with the free Lagrangian density (2.1)
is given by
H0,wire..=2pi
∑
M=L,R
(
TM[u(1)]+TM[su(2)Nc ]+TM[su(Nc)2]
)
.
(2.7)
Rewriting the free theory (2.1) in terms of the cur-
rents (2.4) amounts to performing a non-Abelian
bosonization of the free theory. This rewriting highlights
the fact that a theory of multiple flavors of free fermions
can be broken up into independent charge [u(1)], spin
[su(2)Nc ], and color [su(Nc)2] sectors.
B. Intra-wire interactions
Having rewritten the free theory (2.1) in terms of the
non-Abelian currents (2.4), we now wish to isolate the
su(2)Nc spin degrees of freedom by removing the u(1)
charge and su(Nc)2 color degrees of freedom from the
low-energy sector of the theory. We accomplish this by
adding interactions that gap out the latter pair of degrees
of freedom.
To gap out the charge sector, we add to the free La-
grangian density (2.1) the interaction term
Lint[u(1)] ..= −λu(1) cos
(√
2 (φR + φL)
)
. (2.8a)
The chiral bosonic fields φM are defined by the Abelian
bosonization identity
jM = −
1√
2pi
∂MφM. (2.8b)
In the fermionic language, the interaction (2.8a) is inter-
preted as an Umklapp process. It is marginally relevant
in the renormalization group (RG) sense, i.e., it flows
to strong coupling under RG and gaps the charge sector
when λu(1) > 0.
To gap out the color sector, we add to the free La-
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FIG. 4. (Color online) Schematic of the coupled-wire con-
struction for su(2)k non-Abelian topological orders in two
spatial dimensions. Grey ovals represent quantum wires,
while red and blue circles represent chiral su(2)k currents.
grangian density (2.1) the interaction term
Lint[su(Nc)2] ..= −λsu(Nc)2
N2c−1∑
a=1
JaL J
a
R, (2.9)
where the currents JaM are defined in Eqs. (2.4). This
current-current interaction is also marginally relevant,
flowing to strong coupling for λsu(Nc)2
> 0.
At the strong-coupling fixed point dominated by the in-
teractions (2.8) and (2.9), the effective Hamiltonian den-
sity for the low-energy sector becomes
H0,eff ..= 2pi
(
TL[su(2)Nc ] + TR[su(2)Nc ]
)
. (2.10)
This is nothing but the Hamiltonian description of the
su(2)Nc Wess-Zumino-Witten (WZW) CFT [64, 87] with
the central charge
c[su(2)Nc ] =
3Nc
2 +Nc
. (2.11)
Thus, by adding the interactions (2.8) and (2.9) to the
free theory (2.1), we can convert a quantum wire contain-
ing Nc colors of spinful fermions into a highly nontrivial
conformal field theory. The coupled-wire constructions
presented in this paper use arrays of these su(2)Nc WZW
theories as building blocks for non-Abelian topological
phases.
III. NON-ABELIAN TOPOLOGICAL ORDER IN
TWO DIMENSIONS
As preparation for Sec. IV, we construct a class of
su(2)k quantum liquids in two spatial dimensions and
show, for the case of k = 2, how to compute their topo-
logical degeneracy on the torus. This analysis yields in-
sights that are interesting and useful in their own right.
A. Definition of the class of models
We begin with a one-dimensional array Λ of parallel
nonchiral spinful fermionic quantum wires aligned along
the z-direction, each of which is described by the La-
grangian density (2.1) (see Fig. 4). The cardinality of
the one-dimensional lattice Λ is
|Λ| ≡ Ly + 1. (3.1)
We set Nc = k, where Nc is the number of “colors” of
fermions in each wire. Each wire has an internal sym-
metry U(2k)L × U(2k)R, with respect to which we carry
out the bosonization procedure of Sec. II. We then gap
the u(1) and su(k)2 sectors with the intra-wire interac-
tions discussed in Sec. II A, leaving behind an su(2)k cur-
rent algebra for each of the left- and right-moving chiral
sectors in every wire. In the Heisenberg picture and in
two-dimensional Minkowski space, we denote the chiral
su(2)k currents by Ĵ
a
M,y(zM) where M = L,R labels the
chirality, a = 1, 2, 3 labels the SU(2) generators, y labels
the wire, and zM is defined in Eq. (2.2).
We couple nearest-neighbor wires with the su(2)k in-
teraction (see Fig. 4)
L̂bs ≡ −Ĥbs ..= −
λ
2
Ly−σBC∑
y=0
Ĵ+L,y+1 Ĵ
−
R,y + H.c., (3.2a)
where σBC = 0, 1 for periodic and open boundary condi-
tions, respectively. In Eq. (3.2a), we have introduced the
linear combinations
Ĵ±M,y ..= Ĵ
1
M,y ± i Ĵ2M,y. (3.2b)
When periodic boundary conditions are imposed in the
y-direction, i.e., when σBC = 0, each chiral current is
paired with exactly one current of the opposite chirality
in a neighboring wire, and, hence, the full array of quan-
tum wires may become gapped in the strong-coupling
limit |λ|  0. When open boundary conditions are im-
posed in the y-direction, i.e., when σBC = 1, there is a
left-moving su(2)k current at y = 0 and a right-moving
su(2)k current at y = Ly that are fully decoupled from
the bulk. This edge structure is reminiscent of that of the
su(2)k non-Abelian Chern-Simons theories [88, 89] and
that of the Zk Read-Rezayi quantum Hall states [47].
B. Parafermion representation of the interwire
interactions
The interaction (3.2a) can be better understood by
rewriting the su(2)k currents in terms of auxiliary degrees
of freedom. This rewriting must preserve the su(2)k cur-
rent algebra, which is encoded in the operator product
8expansion (OPE) [85]
ĴaL,y(v) Ĵ
a˜
L,y˜(w) ∼ δy,y˜
(
(k/2) δaa˜
v2 − w2 +
i aa˜b ĴbL,y(w)
v − w
)
,
(3.3)
for the holomorphic sector M = L, and similarly for the
antiholomorphic sector M = R. (Here, we employ com-
plex coordinates v ≡ t+i z, obtained from the chiral coor-
dinate zL defined in Eq. (2.2) by the analytic continuation
z → i z, and v¯ ≡ t − i z, obtained from the chiral coor-
dinate zR also defined in Eq. (2.2) by the same analytic
continuation.) The group indices a, a˜ = 1, 2, 3, and sum-
mation over the repeated index b = 1, 2, 3 is implied. The
symbol “ ∼′′ denotes equality up to nonsingular terms in
the limit v → w.
As shown by Zamolodchikov and Fateev [90] (see Ap-
pendix A), the current algebra (3.3) can be represented
in terms of Zk parafermion and chiral boson operators as
follows [85]:
Ĵ+M,y =.
.
√
k Ψ̂M,y : e
+i
√
1/k φ̂M,y :, (3.4a)
Ĵ−M,y =..
√
k : e−i
√
1/k φ̂M,y : Ψ̂†M,y, (3.4b)
Ĵ3M,y =.
. i
√
k
2
∂Mφ̂M,y, (3.4c)
where : · : denotes normal ordering with respect to the
many-body ground state of Ĥ0,eff within each wire. Here,
the Zk parafermions Ψ̂M,y satisfy the equal-time algebra
Ψ̂M,y(t, z) Ψ̂M′,y′(t, z
′) = Ψ̂M′,y′(t, z
′) Ψ̂M,y(t, z) e
−i 2pik δy,y′ [(−1)M δM,M′ sgn(z−z′)+M,M′ ]+i 2pik sgn(y−y′), (3.4d)
Ψ̂†M,y(t, z) Ψ̂
†
M′,y′(t, z
′) = Ψ̂†M′,y′(t, z
′) Ψ̂†M,y(t, z) e
−i 2pik δy,y′ [(−1)M δM,M′ sgn(z−z′)+M,M′ ]+i 2pik sgn(y−y′), (3.4e)
Ψ̂M,y(t, z) Ψ̂
†
M′,y′(t, z
′) = Ψ̂†M′,y′(t, z
′) Ψ̂M,y(t, z) e
+i 2pik δy,y′ [(−1)M δM,M′ sgn(z−z′)+M,M′ ]−i 2pik sgn(y−y′). (3.4f)
The sign function above is defined such that sgn(0) = 0. The left- and right-moving labels M = L,R are defined
with the convention that M,M′ is the antisymmetric Levi-Civita symbol obeying L,R = −R,L = −1. Moreover,
(−1)R = −(−1)L ≡ 1. The algebra of the su(2)k currents holds so long as the equal-time algebra[
φ̂M,y(t, z), φ̂M′,y′(t, z
′)
]
= −i 2pi [(−1)M δy,y′ δM,M′ sgn(z − z′) + δy,y′ M,M′ − sgn(y − y′)] , (3.4g)
is imposed in the chiral bosonic sector. In particular,
one verifies that currents defined in different wires com-
mute with one another at equal times when the defini-
tions (3.4) are imposed. Furthermore, one can show that
all equal-time commutators between su(2)k currents dif-
fering by their L and R labels also vanish. Finally, the
chiral parafermions commute with the chiral bosons at
equal times.
The representation (3.4) of the su(2)k current algebra
provides a convenient interpretation of the interactions
(3.2a) in terms of fractionalized degrees of freedom, as we
discuss below. However, there are several caveats to keep
in mind. Chief among these is the fact that the factor-
ization (3.4a)–(3.4c) of the su(2)k currents re-expresses a
set of local operators (the currents) in terms of products
of auxiliary degrees of freedom (the parafermions and the
chiral bosons). While the su(2)k currents admit a local
expression [Eq. (2.4b)] in terms of the original degrees of
freedom used to define the theory (the electrons) these
auxiliary degrees of freedom do not. This fact will be im-
portant when we construct the nonlocal string operators
that allow us to calculate the topological degeneracy in
Sec. III C. Furthermore, we note that this parafermion
representation is not unique in two ways. First, as it fac-
torizes a local (observable) operator into the product of
two operators, there is an ambiguity with the choice of
the phase assigned to each operator-valued factor. (This
is an explicit manifestation of the nonlocality of the auxil-
iary degrees of freedom.) The choice for this phase cannot
have observable consequences. Second, the dependence
on the labels y 6= y′ of the equal-time algebra is not
unique since many distinct choices accomodate the fact
that any two currents belonging to two distinct wires y
and y′ must always commute. Hence, the dependence on
the labels y 6= y′ of the parafermion equal-time algebra
cannot have observable consequences. We demonstrate
that this is true for the case of su(2)2 in Appendix E.
We work with the normalization convention for which
the operator exp(i a φ̂M), for a any real-valued number,
has the anomalous scaling dimension a2. With this
convention, the chiral vertex operator exp(i
√
1/k φ̂M),
which annihilates a chiral Abelian quasiparticle, has
anomalous scaling dimension 1/k. In turn, the chiral
parafermion operator Ψ̂M must have the anomalous scal-
9ing dimension 1 − (1/k), as the current operators have
scaling dimension 1. The expressions (3.4) for the cur-
rents are equivalent to the identity [85]
su(2)k ' u(1)k ⊕ Zk, (3.5a)
where
Zk ≡
su(2)k
u(1)k
, (3.5b)
which states that an SU(2) WZW theory at level k can
be interpreted as a direct product of a chiral boson and
a Zk parafermion conformal field theory.
With these definitions, the interactions (3.2a) take the
form
L̂bs ≡ −Ĥbs = −λ
k
2
Ly∑
y=0
(
Ψ̂L,y : e
+i
√
1
k φ̂L,y : : e−i
√
1
k φ̂R,y+1 : Ψ̂†R,y+1 + H.c.
)
, (3.6)
(We employ periodic boundary conditions for the remain-
der of this section.) Written this way, the current-current
interactions (3.2a) can be reinterpreted as correlated hop-
pings of (nonlocal) fractionalized degrees of freedom be-
tween wires. Indeed, viewing Ψ̂†M,y as the creation op-
erator for a parafermion with chirality M in wire y, and
viewing the vertex operator : e−i
√
1
k φ̂M,y : as the creation
operator for an Abelian quasiparticle, we can interpret
Eq. (3.6) as allowing parafermions to hop between wires
so long as an Abelian quasiparticle hops at the same time.
Since the composite of these two fractionalized excita-
tions is a boson, per Eqs. (3.4), this correlated hopping
process forbids isolated fractionalized degrees of freedom
from hopping between wires.
When periodic boundary conditions are imposed, the
interaction (3.6) gaps out the array of wires if the current-
current coupling on each bond in the lattice Λ acquires
a finite vacuum expectation value. Such a scenario is
possible in the limit λ → ∞. We will see an explicit
example of this gapping mechanism in the next section,
where we study the case k = 2 in detail.
C. Case study: su(2)2
In this section, we work through the example of k = 2
in detail. First, we will show how the interaction (3.6)
leads to a gapped state of matter. Next, we will charac-
terize the topological order in this gapped state of mat-
ter by imposing periodic boundary conditions in the y-
and z-directions and constructing nonlocal string opera-
tors that commute with the interaction Ĥbs defined by
Eq. (3.2a). These string operators will label the topolog-
ically degenerate ground states in the limit λ→∞.
The Lagrangian density in this case is (omitting the
normal ordering of the vertex operators)
L̂bs ≡ −Ĥbs ..= −λ
Ly∑
y=0
(
e+i
√
1/2 (φ̂L,y−φ̂R,y+1) ψ̂L,y ψ̂R,y+1 + H.c.
)
(3.7a)
= −2λ
Ly∑
y=0
(
i ψ̂L,y ψ̂R,y+1
)
sin
[√
1
2
(
φ̂L,y − φ̂R,y+1
)]
, (3.7b)
which should be compared with Eq. (3.6). The chiral
operators
ψ̂M,y(t, z) ≡ Ψ̂M,y(t, z) ≡ Ψ̂†M,y(t, z) (3.8a)
with M = L,R are Majorana operators (i.e., Z2
parafermions). Their equal-time exchange algebra is
given by Eq. (3.4d) with k = 2. We also impose the
normalization
lim
z′→z
ψ̂M,y(t, z) ψ̂M,y(t, z
′) ≡ lim
z′→z
δ(z−z′) ..= Nδ, (3.8b)
where Nδ is a constant with dimension [1/length]. The
chiral bosons φ̂M,y obey the equal-time algebra (3.4g), as
before. Furthermore, the chiral Majorana operators and
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the chiral bosons commute at equal times:[
ψ̂M,y(t, z), φ̂M′,y′(t, z
′)
]
= 0. (3.9)
The rewriting of the interaction (3.7a) presented in
Eq. (3.7b) provides an intuitive illustration of the discus-
sion in Sec. III B of how the interaction (3.6) leads to a
gap when periodic boundary conditions are imposed. In
this case, when the bosonic field φ̂L,y − φ̂R,y+1 becomes
locked to an extremum of the sine potential, a Majorana
mass term is induced for the fermionic degrees of free-
dom. The simultaneous gapping of the Majorana modes
and locking of the bosonic fields is consistent due to the
independence of the u(1)2 and Z2 sectors of the su(2)2
theory.
1. Quasilocal chirality-resolved Z2 gauge symmetry
Observe that the interaction (3.7) is invariant under
the M- and y-resolved Z2 gauge transformation
ψ̂M,y(t, z) 7→ eiαM,y ψ̂M,y(t, z), (3.10a)
φ̂M,y(t, z) 7→ φ̂M,y(t, z) +
√
2αM,y, (3.10b)
where the assignments
αM,y ∈ {0, pi} (3.10c)
for all chiralities M = L,R and all wires y define the map
α : {M = L,R} × {y = 0, · · · , Ly} → {0, pi}. (3.10d)
This transformation is implemented by the operator
Γ̂α(t) ≡
∏
M=L,R
Ly∏
y=0
Γ̂αM,y (t)
..= Ûα(t) Ẑα(t), (3.11)
where the operator
Ûα(t) ≡
∏
M=L,R
Ly∏
y=0
ÛαM,y (t) ..=
∏
M=L,R
Ly∏
y=0
exp
(−1)M iαM,y
2pi
√
2
Lz∫
0
dz ∂zφ̂M,y(t, z)
 (3.12)
acts only on the chiral boson sector of the theory and
implements the transformation (3.10b), and where the
operator
Ẑα(t) =
∏
M=L,R
Ly∏
y=0
ẐαM,y (t) (3.13)
acts only on the Ising (i.e., Z2) sector and implements
the transformation (3.10a). The action of the operator
Ûα(t) on the chiral bosons follows from the fact that
ÛαM,y (t) φ̂M′,y′(t, z) Û
†
αM,y
(t) = φ̂M′,y′(t, z)
+
√
2αM,y δy,y′ δM,M ′
(3.14)
holds for any pair of chiralities M,M′ = L,R, for any pair
of wires y, y′, and for any t and z [see Eq. (3.4g)]. The
action of the operator Ẑα(t) follows from the definition
of ẐαM,y (t) in terms of the fermion parity operator in
the wire y, which is somewhat involved and will not be
presented here.
2. su(2)2 primary fields
To construct the excitations of the coupled-wire the-
ory, we will use the primary operators of the underlying
su(2)2 theory defined on each quantum wire in Fig. 4.
In accordance with the identity (3.5a), the primary op-
erators of the su(2)k theory can be expressed in terms of
the primary operators of the u(1)k and Zk theories for
any k [90]. For k = 2, there are three primary operators
labeled by the “angular momenta” 0, 12 , and 1 with scal-
ing dimensions 0, 316 , and
1
2 , respectively. The “spin-0”
primary, with scaling dimension 0, is simply the identity
operator in the M-moving channel of wire y. The “spin-
1
2” primary, with scaling dimension
3
16 , is defined to be
the product [90]
Φ̂
( 12 )
M,y(t, z) .
.= σ̂M,y(t, z) : e
+i 1
2
√
2
φ̂M,y(t,z) : , (3.15a)
where the operator σ̂M,y is the chiral “twist field” from
the Z2 sector (c.f. Appendix B), which has scaling di-
mension 1/16. Adding this scaling dimension to that of
the vertex operator : e
+i 1
2
√
2
φ̂M,y : gives the appropriate
scaling dimension 316 (c.f. Appendix A 1). Finally, the
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“spin-1” primary, with scaling dimension 12 , can be writ-
ten as [90]
Φ̂
(1)
M,y(t, z) .
.= : e
+i 1√
2
φ̂M,y(t,z) : . (3.15b)
Note that the scaling dimension of the vertex operator
: e
+i 1√
2
φ̂M,y : is already 12 , so the only operator from
the Z2 sector that can appear in this expression is the
identity.
It is important to note that the above expressions for
the primary operators carry chirality labels M = L,R and
wire labels y = 0, · · · , Ly. In other words, these operators
are defined within either the holomorphic (L) or antiholo-
morphic (R) sector of a single wire y. Consequently, the
primary operators (3.15a) and (3.15b) have nonvanishing
conformal spin, equal to their scaling dimensions, and are
hence nonlocal (i.e., they cannot be regularized on a 1D
lattice by an operator with finite support). However,
the operators Φ̂
( 12 )
L,y Φ̂
( 12 )
R,y and Φ̂
(1)
L,y Φ̂
(1)
R,y, being products
of holomorphic and antiholomorphic operators with the
same scaling dimensions, have vanishing conformal spin
and are local. We will use these local building blocks to
construct the nonlocal string operators that encode the
ground-state degeneracy of the coupled-wire theory.
In order to compute commutators of these string op-
erators with the Hamiltonian (3.7) and with each other,
we need to establish the algebra of the primary opera-
tors (3.15a) and (3.15b). We can obtain this by consid-
ering the u(1)2 and Z2 sectors separately. The algebra
of the u(1)2 vertex operators is obtained directly from
Eq. (3.4g). The algebra of operators in the Z2 sector is
determined as follows. For any pair of wires y and y′, we
posit the OPEs (using the complex coordinates v ≡ t+i z
and v′ ≡ t′ + i z′)
ψ̂L,y(v) σ̂L,y′(v
′) = δy,y′
Cσψσ
(v − v′)1/2 σ̂L,y(v) + · · · ,
(3.16a)
ψ̂R,y(v¯) σ̂R,y′(v¯
′) = δy,y′
Cσψσ
(v¯ − v¯′)1/2 σ̂R,y(v¯) + · · · ,
(3.16b)
ψ̂L,y(v) σ̂R,y′(v¯
′) = ψ̂R,y(v¯) σ̂L,y′(v
′) = 0 + · · · , (3.16c)
where the structure constants obey the symmetry condi-
tion
Cσψσ = C
σ
σψ, (3.16d)
and · · · stands for nonsingular terms. Determining the
equal-time algebra of the twist fields and the Majorana
fields requires one to restrict the above OPE to the real
line in the complex plane. Because of the symmetry con-
dition (3.16d) on the structure constants, exchanging the
order of the fields ψ̂L,y(v) and σ̂L,y′(v
′) on the left-hand
side of Eqs. (3.16a), say, is equivalent to exchanging v and
v′. However, when we restrict the OPE to equal times, in-
zz1 z2
bO1 bO2
t
t0
FIG. 5. Counterclockwise monodromy of two operators
Ô1(t0, z1) and Ô2(t0, z2) in the complex plane. When the
operators Ô1 and Ô2 are evaluated at equal times, their ex-
change can be viewed as monodromy in the complex plane,
provided that the handedness of the monodromy is specified.
We adopt the convention that the (holomorphic) operator
with the larger value of z is passed counterclockwise around
the operator with the smaller value of z, resulting in the fac-
tors of sgn(z − z′) that appear in the exchange algebras for
the primary operators in this section.
formation about the handedness of this exchange is lost,
see Fig. 5. We therefore adopt the following convention
for their equal-time operator algebra in two-dimensional
Minkowski space. We make the choice
ψ̂L,y(t, z) σ̂L,y′(t, z
′) = σ̂L,y′(t, z
′) ψ̂L,y(t, z)
× e−i pi2 δy,y′ sgn(z−z′), (3.17a)
ψ̂R,y(t, z) σ̂R,y′(t, z
′) = σ̂R,y′(t, z
′) ψ̂R,y(t, z)
× e+i pi2 δy,y′ sgn(z−z′), (3.17b)
ψ̂L,y(t, z) σ̂R,y′(t, z
′) = σ̂R,y′(t, z
′) ψ̂L,y(t, z), (3.17c)
for any pair of wires y and y′ and for any z 6= z′. The
appearance of the phase pi/2 is fixed by the OPE (3.16a)
and (3.16b) and the sign sgn(z−z′) is used to keep track
of the handedness of the exchange. This choice of sign
convention for the phase pi/2 is equivalent to a choice of
analytic continuation into the complex plane in order to
regularize the equal-time exchange of the two operators.
The equal-time algebra of two twist operators is more
subtle. For any pair of wires y and y′, the OPE of
two twist fields in the complex plane is given by [c.f.
Eq. (B5b)]
σ̂L,y(v) σ̂L,y′(v
′) = δy,y′
C1σσ
(v − v′)1/8
+ δy,y′ C
ψ
σσ (v − v′)3/8 ψL,y(v),
(3.18a)
σ̂R,y(v¯) σ̂R,y′(v¯
′) = δy,y′
C1σσ
(v¯ − v¯′)1/8
12
+ δy,y′ C
ψ
σσ (v¯ − v¯′)3/8 ψR,y(v¯),
(3.18b)
σ̂L,y(v) σ̂R,y′(v¯
′) = σ̂R,y(v¯) σ̂L,y′(v
′) = 0 + · · · . (3.18c)
Since there are two singular terms appearing on the right-
hand side of Eqs. (3.18a) and (3.18b), the product of two
chiral twist fields must be defined with care. In partic-
ular, correlation functions involving multiple chiral twist
fields are not well-defined unless the fusion channel 1 or ψ
is specified [91]. We choose an equal-time operator alge-
bra that reflects this ambiguity in the definition of chiral
correlation functions involving the twist field. Thus, we
define the equal-time algebra
σ̂L,y(t, z) σ̂L,y′(t, z
′) = σ̂L,y′(t, z
′) σ̂L,y(t, z)
×
{
e−i
pi
8 δy,y′ sgn(z−z′), if σ × σ = 1,
e+i
3pi
8 δy,y′ sgn(z−z′), if σ × σ = ψ, (3.19a)
σ̂R,y(t, z) σ̂R,y′(t, z
′) = σ̂R,y′(t, z
′) σ̂R,y(t, z)
×
{
e+i
pi
8 δy,y′ sgn(z−z′), if σ × σ = 1,
e−i
3pi
8 δy,y′ sgn(z−z′), if σ × σ = ψ (3.19b)
σ̂L,y(t, z) σ̂R,y′(t, z
′) = σ̂R,y′(t, z
′) σ̂L,y(t, z), (3.19c)
in two-dimensional Minkowski space for any pair of wires
y and y′ and for any z 6= z′. We have used the shorthand
notation σ×σ = 1 and σ×σ = ψ to distinguish the two
possible fusion outcomes. It is important to stress here
that this equal-time algebra is not well-defined unless one
specifies a fusion channel. This ambiguity is essential. Its
origin is physical, and it reflects the non-Abelian nature
of the twist field. We will see in the next section that this
ambiguity has important consequences for the topological
degeneracy.
3. String operators and topological degeneracy on the
two-torus
We shall consider two distinct wires y and y′ and a co-
ordinate z along any one of these wires. Periodic bound-
ary conditions are imposed both along the y-direction
and along the z-direction. Hence, the one-dimensional
array of wires has the topology of a torus.
We are going to construct the equal-time algebra{
Γ̂
( 12 )
1 , Γ̂
(1)
2
}
= 0 (3.20)
for a first pair of nonlocal operators Γ̂
( 12 )
1 and Γ̂
(1)
2 . This
pair will be shown to commute with the interaction (3.7).
The nonlocal, nonunitary operator Γ̂
( 12 )
1 can be thought
of as creating a pair of pointlike “spin- 12” excitations,
transporting them in opposite directions around a non-
contractible cycle of the torus along the y-direction, and
then annihilating them. Likewise, the nonlocal operator
Γ̂
(1)
2 can be thought of as implementing a similar pro-
cess for a pair of pointlike “spin-1” excitations around a
noncontractible cycle of the torus along the z-direction.
Similarly, we are going to construct the equal-time al-
gebra {
Γ̂
(1)
1 , Γ̂
( 12 )
2
}
= 0 (3.21)
for a second pair of nonlocal operators Γ̂
(1)
1 and Γ̂
( 12 )
2 .
This pair will also be shown to commute with the in-
teraction (3.7), modulo appropriate regularization of the
operator Γ̂
( 12 )
2 , as we will discuss. The nonlocal, uni-
tary operator Γ̂
(1)
1 can be thought of as creating a pair
of “spin-1” excitations, transporting them in opposite di-
rections around a noncontractible cycle of the torus along
the y-direction, and then annihilating them. The nonlo-
cal, nonunitary operator Γ̂
( 12 )
2 can be thought of as im-
plementing the same process for a pair of “spin- 12” exci-
tations around a noncontractible cycle of the torus along
the z-direction.
If we denote a ground state of the interaction (3.7) by
|Ω〉, we shall demonstrate that the three states
|Ω〉, |Γ̂( 12 )1 〉 ..= Γ̂(
1
2 )
1 |Ω〉, |Γ̂(
1
2 )
2 〉 ..= Γ̂(
1
2 )
2 |Ω〉, (3.22)
are linearly independent ground states of the interaction
(3.7). The proof of this claim relies on the vanishing
equal-time commutators[
Γ̂
(1)
2 , Γ̂
(1)
1
]
= 0, (3.23)
[
Γ̂
( 12 )
1 , Γ̂
(1)
1
]
= 0, (3.24)
and [
Γ̂
(1)
2 , Γ̂
( 12 )
2
]
= 0. (3.25)
Crucially, however, the exchange algebra of the nonlocal
operators Γ̂
( 12 )
1 and Γ̂
( 12 )
2 suffers from the same ambiguity
as that found on the right-hand side of Eq. (3.19). This
is why one cannot infer from Eqs. (3.20)–(3.25) that the
state
Γ̂
( 12 )
1 Γ̂
( 12 )
2 |Ω〉 (3.26)
is linearly independent from the states (3.22). (See also
Appendix C.)
Proof. The proof consists of three steps.
Step 1: “Spin-1” string operators. The first string op-
erators that we will construct are the “spin-1” string
operators. We begin with strings running along the y-
direction, perpendicular to the wires. These strings are
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built from the local bilinears
Ô(1)y (t, z) := Φ̂(1)†L,y (t, z) Φ̂(1)R,y(t, z)
= e
−i 1√
2
φ̂L,y(t,z) e
+i 1√
2
φ̂R,y(t,z),
(3.27a)
for any 0 < z < Lz (hereafter, we suppress the normal or-
dering of the vertex operators). Being a product of local
unitary operators [the u(1)2 vertex operators], Ô(1)y (t, z)
is also a local unitary operator. Using Eq. (3.4g) for
k = 2, we see that a product of “spin-1” bilinears in
neighboring wires commutes with the part of the inter-
action (3.7) that connects the two wires, since
Ô(1)y (t, z) Ô(1)y+1(t, z) e+i
√
1/2 [φ̂L,y(t,z
′)−φ̂R,y+1(t,z′)] = e+i
√
1/2 [φ̂L,y(t,z
′)−φ̂R,y+1(t,z′)] Ô(1)y (t, z) Ô(1)y+1(t, z), (3.28)
and because Ô(1)y (t, z) commutes with any operator from the Z2 sector of the theory. Thus, the nonlocal string
operator
Γ̂
(1)
1 (t, z) .
.=
Ly∏
y=0
Ô(1)y (t, z) (3.29)
commutes with the interaction (3.7) for any value of 0 ≤ z < Lz when periodic boundary conditions are imposed in
the y-direction. The nonlocal operator (3.29) is a member of the family
Γ̂
(1)
1 (t, z1, · · · zLy ) ..= Φ̂
(1)†
L,1 (t, z1) Φ̂
(1)
R,1(t, z2) Φ̂
(1)†
L,2 (t, z2) Φ̂
(1)
R,2(t, z3) · · · Φ̂(1)†L,Ly (t, zLy ) Φ̂
(1)
R,Ly
(t, z1) (3.30)
of operators, which all commute with the Hamiltonian
defined by Eq. (3.2a) for any values of 0 ≤ z1, · · · , zLy <
Lz when periodic boundary conditions are imposed in
the y-direction. Any “spin-1” string operator from the
family (3.30) can be viewed as creating a pair of “spin-
1” excitations and transporting one of them around a
noncontractible loop that encircles the torus in the y-
direction (a noncontractible cycle along the y-direction),
before annihilating it with its partner.
To construct a “spin-1” string running along the z-
direction, parallel to the wires, we consider the unitary
operator
Ô(1)M,y(t, z1, z2) ..= Φ̂(1)†M,y(t, z2) Φ̂(1)M,y(t, z1)
= exp
(
− i 1√
2
z2∫
z1
dz ∂zφ̂M,y(t, z)
)
(3.31a)
for any 0 ≤ z1, z2 < Lz and M = L,R.. Hence,
Ô(1)M,y(t, z1, z2) is a bilocal unitary operator that also
obeys
Ô(1)L,y(t, z1, z2) e+i
√
1/2 [φ̂L,y(t,z)−φ̂R,y+1(t,z)] = e+i
√
1/2 [φ̂L,y(t,z)−φ̂R,y+1(t,z)] Ô(1)L,y(t, z1, z2)× e
+i2pi
z2∫
z1
dz′ δ(z−z′)
, (3.32)
as a result of Eq. (3.4g) for k = 2. (A similar expression
holds for M = R.) Now define the nonlocal operator
Γ̂
(1)
2,M,y(t) .
.= Ô(1)M,y(t, 0, Lz), (3.33)
which commutes with the interaction (3.7) by Eq. (3.32).
This “spin-1” string operator can be viewed as trans-
porting a “spin-1” excitation around a noncontractible
loop that encircles the torus in the z-direction (a non-
contractible cycle along the z-direction).
The equal-time commutation relation between the
string operators (3.29) with 0 < z < Lz and (3.33) is
computed using Eq. (3.4g) for k = 2. It is simply the
commutative rule
Γ̂
(1)
1 (t, z) Γ̂
(1)
2,M,y(t) = Γ̂
(1)
2,M,y(t) Γ̂
(1)
1 (t, z), (3.34)
for any M = L,R. This result reflects the fact that the
spin-1 primary operator in the su(2)2 has trivial self-
monodromy. We have established Eq. (3.23) provided we
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make the identifications
Γ̂
(1)
1 (t, z)→ Γ̂(1)1 , and Γ̂(1)2,M,y(t)→ Γ̂(1)2 , (3.35)
for some choice of chirality M and wire y.
Step 2: “Spin- 12” string operators. We next construct
string operators associated with the spin- 12 primary of the
su(2)k theory. We proceed according to a strategy similar
to the one used for the “spin-1” strings. To construct a
“spin- 12” string along the y-direction, let 0 < z, z
′ < Lz
and consider the local “spin- 12” bilinears
Ô( 12 )y (t, z) ..= Φ̂(
1
2 )†
L,y (t, z) Φ̂
( 12 )
R,y(t, z)
= e
−i 1
2
√
2
φ̂L,y(t,z)e
+i 1
2
√
2
φ̂R,y(t,z) (3.36a)
× σ̂L,y(t, z) σ̂R,y(t, z),
where we have defined the operator
Φ̂
( 12 )†
L,y (t, z) .
.= e
−i 1
2
√
2
φ̂L,y(t,z) σ̂L,y(t, z), (3.36b)
in which the adjoint operation pertains only to the u(1)k
vertex operator. Using Eqs. (3.4g) and (3.17), we find
that the equal-time product of such bilinears over all
wires, namely
Γ̂
( 12 )
1 (t, z) .
.=
Ly∏
y=0
Ô( 12 )y (t, z), (3.37)
commutes with the interaction (3.7) for any value 0 <
z < Lz when periodic boundary conditions are imposed
in the y-direction. This nonlocal, nonunitary operator is
a member of the family
Γ̂
( 12 )
1 (t, z1, · · · , zLy ) ..= Φ̂
( 12 )†
L,1 (t, z1) Φ̂
( 12 )
R,1(t, z2) Φ̂
( 12 )†
L,2 (t, z2) Φ̂
( 12 )
R,2(t, z3) · · · Φ̂
( 12 )†
L,Ly
(t, zLy ) Φ̂
( 12 )
R,Ly
(t, z1) (3.38)
of operators that commute with the Hamiltonian defined
by Eq. (3.2a) for any values of 0 < z1, · · · , zLy < Lz
when periodic boundary conditions are imposed in the
y-direction. Any “spin- 12” string operator from the fam-
ily (3.38) can be interpreted as creating a pair of “spin-
1
2” excitations and transporting one of them around a
noncontractible cycle along the y-direction, before anni-
hilating it with its partner.
We first observe that the operators Γ̂
(1)
1 (t, z) and
Γ̂
( 12 )
1 (t, z
′) commute with one another for any z and z′,
as one can show using the equal-time algebra (3.4g),
Γ̂
(1)
1 (t, z) Γ̂
( 12 )
1 (t, z
′) = Γ̂(
1
2 )
1 (t, z
′) Γ̂(1)1 (t, z). (3.39)
We have established Eq. (3.24) provided we make the
identifications
Γ̂
(1)
1 (t, z)→ Γ̂(1)1 , Γ̂(
1
2 )
1 (t, z
′)→ Γ̂( 12 )1 . (3.40)
We claim that the “spin- 12” string Γ̂
( 12 )
1 can be inter-
preted as an operator that “twists,” from antiperiodic to
periodic, the boundary conditions of a “spin-1” excita-
tion that encircles the torus in the z-direction. To see
that this is the case, we use the chiral boson algebra of
Eq. (3.4g) to show that the equal-time operator algebra
Γ̂
(1)
2,M,y(t) Γ̂
( 12 )
1 (t, z) = − Γ̂(
1
2 )
1 (t, z) Γ̂
(1)
2,M,y(t) (3.41)
holds for any choice of chirality M = L,R and wire
y. We further recall that the operator Γ̂
(1)
2,M,y(t) trans-
ports a “spin-1” excitation around the torus along the
z-direction. Thus, Eq. (3.41) shows that the amplitude
for transporting a “spin-1” excitation around the torus
and then applying the operator Γ̂
( 12 )
1 (t, z) differs by a
minus sign from the amplitude for applying the opera-
tor Γ̂
( 12 )
1 (t, z) and then transporting a “spin-1” excitation
around the torus. This is precisely the action of an op-
erator that twists the boundary conditions of a“spin-1”
excitation.
In deriving Eq. (3.41), we have established Eq. (3.20)
provided that we make the identifications
Γ̂
(1)
2,M,y(t)→ Γ̂(1)2 , Γ̂
( 12 )
1 (t, z)→ Γ̂(
1
2 )
1 . (3.42)
for some choice of chirality M and wire y.
Next, we seek an operator that twists the boundary
conditions of a “spin-1” excitation encircling the torus
along the y-direction. We proceed in direct analogy with
Eq. (3.31a) by defining the (nonlocal, nonunitary) oper-
ator
Ô( 12 )M,y′(t, z1, z2) ..= Φ̂
( 12 )†
M,y′(t, z2) Φ̂
( 12 )
M,y′(t, z1)
= exp
(
− i 1
2
√
2
z2∫
z1
dz ∂zφ̂M,y′(t, z)
)
× σ̂M,y′(t, z2) σ̂M,y′(t, z1). (3.43)
We seek to define a string operator by taking z1 → 0
and z2 → Lz. However, one must be careful in taking
these limits since Eq. (3.43) contains two chiral Z2 twist
fields in the same wire. Due to the ambiguity of the
OPE (3.19), such a product is ill-defined unless a fusion
channel is specified. [Meanwhile, the product of u(1)2
vertex operators is unambiguous.] By analogy with the
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construction of Γ̂
(1)
2 in Eq. (3.31a), we would like to de-
fine the string operator Γ̂
( 12 )
2 in such a way as to leave the
system in the vacuum sector. Hence, the natural choice
is to specify that the two σ̂M,y′ operators in Eq. (3.43)
fuse to the identity operator 1. In addition to provid-
ing a sensible parallel with the construction of Γ̂
(1)
1 , this
choice agrees with the choice made in the construction
of the operator that tunnels an e/4 quasiparticle across
a quantum point contact in the Moore-Read state [91].
This motivates the definition of the “spin- 12” string
operator
Γ̂
( 12 )
2,M,y′(t, ) .
.= exp
(
− i 1
2
√
2
Lz∫
0
dz ∂zφ̂M,y′(t, z)
)
× P̂
1
σ̂M,y′(t, 0) σ̂M,y′(t, ) P̂1,
(3.44)
where P̂
1
is the projection operator onto the fusion chan-
nel σ × σ = 1. One can show that this projector does
not affect the algebra of twist operators σ̂M,y and Majo-
rana operators ψ̂M,y. We claim that the string operator
Γ̂
( 12 )
2,M,y′(t, ) defined in this way commutes with the inter-
action (3.7) in the limit → 0. To see this, note that
lim
→0
ψ̂L,y(t, z) ψ̂R,y+1(t, z) σ̂L,y′(t, 0) σ̂L,y′(t, ) = lim
→0
σ̂L,y′(t, 0) σ̂L,y′(t, ) ψ̂L,y(t, z) ψ̂R,y+1(t, z)×
{
+1, y 6= y′,
−1, y = y′,
(3.45)
follows from the algebra (3.17), while
e+i
√
1/2 [φ̂L,y(t,z)−φ̂R,y+1(t,z)] exp
(
− i 1
2
√
2
Lz∫
0
dz ∂zφ̂L,y′(t, z)
)
= exp
(
− i 1
2
√
2
Lz∫
0
dz ∂zφ̂L,y′(t, z)
)
e+i
√
1/2 [φ̂L,y(t,z)−φ̂R,y+1(t,z)] ×
{
+1, y 6= y′,
−1, y = y′,
(3.46)
follows from the algebra (3.4g). (Similar expressions hold
for M = R.) Consequently, Γ̂
( 12 )
2,M,y′(t, ) commutes with
the interaction (3.7) in the limit → 0 [92].
Moreover, we can also show that Γ̂
( 12 )
2,M,y′(t, ) twists the
boundary conditions of a “spin-1” excitation encircling
the torus along the y-direction. To do this, we use the
algebra (3.4g) to compute the exchange relation (in the
limit → 0)
Γ̂
( 12 )
2,M,y′(t, ) Γ̂
(1)
1 (t, z) = − Γ̂(1)1 (t, z) Γ̂(
1
2 )
2,M,y′(t, ), (3.47)
which holds for any chirality M and wire y′. This
exchange relation has an interpretation similar to
Eq. (3.41). Thus, we have established Eq. (3.21) pro-
vided we make the identifications
Γ̂
(1)
1 (t, z)→ Γ̂(1)1 , Γ̂(
1
2 )
2,M,y′(t, )→ Γ̂
( 12 )
2 , (3.48)
for infinitesimal  > 0. By assumption y 6= y′. Hence, the
operators Γ̂ψ2,y → Γ̂(1)2 and Γ̂σ2,M,y′ → Γ̂(
1
2 )
2 commute with
one another in a trivial way. This establishes Eq. (3.25).
Step 3: The topological degeneracy. There exists a
many-body ground state
|Ω〉 ≡ |1〉 (3.49a)
of the interaction Ĥbs defined in Eq. (3.7) from which we
can obtain two additional many-body states by acting
with the “spin- 12” string operators along the y- and z-
directions, respectively,
|Γ̂( 12 )1 〉 ..= Γ̂(
1
2 )
1 (z) |Ω〉 (3.49b)
and
|Γ̂( 12 )2 〉 ..= lim
→0
Γ̂
( 12 )
2,R,y′() |Ω〉 , (3.49c)
for any z, y′, and z1. It is important to point out that not
all choices of |Ω〉 are equal. As argued in Appendix C,
depending on the topological sector in which the state
|Ω〉 resides, one or both of the states (3.49b) and (3.49c)
could have norm zero or infinity. We will first prove that
the many-body states |Γ̂( 12 )1 〉 and |Γ̂(
1
2 )
2 〉 share the same
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eigenvalue of Ĥbs as |Ω〉. Second, we will prove that the
many-body states (3.49) are linearly independent. In do-
ing so, we will have established that the ground state
degeneracy on the torus of the interaction Ĥbs is three-
fold.
First, we recall that Γ̂
( 12 )
1 (z) commutes with the inter-
action Ĥbs defined in Eq. (3.7). Hence, the many-body
state |Γ̂( 12 )1 〉 defined in Eq. (3.49b) is a ground state of
the interaction Ĥbs. Making sure to treat the limit → 0
with care, we show in Appendix C that the many-body
state |Γ̂( 12 )2 〉 defined in Eq. (3.49b) is also a ground state of
the interaction Ĥbs. Now, we are going to show that the
three many-body states (3.49) are linearly independent.
The operators Γ̂
(1)
1 and Γ̂
(1)
2 commute with the inter-
action Ĥbs and with each other [recall Eq. (3.23)]. They
are thus simultaneously diagonalizable. Consequently,
we can choose |Ω〉 to be a simultaneous eigenstate of the
pair of operators Γ̂
(1)
1 and Γ̂
(1)
2 . Both Γ̂
(1)
1 and Γ̂
(1)
2 are
unitary, i.e., there should exist the pair of unimodular
complex numbers ω
(1)
1 6= 0 and ω(1)2 6= 0 such that
Γ̂
(1)
1 |Ω〉 = ω(1)1 |Ω〉 , (3.50a)
and
Γ̂
(1)
2 |Ω〉 = ω(1)2 |Ω〉 , (3.50b)
respectively.
Because of the anticommutator (3.20), we find the
eigenvalue
Γ̂
(1)
2 |Γ̂(
1
2 )
1 〉 = −ω(1)2 |Γ̂(
1
2 )
1 〉 . (3.51)
Hence, |Ω〉 and |Γ̂( 12 )1 〉 are simultaneous eigenstates of the
unitary operator Γ
(1)
2 with distinct eigenvalues. As such,
|Ω〉 and |Γ̂( 12 )1 〉 are othogonal. Similarly, because of the
anticommutator (3.21), we find the eigenvalue
Γ̂
(1)
1 |Γ̂(
1
2 )
2 〉 = −ω(1)1 |Γ̂(
1
2 )
2 〉 . (3.52)
Hence, |Ω〉 and |Γ̂( 12 )2 〉 are simultaneous eigenstates of the
unitary operator Γ
(1)
1 with distinct eigenvalues. As such,
|Ω〉 and |Γ̂( 12 )2 〉 are othogonal.
To complete the proof that |Ω〉, |Γ̂( 12 )1 〉, and |Γ̂(
1
2 )
2 〉 are
linearly independent, it suffices to show that |Γ̂( 12 )1 〉 and
|Γ̂( 12 )2 〉 are orthogonal. Because of the commutator (3.24),
we find the eigenvalue
Γ̂
(1)
1 |Γ̂(
1
2 )
1 〉 = +ω(1)1 |Γ̂(
1
2 )
1 〉 . (3.53)
Hence, |Γ̂( 12 )1 〉 and |Γ̂(
1
2 )
2 〉 are simultaneous eigenstates of
the unitary operator Γ̂
(1)
1 with the pair of distinct eigen-
values +ω
(1)
1 and −ω(1)1 . As such, |Γ̂(
1
2 )
1 〉 and |Γ̂(
1
2 )
2 〉 are
orthogonal.
We note that the commutator (3.25) could equally well
have been used to show that |Γ̂( 12 )1 〉 and |Γ̂(
1
2 )
2 〉 are simul-
taneous eigenstates of the unitary operator Γ̂
(1)
2 with the
pair of distinct eigenvalues +ω
(1)
2 and −ω(1)2 .
As promised, we have shown that the ground-state
manifold of the interaction Ĥbs on the torus is three-
fold degenerate. 
It is useful to pause at this stage to interpret this lower
bound on the ground state degeneracy and how it comes
about. Naively, given two pairs of anticommuting non-
local operators, all of which commute with the Hamilto-
nian, [i.e., given Eqs. (3.20) and (3.21)] there are at most
four degenerate ground states. In the case of Kitaev’s
toric code [93], the dimensionality of the ground state
manifold saturates this upper bound. However, in the
case of the two-dimensional state of matter that we have
constructed here, we argue that this is not the case. The
reason for this is intimately related to the nonunitarity
of the string operators Γ̂
( 12 )
1 (z) and Γ̂
( 12 )
2,R,y′().
In particular, we assert that neither of the naively-
expected fourth states, namely
|Γ̂( 12 )1 Γ̂(
1
2 )
2 〉 ..= lim
→0
Γ̂
( 12 )
1 (z) Γ̂
( 12 )
2,R,y′() |Ω〉 , (3.54a)
and
|Γ̂( 12 )2 Γ̂(
1
2 )
1 〉 ..= lim
→0
Γ̂
( 12 )
2,R,y′() Γ̂
( 12 )
1 (z) |Ω〉 , (3.54b)
belongs to the ground-state manifold of the interac-
tion Ĥbs. Note that the limit  → 0 above is to be
taken after forming the products Γ̂
( 12 )
1 (z) Γ̂
( 12 )
2,R,y′() and
Γ̂
( 12 )
2,R,y′() Γ̂
( 12 )
1 (z), as discussed in Footnote [92] and Ap-
pendix C. If the operator products Γ̂
( 12 )
1 (z) Γ̂
( 12 )
2,R,y′() and
Γ̂
( 12 )
2,R,y′() Γ̂
( 12 )
1 (z) were to commute with the interaction
Ĥbs in the limit  → 0, as they would in an Abelian
topological phase, then there would be no obstruction
to the states |Γ̂( 12 )1 Γ̂(
1
2 )
2 〉 and |Γ̂(
1
2 )
2 Γ̂
( 12 )
1 〉 belonging to the
ground-state manifold. The proof that such an obstruc-
tion exists in the present (non-Abelian) case is under-
taken in two complementary ways in the present work.
The first, which we call the “algebraic” approach, re-
lies on diagrammatic techniques developed in Appendix
D, and is presented below. The second, which we call
the “analytic” approach, is carried out in Appendix C.
Both the “algebraic” and “analytic” proofs rely on the
fact, discussed in Appendix C, that the operator products
Γ̂
( 12 )
1 (z) Γ̂
( 12 )
2,R,y′() and Γ̂
( 12 )
2,R,y′() Γ̂
( 12 )
1 (z) are not bound to
commute with the interaction Ĥbs in the limit → 0. We
now proceed with the “algebraic” version of the proof,
and refer the reader to Appendices D and C for more
details.
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Proof (“algebraic”). We introduce the projection opera-
tor
P̂GSM ..= N−11 |1〉 〈1|
+N−1
Γ̂
( 1
2
)
1
|Γ̂( 12 )1 〉 〈Γ̂(
1
2 )
1 |
+N−1
Γ̂
( 1
2
)
2
|Γ̂( 12 )2 〉 〈Γ̂(
1
2 )
2 |
+ · · ·
(3.55)
onto the ground state manifold. Here, N
1
is the squared
norm of the state |1〉 ≡ |Ω〉, N
Γ̂
( 1
2
)
1
is the squared norm of
the state |Γ̂( 12 )1 〉, N
Γ̂
( 1
2
)
2
is the squared norm of the state
|Γ̂( 12 )2 〉, and · · · is a sum over any remaining elements from
the orthonormal basis of the ground state manifold. By
definition, any one of the three states |1〉, |Γ̂( 12 )1 〉, and
|Γ̂( 12 )2 〉 defined in Eq. (3.49) is invariant under the action
of
P̂GSM = P̂2GSM. (3.56)
Hence, we may write
|Γ̂( 12 )1 〉 = P̂GSM |Γ̂(
1
2 )
1 〉 = P̂GSM Γ̂(
1
2 )
1 (z) P̂GSM |Ω〉 ,
(3.57a)
|Γ̂( 12 )2 〉 = P̂GSM |Γ̂(
1
2 )
2 〉 = P̂GSM lim
→0
Γ̂
( 12 )
2,R,y′() P̂GSM |Ω〉 .
(3.57b)
On the other hand,
P̂GSM Ô P̂GSM = 0 (3.58)
must hold for any operator Ô such that Ô returns an
excited state when applied to any state from the ground-
state manifold.
We are first going to show that the operators Γ̂
( 12 )
1 (z)
and Γ̂
( 12 )
2,R,y′() do not commute in the limit → 0. After
that, we will elaborate on why the state |Γ̂( 12 )1 Γ̂(
1
2 )
2 〉 does
not belong to the ground-state manifold of the interaction
Ĥbs.
We begin by considering the exchange algebra of
the string operators Γ̂
( 12 )
1 (z) and Γ̂
( 12 )
2,R,y′() defined in
Eqs. (3.37) and (3.44), respectively. Specifically, we con-
sider the product
Γ̂
( 12 )
1 (z) Γ̂
( 12 )
2,R,y′() ∝
 Ly∏
y=0
σ̂L,y(z) σ̂R,y(z)
 (3.59)
× P̂
1
σ̂R,y′(0) σ̂R,y′() P̂1,
where  > 0 is infinitesimal and we have also omitted the
operators in the u(1)2 sector appearing in the definition
(3.44), as these operators commute with all operators in
the Z2 sector. Using the fact that twist operators in
different wires (and in different chiral sectors of the same
wire) commute, we deduce that
Γ̂
( 12 )
1 (z) Γ̂
( 12 )
2,R,y′() ∝
∏
y 6=y′
σ̂L,y(z) σ̂R,y(z)
 σ̂L,y′(z)
× σ̂R,y′(z) P̂1 σ̂R,y′(0) σ̂R,y′() P̂1. (3.60)
Since all operators in the first line of the right-hand side
above commute with all operators in the second line,
computing the exchange algebra of the operators Γ̂
( 12 )
1
and Γ̂
( 12 )
2 boils down to considering the following product
of operators,
lim
z2→z1+
z1→0
σ̂R,y′(z) P̂1 σ̂R,y′(z1) σ̂R,y′(z2) P̂1. (3.61)
Using the prescriptions of Appendix D, we find that the
process of commuting the leftmost operator, σ̂R,y′(z),
past the remaining two operators is represented by the
diagram
   
 
 
z1
z2z
. (3.62)
Untwisting the legs of this fusion diagram, we find
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 
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 
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 = e+i
⇡
4
,
(3.63)
where the F - and R-symbols are given in Appendix D.
The diagrammatic relation expressed in Eq. (3.63) can
be rewritten as the algebraic statement
σ̂R,y′(z) P̂1 σ̂R,y′(z1) σ̂R,y′(z2) P̂1 (3.64)
= e+i
pi
4 P̂ψ σ̂R,y′(z1) σ̂R,y′(z2) P̂ψ σ̂R,y′(z),
where P̂ψ is a projection operator that projects the prod-
uct σ̂R,y′(z1) σ̂R,y′(z2) into the fusion channel σ×σ = ψ.
Taking the limits z2 → z1 +  and z1 → 0 and restoring
the operators σ̂M,y(z) present in Eq. (3.60) (as well as the
operators from the u(1)2 sector that were omitted there),
we arrive at the relation
Γ̂
( 12 )
1 (z) Γ̂
( 12 )
2,R,y′() = e
+i 3pi4
̂˜
Γ
( 12 )
2,R,y′() Γ̂
( 12 )
1 (z), (3.65a)
in the limit → 0, where we have defined the operator
̂˜
Γ
( 12 )
2,R,y′() .
.= exp
(
− i 1
2
√
2
Lz∫
0
dz ∂zφ̂R,y′(t, z)
)
× P̂ψ σ̂R,y′(0) σ̂R,y′() P̂ψ,
(3.65b)
which is identical to the operator Γ̂
( 12 )
2 defined in
Eq. (3.44), except that the product σ̂R,y′(0) σ̂R,y′() is
evaluated in the fusion channel ψ rather than the fusion
channel 1. This difference is fundamental. Since the two
twist operators entering the operator
̂˜
Γ
( 12 )
2 fuse to ψ, this
operator can be interpreted as adding an extra Majorana
fermion to the state on which it acts. Acting with
̂˜
Γ
( 12 )
2
on any of the states |1〉 , |Γ̂( 12 )1 〉 , |Γ̂(
1
2 )
2 〉 , · · · in the ground-
state manifold of the interaction Ĥbs can then be viewed
as creating an excited state of the interaction Ĥbs with
one extra fermion. In other words, we have
P̂GSM lim
→0
̂˜
Γσ2,R,y′() P̂GSM = 0. (3.66)
This relation is crucial in what follows. Note also the
difference between the phase on the RHS of Eq. (3.65a)
Γ̂
(1)
1 Γ̂
(1)
2 Γ̂
( 12 )
1 Γ̂
( 12 )
2
Γ̂
( 12 )
1 + − + 7
Γ̂
( 12 )
2 − + 7 +
TABLE I. Summary of the algebra of the string operators
Γ̂
(1)
1,2 and Γ̂
( 1
2
)
1,2 . Entries corresponding to a pair of operators
that commute are labeled with a +. Entries corresponding
to a pair of operators that anticommute are labeled with a
−. Entries corresponding to a pair of operators that neither
commute nor anticommute are labeled with a 7.
and that on the RHS of Eq. (3.64), which comes from
commutators in the u(1)2 sector.
We are now prepared to exclude the state |Γ̂( 12 )1 Γ̂(
1
2 )
2 〉
from the ground-state manifold of the interaction Ĥbs.
Applying Eq. (3.65a) to the definition (3.54a) of the state
|Γ̂( 12 )1 Γ̂(
1
2 )
2 〉, we obtain
|Γ̂( 12 )1 Γ̂(
1
2 )
2 〉 = e+i
3pi
4 lim
→0
̂˜
Γ
( 12 )
2,R,y′() |Γ̂
( 12 )
1 〉 . (3.67)
If the state |Γ̂( 12 )1 Γ̂(
1
2 )
2 〉 is in the ground-state manifold
of the interaction Ĥbs, then it cannot be a null vector
of P̂GSM. However, using Eqs. (3.57) and (3.66), we find
that
P̂GSM |Γ̂(
1
2 )
1 Γ̂
( 12 )
2 〉
= e+i
3pi
4 P̂GSM lim
→0
̂˜
Γ
( 12 )
2,R,y′() P̂GSM |Γ̂
( 12 )
1 〉
= 0.
(3.68)
Thus, the state |Γ̂( 12 )1 Γ̂(
1
2 )
2 〉 does not lie in the ground-
state manifold of the interaction Ĥbs. Similarly, the state
|Γ̂( 12 )2 Γ̂(
1
2 )
1 〉 defined in Eq. (3.54b) is excluded from the
ground-state manifold. We note in passing that a related
line of reasoning was used in Ref. [72] to exclude certain
states from the ground-state manifold of the gauged p+i p
superconductor (see also Ref. [94]). 
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FIG. 6. (Color online) Schematic of the couplings between
chiral SU(2) sectors in a four-wire unit cell.
In summary, we have shown that the su(2)2 coupled-
wire construction in (2+1)-dimensional spacetime has a
threefold topological degeneracy on the two-torus. The
proof that this topological degeneracy is threefold and
not fourfold relied on the observation that the “spin- 12”
string operators obey the non-Abelian exchange algebra
(3.65a). This algebra, whereby exchanging the two op-
erators does not simply produce a phase factor, but in-
stead enacts a nontrivial transformation on the operators
themselves, is the essence of what it means to be a non-
Abelian topological phase. We will see that a similar, al-
beit richer, algebra arises in the (3+1)-dimensional case
discussed in the next section. For future comparison with
the (3+1)-dimensional case, we summarize the exchange
algebra of the “spin-1” and “spin- 12” string operators in
Table I. In both the (2+1)- and (3+1)-dimensional cases,
the non-Abelian algebra that encodes the topological de-
generacy is induced by the algebra of the primary oper-
ators of the corresponding CFT.
IV. WEAK NON-ABELIAN TOPOLOGICAL
ORDER IN THREE DIMENSIONS
In this section and the next, we consider 3D general-
izations of the class of 2D models defined in Sec. III. In
Sec. IV we construct a family of weak topological phases
that can be viewed as stacks of the topological phases
discussed in Sec. III In Sec. V, we consider a more compli-
cated interaction that may yield a truly 3D non-Abelian
topological phase. These two families of phases share a
common physical setup, which we describe below.
A. Physical setup for 3D wire arrays
Consider a square lattice Λ of wires, each described
by the Lagrangian density (2.1). We want to break
the degrees of freedom in any one of the identical wires
up into four groups, two of which contain only right-
moving degrees of freedom and two of which contain
only left-moving degrees of freedom (see Fig. 2). Con-
sequently, let each wire (2.1) contain Nc = 2k colors of
fermions, so that the full symmetry group of each wire
is U(4k)L × U(4k)R. However, we wish to employ the
conformal embedding (2.3) to write down the couplings
in our theory in terms of currents. Thus, let us con-
sider only couplings that are symmetric under the sub-
group U(2k)M × U(2k)M ⊂ U(4k)M with M = L,R.
[Note that the central charges associated with the groups
U(2k)M × U(2k)M and U(4k)M are identical [85]. Thus,
we can use couplings with either symmetry to fully gap
the theory.] Then, we can use the identity
u(2k)1 = u(1)⊕ su(2)k ⊕ su(k)2 (4.1)
to define the M-moving chiral currents ĵM, Ĵ
a
M, and
ĴaM, which are given by Eqs. (2.4) with the substitu-
tion Nc → k. Because we are considering couplings that
are symmetric under rotations in
[
U(2k) × U(2k)]
L
×[
U(2k)× U(2k)]
R
, there are actually two copies of each
of the chiral currents ĵM, Ĵ
a
M, and Ĵ
a
M with M = L,R
in each wire. Therefore, we adopt an additional label
γ = 1, 2 to distinguish the chiral currents ĵγ,M, Ĵ
a
γ,M,
and Ĵaγ,M from one another. The label γ is somewhat re-
dundant in that it will always transform trivially under
all the symmetries that we shall impose. We only use it
to keep track of the two independent copies of each set
of currents.
B. Interwire couplings for weak non-Abelian
topological order
Next, as in Sec. III A, we gap out the u(1) and su(k)2
degrees of freedom by turning on intra-wire interactions
of the form (2.8) and (2.9), respectively, for each γ = 1, 2.
The remaining su(2)k degrees of freedom are coupled in
the following way. First, we define a square lattice Λ˜,
whose unit cell is enlarged with respect to that of the
square lattice Λ. Let the unit cell of Λ˜ contain four quan-
tum wires, which we label by an index J = A,B,C,D.
This enlarged unit cell is depicted in Fig. 6. Each su(2)k
current operator Ĵaγ,M,J,r˜ thus carries the labels γ = 1, 2
and M = L,R, as well as a label r˜ ∈ Λ˜ to specify the
unit cell and a label J = A,B,C,D to specify a wire
within a unit cell. We then write down the many-body
“backscattering” current-current interactions encoded by
the Lagrangian density
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L̂bs[su(2)k] ≡ −Ĥbs[su(2)k] ..= − λsu(2)k
∑
r˜∈Λ˜
(
L̂2,R,A,r˜|1,L,D + L̂′2,L,D,r˜|1,R,A + L̂2,L,B,r˜|1,R,C + L̂′2,R,C,r˜|1,L,B
+ L̂2,L,A,r˜|1,R,B + L̂′′2,R,B,r˜|1,L,A + L̂2,R,D,r˜|1,L,C + L̂′′2,L,C,r˜|1,R,D
)
, (4.2a)
where we have assigned to each of the eight nearest-
neighbor bonds shown in Fig. 6 the bond operators
L̂γ,M,J,r˜|γ′,M′,J′ ..=
2∑
a=1
Ĵaγ,M,J,r˜ Ĵ
a
γ′,M′,J′,r˜, (4.2b)
L̂′γ,M,J,r˜|γ′,M′,J′ ..=
2∑
a=1
Ĵaγ,M,J,r˜ Ĵ
a
γ′,M′,J′,r˜+2xˆ, (4.2c)
L̂′′γ,M,J,r˜|γ′,M′,J′ ..=
2∑
a=1
Ĵaγ,M,J,r˜ Ĵ
a
γ′,M′,J′,r˜+2yˆ, (4.2d)
and where the lattice vectors 2xˆ and 2yˆ connect neigh-
boring unit cells along the x- and y-directions, respec-
tively. The interactions described by these bond opera-
tors have the same form as those appearing in Eq. (3.2a),
which were used in the 2D case. The answer to the ques-
tion of whether or not the interactions (4.2a) yield a fully
gapped spectrum is thus the same as in 2D. In particular,
the argument for the existence of a gap in the case k = 2
is identical.
The current-current interactions (4.2a) possess an an-
tiunitary involutive symmetry that effectively plays the
same role as that of time-reversal symmetry for TIs.
We call this symmetry an antiferromagnetic time-reversal
symmetry. (This symmetry will also appear in Sec. V.)
To see this, note that Fig. 6 is invariant under inter-
changing the colors red and blue, and then translating
by either of the half -lattice vectors xˆ or yˆ. Formally, we
define the symmetry operations
Teff,xˆ ..= T × Txˆ, (4.3a)
Teff,yˆ ..= T × Tyˆ, (4.3b)
where the time-reversal operation T acts in the usual way
on the spinful fermions (i.e., T 2 = −1), and acts on the
su(2)k currents [see Eqs. (2.4)] as
T Ĵaγ,M,J,r˜T −1 = −Ĵaγ,M,J,r˜, (4.3c)
for any a = 1, 2, 3, γ = 1, 2, M = L,R, J = A,B,C,D,
and r˜ ∈ Λ˜, with L .. = R and R .. = L, and where the
half-lattice translation operators Txˆ and Tyˆ act as
TxˆĴγ,M,J,r˜T
−1
xˆ =

Ĵγ,M,B,r˜, J = A,
Ĵγ,M,A,r˜+2xˆ, J = B,
Ĵγ,M,D,r˜+2xˆ, J = C,
Ĵγ,M,C,r˜, J = D,
(4.3d)
FIG. 7. (Color online) Schematic grouping of the interactions
(4.2a) into a sum over decoupled planes. As in Fig. 6, purple
bonds denote current-current interactions of the form (4.2d).
Regions between any pair of adjacent dashed black lines con-
stitute a plane. The shaded and unshaded planes are related
by the symmetries Teff,xˆ,yˆ defined in Eqs. (4.3) when periodic
boundary conditions are imposed in the xˆ- and yˆ-directions.
and
TyˆĴγ,M,J,r˜T
−1
yˆ =

Ĵγ,M,D,r˜, J = A,
Ĵγ,M,C,r˜, J = B,
Ĵγ,M,B,r˜+2yˆ, J = C,
Ĵγ,M,A,r˜+2yˆ, J = D,
(4.3e)
respectively. The full Lagrangian in the presence of
the current-current interactions (4.2a) is invariant un-
der the symmetry operations Teff,xˆ and Teff,yˆ when peri-
odic boundary conditions are imposed in the x- and y-
directions. If we use mixed boundary conditions, such
as ones that are open along the x-direction and pe-
riodic along the y-direction (or vice versa), then only
the symmetry Teff,yˆ (or Teff,xˆ) remains. In Sec. VI,
we will see that the remaining symmetry Teff,yˆ pro-
tects gapless surface states on the boundaries at x = 0
and x = Lx. Analogous non-onsite implementations of
time reversal symmetry have arisen in studies of anti-
ferromagnetic TIs [75, 76] and in coupled-wire models
of topological-insulator and topological-superconductor
surfaces [73, 74].
One can interpret the coupled-wire array with the in-
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teraction (4.2a) as a stack of 2D topological phases like
the ones defined and studied in Sec. (III). To see this,
one need only group the terms in the sum in Eq. (4.2a)
in an appropriate way, as indicated in Fig. 7. Then, one
sees that Eq. (4.2a) breaks up into a sum over decoupled
planes, each consisting of a set of wires coupled by inter-
actions of the form (3.2a). Each plane thus forms its own
2D non-Abelian topological phase. More specifically, any
ground-state wavefunction of the coupled-wire array can
be written in the form
|Ψgs〉 ..=
⊗
i
|Ψigs〉 , (4.4)
where the index i runs over the layers in the stack. Here,
|Ψigs〉 is a ground-state wavefunction of the 2D topological
phase supported by layer i of the stack depicted in Fig.
7. Since each layer carries with it a threefold topological
degeneracy when periodic boundary conditions are im-
posed in all directions, the full 3D system then carries a
weak topological degeneracy of
3 # of layers. (4.5)
This subextensive degeneracy reflects the direct-product
structure of the ground-state wavefunction (4.4). If one
uses this wavefunction to calculate the entanglement en-
tropy between adjacent layers in the stack by partition-
ing the stack along a plane parallel to both layers, one
inevitably obtains zero. For any pair i and j of shaded
layers from the stack depicted in Fig. 7, the ground state
wavefunctions |Ψigs〉 and |Ψjgs〉 are not correlated. The re-
sult is a topological ground-state degeneracy that scales
with the number of layers.
When periodic boundary conditions are imposed, each
plane of coupled wires defined in this way is related to its
neighbors by the symmetries Teff,xˆ,yˆ defined in Eq. (4.3).
Thus, one can view this 3D stack of 2D non-Abelian topo-
logical phases as a weak topological phase respecting the
symmetries Teff,xˆ,yˆ.
V. STRONG NON-ABELIAN TOPOLOGICAL
ORDER IN THREE DIMENSIONS
The interaction (4.2a) depicted in Fig. 6 can be decom-
posed into a sum of interactions between wires living in
decoupled planes. We now propose an alternative inter-
action that avoids this problem, thereby realizing a truly
3D non-Abelian topological phase. The proposed interac-
tion preserves the structure of the individual wires in the
decoupled limit, as described in Sec. IV A and depicted
in Fig. 2. It is given by
Ĥ ..= −λ
∑
pA∈Λ
ĤpA +
∑
pB∈Λ
ĤpB +
∑
pC∈Λ
ĤpC +
∑
pD∈Λ
ĤpD
 , (5.1a)
where
ĤpA ..=
2∑
a,b,c,d=1
(
Ĵa2,L,A,pA Ĵ
a
1,R,B,pA
)(
Ĵb2,L,B,pA Ĵ
b
1,R,C,pA
)(
Ĵc2,R,D,pA Ĵ
c
1,L,C,pA
)(
Ĵd2,R,A,pA Ĵ
d
1,L,D,pA
)
, (5.1b)
ĤpB ..=
2∑
a,b,c,d=1
(
Ĵa2,R,B,pB Ĵ
a
1,L,A,pB
)(
Ĵb2,R,A,pB Ĵ
b
1,L,D,pB
)(
Ĵc2,L,C,pB Ĵ
c
1,R,D,pB
)(
Ĵd2,L,B,pB Ĵ
d
1,R,C,pB
)
, (5.1c)
ĤpC ..=
2∑
a,b,c,d=1
(
Ĵa2,L,C,pC Ĵ
a
1,R,D,pC
)(
Ĵb2,L,D,pC Ĵ
b
1,R,A,pC
)(
Ĵc2,R,B,pC Ĵ
c
1,L,A,pC
)(
Ĵd2,R,C,pC Ĵ
d
1,L,B,pC
)
, (5.1d)
ĤpD ..=
2∑
a,b,c,d=1
(
Ĵa2,R,D,pD Ĵ
a
1,L,C,pD
)(
Ĵb2,R,C,pD Ĵ
b
1,L,B,pD
)(
Ĵc2,L,A,pD Ĵ
c
1,R,B,pD
)(
Ĵd2,L,D,pD Ĵ
d
1,R,A,pD
)
. (5.1e)
Here, the labels 1, 2, L,R, and A, · · · , D are as in Fig. 6.
Moreover, we have defined a new label pJ , J = A, · · · , D
as follows. The label pA denotes a four-wire plaquette
in the lattice Λ in which the four labels J = A,B,C,D
cycle through A,B,C, and D clockwise from the top left
(this is the boxed plaquette in Fig. 2). The remaining
plaquette labels are defined analogously, with pB labeling
a plaquette whose top-left wire carries the label B and
so on.
The plaquette interaction (5.1) avoids the problem of
the current-current interaction (4.2a) in that it is not
possible to rewrite the former as a sum over decoupled
planes. The crucial difference between the two interac-
tions that allows this to happen is the fact that the in-
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teraction (5.1) is a sum of products of current-current
bilinears, whereas the interaction (4.2a) is merely a sum
of such bilinears.
In the remainder of this section, we will analyze the
consequences of the plaquette interaction (5.1) in the
strong-coupling limit λ → ∞ when periodic boundary
conditions are imposed in all directions. We will focus
our attention on the case k = 2, although generaliza-
tions to k > 2 along the lines of Sec. (III B) are possible.
First, we will show that the interaction (5.1) opens a gap
at strong coupling. Second, we will define a set of string
and membrane operators associated with excitations of
the gapped theory, and argue on the basis of their algebra
that the ground state of the gapped system is topologi-
cally degenerate. The algebra obeyed by these operators
will reveal the non-Abelian character of the phase.
A. Analyzing the opening of a gap when k = 2
To see how the plaquette interaction (5.1) opens a gap
at strong coupling when k = 2, it is useful to rewrite it in
terms of the identities (3.4). In particular, we decompose
the su(2)2 currents as [85]
Ĵ+γ,M,J,pK
=..
√
2 ψ̂γ,M,J,pK : e
+i
√
1/2 φ̂γ,M,J,p
K :, (5.2a)
Ĵ−γ,M,J,pK =
..
√
2 ψ̂γ,M,J,pK : e
−i
√
1/2 φ̂γ,M,J,p
K :, (5.2b)
Ĵ3γ,M,J,pK =
.. i
1√
2
∂Mφ̂γ,M,J,pK , (5.2c)
where ψ̂γ,M,J,pK
is a chiral Majorana fermion and
φ̂γ,M,J,pK
is a chiral bosonic field, for any γ = 1, 2,
M = L,R, and J,K = A,B,C,D. On the Majorana
operators, we impose the equal-time algebra
ψ̂γ,M,J,pK (t, z) ψ̂γ′,M′,J′,p′K′
(t, z′) = ψ̂γ′,M′,J′,p′
K′
(t, z′) ψ̂γ,M,J,pK (t, z)
× e−ipi δr,r′ [(−1)M δM,M′ δγ,γ′ sgn(z−z′)] (5.3a)
× e+ipi{(1−δM,M′ δγ,γ′ δr,r′)[(−1)M δM,M′+M,M′ ]}.
This equal-time algebra is a generalization of Eqs. (3.4d)–(3.4f). As before, we use the conventions sgn(0) = 0
and L,R = −R,L = −1. Note that, on the one hand, the Majorana operator ψ̂γ,M,J,pK is labeled by the tuple
(J, pK) ∈ Λ˜, which is the square lattice with a four-wire unit cell depicted in Fig. 6. On the other hand, the
coordinates {r ..= (x, y) ∈ Λ}, which label the square lattice with a single-wire unit cell, enter the phase factors in
Eqs. (5.3a). This notation is consistent because the tuple (J, pK), J,K = A,B,C,D, uniquely specifies an r ∈ Λ.
Finally, we impose the equal-time algebra[
φ̂γ,M,J,pK (t, z), φ̂γ′,M′,J′,p′K′
(t, z′)
]
= − i 2pi
{
(−1)M δM,M′ δγ,γ′ δr,r′ sgn(z − z′)
− (1− δM,M′ δγ,γ′ δr,r′) [(−1)M δM,M′ + M,M′] }, (5.3b)
on the chiral bosons. This algebra is a generalization of Eq. (3.4g).
The interaction (5.1) is amenable to analysis upon substituting in the decompositions (5.2). For instance, the first
term in Eq. (5.1a) becomes
ĤpA = 16 ψ̂2,L,A,pA ψ̂1,R,B,pA ψ̂2,L,B,pA ψ̂1,R,C,pA ψ̂1,L,C,pA ψ̂2,R,D,pA ψ̂1,L,D,pA ψ̂2,R,A,pA (5.4)
× sin
(
φ̂2,L,A,pA
− φ̂1,R,B,pA√
2
)
sin
(
φ̂2,L,B,pA
− φ̂1,R,C,pA√
2
)
sin
(
φ̂1,L,C,pA
− φ̂2,R,D,pA√
2
)
sin
(
φ̂1,L,D,pA
− φ̂2,R,A,pA√
2
)
.
Similar expressions hold for the remaining three plaque-
tte terms in the summand in Eq. (5.1a). Each such pla-
quette term factorizes into a u(1)2 piece (the product of
four sine potentials) and a Z2 piece (the eight-Majorana
interaction). By analogy with Eq. (3.7) in the 2D case,
we would like to argue that the u(1)2 and Z2 sectors can
simultaneously acquire expectation values and become
gapped. To see that this is indeed possible, it is useful to
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consider the u(1)2 and Z2 sectors separately.
First, one can show by direct calculation that the four
eight-Majorana plaquette terms appearing in Eq. (5.1a)
commute with one another. Hence, it is possible for each
eight-Majorana plaquette term to acquire an expectation
value such that the total energy in the Majorana sector is
minimized. When this occurs, we can replace the product
of eight Majorana operators that enters each plaquette
term with a constant. What remains is an effective in-
teraction for the u(1)2 sector consisting of four types of
plaquette terms, each a product of four sines.
Next, we address the question of whether this effective
interaction is capable of opening a gap in the u(1)2 sec-
tor. To do this, we successively apply the trigonometric
identities
2 sin a sin b = cos(a− b)− cos(a+ b),
2 cos a cos b = cos(a− b) + cos(a+ b), (5.5)
until each product of four sines becomes a sum of eight
cosines. For instance, applying this procedure to the
u(1)2 part of the plaquette term (5.4) yields
sin
(
φ̂2,L,A,pA
− φ̂1,R,B,pA√
2
)
sin
(
φ̂2,L,B,pA
− φ̂1,R,C,pA√
2
)
sin
(
φ̂1,L,C,pA
− φ̂2,R,D,pA√
2
)
sin
(
φ̂1,L,D,pA
− φ̂2,R,A,pA√
2
)
=
1
8
8∑
i=1
si cos
(
1√
2
T Ti K ϕ̂pA
)
,
(5.6a)
where si = ±1 is an i-dependent sign whose value is unimportant for the purposes of this argument. Here, we have
defined the eight-component vector
ϕ̂pA
..=
(
φ̂2,L,A,pA
φ̂2,R,A,pA
φ̂2,L,B,pA
φ̂1,R,B,pA
φ̂1,L,C,pA
φ̂1,R,C,pA
φ̂1,L,D,pA
φ̂2,R,D,pA
)T
(5.6b)
and the 8× 8 diagonal matrix
K ..= diag(+1,−1,+1,−1,+1,−1,+1,−1). (5.6c)
The eight-component vectors Ti , i = 1, · · · , 8 with entries ±1 specify the linear combinations of bosonic fields that
enter each cosine term.
One can verify using the algebra (5.3b) that the co-
sine terms appearing in Eq. (5.6) do not commute with
one another. One might worry that this implies that
these eight cosines cannot be minimized simultaneously,
so that the u(1)2 sector is not gapped, even when the Z2
sector is. However, Haldane showed [95] that a weaker
condition than strict commutation is sufficient for a set of
cosine potentials to be simultaneously minimizable. For
the cosine terms in Eq. (5.6), this condition reads
T Ti KTj = 0, i, j = 1, · · · , 8. (5.7)
Once the eight vectors Ti have been determined, it is
straightforward to check that the above condition indeed
holds for the interaction (5.6). Thus, the eight linear
combinations T Ti K ϕ̂pA can simultaneously assume clas-
sical configurations that minimize the expectation value
of the effective interaction (5.6). One can repeat this ex-
ercise for the three plaquettes pB , pC , and pD and verify
that they, too, can each assume classical configurations
that minimize the energy in the u(1)2 sector. Finally,
one checks that a version of the criterion (5.7) holds for
bosonic fields that are shared between adjacent plaque-
ttes, ensuring that the adjacent plaquette terms do not
interfere with one another in this minimization process.
(The procedure defined in this paragraph is essentially
the one used in coupled-wire constructions of gapped
Abelian topological phases in 2D [59] and 3D [63].)
Thus, in this section we have argued that, despite being
more complicated than the “naive” interaction (4.2a), the
plaquette interaction (5.1) opens a gap in the array of
coupled wires in the limit λ→∞ when k = 2. Moreover,
because this interaction cannot be rewritten as a sum of
terms living in decoupled planes, it does not manifestly
result in a weak topological phase, unlike the interaction
(4.2a). In fact, we conjecture that the phase realized by
the plaquette interaction (5.1) is a truly 3D non-Abelian
topological phase. We provide evidence in support of this
conjecture in the next section.
One heuristic argument in favor of this conjecture is
the following. If one ignores the z-direction of space, the
plaquette interaction (5.1) resembles the eight-Majorana
interaction of the Wen-Plaquette model [96], which real-
izes Z2 topological order in 2D. While the Wen-Plaquette
model does not contain anything resembling the u(1)2
part of Eq. (5.1), this sector is necessary in the context
of the wire construction in order to obtain a local interac-
tion. Nevertheless, the similarity between the Z2 part of
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the interaction (5.1) and the Wen-Plaquette model sug-
gests that one should be able to construct string oper-
ators in the x-y plane that are in one-to-one correspon-
dence with deconfined pointlike excitations. (This rea-
soning is similar to the reasoning that guided our work
in Ref. [63], which constructed Abelian 3D topological
phases from coupled wires with interactions meant to re-
semble those of the toric code.) Sec. V B is devoted to
the construction of these operators, and others associ-
ated with the z-direction, as well as membrane operators
corresponding to stringlike excitations.
Of course, the fact that the Majorana operators in the
interaction (5.1) arise from a conformal field theory, and
not from a representation of the Pauli algebra as in the
Wen-Plaquette model, implies that the topological or-
der (if any) obtained from the interaction (5.1) must be
richer than “simple” Z2 topological order. In particular,
the conformal field theories that furnish the Majorana
operators also furnish more complicated non-Abelian op-
erators like the Ising twist field, from which the coupled-
wire model inherits its non-Abelian character.
Finally, we note that applying the above reasoning to
the interaction (4.2) in Sec. IV B does not allow one to
draw comparisons with a truly 2D lattice model. Instead,
the Z2 sector of the interaction (4.2) resembles an array
of decoupled 1D Kitaev chains [97]. This is yet another
way to see that the interaction (4.2) cannot yield strong
topological order.
B. String and membrane operators when k = 2
In this section we build string and membrane opera-
tors to characterize the different topological sectors of the
coupled-wire theory. This discussion parallels the anal-
ysis of the 2D case presented in Sec. III C, albeit with
complications owing to the increase in dimensionality.
1. Primary operators in a single wire
Since each wire consists of four independent chiral
su(2)2 CFTs in the decoupled limit (see, e.g., Fig. 6),
there are a number of chiral primary operators in each
wire. In particular, there is a “spin-0”, a “spin- 12”, and
a “spin-1” primary for each set of labels (γ,M, J, pK),
with γ = 1, 2, M = L,R, and J,K = A,B,C,D. Fixing
some J , K, and plaquette pK specifies a single wire, and
the remaining labels γ and M enumerate the four chiral
CFTs defined within that wire. Each chiral sector of the
wire is equipped with a “spin-0” primary operator, which
is simply the identity operator in that sector. The non-
trivial primary operators in each CFT are the “spin- 12”
primary,
Φ̂
( 12 )
γ,M,J,pK
(t, z) ..= σ̂γ,M,J,pK(t, z) :e
+i 1
2
√
2
φ̂γ,M,J,p
K
(t,z)
: ,
(5.8)
and the “spin-1” primary
Φ̂
(1)
γ,M,J,pK
(t, z) ..= :e
+i 1√
2
φ̂γ,M,J,p
K
(t,z)
: (5.9)
[compare with Eqs. (3.15a) and (3.15b) in Sec. III C 2].
The algebraic properties of these primary fields, includ-
ing their OPEs and exchange algebras, are summarized
in Sec. III C 2. The key information to retain from that
discussion is that all non-Abelian properties of these pri-
mary operators stem from the presence of the Ising twist
operator σ̂γ,M,J,pK
in the definition of the “spin- 12” pri-
mary. The vertex operators from the u(1)2 sector have
Abelian fusion rules.
As in Sec. III C, our strategy for building string op-
erators will be to find appropriate nonchiral products of
primary fields from which to build nonlocal string and
membrane operators that characterize the topological or-
der. We proceed with this program below.
2. “Spin-1” string and membrane operators
In direct analogy with Sec. III C, we build “spin-1”
string operators acting parallel to the x-y plane of the
square lattice Λ by taking products of the unitary oper-
ators
Ô(1)γγ′,J,pK (t, z) ..= Φ̂
(1)†
γ,L,J,pK
(t, z) Φ̂
(1)
γ′,R,J,pK
(t, z) (5.10)
= e
−i 1√
2
φ̂γ,L,J,p
K
(t,z)
e
+i 1√
2
φ̂
γ′,R,J,p
K
(t,z)
,
for γ, γ′ = 1, 2, J,K = A,B,C,D, and for any 0 < z <
Lz (we continue to suppress the normal ordering of vertex
operators). For any choice of γ, γ′, J, and K, the operator
Ô(1)γγ′,J,pK fails to commute with exactly three plaquette
terms in the interaction (5.1) [see Fig. 9(a)].
We refer to these plaquettes as “defective.” A calcu-
lation analogous to Eq. (3.28) shows that acting with an
additional operator Ô(1)γ′′γ′′′′,J′,p′
K′
in a neighboring wire
heals some of these defective plaquettes, while creating
others. By repeating this calculation, one can verify that
it is possible to separate pairs of defective plaquettes ar-
bitrarily far from one another without creating any addi-
tional defective plaquettes [see Fig. 9(b)]. Thus, we can
interpret each pair of defective plaquettes as a pointlike
“spin-1” excitation. The fact that one can separate these
excitations arbitrarily far from one another without cre-
ating additional defective plaquettes indicates that they
are deconfined. (For a more detailed discussion of de-
confinement and the energetics of these excitations, see
Sec. V B 4.)
For the purposes of building string operators, we need
to identify a set of three orthogonal cycles of the three-
torus. The cycle winding around the torus in the z-
direction consists of traversing the torus along a single
wire, as was done in the 2D case. For cycles parallel to
the x-y plane, we need to choose a canonical set of paths
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(a)
z = z1
z = z2
Pxˆ
Pyˆ
(b)
Pxˆ
Pyˆ
FIG. 8. (Color online) Depictions of the paths Pxˆ and Pyˆ.
The grey circles represent wires, as in Fig. 2, and each white
oval contains a pair of chiral modes L and R labeled by the
indices γ, J , and pK . In panel (a), the paths Pxˆ and Pyˆ
are depicted at different values of the coordinate z, while in
panel (b), the projection of the two paths into the x-y plane
is shown.
through the square lattice Λ. We call these paths Pxˆ andPyˆ. They are depicted in Fig. 8. Although two particular
choices of path are depicted in Fig. 8, one should view
these paths as members of two families [Pxˆ] and [Pyˆ],
each consisting of of parallel paths through the lattice.
Members of the family [Pxˆ] can be deformed into mem-
bers of the family [Pyˆ] without creating additional defec-
tive plaquettes (see Fig. 10). Moreover, one can act with
products of operators (5.10) along closed loops such that
no defective plaquettes are created (see Fig. 11). These
observations are consistent with the aforementioned de-
confinement of the “spin-1” excitations.
The “spin-1” string operators acting along the paths
Pxˆ and Pyˆ are given by
Γ̂
(1)
aˆ (t, z) .
.=
∏
(γ,γ′,J,pK)∈Paˆ
Ô(1)γγ′,J,r˜(t, z), (5.11)
(a)
(b)
FIG. 9. (Color online) Pairs of defective plaquettes as point-
like excitations. Panel (a) is a pictorial representation of
the action of an operator like (5.10) on the interaction (5.1).
The application of such an operator creates solitons in lin-
ear combinations of scalar fields, defined on the two purple
links. These solitons enter three plaquette terms in the in-
teraction (5.1). The two diagonally-opposite plaquettes (each
marked with a dashed box) each contain one soliton, while the
plaquette between the two purple links (marked with a pair
of concentric dashed boxes) contains two solitons. Panel (b)
demonstrates that acting with additional operators like (5.10)
in neighboring wires allows one to separate pairs of these de-
fective plaquettes. Thus, we should view these pairs of defec-
tive plaquettes as the pointlike excitations of the coupled-wire
array.
where aˆ = xˆ, yˆ. A calculation analogous to Eqs. (3.28)
in Sec. III C shows that both families of string operators
commute with the interaction (5.1) when periodic bound-
ary conditions are imposed in all directions. Like their 2D
counterpart defined in Eq. (3.29), these string operators
can be interpreted as creating a pair of pointlike “spin-1”
excitations, transporting them around either the Pxˆ- orPyˆ-cycle of the three-torus, and then annihilating them.
Also like their 2D counterpart, these string operators can
be rewritten as products of primary operators at differ-
ent z points, similar to Eq. (3.30) in the 2D case. We
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FIG. 10. (Color online) Example of a deformation of a path
in the family [Pxˆ] (see Fig. 8) that runs parallel to paths in the
family [Pyˆ] in some segments. One can check that a “spin-1”
or “spin- 1
2
” string defined along this path still commutes with
the interaction (5.1).
FIG. 11. (Color online) Two examples of closed paths. One
can show that a “spin-1” or “spin- 1
2
” string defined along any
such path commutes with the interaction (5.1), and thereby
introduces no excitations.
can thus view these “spin-1” excitations as being free to
move in all three spatial dimensions.
To construct a “spin-1” string operator running along
the z-direction, we define the unitary operator
Ô(1)γ,M,J,pK (t, z1, z2) ..= Φ̂
(1)†
γ,M,J,pK
(t, z2) Φ̂
(1)
γ,M,J,pK
(t, z1)
= exp
(
− i 1√
2
z2∫
z1
dz ∂zφ̂γ,M,J,pK (t, z)
)
. (5.12)
z = z1
z = z2
Pyˆ
FIG. 12. (Color online) A cartoon representation of the
“spin-1” membrane operator Σ̂
(1)
xˆ defined in Eq. (5.14).
This definition is in direct parallel with Eq. (3.31a) in the
2D case. Similar to the 2D case, one can verify by direct
calculation that the nonlocal operator
Γ̂
(1)
zˆ,γ,M,J,pK
(t) ..= Ô(1)γ,M,J,pK (t, 0, Lz) (5.13)
commutes with the interaction (5.1). This completes the
definitions of the “spin-1” string operators we will con-
sider.
In 3D, we can also build nontrivial membrane opera-
tors whose algebra with the string operators can indicate
the presence of topological order. Our general strategy
for defining membrane operators parallel to the x-z and
y-z planes is to apply z-string operators of the form (5.13)
along paths in the families [Pxˆ] and [Pyˆ], respectively.
This yields the “spin-1” membrane operators
Σ̂
(1)
aˆ (t) .
.=
∏
(γ,γ′,J,pK)∈Paˆ⊥
Ô(1)γ′,R,J,pK (t, 0, Lz), (5.14)
where aˆ = xˆ, yˆ and aˆ⊥ is defined such that xˆ⊥ = yˆ and
yˆ⊥ = xˆ. The choice of chirality M = R above is ar-
bitrary. Here, we have adopted a convention whereby
any membrane carries the label of a path normal to the
membrane. A depiction of one such membrane is shown
in Fig. 12. Constructing a membrane parallel to the x-
y plane is achieved by simply acting with the bilinears
(5.10) in all wires according to the prescription
Σ̂
(1)
zˆ (t, z) .
.=
∏
pA⊂Λ
D∏
J=A
Ô(1)11,J,pA(t, z) Ô
(1)
22,J,pA
(t, z).
(5.15)
A partial implementation of any of these membrane op-
erators, obtained by restricting its support to an open
surface, leaves a line of defective plaquettes along the
boundary of the surface. Thus, we can interpret the
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membranes on which these operators act as worldsheets
of stringlike excitations of the coupled-wire theory.
Using the definitions (5.11), (5.13), (5.14), and (5.15),
and the equal-time algebra (5.3b), one can show that
the “spin-1” string operators Γ̂
(1)
aˆ and membrane opera-
tors Σ̂
(1)
bˆ
commute with one another for all aˆ, bˆ = xˆ, yˆ, zˆ.
Moreover, one verifies that this equal-time algebra is in-
dependent of the details of how one defines the paths and
surfaces on which the string and membranes act, i.e., de-
forming the path along which a string operator acts, or
the surface on which a membrane operator acts, has no
effect on the equal-time algebra as long as these defor-
mations leave the intersection of the path and surface
intact.
3. “Spin- 1
2
” string and membrane operators
String operators corresponding to the “spin- 12” pri-
mary operator can be constructed as follows. Similarly
to the case of “spin-1” strings, “spin- 12” strings acting
along paths in the x-y plane are built out of the bilinear
operators
Ô( 12 )γγ′,J,pK (t, z) ..= Φ̂
( 12 )†
γ,L,J,pK
(t, z) Φ̂
( 12 )
γ′,R,J,pK
(t, z), (5.16)
where the operator Φ̂
( 12 )
γ′,R,J,pK
(t, z) is defined in Eq. (5.8).
The “spin- 12” string operators along the paths Pxˆ,yˆ are
then defined by
Γ̂
( 12 )
aˆ (t, z) .
.=
∏
(γ,γ′,J,pK)∈Paˆ
Ô( 12 )γγ′,J,pK (t, z), (5.17)
where aˆ = x, y. “Spin- 12” string operators along the z-
direction are again defined by analogy with the 2D case,
Γ̂
( 12 )
zˆ (t, ) .
.= exp
(
− i 1
2
√
2
Lz∫
0
dz ∂zφ̂γ,M,J,pK (t, z)
)
× P̂
1
σ̂γ,M,J,pK (t, 0) σ̂γ,M,J,pK (t, ) P̂1,
(5.18)
where the choice of γ,M, J, and pK is arbitrary. The op-
erator P̂
1
above is the counterpart to the projector onto
the fusion channel σ × σ = 1 that appears in Eq. (3.44).
This definition of the operator Γ̂
( 12 )
zˆ,γ,M,J,pK
(t, ) is subject
to the same caveats as its 2D analogue, which was de-
fined in Eq. (3.44). In particular, the limit  → 0 must
be taken carefully, as discussed in footnote [92] and Ap-
pendix C. As in the 2D case, we will only take the limit
→ 0 at the end of calculations.
With these definitions, one verifies using Eq. (5.3b),
that these “spin- 12” string operators have the following
equal-time algebra with the “spin-1” membrane opera-
tors. Any “spin- 12” string operator defined along a non-
contractible cycle parallel to the x-y plane anticommutes
with a “spin-1” membrane operator orthogonal to the
noncontractible cycle,
Γ̂
( 12 )
aˆ (t, z) Σ̂
(1)
aˆ (t) = − Σ̂(1)aˆ (t) Γ̂
( 12 )
aˆ (t, z), (5.19a)
for any aˆ = xˆ, yˆ. In contrast, any “spin- 12” string oper-
ator defined along a a noncontractible cycle in the x-y
plane commutes with any “spin-1” membrane operator
such that the noncontractible cycle and membrane are
not pairwise orthogonal, i.e.,
Γ̂
( 12 )
aˆ (t, z) Σ̂
(1)
bˆ
(t) = Σ̂
(1)
aˆ (t) Γ̂
( 12 )
bˆ
(t, z), (5.19b)
for (aˆ, bˆ) = (xˆ, yˆ) or (aˆ, bˆ) = (yˆ, xˆ). This equal-time al-
gebra holds independently of local deformations of the
paths and surfaces on which the string and membrane
operators are defined, so long as these deformations leave
the intersections of these paths and surfaces unchanged.
The “spin- 12” string operator acting along the zˆ-direction
anticommutes with any “spin-1” membrane operator act-
ing on a surface that is orthogonal to the zˆ-direction,
Γ̂
( 12 )
zˆ (t, ) Σ̂
(1)
zˆ (t, z) = −Σ̂(1)zˆ (t, z) Γ̂
( 12 )
zˆ (t, ), (5.20a)
for any infinitesimal  > 0. The “spin- 12” string oper-
ator acting along the zˆ-direction commutes with any ψ-
membrane operator acting on a surface orthogonal to the
x- or y-directions (for simplicity, we assume that the z-
string does not intersect with the x- and y-membranes),
Γ̂
( 12 )
zˆ (t, ) Σ̂
(1)
aˆ (t) = Σ̂
(1)
aˆ (t) Γ̂
( 12 )
zˆ (t, ), (5.20b)
for any aˆ = xˆ, yˆ and for any infinitesimal  > 0.
Once we have constructed the “spin- 12” string oper-
ators, we can also investigate the braiding statistics of
pointlike particles in the coupled-wire theory. For exam-
ple, the mutual statistics of “spin- 12” and “spin-1” exci-
tations can be deduced from exchange relations like
Γ̂
(1)
yˆ (t, z) Γ̂
( 12 )
xˆ (t, z
′) = Γ̂(
1
2 )
xˆ (t, z
′) Γ̂(1)yˆ (t, z) e
−i pi2 sgn(z−z′) e+i
pi
2 sgn(z−z′) = Γ̂(
1
2 )
xˆ (t, z
′) Γ̂(1)yˆ (t, z), (5.21)
where we used the equal-time algebra (5.3b), which demonstrates that “spin-1” and “spin- 12” particles braid trivially
in the three-dimensional model. Likewise, the self-statistics of “spin- 12” excitations can be deduced from exchange
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relations like
Γ̂
( 12 )
yˆ (t, z) Γ̂
( 12 )
xˆ (t, z
′) = Γ̂(
1
2 )
xˆ (t, z
′) Γ̂(
1
2 )
yˆ (t, z)×
{
e−i
3pi
8 sgn(z−z′) e+i
3pi
8 sgn(z−z′), ifσ × σ = 1,
e+i
pi
8 sgn(z−z′) e−i
pi
8 sgn(z−z′), ifσ × σ = ψ
= Γ̂
( 12 )
xˆ (t, z
′) Γ̂(
1
2 )
yˆ (t, z),
(5.22)
where we used (5.3b) and the counterparts to the equal-
time algebra (3.19). The meaning of the two cases distin-
guished above, namely the cases σ×σ = 1 and σ×σ = ψ,
is as follows. When two “spin- 12” strings act along the
noncontractible cycles Pxˆ and Py, they necessarily coin-
cide in exactly two chiral channels located astride a bond
of the square lattice [see Fig. 8(b)]. Each of these chi-
ral channels is acted upon by two σ operators from the
Z2 sector, one from the Pxˆ string and one from the Pyˆ
string. The outcome of fusing the two σ fields in each
of the two channels is correlated. If one pair of σs fuses
to 1 or ψ, then the other pair must fuse in this channel
as well. Otherwise, extra excitations are created. The
upshot of this discussion is that all pointlike particles in
the three-dimensional theory have trivial braiding with
one another. This fact is consistent with the fact that
any deconfined point particle in three spatial dimensions
must be either a fermion or a boson. As we will see be-
low, however, there is no such restriction for the braiding
of a pointlike excitation with a linelike excitation.
The logic for the construction of “spin- 12” membranes
parallels the logic for “spin-1” membranes. A “spin- 12”
membrane parallel to the x-y plane is defined by
Σ̂
( 12 )
zˆ (t, z) .
.=
∏
J,pA
Ô( 12 )11,J,pA(t, z) Ô
( 12 )
22,J,pA
(t, z), (5.23)
while the membrane operators orthogonal to the x-y
plane can be chosen to be
Σ̂
( 12 )
aˆ (t, ) .
.=
∏
(γ,J,pK)∈Paˆ⊥
exp
(
− i 1
2
√
2
Lz∫
0
dz ∂zφ̂γ,R,J,pK (t, z)
)
P̂
1
σ̂γ,R,J,pK (t, 0) σ̂γ,R,J,pK (t, ) P̂1, (5.24)
for any aˆ = xˆ, yˆ. The choice of chirality M = R is ar-
bitrary. The definition (5.24) of the operator Σ̂
( 12 )
aˆ (t, )
is subject to the same caveats as the definition (5.18) of
the operator Γ̂
( 12 )
zˆ (, t). As before, we refer the reader to
Footnote [92] and to Appendix C for details.
Using the algebra (5.3b) and the definitions (5.23) and
(5.24), one can show that the equal-time algebra between
any pair of “spin- 12” membrane “spin-1”-string operators
is mere commutations except for the three anticommut-
ing exceptions
Σ̂
( 12 )
aˆ (t, ) Γ̂
(1)
aˆ (t, z) = −Γ̂(1)aˆ (t, z) Σ̂
( 12 )
aˆ (t, ), (5.25a)
Σ̂
( 12 )
zˆ (t, z) Γ̂
(1)
zˆ (t) = −Γ̂(1)zˆ (t) Σ̂
( 12 )
zˆ (t, z), (5.25b)
for aˆ = xˆ, yˆ, and for infinitesimal  > 0. Thus, any of
the “spin- 12” membrane operators can be interpreted as
twisting the boundary conditions of a pointlike “spin-1”
excitation encircling the three-torus along any noncon-
tractible cycle orthogonal to the membrane.
Finally, we also have the algebra between “spin- 12”
membranes and “spin-1” membranes given by
Σ̂
(1)
aˆ (t) Σ̂
( 12 )
aˆ⊥
(t, ) = Σ̂
( 12 )
aˆ⊥
(t, ) Σ̂
(1)
aˆ (t), (5.26a)
Σ̂
(1)
aˆ (t) Σ̂
( 12 )
zˆ (t, z) = (−1)NaˆΣ̂
( 12 )
zˆ (t, z) Σ̂
(1)
aˆ (t), (5.26b)
Σ̂
(1)
zˆ (t, z) Σ̂
( 12 )
aˆ (t, ) = (−1)NaˆΣ̂
( 12 )
aˆ (t, ) Σ̂
(1)
zˆ (t, z),
(5.26c)
for any aˆ = xˆ, yˆ (recall that xˆ⊥ = yˆ and yˆ⊥ = xˆ), and
for any infinitesimal  > 0. The system-size-dependent
integers Nxˆ and Nyˆ are the number of wires contained in
the path Pxˆ and Pyˆ, respectively. One can show that Nxˆ
and Nyˆ are even for paths Pxˆ and Pyˆ that encompass the
entire system, so long as the system contains an integer
number of unit cells.
4. An aside on energetics
Before moving on to discuss the derivation of the
topological degeneracy from the algebra of the string
and membrane operators constructed in Secs. V B 2 and
V B 3, it is necessary to address some aspects of the ener-
getics of the excitations associated with these operators.
We will focus first on the case of the pointlike “spin-1”
excitations, and then on the case of the pointlike “spin- 12”
excitations.
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The plaquette excitations generated by the “spin-1”
operator Ô(1)γγ′,J,pK are solitons in a particular linear com-
bination of scalar fields in the u(1)2 sector. For example,
the operator Ô(1)11,C,pA acts nontrivially on only two scalar
fields,
1√
2
Ô(1)11,C,pA(z
′) φ̂1,R,C,pA(z) Ô
(1)†
11,C,pA
(z′) =
1√
2
φ̂1,R,C,pA(z)− 2piΘ(z − z
′) + const., (5.27a)
1√
2
Ô(1)11,C,pA(z
′) φ̂1,L,C,pA(z) Ô
(1)†
11,C,pA
(z′) =
1√
2
φ̂1,L,C,pA(z)− 2piΘ(z − z
′) + const., (5.27b)
where we have used the algebra (5.3b). Here, 2piΘ(z −
z′) = pi [sgn(z − z′) + 1] is the Heaviside step function
that represents a sharp soliton of height 2pi. The additive
constant terms arise from the algebra in Eq. (5.3b) and
are multiples of 2pi.
The introduction of these soliton profiles costs infinite
energy after the limit λ → ∞ of the interaction (5.1),
holding the kinetic energy fixed, has been taken. This is
consistent with the expectation that the theory has an
infinite energy gap in this limit. Acting in neighboring
wires with additional operators Ô(1)γγ′,J,pK in the manner
of Fig. 9 leads to cancellations of soliton profiles in any
linear combination of scalar fields that is affected by two
successive such operators. For this reason, a string of op-
erators Ô(1)γγ′,J,pK costs energy only at its end points (end
wires). It is the property that this energy cost (possibly
infinite in the limit of infinitly strong interactions rela-
tive to the kinetic energy) is localized around the two end
points (end wires) of the string that justifies interpreting
the associated “spin-1” excitations as being deconfined.
The case of the “spin- 12” excitations is similar, but
complicated by the apperance of operators from the Z2
sector in the operators Ô( 12 )γγ′,J,pK . In this case, the u(1)2
part of the operator Ô( 12 )γγ′,J,pK also creates a soliton, but
one with height pi rather than 2pi. Such an object cannot,
by itself, be created by a local operator. However, the
combination of u(1)2 and Z2 operators entering Ô(
1
2 )
γγ′,J,pK
is local. While an explicit calculation of the energy cost
that results from acting with the operator Ô( 12 )γγ′,J,pK in a
single wire for any value of the coupling λ is beyond the
scope of this work, we expect that it will be infinite in
the limit λ → ∞, judging from the action of this oper-
ator on the u(1)2 sector. If this energy cost is localized
around the two end points (end wires) of the string, we
may then interpret the associated “spin- 12” excitations
as being deconfined. Although proving deconfinement of
“spin- 12” excitations is beyond the scope of this work be-
cause of the Z2 sector of the theory, we expect it judging
from the action of Ô( 12 )γγ′,J,pK on the u(1)2 sector.
The interaction (5.1) possesses an extensive number of
symmetries. String operators acting along closed loops
do not leave any solitons in the linear combinations of
scalar fields that enter the interaction (5.1) and hence
create no excitations. Indeed, such operators commute
with the interaction (5.1). As such, they play a role sim-
ilar to the one played by the local gauge symmetry of the
toric code. In fact, in the coupled-wire construction of
3D Abelian topological phases caried out in Ref. [63], it
was shown explicitly that such symmetries were present
for a class of interactions studied there. However, a com-
plicating difference between the interaction (5.1) and the
ones studied in Ref. [63] is that the latter consisted of
sums over local terms that were all pairwise commuting,
whereas this is not the case for the plaquette interactions
entering Eq. (5.1). Consequenlty, it is not possible to find
a closed form for the ground states of Eq. (5.1) as was
done in Ref. [63].
When the interaction (5.1) is weakly perturbed by the
kinetic energy of the chiral modes in the quantum wires,
i.e., when 0 < λ < ∞, the string operators acting along
closed loops like the ones depicted in Fig. 11 fail to com-
mute with the Hamiltonian. However, because the ki-
netic energy is a local perturbation, it cannot lift the
topological degeneracy, which we derive in Sec. V B 5
when the interaction is infinitely stronger than the ki-
netic energy, to any finite order in perturbation theory. A
quantitative effect of weakly perturbing interaction (5.1)
by the kinetic energy of the chiral modes is to render the
excitation energy of open strings finite. This finite excita-
tion energy is shared between the end points (end wires)
and a string tension. However, the string tension is not
strong enough to confine the excitations localized around
the end points (end wires) for a sufficiently weak kinetic
energy, as there is a one-to-one correspondence between
the topological degeneracy and the deconfinement of ex-
citations carrying fractional quantum numbers (defective
plaquettes on the boundaries of strings and membranes).
5. Topological degeneracy on the three-torus
Using the results of the previous sections, we now de-
rive the topological ground-state degeneracy of the array
of quantum wires coupled by the interwire interactions
(5.4), for the case of su(2)2 current-current interactions.
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Γ̂
(1)
xˆ Γ̂
(1)
yˆ Γ̂
(1)
zˆ Σ̂
(1)
xˆ Σ̂
(1)
yˆ Σ̂
(1)
zˆ Γ̂
( 12 )
xˆ Γ̂
( 12 )
yˆ Γ̂
( 12 )
zˆ Σ̂
( 12 )
xˆ Σ̂
( 12 )
yˆ Σ̂
( 12 )
zˆ
Γ̂
( 12 )
xˆ + + + − + + + + + 7 + +
Γ̂
( 12 )
yˆ + + + + − + + + + + 7 +
Γ̂
( 12 )
zˆ + + + + + − + + + + + 7
Σ̂
( 12 )
xˆ − + + + + + 7 + + + 7 7
Σ̂
( 12 )
yˆ + − + + + + + 7 + 7 + 7
Σ̂
( 12 )
zˆ + + − + + + + + 7 7 7 +
TABLE II. Summary of the algebra of the string and membrane operators (5.28). Entries corresponding to a pair of operators
that commute are labeled with a +. Entries corresponding to a pair of operators that anticommute are labeled with a −.
Entries corresponding to a pair of operators that neither commute nor anticommute are labeled with a 7. (Compare with
Table I.) The operator algebra contained in the left 6×6 subblock of the table is derived in Secs. V B 2 and V B 3. The operator
algebra contained in the right 6× 6 subblock of the table is derived in Sec. V B 5.
We assume periodic boundary conditions in x, y, and z,
so that the array of coupled wires has the topology of
a three-torus (T3). The logic of our derivation of this
lower bound follows closely the logic of the correspond-
ing derivation in the two-dimensional case discussed in
Sec. III C. It hinges on the exchange algebra of the fol-
lowing set of nonlocal operators, which is summarized in
Table II. There are three nonlocal and unitary “spin-1”
string operators (5.11) and (5.13), for which we use the
short-hand notation
Γ̂
(1)
xˆ , Γ̂
(1)
yˆ , Γ̂
(1)
zˆ , (5.28a)
respectively. There are three nonlocal and nonunitary
“spin- 12” string operators (5.17) and (5.18) for which we
use the short-hand notation
Γ̂
( 12 )
xˆ , Γ̂
( 12 )
yˆ , Γ̂
( 12 )
zˆ , (5.28b)
respectively. There are three nonlocal and unitary “spin-
1” membrane operators (5.14) and (5.15) for which we
use the short-hand notation
Σ̂
(1)
zˆ , Σ̂
(1)
yˆ , Σ̂
(1)
xˆ , (5.28c)
respectively. There are three nonlocal and nonunitary
“spin- 12” membrane operators, defined in Eqs. (5.23) and
(5.24), for which we use the short-hand notation
Σ̂
( 12 )
zˆ , Σ̂
( 12 )
yˆ , Σ̂
( 12 )
xˆ , (5.28d)
respectively. Each of these twelve nonlocal operators
commutes with the plaquette interaction (5.1), except
for the three operators Γ̂
( 12 )
zˆ , Σ̂
( 12 )
xˆ , and Σ̂
( 12 )
yˆ , defined in
Eqs. (5.18) and (5.24), respectively. These three opera-
tors are regularized by the parameter , and therefore
must be treated in a manner similar to the operator
Γ̂
( 12 )
2,M,y′() in the 2D case. Nevertheless, an analysis along
the lines of the one presented in Appendix C for the 2D
case reveals that these three -regularized operators can
be used to define states in the ground-state manifold of
the interaction (5.1). We will elaborate on this statement
below.
The derivation of the topological degeneracy begins by
observing that the “spin-1” string and “spin-1” mem-
brane operators appearing in Eqs. (5.28a) and (5.28c)
all commute with one another. Thus, we can choose a
many-body ground state
|Ω〉 ≡ |1〉 (5.29)
that is a simultaneous eigenstate of all “spin-1” string
and “spin-1” membrane operators, namely
Γ̂
(1)
zˆ |1〉 = ωΓzˆ |1〉 , Γ̂(1)yˆ |1〉 = ωΓyˆ |1〉 , Γ̂(1)xˆ |1〉 = ωΓxˆ |1〉 ,
(5.30a)
on the one hand, and
Σ̂
(1)
zˆ |1〉 = ωΣzˆ |1〉 , Σ̂(1)xˆ |1〉 = ωΣxˆ |1〉 , Σ̂(1)yˆ |1〉 = ωΣyˆ |1〉 ,
(5.30b)
on the other hand, must hold for the nonvanishing eigen-
values
ωΓzˆ , ω
Γ
yˆ , ω
Γ
xˆ , ω
Σ
zˆ , ω
Σ
yˆ , ω
Σ
xˆ ∈ U(1). (5.30c)
Not all choices of |Ω〉 are equivalent. Similarly to the
argument presented in Appendix C for the 2D case, de-
pending on the topological sector in which the state |Ω〉
resides, it is possible for the state created by acting upon
|Ω〉 with certain combinations of the nonlocal, nonuni-
tary operators Γ̂
( 12 )
xˆ,yˆ,zˆ and Σ̂
( 12 )
xˆ,yˆ,zˆ to have norm zero or in-
finity. In other words, not all combinations of the eigen-
values (5.30c) label states in the ground-state manifold.
Next, we define a set of many-body states obtained by
acting on the state |1〉 with the “spin-12” string and “spin-
1
2” membrane operators from Eqs. (5.28b) and (5.28d),
respectively. There are
43 = 64 (5.31)
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State Eigenvalues
|1〉 (+,+,+,+,+,+) |Γ̂( 12 )xˆ Γ̂
( 12 )
zˆ 〉 (+,+,+,−,+,−) |Σ̂
( 12 )
zˆ 〉 (+,+,−,+,+,+)
|Γ̂( 12 )xˆ 〉 (+,+,+,−,+,+) |Γ̂
( 12 )
yˆ Γ̂
( 12 )
zˆ 〉 (+,+,+,+,−,−) |Σ̂
( 12 )
yˆ Γ̂
( 12 )
xˆ 〉 (+,−,+,−,+,+)
|Γ̂( 12 )yˆ 〉 (+,+,+,+,−,+) |Γ̂
( 12 )
xˆ Γ̂
( 12 )
yˆ Γ̂
( 12 )
zˆ 〉 (+,+,+,−,−,−) |Σ̂
( 12 )
zˆ Γ̂
( 12 )
xˆ 〉 (+,+,−,−,+,+)
|Γ̂( 12 )zˆ 〉 (+,+,+,+,+,−) |Σ̂
( 12 )
xˆ 〉 (−,+,+,+,+,+) |Σ̂
( 12 )
xˆ Γ̂
( 12 )
yˆ 〉 (−,+,+,+,−,+)
|Γ̂( 12 )xˆ Γ̂
( 12 )
yˆ 〉 (+,+,+,−,−,+) |Σ̂
( 12 )
yˆ 〉 (+,−,+,+,+,+) |Σ̂
( 12 )
zˆ Γ̂
( 12 )
yˆ 〉 (+,+,−,+,−,+)
|Σ̂( 12 )xˆ Γ̂
( 12 )
zˆ 〉 (−,+,+,+,+,−) |Σ̂
( 12 )
yˆ Γ̂
( 12 )
zˆ 〉 (+,−,+,+,+,−) |Σ̂
( 12 )
zˆ Γ̂
( 12 )
xˆ Γ̂
( 12 )
yˆ 〉 (+,+,−,−,−,+)
|Σ̂( 12 )yˆ Γ̂
( 12 )
xˆ Γ̂
( 12 )
zˆ 〉 (+,−,+,−,+,−) |Σ̂
( 12 )
xˆ Γ̂
( 12 )
yˆ Γ̂
( 12 )
zˆ 〉 (−,+,+,+,−,−)
TABLE III. The 20 orthogonal states of the form (5.32) that span the ground-state manifold of the su(2)2 coupled-wire theory
in (3 + 1)-dimensional spacetime, as well as the eigenvalues of these states under the “spin-1” string and membrane operators.
The states are labeled according to the notation |Ô〉 = Ô |Ω〉. The 6-tuple of signs ± indicating the eigenvalues of a state |Ô〉
is obtained by evaluating the list of matrix elements 〈Ô| (Γ̂(1)xˆ , Γ̂(1)yˆ , Γ̂(1)zˆ , Σ̂(1)xˆ , Σ̂(1)yˆ , Σ̂(1)zˆ ) |Ô〉 and dividing each element in the
list by its magnitude.
states, since for any choice of a noncontractible cycle of
the three-torus (xˆ, yˆ, or zˆ), there are four nonlocal oper-
ators we can apply to the state |Ω〉. For example, fixing
the noncontractible cycle xˆ, we can insert the identity
operator 1, the “spin- 12” string operator Γ̂
( 12 )
xˆ , the “spin-
1
2” membrane operator Σ̂
( 12 )
xˆ , or the product Γ̂
( 12 )
xˆ Σ̂
( 12 )
xˆ .
Alternatively, we can label all 26 = 64 states according
to the rule
∣∣∣∣(Σ̂(12)xˆ )σΣx(Σ̂(12)yˆ )σΣy(Σ̂(12)zˆ )σΣz(Γ̂(12)xˆ )σΓx(Γ̂(12)yˆ )σΓy(Γ̂(12)zˆ )σΓz〉 ..= (Σ̂(12)xˆ )σΣx(Σ̂(12)yˆ )σΣy(Σ̂(12)zˆ )σΣz(Γ̂(12)xˆ )σΓx(Γ̂(12)yˆ )σΓy(Γ̂(12)zˆ )σΓz |Ω〉 ,
(5.32)
where σΓx , σ
Γ
y , σ
Γ
z , σ
Σ
x , σ
Σ
y , σ
Σ
z = 0, 1. Any of the above
states involving one or more of the -regularized opera-
tors Γ̂
( 12 )
zˆ , Σ̂
( 12 )
xˆ , and Σ̂
( 12 )
yˆ carries an implicit limit → 0.
As in the 2D case (see Footnote [92] and Appendix C),
this limit should be taken after forming the product of
the relevant string and/or membrane operators.
Not all states of the form (5.32) belong to the ground
state manifold, as we are going to show explicitly. The
counting based on Eq. (5.31) is “naive” because it is
based purely on the number of noncontractible cycles of
the manifold on which the theory is defined, and on the
number of string or membrane operators that can act
along each noncontractible cycle. In the following, we
are going to show that a majority of the states (5.32)
must be excluded from the ground-state manifold, on
grounds similar to the reason for which we had to ex-
clude the “extra” state |Γ̂( 12 )1 Γ̂(
1
2 )
2 〉 that appeared in the
two-dimensional example discussed in Sec. III C 3. In the
end, there will be a total of
DT3 .
.= 20 (5.33)
states that survive projection into the ground-state man-
ifold. These states are listed, along with their eigenval-
ues under the “spin-1” string and membrane operators,
in Table III. We emphasize that all of these 20 ground
states are mutually orthogonal, as they are simultaneous
eigenstates of the unitary “spin-1” string and membrane
operators with different eigenvalues.
The 20 states in Table III have in common the fact
that they are created by acting on the state |Ω〉 with
a product of commuting operators (these correspond to
entries marked with a + in the right 6 × 6 block of
Table II). [98] Conversely, the 64 − 20 = 44 excluded
states not appearing in Table III are created by acting
on the state |Ω〉 with a product of noncommuting op-
erators (these correspond to entries marked with a 7 in
the right 6× 6 block of Table II). In the two-dimensional
case studied in Sec. III C 3, it was precisely the noncom-
mutativity of the string operators Γ̂
( 12 )
1 and Γ̂
( 12 )
2 that
led to the exclusion of the state |Γ̂( 12 )1 Γ̂(
1
2 )
2 〉 from the
ground-state manifold. In the proof below, we follow
this “algebraic” approach, identifying all noncommuting
pairs of “spin- 12” string and “spin-
1
2” membrane oper-
ators from Eqs. (5.28b) and (5.28d), respectively. The
noncommuting “spin- 12” string-membrane pairs consist of
strings and membranes that are perpendicular to one an-
other, intersecting in a point. The noncommuting “spin-
1
2” membrane-membrane pairs consist of perpendicular
membranes, whose intersection is a line. Whenever a
noncommuting pair of operators acts on one of the states
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in Table III, we will show that the resulting state must
be excluded from the ground-state manifold. (A com-
plementary “analytic” proof that these states must be
excluded, along the lines of Appendix C, could also be
undertaken, but we do not do this here.)
We now proceed with the proof. Of key importance is
the projection operator
P̂GSM ..= N−11 |1〉 〈1|+N−1
Γ̂
( 1
2
)
xˆ
|Γ̂( 12 )xˆ 〉 〈Γ̂
( 12 )
xˆ |+N−1
Γ̂
( 1
2
)
yˆ
|Γ̂( 12 )yˆ 〉 〈Γ̂
( 12 )
yˆ |+N−1
Γ̂
( 1
2
)
zˆ
|Γ̂( 12 )zˆ 〉 〈Γ̂
( 12 )
zˆ |+ · · · (5.34)
onto the ground state manifold, c.f. Eq. (3.55). Here, NÔ
is the squared norm of the state |Ô〉, and · · · is a sum over
the remaining elements of the orthonormal basis of the
ground state manifold, including the states listed in Table
III. By construction, P̂GSM leaves any state in Table III
invariant, and, being a projector, satisfies
P̂2GSM = P̂GSM. (5.35)
Furthermore, the projector P̂GSM satisfies
P̂GSM Ô P̂GSM = 0 (5.36)
for any operator Ô whose action on any of the states in
Table III produces an excited state. To prove that the
44 states in question must be excluded from the ground
state manifold, we will show for two particular classes of
operators Ô that Eq. (5.36) holds. This will turn out to
be sufficient to exclude the offending states.
The first class of operators arises when we consider
products of perpendicular “spin- 12” strings and “spin-
1
2”
membranes. This includes the three operators
Σ̂
( 12 )
xˆ Γ̂
( 12 )
xˆ , Σ̂
( 12 )
yˆ Γ̂
( 12 )
yˆ , Σ̂
( 12 )
zˆ Γ̂
( 12 )
zˆ , (5.37a)
as well as products of the form
Σ̂
( 12 )
aˆ Γ̂
( 12 )
aˆ Ô, (5.37b)
for aˆ = xˆ, yˆ, zˆ and any string or membrane operator O
that commutes with Σ̂
( 12 )
aˆ and Γ̂
( 12 )
aˆ . The operators in
Eq. (5.37a) share the common trait that the domain of
intersection of the string and membrane operators con-
tains three σ̂ operators per chiral channel. The exchange
algebra relevant to this case was computed in Sec. III C 3.
By small variations on the calculation presented in Eqs.
(3.63) and (3.64), one verifies the relations
Σ̂
( 12 )
zˆ Γ̂
( 12 )
zˆ = e
+i 3pi4
̂˜
Γ
( 12 )
zˆ Σ̂
( 12 )
zˆ , (5.38a)
Γ̂
( 12 )
xˆ Σ̂
( 12 )
xˆ = e
+i 3pi4
̂˜
Σ
( 12 )
xˆ Γ̂
( 12 )
xˆ , (5.38b)
Γ̂
( 12 )
yˆ Σ̂
( 12 )
yˆ = e
+i 3pi4
̂˜
Σ
( 12 )
yˆ Γ̂
( 12 )
yˆ , (5.38c)
where the operators
̂˜
Γ
( 12 )
iˆ
and
̂˜
Σ
( 12 )
iˆ
are defined
in the same way as the operator
̂˜
Γ
( 12 )
2 appear-
ing in Eq. (3.64), i.e., one replaces any appear-
ance of P̂
1
σ̂γ,M,J,pK (0) σ̂γ,M,J,pK () P̂1 in the
intersection of the string/membrane pair with
P̂ψ σ̂γ,M,J,pK (0) σ̂γ,M,J,pK () P̂ψ, and leaves all other
appearances of P̂
1
σ̂γ,M,J,pK (0) σ̂γ,M,J,pK () P̂1 un-
changed. Each of Eqs. (5.38) carries an implicit limit
 → 0. Whether the tilde appears on the string or the
membrane operator above depends on which operator
contains a product of two σ̂ operators in the same wire.
By direct analogy with the two-dimensional case, we
have
P̂GSM ̂˜Γ( 12 )zˆ P̂GSM = 0, (5.39a)
P̂GSM ̂˜Σ( 12 )xˆ P̂GSM = 0, (5.39b)
P̂GSM ̂˜Σ( 12 )yˆ P̂GSM = 0, (5.39c)
in the limit → 0. Combining Eqs. (5.38) and (5.39), one
can show, in direct analogy with Eq. (3.68) in the two-
dimensional case, that any state created by acting with
any operator of the 3 × 8 operators of the form (5.37)
on |1〉 must be excluded from the ground-state manifold.
This is sufficient to eliminate 24 of the 44 “extra” states
of the form (5.32) that are not in the Table III. These
eliminated states are listed in Table IV.
The second class of operators arises when we consider
products of two perpendicular membranes, e.g.,
Σ̂
( 12 )
zˆ Σ̂
( 12 )
xˆ , Σ̂
( 12 )
zˆ Σ̂
( 12 )
yˆ , Σ̂
( 12 )
xˆ Σ̂
( 12 )
yˆ , (5.40a)
as well as products of the form
Σ̂
( 12 )
aˆ Σ̂
( 12 )
bˆ
Ô, (5.40b)
where aˆ, bˆ = xˆ, yˆ, zˆ, for aˆ 6= bˆ and any operator Ô that
commutes with Σ̂
( 12 )
aˆ and Σ̂
( 12 )
bˆ
. It turns out that the
operators Σ̂
( 12 )
zˆ Σ̂
( 12 )
xˆ and Σ̂
( 12 )
zˆ Σ̂
( 12 )
yˆ can also be handled
using minor variations on the calculation presented in
Eqs. (3.63) and (3.64) of Sec. III C 3. Specifically, one
can show the relations
Σ̂
( 12 )
zˆ Σ̂
( 12 )
aˆ = e
+iNaˆ⊥
3pi
4 ̂˜Σ( 12 )′aˆ Σ̂( 12 )zˆ , (5.41a)
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State Eigenvalues
|Σ̂( 12 )xˆ Γ̂
( 12 )
xˆ 〉 (−,+,+,−,+,+) |Σ̂
( 12 )
xˆ Σ̂
( 12 )
zˆ Γ̂
( 12 )
xˆ Γ̂
( 12 )
yˆ 〉 (−,+,−,−,−,+) |Σ̂
( 12 )
xˆ Γ̂
( 12 )
xˆ Γ̂
( 12 )
yˆ 〉 (−,+,+,−,−,+)
|Σ̂( 12 )yˆ Γ̂
( 12 )
yˆ 〉 (+,−,+,+,−,+) |Σ̂
( 12 )
xˆ Σ̂
( 12 )
yˆ Γ̂
( 12 )
xˆ Γ̂
( 12 )
zˆ 〉 (−,−,+,−,+,−) |Σ̂
( 12 )
xˆ Γ̂
( 12 )
xˆ Γ̂
( 12 )
zˆ 〉 (−,+,+,−,+,−)
|Σ̂( 12 )zˆ Γ̂
( 12 )
zˆ 〉 (+,+,−,+,+,−) |Σ̂
( 12 )
yˆ Σ̂
( 12 )
zˆ Γ̂
( 12 )
xˆ Γ̂
( 12 )
yˆ 〉 (+,−,−,−,−,+) |Σ̂
( 12 )
yˆ Γ̂
( 12 )
xˆ Γ̂
( 12 )
yˆ 〉 (+,−,+,−,−,+)
|Σ̂( 12 )xˆ Γ̂
( 12 )
xˆ Γ̂
( 12 )
yˆ Γ̂
( 12 )
zˆ 〉 (−,+,+,−,−,−) |Σ̂
( 12 )
xˆ Σ̂
( 12 )
yˆ Γ̂
( 12 )
yˆ Γ̂
( 12 )
zˆ 〉 (−,−,+,+,−,−) |Σ̂
( 12 )
yˆ Γ̂
( 12 )
yˆ Γ̂
( 12 )
zˆ 〉 (+,−,+,+,−,−)
|Σ̂( 12 )yˆ Γ̂
( 12 )
xˆ Γ̂
( 12 )
yˆ Γ̂
( 12 )
zˆ 〉 (+,−,+,−,−,−) |Σ̂
( 12 )
yˆ Σ̂
( 12 )
zˆ Γ̂
( 12 )
xˆ Γ̂
( 12 )
zˆ 〉 (+,−,−,−,+,−) |Σ̂
( 12 )
zˆ Γ̂
( 12 )
xˆ Γ̂
( 12 )
zˆ 〉 (+,+,−,−,+,−)
|Σ̂( 12 )zˆ Γ̂
( 12 )
xˆ Γ̂
( 12 )
yˆ Γ̂
( 12 )
zˆ 〉 (+,+,−,−,−,−) |Σ̂
( 12 )
xˆ Σ̂
( 12 )
zˆ Γ̂
( 12 )
yˆ Γ̂
( 12 )
zˆ 〉 (−,+,−,+,−,−) |Σ̂
( 12 )
zˆ Γ̂
( 12 )
yˆ Γ̂
( 12 )
zˆ 〉 (+,+,−,+,−,−)
|Σ̂( 12 )xˆ Σ̂
( 12 )
yˆ Γ̂
( 12 )
xˆ 〉 (−,−,+,−,+,+) |Σ̂
( 12 )
xˆ Σ̂
( 12 )
zˆ Γ̂
( 12 )
xˆ 〉 (−,+,−,−,+,+) |Σ̂
( 12 )
xˆ Σ̂
( 12 )
yˆ Γ̂
( 12 )
yˆ 〉 (−,−,+,+,−,+)
|Σ̂( 12 )yˆ Σ̂
( 12 )
zˆ Γ̂
( 12 )
yˆ 〉 (+,−,−,+,−,+) |Σ̂
( 12 )
xˆ Σ̂
( 12 )
zˆ Γ̂
( 12 )
zˆ 〉 (−,+,−,+,+,−) |Σ̂
( 12 )
yˆ Σ̂
( 12 )
zˆ Γ̂
( 12 )
zˆ 〉 (+,−,−,+,+,−)
TABLE IV. The 24 orthogonal states of the form (5.32) that are excluded based on Eqs. (5.38) and (5.39), as well as the
eigenvalues of these states under the “spin-1” string and membrane operators. The notation for states and eigenvalues is as in
Table III.
State Eigenvalues
|Σ̂σxˆΣ̂σzˆ 〉 (−,+,−,+,+,+) |Σ̂σyˆ Σ̂σzˆ 〉 (+,−,−,+,+,+)
|Σ̂σxˆΣ̂σyˆ 〉 (−,−,+,+,+,+) |Σ̂σxˆΣ̂σzˆ Γ̂σyˆ 〉 (−,+,−,+,−,+)
|Σ̂σyˆ Σ̂σzˆ Γ̂σxˆ〉 (+,−,−,−,+,+) |Σ̂σxˆΣ̂σyˆ Γ̂σzˆ 〉 (−,−,+,+,+,−)
|Σ̂σxˆΣ̂σyˆ Σ̂σzˆ 〉 (−,−,−,+,+,+)
TABLE V. The seven orthogonal states of the form (5.32) that are excluded based on Eqs. (5.41), (5.45), (5.42), and (5.47),
as well as the eigenvalues of these states under the “spin-1” string and membrane operators. The notation for states and
eigenvalues is as in Table III.
in the limit  → 0, for aˆ = xˆ, yˆ, and for xˆ⊥ = yˆ
and yˆ⊥ = xˆ. The system-size-dependent integers Nxˆ
and Nyˆ are the number of wires contained in the path
Pxˆ and Pyˆ, respectively. The operators ̂˜Σ( 12 )′xˆ and̂˜
Σ
( 12 )′
yˆ are again defined by direct analogy with the op-
erator
̂˜
Γ
( 12 )
2 appearing in Eq. (3.64), i.e., by replac-
ing any appearance of P̂
1
σ̂γ,M,J,pK (0) σ̂γ,M,J,pK () P̂1
with P̂ψ σ̂γ,M,J,pK (0) σ̂γ,M,J,pK () P̂ψ. The reason for
using the primes here is to distinguish these opera-
tors from
̂˜
Σ
( 12 )
xˆ and
̂˜
Σ
( 12 )
yˆ , where only some of the ap-
pearances of P̂
1
σ̂γ,M,J,pK (0) σ̂γ,M,J,pK () P̂1 are replaced
by P̂ψ σ̂γ,M,J,pK (0) σ̂γ,M,J,pK () P̂ψ. Regardless of these
slight differences in definition, the operators
̂˜
Σ
( 12 )′
xˆ and̂˜
Σ
( 12 )′
yˆ create excited states when acting on the vacuum
|Ω〉. Consequently, we have
P̂GSM ̂˜Σ( 12 )′aˆ P̂GSM = 0, (5.42a)
in the limit  → 0 for aˆ = xˆ, yˆ. The operator Σ̂( 12 )xˆ Σ̂
( 12 )
yˆ ,
which involves four σ̂ operators in the same chiral chan-
nel contained in the intersection of the two membranes,
can be treated similarly. The exchange algebra of the
membrane operators Σ̂
( 12 )
xˆ and Σ̂
( 12 )
yˆ can be determined
by considering the diagram
 
 
 
 
z1
z2
z4
z3
, (5.43)
which obeys
 
 
 
 
= e+i
3⇡
4
       
  
. (5.44)
The algebraic interpretation of this diagrammatic state-
ment is
Σ̂
( 12 )
xˆ Σ̂
( 12 )
yˆ = e
+i 3pi4
̂˜
Σ
( 12 )
yˆ
̂˜
Σ
( 12 )
xˆ , (5.45)
34
in the limit  → 0, where the operators ̂˜Σ( 12 )yˆ and ̂˜Σ( 12 )xˆ
also appear in Eqs. (5.38). Explicitly, we have [compare
Eq. (5.24)]
̂˜
Σ
( 12 )
aˆ
..=
 ∏
(γ,J,pK)∈Paˆ⊥\(Paˆ⊥∩Paˆ)
exp
(
− i 1
2
√
2
Lz∫
0
dz ∂zφ̂γ,R,J,pK (t, z)
)
P̂
1
σ̂γ,R,J,pK (0) σ̂γ,R,J,pK () P̂1

×
∏
(γ,J,pK)∈Paˆ⊥∩Paˆ
exp
(
− i 1
2
√
2
Lz∫
0
dz ∂zφ̂γ,R,J,pK (t, z)
)
P̂ψ σ̂γ,R,J,pK (0) σ̂γ,R,J,pK () P̂ψ
(5.46a)
∼
 ∏
(γ,J,pK)∈Paˆ⊥\(Paˆ⊥∩Paˆ)
exp
(
− i 1
2
√
2
Lz∫
0
dz ∂zφ̂γ,R,J,pK (t, z)
)
P̂
1
σ̂γ,R,J,pK (0) σ̂γ,R,J,pK () P̂1

×
∏
(γ,J,pK)∈Paˆ⊥∩Paˆ
exp
(
− i 1
2
√
2
Lz∫
0
dz ∂zφ̂γ,R,J,pK (t, z)
)
ψ̂γ,R,J,pK (0) + · · · ,
(5.46b)
for aˆ = xˆ, yˆ and for infinitesimal  > 0 (recall that xˆ⊥ = yˆ
and yˆ⊥ = xˆ), where in the second line we have performed
the OPE in the wires where the two membranes inter-
sect. Thus, the chiral channel in which the two mem-
branes intersect [see Fig. 8(b)] contains a pair of fermion
excitations due to the product ψ̂γ,R,J,pK
(0) ψ̂γ,R,J,pK
(0).
Note that both fermion operators are evaluated at z = 0
purely due to an (arbitrary) choice made in the defini-
tions (5.24) of the “spin- 12” membrane operators. All of
our algebraic results would still hold if we had replaced
z = 0 → z = zxˆ and z =  → z = zxˆ +  the defi-
nition of
̂˜
Σ
( 12 )
xˆ , say. Hence, the two fermion excitations
in the product ψ̂γ,R,J,pK
(0) ψ̂γ,R,J,pK
(0) can actually be
separated by arbitrarily large distances along the z-axis.
Consequently, we have
P̂GSM Σ̂(
1
2)
xˆ Σ̂
(12)
yˆ P̂GSM = e+i
3pi
4 P̂GSM ̂˜Σ(12)yˆ ̂˜Σ(12)xˆ P̂GSM = 0,
(5.47)
in the limit  → 0. Using Eqs. (5.41), (5.45), (5.42),
and (5.47), one can show that the seven states listed in
Table V are eliminated from the ground-state manifold.
Finally, the 44−24−7 = 13 remaining “extra” states of
the form (5.32) can also be eliminated using appropriate
combinations of Eqs. (5.38), (5.39), (5.41), (5.45), (5.42),
and (5.47). These states are listed in Table VI. In all
cases, the reason for elimination is the same. Each state
is created by acting on one of the states in Table III with
an operator that creates an excess of fermion excitations.
To summarize, we have shown that of the 26 = 64
states labeled by the eigenvalues of the “spin-1” string
or “spin-1” membrane operators, only the 20 listed in
Table III truly reside in the ground-state manifold once
the exchange algebra of the “spin- 12” string and “spin-
1
2” membrane operators is taken into account. This ex-
change algebra is highly nontrivial, because reordering
a product of “spin- 12” string and/or “spin-
1
2” membrane
operators not only produces simple multiplicative phase
factors, but enacts nontrivial unitary operations within
the space spanned by the operator products. As in the
two-dimensional case discussed in Sec. III C 3, this reduc-
tion of the number of states in the ground-state manifold
from the naive value lies at the heart of the distinction
between Abelian and non-Abelian topological states of
matter.
VI. SURFACE THEORY OF THE 3D
NON-ABELIAN PHASE
Let us now remove the periodic boundary conditions
imposed in the previous section and replace them with
boundary conditions that are open along the x-direction
and periodic along the y-direction. The bulk of the
coupled-wire theory in (3+1)-dimensional spacetime then
possesses the “time-reversal” symmetry Teff,yˆ defined in
Eq. (4.3b). [The operation Teff,xˆ defined in Eq. (4.3a)
is not a symmetry anymore under open boundary condi-
tions along the x-direction.] In this case, the plaquette
interaction (5.1) is then not sufficient to gap all gapless
su(2)k modes; even if this interaction succeeds in gap-
ping the bulk, there must remain gapless modes that
are confined to the surfaces at x = 0 and x = Lx. In
this section, we investigate the fate of these gapless sur-
face modes when they are coupled by marginally relevant
current-current interactions. From now on, we shall only
consider the surface at x = 0.
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State Eigenvalues
|Σ̂( 12 )xˆ Σ̂
( 12 )
yˆ Σ̂
( 12 )
zˆ Γ̂
( 12 )
xˆ 〉 (−,−,−,−,+,+) |Σ̂
( 12 )
xˆ Σ̂
( 12 )
yˆ Σ̂
( 12 )
zˆ Γ̂
( 12 )
yˆ 〉 (−,−,−,+,−,+)
|Σ̂( 12 )xˆ Σ̂
( 12 )
yˆ Γ̂
( 12 )
xˆ Γ̂
( 12 )
yˆ 〉 (−,−,+,−,−,+) |Σ̂
( 12 )
xˆ Σ̂
( 12 )
zˆ Γ̂
( 12 )
xˆ Γ̂
( 12 )
zˆ 〉 (−,+,−,−,+,−)
|Σ̂( 12 )xˆ Σ̂
( 12 )
yˆ Γ̂
( 12 )
xˆ Γ̂
( 12 )
yˆ Γ̂
( 12 )
zˆ 〉 (−,−,+,−,−,−) |Σ̂
( 12 )
xˆ Σ̂
( 12 )
zˆ Γ̂
( 12 )
xˆ Γ̂
( 12 )
yˆ Γ̂
( 12 )
zˆ 〉 (−,+,−,−,−,−)
|Σ̂( 12 )xˆ Σ̂
( 12 )
yˆ Σ̂
( 12 )
zˆ Γ̂
( 12 )
xˆ Γ̂
( 12 )
yˆ 〉 (−,−,−,−,−,+) |Σ̂
( 12 )
xˆ Σ̂
( 12 )
yˆ Σ̂
( 12 )
zˆ Γ̂
( 12 )
xˆ Γ̂
( 12 )
zˆ 〉 (−,−,−,−,+,−)
|Σ̂( 12 )xˆ Σ̂
( 12 )
yˆ Σ̂
( 12 )
zˆ Γ̂
( 12 )
xˆ Γ̂
( 12 )
yˆ Γ̂
( 12 )
zˆ 〉 (−,−,−,−,−,−) |Σ̂
( 12 )
xˆ Σ̂
( 12 )
yˆ Σ̂
( 12 )
zˆ Γ̂
( 12 )
zˆ 〉 (−,−,−,+,+,−)
|Σ̂( 12 )yˆ Σ̂
( 12 )
zˆ Γ̂
( 12 )
yˆ Γ̂
( 12 )
zˆ 〉 (+,−,−,+,−,−) |Σ̂
( 12 )
yˆ Σ̂
( 12 )
zˆ Γ̂
( 12 )
xˆ Γ̂
( 12 )
yˆ Γ̂
( 12 )
zˆ 〉 (+,−,−,−,−,−)
|Σ̂( 12 )xˆ Σ̂
( 12 )
yˆ Σ̂
( 12 )
zˆ Γ̂
( 12 )
yˆ Γ̂
( 12 )
zˆ 〉 (−,−,−,+,−,−)
TABLE VI. The 13 orthogonal states of the form (5.32) that are excluded based on appropriate combinations of Eqs. (5.38),
(5.39), (5.41), (5.45), (5.42), and (5.47), as well as the eigenvalues of these states under the “spin-1” string and membrane
operators. The notation for states and eigenvalues is as in Table III.
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FIG. 13. (Color online) Surface of the coupled-wire the-
ory with the plaquette interaction (5.1) for the case of mixed
periodic and open boundary conditions. The graphical nota-
tion of Fig. 6 is used here. When open boundary conditions
are imposed along the x-direction, while periodic boundary
conditions are imposed along the y- and z-directions, the pla-
quette interaction (5.1) leaves gapless modes on the surfaces
at x = 0 and x = Lx. The purple bonds connecting chiral
modes on the surface represent the interactions (6.2a) in the
SU(2)-symmetric limit (6.2b). When λ = λ′, the symmetry
Teff,yˆ is present.
The surface at x = 0 supports gapless modes that can
be represented by a quadratic form for the currents that
generate the copy γ = 1 of the su(2)k affine Lie algebra
with the M-moving currents Jaγ=1,M,y (the label γ = 2
applies to the surface x = Lx, see Fig. 13). From now
on, we will drop the explicit reference to the label γ = 1.
Hence, the Hamiltonian density for the gapless modes on
the surface at x = 0 is the linear combination
Hx=0 ..= 2pi
(
TL,A,x=0[su(2)k] + TR,B,x=0[su(2)k]
)
,
(6.1a)
where
TM,J,x=0[su(2)k] =
1
2 + k
Ly∑
y=0
′ 3∑
a=1
JaM,J,y J
a
M,J,y (6.1b)
is the energy-momentum tensor for the M-moving mode
on sublattice J = A,B. Here, the priming of the sum
over y indicates that only even wires are to be summed
over. Summing only over even y and over J = A,B ac-
counts for the “dangling” gapless modes on the x = 0
surface that do not couple to any neighbors via the cou-
plings depicted in Fig. 6 when open boundary conditions
are imposed in the x-direction. We assume that Ly is
odd, so that the total number of wires (i.e., Ly + 1) is
even.
The surface theory at x = 0, whose energy-momentum
tensor has the chiral components (6.1), can be viewed
as a conformal field theory in (1 + 1)-dimensional space-
time with an extensive central charge. We would like
to decrease this central charge to a finite number in the
thermodynamic limit (Ly →∞). To this end, we perturb
the gapless theory (6.1) with the interactions
Lbs,x=0 ..= −
Ly∑
y=0
′ 3∑
a=1
(
λaJaR,y J
a
L,y+1+λ
′ aJaL,y+1 J
a
R,y+2
)
.
(6.2a)
To investigate the nature of the surface more closely, we
allow the possibility that this surface interaction breaks
explicitly the SU(2) symmetry. The choices
λ ≡ λa, λ′ ≡ λ′ a, a = 1, 2, 3, (6.2b)
restore the explicit SU(2) symmetry. These couplings
are depicted in Fig. 13.
For the isotropic point (6.2b), it is readily shown that
there are two gapped phases, one for λ > λ′ ≥ 0 and
one for 0 ≤ λ < λ′, that are related to one another by
the “time-reversal” symmetry Teff,yˆ defined in Eq. (4.3b).
Indeed, when λ′ = 0 and λ > 0 (or vice versa) the inter-
actions (6.2a) are marginally relevant, flowing to strong
coupling and opening a gap, as they do in the bulk. Fur-
thermore, if we define a “magnetic” domain wall at y = 0
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by allowing λ and λ′ to acquire the y-dependent profiles
λy =
{
λ−∞ > 0, if y < 0,
0, otherwise,
(6.3a)
and
λ′y =
{
0, if y < 0,
λ′−∞ > 0, otherwise,
(6.3b)
respectively, one finds that a single chiral su(2)k current
is localized at the domain wall. This is reminiscent of
the surface physics of the usual 3D TI, where a domain
wall between different TRS-broken regions on the surface
binds a chiral u(1)1 current (i.e., a chiral Dirac fermion
mode). In the present setting, the role of TRS is played
by the non-onsite symmetry operation Teff,yˆ. This non-
onsite implementation of an effective TRS is common to
other coupled-wire construction. For example, counter-
parts to such an effective nonlocal TRS can be found
in the coupled-wire constructions presented in Refs. [73]
and [74].
The remainder of this section is devoted to elucidating
the nature of the surface theory for the Teff,yˆ-symmetric
(but not necessarily SU(2)-symmetric) case
λa = λ′a, a = 1, 2, 3. (6.4)
First, we present a one-loop renormalization group (RG)
analysis, valid for small magnitudes of λa and λ′ a with
a = 1, 2, 3. This analysis sheds light on the phase dia-
gram of the surface, particularly on the response of the
surface theory to SU(2)-breaking perturbations. Second,
we present a mean-field analysis of the surface theory for
the case k = 2. This analysis demonstrates that the point
λ = λ′ > 0, a strongly interacting quantum field theory
when expressed in terms of the original fermionic modes,
is a continuous quantum critical point that can be de-
scribed by two noninteracting modes. The first mode is
a gapless complex-valued fermion realizing a single Dirac
cone in the low-energy limit. The second mode is a gap-
less real-valued fermion realizing a single Majorana cone
in the low-energy limit. These low-energy modes are sur-
face states of the su(2)2 coupled-wire theory that are
protected by the symmetry Teff,yˆ.
A. One-loop RG analysis
We now perform a one-loop RG analysis of the surface
interaction (6.2a) in the presence of both λa and λ′ a with
a = 1, 2, 3 under the assumption that these couplings
are small. Hence, the bare surface interaction (6.2a) is
a small perturbation to the critical surface theory with
the energy-momentum tensor (6.1). The RG calculation
itself is standard, and makes use of the current-current
OPEs (3.3) (see, e.g., [99]). The resulting RG equations
describing the flow of the couplings λa and λ′a as func-
tions of the cutoff length scale ` are
dλa
d`
= +2pi λb λc, (6.5a)
dλ′ a
d`
= +2pi λ′ b λ′ c, (6.5b)
for 1 ≤ a < b < c ≤ 3 and cyclic permutations thereof.
Note that at the SU(2)-symmetric point (6.2b), the RG
flows (6.5) indicate that the couplings λ and λ′ are
marginally relevant, as is the case in the bulk.
The one-loop renormalization-group flows for the
triplet λ1 λ2, and λ3 have decoupled from those of the
triplet λ′ 1, λ′ 2, and λ′ 3. In fact, they are identical at
the one-loop level. We expect this to be true to all or-
ders in perturbation theory, since the interaction (6.2a) is
form-invariant under composing the transformation Teff,yˆ
with the interchange of λa and λ′a. Thus, if the flow
starts from an initial condition such that λa = λ′a for all
a = 1, 2, 3 (as must be the case for a surface that does
not explicitly break the symmetry Teff,yˆ), the asymmetry
λ − λ′ = 0 for all ` > 0. If initial conditions are chosen
such that λa, λ′a > 0 for all (or even, as we shall see
below, for only some) a = 1, 2, 3, then all couplings λa
and λ′a flow to infinity. For initial conditions that do not
respect the symmetry Teff,yˆ, we then expect this strong-
coupling fixed point to break the symmetry as well.
We now focus on the Teff,yˆ-symmetric case (λa = λ′a
for all a = 1, 2, 3) and investigate the fate of SU(2) sym-
metry under the RG flows (6.5). By analyzing vector-
field plots for the differential equations (6.5), one can con-
vince oneself that the strong-coupling fixed point reached
from initial conditions λa > 0 for a = 1, 2, 3 is in
fact SU(2)-symmetric. Thus, even if the initial condi-
tions do not satisfy the conditions (6.2b), the strong-
coupling fixed point does. We will illustrate this below
for the U(1)-symmetric case, which is easier to visual-
ize as the phase diagram is then two- rather than three-
dimensional.
Let us analyze in greater detail the Teff,yˆ- and U(1)-
symmetric case
λa = λ′ a, λ1 = λ2 ≡ λ⊥, λ3 ≡ λ‖, (6.6a)
for which the one-loop renormalization-group flows (6.5)
simplify to
dX
d`
= +2pi Y 2,
dY
d`
= +2piX Y, (6.6b)
where either (X,Y ) = (λ‖, λ⊥) or (X,Y ) = (λ
′
‖, λ
′
⊥).
(Recall that the RG flows of λa and λ′ a are decoupled.)
These one-loop renormalization-group flows are shown in
Fig. 14. The separatrix X2 − Y 2 = 0 is typical of the
Kosterlitz-Thouless renormalization group flows. The
RG flow diagram in Fig. 14 indicates that the fixed points
for the interacting surface modes when λa = λ′ a are (i)
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FIG. 14. One-loop renormalization group flows (6.6b).
the SU(2)-symmetric strong-coupling fixed point
λa = λ′ a ≡ λ→∞, (6.7)
(ii) the strong-coupling fixed point
− λ1 = −λ′ 1 = −λ2 = −λ′ 2 = λ3 = λ′ 3 ≡ λ→∞,
(6.8)
that follows from performing a global SU(2) rotation by
pi/2 about the quantization axis, and (iii) the line of fixed
points
λ1 = λ′ 1 = λ2 = λ′ 2 = 0, λ3 = λ′ 3 ≡ λ‖ < 0. (6.9)
Case (i) [and, upon making a global SU(2) rotation, case
(ii)] is the SU(2)-isotropic strong-coupling fixed point
discussed earlier. Cases (i) and (ii) dominate the phase
diagram in the sense that any initial conditions in three
of the four quadrants of the X-Y plane will lead to one
of those strong-coupling fixed points.
The line of stable fixed points in case (iii) constitutes
what we call a “sliding parafermion liquid” (SPL). This
set of fixed points is gapless–even if the wires are initially
coupled with some finite values of λ⊥ and λ‖, the wires
decouple as the theory flows to the infrared. (The use of
the term “parafermion” refers to the fact that the decou-
pled chiral su(2)k CFTs contain parafermion degrees of
freedom.) Thus, the SPL resembles the so-called “sliding
Luttinger liquids,” which are another class of non-Fermi
liquid in (2+1) dimensions [49–51, 55, 100]. These slid-
ing phases have in common the fact that certain classes
of perturbations are either irrelevant or marginally irrel-
evant and hence flow to zero in the infrared. It would be
interesting to investigate the SPL phase in more detail,
but at present such a study is beyond the scope of this
work.
In summary, we have shown that, for a variety of initial
conditions on the couplings λa = λ′a, the interactions
(6.2a) lead to an SU(2)-symmetric strong-coupling RG
fixed point, even if the interaction itself breaks SU(2)
symmetry explicitly. The SU(2)-broken fixed points (like
the SPL) may constitute interesting strongly-correlated
gapless phases (i.e., non-Fermi liquids).
B. Mean-field theory for k = 2
Having established the stability of the SU(2)-
symmetric strong-coupling fixed point, we now wish to
investigate the nature of this fixed point. Specifically, we
would like to know whether this fixed point is gapped
or gapless when the symmetry Teff,yˆ is not explicitly bro-
ken. This is equivalent to asking whether the phase tran-
sition between the two Teff,yˆ-conjugate gapped phases
λ > λ′ ≥ 0 and 0 ≤ λ < λ′ is discontinuous or con-
tinuous. Moreover, we would like to determine whether
the symmetry Teff,yˆ might be spontaneously broken by
the interacting surface theory.
For general k = 3, 4, . . . , the answers to these ques-
tions are difficult to determine. Rewriting the interaction
(6.2a) at the SU(2)-symmetric point (6.2b) in terms of
the parafermion representation (3.4) recasts it as a cor-
related hopping process like (3.6). However, unlike in
the Teff,yˆ-breaking case studied in Sec. III, the current-
current interactions on neighboring bonds do not com-
mute for general k, owing to the presence of the nonzero
couplings λ′ = λ. Furthermore, since not all su(2)k CFTs
admit a free-field description, performing detailed calcu-
lations is intractable in general. (Although it may be
possible to make progress using certain methods from
the theory of integrable systems, like the thermodynamic
Bethe ansatz, which has been used to study perturbed
su(2)k and Zk CFTs [68, 101].)
However, the case k = 2 is special, for it is the simplest
nontrivial example in which the su(2)k current algebra
has a free-fermion representation. In the k = 2 case,
we can rewrite the su(2)2 current operators as [see also
Eqs. (3.4) for k = 2]
Ĵ+M,y =
√
2 ψ̂M,y ξ̂M,y, (6.10a)
Ĵ−M,y =
√
2 ξ̂ †M,y ψ̂M,y, (6.10b)
Ĵ3M,y = i
1√
2
∂M φ̂M,y. (6.10c)
On the one hand, the operator ψ̂M,y either creates or an-
nihilates an M-moving Majorana mode with M = L,R
standing for left and right, respectively. On the other
hand, the creation operators ξ̂ †M,y and annihilation opera-
tors ξ̂M,y create and annihilate M-moving complex Dirac
modes, respectively. Moreover, they are related to the
chiral boson operators φ̂M,y through the vertex operator
ξ̂M,y =.
. : e+i
√
1/2 φ̂M,y :, (6.10d)
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where M = L,R. Finally, the chiral currents Ĵ3M,y can be
reexpressed in terms of the pair of Dirac fermion opera-
tors ξ̂†M,y and ξ̂M,y using the bosonization identity
ρ̂M,y .
.= ξ̂†M,y ξ̂M,y
≡ − 1
2pi
√
2
∂Mφ̂M,y,
(6.10e)
where M = L,R and (−1)R = −(−1)L ≡ 1, that defines
the two chiral fermionic densities. Note that the wire-
dependence of the chiral bosonic commutation relations
(3.4g) was chosen so as to ensure that fermionic vertex
operators in different wires anticommute at equal times.
The same is true for the Majorana operators, owing to
Eq. (3.4d) with k = 2.
The representation (6.10) is a free-fermion representa-
tion because it can be used to rewrite the kinetic contri-
bution (6.1) in terms of two decoupled sectors of nonin-
teracting modes, one for the Majorana modes and one for
the Dirac modes. This is to say that one can use Grass-
mann coherent states to represent the partition function
associated with the Hamiltonian (6.1) as a path integral
over Grassmann variables with the free Lagrangian den-
sity [102]
L0,x=0 ..=
Ly∑
y=0
′
2
(
ψL,y+1 i∂LψL,y+1 + ψR,y i∂RψR,y
)
+
Ly∑
y=0
′
2
(
ξ∗L,y+1 i∂LξL,y+1 + ξ
∗
R,y i∂RξR,y
)
.
(6.11)
Here, we have set the velocities in the z-direction to unity.
Passing to a Lagrangian formulation of the problem pro-
vides an enormous simplification relative to the case of
general k > 2, where there is no such formulation.
With the free-fermion representation (6.10) in hand,
we can now embark on a “traditional” mean-field analysis
of the interacting problem in which neighboring wires are
coupled via the current-current interactions. This will
allow us to address the question of whether the surface
theory is truly critical, as well as that of whether the
interacting surface breaks spontaneously the symmetry
Teff,yˆ.
In the fermionic representation (6.11), the current-
current interaction (6.2a) between nearest-neighbor wires
on the surface takes the form
Lbs,x=0 = − λ
Ly∑
y=0
′ [ (
ξ∗L,y+1 ξR,y ψL,y+1 ψR,y + ξ
∗
R,y ξL,y+1 ψR,y ψL,y+1
)− (2pi)2 ξ∗L,y+1 ξR,y ξ∗R,y ξL,y+1]
+ (λ→ λ′, R↔ L, y → y + 1) , (6.12)
where we have set λ⊥ = λ‖ ≡ λ and λ′⊥ = λ′‖ ≡ λ′ as
we are considering the SU(2)-symmetric limit. Next, we
decouple this interaction with a Hubbard-Stratonovich
transformation. That is to say, for each directed bond
〈y, y + 1〉, we introduce the complex-valued auxiliary
field ∆ξ,y(t, z), together with the real-valued auxiliary
field ∆ψ,y(t, z). Similarly, for each directed bond 〈y +
1, y+ 2〉, we introduce the complex-valued auxiliary field
∆′ξ,y(t, z), together with the real-valued auxiliary field
∆′ψ,y(t, z). We then introduce the auxiliary Lagrangian
density
Lauxbs,x=0 ..=
1
λ
Ly∑
y=0
′ [(
∆ξ,y + ∆ξ,y
)
∆ψ,y − (2pi)2
(
∆ξ,y ∆ξ,y + ∆ξ,y iλ ξ
∗
L,y+1 ξR,y −∆ξ,y iλ ξ∗R,y ξL,y+1
)]
−
Ly∑
y=0
′ [(
i ξ∗R,y ξL,y+1 − i ξ∗L,y+1 ξR,y
)
∆ψ,y +
(
∆ξ,y + ∆ξ,y
)
iψL,y+1ψR,y
]
+
(
λ→ λ′, ∆ξ,ψ → ∆′ξ,ψ, i→ −i, R↔ L, y → y + 1
)
. (6.13)
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The auxiliary Lagrangian density (6.13) reduces to the
original Lagrangian density (6.12) when the equations of
motion for the auxiliary fields, namely,
∆ξ,y = −iλ ξ∗L,y+1 ξR,y, (6.14a)
∆ψ,y = +iλψL,y+1 ψR,y, (6.14b)
and similarly for the primed fields, are imposed. Note
that the phases of the complex auxiliary fields ∆ξ,y and
∆′ξ,y can be removed by a gauge transformation, e.g.
ξR,y → ei θ ξR,y.
Imposing the symmetry Teff,yˆ forces the constraints
∆ξ = ∆
′
ξ and ∆ψ = ∆
′
ψ among the Hubbard-
Stratonovich fields. However, it is important to remem-
ber that, within a mean-field treatment of the theory
with the interaction (6.13), Teff,yˆ-symmetry can be bro-
ken spontaneously if Eqs. (6.14) develop vacuum expec-
tation values that are not symmetric under ∆ξ,ψ ↔
∆′ξ,ψ. Checking the self-consistency of such spontaneous-
symmetry-breaking solutions is one of the primary goals
of the present mean-field calculation.
At this point, the standard way to proceed is to in-
tegrate out both the Dirac fields ξM and the Majorana
fields ψM and then to solve for the saddle point of the
effective action involving only the Hubbard-Stratonovich
fields. We first focus on the Majorana contribution to
Eq. (6.13). Taking the continuum limit in the y-direction
and linearizing around ky = pi/2 yields the full Euclidean
action
Saux mf ψx=0 .
.=
∫
dω
2pi
∫
d2k
(2pi)2
(
c∗k c−k
)(iω + vξ ky kz − imξ
kz + imξ iω − vξ ky
)(
ck
c∗−k
)
, (6.15a)
where we have transformed to Fourier space along each
wire and defined the velocity and mass
vξ .
.= 2
(
∆ξ + ∆
′
ξ
)
, mξ .
.= 2
(
∆ξ −∆′ξ
)
. (6.15b)
The action Saux mf ψx=0 is expressed in terms of complex
fermions
ck .
.= cky (kz) (6.15c)
that are defined in terms of the Majorana modes by
ψR,y = i
(
c∗y − cy
)
, ψL,y+1 = c
∗
y+1 + cy+1, (6.15d)
for any directed bond 〈y, y + 1〉 with y even, and
ψL,y+1 = c
∗
y + cy, ψR,y+2 = i
(
c∗y+1 − cy+1
)
, (6.15e)
for any directed bond 〈y+ 1, y+ 2〉 with y even, followed
by taking the Fourier transform
cy(kz) .
.=
1√N
∑
ky
e+i ky y cky (kz). (6.15f)
A similar treatment of the Dirac contribution to
Eq. (6.13) yields the full Euclidean action
Saux mf ξx=0 .
.=
∫
dω
2pi
∫
d2k
(2pi)2
(
ξ∗R,k ξ
∗
L,k
)( iω + kz +i vψ ky +mψ
−i vψ ky +mψ iω − kz
)(
ξR,k
ξL,k
)
, (6.16a)
where we have defined the velocity and mass
vψ .
.=
(
∆ψ + ∆
′
ψ
)− (2pi)2
2
vξ, (6.16b)
mψ .
.=
(
∆ψ −∆′ψ
)− (2pi)2
2
mξ, (6.16c)
where vξ and mξ are defined in Eq. (6.15b).
At this point, it is already possible to see that the
surface theory
Saux mfx=0 .
.= Saux mf ξx=0 + S
aux mf ψ
x=0 (6.17)
for the case k = 2 will be gapless so long as Teff,yˆ is not
broken spontaneously. This is because the masses mξ and
mψ vanish when ∆ξ = ∆
′
ξ and ∆ψ = ∆
′
ψ [see Eqs. (6.15b)
and (6.16c)]. Thus, what remains to be checked is that,
upon integration over the fermions, the saddle point of
the resulting effective action has self-consistent solutions
such that ∆ξ = ∆
′
ξ and ∆ψ = ∆
′
ψ. Integrating out the
real and complex fermions, we find the following set of
four self-consistency equations for the masses and veloc-
ities:
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mψ =
4λλ′
λ+ λ′
∫
d2k
(2pi)2
mξ√
v2ξ k
2
y + k
2
z +m
2
ξ
− 2pi2mξ +
λ− λ′
λ+ λ′
(
vψ + 2pi
2 vξ
)
, (6.18a)
mξ =
4λλ′
λ+ λ′
∫
d2k
(2pi)2
mψ√
v2ψ k
2
y + k
2
z +m
2
ψ
+
λ− λ′
λ+ λ′
vξ, (6.18b)
vψ =
4λλ′
λ+ λ′
∫
d2k
(2pi)2
vξ k
2
y√
v2ξ k
2
y + k
2
z +m
2
ξ
− 2pi2 vξ +
λ− λ′
λ+ λ′
(
mψ + 2pi
2mξ
)
, (6.18c)
vξ =
4λλ′
λ+ λ′
∫
d2k
(2pi)2
vψ k
2
y√
v2ψ k
2
y + k
2
z +m
2
ψ
+
λ− λ′
λ+ λ′
mξ. (6.18d)
Equations (6.18) constitute a set of four coupled self-
consistency equations that must be solved simultaneously
for the four unknowns mξ, mψ, vξ, and vψ. For general
values of λ and λ′, this must be done numerically. We
find that nontrivial solutions of Eqs. (6.18) exist, and that
they exhibit the following general features. When λ = λ′,
we find that mξ = mψ = 0 for all λ > 0. Thus, at the
mean-field level, the surface of the su(2)2 non-Abelian
coupled-wire construction is a gapless liquid with both
Dirac and Majorana degrees of freedom, so long as the
symmetry Teff,yˆ is not broken explicitly. When λ 6= λ′,
we find solutions where the masses mξ and mψ 6= 0. This
agrees with our earlier hypothesis that the surface devel-
ops a gap when the symmetry Teff,yˆ is broken explicitly.
VII. CONCLUSIONS
In this paper, we have proposed a means of construct-
ing a family of non-Abelian topological phases in (3+1)-
dimensional spacetime. These phases inherit their non-
Abelian character from the underlying su(2)k CFTs that
describe the constituent interacting fermionic quantum
wires in the decoupled limit. For the special case of
su(2)2, we showed explicitly how to construct a set of
nonlocal operators that can be used to label a set of de-
generate ground states and to cycle between states in this
set, thus shedding light on some aspects of the topologi-
cal order. This calculation relies on the operator algebra
of the underlying CFTs that furnish the low-energy de-
grees of freedom for the coupled-wire construction, thus
making explicit the connection between these CFTs and
the emergent topological phase. We also examined the
phase diagram of the surface for this family of topological
phases, and showed explicitly for the case of su(2)2 that
they are gapless and protected by a nonlocal analogue of
TRS.
There are many open questions to be pursued in light
of this work. First and foremost, a deeper study of the
precise nature of the topological order in the su(2)2 ex-
ample is necessary in order to fully specify the phase.
(Indeed, the question of what are the minimal data nec-
essary in order to uniquely determine an arbitrary topo-
logical order in 3D is itself not settled.) For example,
one can determine the topological spins of the pointlike
excitations, and study the braiding of multiple looplike
excitations in this model. One can also ask whether the
presence of the time-reversal analogues Teff,xˆ,yˆ enriches
the topological order in this phase, i.e., whether the ac-
tion of the symmetry on excitations provides additional
topological information [10]. Moreover, one could con-
sider cases where k > 2 in more detail, and ask whether
these also yield candidates for non-Abelian topological
order in 3D. More broadly, it would be interesting to
determine whether and how such phases could be repre-
sented within the Crane-Yetter/Walker-Wang construc-
tion, or the formalism of discrete non-Abelian gauge the-
ory. Another avenue to pursue would be to try to con-
struct these phases via parton constructions like the ones
that have been carried out for some non-Abelian quan-
tum Hall states [103, 104], and for the Abelian FTIs
in (3+1)-dimensional spacetime [43, 44]. Coupled-layer
constructions of non-Abelian topological phases, extend-
ing the work of Ref. [105], could also be considered.
It would also be interesting to investigate how to con-
struct microscopic lattice models that yield the su(2)k
topological phases in (3+1)-dimensional spacetime pro-
posed in this work. One clue for how to proceed relies on
the fact that su(2)k CFTs can be obtained as continuum
limits of certain spin-k2 chains [106]. Microscopic spin-
spin interactions can then be derived whose continuum
limits give rise to the current-current interactions used to
gap out an array of such spin chains; for example. Such
interactions were constructed for the (2+1)-dimensional
case in Ref. [70].
Another line of inquiry is to investigate more deeply
the nature of the su(2)k surface states for k > 2. While
spontaneous breaking of the nonlocal TRS analogue (and
the concomitant opening of a gap on the surface) is al-
ways a possibility, it could be that these surface states
constitute novel stable fractionalized non-Fermi liquid
phases. The investigation of this class of models would
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likely need to rely on nonperturbative techniques, and
could provide insights into conformal field theories in
(2+1)-dimensional spacetime.
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Appendix A: The parafermion current algebra
We are going to review how the affine Lie algebra of
level k = 1, 2, 3, · · · for the compact connected Lie group
SU(2) can be represented in terms of parafermions as
was done by Zamolodchikov and Fateev in Ref. [90].
1. Gaussian algebra
For any κ > 0, define the Euclidean action
S ..=
κ
2
∫
d2x (∂ϕ)2 (A1)
for the real-valued scalar field ϕ and the positive number
0 < κ ∈ R. Its two-point function is
〈ϕ(x)ϕ(y)〉 = − 1
4piκ
ln |x− y|2 (A2)
up to an additive dimensionful constant that depends
on the boundary condition imposed on the Laplacian.
If we trade the complex coordinates v ∈ C and w ∈
C in two-dimensional Euclidean space for the Cartesian
coordinates x ∈ R2 and y ∈ R2, respectively, then
|x− y|2 = (v − w) (v − w) (A3)
and
〈ϕ(x)ϕ(y)〉 = − 1
4piκ
[log(v − w) + log(v − w)] , (A4a)
〈∂vϕ(x)ϕ(y)〉 = −
1
4piκ
1
(v − w) , (A4b)
〈∂vϕ(x) ∂wϕ(y)〉 = −
1
4piκ
1
(v − w)2 , (A4c)
〈∂vϕ(x)ϕ(y)〉 = −
1
4piκ
1
(v − w) , (A4d)
〈∂vϕ(x) ∂wϕ(y)〉 = −
1
4piκ
1
(v − w)2 . (A4e)
There follows the chiral Abelian OPEs
∂vϕ(x)ϕ(y) = −
1
4piκ
1
(v − w) + · · · , (A5a)
∂vϕ(x) ∂wϕ(y) = −
1
4piκ
1
(v − w)2 + · · · , (A5b)
∂vϕ(x)ϕ(y) = −
1
4piκ
1
(v − w) + · · · , (A5c)
∂vϕ(x) ∂wϕ(y) = −
1
4piκ
1
(v − w)2 + · · · , (A5d)
∂vϕ(x) ∂wϕ(y) = 0. (A5e)
The scaling dimension of the field ∂vφ is
∆∂vφ = 1. (A6)
Another set of chiral Abelian OPEs follows from mak-
ing the Ansatz
ϕ(v, v) =..φL(v) + φR(v), (A7a)
〈∂vφL(v)φL(w)〉 = −
1
4pi κ
1
v − w, (A7b)
〈∂vφR(v)φR(w)〉 = −
1
4pi κ
1
v − w, (A7c)
〈φR(v)φL(w)〉 = 0. (A7d)
The holomorphic, φL, and antiholomorphic, φR, fields
are uniquely defined up to the addition of holomorphic
and antiholomorphic functions, respectively. One then
deduces from〈
e+iaφL(v) e−iaφL(w)
〉
=
1
(v − w) a24piκ
, (A8a)〈
e+iaφL(v) e+iaφL(w)
〉
= 0, (A8b)〈
e+iaφR(v) e−iaφR(w)
〉
=
1
(v − w) a24piκ
, (A8c)〈
e+iaφR(v) e+iaφR(w)
〉
= 0, (A8d)〈
e±iaφL(v) e±iaφR(w)
〉
= 0, (A8e)
that
e+iaφL(v) e−iaφL(w) =
1
(v − w) a24piκ
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+
ia
(v − w) a24piκ−1
(∂wφL)(w) + · · · ,
(A9a)
e+iaφR(v) e−iaφR(w) =
1
(v − w) a24piκ
+
ia
(z − w) a24piκ−1
(∂wφR)(w) + · · · ,
(A9b)
are the only chiral Abelian OPEs between the vertex
fields e±iaφL(v) and e±iaφR(v) that are proportional to
the identity operator to leading order.
At last, we shall need the OPEs
∂vφL(v) e
+iaφL(w) = − ia
4piκ
1
(v − w) e
+iaφL(w) + · · · ,
(A10a)
∂vφR(v) e
+iaφR(w) = − ia
4piκ
1
(v − w) e
+iaφR(w) + · · · .
(A10b)
In the following, we make the choice
κ =
1
8pi
. (A11)
With this choice, the conformal weights of the vertex
fields exp
(
iaφL
)
and exp
(
iaφR
)
are
(ha, ha) ≡ (a2, 0), (ha, ha) ≡ (0, a2), (A12)
respectively. Moreover, the proportionality constant on
the right-hand side of Eq. (A10) is −2ai.
2. Parafermion algebra
Let k = 0, 1, 2, · · · be a positive integer. Define the
holomorphic conformal weights
∆l .
.=
l(k − l)
k
, l = 0, · · · , k − 1. (A13a)
We posit the family of k local parafermion fields
I,Ψ1(v), · · · ,Ψk−1(v), (A13b)
where I is the identity operator with the scaling dimen-
sion ∆0 ≡ 0. For any m,n = 0, · · · , k− 1, we impose the
OPEs [90]
Ψm(v) Ψn(v
′) =
C
Ψm+n
ΨmΨn
Ψm+n(v
′)
(v − v′)∆m+∆n−∆m+n + · · ·
(A13c)
with the understanding that m+ n is defined modulo k,
i.e.,
Ψ0 ≡ Ψk ≡ I. (A13d)
The complex-valued number C
Ψm+n
ΨmΨn
is called a struc-
ture constant. Demanding that the OPEs for the
parafermions are associative fixes this structure constant
to be the positive roots of [90](
C
Ψm+n
ΨmΨn
)2
=
Γ(m+ n+ 1) Γ(k −m+ 1) Γ(k − n+ 1)
Γ(m+ 1) Γ(n+ 1) Γ(k −m− n+ 1) Γ(k + 1) ,
(A13e)
provided the normalization conditions
C
Ψk
ΨmΨk−m
= 1, m = 0, · · · , k − 1 (A13f)
are imposed.
An important consequence of (A13e) is the symmetry
C
Ψm+n
ΨmΨn
= C
Ψm+n
ΨnΨm
m,n = 0, · · · , k − 1, (A14)
under interchanging m and n. This is why
Ψn(v
′) Ψm(v) = (−1)∆m+n−∆m−∆n Ψm(v) Ψn(v′),
(A15a)
where
∆m+n −∆m −∆n = −
2mn
k
≡ S(k)m,n. (A15b)
We shall call pi S
(k)
m,n the mutual (self) statistical angle
between the parafermion m and the parafermion n 6= m
(when n = m).
Because the OPE between Ψm and Ψk−m gives the
identity operator, we shall use the notation
Ψ†m ≡ Ψk−m (A16a)
for m = 1, · · · , k − 1. The self statistical angle of the
parafermion m is
S(k)m,m = −
2m2
k
. (A16b)
The self statistical angle of the parafermion k −m is
S
(k)
k−m,k−m = −
2(k −m)2
k
= S(k)m,m mod Z. (A16c)
The mutual statistics between parafermion m and k−m
is
S
(k)
m,k−m = −
2m(k −m)
k
= −S(k)m,m mod Z. (A16d)
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3. Parafermion representation of the su(2)k current
algebra
The su(2)k current algebra is defined by the holomor-
phic current algebra [85]
Ja(v) Jb(w) =
(k/2) δab
(v − w)2 +
iabc
(v − w) J
c(w) + · · · (A17)
for any a, b = 1, 2, 3 together with its antiholomorphic
copy. Without loss of generality, we consider only this
holomorphic current algebra.
In the basis
J± ..= J1 ± iJ2, J3, (A18a)
the holomorphic current algebra (A17) reads
J±(v) J±(w) = 0 + · · · , (A18b)
J+(v) J−(w) =
k
(v − w)2 +
2
(v − w) J
3(w) + · · · ,
(A18c)
J3(v) J±(w) = ± 1
(v − w) J
±(w) + · · · , (A18d)
J3(v) J3(w) =
(k/2)
(v − w)2 + · · · . (A18e)
We are going to verify that this current algebra can
be represented in terms of the Gaussian boson φ from
Sec. A 1 and the pair of parafermions Ψ1 ≡ Ψ and
Ψk−1 ≡ Ψ† from Sec. A 2.
We make the Ansatz
J+(v) = N Ψ1(v) e+i
√
1
k φ(v)
≡ N Ψ(v) e+i
√
1
k φ(v), (A19a)
J−(v) = N e−i
√
1
k φ(v)Ψk−1(v)
≡ N e−i
√
1
k φ(v) Ψ†(v), (A19b)
J3(v) = i
√
k
2
(∂vφ)(v), (A19c)
where we impose on ∂vφ the Gaussian algebra
∂vφ(v) ∂wφ(w) = −
2
(v − w)2 + · · · , (A20a)
while we impose on Ψ and Ψ† the parafermion algebra
Ψ(v) Ψ(w) =
CIΨΨ
(v − w)2(k−1)/k + · · · , (A20b)
Ψ†(v) Ψ†(w) =
CI
Ψ
†
Ψ
†
(v − w)2(k−1)/k + · · · , (A20c)
Ψ (v) Ψ†(w) =
1
(v − w)2(k−1)/k + · · · . (A20d)
The OPE (A18e) follows from the Ansatz (A19c) with
the OPE (A20a). Because of the OPE (A10), we have
the OPE
∂vφ(v) e
±i
√
1
k φ(w) = ∓i
√
1
k
2
(v − w) e
±i
√
1
k φ(w). (A21)
The OPE (A18d) follows from the Ansatz (A19) with
the OPE (A21). We thus see that the multiplicative
factor
√
1/k entering the argument of the vertex fields
exp(±i√1/k φ) is fixed by the condition that the two
currents have the holomorphic conformal weight one. In
turn, the normalization factor N is fixed by the following
considerations. Because of the OPEs (A13) and (A9), we
have the OPE
J+(v) J−(w) =N 2 Ψ1(v) Ψk−1(w) e+i
√
1
k φ(v) e−i
√
1
k φ(w)
=
( N 2
(v − w)1− 1k+1− 1k + · · ·
)
1
(v − w) 2k
(
1 + i
√
1
k
(v − w)(∂wφ)(w) + · · ·
)
=
N 2
(v − w)2 +
(2N 2/k)
(v − w) J
3(w) + · · · . (A22)
The leading singularity on the right-hand side of this
OPE agrees with the one on the right-hand side of
Eq. (A18c) if
N 2 = k. (A23)
Finally, the vanishing OPE (A18b) follows from the fact
that the OPE between any two vertex fields such that
the C-valued prefactors to the fields φ(v) and φ(w) in
the arguments of the vertex fields are not of opposite
sign, vanishes to leading order.
We close Sec. A 3 by observing that the Ansatz (A19)
is not unique. Indeed, the transformation
Ψ(v) 7→ Ψ(v) e+iα, (A24a)
Ψ†(v) 7→ Ψ†(v) e−iα, (A24b)
φ(v) 7→ φ(v)−
√
k α, (A24c)
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leaves the su(2)k currents (A18a) invariant for any choice
of the number α. The number α is defined modulo 2pi
and takes k inequivalent values 2pin/k, n = 0, · · · , k − 1.
Appendix B: The Zk conformal field theory
The parafermions defined in Appendix A represent cur-
rents in the Zk conformal field theory (CFT). The Zk
CFT describes the long-wavelength properties of the crit-
ical point of a two-dimensional lattice model of classical
Zk spins. It is characterized by the primary fields [85]
Φmn (v), m = 0, · · · , k, m+ n = 0 mod 2, (B1)
with n ∈ Z. The integer n must be restricted to the range
(−m,m] using the relations
Φmn (v) ≡ Φmn+2k(v) ≡ Φk−mn−k (v). (B2)
Hence, the number of unique primary fields for a given
k is restricted. The holomorphic conformal weight of the
primary field Φmn (v) is given by [85]
∆mn .
.=
m(m+ 2)
4(k + 2)
− n
2
4k
, (B3)
which is nonnegative for −m < n ≤ m. Among the
primary fields Φmn (v), there are the so-called “identity
field”
1 ..= Φ00, (B4a)
the “twist fields”
σm .
.= Φmm, m = 1, · · · , k − 1, (B4b)
and the parafermions
Ψm .
.= Φ02m ≡ Φk2m−k, m = 1, · · · , k − 1, (B4c)
which were introduced in Appendix A. The twist fields
are of particular importance, as they are the continuum
analogues of the lattice Zk spins.
The Zk primary fields obey the “fusion algebra” [85]
Φmn × Φm
′
n′ =
min(m+m′,2k−m−m′)∑
l=|m−m′|
l+m+m′=0 mod 2
Φln+n′ . (B5a)
This fusion algebra is a shorthand notation for the OPEs
Φmn (v) Φ
m′
n′ (w) =
min(m+m′,2k−m−m′)∑
l=|m−m′|
l+m+m′=0 mod 2
C
Φl
n+n′
Φmn Φ
m′
n′
(v − w)Sm m
′ l
n n′ (n+n′) Φln+n′(v), (B5b)
where
Sm m
′ l
n n′ (n+n′) .
.= ∆ln+n′ −∆mn −∆m
′
n′ , (B5c)
and the structure constants C
Φl
n+n′
Φmn Φ
m′
n′
are fixed by associa-
tivity of the algebra. The quantity 2pi Sm m
′ l
n n′ (n+n′) is the
phase acquired, in the channel where m and m′ fuse to
l, when the complex coordinate v is rotated around the
complex coordinate w.
1. Example: Z2 (Ising CFT)
When the conditions (B2) are imposed, the Z2 CFT
(also known as the Ising CFT, as it describes the critical
point of the classical Ising model in two dimensions) has
the three primary fields
1, σ1 ≡ σ, Ψ1 ≡ ψ. (B6)
According to Eq. (B3), their holomorphic conformal
weights are
∆
1
= 0, ∆σ .
.=
1
16
, ∆ψ =
1
2
, (B7)
respectively. According to Eq. (B5a), the primaries obey
the fusion algebra
σ × σ = 1+ ψ, (B8a)
ψ × ψ = 1, (B8b)
σ × ψ = σ, (B8c)
in addition to the trivial fusion rules
1× a = a (B8d)
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for a = 1, σ, ψ.
Appendix C: Commutation between string operators
and the Hamiltonian; “Analytic” proof of state
exclusion for the 2D case
1. Introduction
We are given the Hamiltonian
Ĥbs .
.=
Lz∫
0
dz Ĥbs (C1)
and we are told that it commutes with two nonlocal op-
erators Γ̂
(1)
1 and Γ̂
(1)
2 . Moreover, we are told that Γ̂
(1)
1
and Γ̂
(1)
2 commute pairwise. Hence, we can label any
eigenstate of the Hamiltonian Ĥbs by the simultaneous
eigenvalues ω
(1)
1 and ω
(1)
2 of the operators Γ̂
(1)
1 and Γ̂
(1)
2 .
In particular, we can label the basis for the ground-state
manifold by
{|ω(1)1 , ω(1)2 , · · · 〉} (C2)
where the · · · allow for additional sources of degeneracies.
We shall demand that this basis is orthonormal.
In order to establish the set to which the eigenvalues
ω
(1)
1 and ω
(1)
2 belong, we note that we are given two non-
local operators
Γ̂
( 12 )
1 (z) .
.=
Ly∏
y=0
σ̂L,y(z) σ̂R,y(z), (C3a)
and
Γ̂
( 12 )
2,R,y() .
.= exp
(
− i
2
√
2
Lz∫
0
dz ∂zφ̂R,y(z)
)
× P̂
1
σ̂R,y(0) σ̂R,y() P̂1
(C3b)
≡ Û × P̂
1
σ̂R,y(0) σ̂R,y() P̂1. (C3c)
The operator Γ̂
( 12 )
1 is a discrete product of a countable
number of operators acting along a closed y-cycle of the
two-torus. It requires no regularization for its definition,
and it is nonunitary. It anticommutes with Γ̂
(1)
2 , and
commutes with Γ̂
(1)
1 and with the Hamiltonian (C1). In
contrast, the operator Γ̂
( 12 )
2,R,y() is a nonlocal operator
defined within one chiral channel of the wire y. It acts
along an open string (along the z-cycle coinciding with
wire y) that fails to close by the infinitesimal amount
 > 0. It is nonunitary and it anticommutes with Γ̂
(1)
1 in
the limit → 0.
If both Γ̂
( 12 )
1 (z) and lim→0 Γ̂
( 12 )
2,R,y() were to commute
with the Hamiltonian, then so would their product. The
ground-state manifold would then be four-dimensional,
with the orthogonal basis
|Ω, · · · 〉 ..= |ω(1)1 , ω(1)2 , · · · 〉, (C4a)
Γ̂
( 12 )
1 (z) |Ω, · · · 〉 ≡ N1 |ω(1)1 ,−ω(1)2 , · · · 〉, (C4b)
lim
→0
Γ̂
( 12 )
2,R,y() |Ω, · · · 〉 ≡ N2 | − ω(1)1 , ω(1)2 , · · · 〉, (C4c)
Γ̂
( 12 )
1 (z)
[
lim
→0
Γ̂
( 12 )
2,R,y() |Ω, · · · 〉
]
≡ N12 | − ω(1)1 ,−ω(1)2 , · · · 〉,
(C4d)
· · · . (C4e)
We demand that the states on the left-hand side can be
normalized. This can only be achieved if the normal-
izations N1, N2, and N12 are neither zero nor infinity,
for the basis (C2) is orthonormal by assumption. Here,
we had to introduce three normalization factors to ac-
count for the fact that none of the operators Γ̂
( 12 )
1 (z),
Γ̂
( 12 )
2,R,y(), and Γ̂
( 12 )
1 (z) × [lim→0 Γ̂(
1
2 )
2,R,y()] are nonuni-
tary. However, the logical possibility that one or more
of these normalizations are zero or infinity cannot be ex-
cluded. In this appendix, we will assume N1 and N2 to
be nonvanishing and finite. This assumption amounts to
choosing the “highest-weight state” (C4a) appropriately.
The quantity N12 could be determined by direct calcula-
tion, provided that the explicit form of the state |Ω, · · ·〉
is known. Since we do not have this knowledge, we leave
its value unspecified for the moment.
Given that we do not know the value of N12, we pro-
ceed by an alternate route. This line of reasoning makes
use of the fact that it is not correct to think of the opera-
tor lim→0 Γ̂
( 12 )
2,R,y() as commuting with the Hamiltonian
(C1). It is a nonlocal operator that changes the topo-
logical sector of the state on which it acts, and can po-
tentially exhibit different limiting behavior as a function
of  when acting on states belonging to different topo-
logical sectors. Thus, the limit  → 0 must be treated
carefully when multiplying the operators Γ̂
( 12 )
2,R,y() and
Γ̂
( 12 )
1 . Indeed, instead of the set of states (C4), we can
also consider the following set of states,
|Ω, · · · 〉 ..= |ω(1)1 , ω(1)2 , · · · 〉, (C5a)
|Γ̂( 12 )1 , · · ·〉 ..= Γ̂(
1
2 )
1 (z) |Ω, · · · 〉, (C5b)
|Γ̂( 12 )2 , · · ·〉 ..= lim
→0
Γ̂
( 12 )
2,R,y() |Ω, · · ·〉 , (C5c)
|Γ̂( 12 )1 Γ̂(
1
2 )
2 , · · ·〉 ..= lim
→0
[
Γ̂
( 12 )
1 (z) Γ̂
( 12 )
2,R,y() |Ω, · · ·〉
]
.
(C5d)
The only difference between the states (C5) and the
states (C4) is that the limit  → 0 is taken after form-
ing the product Γ̂
( 12 )
1 Γ̂
( 12 )
2,R,y() in Eq. (C5d). We adopt
the point of view that the dimension of the ground-state
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manifold of the Hamiltonian (C1) cannot depend on the
choice of when [i.e., before or after forming the prod-
uct Γ̂
( 12 )
1 Γ̂
( 12 )
2,R,y()] the limit  → 0 is taken. Hence, the
number of ground states present in Eqs. (C4) and (C5)
must agree with one another. For this reason, we ask
how many of the states (C5) are indeed ground states
of the interaction (C1). This allows us to scrutinize the
limiting behavior of operator products without losing im-
portant information related to the nonlocality of its con-
stituent operators. We will show that the state (C5d)
cannot be in the ground-state manifold of the interaction
(C1). Logical consistency then demands that N12 = 0
or ∞ in Eqs. (C4), as these are the only two possibilities
that would exclude the state (C4d) from the ground-state
manifold.
The nonunitary operator Γ̂
( 12 )
2,R,y() does not commute
with the interaction Ĥbs defined by Eq. (C1). The pur-
pose of this appendix is to determine whether the states
(C5c) and (C5d), which involve taking the limit  → 0,
indeed belong to the ground-state manifold of the inter-
action (C1) once this limit is taken. More precisely, we
define [
Ĥbs, Γ̂
( 12 )
2,R,y()
]
=.. D̂2,R,y(), (C6a)
where the operator D̂2,R,y() is nonlocal, as we shall see
below, and nonvanishing in general. We further define[
Ĥbs, Γ̂
( 12 )
1 (z) Γ̂
( 12 )
2,R,y()
]
= Γ̂
( 12 )
1 (z) D̂2,R,y()
=.. D̂12,R,y(z, ).
(C6b)
We are going to show that
lim
→0
D̂2,R,y() |Ω, · · ·〉 = 0. (C7a)
Equation (C7a) is equivalent to the statement
lim
→0
[
Ĥbs, Γ̂
( 12 )
2,R,y()
]
|Ω, · · ·〉 = (Ĥbs − EΩ) |Γ̂(
1
2 )
2 , · · ·〉 = 0,
(C7b)
where EΩ is the energy eigenvalue of the state |Ω, · · ·〉.
From this it immediately follows that the state |Γ̂( 12 )2 , · · ·〉
indeed belongs to the ground-state manifold of the inter-
action (C1).
We are also going to show that the state
lim
→0
D̂12(z, ) |Ω, · · ·〉 (C8a)
has infinite norm as z → 0. Equation (C8a) is equivalent
to the statement that
lim
z→0
lim
→0
[
Ĥbs, Γ̂
( 12 )
1 (z) Γ̂
( 12 )
2,R,y()
]
|Ω, · · ·〉
= lim
z→0
(
Ĥbs − EΩ
)
|Γ̂( 12 )1 Γ̂(
1
2 )
2 , · · ·〉
(C8b)
is a state with infinite norm. That this divergence oc-
curs as z → 0 is especially problematic. In order for
the product Γ̂
( 12 )
1 (z)Γ̂
( 12 )
2,R,y() of string operators to yield
a topologically-degenerate ground state when acting on
the state |Ω, · · ·〉, the resulting state cannot depend on
the quantities z and  in an observable way as z → 0
and  → 0. If this were the case, then the states |Ω, · · ·〉
and |Γ̂( 12 )1 Γ̂(
1
2 )
2 , · · ·〉 could be distinguished by simply eval-
uating the string operator Γ̂
( 12 )
1 (z) near the point z = 0.
Hence, proving that the state defined in Eq. (C8a) is
not normalizable will allow us to conclude that the state
|Γ̂( 12 )1 Γ̂(
1
2 )
2 , · · ·〉 does not belong to the ground-state man-
ifold of the interaction (C1).
We are left with the conclusion of the paper, namely
that the ground-state manifold of the interaction (C1)
includes the states (C5a)–(C5c), and excludes the state
(C5d). From now on, we ignore the · · · representing ad-
ditional degeneracies for the ground-state manifold.
2. Calculation
We first prove Eq. (C7a). We begin by calculating
D̂2,R,y(). For finite  > 0, we have
Ĥbs Γ̂(
1
2 )
2,R,y() = Γ̂
( 12 )
2,R,y() Ĥbs ×

+1, z > ,
+i, z = ,
−1, z < .
(C9)
We now use the definition (C6a), along with the identity
Â B̂ = B̂ Â f(z, ) ⇐⇒
[
Â, B̂
]
= B̂ Â [f(z, )− 1] ,
(C10)
which gives
D̂2,R,y() = − 4i
∫
0
dz sin
(
1√
2
(
φ̂R,y(z)− φ̂L,y+1(z)
))
Û ψ̂L,y+1(z) ψ̂R,y(z) P̂1 σ̂R,y(0) σ̂R,y() P̂1, (C11)
up to a contribution from the set of measure zero where z = , which we will ignore.
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To prove Eq. (C7a), we compute the leading contribution to D̂2() as  → 0. For  infinitesimal, we may replace
the integral in Eq. (C11) by the value of the integrand at the midpoint of the integration domain,
D̂2,R,y() ≈ −4i  sin
(
1√
2
[
φ̂R,y
( 
2
)
− φ̂L,y+1
( 
2
)])
Û ψ̂L,y+1
( 
2
)
ψ̂R,y
( 
2
)
P̂
1
σ̂R,y(0) σ̂R,y() P̂1. (C12)
We now perform the (equal-time) OPE
sin
(
1√
2
[
φ̂R,y
( 
2
)
− φ̂L,y+1
( 
2
)])
Û = sin
(
1√
2
[
φ̂R,y
( 
2
)
− φ̂L,y+1
( 
2
)])
exp
(
− i
2
√
2
Lz∫
0
dz ∂z φ̂R,y(z)
)
.
(C13)
Inserting the OPEs
lim
→0
e
+ i√
2
φ̂R,y( 2 )e
− i
2
√
2
φ̂R,y(Lz) ∼ 1
1/2
e
+ i
2
√
2
φ̂R,y(

2 ), (C14a)
lim
→0
e
− i√
2
φ̂R,y(

2 )e
+ i
2
√
2
φ̂R,y(0) ∼ 1
1/2
e
− i
2
√
2
φ̂R,y(

2 ), (C14b)
lim
→0
e
+ i
2
√
2
φ̂R,y(

2 )e
+ i
2
√
2
φ̂R,y(0) ∼ 1/4 e+ i√2 φ̂R,y( 2 ), (C14c)
lim
→0
e
− i
2
√
2
φ̂R,y(Lz)e
− i
2
√
2
φ̂R,y( 2 ) ∼ 1/4 e− i√2 φ̂R,y( 2 ), (C14d)
where “∼” denotes equality up to constant factors and nonsingular terms, and using the fact that Lz ∼ 0 by periodic
boundary conditions, we find
sin
(
1√
2
[
φ̂R,y
( 
2
)
− φ̂L,y+1
( 
2
)])
Û ∼ 1
1/4
sin
(
1√
2
[
φ̂R,y
( 
2
)
− φ̂L,y+1
( 
2
)])
. (C15)
Next, we perform the OPE
P̂
1
σ̂R,y(0) σ̂R,y() P̂1 ∼
1
1/8
. (C16)
Inserting this pair of OPEs into Eq. (C12), we find
lim
→0
D̂2,R,y() |Ω〉 ∼ lim
→0
5/8 sin
(
1√
2
[
φ̂R,y
( 
2
)
− φ̂L,y+1
( 
2
)])
ψ̂L,y+1
( 
2
)
ψ̂R,y
( 
2
)
|Ω〉 = 0. (C17)
The form of the operator appearing on the RHS above
is not important. All that matters is that its expecta-
tion value in the state |Ω〉 is not singular in the limit
→ 0. Also of crucial importance is the factor 5/8 that
sends lim→0 D̂2,R,y() |Ω〉 → 0 as → 0. Hence, we may
conclude that the state |Γ̂( 12 )2 〉, defined in Eq. (C5c), is a
ground state.
We now turn to the state |Γ̂( 12 )1 Γ̂(
1
2 )
2 〉, defined in
Eq. (C5d), and ask if it, too, is a ground state. We
will see that it cannot be a ground state by proving that
the state defined in Eq. (C8a) has infinite norm as z → 0
and  → 0. We proceed by setting z = z0 = 0 from the
outset. Using Eq. (C12),
Γ̂
( 12 )
1 (0) D̂2,R,y() ≈ − 4i 
(∏
y′
σ̂L,y′(0) σ̂R,y′(0)
)
sin
(
1√
2
[
φ̂R,y
( 
2
)
− φ̂L,y+1
( 
2
)])
Û
× ψ̂L,y+1
( 
2
)
ψ̂R,y
( 
2
)
P̂
1
σ̂R,y(0) σ̂R,y() P̂1.
(C18)
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Using the OPEs (C13) in conjunction with the OPEs
σ̂R,y(0) ψ̂R,y
( 
2
)
∼ 1
1/2
σ̂R,y(0), (C19a)
σ̂L,y+1(0) ψ̂L,y+1
( 
2
)
∼ 1
1/2
σ̂L,y+1(0), (C19b)
we find
Γ̂
( 12 )
1 (0) D̂2,R,y() ∼
1
3/8
sin
(
1√
2
[
φ̂R,y
( 
2
)
− φ̂L,y+1
( 
2
)])
Γ̂
( 12 )
1 (0).
In contrast to the RHS of Eq. (C17), we now have the product between a local operator and a nonlocal operator on
the RHS. Furthermore, the real-valued prefactor is a function of  that diverges as → 0. We conclude that
lim
→0
D̂12(0, ) |Ω〉 = Γ̂(
1
2 )
1 (0) D̂2,R,y() |Ω〉 ∼
1
3/8
sin
(
1√
2
[
φ̂R,y
( 
2
)
− φ̂L,y+1
( 
2
)])
|Γ̂( 12 )1 〉 (C20)
is a state with infinite norm, as advertised, provided that
the operator sin
(
1√
2
[φ̂R,y(/2)− φ̂L,y+1(/2)]
)
does not
annihilate the state |Γ̂( 12 )1 〉. (Determining whether or not
this is the case again requires an explicit expression for
the state |Ω〉, which we do not have at our disposal.) In
that case, we conclude that the state |Γ̂( 12 )1 Γ̂(
1
2 )
2 〉 cannot
be a ground state of the interaction Ĥbs defined by Eq.
(C1).
Appendix D: Diagrammatics for operator algebra in
the Ising CFT
The discussion surrounding Eqs. (3.17) in the main
text concerns how to infer the exchange algebra of two
chiral primary operators in the Ising CFT from their op-
erator product expansion. This exchange algebra is sim-
ple to determine in cases where the two primary opera-
tors have a unique fusion product, as in the case of the σ
and ψ operators in Eqs. (3.17). However, when the two
primary operators do not have a unique fusion product,
as occurs in the case of two σ operators [see the OPEs in
Eqs. (3.18)], the exchange algebra depends on the fusion
channel in which the product of the pair of operators is
evaluated [see the exchange algebra in Eqs. (3.19)]. This
poses a challenge for calculations. It is necessary to keep
track of both fusion and braiding in a way that respects
consistency conditions between the two. This challenge
is the essence of the difference between Abelian and non-
Abelian excitations in quantum field theory.
To this end, it is expedient to make use of the diagram-
matic calculus developed in, e.g., Refs. [3, 5, 107, 108] to
represent chiral algebras associated with rational confor-
mal field theories (RCFTs). In this Appendix, we re-
view aspects of this calculus, as they relate to the wire
constructions of two- and three-dimensional non-Abelian
topological phases discussed in this work. For simplic-
ity, we focus on the example of the Ising CFT, although
generalizations to other RCFTs are straightforward.
We first define the data necessary to compute the
exchange algebra of chiral primary fields in a general
RCFT. These are the fusion rules, the R-symbols, and
the F -symbols. The fusion rules of the Zk RCFTs were
given in Eq. (B5a), and for the special case of the Ising
(Z2) RCFT in Eqs. (B8).
In general, for chiral primary fields a, b, and c, the
fusion rules take the form
a× b =
∑
c
N cab c , (D1a)
with N cab nonnegative integers. The diagrammatic repre-
sentation of a product of two chiral primary fields a and
b that fuse to c is
a b
c . (D1b)
The requirement that the fusion algebra (D1a) be asso-
ciative imposes the constraints∑
d
NdabN
e
dc =
∑
f
Neaf N
f
bc. (D1c)
For many interesting RCFTs, including all of the Zk
CFTs [c.f. Eq. (B5a)], the fusion coefficients N cab = 0 or
1. For simplicity, we will restrict ourselves to this class of
RCFTs, which is known as the class of RCFTs without
fusion multiplicity since the nonnegative integers N cab = 0
are never larger than one.
Read from bottom to top, diagram (D1b) is an element
of the vector space V abc , which is known as a “splitting
space.” Read from top to bottom, it is an element of
the vector space V cab, which is known as a “fusion space.”
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These vector spaces are dual to one another, and we will
use the terms “fusion” and “splitting” interchangeably
unless otherwise noted. The R-symbols are defined to be
unitary maps
Rabc : V
ba
c → V abc (D2a)
that implement the diagrammatic braiding operation
= Rabc
a b
c
a b
c . (D2b)
Note that we have defined the diagrammatic action of
the R-symbols in such a way that the left leg of the fu-
sion tree passes over the right leg. If instead the right
leg passes over the left leg, then the inverse R-symbol
(Rabc )
−1 appears. The R-symbols are essential for deter-
mining how primary operators in an RCFT behave under
exchange.
The final data necessary to determine the exchange
algebra of primary operators in an RCFT are the F -
symbols. These are required if exchange of chiral primary
fields is to be associative. Associativity of the fusions
rules (D1a) is encoded by Eq. (D1c). Equation (D1c)
suggests that one defines the splitting space V abcd that
encodes the fusion of three chiral fields a, b, c into one
chiral field d by demanding that∑
e
V abe ⊗ V ecd =
∑
f
V afd ⊗ V bcf ≡ V abcd (D3a)
holds. The F -symbols are then defined to be unitary
maps
[F abcd ]ef : V
ab
e ⊗ V ecd → V afd ⊗ V bcf (D3b)
that implement the diagrammatic operation
a b c a b c
d d
= [F abcd ]efe f
. (D3c)
The F -symbols F abcd are thus automorphisms (i.e.,
changes of basis) of the splitting space V abcd . The fusion
rules, F -symbols, and R-symbols define a mathematical
structure known as a braided fusion category (BFC). This
structure can be used as a starting point for an axiomatic
formulation of RCFT [5].
For the Ising RCFT, whose fusion rules are given in
Eqs. (B8), the R-symbols are given by
Rσσ
1
= e+i
pi
8 , (D4a)
Rσσψ = e
−i 3pi8 , (D4b)
Rψψ
1
= −1, (D4c)
Rψσσ = R
σψ
σ = +i, (D4d)
with all other R-symbols trivial (i.e., equal to +1). Note
that, up to complex conjugation, these R-symbols coin-
cide with the phases acquired in Eqs. (3.17) and (3.19)
when the corresponding chiral primary fields are ex-
changed. This is by design. The R-symbols reflect the
monodromy of products of chiral primary fields in the
corresponding RCFT. The F -symbols for the Ising RCFT
are given by
Fψψσσ = F
ψσψ
σ = F
σψψ
σ = −1, (D5a)
Fψσσψ = F
σψσ
ψ = F
σσψ
ψ = −1, (D5b)
Fσσσσ =
1√
2
(
1 1
1 −1
)
, (D5c)
with all other F -symbols trivial (i.e., equal to +1).
We will now demonstrate, using the example of the
Ising RCFT, how to translate diagrams like those ap-
pearing in Eqs. (D2b) and (D3c) into algebraic state-
ments. Performing this translation requires one to fix a
chiral sector of the CFT. We choose to work with the
chiral sector M = R. Once this choice is made, the start-
ing point for this “dictionary” is to compare the diagram
corresponding to the action of a particular R-symbol, say
 
 
 
= +i
 
 
 
, (D6a)
with its algebraic analogue, namely Eq. (3.17b),
ψ̂R(z) σ̂R(z
′) = σ̂R(z
′) ψ̂R(z) e
+i pi2 sgn(z−z′), (D6b)
where we have suppressed the coordinate t as we assume
all operators to be evaluated at equal times, and where
we have suppressed the wire labels y, y′ as we are work-
ing within a single chiral sector of a single CFT. Com-
paring Eqs. (D6a) and (D6b), we see that the phases
only coincide if the diagram (D6a) is interpreted such
that the coordinate z attached to the ψ branch is larger
than the coordinate z′ attached to the σ branch [i.e., if
sgn(z − z′) = +1]. We thus establish
Rule 1: In the operator product corresponding
to a fusion tree, the spatial coordinates z, at
which the operators are evaluated, are ordered
according to the positions of the corresponding
branches of the fusion tree on the axis pointing
into the page.
(D7)
As a sanity check of this rule, we note that if the ψ
branch instead passed over the σ branch in the dia-
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gram in Eq. (D6a), we would use (Rψσσ )
−1 = −i instead,
in accordance with Eq. (D2b), but the ordering of the
legs would now dictate that sgn(z − z′) = −1 in Eq.
(D6b). Thus, Rule 1 ensures a meaningful correspon-
dence between the R-symbols in the diagrammatics and
the phases acquired under exchanging two operators in
the CFT.
Next, we need to establish a convention for ordering
the operators in an algebraic expression based on a fusion
tree, and vice versa. There are various ways of doing this,
but we choose to use
Rule 2: In the operator product corresponding
to a fusion tree, the operators are ordered from
left to right according to the order from right to
left of the corresponding branches of the fusion
tree, before any braiding is performed.
(D8)
In Rule 2, the word “before” is interpreted under the
assumption that the diagram is read from bottom to top.
In this way, the ordering of operators in Eq. (D6b) agrees
with the ordering of the branches of the fusion tree in Eq.
(D6a).
With Rules 1 and 2 in place, we can now reliably trans-
late fusion diagrams into equations and vice versa. For
example, the correspondence
   
 
 
z1
z2z
a
() b R(z) b R(z1) b R(z2)
(D9)
is used in Eqs. (3.63) and (3.64) of the main text, while
the correspondence
 
 
 
 
a b
c
z1
z2
z4
z3
() b R(z1) b R(z2) b R(z3) b R(z4)
(D10)
is used in Eqs.(5.44) and (5.45).
Appendix E: Independence of string-operator
algebra on arbitrary phase factors
We have made extensive use of the fact that the OPE
of two operators in the same wire determines the alge-
bra of these two operators under exchange. However, in
certain situations [e.g. Eqs. (5.3) and (3.4)], we found it
important (on physical grounds) to modify the exchange
algebra between operators in different wires. We will now
show that, despite their importance in calculating local
quantities (such as the masses and velocities of the Ma-
jorana and Dirac modes on the gapless surface of the 3D
phase in Sec. VI B), these modifications have no effect on
topological features like the ground state degeneracy.
We proceed with an explicit example that illustrates
how this comes about for the su(2)2 case in 2D studied
in Sec. III C. We begin by rewriting the exchange algebra
(3.17), but this time allowing for operators in different
wires to have nontrivial commutation with one another.
Hence, we posit that
ψ̂M,y(t, z) σ̂M′,y′(t, z
′) = σ̂M′,y′(t, z
′) ψ̂M,y(t, z) e
+i pi2 (−1)M δM,M′ δy,y′ sgn(z−z′) e+i M,M′ δy,y′ ϕ e+i sgn(y−y
′) θ
M,M′ , (E1)
where (−1)R ≡ −(−1)L ≡ 1, R,L = −L,R = 1, and R,R = L,L = 0. The reason why the choice (E1) has no effect
on the topological features of the phase is that all of these features depend on the algebra of string operators, which
are constructed from bilinears in the operators ψ̂M,y and σ̂M,y. In particular, for Majorana and twist-field operators
in the same wire y, we have
ψ̂R,y(t, z) ψ̂L,y(t, z) σ̂R,y(t, z
′) σ̂L,y(t, z
′) = σ̂R,y(t, z
′) σ̂L,y(t, z
′) ψ̂R,y(t, z) ψ̂L,y(t, z)
× e+i L,R ϕ e+i pi2 sgn(y−y′) e−i pi2 sgn(y−y′) e+i R,L ϕ
= σ̂R,y(t, z
′) σ̂L,y(t, z
′) ψ̂R,y(t, z) ψ̂L,y(t, z).
(E2)
For Majorana and twist-field operators in different wires y 6= y′, we find that
ψ̂R,y(t, z) ψ̂L,y(t, z) σ̂R,y′(t, z
′) σ̂L,y′(t, z
′) = σ̂R,y′(t, z
′) σ̂L,y′(t, z
′) ψ̂R,y(t, z) ψ̂L,y(t, z)
× e+i sgn(y−y′) (θL,R+θL,L+θR,R+θR,L)
=σ̂R,y′(t, z
′) σ̂L,y′(t, z
′) ψ̂R,y(t, z) ψ̂L,y(t, z)
(E3)
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holds so long as the angles θM,M′ satisfy
θL,R + θL,L + θR,R + θR,L ∈ 2pi Z. (E4a)
For general choices of the angles θM,M′ , Eq. (E4a) is au-
tomatically satisfied if
θR,R = −θL,L, θL,R = −θR,L. (E4b)
Thus, when string operators are built from bilinears like
ψ̂R,y ψ̂L,y and σ̂R,y, σ̂L,y, the additional phases in the ex-
change algebra (E1) drop out of all calculations.
The calculations of the previous paragraph generalize
readily to other combinations of primary operators, and
to the three-dimensional case. The key observation in
all cases is that string (and membrane) operators are
built either from nonchiral bilinears of primary operators,
like the ones studied in the previous paragraph, or from
operators like Ûα(t) [defined in Eq. (3.12)] that act only
within one channel of one wire.
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