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In this Chapter we extend (Das & Lewis 2009 ) to consensus for agents having second order dynamics in Brunovsky form. We confront the second-order synchronization tracking problem for heterogeneous nodes with non-identical unknown nonlinear dynamics with unknown disturbances. Herein, 'synchronization control' means the objective of enforcing all node trajectories to follow (in a 'close-enough' sense to be made precise) the trajectory of a leader or control node. The communication structures considered are general directed graphs with fixed topologies. Analysis of digraphs is significantly more involved than for undirected graphs. The dynamics of the leader or command node are also assumed nonlinear and unknown. A distributed adaptive control approach is taken, where cooperative adaptive controllers are designed at each node. A parametric neural network structure is introduced at each node to estimate the unknown dynamics. The choices of control protocol as well as neural net tuning laws are the key factors in stabilizing the networked multi-agent systems. A Lyapunov analysis shows how to tune the neural networks cooperatively, and guarantees the stability and performance of the networked systems. The error bounds obtained from the Lyapunov proof are dependent on control design and NN tuning parameters which can be chosen to suitably manage the tracking error and estimation error. Simulation results for networked agents with Lagrangian dynamics are provided to show the effectiveness of the proposed method. Section 2 is formulated the synchronization tracking control problem for second-order systems with non-identical unknown nonlinear dynamics. In Section 3 a Lyapunov technique is used to design cooperative adaptive controllers based on neural network approximation methods. Performance and stability guarantees are given for the networked systems. Section 4 presents simulation results.
Synchronization control formulation
Consider a graph (,) GV E = with a nonempty finite set of N nodes 1 {,, } N Vv v = and a set of edges or arcs EVV ⊆×. We assume the graph is simple, e.g. no repeated edges and (,) , (Horn & Johnson 1994) . That is they are not cogredient to a lower triangular matrix, i.e., there is no permutation matrix U such that
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The results of this Chapter can easily be extended to graphs having a spanning tree (i.e. not necessarily strongly connected) using the Frobenius form in (1). 
Cooperative tracking problem for synchronization of multiagent systems
If the states k i
x are not scalars, this analysis carries over with the mere addition of the standard Kronecker product term (Das & Lewis 2009 
From (4), the global error vector for network G is given by ( ) ( ) ( )
and ( ) ( ) ( ) 
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Following the techniques in (Lewis et al., 1999; Ge et al., 1998) , assume that the unknown nonlinearities in (2) are smooth and thus can be approximated on a compact set SR ∈ by
with ( (7) are assumed unknown. The intention is to select only a small number i η of NN neurons at each node (see Simulations). Here, to avoid distractions from the main issues being introduced, we assume a linear-inthe-parameters NN, i.e. the basis set of activation functions is fixed and only the output weights are tuned. It is straightforward to use a two-layer NN whereby the first and secondlayer weights are tuned. Then one has a nonlinear-in-the-parameters NN and the basis set is automatically selected in the NN. Then, the below development can easily be modified as in (Lewis et al., 1999) . To compensate for unknown nonlinearities, each node will maintain a neural network locally to keep track of the current estimates for the nonlinearities. The idea is to use the information of the states from the neighbors of node i to evaluate the performance of the current control protocol along with the current estimates of the nonlinear functions. Therefore, select the local node's approximation ˆ( )
where ˆi (20) and the estimate ˆ( ) f x as 1 11
with (,) i xt μ an auxiliary input for the i th node yet to be specified. Then using (12) the error dynamics (6) becomes
where
Lyapunov design for cooperative adaptive tracking control
It is now shown how to select the auxiliary control () t μ and NN weight tuning laws such as to guarantee that all nodes synchronize to the desired control node signal, i.e., wt are unknown. The Lyapunov analysis technique approach of (Lewis et al., 1999; Lewis et al., 1996) is used, though there are some complications arising from the fact that ( ) The following Fact gives two standard results used in neural adaptive control (Lewis et al., 1999) Fact 1. Let the nonlinearities () fx in (3) 
Using (24) and (29) ( ) 
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Since L is irreducible and B has at least one diagonal entry b i >0, then (L+B) is a nonsingular M-matrix. Thus, according to Lemma 3, one can write 
According to (33) this defines a level set of () Vz , so it is direct to show that 0 V ≤ for V large enough such that (45) holds (Khalil 1996) . To show this, according to (33) 
The transformed H matrix is symmetric and positive definite under assumption given by (32). Therefore from Gershgorin circle's theorem
with 0 1 γ κλ <≤≤−. Therefore () zt is UUB (Khalil 1996) .
In view of the fact that, for any vector z, one has 
Using (49) 
Then from (8)
Similarly from (58) and using (16) 
If any one of (53), (54) or (55) (15) and (18) respectively. This means that any local control signals (,) i xt μ and NN tuning laws developed in the proof are distributed and hence implementable at each node. The use of the Frobenius norm in the Lyapunov function is also instrumental, since it gives rise to Frobenius inner products in the proof that only depend on trace terms, where only the diagonal terms are important. In fact, the Frobenius norm is ideally suited for the design of distributed protocols. Finally, it is important that the matrix P of Lemma 3 is diagonal.
Simulation result
For this set of simulations, consider the 5-node strongly connected digraph structure in Fig.  1 with a leader node connected to node 3. The edge weights and the pinning gain in (4) were taken equal to 1. for a constant >0. Then, the target motion q 0 (t) tracks the desired reference trajectory sin ( t). The cooperative adaptive control protocols of Theorem 1 were implemented at each node. As is standard in neural and adaptive control systems, reasonable positive values were initially chosen for all control and NN tuning parameters. Generally, the simulation results are not too dependent on the specific choice of parameters as long as they are selected as detailed in the Theorem and assumptions, e.g. positive. The number of NN hidden layer units can be fairly small with good performance resulting, normally in the range of 5-10. As in most control systems, however, the performance can be improved by trying a few simulation runs and adjusting the parameters to obtain good behavior. In on-line implementations, the parameters can be adjusted online to obtain better performance. 
Conclusion
This Chapter presents a method for synchronization control for multi-agent systems of order two with unknown dynamics. It gives the design of distributed adaptive controllers for second order nonlinear systems communicating on general strongly connected digraph network structures. The agent dynamics and command generator dynamics are considered unknown. Moreover the agent dynamics need not to be same. It is shown that with the use of pinning control based on the exchange of cooperative neighborhood errors among the agents, one can guarantee synchronization of all the robots to the single command trajectory. A simple neural network parametric approximator is introduced at each node to estimate the unknown dynamics and disturbances. The choices of control protocol as well as neural net tuning laws are selected through a Lyapunov formulation to induce synchronization within the networked multi-robot team. A Lyapunov-based proof shows the ultimate boundedness of the tracking error. Simulation results for Lagrangian agent dynamics are shown to illustrate the effectiveness of the proposed method.
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