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ABSTRACT
The magnetohydrodynamics (MHD) of protoplanetary disks are strongly subject to the non-ideal MHD effects
arising from the low ionization fraction of the disk gas. A strong electric field induced by gas motions can heat
ionized gas particles and can thereby affect the ionization balance in the disks. Our previous studies revealed
that in dusty protoplanetary disks, the Ohmic conductivity decreases with increasing electric field strength until
the electrical breakdown of the disk gas occurs. In this study, we extend our previous work to more general cases
where both electric and magnetic fields affect the motion of plasma particles, allowing us to study the impacts
of plasma heating on all non-ideal MHD effects: Ohmic, Hall, and ambipolar diffusion. We find that the upper
limit on the electric current we previously derived applies even in the presence of magnetic fields. Although
the Hall and ambipolar resistivities can either increase or decrease with electric field strength depending on the
abundance of charged dust grains, the Ohmic resistivity always increases with electric field strength. An order-
of-magnitude estimate suggests that a large-scale electric current generated by gas motions in the inner part
of protoplanetary disks could exceed the upper limit. This implies that MHD motions of the inner disk, such
as the motion driven by the Hall-shear instability, could either get suppressed or trigger electrical breakdown
(lightning discharge). This may have important implications for gas accretion and chondrule formation in the
inner part of protoplanetary disks.
Keywords: accretion, accretion disks — instabilities – magnetohydrodynamics (MHD) — planets and satellites:
formation — plasmas — protoplanetary disks — turbulence
1. INTRODUCTION
The dynamics and evolution of protoplanetary disks is key
to understanding formation occurring in the disks. Like in
many astrophysical systems, magnetic field is thought to play
an important role in the gas dynamics in the disks.
However, because the interior of protoplanetary disks is
poorly ionized, the MHD of the disks is strongly subject
to the effects arising from the finite electrical conductivities
of the gas, the so-called non-ideal MHD effects (see Turner
et al. 2014 for a review). It has long been recognized that
Ohmic diffusion stabilizes the magnetorotational instability
(MRI; Balbus & Hawley 1991) in the dense, cool part of
the disks (e.g., Gammie 1996; Sano et al. 2000). However,
Ohmic diffusion is the dominant non-ideal MHD effect only
when the gas drag acting on the plasma particles is stronger
Corresponding author: Satoshi Okuzumi
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than the magnetic Lorentz force acting on them, which is
only the case in the inner part of the disks (Kunz & Balbus
2004; Wardle 2007; Bai 2011). In fact, recent MHD sim-
ulations have shown that ambipolar diffusion, another non-
ideal MHD effect, substantially damps the MRI on the sur-
face and in the outer part of the disks (Bai & Stone 2013a;
Simon et al. 2013a,b; Gressel et al. 2015). The Hall drift, the
last non-ideal MHD effect, further changes the disk dynam-
ics by introducing the Hall-shear instability (HSI) to disks
whose net vertical magnetic field has the same direction as
the disk rotation vector (Kunz 2008; Wardle & Salmeron
2012). The Hall-shear instability amplifies horizontal mag-
netic fields, thus allowing for accretion in the relatively inner
part of the disk (Bai 2014, 2015, 2017; Lesur et al. 2014).
Thus, it is essential to fully understand the conductivity of
gas in protoplanetary disks.
Conventionally, models of disk ionization in protoplane-
tary disks (e.g., Sano et al. 2000; Ilgner & Nelson 2006; War-
dle 2007; Bai & Goodman 2009; Okuzumi 2009) assume
that the ionization state is determined by the balance be-
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2 Okuzumi et al.
tween external ionization and recombination of plasma par-
ticles within the gas and on dust grains. It is also assumed
implicitly that the electric field as measured in the comoving
frame of the gas, which drives electric current in the disk,
is so weak that it has no effect on the plasma temperatures.
However, because the gas disk is poorly conducting, the elec-
tric field accompanied by the MHD motions of the disks can
be strong, potentially affecting the plasma temperatures and
even the ionization balance. Inutsuka & Sano (2005) first
pointed out that the electric field inside MRI-driven turbu-
lence could be strong enough to cause electrical breakdown
of the disk gas, potentially leading to self-sustained turbu-
lence in which the high electric conductivity provided by the
breakdown keeps the MRI active without additional ioniz-
ing sources. This self-sustaining mechanism for the MRI
in protoplanetary disks was later confirmed by Muranushi
et al. (2012), who performed MHD simulations in which the
Ohmic conductivity was allowed to increase arbitrarily at a
certain electric field strength to mimic electrical breakdown.
More recently, Okuzumi & Inutsuka (2015, henceforth Pa-
per I) developed a charge reaction model that incorporates
plasma heating by electric field, showing that plasma heating
does not only enhance but can also suppress the conductivity
of disk gas. They found that as plasma particles are electri-
cally heated, they collide with and stick onto dust grains more
frequently, and consequently the plasma densities in the gas
decrease. The decrease in the conductivity with increasing
electric field strength gives rise to an upper limit on the elec-
tric current that can only be exceeded with electrical break-
down. This effect could quench MHD turbulence before the
electric field strength reaches the breakdown threshold (Mori
& Okuzumi 2016; Mori et al. 2017). The upper limit on the
plasma current can also facilitate charge separation and even
lead to lightning discharge. (Johansen & Okuzumi 2018) re-
cently propose that this lightning discharge might have led
to the formation of chondrules, millimeter-sized solid parti-
cles that experienced melting by flash heating events, found
in meteorites (see, e.g., Whipple 1966; Desch & Cuzzi 2000,
for the lightning scenario for chondrule formation).
There are two important limitations to the formulation of
Paper I. Firstly, we assumed that collisions between electrons
and neutrals are purely elastic. This assumption is valid at
low electric field strengths where electron heating starts to
be effective, but breaks down once the electron energy ex-
ceeds the excitation energies of neutrals. By neglecting in-
elastic energy losses, we overestimated the electron energy
at high electric field strengths. Secondly, we neglected the
effects of magnetic fields on the motion of plasma particles
by assuming that the gas drag force acting on the particles is
stronger than the magnetic Lorentz force. For this reason, the
previous model is not able to treat Hall drift and ambipolar
diffusion, and therefore inapplicable to the dense inner part
of the disks where these non-Ohmic effects dominate. The
purpose of this paper is to reformulate the work of Paper I
and provide a model that can treat all non-ideal MHD effects
as well as non-elastic plasma–neutral collisions.
This paper is organized as follows. In Section 2, we for-
mulate the kinetics of charged gas particles in the presence
of both electric and magnetic fields and illustrate how mag-
netic fields as well as inelastic energy losses affect the electric
heating of plasmas. This kinetic model is used in Sections 3
to present analytic estimates of the electric current at high
electric field strengths in the presence of magnetic fields. In
Section 4, we combine the kinetic model with a simplified
charge reaction model to demonstrate how the electric cur-
rent and magnetic resistivities depend on the magnitude and
direction of an applied electric field. Implications for the
MHD of protoplanetary disks are discussed in Section 5, and
a summary is presented in Section 6.
2. KINETICS OF WEAKLY IONIZED PLASMAS IN
ELECTRIC AND MAGNETIC FIELDS
We begin by studying how the presence of magnetic field
affects electric heating of plasmas in a neutral gas. In Paper
I, we calculated the electron kinetic energy and other related
quantities directly from the exact velocity distribution func-
tion for electrons. Such an approach is rigorous, but is useful
only when a simple and closed analytic expression for the
velocity distribution is known. The electron velocity distri-
bution adopted in Paper I, the so-called Davydov distribu-
tion (Davydov 1935), is only valid when the electron–neutral
collisions are purely elastic and when no magnetic field is
present. Unfortunately, there is no known exact expression
for the electron velocity distribution for more general cases.
In this study, we use an alternative approach based on the
moment formalism (Golant et al. 1980). In this approach, we
approximate the velocity distribution functions of ions and
electrons with a Maxwellian whose center is offset in the ve-
locity space. This offset Maxwellian distribution is charac-
terized by the mean velocity and mean energy of the plasma
particles, which we determine by solving the first and second
moment equations of the Boltzmann equation including the
magnetic Lorentz force. This way, we are able to compute
the mean and random velocities of a plasma in the presence
of both magnetic and electric field without having to solve
the original Boltzmann equation numerically. In Paper I, we
already applied this approach to ions, whose velocity distri-
bution has no exact analytic expression even in the absence
of magnetic field (Wannier 1953). In this study, we apply this
approach to both ions and electrons.
2.1. Moment Equations for the Drift Velocities and Mean
Energies
We denote the velocity of plasma particles (ions and elec-
trons) relative to the neutral gas by uα and their velocity dis-
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tribution function by fα(uα), where α = e for electrons and
α = i for ions. The mean drift velocity and mean energy, 〈uα〉
and 〈α〉, are defined as
〈uα〉 ≡
∫
uα fα(uα)d3vα, (1)
〈α〉 ≡ mα2
∫
v2α fα(uα)d
3vα, (2)
respectively, where mα is the particle mass and vα = |uα|.
We consider the motion of plasma particles in a neutral
gas with electric and magnetic fields. If the plasma density is
much lower than the neutral gas density, the motion is deter-
mined by the Lorentz force and drag force arising from the
collisions with the neutrals. In the reference frame where the
mean velocity of the neutrals vanishes, the first and second
moments of the Boltzmann equation for plasma particles are
given by (Golant et al. 1980, Chapters 6 and 9)
mα
d〈uα〉
dt
= qα
(
E′ +
〈uα〉
c
× B
)
− µαnναn〈uα〉, (3)
d〈α〉
dt
= qαE′ · 〈uα〉 − καnναn
(
〈α〉 − 3kBT2
)
, (4)
respectively. Here, E′ and B are the electric and magnetic
fields as measured in the neutral-rest frame, respectively;
c is the speed of light; qα is the particle charge; µαn =
mαmn/(mα + mn), ναn, and καn are the reduced mass, mean
collision frequency, and mean energy transfer efficiency for
the collision with the neutrals, respectively; kB is the Boltz-
mann constant; and T is the temperature of the neutral gas. In
the right-hand sides of Equations (3) and (4), the first terms
represent the mean Lorentz force and mean work done by
the electric field, respectively, whereas the second terms rep-
resent the mean momentum and energy losses due to the col-
lisions with the neutrals. The prime in E′ emphasizes that
it is the electric field in the neutral-rest frame; in the frame
where the neutral gas has a mean velocity u, the electric field
is given by E = E′ − u × B/c.
2.2. Offset Maxwell Distribution Function
As stated earlier, we approximate fα(uα) by the offset
Maxwell distribution (Hershey 1939; Paper I)
fα(uα) =
(
mα
2pikBTα
)3/2
exp
(
−mα(uα − 〈uα〉)
2
2kBTα
)
. (5)
Here, the temperature Tα measures the kinetic energy of ran-
dom motion, related to 〈uα〉 and 〈α〉 as
3
2
kBTα ≡ 〈α〉 − 12mα〈uα〉
2, (6)
It can be easily checked that 〈uα〉 and 〈α〉 in Equation (5)
satisfy their definitions, Equations (1) and (2).
For electrons, the velocity distribution in a weakly ionized
gas tends to be nearly isotropic, i.e., |〈ue〉| 
√
kBTe/me,
because of me  mn (see Golant et al. 1980, Section 5.2).
Therefore, we may approximate fe to first order in 〈ue〉 to
obtain a simpler expression
fe(ue) =
(
me
2pikBTe
)3/2 (
1 +
meue · 〈ue〉
kBTe
)
exp
(
− 
2
e
kBTe
)
(7)
with
3
2
kBTe = 〈e〉. (8)
We will use these expressions for electrons instead of using
Equations (5) and (6). We will also use that, to zeroth order
in 〈ue〉, the electron speed ve = |ue| has a mean value
〈ve〉 ≈
√
8kBTe
pime
= 4
√
〈e〉
3pime
. (9)
2.3. Collision Frequencies and Energy Transfer Efficiencies
In principle, the collision frequencies ναn and energy trans-
fer efficiencies καn are the sums of the contributions from
elastic and inelastic collisions. Elastic collisions conserve the
kinetic energy of the relative motion between the colliding
charged and neutral particles1, whereas inelastic collisions
do not because of excitation and ionization energy losses.
In practice, the contributions of inelastic collisions are neg-
ligible for ions because the cross section for the inelastic col-
lisions is small as long as i . 10 eV (e.g., Golant et al. 1980,
Chapter 2.9). Neglecting the inelastic collisions, νin and κin
are given by (e.g., Golant et al. 1980, Chapter 2)
νin = Kinnn, (10)
κin =
2mimn
(mi + mn)2
, (11)
respectively. Here, Kin is the momentum transfer rate coef-
ficient for (elastic) ion–neutral collisions, which is indepen-
dent of ion–neutral collision velocity because of the polar-
ization force acting between them (see, e.g., Wannier 1953).
We take Kin = 1.6× 10−9 cm3 s−1 following Nakano & Ume-
bayashi (1986).
For electrons, the contribution of inelastic collisions is neg-
ligible to νen (but not to κen as we discuss later). Approximat-
ing fe by a Maxwellian with 〈ue〉 ≈ 0, νen can formally be
written as (Golant et al. 1980, Section 6.3)
νen = nn
〈σenv3e〉
〈v2e〉
, (12)
1 Note, however, that the kinetic energy of the charged particles as mea-
sured in the neutral-rest frame does decrease through elastic collisions. This
is the reason why elastic collisions contribute to καn.
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where σen is the momentum transfer cross section for
electron–neutral collisions. Since σen is almost constant
(≈ 10−15 cm−3) as long as e  10 eV (see, e.g., Figure 5 of
Yoon et al. 2008), we may approximate νen as
νen =
4nnσen
3
〈ve〉 = 16nnσen3
√
〈e〉
3pime
, (13)
where we have used that 〈v3e〉/〈v2e〉 = 4〈ve〉/3 under the
Maxwellian approximation.
In Paper I, we neglected inelastic contributions to κen
and used the expression for purely elastic collisions, κen =
2memn/(me + mn)2 ≈ 2me/mn. In reality, the inelastic con-
tributions are not always negligible since the elastic contri-
bution ≈ 2me/mn is also small. To account for the inelastic
energy losses, we express κen as
κen =
1
P`
2me
mn
, (14)
where P` is a dimensionless factor depending on the mean
electron kinetic energy 〈e〉. The factor P` stands for the frac-
tional contribution of elastic collisions to the total collisional
energy loss of elections, with P` = 1 if the electron–neutral
collisions are purely elastic and P` < 1 otherwise. Based on
the results of theoretical calculations for electron–H2 colli-
sions (see Appendix A), we evaluate P` as
P` =
(
1 +
〈e〉
0.0075 eV
)−1/2
. (15)
This expression reproduces theoretical estimates for P` to
within a factor of 2 as long as kBT . 5 eV; for higher electron
energies, (15) could underestimate energy losses due to elec-
tronic excitation and ionization (see Appendix A for details).
According to Equation (15), the collisions can be regarded as
elastic (P` ≈ 1) only when 〈e〉  0.01 eV.
2.4. Steady State Solution and the Effective and Critical
Field Strengths
Since plasma particles in protoplanetary disks frequently
collide with neutrals, we may assume that the velocity dis-
tribution functions for the plasmas are in steady state on the
dynamical timescale of the disks. Below we derive the steady
solutions of the moment equations.
Equation (3) is the basic equation for the standard gen-
eralized Ohm’s law, and its steady-state solution is already
known to be (e.g., Nakano & Umebayashi 1986)
〈uα〉 = qα
µαnναn
(
E′‖ −
βα
1 + β2α
Bˆ × E′⊥ +
E′⊥
1 + β2α
)
, (16)
where E′‖ and E
′⊥ are the components of E′ parallel and per-
pendicular to B, respectively, Bˆ is the unit vector of B, and
βα is the Hall parameter defined by
βα =
qαB
µαnναnc
(17)
with B ≡ |B|. The magnitude of the Hall parameter mea-
sures the relative importance of the magnetic Lorentz force
to the neutral drag force (see, e.g., Wardle & Ng 1999). If
|βα|  1, the the magnetic Lorentz force is negligible, the
regime considered in Paper I. In general, one has |βe|/βi ≈
440(Te/300 K)−1/2, independent of B and nn (Wardle 2007).
Substituting Equation (16) into Equation (4) and taking
d〈α〉/dt = 0, obtain an equation that determines 〈α〉 for
steady state,
q2α
µαnναn
E′2eff,α − καnναn
(
〈α〉 − 3kBT2
)
= 0, (18)
where we have introduced the effective electric field strength
for charged species α (Golant et al. 1980, Chapter 5),
E′eff,α ≡
√
E′2‖ +
E′2⊥
1 + β2α
, (19)
with E′‖ ≡ |E′‖| and E′⊥ ≡ |E′⊥|. Equation (18) is key to un-
derstanding how magnetic fields affect the electric heating of
plasmas. It is E′eff,α, not the magnitude of the total electric
field E′ = (E′2‖ + E
′2⊥ )1/2, that determines the rate of plasma
heating (the first term in Equation (18)) in the presence of a
magnetic field. Because E′eff,α 6 E
′, magnetic fields gener-
ally suppress the plasma heating. In particular, when E′ ⊥ B
(i.e., E′‖ = 0 and E
′⊥ = E′) and |βα|  1, E′eff,α is smaller than
E′ by a factor of 1/|βα|  1.
For ions, νin is independent of 〈i〉, and hence Equation (18)
can be analytically solved as
〈i〉 = 32kBT +
e2
µinκinν
2
in
E′2eff,i. (20)
In the right-hand side of Equation (20), the first term indi-
cates that the ion temperature is equal to the neutral temper-
ature in the absence of electric fields. The second term rep-
resents ion heating by the electric field, and is larger than the
first term when Eeff,i is above the threshold
Ecrit,i ≡ νine
√
3µinκinkBT
2
≈ mnnnKin
e
√
3kBT
mi
. (21)
In the final expression, where we have used that mi  mn.
For electrons, Equation (18) with Equations (13)–(15) is
a transcendental equation for 〈e〉, which we must solve nu-
merically. It is useful to note, however, that Equation (18)
can formally be rewritten as
〈e〉 = 32kBT
12 + 12
√
1 +
9piP`
16
( E′eff,e
Ecrit,e
)2 , (22)
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where
Ecrit,e ≡
√
6me
mn
nnσenkBT
e
(23)
is the critical field strength for electron heating introduced in
Paper I.2 Equation (22) suggests that electron heating occurs
at E′eff,e & Ecrit,e/
√
P`. Since P` ∼ 1 for Te ∼ T ∼ 100 K, we
may assume that electron heating occurs when E′eff,e exceeds
Ecrit,e. Note that the right-hand side of Equation (22) depends
on 〈e〉 through P` and βe ∝ 1/νen.
2.5. An Example
Figure 1 illustrates how the kinetics of plasma particles de-
pends on the relative orientation between E′ and B. Here, we
plot the mean energies and Hall parameters of electrons and
ions as a function of E′ for two extreme cases of E′ ‖ B
and E′ ⊥ B. The parameters are chosen to be T = 300 K,
nn = 1014 cm−3, and B = 1 G. The values of T and nn
are close to those of the optically thin minimum-mass solar
nebula model of Hayashi (1981) as measured at Earth’s or-
bit. The value of B has been chosen so that the plasma beta
βplasma ≡ 8pimnnnc2s/B2, the ratio of the gas pressure to the
magnetic pressure, is set to be ≈ 100. For these parameters,
one has βi ≈ 0.03  1 (see the bottom panel of Figure 1), and
hence 〈i〉 is independent of the orientation of E′. In contrast,
the electron mean energy does depend on the orientation of
E because |βe| ≈ 1–10 as long as E′ . 10 V m−1. In the
particular case of E′ ⊥ B, the approximation E′eff,e ≈ E′/|βe|
holds (see the discussion below Equation (19)), and there-
fore heating the electron requires E′ > Ecrit,e (≈ 10Ecrit,e in
the example shown here).
Since |βe| ∝ ν−1en ∝ 〈e〉−1/2, |βe| decreases with increasing
〈e〉 as shown in the bottom panel of Figure 1. This implies
that the effects of magnetic fields on the electron conductivity
becomes weaker as the electric fields heat electrons. We will
come back to this point in Section 3.
3. CURRENTS IN A STRONG ELECTRIC FIELD:
ANALYTIC ESTIMATES
Assuming that the relaxation timescales of plasma motions
and charge reactions are short compared to the dynamical
timescale of the neutral gas, the electric current flowing in
the gas is approximately determined by the electric field in
the neutral-comoving frame, the relation known as Ohm’s
law. Ohm’s law specifies how strong electric field is needed
to sustain an electric current of a given strength. In Paper
2 Equation (22) is identical to Equation (17) of Mori & Okuzumi (2016)
except that the factor 2/3 in the previous expression has now been replaced
by 9piP`/64. The new expression is more accurate because it takes into
account inelastic energy losses, and because it uses the exact expression for
νen (Equation (13)) whereas the previous expression used an approximate
expression νen = nnσen〈v2e〉1/2.
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Figure 1. Effective electric field strengths, mean energies, and Hall
parameters as a function of the electric field strength E′ for T =
300 K, nn = 1014 cm−3, and B = 1 G. Top panel: E′eff,e for E
′ ‖ B
(solid black line) and for E′ ⊥ B (solid blue line), compared with
the critical field strength for electron heating, E′eff,e (dashed blue
line). Note that E′eff,e = E
′ for E′ ‖ B, and that E′eff,i ≈ E′ when
βi  1 as considered here (see the bottom panel). Middle panel:
〈e〉 for E′ ‖ B (dark blue line) and for E′ ⊥ B (light blue line),
and 〈i〉 (red dashed line). The light and dark blue arrows indicate
E′eff,e = Ecrit,e, and the red arrow E
′ = Ecrit,i. Bottom panel: |βe| for
E′ ‖ B (dark blue line) and for E′ ⊥ B (light blue line), and βi (red
dashed line).
I, we showed that in dusty environments like protoplanetary
disks, there are upper limits on the electric current density
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that can be realized without electrical breakdown. However,
the derivation was limited to the case where the effect of
magnetic field on the kinetic of plasmas is negligible, i.e.,
|βα|  1. The aim of this section is to show that the same
upper limits apply to the magnitude of the electric current
density even in the presence of magnetic fields.
3.1. Generalized Ohm’s Law
For given 〈uα〉 and nα, the electric current density can be
written as
J =
∑
α
Jα, Jα = qαnα〈uα〉. (24)
When a magnetic field is present, 〈uα〉 and hence Jα are no
longer parallel to E′ because of the magnetic Lorentz force
(e.g., Nakano & Umebayashi 1986; Wardle & Ng 1999). It
follows from Equation (16) that Jα has a general form, often
called the generalized Ohm’s law,
Jα = σO,αE′‖ + σH,αBˆ × E′⊥ + σP,αE′⊥, (25)
where the coefficients
σO,α =
q2αnα
µαnναn
, σH,α = −βασO,α1 + β2α
, σP,α =
σO,α
1 + β2α
(26)
represent the contributions of charge species α to the Ohmic,
Hall, and Pedersen conductivities, respectively. The gener-
alized Ohm’s law reduces to the standard Ohm’s law Jα =
σO,αE′ in the limit of |βα| → 0.
The expression of the generalized Ohm’s law in the vector
form is much more complex than that of the standard Ohm’s
law. However, one can show from Equation (25) that the
magnitude of the current, Jα ≡ |Jα|, has a much simpler ex-
pression
Jα = σO,αE′eff,α, (27)
where E′eff,α is the effective electric field strength already in-
troduced in Equation (19). Equation (27) is formally iden-
tical to the scalar version of the standard Ohm’s law, Jα =
σO,αE′, except that E′ has now been replaced by E′eff,α. As
discussed in Section 2, ναn for ions is constant, and that for
electrons depends on B and E′ only through E′eff,e. Therefore,
if nα depends only on E′eff,α, so does Jα, and the dependence
is identical to that of Jα on E′ for vanishing magnetic field.
3.2. Upper limits on the Currents in a Dusty Gas
Protoplanetary disks are weakly ionized plasmas with an
typical ionization fraction much below 10−10 in their inner
part. They are also dusty plasmas where small dust grains af-
fect the plasma densities and can even contribute to the over-
all charge neutrality of the dust–gas mixture (e.g., Sano et al.
2000; Ilgner & Nelson 2006; Wardle 2007; Bai & Goodman
2009; Okuzumi 2009). As highlighted in Paper I, plasma
heating accelerates the adsorption of the plasma particles
onto small dust grains, thus suppressing the electric currents
in the mixture. We here show that the same happens even in
the presence of magnetic fields.
When small dust grains are so abundant that electron cap-
ture by the grains outpaces electron–ion recombination in the
gas, ne is approximately given by (Equation (58) of Paper I)
ne ≈ ζnn
pia2nd〈ve〉Ce , (28)
where ζ is the ionization rate of the neutral gas, a and nd
are the size and number density of the grains, and Ce is a
dimensionless factor typically in the range 0.01–1. In Equa-
tion (28), the factor pia2nd〈ve〉 corresponds to the rate of elec-
tron capture for neutral grains, while Ce expresses how much
the electron–grains collisions are suppressed when the grains
are negatively charged (see Equation (B3) for its expression
under the Maxwellian approximation). Since 〈ve〉 ∝ 〈e〉1/2
(see Equation (9)), ne decreases with increasing E′eff,e at
E′eff,e > Ecrit,e.
When Equation (28) holds, the magnitude of the electron
current has a useful limiting expression in the strong field
limit E′  Ecrit,e. Substitution of Equation (28) together
with Equations (9) and (13) into Je = σO,eE′eff,e gives
Je ≈ ζe
2
pia2ndCe
9piE′eff,e
64σen〈e〉 . (29)
For E′eff,e  Ecrit,e, Equation (22) has a limiting expression
〈e〉 ≈ 316
√
3piP`mn
2me
eE′eff,e
nnσen
, (30)
and hence we obtain Je ≈ Je,max, where
Je,max ≡ 1Ce
√
3pime
8P`mn
ζenn
pia2nd
. (31)
Equation (31) is almost identical to Equation (60) of Paper
I, but the new expression accounts for the inelastic energy
losses in electron–neutral collisions.
The most important property of Je,max is that it does not de-
pend on the electric field strength except through Ce and P`.
Ignoring the dependence of Ce and P` on Eeff,e, the electron
conductivity σO,e is inversely proportional to E′eff,e, because
both ne and ν−1en scale as 〈ve〉−1 ∝ (E′eff,e)−1/2. This cancels
the linear dependence of Je = σO,eE′eff,e on E
′
eff,e. In fact,
Je,max increases or decreases slowly with E′eff,e depending on
the behavior of P` and Ce as we demonstrate in Section 3.
Similarly, the limiting value of the ion current Ji at E′eff,i 
Ecrit,i is given by (Johansen & Okuzumi 2018)
Ji,max =
1
Ci
ζenn
pia2nd
, (32)
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where Ci expresses the enhancement of the ion–grain colli-
sion frequency due to their Coulomb attraction (see Equa-
tions (B5) and (B6) for its expression under the Maxwellian
approximation). As we demonstrate in Section 4, Ji dom-
inates the total current only when negatively charged small
grains are so abundant that the electrons in the gas gets de-
pleted compared to the ions in the gas. In that case, it is
usually safe to assume Ci ≈ 1 (Paper I; Johansen & Okuzumi
2018).
If we rewrite nn/nd in terms of the dust-gas mass ratio fdg ≡
mdnd/(mnnn), where md = 4piρinta3/3 and ρint are the mass
and internal density of the grains, respectively, we obtain
Je,max ≈1.4 × 10−8
(
0.02
Ce
)(
1
P`
)1/2(10−6
fdg
)(
ρint
3 g cm−3
)(
a
0.1 µm
)
×
(
ζ
10−18 s−1
)
A m−2, (33)
Ji,max ≈1.6 × 10−8
(
1
Ci
)(
10−6
fdg
)(
ρint
3 g cm−3
)(
a
0.1 µm
)
×
(
ζ
10−18 s−1
)
A m−2. (34)
4. CURRENTS IN A STRONG ELECTRIC FIELD:
CALCULATIONS WITH AN IONIZATION MODEL
We here demonstrate that the magnitude of the current den-
sity in a dusty gas indeed plateaus out at high electric field
strengths. To do that, we compute nα as a function of the
electric field strength consistently with the velocity distri-
bution of plasma particles. We also study how the electric
conductivities and magnetic resistivities (to be introduced in
Section 4.3) depend on the electric field strength.
4.1. Ionization Model
We employ a simplified charge reaction model developed
in Paper I. In this model, we only consider one species of pos-
itive ions and one species of charged dust grains. The grains
are assume to have a narrow charge distribution peaked at the
mean charge Ze, and the dispersion of the grain charge is ne-
glected. The charge reactions we consider are the ionization
by external ionizing sources, recombination of the electrons
and ions in the gas, and adsorption of the plasma particles to
the grains.
Under these assumptions, the rate equations for the ion and
electron number densities ni and ne are given by
dni
dt
= ζnn − Krecnine − Kdindni, (35)
dne
dt
= ζnn − Krecnine − Kdendne, (36)
respectively, where ζ is the rate of external ionization, and
Kdα (α = i, e) and Krec are the rate coefficients for gas-phase
recombination and plasma adsorption onto the grains, re-
spectively. The dimensionless numbers Ce and Ci appear-
ing in Equations (31) and (34) are related to Kde and Kdi
as Ce = Kde/(pia2〈ve〉) and Ci = Kdi/(pia2〈vi〉), respectively,
where 〈vi〉 is the mean speed of the ions (see Appendix B).
The reaction rate coefficients depend on the velocity distri-
bution of ions and electrons, and we use the expressions un-
der the offset Maxwell approximation given in Appendix B.
The adsorption rate coefficients depend on the grain charge
Z, which is related to ni and ne via the charge neutrality of
the gas–dust mixture,
ni − ne + Znd = 0. (37)
We assume steady state dni/dt = dne/dt = 0 and solve
Equations (35)–(37) for ni, ne, and Z under the steady state
conditions as a function of E′ and the relative orientation be-
tween E′ and B (below assumed to be either parallel or per-
pendicular to each other). The solution of the equations is
searched for using the semianalytic approach detailed in Sec-
tion 3.2.4 of Paper I. The solution generally satisfies Z < 0.
The adopted model neglects the ionization of the neutral
gas by electrically heated electrons. In Paper I, we showed
that this impact ionization dominates over external ionization
when 〈e〉 & 3 eV, for which the number of electrons with a
kinetic energy above the H2 ionization potential of 15.4 eV
is substantial. When the electric field is strong enough to
fulfill this condition, the impact ionization causes electrical
breakdown, leading to an abrupt increase in the electric cur-
rent similar to lightning. However, we found in Paper I that
this lightning-like current is unstable to perturbations when
the charged grains are the dominant negative charge carriers.
Because the stability issue of the lightning-like discharge is
not the focus of this paper, we simply neglect impact ioniza-
tion and instead restrict the electric-field strength to below
the threshold corresponding to 〈e〉 = 3 eV. Note that it is
safe to use our approximate expression for P` (Equation (15))
below this threshold.
4.2. Parameter Choice
As in Section 2.5, we consider the inner part of protoplan-
etary disks and adopt T = 300 K and nn = 1014 cm−3. The
ionization rate ζ is taken to be ζ = 10−18 s−1 assuming that the
gas is mainly ionized by short-lived radionuclides (for which
ζ ∼ 10−20–10−18 s−1; see Umebayashi & Nakano 1981, 2009;
Stepinski 1992; Cleeves et al. 2013). This is a reasonable as-
sumption for the dense part of disks where external ionizing
sourses such as cosmic rays and X-rays are greatly attenu-
ated. Dust grains are assumed to have a radius of a = 0.1 µm.
We consider two cases of fdg = 10−6 and 10−4 (hence-
forth cases 1 and 2, respectively). As discussed by Okuzumi
(2009) and in Paper I, the ionization state of a gas–dust mix-
ture depends on whether ne > |Z|nd or ne < |Z|nd, i.e.,
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whether the dominant negative charge carriers are the elec-
trons in the gas or the negatively charged grains. We have
selected the two values of fdg so that the two extreme con-
ditions ne  |Z|nd and ne  |Z|nd are realized in cases 1
and 2, respectively, in the limit of E′ → 0. If ne  |Z|nd,
Equation (37) gives ni ≈ ne, and one generally has Je  Ji
because electrons are much more mobile than ions. In the
opposite case of |Z|nd  ne, the number of electrons in the
gas is typically two orders of magnitude smaller than that of
ions in the gas, and for this reason Ji can be comparable to or
even dominate over Je. The Coulomb reduction factor Ce is
determined by which regime applies, with Ce ≈ 0.02–0.1 for
ne  |Z|nd and Ce ≈ 1 for ne  |Z|nd (see Figure 9 of Paper
I).
4.3. Magnetic Resistivities
To quantify the non-ideal MHD effects, it is useful to in-
troduce the magnetic resistivities for Ohmic diffusion, Hall
drift, and ambipolar diffusion defined by (see, e.g., Wardle
2007)
ηO =
c2
4piσO
, (38)
ηH =
c2σH
4pi(σ2H + σ
2
P)
, (39)
ηA =
c2σP
4pi(σ2H + σ
2
P)
− ηO, (40)
respectively, where σO =
∑
α σO,α, σH =
∑
α σH,α, and
σP =
∑
α σP,α are the Ohmic, Hall, and Pedersen conductiv-
ities accounting for the contributions of all charged species.
In general, the dominant non-ideal effect has the largest re-
sistivity.
If ni ≈ ne as in case 1, the resistivities satisfy simple rela-
tions (Wardle 2007)
ηO ≈ c
2
4piσO,e
, ηH ≈ |βe|ηO, ηA ≈ βiηH ≈ βi|βe|ηO, (41)
and therefore all the resistivities simply scale as σ−1O,e. Fur-
thermore, if βi < 1 < |βe|, then ηH is larger than ηO and ηA,
indicating that Hall drift dominates over Ohmic and ambipo-
lar diffusion. If ni  ne as in case 2, the dependences of
ηH and ηA are generally complex (see, e.g., Xu & Bai 2016).
In contrast, ηO is always inversely proportional to σO, and
hence to the number densities of charged particles, no matter
whether ni = ne or not.
4.4. Results: Case 1
We begin by studying how plasma heating changes the
charge reaction balance in this case. The top row of Figure 2
shows the number densities of ions and electrons in the gas,
ni and ne, as well as the number density of electrons adsorbed
on grain surfaces, −Znd, as a function of E′ for two extreme
orientations of E′ relative to B. As mentioned in Section 4.2,
case 1 is designed so that the condition ni ≈ ne  |Z|nd
holds in the limit of small E′. As E′ increases and the elec-
tric heating of electrons sets in (E′eff,e = Ecrit,e), |Z| starts to
increase because the heated electrons collide with and adsorb
onto dust grains more frequently (Paper I). This also causes
the decrease of ne with increasing E′. In this particular exam-
ple, the charged grains become the dominant negative charge
carriers |Z|nd > ne at E′ & 1 V m−1.
The second row of Figure 2 shows the magnitude of the
total current density, J, as well as of the ion and electron
current densities, Ji and Je. As stated in Section 4.2, the
electron current dominates in the case of ne ≈ ni. The results
shown here demonstrate that the total current for such a case
approaches Jmax,e given by Equation (31), irrespective of the
orientation of E′. It is important to note that the value of E′
required to heat electrons does depend on its orientation, with
the E′ ⊥ B case requiring 10 times higher E′ than the E′ ‖ B
case (see the blue arrows in the top panels of Figure 2 for the
onset of electron heating). This illustrates that J should be
viewed as a function of E′eff,e rather than of E
′ as long as the
electric heating of ions is negligible.
The bottom two rows of Figure 2 plot the conductivities
and resistivities as a function of E′. Because ni ≈ ne, the
resistivities satisfy the relations given by Equation (41). In
this particular case, one has βi < 1 < |βe| (see Figure 1),
and therefore ηH is the largest. Because σO,e decreases with
increasing E′ 3, all resistivities increase with E′. More-
over, since |βe| is a decreasing function of E′ (Figure 1),
ηH ≈ |βe|ηO increases more slowly than ηO, and hence the dif-
ference between the two resistivities decrease toward higher
E′.
4.5. Results: Case 2
Case 2 serves as an example where the condition ni ≈
|Z|nd  ne holds (top row of Figure 3). At E′eff,e > Ecrit,e, ne
decreases with increasing E′ for the reason described in Sec-
tion . For the same reason, ni also decreases at E′eff,i > Ecrit,i.
Because ni  ni in case 2, Ji gives a relatively large con-
tribution to J as shown in the second row of Figure 3. For
E′ ‖ B, Ji dominates over Je as the latter plateaus out at
Je,max. At E′ > Ecrit,i, ni also decreases with E′, and con-
sequently Ji relaxes into a constant Ji,max given by Equa-
tion (34) as predicted in Section 3.2.
The bottom two rows of Figure 3 show the conductivities
and resistivities versus E′ for case 2. As in case 1, the con-
ductivities decrease monotonically with increasing E′, and
hence ηO (∝ σ−1O ) increases with E′. In contrast, ηA and ηH
3 This follows from σO,e ∝ (CeP1/2` E′eff,e)−1, P` ∝ 〈e〉−1/2 ∝ (E′eff,e)−1/2,
and Ce being an increasing function of E′eff,e.
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Figure 2. Number densities of charges in the gas phase and on dust grains (top row), electric currents (second row), electric conductivities
(third row), and magnetic diffusivities (bottom row) as a function of the electric field strength E′ for case 1 ( fdg = 10−6). The left and right
columns are for electric field parallel and perpendicular to the magnetic field, respectively. The yellow shaded area marks the field range where
〈e〉 > 3 eV, at which electrical breakdown of the gas occurs due to impact ionization by hot electrons (see Paper I). The blue and red arrows in
the top row indicate E′eff,e = Ecrit,e and E
′
eff,i = Ecrit,i, respectively. The thick dashed lines in the second row show the maximum electron current
Jmax,e given by Equation (31), with Ce given by Equation (B3). Because J ≈ Je in these particular examples, the lines for J and Je in the second
row overlap.
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Figure 3. Same as Figure 2, but for case 2 ( fdg = 10−4). The thick dashed lines in the second row indicate the maximum ion current Ji,max given
by Equation (34), with Ci given by Equation (B5).
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decrease until E′ reaches Ecrit,i, contrary to case 1. As a con-
sequence, ηO dominates over ηA at E′ & 10Ecrit,e.
The reason why ηA and ηH decrease with E′ is the fol-
lowing. In case 2, electrons are so depleted from the gas
phase that σP ≈ σP,i. In contrast, σH is still dominated by
σH,e, and is smaller than σP as shown in the third row of
Figure 3. From these relations, we obtain ηH ∝ σH,e/σ2P,i
and ηA ∝ 1/σP,i − 1/σO. At E′ < Ecrit,i, σP,i (∝ ni) is con-
stant, and therefore ηH ∝ σH,e is a decreasing function of
E′. In addition, at E′ & 10Ecrit,e, the electrons in the gas
are further depleted so that σO approaches σO,i. However,
because βi  1 in this example (see Equation (26)), σO,i is
approximately equal to ≈ σP,i. Therefore, ηA ∝ 1/σP,i−1/σO
vanishes as σO approaches σO,i.
As is obvious from the above analytic argument, how ηH
and ηA behave as a function of E′ depends on the values of
βi and βe as well as on ne/ni. Exploring these dependences
over a wide parameter space will be interesting future work,
but is not the subject of this paper. It is perhaps more im-
portant to emphasize that the Ohmic resistivity ηO never de-
creases with E′, and that it tends to dominate over the other
two resistivities at sufficiently large E′. The second point is a
natural consequence of the general property that Ohmic dif-
fusion dominates when |βe| falls below 1 (Xu & Bai 2016).
Electron heating causes a decrease in |βe|, and hence tends to
make Ohmic diffusion the dominant nonideal MHD effect.
5. IMPLICATIONS FOR MHD IN PROTOPLANETARY
DISKS
The most important finding of this study is that plasma
heating places upper limits on the electric currents even when
magnetic fields strongly affect the plasma motions, corre-
sponding to the case where Hall drift or ambipolar diffusion
dominates over Ohmic diffusion. Any MHD motion that can
produce a current larger the limits would either cause electri-
cal breakdown of the gas (Inutsuka & Sano 2005; Muranushi
et al. 2012) or would get suppressed before the breakdown
sets in (Mori et al. 2017). The upper limits decrease with
increasing the abundance of small dust grains. Moreover,
it is shown by (Paper I) that if the grains are the dominant
negative charge carriers, the breakdown current is unstable
to perturbations. Therefore, we can speculate that any MHD
motion that produces a current exceeding the limits would be
stably sustained only if small grains are heavily depleted.
The next question is then whether the MHD motions of
real protoplanetary disks would indeed produce such a high
electric current. In Paper I and Mori & Okuzumi (2016),
we pointed out that the small-scale currents produced by
fully developed MRI turbulence can indeed exceed the lim-
its. However, as mentioned in Section 1, recent studies show
that MRI-driven turbulence is unlikely to operate in most part
of the disks if all three non-ideal MHD effects are taken into
account. Based on the current understanding of the MHD
in protoplanetary disks, we here consider more coherent gas
motions on a larger scale. A candidate that drives such a
motion is the HSI, which has recently been found to gen-
erate a large-scale magnetic field (Kunz & Lesur 2013; Bai
2014, 2017; Lesur et al. 2014). The MHD simulations by Bai
(2015, 2017) show that a large-scale field produced by the
HSI is in some cases accompanied by a strong current layer
near the midplane (see Section 5.1 of Bai 2015; Section 5.2
of Bai 2017). Because the strong magnetic fields generated
by the HSI can provide a high level of accretion stress, it is
important to assess whether the upper limits on the electric
current could affect the saturation level of the HSI. We note
that a strong current can also occur on the disk surface where
the ionization rate is higher than in the midplane (e.g., Bai &
Stone 2013b; Gressel et al. 2015), but such a current is less
likely to be relevant because the upper limits increase with
ionization rate (see Equation (31) and (34)).
To estimate the magnitude of the current associated with
such a large-scale gas motion, we make use of Ampere’s law
J =
c
4pi
∇ × B. (42)
We assume that the magnetic field produce by the HSI has
typical magnitude B¯ and length scale L over which the mag-
netic field lines are bent. Using Equation (42), one can esti-
mate that the electric current that produces the magnetic field
has a typical current density of J¯ ∼ cB¯/(4piL). We rewrite
this as
J¯ ∼
√
ρ
2piβpl
cΩH
L
∼ 10−8
(
H
L
)(
ρ
10−9 g cm−3
)1/2(100
βpl
)1/2(
Ω
2pi yr−1
)
A m−2, (43)
where βpl = 8piρc2s/B¯
2 is the plasma beta and H = cs/Ω is
the gas scale height, with ρ, cs, and Ω being the mass den-
sity, sound speed, and local orbital frequency of the disk gas,
respectively. In the case of the HSI, the induced magnetic
field near the midplane has βpl ∼ 100 and L ∼ H (see Figure
8 of Bai 2017).
Now we compare J¯ given by Equation (43) with the up-
per limits Je,max and Ji,max given by Equations (31) and (34).
As an example, we consider the minimum-mass solar neb-
ula model (Weidenschilling 1977; Hayashi 1981), in which
ρ ∼ 10−9(r/1 au)−11/4 g cm−3 at the midplane and Ω =
2pi(r/1 au)−3/2 yr−1, with r being the distance from the cen-
tral star (assumed to be of one solar mass). As in Section 4,
we take ζ ∼ 10−18 s−1 and a0 ∼ 0.1 µm, and parametrize
the amount of small dust grains that contributes charge reac-
tions with the dust-to-gas mass ration fdg. For βpl ∼ 100 and
L ∼ H, one finds that J¯ exceeds the limits at r . 1 au and 3
au if fdg ∼ 10−6 and 10−4, respectively.
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To summarize, we have found that the upper limits on the
electric current imposed by plasma heating can indeed af-
fect large-scale MHD motions in the inner ∼ 1 au of pro-
toplanetary disks. This could potentially have a substan-
tial influence on the accretion of the inner disk regions. If
such a motion can recurrently trigger electrical breakdown
near the midplane, this could also potentially lead to the for-
mation of chondrules through flash heating in the lightning
current (e.g., Whipple 1966; Desch & Cuzzi 2000). How-
ever, it is also possible that the enhanced Ohmic resistivity
at E′ > Ecrit,e diffuses the midplane current layer before the
electric field strength reaches the breakdown threshold. If
this is the case, the upper limits on the electric current would
rather act to push the midplane current layer toward one side
of the disk surface, as often observed in MHD simulations
that assume a high magnetic diffusivity near the midplane
(e.g., Bai & Stone 2013b; Lesur et al. 2014; Be´thune et al.
2017; Mori et al. 2019). Self-consistent simulations includ-
ing both nonideal MHD and plasma heating by electric fields
are needed to investigate whether recurrent discharge or the
escape of the current layer from the disk midplane is a more
realistic outcome.
Even if the electric field induced by gas motions is not
strong enough to directly cause electrical breakdown, the
limits on the currents can help breakdown via charge sepa-
ration by positron emission from dust particles (Johansen &
Okuzumi 2018) and other potential mechanisms. This pos-
sibility should also be examined in future MHD simulations
including all non-ideal MHD effects and plasma heating. Fi-
nally, we note that the HSI is absent when the disk’s vertical
magnetic field is anti-aligned with the rotation axis. In such a
disk, Hall drift acts to weaken the magnetic field, and there-
fore the effects of plasma heating on disk accretion would be
less important.
6. SUMMARY
Following Paper I, we have studied how plasma heating
by strong electric fields affects the electric current in dusty
protoplanetary disks. The new formulation presented in this
paper fully takes into account the effects of magnetic fields on
the motion of plasma particles, thus allowing us to treat Hall
drift and ambipolar diffusion in addition to Ohmic diffusion.
We have also included the energy losses of electrons through
inelastic collisions with neutrals, which were also neglected
in our previous work. Our key findings are summarized as
follows.
1. In the presence of both electric and magnetic fields, the
temperature of a charged species (ions or electrons)
is determined by its effective electric field strength
(Equation (19); see also Golant et al. 1980). Substan-
tial heating of a charged species occurs when its ef-
fective field strength exceeds the critical field strength,
which is also species-dependent (Equations (21) and
(23)).
2. The upper limits on the ion and electron currents dis-
covered in Paper I for the spacial case of zero magnetic
field hold even with a magnetic field (Equations (31)
and (34)). Any electric current exceeding the limits is
only realized with electrical breakdown of the gas.
3. A large-scale electric current produced by an MHD
motion in the inner part of protoplanetary disks can
exceed the upper limits (Section 5). A potential mech-
anism that can drive such a motion near the midplane
is the HSI, which operates when the vertical mag-
netic flux is aligned with the direction of the disk ro-
tation axis. Based on our previous MHD simulations
(Muranushi et al. 2012; Mori et al. 2017), we predict
that a strong current layer near the midplane could ei-
ther trigger recurrent electrical breakdown or get sup-
pressed by the increasing ohmic diffusion with increas-
ing electric field strength. The former outcome could
lead to chondrule formation (e.g., Whipple 1966; De-
sch & Cuzzi 2000; Johansen & Okuzumi 2018) and
the latter outcome could result in migration of a strong
current layer to one side of the disk surface (e.g., Bai
& Stone 2013b; Lesur et al. 2014; Be´thune et al. 2017;
Mori et al. 2019). Self-consistent MHD simulations
including all non-ideal effects and plasma heating are
needed to investigate which outcome occurs in realistic
conditions.
4. Inelastic collisions between electrons and neutrals sup-
press the electron energy, but only by a factor of . 4 as
long as the electrons are not hot enough to cause gas
ionization (Appendix A). The inelastic energy losses
have little effect on the onset of electron heating.
We are grateful to Xuening Bai for providing us with the
data of his MHD simulations (Bai 2015, 2017), which mo-
tivated us to derive an analytic estimate of the current den-
sity presented in Section 5. We also thank the anonymous
reviewer for comments that helped improve the manuscript.
This work was supported by JSPS KAKENHI Grant Num-
bers JP16H04081, JP16K17661, JP17K18812, JP18H05438,
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Engelhardt & Phelps (1963)
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Figure 4. Fractional power input to elastic collision, P`, as a function of the electron temperature Te. The dashed curve shows the theoretical
estimate by Engelhardt & Phelps (1963) based on experiments (see their Figure 15), while the solid curve shows our analytic fit (Equation (15)).
APPENDIX
A. A SIMPLE MODEL FOR P`
We here derive a simple analytic expression for P`, the fractional contribution of elastic collisions to the electron energy losses
through collisions with neutrals, based on the theoretical calculation by Engelhardt & Phelps (1963). They derived the fractional
power inputs to the elastic and inelastic energy losses in H2 gas based on electron swarm experiments. The inelastic losses include
the rotational, vibrational, and electronic excitation losses and the ionization loss. The dashed curve in Figure 4 shows P` versus
the electron temperature Te taken from Figure 15 of Engelhardt & Phelps (1963).4 Overall, P` decreases from ≈ 1 to ∼ 0.02 as
Te goes from 10−2 eV to 10 eV. The dips in P` at Te ∼ 0.05 eV, 0.1 eV, and 5 eV correspond to the energy losses due to the
rotational, vibrational, and electronic excitation of H2, respectively. The contribution of the ionization loss is less significant than
that of electronic excitation loss as long as Te . 10 eV (see Figure 15 of Engelhardt & Phelps 1963). We find that the overall
trend can be approximated by a simple function
P` =
(
1 +
kBTe
0.005 eV
)−1/2
, (A1)
which is shown by the solid curve in Figure 4. Equation (A1) reproduces the result of Engelhardt & Phelps (1963) to within
a factor of 2. We note that our analytic fit could overestimate P` at Te > 4 eV, where we expect larger energy losses due to
electronic excitation and ionization. In fact, Figure 15 of Engelhardt & Phelps 1963 indicates that these energy losses quickly
increase at Te > 2 eV. Substitution of kBTe = (2/3)〈e〉 into Equation (A1) gives Equation (15) in the main text.
To illustrate how much the inelastic energy losses affect electron heating, we compare in Figure 5 the mean electron energy
〈e〉 (Equation (18)) for P` given by Equation (15) with 〈e〉 for purely elastic collisions, P` = 1, as a function of E′. Here we take
T = 300 K and nn = 1014 cm−3 as in Figure 1. Since P` ∼ 1 at Te ≈ T ∼ 100 K, inelastic losses have little effect on the onset of
electron heating. At E > Ecrit,e, the electron energy scales as 〈e〉 ∝ E′4/5, which directly follows from the high-field expressions
of Equations (15) and (22), P` ∝ T−1/2e ∝ 〈e〉−1/2 and 〈e〉 ∝ P1/2` E′. For example, at E′ = 5 V m−1, we obtain 〈e〉 ≈ 3 eV
with inelastic energy losses, which is about four times lower than 〈e〉 with no inelastic losses. Therefore, as long as the electron
energy is not high enough to cause electrical breakdown (≈ 3 eV), the inelastic energy losses only cause a suppression of the
electron mean energy by a factor of . 4.
B. REACTION RATE COEFFICIENTS
The derivation of the adsorption rate coefficients Kde and Kdi under the Maxwellian approximation can be found in the literature
Shukla & Mamun (e.g., 2002), so we here only snow the results. The adsorption rate coefficient for electrons with the velocity
4 Engelhardt & Phelps (1963) express P` as a function of the “characteristic energy” K = eD/µ, where D and µ are the diffusion coefficient and electrical
mobility of electrons. We here assume Maxwellian plasmas, for which K is equal to kBTe, known as the Einstein relation.
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Pℓ = (Eq. 15)
Pℓ = 1
- - -  -
-


	 
  [ -]
〈ϵ
〉
(∥

)[

]
 -    -  -  -  
Figure 5. Electron mean energy 〈e〉 versus the electric field strength E′ in the case of E′ ‖ B for the same parameters as in Figure 1. The
solid line assumes P` given by Equation (15), while the dashed line shows how 〈e〉 would behave if all inelastic energy losses were absent, i.e.,
P` = 1.
distribution function given by Equation (7) can be written as (Spitzer 1941; Shukla & Mamun 2002)
Kde = pia2〈ve〉 exp
(
− e
2|Z|
akBTe
)
, (B2)
where 〈ve〉 is the mean electron speed given by Equation (9). Equation (B2) assumes that the grains in the plasmas on average
charge negatively, i.e., Z < 0, which is true as long as photoelectric and secondary electron emission from the grains are negligible
(e.g., Shukla & Mamun 2002). Under this approximation, the Coulomb reduction factor Ce has a simple expression,
Ce ≡ Kde
pia2〈ve〉 = exp
(
− e
2|Z|
akBTe
)
. (B3)
Note that Ce < 0.
The ion adsorption rate coefficient under the Maxwellian approximation can be written as (Shukla & Mamun 2002, Equa-
tion (46) of Paper I)
Kdi =pia2
√2kBTipimi exp
(
−mi〈ui〉
2
2kBTi
)
+|〈ui〉|
(
1 +
kBTi + 2e2|Z|/a
mi〈ui〉2
)
erf
(√
mi
2kBTi
|〈ui〉|
), (B4)
where erfc(x) is the complementary error function. The Coulomb attraction factor Ci can formally be defined as
Ci ≡ Kdi
pia2〈vi〉 , (B5)
with the mean ion speed 〈vi〉 given by
〈vi〉=
√
2kBTi
pimi
exp
(
−mi〈ui〉
2
2kBTi
)
+|〈ui〉|
(
1 +
kBTi
mi〈ui〉2
)
erf
(√
mi
2kBTi
|〈ui〉|
)
, (B6)
which follows from the fact that Kdi must have the form Kdi = pia2〈vi〉 in the case of Z = 0. For E′  Ecrit,i, 〈vi〉 and Ci have
simple forms (Shukla & Mamun 2002, Equation (47) of Paper I)
〈vi〉 ≈ |〈ui〉|, Ci ≈ 1 + 2e
2|Z|
ami〈ui〉2 . (B7)
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The gas-phase recombination rate coefficient is taken as
Krec = 2.4 × 10−7
(
Te
300 K
)−0.69
cm3 s−1, (B8)
which assumes that the dominant positive ion is HCO+ (Ganguli et al. 1988).
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