In the present paper we introduce and investigate the notion of 2-local linear map on vector spaces. A sufficient condition is obtained for linearity of a 2-local linear map on finite dimensional vector spaces. Based on this result we prove that every 2-local derivation on a finite dimensional formally real Jordan algebra is a derivation. Also we show that every 2-local 1-automorphism (i.e. implemented by single symmetries) of mentioned Jordan algebras is an automorphism.
Introduction
The present paper is devoted to the study of 2-local maps on vector spaces and Jordan algebras. The Gleason-Kahane-Żelazko theorem, which is a fundamental contribution in the theory of Banach algebras, asserts that every unital linear functional F on a complex unital Banach algebra A,such that F (a) belongs to the spectrum σ(a) of a for every a ∈ A, is multiplicative (cf. [3] , [6] ). In modern terminology this is equivalent to the following condition: every unital linear local homomorphism from a unital complex Banach algebra A into C is multiplicative. We recall that a linear map T from a Banach algebra A into a Banach algebra B is said to be a local homomorphism if for every a in A there exists a homomorphism Φ a : A → B, depending on a, such that T (a) = Φ a (a).
In [7] S. Kowalski and Z. S lodkowski give another characterization of multiplicative linear functionals in Banach algebras. They prove that every 2-local homomorphism T from a (not necessarily commutative nor unital) complex Banach algebra A into C is linear and multiplicative. Consequently, every (not necessarily linear) 2-local homomorphism T from A into a commutative C * -algebra is linear and multiplicative.
A similar notion was introduced and studied to give a characterization of derivations on operator algebras. Namely, the notion of 2-local derivation was introduced by P.Šemrl in his paper [9] in 1997. P.Šemrl prove that a 2-local derivation on the algebra B(H) of all bounded linear operators on the infinite-dimensional separable Hilbert space H is a derivation. After a number of papers were devoted to 2-local maps on different types of rings, algebras, Banach algebras and Banach spaces. The list of papers devoted to such 2-local maps can be found in the bibliography of [1] .
In the present paper we study 2-local derivations on Jordan algebras. Recall that a 2-local derivation is defined as follows: given a Jordan algebra A, a map ∆ : A → A (not linear in general) is called a 2-local derivation if for every x, y ∈ A, there exists a derivation D x,y : A → A such that ∆(x) = D x,y (x) and ∆(y) = D x,y (y). 2-local derivations on Jordan algebras are studied in [1] by the first and the second authors of the present paper. In [1] it is proved that every 2-local inner derivation on the Jordan ring H n (ℜ) of symmetric n × n matrices over a commutative associative ring ℜ is an inner derivation.
In this paper we develop an algebraic approach to the investigation of derivations and 2-local derivations on Jordan algebras.
In section 1 we introduce the notion of 2-local linear map on a vector space and give a sufficient condition for linearity of a 2-local linear map on a finite dimensional vector space. A similar notion for Banach algebras was introduced and studied in [2] .
In section 2 we show that every 2-local derivation on a finite dimensional formally real special Jordan algebra is a derivation. For this purpose first we prove linearity of a 2-local derivation on a finite dimensional formally real Jordan algebra, using theorem 2.7 of section 1, and then we prove that this 2-local derivation is a derivation. In [2] such approach was developed by J. Cabello and A. Peralta.
In section 3 we prove that every 2-local 1-automorphism of a finite dimensional formally real special Jordan algebra is an automorphism. For this purpose we show the linearity of a 2-local 1-automorphism of this Jordan algebra, using theorem 2.7 of section 1, and then we prove that this 2-local 1-automorphism is a global automorphism.
2-Local linear maps on vector spaces
Throughout this section F denotes an arbitrary field. Let V be a vector space over F . Definition 2.1. Let φ : V → V be a map. If for any x, y ∈ V there exists a linear operator L x,y : V → V such that φ(x) = L x,y (x) and φ(y) = L x,y (y), then φ is called a 2-local linear map.
Suppose that the vector space V is the n-dimensional vector space F n , every vector x in which we write as
Then the definition of 2-local linear map is equivalent to the following: if for every x, y ∈ V there exists a n × n matrix A x,y such that φ(x) = A x,y x and φ(y) = A x,y y, then φ is called a 2-local linear map. λ i,j = 0, and let A =     a 1,1 a 1,2 · · · a 1,n a 2,1 a 2,2 · · · a 2,n . . . . . . . . . . . . a n,1 a n,2 · · · a n,n     be a symmetric n × n matrix. Then the matrix
λ n,1 a n,1 λ n,2 a n,2 · · · λ n,n a n,n     is called a Λ-symmetric matrix.
Definition 2.3. Let φ : F n → F n be a map, n > 1,
If for every x, y ∈ F n there exists a symmetric n × n matrix A =     a 1,1 a 1,2 · · · a 1,n a 2,1 a 2,2 · · · a 2,n . . . . . . . . . . . . a n,1 a n,2 · · · a n,n
λ 1,1 a 1,1 λ 1,2 a 1,2 · · · λ 1,n a 1,n λ 2,1 a 2,1 λ 2,2 a 2,2 · · · λ 2,n a 2,n . . . . . . . . . . . . λ n,1 a n,1 λ n,2 a n,2 · · · λ n,n a n,n     , then φ is called a Λ-symmetric 2-local linear map.
A linear operator L on F n we will call a symmetric linear operator, if its matrix A (i.e. L(x) = Ax), is symmetric.
Let M n (F ) be a matrix ring over F , n > 1, i.e. consisting of matrices     a 1,1 a 1,2 · · · a 1,n a 2,1 a 2,2 · · · a 2,n . . . . . . . . . . . . a n,1 a n,2 · · · a n,n     , a i,j ∈ F , i, j = 1, 2, . . . , n.
Let {e i,j } n i,j=1 be the set of matrix units in M n (F ), i.e. e i,j is the matrix with components a i,j = 1 and a k,l = 0 if (i, j) = (k, l), where 1 is the identity element, 0 is the zero element of the field F , and a matrix a ∈ M n (F ) is written as a = n k,l=1 a k,l e k,l , where a k,l ∈ F for k, l = 1, 2, . . . , n, or as a = n k,l=1 a k,l , where a k,l = a k,l e k,l for k, l = 1, 2, . . . , n.
For i ∈ {1, 2, . . . , n},let e i be the vector (a 1 , a 2 , . . . , a n ) in F n with the components a i = 1 and a k = 0, k = i.
For theorems below we need the following lemma. Then from 
. This completes the proof. 
Hence
The proof is complete.
Proof. We prove this lemma similar to the proof of lemma 2.4. By the definition there exist symmetric n × n matrices A i,j , i, j = 1, 2, . . . , n such that
for k, l, m, p = 1, 2, . . . , n.
We take the following matrix . . . a n−1,n−1 n−1,n a n−1,n n,1 a n,1 1,2 a n,2 2,3 . . . a n,n−1 n−1,n a n,n n,1
. . . a n−1,n−1 n−1,n a n−1,n n,1 a n,1 1,2 a n,2 2,3 . . . a n,n−1 n−1,n a n,n n,1
. . . a n−1,1 n−1,n a n−1,2 n−1,n . . . a n−1,n−1 n−1,n a n−1,n n−1,n a n,1 n,1 a n,2 n,1
. . . a n,n−1 n,1 a n,n n,1
by equalities (1.2). At the same time
This completes the proof.
Similar to the proof of theorem 2.5 one can prove the following theorem using lemma 2.6.
Theorem 2.7. Let φ : F n → F n be a Λ-symmetric 2-local linear map. Then φ is a linear operator.
2-Local derivations on finite dimensional formally real Jordan algebras
Let J be a Jordan algebra of a finite dimension n over a field F , and let {a 1 , a 2 , . . . a n } be a basis of J . Let z be an element in J and
be the coordinate form of z with respect to the basis {a 1 , a 2 , . . . a n }. Now, let L : J → J be a linear operator. Then there exists a n × n matrix A =     a 1,1 a 1,2 · · · a 1,n a 2,1 a 2,2 · · · a 2,n . . . . . . . . . . . . a n,1 a n,2 · · · a n,n
a n,1 a n,2 · · · a n,n
In other words A is the matrix of the linear operator L. 
is a basis of the vector space H⊕R1, where p, q are orthogonal minimal projections with p + q = 1 and (ξ k + 0 · 1) · p = 1 2 (ξ k + 0 · 1), (ξ k + 0 · 1) · q = 1 2 (ξ k + 0 · 1), k = 1, 2, . . . , n.
Put
Then the table of multiplication of this basis is the following
is a derivation. We prove that the (n + 2) × (n + 2) matrix, which defines the linear operator D a,b is Λ-symmetric with respect to the matrix
Indeed, let a = a −1 p + a 0 q + a 1 s 1 + a 2 s 2 + · · · + a n s n , a −1 , a 0 , a 1 , a 2 , . . . , a n , a n+1 ∈ R,
a(bx) = (a −1 p + a 0 q + a 1 s 1 + a 2 s 2 + · · · + a n s n )(bx) =
Therefore the linear operator D a,b is generated by a Λ-symmetric matrix with respect to the basis {p, q, s 1 , s 2 , . . . , s n }. For example, in the case of n = 1 this sum corresponds to the following matrix
Now, every inner derivation on H ⊕ R1 is of the following form:
where a 1 , a 2 , . . . , a m , b 1 , b 2 , . . . , b m ∈ H ⊕ R1. In this case the inner derivation D is also generated by a Λ-symmetric matrix with respect to the basis (2.3). Let ∆ be a 2-local derivation on H ⊕ R1. Since for finite dimensional H every derivation on H ⊕ R1 is inner (see theorem 3.5 in [10]), we have for every pair of elements x, y in H ⊕ R1 there exists an inner derivation D on H ⊕ R1 such that ∆(x) = D(x), ∆(y) = D(y). By our last statement D is generated by a Λsymmetric matrix with respect to the basis of H ⊕ R1, where Λ does not depend on the elements x, y. Therefore, since ∆ is a 2-local linear map on H ⊕ R1 we have that ∆ is linear by theorem 2.7. Hence ∆ is a derivation by theorem 3.1. The proof is complete.
The following theorem is valid by theorems 3.1 and 3.2.
Theorem 3.3. Let H be a real Hilbert space of finite dimension and let H ⊕ R1
be the corresponding spin factor. Then every 2-local derivation on H ⊕ R1 is a derivation.
By theorems 4 and 3.5 in [1] and [10] respectively we have the following theorem. We will use the following lemma in the sequel. Lemma 3.5. Let M n (F ) be the associative algebra of n × n matrices over a field F of zero characteristic and d ∈ M n (F ) be a skew-symmetric matrix such that D(x) = D d (x) = dx − xd, for any x ∈ M n (F ), i.e. D is an inner derivation. Then the n 2 × n 2 matrix A, of the linear operator D, is skew-symmetric.
Proof. We have
Therefore the matrix of the linear operator D d is a skew-symmetric matrix with respect to the basis {e 1,1 , e 2,1 , . . . , e n,1 , e 1,2 , e 2,2 , . . . , e n,2 , . . . , e 1,n , e 2,n , . . . , e n,n }.
(2.1)
Indeed, if we take the component d i,k corresponding to x k,j e i,j , where i = j, i = k, then the appropriate symmetric component, corresponding to x i,j e k,j , is d k,i , and therefore d i,k = −d k,i . The proof is complete.
For example, if n = 2, then the linear operator D d has the following skewsymmetric matrix
with respect to the basis {e 1,1 , e 2,1 , e 1,2 , e 2,2 }.
The following theorem holds.
Theorem 3.6. Let H n (C) be the Jordan algebra of self-adjoint n × n matrices over C. Then every 2-local derivation on H n (C) is a derivation.
Proof. First we prove that there exists a n 2 × n 2 matrix Λ such that for any a, b in H n (C) the matrix of the inner derivation D a,b (x) = a(bx) − b(ax), x ∈ H n (C), is Λ-symmetric. Indeed, with respect to the associative multiplication in M n (C) the following equality is valid
With respect to isomorphism
the Jordan algebra H n (C) can be embedded in H 2n (R). In this embedding the map defined as
is a linear operator on M 2n (R), and by lemma 3.5 this linear operator is generated by a skew-symmetric (2n) 2 × (2n) 2 matrix A with respect to the basis 4) , and which can be obtained from the matrix A, is Λ-symmetric for any a, b in H n (C) for an appropriate matrix Λ. Hence for any a, b in H n (C) the matrix of the inner derivation D a,b (x) = a(bx) − b(ax), x ∈ H n (C), is Λ-symmetric with respect to the basis B of H n (C) corresponding to the basis (2.4) in the embedding in M 2n (R). Now, every inner derivation on H n (C) is of the following kind
where a 1 , a 2 , . . . , a m , b 1 , b 2 , . . . , b m ∈ H n (C). In this case the inner derivation D is also generated by a Λ-symmetric matrix with respect to the basis B. It is a sum of m Λ-symmetric matrices. Let ∆ be a 2-local derivation on H n (C). Since every derivation on H n (C) is inner by theorem 3.5 in [10] we have that for every pair of elements x, y in H n (C) there exists an inner derivation D on H n (C) such that ∆(x) = D(x), ∆(y) = D(y). By the statement proved above D is generated by a Λ-symmetric matrix with respect to the basis B of H n (C), where Λ does not depend on the elements x, y. Therefore, since ∆ is a 2-local linear map on H n (C) we obtain that ∆ is linear by theorem 3.2. Hence ∆ is a derivation by theorem 3.3. The proof is complete. The algebra H n (H) is embedded in H 4n (R). Therefore we can prove the following theorem similar to the proof of theorem 3.6. Theorem 3.7. Let H n (H) be the Jordan algebra of self-adjoint n × n matrices over H. Then every 2-local derivation on H n (H) is a derivation.
Since every finite dimensional formally real special Jordan algebra is isomorphic to the direct sum of the Jordan algebras indicated in theorems 3.3, 3.4, 3.6 and 3.7 (cf. [5] ) we have the following theorem. 
As in the proof of theorem 3.2 one can show that the linear operator D a,b is generated by a Λ-symmetric matrix with respect to the basis (2.5), in which the matrix Λ does not depend on the elements a, b. This requires somewhat lengthy direct calculations, which are omitted. Then the proof is finished as in the final part of the proof of theorem 3.2.
On 2-Local automorphisms of finite dimensional formally real Jordan algebras
Recall that a 2-local automorphism is defined as follows: given a Jordan algebra A, a map ∆ : A → A (not linear in general) is called a 2-local automorphism if for every x, y ∈ A there exists an automorphism Φ x,y : A → A such that ∆(x) = Φ x,y (x) and ∆(y) = Φ x,y (y). Proof. By the definition ∆ is a Λ-symmetric 2-local linear map. Hence by theorem 2.7 ∆ is a linear operator. Now applying the definition of 2-local automorphism to the elements x, x 2 ∈ A, we obtain that ∆ is a Jordan automorphism, i.e. ∆(
The proof is complete. Let H be a real Hilbert space of finite dimension n and let H ⊕R1 be the corresponding spin factor. Then there exists a (n + 2) × (n + 2) matrix Λ such that for every 1-automorphism Φ on H ⊕ R1 the (n + 2) × (n + 2) matrix A, of the linear operator Φ, is Λ-symmetric.
Proof. We prove that for every symmetry s in H ⊕ R1 the (n + 2) × (n + 2) matrix of the 1-automorphism U s (x), x ∈ H ⊕ R1, is Λ-symmetric with respect to the matrix
Indeed, let {p, q, s 1 , s 2 , . . . , s n } be a basis of the vector space H ⊕ R1 as in the proof of theorem 3.2 and s = a −1 p + a 0 q + a 1 s 1 + a 2 s 2 + · · · + a n s n , a −1 , a 0 , a 1 , a 2 , . . . , a n , a n+1 ∈ R,
a k x k )(p + q), s(sx) = (a −1 p + a 0 q + a 1 s 1 + a 2 s 2 + · · · + a n s n )(ax) = (a k ) 2 )(p + q), Therefore the linear operator U s is generated by a Λ-symmetric matrix with respect to the basis {p, q, s 1 , s 2 , . . . , s n }. The proof is complete.
For example, if n = 1, then the linear operator U s has the following skewsymmetric matrix We will use the following lemma in the sequel. (u i,k v l,j )x k,l ]e i,j .
If we take the component u i,k v l,j corresponding to x k,l e i,j , then the appropriate symmetric component, corresponding to x i,j e k,l , is u k,i v j,l , and therefore u i,k v l,j = u k,i v j,l . Hence the matrix, which generates the linear operator φ u,v is symmetric with respect to the basis (2.1). The proof is complete.
Theorem 4.6. Let H n (C) be the Jordan algebra of self-adjoint n × n matrices over C. Then every 2-local 1-automorphism on H n (C) is an automorphism.
Proof. We prove that there exists a n 2 ×n 2 matrix Λ such that for every symmetry s in H n (C) and for the 1-automorphism U s (x), x ∈ H n (C), the n 2 × n 2 matrix, which generates the linear operator U s is Λ-symmetric. Indeed, with respect to the associative multiplication in M n (C) the following equality is valid U s (x) = sxs, x ∈ H n (C). We take the embedding in H 2n (R) of the Jordan algebra H n (C). In this embedding U s (x) = sxs, x ∈ M 2n (R) is a linear operator on M 2n (R) and by lemma 4.5 this linear operator is generated by a symmetric (2n) 2 × (2n) 2 matrix A with respect to the basis (2.2) since s is symmetric.
Since vectors of the basis (2.4) are linear combinations of vectors of the basis (2.2) we have that the matrix with respect to the basis (2.4), of the linear operator U s on H n (C) and which can be obtained from the matrix A, is Λ-symmetric for any symmetry s in H n (C) for some matrix Λ. Hence for any symmetry s in H n (C) the matrix of the 1-automorphism U s (x), x ∈ H n (C), is Λ-symmetric with respect to the basis B of H n (C) corresponding to the basis (2.4) in the embedding in M 2n (R).
Let ∆ be a 2-local 1-automorphism of H n (C). Then for every pair of elements x, y in H n (C) there exists a 1-automorphism Φ of H n (C) such that ∆(x) = Φ(x), ∆(y) = Φ(y). By the statement proved above Φ is generated by a Λ-symmetric matrix with respect to the basis B of H n (C), where Λ does not depend on the elements x, y. Therefore, since ∆ is a 2-local linear map on H n (C) we have ∆ is linear by theorem 3.2. Hence ∆ is an automorphism by theorem 4.1. The proof is complete.
Also we can prove the following theorem similar to the proof of theorem 4.6.
Theorem 4.7. Let H n (F ) be the Jordan algebra of self-adjoint n × n matrices over F , where F = R, H. Then every 2-local 1-automorphism on H n (F ) is an automorphism.
Since every finite dimensional formally real special Jordan algebra is isomorphic to the direct sum of the Jordan algebras indicated in theorems 4.4, 4.6 and 4.7 we have the following theorem. 
