The calibration of computer vision systems that contain the camera and the projector usually utilizes markers of the well-designed patterns to calculate the system parameters. Undesirably, the noise and radial distortion exist universally, which decreases the calibration accuracy and consequently decreases the measurement accuracy of the related technology. In this paper, a method is proposed to remove the noise and radial distortion by registering the captured pattern with an ideal pattern. After the optimal modeled pattern is obtained by registration, the degree of freedom of the total calibration markers is reduced to one and both the noise and radial distortion are removed successfully. The accuracy improvement in a structured light scanning system is over 10 24 order of magnitude in the sense of mean square errors. Most importantly, the proposed method can be readily adopted by the computer vision techniques that use projectors or cameras.
Introduction
Noise removal or reduction [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] is a hot topic in optics and it usually determines the application prospect of the related technology because the noise induced error during the calibration stage may affect the measurement accuracy greatly and limits their applications. This paper mainly deals with the noise of projector calibration and camera calibration in the structured light scanning system [11] [12] [13] [14] [15] [16] [17] [18] [19] . The structured light scanning methods [11] [12] [13] [14] [15] [16] [17] [18] [19] project some designed patterns onto the surface of the object to be measured. From the distorted pattern, the surface's profile could be calculated based on the system parameters calculated from a set of calibrated markers. Thus, the calibration accuracy is critical for the measurement accuracy of these methods. Traditionally, these methods use as many calibration markers as they can until the calibration accuracy improvement was close to zero growth. Similarly, the camera calibration [20] makes use of multiple views of the welldesigned pattern to calculate intrinsic and extrinsic parameters and it uses as many views of the designed pattern as it can until the calibration accuracy could not be improved significantly any more. Unfortunately, none of them could remove the noise completely in both calibration stage and measurement stage even if they might reduce the noise to a low level by averaging more markers or views of the designed pattern. In addition, multiple views could not reduce or remove the radial distortions, which must be rectified for robust measurement.
In this paper, we propose a method to eliminate both the noise and radial distortion during calibration for a structured light system [12] which uses a Pico laser projector to generate the structured light pattern that suffers both radial distortion and noise. Consequently, the measurement accuracy is very poor. In [11] , a SNF laser is used instead of the projector. The radial distortion is avoided and the contrast of the image is also increased because of the higher power of SNF laser compared to the Pico laser projector. Hence, the measurement accuracy is increased over 10 order of magnitude compared to that of [12] . To increase the measurement accuracy of the structured light system with a projector [12] , we model the markers in the perfectly designed pattern with an arbitrarily assigned center as rays. We then search for an optimal plane that intercepts the rays and produces an optimal pattern that is closest to the actually captured pattern. When the actually captured pattern is replaced by the optimal pattern, the noise and radial distortion are removed with the degree of freedom of all the calibration markers reduced to one.
The structured light scanning system
The structured light scanning system [12] is illustrated in Figs. 1(a) and 1(b) . Figure 1 shows the principle of the structured light method and the established system where a Pico laser projector is used to produce the structured light pattern. The optical center of the projector is denoted as C and its symmetry point relative to the plane p1 is C'. C' and the horizontal plane form the virtual camera that is used to compute the equations of the planes p2 and p3 with camera c2 and camera c3 respectively. Plane p1 is defined as the reference plane, z = 0 and it originates at O. The laser ray is projected onto and reflected by plane p1 onto a beam splitter which splits the ray into two parts that intercept planes p2 and p3 respectively. During calibration, the poses of the three cameras are estimated. Then the equation of the diffusive plane p2 is computed by camera c2 and the virtual camera. In the same way, the equation of the diffusive plane p3 is computed by camera c3 and the virtual camera. With the equation of the diffusive plane, the Homography between the camera and the diffusive plane and the camera coordinates of the interception points, the 3D world coordinate of the interception point can be computed. When the points on p3 are computed, they are mapped to p4. Then, two points intercepting one ray are obtained and the ray can be determined uniquely with closed form solution. With the incident rays determined by camera c1, the 3D coordinates of the points on the specular surface are computed as the closed form solutions of the intersections of the incident rays and the reflected rays. We make use of the pattern designed in this structured light system as an instance to describe the proposed method and illustrate its effectiveness. During calibration, a set of bright dots (markers) are used to calculate the system parameters. The two dimensional coordinates of these points in the camera view need to be computed, where the noises are introduced when they are computed as the mean of all the corner or bright pixels. Figure 2(a) shows the designed pattern and it is projected by a Pico Laser Projector onto a horizontal diffusive plane. The brightest point in the center denotes the center marker. A dragonfly camera captures the projected pattern as shown in Fig. 2(b) . To demonstrate the noise, we select 44 points around the center marker and compute their x coordinates and y coordinates as the mean of the bright pixels after segmentation by the proposed method in [21] . Then we calculate the difference of the adjacent dots for the x coordinate and y coordinate respectively. Figures 2(c) and 2(d) show the calculated x coordinate differences and y coordinate differences respectively which reflect the noise that changes randomly. The differences should change regularly without noise according to the designed pattern while noise adds the random variations. The purpose of the proposed method is to remove these random variations (noise) completely.
For the structured light system, we define the noise as the random variations caused during image capturing that is affected by different influencing light sources and automatic image processing that is affected by the unevenly distributed gray-scales of the markers. The most commonly encountered lens distortions are radial distortions [22] that are addressed in [13, 20, 23, 24] with different methods. In [13] , the radial distortion of the projector is corrected independently by adjusting the coefficients of the projected pattern with inverse distortion. In [20] , the radial distortion was modeled and incorporated into the camera calibration process. In [23] , inverse distortion patterns different from [13] are used to correct the radial distortion. In [24] , Hough transformation was used to correct the radial distortions. Unfortunately, none the above mentioned methods could remove the radial distortions completely. In addition, these correction methods are also easy to be affected by the noise, which was evaluated with Gaussian noise in [20] . In this paper, a new method is proposed to remove the noise and radial distortion as a whole by registering the captured pattern with an ideal pattern. 
The proposed method
In most cases [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] , the designed patterns keep the distances between adjacent markers the same for convenience. In this section, we propose a 3D pattern modeling method to eliminate the noise based on the distances between the center marker and the other markers. The proposed method is more general because it does not require the distances between adjacent markers equal, which might benefit more computer vision applications in the future. The proposed method contains the following steps:
Step 1: Model the rays with designed markers and an arbitrarily assigned projection center ( ) 
x y z is the i th marker in the designed pattern.
Step 2: Use the plane 1 ax by cz + + = to intercept the modeled rays. Then compute the distances between the center marker and a set of markers around it.
Step 3: For the captured pattern, compute the distances between the center marker and the same set of markers as those used in Step 2 by the following equation.
Step 4: Compute the total difference of all the distances by the following equation.
Step 5: Find the optimal interception plane ( )
The intercepted points (markers) are computed in a virtual coordinate system instead of the world coordinate system. A registration is thus needed between the original points and the intercepted points to convert the coordinates correctly. We register the two set of points based on the least square errors by finding the transformation matrix A that makes the sum of square errors, r d minimum. 
where ω is a constant and the transformation matrix A is defined as:
The proposed method can be summarized as follows. The rays are modeled with an arbitrarily assigned center outside of the plane that the markers lie in. It relies on the plane
( )
Without noise and radial distortion, the modeled pattern and the original computed pattern should match completely. Because the projection center was arbitrarily assigned for ray modeling, we need to make sure that the transformation matrix exists before we could calculate it by least squares estimation. Hence, the proposed method relies on the following two lemmas. 
Equation (11) 
From the above equation, we obtain the value of 
The transformation matrix A exists as: 
The lemma is proved. , , P a b c intercepts the modeled rays 1 R with a pattern 
There is also a transformation matrix 2 A between ( , , ; 1, 2,.., ) Since the searching range is fixed, the center used to model the rays will affect the equations of the modeled rays, which might in turn affect the final pattern modeling accuracy significantly. Thus, an additional search around the arbitrarily assigned center is performed to find a center that could yield more accurate registration results by the following two error criteria.
( ) As can be seen, the proposed 3D pattern modeling method is operated in the three dimensions for better accuracy. Based on Eq. (10), the proposed method could be simplified into the 2D pattern modeling method as follows:
Step 1: For the designed pattern, compute the distances between the center marker and a set of markers around it.
( ) ( )
Step 2: For the captured pattern, compute the distances between the center marker and the same set of markers as those used in Step 1 by the following equation.
Step 3: Register the designed pattern and the captured pattern based on the least square errors by finding the transformation matrix A that makes the sum of square errors, r d minimum. 
where ω is a constant and the transformation matrix A is defined as: 
In [25] , the authors use Homography estimation to remove the perspective distortion instead of radial distortion and we did not find any literature that utilizes the Homography transformation to remove the radial distortion. Hence, we claim that both the proposed 3D pattern modeling method and the proposed 2D pattern modeling method are original. The 2D pattern modeling method is a simplified version of the 3D pattern modeling method.
Experimental results
Firstly, the exemplary pattern shown in Fig. 2 is modeled by the 3D pattern modeling method and Figs. 3(a) and 3(b) show the modeled coordinates (in red) versus the original original coordinates (in blue). To see the noise removal effect of the proposed method, the differences of the x and y coordinate for these 45 points after modeling are plotted in Figs. 3(c) and 3(d) respectively to compare with those plotted in Figs. 2(c) and 2(d) . It is seen that the proposed method works well and the noise (random variation) is eliminated successfully. Please note that the original points refer to the points computed directly from the captured image and the modeled points refer to the points on the registered ideal pattern. The registered ideal pattern is computed from the designed ideal pattern by Eqs. (1)- (9) or Eqs. (34)-(39).
For the modeled results shown in Fig. 3 , the computed mean squared errors (MSE), e x and e y are 2.8061 and 2.0916 respectively. We search a new projection center in a small range [ 5, 5] − in three dimensions and find the center that yields the minimum MSE. The MSEs, e x and e y are reduced to 2.2204 and 1.6357 respectively and the results are shown in Fig. 4 . Since the improvement of MSEs is not significant, the visual difference is not very obvious. In fact, the modeled coordinates with the new center match better than the modeled coordinates with the original center, which indicates that finding the optimal parameters is a challenging engineering problem that needs great effort.
Thirdly, we use a different camera calibration pattern to compare the performance of the 3D pattern modeling method and 2D pattern modeling method and the results are shown in Fig. 9 and Fig. 10 . In Fig. 9(b) , there are obvious mismatches between the modeled y coordinates and the original y coordinates. In Fig. 9(c) , the mismatches between the modeled points and the original points are also significant. On the contrary, both the coordinates and points modeled by the 3D pattern modeling method match very well with the original ones as shown in Fig. 10 . Figure 11 shows more results of the proposed 3D pattern modeling method on different captured camera calibration patterns with different orientations and resolutions. As can be seen, the modeled points match the corners well. Fig. 3 . Results of modeling the pattern (Fig. 2(b) ) by the proposed 3D pattern modeling method without center searching (a) Modeled and original x coordinates; (b) Modeled and original y coordinates; (c) x coordinate differences after modeling; (d) y coordinate differences after modeling; (The y axis label is pixel and x axis label is index number). Fig. 4 . Results of modeling the pattern (Fig. 2(b) ) with center searching by the proposed 3D pattern modeling method with center searching (a) Modeled x coordinate versus original x coordinate; (b) Modeled y coordinate versus original y coordinate; (The y axis label is in mm and x axis label is index number). Fourthly, we show the modeling results of the pattern of a SNF laser during measuring the 3D weld pool shape. The pattern contains 11 rows and 11 columns of laser points. The distances between adjacent points in each row or column are equal. Different from the camera and the projector, the SNF laser does not have the problem of radial distortion. Hence, the function of the proposed pattern modeling method in this specific application is to remove the noise only. Figure 12 shows the results of modeling the laser pattern. As can be seen, both the modeled coordinates and points match the original ones well. Fifthly, we compare the accuracy and computation time of the proposed methods in Table  1 . The 3D method1 represents the 3D method without center searching and the 3D method2 represents the 3D method with center searching. It is seen that the proposed 3D pattern modeling method is superior to the 2D pattern modeling method in accuracy while the 2D method is significantly more efficient than the 3D method. Hence, the 2D method might be used in cases that do not require extremely high accuracy. 
Conclusion
In this paper, a pattern modeling method is proposed to remove the noise and radial lens distortion during computer vision calibration that uses projector or camera by registering the captured pattern with an ideal pattern. When the pattern is modeled as a whole, the degree of the freedom of the all the calibration markers (points) is reduced to one. After the optimal modeled pattern is obtained by registration, the noise and radial distortion can be removed effectively.
The major contributions of this paper include:
(1), to our best knowledge, the proposed pattern modeling method is the only method so far that could remove the noise completely while the state of art computer vision systems [14] [15] [16] [17] [18] [19] are trying to reduce the noise through filtering and average of multiple patterns.
(2), compared to the state of literatures [13] [20] [23, 24] that deal with the radial lens distortion, the proposed pattern modeling method is capable of removing the radial distortion with noise as a whole while the state of art methods have to consider the effect of the noise during correcting the radial distortions.
(3), the proposed method could conducts the pattern modeling in 3D for better accuracy and in 2D for better efficiency, which is very flexible to meet the requirements of different computer vision applications.
(4), two lemmas are proposed and proved to validate the correctness of modeling the pattern in 3D with an arbitrarily assigned projection center.
