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Abstract
The free surface mixing properties of a scalar advected by a quasi-steady or un-
steady electromagnetically forced flow are investigated. The scalar statistics are
related with the topology of the velocity fields stirring them. The benefits and
consequences of topologically folding a scalar to enhance homogenization are
discussed, identifying how this process may lead to the attenuation of diffusion
in vortical and chaotic flows.
A pair of magnets, whose attitude is controlled during the experiment, is em-
ployed to generate a wide range of velocity fields in a shallow layer of conduc-
tive stratified brine. The simplicity of the system makes it possible to analyze
the basic properties of the flows generated, relating them with more complex ge-
ometries found in literature. The concentration measurements characterizing the
scalar field are based on LIF, for which a novel experimental procedure (includ-
ing calibration, error management and statistical estimators) is presented. Special
attention is paid to the relation between the variance decay rate and the mean
gradient square, identifying several mechanisms that reduce the fidelity of Q2D
experiments in reproducing some features of the transport equation.
Evidence of the scalar spiral range is presented in the wavenumber and phys-
ical spaces for particular quasi-steady samples. When required, the system un-
steadiness is generated by modifying the body forcing geometry throughout the
experiment, producing chaotic advection regardless of the flow Re. The periodic
nature of the forcing oscillations leads to an exponential variance decay domi-
nated by a strange eigenmode. It is shown that such a system contains recurring
temporal patterns and becomes independent of the scalar initial condition.
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Videos of quasi-steady flows present the next format:
QSTD ang[AAA]deg blb[BLB].avi
where [AAA] is a three digit number defining the magnet angle and [BLB] is
the scalar initial position, as presented in Figure 5.1. The experiments were per-
formed using a 6 mm depth stratified brine and 24 mA.
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Chapter 1
Introduction
Mixing is an important process in many areas of science and engineering. In both
cases, the ability to predict the behaviour of a flow is often essential to under-
stand or modify the environment. In general the fluid properties that determine
that behaviour, such as viscosity or density, strongly depend on the fluid com-
position and temperature, both of which are controlled by the scalar transport
and the heat transfer in the fluid. Mixing therefore plays a crucial role in the fluid
dynamics, whose comprehensive description relies on knowing these two param-
eters. Mixing is decisive in Earth’s mantle flows (Hoffman & McKenzie 1985) as
well as in atmospheric and oceanic flows and is consequently a significant factor
in climate, continental drift and geothermal activities; in all these cases density
differences, produced by variations in temperature and concentration of scalars
(such as water vapor in the air, salt in water or minerals and metals in magma),
drive the fluids and, therefore, dominate mass transport and heat transfer of the
gases in the atmosphere, liquids in the oceans and magma in the mantle.
Mixing is also a factor in a large number of biological activities, such as blood
composition in animals, pheromone diffusion and seed dispersion in the atmo-
sphere and nutrient stratification in the oceans, as well as in the chemical reac-
tions which determine atmospheric composition (Edouard, Legras, Lefe`vre, &
Eymard 1996). In addition, atomic mixing is a determinant factor in nuclear reac-
tions occurring in the stars (Nittmann & Wood 1983).
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The decisive economic importance of mixing is illustrated by its influence in
many industrial applications ranging from fluid homogenization in chemical re-
actors to problems studied by aerospace engineers such as mixing optimization
of reactant components in the engines of spacecrafts.
The mixing properties of a flow, which is wholly known or with some known
statistical properties, has been investigated by mathematicians, physicist and en-
gineers. In spite of the huge effort backing the study of this topic, a comprehen-
sive theory fully describing mixing that helps foreseeing, controlling and opti-
mizing this process is not available yet.
1.1 Motivation and Objectives
The Reynolds number of a flow (Re), which measures the ratio between iner-
tial and viscous forces, determines its tendency to cascade energy and enstrophy
from large to small scales. Very large Reynolds number flows are essentially tur-
bulent, which means that self-similar motion occurs in wavelengths smaller than
the excited one, down to the Kolmogorov length scale (Kolmogorov 1941). This
multi-scalar motion is intuitively likely to result in fast mixing which, neverthe-
less, is unlikely to be optimal for every set of constraints. In the most general case,
almost none of the energy cascaded by turbulent motion beyond wavenumbers
where diffusion overwhelms stirring and becomes the main source of transport
contributes to homogenize the scalar concentration; in fact, the motion in these
small scales actually dissipates a large amount of energy, which is thereby wasted
for mixing purposes. Low Reynolds number flows, on the contrary, only present
motion around the excited wavelengths and, as a result, much less energy is dis-
sipated. The regime in which a fluid flows is, in general, an external parameter
that cannot be selected and, sometimes, a fast mixer is required for low Reynolds
number regimes, where each one of the desired velocity scales has to be directly
forced. One example of this situation is the case of micro-mixers, which are fast
becoming important as a result of their use in the new lab-in-a-chip applications
(Reyes, Iossifidis, Auroux, & Manz 2002; Auroux, Iossifidis, Reyes, & Manz 2002).
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In cases where the choice of the flow regime is a design parameter, in order to de-
sign efficient stirrers working with laminar flows, whose energy dissipation can
be accurately controlled, it is necessary to understand those properties that make
turbulent flows fast mixers.
The flows used in the experimental approach reported here are quasi two-
dimensional (Q2D) flows. Q2D flows are not uncommon in nature and engi-
neering: stratosphere stratification commonly makes horizontal advection much
larger than the vertical (Haynes & Anglade 1997), constant density surfaces in
oceans present velocities which are quasi-parallel to those surfaces (Wiggins 2005),
laminar boundary layers have virtually no flow perpendicular to the surface and
flow outside the planet boundary can be approximately horizontal (Tennekes &
Lumley 1972). From the experimental point of view, Q2D flows present the ad-
vantage that, in general, the whole velocity field can be obtained and the 2D
simplification makes the visualization straightforward, making possible a better
understanding of the processes taking place in the experiments. The generation
of these Q2D flows presents some issues related to its forcing and stability, but
potential close control can be applied over such flows.
Regarding the high importance that mixing has in such a broad number of
fields and the potentially wide spectrum of applications for Q2D flows, it is the
intention of this research to provide the basis for a new generation of Q2D stirrers
able to accurately control advection in low Reynolds number flows. For this pur-
pose, specifically designed flows, subject to mixing efficiency optimization, are
employed to transport the scalars. This kind of 2D or Q2D designed flows has
already been analytically and numerically studied (Aref 1984; Khakhar, Rising, &
Ottino 1986), but few physical realizations have been performed so far and, de-
spite a close scrutiny of the literature, none was found which achieves a degree
of control even close to the analytical flows.
Additional objectives are the description of standard procedures for working
with laser induced fluorescence and a methodology to tackle possible inaccura-
cies that appear when using this experimental technique with Q2D flows.
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1.2 Measures of Mixing
Before describing the common methods proposed to measure mixing, it is per-
tinent to state that the properties of the scalars subject to mixing (e.g. concen-
tration or temperature) are intensive empirical macroscopic quantities and are
therefore not relevant to extremely small or heterogeneous systems. That is why
the concept of “point” has to be properly described for such variables. A defini-
tion of “concentration at a point” for mixing is given by Danckwerts (Danckwerts
1958), where the regions considered as points are bounded by a minimum size,
large enough to contain many molecules and avoid a spurious appearance of segrega-
tion, and a maximum size, small enough to avoid cancellation of genuine segregation.
When applied to the ongoing research, the nominal concentration employed is of
the order of 10−5 M and it is expected to measure a range of up to three orders
of magnitude, dealing at some areas with concentrations of the order of 10−8 M.
Therefore the minimum measurable number of particles per litre is about 1016∗.
The minimum volume of dye recorded by the employed system is approximately
10−2 mm3, so about 108 particles are expected in the zones with lower measur-
able concentration and, therefore, the scalar concentration field recorded can be
treated as a continuum. In the opposite limit, although the typical length of the
volumes considered as “points” (which are defined by the camera resolution and
focus) is known to be about 10−2 cm, the smallest expected scales in the scalar
field are difficult to estimate a priori. This difficulty lies in the fact that the small-
est scales do not only depend on the scalar diffusivity but also on each particular
velocity field. So far, nothing can be said about the system aptitude to resolve
such scales and the discussion is postponed until the end of Chapter 5. At the
moment, an error associated with the system resolution is considered.
The concepts employed to evaluate mixing are different for different disci-
plines. Several measures of mixing are currently in use, and the decision of which
measure is employed depends on the selected approach to the problem and the
nature of the elements involved.
∗Making use of the Avogadro number Na ≈ 6.022 · 1023 mol.
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To quantify the potential homogenization that a specific transformation could
produce in a dynamical system it is often employed the Kolmogorov-Sinai en-
tropy, which is a measure of the disorder that the transformation introduces in
the system. The Kolmogorov-Sinai entropy can be obtained integrating the flow
Lyapunov exponents in the whole domain; these Lyapunov exponents measure
the rate of separation of two infinitesimally close points, and can be calculated as
the Lagrangian time integration of the strain rate in each direction of the trans-
formation. When an integration of this value is extended over the whole domain,
a measure of the capacity of the transformation to disperse subsets is obtained.
This measure is independent of the nature, number and initial condition of the
subsets to be mixed. This independence represents both an advantage and a dis-
advantage. On the one hand the mixing properties of several transformations (i.e.
flows) can be compared with simply one number which is characteristic for each
one of them. On the other hand, this number is unable to account for the fact
that the same transformation can mix in an absolutely different way subsets (i.e.
scalars) with different properties or even simply with different initial conditions.
The practical approach to account for the influence of the scalar (i.e. sub-
sets) properties in their own mixing is to measure a variable that depends on the
position and concentration of the scalars themselves. In the search of a statisti-
cal value physically representative for mixing, Danckwerts realized the influence
that the variance has on chemical reactions, and defined the intensity of segrega-
tion as the variance normalized with a function of the average. The intensity of
segregation varies from 0, for perfect mixing, to 1 when segregation is complete
(Danckwerts 1958). This and other normalizations of the variance are analyzed
in (Dimotakis & Miller 1990). Regarding the indirect methods often employed
to obtain the value of the concentration or temperature of scalars, Schwartz pro-
posed a set of measures for mixing, similar to the conceived by Danckwerts, but
applying the nth moment of the concentration, the Lp norms, matching Danck-
werts’ definition for n = 2 (Schwartz 1963). The most popular Lp norms are L2
and L∞ norms, which are the standard deviation and the maximum. The main
disadvantage of the Lp norms is their dependence on the scalar diffusivity, being
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unable to measure stirring, since they only measure homogenization but not in-
termingling. This prevents the use of Lp norms in non-diffusive maps, where this
norms are constant and independent of the subset segregation.
The Mix-Norm was introduced to fulfil the unsuitability of the Lp norms to
evaluate mixing in non-diffusive scalars (Mathew, Mezic´, & Petzold 2005). The
Mix-Norm is based on the classic ergodic notion of mixing, which states that a col-
lection of subsets is strongly mixed when the probability of finding any member
of the subsets is the same in any region of the space. To calculate the Mix-Norm
for a concentration field, a function, d(c, p, s), of the given concentration field c, a
radio-vector p and a length s is defined as the average of c in a hyper-sphere with
radius s centred in p. The Mix-Norm of c is obtained as the root square of the
double integral with respect to s and p of the square of the function d. The Mix-
Norm can be effectively calculated as the root sum square of the scalar concen-
tration Fourier components multiplied by the Mix-Operator (1 + (2pi |k|)2)−1/2,
which is 1 for wavenumber |k| = 0 and decays to 0 for |k| → ∞. Effectively, the
Mix-Operator acts as a weighting on the scalar energy contained in the Fourier
modes, giving more importance to modes with smaller wavenumbers, which dif-
fuse slower. Although this measure succeeds in measuring stirring without rely-
ing on diffusion, the importance of the variance, as a real measure of homogeniza-
tion, is lost. In addition, the Mix-Norm is not a common measure in the literature
and there is an obvious difficulty when comparing results with previous works.
Once the common quantities to measure mixing have been defined, it is ap-
propriate to make a brief comment about mixing efficiency. As is shown later,
both diffusion and advection have their own effect on mixing. Nevertheless,
while diffusion is a parameter that can rarely be modified, since it depends on
the nature of the substances to homogenize, there usually exists a high level of
freedom to produce advection and it is usually through the design of this how
mixing is modified. Mixing efficiencies can, then, be naturally defined by relat-
ing homogenization in stirred and unstirred fields.
This relation between stirred and only diffusive flows was employed in the
forced statistically steady variance scenario in (Thiffeault, Doering, & Gibbon
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2004; Doering & Thiffeault 2006; Shaw, Thiffeault, & Doering 2007), where di-
mensionless mixing efficiencies†, εp, were defined as the quotient between the
statistically stationary state of the scalar variance only subjected to diffusion (state
0) and the statistically stationary state of the scalar variance subjected to diffusion
and advection: ε2p =
〈|∇pθ0|2〉
〈|∇pθ|2〉 , with p ∈ {−1, 0, 1} selected to evaluate mixing in
large, intermediate and small scales. The first result of these studies was the proof
that ε1 is always larger than 1, which shows how stirring in forced statistically
stationary scenarios, where concentration gradients are smaller than those in the
only diffusive reference case, is essentially different from stirring with freely de-
caying variance, where, as is shown later, stirring increases the concentration gra-
dients to enhance diffusion. Secondly the above mentioned studies proved that
the freedom to design stirring can only increase εp up to an upper bound, which
depends only on the stirring energy and the variance forcing. This bound can
be sharpened as a function of the flow and the variance forcing, to obtain a first
evaluation of the mixing possibilities of each pair flow-forcing.
The universal way to measure mixing efficiencies in statistically stationary
forced flows is not directly applicable to freely decaying variance scenarios where
the time scale is a main parameter of the process. In addition, the fact that stirring
is essentially different for statistically stationary forced variance than for freely
decaying variance, as discussed above, prevents using those efficiencies for this
problem. This is why, in freely decaying variance, the efficiencies have to be se-
lected and defined for each case. If the variance decay rates follow similar laws
for the different flows to be compared, it is possible to make a general compar-
ison of these laws, thereby overcoming the time scale problem. This was done,
for example, in (Toussaint, Philippe, & Raynal 1995; Voth, Saint, Dobler, & Gol-
lub 2003), where chaotic flows with asymptotically exponential variance decay
were compared through their asymptotic mean rate of decay. Another typical ex-
ample is the power law decaying variance of vortical flows, (Flohr & Vassilicos
1997), or fractal patterns, (Vassilicos 1995; Angilella & Vassilicos 1998), where the
exponents of the power law trends are used as a comparison of mixing efficiency.
†Note that this “efficiency” does not account for the energy supplied to the system.
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1.3 Phenomenology of Mixing: Interactions Diffusion-
Advection
Mass transport and heat transfer are produced by two phenomena: diffusion and
advection (in the case of heat transfer, a third phenomenon, radiation, neglected
here, would be important for Planck‡ numbers smaller than one). The equation
that mathematically models mixing is the advection-diffusion equation, often
called the transport equation, which is the core of this dissertation. Lagrangian
and Eulerian versions of the transport equation can be written as:
Dθ(r, t)
Dt
= κ∇2θ(r, t), (1.1)
dθ(r, t)
dt
+ u(r, t) · ∇θ(r, t) = κ∇2θ(r, t). (1.2)
In a general transport problem two processes take place. On the one hand, the
motion of the fluid (originated by a body or surface force) diffuses through the
whole flow proportionally to its kinematic viscosity, ν. This motion advects the
scalar which, on the other hand, diffuses through the field proportionally to its
diffusivity, κ (i.e. thermal diffusivity α). If, as is assumed hereafter, the impurity
transported within the fluid can be considered a passive scalar, i.e. “a diffusive
contaminant present in such low concentration that it has no dynamical effect on the
fluid motion itself” (Warhaft 2000), its transport does not affect the flow but, in
general, it does. The relationship between these two diffusivities is measured by
the Schmidt number, Sc = ν/κ (i.e. Prandtl number Pr = ν/α, for heat transfer).
The relationship between the potential transport generated by advection and the
generated by diffusion is measured by the Pe´clet number, Pe = ReSc (i.e. Pe =
RePr in the case of heat transfer).
The mechanism of diffusion was first proposed by Fick as an analogy to the
heat equation (Fick 1855). At that time, the diffusion equation was considered an
empirical law and there was no physical understanding of the process spreading
‡The Planck number, Npl, compares conduction and radiation and is around 10 for air at 300K.
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contaminants in a still fluid. In 1905 Einstein and Sutherland independently pro-
posed a phenomenological theory that mathematically described the diffusion
equation from the Brownian motion of particles (Einstein 1905; Sutherland 1905).
In an intermediate step of the derivation was obtained
q = −D∇θ, (1.3)
which is known as Fourier’s law in the case of heat transfer and relates the scalar
flux q with the scalar gradient. In Equation 1.3 D = κ in the case of mass transport
and D = αcpρ (cp being the specific heat capacity and ρ the mass density) for heat
transfer. Additionally, a relation between the diffusion coefficient, the viscosity
of the liquid and the size of the particles of the scalar was provided.
A solution as a sum of trigonometric functions for the heat equation without
advection was first proposed by Fourier, (Fourier 1822). A general solution for
diffusion can be obtained in the Fourier space, as:
θ(r, t) =
∫
Ω
Θ0(k)e−4pi
2κ|k|2te2piik·rµ(dk)
Θ0(k) =
∫
R
θ(r, 0)e−2piik·rµ(dr)
(1.4)
where x and k are, respectively, normalized dimensions of the physical and wavenum-
ber space and µ(x) is the Lebesgue measure.
As commented, the most popular measure for mixing in engineering appli-
cations is the degree of homogenization of the scalar in the solvent, often char-
acterized by the scalar variance, which is actually a measure of unmixedness.
Assuming that there is no net scalar flow at the boundaries, the instantaneous
variance decay is given by
d
〈
θ′2(r, t)
〉
dt
= −2κ
〈
|∇θ(r, t)|2
〉
, (1.5)
where 〈·〉means spatial average.
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As presented in Equation 1.5, macroscopic diffusion is the key of the variance
decay that cannot occur without it: the scalar advection moves fluid volumes
apart without reducing the mean scalar perturbations. Diffusion, however, is, for
most of the engineering purposes where mixing is required, too slow a process.
This is because it is produced mainly only in a thin band where the scalar con-
centration gradients are high enough to generate any relevant transport for the
typical length and time scales considered. This gradient is quickly smoothed by
diffusion itself, therefore reducing the diffusive mass transport (i.e. heat transfer).
The concentration variance can be written in Fourier space as:
〈
θ′2(r, t)
〉
=
∫ ∞
0
Γ (k, t) dk (1.6)
where Γ (k, t) is the scalar power spectrum, defined as the radial integration of the
Fourier transform, ∆(k, t), of the concentration covariance S(d, t) = 〈θ(r, t)θ(r+ d, t)〉,
as
∆(k, t) =
∫
R
S(r, t)e−2piik·rµ(dr) =
[∫
R
θ(r, t)e−2piik·rµ(dr)
]2
and (1.7)
Γ (k, t) =
∫
Ω(k)
∆(k, t)
∂
∂k
µ(dk), (1.8)
where the Lebesgue measure, µ(dk), is equal to k2 cos(φ)dγdφdk in 3D, kdφdk in
2D and dk in 1D. The scalar power spectrum can be efficiently calculated by inte-
grating in concentric hyperspheres, centred in wavelength zero, the square of the
concentration perturbation Fourier transform, as can be deduced from Equation
1.7 employing the convolution theorem, Equation 1.6 being an obvious conse-
quence of Parseval’s Theorem. Making use of the Parseval’s theorem in the right
hand term of Equation 1.5 can be obtained:
d
〈
θ′2(r, t)
〉
dt
= −8pi2κ
∫ ∞
0
Γ (k, t) k2dk. (1.9)
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So far, two moments of the scalar energy spectrum, besides the Mix-Norm,
have been mentioned: the variance (moment 0), and the mean gradient squared
(moment 2), proportional to the derivative of the variance respect time, as is re-
spectively shown in Equations 1.6 and 1.9. It may be worth to introduce here
the integral length scale which is defined as L(t) =
∫ ∞
0 s(r, t)dr/
〈
θ′2(r, t)
〉
(where
s(r, t) is the radial average of S(r, t)), and can be efficiently calculated as the mo-
ment −1 of the scalar power spectrum (Batchelor 1953), as:
L(t) ∝
1
〈θ′2(r, t)〉
∫ ∞
0
Γ (k, t) k−1dk. (1.10)
The integral length scale is a measure of the scalar spatial coherence and is related
with the Mix-Norm, in the sense that it makes light of the importance of the vari-
ance placed at high wavenumbers.
In the absence of flow the evolution of the power spectrum of a scalar config-
uration can be predicted using
Γ (k, t) = Γ (k, 0) e−8pi
2κk2t, (1.11)
which is derived from Equations 1.4 and 1.8. The initial power spectrum is there-
fore enough to foresee its temporal evolution.
If the scalar is a delta function all the wavenumbers are excited with the same
intensity and Γ0 can be easily obtained. In this case, Equations 1.6 and 1.11 lead
to the classical decaying variance rates of t− 12 for 1D, t−1 for 2D and t− 32 for 3D.
For a general shape, these results are valid as long as the integral length scale of the
scalar, L(t), is much smaller than the domain and t >> L(0)2κ−1. In the initial
transient, when t << L(0)2κ−1, if the scalar is defined by a solid hypersphere of
dimension “n” with a sharp bound separating an internal from an external uni-
form concentration, the scalar spectrum, analytically obtained in (Vembu 1961),
is Γ(k) ∝ k−2 which combined with Equations 1.11 and 1.6, leads to an evolution
of
〈
θ′2(r, 0)
〉− 〈θ′2(r, t)〉 proportional to t 12 .
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The diffusion during the initial transient bounded by t << L(0)2κ−1 is dom-
inated by the small scale geometry of the scalars. Particularly important are the
diffusive properties of fractal and spiral structures commonly produced by vorti-
cal, chaotic or turbulent advection (Sreenivasan & Meneveau 1986; Sreenivasan,
Ramshankar, & Meneveau 1989; Prasad & Sreenivasan 1990; Fung & Vassilicos
1991; Vassilicos & Fung 1995; Catrakis & Dimotakis 1996; Flohr & Vassilicos 1997).
Fractal structures were first proposed by Mandelbrot (Mandelbrot 1982) to refer
to sets with a Hausdorff dimension larger than their topological dimension. The
Hausdorff dimension is defined as the critical value of DH (upper bounded by
the dimension of the space where the set is embedded) which, in the limit e→ 0,
makes HD(e) = inf∑i eDi → ∞ if D < DH and HD(e)→ 0 if D > DH, ei being the
radius of a series of hyperspheres fully covering the set and ei ≤ e, (Vassilicos &
Hunt 1991). Fractal sets fulfil global self-similarity and are globally space-filling.
On the opposite, spiral sets, also called K-fractals (Vassilicos & Hunt 1991; Fung
& Vassilicos 1991), have an integer Hausdorff dimension equal to their topologi-
cal dimension and only are locally self-similar and locally space-filling, (Fung &
Vassilicos 1991). These two structures, fractals and spirals, have a Kolmogorov
capacity, DK, larger than their topological dimension. The Kolmogorov capacity
can be obtained through the counting box algorithm which consists of covering
the set with N squares of size e and applying
DK = lim
e→0
ln(N(e))
ln(e)
. (1.12)
In all cases is DK ≤ DH. In (Vassilicos & Hunt 1991) it is shown how the scalar
power spectrum of a frozen fractal or spiral delimiting two uniform concentra-
tions embedded in a 2D or 3D space can be written in terms of the Kolmogorov
capacity, D′K, of the scalar interface intersections with a cross section, as shown in
Γ(k) ∝ k−(2−D
′
K), (1.13)
being 0 ≤ D′K ≤ 1.
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In nature, fractals or spirals are only commonly found in the range of scales
where Equation 1.12 stabilizes. For very small scales the morphology is smooth
enough to have D′K = 0 while for very large scales, the scalar can be seen as a delta
function and the power spectrum behaves accordingly. In (Angilella & Vassilicos
1998) the diffusive properties of fractals and spirals which cover a range of scales
from the shortest η to the largest L are analyzed. The power spectrum of the
fractals analyzed in (Angilella & Vassilicos 1998) are summarized in Figure 1.1,
where the fractal dimension D and the number of discontinuities N of the delta
functions scalar configuration are related with L and η through N ∼ (L/η)D.
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η L
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L κ2   -1
-(1+D)/2
-1/2
Figure 1.1: 1D Fractals, their power spectra and diffusive temporal evo-
lution. Upper and lower configurations are a sequence of,
respectively, non-alternating and alternating delta functions.
As can be seen, in the two cases presented in Figure 1.1 the scalar power spec-
tra have three well differentiated ranges. If Equation 1.11 is combined with Equa-
tion 1.6 and differentiating the result with respect to time, the term k∗2 = κk2t
appears in the exponent and inside the integral. If the integral of the variance
decay is then split in different ranges it can be noticed that neither the range
where k∗ >> 1 nor the range where k∗ << 1 almost contribute to the rate
of the variance decay and this is only determined by those wavenumbers with
value k ∼ (κt)−1/2 at each time. The power spectra between the wavenumber
range L−1 and η−1 being described by a power law, the scalar variance decay rate
monotonically increases with that power law exponent and, for exponents larger
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than -1, an analytical approximation of this evolution is obtained in (Angilella &
Vassilicos 1998). For k >> η−1 the scalar power spectra are not affected by the
multi-scalar structure, thus, in the range t << η2/κ, the diffusion of the concen-
tration distribution behaves like N diffusing delta functions in both cases. The
multi-scalar structure, present between the scales η and L, makes the variance
decay rate in the time range η2/κ << t << L2/κ, proportional to
(
κt
η2
)− 1−D2 in
the non-alternating case and to
(
κt
η2
)− 1+D2 in the alternating case. It is remarkable
how, for constant L and η, increasing N produces an increment on D, leading to
a trapping effect for the non-alternating case, in spite of the increment on |∇θ|2.
Finally, for L2/κ << t, the non-alternating case (and the alternating case if the
number of delta functions is odd) diffuses as a delta function and the decay rate of
the alternating case (for even number of delta functions) is strongly accelerated.
If the delta functions had a finite thickness e << η, a power law with exponent
−2 would describe both scalar energy spectra for wavenumbers larger than e−1.
As Batchelor (Batchelor 1959) pointed out, since the quadratic term in Equa-
tion 1.2 makes no contribution to d
〈
θ′2
〉
/dt, as shown in Equation 1.5, advection
must change the Fourier components of the scalar field maintaining the integrand
in Equation 1.6 constant but transferring and conserving across the spectrum
what he called
〈
θ2
〉
-stuff that, in his words, is “a contribution to θ2 from Fourier
components”. A good stirrer transfers
〈
θ2
〉
-stuff efficiently from small to large
wavenumbers where diffusion homogenizes faster. This flux of concentration
(i.e. temperature) through the scalar spectrum, up to that wavenumber where
diffusion becomes the main source of transport, is what makes multi-scalar flows
suitable for mixing. The Transport Equation in Fourier space,
dΘ
dt
+ 2pii
∫
Ξ
Uj(ξ, t)Θ(k− ξ, t)(k j − ξ j)dξ = −4pi2κk jk jΘ,
Θ(k, t) =
∫
R
θ(r, t)e−2piik·r µ(dr),
Uj(k, t) =
∫
R
uj(r, t)e−2piik·r µ(dr),
(1.14)
shows that the convective term is the only responsible of the scalar flux in the
Fourier spectrum as the other two only depend on same wavenumber. If Equa-
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tion 1.14 was solved for k = 0 both the diffusive and the convective terms would
be zero (since the convolution for zero shifting is the integral of the product and
Ujk j = 0 for incompressible flows) which means that neither the diffusion nor the
advection can reduce the mean scalar concentration.
In a freely decaying variance scenario, for a scalar perturbation of typical
length scale `, it is expected that Θ keeps a significant value up to k ∼ `−1,
dropping sharply afterwards (k−2 for a 2D cylinder). In this case k jΘ presents
a maximum kM anywhere between 0 and `−1, and is 0 in k = 0. For the advec-
tion term to act effectively over a wavenumber ks < `−1, the velocity field needs,
at least, to count on a wavenumber kv ∼ kM − ks ∼ `−1. So, an efficient velocity
field needs to cover only that wavenumber range with a substantial presence of
Θ. The concentration advected from long scales is, in the best case for a good
stirrer, “pumped” to smaller ones and so, while the spectrum of Θ is modified,
higher wavenumbers are required in the velocity field to effectively advect these
new scalar wavenumbers to higher ones. The limit is that scale where the diffu-
sion acts faster than advection, which is specific for each pair scalar-flow.
Recalling the close relationship existing between mixing and pair dispersion
(Bourgoin, Ouellette, Xu, Berg, & Bodenschatz 2006), a physical visualization of
the multi-scalar effect in the physical space is presented in Figure 1.2.
Figure 1.2: Visualization of multi-scalar pair dispersion. A pair of par-
ticles disperses through four successive flow scales.
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As pointed out and numerically and experimentally observed in (Fung, Hunt,
Malik, & Perkins 1992; Fung & Vassilicos 1998; Jullien, Paret, & Tabeling 1999;
Nicolleau & Vassilicos 2003; Da´vila & Vassilicos 2003; Rossi, Vassilicos, & Hardalu-
pas 2006a), particle pairs keep close trajectories in the bulk of flows and disper-
sion is mainly produced around straining regions. For a given Urms, a single scale
flow contains more straining stagnation points the smaller their integral length
scale are, and so the probability for a pair of particles to find one of them in their
trajectory is higher. The dispersion of a pair in a straining region is only expo-
nential while the motion of the particles is correlated and, therefore, while their
distance is similar to the scale of that straining region. Otherwise, the particles
disperse proportionally to
√
t, (Batchelor & Townsend 1956). A flow combining
small and large scales effectively produces fast pair separation in small scales,
maintaining this behaviour up to its largest scales.
Combining molecular diffusion with stirring is a common way to accelerate
mixing: while diffusion homogenizes the scalar concentration (slowing itself by
smoothing the scalar gradients concentration), stirring, unable by itself to reduce
the variance, increments the scalar gradients concentration, enhancing diffusion.
Stirring is often conceptually split in two processes: stretching and folding.
Stretching, as a key element to enhance diffusion, has been largely studied
by many authors. Their particular mathematical definitions, although some-
times slightly different, are based on the common idea of the lengthening of fluid
parcels, defined by Batchelor (Batchelor 1952b), as those consisting always of the
same particles of fluid. Cocke (Cocke 1969) explicitly referred to stretching as a
phenomenon related with a fluid line length increment. Other works either as-
sociated stretching with gradient production (Duplat & Villermaux 2000) or with
the transformation of an infinitesimal circular fluid element into an ellipse (Voth,
Haller, & Gollub 2002). In all these cases, the effect pursued through stretch-
ing is an absolute increment of the second term of the Equation 1.5 to accelerate
homogenization. Pure stretching advection-diffusion was theoretically and ex-
perimentally studied by Taylor (Taylor 1953; Taylor 1954) and then by Aris (Aris
1956). Their results for the limit t→ ∞ show how diffusivity reduces the gradient
1.3. Phenomenology of Mixing: Interactions Diffusion-Advection 41
concentration and, therefore, the variance decay rate.
Unlike what happens with stretching, there is no general agreement on the
mechanism that make folding advantageous for mixing: few authors give mathe-
matical definitions for folding and they propose different reasons for its favourable
effects over mixing. While stretching can be conceived as an Eulerian, time differ-
ential phenomenon, fully depending on the flow (the presented three definitions
can be simply related with the strain rate tensor of a velocity field), folding re-
quires Lagrangian and time integral statistics. When Reynolds faced the problem
of mixing he described folding as the process “by which the attenuated layers are
brought together” (Reynolds 1893). A relation between the length of a fluid line and
a typical curve sharing a frame with it, is employed in (Tabeling, Chabert, Dodge,
Jullien, & Okkels 2004) to quantify folding. Rossi kept Reynolds’ concept of fold-
ing and suggested a parameter, R˙ f ol =
∥∥∇θ˙∥∥ `, based on the Lagrangian angular
velocity of the fluid elements in the flow, θ˙, and a typical length scale `, to quan-
tify the potential folding rate that a flow can produce over a fluid parcel (Rossi
2010). A Lagrangian integration of R˙ f ol was then applied to several steady flows,
comparing the results obtained with the deformation that these flows produced
over an orthogonal homogeneous fluid mesh with typical length scale `. The
parameter R˙ f ol may not be able to predict global lamination in specially patho-
logical systems, such as the Zeldovich sine flow§, often employed in literature
(Pierrehumbert 1994; Antonsen, Fan, Ott, & Garcia-Lopez 1996; Thiffeault, Doer-
ing, & Gibbon 2004). For such a flow R˙ f ol should be equal to 0 while increasing
lamination with the number of cycles is expected. This seems to be the sign of
an essential difference between steady and unsteady flows which opens a funda-
mental question about the possibility of further phenomenological classifications
of folding, according to the nature of the flow involved.
The different geometric properties that non-diffusive passive scalars develop
under the advection produced by steady or unsteady flows were analyzed in
(Fung & Vassilicos 1991). This work classified the advected scalar geometries as
§The Zeldovich sine flow is defined as an alternation of horizontal and vertical free-diverging
shear sine flows with random phase angles for each period.
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a function of the Kolmogorov capacity (DK) and the Hausdorff dimension (DH)
of the scalar interface, giving evidence suggesting that steady flows could no
more than increase DK over the topological interface dimension and unsteady
flows were required to increment DH. In a meaningful short parenthesis of the
same work, the folding produced by unsteady flows was labelled as in the sense
of kneading which, due to its high graphic value is employed hereafter.
To discuss the effect of folding over diffusion it is here made use of the Fig-
ure 1.1 and the corresponding results in (Angilella & Vassilicos 1998). To iso-
late folding from stretching and analyze its pure effect, the concentration mean
gradient squared,
〈
|∇θ|2
〉
, which in Figure 1.1 is measured by the number of
discontinuities N, has to be maintained constant. To apply pure folding to any
of these configurations, it seems reasonable, according to Reynolds’ and Tabel-
ing’s definitions, to reduce L maintaining N constant. By doing this, the delta
functions come together, as Reynolds suggested, and the box framing them is
reduced while the total interface remains constant, increasing Tabeling’s folding
parameter. When this is done, either maintaining η or D constant, the variance
of the non-alternating case is increased in the range η2s κ−1 << t << L2l κ
−1, ηs
and Ll being respectively the smallest of the smallest and the largest of the largest
scales. In this first case, folding “traps” diffusion. In the alternating configuration
the effect of diffusion is exactly the opposite: when pure folding is applied by re-
ducing L but maintaining constant N, the more folded case presents less variance
than the original in the time interval η2s κ−1 << t << L2l κ
−1. Both scenarios have
already been reported in (Angilella & Vassilicos 1998). The distinctive difference
between these configurations and the source of their reverse behaviours is that
the asymmetry in the magnitude of the perturbations above and under the mean
in the non-alternating case is larger than in the alternating case which, in fact,
can be completely symmetric. As a result, in the non-alternating case, the sum
of concentration perturbations of length scales larger than η gradually increases
with their size and is constant and non-zero for length scales larger L. This pro-
duces that, in the non-alternating case, wavenumbers k < η−1 are excited by
more scalar energy the smaller they are, in comparison to the alternating case.
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Examples of equivalent scenarios to the ideal sharp alternating and non-alternating
models analyzed in (Angilella & Vassilicos 1998) can be found in nature and en-
gineering, being more similar the higher is their Pe and the sharper are the initial
interfaces of the scalar. A typical case comparable with the alternating config-
uration would be, for instance, cooling a hot spot embedded in a warm envi-
ronment by injecting fluid at low temperature. In this case, depending on the
temperatures and masses involved, the temperature perturbations could be con-
sidered symmetric with respect to the average warm environment and reducing
the box framing the temperature gradients would lead to faster homogenization
since scales larger than this box almost do not carry any variance. Thus, all the
warm fluid between cold and hot areas reduces diffusion. If the low temper-
ature injection is subtracted from the system, and the hot area is cooled only by
the warm environment, the temperature perturbations would be asymmetric and
all the wavenumbers smaller than the minimum wavenumber of the gradient
frame would carry the total energy of the scalar. The variance pumped to low
wavenumbers by folding non-zero mean areas diffuses at low rates, according to
Equation 1.11, and delays the scalar homogenization.
Phenomenologically, when two layers of scalar with similar intensity initially
separated are brought together, Brownian interchange of particles between them
do not change the total variance and the macroscopic diffusion is therefore re-
duced. Nevertheless, if two layers with different sign respect the average col-
lapse, the mean motion of particles is enhanced towards that part shortfall in
scalar. In other terms, recalling the linearity of the diffusion equation, if two
gradients separated by a distance ` are combined by diffusion after a time tC =
`2κ−1, the scalar flux, according to Equation 1.3, depends on the vectorial sum of
these two gradients and the variance decay, according to Equation 1.5, depends
on the integral of the square of the gradients. If the square of the sum of the gradi-
ents is larger than the sum of the square of the gradients, that is, if the gradients
are well correlated, diffusion is enhanced when folding is applied to the scalar
and ` is reduced, otherwise it is trapped.
In spite of the trapping effect that folding can have over diffusion, it is a key
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point in the pursuit of mixing enhancement and optimization even for scalar
fields with asymmetric perturbations. In this case there are, at least, two reasons
why folding should be used to increase mixing, both related with the practical
realization of mixers. Actually, if the only requirement imposed over a mixer de-
sign was fast variance decay, folding would not be required: an infinite velocity
field described by a hyperbolic stagnation point, defined by a unique eigenvalue
λ, would ensure an exponential time increment of the distance between any two
points, leading to a pattern with a constant thickness scaled with
√
κ/λ (which
is called the Batchelor length and defines that scale at which the squeezing pro-
duced by strain is equilibrated by diffusion), a length exponentially increasing
with λt and, consequently, a variance decaying as e−λt¶. Last velocity field is,
maybe, the fastest mixer but, regarding the necessary infinite size of, at least, one
dimension and the infinite specific energy to produce it, it cannot be the opti-
mal one. Once either space of specific energy is bounded, being usually both in
practical problems, folding becomes decisive for mixing.
Regarding the maximum dimensions of a mixer, it does not matter how fast
the stretching is done, without folding, it is delimited by the size of the mixer.
Once folding is allowed fluid elements can be continuously stretched, leading,
for large time, to the space filling structures commented above.
If the maximum specific energy of a velocity field is bounded, in the limit
t→ ∞, the average separation between particles increments, at the most, linearly
with time‖, and so does the length of any fluid line if its evolution relies only on
stretching. Nevertheless folding, in the sense of kneading, can enhance stretching
and diffusion. For instance, if a fluid line advected by a Couette flow (which,
once the maximum transversal length is set by the domain of the scalar, has a
finite specific energy, independent of the longitudinal length considered) does
not present geometrical relative maxima and minima, in axes coherent with the
flow, the increment in time of its length, in the limit t→ ∞, tends to the difference
between its maximum and minimum velocity. Nonetheless, if relative extremes
¶Note that the exponential decay does not depend on κ. This is detailed in section 1.3.2.
‖Note that to keep ∂E/∂V ≤ 0 for t→ ∞ with E ∼ v2, ∂Urms/∂V ≤ 0, and so ∂d/∂t ≤ Urms.
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are present, the increment in time of its length tends to the sum of the absolute
difference of maximum and minimum velocities in each one of the monotonic
stretches, rigorously larger than the fully monotonic case. The second line, with
maxima and minima, at least for time large enough, is more folded according to
both Reynolds’ and Tabeling’s definitions.
Folding, in the sense of kneading, requires, under the hypothesis of incom-
pressibility, at least three dimensions. In a 2D stationary velocity field folding
can be performed, but not in the sense of kneading, and it only leads to a con-
stant stretching. If a third dimension, either spatial or temporal, is added to the
system, stretching and folding can be combined to enhance stirring.
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Figure 1.3: Stirring enhancement by combination of Folding and
Stretching. Pictures 0 to 7 show stirring got by alternating
a Couette flow and an a vortex (u = Γre−r2uθ), both with the
same Urms. Picture 1’ shows stirring after being stretched by a
Couette flow. Simulations done using a RK4 method.
As an example, Figure 1.3 shows the evolution of an initially circular fluid
volume (picture 0) advected by a constant Couette flow (picture 1’) and by an
alternation between this and a vortex (pictures 1 to 7, with the Couette flow act-
ing between even and odd pictures and the vortex otherwise). The combined
scenario leads to much more stirred pattern than the steady case.
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Figure 1.4: Comparison of stirring by combination of folding and
stretching against just stretching. Time history of the total
interface length and its time derivative for the configurations
presented in Figure 1.3, being “×” for only Couette flow and
“+” for Couette and Vortex flows combined.
Figure 1.4 presents the time evolution of the total length and its time deriva-
tive. It is noticeable that the length increment rate reaches a constant value for
a stationary field. Cumulative folding, nevertheless, is able to monotonically in-
crease the value of this constant slope in each realization.
As a conclusion, in addition to the direct effects that folding has over diffusion
(accelerating it for symmetric scalar fields and trapping it for asymmetric fields),
folding, in the sense of kneading, magnifies stirring beyond the energy and scale
restrictions of any steady flow and thus, indirectly, enhances diffusion.
1.3.1 Advection-Diffusion in Vortical Flows
Vortical flows are the most elemental kind of flows existing in a close domain.
The power spectrum of a patch advected by a vortex was studied in (Gilbert
1988) where the spiral range was defined as that part of the power spectrum in
which the typical fall-off is slowed down by the accumulation of discontinuities
produced by the vortex. The limits of the spiral range depend on the size of the
filaments of the advected path. These sizes are monotonically reduced with time
by the vortex, shifting the spiral range towards higher wavenumbers where, in the
case of diffusive scalars, it is destroyed. Gilbert performed this work to study the
advection-diffusion of vorticity, comparable to the transport of a passive scalar in
the small diffusivity limit, to infer statistical properties of turbulent flows.
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A different approach to the same phenomenon can be found in (Flohr & Vas-
silicos 1997), where a diffusive scalar advected by a vortex with angular velocity
Ω(r) ∼ r−s is analytically studied. The dimensions of the mixer based in the last
velocity field remain constant while the scalar is infinitely stretched. This is one
example of the space filling concept of folding described above.
The study was performed assuming s > 1 and Pe = Ω0R20κ
−1 >> 1, R0 being
the furthest point of the patch to the vortex centre and Ω0 its angular velocity.
The variance decay of such a system has four characteristic regimes, separated
by the time scales (normalized with Ω0) 1, TS and TD. Before t∗ = tΩ0 = 1 the
patch is not completely rolled up in the vortex, and it is not affected by the spiral
structure. For very large times, TD << t∗, the whole spiral has diffused and the
variance difference evolves as t1/2. TS delimits the time when the length scale of
diffusion, δ ≈ √κt, starts being of the same order as the separation between the
smallest scalar filaments. TD indicates when all the filaments produced by the
vortex in the patch have diffused. Last two time scales are of the order of Pe1/3
(Rhines & Young 1983) but TS is scaled with a monotonically increasing function
of the stretching rate s and the minimum distance between patch and vortex r0.
A crucial step in this work was the definition of the problem, which was done
employing a polar coordinate system concentric with the vortex. The azimuthal
coordinate of the non-diffusive problem solution for the given scalar patch is ex-
panded in Fourier series and input in the polar transport equation. Although the
problem is essentially based in the diffusion perpendicular to the streamlines,
mainly radial, it is made use hereafter of a lax notation which calls radial diffusion
to the diffusion of the 0 mode of the azimuthal Fourier expansion and azimuthal
diffusion to the diffusion of the other modes. For the time interval considered, 1 <
t∗ < TD, the azimuthal diffusion is simplified and each Fourier term with |n| ≥ 1 is
expected to evolve in time as fn(r, t) = fn(r, 0) exp
(
−13 n2s2r−2(s+1)Pe−1t3
)
. The
radial diffusion is neglected since the terms with n = 0 are not considered. Accord-
ing to this equation, the spectral terms diffuse faster the higher their wavenum-
bers are and the closer they are to the vortex centre. To evaluate the diffusion
laws, a cut-off was established for very large exponents and the difference be-
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tween the original and current variance was estimated as the summation of the
original part vanished at each time. Under this new scope TS delimits the time
when all the wavenumbers |n| ≥ 1 have vanished for the smallest patch radius,
r0, and TD when that happens for the largest normalized radius, 1. Therefore,
for times in the range between TS and TD, for some radius smaller than ρ(t)
the scalar concentration is considered azimuthally homogeneous. For 1 <<
t << TS the whole scalar is sharp and the azimuthal spectral nodes are being
destroyed at all radii, leading to a variance difference decaying as θ¯2(0)− θ¯2(t) ≈(
Pe−1/3t
)3/2
. For TS << t << TD, nevertheless, the scalar has a sharp pattern
outside and a blurred pattern inside and only those radii larger than ρ are reduc-
ing their azimuthal variance which results in the decaying law θ¯2(0) − θ¯2(t) ≈(
Pe−1/3t
)3/(s+1)
. In the later range, the kinetic energy of the velocity field for
r < ρ does not produce any more any effect on the scalar variance.
If the azimuthal average at any radius, and therefore the spectral nodes f0(r, t),
are all zero, the radial diffusion for t > TD would be negligible and the azimuthally
homogeneous zone, which is that part where r < ρ, would have a zero value and
would not contribute to the total scalar variance. A scenario like this could be
obtained by, for instance, letting a positive and a negative perturbations, sym-
metrically distributed, be advected by a vortex while diffusing. In this case, the
reduction in the variance decay is simply produced by the fact that the vari-
ance has already been destroyed and may be fairly considered that the folding
produced by the vortex is accelerating the overall variance decay, in agreement
with the scalar alternating diffusing case proposed by Angilella and Vassilicos in
(Angilella & Vassilicos 1998). Nevertheless, if the azimuthal average is not zero,
which implies a finite value of f0(r, t), the vortex can no more than accelerate
the diffusion of the patch in a length proportional to each radii and, after that,
the variance decay is slowed down, before reaching a zero scalar energy level.
The difference between both exponents for the non zero azimuthal average case,
is the price that the finite field pays when scalar layers are brought together to
make possible an infinite stretching, beyond the dimensions of the mixer.
The result for patches very close to the vortex (when r0 is very small and, for
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instance TS is smaller than 1, appearing only the regime 2, with an inner blurred
pattern and a sharp outer one), is generalized for non circular vortical flows in
(Wonhas & Vassilicos 2001). In this case, a geometrical parameter accounting for
the differences with a circular orbit is included in the exponent.
1.3.2 Advection-Diffusion in Chaotic Flows
Although there does not exist a mathematical definition for chaos, it is gener-
ally accepted that a system is chaotic when its behaviour is extremely dependent
on the initial conditions. This dependence prevents practical predictions on this
kind of systems even if they are deterministic; it does not matter how small is the
error of the initial state measure of a state, a chaotic system continuously incre-
ments this error leading to diverging solutions. The Lagrangian representation
of advection can be written as a finite dimensional dynamical system, mapped
by the transformation r˙ = u(r, t), whose phase space coincides with the physical
space of the fluid. The vectorial function, u(r, t), can either be deterministic or
stochastic. In turbulent flows u(r, t) is stochastic and chaos is guarantied. This
kind of flows is analyzed in the next section, leaving for this section the chaotic
systems generated by laminar deterministic flows.
When a non-divergent flow is constrained to two-dimensionality and steadi-
ness, the associated dynamical system becomes integrable and, for instance, non
chaotic (Ottino 1989). Still in the frame of incompressibility, when a third dimen-
sion is incorporated to the system, either spatial or temporal, chaotic systems can
be obtained. Aref identified the situation or regime “in which an innocuous, fully
deterministic velocity field, in the Eulerian view, produces an essentially stochastic re-
sponse in the Lagrangian advection characteristics of a passive tracer”, and called it
chaotic advection (Aref 1984). These scenarios have been analytically studied in
literature for different unsteady (Aref 1984; Khakhar, Rising, & Ottino 1986) and
three dimensional (Toussaint, Philippe, & Raynal 1995) model systems.
A typical method to characterize a dynamical system is through its Lyapunov
exponents. In general, there are n Lyapunov exponents in each point of the space
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(n being the topological dimension of the system) measuring the separation rate
between two particles infinitely close. If the dynamical system is chaotic, only the
maximum Lyapunov exponent at each point is relevant. This maximum is strictly
positive, since an exponential separation of points is expected (Vassilicos 2002).
If d(r, t) is a radiovector joining two particles at time t, one of them being at r at
t = 0,
h(r) = lim
t→∞ lim|d(r,0)|→0
1
t
log
|d(r, t)|
|d(r, 0)| (1.15)
defines the Lyapunov exponent of a chaotic system at the point r, which is inde-
pendent of the direction of d(r, 0). If the system is ergodic, the Lyapunov expo-
nents do not depend on r anymore.
As exposed in Section 1.2, the Lyapunov exponents are related with the mix-
ing properties of a system. An analytical relationship between the Lyapunov
exponents of a chaotic flow and the evolution of the spectrum of a passive scalar
advected by this flow was obtained in (Antonsen, Fan, Ott, & Garcia-Lopez 1996).
A similar methodology was employed in (Wonhas & Vassilicos 2002) to obtain a
model relating the evolution of the variance of a scalar advected by a chaotic,
shearing or vortical flow with its fastest growing separation between particles
that in chaotic flows equals the Lyapunov exponents, but has a slightly differ-
ent definition that does not vanish for finite time in shearing or vortical flows.
This relationship, called AFOG96 in the second work as a recognition to the au-
thors of the first one, proved useful for a wide range of flows, being able to pre-
dict the exponential variance decay independent on the diffusivity, that had been
observed in previous works (Pierrehumbert 1994; Toussaint, Philippe, & Ray-
nal 1995; Pierrehumbert 1999; Toussaint, Philippe, Scott, & Gence 2000), and has
been frequently reported in different kind of flows such as laminar chaotic open
flows (Gouillart, Dauchot, Thiffeault, & Roux 2009). This exponential variance
decay has been associated to a recurrent shape of the scalar energy spectrum,
called Strange Eigenmode in (Pierrehumbert 1994), in which the homogenization
is dominated by the smallest filaments whose scale ` is only determined by the
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diffusivity of the scalar, κ, and the flow stretching rate, λ, by ` =
√
κ/λ: the
smaller is the diffusivity κ, the smaller are the smallest scales of the scalar, while
the homogenization rate is maintained constant. The main point in (Wonhas &
Vassilicos 2002), nevertheless, was to highlight the limitations of the AFOG96
model, which fails to predict the dispersion of spectral modes that chaotic non-
homogeneous maps can produce in the scalar energy power spectrum. In other
words, some chaotic maps, after an initial transient, pump variance from high
to low wavenumbers with such a rate that the total decaying variance becomes
exponential and independent of the diffusivity. This mechanism, first proposed
by (Fereday, Haynes, Wonhas, & Vassilicos 2002), also explains the self-similar
in time power spectrum, called before Strange Eigenmode, characteristic of chaotic
mixing. The unsuitability of the AFOG96 model to predict long term mixing
arises from an overestimation of the gradient production rate, essential for the
model, when not accounting for the above detailed trapping effect of folding over
diffusion.
Another interesting property of laminar chaotic flows was proposed by (Batch-
elor 1959) in his study of the viscous range of turbulent flows. The behaviour of
mixing in this range, when the viscosity transports as much momentum as inertia
does, is essentially similar to the deterministic flows. This is because, Batchelor
postulated, in the viscous range of turbulent motion (which is defined in the next
section) the velocity is expected to be smooth, producing pure straining motion
persistent during times much longer that its typical time scale. This hypothesis,
together with homogeneity and isotropy, allowed him to simplify the advection-
diffusion equation, assuming a pure stretching velocity field with an effective
average value of the least principal rate of strain, − ∣∣λ¯∣∣, and solve it analytically.
This, providing that there is a scalar forcing at large scales maintaining constant
the total variance, leads to the viscous scalar energy spectrum
Γ(k) ∝
1
k
e−κ|λ¯|
−1
k2 . (1.16)
If the motion is convective, that is, if the scalar transport produced by stretch-
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ing,
∣∣λ¯∣∣ k−2, is much larger than the produced by diffusion κ, the exponent in
Equation 1.16 vanishes and the power spectrum can be approximated by k−1
which is the famous Batchelor viscous-convective scalar energy power spectrum,
observed in several numerical (Pierrehumbert 1994; Yuan, Nam, Antonsen, Ott,
& Guzdar 2000) and experimental (Nye & Brodkey 1967) works.
For periodic chaotic systems of period T, the explicit dependence with time, t,
is typically replaced by the number of the cycles of the flow, n, and the dynamical
system is defined by the mapping r = f nT(r0). An approach to understand the
mixing properties of a periodic flow is through the study of the global structure
of this transformation. Particularly relevant points in a periodic map are the pe-
riodic points of period p, which are points that are back in their original position
after a number of cycles p, thus satisfying r∗ = f pT(r
∗). Assuming that the map-
ping is differentiable and its p iteration has a Jacobian JpT = f
p
T(r)∇T, a periodic
point of period p is said to by hyperbolic if JpT has no eigenvalues of unit modu-
lus, it is said to be parabolic if the eigenvalues are real and with modulus one and
it is said to be elliptic otherwise. The extension of the concept of periodic points
to a set defines an invariant set of period p, which is that set whose points are
mapped within it after a number of cycles p, and so r ∈ R∗ ⇒ f pT(r) ∈ R∗. If an
invariant set contains a periodic point, it is said to be a stable or unstable manifold
of the hyperbolic periodic point if, respectively, the infinite or minus infinite limit
of the iteration of any of its points is the periodic point. The transverse intersec-
tion of the unstable and stable manifold of a periodic point is called a homoclinic
point, and its existence is enough to produce chaotic behaviour (Khakhar, Ris-
ing, & Ottino 1986). Elliptic points are often related with isolated sets which mix
poorly with the rest of the domain (Khakhar, Rising, & Ottino 1986). The typical
structures formed around elliptic and hyperbolic points are called, respectively,
whorls and tendrils (Berry, Balazs, M., & Voros 1979). Whorls are named after the
spirals produced by the different angular velocities of the points of a set around
an elliptic periodic point. Tendrils are generated by sets around stable manifolds
with homoclinic points. The points in these sets are expelled towards the unsta-
ble manifolds, folding and stretching with an exponential rate, and coming back
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after reaching the homoclinic point. These concepts are employed in (Khakhar,
Rising, & Ottino 1986) to perform a qualitative parametric study of mixing in two
analytical flows; the blinking vortex and the tendril-whorl map. The blinking
vortex, first proposed by Aref (Aref 1984), consists of a vortex whose centre is
consecutively changed between two positions. The tendril-whorl map consists of
the alternation of a hyperbolic and an elliptic stagnation point at the origin. In
general terms, the results found in (Aref 1984; Khakhar, Rising, & Ottino 1986)
suggest that the size of the chaotic regions of both maps are an increasing func-
tion of the steady period of the flows normalized with a typical time scale of the
flow, which for infinite times implies that the longer is the time that the steady
flows are maintained the better is the mixing and, for finite times, involves the
existence of an optimal period. This result is quite intuitive since in the limit of a
vanishing period, the flow would tend to a steady situation (Vassilicos 2002).
1.3.3 Advection-Diffusion in Turbulent Flows
Turbulent flows are, until the date, probably the most effective mixers. As was
pointed out above, despite the inefficiency derived from the fact that, in gen-
eral, more wavelengths besides the strictly necessary ones for mixing are excited
(producing high dissipation of energy), the trend of turbulent flows to cascade
enstrophy and energy to different wavenumbers, creating multi-scalar motion
from simple monochrome forcing, and the characteristic unsteadiness of turbu-
lence produce high levels of stirring with no so complex mixer designs. Although
this research is fully performed with laminar flows, the relevance of turbulence
within the mixing community is such, that it seems useful to briefly comment
here mixing in turbulent flows for the sake of future references.
As explained above, advection in turbulent flows is a particular kind of chaotic
mixing in which the transformation of the dynamical system, the turbulent ve-
locity field, is a vectorial stochastic function. Although the exact behaviour of
this velocity field still remains unknown, statistical properties of some specific
simplified turbulent flows have been obtained, and mixing predictions can be
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performed over them. It is very difficult to find a precise definition for turbu-
lent flows, instead they are identified by fulfilling some characteristics such as
irregularity, large Reynolds numbers regimes and high levels of diffusivity and
dissipation (Tennekes & Lumley 1972). It is remarkable in the framework of this
research that, in the last list, one of the properties usually included to characterize
turbulent flows is simply the fact that they are fast mixers.
An integral version of the energy equation in the wavenumber space, relevant
to homogenous and isotropic flows, known as the scale energy budget equation is
∂EK
∂t
+ΠK = −2νΩK +FK, (1.17)
where the cumulative energy (EK), the cumulative enstrophy (ΩK) and the cumu-
lative energy injection (FK) up to wavenumber K are defined as the integral of the
energy (E(k)), enstrophy (k2E(k)) and energy injection Fourier coefficients from
0 to K, and the energy flux (ΠK) is the only term dependent on scales smaller than
1/K (Frisch 1995).
Equation 1.17 states that the rate of change of the energy contained in scales
larger than 1/K, EK, is a balance among the energy injected, FK, and dissipated
2νΩK at those scales and the energy interchanged with other scales ΠK. Assum-
ing statistical stationariness, the first term in the left side vanishes and, if all the
energy has been injected in larger scales, FK does not depend on K and is equal
to the mean energy dissipated per unit volume and time ε. The mean energy
dissipation rate, ε, in general, can be a function of the viscosity ν, but experimen-
tal evidence shows that, for vanishing viscosity, ε tends to a finite constant value
(Tennekes & Lumley 1972; Frisch 1995). In the last infinitely small viscosity limit,
Equation 1.17 shows that, in stationary homogeneous isotropic turbulence, the
energy flux equals the mean energy dissipation rate: ΠK = ε.
This statistical analysis of the Navier-Stokes equations leads to the “second
hypothesis of similarity” formulated by Kolmogorov in 1941 (Kolmogorov 1941)
which, adapted to this notation reads as “In the limit of infinite Reynolds number, all
the small-scale statistical properties are uniquely and universally determined by the scale
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` and the mean energy dissipation rate ε” (Frisch 1995). Last assumption is enough to
foresee the shape of the energy spectrum, E(k), using dimensional analysis: the
process is expected to depend on the physical variables E, ε and k, involving the
fundamental variables L and T and, consequently, the Buckingham-pi theorem
postulates that only the non-dimensional variable pi = Eε− 23 k 53 is required to
model the physics involved, leading to Equation 1.18.
E(k) ∝ e
2
3 k−
5
3 , (1.18)
which presents the scalar spectrum of a turbulent flow with vanishing viscosity.
The range of the spectrum where Equation 1.18 is valid in a real turbulent
flow is called the inertial range and it is delimited in large scales by those where
the energy is injected and in small scales by those where the energy is dissipated.
The largest wavenumber where the inertial range applies is called the Kolmogorov
wavenumber, kK, (Kolmogorov 1941) which establishes the beginning of the vis-
cous range, where both inertia and viscosity control the motion of the fluid. The
Kolmogorov wavenumber, presented in
kK =
( ε
ν3
) 1
4 , (1.19)
can be determined, as suggested in (Frisch 1995), by comparing in Equation 1.17
the effect of the energy flux produced by inertiaΠK = ε and the energy dissipated
by viscosity 2νΩK.
Traditionally, advection in turbulent flows has been studied either analyzing
single and pair particle dispersion and interfaces stirring in physical space or
investigating the power spectrum of scalars advected by these flows.
One of the pioneers in the analysis of single particle dispersion in turbulent
motion was Taylor, who statistically predicted the mean squared root of the sep-
aration of a particle from its initial position, |X|2, as |X|2 ∝ t2 for the limit t → 0,
when the time autocorrelation of the particle velocity is almost 1, and |X|2 ∝ t
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for the limit t → ∞, when the motion of the particle is no longer selfcorrelated
in time (Taylor 1921). Both regimes were observed in (Rossi & Vassilicos 2007),
the last case being equivalent to the observed scalar diffusivity, when the time
scale of the observer is much larger than the mean time between particle colli-
sions. Same results were later obtained by Batchelor (Batchelor 1949) who related
them with a differential equation, similar to the Fick equation, for the probability
to find a particle in a certain position given an initial distribution of particles in
a turbulent flow. The diffusive constant in this case depends on time, being 0 at
start with a positive derivative until a constant positive value is reached.
Five years after the single particle dispersion analysis made by Taylor, Richard-
son realized that depending on the turbulent scales, particularly in atmospheric
diffusion, a spreading dot model can not be suitable to build general distributions
and suggested the use of the Distance Neighbour Function which is a cumulative
distribution function of all the distances that can be built among all the particles
diffusing or, in other words, is the probability distribution of the pair dispersion
statistics of a flow. Empirical observations of atmospheric diffusion allowed him
to realize that the turbulent diffusivity increases with the four thirds power of
the scale of the scalar, `4/3, value which, related with the “Distance Neighbour
Function” leads to the well known Richardson pair dispersion regime in which
the mean square of the distance between particles, ∆2, evolves proportional to t3
(Richardson 1926). A quarter of a century later, Batchelor took a similar model to
the, then almost forgotten, Distance Neighbour Function up again to analyze pair
dispersion in turbulent flows. He obtained that, for very short times and initial
separations smaller than the turbulent scale, ∆2 ∝ t2 (Batchelor 1952a), regime
observed in (Bourgoin, Ouellette, Xu, Berg, & Bodenschatz 2006). In the other
limit, for times large enough for the particles to “forget” their initial separation:
if ∆ << ηK, assuming dispersion in smooth chaotic flow, he derived ∆2 ∝ et
(Batchelor 1952b), regime observed in (Lin 1972; Jullien 2003); if ηK << ∆ << L,
assuming the Kolmogorov phenomenology of turbulence and using dimensional
considerations, he derived the Richardson pair dispersion regime, ∆2 ∝ t3 (Batch-
elor 1950), observed in (Fung & Vassilicos 1998; Jullien, Paret, & Tabeling 1999);
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and if L << ∆, bearing in mind the uncorrelated motion between the particles
of each pair, ∆2 ∝ t (Batchelor & Townsend 1956), L being the length scale of
the turbulence. The exponential dispersion in small scales was then used to in-
fer exponential increment with time on material lines length and surfaces area
(Batchelor 1952b; Batchelor & Townsend 1956; Cocke 1969).
Regarding the advection-diffusion of a scalar in a turbulent flow, equivalently
to the classification of the energy spectrum in inertial and viscous ranges, the scalar
energy spectrum can be classified in four intervals, which are the combination
of the last two characteristic momentum transport limits with the typical scalar
transport regimes: convective and diffusive. Nevertheless, no more than three of
the last four ranges are present in any scalar power spectrum, whose particular
morphology depends on the Schmidt (e.g. Prandtl) number of the pair fluid-
scalar involved.
Assuming a Pe´clet number large enough for the scalar transport to be initially
produced mainly by convection and within the frame of large Reynolds number,
necessary for turbulent flows, the first regime found in the scalar energy spec-
trum for the smallest wavenumbers is the inertial-convective range. This range was
studied by Corrsin who wrote a conservation equation for the scalar similar to
the energy budget Equation 1.17 but with the particularity of having a scalar flux
dependent on both the scalar and velocity energy spectra. In
∂
∂t
∫ K
0
Γ(k, t)∂k +ΠθK = −2κ
∫ K
0
k2Γ(k, t)∂k +F θK, (1.20)
which presents the spectral scalar budget, ΠθK represents the
〈
θ2
〉
-stuff flux across
the spectrum and F θK is the scalar forced up to wavenumber K.
In statistically stationary configurations and if the scalar and velocity forcing
are produced in k << K, F θK has to be equal to the scalar energy dissipation rate,
Dϑ, and, in the limit κ → ∞, to the scalar flux ΠθK. Therefore it seems reasonable
to extend the Kolmogorov hypothesis for momentum flux to scalar flux along
the wavenumber spectrum, assuming that the only relevant physical variables
to model the scalar energy spectrum, Γ, are the scalar energy flow rate Dϑ, the
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velocity energy flow rate ε and the scale k, which are combinations of the three
fundamental variables L, T and M (e.g. Temp). Thus, the problem remains de-
pendent on only one non-dimensional variable and therefore, in this range, the
scalar energy spectrum is given in by (Corrsin 1951):
Γ(k) ∝ Dϑe−
1
3 k−
5
3 . (1.21)
While the wavenumber increases along the spectrum, it becomes more viscous
and diffusive. If the Schmidt (e.g. Prandtl) number is very small, that is, if the
phenomenon is more diffusive than viscous, similar considerations than the done
before to obtain the Kolmogorov wavenumber, kK, can be employed to obtain the
Corrsin wavenumber, kC, shown in
kC =
( ε
κ3
) 1
4 , (1.22)
which separates the inertial-convective range from the inertial-diffusive range (Corrsin
1951).
In this inertial-diffusive range, the slope of the scalar energy spectrum can be
found under the assumption that, in the Fourier version of the transport equation
(Equation 1.14), the dominant contribution to the convolution are the wavenum-
bers between kC and kK (Batchelor, Howells, & Townsend 1959). This leads to
Γ(k) ∝ Dϑe
2
3κ−3k−
17
3 . (1.23)
The inertial-diffusive range becomes viscous-diffusive after the Kolmogorov
wavenumber, kK.
If the Schmidt (e.g. Prandtl) number is very large, that is, for higher viscos-
ity than diffusivity, the Kolmogorov wavenumber, kK, shown in Equation 1.19,
separates the inertial-convective from the viscous-convective range, where Equation
1.16 is relevant. This equation, nevertheless, models the whole viscous range and
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further approximation can be done assuming that the advection is larger than
the diffusion: a balance between the creation rate of |∇θ|2, called G2, propor-
tional to (ε/ν)
1
2 G2, and its destruction rate, proportional to κ(∂G/∂`)2, leads to
an equilibrium length scale, `, which is the inverse of the Batchelor wavenumber
kB (Batchelor 1952b), shown in
kB =
( ε
νκ2
) 1
4 , (1.24)
which separates the viscous-convective from the viscous-diffusive range.
For turbulent flows, the effective average value of the least principal rate of
strain, can be approximated by
∣∣λ¯∣∣ ≈ (ε/ν) 12 (Batchelor 1959) and, consequently,
in the viscous-convective range, the Batchelor spectrum prevails:
Γ(k) ∝ k−1 (1.25)
The viscous-diffusive range, with the sharp exponential spectrum shown in Equa-
tion 1.16, is present after kC and kK for Sc << 1 (e.g. Pr << 1), or after kK and
kB, for Sc >> 1 (e.g. Pr >> 1). If Sc ≈ 1 (e.g. Pr ≈ 1), then kK ≈ kC ≈ kB and the
viscous-diffusive range directly follows the inertial-convective range.
The possible spectra are summarized in table 1.1, where the sequences are
either inertial-convective→viscous-convective→viscous-diffusive, for Sc >> 1,
observed, for instance, in (Gibson & Williams 1973) where, for water, Pr ≈ 7;
inertial-convective→inertial-diffusive→viscous-diffusive, for Sc << 1; or, for
Sc ≈ 1, inertial-convective→viscous-diffusive.
Inertial Viscous
Convective k− 53 k−1 (Sc >> 1)
kC kK kB
Diffusive k− 173 (Sc << 1) k−1e
− κ|λ¯| k
2
Table 1.1: Turbulent Scalar Spectrum Ranges
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1.4 Research Framework
Due to the reported high importance of mixing in engineering applications, mixer
designs have been continuously studied and improved. A detailed description of
all the mixers and their properties found in literature is far beyond the intentions
of this introduction and only a brief summary of the considered most relevant
for the understanding of the work presented here is reported. Among the works
commented there are some whose main intention is to show the benefits of a
new geometry or mixing protocol while others aim to bring experimental evi-
dence of theories previously explained. All the mixers commented here have
been selected fulfilling the condition of smoothness and, consequently, relatively
low Reynolds number (leaving stochastic turbulent flows aside) but not neces-
sarily smaller than one. The popularity of this kind of flows within the mixing
community, dramatically increased after Aref showed their ability to produce La-
grangian chaotic response (Aref 1984), suitable to produce high stirring in spite of
their Eulerian simplicity, and subsequent analytical and numerical analysis of his
blinking-vortex and the tendril-whorl mapping (Khakhar, Rising, & Ottino 1986).
Typically the first kind of low Reynolds number mixers employed by mankind
were those relaying in surface forcing, producing the sort of stirring expected, for
instance, when using blenders, cooking mixers or simply a spoon.
Classical realizations of surface forcing mixers are cavity flows. In (Chien, Ris-
ing, & Ottino 1986), glycerine was driven inside a trapezium, with two parallel
sides with lengths H1 and H2 (becoming a rectangle when H1/H2 = 1), through
the independent motion of the convergent sides. A parametric study was per-
formed by changing H1/H2 and the direction and frequency the driving walls.
An interesting feature of this experiment was the possibility to perform a map
similar to the blinking vortex by periodically moving only one wall at the time,
in the rectangular configuration. A contemporary experiment was performed
by (Chaiken, Chevray, Tabor, & Tan 1986), mixing glycerine between two non-
concentric circular cylinders with independent angular velocity. This experiment
had previously been analytically and numerically analyzed in (Chaiken, Chu, Ta-
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bor, & Tan 1986; Aref & Balachandar 1986). The main result of these works is
the experimental evidence of the possibility to create chaotic flows from Stokes
motion and the radical increase in stirring if compared with the integrable steady
two dimensional case. Another interesting solution to create chaos in cavity flow
mixers is presented in (Jana, Tjahjadi, & Ottino 1994), where different configura-
tions of moving baffles are employed to bring unsteadiness to the system. A par-
ticular point of this work is its extension from unsteady 2D to steady 3D flows,
showing how efficient mixing can be performed in an open flow with simple ex-
truder designs.
Open flow mixers are especially important in industry for many applications
where a continuous flow of different substances enters into a stirrer which is ex-
pected to expel a fluid as homogeneous as possible. Surface forcing has been, so
far, very popular for this purpose, being used in different mixers designs. One
approach to open mixing flows can be found in (Gouillart, Dauchot, Thiffeault,
& Roux 2009), where a circular translation of two independent cylinders produce
chaotic stirring in a section of a flowing sugar syrup channel (resembling an egg-
beater). The properties of this mixer were analyzed for several motion regimes,
finding experimental evidence of the existence of a Strange Eigenmode for open
flows. A model based on an open-flow baker’s map was employed to explain the
obtained exponential scalar variance decaying.
To close the description of open flow mixers generated by surface forcing a
particular case has been selected where the forcing applied is mainly normal in-
stead of tangential, as shown until now. This is the case of (Tabeling, Chabert,
Dodge, Jullien, & Okkels 2004) where two facing side channels produce an os-
cillatory flow, with zero mean, over a main channel carrying two glycerol based
fluids. A parametric study was performed varying the frequency and the am-
plitude of the oscillations, normalized with the velocity and the diameter of the
channel. Due to the small Reynolds number employed, in some of the studied
pairs frequency-amplitude, half of the oscillatory flow period ended reversing
the effect of the other half, which was called a resonance situation, producing a
decrement on the mixer stirring performances.
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Although they were not first conceived as mixers, but as a mean to study
freely decaying 2D turbulence, the experiments performed in (Tabeling, Burkhart,
Cardoso, & Willaime 1991; Cardoso, Marteau, & Tabeling 1994) settled a new
methodology to investigate Q2D mixers based on electromagnetic body forc-
ing. This new concept consisted of electromagnetically forcing a shallow layer
of driving electrolyte, immersed in a magnetic field, by inducing an ionic current
through it. To reduce 3D effects, in usually an upper layer of less conductive
flow was employed. The 2D assumption of the original kind of energy decaying
flows was studied in (Paret, Marteau, Paireau, & Tabeling 1997), showing that,
after times larger than 40% of their typical relaxation times, stratified flows reach
a reasonable Q2D configuration in the upper layer even if this is up to the same
size than the lower one. The two dimensionality of the upper zone of the brine
in shallow layer non-stratified electromagnetic body forced flows was, as well,
shown by (Lardeau, Ferrari, & Rossi 2008) where a direct numerical simulation
(DNS) was employed to reproduce the experiment performed in (Rossi, Vassil-
icos, & Hardalupas 2006a), which is commented later. The 3D results allowed
them to accurately explore both the vertical profiles of the horizontal velocity
field and the ratio between the velocities normal to parallel to the wall. In this
case, where the Reynolds number based on the brine depth is about 1, although
the 3D effects had some impact on the proper modelling of the fluid motion itself,
they appear to be negligible in the kinematic upper most zone of the brine.
Several have been the mixers reported in literature based on the cell devised
by Cardoso, Marteau and Tabeling. These experiments, most of them performed
with small variations including different magnets arrangement and ionic current
functions, have been usually employed either to give experimental evidence of
some kinematic properties of turbulent flows or to explore particular relations
between kinematic statistics of the flow and scalar evolution.
One of the classical goals pursued with electromagnetic cells is the experimen-
tal evidence of the Batchelor viscous-convective range and the Batchelor wavenum-
ber, respectively shown in Equations 1.25 and 1.24. This was one of the main
objectives in (Williams, Marteau, & Gollub 1997; Jullien, Castiglione, & Tabeling
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2000; Jullien 2003). In the last three publications, symmetric and random arrange-
ments of magnetic fields were employed. The main differences between their ap-
proaches were two. Firstly, Williams, Marteau and Gollub managed to include a
constant scalar forcing (through scalar and brine injection and suction) while, in
the other two cases, a freely decaying variance scenario was employed. The sec-
ond difference was that, while the first case employed constant ionic current, time
dependent forcing was employed in the other two cases. The Batchelor viscous-
convective range was barely observed in the first case and appear more clear in the
freely decaying variance cases (despite Batchelor’s theory requiring scalar forc-
ing at the largest scales) and in the three cases the viscous-convective range ends
at wavenumbers several orders of magnitude smaller than the predicted by the
Batchelor’s theory. These works, and possible source of error not contemplated
until now, are commented deeply in Chapters 2 and 4. In addition, the apparatus
employed in the last two works was used to observe the Richardson pair disper-
sion regime, ∆2 ∝ t3 (commented in section 1.3.3), in (Jullien, Paret, & Tabeling
1999) and the exponential particle separation regime (in the range ∆ << ηK, de-
scribed as well in 1.3.3) in (Jullien 2003).
A particular multi-scaled magnet arrangement was employed in the exper-
imental work performed in (Rossi, Vassilicos, & Hardalupas 2006a) and subse-
quently in other experimental and numerical works (Rossi, Vassilicos, & Hardalu-
pas 2006b; Rossi & Vassilicos 2007; Lardeau, Ferrari, & Rossi 2008; Rossi, Bocquet,
Ferrari, Garcia de la Cruz, & Lardeau 2009; Priego & Vassilicos 2009). These have
been the first works in which a special designed topology of the flow is pursued
and obtained by a specific disposition of the magnetic field. In these cases, the
multi-scale forcing was employed to simulate the theoretical fractal distribution
of stagnation points in turbulent flows, proposed in (Da´vila & Vassilicos 2003),
mainly to study its influence in pair dispersion statistics. An energy power law
spectrum smoother than the obtained in previous electromagnetic body forcing
experiments of approximately −2.5 was obtained. A further step in this open
control of mixing pursuit is given in (Rossi, Bocquet, Ferrari, Garcia de la Cruz,
& Lardeau 2009), where the possibility to change the alignment of the axes of an
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isolated pair of magnets with respect to the ionic current is provided, producing,
for the first time, different topologies which are deeply commented in Chapter 3,
whose study has been one of the central points of this research.
Oscillatory forcing in experiments with small, but larger than one, Reynolds
number has allowed different experimentalists to work with chaotic advection of
passive scalars on electromagnetically body forced flows. This kind of forcing has
been employed in (Rothstein, Henry, & Gollub 1999; Voth, Saint, Dobler, & Gollub
2003) where experimental evidence of the Strange Eigenmode, proposed by Pierre-
humbert, was employed to explain the mixing rates obtained, slower than the the-
oretically predicted by (Antonsen, Fan, Ott, & Garcia-Lopez 1996) which related
the decaying variance with the Lyapunov exponents of the flow. The same os-
cillatory body forcing configuration was used to experimentally show how fluid
lines, visualized by high gradients or equi-concentration lines, align themselves
with lines which have experienced high stretching rates in chaotic flows (Voth,
Haller, & Gollub 2002; Twardos, Arratia, Rivera, Voth, Gollub, & Ecke 2008).
It is remarkable that, in experimental electromagnetically body forced mix-
ers, all the magnets arrangement described until now, and which has been found
in literature after its close scrutiny, remain fix during the mixing processes and
the desired unsteadiness of the flow is obtained either by producing unsteady
ionic current or through an increment on the Reynolds number until flow insta-
bilities appear. This is a diverging point with classical numerical works such as
the blinking vortex, the tendril-whorl map or the Zeldovich sine flow where the
complete morphology of the flow is changed to produce chaotic advection. The
experimental method reported so far to produce unsteadiness has an important
limitation for flows at Reynolds number much smaller than one, essentially vis-
cous, which cannot rely on inertia to develop instabilities and whose reversible
nature prevents the use of the same forcing with opposite sign to create chaos. In
effect, in a flow with negligible inertia and in the absence of advected suspended
solid particles (Pine, Gollub, Brady, & Leshansky 2005; Gollub & Pine 2006), the
motion is reversible. This phenomenon was elegantly shown in 1960 by Taylor in
a film where the marked viscous flow between two cylinders was driven by the
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internal one forth and back, recovering at the end almost the original shape∗∗.
The reversibility of Stokes’ flow is, as well, discussed in (Chaiken, Chevray, Ta-
bor, & Tan 1986): in one of the experiments, after producing quite a distorted
scalar pattern with a surface forcing, the reverse forcing reasonably restores the
original situation while, in another, there does not exist any apparent correlation
between the initial and final pattern (experimental noise such as cylinder vibra-
tion and small transient effects were argued to account for that). The reversibility
of the Stokes’ flow, therefore, prevents the generation of folding in the sense of
kneading, described before, in very low Reynolds number electromagnetic forced
flows with permanent magnets arrangement and oscillatory ionic currents where,
all the stretching produced in one half of the forcing period, is “unwind” in the
next one. This kind of motion, consequently, leads to linear, instead of exponen-
tial, time increment of fluid lines. The main novelty of the current research is
the introduction of the ability to employ time-dependent magnets arrangement
which can produce folding in the sense of kneading and thus exponential fluid
lines growing and chaos, even for a perfectly reversible flow regime, called from
now reversible chaos. This reversible chaos is not aimed to imply that the motion is
essentially reversible, which is not achieved in the experiments reported here, but
that, even if it was reversible, the worse possible imaginable scenario for mixing,
chaotic advection would be observed.
1.5 Overview of the Thesis
This first introductory chapter to advection-diffusion and mixing wanted to be
firstly a motivating piece, stating both the importance and the difficulty of the
current problem; secondly a general overview of the different nomenclature and
definitions adopted, hypothesis assumed, laws and theories postulated, experi-
ments performed, results obtained and mixers designed; and, finally, a reference
to the unsolved issues and the frame in which this research is novel and original.
∗∗Video available at
http://www.physics.nyu.edu/pine/research/hydro/kinematic reverse 2small.mov
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The Chapter 2 consists of a detailed explanation of the laboratory apparatus
and experimental procedure. The importance of this chapter is double. On the
one hand there is the necessity to give the reader the ability to exactly repro-
duce the experiments performed during this research, something that can only
be achieved by understanding the set up and procedures employed; on the other
hand, it is important to acknowledge the fact that the main experimental tech-
nique employed here, two dimensional laser induced fluorescence, has been very
exceptionally performed and it is very poorly documented. As a consequence
some of the procedures developed and statistics defined are new themselves and
their description might be considered as a novel contribution. Finally, it is worth
to mention here that the complete set up employed in this research was specifi-
cally designed, assembled and programmed for it, according to the initial require-
ments of the project. This meant a huge effort and consumed a non negligible part
of the whole time of the project.
Chapter 3 is a kinematic description of the basic flows obtained with the set
up described in Chapter 2 and which are employed in Chapter 5 to study scalar
advection-diffusion by vortical and chaotic flows. These flows, some of whose
properties have been briefly commented in (Rossi, Bocquet, Ferrari, Garcia de la
Cruz, & Lardeau 2009; Rossi 2010), have been experimentally obtained for the
first time within this research, and their detailed description might be consid-
ered a new contribution to science brought by this document. The information
obtained in this chapter is employed to select the considered more interesting
topologies obtained to perform the scalar experiments.
Before studying advection-diffusion by vortical and chaotic flows in Chap-
ter 5, Chapter 4 establishes a reference case of the scalar evolution without any
electromagnetic forcing applied to the flow. This chapter shows some interest-
ing limitations of the two dimensional laser induced fluorescence technique not
reported until now, whose detailed description might be considered a novel con-
tribution to science. Some of the previous works are analyzed under the scope of
these limitations. This chapter, as well, explains some of the final details to take
into account to perform the experiments.
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Chapter 5 experimentally analyzes the advection-diffusion produced by vor-
tical and chaotic flows. The discusion regarding the errors reported in Chapters
2 and 4 is extended with the data presented in this chapter. In the section de-
voted to vortical advection-diffusion, the believed to be the first experimental ev-
idence of the spiral range is provided. The section that discusses mixing in chaotic
flows, presents a novel evidence of the strange eigenmode, experimentally showing
that it is independent on the scalar initial condition. This section also describes
a methodology to produce chaotic advection in electromagnetically forced flows
with Re << 1. For both kinds of flows, the scalar variance decay and gradient
production are qualitatively related with the velocity field topology.
Finally, Chapter 6 summarizes the main conclusions and suggests new ap-
proaches to the problem to be performed in the future.
Along with this written document, special effort has been applied to generate
a valuable visual material that brings the reader closer to the experiments. Al-
though the written document pretends to be self-contained, sporadic visualiza-
tions to the referred material can help to understand the different flows and time
evolutions of some of their properties. The videos present the evolution of the
scalar, measured during the experiments and calibrated as described in Chap-
ter 2, and several data relevant to the experiment. Some of these data, such as
the time, magnet angle and ionic current intensity, was directly measured during
the experiments while other were obtained after the postprocessing procedures
described in Chapter 2. These postprocessed data are the variance, the mean
gradient squared, the integral length scale, the concentration and gradient squared
probability density functions (the source of the negative values in the last statistic
determines the amount of gradient produced by the acquisition system noise and
its derivation is carefully explained in Chapter 2), the scalar power spectrum and
a visualization of a cross section of the concentration, whose position is located
in the first frames of the video. While each graph evolves in time, record of some
previous graphs is still presented, in different colors, to help the visualization of
their evolution.
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Chapter 2
Apparatus and Experimental
Procedure
This chapter aims to both accurately describe the equipment and procedures em-
ployed in this research and briefly explain the theoretical basis of the experiments
performed. The chapter is structured in five sections where, successively, the the-
oretical foundations of the experiments are summarized, the laboratory appara-
tus is detailed, the two main experimental techniques employed, Particle Image
Velocimetry (PIV) and Laser Induced Fluorescence (LIF), are documented and
some of the experimental limitations are commented.
Most of the equipment employed in this research has been specifically de-
signed, built and assembled for this project and is an original non-commercial
apparatus (with the obvious exceptions presented as so in this chapter). Hence
the importance of providing a detailed description for the sake of reproducibil-
ity. In addition, the reduced number of references found in literature to Laser
Induced Fluorescence applied to a Q2D flow, as performed here, leads to a situa-
tion where new unexpected sources of error and inaccuracies incidentally appear,
leading to continuous process of improvements and validations.
The theoretical foundations of the apparatus and experimental techniques are,
firstly, briefly summarized in order to support the design parameters selected and
the procedural decisions made.
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2.1 Experimental Foundations
This section discusses three topics considered essential for the proper under-
standing of the experiments performed. These topics are the related with the
generation of the electromagnetic force driving the fluid which advects the scalar
to be mixed; the production of the ionic current required to create the aforemen-
tioned electromagnetic force; and the related with the measure of mixing.
2.1.1 Mixing with Electromagnetic Forces
The interaction between conducting flowing fluids and electromagnetic fields is
studied by Magnetohydrodynamics (MHD). This multidisciplinary science relies
on a combination of the Navier-Stokes, Maxwell, Lorentz and Ohm equations to
model their pertinent properties and variables. In addition, mixing is governed
by the transport equation, as detailed in Chapter 1.
The Navier-Stokes equations are a set of two scalar and one vectorial equation,
representing the conservation of mass, energy and momentum, which model the
motion of the fluids. The two pertinent equations for this dissertation are the in-
dividually known as the conservation of mass and conservation of momentum, whose
Eulerian version for incompressible flows are
dρ
dt
+ u · ∇ρ = 0, (2.1)
du
dt
+ (u · ∇) u = −∇
(
p
ρ
)
+
LU
Re
∇2u+ f
ρ
, (2.2)
where u, p and ρ are the velocity, pressure and density of the fluid, Re is the
Reynolds number accounting for the ratio between inertial and viscous forces,
Re = UL/ν (being ν the kinematic viscosity of the fluid), and f is a body force
acting on the fluid. In the case of the experiment reported here the body force
almost uniquely depends on the gravity and on the electromagnetic forces f ≈
fm + ρg. The value of LU in the second term of the right becomes one when the
time is normalized with L/U, lengths are normalized with L and velocities are
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normalized with U, L and U being respectively a typical length and velocity of
the fluid. If the flow is incompressible and it is assumed that the viscosity and
the density are known and constant, the unknowns are the spatial distribution
and temporal evolution of the vectors velocity and electromagnetic body force,
and the scalar pressure while, so far, only one vectorial and one scalar differential
equation are available.
The external electromagnetic force can be related with the ionic current J, the
magnetic field B, the electric field E and the charge density of the fluid ρe through
the Lorentz’s Equation
fm = ρeE+ J × B. (2.3)
The behaviour of J is described by the Ohm’s law
1
σ
J = E+ u× B, (2.4)
where σ is the conductivity of the fluid.
Assuming that ρe and σ are known, these two vectorial equations have brought
three new unknown vectors, namely E, J and B. To close the problem the Maxwell’s
equations can be employed; these equations are Gauss’s Law, Gauss’s law for
magnetism, the Maxwell-Faraday equation and Ampe`re’s circuital law:
∇ · E = ρe
e
(2.5)
∇ · B = 0 (2.6)
∇× E = −∂B
∂t
(2.7)
1
µ
∇× B = J + e∂E
∂t
(2.8)
where, the permittivity of the material (i.e. electric constant) e and the permeabil-
ity of the material (i.e. magnetic constant) µ are commonly considered known.
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With the last two of the Maxwell’s Equations, Lorentz’s equation, Ohm’s law
and Navier-Stokes equations, a total of five vectorial and one scalar equations are
available to solve the vectors u, fm, J, B and E and the scalar p.
The particular fluid used in this experiment, salt water, is electrically neutral,
and therefore the Lorentz’s force dependence with E vanishes. In MHD, the last
term of the Ampe`re’s circuital law, known as the displacement current, is often
negligible compared with the current J (Davidson 2001) and so this equation can
be simplified. The combination of this simplified equation with Ohm’s law and
the Maxwell-Faraday equation leads to the induction equation,
∂B
∂t
= ∇× (u× B) + LU
Rem
∇2B, (2.9)
simply bearing in mind that the magnetic field is solenoidal as stated in Equa-
tion 2.6. In Equation 2.9 Rem is the magnetic Reynolds number, Rem = UL/ηm,
which measures the relative magnetic advection against magnetic diffusion, be-
ing ηm is the magnetic diffusivity ηm = µ−1σ−1. The value UL in the furthest
right term of Equation 2.9 becomes one under proper normalization. Further
simplifications can be performed over this equation in the context of the experi-
ments reported here: assuming that, in the employed system, U < 10−2ms−1 is
an upper bound for the motion of both the fluid and the magnets, L ≈ 10−2 m,
µ ≈ 10−7 V s A−1 m−1 and σ ≈ 10 A m V−1, is expected Rem ≈ 10−10 and hence
Equation 2.9 becomes the Laplace equation for B. With this simplification it can
be assumed that the magnetic and the electric field remain uncoupled. The equa-
tion modelling the Lorentz’s force driving the fluid finally reads
fm ≈ J × B ≈ σE× B. (2.10)
With the mentioned orders of magnitude and knowing that the kinematic vis-
cosity of salt water, is ν ≈ 10−6 m2 s−1 in the conditions under which the exper-
iments took place, the Reynolds number based on the vertical length is upper
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bounded by Re < 102, which means that the viscosity effects are small but not
negligible when compared with the inertial forces. If the value of the magnetic
field employed is B ≈ 1 T, the current is J ≈ 10 mA and the cross sectional area of
the conductive brine is about A ≈ 3000 mm2 the hypothesis of being f ≈ fm + ρg
can be supported by comparing the Lorentz’s force fm ≈ 1 A T m−2 = 1 N m−3
with other horizontal body forces not included in g, for instance the Coriolis’
force produced by the rotary motion of the Earth, which is upper bounded by
fC < 10−3N m−3 and is clearly negligible when compared with the Lorentz’s
force.
Finally, it may be worth mentioning here that, after proper normalization, the
gravity term of the body force in Equation 2.2 becomes Fr−2 in the vertical direc-
tion, where Fr = U(g0L)−1/2 is the Froude number and measures the velocity of
the fluid against the typical velocity of a wave propagating through it. In the case
of this experiment, for the aforementioned typical values of U and L, Fr ≈ 10−1,
which means that an almost horizontal fluid free surface and a quasi hydrostatic
vertical pressure distribution should be expected.
2.1.2 The Electrochemical Cell
To generate Lorentz’s forces in the fluid an electric current that interacts with the
magnetic field is forced through the brine. There exist two kinds of electric con-
duction: electronic and ionic. The properties of ionic conduction and phenomena
occurring during the passage of an electric current through an ionic circuit are
studied by Electrochemistry (Bagotsky 2006).
Circuits containing at least one ionic conductor are called galvanic circuits.
These circuits have a characteristic component called electrode, which is that part
joining an electronic and an ionic conductor. Since the current is carried by dif-
ferent species in the two adjacent phases, the continuous flow of carriers is in-
terrupted and the interface of each one of the electrodes acts as a source or sink
of carriers of both types. This conversion of the electronic carriers involves an
electrochemical reaction. The combination of ionic conductors, also called elec-
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trolytes, and electrodes arranged either to produce electrical energy from chemi-
cal reactions, or to force chemical reactions at the expense of electrical energy, is
called an Electrochemical Cell. Considering the kind of reaction that can take place
in the electrodes interface, the electrodes can be classified according to different
features: Reacting and non-consumable, with Soluble and Insoluble Reaction Products
or with Invertible and non-invertible Reactions (Bagotsky 2006).
When an electric circuit is composed by several phases, their different nature
might produce forces acting on charged particles near the interfaces generating
a potential difference called Open Circuit Voltage (OCV). In general, galvanic cir-
cuits have a finite OCV, whose value depends on the nature of the electrodes and
electrolytes involved. At non-zero current, the potential difference between the
electrodes differs from the OCV in the total cell overvoltage, which is a composi-
tion of the Ohmic Losses in the electrolyte and the Electrode Polarization in both
electrodes. The Ohmic Losses can be calculated as a function of the electrical con-
ductivity of the electrolyte, the geometry of the cell and the electric current. The
conductivity of different electrolytes can be found in literature, for instance in
(Weast 1989).The Electrode Polarization is, roughly, the potential associated with
the electrochemical reactions in the electrodes. This Electrode Polarization is com-
monly classified in Electrode Potentials and Overpotentials. The Electrode Potential
represents the minimum energy required to produce a chemical reaction. The
Electrode Potential depends on many parameters such as concentration, tempera-
ture, pH or pressure and it can be estimated through tables of Standard Electrode
Potentials, common in literature (Bagotsky 2006), and refined with a Nernst equa-
tion. The Overpotential of a reaction is the difference between the real Electrode
Polarization and the theoretical Electrode Potential and comes from different kind
of energy losses such as the electrons transfer between electrolyte and electrode
or the appearance of bubbles due to the gaseous state of the chemical products.
The Overpotential, consequently, is particular of each electrochemical cell design.
The current density that crosses an Electrochemical Cell directly influences the
potential difference between electrodes through the Ohmic Losses but, indirectly,
as well through the Electrode Polarization in a complex manner, activating different
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electrochemical reactions with different potentials when those reactions with less
activation energy become saturated and, therefore, modifying the correspond-
ing Overpotentials. The electrode saturation depends on many parameters such
as their geometry, the advection in the electrolyte or the amount of substance
converted per time and electrode surface area. The total amount of substance j
converted per unit time, υj, by the Electrochemical Reaction is related with the total
current across the Electrochemical Cell, i, through the Faraday’s Equation,
υj = νj
i
nF
, (2.11)
where n and νj are, respectively, the number of electrons in the elementary act of
the reaction and the stoichiometric coefficient of substance j and have no units.
The Faraday constant, F, is equal to 96485 A s mol−1. Further information of elec-
trochemical principles can be found, for example, in (Bagotsky 2006).
In the experiments reported here, the electrodes selected are thin wires of plat-
inum and the electrolyte employed is a solution of NaCl in water. Because there
is only one electrolyte and the electrodes are made of the same material, the OCV
is zero, that is, no spontaneous reaction can drive any current through the gal-
vanic circuit and the Electrochemical Cell acts always as an electrolyser: an oxida-
tion reaction occurs in the anode, where electrons move from the electrolyte to
the electrodes, and a reduction reaction, with the opposite effect, takes place in
the cathode. The possible electrochemical reactions that can be found in the elec-
trodes and their Standard Electrode Potentials, E0, are summarized in Table 2.1.
Place Reaction E0(V)
Anode (Oxidation) 2H2O 
 O2 + 4H+ + 2e− -1.229
Anode (Oxidation) 2Cl− 
 Cl2 + 2e− -1.358
Cathode (Reduction) 2H2O + 2e− 
 H2 + 2OH− -0.822
Cathode (Reduction) Na+ + 1e− 
 Na -2.714
Table 2.1: Possible Electrochemical Reactions in the Experiments
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In Table 2.1 the reactions are ordered in each electrode from lower to higher
Standard Electrode Potential and, consequently, in principle from more to less prob-
able. In the case of the cathode, the difference between the Standard Electrode Po-
tentials of the reduction of water and sodium ion is so large that it is almost guar-
anteed that the first reaction solely takes place for low voltages. In the anode,
however, the difference in the Standard Electrode Potentials of the oxidation of wa-
ter and chloride ion is very small and the value of their Overpotentials determines
the reaction finally taking place. In fact, in the particular case of the electrolysis
of NaCl usually the oxidation of the chloride ion occurs before the generation of
O2, with the consequent production of chlorine, Cl2. With these reactions, and us-
ing the Standard Electrode Potentials, a lower bound for the electrodes polarization
potential can be estimated at around 2.2 V. This lower bound marks a thresh-
old below which any potential difference between anode and cathode should not
produce any ionic current in the tank. The overall expected reaction is therefore:
2H2O + 2Cl− 
 H2 + Cl2 + 2OH−
The formation of Cl2 has important negative consequences, detailed in Section
2.4.2.1, for the experiments performed. The generation of Cl2 could have been
avoided by using a different salt, instead of NaCl, in the electrolyte solution,
such as CuSO4 as has been done in previous works (Weier, Gerbeth, Mutschke,
Platacis, & Lielausis 1998). Nevertheless, the large amount of solution required
for the whole project made NaCl convenient due to its easy availability, and the
effects of the Cl2 produced in the anode were minimized as described in point
2.2.4. A broad estimation of the substance converted per unit time can be obtained
through the Faraday Equation 2.11 and assuming an upper bound for the total
current of about 100 mA. This leads to a mass production of OH−, H2 and Cl2 of
about 10−6 mol s−1.
2.1.3 Fluorescence Theory
When a molecule absorbs energy, its electronic configuration can move to an ex-
cited state, this is, to an energy level higher than its ground state, which is its lowest
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possible energy state. From the excited state, a molecule can move back to a lower
energy level releasing luminous energy by emitting a photon. This light emission
produced by changes in the electronic configuration of molecules at low temper-
atures is known as luminescence and is primarily classified by the kind of the
energy source that excites the molecule. Different sorts of luminescence are, for
instance, bioluminescence, chemiluminescence, crystalloluminescence, electro-
luminescence, mechanoluminescence, sonoluminescence or photoluminescence.
Most of the last groups are often subclassified according to other criteria. This
is the case of photoluminescence (i.e. luminescence generated by light) which
is commonly split in fluorescence and phosphorescence. The difference between
these two is that, while fluorescent emission is based on a direct change from the
excited state, induced by light absorption, to the ground state, producing an almost
immediate release of light; phosphorescent energy level descent crosses an in-
tersystem between the original excited state and the primeval ground state, with a
consequent delay on the light emission (Guilbault 1973).
In a sinusoidal waveform the product between its frequency, f , and wave-
length, λ, equals its velocity of propagation. In the case of light, this velocity is
the universal constant c ≈ 3 · 108 m s−1. The energy that a photon carries in an
electromagnetic wave is related with its wavelength and frequency through the
Planck’s constant h = 6.63 · 10−34 J s as shown in
E = hf =
hc
λ
. (2.12)
When a photon collides with a molecule of a fluorescent substance, if it car-
ries the adequate amount of energy (i.e. if it is transported by an electromag-
netic wave with the appropriate frequency), the molecule absorbs this energy
and moves to an excited state with an energy level equal to the energy absorbed.
This process takes place in time scales on the order of 10−15 s. The molecule holds
this excited state for typical times of 10−4 s, while some of the vibrational energy
is lost. Finally, the molecule moves back to the ground state, releasing the energy
excess, lower than the absorbed, as light with smaller frequency, or longer wave-
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length, according to Equation 2.12, (Guilbault 1973). The duration of the whole
process is commonly measured in statistical terms by the fluorescence lifetime, τ,
which is the mean lifetime of the excited state. The probability, pe, of a molecule to
be in excited state after a time t can be calculated as pe = e−t/τ.
The energy that can be absorbed by a mol of a fluorescent compound is called
molar absorptivity, e, and varies with the wavelength of the exciting light. This
relation is commonly presented in the excitation spectrum of the substance. Sim-
ilarly, light scattering and the presence of impurities spread light emission along
a continuous range of wavelengths, which can be depicted in an emission spec-
trum. Both excitation and emission spectra are characteristic for each substance.
Usually each one of these spectra presents a peak, whose respective wavelengths,
λex and λem, are known as the corrected maximum wavelengths for excitation and
emission. The difference between the frequencies corresponding to λex and λem
is proportional to the energy dissipated during the excited state, and is known as
the Stokes shift. Figure 2.1 presents the excitation and emission spectra for a so-
lution of Rhodamine 6G in ethanol, obtained from the package PhotochemCAD,
reported in (Du, Fuh, Li, Corkan, & Lindsey 1998).
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Figure 2.1: Absorption and emission spectra of Rhodamine 6G dis-
solved in ethanol. Emission spectrum taken using an exci-
tation wavelength of 480nm. Data obtained from Photochem-
CAD, reported in (Du, Fuh, Li, Corkan, & Lindsey 1998).
The dye employed in this research is Rhodamine 6G and, although the sol-
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vent employed is not ethanol but salt water and therefore the spectra are not
expected to be exactly equal to the presented in Figure 2.1, qualitative compari-
son with other spectra of Rhodamine 6G dissolved in water, found in literature
(Igarashi, Maeda, Takao, Uchiumi, Oki, & Shimamoto 1995), do not present ma-
jor variations for temperatures over 0◦C, (Ageev, Patsaeva, Ryzhikov, Sorokin, &
Yuzhakov 2008).
The ratio between the emitted and absorbed energy is known as the quantum
yield, Φ, and depends on variables such as the temperature or the wavelength
used for excitation, (Guilbault 1973). The quantum yield for Rhodamine 6G can
be found in literature scattered between 0.6 and 0.95 (Madge, Rojas, & Seybold
1999). The fluorescence intensity F is then proportional to the quantum yield and
the intensity of the exciting radiation, I0, and varies exponentially with the con-
centration of the dye, c, the absorptivity of the compound, e, and the geometrical
pathlength of the cell, b, as
F = ΦI0
(
1− e−ebc
)
. (2.13)
In the case of the experiments performed in this research, b ≈ 1 cm and e ≤
105 cm−1 M−1 (as can be seen in Figure 2.1) and, consequently, a linear behaviour
is expected up to concentrations of the order of c ≈ 10−5 M. For concentration
measurements based on fluorescence techniques it is often important to work
as close to this limit as possible, ensuring a linear relation between concentra-
tion and fluorescent response while obtaining high fluorescent intensity which
increases the system definition. The exact limit of the linear response depends
on parameters such as the temperature, the exciting wavelength and the geom-
etry of the system and has to be specifically defined for each case. The exper-
iment performed to obtain this limit, together with other calibrations pertinent
to concentration measurements through Laser Induced Fluorescence (such as the
evaluation of the influence over the emitted light of changes in temperature or
salt concentration and the effect of substances produced by the electrochemical
reaction described before, particularly Cl2) are detailed in Section 2.4.
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2.2 Laboratory Apparatus
Before starting the detailed description of the laboratory apparatus, specifically
designed and built for this research (according to the initial requirements of the
project), a brief explanation of the experiments for which it was conceived, high-
lighting the requirements needed, is provided.
As pointed out in Chapter 1, one of the motivations of this research is the
study of the possibility to create reversible chaos (i.e. a mechanism to create a
velocity field that, even if it was perfectly reversible, would generate chaotic ad-
vection) through electromagnetic body forces, something that so far has not been
achieved, making the study of mixing for this kind of systems possible. The ap-
proach selected to study mixing in this scenario is through the measurement of
the evolution of a real scalar in the system.
To create this reversible chaos an electromagnetic system similar to others re-
ported before, (Tabeling, Burkhart, Cardoso, & Willaime 1991; Cardoso, Marteau,
& Tabeling 1994; Williams, Marteau, & Gollub 1997; Jullien, Castiglione, & Tabel-
ing 2000; Jullien 2003; Rossi, Vassilicos, & Hardalupas 2006b; Rossi & Vassili-
cos 2007; Lardeau, Ferrari, & Rossi 2008; Rossi, Bocquet, Ferrari, Garcia de la
Cruz, & Lardeau 2009; Priego & Vassilicos 2009), which rely on electromagnetic
body forces acting over a shallow layer of conducting brine, has been employed,
with the particularity of including an unsteady magnetic field, which can produce
chaotic advection even for flows with vanishing Reynolds number. The magnetic
field employed for the experiments reported here is generated by a pair of mag-
nets with different polarity and constant distance, whose central point remains
immobile while its attitude can rotate around this central point. The device em-
ployed to move the magnets is documented in Section 2.2.6. The motion of rota-
tion around a fixed point, schematized in Figure 2.2, in spite of its simplicity, is
enough to produce the desired effect over the scalar.
The motion of the fluid driven by the electromagnetic forces produced by this
pair of magnets and the ionic current forced through the brine, is first acquired
through a Particle Image Velocimetry technique, reported in Section 2.3. The
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Figure 2.2: Sketch of basic magnetic motion. A pair of magnets with
different polarity rotate around a fixed centre.
flows generated are expected to advect a scalar labelling a part of the fluid. The
scalar, in this case, is a solution of Rhodamine 6G in water. Simultaneously, the
difference on Rhodamine concentrations between labelled and unlabeled fluid
favours diffusion. The advection-diffusion of the dye in the fluid produces a
continuous concentration field in the studied domain. This concentration field
is acquired with the help of a laser and a camera, employing the experimental
technique Laser Induced Fluorescence, detailed in Section 2.4.
For the sake of reproducibility and comparison, all the parameters that have
been found perceptively affecting the movement of the scalar are, at least mon-
itored, and most of them actively controlled. In addition, the entire system is
synchronized and therefore the motion of the magnetic field, the acquisition sys-
tem and the scalar injection, can be accurately reproduced.
2.2.1 General View of the Laboratory and Set Up
The experiments performed in this research took place at the hydrolaboratory
(L-56) of the Aeronautics department at Imperial College, London. A general
view of the laboratory on a common work day, with some explanatory labels,
is shown in Figure 2.3. In this picture, the electromagnetic (E.M.) tank can be
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discerned, whose working surface is recorded by the camera. This camera is held
and accurately aligned with the tank through the camera stand, which can be
manually moved along six degrees of freedom. The rotary machine, in charge of
positioning the magnets, remains almost hidden below the E.M. tank.
Camera Laser
White light
Laser Controller
Current  Control 
Equipment
Camera 
Stand
Data Acquisition and 
Camera and Rotary 
Machine Controller
E.M. Tank
Injector 
Driver
Injector
Stratifier
Electrodes
Rotary 
Machine
Laser Interlock
Figure 2.3: General View of the Hydrolaboratory, L-56, of the Aeronau-
tics department at IC. The picture shows the different instru-
ments employed in the experiments.
The laser is placed ensuring a beam as perpendicular as possible to the tank
working area and at the minimum possible distance that ensures that its original
approximately 3 mm diameter beam expands, trough a −20 mm focus lens, to an
area large enough to cover the whole working section, a square of 440 mm each
side. The white light is employed to perform PIV.
Close to the electromagnetic tank is the injection system employed to force
the scalar variance in the experiments. At the very right, there is the stratifier
employed to produce a uniform stratified solution before the dye is injected.
The data acquisition system, the camera and rotary machine controller, the
rotary machine, the current control equipment, the electromagnetic tank, the laser
and the laser controller are interconnected as presented in Figure 2.4.
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Figure 2.4: Laboratory electronic and electrical connections sketch.
The backbone of the system is the experiment controller (EC), which accu-
rately conducts each experiment synchronizing all the devices connected to it,
according to some parameters preloaded through a computer. When the experi-
ment is ready and the control is delegated to the EC, it waits for a pre-established
signal to start the process. This signal can either be sent by the trigger or by forc-
ing the first picture. The EC then reads the angle of the rotary machine (R.M.),
which holds the pair of magnets, and sends signals to the rotary machine driver
to position it accordingly to the preloaded path. With a time delay previously
selected, the EC triggers the programmable timing unit to shoot the laser and
the camera, recording the concentration field. The pictures taken are then sent to
the computer. The EC records the time when each picture is taken together with
the electric current intensity crossing the tank and the angle of the magnets at
that moment. The electric current crossing the tank is separately generated and
actively controlled by a homemade current controller and is continuously mon-
itored by a multimeter and an oscilloscope. Another multimeter is employed to
monitor the voltage drop across the electromagnetic tank.
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2.2.2 Laser and Camera
The laser employed to excite the fluorescent dye is the model Solo 200XT, a Nd:YAG
(Neodymium-doped Yttrium Aluminium Garnet; Nd:Y3Al5O12) laser, which pro-
vides a summit of energy of 200 mJ in the wavelength of 532 nm for a pulse width
in a range between 3 and 5 ns with a pulse stability of ±4% and a maximum
working frequency of 15 Hz. The laser wavelength is inside the high absorption
zone of the dye, as shown in Figure 2.1. The laser beam is reflected in a 90◦
dielectric-coated plane mirror (DHLS 532nm) and expanded through a −20 mm
lens.
Figure 2.5: Laser and camera employed in the experiments. Solo 200XT
Nd:YAG laser and Imager Pro Plus 4M CCD camera.
The camera employed is a progressive-scan-camera (14Bit digital), model Im-
ager Pro Plus 4M CCD, with dual-frame-technique. The resolution of the CCD
is 2048x2048 pixels. The maximum frequency is 14Hz obtained when employing
dual ADCs configuration. A 540 nm long pass filter can be placed in the entrance
of the camera for Laser Induced Fluorescence experiments, preventing the light
directly emitted by the laser to access the CCD of the camera, but recording most
of the light emitted by the dye, according to Figure 2.1.
2.2.3 Stand for the Laser and Camera
The new laser stand allows the laser to rest on a wood table, where it can freely
move, with an adjustable height in the range from 0.5 to 3.5m.
The stand designed to accurately align and hold the camera is a three degrees
of freedom structure able to move in a range of about 1 m and 2 m in the hori-
zontal axes and 2.5 m in the vertical axis (ranging from, about, 1.5 m to 4 m over
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Figure 2.6: Central beam, bottom and top carriages of the camera stand.
the ground). A main vertical beam (Figure 2.6 left) attached to a carriage (Figure
2.6 centre) slides over a main horizontal beam, while a pulley system maintains
its vertical position constant. A secondary horizontal beam, holding the camera,
slides up and down, and back and forth in a carriage system (Figure 2.6 right)
held by the main vertical beam. Each degree of freedom has two motion regimes,
coarse and fine, that make possible a fast broad camera location and posterior
accurate image positioning. The fine regime relies on screwing rails with motion
rate of ∼ 10 mm per turn. The camera is attached to the stand through a “Man-
frotto 3D Junior Head”, which makes possible orienting the camera in a range
larger than 2pi steradians. The camera attitude is adjusted aligning the image
with the desired region of the tank with an accuracy of up to 250 µm and measur-
ing its vertical direction with a digital level with a resolution of 0.1◦.
2.2.4 Electromagnetic Tank and Rig
The electromagnetic tank is a structure made of perspex, tefnol and fiberglass de-
signed to generate a nominal homogeneous ionic current through a shallow layer
of brine, which stands over a highly flat and horizontal wall. The wall holding
the shallow layer of brine, referred in this text as working wall, is made of fibre-
glass whose impermeability guarantees a shape stable in time and insensitive to
long term contact with salt water. The working wall is painted in black to increase
the contrast of the pictures taken with it as a background. The thickness of the
working wall, 1 mm, was selected small enough to keep the brine as close as pos-
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sible to the magnets below, ensuring an almost perpendicular magnetic field, but
with a stiffness able to guarantee the high flatness level required for the 2D flow
generation. A glass window of sizes 405x115x6 mm3 is placed in each one of the
tank sides leaving free lateral visual access to the working section. A picture of
the tank ready to be used can be seen in Figure 2.7 left.
Figure 2.7: Electromagnetic tank and detail of electrodes.
To generate the homogeneous ionic current, necessary to produce the Lorentz’s
forces on the brine, the electromagnetic tank relies on two arrays of twenty elec-
trodes, one on each side, to produce a voltage difference in the brine. The elec-
trodes are made with thin wires of platinum 99.95% with a diameter of 0.25 mm
and a total length in contact with the electrolyte of 30 mm. Platinum was selected
for the electrodes due to its inert nature which guarantees a non-consumable be-
haviour during the chemical reaction. The platinum wires are attached to the
tank with black silicone and soldered to a high precision resistor with resistance
10Ω± 0.1%. The electrode resistors in each array are connected together, by ca-
bles with similar length, and then with the other devices presented in Figure 2.4.
These resistors increase the homogeneity of the ionic current by reducing the rel-
ative differences in the voltage drop along the different paths joining the power
generator with each one of the electrodes. It has been regularly verified that the
voltage standard deviation of each one of the arrays is always smaller than 3%
of the mean voltage drop across the tank. The distance between each one of the
electrodes of each array is equal to the electrode contact length with the brine,
30 mm. Figure 2.7 right is a picture of one array of electrodes.
A drawing presenting the most relevant sizes of the tank in mm is shown in
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Figure 2.8. It is pertinent to say here that, although the camera is framed with the
working wall, a square of 440 mm per side, the brine, and consequently the motion
of the fluid, is bounded by a square of 600 mm.
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Figure 2.8: Electromagnetic tank drawing. Front, lateral, top and iso-
metric view of the electromagnetic tank and detail of one elec-
trode. Length units are in mm.
To reduce the flow of the substances produced during the electrochemical re-
action in the electrodes to the brine over the working wall, for reasons explained in
Section 2.4, the deposits where these reactions occur are separated from the work-
ing wall by a sponge soaked in salt water. These sponges, shown in Figure 2.7
left, do not perceptively affect the ionic current but reduce the advection across
them and the electrochemical reaction products are only transported through by
diffusion. This diffusion is reduced changing regularly the brine between ex-
periments. The volume reserved for the reactions is around 25 l each, a typical
experiment duration is around 103 s and the production rate of substances in the
electrodes was estimated in Section 2.1.2 to be around 10−6 mol s−1. Therefore, a
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maximum mean concentration of, about, 5 · 10−5 M is expected in each deposit
which, with a diffusivity around 10−3 mm2 s−1 for the Cl2, (Tang & Sandall 1985),
and a typical length scale of the sponge of 100 mm, is expected to produce a con-
centration in the brine of the working wall of the order of 10−8 M, 103 times smaller
than the maximum commonly found in taps (around 4ppm).
As can be seen in Figure 2.7 left, the tank lies over an aluminium rig conve-
niently painted in black to avoid dangerous reflections of the laser beam. The four
feet holding this rig are adjustable in height, which makes it possible to level the
working wall accurately. The direction and flatness of the working wall are adjusted
by measuring its distance from a layer of water in 16 (an array of 4x4) points us-
ing a micrometer with an uncertainty of 10 µm. Through an iterative process of
measuring and correcting the foot heights, a maximum difference among these
16 readings always smaller than 0.4 mm and a standard deviation always smaller
than 0.2 mm was ensured before each experiment.
2.2.5 Current Regulator
The low ionic currents (between 10 mA and 100 mA) required to produce the de-
sired Lorentz’s forces with the employed magnetic fields, turned to be difficult
to regulate and maintain constant with the conventional available power genera-
tors. This is why the circuit shown in Figure 2.9 was built to control the current.
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Figure 2.9: Current Regulator logical diagram.
The current controller, which relies on a commercial 5 V voltage regulator,
keeps the current passing through it constant and inversely proportional to the
total resistance of the coarse and fine potentiometers, independently of the total
load of the line. This device can regulate a current between 5 mA and 100 mA.
The current intensity of the line, regulated by the current control device, is di-
rectly measured by a multimeter. At the end of the circuit, immediately before its
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Figure 2.10: Current control system with detail of current regulator.
connection to ground, the line is passed through a resistor of 100Ω. The voltage
before this resistor is monitored by an oscilloscope and recorded by the EC with
each picture, having an indirect continuous measure of the current, to ensure the
absence of high frequency current oscillations. The standard deviation of the cur-
rent intensity within one experiment is typically lower than 0.5% with respect
to its average. A second multimeter measures the total voltage drop across the
circuit, highlighting any irregularity which would produce a sudden change in
the E.M. tank resistance. All these elements of the current generation and control
system are shown in Figure 2.10.
2.2.6 Rotary Machine and Driver Device
A custom made rotary machine, Figure 2.11 f and g, driven by a stepper motor,
has been employed to position the magnets, generating the magnetic field neces-
sary to produce the Lorentz’s forces, below the working wall. The stepper motor
employed (a 12 V, 494 mN m) is operated in half step mode, producing discrete
increments of 0.9◦. This stepper motor drives a circular surface though a 4 : 1
gearbox, increasing the accuracy to 0.225◦ per step. The rotary upper circular
surface rests on a 50 mm thrust ball bearing, attached to the fixed part of the ro-
tary machine, and holds the magnet pair through a customizable Lego tower, Fig-
ure 2.11d. Except the Lego tower, all the pieces employed in the construction of
the rotary machine are made of aluminium, selected due to its non-ferromagnetic
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properties. The magnet pair consist of two magnetic cubes of 40 mm per edge and
magnetic intensity around 0.3 T placed 40 mm apart, whose upper side presents
a reversed polarity to the bottom side of the working wall, and whose lower side
is connected by an iron bar of sizes 40x20x120 mm3, that closes the magnetic field
below the magnets.
a 
c 
d 
e 
f g 
b 
Figure 2.11: Rotary machine system. a, b, c and e front panel, rear panel,
general view and circuit of driver device. d magnets head. f
and g two perspectives of the rotary machine.
The stepper motor employed to position the rotary machine is energized by
a custom made driving circuit commanded by the EC, Figure 2.11e. The driv-
ing device is a modification of the one described in the internal report (Birch
2006). This driving device receives three signals from the EC in the 4P4C plug
input connections (Figure 2.11 b): DIR, ENABLE and STEP. The DIR signal se-
lects counterclockwise or clockwise motion depending on its state. The STEP
signal commands a motion in the direction given by DIR when its state changes
from FALSE to TRUE if the ENABLE signal is TRUE. The driving device obtains
its energy from the mains through a transformer circuit, which provides 12 V AC.
The output of the stepper motor driving device are four 12 V power lines (A, B,
C and D) and one GROUND line connected with the winds of the stepper motor
through 5-ways plugs. The state of the four power lines, the three input signals
and another signal indicating if the circuit is energized are presented with 8 LEDs
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in the device front panel, Figure 2.12a. A 12 V 0.15 A fan cools the circuit. Logical
diagrams of the driver device and transformer are sketched in Figure 2.12.
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Figure 2.12: Rotary machine driver and power transformer diagrams.
The angle of the main shaft, stiffly attached to the rotary upper surface and
the gearbox, is measured through two digital angular absolute encoders. For this
purpose, a 48 teeth 48 mm diameter polyoxymethylene (POM) gear is attached to
the main shaft to drive both encoders respectively through another 48 teeth 48 mm
diameter and a 12 teeth 12 mm diameter POM gears. The angular encoders pro-
vide 128 step resolution positions through 8 bits gray code output. The encoder
driven through the 1 : 4 POM gear system performs 512 steps per revolution,
which translates in a resolution on the reading of about 0.7◦, while the encoder
driven through the 1 : 1 POM gear system provides a coarse positioning. The out-
put of these two encoders is presented in a front panel (Figure 2.11 g) through 16
LEDs (1 per bit), to have a “first hand” view of the circuit state, and sent to the EC
through a DB-25 port. This port also sends two logical signals which are TRUE
when the encoders are zeroed, and FALSE otherwise, with their corresponding
LEDs in the front panel. The energy required by this circuit is provided through
the same DB-25 port through a 5 V and GROUND pins. Logical diagrams of the
circuit employed to measure the angle in the rotary machine are presented in
Figure 2.13.
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Figure 2.13: Angle meter circuit and stepper motor connections.
2.2.7 Experiment Controller
The experiment controller (Figure 2.14) is in charge of synchronizing all the de-
vices connected to it employed in the experiments, regularly recording informa-
tion about the magnet couple position and the ionic current intensity crossing
the tank. The EC is designed to work independently of any computer during
the experiment, only requiring an initial load of the desired functional parame-
ters, avoiding therefore any possible interference with the computer OS. The EC
communicates with the rest of the devices through several input/output ports
placed in its rear panel (Figure 2.14a) and with the operator directly through two
switches (a restart and a multipurpose switch) and two LEDs (a warning LED and
an ON LED) situated in the front panel (Figure 2.14b) and indirectly through the
computer employed to upload the required experimental parameters and down-
load the recorded data.
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Figure 2.14: Experiment Controller. a and b rear and front panel. c gen-
eral view. d microcontroller and multiplexer circuit. e mem-
ory and sequential access circuit.
In the EC rear panel the following connections can be found: a 4P4C plug con-
nected to the rotary machine driver DIR, ENABLE and STEP signals described in
Section 2.2.6; a USB connection to a computer; a DB-25 port to read the rotary
machine angle including two “all purpose extra ports” for future uploads, mak-
ing the connection of up to 4 rotary machines possible with the use a multiplexer
circuit (not designed); 5 input/output BNC male connectors namely I/O 0, 1, 2, 3
and 4. I/O 0 is employed as an analog input to read the voltage before the 100Ω
resistor connected to GROUND of the E.M. tank (proportional to the current in-
tensity). I/O 1 and 4 are digital inputs reading the signals from the camera control
unit to detect when pictures are taken. I/O 3 is employed as a digital interrupt
connected with the external trigger, allowing the operator to start the experiment
synchronized with the injection. I/O 2 is a digital output that triggers the laser
and the camera with a preloaded sequence.
The idle logical state of the EC is the “WAITING STATE”. From it, the com-
puter can load the experiment parameters through any of the “setting up states”
(“DATA RECORDING DEFINITION”, “UPLOADING” and “PICTURE MAN-
AGEMENT DEFINITION”), command going to any position through the state
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“GO TO POSITION” or start the experiment, switching the machine to the “RUN-
NING” state. The “RUNNING” state has three different modes “RUNNING
NOW”, “WAITING FOR FIRST PICTURE” and “WAITING FOR TRIGGER”. Any
of the two last modes of the “RUNNING” state waits for a particular signal to en-
ter in the “RUNNING NOW” state, where the angle is commanded according to
a preloaded path, the pictures are triggered as required and, each time a picture
is taken, data of the time, angle and current intensity passing through the tank
are saved. The stored data can then be copied to a computer file through the
“DOWNLOADING STATE”. All the states except “RUNNING”, automatically
return to the “WAITING STATE” when their respective task is finished. The com-
puter forces the end of the “RUNNING” state and return to “WAITING STATE”.
If any error is detected, the machine switches to the “ERROR” state, the warning
light is turned ON and the system waits for a manual reset to be restarted. The
control of the rotary machine position is done though a proportional algorithm,
where the error is ensured to be below the angle reading uncertainty, ≈ 0.7◦, due
to the discrete nature of the system components. A logical diagram of the EC
software is presented in Figure 2.15.
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Figure 2.15: Logical diagram of EC software.
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Physically, the EC consists of two circuits connected around a main microcon-
troller PIC18F4550 (programmed in “C” and “assembly”). One of the circuits is
in charge of demultiplexing the 16 bits data from the rotary machine angle me-
ter circuit to a 4 input and 2 output ports of the microcontroller (Figure 2.14d).
The other circuit controls the memory where the data taken from the experiment
(time, angle and current), is recorded in each picture (Figure 2.14e). The memory
is operated through a sequential circuit that optimizes the input/output process.
A logical diagram of the experiment controller device is sketched in Figure 2.16.
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Figure 2.16: Experiment controller circuit.
2.2.8 Stratifier
To favour the two-dimensionality of the generated flows and for other special
reasons detailed in Chapter 4, it is necessary to work with a horizontally homo-
geneous and vertically stratified solution of salt water. To generate this stratified
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brine, a device has been developed to inject fresh water simultaneously in a reg-
ular mesh of points. This stratifier, Figure 2.17 left, consists of two interspersed
arrays of 8x8 and 7x7 Pasteur pipettes equally distributed 80 mm apart. These
Pasteur pipettes are placed upside down, injecting the water from the wider side,
to reduce as much as possible the injection speed for a given flow, and are all con-
nected together through a silicon and plastic piping system, as shown in Figure
2.17 centre, with a syringe. The pipettes are held by an aluminium structure, Fig-
ure 2.17 right, which stands over the working wall with the help of four adjustable
plastic screws, attached to its bottom surface.
Pasteur Pipettes Syringe
Silicone Pipes Plastic connectors
80 40 20
8 0
4 0
8
Figure 2.17: Stratifier picture, operation scheme and drawing of struc-
ture. Length units are presented in mm.
To operate the stratifier, first the plastic screws are adjusted to position all the
pipettes close, but without touching, the brine free surface. The stratifier is then
placed on a small pool filled with fresh water which is simultaneously sucked
inside all the pipettes with the syringe. Being the whole system connected, any
leak can be identified because the water level in all the pipettes moves down. If
the level of water stands still, it is the same for all the pipettes, ensuring that the
amount of fresh water injected in the tank is equal everywhere. Once the stratifier
is filled with the desired amount of water, it is placed on the working wall and the
water is gently ejected from it. This fresh water moves up by buoyancy forces
and stands homogeneously at the top of the brine.
The homogeneity of the upper layer of fresh water has been measured inject-
ing a solution of Rhodamine 6G and recording the light emitted when excited by
a laser light, using the calibration and procedures described in Section 2.4. In this
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test, the salt concentration in the brine was the same as that employed in the real
experiments, 80 g l−1, and so was the volume injected per pipette, 2.0 ml.
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Figure 2.18: Thickness of the fresh water upper layer. The left picture
shows a 2D view of the upper layer relative thickness, 60s
after injection. The color map ranges from 0 to 2. The central
graph presents a horizontal cut of the previous 2D picture in
its centre and the p.d.f of the whole field. The right graph
shows the time evolution of the relative thickness variance.
These results were obained injecting 2ml of fresh water per
injector in 5.5mm of brine with concentration 80gl−1.
Figure 2.18 shows an example of the last experiment to verify the homogeneity
of the upper layer of fresh water. In the right picture it is noticeable that the
relative variance of the fresh water thickness is constantly reduced with time.
After about 30 seconds, the relative variance remains smaller than 0.01, which
means that, for an average thickness of 0.5 mm, more than 95% of the upper fresh
layer is expected to have a thickness between 0.4 and 0.6 mm.
2.2.9 Dye injector
A homemade dye injector is employed to force the scalar variance at the start of
each experiment. This device is required to inject the dye at the brine surface in
a period of time as short as possible with a momentum limited by the maximum
depth that the dye can travel, against buoyancy and viscous forces, before touch-
ing the working wall. To maintain this relation between the momentum and the
flow rate as small as possible, the tip of the injector employed needs to be as wide
as the surface and pressure forces can hold the mass of dye to be injected in the
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device against gravity. An inverted Pasteur pipette (injecting through the thick
hole) has been selected for this purpose. The internal diameter of the injecting
hole is ≈ 6 mm. To reduce the formation of bubbles at the end of the injection
process, a socket of Teflon is placed covering the tip of the pipette. Teflon was
employed due to its hydrophobic nature, with a contact angle with water around
110◦. A picture and a scheme of the injector device are presented in Figure 2.19.
Pasteur Pipette
Syringes
Silicone Pipes
Plastic connector
Syringe pump
Teflon tip
Figure 2.19: Injector device picture and operation scheme.
The complete dye injector device consists of the Pasteur pipette with its Teflon
socket, a small syringe, a large syringe driven by a syringe pump and a piping
system joining all these elements. The device is placed in a 2 m plastic ruler, which
helps placing the injector accurately in the tank, with a special manufactured
adapter that makes the vertical positioning of the injector possible. The employed
syringe pump is a Model ’11’ Plus, HARVARD APPARATUS.
To operate the device, firstly the vertical distance from the injector to the free
surface of the water is adjusted. This distance, regulated by hand, needs to be
as small as possible to reduce the momentum injected, but large enough to avoid
the formation of bubbles during the injection. When the vertical position of the
injector is fixed, the dye to be injected is sucked from the Teflon tip using the
small syringe. Some marks are previously painted in the Pasteur pipette indicat-
ing the volume. The injector filled with dye is then placed over the tank. The
ruler employed to hold the injector along with two other rulers placed at the top
of the tank (visible in Figure 2.7 left) help to accurately positioning the injector
device. In principle, the error in the injecting position could be made smaller
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than 1 mm only with the help of the rulers, and even smaller with the help of the
camera. Nevertheless, in a real experiment, for reasons explained in Chapter 4,
the time available to position the injector device is short, usually seconds, with
a consequent increment on the positioning error. The initial position of all the
experiments performed has been recorded and compared with their nominal po-
sition, showing that more than 50% of the errors are smaller than 2.6 mm, more
than 95% of the errors are smaller than 4.6mm and more than 99% of the initial
positions are closer than 6 mm to the nominal desired position. Once the injector,
filled with dye, is placed on the tank, at the adequate distance to the free surface
of the water, the syringe pump is activated, producing a monotonous discharge
of dye on the brine. When the injection has finished, if the distance between wa-
ter and injector is the adequate, the dye gently and completely leaves the syringe,
and there is no contact between the water free surface and the Teflon tip. At that
moment, the injector can be removed and the syringe pump stopped: the injec-
tion process has finished.
An estimation of the maximum flow at which the dye can be injected without
touching the working wall can be calculated simply employing the acceleration
produced on the dye by the buoyancy forces. Nevertheless, to optimize the in-
jection, a finer value of the maximum flow can be obtained recording laterally
an injection process. This was done for each one of the different configurations
employed in the experiments.
0 ms 160 ms 320 ms 480 ms 640 ms
Figure 2.20: Lateral view of an injection process. 1 ml of dye was in-
jected at 1 ml s−1 in 6 mm of brine with a concentration of
80 g l−1. Sequence taken using a 25 Hz camera.
Figure 2.20 presents a sequence of five lateral snapshots, with their respec-
tive times, taken during an injection process with the configuration employed for
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most of the experiments reported here (brine concentration of 80 g l−1, volume
of dye of 1 ml injected at 1 ml s−1). These visualizations made possible increas-
ing the injection speed up to a safe limit to ensure that the dye did not touch the
working wall. The reflection of the emitted light in the wall facilitates measuring
the minimum distance between wall and dye.
2.3 Particle Image Velocimetry (PIV)
Once the equipment to produce the flows was available, the first task, before
studying the advection of the scalar, was to measure, examine and classify the
feasible velocity fields. To acquire them, a Particle Image Velocimetry (PIV) ex-
perimental technique was employed.
2.3.1 PIV Foundation
Particle Image Velocimetry is based on measuring the advection that a flow pro-
duces over a field of particles homogeneously distributed in it. To perform PIV,
pictures of particles seeding a fluid are taken and then postprocessed with a soft-
ware that outputs the most probable flow field, able to perform the corresponding
deformation on the image patterns between two consecutive snapshots, in cross-
correlation PIV, or within one snapshot, for auto-correlation PIV.
2.3.2 Generic PIV Apparatus
The apparatus employed to perform PIV is essentially similar to that presented
in Figure 2.4, using the white light, instead of the laser, to illuminate the working
wall. The particles labelling the fluid are made of PLIOLITE DF01, which has a
density around 1030 kg m−3 and floats in brine for concentrations of NaCl larger
than 43 g l−1. The diameter of these particles is between 100 and 200 µm. The
brine employed was a solution of NaCl in water, with a concentration of around
160 g l−1, which has a density of ∼ 1120 kg m−3, a viscosity of ∼ 10−6 m2 s−1 and
a conductivity of ∼ 170 mS cm−1 (Wolf 1966; Weast 1989).
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2.3.3 PIV post-processing
In the case of cross-correlation PIV, as employed here, to find the relevant flow
field, the software convolves one portion, called correlation window, of one of the
pictures with a portion of the other picture delimited by the maximum expected
displacement. The peak of this convoluted function is the maximum correlation
that can be obtained for the given correlation window size and maximum displace-
ment. The position of this maximum is the most probable displacement of the
field at the centre of the correlation window. The larger the correlation window,
the less probable it is to obtain a spurious solution but the less able the system
is to catch smaller scales in the flow. To solve this dichotomy and obtain small
scale resolution with a reduced number of spurious solutions, some software
employ an adaptative window size, which iteratively finds the maximum correla-
tion for progressively smaller correlation window sizes. The software employed in
the research reported here is an in-house program coded by Rossi that has been
used and validated in previous works (Rossi, Bocquet, Ferrari, Garcia de la Cruz,
& Lardeau 2009; Rossi 2010). The uncertainty of this software has been found
smaller than 0.05 pix f rames−1.
2.3.3.1 Validation and Smoothing
After the PIV software is applied to the pictures, a second post-processing is per-
formed in order to identify and correct the spurious solutions obtained. The val-
idation method employed is a combination of the Dynamic Mean Value Operator
and the Minimum Correlation Filter,as suggested in specialized bibliography (Raf-
fel, Willert, Wereley, & Kompenhans 1998):
∣∣∣uij − uij∣∣∣ < α1σij + α2, (2.14)
r > α3. (2.15)
This method compares the velocity, uij, of every point, j, in the post-processing
mesh with the average of the eight adjacent points, uij, discarding it if the absolute
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value of the difference of any velocity component, i, is larger than a factor, α1,
times the standard deviation of the surrounding points, σij , plus another factor,
α2. The value is also discarded if its correlation peak, r, is smaller than a third
factor, α3. These constants were manually adjusted for an optimal performance
of the software, being finally fixed as α1 = 3, α2 = 0.16 and α3 = 0.8. With
these values, the percentage of discarded points in the experiments was always
smaller than 0.2%. Each discarded point is replaced by the surrounding average
uij. Finally, a 3x3 smoothing filter is performed over the velocity fields.
2.3.3.2 Velocity Fields Closure
Some of the statistics performed over the velocity fields, specifically those that im-
ply virtual tracking of fluid elements, may be affected by the open nature of the
acquired fields. Nevertheless, as it can be inferred by the apparatus description,
with the exception of the possible 3D effects arising in the free surface motion, the
velocity fields obtained in the uppermost brine layer are closed beyond the PIV
acquisition area. This PIV acquisition area was selected to cover only the region
with larger velocities for two reasons: first, this was the zone where the most in-
teresting features of the flow were taking place and recording the whole domain
would imply a reduction on its resolution; second, if the PIV frequency acquisi-
tion was selected to capture the fastest particle motions, the velocity obtained in
the slower areas would have been strongly affected by the absolute PIV error.
It is the slow motion of the fluid in the external area what makes it possible
to simplify the equations describing it. Assuming that the flow is 2D, infinitely
viscous (Re << 1) and unforced; and taking the curl of the Equation 2.2 to get
rid of the pressure term, the motion of the Stokes flow can be obtained by solving
the biharmonic equation of the stream function ψ in the rig external domain (not
captured by PIV), by imposing the adequate boundary conditions:
∇4ψ = 0 (2.16)
u =
∂ψ
∂y
, v = −∂ψ
∂x
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To solve the field outside the PIV area a finite element numerical method was
employed. The biharmonic equation was discretized, as shown for instance in
(Tee 1963), in the discrete operator presented in Figure 2.21 left. A scheme of the
mesh employed to evaluate the solutions is presented in Figure 2.21 centre.
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Figure 2.21: PIV velocity fields closure. Discret biharmonic operator,
distribution of equations throughout the rig and example of
closed velocity field.
The original PIV mesh covers an area of αxα points, included in the yellow
zone in the scheme presented in Figure 2.21 centre. The external area, demarcated
as blue in the scheme, has a total length of α + 2β ∼ 600 mm, equal to the rig
size. The number of unknowns in this external area is equal to 4β2 + 4αβ. The
boundary conditions imposed were u = 0 in the outer limit, and u = uPIV in the
internal boundary. These conditions become ψ = 0 in the external nodes (white)
and ψ = f (x, y) + C in the internal nodes (red and blue), where f (x, y) is fully
defined by the velocity field in the external nodes of the PIV area and C is an
unknown constant. The system of equations employed to solve the flow outside
the PIV area consists of the discrete bihamornic operator in each one of the points
away from the boundaries (green), and a final equation formed by adding the
biharmonic operator in each one of the blue nodes, in order to find C.
Although as it is posed, this problem (which requires the integration of a four
order differential equation) can be considered ill-conditioned due to its extreme
dependence on the PIV edge field, the low strain and large scale of the boundary
conditions (whose variation length scale is approximately one half of the edge)
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produce smooth and time consistent fields. An example of the velocity field ob-
tained after its closure is presented in Figure 2.21 right. In this picture the PIV
field of a random sample fills the area inside the blue square, while the external
part has been obtained by applying the Stokes’ equation as described. It is re-
markable the presence of elliptic and hyperbolic stagnation points near the PIV
edge in the Stokes’ flow area. An increment on the PIV area up to the limits of the
camera viewing area reveals the actual presence of these stagnation points in the
measured flow in a position close to that predicted. It is worth to remind that this
method does not aim to obtain the exact flow outside the PIV area, but a physi-
cal closure of the streamlines which makes it possible to integrate fluid element
paths beyond the area obtained by PIV.
2.3.4 PIV settings
Setting the PIV system up required the adjustment of several parameters. Some
of these parameters could be modified during the post-processing while others
required to be tuned in the laboratory, before the data was taken. A scheme of
the PIV calibration is presented in Figure 2.22, where windows in blue are depen-
dent on the flow, boxes in orange have to be adjusted before the acquisition, and
squares in green can be modified during the post-processing.
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Figure 2.22: Scheme of PIV calibration.
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The final value of the calibrated parameters depends mainly on two features
of the flow to be analyzed: its maximum speed and its minimum length scale. The
minimum length scale, given a scaling factor transforming real distances to cam-
era pixels, directly influences the correlation window size of the post-process. The
scaling factor of the experiments reported here is approximately homogeneous
in the whole experimental field, constant and equal to 4.65± 0.01 pix mm−1. The
maximum speed of the flow, for a given camera frequency, changes the value of
the required maximum displacement, which is advisable to be of the order of the
flow minimum length scale. The correlation window size to be employed in the
post-process determines the particles density, which has to be large enough to
guarantee a minimum number of particles in each correlation window. Too high
particles density has two collateral effects: on the one hand it can generate a
decrement on the correlation coefficient and, on the other hand, it can substan-
tially change the dynamics of the flow. The other two parameters to be adjusted
in the laboratory are the exposure time of the camera, which should produce clear
pictures with high contrast, and the illumination of the working section.
Once the correlation window size is established, the minimum mesh size of the
processed velocity field is settle by the minimum windows overlap, which is com-
monly chosen as 50% to ensure a negligible lost of information during the valida-
tion, replacement and smoothing process.
Due to the laminar nature of the flow, its length scale was estimated as the
size of the forcing, 40 mm. The minimum correlation window size selected was
16 pix ≈ 3.4 mm, more than 10 times smaller than the magnet size. The maximum
displacement produced by the flow between two pictures was upper bounded
by 20 pix, selecting the camera frequency in each case according to this limitation
and the maximum speed of the flow. The mesh employed was a regular array of
222x222 points, covering a central square of about 380 mm per side. The points
in the mesh were ≈ 1.7 mm apart, a distance considerably smaller than the min-
imum length scale of the velocity field and which ensures a correlation window
overlap of 50%. The particle density was selected to expect an average of about 5
particles per correlation window (roughly measured picking random windows in
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the field). With these parameters more than 95% of the correlation peaks were
usually above 80% and more than 80% of the correlation windows converged to the
minimum targeted, 16 pix, being more than 97% smaller than 32 pix (still 5 times
smaller than the minimum expected flow length scale).
2.3.5 Information Extracted from PIV
In addition to the post-process described, several statistics are obtained from the
PIV data after its validation, smoothing and closure. These statistics are in most
cases computed in two different regions namely the whole PIV frame, a square of
∼ 380 mm per side centred in the rig, and a circular zone centred in the rig with a
diameter of ∼ 200 mm, about five times the size of one magnet.
2.3.5.1 Specific Field Statistics
The specific field statistics are performed over each one of the PIV data fields com-
puted and their intention is to provide summarized information of the flow that
makes possible clear and simple comparisons between the different velocity fields.
Among these statistics can be found:
The root mean square of the velocity and vorticity in the PIV frame and central
zone, from which the Re2D, Re3D and the specific energy and enstrophy can be
obtained. These two last values, along with the electrochemical power applied,
provide information about the 3D and 2D magnetohydrodynamic efficiency.
Maximum, average and spatial standard deviation of the velocity, vorticity
and strain rate in the PIV frame and circular central zone, which state how local-
ized are the effects of the electromagnetic forcing and a first approximation to the
mixing performances of the velocity field generated.
Maximum and average divergence of the 2D acquired flow, which provide
information about the three dimensionality of the brine upper layer motion.
Flow across the edges of the rig and central zone, which is employed to select
suitable velocity fields and time scales that maintain the average scalar intensity
constant in the experiments reported in Chapter 5.
2.3. Particle Image Velocimetry (PIV) 107
Velocity field comparisons, performed as the correlation between two velocity
fields, u1ij and u
2
ij, where ij is a unique index covering all the nodes in the mesh
employed to describe the field. Such comparisons are computed as:
ρ1,2 =
∑
ij
(u1ij − u1ij) · (u2ij − u2ij)√
∑
ij
∣∣∣u1ij − u1ij∣∣∣2√∑
ij
∣∣∣u2ij − u2ij∣∣∣2 , (2.17)
which provides the Pearson’s coefficient between two vectors, each built with the
two components of the velocity in each node considered.
2.3.5.2 Time Average Statistics
The time average statistics are employed to summarize the time dependence (char-
acterizing the average and oscillatory patterns) and the general properties of the
flows generated by the different combinations of the parameters magnet angle,
current intensity and brine depth. Among these statistics can be found:
Two-dimensional maps of the time average and standard deviation of the two
components of the Q2D velocity field acquired, which provide an indication of
the mean velocity field around which the instantaneous flows oscillate and the
intensity of these oscillations.
The commented specific field statistics applied to these temporal averaged ve-
locity field, including the spatial root mean square of the temporal standard de-
viation of the velocity fields in both the PIV frame and the central circular zone.
2.3.5.3 Time History Statistics
The time history statistics describe the temporal evolution of the flows and are
only relevant to initial transient accelerations and unsteady configurations, either
forced by constant or variable magnetic distribution. Among these statistics are
the time history of all the specific field statistics, the spatial correlation temporal
evolution of the flows with their respective averaged flow, and the velocity field
time autocorrelation for each one of the different configurations.
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2.3.5.4 Stagnation Point Positioning
The location of the stagnation points of a flow contains valuable information
about their topology, which, as commented in Chapter 1 is specially relevant
to mixing. The position of these stagnation points could have been considered
among the specific field statistics, nevertheless, the simplicity of such a descrip-
tion makes possible 2D comparison of different velocity fields, which is why this
powerful statistic has been considered apart.
To find the position of the stagnation points use has been made of the Poincare´
index, or winding number, of preselected candidates in the field, in base to their
low velocity. The Poincare´ index measures the number of turns that a close orbit
completes around one point. The winding number of a vector field is −1 or +1
if the orbit considered surrounds a hyperbolic or elliptic stagnation point, or 0 if
that orbit contains no singular points (Foss 2004). To find the winding number of
a point, it is measured the angle between the consecutive vectors along one close
orbit when this is travelled anticlockwise, as exemplified in Figure 2.23.
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Figure 2.23: Example of winding numbers. Example of algorithm to find
the Poincare´ index around four singular points.
Figure 2.23 exemplifies how the total angle increment around one 2D hyper-
bolic stagnation point is always −360◦ while for an elliptic stagnation point is
always +360◦, independently of its direction, when the orbit surrounding it is
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travelled anticlockwise. The associated winding numbers for hyperbolic and el-
liptic stagnation points are respectively -1 and +1;
The algorithm applied to find and position the stagnation points is:
• The 2D velocity field acquired is interpolated in an orthogonal 1 pixel size
mesh from the original PIV post-processing mesh.
• Those points of the new mesh with a total velocity |u| < 0.5 pix f rames−1,
about twice the PIV error, are preselected as candidates for stagnation points.
• The Poincare´ number of each one of the preselected nodes is computed as
suggested in (Foss 2004), using a circular closed curve around each point of
3 pix ∼ 0.645 mm of radius. This process results in a 2D map which is zero
everywhere except in small regions with typical size of ∼ 6 pix ∼ 1.290 mm
whose value is −1, if they are around a hyperbolic stagnation point, or 1, if
they are around an elliptic stagnation point.
• The position of each stagnation point is obtained as the barycenter of each
one of the last non-zero regions.
The error of the process described is expected to be < 1 pix, enough for a
qualitative description of the flows based on their stagnation point position.
2.3.5.5 Virtual Tracking
The position of virtual fluid elements was integrated in time to obtain the rate
of particles dispersion and plot Poincare´ maps of the unsteady flows. In addi-
tion, fluid volumes, described by polygons whose vertices were defined by fluid
elements, were tracked by integrating the vertex positions. During such integra-
tion, vertices were added, dividing those edges which exceed the critical length
of 1 pix. The advection of the fluid parcels was then compared with the motion
of a real scalar.
The virtual fluid elements were tracked with an adaptive stepsize four or-
der Runge-Kutta method coded as described in (Press, Teukolsky, Vetterling, &
Flannery 1995). The velocities at each time step were evaluated using a third
degree polynomial interpolation in time and space, for which 4x4x4 nodes were
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required. Each velocity field employed in the tracking was smoothed with the
previous and subsequent ones, reducing the noise without compromising the
temporal resolution, since the time elapsed between PIV fields was around ten
times smaller than the characteristic flow unsteadiness time scales.
The tracking method was validated using analytical velocity fields. First, the
flow around a steady elliptic (u = αy and v = −αx) and hyperbolic (u = αx and
v = −αy) stagnation points were employed to evaluate the effect of the strain in
the errors. Finally, an unsteady field producing a circular pattern was tracked.
In the steady cases, whereas the elliptic point has a strain rate equal to 0, the
hyperbolic point presents a strain rate equal to α. This strain rate is normalized
with the total integration time, T. The resulting parameter, αT, is employed to
characterize the error normalized with the total path length. The hyperbolic tra-
jectories are integrated from (x0, y0) to (y0, x0), with y0 > x0, which takes a time
αT = ln( y0x0 ). The trajectories and errors are presented in Figure 2.24.
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Figure 2.24: Tracking method accuracy test. Steady elliptic and hyper-
bolic fields are tested to find the accuracy for different αT.
As observed in Figure 2.24 right, the relative error of the tracking method
is around 0.5% for αT = 0 (elliptic field) and follows a nearly exponential in-
crement until αT ∼ 8.5, where it is around 100%. As presented in Chapter 3
the mean strain rates square for the employed flows are ∼ UrmsL−1magnet, with
Urms ∼ 1 mm s−1 for the selected configurations. Using Figure 2.24, this means
that for around 250 s the relative tracking error is expected to be smaller than 5%.
The error of the analytical unsteady flow was obtained smaller than 0.1%.
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2.4 Laser Induced Fluorescence (LIF)
One of the key points of Chapter 1 was introducing the common means em-
ployed to measure mixing. As anticipated, the most popular methods to eval-
uate the mixedness of a scalar field employ several of its scalar power spectrum
moments, being the most common the variance. Other moments, such as the
Mix-Norm or the integral length scale, are also used for this purpose. In all these
cases, a detailed knowledge of the concentration field is required to account for
its contribution to the spectral wavenumbers. Having a complete description of
the scalar morphology time evolution in the physical space can also be highly
valuable for qualitative explanations of the different mechanisms affecting the
scalar homogenization during a mixing process. To experimentally obtain this
concentration field, researchers have employed several techniques. Traditionally
a direct measure of the light reflected by a dye (Chien, Rising, & Ottino 1986;
Jana, Tjahjadi, & Ottino 1994; Vogel, Hirsa, & Lopez 2003) was employed to ob-
tain its spatial concentration. Other methods measured the spatial absorption of a
background light by a scalar field, either as total intensity of the visible spectrum
range (Cenedesse & Dalziel 1998; Gouillart, Dauchot, Thiffeault, & Roux 2009)
or using visible spectrometry to obtain the concentration of different compounds
(Pommereau & Goutail 1988; Edouard, Legras, Lefe`vre, & Eymard 1996).
The approach to obtain the scalar concentration field employed in this re-
search is based on the fluorescent properties of the dye employed to label the
fluid. This technique, already reported in literature for similar experiments (Roth-
stein, Henry, & Gollub 1999; Jullien, Castiglione, & Tabeling 2000; Voth, Saint,
Dobler, & Gollub 2003), makes use of the linear response of emitted light that
fluorescent substances present to low dye concentrations and of the fluorescent
spectral shift between absorbed and emitted light. Hence, a laser is employed
to excite the fluorescent dye with a wavelength close to its corrected maximum
wavelength for excitation and the emitted light is recorded by an acquisition sys-
tem that filters the laser light wavelength ensuring that only the light emitted by
the dye, proportional to its concentration, is recorded.
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2.4.1 Generic LIF Apparatus
The apparatus employed to perform LIF is essentially similar to the presented
in Figure 2.4, using only the laser to illuminate the working wall and excite the
fluorescent dye. The laser is operated in double pulse mode to increase the total
amount of light emitted by the dye and, consequently, the experimental defini-
tion. The 540 nm long pass filter is placed at the entrance of the camera that, there-
fore, records only the light emitted by the dye. The fluorescent dye employed as
a passive scalar is a solution of Rhodamine 6G in water. This dye is placed on
the brine with the help of the dye injector, as described in Section 2.2.9. An es-
sential parameter for the kind of experiments reported here is the diffusivity of
Rhodamine 6G in water, which has been found in the specialized literature to be
DRh6G−Water = (1.2± 0.2) · 10−6 cm2 s−1, (Axelrod, Koppel, Schlessinger, Elson,
& Webb 1976). The small diffusivity of this organic compound compared with
other organic salts, for instance NaCl (another important value for these experi-
ments) whose diffusivity is DNaCl−Water ≈ 0.805 · 10−5 cm2 s−1 (Weast 1989), is in
agreement with Einstein’s predicted inverse proportionality between a molecule
size and a compound diffusivity (Einstein 1905).
2.4.2 LIF Calibration
The pursuit of Laser Induced Fluorescence experiments is to obtain a 2D con-
centration field to study its evolution under the advection produced by several
flows. What is obtained, instead, is an array of integer non-dimensional numbers,
ranging from 0 to 104, independently proportional to the light intensity that small
volumes of dye, delimited by the projected area of each pixel and the thickness of
the scalar, emit under the spatially and temporally heterogeneous light of a laser
beam, according to Equation 2.13.
Each one of the processes affecting a LIF experiment has to be calibrated, char-
acterizing and estimating the error that it produces, in order to delimit the valid-
ity of the obtained results. Among the sources of error identified and calibrated
for the LIF experiments reported here are: the range of emitted light for which the
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Equation 2.13 can be considered linear, the spatial heterogeneity of the laser illu-
mination and camera reading, the spatiotemporal noise of the camera and laser
and the different sources of fluorescent non-linearities such as dye concentration,
temperature, NaCl or Cl2 quenching.
Finally, a mathematical derivation of the statistics employed, accounting for
the associated errors and uncertainties, is described in order to settle the accuracy
of the experimental apparatus.
2.4.2.1 Concentration-Light Non-linearities Characterisation
It has been observed that the quantum yieldΦ in Equation 2.13 can depend on the
intensity of the excitation laser if this is high enough. This effect, known as pho-
toquenching, becomes apparent by a saturation of the emitted against the excited
light. The photoquenching behaviour of a fluorescent dye is characteristic of each
dye and excitation wavelength, λ. Empirical graphs found in literature, (Speiser
& Shakkour 1985), show that Rhodamine 6G excited at 532 nm presents a linear
relationship between exciting and emitted light, at least, for laser power spatial
densities lower than 1 MW cm−2. The laser power spatial density employed in
this research is about 200 mJ(3 ns)−1(44 cm)−2 ≈ 0.04 MWcm−2, well below the
saturation threshold.
The first sources of uncertainty investigated are those affecting the relation
between the excited and emitted light of the fluorescent dye. The same dye is em-
ployed in subsequent calibrations and a clear picture of its behaviour is required.
To avoid sources of error coming from spatial and temporal heterogeneities in the
laser and camera, these calibrations are mainly performed in a reduced part of the
working area, taking many pictures to average temporal errors. In each case, the
required samples are placed in small cylindrical receptacles of about 37 mm inter-
nal diameter and 10 mm depth. These small containers are painted in black matte
to reduce laser reflections.
Two of the non-linearity sources in Equation 2.13 are that related with a large
value of its exponent, and that produced by concentration quenching. Concen-
tration quenching occurs when the amount of solute is such that the laser light
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coming from one side is absorbed by the first layers and cannot excite the layers
behind (Guilbault 1973). Both of these effects are studied together analyzing the
luminous response of different concentrations of Rhodamine 6G.
To analyze the light-concentration response of Rhodamine 6G, the aforemen-
tioned cylindrical container and a modified version with only 5 mm depth are
filled with salt water, placing at the top a thin layer of about 0.5 mm of several
concentrations of dye. For each one of the two configurations, ten pictures are
taken and averaged with the dye standing at the top and after mixing the dye
and the water in the container, therefore reducing the dye concentration. The
dispersion produced by the concentration is measured as the difference between
mixed and unmixed dye, and it is compared with the generic dispersion of the
samples, measured as the difference between one configuration and the other.
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Figure 2.25: Dye concentration calibration. Containers of 5 and 10 mm
depth with Rh6G at the top and mixed. The left graph
presents the average light recorded for the four configura-
tions against original concentration. The right graph shows
the reduced concentration dispersion against original con-
centration. Error bars are calculated for a certainty of 95%.
The results of the experiments are presented in Figure 2.25. In both graphs the
concentration in the abscissa refers to the original dye injected. In the left picture,
a linear behaviour of the two mixed configurations shows that Equation 2.13 still
has an exponent smaller than 1 and can be simplified to
F ≈ ΦI0ebc. (2.18)
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The picture on the right of Figure 2.25 shows that the light scattering pro-
duced by high and low concentrations (i.e. unmixed and mixed dye), with the
same total amount of Rh6G, is of the same order as the sampling dispersion for
low concentrations and it increases after a critical concentration, probably due to
concentration quenching. The concentration of the dye employed in subsequent
experiments is always equal or smaller than 2 · 10−5 M.
Once the threshold for the concentration is settled, the effect of NaCl and tem-
perature that, according to specialized bibliography (Guilbault 1973), might affect
the dye luminosity are studied. To characterize these possible sources of error the
aforementioned containers are filled with 10 mm of Rhodamine 6G with a concen-
tration of 2 · 10−6 M varying temperature and salt concentration. The experiments
are repeated 5 times to increase the results certainty.
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Figure 2.26: Variation of light emitted by Rhodamine 6G with concen-
tration of NaCl (left) and Temperature (right). The error
bars are calculated for a certainty of 90%.
According to Figure 2.26 left, a reduction on the total luminosity in each ex-
periment should occur while the salt of the brine diffuses to the injected dye.
The concentration of salt employed for most of the experiments reported here is
80 g l−1 so, a total reduction of about 5% can be expected within each experiment.
The sensibility of the employed dye with temperature is not high, as can be
seen in Figure 2.26 right. The change in luminosity produced by differences in
temperature compared with the produced by NaCl (∼ 80 g l−1) is expected to
be low for experiments carried in different days (∼ 0.5% for ∆T ∼ 10◦C) and
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negligible within one experiment (∼ 0.05% for ∆T ∼ 1◦C).
Finally, an experimental justification for the isolation between the working wall
and the electrodes described in section 2.2.4 is provided, showing the effect over
the dye of the components produced during the electrochemical reactions in the
anode and cathode summarized in table 2.1. A tray filled with a solution of Rh6G
in salt water is divided by a porous wall that reduces advection, to observe sepa-
rately the effect of the two reactions. Two electrodes with a similar geometry than
that employed in the EM tank are placed in each side of the tray, and a current
intensity per electrode similar to that employed in the experiments, ∼ 2 mA, is
forced across the cell. To increase the mixing in each sub-cell, two magnets were
employed to produce Lorentz’s forces, producing an advective cell in each side
of the tray. Pictures of such experiment are presented in Figure 2.27.
0 min 5 min 10 min 15 min
Figure 2.27: Effect of electrochemical reaction products over Rho-
damine fluorescence. A total current intensity of 4 mA was
forced across a solution of 10−6 M of Rhodamine 6G and
160 g l−1 of NaCl. Anodes are in the left.
The devastating effect of the Cl2 is clear in Figure 2.27 (the light differences
at time 0 are produced by laser heterogeneities) where, in the anode, the emitted
light is already appreciably reduced after 5 min, almost completely disappearing
after 15 min. The products generated in the cathode, although less noticeable,
also have an effect on the luminosity that must be minimized.
2.4.2.2 Spatial Light-Concentration Calibration
After assuming that the exponent in Equation 2.13 is very small, it can be sup-
posed that the fluorescent behaviour of the dye is well modelled by Equation
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2.18. Under this linear response and leaving the non-linearities characterized be-
fore aside, the intensity of light emitted by the dye is expected to be proportional
to the net mass of dye and to the exciting light. Nevertheless, it has been observed
that the light intensity distribution of the laser is not uniform in the working do-
main, which without a proper calibration, would certainly lead to errors in the
spatial distribution of the dye. To solve this problem a spatial calibration is per-
formed, searching for a function which provides a variable proportional only to
the concentration and thus independent on the position. The LIF spatial calibra-
tion detailed here contains new protocols which have not been found in previous
literature, and may be considered an original contribution of this work.
In order to perform the spatial calibration, the intensity of the laser must be
measured along the working wall. The transducer selected for this purpose is a
combination of the camera with a layer of uniformly distributed Rh 6G at a ref-
erence concentration. To isolate the calibration process from wall irregularities,
several depths of reference concentration are recorded, conceiving that all the
light emitted by the dye below a reference plain, perfectly flat and horizontal, is
constant with the total depth, and contains all the information of the wall irreg-
ularities. The light emitted above this reference depth has a uniform thickness,
is perfectly horizontal and its spatial variation only depends on the laser spatial
non-uniformity, as illustrated in Figure 2.28.
b
b0(x,y)
reference level
x,y
Figure 2.28: Isolation of laser and working wall spatial heterogeneities.
The total depth, bt, is split in b and b0
Still assuming a linear fluorescent response to the laser excitation intensity,
dye concentration and depth; for each pixel of the camera is expected the relation
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F(x, y) ∝ I0(x, y)b0(x, y) + I0(x, y)b. (2.19)
I0(x, y) is then obtained as the slope of the least squared error fit, for each
one of the pixels, relating F(x, y) and b. As additional information, the distance
between the working wall and the perfectly flat and horizontal reference level at
each point, b0(x, y), could be, in principle, obtained as the quotient between the
intercept coefficient and the slope of the last function. Nevertheless due to several
sources of error such as small differences in reflection coefficients in the wall or
changes in the camera datum from one pixel to another, this reading is noisy and
an exact micro-topology of the wall could not be acquired.
Once the value of I0(x, y) is known, the concentration of a particular pixel in a
particular picture of any experiment can be obtained by subtracting the back-
ground (previously recorded for each experiment) and dividing the result by
I0(x, y), as
c(x, y) =
F(x, y)− B(x, y)
I0(x, y)
. (2.20)
As can be seen in Equation 2.20, the units of the measured concentration are
“mm of reference concentration”, consequently ML−2, which measures spatial, in-
stead of volumetric, mass concentration. This agrees with the physical integration
of the concentration in depth produced by the laser and camera system.
To perform the spatial-light calibration, two walls of wax are employed to seal
the exits of the working wall, producing a quasi-squared container. The wax walls
are placed carefully to avoid laser shadows in the working wall. Rhodamine 6G
with a concentration of 6.18 · 10−7 M is recurrently added to the container from
the minimum possible depth (around 3 mm), limited by surface tension effects,
to the maximum depth before the camera saturates due to the intensity of emit-
ted light (around 15 mm). For each addition of dye the same process is repeated
five times: first the total depth is measured at a constant reference position us-
2.4. Laser Induced Fluorescence (LIF) 119
ing a micrometer with an uncertainty of 10 µm; secondly the dye is energetically
stirred; and, finally, after a relaxation time of about 1 min, a series of 51 pictures is
taken. The standard deviation of the five depth measurements taken for each dye
addition is typically about 0.25% of the total thickness. The standard deviation
of the emitted light in each pixel is about 5% of its total light. To differentiate
the scattering produced by the laser and camera noise from the produced by dye
heterogeneities in the reference concentration, for each depth, the averages of the
standard deviation of each realization are compared with the standard deviation
of the averages, finding that the scattering produced by the acquisition system is
about one order of magnitude larger than the produced by possible dye hetero-
geneities.
With the data taken from the calibration, the first hypothesis of linearity be-
tween emitted light and dye net mass, which for a constant concentration, is
equivalent to the solution thickness, is checked.
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Figure 2.29: Evidence for the linear relation between mass of dye and
light for low mass of dye. Left graph shows the relation
between mm of dye and light in three aleatory pixels and
their respective fitting curves (error bars omitted due to their
small value, less than 1% of the total intensity for a confi-
dence of 95%). Rigth graph presents the probability density
function and cumulative density function of the coefficient of de-
termination of the linear relations in one random calibration.
Figure 2.29 left shows the relation between depth and recorded intensity for
three randomly selected pixels with their corresponding linear fit, which presents
a nearly perfect match. As a statistical indication of the linear behaviour, the
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coefficient of determination (R2) of the least square regression is obtained for each
pixel. Figure 2.29 right shows the high R2 value for all the calibrated pixels.
An example of the most significant results of one calibration, namely I0(x, y)
and the wall topology b0(x, y) − 〈b0(x, y)〉 are presented in Figure 2.30. In the
left picture, a 2D view of the slopes relating dye height and emitted light, pro-
portional to the laser distribution, is depicted. This figure shows the large laser
illumination heterogeneity, which varies by a factor of about 3 in the whole do-
main, and justifies the need for the spatial calibration. Central and right figures
present a noisy measure of the working wall topology. In spite of the high fre-
quency fluctuations, probably produced by the acquisition noise, the shape of
the wall can be pictured. Although the maximum wall variation in height ob-
tained here is slightly larger than the 0.4 mm measured with the micrometer as
explained in section 2.2.4, this is a comprehensive measure and it can now be
guaranteed that more than 95% of the vertical variation of the wall in the whole
domain (including possible errors of the acquisition system) is within 0.88 mm,
still 0.2% of the horizontal size.
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Figure 2.30: Products of the spatial calibration. Left picture presents the
slope of the linear fitting between light intensity and dye
height, only proportional to the laser intensity distribution.
Central picture shows a 2D view of the working wall topol-
ogy. The color map ranges from 0 to 500 for the left picture
and from −5mm to 5mm in the central picture. Right graph
presents a vertical and a horizontal cut of the wall topol-
ogy with the probability density function of the heigth in the
whole domain.
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To highlight the benefits of the spatial calibration, one random picture of the
process, with an expected homogeneous distribution of mass per pixel, is pre-
sented before and after the calibration suggested, employing the mean value of
the smallest depth realization in the calibration as a background. The pictures,
normalized with their mean, are presented in Figure 2.31 with their respective
horizontal cuts and the probability density function of the whole domain.
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Figure 2.31: Example of calibration. Left and central pictures show
uncalibrated and calibrated versions of a random homoge-
neous picture (results normalized with average). The palette
ranges from 0 to 2 in both cases. The right graph shows the
horizontal cuts and the probability density functions of the
two pictures.
The improvement obtained in the picture homogeneity by the calibration is
qualitatively clear in Figure 2.31. As a quantitative value for this increment on
the field homogeneity, the relative standard deviation changes from 22% to 6% of
the picture average.
The robustness of the spatial calibration is checked by repeating it periodically
and comparing the spatial distribution of the laser intensity I0(x, y) between dif-
ferent realizations. The result of the laser spatial distribution calibration, I0(x, y),
depends on the exact value of the reference concentration employed. That is why
if the I0(x, y) from different calibrations are directly compared, a substantial dif-
ference can be expected. To isolate the true light spatial distribution from the
dye luminosity, I0(x, y) is normalized with its average, using I˜0(x, y) =
I0(x,y)
〈I0(x,y)〉
instead of I0(x, y) in the calibration comparison. The mean root squared error of
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each distribution, I˜i0(x, y), with a reference distribution, I˜
R
0 (x, y), normalized with
the same reference distribution is presented in Figure 2.32, using as a reference
distribution either the original calibration or an average among them all.
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Figure 2.32: Time evolution of the calibration parameters errors. These
are measured as
〈 | I˜i0(x,y)− I˜R0 (x,y)|
I˜R0 (x,y)
〉
· 100, being I˜R0 (x, y), either
the original I˜00(x, y) or an average among them all.
In the evolution of the error with respect to the original picture, it can be no-
ticed that the error suddenly jumps from the initial 0 to a value of, about, 1.5%,
remaining almost constant afterwards. This appears to be due to the possibility
that the noise of the acquisition system, after all the data are averaged, still has
some presence in the calibration parameter, I0(x, y).
The almost constant error after the first jump, suggests that an average among
all the calibration parameters, I˜i0(x, y), should reduce the error included in the
calibration by the acquisition system. All the errors obtained with respect to the
average, are below but similar to the error produced by the acquisition system.
This averaged normalized value, I∗0 (x, y) =
1
n
n
∑
i=0
I˜i0(x, y), is the value finally se-
lected to calibrate all the pictures postprocessed hereafter.
2.4.2.3 Acquisition System Noise Characterization
The spatial calibration has been proved to be able to reduce the spatial hetero-
geneities of the laser illumination and the camera acquisition system. Neverthe-
less, it has not removed them entirely since the acquisition system irregularities
are not completely coherent in time: while it seems true that a recurrent shape
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always appears for the smallest wavenumbers, a model to exactly predict the be-
haviour of the longest wavenumbers has not been found. For this reason, this
non-calibrated oscillation of the laser and camera spatiotemporal distribution,
called from now on acquisition system noise, must be characterized in order to de-
sign experimental procedures that minimize its effects.
The first test performed aimed to investigate the temporal stability of the ac-
quisition system and dye. It is well known that lasers usually need a warm-
ing period before they reach a steady state in which the statistical properties of
two shots are equivalent. In addition, different studies in fluorescent dyes have
shown that the concentration of dye can be reduced by photobleaching effects
(Crimaldi 1997; Larsen & Crimaldi 2006), reducing consequently the total amount
of emitted light with the temporal integration of the received light energy. To
characterize these two effects together, the experimental apparatus configuration
employed for the spatial calibration (Section 2.4.2.2) was used but, in this occa-
sion, a series of 5000 pictures were recorded during 1000 s. Pictures were cali-
brated as described in Section 2.4.2.2 and the average, standard deviation and
mean gradient squared were extracted. The results are plotted in Figure 2.33.
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Figure 2.33: Laser, camera and dye stability. Graphs present, respec-
tively, the time evolution of the normalized light mean inten-
sity (〈F〉 /〈F〉 − 1), the normalized light standard deviation
intensity (
√〈F′2〉/〈F〉) and the normalized light mean gradi-
ent squared intensity (
〈
|∇F|2
〉
/〈F〉2) for three realizations.
As shown in Figure 2.33 left, the mean intensity of light recorded by the cam-
era (accounting for possible changes in laser instabilities, camera irregularities
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and dye photobleaching) does barely vary in time. Nevertheless, the standard
deviation of the non-warmed case only stabilizes after, about 5 min. This effect
seems to be produced by the laser or camera (most likely by the laser) since the
slow decreasing regime is preceded by a short rising period at the start which
is unlikely to happen due to dye heterogeneities. As a precaution, the laser is
always fired for 30 min when it is connected, before starting each experimental
session. The temporal standard deviation of the average intensity has been mea-
sured around 0.5% with respect to the average intensity for the last three cases.
The heterogeneous illumination of the working wall favours that the same amount
of dye emits different light intensities in different places of the recording domain.
The spatial calibration attenuates some of the consequences that this effect has
over the concentration readings. Nevertheless, because the resolution of the cam-
era is the same for every pixel but not the laser intensity, the error on the reading
can vary spatially. In addition, the fact that two lasers are employed to illuminate
the working wall may imply heterogeneous illumination properties. To evaluate
the error produced by the acquisition system, the temporal standard deviation
in each pixel relative to its time average is plotted for one of the steady series
presented in Figure 2.33.
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Figure 2.34: Relative standard deviation of the acquisition system. 2D
view and horizontal and vertical envelopes and cuts of the
standard deviation of the aquisition system relative to the
average intensity at each pixel (colormap from 0 to 10%).
Figure 2.34 presents different views of the intensity standard deviation per-
centage in each pixel with respect to the time average at that pixel. This value,
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which can be interpreted as the error of the acquisition system, is around 4% in
almost the whole domain, except in a reduced zone, well apart from the centre,
where it varies between 5% and 7%. This pattern, as inconvenient as it seems, is
not extremely damaging: firstly because the error is not too high (below 7%) and
secondly because it has been moved away from the centre of the working wall, and
not too many concentration readings are expected in it. Also, it is worth mention-
ing that this pattern is not an error of the calibration process, as it is not noticeable
in the flat central picture of Figure 2.31, but comes from an irremediable high in-
stability of one of the lasers in that particular zone.
As can be seen in the central picture of Figure 2.31, the acquisition system noise,
whose intensity has been characterized by the time standard deviation intensity
relative to the time average intensity, presents spatially coherent structures, al-
most certainly generated by the laser. The typical acquisition system noise spatial
correlation and spectral modes are presented in Figure 2.35.
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Figure 2.35: Autocorrelation and scalar power spectrum of the acqui-
sition system noise. Left and central pictures show the 2D
view and the radial average of the autocorrelation function
(color map ranging from -1 to 1 and bounds estimated for a
certainty of 95%). Right picture shows the power spectrum
(95% certainty interval smaller than 3% of the average).
As shown in the left and central graphs of Figure 2.35, the acquisition sys-
tem noise is highly correlated for small distances, presenting a coefficient around
0.95 for adjacent pixels, and being above 0.5 for distances below 20 mm. The
power spectrum presents, consistently with the autocorrelation function, a large
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amount of noise energy concentrated in wavenumbers up to 0.05 mm−1 followed
by a sharp fall of the power. For wavenumbers higher than 0.5 mm−1, the noise
power spectrum increases due to the white noise (likely produced by the cam-
era), whose 2D spectrum shows a 1 power law, and which is noticeable in the
initial sharp fall of the autocorrelation function from 1 at distance 0 to about
0.95 at distance 1 pixel. The smallest measurable length scale of the spectrum
is 2 pixels ≈ 0.43 mm and the highest wavenumber measured is ∼ 2.33 mm−1.
To finish with the spatial characterization of the noise, Figure 2.36 presents
the bivariate distributions of the noise in a pixel with the noise in the contiguous
pixel, either horizontal or vertical, assuming that the behaviour of the noise is
the same in the whole domain. The high correlation presented in Figure 2.35 can
be identified here by the shape of the 2D maps. The right graph of Figure 2.36
shows that the error distributions are close to be binormal, providing that the
noise behaves similarly everywhere.
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Figure 2.36: Acquisition system noise spatial bivariate distribution. Left
and central pictures are respectievely the horizontal and ver-
tical bivariate distribution of the acquisitition system noise.
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The acquisition system noise has been also temporally analyzed. In order to do
so, 1024 pictures have been recorded with a frequency of 2.5 Hz extracting the
temporal evolution in the mass reading (i.e. calibrated light intensity) of ten ran-
dom pixels. Statistics of the time correlation, probability density function and
power spectrum of the acquisition system noise, relative to their time average, are
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presented in Figure 2.37. As can be appreciated in the left graph, the acquisition
system noise is delta-correlated in time. This is a powerful property that is em-
ployed to minimize the error of the statistics as described in Section 2.4.3. The
central graph presents a noise that can be fairly supposed a Gaussian distribu-
tion. The flat power spectrum in Figure 2.37 right, ranging from (409.6 s)−1 to
1.25 Hz (which is, as expected, one half of the recording frequency), is the charac-
teristic of the white noise.
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Figure 2.37: Temporal correlation, probability density function and
scalar power spetrum of the acquisition system noise. Left
graph shows the upper and lower bound of the noise time
correlation with a certainty of 95%. Central graph shows
the probability density function of the 10 point relative noise.
Right graph is the averaged power spectrum.
A similar temporal analysis has been performed in the wavenumber space to
understand the behavior of the acquisition system spectral noise, that is, the noise
that the acquisition system generates in each one of the Fourier nodes of the read-
ing. For this study, the series of pictures employed before were expanded with
a “fast Fourier transform” algorithm coded as suggested in (Press, Teukolsky,
Vetterling, & Flannery 1995) analyzing individually the real and the imaginary
part of the wavenumber space. The temporal data from ten random points were
studied. The probability density function was plotted, after verifying that all the
individual distributions were zeroed mean Gaussian, normalizing the data with
their temporal standard deviation and adding them all together, to increase the
resolution of the graph. The same data process was employed to plot the bivari-
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ate distribution between imaginary and real parts of the acquisition system spectral
noise. The results are shown in Figure 2.38.
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Figure 2.38: Temporal correlation, probability density function and
scalar power spetrum of the acquisition system spectral
noise. Left graph shows the upper and lower bound of the
spectral noise time correlation with a certainty of 95%. Cen-
tral graph shows the probability density function of the 10
point relative spectral noise, normalized with their time stan-
dard deviation and, inset, the bivariate distribution of real
and imaginary noise (domain ranging from -5 to 5 and color
map from 0 to 0.25). Right graph is the averaged power spec-
trum of the 10 points, normalized with their time average.
The first clear result is the time delta-correlated character of the spectral noise,
for both the real and imaginary parts. Secondly, the normalized probability den-
sity function of all the points shows that the spectral noise can also be fairly con-
sidered a Gaussian and, despite its low resolution, a non-correlated bigaussian
distribution between imaginary and real part can be glimpsed in the inset picture
(in this particular case the correlation was about 0.02). It may be worth to point
out here that the spectral noise in each node is no more than a linear combination
of the noise in the whole picture. A sufficient (but not necessary) condition to
ensure this behaviour is the multivariate normal distribution of the noise in all
the pixels. In light of these results, although it has not been rigorously proved,
it seems reasonable to suppose from now on that this statistical multinormal dis-
tribution is true, for the sake of facilitating future derivations. Nevertheless, it is
necessary to remember the strong hypothesis made here and that all the results
derived from this should be adequately validated.
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2.4.3 Information Extracted from LIF
The spatio-temporal characterization of the acquisition system noise is a valuable
information that can help to increase the obtained statistics accuracy by selecting
the proper estimators. The targeted statistics to be obtained from the LIF experi-
ments are the scalar power spectrum and its three moments described in Chapter
1, namely the scalar variance, mean gradient squared, and length scale.
2.4.3.1 Point Statistics
A LIF experiment provides for each pixel i, among the 2048x2048 pixels in each
picture j, a reading containing information about the emitted light by their pro-
jected mass of dye. After the spatial calibration, it can be supposed (according
to Figures 2.29 and 2.31) that the expected value of this reading is actually pro-
portional to the mass of dye projected in that pixel and that the noise affecting
this value has a normal distribution (Figure 2.37 centre) highly correlated with
its neighbours (Figure 2.35) with binormal distributions (Figure 2.36) and delta-
correlated in time (Figure 2.37). In addition, the standard deviation of this dis-
tribution seems to be proportional to its expected value, with a proportionality
constant of around 0.05 (Figure 2.34). After the spatial calibration, then, the read-
ing r of a pixel, can be approximately expressed as
rji ≈ N ji (µji , σji (µji)) = µji + σji (µji)N ji ≈ µji(1+ σN ji ), (2.21)
where µji is the real value of the mass of dye projected in pixel i of picture j, N ji is
the random variable corresponding to the acquisition system noise, with average 0
and variance 1, and σ is the proportionality constant between µji and the standard
deviation σji .
Spatial derivatives can be performed over this random variable using ker-
nel operators. It is interesting to emphasize that, although the noise of two con-
tiguous points is strongly correlated, because their vertical and horizontal bivari-
ate distributions are binormal as shown in Figure 2.36, and as it has been sup-
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posed that the multivariate distribution of all the pixels is also multinormally
distributed, the spatial derivatives should also behave as normal distributions.
The expected value of these normal distributions is equal to the computed spa-
tial derivative of the projected mass, and its standard deviation is a function of
the individual standard deviations and the correlation factor among the variables
involved. In the particular case of the current experiment, the only spatial deriva-
tions exported were the gradients of the scalar. The first derivative with respect
to one of the directions (i.e. horizontal or vertical) employed to compute the gra-
dients is
Gji = r
j
i+1 − rji ≈ µji+1(1+ σN ji+1)− µji(1+ σN ji ) = γji + ςjiN ji ,
(ςji)
2 ≈ σ2
(
(µji+1 − µji)2 + 2(1− ρi+1,i)µji+1µji
)
,
(2.22)
where it has been made use of the identity, valid for the sum of two binormal
distributions X and Y, σ2aX+bY = (aσX)
2 + (bσY)2 + 2abρX,YσXσY, being ρi+1,i the
correlation between the two contiguous points employed in the differentiation
that can be approximated by 0.95, as shown in central graph of Figure 2.35. It is
noticeable that the noise in the spatial derivative decreases with the correlation.
Finally, assuming a multinormal distribution of the noise among all the pixels,
it can be supposed that each spectral node also follows a normal distribution with
a mean equal to the actual value of the Fourier component, as described by
Rji ≈ N ji (Mji ,Σji) = Mji + ΣjiN ji , (2.23)
most probably with low correlation between imaginary and real parts, as shown
in Figure 2.38 centre inset. In Equation 2.23 Rji and M
j
i are the complex “reading”
and actual values of the spectral component of node i in picture j, obtained by
discrete Fourier transforming respectively rj and µj, and Σji is the complex stan-
dard deviation of that node, which is a function of the standard deviations of all
the pixels involved.
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2.4.3.2 Single Picture Statistics
The statistical values of the scalar power spectrum and its three moments (vari-
ance, mean gradient square and length scale) are traditionally obtained employ-
ing only one picture (Williams, Marteau, & Gollub 1997; Jullien 2003).
To normalize the statistics, the concentration average is obtained first. The
adequate estimator employed for that purpose is
Z1〈c〉 =
1
N
N
∑
i=1
r1i = N 1
(〈
µ1
〉
,
〈
σ1〈c〉
〉)
,
〈
µ1
〉
=
1
N
N
∑
i=1
µ1i ,〈
σ1〈c〉
〉2
=
σ2
N2
N
∑
i=1
N
∑
j=1
µ1i µ
1
j ρ
1
i,j,
(2.24)
for which multi-normality and homogeneous relative standard deviation have
been assumed in the derivations. Note that, if the correlation function is sup-
posed to be a cone of, about 50 mm of radius, as suggested by Figure 2.35, and for
a homogeneous concentration, the relative standard deviation can be written as〈
σ1
〉
/
〈
µ1
〉 ≈ σ√ (pi/3)(50)24402 ≈ 0.1σ, which is, approximately, the relation between
the 5% relative standard deviations of the individual pixels reading, Figure 2.34,
and the 0.5% of whole field, in Figure 2.33. Because the standard deviation of the
average concentration is, at least, one order of magnitude smaller than the rest of
variables, for the sake of facilitating future calculi consistently with the level of
the hypotheses assumed so far, the average concentration is no longer considered
a random but a desterministic variable with value 〈c〉. The scalar centroid, xcg,
and the scalar inertia moment Izz, are analogously obtained, respecteively multi-
plying each reading ri by the considered deterministic variables x or
(
x− xcg
)2.
The traditional estimator employed to obtain the variance of the scalar is
Z1〈c′2〉 =
1
N
N
∑
i=1
(
r1i − 〈c〉
)2
. (2.25)
The expected value of this estimator has been derived in appendix A.1.1 and is
presented in
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E
[
Z1〈c′2〉
]
≈
〈
(µ1)′2
〉
+
〈
(µ1)2
〉
σ2. (2.26)
Two points are worth of mentioning. Firstly the accuracy of the result is no-
ticeable when compared to the expected value with the relative standard devi-
ation time average of the homogeneous pattern employed in Figure 2.33 centre
and the spatial distribution of relative standard deviation in Figure 2.34. Sec-
ondly, and more importantly, the expected value of the estimator traditionally
employed does not provide the requested statistical variable but a combination
of this with the noise. This is clearly illustrated by the finite value of the obtained
variance in the case of uniform concentration (Figure 2.33 centre). This effect can
be reduced by estimating the deviation in Equation 2.26.
The estimator usually employed to measure the average of the gradients squared
is
Z1〈|∇c|2〉 =
1
N
N
∑
i=1
((
Gx1i
)2
+
(
Gy1i
)2)
. (2.27)
The expected value of this estimator, derived in appendix A.1.2, is
E
[
Z1〈|∇c|2〉
]
≈
〈
|∇µ1|2
〉
+ σ2
(〈
|∇µ1|2
〉
+ 4(1− ρi+1,i)
〈
(µ1)2
〉)
. (2.28)
Once again, the expected value of this estimator is accurately close to the mea-
sured uniform concentration scenario (Figure 2.33 right), which, for a standard
deviation, relative to the picture average concentration, of the pixel noise of the
order of 0.05 (Figure 2.34) and a correlation between contiguous points about
0.95 (Figure 2.35), should be about 0.05 · 4 · 0.052 = 5 10−4 times the mean inten-
sity squared. Also, once again, while the real value of the average scalar gradient
squared should be zero for a uniform concentration, a finite consistent value is
obtained. This difference could perhaps be reduced through complex calibra-
tions.
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Finally, the estimator employed to obtain the scalar energy in each one of the
spectral modes is analyzed. With the information contained in the scalar power
spectrum the last two statistics can be obtained by integrating the scalar energy
spectrum and its second moment. The power spectrum is employed also to ob-
tain the integral length scale, using Equation 1.10. The estimator more commonly
employed in literature, (Williams, Marteau, & Gollub 1997), to evaluate the scalar
energy contained in one mode of the spectrum is
Z1Γ(k) =
N
∑
i=1
r(i)=k
(
R1i R
1∗
i
)
, (2.29)
where the summation covers all the values with a wavenumber of modulus k.
The expected value of this estimator, derived in appendix A.1.3, is
E
[
Z1Γ(k)
]
= Γ1k +
N
∑
i=1
r(i)=k
((
Σ1R,i
)2
+
(
Σ1I,i
)2)
. (2.30)
Again, it is noticeable that the expected value of this estimator is not the required
statistic and further calibrations would have to be performed to reduce the error.
In this particular case, the calibration seems almost impossible because the func-
tions ΣR,1i and Σ
I,1
i are expected to have a very complicated dependence with the
intensity of each one of the pixels, according to the stated until now, and, for the
kind of noise observed here, a calibration process as the performed in (Williams,
Marteau, & Gollub 1997) may not be sufficient.
2.4.3.3 Double Picture Statistics
To overcome the problem arising from the fact that the noise in the readings pro-
duces a bias in the ultimate statistics, an original experimental procedure, not
found in literature, despite its close scrutiny, for this kind of experiments, has
been applied. The optimal use of this experimental procedure requires a particu-
lar picture time acquisition sequence and, although it can be applied over any LIF
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data, planning its use before the data acquisition can strongly increase the perfor-
mances of the final statistics. The experimental procedure is based on the delta
time correlation of the noise, which is apparent in Figure 2.37 left. The experi-
mental procedure requires taking pictures by pairs, reducing the time within one
pair of images as much as the acquisition system makes possible. After that, the
post-process assumes that, ideally, the scalar pattern is exactly the same but the
noise has completely changed within the time between the two pictures of any
pair. The errors induced by this methodology, of course, depend of how close the
realizations are from this ideal scenario. With the pictures taken by pairs, novel
estimators can be defined.
The estimator employed to obtain the average concentration is simply the av-
erage of the concentrations in the two pictures. The expected value of this esti-
mator is, as before, the average of the concentrations. The only improvement in
this case is that its variance is, in the ideal case, halved:
Z〈c〉 =
1
2N
N
∑
i=1
(
r1i + r
2
i
)
= N 1
(
〈µ〉 ,
〈
σ〈c〉
〉)
.
〈µ〉 = 1
2N
N
∑
i=1
(
µ1i + µ
2
i
)
.
〈
σ〈c〉
〉2
=
σ2
4N2
N
∑
i=1
N
∑
j=1
(
µ1i µ
1
j ρi,j + µ
2
i µ
2
j ρi,j
)
≈ 1
2
〈
σ1〈c〉
〉2
.
(2.31)
As it was done above, the average concentration is assumed to be a deterministic
variable also in this case, due to its small variance.
The estimator employed to obtain the variance of the scalar for the double
picture statistics is
Z〈c′2〉 =
1
N
N
∑
i=1
(
(r1i − 〈c〉)(r2i − 〈c〉)
)
. (2.32)
The expected value of this estimator, obtained in the appendix A.2.1, is
E
[
Z〈c′2〉
]
≈
〈
µ′2
〉
ρµ1,µ2 . (2.33)
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The expected value of this novel estimator is as close to the variance of the scalar
as the correlation of the scalar pattern between the pictures of each pair is close to
1. This correlation can be increased reducing the period between the pictures in
each pair. As can be observed, the expected value of this new estimator does not
depend on the acquisition system noise as long as it is delta-correlated in time and
symmetric with respect to 0, which apparently are the features of the noise in the
present experimental apparatus.
Following the same “modus operandi”, the estimator employed with this
novel methodology to measure the average of the gradients squared is
Z〈|∇c|2〉 =
1
N
N
∑
i=1
(
Gx1i Gx
2
i + Gy
1
i Gy
2
i
)
. (2.34)
The expected value of this estimator, derived in appendix A.2.2, is
E
[
Z〈|∇c|2〉
]
≈
〈
(γx)2
〉
ργx +
〈
(γy)2
〉
ργy . (2.35)
The expected value of the scalar mean gradient squared estimator is smaller and
as close to the mean concentration gradient squared of the scalar as the correlation
of the horizontal and vertical derivatives of the scalar between the pictures of the
pair is close to 1. Again, the acquisition system noise, time uncorrelated and
symmetric with respect to 0, does not affect this expected value.
Similarly, the energy power spectrum can be obtained through a cross product
between the spectral real and imaginary components of one of the scalar fields of
the pair with the other. To do so, the estimator used was
ZΓ(k) =
N
∑
i=1
r(i)=k
(
R1R,iR
2
R,i + R
1
I,iR
2
I,i
)
. (2.36)
As derived in appendix A.2.3, this estimator provides the expected value
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E
[
ZΓ(k)
]
=
N
∑
i=1
r(i)=k
(
M1R,i M
2
R,i + M
1
I,i M
2
I,i
)
, (2.37)
where the subindex R and I respectively refer to the Real and Imaginary parts
of the Fourier transformation. The expected value of the estimator employed
to obtain the scalar energy in each spectral node is, again, only a function of
the scalar distribution in each one of the pictures employed for the statistics and
does not depend on the acquisition system noise, as happened in the single picture
scenario. This expected value is closer to the actual scalar power spectrum the
more similar are the scalar distributions of the two frames of the pair.
2.4.3.4 Statistics Comparison
In all of the three cases considered, the effect of the time uncorrelated and sym-
metric respect 0 noise has been, at least in theory, completely removed in the
expected value of each one of the estimators. This method, nevertheless, can sup-
press relevant scalar information if the time elapsed between the acquisition of
the two pictures employed is long enough for the scalar pattern to be substan-
tially modified. Also any coherent noise, which can be generated, for instance, by
calibration inaccuracies and has been shown to be much smaller than the uncor-
related noise in Figure 2.37, resists this filter.
To reduce as much as possible the differences between the values obtained
through these double picture estimators and the actual relevant statistics, namely
scalar variance, mean gradient squared and power spectrum, the camera and
laser were triggered by the experiment controller with a particular designed se-
quence which reduced the time elapsed between the two pictures in each pair.
The pictures were taken in groups of isolated pairs within a time period whose
frequency was delimited by the maximum stable operative recording frequency
of the camera, which was found to be about 10 Hz. The recording frequency of
the pairs was delimited by the data transfer capacity from the camera to the com-
puter, which was found stable when recording isolated pictures with a frequency
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of 5 Hz or, equivalently, picture pairs with a frequency of 2.5 Hz. With this consid-
erations pictures where successively triggered with a delay of 100 ms and 300 ms.
Using the triggering sequence described above, the maximum time delay ex-
pected between the pictures of a pair is 100 ms. An upper bound for the velocity of
the fluid employed to advect the scalar can be approximated by 10 mm s−1. With
this velocity and the time delay employed, the double pictures statistics would be
able to measure scalar perturbations up to wavenumbers of the order of 1 mm−1.
Nevertheless two factors drastically increase this threshold. On the one hand, the
root mean squared velocity in the relevant zone of the working wall is one order of
magnitude smaller than the maximum, so, in most of the experimental zone, the
scalar advection produced by the flow between the two pictures of a pair is well
below the resolution of the camera. On the other hand, after a short transient, the
scalar pattern aligns itself with the streamlines of the flow (Wonhas & Vassilicos
2002), reducing the pattern incoherence between the two pictures to small zones
at the tails of each scalar thread. Under these considerations, although the thresh-
old 1 mm−1 can be considered as the most unfavourable case, it can be assumed
that, with the experimental procedure employed, the double picture statistics are
only significantly distorted by scalar incoherencies between the two pictures at
wavenumbers beyond the camera resolution.
The results of the single and double picture statistics can be compared by ap-
plying them to the relative noise extracted from uniform pictures. To do so, 200
independent samples have been extracted from the data employed to analyze
the laser stability. The noise extracted has been normalized with the mean light
intensity in each sample. To provide a fair comparison between the single and
double picture statistics, the noise employed for the statistics of the single pic-
ture is, actually, an average of the noise of the pictures employed for the double
picture statistics. With this method that uses the information of the two pictures,
the variance of the noise of the single picture statistics is expected to be halved.
Even with this procedure, the noise level obtained by the double picture statistics
is clearly reduced with respect to the obtained by the single picture statistics. The
benefits of the novel statistics over the scalar power spectrum are clearly illus-
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trated in Figure 2.39.
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Figure 2.39: Acquisition system noise reduction by double picture
statistics. Left graph shows the spectral noise generated
by a random pair of pictures using single (Γ1(k)) and dou-
ble (Γ(k)) picture statistics. Central graph shows the aver-
age and standard deviation of 200 pictures taken from the
laser stability experiment. Right graph shows the quotient
between the spectral noise using the two methods. The noise
is normalized in each sample with the mean light intensity.
The first significant issue to take into account with these novel statistics is their
possibility to be negative. While, when performing the power spectrum with the
traditional statistics this is mathematically impossible, in this case it is common
that, although the expected value is always positive (providing perfect scalar cor-
relation), the scattering turns some samples negative. The only problem that this
can arise is its representation in a logarithmic scale, and can be solved simply
plotting the statistic absolute value. The left graph of Figure 2.39 presents the
energy power spectrum of a random pair of pictures and the central graph shows
the average and standard deviation of the power spectrum over the 200 samples
employed. In this central graph the scattering around the expected value has
been reduced and the whole spectrum is strictly positive, while in the left graph
the scattering turns negative some of the points with smaller expected value. Al-
though the double picture statistics can seem noisier for large wavenumbers, the
absolute value of the standard deviation is actually similar to the single picture
statistics, and the visual effect arises from an absolute reduction of the noise level.
This noise level reduction is clearly illustrated in the right graph of Figure 2.39
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where the quotient between single and double picture statistics is always larger
than 1, significantly larger between 10−2 mm−1 and 10−1 mm−1 and remarkably
different for length scales smaller than 1 mm. This length scale of 1 mm has been
established above as the threshold for the worst possible performance of the dou-
ble picture statistics in the employed flow due to scalar incoherencies and has
been argued that the real threshold is expected at much larger wavenumbers.
The graphs presented in Figure 2.39 suggest that in its worst possible scenario,
the double picture statistics are not worse than the single picture statistics.
The average and standard deviation over the 200 pictures of the variance and
mean gradient squared extracted using single and double picture statistics are
also compared. In the case of double picture statistics, both results should be
equal to zero for a uniform scalar concentration, nevertheless calibration inaccu-
racies are expected to increase their absolute value. With the statistics obtained
for each one of the samples first the equivalence between the scalar spectrum
integral and its second moment with, respectively, the variance and mean gra-
dient squared are checked as an exercise to validate the statistics. It turned out
that the equality in Equation 1.6 relating scalar spectrum integral with variance
is numerically exact (after normalizing the power spectra with N−4 = 2048−4)
for the double and single picture statistics and the relation between the second
moment and the mean gradient squared is almost equal (when normalizing with
(2pi/N)2N−4). The small difference is perhaps produced by the algorithm em-
ployed to obtain the gradients. When comparing single and double picture statis-
tics, the 200 sample average of the variances and mean gradient squared in the
single picture statistics are respectively almost 3 and 30 times larger than the dou-
ble pictures statistics and so are their standard deviations, which is another index
of the significant improvement obtained with the novel estimators.
Finally, to show the practical benefits of the double picture statistics, the two
methods are compared for a random sample extracted from a real experiment. To
do so, both single and double picture statistics are performed (again averaging
two fields in the case of single picture statistics) over one of the pair of pictures
obtained in the experiment described in Chapter 6. Figure 2.40 shows this com-
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parison together with the scalar field employed.
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Figure 2.40: Acquisition system noise reduction by double picture
statistics. Left picture shows the scalar distribution concen-
tration (normalized with its mean concentration) employed
for the comparison (color map ranging from 0 to 30). Central
and right pictures are the scalar power spectrum of left pic-
ture using single, Γ1(k), and double, Γ(k), picture statistics
and the time average of these statistics over five consecutive
picture pairs.
It is clear the effect that the acquisition system noise has on the expected value
of the single picture scalar spectrum when it is compared with the obtained by
crossing two pictures which, although noisy, maintains the expected slope for
longer. The scattering on the largest wavenumbers of the double pictures statis-
tics can be effectively attenuated, if required, by averaging contiguous pairs, as
exemplified in the right picture. Consecutive scalar power spectra are expected
to be similar in spite of their small scale uncorrelated patterns for short times
elapsed among the averaged pairs (2 seconds in this case) compared with the
time scale of the flow. The interference that the acquisition system noise produces
over the scalar power spectrum in this particular case affects all the values with
wavenumbers larger than 1 mm−1, which means that less than one half of the to-
tal spectrum, which ranges from about 0.0023 mm−1 to about 2.33 mm−1, can be
analyzed using single picture statistics.
The relevance of this novel double picture statistics, originally applied to LIF
in this work, is exposed by the similar effect of the acquisition system noise ob-
tained by single picture statistics that has been found in the specialized literature.
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It is remarkable the case of (Williams, Marteau, & Gollub 1997) in which a sizable
part of the scalar power spectrum, most of it belonging to the specific wavenum-
ber range under study, was affected by a kind of noise apparently similar to the
filtered here by this new method.
2.4.3.5 Extraction of the Scalar Shape
As soon as the scalar is injected in the brine it starts diffusing while is advected by
the flow. Therefore, the scalar does not really present any shape that can be fully
described with less information than a 2D map of its concentration. Neverthe-
less, providing that Pe >> 1 and for small times, the scalar is mainly contained
inside a region where it is reasonably homogeneous and a shape can be defined
to measure kinematic properties such as the stirring rate.
There exists a large amount of literature in image processing related with ex-
tracting a shape from a picture, commonly by means of its edges. There usually
are regions of large colour and intensity gradients. Among all the techniques em-
ployed for this purpose, maybe the most spread due to its simplicity and func-
tionality is the Canny edge detector, first described in (Canny 1986). The Canny edge
detector, for a monochrome image, consists of three steps:
• Smoothing and gradient extraction. The vertical and horizontal gradients
are extracted from the image using a Gaussian smoothing kernel matrix.
• Non-maximum suppression. The pixels that do not present a local maxi-
mum mean gradient square in the direction of the gradient are discarded.
Among the remaining pixels, those with a mean gradient square larger than
a threshold β1 are preselected as “seeds” of the final maximum gradient
curves.
• Hysteresis. The “seeds” are continuously extended along those pixels around
them, not previously discarded (and therefore with a mean gradient square
which is local maximum in the direction of the gradient), while their mean
gradient square is larger than a second threshold β2.
Although this method has been proven very effective to extract typical image
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edges, it had difficulties identifying the maximum gradients in the characteristic
patterns found in the LIF pictures. This is because while the common pictures
where this method is employed present sharp edges, in the LIF images, even for
short times, the edges were slightly diffused along several pixels, especially in
those zones where two dye layers move close to each other.
Observation of the characteristic patterns obtained during the LIF experiments
made it possible to design an original procedure to extract the scalar shape which,
although based on the Canny edge detector, has not been specifically found in the
literature. This procedure extracts the line of local maximum intensity perpen-
dicular to the local gradient. This new method, which proved itself very effective
and useful for identifying the elongated strips shaped by the dye during the LIF
experiments, consists of the next steps:
• Smoothing and gradient extraction. The vertical and horizontal gradients
are extracted from the image using a Gaussian smoothing kernel matrix.
• Gradient direction extraction. The angle of the gradient at each pixel is ex-
tracted and smoothed (minding the discontinuity associated with the angle
measure) along a distance `1 which ideally is much larger than the scalar
strips width and much smaller than the scalar length scale.
• Non-maximum suppression. The pixels that do not present a local maxi-
mum intensity in the direction of the gradient are discarded, preselecting
among the remaining pixels those with an intensity larger than a threshold
β1, as “seeds” of the final maximum intensity curves.
• Hysteresis. The “seeds” are continuously extended to those pixels around
them, not previously discarded (and therefore with an intensity which is
a local maximum in the direction of the gradient), while their intensity is
larger than a second threshold β2.
This method was employed to assist the identification of particular scalar pat-
terns, adjusting in each case the parameters γ1, γ2 and `1 to increase the fidelity
of the result, which was particularly evaluated.
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2.4.3.6 Patterns Comparision
In order to compare scalar fields, it is employed the Pearson’s coefficient, com-
puted as
ρ1,2 =
∑
ij
(θ1ij − θ1ij) · (θ2ij − θ2ij)√
∑
ij
∣∣∣θ1ij − θ1ij∣∣∣2√∑
ij
∣∣∣θ2ij − θ2ij∣∣∣2 . (2.38)
The correlation between scalar patterns is commonly only employed in a region
of the whole field. Therefore, the index ij only covers the pixels in that area and
the averages of the scalar, θ1ij and θ
2
ij, should be also understood as the averages
in the area of interest.
2.5 Experimental Limitations
It is indispensable to have a clear picture of the experiments that an apparatus can
perform and restrict the analysis of the obtained data to those physical phenom-
ena which can be accurately reproduced. In the case reported here, in Section 1.2
some of the limitations of the experimental apparatus, related with the discrete
acquisition system employed and its spatial resolution have been detailed. In
addition, Chapter 4 is partly dedicated to explaining another source of error, re-
ported in this work for the first time, affecting 2D scalar experiments. The present
section clarifies the effects that the 3D advection of the scalar has over the 2D ac-
quired variables.
2.5.1 2D Measurements in a 3D World
The described apparatus can only acquire 2D images of the experiments. These
images are a vertical integration of the 3D dye concentration in the case of LIF, or
pictures of the particles moving in the uppermost layer of the brine, in the case of
PIV. The first question that arises under the light of this fact is if the acquired 2D
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concentration field is expected to behave as the transport Equation 1.2 predicts. To
answer this question, the Eulerian version of the transport equation in 3D and 2D
are written and compared:
dθ
dt
+ u
∂θ
∂x
+ v
∂θ
∂y
+ w
∂θ
∂z
= κ
(
∂2θ
∂x2
+
∂2θ
∂y2
+
∂2θ
∂z2
)
(2.39)
dθ
dt
+ u
∂θ
∂x
+ v
∂θ
∂y
= κ
(
∂2θ
∂x2
+
∂2θ
∂y2
)
(2.40)
where, in Equation 2.39, θ, u, v and w are a function of x, y, z and t while, in
Equation 2.40, θ, u and v are only a function of x, y and t and the only values that
can be obtained through the acquisition system are θZ(x, y, t) =
∫ H
0 θ(x, y, z, t)∂z,
uH(x, y, t) = u(x, y, H, t) and vH(x, y, t) = v(x, y, H, t), for a brine depth equal to
H. If the velocity field is described, without loss of generality, as ui(x, y, z, t) =
uiH(x, y, t)(1− f i(x, y, z, t)) and providing that there is no mass flux in the upper
or lower boundaries of the brine, a vertical integration of Equation 2.39 leads to
dθZ
dt
+ uH · ∇θZ = κ∆θZ (1+ εu + εv + εw) ,
εu =
uH
κ∆θZ
∫ H
0
f u
∂θ
∂x
∂z,
εv =
vH
κ∆θZ
∫ H
0
f v
∂θ
∂y
∂z,
εw =
∫ H
0 w
∂θ
∂z∂z
κ∆θZ
=
[wθ]H0 −
∫ H
0 θ
∂w
∂z ∂z
κ∆θZ
≈ −
∫ H
0 θ∇uH∂z
κ∆θZ
,
(2.41)
where uH(x, y, t) is the 2D flow field extracted from the upper layer and ∇uH =
∂uH
∂x +
∂vH
∂y is its divergence. Equation 2.41, which describes the vertical integration
of the 3D scalar transport, can now be compared with Equation 2.40, describing
2D scalar transport. The two equations are essentially the same with the excep-
tion of the errors εu, εv and εw. The 2D statistics obtained from the experiments,
such as the 2D concentration variance or the 2D gradient variance, are those rel-
evant to the 2D variables uH and θZ.
To estimate εu and εv, a parabolic model is employed to approximate f i, which
seems reasonable under the results presented in (Lardeau, Ferrari, & Rossi 2008);
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horizontal variations of the dye concentrations are supposed to occur in lengths
either of the order of ` or of the order of L ≈ 102 mm, according to the direction of
the dye strands; vertical variations of dye concentrations occur in lengths of the
order of h ≈ 0.5 mm, which is given by the thickness of the stratification; the total
depth of the brine is supposed to be H ≈ 5 mm; finally, the root mean square ve-
locity of the working wall central zone (a circular area with a diameter of 200 mm,
five times the magnet size) is employed as representative for the horizontal ve-
locity, uH ≈ 1 mm s−1 (value obtained using PIV as described in Chapter 3). With
these values, it can be estimated that
εu ≈ εv ≈ uH
κ θZ
`2
(
h
H
)2 θZ
L
=
uH
κL
(
h
H
)2
`2 ≈
(
`
1mm
)2
. (2.42)
To estimate the terms in Equation 2.42 it has been assumed that the flow unsteadi-
ness time scale is small enough compared to the time scale of the flow to assume
that the scalar strands align with the velocity field, as suggested in (Wonhas &
Vassilicos 2002). Otherwise, ∂θ/∂x ≈ ∂θ/∂y ≈ θ/l . This is a key point since the
last derivative and the associated error is much larger than the assumed. Equa-
tion 2.42 implies that the errors produced by the vertical variation of the horizon-
tal velocities are negligible for scalar strands thinner than 1 mm.
To estimate the variance decay produced by the velocity normal to the wall,
the divergence of the 2D velocity field extracted from the upper layer is computed
from PIV data detailed in Chapter 3. This divergence is found of the order of
∇uH ≈ 10−3 s−1 for most of the field, although some points reach values on the
order of 10−2 s−1. Using this value, εw can be estimated as
εw ≈ θZ∇uH
κ θZ
`2
≈ ∇uH`
2
κ
≈ `
2
0.1mm2
. (2.43)
.
This error is slightly larger than the horizontal one although it is highly probable
that the stratification, not employed for PIV measurements but applied to LIF
experiments, can make them of the same order of magnitude, by reducing the
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upper layer 2D flow divergence.
References to the effects that the 3D advection of the scalar has over the 2D
collected data in these kind of experiments are also present in literature, never-
theless a real quantification is difficult to find. In (Jullien 2003) there is only an
allusion to this effect, relating it with the Taylor-Aris dispersion, as a possible
source of the deviation of their results with respect to the Batchelor theory. In
(Williams, Marteau, & Gollub 1997), the effect of vertical gradients of horizontal
velocity is assumed to be related with the momentum diffusion upwards after ve-
locity changes in their driving brine, neglecting possible steady vertical velocity
gradients. After cleverly estimating the apparent diffusion that these unsteady
velocity gradients can potentially produce in the scalar vertical integration in,
about 0.05 cm, for sudden accelerations of the flow, they conclude that the effect
can be neglected due to its small value. Nevertheless although small in absolute
value, the apparent diffusion must be compared with the diffusion of the scalar,
Fluorescein in their case, which is the only physical effect that, in an ideal 2D
flow, could reduce the variance. If this comparison is performed, it can be argued
that the scalar diffusivity, 5x10−6 cm2 s−1, would produce the same scalar blur-
ring than the apparent diffusion only after 500 s, while the typical time scale of
their flow is about 5 s.
Dispersion shares with diffusion the property of incrementing the inertia mo-
ment of a scalar. In fact, this statistic is intimately related with the Richardson
dispersion (Chatwin & Sullivan 1979). The main difference between these two
mechanisms is that, while dispersion alone reduces the scalar integral length
scale, diffusion increases it. In the case of the Taylor-Aris dispersion, the dom-
inant longitudinal dispersion produced by radial velocity gradients is combined
with the dominant radial diffusion in a pipe flow. The similitude of that process
with those observed in the experiments performed in this research is that, while
the main source of horizontal transport is advection, the 2D measured concen-
tration field implies an instantaneous vertical homogenization. Therefore verti-
cal velocity gradients generate 2D variance decay through the errors previously
called εu and εv. The 2D homogenization produced by horizontal dispersion is,
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nevertheless, different from that produced by horizontal diffusion (vertical diffu-
sion contributes to enhance horizontal dispersion by increasing the total velocity
vertical difference within the scalar). The most remarkable difference between
these two mechanisms is that while 2D diffusion always keeps a constant rela-
tion between the variance decay rate, ∂
〈
θ′2
〉
/∂t, and the mean gradient square,〈
|∇θ|2
〉
, the relation between these two quantities depends on the velocity field
in the case of dispersion. Also, while diffusion is the result of the random mo-
tion of the scalar particles and therefore is macroscopically homogeneous and
isotropic, dispersion has the coherence of the velocity field which generates it.
As a result, for a laminar flow as the presented here, where the time scale of the
advection is much smaller than the time scale of the unsteadiness (u∇ << ∂/∂t),
the homogenization generated by dispersion is consistently produced in the di-
rection of the instantaneous vertical velocity gradients which, for this particular
case, are aligned with the velocity field in each spatial location.
2.5.2 Scalar Statistics Validity
As a conclusion it is reasonable to infer that, according to the stated in this sec-
tion, the scalar measurements performed in the apparatus designed and built for
the research reported here (and maybe in some of the similar electromagnetic ap-
paratus employed in literature) only reproduce partially the physical phenomena
described by the 2D transport equation, and are appreciably affected, specially at
large scales, by the three dimensionality of the experiments. Even so, the errors
found so far are only comparable with the diffusive term of the transport equation
and it is still entirely appropriate to discuss statistics regarding stirring, among
these, the different moments of the power spectrum, being always careful with
the effect of the artificial variance destruction rate over them.
The partial unsuitability of these experiments to reproduce the 2D diffusive
behavior of the scalars is reinforced in Chapter 4, where further analysis of errors
introduced by the apparatus and experimental procedure on the diffusion term
are discussed.
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Chapter 3
Velocity Field Characterization
The purpose of the previous chapter was to introduce the apparatus employed in
this research and to provide a detailed description of the experimental techniques
used to acquire both the flow velocity and the scalar concentration fields. In addi-
tion, the errors and uncertainties of the acquisition system were analyzed, novel
estimators able to reduce the effect of the symmetric delta-correlated in time noise
were introduced and some of the limitations of the experimental procedures ap-
plied were discussed. The current chapter can be considered, to some extent, as
aiming to complete the last apparatus description in the sense that it character-
izes the flows that the previously detailed experimental set-up can generate. This
special chapter has been dedicated to the description of these velocity fields due
to the novelty of their design, realization and characterization.
The main features of the flows engineered in this work are their simple gener-
ation and broad range of behaviours obtained. In fact, these flows are generated
by forcing the fluid with only two magnets with reverse polarity rotating around
a fixed point, and yet present a rich range of topologies whose combination can
reproduce up to a high resemblance classical analytical studies and some fea-
tures observed in complex unsteady flows, such as the stagnation point merging
reported in (Ouellette & Gollub 2008), for their close up investigation. The com-
bination of simple generation and complex motion makes these flows suitable for
low Re mixers which cannot rely on dynamic instabilities to create unsteadiness.
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3.1 Features of 2D Flows
The topology of the flows studied in this research is characterized by the na-
ture and position of their stagnation points. The importance of the stagnation
points in the mixing properties of a flow, based on the sudden dispersion of pairs
around straining regions, has already been discussed in many works summa-
rized in Chapter 1. Stagnation points are classically described as geometrical
points with zero velocity “in the frame where the mean flow is zero” (Rossi, Vassili-
cos, & Hardalupas 2006b). Other definitions that can help their practical location
relate the position of a stagnation point with the local maximum of the instanta-
neous curvature of the trajectories described by fluid elements advected by the
flow (Ouellette & Gollub 2008) or, for 3D flows, with those points whose velocity
Jacobian matrix eigenvalues are all nonzero (Da´vila & Vassilicos 2003).
In the particular case of 2D non-divergent flows, approximation adopted here,
the stagnation points can be classified as hyperbolic or elliptic, depending on if
both of their velocity Jacobian matrix eigenvalues (λ = ±√vxuy − vyux) are pure
real or pure imaginary. Figure 3.1 presents sketches of flows around both kind of
2D stagnation points.
a b
Figure 3.1: 2D incompressible stagnation points. Sketches of flows
around (a) an elliptic and (b) a hyperbolic stagnation point.
If the Jacobian matrix of the velocity field of a 2D flow is split into the sym-
metric strain tensor S = 12(∇u+ (∇u)T) and the skew symmetric rotation tensor
W = 12(∇u − (∇u)T) as ∇u = S + W, their respective eigenvalues λ, s, and w
come in pairs and verify the relation λ2 = s2 + w2, where s, called strain rate,
is, by the symmetry of S, pure real and w is, by the skew symmetry of W pure
imaginary and equal to w = iω/2, where ω = vx − uy is the vorticity of the
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flow. In terms of vorticity, the last relation finally reads: λ2 = s2 − ω2/4 where
both s and ω are pure real and λ is pure real for hyperbolic stagnation points
and pure imaginary for elliptic stagnation points. As a result, it can be argued
that regions around hyperbolic stagnation points, even with some vorticity, are
essentially straining and regions around elliptic stagnation points are essentially
vortical, although they can have a non-zero strain rate.
It has been shown in (Ouellette & Gollub 2008) that, in Q2D electromagneti-
cally forced flows with static magnetic configurations, the positions of the stagna-
tion points are stable, and therefore they remain around their preferred locations,
up to a critical Reynolds number. When this critical value is overtaken, the stag-
nation points are free to move and interesting interactions occur among them, in
particular, the annihilation and nucleation of elliptic and hyperbolic stagnation
points in pairs, which, as noticed in (Ouellette & Gollub 2008), respectively cor-
responds to the merging of two vortices in one or to the splitting of one vortex
in two. In addition, in the last work, it was explored how the critical value of
the Reynolds number which releases the stagnation points depends on the reg-
ularity of the magnetic field employed to force the flow. This Reynolds number
remained always well above 1, which, in principle, prevents the observation of
this phenomenon in viscous steady forcing configurations.
The mobile magnetic fields employed in this research make it possible to re-
produce and control the above mentioned feature and, consequently, to describe
it in detail. This chapter presents experimental data showing how two vortices
with the same sign merge, while an elliptic and a hyperbolic stagnation points
annihilate with each other as well as the inverse processes. This description is
completed in Chapter 5 where the response of a scalar advected by a flow which
presents this kinetic behaviour is studied.
In addition, dynamical parameters such as the energy, divergence, strain rate
and vorticity of the brine upper layer, the mean topologies obtained by steady
forcing, the temporal evolution of the unsteady topologies and statistics, the typ-
ical acceleration time of the different configurations and the flow across the edges
of the experimental view are analyzed as a function of the brine depth, magnet
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angle, current intensity across the electrolyte and forcing frequency. The infor-
mation extracted in this chapter is employed to select those geometries, configu-
rations and parameters considered most interesting and suitable for their further
study through scalar experiments in Chapters 5.
3.2 Experimental Scheme
In order to acquire the Q2D velocity fields obtained with the apparatus described
in Section 2.2 and forcing the flow employing a pair of magnets whose geome-
try is as presented in Figure 2.2, the Particle Image Velocimetry (PIV) technique
detailed in Section 2.3 is employed.
This chapter first analyzes the response of the brine to static forcing. The pa-
rameters under study in this experiment are the angle between the magnet couple
axis and the direction perpendicular to the ionic current (θ), the ionic current in-
tensity (I) and the depth of the brine (h). The definition of the magnet couple
angle has been selected in such a way that it is zero when the axis joining the two
magnetic poles is perpendicular to the ionic current, as for the reference works
(Rossi, Vassilicos, & Hardalupas 2006a; Rossi, Vassilicos, & Hardalupas 2006b;
Rossi & Vassilicos 2007; Priego & Vassilicos 2009). A summary of the steady forc-
ing configurations studied can be found in Table 3.1.
The main nominal depth studied is 6mm which was varied for some realiza-
tions from 5mm to 7mm to investigate the sensitivity of the flow to possible inac-
curacies in the brine depth measure.
Forcing configurations that employ negative angles are symmetric respect
their positive congruent and it is expected that the flows inherit this behaviour.
This is the reason why only angles in the range from 0◦ to 180◦ are exhaustively
studied while those angles between 180◦ and 360◦ (e.g. −180◦ and 0◦) are scarcely
sampled to test the symmetry.
Experiments as the performed here are typically characterized by the Reynolds
number based on the magnets spacing (Williams, Marteau, & Gollub 1997; Voth,
Haller, & Gollub 2002; Voth, Saint, Dobler, & Gollub 2003; Rossi, Vassilicos, &
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Geometry
12
0°13
5°15
0°18
0°
45°
90
°
90°
135°
7.50°
15°
20°
22.50°
25°
27.50
°30°
32.50
°35°
37.5
0°40°
45°
60°
Angle(°) Depth (mm)
0 5,6,7
7.5 6
15 5,6,7
20 6
22.5 6
25 6
27.5 6
30 5,6,7
32.5 6
35 6
37.5 6
40 6
45 5,6,7
60 5,6,7
90 5,6,7
120 6
135 6
150 6
180 6
225 6
270 6
315 6
Electric Current
Depth(mm) Current Intensity (mA)
5 20 40 80 120 160 200
6 24 48 96 144 192 240
7 28 56 112 168 224 280
Table 3.1: PIV experimental scheme. Parametric study of θ, h and I.
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Hardalupas 2006a; Rossi, Vassilicos, & Hardalupas 2006b; Rossi & Vassilicos 2007;
Ouellette & Gollub 2008; Priego & Vassilicos 2009) and the root mean square of
the velocity Urms. Other length scales employed to normalize the flow dynamics
for similar apparatus are the total size of the cell, usually about one order of mag-
nitude larger than the magnets spacing (Tabeling, Burkhart, Cardoso, & Willaime
1991; Cardoso, Marteau, & Tabeling 1994), Urms/ωrms with ωrms being the vor-
ticity root mean squared (Twardos, Arratia, Rivera, Voth, Gollub, & Ecke 2008),
and the depth of the brine (Rossi, Vassilicos, & Hardalupas 2006a). In this chap-
ter, following (Rossi, Vassilicos, & Hardalupas 2006a), two Reynolds numbers are
employed namely Re3D, based on the depth of the brine, and Re2D, based on the
magnets distance (and proportional to the length scale of the flow). While Re3D
appears in the normalization of vertical component of the Navier-Stokes Equa-
tion 2.2 and is relevant to the two-dimensionality and viscous damping of the
flow, Re2D characterizes the behaviour of the Q2D flow studied.
As Re3D > 1, the flow is not expected to be reversible and, therefore, forc-
ing configurations which are negative to each other should not be expected to
produce equal flow topologies with reversed velocities. Indeed, configurations
with angles 90 < θ < 270 present considerably more flow across the edges of
the measurements section than those angles in the complementary range. This is
because the inertia of the fluid makes it travel longer distances when it is directly
pumped outside the rig. The fluid interchanged with the exterior of the mea-
surements wall is detrimental in scalar measurements (where the mean scalar is
tried to be maintained constant) without perceptively increasing the richness of
the feasible topologies. This is the reason why the configurations with magnet
couple angles in the range 90 < θ < 270 are briefly analyzed and most of the
effort has been focused in accurately describing the range −90◦ < θ < 90◦.
The current intensity for each case was selected to force the fluid with the
current densities, J, 1/150, 2/150, 4/150, 6/150, 8/150 and 10/150 mA mm−2
where J = I/Sc, being the cross sectional area, Sc, equal to the constant width of
the tank, 600mm, times the mean depth of the brine h.
In most of the realizations, the data acquisition started with the flow around
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its maximum energy level and after its initial acceleration from rest. In these
cases 1000 pictures were taken with a constant frequency selected in each case
as explained in Section 2.3. These 1000 pictures generated 999 time-resolved
velocity fields. For those configurations in which the current density was J =
4/150 mA mm−2 (I = 80, 96 or 112 mA), the data was acquired starting from the
flow at rest, to study their acceleration. In these cases, 250, 300 and 400 pictures
(which, at a rate of about 5 Hz, were around 50, 60 and 80 s) were respectively
added for the depths 5, 6, and 7 mm to the original 1000 pictures in order to ac-
count for the initial acceleration.
In addition to the steadily forced configurations described, the geometries and
statistics of the velocity fields obtained when the magnets are moved during the
experiments are presented. These unsteadily forced configurations are gener-
ated by periodically switching the magnet angle between two constant positions.
Hence, the parameters describing them are the two angles between which the
magnets oscillate, the period of the switching, the angular velocity of the mag-
nets, the brine depth and the current intensity. Among all the possible combi-
nations, for reasons detailed in Section 3.3, the magnet angle pairs selected to be
part of the unsteady forcing configurations were 000◦-090◦ and 015◦-345◦. The
frequencies of the unsteady forcing configurations, chosen as explained in Sec-
tion 5.2, were 50 s, 100 s and 200 s for 000◦-090◦, and 100 s for 015◦-345◦. Finally,
the brine depth selected was 6 mm and the current intensity 24 mA. These exper-
iments were aimed to study the effects of the forcing frequency and the velocity
field geometry over the mixing properties of the Q2D flows. The angular veloc-
ity of the magnet motion was around the maximum allowed by the apparatus,
∼ 1/4 rev s−1, to reduce the relevance of the transients.
For each one of these four unsteadily forced configurations, the flows were
recorded during five forcing cycles at 8 Hz. The PIV was performed every other
picture, that is, with a frequency of 4 Hz, obtaining 8 velocity fields per second,
which adequately resolved in time the unsteady flows. Finally a phase average
was obtained from the five cycles recorded to extract a smooth velocity field along
one forcing period, from which the statistics were computed.
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The brine concentration on NaCl for the PIV characterization was selected
close to saturation, approximately 160 g l−1. The density and kinematic viscosity
of such solution are, according to the empirical laws for water solutions obtained
in (Wagner, Cooper, Dittmann, Kijima, Kretzschmar, Kruse, Mares, Oguchi, Sato,
Sto¨cker, Sˇifner, Takaishi, Tanishita, Tru¨benbach, & Willkommen 2000; Mao &
Duan 2009), ρ ∼ 1120 kg m−3 and ν ∼ 1.01 · 10−6 m2 s−1. The conductivity of the
electrolyte for the given concentration has been calculated around 170 mS cm−1
interpolating in a relevant table found in (Weast 1989).
3.3 Results
This section presents a summary of the most important characteristics of the flows
obtained with the previously described apparatus.
The first part of this section is devoted to the analysis and description of the
brine uppermost layer time averaged topologies of those configurations obtained
with steady forcing. Some of these configurations, specifically those with larger
Re2D, present unsteady responses to the steady forcing applied. The study of the
unsteadiness, oscillations and temporal evolution of the velocity fields obtained
with steady and unsteady forcing, and the initial transient acceleration of the
flows, is performed in the second part of this section.
3.3.1 Free Surface Mean Velocity Field for Steady Forcing
The topologies presented here are the average of the 999 velocity fields extracted
from the 1000 pictures acquired after the initial transient acceleration of the flows
for each steadily forced configuration summarized in Table 3.1. A summary of
the main mean topologies and properties is presented in Appendix B.
3.3.1.1 Forcing Configuration Relations and Topology Symmetries
As a first approach to the geometry of the mean flows for steady forcing, their
response to the electromagnetic forcing symmetries is studied, verifying the ini-
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tial hypothesis employed to simplify the experimental programme. In addition,
the symmetries of the flow topologies for each one of the forcing configurations
is analyzed. This result is employed when designing the scalar experiments in
Chapter 5 to avoid taking redundant data.
It is assumed hereafter that the ordinates, labeled by the letter y, are perpen-
dicular to the direction of the ionic current and coherent with the axis of the mag-
net couple for θ = 0 and the abscissae, labeled by the letter x, are parallel and with
the opposite sign to the ionic current direction, defining a right-handed oriented
Cartesian system.
The forcing generated by the magnet pair attitude and current intensity direc-
tion depicted in Figure 2.2, f θ = ( f θx , f θy ), can be modelled in polar coordinates,
with origin in the fixed point of the magnet couple, relying on its rotational anti-
symmetry of order 2 with respect to the magnet couple angle as
f θx (r, α) = 0 f
θ
y (r, α) =∑
n
Fn(r) cos ((2n− 1)α− θ) , (3.1)
which leads to the following three relations, in polar and Cartesian coordinates:
f θ(r, α) = f−θ(r,−α) f θ(x, y) = f−θ(−x, y), (3.2)
f θ(r, α) = − f 180◦+θ(r, α) f θ(x, y) = − f 180◦+θ(x, y), (3.3)
f θ(r, α) = − f θ(r, α+ 180◦) f θ(x, y) = − f θ(−x,−y). (3.4)
The first relation in Equation 3.2, states that the forcing of two different config-
urations with angles θ and−θ has a mirror symmetry with respect to the ordinate
axis. The second relation, Equation 3.3, shows that the forcing field generated
by a configuration employing a magnet couple angle θ is opposite to the gener-
ated with a magnet couple angle 180+ θ. Finally, the Equation 3.4 expresses that
the forcing is skew-symmetric for any configuration. Also, Equation 3.4 can be
158 Chapter 3. Velocity Field Characterization
combined with Equations 3.2 and 3.3 in the particular angles 0◦ and 90◦ (and,
equivalently, 180◦ and 270◦) leading to
f 0
◦
(x, y) = f 0
◦
(−x, y) = − f 0◦(x,−y) = − f 0◦(−x,−y), (3.5)
f 90
◦
(x, y) = f 90
◦
(x,−y) = − f 90◦(−x, y) = − f 90◦(−x,−y). (3.6)
If the forcing relations presented in Equations 3.2 and 3.3 are input in the
Navier-Stokes Equations 2.2 and 2.1, the resulting velocity fields always exactly
conserve the mirror symmetry between configurations presented in Equation 3.2
while the relation between the forces expressed by Equation 3.3 is only inherited
by flows with Re << 1. The equivalent relations between the velocity fields,
u = (u, v), of different configurations (respectively valid in general or only for
Stokes flows) are:
uθ(x, y) =
(
−u−θ(−x, y), v−θ(−x, y)
)
, (3.7)
uθ(x, y) =
(
−u180◦+θ(x, y), −v180◦+θ(x, y)
)
(3.8)
where the velocity fields verify, in virtue of Equation 3.4, for any angle θ and for
the particular cases of angles θ = 0◦ and θ = 90◦ (e.g. θ = 180◦ and θ = 270◦)
uθ(x, y) = −uθ(−x,−y) (3.9)
u0
◦
(x, y) =
(
−u0◦(−x, y), v0◦(−x, y)
)
=
(
u0
◦
(x,−y), −v0◦(x,−y)
)
(3.10)
u90
◦
(x, y) =
(
u90
◦
(−x, y), −v90◦(−x, y)
)
=
(
−u90◦(x,−y), v90◦(x,−y)
)
(3.11)
The relation between velocity fields of different configurations presented in
Equation 3.7 and the symmetries in the velocity fields shown in Equations 3.9
and 3.10 are, at least on average, always true, independently of the flow regime,
while the relation between velocity fields of different configurations presented in
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Equation 3.8 and the antisymmetry of the velocity field shown in Equation 3.11
are only true for vanishing Reynolds number.
The relation presented by Equation 3.9 corresponds to a skew symmetry with
respect to the diagonals y = −x and y = x. The relations shown in Equations 3.10
and 3.11 are, respectively, a double symmetry and a double antisymmetry with
respect to the axes x = 0 and y = 0.
The relations between velocity fields shown in Equations 3.7 to 3.11 have been
tested by correlating, through Equation 2.17, the pertinent alterations of the veloc-
ity fields acquired. For the relations shown in Equations 3.7 and 3.8, respectively
the configurations with angles θ = 45◦, 90◦ and 135◦ were compared with θ = 315◦,
270◦ and 225◦ and the configurations with angles θ = 0◦, 45◦, 90◦ and 135◦ were
compared with θ = 180◦, 225◦, 270◦ and 315◦ for a brine depth of 6 mm and all the
available current intensities. The relations shown in Equations 3.9 to 3.11 have
been tested in the pertinent acquired velocity fields.
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Figure 3.2: Configuration relations and velocity field symmetries. Cor-
relations between the relations presented by Eq. 3.7 and 3.8;
and double symmetries described by Eq. 3.10 and 3.11.
Figure 3.2 verifies the foreseen behavior of the relations presented by Equa-
tions 3.7 to 3.11. The left graph shows that the correlation between the different
configurations described by Equation 3.7 is well above 0.95 for any Re3D while
the correlation between velocity fields as presented in Equation 3.8 decreases as
Re3D increases. The veracity of Equation 3.7 justifies the low sampling employed
from 180◦ to 360◦. The average, standard deviation and minimum of the corre-
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lations between all the fields with their skew-symmetric with respect to y = −x
and y = x (not plotted) is 0.99, 0.006 and 0.97. This shows, as Equation 3.9 states,
skew symmetry independently of the magnet angle and Re3D. The right graph
in Figure 3.2 presents that for the particular case θ = 0◦ the flows present double
mirror symmetry with respect to y = 0 and x = 0 (Equation 3.10). The right
graph also presents the variation of the fidelity of Equation 3.11 with Re3D.
3.3.1.2 General Topology
The flow geometries obtained in the reported experiment can be classified within
the three main groups exemplified by Figure 3.3. These schemes summarize the
topologies presented in Figures B.1 to B.16 in Appendix B, from which the three
most representative and relevant for this work velocity fields have been extracted
and are also plotted in Figure 3.4. This figure presents the velocity fields, their
vorticity and strain rate. The three main topological groups summarized in Fig-
ure 3.3 present a total of eight hyperbolic stagnation points in the rig boundaries,
not recorded by the apparatus employed, only focused in the rig central part.
In practice, it was observed that in the low velocity areas there actually was a
more complex distribution of stagnation points. These were not considered for
not playing a crucial role in the velocity or scalar statistics.
Figure 3.3: Bounded 2D flow characteristic topologies. Configurations
from left to right follow one another when increasing sin(θ).
Hyperbolic and elliptic stagnation points are respectively rep-
resented by green crosses and red bullets.
Configurations with the magnet couple almost perpendicular to the direction
of the ionic current (θ ∼ 0◦ or θ ∼ 180◦) present a hyperbolic stagnation point
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in the rig centre whose streamlines extend up to the rig boundaries and divide
the domain in four streamline sets. Each set is characterized by having their ele-
ments closed around one of the four existing elliptic stagnation points. A typical
example of such configurations is presented in Figure 3.4 top row.
1 2 3
1 2 3
1 2 3
|u| ⊂ [0, 7.0] mm s−1 ∇× u ⊂ [−0.55, 0.55] s−1 s ⊂ [0, 0.23] s−1
Figure 3.4: Velocity fields selected for quasi-steady experiments. Veloc-
ity, vorticity and strain rate of flows obtained using 6 mm of
brine and 24 mA at angles 0◦, 15◦, 90◦.
While |sin(θ)| increases, two of the elliptic stagnation points move closer to
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the central hyperbolic stagnation point, bending its streamlines until they merge.
At this θ the same stagnation points as in the initial configuration exist but there
are five streamline sets, separated by the streamlines of the central hyperbolic
stagnation point and by two other streamlines, each one connecting two hyper-
bolic stagnation points of the boundary. The elements of four of these five sets
are still characterized by being closed around one of the four existing elliptic
stagnation points while the fifth has streamlines surrounding the two elliptical
stagnation points that moved closer and the central hyperbolic stagnation point.
A typical example of such configurations is presented in Figure 3.4 central row.
As the magnet couple aligns with the ionic current, the two vortices sur-
rounded by the hyperbolic stagnation point streamlines move closer, the area
surrounded by the hyperbolic stagnation point streamlines is reduced and the
set of streamlines around the three central stagnation points increases its relative
size. Finally, for large enough values of |sin(θ)|, one of the elliptic stagnation
points annihilates with the hyperbolic stagnation point and a third configuration
with only three elliptic stagnation points prevails. In this case, there are three
sets of streamlines whose elements are closed around one of the three existing
elliptic stagnation points and separated by the two streamlines that connect the
hyperbolic stagnation points of the rig boundary. A typical example of such con-
figurations is presented in Figure 3.4 right row.
It is relevant to point out that, for finite distances, d, between the merging
elliptic stagnation points (that is, for configurations similar to the central scheme
of figure 3.3) the flow is similar to the obtained for sin(θ) ∼ 0 in length scales
` << d and to the obtained for |sin(θ)| ∼ 1 for ` >> d. Therefore, it is reasonable
to scale the hyperbolic stagnation point area of influence with the distance d.
The dependence of the flow topology with the current intensity and magnet
couple angle is summarized in the graphs in Figure 3.5. When a hyperbolic stag-
nation point is present, this is located in the rig centre, having its position a stan-
dard deviation (computed from all the cases with this critical point) smaller than
1.7 mm. The left graph of Figure 3.5 shows the elliptic stagnation point positions
when the angle is varied from 0◦ to 180◦. This graph presents the described evo-
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lution of the flow topology by which two vortices merge while one of the elliptic
stagnation points annihilates with the central, not plotted, hyperbolic stagnation
point. The central graph shows the influence of the ionic current intensity in the
stagnation point positions.
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Figure 3.5: Elliptic stagnation point positions. Stagnation point posi-
tions when magnet angle changes from 0◦ to 180◦ and current
intensity is 48 mA (left) and when the current intensity varies
from 24 mA to 240 mA (center) for different angles. Distance
between converging vortices as a function of magnet couple
angle (right). All cases have a brine depth of 6 mm.
Left and central graphs highlight the above commented skew symmetry of the
velocity field topology (Equation 3.9), which depends neither on the current in-
tensity nor on the magnet couple angle; the topological symmetry for 0◦ and 180◦
(Equation 3.10), independent on the ionic current intensity; and the increment on
the flow reversibility (Equation 3.8) and antisymmetry of the 90◦ configuration
(Equation 3.11) when the intensity, and therefore the Re3D, is reduced.
The right graph of Figure 3.5 presents the distance between the merging vor-
tices against the magnet couple angle for different current intensities. An inter-
esting point in this graph is how the angle at which the hyperbolic and one of the
elliptic stagnation points annihilate does almost not depend on the current inten-
sity but the topology change becomes sharper as the current intensity increases.
It is worth it to remind here that the configurations with larger current intensi-
ties are not steady and what is analyzed in this section is the mean velocity field.
The general topology of the mean velocity fields, therefore, presents only three
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elliptic stagnation points in the angle couple range from around 30◦ to some-
where around 100◦ and four elliptic and one hyperbolic stagnation points in the
complementary range. In spite of the weak dependence of the magnet couple an-
gle range of topologies with the ionic current intensity, increasing this intensity
makes the hyperbolic stagnation point maintain its area of influence for larger
angles. The brine depth, which for the sake of simplicity has not been varied in
Figure 3.5 but whose influence can be glimpsed from the pictures in Appendix B,
accentuates in each case the effect of the current intensity.
3.3.1.3 Mean Velocity Field Statistics Comparison
A general comparison between the mean velocity fields obtained with different
configurations is performed in order to help selecting the most desirable flows to
be tested in the scalar experiments. Figures 3.6 and 3.7 summarize some of the
considered most relevant results obtained.
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Figure 3.6: Mean velocity field statistics I. Urms in the PIV frame at 0◦
against current; ratio between 2D total kinetic energies in the
central area (100 mm of radius) and in the PIV frame; and 2D
flow across the PIV frame boundaries normalized with Urms
and the PIV frame size, 380 mm ( 12UrmsL f rame
∮ |u · n| ∂`∣∣ f rame).
An important feature of a flow to evaluate its efficiency as a mixer is the en-
ergy dissipation that it produces. The total kinetic energy of a flow (E) can be
calculated as the total macroscopic kinetic energy of the fluid elements as
E =
1
2
ρ
∫
R
u2dr (3.12)
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and its dissipation under viscous motion is proportional to the sum of the veloc-
ity first derivative square spatial integral. For the particular case of stress-free,
periodic or non-slip boundaries the energy dissipation is related with the flow
enstrophy (Ω), which is the integral of the vorticity squared:
Ω =
∫
R
(∇⊗ u)2dr. (3.13)
The total energy balance of a flow finally reads
dE
dt
= −νρΩ+
∫
R
u · fmdr, (3.14)
where the total energy injected in the system has been included, (Doering & Gib-
bon 1995).
The design of the apparatus employed in this research favours that the com-
ponent of the vorticity parallel to the experimental wall is, in general, much larger
than the vertical one. In addition, while it is true that the flow topology changes
when the magnet configurations and brine depth are maintained constant and
the ionic current intensity is increased, as shown in Figure 3.5 centre, this change
can be considered smaller than the changes on the flow Urms. For these reasons,
on the one hand the enstrophy of the 3D flow generated, and by extension the
energy dissipation, can be expected proportional to U2rms and, on the other hand,
it can be considered that the correlation between the electrohydrodynamic forces
applied and the velocity field does not significantly change, an then the injected
energy per unit time can be assumed proportional to IUrms. Under these consid-
erations, the relation between Urms and I for an steady scenario should be linear,
with the small deviations produced by the small changes in the topology and the
dissipation occurring outside the PIV frame, as approximated in Figure 3.6 left.
Central and right graphs in Figure 3.6 and left graph in Figure 3.7 respectively
present the upper layer 2D total kinetic energy quotient between the central (cir-
cular zone of 200 mm of diameter) and PIV frame (square of 380 mm of side), the
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flow across the PIV frame boundaries (normalized with their typical size and
Urms) and the standard deviation of |u|. There is a clear influence of the general
topology of the flow, summarized in right graph of Figure 3.5, with the param-
eters represented in these three graphs, especially for larger ionic current inten-
sities. The reason is that, for low ionic current intensities, the flows are weakly
structured at large scales while, when the ionic current intensity is increased, the
flow arranges larger structures strongly influenced by its general topology. In the
three graphs the configurations with only three elliptic stagnation points, charac-
teristic of magnet angles between 30◦ and∼ 100◦ for any current intensity, do not
present any significant energy outside the central circular zone and they consist,
mainly, of a large scale recirculation area with high velocity sharply differenti-
ated from a surrounding low speed zone, as can be appreciated in the figures
presented in Appendix B. This leads to a large velocity relative standard devia-
tion. The flow across the PIV frame boundaries is therefore much smaller in this
range than for any other angle, specially compared with those between ∼ 100◦
and ∼ 260◦, where the fluid is directly pumped outside the PIV frame.
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Figure 3.7: Mean velocity field statistics II. Spatial standard deviation of
|u| normalized with Urms in the PIV frame; root mean square
of the strain rate in the central circular area normalized with
the Urms and the magnet length; and divergence root mean
square in the central area.
The central graph in Figure 3.7 presents the dependence of the root mean
square of the upper layer relative strain rate with the magnet couple angle and
ionic current intensity. The strain rate of a velocity field plays a crucial role in its
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mixing properties, as was argued in Chapter 1. The configurations with a central
hyperbolic stagnation point present, as expected, considerably larger (about 40%)
strain rates than those with only three elliptic stagnation points. Related with this
graph there are two other relations (whose graphical representation have been
omitted) which are the ratio between the root mean square of the strain rate and
the vorticity, and the ratio between the vorticity and Urms/Lmagnet also relevant
to the mixing properties of the 2D flows studied here. The importance of these
statistics are related with the mixing efficiency of the 2D flows regarding the en-
ergy dissipation that they produce, proportional to their enstrophy as stated in
Equation 3.14, and the potential stretching that they can generate. The curve of
the normalized vorticity is actually very similar to the presented curve of the nor-
malized strain rate, which means that the 2D flows with a hyperbolic stagnation
point dissipate more energy per unit time. When the strain rate is normalized
with the vorticity, the result is a constant value around 0.5 independent of the cur-
rent intensity and magnet angle (the actual average is 0.51 with a standard devia-
tion of ∼ 1% computed from all the PIV mean fields with a brine depth of 6 mm).
This means that, on average, the eigenvalues of the symmetric and skew sym-
metric parts of the velocity Jacovian matrix are similar (s/w ∼ 1 → s/ω ∼ 1/2),
the mean rotation and straining that a fluid parcel suffers in the flow are approx-
imately equal and, therefore, the energy dissipated is on average determined by
the straining obtained.
Finally, the right graph of Figure 3.7 presents the divergence root mean square
of the acquired 2D velocity field. The average of the 2D flow divergence should
be expected very close to zero, meaning that all the fluid sunk from the surface
when the divergence is positive comes back to it in any other area with negative
divergence. The value of the mean divergence has been computed in the central
zone from all the current intensities and magnet angle configurations obtaining a
value of 4 · 10−4s−1. This small value can be considered negligible in comparison
with the root mean square presented in the graph which, therefore, is similar
to the divergence standard deviation. As can be noticed, the divergence does
almost not present any dependence with the magnet couple angle for low ionic
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current intensities, where it oscillates, as anticipated in Chapter 2, between 10−3
and 10−4 s−1. As the ionic current intensity increases, the divergence mean root
square rises with a trend that depends on the magnet couple angle: angles smaller
than 30◦, that is, those angles at which the electromagnetic forces pump the fluid
towards a central hyperbolic stagnation point, increment their divergence root
mean square faster than the complementary range, where this value depends on
the ionic current intensity but not significantly on the magnet couple angle.
3.3.1.4 Reproducibility and Modelling
Some of the new approaches to mixing designs with rising importance in science
and engineering are those relying on optimal protocols and close loop control
of the velocity field advecting the scalars (D’Alessandro, Dahleh, & Mezic´ 1999;
Balogh, Aamo, & Krstic´ 2005; Mathew, Mezic´, & Petzold 2007). Until now, most
of the advances performed in this field have been restricted to theoretical analysis
and numerical simulations due to the lack of an experimental method to gener-
ate fully controlled unsteady flows. The apparatus developed in this research,
whose unsteadiness relies on the magnetic field redistribution instead of on iner-
tia effects, has proved to be able to robustly generate the desired velocity fields
within a broad range of possible topologies. Nevertheless, in order to efficiently
mount these flows in a close loop system or to extract protocols to move the mag-
netic field which generates optimal mixing, it is necessary to parameterize the
velocity field obtained with the variables describing the magnetic field which, for
low enough Reynolds number, are the only ones able to change the flow topology.
In the current case, the sole parameter describing the magnetic field distribution
is the angle between the magnet couple and the ionic current.
An analytical set of velocity fields similar to the obtained with the presented
apparatus are those described by u = (sin(piny + ϕ), sin(pinx)), employed in
(Mathew, Mezic´, & Petzold 2007). In particular, the topology of the flows gen-
erated with the magnets at 0◦ and 90◦ resemble the analytical fields respectively
obtained for n = 2, ϕ = 0 and for n = 1, ϕ = pi in the domain, R, defined by
y > −1− x, y < 1 + x, y < 1− x and y > −1 + x. The velocity field obtained
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with angles within the range from 0◦ to 90◦ also resemble lineal combination of
the presented analytical flows. These analytical flows are orthogonal under the
dot product (with R defined as above) defined by
U1U2 =
∫
R
(u1(r)u2(r) + v1(r)v2(r)) dr (3.15)
and are a vectorial basis of the Hilbert space that they define. A continuous range
of flows can be obtained by introducing a sole parameter that uniformly increases
the weight of one of the elements of the bases while reduces the other. Finally,
a protocol that varies this parameter in time can be pursued to obtain optimal
mixing (Mathew, Mezic´, & Petzold 2007).
Inspired from these properties and to show the suitability of these new fully
controlled flows for an optimal close loop mixing system, a simple model able to
accurately predict the velocity field as a function of the magnet couple angle has
been obtained. To do it, the infinite dimension system defined by u(x, y, θ) has
been reduced to a discrete Euclidean space of dimension 192x192x2 whose com-
ponents, U, are the vertical and horizontal velocities in each one of the 192x192
nodes of a square centred in the original 222x222 PIV mesh and with a dot prod-
uct defined as
U1U2 =∑
ij
u1iju
2
ij + v
1
ijv
2
ij, (3.16)
ij being an index covering the whole frame. In principle, to represent all the vec-
tors in this space under the assumption of free diverging flow, around 192x192
functions of θ are required. Nevertheless, it will be shown that all the flows gen-
erated, for a constant ionic current intensity in the case of small Re3D, are nearly
parallel to a much smaller subspace. To find an orthonormal basis of this sub-
space, U∗θi , random vectors, Uθi , are extracted from the acquired flow, subtract-
ing from them their projection on the previous vectors, already part of the basis,
and normalizing them with themselves:
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U∗θi =
Uθi −
i−1
∑
j=0
Uθi ·U∗θj∣∣∣∣∣Uθi − i−1∑j=0Uθi ·U∗θj
∣∣∣∣∣
. (3.17)
The orthonormal basis obtained with this procedure is contained in the subspace
of the flows acquired and its divergence, and by consequence the divergence of
all of its linear combinations, is as small as the original vectors. Once the basis
has been obtained, the projection of each velocity field in the subspace defined by
this basis is the most similar velocity field to the original that can be generated
with the current basis. The similitude between these two velocity fields can be
evaluated though their correlation, defined in Equation 2.17.
In order to test how many dimensions are required to fairly model the flows
acquired in the range from 0◦ to 90◦, the velocity fields obtained using 6 mm of
brine depth and 48 mA have been employed. The magnet couple angles selected
to generate the basis are, by this precise order: 0◦, 90◦, 25◦ and 35◦. 0◦ and 90◦
have been selected because they are the extreme topologies and, in fact, they are
already almost orthogonal. The other two configurations, 25◦ and 35◦, were se-
lected around the critical configuration of topological change. Although these
vectors have been considered appropriate for the sake of presenting the potential
of the velocity fields studied, they are probably not the optimal ones.
Figure 3.8 presents the simplicity that the generated flows can be modelled
with. The left graph shows the projection of the fields acquired employing differ-
ent magnet couple angle with the four orthogonal vectors obtained as described.
Their smooth variation with θ makes it possible to approximate them through
low order Fourier series. The central graph presents the consecutive improve-
ment in the accuracy that the original velocity fields are modelled with, when
the dimension of the basis is increased: a 2D basis already presents good corre-
lation in the whole spectrum that may be enough for some control purposes if a
feedback system is employed to correct the possible deviations from the expected
scalar evolution; further basis dimensions improve the accuracy of the model to
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Figure 3.8: Velocity field parametrization. Velocity field projections in
four orthogonal versors and their Fourier approximation; cor-
relation of the acquired velocity fields with its reconstruction
using an increasing number of vectorial basis dimension; and
variation of the minimum correlation factor in the angle range
for several basis dimensions and increasing mesh sizes, and
for the Fourier approximation (instead of the measured pro-
jections). Fields obtained with 6 mm brine depth and 48 mA.
minimum correlation factors beyond 0.95.
As commented in Chapter 2, the post-processing mesh employed to perform
PIV is much finer than the smallest flow scales. The reason for that is the necessity
to have redundant values of the velocity that make the validation and smoothen-
ing of the results possible without compromising the system resolution. Once the
velocity field is given, most of the original PIV mesh nodes carry redundant infor-
mation that can be neglected. The right graph in Figure 3.8 presents the minimum
value in the range of θ of the correlations between the original acquired velocity
field and that vector obtained by linear combination of vectorial bases built from
reduced information. The original PIV mesh has their nodes 8 pix ∼ 1.72 mm
apart. This distance is doubled in the consecutive broader meshes, halving twice
the total number of nodes. To do this, as many times as the required number of
iterations, four contiguous nodes are averaged into one and, when the number
of nodes is reduced to the desired value, they are split in halves and smoothed
to recover the original mesh size and make the comparison possible. With this
process, the original 192x192 mesh with size 1.72 mm consecutively changes to
96x96 (3.44 mm), 48x48 (6.88 mm), 24x24 (13.75 mm), 12x12 (27.5 mm), 6x6 (55 mm)
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and 3x3 (110 mm). As can be seen in the graph, the minimum correlation factor
for θ in each vectorial basis with increasing dimension does not almost change
up to a mesh size of 13.75mm, with 24x24 nodes, and the minimum correlation
for a mesh size of 27.5 mm with 12x12 nodes is almost as good. This large initial
flat response is a proof that the PIV post-processing mesh has been indeed over-
sampled, as initially desired. Close inspection of the correlation function with θ
(not plotted) shows that the points with higher correlation move down while the
minimum, which has been selected the representative value in the right graph,
does not almost move for a long number of filtering iterations. The value of the
correlation factor obtained between the acquired and the modelled velocity fields
for the coarsest analyzed mesh, with size of 110 mm and 3x3 nodes, is below 0.15
(not plotted). In addition, the change on the correlation factor when using the
Fourier series approximation to the projection of the velocity fields in each ver-
sor of the basis, shown in right graph, instead of the exact projection is tested for
the mesh size 27.5 mm. Using the Fourier approximation, does not perceptively
reduce the minimum correlation factor.
Finally, as a conclusion, it may be worth to summarize that four matrices of
size 12x12 multiplied by four Fourier series with no more than 6 elements each,
can model all the velocity fields generated with the designed apparatus for a cur-
rent intensity of 48 mA and a brine depth of 6 mm in the range of magnet angles
from 0◦ to 90◦ with an accuracy given by a correlation factor, defined by Equation
2.17, larger than 0.95.
It is finally fair to admit that, in spite of the high correlations, some of the
features of the reconstructed velocity fields may differ from the original. In par-
ticular, the position of some stagnation points can be strongly sensitive to minor
variations of the velocity fields. That is why this model has been associated from
the start with a close loop system which, at each time, could correct the possible
diversions from the required actuation.
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3.3.1.5 Selection of Magnet Angles for Quasi-Steady Scalar Experiments
In view of the characterization of the flow topologies presented, the magnet angle
configurations selected for the future scalar experiments are 000◦, 015◦ and 090◦.
These configurations, presented in Figure 3.4, were selected as representative of
the three main characteristic topologies summarizing the possible geometries ob-
tained with the apparatus employed (see Figure 3.3).
The flows generated by the magnet angles 000◦ and 090◦, are completely dif-
ferent. As Figure 3.5 shows, their topologies are the two extremes of the classifi-
cation presented in Figure 3.3. Indeed, as shown in Figure 3.8, their velocity fields
have a very low correlation with each other. In addition, most of the statistical
properties presented in Figures 3.6 and 3.7 are as different as they can be in the
angle range. These differences in the velocity field statistics are expected to be
inherited by the scalar statistics, which may present complementary features of
the respective mixers.
The configuration 015◦ was selected in the middle between 000◦ and 030◦;
030◦ being the smallest angle that does not generate a central hyperbolic stagna-
tion point. With this strategy, the flow obtained by the magnet angle 015◦ was in-
tended to combine the properties of the central hyperbolic stagnation point close
to the rig centre, and the large scale recirculation, characteristic of the central el-
liptic stagnation point, in the external part of the central area. Also, the effect of
closing the hyperbolic stagnation point streamlines could be studied.
3.3.2 Temporal Flow Dynamics
This part of the result section analyzes the properties of the unsteady regimes ob-
tained when applying steady and unsteady electromagnetic forcing. If the forcing
is fixed, the flow unsteadiness may spontaneously arise from inertia effects and
their magnitude increases with Re3D. The unsteady regimes studied are subclas-
sified, according to their nature, in those caused by the effects of the momentum
advection in Equation 2.2 and those produced by the transient period following
a change in the forcing, either in its geometry or its intensity.
174 Chapter 3. Velocity Field Characterization
3.3.2.1 Flow Unsteadiness and Oscillations with Steady Forcing
The first kind of unsteadiness analyzed is the one produced by the quadratic
term in Equation 2.2. This unsteadiness is therefore characteristic of regimes with
a Re3D >> 1. In cases with forcing simple enough, as the ones presented here,
moderately large Re3D can generate periodic patterns. A Re3D large enough to
break this periodicity has not been achieved in the experiments reported.
The tendency of the configurations studied to develop spontaneous oscilla-
tory patterns has been characterized by the r.m.s. of the velocity field temporal
standard deviation. To perform further classifications of the unsteady patterns,
their principal oscillatory period, T, has been measured by adjusting their time
autocorrelation to the function f (t) = M + A cos
(
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Figure 3.9: Steadily forced flow spontaneous unsteadiness characteri-
zation. Spatial r.m.s. of the temporal standard deviation nor-
malized with Urms in the central zone; velocity temporal au-
tocorrelation for several current intensities with the magnets
positioned at 60◦; flow spontaneous oscillation frequency de-
pendence with Re3D.
The left graph of Figure 3.9 presents the relative time standard deviation r.m.s.
dependence with the magnet couple angle and ionic current intensity. In this
graph, low positive levels are produced by the PIV error whose exact value de-
pends in each case on the acquisition frequency. As can be appreciated, the role
that the geometry of the forcing plays on the tendency of the flow to develop un-
steadiness, for moderate Re3D, is as important as its intensity. This graph, in con-
junction with the right graph of Figure 3.5, suggests that configurations whose
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mean velocity field presents only three elliptic stagnation points, one of them
being in the rig centre, are more prone to develop unsteadiness that those with
a central hyperbolic stagnation point. These inherently unstable configurations
are, according to Figure 3.9, those with magnet angles in the range from around
30◦ to 120◦. This result is coherent with, and in fact may be one of the causes
of, the differences in the critical Reynolds number, Rec, over which chaotic flow
is observed for different magnetic configurations in (Ouellette & Gollub 2008).
In this work Ouellette and Gollub reported how the tendency to unsteadiness of
the electromagnetic forced flow increases when changing from a magnetic field
generated by magnets arranged in a square lattice to a set of parallel linear mag-
nets, and from this to a random array of magnets. Indeed, the higher instability
of the random array, whose distance between magnets can be arbitrarily small,
suggests a crucial role of the interaction between the fluid pumped by each mag-
net. In addition, the smaller value of Rec in the parallel array than in the square
lattice indicates that those configurations which favour high intensity vortices are
more prone to unsteadiness. The result presented here can help to specifically de-
sign magnet arrangements with higher tendency to unsteadiness and, therefore,
achieving chaotic behaviour for lower Re.
The central graph of Figure 3.9 presents the time autocorrelation for several
ionic current intensities for the magnet angle 60◦ and brine depth 6 mm and the
right graph shows the dependence of the oscillatory frequency, f r = T−1, with
Re3D for several magnet angle configurations. Both graphs highlight the incre-
ment of the oscillation frequency with Re3D. In spite of the reduced number
of samples, a nearly proportional increment of the frequency with Re3D can be
glimpsed, specially for the magnet angle configurations 60◦ and 90◦.
The unsteady patterns observed in the experiments are summarized by the
examples presented in Figure 3.10. This figure shows the time history of the flow
topology during one period through the location of the hyperbolic and elliptic
stagnation points in time, for three angle configurations and several depths and
current intensities. In addition to the main stagnation points, some others, less
coherent in time, can be observed in the low speed zones.
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Figure 3.10: Temporal stagnation point positions for steady forcing.
Path followed by the stagnation points in one spontaneous
period for the magnet angle configurations 30◦, 35◦ and 60◦
and several combinations of current-depth.
For the lowest unsteady magnet couple angle configurations (exemplified in
Figure 3.10 left by 30◦), there are two elliptic stagnation points describing a close
pattern near the magnets while a cyclic process of nucleation and annihilation
of elliptic with hyperbolic stagnation points take place in the zones not directly
forced. The stagnation point nucleation occurs relatively close to the rig centre
while a large vortex, around the middle of its life time, splits in two. The three
stagnation points in each side of the rig move outwards the tank, the hyperbolic
stagnation point moving faster than the other two elliptic stagnation points, re-
ducing therefore the size of the vortex associated to the external original elliptic
stagnation point and increasing the length scale of the recently nucleated vor-
tex. Finally, the annihilation occurs between the hyperbolic and original elliptic
stagnation points far apart from the rig centre. The remaining elliptic stagna-
tion point maintains its outwards motion and a new stagnation point nucleation
occurs again near the central zone, restarting the cycle.
For relatively moderate magnet couple angle configurations (exemplified in
Figure 3.10 centre by 35◦), the eccentricity of the elliptic stagnation point close
orbits increases until they pass through the centre, where one of them annihi-
lates with the central hyperbolic stagnation point to, afterwards, nucleate again
in pairs. The two vortices associated to these elliptic stagnation points are, there-
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fore, continuously merging and splitting in two. The previously described anni-
hilation and nucleation process of the lateral stagnation points changes also its
pattern and now the external elliptic and hyperbolic stagnation points annihilate
with those nucleated on the other side of the tank, following the elliptic and hy-
perbolic stagnation points respectively clockwise and anticlockwise directions or,
equivalently, coherent and anticoherent paths with respect to the mean velocity
field. The unsteady patterns in this magnet angle configurations therefore alter-
nates between all the typical topologies presented in Figure 3.3.
Lager magnet angles (exemplified in Figure 3.10 right by 60◦), present one
main elliptic stagnation point “clamped” in the rig centre and other two orbiting
around it, following the same nucleation and annihilation process described.
It is remarkable the small change in the topologies with the ionic current in-
tensity, specially in the cases with elliptic points moving all around the rig, where
the ionic current barely changes the orbit radius or shape, at least in the main part
of the whole path, in opposition to the observed strong reduction of the flow pe-
riod with Re3D (e.g. Urms and ionic current intensity, all of them proportional)
as presented in the central and right graphs of Figure 3.9. It is observed that, in
all the cases, the Lorentz’s forces acting over the central stagnation points are in
equilibrium, which is the reason why these singularities present a stable location.
The position of any other stagnation point results from a balance between inertia,
viscous and electromagnetic body forces. When the inertia is dominant over vis-
cous effects in the fluid directly pumped by the magnets, a jet is generated. This
jet gradually diffuses momentum to the rest of the fluid by means of the viscosity.
The close character of the field leads to the recirculation necessary to produce an
elliptic stagnation point, whose distance to the forcing magnet depends on the
ratio between inertia and viscosity. Whenever the inertia has a relevant effect in
the fluid motion, the time becomes a crucial parameter. In this case, the time de-
termines the mass of fluid that has been accelerated by the electromagnetic forces,
and therefore the position of the elliptic stagnation point. If the elliptic stagnation
point remains within the area directly forced by the magnet, it reaches a stable
position. Nevertheless, if it moves further away, its corresponding structure be-
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comes unstable, a new pair of stagnation points are nucleated close the magnet,
and the original vortex, not fed anymore by the body force, loses it energy until it
disappears, while an elliptic and hyperbolic stagnation point merge. In this case,
a periodic fluid motion appears, whose frequency depends on the fluid Re. The
motion of the secondary stagnation points have a weak effect on the main cen-
tral stagnation point which, nonetheless can change its character, from elliptic to
hyperbolic, if in it is s ∼ w, as it happens for the 35◦ configuration.
3.3.2.2 Selection of the Current Intensity for the Scalar Experiments
The current intensity selected for the scalar experiments was the smallest em-
ployed in the velocity field characterization, 24 mA. As it is presented in the left
graph of Figure 3.9, the temporal standard deviation of the velocity fields, seems
to reach a minimum value (probably finite due to the PIV noise), independent
on the magnet angle, for current intensities smaller than 48 mA. The associated
predictability of the fluid motion based on the forcing configuration is desirable
for the steady and unsteady scalar experiments, where the velocity fields are not
simultaneously acquired, in order to compare the scalar statistics with the flows
stirring the dye.
Although 48 mA could have been enough to ensure the injective relation be-
tween magnet angle and velocity field, J = 24 mA was selected as a safety margin
for such a behaviour, bearing in mind that the conditions of the scalar experiment
were not equal to those of the velocity field acquisition. Further reductions of the
forcing intensity were not expected to reduce the relative temporal standard devi-
ation and, as can be inferred from Figures 3.2 and 3.5, should not produce relevant
changes on the velocity field topology. Such a reduction, nevertheless, would in-
crease the total time of the experiments. The velocity fields finally selected for the
scalar experiments are those presented in Figure 3.4.
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3.3.2.3 Selection of the Unsteady Forcing for Scalar Experiments
As anticipated, the magnet angle configuration pairs selected for the unsteady
experiments were 000◦-090◦ and 015◦-345◦. The pair 000◦-090◦ was selected to
study how the iteration between two completely different topologies affected the
scalar evolution of the resulting mixer. In addition, this configuration resembles
the “tendril-whorl” flow, whose mixing properties have been theoretically and
numerically studied in the literature (Khakhar, Rising, & Ottino 1986). The pair
015◦-345◦ was employed to study the mixing properties of the flow obtained by
iterating between two symmetric steady velocity fields.
The periods of the unsteady forcing were selected according to the typical time
that takes to one blob of dye released on the forced brine to turn into itself, as pre-
sented in Chapter 5. The periods chosen were 50 s, 100 s and 200 s for 000◦-090◦,
and 100 s for 015◦-345◦. These experiments were expected to provide information
about the role of the forcing frequency in the scalar statistics.
3.3.2.4 Flow Dynamics under Unsteady Forcing
In this part some properties of the flows obtained when varying the geometry of
the forcing during the experiment are presented. This characterization is focused
on those unsteady velocity fields which are employed in Chapter 5 to advect the
dye during the scalar experiments. As explained, the unsteady velocity fields
used consist of consecutive iterations between quasi-steady flows. Due to the
nature of this unsteadiness, it is expected that most of the temporal statistics of
the unsteady velocity fields are a composition of the two steady configurations in
which they are based. Hence, the description of the unsteadiness in each case is
mainly focused on the influence of the transients between the two quasi-steady
configurations.
Figure 3.11 presents the temporal evolution along one forcing period of the
flow Urms and the correlation of the instantaneous velocity fields with those at
times 0 and T/2. The forcing configuration at time 0 are 090◦ or 345◦, being
immediately switched to, respectively, 000◦ and 015◦. At time T/2, the configu-
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Figure 3.11: Unsteadily forced flow characterization. Urms and correla-
tions of the velocity fields with the flows at the beginning
of one cycle (090◦ or 345◦) and at its middle (000◦ or 015◦),
for the four unsteady forced configurations, along one cycle.
Statistics performed in the rig centre.
rations are switched back to 090◦ or 345◦. Due to the low Re of the flows and the
argued low dimension of the generated velocity field subspace, it can be expected
that most of the properties previously discussed are adequately modulated by the
three parameters presented.
As expected and presented in the left graph of Figure 3.11, the influence of the
transients in each cycle is reduced when the period, T, is increased. For periods
larger than 100 s the velocity fields reach a steady state during the forcing semi-
periods. This steadiness is not reached in the case of the period 50 s which, due
to that, presents lower Urms minima. From this graph it can be expected that the
temporal average of Urms in one cycle increases with T.
The central and left graphs in Figure 3.11 present the correlation of the velocity
fields at time t with those at times 0 and T/2. In this case, again, periods 100 s and
200 s reach a fair steady state while the period 50 s is in perpetual unsteadiness.
A closer picture of the velocity field topology temporal evolutions can be con-
ceived through the representation of the path followed by the elliptic and hy-
perbolic stagnation points. Such information is presented in Figure 3.12 for the
configurations 000◦-090◦ and 015◦-345◦, respectively with periods 050s, 200s and
100s. The configuration 000◦-090◦ 100s has been omitted for its similitude with
the case 000◦-090◦ 200s.
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Path followed by hyperbolic and elliptic stagnation points
during one forcing period in the configurations 000◦-090◦
050s and 200s and 015◦-345◦ 100s.
As observed, in the three cases presented in Figure 3.12, although the paths
followed by the stagnation points are not equal in the intervals 0 − T/2 and
T/2− T, which is an indication of the flow’s non-reversibility, these trajectories,
in general, are not so different. The most obvious exceptions are the external el-
liptic stagnation points of the configuration 000◦-090◦, specially those in the left.
In addition, all the paths are approximately similar to the equivalent ranges of
the trajectories that the stagnation points follow in the succession of steady states
presented in the left graph of Figure 3.5.
In general the evolution of the vortex positions from one configuration to the
other is made by a smooth translation of the elliptic stagnation points at their
centre. Nevertheless, when the external vortices of the steady configuration 090◦
move to their corresponding position in the configuration 000◦, a nucleation and
annihilation process takes place. In fact, the corresponding vortices in the con-
figuration 000◦ to the external vortices of configuration 090◦ are not those that
originally departed from it. What is observed is that, in the middle of their tra-
jectory from their location for the configuration 090◦ to their expected location
for the configuration 000◦, new elliptic and hyperbolic stagnation points appear
closer to the final position for 000◦. The vortex associated to the new elliptic stag-
nation point in each path increases its size while separates from the hyperbolic
stagnation point, and moves closer to its final position. The size of the original
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vortex is reduced while the new hyperbolic stagnation point moves closer to the
elliptic stagnation point that departed from the configuration 090◦. Finally, the
original vortex disappears as the original elliptic and the new hyperbolic stagna-
tion points merge, and the new vortex arrives in its location for the configuration
000◦.
3.3.2.5 Initial Acceleration Transient
The initial acceleration of the fluid, during which the flow reaches its maximum
speed, has been analyzed to properly dimension the scalar experiments. Simpli-
fying the Navier-Stokes equations for the case Re3D << 1, Fr << 1 and LH >>
LV (LH and LV respectively being a horizontal and a vertical typical length scale
of the flow) and assuming slip upper boundary condition, leads to an accelera-
tion law independent of the forcing intensity and evolving as log(1− u/umax) ∝
−tνh−2, as presented, for instance in (Paret, Marteau, Paireau, & Tabeling 1997).
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Figure 3.13: Initial acceleration transient. Correlation and Urms ratio
between the instantaneous and steady state during the ini-
tial transient for the magnet angle 0◦, ionic current density
4/150 mA mm−2 and several brine depths.
Figure 3.13 presents the increment on the acceleration time for the three stud-
ied depths, employing the configuration with a magnet couple angle of 0◦ and
ionic current density of 4/150 mA mm−1. It is also shown how the velocity field
quickly acquires a pattern highly correlated with the final velocity flow, gradu-
ally increasing afterwards its total kinetic energy, as expected for low Re regimes.
The acquisition was started 20 seconds before closing the galvanic circuit in order
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to establish the minimum time required for the system to reach its steady state.
The presented graphs adduce that the typical minimum acceleration time can be
considered respectively around 30 s, 40 s and 60 s for the brine depths 5 mm, 6 mm
and 7 mm. As long as these time scales are respected in the scalar experiments, it
is ensured that the initial acceleration transient has finished and does not affect
the subsequent flow properties.
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Chapter 4
Scalar Spreading in a Still Fluid
After the study performed in Chapter 3 of the velocity fields that are employed to
advect the scalar and before starting the Q2D transport experiments, the current
chapter is devoted to the study of the evolution of a blob of dye released in a still
fluid. This chapter is meant to establish a reference case which can be employed
to compare the scalar transport in steady and unsteady flows.
The main result of this chapter is the evidence of the existence of gravity cur-
rents associated to the kind of experiment performed, with strong influence on
the 2D variance decay (defined in Subsection 2.5.1). The effect produced by the
gravity currents competes, along with the errors described in Section 2.5, with the
scalar diffusivity which, in a perfect 2D experiment, would be the only source of
variance decay. Reducing the 3D transport of gravity currents in electromagnetic
Q2D scalar experiments below the 2D effect produced by the molecular diffusion
of the dyes commonly employed remains a challenging open issue that may be
the topic of future researches. This chapter is confined to the description and
characterization of this problem that seems to have passed unnoticed in previous
experimental works.
Finally, the influence that gravity currents may have on some of the most pop-
ular statistics computed in Q2D experiments are reviewed, commenting some
previous works whose results could be affected by this source of error, originally
reported in this thesis, to justify its relevance and importance.
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4.1 Phenomenology of a Blob of Dye Released in a
Still Fluid
Transport experiments are commonly based on the sudden inclusion of a pas-
sive scalar in a convective flow. The time evolution of this scalar is then gov-
erned by the transport equation. The matter therefore remains in defining how
innocuous the added scalar needs to be, for its presence not to affect the flow
so much as to appreciably modify the statistics with respect to those obtained
using an actual passive scalar. Small changes in temperature or concentration
produce appreciable changes in density, which lead to the appearance of gravity
currents that affect the original velocity field. When scalars are included in 3D
flows, the small variations in the velocity produced by the gravity currents com-
monly should effectively be compared with the advection of the flow, usually
several orders of magnitude higher, and the scalar can fairly be considered pas-
sive. Nevertheless, when the experiments are meant to be Q2D, the velocity field
alterations, produced by the gravity currents, directly and coherently affect the
two-dimensionality of the flow and, as explained in Section 2.5, their effect must
be compared with the diffusion, which is commonly extremely low. As a result,
small density changes negligible for 3D flow scalar statistics could be a deciding
factor in Q2D experiments. Although gravity currents have been largely studied
(Hoult 1972; Huppert & Simpson 1980; Huppert 2006), their dominant effect in
Q2D scalar experiments seems to have passed unnoticed until now.
When a scalar is injected at the surface of a still fluid, several processes take
place at the same time: on the one hand the diffusion of the several different
components dissolved in both, the still and the injected fluid, diffuse to the other
medium and also the heat transfers thermal energy from the warmer to the cooler
fluid; on the other hand, the difference in densities (produced by concentration
or temperature differences) between fluids generates buoyancy forces which, to-
gether with the viscous and inertia forces and with the momentum injected, de-
fine the motion of the fluids. Because diffusion has already been intensively de-
tailed in Chapter 1, this chapter is focused on the effects of the gravity currents.
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4.1.1 Gravity Currents Over a Blob of Dye
The term “gravity current” is a broad umbrella which includes any fluid motion
generated from horizontal density differences. Gravity currents are so common
whenever gravity is present that it is even difficult to think about any natural
flow not originally driven by them. In general, modelling gravity current flows
is complicated even for the simplest regimes since the equations describing the
motion involve many species and are usually non-linear. Each different case,
then, requires particular and specific analysis.
The problem faced in this research is the spreading of a lighter volume of
water within heavier brine, the lighter fluid being labelled with a fluorescent dif-
fusive dye. The higher density of the brine is obtained by diffusing NaCl in it.
The brine is required to be substantially heavier than the blob of dye in order to
counteract the momentum added during the injection process and to guarantee
that the dye remains at the brine top during the whole experiment. An experi-
ment aiming to perfectly match the two densities would be virtually unfeasible
with the apparatus commonly available. Also, any small error between the origi-
nal densities, produced by temperature or concentration differences (even by the
small concentration of the fluorescent dye), any three-dimensionality related with
the original velocity field or any small momentum injected with the scalar could
make the dye sink, being therefore subjected to the strong vertical velocity gra-
dients of the flow which are present away from the brine free surface. In order
to avoid this effect, even those experiments in which the momentum added is
reduced to a minimum, as in (Williams, Marteau, & Gollub 1997), density differ-
ences between dye and brine are employed to ensure that the scalar remains at
the brine top during the experiments.
A simple model to estimate the spreading of such a system can be built as-
suming that the lighter fluid always maintains its properties and spreads homo-
geneously as a cylinder which, progressively, increases its base and reduces its
height, occupying always a constant volume, (Hoult 1972). The main parameters
employed to describe the geometry modelling a blob of dye spreading on salt
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water under the effect of gravity currents are presented in Figure 4.1. The blob
of dye is modelled by a cylinder with a base of typical length scale ` and a depth
h. The total volume of dye is, therefore, V ∼ h`n, where n = 1 for 2D spread-
ing (where V has actually dimensions of area) and n = 2 for 3D axisymmetric
spreading. The relative difference of densities is measured by ∆ = 1− ρD/ρW .
l
h Δh
 
ρDρW
g
Figure 4.1: Gravity current spreading model. The sketch presents the
main geometry employed to model the gravity currents over
a blob of dye released in the brine.
The procedure followed now to obtain the gravitational spreading scaling is
based on a box-model originally proposed in (Fay 1969) and often followed in the
literature (Fay 1971; Hoult 1972). The motion of the spreading bulk of light fluid
was originally obtained from the balance between four forces, namely gravita-
tional, viscous, inertial and surface tension. Nevertheless, in the current model,
because both the spreading fluid and the layer of brine are water based, no true
interface exists and, with the exception of the often negligible dynamic surface ten-
sion observed in (Paz & Rubin 1970), there is no surface tension between them.
This surface tension is replaced, in this case, by the osmotic pressure which leads
to the macroscopic molecular diffusion of Rhodamine and NaCl. This diffusion
is nevertheless neglected in the current model. The forces considered and their
respective scaling are
FP ∼ ρW gh2∆`n−1 (4.1)
FI ∼ ρDh`n+1t−2 (4.2)
FV ∼ δ−1ρWνW`n+1t−1 (4.3)
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δ being the thickness of the viscous boundary layer that scales as δ ∼ (νt) 12 . The
pressure force, FP, is the produced by the height differences in the free surfaces
favoured by the relative density difference, ∆. The inertia force, FI , is related
with the mass of the spreading dye. Finally, the viscous force, FV , comes from
the resistance of the brine to tangential deformations. The pressure force is the
only driving term and the inertia and viscous forces act against the motion that
it produces. Writing the last three equations in terms of the constant volume V
instead of h and individually balancing the pressure force either with the inertia
or the viscous forces, the next two spreading regimes can be obtained:
Inertial Spreading→ ` ∼ (g∆Vt2) 1n+2 , (4.4)
Viscous Spreading→ ` ∼ (ν− 12 g∆V2t 32 ) 12n+2 . (4.5)
At each time, the slowest of these two regimes dominates the fluid motion. There-
fore, the initial evolution of the blob of dye is always described by the inertial
spreading and the final stage of the motion follows the viscous spreading regime.
The characteristic time that separates the two regimes, tc ∼ (∆g)− 2n5n+2 V 45n+2 ν− n+25n+2 ,
is the one for which Equations 4.4 and 4.5 give the same `.
4.1.2 Experiments
The simplicity of the model employed to obtain the scaling of the gravitational
spreading demands an experimental validation to ensure that these are the actual
processes taking place after the dye injection. In the experiments designed, for
the sake of simplicity, only the equations for 3D axisymmetric spreading (n=2)
are tested, and the validity of the results is extended to the 2D case. In addition,
instead of extracting the elusive variable ` (which depends on the scalar edge that,
in some cases, is not sharply defined or axisymmetric enough), the 2D variance
of the emitted fluorescent light, normalized with the mean light is employed. The
equivalent 2D normalized variance, σ′2∗, of the gravitational spreading with the
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geometry presented in Figure 4.1, scales as σ′2∗ = σ′2 V−2 ∼ `nh2V−2 ∼ `−n. The
expected evolution of the 2D normalized variance for 3D axisymmetric spreading
in the two regimes considered is, therefore,
3D Inertial Spreading→ σ′2∗ ∼ (g∆V)− 12 t−1, (4.6)
3D Viscous Spreading→ σ′2∗ ∼ (ν− 12 g∆V2)− 13 t− 12 . (4.7)
4.1.2.1 Apparatus and Procedure
The apparatus employed is the one described in Section 2.2, using the laser to
excite the fluorescent dye and no brine stratification. The parameters altered dur-
ing the experiment were the brine NaCl concentration, the volume of injected
dye, and the injecting speed. The nominal volume and injecting speed employed
were, respectively, 1 ml and 0.25 ml s−1 doubling five times the brine NaCl con-
centration from 2.5 g l−1 to 80 g l−1. For a brine concentration of 5 g l−1, addi-
tional 0.5 ml, 1.5 ml and 2.0 ml of released dye were tested. For a brine concen-
tration of 80 g l−1, the injection speed was varied, testing 0.12 ml s−1, 0.50 ml s−1
and 1.00 ml s−1 in addition to the nominal speed. The brine depth is maintained
constant for all the experiments and equal to 6 mm. For each one of the last 12
configurations two samples were taken to test the experimental reproducibility.
A first estimation of tc can already be performed with the values of V and
∆ employed for the experiments. The minimum and maximum volumes of dye
added are 500 mm3 and 2000 mm3, the minimum and maximum ∆ employed are
2.5 10−3 and 80 10−3, the gravity and water viscosity are, respectively, 104 mm s−2
and 1 mm2 s−1. With these values, the maximum (maximum V and minimum ∆)
and minimum (minimum V and maximum ∆) tc are around 10 s and 1 s. Due
to the delay between the injection and the acquisition start, which is around that
time, it was not possible to capture the inertial spreading with the experiment
designed and the whole variance decay should be expected to follow the viscous
spreading law defined by Equation 4.7.
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4.1.2.2 Results
A summary of the variance decay laws obtained is presented in Figure C.1 of
Appendix C. In these graphs it can be noticed that all the temporal evolutions
nearly follow power laws and that the matching between the two samples taken
for each configuration is, in most cases, almost perfect. The exponents of these
power laws are represented as a function of the parameters varied in Figure 4.2.
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Figure 4.2: Temporal power law exponents. Dependence of the least
squares fitting power law time exponents with the brine NaCl
concentration, dye injected volume and dye injecting speed.
The 24 exponents obtained (corresponding to each one of the two samples for
each configuration) are plotted in Figure 4.2 against the brine NaCl concentration,
the injected dye volume and the injecting speed evidencing their independence
with respect to these parameters. The expected normalized variance decay time
exponent for viscous spreading, according to Equation 4.7, should be −0.5, in
comparison with the expected value of the 2D variance decay for diffusion which,
as discussed in Chapter 1, should be −1. The average of the exponents obtained
fitting power laws to the acquired variance temporal evolution (with coefficients
of determination, R2, always well above 0.98) is around −0.44 and their distribu-
tion does not seem to be related with V, ∆ or the injecting speed, as expected. The
time dependence of the spreading law can, therefore, be fairly considered to be
well approximated by the simple model leading to the variance decay expressed
by Equation 4.7.
The influence on the variance decay of the three parameters varied is sum-
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marized in Figure 4.3. The results presented have been obtained by fitting three
independent power laws at each time step to the acquired data. Each one of
the three power laws was associated with the change in variance observed at
the same time step when volume, concentration or injecting speed was varied.
Therefore, the power law associated with the volume change fitted the eight re-
alizations with the four different injected volumes at each time step. In the same
way, the power laws associated with the brine NaCl concentration (proportional
to ∆) or with the injection speed fitted the corresponding data at each time. The
exponents of the different power laws obtained and the coefficients of determi-
nation for each fitting are then plotted as a function of time.
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Figure 4.3: ∆, volume and injecting speed power law exponents. Tem-
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nents and R2 for ∆, volume and injecting speed.
According to Equation 4.7, the model employed for the viscous gravitational
spreading predicts a dependence of the 3D normalized variance decay propor-
tional to ∆− 13 V− 23 and no relation with the initial dye injection speed has been
considered. Figure 4.3 presents the exponents of the acquired gravitational spread-
ing variance decay relation with ∆ and V which, as suggested by the high value
of the coefficients of determination obtained in both cases, are accurately repre-
sented by a power law. The exponents are close to the, respectively, expected
−0.33 and −0.66.
The scarce dependence of the spreading laws with the injection speed is high-
lighted by the small exponents and low coefficients of determination of the power
laws fitting the last relation. Closer inspection of the variance at each time step
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for the four different injection speeds (not plotted) shows an almost horizontal
distribution barely affected by the injected momentum.
4.1.2.3 Conclusions
In spite of the simplicity of the model employed to predict the influence of the
different parameters in the gravitational spreading, this model seems to provide
a good description of the phenomena taking place after the dye injection, at least
within the viscous regime. The predicted exponents of the parameters that gov-
ern the gravity currents (time, ∆ and volume of dye injected) are in good agree-
ment with the acquired experimental data, although small variation can be pro-
duced by second order phenomena not considered in the model such as NaCl
diffusion or the influence of the brine NaCl concentration and temperature in ν.
These results are a clear evidence of the existence of gravity currents after the dye
injection.
This experiment has also presented the way in which gravity currents, a phe-
nomenon implicitly unable to produce any homogenization, can be the main
source of variance decay when the concentration vertical integral (called θZ in
Section 2.5) is acquired to study Q2D transport.
Finally, the lack of impact of the dye injection speed on the variance decay has
been evidenced, at least when the dye does not sink to the bottom, leaving this
parameter free to be adjusted. In experiments with forced flow the injection speed
employed is the maximum possible before the injected dye touches the wall so as
to ensure the minimum interference between injection and brine motion.
4.2 Blob of Dye Spreading in a Stratified Still Brine
The use of brine stratification in Q2D scalar experiments has not been commonly
argued to specifically diminish the gravity currents induced when a low den-
sity dye is injected in high density brine, but to reduce three dimensional effects
in general. The reasons usually provided to employ brine stratification in Q2D
free surface mixing experiments is that the lighter upper layer, less electrically
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conductive, is two-dimensionally driven by the bottom heavier layer, strongly
affected by the electromagnetic forces since it carries almost the whole current
intensity, (Williams, Marteau, & Gollub 1997; Rothstein, Henry, & Gollub 1999).
Therefore, stratification is expected to reduce the flow three dimensionality pro-
duced by the velocity gradients normal to the surface, (Jullien 2003), which is
why it has been commonly used in both scalar and velocity field experiments. In
addition, as shown in this section, brine stratification drastically reduces gravity
currents and the consequent variance decay associated to 2D scalar experiments.
Gravity currents occurring within stratified media have been extensively stud-
ied (Wu 1969; Amen & Maxworthy 1980), nevertheless much attention has been
traditionally paid to large Reynolds number regimes which, as discussed above,
only affect a small part of the spreading in the current experiments. After a close
inspection of the literature a theory predicting the gravitational spreading in a
system similar to the employed in this research was not found. The complex-
ity of gravity currents within stratified fluids is such that even the simplest box-
models (Ungarish & Huppert 2004) depend on many parameters usually difficult
to evaluate. In addition, the regime in which the gravitational spreading of a blob
of dye released in a stratified shallow layer of brine (as the employed in the cur-
rent research) takes place can strongly vary depending on the relative density of
the injected dye with respect to the brine top layer.
Obtaining a model that predicts the viscous gravitational spreading of a blob
of dye in a stratified medium such as the one employed here is beyond the scope
of this document. Instead, this section aims to evidence that gravity currents can
still dominate the 2D variance decay at some scales in stratified media, to estab-
lish a new framework in which Q2D scalar experiments can still provide useful
information to study mixing and to supply data which can be used to optimize
the injection process and valid to state a reference case for future comparisons
with transport in quasi-steady and unsteady velocity fields.
Brine stratification reduces gravity currents through a reduction of the up-
per layer concentration: water stratification, favours a quick rising of the usually
lighter injected dye, maintaining it around the top of the brine (and well away
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from the strong vertical velocity gradients produced by the wall friction charac-
teristic of Q2D electromagnetic forced flow), and subsequently producing a grav-
itational spreading slower than the initial lifting. These two effects are desirable
in Q2D free surface scalar experiments where any source of three-dimensionality
can produce 2D variance decay comparable to scalar diffusion.
The procedure to stratify the brine employed in this research is explained
in Subsection 2.2.8. The initial stratification law obtained is, therefore, close to
a situation where a thin layer of fresh water (with thickness typically around
0.5 mm) homogeneously lays over a shallow layer of brine (with thickness typi-
cally around 5 mm) with the selected NaCl concentration. Subsequently, the dif-
fusion of NaCl is expected to vary this initial condition. When the lighter dye
is injected in the stratified brine, the gravitational spreading occurs around that
level of the brine with a density equal to the density of the injected dye, this posi-
tion being, in the current experiment, always above the initial non stratified level
of brine (see Subsection 2.2.8). Then, to take the brine stratification into account,
the gravitational spreading can no longer be modelled as in Figure 4.1 since, on
the one hand, the blob of dye is not necessarily either at the top or at the bottom of
the brine and, on the other hand, the density of the water depends on the depth,
preventing the definition of the variable ∆, constant in time and accounting in
combination with h for the pressure increment. This pressure increment, instead,
for a stratified medium is proportional to the vertical integral of the difference of
densities, δρ = ρD− ρW , along the depth of the blob of dye, where the only neces-
sary condition over δρ is that it is a decreasing function of the depth, and whose
exact shape depends on the stratification law. The general trend of δρ is, never-
theless, enough to foresee a reduction of the average pressure increment along
the blob of dye depth, when the blob of dye thins (in opposition with homoge-
neous media, where the average pressure increment is always equal to ∆ρDgδh)
and, therefore, a reduction of the time derivative of ` should be expected. This
reduction on the time derivative is observed in the experiments to come from a
reduction on the time exponent, which is the result of the damping effect that
stratification has on gravity currents.
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Once the dye has been injected, the upwards diffusion of the electrolyte only
partially modifies the gravitational spreading, since it homogeneously diffuses
through the fresh water layer and dye. Nevertheless, the time elapsed from strat-
ification to dye injection, varies the density and distribution of the upper layer,
leading to different equilibrium depths and spreading laws. If the time elapsed
is large enough, the stratification ceases to exist and the gravitational spreading
recovers the homogeneous behaviour.
4.2.1 Experiments
The experiments performed in this section are aimed at qualitatively testing the
effect of the time elapsed between stratification and dye injection (see Subsec-
tions 2.2.8 and 2.2.9), brine concentration and depth of fresh upper layer. As
commented, the complexity of gravitational spreading in stratified media is such
that a full description of the phenomenon lies beyond the goals of this chapter.
The main objective of this characterization is, therefore, establishing a suitable
frame for the experiments performed in Chapter 5.
4.2.1.1 Apparatus and Procedure
The apparatus employed is that described in Section 2.2, using the laser to excite
the fluorescent dye. The parameters altered during the experiment were the brine
concentration and stratification depth (keeping a total depth of 6 mm), the time
elapsed between stratification and dye injection and the injection speed.
To test the influence of the time elapsed between stratification and dye injec-
tion, a layer of 0.4 mm of fresh water was homogeneously placed over 5.6 mm
of brine with a concentration on NaCl of 80 g l−1, injecting the dye at a rate of
1 ml s−1 after waiting 1 min, 1.5 min, 2 min, 4 min or 8 min after stratification. This
values were considered after estimating that the time scale for NaCl to diffuse
through 0.4 mm of water is of the order t ∼ `2/κ = (0.4 mm)2/(10−3 mm2s−1) ∼
3 min.
The influence of the upper layer depth was tested by repeating the last config-
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uration for a time elapsed of 1 min but using a fresh water depth of either 0.5 mm
or 0.25 mm, instead of 0.4 mm, and brine to obtain a total depth of 6 mm.
To check the effect of the NaCl brine concentration, two samples using a brine
concentration of 10 g l−1, brine and fresh water depths of 5.6 mm and 0.4 mm, an
elapsed time of 4 min and a dye injection speed of 0.5 ml s−1 were obtained.
4.2.1.2 Results
A summary of the variance decaying laws obtained for gravitational spreading
in stratified media is presented in Figure C.2 of Appendix C. The most relevant
statistics for this discussion are extracted and plotted in Figures 4.4 and 4.5.
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Figure 4.4: Blob of dye spreading in stratified media. Time exponent
dependence with the time elapsed between stratification and
dye injection (left), with the fresh water layer depth (centre)
and brine concentration (left).
The left graph in Figure 4.4 presents the variation of the time exponent with
the time elapsed between the stratification and the dye injection. As commented,
after the stratification has taken place, the NaCl starts diffusing upwards, modi-
fying the equilibrium depth and the vertical distribution of ρW under which the
dye subsequently spreads. The NaCl diffusion on the fresh water top layer mod-
ifies the time exponent of the variance decay, gradually reducing the effect of
stratification and leading to an exponent closer to the spreading in homogeneous
brine. As observed, the scattering of the data is reduced as the elapsed time in-
creases. The reason for this may either be the inaccuracy of the procedure em-
ployed to measure the elapsed time (manually with a stopwatch), the inaccuracy
198 Chapter 4. Scalar Spreading in a Still Fluid
of the stratification process (the stratifier uniformly distributing the fresh water is
manually operated, as described in Subsection 2.2.8), or any other source of error
whose relative effect is reduced with time. Times significantly shorter than 1 min
were difficult to accurately measure and are not considered.
A large proportion of the total samples taken had to be discarded due to an
initial fast spreading, presumably produced by surface tension effects (not ob-
served in the homogeneous brine experiments), that was subsequently solved
by adding a minute trace of common soap to the upper layer before stratifica-
tion. As a consequence the study of the influence of the fresh water upper layer
depth and brine concentration (by chance strongly affected by the last problem)
remains slightly undersampled and further experiments should be performed to
obtain a more accurate description. Nevertheless, the reduced data are enough to
provide an indication of the effect that these parameters produce on the gravita-
tional spreading. As observed (and expected) in Figure 4.4 the damping effect of
stratification over gravity currents is larger the deeper is the upper layer of fresh
water when the elapsed time between stratification and dye injection is main-
tained constant. Also, the brine concentration seems to have a significant effect in
the time exponent for gravitational spreading in stratified media, in opposition
with gravitational spreading in homogeneous media where, as it was commented
(Figure 4.2), although the gravity currents depend on ∆, the time exponent barely
changes for the different brine concentrations.
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In Figure 4.5, the actual variance decay rate has been compared with the decay
rate that would be produced by 2D diffusion for several configurations of homo-
geneous and stratified brine. Use was made of Equation 1.5 to do this. This equa-
tion relates the diffusion rate of variance decay with the spatial average of the
scalar gradients squared, which can be measured as described in Section 2.4.3. To
obtain the variance decay rate, the corresponding power laws fitting the curves
presented in Appendix C have been analytically differentiated, with a substan-
tial reduction on the noise that would have been obtained through a numerical
differentiation of the acquired statistics. The graph shows the average values of
the statistics obtained for the different samples. The excess over 1 of this dimen-
sionless number can be considered as the relative error associated with the effect
that gravity currents produce on the 2D transport equation. Although this error
could be fairly associated with εw in Equation 2.41, hereafter it is referred as εgc
to explicitly denote its relation with gravity currents while εw is reserved for the
error produced by the finite divergence of the velocity field employed. As ob-
served, for homogeneous brine, as the brine concentration is reduced, the initial
value of εgc substantially diminishes but, for long enough times, εgc collapses for
any of the concentrations tested. The behaviour of εgc for stratified media seems
to resemble that trend of its non stratified concentration counterpart but multi-
plied by a factor dependent on the time elapsed between stratification and dye
injection. Although it diminishes with time, after 2000 s the smallest values of
εgc in stratified experiments, even if much smaller than the values of εgc in non
stratified experiments, are still around 70.
4.2.1.3 Conclusions
The main conclusion of this section is the evidence of the strong impact that grav-
ity currents may have over the variance decay in 2D scalar experiments despite
brine stratification. As it has been shown, although stratifying the medium where
the gravitational spreading takes place can reduce its effect by up to one order of
magnitude (in the presented configuration), its importance can still be dominant
when it is compared with diffusion, usually quite slow a process (especially dif-
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fusion of large organic molecules, such as Rhodamine, Fluorescein or most of the
fluorescent dyes commonly employed in scalar experiments). The reason why
gravitational spreading (and in general any error which produces scalar homog-
enization) has to be compared with diffusion and not with advection, is that dif-
fusion is the only mechanism able to reduce the variance in a perfect 2D transport
problem, as gravity currents do in the Q2D experiments studied.
Also, in this section, it has been shown that a reasonable time to wait between
brine stratification and dye injection is around 1.5 min, since shorter times do not
really provide any improvement in the damping of the gravitational spreading
but are difficult to be robustly attained. The large scattering observed in gravita-
tional spreading within stratified media for short elapsed times between stratifi-
cation and injection, may be reduced for electromagnetically forced flow (either
quasi-steady or unsteady), since the Q2D motion of the upper layer is expected to
accelerate its homogenization. Nevertheless, this effect has not been investigated.
The scalar experiments reported in Chapter 5 are performed injecting 1 ml of
Rhodamine 6G 2 10−5M with a flow rate of 1 ml s−1 over 5.6 mm of brine with a
NaCl concentration of 80g l−1, initially stratified with 0.4 mm of fresh water. The
spreading of this configuration in still water, has been exhaustively analyzed for
different elapsed times between stratification and injection, especially for 1.5 min,
to state a reference case for comparison.
4.3 Effect of Gravity Currents in Q2D Scalar Experi-
ment Mixing Statistics
The scalar experiments in free surface Q2D electromagnetically shallow layer
forced flows have proven useful in the investigation of many aspects of vortical
and chaotic mixing. In spite of the high popularity of this kind of experiments,
the effect of gravity currents reported in this chapter has seemed to pass unno-
ticed by many authors in the past, even though, as demonstrated in this section,
it can contribute to the deviations from the theory observed in some works.
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Gravity currents in homogeneous media are easily recognizable at first glance
even for small values of ∆ since the spreading patches always present sharp
edges. Nevertheless brine stratification modifies the spreading law and strongly
reduces its intensity, making it look more similar to diffusion and hiding it to the
naked eye, especially if combined with forced advection.
In spite of gravity currents being usually dominant when compared with dif-
fusion, their effect can be made negligible with respect to 2D forced advection.
Scalar experiments can therefore still be helpful in mixing research, even if the 2D
variance destruction is not mainly made by diffusion but by gravitational spread-
ing. This section aims to qualitatively evaluate the impact that gravity currents
may have on some of the Q2D mixing statistics most commonly employed in the
literature.
4.3.1 Spectral Scalar Analysis
One of the uses given to electrodynamically forced Q2D flows has been the search
for the k−1 Batchelor scalar spectrum and Batchelor wavenumber, kB (described
in Subsections 1.3.2 and 1.3.3). In principle, this kind of flows are especially suit-
able for that purpose since regimes at moderate low Reynolds numbers (and, as
evidenced in this work, with unsteady magnetic forcing, even for Re << 1) with
their energy confined to a limited range of length scales, can be generated to pro-
duce chaotic advection of a scalar mixing at wavenumbers much smaller than those
of the velocity field. Unfortunately, as postulated later, gravity currents may af-
fect the scalar spectra measured and hide the evidence supporting Batchelor’s
theory, observed in other 3D experiments and numerical works, as mentioned in
Chapter 1.
Before commenting mixing in electrodynamically forced flows, it is briefly de-
scribed one of the Q2D experiments most successfully evidencing the Batchelor
power spectrum, presented in (Wu, Martin, Kellay, & Goldburg 1994). This work
made use of two counter-rotating eccentric cylinders to generate chaotic motion
in an interstitial fluid at moderate high Reynolds number. The most remark-
202 Chapter 4. Scalar Spreading in a Still Fluid
able point of this work was the passive scalar employed: an almost uniform film
of soap, whose small thickness variations (estimated smaller than several hun-
dred angstroms) evolved similarly to the advection diffusion equation. As can
be inferred writing either the viscous or the inertial gravitational spreading as a
function of the lighter fluid depth, h, instead of its volume, V (as is presented in
Equations 4.4 and 4.5), the gravitational spreading is always an increasing func-
tion of h. If the maximum differences in h are small compared with its mean
value, the gravity current equations can be linearised, resembling the diffusion
equation. In fact, as presented in the aforementioned work, the diffusive term of
a “passive scalar” such as the employed, which is based on a linearised gravi-
tational spreading, is proportional to −κgc∇4h (where κgc is constant during the
experiments and can be calculated for each case as a function of the viscosity and
the surface tension) instead of the classical diffusion, proportional to κ∇2θ. The
small variations in depth, h, were considered the “passive scalar”. This depth
differences were advected by the 2D flow and spread trough gravity currents
“similarly” to diffusion. The “passive scalar”, h, was acquired taking advantage
of the optical properties of soap films, which strongly reflect light of wavenumber
λ when its thickness is an integral multiple of λ/2 (phenomenon which can also
be linearised as a result of the small variations in depth). Wu et al. presented the
Batchelor subrange (using S(k) ∝ Γ(k)/k, expected proportional to k−2 within
the viscous-convective range) along more than one decade of wavenumbers. This
subrange appeared shifted with respect to the theoretically predicted wavenum-
bers to smaller values by a factor of around 10. It is noteworthy the intentional
use of gravity currents and their management to fit into the advection-diffusion
theory as a mean to provide evidence of the theoretical results.
The use of the scalar power spectrum is common in mixing research. In
general, equations modelling gravitational spreading are not linear and, there-
fore, gravity currents favour an interchange of potential energy between spectral
modes. This fact has to be considered if gravitational spreading, instead of diffu-
sion, is employed as a source of variance destruction in Q2D mixing experiments.
The deliberate use of gravity currents to simulate diffusion was successfully at-
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tained in (Wu, Martin, Kellay, & Goldburg 1994), where it was evidenced that,
under some circumstances, the phenomenon can be linearised, reducing the spec-
tral transfer of energy. In order to evaluate the spectral relevance of gravitational
spreading and compare it with scalar diffusion, the power spectra at several time
steps of blobs of dye evolving in homogeneous and stratified brine are plotted in
Figure 4.6 and subsequently analyzed, relating the time evolution observed with
the analytical solution expected for scalar diffusion through Figures 4.7 and 4.8.
The three left graphs in Figure 4.6 present the temporal evolution of the power
spectra of a blob of dye released in homogeneous brine with NaCl concentrations
of 10 g l−1, 40 g l−1 and 80 g l−1. As can be observed, the spectra seem to maintain
their shape while shifting downwards and through lower wavenumbers with
time. This behavior is coherent with the box-model employed in Section 4.1 in
which, on the one hand, the energy in all the wavenumbers homogeneously de-
creases while the total depth of the blob of dye reduces with time and, on the
other hand, any wavenumber is reduced by the nearly homothetic expansion.
The three right graphs in Figure 4.6 show the evolution of the power spectra of a
blob of dye released in stratified brine with NaCl concentrations and time waited
between stratification and dye injection of 10 g l−1 and 4 min, 40 g l−1 and 1.5 min
and 80 g l−1 and 4 min. Unlike the evolution in homogeneous brine, when the dye
is released in a stratified medium, the scalar energy at the larger wavenumbers
is destroyed faster, producing a gradual change on the spectrum shape, as diffu-
sion is expected to do. In this sense, stratifying the brine may be understood as a
means of reducing the influence of the injected fluid depth in its own spreading,
as commented above, favouring the linearization of spreading phenomenon.
In all the graphs, the theoretical spectrum of a 2D 50 mm diameter cylinder is
plotted for comparison with the initial shape of the blob of dye. The k−2 slope
of this analytical curve is an upper limit for the spectrum of any sharp “smooth”
(understood in the sense that only presents one characteristic scale) shape. Only
those realizations in which the initial dye saturates the camera, resulting in a near
circular flat surface limited from a low uniform concentration by sharp edges,
initially approach this analytical result, but quickly depart from this shape when
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Figure 4.6: Scalar spectrum evolution of a blob of dye in homogeneous
and stratified brine. Scalar spectrum at several times for dif-
ferent homogeneous (left) and stratified (right) brine concen-
trations and elapsed times between stratification and injec-
tion. Last time spectra are presented with and without the
noise reduction mechanism described in Subsection 2.4.3.
the camera saturation ceases.
In addition to the power spectra obtained using the statistics described in Sub-
section 2.4.3, for each configuration, the last time step has been plotted also using
the classical statistics typically employed in literature∗. As it can be observed, the
∗Described, for instance, in the Appendix A of (Williams, Marteau, & Gollub 1997)
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method proposed reduces the effect of the noise almost one order of magnitude
at the smallest scalar energy levels. This noise reduction proved useful in the sub-
sequent analysis of the individual spectral modes temporal evolution, performed
in Figures 4.7 and 4.8.
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Figure 4.7: Temporal evolution of several blob of dye spectral modes in
homogeneous and stratified brine. Graphs present the tem-
poral evolution of the spectral modes highlighted in Figure
4.6. Fitting functions have been obtained neglecting the data
below three different thresholds.
The graphs in Figure 4.7 present the time history of the modes marked in the
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respective plots of Figure 4.6. Along with the temporal evolution of each spec-
tral mode, three exponential fitting curves are plotted, respectively neglecting the
data below the thresholds 10−4.5, 10−5 and 10−5.5. These thresholds have been es-
tablished around the minimum signal-noise ratio to ensure that each curve cap-
tures the maximum amount of data not affected by noise. The exponential fitting
was selected after the data inspection and to compare the gravitational spread-
ing with the diffusion spectral theory which, as stated in Equation 1.11, predicts
an exponential rate of decay of the scalar variance at each mode proportional to
e−8pi2κk2t. The legitimacy of these exponential fittings may be doubtful in some
cases, but their purpose is not to produce a model valid to use in future results
but to extract a general trend that can be easily related with diffusion.
As observed, the temporal evolution of the several spectral modes in homo-
geneous brine, although perhaps can be considered exponential, are strongly af-
fected by low frequency oscillations throughout the whole experiment, partic-
ularly at the smallest wavenumbers. These oscillations are probably produced
by the interference between the different modes, as expected in a nonlinear phe-
nomenon. In this case, the slope of the curves gradually changes with time, espe-
cially at the beginning of the spreading. On the contrary, the temporal evolution
of the represented spectral modes for a blob of dye spreading in stratified media
presents, except at the very start, a behaviour much more similar to the expo-
nential fitting employed in each case, which only substantially deviates when is
affected by the acquisition noise (recognizable by the sudden change of the slope
at a fix low value). The suitability of this approximation seems to be reduced
for increasing brine concentration and time elapsed between stratification and
injection, since these cases become more similar to the homogeneous ones. The
obtained fitting curves do not vary excessively for the different noise thresholds,
even though they have been selected along one order of magnitude.
In the stratified case, the exponents gradually increment with the wavenum-
ber, starting at almost nil values, in opposition with the homogeneous case, whose
smallest wavenumbers already present substantial energy decay. Once again,
brine stratification seems to have reduced the effect of the modes intensity in their
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own and neighbours temporal evolution, just as small relative depth variations
produced in the case of (Wu, Martin, Kellay, & Goldburg 1994), making possible
a linearization of the system and increasing its similitude with scalar diffusion.
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Figure 4.8: Dimensionless time factor of exponential fitting. The factor
β is extracted by fitting the temporal evolution of each spectral
mode to the function f (t) = αeβt. Left graphs were obtained
in homogeneous brine varying injected volume (upper), con-
centration (center) and injection speed (bottom). Right graphs
were obtained in stratified brine varying time elapsed be-
tween stratification and injection (upper), stratification depth
(center) and concentration (bottom).
Once the linearization of gravity currents has proven a reasonable strategy to
compare gravitational spreading in stratified media with scalar diffusion, the re-
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lation between the temporal evolutions of the several modes is analyzed. To do
so, each one of the slopes of the semilogarithmic plot, β (extracted from the fitting
curve f (t) = αeβt), normalized with the theoretical expected term for scalar dif-
fusion, −8pi2κk2, are represented in Figure 4.8 against the wavenumber, k. These
graphs were extracted establishing the noise threshold at 10−5.
The first important fact about the Figure 4.8 is that, if the gravitational spread-
ing was a linear phenomenon, all the graphs would be strictly lower-bounded by
1 since the minimum possible rate of 2D variance decay at each mode would be
the produced by diffusion. Nevertheless, the charateristic non-linearity of gravity
currents favours a potential energy interchange between different wavenumbers
which can even lead to local increments on the spectral variance, as can be clearly
appreciated in Figure 4.7. It is also remarkable that, in all the six cases presented,
the relation between gravitational spreading and diffusion gradually decreases
for larger wavenumbers, when diffusion rapidly increases its importance as k2.
A possible collateral cause of the gradual increment on the relative importance of
diffusion (in addition to the net increment of diffusion at increasing wavenum-
bers) is the reduction on the potential energy contained at the largest wavenum-
bers, as evidenced in Figure 4.6, which may reduce the effect of the non-linear
gravitational spreading. In the case of spreading in homogeneous brine, the slope
in Figure 4.8 is close to −2, which reveals a nearly uniform in k decay of the spec-
tral variance, as presented in the top graphs of Figure 4.6.
Brine stratification reduces the relation between gravitational spreading and
scalar diffusion, moderately for the smallest wavenumbers and appreciably for
intermediate wavenumbers. At these intermediate wavenumbers, the spectral
slope of the exponential time decay for stratified brine is smoother than −2 and
therefore closer to diffusion. For high wavenumbers, and especially when using
stratified or low concentration brine, the exponential fitting (Figure 4.7) actually
seems to reasonably model the scalar energy evolution (away from the acqui-
sition noise). At the largest wavenumbers, and suspiciously close to, but well
above, a relation between observed and theoretical diffusive variance decay of 1,
all the curves in Figure 4.8 stabilize and become nearly horizontal. It is difficult
4.3. Effect of Gravity Currents in Q2D Scalar Experiment Mixing Statistics 209
to conclude if after this critical wavenumber (whose exact position most likely
depends on its potential energy and therefore on the power spectrum shape) the
variance decay rate is essentially diffusive. On the one hand, as commented, the
value at which the relation between observed and diffusive spectral decay stabi-
lizes is, in all cases, very close to the pure diffusive limit 1. On the other hand,
although near to the pure diffusive behaviour, the variance decay at the largest
wavenumbers still seems to coherently depend on variables which are charac-
teristic of gravitational spreading such as the brine concentration (left centre and
right bottom in Figure 4.8) and the initial dye volume (upper left). While the brine
NaCl concentration can be argued to modify the Rhodamine diffusion in water,
the injected volume should not have any influence in a pure diffusive process.
For the current set up the variance destroy at wavenumbers above 0.1 mm−1,
could be assumed to be essentially diffusive, with probably a diffusivity up to
one order of magnitude higher than the expected 10−4 mm2 s−1, but still present-
ing second order gravitational spreading effects. In the particular case of strat-
ified brine, Figure 4.7 reveals a spectral variance decay closer to an exponential
law for lower wavenumbers and Figure 4.8 shows that the scalar destroy rate
relation between different wavenumbers is reasonably similar to diffusion after
wavenumbers around 0.03 mm−1. In this case the diffusivity, instead of being
constant and equal to the expected for Rhodamine 6G, changes around one order
of magnitude along two spectral decades and, again, stabilizes in a value around
one order of magnitude higher than the expected scalar diffusivity.
The regime corresponding to a variance decay governed by −κgc∇4h, which
is in the basis of (Wu, Martin, Kellay, & Goldburg 1994) was not observed. This
regime was based on the existence of surface tension within the thin soap film
employed in their experiment and therefore it is not surprising that is not present
in the current set up.
Under the light of these considerations, it seems to be a reasonable hypothe-
sis to assume that the variance decay in a suitable stratified medium can behave
similarly to scalar diffusion, maybe with a key difference: the diffusivity con-
stant, κ. In fact, it can be expected that, while the effect of gravity currents has
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any influence in the scalar decay (providing that the gravitational spreading can
be linearised to get rid of the spectral potential energy transfer), this should be
faster than that produced only by diffusion. The real diffusivity of the injected
dye (along with its derived Pe´clet and the Schmidt numbers) should therefore
by regarded with caution since the actual variance decay may be faster than the
expected at some wavenumbers.
The similarity between the behaviour of gravity currents in stratified media
at low Re and 2D diffusion may be one of the reasons why this phenomenon
remained unnoticed in some Q2D scalar experiments. Gravity currents could
only be unveiled through a quantitative analysis of the scalar evolution without
flow, which makes a comparison between the obtained data and the analytical
results possible.
The reported interference of gravity currents in the spectral variance decay
may have had an influence on the deviation from the theoretical Batchelor sub-
range and Batchelor wavenumber observed in the Q2D experiments reported in
(Williams, Marteau, & Gollub 1997; Rothstein, Henry, & Gollub 1999; Jullien, Cas-
tiglione, & Tabeling 2000; Jullien 2003). As explained in Subsections 1.3.2 and
1.3.3, the Batchelor viscous-convective subrange can be expected in turbulence mix-
ing between the Kolmogorov, kK, and the Batchelor, kB, wavenumbers, these two
being related by kB = (Sc)1/2kK. In the experiments reviewed, the Schmidt num-
ber was around 2000 and, therefore, the Batchelor k−1 subrange was expected
over three orders of magnitude, whose exact position depends on the flow Reyn-
ods number. Nevertheless, as explained in this chapter, gravity currents may
affect the scalar spectral decay. If this is the case in the experiments reviewed, the
Batchelor subrange width may be appreciably reduced.
In the case of (Williams, Marteau, & Gollub 1997), the Batchelor wavenum-
ber, calculated in base of the scalar diffusivity, was between 7 mm−1 and 20 mm−1
and the range of wavenumbers acquired was from around 0.05 mm−1 to around
50 mm−1, injecting the velocity energy up to wavenumbers around 0.5 mm−1. The
Batchelor viscous-convective subrange was then expected, under diffusivity consid-
erations, between around 0.5 mm−1 and 20 mm−1 in the best case, but clear evi-
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dence of it was not obtained. Several possible sources or error† are provided to
explain the early cut-off of the scalar spectrum but none of them is recognized as
clearly responsible for the large deviation from the Batchelor’s theory.
The work described in (Rothstein, Henry, & Gollub 1999) only briefly reports
the absence of a scalar spectrum power law as was expected. Although there
is scarce information about the deviation with respect to theoretical predictions
and a diagnosis of the problem could be rash, it seems reasonable to assume that,
gravitational spreading may have some effect in the spectral variance decay and
therefore affect the wavenumbers analyzed.
In the case of the experiments reported in (Jullien, Castiglione, & Tabeling
2000; Jullien 2003), the energy and scalar injection were performed at wavenum-
bers around 0.1 mm−1, the Batchelor wavenumber was expected around 280 mm−1
and the wavenumbers acquired ranged from 0.03 mm−1 to 5 mm−1. In this case,
the scalar seems to present a k−1 power spectrum held along less than one decade
of wavenumbers which is definitely finished after k ∼ 0.7 mm−1. The potential
evidence of the Batchelor subrange is so close to the scalar and energy injection,
where a maximum spectrum is expected, that it is difficult to conclusively argue
the existence of such power law. The difference between the observed limit of the
Batchelor subrange and the theoretical predicted is fully ascribed to vertical ve-
locity gradients that are said to favour Taylor-Aris dispersion (Taylor 1953; Taylor
1954; Aris 1956).
In the diversion from the Batchelor’s theory of all the four works reviewed,
there may be a convenient place for the source of error originally reported in this
chapter. Gravity currents increment the variance decay and reduce the wavenum-
bers at which spectral scalar destruction is negligible with respect to advection.
Gravitational spreading is not expected to be the only factor responsible for the
Q2D scalar spectral decay, since all the errors already mentioned in the respective
works may also overwhelm diffusion at different scales, as argued in Section 2.5.
It is noticeable that all the four works reviwed are performed at scales con-
†Among these possible explanations are irregularities in the injection, velocity field intermit-
tency and lack of two-dimensionality.
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siderably smaller than the experiments reported in this chapter, which implies
a larger importance of diffusion with respect to gravitational spreading. The
threshold obtained in the experiments performed on this chapter above which
the variance decay can be considered to behave as diffusive is 0.1 mm−1, which
is around the lower limit of the works reviewed. Nevertheless this limit nei-
ther is universal, since it may depend on the experimental set up, nor leads to a
pure diffusive regime with a scalar diffusivity equal to the expected for the cor-
responding dye, but to a, at least, up to one order of magnitude higher spectral
variance decay rates. In addition, the observed limit may depend on the total
potential energy at each mode, and it could be increased by the spectral trans-
fer of variance produced by advection, as expanded in Chapter 5. For all these
reasons, the particular influence of gravity currents should be properly evaluated
and characterized in each case.
4.3.2 Spectral Moments and concentration p.d.f. Evolution
As emphasized in Chapter 1, one of the most popular methods to measure mix-
ing (or rather unmixing) is the concentration variance. Other classical and novel
measures of mixing are the scalar integral length scale and the Mix-Norm. Fi-
nally, the instantaneous variance decay is proportional to the concentration of
gradients squared. All these parameters, carefully described in Sections 1.2 and
1.3, can be calculated as several moments of the scalar spectrum. These measures
of mixing present the advantage of being able to summarize with one sole value
a representative feature of the scalar, therefore simplifying the visualization of
its temporal evolution. When more information about a particular scalar field
is required, its properties can be also summarized in two-dimensional diagrams
presenting the concentration or gradients squared probability density function.
All these statistics are common in specialized bibliography and for instance can
be found, to name a few, in the electromagnetically forced experiments reported
in (Williams, Marteau, & Gollub 1997; Rothstein, Henry, & Gollub 1999; Jullien,
Castiglione, & Tabeling 2000; Voth, Saint, Dobler, & Gollub 2003).
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Some of the statistics mentioned are, as was commented in Chapter 1, rig-
orously subjected to the existence of diffusion and would be constant in a non-
diffusive system; this is the case of the variance and the concentration probability
density function. The other statistics, although can provide valuable information
in non-diffusive systems, are usually also strongly modified by diffusion. The
existence of this new “diffusive mechanism”‡ based on gravitational spreading,
challenges the validity of the classical statistics to evaluate mixing in Q2D ex-
periments. At least two reasons, nonetheless, can be argued for the usefulness
of the last statistics which, although may not be controlled by diffusion, still can
provide valuable information to discuss mixing in Q2D experiments.
The first reason is gathered from the possibility to linearise the gravitational
spreading phenomenon in stratified media, as evidenced in Subsection 4.3.1. This
linearization isolates the temporal evolution of each wavenumber minimizing the
interferences that occur among them in homogeneous brine spreading. The un-
derlining cause is that the effect of the total depth, which is perceived by the
acquisition system as 2D concentration, over its own gravitational spreading can
be made negligible. In addition, as shown in Subsection 4.3.1, the linearised phe-
nomenon strongly resembles diffusion since the variance decay in each spectral
mode is approximately parabolic. The most relevant difference is, as was antic-
ipated, that, since gravitational spreading has overwhelmed diffusion, a faster
temporal evolution of the statistics than the expected for a purely diffusive scalar
may be observed.
The second argument, more phenomenological, is that, even if gravitational
spreading was not linearisable, providing that the velocity field is 2D at the scalar
level, stirring cannot change the scalar depth, only redistribute the dye through-
out the domain. As can be seen in Equations 4.1 to 4.3, both the inertial and
viscous forces increase faster than the pressure force with ` and, therefore, reduc-
ing ` should enhance the gravitational spreading, as happened with diffusion.
In particular, once the advection has produced long strips of scalar that can be
‡Although gravity currents are not strictly a diffusive mechanism, they are so called here to
highlight their practical irreversibility in Q2D experiments.
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considered Q1D, stirring produces a gradual reduction of ` in favour of the total
length of the strip, L, enhancing the homogenization rate as diffusion would.
Therefore, classical statistics, such as spectrum moments or concentration p.d.f.,
performed over a Q2D mixer whose homogenization is produced by a combina-
tion of gravity currents and diffusion can be expected qualitatively similar, espe-
cially for stratified brine, to those obtained with a truly diffusive system.
4.3.3 Other Statistics
In addition to the above commented statistics, Q2D scalar experiments have been
eventually performed almost independently of the scalar diffusivity. This is, for
instance, the case of the correlation searched in (Voth, Haller, & Gollub 2002) be-
tween stretching fields and scalar alignment or the recursive patterns evidencing
the existence of the strange eigenmode obtained in (Rothstein, Henry, & Gollub
1999; Voth, Saint, Dobler, & Gollub 2003).
In all these cases, the central problem was not the exact evolution of the scalar
homogenization but the global relation between the patters obtained and the ve-
locity fields applied. The requirements imposed on the behaviour of the scalar for
these statistics are much laxer than in those commented above and only a homog-
enization rate slow enough to ensure a well defined concentration field is needed.
Under these considerations, the only parameter defining the suitableness of any
diffusive phenomenon (including Q2D gravity currents) for this kind of statistics
is its relation with the forced advection. In the case of diffusion, that parameter is
called Pe´clet number. When gravity currents dominate the homogenization the
gravitational spreading has to be compared with advection (instead of diffusion
as happened above when trying to prove the practical passivity of the scalar) and,
since in the kind of experiments reported is usually Pe >> 1, its chances to be
negligible strongly increase.
This kind of statistics can be, in general, assumed to be immune to gravity
currents unless their effect is so strong that they can be easily observed with the
naked eye.
Chapter 5
Scalar Mixing under Quasi-Steady
and Unsteady Forced Flow
The previous chapters introduced and characterized the velocity fields that can
be generated with the experimental rig designed, and the scalar statistics of a blob
of dye injected on motionless homogeneous or stratified brine.
As presented in Chapter 3, the properties of the velocity fields generated vary
as a function of the body forcing intensity and distribution. Based on reasons
detailed there, three configurations were selected as representative of the steady
fields. These configurations, labelled with the angle that an axis perpendicular
to the magnet pair forms with the mean ionic current, were identified as 000◦,
015◦ and 090◦. The intensity of the forcing was selected to avoid spontaneous
instabilities and the required unsteadiness was obtained by rotating the magnet
pair with the desired frequency. The unsteady cases selected to be tested were
000◦-090◦ with periods 50 s, 100 s and 200 s and 015◦-345◦ with period 100 s.
Chapter 4 presented how gravity currents, a phenomenon inherently unable
to diffuse the scalar, could be the main source of variance decay in Q2D experi-
ments, where the statistics are computed over the scalar vertical integral, called
θZ in Chapter 2. This phenomenon coexists with other sources of non-diffusive
Q2D variance decay detailed in Chapter 2. Chapter 4 also delimited the frame-
work where Q2D scalar experiments are still useful to study mixing.
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Throughout the current chapter, the properties of a scalar advected by the
steady and unsteady velocity fields described in Chapter 3, and diffusing accord-
ing to the phenomena described in Chapters 2 and 4 are studied. This chapter is
composed of three parts. In the first part, the statistics employed and their va-
lidity are discussed, analyzing, among others, the temporal relationship between
the variance decay rate and the mean gradient square for a scalar advected by
forced flows. The second and third parts are respectively devoted to the study
of some properties of the scalar advected by quasi-steady and unsteady forced
flows. During these parts, the importance of the scalar dispersion for mixing is
evidenced, leading to the original discussion opened in Chapter 1 about the ef-
fects of stretching and folding over mixing.
5.1 General Considerations and Statistics
This section provides a general description of the procedures employed to per-
form the experiments required for this chapter, and their justification. In addition,
general features of the statistics obtained are commented.
Even if tedious, a velocity field can usually be described providing a fine
enough mesh with the temporal history of its vectorial components. Arguably,
for multi-scale stochastic flows such a description would be impractical and other
statistical tools are commonly employed instead. For deterministic flows, how-
ever, especially those with a limited range of scales, this approach is widely em-
ployed in literature, which is particularly convenient in the case of 2D steady or
periodic flows, for which simply several arrays of vectors can depict a clear im-
age of the velocity field. This approach was employed in Chapter 3 and in other
references, for instance (Williams, Marteau, & Gollub 1997). To describe how
such flows mix a scalar it is nevertheless necessary to specify not only the veloc-
ity fields but also the properties of each scalar and its initial condition. Indeed,
the same flow, could be an effective mixer or absolutely innocuous for a scalar,
simply depending on its initial condition. This framework, necessarily, reduces
the generality of each case, to the particular scalar selected.
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As a consequence, the first matter to confront is selecting the initial conditions
and properties of the scalar employed, in order to evaluate the mixing features of
the flows under study, providing a comprehensive description of its behaviour.
To do it, in this case, a hypothetical scenario is proposed based on many realiza-
tions of the same velocity field. Such scenario could be pictured by imaging a
large scale 2D array produced by a periodic iteration of the same flow field. In
each one of the elements of this array, and at the same time, a blob of dye of com-
mon size is placed randomly. Such array, regarded from its large scale, would
have a homogeneous scalar distribution spread all over it. Its small scale cells,
nevertheless, would evolve independently in time without interfering with each
other. This absence of interferences among the patterns developed by all the ini-
tial conditions is crucial: if two or more blobs of dye are placed in the same cell
(for instance with the intention to make the scalar distribution homogeneous at
the cell scale) the evolution of the scalar properties could not be related with the
statistics of any of them separately, and some of their respective features could be
hidden by the other scalar. Ensuring that such interference does not occur, most
of the statistics of the large scale array can be obtained directly from the statistics
of the small scale cells. In addition, if required, assuming that the velocity fields
perfectly match, due to the linearity in θ of the transport equation, the scalar dis-
tribution of any initial condition composition, and its respective statistics, can be
obtained simply by addition of the desired scalar fields.
The problem of selecting an initial condition for the scalar has been reduced
to choose the adequate scale for the realizations. In the current case, the initial
diameter of the blobs of dye employed is always around 50 mm, slightly larger
than the size of one magnet. This size is a compromise between using infinitely
small blobs, whose addition could generate almost any initial condition at post-
processing time but whose total intensity would be so small that their statistics
would be hidden by the acquisition noise (and also the number of required real-
ization would be impractically large), and using so large blobs that hide particu-
lar flow mixing features at each realization.
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5.1.1 Apparatus and Experimental Procedure
In practice, the method to generate the ideal large scale homogeneous scalar dis-
tribution scenario, is repeating the same experiment, varying the initial position
of the blob of dye for each realization. Each one of the possible initial positions
considered were distributed along a hexagonal mesh concentric with the rig and
with a circular extension whose diameter was approximately equal to 200 mm,
five times the magnet size. The distance between the mesh nodes, around 10 mm
(four times smaller than a magnet size), is of the order of the average distance be-
tween initial scalar gradients and, along with the total blob size, ensures covering
the area of interest more than 10 times. Each node was labelled with a number
which will be employed hereafter to refer to the particular blob of dye initial po-
sitions. A scheme of such mesh is presented in Figure 5.1.
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Figure 5.1: Summary of scalar blob of dye initial positions. Labels em-
ployed to identify the scalar injection location. The mesh is
centred in the electromagnetic rig.
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Ensuring that the velocity field was almost the same for each sample taken,
specially synchronizing the injection and the magnet couple motion in unsteady
flows, was a challenging exercise which required designing the automatic experi-
mental apparatus detailed in Section 2.2. The fluorescent dye injected was excited
by the laser. The brine (80 gl−1 NaCl) was stratified according to the procedure
described in Subsection 2.2.8 approximately 1 min before the scalar injection. As
soon as the dye was injected (1 ml at 1 ml s−1), the acquisition process was started
from the remote trigger connected to the experiment controller, which synchro-
nized the pictures taken with the laser and the magnet couple motion, recording
the time, current intensity and magnet angle for each picture taken.
The procedure employed to obtain the statistical behaviour of the large scale
homogeneous scalar distribution idealization is prone to a different conceptual
interpretation related with the statistical probability of a blob of dye, randomly
placed in the area of interest, having certain properties at a given time.
5.1.2 Statistics Convergence and Symmetries
After the introduction of the mesh employed to position the blob of dye injection
(used to identify the different scalar initial conditions), the first task faced was to
determine that number of samples practically feasible and able to provide a repre-
sentative statistical description of each velocity field mixing properties. To work
out this minimum number of samples, two statistical procedures were performed
over an initially assumed oversampled experiment. On the one hand, the interval
of confidence of the average for several quantities was obtained for a certainty of
90 %. On the other hand, suspecting that, in spite of the high standard deviation
that the different sample statistics may have, some of these realizations can be-
have similarly, the initial number of samples was consecutively halved until that
minimum number which still provided a similar statistical result. This process
was performed only for the velocity field generated by the magnet configuration
000◦, and the resulting minimum of samples, plus a safety margin, was assumed
generally held and extended to the rest of the flows.
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The statistical quantities to be extracted from the several experiments and
their respective errors were carefully described in Chapter 2. As a brief summary,
the scalar properties considered relevant for the systematic sample characteriza-
tion are the variance, the mean gradient square (both normalized with the initial
variance), the inertial radius square and the integral length scale. Other statistics
may be sporadically used to discuss specific properties of particular configura-
tions. The signals extracted from these four scalar properties to determine the
statistical convergence are their values at times 100 s, 200 s, 300 s and 400 s. At
later times, the scalar of some samples leaves the camera acquisition area and
these quantities are no longer representative.
The number of realizations of the first blob of dye distribution, originally de-
signed to be oversampled, was estimated to cover around four times the area of
interest and to have an average distance between nodes around one half of the
magnets size. These considerations lead to 65 initial samples, to be distributed
among the 213 nodes of the original mesh. To select which nodes would be part of
the initial experiment, use was made of the results obtained in Chapter 3 regard-
ing the symmetries that should be expected within the generated velocity fields
and configurations, which presented a double symmetry in the case of 000◦, an
antisymmetry in all the other cases and an antisymmetry between any two con-
figurations with congruent angles. Therefore, symmetric initial conditions may
produce similar results. If this was true, the only independent samples that could
be taken with the original mesh presented in Figure 5.1 for the 000◦ case would
be those belonging to one of the mesh fourths, which contains 60 nodes. The
65 initial positions of the oversampled experiment were, therefore, distributed
homogeneously over the original mesh, placing as few samples as possible sym-
metrically with respect to any of the two axes. The exact positions and the data
obtained is summarized in Figures D.1 to D.4 in Appendix D.
The consecutive filtering of the original mesh of 213 nodes was performed
by approximately halving at each step the number of nodes, always keeping a
roughly homogeneous distribution of the initial positions. The resulting meshes,
containing 109, 57, 33, 17 and 9 nodes, are sketched in Figure 5.2.
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Figure 5.2: Consecutive mesh filters for scalar blob initial positions.
The red circles highlight mesh size reductions from the origi-
nal 213 positions to 109, 57, 33, 17 and 9.
These mesh filters are then applied over the 65 (60 + 5 pairs) samples, to pro-
gressively reduce the realizations considered to 36 (31 + 5 pairs), 23 (18 + 5 pairs),
13 (11 + 2 pairs), 8 (6 + 2 pairs) and 4 samples. For each collection, the average and
the standard deviation of the four statistics considered at the four selected times
is subtracted from the respective values of the non-filtered statistics and normal-
ized with them. The mean root square of the normalized errors for each average
and standard deviation are presented in the left graph of Figure 5.3. The mean
root square of all these normalized deviations, are plotted in the right graph of
Figure 5.3 as a function of the total number of samples considered.
Alternatively, for each one of the statistics studied, the standard deviation is
performed over the initial mesh of 65 nodes, and a t-distribution is employed to
compute, for each quantity and time step considered, the confidence interval with
a certainty of 90%. The several intervals are then normalized with the average.
Finally, the root mean square of the different time steps, is also presented in the
right graph of Figure 5.3, as a function of the total number of samples considered.
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Figure 5.3: Statistics convergence. Left graph presents the relative error
with respect to the values obtained with 65 samples for sev-
eral quantities. Right graph shows the relative confidence in-
terval for 90% certainty in the mesured average and the r.m.s.
of the errors in left graph for consecutive reductions of the
number of samples considered.
The results presented in Figure 5.3 summarize the converging trend of the
statistics considered. The right graph presents how the intervals of confidence
increase when the number of samples is reduced. The large values for the 65
samples, especially for the inertia radius square, derive from the large standard
deviation in the samples. This large standard deviation arises from the different
behaviours that the scalar presents depending on its initial position. Neverthe-
less, as shown in Figure 5.3, the actual increment of the mean normalized error
squared with respect to the values obtained from the full experiment almost does
not vary down to 23 samples, where it is around 6%. The quantities more af-
fected by the sample reduction are those related with the inertia radius square. In
view of these data, it seems reasonable to set around 23 the number of samples
required to obtain a qualitative description of the scalar advected by the config-
uration 000◦, using the filter mesh with 57 nodes. However, because the rest of
the configurations to be tested only present one symmetry axis, the number of
ideally independent nodes in this mesh rises from 18 to 29. Therefore, finally, the
number of samples employed to characterize the scalar mixing for each one of
the remaining quasi-steady and unsteady velocity fields is set around 34; 29 of
them spread around the 57 nodes mesh avoiding symmetric positions, and the
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rest randomly placed to verify the scalar symmetric behaviour. The initial posi-
tions of the scalars for the quasi-steady and unsteady experiments and the data
obtained are summarized in Figures D.5 to D.16 in Appendix D.
Among the quasi-steady velocity fields tested, in addition to the 000◦, 015◦
and 090◦ configurations, some samples were taken with the magnets at 345◦, to
verify the configuration symmetry with 015◦. This quasi-steady configuration
was selected due to its use in one of the unsteady cases. In the rest of the velocity
fields, the symmetries were tested using the excess over the ideally independent
nodes in each mesh. This potentially symmetric behaviour was only employed
in the selection of the initial positions to prevent taking samples that could con-
tain redundant information, and it was the statistical convergence analysis which
defined the final number of realizations required in each case.
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Figure 5.4: Statistical resemblance between symmetric configurations.
This figure presents the mean root square of the relative dif-
ferences,
√
2N |V1 −V2|
/
∑i=1,2
(
∑Nj=1 (Vi −Vj)2
)1/2
, of the
quantities considered in Figure 5.3.
The averages of the previously introduced signals (variance, mean gradient
square, integral length scale and inertia radius at times 100 s, 200 s, 300 s and
400 s) are employed to quantify the similarities between symmetric realizations.
The difference between the statistics of the two symmetric configurations is nor-
malized with the mean root square of the difference between every sample with
each one of the two symmetric cases to be tested. Figure 5.4 presents the root
mean square of these errors for each symmetric case.
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The algorithm employed to evaluate the similarity between symmetric con-
figurations measures how close the two symmetric samples are compared with
how close any other sample is with respect to any of these two. Values close to
100% mean that the mean root square of the statistics of the two samples are not
particularly simmilar. The smaller is this value, the more similar are the sym-
metric configurations statistics with respect to the others. Figure 5.4 shows that,
among the 28 symmetries tested, 6 are below 25% difference and almost 60%
are below 50% difference, value around which, with few exceptions, are the re-
maining pairs. A comprehensive comparison between all the samples statistics is
provided within the graphs of Figures D.1 to D.16 in Appendix D. Three of the
symmetric cases with exceptionally different statistics are presented in Figure 5.5.
blobs 024-190QSTD 000° blobs 047-171QSTD 015°/345° blobs 022-192USTD 000°-090° 100s
Figure 5.5: Visualization of three characteristic symmetric realizations.
Pictures present a compossition of symmetric configurations
chategorized as strongly different in Figure 5.4. Each picture
was exported at its maximum mean gradient square instant.
Different colour-maps (ranging from 0 to each maximum) are employed in
Figure 5.5 to identify each scalar. As observed, the samples, supposedly among
the less similar, present high visual resemblance, which shows the high sensitivity
of the sample similarity measure. As a conclusion, placing samples in symmetric
positions of the velocity fields leads to redundant data, being a 57 nodes sym-
metric mesh the adequate to place the initial position of the 34 samples, properly
weighting the results obtained in symmetric positions.
Although due to an unfortunate oversight the experiment repeatability can-
not be directly tested by comparing two samples with the same initial positions
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(by the lack of these), the high resemblance between the statistics of symmetric
samples leads to presume high robustness in the experiments. Unfortunately,
with the data currently available it is impossible to conclude if the difference in
the statistics of symmetric samples is due to a lack of symmetry or repeatability.
5.1.3 Comparison between ∂〈θ
′2 〉
∂t and 〈 |∇θ|2 〉, (κeff)
Chapter 4 left open an important issue regarding the diffusivity of Q2D experi-
ments. As was presented, the ratio between ∂〈 θ
′2 〉
∂t and 〈 |∇θ|2 〉 was not a con-
stant, as expected, but a decreasing function of time which, in the best case, was
around 70 times larger than the expected value for a pure diffusive system with
the proper scalar diffusivity constant. These results were obtained for the case of
a scalar released on a homogeneous or stratified still brine, and spreading under
the effect of gravity forces. It is therefore convenient to analyze the relation be-
tween the Q2D variance decay rate and the mean gradient square in body forced
Q2D flow. Hereafter this relation is called κeff to simplify the notation. The rele-
vance of this analysis lies in quantifying the fidelity of the current experiment in
reproducing the 2D transport equation.
The evolution of κeff/κ for each sample is presented among the statistics plot-
ted in Figures D.1 to D.16 in Appendix D, and their averages are shown in Figure
5.8. In spite of the high noise affecting this quantity∗, two ranges can be identified
in all the 262 samples, independently of the initial condition or flow configura-
tion. The first initial regime, which usually lasts between 100 s and 300 s, is close
to an exponential decrease. The second regime is nearly a constant. This second
regime, strictly following the first exponential decay, lasts for the rest of the ex-
periment (around 1000 s) and there is no evidence suggesting that it may change
for further times. The existence of this second regime with a constant relation be-
tween ∂〈 θ
′2 〉
∂t and 〈 |∇θ|2 〉, even if is not the constant that should be expected for
the diffusion of the scalar, renews the hope of considering the Q2D scalar experi-
ments as able to provide, at least, useful qualitative information about mixing.
∗The noise in κeff/κ comes from the time derivative, obtained as the slope over 25 points.
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The first tasks in the study of the behaviour of κeff are identifying the time af-
ter which κeff effectively becomes a constant, and finding its average value during
this regime. To do this, a model depending on three parameters was adjusted by
a least mean square regression to each one of the samples taken. This model con-
sists of an initially exponential curve that, continuously, changes into a constant.
The parameters to be adjusted in each sample were those two defining the expo-
nential curve βeαt and the critical time tκeff∼cte which divides the two regimes. The
constant value of the second regime in the model can be obtained as βeα(tκeff∼cte).
The constant value of κeff employed in the statistics was, nevertheless, not the one
extracted from the model but the average of κeff after tκeff∼cte, since continuity was
no longer required. This empirical model obtained by least square regression is
plotted in Figures D.1 to D.16 in Appendix D, over the measured κeff/κ and, for
most cases, seems a fairly good approximation.
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Figure 5.6: κeff dependence with the scalar advection. This figure
presents the similarity between pairs of the constant κeff
reached, obtained as for Figure 5.4.
Meticulous observation of the different parameters obtained for the model ap-
proximating κeff, suggests that they are related with the velocity field that advects
the scalar and the patterns into which this scalar shapes. This can be simply ev-
idenced by noticing that the similarity in the constant of the second regime of
κeff between symmetric samples is commonly higher than the average. Figure
5.6 shows that the difference in κeff between symmetric realizations is, with some
clear exceptions, around or below 50% of the root mean square of the difference
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between any of these two realizations and the other samples.
Specifically, the statistics presented in Figures D.1 to D.16 in Appendix D sug-
gests a relation between κeff and the mean gradient square. At first glance, this
relation could seem obvious since 〈 |∇θ|2 〉 is employed to obtain κeff. Never-
theless, as it is presented, the kind of relation obtained is not a pure correlation
between the two functions, but a more subtle phenomenon related with the time,
tκeff∼cte, at which κeff effectively becomes a constant, and the value of that con-
stant. The relations observed are summarized in Figure 5.7.
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Figure 5.7: Relation between 〈 |∇θ|2 〉 and ∂ 〈 θ′2 〉 /∂t. Top left graph
presents the relation between the instant for maximum gradi-
ents and the time after which κeff is approximately constant,
according to the model employed. Top right graph presents
the relation between the maximum 〈 |∇θ|2 〉 and the constant
κeff reached for each configuration. Atypical values are iden-
tified by their blob number in the top graphs. Bottom left and
right graphs respectively present the cumulative distribution
function of the difference of time presented in left graph and
the 〈 |∇θ|2 〉 at the time for constant κeff normalized with its
respective maximum.
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The top left graph in Figure 5.7 presents the time at which κeff effectively be-
comes a constant, tκeff∼cte, against the time for maximum mean gradient square.
It is noteworthy that the two times exported are subjected to high levels of noise:
the mean gradient square often presents a large plateau and time deviations of
several hundred seconds in that gradient identified as the maximum may be the
result of background noise; equivalently, tκeff∼cte is obtained from an empirical
model that, sometimes, deviates from the real behaviour. Almost all the points
obtained for all the configurations and initial positions seem to tidily distribute
in a correlated pattern. The exceptions, identified as especially diverted from the
common behaviour, were marked with their respective initial position label to be
specifically analyzed. Detailed study of the highlight samples using the data in
Figures D.1 to D.16 in Appendix D evidences that, with the exception of the blobs
003 and 211 of the unsteady configuration 000◦-090◦ 200 s, the diversion from the
general trend is always effectively produced by a large plateau on the mean gradi-
ent square curve. This plateau is generated in the case of the quasi-steady forcing
by injecting the dye too close to a vortex centre, effectively reducing the effect of
the advection. No reason was found to explain why blobs 003 and 211 of the un-
steady configuration 000◦-090◦ 200 s are slightly diverted from the common trend,
but it is noteworthy that these two samples can be considered symmetric and
that their initial dispersion, measured by the inertia radius square, are among the
highest of the configuration. In addition to the samples, two regression curves
are plotted: the blue one, with slope 0.31, was obtained by considering all the
points and the red one, with slope 0.34, was obtained by removing the marked
samples. The correlation between these two variables, measured as their Pearson
coefficient, is around 0.52, and rises up to around 0.60 when the labelled points
are removed. In both cases, the variables can be considered strongly correlated.
The bottom graphs in Figure 5.7 aim to complete the information provided in
the top left graph. In this case two cumulative density functions are plotted, these
are: the difference between the times plotted in the previous graph (left) and the
ratio of the gradient at time tκeff∼cte with the maximum gradient. The curve pre-
senting the difference in the times for each case, shows that usually κeff becomes
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effectively constant before the mean gradient square reaches its maximum and
that the two events take place in each particular sample with a maximum delay
of around 200 s. Both readings could have been, less clearly, obtained from the top
left graph. What may seem more interesting is noticing, in the cumulative density
function of the mean gradient square ratio, that, even if the κeff usually becomes
constant before the gradient square reaches its maximum, this trend change is
produced when the scalar mean gradient square is relatively close to its maxi-
mum. In fact, at tκeff∼cte, around 80% of the samples have a mean gradient square
which is, at least, 70% of the sample maximum. Again, it is fair to stress the large
expected uncertainty of tκeff∼cte in some particular cases.
The top right graph in Figure 5.7 presents the relation observed between the
average of κeff after tκeff∼cte and the maximum 〈 |∇θ|2 〉 reached in each sample.
In this case, the points labeled in the top left figure have been maintained, so they
can be identified. It is interesting to see how those special points in the left graph,
are also isolated in this case. Nevertheless, the values presented in this graph are
both more reliables (κeff ∼ cte has been obtained as a mean over many points and
the maximum mean gradient square should not be specially affected by the noise,
even when it presents a long plateau) and the marked points have not been re-
moved in any statistic. In this case, unlike in the previous statistics, it seems that
the behaviour depends on whether the scalar is advected by a quasi-steady or an
unsteady flow. Quasi-steady flow samples spread along a broader range follow-
ing what seems to be a power law with an exponent around -0.88. The samples
extracted from the unsteady experiments are more compact and, although seem
to follow a similar trend to the one extracted from the data obtained with quasi-
steady flows, their κeff ∼ cte is on average slightly larger for the same maximum
mean gradient square.
To summarize the facts directly extracted from the graphs in Figures 5.7 and
5.6 and Figures D.1 to D.16 in Appendix D, κeff, which in a pure 2D diffusive sce-
nario should be a constant equal to the scalar diffusivity, starts having a very high
value (several thousands times the expected κ), and quickly decreases. Around
the time when 〈 |∇θ|2 〉 reaches a value close to the maximum for that realiza-
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tion, κeff stops decreasing and becomes nearly a constant, whose value seems to
depend on the maximum mean gradient square reached and, in most cases, varies
between 20 and 40 times κ. Although the decrease in κeff may seem obvious in
the range where 〈 |∇θ|2 〉 increases (since, by definition κeff is inversely propor-
tional to 〈 |∇θ|2 〉), there are, at least, two reasons why this relation is not straight
forward: firstly, for ideal 2D diffusive flows κeff should be a constant, regard-
less of the value of 〈 |∇θ|2 〉; and secondly, the increment of 〈 |∇θ|2 〉 is always
smaller than one order of magnitude, while the decrement on κeff is commonly
larger than two orders of magnitude, in fact, configurations with nearly constant
〈 |∇θ|2 〉 (such as blobs 063, 144 and 107 respectively in the quasi-steady configu-
ration 000◦, 015◦ and 090◦) still clearly display the two regimes in κeff. On the top
of that, it is remarkable that κeff reaches a constant (that is, 〈 |∇θ|2 〉 and ∂〈 θ
′2 〉
∂t be-
come proportional) which depends on the maximum mean gradient square, and
that the time at which it stops its nearly exponential decay is linked with the time
of the maximum mean gradient square.
To finish summarizing the results relevant for this discussion, Figure 5.8 presents
the average and standard deviation for all the samples at each time. The data pre-
sented starts right after the injection and finishes, in each case, when one of the
samples employed in the average leaves the recording area.
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Figure 5.8: Average of κe f f time variation. Averages and standard devi-
ations for the different samples grouped by configurations.
The graphs in Figure 5.8 present the average at each time step of κeff for the
three quasi-steady and the four unsteady configurations tested. The relation be-
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tween maximum 〈 |∇θ|2 〉 and the average of κeff after tκeff∼cte, presented in the
top left graph of Figure 5.7, can be corroborated for the sample average in quasi-
steady configurations comparing Figure 5.8 with the central graph of Figure 5.15
in page 237, but is not evidenced in the case of unsteady flows, whose sample
average mean gradient square is presented in Figure 5.29 in page 263.
An interesting fact that can be extracted from the right graph in Figure 5.8 is
that, even when κeff is supposed to have reached a constant value, it still moder-
ately depends on the flow. This conclusion can be derived by observing the low
frequency wave in the sample average of κeff in the configuration 000◦-090◦ 200 s,
after the second 300: the period of this wave is around the 200 s employed for the
body forcing, and κeff presents a higher value in the first half period (when the
velocity field is the generated by the magnets positioned at 000◦), and a lower
value in the second half period (magnets at 090◦), qualitatively matching the re-
lation between these two quasi-steady configurations in the left graph. This phe-
nomenon could be captured thanks to the high level of synchronization between
samples.
The average value of κeff (not plotted) in the nearly constant regime is similar
for steady and unsteady flows. The constant value reached is between 20 and
30 times larger than the expected diffusivity for the employed dye. This factor
is moderately larger than the one obtained for the diffusion of the largest scales
of a blob of dye released on the equally stratified but still brine. In that case, the
spectral variance decay measured was between 5 and 10 times the expected for
the employed scalar, as it can be observed in the upper right graph in Figure 4.8.
A possible reason explaining the phenomenology observed is that the initial
regime, the one with a nearly exponential decay of κeff, is produced by gravity
currents while the second constant regime comes from the variance decay pro-
duced by vertical velocity gradients. The deviations produced by these phenom-
ena with respect to the expected 2D transport equation were called, respectively εgc
in Chapter 4 and εu or εv in Chapter 2. If that was the case, increasing gradient
production would accelerate the gravitational spreading, reducing the vertical
thickness of the scalar faster. While the scalar vertical thickness is reduced, grav-
232 Chapter 5. Scalar Mixing under Quasi-Steady and Unsteady Forced Flow
ity currents lose strength until they are overcome by the dispersion produced by
vertical velocity gradients. The time at which this change takes place and the ver-
tical thickness of the scalar would depend on the intensity of the gradients. There-
fore, the correlation between time for the maximum mean gradient square and
tκeff∼cte would be a subproduct of this effect: larger gradient increments lead to
earlier both gradient maximum and switch between gravitational spreading and
vertical velocity gradients dispersion. These vertical velocity gradients would
disperse scalar faster the thicker is its vertical dimension, accounting in this way
for the inverse correlation between maximum mean gradient square (which re-
duces the scalar thickness as long as gravity currents are the main source of vari-
ance decay) and constant κeff. As it was estimated in Section 2.5, εu and εv are
only negligible when compared to diffusion for scalar strands smaller than 1 mm,
which is only true for a part of the whole scalar field. In addition, the variance
decay rate produced by εu and εv is also proportional, among others, to 〈 |∇θ|2 〉
and controlled by the particular 3D velocity field, which could explain the nearly
constant, but still slightly dependent on the flow configuration, κeff.
Independently on the exact phenomena behind the temporal evolution of κeff,
two conclusions can be drawn. First, the presented apparatus is not capturing the
2D transport equation of the scalar, since κeff is always considerably larger than the
expected κ and depends on the time and the velocity field. Second, the time de-
pendence seems to vanish after around 300 s in the vast majority of the cases,
remaining only the much weaker, but still relevant, dependence with the ve-
locity field. Noticing this and always taking it into account when reading the
corresponding statistics, the nearly constant relation reached in each sample be-
tween ∂〈 θ
′2 〉
∂t and 〈 |∇θ|2 〉, and the fact that this almost constant values are similar
between samples, makes it possible to qualitatively study some aspects of mix-
ing. Nevertheless, accurately obtaining quantitative data about, for instance the
Batchelor wavenumber or the associated spectrum, may lay beyond the possibil-
ities of the current experiments.
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5.1.4 Comparison Between Batchelor Length Scale and Pixel Size
Having measured an approximate value for the effective diffusivity of the scalars
and knowing some of the properties of the velocity fields described in Chapter
3, the question left open at the beginning of Chapter 1 regarding the ability of
the system to capture the smallest scalar structures can be further discussed. The
values of the averages of κeff presented in Figure 5.7, can be approximately lower
bounded by 20 times the expected diffusivity for Rh6G in water, that is, around
20 10−4 mm2s−1. It is important to realize that this observed diffusivity may not be
produced by an actual diffusive phenomenon, but by a three-dimensional error of
the 2D transport equation. Nevertheless, this value, which was actually measured,
has been employed for convenience, instead of trying to estimate the equivalent
error. The strain rates of the velocity fields employed to advect the scalars can be
upperbounded by 0.2 s−1, observing the values presented in Figure 3.4 in Chapter
3. These two parameters lead to a strip thickness determined by the Batchelor
length equal to ` ∼ √κ/λ ∼ 10−1 mm, that is, around half a pixel. This length
scale is the minimum expected for the experiments, since the minimum values
of κe f f and the maximum values of strain rate have been employed. In practice
however, since the regions with the largest straining rates are small compared
with the rest of the domain, it can be expected a slightly larger Batchelor length
scale, reasonably defined by the system resolution in most of the scalar field.
5.1.5 Initial Sudden Gradient Decay
Interestingly related with the aforementioned temporal evolution of κeff is the fact
that, only for about half of the samples, the mean gradient square curve suffers
a strong initial decay and posterior rise up to its absolute maximum. One of the
most representative cases of this effect is the blob 003 in the steady configuration
000◦, while in other cases, such as blobs 104 or 111 of the same configuration, the
mean gradient square does not stop increasing from the start up to its maximum.
The reason behind this behaviour seems to be a combination of the initial huge
value of κeff, supposedly produced by gravity currents, with high velocity field
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horizontal strain rates. In effect, the resultant mean gradient square minimum is
only observed in those samples in which the scalar passes through a high strain
area (presented in Figure B.5 in Appendix B) within its first 100 s. The scalar is,
therefore, strongly stretched, generating high gradients which accelerate gravita-
tional spreading and, in the subsequent low strain rate zone, the mean gradient
square suffers (together with the variance) a strong decrement.
5.2 Scalar Mixed by Quasi-Steady Forced Flow
This section reports relevant observations of mixing in free surface experiments
with steady forcing. The magnet configurations selected to force the brine ad-
vecting the scalar are 000◦, 015◦ and 090◦ which, as commented in Chapter 3,
respectively consist of four, five and three streamline sets orbiting around four
elliptic, four elliptic and one hyperbolic and three elliptic stagnation points. A
scheme of these topologies was depicted in Figure 3.3, and the velocity fields
employed were summarized in Figure 3.4.
The particularities of the samples taken with the quasi-steady velocity fields
under study are firstly presented and explained with the intention of providing a
clear picture of the patterns shaped by the scalar. The two characteristic features
commented are the possible sources of small unsteadiness found and, after a close
scrutiny of the literature, what it is believed to be the first experimental observa-
tion of the scalar spiral range. After the analysis of the results obtained for isolated
samples, all their statistics are merged to compare the mixing properties of each
velocity field. In this analysis, each velocity field is therefore assumed to be a
large scale iteration of the same flow advecting homogeneously distributed blobs
of dye. The statistics commented are the characteristic turn-over times for the
given scalar size (which are employed to select the frequencies of the unsteady ex-
periments), the variance, mean gradient square and inertia radius square. These
statistics are also compared with κeff in Figure 5.8.
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5.2.1 Quasi-steadiness
Despite of the low Re3D employed, around 7, flow instabilities produced un-
steadiness not noticed in the velocity fields but obvious in the advected scalar
patterns. This discrepancy could be expected even if the velocity field was the
same for both experiments since small perturbations where the streamlines are
closer, even of the order of the PIV accuracy, are amplified where the streamlines
diverge. These small perturbations remain in the scalar pattern and, being this a
temporal integration of the velocity field, grow with time.
Nevertheless, it is possible that the steadiness of the Q2D flow recorded dur-
ing PIV was larger than those produced for the LIF experiments. Stratification
employed in LIF but not in PIV could lead to ionic current heterogeneities. In
addition the particles accumulated on the brine top (at least 0.5 particles mm−2),
almost certainly interacted with each other, increasing the surface viscosity. Also,
as it has been presented, the scalar in LIF experiments is not fully passive and
some 3D instabilities could be associated with its advection.
Effort was made to reduce this unsteadiness: flows down to four times slower
than the one obtained for 24 mA were tested but did not produce any improve-
ment for equivalent times. A possible method to prevent this effect (relegated to
future works) is increasing the viscosity of the brine, maybe using sugar to pro-
duce a syrup as the employed in (Gouillart, Dauchot, Thiffeault, & Roux 2009).
This would involve new PIV and still fluid spreading characterizations.
In spite of this small instability, the final statistics, especially those computed
by the sample average to reproduce the large ideal homogeneous field, are not
expected to be strongly affected since most of the unsteadiness is confined to the
low velocity zones and only consists of small jumps between concentric orbits.
Although a mean gradient square and dispersion increments associated with this
unsteadiness are expected, in most cases they should be small compared with
the produced by an equivalent steady flow. Not having any other procedure to
estimate this error, comparing the results obtained here with those obtained using
truly steady flows is relegated to future work.
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5.2.2 The Spiral Range
The term spiral range was coined by Gilbert (Gilbert 1988) to refer to that wavenum-
ber range within which a power spectrum is smoothed by accumulations near a
flow singularity. In that work, Gilbert studied how high vorticity gradients could
arise by a winding-up process, leading to smoother power spectra than the ex-
pected for a collection of isolated vortices. To do it, he assumed that vorticity
effectively behaves as a passive scalar, and demonstrated that, when advected
by a vortex defined by φ˙ ∼ r−s, its power spectrum was smoothed in the range
of wavenumbers delimited by the maximum and minimum scales of the result-
ing filaments. For an initial circular patch of radius (R− e) at an initial distance
e from the vortex centre, the size of these filaments was demonstrated to be in-
versely proportional to the time passed since the beginning of the wrapping pro-
cess, and with a ratio around to (R/e)s−1.
The fractal properties of a scalar advected by such a vortex were also studied
in (Vassilicos & Hunt 1991), where the Kolmogorov capacity, D′K, of its interface
intersections with a line was related with the slope of the scalar power spectrum
within the spiral range as Γ(k) ∼ k−2+D′K . In addition, the Kolmogorov capacity of
the intersecting line, D′K, and the whole patch, DK, of an analytical spiral defined
by r(φ) = Cφ−α were obtained as D′K = 1/(α+ 1) and DK = max(1, 2/(α+ 1))
in the case of a large number of resolved turns or DK = 1+ 1/(α+ 1) for the case
of small number of resolved turns. Such a spiral would be generated by a vortex
with s = α−1. As a brief reminder of Section 1.3, the Kolmogorov capacity, DK,
of a set embedded in a dimension d, is related with the number of boxes, N(e),
of size ed required to cover it as N(e) = e−DK (Vassilicos & Hunt 1991). All these
results have been numerically tested in previous works.
To clarify the concepts and validate the algorithms subsequently applied, it
is briefly analyzed the spiral developed by a patch of radius 0.15 and centre 0.34
units away from a vortex with s = 3. Figure 5.9 presents in its three columns
the patch (whose edges were analytically obtained), half of the interface and the
scalar power spectrum, when the number of turns, n, is 2, 8, 32 and 128. The max-
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Figure 5.9: Spiral range on an analytical flow. Time evolution of scalar,
gradients and scalar spectrum of a patch advected by an an-
alytical vortex with angular velocity Ω = Ω0(r/L)−3. The
wavenumbers highlighted in the power spectra correspond
to the lengths presented in the pictures.
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imum and minimum distances between turns are presented in the patch and in-
terface pictures and the equivalent wavenumbers are marked in the scalar power
spectra.
As can be especially clearly noticed for n = 2 and n = 128, before the mini-
mum and after the maximum wavenumber corresponding to the maximum and
minimum distance between turns, the scalar power spectrum approximately fol-
lows a power law with exponent −2. This is because very small wavenumbers
only “see” a solid circular pattern while, for very large wavenumbers, the patch is
a smooth strip. The anomalous scalar power spectrum is located within the spiral
range, that is, those wavenumbers associated with the length scales larger than the
minimum and shorter than the maximum distance between turns. This is because
the “natural” decrease of the scalar spectrum produced by the energy reduction
that increasing wavenumbers typically suffer for smooth patterns, is curbed by
the fact that marginally higher wavenumbers can resolve a larger patch propor-
tion. In this case, according to the relations listed before, for s = 3 a scalar power
spectrum with exponent 1.25 is expected within the spiral range. This exponent
is only clear for n = 128. The evolution of the spiral range limits, presented in
the bottom right graph of Figure 5.10, becomes linear in both cases, after enough
number of turns are resolved.
Essentially the same phenomenology that increases the power law exponent
of the scalar spectrum within the spiral range, produces an anomalous Kolmogorov
capacity of any 1D line defining it, such as its central line or its interface. There-
fore, the spiral range can equally be observed from these two points of view, re-
spectively based on the wavenumber and physical space. As commented, the
Kolmogorov capacity of a shape can be obtained as a function of the number of
boxes of variable size required to cover it. In the case of a finite spiral, the anoma-
lous DK only stands in the range of box sizes which covers more than one strip
where these are closer, but still leaves spaces where the strips are further away. In
effect, box sizes smaller than the minimum distance between strips only “see” a
1D line and therefore is N(e) = e−1. Equally, for box sizes that leave no spaces be-
tween strips at all, the patch becomes a 2D region, and N(e) = e−2. Within these
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two limits, increments on box sizes, not only cover a longer line distance, but also
increase the mean number of layers covered by the same box. If the spiral is regu-
lar, the exponent DK in N(e) = e−DK stabilizes in the Kolmogorov capacity. This
box counting algorithm is exemplified and validated with the spiral produced by
the previously analyzed vortex and presented in Figure 5.10.
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Figure 5.10: Spiral range anomalous Kolmogorov capacity in an analiti-
cal vortex. Maximum and minimum box size for anomalous
DK at each n, DK at those ranges and time dependence of the
spiral range for the vortex defined by Ω = Ω0(r/L)−3.
The top six pictures in Figure 5.10 graphically present the minimum and max-
imum box size required for each n to, respectively, collapse the interior layers but
leave independent the exterior ones. For each case, the number of boxes required
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to cover the whole line, obtained as half of the interface, within the spiral range,
according to the theories previously presented, should be 1 for small number of
resolved turns and 1.5 for a large number of resolved turns. As it is shown in
the normal and compensated graphs, this exponent seems to properly adjust the
trend along about one order of magnitude.
After close scrutiny of the literature, no experimental evidence of the the spi-
ral range was found. This is a remarkable fact since the results deriving from its
existence, as commented, have been commonly employed in discussions about
vortical mixing and turbulent flows. Although the experiments performed dur-
ing this research were not specifically designed to obtain regular spirals, observa-
tion of the temporal evolution of individual samples revealed what is claimed to
be the first clear experimental qualitative evidence of the spiral range. Although
the asymmetry of the vortex advecting the scalar and the irregularities of the
spirals obtained hide some of the quantitative evidences of the spiral range pre-
sented for the analytical case, the reasonable agreement between the spiral range
limits observed in the physical and wavenumber space and their temporal evo-
lution evidence the fact that such links exist in nature, even for flows which are
not as regular as the employed in numerical and theoretical discussions. Further
investigations of the different relations between those parameters describing the
spirals, may be obtained with an experiment generating a spiral as symmetric as
the one obtained in (Meunier & Villermaux 2003).
Many of the samples recorded and processed with steady forcing evidence
a clear spiral range in both, the physical and the wavenumber space. The two
selected as representative are the blobs 190 and 018 of the configurations 000◦ and
090◦. For each case, in addition to the scalar experiment, a perfectly non-diffusive
interface, whose initial position matches each blob, has been numerically tracked
employing the corresponding velocity field, previously obtained by PIV. Also,
the central line of the spiral has been exported as that line that links the local
scalar maximums perpendicular to the scalar gradient at each point. Figures 5.11
and 5.12 present for each sample these three patterns and their respective power
spectra at times 125 s, 250 s, 375 s and 500 s.
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Figure 5.11: Spiral range developed by the quasi-steady configuration
000◦, with initial position 190. Time evolution of a scalar, its
maximum central line, an analytically tracked patch along
the experimentally acquired velocity field and their power
spectra. The wavenumbers highlighted in the power spectra
correspond to the lengths presented in the pictures.
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Figure 5.12: Spiral range developed by the quasi-steady configuration
090◦, with initial position 018. Time evolution of a scalar, its
maximum central line, an analytically tracked patch along
the experimentally acquired velocity field and their power
spectra. The wavenumbers highlighted in the power spectra
correspond to the lengths presented in the pictures.
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In Figures 5.11 and 5.12 the respective spiral ranges have been presented in
both the physical and wavenumber space. The spiral ranges are also presented
against time in Figure 5.13 right, where their linear character is highlighted. As a
validation of the code employed to numerically track the interfaces of the nondif-
fusive patch in these particular cases, Figure 5.13 presents their total area incre-
ment, which is smaller than 5% in both cases for the 500 s considered. The small
area increment may be produced by the light divergence of the measured velocity
fields reported in Chapter 3. Figure 5.13 also presents the long term linear trend
of the interface lengthening, as expected for advection in a steady flow.
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Figure 5.13: Spiral range statistics. Area and interface length time de-
pendence of the tracked patches and the evolution of the ob-
served limits of the spiral ranges.
The spiral range in the scalar spectra can be identified as a sudden energy
rise followed by a smoother decay before a sharp energy diminution. The phe-
nomenology in this case is similar to the analytical example with the exception
that wavenumbers larger than the associate maximum distance between spiral
layers can resolve the smoother structure of the scalar strips. This structure es-
sentially comes from the fact that the initial blob of dye is not a perfect plateau
with sharp edges but a smoother shape with lower intensity close its limits, which
is smoothened in time by the several 3D diffusive mechanism taking place in this
Q2D experiment. As a result, wavenumbers larger than the than the equivalent
maximum physical spiral scale do not “see” a sharp strip with an associated −2
power law, as in the numerical case, but a smoother shape, probably closer to a
2D Gaussian bell, with sharper energy decay which may not even be a power law.
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Therefore, after that wavenumber, the scalar spectrum suffers a sharp decay, dif-
fering from the power spectrum of its corresponding non-diffusive numerically
tracked sample.
What may be more interesting is the exact opposite process, that is, the ef-
fect that, with time, brings together the scalar spectra of the diffusive and non-
diffusive experiments. This phenomenon, which reminds closing a zip, can be
easily observed in the two cases presented, in which the two power spectra re-
main together until the spiral range, which, with time, moves to larger wavenum-
bers. This process is, when first observed, striking and counterintuitive since
what could be expected is that the diffusive processes, present in one case but
not in the other, separates the two spectra while the variances of the two cases
diverge. Although the basis for this behaviour is stated within the mathemat-
ical derivations of some theoretical works as (Gilbert 1988; Flohr & Vassilicos
1997), the observation and explanation of this process is claimed to be originally
reported in this document. To explain what is producing this effect, the phe-
nomenology of the non-diffusive case is explained first. For this situation, as
happened for the analytical case presented in Figure 5.9, the power spectrum be-
fore and after the spiral range presents a power law with exponent −2, which
is especially clear for the earliest and latest times in Figures 5.11 and 5.12. When
time goes by, there is an scalar energy transfer from small to larger wavenumbers,
as carefully detailed in (Khan & Vassilicos 2001). In a log-log plot, the spectrum
before and after the spiral range describes two parallel straight lines, with that
corresponding to the largest wavenumbers moving towards higher energy levels
with time, which is the way in which the total variance is conserved. When the
diffusivity of the scalar is finite, each one of the spiral strips diffuses and there-
fore the sharper than expected spectral variance decay can be observed. Never-
theless, for any wavenumber smaller than the equivalent maximum physical spi-
ral scale, the spiral homogenizes the scalar energy, uniformly bringing together
many nearly Gaussian layers, whose combination essentially becomes a plateau
with a −2 spectrum power law under a large scale filter. Therefore, diffusion al-
most does not affect this spectrum range, which increases with time, since it is
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counteracted by the flow strain, holding the energy at low wavenumbers at the
level of the non-diffusive case, at the expense of the variance at high wavenum-
bers, whose decay becomes sharper with time. This process is expected to keep
merging the diffusive and nondiffusive spectra until TD ∼ Pe1/3, which is the end
of the spiral time range (Flohr & Vassilicos 1997). When this limit (not observed in
the current experiment) is reached, the internal structures have completely dif-
fused, the vortex streamlines are essentially parallel to the patch edges and the
velocity field becomes innocuous to the scalar. For later times, diffusive and non-
diffusive spectra start separating as they would in a pure diffusive scenario.
The local maxima central line (obtained joining the local scalar maxima in
the direction perpendicular to the gradient) defining each spiral, has a different
behaviour than the traditional diffusive scalar. If this central line was defined as
an increasing length line with constant intensity, its variance would constantly
increase since at each time all the wavenumbers smaller than the lower limit of
the spiral range would contain more energy. To avoid this problem, it is defined
as having a constant average. This is equivalent to be homogeneously diffusing
in its longitudinal direction, always keeping the thinnest possible width. As can
be noticed, its power spectrum presents the same behaviour than the other two
curves before the spiral range lower limit, followed by the expected constant value
that a 1D line presents in a 2D spectrum. The sources of variance decay in this
case, are that wavenumbers shorter than the increasing spiral range lower limit
only see a 2D patch and, to lesser extent, that the higher wavenumbers are excited
by a less energetic 1D line, which is, nevertheless larger.
The three power spectra reported, therefore, match up to the spiral range lower
limit, which marks that low-pass filter under which the three shapes would be
indistinguishable. After this limit, the non-diffusive patch rearranges to maintain
its variance constant. The difference in the variance decay mechanism between
the other two cases is that, while the diffusive scalar essentially loses its energy
by separating from the non-diffusive patch after the spiral range lower limit, the
energy lost of the constant average central line mainly comes from approaching
the non-diffusive case before the same wavenumber.
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To close the discussion about the spiral range, a box counting algorithm is ap-
plied over the local scalar maximum line defining each spiral at the different times
considered. The results are plotted in Figure 5.14.
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Figure 5.14: Anomalous DK in the spiral range. Minimum and maxi-
mum box sizes at 500 s for anomalous DK and DK for the
patch maximum lines presented in Figures 5.11 and 5.12.
The first two columns in Figure 5.14 present the minimum and maximum box
sizes considered for the latest time. These are selected so as to ensure that some
layers are merged for the minimum but not all of them for the maximum box size.
The range along which the anomalous Kolmogorov capacity is expected here is
smaller than for the analytical example. In that case, the ratio between maxi-
mum and minimum size was around 16 while in these cases are around 7 and
5. Therefore, a less clear anomalous DK is present: while, in the blob 190 of con-
figuration 000◦ a brief power law is distinguishable between the 1D −1 and the
2D −2, the box counting algorithm provides no evidence of a spiral structure for
the blob 018 of configuration 090◦. It is nevertheless noteworthy that the ranges
approximately match those highlighted in Figures 5.11 and 5.12.
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5.2.3 Configuration Characterization and Comparison
After the phenomena found in the particular samples has been reported, to con-
clude with the study of the scalar evolving under quasi-steady advection, the
statistical properties of all the samples together are provided. These properties
are related with the ideal large scale flow, built from synchronized repetitions of
the velocity fields under study, advecting a homogeneous scalar distribution.
The first statistics provided are the temporal evolution of the variance, the
mean gradient square and the scalar dispersion, measured as the inertia radius
squared. The average and standard deviation of these quantities for each one of
the configurations tried, are presented in Figure 5.15. Although each realization
is always performed during 1000 s, the statistics are stopped when one of the
samples leaves the recording domain, a square of 440 mm side.
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Figure 5.15: Average behavior for quasi-steady configurations. Top
graphs present the normalized variance in lin-log and log-
log axes. Bottom graphs show the mean gradient square and
inertia radius squared.
The most obvious difference between the three cases is the total time during
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which, for each configuration, all the samples remain inside the camera record-
ing area. As can be noticed, the 090◦ configuration, maintains all the dye inside
the recording domain for almost twice as much time as the other two cases. This
could be expected under the light of the velocity field characterization performed
in Chapter 3, specifically in Figure 3.6, where the flow across the PIV boundaries
is plotted for different angles and intensities. All the configurations with a cen-
tral hyperbolic stagnation point expel more fluid outside the recording area than
those only consisting of elliptic stagnation points. This difference is higher for
large Re3D, but remains when forcing with small ionic currents.
The maximum time that all the samples remain inside the recording domain
does not seem to be clearly related with R2Izz, as could be expected. The compar-
ison of such statistic reveals that there is only a minor hierarchy in the average
dispersion between the three configurations. Although the large standard devia-
tion of the configuration 000◦ could be associated with its early escape from the
recording area, the light differences between the dispersion statistics of the con-
figurations 015◦ and 090◦ cannot account for the much earlier scalar lost in the
case of 015◦. The reason behind the large standard deviation in R2Izz for the 000
◦
configuration is that it mainly presents two behaviours reasonably differentiated
depending on whether the scalar is injected over any of the hyperbolic stagnation
point streamlines. Each one of these two behaviours accounts, approximately, for
half of the total number of cases. If a blob of dye initially touches one of those
streamlines, the scalar quickly reaches a low velocity area, and keeps increasing
R2Izz for the whole realization almost without turning into itself. If it does not, it
commonly becomes very convoluted, forming a spiral as in Figure 5.11 without
almost increasing R2Izz. The other two magnet configurations investigated, even
with a less symmetric flow and probably a larger range of scales, almost always
show a fair proportion of scalar convoluted around one of the two kinds of vortex
present.
Probably what is most interesting about Figure 5.15 is the evolution of the
gradients square average and its relation with the variance decay. In general the
mean gradient square of a diffusive scalar advected by a flow is the result of a bal-
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ance between gradient production and destruction. As explained for instance in
(Wonhas & Vassilicos 2002), the production of scalar gradients is directly related
with the integral of strain that they suffer. The destruction of scalar gradients has
been postulated in Chapter 1 to be related not only with the scalar variance de-
cay but also with the scalar dispersion. This is because the gradient production
of a more disperse scalar should be expected on average to saturate for lower
variances, once more, as a result of the negative effect of folding.
The average ability to engender scalar gradients of the velocity fields gen-
erated by the different configurations is clearly different: 000◦ is the configura-
tions which, by far, less gradient concentration produces; 015◦, on average, is
the configuration which, initially, generates scalar gradients at the highest ratio;
and 090◦ only produces scalar gradients slightly slower than 015◦ and saturates
at higher levels. All these relations between the mean gradient square curves
of the three configurations could have been anticipated in view of Figure 3.4 in
Chapter 3, where the velocity, vorticity and strain fields of these configurations
are presented. As can be noticed there, the orbits in the configuration with 000◦
remain most of the time in very low straining areas, unlike in the other two cases.
This configuration, highly straining according to the central graph in Figure 3.7
in Chapter 3, has almost all its straining region concentrated in a small area in the
rig centre, and all the streamlines which pass through it either leave the record-
ing area or have very large periods. Configuration 015◦ also has most of its strain
concentrated in a small area in the rig centre, nevertheless, in this case the hyper-
bolic point streamlines have merged and their periods are much shorter. There-
fore, the scalar can be expected to pass through the high straining region more
frequently. The higher mean strain rate of configuration 015◦ compared to con-
figuration 090◦, and the fact that the scalar continuously passes through the high
straining area is what confers configuration 015◦ a larger initial gradient produc-
tion rate than configuration 090◦. Nevertheless, in the configuration 015◦, the
gradient production saturates with the small area described by the orbits passing
through the high straining region. Configuration 090◦ presents a larger straining
area and, therefore, saturation occurs later.
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The comparison between scalar gradients concentration and variance decay,
once more, evidences the existence of other diffusive phenomena in addition to
the 2D scalar diffusion. In effect, it is remarkable that the configuration with
lower gradient concentration is the one that produces higher variance decay. This
fact, nevertheless, is in agreement with the left graph in Figure 5.8, which presents
a κeff for the configuration 000◦ clearly larger than for the other two cases. Having
κeff and gradient concentrations of the same order, the variance decay of configu-
rations 015◦ and 090◦ are, as expected, similar.
As a final note with respect to Figure 5.15, the scalar variance decay trend pro-
duced by quasi-steady advection is commented. For the three cases, the variance
decay seems to follow a power law for around 400 s. This power law is especially
clear when comparing the several trends with a straight line in the log-log scale.
The decay of the three configurations is similar although the observed in 000◦,
with higher κe f f , is slightly larger. After around 500 s, the variance decay may
start a nearly exponential trend, maybe produced by the chaotic patterns arising
from the minor unsteadiness present. This unsteadiness, nevertheless, seems to
be negligible with respect to the linear stretching produced by the steady flows
for the first part of the experiment.
To conclude the discussion about the statistics of diffusive scalars advected by
the quasi-steady flows generated, the average turn-over time of the different con-
figurations is commented. To calculate this turn-over time, the minimum time for
each sample to produce a spiral of 5 layers was manually obtained. The turn-over
time in each case was then calculated as one quarter of the extracted value. The
results obtained are presented in Figure 5.16. The graphs in this figure present
the probability density function (right axis) and the cumulative density function
(left axis) of the turn-over times for the quasi-steady configurations studied. As
the other scalar statistics, the exact value of the turn-over time is not only depen-
dent on the velocity field, but also on the scalar initial positions: an increment of
the statistics presented would be expected for smaller initial blob sizes since the
difference between the maximum and minimum orbit period within one blob,
which is the parameter controlling the turn-over time, would be smaller. Nev-
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ertheless, for increasing blob sizes, the statistics converge when the minimum
angular velocity of each sample vanishes. Since the size of the blobs of dye em-
ployed is of the order of the flow length scale and, in many cases, these blobs are
crossed by a streamline joining two different hyperbolic stagnation points (tak-
ing into account those attached to the rig wall) with very large periods, a large
reduction of the data presented is not expected for increasing blob sizes. This is
important because the main objective of this study is establishing the periods of
the unsteady forcing experiments where, after a few cycles, the scalar is expected
to cover a large region of the domain.
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Figure 5.16: Turn-over time c.d.f. and p.d.f. in QSTD configurations.
Turn-over time c.d.f. (left axis) and p.d.f (right axis) for the
QSTD configurations 000◦, 015◦ and 090◦.
As can be noticed, the resolution of each graph varies with the number of
samples taken. In the case of 000◦, the original and a filtered number of samples
have been provided to show that the results do not change dramatically.
In the case of 000◦, the velocity field, as presented in Chapter 3, consists of the
same simple vortex twice reflected by the double symmetry. As a result, only one
real scale is expected and, accordingly, the probability density function smoothly
spreads around the same value, which, seems to be close to 50 s. In the other two
cases, nevertheless, there are vortices with two different scales, and this should
be noticed in their respective probability density functions. The two turn-over
time averages for each one of the other two configurations seem to be around 30 s
and 60 s in the case of 015◦ and around 55 s and 80 s for 090◦.
The three periods to be used for the unsteady forcing experiments were se-
252 Chapter 5. Scalar Mixing under Quasi-Steady and Unsteady Forced Flow
lected in such a way that the smallest semi-period was smaller than or around
the minimum turn-over time, the largest semi-period was larger than or about
the maximum turn-over time and that each period is twice the previous one. The
conditions were imposed on the semi-periods since this is the real time that each
unsteady cycle remains in the same steady configuration. With these require-
ments, the values selected were 50 s, 100 s and 200 s. The respective semi-periods
are also presented in Figure 5.16.
5.3 Scalar Mixed by Unsteady Forced Flow
This section is concerned with the advection of the diffusive scalar by the un-
steady flows described in Chapter 3. The flows employed are defined by a peri-
odic iteration between two steady body forcing. The two pairs of steady config-
urations selected were 000◦-090◦ with periods 50 s, 100 s and 200 s and 015◦-345◦
with a period of 100 s. These combinations were chosen in order to study the sen-
sitivity of the mixing properties of such a kind of unsteady flows with the forcing
period and the velocity field topologies employed during the steady parts.
The velocity field obtained by iterating between configurations 000◦-090◦ re-
minds one of the tendril-whorl flow, which is a classical mapping employed in
the study of mixing and whose properties were carefully analyzed in (Khakhar,
Rising, & Ottino 1986). This mapping consists of a periodic switch between
the steady flows generated by two concentric hyperbolic and elliptic stagnation
points. The parameters under study in such work were the amount of stretching
and rotation performed in each cycle. As equivalence with the analogous flow
generated here, these two parameters are related with the cycles period. The
qualitative results obtained showed that mixing mainly takes part in a chaotic re-
gion around the map centre, whose size increases with the amount of stretching
and rotation (or equivalently, with the period duration). The fluid outside this
central region continuously enters into it and leaves it through conduits situated
around the stable and unstable manifolds of the internal periodic points. The
main differences between that analytical mapping and the flow generated here
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are the two secondary vortices in the steady configuration 090◦, the transient be-
tween the two steady configurations and the closed character of the experimental
flow.
The unsteady configuration oscillating between the steady forcing generated
by magnet angles 015◦ and 345◦, was selected in order to study how the high
strain rates that, on average, these flows produce on the scalar, could increase the
mixing performances of the unsteady flows. Actually, as was shown in Figure
5.15, the mean gradient square production rate of the quasi-steady configuration
015◦ is, on average, the highest until its saturation, which occurs around 200 s
after the dye injection. An unsteady configuration oscillating between two sym-
metric flows with such topology and with a period smaller than the saturation
time, could be expected to provide faster mixing than other configurations rely-
ing on less straining steady flows.
A careful study of the literature has not revealed any previous work attempt-
ing to experimentally study mixing using oscillatory body forcing topologies,
hence this is claimed to be an original contribution of this research. As com-
mented in Chapter 1, the benefits of this kind of forcing over oscillatory current
intensity, widely employed in literature (Rothstein, Henry, & Gollub 1999; Jul-
lien, Castiglione, & Tabeling 2000; Voth, Haller, & Gollub 2002; Jullien 2003; Voth,
Saint, Dobler, & Gollub 2003), is that it does not rely on inertia to produce chaotic
advection, and therefore space filling scalar patterns, with excellent mixing prop-
erties, can be obtained with reversible flows.
This section is divided in two parts. In the first part the chaotic characteristics
of the unsteady flows are studied through the analysis of the advection that they
produce in both a real scalar and virtual particles numerically tracked. In this first
part, the existence of a strange eigenmode as introduced by Pierrehumbert in (Pier-
rehumbert 1994) is evidenced with original arguments. In the second part, the
mixing statistic obtained though the LIF experiment are presented, commented
and related with the rest of the data previously discussed.
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5.3.1 Evidence of a Strange Eigenmode
After the introduction of the concept of the strange eigenmode, several theoreti-
cal, numerical and experimental works have evidenced its presence in different
chaotic mixers. The theory of the strange eigenmode postulates that, in chaotic
flows, the scalar rearranges in time-invariant patterns (at least in some statisti-
cal sense) and, when its thinnest filaments reach a width determined by the flow
stretching rate and the scalar diffusion, the variance decay becomes exponential
and independent of the scalar diffusivity (Pierrehumbert 1994). As explained and
exemplified in (Fereday, Haynes, Wonhas, & Vassilicos 2002) with the help of an
incompressible, diffusive and inhomogeneous “baker map”, this strange eigen-
mode may be associated with the slowest eigenmode of the advection-diffusion
operator (excluding the constant average). In their example, Fereday et. al.
showed that, if inhomogeneous, the matrix mapping the scalar Fourier infinite
components at time t into time t + T presents eigenvectors whose eigenvalues
are, if diffusive, all smaller than 1. For long times, the scalar Fourier field becomes
parallel to that eigenvector with largest eigenvalue. This alignment, which is also
revealed in the physical space by a recurrent pattern, makes the variance at time
t + T proportional to the variance at time t with a proportionality constant equal
to that larger eigenvalue, leading to an exponential variance decay.
In direct reference with the original concept coined by Pierrehumbert, exper-
imentally, the strange eigenmode has been evidenced by showing how scalar pat-
terns become recurrent with time, either in close (Rothstein, Henry, & Gollub
1999; Voth, Saint, Dobler, & Gollub 2003) or open (Gouillart, Dauchot, Thiffeault,
& Roux 2009) chaotic flows. The example discussed in (Fereday, Haynes, Won-
has, & Vassilicos 2002), nevertheless, implies a stronger convergence since the
eigenvector which shapes the scalar is exclusively characteristic of the velocity
field and, therefore, different initial conditions should tend to the same pattern
(excluding the trivial improbable case of being perfectly perpendicular to it). To
evidence such a convergence, a high level of synchronization between the dif-
ferent samples with initial conditions is required since the comparisons between
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scalar patterns have to be performed at the same phase. An experiment evidenc-
ing the convergence of different scalar initial conditions and, therefore, the inde-
pendence of the strange eigenmode from this initial condition has not been found
in the literature and is claimed to be an original contribution of this work.
The strange eigemode of the advection-diffusion operator is first evidenced by
showing how the scalar contains recurring temporal patterns; and second by
showing that such patterns are independent of the scalar initial condition. These
two symptoms are attributed to an eigenvector of the advection-diffusion opera-
tor which makes any initial scalar distribution to gradually align with it.
5.3.1.1 Topological Classification of the Configurations
Careful observation of the patterns into which the unsteady flows shape the scalar
reveals the similitude of the analyzed systems with a highly inhomogeneous
baker map. This large inhomogeneity comes from the fact that most of the mixing
takes part in the rig centre, while the external region only slowly stretches so as
to reenter in that central zone at a very slow rate. In the central area, all of the
unsteady configurations tested recursively stretch and fold the scalar strips expo-
nentially accumulating layers, generating what may be considered a space filling
structure. Towards and from this chaotic region, each time less concentrated and
more numerous filaments of dye enter and leave. This circulation takes place
through conduits similar to those described in (Khakhar, Rising, & Ottino 1986)
for the case of the tendril-whorl map. An idea of the general behaviour of the
different flows can be extracted from Figure 5.17, which has been obtained by
virtually tracking 128x128 particles covering the whole 600x600 mm2 rig during
one forcing period. In this figure, the paths integrating the one period Poincare´
maps have been plotted over pictures presenting the average increment during
one period of the distance between one virtual particle and its eight adjoining
neighbours, normalized with the total distance travelled by that particle.
The two blue squares in Figures 5.17 demarcate the camera viewing area and
the limits of the PIV mesh considered, where the velocity field is extracted di-
rectly from the flow. Outside this PIV area, the velocity field has been obtained
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Figure 5.17: Poincare´ paths and relative particles dispersion. Poincare´
map paths plotted over the increment on the average dis-
tance between one particle and its eight neighbours during
one period (normalized with the total distance travelled by
the particle). Color map ranging from 0 to 1.
by solving the biharmonic equation over the stream function, imposing imperme-
able and non-slipping conditions in the rig boundary, and the measured velocity
field in the PIV boundary. This procedure was only performed in order to close
the velocity fields and avoid problems during the postprocessing, and no require-
ments were imposed over its fidelity to reproduce the real flow.
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In spite of the errors expected, the lines, or paths, integrating the Poincare´
maps presented in Figure 5.17, provide a qualitative idea of the long term flow
motion away from the chaotic region. It has been verified that the velocity ob-
tained by PIV in areas far from the region directly forced, is severely reduced due
to the interference with the flow produced by the strong interaction between par-
ticles. That is why should be expected a considerable difference with respect to
the exact geometry of the real flow. The results presented using the velocity fields,
especially in the slowest areas, can therefore only be qualitatively compared with
those of the scalar.
The maps below the paths in Figure 5.17 are, to some extent, qualitatively
similar to those presenting the finite time Lyapunov exponents. Because an exact
quantification of chaos was not required, for the sake of simplicity, a definition
based on an average increment of distance between initially close particles was
adopted to evaluate the strain rate that a fluid element suffers along one period,
avoiding the computationally expensive periodic normalizations required to ob-
tain the finite time Lyapunov exponents.
As can be noticed, the central part of the flow seems to present a chaotic be-
haviour where particles travel long distances, quickly moving away from their
neighbours. This central chaotic part seems to increase its size with the flow
period. In the four cases, the fluid leaves and reenters into the chaotic region
through four conduits situated at its both sides, similar to those described in
(Khakhar, Rising, & Ottino 1986). In addition, there seems to be a mixing barrier
in the outermost zone of the rig, delimited by a recirculating flow which never
enters into the chaotic region. This mixing barrier appears to come closer to the
chaotic central region for larger forcing periods, therefore reducing the area for
mixing. Finally, in the four cases there seems to be a permanent vortex in the
upper left corner, maybe generated by a fault in the rig design.
As has been shown, a fair part of the rig seems to present long term chaotic
behaviour since, although all the stretching and folding is produced in a small
region in the rig centre, called from now mixing area, this is continuously fed
with clean and dyed fluid coming from the outer region, called hereafter stretch-
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ing area, towards which a more homogeneous mixture is expelled. Therefore, in
the long term, it can be expected that any fluid element which periodically passes
through the rig centre presents a finite Lyapunov exponent which implies a long
term exponential separation from another infinitely close fluid element. As has
been highlighted above, this is equivalent to a highly inhomogeneous baker map,
whose major region only suffers a small stretching while all the stretch and fold is
confined to a smaller part, still being fully chaotic. For time scales much smaller
than the recirculation period in the straining region, the map, nevertheless, be-
haves as an open baker map, as that presented in (Gouillart, Dauchot, Thiffeault,
& Roux 2009). If evidence of a strange eigenmode is searched within these time
scales, this central region has to be identified, since the rate at which the external
part changes its shape is much slower than one period and would only increase
any spatial correlation, regardless of the existence of high frequency recurrent
patterns.
To distinguish between the two, mixing and straining, regions belonging to
the chaotic part (the outermost region of the flows, separated from the centre by
mixing barriers, is not considered and, in principle, the dye should never reach
it and it should not present any chaotic behaviour), qualitatively presented in
Figure 5.17, use has been made of the correlations performed on the patterns ob-
tained in the scalar experiments. Instead of measuring the correlations in the
whole rig, the viewing area has been divided in 16 concentric hoops of 13.75 mm
(64 pix) of thickness and, for each sample and for the average of them all, the
scalar correlations (Pearson coefficient, Equation 2.38) between hoops one pe-
riod, CT, and half a period, CT/2, apart have been obtained. These hoops are
expected to be embedded in either the mixing area, the straining area or both of
them. To evaluate the rate at which the different scales of the flow converge, the
correlations have been also performed after consecutive merging of four picture
divisions, starting with the original pixels. The results of this correlations are
summarized in Figures D.17 to D.24 in Appendix D.
The observation of the graphs presented in Figures D.17 to D.24 in Appendix
D, evidences some facts that can be employed to define the two regions with dif-
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ferent behaviours inside the chaotic part. Firstly, it is noticeable how in hoops
with a small radius, the correlation between pictures one period apart, CT, regu-
larly grows from a very small value, reaching a plateau after a few periods while
the correlations between pictures half a period apart, CT/2, constantly remain
around 0. For increasing hoop radii, CT stands at lower values for longer, and it
takes more periods to reach its higher plateau. Also, CT/2 starts departing from 0,
moving closer to CT. After a critical hoop radius, CT and CT/2 present a minimum
peak after which they increase approximately together, CT/2 being slightly larger
than CT. Although the curves are slightly different, these stages are qualitatively
similar in the case of the correlation of the samples average and the average of
the samples correlations.
The phenomenology behind the relations between CT and CT/2 is given now.
Within a few cycles from the scalar injection, at least a small part of the dye gets
trapped into and is spread all over the central mixing region. Those hoops com-
pletely covered by this mixing area quickly reach a one period correlation factor
close to their maximum, while their half a period correlation factor shows a ran-
dom 0. After a few cycles, the central mixing area starts pumping a dye mixture
into the stretching area, which slowly covers a larger region with time. Any hoop
which is entirely embedded in this stretching area should present no correlation
before the dye reaches it; a large CT/2, slightly larger than CT, when the dye has
completely covered an angular section of it; and a very small correlation while
the dye is increasing its radial portion, since this portion strongly varies from one
cycle to the next one. The unexpected large correlation observed before the mini-
mum in these cases probably comes from a correlated noise produced by a digital
interference with the brighter central areas recorded. The irrelevance of this noise
is evidenced by the sharp decay observed in the correlation as soon as the dye en-
ters into the hoop. Finally, in those hoops which are partly covered by both the
mixing and the stretching areas, such an obvious minimum is not present and the
difference between CT and CT/2 is smaller the higher the portion of the stretching
area is with respect to the mixing area.
The relations between CT and CT/2 in the mixing and stretching area, are em-
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ployed to, roughly, find the regions fully covered by one or the other. To do it,
results extracted from Figures D.17 to D.24 are plotted in Figure 5.18.
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Figure 5.18: Characterization of mixing and stretching areas. Left graph
presents hoop radii against time for their minimum CT of
the pictures average. Central and left graphs show the time
average of the difference between CT and CT/2 at different
hoops, using the correlation of the sample average and the
average of the sample correlations.
To plot the first graph in Figure 5.18 the time for the minimum correlation of
the mean picture at each hoop has been extracted and plotted against the hoop
radii. The correlation of the average of the pictures has been employed because
the minimum is sharper and easier to identify. The position of the minima for
each unsteady configuration seems to approximately follow a linear trend. The
intersection of the regression lines with time 0 provides an estimation of the mini-
mum radius of the area which is fully covered by the stretching region. Although
the time at each hoop is not the same than for the case of the average of the cor-
relations, the final result should be similar. The second and third graphs respec-
tively present the difference between CT and CT/2 for the correlation of the mean
picture and the mean correlation of the samples. In this case, the minimum ra-
dius of that area which is fully covered by the stretching region can be estimated
as the first negative value. Although not equal, the results obtained through the
two methods presented are similar. In the second and third graphs, the radius of
the larger hoop fully covered by the mixing area can be estimated as that distance
after which the curves start a sharp decay.
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Figure 5.19: Strange eigenmode visualization I. Snapshots, one period
apart, of one sample and the average of samples, for config-
urations 000◦-090◦ 050s and 000◦-090◦ 100s. Circles delimit
mixing area. Color map ranging from 0 to each maximum.
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Figure 5.20: Strange eigenmode visualization II. Snapshots, one period
apart, of one sample and the average of samples, for config-
urations 000◦-090◦ 200s and 015◦-345◦ 100s. Circles delimit
mixing area. Color map ranging from 0 to each maximum.
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The results obtained from Figure 5.18 can be contrasted with the pictures pre-
sented in Figures 5.19 and 5.20. In this figures, for each one of the four unsteady
configurations, the pictures of one random sample and the average of all the sam-
ples are shown at their initial position and the five first multiples of each forcing
period. In addition, in each picture, the radii obtained in Figure 5.18 for each
configuration are also sketched.
As mention earlier, the scalar is expected to spread all over the central mix-
ing area approximately a period after it enters into this region. This can take a
number of forcing cycles depending on the initial position of the blob of dye. Af-
ter the scalar has covered the mixing area, it is gradually expelled to and sucked
from the stretching area. Observation of the pictures presented shows that, in
any case, the scalar patterns can be reasonably idealized by an ellipse that grows
with time. The regions covered by these ellipses one period after injection can
therefore be approximately considered the mixing area, while the stretching area
remains outside. Hence, the minimum and maximum radii of the ellipses after
one period should approximately match with the minimum and maximum radii
obtained through Figure 5.18. Visual comparison between these radii in Figures
5.19 and 5.20 reveals a reasonable similitude.
Figures 5.19 and 5.20 present a preliminary visual evidence of the scalar field
convergence for the same configuration at times one period apart and for differ-
ent configurations at the same time. A smaller region of the recording area has
been selected to present the scalar convergence of the smallest scales. This region
is defined by a square with its bottom left vertex in the rig centre and with a side
equal to the largest limit of the mixing area (largest circumference in Figures 5.19
and 5.20). The scalar field for random samples at different times are presented in
these regions for the four configurations in Figures 5.21 to 5.24. In these figures it
can be clearly appreciated how the general scalar patterns are kept constant while
consisting of an increasing number of attenuated scalar layers with the number
of cycles. Even for their smallest scales, which are not arbitrary but delimited by
the Bathelor length, the scalar fields converge to a common pattern which seems
to be independent on the scalar initial condition.
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Figure 5.21: Pattern convergence in small scales for configuration
000◦-090◦ 050s. Comparison between three random blobs at
different times. The regions considered are squares with one
vertex in the rig centre and with side equal to the larger ra-
dius delimiting the mixing area. The color-map ranges in
each region from 0 to its maximum.
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Figure 5.22: Pattern convergence in small scales for configuration
000◦-090◦ 100s. Comparison between three random blobs at
different times. The regions considered are squares with one
vertex in the rig centre and with side equal to the larger ra-
dius delimiting the mixing area. The color-map ranges in
each region from 0 to its maximum.
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Figure 5.23: Pattern convergence in small scales for configuration
000◦-090◦ 200s. Comparison between three random blobs at
different times. The regions considered are squares with one
vertex in the rig centre and with side equal to the larger ra-
dius delimiting the mixing area. The color-map ranges in
each region from 0 to its maximum.
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Figure 5.24: Pattern convergence in small scales for configuration
015◦-345◦ 100s. Comparison between three random blobs at
different times. The regions considered are squares with one
vertex in the rig centre and with side equal to the larger ra-
dius delimiting the mixing area. The color-map ranges in
each region from 0 to its maximum.
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5.3.1.2 Temporal Correlations
After finding that region where the strange eigenmode is expected to be observable
at short time scales, the temporal convergence of the scalar pattern is analyzed.
This temporal convergence of a scalar advected by an unsteady periodic velocity
field has already been evidenced. However it is believed that it has not been
evidenced before for an electromagnetically driven flow with unsteady forcing
geometry.
The first indication of the existence of the strange eigenmode in the current ex-
periment can be observed in Figures 5.19 to 5.24, where the scalar pattern within
the mentioned above mixing area consecutively repeats itself one period after the
other for any configuration and any initial position at large and small scales. A
quantitative measure of this convergence in time is presented in Figure 5.25. The
graphs in this figure show the average of the correlations of the samples, Ci, and
the correlation of the average of the samples, Ci, between pictures one period
apart within that disc fully covered by the mixing area. The results are presented
after applying several image filtering performed by consecutively merging four
picture divisions into one, starting from the pixel size, as described above.
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Figure 5.25: Scalar correlation between one period apart mixing areas.
The graphs present the scalar correlation of the mean pic-
tures and the average of the scalar correlations for each sam-
ple between mixing areas separated one period apart in time,
for different configurations and scales.
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The one period correlation for each sample, employed to obtain the averages
in Figure 5.25, is presented in Figures D.9 to D.16 in Appendix D. Also, for each
configuration, the average over 200 s of each correlation has been obtained and
plotted against the filtering scale employed in each case. The results are presented
in Figure 5.26.
As can be observed, for any configuration and any image filtering size, the
average of the correlations of the samples, Ci, and the correlation of the average of
the samples, Ci, gradually increases from a value very close to 0, which indicates
that the initial pattern is not correlated in time. In the case of forcing period
50 s, the correlations clearly reach a limit after around 700 s, 14 periods. For the
forcing configurations with periods 100 s and 200 s, only 10 and 5 cycles have
been respectively completed after the 1000 s recorded for the experiment, and the
upper limit is not as evident. In fact, it may be that such limit is not reached
in any of these cases. For a given amount of time, any of the correlation curves
seems to increase with the forcing frequency; nevertheless, for a given number of
cycles completed, the general trend of the correlations seems to increase with the
forcing period.
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Figure 5.26: Time interval average of scalar correlation between one pe-
riod apart mixing areas. The graphs present the average
along 200 s of the scalar correlation of the sample average
and the average of the scalar correlations for each sample
between mixing separated by one period.
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When the resolution of the images is reduced, the measured correlation be-
tween patterns one period apart gradually increases. The minimum resolution
presented is 32x32 image divisions, which is based on picture elements of size
around 13.8 mm (64 times the original pixels). This trend of the correlations with
the images resolution presents a clear lower limit for all the configurations, which
means that the real correlation between the concentration patterns is around the
minimum value obtained, and further pixel divisions would not appreciably change
the curves. The existence of this strong (above 0.5) minimum correlation for in-
finitely large resolutions, evidences that the scalar strips reach a minimum width,
as required for the Pierrehumbert strange eigenmode theory, since infinitely thin
strips would lead to much lower correlations. As previously discussed, the mini-
mum strip width seems to have been almost captured by the maximum resolution
of the camera since, as presented in Figure 5.26, the correlation for the smallest
scales appears to stabilize around 0.2 mm ∼ 1 pix.
It is remarkable that the highest correlation is obtained when considering the
correlation of the average of the samples instead of the average of the correlation
of isolated cases. The reduction of the system errors (which were approximated
in Chapter 2 by a normal distribution with an standard deviation around 5%
of the intensity in each pixel and delta correlated in time) by averaging over 30
samples can only account for a reducing factor of, around, 0.95. The high cor-
relation for the average of the samples could be attributed to small differences
in the velocity fields of the samples, which situate the scalar strips parallel to
each other in slightly different positions, effectively behaving as a diffusive ef-
fect. Although this explanation does not seem enough to justify the higher value
of the non-filtered Ci with respect to Ci for the smallest resolution, the averaging
produced by pixel merging does not maintain the scalar pattern whereas aver-
aging the small differences between pictures always concentrate the dye homo-
geneously distributed around some areas while leaving others empty. Finally,
another reason for the difference between Ci and Ci obtained could be that, al-
though the straining region has not been directly considered in the correlation,
the dye distribution in it has an indirect impact on the patterns sketched by the
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scalar inside the mixing area. This should be expected to reduce the correlations
for time scales smaller than the recirculation time of the straining region, which
is much larger than the time considered in the experiments performed. The effect
of the straining area heterogeneity on the differences observed in the scalar field
in the mixing area can be noticed in Figures 5.21 to 5.24. When all the samples
are averaged, as Figures 5.19 and 5.20 evidence, the scalar in the straining region
is more homogeneous, which leads to more correlated patterns inside the mixing
area. If that was the case, the plateau reached by the graphs in Figure 5.25 would
only be a first step, completed after the mixing area recirculation time, towards
the highest correlations to be reached after the time scale of the recirculation area.
To finish with the discussion about the correlation between pictures one pe-
riod apart, it is highlight the low sensitivity of this parameter on the velocity
fields employed and patterns depicted by the scalar. In effect, as it can be ob-
served in the central graphs of Figures 5.25 and 5.26, Ci and Ci practically coin-
cide for the configurations 000◦-090◦ and 015◦-345◦ for a period of 100 s in spite
of the completely different patterns sketched by the dye (as Figures 5.19 to 5.24
show) and of the different size of the mixing area considered. The dependence
between the velocity field and the rate of convergence of the concentration field
may be an interesting and original feature to study in future works.
5.3.1.3 Correlations Between Realizations
As commented, evidence of the strange eigenmode correlating scalar patterns sep-
arated one forcing period in time has been shown in different experiments in the
past. For electromagnetically driven flows, the chaotic advection was always ob-
tained by forcing forwards and backwards with the same geometry, and relying
on the irreversibility caused by the inertia. In the case presented here, the same
patterns were shown to periodically reappear, even when the forcing geometry is
completely morphed during one cycle, which may be even more surprising.
Now, original experimental evidence of the independence of the strange eigen-
mode on the scalar initial conditions is reported. The consequences of this subtlety
are important since it implies that, as in the model presented in (Fereday, Haynes,
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Wonhas, & Vassilicos 2002; Wonhas & Vassilicos 2002), the strange eigenmode ex-
clusively depends on the advective-diffusive operator and therefore any initial
condition is forgotten and does not affect the long term scalar behaviour.
To quantitatively evaluate the concentration field convergence for different
initial conditions, the average of all the samples at each time was correlated with
the scalar pattern produced by each one of the samples within those discs previ-
ously employed, fully covered by the mixing area. The results for each one of the
individual samples are presented in Figures D.9 to D.16 in Appendix D. The aver-
age among all the curves is presented in Figure 5.27, which also shows the results
obtained after several image filtering, performed as consecutive image division
merging, as explained before.
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Figure 5.27: Scalar correlation between samples and sample average in
mixing areas. The graphs present the average of the scalar
correlations of each sample with the scalar average of the
samples at a given time between mixing regions, for different
configurations and scales.
Although it can be argued that in the correlation of each sample with the mean
picture there is a trivial contribution of the share of that sample to the average,
the high number of samples employed, more than 30, reduces the contribution of
each pattern to around 0.03, which is much smaller than the correlations finally
found. The negligibility of this contribution is also evidenced by the low initial
values presented in Figure 5.27.
As has been done for the case of the one period correlations, the temporal
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average along 200 s of the average of the correlation between samples is presented
in Figure 5.28 against the minimum scale of the picture divisions.
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Figure 5.28: Time interval average of scalar correlation between sam-
ples and sample average in mixing areas. Temporal average
along 200 seconds of the average of the scalar correlations of
each sample with the mean scalar at a given time between
mixing areas, for different configurations.
The results presenting the convergence in the mixing area to the same pattern
by the different initial conditions are similar to those of the one period conver-
gence of isolated samples. In this case, the correlations for the maximum resolu-
tion are slightly larger for the four configurations and a smaller variation is ob-
served for the several filters applied. Like for the one period correlation, as shown
in Figure 5.28, the smallest scales of the patterns seem to be properly captured by
the acquisition system, as expected. The convergence to the same pattern for dif-
ferent initial conditions is also relatively insensitive to the exact geometry of the
velocity fields employed, as the central graphs in Figures 5.27 and 5.28 present.
For the correlation between samples, the full 1000 s are presented for any con-
figuration since the information one period forward is not required. For this
correlation between samples, the four configurations seem to reach their maxi-
mum plateau within the experiment time, around 600 s, 800 s and 1000 s after the
dye injection respectively for the forcing periods 50 s, 100 s and 200 s. Although
the samples convergence is delayed in time by increasing the forcing period, the
number of cycles required to reach the maximum correlation is reduced by leav-
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ing longer times between forcing switching. This reduction of the number of
cycles required for the scalar patterns to converge for shorter forcing frequencies
may have been evidenced by the convenient choice of the periods which, as pre-
sented in Section 5.2, were selected to be lower, around and larger than twice the
average turn-over time. The number of cycles before convergence has to neces-
sarily present a minimum, which should not be expected to be much lower than
the obtained 5. Therefore, twice the turn-over time of the steady configurations,
seems to be a good reference to scale the smallest forcing period that provides
convergence for the minimum number of cycles. It may be worth it to remind
here that what has been considered a plateau, may still contain a slow growing
dominated by the homogenization process of the stretching area.
5.3.2 Configuration Characterization and Comparison
After evidencing the existence of the strange eigenmode in the experiments forced
by unsteady magnetic configurations, some of their more relevant statistics for
mixing are presented. The quantities selected to characterize mixing in the differ-
ent cases are, as for the case of the quasi-steady flows, the scalar variance, mean
gradient square and inertia radius square. These statistics are presented for each
independent sample in Figures D.9 to D.16 in Appendix D. Figure 5.29 presents
the standard deviation and the average of the aforementioned statistics. These
correspond to those expected for the idealized large scale mixer composed by
iterations of the same velocity field, and mixing a homogeneous distribution of
blobs of dye. In Figure 5.29, the average and standard deviation of all the quasi-
steady cases together are also presented for comparison.
The first statistic commented is the temporal evolution of the mean inertia ra-
dius square. This quantity is a measure of the scalar spreading and, for turbulent
flows, is approximately related with the Richardson dispersion (Chatwin & Sul-
livan 1979). As presented, there is a clear hierarchy on the spreading produced
by the four different configurations. In the case of the configurations based on
the velocity fields generated by the angles 000◦ and 090◦, this hierarchy is coher-
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Figure 5.29: Average behavior for unsteady configurations. Top graphs
present the normalized variance in lin-log and log-log scales.
Bottom graphs show the mean gradient square and inertia
radius squared. Inset graph is the mean gradient square di-
vided by the variance.
ent with the maximum time that all the samples remain in the camera viewing
zone. The reduction of such time, observed in the configuration 015◦-345◦ 100s, is
probably due to the orientation that its external shape presents. In addition, this
hierarchy also seems to match with the size of the central chaotic region, qualita-
tively presented in Figure 5.17, which contains the mixing and stretching areas.
A larger inertia radius square trend seems to be related with a reduction of the
outermost recirculation area which, in theory, never mixes with the rest of the
flow, moving the mixing barriers closer to the rig limits and, therefore, reducing
the minimum variance limit which saturates the chaotic region.
Observation of the patterns developed by the scalar during the mixing process
by unsteady flows, some of them summarized in Figures 5.19 and 5.20, reveal
that, outside the mixing area, the scalar presents a solid structure of dye layers.
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A vertical cut of the mean pictures five periods after the dye injection, presented
in Figure 5.30, shows that, in average, the configurations based on magnet angles
000◦-090◦, present a nearly homogeneous distribution of dye in the stretching
area while the configuration switching between angles 015◦-345◦ leaves a larger
amount of dye in the patch external edges. These high concentration areas in
the patch edges, although according to the orbits presented in Figure 5.17 should
eventually enter into the mixing area, mix slower than the rest of the scalar.
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Figure 5.30: Mean scalar sections. Sections of the mean scalar 5 periods
after dye injection along the bottom left to top right diagonal
(for configurations 000◦-090◦) or the horizontal central line
(for configuration 015◦-345◦).
For nearly homogeneous distributions of dye, larger inertia radii imply larger
areas to be covered and, therefore, higher variance decays. As a result, as can be
confirmed by the top left graph in Figure 5.29, it is expected that those config-
urations with larger inertia radius square trends, present larger variance decays.
The heterogeneity coming from the high concentration edges in the configuration
015◦-345◦ 100s, makes its variance to decay similar to 000◦-090◦ 100s, even though
its inertia radius square is considerably larger.
The bottom left graphs in Figure 5.29 present the scalar mean gradient square
normalized with the initial variance (main) and with the variance (inset). As ob-
served, all the configurations suffer saturation in both graphs. This saturation
is linked with the exponential variance decay characteristic of a scalar chaotic
mixer under the effect of the strange eigenmode: exponential variance decay such
as 〈 θ′2 〉 ∼ e−ϕt involves a constant 〈 |∇θ|2 〉〈 θ′2 〉 ∼
ϕ
(2κ) . This constant value could
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be first unexpected in chaotic flows, where fluid elements infinitely close tend
separate to exponentially fast, which implies an exponential length increase of all
the material line sections, with the exception of those parts aligned perpendic-
ular to the local direction of the maximum dispersion. It is that local exception
to the exponential fluid lines lengthening what is used in (Antonsen, Fan, Ott,
& Garcia-Lopez 1996) to explain the saturation of 〈 |∇θ|
2 〉
〈 θ′2 〉 in the long-time statis-
tics, dominated by those parts of the scalar less affected by diffusion. A different
mechanism, based on global scalar interactions and founded in the strange eigen-
mode, is proposed in (Wonhas & Vassilicos 2002) to explain such a saturation.
The statistics presented in Figure 5.29 show that the maximum of 〈 |∇θ|
2 〉
〈 θ′2 〉 seems
to be coherent with the inertia radius square increment for the configurations
000◦-090◦, with similar internal patterns. Although arguably there are other phe-
nomena involved, and a global quantity as simple as the inertia radius square
can only provide a partial measure of folding in the sense introduced by Tabeling
in (Tabeling, Chabert, Dodge, Jullien, & Okkels 2004), the relation between scalar
dispersion and maximum 〈 |∇θ|
2 〉
〈 θ′2 〉 seems to be in agreement with the variance de-
cay attenuation produced by folding, as argued in Chapter 1. The saturation of
〈 |∇θ|2 〉
〈 θ′2 〉 takes place earlier for the configurations with higher frequencies because
these seem to stir quicker, producing faster fluid lines lengthening.
As soon as the dye is injected, the flow starts stirring and dispersing it. The un-
steadiness introduced by iterating between two steady velocity fields, increases
moderately the scalar dispersion and exponentially the stirring. As a result of
the large amount of scalar gradients generated, the scalar diffusion is strongly
enhanced, and the variance decay is accelerated if compared with the quasi-
steady configurations. A smaller variance necessarily involves lower gradients
but is irrelevant to 〈 |∇θ|
2 〉
〈 θ′2 〉 , since this quantity only depends on the scalar geom-
etry. Using this quantity in Equation 1.5, the variance should decay as 〈 θ′2 〉 =
exp(−2κ ∫ 〈 |∇θ|2 〉〈 θ′2 〉 dt). Independently, the chaotic flow initially produces an in-
crement in 〈 |∇θ|
2 〉
〈 θ′2 〉 which, as shown in 5.29, is faster for the configurations with
higher frequencies. As a result, the variance decays accordingly. As time passes,
the scalar strips reach their minimum thickness, the Batchelor length, and further
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stretching involves an increase of the total area covered by the dye. When this
area is of the order of the scalar dispersion, scalar diffusion from adjoining strips
produces interferences which reduces each other gradients, saturating 〈 |∇θ|
2 〉
〈 θ′2 〉 . At
this point 〈 |∇θ|
2 〉
〈 θ′2 〉 reaches a nearly constant value and the variance decay becomes
exponential. The time at which 〈 |∇θ|
2 〉
〈 θ′2 〉 saturates increases with the scalar disper-
sion and decreases with the flow straining and the scalar diffusivity. The maxi-
mum value of 〈 |∇θ|
2 〉
〈 θ′2 〉 increases with the scalar dispersion and the flow straining
and decreases with the scalar diffusivity.
The interference between different strips, which reduces diffusion, is an in-
evitable effect of folding. Folding is a global mechanism and it is closely related
with the strange eigenmode. When only local mechanisms are employed to predict
variance decay, as for instance in (Antonsen, Fan, Ott, & Garcia-Lopez 1996), the
interference produced by folding is not taken into account. As it was shown in
(Wonhas & Vassilicos 2002), this effect is not relevant in the case of homogeneous
mixers, where all the scalar energy is pumped strictly to higher wavenumbers. In
this case, 〈 |∇θ|
2 〉
〈 θ′2 〉 is not affected by folding since the interference between layers
is solely a result of a lower variance. If the mixer is inhomogeneous, neverthe-
less, the scalar layers only cover a part of the domain, and the interference be-
tween layers are only partially produced by a lower variance, therefore reducing
〈 |∇θ|2 〉
〈 θ′2 〉 . In this case some scalar energy is transferred to smaller wavenumbers,
as presented in (Wonhas & Vassilicos 2002), and folding directly attenuates diffu-
sion.
The exponential trend of the variance decay characteristic of a chaotic mixer
affected by the strange eigenmode is clearly presented in the left lin-log graph in
Figure 5.29. This behaviour can also be inferred from the nearly constant value
that 〈 |∇θ|
2 〉
〈 θ′2 〉 holds in the central inset graph after saturation, at least for the config-
urations with periods 100 s and 200 s. Unlike for the quasi-steady configurations,
in this case, the mean gradient square and the variance decay observed seem to
be coherent, which is a result of the similar κeff observed for all the unsteady con-
figurations in Figure 5.8.
Chapter 6
Conclusions and Future Work
Along this dissertation several topics related with experimental free surface mix-
ing have been discussed. This chapter summarizes the most important contribu-
tions of the document, and suggests possible new directions in the experimenta-
tion of Q2D mixing.
6.1 Conclusions
A fair share of the first part of the document was devoted to discussing the effect
of stirring over a diffusive scalar. In particular, the benefit of folding -defined, for
instance, as in (Tabeling, Chabert, Dodge, Jullien, & Okkels 2004)- was discussed
along Section 1.3, suggesting that its direct effect is a reduction of the scalar dif-
fusion, and that it can only indirectly enhance global homogenization by its com-
bination with stretching. The variance decay attenuation produced by folding is
a global effect that arises when opposite scalar gradients come together and can-
cel each other. Although these ideas were in the basis of some previous works
(Pierrehumbert 1994; Flohr & Vassilicos 1997; Angilella & Vassilicos 1998; Fere-
day, Haynes, Wonhas, & Vassilicos 2002), this document may have been one of
the first attempts to discuss folding separately from stretching. These ideas have
finally been exemplified with real Q2D vortical and chaotic flows, showing that
accumulation of scalar layers leads to earlier gradient saturation (even if these
gradients are normalized with the scalar variance) which reduces the variance
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decay.
The understanding of this global mechanism, which attenuates the variance
decay by means of scalar gradients interaction, is an essential piece in the search
of a model decoupling the scalar advection from its diffusion. Such a model, able
to efficiently predict variance decay from a velocity field, would have a strong
relevance in the scientific study of advection-diffusion and a huge impact in the
industrial applications of mixing. Until now, one of the most suitable models
aiming such a purpose is that one proposed in (Antonsen, Fan, Ott, & Garcia-
Lopez 1996), which precisely fails in accounting for the global mixing mechanism
governing the long term variance decay, (Wonhas & Vassilicos 2002).
One of the main efforts in this work has been projecting and building the
complete apparatus employed to perform the experiments, and designing and
developing the procedure followed to acquire and post-process the data. All this
has been performed according to the initial requirements of the project and is
carefully detailed in Chapter 2. The novelty of the new apparatus lays in its ability
to modify the geometry of the fluid body forcing during one experiment, which
makes it possible to produce chaotic advection independently on the flow Reynolds
number. This is essential in mixing enhancement within Stokes flows, that can not
rely on inertia to break the reversible behaviour obtained when forcing forwards
and backwards with the same geometry, and let alone to develop unsteadiness
under constant forcing.
The experimental procedure was designed to study the 2D transport of a dif-
fusive scalar advected by a known velocity field. To do it, a shallow layer of
conductive brine was electromagnetically driven by body forces generated by
an ionic current passing through it and a magnetic field with variable geometry.
This magnetic field is generated by a pair of magnets with a fixed centre and vari-
able attitude. The data acquired was the velocity of the fluid free surface and a
vertical integration of the concentration of a fluorescent dye added to the brine,
and which was assumed to behave as a passive scalar. The velocity field was
measured through a PIV technique commonly employed in literature (Tabeling,
Burkhart, Cardoso, & Willaime 1991; Jullien, Paret, & Tabeling 1999; Voth, Haller,
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& Gollub 2002; Rossi, Vassilicos, & Hardalupas 2006a), as detailed in Section 2.3.
The concentration field was acquired by a LIF technique. Although similar free
surface LIF measurements have been previously reported (Williams, Marteau, &
Gollub 1997; Rothstein, Henry, & Gollub 1999; Jullien 2003), it is believed that
this work documents a comprehensive description of a new calibration protocol,
along with novel estimators to acquire the several scalar statistics, including rig-
orous approximations of the associated uncertainties, as explained in Section 2.4.
The novelty of the calibration protocol lays on measuring the laser intensity by
means of the increment on light observed under an increasing amount of dye (in-
stead of using the absolute intensity), reducing, in this way, possible errors asso-
ciated with heterogeneities in the calibrating pattern. The new estimators proved
to substantially reduce the noise associated to the particular apparatus presented
here, especially for the largest wavenumbers. In addition, a modification of the
Canny edge detector has been proposed to extract the “shape” of elongated scalar
patterns with smooth gradients, such as those typically found in mixing.
The practical realization of 2D experiments involves errors associated with the
possible three-dimensionalities developed by the flow. As an estimation of such
errors, in Chapters 4 and 5, it has been employed the ratio between the variance
decay rate and the scalar mean gradient square which, in an ideal 2D experiment,
should be constant and equal to −2κ, being κ the scalar diffusivity. The sources
of error considered the main responsible for the deviation from such a constant
value are the vertical velocity gradients, already commented in previous works
(Williams, Marteau, & Gollub 1997; Jullien 2003), and the three-dimensionalities
associated with the gravity currents that arise under horizontal density differ-
ences between the injected scalar and the brine. It has been shown how these
two non-diffusive mechanisms can produce variance decay in Q2D experiments.
Gravity currents in Q2D scalar experiments have been extensively discussed in
Chapter 4, showing how they accelerate the 2D variance decay far beyond that
expected for the acquired scalar gradients when the dye is injected in a still brine.
It has also been presented how, although the effect of gravity currents is sub-
stantially reduced when using stratified brine, it is still commonly much larger
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than the scalar diffusion. A spectral analysis of the 2D variance decay affected
by gravity currents showed that its ratio with respect to diffusion is reduced for
increasing wavenumbers.
The two sources of error reported in Q2D scalar experiments were expected
in forced flows. In this case, based on the observation of the scalar statistics ob-
tained, a phenomenology of the interaction between the two mechanisms was
proposed in Section 5.1. Interestingly, according to this relation, for the stratified
brine employed, gravity currents seem to end reducing the long term error pro-
duced by vertical velocity gradients. In most of the realizations, the ratio between
the variance decay rate and the scalar mean gradient square, reaches a nearly con-
stant value, slightly dependent on the velocity field, which, although around one
order of magnitude larger than the expected for 2D diffusion, makes it possible
to discuss some properties of the transport equation through Q2D experiments.
The variety of flows that can be obtained with the apparatus designed for
steady and unsteady electromagnetic forcing have been described and character-
ized along Chapter 3. The temporal position of their stagnation points was em-
ployed to describe the flow topology, identifying and describing the stagnation
point merging reported in (Ouellette & Gollub 2008). A procedure to parame-
terize the velocity fields with the magnetic geometry employed in each case has
been introduced, presenting with an example the high accuracy obtained by a
simple model using only one parameter. The flow response to the driving body
force symmetries, and its dependence with its Reynolds number, has been pre-
sented and employed in the projection of the scalar experiments. The statistics
of the scalar advection-diffusion were finally observed to inherit the symmetries
found in the flows, originated in the driving forces symmetries.
The tendency of the flows generated to develop spontaneous unsteadiness un-
der static forcing has been characterized as a function of the forcing intensity and
geometry in Chapter 3. The magnetic configurations most prone to induce un-
steadiness for lower Reynolds number were those in which an elliptic stagnation
point was directly forced and whose temporal average presented no hyperbolic
stagnation points. Magnetic distributions directly forcing a hyperbolic stagnation
6.1. Conclusions 283
point never developed relevant unsteadiness. This dependence with the forcing
geometry of the minimum Re for spontaneous unsteadiness under static force
was already reported in (Ouellette & Gollub 2008). Nevertheless, the compre-
hensive characterization of the expected flow response to a pair of magnets, as a
function of its attitude with respect to the ionic current, is believed to be a novel
contribution of this work. Such a characterization could be useful in the design of
mixers with moderate but larger than one Reynolds number, for which attaining
earlier unsteadiness may drastically increase their performances.
Each sample of the scalar experiments was obtained by acquiring the evolu-
tion of the concentration of a blob of fluorescent dye added over a steadily or
unsteadily forced flow. The number of samples taken for each forcing configura-
tion under study attempted to characterize a hypothetical flow consisting of an
infinite repetition of the same flow, mixing a large scale homogeneous distribu-
tion of dye, as described in Chapter 5. The error of the obtained statistics with
such an idealization was estimated in general smaller than 10% by observing the
statistics changes when the number of samples was reduced. Attention was paid
on the possible redundant data coming from symmetric realizations.
The steady forcing configurations selected to study the scalar mixing were
those generating the considered most representative velocity fields in Chapter 3.
The scalar evolution under quasi-steady advection was related with the topology
of the velocity fields, paying special attention to the mean gradient square pro-
duction and saturation. In Section 5.2, it was shown how those flows which, in
average, hold the scalar in the high strain areas produce gradients faster. Also,
those velocity fields with smaller orbits lead to an earlier saturation of the gradi-
ent production.
In isolated quasi-steady scalar samples was observed what is believed to be
the first reported experimental evidence of the spiral range, reported in Section
5.2. This spiral range was firstly introduced in (Gilbert 1988) to refer to that range
of wave numbers in which an anomalous scalar spectrum was observed as a con-
sequence of an spiral accumulation of layers. The experimental scalar spectrum
was compared with the spectrum of a virtual non-diffusive patch (obtained by
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tracking the edges of a circle along the velocity field obtained by PIV) and with
the spectrum of the patch central line (obtained through the proposed modifica-
tion of the Canny edge detector). Interesting relations were originally observed
between these three spectra, in particular a temporal convergence of them, maybe
unexpected when observed for the first time. These relations were extensively ex-
plained in Chapter 5. The statistical turn-over times of the steady configurations
were manually measured and employed to select the periods for the unsteady
forcing.
The unsteady forcing employed was based on a periodic change between two
steady forcing configurations, as detailed in Chapter 3. In Chapter 5 two main
regions were identified in the unsteady flows generated using the streamlines of
their Poincare´ maps, obtained by virtually tracking fluid elements during one
cycle in the velocity fields extracted from PIV. These two regions, external de-
terministic and internal chaotic, were supposedly separated by streamlines and
were not expected to interchange any flow. The ratio between the sizes of these
regions, and the associated mixing properties of the respective flows, were shown
to depend on the unsteady period and the steady configurations in which each
unsteady flow was based. The chaotic regions were compared with an extremely
inhomogeneous “baker map” in which a mixing central area and a stretching ex-
ternal area could be differentiated. The flow interchange between these two areas
in the chaotic region was produced through conduits such as those described in
(Khakhar, Rising, & Ottino 1986). The relative size of the two areas was also
shown to depend on the unsteady period and the steady configurations in which
each unsteady flow was based.
The periodic convergence of the scalar pattern, characteristic of chaotic advec-
tion dominated by the strange eigenmode has been identified in the mixing area of
the chaotic region for all the unsteady configurations tested, as reported in Sec-
tion 5.3. The associated exponential variance decay, predicted in (Pierrehumbert
1994), has also been observed. In addition, it has been originally reported how
all the scalar initial positions converge to the same recurrent pattern, which only
depends on the advection-diffusion operator, as anticipated in (Fereday, Haynes,
6.2. Future Work 285
Wonhas, & Vassilicos 2002). Observing such a behaviour involved an accurate
synchronization between all the samples taken for each forcing configuration,
whose practical realization proved to be a challenging task. The independence
of the scalar statistics on the initial condition is a powerful results which implies
that, in spite of the chaotic nature of the system which could be expected to entail
a strong dependence on the initial condition, a diffusive passive scalar advected
by unsteady periodic flows actually ends forgetting its original state, and its long
term statistics only depend on the velocity field stirring it.
6.2 Future Work
In addition to the results obtained, this work has also arise some questions and
open new possibilities for future investigations. The considered most important
are summarized within this section.
Although the apparatus built proved useful to satisfactorily investigate some
aspects of mixing, new improvements in the equipment employed, that were
learned from the experience of experimenting in the version described, could
help future research in free surface mixing. As it has been commented throughout
the document, the main deviations of the experiments performed with respect to
the 2D transport equation came from the effect of gravity currents and vertical ve-
locity gradients. In addition, small unsteadiness for static forcing was observed
in the scalar experiments, maybe modifying the long-term statistics. A possible
method to diminish all these three effects would be by improving the compo-
sition of the two layers of the brine employed and the dye injected. Different
combinations of sugar and NaCl in the bottom and top layer (using a more vis-
cous top than bottom layer) and Rh6G and sugar in the scalar, could reduce the
vertical velocity gradients and the effect of gravity currents, while eradicating the
unwanted flow spontaneous instabilities. Such new more viscous brine compo-
sitions, similar to those previously employed, for instance in (Gouillart, Dauchot,
Thiffeault, & Roux 2009) , would reduce the relative effect of the particles in the
PIV experiments, increasing the similitude between the velocity fields measured
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and those advecting the scalar.
As commented in Chapter 3, new approaches to optimal mixing with rising
importance in science and industry rely on the close control of the velocity fields
advecting the scalars (D’Alessandro, Dahleh, & Mezic´ 1999; Balogh, Aamo, &
Krstic´ 2005; Mathew, Mezic´, & Petzold 2007; Couchman & Kerrigan 2010). The
apparatus designed and built during this project could be a good candidate to
try the first experimental realization of the optimal protocols and close loop al-
gorithms, currently only found in theoretical works. The aptitude of the system
employed in this research to implement such algorithms is based on the simple
parameterization of the flows that it generates with the geometric angle of the
pair of magnets, and on the already existing physical interconnections between
the acquisition system and the actuators modifying the geometry of the body
forcing. A system implementing optimal close control mixing should acquire and
postprocess the pictures while commanding the magnet attitude which provides
the desired velocity field.
Finally, a potentially interesting topic to study could be the optimal distribu-
tion of a static magnetic array to reduce the critical Reynolds number, Rec, for
which unsteadiness is observed. As was commented, some research has already
been done in this direction; in particular, (Ouellette & Gollub 2008) showed how
this Rec was reduced from a square lattice of magnets to a set of parallel linear
magnets to a random magnetic array. The search for that optimal magnetic dis-
tribution could take advantage of the dependence of the tendency to develop
unsteadiness of the different forcing configurations, with the angle between the
pair of magnets and the ionic current, presented in Chapter 3. Such an optimal
distribution could improve the performances of mixers working with low but
larger than one Reynolds number flows.
Appendix A
Statistical Derivations
The expected value of the different estimators employed in this study can be ob-
tained assuming that 〈c〉 is either a deterministic or a random variable. These two
methods are only followed to obtain the expected value of the estimator E
[
Z1〈c′2〉
]
,
employed to evaluate the variance of the scalar field, for the sake of comparison
and, after that, 〈c〉 is always assumed to be a deterministic variable.
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A.1.1.3 Statistics Comparison
As can be appreciated, the two expected values of the variance found assuming
that 〈c〉 is either a random or a deterministic variable are different from each
other and, as expected, different from the variance of the average concentration,
in Equation 2.24. There is, nevertheless, a relation among all these statistics which
depends on the correlation function of the noise.
If ρ1i,j was close to one for a large expanse, the variance of Equation 2.24 would
be large and the error made by assuming 〈c〉 a deterministic variable would in-
crease with 1N2σ
2∑Ni=1∑
N
j=1(µ
1
i µ
1
j ρ
1
i,j). In the limit of being the correlation equal to
1 in the whole domain, which would mean that the complete picture moves up
and down together, the relative variance of the average concentration would be
equal to σ2, and the expected value of the variance would be equal to the variance
of the scalar field,
〈
(µ1)′2
〉
, which is the value obtained when deriving the statis-
tics working with 〈c〉 as a random variable (note that, in this case, the two last
terms would cancel each other) but not when assuming that 〈c〉 is a deterministic
variable.
On the other hand, if ρ1i,j tended to 0 within lengths much smaller than the
length of the domain, as it effectively occurs in the present experiment (Fig-
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ure 2.35), the relative standard deviation of 〈c〉 would be much smaller than σ
and the error made by assuming 〈c〉 a deterministic variable would reduce with
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i = j, both the standard deviation of 〈c〉 and the difference between the two
derivations would be
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σ2/N which tends to 0 for N → ∞.
In the present case, for a correlation function modelled by a cone of, about
50mm radius, the maximum relative difference between both variances (i.e. as-
suming homogeneous mass distribution, therefore
〈
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〉
= 0) is about pi50
2
3·4402 ≈
0.01 << 1. In conclusion, it is reasonable to assume 〈c〉 a deterministic variable
and so it is done hereafter.
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Making use of the relation for the variance of the gradients in Equation 2.22 and
assuming that the concentration in two consecutive pixels is approximately sim-
ilar and the correlation function is axisimetric:
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Appendix B
Summary of Averaged Flows
This appendix presents a selection of the considered most representative aver-
aged velocity fields obtained through the apparatus and procedures described in
Chapters 2 and 3. The configurations presented are grouped in pages by brine
depth and current intensity and in rows by the magnet angle employed. For each
configuration the information provided is arranged as follows: the first column
presents a contour of the velocity magnitude (|u|) and over it an array of vectors,
whose size is proportional to the total velocity at that point, pointing in the direc-
tion of the flow; the second column is a contour of the vorticity (∇× u) together
with some streamlines that help the flow visualization; the third column shows a
contour of the strain rate (s) and its directions of extension and compression. The
ranges of the colour palettes are constant for equal brine depth and current inten-
sity, thus making possible a direct comparison between configurations in which
only the magnet angle is changed, which all appear in the same page in the case
of 5 mm and 7 mm or in double page for 6 mm. Each figure presents the ranges
of the palettes for velocity and strain rate (white to red) and vorticity (blue to
white to red) which is equal for all the elements within it. The zones presented
are squares of ∼ 380 mm centred in the tank measurements section.
The configurations selected are the current densities 1/150, 2/150, 4/150, and
8/150 mA mm−2, for all cases and the angles 0◦, 15◦, 45◦ and 90◦ for 5 mm and
7 mm and 0◦, 15◦, 45◦, 90◦, 135◦, 180◦, 225◦ and 270◦ for 6 mm.
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1 2 3
1 2 3
1 2 3
1 2 3
|u| ⊂ [0, 5.5] mm s−1 ∇× u ⊂ [−0.55, 0.55] s−1 s ⊂ [0, 0.18] s−1
Figure B.1: Velocity, Vorticity and Strain Rate. Fields obtained using
5 mm of brine and 20 mA at angles 0◦, 15◦, 45◦, 90◦.
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1 2 3
1 2 3
1 2 3
1 2 3
|u| ⊂ [0, 10.0] mm s−1 ∇× u ⊂ [−0.90, 0.90] s−1 s ⊂ [0, 0.35] s−1
Figure B.2: Velocity, Vorticity and Strain Rate. Fields obtained using
5 mm of brine and 40 mA at angles 0◦, 15◦, 45◦, 90◦.
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1 2 3
1 2 3
1 2 3
1 2 3
|u| ⊂ [0, 18.0] mm s−1 ∇× u ⊂ [−1.30, 1.30] s−1 s ⊂ [0, 0.65] s−1
Figure B.3: Velocity, Vorticity and Strain Rate. Fields obtained using
5 mm of brine and 80 mA at angles 0◦, 15◦, 45◦, 90◦.
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1 2 3
1 2 3
1 2 3
1 2 3
|u| ⊂ [0, 28.0] mm s−1 ∇× u ⊂ [−1.90, 1.90] s−1 s ⊂ [0, 1.10] s−1
Figure B.4: Velocity, Vorticity and Strain Rate. Fields obtained using
5 mm of brine and 160 mA at angles 0◦, 15◦, 45◦, 90◦.
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1 2 3
1 2 3
1 2 3
1 2 3
|u| ⊂ [0, 7.0] mm s−1 ∇× u ⊂ [−0.55, 0.55] s−1 s ⊂ [0, 0.23] s−1
Figure B.5: Velocity, Vorticity and Strain Rate. Fields obtained using
6 mm of brine and 24 mA at angles 0◦, 15◦, 45◦, 90◦.
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1 2 3
1 2 3
1 2 3
1 2 3
|u| ⊂ [0, 7.0] mm s−1 ∇× u ⊂ [−0.55, 0.55] s−1 s ⊂ [0, 0.23] s−1
Figure B.6: Velocity, Vorticity and Strain Rate. Fields obtained using
6 mm of brine and 24 mA at angles 135◦, 180◦, 225◦, 270◦.
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1 2 3
1 2 3
1 2 3
1 2 3
|u| ⊂ [0, 12.0] mm s−1 ∇× u ⊂ [−0.95, 0.95] s−1 s ⊂ [0, 0.48] s−1
Figure B.7: Velocity, Vorticity and Strain Rate. Fields obtained using
6 mm of brine and 48 mA at angles 0◦, 15◦, 45◦, 90◦.
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1 2 3
1 2 3
1 2 3
1 2 3
|u| ⊂ [0, 12.0] mm s−1 ∇× u ⊂ [−0.95, 0.95] s−1 s ⊂ [0, 0.48] s−1
Figure B.8: Velocity, Vorticity and Strain Rate. Fields obtained using
6 mm of brine and 48 mA at angles 135◦, 180◦, 225◦, 270◦.
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1 2 3
1 2 3
1 2 3
1 2 3
|u| ⊂ [0, 19.0] mm s−1 ∇× u ⊂ [−1.30, 1.30] s−1 s ⊂ [0, 0.78] s−1
Figure B.9: Velocity, Vorticity and Strain Rate. Fields obtained using
6 mm of brine and 96 mA at angles 0◦, 15◦, 45◦, 90◦.
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1 2 3
1 2 3
1 2 3
1 2 3
|u| ⊂ [0, 19.0] mm s−1 ∇× u ⊂ [−1.30, 1.30] s−1 s ⊂ [0, 0.78] s−1
Figure B.10: Velocity, Vorticity and Strain Rate. Fields obtained using
6 mm of brine and 96 mA at angles 135◦, 180◦, 225◦, 270◦.
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1 2 3
1 2 3
1 2 3
1 2 3
|u| ⊂ [0, 27.0] mm s−1 ∇× u ⊂ [−2.00, 2.00] s−1 s ⊂ [0, 1.20] s−1
Figure B.11: Velocity, Vorticity and Strain Rate. Fields obtained using
6 mm of brine and 192 mA at angles 0◦, 15◦, 45◦, 90◦.
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1 2 3
1 2 3
1 2 3
1 2 3
|u| ⊂ [0, 27.0] mm s−1 ∇× u ⊂ [−2.00, 2.00] s−1 s ⊂ [0, 1.20] s−1
Figure B.12: Velocity, Vorticity and Strain Rate. Fields obtained using
6 mm of brine and 192 mA at angles 135◦, 180◦, 225◦, 270◦.
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1 2 3
1 2 3
1 2 3
1 2 3
|u| ⊂ [0, 8.0] mm s−1 ∇× u ⊂ [−0.60, 0.60] s−1 s ⊂ [0, 0.30] s−1
Figure B.13: Velocity, Vorticity and Strain Rate. Fields obtained using
7 mm of brine and 28 mA at angles 0◦, 15◦, 45◦, 90◦.
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1 2 3
1 2 3
1 2 3
1 2 3
|u| ⊂ [0, 13.0] mm s−1 ∇× u ⊂ [−0.80, 0.80] s−1 s ⊂ [0, 0.50] s−1
Figure B.14: Velocity, Vorticity and Strain Rate. Fields obtained using
7 mm of brine and 56 mA at angles 0◦, 15◦, 45◦, 90◦.
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1 2 3
1 2 3
1 2 3
1 2 3
|u| ⊂ [0, 19.0] mm s−1 ∇× u ⊂ [−1.30, 1.30] s−1 s ⊂ [0, 0.80] s−1
Figure B.15: Velocity, Vorticity and Strain Rate. Fields obtained using
7 mm of brine and 112 mA at angles 0◦, 15◦, 45◦, 90◦.
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1 2 3
1 2 3
1 2 3
1 2 3
|u| ⊂ [0, 26.0] mm s−1 ∇× u ⊂ [−2.00, 2.00] s−1 s ⊂ [0, 1.3] s−1
Figure B.16: Velocity, Vorticity and Strain Rate. Fields obtained using
7 mm of brine and 224 mA at angles 0◦, 15◦, 45◦, 90◦.
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Appendix C
Variance Decay in Still Fluid
This appendix presents the time dependence of the 2D concentration variance
(normalized with the average) for the gravitational spreading characterization of
a blob of dye in homogeneous and stratified brine. The parameters varied for the
homogeneous brine experiments were the brine concentration, injected volume
and injection speed. The parameters varied for the stratified brine experiments
were the brine concentration, the depth relation between brine and fresh water
and the time elapsed between stratification and dye injection.
In the experiments with stratified brine an extremely fast spreading was even-
tually observed after the dye injection. This spreading did not seem to be pro-
duced by any of the phenomena described but by a kind of surface tension ef-
fect. To remove this effect, a minute trace of common soap proved very useful
(presumably by its content in glycerine, commonly used in free surface scalar ex-
periments) and was employed in subsequent experiments. The samples clearly
affected by this initial fast spreading were discarded.
The nature and length of these experiments (more than half an hour spread-
ing in a still flow) favor that small injection deviations with respect to the ver-
tical direction produce large total displacement of the dye patch. Because this
experiments were meant to isolate the effect of gravitational spreading and no
other phenomena were wanted to be involved, all those samples whose barycen-
tre ended at distances larger than 10 cm from the injection point were rejected.
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Figure C.1: Normalized variance evolution in a still fluid. Parametrical
study of brine NaCl concentration, dye volume injected and
injection speed maintaining a constant brine depth of 6 mm.
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As it is noticeable, although the spreading laws of most of the samples in Fig-
ure C.1 almost perfectly match their respective pairs, some of them present a clear
deviation for long times. The possible causes of this mismatch were not explored
since any of the samples reasonably fitted the proposed model as expected.
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Figure C.2: Normalized variance evolution in a still stratified fluid.
Variance decay of several configurations varying brine con-
centration, time between stratification and dye injection and
stratification depth.
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Appendix D
Mixing Statistics under Forced Flow
This appendix presents the statistics of the scalar diffusing while being advected
by a quasi-steady or unsteady forced flow, relevant to Chapter 5.
Figures D.1 to D.16 show the temporal evolution of the variance (
〈
θ′2
〉
), mean
gradient square (
〈 |∇θ|2 〉), inertia radius square (R2Izz), ratio between the mea-
sured variance decay rate and the expected for the measured mean gradient
square (κeffκ ), integral length scale (L), and the model approximating κeff (
κeff
κ
∣∣
m).
All these statistics are presented normalized with their initial value. For the un-
steady configurations, Figures D.9 to D.16, the left axis also presents the correla-
tion of the scalar pattern at time t with the scalar pattern at time t+ T (〈θθT〉), and
the correlation of the scalar pattern of the sample with the scalar pattern of the
average among all the samples (
〈
θθ
〉
). These correlations were performed in the
mixing area, obtained in Chapter 5. A vertical line marks the time of maximum
gradient at which the scalar pattern is depicted in each case in the background.
Symmetric configurations are plotted together, employing different colour-maps
for the dye concentration in order to clearly differentiate them.
Figures D.17 to D.20 and Figures D.21 to D.24 respectively present the one
period and half a period correlations between the average of the pictures, and the
average of the one period and half a period correlations between pictures inside
hoops of different radius. For the case of the one period correlation, different
filtering has been applied on the pictures.
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Figure D.1: Steady forcing scalar statistics. 0◦, 24 mA.
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Figure D.2: Steady forcing scalar statistics. 0◦, 24 mA.
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Figure D.3: Steady forcing scalar statistics. 0◦, 24 mA.
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Figure D.4: Steady forcing scalar statistics. 0◦, 24 mA.
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Figure D.5: Steady forcing scalar statistics. 15◦, 24 mA.
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Figure D.6: Steady forcing scalar statistics. 15◦, 24 mA.
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Figure D.7: Steady forcing scalar statistics. 90◦, 24 mA.
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Figure D.8: Steady forcing scalar statistics. 90◦, 24 mA.
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Figure D.9: Unsteady forcing scalar statistics. 0◦- 90◦, 50s, 24 mA.
327
10−2
10−1
100
101
102
103
0 200 400 600 800 1000
−0.25
0.00
0.25
0.50
0.75
1.00
time (s)
Blob 101
10−2
10−1
100
101
102
103
0 200 400 600 800 1000
−0.25
0.00
0.25
0.50
0.75
1.00
time (s)
Blob 105
10−2
10−1
100
101
102
103
0 200 400 600 800 1000
−0.25
0.00
0.25
0.50
0.75
1.00
time (s)
Blob 107
10−2
10−1
100
101
102
103
0 200 400 600 800 1000
−0.25
0.00
0.25
0.50
0.75
1.00
time (s)
Blob 111
10−2
10−1
100
101
102
103
0 200 400 600 800 1000
−0.25
0.00
0.25
0.50
0.75
1.00
time (s)
Blob 115
10−2
10−1
100
101
102
103
0 200 400 600 800 1000
−0.25
0.00
0.25
0.50
0.75
1.00
time (s)
Blob 136
10−2
10−1
100
101
102
103
0 200 400 600 800 1000
−0.25
0.00
0.25
0.50
0.75
1.00
time (s)
Blob 140
10−2
10−1
100
101
102
103
0 200 400 600 800 1000
−0.25
0.00
0.25
0.50
0.75
1.00
time (s)
Blob 144
10−2
10−1
100
101
102
103
0 200 400 600 800 1000
−0.25
0.00
0.25
0.50
0.75
1.00
time (s)
Blob 165
10−2
10−1
100
101
102
103
0 200 400 600 800 1000
−0.25
0.00
0.25
0.50
0.75
1.00
time (s)
Blob 175
10−2
10−1
100
101
102
103
0 200 400 600 800 1000
−0.25
0.00
0.25
0.50
0.75
1.00
time (s)
Blob 194
10−2
10−1
100
101
102
103
0 200 400 600 800 1000
−0.25
0.00
0.25
0.50
0.75
1.00
time (s)
Blob 198
10−2
10−1
100
101
102
103
0 200 400 600 800 1000
−0.25
0.00
0.25
0.50
0.75
1.00
time (s)
Blob 209
10−2
10−1
100
101
102
103
0 200 400 600 800 1000
−0.25
0.00
0.25
0.50
0.75
1.00
time (s)
Blob 211
〈
θ′2
〉
κeff
κ
〈
|∇θ|2
〉
L
R2Izz
〈θθT〉
〈
θθ
〉
κeff
κ
∣∣∣
m
Figure D.10: Unsteady forcing scalar statistics. 0◦- 90◦, 50s, 24 mA.
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Figure D.11: Unsteady forcing scalar statistics. 0◦- 90◦, 100s, 24 mA.
329
10−2
10−1
100
101
102
103
0 200 400 600 800 1000
−0.25
0.00
0.25
0.50
0.75
1.00
time (s)
Blob 101
10−2
10−1
100
101
102
103
0 200 400 600 800 1000
−0.25
0.00
0.25
0.50
0.75
1.00
time (s)
Blob 105
10−2
10−1
100
101
102
103
0 200 400 600 800 1000
−0.25
0.00
0.25
0.50
0.75
1.00
time (s)
Blob 107
10−2
10−1
100
101
102
103
0 200 400 600 800 1000
−0.25
0.00
0.25
0.50
0.75
1.00
time (s)
Blob 111
10−2
10−1
100
101
102
103
0 200 400 600 800 1000
−0.25
0.00
0.25
0.50
0.75
1.00
time (s)
Blob 115
10−2
10−1
100
101
102
103
0 200 400 600 800 1000
−0.25
0.00
0.25
0.50
0.75
1.00
time (s)
Blob 136
10−2
10−1
100
101
102
103
0 200 400 600 800 1000
−0.25
0.00
0.25
0.50
0.75
1.00
time (s)
Blob 140
10−2
10−1
100
101
102
103
0 200 400 600 800 1000
−0.25
0.00
0.25
0.50
0.75
1.00
time (s)
Blob 144
10−2
10−1
100
101
102
103
0 200 400 600 800 1000
−0.25
0.00
0.25
0.50
0.75
1.00
time (s)
Blob 165
10−2
10−1
100
101
102
103
0 200 400 600 800 1000
−0.25
0.00
0.25
0.50
0.75
1.00
time (s)
Blob 175
10−2
10−1
100
101
102
103
0 200 400 600 800 1000
−0.25
0.00
0.25
0.50
0.75
1.00
time (s)
Blob 194
10−2
10−1
100
101
102
103
0 200 400 600 800 1000
−0.25
0.00
0.25
0.50
0.75
1.00
time (s)
Blob 198
10−2
10−1
100
101
102
103
0 200 400 600 800 1000
−0.25
0.00
0.25
0.50
0.75
1.00
time (s)
Blob 209
10−2
10−1
100
101
102
103
0 200 400 600 800 1000
−0.25
0.00
0.25
0.50
0.75
1.00
time (s)
Blob 211
〈
θ′2
〉
κeff
κ
〈
|∇θ|2
〉
L
R2Izz
〈θθT〉
〈
θθ
〉
κeff
κ
∣∣∣
m
Figure D.12: Unsteady forcing scalar statistics. 0◦- 90◦, 100s, 24 mA.
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Figure D.13: Unsteady forcing scalar statistics. 0◦- 90◦, 200s, 24 mA.
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Figure D.14: Unsteady forcing scalar statistics. 0◦- 90◦, 200s, 24 mA.
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Figure D.15: Unsteady forcing scalar statistics. 15◦- 345◦, 100s, 24 mA.
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Figure D.16: Unsteady forcing scalar statistics. 15◦- 345◦, 100s, 24 mA.
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Figure D.17: Periodic average picture spatial correlations in concentric
hoops for 000◦-090◦ 050s. Graphs show the correlation be-
tween one hoop of radius R and thickness δ of the average of
pictures at time t and the same hoop at one or half a period
later. For the one cycle case, correlations at different scales,
` f , are also presented.
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Figure D.18: Periodic average picture spatial correlations in concentric
hoops for 000◦-090◦ 100s. Graphs show the correlation be-
tween one hoop of radius R and thickness δ of the average of
pictures at time t and the same hoop at one or half a period
later. For the one cycle case, correlations at different scales,
` f , are also presented.
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Figure D.19: Periodic average picture spatial correlations in concentric
hoops for 000◦-090◦ 200s. Graphs show the correlation be-
tween one hoop of radius R and thickness δ of the average of
pictures at time t and the same hoop at one or half a period
later. For the one cycle case, correlations at different scales,
` f , are also presented.
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Figure D.20: Periodic average picture spatial correlations in concentric
hoops for 015◦-345◦ 100s. Graphs show the correlation be-
tween one hoop of radius R and thickness δ of the average of
pictures at time t and the same hoop at one or half a period
later. For the one cycle case, correlations at different scales,
` f , are also presented.
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Figure D.21: Periodic picture spatial correlation average in concentric
hoops for 000◦-090◦ 050s. Graphs show the average of the
correlations between one hoop of radius R and thickness δ
of the pictures at time t and the same hoop at one or half a
period later. For the one cycle case, correlations at different
scales, ` f , are also presented.
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Figure D.22: Periodic picture spatial correlation average in concentric
hoops for 000◦-090◦ 100s. Graphs show the average of the
correlations between one hoop of radius R and thickness δ
of the pictures at time t and the same hoop at one or half a
period later. For the one cycle case, correlations at different
scales, ` f , are also presented.
340 Appendix D. Mixing Statistics under Forced Flow
−0.4
−0.2
0.0
0.2
0.4
0.6
0.8
1.0
0 200 400 600 800 1000
time (s)
R = 27.50 mm, δ = 13.75 mm
−0.4
−0.2
0.0
0.2
0.4
0.6
0.8
1.0
0 200 400 600 800 1000
time (s)
R = 41.25 mm, δ = 13.75 mm
−0.4
−0.2
0.0
0.2
0.4
0.6
0.8
1.0
0 200 400 600 800 1000
time (s)
R = 55.00 mm, δ = 13.75 mm
−0.4
−0.2
0.0
0.2
0.4
0.6
0.8
1.0
0 200 400 600 800 1000
time (s)
R = 68.75 mm, δ = 13.75 mm
−0.4
−0.2
0.0
0.2
0.4
0.6
0.8
1.0
0 200 400 600 800 1000
time (s)
R = 82.50 mm, δ = 13.75 mm
−0.4
−0.2
0.0
0.2
0.4
0.6
0.8
1.0
0 200 400 600 800 1000
time (s)
R = 96.25 mm, δ = 13.75 mm
−0.4
−0.2
0.0
0.2
0.4
0.6
0.8
1.0
0 200 400 600 800 1000
time (s)
R = 110.00 mm, δ = 13.75 mm
−0.4
−0.2
0.0
0.2
0.4
0.6
0.8
1.0
0 200 400 600 800 1000
time (s)
R = 123.75 mm, δ = 13.75 mm
−0.4
−0.2
0.0
0.2
0.4
0.6
0.8
1.0
0 200 400 600 800 1000
time (s)
R = 137.50 mm, δ = 13.75 mm
−0.4
−0.2
0.0
0.2
0.4
0.6
0.8
1.0
0 200 400 600 800 1000
time (s)
R = 151.25 mm, δ = 13.75 mm
−0.4
−0.2
0.0
0.2
0.4
0.6
0.8
1.0
0 200 400 600 800 1000
time (s)
R = 165.00 mm, δ = 13.75 mm
−0.4
−0.2
0.0
0.2
0.4
0.6
0.8
1.0
0 200 400 600 800 1000
time (s)
R = 178.75 mm, δ = 13.75 mm
−0.4
−0.2
0.0
0.2
0.4
0.6
0.8
1.0
0 200 400 600 800 1000
time (s)
R = 192.50 mm, δ = 13.75 mm
−0.4
−0.2
0.0
0.2
0.4
0.6
0.8
1.0
0 200 400 600 800 1000
time (s)
R = 206.25 mm, δ = 13.75 mm
−0.4
−0.2
0.0
0.2
0.4
0.6
0.8
1.0
0 200 400 600 800 1000
time (s)
R = 220.00 mm, δ = 13.75 mm
` f = 0.21 mm
` f = 0.43 mm
` f = 0.86 mm
` f = 1.72 mm
` f = 3.44 mm
` f = 6.88 mm
` f = 13.8 mm
` f = 0.21 mm (T/2)
Figure D.23: Periodic picture spatial correlation average in concentric
hoops for 000◦-090◦ 200s. Graphs show the average of the
correlations between one hoop of radius R and thickness δ
of the pictures at time t and the same hoop at one or half a
period later. For the one cycle case, correlations at different
scales, ` f , are also presented.
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Figure D.24: Periodic picture spatial correlation average in concentric
hoops for 015◦-345◦ 100s. Graphs show the average of the
correlations between one hoop of radius R and thickness δ
of the pictures at time t and the same hoop at one or half a
period later. For the one cycle case, correlations at different
scales, ` f , are also presented.
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