Abstract. Improved L 2 fractal inequalities are obtained for the wave equation in dimensions d ≥ 4. The proof uses the broad restriction inequality of Ou and Wang, a new narrow decoupling inequality for the cone, and some techniques of Du and Zhang originally developed for the Schrödinger equation. These inequalities improve the known decay rates of conical averages for the Fourier transform of measures, in dimensions d ≥ 4.
Introduction
The decay of the Fourier transform over various submanifolds of Euclidean space is tied to problems in geometric measure theory and partial differential equations. Averages over the sphere are connected to Falconer's distance set conjecture [14, 13] , whilst the conical averages are related to fractal Strichartz inequalities for the wave equation [22] , and have also been applied to problems in sphere packing [15, 16] , see [12] for a broad overview. The focus of this work is to improve the known decay rates for averages over the cone. Here µ is the total variation norm, σ Γ is the surface measure on the truncated cone Γ := {(ξ, |ξ|) ∈ R d+1 : 1 ≤ |ξ| ≤ 2}, and f H s := f (ξ)
, µ(ξ) := e −2πi x,ξ dµ(x).
The inequalities are uniform over all α-dimensional Borel measures µ supported in the unit ball of R d+1 , where α-dimensional means that c α (µ) := sup which is due to Wolff [22, Section 2] , see [19, Lemma 9] or [11, Proposition 5.3 ] for a proof. Using some of the techniques from [6] , the best known bounds on β d (α, Γ) and s d (α, 2) will be improved here for d ≥ 4. The improved lower bound on β d (α, Γ) given in Section 4 is For α ∈ (0, d), the lower bound in (3) is larger than
, which is the corresponding lower bound for the sphere of one dimension less [6] . The Fourier analytic properties of the cone and the sphere/paraboloid of one dimension less are generally expected to be similar, see [21] , and for example [20, Proposition 17.5] . Two possible reasons for this connection are that the two surfaces have the same amount of curvature, and that the paraboloid is a conic section; the latter fact is exploited throughout this work. The reason for the known bound (3) being larger than that for the sphere of one dimension less, is essentially that the m-linear restriction conjecture on the cone is just as strong as the m-linear restriction conjecture on the sphere of equal dimension, whenever m ≥ 2. The weaker substitute for the conjecture used here is the broad restriction inequality due to Ou and Wang [17] , the version for the paraboloid is originally due to Guth [9] .
The upper bound for s d (α, 2) corresponding to (3) is
The exact value of β 2 (α, Γ) was determined by Erdogan [7] . For d ≥ 3, Cho, Ham and Lee [2] proved that (5) (and also the bound from [11] ) in the range
The technique of decoupling and induction on scales combined with a "broadnarrow dichotomy" was used in [6] to obtain an L 2 fractal-type inequality for the Schrödinger equation, improving on earlier work in [3, 5, 4] . This solved the problem of pointwise almost everywhere convergence of solutions to the initial data, and gave improved results on the distance set problem. The main difficulty in adapting the method from [6] to the wave equation lies in establishing the appropriate narrow decoupling inequality for the cone, which will be explained in Section 2. Unlike the case of the paraboloid, the narrow decoupling inequality used here is for the cone of two dimensions less (rather than one), since in the case of the cone the best bound is obtained by starting the dichotomy at the d-linear level, rather than d + 1. A fractal inequality for the wave equation is given in Section 3, and the corresponding decay of conical averages is shown in Section 4.
1.1. Notation. Let A : R d+1 → R d+1 be the unitary defined through the standard basis by
The letter E will usually denote the extension operator for the truncated cone Γ, given by
For non-negative X and Y , the inequality X Y will mean that X ǫ R ǫ Y for large R and arbitrarily small ǫ. The equality X ≈ Y will mean that X Y and Y X. The statement that F is essentially supported in U will mean that
The open ǫ-neighbourhood of the set U will be denoted by N ǫ (U ). For a box (resp. ball) B, the set CB will be the similar set with the same centre, but with side lengths (resp. radius) scaled by C.
Narrow decoupling for the cone
To state the decoupling theorem for the truncated cone from [1] , the set
is partitioned into caps at scale K −1 of the form
where K is a large parameter, and the sets C are spherical caps in S d−1 of diameter K −1 , which partition the sphere.
The narrow decoupling inequality asserts that if d ≥ 3 and the caps each have at least one point with unit normal in a K −2 -neighbourhood of a (d − 1)-dimensional vector space, the exponent can be lowered to
d−3 , corresponding to two dimensions less. The proof uses the same idea as that of narrow decoupling for the paraboloid [1, Proposition 5.5] (see also [10, Section 4] for a more detailed proof), but there is an extra rescaling step needed to deal with the case where the vector space is almost tangent to the cone. This technicality requires the normals to be K −2 -close to the vector space, rather than K −1 as in the case of the paraboloid. That K −2 is sufficient is essentially a consequence of the following (straightforward) lemma.
where C d is a large constant depending only on d.
Proof. The plane P is contained in a k-dimensional plane through the origin. After applying a unitary it may therefore be assumed that
for some unit vector c ∈ R k and λ ∈ R. Then |λ| ≤ 1 since
where µ ∈ R, c and c ⊥ are orthogonal unit vectors in R k and
Assume µ ≥ 0 without loss of generality. Let
By taking square roots and considering the point y = (y
neighbourhood of τ , and suppose there is a (d − 1)-dimensional vector space V , such that each cap has a point with normal in a K −2 neighbourhood of V . Then for any ǫ > 0,
Proof. Let c ∈ R d+1 , c ′ be orthogonal unit vectors such that
After a rotation of the first d coordinates, which fixes the cone, assume that
where |λ| ∈ [0, 1], and in general c ⊥ is distinct from c ′ . Without loss of generality it may be assumed that V has nonempty intersection with the backward half light cone
the sum and the inequality is trivial, so it may be assumed that λ ≥
, where C d is a large constant depending only on d, to be chosen later.
Let U be the unitary defined through the standard basis by
It will be shown that the projection of the support of F onto some plane is close to a lower dimensional cone. To make this precise, let x 0 ∈ supp F τ and (ξ, |ξ|) ∈ τ be such that |x 0 − (ξ, |ξ|)| ≤ K −2 . By the normal assumption, applying Lemma 2.2 with k = d − 1 gives a point ξ, ξ with ξ = |ξ| and ξ − ξ K −1 , such that the normal to the cone at ξ, ξ lies in V . Hence
Let P be the projection onto {x : x, c = 0}, and let η = U * P ξ, ξ . Then
and
Then z lies in the lower dimensional truncated cone
Since ξ − ξ K −1 , the distance between (ξ, |ξ|) and the tangent plane to the cone at ξ, ξ is K −2 . By the definition of c, the tangent plane W at ξ, ξ is parallel to {x : x, y 0 = 0} for some y 0 orthogonal to c. Hence the projection P sends the tangent plane to Γ at ξ, ξ to a tangent plane to P (Γ∩G −1 (V )), where G is the Gauss map sending a point to its unit normal, and so the tangent plane to Γ ′ at z is (T U * P )W . Therefore, by the definition of T , the distance between z and the tangent plane to
.
By taking C d large enough, depending only on d, this gives |ω| ≥ 1/3. It follows that the distance from z to the cone
The normal to the cone at ( ω, | ω|) = T U * P ξ, ξ has direction T −1 U * n where n is the unit normal to the cone at ξ, ξ . Hence for each cap S(τ ) ⊆ Γ ′ , the
The Fourier transform of
, and so
which can be checked by taking the d-dimensional inverse Fourier transform of both sides. Let π :
Then (6) shows that the support of
. But since π commutes with T and πU * = U * P , this means that G s has support in the
neighbourhood of the cone Γ ′ , and
By a change of variables,
. By Minkowski's inequality, to decouple F it will suffice to decouple each G s . But the only properties of F used in obtaining (7) and (8) were that F is a sum over K −1 -caps, and that there is a d-dimensional plane such that for each τ ∈ T , there is a point in the ∼ K −1 neighbourhood of τ in the cone with normal lying in the ddimensional plane. By the preceding working, these properties both apply to G s in one dimension less, with caps at scale K √ 2λ 2 − 1 −1 , and so the same reasoning can be applied to each G s to get
where
is a sum over caps
(the case where 
This finishes the proof.
Fractal inequality via broad restriction
To prove the main fractal inequality of this section, a result from [17] will be needed, which serves as a substitute for the k-linear cone restriction conjecture, where 2 ≤ k ≤ d + 1. To state this theorem requires a few definitions.
Decompose the cone into caps τ at scale K −1 . For a point x in the cone Γ, let G(x) be the unit normal to the cone at x. Let G(τ ) be the set of unit normals to points in τ . For any vector space V ⊆ R d+1 , define the angle between G(τ ) and
where ∠(v, w) denotes the acute angle between v and w. There is no significant difference between using angle or distance; the angle is used here to be consistent with [17] . For an exponent q, an integer k with 2 ≤ k ≤ d + 1, a large positive integer A, and a parameter R > K 2 , define the broad norm by
where the sum is over a cover of B(0, R) by K 2 -cubes,
and a large positive integer
This will be used with k = d. The angle used here in the definition of the broad norm is less restrictive than in [17] , but this does not harm the inequality [18] , essentially since Lemma 2.2 and Equation 2.6 of [17] still hold.
The following wave packet decomposition will be needed for the induction argument; the derivation is similar to the one in [11] , where K = R 1/4 is used instead of K = R δ . The sets form a finitely overlapping cover of R d+1 , each with dimensions
with long axis normal to τ and short axis in the flat direction of τ . The restriction of each Ef to B(0, R) is essentially supported in the set , with
for arbitrarily large N .
The following theorem is the first fractal type inequality. It is formulated as an L p inequality with a parameter K (which may essentially be thought of as equal to 1) in order to work well with ℓ 2 decoupling for the L p norm and an induction on scales argument. The parameter M will be eliminated when passing from an Then for δ = δ(ǫ) ≪ ǫ small enough and f ∈ L 2 (R d ) with supp f ⊆ B(0, 2)\B(0, 1),
Proof. Partition the truncated cone into caps at scale K −1 . Let T be the set of caps. Fix the constants δ = δ(ǫ) and A = A(ǫ) from Theorem 3.1. For each cube B ⊆ Y , define the set of significant caps by
Fix some K 2 -cube B ⊆ Y . Choose a collection of A (d − 1) dimensional subspaces V a , depending on B, attaining the minimum
Henceforth the notation τ ∈ V will be used to indicate
by the triangle inequality. In either case
The cube B is called broad if the first term dominates, and narrow if the second term dominates. Since Ef L p (B k ) is essentially constant in k, it suffices to bound Ef L p (Y ) in two distinct cases; at least half of the cubes in Y are broad, or at least half of the cubes in Y are narrow.
In the broad case, it may be assumed that all of the cubes are broad. Let q = 2(2d+1) (2d−1) . By the uncertainty principle,
for every cap τ , and for arbitrarily large N . To see this, let φ be a non-negative Schwartz function equal to 1 on the ball B(0, 2 √ 2) containing Γ and vanishing outside the larger ball B(0, 3). Then Ef τ = Ef τ φ gives |Ef τ | |Ef τ | * ζ, where ζ(x) = 1 1+|x| N for some fixed arbitrarily large N . Since ζ is essentially constant, so is |Ef τ | * ζ. Hence the L p -norm of |Ef τ | * ζ is comparable to the L q -norm, and invoking Minkowski's inequality to remove the ζ then gives (11) .
By pigeonholing, there is a subset
for a fixed cap τ on the right hand side independent of B ⊆ Y ′ , with Ef τ L q (2B) essentially constant as B ranges over Y ′ . Summing (10) over B ⊆ Y ′ therefore gives
where in the last line, the bound has been weakened to match the bound in the theorem statement, so that it can be carried through the induction argument in the narrow case. The increase in the exponent of γ is permissible since γ 1 K O(1) , which follows from (9) with r = 2K 2 , and x the centre of some cube in Y . This proves the theorem in the broad case.
In the narrow case, it may be assumed that all of the cubes are narrow, and then (10) becomes
Using the wave packet decomposition from Proposition 3.2, decompose each f τ as f τ = τ f τ , where the sets τ form a finitely overlapping cover of physical space, and have dimensions
with short axis in the flat direction in τ , and long axis normal to τ . Correspondingly,
where each set corresponds to some τ , but the cap is suppressed in the notation.
and make the inductive assumption that the theorem holds at scale R. For each τ , partition physical space into sets S of dimensions
again with short axis in the flat direction of τ , and long axis normal to τ . For each τ let {η S } S be a smooth partition of unity with each η S non-negative, η S ∼ 1 on S, essentially supported on 2S ∩ N K 2+δ (S), with η S supported in a box of dimensions
with long axis corresponding to the flat direction in τ . This partition can be obtained by applying the Poisson summation formula at scale one, rescaling by the dimensions in (13), and then grouping the functions together with scaled lattice points in S. For a given set , sort the boxes S with 2S ∩ = ∅ into sets S according to the dyadic value of Ef L p (2S) . Partition these further into sets S η , where η is a dyadic number corresponding to the number of cubes B ⊆ Y such that K 2δ B ∩ S = ∅. Let Y ,η be the union of sets S inside S η , let
and define
where U is a rotation which fixes the cone and carries τ to the cap with centre line in the direction
. Define
Since B is narrow,
Hence for each cube B ⊆ Y , by the triangle inequality, there is a pair (η, a) independent of but dependent on B, such that
By pigeonholing, there is a fixed pair (η, a) independent of , such that (15) 
holds for a fraction 
Since the cubes are disjoint and contribute equally, summing over
To apply Lorentz rescaling to a given summand, assume after a rotation that the cap τ corresponding to the set has centre line in the direction
(so that U = id in (14)). Let
To see this inequality, the set Z is defined by Z = A * B −1 A2Y . It is a union of ∼ M cubes A * B −1 A2S of side length K 2 which are all translates of each other, all contained inside a ball of radius R, and all of which contribute equally to the integral. By selecting out a fraction ∼ d 1 of the cubes, it may be assumed that the cubes are disjoint. The definition of γ in (14) is
Therefore, using the inductive assumption and applying the theorem at scale R gives the inequality (18) . By definition of µ,
To bound γ = γ(η, ), fix some ∈ B, assume without loss of generality that U = id, let x ∈ R d+1 and r > K 2 be given. Then
where the last line follows from covering (A * BA)B(x, K 10δ r) by K balls of radius K 1+O(δ) r. Taking the supremum over r > K 2 gives
Putting (18), (19) and (20) into (17) yields
where the last line follows from the definition of k(α), for R large enough. Therefore the induction closes in the narrow case, and this finishes the proof.
Decay of cone averages
By pigeonholing and Hölder's inequality, Theorem 3.3 implies the following L 2 → L 2 inequality.
for all x ∈ R d+1 and r > 1,
Proof. Let K = R δ with δ ≪ ǫ the small constant from Theorem 3.3. By pigeonholing there is a set Y of disjoint cubes
By the condition on γ,
Applying Theorem 3.3 therefore gives
Combining this with (21) results in
which is the required inequality. Proof. Let µ be a finite Borel measure with support in the unit ball in R d+1 . By duality, (22) | µ(Rξ)| 2 dσ Γ (ξ)
Ef (−Rx, −Rt) dµ(x, t) . H dy c α (µ)r α ,
for all x ∈ R d+1 and r > 0. For each dyadic value η, let E η = {x ∈ R d+1 : η ≤ H(x) < 2η}.
By pigeonholing, there exists a single dyadic value η c α (µ) such that Let X be the set of Z d+1 -lattice unit cubes intersecting E η , so that χ Eη ≤ χ X . The function ζ is essentially constant on unit cubes, and therefore so is H. Hence Taking the supremum over f 2 = 1 and combining (22) with (23), (24), (25) 
