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 Soil, that complex mixture of minerals, organic particles, chemicals, and anthropogenic 
materials, is ubiquitous and easily transferred, which gives it forensic relevance. Forensic soil 
analysis has traditionally included the identification and comparison of both organic and 
inorganic components, the inorganic portion being most commonly examined by light 
microscopy and other instrumental techniques. Predominantly, the inorganic materials in soil are 
naturally-occurring minerals, contributed as grains from the surrounding bedrock, which gives a 
soil its regional character. That parent material then undergoes physical, chemical, and 
anthropogenic changes producing wide geographic variation within a single region. This 
variation forms the basis for potential forensic comparison and inclusion/exclusion decisions. 
Although the forensic value of soil analysis has been repeatedly demonstrated for over 
100 years, the comparison of evidentiary soil samples languishes in the modern forensic 
laboratory. This underutilization is due, in part, to the dangerous and time-consuming nature of 
preparing a collected sample for analysis by careful separation and chemical digestion of the 
organic components, but also to the difficulty in maintaining qualified forensic microscopists. In 
addition to these pragmatic concerns, the field faces substantial difficulty, due to the diversity of 
soil types and evidentiary types, when attempting to meet modern legal and scientific demands 
 
 v 
for standardized methods and numerical results. A simplified examination scheme, incorporating 
easily duplicated preparation and mounting steps, automated analysis of individual mineral 
grains, and statistical approaches for reporting results, could provide an accessible method for 
publicly-funded laboratories to screen samples before seeking out a forensic soil analyst. 
This research is a preliminary step towards realizing the potential of automated elemental 
analysis of individual soil particles for criminal justice applications. A protocol was developed 
that would allow for low-cost, low-risk, practical sample preparation and mounting of mineral 
grains for SEM-EDS analysis without the use of resin embedding techniques or polishing. In the 
process of that development, the nature of commercially-available “known” minerals was 
investigated, the destructiveness of plasma cleaning assessed, and a variety of mounting methods 
evaluated. Parameters were developed for fast, acceptably accurate automatic SEM identification 
of particles and the EDS spectral acquisition from those particles. The limits of a software 
package for classifying the results of that automated search and analysis were determined; upon 
determining the shortcomings of the instrument’s current software, the research was expanded to 
include the creation of an R program for the classification of mineral grains, based on their EDS 
spectra. The results were analyzed comparatively and through the use of multivariate 
chemometrics. Avenues for further research are also presented. 
 The successful classification results presented in this research suggest that automated 
SEM-EDS analysis of inorganic soil particles down to the clay size range (≤50"m) may, in the 
future, be a useful and widely accessible tool for the screening analysis of otherwise neglected 
soil evidence. The presented technique provides some quantitative, statistical reference for the 
individuality of soil samples, which serves as a foundation for both a defense against a Daubert 





 Graduate students are inherently terrible people. We must be in order to succeed: we are 
required to be, simultaneously, supremely confident that our work is an important contribution, 
fiercely insistent on questioning and testing our results (which makes us insecure and subject to 
crippling self-doubt), obsessively focused on one peculiar topic, and—because of the resulting 
isolation—tragically self-involved. There is no way for anyone so distorted to succeed at 
anything without the support of a veritable village of people. I am no exception. I welcome the 
opportunity to try to express my gratitude to all those who tolerated me and supported me and 
urged me on during this long, arduous process. 
 Travel funding was made possible by a Bobet Fellowship Grant from Loyola University 
New Orleans, and by the Robert Drake Fund for Ducklings. Thank you. 
 I am grateful to my committee chair, advisor, and head of program Dr. Thom Kubic for 
being willing to serve as the head of my committee, for providing the seeds of this research, and 
for the long education in instrumental analysis that has served me so well. My thanks to Dr. John 
Lombardi, who allowed himself to be recruited at the eleventh hour, and whose feedback was 
always positive and good-natured. I owe Dr. Gary McPherson a debt, not only for the multiple 
question-and-answer sessions that reminded me of the novel aspects of this work when I was 
exhausted and uninspired, but also for his sage advice and encouragement. Dr. Nicholas D. K. 
Petraco has been the most helpful, reassuring, and frank committee member any panicked 
doctoral candidate could ask for. When I am attempting to mentor my own students, I try to stop 
and think, “WWNP2D?” I offer my heartfelt gratitude and appreciation for my committee’s 
generosity, patience, and encouragement. 
 
 vii 
 My thanks to Joan Ferguson Ellis and to The Mountain Retreat and Learning Center for 
allowing me to collect samples on their undisturbed properties.  
 I am particularly grateful for the continued mentorship of Dr. Peter R. De Forest, who 
first took me on as a Master’s student over 20 years ago. Your support, in all its forms, made this 
work possible. I am privileged to call you my teacher and my friend. 
 I also want to thank Dr. John Reffner for his willingness to share so much of his 
knowledge and expertise. He and his wife, Phyllis Bender, have my gratitude for the many ways 
they buoyed and nurtured me.  
 So many members of the John Jay College of Criminal Justice Department of Sciences 
assisted and sustained my work. The endless patience of Argilez Pomales, the multiple security 
clearances navigated by Francis Sheehan, the professional perspective of Nicholas Petraco, the 
positivity of Elliot Quinteros, the comraderie of Lauren Gunderson and Pia Austria—where 
would I be without all this? You gave me everything from supplies to advice, and I am very 
grateful. 
 Likewise, I am indebted to my fellow doctoral students and candidates. To be in the 
company of Dr. Peter Diaczuk, Dr. Jennifer (Leonard) Hayes, Laura Pritchard, Stephanie (Pollut) 
Pollifroni, Dr. Alex Comanescu, Frani Kammerman, and Ashley Morgan—I was lucky to have 
these comrades-in-arms. In particular, I am grateful for you, Tiffany Millet, for support both 
emotional and practical, even as you juggled the demands of your own work and research.  
 And I need to take a moment to recognize my “big siblings” in the program, those friends 
and colleagues who knew me before I came back to John Jay and who were so willing to share 
the experience and wisdom they earned there: Dr. Jo Ann Buscaglia, Dr. Rebecca Bucht, Dr. 
Pauline Leary, Dr. Dale Purcell, Dr. Brooke Kammrath, and Dr. Michelle Miranda. I am honored 
 
 viii 
to be in your company. Dale, Brooke, thank you both, especially, for being the Lewis and Clark 
of my own expedition, marking out a trail I could follow! 
 In New Orleans, I was likewise lucky to have the support of the Loyola University New 
Orleans Department of Chemistry and Biochemistry: Dr. William F. Walkenhorst, Dr. Lynn 
Koplitz, Dr. C. J. Stephenson, Dr. Amelia Neuberger, Dr. Christine Heinecke, Dr. Joelle 
Underwood, Dr. Qian Qin, Dr. Allyn Schoeffler, Dr. Meagan Smith, Dr. Shane McGlynn, 
Edouard Crago, Marty Braud-Mason, and once-and-future Dean-and-Provost Dr. Maria Calzada. 
I hope I can be as good a colleague and friend to each of you as you have each been to me. 
 At Tulane University, I would like to thank Dr. Noshir Pesika for generously making his 
plasma asher available to me, and Jibao He for his support in the Microscopy Lab at the 
Coordinated Instrumentation Facility. 
 I will never forget the community we built as adjunct instructors in “The Bullpen” in the 
New Building. Antonio Del Valle, Bryan Bernal, and Felicia Lucero were the first forensic 
science graduate students I met on my return to Jay after 13 years away; together with Rachel 
(Boyll) Lauth, Martin Mai, and others, we formed a community of grad student adjuncts that was 
central to my success. Tony, although I know you deserved to be mentioned as a fellow doctoral 
student four paragraphs ago, for me, you will always be associated with that first day—and with 
being willing to sit with me on the phone long-distance, testing scripts and researching possible 
solutions. 
 It is important that I thank, posthumously, Ardavan (Ari) Afshar, doctoral candidate in 
the School of Computer Science at Georgia Institute of Technology, who shared my love of 
strong coffee and offered technical support with contagious enthusiasm. The world is a little 
darker without him. 
 
 ix 
 My North Star, before, after, and during all of this, has been my family. It’s hard to 
explain how my aunt, Deborah Maya Siegel, helped keep me sane for those first two years, 
feeding body and spirit and providing company, compassion, and refuge. And although my 
grandmother, Mascha Siegel, was killed before I started the program, I will always be grateful 
for how unhesitatingly she leapt to start planning our time together as soon as I started talking 
about applying, and how certain she was that I would succeed. 
 My mother and father, Cate and John Duggar, have been indispensable, irreplaceable, 
stalwart, and unstintingly kind. I am aware that I will never be able to repay even a fraction of 
what you have done for me. If you hadn’t been willing to share the dread and despair and elation 
and obsession and strategizing and anguish with me, I could never have managed this. You 
supported me in so many countless ways, pragmatic and emotional. Thank you for being the kind 
of parents I aspire to be. 
 And, as a parent: Esther Duggar, Tessa, you’ve been with me on this journey from the 
day I defended my proposal to the day I defended my dissertation. Together, we navigated a 
world that did not recognize the fundamental societal need to support working parents until it 
was forced to do so (just now) by a global pandemic. Thank you for all the sacrifices you made 
for me, with and without your knowledge. I hope that one day, your memories of how hard I 
worked on Mama’s Big Paper will inspire you to try something challenging, too. I can’t wait to 




Table of Contents 
 
ABSTRACT……………………………………………………………………..……….. iv 
LIST OF TABLES…………………………………………………………………..…… xii 
LIST OF FIGURES……………………………….………………..…………………….. xii 
CHAPTER 1: INTRODUCTION…………………….…………………………....….….. 
1.1 Statement of the problem……….…………………….….….……………….. 
1.2 Significance of the problem………………………………….….….….…….. 





CHAPTER 2: LITERATURE REVIEW……………………………………….………… 
2.1 Sampling…………………………….….………..…………………………… 
2.1.1 Field sampling……….….….………….…………………………… 
2.1.2 Subsampling………………………….………………………..…… 
2.1.3 Microscopy samples and particle counts………….…...…………… 
2.2 Plasma ashing for isolation of minerals………….….….…………………..… 
2.3 Classification of minerals………….….….………………………….…..…… 
2.3.1 By chemistry……….….….………………………...….…………… 
2.3.2 By crystalline structure and XRD……………….….….…………… 
2.4 SEM/EDS………………….….……………………....…….…………………  
2.4.1 Principles of electron imaging………………...……....…….……… 
2.4.2 Principles of scanning electron microscopy ……………………..… 
 2.4.3 Principles of energy dispersive x-ray spectroscopy……………...… 
 2.4.4 SEM-EDS for bulk analysis of soils……...………...……...…..…… 
2.4.5 SEM/EDS for particle analysis…...…..……..……..……..………… 
 2.4.6 Principles of automated SEM/EDS…………….….…………..…… 


















CHAPTER 3: RESEARCH DESIGN………………………………...….….…………… 
 3.1 Instrumentation……………..………………………………….….…..……… 
 3.2 Supplies and materials…………...….………………………………...……… 
 3.3 Sample collection…………………..………………….….……………..…… 
 3.4 Soil sample preparation……………….….…..………………………….…… 
 3.5 Mounting subsamples for SEM-EDS analysis….….………….….……..…… 
 3.6 Instrumental methods…………..….….……………………………………… 
 3.7 Genesis particle software for automated multistub analysis……..….….….… 
 3.8 Preliminary parameter testing……………….….….….…………...………… 











CHAPTER 4: OBSERVATION, RESULTS, AND DISCUSSION…………….….….… 
 4.1 Results of confirmation of known minerals…………………….….....……… 
 4.2 Results of preparation…………….………………...………………………… 
 4.3 Automated SEM-EDS for detection and analysis……….….………..…….… 
 4.4 Automated SEM-EDS for classification………………..….….………...…… 
 4.5 Variation between locations…………………………..……………………… 
 4.6 Multivariate statistical analysis……………………………...……………….… 
  4.6.1 Variation between locations…...…….….………………………….… 
  4.6.2 Multivariate analysis: variation within locations……….……..…… 













4.6.2.2 Circumferential variation…………….……..…….…..….… 
 4.6.3 Fine fraction ……………………………….….….………..……..… 
125 
127 
CHAPTER 5: CONCLUSIONS AND AVENUES FOR FURTHER RESEARCH.….…. 129 




CHAPTER 7: APPENDICES…………….….……..…...….….….….……....….….….… 
Appendix A: XRD confirmation of known mineral identities……..…...….…..…. 
Appendix B: EDS spectra of known mineral samples before and after plasma 
ashing………….….…….………….….…….………….….……..….…… 
Appendix C: R script for conversion and classification…….….……..……….…. 
Appendix D: R script for PCA, LDA, HOO-CV….…...….……..…..…..……..… 
Appendix E: R script for HCA….…………….….….….…....……….….……..… 
Appendix F: Summary of elemental thresholds and mineral basis for 
classification of particles…….….….…..……………….…….….……..… 
Appendix G: Examining the inclusivity of mineral-type definitions……………... 
Appendix H: Mineral profiles of all soil samples ….…..….……..……..………... 




















List of Tables 
 
Table 1. Relative Reliability of Sampling Devices, as in Jillavenkatesa et al., 2001. ................... 22 
Table 2. Different systems for describing crystal types & their prevalence in soil mineral 
samples. ............................................................................................................................. 39 
Table 3. Examples of characteristic x-ray energies for specific elements ..................................... 51 
Table 4. Capabilities of the Ametek EDAX Octane Pro SDD ...................................................... 77 
Table 5. Original list of included known mineral samples with reasons for inclusion; the actual 
number of mineral-type classes evolved over the course of the project. ........................... 78 
Table 6. Soil sample site descriptions ........................................................................................... 80 
Table 7. Gravimetric loss after 30 minutes of plasma cleaning, measured in ten minute intervals. 
Samples were included on the basis of high available subsample volume, with at least one 
sample chosen from each location, in both fine (F) and light microscopy (LM) .............. 82 
Table 8. Elements included in the customized Particle library with published characteristic x-ray 
lines (NPL, 2015). (Note: the K lines of Zr could not be used for detection or 
quantification using the parameters of this method.) ........................................................ 92 
Table 9. Settings for automated particle identification by Genesis Particle .................................. 93 
Table 10. Comparison for replication of paired particles in two consecutive analyses of four soil 
samples. ............................................................................................................................. 94 
Table 11. Particle software standardless quantitation atomic fraction values compared to 
certificate values for SRM 620 (converted from oxide percents by Newbury and Ritchie)
 ........................................................................................................................................... 97 
Table 12. Comparison of SRM 620 certificate values to DTSA-II calculated experimental atomic 
fraction values (certificate values converted from oxide percents by Newbury and 
Ritchie) .............................................................................................................................. 98 
Table 13. Results of mineral.profile script analysis on a “mock soil” collection of known particle 
spectra. Rows shaded green indicate classifications deemed either correct or acceptable 
on a first examination of results. ..................................................................................... 112 
Table 14. Average percent abundances of different mineral types at Locations A, B, and C. .... 115 
Table 15. Different ways to express the count results for one representative sample. Zero-value 
cells have been removed for the sake of space. ............................................................... 118 
 
 
List of Figures 
 
Figure 1. An example of a typical, forensic, radial soil recovery scheme, from the California 
Bureau of Forensic Sciences (2011). ................................................................................. 19 
Figure 2. The glow of a plasma shines through the metal case surrounding a barrel in a Harrick 
plasma asher. (Photo courtesy Noshir S. Pesika, PhD, Tulane University) ...................... 28 
Figure 3. Schematic of a typical barrel asher ................................................................................ 29 
Figure 4. Ternary diagram showing the solid solution series of feldspar. ..................................... 34 
Figure 5. Planes named by Miller indices. Each plane is named for where it intersects the axes 
xyz, or hkl. ......................................................................................................................... 38 
Figure 6. A sample of the Certificate of Compliance issued by Endecott's for steel wire sieves. 74 
 
 xiii 
Figure 7. Front of the Harrick PDC 32-G plasma asher and chamber door, equipped with a 
thermocouple for measuring pressure in the chamber and a variety of valves to allow for 
slow release of pressure to prevent accidental removal of soil particles. .......................... 75 
Figure 8. Rigaku Miniflex 600 PXRD and control computer. ...................................................... 76 
Figure 9. Tescan Vega 3 instrument .............................................................................................. 76 
Figure 10. A screen capture of the VegaTC software control system for the Vega 3 XMU SEM77 
Figure 11. The pre-ashed spectrum of microcline (KAlSi3O8, in red) to the post-ashing spectrum 
of the same material. The carbon K# signal at 0.277 keV is seen to be reduced after 
ashing. ................................................................................................................................ 83 
Figure 12. Cutaway diagram of the air dispersion apparatus, loaded with a prepared blank SEM 
stub and soil sample aliquots. ............................................................................................ 84 
Figure 13. Left, an LM fraction SEM stub made by suspending particles in a 50/50 water/ethanol 
mixture and placing droplets serially at the center, resulting in heavy centralized 
concentration of particles. Right, an F fraction SEM stub made by placing droplets 
around the circumference of the stub, resulting in less clustered distribution of  
particles. ............................................................................................................................. 85 
Figure 14. Aluminum SEM stubs. Left to right: no carbon coating; one coating at given settings; 
two coatings at given settings. (Photo courtesy J. He, Tulane University.) ...................... 86 
Figure 15. The morph screen of the Genesis Particle software package, with particles that have 
met the grayscale threshold criteria highlighted in green. (Genesis, 2006) ...................... 90 
Figure 16. If the x-freret and y-freret terms are understood as projections of a diagonally-oriented 
particle onto the x and y axes, the need to build tolerances into the size thresholds is 
clarified. ............................................................................................................................. 91 
Figure 17. Charts of K2O%, FeO%, and Na2O% compositions in particles only classified as 
aluminum-containing silicates at this point in the logic tree. The inflection points 
observed were used to set up the classes for further differentiation. ............................... 101 
Figure 18. pXRD diffractogram of dolomite. The minor peaks at approximately 29° and 47° 
were interpreted by the JADE software as contributions from a CaCO3 contaminant. ... 103 
Figure 19. EDS spectra for a single particle of Cargille-supplied epidote (upper) and albite 
(lower), showing the presence of elements unaccounted for in the definition of those 
mineral types. (20 keV, 3.84 µs amp time, 50 second dwell time). ................................ 104 
Figure 20. Screened particles retained in a glassine fold (left) and floating organic material 
retained from five subsamples, displaying minimal to dense organic material retrieved 
(right). .............................................................................................................................. 105 
Figure 21. Dried but otherwise unprocessed soil samples from Set B, demonstrating that both soil 
color comparison and macro organic feature analysis can be interleaved with this 
analytical scheme. ............................................................................................................ 106 
Figure 22. An uncoated particle of Anorthite (a Plagioclase Feldspar) exhibits charging with only 
a 20 second dwell time at 20 keV. ................................................................................... 107 
Figure 23. Composite spectra of 150 particles autodetected on one laboratory sample stub (a) of 
soil sample B00LM. ........................................................................................................ 109 
Figure 24. The range of percent abundances of Quartz-type particles in subsamples of Locations 
A, B, and C. ..................................................................................................................... 116 
Figure 25. Distributions of percent abundances of non-quartz-type minerals in Sets B (circles) 
and C (triangles). Pairs are displayed side-by-side. ......................................................... 117 
 
 xiv 
Figure 26. PCA of Location A, B, and C soils, represented by black, red, and green spheres, 
respectively, using six PCs (99.3% variance). ................................................................. 119 
Figure 27. LDA plot for Locations A, B, and C, as indicated by black, red, and green dots, 
respectively. Nineteen principal components were retained, generating two linear 
discriminants. Ellipses indicate 95% confidence interval. .............................................. 120 
Figure 28. PCA plot of Locations A, B, and C, designated by black, red, and green spheres, 
respectively. Plot generated using 18 PCs. ...................................................................... 121 
Figure 29. LDA plot of A, B, and C samples combined to 300 particles per sample, represented 
by black, red, and green spheres, respectively. Generated using 19 PCs. Ellipses represent 
95% confidence interval. ................................................................................................. 122 
Figure 30. 3D LDA plots of Locations A (top left), B (bottom), and C (top right), with PCs and 
LDs selected to maximize retained variance. Each color represents one of six radial 
directions of sampling, plus the central samples. Some clustering can be observed, but not 
clear differentiation. ......................................................................................................... 123 
Figure 31. LDA plots for a) Radii 1, 3, and 5 of Location A (17PCs, 3LDs); b) Radii 2, 4, and 6 
of Location A (18PCs, 3LDs); c) Radii 1, 3, and 5 of Location B (15PCs, 3LDs); d) Radii 
2, 4, and 6 of Location B. (15 PCs, 3LDs). Each plot also exhibits the two central samples 
taken. Although sometimes in contact, the datasets can be seen to cluster. .................... 124 
Figure 32. LDA plot for Radii 1, 3, and 5 of Location C (16PCs 2LD). Although in contact, the 
datasets are visually differentiable. ................................................................................. 125 
Figure 33. LDA plots of (clockwise from upper left): samples taken at 1 and 3 feet from center; 
samples taken at 1 and 5 feet from center; samples taken at 1 and 7 feet from center; 
samples taken at 1 and 10 feet from center. Ellipses represent 95% confidence  
interval. ............................................................................................................................ 126 
Figure 34. LDA plot of Location A data by circumference. Red spheres indicate one foot from 
center, green indicate three feet from center, and blue indicate five feet from center. The 
two black spheres represent the two central samples. ..................................................... 127 
Figure 35. LDA plot of the F fraction (in red) and LM fraction (in green) at Location A for 
samples taken one foot from center on all radii. (Plot made using 17PCs and 2 LDs.) .. 128 
Figure 36. The results of Ward's hierarchical cluster analysis on the Location A LM (light 
microscopy fraction) dataset with six F (fine fraction) subsamples. ............................... 129 
Figure 37. X-ray diffractogram of Ward’s dolomite, as taken on a Rigaku Miniflex pXRD 
instrument and processed using JADE software. Calcite impurities were detected. ....... 137 
Figure 38. X-ray diffractogram of Ward’s augite, as taken on a Rigaku Miniflex pXRD 
instrument and processed using JADE software. Diopside impurities were detected. .... 137 
Figure 39. X-ray diffractogram of Ward’s microcline, as taken on a Rigaku Miniflex pXRD 
instrument and processed using JADE software. Quartz impurities were detected. ....... 138 
Figure 40. X-ray diffractogram of Cargille apatite, as taken on a Rigaku Minflex pXRD 
instrument and processed using PDXL software ............................................................. 138 
Figure 41. X-ray diffractogram of Cargille augite, as taken on a Rigaku Minflex pXRD 
instrument and processed using PDXL software. ............................................................ 139 
Figure 42. X-ray diffractogram of Cargille biotite, as taken on a Rigaku Minflex pXRD 
instrument and processed using PDXL software. ............................................................ 139 
Figure 43. X-ray diffractogram of Cargille calcite, as taken on a Rigaku Minflex pXRD 
instrument and processed using PDXL software. ............................................................ 140 
 
 xv 
Figure 44. X-ray diffractogram of Cargille garnet (almandine), as taken on a Rigaku Minflex 
pXRD instrument and processed using PDXL software. ................................................ 140 
Figure 45. X-ray diffractogram of Cargille hornblende, as taken on a Rigaku Minflex pXRD 
instrument and processed using PDXL software. ............................................................ 141 
Figure 46. X-ray diffractogram of Cargille microcline as taken on a Rigaku Minflex pXRD 
instrument and processed using PDXL software. ............................................................ 141 
Figure 47. X-ray diffractogram of Cargille orthoclase, as taken on a Rigaku Minflex pXRD 
instrument and processed using PDXL software. ............................................................ 142 
Figure 48. X-ray diffractogram of Cargille tremolite, as taken on a Rigaku Minflex pXRD 
instrument and processed using PDXL software. ............................................................ 142 
Figure 49. Comparative spectra of augite before and after plasma ashing. No elemental changes 
were observed. ................................................................................................................. 143 
Figure 50. Comparative spectra of calcite before and after plasma ashing. No elemental changes 
were observed. As a carbonate mineral, calcite is in danger of destruction when exposed 
to conventional acid digestion treatments for the removal of organics. .......................... 143 
Figure 51. Comparative spectra of garnet (almandine) before and after plasma ashing. No 
elemental changes were observed. As an iron-containing mineral, garnet is at risk of iron 
oxidation state changes when exposed to removal of organics by combustion. ............. 144 
Figure 52. Comparative spectra of quartz before and after plasma ashing. No elemental changes 





 “Dirt on shoes can often tell us more about where the wearer of 
those shoes had last been than toilsome inquiries.” (Hans Gross in 
his Handbook for Examining Magistrates, 1893) 
 
1.1 Statement of the problem 
 Soil is a complex mixture of minerals, organic particles, chemicals, and anthropogenic 
materials. Forensically, soil is earthen material accidentally or deliberately collected, with some 
association with the matter under investigation (Murray, 1988).  
Forensic soil analysis includes identification and comparison of both organic and 
inorganic components. In general, subsamples can be separated by size and/or density, organics 
are segregated from inorganics, and the inorganic portion examined by light microscopy and 
other instrumental techniques.  
Soil organic material (SOM) includes living organic material (bacteria, soil algae, fungi, 
plants, insects, seeds, spores, and pollens), organic material in various degrees of decomposition, 
and completely decomposed material.  The partially decomposed peat, plant parts, insect parts, 
feathers, hairs, pollen grains, seeds and fibers of SOM can be useful in microscopic soil analysis 
and comparison, and should be collected for separate characterization (Petraco, 1994a; Petraco & 
Kubic, 2004). Chemical testing of these organic components has traditionally utilized GC, PGC, 
and HPLC and more recently IR and ATR-FTIR. Enzymatic characterization of soils has been 
attempted, and, frequently in the last decade, DNA comparison of native soil bacteria and fungi 
(Macdonald et al., 2011; Linker, 2011; Lenz & Foran, 2010; Meyers & Foran, 2008; Cox et al.., 
2000, to name a few). 
Much of the research on soil characterization, both forensic and non-forensic, focuses on 
a sample’s mineral content. The predominant inorganic materials in soil, minerals are largely 
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naturally-occurring, contributed as grains from the surrounding bedrock. This gives soil its 
regional character. Intra-region variation occurs due to the physical disintegration of the bedrock 
by wind, wave, and weather action, producing the chemical changes of hydrolysis, carbonation/ 
decarbonation, hydration/dehydration, oxidation/reduction, and the formation of salts and 
crystals. (Rawlins et al., 2006; Soil as evidence, 1975). Soil therefore also varies geographically. 
Additionally, anthropogenic actions (such as agriculture, building, mining, transportation, or 
farming) can import soils to an unrelated geographic site, redistribute existing soil components, 
or change the chemistry of the soil, producing changes in the organic chemical degradation of 
naturally-occurring minerals (Jenny, 1994; Murray, 1988; Galbraith and Shaw, 2017).  
Although several thousand minerals exist, only about 20 are common to soil, with three 
to five of those 20 being common to almost all individual soil samples (Murray & Tedrow, 
1992). In both mineralogical surveys and comparative evidence studies, the proportion of the 
remaining mineral components has been found to vary between soil samples significantly.  
To study this variation, recognizable or testable organic components must be preserved 
and then the remaining organic material removed. This separation facilitates the dispersion of 
aggregates and provides clean inorganics for analysis (Dell, 1959; De Forest et al., 1983; Kunze 
& Dixon, 1986). SOM removal is usually completed by treatment with an acid (hydrogen 
sulfide, oxalic, phosphoric, citric, tartaric, dilute hydrochloric, or dilute acetic). However, all 
acids have the undesirable side effect of destroying the phosphates and/or carbonates and apatites 
present. An alkaline digest with potassium hydroxide or sodium hydroxide is possible, but will 
attack silicates, limiting the technique’s usefulness for broad forensic analysis (Jackson et al., 
1949; Dell, 1959; Mange & Maurer, 1992). Another standard chemical digestion, the heating of a 
soil suspension in the presence of 30% H2O2, is time-consuming and dangerous and has 
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additional undesirable mineralogical side effects (Murray and Tedrow, 1992, Jackson et al., 
1949; Lee et al.., 2002). Organics can also be removed by heating the soil sample at 500 to 
1000°C, which also allows for the simultaneous determination of the weight percent value of 
organic matter and tightly held water. But combustion risks the loss of volatile elements like 
selenium, the oxidation of iron in the sample, and mineral phase changes (Murray and Tedrow, 
1992; Reynard-Callanan et al., 2010; Ngole-Jeme, 2019). In fact, Graves (1979) is so distressed 
by the concomitant destructive effects that he suggests foregoing all chemical treatments for 
organic removal in favor of cavitation in an ultrasonic cleaner.  
Once they have been effectively separated, forensic analysis of the inorganic components 
of soil relies on well-established pedological techniques, particularly the determination of the 
proportions and characteristics of the dominant minerals (Woods et al., 2014ab; Rawlins et al., 
2006). The natural widespread abundance of the light minerals (quartz, feldspar, calcite, and 
dolomite) gives the set limited forensic value (Murray and Tedrow, 1992; Lombardi, 1999; Dell, 
1959), where the heavy minerals, such as hornblende, garnet, magnetite, and hematite, are 
sometimes considered “diagnostic indicators of sediment provenance” (Bong et al., 2013).  
 Forensic soil experts are divided on the value of the light or heavy minerals. In 1959, Dell 
announced with certainty that, “The splitting of light minerals has been of no help in 
identification,” (367) where, in 1979, Graves countered that, “The forensic scientist cannot make 
much use of the heavy minerals as they usually occur in small amounts in soils and are useful 
only where large samples are available” (325). Nonetheless, a density separation of soil 
components is de rigueur in soil analysis schemes. Density separation can be achieved through 
centrifugation or partial freezing, but gravity separation by suspension in fluid is most common 
(Mange & Maurer, 1992). Water alone may suffice to separate lighter organic materials from 
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heavier inorganic materials, sometimes with agitation or stirring to remove adherent organic 
material that could interfere with additional separation or analyses (Graves, 1979; Moni et al., 
2012). Inorganic particles specifically can be separated into the classes of “light” and “heavy” 
minerals by layering a choice of either aqueous or organic solutions that can be tuned to densities 
between 4.05 g/mL to 1.00 g/mL (Mange & Maurer, 1992; Kirk, 1951; Pye, 2007; Murray & 
Tedrow, 1992; Petraco & Kubic, 2000). Density columns can be problematic, however, in that 
the most common mineral (up to 80%) of most soils is quartz (density = 2.65g/cm3). Separations 
based on the other minerals present will be minimal, and often more due to inclusions or air 
pockets in the particle than true mineralogical differences (Murray & Tedrow, 1992).  
More commonly, methods for characterizing the mineralogical components of soil 
essentially fall into two groups: the comparison of individual particles/groups of particles or the 
comparison of total soil composition (Pye & Croft, 2007). Total soil composition analysis, 
commonly known as bulk examination, usually focuses on the elemental composition of the 
population of minerals present. Since 80% to 90% of all soils are composed of the same 
minerals—largely oxides—and the ratios of those minerals vary regionally, bulk analysis alone 
can exclude two compared samples as having the same source (Murray and Tedrow, 1992). Bulk 
analysis must be used with care, however, as it requires homogenization of the sample, which 
will incorporate any contaminants present (Bull et al., 2006). For example, an anthropogenic iron 
content will be blended into the sample, leaving the iron signal indistinguishable from that in the 
mineral structure. Bulk analysis alone is therefore considered a less desirable technique for 
forensic soil examination (Marumo and Sugita, 2001). For this reason, some analysts prefer to 




A number of different instrumental techniques have been used to determine the 
mineralogical content of soil. They include, but are not limited to, atomic absorption 
spectroscopy, laser induced breakdown spectroscopy (LIBS), neutron activation analysis (NAA), 
infrared spectroscopy (both Fourier transform and attenuated total reflectance), Raman 
spectroscopy, capillary electrophoresis, and atomic force microscopy (AFM). Inductively 
coupled mass spectrometry (ICP-MS) is popular among forensic soil researchers because it 
allows for the simultaneous measurement of a large number of elements in very small samples. A 
number of techniques harness x-rays, either emitted or diffracted: x-ray diffraction (XRD), x-ray 
fluorescence (XRF), x-ray emission spectroscopy, energy or wavelength dispersive x-ray 
analysis (EDX or WDX), electron microprobe analysis, and scanning electron microscopy with 
EDX (Pye et al., 2006; Prandel et al., 2014; Cousin et al., 2005; Small et al., 2002; Cengiz et al., 
2004; de Boer and Crosby, 1995). Besides the limitations of bulk analysis techniques, the trouble 
with many of these techniques is the availability of the instruments to the average forensic 
laboratory. ICP instruments are cost-prohibitive, both to purchase and to maintain, and are 
destructive to boot, as is LIBS. Atomic force microscopes are rare in forensic labs, and NAA has 
fallen from favor. The workhorse instrumentation of a forensic laboratory continues to be that 
found in controlled substance sections: gas or liquid chromatography, usually coupled with mass 
spectrometry, infrared spectrophotometers of various types, and ultraviolet and visible 
spectrophotometers. 
Instrumental methods for individual grain analysis have not found broad application. In 
1968, electron microprobe analysis (EMPA) was used to analyze the heavy minerals present in 
sand grains adhering to bloodstains on a suspect’s shorts; the similarity between the grains of 
heavy minerals present and the sand at the scene of the crime contributed to the suspect’s 
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confession (Murray and Tedrow, 1992). But instrumental analysis of single grains has usually 
been discarded as costly and time-ineffective. 
Instead, the analysis of individual particles is traditionally more microscopical. Median 
particle size and modal class interval of particle size have been used (in combination with 
percentage of organic matter) to successfully assess the origin of blind samples, as has an index 
of variability in size combined with maximum difference (Chazottes et al., 2004). Other research 
has successfully used surface texture as one element in the differentiation of quartz grains. Most 
commonly, individual particle characterization uses a petrographic or polarized light microscope 
(PLM) to count, classify, identify, and compare grains of two or more samples. Although the use 
of a light microscope limits the minimal size of the grains to be examined to between 150 to 100 
mesh (approximately 100 to 150 µm), this limit is generally offset by the instrument’s versatility: 
the PLM allows for the determination of the refractive index of anisotropic minerals and other 
mineralogical indicators, such as birefringence, pleochroism, interference figures, and crystal 
characteristics (system, habit, twinning, cleavage, etc.) (Petraco & Kubic, 2004).  
Because the quasi-individual nature of soils is a product of the combination of minerals 
and mineral compositions present, the analysis of individual particles has rarely been pursued, or 
even, as in Murray, actively discouraged:  
“A problem has developed with the availability of new instruments 
that … are capable of discriminating between individual grains. 
When such equipment is used, the whole concept of comparison is 
eliminated and the evidential value is lost” (1988, 308). 
 
A forensic microscopist, identifying individual mineral grains, can use a tally sheet to quickly 
summarize the similarities and differences between sample populations. In this technique, a data 
tabulation sheet for each subsample slide is marked in columns for minerals, plant particles, and 
other artifacts, and the collected data used to make the final comparisons between samples. 
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Because forensic soil analysis is almost always performed in the context of a comparison, and 
because 95% of each soil fraction is made up of light minerals (mostly quartz, glass, and 
feldspar), the tally sheet allows the microscopist to concentrate on testing for inexplicable 
differences (McCrone, 1982). Using this technique, the mineral composition of a soil in certain 
regions has been determined to be homogeneous within a “footprint-sized” area, and the 
differences between two unrelated soil samples greater than that due to random counting error 
alone (Graves, 1979, 330). 
 Unfortunately, few forensic laboratories maintain personnel with the skillset for any type 
of soil analysis. In 1975, Murray wrote proudly that forensic geologists were on staff at the 
Federal Bureau of Investigation (FBI), New Jersey State Police (NJSP) lab, the Virginia 
Department of Forensic Services (VaDFS), the Center for Forensic Science (CFS) in Toronto, 
and the Home Office’s Central Research Establishment in the United Kingdom; today there is no 
soil examination at NJSP or VaDFS. The CFS still provides the service but does not list it as an 
area for analysis on its website, and the Home Office was closed in 2012. The FBI lab can 
comfortably announce on their website that they are “one of only a few crime laboratories that 
provide forensic geologic services.”  
 Some believe that this lack of commitment to soil comparison analysis is rooted in an 
inaccurate belief that soils do not vary enough to be identifiable (Petraco, Kubic, & Petraco, 
2008). Others incorrectly believe that results are subjectively dependent on the skill of the 
petrographer or microscopist (Minnis, 1984). Another reason for the lack of analysts may be the 
wide range of expertise required to properly forensically characterize soils: geochemistry, 
sedimentology, botany, palynology, entomology, diatomology, fiber and hair analysis, glass 
analysis, metal analysis, polymer analysis, and other sciences (Bull et al., 2006). Soil analysis is 
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often considered overly specialized and overly expensive for many forensic laboratories, and 
“extremely tedious and time consuming” on the part of the analyst (Minnis, 1984, 744). A few 
evidence samples and reference samples can take an analyst a week to process (Fitzpatrick & 
Raven, 2012; Shaffer, 1985). Both lack of training or equipment and simply ignorance of the 
value of soil analysis may contribute to the lack of forensic geologists at both public and private 
labs (Murray, 1975).  
 Simply maintaining a relationship with a geoscientist from a nearby university will not 
suffice, as, “the philosophy of forensic soil analysis is fundamentally different to that of 
conventional geological and soil analyses” (Reidy et al., 2013). Shifting from traditional soil 
analysis to forensic soil science requires an understanding of crime scene protocols, evidentiary 
demands, and legal constraints not commonly held by traditional soil scientists, and 
geoscientists, not being forensic scientists, may not employ techniques with the necessary 
“forensic rigueur” (Fitzpatrick &Raven, 2012; Bull et al., 2006).  
 For a forensic microscopist to develop the skills necessary for confident analysis of any 
non-routine evidence like soil takes years, and the problem is cyclical: training alone will not 
suffice, as a strong microscopist must also use those skills regularly on a range of submitted 
evidence—evidence, in soil’s case, that is not submitted, due to the lack of qualified analysts. 
The lack of a steady stream of casework guarantees that only the largest organizations can justify 
maintaining a full-time forensic geologist (Lombardi, 1999). Although laboratories will regularly 
field pattern analysts with cross-training in shoeprints and tire tread marks, the laboratories’ 
ability to evaluate the soil transferred in forming those impressions they study is severely 
limited, as demonstrated by an examination of the national assignment of tasks: in the Census of 
Publicly Funded Crime Laboratories in 2009, 98% of labs surveyed offered both footwear and 
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tire tread analysis. But soil analysis was not even listed as a choice of laboratory function. 
 The division of the forensic laboratory most likely to house soil examiners is the “Trace 
Section.” Note that the word trace, as commonly used in forensic parlance, does not correspond 
well with the term as used in analytical chemistry: rather than referring to the minor or 
ultraminor components of a sample (<1%), the term “trace” in forensic circles commonly refers 
to “the surviving evidence of a former occurrence or action of some event or agent,” or, more 
pragmatically, materials that easily transfer in small amounts and sizes between locations, 
people, or objects over the course of an activity (or, more specifically, a crime) and then persist 
there for some time (Roux, 2015). In this context, the word “trace” is not an adjective describing 
the small size of the evidence transferred, but the existence of the evidence as a transferred 
physical trace produced by a preceding event (Buzzini et al., 2019). Trace evidence therefore 
may be better termed “transfer evidence.” The nature of transfer evidence is such that its 
quantity, size, form, significance, and the ease with which it may be analyzed vary dramatically 
from incident to incident, making the trace section of a forensic laboratory the division most 
likely to host a wider range of instrumentation and techniques. 
In the trace section, the instruments of choice tend to be microscopes, either directly or as 
an introduction to another instrument (Roux, 2015). Microscopes can include FTIR/ATR 
combinations, polarized light microscopes (PLMs), and the scanning electron microscope (SEM) 
with EDS attachment. Significant work has been performed evaluating FTIR, ATR, DRIFTS, 
and Raman for bulk soil analysis, with reasonable results (Viscarra Rossel et al., 2006ab; Bishop 
et al., 2014; He and Song, 2006). But most trace sections’ SEMs are heavily used for gunshot 
residue (GSR) analysis. In quality labs, SEMs can be used for paint-layer analysis, detection of 
the presence of delustrant on fibers, or the close examination of toolmarks. Unfortunately, all too 
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often, SEM-EDS instruments in forensic labs lie dormant except for the flow of carbon stubs 
from commercially available, officer-friendly GSR collection kits, used to sample suspects’ 
hands and clothing. 
 So, here, we have the problem: a ubiquitous form of evidence that is underutilized 
investigatively and adjudicatively, and an instrument that is costly to maintain and which 
administrators largely believe serves only one function. In my opinion, the two are joined by 
mutual neglect.  
The purpose of this research project is to evaluate the capacity of the automated particle 
detection and elemental analysis functions of the SEM-EDS to mine the forensic potential of soil 
evidence. In order to pursue this research question, it is necessary to collect a variety of real-
world samples and determine an easily-accessible, time-efficient, safe method for the isolation of 
inorganics in those samples and the mounting of inorganic particles for SEM-EDS analysis; then 
test the limits of the particle detection capabilities of the instrument system; then evaluate the 
abilities of the manufacturer’s software to categorize individual mineral grains on the basis of 
their elemental identities. Finally, a multivariate statistical analysis is necessary to determine the 
possibility of differentiating between two populations of the individual particles detected and 
classified by the instrument. 
 
1.2 Significance of the Problem 
 
“Wherever he steps, whatever he touches, whatever he leaves, even 
unconsciously, will serve as a silent witness against him. Not only 
his fingerprints or his footprints, but his hair, the fibers from his 
clothes, the glass he breaks, the tool mark he leaves, the paint he 
scratches, the blood or semen he deposits or collects. All of these 
and more, bear mute witness against him. This is evidence that 
does not forget. It is not confused by the excitement of the 
moment. It is not absent because human witnesses are. It is factual 
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evidence. Physical evidence cannot be wrong, it cannot perjure 
itself, it cannot be wholly absent. Only human failure to find it, 
study and understand it, can diminish its value.” (A reinterpretation 
of Locard’s Principle by Paul L. Kirk in his book Crime 
Investigation, New York: Interscience Publishers, 1953). 
 
 There are dramatic examples of the value of soil analysis in civil, criminal property, and 
criminal persons crimes, going back to 1904 when chemist, microscopist, and earth scientist 
Georg Popp examined a handkerchief from a crime scene found to contain particles of coal and 
grains of hornblende. Only two years later, the author Arthur Conan Doyle became involved in a 
non-fiction criminal case, and demonstrated that the soil on the convicted man’s shoes was not 
consistent with the soil in the field in which the crime had been committed (Murray, 1975). 
In a more modern context, soil analysis has successfully defended corporate aircraft and 
engine manufacturers in a civil case involving a private plane crash (Brunk, 1997; Lee et al., 
2002; Daugherty, 1997). Homicide cases from California to Yokohama have featured linkages 
made on the strength of soil evidence, including a confession in the particularly grim Australian 
homicide of a woman and her mother-in-law by the woman’s son. A rape case in New Jersey 
was solved when the suspect was found to have coal fragments and glacial sand in the cuffs of 
his pants, consistent with the soil at the crime scene: a vacant lot that had once been the site of a 
coal-burning laundry.  
The soil evidence need not be entirely naturally occurring: potting soil is often an 
evidentiary source, whether the vital clue is the blue threads in the potting soil from overturned 
flower pots that matched the threads found in the suspect’s shoes in Upper Michigan, or the 
gardening soil surrounding exotic palm trees that led to a guilty plea in a property case involving 
the theft of $40.000.00 worth of exotic plants. In Hiroshima, Japan, sand found on the body of a 
homicide victim was eventually associated with a sand bath in the laboratory where the suspect 
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worked (Marumo and Sugita, 2001; Fitzpatrick & Raven, 2012; Lee et al., 2002). The highest 
profile case may be the 1978 kidnapping and homicide of Italian Prime Minister Aldo Moro, in 
which sand and soil evidence recovered from the body’s pants and shoes was subjected to 
particle size determination, density separation, differential scanning calorimetry, XRD, SEM-
EDX, and palynological analysis to determine the location where Mr. Moro had been kept and 
killed (Lombardi, 1999).  
Although soil evidence cannot generally be considered individual, the complex 
combinations of minerals present a wide range of recognizable mineral compositions, providing 
an almost unlimited number of recognizable mineral compositions, making soil an ideal forensic 
substance: characterizable, classifiable, and useful for comparison (Soil as evidence, 1975, 
Murray and Tedrow, 1992; Murray, 1975; De Forest et al., 1983; Petraco & Kubic, 2004). 
Transferred soil is both omnipresent, because of its nature as the surface of the ground upon 
which we walk, run, drive, and lie, and, potentially, has high discriminating power because of its 
complexity of color, mineralogy, texture, and microdiversity (Marumo and Sugita, 2001). 
Forensic soil comparison has both investigative and adjudicative functions, being useful for the 
identification of potential scenes, the determination of a questioned sample’s provenance, or the 
inclusion/exclusion of a suspect, victim, or object from a known scene (Murray, 1975; Soil as 
evidence, 1975; Woods, Lennard, Kirkbride, & Robertson, 2014; Rawlins et al., 2006).  
To maximize these contributions, forensic soil analysis must move away from being a 
purely comparative science. Not only does a purely evidential-to-collected-known limit success 
to those cases where a correctly labeled and mapped sample is collected in the first place, but the 
knowledge of local geology and soils, essential for providing forensic linkages, is often limited 
to single individuals. As these individuals leave the profession, “the expert knowledge is lost” 
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(Menchaca et al., 2018). The current contributions of forensic soil analysis can be complemented 
by the addition of modern technology—but as Hillier and Butler (2018) point out, “application of 
conventional mineralogical analysis to such large data sets…would be laborious and time 
consuming.” 
A number of non-forensic geologic maps and databases exist already, designed for 
economic and landuse potential. In the Australian homicide case described earlier, it was the 
ASRIS database that allowed for the unknown soil to guide investigators toward a likely crime 
scene and burial ground (Fitzpatrick & Raven, 2012). Databases for XRD patterns from soil are 
available in Europe (such as the National Soil Inventory of Scotland) and Africa (the Africa Soil 
Information Service) (Hillier and Butler, 2018). In the United States, the primary soil database is 
the USGS Geochemical & Mineralogical Maps for Soils of the Conterminous United States. 
However, the USGS maps fall short in a number of ways: the geochemical data are bulk 
measurements only, and soils are collected from unknown horizons, making true comparisons to 
the database challenging. The USDA Natural Resources Conservation Service maintains four 
different accessible resources:  the National Soil Information System database (NASIS); the Soil 
Survey Geographic Database (SSURGO), a century-long collection of soil information 
displayable as tables or maps; the Staging Site or Staging Survey for distribution of official data; 
and STATSGO2, the Digital General Soil Map of the United States, an inventory of soil and 
non-soil areas designed for planning and land management. The NRCS Soil Data maps include 
more forensically relevant data, such as pH, grain size distribution, carbonates, gypsum, salts, 
and minerals, continuously catalogued and mapped across 48 states.  
The government databases and other prospective databases have already been used 
experimentally in forensic casework, with mixed results. In 2010, a database created by high 
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school students, working for the North Carolina State University Soil Science Department and 
the Southeastern North Carolina Regional Microanalytical and Imaging Center at Fayetteville 
State University, in collaboration with the North Caroline Geological Survey, was successfully 
used to obtained a felony murder conviction on the basis of mica analysis in evidential samples 
from the suspect (Scheunemann, 2010). But in an unnamed federal case, a Daubert hearing found 
the use of mapped soil and geology data inadmissible (Stern et al., 2016).  
One might maintain that, since databases of typical soil properties exist for most of the 
United States, there is no need to develop forensic databases. But the existing databases rarely 
include unusual minerals or features, soil color, or surface geology. Even ignoring the Daubert 
results mentioned above, the geospatial data available is often backed by questionably reliable or 
generalized descriptors, and there is no guarantee that any particular patch of ground will have 
been surveyed appropriately or recently (Stern et al., 2016). Menchaca et al., attempted to 
address this need in 2018 by developing a soil property statistical database for a particular 92 
km2 site in southern California. The researchers catalogued particle size, color, and magnetic 
susceptibility for 255 samples in 15 map units, then designed a database and tested it with a blind 
study. The correct map unit was identified as one of the top three choices in 61% of 18 test 
samples. These results are impressive, and, yet, less discriminative than analysis by a properly 
trained expert. The authors point out, though, that, “expert knowledge is a transitory human 
resource,” making another method for screening forensic samples intensely valuable. 
Unfortunately, the authors also point out that, “Soil forensics often rely on heavy mineral 
components to distinguish samples, but determining them for the large numbers of samples 




1.3 Contributions to the Fields of Criminal Justice and Forensic Science  
 Soil analysis has direct relevance to the criminal justice system, but is chronically 
underused as physical evidence. The lapse in maintenance of qualified forensic geologists is a 
blow to the civil and criminal justice systems. Many labs find it simply infeasible to increase the 
amount of resources available, either funding or hiring/redirecting personnel with the necessary 
high-level microscopy expertise or the availability for training and apprenticeship. Saving the 
forcible re-commitment of the criminal justice system to the training of qualified forensic 
microscopists, another alternative needs to be developed to make soil examination accessible, 
and to increase the general acceptance of qualified forensic soil analysis. This research is a 
preliminary step towards realizing the potential of automated elemental analysis of individual 
soil particles for criminal justice applications.  
Although much research has been done on methods of analyzing soils, and automated 
SEM-EDS methods are de rigueur for the forensic analysis of possible gunshot residue (GSR) 
samples, the combination of the two has rarely been studied. The advantage of using  
SEM-EDS in forensic investigations is that the technique is comparatively simple to use as a 
screening tool for soil samples that would otherwise require substantial (and expensive), 
properly-trained man-hours to analyze. The biggest problems in forensic soil examination are 
regularly identified as: 1) the paucity of trained, expert personnel; 2) the lack of available man-
hours for examiners to perform the time-consuming work of soil analysis and comparison; and 3) 
the difficulty of standardizing soil methods, due to the diversity of soil samples and evidentiary 




 SEM-EDS of bulk soil samples has been researched, but analysis of individual particles 
has generally been neglected, largely due to the non-ideal nature of the particle for this type of 
instrumental analysis. Were these challenges shown to be surmountable in this research, the 
results could potentially lead to a more diversified portfolio of applicable evidence for SEM-
EDS instruments. SEM-EDS is consistent with the demands of both limited sample size and 
forensic casework: the technique is microscopical, potentially nondestructive, and can seamlessly 
provide a documented record of morphological and chemical details about the particles of soil in 
question. 
The outcomes of this research could potentially speed analysis of soil evidence. As soil 
evidence has a record of providing both investigative leads and adjudicative 
inclusion/exclusions, fast, reliable analysis of soil evidence could have a significant impact on 
the criminal justice system.  
The criminal justice system will benefit from this research through the development of a 
standard protocol to use to reliably discriminate soil evidence, taking advantage of an expensive 
instrument that, when present in a forensic laboratory, is badly underutilized. This work will 
assist the trier-of-fact with addressing questions about soil comparison reliability and acceptance, 
and help the forensic expert with additional avenues to analysis and confident expert testimony. 
Results could potentially lay a foundation for future researchers to pursue additional advances in 
forensic soil analysis, such as the creation of a geographic database, by providing semi-
quantitative data subject to statistical analysis. Statistical models in turn could be harnessed for 
the development of models of statistical significance of analytical conclusions or the statistical 




2. Literature Review 
2.1 Sampling 
2.1.1 Field sampling 
 Proper quality and quantity of collection of both evidentiary material and known soil for 
comparison is critical to the success of any forensic soil analysis. At the same time, distinct 
boundaries between differentiable areas of soil are rare: there is usually a gradual transition 
between one population and another, over which local variations may be superimposed. Sharp 
differentiations, when they do occur, may be vegetative, topographic, or anthropomorphic. This 
inherent heterogeneity makes the selection of sampling sites challenging, as an investigator must 
simultaneously take into account all possible sites of value, while monitoring to make sure that 
samples do not mix neighboring soils (Pennock et al., 2008; Peterson and Calvin, 1986; Marumo 
and Sugita, 2001).  
A soil population being considered for sampling can fundamentally be defined as “that 
portion of the soil for which we want additional information” (Petersen and Calvin, 1986). Even 
in jurisdictions with rudimentary databases, the lack of detailed information about soil 
composition in a particular region generally necessitates a comparative analysis. This need, in 
turn, dictates that enough samples must be taken to fully represent the variation at a particular 
location (CFS 2008).  
Although pedological studies describe sampling both horizontally and vertically, 
forensically speaking, vertical sampling is relevant only for cases that involve an excavation 
(CDJBFS, 2011). Organic character and the inclusion of macro components (leafy material, 
building debris, insects, etc.) vary vertically with decompositional behavior in the soil horizons. 
As this study focuses specifically on mineralogical character, sampling was designed to 
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maximize the sampling specifically for mineral grains in topsoil: horizontal, two-dimensional 
sampling. 
The number of locations to be sampled in a particular soil system or population must also 
be considered, and there is little forensic information as to how to determine the correct number 
of samples collected in such an undefined population. ENFSI very helpfully suggests that “an 
adequate number” of reference samples be collected (2019, 14).  California Bureau of Forensic 
Science (2011) recommends an analyst collect 13 samples from distances as far as 100 feet 
away, while Shaffer suggests the collection of 12 reference samples and three known samples, all 
of which should differ in their relationship to the point of interest (1985). In general, the intervals 
at which a soil should be sampled will depend on the magnitude of the variation within the 
sampled population (Petersen and Calvin, 1986), but estimates of that variation in soil are very 
much up for debate. Shaffer tells us that samples up to 10 feet away are indistinguishable, which 
discourages the researcher from collecting samples within that range; but Kirk writes that 
different sources “even at times only a few inches apart” may demonstrably differ (1951, 56). 
Pedologists can sometimes calculate the minimum number of samples necessary to 
characterize a particular soil population to a given level of confidence. Based on the Student’s t 









where d is the maximum difference between the observed sample mean and the true population 
mean for the Student t factor '( at a given level of confidence and s is the coefficient of variation 
as a percentage of the mean value. In more specific terms, to establish a margin of error of 10% 
at a confidence level of 95%, when studying organic availability of potassium and phosphorus, 
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researchers have determined that a 900 m2 plot of land must be sampled as much as 1371 times 
(roughly once every seven square feet) (Belanger and Van Rees, 2008). However, this number 
can decrease by half or even by an order of magnitude, depending on the parameter being tested 
(Pennock et al., 2008).  
The determination of the number of locations to be sampled is partly driven by the means 
of choosing sample locations. Pedologically, sample locations can be chosen using haphazard 
(also termed accessibility or convenience) sampling, judgment (purposive) sampling, probability 
sampling, or systematic sampling. Each sampling method has its purpose, but the most 
commonly used design for field studies is systematic sampling using transects or grids. The 
selection of a transect system is usually dictated by topography of the plot. In contrast, forensic 
sampling systems tend toward radial linear transects (Figure 1).  
Generally, selection of a sampling design must be based on the intersection of work 
efficiency and accurate estimation of the properties of the population (Pennock et al., 2008). It is 
intuitive, then, for a forensic soil study to combine these techniques into a design of topsoil 
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Figure 1. An example of a typical, forensic, radial soil recovery scheme, from the California 
Bureau of Forensic Sciences (2011). 
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samples collected at set distances, moving outward from a central point of interest along pre-
determined, evenly spaced radii, with distances ranging from Kirk’s few inches to the meters of 
field pedologists. 
When an evidentiary sample is collected, it may be in the form of particles brushed from 
clothing, a clot of dried mud extracted from a tire tread, or a cotton swabbed sample of the 
exterior of a vehicle. Evidentiary samples will be comparatively small. In contrast, samples for 
comparison are usually deliberately taken in a means believed to best estimate the soil 
population. The quantity of soil considered a sample for a typical forensic examination can 
therefore vary from 5 mg to a one-ounce jar of surface soil. Among forensic scientists, there is 
little clear direction about how to collect surface soil for submission to a lab analyst, but among 
soil scientists, there are two generally accepted techniques: cores or templates. Soil corers are 
generally sharp-edged steel cylinders with a diameter between 8.7 cm and 26.6 cm, where 
templates are usually larger, square frames used as a cutting guide (Cady et al., 1986; Bélanger 
and Van Rees, 2008).  
Although some methods have been found to be useful on as little at 200 mg of whole soil, 
the most reasonable weight for dry sieving is suggested to be one gram (Kirk, 1951; Graves, 
1979; Petraco, Kubic, & Petraco, 2008; personal communication, N. Petraco, 2015; Marumo and 
Sugita, 2001; Chazottes, Brocard, & Peyrot, 2004). The California Bureau of Forensic Services 
instructs readers to collect “at least three (3) tablespoonfuls of soil” from each location; others 
suggest a single 1.0- or 1.5-ounce jar. As field samples must be packaged in a leak-proof 
container, and usually dried or refrigerated to prevent the growth of molds, a scientific glass 





“The consequences of incorrect and/or non-representative 
sampling can be significant and result in poor characterization, 
systems/process failure, large fraction of defective parts, high 
rejection rates, and customer dissatisfaction.” (Jilavenkatesa et al., 
2011) 
 
 A one-ounce jar of collected surface soil can be considered a gross sample, taken to 
measure variability of the material throughout a soil population. As in many situations, the gross 
sample is too large for testing, and must be subsampled and reduced in quantity; as a forensic 
research sample, it must also be subsampled again to provide a representative sample for testing 
while the remains are conserved and retained. In the language of the British Standards 
Institution, these are the laboratory sample and the test sample, respectively. 
 The process of collecting a small, representative test sample that represents the physical 
and chemical characteristics of a gross sample is considered “one of the hardest tasks in practical 
sampling” (Jillavenkatesa et al., 2001, 11). One way to consider the logistics of subsampling for 
soils is to broadly categorize it as a powder (a categorization that may only apply to dried, 
sieved, pre-processed soils). The homogeneity of a powder sample, its particle size and related 
tendency to self-segregate, its flow characteristics, and the acceptability of uncertainties 
introduced by the subsampling all dictate the selection of a subdivision method (BSI, 1993a). 
 Five sampling methods commonly discussed for powder samples are cone and quartering, 
scoop sampling, table sampling, chute riffling, and spin riffling. Studies focused purely on 
particle size (without considering soil-relevant parameters like density or surface texture of 
component particles) have determined the reliability of the methods, based on the relative 
standard deviation of coarse:fine grain particle concentrations in the subsamples. (Table 1.) 
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 It seems obvious, based on these data, that table, chute, or spin riffling would be the most 
reliable way to separate a test sample from a laboratory sample from a gross sample. However, 
chute riffling is not suitable for damp materials, powders that are not free-flowing, or to produce 
Table 1. Relative Reliability of Sampling Devices, as in Jillavenkatesa et al., 2001. 
Method Relative Standard Deviation (%) 
Cone and quartering 6.81 
Scoop sampling 5.14 
Table sampling 2.09 
Chute riffling 1.01 
Spin riffling 0.125 
 
samples of a <5 mL volume (BSI, 1993a).  In fact, all three of the precision sample splitting 
methods in Table 1 involve the flow of the gross sample through a feed guide to baffles, chute 
plates, or diverters that fraction the sample into secondary containers. Although spinning rifflers 
exist that can subdivide down to a few milligrams of test sample, the amount of starting gross 
sample to be divided using any of these three techniques is generally comparatively quite large. 
It is also important to note that the powders divided in this way are often made up of particles in 
small size range as compared to the wide range of particle sizes in dried soil. (Even after 
preliminary screening for macro components, particle sizes can range from 2000 µm coarse 
gravel/sand grains to 2 µm or smaller clays.) Particularly for dry samples, the smaller 
particulates can adhere to the sides of the device, leaving a dusty residue, and preventing a fair 
and even inclusion of mineral particles in laboratory samples acquired by splitter (Jillavenkatesa 
et al., 2001; Pye, 2007; Petraco et al., 2008; Materials Testing Equipment, 2015).   
 Cone and quartering and scoop sampling methods are widely used techniques, 
particularly in forensic science. Although both methods can be influenced by operator bias and 
self-segregation of material, mindful use of the techniques can provide the efficient division 
necessary for relatively small volume, diverse gross samples. In fact, the British Standards 
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Institution found that for size-diverse powders, which are less free-flowing, the coning and 
quartering method can subdivide samples as accurately and precisely as the precision splitting 
instruments (De Forest et al., 1983; Jillavenkatesa et al., 2001; BSI, 1993a).  
 In cone and quartering, the powder sample to be divided is poured into a cone-shaped 
heap on a flat surface, always pouring into the center to encourage particles to distribute around 
the circumference, rather than self-segregating. The resulting cone is flattened and divided into 
four quarters using a thin metal blade. Two diagonally-opposing quarters are retained and two set 
aside, at which time the process can be repeated until the required test sample size is harvested. 
Errors occur in this method when the heap is formed or subdivided improperly, with the error 
propagated every time the sample is subdivided. 
 Scoop sampling is the simple extraction of a laboratory sample from the bulk sample 
using a scoop or spatula. Because not all the bulk material goes through the sampling process, 
and because sampling is dependent on the operator’s determination of where and how much to 
scoop, it is vital that the sample be as homogenized as possible. For particle/powder samples, this 
involves mixing and/or shaking the sample thoroughly. Ideally, the powder should be removed 
from its container, heaped, mixed, and sampled, rather than being sampled in its original 
container (Jillavenkatesa et al., 2001; BSI, 1993a) 
 When it comes to preparing laboratory or test subsamples for microscopy, the situation is 
further complicated. The British Standards Institution emphasizes that, “The technique of 
microscopic analysis is highly specialized,” requiring the provision of a microscopy-specific 
preparation guide as part of their particle size determination standards (BSI, 1993b). Although 
they are reluctant to dictate general rules for microscopy, where preparation is particularly 
application-dictated, they do provide a few strong guidelines. They caution that, no matter the 
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application, the test portion must not be overloaded with particles, as overlap/contact of particles 
can produce misleading results. They suggest that the degree of dispersion should be confirmed 
with microscopical inspection.  
 One method suggested for the preparation of very small samples is suspension or 
dispersion sampling. In one version of suspension sampling, a suspension of the test sample is 
agitated (manually, by ultrasonication, or by jet) and aliquots removed using a pipette, tube, or 
rod. This technique, coupled with dilution, allows for the procurement of extremely small sample 
sizes upon drying. As in any subsampling technique, it is vital to assume that the originating 
sample is heterogenous, and emphasize the mixing step before/during division (BSI, 1993a, 
1993b). 
 No matter the subsampling technique chosen, the reporting of final results should take 
into account that some testing error will be contributed by the sampling efficiency. Generally, 
“the simpler the procedure, the smaller the error, and hence the greater the reproducibility” (BSI, 
1993b, 4). 
 
2.1.3 Microscopy samples and particle counts 
 The number of mineral grains to be counted or examined to give a clear and 
representative picture of the nature of any particular soil sample depends on the nature and 
distribution of the minerals present. Similarly, the area of any soil preparation for microscopy 
that must be examined depends on the distribution of mineral grains on the slide (Cady et al., 
1986).  
 The primary concern in creating microscopy samples is that the size fraction is 
appropriate for the instrument at hand. Optical microscopes are limited by the wavelengths of 
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visible light to a theoretical resolution of about 2000 Å (200 nm, or, practically speaking, about 
half the wavelength of the light being used to form the image). (Although this is the theoretical 
lower limit, the diffraction halo around the particle at this limit will cause overestimation of size, 
making practical limits an order of magnitude higher [BSI, 1993b].) This means that routine size 
fractions for soil analysis have an upper size limit between 104 and 180 µm and a lower limit 
between 90 and 120 µm. Sieving is traditionally used to separate this fraction before mounting 
on a glass slide (Petraco, 1994a; Palenik, 2007). 
 Microscopists have attempted a variety of methods to approach representative 
observation of a slide sample. A preset grid pattern may be used, with grains counted in 
randomly selected individual fields. A quadrant of the field of vision may be selected, and all 
particles in that quadrant counted as the slide is moved past (Cady et al., 1986). Forensic 
microscopical observation tends towards the documentation of particles in regularly spaced rows, 
scanned systematically. As each grain moves into view, it is counted and identified using its 
optical properties. A Whipple micrometer disc can also be used in the ocular to delineate 
individual fields as the slide is moved (Petraco and Kubic, 2004). 
 Should every grain be counted or only a representative number? Arguments as to the 
number of mineral particles to be counted tend to focus on calculating the weight percentage of 
minerals in a given soil sample. In practice, 300 grains is a common cutoff. At 300 grains, Dell 
(1959) found Kirk’s mathematical conversion for weight percentage (1951) to be accurate to two 
significant figures (Eqn. 2). 
.' =
(01231$'	56	$78512) 	×	(;<12;=1	*>;81'12	56	.1>=ℎ')@ × 	*1$)>'6
%	B7;2'C
 Eqn. 2 
Dell found no improvement in accuracy by raising the number counted to 4000 grains. Graves 
(1979) disagrees, stating that counts of greater than 1000 grains are necessary to obtain accurate 
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quantitation of minerals making up less than 5% of the sample. It is clearly on this basis that 
Petraco (1994b) suggests that no fewer than 300 particles should be counted on three to five 
laboratory sample slides made from each sample, for a total of 900 to 1500 particles. However, 
Graves adds to his standard the disclaimer that the quantitation obtained by counting more than 
1000 particles is rarely necessary, and that the increased accuracy yielded by the increased count 
is not worth the additional time consumption of the longer analysis (1979, 330). Cady (1986) 
specifies that if only a few species are to be counted, identification of 100 to 200 grains will 
provide a good approximation, with the number increasing as the number of species increases.  
The closest forensic approximation to mineral particle counting by scanning electron 
microscope is probably to be found in protocols for analysis of GSR. ASTM E1588-17, 
“Standard Practice for Gunshot Residue Analysis by Scanning Electron Microscopy/Energy 
Dispersive X-Ray Spectrometry” (2017), admits that manual analysis of the entirety of a 12.6 
mm SEM stub is “prohibitively time-consuming” (1), and further points out that, with a circular 
stub and a square view, analyzing 100% of the sample surface may simply not be geometrically 
possible. The authors suggest a subsampling system where only an appropriate portion of the 
total surface is examined, or as much of the surface sampled as is reasonable, assuming that any 
GSR particles collected are randomly distributed on the stub surface. The Standard pulls up short 
of recommending a percentage of the surface area or number of particles, however, preferring 
instead to defer with, “The decision as to how many particles satisfy the requirements of a 
particular case should be set out in the laboratory’s standard operating procedures.” [7.3.1]. It 
should be noted that neither SWGGSR in the United States (2011), nor ENFSI in Europe (2019) 
currently includes in their recommendations for automated GSR analysis the minimum percent 
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coverage of a standard SEM stub that should be performed to be statistically confident in 
analytical results.  
Another comparable forensic analysis would be the differentiation of dust samples by 
PLM and tally sheet. In a recent study of the combined discriminatory power of DNA and PLM 
analysis of dust, five subsamples were taken from each sample for analysis; unfortunately, the 
number of features tallied in each subsample or total for the sample is not reported. No minimum 
count number is reported in other similar instructional forensic dust materials (Ballantyne et al., 
2019; Petraco & Petraco, 2016).  
The issue of point-counting has come up multiple times in the asbestos analysis 
community, with the EPA mandating that a minimum of 400 non-empty points be counted to 
determine with certainty that a PLM examination of asbestos-containing materials can detect 
materials at a true 1% detection limit. Alternatively, the EPA dictates the examination of 100 
randomly chosen fields of view. Other methodologies have included stratified schemes, in which 
the count threshold is reduced with increasing detection of asbestos, and schemes focusing on the 
overall area examined rather than a strict point cutoff. Point cutoffs have been established to be 
more reliable, but can be subject to positive bias when not properly deployed and results properly 
calculated (Kubic, 2001; Webber et al., 1990). The EPA’s 400 point minimum for 1% detection 
would compare aggressively to the 300 point minimum for 5% detection in forensic soil 
protocols.  
 
2.2 Plasma ashing for isolation of minerals 
 Unlike other forms of combustion, combustion in plasma ashing or cleaning is initiated 
by the kinetic energy of the plasma ions rather than by the energy of the atoms and molecules of 
the sample itself.  In a plasma cleaner, a gas under vacuum is subjected to a radiowave or 
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microwave frequency oscillating electromagnetic field, causing the partial ionization of the gas. 
The reactive atoms, excited and ionized molecules, and free electrons form a plasma. The free 
electrons and atomic and molecular species accelerated in the oscillating electromagnetic field—
and the electronically excited species—produce an optical emission or “glow discharge” with a 
color characteristic of the gas being excited. (See Figure 2.) The overall result is the production 
of the effects of combustion without the generation of significant heat: the energetic, charged 
particles in plasmas can interact with a surface and provide chemical reactions in a low 
temperature environment, as they do not substantially heat the surface (Coburn, 2000; Belkind 
and Gershman, 2008).  
 Inside the vacuum chamber, the energy of the RF potential affects the constant bleed of 
plasma gas in three possible ways. An electron in the gas molecule may be promoted to a higher 
energy level, producing an excited species (Eqn. 3a); an electron in a gas atom may be fully 
ejected from that atom (Eqn. 3b); or the gas molecule may dissociate (Eqn. 3c), which may, in 
turn, produce ionization (Quorum, 2009). Particles of the plasma convert organic material to 
Figure 2. The glow of a plasma shines through the metal case surrounding a barrel in a Harrick 
plasma asher. (Photo courtesy Noshir S. Pesika, PhD, Tulane University) 
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a. Ar + e- à Ar* 
Eqn. 3 b. Ar à Ar+ + e- 
c.  e- + O2 à e- + O + O 
 
volatile products (CO, CO2, H2O, or methane) which can be pumped away by the vacuum 
system, leaving only inorganics behind. Plasma cleaning, generically, is actually a multi-step 
process, in which plasma is generated, the active species are transported to the surface, reactions 
occur, and the reaction products are removed. These interactions occur through heating/baking, 
sputtering (which requires application of a voltage between plasma and cleaned object), or 
etching. As heat occurs at relatively moderate temperatures, the function of heat is largely to 
remove adsorbed water and lightly bound contaminants. Additionally, the desorption of volatile 
products increases with increasing temperature, as the activation energy requirements are met 
(Belkind and Gershman, 2008; Stevens, 2000).   
 The plasma cleaner as used for the preparation of SEM and TEM samples is usually in 
the form of a barrel cleaner. (See Figure 3.) This is a small vacuum chamber, made of  
 
borosilicate glass or, in the microelectronics industry, quartz, with the RF antenna run around the 
outside. Surfaces inside the barrel are at the floating potential of the plasma—as the substrate is 
struck by both positive ions and electrons, the faster-moving electrons build up, eventually 
causing the object to gain negative charge until enough repulsion builds up to balance the impact 
gas in to pump 
RF 
Figure 3. Schematic of a typical barrel asher 
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of positive and negative species on the surface. Pragmatically, this means that the barrel design is 
best used in situations where it is not necessary to bombard the surface with high-energy ions 
(Quorum, 2009; Canal et al., 2010; Coburn, 2000.) 
 Parameters that can be adjusted in a barrel plasma cleaner are the RF power, the strength 
of the negative pressure, the type of gas and speed of gas flow, and the duration of exposure to 
the plasma. Although increasing RF power may increase and speed cleansing, it may also 
increase surface roughening, which may be a consideration in specimens where the surface 
texture is a defining characteristic. Plasma density maximizes around a pressure of 3.0 x 10-2 
mbar (roughly 20 mtorr), and increases radially towards the RF antenna—but even a sub-peak 
plasma will have the intended effects. Air and oxygen plasmas are both popular, because of the 
low cost of the gas and wide availability of each. Oxygen plasma has the added benefit of 
leaving no residue behind besides those inorganics present in the sample. Both types remove the 
organics present via reactive oxygen radicals and actual ablation by energetic oxygen ions  
(PlasmaEtch; Harrick; Canal et al., 2010).  
 The published durations of plasma ashing for complete removal of organics varies. 
D’Acqui et al. (1998), report a 97% removal of carbon-containing material from soil after ashing 
for 50 hours, but this was for a full five grams of untreated soil. Agnelli et al., (2008) reduced 
that time to 24 hours, but, again, for a 20 g sample of soil aggregates. If, as reported by Belkind 
and Gershman (2008), the rate of removal is 0.4 mm/hr (400 µm/hr), minimal time would be 
required to remove organics from a properly-dried, small-volume soil sample. Additionally, as 
removal of organic matter requires that the soil be in direct contact with the plasma, larger 
samples must be physically stirred every few hours or reground and returned to the asher, in 
order to expose uncombusted material (EMS; Miller, 2017; d’Acqui et al., 1998; Bond and 
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Giroux, 2013). Smaller samples—like those acquired in forensic casework—are therefore more 
suited to the technique, as they can be spread thinly on an inert support for complete exposure.  
 First described in 1935, plasma cleaning has already been used routinely in metallurgy, 
the optical industry, medical technologies, semiconductor processing, microchip fabrication, 
asbestos detection, and nutritional testing (Belkind and Gershman, 2008; Quorum, 2020). Plasma 
cleaning also has a substantial presence in traditional soil analysis. Achilli et al. (1991), used a 
combination of low temperature plasma ashing (LTA) and microwave acid digestion as a 
preparation for studying sixteen elements in a variety of natural specimens, including soils, by 
ICPMS and AAS. They concluded that this preparation provides rapid, accurate results, in less 
time and with fewer hazardous reagents that traditional acid digestions. Adegoroye et al. (2009), 
also evaluated a combination of preparation techniques, this time LTA with hydrogen peroxide 
digestion of organic matter for the preparation of clay minerals, studying the results with IR 
spectroscopy and XRD. Not only did they find that the mineral siderite was destroyed by 
peroxide treatment but remained unaffected by plasma ashing, their ultimate conclusion was that 
“LTA appears to be a more suitable method than H2O2 for organic matter removal from the 
isolated CSM because of its selectivity for decomposing only organics” (3716). 
 Forensically, plasma ashing is appealing for its ability to remove a matrix while leaving 
inorganic target analytes behind. This ability could be applied to the organic binder in paints, 
leaving inorganic pigments for elemental characterization, or to the cellulose binder that makes 
up paper, allowing for analysis of clay platelet distribution (Quorum, 2020). In a standout case, 
Sild and Pausak removed the skin debris blocking proper detection, imaging, and analysis of 
GSR particles on hand stubs by using three hours of plasma ashing; GSR particles were neither 
damaged nor dislodged from the sampling tape.  
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 Plasma ashing is intriguing as a method for quick, effective, inert removal of SOM in 
evidentiary soil samples because the technique promises the effectiveness of combustion without 
the exposure of minerals to enough heat to drive off waters of hydration and the resulting change 
in the characteristic crystalline structure. Unlike acid, alkali, or peroxide digests or muffle 
furnace combustion, plasma ashing requires minimal monitoring and will not promote chemical 
reactions involving the mineral grains. Plasma ashing is the required method to remove the 
organic material of the filter from an asbestos sample for EPA AHERA-compliant analysis of 
airborne asbestos, because it has been observed not to affect the morphological examination, x-
ray spectrometry, or electron diffraction analysis of microscopic asbestos fibers (Interim TEM). 
In studies on the recovery of mineral particles from biological tissue, plasma etching has been 
shown to produce little or no alteration of the chemical or crystal character of separated minerals 
(Thomas and Hollahan, 1974). Specifically, Agnelli et al. (2008), determined that ashing could 
remove organic material from mineral grains or aggregates “without any disturbance to their 
physical structure” (2008). A recent study serving as part of the foundation for this research 
established that plasma ashing produced no significant variation in crystal structure in eight of 
nine different common soil minerals, specifically no identifiable change in a carbonate mineral, 
sheet silicate, or any chain silicate, all of which have been documented to suffer under other soil 
processing techniques (Duggar and Kubic, 2020).  
 
2.3 Classification of minerals 
2.3.1 By Chemistry 
 James Dwight Dana first published the Manual of Mineralogy in 1848. The tome went 
through multiple editions before being retitled the Manual of Mineraology and Petrography in 
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1878. Twenty-five years later, the Manual was rewritten: the chapter on petrography was 
removed, and the entries were re-organized according to their primary element.  
 This evolution is relevant because it demonstrates the rapid changes influencing the way 
mineralogists and petrographists—and, therefore, pedologists—consider and classify mineral 
grains. Historically, soil grains were studied by mineralogists relying on the power of PLM to 
describe and differentiate morphological characteristics and crystal structures. The chemistries of 
those minerals were then overlaid on existing descriptions based mostly on optical 
characteristics. This means that there are two different, semi-overlapping vocabularies for 
defining minerals. Early chemical identities were established by fundamental techniques like the 
Bunsen blowpipe, other flame tests, and chemical reactions, which did not lend to the 
quantitation available with modern instruments (Ford, 1912; Hurlburt, 1971).  
 In discussing the chemistry of minerals, it is important to understand that the weight-
percent-based chemical formulas of minerals are often variable compositions. Although some 
minerals have simple ratio-based chemical formulas, even these defined minerals may vary in the 
inclusion or substitution of cations in the crystal structure, causing the chemical composition of a 
specific mineral in a class to differ slightly or significantly from the ideal composition (Deer et 
al., 1966; Mange & Maurer, 1992).  Isomorphism, in which a series of compounds having similar 
chemical compositions and closely similar crystal forms historically have been grouped under a 
single name, means not only that analyses of different specimens of the same mineral may 
present different elemental proportions, but that minerals with similar crystal forms may be 
difficult to distinguish by morphology alone. Garnet, for example, is a silicate mineral containing 
iron and aluminum oxides with small amounts of manganese, magnesium, and calcium oxides. 
The ratio of SiO2 to Al2O3 to the minor oxides is always the same (3:1:3), but the composition of 
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the minor oxide component can vary between the three cation contributors (Ford, 1912; Hurlburt, 
1971).  
 This means that even that less-chemically-challenging nonsilicate minerals (such as 
calcite or hematite) may show some variation from ideal, stoichiometric chemical ratios. Quartz, 
for example, can be described as a pure tectosilicate with a tetrahedral framework according to 
Dana, but as a member of the quartz group, made up of oxides with a 2:1 metal to oxygen ratio, 
by Strunz. The colored versions (purple amethyst, yellow citrine, or gray-brown smoky quartz) 
each get their color from minor cationic contributors (Fe4+, Fe3+, and Al3+, respectively, in 
amounts as little as 4 ppm) (Akhavan, 2009; Ford, 1912; Hurlburt, 1971; Deer et al., 1966). 
 Yet other classes of minerals, the solid solution series minerals, are often described by 
two endmembers that are combined into various solid solutions; for instance, the feldspars range 
between alkali feldspar, a solid solution of orthoclase (KAlSi3O8) and albite (NaAlSi3O8), and 
plagioclase feldspar, a solid solution of albite and anorthite (CaAl2Si2O8). Pyroxenes vary in a 
solid-solution series ending in CaMgSi2O6 at the one end and CaFeSi2O6 at the other. These 
continuums can be displayed visually in a ternary diagram (Figure 4.) (Mange & Maurer, 1992).  
Figure 4. Ternary diagram showing the solid solution series of feldspar. 
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Although mineralogists have named many of the intermediate species, the specificity of these 
names can be vague: where exactly anorthite ends and plagioclase begins, in terms of the 
allowable minor quantity of sodium, is not a dictated or agreed-upon value. 
 When quantitation of the chemicals present is possible, there are varying conventions as 
to how to present the numbers. Trace elements (those present at levels <0.1% of the mineral) are 
usually expressed in either parts per million (ppm) or micrograms per gram (µg/g). Historically, 
mineral chemists determined chemical formulas through gravimetric techniques, so it is also 
common to see mineral chemistry expressed as a weight percent. It is common to see data for the 
major oxide-forming elements in silicates (Si, Ti, Al, Fe, Mn Mg, Ca, K, Na, and P) presented as 
atomic oxide percent. Calculation of atomic oxide percent assumes that the element is present in 
its oxide state, usually determinable by its valence electron structure, which, in turn, dictates that 
experimental percentages be divided not by atomic or molar mass, but by the total formula 
weight of the oxide (i.e., CaO = 56.07 g/mol, because of the presence of one oxygen at 15.99 
g/mol and one calcium at 40.08 g/mol). This mode of chemical description allows for the 
inclusion of hydrogen and oxygen, bound into minerals as waters of hydration or as hydroxyl 
groups, expressed as the oxide H2O; in modern practice, the oxygen content of a mineral is often 
calculated using valence-electron-based stoichiometrical formulas, where oxygens are balanced 
by assuming that each mineral must be electrically neutral (which can be a source of inaccuracies 
when multi-valent atoms like iron are present) (Pye, 2007; Brady and Perkins, 2007; Ford, 1912; 
Hurlburt, 1971).  
 Modern chemical analyses are based in either electron microprobe or EDS measurements. 
But a variety of methods have been applied to the determination of elemental character of 
minerals, including but not limited to atomic absorption spectrometry, x-ray fluorescence 
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spectrometry (XRF), neutron activation analysis, and inductively coupled plasma spectrometry, 
both atomic emission and mass (ICP-AES and ICP-MS, respectively). Using the oxide weights, 
then, is often inconvenient if not irrelevant. Translation from standard oxide weight to atomic 
proportion is simply an exercise in conversion, coupled with certain assumptions based on the 
commonly used mineral formulas:  
 
DE>*1	.'	%	 ÷ DE>*1	GD287H;	.'	 × IJKLMNO
PIQRSTU	SNVW
× 	$D28;H>C;'>D$	3D$)';$'	 ×		 XUWVINO
IJKLMN
  Eqn. 4 
 
 
where the normalization constant is a number based on the accepted formula for that oxide. 
Again, iron and other cations with multiple valence states can complicate this conversion. (Pye, 
2007; Brady and Perkins, 2007) 
 With all these variations—natural, theoretical, and conventional— it should not be a 
surprise that providing a strict chemical definition of any particular class of mineral may be less 
straightforward than fundamental mineralogy sources would imply. 
 
2.3.2 By crystalline structure and XRD 
 Most minerals occur as crystals, solids of definite chemical composition in which the 
constituent atoms, molecules, and/or ions repeat with an organized three-dimensional structure. 
The constituents assemble in this way because the arrangement is the most efficient, maximizing 
the overall attractions while minimizing total intermolecular energy. In this way, the repeating 
form of a crystal is a direct result of the atoms, ions, and/or molecules making up the substance 
(Ford, 1912; Flowers et al., 2018).  
The internal structural characteristics of a crystalline substance are expressed at the 
macroscopic level as well. The description of a mineral’s general shape and well-developed 
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crystallographic forms is the crystal habit, including but not limited to blocky, flaky, columnar, 
prismatic, bladed, fibrous, and so on. It is in this form that mineral particles in soil were first 
observed and described, although that method is considered less accurate by petrologists today 
(Heinrich, 1965).  It can be argued that not only the crystal habit, but even the description of the 
color and optical properties of a mineral are actually descriptions of the underlying 
atomic/molecular structure. Certainly, when discussing the way in which a mineral cleaves 
(breaks or flakes), or the symmetry or angles between the planes of a large sample of the 
mineral, we are indirectly discussing the molecular and atomic attractions making up that 
mineral (Ford, 1912; Hurlburt, 1971). 
Some of the fundamental classification schemes for minerals center around their similar 
crystalline structures. For instance, the silicate minerals can be divided into six groups, based 
upon the underlying structural arrangement of the SiO4 tetrahedra that all silicates have in 
common: frameworks (tectosilicates, including the feldspars), chains (inosilicates, including the 
pyroxenes, amphiboles, and epidotes), single tetrahedrons (such as olivine, garnet, and zircon), 
multiple tetrahedrons, rings (such as tourmaline and wollastonite), and sheet silicates 
(particularly the micas and talc) (Kerr, 1959; Deer et al., 1966).  
There exist a number of different systems for describing crystals. At the most 
fundamental level, a crystal can be described by defining the underlying repeating structural unit, 
the unit cell, on the basis of lattice points that correspond to the locations of certain repeating 
particles. From this foundation, however, we can consider the symmetry of the crystal, imagining 
point/space groups, axes, and repeating planes (Dana, 1912). Whole texts have been written on 
the science of crystallography, which is beyond the scope of this thesis, but a general 
understanding of crystal organization will be useful to better understand the limitations of a 
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purely chemistry-based approach to classifying minerals, and as a foundation for a discussion of 
XRD analysis. 
Planes can be determined to exist in minerals, based on the arrangement of the underlying 
structure, called a lattice. The relationships between the lattice sides (usually termed a, b, and c) 
and the lattice angles (usually termed α, β and γ) can be used to define the crystal system (or unit 
cell) of the mineral. There are seven crystal systems in all: triclinic, monoclinic, orthorhombic, 
tetragonal, trigonal, hexagonal, and cubic. The planes and lines described in the process of 
drawing the crystal form can also be named with three integers, describing intersections of the 
crystal planes with axes drawn through the unit cell of the crystal. (Fig. 5.) These Miller Indices, 
hkl, are commonly used to describe minerals in diffraction studies. The seven crystal systems are 
compatible with 32 three-dimensional crystallographic point groups, around which an axis of 
rotational symmetry can be identified. 
The crystal systems repeat to form crystal lattices. There are 14 Bravais lattice types that 
describe these lattice structures. The Bravais lattice symbols are used to name the mineral’s 
space group: the repeating nature of a crystal lattice brings two additional translational elements 
Figure 5. Planes named by Miller indices. Each plane is 
named for where it intersects the axes xyz, or hkl. 
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into play, which dictate 230 space groups, or distinct ways of three-dimensional packing of the 
repeating unit cell. The result is a comprehensive, structurally-based, crystallographic 
organizational system that can be used to classify hundreds of thousands of crystalline 
substances (the count of those included in the Cambridge Structural Database alone). And as 
they are crystalline substances, these descriptions apply equally to minerals. (See Table 2.) 
Table 2. Different systems for describing crystal types & their prevalence in soil mineral samples. 
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(Adapted from Murray & Tedrow, 1992; Dyar & Gunter, 2008) 
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 To summarize, a crystal can be described by defining the underlying repeating structural 
unit, on the basis of lattice points that correspond to the locations of certain repeating 
components, then by considering the symmetry of the crystal to imagine point/space groups, 
axes, and repeating planes (Dana, 1912). The spacing between these adjacent planes is called the 
d-spacing. D-spacing is considered characteristic of a particular crystalline substance because the 
planes are dictated by the spacing of the repeating points in the sample, which, in turn, is 
established by the atomic or molecular affinities. Determination of the d-spacing, and thereby of 
the crystal system or lattice making up a mineral particle could be both descriptive and 
discriminating, but the light microscopy techniques require considerable training and experience. 
Instead, powder x-ray diffraction (pXRD or simply XRD) is commonly used to determine 
mineral construction.  
 In a powder XRD instrument, a beam of x-rays is collimated, using a combination of a 
collimator and goniometer, onto a powdered sample. Rather than the longer wavelengths of 
visible light used in a PLM, the x-rays of an XRD approach the spacing of atoms in the 
crystalline sample, allowing for the determination of crystal structure by measuring the 
interactions of the beam and the crystalline particles. The sample is rotated through a range of 
different angles relative to the x-ray beam; at particular angles, the parameters of Bragg’s Law 
(Eqn. 5) are met, and maximum constructive interference occurs. This is the angle of diffraction, 
which can then be used to calculate the characteristic d-spacing of the sample, given n (the order 
of diffraction), λ (the wavelength of x-ray radiation), and Y (the angle of incidence of the beam 
onto the sample). 
$Z = 2* sin Y Eqn. 5 
 
XRD analysis is specific to crystalline materials and is capable of analyzing mixtures, 
making it a particularly valuable tool for bulk soil analysis. The analysis itself is nondestructive, 
and can provide reliable data from small samples, which is forensically ideal. Qualitative 
identification of phases present, the first stage of XRD analysis, is straightforwardly based on the 
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XRD patterns generated by the sample and presented by the instrument. Subsequently, 
diffractogram peaks can be used to quantify the relative abundance of mineral phases in weight 
percent, using I/IC comparison, the published Reference Intensity Ratio, or mathematical 
techniques such as Reitveld analysis. 
The most common means of quantification by XRD is by comparison to an a-corundum 
(Al2O3) standard, called I/IC quantification. Binary mixtures of a known weight fraction of the 
desired phase and corundum can be used to build a calibration curve. For any particular line of 









Where K is the scale factor (a constant for a particular diffraction line of a particular crystal 
structure), 3( is the volume fraction of phase a, d( is the density of phase a, and "(∗  is the mass 
absorption coefficient of phase a, (equal to the linear absorption coefficient of the mixture "( 
divided by the density of the mixture d(). When the intensity of a line from a phase in a mixture 
is ratioed to the intensity of that line in a pure sample of that phase, the constants (density, scale 
factor, and mass coefficient) all cancel, leaving behind a ratio of the weight fractions.  
In a binary mixture of two different phases, if the intensity of particular lines of phase a 
and phase b are expressed as a function of the two phases’ volume fraction, and since the linear 
absorption coefficient of the mixture is the same for both phases, a ratio of the two intensities 
demonstrates that absorption does not vary relative to the amounts of the phases present. The 
matrix absorption effect factor is eliminated.  
 What remains is a linear equation that demonstrates that the intensity ratio of a particular 






= 	b ∙ .( 
Eqn. 7 
This linear relationship allows for the building of a calibration curve. 
Unfortunately, in practice, this method can neglect matrix interferences that arise when 
minerals in a mixture absorb diffracted x-rays, altering the intensities and therefore the calculated 
presence of either phase. The method is also subject to peak overlap interferences and can be 
affected by preferential orientation of the mineral grains. To avoid these interferences, multiple 
calibration samples, each made to a different weight fraction, must be used (Kubic et al., 2012; 
Zhou et al., 2018; Gozzo, 2015).  
Another application of the above mathematical relationships, which avoids the need for 
multiple calibration standards, is realized in the Reference Intensity Ratio (RIR) method. In the 
RIR method, several pairs of analyte-standard line relationships are used to determine a universal 
calibration constant (the RIR) that quantifies the relationship of the scattering power of a phase 
to the standard. Because the RIR takes multiple signals into account, the calibration curve is no 
longer necessary, and a direct, binary comparison can be made. The ICDD’s Powder Diffraction 
File (PDF) publishes thousands of RIR values for a-corundum, making quick quantitation 
possible if pure a-corundum is available. 
More comprehensive, “whole pattern” mathematical methods are available. One of the 
most popular is the Reitveld analysis. The crystallographic parameters of the phases are used to 
simulate a diffractogram of the mixture, which is then compared to the full experimental 
diffractogram. Because all peaks are considered, some of the systematic errors described above 
as problematic are minimized. When used with a well-documented internal standard (usually  
a-corundum but sometimes zinc oxide or other materials), the factor calculated can be used to 




In 2004, Ruffell and Wiltshire demonstrated the power of XRD analysis on 21 samples 
collected from three different locations around Belfast, North Ireland. Samples were micronized, 
a ZnO internal standard added, and XRD used to determine the qualitative presence of 15 
different minerals with average abundances <2%. After PCA analysis, the authors were able to 
include/exclude specific data sets as similar to each other and/or to a blind test sample. The 
authors used complementary quantitative XRD (QXRD), which focuses on a single crystal axis 
peak, to quantify 14 minerals from the original XRD diffractograms, and were able to determine 
a single point of origin for the test sample from their closed set.  
 In 2006, Rawlins et al. included XRD as one of four techniques for establishing soil 
provenance evaluated for forensic potential. Three samples were collected by using clean boots 
to walk repeatedly across a small patch of ground. For XRD, the soil samples were dried, 
visually described, and then homogenized in a mortar and pestle; whole-rock analysis was also 
performed by grinding and micronizing. The samples were qualitatively identified by peak 
analysis and quantitatively analyzed by Rietveld calculations. After blind submission, XRD 
experts correctly identified the parent material, providing a limit to the provenance of the soil 
samples. More impressively, XRD analysis detected a clay mineral containing corrensite that 
was not detected by other techniques. 
 Recent innovations in data processing have led to potential simplifications of the XRD 
analysis process. Hillier and Butler (2018) suggest using XRD patterns as a source of digital 
information that can be exposed to data mining and cluster analysis to compare samples, making 
traditional qualitative interpretation and phase quantification irrelevant. In their analysis, cluster 
analysis corrected for errors due to sample displacement and signal scaling; when square-root 
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transformation was added, the notoriously strong signal of quartz particles in a soil sample was 
reduced, making less strongly diffracting minerals present detectable. Others have suggested the 
use of curve decomposition to perform a fractional XRD comparison of soil’s clay minerals 
(Marumo and Sugita, 2001).  
 Although the use of XRD on forensic soil samples sounds ideal, the technique has its 
limits. The grinding required for sample preparation homogenizes the sample and makes further 
morphological analysis of mineral particles impossible. And it is important to note that, 
excepting Hillier and Butler’s small-sample results with cluster analysis, minor components are 
often drowned out by the signal from major components. If a sample contains “platy” minerals, 
like mica, particles may arrange themselves preferentially, leading to noisy or non-characteristic 
diffractograms (Skoog et al., 2007; AAPG, 2019; Marumo and Sugita, 2001). There is an 
argument to be made that, although XRD may remain the best available technique for 
identification of fine-grained materials and clays, the complex mixture that is soil may overtax 
its considerable power of crystallographic identification. 
 
 
2.4 SEM/EDS  
 
2.4.1 Principles of electron imaging 
 When the high energy electron beam hits the sample, the electrons may be absorbed, 
transmitted, or their frequencies changed in various ways. The primary electrons are absorbed in 
a teardrop-shaped volume, and interact with the sample to produce backscattered electrons, 
secondary electrons, Auger electrons, cathodoluminescence, and two forms of x-rays. 
The primary electrons can lose energy through inelastic collisions with the electrons of 
the sample atoms, causing the ionization of the sample atoms and displacing atomic electrons 
called secondary electrons. These secondary electrons cause a cascade of ionized atoms and 
diffuse out until they either lose energy or reach the surface and escape. Secondary electrons 
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originate as electrons loosely held on the surface of the sample, so they are ejected with 
comparatively weak energy, and only from the top 500 Å of the specimen surface. They are not 
characteristic of the specimen. Because they originate from a region of volume consistent with 
the area of the incident beam, they provide good resolution and are preferred for SEM imaging.  
Because the secondary electrons are of comparatively lower voltage, the scintillator-PMT 
detector must be covered with an accelerating metal collector grid, charged to pull the electrons 
in. The effect of this charging is that the secondary electrons are collected no matter at what 
angle they escape the surface. The result is an image rich in grey half-tones, with signals detected 
from areas that would otherwise be hidden from the detector. Because of the greater escape rate 
of secondary electrons on an exposed slope, as opposed to a flat surface, topographic contrast 
also occurs, giving the effect of seeing surface texture.  
 The primary electrons can also experience elastic collisions with the nuclei of the sample 
atoms, which cause the direction of the electron to change by a random angle while the speed 
remains the same, preserving the kinetic energy. These electrons, called backscattered electrons 
(BSE), are reflected without energy loss from the surface of the sample. These electrons are of 
comparatively higher voltage (>50 eV), and travel to the semiconductor or modified scintillation 
detector in straight lines. The effect is a high-contrast image of the surface, with strong 
highlights and dark shadows that correspond to the density of the sample. Unlike secondary 
electrons, backscattered electrons come from a region several micrometers broader than the 
incident beam, which, with their broad spread in energies, reduces the resolution of the image. 
But BSE are still preferred for SEM imaging in the right context: higher density samples will 
produce more BSE with less penetration of the surface, allowing an operator to detect differences 
in atomic number, as high atomic number materials will appear brighter (Skoog et al., 2007; 
CFAMM; Locquin and Langeron, 1983). 
 The primary electrons sometimes cause the emission of visible light, called 
cathodoluminescence. If the energy of the primary electrons excites electrons in the sample 
atoms that are then slowed on their way back to ground state, luminescence in the visible or 
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ultraviolet range can result. SEMs can be equipped with detectors specifically for this 
cathodoluminescent phenomenon. 
 Auger electrons are emitted when the primary electrons cause the removal of a core 
electron of the sample atoms. A higher energy electron in the atom may replace the removed 
electron, causing a release of energy. Usually, this energy is emitted in a photon, but, on some 
occasions, the energy can transfer to another electron, which then is ejected from the atom. In an 
SEM, Auger electrons are released from the surface layers of the sample. If detected, they can 
provide information about the sample because their energy is characteristic of the atom from 
which they were ejected (Skoog et al., 2007; CFAMM). 
 Finally, the electron beam can cause the emission of x-rays, in a system mimicking the 




2.4.2 Principles of scanning electron microscopy 
 The theory of scanning electron microscopy (SEM) was first put forth by Knoll in 1935, 
with the first working instrument built by Von Ardenne in 1938. Commercial instruments were 
available as early as 1965.  
SEMs have advantages over optical microscopes, despite the huge amount of information 
the latter can provide about a sample: first, optical microscopes are limited by the wavelengths of 
visible light to a theoretical resolution of about 2000 Å (200 nm), which is, practically speaking, 
about half the wavelength of the light being used to form the image. (Although this is the 
theoretical lower limit, the diffraction halo around the particle at this limit will cause 
overestimation of size, making practical limits an order of magnitude higher [BSI, 1993b].) The 
SEM can easily visualize very small particles—although Pye & Croft (2007) say the limit is 
3μm, 0.5μm particles can be imaged in practice. 
Second, the higher power the lens, the shorter the focal length, which increases the 
aperture angle. Depth of field decreases as aperture angle increases, guaranteeing that optical 
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microscopies will have a comparatively shallow depth of field. In an SEM, we trade the 
knowledge of a specimen’s color for the improved imaging—and the potential for stronger 
chemical information, as will be discussed (Skoog et al., 2007; CFAMM; Rawlins et al., 2006; 
Goldstein et al., 2003). 
 The SEM operates on the principle of a very finely defined electron beam, scanned across 
the specimen surface. The microscope’s ability to produce a quality image depends on the 
parameters of the electron beam: its beam current; its spot size (cross-sectional area of the beam), 
its intensity; and the angular spread of the electrons as they travel down the column.  
The electron beam begins as electrons emitted from an electron gun, consisting of a 
cathode emitter, an anode, and often a Wehnelt cylinder grid cap. When the cathode is heated to 
high temperatures, electrons are emitted, then focused by the anode and cylinder before 
proceeding down the column. The probability of an electronic emission from the target material 
is dependent upon the initial kinetic energy of the electron; this is to say that the work function 
describing the energy needed to remove an electron from the surface of a solid in a vacuum 
directly impacts the probability of an electron’s escape, making it vital to proper analysis that 
one achieve high potential, decrease the work function, and improve the emission of the 
electrons used to visualize the specimen (Skoog et al., 2007; CFAMM; Goldstein et al., 2003; 
Goldstein et al., 2018). 
Although, traditionally, the electron source has been a tungsten wire, some modern 
instruments use a single lanthanum hexaboride (LaB6) crystal, because this type of emitter 
produces more electrons at a given heating temperature, resulting in greater intensity and a 
longer lifetime. A LaB6 crystal is tiny, only about 100 µm in diameter and about 0.5 mm long 
with its tip polished to a 1 µm point, and is mounted on a support chosen for its chemical 
inertness with LaB6, usually either graphite or rhenium. Another reason for these particular 
supports is for their resistance: both will generate enough current from a traditional wire supply 
to raise the temperature of a LaB6 crystal to emission, making the LaB6 crystal an easy 
substitution into a tungsten wire system. LaB6 emitters provide a smaller source size and longer 
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lifespans by as much as a full order of magnitude to traditional filament emitters, without 
sacrificing source stability (Goldstein et al., 2003). A LaB6 will age, however, over a lifetime of 
800-2000 hours, reducing stability in the long term. A reduction on total emission (as evidenced 
by absorbance current) can be seen if facets develop on the angled part of the emitter over time. 
In some cases, a Wehnelt cylinder grid cap is used to focus and control the emitted 
electrons as they spread out in a broad cone from the emitter. The grid cap is connected to the 
filament by a variable resistor, which generates a matching negative bias between the grid cap 
and the emitter. This forms lines of electrostatic field potential between and around the cap and 
the emitter. Where the field potentials are positive, the electrons are encouraged to leave the 
filament, producing a focusing action on the emitted electrons as they approach the anode. 
 The emitted electrons in the gun are then accelerated from the high negative potential of 
the emitter to the anode, passing through a hole in the anode down through the column. Those 
electrons that do not pass through the hole are collected by the anode and returned through the 
electrical ground to the power supply.  
Once electrons leave the electron gun, they travel down the column. The column, 
including the areas around the filament and the specimen, is held under vacuum pressure (below 
10-4 mmHg) to prevent interference with the traveling electrons. The electron beam will pass 
through electron lenses (condensers) and the deflection system, and through the scan coils into 
the specimen chamber (Skoog et al., 2007; CFAMM; Goldstein et al., 2003).  
The condensers in an SEM are electromagnetic lenses, consisting of a coil of wire in an 
iron case. When current passes through the coil, a magnetic field is generated that extends out 
into the gap through which the electron beam travels. Electrons that are not in the correct path 
interact with the field lines and move toward the optic axis. Up to three condenser lenses are 
used to “demagnify” the electron beam, condensing the beam to a small diameter (approximately 
50	Å) and centering the beam in the column. The first lens is variable, and is usually harnessed to 
the lens current, so that the changing acceleration voltage of the beam can be compensated for 
appropriately to keep the same focal length. The other condenser lenses specifically control spot 
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size, with the final lens in the column usually controlling the actual focus and behaving as an 
objective lens in a light microscope. The objective lens includes the scanning coil, the stigmator, 
and the beam-limiting aperture (Goldstein et al., 2003).  
Focusing in an SEM is performed by tightening the spot size, using the electromagnetic 
lenses in the column. The spot size can be affected by a variety of aberrations in the lenses, so 
although it is generally considered circular, the spot is also assumed to have a Gaussian intensity 
profile. The spot size is smaller at shorter working distances. 
The scanning coil, stigmator, and beam-limiting aperture of the objective electromagnetic 
lens all come into play with the formation of the actual scanned image. The image in an SEM is 
formed by the deflection system of the magnetic scanning coils, which sweep the beam over the 
surface of the specimen, rastering a rectangular portion of the specimen in the x and y directions. 
Simultaneously, a similar rastering device makes an image of the beam’s interactions with the 
specimen on a viewing screen. The raster is also affected by the working distance between the 
specimen and the bottom of the lens.  
An electron detector collects the signal produced by the interaction of the rastering 
electron beam with the specimen. When the signal collected varies from one location to another, 
contrast arises and an image is produced. The magnification and resolution can both be adjusted 
by altering the beam; focusing is accomplished by varying the current passing through the coil of 
the objective lens (Skoog et al., 2007; CFAMM; Goldstein et al., 2003; BSI, 1993b).  
The magnification is produced by the ratio of the length of the raster on the screen to the 
raster on the specimen. Resolution and usable magnification in a scanning electron microscope 
depend on the final spot size and the amount of spreading that occurs when the beam penetrates 
the sample. Resolving power is dictated by the dimensions of the probe and diffraction at the 
final aperture. Resolution is less for backscattered electrons, as they travel from more depth in 
the sample than secondary electrons. In addition, backscattered electrons can produce more 
accurately defined boundaries, assuming the substrate and the sample have noticeably different 
atomic numbers (Skoog et al., 2007; Goldstein et al. 2003; BSI, 1993b; Wischnitzer, 1970).  
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The interaction with the sample (and therefore the signal from the sample, and therefore 
the image formation) can also be affected by the beam intensity: the number of electrons passing 
through in a defined time. Low beam intensity will require a longer dwell time on the sample in 
order to reduce the image noise; high beam intensity uses less time for image scanning, but can 
have effects on the sample due to charging or even heating. Long dwell times and/or high beam 
intensity can cause the temperature of the specimen to rise precipitously, resulting in damage to 
the specimen (Wischnitzer, 1970). Charging is a more complex phenomenon, which occurs when 
the specimen is non-conducting and electrons without a path to flow away from a specimen 
accumulate. The buildup of charge can eventually repel and decelerate primary electrons, 
reducing the energy available to excite characteristic x-ray peaks; it can, to some degree, even 
block x-rays from escaping the sample. Charging can also cause fluorescence which may be 
incorrectly interpreted by the x-ray detector as an element that may or may not actually be 
present (Newbury, 2004; Barnes, 2018).  
To address the problem, specimens are usually electrocoated or sputter coated with a 20 
to 40 Å thick layer of a conducting film, typically gold, silver, aluminum, palladium, 
palladium/gold, or carbon. The use of back-scattered electrons, coupled with a low-energy beam, 
can sometimes avoid the need for coating (BSI, 1993b). For very high beam current (hundreds of 
nA) and very long count times (more than 10 minutes), Jercinovic and Williams caution that 
carbon coating is “generally inadequate” to prevent charging and both electrical and thermal 
beam damage of mineral samples analyzed for trace elements by electron microprobe analysis 
(2005, 526); but the stimulating beam in SEM-EDS is rarely, if ever, so intense, and the dwell 
times rarely, if ever, so long. Nonetheless, their research is a reminder that the various incident 
beam parameters and the nature of the sample itself all influence each other, and must be 
balanced against each other to produce the best signal for the application desired. 
 
2.4.3 Principles of energy dispersive x-ray spectroscopy 
“X-rays are a hoax.” (William Thomson, First Baron Kelvin, 1900) 
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When the beam of primary electrons interacts with the sample, inner-shell electrons in the 
sample atoms in the interaction volume can be excited to the point of ejection, leaving behind an 
excited ion. Higher-energy electrons transition to fill the resulting vacancy, with the difference in 
energy fulfilled by the release of energy in the form of an x-ray. X-rays are not easily re-
absorbed by the specimen, and mostly escape. The capture and analysis of this radiation allows 
the surface visualization of an SEM to be coupled with the analytical power of an electron 
microprobe.  
The x-ray emissions are characteristic of the particular element being excited, due to the 
nature of their formation. (See Table 3.) The sharply defined energies are due to the different  
  
Table 3. Examples of characteristic x-ray energies for specific elements 
Element Energies (keV) Intensities 














 (Excerpted from Johnson & White, 1970.) 
transitions between outer shell electrons and inner shell electrons. The innermost shell is named 
K, with the expanding shells named, in order, L, M, and N. A transition from any of the outer 
shells to the K shell will be named a K x-ray, but the energy produced will differ based on the 
origination shell of the electron filling the K-shell vacancy. These different energies are titled 
alpha and beta, so that an electron filling a K vacancy from the L shell produces a ka emission, 
where an electron filling a K vacancy from the M shell produces a kb emission. It is this 
combination of energies and intensities that is characteristic of the element studied. Note that, in 
the range of energies provided by most SEM electron beams, only K, L, and M series transitions 
are observed (Goldstein et al., 2003). 
 In an energy-dispersive instrument, there is no diffractor between the emitted x-rays and 
the detector. The instrument is designed for simultaneous signal detection of all emitted x-rays. 
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This Feltgett advantage is balanced by a resulting drop in energy, requiring a detector (often a 
semiconductor) in close proximity to the sample. The energy-dispersive x-ray spectrometer (EDS 
or EDX) allows for detection of most of the elements in a sample with constant efficiency across 
the range, making quantification possible as peak height is equivalent to signal value. This is at 
the cost, however, of decreased resolution, more spectral overlap, and more artifact production 
than a wavelength-dispersive instrument, and of increased interference from other x-rays and 
escape/sum peaks.  
First described in 1968 by Fitzgerald et al., the usual energy dispersive x-ray detector is a  
liquid-nitrogen-cooled lithium drifted silicon or Si(Li) detector. A voltage is applied to the Si(Li) 
crystal. When x-ray photons pass through a beryllium window and strike the Si(Li) crystal, 
electron hole pairs are generated, in a number proportional to the energy of the impinging 
radiation. The result is a voltage pulse that can be expressed as counts relative to energy. Silicon 
drift detectors, which work on the same basic principle, provide better resolution and good 
efficiency, and do not require liquid nitrogen cooling, are gaining in popularity as an EDS 
detector (Skoog et al., 2007; Newbury, 1974).  
On a cursory examination, these x-ray signals seem simple to use, but, in practice, a 
number of interferences and effects can make interpretations more challenging. Background x-
ray radiation is inevitable, in the form of noncharacteristic continuum radiation released by the 
deceleration of electrons, or Bremsstrahlung. The peak-to-background ratio, counter-intuitively, 
is negatively affected by increasing beam intensity, as more x-rays are absorbed before being 
measured, degrading the limit of detection and increasing uncertainty for the A term in ZAF 
corrections. Additionally, generated x-rays can be re-absorbed by the specimen or even by 
components of the instrument. (Detector windows are of particular concern, as they can act as a 
filter within the detector.) And fluorescence can be a concern: both the emitted energy of one 
element and the underlying Bremsstrahlung can potentially excite x-ray fluorescence in a second 
element (Lochmüller, 2006; Goldstein et al., 2003). 
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One simple chemical concern is that the interaction volume in the specimen must be 
chemically homogeneous, or incongruent results can be observed. Even for a single element, 
relative intensity values may vary depending on the energy of the exciting electrons, the re-
absorption of radiation within the sample (most common in the L-series lines), and the 
wavelength-dependent efficiency of the detector, making relative intensity comparisons difficult 
to establish (Johnson and White, 1970).  
Of course, the accelerating voltage of the beam must exceed the critical ionization energy 
of the elements of interest. In practice, this energy must not just be exceeded but multiplied by a 
factor of 1.5 to 3 to efficiently excite the sample atoms.  
However, when all these cautions are taken into account, EDS can be useful for 
qualitative and quantitative analysis of specimens. Given particularly favorable parameters, 
SEM-EDS can reliably qualitatively detect in the trace range, which is to say contributors 
making up less than 1 wt% of the sample. Qualitative identification takes into account the 
appearance of the K, L, and M families of peaks in the spectrum, and, in those energies above 3 
keV, the energy separation of the members of a family of x-ray peaks. Peaks with closely spaced 
photon energy and/or low abundance can often be difficult to distinguish. Although the increased 
performance of modern silicon drift detectors at low energy has improved the ability to visualize 
these individual peaks, rather than only their contributions to the overall convolution pattern, it is 
still particularly difficult to resolve families below 3 keV (Goldstein et al., 2003; Goldstein et al., 
2018). A modern instrument under ideal parameters may be able to provide resolution between 
120 and 130 kV, which might allow for the differentiation of a silicon Ka and Kb line (accepted 
values of 1.740 and 1.836 keV, respectively) but still prevents the resolution of the 1.739 keV 
Ka1 line from the 1.740 Ka2 line. 
Goldstein et al., (2003, 368-9) outline a set of general guidelines for reliable qualitative 
analysis by SEM-EDS, which can be expanded upon using more recent publications (Goldstein 
et al., 2018; Newbury and Ritchie, 2013): 
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1. Only peaks that are statistically significant should be considered for identification 
(estimated as at least three times the standard deviation above the background in a 
particular channel).  
2. Decades ago, analysts were instructed to avoid using count rates above 2500 cps, 
due to the increased occurrence of artifacts. But modern instruments are more 
than capable of handling hundreds of thousands of counts per second while still 
providing robust, accurate results, if dead time is kept over 10%. The nature of the 
detector and the instrument, then, dictate the operator’s consideration of beam 
current, count rates, dead time, and resolution when optimizing spectra for 
qualitative identification. 
3. Calibrations should result in peaks within 10 eV of tabulated values. 
4. A beam energy of 20-30 keV provides overvoltage to excite elements from 
beryllium to uranium; lighter elements may require less beam energy to prevent 
over-penetration and over-absorption by the sample. 
5. Consistent, careful monitoring of all tentatively identified families of peaks is 
necessary to prevent misidentifications. Escape peaks and coincidence (or sum) 
peaks can contribute to misidentifications by both software and human analysts. 
 
Quantitative EDS results are subject to even more cautions, usually outweighed by the 
benefits of this type of elemental analysis: it is nondestructive, requires minimal analytical 
volume, and can achieve excellent analytical precision and accuracy. In order to achieve this 
accuracy and precision, though, certain preparatory requirements must be met. Chief among 
these is that samples ideally must be mounted in a matrix and flat-polished. The polishing 
process provides a surface free from topographical variations that could alter the trajectories of 
escaping x-rays to the detector. Mounting in a conducting matrix eliminates concerns of charging 
and heating (Goldstein et al., 2003).  
 
 55 
A variety of EDS instrumental parameters can and will affect the reliability of the data 
collected, mostly having to do with the abilities of the detector. The energy of the x-ray photon 
is, with some exceptions, entirely deposited into the detector, creating a voltage peak over time. 
The pulse from the detector is then converted in a preamplifier to a voltage step proportional to 
the incident photon energy. To make this conversion, the noise to either side of the peak must be 
averaged—but for how long? A longer time interval for processing, or amp time, will improve 
resolution, but can cause one signal to run into another, resulting in pulse pileup, or, in a worst 
case, the creation of a sum or coincidence peak. To reduce pulse pileup, a time constant is 
introduced in the form of a pulse pileup rejector. When the electronic circuitry detects the arrival 
of a pulse, the detector will effectively switch off for a period of time called the dead time while 
the pulse processor analyzes that pulse to confirm that no pileup has occurred and the signal has 
returned to baseline.  
Proper setting of the amp time and dead time is a cost-benefit choice: short time constants 
allow for greater noise, but, set too high, low energy peaks will be ignored. As the number of x-
rays generated and entering the detector increases, the pulse pileup rejector will close down more 
often, increasing the dead time. Dead times in excess of 50-60% indicate that the detector is 
being swamped with x-rays, making collection increasingly inefficient, and requiring that 
changes (up to and including analysis of a different portion of the sample) be made to reduce the 
x-rays being received. Faster amp times yield faster throughput times, but will also affect the 
deadtime in such a way as to lose resolution (Goldstein et al., 2003; Genesis, 2006). 
The output of the detector is given in counts per second (cps), called the count rate, at 
each energy. Where once the rule of thumb was that the count rate should never exceed 2500-
3000 cps, advances in detector ability have made this suggestion obsolete. This advance can be 
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observed by assuming that the count rate can be approximated using a Poisson distribution, since 
the generation of x-rays is a phenomenon in which the probability of an event (transformation of 
an atom) is small and the sample is a large number of atoms. If one accepts this, then the first 
estimation of uncertainty for counting statistics can be calculated as  
g = h" Eqn. 8 
 
where g is the standard deviation and " is the mean, representing the count (USNRC). Then it is 
clear that a peak of 1000 counts has a standard deviation of 10%. To approach an analytical 
precision of 1%, for any given peak, an analyst should attempt to acquire approximately 5000 
counts per major peak. 
Nonetheless, the analyst should remember that an increasing count rate will potentially 
generate significant peaks, but may have undesirable side effects, such as sum peaks. In fact, 
simply increasing the count rate may not increase the total number of counts, as the pulse 
processor may become overwhelmed and simply stop allowing signals through. For this reason, 
the count rate, time constant, and dead time must be balanced to collect the best spectrum with a 
combination of strong signal, minimal artifacts, and good resolution for the particular application 
of the instrument.  
And application is key. For example, compare the recommendations of the EDAX 
company for EDS settings given a variety of scenarios: 
1. For a sample of largely high energy peaks, an operator should use a 50-100 us 
pulse processing time with a deadtime of 20-40%, resulting in 500-2500 cps. 
2. For a sample generating mostly peaks below 1keV, the maximum number of 
counts per second should be halved to 1000 cps and the time constant adjusted to 
the higher 100 us.  
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3. For fast mapping or similar time-sensitive applications, a time constant as low as 
25 us should be used with a count rate up to 100,000 cps, given a deadtime not to 
exceed 50-67%. 
Even with ideal preparation and careful determination of detector settings, matrix 
corrections will be needed for proper quantitation. An analyst observes only the measured 
intensity of x-rays, rather than the actual x-rays generated, due to the possibility of absorption 
and fluorescence of generated x-rays in the specimen. Even if this reality could be ignored, the 
generated intensity of x-rays by an element in a sample is proportional to the concentration of the 
element, the path length of the electrons in the specimen, the fraction of the electrons that never 
escape the sample, and the likelihood that the element in question will ionize and produce x-rays 
in the first place. Mixtures of elements and instrumental parameters further complicate proper 
determination of elemental ratios in a sample (Goldstein et al., 2003). 
One commonly employed strategy for addressing these complications is the use of a 
calculated ZAF adjustment factor. The ZAF adjustment factor is an attempt to correct for three 
different conceptual categories of matrix effect: effects due to atomic number (Z), effects due to 
x-ray absorption (A), and effects due to x-ray fluorescence (F). X-ray absorption and 
fluorescence affect the measured intensity of produced x-rays, where atomic number effects 
influence the probability of x-ray production and electron escape for each element, and the 
instrumental response to any given element. The atomic number effect (Z term) accounts for 
backscattering and energy loss due to inelastic scattering. Both are directly related to atomic 
number. The x-ray absorption effect (A term) involves modeling the depth of generated x-rays 
based on beam energy and beam angle. The x-ray fluorescence term (F term) must be calculated 
given the elemental composition of the sample. Of the three, F is most accurately calculated 
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(Genesis, 2006; Goldstein et al., 2003 and 2018).  
The majority of modern commercial EDS software packages use “standardless” 
quantification based on these ZAF factors. Standardless quantification techniques were 
developed to address problems with the removal of the optical microscope component of the 
electron microprobe instrument underlying the EDS system, and with the beam intensity 
variations inherent to an SEM system. The process begins with the assumption that peak height 




 Eqn. 9 
The k ratio is then used as the basis for a calculated quantitation that takes matrix effects into 
account, as given in Equation 10, where C refers to the weight fraction and k is the ratio of the 
intensity for the element in the sample to the element in a pure standard.  
jMTMRMNW
jOWUNkUQk
= lmnMTMRMNWiMTMRMNW	 Eqn. 10 
 
Considerable confusion exists due to the existence in the literature of two different terms, 
both called the ZAF correction, and both using the mass fraction of the element, jMTMRMNW. 
Equation 11 shows the more common, traditional factor calculation: 
iMTMRMNW = jMTMRMNWlmno Eqn. 11 
 
A less common calculation is one used in the Ametek EDAX Genesis software suite: 
jMTMRMNW = 	iMTMRMNWlmnp Eqn. 12 
The two relate via Equation 13: 
lmno = 	1 lmnpr
 Eqn. 13 
 
It should be clear by now that automating this delicate balance of parameters comes with 
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its own pitfalls, and what is gained in convenience by standardless quantitation is paid for with a 
loss of accuracy. Nonetheless, modern EDS software regularly comes packaged with a 
qualitative/quantitative identification tool that makes the process as easy as clicking a button. In 
2009, National Institute of Standards and Testing (NIST) Fellow Dale Newbury examined in 
depth the types of mistakes made by automatic peak identification in EDS when the subtleties 
described above were not taken into account. He found that even on “well-separated, high 
intensity peaks arising from major constituents” making up more than 10% of the mass of the 
sample, 3-5% of automated EDS identifications were wrong. Incorrect identifications of a 
particular element were consistent to a specific software suite, no matter how many counts were 
accumulated. Trace elements were subject to additional misidentifications due to improperly 
assigned minor x-ray family members, escape and coincidence peaks, and false peaks. Newbury 
suggests a strategy for proper acquisition of an EDS spectrum and a multiple linear least-squares 
peak fitting treatment that would be resistant to these issues, but is forced to admit that the 
requirements necessary to achieve such a spectrum may be unrealistic:  
“Obtaining a total spectrum integral of 200,000 counts with a 
conventional Si(Li) EDS, spectrometer technology… operating at 
or at least near optimum resolution with modest deadtime 
represents a considerable task. With a throughput of approximately 
1 kHz to constrain the deadtime, a live time of 200 s would be 
required, and if the five-fold criterion is applied, the time required 
expands to 1,500 s to obtain 1,500,000 counts. Judging by the 
appearance of EDS spectra reported in the literature, many analysts 
seem to collect spectra for far less time” (10-11). 
 
 He remarks that the SDD detector might, potentially, improve upon the situation—but 
five years later, in 2015, a thorough investigation of accurate and precise EDS data collection by 
Newbury and Ritchie would reveal that measurement of trace elements (below 1000 ppm) 




2.4.4 SEM-EDS for bulk analysis of soils 
 SEM-EDS can be used to perform bulk elemental analyses of soil in a variety of ways. 
Rawlins et al. (2006) specify that the technique can be applied to everything from characterizing 
grain surface textures to searching out heavy metal particles for differentiation of soil types.  
 Bulk analysis by SEM-EDS usually requires either multiple spot analyses or larger area 
scans of a semi-homogenized sample prep. Particulate matter can be embedded into resin blocks 
and polished (Pye & Croft, 2007). Soil samples in particular have been prepped for SEM-EDS 
analysis by drying, sieving, and being pressed into disks using a KBr disk press. The pressure is 
believed to homogenize the sample by pressing the harder particles into the softer matrix, 
resulting in more reproducible EDX determinations of elemental compositions: elemental values 
of pressed samples obtained by SEM-EDX had lower standard deviation by an order of 
magnitude, more reproducibility, and better discrimination than adhesive-mounted particulates 
(Cengiz et al., 2004). In 2014, Woods et al., successfully discriminated 99.5% of the closed set 
of 29 Australian soil specimens with the following preparation: 10mg of each was dried, crushed 
in a mortar and pestle, and compressed into a disc, which was then mounted on carbon tape. 
SEM/EDX analysis was conducted in triplicate on an area 640 µm x 460 µm for each sample. 
Results demonstrated Mg, Al and Fe concentrations provided 82%, 72%, and 73% 
discrimination, respectively.  
 In 2007, Pye and Croft used SEM-EDX techniques to analyze bulk soil aggregates, 
ground powders prepared from <150μm soil fractions, and smears of each on cotton cloth, with 
sample prep as simple as dabbing an SEM stub onto the (admittedly, cleaned, dried, and ground) 
sample of interest. They did not analyze individual particles, but spots of a few cubic microns or 
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areas of hundreds or thousands of microns, and compared elemental peak height ratios for 
oxygen, silicon, aluminum, potassium, calcium, and iron. They found that these ratios varied 
minimally with changing instrumental parameters, demonstrating the ruggedness of the 
technique, but did see variations with accelerating voltage (as might be expected). Of the sample 
prep methods, within-sample variation was the smallest for the simply-mounted ground soil 
samples. The authors concluded that “discrimination of soil samples on the basis of elemental 
peak height ratios determined by EDXRA can be successfully achieved if appropriate steps are 
taken to standardize the analysis procedures” (61), but, due to variations between spot and area 
scans, recommended this bulk method be used primarily as a screening technique.  
 Two years later (2009) Miler, Curk, and Mirtic attempted a similar study to identify 
mineral phases in the matrix of the Abbott meteorite. BSE mode was used to locate mineral 
phases in polished thin-sections fixated with epoxy resin and coated with carbon. Identified areas 
of interest were then analyzed using a 60 second acquisition time with the lowest possible 
process time, with atomic weight percents calculated using the standardless quantitation native to 
Oxford Instruments’ INCA Energy software. The authors determined that, “According to semi-
quantitative results of SEM/EDS analyses, it can be concluded that SEM/EDS possesses 
adequate accuracy to obtain stoichiometric mineral from atomic ratios of constituent elements 
and identify analysed mineral phases.” Unlike other mineralogists reviewed here, Miler et al. 
were comfortable identifying the phases of kamacite, toilite, pyrrhotite, chromite, olivine, 
orthopyroxene bronzite or hypersthene, clinopyroxene Al-diopside, plagioclase oligoclase, 
chlorapatite, goethite or lepidocrocite from the EDS spectra obtained. The authors determined a 
simple mean, median, standard deviation, and coefficient of variation for included elements, then 




2.4.5 SEM/EDS for particle analysis 
 Particle analysis with SEM-EDX has its challenges: particles charge and drift; their 
irregular topography produces both shadowing and fluorescence; they are neither homogeneous, 
infinitely thick to the electron beam, or flatly polished—all assumptions necessary for proper 
ZAF corrections. The undesirable results of these deviations include low energy peaks and the 
need for a very small spot size, and proper separation of the particles being analyzed (Small, 
2002). 
 Because of the potential for particles to charge, mounting on a conductive substrate (like 
carbon) is required. Transfer of the particles to the carbon tape can occur in a variety of ways: 
The particles can be piled into a mound on top of the tape, then loose particles shaken free. The 
particles can be piled on one edge of the stub, with the wedge tapering off to a thin distribution 
on the other side. Particles can be trapped in a filter which is later dissolved, leaving only the 
particles of interest on the stub (although this preparation is more useful for transmission electron 
microscopy, TEM, than SEM). Single particles can be mounted individually (Brown & Teetsov, 
1980). Because the Cengiz et al., research (2004) focused on a bulk preparation method, it is 
easy to miss the moment when the authors casually write that, in Istanbul, it was routine for 
SEM-EDS analysis of soils to occur, specifically on “randomly collected soil particles on the 
adhesive tape placed on a SEM–EDS stubs [sic]” (35). No additional information is provided. 
 More common methods of particle mounting for SEM-EDX focus on the proper 
separation of the particles being analyzed. One regularly-seen method of separation is to dry and 
sieve the sample, then place the taped surface of the stub onto a 0.5mm stainless steel sieve, 
piling the particles onto the stub until all exposed adhesive is covered (McVicar and Graves, 
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1997). Another method is the suspension of particles in a fluid with high vapor pressure. The 
surface of a carbon-taped SEM stub is covered with the fluid, which is allowed to evaporate, 
depositing the particles on the surface. Particles in the solvent will naturally separate and adhere 
to the supporting medium by electrostatic attraction. Caution must be used, however, as even 
conducting materials can charge if they are electrically isolated. Some researchers suggest the 
application of pressure after deposition with these methods, to ensure good contact with the 
carbon tape beneath (Brown & Teetsov, 1980; McVicar & Graves, 1997). 
 As early as 1995, de Boer and Crosby attempted the SEM-EDS analysis of individual 
particles from a larger sample. In their research, simulated suspended sediment samples were 
made from topsoil and the suspension filtered. The filter was mounted onto an SEM stub and 
carbon coated. Three hundred particles as small as 2 µm were identified manually and their EDS 
spectra acquired at 15 keV, considering only Si, Al, Ca, Fe, Mg, Na, K, Ti, and S because of 
these elements’ “general abundance and geological significance” (247). Particles were classified 
in two ways: once by the operator, based on morphology and elemental analysis, and once using 
cluster analysis based solely on EDS output. Like Miler et al., (see above), de Boer and Crosby 
were comfortable assigning mineral names to their observations, namely illite, montmorillonite, 
quartz, feldspar, plagioclase, potassium feldspar, and miscellaneous (said to include titanium and 
iron oxides). However, the authors did not find the abundance of the members of the classes to 
significantly discriminate the two soil types without the use of visual data.  
 Rawlins et al. (2006) also emphasize the value of the SEM-level observations to enable 
visualization of surface topography and coatings, and the BSE mode for finding rare heavy 
minerals which carry more weight in the determination of provenance. In their study, soil that 
had not been separated by organic/inorganic content was sprinkled over carbon tape on an SEM 
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stub, with visually identified “unusual” particles manually placed onto a second stub mount. The 
two stubs were measured using low-vacuum SEM to avoid carbon coating the sample. Although 
the authors did perform a qualitative analysis of individual grains using an Oxford Instruments 
ISIS 300 EDS, their only comment on the results is “It is not possible to obtain reliable 
quantitative chemical compositions of materials by electron beam methods unless they have been 
prepared to present flat, polished surfaces, which would constitute a significant 
degree of destruction of the sample” (835). 
 In any EDS analysis, considerations of count rate, amp time, dead time, and collection 
length must all be balanced against issues of resolution and throughput; but for particle samples, 
in particular, the interplay of these variables is a challenge. Particles are non-ideal samples for 
EDS analysis in almost every facet. Particles are often not homogeneous within the interaction 
volume, nor infinitely thick to the electron beam. The topography of particles means that they are 
not flat, smooth, or polished, all of which are required assumptions for the common ZAF 
corrections that allow reliable results in EDS.  
 Nonetheless, particulate forensic evidence is regularly analyzed by SEM-EDS. The 
potential of this technique is demonstrated nowhere as strongly as in the routine forensic analysis 
of GSR. But for this, we must discuss automated SEM-EDS analysis. 
 
2.4.6 Principles of automated SEM/EDS 
 Even a small sample can contain thousands of particles for analysis, which has long been 
a hurdle for microscopists. As Cengiz et al., (2004) tell us, “mineralogical identification using 
polarized microscope requires sophisticated and experienced skill, and it also forces examiners to 
work patiently for many hours” (35). One answer is automated analysis, which is a reality in the 
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world of scanning electron microscopy. Automated analysis of a variety of characteristics, 
including but not limited to grain size, shape, chemistry, and phase composition, can improve 
repeatability while reducing analytical time and operator subjectivity (Rawlins et al., 2006).  
 In software like Genesis Particle, particles are separated and classified by image gray-
level (made possible by combining image collection with the thresholding of discrete particles) 
and by chemistry. Following the calculation of particle morphology, the electron beam is used—
either as a spot or via rastering—to collect an EDS spectrum. The spectrum is then quantified, 
allowing for the classification of the particle to a chemical phase. Once parameters are manually 
set, the process is automated, allowing for the analysis of a single stub or multiple stubs (EDAX 
TEAM, 2013; Genesis, 2006). 
 The Particle software package uses standardless quantification to normalize the spectral 
data of each particle. The intensity of the pure element is calculated using ZAF corrections. 
Although, as discussed above, particles do not conform ideally to the ZAF assumptions, the 
resulting data are useful for inclusion/exclusion decisions (Genesis, 2006). 
 The spectrum collected from a particle is checked against a user-pre-defined class library 
based on values for all identified elements. The best fit class is determined by a chi square fit on 
concentration, chi square fit on spectral data, or a Boolean classification (EDX Library, 2001). 
And, of course, should the operator disagree with the computerized classification, the particle 
can be manually classified. Keeping in mind that identification “can rarely be done on the basis 
of elemental data alone,” automated SEM-EDX analysis offers an opportunity for soil analysts to 
obtain particle size, descriptors of particle morphology, and elemental data without tedious grain 
counting or multiple sample preparations (Pye et al., 2006).  
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 It should be noted that Genesis Particle no longer carries a trademark of any kind, as 
Ametek EDAX has discontinued support for the software. The newest software produced by 
Ametek EDAX for EDS analysis, APEXTM, does not offer automated particle analysis. Other 
manufacturers, however, offer similar software suites, such as Aztec® Feature by Oxford 
Instruments or the Smart Particle Investigator (SmartPITM) by Zeiss. 
 Computer-controlled SEM-EDS systems are already in widespread use for acquiring data 
to analyze and map the spatial distribution of elements in samples, including in cross-sectioned 
grains and aggregates (Pye, 2007). They are not, however, widespread in forensic soil or forensic 
trace evidence analysis. In forensic science, there is no discipline that has made SEM techniques 
as central to the investigation as in the analysis of gunshot residue (GSR).  
 The ASTM’s E1588 Standard method for GSR makes the point that automated 
SEM/EDS analysis allows for efficient examinations where manual analysis may be 
“prohibitively time-consuming” (2). Standard practice for automated GSR detection dictates 
certain parameters for atomic number, size, and/or shape to include/exclude candidate particles 
detected by automated SEM for automated EDS analysis: SEMs must operate in the BSE mode, 
configured to detect particles as small as 1.0 µm; the EDS detector must produce a resolution of 
less than 150 eV during analysis, with the spectrum acquired at a minimum of 20eV per channel. 
The automated system must be capable of recalling stage locations of particles, so that spectra 
collected for a specified time or number of counts, can be independently and manually verified. 
The resulting qualitative EDS elemental results can classify a particle as characteristic of GSR, 
consistent with GSR, or associated with GSR. Quality control measures include the use of a pure 
element standard for thresholding the brightness constraints of the BSE image, and a record, 
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using a Faraday cup, of the beam current before and after analysis (SWGGSR, 2011; ASTM, 
2014, Section 8.5). 
The lack of quantitation is of interest here. Earlier bulk analysis methods for GSR, like 
Atomic Absorption Spectroscopy (AAS) use preset, quantitative lower cutoff limits (0.10 µg for 
barium, 0.10 µg or higher for lead, and 0.04 µg for antimony) that reflect not only the limits of 
reliable quantitation, but the expected relative concentrations of the three characteristic elements 
in known GSR (Comanescu et al., 2018). However, the GSR subcommittee within the 
Organization of Scientific Area Committees for Forensic Science (OSAC) has set no detection 
thresholds for the three crucial elements by SEM-EDS. The detection of a particle with the 
correct morphology and having the required concomitant elements is enough to declare a particle 
GSR (Gillis, 2019). 
The promise of automated SEM-EDS for soil analysis is brought up short by the lack of 
any studies duplicating “realistic conditions” (Rawlins et al., 2006, 835). But it is already 
documented that representative elemental spectra can be obtained from particles as small as 5 
µm (Pye, 2007, 169). Automated GSR analysis demonstrates that, pending manual review, 
particles can be SEM-detected, EDS-analyzed, and software-classified—possibly against 
reference library examples of EDS spectra of common minerals that have already been 
catalogued, as early as 1984. Since the technique is essentially non-destructive (assuming the 
grinding or mount-and-polish sample preparations are avoided), there is also the potential for 
combining automated SEM-EDS analysis of soil grains with other analyses, including traditional 
polarized light microscopy or even Raman spectroscopy (Pye, 2007; Rawlins et al., 2006)). 
The seminal work in automated SEM-EDS of soils must be the McVicar and Graves 
study of 1997, published as “The Forensic Comparison of Soils by Automated Scanning Electron 
 
 68 
Microscopy.” The authors prepared sand samples from four different locations in Ontario, 
Canada, with simple wet sieving, then distributed particles onto an SEM stub using a wire mesh 
system to guarantee particle separation. The stubs were run on an R.J. Lee Personal Scanning 
Electron Microscope with BSE detector and EDS. Grains were detected and analyzed using the 
relatively new Zeppelin particle recognition system, which provided quantitative data. But unlike 
the modern automated particle analysis software routinely used in GSR applications, particles 
were assigned to categories off-line and manually in a commercially available spreadsheet 
program. The resulting data were compared using a chi-square test. 
The authors’ results are promising: the obvious quantitative advantages of throughput and 
improved statistical significance of the data were encouraging, as is the demonstrated ability to 
differentiate opaque minerals that are problematic in optical microscopy. The results also 
indicate potential in the identification of carbonates. Best of all, the data appear to support the 
differentiation of the four sand types on the basis of elemental classification of individual 
particles. 
In the early 2000s, a technology called QemSCAN received significant attention among 
mineralogists, rather than forensic soil scientists. QemSCAN, developed for the mining industry, 
couples an SEM with four light-element EDS systems. Samples are usually mixed into resin and 
polished. In particle mineral analysis (one of four modes available), areas identified as discrete 
particles are scanned using a user-defined pixel spacing for serial EDS spectra; in this study, 
spacing was set to 1 µm, generating 244 spectra per particle to be compared. The remarkable 
speed of acquisition in this system allows for as many as 1000 particles to be measured in an 
hour. Acquired EDS spectra are then automatically compared to a database of known mineral 
spectra to assign a mineral identity to each pixel analyzed, determining the composition of the 
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particle. The system operator defines mineral groupings to be considered. In 2004, Pirrie et al., 
evaluated the QemSCAN system for forensic application, and found that the phase compositions 
provided by the system for both soil samples and dust samples were distinguishable.  
Despite this success, the authors did note that the particle analysis mode had not been 
thoroughly evaluated, since mining applications of QemSCAN tended toward the polished block 
sample. Additionally, a forensic-specific database of minerals for comparison would need to be 
developed in addition to the mining databased already in use. Production of the QemSCAN 
system apparently stopped in 2015. 
Some of the most rigorous testing of SEM-EDS for particulate identification has been 
produced by teams led by forensic microscopist David Stoney, with publications stretching from 
2012 to the current day. In a series of publications, Stoney takes a number of approaches to 
isolating “very small particles,” or VSPs (0.3 µm to 50.0 µm in diameter), from carpet fibers, 
cellphones, handguns, ski masks, and other surfaces, mounting them, and attempting to 
discriminate populations based on their elemental characteristics. 
In both their 2012 report on the original Department of Justice-funded project, and a 2015 
Journal of Forensic Science publication on the same work, Stoney, Stoney, and Bowen report 
encouraging results. The researchers sonicated questioned fibers in a tube of pre-filtered ethanol 
to form a particle suspension, which was then vacuum filtered onto a portion of a membrane 
filter. The filter portion was transferred to a carbon-taped SEM stub and coated. The resulting 
specimen was visualized using BSE mode on a Tescan Vega II SEM, with automated EDS 
analysis performed on an Aspex PSEM Explorer system using the Automated Feature Analysis 
(AFA) program supplied with the Aspex Perception software. The elemental analysis considered 
28 elements, chosen to represent both rarely and commonly occurring elements. Up to 4000 
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individual particles per sample set were categorized by size and shape, and the relative 
concentrations of the four elements having the highest x-ray counts. Analysis used a 20.0 kv 
accelerating voltage at 2000x magnification, with EDS data acquisition lasting between 3 and 6 
seconds for a count of 300 to 2500 cps. 
In this research, the authors refrained from giving the particles specific mineral identities, 
classifying VSPs instead into groups such as “Cl/Ca/S” or “Fe-rich.” (These groups, by the time 
of publication, were titled TPTs, or Target Particle Types.) Results were analyzed using 
maximum-likelihood estimation and chi-square testing. The research demonstrated that a suitable 
method for automated SEM-EDS classification could be developed, although many of the 
assumptions of class-building currently used by trace examiners would have to be replaced with 
new organizational paradigms. The sample sets were widely distinguishable from each other. 
However, the authors suggested that manual imaging and viewing should be included, and that a 
quality control procedure for possible EDS peak misidentifications should be considered. 
In 2018, Stoney and Stoney were joined by Neumann for another dive into automated 
SEM-EDS of particles, this time from surfaces of cellphones, firearms, and ski masks. Again, the 
swabbed particles were suspended and filtered, then analyzed on an Aspex SEM-EDS system 
using the AFA program. Larger particles were analyzed (up to 80.0 µm), and up to 5000 particles 
per sample. Analysis again used a 20.0 kv accelerating voltage at 2000x magnification, with 
EDS lasting between 3 and 6 seconds, but for a count of 1500 to 2500 cps. In this iteration, 
researchers focused on 18 elements (Na, Mg, Al, Si, P, S, Cl, K, Ca, Ti, V, Cr, Mn, Fe, Co, Ni, 
Cu, and Zn) to place the particles into TPT groupings, using a multinomial statistical analysis. 
Results, again, confirm the potential for this type of forensic particulate analysis. The particle 
sets could be quantitatively associated with specimens in 84% of samples, as determined by a 
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Bayesian analysis.  
  
 
2.5 Data analysis and chemometrics 
 
It is unfortunate that McVicar and Graves appear to have been unfamiliar with the work 
of Mary Margaret Minnis when they found themselves forced to hand-classify the results of their 
SEM-EDS mineral identification. In 1984, Minnis designed a “sequential-check matching 
system” that assigned mineral identities to SEM-EDS spectra. Spectra were taken from polished 
thin sections, and then the x-ray counts for twelve elements used as classifiers, forming a twelve-
dimensional space. The sample spectra were then compared to known spectra of 20 different 
minerals in a Euclidean distance function to assign mineral identities. Although Minnis never 
names this process, it is, in effect, a type of multivariate chemometric statistics. 
Chemometrics is the use of statistical and mathematical methods to extract information of 
value from chemical data. For forensic scientists, finding and interpreting patterns in data is a 
fundamental goal of any analysis; but in forensic science generally, and soil science specifically, 
the systems are often sufficiently complicated—involving multiple measurements of multiple 
attributes of multiple samples—to be both difficult to describe and difficult to understand. 
Multivariate statistical data analysis is a powerful exploratory tool for assessing sample groups 
for the variables that make them distinguishable. Critically, multivariate statistical data analysis 
techniques have a documented history and widespread scientific acceptance, making them 
inherently attractive to a forensic science community anxious to provide mathematical support 
for hard-to-quantify scientific decisions (Pye, 2007; Reidy et al., 2013; Varmuza and Filzmoser, 
2009). This sort of analysis is widely used to group “large sets of numerical data, such as 
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elemental abundances of particles, into numerically like sets, such as mineral classes” (de Boer 
and Crosby, 1995, 246). 
Principal component analysis (PCA), one particular form of multivariate analysis, has as 
its inherent goal the reduction of the dimensionality of a complicated data system, providing 
insight into the underlying structure behind what may otherwise seem chaotic or complex data. A 
new coordinate system is created in the multidimensional space, with the first axis lying in the 
direction of maximum variance and the second axis lying at a right angle to the first in the 
direction of maximum variance in the residuals from the first (and so on). The data are then 
projected onto those principal component axes in a score plot. In addition to mathematical 
indicators that quantify the contributions of each original variable to the principal components, 
the visual plot can be used to identify groups that cluster together or separate based on particular 
variables (Reidy, 2013; Pye, 2007; Turner and Goodpaster, 2012; Varmuza and Filzmoser, 
2008). 
Where PCA tries to reduce the dimensionality of a system without knowing the 
classifications of the data items, linear discriminant analysis (LDA) measures the differentiation 
ability of a method while taking into account the existing classifications of the data. LDA can be 
applied to the original data, or to the data derived using PCA. It is used not only to summarize 
differences between groups, but also to predict membership of samples into the defined group 
(Reidy, 2013; Varmuza and Filzmoser, 2008). 
Hierarchical cluster analysis (HCA) focuses on the grouping of similar objects into a set 
of distinct clusters. The more popular mode of HCA uses an agglomerative approach, in which 
the data objects start as individual items and are combined to form clusters in a reiterative 
process until all objects are joined into a single class. The result is a classification tree or 
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dendrogram, in which the branching point represents a set of similar profiles clustered together. 
One popular method, Ward’s minimum variance method, aims to minimize the total within-
cluster variance to produce the closely-related groups of data objects (Varmuza and Filzmoser, 
2008). 
Leave-one-out or hold-one-out cross validation (HOO-CV) is one way to estimate a 
model’s performance. In this simple technique, the model is trained while omitting a single piece 
of data, and then that data is classified based on the model  that was developed. This process is 
repeated for all data vectors. If the error value calculated is small, the model is good for all data 
items in the set.  
There are multiple examples of an array of multivariate analysis types applied to soil 
analysis and forensic soil analysis. De Boer and Crosby (1995) chose hierarchical cluster 
analysis (HCA) to analyze their SEM-EDS results, but found the technique overly subjective, 
and not noticeably different from the clustering performed by an operator with an eye for particle 
morphology and elemental abundance. Bonetti and Quarino (2014) successfully used PCA and 
canonical discriminant analysis (CDA) to differentiate samples analyzed by particle size, pH, and 
loss on ignition. As pedologists are more likely to use specialized geostatistics, most of the 
multivariate techniques described above are found in analytical chemistry or forensic 
publications. 
 
3. Research Design 
Prior studies into automated SEM-EDS of soil inorganics, following that of McVicar and 
Graves (1997), have focused on theoretically pure results: using the highest-quality standards in 
instruments chosen specifically for trace analysis, sometimes with software designed for the sole 
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purpose of mineralogy, to get analytically quantifiable results reported to a fraction of a percent. 
The goal of this project was specifically to address the potential of SEM-EDS systems as they 
exist in working, government-funded forensic laboratories, with the goal of facilitating the 
analysis of oft-neglected soil evidence as a routine sample for such labs. To that end, the method 
was developed to include as much accessible, affordable material and instrumentation as 
possible, and was built around practical concerns of cost, time, and limited resources.  
 
3.1 Instrumentation 
 Grain size separation was achieved using a set of Endecott’s 38 mm diameter steel wire 
sieves (ISO 3310-1/BS410-1) in aperture sizes of 500 µm, 250 µm, 180 µm, 100 µm, 90 µm, and 
50 µm. Certificates of compliance were received for each. (See Figure 6.) 
 Plasma cleaning was performed in an O2 Harrick Plasma Cleaner/Sterilizer PDC 32G, in 
which the plasma was generated by a high frequency generator (10MHz) with a power of 100W. 
A series of valves allowed for controlled bleed of O2 gas and slow venting after cleaning. 
Figure 6. A sample of the Certificate of Compliance issued by Endecott's for steel wire sieves. 
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Samples were carried on glass slide supports. (See Figure 7.) 
Prior to SEM/EDS analysis, samples were coated using a Cressington 108C Auto/SE 
Carbon Coater with rotary planetary tilting stage. (Rotation was used during coating, but tilt was 
not.) Samples were automatically coated for 6.0 seconds at 4.0 volts, using carbon rods shaped in 
a PELCO easiShaper™ Carbon Rod Shaper. 
XRD confirmation of known mineral samples was performed using a benchtop Rigaku 
Miniflex second generation powder x-ray diffractometer equipped with the JADE 7 software 
package by Materials Data, Inc. Samples were backfilled into an aluminum metal sample holder, 
except for mica samples, which were analyzed using a low-background crystal sample holder. A 
quartz standard was used for instrument qualification. Some samples were analyzed pre- and 
post-plasma ashing using a next-generation Rigaku Miniflex 600 powder x-ray diffractometer 
(Figure 8). These samples were packed into a Rigaku 906162 low volume holder with 5mm x 0.2 
mm sample well. Once prepared, samples were analyzed using Rigaku’s proprietary PDXL 
Figure 7. Front of the Harrick PDC 32-G plasma asher and chamber door, equipped with a 
thermocouple for measuring pressure in the chamber and a variety of valves to allow for slow 
release of pressure to prevent accidental removal of soil particles. 
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software package, including an automated library search. The instrument was qualified using a 
pre-packed sample holder of SRM 640e silicon powder. 
All imaging and measurements were made on a Tescan Vega 3 XMU scanning electron 
microscope, equipped with a LaB6 crystal electron emitter, retractable BSE detector, 
compucentric rotating/tilting specimen stage, and internal chamber IR camera. (See Figure 9.) 
The SEM was operated primarily in BSE mode to allow for graylevel thresholding 
necessary for automated analysis. The instrument was controlled using the proprietary VegaTC 
Figure 8. Rigaku Miniflex 600 PXRD and control computer. 
Figure 9. Tescan Vega 3 instrument 
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 software system. (See Figure 10.) An aluminum-copper known was used for qualification of the 
instrument and to set brightness and contrast constraints.  
The Ametek EDAX Octane Pro Silicon Drift Detector was used for collection of EDX 
elemental information. This SDD was designed for high resolution (particularly with low energy 
x-ray lines), high collection speeds, and quantitative analysis at high cps (up to 200,000 cps). 
(See Table 4.) 
Table 4. Capabilities of the Ametek EDAX Octane Pro SDD 
Accelerating voltage 200 eV to 30keV 
Magnification Up to 2000x 
Min. particle size <5um 




Figure 10. A screen capture of the VegaTC software control system for the Vega 3 XMU SEM 
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3.2 Supplies and materials 
 A tubular soil sampler was used to collect field samples into 2 oz glass jars with plastic 
screw-top lids.  
 A deflocculating wash was made of 10% sodium hexametaphosphate (HMP) in deionized 
water. HMP is a popular neutral soil treatment reagent that both complexes Ca2+ and other 
polyvalent cations, and uses the existing soil particles as an ion-exchange matrix, replacing free 
Ca2+ with Na+. The ultimate result is the solubilization of organic matter and the breakage of 
aggregates to disperse individual soil mineral grains (Kettler et al., 2001; Weber).  
Table 5. Original list of included known mineral samples with reasons for inclusion; 















 Known mineral grains were obtained both as a few grains of Smithsonian Microbeam  
Mineral Representations 
Quartz Common soil mineral / framework silicate 
Anorthite 
Plagioclase feldspars / common soil mineral Albite 
Omphacite 
Pyroxenes / common soil mineral Diopside 
Augite 
Biotite 
Micas / common soil minerals / sheet silicates Muscovite 
Orthoclase 
Alkali feldspars / common soil minerals / framework silicates Microcline 
Ferro-hornblende 
 Amphibole silicates / common soil minerals / chain silicates Magnesio-hornblende 
Tremolite 
Epidote 














Standards from the Department of Mineral Sciences at the National Museum of Natural History 
and from Cargille Labs, Inc., as ½ mL each comminuted to 100 mesh (149 µm). Minerals were 
selected to represent common and diagnostic soil minerals as reflected in the literature (Cady, 
1986; Dell, 1959; Graves, 1978; McVicar and Graves, 1997; Petraco, 1994ab; McCrone, 1982). 
(See Table 5.) When available volume allowed, known minerals were ground using a mortar and 
pestle, sieved to <50 µm, and their advertised identities confirmed with XRD analysis. (See 
Appendix A.) 
 Samples were mounted on standard 12.7 mm diameter pin mount stubs prepared with 
double-coated carbon conductive tabs. 
 
3.3 Sample collection 
 Sites were chosen to avoid locations that had experienced human intervention or 
alteration of the soil. (See Table 6.) At each location, topsoil samples were collected by corer to a 
depth of no more than 5 cm from a chosen central point and then at one foot, three foot, five foot, 
and 10 foot intervals along each of six lines drawn from the center, 60° apart. Sample density 
was therefore equal to one sample every 2.5 ft2. Prior to collection, attempts were made to brush 
away leaf litter, dried organic debris, and living plant material.  Samples were air dried to 
discourage fungal or bacterial growth. 
 During sample processing, it was discovered that the concentration of organic material in 
samples from Location D was so high as to leave negligible volume of inorganics for analysis 
once cleaning had been completed. Location D was therefore removed from the study prior to 
any SEM-EDS analysis. 
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Table 6. Soil sample site descriptions 
Location Description 
A 




Rolling grassy area on private property in Atlantic Highlands, NJ, 
documented as unbuilt/untilled since 1800s 
C 
Sparsely vegetative area under pine trees on private property in 
Atlantic Highlands, NJ (approximately 0.25 mile from Location 
B), documented as unbuilt/untilled since 1800s  
 
D 
Area with heavy ground cover under tree cover on private 
camp/retreat in Highland, NC, documented as untilled, with 
localized building from the 1930s through 1960s 
 
 
3.4 Soil sample preparation 
 Samples were dried overnight in a 40°C oven, large aggregates manually reduced, and 
the soil pre-screened for rocks and debris. The remaining soil was suspended in deionized water 
in a 50mL conical tube, shaken by vortexing, and allowed to settle. Floating organic components 
were manually removed and preserved, reducing overall volumes by less than 10 mL per tube.
 Makeup volume of a 10% sodium hexametaphosphate (HMP) solution was added to each 
tube to reach a rough target ratio of 3:1 by volume HMP:mass soil (Kettler et al., 2001), and the 
suspensions sonicated in a Fisher Sonicator at 42kHz for 15 minutes. Ultrasonic disruption in 
combination with HMP surfactant has been found to be effective for breaking agglomerations of 
organic materials without significantly fracturing small particulates and for preventing 
flocculation (Marumo and Sugita, 2001, D1-183; Jillavenkatesa, 2001, 18; Taylor and Bloom, 
1980; Rawlins et al., 2006). After sonication, tubes were centrifuged at 3300 rpm for 15 minutes 
to achieve relative centrifugal force of 630g to 1060g, as per Bakken (1985). The supernatant 
and any organic material still visibly floating were decanted, a deionized water rinse added, and 
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the sediment resuspended by vortexing. This rinse was repeated a second time before the 
remaining inorganic material was transferred back to its rinsed, dried container and dried again 
in a 40°C oven. 
 This dried material exhibited a shiny top layer adhering to the crazed, solidified soil 
layer, reminiscent of similar patterns in soil in the City of New Orleans after Hurricane Katrina. 
As a separate phase, this layer was briefly considered for removal, but turned out to be resistant 
to all but the most aggressive scraping. Once the film was determined, through microscopy and 
consultation with an expert geologist, to be a combination of clays and algae (Raymond, 2016), 
the material was included in all following preparations. The dried soil sample was stirred 
manually to return it to powdered form and homogenize it, then split into subsamples. 
First attempts at splitting used a Carpco Stainless SP-163X Micro-Precision Splitter, but 
noticeable losses of fine particulates were experienced, and the device was difficult to thoroughly 
clean between samples. Where some minor carrying of soil residue between samples might be 
acceptable for large gross sample sizes, field samples in this study were kept small, in order to 
emulate forensic case samples, which made cross-contamination a more significant problem. The 
splitter was retired and processed samples were split using a traditional cone-and-quarter method 
instead. One split was reserved and the other sieved. 
Size separation by sieving used manual tapping and shaking. The “Light Microscopy,” or 
LM portion (180 µm to 100 µm) and the “Fines,” or F portion (<50 µm) were reserved 
separately in microcentrifuge tubes, and the remaining material independently retained. Between 
each sample, sieves were cleaned with pressurized air and a soft brush. 
 Prior to SEM-EDS analysis, approximately 0.02 g of each sample fraction was 
transferred to a glass slide support and spread thinly across the surface. Duration of plasma 
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ashing was determined by gravimetric analysis of representative subsamples, monitored at ten 
minute intervals until gravimetric loss was £1% prior weight. (See Table 7.)  On the basis of 
these tests, the shortest effective exposure time was determined to be 20 minutes. After a twenty-
minute exposure to oxygen plasma, the cleaned inorganic grains were transferred to a second 
microcentrifuge tube for storage.  
Table 7. Gravimetric loss after 30 minutes of plasma cleaning, measured in ten minute intervals. 
Samples were included on the basis of high available subsample volume, with at least one sample 





















% lost from 
20 to 30 
mins 
A43LM 0.01441 0.00862 40.19 0.00627 16.3 0.00627 0.0000 
A110LM 0.01413 0.01341 5.097 0.01227 8.070 0.01227 0.0000 
B53LM 0.03744 0.03626 3.152 0.03621 0.1336 0.03609 0.3205 
C310LM 0.10026 0.09686 3.391 0.09556 1.297 0.09506 0.4987 
C310F 0.01712 0.01612 5.842 0.01552 3.505 0.01542 0.5842 
C43LM 0.01101 0.01024 6.996 0.01002 1.999 0.00993 0.818 
D13F 0.01600 0.01440 10.00 0.01420 1.250 0.01410 0.6250 
D13LM 0.04888 0.04468 8.593 0.04288 3.683 0.04268 0.4092 
D13LM 0.02202 0.02079 5.587 0.02015 2.907 0.02017 0.09084 
 
 Between each ashing session, the interior of the chamber was wiped with a damp 
Kimwipe; early sessions included an examination of a tape lift of the interior of the chamber 
under a stereomicroscope to assure that the venting process was proceeding at a speed that would 
prevent mobilization of soil grains from the slide support into the chamber. No more than five 
loose particles were ever detected on the interior of the chamber, but wipedowns continued as a 
precaution. 
Additionally, a preliminary study established via XRD analysis that plasma ashing did 
not produce any significant variation in crystal structure in eight of nine different common soil 
minerals, including a carbonate mineral, sheet silicates, or chain silicates. Only framework 
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silicates (quartz and orthoclase) showed any demonstrable change, and then only in intensity 
variations, not in 2q values (Duggar and Kubic, 2020).  
As can be observed in Figure 11, one indicator of effective plasma cleaning was the 
reduction of carbon content external to the mineral, as evidenced by a lower EDS peak post-
ashing. No dramatic variation in elemental composition was observed when the EDS spectra of 
ashed samples were compared to pre-ashed spectra. (See Appendix B.) 
3.5 Mounting subsamples for SEM-EDS analysis 
A variety of methods for transfer of the grains to the prepared SEM stubs were attempted: 
dipped sampling, mounting by airbrush, mounting by pipette, water and/or ethanol transfer, and 
air dispersion. In the end, two different methods were established as high-efficiency, low-cost 
methods to achieve appropriately spaced grain mounting, depending on the size fraction 
involved.  
For the LM fraction, grains were transferred to carbon-taped SEM stubs by an air 
dispersion technique loosely based on the “puffer” apparatus procedure described by the 
National Exposure Research Laboratory (NERL) for the uniform loading of dry bulk dusts for 
SEM/EDS analysis. In the NERL resuspension apparatus, a custom-built glass chamber was 
Figure 11. The pre-ashed spectrum of microcline (KAlSi3O8, in red) to the post-ashing spectrum 
of the same material. The carbon K# signal at 0.277 keV is seen to be reduced after ashing. 
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fitted with a lid that had a built-in mesh grid for a filter and four inlet jets for air. A burst of air 
resuspended the 0.1 mg-aliquot of dry particulate matter, which was then pulled onto the filter by 
vacuum. Although NERL reported good results with this technique, the authors were quick to 
note that, “most of the resuspended sample dust redeposits on the internal surfaces of the 
chamber,” with thorough between-use cleaning necessary to avoid cross-contamination (Willis et 
al., 2002, 18).  
In order to avoid the cost of a custom-built apparatus and the somewhat disconcerting 
cross-contamination problem, an affordable, disposable alternative was developed: a prepared, 
labeled SEM stub was punched through an 41 mm disposable antistatic polystyrene weigh boat. 
Two microspatulas of the plasma cleaned fraction were added to the weigh boat in no fewer than 
two locations. The straw of a commercially available “compressed air” can was sandwiched 
between this weigh boat and a second, inverted weigh boat, and the edges sealed. (See Figure 
12.) Three short blasts of compressed air were expressed to suspend the particulates, and the 
material allowed to settle for ten seconds. The temporary chamber was then unsealed and the 
stub removed.  By providing an affordable, disposable air dispersion chamber, this technique 
harnessed the dry sample capability of a spray gun or dispersion chamber, while limiting the 
opportunity for cross contamination at a sensitive, microscopic sample level in the preparation 
method.  
Figure 12. Cutaway diagram of the air dispersion apparatus, loaded with a prepared blank SEM 
stub and soil sample aliquots. 
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 When this method was applied to the F fraction, particle losses could be observed both in 
real time and when the stub was examined in the SEM. An alternative method was developed, in 
which 0.5 mL of a 50/50 ethanol and water mixture was added to two microspatulas 
(approximately 0.25 g) of the fine fraction in a microcentrifuge tube. The tube was capped and 
agitated. A disposable pipette was then introduced into the microcentrifuge tube and any settling 
disrupted by repeatedly drawing the mixture into the pipette and expelling the liquid. Five drops 
of the suspension were then transferred by pipette to the surface of a prepared SEM stub. 
Original attempts to deposit the five drops serially onto the same central location of the stub 
resulted in a high concentration of larger mineral particles at the center of the stub with minimal 
dispersion; when the five drops were distributed around the outside circumference of the stub 
surface, good dispersion could be observed by SEM. (See Figure 13.) The stub was allowed 
evaporate to dryness in a closed fume hood. 
Figure 13. Left, an LM fraction SEM stub made by suspending particles in a 50/50 water/ethanol 
mixture and placing droplets serially at the center, resulting in heavy centralized concentration of 
particles. Right, an F fraction SEM stub made by placing droplets around the circumference of the 
stub, resulting in less clustered distribution of particles. 
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 All stubs, including known minerals, LM subsamples, and F subsamples were carbon 
coated. An estimation of carbon coating thickness was performed by visual examination of 
interference color produced on a glass coverslip and an aluminum surface, both of which 
confirmed adequate coating of <10 nm. (See Figure 14.) (Anecdotally, another laboratory 
running the same coater under similar parameters performed conductivity testing on their 
samples and established a film thickness of 3-5 nm [personal communication, Jibao He, 21 Sept 
2018]). 
 
3.6 Instrumental Methods 
When volume allowed, known mineral samples were confirmed by XRD. Packed powder 
samples were continuously scanned at 18.00 degrees per minute, sampling every 0.020 degrees 
between 20.00 and 120.00 degrees. Resulting diffractograms were compared to ICDD 
diffractograms via the automated library search function in JADE 7. 
 XRD was also used to compare plasma cleaned known mineral samples to uncleaned 
mineral samples. Packed powder samples were continuously scanned from 10.00 to 100.00 
degrees, sampling every 0.02 degrees. Once prepared, samples were analyzed using Rigaku’s 
proprietary PDXL software package.  
Figure 14. Aluminum SEM stubs. Left to right: no carbon coating; one coating at given settings; 
two coatings at given settings. (Photo courtesy J. He, Tulane University.) 
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SEM imaging took place at a magnification of 250x. An accelerating voltage of 15 kV 
was used, with a working distance of 14 mm. Beam intensity, a measurement of the adjustment 
of the condenser lens, was set at 17. Contrast was set to approximately 30% and brightness to 
approximately 93%. Prior to each series of six stubs, the stability of the beam current was 
checked using the built-in stage Faraday cup, with an acceptable value determined to be between 
3.1 and 3.6 nA at a spot size of approximately 200.0 nm. The electron gun was auto-aligned 
before every set of six-stub analyses (an automatic adjustment of the shift and tilt of the emitter 
to assist in the alignment of the electron beam).  
For each automated analysis, a copper-aluminum known was placed in the center location 
of a standard seven-position stage, with six sample stubs around the outside. Once the stage had 
been loaded (and, if necessary, calibrated) it was crucial that the stage was set not to rotate, or 
conflicts in sample naming/stub identification arose between the SEM and the EDS.  
An assortment of variables can be tailored to maximize efficiency and accuracy of EDS 
spectral analysis, regardless of whether the collection is automatic or manual. One of the 
simplest is accelerating voltage, which must be selected on the basis of the overvoltage (U0, the 




> 1 Eqn. 14 
where E0 represents the incident beam energy and Ec represents the critical ionization energy for 
the particular element being considered. Because of the background presence of bremsstrahlung 
continuum radiation, however, the pragmatic recommendation for overvoltage energy is a 
minimum of two times the critical energy for a desired line. In this research, the element 
demanding the highest excitation energy was iron: the critical excitation energy of the Fe Kα X-
ray is 7.11 keV, meaning that the accelerating voltage could be no less than 14.22 keV, and, 
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preferably, closer to optimal value of 2.7 times the excitation energy, or 19.20 keV. However, 
due to extreme charging observed in known mineral particles—even carbon-coated known 
mineral particles—the choice was made to keep the accelerating voltage slightly on the low end, 
at 15 keV. Of the selected elements, only iron should have been affected by this choice (and 
zirconium, with an excitation energy over 15 keV for the Ka lines, but those lines could only be 
reached if the instrument was operated at its uppermost acceleration limit, and was therefore 
considered undesirable for reasons of electron source lifespan and stability over time). For these 
elements, the characteristic L (or even M) x-rays could be used, since the La lines of Fe and Zr 
appear at 0.705 keV and 2.042 keV, respectively. 
 To acquire a spectrum with good resolution and few artifacts, a long amp time should be 
selected with a deadtime between 20 and 40%; but for higher count rates (10,000 to 100,000 
cps), a lower amp time is appropriate, so long as the deadtime does not exceed 40%. 
Unfortunately, these higher throughput settings will most negatively affect the low-energy peaks. 
For particles, specifically, shorter amp times may encourage charging and drifting. After 
balancing these considerations with real-world observations of the samples for this study, a 
compromise was reached: a 30-second dwell time (to keep the total processing time to hours 
rather than days) at 7.68 µsecs amp time (selected specifically to attain a 20-40% dead time for 
most particles). 
 For automated analysis, settings must take into consideration not just the EDS demands, 
but the specific demands of multistub analysis, which can run unattended overnight or even over 
a period of days. 
 
3.7 Genesis Particle software for automated multistub analysis 
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 Automated identification of candidate particles and the collection of spectra from those 
particles utilized Genesis Particle software. Particle combines image collection with the 
thresholding of neighboring pixels to identify individual particles and calculate their morphology 
(area, diameter, perimeter, x and y freret, orientation, aspect ratio, and roundness). The Particle 
software controls the SEM stage to place the electron beam on an identified particle for the 
collection of a spectrum. The spectrum is then quantified using the embedded Peak ID software, 
so that the chemically analyzed particle can be placed into a user-defined chemical phase. The 
stage can then be moved to the next field or to the next stub. Once parameters are set, Genesis 
Particle operates automatically, without operator input. 
 Morphological particle identification is based on the image formed by the SEM. One 
aspect to consider is magnification: higher magnification allows for more pixels to be assigned 
per particle, providing greater morphological detail. But this higher magnification and higher 
resolution may not be desirable if a large area is to be covered. In that case, lower magnification 
allows for fewer fields of view, therefore fewer stage movements, less time in analysis, and 
smaller file sizes. As method development progressed, it became clear that time was a major 
factor in the practical feasibility of the method, and magnification was dropped from 500X to 
250X.  
 The distribution of grayscale values in an image is represented by an image histogram, 
scaled from 0 to 256. Genesis recommends that, for reproducible results, a standard sample 
should be used. For this study, a copper-aluminum known was used to set the histogram levels. 
Because most common soil minerals are not of sufficient density to generate very bright values 
in a BSE image, the majority of the grayscale had to be set for inclusion, so a brightness 
threshold range of 85 to 255 was established. Once a threshold is in use, the “Morph” button can 
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be used to determine which features in an image will be included; these features light up a bright 
green. As can be observed in Figure 15, with the threshold range described, the majority of soil 
inorganic particles in the field were considered candidates. 
Size thresholding is also set in the Particle image tab. For the LM fraction, only particles 
between 100 µm and 180 µm should have been present, but when the upper size limit was set at 
180 µm, particles that were easily measured to be in range using the on-screen scale were being 
incorrectly excluded. When upper size limit was increased to 250 µm, particles in the correct 
range were detected, and because the particles had already been sieved, no overlarge particles 
were counted. At the lower end, dropping from a 100 µm limit to a 75 µm limit increased the 
particle count on early samples by 10%. Once actual analytical samples were introduced, 
however, approximately 50% of the particles present were still being missed. Setting the lower 
limit to 50 µm solved this problem. The size range problem is most likely a factor of how the 
Figure 15. The morph screen of the Genesis Particle software package, with particles that have 
met the grayscale threshold criteria highlighted in green. (Genesis, 2006) 
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particles are measured, by x and y freret, or the projection of the diagonally-aligned particle onto 
the x and y axis of the field of view. (See Figure 16.)  
Additional image parameters can be set, including whether or not to include particles that 
are located at the edge of the field of view and the maximum number of particles to count per 
field. In early trials, the total number of particles detected per stub was so high that coverage of  
 the stub was highly concentrated to a small region. Setting the latter number low encouraged 
more coverage of the total area of a stub. 
There are a variety of image settings that deal with the question of how to handle two 
particles that are in close contact with each other and which might be considered a single 
particle, or, alternately, how to handle a single particle with such dramatic surface texture that it 
might be considered a cluster of multiple particles. In the Particle software, these two concerns 
are handled by Erosions and Field Flooding, respectively. Counterintuitively, when Field 
Flooding was turned on, single particles were observed to be counted multiple times as multiple, 
smaller particles. This is in direct conflict with the manufacturer’s description of the function, 
which explains that the software uses a combination of the measured particle density, pixel 
Figure 16. If the x-freret and y-freret terms are understood as projections of a diagonally-oriented 
particle onto the x and y axes, the need to build tolerances into the size thresholds is clarified. 
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values, and gray thresholds to reduce the total number of particles counted in this situation. 
Because this problem was observed multiple times in multiple settings, the Field Flooding option 
was turned off. 
Once a spectrum has been collected for an adequate amount of time with well-defined 
peaks, the Particle software can automatically identify elemental peaks. For best results on non-
homogeneous particles and beam-sensitive samples prone to charging, the particle area should be 
rastered using the Core setting, which allows an operator to define the percent of the area of the 
particle scanned. When using an operator-defined library for classification, the elements 
identified will be limited to a master element list of only those elements included in the library. 
A total of 10 elements were specified in the library for this research. (See Table 8.) The limited  
Table 8. Elements included in the customized Particle library with published 
characteristic x-ray lines (NPL, 2015). (Note: the K lines of Zr could not be used for 




Ka Kb La Lb Lg Mg 
11 Na 1.041 1.071     
12 Mg 1.253 1.302     
13 Al 1.486 
1.487 
1.557     
14 Si 1.739 
1.740 
1.836     
16 S 2.307 
2.308 
2.464     
19 K 3.311 
3.314 
3.590     
20 Ca 3.688 
3.692 
4.013     
22 Ti 4.505 
4.511 
4.932 0.452 0.458   
26 Fe 6.391 
6.404 
7.058 0.705 0.719 
0.792 
  

















list was developed based on the major elemental composition of the minerals chosen for the 
study, but, in addition, limiting the number of elements helps to avoid coincidence peaks when 
qualitatively and quantitatively describing the resultant spectra (Newbury &  Ritchie, 2015). 
Taking all these factors into account, and observations of a variety of known and 
questioned samples, the settings for the automated EDS analysis were established as in Table 9. 




max particles per field = 10 
field flooding off 
Morpho filter None 
PeakID Expert ID off, Peak ID from class 
Chemistry ZAF element wt% 
Boolean classification 
Maximum particles per 
stub 
150 
Core analysis 80% 
Size threshold LM fraction: 50-200 µm 
F fraction: 
Number of fields 15 x 15 (97 fields) 
Field spacing 0.4 
Percent of stub covered 44.4% 
Field pattern Spiral 
Pk/Bkgrnd 5% 




3.8 Preliminary parameter testing 
 
According to the manufacturer, Particle will assign each particle to a specific class on the 
basis of the quantitative identification of the spectrum. But the quantitation was suspect early on, 
when quantitative results on the same spectrum, opened as a data file on separate days, varied 
noticeably. Both because of concerning results like these, and because there is not extensive 
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literature on the inherent limitations or boundaries of Genesis Particle, validation testing took 
place prior to any attempt to analyze field samples using the software. 
First was a brief study to determine if the automated detection software would choose the 
same particles on the same stubs each time it was asked to identify candidate particles for 
analysis. Four LM fraction subsamples were chosen on the basis of volume of material available. 
These four stubs were analyzed using SEM-EDS as controlled by Genesis Particle. The 
following day, without opening the chamber or making any alteration to the stub positions, the 
five samples were analyzed a second time. (See Table 10.) Although at first glance, results 
looked encouraging, with the total number of particles detected varying by less than 1% in every 
case, a manual comparison of the results side-by-side was more troubling. When the identified 
candidate particles were paired, using their x and y coordinates and the SEM images of the 
particles listed, 15.0% of particles detected in one multistub analysis were not included in the list 
of candidate particles in the opposite analysis. This was true in both directions: 14.6% of 
particles detected in Trial 1 were not included in Trial 2 results, and 15.3% of particles detected 
in Trial 2 had not been candidates at the end of Trial 1.  
Table 10. Comparison for replication of paired particles in two consecutive analyses of 




Particles without a match in the opposing 
trial 
  Trial 1 Trial 2 Trial 1 % Trial 2 % 
Sample 1 151 152 23 15.2 22 14.5 
Sample 2 177 179 26 14.7 28 15.6 
Sample 3 249 251 41 16.5 43 17.1 
Sample 4 174 177 20 11.5 23 13.0 
TOTAL 751 759 110 14.6 116 15.3 




These percentages appear to be outside what would be considered preferred analytical 
tolerances of ±10%; however, when particle counting is considered, less familiar measurements 
of reliability may need to be considered. For instance, the NIOSH Method 7400 for Asbestos and 
Other Fibers by Phase Contrast Microscopy (2019) states directly that, “In all cases, we will 
observe differences between the first and second counts…. Most of these differences will be due 
to chance alone….” (section 10.2, page 35). Prior versions of the method cite decades-long 
studies that produced relative standard deviations of N0.591, which closely adheres to a Poisson 
distribution, in which the standard deviation is equal to the square root of the count (N0.5). When 
Poisson distribution statistics were used to compare the number of matching counts in the two 
trials in Table 10 above, no significant difference was found in any pair at a 99% confidence 
interval.  
Multiple attempts were made to develop a library classification scheme that would apply 
to the spectral results yielded by the EDS analysis. As previously noted, the chi square 
classification scheme proved difficult to tailor to the subtle variations at hand, so the 
classification method was switched to a simple Boolean scheme. Once developed, the library 
was used to analyze samples of known mineral particles (as already described).  
Difficulties emerged immediately. One salient example of these difficulties was the 
attempt to teach the Particle system the definition of calcite, CaCO3. Chemically speaking, 
calcite is 40% calcium; mineralogically speaking, calcite can be described as 56% CaO, with the 
remainder of the crystalline substance comprised of CO2. When the Boolean library class 
“Calcite” was defined as 30% or more calcium, known calcite grains were still identified as a 
variety of aluminosilicate minerals, apparently based on trace impurities of silicon or aluminum. 
When all other Boolean aluminosilicate classes were defined as containing less than 5% calcium, 
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in an attempt to force the logic of the classification, calcite continued to be misidentified. More 
complicated mineral chemistry yielded more complicated definitional problems: to correctly 
separate a possible biotite particle from a possible garnet particle, definitions were made so 
narrow that both hornblendees and feldspars were routinely being misidentified as either biotite 
or garnet. 
Some of the issue with classification might have been due to the inherent inaccuracy of 
standardless quantification. The accuracy of the Particle standardless quantification was 
evaluated using a NIST SRM 620 soda lime glass standard for elemental analysis, ground to 
particle size. Three small particles were hand-mounted on a prepared SEM stub and carbon 
coated under the same parameters as the analytical soil samples. Five positions on each glass 
chip were then analyzed five times each, using the same EDS parameters as the method for the 
soil samples, and the results averaged for comparison to known values.  
Unfortunately, the Particle software would not allow carbon to be excluded as an element 
in the quantitation scheme, despite multiple attempts to remove it from the element library, and 
efforts to contact Ametek EDAX software specialists directly. This is not a minor concern, as 
Particle found that more than 10% of the total was a contribution of carbon. Additionally, 
because the elements selected for analysis in this research were based on the chemical 
composition of common and diagnostic soil minerals, they did not directly correspond with the 
elements listed on the SRM certificate. (See Table 11.) Only six elements were common between 
this research technique and the SRM 620 certificate analysis: oxygen, sodium, magnesium, 





Table 11. Particle software standardless quantitation atomic fraction values compared to 
certificate values for SRM 620 (converted from oxide percents by Newbury and Ritchie) 
 C O Na Mg Al Si S K Ca Ti Fe 
Avg 0.129 0.3412 0.1018 0.0217 0.0109 0.3468 n/a n/a 0.0486 n/a n/a 
RSD 0.33% 0.07% 0.08% 0.09% 0.09% 0.09% n/a n/a 0.1% n/a n/a 
SRM 
cert n/a 0.4667 0.1068 0.0223 0.00953 0.337 0.00112 0.0034 0.0508 0.000108 0.000301 
RSD n/a 0.17% 1.40% -0.26% 3.10% -0.15% 5.40% -3.20% -1.40% -7.40% 7.30% 
 
Ideally, a direct comparison of the standardless quantitation values to the certificate 
values could have been made, in order to provide a quantitative measure of the accuracy of the 
method. But no statistically relevant way to compare two non-overlapping data sets could 
be determined. (Extensive literature searches, even into questions of how social scientists address 
non-overlapping populations, yielded only advice for missing records, not for unduplicated 
variables.) Ultimately, the decision on how to handle Particle’s quantitative results was guided 
by prior research that demonstrated that no reliable quantitative EDS results can be achieved 
using standardless quantitation (Millet, Comenescu, and Kubic, 2017; Newbury and Ritchie, 
2013) 
The experimental SRM 620 spectra were therefore loaded into DTSA-II to allow for 
standards-based re-quantitation (an option available in other Genesis modules, but not in 
Particle) and the removal of the consideration of carbon.  The resulting analysis demonstrated 
that the top five elemental oxide components (all >1% total mass) actually made up over 99% of 
the total mass in both sets of data. Although a true statistical comparison was still precluded, a 
direct comparison still had value. (See Table 12.) 
Not only did this experience establish the utility of the DTSA-II EDS analysis package, 
but the more reliable determination of the percent variation from known provides a rule-of-
thumb for bracketing quantitative values for mineral definitions. With the exception of calcium, 
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the known value was included in an interval ±20% of the experimental value. In the case of 
calcium, the percent variation is extremely high; but if the include/exclude characteristic was 
<0.10 weight ratio, both quantitative values would satisfy the requirement. As stated before, 
particles are in almost every way a non-ideal EDS specimen, but this data seems to demonstrate 
that, similarly to binary elemental analysis used for GSR determination, a trace/absent-low-
medium-high bracketing system could be applied even to this “messy” soil data. 
Table 12. Comparison of SRM 620 certificate values to DTSA-II calculated 
experimental atomic fraction values (certificate values converted from oxide 
percents by Newbury and Ritchie) 
 Certificate  Experimental  
 SRM cert uncertainty Average uncertainty % variation 
Si 0.337 0.000634 0.36327 0.079165 -7.8% 
Na 0.1068 0.000247 0.089157 0.029064 16.5% 
Ca 0.0508 0.000105 0.02697 0.004712 46.9% 
Mg 0.0223 0.000129 0.02350 0.005993 -5.4% 
Al 0.00953 0.0000678 0.01065 0.002421 -11.7% 
 
 
3.9 Spectral processing and statistics 
 Originally, Genesis Particle was held solely responsible for not only acquiring and 
quantifying spectra, but for the classification of the particles into mineral-type classes defined by 
the characteristic spectra observed for known mineral grains. However, a variety of problems 
emerged. First attempts used the chi square fit on concentration method for classification, in 
which quantitative data of the questioned spectrum is compared with the quantitative data in the 
library and scored on a percentage scale. This method was found to yield unpredictable 
classifications, so the technique was shifted to a Boolean classification, based on specified 
minimum and maximum quantitative values for each element. Unfortunately, known mineral 
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grains continued to be misclassified by the software, resulting in the reluctant abandonment of 
Genesis Particle as the primary tool for mineral grain classification.  
Genesis Particle was, at first, relied upon for standardless quantitation of candidate 
particle spectra. But once flaws were discovered in the accuracy of that quantitation (see Section 
3.8), all spectra were re-quantified using DTSA-II software. DTSA-II is open-source 
Java/Python-based software for quantitative x-ray microanalysis, written by NIST physicist Dr. 
Nicholas W. M. Ritchie.  If provided with standard spectra (collected from a known material) 
and reference spectra (that provide shape information about characteristic x-ray lines for an 
element of interest), the software can calculate a standards-based quantification of EDS spectra. 
The software uses linear-least squares fitting of the reference spectra and Pouchou-Pichoir 
correction of k-ratios to provide accurate quantifications to data collected on a wide array of 
EDS instruments. All candidate particle spectra acquired by Genesis Particle were re-quantified 
using DTSA-II to determine more reliable concentrations for ten elements found to be 
representative of the pre-determined target minerals (K2O, FeO, Na2O, ZrO2, CaO, MgO, TiO2, 
Al2O3, SiO2, and SO3). 
(Although managed using fairly user-friendly step-by-step wizards called “aliens,” the 
underlying principles of the program are complex and beyond the scope of this research. 
Multiple in-depth articles have been published to provide a step-by-step explanation of the 
process. A good place to start for a deeper understanding of the process and materials necessary 
for re-quantification of existing spectra is the Microscopy Today four article series (Ritchie, 




Each group of up to 150 spectra of individual, auto-detected particles from a particular 
laboratory subsample was requantified simultaneously, resulting in a single file output for that 
subsample. The DTSA-II output is in .html format; the table of quantified values was therefore 
copy-pasted into a .csv file for ease of further analysis. Each file was named with a single string 
of characters representing location letter, fraction, radius number, feet from center sample, and 
subsample a or b. For example, the set of particle spectra collected from the first stub made from 
the LM fraction of the soil gathered at Location A on the third radius at a distance of seven feet 
from the center was saved in a file named ALM37a.csv. (Note that, in some cases, the “10” for 
ten feet out was replaced with an “X” to facilitate ease of use of the R scripts.) 
DTSA-II provides concentrations in oxide fractions. For comparison with existing 
mineral definitions, oxide percents were preferable. A dedicated R program was written to first 
convert the oxide fractions to oxide percents, then use Boolean logic to classify the spectra of 
candidate mineral grains into predetermined mineral-type classes and generate a total tally of 
mineral types for each particular subsample. (See Appendix C.) 
The original goal was to define specific classes based on a strict chemical definition of 
each mineral, but, as explained in Section 2.3.1, this was a challenge for many of the more 
complicated silicates and aluminosilicate minerals. The R classification algorithm was therefore 
developed to create classes of mineral type, rather than mineral: a particle found to be more than 
80% FeO would fit the script’s definition of hematite, but that definition would not exclude 
magnetite, or even iron filings. And yet, defining classes solely on the basis of chemistry, 
without regard to possible mineral inclusion, was also rejected, as the minerals in question had 
been specifically selected to best represent those mineral grains encountered by microscopists in 
actual forensic casework. Renaming classes once they had been established (for instance, “iron-
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rich” instead of “hematite-type”) was similarly undesirable because it would obscure the original 
mineralogical reasoning that dictated the creation of the class in the first place. 
The prioritization of building classes around pre-selected minerals was effective except 
when trying to differentiate the hornblendes and micas, whose oxide percent chemical 
composition can overlap substantially for certain classes. At this point in the construction of the 
logic tree, the mineral definitions were rejected in favor of purely chemical differentiation. 
Thresholds were based on the observation of natural inflection points in plots of real-world 
particle data, organized by increasing concentration of the major elemental contributors to 
already-differentiated aluminosilicate particle spectra (K, Na, and Fe). (See Figure 17.) 
Figure 17. Charts of K2O%, FeO%, and Na2O% compositions in particles only classified as 
aluminum-containing silicates at this point in the logic tree. The inflection points observed were 
used to set up the classes for further differentiation. 
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The end result was a single function command (mineral.profile(“filename”)) that could 
be used in R to take each spectrum (representative of a single mineral particle) from a lab sample 
stub of a location subsample and categorize it into one of 27 different mineral-type or chemistry-
based classes. These categorizations were then tallied and condensed into a single total count 
line, which was exported as a .csv file whose filename reflected the lab sample from which it 
was generated (“ALM11a.csv”). If desired, an operator could use the command lapply(filenames, 
mineral.profile) to generate these single-line files for an entire folder of spectra simultaneously. 
 A second R script was written for the PCA, LDA, and HOO-CV analysis of the soil 
samples’ mineral profiles. (See Appendix D.) A third script was written in order to perform HCA 
on a limited, combined light microscopy/fine size fraction data set. (See Appendix E.) 
 
4. Observations, Results, and Discussion 
 Automated SEM-EDS analysis proved capable of identifying inorganic soil particles 
physically and chemically separated from the soil matrix and of collecting spectra of reasonable 
value for classification into chemically-defined categories. These categories, however, proved to 
be mineral-inspired rather than mineral-specific, especially when aluminosilicates were involved.  
Nonetheless, mineral profiles could be shown to discriminate between soil samples from 
different geographic locations, and, to a lesser extent, between soil samples at different sampling 
sites in the same location. Although the classification could not be provided by the commercially 
available software, an R script was designed that successfully provided the mineral profile of 
samples based on their accumulated spectra. 
The relative value of a 300-particle minimum and of fine versus light microscopy size 
fractions were also considered. 
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4.1 Results of confirmation of known minerals 
 Known mineral samples were largely found to be as advertised when confirmed by 
pXRD, using either of two instruments separated by a five-year period. Intuitively, the Ward’s 
samples (which were often broken and ground from a single, larger rock sample or multiple mid-
size samples) tended to have identifiable secondary minerals present. When present, these 
included minerals were usually chemically related to the advertised primary minerals, such as 
calcite detected in dolomite samples, quartz included in ground microcline, and “diopside” 
turning out to be a mixture of augite and diopside pyroxenes. (See Figure 18.) 
In considering EDS spectra of knowns, however, the inclusion of these secondary 
minerals becomes more problematic. Certainly some of this variation can be accounted for by the 
uncertainty inherent in the experimental technique, but it should also be noted that, when 
analyzing single particles by EDS, there is a higher possibility of analyzing a region heavy in 
substitutions, or a particle made up entirely of an included mineral that is not the advertised 
mineral: some particles of Cargille’s comminuted epidote [IMA formula 
Figure 18. pXRD diffractogram of dolomite. The minor peaks at approximately 29° and 47° 
were interpreted by the JADE software as contributions from a CaCO3 contaminant. 
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Ca2(Al2Fe3+)[Si2O7][SiO4]O(OH)] was found to contain a significant amount of magnesium, and 
particles of Cargille’s comminuted albite [IMA formula Na(AlSi3O8)] was found to contain more 
potassium than sodium, which would make it a non-albite alkali feldspar. (See Figure 19.) 
 Although known samples eventually were not needed to create a mineral 
library/classification system, the struggle with the chemical definitions of knowns brings the 
inherent challenge of this work’s task into sharp focus: minerals, being naturally occurring 
results of a variety of disparate geologic processes, do not regularly adhere to human-imposed 
definitions. Any classification system will therefore be, to some extent, arbitrary, and will 
exclude or include specimens that might be classified differently if the crystallography or optical 
character of the specimen were considered as a factor. These observations also remind the 
researcher of the risks of taking spectra of individual particles, rather than of a collection of 
particles: an individually enriched particle can have spectral results over the classification 
Figure 19. EDS spectra for a single particle of Cargille-supplied epidote (upper) and albite 
(lower), showing the presence of elements unaccounted for in the definition of those mineral 
types. (20 keV, 3.84 µs amp time, 50 second dwell time). 
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threshold, moving a particle from its “correct” class to a different, related class. All these 
considerations must be taken into account and decisions made in order to create and implement a 
working system for describing a population of inorganic soil grains. 
 
4.2 Results of preparation 
 One goal of this work was to develop a preparation method for soil samples that is low 
cost and low risk to implement, and that does not preclude—or even complements—traditional 
methods of soil analysis. The experiments demonstrate that screening, floatation, deflocculation, 
and plasma ashing work in combination as an affordable and accessible means of effectively and 
efficiently separating organic material from inorganic. Using water floatation, larger-scale 
organic materials were found to be easily removed manually, with little observed damage. 
(Figure 20.) Organic materials floating in water were easily stored under refrigeration to slow 
decomposition, and were also easily evaporated to dryness. Either technique effectively 
preserved organic material for possible examination with a light microscope. 
 Additionally, this combined preparation technique does not preclude the use of other 
generally accepted forensic pedological techniques: observation of color, in naturally-occurring 
Figure 20. Screened particles retained in a glassine fold (left) and floating organic material 
retained from five subsamples, displaying minimal to dense organic material retrieved (right). 
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or dried soil samples, could be slotted seamlessly into the preparation scheme (See Figure 21.)  
for possible examination with a light microscope.  
 Since sieving and splitting is key to the effectiveness of the prep method, analytical 
concerns of particle size counting or density gradient could also be incorporated—or, because of 
the relatively small amount of sample required for this separation technique, performed on a 
separate split of the sample. In short, the physical separation methods were observed to be 
conducive to the inclusion of other traditional separation and analysis methods.  
The disposable air dispersion chamber successfully separated particles. Even so, air 
dispersion was observed to yield less controllable results in terms of sheer number of particles 
deposited than is widely reported for application methods involving a grid-filter or a TEM grid, 
which also control spacing more specifically. There are also untested questions of possible 
density separation effects of air dispersion mounting that were not examined in this study.  
In addition, a different method had to be developed for the Fine fraction, as the particles 
Figure 21. Dried but otherwise unprocessed soil samples from Set B, demonstrating that both soil 




were observed to escape from the chamber. For these smaller particles, a liquid dispersion, 
deposited around the stub (rather than centrally) provided similar separation without overmuch 
concentration. Although ethanol and water was used as the matrix for this technique, it is 
possible that fluid mixtures with differing densities or vapor pressures might give even better 
results. 
The last step of the preparation, carbon coating, was found to be crucial for SEM-EDS 
analysis. Early attempts at EDS analysis on uncoated samples exhibited extreme charging. (See 
Figure 22.) In one or two extreme cases, charging even threatened to shift the particles on the 
substrate, or was observed to shift peaks in the EDS spectrum. 
Even with carbon coating, charging continued to be a problem. The problem of charging 
limits what accelerating voltage can be used, meaning that the heavier (more diagnostic) 
elements may never be excited enough to display a signal. This limits the number of elements 
that can be considered when building the mineral classification system, and completely excludes 
rare earth element minerals. Finding a balance between the desire for a highly resolved spectrum 
Figure 22. An uncoated particle of Anorthite (a Plagioclase Feldspar) exhibits charging with only 
a 20 second dwell time at 20 keV. 
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against the electrical nature of soil mineral particles was extremely challenging. (It should also 
be noted that if it were feasible to reduce electron beam energy below 10kV, as in Small’s 2002 
study, the undesirable effects of particle geometry would be negated and a more accurate 
quantitation would be more easily obtainable—but the instrumentation that allows this is only 
beginning to be widely available to end users with limited funds, like small jurisdiction 
government forensic labs.) 
An undesirable side-effect of requiring carbon coating is to reduce the non-
destructiveness of this preparatory technique, so far as PLM is concerned. Once coated, it can be 
difficult to remove the coating; although carbon films have been removed from glass slides and 
brass samples by swabbing with a solvent, these are generally flat, polished samples of a size 
easy to manipulate, unlike the craggy surface of a 150 µm feldspar particle. One way to address 
this would be by a second exposure to plasma cleaning, which should be able to remove the 
coating in minutes. The mechanics of the retrieval, cleaning, and remounting of particular 
particles would require some strategic planning (which would be reduced if the goal was the re-
analysis of the particle population of the stub as a whole). 
 
4.3 Automated SEM-EDS for detection and analysis 
 True to its literature, Genesis Particle was found to successfully autodetect particles and 
take their spectra for classification. (See Figure 23.) In fact, after initial dry runs, a limit of 150 
particles per stub had to be enforced because of the sheer efficiency with which the program 
collected particle data: the software was more than capable of identifying and collecting 
hundreds of particle spectra per stub, increasing analysis times upwards of three hours. 
 Generally the challenge for automated SEM-EDS detection and spectrum collection was 
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the need to balance thoroughness and efficiency. Collecting only 150 particles per laboratory 
sample is not ideally representative, but at 30 seconds dwell time per particle, more particles 
results in ever-longer analysis times. Thirty seconds of dwell time produce less resolved spectra 
with signal-to-noise problems, but decreasing dead time to maximize the signal collection during 
dwell time only makes the signal worse. 
More particles are needed per laboratory sample or subsample to make the 
characterization of soil samples more precise. An alternative to sacrificing efficiency for 
precision (or vice-versa) might be to couple the autodetection with a density-dependent 
preparation, enriching the sample in the number of diagnostic particles and decreasing the 
representation of light minerals.  
The time demands of the analytical technique can potentially be kept short by keeping the 
number of particles analyzed relatively low, but this does not address the need for better spectra. 
Better spectral collection may require increased total collection times, particularly as attempts 
Figure 23. Composite spectra of 150 particles autodetected on one laboratory sample stub (a) of 
soil sample B00LM. 
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are made to maximize the number of counts in major peaks. 
In the end, for the purposes of this study, feasibility was emphasized. Trace analysts in 
laboratories offering GSR analysis by SEM-EDS are accustomed to setting up a multi-stub 
analysis during the day, then letting it run overnight, similarly to drug chemists who load a GC-
MS autosampler in the late afternoon and come in the following morning to collect and evaluate 
the resulting data. For this study, a run time of eight hours was deemed acceptable—but the cost 
was paid in analytical accuracy and precision. 
 
4.4 Automated SEM-EDS for classification 
 The Genesis Particle program was unable to correctly classify mineral types and tally the 
total number present, by either chi square or Boolean algorithmic methods. This does not 
preclude the possibility that another commercial software package for automated SEM-EDS 
analysis could be tailored to the task. Although the newest software produced by Ametek EDAX 
for EDS analysis, APEXTM, does not offer automated particle analysis, other manufacturers offer 
similar software suites. (Two examples would be Aztec® Feature by Oxford Instruments or the 
Smart Particle Investigator [SmartPITM] by Zeiss.)  
 A number of “quirks” were observed that should be considered in the selection or design 
of a similar automated software package. More than once over the course of analysis, agreement 
between the VegaTC software package and the Genesis Particle software package as to locations 
of the sample stubs was lost; it is therefore critical that the identifying stub names be imported 
into the EDS software from the SEM, since that tracker made it possible to backtrack the actual 
sample during requantification and statistical evaluation. Most often, this conflict arose from 
stage rotation in the SEM that was not accounted for by the EDS software. 
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 The use of a secondary program like DTSA-II for requantification was dictated by two 
problems with the Particle package: first, the software was unable to strip carbon from 
consideration during its internal quantification. Since carbon coating was found to be necessary 
to avoid charging, the presence of a carbon peak in quantification will alter the representation of 
the other elements present, making correct categorization nearly impossible.  
 Additionally, although other modules in the Genesis software package include standards-
based quantification, the option is not available for Genesis Particle. Multiple attempts were 
made to re-quantify the Particle-generated data in one of the other Genesis software suites, but 
the “best” option appeared to be loading individual spectra, one at a time, into the suite in 
question, re-quantifying it, and saving it. An additional drawback to this procedure was that all 
work would have had to be performed on the computer holding the proprietary software; 
although a free spectrum viewing software package is available for download from Ametek 
EDAX, other remote EDAX software requires a PC-style computer and the creation of a 
software license key file, available via EDAX only. The lack of a simple solution for standarded 
quantification of spectra generated in Genesis Particle would, alone, have made the use of the 
free, multiple-OS DTSA-II program attractive. 
 The R script (mineral.profile) written by this author specifically for this research 
successfully classified the results of automated SEM-EDS analysis of particles and tallied the 
results, using elemental thresholds based on mineral class descriptions. (See Appendix F.) These 
classes should not be considered true mineral identifications—although based on chemical 
definitions of a mineral, most chemical definitions used could include both other minerals whose 
chemical composition is included within the uncertainty of the analysis, and other minerals 
whose chemistry is similar but whose crystalline structure is completely separate. Additionally, 
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for many of the more complex minerals, defining a class simply on the mineral’s chemistry is 
exceptionally challenging, particularly for the aluminosilicates and aluminum-containing silicate 
minerals (as discussed in Sections 2.3.1 and 4.1).  
 The limitations of chemical definitions dictated the use of mineral “types” as opposed to 
strict mineral classifications. For a true mineralogical analysis of a soil sample, the EDS analysis 
performed in this study would need to be coupled with either PLM or electron backscatter 
diffraction (EBSD) to better determine crystalline structure.  
 The mineral.profile script was tested using a “mock soil” sample consisting of 20 spectra 
from a variety of known mineral particles. These spectra were loaded into DTSA-II as if they 
had been identified and collected by Genesis Particle as a set. The spectra were quantified by 
DTSA-II. The resulting .csv file was then analyzed using the mineral.profile script. (See Table 
13.) 
Table 13. Results of mineral.profile script analysis on a “mock soil” collection of 
known particle spectra. Rows shaded green indicate classifications deemed either  







Calcium chloride Calcite type Epidote  Other 









Albite Albite felspar type 
Quartz Quartz type Kyanite 
Aluminosilicate with 
mid-range K, low Fe 
Zircon Zircon type Hornblende Magnesio-silicate type 
Gypsum Gypsum type Tremolite Mixed silicate type 
Rutile Rutile type Aluminum Known Corundum type 
Quartz Quartz type Sulfur Other 
Dolomite Dolomite type Diopside Pyroxene type 




Results of the mock soil analysis validated the script, despite some variation from strict 
classifications. The three quartz particles, calcite, zircon, gypsum, rutile, dolomite, hematite, and 
albite were all classified correctly. The calcium chloride and aluminum particles were each 
classified into the likeliest fit group: calcite class for calcium chloride, based on its high calcium 
content, and corundum type for the aluminum known, based on its high aluminum content; the 
sulfur particle, on the other hand, was correctly excluded from the gypsum class on the basis of 
its lack of calcium content, and then ended up unclassified in the “Other” category. Hornblende 
was correctly classified as a magnesio-silicate type. Although anorthite was not correctly placed 
into the anorthite-type class, it was correctly identified as a plagioclase feldspar. 
The remaining mineral spectra—epidote, microcline, kyanite, and tremolite—all seemed 
misclassified at first. In each case, though, the misclassification was determined to be correct. 
For instance, the epidote spectrum contained no silicon. With only a strong magnesium peak and 
a mild iron peak to classify, the Other classification is correct. Similarly, the particle purported to 
be kyanite contained almost three times the theoretically appropriate amount of K2O; the 
microcline particle was determined to be 86.9% SiO2; and the tremolite spectrum revealed a high 
quantity of SiO2 and MgO, but only 5% CaO, and it was appropriately classified as a mixed 
silicate type particle. Although originally the results indicated a 40% error rate, careful 
consideration based on the actual chemical character rather than the purported mineral identity 
revealed no misclassifications. 
 Not only did this exercise validate the use of the mineral.profile script, but it again 
demonstrated the risks inherent to strict application of theoretical mineral definitions to real-
world mineral particles. Similarly, in order to include the uncertainty of the method, as 
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determined by the comparison of known DTSA values to experimental values, in the mineral 
definitions, it was inevitable that some particles would be included in each class that were 
potentially not that mineral. (For a full discussion with examples from experimental data, see 
Appendix G.) Again, the classes defined were inspired by specific mineral definitions but were 
not intended to specifically include only the mineral on which each was based, or to exclude all 
others. For this reason, the groups are called “mineral types” rather than “minerals.” 
  
4.5 Variation between locations 
Some trends could be observed in the classified data from the three experimental 
locations: 
The Location A samples yielded substantially fewer quartz-type particles than those of 
either Location B or Location C. In fact, in two A subsamples (A41LMb and A21LMb), no 
quartz particles were detected at all, where the count for Locations B and C was regularly more 
than 100 particles out of 150. Locations B and C also yielded more total unclassified particles 
(Other).   
No more than one particle was ever found in any sample in 11 mineral-type categories 
(Cal, Dol, Gyp, Pyrox, MgSil, AnoPFeld, Pfeld, AlbFeld, Afeld, Mmica, Alm). Sets B and C 
exhibited no particles classed as Pyrox or AFeld, but Set A did exhibit low numbers of particles 
in these classifications. No more than five particles were ever found in any sample in four 
mineral-type categories (Cor, Hem, Zr, and OMAFeld).  
A relatively small number of mineral-type counts were therefore the greatest contributors 
to variation, particularly in the aluminosilicates (Kyan, Epi, KhiFe, and loKNa). In fact, after the 
Qz class, the highest counts were regularly seen in three aluminosilicate classes: low-potassium, 
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low-sodium (loKloNa), potassium with low iron (KloFe), and potassium with medium-range iron 
(KmedFe). (See Appendix H for the raw data.)  
Due to varying total subsample particle counts, the data were scaled using percent 
abundance, modeled on the traditional pedological weight-percent expression of soil profiles. 
Without a definitive identification of the mineral present to allow for the assignment of a density 
value (as in Equation 3), the calculation was simplified to represent only percent of the total 
particles bearing that classification. (See Appendix I.) 
 Examining the mineral composition of A, B, and C subsamples in terms of percent 
abundance allows for formalization of the trends described above. The average Qz percent 
abundance for Location A is roughly one-third that for Locations B and C. (See Table 14.)  
Table 14. Average percent abundances of different mineral types at Locations A, B, and C.  
 The differentiable averages are mirrored by the differentiable range of sample values at 
each location: assuming normal distribution (however unlikely), the lowest quartz percent 
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lowest values were 40.4% and 59.8%, respectively. This single fact allows for the division of the 
data sets into low-quartz and high-quartz sets. 
The overlap of the distributions of the quartz percentages for the three sets’ subsamples 
can be visualized. (See Figure 24.) Set A stands away from the others, with the exception of a 
few outstandingly low values in Set B. The distributions of quartz in Sets B and C overlap—
although Set B, having the broader quartz percentage range, is potentially identifiable. 
The next question is whether Sets B and C can be distinguished on a criterion other than 
percentage of quartz particles counted. To do so, particular mineral groups must be considered: 
Hem, Rut, Sil, Kyan, Epi, KhiFe, KmedFe, KloFe, loKloNa, and loKNa. Interestingly, the Set C 
interval for most mineral types overlapped the Set B interval, in some cases being completely 
included by the Set B interval. (See Figure 25.)  
Figure 24. The range of percent abundances of Quartz-type particles in subsamples of Locations 
A, B, and C. 
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 Forensically speaking, this would allow us to say a specimen could not be excluded as 
having a source in Set B or could not be excluded as having a source in either Set B or Set C, but 
it would not be possible to attribute Set C as the sole source. 
In general, it appears that the data generated by automated particle detection and EDS 
analysis could successfully provide a similar sort of population profile to that used by light 





































Figure 25. Distributions of percent abundances of non-quartz-type minerals in Sets B (circles) 
and C (triangles). Pairs are displayed side-by-side. 
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4.6 Multivariate statistical analysis 
Multivariate statistical analysis was pursued in the hope that, by accounting for multiple 
variables simultaneously, it would be possible to statistically establish the existence of different 
classifications using the data generated by this technique. 
Principal component analysis (PCA) was first employed to examine if any major outliers 
or groupings appeared. As not all subsamples yielded 150 particles (and, in early analyses, some 
subsamples were allowed to characterize more than 150 particles), the data needed to be scaled 
in some way.  Two different treatments of the overall data by location were evaluated: “quartz-
normalized” and percent abundance.  
As all but one of the subsamples analyzed contained one or more particles classified as 
Quartz-type, a “quartz-normalized” treatment was evaluated in which all numbers were 
compared to the Quartz-type count and expressed as a fraction of that amount. The percent 
abundance was calculated as described above. (See Table 15.) 
Table 15. Different ways to express the count results for one representative sample. Zero-value 



























































Raw count 37 2 1 1 1 2 1 1 3 20 20 40 19 2 150 
Quartz-
normalized 
1.00 0.05 0.03 0.03 0.03 0.05 0.03 0.03 0.08 0.54 0.54 1.08 0.51 0.05   
Percent 24.7 1.3 0.7 0.7 0.7 1.3 0.7 0.7 2.0 13.3 13.3 26.7 12.7 1.3 100 
 
PCA of these sets yielded the best potential clustering when the percent abundance model 





4.6.1 Variation between locations 
 Differentiation of soil types by location was fairly straightforward: Location A was 
clearly differentiable from Locations B and C using PCA. 97.3% of variance was retained in the 
first three principal components; 99.3% of variance could be retained using the first six. Samples 
from Location A and Locations B and C clustered separately. Locations B and C clustered with 
some overlap, but were still differentiable (See Figure 26).  
 Using LDA, which specifically addresses differences in pre-defined classes of data (as 
opposed to PCA’s class-blind evaluation of differences in the data), the differentiations between 
Location A and Locations B and C were more pronounced. Although Locations B and C were 
not entirely differentiable, some clustering was observed, which could potentially lead to the 
exclusion of some Location B subsamples from the Location C dataset (Figure 27). As Locations 
B and C were no more than 0.25 mile apart, this is an encouraging finding. Outliers could be 
Figure 26. PCA of Location A, B, and C soils, represented by black, red, and green spheres, 
respectively, using six PCs (99.3% variance). 
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visually identified in all three populations (A33, B00, C13, C21, C55), but no systematic 
relationship was observed. 
 The hold one out cross validation (HOO-CV) error rate for the assignment of soils to 
locations could be minimized to 12% if the first 19 of 27 principal components (100% variance) 
were preserved.  
 The data were also evaluated by combining the two 150-particle laboratory samples 
Figure 27. LDA plot for Locations A, B, and C, as indicated by black, red, and green dots, 
respectively. Nineteen principal components were retained, generating two linear discriminants. 
Ellipses indicate 95% confidence interval. 
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analyzed to form one characteristic sample of 300 particles, in keeping with recommendations by 
Graves (1979). In this case, when 100% variance was preserved (18 of 27 principal components), 
the HOO-CV error rate was reduced to 6.35%. But even using only the first three principal 
components, 99.3% of variance was retained. Location B and Location C clusters were observed 
to separate somewhat (Figure 28). 
 LDA results, as before, demonstrated better clustering of the Location B and C samples, 
although the two groups were still not fully resolved (Figure 29). Two linear discriminants were 
generated. Outliers could be visually identified (B00 and C21), but no systematic relationship 
was identified. 
The HOO-CV error rate for the 300-particle dataset, if 100% variance was retained (19 of 
27 principal components), was reduced to 6.3%. 
Figure 28. PCA plot of Locations A, B, and C, designated by black, red, and green spheres, 




4.6.2 Multivariate analysis: variation within locations 
4.6.2.1 Radial variation 
 Multivariate statistical exploration of possible intra-group distinguishability followed. 
Subsamples were grouped by radius within each location for analysis. When PCA was performed 
taking all radii into consideration, samples were not observed to differentiate well at any of the 
Figure 29. LDA plot of A, B, and C samples combined to 300 particles per sample, represented by 




three locations.  (Figure 30.)  HOO-CV classification error rates ranged from 30 to 40%.  
 Differentiation was improved for Locations A and B when alternate radii were 
considered, increasing the angle of separation from 60° to 120°. (Figure 31.)  
Figure 30. 3D LDA plots of Locations A (top left), B (bottom), and C (top right), with PCs and 
LDs selected to maximize retained variance. Each color represents one of six radial directions of 
sampling, plus the central samples. Some clustering can be observed, but not clear differentiation. 
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 Note that, in the case of Location C, the data files for the sixth radius were corrupted, so a  
2-4-6 comparison was not possible. For the 1-3-5 radius dataset for Location C, only two LDs 
were generated, prohibiting a 3D LDA plot. (Figure 32.)  
HOO-CV classification error rates ranged from zero to 17.24%, averaging 7.50±6.54%. 
 
 
Figure 31. LDA plots for a) Radii 1, 3, and 5 of Location A (17PCs, 3LDs); b) Radii 2, 4, and 6 of 
Location A (18PCs, 3LDs); c) Radii 1, 3, and 5 of Location B (15PCs, 3LDs); d) Radii 2, 4, and 6 of 
Location B. (15 PCs, 3LDs). Each plot also exhibits the two central samples taken. Although sometimes 




4.6.2.2 Circumferential variation 
Subsamples were also grouped by distance from the central sample for analysis. PCA of 
subsamples by circumference revealed that substantial total variance was retained in the first 
three PCs for all three data sets (93.5% for Location A, 94.5% for Location B, and 99.5% for 
Location C). As was observed in the comparison of radii, when the entirety of the data from each 
location was analyzed using PCA and LDA, plots did not clearly demonstrate clustering or 
differentiation. HOO-CV classification error rates hovered just above 40%. 
However, when binary comparisons were performed between the data collected at a 
distance of one foot from the central sample and data collected from other distances, 
differentiation was unambiguous. (Figure 33.) That the most significant overlap occurs between 
Figure 32. LDA plot for Radii 1, 3, and 5 of Location C (16PCs 2LD). Although in contact, the 
datasets are visually differentiable. 
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samples taken at one foot out and at ten feet out is puzzling and without obvious explanation. 
That differentiation is possible between these binary sets, and even between more than 
two sets if the distances differ by two feet (See Figure 34), suggests that although Kirk’s 
suggestion that soils may differ in a range of inches might be somewhat overstated, it is certainly 
Figure 33. LDA plots of (clockwise from upper left): samples taken at 1 and 3 feet from center; 
samples taken at 1 and 5 feet from center; samples taken at 1 and 7 feet from center; samples 
taken at 1 and 10 feet from center. Ellipses represent 95% confidence interval. 
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not without merit.  
The HOO-CV classification error for the data set comprised of the one foot, three foot, 
and five foot circumferences of Location A was calculated as 6.06%. When a fourth 
circumference is added, the HOO-CV error increases to 15.0%, then more than doubles with the 
addition of the fifth distance range. It appears that, as distance increases the range of data for that 
classification also increases. For example, although HOO-CV error is small when the samples at 
Location A taken at five and seven feet are compared, there is obvious overlap in the LDA plot. 
This phenomenon may be an effect of the increased area covered by the increased distance when 
travelling radially; a simple linear collection method might not have been affected in this way. 
 
4.6.3 Fine fraction  
 A very small data set of six samples of fine fraction particles (<50µm) was analyzed for a 
Figure 34. LDA plot of Location A data by circumference. Red spheres indicate one foot from 
center, green indicate three feet from center, and blue indicate five feet from center. The two 
black spheres represent the two central samples. 
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cursory, preliminary comparison with the existing LM fraction in set A. The set consisted of two 
stubs each of the fine fraction for A21, A31, and A41, which were compared to the set of LM 
fraction stubs collected at one foot from center. These samples could be projected into the space 
of their first three PCs, retaining 90% of the data’s total variance (the lowest retention of any set 
compared). When compared via LDA, the two sample sets were observed to be strongly resolved 
and differentiated. (See Figure 35.)   
 Confirmation of this separation can be observed if the data are subjected to hierarchical 
cluster analysis. An agglomerative procedure was used (Ward’s method) and a clear separation 
of the F fraction from the rest of the LM data could be observed in the resulting dendrogram. 
(Figure 36.) The F soil samples did not associate with LM samples on either a radial or 
circumferential basis. 
 The implication is that the F fraction is more like itself than it is like the LM fraction 
Figure 35. LDA plot of the F fraction (in red) and LM fraction (in green) at Location A for 
samples taken one foot from center on all radii. (Plot made using 17PCs and 2 LDs.) 
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because the F and LM fractions are elementally different. As the chemical similarity between 
clays and larger mineral particles in soils is a matter of significant debate in the field of soil 
science, this is an interesting result that develops many more research questions. 
 
Figure 36. The results of Ward's hierarchical cluster analysis on the Location A LM (light 
microscopy fraction) dataset with six F (fine fraction) subsamples. 
  
5. Conclusions and Avenues for Further Research 
The goal of this research was to evaluate the potential of automated SEM-EDS analysis 
as a means of discriminating inorganic soil particles, with the eventual intention of using the 
technique for the comparison of forensic soil evidence. Results indicate that automated 
SEM/EDS can provide a result complimentary to existing forensic pedological methods. 
Investigation into an accessible preparation method for forensic soil samples revealed 
that a combination of physical separation by floatation, deflocculation, and screening/sieving, 
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with short-term oxygen plasma ashing for the removal of organics, provides an effective means 
for isolating inorganic soil particles. 
Although the existing software package evaluated was not capable of performing all 
facets of the proposed work, the potential is there to use either existing software with specific 
improvements, or to use specifically designed R scripts to complete the ultimate task. These 
scripts can be distributed in a simplified format where only fundamental R literacy is required to 
use them. As the R software environment is distributed for free, and runs on a variety of 
commonly available computing systems, this is a cost effective way to manage the potential for 
classification of soil particles and soil types by SEM/EDS data. 
Results of automated SEM/EDS analysis, coupled with classification by a specifically 
designed R script, indicate that this methodology is fully capable of distinguishing between 
mineral particle populations from two well-separated geographic locations (such as New York 
and New Jersey). One strength of this work is the comparison of samples over distances ranging 
from one to ten feet away, including two locations separated by no more than a quarter mile. The 
differentiation of soil as a function of distance has long been an accepted premise in both 
forensic soil analysis and the pedological field of geostatistics; the data in this research support 
the idea that locations vary with increased physical separation, but also that that separation 
begins to be identifiable at distances of much less than a mile.  
Even for two locations less than a quarter mile apart, some discrimination of inorganic 
particle populations is statistically possible. These findings apply to tracts of roughly 300 ft2 (28 
m2), characterized using 31 subsamples. Within the single 300 ft2 circular plot used as a sample 
site for this study, regions separated by 120° (i.e., not each linear region defined by one of the six 
radii drawn, but every other linear radial sample) can be successfully differentiated. Binary 
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comparisons of regions as close as two feet apart can also be differentiated, but the introduction 
of more than two regions for comparison makes modeling more challenging, and may obscure 
variations altogether. 
However, the power of this analysis is limited when the time demands present on forensic 
analysts is emphasized over the demands of rigorous analytical chemistry and pedology. The 
analyst must resign himself to the extended time necessary to collect more reliable and 
reproducible spectra from less-than-ideal particulate samples 
These results, and the process of iterative experimental design leading to them, suggest a 
number of avenues for further research: 
1. More research is necessary to determine what parameters could be adjusted to maximize 
the reproducibility of individual particle spectra without resorting to resin-and-polish 
techniques. Extended dwell times, increased amp time, and use of angled stage settings 
could all theoretically yield more resolved spectra. Newbury and Ritchie go into 
substantial detail on the interactions between these variables in their 2012 examination of 
quantitative EDS, but, in summary: an extended dwell time has the potential to increase 
the signal-to-noise ratio and thereby increase the detectability of peaks for particular 
target elements; changes in amp time affect the dead time that prevents pulse pileup, and 
can therefore increase resolution, but at the cost of throughput, and vice versa; and the 
angle between the specimen and the detector can vary the spectrum in comparison to 
archived standard spectra, because the change in angle exponentially affects the measured 
intensity of collected signals, which will, in turn, directly affect standarded quantitation. 
None of these adjustments can be made without affecting other parameters, and so a large 
variety of instrumental settings need to be considered to optimize quantifiable results. 
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2. Longer analyses that count and analyze more particles should also be considered. This 
method supports Graves’s assertion that the increased numbers of particles analyzed do 
not linearly increase the specificity of a soil characterization, but also that 300 grains is a 
more thorough assessment of soil composition than 150. Future research should weigh, 
quantitatively, the improvements in discrimination of samples gained with measurements 
from a greater number of particles. (This methodology generally provides significantly 
more than 150 particles per stub, so very little would need to be changed beyond the 
evaluation of larger sample sets.) There are two different methods for increasing the size 
of sample sets:   
a. One could set the threshold higher for detected particles per stub. In the analysis 
described in this paper, the instrument was directed to stop analysis after 150 
classifiable particles had been analyzed, and move to the next stub. At 30 seconds 
of dwell time per particle, each stub took no less than 75 minutes to analyze, 
resulting in a run time of no less than 7.5 hours for a standard seven-stub stage 
(the central position on the stage being reserved for the Cu-Al known used to 
optimize SEM visualization and visual threshold EDS detection). If the number of 
particles were increased to 300 particles per stub, the result would be a minimal 
time constraint of 2.5 hours per stub, or 15 hours for a full stage. Increase to 450 
particles per stub, and the time of analysis increases to 3.75 hours per stub, or 
22.5 hours per stage. 
b. Another alternative would be to continue with the 150-particle cutoff, but increase 
the number of stubs per soil sample. Each stub would be held to the 75-minute 
ideal analysis time, but instead of three soil sample sets per stage, only two soil 
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sample sets could be analyzed at a time. Since in many working forensic labs, 
samples are handled completely independently of each other, to avoid both 
contamination issues and the appearance of contamination issues, this method 
might prove to be ideal, both in terms of sample size and time per analysis. The 
increase from a two-stub, 300-particle set to a three-stub, 450-particle set is only 
1.25 hours per sample. 
3. The air dispersion method of particle mounting was effective, but it should be noted that 
better-documented methods (using TEM grids or other means for controlling particle 
separation and density on the stub) may yield better preparations without sacrificing 
significant casework time. 
4. Several research groups are examining the power of SEM/EDS (with or without 
automation) for the characterization of populations of particles. So far, the work of these 
groups has generally concluded that classifications must be developed based on the 
chemical characteristics of the population, rather than imposing pre-existing chemical 
understandings of the population onto the data. The results in this paper agree with that 
trend; more differentiation was achieved by examining natural breaks in chemical 
composition of particles studied than by dictating groupings on the basis of classical 
understandings of mineralogy. Were future studies to release any adherence to mineral 
classifications at all, results might improve. 
5. Without the information contributed by crystallographic methods, definite attribution of a 
particle to a mineral class will be inherently inaccurate. One avenue for addressing this 
weakness would be the coupling of automated SEM/EDS to existing SEM/EBSD 
(electron backscatter diffraction) methods. Instrumental systems already exist that have 
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the capability to provide all this information without changing platforms or preparations; 
that capacity could provide additional layers of mineralogical information, making soil 
particle populations even more differentiable. 
6. There are indications in the data gathered in this research that clay particles cannot be 
considered representative of the mineral particles generally encountered in soil analysis 
by light microscopy. As these particles are usually outside the capabilities of light 
microscopy, their potentially different chemistry is no cause for concern for traditional 
particle techniques; but they may provide an as-yet-untapped species for forensic 
analysis. Future research should evaluate the potential of particles with a diameter of less 
than 50 µm as a source of classification data. (The literature is divided as to whether the 
clay fractions of separate soils begin to resemble each other as the chemical reactions of 
weathering take place, or whether the separate populations continue to reflect, in some 
way, their originating bedrock.) 
 
This work only begins what may be an extensive and fruitful journey through new ground 
exposed by the abilities of automate SEM/EDS analysis. Further studies are necessary to develop 
the instrument as a routinely used forensic tool, including expansion to encompass a more 
extensive set of soils. Once a substantial number of soils have been analyzed and catalogued 
using this technique, the potential for developing databases or libraries needs additional study 
and development.  
 
6. Contributions to the Fields of Criminal Justice and Forensic Science  
 The successful classification results presented in this research suggest that automated 
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SEM-EDS analysis of inorganic soil particles may, in the future, be a useful tool for the 
screening analysis of otherwise neglected soil evidence. By establishing a simple and cost-
effective method for the separation and preparation of that evidence, this research makes this 
analytical tool widely accessible to the average, publicly-funded forensic laboratory. Any 
laboratory with the funding and infrastructure to support an SEM instrument capable of 
analyzing GSR should see this analytical method as a reasonable possibility for expansion of 
services. The ability to assess a common origin for or provide the provenance of soil evidence 
can have an impact on cases ranging from assaults to kidnappings to homeland security issues. 
 When coupled with existing light microscopy methods, this work has the potential to 
revitalize soil analysis at the local level. According to the 2014 Census of Publicly Funded 
Laboratories, only 1% of requests for services are for trace evidence analysis, but the under-use 
of this evidentiary form is unlikely to be due to the lack of utility of the evidence: according to 
the Census, 37% of all publicly funded crime labs outsource trace evidence requests. This 
research begins to provide a framework for forensic laboratories to address an underutilized form 
of evidence using existing instrumental capabilities, reducing outsourcing costs and providing 
additional investigative aids to local law enforcement. 
This technique provides some quantitative, statistical reference for the individuality of 
soil samples in general, and specifically for the differentiability of soils across a variety of 
distances. By doing so, the method builds a foundation from which soil evidence analysis could 
withstand a Daubert hearing. Additionally, the ability to reliably, objectively, and numerically 
describe soil samples using a standardized methodology would open the door to a future that 
includes library and database searching. These resources would only increase the investigative 
power of forensic soil analysis. 
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 This research is in line with current research and development needs as outlined by the 
Organization of Scientific Area Committees for Forensic Science (OSACs). Within the last 
twelve months, the OSAC has called for research to determine the heterogeneity of regional 
surface soils; to attempt to describe the anticipated variability of soils at a particular location; and 
to supplement forensic interpretations of soil mineralogy. Purportedly, a standard guide for 
forensic SEM/EDS analysis of soils is under development, but the research needs assessments 
focus solely on XRD and PLM techniques. This research introduces possibilities for novel, 
automated SEM-EDS analysis to address the OSAC’s identified research areas, while increasing 





Appendix A: XRD confirmation of known mineral identities 
 
What follows is a selection of x-ray diffractograms confirming the identities of known 
minerals used to design the classification system for unknown mineral particles. (These 
diffractograms are not shown superimposed over known diffractograms because in most cases 
the two were so similar as to be almost identical; the overlapping peaks could not be observed.) 
Figure 38. X-ray diffractogram of Ward’s augite, as taken on a Rigaku Miniflex pXRD 
instrument and processed using JADE software. Diopside impurities were detected. 
Figure 37. X-ray diffractogram of Ward’s dolomite, as taken on a Rigaku Miniflex pXRD instrument 





Figure 40. X-ray diffractogram of Cargille apatite, as taken on a Rigaku Minflex pXRD 
instrument and processed using PDXL software 
 
 
Figure 39. X-ray diffractogram of Ward’s microcline, as taken on a Rigaku Miniflex pXRD 




Figure 41. X-ray diffractogram of Cargille augite, as taken on a Rigaku Minflex pXRD 




Figure 42. X-ray diffractogram of Cargille biotite, as taken on a Rigaku Minflex pXRD 






Figure 43. X-ray diffractogram of Cargille calcite, as taken on a Rigaku Minflex pXRD 




Figure 44. X-ray diffractogram of Cargille garnet (almandine), as taken on a Rigaku Minflex 







Figure 45. X-ray diffractogram of Cargille hornblende, as taken on a Rigaku Minflex pXRD 




Figure 46. X-ray diffractogram of Cargille microcline as taken on a Rigaku Minflex pXRD 





Figure 47. X-ray diffractogram of Cargille orthoclase, as taken on a Rigaku Minflex pXRD 




Figure 48. X-ray diffractogram of Cargille tremolite, as taken on a Rigaku Minflex pXRD 







Appendix B: EDS spectra of known mineral samples before and after plasma ashing 
 
What follows are comparative EDS spectra of known mineral samples before and after plasma 
ashing. These spectra were collected from single particles of known Cargill minerals on an 
Oxford INCA EDS coupled to a Hitachi S3400N SEM for 60 seconds at 250X magnification and 
a beam current of 20kV.  
 




Figure 50. Comparative spectra of calcite before and after plasma ashing. No elemental changes 
were observed. As a carbonate mineral, calcite is in danger of destruction when exposed to 





Figure 51. Comparative spectra of garnet (almandine) before and after plasma ashing. No 
elemental changes were observed. As an iron-containing mineral, garnet is at risk of iron 










Appendix C: R script for conversion and classification 
 
# This script defines a function that takes the DTSA-II output of quantitative   
# oxide fractions, converts them to oxide percents, and then applies Boolean  
# logic filters to name each spectral output line for a different defined mineral  
# type. It then creates a tally of each mineral type and combines the tallies 
# into a single vector whose first entry is an identifier of the original 
















mineral.profile <- function(filename) { 
  print(filename) 
   
# read the data and prepare to transpose 
data.soil <- read.csv(file = filename, header=TRUE, stringsAsFactors=FALSE) 
  rownames(data.soil) <- data.soil$Oxide 
  data.soil$Oxide <- NULL 
  data.soil = subset(data.soil, select = -c(Average,Std.Dev) ) 
 
#get the eventual identifier for the soil profile vector 
sampleID <- gsub(".csv$","",filename) 
 
#transpose the data 
data.soil.tr <- as.data.frame(t(as.matrix(data.soil))) 
data.soil.tr <- transpose(data.soil) 
 
#add column names 
colnames(data.soil.tr) <- rownames(data.soil) 
 
#convert oxide fractions into oxide percents 
data.soil.tr$sum <- rowSums(data.soil.tr[,]) 
data.soil.tr$K2Opcnt <- data.soil.tr$K2O / data.soil.tr$sum 
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data.soil.tr$FeOpcnt <- data.soil.tr$FeO / data.soil.tr$sum 
data.soil.tr$Na2Opcnt <- data.soil.tr$Na2O / data.soil.tr$sum 
data.soil.tr$ZrO2pcnt <- data.soil.tr$ZrO2 / data.soil.tr$sum 
data.soil.tr$CaOpcnt <- data.soil.tr$CaO / data.soil.tr$sum 
data.soil.tr$MgOpcnt <- data.soil.tr$MgO / data.soil.tr$sum 
data.soil.tr$TiO2pcnt <- data.soil.tr$TiO2 / data.soil.tr$sum 
data.soil.tr$Al2O3pcnt <- data.soil.tr$Al2O3 / data.soil.tr$sum 
data.soil.tr$SiO2pcnt <- data.soil.tr$SiO2 / data.soil.tr$sum 
data.soil.tr$SO3pcnt <- data.soil.tr$SO3 / data.soil.tr$sum 
 
### new dataframe with just percents 
data.soil.pcnt <- data.soil.tr[,12:21] 
 
### create dummy rows for all future mineral definition dataframes 
dummy <- data.frame("K2Opcnt" = 99,"FeOpcnt" = 99,"Na2Opcnt" = 99, 
"ZrO2pcnt" = 99,"CaOpcnt" = 99, "MgOpcnt" = 99,"TiO2pcnt" = 99, 
"Al2O3pcnt" = 99,"SiO2pcnt" = 99,"SO3pcnt" = 99) 
 
### new dataframes for each mineral definition THE FLOWCHART 
# break out zircon 
data.soil.zr <- rbind(dummy, subset(data.soil.pcnt, ZrO2pcnt>=0.55)) 
data.soil.pcnt <- subset(data.soil.pcnt, ZrO2pcnt<0.55) 
data.soil.zr$ID <- "Zr" 
 
# break the remainder into silicates and nonsilicates 
data.soil.sil <- subset(data.soil.pcnt,SiO2pcnt>=0.30) 
data.soil.nonsil <- subset(data.soil.pcnt,SiO2pcnt<0.30) 
 
# break silicates into Quartz and other silicates 
data.soil.qz <- rbind(dummy, subset(data.soil.sil, SiO2pcnt>=0.80)) 
data.soil.qz$ID <- "Qz" 
data.soil.sil <- subset(data.soil.sil, SiO2pcnt<0.80) 
 
# break nonsilicates into Hematite/Magnetite Gypsum Rutile Corundum Calcite and  
# Dolomite type 
data.soil.nonsil.hem <- rbind(dummy,subset(data.soil.nonsil, FeOpcnt>=0.80)) 
data.soil.nonsil <- subset(data.soil.nonsil,FeOpcnt<0.80) 
 
data.soil.nonsil.possgyp <- subset(data.soil.nonsil, CaOpcnt>=0.30) 
data.soil.nonsil <- subset(data.soil.nonsil,CaOpcnt<0.30) 
data.soil.nonsil.gyp <- rbind(dummy, subset(data.soil.nonsil.possgyp, SO3pcnt>=0.45)) 
data.soil.nonsil.notgyp <- (subset (data.soil.nonsil.possgyp, SO3pcnt<0.45)) 
data.soil.nonsil <- rbind(data.soil.nonsil, data.soil.nonsil.notgyp) 
 
data.soil.nonsil.rut <- rbind(dummy, subset(data.soil.nonsil, TiO2pcnt>=0.80)) 




data.soil.nonsil.cor <- rbind(dummy, subset(data.soil.nonsil, Al2O3pcnt>=0.80)) 
data.soil.nonsil <- subset(data.soil.nonsil,Al2O3pcnt<0.80) 
 
data.soil.nonsil.cal <- rbind(dummy, subset(data.soil.nonsil, CaOpcnt>=0.80)) 
data.soil.nonsil <- subset(data.soil.nonsil,CaOpcnt<0.80) 
 
data.soil.nonsil.possdol <- subset(data.soil.nonsil, CaOpcnt>=0.35) 
data.soil.nonsil <- subset(data.soil.nonsil,CaOpcnt<0.35) 
data.soil.nonsil.dol <- rbind(dummy, subset(data.soil.nonsil.possdol, MgOpcnt>=0.40)) 
data.soil.nonsil <- rbind(data.soil.nonsil, subset(data.soil.nonsil.possdol, MgOpcnt<0.40)) 
 
data.soil.nonsil.final <- rbind(dummy, data.soil.nonsil) 
 
# Assign mineral IDs for IDed types 
data.soil.nonsil.hem$ID <- "Hem" 
data.soil.nonsil.gyp$ID <- "Gyp" 
data.soil.nonsil.cor$ID <- "Cor" 
data.soil.nonsil.cal$ID <- "Cal" 
data.soil.nonsil.dol$ID <- "Dol" 
data.soil.nonsil.rut$ID <- "Rut" 
data.soil.nonsil.final$ID <- "Other" 
 
 
# break silicates into AluminoSilicates and non-AluminoSilicates  
data.soil.sil.noAl <-subset(data.soil.sil,Al2O3pcnt<0.03) 
data.soil.AlSil <- subset(data.soil.sil,Al2O3pcnt>=0.03) 
 
 
# Divide Silicates-no-aluminum on the basis of Mg 
data.soil.sil.noAl.Mg <- subset(data.soil.sil.noAl, MgOpcnt>=0.10) 
data.soil.sil.noAl.noMg <- subset(data.soil.sil.noAl, MgOpcnt<0.10) 
 
# Divide Magnesium-containing silicates-no-aluminum into classes that correspond to  
# talc trem diop otherpyrox 
     data.soil.sil.noAl.Mg.noCa <- subset(data.soil.sil.noAl.Mg, CaOpcnt<0.01) 
     data.soil.sil.noAl.Mg.Ca <- subset(data.soil.sil.noAl.Mg, CaOpcnt>=0.01) 
      
          data.soil.sil.noAl.Mg.modCa <- rbind(dummy, subset(data.soil.sil.noAl.Mg.Ca,  
CaOpcnt>=0.10)) 
          data.soil.sil.noAl.Mg.loCa <- subset(data.soil.sil.noAl.Mg.Ca, CaOpcnt<0.10) 
 
          data.soil.sil.noAl.Mg.noCa.noFe <-rbind(dummy, subset(data.soil.sil.noAl.Mg.noCa,  
FeOpcnt<0.05)) 
          data.soil.sil.noAl.Mg.noCa.Fe <- subset(data.soil.sil.noAl.Mg.noCa, FeOpcnt>=0.05) 
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data.soil.sil.unc <- rbind(dummy, data.soil.sil.noAl.noMg, data.soil.sil.noAl.Mg.noCa.Fe,  
                           data.soil.sil.noAl.Mg.loCa) 
 
 
# Assign mineral IDs for IDed types of silicates-no-aluminum 
data.soil.sil.unc$ID <- "Sil" 
data.soil.sil.noAl.Mg.modCa$ID <- "Pyrox" #like many pyroxenes, also actinolite and tremolite 
data.soil.sil.noAl.Mg.noCa.noFe$ID <- "Mgsil" #includes talc and over 100 others 
 
 
# break AluminoSilicates into possible feldspars and everything else. Feldspars do not contain  
# significant Mg or Fe. 
data.soil.AlSil.Mg <- subset(data.soil.AlSil, MgOpcnt>=0.01) 
data.soil.AlSil.noMg <- subset(data.soil.AlSil, MgOpcnt<0.01) 
    data.soil.AlSil.possFeld <- subset(data.soil.AlSil.noMg, FeOpcnt<0.01) 
    data.soil.AlSil.noMg.Fe <- subset(data.soil.AlSil.noMg, FeOpcnt>=0.01) 
 
    # break possible Feldspars into possible Alkali with high SiO2 and possible Plagioclase felds  
    # with lower SiO2 
    data.soil.AlSil.possAFeld <- subset(data.soil.AlSil.possFeld, SiO2pcnt>=0.50) 
    data.soil.AlSil.possPFeld <- subset(data.soil.AlSil.possFeld, SiO2pcnt<0.50) 
     
    # confirm possible Plagioclase feldspars because they must not have potassium 
    data.soil.AlSil.notPFeld <- subset(data.soil.AlSil.possPFeld, K2Opcnt>=0.01) 
    data.soil.AlSil.possPFeld <- subset(data.soil.AlSil.possPFeld, K2Opcnt<0.01) 
 
    # divide possible Plagioclase feldspars into general PFeld and Anorthite type 
    data.soil.AlSil.possAnoPFeld <- subset(data.soil.AlSil.possPFeld, CaOpcnt>=0.20) 
    data.soil.AlSil.possPFeld <- subset(data.soil.AlSil.possPFeld, CaOpcnt<0.20) 
       
          # confirm poss Anorthite by checking for NO Na.   
          data.soil.AlSil.notAnoPFeld <- subset(data.soil.AlSil.possAnoPFeld, Na2Opcnt>0.01) 
          data.soil.AlSil.AnoPFeld <- rbind(dummy, subset(data.soil.AlSil.possAnoPFeld,  
Na2Opcnt<0.01)) 
     
          # confirm possible Plagioclase feldspars by checking for SOME Ca and NO Na. 
          data.soil.AlSil.notPFeld <- rbind(data.soil.AlSil.notPFeld,  
subset(data.soil.AlSil.possPFeld, CaOpcnt<0.01)) 
          data.soil.AlSil.possPFeld <- subset(data.soil.AlSil.possPFeld, CaOpcnt>=0.01) 
          data.soil.AlSil.PFeld <- rbind(dummy, subset(data.soil.AlSil.possPFeld, Na2Opcnt<0.01)) 
          data.soil.AlSil.notPFeld <- rbind(data.soil.AlSil.notPFeld,  
         subset(data.soil.AlSil.possPFeld, Na2Opcnt>=0.01)) 
           
# Avoid missing anyone by making a new, ultrainclusive AFeld set 
data.soil.AlSil.possAFeld2 <- rbind(data.soil.AlSil.possAFeld,  
                                    data.soil.AlSil.notPFeld,  
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                                    data.soil.AlSil.notAnoPFeld) 
 
      # break possible Alkali Feldspars into possible OrthoMicro (no Ca)  
      # and other possible AFelds (some Ca) 
      data.soil.AlSil.possOMAFeld <- subset(data.soil.AlSil.possAFeld2, CaOpcnt<0.01) 
      data.soil.AlSil.possAFeld2 <- subset(data.soil.AlSil.possAFeld2, CaOpcnt>=0.01) 
           
              #break possible OrthoMicro into possible OrthoMicro (no Ca no Na)  
              #and possible Albite (no Ca some Na) 
              data.soil.AlSil.possAlbite <- subset(data.soil.AlSil.possOMAFeld, Na2Opcnt>=0.01) 
              data.soil.AlSil.possOMAFeld <- subset(data.soil.AlSil.possOMAFeld, Na2Opcnt<0.01) 
           
                  # confirm possAlbite (must have 5% Na or more). If No Ca and some Na but not  
                  # enough to be Albite could still be AFeld. 
                  data.soil.AlSil.notAFeld <- subset(data.soil.AlSil.possAlbite, Na2Opcnt<0.05) 
                  data.soil.AlSil.possAlbite <- subset(data.soil.AlSil.possAlbite, Na2Opcnt>=0.05) 
           
                  # confirm OrthoMicro by checking for presence of plenty of K. If no Ca, no Na,  
                  # not enough K, not AFeld.  
                  data.soil.AlSil.OMAFeld <- rbind(dummy,  
                                                   subset(data.soil.AlSil.possOMAFeld, K2Opcnt>=0.10)) 
                  data.soil.AlSil.notAFeld <- rbind(data.soil.AlSil.notAFeld,  
subset(data.soil.AlSil.possOMAFeld, K2Opcnt<0.10)) 
 
                  # confirm Albite by checking for NO K and not too much Na. If no Ca, Na >8%, and  
                  # more than 1% K, not AFeld. 
                  data.soil.AlSil.notAFeld <- rbind(data.soil.AlSil.notAFeld,  
                                            subset(data.soil.AlSil.possAlbite, K2Opcnt>=0.01)) 
                  data.soil.AlSil.possAlbite <- subset(data.soil.AlSil.possAlbite, K2Opcnt<0.01) 
                   
      #If no Ca, no K, and Na >14%, not AFeld 
                  data.soil.AlSil.Albite <- rbind(dummy, subset(data.soil.AlSil.possAlbite,  
                                                                                                                   Na2Opcnt<=0.14)) 
                  data.soil.AlSil.notAFeld <- rbind(data.soil.AlSil.notAFeld,  
                                            subset(data.soil.AlSil.possAlbite, Na2Opcnt>0.14)) 
 
      # Go back to those possible AFelds (some Ca). Check to make sure they don't have  
      # too much Ca. 
      data.soil.AlSil.notAFeld <- rbind(data.soil.AlSil.notAFeld,  
                                        subset(data.soil.AlSil.possAFeld2, CaOpcnt>0.20)) 
      data.soil.AlSil.possAFeld2 <- subset(data.soil.AlSil.possAFeld2, CaOpcnt<=0.20) 
           
          # In order to be an AFeld, K must be between 1 and 10 percent.  
          data.soil.AlSil.possAFeld2.loK <- subset(data.soil.AlSil.possAFeld2, K2Opcnt<0.01) 
          data.soil.AlSil.possAFeld2.K <- subset(data.soil.AlSil.possAFeld2,  
                                                K2Opcnt>=0.01 & K2Opcnt<=0.10) 
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          data.soil.AlSil.possAFeld2.hiK <- subset(data.soil.AlSil.possAFeld2, K2Opcnt>0.10) 
          data.soil.AlSil.notAFeld <- rbind(data.soil.AlSil.notAFeld,  
                                            data.soil.AlSil.possAFeld2.loK,  
                                            data.soil.AlSil.possAFeld2.hiK) 
       
          #In order to be an AFeld, Na must be between 1 and 10 percent 
          data.soil.AlSil.possAFeld2.K.loNa <- subset(data.soil.AlSil.possAFeld2.K,  
Na2Opcnt<0.01) 
          data.soil.AlSil.possAFeld2.K.Na <- subset(data.soil.AlSil.possAFeld2.K,  
                                                  Na2Opcnt>=0.01 & Na2Opcnt<=0.10) 
          data.soil.AlSil.possAFeld2.K.hiNa <- subset(data.soil.AlSil.possAFeld2.K,  
Na2Opcnt>0.010) 
          data.soil.AlSil.notAFeld <- rbind(data.soil.AlSil.notAFeld,  
                                            data.soil.AlSil.possAFeld2.K.loNa,  
                                            data.soil.AlSil.possAFeld2.K.hiNa)                                                                                                 
       
          # Now we can all that AFeld type 
          data.soil.AlSil.possAFeld2.K.Na <- rbind(dummy, data.soil.AlSil.possAFeld2.K.Na) 
                               
# name IDed feldspars 
data.soil.AlSil.PFeld$ID <- "PFeld" 
data.soil.AlSil.AnoPFeld$ID <- "AnoPFeld" 
data.soil.AlSil.OMAFeld$ID <- "OMAFeld" 
data.soil.AlSil.Albite$ID <- "AlbFeld" 
data.soil.AlSil.possAFeld2.K.Na$ID <- "AFeld"        
 
       
       
# Unclassified Aluminosilicate particles remain in 
# Aluminosilicates with Mg                                    data.soil.AlSil.Mg 
# Aluminosilicates with no Mg but Fe                          data.soil.AlSil.noMg.Fe 
# Aluminosilicates rejected as AFeld that are also not PFeld  data.soil.AlSil.notAFeld 
 
 
# Pull Kyanite from the remaining Aluminosilicates 
data.soil.AlSil.notFeld.total <- rbind(data.soil.AlSil.Mg, data.soil.AlSil.noMg.Fe, 
data.soil.AlSil.notAFeld) 
data.soil.AlSil.Kyan <- rbind(dummy, subset(data.soil.AlSil.notFeld.total,  
                                            K2Opcnt<0.01 & Na2Opcnt<0.01 & ZrO2pcnt<0.01 & 
CaOpcnt<0.01 & TiO2pcnt<0.01 & SO3pcnt<0.01)) 
data.soil.AlSil.notFeld.total <- subset(data.soil.AlSil.notFeld.total,  
                                        K2Opcnt>=0.01 | Na2Opcnt>=0.01 | ZrO2pcnt>=0.01 |  
CaOpcnt>=0.01 | TiO2pcnt>=0.01 | SO3pcnt>=0.01) 
data.soil.AlSil.Kyan$ID <- "Kyan" 
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# Pull Almandine and Epidote from the remaining Aluminosilicates 
data.soil.AlSil.possAlmEpi <- subset(data.soil.AlSil.notFeld.total,  
K2Opcnt<0.01 & Na2Opcnt<0.01 & ZrO2pcnt<0.01 & TiO2pcnt<0.01 & 
SO3pcnt<0.01) 
data.soil.AlSil.notAlmEpi <- subset(data.soil.AlSil.notFeld.total,  
K2Opcnt>=0.01 | Na2Opcnt>=0.01 | ZrO2pcnt>=0.01 | TiO2pcnt>=0.01 | 
SO3pcnt>=0.01) 
    data.soil.AlSil.possEpi <- subset(data.soil.AlSil.possAlmEpi, CaOpcnt>=0.01) 
    data.soil.AlSil.notEpi <- subset(data.soil.AlSil.possAlmEpi, CaOpcnt<0.01) 
        data.soil.AlSil.Epi <- rbind(dummy, subset(data.soil.AlSil.possEpi, CaOpcnt<=0.20)) 
        data.soil.AlSil.notEpi <- rbind(data.soil.AlSil.notEpi, subset(data.soil.AlSil.possEpi,  
     CaOpcnt>0.20)) 
         
    data.soil.AlSil.notEpi.possAlm <- subset(data.soil.AlSil.notEpi, FeOpcnt>=0.01) 
    data.soil.AlSil.notEpi.notAlm <- subset(data.soil.AlSil.notEpi, FeOpcnt<0.40) 
        data.soil.AlSil.Alm <- rbind(dummy, subset(data.soil.AlSil.notEpi.possAlm,  
FeOpcnt>=0.40)) 
        data.soil.AlSil.notEpi.notAlm <- rbind(data.soil.AlSil.notEpi.notAlm, 
subset(data.soil.AlSil.notEpi.possAlm, FeOpcnt<0.40)) 
 
data.soil.AlSil.Epi$ID <- "Epi" 
data.soil.AlSil.Alm$ID <- "Alm" 
         
# What's left? 
data.soil.AlSil.last <- rbind(data.soil.AlSil.notAlmEpi, data.soil.AlSil.notEpi.notAlm) 
 
# Separate out possible Hornblendees and Biotite, possible Muscovite 
data.soil.AlSil.possMica.Musc <- subset(data.soil.AlSil.last, Al2O3pcnt>=0.35) 
data.soil.AlSil.possHorn <- subset(data.soil.AlSil.last, Al2O3pcnt<0.35) 
 
# confirm Muscovite (no Ca no Mg no Fe) 
data.soil.AlSil.unc <- subset(data.soil.AlSil.possMica.Musc, CaOpcnt>=0.01) 
data.soil.AlSil.possMica.Musc <- subset(data.soil.AlSil.possMica.Musc, CaOpcnt<0.01) 
         
data.soil.AlSil.unc <- rbind(data.soil.AlSil.unc, subset(data.soil.AlSil.possMica.Musc,  
MgOpcnt>=0.01)) 
data.soil.AlSil.possMica.Musc <- subset(data.soil.AlSil.possMica.Musc, MgOpcnt<0.01) 
 
data.soil.AlSil.unc <- rbind(data.soil.AlSil.unc, subset(data.soil.AlSil.possMica.Musc,  
FeOpcnt>=0.01)) 
data.soil.AlSil.Musc <- rbind(dummy, subset(data.soil.AlSil.possMica.Musc, FeOpcnt<0.01)) 
data.soil.AlSil.Musc$ID <- "MMica" 
 
# After much research, the other Micas and the Hornblendes can't be chemically separated with  
# any reliability within the confines of the uncertainty of the technique. 




# They can, however, be separated in a different way. 
data.soil.AlSil.hiK <-subset(data.soil.AlSil.unc, K2Opcnt>=0.15) 
data.soil.AlSil.K <-subset(data.soil.AlSil.unc, K2Opcnt<0.15 & K2Opcnt>0.06) 
data.soil.AlSil.loK <-subset(data.soil.AlSil.unc, K2Opcnt<=0.06) 
 
    data.soil.AlSil.K.loFe <-subset(data.soil.AlSil.K, FeOpcnt<0.05) 
    data.soil.AlSil.K.medFe <-subset(data.soil.AlSil.K, FeOpcnt>=0.05 & FeOpcnt<0.15) 
    data.soil.AlSil.K.hiFe <-subset(data.soil.AlSil.K, FeOpcnt>=0.15) 
     
    data.soil.AlSil.loK.loNa <- subset(data.soil.AlSil.loK, Na2Opcnt<=0.02 ) 
    data.soil.AlSil.loK.Na <- subset(data.soil.AlSil.loK, Na2Opcnt>0.02 ) 
 
data.soil.AlSil.hiK <- rbind(dummy, data.soil.AlSil.hiK)     
data.soil.AlSil.K.loFe <- rbind(dummy, data.soil.AlSil.K.loFe)     
data.soil.AlSil.K.medFe <- rbind(dummy, data.soil.AlSil.K.medFe)     
data.soil.AlSil.K.hiFe <- rbind(dummy, data.soil.AlSil.K.hiFe)     
data.soil.AlSil.loK.loNa <- rbind(dummy, data.soil.AlSil.loK.loNa)     
data.soil.AlSil.loK.Na <- rbind(dummy, data.soil.AlSil.loK.Na)     
 
data.soil.AlSil.hiK$ID <- "hiK" 
data.soil.AlSil.K.hiFe$ID <- "KhiFe" 
data.soil.AlSil.K.medFe$ID <- "KmedFe" 
data.soil.AlSil.K.loFe$ID <- "KloFe" 
data.soil.AlSil.loK.loNa$ID <- "loKloNa" 
data.soil.AlSil.loK.Na$ID <- "loKNa" 
 
# Make a new dataframe that includes all the mineral IDs: Quartz-type, Corundum-type,  
# Calcite-type, Dolomite-type, Gypsum-type, Hematite-type, Rutile-type, Zircon-type,  
# Mixed Silicates, Kyanite-type, Pyroxene-type, Magnesio-silicate-type, Anorthite-type,  
# Plagioclase Feldspar type, Albite-type, Alkali Feldspar-type, Orthoclase/Microcline type, 
# Almandine type, Epidote type, Muscovite mica type, High potassium aluminosilicate type,  
# midrange potassium/low iron type, midrange potassium/midrange iron type,  
# midrange potassium/low iron type, low potassium/low sodium type,  
# low potassium/midrange sodium type, Other. 
data.soil.minerals <- rbind (data.soil.qz, 
                             data.soil.nonsil.cor, 
                             data.soil.nonsil.cal, 
                             data.soil.nonsil.dol, 
                             data.soil.nonsil.gyp, 
                             data.soil.nonsil.hem, 
                             data.soil.nonsil.rut, 
                             data.soil.zr, 
                             data.soil.sil.unc, 
                             data.soil.AlSil.Kyan, 
                             data.soil.sil.noAl.Mg.modCa, 
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                             data.soil.sil.noAl.Mg.noCa.noFe, 
                             data.soil.AlSil.AnoPFeld, 
                             data.soil.AlSil.PFeld, 
                             data.soil.AlSil.Albite, 
                             data.soil.AlSil.possAFeld2.K.Na, 
                             data.soil.AlSil.OMAFeld, 
                             data.soil.AlSil.Alm, 
                             data.soil.AlSil.Epi, 
                             data.soil.AlSil.Musc, 
                             data.soil.AlSil.hiK, 
                             data.soil.AlSil.K.loFe, 
                             data.soil.AlSil.K.medFe, 
                             data.soil.AlSil.K.hiFe, 
                             data.soil.AlSil.loK.loNa, 
                             data.soil.AlSil.loK.Na, 
                             data.soil.nonsil.final) 
 
# Remove the dummy entries 
data.soil.minerals.final <- subset(data.soil.minerals, Al2O3pcnt<99) 
 
# create a vector by counting entries for each mineral type 
a<- sum(data.soil.minerals.final$ID == "Qz") 
b<- sum(data.soil.minerals.final$ID == "Cor") 
c<- sum(data.soil.minerals.final$ID == "Cal") 
d<- sum(data.soil.minerals.final$ID == "Dol") 
e<- sum(data.soil.minerals.final$ID == "Gyp") 
f<- sum(data.soil.minerals.final$ID == "Hem") 
g<- sum(data.soil.minerals.final$ID == "Rut") 
h<- sum(data.soil.minerals.final$ID == "Zr") 
i<- sum(data.soil.minerals.final$ID == "Sil") 
j<- sum(data.soil.minerals.final$ID == "Kyan") 
k<- sum(data.soil.minerals.final$ID == "Pyrox") 
l<- sum(data.soil.minerals.final$ID == "Mgsil") 
m<- sum(data.soil.minerals.final$ID == "AnoPFeld") 
n<- sum(data.soil.minerals.final$ID == "PFeld") 
o<- sum(data.soil.minerals.final$ID == "AlbFeld") 
p<- sum(data.soil.minerals.final$ID == "AFeld") 
q<- sum(data.soil.minerals.final$ID == "OMAFeld") 
r<- sum(data.soil.minerals.final$ID == "Alm") 
s<- sum(data.soil.minerals.final$ID == "Epi") 
t<- sum(data.soil.minerals.final$ID == "MMica") 
u<- sum(data.soil.minerals.final$ID == "hiK") 
v<- sum(data.soil.minerals.final$ID == "KhiFe") 
w<- sum(data.soil.minerals.final$ID == "KmedFe") 
x<- sum(data.soil.minerals.final$ID == "KloFe") 
y<- sum(data.soil.minerals.final$ID == "loKloNa") 
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z<- sum(data.soil.minerals.final$ID == "loKNa") 
aa<- sum(data.soil.minerals.final$ID == "Other") 
 
mylist <- c(sampleID, a, b, c, d, e, f, g, h, i, j, k, l, m, n, o, p, q, r, s, t, u, v, w, x, y, z, aa) 
m1 <- matrix(mylist, ncol=28, byrow=TRUE) 
























# Load the data 
setwd("/Users/aduggar/Desktop/R/DissertationData/") 
data.soil <- read.csv("Total ApcntLMF circ1.csv") 
X       <- data.soil[,2:28] 
 
lbl     <- factor(data.soil[,1]) 
lbl 
# Check to make sure that lblcol in this next step is shortened to the  
# correct information. (X, a, b) where a is the starting character and  
# b is the ending character. 
# The format for most spectra is LrddLMa b or c, where L is the Location 
# r is the radius and dd is the distance from center. Lblcol will be used 
# to color code, so pick a substring that will classify the subset you want. 
lblcol <- substring(lbl, 3, 4) 
lblcol <- factor(lblcol) 
lblcol 
 




# Look at numerical values of PC variances: 
summary(pca.model) 
 
# Pick dimensions (look at summary) 
M <- 17 
 
# Make a 2D plot. !!Remember to update the plot title!! 
Z<-predict(pca.model)[,1:M] 
plot(Z[,1], Z[,2], col=lblcol, pch=16, xlab="PC1", ylab="PC2",  
     main="PCA ABC all data 19 PCs")  
text(Z[,1], Z[,2], labels=lblcol, font=.1, adj=-.10, cex=.75)   # Group labels 




# Make a 3D plot.  
Z<-predict(pca.model)[,1:M]                       #Grab PCA scores 
plot3d(Z[,1],Z[,2],Z[,3],type="s", 
       radius=1.5,col=as.numeric(lblcol),aspect="iso", 
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       xlab="PC1",ylab="PC2",zlab="PC3") 
 
 
# Prepare for LDA 
Mpc <- M                            # Using the same # of PCs used to represent the data in PCA 
Zpc <- predict(pca.model)[,1:Mpc]   # Transform the data to the PCA basis (Z-scores) 
 
# Do LDA and look at linear discriminants 
lda.model <- lda(Zpc,lblcol) 
lda.model 
 




# Compute LDA "scores" 
Zcv <- Zpc %*% Acv 
 
#Make a 2D LDA "scores" plot. !!Remember to update the main title!! 
plot(Zcv[,1],Zcv[,2],col=lblcol,pch=16,xlab="LD1",ylab="LD2", 
     main="LDA plot A circ 1 and 3 17PCs 3LDs") #Plot 
text(Zcv[,1],Zcv[,2],labels=lbl,font=1,adj=-.5, cex=.5)    #Group labels 
text(Zcv[,1],Zcv[,2],labels=1:nrow(X),font=1,adj=0)        #Obs. labels 
ordiellipse(Zcv,lblcol,conf=0.95) 
 
#Make a 3D LDA "scores" plot: 
plot3d(Zcv[,1], Zcv[,2], Zcv[,3], type="s",  
       radius=0.2, col=as.numeric(lblcol), aspect="iso", xlab="LD1", ylab="LD2", zlab="LD3") 
text3d(Zcv[,1], Zcv[,2], Zcv[,3], text=lbl, font=1, adj=1.5, cex=.75) #Group labels 
 
# Do CVA and compute HOO-CV classification error rate  
lda.model <- lda(Zcv,lblcol,CV=TRUE) 
cv.lbls   <- lda.model$class      #Predicted labels from LDA 
 












Appendix E: R script for HCA 
 
library(tidyverse)  # data manipulation 
library(cluster)    # clustering algorithms 
library(factoextra) # clustering visualization 
library(dendextend) # for comparing two dendrograms 
 
setwd("/Users/aduggar/Desktop/R/DissertationData/") 
data.soil <- read.csv("TotalApcntWF.csv") 
data.soil <- data.soil[,1:28] 
 
rownames(data.soil) = data.soil$Sample 
data.soil$Sample = NULL 
 
data.soil <- scale(data.soil) 
head(data.soil) 
 
# Dissimilarity matrix 
d <- dist(data.soil, method = "euclidean") 
 
# methods to assess 
m <- c( "average", "single", "complete", "ward") 
names(m) <- c( "average", "single", "complete", "ward") 
 
# function to compute coefficient 
ac <- function(x) { 





# Ward's method 
hc5 <- hclust(d, method = "ward.D2" ) 
 
## Cut tree into six groups 
sub_grp <- cutree(hc5, k = 6) 
 
# draw boxes around clusters 
plot(hc5, cex = 0.6) 




Appendix F: summary of elemental thresholds and mineral basis 
for classification of particles 
 
The definitions described in the table below are those used to classify particle spectra in 
the preceding R script (mineral.profile). The script checks each spectrum against each definition 
in order, so only a spectrum that has not been classified by the first three definitions has a chance 
to be classified by the fourth definition, and so on. 
All formulae are taken from Deer et al., 1966.; it should be noted that there are other 
accepted ways to express the atomic ratio relationships in crystalline solids.  
 
Class Name Abbrev Based on 
mineral 
Ideal mineral chemistry Class definition 
Zircon-type Zr Zircon Zr[SiO4] ZrO2 ³ 55% 
Quartz-type Qz Quartz SiO2 30% £ SiO2 £  80% 




SiO2 £ 30% 
FeO ³ 80% 
 Gypsum-type Gyp Gypsum CaSO4•2H2O SiO2 £ 30% 
CaO ³ 30% 
SO3 ³ 45% 
Rutile-type Rut Rutile TiO2 SiO2 £ 30% 
TiO2 ³ 80% 
Corundum-type Cor Corundum Al2O3 SiO2 £ 30% 
Al2O3 ³ 80% 
Calcite-type Cal Calcite CaCO3 SiO2 £ 30% 
CaO ³ 80% 
Dolomite-type Dol Dolomite CaMg(CO3)2 SiO2 £ 30% 
CaO ³ 35% 
MgO ³ 40% 
Non-silicates Other n/a n/a SiO2 £ 30% 








n/a SiO2 ³ 30% 
Al2O3 <3% 
MgO ³ 10% 
CaO < 1% 
FeO < 5% 









SiO2 ³ 30% 
Al2O3 <3% 
MgO ³ 10% 
CaO ³ 10% 
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Class Name Abbrev Based on 
mineral 
Ideal mineral chemistry Class definition 
Mixed silicate-
type 
Sil n/a n/a SiO2 ³ 30% 
Al2O3 <3% 
Not MgSil or Pyrox 






30% £ SiO2 < 50% 
Al2O3 ³ 3% 
MgO < 1% 
FeO < 1% 
K2O < 1% 
1% £ CaO < 20% 
Na2O < 1% 
Anorthite-type AnoPFeld Anorthite 
plagioclase 
feldspar 
CaAl2Si2O8 30% £ SiO2 < 50% 
Al2O3 ³ 3% 
MgO < 1% 
FeO < 1% 
K2O < 1% 
CaO ³ 20% 





KAlSi3O8 SiO2 ³ 50% 
Al2O3 ³ 3% 
MgO < 1% 
FeO < 1% 
CaO < 1% 
Na2O < 1% 
K2O ³ 10% 
Albite-type Alb Albite NaAlSi3O8 SiO2 ³ 50% 
Al2O3 ³ 3% 
MgO < 1% 
FeO < 1% 
CaO < 1% 
5% £ Na2O < 14% 









(K,Na)[AlSi3O8] SiO2 ³ 50% 
Al2O3 ³ 3% 
MgO < 1% 
FeO < 1% 
CaO £ 20% 
1% £ K2O £ 10% 
1% £ Na2O £ 10% 
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Class Name Abbrev Based on 
mineral 
Ideal mineral chemistry Class definition 
Kyanite-type Kyan Kyanite Al2SiO5 SiO2 ³ 30% 
Al2O3 ³ 3% 
MgO < 1% 
FeO < 1% 
K2O < 1%  
Na2O < 1% 
ZrO2 < 1%  
CaO < 1% 
TiO2 < 1% 
SO3 < 1% 
Almandine-type Alm Almandine 
garnet 
Fe3+2Al2Si3O12 SiO2 ³ 30% 
Al2O3 ³ 3% 
MgO < 1% 
FeO < 1% 
K2O < 1%  
Na2O < 1% 
ZrO2 < 1%  
1% £ CaO £ 20% 
TiO2 < 1% 
SO3 < 1% 
Epidote-type Epi Epidote CaFe+3Al2O•OH[Si2O7] 
     [SiO4] 
SiO2 ³ 30% 
Al2O3 ³ 3% 
MgO < 1% 
FeO ³ 40% 
K2O < 1%  
Na2O < 1% 
ZrO2 < 1%  
CaO < 1% 
TiO2 < 1% 
SO3 < 1% 
Mica-type MMica Muscovite 
Mica 
K2Al4[Si6Al2O20](OH,F)4 SiO2 ³ 30% 
Al2O3 ³ 35% 
CaO < 1% 
MgO < 1% 









   (Al,Mg,Fe,Mn,Cr,Ti,Li)4-6 




        (Mg,Fe+2,Fe+3,Al)5 
             [Si6-7Al2-1O22](OH,F)2 
SiO2 ³ 30% 
Al2O3 ³ 35% 





KhiFe SiO2 ³ 30% 
Al2O3 ³ 35% 
6% £ K2O £ 15% 





KmedFe SiO2 ³ 30% 
Al2O3 ³ 35% 
6% £ K2O £ 15% 
5% £ FeO £ 15% 
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Class Name Abbrev Based on 
mineral 





KloFe SiO2 ³ 30% 
Al2O3 ³ 35% 
K2O < 6% 




loKloNa SiO2 ³ 30% 
Al2O3 ³ 35% 
K2O < 6% 





loKNa SiO2 ³ 30% 
Al2O3 ³ 35% 
K2O < 6% 







Appendix G: Examining the inclusivity of mineral-type definitions 
 
The non-exclusive nature of the mineral-type definitions can be demonstrated by the 
extraction of all particles classified as rutile-type and the calculation of the average oxide 
concentration in each. (See table, below.)  
From stub K2O FeO Na2O ZrO2 CaO MgO TiO2 Al2O3 SiO2 SO3 
A110LMb 0.19 0.49 0.00 0.00 1.68 0.00 97.63 0.00 0.00 0.00 
A110LMb 0.02 0.00 0.20 0.02 0.10 0.17 96.02 1.73 1.64 0.10 
A210LMb 0.07 0.53 0.00 0.00 0.01 0.00 99.39 0.00 0.00 0.00 
B27LMb 0.36 2.84 1.21 0.16 0.85 0.15 83.12 4.23 6.77 0.32 
B31LMa 0.03 3.25 0.25 0.45 0.03 0.00 87.46 1.79 6.73 0.01 
B31LMb 0.15 3.87 0.37 0.51 0.00 0.08 86.34 3.74 4.90 0.04 
B33LMa 0.13 1.98 0.59 1.05 0.00 0.14 86.14 2.81 7.03 0.14 
B35LMa 0.16 6.72 0.43 1.45 0.00 0.04 81.80 4.45 4.96 0.00 
C110LMc 0.14 5.77 0.55 2.20 0.11 0.07 84.68 2.90 3.57 0.00 
C21LMa 0.00 0.00 0.00 0.00 0.00 0.00 100.00 0.00 0.00 0.00 
C21LMa 0.00 0.10 0.08 0.07 0.01 0.03 85.60 0.75 13.36 0.00 
C21LMa 0.04 0.27 0.10 0.09 0.01 0.04 85.64 0.74 13.07 0.00 
C21LMa 0.05 0.10 0.00 0.00 0.01 0.00 99.84 0.00 0.00 0.00 
C21LMa 0.00 6.83 0.00 0.00 0.00 0.00 93.17 0.00 0.00 0.00 
C21LMa 0.02 0.18 0.12 0.14 0.02 0.03 86.61 0.52 12.36 0.00 
C21LMa 0.01 0.00 0.00 0.00 0.01 0.00 99.98 0.00 0.00 0.00 
C21LMa 0.00 0.00 0.00 0.00 0.00 0.00 100.00 0.00 0.00 0.00 
C21LMa 0.11 0.23 2.04 0.12 0.16 0.10 81.33 5.51 10.39 0.02 
C21LMa 0.09 0.59 0.19 0.41 0.05 0.08 81.63 1.65 15.30 0.00 
C21LMa 0.01 0.00 0.00 0.00 0.00 0.00 99.99 0.00 0.00 0.00 
C21LMa 0.03 0.18 0.11 0.07 0.02 0.07 88.70 0.76 10.07 0.00 
C27LMb 0.58 4.27 0.27 0.31 0.05 0.05 86.06 2.98 5.35 0.07 
C51LMb 0.00 9.20 0.65 1.63 0.06 0.14 81.80 4.77 1.75 0.00 
C55LMb 0.06 1.74 0.40 0.53 0.07 0.19 89.01 2.51 5.46 0.03 
average 0.09 2.05 0.31 0.38 0.14 0.06 90.08 1.74 5.11 0.03 
stdev 0.13 2.71 0.47 0.60 0.37 0.06 7.06 1.80 5.04 0.07 
 
The TiO2 content of rutile-type minerals hovers around 90.1% TiO2 with the major non-
titanium oxide contributors being SiO2 (an average of 5.1% of the particle composition), Al2O3 
(1.7%), and FeO (2.0%). But in all three cases, the range of values was as high as twice the 
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average (as indicated by the standard deviations of each).  
A particle that is 93.17% TiO2 and 6.83% FeO (as recorded on the C21LMa stub) may 
simply have natural inclusions or substitutions. Although, potentially, it could be another mineral 
altogether, a search of both the Webmineral Mineralogy Database (webmineral.com) and the 
Hudson Institute of Mineralogy’s Mindat database (mindat.org) revealed no minerals with 
similar chemistry in the location where the soil sample was retrieved. 
Nevertheless, the term “mineral-type” classification is used throughout, rather than 




































































































A00LMa 23 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 2 0 2 7 30 22 34 24 5 151 
A00LMb 47 0 0 0 0 1 0 0 0 3 0 0 0 0 0 0 0 0 3 1 2 26 62 42 68 40 6 301 
A11LMb 23 0 0 0 0 1 0 0 0 3 0 0 0 0 2 1 0 0 2 0 0 2 4 6 68 36 4 152 
A11LMc 19 0 0 0 0 0 0 0 0 1 0 0 0 0 1 1 1 0 0 1 0 3 12 8 69 35 0 151 
A13LMa 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 2 1 8 
A13LMb 8 1 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 2 0 0 0 1 5 12 6 1 38 
A15LMa 11 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 5 14 4 89 26 1 150 
A15LMb 10 0 0 0 0 0 0 0 0 1 0 0 0 0 1 0 0 0 0 0 0 0 16 7 81 32 2 150 
A17LMb 15 0 0 0 0 0 0 0 0 4 0 0 0 0 0 0 0 0 0 0 0 1 9 7 102 11 1 150 
A17LMa 22 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 1 11 13 84 18 0 151 
A110LMa 47 0 0 0 0 0 0 0 0 4 0 0 0 0 0 0 0 0 1 0 0 4 9 8 51 22 4 150 
A110LMb 29 0 0 0 0 0 2 0 13 1 0 0 0 0 0 0 1 0 3 0 0 0 10 13 49 29 0 150 
A21LMa 1 2 0 0 0 0 0 0 1 1 0 0 0 0 0 0 1 0 0 0 0 0 3 2 3 3 0 17 
A21LMb 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 2 
A23LMa 11 0 0 0 0 0 0 0 0 1 0 0 0 0 1 0 0 0 0 0 0 1 1 0 9 6 0 30 
A23LMb 9 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 2 1 3 8 0 25 
A25LMa 42 0 0 0 0 0 0 0 1 2 0 0 0 0 1 3 0 0 2 0 2 1 12 21 31 34 1 153 
A25LMb 41 0 0 0 0 0 0 0 1 3 0 0 0 0 2 0 1 0 9 1 0 3 11 10 35 31 2 150 
A27LMa 23 0 0 0 0 0 0 0 0 3 0 0 0 0 0 0 0 0 4 0 3 1 4 15 71 22 4 150 
A27LMb 47 0 0 0 0 0 0 0 0 2 0 0 0 0 2 0 0 0 3 0 0 3 10 9 53 25 0 150 
A210LMa 55 0 0 0 0 0 0 0 0 1 0 0 0 0 3 0 1 0 7 0 0 1 7 10 34 32 0 151 
A210LMb 27 0 0 0 0 0 1 0 15 3 0 0 0 0 3 0 1 0 5 0 0 1 9 11 42 33 1 152 


































































































A31LMb 33 0 0 0 0 0 0 0 0 3 0 0 0 0 5 1 0 0 5 1 1 1 6 10 36 37 3 142 
A33LMa 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 7 0 11 
A33LMc 17 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 2 0 0 0 2 2 11 11 1 48 
A35LMa 31 4 0 0 0 1 0 0 1 0 0 0 0 0 1 0 2 0 4 0 5 18 2 17 41 22 1 150 
A35LMb 38 3 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 4 9 4 13 49 29 0 151 
A37LMa 31 0 0 0 0 0 0 0 0 2 0 0 0 0 2 1 0 0 2 0 1 0 10 15 62 27 0 153 
A37LMb 42 0 0 0 0 1 0 0 0 3 0 0 0 0 0 1 0 0 3 0 0 2 10 11 44 33 4 154 
A310LMa 42 0 0 0 0 0 0 0 0 4 0 0 0 0 2 0 2 0 1 1 1 0 5 20 39 31 2 150 
A310LMb 52 0 0 0 0 0 0 0 0 1 0 0 0 0 1 0 5 0 5 2 0 0 4 19 35 26 1 151 
A41LMa 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 7 7 12 1 1 33 
A41LMb 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 4 4 1 0 0 9 
A45LMa 28 0 0 0 0 0 0 0 0 1 0 0 0 0 1 0 1 0 1 1 1 1 13 17 57 27 2 151 
A45LMb 33 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 3 0 0 0 1 1 9 21 45 33 3 150 
A47LMa 37 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 14 9 14 46 26 1 150 
A47LMb 26 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 3 0 0 5 18 13 58 27 0 151 
A410LMa 54 0 0 0 0 1 0 0 0 0 0 0 0 0 1 1 1 0 1 0 4 4 12 11 32 28 1 151 
A410LMb 45 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 2 0 1 0 3 10 8 6 42 32 0 151 
A51LMc 35 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 1 0 3 12 13 6 31 23 0 130 
A53LMb 24 3 0 0 0 1 0 0 0 1 0 0 0 0 3 0 0 0 4 0 1 0 4 0 17 30 2 90 
A53LMc 33 1 0 0 0 0 0 0 0 3 0 0 0 0 2 0 0 0 1 0 1 0 3 6 21 26 1 98 
A57LMa 37 0 0 0 0 0 0 0 0 2 1 0 0 0 0 0 1 0 1 0 8 2 10 15 35 38 0 150 
A57LMc 44 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 2 0 1 0 2 10 5 12 45 27 2 151 
A510LMa 29 0 0 0 0 0 0 0 0 1 0 0 0 0 0 3 1 0 7 0 5 21 10 18 31 26 1 153 


































































































A61LMa 9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 2 0 0 1 2 2 6 2 0 26 
A61LMb 34 0 0 0 0 0 0 0 1 1 0 0 0 0 1 2 1 0 0 0 3 1 2 7 10 24 1 88 
A63LMc 37 2 0 0 0 0 0 0 1 1 0 0 1 0 2 0 0 0 1 1 0 3 20 20 40 19 2 150 
A65LMa 51 2 0 0 0 0 0 0 0 1 0 0 0 0 0 0 2 0 3 0 3 8 8 4 37 31 2 152 
A65LMb 47 5 0 0 0 2 0 0 0 0 0 0 0 0 0 0 3 0 0 0 2 0 2 5 19 27 0 112 
A67LMa 33 0 0 0 0 1 0 0 0 1 1 0 0 0 0 0 0 0 4 0 1 6 2 11 49 39 3 151 
A67LMb 49 0 0 0 0 0 0 0 0 3 0 0 0 0 0 0 1 0 3 0 3 11 6 18 26 29 1 150 
A610LMa 33 0 0 0 0 0 0 0 1 1 0 0 0 0 0 1 0 0 3 0 3 15 7 21 30 33 4 152 
A610LMb 30 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 5 0 2 10 13 16 33 35 4 150 
B00LMa 125 0 0 0 0 1 0 1 0 6 0 0 0 0 0 0 0 0 4 1 4 27 65 43 101 54 19 451 
B00LMb 93 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 0 1 2 1 29 17 5 150 
B11LMa 73 0 0 0 0 0 0 0 0 3 0 0 0 0 0 0 0 0 1 0 1 2 1 1 62 3 3 150 
B11LMb 77 0 0 0 0 1 0 0 1 5 0 0 0 0 0 0 0 0 1 0 2 4 3 4 41 0 11 150 
B13LMb 93 0 0 0 0 2 0 0 3 1 0 0 0 0 0 0 0 0 0 0 1 4 3 1 27 3 13 151 
B13LMc 93 0 0 0 0 2 0 0 3 1 0 0 0 0 0 0 0 0 0 0 1 4 3 1 27 3 13 151 
B15LMa 84 0 0 0 0 0 0 0 0 12 0 0 0 0 0 0 0 0 2 0 0 1 2 0 38 1 10 150 
B15LMb 92 0 0 0 0 1 0 0 0 13 0 0 0 0 0 0 0 0 1 0 0 1 1 1 29 1 10 150 
B17LMa 61 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 2 3 1 71 2 9 151 
B17LMc 43 0 0 0 0 0 0 0 0 6 0 0 0 0 0 0 0 0 1 0 0 2 4 2 81 3 8 151 
B110LMa 76 0 0 0 0 0 0 1 0 6 0 0 0 0 0 0 0 0 2 0 0 0 3 2 54 0 6 150 
B110LMb 73 0 0 0 0 2 0 0 0 8 0 0 0 0 0 0 0 0 4 0 0 1 0 2 40 4 16 150 
B21LMa 75 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 2 3 4 29 18 17 150 
B21LMb 79 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 4 2 1 37 10 15 150 


































































































B23LMb 81 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 2 3 22 14 26 150 
B25LMa 117 0 0 0 0 0 0 0 3 3 0 0 0 0 0 0 0 0 3 0 0 0 2 6 11 5 5 155 
B25LMb 122 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 4 7 9 7 151 
B27LMa 54 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 2 0 1 1 2 6 9 4 22 103 
B27LMb 55 0 0 0 0 0 1 3 0 2 0 0 0 0 0 0 1 0 0 0 0 4 1 4 11 4 19 105 
B210LMa 120 0 0 0 0 0 0 0 0 4 0 0 0 0 0 0 0 0 0 0 1 0 1 6 11 1 11 155 
B210LMc 121 0 0 0 0 0 0 0 0 2 0 0 0 0 1 0 0 0 0 0 0 0 1 4 10 6 7 152 
B31LMa 94 0 0 0 0 0 1 0 0 2 0 0 0 0 1 0 0 0 0 0 1 2 2 2 37 6 3 151 
B31LMb 107 0 0 0 0 0 1 1 0 1 0 0 0 0 1 0 2 0 0 0 0 0 5 2 19 2 9 150 
B33LMa 102 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 2 35 6 2 150 
B33LMb 100 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 1 3 34 8 2 150 
B35LMa 66 2 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 6 9 1 12 98 
B35LMb 58 3 0 0 0 0 0 1 0 3 0 0 0 0 0 0 1 0 2 0 0 1 0 2 12 7 17 107 
B37LMb 132 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 1 0 0 0 1 3 6 4 5 154 
B37LMc 109 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 3 0 4 25 2 6 154 
B310LMb 116 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 2 4 18 8 8 158 
B310LMc 126 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 3 3 13 2 3 151 
B41LMa 76 0 0 0 0 1 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 1 2 46 16 6 150 
B41LMb 88 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 1 42 8 8 150 
B43LMa 85 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0 0 0 2 0 0 0 0 1 46 3 11 150 
B43LMb 90 0 0 0 0 0 0 0 0 3 0 0 0 0 0 0 0 0 2 0 0 1 4 3 37 4 6 150 
B45LMa 77 3 0 0 0 0 0 0 14 1 0 0 0 0 0 0 0 0 1 0 0 0 2 3 16 2 7 126 
B45LMc 107 0 0 0 0 0 0 1 0 3 0 0 0 0 0 0 0 0 0 0 0 0 2 1 22 2 12 150 


































































































B47LMc 122 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 9 4 11 150 
B410LMa 68 0 0 0 0 0 0 0 19 1 0 0 0 0 0 0 0 0 0 0 2 0 0 2 38 8 13 151 
B410LMc 116 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 2 0 0 1 0 2 15 4 11 152 
B51LMa 45 0 0 0 0 0 0 0 0 4 0 0 0 0 0 0 0 0 2 0 0 1 4 0 75 8 11 150 
B51LMb 81 0 0 0 0 0 0 0 0 3 0 0 0 0 0 0 0 0 0 0 0 1 4 2 44 4 11 150 
B53LMa 110 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 1 5 21 4 10 152 
B53LMb 119 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 1 0 0 1 1 1 18 3 4 150 
B55LMa 101 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 1 0 0 0 1 1 34 2 8 150 
B55LMb 95 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 4 2 31 5 11 150 
B57LMa 107 0 0 0 0 0 0 0 0 3 0 0 0 0 0 0 0 0 1 0 0 1 1 3 31 3 7 157 
B57LMb 95 0 0 0 0 0 0 0 0 9 0 0 0 0 0 0 0 0 0 0 0 2 1 0 39 0 4 150 
B510LMa 113 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 2 1 3 20 4 6 150 
B510LMb 95 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 2 4 1 40 5 6 155 
B61LMa 61 0 0 0 0 0 0 0 0 7 0 0 0 0 0 0 0 0 1 0 0 0 3 0 60 4 14 150 
B61LMb 68 0 0 0 0 0 0 0 0 8 0 0 0 0 0 0 0 0 1 0 0 0 0 1 60 4 8 150 
B63LMa 86 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 6 0 34 5 18 151 
B63LMb 82 0 0 0 0 1 0 0 0 6 0 0 0 0 0 0 0 0 0 0 0 2 2 1 41 2 13 150 
B65LMa 84 0 0 0 0 0 0 1 0 4 0 0 0 0 0 0 0 0 0 0 0 0 1 4 42 6 10 152 
B65LMb 97 0 0 0 0 0 0 0 0 4 0 0 0 0 0 0 0 0 0 0 1 1 3 1 28 5 10 150 
B67LMa 102 0 0 0 0 0 0 0 0 4 0 0 0 0 1 0 0 0 1 0 0 3 2 3 24 3 12 155 
B67LMb 97 0 0 0 0 0 0 1 0 2 0 0 0 0 0 0 0 0 0 0 0 1 7 1 31 3 8 155 
B610LMb 108 0 0 0 0 0 0 0 0 4 0 0 0 0 0 0 1 0 1 0 0 0 6 2 17 5 8 152 
C11LMb 108 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 7 20 9 3 150 


































































































C13LMa 56 0 0 0 0 0 0 0 41 0 0 0 0 0 1 0 0 0 1 0 0 0 1 4 39 4 4 151 
C13LMb 111 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 2 0 0 0 0 0 1 7 16 11 3 152 
C15LMa 119 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 1 1 2 8 7 5 5 150 
C17LMb 132 0 0 0 0 0 0 0 0 1 0 0 0 0 1 0 3 0 0 1 0 0 0 10 5 11 3 167 
C17LMc 171 1 0 0 0 0 0 0 0 2 0 0 0 0 0 0 1 0 0 0 0 1 1 8 16 18 9 228 
C110LMa 161 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 2 0 0 0 0 10 16 10 11 212 
C110LMc 106 0 0 0 0 1 1 2 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 2 7 5 4 129 
C21LMa 6 3 0 0 0 0 12 0 9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 14 5 17 68 
C21LMb 78 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 4 8 3 7 102 
C23LMb 105 2 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 1 0 0 0 1 8 30 10 4 163 
C23LMa 52 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 11 6 1 73 
C25LMc 84 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 1 0 0 1 1 5 27 8 6 135 
C25LMa 92 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 18 4 6 124 
C27LMb 168 1 0 0 0 0 1 1 0 1 0 0 0 0 0 0 2 0 1 0 0 0 0 14 24 15 16 244 
C27LMc 119 0 0 0 0 0 0 0 0 4 0 0 0 0 0 0 1 0 3 0 0 0 1 9 37 16 9 199 
C210LM 154 0 0 0 0 1 0 0 0 2 0 0 0 0 0 0 1 0 2 0 0 0 2 7 23 12 8 212 
C31LMb 117 0 0 0 0 0 0 1 1 1 0 0 0 0 1 0 0 0 0 0 0 0 1 4 13 3 9 151 
C31LMc 71 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 2 0 2 5 5 7 14 109 
C33LMa 51 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 1 8 1 2 4 69 
C33LMb 72 1 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 1 0 0 0 2 3 12 9 6 108 
C35LMc 78 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 3 8 20 2 1 113 
C35LMb 22 1 0 0 0 0 13 0 13 2 0 0 0 0 0 0 0 0 0 0 0 0 1 1 22 0 16 91 
C37LMc 152 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0 3 9 16 21 12 215 


































































































C310LMa 75 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 6 2 8 93 
C310LMb 167 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 2 0 0 0 0 8 5 6 7 197 
C45LMa 71 3 0 0 0 0 0 1 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 2 10 5 4 99 
C45LMb 89 0 0 0 0 0 0 0 0 2 0 0 0 0 1 0 0 0 1 0 0 0 0 6 17 4 3 123 
C47LMc 159 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 1 0 0 0 0 8 26 6 6 208 
C47LMb 153 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 1 2 10 18 14 4 205 
C410LMb 105 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 5 14 4 8 138 
C410LMc 155 2 0 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0 1 0 2 0 5 16 9 14 206 
C51LMa 170 0 0 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 2 9 31 10 7 231 
C51LMb 143 5 0 0 0 0 1 0 2 0 0 0 0 0 4 0 0 0 0 0 0 1 0 10 36 4 6 212 
C53LMa 98 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 2 13 0 5 119 
C53LMb 63 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 3 5 3 1 76 
C55LMa 91 2 0 0 0 1 0 0 1 0 0 0 0 0 2 0 3 0 1 0 0 0 0 10 9 2 4 126 




































































































A00LMa 15.23 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.32 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.32 0.00 1.32 4.64 19.87 14.57 22.52 15.89 3.31 
A00LMb 15.61 0.00 0.00 0.00 0.00 0.33 0.00 0.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 0.33 0.66 8.64 20.60 13.95 22.59 13.29 1.99 
A11LMb 15.13 0.00 0.00 0.00 0.00 0.66 0.00 0.00 0.00 1.97 0.00 0.00 0.00 0.00 1.32 0.66 0.00 0.00 1.32 0.00 0.00 1.32 2.63 3.95 44.74 23.68 2.63 
A11LMc 12.58 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.66 0.00 0.00 0.00 0.00 0.66 0.66 0.66 0.00 0.00 0.66 0.00 1.99 7.95 5.30 45.70 23.18 0.00 
A13LMa 25.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 37.50 25.00 12.50 
A13LMb 21.05 2.63 0.00 0.00 0.00 0.00 0.00 0.00 0.00 5.26 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 5.26 0.00 0.00 0.00 2.63 13.16 31.58 15.79 2.63 
A15LMa 7.33 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 3.33 9.33 2.67 59.33 17.33 0.67 
A15LMb 6.67 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.67 0.00 0.00 0.00 0.00 0.67 0.00 0.00 0.00 0.00 0.00 0.00 0.00 10.67 4.67 54.00 21.33 1.33 
A17LMb 10.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 2.67 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.67 6.00 4.67 68.00 7.33 0.67 
A17LMa 14.57 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.66 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.66 0.00 0.00 0.66 7.28 8.61 55.63 11.92 0.00 
A1XLMa 31.33 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 2.67 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.67 0.00 0.00 2.67 6.00 5.33 34.00 14.67 2.67 
A1XLMb 19.33 0.00 0.00 0.00 0.00 0.00 1.33 0.00 8.67 0.67 0.00 0.00 0.00 0.00 0.00 0.00 0.67 0.00 2.00 0.00 0.00 0.00 6.67 8.67 32.67 19.33 0.00 
A21LMa 5.88 11.76 0.00 0.00 0.00 0.00 0.00 0.00 5.88 5.88 0.00 0.00 0.00 0.00 0.00 0.00 5.88 0.00 0.00 0.00 0.00 0.00 17.65 11.76 17.65 17.65 0.00 
A21LMb 0.00 50.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 50.00 0.00 
A23LMa 36.67 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 3.33 0.00 0.00 0.00 0.00 3.33 0.00 0.00 0.00 0.00 0.00 0.00 3.33 3.33 0.00 30.00 20.00 0.00 
A23LMb 36.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 8.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 8.00 4.00 12.00 32.00 0.00 
A25LMa 27.45 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.65 1.31 0.00 0.00 0.00 0.00 0.65 1.96 0.00 0.00 1.31 0.00 1.31 0.65 7.84 13.73 20.26 22.22 0.65 
A25LMb 27.33 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.67 2.00 0.00 0.00 0.00 0.00 1.33 0.00 0.67 0.00 6.00 0.67 0.00 2.00 7.33 6.67 23.33 20.67 1.33 
A27LMa 15.33 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 2.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 2.67 0.00 2.00 0.67 2.67 10.00 47.33 14.67 2.67 
A27LMb 30.52 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.30 0.00 0.00 0.00 0.00 1.30 0.00 0.00 0.00 1.95 0.00 0.00 1.95 6.49 5.84 34.42 16.23 0.00 
A2XLMa 36.42 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.66 0.00 0.00 0.00 0.00 1.99 0.00 0.66 0.00 4.64 0.00 0.00 0.66 4.64 6.62 22.52 21.19 0.00 




A31LMa 27.66 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 2.13 0.00 0.00 2.13 0.00 2.13 0.00 2.13 4.26 23.40 34.04 2.13 
A31LMb 23.24 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 2.11 0.00 0.00 0.00 0.00 3.52 0.70 0.00 0.00 3.52 0.70 0.70 0.70 4.23 7.04 25.35 26.06 2.11 
A33LMa 27.27 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 9.09 0.00 0.00 0.00 0.00 0.00 0.00 63.64 0.00 
A33LMc 35.42 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 4.17 0.00 0.00 0.00 4.17 0.00 0.00 0.00 4.17 4.17 22.92 22.92 2.08 
A35LMa 20.67 2.67 0.00 0.00 0.00 0.67 0.00 0.00 0.67 0.00 0.00 0.00 0.00 0.00 0.67 0.00 1.33 0.00 2.67 0.00 3.33 12.00 1.33 11.33 27.33 14.67 0.67 
A35LMb 25.17 1.99 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.66 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.66 0.00 2.65 5.96 2.65 8.61 32.45 19.21 0.00 
A37LMa 20.26 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.31 0.00 0.00 0.00 0.00 1.31 0.65 0.00 0.00 1.31 0.00 0.65 0.00 6.54 9.80 40.52 17.65 0.00 
A37LMb 27.27 0.00 0.00 0.00 0.00 0.65 0.00 0.00 0.00 1.95 0.00 0.00 0.00 0.00 0.00 0.65 0.00 0.00 1.95 0.00 0.00 1.30 6.49 7.14 28.57 21.43 2.60 
A3XLMa 28.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 2.67 0.00 0.00 0.00 0.00 1.33 0.00 1.33 0.00 0.67 0.67 0.67 0.00 3.33 13.33 26.00 20.67 1.33 
A3XLMb 34.44 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.66 0.00 0.00 0.00 0.00 0.66 0.00 3.31 0.00 3.31 1.32 0.00 0.00 2.65 12.58 23.18 17.22 0.66 
A41LMa 9.09 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 3.03 0.00 3.03 0.00 0.00 0.00 21.21 21.21 36.36 3.03 3.03 
A41LMb 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 44.44 44.44 11.11 0.00 0.00 
A45LMa 18.54 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.66 0.00 0.00 0.00 0.00 0.66 0.00 0.66 0.00 0.66 0.66 0.66 0.66 8.61 11.26 37.75 17.88 1.32 
A45LMb 22.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.67 0.00 0.00 0.00 0.00 0.00 0.00 0.00 2.00 0.00 0.00 0.00 0.67 0.67 6.00 14.00 30.00 22.00 2.00 
A47LMa 24.67 0.67 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.33 0.00 0.00 9.33 6.00 9.33 30.67 17.33 0.67 
A47LMb 17.22 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.66 0.00 0.00 0.00 1.99 0.00 0.00 3.31 11.92 8.61 38.41 17.88 0.00 
A4XLMa 35.76 0.00 0.00 0.00 0.00 0.66 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.66 0.66 0.66 0.00 0.66 0.00 2.65 2.65 7.95 7.28 21.19 18.54 0.66 
A4XLMb 29.80 0.00 0.00 0.00 0.00 0.66 0.00 0.00 0.66 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.32 0.00 0.66 0.00 1.99 6.62 5.30 3.97 27.81 21.19 0.00 
A51LMc 26.92 3.08 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.54 0.00 0.77 0.00 2.31 9.23 10.00 4.62 23.85 17.69 0.00 
A53LMb 26.67 3.33 0.00 0.00 0.00 1.11 0.00 0.00 0.00 1.11 0.00 0.00 0.00 0.00 3.33 0.00 0.00 0.00 4.44 0.00 1.11 0.00 4.44 0.00 18.89 33.33 2.22 
A53LMc 33.67 1.02 0.00 0.00 0.00 0.00 0.00 0.00 0.00 3.06 0.00 0.00 0.00 0.00 2.04 0.00 0.00 0.00 1.02 0.00 1.02 0.00 3.06 6.12 21.43 26.53 1.02 
A57LMa 24.67 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.33 0.67 0.00 0.00 0.00 0.00 0.00 0.67 0.00 0.67 0.00 5.33 1.33 6.67 10.00 23.33 25.33 0.00 
A57LMc 29.14 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.66 1.32 0.00 0.66 0.00 1.32 6.62 3.31 7.95 29.80 17.88 1.32 
A5XLMa 18.95 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.65 0.00 0.00 0.00 0.00 0.00 1.96 0.65 0.00 4.58 0.00 3.27 13.73 6.54 11.76 20.26 16.99 0.65 
A5XLMb 26.49 0.00 0.00 0.00 0.00 0.66 0.00 0.00 0.66 0.66 0.00 0.00 0.00 0.00 0.00 0.66 0.00 0.00 1.32 0.00 4.64 15.23 2.65 12.58 19.21 15.23 0.00 
A61LMa 34.62 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 3.85 3.85 0.00 7.69 0.00 0.00 3.85 7.69 7.69 23.08 7.69 0.00 
A61LMb 38.64 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.14 1.14 0.00 0.00 0.00 0.00 1.14 2.27 1.14 0.00 0.00 0.00 3.41 1.14 2.27 7.95 11.36 27.27 1.14 




A63LMc 24.67 1.33 0.00 0.00 0.00 0.00 0.00 0.00 0.67 0.67 0.00 0.00 0.67 0.00 1.33 0.00 0.00 0.00 0.67 0.67 0.00 2.00 13.33 13.33 26.67 12.67 1.33 
A65LMa 33.55 1.32 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.66 0.00 0.00 0.00 0.00 0.00 0.00 1.32 0.00 1.97 0.00 1.97 5.26 5.26 2.63 24.34 20.39 1.32 
A65LMb 41.96 4.46 0.00 0.00 0.00 1.79 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 2.68 0.00 0.00 0.00 1.79 0.00 1.79 4.46 16.96 24.11 0.00 
A67LMa 21.85 0.00 0.00 0.00 0.00 0.66 0.00 0.00 0.00 0.66 0.66 0.00 0.00 0.00 0.00 0.00 0.00 0.00 2.65 0.00 0.66 3.97 1.32 7.28 32.45 25.83 1.99 
A67LMb 32.67 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 2.00 0.00 0.00 0.00 0.00 0.00 0.00 0.67 0.00 2.00 0.00 2.00 7.33 4.00 12.00 17.33 19.33 0.67 
A610LMa 21.71 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.66 0.66 0.00 0.00 0.00 0.00 0.00 0.66 0.00 0.00 1.97 0.00 1.97 9.87 4.61 13.82 19.74 21.71 2.63 
A6XLMb 20.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.33 0.00 3.33 0.00 1.33 6.67 8.67 10.67 22.00 23.33 2.67 
B00LMa 27.72 0.00 0.00 0.00 0.00 0.22 0.00 0.22 0.00 1.33 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.89 0.22 0.89 5.99 14.41 9.53 22.39 11.97 4.21 
B00LMb 62.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.67 0.00 0.00 0.67 0.00 0.67 1.33 0.67 19.33 11.33 3.33 
B11LMa 48.67 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 2.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.67 0.00 0.67 1.33 0.67 0.67 41.33 2.00 2.00 
B11LMb 51.33 0.00 0.00 0.00 0.00 0.67 0.00 0.00 0.67 3.33 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.67 0.00 1.33 2.67 2.00 2.67 27.33 0.00 7.33 
B13LMb 61.59 0.00 0.00 0.00 0.00 1.32 0.00 0.00 1.99 0.66 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.66 2.65 1.99 0.66 17.88 1.99 8.61 
B13LMc 61.59 0.00 0.00 0.00 0.00 1.32 0.00 0.00 1.99 0.66 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.66 2.65 1.99 0.66 17.88 1.99 8.61 
B15LMa 56.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 8.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.33 0.00 0.00 0.67 1.33 0.00 25.33 0.67 6.67 
B15LMb 61.33 0.00 0.00 0.00 0.00 0.67 0.00 0.00 0.00 8.67 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.67 0.00 0.00 0.67 0.67 0.67 19.33 0.67 6.67 
B17LMa 40.40 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.66 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.66 0.00 0.00 1.32 1.99 0.66 47.02 1.32 5.96 
B17LMc 28.67 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 4.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.67 0.00 0.00 1.33 2.67 1.33 54.00 2.00 5.33 
B1XLMa 50.67 0.00 0.00 0.00 0.00 0.00 0.00 0.67 0.00 4.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.33 0.00 0.00 0.00 2.00 1.33 36.00 0.00 4.00 
B1XLMb 48.67 0.00 0.00 0.00 0.00 1.33 0.00 0.00 0.00 5.33 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 2.67 0.00 0.00 0.67 0.00 1.33 26.67 2.67 10.67 
B21LMa 50.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.33 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.33 2.00 2.67 19.33 12.00 11.33 
B21LMb 52.67 0.67 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.67 2.67 1.33 0.67 24.67 6.67 10.00 
B23LMa 59.33 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.67 0.00 0.00 1.33 2.00 2.67 18.67 6.67 8.67 
B23LMb 54.00 0.00 0.00 0.00 0.00 0.00 0.00 0.67 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.67 1.33 2.00 14.67 9.33 17.33 
B25LMa 75.48 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.94 1.94 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.94 0.00 0.00 0.00 1.29 3.87 7.10 3.23 3.23 
B25LMb 80.79 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.66 0.00 0.00 0.00 0.00 0.00 0.00 0.66 0.00 0.00 0.00 0.00 0.00 0.00 2.65 4.64 5.96 4.64 
B27LMa 52.43 0.97 0.00 0.00 0.00 0.00 0.00 0.97 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.94 0.00 0.97 0.97 1.94 5.83 8.74 3.88 21.36 
B27LMb 52.38 0.00 0.00 0.00 0.00 0.00 0.95 2.86 0.00 1.90 0.00 0.00 0.00 0.00 0.00 0.00 0.95 0.00 0.00 0.00 0.00 3.81 0.95 3.81 10.48 3.81 18.10 




B2XLMc 79.61 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.32 0.00 0.00 0.00 0.00 0.66 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.66 2.63 6.58 3.95 4.61 
B31LMa 62.25 0.00 0.00 0.00 0.00 0.00 0.66 0.00 0.00 1.32 0.00 0.00 0.00 0.00 0.66 0.00 0.00 0.00 0.00 0.00 0.66 1.32 1.32 1.32 24.50 3.97 1.99 
B31LMb 71.33 0.00 0.00 0.00 0.00 0.00 0.67 0.67 0.00 0.67 0.00 0.00 0.00 0.00 0.67 0.00 1.33 0.00 0.00 0.00 0.00 0.00 3.33 1.33 12.67 1.33 6.00 
B33LMa 68.00 0.00 0.00 0.00 0.00 0.00 0.67 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.67 0.00 0.67 1.33 23.33 4.00 1.33 
B33LMb 66.67 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.67 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.67 0.00 0.00 0.00 0.67 2.00 22.67 5.33 1.33 
B35LMa 67.35 2.04 0.00 0.00 0.00 0.00 1.02 0.00 0.00 1.02 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 6.12 9.18 1.02 12.24 
B35LMb 54.21 2.80 0.00 0.00 0.00 0.00 0.00 0.93 0.00 2.80 0.00 0.00 0.00 0.00 0.00 0.00 0.93 0.00 1.87 0.00 0.00 0.93 0.00 1.87 11.21 6.54 15.89 
B37LMb 85.71 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.30 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.65 0.00 0.00 0.00 0.65 1.95 3.90 2.60 3.25 
B37LMc 72.67 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.67 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 2.00 0.00 2.67 16.67 1.33 4.00 
B3XLMb 73.42 0.00 0.00 0.00 0.00 0.00 0.00 0.63 0.00 0.00 0.00 0.00 0.00 0.00 0.63 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.27 2.53 11.39 5.06 5.06 
B3XLMc 83.44 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.66 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.99 1.99 8.61 1.32 1.99 
B41LMa 50.67 0.00 0.00 0.00 0.00 0.67 0.00 0.67 0.00 0.67 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.67 1.33 30.67 10.67 4.00 
B41LMb 58.67 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 2.00 0.67 28.00 5.33 5.33 
B43LMa 56.67 0.00 0.00 0.00 0.00 0.00 0.00 0.67 0.00 0.67 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.33 0.00 0.00 0.00 0.00 0.67 30.67 2.00 7.33 
B43LMb 60.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 2.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.33 0.00 0.00 0.67 2.67 2.00 24.67 2.67 4.00 
B45LMa 61.11 2.38 0.00 0.00 0.00 0.00 0.00 0.00 11.11 0.79 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.79 0.00 0.00 0.00 1.59 2.38 12.70 1.59 5.56 
B45LMc 71.33 0.00 0.00 0.00 0.00 0.00 0.00 0.67 0.00 2.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.33 0.67 14.67 1.33 8.00 
B47LMb 78.67 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.33 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.67 0.00 0.67 0.67 0.67 3.33 9.33 1.33 3.33 
B47LMc 81.33 0.00 0.00 0.00 0.00 0.00 0.00 1.33 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.67 0.00 0.00 0.00 0.00 0.67 6.00 2.67 7.33 
B4XLMa 45.03 0.00 0.00 0.00 0.00 0.00 0.00 0.00 12.58 0.66 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.32 0.00 0.00 1.32 25.17 5.30 8.61 
B4XLMc 76.32 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.66 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.32 0.00 0.00 0.66 0.00 1.32 9.87 2.63 7.24 
B51LMa 30.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 2.67 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.33 0.00 0.00 0.67 2.67 0.00 50.00 5.33 7.33 
B51LMb 54.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 2.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.67 2.67 1.33 29.33 2.67 7.33 
B53LMa 72.37 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.66 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.66 3.29 13.82 2.63 6.58 
B53LMb 79.33 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.33 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.67 0.00 0.00 0.67 0.67 0.67 12.00 2.00 2.67 
B55LMa 67.33 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.33 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.67 0.00 0.00 0.00 0.67 0.67 22.67 1.33 5.33 
B55LMb 63.33 0.00 0.00 0.00 0.00 0.00 0.00 0.67 0.00 0.67 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 2.67 1.33 20.67 3.33 7.33 




B57LMb 63.33 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 6.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.33 0.67 0.00 26.00 0.00 2.67 
B5XLMa 75.33 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.67 1.33 0.67 2.00 13.33 2.67 4.00 
B5XLMb 61.29 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.29 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.29 2.58 0.65 25.81 3.23 3.87 
B61LMa 40.67 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 4.67 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.67 0.00 0.00 0.00 2.00 0.00 40.00 2.67 9.33 
B61LMb 45.33 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 5.33 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.67 0.00 0.00 0.00 0.00 0.67 40.00 2.67 5.33 
B63LMa 56.95 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.32 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 3.97 0.00 22.52 3.31 11.92 
B63LMb 54.67 0.00 0.00 0.00 0.00 0.67 0.00 0.00 0.00 4.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.33 1.33 0.67 27.33 1.33 8.67 
B65LMa 55.26 0.00 0.00 0.00 0.00 0.00 0.00 0.66 0.00 2.63 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.66 2.63 27.63 3.95 6.58 
B65LMb 64.67 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 2.67 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.67 0.67 2.00 0.67 18.67 3.33 6.67 
B67LMa 65.81 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 2.58 0.00 0.00 0.00 0.00 0.65 0.00 0.00 0.00 0.65 0.00 0.00 1.94 1.29 1.94 15.48 1.94 7.74 
B67LMb 64.24 0.00 0.00 0.00 0.00 0.00 0.00 0.66 0.00 1.32 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.66 4.64 0.66 20.53 1.99 5.30 
B6XLMb 71.05 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 2.63 0.00 0.00 0.00 0.00 0.00 0.00 0.66 0.00 0.66 0.00 0.00 0.00 3.95 1.32 11.18 3.29 5.26 
C11LMb 72.00 0.00 0.00 0.00 0.00 0.00 0.00 0.67 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.67 0.00 0.67 0.00 0.00 0.00 0.00 4.67 13.33 6.00 2.00 
C11LMc 66.45 0.00 0.00 0.00 0.00 0.66 0.00 0.66 0.00 0.66 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.66 0.00 0.00 0.00 1.32 4.61 13.16 5.26 6.58 
C13LMa 37.09 0.00 0.00 0.00 0.00 0.00 0.00 0.00 27.15 0.00 0.00 0.00 0.00 0.00 0.66 0.00 0.00 0.00 0.66 0.00 0.00 0.00 0.66 2.65 25.83 2.65 2.65 
C13LMb 73.03 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.66 0.00 0.00 0.00 0.00 0.00 0.00 1.32 0.00 0.00 0.00 0.00 0.00 0.66 4.61 10.53 7.24 1.97 
C15LMa 79.33 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.67 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.67 0.00 0.67 0.67 1.33 5.33 4.67 3.33 3.33 
C17LMb 79.04 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.60 0.00 0.00 0.00 0.00 0.60 0.00 1.80 0.00 0.00 0.60 0.00 0.00 0.00 5.99 2.99 6.59 1.80 
C17LMc 75.00 0.44 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.88 0.00 0.00 0.00 0.00 0.00 0.00 0.44 0.00 0.00 0.00 0.00 0.44 0.44 3.51 7.02 7.89 3.95 
C1XLMa 75.94 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.47 0.00 0.00 0.00 0.00 0.00 0.00 0.47 0.00 0.94 0.00 0.00 0.00 0.00 4.72 7.55 4.72 5.19 
C1XLMc 82.17 0.00 0.00 0.00 0.00 0.78 0.78 1.55 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.78 0.00 1.55 5.43 3.88 3.10 
C21LMa 8.82 4.41 0.00 0.00 0.00 0.00 17.65 0.00 13.24 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 2.94 20.59 7.35 25.00 
C21LMb 76.47 0.00 0.00 0.00 0.00 0.00 0.00 0.98 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.98 0.00 0.00 0.00 0.00 3.92 7.84 2.94 6.86 
C23LMb 64.42 1.23 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.61 0.00 0.00 0.00 0.00 0.00 0.00 0.61 0.00 0.61 0.00 0.00 0.00 0.61 4.91 18.40 6.13 2.45 
C23LMa 71.23 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.37 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.37 1.37 15.07 8.22 1.37 
C25LMc 62.22 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.48 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.74 0.00 0.00 0.74 0.74 3.70 20.00 5.93 4.44 
C25LMa 74.19 0.81 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 2.42 14.52 3.23 4.84 









C27LMc 59.80 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 2.01 0.00 0.00 0.00 0.00 0.00 0.00 0.50 0.00 1.51 0.00 0.00 0.00 0.50 4.52 18.59 8.04 4.52 
C2XLM 72.64 0.00 0.00 0.00 0.00 0.47 0.00 0.00 0.00 0.94 0.00 0.00 0.00 0.00 0.00 0.00 0.47 0.00 0.94 0.00 0.00 0.00 0.94 3.30 10.85 5.66 3.77 
C31LMb 77.48 0.00 0.00 0.00 0.00 0.00 0.00 0.66 0.66 0.66 0.00 0.00 0.00 0.00 0.66 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.66 2.65 8.61 1.99 5.96 
C31LMc 65.14 0.92 0.00 0.00 0.00 0.00 0.00 0.92 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.92 0.00 0.00 0.00 1.83 0.00 1.83 4.59 4.59 6.42 12.84 
C33LMa 73.91 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 2.90 0.00 0.00 0.00 1.45 11.59 1.45 2.90 5.80 
C33LMb 66.67 0.93 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.85 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.93 0.00 0.00 0.00 1.85 2.78 11.11 8.33 5.56 
C35LMc 69.03 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.88 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 2.65 7.08 17.70 1.77 0.88 
C35LMb 24.18 1.10 0.00 0.00 0.00 0.00 14.29 0.00 14.29 2.20 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.10 1.10 24.18 0.00 17.58 
C37LMc 70.70 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.47 0.00 0.47 0.00 0.00 0.00 0.00 0.00 1.40 4.19 7.44 9.77 5.58 
C37LMa 70.37 5.56 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 5.56 1.85 9.26 7.41 
C3XLMa 80.65 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.08 0.00 0.00 0.00 0.00 0.00 1.08 0.00 0.00 0.00 6.45 2.15 8.60 
C3XLMb 84.77 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.51 0.00 0.00 0.00 0.00 0.00 0.00 0.51 0.00 1.02 0.00 0.00 0.00 0.00 4.06 2.54 3.05 3.55 
C45LMa 71.72 3.03 0.00 0.00 0.00 0.00 0.00 1.01 0.00 3.03 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 2.02 10.10 5.05 4.04 
C45LMb 72.36 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.63 0.00 0.00 0.00 0.00 0.81 0.00 0.00 0.00 0.81 0.00 0.00 0.00 0.00 4.88 13.82 3.25 2.44 
C47LMc 76.44 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.96 0.00 0.48 0.00 0.00 0.00 0.00 3.85 12.50 2.88 2.88 
C47LMb 74.63 0.49 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.98 0.00 0.00 0.00 0.00 0.49 0.98 4.88 8.78 6.83 1.95 
C4XLMb 76.09 0.72 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.72 3.62 10.14 2.90 5.80 
C4XLMc 75.24 0.97 0.00 0.00 0.00 0.00 0.00 0.49 0.00 0.00 0.00 0.00 0.00 0.00 0.49 0.00 0.00 0.00 0.00 0.49 0.00 0.97 0.00 2.43 7.77 4.37 6.80 
C51LMa 73.59 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.43 0.00 0.00 0.00 0.00 0.00 0.43 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.87 3.90 13.42 4.33 3.03 
C51LMb 67.45 2.36 0.00 0.00 0.00 0.00 0.47 0.00 0.94 0.00 0.00 0.00 0.00 0.00 1.89 0.00 0.00 0.00 0.00 0.00 0.00 0.47 0.00 4.72 16.98 1.89 2.83 
C53LMa 82.35 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.84 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.68 10.92 0.00 4.20 
C53LMb 82.89 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.32 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 3.95 6.58 3.95 1.32 
C55LMa 72.22 1.59 0.00 0.00 0.00 0.79 0.00 0.00 0.79 0.00 0.00 0.00 0.00 0.00 1.59 0.00 2.38 0.00 0.79 0.00 0.00 0.00 0.00 7.94 7.14 1.59 3.17 
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