Introduction and Main Results
Suppose that Ω ∈ 1 ( −1 ) is homogeneous of degree zero on R and satisfies 
respectively, where 
It is well known that Littlewood-Paley functions are very important tools in harmonic analysis and PDE (see [1] [2] [3] ). Some well-known results related to the classical LittlewoodPaley operators can be seen in [4] [5] [6] [7] [8] . In 1999, inspired by Hörmander's work [9] , when Ω satisfies the Lipschitz condition of , Sakamoto and Yabuta [10] established the (1 < < ∞) boundedness of the parametrized area integral Ω, and the parametrized * function * , and gave the boundedness on spaces and Campanato spaces. For any 0 < ⩽ 1, 1 < ⩽ ∞, it is easy to see that the inclusion relationship Lip ( −1 ) ⊊ ( −1 ) ⊊ log + ( −1 )
holds. In 2002, Ding et al. [11] extended the previousboundedness to the case as Ω belongs to log + ( −1 ). In 2007, Ding et al. [12, 13] gave the boundedness of the parametrized area integral Ω, and * function * , on the Hardy space and weak Hardy space when Ω satisfies a class of the integral Dini conditions. Recently, Wang and Liu [14] obtained the boundedness on the weighted Hardy space for the parametrized Littlewood-Paley operators with Ω satisfying the logarithmic type Lipschitz conditions. On the other hand, the boundedness properties of the intrinsic square functions on weighted weak Hardy spaces were studied by Wang in [15] . Inspired by the results mentioned previously, in this paper, we will study the boundedness of the parametrized area integral Ω, and * function * , on the weighted weak Hardy spaces. Before stating our main results, let us recall some definitions. Firstly, let Ω( ) ∈ ( −1 ), ⩾ 1. Then, the integral modulus ( ) of continuity of order of Ω is defined by
where, denotes a rotation on −1 and ‖ ‖ = sup ∈ −1 | − |. The function Ω is said to satisfy the -Dini condition, if
Secondly, given a weight function on R , for 1 ⩽ < ∞, the weighted Lebesgue spaces is defined by
And also, the weighted weak Lebesgue spaces is defined by
Let us now turn to recall the definition of the weighted weak Hardy spaces. The weak Hardy spaces were first introduced in [16] . The atomic decomposition theory of weak 1 spaces on R was given by Fefferman and Soria in [17] . Later, Liu established the weak spaces on homogeneous groups in [18] . In 2000, Quek and Yang introduced the weighted weak Hardy spaces (R ) in [19] and established their atomic decompositions. Moreover, by using the atomic decomposition theory of (R ), Quek and Yang also obtained the boundedness of − operators on these weighted spaces in [19] . Let ∈ ∞ , 0 < ⩽ 1, and = [ ( / − 1)]. Define A , = { ∈ S (R ) :
where, = ( 1 , . . . , ) ∈ (N ∪ {0}) ,
For ∈ S (R ), the grand maximal function of is defined by
Then, weighted weak Hardy space is defined by (R ) = { ∈ S (R ) : ∈ (R )}. Moreover, we set ‖ ‖ = ‖ ‖ . Our main results are stated as follows.
and the following condition
Then, for > /2, ∈ 1 , there exists a constant > 0 such that
The relationship between condition (11) and Lip ( −1 ) condition is not clear up to now. We point that the conclusion of Theorem 1 still holds if we replace the condition (11) by the Lip ( −1 ) (0 < ⩽ 1) condition. In other words, we have the following result.
Theorem 3. Let Ω ∈ 2 ( −1 ) satisfying (1) and the following condition
Then, for > /2, ∈ 1 , > 2, there exists a constant > 0 such that
Notations and Preliminaries
In this section, we will introduce some notations and preliminary lemmas used in the proofs of our main theorems in the next section. The classical weighted theory was first introduced by Muckenhoupt in the study of weighted boundedness of Hardy-Littlewood maximal functions in [20] . A weight is a locally integrable function on R which takes values in (0, ∞) at almost everywhere. Given a ball and > 0, denotes the ball with the same center as whose radius is times that of . We also denote the weighted measure of by ( ); that is, ( ) = ∫ ( )d . We say that ∈ with 1 < < ∞ if there exists a constant > 0, such that for every ball ⊂ R ,
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We say that
A weight function ∈ ∞ if it satisfies the condition for some 1 < < ∞. It is well known that if ∈ , 1 < < ∞, then ∈ for all > , and ∈ for some 1 < < . We thus write ≡ inf{ > 1 : ∈ } to denote the critical index of .
Lemma 4 (see [21] ). Let 1 ⩽ < ∞, ∈
. Then, for any ball , there exists an absolute constant > 0, such that
In general, for any > 0, we have
where does not depend on nor on .
Lemma 5 (see [19] ).
can be further decomposed into = ∑ , where satisfies the following conditions.
, where denotes the ball with center and radius . Moreover,
where denotes the characteristic function of the set and 1 ⩽ ‖ ‖ .
Conversely, if ∈ S (R ) have a decomposition satisfying (i) and (ii), then ∈ (R ). Moreover, we have ‖ ‖ ∼ .
In the end of this section, we need the following lemmas used in the next section.
Lemma 6 (see [22] ). Suppose that Ω ∈ 2 ( −1 ) satisfies (1) and the following condition
∈ . Then, for > /2, > 2, and ∈ (R ) (1 < < ∞), there is a constant independent of , such that
Lemma 7 (see [23] ). Suppose that > 0, Ω is homogeneous of degree zero and satisfies the 2 -Dini condition. If there exists a constant 0 < < 1/2 such that | | < , then we have
where the constant > 0 is independent of , .
Proof of Main Results
Proof of Theorem 1. In order to prove Theorem 1, it suffices to show that there exists a constant > 0, for any ∈ 1 (R ) and > 0, such that
Take 0 ∈ Z such that 2 0 ⩽ < 2 0 + 1; then by Lemma 5 we can write
where
First, we claim that the following inequality holds:
In fact, since supp( ) ⊂ = ( , ), ‖ ‖ ∞ ⩽ 2 , then it follows from Minkowski's integral inequality that 
Now we turn our attention to the estimate of 2 . If we set
) and is a fixed positive number such that 1 < < 2, therefore,
Since ∈ 1 , then by Lemma 4 we can get
An application of Chebyshev's inequality and Minkowski integral inequality gives us that
Firstly, let us estimate 3 . As ∈ 4 , ∈ (2 0 ) , ∈ , it is easy to see that
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Since ∈ (2 0 ) ,̃= ( , 8
. By Lemma 4, we obtain that
Noticing that > /2, 1 < < 2, we have
Now we consider 4 . Write .
Using the Minkowski inequality, we get that
By Lemma 5, we have
Now let us consider 42 . It is easy to check that ⊂ { : | − | < } as ∈ (4 ) , > | − | + 2 . Thus, we can obtain by the condition (c) of in Lemma 5
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By using Lemma 7, we can get
It is easy to see that
Using the same method as what used to deal with the inequality (39), we can obtain that
For 2 , we have
Hence, by the inequalities (44) and (45), we have
Now we give the estimate for 42 . Since | − | > 2| − |, > | − | + 2 , then
Thus,
Repeating this process which is similar to the one of estimating 42 (from (42) to (46)), we may have
Thus by (36) and (40), we get
This completes the proof of Theorem 1.
Proof of Theorem 2.
Combining the idea of proving Theorem 1 with the similar steps as in [12] and the following inequalities
it is not difficult to get the proof of Theorem 2. We omit the details here.
Proof of Theorem 3.
We follow the strategy of the proof of Theorem 1. It suffices to show that there exists a constant > 0, such that, for any ∈ 1 (R ), > 0,
Take 0 ∈ Z such that 2 0 ⩽ < 2 0 + 1, we have
where the notations 1 , 2 are the same as in the proof of Theorem 1. Using the same method of the proof of Theorem 1, we can get
Below, we will give the estimate of 2 . If we set
wherẽ= ( , 8
, is a fixed positive number such that 1 < < 2; thus,
Noting that ∈ 2 , then by Lemmas 4 and 5, we have
Similarly as in the proof of 6 , respectively. First, we take 0 < < min{1/2, − /2, , ( −2) /2} in the whole proof of Theorem 2. Obviously,
By the proof of Theorem 1, we have
Notice that if ∈ 4 , ∈ (2 0 ) , | − | ⩾ , ∈ , it is easy to check that 
As for 51 , notice that ∈ (4 ) , ∈ (2 0 ) , | − | ⩾ , ∈ , using the Minkowski inequality and the previous facts (b ) and (c ), we have 
