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ABSTRACT 
The inverse of a quasi-Hessenberg matrix is shown to have a simple structure. 
The result is applied to compute the inverse of a quasi-tridiagonal matrix. 
1. INTRODUCTION 
An n X n matrix of the form 
all b, 6, 
azl az2 b2 
A= . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
a,-,,, an-1,2 an-1,3 _ k-1 
a a a . . . It1 n2 n3 a “II 
(1) 
is called a lower quasi-Hessenberg matrix, and the transposed matrix AT is 
an upper quasi-Hessenberg matrix. A quasi-tridiagonal matrix is a matrix of 
the form 
A= 
a1 b, bn 
Cl a2 
bn-, 
cn c,-1 a” I. (2) 
It is both a lower and an upper quasi-Hessenberg matrix. 
LINEAR ALGEBRA AND ITS APPLlCATlONS 144:39-47 (19911 
Q Elsevier Science Publishing Co., Inc., 1991 
39 
655 Avenue of the Americas, New York, NY 10010 0024-3795/91/$3.50 
40 XU ZHONG 
Quasi-tridiagonal matrices arise in practical applications. For example, in 
the solution of certain differential equation or cubic spline interpolating 
functions with periodic boundary conditions, one often has to solve a linear 
systems Ax = b, where A is a quasi-tridiagonal matrix [l, 21. 
In this paper, we show that the inverse of a quasi-Hessenberg matrix can 
be constructed from the inverse of a triangular matrix of lower order and a 
rank-two updating matrix. The result is applied to find an algorithm for 
inverting a quasi-tridiagonal matrix. 
2. INVERSE OF A QUASI-HESSENBERG MATRIX 
Assume that the matrix A as in (1) satisfies 
b&s.. .b,#O 
and is partitioned by 
all b, yT 
A= a /3 T, 
[ 1 a nl an2 aT 
where 
T= 
b2 
a33 b3 . . . . . . . . . . . . . . . . . . . . . 
an-1,3 an-l,4 ... h-1 
(3) 
which is a nonsingular triangular matrix, and 
T (~=(a~~~...,a,-~,~) , P = (a22,....an-1,2)Tt 
yT= (o,...,o,b,), ST= (an3 ,..., an”). 
Then define 
u=-T-‘a v= -T-‘P, XT= - yTT-1, yT = - aTT-‘. (4) 
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where 
d,, = a,, + xT~ = a,, + yT~, 
d,, = b, + x’/? = b, + +I, 
d2, = a,, +y%=a,,+6%, 
d22 = an2 + y’p = an2 + aTu. 
LEMMA 1. Let the matrix A as in (1) satisfy the condition (3). Then A is 
nonsingular if and only if 
det D#O. 
ProoJ: From the relation 
we get 
detA=(-1)“-2detTdetD. 
Thus 
detA#O * detD#O, 
which completes the proof. 
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THEOREM 1. L.et A as in (1) satisfy the condition (3). If A is nonsingular, 
then 
Proof. It follows from (5) that 
II XT I 0 
--_C---_+__ 
[ 1 0 ; I,-, ; 0 . --r----t-- 0; yT 11 
Let 
It is easily verified that 
Substituting this in (7) gives (6). 
From (6), we can find that the upper triangular part of the matrix 
(7) 
n 
(8) 
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agrees with that of A-‘. Also, the matrix (8) can be obtained easily because 
D is only a 2 x 2 matrix and the vectors U, u, r, y can be defined recursively 
as follows: 
Let 
U = (US . . . U”)T, u = (u3.. . uJT, 
XT- -($...q-l)> yT=(y2...Yn-l). 
We have, from (41, 
1 
ui+l = - b;’ 
i 
‘il+ C aikuk ) 
k=3 I 
i=2,...,n-1; 
i 
i 
ui+l = - /7-l ui2 + c ‘ik’k 7 
I 
i=2 . . . ..n-1. 
k=3 
n-1 
x n-1 = - b,b;_!,, xi = - c xkak,i+l by’, I i = n-2 ,..., 2; 
\k=i+l I 
n-l 
yi = - C ykak,i+l + an,i+l i=n-1,...,2. 
k=i+l 
If a lower quasi-Hessenberg matrix as in (1) satisfies 
b, . . . b,_,b, z 0, 
we have the following Lemma 2 and Theorem 2, which can be proved 
Lemma 1 and Theorem 1. 
LEMMA 2. Assume that the matrix A as in (1) satisfies the condition 
and is partitioned by & F- p A= a,-,,, YT 4-1 >
I 1 a f&l s’* arm 
(9) 
like 
(91, 
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where 
i;= 
b, 
a22 b2 
. . . . . . . . . . . . . . . . . . . . . . 
an-z.2 an-2,3 ... L2 
Let 
~=(all,...,a,_2,1)T, B=(b,,o ,..., QT, 
~T=(an_1,2,...,an_l,n_1), P= (an2 ,..., an,n-l). 
fi= -f-l& i,=_i;-1’ 
P> 
X_T, _ jsTi;-1, gT=_S'TF-1 
fi,= 
a,_,,,+yTC yT6+b,_l = ?T~+a,_l,l Z’ff+b,_; 
a,, + gTfi gTi; + arm I[ 5 + a,, 1 QTP+ann ’ 
Then A is nonsingular $ and only $ 
detfi#O. 
THEOREM 2. Assume that the matrix A as in (1) satisfies the condition 
(9) and is nonsingular. Then 
A-’ = f-1 
I 
I 
I 
I 
I I 
0 . . 0 I 
-----------7 
I 
----------- 1 
0 . . . 0 I 
0 0 ----- 
0 0 
. . 
. . 
0 0 ----- 
0 0 I [ 1 0 +fi B 0 1 
where T-,6,5, ?,g, 6 are as in L..emma 2. 
Similarly, ii, 6, x’, 0 can be obtained recursively. 
REMARK 1. By taking the transpose, we see that similar theorems hold 
for an upper quasi-Hessenberg matrix. 
Combining Theorem 1 or 2 and Remark 1, we can find an algorithm for 
inverting a quasi&diagonal matrix as follows: 
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THEOREM 3. For a quasi-tridiagonal matrix A as in <2), assume that 
b,#O, i=l,..., n-2,n (or i=2 ,..., n) and cifO, i=l,..., n-2,n (or 
i = 2,..., n), and let A-’ exist. Then fmr matrices X,Y,U,V E Cnx2 exist 
such that the upper (ur lower) triangular part of A-’ equals the upper (or 
lower) triangular part of the matrix XY * (or W * ). 
The number of multiplications required for the inversion of an nth-order 
quasi-tridiagonal matrix, using this procedure, is 2n2 + O(n). But the as- 
sumption that all off-diagonal elements of a quasi-tridiagonal matrix are 
nonzero is extremely restrictive. 
REMARK 2. Theorems 1, 2, and 3 may be extended to block quasi- 
Hessenberg matrices and block quasi-tridiagonal matrices, i.e., where aij, bi 
in (1) and ai,bi,ci in (2) are replaced by square matrices A,,, Ai, Bi,Ci. In 
this more general case, we assume Bi and Ci are nonsingular. 
3. EXAMPLES 
We illustrate the procedure with two examples as follows. 
EXAMPLE 1. 
A= 
Consider a lower quasi-Hessenberg matrix 
hn-1 ’ hn-2 hn-3 
h” +I h”-1 hn-2 
where h is a scalar. We have 
T-l= 
u=( -h2 0 ..e O)‘, 
x*=(0 ... 0 h -l>, 
v=( -h 
yT=(O 
11 
I (n>4), 
* I> -h 1 
0 . . . oj*, 
, . . 0 -h), 
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Thus the matrix is nonsingular by Lemma 1. It follows from Theorem 1 that 
A-‘= 
0 0e.a 0 -h 1 
1 O... h h”-1 -h 
-h 1 + . . -h2 h 0 
. . 
. . 
. . 
0 0 
lh 1 0 
EXAMPLE 2. The matrix 
. . . 
A= . . . 
. . . 
is a quasi&diagonal and a circulant matrix. We shall denote it as 
Since 
A = circ( 2 I 0 . . . 0 1). 
U= ( -1 2 . . . (-l)“-“(n-2))T> 
v= ( -2 3 . . . ( -I)“-2(n-I))1‘, 
X“=((-1y”(n-2) .*. -3 2 -l), 
y’=((-ly(n-1) a.. -4 3 -2) 
D= 2+(-l)“(n-2) 
i 
1+(-l)“(n-1) 
1+(-l)“(n-1) 1 (-1)“n ’ 
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and 
detD=2(-l)“-l#O, 
the matrix A is nonsingular by Lemma 1. From Theorem 3, we know that 
the upper triangular part of A equals the upper triangular part of the matrix 
Finally we get, using symmetry of the matrix A, 
1 
A-’ = circ( Co Cr ’ * * 
2(-l)“-1 
C”_l), 
where 
Ck=(-l)“-k(n-k)+(-l)kk, k=O,l,..., n-l. 
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