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Abstract
Kuznecov introduced the concept of primitive positive clones and proved in 1977 that there are 25 Boolean primitive positive
clones in a notoriously unavailable article. This paper presents a new proof of his result, relating it to Post’s lattice and exhibiting
ﬁnite bases for those clones.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
The theory of clones is a part of universal algebra studying sets of functions, over a given domain, containing all
projections and closed under superposition. It was started by the pioneering work of Post [17]. Of special interest in
theoretical computer science are clones over ﬁnite domains, which are intensively used to determine the complexity of
constraint satisfaction problems [3,4,6,11,12]. The lattice of Boolean clones was proved by Post [17] to be countably
inﬁnite. Unfortunately, this property does not carry over to clones constructed over domains with larger cardinality.
Yanov and Muchnik [20] proved that the lattices of clones over domains with cardinalities larger than or equal to 3 are
uncountable.
In this scope, it is interesting to study every special type of clones which constitute a ﬁnite or countable subclass of the
whole lattice, forming a large enough subset to be interesting on its own, possessing a natural deﬁnition, and exposing a
particular impact on other applications, like constraint satisfaction problems. One of this special types are the primitive
positive clones, also called bicentralizers or clones acting bicentrally, which were introduced by Kuznecov [13] and
further studied by Danil’cˇenko [9], and Burris and Willard [8]. Primitive positive clones got a particular attention since
they are exactly those clones which are closed under commutation, i.e., they are their own centralizers, and, at the same
time, they are the polymorphisms of relations deﬁned by existentially quantiﬁed systems of equations over ﬁnite sets
of functions. As it is reported by Danil’cˇenko in [9], Kuznecov proved that there are 25 Boolean primitive clones. This
was followed by Danil’cˇenko’s proof that there exists a ﬁnite number of primitive positive clones over a three-element
domain. Finally, Burris and Willard proved in [8] that the number of primitive positive clones is ﬁnite for each ﬁnite
domain. Danil’cˇenko gives in [9] only a reference to Kuznecov’s publication without even mentioning the content of
the result, nor a single sketch of proof. Since Kuznecov’s paper is notoriously unavailable, and I was not able to get a
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copy of it either, this paper presents a new proof of his result, relating it to Post’s lattice and exhibiting ﬁnite bases for
Boolean primitive clones. To derive these results, we use the known bases of Boolean clones [3] and co-clones [5].
2. Preliminaries
Let D = {0, . . . , n − 1} be a ﬁnite domain of cardinality n. A k-ary function over the domain D is any function f
from Dk to D, where k = ar(f ) is its arity. We denote by F the set of all functions f :Dar(f ) → D over D graded
by arity ar:F → N. The ith k-ary projection is a function ki for which there exists an i satisfying the equality
ki (x1, . . . , xk) = xi . A k-ary relation R on D is a subset of the cartesian product Dk . A binary relation R on D is a
subset R ⊆ D × D. If D = {0, 1}, we speak about Boolean functions and Boolean relations, respectively.
An algebraA is an ordered pair (D, F ), where D is a domain and F is a ﬁnite set of functions over D. Let (D1, F ) and
(D2, F ) be two algebras over the same functions F. A mapping :D1 −→ D2 is called a homomorphism from (D1, F )
to (D2, F ) if the identity (f (a1, . . . , ak))=f ((a1), . . . , (ak)) holds for each k-ary function f ∈ F and each vector
of elements a1, . . . , ak ∈ D1. The kernel of a homomorphism , written ker(), is deﬁned by ker() = {(a, b) ∈
D2 | (a) = (b)}.
An equational formula  is called primitive positive if it is of the form ∃x1 ∧ · · · ∧ k , where i are equational
atomic formulas. In our formalism, an equational atomic formula over a set of functions F is deﬁned as an equation
f (x1, . . . , xk)=y, where f ∈ F , ar(f )=k, x1, . . . , xk, y are variables, and = is the usual syntactic equality predicate,
having the properties of being reﬂexive, symmetric, and transitive. An equational primitive positive formula over a set of
functions F is called an equational F-formula. If a formula  contains the variables x1, . . . , xk , we write (x1, . . . , xk)
ﬁxing this way their order. We will also use the identity f (x) = g(y) as a shorthand for ∃z(f (x) = z) ∧ (z = g(y)).
Hence our deﬁnition of equational primitive positive formulas is equivalent to the usual deﬁnition in universal algebra
(see [7]). An assignment I :V → D of the inﬁnite countable set of variablesV satisﬁes a formula(x1, . . . , xk), written
I, if (I (x1), . . . , I (xk)) evaluates to true. We also say that the vector m= (m[1], . . . , m[k]) ∈ Dk is a model of an
equational primitive positive formula (x1, . . . , xk), written m, if the assignment I, deﬁned by I (xi)=m[i] for each
i = 1, . . . , k, satisﬁes . Every equational primitive positive formula has only a ﬁnite number of models. We denote by
Sol() = {m ∈ Dk |m} the set of models (or solutions) of an equational primitive positive formula (x1, . . . , xk).
With each k-ary function f we associate the (k + 1)-ary relation
f • = {(a1, . . . , ak, b) ∈ Dk+1 |f (a1, . . . , ak) = b}
called the graph of f. Note that f • = Sol(f (x1, . . . , xk) = y). The concept of a graph can be naturally extended to a
set of functions F by F • = {f • |f ∈ F }. Denote by RelF the set of relations which can be produced from a set of
functions F as the set of models of an equational F-formula, i.e., RelF = {Sol() | is an equational F -formula}.
Note that equational primitive positive formulas can express functional composition. Indeed, we can express the
graph of the composition f (g1(a1, . . . , an), . . . , gk(a1, . . . , an)) by means of the equational primitive positive formula
∃x1 · · · ∃xk(g1(a1, . . . , an) = x1 ∧ · · · ∧ gk(a1, . . . , am) = xk ∧ f (x1, . . . , xk) = y).
3. Functional, relational, and primitive positive clones
Very useful for the study of constraint satisfaction problems are the notions of functional and relational clones from
universal algebra. We recall here these basic notions.
A functional clone (or only clone) is a set of functions containing all projections and closed under composition. The
smallest clone containing a set of functions F is denoted by [F ]. If f ∈ [F ] holds, we say that the set F implements
the function f. A relational clone (or a co-clone) is a set of relations containing the equality relation and closed under
conjunction, variable identiﬁcation, and existential quantiﬁcation. The smallest relational clone containing a set of
relations S is denoted by 〈S〉. If R ∈ 〈S〉 holds, we say that the set S implements the relation R.
Let R be a relation of arity ar(R) = n and f a function of arity ar(f ) = k. We say that f preserves the relation R, or
that f is a polymorphism of R, if the membership condition
(f (m1[1], . . . , mk[1]), . . . , f (m1[n], . . . , mk[n])) ∈ R
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Fig. 1. Commutation diagram.
holds for any collection of vectors mi = (mi[1], . . . , mi[n]) ∈ R for all i = 1, . . . , k. We denote by PolR the set
of polymorphisms of a relation R and by Pol S the set of polymorphisms of a set of relations S, where the latter is
deﬁned by Pol S =⋂R∈S PolR. In the same spirit, we say that a relation R is preserved by f, or that R is an invariant
of f, if the previous membership condition holds. We denote by Inv f the invariants of a function f and by InvF the
relations that are invariants of every function in the set F. Polymorphisms and invariants relate to each other through
Galois correspondence. This means among other facts that F1 ⊆ F2 implies InvF1 ⊇ InvF2 and S1 ⊆ S2 implies
Pol S1 ⊇ Pol S2. A basic introduction to the theory of Galois correspondence can be found in [15] and a comprehensive
study in [16].
We say that two functions f and g on the domain D, with arities ar(f ) = p and ar(g) = q, commute, denoted by
f ⊥ g, if for all elements aji ∈ D, where i ∈ {1, . . . , p} and j ∈ {1, . . . , q}, we have
f (g(a11, . . . , a
q
1 ), . . . , g(a
1
p, . . . , a
q
p)) = g(f (a11, . . . , a1p), . . . , f (aq1 , . . . , aqp))
(cf. Fig. 1). It is easy to see (e.g. [14, Section 1.7]), that f commuteswith g if and only if f ∈ Pol g•. Since the commuting
property is commutative, we have that f ⊥ g if and only if f ∈ Pol g• if and only if g ∈ Pol f •. The centralizer of a
function f is deﬁned by f ∗ = {g ∈F | g ⊥ f }, whereas the centralizer of a set of functions F is F ∗ =⋂{f ∗ |f ∈ F }.
Note that F ∗ is a clone for any set of functions F, characterized by the identity F ∗ = ⋂f∈F Pol f • = PolF •. In
particular, f ∗ = Pol f • holds for all functions f over D. A primitive positive clone is a functional clone F, such that
F = G∗ holds for some set of functions G. A primitive positive co-clone is a relational clone S, such that S = InvF
holds for a primitive positive clone F.
Polymorphisms and invariants relate functional and relational clones by a Galois correspondence. The following
result was proved by Geiger [10] as well as by Bodnarcˇuk et al. [2] for a set of ﬁnite functions F and a set of ﬁnite
relations S.
Theorem 1 (Geiger [10], Bodnarcˇuk et al. [2]). Let F be a set of functions and S a set of relations over a ﬁnite domain
D. Then the following identities hold: [F ] = Pol InvF and 〈S〉 = Inv Pol S.
It should be clear from the deﬁnition that the set of relations RelF is equal to the relational clone 〈F •〉 generated
by the graphs of the functions F. This fact, the deﬁnition of primitive positive clones, and the previous theorem imply
the following equivalence, which allows us to investigate primitive positive clones by means of their corresponding
co-clones through the primitive positive equational formulas and the relations generated by them.
Proposition 2. Let F be a set of functions over the domain D. Then the following are equivalent:
1. F ∗ is a primitive positive clone;
2. F ∗ = PolF •;
3. RelF = InvF ∗.
Proof. We prove the equivalence of all three statements by the usual circular implication.
1. (1) ≡ (2): For each centralizer F ∗ we have F ∗ = PolF •. This is just a reformulation of the deﬁnition.
2. (2) → (3): From Theorem 1 applied to (2) we have InvF ∗ = Inv PolF • =〈F •〉. By deﬁnition of the relations which
can be constructed from the set F by means of primitive positive equations we have RelF = 〈F •〉.
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3. (3) → (2): From RelF = InvF ∗ and Theorem 1 follows Pol RelF = Pol InvF ∗ = [F ∗]=F ∗. Since RelF =〈F •〉
holds by deﬁnition, we have Pol 〈F •〉=F ∗. From the inclusion F • ⊆ 〈F •〉 follows PolF • ⊇ Pol 〈F •〉=F ∗. Since
Pol S = Pol 〈S〉 holds for every set of relations S, we have PolF • = F ∗. 
Every primitive positive clone is obviously a functional clone, but there are functional clones which are not primitive
positive. The latter follows from the fact that there is always a ﬁnite number of primitive positive clones for every
domain cardinality, proved by Burris and Willard in [8], but the number of all functional clones is inﬁnite. We will
brieﬂy reproduce the proof of Burris and Willard here, since we need the proof technique to derive a bound on the arity
of functions which generate a primitive positive clone. For this we need some deﬁnitions and results from universal
algebra. For a more detailed presentation see the book [7].
Let R be a binary relation over a nonempty set A. We call R an equivalence relation if it is reﬂexive ((a, a) ∈ R),
symmetric ((a, b) ∈ R implies (b, a) ∈ R), and transitive ((a, b) ∈ R and (b, c) ∈ R imply (a, c) ∈ R). We usually
denote equivalence relations by a binary operator symbol, like ≈, writing a ≈ b instead of (a, b) ∈≈. An equivalence
relation ≈⊆ A × A is a congruence on a set of functions F over the set A if it satisﬁes the following compatibility
property: for each k-ary function f ∈ F and elements ai, bi ∈ A, if ai ≈ bi holds for each i = 1, . . . , k then
f (a1, . . . , ak) ≈ f (b1, . . . , bk).
For a nonempty set A and elements a1, . . . , ak ∈ A, let(a1, . . . , ak) denote the congruence generated by the set of
equivalences {ai ≈ aj | i, j = 1, . . . , k}, i.e., the smallest congruence such that a1, . . . , ak are in the same congruence
class of ≈. A congruence (a, b) for elements a, b ∈ A, satisfying a ≈ b, is called principal.
Let F be a set of functions over a domain D. A principal congruence formula over F, generated by the congruence
relation ≈, is a formula (x, y, u, v) of the form
∃ w
(
(x ≈ f1(z1, w)) ∧
k−1∧
i=1
(fi(z
′
i , w) ≈ fi+1(zi+1, w)) ∧ (fk(z′k, w) ≈ y)
)
,
where {zi, z′i} = {u, v} for i = 1, . . . , k. Note that every principal congruence formula is primitive positive.
Theorem 3 (Mal’cev; see Theorem 3.3 in Chapter V of Burris and Sankappanavar [7]). Let F be a set of functions
over a domain D and a, b, c, d ∈ D. The equivalence a ≈ b belongs to the principal congruence (c, d) if and only
if there exists a principal congruence formula  over F, such that (a, b, c, d) holds.
Proposition 4 (Burris and Willard [8]). Let F be a set of functions over a ﬁnite domain D. The set of all congruences
on the functions F is ﬁnite.
Proof. Let , , 	, 
 ∈ Dk be k-ary vectors for any arity k. According to Mal’cev’s Theorem, the equivalence  ≈ 
belongs to the principal congruence (	, 
) if and only if there exists a principal congruence formula , such that
(, , 	, 
) holds. Note that (, , 	, 
) holds if and only if ([i], [i], 	[i], 
[i]) holds for each i = 1, . . . , k, since
 is primitive positive. The set A = {(a, b, c, d) ∈ D4|(a, b, c, d)}, where  is a principal congruence formula, is
always ﬁnite. The proposition follows from the fact that there are only ﬁnitely many quaternary relations over a ﬁnite
domain. 
Let us denote by hom(D, F ) the set of all homomorphisms from
⋃
k(D
k, F ) to (D, F ) for a set of functions F over
a ﬁnite domain D.
Proposition 5 (Burris andWillard [8]). Let F be a set of functions over a ﬁnite domainD.The set of all homomorphisms
hom(D, F ) is ﬁnite.
Proof. Let  be a mapping from Dk to D. Then  is a homomorphism from (Dk, F ) to (D, F ) if and only if the
following two conditions hold:
1. ker() is a congruence on F, and
2. the canonical mapping ¯:Dk/ ker() −→ D deﬁned by ¯(f/ ker()) = (f ) is an embedding of (Dk, F )/ ker()
into (D, F ).
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Condition (1) is always satisﬁed since the kernel ker() of a homomorphism : (D, F ) −→ (D′, F ) is a congruence
on F over D [7]. Suppose that condition (2) is falsiﬁed. Then there must exist an m-ary function f ∈ F and elements
a1, . . . , am ∈ Ak/ ker(), such that ¯(f (a1, . . . , am)) = f (¯(a1), . . . , ¯(am)). Since ¯ is injective we can assume
that m |D|. Thus the congruences on F together with the set of at most |D|-ary functions from F determine all
homomorphisms hom(D, F ). Since there are only ﬁnitely many congruences on the functions F (Proposition 4) as well
as only ﬁnitely many at most |D|-ary functions in F, there are only ﬁnitely many homomorphisms hom(D, F ). 
The proof of the following result is credited to Szabó [19]. It is based on theGalois correspondence between functional
and relational clones and it can be derived from Theorem 1 (cf. [2,10]).
Theorem 6 (Burris and Willard [8]). Let F1 and F2 be two sets of functions over a ﬁnite domain D. The sets F1 and
F2 generate the same primitive positive clone if and only if the identity hom(D, F1) = hom(D, F2) holds.
Combined with Proposition 5, the previous theorem implies the following highly desired result.
Corollary 7. There are only ﬁnitely many primitive positive clones for each ﬁnite domain.
Propositions 4 and 5 have the following consequence: given a property P of the congruence of the functions F or of
the homomorphisms from (D, F ) to (D′, F ), there exists an integral function nP such that for any ﬁnite domain D we
can determine whether all congruences on the functions F or all homomorphisms between two ﬁnite algebras satisfy
P, by checking only those functions f ∈ F whose arity satisfy the condition ar(f )nP (|D|). We want to apply it
to primitive positive clones. Burris and Willard [8] report without proof that any primitive positive clone on a ﬁnite
domain of cardinality n is generated by functions of arity at most nn. Snow [18] performs a more ﬁne-grained analysis
for several special cases, without determining a tighter bound in general. Using the aforementioned propositions from
[8] we explicitly prove the upper bound of nn for the arity of considered functions.
Proposition 8. Let G be a primitive positive clone over a domain D of cardinality n. Then there exists a ﬁnite set of
functions B with arities ar(f )nn for each f ∈ B, such that [B] = G.
Proof. Since G is primitive positive, we must have G = F ∗ for some set of functions F over the domain D. As it was
mentioned in the proof of Proposition 5, the congruences on F together with the set of at most n-ary functions from
F determine all homomorphisms hom(D, F ). There are at most nn different vectors, i.e., nn different columns in the
matrix (aji )
q
p (cf. Fig. 1), that can appear as values of a function f ∈ F with arity ar(f )n. Since G = F ∗, each
function g ∈ G must commute with f. Since there are at most nn different vectors for the arguments of f, for each
function g ∈ G there exists a corresponding reduced function (i.e., without repeated arguments) g¯ ∈ G with arity
ar(g¯)nn. Hence, every function from G can be built from functions in G of arity at most nn. 
Let F be a clone, not necessarily primitive positive. A set of functions B is called a basis of F if [B] = F holds
and for each B ′B we have [B ′] = F . Post [17] proved that every Boolean clone has a ﬁnite basis (cf. Fig. 2 which
enumerates them in the second column). This result does not hold any more for clones over ﬁnite domains of higher
cardinality. Indeed, Yanov and Muchnik [20] showed the existence of clones with inﬁnite or no bases. With the help of
Proposition 8 we can reestablish this result for primitive positive clones over domains of any ﬁnite cardinality.
Corollary 9. Every primitive positive clone has a ﬁnite basis.
Let C be a co-clone, not necessarily primitive positive. A set of relations S is called a relational basis of C if 〈S〉=C
holds and for each S′S we have 〈S′〉 = C. See Fig. 2 which enumerates the relational bases of Boolean co-clones in
the fourth column.
Let C be a primitive positive co-clone. A set of functions B is called a functional basis of C if RelB = C holds and
for each B ′B we have RelB ′ = C.
Co-clones do not have ﬁnite bases in general, not even in the Boolean case, as it was shown in [5]. However, we can
establish this result for primitive positive co-clones.
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Fig. 2. List of Boolean clones and co-clones with bases.
Proposition 10. Each primitive positive co-clone has a ﬁnite relational basis.
Proof. Let F be a primitive positive clone. There exists a set of functions G such thatG∗=F . We have thatG∗=PolG•
according to Proposition 2. Following the proof of Proposition 5, hom(D,G) is characterized by functions of arity at
most |D| =n. Hence, there exists a subset G¯={g ∈ G | ar(g)n} such that G¯• =G•. Hence G¯• is the ﬁnite relational
basis of the co-clone InvF . 
4. Existence of Boolean primitive positive clones
We want to determine the Boolean primitive positive clones and their corresponding relational clones. For this, we
take advantage of the results referenced in [3] and presented in [5]. See also the survey [6]. Fig. 2 summarizes the two
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Fig. 3. List of Boolean functions and relations.
Fig. 4. Polymorphism correspondences.
aforementioned papers, whereas Fig. 3 gives the deﬁnitions of used but not generally known functions and relations.
In the relational clone bases column, the presence of a Boolean function f (x1, . . . , xk) actually means the relation
Sol(f (x1, . . . , xk)) generated by this function. For example, the function x generates the relation {1}, ¬x generates {0},
x → y generates {00, 01, 11}, and x ⊕ y generates {01, 10}. We denote by the shorthand iC the relational clone InvC
corresponding to the clone C. BF denotes the clone of all Boolean functions, whereas BR denotes the co-clone of all
Boolean relations. The well-known correspondence between inclusions of the polymorphisms PolR and a classiﬁcation
of the most known Boolean relations R is expressed in Fig. 4. The Boolean clones form a lattice by inclusion, called
Post’s lattice [17], visualized in Fig. 5.
To determine which of the Boolean clones are primitive positive, we take advantage of the closure properties of
corresponding clones and of the generating bases for co-clones applied to the graphs of Boolean functions of arity
at most 4, since the cardinality of the Boolean domain is n = 2. According to Proposition 8, arity 22 is sufﬁcient for
exploring all Boolean primitive positive clones.We investigate the primitive positive clones through their corresponding
co-clones and exploiting the identity RelF = InvF ∗. This allows us to determine at the same time the functional basis
of each primitive positive co-clone.
Proposition 11. The Boolean functions of arity at most 2 generate the following primitive positive co-clones:
Rel(0) = iR0, Rel(1) = iR1, Rel(x) = iBF, Rel(¬x) = iD,
Rel(x ∧ y) = iE, Rel(x ∨ y) = iV, Rel(x ⊕ y) = iL0, Rel(x ≡ y) = iL1,
Rel(x ∧ ¬y) = iI0, Rel(¬x ∧ ¬y) = BR, Rel(x → y) = iI1, Rel(¬x ∨ ¬y) = BR.
Proof. For the graphs
0• = {0} = Sol(¬x), x• = {00, 11} = Sol(x ≡ y),
1• = {1} = Sol(x), (¬x)• = {01, 10} = Sol(x ⊕ y).
we can determine the relational clone by a look-up in the co-clone table in Fig. 2.
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Fig. 5. Post’s lattice of Boolean clones.
The rest of the results is determined by closure properties of the graphs by means of Boolean functions which
constitute the bases of the corresponding clones. We obtain the following characterization of graphs:
(x ∧ y)• = {000, 010, 100, 111} is Horn, 0-valid, and 1-valid,
(x ∨ y)• = {000, 011, 101, 111} is dual Horn, 0-valid, and 1-valid,
(x ⊕ y)• = {000, 011, 101, 110} is afﬁne and 0-valid,
M. Hermann /Discrete Mathematics 308 (2008) 3151–3162 3159
(x ≡ y)• = {001, 010, 100, 111} is afﬁne and 1-valid,
(x ∧ ¬y)• = {000, 010, 101, 110} is 0-valid,
(¬x ∧ ¬y)• = {001, 010, 100, 110} is closed only under identity,
(x → y)• = {001, 011, 100, 111} is 1-valid,
(¬x ∨ ¬y)• = {001, 011, 101, 110} is closed only under identity.
These closure properties determine the primitive positive co-clones generated by the at most binary Boolean
functions. 
There are 16 binary Boolean functions, but Proposition 11 lists only 12 of them. The remaining 4 can be obtained
from the previous ones by variable renaming and therefore they do not generate new primitive positive co-clones. Let us
turn now to primitive positive co-clones generated by combinations of the previously mentioned 12 binary functions. By
a simple look-up of the co-clone table we can determine the primitive positive co-clones of the interesting combinations
of functions.
Corollary 12. The Boolean function sets of arity at most 2 generate the following primitive positive co-clones:
Rel(0, 1) = iR2, Rel(¬x, 0) = iD1, Rel(x ∧ y, x ∨ y) = iI,
Rel(x ∧ y, 0) = iE0, Rel(x ∧ y, 1) = iE1, Rel(x ∧ y, 0, 1) = iE2,
Rel(x ∨ y, 0) = iV0, Rel(x ∨ y, 1) = iV1, Rel(x ∨ y, 0, 1) = iV2,
Rel(x ⊕ y, 1) = iL2.
The constant, unary, and binary functions are exhausted, therefore we must continue with ternary Boolean functions.
Let us deﬁne ﬁrst two ternary functions wmin and min which will be of special interest. Instead of writing down their
truth table, we specify them by means of the following equalities:
wmin(x, x, y) = wmin(x, y, x) = wmin(y, x, x) = y, wmin(x, x, x) = 1 − x,
min(x, x, y) = min(x, y, x) = min(y, x, x) = y, min(x, x, x) = x,
for x, y ∈ {0, 1} and x = y. Both wmin and min are minority functions, but wmin is the anti-idempotent weak minority,
whereas min is the usual idempotent minority. A similar concept of weak minority can be found in [1]. It is easy to see
that the graphs of both functions wmin and min are complementive, namely
wmin• =
{
0001, 0011, 0101, 0110
1110, 1100, 1010, 1001
}
, min• =
{
0000, 0011, 0101, 0110
1111, 1100, 1010, 1001
}
.
Proposition 13. The ternary Boolean functions wmin and min generate the following primitive positive co-clones:
Rel(wmin) = iN2 and Rel(min) = iN.
Proof. The relation wmin• is closed only under negation, whereas the relation min• is closed under negation and the
constant 0. A look-up of the table in Fig. 2 determines the corresponding primitive positive co-clones. 
It is easy to see that there is no binary Boolean function generating the primitive positive clones iN2 and iN, since the
relations nae3 and dup3 do not correspond to any graph of a Boolean function. Hence we must use Boolean functions
of higher arity to obtain the required result.
Proposition 14. The Boolean functions x⊕y⊕z and ¬x generate the following primitive positive co-clones: Rel(x⊕
y ⊕ z) = iL and Rel(x ⊕ y ⊕ z,¬x) = iL3.
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Proof. We have (x ⊕ y ⊕ z)• = {0000, 0011, 0101, 0110, 1001, 1010, 1100, 1111} = even4 and (¬x)• = {01, 10} =
Sol(x ⊕ y). Hence, by looking up the relational clone table in Fig. 2 we ﬁnd the generated primitive positive
co-clones. 
5. Nonexistence of Boolean primitive positive clones
There are no more Boolean primitive positive clones. To prove this, we need several lemmas, showing that the
relations Sol(x → y), Sol(x ∨ y), and Sol(¬(x ∧ y)) cannot be generated from appropriate functions.
Lemma 15. Let f : {0, 1}k −→ {0, 1} be a Boolean function. If the primitive positive co-clone Rel(f ) contains the
relation Sol(x → y) then the graph f • cannot be a Horn relation.
Proof. The relation Sol(x → y) = {00, 01, 11} is not a function, so we need to search for a Boolean function f of
arity at least 2, which generates Sol(x → y). According to Proposition 8, every Boolean primitive positive clone is
generated by functions of arity at most 4. Therefore we need to investigate the graphs of binary, ternary, and quaternary
Boolean functions f, such that the satisfying assignments of the primitive positive formula ∃z (f (z, x) = y) are equal
to {00, 01, 11}.
Binary function: The graph of a binary function f generating Sol(x → y)must be f •={00a1, 011, 10a2, 111}, where
{a1, a2} = {0, 1}. Hence we have either f •1 = {000, 011, 101, 111} or f •2 = {001, 011, 100, 111}, which correspond to
the functions f1(x, y)= (x∨y) and f2(x, y)= (x → y), respectively. Neither f •1 nor f •2 are closed under conjunction,
since we have 011 ∧ 101 = 001 /∈ f •1 and 011 ∧ 100 = 000 /∈ f •2 . Therefore neither f •1 nor f •2 are Horn.
Ternary and quaternary function: The graph of a ternary Boolean function f3 generating Sol(x → y) must be
f •3 = {000a1, 0011, 010b1, 0111, 100b2, 1011, 110a2, 1111},
whereas the graph of a corresponding quaternary function f4 must be
f •4 =
{
0000a1, 00011, 0010b1, 00111, 0100b2, 01011, 0110b3, 01111
1000b4, 10011, 1010b5, 10111, 1100b6, 11011, 1110a2, 11111
}
,
where {a1, a2, b1, . . . , b8}={0, 1}. In order to produce a Horn relation, we must have a1 =a1 ∧bi for each i=1, . . . , 6
and a1 = a1 ∧ a2. This implies a1 = 0.
In the same vain, we have bi = bi ∧ a2 for i = 1, . . . , 6. If b1 = · · · = b6 = 0 then it must be a2 = 1 from the
necessity to have one of the values ai , bj assigned to 1. If there exists a bj = 1 for some j ∈ {1, . . . , 6}, then from
a2 = 1 ∧ a2 = bj ∧ a2 = bj = 1 follows a2 = 1. Hence, we must always have a2 = 1.
However, we have 0011 ∧ 1101 = 0001 /∈ f •3 and 00011 ∧ 11101 = 00001 /∈ f •4 . Hence, neither f •3 nor f •4 are Horn
relations. 
Proposition 16. The relational clones iM, iM0, iM1, and iM2 cannot be primitive positive.
Proof. The four relational clones contain the relation Sol(x → y) and each relation in these co-clones must be Horn,
since the mentioned relational clones are included in iE2. 
Lemma 17. Let f : {0, 1}k −→ {0, 1} be a Boolean function. If the primitive positive co-clone Rel(f ) contains the
relation Sol(x ∨ y) then f • cannot be a dual Horn relation.
Proof. We start as in the proof of Lemma 15, but with the relation Sol(x ∨ y), and we search for an appropriate binary,
ternary, or quaternary function f.
Binary function: The graph of a binary function f generating the relation Sol(x ∨ y) must be f • = {001, 01a1, 101,
11a2}, where {a1, a2} = {0, 1}. Hence we have either f •1 = {001, 010, 101, 111} or f •2 = {001, 011, 101, 110}, which
correspond to f1(x, y)=(y → x) and f2(x, y)=¬(x∧y), respectively. Neither f •1 nor f •2 are closed under disjunction,
since we have 001 ∨ 010 = 011 /∈ f •1 and 011 ∨ 101 = 111 /∈ f •2 . Therefore neither f •1 nor f •2 are dual Horn.
Ternary and quaternary functions: The graph of a ternary function f3 generating Sol(x ∨ y) must be
f •3 = {0001, 001a1, 0101, 011b1, 101b2, 1101, 111a2},
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whereas the graph of a corresponding quaternary function f4 must be
f •4 =
{
00001, 0001a1, 00101, 0011b1, 01001, 0101b2, 01101, 0111b3
10001, 1001b4, 10101, 1011b5, 11001, 1101b6, 11101, 1111a2
}
,
where {a1, a2, b1, . . . , b6}={0, 1}. In order to produce a dual Horn relation, we must have bi =a1 ∨bi and a2 =a1 ∨a2
for each i = 1, . . . , 6. This implies a1 = 0.
However, we have 0001 ∨ 0010 = 0011 /∈ f •3 and 00001 ∨ 00010 = 00011 /∈ f •4 . Hence, neither f •3 nor f •4 are dual
Horn relations. 
Proposition 18. The relational clones iSm0 , iS0, iS
m
02, iS02, iS
m
01, iS01, iS
m
00, iS00 for each m2 cannot be primitive
positive.
Proof. Each relation in the mentioned relational clones is generated from orm, therefore also from Sol(x ∨ y) = or2,
and each relation in these co-clones must be dual Horn, since the mentioned relational clones are included in iV2. 
Lemma 19. Let f : {0, 1}k −→ {0, 1} be a Boolean function. If the primitive positive co-clone Rel(f ) contains the
relation Sol(¬(x ∧ y)) then f • cannot be a Horn relation.
Proof. The function ¬(x ∧ y) is dual to x ∨ y and the co-clone of Horn relations iE2 is dual to that of dual Horn
relations iV2. Hence, the result follows from duality. 
Proposition 20. The relational clones iSm1 , iS1, iS
m
12, iS12, iS
m
11, iS11, iS
m
10, iS10 for each m2 cannot be primitive
positive.
Proof. The mentioned co-clones are dual to the relational clones in Proposition 18. 
Lemma 21. Let f : {0, 1}k −→ {0, 1} be a Boolean function. If the primitive positive co-clone Rel(f ) contains the
relation Sol(x → y) then f • cannot be a bijunctive relation.
Proof. We start as in the proof of Lemma 15 and we search for an appropriate binary, ternary, or quaternary function f.
Binary function: The graph of a binary function f generating Sol(x → y)must be f •={00a1, 011, 10a2, 111}, where
{a1, a2} = {0, 1}. Hence we have either f •1 = {000, 011, 101, 111} or f •2 = {001, 011, 100, 111}, which correspond to
the functions f1(x, y)= (x ∨ y) and f2(x, y)= (x → y), respectively. Neither the relation f •1 nor f •2 are closed under
the majority function maj(x, y, z) = (x ∨ y) ∧ (y ∨ z) ∧ (z ∨ x), since we have maj(000, 011, 101) = 001 /∈ f •1 and
maj(001, 100, 111) = 101 /∈ f •2 . Therefore neither f •1 nor f •2 are bijunctive.
Ternary and quaternary function: The graph of a ternary Boolean function f3 generating Sol(x → y) must be
f •3 = {000a1, 0011, 010a2, 0111, 100a3, 1011, 110a4, 1111},
where we must have {a1, . . . , a4} = {0, 1}, and the graph of a corresponding quaternary function f4 must be
f •4 =
{
0000a1, 00011, 0010a2, 00111, 0100a3, 01011, 0110a4, 01111
1000a5, 10011, 1010a6, 10111, 1100a7, 11011, 1110a8, 11111
}
,
where {a1, . . . , a8} = {0, 1}. We perform the proof only for ternary functions, because the same proof idea works also
for quaternary ones.
In order to produce a bijunctive relation, we must satisfy all majority triples formed from the vectors in f •3 . There are
twopossibilities according to the values ofai . If 0=a1 = aj=1 for some j ∈ {2, 3, 4} thenmaj(000a1, b1b20aj , 0011)=
0001 /∈ f •3 . If 1 = a1 = aj = 0 for some j ∈ {2, 3, 4} then maj(000a1, b1b20aj , 1111) = b1b201 /∈ f •3 , where b1, b2 ∈{0, 1} are the appropriate Boolean values. Hence the relation f •3 cannot be bijunctive. 
Proposition 22. The relational clone iD2 cannot be primitive positive.
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Fig. 6. Boolean primitive positive co-clones with their functional bases.
6. Concluding remarks
We conﬁrmed Kuznecov’s result that there are only 25 primitive positive clones (colored gray in Fig. 5), in contrast
to the countably inﬁnite number of all (relational) clones, as it was shown by Post [17]. We also found the functional
bases of the primitive positive co-clones and showed that each basis of a primitive positive co-clone is ﬁnite, in contrast
to the relational bases of all co-clones that can be inﬁnite [5]. The 25 Boolean primitive positive co-clones, together
with their functions bases, are listed in Fig. 6.
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