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Анотацiя
В роботi представлено розроблену модель розподiленої системи резервного копiювання, яка дозволяє вiдкрити
новий вектор в дослуджуванiй галузу. Зображено переваги та недолiки системи, що побудована за розробленою
моделлю на основi її глибокого аналiзу.
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Вступ
Кожних два роки обсяг усiєї iнформацiї, що цир-
кулює в свiтовiй мережi подвоюється. Вiдповiдно
до цього, зростає i обсяг конфiденцiйної iнформацiї,
що потребує захисту. Втратами чи пошкодженням
iнформацiї загрожують чимало факторiв. Згiдно свi-
тової статистики [1], основними причинами втрати
даних є несправна робота апаратних засобiв (44 %)
та людськi помилки (32 %) тих осiб, якi мають до-
статнiй рiвень доступу до конфiденцiйної iнформацiї.
14 % вiд усiх втрат конфiденцiйної iнформацiї при-
падає на помилки програмного забезпечення, iншi
7 % – шкiдливий вплив зловмисного ПЗ, i лише 3 %
несуть стихiйнi явища та iншi форс-мажорнi обста-
вини. Не iснує абсолютного захисту вiд перелiчених
загроз, ризик пошкодження чи втрати iснує завжди.
Проте, мабуть, єдиним методом мiнiмiзацiї впливу
цих факторiв залишається резервне копiювання [2].
1. Резервне копiювання з точки зору iнфор-
мацiйної безпеки
Резервне копiювання або бекап (англ. backup) – це
процес створення копiї даних з носiя (жорсткого ди-
ска, дискети тощо), призначений для вiдновлення
цих даних у разi їх пошкодження або видалення [3].
Пiдсистема резервного копiювання – дуже важли-
ва частина будь-якої iнформацiйної системи. При
правильнiй її органiзацiї вона здатна вирiшити вiд-
разу ж два завдання. По-перше, надiйно захистити
весь спектр важливих даних вiд втрати. По-друге,
органiзувати швидку мiграцiю з одного вузла iнфор-
мацiйної мережi на iнший в разi необхiдностi, тобто,
фактично забезпечити безперебiйну роботу того чи
iншого ресурсу. Тiльки в цьому випадку можна гово-
рити про ефективну роботу резервного копiювання.
Вибiр тактики резервного копiювання – надзвичайно
важливий етап при проектуваннi системи. На вибiр
тактики впливає чимало чинникiв:
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• цiннiснiсть iнформацiї, що зберiгається,
• частота створення резервних копiй,
• надiйнiйсть їх зберiгання,
• швидкiсть вiдновлення,
• можливiсть поширення резервних копiй в мере-
жi
Методи резервного копiювання
В процесi становлення сучасних технологiй, систе-
ми резервного копiювання отримали детальну класи-
фiкацiю. Вона розпочинається iз розмежування на
апаратнi (англ. hardware-based) та програмнi (англ.
software-based) засоби. Для виконання процедури ре-
зервного копiювання зазвичай створюються спецiаль-
нi програмно-апаратнi пiдсистеми, званi «системами
резервного копiювання». Вони якраз i призначенi як
для проведення регулярного автоматичного резер-
вування важливих та системних даних, так i для
оперативного їх вiдновлення. Також систему резерв-
ного копiювання прийнято вважати розподiленою,
якщо складовi системи є фiзично рознесеними та
являють собою окремi мережевi вузли [4]. Тому, в
данiй роботi буде представлено власну модель систе-
ми резервного копiювання, яка вiдноситься до класу
програмних засобiв.
2. Розподiлена система резервного копiюва-
ння даних
Проаналiзувавши переваги та недолiки свiтових
лiдерiв в галузi резервного копiювання була розро-
блена модель розподiленої системи резервного ко-
пiювання, яка спроможна створити новий вектор у
дослiджуванiй галузi.
Модель
Згiдно з визначенням було розроблено власну мо-
дель системи резервного копiювання. Для нагля-
дностi, проаналiзуємо рис min. На приведенiй схе-
мi зображена мiнiмальна працездатна архiтектура
розподiленої системи резервного копiювання. Схема
включає в себе 4 вузли та 2 види звязкiв. Далi буде
Рис. 1. Мiнiмальна схема моделi розподiленої систе-
ми резервного копiювання
детельно описано кожен вузол та зв’язок системи, їх
функцiї.
Опис об’єктiв
Для найкрашого розумiння принципу роботи си-
стеми, що побудована за винайденою моделлю опи-
шемо її струтуру, функцiї та налаштування кожного
вузла.
Backup Data (BD) – iнформацiя, що циркулює в
системi в процесi резервного копiювання.
Task – завдання, що створює Source Server для
подальшої передачi усiм активним вузлам системи.
Source Server (SS) – головний сервер, що безпосе-
редньо оперує BD, являється першоджерелом дан-
них, що пiдлягають резервному копiюванню. Його
функцiї:
• отримання, обробка та передача iнформацiї згi-
дно встановленої бiзнес-логiки
• створення резервних копiй за визначеними кри-
терiями (розклад створення, спосiб збереження
резервних даних, вид шифрування)
• публiкацiя створених копiй (завдань) на Tracker
Server (TS)
Його налаштування:
• директорiя з даними, що пiдлягають резервному
копiюванню
• директорiя для зберiгання резервних копiй
• перiод створення резервної копiї (кожної години
/ дня / тижня / року)
• термiн зберiгання резервних копiй на локально-
му ресурсi
• формат архiву (tar.gz, zip, rar i т.д.)
• необхiднiсть шифрування
• список IP адрес Tracker Server -iв
Tracker Server (TS) – промiжний вузол, що надає
можливiсть поширювати BD мiж iншими вузлами
системи. Його функцiї:
• отримання завдань (Task) вiд SS.
• створення черги з отриманих завдань
Його налаштування:
• спосiб накопичення завдань (черга/стек)
• Black/White списки вузлiв
Peer Server (PS) – кiнцевий вузол системи, що
завантажує, зберiгає та поширює BD мiж iншими
аналогiчними вузлами. Його функцiї:
• регулярний монiторинг черги Tracker Server-у
на наявнiсть нових завдань
• отримання завдання та постановка його в чергу
• пiдключення до TS/PS вказаних у завданнi, та
завантаження резервних копiй
• збереження та накопичення резервних копiй згi-
дно налаштувань
Його налаштування:
• список усiх TS
• перiод монiторингу TS для отримання нових
завдань
• директорiя для зберiгання завантажених резерв-
них копiй
• термiн зберiгання даних
Алгоритм роботи системи
Алгоритм роботи моделi розподiленої системи ре-
зервного копiювання можна роздiлити на декiлька
етапiв:
Етап 1. Створення резервної копiї даних. На пер-
шому етапi Source Server зiдно своїх налаштувань
створює архiв iз необхiдних для резервного копiю-
вання даних та за необхiднiстю, шифрує цей файл.
Далi вiн створює завдання (Task), в якому зазначає
власну IP адресу та назву створеного файлу. Вiд-
правляє це завдання на усi Tracker Server -и для їх
публiкацiї.
Етап 2. Додавання завдань в чергу. Tracker Server,
згiдно налаштувань Black/White спискiв отримує
завдання (Task) вiд Source Server , додає його в
загальну чергу. Спосiб збереження завдань визнача-
ється налаштуваннями.
Етап 3. Розповсюдження резервних копiй. Peer
Server -и керуючись своїми налаштуваннями регуляр-
но перевiрють наявнiсть нових завдань на Tracker
Server -ах. При появi нового завдання, Peer Server до-
дає його в свою чергу завантажень. При завантажен-
нi резервної копiї, Peer Server перiодично отримує
список усiх вузлiв, що вже завантажили, або заван-
тажують цю резервну копiю, та активно обмiнюється
з ними завантаженими даними.
Етап 4. Вiдновлення резервних копiй. Source
Server, пiсля видалення локальних файлiв здатен
вiднайти своє ранiше створене завдання, використо-
вуючи Tracker Server зчитати з список активних
вузлiв та почати завантаження резервної копiї, що
вiдповiдає завданню.
Прототип системи
Для програмної реалiзацiї представленої моделi
було використано наступнi технологiї та програмне
забезпечення:
1) Iнструмент створення, редагування, налашту-
вання та керування вiртуальними машина-
ми – Vagrant. Згiдно винайденої моделi було
Рис. 2. Статистика вiдмовостiйстостi жорстких ди-
скiв
розроблено 3 рiзних конфiгурацiї вiртуальних
машин. Кожен тип вiртуальної машини не зале-
жить вiд стану роботи iнших вiртуальних машин.
Оскiльки однiєю iз виразних переваг розробле-
ної моделi є масштабованiсть, кожен образ може
бути вiдтворений необмежену кiлькiсть разiв,
що призведе до збiльшення продуктивностi си-
стеми в цiлому.
2) Мова програмування JavaScript. Оскiльки про-
тотип передбачає виконання програмного коду
на будь якiй архiтектурi та конфiгурацiї обла-
днання, мова програмування була вибрана не
випадково, оскiльки вдало для цього пiдходить i
являється потужним та сучасним iнструментом
розробки ПЗ.
3) Платформа для виконання застосункiв, написа-
них мовою програмування JavaScript – Node.js.
4) Система контролю версiй – Git. Була використа-
на для версiонування програмного коду та його
публiкацiю у вiдкритому репозиторiї.
Програмний код доступний у репозиторiї за адре-
сою https://github.com/vad0s94/dbs
Метод оцiнки вiдмовостiйокстi системи
Для об’єктивної оцiнки розподiлених систем ре-
зервного копiювання в рамках даної роботи було
розроблено метод оцiнки їх ефективностi. Життє-
здатнiсть вузлiв будь-якої системи резервного ко-
пiювання залежить вiд багатьох чинникiв. Проте
головним фактором, який напряму впливає на на
кожну систему резеврного копiювання є надiйнiсть
її носiїв iнформацiї. Тому розроблений метод оцiнки
побудований на цьому чиннику. Для об’єктивного i
своєчасного оцiнювання було використано найновi-
шу статистику за 2016 рiк вiд компанiї «Backblaze»
(рис. 2) по апаратним збоям жорстких дискiв [5].
Компанiя використовує обладнання вiд таких свiто-
вих гiгантiв, таких як «Western Digital», «Seagate»,
«Toshiba». В датацентрi «Blackblaze» розмiщено 71939
жорстких дискiв рiзного вiку та об’єму. Згiдно при-
веденої статистики, в середньому, 1.95 % вiд усiх
жорстких дискiв на рiк виходить з ладу. Це означає,
що середня ймовiрнiсть виходу з ладу жорсткого
диску також становить 1.95 % за рiк. Оскiльки вихiд
з ладу декiлькох жорстких дискiв не один вiд одного,
використаємо теорiю ймовiрностi. Теореми добутку
ймовiрностей, яка трактує, що ймовiрнiсть одно-
часного настання двох незалежних подiй дорiвнює
добутку ймовiрностей цих подiй.
𝑃 (𝐴𝐵) = 𝑃 (𝐴) · 𝑃 (𝐵) (1)
Тому, для N жорстких дискiв ймовiрнiсть P виходу
з ладу за перiод буде рiвна формулi.
𝑃 =
𝑁∏︁
𝑖=1
𝑃 (𝑥𝑖), (2)
де 𝑃 (𝑥𝑖) – ймовiрнiсть виходу з ладу i -го жорсткого
диску Назвемо величину S, що приймає значення
в дiапазонi вiд 0 до 1 та назвемо «Коефiцiєнтом
безвiдмовностi» системи:
𝑆 = 1− 𝑃 = 1−
𝑁∏︁
𝑖=1
𝑃 (𝑥𝑖) (3)
Варто зауважити, що даний метод оцiнки оперує
лише даними статистики вiдмовостiйкостi жорстких
дискiв, та видає найменше можливе значення ймо-
вiрностi, оскiльки нехтує iншими можливим виходом
iз ладу iнших апаратних складових вузла системи
та впливом зовнiшнiх чинникiв.
Дослiдження переваг та недолiкiв системи
Детально проаналiзувавши рис. 1, не складно ви-
явити, що якщо виключити iз схеми надлишковий
в даному випадку промiжний вузол, тобто Tracker
Server, то схема перетвориться на класичну систему
реплiкацiї даних iз тьох вузлiв, де один Master-вузол
та два iншi Slave. Вiдмовостiйкiсть цiєї системи може-
мо обчислити винайденим методом, пiдставивши данi
статистики в формулу (3), отримаємо, що «Коефiцi-
єнт безвiдмовностi»двох жорстких дискiв становить:
𝑆 = 1− 1, 95% · 1, 95% = 99.96% (4)
Як бачимо iз результатiв (4), система уже iз 2-х
активних вузлiв гарантує майже абсолютну безвiд-
мовнiсть. Проте, враховуючи призначення системи –
резервне копiювання даних, збiльшується ризик зов-
нiшнього впливу на систему (DDoS атаки, зловмисне
ПЗ та iн.), також носiї iнформацiї через характер
своєї роботи будуть постiйно працювати в станi висо-
кого навантаження, що призведе до набагато швид-
шого зносу апаратного обладнання, нiж очiкується.
Отже, оскiльки модель системи нацiлена на масшта-
бованiсть – логiчно використовувати значно бiльшу
кiлькiсть вузлiв. Тому доцiльно застосовувати вина-
йдену модель в розширеному виглядi, схема якого
представлена на рис 3. Саме в такiй варiацiї систе-
ма являється найбiльш ефективною та актуальною.
Розроблений прототип за власною моделлю в да-
ному випадку являє собою свого роду «сервiс» або
«кластер», що забезпечує послуги резервного копi-
ювання. При цьому зовнiшнi вузли, тобто Service
Server, виступають в ролi постачальникiв даних та
Рис. 3. Розширена схема розподiленої системи ре-
зервного копiювання
Рис. 4. Динамiка падiння вартостi 1ГБ мiсця
комунiкують iз «кластером» через Tracker Server -и.
Розглянемо головнi переваги та недолiки розширеної
версiї системи.
Переваги:
• резервна копiя є атомарною та незмiнною, тобто
пiсля її створення вона не жодним змiнам, це
надає можливiсть системi не витрачати ресурси
на перевiрку цiлiсностi тiєї чи iншої резервної
копiї
• кiлькiсть резервних копiй рiвна кiлькостi Peer
Server -iв. Це означає, що резервна копiя буде
доступна та актуальна поки працює хоча б один
Peer Server у кластерi
• швидкiсть поширення копiй мiж внутрiшнiми
серверами, тобто PS, залежить лише вiд пропу-
скної здатностi їх каналу
• модель передбачає фiзичну вiддаленiсть вузлiв,
що забезпечує надiйнiсть збереження даних вiд
форс-мажорних явищ та природнiх катаклiзмiв
Недолiки: Нажаль, як i будь-яка система створена
людством, модель розподiленої системи резервного
копiюванння не позбавлена недолiкiв:
• збереження даних передбачає їх дублювання, в
результатi виникає надлишковiсть даних. Проте,
з часом, можна вважати, що цей недолiк пере-
стає бути настiльки актуальним, оскiльки згiдно
свiтової статистики [6], вартiсть мiсця на жорс-
тких дисках продовжує падати в геометричнiй
прогесiї i на 2016 рiк становила лише 0.019$/ГБ
(рис. 4).
• швидкiсть резервного копiювання та вiдновлен-
ня резервних копiй напряму залежить вiд пропу-
скної здатностi каналу зв’язку основного Source
Server
• система потребує надiйного криптографчного
захисту каналiв передачi
Висновки
В роботi звернено увагу на необхiднiсть проведен-
ня резервного копiювання з точки зору iнформацiй-
ної безпеки, коротко проаналiзовано iснуючi методи
резервного копiювання. Побудовано модель розпо-
дiленої системи резервного копiювання, та надано
аналiз її переваг та недолiкiв, в результатi якого за-
пропоновано застосування розробленої моделi дещо в
розширеному виглядi для досягнення максимальної
ефективностi.
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