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EIGRP: (Enhanced Interior Gateway Routing Protocol) este protocolo de 
enrutamiento del tipo vector distancia avanzado, ofrece mejores características de 
los algoritmos de vector distancia y del estado del enlace, es una versión mejorada 
del protocolo IGRP y hace parte de la familia de Cysco System. 
 
ENRUTAMIENTO: es la manera de encontrar la mejor ruta para la transmisión de 
información o datos de un origen a un destino, haciendo uso de métricas y las tablas 
de enrutamiento que deben estar actualizadas con las mejores rutas para llegar a 
un destino específico. 
 
OSPF: (Open Shortest Path First), es un protocolo de enlace-estado que se usa 
para calcular la ruta más corta a un destino, es adecuado para operar en redes de 
gran tamaño ya que puede calcular las rutas en poco tiempo teniendo en cuenta los 
cambios en la red. 
 
VLAN: son redes virtuales que se usan con el fin de configurar dispositivos que 
pertenecen a una misma red, se hace mediante la segmentación redes lógicas 
dentro de una misma red de área local física, separando dispositivos que no 
necesitan intercambiar información. 
 
VTP: (VLAN Trunking Protocol) protocolo usado para configurar y administrar 
VLANs a través de un dominio de red común de manera centralizada, manteniendo 
la consistencia de las configuraciones de las VLAN, permitiendo con esto la 
























Este documento muestra el desarrollo de dos escenarios correspondientes a la 
actividad final del diplomado de CCNP, donde se trabajó temáticas 
correspondientes a los módulos CCNP ROUTE y CCNP SWITCH abordando temas 
como conmutación, enrutamiento, redes, todo esto orientado a la administración, 
supervisión y resolución de problemas de conectividad en entornos de redes 
empresariales de una manera eficaz y escalable. 
 
Para el desarrollo de ambos escenarios se hizo uso de herramientas como Packet 
tracert y GNS3, aplicando el conocimiento adquirido a lo largo del curso lo que nos 
permitió trabajar en temas como enrutamiento entre protocolos OSPF y EIGRP para 
el escenario1, además de implementación y administración de VLANs mediante 
VTP, puertos troncales, EtherChanel para el escenario 2. 
 







This document shows the development of two scenarios corresponding to the final 
activity of the CCNP diploma, where thematic work corresponding to the CCNP 
ROUTE and CCNP SWITCH modules was worked on, addressing topics such as 
switching, routing, networks, all of this aimed at administration, supervision and 
resolution. of connectivity problems in enterprise network environments in an 
efficient and scalable way. 
 
For the development of both scenarios, tools such as Packet tracert and GNS3 were 
used, applying the knowledge acquired throughout the course which allowed us to 
work on issues such as routing between OSPF and EIGRP protocols for scenario1, 
as well as implementation and administration of VLANs using VTP, trunk ports, 
EtherChanel for scenario 2. 
 














El contenido del presente trabajo tiene como finalidad mostrar a través de dos 
escenarios las habilidades y conocimientos adquiridos durante el desarrollo del 
curso CISCO CCNP, en donde se abordaron temáticas sobre la configuración, 
administración, seguridad y escalabilidad de redes conmutadas mediante switches 
y routers, resolviendo los escenarios prácticos propuestos en la actividad de 
evaluación final del diplomado de profundización a través de herramientas de 
simulación. 
 
En el escenario 1 abordamos temas correspondientes al módulo de CCNP ROUTE 
relacionado con las características que tienen los protocolos OSPF y EIGRP, 
teniendo en cuenta la topología de red y la distribución de rutas. 
 
En el escenario 2, abordamos temas correspondientes al módulo CCNP SWITCH 
utilizando el conocimiento adquirido sobre puertos troncales, protocolo VTP e 
intercambio EtherChanel para realizar la gestión centralizada de VLAN en la red con 


































Figura 1. Topología de la actividad. 
 
 
Figura 2. Topología de la actividad en el simulador Packet tracer. 
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1. Aplique las configuraciones iniciales y los protocolos de enrutamiento 
para los routers R1, R2, R3, R4 y R5 según el diagrama. No asigne 
passwords en los routers. Configurar las interfaces con las direcciones 
que se muestran en la topología de red. 
 
Como se requiere y es buena práctica realizar, ejecutamos los siguientes 








Enter configuration commands, one per line.  End with CNTL/Z. 
Router(config)#hostname R1 
R1(config)#no ip domain-lookup 
R1(config)#line con 0 
R1(config-line)#logging synchronous 










Enter configuration commands, one per line.  End with CNTL/Z. 
Router(config)#hostname R2 
R2(config)#no ip domain-lookup 
R2(config)#line con 0 
R2(config-line)#logging synchronous 













Enter configuration commands, one per line.  End with CNTL/Z. 
Router(config)#hostname R3 
R3(config)#no ip domain-lookup 
R3(config)#line con 0 
R3(config-line)#logging synchronous 









Enter configuration commands, one per line.  End with CNTL/Z. 
Router(config)#hostname R4 
R4(config)#no ip domain-lookup 
R4(config)#line con 0 
R4(config-line)#logging synchronous 








Enter configuration commands, one per line.  End with CNTL/Z. 
Router(config)#hostname R5 
R5(config)#no ip domain-lookup 
R5(config)#line con 0 
R5(config-line)#logging synchronous 






Ahora procedemos a configurar las interfaces de cada uno de los 
enrutadores. Según la información suministrada en la figura 1, construimos 




Tabla 1. Tabla de enrutamiento. 
Router Interfaz Dirección IP Mascara 
R1 S0/0/0 10.113.12.1 255.255.255.0 
R2 
S0/0/0 10.113.12.254 255.255.255.0 
S0/0/1 10.113.13.254 255.255.255.0 
R3 
S0/0/0 10.113.13.1 255.255.255.0 
S0/0/1 172.19.34.1 255.255.255.0 
R4 
S0/0/0 172.19.34.254 255.255.255.0 
S0/0/1 172.19.45.254 255.255.255.0 
R5 S0/0/0 172.19.45.1 255.255.255.0 
 
Procedemos a realizar las configuraciones respectivas:  
 
• Configuración inicial en R1: 
 
R1#conf t 
Enter configuration commands, one per line.  End with CNTL/Z. 
R1(config)#int s0/0/0 
R1(config-if)#ip address 10.113.12.1 255.255.255.0 
R1(config-if)#clock rate 64000 
This command applies only to DCE interfaces 
R1(config-if)#no shut 
 
%LINK-5-CHANGED: Interface Serial0/0/0, changed state to down 
 
 








%LINK-5-CHANGED: Interface Serial0/0/0, changed state to up 
 
R2(config-if)# 
%LINEPROTO-5-UPDOWN: Line protocol on Interface Serial0/0/0, 
changed state to up 
 
R2(config-if)#int s0/0/1 





%LINK-5-CHANGED: Interface Serial0/0/1, changed state to down 
R2(config-if)# 
 




R3(config-if)#ip address 10.113.13.1 255.255.255.0 




%LINK-5-CHANGED: Interface Serial0/0/0, changed state to up 
 
R3(config-if)# 
%LINEPROTO-5-UPDOWN: Line protocol on Interface Serial0/0/0, 
changed state to up 
 
R3(config-if)#int s0/0/1 
R3(config-if)#ip address 172.19.34.1 255.255.255.0 
R3(config-if)#no shut 
 













%LINK-5-CHANGED: Interface Serial0/0/0, changed state to up 
 
R4(config-if)# 
%LINEPROTO-5-UPDOWN: Line protocol on Interface Serial0/0/0, 
changed state to up 
 
R4(config-if)#int s0/0/1 











• Configuración inicial en R5: 
 
R5#conf t 




R5(config-if)#ip address 172.19.45.1 255.255.255.0 




%LINK-5-CHANGED: Interface Serial0/0/0, changed state to up 
 
R5(config-if)# 
%LINEPROTO-5-UPDOWN: Line protocol on Interface Serial0/0/0, 





Ahora procedemos a configurar el enrutamiento OSPF: 
 
• Para R1:  
 
R1(config)#router ospf 1 
R1(config-router)#do show ip route connected 
 C   10.113.12.0/24  is directly connected, Serial0/0/0 
 




• Para R2: 
 
R2(config)#router ospf 1 
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R2(config-router)#do show ip route connected 
 C   10.113.12.0/24  is directly connected, Serial0/0/0 
 C   10.113.13.0/24  is directly connected, Serial0/0/1 
 
R2(config-router)#network 10.113.12.0 0.0.0.255 area 5 
R2(config-router)#network 10.113.13.0 0.0.0.255 area 5 
03:24:56: %OSPF-5-ADJCHG: Process 1, Nbr 10.113.12.1 on 
Serial0/0/0 from LOADING to FULL, Loading Done 
 









Enter configuration commands, one per line.  End with CNTL/Z. 
R3(config)#router ospf 1 
R3(config-router)#do show ip route connected 
 C   10.113.13.0/24  is directly connected, Serial0/0/0 
 C   172.19.34.0/24  is directly connected, Serial0/0/1 
 
R3(config-router)#network 10.113.13.0 0.0.0.255 area 5 
R3(config-router)# 
03:00:53: %OSPF-5-ADJCHG: Process 1, Nbr 10.113.13.254 on 





Ahora configuramos el enrutamiento EIGRP: 
• Para R4: 
 
R4(config)#router eigrp 
% Incomplete command. 
R4(config)#router eigrp 15 
R4(config-router)#do show ip route connected 
 C   172.19.34.0/24  is directly connected, Serial0/0/0 
 C   172.19.45.0/24  is directly connected, Serial0/0/1 
 






• Para R5: 
 
R5(config)# 
R5(config)#router eigrp 15 
R5(config-router)#do show ip route connected 
 C   172.19.45.0/24  is directly connected, Serial0/0/0 
R5(config-router)#network 172.19.45.0 0.0.0.255 
R5(config-router)# 
%DUAL-5-NBRCHANGE: IP-EIGRP 15: Neighbor 172.19.45.254 







2. Cree cuatro nuevas interfaces de Loopback en R1 utilizando la 
asignación de direcciones 10.1.0.0/22 y configure esas interfaces para 
participar en el área 5 de OSPF. 
 
Las interfaces loopback son las siguientes:  
 
Tabla 2. Loopbaks R1. 
Loopback 1 10.1.0.1 255.255.255.0 
Loopback 2 10.1.1.1 255.255.255.0 
Loopback 3 10.1.2.1 255.255.255.0 
Loopback 4 10.1.3.1 255.255.255.0 
 
Configuración de la interface en R1: 
 
R1(config-if)#int lo1 




%LINK-5-CHANGED: Interface Loopback1, changed state to up 
 
%LINEPROTO-5-UPDOWN: Line protocol on Interface Loopback1, 










%LINK-5-CHANGED: Interface Loopback3, changed state to up 
 
%LINEPROTO-5-UPDOWN: Line protocol on Interface Loopback3, 
changed state to up 
 




%LINK-5-CHANGED: Interface Loopback4, changed state to up 
 
%LINEPROTO-5-UPDOWN: Line protocol on Interface Loopback4, 
changed state to up 
 




Ahora configuramos el enrutamiento OSPF: 
 
 
R1(config)#router ospf 1 
R1(config-router)#do show ip route connected 
 C   10.1.0.0/24  is directly connected, Loopback1 
 C   10.1.1.0/24  is directly connected, Loopback2 
 C   10.1.2.0/24  is directly connected, Loopback3 
 C   10.1.3.0/24  is directly connected, Loopback4 
 C   10.113.12.0/24  is directly connected, Serial0/0/0 
 
R1(config-router)#network 10.1.0.0 0.0.0.255 area 5 
R1(config-router)#network 10.1.1.0 0.0.0.255 area 5 
R1(config-router)#network 10.1.2.0 0.0.0.255 area 5 





3. Cree cuatro nuevas interfaces de Loopback en R5 utilizando la 
asignación de direcciones 172.5.0.0/22 y configure esas interfaces para 




Las interfaces loopback son las siguientes:  
 
Tabla 3. Loopbaks R5. 
Loopback 1 172.5.0.1 255.255.255.0 
Loopback 2 172.5.1.1 255.255.255.0 
Loopback 3 172.5.2.1 255.255.255.0 
Loopback 4 172.5.3.1 255.255.255.0 
 






%LINK-5-CHANGED: Interface Loopback1, changed state to up 
 
%LINEPROTO-5-UPDOWN: Line protocol on Interface Loopback1, 
changed state to up 
 




%LINK-5-CHANGED: Interface Loopback2, changed state to up 
 
%LINEPROTO-5-UPDOWN: Line protocol on Interface Loopback2, 
changed state to up 
 




%LINK-5-CHANGED: Interface Loopback3, changed state to up 
 
%LINEPROTO-5-UPDOWN: Line protocol on Interface Loopback3, 
changed state to up 
 








%LINEPROTO-5-UPDOWN: Line protocol on Interface Loopback4, 
changed state to up 
 




Ahora configuramos estas interfaces para participar en el Sistema 
Autónomo EIGRP 15: 
 
R5(config)# 
R5(config)#router eigrp 15 
R5(config-router)#do show ip route connected 
 C   172.5.0.0/24  is directly connected, Loopback1 
 C   172.5.1.0/24  is directly connected, Loopback2 
 C   172.5.2.0/24  is directly connected, Loopback3 
 C   172.5.3.0/24  is directly connected, Loopback4 
 C   172.19.45.0/24  is directly connected, Serial0/0/0 
 
R5(config-router)#network 172.5.0.0 0.0.0.255 
R5(config-router)#network 172.5.1.0 0.0.0.255 
R5(config-router)#network 172.5.2.0 0.0.0.255 




4. Analice la tabla de enrutamiento de R3 y verifique que R3 está 
aprendiendo las nuevas interfaces de Loopback mediante el comando 
show ip route. 
 
Verificamos en el router R3 si se está actualizando la tabla de ruteo, 




Figura 3. pantallazo consola R3, aplicando el comando "show ip route" 




5. Configure R3 para redistribuir las rutas EIGRP en OSPF usando el costo 
de 50000 y luego redistribuya las rutas OSPF en EIGRP usando un 
ancho de banda T1 y 20,000 microsegundos de retardo. 
 
Primero agregamos al sistema eigrp 15 
R4(config)#router eigrp 15 
R4(config-router)#net 172.19.34.0 0.0.0.255 
R4(config-router)# 
 
R3(config)#router eigrp 15 
R3(config-router)#net 172.19.34.1 0.0.0.255  
R3(config-router)# 
%DUAL-5-NBRCHANGE: IP-EIGRP 15: Neighbor 172.19.34.254 
(Serial0/0/1) is up: new adjacency 
 
 
R3(config)#router ospf 1 
23 
 
R3(config-router)#redistribute eigrp 15 metric 50000 subnets 
R3(config)#exit 
R3(config)#router eigrp 15 
R3(config-router)#redistribute ospf 1 metric 1544 20000 255 1 1500 
 
 
6. Verifique en R1 y R5 que las rutas del sistema autónomo opuesto 
existen en su tabla de enrutamiento mediante el comando show ip route. 
 
 































Una empresa de comunicaciones presenta una estructura Core acorde a la 
topología de red, en donde el estudiante será el administrador de la red, el cual 
deberá configurar e interconectar entre sí cada uno de los dispositivos que forman 
parte del escenario, acorde con los lineamientos establecidos para el 
direccionamiento IP, etherchannels, VLANs y demás aspectos que forman parte del 
escenario propuesto.  
 
Topología de red  
 
 
Figura 6. Topología de red, escenario 2. 
 
Para desarrollar esta solución se utilizó un emulador GNS3, que facilita el uso de 
conmutadores con ISO 15.0. La topología desarrollada en el simulador se muestra 




Figura 7. Topología de red en simulador GNS3 
 
Parte 1: Configurar la red de acuerdo con las especificaciones.  
 
a. Apagar todas las interfaces en cada switch.  
Switch>ena 
Switch#conf t 
Enter configuration commands, one per line.  End with CNTL/Z. 
Switch(config)#ip domain-name CCNP.NET 
Switch(config)#no ip domain lookup 
Switch(config)#int ran e0/0-3,e1/0-3,e2/0-3,e3/0-3 
Switch(config-if-range)#shutdown 
Switch(config-if-range)#exit 
Switch(config)#vtp mode transparent 
Setting device to VTP Transparent mode for VLANS. 





b. Asignar un nombre a cada switch acorde con el escenario establecido.  























c. Configurar los puertos troncales y Port-channels tal como se muestra 
en el diagrama.  
• Para DLS1:  
 




• Para DLS2: 
 




• Para ALS1: 
 






• Para ALS2: 
 




1) La conexión entre DLS1 y DLS2 será un EtherChannel capa-3 utilizando 
LACP. Para DLS1 se utilizará la dirección IP 10.12.12.1/30 y para DLS2 
utilizará 10.12.12.2/30.  
• Para DLS1: 
 
DLS1(config)#int ran e1/1-2 
DLS1(config-if-range)#no switchport 
DLS1(config-if-range)#no shutdown 
DLS1(config-if-range)#channel-group 12 mode active 




DLS1(config-if)#ip addr 10.12.12.1 255.255.255.252 
DLS1(config-if)# 
 
• Para DLS2: 
 
DLS2(config)# 
DLS2(config)#int ran e1/1-2 
DLS2(config-if-range)#no switchport 
DLS2(config-if-range)#no shutdown 
DLS2(config-if-range)#channel-group 12 mode active 




DLS2(config-if)#ip addr 10.12.12.2 255.255.255.252 
DLS2(config-if)# 
 




• Para DLS1:  
 
DLS1(config)#int ran e0/1-2 
DLS1(config-if-range)#switchport trunk encapsulation dot1 
DLS1(config-if-range)#switchport mode trunk 
DLS1(config-if-range)#channel-group 1 mode active 
Creating a port-channel interface Port-channel 1 
 
DLS1(config-if-range)#int po1 
DLS1(config-if)#switchport trunk encapsulation dot1q 
DLS1(config-if)#switchport mode trunk 
DLS1(config-if)# 
 
• Para DLS2: 
 
DLS2(config)#int ran e0/1-2 
DLS2(config-if-range)#switchport trunk encapsulation dot1q 
DLS2(config-if-range)#switchport mode trun 
DLS2(config-if-range)#switchport mode trunk 
DLS2(config-if-range)#channel-group 2 mode active 
Creating a port-channel interface Port-channel 2 
 
DLS2(config-if-range)# int po2 
DLS2(config-if)#switchport trunk encapsulation dot1´ 
DLS2(config-if)#switchport mode trunk 
 
• Para ALS1: 
 
ALS1(config)#int ran e0/1-2 
ALS1(config-if-range)#switchport trunk encapsulation dot1q 
ALS1(config-if-range)#switchport mode trunk 
ALS1(config-if-range)#channel-group 1 mode active 






ALS1(config-if)#switchport trunk encapsulation dot1q 
ALS1(config-if)#switchport mode trunk 
ALS1(config-if)# 
 
• Para ALS2: 
 
ALS2(config)# 
ALS2(config)#int ran e0/1-2 
ALS2(config-if-range)#switchport trunk encapsulation dot1q 
ALS2(config-if-range)#switchport mode trunk 
ALS2(config-if-range)#channel-group 2 mode active 




ALS2(config-if)#switchport trunk encapsulation dot1q 
ALS2(config-if)#switchport mode trunk 
ALS2(config-if)# 
 
3) Los Port-channels en las interfaces F0/9 y fa0/10 utilizará PAgP.  
• Para DLS1:  
 
DLS1(config)# 
DLS1(config)#int ran e0/3,e1/0 
DLS1(config-if-range)#switchport trunk encapsulation dot1q 
DLS1(config-if-range)#switchport mode trunk 
DLS1(config-if-range)#channel-group 4 mode desirable 
Creating a port-channel interface Port-channel 4 
 
DLS1(config-if-range)#int po4 
DLS1(config-if)#switchport trunk encapsulation dot1q 
DLS1(config-if)#switchport mode trunk 
 
• Para DLS2: 
 
DLS2(config)#int ran e0/3,e1/0 
DLS2(config-if-range)#switchport trunk encapsulation dot1q 
31 
 
DLS2(config-if-range)#switchport mode trunk 
DLS2(config-if-range)#channel-group 3 mode desirable 




DLS2(config-if)#switchport trunk encapsulation dot1q 
DLS2(config-if)#switchport mode trunk 
DLS2(config-if)# 
 
• Para ALS1: 
 
ALS1(config)#int ran e0/3,e1/0 
ALS1(config-if-range)#switchport trunk encapsulation dot1q 
ALS1(config-if-range)#switchport mode trunk 
ALS1(config-if-range)#channel-group 3 mode desirable 




ALS1(config-if)#switchport trunk encapsulation dot1q 
ALS1(config-if)#switchport mode trunk 
ALS1(config-if)# 
 
• Para ALS2: 
 
ALS2(config)# 
ALS2(config)#int ran e0/3,e1/0 
ALS2(config-if-range)#switchport trunk encapsulation dot1q 
ALS2(config-if-range)#switchport mode trunk 
ALS2(config-if-range)#channel-group 4 mode desirable 




ALS2(config-if)#switchport trunk encapsulation dot1q 





4) Todos los puertos troncales serán asignados a la VLAN 500 como la VLAN 
nativa.  





DLS1(config)#int ran e0/1-3,e1/0 
DLS1(config-if-range)#switchport trunk native vlan 500 
DLS1(config-if-range)#int po1 
DLS1(config-if)#switchport trunk native vlan 500 
DLS1(config-if)#int po4 
DLS1(config-if)#switchport trunk native vlan 500 
DLS1(config-if)# 
 
• Para DLS2: 
 
DLS2(config)#int ran e0/1-3,e1/0 
DLS2(config-if-range)#switchport trunk native vlan 500 
DLS2(config-if-range)#int po2 
DLS2(config-if)#switchport trunk native vlan 500 
DLS2(config-if)#int po3 
DLS2(config-if)#switchport trunk native vlan 500 
DLS2(config-if)# 
 





ALS1(config)#int ran e0/1-3,e1/0 
ALS1(config-if-range)#switchport trunk native vlan 500 
ALS1(config-if-range)#int po1 
ALS1(config-if)#switchport trunk native vlan 500 
ALS1(config-if)#int po3 










ALS2(config)#int ran e0/1-3,e1/0 
ALS2(config-if-range)#switchport trunk native vlan 500 
ALS2(config-if-range)#int po2 
ALS2(config-if)#switchport trunk native vlan 500 
ALS2(config-if)#int po4 
ALS2(config-if)#switchport trunk native vlan 500 
ALS2(config-if)# 
 
d. Configurar DLS1, ALS1, y ALS2 para utilizar VTP versión 3  
1) Utilizar el nombre de dominio CISCO con la contraseña ccnp321  
• Para DLS1:  
 
DLS1(config)#vtp domain CISCO 
Changing VTP domain name from NULL to CISCO 
DLS1(config)# 
*Nov 13 19:10:42.745: %SW_VLAN-6-VTP_DOMAIN_NAME_CHG: 
VTP domain name changed to CISCO. 
DLS1(config)#vtp password ccnp321 
Setting device VTP password to ccnp321 
DLS1(config)#vtp version 3 
DLS1(config)# 
*Nov 13 19:12:44.655: %SW_VLAN-6-OLD_CONFIG_FILE_READ: 
Old version 2 VLAN configuration file detected and read OK.  Version 
3 
    files will be written in the future. 
 
2) Configurar DLS1 como servidor principal para las VLAN.  
• Para DLS1:  
 
DLS1(config)#vtp mode serve 
Setting device to VTP Server mode for VLANS. 
 




• Para ALS1: 
 
ALS1(config)#vtp domain CISCO 
Changing VTP domain name from NULL to CISCO 
ALS1(config)#vtp password ccnp321 
Setting device VTP password to ccnp321 
ALS1(config)#vtp version 3 
Old version 2 VLAN configuration file detected and read OK.  Version 
3 
    files will be written in the future. 
ALS1(config)#vtp mode client 
Setting device to VTP Client mode for VLANS. 
 
• Para ALS2: 
 
ALS2(config)#vtp domain CISCO 
Changing VTP domain name from NULL to CISCO 
VTP domain name changed to CISCO. 
ALS2(config)#vtp password ccnp321 
Setting device VTP password to ccnp321 
ALS2(config)#vtp version 3 
Old version 2 VLAN configuration file detected and read OK.  Version 
3 
    files will be written in the future. 
ALS2(config)#vtp mode client 
Setting device to VTP Client mode for VLANS. 
ALS2(config)# 
 
e. Configurar en el servidor principal las siguientes VLAN:  









500 NATIVA 434 PROVEEDOR
ES 
12 ADMON 123 SEGUROS 







• Primero configuramos DLS1 como Servidor principal.  
 
DLS1#vtp primary 
This system is becoming primary server for feature vlan 
No conflicting VTP3 devices found. 
Do you want to continue? [confirm] 
DLS1# 
%SW_VLAN-4-VTP_PRIMARY_SERVER_CHG: aabb.cc80.0100 
has become the primary server for the VLAN VTP feature 
DLS1# 
 



























g. Configurar DLS2 en modo VTP transparente VTP utilizando VTP 
versión 2, y configurar en DLS2 las mismas VLAN que en DLS1.  
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• Configuración modo transparente en VTP v2: 
 
DLS2(config)#vtp version 2 
DLS2(config)#vtp mode tran 
DLS2(config)#vtp mode transparent 





























i. En DLS2, crear VLAN 567 con el nombre de PRODUCCION. La VLAN 
de PRODUCCION no podrá estar disponible en cualquier otro Switch 







j. Configurar DLS1 como Spanning tree root para las VLAN 1, 12, 434, 
500, 1010, 1111 y 3456 y como raíz secundaria para las VLAN 123 y 
234.  
DLS1(config)#spanning-tree vlan 1,12,434,500,1010,1111,3456 root 
primary 
DLS1(config)#spanning-tree vlan 123,234 root secondary 
 
k. Configurar DLS2 como Spanning tree root para las VLAN 123 y 234 y 
como una raíz secundaria para las VLAN 12, 434, 500, 1010, 1111 y 
3456.  
DLS2(config)#spanning-tree vlan 1,12,434,500,1010,1111,3456 root 
secondary 
DLS2(config)#spanning-tree vlan 123,234 root primary 
 
l. Configurar todos los puertos como troncales de tal forma que 
solamente las VLAN que se han creado se les permitirá circular a 
través de estos puertos.  
DLS1(config)#int ran e0/1-3,e1/0 





m. Configurar las siguientes interfaces como puertos de acceso, 
asignados a las VLAN de la siguiente manera:  
Tabla 5. Tabla de interfaces puertos de accesos VLAN 
Interfaz DLS1 DLS2 ALS1 ALS2 
Int e0/0 3456 12, 1010 123, 1010 234 
Int e2/1 1111 1111 1111 1111 
Int e2/2-3  
int 3/0 









DLS1(config-if)#switchport mode acc 
DLS1(config-if)#switchport mode access 
DLS1(config-if)#sw 
DLS1(config-if)#switchport acc 
DLS1(config-if)#switchport access vlan 3456 
DLS1(config-if)#int e2/1 
DLS1(config-if)#switchport mode access 
DLS1(config-if)#switchport access vlan 1111 
DLS1(config-if)# 
 
• Para DLS2:  
 
DLS2(config)#int e0/0 
DLS2(config-if)#switchport mode access 
DLS2(config-if)#switchport access vlan 12 
DLS2(config-if)#switchport access vlan 1010 
 
DLS2(config-if)#int e2/1 
DLS2(config-if)#switchport mode access 
DLS2(config-if)#switchport access vlan 1111 
 
DLS2(config-if)#int ran e2/2-3,e3/0 
DLS2(config-if-range)#switchport mode access 
DLS2(config-if-range)#switchport access vlan 567 
DLS2(config-if-range)#end 
 
• Para ALS1:  
 
ALS1(config)#int e0/0 
ALS1(config-if)#switchport mode access 
ALS1(config-if)#switchport access vlan 123 
ALS1(config-if)#switchport access vlan 1010 
ALS1(config-if)# 
ALS1(config-if)#int e2/1 
ALS1(config-if)#switchport mode access 





• Para ALS2:  
 
ALS2(config)#int e0/0 
ALS2(config-if)#switchport mode access 
ALS2(config-if)#switchport access vlan 234 
ALS2(config-if)# 
ALS2(config-if)#int e2/1 
ALS2(config-if)#switchport mode access 
ALS2(config-if)#switchport access vlan 1111 
ALS2(config-if)# 
 
Parte 2: conectividad de red de prueba y las opciones configuradas.  
 
a. Verificar la existencia de las VLAN correctas en todos los switches y la 
asignación de puertos troncales y de acceso  
 





Figura 9. Configuración VLANs en DLS2 
 
 





Figura 11. Configuración VLANs en ALS2 
 
b. Verificar que el EtherChannel entre DLS1 y ALS1 está configurado 
correctamente  
 








Figura 13. Spanning tree VLAN 500 
 
 
Figura 14. Spanning tree VLAN 12 
 
 






Se logró desarrollar y cumplir con todos los requisitos solicitados en el escenario 1, 
logrando que los sistemas OSPF y EIGRP se reconozcan entre sí, realizando la 
distribución en el router R3.  
 
Se pudo validar a través de los comandos show ip route en R3 la actualización de 
tablas de ruteo, también se pudo validar por este mismo comando que en R1 y R5 
en sus tablas de enrutamiento existen las rutas del sistema autónomo opuesto, lo 
que indica que las configuraciones realizadas para llevar a cabo el desarrollo del 
escenario fueron exitosas. 
 
En el Escenario 2, la configuración para la administración centralizada de VLAN se 
realiza de manera efectiva mediante VTP, lo que permite crear y propagar VLAN 
mediante el método cliente-servidor. A través del protocolo de protección de bucle 
STP, podemos determinar quién es el puente raíz principal y el puente raíz 
secundario en el nivel de VLAN, a fin de determinar y evitar bucles en el dominio de 
conflicto de segmento. 
 
En el escenario 2, se pudo validar a través del comando show vlan y de show 
Spanning tree que las configuraciones realizadas en los switches y del spanning 
tree en los diferentes dispositivos estén correctas y acorde a lo solicitado, lo cual se 
evidenció en el desarrollo exitoso del escenario. 
 
Con el desarrollo de esta actividad es posible ahondar y afianzar los conocimientos 
adquiridos en lo transcurrido del curso, dando uso a herramientas de simulación que 
nos permiten llevar este tipo de escenarios a la práctica, teniendo en cuenta los 
lineamientos indicados y haciendo uso de comandos de configuración avanzada en 
routers y switches, adquiriendo conocimiento en administración, supervisión y 
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