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1. Introduction
Dynamical methods for sublinear, concave or convex and monotone semiﬂows have been exten-
sively studied in different contexts during the last decades. The obvious motivations are the high
interest of the mathematical problems involved as well as the conclusions provided by the analysis of
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economics and other applied sciences.
In this paper we work with a real continuous skew-product semiﬂow on a product space Ω × X+:
the base component is given by a minimal ﬂow on a compact metric space Ω; and the ﬁber or
state component of the semiﬂow is deﬁned on the normal positive cone X+ of a strongly ordered
Banach space X . We assume standard monotonicity and sublinearity properties referred to the state
component. We also assume that every bounded semiorbit is a relatively compact set, and hence
it gives rise to a compact omega-limit set. In many of the applications, this type of setting arises
from the analysis of a nonautonomous differential equation for which the time dependence presents
recurrence properties. The space Ω is then the hull of the coeﬃcients, which reduces to a point in the
autonomous case and to a circle in the periodic one. Although the presentation made in this paper
is more general, by analogy with this particular case, we talk about the autonomous or periodic case
when Ω is a point or a circle, respectively.
In our abstract and quite general framework, we analyze the long-term behavior of the strongly
positive semiorbits and describe the global dynamics, paying special attention to the minimal sets of
the semiﬂow, which frequently agree with the omega-limit sets of the bounded semiorbits and always
provide useful information about them. The so-called copies of the base, which play the equivalent
role to the equilibrium points in the autonomous setting or to the T -periodic solutions in the T -
periodic one, are crucial in this description. The conclusions of the paper unify and extend several
previous results of different authors, showing in addition the occurrence of dynamical scenarios which
cannot appear in the autonomous or periodic cases. The arguments here used can also be adapted to
provide a version of the results for the case of a not real but discrete skew-product semiﬂow, although
this point is not included in the present paper.
Let us brieﬂy summarize several interesting references closely related to this work, which is highly
motivated by them. Pioneer results of the theory are due to Krasnoselskii [18,19]. After this, a ﬁrst set
of works refers to the existence of a constant or a periodic solution in the autonomous or periodic
cases which is globally asymptotically stable. This question is analyzed via dynamical arguments in
the classical papers of Hirsch [9,10], Selgrade [36] and Smith [39], among others. Their results require
some of the properties of monotonicity and sublinearity, convexity or concavity to be strong. Much
more recently but in the same line, Zhao [44] and Novo et al. [25] obtain more general versions of
these results, valid for recurrent nonautonomous differential equations; and Núñez et al. [28] obtain
the analogous conclusions in the case of recurrent families of functional differential equations with
inﬁnite delay, by analyzing the omega-limit sets for the compact-open topology.
Other series of well-known references are devoted to describe the different limiting sets attract-
ing asymptotically the semiorbits. In [40], Takáç studies the asymptotic behavior of discrete time
semigroups of sublinear strongly increasing maps, proving that the set of strongly positive equilibria
constitutes an arc: an initial one and its multiples, the multiplying parameter varying in an interval.
In [41], Takáç extends these results to ray contractive maps deﬁned on abstract Hausdorff topological
cones. Novo and Obaya [24] analyze strongly monotone and convex skew-product semiﬂows gener-
ated by recurrent families of functional differential equations in order to prove that the minimal sets
are multiples of an initial one, providing in this way a nonautonomous version of Takáç’ results. And
Wang and Zhao [43] and Jiang and Zhao [12], among other authors, weaken the conditions of mono-
tonicity ensuring the convergence of different semiorbits to different minimal sets whose structure
they describe precisely.
A third type of works study the global dynamics of a monotone and sublinear semiﬂow in a gen-
eral situation. Frequently a “limit set trichotomy” statement is obtained: it describes the unique three
possibilities for the asymptotic behavior of the semiorbits. This theory was introduced by Krause and
Ranft [21] for monotone and ray concave transformations and extended later by Krause and Nuss-
baum [20] for more general non-expansive continuous maps. The version of Nesemann [22] can be
applied to certain classes of nonautonomous difference equations. And Freedman and Zhao [7] obtain
results of this type for quasimonotone systems of periodic reaction–diffusion equations. We ﬁnally
point out that the basis for an alternative general theory for random dynamical systems including the
three aspects mentioned has been established by Arnold and Chueshov [2,3] and Chueshov [5].
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tonicity and sublinearity properties ensure that a semiorbit is either eventually strongly positive or
contained in the border of the phase space, given by those points with non-strongly positive state
component. Roughly speaking, we show that one of the following four dynamical situations occurs.
Case A. Every semiorbit is bounded, the omega-limit set of every strongly positive state is a strongly
positive minimal set, and every non-strongly positive omega-limit set is contained in the border of
the phase space. There can be a unique strongly positive minimal set, in which case it is a copy
of the base (the nonautonomous analogue of an equilibrium) with strong attractiveness properties
(Case A1); or inﬁnitely many, in which case either there exists a lowest strongly positive minimal
set given by a copy of the base which attracts asymptotically the eventually strongly positive semior-
bits starting below it (Case A2), or the strongly positive minimal sets approach Ω × (X+ − Int X+)
(Case A3). In Case A2 or A3 there may exist or not a top strongly positive minimal set. If fact, its
existence is equivalent to the boundedness on Ω × X+ of the union of all the strongly positive min-
imal sets. The top minimal set is also a copy of the base and attracts asymptotically the semiorbits
starting above it. In addition, except for Case A1, the existence of a strongly positive copy of the base
ensures the existence of a continuous one-parameter family of copies of the base. The key point in
the achievement of these results is the construction of a labeling map, closely related to the part
metric.
We also prove that the dynamics ﬁts Case A1 if the semiﬂow is eventually strongly sublin-
ear at least on the semiorbits with initial data projecting on a ﬁxed base point. And, assum-
ing a strong separation property for the semiorbits whose initial data project on a dense sub-
set of Ω , we deduce that in Cases A2 and A3 each minimal set is a copy of the base and
all of them are multiples of a ﬁxed one, the multiplying parameter varying in a bounded or
unbounded interval. This uniﬁes and extends the nonautonomous results of [44,24,25] cited be-
fore.
Case B. Every semiorbit is bounded, and every minimal set is contained in the border of the phase
space. Under the strong separation property mentioned in Case A, the inferior limit as t → ∞ of
the norm of the state component of every semiorbit is zero. It is possible for an omega-limit set to
contain also strongly positive states. These situations allow the occurrence of a highly complicated
dynamics: compact pinched sets which are not copies of the base, sensitive dependence with re-
spect to initial data, several ergodic measures, etc. The examples of monotone and sublinear discrete
skew-product semiﬂows of Keller [17] and Jäger [11], samples of this dynamical situation, present in
addition positive Lyapunov exponents and strange non-chaotic attractors.
Case C. There coexist strongly positive initial states giving rise to bounded and unbounded semiorbits.
As before, although every minimal set is contained in the border of the phase space, strongly positive
states and non-strongly positive ones can coexist in an omega-limit set. Assuming again the strong
separation property, we show the existence of a residual set Ωo  Ω giving rise to strongly positive
semiorbits whose states oscillate (in norm) from 0 to ∞ as t → ∞. This is an inﬁnite-dimensional
version of the classical oscillation result of Johnson [13,15] for scalar linear nonautonomous equations.
In Case C there can again occur the complicated dynamics associated to compact pinched sets.
Case D. Every strongly positive initial state gives rise to an unbounded semiorbit. In this situation,
an oscillatory behavior of the strongly positive semiorbits similar to the one described in Case C can
occur, and there can also exist strictly positive bounded semiorbits.
Note that in Cases B and C we talk about the omega-limit sets of bounded semiorbits as well
as about the minimal sets they contain. Note also that the term “trichotomy” is not suitable in this
deterministic nonautonomous setting, since four quite different dynamical situations arise.
It is an interesting open question to determine whether all the minimal sets are or not copies of
the base in Cases A–D when no additional monotonicity conditions hold.
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neither a lattice structure nor a product structure with componentwise separation property for each
factor are required on the space X+ . Clearly, these additional conditions make it possible to de-
scribe more accurately the minimal sets and the global dynamics. This is the main objective of the
paper Núñez et al. [29], natural continuation of this one, where we study in detail the dynamics gen-
erated by sublinear and monotone families of two-dimensional nonautonomous differential equations,
of ordinary, ﬁnite-delay and reaction–diffusion type.
Section 2 contains a summary of the basic concepts we need, and Section 3 contains the dynamical
description we obtain.
2. Basic notions and framework of the problems
Let us divide this preliminary section in two parts: we begin by recalling some basic concepts
and properties on topological dynamics, which can be found in Ellis [6], Sacker and Sell [34], Shen
and Yi [38] and references therein; and after this we describe more precisely the framework of our
work.
A (real and continuous) global ﬂow on a complete metric space Ω is a continuous map
σ :R × Ω → Ω , (t,ω) → σ(t,ω) satisfying σ0 = Id and σs+t = σt ◦ σs for each s, t ∈ R, where
σt(ω) = σ(t,ω). By replacing R by R+ = {t ∈ R | t  0}, we obtain the deﬁnition of a (real and
continuous) global semiﬂow on Ω .
Let (Ω,σ ,R) be a global ﬂow. The orbit of a point ω ∈ Ω is the set {σt(ω) | t ∈ R}. A subset
Ω1 ⊂ Ω is σ -invariant if σt(Ω1) = Ω1 for every t ∈ R. A σ -invariant subset Ω1 ⊂ Ω is minimal if it
is compact and does not contain properly any other compact σ -invariant set; or, equivalently, if the
orbit of any one of its elements is dense in it. The continuous ﬂow (Ω,σ ,R) is recurrent or minimal
if Ω itself is minimal.
In the case of a global semiﬂow (Ω,σ ,R+), the (positive) semiorbit of a point ω is the set {σt(ω) |
t  0}. A subset Ω1 of Ω is positively σ -invariant if σt(Ω1) ⊂ Ω1 for all t  0. A positively σ -invariant
subset K ⊂ Ω is minimal for the semiﬂow if it is compact and it does not contain properly any closed,
positively σ -invariant subset. And (Ω,σ ,R+) is a minimal semiﬂow if Ω itself is minimal.
A ﬂow extension of the semiﬂow (Ω,σ ,R+) is a continuous ﬂow (Ω, σ˜ ,R) such that σ˜ (t,ω) =
σ(t,ω) for each ω ∈ Ω and t  0. A compact positively σ -invariant subset admits a ﬂow extension if
the restricted semiﬂow does. It is proved by Shen and Yi [38] that a positively σ -invariant compact
set K admits a ﬂow extension if every point in K admits a unique backward orbit which remains
inside the set K . A backward orbit of a point ω ∈ Ω is a continuous map ψ :R− → Ω such that
ψ(0) = ω and for each s 0 it is σ(t,ψ(s)) = ψ(s + t) whenever 0 t −s.
Finally, the omega-limit set of a point ω0 ∈ Ω (or of its semiorbit) whose semiorbit for a global
ﬂow or semiﬂow σ is relatively compact, O(ω0), is given by those points ω ∈ Ω such that ω =
limn→∞ σ(tn,ω0) for some sequence (tn) ↑ ∞. The omega-limit set is nonempty, compact, connected
and positively σ -invariant, and each one of its points admits a backward orbit inside this set. Clearly,
a minimal set is the omega-limit set of any of the semiorbits contained in it.
As said in the Introduction, we will work with global skew-product semiﬂows deﬁned on a triv-
ial bundle whose base is a compact metric space and whose ﬁber is the normal positive cone of a
strongly ordered Banach space. Some monotonicity and sublinearity properties will be also imposed.
Let us brieﬂy describe these concepts, which can also be found in Amann [1], Vulikh [42], and refer-
ences therein.
In what follows, (Ω,σ ,R) represents a real continuous minimal global ﬂow on a compact metric
space, and we denote σ(t,ω) = ω · t . The minimality of the base plays a fundamental role in the
description of the dynamics we are going to obtain. Given a Banach space X , a real global skew-
product semiﬂow (Ω × X, τ ,R+) projecting onto (Ω,σ ,R) is a real continuous global semiﬂow on
Ω × X of the form
τ :R+ × Ω × X → Ω × X, (t,ω, x) →
(
ω · t,u(t,ω, x)).
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Ω × X → X which satisﬁes the cocycle property
u(s + t,ω, x) = u(t,ω · s,u(s,ω, x)) for s, t  0 and (ω, x) ∈ Ω × X . (2.1)
Let K be a minimal subset of Ω × X . It is immediate to deduce from the minimality of the base that
the section Kω = {x ∈ X | (ω, x) ∈ K } contains at least one element for each ω ∈ Ω . In the case that
Kω contains a unique element for every ω ∈ Ω , K is a copy of the base. Clearly, a copy of the base
agrees with the graph of a continuous map c :Ω → X which is a solution of the invariance equation
c(ω · t) = u(t,ω, c(ω)), ω ∈ Ω and t  0. Such a map c is also referred to as a continuous equilibrium.
By minimality and uniqueness, the restriction of the semiﬂow to this set admits a ﬂow extension
which reproduces the ﬂow on the base.
The Banach space X is strongly ordered if there is a closed convex solid cone (i.e., a nonempty
closed subset X+ ⊂ X satisfying X+ + X+ ⊂ X+ , R+X+ ⊂ X+ and X+ ∩ (−X+) = {0}) with nonempty
interior. The (partial) strong order relation in X is deﬁned by
x y ⇔ y − x ∈ X+;
x < y ⇔ y − x ∈ X+ and x = y;
x  y ⇔ y − x ∈ Int X+.
The relations , > and  are deﬁned in the obvious way. We will always assume that the positive
cone X+ is normal, that is, that the norm of the Banach space X is semimonotone: there is a positive
constant l > 0 such that ‖x‖  l‖y‖ whenever 0  x  y. The norm of X is monotone if l = 1. In a
normal cone, any vector e  0 makes it possible to deﬁne a monotone norm by ‖x‖e = inf{r > 0 |
−re  x re}, which is equivalent to the one deﬁning the topology of X (see [1] for details).
The skew-product semiﬂow (Ω × X, τ ,R+) is monotone if
u(t,ω, x) u(t,ω, y) for t  0, ω ∈ Ω and x, y ∈ X with x y. (2.2)
Note that monotone semiﬂows are forward dynamical systems on ordered metric spaces which pre-
serve the order of initial states along the semiorbits. Given two minimal sets K1, K2 in a monotone
skew-product semiﬂow, we say that K1  K2 if for any (ω, x1) ∈ K1 there exists (ω, x2) ∈ K2 with
x1  x2. We remark that, thanks to minimality, it suﬃces for K1  K2 that there exist (ω0, x1) ∈ K1
and (ω0, x1) ∈ K2 with x1  x2. We write K1 < K2 if K1  K2 and K1 = K2.
A skew-product semiﬂow (Ω × X, τ ,R+) is said to have the positivity property if u(t,ω, x) 0 for
t  0, ω ∈ Ω and x 0. In other words, if the positive cone is τ -invariant. In this case we can consider
the restricted semiﬂow (Ω × X+, τ ,R+). Note that, if the semiﬂow is monotone and u(t,ω,0) 0 for
any t  0 and ω ∈ Ω , the semiﬂow has the positivity property. In this setting, we write K  0 for a
compact set K ⊂ Ω × X+; K > 0 if K  0 and there exists (ω, x) ∈ K with x > 0; and K  0 if K is
strongly positive, i.e., if K ⊂ Ω × Int X+; or equivalently, as easily deduced from the compactness of K ,
if there exists e  0 such that e  x for every (ω, x) ∈ K .
A skew-product semiﬂow with the positivity property is sublinear if
u(t,ω,λx) λu(t,ω, x) for t  0, ω ∈ Ω , x ∈ X+ and λ ∈ [0,1]; (2.3)
or equivalently, if
u(t,ω,μx)μu(t,ω, x) for t  0, ω ∈ Ω , x ∈ X+ and μ 1.
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of the skew-product semiﬂow is said to be uniformly stable if for every ε > 0 there is a δ(ε) > 0 such
that, if s 0 and ‖u(s,ω, x) − y‖ δ(ε) for certain y ∈ X , then for t  0,
∥∥u(s + t,ω, x) − u(t,ω · s, y)∥∥= ∥∥u(t,ω · s,u(s,ω, x))− u(t,ω · s, y)∥∥ ε.
A positively invariant compact set M ⊆ Ω × X is uniformly stable if given ε > 0 there exists δ(ε) > 0
such that if (ω, y) ∈ M and (ω, x) ∈ Ω × X satisfy ‖y − x‖  δ(ε), then ‖u(t,ω, y) − u(t,ω, x)‖  ε
for any t  0. It is well known that, if the semiorbit of certain (ω, x) is relatively compact and uni-
formly stable, then the omega-limit set O(ω, x) is a uniformly stable positively invariant compact set
(see [37]).
We ﬁnally recall the concept of distallity in the ﬁber. A pair of points sharing base component,
(ω, x) and (ω, y), are (positively) distal if inft0 ‖u(t,ω, x)−u(t,ω, y)‖ > 0; i.e., if the semiorbits keep
at a positive distance. And a positively invariant compact set M is (positively) ﬁber-distal if any two
distinct points in M form a distal pair.
3. Long-term behavior and minimal sets
Throughout the rest of the paper we consider a minimal global ﬂow (Ω,σ ,R), a strongly ordered
Banach space X with normal positive cone X+ , and a real continuous skew-product global semiﬂow
(Ω × X+, τ ,R+). As said in the Introduction, the aim of this section is to describe the semiﬂow
dynamics, with special interest in the minimal sets and the long-term behavior of the semiorbits
corresponding to strongly positive initial states, which we do assuming that
(h1) the semiﬂow is monotone and sublinear, and
(h2) any bounded semiorbit is a relatively compact set.
It is clear that, under condition (h2), any bounded semiorbit provides a well-deﬁned omega-limit
set, which in turn contains (possibly properly) a minimal set. We will show that under conditions
(h1) and (h2) the dynamics ﬁts one of the situations A1, A2, A3, B, C or D roughly described in the
Introduction. Note that, due to monotonicity, the existence of a bounded semiorbit (and hence of
a minimal set, projecting on the whole base Ω) is equivalent to the boundedness of the semiorbit
starting at (ω,0) for any ω ∈ Ω .
We begin by deducing some easy but crucial consequences of the monotonicity and sublinearity
assumptions made on the semiﬂow. In particular, we show that any semiorbit is either eventually
strongly positive or contained in the border of the phase space (which, a priori, has no consequences
on its omega-limit set). And after this, in Theorem 3.2, we show that in a minimal set there cannot
coexist strongly positive states and non-strongly positive ones.
Proposition 3.1. Assume that the skew-product semiﬂow on Ω × X+ satisﬁes hypothesis (h1), and ﬁx e  0.
Then:
(i) u(t,ω, e)  0 for every t  0 and ω ∈ Ω . In particular, inft0 ‖u(t,ω, e)‖ = 0 if and only if
lim inft→∞ ‖u(t,ω, e)‖ = 0.
(ii) Let us ﬁx ω ∈ Ω . Then supt0 ‖u(t,ω, e)‖ < ∞ (resp. inft0 ‖u(t,ω, e)‖ = 0) if and only if
supt0 ‖u(t,ω, x)‖ < ∞ (resp. inft0 ‖u(t,ω, x)‖ = 0) for every x 0.
(iii) The sets Ωb = {ω ∈ Ω | supt0 ‖u(t,ω, e)‖ < ∞} and Ωu = Ω − Ωb are invariant for the base ﬂow.
(iv) The set Ωc = {ω ∈ Ω | inft0 ‖u(t,ω, e)‖ = 0} is either empty or residual in Ω and invariant for the base
ﬂow.
Proof. (i) Since u(0,ω, e) = e  0 for every ω ∈ Ω , the continuity of the semiﬂow and the com-
pactness of Ω ensure the existence of t0 > 0 such that u(t,ω, e)  0 for every t ∈ [0, t0] and
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tonicity and sublinearity properties (2.2) and (2.3) that u(t,ω, x)  u(t,ω,λe)  λu(t,ω, e)  0 for
every t ∈ [0, t0] and ω ∈ Ω . Now, we reason by induction assuming that u(t,ω, e)  0 for t ∈ [0,nt0]
and ω ∈ Ω , where n ∈ N, and take t ∈ [0, t0]. Then, by the cocycle property (2.1), u(nt0 + t,ω, e) =
u(t,ω · nt0,u(nt0,ω, e))  0, which proves the ﬁrst assertion in (i). The second one is an immediate
consequence.
(ii) Assume that supt0 ‖u(t,ω, e)‖ < ∞ (resp. inft0 ‖u(t,ω, e)‖ = 0). Given x  0 we look for
μ > 1 such that x  μe. Monotonicity and sublinearity ensure that 0  u(t,ω, x)  μu(t,ω, e)
for t  0. Consequently, the semimonotonicity of the norm shows that supt0 ‖u(t,ω, x)‖ < ∞
(resp. inft0 ‖u(t,ω, x)‖ = 0). The converse assertions are obvious.
(iii) Take ω ∈ Ωb and s > 0. Using again (2.1), u(t,ω · s,u(s,ω, e)) = u(s+t,ω, e), so that (i) and (ii)
imply that ω · s ∈ Ωb . Now take s < 0. Then, for t −s, u(t,ω · s, e) = u(s + t,ω,u(−s,ω · s, e)), and
again the result follows from (i) and (ii). This shows the invariance of Ωb and, consequently, also that
of Ωu .
(iv) Since the function ie :Ω → R+ , ω → inft0 ‖u(t,ω, e)‖ is upper semicontinuous, it has a
residual set of continuity points (see e.g. Choquet [4]), which we call Ωc . Let us check that if ie
vanishes at some point of Ω , then it vanishes in an invariant set which agrees with Ωc . Assume
ﬁrst that ie(ω0) = 0. Then, for s > 0, inft0 ‖u(t,ω0 · s,u(s,ω0, e))‖ = inft0 ‖u(s + t,ω0, e)‖ = 0,
and for s < 0, inft0 ‖u(t,ω0 · s, e)‖ = inft0 ‖u(s + t,ω0,u(−s,ω0 · s, e))‖. In both cases, (i) and
(ii) prove that ie(ω0 · s) = 0, and hence the invariance of the vanishing set of ie . Since any con-
tinuity point ω ∈ Ωc can be written as limn→∞ ω0 · tn for a suitable sequence (tn) ↑ ∞, we get
ie(ω) = limn→∞ ie(ω0 · tn) = 0. Conversely, assume that ie(ω0) = 0 and take a sequence (ωn) with
limit ω0. The upper semicontinuity of ie means that 0 = ie(ω0) limsupn→∞ ie(ωn) 0, so that the
inequalities must be equalities and hence ω0 ∈ Ωc , as asserted. 
Theorem 3.2. Assume that the skew-product semiﬂow on Ω × X+ satisﬁes hypothesis (h1) and it admits a
minimal set K . Then, either K ⊂ Ω × Int X+ or K ⊂ Ω × (X+ − Int X+).
Proof. Given (ω, y) ∈ K , we can choose a backward extension of (ω, y) in K (existing but not nec-
essarily unique), α(ω, y) = {(ω · s, ys) | s  0} ⊂ K , and deﬁne A(ω, y) as the set of points of the
form limn→∞(ω · sn, ysn ) for any subsequence (sn) ↓ −∞; i.e., as the alpha-limit set of the backward
semiorbit. It is easy to check that A(ω, y) is a closed and positively invariant subset of K , and hence,
by minimality K = A(ω, y).
Now assume the existence of (ω, y) ∈ K ∩ (Ω × (X − Int X+)). Proposition 3.1(i) shows that α(ω, y)
is contained in Ω × (X − Int X+), which is closed. So that K ⊂ Ω × (X − Int X+), which proves the
result. 
The rest of the section is divided in two parts. In the ﬁrst one we will work assuming that
(h3) there exists a strongly positive minimal set,
while the second one corresponds to the opposite situation, in which
(nh3) there is no strongly positive minimal set.
It is clear from the description of Cases A, B, C and D made in the Introduction that Case A holds
if and only if (h3) is satisﬁed. In addition, the dynamics ﬁts Case A or B if and only if Ω = Ωb , and
Case D if and only if Ω = Ωu . Examples ﬁtting each situation will be provided.
In each subsection, a more accurate description will be obtained under the more restrictive mono-
tonicity hypothesis
(h4) there are a dense set Ω˜ ⊆ Ω and t˜ > 0 such that if (ω, x), (ω, y) ∈ Ω˜ × X+ admit backward
extensions (ω · s, xs) and (ω · s, ys) for s  0, and for a λ ∈ [0,1] it is x > λy and xs  λys for
any s < 0, then u(t,ω, x)  λu(t,ω, y) for any t  t˜ .
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dense set will be often a semiorbit in Ω .
3.1. Dynamics under the presence of a strongly positive minimal set
There are different dynamical situations occurring under hypotheses (h1)–(h3), comprised in the
so-called Case A, which are described in Proposition 3.4 and Theorem 3.8. Their proofs require some
previous analysis of the behavior of the semiorbits and the minimal sets, which we do in what follows.
Note that condition (h3), assumed in this subsection, is equivalent to the existence of a positively
invariant strongly positive compact set. In fact minimality plays no role in the ﬁrst result, in which
we prove several basic properties which will be continuously used in what follows, sometimes with
no explicit reference.
Proposition 3.3. Assume that the skew-product semiﬂow on Ω × X+ satisﬁes hypotheses (h1)–(h3). Then:
(i) Any semiorbit is bounded and hence relatively compact.
(ii) For any ω ∈ Ω and x 0 the semiorbit of (ω, x) is uniformly stable.
(iii) The omega-limit set M = O(ω, x) is strongly positive whenever x 0.
(iv) If an omega-limit set M is strongly positive, then it is a uniformly stable and ﬁber-distal minimal set.
Besides, it admits a ﬂow extension and the section map Ω → Pc(MX ), ω → Mω = {x ∈ X | (ω, x) ∈ M}
is continuous, considering the set Pc(MX ) of closed subsets of the projection of M over X endowed with
the Hausdorff metric.
(v) If M = O(ω, x) is strongly positive and such that x  z for any (ω, z) ∈ M, or such that x  z for any
(ω, z) ∈ M, then M is a copy of the base.
Proof. Hypothesis (h3) provides a strongly positive minimal set K , for which we ﬁx e1, e2 ∈ X such
that 0 e1  y  e2 for any (ω, y) ∈ K .
(i) For every ω ∈ Ω there exists (ω, y) ∈ K , which hence has a bounded semiorbit. Assertion (i)
follows from Proposition 3.1(ii) and (h2).
(ii) Let us ﬁx (ω, x) ∈ Ω × Int X+ and take (ω, y) ∈ K and λ ∈ (0,1) such that λy  x  (1/λ)y.
Properties (2.2) and (2.3) guaranteed by (h1) lead us to
0 λe1  λu(t,ω, y) u(t,ω, x) (1/λ)u(t,ω, y) (1/λ)e2 (3.1)
for any t  0. Let us now ﬁx α ∈ (0,1). It is not diﬃcult to deduce the existence of δ = δ(α) > 0 such
that, if z ∈ X+ satisﬁes ‖u(s,ω, x) − z‖ < δ for certain s  0, then αu(s,ω, x)  z  (1/α)u(s,ω, x),
and hence, again by the monotonicity and sublinearity properties, αu(s + t,ω, x)  u(t,ω · s, z) 
(1/α)u(s + t,ω, x) for any t  0. Therefore
(1− 1/α)λe1  (1− 1/α)u(s + t,ω, x) u(s + t,ω, x) − u(t,ω · s, z)
 (1− α)u(s + t,ω, x) (1− α)(1/λ)e2.
The uniform stability follows easily.
(iii) It follows immediately from the lower bound for u(t,ω, x) in (3.1).
(iv) Note that M is the omega-limit set of a pair (ω, x) with x  0. Once we know that the
semiorbit of this point is uniformly stable, its omega-limit set is uniformly stable too (see [37] and
[26]). We can apply Theorem 3.4 and Proposition 3.6(ii) in [26] to deduce all the other statements
in (iv).
(v) The proof is inspired in that of Proposition 3.4 (part II) in [38]. Assume that x  z for any
(ω, z) ∈ M = O(ω, x). Suppose that for an ω˜ ∈ Ω there exist (ω˜, x1), (ω˜, x2) ∈ M . Let us take (tn) ↑ ∞
such that (ω˜, x1) = limn→∞(ω · tn,u(tn,ω, x)). Since, by (iv), Mω·tn → Mω˜ and x2 ∈ Mω˜ , there are
(ω · tn, yn) ∈ M such that yn → x2, and since M admits a ﬂow extension, yn = u(tn,ω, zn) for certain
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Taking limits, x1  x2. Interchanging the roles of x1 and x2, we get x1 = x2. The proof in the symmetric
situation is analogous. 
In particular, this result shows that the limiting behavior of the eventually strongly positive semior-
bits is determined by the shape of the strongly positive minimal sets and the dynamics on them. As
we will see in Theorem 3.8, there may appear very different dynamical situations. Even the existence
of a lowest strongly positive minimal set K− and/or of a top strongly positive minimal set K+ , in the sense
that any other minimal set M  0 satisﬁes M > K− and/or M < K+ , does not provide a more accu-
rate description in the general case we are dealing with. However, the existence of these sets can be
characterized in terms of the boundedness of the union of all the strongly positive minimal sets, and
it has important dynamical consequences. To explain these points is the purpose of the next result.
Proposition 3.4. Assume that the skew-product semiﬂow on Ω × X+ satisﬁes hypotheses (h1)–(h3), and
deﬁne M = {K ⊂ Ω × Int X+ | K is minimal}. Then:
(i) The existence of a lowest strongly positive minimal set K− is equivalent to the existence of e1  0 such
that e1  x for every (ω, x) ∈⋃K∈M K . Besides, the lowest strongly positive minimal set is unique, it is
a copy of the base, say K− = {(ω, c−(ω)) | ω ∈ Ω}, and limt→∞ ‖c−(ω · t) − u(t,ω, x)‖ = 0 whenever
0 x c−(ω).
(ii) A strongly positive minimal set K is the lowest one if and only if, whenever 0 x y for (ω, y) ∈ K , it is
limt→∞ ‖u(t,ω, x) − u(t,ω, y)‖ = 0.
(iii) The existence of a top strongly positive minimal set K+ is equivalent to the existence of e2  0 such
that x  e2 for every (ω, x) ∈⋃K∈M K . Besides, the top strongly positive minimal set is unique, it is a
copy of the base, say K+ = {(ω, c+(ω)) | ω ∈ Ω}, and limt→∞ ‖c+(ω · t) − u(t,ω, x)‖ = 0 whenever
x c+(ω).
(iv) A strongly positive minimal set K is the top one if and only if, whenever x  y for (ω, y) ∈ K , it is
limt→∞ ‖u(t,ω, x) − u(t,ω, y)‖ = 0.
Proof. (i) If there exists a lowest strongly positive minimal set K− , there is e1  0 such that e1  y
for every (ω, y) ∈ K− . If M  0 is minimal, for any (ω, x) ∈ M there exists (ω, y) ∈ K− with y  x,
and hence e1  x.
Conversely, if an e1  0 satisfying the condition in (i) exists, then by Proposition 3.3(iii)–(v) the
set K− = O(ω, e1)  0 is a copy of the base. It is immediate to deduce from the monotonicity
that K− = {(ω, c−(ω)) | ω ∈ Ω} is the lowest strongly positive minimal set, and that it agrees with
the omega-limit set of any (ω, x) with 0  x  c−(ω), from where the remaining assertions in (i)
follow.
(ii) The condition in (ii) implies that K is the omega-limit set of any (ω, x) with 0  x  y for
(ω, y) ∈ K . Let M be another strongly positive minimal set, and take x  0 such that x  y for an
(ω, y) ∈ K and x z for an (ω, z) ∈ M . Then, by monotonicity, K = O(ω, x)O(ω, z) = M , so that K
is the lowest minimal set. The converse assertion follows immediately from (i).
(iii)&(iv) The proofs of the last assertions are identical to the previous ones with the obvious
changes. 
Before stating Theorem 3.8, we give some more preliminary results which will be used in its proof.
The ﬁrst one reﬂects a fundamental property of ﬁber-distal minimal sets in monotone (not necessarily
sublinear) skew-product semiﬂows (see Theorem 3.1 (part II) in [38] for an inspiring result).
Proposition 3.5. Assume that the skew-product semiﬂow on Ω × X is monotone. A positively ﬁber-distal
minimal set K does not contain any ordered pair, that is, any two points (ω, y1), (ω, y2) ∈ K with y1 < y2 .
Proof. Assume by contradiction the existence of y1, y2 ∈ Kω with y1 < y2. The ﬁrst step of the proof
shows the existence of a maximal element in Kω: a point y∗ ∈ Kω which is not less than any other
element in the same ﬁber.
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ments of J are ordered.) Note that {y1, y2} ∈ L. We deﬁne a partial order in L by inclusion: J1  J2
if J1 ⊂ J2. Then, any totally ordered set of elements of L has an upper bound, given by the union
of the sets of the chain. Zorn’s Lemma ensures the existence of a maximal element in L, which we
call J∗ . It is easy to check that the closure of this set (in the topology of Kω , inherited from that of X )
also belongs to L, which means that J∗ is closed and hence a compact set.
Let us ﬁx e  0. By compactness, for each n ∈ N there are points yn1, . . . , ynjn ∈ J∗ such that J∗ ⊂⋃ jn
l=1{y ∈ X | ‖y − ynl ‖e < 1/n}. We call yn∗ = max(yn1, . . . , ynjn ) and conclude that y  yn∗ + (1/n)e for
any y ∈ J∗ and any n ∈ N. Then, if y∗ is the limit of a convergent subsequence of (yn∗), we have
y  y∗ for any y ∈ J∗ . It follows easily from the maximality of J∗ that y∗ is a maximal element
of Kω .
Now, we consider the elements y1 < y∗ in Kω and look for (tn) ↑ ∞ with limn→∞(ω · tn,
u(tn,ω, y1)) = (ω, y∗) such that there exists limn→∞ u(tn,ω, y∗) = z∗ . By monotonicity, z∗  y∗ , and
the ﬁber-distallity shows that z∗ = y∗ . Consequently, z∗ > y∗ , contradicting the maximality of y∗ . 
The second preliminary result refers to the properties of a function λ∗ which will be fundamen-
tal in the proof of the main theorems. Let K ⊂ Ω × X+ be a strongly positive minimal set. Fixed
(ω˜, y˜) ∈ K , we consider a strongly increasing path γ : [0,1] → X connecting 0 and y˜; that is, γ is con-
tinuous and, if x˜s = γ (s), then x˜0 = 0, x˜1 = y˜, and x˜s1  x˜s2 for s1 < s2. (Note that such a path always
exists: for instance, γ0(s) = s y˜.) For s ∈ [0,1] and t  0, we choose λs(t) = λ(s, t, ω˜, y˜, γ ) as the max-
imum point in [0,1] such that
u(t, ω˜, x˜s) λs(t)u(t, ω˜, y˜). (3.2)
The cocycle property (2.1), the monotonicity and sublinearity imply that, if l > 0,
u(t + l, ω˜, x˜s) λs(t)u(t + l, ω˜, y˜),
which means that λs(t + l) λs(t). In other words, λs : [0,∞) → [0,1] increases with t for each ﬁxed
s ∈ [0,1]. Note also that λs(0) > 0 for any s > 0, since x˜s  0. In addition, λs(t) increases in s for any
ﬁxed t > 0, as easily deduced from the inequality u(t, ω˜, x˜s1 )  u(t, ω˜, x˜s2 ) for s1  s2. And ﬁnally,
λ1(t) = 1 for every t  0. These properties guarantee that
λ∗ : (0,1] → (0,1], s → λ∗s = limt→∞λs(t) (3.3)
is well deﬁned and nondecreasing, with λ∗1 = 1. Besides, λ∗ is continuous, as proved in the following
result, which will be repeatedly used from now on.
Proposition 3.6. Assume that the skew-product semiﬂow on Ω × X+ satisﬁes hypotheses (h1)–(h3). Let K
be a strongly positive minimal set and let γ be a strongly increasing path connecting 0 with y˜ for a ﬁxed pair
(ω˜, y˜) ∈ K . Then:
(i) The map λ∗ : (0,1] → (0,1], s → λ∗s given by (3.3) is nondecreasing, continuous and λ∗((0,1]) is a
(possibly degenerate) interval containing 1.
(ii) Ks = O(ω˜, γ (s)) is a uniformly stable ﬁber-distal strongly positive minimal set for every s ∈ (0,1]. Be-
sides, if Ks1 = Ks2 then λ∗s1 = λ∗s2 , and if λ∗s = 1 then Ks = K .
(iii) If λ∗ ≡ 1, then Ks = K for every s ∈ (0,1).
(iv) The map (0,1] → Pc(Ω × X+), s → Ks is monotone and continuous for the Hausdorff topology of the
set Pc(Ω × X+) of closed parts of Ω × X+ , and the set⋃s∈I Ks ⊂ Ω × X+ is connected for any interval
I ⊂ (0,1].
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(i) Let us ﬁx s1 ∈ (0,1] and ε > 0. As seen in (3.1), u(t, ω˜, x˜s1 )  e for any t  0 for an e  0.
The uniform stability of the semiorbit of (ω˜, x˜s1 ) guaranteed by Proposition 3.3(ii) and the continuity
of the path γ show the existence of ρ = ρ(ε) > 0 such that if s2 ∈ (0,1] and |s1 − s2| < ρ , then
‖u(t, ω˜, x˜s1 ) − u(t, ω˜, x˜s2 )‖e  ε for any t  0. Hence, for any t  0,
−εu(t, ω˜, x˜s1)−εe  u(t, ω˜, x˜s2) − u(t, ω˜, x˜s1) εe  εu(t, ω˜, x˜s1),
which implies (1− ε)u(t, ω˜, x˜s1 ) u(t, ω˜, x˜s2 ) (1+ ε)u(t, ω˜, x˜s1 ). It follows easily from the maximal
character of λs(t) that (1− ε)λs1 (t) λs2 (t) (1+ ε)λs1 (t) for any t  0. Taking limits as t → ∞ we
get (1− ε)λ∗s1  λ∗s2  (1+ ε)λ∗s1 , or in other words, |λ∗s1 − λ∗s2 | ελ∗s1  ε. This proves the continuity
of the map.
(ii) Proposition 3.3(iii) and (iv) guarantees the ﬁrst part. Now assume that Ks1 = Ks2 for s1 < s2
and take (tn) ↑ ∞ with (ω˜, y˜) = limn→∞(ω˜ · tn,u(tn, ω˜, y˜)) such that there exists
lim
n→∞
(
ω˜ · tn,u(tn, ω˜, x˜si )
)= (ω˜, y˜si ) ∈ Ks1 = Ks2
for i = 1,2. Since y˜s1  y˜s2 , Proposition 3.5 ensures that y˜s1 = y˜s2 . Taking limits in (3.2) for x˜s2 and
(tn) we conclude that λ∗s2 y˜  y˜s2 = y˜s1 , which together with the deﬁnition of λs1 (tn) provides an easy
proof of λ∗s2  λ
∗
s1 ; that is, they agree.
Now assume that λ∗s = 1. Then, if (ω˜, y˜) = limn→∞(ω˜ · tn,u(tn, ω˜, y˜)) and (ω˜, y˜s) = limn→∞(ω˜ · tn,
u(tn, ω˜, x˜s)), we deduce from (3.2) that y˜ = λ∗s y˜  y˜s  y˜, and hence Ks = K .
(iii) The monotonicity of the semiﬂow and Proposition 3.5 ensure that the set I = {s ∈ (0,1] |
Ks = K } is an interval, which contains 1. As by hypothesis there exists s0 ∈ (0,1) with λ∗s0 < 1, by (ii)
Ks0 = K , and therefore I = (0,1]. We deﬁne s1 = inf I and assume by contradiction that s1 < 1. Note
that s1  s0 > 0. Let us choose δ > 0 and e  0 such that x˜s1+δ + e  y˜. The uniform stability of the
semiorbit of (ω˜, x˜s1 ), ensured by Proposition 3.3(ii), and the continuity of the path γ allow us to take
0 < ε < δ small enough to guarantee that ‖u(t, ω˜, x˜s1+ε) − u(t, ω˜, x˜s1−ε)‖e  1/2 for any t > 0. The
deﬁnition of s1 allows us to choose (tn) ↑ ∞ such that (ω˜, y˜) = limn→∞(ω˜ · tn,u(tn, ω˜, x˜s1+ε)) and
such that there exists y˜s1−ε = limn→∞ u(tn, ω˜, x˜s1−ε). Consequently, ‖ y˜ − y˜s1−ε‖e  1/2, and hence
x˜s1+δ  y˜s1−ε < y˜. This, together with the monotonicity and Proposition 3.5, leads to a contradiction
with the deﬁnition of s1, and we are done.
(iv) The monotonicity is immediate from the monotonicity of the semiﬂow. The continuity follows
easily from the continuity of the path and the uniform stability of the semiorbit of (ω˜, x˜s) for any
s ∈ (0,1]. Finally, to see that ⋃s∈I Ks ⊂ Ω × X+ is connected for any interval I ⊂ (0,1], assume that it
is contained in the disjoint union of two open sets A and B of Ω × X+ . As omega-limit sets are well
known to be connected, each Ks must be contained either in A or in B . Call I A = {s ∈ I | Ks ⊂ A} and
I B = {s ∈ I | Ks ⊂ B}, with I = I A ∪ I B . Again the uniform stability of the semiorbits implies that both
I A and I B are open, so that I must be contained in one of them, and from this fact the proof is easily
concluded. 
Remark 3.7. If γ : [0,∞) → X+ is a continuous and increasing map with γ (s)  0 for every s > 0,
the conclusions of Proposition 3.6(iv) also hold for the map (0,∞) → Pc(Ω × X+), s → Ks , where
Ks = O(ω,γ (s)). The proof is identical.
We are ﬁnally in a position to state the main result of this section, which describes the three
possible scenarios for the dynamics in Case A. The information it provides must be completed with
Proposition 3.4, which describes the asymptotic properties of the lowest and the top minimal sets,
provided that they exist.
Theorem 3.8. Assume that the skew-product semiﬂow on Ω × X+ satisﬁes hypotheses (h1)–(h3). Then, the
dynamics is described by one of the following situations:
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base, i.e., K = {(ω, c(ω)) | ω ∈ Ω} for a continuous map c :Ω → X, and limt→∞ ‖c(ω · t) − u(t,ω, x)‖ = 0
for any (ω, x) with x  0.
Case A2. There are more than one strongly positive minimal sets and, among them all, there exists one, K− ,
which is the lowest one. It can either exist a top strongly positive minimal set K+ (Case A2.1) or not (Case A2.2).
In addition, given any minimal set K1  0 with K1 = K− , there exists a continuous and connected family
of (inﬁnitely many) strongly positive minimal sets, (Ks)s∈[s−,∞) , for an s− ∈ (0,1), such that Ks1  Ks2 for
s1 < s2 , with K− = Ks− < Ks < K1 for any s− < s < 1 and either Ks = K+ for every s s+  1 in Case A2.1
or
⋃
s1 Ks unbounded in Case A2.2.
Case A3. Given any minimal set K  0 there exists another one M  0 such that M < K . It can either exist a
top strongly positive minimal set K+ (Case A3.1) or not (Case A3.2).
In addition, given any minimal set K1  0 there exists a continuous and connected family of (inﬁnitely
many) strongly positive minimal sets, (Ks)s∈(0,∞) , such that Ks1  Ks2 for s1 < s2 , with 0  Ks < K1 for
any 0 < s < 1 and either Ks = K+ for every s  s+  1 in Case A3.1 or ⋃s1 Ks unbounded in Case A3.2.
Furthermore,
(i) if (ω, x) ∈ Ω × X+ is such that for any s ∈ (0,1] there exists (ω, ys) ∈ Ks with x  ys, then
x ∈ X+ − Int X+;
(ii) for any strongly positive minimal set M there is s ∈ (0,1) such that Ks < M.
Proof. Case A1: Since K is at the same time the top and lowest strongly positive minimal set, Propo-
sition 3.4 and an easy application of the monotonicity prove the assertion.
Case A2: Assume that there exist the lowest strongly positive minimal set, K− = {(ω, c−(ω)) |
ω ∈ Ω}, and other minimal set K1 > K− . We ﬁx (ω˜, y˜) ∈ K1 and build a strongly increasing con-
tinuous path γ : (0,∞) → X+ such that γ (0) = 0, γ (1) = y˜, and γ (s) = s y˜ for s > 1. The family
(Ks)s∈(0,∞) , with Ks = O(ω˜, γ (s))  0, is monotone, continuous and connected in the sense of Propo-
sition 3.6(iv) and Remark 3.7. Let us check that this family satisﬁes the assertions. Proposition 3.4(i)
ensures that Ks = K− for every s ∈ (0,1) with γ (s)  c−(ω˜). Hence s− = max{s ∈ (0,1) | Ks = K−}
is well deﬁned, belongs to (0,1), and satisﬁes λ∗s = λ∗s− < 1 for every s ∈ (0, s−], using Proposi-
tion 3.6(ii). Note that the fact that λ∗((0,1]) = [λ∗s− ,1] and Proposition 3.6(ii) ensure that there are
inﬁnitely many different elements in the family, and that Proposition 3.6(iii) ensures that Ks < K1
for every s < 1. Now assume that the top minimal set K+ = {(ω, c+(ω)) | ω ∈ Ω} exists. Then,
for any s such that s y˜  c+(ω˜) (so that s  1), Ks = K+ , and the remaining conclusion holds for
s+ = min{s  1 | Ks = K+}. If, on the contrary, K+ does not exist, the family is unbounded: if
this is not the case, it is easy to deduce from the expression of γ that Proposition 3.4(iii) holds,
impossible.
Case A3: Assume that there is not a lowest strongly positive minimal set. In this situation, Proposi-
tion 3.4 shows that for any strongly positive minimal set K there exists x  0 such that O(ω, x) < K .
Hence the only dynamical alternative to Cases A1 and A2 is the one described in Case A3.
Now we ﬁx a strongly positive minimal set K1 and consider the monotone, continuous and con-
nected family (Ks)s∈(0,∞) , associated to a suitable path γ constructed as in Case A2. We take a
minimal set M with 0 M < K1, ﬁx (ω˜, x˜) ∈ M and take s0 ∈ (0,1) with x˜s0 < x˜. Then Ks0  M < K1.
This implies that λ∗ ≡ 1 and consequently, by Proposition 3.6(iii), 0  Ks1  Ks2 < K1 for any
0 < s1 < s2 < 1. The assertions concerning the existence or absence of top minimal set are proved
as in Case A2. Finally, we prove (i) and (ii).
(i) Assume for contradiction that there are ω ∈ Ω and x  0 such that for any s ∈ (0,1] there
exists (ω, ys) ∈ Ks with x ys . Then, by monotonicity, 0  O(ω, x) Ks for any s ∈ (0,1). It follows
from the continuity of γ that O(ω, x) is the lowest strongly positive minimal set, which is impossible
in Case A3.
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x˜s0  x. Then 0 Ks0 O(ω, x) < M , as asserted. 
Remark 3.9. Using results by Novo et al. [26], it can be proved that, when conditions (A1)–(A4) in the
work of Jiang and Zhao [12] are fulﬁlled, as happens in many applications, then all the minimal sets
in Theorem 3.8 are copies of the base.
The classiﬁcation provided in Theorem 3.8 is optimal, in the sense that there exist monotone and
sublinear semiﬂows in each one of the cases described. Very simple examples of Cases A1 and A3 are
given by the positive semiﬂow induced on R+ by the solutions of the autonomous scalar equations
x′ = x(1 − x) and x′ = 0, respectively. (Here the set Ω reduces to a point and hence plays no role.)
The equation x′ = xf (x), where f :R+ → R+ is C1 and decreasing, with f (x) > 0 for x ∈ [0,1) and
f (x) = 0 for x ∈ [1,∞), provides an example of Case A2. Easy modiﬁcations provide examples of
Cases A2 and A3 admitting a top minimal set.
Remark 3.10. We point out that the families of minimal sets occurring in Cases A2 and A3 are not
necessarily unique, even when a top strongly positive minimal set exists. Examples of this lack of
uniqueness are described in [29]. However, the existence of a strongly positive copy of the base
K = {(ω, c(ω)) | ω ∈ Ω} ensures the existence of a continuous family of strongly positive copies of
the base satisfying the properties described in Theorem 3.8. To check this assertion we ﬁx ω˜ ∈ Ω ,
denote Ks = O(ω˜, sc(ω˜))  0 for s > 0 and deduce from the sublinearity and the continuity of c that,
for any (ω˜, y˜s) ∈ Ks , it is y˜s  sc(ω˜) if s ∈ (0,1) and y˜s  sc(ω˜) if s > 1. These inequalities and Propo-
sition 3.3(v) prove that Ks is a copy of the base for every s > 0. The assertion follows from the fact
that this family is associated to the path γ (s) = sc(ω˜).
The next result offers a precise characterization of each of the three Cases A, in terms of the be-
havior of the strongly increasing paths joining 0 with points in the ﬁbers of strongly positive minimal
sets.
Theorem 3.11. Assume that the skew-product semiﬂow on Ω × X+ satisﬁes hypotheses (h1)–(h3). With
reference to Theorem 3.8:
Case A1 is equivalent to the fact that for any strongly positive minimal set K , any (ω˜, y˜) ∈ K and any
strongly increasing path connecting 0 with y˜, it is λ∗ ≡ 1.
Case A2 is equivalent to the existence of a strongly positive minimal set K such that for a (actually for every)
strongly increasing path γ joining 0 with y˜, for a pair (ω˜, y˜) ∈ K , lims→0+ λ∗s = λ∗− with 0 < λ∗− < 1. In this
case necessarily λ∗((0,1]) = [λ∗−,1]. In fact, in Case A2 every strongly positive minimal set, other than the
lowest one (for which λ∗ ≡ 1 for any path), fulﬁls this condition.
Case A3 is equivalent to the existence of a strongly positive minimal set K such that for a (actually for every)
strongly increasing path joining 0 with y˜, for a pair (ω˜, y˜) ∈ K , lims→0+ λ∗s = 0, that is, λ∗((0,1]) = (0,1].
In fact, in Case A3, this behavior is common to every strongly positive minimal set.
Proof. Case A1: If Case A1 holds, the assertion follows from Proposition 3.6(ii). Conversely, if all the
maps λ∗ associated to a minimal set K  0 satisfy this property, it follows easily from Proposi-
tion 3.6(ii) that O(ω˜, x˜) = K whenever 0 x y for an (ω, y) ∈ K . It is immediate to deduce that if
K1 and K2 are two strongly positive minimal sets, they agree.
Case A2: Assume the existence of a minimal set K  0, a point (ω˜, y˜) ∈ K and a strongly increasing
path γ connecting 0 with y˜, with lims→0+ λ∗s = λ∗− ∈ (0,1). We ﬁx e  0 with e  λ∗− y for every
(ω, y) ∈ K . It follows from (3.2) and from λ∗s  λ∗− that x  e for every (ω, x) ∈
⋃
s∈(0,1] Ks , where
Ks = O(ω˜, γ (s)). From here it is immediate to check that e is also a lower bound for any state in a
strongly positive minimal set, so that Proposition 3.4(i) ensures the existence of the lowest strongly
positive minimal set. The previous paragraph shows that we are not in Case A1, so that the dynamics
corresponds to Case A2. The proof of the converse property and the remaining assertions are included
in the proof of Theorem 3.8.
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Cases A1 and A2 are precluded if λ∗((0,1]) = (0,1]. 
There are some particular situations in which the description is more accurate. To describe them is
the last purpose of this subsection. We ﬁrst assume the additional sublinearity condition of existence
of ω˜ ∈ Ω and t˜ > 0 with
u(t˜, ω˜, λx)  λu(t˜, ω˜, x) for any x  0 and λ ∈ (0,1), (3.4)
in order to show that the dynamics ﬁts Case A1. Once ﬁxed x 0 and λ ∈ (0,1) we can take μ ∈ (λ,1)
with u(t˜, ω˜, λx)μu(t˜, ω˜, x), so that sublinearity, Proposition 3.1(i) and the cocycle equality (2.1) en-
sure that u(t, ω˜, λx)  λu(t, ω˜, x) for every t  t˜ . The same dynamics occurs when (3.4) is substituted
by the less restrictive condition of existence of ω˜ ∈ Ω and t˜ > 0 with
u(t˜, ω˜, λx) > λu(t˜, ω˜, x) for any x  0 and λ ∈ (0,1) (3.5)
if the additional monotonicity condition (h4) holds. We also analyze the dynamics assuming (h4)
without imposing (3.5), showing that in particular the lack of uniqueness mentioned in Remark 3.10
in Case A2 or A3 is not possible.
Theorem 3.12. Assume that the skew-product semiﬂow on Ω × X+ satisﬁes hypotheses (h1)–(h3) and (3.4).
Then, the dynamics ﬁts Case A1 in Theorem 3.8.
Proof. Let ω˜ and t˜ be the ones appearing in (3.4). According with Theorem 3.11, it suﬃces to check
that for any strongly positive minimal set K , any (ω˜, y˜) ∈ K and any strongly increasing path con-
necting 0 with y˜, the map λ∗ deﬁned in (3.3) satisﬁes λ∗ ≡ 1. So, let us ﬁx such K and γ and denote
x˜s = γ (s) for s ∈ [0,1].
Assume by contradiction that λ∗s0 ∈ (0,1) for an s0 ∈ (0,1). We choose a sequence (tn) ↑ ∞ such
that (ω˜, y˜) = limn→∞(ω˜ ·tn,u(tn, ω˜, y˜)) and there exists limn→∞ u(tn, ω˜, x˜s0 ) = z˜. It follows from (3.2)
that z˜ λ∗s0 y˜, and by monotonicity and (3.4), u(t˜, ω˜, z˜)  λ∗s0u(t˜, ω˜, y˜). In other words, by the cocycle
property (2.1) and the continuity,
lim
n→∞u(t˜ + tn, ω˜, x˜s0)  λ
∗
s0 limn→∞u(t˜ + tn, ω˜, y˜). (3.6)
This contradicts the deﬁnition of λ∗s0 , and hence the theorem is proved. 
Theorem 3.13. Assume that the skew-product semiﬂow on Ω × X+ satisﬁes hypotheses (h1)–(h4), and let Ω˜
be the dense set in (h4). Then:
(i) Any minimal set K > 0 is strongly positive.
(ii) Any strongly positive minimal set is a copy of the base, and all of them are multiples of a reference one
K = {(ω, c(ω)) | ω ∈ Ω}; that is, all of them are the graphs Ks of the maps sc, for s varying in a right-
closed (maybe unbounded) interval J ⊂ (0,∞), which degenerates to a point if and only if the dynamics
ﬁts Case A1, with inf J ∈ J in Case A2 and inf J = 0 in Case A3. In particular, 0 is a continuous equilibrium
in Case A3.
(iii) If x  0, then there exists s ∈ J with limt→∞ ‖u(t,ω, x) − sc(ω · t)‖ = 0. The same happens if (ω, x)
with ω ∈ Ω˜ and x > 0 admits a backward extension.
(iv) If s− = inf J > 0, K− = {(ω, s−c(ω)) | ω ∈ Ω} is the lowest strongly positive minimal set.
(v) If s+ = sup J < ∞, K+ = {(ω, s+c(ω)) | ω ∈ Ω} is the top strongly positive minimal set.
Furthermore, if in addition the semiﬂow satisﬁes (3.5), then the dynamics ﬁts Case A1 in Theorem 3.8.
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(i) Let us check that for any K > 0 there exists (ω˜, x˜) ∈ K with ω˜ ∈ Ω˜ and x˜ > 0. Assuming by
contradiction that Ω˜ × {0} ⊆ K , it follows from the density of Ω˜ that Ω × {0} ⊆ K . Given t > 0
and ω ∈ Ω , let {(ω · (t + s), ys) | s  0} be a backward orbit of (ω · t,0) in K . Then 0  u(t,ω,0) 
u(t,ω, y−t) = 0. This shows that Ω × {0} is positively invariant, and hence, by minimality, it agrees
with K , impossible. Now, given such a point (ω˜, x˜) ∈ K , property (h4) applied to x1 = x2 = x˜ and λ = 0
implies that u(t˜, ω˜, x˜)  0, and hence, by Proposition 3.3(iii) and (iv), K = O(ω˜ · t˜,u(t˜, ω˜, x˜))  0.
(ii) Let us prove that any minimal set K  0 is a copy of the base. Because K is ﬁber-distal as
stated in Proposition 3.3(iv), it suﬃces to see that ﬁxed ω˜ ∈ Ω˜ there is a unique pair (ω˜, y˜) ∈ K .
Suppose for contradiction that there exist (ω˜, y˜1), (ω˜, y˜2) ∈ K with y˜1 = y˜2. As done in (3.2), for
each t  0 let λ(t) be the maximum value in [0,1] with u(t, ω˜, y˜1)  λ(t)u(t, ω˜, y˜2) and take λ =
limt→∞ λ(t) ∈ [0,1]. Then, take (tn) ↑ ∞ such that there exist limn→∞(ω˜ ·tn,u(tn, ω˜, y˜i)) = (ω˜, z˜i) ∈ K
for i = 1,2. Note that z˜1 = z˜2, since K is ﬁber-distal, and recall that Proposition 3.3(iv) also shows
that K has a ﬂow extension. Then, for each s  0, taking limits in the inequality for s + tn , we
get that u(s, ω˜, z˜1)  λu(s, ω˜, z˜2). It cannot be z˜1 > λz˜2, because hypothesis (h4) would imply that
u(t˜, ω˜, z˜1)  λu(t˜, ω˜, z˜2) and, arguing as in (3.6), we would get a contradiction with the deﬁnition
of λ. Thus, z˜1 = λz˜2  z˜2, and Proposition 3.5 gives us the searched contradiction.
We choose a strongly positive minimal set K = {(ω, c(ω)) | ω ∈ Ω}, consider a strongly increasing
continuous path γ joining 0 with c(ω˜) for a ﬁxed ω˜ ∈ Ω , denote x˜s = γ (s) for s ∈ (0,1], and write
Ks = O(ω˜, x˜s) = {(ω, cs(ω)) | ω ∈ Ω} for certain cs :Ω → X continuous. Let us ﬁx ω ∈ Ω˜ and s ∈ (0,1].
Taking limits in the inequality (3.2) for a suitable sequence (tn) → ∞ we get cs(ω)  λ∗s c(ω). If it
were cs(ω) > λ∗s c(ω), hypothesis (h4) would imply cs(ω · t˜)  λ∗s c(ω · t˜), which as in (3.6) would lead
to a contradiction. So that cs(ω) = λ∗s c(ω) for any ω ∈ Ω˜ , and by continuity and density, cs = λ∗s c.
It follows easily that any minimal set is of the form {(ω,λc(ω)) | ω ∈ Ω} for a certain λ > 0: if
M = {(ω,d(ω)) | ω ∈ Ω} is a strongly positive minimal set, we take x˜  0 with x˜  c(ω˜) and x˜ d(ω˜)
and choose suitable paths joining 0 with c(ω˜) and d(ω˜) and passing through x˜ to conclude that
O(ω˜, x˜) = {(ω,λ1c(ω)) | ω ∈ Ω} = {(ω,λ2d(ω)) | ω ∈ Ω} for certain λ1, λ2 > 0, which implies the
assertion.
Let us ﬁnally deﬁne J = {s > 0 | sc is a continuous equilibrium}. Clearly J is a right-closed set, with
J = {1} in Case A1, inf J = s− ∈ J in Case A2 (for which K− = {(ω, s−c(ω)) | ω ∈ Ω}) and inf J = 0
in Case A3 (for which 0 is an equilibrium). By Remark 3.7 applied to the path γ0(s) = sc(ω˜), J is an
interval.
(iii) To check the ﬁrst assertion, we recall that whenever x  0, O(ω, x) is a strongly positive
minimal set, and apply (ii). The other property is proved as (i).
(iv)&(v) These properties are obvious once all the strongly positive minimal sets are known.
Finally, in order to check the last assertion, note that if there were two strongly positive minimal
sets K = {(ω, c(ω)) | ω ∈ Ω} and Kλ = {(ω,λc(ω)) | ω ∈ Ω} for a certain λ ∈ (0,1), by (3.5) we would
obtain λc(ω˜ · t˜) = u(t˜, ω˜, λc(ω˜)) > λu(t˜, ω˜, c(ω˜)) = λc(ω˜ · t˜), a contradiction. 
We point out that, under hypotheses (h1)–(h4), the fact that Ω × {0} is a minimal set, for sure in
Case A3, is also possible in Cases A1 and A2, as the examples described after Theorem 3.8 show.
Assume ﬁnally that, in the conditions of the previous theorem, the dynamics ﬁts Case A2 or A3 and
K = {(ω, c(ω)) | ω ∈ Ω} is a minimal set. Assume also that u is differentiable with respect to the state
variable and that the linearized skew-product semiﬂow on K admits a “continuous separation” in the
terms of Polác˘ik and Teres˘c˘ák [30,31] (see also Shen and Yi [38]). Then the dominant one-dimensional
subspace generated by a strongly positive vector (which determines the long-term behavior of the
linear semiﬂow) is given, for each ω ∈ Ω , by span{c(ω)}; i.e., it is determined by the family of minimal
sets, where the semiﬂow u has a linear restriction.
3.2. Dynamics under the absence of strongly positive minimal sets
The three dynamical possibilities occurring under hypotheses (h1), (h2) and (nh3), called Cases B,
C and D, are described in Theorem 3.15. Recall that Proposition 3.1 shows that the set Ωb of base
points ω such that the semiorbit of (ω, x) is bounded for every x ∈ X+ , and its complementary Ωu ,
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exists for any (ω, x) ∈ Ωb × X+ . Recall also that, as proved in Theorem 3.2, under hypothesis (nh3),
either there are not any minimal sets or they are contained in the border of the phase space. Be-
fore stating Theorem 3.15, we check that this last property is stronger under the extra monotonicity
condition (h4).
Theorem 3.14. Assume that the skew-product semiﬂow on Ω × X+ satisﬁes hypotheses (h1), (h2), (nh3)
and (h4). Then either there are not bounded semiorbits or Ω × {0} is the only minimal set. Consequently,
Ω × {0} ⊆ O(ω, x) and hence lim inft→∞ ‖u(t,ω, x)‖ = 0 for every (ω, x) with bounded semiorbit.
Proof. Let us assume the existence of a bounded semiorbit and take a minimal set K . We ﬁx a
point (ω, x) ∈ K with ω ∈ Ω˜ (the dense set appearing in (h4)), and assume by contradiction that
x > 0. Property (h4) applied to x1 = x2 = x and λ = 0 shows that u(t˜,ω, x)  0, which according to
Theorem 3.2 means that K  0 and contradicts (nh3). This means that K ∩ (Ω˜ × X+) = Ω˜ × {0}, and
hence that Ω × {0} ⊂ K . Arguing as at the beginning of the proof of Theorem 3.13(i), we deduce that
K = Ω × {0}, as asserted. Clearly, any omega-limit set contains this unique minimal set, from where
the last property follows. 
Theorem 3.15. Assume that the skew-product semiﬂow on Ω × X+ satisﬁes hypotheses (h1), (h2) and (nh3).
Then, one of the following situations holds:
Case B: Ω = Ωb and every minimal set is contained in Ω × (X+ − Int X+).
Case C: Ω = Ωb and Ω = Ωu . In this case, Ωu is residual, and O(ω, x) ∩ (Ωu × Int X+) = ∅ for every
(ω, x) ∈ Ωb × X+ . In addition, if hypothesis (h4) holds for a dense subset Ω˜ ⊆ Ω , then there exists
a residual set Ωo ⊆ Ω such that lim inft→∞ ‖u(t,ω, x)‖ = 0 and limsupt→∞ ‖u(t,ω, x)‖ = ∞ for
every (ω, x) ∈ Ωo × Int X+ . Furthermore, if Ω˜ = Ω , then O(ω, x)∩ (Ωu × X+) = Ωu ×{0} for every
(ω, x) ∈ Ωb × X+ .
Case D: Ω = Ωu .
Proof. It is obvious that Cases B, C and D exhaust the possibilities under hypothesis (nh3). We
will prove the remaining assertions in Case C, so that we assume Ω = Ωb and Ω = Ωu . Let us
ﬁx e  0. According to Proposition 3.1 we can write Ωb = ⋃m∈N Am with Am =
⋂
r∈Q+{ω ∈ Ω |
‖u(r,ω, e)‖ < m}. Let us check Int Am is empty for every m ∈ N. It is easy to check that Am ⊂ Ωb ,
so that Ωb contains the open subset Int Am . Assuming by contradiction that it is nonempty, we con-
clude from the minimality of Ω and the invariance of Ωb that Ωb = Ω: for any ω ∈ Ω there is t ∈ R
with ω · t ∈ Int Am ⊂ Ωb , and hence ω ∈ Ωb . Consequently, as Ωb = Ω , then it is a ﬁrst Baire category
set and hence its complementary Ωu is a residual set (see [4]).
According to Proposition 3.1(ii), if (ω˜, x˜) ∈ Ωu × Int X+ , the semiorbit of (ω˜, x˜) is unbounded. This
means that (ω˜, x˜) /∈ O(ω, x) for any (ω, x) ∈ Ωb × X+ , as asserted.
Assume now that (h4) holds and for an e  0 deﬁne ie(ω) = inft0 ‖u(t,ω, e)‖. We take
ω ∈ Ωb , and observe that Theorem 3.14 ensures that ie(ω) = 0. Consequently, according to Propo-
sition 3.1(iv), the nonempty vanishing set of ie , Ωc , is residual. Let us deﬁne Ωo = Ωu ∩ Ωc , also
residual, and take ω ∈ Ωo . Since ω ∈ Ωc , ie(ω) = lim inft→∞ ‖u(t,ω, e)‖ = 0, and since ω ∈ Ωu ,
limsupt→∞ ‖u(t,ω, e)‖ = ∞. This and Proposition 3.1(ii) prove the same properties for every (ω, x) ∈
Ωo × Int X+ .
Assume ﬁnally that condition (h4) holds for every ω ∈ Ω , take (ω˜, x˜) ∈ O(ω, x) ∩ (Ωu × X+) for a
point (ω, x) ∈ Ωb × X+ , and suppose by contradiction that x˜ > 0. Then, by (h4) and Proposition 3.1(iii),
(ω˜ · t˜,u(t˜, ω˜, x˜)) ∈ O(ω, x) ∩ (Ωu × Int X+), which as seen above is impossible. The proof is com-
plete. 
Note that, when applied to semiﬂows coming from differential equations, the oscillation properties
in Case C under hypothesis (h4) are an extension to the monotone and sublinear general dimension
case (ﬁnite or inﬁnite) of the well known oscillation properties occurring in the linear scalar case:
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proof.
As in the previous subsection, the above classiﬁcation is optimal. Examples as simple as the pos-
itive semiﬂows induced on R+ by the solutions of the autonomous linear scalar equations x′ = −x
and x′ = x respectively ﬁt Cases B and D. Note that, as pointed out in the Introduction, Case D
does not mean the absence of strictly positive bounded semiorbits, and Cases B and D are com-
patible with highly complicated dynamics in the nonautonomous cases. In addition, to ﬁnd examples
of Case C is a bit more diﬃcult, since this type of dynamics cannot occur in the autonomous case,
understanding by autonomous the case in which Ω reduces to a point (see e.g. [21]). In order to
complete this information, we describe in what follows a family of well-known examples of scalar
almost periodic ordinary differential equations giving rise to very interesting different phenomena in
Cases C and D.
The base space Ω will be a compact metric space with a minimal and almost periodic ﬂow. Almost
periodicity means equicontinuity of the family of transformations of the base (σt)t∈R; that is, two or-
bits remain uniformly close at any time provided that the initial points are close enough. It is well
known that such a ﬂow admits a unique ergodic measure m. Given a continuous function f :Ω → R,
we consider the family of linear equations x′ = f (ω ·t)x for ω ∈ Ω , whose solutions deﬁne a monotone
and linear semiﬂow τ on Ω × R+: τ (t,ω, x) = (ω · t,u(t,ω, x)) = (ω · t, xexp(
∫ t
0 f (ω · s)ds)). We as-
sume that the equations do not have an exponential dichotomy, or in other words, that
∫
Ω
f dm = 0.
According to the results of Selgrade [35] and Sacker and Sell [32,33], this means that some equa-
tion in the family admits a non-trivial (positive) bounded solution. Let us represent the base sets
corresponding to bounded and unbounded positive semiorbits by Ω fb (nonempty) and Ω
f
u . Since
they are invariant and m is ergodic, their measure is 0 or 1. Note that ω ∈ Ω fb if and only if
limsupt→∞
∫ t
0 f (ω · s)ds < ∞. Then:
1. In the case that f admits a continuous primitive, i.e., a continuous function g :Ω → R with
g(ω · t) − g(ω) = ∫ t0 f (ω · s)ds for every ω ∈ Ω and every t ∈ R, then the omega-limit set of
(ω0, x0) is {(ω, x0 exp(g(ω) − g(ω0))) | ω ∈ Ω}, and hence the dynamics ﬁts the one described in
Theorem 3.13, Case A3.
2. In the rest of the cases, the oscillation theorem before mentioned ([13,15,16]) shows that the
points ω ∈ Ω such that limsupt→∞
∫ t
0 f (ω · s)ds = ∞ and lim inft→∞
∫ t
0 f (ω · s)ds = −∞ form
a residual invariant subset Ω fo  Ω . Since Ω
f
o ⊆ Ω fu and Ω fb is nonempty, the dynamics ﬁts
Case C. Moreover, if ω0 ∈ Ω fb the positively invariant compact set K0 = Cls Ω×R+{τ (t,ω0,1) |
t  0} is pinched. This means that the non-null semicontinuous function s(ω) = sup{x ∈ R+ |
(ω, x) ∈ K0} vanishes at every ω ∈ Ω fo . See Núñez and Obaya [27] for details. It follows from
s(ω · t) = s(ω)exp∫ t0 f (ω · s)ds that ω ∈ Ω fb if s(ω) = 0.
3. In spite of being in Case C, the dynamics of the examples mentioned in point 2 can be
highly different. There are functions f admitting measurable but not continuous primitive g
(see e.g. Furstenberg [8] and Novo and Obaya [23]). If this happens, since s(ω) = exp(g(ω) −
g(ω0)) = 0 almost everywhere, then m(Ω fb ) = 1 and hence m(Ω fu ) = 0. But there are also many
functions f with
∫
Ω
f dm = 0 without measurable primitive (see Johnson [14]). In this case,
m(Ω fb ) = 0 and hence m(Ω fu ) = 1. This conclusion follows from a contradiction argument: as-
suming m(Ω fb ) = 1 one constructs a compact invariant pinched set for which the corresponding
semicontinuous function s is different from 0 almost everywhere, and hence its logarithm pro-
vides a measurable primitive.
In addition, it is not hard to check that in the case that f admits a measurable but not a con-
tinuous primitive, then there exist omega-limit sets which have indeed nonempty intersection with
Ω × {0} and Ω × Int X+ , as well as different ergodic measures for the semiﬂow τ .
Let us employ the previous family to construct a two-dimensional example of Case D. If the
function f does not have a continuous primitive, then the dynamics of the (monotone and linear)
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x′ = f (ω · t)x, y′ = − f (ω · t)y for ω ∈ Ω provides an interesting example of Case D. To check
this assertion, note that τ˜ (t,ω, x, y) = (ω · t, xexp(∫ t0 f (ω · s)ds), y exp(−
∫ t
0 f (ω · s)ds)), so that any
(ω, x, y) ∈ Ω fu × IntR2+ gives rise to a semiorbit with unbounded ﬁrst component. This excludes
Cases A and B. Assume now that ω ∈ Ω fb . Applying Theorem 3.14 to the scalar equation x′ = f (ω · t)x,
we have lim inft→∞ exp(
∫ t
0 f (ω · s)ds) = 0, so that the second component of the semiorbit for τ˜ of
any (ω, x, y) ∈ Ω fb × IntR2+ is unbounded: we are in Case D, as asserted. What makes this exam-
ple interesting is that the absence of strongly positive bounded semiorbits does not imply that the
norm of the solutions goes to ∞ as time increases: they can be oscillating solutions. In fact, for
every ω ∈ Ω fo the ﬁrst component of the semiorbit of (ω,1,1) approaches ∞ (resp. 0) along a se-
quence of times for which the second one approaches 0 (resp. ∞); and given any ω ∈ Ω fo and x > 0
there exists a sequence ((ω · tn, x,1/x)) (obviously norm-bounded) in the semiorbit of (ω,1,1) with
(tn) ↑ ∞. Note also that in this case it makes sense to talk about the omega-limit set of the un-
bounded semiorbits contained at Ω fo × IntR2+ . This omega-limit set makes also sense in the case that
ω ∈ Ω fb : if limn→∞(ω · tn,exp(
∫ tn
0 f (ω · s)ds)) = (ω1, x) with x > 0 for (tn) ↑ ∞ (so that ω1 ∈ Ω fb ),
then τ˜ (tn,ω,1,1) tends to (ω1, x,1/x). In fact this type of limit is the only possible, so that the cor-
responding omega-limit set (closed and positively invariant, but not compact) does not project on the
whole base Ω .
We also point out that there are more sophisticated examples, like the non-linear ones due to
Keller [17] and Jäger [11], ﬁtting Case B, for which the dynamical scenery is even more complex
than the one previously described for Case C: apart from the existence of omega-limit sets given
by pinched sets and different ergodic measures, in those examples there appear non-null Lyapunov
exponents as well as strange non-chaotic attractors.
We ﬁnish this paper by recalling that the dynamics can be more accurately described in the case
of a semiﬂow determined by a recurrent two-dimensional system of differential equations. We refer
the reader to [29] for a detailed description of the set of all the minimal sets in that case.
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