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Abstract
Synthetic Aperture Radar (SAR) has proven a valuable tool in the monitoring of the
Earth, either at a global or local scales. SAR is a coherent radar system able to image
extended areas with high resolution, and finds applications in many areas such as forestry,
agriculture, mining, structure inspection or security operations.
Although space-borne SAR systems can image extended areas, their main limitation
is the long revisit times, which are not suitable for applications where the target ex-
periments rapid changes, in the scale of minutes to few days. Ground-Based Synthetic
Aperture Radar (GBSAR) systems have proven useful to fill this revisit time gap by imag-
ing relatively small areas continuously, with extensions usually smaller than a few square
kilometers. GBSAR systems have been used extensively for the monitoring of slope insta-
bility, and are a common tool in the mining sector.
The development of the GBSAR is relatively recent, and various developments have
taken place since the 2000s, transitioning from the usage of Vector Network Analyzers
(VNAs) to custom radar cores tailored for this application. This transition is accompanied
by a reduction in cost, but at the same time is accompanied by a loss of operational
flexibility. Specifically, most GBSAR sensors now operate at a single frequency, losing the
value of the multi-band operation that VNAs provided.
This work is motivated by the idea that it is worth to use the value of multi-frequency
GBSAR measurements, while maintaining a limited system cost. In order to implement
a GBSAR with these characteristics, it is realized that Software Defined Radio (SDR)
devices are a good option for fast and flexible implementation of broadband transceivers.
This thesis details the design and implementation process of an SDR-based Frequency
Modulated Continuous Wave (FMCW) GBSAR system from the ground up, presenting
the main issues related with the usage of the most common SDR analogue architecture, the
Zero-IF transceiver. The main problem is determined to be the behavior of spurs related
to IQ imbalances of the analogue transceiver with the FMCW demodulation process.
Two effective techniques to overcome these issues, the Super Spatial Variant Apodization
(SSVA) and the Short Time Fourier Transform (STFT) signal reconstruction techniques,
iii
are implemented and tested. The thesis also deals with the digital implementation of the
signal generator and digital receiver, which are implemented on top of an RF Network-on-
Chip (RFNoC) architecture in the SDR Field Programmable Gate Array (FPGA). Another
important aspect of this work is the development of an Radio-Frequency (RF) front-end
that extends the capabilities of the SDR, implementing filtering, amplification, leakage
mitigation and up-conversion to X-band. Finally, a set of test campaigns is described, in
which the operation of the system is verified and the value of multi-frequency GBSAR
observations is shown.
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1 Introduction
1.1 SAR history and evolution
Synthetic Aperture Radar (SAR) has been used since the sixties for a plethora of ap-
plications. Its high spatial resolution, day and night imaging capability and weather-
independent operation have made of it an invaluable remote sensing tool that complements
other observation techniques such as optical imaging. SAR is applied in a wide range of
sectors, including commercial, scientific and military, for applications ranging from small
scale observations such as target detection [1] and infrastructure monitoring [2] to large-
scale ones such as terrain mapping [3].
SAR was first proposed by Carl Wiley in 1951 and later patented in 1954. The concept
of synthetic aperture was a breakthrough for imaging radars, that relied on the Side
Looking Airborne Radar (SLAR) technique at that time [4–6]. Compared to SLAR,
where azimuth resolution is inversely proportional to the antenna size, the SAR resolution
is proportional to it. This fact allowed much finer azimuth resolutions for practical antenna
sizes. Although the SAR technique only provides finer resolutions in azimuth, it was this
finer resolution that provided an incentive to also improve range resolution [5].
The first developments of SAR were in the military field. Stemming from research
and development programs aimed at improving military surveillance, SAR was regarded
as a potential tool to be developed. The first systems used optical processing due to the
lack of powerful digital techniques. In the 70s, digital technology advances allowed the
implementation of the first digital SAR processors [5]. Since then, a constant stream of
significant improvements have taken place.
The first civil space-borne SAR mission was the SEASAT mission in 1978 [7]. The
SEASAT mission included an L-band SAR and its main goal was to get a better un-
derstanding of Earth’s seas. Unfortunately, the mission terminated after 110 days due
to a hardware failure. Nevertheless, SEASAT data demonstrated the potential of SAR
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for Earth observation and spawned many subsequent Earth remote sensing missions and
instruments [4].
During the 70s and the 80s, the research on SAR for civil applications became a very
active field. Many airborne sensors were developed as demonstrators and were used for
geophysical and biophysical parameter retrieval from the Earth surface. The advances
achieved in airborne systems were then implemented in space borne systems.
Although the first SAR developments were developed in the USA, other countries were
aware of the technology potential and started their own programs. ERS-1 and ERS-2
were the first space borne SAR sensors developed by the European Space Agency (ESA).
Launched in 1991 and 1995, respectively, the ERS-1/2 mission was aimed at providing
high quality SAR images of ocean, coastal zones, ice regions and land. The mission was
a technological milestone both in instrument technology and the fact that it was the first
time that two SAR satellites operated in a ’tandem’ configuration. This configuration
provided the opportunity to observe changes over a very short time spacing (24h between
both satellite passes) [8]. In Japan, JERS-1 [9], launched in 1992, and was aimed at
applications such as monitoring of geological phenomena, land use, observation of coastal
regions and disaster monitoring. Canada stepped in with the RADARSAT program [10],
which was commercially operated and served both scientific and commercial demands such
as disaster management, interferometry, agriculture, cartography, hydrology, etc.
Throughout SAR technology development, there has been a push to increase the value
of the provided data. In the 80s and 90s, new techniques such as SAR polarimetry and
interferometry arose and increased the richness of available information, making new ap-
plications possible. For instance, the development of interferometry led to applications
such as deformation monitoring and Digital Elevation Map (DEM) creation. On the other
hand, polarimetry found applications in agriculture, oceanography, forestry and disaster
monitoring [11]. Significant developments in these two fields were achieved by SIR-C/X-
SAR in 1994, a joint National Aeronautics and Space Administration (NASA)/Deutsches
Zentrum für Luft-und Raumfahrt (DLR)/Agenzia Spaziale Italiana (ASI) mission which
consisted of L-, C- and X-band sensors mounted on the NASA Space Shuttle. Simultaneous
multi frequency, fully polarized, repeat-pass interferometric capability of SIR-C/X-SAR
was a major milestone in SAR development and had a profound impact on subsequent
SAR missions. Differential interferometry was also developed in the 90s and the beginning
of 2000s by ERS-1/2 and ENVISAT.
ENVISAT was one of the most complex European satellites. Launched in 2002 it was
the first space-borne SAR sensor to implement different acquisition modes through antenna
flexibility, and marked the beginning of a trend for later SAR missions. The versatility
of the antenna allowed for various acquisition modes to be operated on demand. Each
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acquisition mode was optimized for each application, by exploiting trade-offs in swath
coverage, resolution and incidence angle.
The trends in the last years are in line with the goal of providing increased informa-
tion richness. Higher spatial resolution, higher swath, reduced revisit time, polarimetric
information, and interferometric and multi frequency capabilities have been the drivers
that have conditioned recent SAR missions. Sentinel-1A/B, TerraSAR-X, TanDEM-L,
TanDEM-X and Cosmo-SkyMED represent a step-up in SAR capability by achieving
sub-metric resolution or implementing also new modes such as bi-static acquisitions, and
providing lower revisit times by using satellite constellations.
More recently, a new trend is arising. The existence of a market demand beyond
science has the emergence of actors coming from the private sector. Before that, only big
space agencies developed space-borne systems due to the big investment required. Only
big systems were put into orbit due to the requirements of high quality data products (fine
resolution, wide area coverage). Although there are physical constraints that tie system
size with resolution, some companies have bet on smaller and lower cost satellites [12].
The sacrifices in individual sensor performance are counteracted by a strong reduction in
cost, which promotes the use of radar constellations. In turn, SAR constellations provide
a reduction of the revisit time and an increase of the amount of data generated. This
trend is called ”NewSpace” [13]. It has been shown that NewSpace small satellites have
in general a better performance index to mass ratio than traditional systems [13]. Two of
the companies that are developing small satellite constellations are ICEYE and Capella
Space. ICEYE plans a 18 satellite constellation with an average revisit time of 3 hours [14].
Capella Space aims at setting up a constellation of 36 satellites to provide 1 hour revisit
time.
Nowadays, SAR has entered a maturity point that allows consistent and continued sup-
ply of data at a global scale. A prominent example of this is the Copernicus program from
the European Commission. This program is meant to provide a sustained, independent
space-based infrastructure for environmental monitoring, providing observations for secu-
rity, climate change and the management of the environment. Currently, the space-borne
segment comprises the Sentinel family of satellites [15].
Table 1.1 contains a chronological list of some important SAR systems through history
and expected ones along with some of its characteristics.
3
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Mission Lifetime Agency Band Remarks
SEASAT 1978-1978 NASA L 1st civilian SAR
SIR-A 1981-1981 NASA L Technology demonstrator
SIR-B 1984-1984 NASA L Technology demonstrator
ERS-1/2 1991-20001995-2011 ESA C 1st european SAR mission and 1st tandem configuration
JERS-1 1992-1998 JAXA L 1st Japanese SAR mission
SIR-C/X-SAR 1994-1994
NASA
DLR
ASI
L
C
X
1st multi-frequency SAR mission
RADARSAT-1 1995-2013 CSA C 1st Canadian SAR mission
ENVISAT 2002-2012 ESA C 1st multi-mode SAR through antenna flexibility
RADARSAT-2 2007 CSA C Azim. resolution up to 1m
TerraSAR-X 2007 DLR X SIR-C/X-SAR and SRTM heritage
Cosmo-SkyMED 2007 ASI/MiD X Constellation of 4 satellites
TanDEM-X 2010 DLR X Tandem with TerraSAR-X and 1st bi-static SAR mission
RISAT-1 2012-2017 ISRO C 1st Indian indigenous SAR satellite
KOMPSAT-5 2013 KARI X 1st Korean SAR mission
Sentinel-1A/B 2014/2016 ESA C Constellation of 2 satellites
Gaofen-3 2016 CASTBISSE C 1st Chinese high-resolution SAR
PAZ 2018 CDTIINTA X 1st Spanish civil/mil. SAR Based on TerraSAR-X
ICEYE 2018 Private X 18 small-sat constellation
Capella 2018 Private X 36 small-sat constellation
NISAR 2022* NASAISRO
L
S Global ice/land deformation every 12 days
TerraSAR-X-NG >2020* DLR X 3rd unit of TerraSAR-X
HRWS >2022* DLR X 4th unit of TerraSAR-X
Biomass 2022* ESA P Forest tomography
ROSE-L >2028* ESA L Dense temporal series with Sentiel-1
*Future missions
Table 1.1: Selection of SAR missions over time in chronological order.
1.2 GBSAR evolution
Space-borne SAR is one of the most important remote sensing techniques today. However,
space systems have their own limitations. Specifically, space-borne systems are limited by
its revisit time and have a limited observation geometry span of the scene. This makes
space-borne SAR unsuitable for applications where real-time or near real-time observation
is needed, such as in geologic or structural processes that are characterized by fast changes
(e.g. landslides and infrastructure dynamics). Regarding the observation geometry, space-
borne SAR is not an optimum solution when the geometry of the target scene consists
of steep slopes or for more complex scenes, such as the geometries found in the mining
industry. Air-borne SAR systems can serve applications that require medium revisit times
and medium area coverage. However, they are still costly and have a lower limit in the
revisit time, either due to cost or operative considerations. For small scale and constant
measurements, Ground-Based Synthetic Aperture Radars (GBSARs) systems represent a
more suitable solution. Apart from the geometric and temporal aspects, the deployment,
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operation, and hardware costs of a GBSAR are significantly reduced with respect to air-
borne and space-borne systems. Another advantage is that there is a perfect knowledge
of the sensor position, which simplifies data processing when interferometry is considered.
The pioneering GBSAR systems relied on Vector Network Analyzer (VNA) for the
implementation of the radar core. A VNA is a laboratory instrument used for measuring
the scattering matrix of Radio-Frequency (RF) devices, including its phase, by coherently
transmitting a Stepped Frequency Continuous Wave (SFCW) signal. Their great flexi-
bility in frequency range make them a readily available solution to implement a GBSAR
system. By using a VNA, a GBSAR designer can benefit from the robustness brought by
established equipment manufacturers and avoid the need to assemble custom electronics.
However, the usage of a VNA comes with a set of drawbacks. First, swept frequency signal
generation can be slow due to the constant re-tuning and settling times of the frequency
generation system. Second, a VNA may not represent a cost-effective solution for a pro-
duction stage radar due to high unit cost. Third, VNAs tend to be bulky, but at the
same time need to move along with the antennas to keep the RF signal cables static. RF
cable movement through the aperture would result in a time-dependent phase and ampli-
tude distortions. The slow acquisition may be the strongest performance limiter. As the
aperture time increases, effects causing loss of coherence such as atmosphere variations,
vegetation or small debris movements have a stronger effect on data quality [16].
Due to the previous limitations, GBSAR manufacturers started to develop their own
hardware platforms that were specially designed for being used in a GBSAR, reducing the
acquisition from several minutes to less than a minute [17]. This is achieved, for example,
by using different signal modulation schemes such as Linear Frequency Modulation (LFM)
or Frequency Modulated Continuous Wave (FMCW).
Table 1.2 shows a selection of GBSAR systems found in the literature and the market
along with its characteristics.
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System Type Band Pol. Acquisitiontime
Scan
geometry
Resolution
((m)/(mrad))
SSR-SARx [18] ? Ku NA 40 s Linear 0.75/1.5
RiskSAR [19] FMCW X Full 1 min (single pol) Linear 1.25/4.4
IBIS-FM [20] FMCW Ku VV <3 min Linear 0.5/4.3
FastGBSAR [21] FMCW Ku Single/Full 4 s Linear 0.5/4.8
MELISSA [22] MIMO Ku ? 2.6 ms Motionless 0.89/21
Phoenix [23] FMCW X,Ku Single/Full ? Linear NA
IRadar G2000 [24] FMCWSFCW Ku Single ? Linear 0.15/5.8
GB NW-SAR [25] Noise Ka VV 20 s Angular 1/12
LISA [26] VNA Ku VV 35 min Linear 2/4
NA [27] VNA C,X VV,HH ? Linear NA
NA [28] VNA C Full ? Arc 0.25/2
NA [29] VNA P,L,S,C Full ? Linear NA
Table 1.2: Selection of GBSAR systems in the market and literature.
1.3 Research opportunities in SAR and GBSAR sys-
tem development
It is clear that the current trend in space-borne systems involves the increase of information
richness by exploiting different kinds of observation diversity: bi-static configurations such
as in the TanDEM-X mission or lower revisit times sought by dense constellations. As
explained in Section 1.1, NewSpace is a change of paradigm with a clear directive: achieve
an increase of performance-cost ratio by reducing the total development and hardware cost,
while trying to maintain the value of the information delivered. This is done by employing
satellite constellations that allow drastic reductions of revisit time and by exploiting the
performance brought by standardized hardware components.
This directive may be relevant in the future development of other kind of systems.
However, they can already be found in devices such as Software Defined Radios (SDRs).
In the SDR paradigm, the advances of digital and RF technology, in part boosted by the
communications mass market needs, are used to build radios capable of serving multiple
communication standards through the usage of Intermediate Frequency (IF) software sig-
nal processing and flexible RF front-ends. The trends mentioned before emerge in this
case: the cost reduction is achieved through the use of integrated, mass-produced hardware
and the re-use of the same system for multiple applications, while trying to maintain the
performance by taking advantage of advanced signal processing and hardware performance
advancements.
The previous trends, along with the emergence of SDR, have been also transferred
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to radar design and the term Software Defined Radar (SDRadar) has been coined [30].
SDRadar refers to a radar that operates much like and SDR by taking signal processing
operations previously done in hardware to the software domain.
The research opportunity pursued in this thesis emerges from these trends. Specifically,
looking at the evolution of GBSAR systems until the present day, it is natural to ask
whether the common emerging paradigms found in the NewSpace sector and SDR, can be
of use in the future developments of GBSAR systems. The first generation of GBSARs,
as explained, used mainly laboratory instrumentation, which gave them great flexibility
in frequency selection. The next generation GBSARs transitioned to custom electronics,
but at the same time concentrating on single band designs, mostly at X- and Ku-band.
Recovering the multi-frequency capability, but at the same time preserving the advantages
of the custom electronics, may be an interesting objective to pursue. SDR, which primes
flexibility, cost-effectiveness and rapid development time, could be a good fit for this goal.
Multi-frequency SAR is part of the more general group of multi-dimensional SAR
techniques, such as Interferometric SAR (InSAR), Polarimetric SAR (PolSAR), their
combination, Polarimetric Interferometric SAR (PolInSAR), and multi-time SAR. Multi-
dimensional SAR has proven to be very useful for a wide range of applications. One of its
essential characteristics “resides in the large number of available radar observables that
make a better characterization of the observed terrain possible” [31]. The increased avail-
ability of space-borne SAR sensors has fostered the interest in multi-frequency data due to
the varied and extensive datasets available. The frequency diversity is being exploited to
improve the quality of the final products, either by selecting the most appropriate band for
each scenario or by using data fusion techniques. The main advantage of multi-frequency
data is the different back-scattering characteristics of each band for a given scenario. For
instance, in the monitoring of landslides, while short wavelength bands such as X- and
Ku-bands provide a high sensitivity to changes, their robustness is severely hindered when
the terrain is covered with vegetation. In this case, longer wave-length bands, such as
L-band, provide more robust results due to its higher vegetation penetration, although
with less sensitivity to changes [32].
The evident advantages of multi-frequency SAR provide a reason to include this ca-
pability in the GBSAR system developed in this thesis. This capability, along with the
flexibility in its configuration, is intended to give the user a versatile system that can be
adapted to each scenario, and provide a means to acquire closely-spaced multi-frequency
GBSAR images.
Summarizing, the main objectives of this thesis are:
1. To explore the potential use of SDR to implement a multi-frequency GBSAR system,
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including X-, C-, L- and P- bands.
2. To investigate the strengths and pitfalls of using Zero-IF, the most common SDR
RF hardware architecture, as part of the GBSAR system.
3. To reduce or eliminate the detrimental effects, if any, introduced by the SDR.
4. To build a first commercial prototype that presents an alternative to current GB-
SARs in the market. This objective is orientated to the introduction of the system
to the market. This is common in an Industrial PhD thesis, and has implications in
its form and content. The thesis does not focus purely on research, but cedes part
of it to more technical and implementation aspects.
5. To perform a test campaign demonstrating the capabilities of the system.
8
2 Background
2.1 Software Defined Radio
2.1.1 The Software Defined Radio concept
The term SDR was coined by Joe Mitola in 1992 and refers to a class of radio devices that
can be reprogrammed and reconfigured [33]. An SDR can be defined as a radio device in
which some or all the operations previously performed in hardware are implemented in
software [34]. The idealized SDR consists on an Analog to Digital Converter (ADC) and
Digital to Analog Converter (DAC) that directly samples/drives the antenna terminal, see
Figure 2.1a. In this idealized concept, all characteristics of the waveform and all signal
processing involved takes place in software. This idealized concept is not practical in
general because the performance imposed to the digitizing devices and the software part
is not achievable in practice. First, the digitizing devices should be able to work directly
at RF frequencies and have dynamic ranges high enough so that no amplification in the
RF domain is needed. Second, and due to these requirements, the software part should
be able to cope with an enormous data rate with a huge processing load.
The idealized SDR, whilst not being practical, intends to encapsulate the idea of ulti-
mate flexibility and marks the direction of development of practical SDR. In real scenarios,
SDRs incorporate signal conditioning RF stages that adapt the signal to be digitized and
generated by practical ADCs and DACs. These conditioning stages contain Low Noise
Amplifiers (LNAs), Power Amplifiers (PAs), Local Oscillators (LOs), demodulators, mod-
ulators and filters. The practical SDR is shown in Figure 2.1b.
The fuzziness of the SDR definition given previously has been the origin of controversies
[35]. Different views coexist on the form and extension of the software processing required
to consider a radio an SDR. In other words, there are different views on the frontier
between an Software Controlled Radio (SCR) and an SDR [36]. According to the Institute
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(a) Ideal SDR.
(b) Practical SDR.
Figure 2.1: Ideal vs. practical SDR.
of Electrical and Electronic Engineers (IEEE), an SCR is a type of radio where “some or
all of its radio interface functions and parameters can be set or managed by software” while
an SDR is “a type of radio in which some or all of the physical layer functions are software
defined” [36]. In other words, a radio can be considered an SCR if some piece of software
is in charge of setting radio parameters from a fixed set of possibilities, while in an SDR
some or all physical layer blocks such as signal generation, modulation or demodulation
are implemented in software.
The IEEE provides an explanatory note: a radio can be considered an SDR if two
conditions are fulfilled:
• Some or all of the physical layer functions are accomplished through the use of digital
signal processing software, or field programmable gate array (Field Programmable
Gate Array (FPGA)) firmware, or by a combination of software and FPGA firmware.
• This software or firmware or both can be modified after deployment.
To clarify the previous definitions, a radio device that provides a set of fixed waveform
processing functionalities which are switched by a piece of software is an SCR but not an
SDR, whereas a device that provides a re-configurable and flexible way of processing this
waveform is considered an SDR. Note that under these definitions an SDR is a subset of
SCRs.
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2.1.2 Software Defined Radio architectures
Different SDR architectures have been implemented through its evolution. Each one pro-
vides unique advantages and drawbacks by exploiting trade-offs such as processing power,
complexity, cost, flexibility and integration. In general, flexibility is increased at the ex-
pense of processing power and power consumption.
(a) GPP only
(b) Accelerator after GPP.
(c) Accelerator before GPP.
(d) Accelerator and GPP integrated in a SoC.
(e) All components integrated in a RFSoM/RFSoC.
Figure 2.2: SDR architectures.
In a traditional SDR, seen in Figure 2.2a, the RF Front-End (RFFE) interfaces to a
General Purpose Processor (GPP) through a standard data interface. This is the architec-
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ture that is closer to the idealized SDR and hence the one that provides most flexibility,
but at the same time, current GPP implementations impose limitations in terms of sig-
nal processing capability. A GPP is usually not an optimal device for computationally
intensive tasks such as correlation or filtering in real time. Parallelism techniques, such
as multi-core processing or vectorized operations, are well suited for signal processing and
can provide a large increase of performance. Also, the asynchronous operation of a GPP
is in general not compatible with some low latency constraints.
In order to alleviate the limited processing power of GPPs, the architecture shown in
Figure 2.2b makes use of a hardware accelerator consisting, in most cases, of a Graphi-
cal Processor Unit (GPU) or an FPGA. These devices are naturally well suited for true
parallelism and are able to provide a large amount of data throughput at the expense of
flexibility.
Even if this architecture can offload the most intensive processing tasks to a hardware
accelerator, the GPP still faces the task of transferring the data from the front-end to the
accelerator, and from the accelerator to itself. For high data rates, the GPP and/or the
data link can become a limiter.
The architecture shown in Figure 2.2c can alleviate both problems by placing the
hardware accelerator, in most cases an FPGA, between the front-end and the GPP, and
interfacing it using a high speed data link. In this case, the accelerator role is two-fold:
to offload a number of digital processing tasks from the GPP and, in most cases, reduce
the data rate to the minimum necessary for further processing.
This architecture still relies on an off-PCB data link to transfer data to the GPP.
Inter-board data links such as Universal Serial Bus (USB) or Ethernet tend to be slower
and exhibit higher latency times than on-PCB data links due to signal integrity issues. In
spite of the offloading provided by the hardware accelerator the data throughput between
the accelerator and the GPP can be too high for this kind of links. Table 2.1 shows the
maximum data rates for common data interfaces. The architecture shown in Figure 2.2d
integrates the GPP in the same board or making use of a System-on-Chip (SoC).
Interface Host Sample Rate(MS/s @ 16-bit I/Q)
Half/Full
Duplex
USB 2.0 8 Half
USB 3.0 61.44 Half
Gigabit Ethernet 25 Full
10 Gigabit Ethernet 200 Full
PCI-Express (4x PCIe Card) 200 Full
PCI-Express (1x ExpressCard) 50 Full
Table 2.1: Maximum throughput for popular data interfaces. Adapted from [37].
Finally, the architecture in Figure 2.2e goes one step further by integrating the RFFE,
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accelerator and GPP in the same module (Radio-Frequency System-on-Module (RFSoM))
or chip (Radio-Frequency System-on-Chip (RFSoC)).
There exists yet another architecture which is a combination of Figure 2.2c and Figure
2.2b where the acceleration is distributed between the accelerator between front-end and
the GPP and another one under the orders of the GPP. It is common that the former is
in charge of basic real-time signal processing while the other, usually a GPU is in charge
of higher-level tasks. For instance, an FPGA could perform tasks such as decimation and
filtering while the GPU could implement processing tasks on the demodulated data.
2.1.3 Processing devices
In Section 2.1.2, the processing architectures present today in SDR have been presented.
This section gives an overview of the types of digital processors commonly used in SDRs.
As previously stated, a GPP is the most flexible device to implement Digital Signal
Processor (DSP) algorithms. A GPP is, by design, optimized to serve the widest span
of applications. The different nature of each task, however, prevents specific optimiza-
tions. Although specific hardware accelerators such as Direct Memory Accesss (DMAs)
and Arithmetic-Logic Units (ALUs) offload the GPPs from common, computationally in-
tensive tasks, such as data transfer or arithmetic operations, the GPP remains unsuitable
for a high performance SDR. However, in an SDR the GPP is almost always used to
perform control tasks or, when the data rate is low enough, to implement some or all the
digital processing required. When the data processing effort is higher, signal processing
tasks are relegated to other devices such as FPGA.
Most SDRs in the market today make use of an FPGA. One reason behind this fact
is the suitability of this device to implement digital processing algorithms in parallel and
its controlled latency. Also, its widespread usage in the industry favours its adoption.
An FPGA is an array of logic blocks that are interconnected by the user to implement
any digital circuit. Apart from logic blocks, most FPGAs include macroblocks that are
specialized for common operations such as DSP slices, memory slices, interfaces and even
complete microprocessors. The main strength of an FPGA lies on the ability to implement
exactly and only the required functionality, while being re-programmable. Since the digital
implementation serves a very specific purpose, power efficiency is gained in front of more
flexible devices such as GPPs, because only the resources needed are used. The reason for
higher signal processing power than a GPP can be found in the massive parallelism and
the absence of overheads associated with GPP-like sequential operations. On the other
hand, unlike GPPs, FPGAs are not naturally suited to operate sequentially and hence,
are sub-optimal for control applications.
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FPGAs can be classified based on the physical implementation of its logic blocks. Al-
most all FPGAs in the market nowadays use an Static RAM (SRAM) based architecture.
The main advantage of SRAM based FPGAs is that they provide the highest block density
due to the high integration of SRAM slices. However, SRAM FPGAs lose its configuration
through power cycles and need to be reconfigured each time. FPGAs can also be imple-
mented using Flash technology. Flash FPGAs provide significantly lower block density
due to additional processing steps required in the manufacturing, a fact that results in
these devices to lie several integration and power generations behind SRAM FPGAs. The
advantages of Flash FPGAs lie in its non-volatile configuration and increased immunity
against radiation. Finally, in antifuse FPGAs, the slices are connected with antifuses,
which are one-time programmable electrical connections. Antifuse FPGAs provide the
highest degree of robustness due to the immunity of antifuses to Single-Event Effects
(SEEs).
Another device that has gained popularity in the SDR field is the SoC based on an
FPGA in conjunction with a GPP. These kinds of devices are especially well suited when a
highly integrated solution is needed. In a SoC, both devices share a common memory area
so that it is especially easy to implement the interaction between both. Another advan-
tage is that, since the communication interface between both devices resides in the chip,
substantially lower power consumption and higher data rates are attainable. Examples of
this kind of devices are the Xilinx Zynq-7000 or the Intel Agilex series [38, 39].
GPUs are also being introduced in the field of SDR processing. A GPUs consists of an
array of floating-point multipliers optimized for array processing. GPUs implement a mas-
sive parallel processing scheme based on a programming model called Single Instruction,
Multiple Threads (SIMT), which can be understood as a hybrid between vector processing
and hardware threading. GPUs can outperform GPPs in terms of processing power by an
order of magnitude when high amounts of data can be parallelized for processing. One
important consideration is that GPUs can lose its potential when the amount of data is
low due to overheads in incoming and outgoing data transfers. Programming interfaces
available for GPU programming are CUDA and OpenCL, being the former proprietary
and available only for NVIDIA devices and the second open-source. Another consideration
is that GPU programming is non-intuitive. Libraries such as Numba [40] hide some of its
complexity by providing implementations for the most common operations, for example
the Fast Fourier Transform (FFT). Finally, it is important to state that in most cases,
data transfers from and to the GPU are managed by the GPP. This is a sub-optimal
implementation because the GPP spends a significant amount of resources only for data
routing, degrading latency and throughput. Very recent developments such as NVIDIA
GPUDirect [41] target this issue, by allowing direct access of the GPU to the data interface.
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Other devices, such as specialized processors for SDR, Application Specific Integrated
Circuits (ASICs) or DSPs are not considered here because they serve a niche in the SDR
industry and are out of scope of this thesis. In fact, most specialized SDR devices have
failed commercially [42].
2.1.4 SDR RF front-end architectures
Historically, the superheterodyne architecture (Figure 2.3) has dominated radio design [43].
With careful frequency planning, this architecture allows exceptionally low spurious levels.
In the superheterodyne architecture, the incoming signal is mixed with an LO signal in
order to produce an IF signal, which is then processed. In this topology, the most strin-
gent filtering requirements are done at IF rather than RF. Filtering at IF relaxes the filter
quality factor requirements and allows using high performance IF filters, which are com-
mon in the market. For enhanced spurious levels, multiple mixing-filtering stages can be
chained. This is called the multistage (or high order) superheterodyne architecture. This
last architecture delivers enhanced image rejection due to relaxed RF filter requirements
and higher linearity due to gain distribution between the multiple stages.
Figure 2.3: Simplified typical superheterodyne transceiver.
However, the performance of superheterodyne architectures comes with a set of draw-
backs. First, the electronic part count is high and so is the cost and power consumption.
Second, the low spurious content is achieved only within a limited frequency range, a
fact that limits the tuning range. Specially in high order mixers, frequency re-tuning can
result in complex interactions between multiple components which make frequency flex-
ibility particularly difficult to achieve. In general, the simpler the architecture the more
predictable its performance is. Finally, the superheterodyne topology is not well suited
for physical integration. While some components can be integrated in a single chip, for
instance gain stages and mixers, the parts required for the filtering stages are difficult or
impossible to integrate. The reason behind that is the difficulty in manufacturing some de-
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vices in Complementary Metal-Oxide-Semiconductor (CMOS) or other planar Integrated
Circuit (IC) technologies. This includes, for example, large value inductors, capacitors
and Surface Acoustic Wave (SAW) filters. In an integrated chain, this would mean that
every time a signal needs to be filtered it must be routed off-chip to external filters and
routed back in. Doing so would impose a performance burden due to signal integrity losses
each time the chip interface is crossed.
The combination of the superheterodyne drawbacks and the market needs outlined
at the beginning of the section have promoted the adoption of the Zero-IF or direct
conversion architecture. The Zero-IF architecture, seen in Figure 2.4a and 2.4b, “has
proven to be the lowest cost, the lowest power and the smallest footprint solution in any
radio technology” [44]. The Zero-IF architectures removes all components that cannot
be integrated (mainly IF filters and IF amplifiers) and is able to provide true broadband
capability. This architecture, however, has not been the choice of many designs due to the
low performance achieved in terms of image rejection and other inherent effects such as
LO leakage. Many of these impairments have been greatly improved due to a combination
of manufacturing processes, design and digital algorithms, partly motivated by the market
push.
(a) (b)
Figure 2.4: (a) Zero-IF receiver architecture. (b) Zero-IF transmitter architecture.
A Zero-IF receiver1 uses a single mixing stage with it LO tuned directly at the carrier
frequency, translating the RF signal directly to in phase (I) and quadrature (Q) compo-
nents. In the simplest configuration, an LNA precedes a mixing stage consisting of two
mixers whose LOs are shifted by 90º. After the mixers, low-pass filters in each branch
provide the required frequency selectivity. The fact that selectivity is achieved through
low-pass filters is a very relevant fact for two reasons: they can be easily integrated and can
be electronically tuned in the range from hundreds of kHz to hundreds of MHz, allowing
instant changes in bandwidth without any change in hardware. The goal of these filters is
1The discussion centres on the receiver chain for the sake of simplicity and is analogous to the trans-
mitter.
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to eliminate the image tone as a result of the mixing process and remove frequency con-
tent beyond the sampling rate of the ADCs to prevent noise and other signals to fold into
base-band. Finally, a very relevant feature of the ideal Zero-IF is the absence of RF image
frequency [45]. This can be understood either by an inherent image reject capability of
the frequency conversion procedure, or the fact that complex signals, instead of real ones,
are used for frequency conversion. Section ?? shows that, in practice, the image rejection
is not infinite due to non-idealities.
Regarding the naturally broadband capability of Zero-IF receivers, this feature comes
from the relaxed frequency planning restrictions with respect to super-heterodyne archi-
tectures. This is because the image frequencies are inherently reduced by the IQ down-
conversion technique, regardless of the frequency, contrary to the super-heterodyne archi-
tecture, where image rejection is performed through fixed filters. Also, while in this last
configuration the designer must account for various mixer spurs such as the particularly
troublesome half-IF frequency [46], in the former the problems related to mixer spurious
content are much less severe [45].
The simple architecture and higher integration of the Zero-IF architecture has a pro-
found impact in cost reduction. Regarding integration, the reduced part count and absence
of discrete element filters lead to layout area reductions around by 50% [44]. The reduc-
tions in cost originate from various aspects from design to manufacturing. As stated, the
first contributor is the reduced part count. The reduced Printed Circuit Board (PCB)
layout also has another consequence in the manufacturing process because higher factory
yields are expected for smaller PCBs. Another contributor is the reduced engineering
effort due to simpler design and the increased re-utilization of the same design (due to
the inherent broadband capability) for a wide span of applications. Finally, the manufac-
turing benefits from the integration (mainly the filters) due to reduced device to device
variability. Although difficult to asses, cost savings on the order of 30% at system level
are estimated [44].
2.2 Ground-based Synthetic Aperture Radar
2.2.1 Types of GBSAR
The simplest and most used GBSAR, illustrated in Figure 2.5a consists on a coherent
transceiver unit mounted on a linear rail. In this configuration, the radar unit transmits
and receives at specific points of this linear unit, synthesizing a linear array antenna. The
length of the rail determines the resolution in azimuth, so the longest rail within practical
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bounds is normally used. This length lies in most cases around two meters. The scene
extension sensed by a linear GBSAR is limited by the antenna Field of View (FOV). In
situations where an area to be sensed is wider than the FOV this is may a limiting factor.
An example of this situation could take place, for example, in an open-pit mine.
Circular GBSAR [47], illustrated in Figure 2.5c addresses this limitation by performing
a circular aperture that provides 360º coverage. An important benefit of this system,
contrary to linear GBSAR, is that it provides a constant angular azimuth resolution. A
disadvantage is that a defocusing effect occurs for targets far from the rotation plane [48].
Finally, Massive Input Massive Output (MIMO) GBSAR [22, 49–52], illustrated in
Figure 2.5b offers a technically attractive alternative since it does not use mechanical
moving parts, which are prone to failure. In MIMO GBSAR, the synthetic array is made
from multiple antennas strategically positioned in space. For NT X and NRX transmit
and receive elements, a synthetic array of NT X × NRX points can be formed. The main
disadvantage of MIMO GBSAR is the cost associated with the high computational power
required.
(a) Linear. (b) MIMO. (c) Circular.
Figure 2.5: Types of GBSAR.
2.2.2 Overview of GBSAR imaging
Range domain description
The ranging capability of a radar is achieved by exploiting the comparison of the transmit-
ted and the received signal. In pulsed systems, ranging is performed by a measurement of
the round trip delay of the pulse. The range resolution of a radar employing a monochro-
matic pulse is linearly dependent on the duration of the pulse. The resolution can be
increased through the use of a certain modulation to the signal and using a matched filter
or the pulse compression technique on receive [53].
Consider a set of point targets with an Radar Cross Section (RCS) equal to σn and
phase φn located at a certain range xn from the radar. This is described by the range
profile function:
f0(x) =
∑
n
√
σne
jφnδ (x − xn) (2.1)
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Which can be linearly mapped to the time domain via:
x =
ct
2
(2.2)
where c is the speed of light and the factor of two accounts for the round trip delay.
Defining p(t) as the codification of the pulse, the received signal can be expressed as the
sum of the echoes resulting from each target:
s(t) =
∑
n
√
σne
jφnp
(
t − 2xn
c
)
= f0
(
ct
2
)
∗ p(t) (2.3)
The matched filtering operation is described as follows [53]:
sM(t) = s(t) ∗ p∗(−t) = f0(
ct
2
) ∗ psft(t) (2.4)
psft(t) = F−1(ω)
[
|P (ω)|2
]
= p(t) ∗ p∗(−t) (2.5)
Where F(ω) is the Fourier transform operator, P (ω) = F(ω) and psft(t) is referred to as the
Point Spread Function (PSF) in the time domain. The PSF determines the signature of a
given target in the time or range domain, after matched filtering. The spectral properties
of the transmitted signal are directly related to the shape of the PSF. In particular, the
bandwidth B0 of P (w) determines the spread of the PSF in the range domain, hence
determining the range resolution. A first order approximation of the range resolution is
given by:
δx =
c
2B0
(2.6)
Increasing the pulse bandwidth can be done either by reducing its duration in time
domain and/or by modulating the pulse. LFM is the most popular technique due to its
simplicity. An LFM pulse has a linearly increasing frequency such that
f(t) = β + αt, (2.7)
where β is the carrier frequency and α is the frequency increase rate, called “chirp
rate” or “sweep rate”, and is defined as the product of its frequency span, BW , and its
Pulse Repetition Frequency (PRF). Then, by integrating the frequency, the LFM pulse
can be expressed as
p(t) = a(t)ejβt+j
α
2
t2 (2.8)
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a(t) =
∏
(
t − Tp/2
Tp
)
, (2.9)
where ∏(t) is the normalized boxcar function, Tp is the pulse duration. The bandwidth
of an LFM pulse is in a good approximation equal to 2αTp, provided that 2αTp ≫ (2π)/Tp
[54]. Note that the bandwidth of an LFM pulse increases with pulse duration, contrary to
the monochromatic pulse. This fact is known as pulse compression and is widely exploited
in radar systems [6]. Pulse compression offers the notable advantage of spreading the signal
energy through a longer time, reducing the required instantaneous power and relaxing
hardware requirements.
LFM signals are well suited for another form of range reconstruction called deramping
or dechirping. This is the method used in by the FMCW technique. In the deramp
method, the received signal is mixed (multiplied) by another LFM signal which is in most
cases a replica of the transmit signal:
sc(t) = s
∗(t) exp
(
jβt + j
α
2
t2
)
︸ ︷︷ ︸
Reference
=
∑
n
σna
∗ (t − tn) exp
(
jβtn − j
α
2
t2n
)
︸ ︷︷ ︸
Undesirable phase
exp
(
j2
α
2
tnt
)
︸ ︷︷ ︸
Sinusoid
(2.10)
Figure 2.6: Deramp technique. The blue and orange signals are the transmitted and
the received one, respectively. Amplitude factors are ignored for convenience. The beat
frequency is equal to the frequency difference between both chirps.
The range information of a given target is contained in the sinusoid frequency ωn =
2αtn, called the beat frequency. The dechirping method is illustrated in Figure 2.6. Given
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a round-trip delay (2 ∗ xn)/c0, where xn is the range of the n-th target, it can be written
that the mapping between the beat frequency ωn and range is:
xn =
c0ωn
2α
(2.11)
Note in Figure 2.6 that the beat frequency suffers an undesired peak at the end of the
transmitted chirp with a duration of tn. This peak is removed either in post-processing or
by using guard times before recording the signal. Also, the signal contains an undesirable
phase term that must be removed to avoid undesired effects in further processing such as
Synthetic Aperture Radar (SAR) focusing. The term αt2n is known as the Residual Video
Phase (RVP).
In this case the PSF and the range resolution are [53]:
psf(x) = F(t) [a∗(t)] (2.12)
δx =
πc0
2αTp
(2.13)
Since s(t) is a rectangular pulse, the PSF is a sinc function. Note that the range
resolution is identical in the matched filter case.
The compensation of the RVP is done by multiplying the received signal in the fre-
quency domain with a compensation function F [m] [55] so that
SRV Pc [m] = Sc[m]F [m], (2.14)
F [k] = ejα
(
∆wm
2α
)2
for m = 1, 2, . . . , Nfz, (2.15)
∆ω =
ωS
Nfz
≃ 2π
Tpfz
, (2.16)
where ωs = 2π/Tp is the sampling angular frequency, m is the range index of the
sampled data in the frequency domain, ∆w is the frequency separation between indexes,
fz is an interpolation factor resulting from zero-padding in time domain and N the number
of samples in the chirp without interpolation. Interpolation in the frequency domain is
necessary to reduce the quantization error that arises when a given target range is not an
exact multiple of ∆ω. It has been shown that for low range radar systems, the quantization
error is negligible for fz ≥ 16 [55].
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Cross-range domain description
While the range domain is related to the round-trip delay of the transmitted signal, which
propagates at the speed of light, the cross-range domain is related to the phase evolution
of the signal as the platform moves in time. Range domain is equivalently referred to as
the fast-time domain because the delay are measured using signals propagating at light
speed, while the cross-range domain is referred to as the slow-time domain, since the phase
changes are due to the much slower platform speed.
In order to give an overview of GBSAR imaging, it is beneficial to briefly state some
properties of conventional SAR. In conventional SAR, a side-looking antenna mounted on
an aerial or space platform illuminates the target scene [5]. Stripmap SAR with a planar
antenna is considered here for illustrative purposes for its simplicity. In stripmap SAR,
the antenna is looking perpendicular to the flight path. Considering a planar antenna
with length Dy, its beam-width ϑy in cross-range is ϑy ≈ 2λDy , where λ is the signal
wavelength. The antenna illuminates a given target during the full time it is within the
antenna beam, being it proportional to the antenna beam-width ϑy, and hence to λ. By
processing the phase history of the received signal throughout the synthetic aperture, a
stripmap SAR is able to image an area with a cross-range resolution δa = Dy2 [53]. This
is the most significant result of SAR imaging, since it shows the independence of the
cross-range resolution from the signal frequency and platform height. The origin of this
independence comes from the fact that, in the cross-range domain, the spatial resolution
is inversely proportional to the bandwidth By of the signal in the wave-number domain2.
By is defined as the frequency occupation of the signal in the spatial frequency domain. It
can be shown independent on height as long as the target is illuminated throughout the
full cross-range aperture span. By can also be shown to be independent of λ under the
same condition [53]. In other words, in stripmap SAR, the synthetic aperture equals the
cross range span of the antenna beam.
In GBSAR systems, on the other hand, the full cross-range antenna beam span is not
used to illuminate a given target due to the limited synthetic aperture length. This has a
profound impact on the resulting image, by introducing a range and azimuth dependence
on the azimuth resolution, that worsens for higher range and azimuth angle. Figure 2.7
illustrates this difference. A full discussion of this effect can be found in Pipia [55] and
the most important results are summarized here.
Using the geometry depicted in Figure 2.8, and defining u ∈ [−L/2, L/2] as the position
2In the wave-number domain, functions are dependent on the spatial variable x, which in this case is
a range distance. The frequency counterpart of x is kx, called spatial frequency domain or wave-number
domain, and its units are rad/m
22
CHAPTER 2. BACKGROUND
(a) (b) (c)
Figure 2.7: (a) Stripmap SAR configuration. The target area is illuminated throughout
the full radiation pattern span. (b) Linear GBSAR representation. The synthetic aperture
is much shorter than the imaged area. (c) Range history of two targets located at different
cross-range. A GBSAR is able to use a limited portion (green) of the range history that
would be used in an airborne or space-borne SAR.
of the radar platform within the aperture, the range of a target located at the point (xT ,
yT ) across the aperture is:
rT (u) =
√
x2T + (yT − u)2 (2.17)
At u = yT , the range is minimum and equals xT . The aspect angle ϑT (u) is given as:
ϑT (u) = arctan
(
xT
yT
)
(2.18)
Given a target, the recorded signal along the aperture, after fast-time baseband con-
version, can be defined as:
sT (u) = σn exp [−j2krT (u)] , (2.19)
where k = 2π/λ is the wave-number or wave spatial frequency. The phase term is
referred to as the phase history. The bandwidth of the phase history in the wave-number
domain, for an infinite aperture and isotropic, antennas is given by
ΩT =
[
−2k sin ϑT
(
L
2
)
, 2k sin ϑT
(
−L
2
)]∣
∣
∣
∣
L→∞
= [−2k, 2k], (2.20)
where L is the synthetic aperture length and. In real cases the phase history is limited
either by the antenna radiation pattern or by the limited aperture. The azimuth bandwidth
becomes
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Figure 2.8: Bi-dimensional geometry of a GBSAR scene.
ΩT = [2k sin ϑTMAX, 2k sin ϑTMIN] , (2.21)
where ϑTMAX and ϑTMIN are the maximum and minimum aspect angles. In the case of
a stripmap acquisition, ϑTMAX and ϑTMIN are given by −ϑy/2 and ϑy/2, respectively. In
this case, and considering rectangular aperture antennas, the bandwidth simplifies to:
ΩT =
4π
L
(2.22)
And the cross-range resolution is roughly estimated as
δa ≈
2π
ΩT
=
L
2
(2.23)
In the GBSAR case, and considering a target located at a range xT and aspect angle
ϑT (0) as with respect to the radar platform at the middle of the aperture, its phase history
is not necessarily symmetric and it becomes a pass-band signal centred at
ΩT C = 2k sin ϑT (0) (2.24)
and has a total bandwidth of
ΩT =
2kL
xT
cos2 ϑT (0), (2.25)
which leads to a cross-range resolution given by
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δa ≈
2π
ΩT
=
xT λ
2L cos2 ϑT (0)
(2.26)
This result shows how the cross-range resolution worsens with range and azimuth angle.
Note that the best cross-range resolution is achieved when ϑT (0) = 0. Alternatively, the
azimuth resolution is given in terms of angular resolution. For low aspect angles the
angular resolution is approximated by dividing δa by the target distance xT / cos(ϑT (0))
so that:
∆ϑ ≈ λ
2L cos ϑT (0)
(2.27)
2.3 Bibliographic review
One of the first authors that discussed the SDRadar idea is Werner Wiesbeck [30]. In his
paper, the developments of air-borne and space-borne SAR systems since their beginnings
are discussed, and the deficiencies of the then State of the Art (SoA) SAR systems are
emphasized. From his point of view, the technical developments achieved in SAR technol-
ogy, notably the use of phased array antennas, were made possible by increasingly complex
hardware systems. This complexity, however, generated some side effects, including: bulky
systems, decreased reliability, low efficiency and difficult calibration. In order to mitigate
these deficiencies, a new system architecture, called SDRadar, was proposed. The author
envisioned a SAR in which all operations are software controlled, meaning that not only
certain parts of the hardware are controlled by software, but that there is full control on
the transmitted and received signals. This system, could transmit any type of code, and
even be used for communication purposes. The goals of this architecture, as previously
stated, are to solve the deficiencies of SoA SAR systems by providing less complexity,
lower cost, higher flexibility, lower weight and higher efficiency. Finally, it was proposed
that the emerging SDR technology could facilitate the implementation of the SDRadar
concept.
From the inception of the SDRadar concept, many authors have explored it, and
successful implementations have been reported. What follows is a brief review of them.
One of the first successful implementations of an SDRadar can be found in Patton [56].
In this work, an SDRadar prototype based on the Universal Software Radio Peripheral
(USRP) is implemented. A commercial SDR based on an Altera Cyclone FPGA and a
commercial 2.4 GHz transceiver are used. While time coherence is not found to be a
problem, time synchronization between transmission and reception signals is not achieved
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by the USRP, therefore synchronization scheme based on the usage of a preamble sig-
nal and the front-end leakage between transmit and receive ports is proposed. The time
synchronization issue discussed by the authors was a common problem in the first gen-
eration USRP, while newer architectures solve this issue through timed commands that
can instruct the SDR to perform actions such as transmit and receive exactly at a specific
time [57]. The synchronization issue in USRP radios is discussed more in detail by Aloi et
al. [58], where the same scheme presented in Patton [56] is used and preamble optimization
is discussed.
MIMO radar is becoming an active research topic because of its versatility and can
be considered a subset of the more general SDRadar concept. A MIMO radar benefits
from early digitization of the signal at each antenna element, shifting the complexity from
RF hardware, e.g. phased arrays, to digital processing. Although the digital system of a
MIMO is more complex than a phased array, mainly due to the multi-channel design, it
benefits from increased flexibility. SDRs have provided a natural way of implementing the
transceiver chain of each MIMO channel. In Frankford et al. [59], a MIMO radar test-
bed is implemented using a custom SDR built from commercial DSP and FPGA boards
along a custom RF front-end. Mealey et al. [60] introduces a software-defined test-bed
aimed at MIMO development and verification. The benefits of using commercial SDRs
are emphasized regarding the faster and easier system development. It is also pointed out
that the conventional way of processing the base-band information in SDRs, i.e. in a GPP,
does not scale well due to the high computational demand, that scales linearly according
to the number of array elements. In order to reduce this burden, the system is configured
as a heterogeneous multiprocessor, where some computationally intensive processing tasks
are pushed into the SDR hardware, i.e. in its FPGA. The author proposes RF Network-
on-Chip (RFNoC), a networked signal processing scheme, as an implementation scheme
for his task. RFNoC [61] plays an important role later in this thesis since it is used in the
FPGA digital implementation.
The flexibility of SDRs is demonstrated in Petri et al. [62], where a passive USRP
based radar using UMTS signals is implemented. Its potential applications include short
range urban traffic monitoring.
Another early investigation the potentialities of SDRadar can be found in Rossler et al.
[63]. In this case, the versatility of SDR is exploited to create a joint radar-communication
system. The system uses wide-band signals used in communications to simultaneously
sense its backscattering from a given scene.
SDRs have been also employed for environmental research. Nagarmat et al. [64] de-
scribe a system for atmospheric research. In this case, four USRP radios are used for
receiving the back-scattered signal at different points in space to exploit interferometric
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techniques for meteor sensing. A radar controller provides trigger signals to a custom
pulse radar transmitter and a hardware trigger signal to specify the receiver signal win-
dow to each radio device, effectively achieving time synchronization. Bostan et al. [65]
use a similar system for the study of the ionosphere. A Direct Digital Synthesizer (DDS)
is used for pulse waveform generation in conjunction with a transmit RF front-end and a
radar controller, while a first generation USRP is used as a receiver. Transmit and receive
synchrony is achieved using a hardware trigger signalling both the DDS and the SDR.
More recently, the uses of a USRP-RIO platform for polar-ice sheet research has been
described in Liu et al. [66]. The USRP-RIO is powered by the LabVIEW Reconfigurable
I/O (RIO) architecture.
Costanzo et al. [67] use a USRP NI2920 to implement an L-band radar. This system
is based on a mechanical scan system aimed at providing landslides monitoring in the
presence of vegetated areas. It is one of the first publications where 1G Ethernet data
interface between SDR and the host computer is exploited. The improved data bandwidth
with respect to previous systems allows using a wider band signal, leading to an increased
range resolution of 6 meters. This is significantly better than previous works, where USB
was used. Spadafora et al. [68] uses the same system at P-band making a performance
evaluation, comparing the superior target range resolution of the USRP NI2920, with
respect to a first generation USRP. It demonstrates the system flexibility by using the
same system as an FMCW or Orthogonal Frequency Division Multiplex (OFDM) radar.
Costanzo et al. [69] show a real use case, where the developed L-band SDRadar is part of
an integrated system for landslide monitoring.
Kwag et al. [70, 71] present a multi-band and multi-mode SDR radar. The system
uses a replaceable RF front-end module with S- X- and K-band versions. A processor
module which can be considered an SDR consisting on two FPGAs, an ADC, a DAC and a
system controller is in charge of waveform generation and receive pre-processing processing.
The transmit waveform is generated with a DDS and can be a pulse, Continuous Wave
(CW), an FMCW or an LFM pulse. Pre-processing tasks include digital down-conversion,
a Hilbert transform and digital pulse-compression or dechirp. The host computer can
configure the system through the system controller and receive the data from one of the
FPGAs for higher level processing. As a real-world example, the author shows a drone
detection scenario at K-band.
Pancik et al. [72] present a low cost FMCW SAR system employing an USRP N210
and a custom RF front-end. The front-end includes a DDS for signal generation. The SDR
is used for digitizing and pre-processing the signal, as well as providing control signals to
the RF front-end. Using the FMCW technique along with a dedicated DDS is a way to
circumvent the data throughput bottleneck described in previous works and allows a high
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range resolution (1 m) to be achieved. Hardware dechirping relaxes the receive sampling
requirements, while using an external DDS allows higher transmission bandwidths than
the N210 SDR can provide. Grabowski et al. [73] show another high resolution SAR. The
signal is generated with a DDS, but in this case, the synthesizer is implemented in the
FPGA, achieving a bandwidth of 40 MHz, which is later extended to 960 MHz through a
multiplier in an external RF front-end.
SDRadar has also found applications in the medical field. Marimuthu et al. [74] de-
scribe an SDRadar for near-field medical imaging with a BladeRF SDR in its core. In this
case, a virtual ultra-wideband time-domain pulse is synthesized by coherently adding mul-
tiple frequency spectrums together. Since the SDR uses different frequency synthesizers
for trasmit and receive, coherency is achieved through the use of a phase recovery scheme
that senses the phase after each synthesizer re-tune.
Hershberger et al. [75] describe a dual-polarization, continuous-wave, mono-static,
software-defined radar system, based on the Ettus Research USRP-B210 SDR. The trans-
mit and receive channels make use of different frequency synthesizers, so a phase calibra-
tion is performed before the start of each acquisition. The signal generation is offloaded
to the SDR FPGA, which stores the waveform in a Read Only Memory (ROM) block
and transmits it on demand. This is an alternative to generating the waveform using a
DDS that can be more flexible depending on hardware resources and waveform length. In
Hershberger et al. [76], the same author investigates the performance of the USRP B210
and the USRP X310 with UBX-160 daughter-boards in terms of phase coherence and sig-
nal isolation, both in single and dual SDR designs and using the same phase calibration
technique in its previous paper. It is found that all configurations offer a viable imple-
mentation of dual-polarized radars, being channel to channel or board to board isolation
the main concern in single SDR systems and phase coherence the one in dual SDR ones.
SDR has also found its way into cognitive radar. Kirk et al. [77] presents a cogni-
tive radar with spectrum sensing able to select Radio-Frequency Interference (RFI) free
frequency intervals. LabView, is used for signal generation and processing. The radar is
based on an USRP X310 and UBX-160 daughter-boards, for which the author provides
a detailed RF performance analysis. In a later publication, [78] uses the FPGA Block
Random Access Memory (BRAM) to store the TX waveform. Time synchronization is
achieved by using the pulse per second (PPS) input, which is configured to act as a trig-
ger. The author details the RFI avoidance technique, where the ambient spectrum is
sensed and the transmission (TX) waveform (and consequently the matched filter) is de-
signed on the fly to avoid RFI regions. Finally, the versatility of the SDR is demonstrated
again by the use of waveform adaptation for clutter suppression.
In the last years, some authors have used methods for expanding the bandwidth ca-
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pabilities of existing SDRs. A frequency stacking method is provided in Carey and Way-
mond [79] for its usage in a Ground Penetrating Radar (GPR). In this method, the author
uses a multi-tone signal to take advantage of the instantaneous bandwidth, while re-tuning
the local oscillators to expand the effective bandwidth to cover the full range offered by its
SDR (500-5000MHz). In this case, time synchronization and phase coherence is achieved
through timed commands, which trigger Phase-Locked Loop (PLL) phase synchronization
events and data transmission and reception synchronously. Prager et al. [80] use an Ultra
Wide Band (UWB) synthesis technique to implement a high range resolution radar. In
this case LO re-tunes are used in conjunction to an RFNoC signal generator to create a
set of overlapped LFM chirps that cover the full frequency range of the SDR. The chirps
are then combined to synthesize a high bandwidth, which leads to a range resolution on
the order of few centimetres. These last two publications contain two elements important
to the present thesis: timed commands and the usage of RFNoC for signal generation.
These two concepts are used for signal time synchronization and full bandwidth signal
generation and processing.
Vidal-Morera [81] addresses the simulation of an FMCW radar system considering the
usage of an USRP X310 SDR and a UBX160 daughter-board from Ettus Research. This
is the configuration chosen for the present thesis. The simulations demonstrate that the
system, used as is, is capable of achieving a performance comparable to most GBSAR
sensors developed. In the discussion, the author concludes that it would be beneficial to
perform dechirping on hardware rather than in the host computer, due to the reduced
sampling rate necessary. This publication, is one of the motivators for the realization of
the present thesis. In what follows, a continuation of the idea presented in the paper
is described, and an attempt to implement a working GBSAR prototype based on SDR
technology is presented.
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3 System description anddevelopment
This part is omitted due to non-disclosure agreements.
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4 System tests and results
The objective of this chapter is to evaluate the system operation, to demonstrate its
capabilities in real scenarios and to show its results. Throughout the development of this
thesis, extensive testing has been part of an agile design cycle. Small and progressively
more complex tests have been carried out to validate different aspects of the GBSAR
operation, such as signal generation, acquisition, RFI, leakage cancellation and image
formation, among others.
4.1 Early tests
One of the early developments was the implementation of a single frequency modular
front-end. The unit consisted in individual RF component custom assemblies that al-
lowed rapid experimentation either in the laboratory or directly in an outdoor test site.
The configuration was set for X-band most of the time in order to keep the complexity
manageable, by avoiding most switching electronics and most filtering stages. The as-
sembly was inside a compact enclosure, which also enclosed the SDR. The antennas were
commercial, low-cost models consisting on metallized plastic horns, which connected to a
wave-guide to SubMiniature version A (SMA) transition.
The first tests were aimed at validating the real aperture mode, by performing static
acquisitions of various scenes containing Trihedral Corner Reflectors (TCRs) and other
clearly visible targets. Testing followed by mounting the assembly on a one-metre pho-
tographic linear unit, which had enough stability and length to experiment with the for-
mation of the first SAR images. Sample pictures of these tests can be seen in Figure
4.1. These tests allowed to discover some problems in the system operation. For example,
inconsistent Ethernet latency, due to the use of a virtualized interface 1, prevented some
1A virtualized interface is an emulation of a hardware component, in this case an Ethernet interface.
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(a) RAR test (b) Early SAR configuration
Figure 4.1: Early RAR and SAR mode tests.
acquisitions to be finished due to sample packets being lost. This was an indication that
the link quality between the SDR and the host was of utmost importance, and allowed a
very robust operation when a physical interface was used. Another problem indicated by
early testing was the presence of a broadband spur in the real aperture mode, or equiva-
lently, a zero azimuth spur that rendered the image quality unacceptable, as seen in Figure
4.2a. It was determined that this spur appeared due to imbalance effects in the Zero-IF
SDR architecture. Initially, it was thought that a better imbalance compensation would
be sufficient to eliminate the spur, however, the reduction in spur power was not strong
enough to compensate for the high processing gain of later stages. This led to the need
to completely remove it, and the application of the Super Spatial Variant Apodization
(SSVA) reconstruction algorithm described in Section ??, and which result is shown in
Figure 4.2b. In later campaigns, the Short Time Fourier Transform (STFT) method was
also investigated and implemented due to the ineffective reconstruction of some signals
that had prominent near-DC frequency components.
These tests were done only using the stop-and-go mode, due to its easier processing,
and allowed to develop an early version of the synthetic image formation code, which did
not include any form of hardware acceleration. Most configuration was manual and error
prone, fact that motivated incremental automation improvements, which made acquiring
and processing data a much smoother process.
After extensive testing, the next step was to upgrade most parts of the system to
include the multi-frequency capability. The rail and enclosures were upgraded to robust
industrial grade units, and the integrated front-end assembly comprising all frequencies
was designed and built. The next sections show the tests done with the upgraded system.
They are used in virtual machines. The emulation leads to reduced performance with respect to physical
interfaces.
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(a)
(b)
(c)
Figure 4.2: First SAR mode magnitude images. (a) Image with the zero azimuth spur due
to IQ imbalance spurs. (b) Corrected image using the SSVA reconstruction algorithm. (c)
Orthophoto of the first test site. Orthophoto credit: ICGC.
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4.2 Muntanya Rodona field test site
The Muntanya Rodona test site is located in Subirats (Spain), south of Barcelona. It
was chosen for its proximity to the radar storage, its easy accessibility and the presence
of man-made targets such as buildings and other urban structures, which allowed for a
fast assessment of correct synthetic image formation. This test site was used on numerous
occasions to perform simple tests of added features or fixes in the radar system, and to get
real-world feedback for a fast and agile design cycle. Although this design cycle consisted
on many iterations through the duration of the thesis, they are not described in this
document, and only the most relevant aspects are outlined. The results presented here
represent the two last iterations performed on this site.
The main objective pursued in this test campaign was to reach a system maturity point
that ensured its robust operation in future campaigns. This objective can be divided in
smaller milestones:
• To ensure the reliable operation of the RF front-end, SDR and the linear unit.
• To automate most software procedures and system configuration, while ensuring the
reliability of the software.
• To test the fast acquisition mode.
• To perform a qualitative assessment of the characteristics of measurements done at
all frequencies.
In all the cases, the radar was located at 41°22’41.6”N 1°49’00.7”E, looking at the
urbanization as shown in Figure 4.3b. The urbanization is on top of a small hill, with
a maximum approximate elevation of 36 m with respect to the radar location as can be
seen in Figure 4.3a. The targets imaged lie within a range 100 m to 200 m. The scene
can be seen from the radar point of view in Figure 4.3c. A small corner reflector was
placed at 100 m range, approximately. Although stop-and-go and fast acquisitions were
made in the first measurements, all results presented from now on are taken using the
fast mode. The reason for this, is that once the fast mode processing was operational, the
stop-and-go mode was deemed inferior in all aspects, being the acquisition time the worst
one in practical terms.
The logarithmic power Single Look Complex (SLC) images can be seen in Figure 4.4.
From these, a qualitative assessment can be done about the characteristics of each band.
The first effect to note is the evident loss of resolution, which worsens progressively as
the frequency decreases. At X- and C-bands, the resolution is high enough to be able
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(a) (b)
(c)
Figure 4.3: Muntanya Rodona test area maps. (a) Elevation map. (b) Or-
thophoto. (c) Muntanya Rodona test area view from the radar position. The
red square and arrow specify the radar location and azimuth look direction. Or-
thophoto and DEM credit: ICGC.
to correlate the orthophoto from Figure 4.3b with the radar images, being the buildings
and the staggered geometry of the terrain the most distinctive features. At L-band, this
correlation is more difficult to observe, while at P-band the shape of the scene is lost. The
second effect to note is the progressive broadening of the illuminated scene, consistent with
the broadening of the antenna beam patterns shown in Figure ?? and ??. Another relevant
aspect is the superior vegetation penetration characteristics at L- and P-band, as it can
be seen, for example, at coordinates (170,-70). Also, a noticeable aspect is the dimming
of the reflector as the frequency decreases, an effect of the decrease of the reflector RCS,
combined with its smaller contribution within a bigger pixel.
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Figure 4.4: SLC power in decibels at all four frequencies. The absolute power is uncali-
brated.
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4.3 Subirats castle field test
The second batch of tests were done in the Subirats castle (Subirats, Spain), south
Barcelona. These tests were aimed at performing more advanced tests that consisted
on the generation of multi-frequency time series and the imaging of two big areas. The
time series was used to exploit the temporal dimension and to observe the differences be-
tween frequencies, and to make an evaluation of the stability of the targets present in the
scene. Regarding the other two areas, only a few images were taken, and served, mainly,
to certify the capabilities of the radar to image far ranges and to generate coherence maps.
4.3.1 Test site nº 1
The first test site is a small area facing South from the castle. The radar was located
at 41°24’57.9”N 1°48’59.2”E, at 289 m above sea level, with a depression angle of 10◦,
directly looking at the road shown in Figure 4.5a. The area consists on two vegetated hills
separated by the road. The upper hill is vegetated mainly by mid-dense shrubland, with
sparse rocky patches without vegetation, while the lower hill is more densely vegetated
with a combination of shrubland and evergreen oaks. The difference in vegetation density
is due to a wildfire that took place in 1994, which severely burnt the upper hill.
The location and scene was chosen due to its geometry, which is adequate to recreate
the incidence angles typical of satellite SAR systems. Figure 4.5 shows an orthophoto and
the elevation map of the area, and Figure 4.6 shows the scene from the point of view of
the radar platform. Two TCRs were placed as external calibrators as shown in Figure
4.5a and 4.6. The first TCR had a 60 cm side, while the second one had a 30 cm one. In
order to assist in the comprehension of the geometry of the area, Figure 4.7 provides a
cross section of the DEM, cut along the plane consisting on the radar line of sight and
nadir lines, and its corresponding slope profile.
The main objective of the first test site was to acquire long time-series along several
hours in all frequencies in order. Specifically, the objectives were:
• To implement an accelerated focusing algorithm, as explained in Section ??.
• To quantify to and certify the range and azimuth resolution.
• To examine the stability of the system.
• To test internal and external calibration procedures.
• To measure the temporal interferometric zero-baseline coherence of various areas
including vegetation.
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(a) (b)
Figure 4.5: Subirats castle test site nº1 orthophoto and elevation profile. The square and
arrow indicate the radar position and azimuth view direction. The two TCR positions are
also shown. Orthophoto and DEM credit: ICGC.
• To observe the enhanced penetration capabilities of L- and P-band.
• To assess the magnitude and phase stability of different areas along the acquisitions.
(a)
(b)
(c)
Figure 4.6: (a) Test site nº1 from the radar point of view. (b) TCR 1. (c) TCR 2.
The test consisted in acquiring a relatively long time-series at all frequencies. Every 8
minutes, approximately, a single acquisition (or frame) was done for each frequency, one
after another without time gaps. For reference, Table 4.1 shows the acquisition times as
well as the frequency bands used.
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Figure 4.7: Height and slope profiles for the line path shown. The horizontal axis represents
range. All dimensions are in meters. Orthophoto and DEM credit: ICGC.
Table 4.1: Acquisition times. Time format: HHMMSS.
Time Band Frame Time Band Frame Time Band Frame Time Band Frame
131748 X 1 140819 L 6 144611 L 11 154514 X 17
131946 C 1 141018 P 4 144845 P 9 154656 C 17
132110 L 1 141254 X 7 145704 X 12 154821 L 16
132922 X 2 141357 C 7 145958 C 12 155115 P 14
133038 C 2 141502 L 7 151100 X 13 155309 X 18
133402 L 2 141910 P 5 151220 C 13 155418 C 18
134101 X 3 142104 X 8 151344 L 12 155534 L 17
134247 C 3 142222 C 8 151545 P 10 155805 P 15
134519 L 3 142331 L 8 151741 X 14 160002 X 19
134737 P 1 142533 P 6 151854 C 14 160108 C 19
135012 X 4 142724 X 9 151959 L 13 160224 L 18
135124 C 4 142838 C 9 152153 P 11 160849 P 16
135341 L 4 142942 L 9 152339 X 15 161049 X 20
135619 P 2 143454 P 7 152445 C 15 161157 C 20
135856 X 5 143739 X 10 152548 L 14 161308 L 19
140013 C 5 143848 C 10 152815 P 12 161516 P 17
140115 L 5 143950 L 10 153050 X 16 161705 X 21
140348 P 3 144154 P 8 153154 C 16 161824 C 21
140603 X 6 144335 X 11 153257 L 15 161928 L 20
140712 C 6 144455 C 11 153512 P 13 162140 P 18
The first image taken at each frequency can be seen in Figure 4.8. At X- and C-band,
the two TCRs are strong and clearly visible, while at L- and P-bands their presence is less
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evident, mainly because the secondary lobes of the PSF are buried under the surrounding
distributed target energy. The road is clearly distinguishable at X- and C-band, as the
rocky slopes and the metal guard rails at its edges are relatively strong reflectors. The
broadening of the antenna beam is also evident as frequency lowers. This can be clearly
observed at the upper edge of the X- and C- images: while the road shape is clear at C-
band, at X-band the road and its surroundings are buried below noise. In order to aid in
the visual correlation between the orthophoto shown in Figure 4.5 and the SLC images, a
composite image between X-band and the orthophoto is shown in Figure 4.9. The X-band
image is thresholded so that only the strongest pixels are shown.
Figure 4.8: SLC images at all frequencies. The absolute power is uncalibrated.
42
CHAPTER 4. SYSTEM TESTS AND RESULTS
Figure 4.9: Composition of the orthophoto and the thresholded magnitude X-band image.
Orthophoto credit: ICGC.
These images are also used to quantify and certify the range and azimuth resolution.
The quantification is done here due to the usage of a bigger reflector (TCR1) than in the
previous test campaigns. In order to do so, TCR range and azimuth cuts are extracted
from the polar format data for X-, C- and L-band, and the 3 dB width of the main lobe is
examined. The cuts are shown in Figure 4.10. The measured range resolutions are 0.9 m
for all three bands, as the signal bandwidth is the same for all, and the measured azimuth
ones are 7 mrad, 13 mrad and 66 mrad 2, for X-, C- and L- bands, respectively. This is in
perfect agreement with the theoretical values specified in Table ??. The values at P-band
are not shown since the TCR signal to clutter ratio is not high enough to yield reliable
values.
2Note that the resolution in milliradians is equivalent to the resolution in meters at a range of 1 km
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Figure 4.10: TCR cuts. From top to bottom: X-band, C-band and L-band. Note that the
absolute magnitude values are not calibrated.
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Figure 4.11: Magnitude and phase stability vs. acquisition number for all bands versus
acquisition number.
Examining the system stability is another objective of this campaign. This is accom-
plished by extracting the phase and magnitude of the observation signal saved at the
beginning of each acquisition. The phase and magnitude extracted from each acquisition
can be seen in Figure 4.11. As expected, the observed phase is random due to PLL re-
locks, as stated in Section ??. The magnitude at X- and C- bands exhibit an exponential
profile, converging to a stable value, while at L- and P- bands this exponential shape is
not clearly observed. This increase in magnitude is due to change in the overall system
gain as temperature increases. This increase is a rather unexpected result, as the gain in
most RF devices drops as temperature increases, and further investigation is needed in
this aspect. These changes are not critical, since they are calibrated before the focusing
process.
After internal phase and magnitude compensation, the reflectors can be observed.
Assuming they are stable targets, they should ideally present a fixed phase and magnitude.
Observing the corner reflectors or other strong, stable targets can be useful in making
assessments of atmospheric effects and aid in their eventual correction [82]. The magnitude
and phase of the TCRs are shown in Figure 4.13, Figure 4.14, Figure 4.15 and Figure 4.16.
At X- and C- bands, the chosen reflectors are both TCRs, while at L- and P- bands only
one reflector is used, and chosen to be a natural target consisting on a relatively big rock
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undisturbed by vegetation, as shown in Figure 4.12. In this case, the choice of using a
natural target instead of a TCR lead to a more stable phase and magnitude. This can be
explained by realizing that the relative contribution of the TCR within its pixel strongly
decreases with decreasing frequency, as its RCS decreases and the pixel size increases.
This leads to an increased contribution of the vegetation and other clutter to the given
pixel, leading to increased instability, while the natural rock target size is comparable to
the pixel sizes at L- and P- bands.
Figure 4.12: Detail of the bare rock used as stable target.
A close observation of the reflector phases reveals that X-band suffers a slow phase
instability, probably due to slowly changing atmospheric humidity and temperature, and
the presence of some peaks, which are observed in both reflectors, fact that discards a
hardware cause, and can be attributed to fast changes in atmospheric conditions. At
C-band, TCR1 shows an enhanced stability, while TCR2 is more unstable as a result of
its smaller size. At L- and P- bands, the natural reflector exhibit a similar stability than
TCR1 at C-band.
Another analysis that can be done, and which represents an important point in this
thesis, is analysing the magnitude and phase stability in the whole area by means of
the phase standard deviation and amplitude (or magnitude) dispersion index, which is a
measure of amplitude stability. The amplitude dispersion index is defined as [83]:
DA =
σA
mA
. (4.1)
Where σA is the amplitude standard deviation and mA is the amplitude mean value.
Similarly, the phase stability σν can be assessed with its standard deviation and can be
shown to be σν ≃ DA for high Signal to Noise Ratio (SNR) [83]. The dispersion amplitude
is an important metric used in interferometric SAR and is an indication of stable targets
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Figure 4.13: Relative magnitude of the two TCRs for X- and C- bands versus acquisition
number.
Figure 4.14: Relative magnitude of a strong and stable natural reflector for L- and P-bands
versus acquisition number.
Figure 4.15: Phase of the two TCRs for X- and C- bands versus acquisition number.
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Figure 4.16: Phase of a strong and stable natural reflector for L- and P-bands versus
acquisition number.
or areas that can be exploited. Maps of both metrics are shown in Figure 4.17 and 4.18. It
can be observed in both figures that at X- and C- bands the most stable targets are the two
TCRs, the edges of the road and occasional points in the vegetated areas. From the last
ones, there is a cluster at (90,0) m that is identified as a big, bare rock in direct view from
the radar used as a calibrator for L- and P-bands. Comparing the X- and C-band stability
maps, it can be seen that the C-band map contains more dense clusters of stable points,
for instance at around (95,-20)m, indicating the higher X-band sensitivity to foliage. At
L-band, a drastic increase in stability occurs, and the presence of relatively stable points
is evident in areas where X- and C-band show almost complete decorrelation. Note, for
instance, that in the L-band phase image of Figure 4.17, a strong and very stable target
appears at (80,20)m. At P-band, the stability improvement becomes stronger, and stable
points are widespread in the imaged area. The normalized amplitude and phase stability
of this target can be seen in Figure 4.19. Note the large difference in amplitude and phase
stability between the X- and C- bands and the L- and P- bands. This is a clear indication
of stable target detection below vegetation.
Taking the magnitude dispersion index map, the Persistent Scatterers (PSs) present
in the area can be identified. PS are strong, coherent targets that remain coherent over
all acquisitions, and which are important in applications such as InSAR and aid in atmo-
spheric effects compensation [82,83]. The PS are extracted from the amplitude dispersion
index image, which is almost insensitive to atmospheric effects [82], by selecting points
with a given threshold, typically DA ≤ 0.15. Maps of the selected PS are shown in 4.20.
These results evidence the capability of the system to extract useful information from
stable targets located under vegetation using L- and P-band. As a matter of speculation,
a proper fusion of the data from different bands could lead to interesting applications
where the benefits of each band are exploited. Another quantitative aspect that can be
evaluated is the interferometric coherence. Coherence can be defined as [84]:
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Figure 4.17: Phase standard deviation maps. The values are clipped at π/5.
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Figure 4.18: Magnitude relative standard deviation maps.
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Where E is the expectation operator and z1 and z2 are two zero-mean complex signals
for wide-sense stationary processes. In order to estimate D, it is assumed that the random
process is ergodic in mean, and the sample coherence estimator is defined as
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Figure 4.19: Amplitude and phase stability of the rocky area under vegetation.
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where N is the number of signal measurements, which are ideally independent, and
can represent a set of given pixels from a given pair of SLC images.
Coherence has a widespread use in many applications, such as in target classification
[85] or in the generation of interferometric products such as DEMs or displacement maps
[84]. Specifically, in the case of ground-based acquisitions, coherence can be exploited for
the selection of PS points [86]. Its advantage lies in the reduced set of images required to
determine the stable areas, and its disadvantage is a reduced set of coherent points due to
the inherent loss of resolution of coherence estimation.
It can be demonstrated that the sampled coherence estimator is biased, especially for
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Figure 4.20: Persistent scatterer maps for each frequency.
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Figure 4.21: Coherence bias versus independent number of samples.
low coherence values [84]. The expectation of the sampled coherence is:
E(d) =
Γ(L)Γ(1 + 1/2)
Γ(L + 1/2)
× 3F2
(
3/2, L, L; L + 1/2; 1; D2
)
×
(
1 − D2
)L
. (4.4)
Where L is the number of independent samples, Γ is the gamma function and pFq
is the generalized hypergeometric function [87]. In Figure 4.22, the expectation of the
sampled coherence is plotted against the real coherence and L. This indicates that, in
order to perform a valid estimation, a sufficient number of independent pixels have to be
used. The number of independent pixels is also referred as the Effective Number of Looks
(ENL). In order for the coherence estimation to have sense, it is usually estimated taking a
given set of pixels from uniform areas. Coherence is usually presented in form of coherence
maps, which are generated by a sliding window that selects the pixels to be used. Bigger
windows imply less estimation bias and variance, but imply coarser resolution maps.
In this case, as the imaged area is relatively small, instead of generating a coherence
map, a single coherence value is estimated over entire areas representing different types
of targets. For each area and for each frame, a value is computed. It has to be ensured
that the ENL value is sufficiently high so that the estimate can be considered accurate.
The areas chosen are depicted in Figure 4.23. The first area corresponds to the upper hill,
comprising a range between 100 m and 130 m, just at the upper part of it. The second
area is located at the same azimuth angle than the first one, but comprises a similarly
vegetated area with flat terrain. Finally, the third area is a smaller area of the lower hill,
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(a) (b)
Figure 4.22: Areas used for coherence computation shown over a reference X-band image.
with denser vegetation but containing various spots of very almost bare soil covered with
a thin layer of vegetation. A rough approximation of the effective number of looks for
each area and frequency is shown in Table 4.2. This table has been calculated by using
the azimuth and range resolutions at each area, and dividing the resulting area of a pixel,
which divides the extension of the area. This rough approximation could overestimate the
ENL, as each resolution pixel is not entirely independent of the others due to the spread
of the PSF [88]. For each case, it has to be judged whether a slight overestimation of the
ENL could have a significant effect on the estimation. For a given coherence, the bias for
the estimated ENL is examined, and the hypothetical ENL value that would produce the
observed value is extracted from Figure 4.22. The difference between both values provides
a way to judge whether the estimated value is biased or not.
The estimated coherence values of all three frames with respect to the first one, taken as
the master frame, can be seen in Figure 4.24 for all four frequencies. Starting with X-band,
the first thing to note is the differing values for all three areas. The high coherence of Area 3
can be explained by the very low density vegetation spots and the direct view of tree trunks,
which are high coherence targets. The coherence of Area 1 is reduced due to the more
consistent vegetation cover, while Area 2 presents a significantly lower coherence value.
This low coherence value may be explained by the consistent and complete vegetation
cover. At C-band, the coherence values are nearly identical, denoting a similar ability to
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X-band to penetrate medium-dense vegetation. At L-band, a drastic coherence increase
is observed at all three areas, which is expected due to the significant enhancement in
penetration depth. Finally, at P-band, almost complete coherence is achieved at all three
areas, proving the high insensitivity of this band to the type of vegetation present in the
scene. Also, a slow decrease in coherence is clearly observed at X-band, and in a lower
degree at C-band, which may correlate with slow changes in atmospheric conditions or
changes in some terrain parameters such as soil moisture.
The coherence values of Figure 4.24 have to be examined along with the estimated
ENLs to certify that they are good estimates. At X-band, the estimated ENLs are higher
or equal than 490, which, from Table 4.2, imply biases much lower than the coherence
values measured. In fact, from the lowest coherence estimated, an ENL > 64 suffices. The
same reasoning applies for C-band. At L-band, for the lowest coherence measured to be
biased, the ENL should be lower than about 3, much lower than the ENL estimates. The
same applies to P-band, with coherence values very close to 1, an ENL > 2 would suffice,
which is again significantly lower than the estimated ENL values.
In addition to the coherence graphs with respect to the master frame, Figure 4.26 shows
the coherence matrices for all frequencies and areas. These matrices show the coherence of
all frame combinations, and are a generalization of the coherences shown in Figure 4.24.
In order to assist data interpretation, the same data is presented aggregated by area for
all frequencies in Figure 4.25.
Table 4.2: Effective Number of Looks.
Frequency X C L P
Area 1 615 332 74 11
Area 2 811 438 97 15
Area 3 490 264 59 9
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Figure 4.23: Coherence values of all frames with respect to the master frame, for all areas
and frequency bands.
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Figure 4.24: Coherence values of all frames with respect to the master frame, aggregated
by area.
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Figure 4.25: Coherence matrices for the three areas.
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4.3.2 Test site nº 2
The second test site is set to image a farther range, while the radar is placed at exactly the
same spot, except with a different pointing angle. An orthophoto and its corresponding
elevation map are shown in Figure 4.27. The ranges imaged fall within 200 m to about
1200 m. The imaged scene consists mainly on dense vegetation, vineyards and some man-
made structures such as low-rise houses and communication and electrical towers. An
elevation and slope profile can be seen in Figure 4.29, which shows that the imaged area is
mainly a smooth uphill from 600 m to 1200 m. Figure 4.28 shows the scene from the point
of view of the radar platform, along with a zoomed image of the artificial structures.
(a) (b)
Figure 4.26: Test site nº2 orthophoto and elevation profile. The square and arrow indicate
the radar position and azimuth view direction. Orthophoto and DEM credit: ICGC.
The objective of this test is to certify that the system can image far targets, the
generation of coherence maps and that the image formation algorithm can deal with large
areas.
A sample of the SLC images at each band can be shown in Figure 4.30. In order to
aid in its interpretation, a composite of the thresholded X-band magnitude image and an
orthophoto is provided in Figure 4.31.
These images showed, unexpectedly, the presence of a spurious signal at zero azimuth,
similar in form to the one shown in Figure 4.2a. After a short investigation period, it
was determined that the spur was caused by the leakage of the 10 MHz reference clock
to the RF signal paths. The reference clock is up- and down-mixed at different stages of
the external front-end, leading to a similar mechanism than the one explained in Section
?? for the effects of the in-phase and quadrature (IQ) imbalance spurs. The reference
clock harmonics are seen as chirp-like signals at the reception (RX) channels, resulting
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(a)
(b)
Figure 4.27: (a) Test site nº2 from the radar point of view. (b) Detail.
Figure 4.28: Height and slope profiles for the line path shown. The horizontal axis repre-
sents range. All dimensions are in meters. Orthophoto and DEM credit: ICGC.
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Figure 4.29: Magnitude images of the test site nº2. The absolute power is uncalibrated.
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Figure 4.30: Composition of the orthophoto and the thresholded mangitude X-band GB-
SAR image of the Subirats test site nº2. Orthophoto credit: ICGC.
in periodic broadband spurs that cannot be easily removed as done with the other spurs,
that are concentrated only in the central part of sweep.
These chirp-like spurs are not easily seen with common signal analysis techniques
such as the Discrete Fourier Transform (DFT) or the STFT due to the short-time signals
involved. The Wigner-Ville distribution [89] proved to be a good tool to inspect these
spurs, due to its superior time-frequency resolution characteristics. Figure 4.32 shows the
Wigner-Ville transform of an averaged sweep, which shows the chirp-like spurs. This result
helped in tracking the origin of the spurs, since its period and slope confirmed their origin.
The mechanism that explains the appearance of the spur only around zero azimuth is
that the spurs are constant along slow-time, and overlap with the near constant return
from zero-azimuth targets. A consequence of this mechanism is that the spur is thinner
at higher bands, and broadens as the frequency gets lower.
A fix is taken into account in the next hardware revision. An interesting fact is that
this spur was not detected in the early test campaigns, probably due to a better isolation
between the reference clock and other parts of the system, as all devices were shielded
individually. In the SLC images shown, a partial fix was applied by eliminating and
extrapolating the DC component of the slow-time FFT. However, this is not an ideal
fix as data is inevitably destroyed in the vicinity of zero azimuth. Nevertheless, further
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Figure 4.31: Wigner-Ville transform of the average of various sweeps.
processing can still be done with care.
The magnitude images in Figure 4.30 show that the strongest scatterers are the first
layer of trees, man made structures, the slopes between the vineyard terraces, and various
tree zones. The most notable difference can be seen in the first layer of trees, between
a range of 200 m and 400 m. The azimuth extension of the high return area widens
significantly from C- to L-band, indicating that the penetration depth increases. Another
observation is the energy spread over azimuth, or blurring [90], of the vegetated areas.
This effect is more evident at C-band, but is in theory stronger at X-band. However, at
X-band, the background noise level is higher and the energy spread is buried under it. At
L- and P-bands, this blurring effect is not evident due to a significant reduction of the
wave interaction with vegetation leaves.
In this case, contrary to what is done at test site nº1, coherence maps are computed.
In these maps, the sampled coherence is computed within a sliding rectangular window.
The window size is chosen so that the ENL is high enough to prevent excessive bias in
low coherence areas, and kept as small as possible to limit the degradation of spatial
resolution. Figure 4.34 shows the generated coherence maps for each frequency. The
sliding window is chosen to lead approximately to an ENL value of 15. It is necessary
to state that the polar SLC images are over-sampled in range and azimuth with a factor
of 4 at X- and C-band, and with a factor of 40 at L- and P-bands, in order to yield
smooth images. It is interesting to observe the general increase in coherence that happens
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from X- to C-band. Being careful with the decrease in resolution, that can falsely give an
impression of higher coherence, it is evident that C-band contains high coherence areas
that exhibit very low coherence at X-band. This is the case, for example, of the tree area
starting at 1000 m range. At L- and P-band, the reduced resolution makes this evaluation
more difficult. However, there is a marked increase of high coherence pixels at the first
layer of vegetation for P-band. In Figure 4.33 a more detailed view of this area is given.
Comparing the magnitude images of Figure 4.30 and the coherence maps of Figure 4.34,
the correlation between vegetation density and coherence in all bands can be clearly seen.
Figure 4.32: Detail of the first vegetated area from the Subirats castle test site nº1.
Orthophoto credit: ICGC.
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Figure 4.33: Coherence maps for all frequencies.
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4.3.3 Test site nº 3
In order to image the third test site, the radar was repositioned to face North. The
northern view from the Subirats castle is more diverse than in the second test site. A
speedway, various roads, industrial buildings and a high speed train bridge combine with
vineyards and other vegetated zones. The radar was located at 41°24’59.0”N 1°48’59.5”E,
at an altitude of 285 m above sea level. As a reference, the height difference between the
radar and the speedway is 146 m. An orthophoto and its corresponding elevation map
are shown in Figure 4.35. The radar was configured to image an area between 200 m and
2 km. Only two images were taken at each band. The objectives of this test were the same
as the one done at the second test site, but in this case the imaged area is more diverse.
In Figure 4.36 the area from the radar point of view is shown, along with a detail of some
vineyards and artificial structures. To assist in the comprehension of the geometry of the
area, height and slope profiles are shown in Figure 4.37.
(a) (b)
Figure 4.34: Test site nº3 orthophoto and elevation map. The square and arrow indicate
the radar position and azimuth view direction. Orthophoto and DEM credit: ICGC.
The magnitude images are shown in Figure 4.38, and the accompanying X-band thresh-
olded magnitude composite image is shown in Figure 4.39 for reference. The zero-azimuth
spur is still present in all images, being the L- and P-band images the most affected.
Inspecting the X-band image, a good correlation can be done between the magnitude
and the characteristics of the area. From low range to high range, the vineyards appears
relatively strong (Figure 4.40a), followed by various smaller artificial reflectors such as
metallic bridge railings (Figure 4.40b) or parked vehicles in a motorway rest area. Start-
ing at 1 km, the strongest reflectors in the image can be seen, originating from the metallic
shapes present in industrial buildings (Figure 4.40c). Advancing in range, other artificial
buildings and structures such as bridges or electrical towers result in strong returns (Figure
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(a)
(b) (c)
Figure 4.35: (a) Test site nº3 from the radar point of view. (b)
Vineyard area detail. (c) Detail of the area around the high
speed train bridge.
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Figure 4.36: Height and slope profiles for the line path shown. The horizontal axis repre-
sents range. All dimensions are in meters. Orthophoto and DEM credit: ICGC.
4.40d), and the train bridge is also clearly seen.
At C-band the same effect observed in the second test area takes place, including the
appearance of targets at higher azimuth angles due to the broadening of the antenna beam,
and an increase in the dynamic range result of significantly less free-space loss. At L-band,
the degradation in resolution and the central spur makes interpretation more difficult. An
interesting observation is that the artificial structures around (1700,-100)m yield a much
lower return relative to the rest of the image, indicating that the contributing reflectors
are small compared with the L-band wavelength. At P-band the same observation can be
done.
Regarding the coherence maps, that can be seen in Figure 4.41, the main observations
are similar to the ones in test site nº2. From X- to C-band, a general increase in coherence
takes place, and some areas that exhibit complete decorrelation at X-band, for example
the area around (200, 1400)m become distinguishable at C-band. There are other highly
coherent areas that appear due to the effect of the antenna beam broadening. At L-
and P- bands the interpretation is more difficult. Nonetheless, it is clear that there is a
coherence increase in the vineyards and the industrial buildings remain highly coherent.
The dimming of the area at (1700,-100)m observed in the magnitude images is translated
to the coherence map with a decrease in coherence magnitude due to a strong loss in SNR.
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Figure 4.37: Magnitude images of the test site nº3. The absolute power is uncalibrated.
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Figure 4.38: Composition of orthophoto and the thresholded magnitude X-band GBSAR
image of the Subirats castle test site nº3. Orthophoto credit: ICGC.
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(a) (b)
(c) (d)
Figure 4.39: Details of the thresholded linear magnitude image
for test site nº3.
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Figure 4.40: Coherence maps for all frequencies.
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5 Conclusions and future work
This part is omitted due to non-disclosure agreements.
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