This paper presents new theoretical results on global exponential stability of cellular neural networks with time-varying delays. The stability conditions depend on external inputs, connection weights and delays of cellular neural networks. Using these results, global exponential stability of cellular neural networks can be derived, and the estimate for location of equilibrium point can also be obtained. Finally, the simulating results demonstrate the validity and feasibility of our proposed approach.
Introduction
In recent years, cellular neural networks (CNNs) [1] [2] [3] [4] have attracted great attention due to their significant potential in applications. In many engineering applications and hardware implementations of neural networks, time delays even varying delays in neuron signals are often inevitable, because of internal or external uncertainties. In addition, it is well known that the stability of CNNs and delayed cellular neural networks (DCNNs) are critical for their applications, especially in signal processing, image processing, and solving nonlinear algebraic and transcendental equations, and optimization problems. Moreover, in order to improve the convergence rate of the neural networks toward equilibrium points, and reduce the calculating time, such network as having globally stable equilibrium is prior to be considered. As CNNs and DCNNs are large-scale nonlinear dynamical systems, their stability analysis is a nontrivial task. In the past decade, the stability of CNNs and DCNNs has been widely investigated; e.g. Refs. 5-18. However, the common treatment in the stability analysis of a neural network is to translate its equilibrium point to a zero solution, ignoring location of equilibrium point in stability analysis may loose important information.
This paper discusses the global exponential stability of DCNNs. The obtained results not only can guarantee global exponential stability of cellular neural networks, but also can find the estimate for location of equilibrium point. This paper consists of the following sections. Section 2 describes some preliminaries. The main results are stated in Sec. 3 . Simulation results of two illustrative examples are given in Sec. 4 . Finally, concluding remarks are made in Sec. 5.
Preliminaries
Considers a DCNN described by the following dynamic equation:
where a ij and b ij are constant connection weights, c i is a positive constant, I i is an external input or bias, f (·) is the activation function defined bȳ
τ ij (t) ≤ τ is the time delay upper-bounded by a constant τ, i, j ∈ {1, 2, . . . , n}.
Throughout of this paper, we denote
Sincef is bounded, it can be easily proved that DCNN (1) has at least one equilibrium point by using Schauder fixed point theorem. Assume that there exists an equilibrium point u
T , then DCNN (1) can be rewritten as
The initial condition of DCNN (1) (or DCNN (3)) is assumed to be
where φ(ϑ) ∈ C([t 0 − τ, t 0 ], n ). Denote u(t; t 0 , φ) as the solution of (1) with initial condition (4), it means that u(t; t 0 , φ) is continuous and satisfies (1) and u(s; t 0 , φ) = φ(s), for s ∈ [t 0 − τ, t 0 ]. Also simply denote u(t) as the solution of (1). 
then DCNN (1) is globally exponentially stable and the unique equilibrium point located in (2) and (5),
Hence, there exists (2) and (5),
if u i (t 2 ) ≤ −1, then from (1), (2) and (5),
From Eqs. (7) and (8), there exists (2) and (5),
Hence, there exists
T . Synthesized the above proof, from (2), there exists T , such that for t > T + τ , h = 1, 2, . . . , n, DCNN (1) is equivalent to
Consider a subsystem of (10),
for s ∈ (t 4 , t 5 ], e k (s) > 0; and for j ∈ N 2 , t ∈ [t 0 − τ, t 5 ], e j (t) ≤ ε; i.e.,
On the other hand, by Eqs. (10), (12), (13) and (15),
This contradicts (14) , thus
Now, consider a subsystem of (10),
Using the variations of constants formula, for t > T + τ , the solution of (16) satisfies
Since Eq. (11) is globally exponentially stable, there
Hence, for t > T + τ ,
It implies that the zero solution of (16) 
If there exist set N 1 , N 2 and N 3 such that b ii ≤ 0, i ∈ N 2 and for t ≥ t 0 ,
then DCNN (1) is globally exponentially stable and equilibrium point located in
Proof. When i ∈ N 2 , from Eqs. (1) and (2),
Hence, from Eqs. (18) and (19), (20) and (21),
(22) and (23) imply that
From Eq. (17),
and (26),
If u i (t 1 ) ≤ −1, then from (1), (2), (24) and (28),
From Eqs. (27) and (29), there exists
T . It is similar to the proof of Theorem 1 that there exists T , such that for t > T , h = 1, 2, . . . , n, DCNN (1) is equivalent to
Consider a subsystem of (30),
i.e.,
Hence,
Also since τ ij (t) ≤ τ , there exists θ > 0 such that for
for s ∈ (t 2 , t 3 ], e k (s) > 0; and for j ∈ N 2 , t ∈ [t 0 − τ, t 3 ], e j (t) ≤ ε; i.e.,
If i ∈ N 2 , from (31), (33) and (35), for
Hence, from Eqs. (36) and (37), for
For ∀ t 3 ≥ T , from t 3 − τ ii (t 3 ) to t 3 , integrate the both sides of (38) and (39),
(40) and (41) imply that
On the other hand, when x k (t 3 ) > 0, by (31), (33), (35) and (43),
This contradicts (34). When x k (t 3 ) < 0, by (31), (33), (35) and (42),
This also contradicts (34). Thus
It is similar to the proof of Theorem 1 that (30) is globally exponentially stable; i.e., DCNN (1) is globally exponentially stable.
Simulation Results
In this section, we give two examples to illustrate the new results. The conditions in Theorem 1 cannot be used to ascertain the stability of this cellular neural network. But according to Theorem 2, choose N 1 = {3}, N 2 = {1, 2}, this cellular neural network is globally exponentially stable. However, since C − |A| − |B| is not a nonsingular M -matrix, the conditions in Ref. 18 cannot be used to ascertain the stability of this cellular neural network. Simulation results with several random initial values are depicted in Fig. 2 . 
Concluding Remarks
This paper presents new theoretical results on the global exponential stability of DCNNs. In the first, the estimate for location of equilibrium point is obtained. Next, since when t is large enough, DCNNs can be equal to a linear systems, two novel sufficient conditions for the global exponential stability of DCNNs is derived. Finally, the simulating results demonstrate the validity and feasibility of our proposed approach.
