Abstract. Rule induction has attracted a great deal of attention in Machine Learning and Data Mining. However, generating rules is not an end in itself because their applicability is not so straightforward. Indeed, the user is often overwhelmed when faced with a large number of rules. In this paper, we propose an approach to lighten this burden when the user wishes to exploit such rules to decide which actions to do given an unsatisfactory situation. The method consists in comparing a situation to a set of classification rules. This is achieved using a suitable distance thus allowing to suggest action recommendations with minimal changes to improve that situation. We propose the algorithm Dakar for learning action recommendations and we present an application to an environmental protection issue. Our experiment shows the usefulness of our contribution in decision-making but also raises concerns about the impact of the redundancy of a set of rules in learning action recommendations of quality.
Introduction
Rule induction has attracted a lot of attention in Machine Learning and Data Mining communities. However, the exploitation of a set of rules induced is usually and merely let to the end-user. Overwhelmed by the number of rules, the user is also often frustrated because the applicability of these rules is not so immediate. This makes the post-analysis of induced rules as a great challenge and a necessary step to assist the user in his work as in decision making. Indeed, rather than simply presenting the rules listing to decision-makers, the ideal is to translate these rules into feasible and concrete actions.
In this paper, we are interested in rule-based classifiers. Although useful in real applications, classifying new instances is not enough; user needs more help when he tries to use the classification model beyond the prediction purpose. It is the case when the user wishes to decide which action to accomplish in order to improve an unsatisfactory situation. For instance, how to cure an ill patient given a set of rules describing ill and not ill patients. This brings us to the notion of actionability, described in [21] as follows : "a pattern is interesting to the user if the user can do something about it; that is the user can react to it to his or her advantage". Although some recent works have addressed the problem of learning actionable knowledge [4, 5, 8, 9, 13, 17, 18, 23] , in our point of view, this topic remains under investigation and deserves more attention.
The purpose of this paper is to develop a new method for recommending actions. We propose the algorithm Dakar (Discovery of Actionable Knowledge And Recommendations) which works as follows : starting from an unsatisfactory situation and relying on a set of classification rules, Dakar discovers a set of action recommendations that propose minimal changes to the domain-expert in order to improve that situation.
More precisely, we focus on propositional frameworks, where a situation is expressed by a conjunction of attribute-value pairs. In our case, an action is a modification of values of some attributes of the situation. We compute actions involving "little" changes in the initial situation. This is achieved in Dakar thanks to the generalized Minkowski metric proposed in [7] which allows us to compute the distance between two descriptions. In our approach, a weight is assigned to each feature in order to take into account how flexible it is. The search space of actions is defined as the set of maximally discriminant descriptions that differentiates an unsatisfactory situation from a set of classification rules characterizing what is satisfactory, according to a distance threshold δ. This space is explored considering two properties we have defined, which are the coherence and the validity of actions. Dakar uses a beam-search strategy to find the best actions, according to a quality criterion, to suggest to the user. This paper is organized as follows: in section 2, we present the state of the art of the actionability issue. Section 3 is devoted to our approach and to Dakar algorithm. Experimental tests are described in section 4 and we conclude in section 5 with a summary of our contribution and future directions.
Related Work
This section is a survey of the approaches developed in both Machine Learning and Data Mining literature to address the actionability issue. In [21] , Silberschatz and Tuzhilin evoked for the first time the term actionability in the context of interestingness measures for patterns evaluation. They classify such measures into objective (data-driven) and subjective (user-driven) measures. According to them, from the subjective point of view, a pattern is interesting if it is : -actionable : the end-user can act on it to his advantage. -unexpected : the end-user is surprised by such finding. As pointed out by the authors, actionability is difficult to capture; they propose rather to capture it through unexpectedness, arguing that unexpected patterns are those that lead the expert to make some actions.
While many works have addressed the unexpectedness issue (see for instance [3] for a survey), the actionability remains to be further investigated even if we noticed recently a great interest from researchers in developing new methods for the discovery of actionable knowledge.
We will focus in the following on the methods developed to address actionability issue by using classifiers. Readers interested in actionability in other tasks, such as clustering, can consult the state of the art proposed by He et al. [5] .
In [10] , the authors propose a method that prune all non actionable rules from a large set of association rules. The idea is to discard the more general rules using their specialized rules (having more conditions in the left-hand side) with higher quality. Although their approach facilitate the hard task of analyzing large sets of rules, strictly speaking, it does not identify truly action rules.
Lavrač et al. [8] used subgroup discovery to generate actionable knowledge. It is interesting to notice how the authors distinguished actionable rules from operational ones. Operational rules are somewhat actionable "ready to use" rules, which, if applied, will affect a target population immediately.
Shapiro and Matheus [13] developed a health-care system named Kefir dealing with deviations. The system embodies a recommendation generator that suggests corrective actions in response to some relevant deviations discovered in the data. Here, corrective actions are defined a priori by health-care experts.
A decision-theoretic framework evaluating classification systems from an economic point of view is proposed in [4] . Here, the relationship between the quality of a classification system and the expected payoff to the company is formalized. Classification systems are compared, using their confusion matrices, in terms of their effectiveness in decision making. Actions suggested are predefined by the user.
Ling et al. [9] consider mining optimal actions in CRM (Customer Relationship Management) relying on decision trees models. They aim at finding those actions that change customers from undesired status to a desired one. An action is merely a change in the value of an attribute. These actions are chosen so as to maximize the expected net profit by taking into consideration their costs.
In [17] , the authors show how to discover action rules that allow to move from a given class to another one. This is achieved by comparing pairs of rules having different classes in the right-hand side. Features are divided into : stable (features that cannot be changed) and flexible. An action rule involves only flexible features and shows what are the changes to deploy in order to realize the class change. In business applications, action rules are useful to identify customers for whom some changes in their flexible features will bring them from a profit ranking group to a better one.
The two first approaches [10, 8] work directly on rules to address the actionability issue while the others address it via action recommendations. The studies proposed in [13, 4] aim at recommending predefined actions to the user and the systems proposed in [9, 17] discover actions to be recommended. Comparisons between our approach and the closest works [9, 17] are given throughout this paper.
Framework Description

The Learning task
We propose an approach for mining actionable knowledge. The task we address aims at improving a given situation with regard to a rule-based classifier. It can be defined informally as follows :
"Given a situation for which an unsatisfactory class corresponds , what are the minimal changes (actions) to do in this situation in order to improve that situation to a satisfactory class ⊕ ?" For instance, given a situation describing a high level pollution in an area, what are the advices to be suggested to reduce that pollution. In this paper, we propose to discover actions through a set of classification rules. Before giving the algorithm Dakar, let us first introduce some basic definitions. Let X 1 , .., X n be features taking their values in the domains Dom 1 , .., Dom n respectively.
Definition 1. (Instance)
An instance is an object described by a conjunction of instantiated features denoted by :
Definition 2. (Description)
A description is a conjunction defined on a subset of features as follows :
Definition 3. (Extended description)
A description can be extended to all the features as follows :
For the rest of the paper, a description is considered in its extended form and actions and situations are extended descriptions.
Definition 4. (Classification rule)
A classification rule is an implication of the form Descr =⇒ Class where Descr is a description and Class is the corresponding class label ( or ⊕).
The set of instances (among all possible instances) covered by D will be denoted by cov(D).
Notice that cov(D) = cov( D). For a classification rule R : Descr =⇒ Class, we define cov(R) = cov(Descr).
A set of classification rules R is seen as the union of two sets : R ⊕ and R corresponding respectively to the set of rules characterizing class ⊕ and class . This can be extended easily to multi-class problems.
Definition 6. (Outcome situation)
An action applied to a situation leads to another description called an outcome situation. Given a situation S = i=1,..,n (X i ∈ s i ) and an action A = i=1,..,n (X i ∈ a i ), the outcome situation outcome(S, A) is computed as follows :
When proposing actions to the user, we have to take into consideration their practical applicability. This can be achieved by considering the flexibility of the features involved in the action. This notion is further explained in the following.
On the need of a suitable distance metric
In [17] , the notion of feature flexibility is used to find action rules. Features are divided into two groups : stable (features that cannot be changed) and flexible.
In their approach, action rules are designed with flexible features.
This division into two groups is interesting but is rather strict and not always sufficient. For example, a physician would prefer, if possible, prescribing medicines to advising a surgical intervention to an ill patient. However, in their work, such two flexible features are identically considered. In our approach, to take into account this differentiation, each feature is assigned with a given flexibility weight. Moreover, the notion of feature flexibility is not sufficient. For example, making a diet is in many cases an advice given by physicians but its feasibility depends on the goal we want to achieve. If the weight to loose is about 80 kilograms, this advice is impractical. In the other hand, the advice of loosing 2 kilograms is quite practical. The outcome situation (when action is applied) must be relatively "close" to the initial situation. For these reasons, a metric distance capturing the difficulty of improving a situation thanks to an action seems to be adapted to our problem.
The literature abounds with definitions of metric distances between two descriptions. Relying on an empirical comparative study [11] , we have chosen the generalized Minkowski metric proposed by Ichino and Yaguchi [7] which handles both qualitative and quantitative features. It also integrates weights and deals with dissimilarities between two feature values. We rewrite it according to our notations. Let us consider two extended descriptions :
The normalized and weighted dissimilarity measure called the generalized Minkowski distance of order p defined in [7] is given by :
where the flexibility weights w i > 0, i ∈ {1, .., n} are chosen so that n i=1 w i = 1 and ψ(d i , d i ) is a normalized distance between the sub-domains d i and d i of Dom i (see [7] for more details). The generalized Minkowski distance satisfies 0 ≤ d p (D, D ) ≤ 1 and it is proved that this distance satisfies all the axioms for a metric.
The search space of actions
In this subsection, we define the search space of the actions. We are given an initial situation S = i=1,..,n (A i ∈ s i ) classified in and a set of rules R = R ⊕ ∪ R . An obvious approach is to define the search space of actions as the whole space of descriptions. This space is first restricted thanks to the property of validity defined as follows.
Definition 7. (The validity of an action relatively to a situation) An action A is said to be valid relatively to a situation S if cov(S) ∩ cov(A) = {} Thus, an instance covered by the initial situation is not covered by the outcome situation when a valid action is applied. To consider only valid actions, we use the maximally discriminant set denoted by discr which is defined for S and a description
Descr =⇒ Class, we define discr(S, R) = discr(S, Descr). Notice that an element in discr(S, D) is a valid action relatively to S. The notion of maximally discriminant has already been used in [19] in designing a learner inspired by the version spaces framework [12] .
In order to consider descriptions that are likely to be "good" actions, we construct the maximally discriminant set between S and the description part of one rule in R ⊕ . Intuitively, this set is composed of the attribute-value pairs that make the difference between the rules of class ⊕ and the situation of class . [18] , an action rule relies on only one rule. For each rule in R ⊕ corresponds an action which guarantees to get an outcome situation with a better class (at least one rule of R ⊕ covers the outcome situation). In our point of view, an action should rely on the entire set of rules. Thus, by combining attribute-value pairs of these rules, new actions can be suggested. The set of elementary actions A is given by R∈R ⊕ discr(S, R) and an action is a conjunction of such elements. Our search space of actions is the set :
{ elem∈E elem|E ⊆ A} Actions considered by our method embodies those that would be suggested by the system in [18] . Let us also notice that the search space as defined above embodies some actions that are not to be considered because they do not fulfill the coherency property defined as follows : In practice, an action is not coherent if it involves an empty value for at least one attribute. Let us emphasize that applying an action to a situation does not guarantee to get an outcome situation with a better class than the initial situation. That is why, we need a criterion for assessing the quality of actions. We classify the outcome situation using the set of rules. We rely on the confidence of the rules covering the outcome situation O to evaluate the quality of an action A. We defined the quality measure by :
where O = outcome(S, A) and where conf(R) is the usual confidence 3 of the rule R. Notice that quality(A) > 0 means that O is covered by at least one rule in R ⊕ . Moreover, as pointed out in subsection 3.2, we favor actions that involve a little change in the initial situation. This is achieved by verifying that the distance between the outcome situation (obtained when an action is applied to the initial situation) and the initial situation itself does not exceed a parameter δ given by the user. We term such privileged actions δ-cost actions.
All the requirements for explaining Dakar algorithm are now available.
Dakar algorithm
The aim of Dakar (Discovery of Actionable Knowledge and Recommendations) algorithm is to find the set of the best actions. The algorithm explores the search
space of actions using a beam search strategy : it maintains a set (called Beam) of the best actions the algorithm has constructed up till now. Initially the beam is set to {true}, which means that no action is constructed. During the exploration of the search space, Dakar specializes actions of the beam and keeps only the best ones w.r.t. the criterion we defined earlier. Dakar is given in algorithm 1.
Experiments
We implemented Dakar in Sicstus Prolog and we conducted an experimental evaluation of our algorithm on an environmental application related to streamwater pollution by pesticides. This application is developed in the context of the project Sacadeau [2] . In our experiments, we used a dataset generated by a model which outputs a class of pollution given information about farming works, climate, soil, etc. The set of attributes and their descriptions is given in Table 1 . It is a multi-class application where pollution classes are ordered by experts by taking into account legals thresholds (class 4 is the least satisfactory class). The model is an oracle since it provides the function simulation : situation → class and we define the benefit of an action A applied to a situation S, by benef it(A) = simulation(S) − simulation(outcome (S, A) ). An action A is said positive when its benefit is positive. Our system was tested on 150 unsatisfactory situations (of class 1, 2, 3 or 4). In presented experiments, the size of the beam was 5 ; thus, Dakar proposed 5 actions for each situation. The distance threshold δ varied from 0 to 0. The two best actions recommended by Dakar, with benefit 2 and 1 respectively, are given below :
Both actions suggest to apply pesticides before plants grow up (pre-emergence strategy) and to use new molecules rather than atrazine. The quality of these two actions are almost the same whereas the distance involved by the first action is more than two times the distance involved by the second. Concretely, experts could decide that in a short term, installing a hedge on 90% of the river border is not a necessary action for improving the situation.
Our algorithm uses the distance to take into account a threshold δ, but we can imagine an algorithm using both quality and distance in the criterion as done in [9] where a function of profit is maximized.
A second qualitative evaluation concerns interest of the quality criterion. There is an example of situation of class 3 :
strategy=pre, molecules=new, hedge=0%, basin=convex, orga_matter=2%, climate=3
The two best actions recommended by our system (having a benefit of 1 and -1 respectively) are :
2 -hedge=90%, strat=post (quality = 0.64, distance = 0.005) (quality = -0.56,distance = 0.005)
The first action is the only one, among the five recommended actions, to get a positive quality. Installing a hedge on 90% of the river border seems to be the necessary action for improving the situation. From this point, only the action maximizing the quality criterion in the beam was considered. We plotted, in Figure 1 , recommended actions according to their quality and their effective benefit. Note that the quality of an action A is a good prediction of the efficiency of A if (quality(A) < 0 and benef it(A) ≤ 0) or (quality(A) > 0 and benef it(A) > 0).
In Figure 2 , the experiment raises another concern about the relationship between the redundancy in a set of classification rules and and the efficiency of recommended actions. In [22] , the author studied the effect of the redundancy of a classification rule set on the task of predicting a class. In his experiments, a redundant classification rule set has better accuracy on classification. Using ICL, three classification rule sets were learned with support parameter equal to 1, 10 and 20, leading to set of 19, 35 and 63 rules respectively. We evaluated the three sets of rules, by comparing the efficiency of the actions they suggested when used in Dakar. We plotted in Figure 2 the efficiency of recommended actions in function of the parameter δ for the three sets of rules.
As expected, the efficiency of actions proposed by Dakar is globally increasing in the parameter δ. Moreover, we notice that the more the classification rule set is redundant, the more the actions are effective. The impact of the redundancy in rules on Sebag's distance between two instances expressed by Horn clauses was also pointed out in [20] . Her distance is based on the coverage of instances by a theory and the more the theory is redundant, the more this distance is of interest.
We repeated the same experiment for three rule sets generated by three systems : C4.5 [14] , ICL [15] and Apriori 4 [1] . Supposing that Apriori is more redundant than ICL which is more redundant than C4.5, we compared the effi-ciency of the actions suggested by the three sets of rules. Once again, the more the set of rules is redundant, the more the actions are effective.
Conclusion
In this paper we have investigated the task of learning actionable knowledge and recommendations to the user. We attempted to answer the following question : how to go beyond the simple use of classification rules in prediction by making them actionable?
Our contribution is as follows : given a situation, the algorithm we propose allows the user to further exploit a set of classification rules in order to decide what are the actions to accomplish in order to improve that situation. The algorithm looks for the best actions involving a little change in the initial situation. This is achieved thanks to an actionability approach relying on a distance.
Our framework has been applied to an environmental dataset related to pollution. We have learned some actionable knowledge concerning the possible recommendations one can adopt in order to reduce the pollution. Such recommendations take into account the degree of flexibility of each feature. Experiments have shown the feasibility of this task. They also raise some concerns about the impact of the redundancy of rules on the quality of actions recommended by our system. The approach we propose can be improved in the following directions. First, extend the framework to first order learners. In this case, we need other kinds of distance metrics handling literals, such as those proposed in [6, 16] . Second, study the impact of the chosen distance metric on the quality of the recommended actions.
In our point of view, action recommendation is a promising issue with many practical applications such as healthcare, environmental protection and customer analysis. There is clearly much research to be done in the formalization of the task of learning useful and actionable knowledge from both methods and interestingness measures points of view.
