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Abstract
Let H be the Hilbert scheme of curves in complex projective 3-space, with degree d ≥ 3
and genus g ≤ (d−2)2/4. A complete, explicit description of the cone of curves and the
ample cone of H is given. From this, partial results on the group Aut(H) are deduced.
Introduction
The ground field is k = C and we always assume d ≥ 3, g ≤ g(d) := (d − 2)2/4,
H = HilbP (P3k), P (n) = dn− g + 1.
Chapter 1. We prove:
Theorem 1.1. Rational equivalence = numerical equivalence.
The complementary Hilbert polynomial Q(n) =
(
n+3
3
)
− P (n) has the form Q(n) =(
n−1+3
3
)
+
(
n−a+2
2
)
+ (n− b+ 1), where a = d+ 1 and g = (a2 − 3a+ 4)/2− b.
Theorem 1.2. The cone of (effective) curves is freely generated by (the equivalence
classes of) the following curves:
C0 =
{
(x2, xy, xz, ya, ya−1zb−a+1, xtb−2 + αya−1zb−a)
∣∣ α ∈ k }−
C1 =
{
(x, ya, ya−1zb−a(αz + t))
∣∣ α ∈ k }−
C2 =
{
(x, ya−1(αy + z), ya−2zb−a+1(αy + z))
∣∣ α ∈ k }− .
Let C ⊂ H × P3 be the universal curve with Hilbert polynomial P over H. Let F be
the structure sheaf of C, let π be the projection from H × P3 onto H and Fn := π∗F(n).
Then Fn is locally free of rank P (n) on H for all n ≥ d − 2 and Mn :=
∧˙
Fn is called
tautological line bundle on H, where the dot denotes the exterior power of highest degree.
Put ρ := (b − a)(b − a + 1)/2, L2 := Mn−1 ⊗M−2n ⊗Mn+1 if n ≥ d − 1 is any integer,
L1 :=M
−1
d−2 ⊗Md−1 and L0 :=Mb−1 ⊗L
−ρ
2 .
ii
Theorem 1.3. The ample cone of H is freely generated by (the classes of) L0, L1, L2.
In a simple direct way it is proved thatM−1n−1⊗Mn is globally generated, if n ≥ d− 1,
especially L1 is globally generated. As for L2, one has to use the method of Fogarty
(see [F1, Section 3]) to show that L2 is globally generated. In spite of every effort, I could
not decide, if L0 is globally generated or not, even in the case of H4,1. So the only example
I know is the case H3,0, where L0 =M3 is globally generated.
Chapter 2. We will determine those curves, which lie on some of the subcones of the
cone of curves. One cannot expect to obtain complete results, but at least one can show
that curves, which are rationally equivalent to multiples of [C1] or [C2], lie on a special
subscheme Hm respectively G of H, which we will have to use later on (Corollary 2.1 and
Proposition 2.2).
Chapter 3. This is an attempt to understand Fogarty’s general construction of certain
morphisms ωPt (m) from Hilb
P (PNk ) to projective spaces, at least in the case N = 3, t = 1,
P (n) = dn − g + 1. For this reason it is shown in a direct way that the fibres of the
morphism fn, which is defined by the globally generated line bundle M
−1
n−1 ⊗Mn, have
the same description as the fibres of ωP1 (m). The difference is that in [F1, Theorem 10.4,
p. 84] one has to choose m≫ 0, whereas now one only has to suppose n ≥ d. Moreover, it
is shown (by means of the method Fogarty used in the proof of [F2, Proposition 2.2]) that
each two closed points in a fibre of fn can be connected by a curve rationally equivalent to
a multiple of [C0], a result, which one has to use in Chapter 6.
We now try to approach the group Aut(H) of k-automorphisms of H, which we will do
in several steps:
Chapter 4. We show that Aut(H) trivially acts on the first Chow groups A1(H)
and A1(C), if d ≥ 5 is supposed. (Probably this is true if d ≥ 3, but I cannot prove it.)
Moreover, it is shown that the subschemes Hm and G of H, which are mentioned above
(and are constructed in Appendix C), are invariant under Aut(H).
Chapter 5. If ϕ ∈ Aut(H) and d ≥ 6 is supposed, we show that there is a γ ∈
G := PGL(3; k) such that ϕ|Hm = γ|Hm. Replacing ϕ by ϕ ◦ γ−1, one obtains a so called
normed automorphism of H. The set of all such normed automorphism is a subgroup N
of Aut(H), which is normalized by G. Moreover, we prove that ϕ|G = id for all ϕ ∈ N .
(Here one has to use Aut(Hilbd(P2)) = PGL(2; k), which is proved in Appendix D under
the assumption d ≥ 6.)
Chapter 6. A very nice result would be to show that ϕ(ξ) = ξ for all ξ ∈ H(k) and all
ϕ ∈ N , but with regard to the methods used here, this seems to be impossible. If however
the ideal corresponding to ξ has a special shape, similar or weaker results hold true and
are used in Chapter 7. Here the result is:
Theorem 7.1. Suppose d ≥ 6. If h is the Hilbert–Chow morphism, then h(ϕ(ξ)) = h(ξ)
for all ξ ∈ H(k) and all ϕ ∈ N .
iii
Chapter 8. Recall from Chapter 3 that the tautological morphism f is defined by the
globally generated line bundle L1 ⊗ L2 (or M
−1
n−1 ⊗Mn, if n ≥ d).
Theorem 8.1. Suppose d ≥ 6. Then f(ϕ(ξ)) = f(ξ) for all ξ ∈ H(k) and all ϕ ∈ N .
Remark. In more concrete terms one can express this as follows. Let ξ ∈ H(k)
correspond to the ideal I = J
⋂
R, where J is the CM-part and R is the punctual part
which are defined in the following way: The curve defined by the ideal J in P3 has no
embedded or isolated points (we call such an ideal a CM-ideal in order to avoid the correct
but awkward notation ”locally Cohen - Macaulay”) and R =
⋂
Qi, where the Qi are
primary to ideals Pi, which corresponds to different closed points in P
3.
Then ϕ(ξ) corresponds to the ideal J ∩ R′, where R′ =
⋂
Q′i, the Q
′
i are Pi-primary
and length(J /J ∩Qi) = length(J /J ∩Q′i) for all i.
Corollary. Assume as before that d ≥ 6 and g ≤ g(d) := (d − 2)2/4. Let HCM,
respectivelyHcm, denote the open subscheme of H, whose closed points correspond to curves
without embedded or isolated points, respectively to curves without embedded points. Then
the restriction of a k-automorphism of H to HCM, respectively to Hcm, is induced by a
linear transformation of P3k.
Acknowledgment : This article could not have been written in LATEX without the help of
Christian Gorzel.
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CHAPTER 1
The cone of curves and the ample cone of a
Hilbert scheme of space curves
1.1. Notations and summary of earlier results
The ground field is k = C and H = Hd,g = Hilb
P (P3k) is the Hilbert scheme, which
parametrizes the curves of degree d and genus g in P3k, i.e. the closed subschemes of P
3
k
with Hilbert polynomial P (n) = dn − g + 1. We also write HQ instead of Hd,g in order
to express this Hilbert scheme likewise parametrizes the ideals I ⊂ OP3 with Hilbert
polynomial Q(n) =
(
n+3
3
)
− P (n). According to F. S. Macaulay HQ is not empty if and
only if Q(n) has the form Q(n) =
(
n−1+3
3
)
+
(
n−a+2
2
)
or Q(n) =
(
n−1+3
3
)
+
(
n−a+2
2
)
+
(
n−b+1
1
)
,
where a is an integer ≥ 1, respectively a and b are integers (Macaulay coefficients) such
that 2 ≤ a ≤ b. Between the degree and the genus on the one hand and the Macaulay
coefficients on the other hand, one has the following relations:
d = a, g = (d− 1)(d− 2)/2, if Q(n) =
(
n−1+3
3
)
+
(
n−a+2
2
)
and
d = a− 1, g = (a2 − 3a+ 4)/2− b, if Q(n) =
(
n−1+3
3
)
+
(
n−a+2
2
)
+
(
n−b+1
1
)
,
respectively. One sees that the first case occurs if and only if one is dealing with plane
curves. Therefore in the following we always suppose d ≥ 3 and g < (d− 1)(d− 2)/2.
In the following we furthermore assume that g ≤ g(d) := (d − 2)2/4, because in this
case we have “rational equivalence = numerical equivalence” (see below Theorem 1.1).
But as, according to a theorem of Castelnuovo (see [H1, Thm. 6.4, p. 351]), d ≥ 3 and
g ≤ (d− 2)2/4 is a necessary condition for Hd,g to contain a point, which corresponds to a
smooth curve, this does not seem to be an artificial assumption.
If C is the universal curve over H, one has the diagram
C 
 //
f ❄
❄❄
❄❄
❄❄
❄ H×k P
3
π
{{✈✈
✈✈
✈✈
✈✈
✈✈ κ
$$❍
❍❍
❍❍
❍❍
❍❍
❍
H P3
where π and κ are the projections and f is a surjective flat morphism, such that for all
ξ ∈ H the fiber f−1(ξ) is a closed curve Cξ ⊂ P3 ⊗ k(ξ) with Hilbert polynomial P . If
I is the universal ideal sheaf on X := H × P3k, which defines C, then F := OX/I is the
structure sheaf of C. If one puts I(n) := I ⊗ κ∗OP3(n) and F(n) := F ⊗ κ
∗OP3(n) and if
1
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n ≥ b− 1, then one has exact sequences
0 −→ π∗I(n) −→ OH ⊗ Sn −→ π∗F(n) −→ 0,
where S = k[x, y, z, t] and π∗I(n) and π∗F(n) are locally free on H of rank Q(n) re-
spectively P (n). Mn :=
∧˙
π∗F(n) is called tautological line bundle. This is valid for all
n ≥ b− 1, because each ideal in OP3 with Hilbert polynomial Q is b–regular [G1, Lemma
2.9]. As we will show in Section 1.5, Mn is a line bundle for all n ≥ d− 2.
A1(−) denotes the first Chow group with coefficients inQ and NS(−) = Pic(−)/Pic
0(−)
is the Ne´ron–Severi group. If one assumes that a ≥ 4 and b ≥ (a2 − 1)/4, i.e. d ≥ 3 and
g ≤ g(d), then one has the following results.
Theorem I. A1(H) is freely generated by the rational equivalence classes of the fol-
lowing curves:
C0 =
{
(x2, xy, xz, ya, ya−1zb−a+1, xtb−2 + αya−1zb−a)
∣∣ α ∈ k }−
D =
{
(x2, xy, ya−1, zb−2a+4(ya−2 + αxza−3))
∣∣ α ∈ k }−
C2 =
{
(x, ya−1(αy + z), ya−2zb−a+1(αy + z))
∣∣ α ∈ k }− .
Theorem II. The classes of Mn, Mn+1, Mn+2 freely generate NS(H) over Z, for all
n ≥ b− 1 = d(d− 1)/2− g.
In order to formulate corresponding results for C, one defines curves on C by putting
C∗0 := C0 × {p∞}, D
∗ := D × {p∞}, C
∗
2 := C2 × {p∞}, L
∗ := {ω} × L,
where p∞ = (0 : 0 : 0 : 1) ∈ P
3, L = V (x, y) ⊂ P3 and ω is the closed point of H
corresponding to the lexicographic ideal with Hilbert polynomial Q.
Theorem III. The rational equivalence classes of C∗0 , D
∗, C∗2 and L
∗ form a basis of
A1(C).
Theorem IV. NS(C) is freely generated by the classes of π∗Mn, π∗Mn+1, π∗Mn+2
and κ∗OP3(1) for all n ≥ b− 1.
If d ≥ 5 is uneven or d ≥ 8 is even, these are the results of [T4, Sa¨tze 2–5], and the
remaining cases are treated in [T5, p. 119–127]. At this point I would like to mention that
the largest part of [T5] serves to prove that g ≤ (d − 2)2/4 is a necessary condition (see
[T5, last line of page 2 and Chap. 17, p. 129]).
1.2. Rational and numerical equivalence
Let be
Z ∈ Aτ1(H) = { Z ∈ A1(H) | (L · Z) = 0 for all L ∈ Pic(H) } .
According to Theorem I one can write
Z = q0[C0] + q1[D] + q2[C2], qi ∈ Q.
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Using the formulas of [T2, pp.134 - 135] it follows that
(Mn · Z) = q0 + q1(n− b+ a− 1) + q2
[(
n−a+2
2
)
+ (n− b+ 1)
]
= 0,
hence q0 = q1 = q2 = 0.
As the restriction of π to D∗ induces an isomorphism of D∗ onto D, one has
(π∗Mn ·D
∗) = (Mn ·D).
In the same way one obtains (κ∗OP3(n) · L
∗) = (OP3(n) · L) = n and (κ
∗OP3(n) ·D
∗) = 0
and finally (π∗Mn · L∗) = 0. Clearly one has corresponding results for the intersection
numbers with C∗2 , etc. According to Theorem III one can write Z ∈ A
τ
1(C) as
Z = q0[C
∗
0 ] + q1[D
∗] + q2[C
∗
2 ] + q3[L
∗].
If one forms the intersection numbers with π∗Mn and κ∗OP3(n), then one gets q0 = · · · =
q3 = 0 and hence
Theorem 1.1. Rational equivalence and numerical equivalence in A1(H) (resp. A1(C))
agree. 
As an application we replace D in the above basis of A1(H) by the cycle
C1 =
{
(x, ya, ya−1zb−a(αz + t))
∣∣ α ∈ k }−
(see [T1, p. 91]). Writing
[C1] = q0[C0] + q1[D] + q2[C2]
and forming the intersection number with Mn gives q2 = 0 and (n− b+ 1) = q0 + q1(n−
b+ a− 1) (cf. [T2, p. 134]). As this is equivalent to q1 = 1, q0 = 2− a one obtains
(1.1) [D] = (a− 2)[C0] + [C1] .
The same argumentation gives
(1.2) [D∗] = (a− 2)[C∗0 ] + [C
∗
1 ] .
A+1 (H) denotes the cone of curves on H, i.e. the set of 1–cycles
∑
qi[Ci], where qi ≥ 0
are rational numbers and the Ci are closed, reduced, irreducible curves on H. The cone
A+1 (C) is analogously defined. The determination of both cones will be given in the next
section and Theorem 1.1 is the main tool.
Convention: If not otherwise stated, in the remaining sections of Chapter 1 we write
P = k[x, y, z, t] and S = k[x, y, z].
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1.3. The cone of curves on H and on C
1.3.1. Combinatorial cycles.
1.3.1.1. Combinatorial cycles of type 1. Let J ∈ H(k) be an ideal of type 1 (cf. [T1,
p. 7]). We have to take up the notations of [T1, 1.4.6] and [T3, Anhang 2, 1.2] (cf.
Appendix H).
We consider a decomposition of H0(J (b)) into y-layers (cf. [T3, p. 51]) and we want to
show that such a y-layer has convex shape. To do so, we have to show that the following
case cannot occur:
w
u
v
t
z
Figure 1.1
Otherwise we would have tu = zw and zδu = tδv, with δ := ordtu − ordtv = ordzv −
ordzu, hence tu ∈ H0(J (b + 1)) and zδu ∈ H0(J (b + δ)). Suppose u = tru′, r ≥ 0,
u′ a monomial without t. As we just have obtained tu ∈ H0(J (b + 1)), from the G1-
invariance of H0(J (b + 1)) it follows that: (αy + t)r+1u′ ∈ H0(J (b + 1)) for all α ∈ k ⇒
[tr+1 + (r + 1)αytr + · · · ]u′ ∈ H0(J (b + 1)). As char(k) = 0, because the Vandermonde–
determinant is not equal to zero, ytru′ = yu ∈ H0(J (b + 1)). In the same way it follows
that (αx+t)r+1u′ ∈ H0(J (b+1)) and hence xtru′ = xu ∈ H0(J (b+1)). But (x, y, z, t)δu ⊂
H0(J (b+ δ)) implies u ∈ H0(J (b)), contradiction. From this we deduce that each y-layer
of H0(J (b)) has the shape as in Figure 1.2.
This shows that
E(J (b)) = set of monomial in H0(J (b))
is a disjoint union of the monomials in so called “tracks”, i.e. sets of the form B(u) =
u · k[z, t]b−r, where u ∈ Pr is a monomial. We write u = v · ts, v ∈ S a monomial without
t. Then 0 ≤ s ≤ r ≤ b. Put
C :=
{
ψ1α(J )
∣∣ α ∈ k }− .
Then the contribution delivered by the track B(u) to the intersection number (Mb · C)
is equal to the highest power with which α appears in
b−r+1∧
v(αz + t)s · k[z, t]b−r, i.e. is
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0
t
z
Figure 1.2
equal to s(b − r + 1). But only tracks with gradtu > 0 yield a contribution to (Mb · C).
Let B(u) be such a track. Multiplication of B(u) with 〈z, t〉 gives the track B′(u) =
u · k[z, t]b+1−r ⊂ H
0(J (b + 1)). On the other hand one has xu = tv and yu = tw where
v and w are monomials in E(J (b)), as follows from the invariance of E(J (b)) under the
maps m 7→ (y/t) ·m and m 7→ (x/t) ·m, if the monomial m ∈ E(J (b)) is divisible by t. It
follows that x · B(u) (resp. y · B(u)) is contained in the track B′(v) (resp. B′(w)), which
arises from the track B(v) (resp. B(w)) in the same way as has been described before.
By going over from E(J (b)) to E(J (b + 1)), each track B(u) thus is transformed into a
track B′(u) of E(J (b + 1)). On the other hand, as P1H
0(J (b)) = H0(J (b + 1)), each
track B(v) ⊂ H0(J (b + 1)) has the form B′(u), where B(u) ⊂ H0(J (b)) is a track. Thus
one has the situation described in Fig. 1.3. (As J is not contained in xOP3(−1), from the
G1-invariance of H
0(J (b)) it follows that yb ∈ H0(J (b)).) The same is true, if one goes
over from E(J (b + 1)) to E(J (b + 2)), etc. All in all one can say that, going over from
E(J (b)) to E(J (n)), each track B(u) = u · k[z, t]b−r with gradtu > 0 is transformed into
the track B′(u) = u · k[z, t]n−r and that each track B(v) ⊂ E(J (n)) with gradtv > 0 is
obtained in this way. B′(u) then delivers the contribution s(n− r + 1) to
α- deg
Q(n)∧
ψ1α(H
0(J (n))) = (Mn · C) .
It follows that
(Mn · C) =
∑
si(n− ri + 1) =
∑
si(n− b+ 1) +
∑
si(b− ri) = q1(n− b+ 1) + q2
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y
z
t
Figure 1.3
where q1 :=
∑
si ∈ N and q2 :=
∑
si(b− ri) ∈ N, i.e. one has
(Mn · C) = q1(Mn · C1) + q0(Mn · C0) .
If all si = 0, then H
0(J (b)) would be invariant under ∆ = U(4; k). By Theorem 1.1 we
get:
Conclusion 1.1. If C is a combinatorial cycle of type 1, then [C] = q1[C1] + q0[C0]
where q0, q1 ∈ N and q1 > 0. 
1.3.1.2. Combinatorial cycles of type 2. We first want to recall the computation of
degree in [T1, 1.3, p. 12 ]: Ga operates on R = k[y, z] by ψα : y 7→ y, z 7→ αy + z. Let
V ⊂ yrzsRn be a (µ+ 1)-dimensional subspace, which is generated by monomials.
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Then
µ+1∧
ψα(V ) contains a non-zero term without α, respectively with a power of α,
which is ≥ (µ+ 1) · s. In order to see this, we write
V = yrzs〈yn−a0za0 , . . . , yn−aµzaµ〉 ,
where 0 ≤ a0 < · · · < aµ ≤ n. Then
µ+1∧
ψα(V ) contains the term
yrzsyn−a0za0 ∧ · · · ∧ yrzsyn−aµzaµ
without α. The highest power of α in
µ+1∧
ψα(V ) is equal to
(s+ a0) + · · ·+ (s+ aµ)− (1 + · · ·+ µ)
(see [T1, p. 13/14]). As 0 ≤ a0 < · · · < aµ ≤ n, this sum is ≥ s(µ+ 1).
Let be Q(n) =
(
n−1+3
3
)
+
(
n−a+2
2
)
+
(
n−b+1
1
)
where
(1.3) f0(n) := 1, f1(n) := (n− b+ 1), f2(n) :=
(
n−a+2
2
)
+ (n− b+ 1) .
Let J ∈ HQ(k) have the type 2, i.e.J is invariant under T (4; k) · G2 (cf. [T1, p. III] and
Appendix H).
Let J ↔ ξ ∈ HQ(k) and C := { ψ2α(ξ) | α ∈ k }
−
.
Aux-Lemma 1.1. If g(n) := α- deg
Q(n)∧
ψ2α(H
0(J (n))), then there are ni ∈ N such that
for all n≫ 0
g(n) = n2f2(n) + n1f1(n) + n0f0(n) .
Proof. By induction on the colength of J ′ := J + tOP3(−1)/tOP3(−1) ⊂ OP2 . If this
colength is equal to zero, then a = 1 and J ⊂ OP3 has the colength b. Then Sn ⊂ H
0(J (n))
if n ≥ b and α- deg
Q(n)∧
ψ2α(H
0(J (n))) is independent of n ≥ b, hence g(n) = cf0(n). Thus
we can assume, without restriction of generality, that a > 1. If J ′ is invariant under
U(3; k), then the same argumentation shows that g(n) is constant. Hence we can assume
without restriction that J ′ is not U(3; k)-invariant and we have the situation described
in [T1, 2.2].
1◦. We consider the outer shell of the pyramid E(J (n)), n ≥ b. We imagine the outer
shell completed (in Figure 1.4 by the dotted monomials, but this figure is very special,
because in general it is not true that “old pyramid ∪ new monomials” is a pyramid in the
usual sense, see Appendix H). The completed outer shell has the form u ·k[y, z](−α), where
u = yrzs, and α := r + s = reg(J ′) (see [T1, p. 55]).
Now one has 1 ≤ α < a as reg(J ′) ≤ a−1, and on the other hand from α = 0, because
of α = r + s, it would follow that reg(J ′) = 0, hence J ′ = OP2 .
It follows that in the complete outer shell one has n− α+ 1 monomials of degree n, if
n ≥ α. We define the number β by the condition that the outer shell is complete in degree
β but not in degree β − 1. Hence β ≤ reg(J ) ≤ b.
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2◦. Let ri, α ≤ i ≤ β − 1, be the number of monomials in E(J (n)) of degree i in the
outer shell. Then ri ≤ i−α+1. As the outer complete shell is equal to uk[y, z](−α), where
u = yrzs, r + s = α, the i-th layer of the outer shell of the pyramid E(J (n)) contributes
to the α- deg of H0(J (n)) the term s(i − α + 1), if i ≥ β, respectively a term ≥ s · ri, if
α ≤ i ≤ β − 1 (see above). Hence the outer shell of the pyramid E(J (n)) contributes to
the α- deg of H0(J (n)) the term
r(n) := s ·
n∑
i=β
(i− α+ 1) + s ·
β−1∑
i=1
ri + δ
= s
[(
n−α+2
2
)
+
(
β−α+1
2
)
+ ρ
]
+ δ ,
where ρ :=
∑β−1
i=α ri and δ ∈ N. The numbers s, ρ, δ are independent of n ≥ b.
N.B. δ = 0 iff in the i-th layer of the outer shell of E(J (n)) there are only monomials
with the smallest possible z-degree; especially there are no holes in the i-th layer, for all
α ≤ i ≤ β − 1.
3◦. We put f(n) :=
(
n−α+2
2
)
− γ, γ :=
(
β−α+1
2
)
− ρ and want to find qi ∈ N such that
(1.4) f(n) = q2f2(n) + q1f1(n) + q0f0(n)
(see (1.3)). First one sees that q2 = 1 and we get the equivalent equations
(
n−α+2
2
)
− γ =
(
n−a+2
2
)
+ (n− b+ 1) + .q1(n− b+ 1) + q0
⇐⇒ (n− α + 2)(n− α+ 1)− 2γ = (n− a+ 2)(n− a+ 1) + 2(n− b+ 1)
+ 2q1(n− b+ 1) + 2q0
⇐⇒ n2 − (2α− 3)n+ (α− 1)(α− 2)− 2γ = n2 − (2a− 3)n+ (a− 1)(a− 2)
+ (2q1 + 2)(n− b+ 1) + 2q0
⇐⇒ −(2α− 3) = 2q1 + 2− (2a− 3) and
(α− 1)(α− 2)− 2γ = (2q1 + 2)(−b+ 1) + (a− 1)(a− 2) + 2q0 .
This is equivalent to
(1.5) q1 = a− α− 1
and
(1.6) (α− 1)(α− 2)− 2γ = 2(a− α)(−b+ 1) + (a− 1)(a− 2) + 2q0
1.3. THE CONE OF CURVES ON H AND ON C 9
⇐⇒ 2q0 = α
2 − 3α + 2− (a2 − 3a+ 2)− 2γ + 2(a− α)(b− 1)
= α2 − 3α− a2 + 3a− 2γ + 2(a− α)(b− 1)
= −[a2 − α2 − 3(a− α)]− 2γ + 2(a− α)(b− 1)
= −(a− α)[a+ α− 3]− 2γ + 2(a− α)(b− 1)
⇒ q0 = (a− α)[b− 1−
1
2
(a+ α− 3)]− γ
q0 = (a− α)
[
1
2
(b− a + 1) + 1
2
(b− α)
]
− γ
where
γ =
(
β−α+1
2
)
− ρ =
β−1∑
i=α
(i− α+ 1− ri)
is the number of monomials, which are missing in the layer of degree i in the outer shell
of E(J (b)), α ≤ i ≤ β − 1. Hence γ ≥ 0 and on the other hand γ ≤ colength of J in I∗,
where I∗ is the ideal in OP3, which is generated by I := J
′ ⊂ OP2 . As this colength is
≤ b− a + 1, one has
0 ≤ γ ≤ b− a + 1 .
As α < a, one has 1
2
(b− α) ≥ 1
2
(b− a+ 1) and we get
(1.7) q0 ≥ (a− α)(b− a+ 1)− γ ≥ (a− α− 1)(b− a+ 1)− γ ≥ 0 .
Now from equation (1.6) it follows that q0 ∈ Z and hence q0 ∈ N. As q1 = a − α − 1 and
α < a (see above) we have solved (1.3) with natural numbers q0, q1, q2, and hence it follows
that there are q′i ∈ N such that
(1.8) r(n) = s · f(n) + δ = q′2f2(n) + q
′
1f1(n) + q
′
0f0(n) .
4◦. If one takes away from E(J (n)) the outer shell, one gets a pyramid E(K(n)), where
K = xJ˜ (−1). Here J˜ ⊂ OP3 is an ideal of type 2 with Hilbert polynomial Q˜ such that
J˜ ′ ⊂ OP2 has a smaller colength than J
′ ⊂ OP2 (see [T1, Fig. 2.5, p. 55]). One sees that
Q˜(n− 1) +
n∑
i=β
(i− α + 1) +
β−1∑
i=α
ri = Q(n) .
We write
Q˜(n) =
(
n−1+3
3
)
+
(
n−a˜+2
2
)
+
(
n−b˜+1
1
)
,
where b˜ = a˜ − 1 is possible, in which case Q˜(n) =
(
n−1+3
3
)
+
(
n−(a˜−1)+2
2
)
. Also a˜ = 1 is
possible, i.e. Q˜(n) =
(
n+3
3
)
. In any case, one has
Q˜(n− 1) +
(
n−α+2
2
)
−
(
β−α+1
2
)
+ ρ = Q˜(n− 1) +
(
n−α+2
2
)
− γ,
where ρ and γ have been introduced in 2◦ respectively in 3◦. We get(
n−1−1+3
3
)
+
(
n−1−a˜+2
2
)
+
(
n−1−b˜+1
1
)
+
(
n−α+2
2
)
− γ
=
(
n−1+3
3
)
+
(
n−a+2
2
)
+
(
n−b+1
1
)
.
Hence (
n−a˜+1
2
)
+ (n− b˜) +
(
n−α+2
2
)
− γ =
(
n−1+2
2
)
+
(
n−a+2
2
)
+ (n− b+ 1) .
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⇒ (n− a˜ + 1)(n− a˜) + 2(n− b˜) + (n− α + 2)(n− α + 1)− 2γ
= (n + 1)n+ (n− a+ 2)(n− a+ 1) + 2(n− b+ 1)
⇒ n2 − 2a˜n+ a˜2 + n− a˜+ 2n− 2b˜+ n2 − 2αn+ α2 + 3n− 3α+ 2− 2γ
= n2 + n + n2 − 2an+ a2 + 3n− 3a+ 2 + 2n− 2b+ 2 .
Comparing the coefficients of n gives
(1.9) a = a˜+ α .
Moreover, it follows
a˜2 − a˜− 2b˜+ α2 − 3α+ 2− 2γ = a2 − 3a− 2b+ 4
⇒ 2b− 2b˜ = a2 − 3a+ 4− a˜2 + a˜− α2 + 3α− 2 + 2γ
= 2a˜α− 2a˜+ 2 + 2γ
⇒ b− b˜ = a˜(α− 1) + 1 + γ .
As γ ≥ 0 and α ≥ 1 (see p.9, line 10 resp. p.7, line 5 from bottom), we get
(1.10) b > b˜ .
Now by the induction-assumption one can write
g˜(n) := α- deg
Q˜(n)∧
ψ2α(H
0(J˜ (n)))
in the form g˜(n) = q˜2f˜2(n) + q˜1f˜1(n) + q˜0f˜0(n), where f˜2(n) =
(
n−a˜+2
2
)
+ (n − b˜ + 1),
f˜1(n) = (n− b˜+ 1), f˜0(n) = 1, and q˜0, q˜1 and q˜2 are natural numbers.
Now by direct computation one gets f˜2(n − 1) = f2(n) + c1f1(n) + c0f0(n), where
c1 := a− a˜−1 and c0 := (α−1)(b−a)+
1
2
α(α−1)+ b− b˜−1 are natural numbers, because
of α ≥ 1, a ≤ b and (1.9) and (1.10). We write f˜1(n− 1) = (n − 1 − b˜ + 1) = f1(n) + c2,
where c2 := b− b˜− 1 ∈ N because of (1.10).
Using (1.8) we get
(1.11)
g(n) = r(n) + g˜(n− 1)
= q′2f2(n) + q
′
1f1(n) + q
′
0f0(n)
+ q˜2[f2(n) + c1f1(n) + c0f0(n)] + q˜1(f1(n) + c2) + q˜0f0(n) .

Hence the Aux-Lemma 1.1 follows and the same argumentation as in 1.3.1.1 gives:
Conclusion 1.2. If C is a combinatorial cycles of type 2, there are natural numbers
qi such that [C] = q2[C2] + q1[C1] + q0[C0]. 
Corollary 1.1. If C is a combinatorial cycles of type 2, then (Mn · C), as function
of n, is either a quadratic function or a constant function.
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Proof. If (Mn · C) is not a quadratic function, then the above formula for g(n)
shows that r(n) is not a quadratic function and q˜2 = 0. It follows that s = 0, hence
r(n) = constant and by using an induction argument again, one can assume that q˜1 = 0.
But then g(n) is a constant function. 
Corollary 1.2. If C is a combinatorial cycles of type 2 such that (Mn·C) = n1f1(n)+
n2f2(n) with natural numbers n1 and n2, then n1 = 0.
Proof. From the formula (1.11) we deduce
(1.12) q′0 + q˜2 · c0 + q˜1 · c2 + q˜0 = 0 .
Case 1: q˜2 = 0. By Corollary 1.1 it follows that g˜(n) = q˜2f2(n) + q˜1f1(n) + q˜0f0(n) is
a constant function. Now from equation (1.12) follows q˜0 = 0, hence g˜(n) = 0 and (1.8)
implies
(1.13) g(n) = r(n) = s[q2f2(n) + q1f1(n) + q0f0(n)] + δ .
Subcase 1: s = 0, hence g(n) = 0.
Subcase 2: s 6= 0, hence q0 = 0. Then (1.7) implies a = α + 1, and then equation (1.5)
gives q1 = 0 and hence n1 = s · q1 = 0.
Case 2: q˜2 6= 0. From (1.12) it follows that c0 = 0, hence, because of (1.10), α = 1 follows.
Besides (1.12) gives q′0 = sq0 + δ = 0. As α = r + s (see above), we get 2 cases.
Subcase 1: s = 0, hence r = 1 and u = y. As E(J ′(n)) has a convex shape, it follows
that J ′ is B(3; k) invariant (see [T1, Section 2.2] and e.g. Fig. 1.5). But then (Mn · C) is
a constant.
Subcase 2: s = 1. Hence r = 0 and u = z. Besides q0 = 0, hence a = α + 1 = 2 by
equation (1.7). As J is invariant under G2, it follows that J ′ is invariant under
G′2 :=
{ (
1 ∗ ∗
0 1 0
0 0 1
) }
< U(3; k) ,
hence J ′ = (x, z). It follows that α- deg
∧˙
ψ2α(H
0(J ′(n))) = n, if n ≥ 0. But this number
is equal to
(Mn · C)− (Mn−1 · C) = n1 + n2
[(
n−a+1
1
)
+ 1
]
= n1 + n2(−a + 2) + n2 · n ,
and because of a = 2 it follows that n1 = 0. 
Corollary 1.3. Let C := { ψ2α(ξ) | α ∈ k }
−
be a combinatorial cycle of type 2, and
let ξ ↔ J . If [C] = n0[C0] + n2[C2] and n2 6= 0, then the ideal J
′ ↔ r(ξ) has maximal
Hilbert function.
Proof. If s = 0, then u = yr and the convex shape of E(J ′) shows that J ′ is B(3; k)-
invariant (see [T1, Section 2.2]). But then (Mn · C) is a constant function, contrary to
the assumption. Hence we have s > 0 and from (1.11), (1.8) and (1.3) follows that q1 = 0.
Then (1.5) gives α = reg(J ′) = a − 1. It follows that J ′ has maximal regularity, hence
maximal Hilbert function (see Appendix C). 
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1.3.1.3. Combinatorial cycles of type 3. Let J ∈ H(k) be an ideal of type 3. Then
H0(J (n)) =
n⊕
i=0
tn−iUi,
Ui ⊂ Si monomial subspace such that S1Ui ⊂ Ui+1 (t is a NNT on P/
⊕
n≥0
H0(J (n)). Put
I := J ′ := J + tOP3(−1)/tOP3(−1). Then b ≥ reg(J ) ≥ reg(I) and hence for all n ≥ b,
0 −→ H0(J (n− 1))
t
−→ H0(J (n)) −→ H0(I(n)) −→ 0
is an exact sequence. It follows that Un = H
0(I(n)), n ≥ b. Now I is invariant under
T (3; k) and
{ (
1 0 ∗
0 1 ∗
0 0 ∗
) }
< U(3; k), hence z is a NNT on S/
⊕
n≥0
H0(I(n)).
If R = k[x, y] then, for all n ≥ b, the sequence
0 −→ H0(I(n− 1))
z
−→ H0(I(n)) −→ Rn −→ 0
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is exact. As H0(I(n)) is monomial, one gets Rn ⊂ H
0(I(n)), n ≥ b. As I is b-regular, one
has S1H
0(I(n)) = H0(I(n + 1)), n ≥ b.
We write H0(I(b)) =
⊕b
i=0 z
b−iVi, Vi ⊂ Ri monomial, and one has Vb = Rb. As
H0(I(b − 1)) =
⊕b
i=0 z
b−1−iVi, it follows that R1Vi ⊂ Vi+1, 0 ≤ i ≤ b − 1. Let 0 ≤ c ≤ b
be the natural number such that Vi = Ri, if c ≤ i ≤ b and Vi ( Ri, if i < c. We choose a
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natural number m < c and we write Vm = 〈xm−c0yc0, . . . , xm−crycr〉 where 0 ≤ c0 < · · · <
cr ≤ m are natural numbers. We let Ga act by ψ
3
α : x 7→ x, y 7→ αx+y, z 7→ z, t 7→ t.
Then
r+1∧
ψ3α(Vm) has the α-degree Dm := (c0+· · ·+cr)−(1+2+· · ·+r) (see [T1, p. 13/14]).
It follows that
Q′(b)∧
ψ3α(H
0(I(b))) has the α-degree D :=
∑
m<cDm. By considering Fig. 1.6
one sees that
α- deg
Q′(n)∧
ψ3α(H
0(I(n))) = D for all n ≥ b .
Now from
H0(J (n)) =
n⊕
i=0
tn−iUi and Ui = H
0(I(n)), if i ≥ b,
it follows that
α- deg
(Q(n)∧
ψ3α(H
0(J (n)))
)
= α- deg
(Q(b−1)∧
ψ3α(H
0(J (b− 1))
)
+
n∑
i=b
D
= q1(n− b+ 1) + q0,
where q1 = D and q0 = α- deg
Q(b−1)∧
ψ3α(H
0(J (n))). The same argumentation as in 1.3.1.1
gives
Conclusion 1.3. If C is a combinatorial cycle of type 3, there are natural numbers qi
such that [C] = q1[C1] + q0[C0]. 
Remark 1.1.
q1 = 0 ⇐⇒ D = 0 ⇐⇒ I = J
′ invariant under ψ3α ⇐⇒ I is B(3; k)-invariant.

From Conclusions 1.1–1.3 follows:
Proposition 1.1. If C is a combinatorial cycle on H, then there are qi ∈ N such that
[C] = q2[C2] + q1[C1] + q0[C0]. 
1.3.2. Algebraic cycles. According to [T1, Korollar 1, p. 8] A1(H) is generated
over Z by the combinatorial cycles and the image of A1(H
∆)
can.
−→ A1(H), ∆ := U(4; k).
A1(H
∆) is generated over Z by the so called algebraic cycles C ⊂ H∆, where C = Gm · ξ,
ξ ↔ J ⊂ OP3 an ideal with Hilbert polynomial Q, which is invariant under ∆ · T (ρ).
Here Gm operates by σ(λ) : x 7→ x, y 7→ y, z 7→ z, t 7→ λt, if ρ3 6= 0, respectively by
σ(λ) : x 7→ x, y 7→ y, z 7→ λz, t 7→ t, if ρ3 = 0 (see [T1, Abschnitt 1.1 and 1.2]). If ρ3 6= 0,
then [C] = q · [C0], q ∈ N ([T2, Prop. 1, p. 25 and Prop. 3, p. 58]; [T4, Prop. 1, p. 6]).
The case ρ3 = 0 remains. In this case J is invariant under t 7→ λt, λ ∈ k∗, and we can
write: H0(J (n)) =
⊕n
i=0 t
n−iVi, Vi ⊂ Si invariant under U(3; k) and T (ρ), S1Vi ⊂ Vi+1
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for all i ≥ 0 and Vi = H0(I(i)), if i ≥ b − 1. Here I := J ′ = J + tOP3(−1)/tOP3(−1) is
invariant under U(3; k) · T (ρ), which follows from b ≥ reg(J ) ≥ reg(I).
Now ρ0+ ρ1+ ρ2 = 0 (cf. [T1, Bemerkung 1, p. 2] and Appendix H) and we show that
ρ2 6= 0. Otherwise Vi =
⊕i
j=0 z
i−jUj, Uj ⊂ k[x, y]j invariant under U(2; k). As char(k) = 0,
it follows that Uj is monomial for all j, hence J is monomial, too. But then C would not
be a curve. Thus one has C = { σ(λ)ξ | λ ∈ k∗ }−, where σ(λ) : x 7→ x, y 7→ y, z 7→ λz,
t 7→ t. Now
(Mn · C) = λ-red deg
∧˙
H0(J (n))
:=
1
ℓ
λ- deg
(Q(n)∧
σ(λ)H0(J (n))
)
=
1
ℓ
n∑
i=0
λ- deg
(ϕ(n)∧
σ(λ)Vi
)
with ϕ(i) = dimVi. If V ⊂ Pn is any subspace with dimension m, the reduced λ-degree of
m∧
V is defined as in the proof of [T2, Hilfssatz 5, pp. 8] as
∑
(ei − di)/ℓ, where ℓ is the
order of the inertia group of V in Gm (loc. cit, p. 9 lines 11 and 12). Now the above sum
is equal to
c+
1
ℓ
n∑
i=b
λ- deg
(ϕ(n)∧
H0(Iλ(i))
)
where c := 1
ℓ
∑b−1
i=0 λ- deg(σ(λ)Vi) and Iλ := σ(λ)I, hence H
0(Iλ(i)) = σ(λ)(H0(I(i))). As
U(3; k) is normalized by σ(λ), Iλ is invariant under U(3; k). Hence the sequence
0 −→ Iλ(−1)
·z
−→ Iλ −→ OP1 −→ 0
is exact, and it follows that the sequence
0 −→ H0(Iλ(i− 1))
·z
−→ H0(Iλ(i)) −→ Ri −→ 0
is exact for all i ≥ b. Now Ri ⊂ H0(I(i)) for all i ≥ b (see Appendix D, Lemma 1), hence
Ri ⊂ H0(Iλ(i)). But then
ϕ(i)∧
H0(Iλ(i)) ≃
ϕ(i−1)∧
H0(Iλ(i− 1))⊗
i+1∧
Ri
and hence for all i ≥ b− 1
1
ℓ
· λ- deg
(ϕ(i)∧
H0(Iλ(i))
)
=
1
ℓ
λ- deg
(ϕ(b−1)∧
H0(Iλ(b− 1))
)
=: γ
is independent of i. As the inertia group Ti of H
0(I(i)) in Gm contains the inertia group of
J in Gm, the number ℓ divides #Ti, and this number divides the λ-degree of
ϕ(i)∧
H0(Iλ(i))
(cf. [T2, eq. (2), p. 9]). Hence γ is a natural number. The same argumentation also shows
that c ∈ N. But then (M · C) = c + γ(n− b+ 1) and the same argumentation as in 1.3.1
gives
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Proposition 1.2. If C is an algebraic cycle on H, then there are qi ∈ N such that
[C] = q1[C1] + q0[C0]. 
Remark 1.2. As in the proof of Proposition 1.1 we consider the case ρ3 = 0. Then
q1 = 0 ⇐⇒ λ- deg(
∧˙
H0(Iλ(i)) = 0 for all i ≥ b
⇐⇒ I invariant under σ(λ) : x 7→ x, y 7→ y, z 7→ λz, t 7→ t
⇐⇒ I is T (3; k)-invariant
⇐⇒ I is B(3; k)-invariant.

1.3.3. Computation of A+1 (H) and A
+
1 (C). We now prove the result mentioned in
the Introduction.
Theorem 1.2. Let be H = HilbP (P3), P (n) = dn − g + 1, d ≥ 3 and g ≤ g(d) :=
(d− 2)2/4.
If Z ∈ A1(H) (resp. Z ∈ A1(C)) is an effective 1-cycle with integer coefficients, then
there are uniquely determined natural numbers qi such that Z = q0[C0] + q1[C1] + q2[C2]
(resp. Z = q0[C
∗
0 ] + q1[C
∗
1 ] + q2[C
∗
2 ] + q3[L
∗]).
Hence the cone A+1 (H) (resp. A
+
1 (C)) of effective 1-cycles on H (resp. on C) is freely
generated by (the classes of) C0, C1, C2 (resp. C
∗
0 , C
∗
1 , C
∗
2 , L
∗).
Proof. Let C ⊂ H be a closed curve. By applying [T1, Lemma 1, p. 6] several
times, one constructs a cycle C∗ =
∑
njCj ∈ Z1(H) such that [C] = [C∗], nj ∈ N, and the
irreducible components Cj are B(4; k)-invariant. From [T1, Proposition 0, p. 3] it follows
that one of the following cases can occur:
Case 1: Cj is a combinatorial cycle of type i ∈ { 1, 2, 3 }, i.e. Cj = Ga · ξ, where
ξ ∈ H(k) corresponds to an ideal J of type i with Hilbert polynomial Q(n) =
(
n+3
3
)
−P (n).
Case 2: Cj is an algebraic cycle, i.e. Cj = Gm · ξ, ξ ∈ H(k) invariant under ∆ ·
T (ρ) (see [T1, Section 1.1 and 1.2]). As to the cone A+1 (H), the assertion follows from
Propositions 1.1 and 1.2.
Now let C ⊂ C a closed curve. From Theorem III in Section 1.1 and equation (1.2) in
Section 1.2 it follows that
[C] = q0[C
∗
0 ] + q1[C
∗
1 ] + q2[C
∗
2 ] + q3[L
∗]
with qi ∈ Q. If π : C → H is the projection, the restrictions π|Ci : C∗i → Ci are
isomorphisms, 0 ≤ i ≤ 2, it follows that
π∗[C] = q0[C0] + q1[C1] + q2[C2],
hence, by what just has been shown, qi ∈ N, 0 ≤ i ≤ 2. If κ is the projection C→ P3, the
of κ∗ gives
deg(κ|C) · [κ(C)] = q3 · [L] .
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As A1(P
3) = Z[L] one has q3 ∈ N. 
1.4. The ample cone of H and of C
If Q(n) =
(
n−1+3
3
)
+
(
n−a+2
2
)
+
(
n−b+1
1
)
is the given Hilbert polynomial we always make
the assumptions a ≥ 4 and b ≥ (a2 − 1)/4 (equivalently d ≥ 3 and g ≤ (d − 2)2/4). We
put r = b− a and ρ = r(r + 1)/2 and define three line bundles on H:
L0 :=M
1−ρ
b−1 ⊗M
2ρ
b ⊗M
−ρ
b+1
L1 :=M
−r−3
b−1 ⊗M
2r+5
b ⊗M
−r−2
b+1
L2 :=Mb−1 ⊗M
−2
b ⊗Mb+1 .
Now the formulas of [T2, pp. 134-135]
(1.14) (Mn ·E) = 1, (Mn · C1) = (n− b+ 1), (Mn · C2) =
(
n−a+2
2
)
+ (n− b+ 1)
are derived under the assumption n ≥ b, because then Mn defines an embedding of H in
a suitable projective space. But the expressions for H0(J (n)) in (loc. cit.) shows that the
formulas are also true if n = b− 1, because H0(J (n)) is a subbundle of Pn⊗OC of degree
Q(n) for all n ≥ b− 1, if C ⊂ H is any curve.
Intersection numbers of L0
(L0 · E) = (1− ρ) + 2ρ− ρ = 1
(L0 · C1) = 0 + 2ρ− 2ρ = 0
(L0 · C2) = (1− ρ)
(
b−a+1
2
)
+ 2ρ
[(
b−a+2
2
)
+ 1
]
− ρ
[(
b−a+3
2
)
+ 2
]
= ρ+ ρ
[(
b−a+2
2
)
−
(
b−a+1
2
)]
− ρ
[(
b−a+3
2
)
−
(
b−a+2
2
)]
= ρ+ ρ(b− a+ 1)− ρ(b− a+ 2) = 0
Intersection numbers of L1
(L1 · E) = −(r + 3) + (2r + 5)− (r + 2) = 0
(L1 · C1) = 0 + (2r + 5)− (r + 2) · 2 = 1
(L1 · C2) = −(r + 3)
(
b−a+1
2
)
+ (2r + 5)
[(
b−a+2
2
)
+ 1
]
− (r + 2)
[(
b−a+3
2
)
+ 2
]
= −(r + 3)
(
b−a+1
2
)
+ (r + 3)
(
b−a+2
2
)
+ (r + 2)
(
b−a+2
2
)
− (r + 2)
(
b−a+3
2
)
+ 1
= (r + 3)(b− a+ 1)− (r + 2)(b− a + 2) + 1
= (b− a) + (r + 3)− 2(r + 2) + 1 = 0
Intersection numbers of L2
(L2 · E) = 0
(L2 · C1) = 0− 2 + 2 = 0
(L2 · C2) =
(
b−a+1
2
)
− 2
[(
b−a+2
2
)
+ 1
]
+
[(
b−a+3
2
)
+ 2
]
= −(b− a + 1) + (b− a+ 2) = 1 .
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Conclusion 1.4. From now on we write C0 instead of E and hence have the formula
(1.15) (Li · Cj) = δij .

If L is any line bundle on H and νi = (L · Ci) we put M := L
ν0
0 ⊗ L
ν1
1 ⊗ L
ν2
2 and
N := L ⊗ M−1. From Theorem 1.2 follows (N · Z) = 0 for all Z ∈ A+1 (H), hence
N ∈ Picτ (H). Now H is simply connected and the argumentation in [T2, Section 4.2]
shows that Picτ (H) = Pic0(H).
Theorem 1.3. (i) Pic(H)/Pic0(H) is freely generated by L0, L1, L2 and a line bun-
dle L on H is ample iff it has the form L = Lν00 ⊗ L
ν1
1 ⊗ L
ν2
2 ⊗ N , where the νi are
positive natural numbers and N ∈ Pic0(H).
(ii) A line bundle L on the universal curve C is ample iff it has the form L = π∗Lν00 ⊗
π∗Lν11 ⊗ π
∗Lν22 ⊗ κ
∗OP3(ν3) ⊗N where νi are positive natural numbers, π and κ are
the projection of C to H, respectively to P3, and N ∈ Pic0(C).
Proof. (i) follows from the foregoing computations and the theorem of Kleiman.
(ii) Using the same notations as in Theorem 1.2 one sees that the restriction of π to C∗i
and of κ to L∗ gives an isomorphism C∗i → Ci respectively L
∗ → L. Hence one has
(π∗L · C∗j ) = δij, (π
∗L · L) = 0 and (κ∗OP3(1) · L
∗) = 1 .
The argumentation in the proof of [T3, Satz 3, p. 40] shows that H1sing(C,Z/n) = 0
and hence Picτ (C) = Pic0(C) (see the argumentation in [T2, Section 4.2]). 
Remark 1.3. We will show (cf. Lemma 1.1 and 1.5) that Mn is a line bundle on H
for all n ≥ a− 3 and that the formulas (1.14) are true for all n ≥ a− 3, too.
1.5. Some globally generated line bundles
1.5.1. Regularity of sheaves.
Aux-Lemma 1.2. Let be Y/k a noetherian scheme, X = Pr ×k Y and F a coherent
OX-module such that H i(X,F(n − i)) = (0) for all i > 0 and all n ≥ m (i.e. F is
m-regular).
(a) There are Zariski-many linear forms ℓ ∈ S := k[X0, . . . , Xr] such that
(1.16) 0 −→ F(−1)
ℓ
−→ F −→ F ′ −→ 0
is exact, where F ′ := F/ℓF(−1).
(b) If (1.16) is exact for any linear form ℓ ∈ S, then one has
(i) H i(F ′(n− i)) = (0) for all i > 0 and n ≥ m.
(ii) If π : X → Y is the projection and Fn := π∗F(n), F ′n := π∗F
′(n), then
(1.17) 0 −→ Fn−1 −→ Fn −→ F
′
n −→ 0
is exact and F ′n ≃ Fn/ℓFn−1 for all n ≥ m.
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Proof. As Y can be covered by finitely many open affine subsets, without restriction
one can assume Y = SpecA, F = M˜ , M a graded S ⊗ A-module of finite type. Let
P1, . . . , Ps be the finitely many associated primes of M , which are different from S+ ⊗ A.
If ℓ ∈ S1 − ∪Pi, then (1.16) is exact. By means of the exact sequence
H i(F(n− i)) −→ H i(F ′(n− i)) −→ H i+1(F(n− i− 1))
the assertion (i) in part (b) follows. Because of H1(F(n− 1)) = 0, if n ≥ m, the exactness
of (1.17) follows. From the diagram
Fn−1 // Fn // Fn/ℓFn−1 //
can.

0
0 // Fn−1 // Fn // F ′n // 0
which is commutative and has exact rows, it follows that Fn/ℓFn−1 ≃ F ′n if n ≥ m. 
The case of curves
1.5.1.1. Let Q(n) =
(
n−1+3
3
)
+
(
n−a+2
2
)
+
(
n−b+1
1
)
be the Hilbert polynomial, K/k an
extension field, X = P3K , I ⊂ OX an ideal with Hilbert polynomial Q, F = OX/I the
structure sheaf of the curve defined by I, P = k[x, y, z, t]. If ℓ ∈ P1 is sufficiently general,
the sequences
(1.18) 0 −→ F(n− 1)
ℓ
−→ F(n) −→ F ′(n) −→ 0
(1.19) 0 −→ I(n− 1)
ℓ
−→ I(n) −→ I ′(n) −→ 0
are exact, where I ′ := I + ℓOX(−1)/ℓOX(−1) is an ideal on Proj(P/ℓP (−1)) ≃ P
2
K
with Hilbert polynomial Q′(n) =
(
n−1+2
2
)
+
(
n−(a−1)+1
1
)
. Hence I ′ is (a − 1)-regular,
i.e. H i(I ′(n)) = 0 for all n ≥ a − 1 − i and i ≥ 1 [G1, Lemma 2.9]. From (1.19) one
gets the exact sequence
H i−1(I ′(n− 1)) −→ H i(I(n− 1)) −→ H i(I(n)) −→ H i(I ′(n))
where the first term and the last term vanish, if n ≥ (a − 1) − (i − 1) and i − 1 ≥ 1. It
follows that H i(I(n− 1)) ≃ H i(I(n)), if n ≥ a− i and i ≥ 2. As H i(I(n)) = (0), if i ≥ 1
and n≫ 0
(1.20) H i(I(n)) = (0), if n ≥ a− i− 1 and i ≥ 2
follows. On the other hand one has the exact sequence
H1(OX(n)) −→ H
1(F(n)) −→ H2(I(n))
where the first term vanishes if n ≥ 0 and the last term vanishes if n ≥ a−3. As dimC = 1,
one has H i(F(n)) = (0) if i ≥ 2, hence
(1.21) reg(F) ≤ a− 2 .
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1.5.1.2. Let Y/k be a noetherian scheme, X = Y ×kP3k, I ⊂ OX an ideal such that F =
OX/I is flat over Y with Hilbert polynomial P (n) =
(
n+3
3
)
−Q(n) in each fibre. According
to (1.21) F ⊗ k(y) is (a − 2)-regular and hence H1(F(n)⊗ k(y)) = (0) for all n ≥ a − 3,
y ∈ Y . From [M2, Cor. 1, p. 51] it follows that π∗(F(n))⊗ k(y)
∼
→ H0(F(n)⊗ k(y)) for
all n ≥ a − 3, y ∈ Y , where π : X → Y is the projection. From [M2, Cor. 2, p. 52] it
follows that
(1.22) π∗F(n) is locally free of rank P (n) on Y, for all n ≥ a− 3 .
The assertion concerning the rank follows from H i(F(n)⊗k(y)) = (0), for all i ≥ 2, y ∈ Y .
From [M2, Cor. 1, p. 51] and (1.21) it follows that
R1π∗(F(n))⊗ k(y) ≃ H
1(F(n)⊗ k(y)) = (0)
if n ≥ a− 3 and y ∈ Y . By Nakayama, this implies R1π∗F(n) = (0) for all n ≥ a− 3. The
same argumentation shows that Riπ∗F(n) = (0) for all i ≥ 2 and all n. All in all, we get
Lemma 1.1. F is (a− 2)-regular, Fn := π∗F(n) is locally free on Y of rank P (n) and
hence Mn :=
P (n)∧
π∗F(n) is a line bundle on Y for all n ≥ a− 3. 
1.5.2. M−1n ⊗Mn globally generated. We consider the curve case of the last section:
Y/k noetherian scheme, P = k[x, y, z, t], S = k[x, y, z] and C ∈ H(Y ), i.e. a diagram
C 
 //
❃
❃❃
❃❃
❃❃
❃ Y × P
3 = X
p
yysss
ss
ss
ss
ss
Y
where C is a flat curve over Y with Hilbert polynomial P (n) =
(
n+3
3
)
− Q(n), defined by
the ideal I ⊂ OX, F = OX/I the structure sheaf of C, In := p∗I(n), Fn := p∗F(n),
P := OY ⊗k P , S := OY ⊗k S.
We consider linear forms ℓ ∈ P1 of the form ℓ = αx+ βy+ γz+ t, α, β, γ ∈ k. For each
such ℓ
U(ℓ) :=
{
y ∈ Y
∣∣∣ F(−1)⊗ k(y) ·ℓ−→ F ⊗ k(y) is injective }
is an open subset of Y (possibly empty). The openness follows from [G3, Lemma 1 and
2], for example. If F(−1)
·ℓ
−→ F is injective and ℓ ∈ P1, then we write ℓ ∈ NNT(F).
Aux-Lemma 1.3. For each y ∈ Y (k) there are Zariski-many ℓ = αx + βy + γz + t ∈
NNT(F) such that y ∈ U(ℓ).
Proof. Let Ui = SpecAi, 1 ≤ i ≤ m, be an open, affine covering of Y . Put I :=⊕
n≥0 p∗I(n), I
i := I ⊗ Ai, I := I ⊗ k(y). Let P
i
j be the associated prime ideals of I
i,
which are different from P+ ⊗ Ai, 1 ≤ j ≤ r(i); let P0j be the associated prime ideals of
I0 := I, which are different from P+ ⊗ k(y), 1 ≤ j ≤ r(0).
For the moment, we fix the index i. Then
V ij :=
{
(α, β, γ) ∈ k3
∣∣ ℓ := αx+ βy + γz + t ∈ P ij ∩ P1 }
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is a closed subset of A3k. It is different from A
3
k, because otherwise P
i
j = P+⊗Ai, respectively
P0j = P+ ⊗ k(y) would follow. Hence W
i
j := A
3
k − V
i
j is open and non-empty in A
3
k, hence
the same is true for
r(0)⋂
j=1
W 0j
⋂
i
r(i)⋂
j=1
W ij .
If one puts
Li(y) :=
{
ℓ = αx+ βy + γz + t
∣∣∣ y ∈ U(ℓ) and F(−1)⊗OUi ℓ−→ F ⊗OUi is injective } ,
then it follows that Li(y) ⊂ A3k is non-empty and Zariski-open, hence the same is true for
L(y) :=
m⋂
1
Li(y). 
Aux-Lemma 1.4. There are finitely many ℓi = αix + βiy + γiz + t ∈ P1, 1 ≤ i ≤ m,
such that Y =
m⋃
1
U(ℓi), and for each ℓ ∈ {ℓ1, . . . , ℓm} one has:
(a)
0 −→ Fn−1
ℓ
−→ Fn −→ F ′n −→ 0
is exact on Y and F ′n := p∗(F(n)/ℓF(n − 1)) is isomorphic to Fn/ℓFn−1 for all
n ≥ a− 2.
(b) If U := U(ℓ), then F ′n ⊗OU is locally free on U of rank (a− 1) = d for all n.
Proof. To each y ∈ Y (k) choose a linear form ℓy ∈ L(y). Then U(ℓy) is an open
neighborhood of y and finitely many such neighborhoods cover Y . The assertion (a) is
true for each ℓ ∈ NNT(F) according to Aux-Lemma 1.2b, because F is (a − 2)-regular
(cf. Lemma 1.1).
As to assertion (b), let y ∈ U(ℓ). Then
0 −→ H0(F(n− 1)⊗ k(y))
ℓ
−→ H0(F(n)⊗ k(y)) −→ H0(F ′(n)⊗ k(y)) −→ 0
is exact for n ≥ a − 3, as F ⊗ k(y) is (a − 2)-regular (cf. (1.21)). As has been noted in
Section 1.5.1.2, it follows that Fn ⊗ k(y) ≃ H0(F(n)⊗ k(y)), if n ≥ a− 3. It follows that
for n ≥ a− 2
0 −→ Fn−1 ⊗ k(y)
ℓ
−→ Fn ⊗ k(y) −→ (Fn/ℓFn−1)⊗ k(y) −→ 0
is exact. The local flatness criterion then shows that F ′n ⊗ OY,y is flat over OY,y of rank
P ′(n), if n ≥ a− 2. It follows that F ′⊗OY,y is flat over OY,y. As F ′ is 0-regular, it follows
that F ′n ⊗OU is locally free. 
N.B. Whereas F ′n is locally free over U(ℓ) of rank d = (a− 1) for all n, this is true for
Fn/ℓFn−1 only if n ≥ a− 2, as F ′n ≃ Fn/ℓFn−1 is, in general, only true for n ≥ a− 2.
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Now let be ℓ = αx + βy + γz + t ∈ NNT(F) such that U := U(ℓ) 6= ∅ (e.g., one can
choose ℓ ∈ {ℓ1, . . . , ℓm} as in Aux-Lemma 1.4). We consider the diagram
Sn
κ
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
π

0 // Fn−1
ϕ // Fn
ψ // F ′n // 0 .
Here n ≥ a−2, ϕ is the multiplication with ℓ, ψ is the canonical map and π is the composed
map
Sn = OY ⊗k Sn
can.
−→ Pn/ℓPn−1
can.
−→ Fn/ℓFn−1
∼
−→ F ′n .
κ is the composed map Sn →֒ Pn
can.
−→ Fn.
(N.B. Pn −→ Fn is not necessarily surjective, if n ≤ b−1.) Now F ′ = F/ℓF(−1) ≃ S/I ′,
where I ′ ≃ I+ℓP(−1)/ℓP(−1) is an ideal in S. F ′ is flat over U with rank d, hence I ′ is flat
over U with Hilbert polynomial Q′(n) =
(
n−1+2
2
)
+
(
n−(a−1)+1
1
)
.Thus R1π∗(I ′(n))⊗OU = (0),
if n ≥ a− 2, and it follows that:
(1.23) Sn → F
′
n is surjective on U for n ≥ a− 2 .
We consider for y ∈ U a sufficiently small open, affine neighborhood V ⊂ U and we
argue as follows: z ∈ Fn(V ) ⇒ ψ(z) = π(y) = ψκ(y) for an element y ∈ Sn ⇒ z − κ(y) ∈
Ker(ψ|V ) = Im(ϕ|V )⇒ z − κ(y) = ϕ(x) with x ∈ Fn−1(V ). It follows that
(1.24)
Fn−1 ⊕ Sn → F
′
n with
(x, y) 7→ ϕ(x) + κ(y)
is a globally defined homomorphism, which is surjective on U .
Put p = P (n− 1), d = P ′(n). One defines ϕℓ by means of the diagram
p+d∧
(Fn−1 ⊕ Sn) //
≃
p+d∧
Fn
⊕
i+j
=p+d
i∧
Fn−1 ⊗
j∧
Sn
p∧
Fn−1 ⊗
d∧
Sn
OO
ϕℓ
>>⑦⑦⑦⑦⑦⑦⑦⑦⑦⑦⑦⑦⑦⑦⑦⑦⑦⑦⑦⑦⑦⑦⑦⑦⑦⑦⑦⑦
ϕℓ is a homomorphism of OY -modules and the horizontal map is surjective on U = U(ℓ).
Then Aux-Lemma 1.4 says that
0 −→ Fn−1 ⊗OU
ℓ
−→ Fn ⊗OU −→ F
′
n ⊗OU −→ 0
is exact and F ′n ⊗ OU is locally free over U of rank d, if n ≥ a − 2. Let y ∈ U and
let V = SpecA be a sufficiently small open neighborhood of y in U . Put Fn = Fn ⊗ A,
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F ′n = F
′
n ⊗A. Then one has a commutative diagram, with lower row an exact sequence of
free A-modules, if n ≥ a− 2:
Sn ⊗A
κ
{{✇✇
✇✇
✇✇
✇✇
✇
π

0 // Fn−1
ℓ // Fn
ψ // F ′n
// 0 .
F ′n ⊗ k(y) has a basis over k(y), which consists of monomials m1, . . . , md ∈ Sn. Then they
form a basis of the free Ay-module F
′
n⊗Ay. It follows that there is an element f ∈ A such
that y ∈ D(f) and the images of m1, . . . , md generate the free Af -module F ′n ⊗ Af , and
hence form a basis of this module. Replacing V by D(f) one can achieve that m1, . . . , md
are monomials of Sn, such that π(m1), . . . , π(md) is a basis of the free A-module F
′
n.
We now describe the homomorphism ϕℓ. Let L and M be free A-modules of rank p,
resp. d, and α : L→ N , β : M → N homomorphisms of A-modules.
Define γ : L⊕M → N by (x, y) 7→ α(x) + β(y). Then
∧γ :
p+d∧
L⊕M →
p+d∧
N
operates by
γ(z1 ∧ · · · ∧ zp+d) = γ(z1) ∧ · · · ∧ γ(zp+d) .
Hence one has a homomorphism
p∧
L⊗
d∧
M ֌
⊕
i+j=p+d
i∧
L⊗
j∧
M
∼
→
p+d∧
L⊕M →
p+d∧
N
which can be described by
x1 ∧ · · · ∧ xp ⊗ y1 ∧ · · · ∧ yd 7→ x1 ∧ · · · ∧ yd
7→ γ(x1) ∧ · · · ∧ γ(yd) = α(x1) ∧ · · · ∧ α(xp) ∧ β(y1) ∧ · · · ∧ β(yd) .
Applying this to ϕℓ gives:
ϕℓ(x1 ∧ · · · ∧ yd) = ℓx1 ∧ · · · ∧ ℓxp ∧ κ(y1) ∧ · · · ∧ κ(yd) .
We now choose V = SpecA so small that Fn−1 has an A-basis n1, . . . , np and we define
s : F ′n → Fn by s(π(mi)) := κ(mi), which is possible as π(mi), 1 ≤ i ≤ d, is a basis of F
′
n.
It follows that ψ ◦ s ◦ π(mi) = ψ ◦ κ(mi) = π(mi), which means that s is a section of ψ
over A. Hence {ℓn1, . . . , ℓnp, κ(m1), . . . , κ(md)} is an A-basis of Fn and
ϕℓ(n1 ∧ · · · ∧ np ∧m1 ∧ · · · ∧md) = ℓn1 ∧ · · · ∧ ℓnp ∧ κ(m1) ∧ · · · ∧ κ(md) .
As this element is a basis of
∧p+d Fn, it follows that ϕℓ is surjective in a neighborhood of
y ∈ U(ℓ), hence is surjective on U(ℓ).
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Now let ℓi, 1 ≤ i ≤ m, be as in the Aux-Lemma 1.4. We define a homomorphism
σ :
m⊕
1
p∧
Fn−1 ⊗
d∧
Sn −→
p+d∧
Fn by
(x1, . . . , xm) 7→
m∑
1
ϕℓi(xi), where xi ∈
p∧
Fn−1 ⊗
d∧
Sn .
As ϕℓi is surjective on U(ℓi) and the U(ℓi) cover Y , σ is surjective. Now
m⊕
1
p∧
Fn−1 ⊗
d∧
Sn ≃
p∧
Fn−1 ⊗Y E ,
where E :=
⊕m
1
∧d Sn ≃ E ⊗k OY and E :=⊕m1 ∧d Sn. One obtains a surjective homo-
morphism of OY -modules
p∧
Fn−1 ⊗Y E ⊗OY →
p+d∧
Fn .
If it is tensored with
(∧pFn−1)−1, one gets a surjective homomorphism of OY -modules
(1.25) E ⊗OY −→
( p∧
Fn−1
)−1
⊗Y
(p+d∧
Fn
)
.
Lemma 1.2. M−1n−1 ⊗Mn is a globally generated line bundle on Y if n ≥ a− 2. 
1.5.3. Some proporties of determinants (after Fogarty and Mumford).
1.5.3.1. Let A be a noetherian ring, M an A-module of finite type. M has finite
Tor-dimension, if there is a finite projective resolution of M . With somewhat different
terminology, this is denoted as proj dimAM <∞. It is known that
proj dimAM = min
{
n ∈ N
∣∣ Extn+1(M,N) = (0) for all A-modules N } .
Remark 1.4. If 0→ M ′ → M →M ′′ → 0 is an exact sequence of A-modules of finite
type and any two of the modules have finite projective dimension, then the third module
has finite projective dimension, too. This follows from the exact sequence
· · · → ExtiA(M
′′, N)→ ExtiA(M,N)→ Ext
i
A(M
′, N)→ · · ·
Remark 1.5. (see [F1, p. 66]) If 0→ F1
ϕ1
→ F2
ϕ2
→ F3
ϕ3
→ F4 → 0 is an exact sequence
of coherent OX -modules with finite projective dimension, then
Inv(F1)⊗ Inv(F2)
−1 ⊗ Inv(F3)⊗ Inv(F4)
−1 ∼−→ OX .
To prove this, one splits the exact sequence into the exact sequences
0 −→ F1 −→ F2 −→ Im(ϕ1) −→ 0
and
0 −→ Ker(ϕ3) −→ F3 −→ F4 −→ 0 .
According to Remark 1.4, all modules occurring in the exact sequences have finite projective
dimension and then formula (i) in [F1, p. 67] gives the above assertion.
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Lemma 1.3. If
0→ F1 → F2 → F3 → G → 0
is an exact sequence of coherent OX-modules, Fi locally free on X of rank ri and Gx = (0)
for all x ∈ Ass(OX), then there is an injective homomorphism
σ : OX −→
r1∧
F1 ⊗
( r2∧
F2
)−1
⊗
r3∧
F3 =: L
which has the following property: If y ∈ X is any point such that Gy = (0), then the section
s = σ(1) generates the fiber Ly.
Proof. Let x ∈ X be an associated point, i.e. a point x ∈ X such that depth(x) =
depth(OX,x) = 0. By assumption Gx = (0), and hence HomOX,x(k(x),Gx) = (0) and x is not
an associated point of G. Using the terminology of Fogarty, G is a torsion module and hence
defines a canonical injective homomorphism σ : OX → Inv(G) (see [F1, Theorem 2.2 and
property 1, p. 69]). The same argumentation as in Remark 1.5 shows that proj dim G <∞
and, at the same time, the properties (i) and (ii) in [F1, p. 67] show that Inv(G)
∼
−→ L.
Let s := σ(1) ∈ Γ(X,L). Then sx 6= 0 for all x ∈ X . Let U ⊂ X be an open and
affine subset and ϕ : L|U ≃ OU an isomorphism of OU -modules. Then f := ϕ(s) is a
non-zero divisor of OU . If Ui is a covering of X by open affine subsets and ϕi : L|Ui → Ui
are isomorphisms, then the fi := ϕi(s) define an effective Cartier divisor. It is denoted by
Div(G) and one has that
supp(Div(G)) := { x ∈ X | (fi)x is not a unit in OX,x }
is contained in supp(G) ([M1, Sec. 5.3]).
Now one has the following simple fact:
Let A be a local ring, ϕ : L ≃ A an isomorphism of A-modules and s ∈ L. Then ϕ(s)
is not a unit in A iff s · A ( L.
From this it follows that
supp(Div(G)) = { x ∈ X | sx does not generate the fiber Div(G)x } .
As mentioned above, this set is contained in supp(G) and because of Inv(G) ≃ L the
assertion of the lemma follows. 
1.5.4. Utilization of determinants. We assume the case of curves as in Section 1.5.1.
From Aux-Lemma 1.2 and Lemma 1.1 it follows that if ℓ, h ∈ P1 are sufficiently general
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linear forms one has a commutative diagram
(∗)
0

0

0

0 // Fn−1
ℓ //
h

Fn
h

// Fn/ℓFn−1 //
h

0
0 // Fn
ℓ //

Fn+1

// Fn+1/ℓFn //

0
0 // Fn/Fn−1
ℓ //

Fn+1/hFn

// Fn+1/ℓFn + hFn //

0
0 0 0
with exact rows and columns, for all n ≥ a − 2. Besides this, we consider finitely many
given points y1, . . . , yr ∈ Y . At first, there are Zariski-many ℓ ∈ P1 such that
(#) 0 −→ Fn−1
ℓ
−→ Fn −→ Fn/ℓFn−1 −→ 0
is an exact sequence and (#)⊗k(yi) is an exact sequence, too, for all 1 ≤ i ≤ r and
n ≥ a − 2. This goes as in the proof of Aux-Lemma 1.3, because one can avoid not only
the associated prime ideals of I ⊗ Ai but also the associated prime ideals of I ⊗ k(yi).
In any case, there are Zariski-many ℓ ∈ NNT(F) such that yi ∈ U(ℓ), 1 ≤ i ≤ r. From
Aux-Lemma 1.2 we conclude that F ′n ≃ Fn/ℓFn−1, if n ≥ a − 2. From Aux-Lemma 1.4,
respectively from its proof, it follows that (Fn/ℓFn−1)⊗OU is flat on U = U(ℓ), if n ≥ a−2.
Now fix such a linear form ℓ. Then F ′ ⊗ OU is flat over U with Hilbert polynomial
P ′(n) = d. The same argumentation as before, with F ′⊗OU instead of F , shows that there
are Zariski-many h ∈ NNT(F ′ ⊗ OU) such that yi ∈ U(h). Hence there are Zariski-many
h ∈ NNT(F)∩NNT(F ′⊗OU ) such that yi ∈ U(h), where h operates on F and on F
′⊗OU
by multiplication. From Aux-Lemma 1.2 it follows that π∗((F/hF(−1))(n)) ≃ Fn/hFn−1
over Y , and
π∗((F
′/hF ′(−1))(n+ 1)) ≃ F ′n/hF
′
n−1 ≃ (Fn+1/ℓFn)/h(Fn/ℓFn−1) ≃ Fn+1/ℓFn + hFn
over U , if n ≥ a−2. It follows that Fn+1/ℓFn+hFn is flat over V = U ∩U(h), if n ≥ a−2.
All in all we get:
Aux-Lemma 1.5. Let be yi, 1 ≤ i ≤ r, finitely many points in Y , not necessarily
closed. Then there are Zariski-many linear forms ℓ, h ∈ P1 such that (∗) is a commutative
diagram with exact rows and columns, for all n ≥ a − 2 and the same is true for the
diagrams (∗)⊗k(yi), 1 ≤ i ≤ r. 
For simplification, we put K = k(yi). Then dim(Fn/ℓFn−1)⊗K = P (n)−P (n−1) = d
for all n ≥ a−2 (see the proof of Aux-Lemma 1.4, e.g.), hence dim(Fn+1/ℓFn+hFn)⊗K =
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0. It follows that (Fn+1/ℓFn + hFn)⊗OY,yi = (0) for all n ≥ a− 2 and 1 ≤ i ≤ r. If one
especially chooses the associated points of Y among the yi’s, it follows that
(1.26) Gn+1 := Fn+1/ℓFn + hFn is a torsion module, if n ≥ a− 2 .
Now from the diagram (∗) one gets an exact sequence
0 −→ Fn−1
α
−→ Fn ⊕ Fn
β
−→ Fn+1
γ
−→ Gn+1 −→ 0
where α(f) := (ℓf,−hf), β(f, g) := hf + ℓg and γ(f) := f¯ . It remains exact, if it is
tensored with k(yi). Now if y ∈ Y is any point, which we count among the yi’s, then
Gy = (0) follows, i.e. y 6∈ supp(G). But then Lemma 1.3 says that there is an injective
morphism σ : OY →Mn−1 ⊗M−2n ⊗Mn+1 such that s = σ(1) generates the fiber of this
line bundle at the point y, hence generates the line bundle itself in an open neighborhood
of y. We have proven:
Lemma 1.4. If n ≥ a−2 then the line bundleMn−1⊗M−2n ⊗Mn+1 is globally generated.

1.5.5. Computation of intersection numbers.
1.5.5.1. We consider the universal curve C over H = HQ, i.e., one has the same
situation as in Section 1.5.1.2 with Y = H.
Let C
i
→֒ H be a closed curve, which is contained in the open set U(t) (cf. Section 1.5.2).
Then one has a cartesian diagram
X := C × P3 
 j //
p

H×k P3
π

C 
 i // H
with j = i × id. If F denotes the structure sheaf of C, then for F := j∗(F) the same
statements as in 1.5.1.2 for F are true. As
H1(P3 ⊗ k(y),F(n)⊗ k(y)) = (0) if n ≥ a− 3,
one has p∗F(n)
∼
−→ i∗π∗F(n) for all n ≥ a − 3 (see the formula (1.21) and [M2, Cor. 1,
p. 51]). The intersection number (Mn · C) is equal to the power of ν in the polynomial
χ(M⊗νn ), where Mn :=
P (n)∧
p∗(F(n)), if n ≥ a − 3, i.e. (Mn · C) can be computed as the
intersection number (Mn · C). As the sequence
0 −→ F(n− 1)
t
−→ F(n) −→ F′(n) −→ 0
is exact for all n ∈ N and as R1p∗F(n − 1) = (0) for all n ≥ a − 2, one has the exact
sequence
0 −→ p∗F(n− 1) −→ p∗F(n) −→ p∗F
′(n) −→ 0
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for n ≥ a− 2. It follows that Mn ≃ Mn−1 ⊗M ′n where M
′
n :=
d∧
p∗F(n− 1) is line bundle
as F′n is locally free on C (cf. Aux-Lemma 1.4). It follows that
(1.27) (Mn−1 · C) = (Mn · C)− (M
′
n · C), n ≥ a− 2
which also can be written as
(1.28) (Mn−1 · C) = (Mn · C)− (M
′
n · C), n ≥ a− 2 .
Now F′ = OP2×C/I
′, where I ′ is an ideal such that I ′ ⊗ k(y) has the Hilbert polynomial
Q′(n) =
(
n−1+2
2
)
+
(
n−(a−1)+1
1
)
for all y ∈ C. Hence I ′ is (a−1)-regular and R1p∗I ′(n) = (0)
for all n ≥ a− 2. It follows that
0 −→ p∗I
′(n) −→ Sn ⊗OC −→ p∗F
′(n) −→ 0
is exact and I ′n := p∗I
′(n) ⊂ Sn⊗OC is a subbundle of rank Q′(n), if n ≥ a− 2. It follows
that
Q′(n)∧
I ′n ⊗M
′
n ≃ OC .
L′n :=
Q′(n)∧
I ′n is a line bundle on C and because of (1.28) it follows that
(1.29) (Mn−1 · C) = (Mn · C) + (L
′
n · C), if n ≥ a− 2 .
1.5.5.2. We now consider the curves C ∈ { C2, D, E = C0 }, which all are contained
in U(t). Then C ≃ Spec k[α] ∪ {∞}.
Case 1:
C = C2 =
{
(x, ya−1(αy + z), ya−2zb−a+1(αy + z))
∣∣ α ∈ k }−
In order to see that I ′n ⊗ k[α] = (x, y
a−2(αy+ z))n if n ≥ a− 2, it suffices to note that the
vector space on the right hand side is isomorphic to (x, ya−2z)n, which vector space has
the dimension Q′(n). It follows that
I ′n ⊗ k[α] = xSn−1 ⊕ y
a−2(αy + z) · k[y, z]n−a+1 for all n ≥ a− 2.
If n > a− 2, the map α 7→ I ′⊗ k[α] is injective and hence (L′n ·C2) = −(n− a+2) follows
in this case (see [T1, Bemerkung 3, p. 11]). If n = a− 2, the argumentation is as follows:
0 −→ I ′a−2 −→ Sa−2 ⊗OP1 −→ F
′
a−2 −→ 0
is exact on P1, as I ′ is (a− 1)-regular. Now h0(I ′(a− 2)⊗ k(y)) = Q′(a− 2) =
(
a−1
2
)
for
all y ∈ C, because of the (a− 1)-regularity. It follows that I ′a−2 ⊗ k(y) = xSa−3 ⊗ k(y) for
all y ∈ C, hence I ′a−2 = xSa−3 ⊗k OC . But then from the exact sequence it follows that
F ′a−2 is also a constant sheaf on C, hence
(1.30) (M′n · C2) = (n− a + 2) for all n ≥ a− 2.
Case 2:
C = D =
{
(x2, xy, ya−1, zb−2a+4(ya−2 + αxza−3))
∣∣ α ∈ k }−
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One sees that
I ′ ⊗ k[α] = (x2, xy, ya−1, ya−2 + αxza−3).
To see that for all n ≥ a− 2 one has
I ′n ⊗ k[α] = x
2Sn−2 ⊕ xyk[y, z]n−2 ⊕ y
a−1k[y, z]n−a+1 ⊕ (y
a−2 + αxza−3)k[z]n−a+2
we compute the dimension of the vector space on the right as(
n−2+2
2
)
+ (n− 2 + 1) + (n− a+ 2) + 1 = Q′(n)
for all n ≥ a− 2. As I ′ is (a− 1)-regular, the equality follows.
As α 7→ I ′n ⊗ k[α] is injective for all n ≥ a− 2 from [T1, loc. cit.] it follows that
(1.31) (M′n ·D) = 1 for all n ≥ a− 2 .
Case 3:
C = E =
{
(x2, xy, xz, ya, ya−1zb−a+1, xtb−2 + αya−1zb−a)
∣∣ α ∈ k }−
One sees that I ′n ⊗ k[α] is a constant sheaf and that
(1.32) (M′n · E) = 0, for all n ≥ a− 2 .
Intersection numbers of E
From (1.29) and (1.32) we get
(Mn · E) = 1, if n ≥ a− 3 .
Intersection numbers of C1
In Section 1.2 we had obtained that [D] = (a − 2)[E] + [C1]. It follows that (Mn · C1) =
(Mn ·D2)− (a− 2) if n ≥ a− 3, hence
(Mn−1 · C1) = (Mn−1 ·D)− (a− 2), n ≥ a− 2
= (Mn ·D) + (L
′
n ·D)− (a− 2) (cf. (1.29))
= (Mn ·D)− 1− (a− 2) (cf. (1.31))
= (Mn · C1)− 1 n ≥ a− 2 .
As (Mn · C1) = (n− b+ 1) for n ≥ b (see [T2, p. 134]), we get
(Mn · C1) = (n− b+ 1) for all n ≥ a− 3 .
Intersection numbers of C2
From (1.28) and (1.30) we obtain
(Mb−1 · C2) = (Mb · C2)− (b− a + 2)
(Mb−2 · C2) = (Mb−1 · C2)− (b− 1− a+ 2)
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
(Ma−3 · C2) = (Ma−2 · C2)− (a− 2− a+ 2)
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Summing up gives
(Ma−3 · C2) = (Mb · C2)−
b−a+2∑
i=1
i
=
(
b−a+2
2
)
+ (b− b+ 1)−
(
b−a+3
2
)
= −
[(
b+1−a+2
2
)
−
(
b−a+2
2
)]
+ 1
= −(b+ 1− a+ 1) + 1 = (a− b− 1) .
In the same way, using (1.28) and (1.30):
(Mn−1 · C2) = (Mn · C2)− (n− a+ 2)
(Mn−2 · C2) = (Mn−1 · C2)− (n− 1− a + 2)
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
(Ma−3 · C2) = (Ma−2 · C2)− (a− 2− a+ 2)
Summation gives
(Ma−3 · C2) = (Mn · C2)−
n−a+2∑
i=1
i, hence
(Mn · C2) =
(
n−a+3
2
)
+ (a− b+ 1)
=
(
n+1−a+2
2
)
+ (a− b+ 1)
=
(
n−a+2
2
)
+
(
n+1−a+1
1
)
+ (a− b+ 1)
=
(
n−a+2
2
)
+ (n− b+ 1) .
All in all we have
Lemma 1.5. For all n ≥ a− 3 one has
(Mn ·E) = 1, (Mn · C1) = (n− b+ 1) and (Mn · C2) =
(
n−a+2
2
)
+ (n− b+ 1) .

1.5.6. Globally generated line bundles on H. By Lemma 1.2 the line bundle L :=
M−1a−3 ⊗Ma−2 is g.g. (globally generated). From Lemma 1.5 we deduce that (L · E) = 0,
(L·C1) = 1 and (L·C2) = 0. It follows that L ≡ L1 in NS(H), where L1 is the line bundle
introduced in Section 1.4.
By Lemma 1.4 the line bundle L = Mn−1 ⊗M−2n ⊗Mn+1 is g.g. for all n ≥ a − 3.
Using the formulas of Lemma 1.5 we get
(L · E) = 0, (L · C1) = 0 and (L · C2) = 1 ,
from which we deduce that L ≡ L2 in NS(H), where L2 is defined in Section 1.4.
Finally we compute
(Mb−1 ·E) = 1, (Mb−1 · C1) = 0, and (Mb−1 · C2) =
(
b−a+1
2
)
,
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and we deduce from this that Theorem 1.3 implies Theorem 1.2. Moreover, we get
Proposition 1.3. The (residue classes in NS(H) of the) line bundles L1,L2 and L0⊗
Lρ2, ρ :=
(
b−a+1
2
)
are globally generated. 
Now according to Theorem 1.3(i) each line bundle L on H can be written (modulo
Pic0(H)) in the form
Lν00 ⊗L
ν1
1 ⊗L
ν2
2 = L
ν0
0 ⊗ L
ν0ρ
2 ⊗ L
ν1
1 ⊗ L
ν2−ν0ρ
2
with νi ∈ Z.
Corollary 1.4. If all νi ∈ N and ν2 ≥ ν0ρ, then (the residue class in NS(H) of)
Lν00 ⊗ L
ν1
1 ⊗ L
ν2
2 is globally generated. 
Corollary 1.5. If H = H3,0, then L0,L1 and L2 are globally generated and Pic(H)
is freely generated by L0,L1,L2.
Proof. If d = 3, g = 0 one has Q(n) =
(
n−1+3
3
)
+
(
n−4+2
2
)
+
(
n−4+1
1
)
hence ρ = 0
and L0,L1,L2 are g.g. by the Proposition. Moreover, in this case H1(H,OH) = (0), hence
Pic(H) = NS(H) ∼= Z3 (see [T2, last line on p. 137] and Theorem II in Section 1.1). 
CHAPTER 2
Subcones of the cone of curves
The aim is the description of those curves, which lie on subcones of A+1 (H). This is
not possible for all subcones and “description” is to be understood in a weak sense, only.
In this chapter P = k[x, y, z, t] and S = k[x, y, z].
2.1. Limits of 1–cycles
2.1.1. Limits of points. We first introduce some notations: σ(λ) (resp. τ(λ)) denotes
the Gm-operation x 7→ x, y 7→ y, z 7→ z, t 7→ λt (resp. x 7→ x, y 7→ y, z 7→ λz, t 7→ t). δiα,
1 ≤ i ≤ 6, denotes the Ga-operations, which are defined by the following matrices
δ1α ↔


1 0 0 α
0 1 0 0
0 0 1 0
0 0 0 1

 , δ2α ↔


1 0 0 0
0 1 0 α
0 0 1 0
0 0 0 1

 , δ3α ↔


1 0 α 0
0 1 0 0
0 0 1 0
0 0 0 1

 ,
δ4α ↔


1 α 0 0
0 1 0 0
0 0 1 0
0 0 0 1

 , δ5α ↔


1 0 0 0
0 1 α 0
0 0 1 0
0 0 0 1

 , δ6α ↔


1 0 0 0
0 1 0 0
0 0 1 α
0 0 0 1

 .
Let be ξ ∈ U(t) ⊂ H, and ξ ↔ J ∈ HΦ(k), i.e. the Hilbert function of J is Φ. Then
ξ0 = lim
λ→0
σ(λ)ξ ↔ J0 ∈ GΦ(k)
(see Appendix G for definition and notation). One can write H0(J0(n)) =
⊕n
0 t
n−iUi, Ui ⊂
Si subspaces with S1Ui ⊂ Ui+1 for all i. As ξ ∈ U(t) one has σ(λ)ξ ∈ U(t). Let r : U(t)→
Hd := Hilbd(P2k) be the restriction morphism with respect to the variable t. Define ξ
′ :=
r(ξ)↔ I ∈ Hd(k). Then ξ′ = r(σ(λ)ξ) for all λ ∈ k∗, hence r(ξ0) = ξ′ and Un = H0(I(n))
for all n ≥ reg(J ). By applying a suitable linear transformation g ∈ GL(4; k), which leaves
t invariant, one can achieve that r(g(ξ)) ∈ U(z) ⊂ Hd. In the statement of the lemma
(see below) it will become clear that one can assume without restriction I ∈ U(z). Let
I∗ ⊂ OP3 be the ideal, which is generated by I, i.e. H
0(P3, I∗(n)) =
⊕n
0 t
n−iH0(P2, I(i)).
Because of Ui ⊂ H0(I(i)), one has J0 ⊂ I∗. Put I0 := limλ→0 τ(λ)I. Then I0 has the
same Hilbert function ϕ as I = J ′ (see Appendix G).
Let L := limλ→0 τ(λ)J0. Then H0(L(n)) =
⊕n
0 t
n−iLi, where Li := limλ→0 τ(λ)Ui, and
L ⊂ I∗0 has finite colength.
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J0 and L are invariant under the subgroup Γ =
{(
1 0 0 ∗
0 1 0 ∗
0 0 1 ∗
0 0 0 1
) }
of U(4; k). As Ui and
Li have the same dimension, L ∈ GΦ(k) follows. As I0 is invariant under the subgroup
γ =
{ (
1 0 ∗
0 1 ∗
0 0 1
) }
of U(3; k), one has I0 ∈ Gϕ(k). (As to the notation, see Appendix G.)
Let c be the colength of L ⊂ I∗0 and X = Quot
c(I∗0 ). Define L
1 := lim
α→∞
δ3α(L) and
L2 := lim
α→∞
δ5α(L
1). As I0 is fixed by γ, L1 and L2 are in X(k). Noted in a somewhat more
explicit way, one has
H0(L1(n)) :=
n⊕
0
tn−iL1i , where L
1
i := lim
α→∞
δ3α(Li) .
As dimL1i = dimLi, one has L
1 ∈ GΦ(k). In the same way
H0(L2(n)) :=
n⊕
0
tn−iL2i , L
2
i := lim
α→∞
δ5α(L
1
i ) .
As δ3α and δ
5
α commute, L
2 is invariant under Γ and γ.
Put N := lim
α→∞
δ4α(I0). As I0 ∈ U(z) (loc. cit.) we can write H
0(I0(n)) =
⊕n
0 z
n−iVi,
where Vi ⊂ Ri, R = k[x, y], are subspaces such that R1Vi ⊂ Vi+1 for all i. It follows
that H0(N (n)) =
⊕n
0 z
n−iWi, where Wi := lim
α→∞
δ4α(Vi). As Wi ⊂ Ri is invariant under
U(2; k) and char(k) = 0, it follows that Wi is B(2; k)-invariant, especially is generated by
monomials. As I0 is fixed by γ and γ is normalized by δ4α, the ideal δ
4
α(I0) is fixed by
γ for all α ∈ k, hence N is fixed by γ. It follows that N is fixed by B(3; k) and hence
N ∗ is fixed by B(4; k). As L2 is fixed by γ, the ideal δ4α(L
2) is fixed by γ for all α ∈ k,
hence K := lim
α→∞
δ4α(L
2) is fixed by γ and δ4α, hence fixed by U(3; k). By construction, K is
invariant under σ(λ) and lies in U(t), hence K is Γ-invariant, hence K is U(4; k)-invariant.
Moreover, by construction, the Hilbert functions of L, L1, L2 and K still are equal to Φ.
Besides the Gm-operations σ and τ introduced above, we consider the Gm-operations
σ1 : x 7→ λx, y 7→ y, z 7→ z, t 7→ t and σ2 : x 7→ x, y 7→ λy, z 7→ z, t 7→ t.
We form
K1 = lim
λ→0
σ1(λ)K, K
2 = lim
λ→0
σ2(λ)K
1 and M = lim
λ→0
τ(λ)K2 .
By construction, L, L1, L2, K are invariant under σ(λ) and M is invariant under T (4; k).
As K is U(4; k)-invariant and U(4; k) is normalized by T (4; k), K1, K2, M are U(4; k)-
invariant, hence M is B(4; k)-invariant. Now by construction, K ⊂ N ∗, hence K1, K2, M
are contained in N ∗, too. And again by construction, all the Hilbert functions of L, L1,
L2, K, K1, K2, M are equal to the Hilbert function Φ of J . Hence M ⊂ N ∗ again has
the colength c and r(M) = N . Finally the Hilbert function ϕ of J ′ = I is equal to the
Hilbert function of N , as dimWi = dimVi.
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2.1.2. Limits of integral curves. We first recall the construction in the proof of [T1,
Lemma 1, p. 6].
Let X/k be a projective scheme. If ψ : Ga → Autk(X) is a homomorphism and A is a
k-algebra, then we denote the image of α ∈ A in Autk(X ⊗A) by ψα.
Let C ⊂ X be an integral (i.e. a closed, irreducible, reduced) curve and p the Hilbert
polynomial of C with regard to any closed embedding of X into a projective space. Then
α 7→ ψα(C) defines a morphism Ga → H := Hilb
p(X), which has a unique extension
f : P1 →H. This gives a family C/P1 and a cartesian diagram
C //
π

X ×k H
p2

P1
f // H
such that π is flat and surjective. As C ⊗ k[t] is irreducible and reduced, the generic fibre
ψt(C), where t ∈ K and K denotes the quotient field of k[t], is reduced and irreducible.
From general properties of flat morphisms it follows that C ⊂ X ×k P
1 is reduced and
irreducible, too. One has Cα := π−1(α) = ψα(C), if α 6= ∞; C∞ := π−1(∞) =: C∞ =:
limα→∞ ψα(C). As C has the dimension two, it follows that [C] = [C∞] in A1(X).
If x ∈ C(k), then (C, x) ∈ I := Incidence(H ×k X) is an integral curve in X ×k X
with Hilbert polynomial p. Ga operates by (C, x) 7→ (ψα(C), ψα(x)) on I. The limit curve
limα→∞ ψα(C, x) is contained in I and is equal to (C∞, x∞), where x∞ := limα→∞ ψα(x) is
formed in Hilb1(X) = X (see [T2, Bemerkung 3, p. 127]).
If one has a homomorphism σ : Gm → Autk(X), an analogous construction gives two
limit curves C0/∞ = limλ→0/∞ σ(λ)C ⊂ X , such that [C] = [C0] = [C∞].
Conclusion 2.1. The incidence “curve, point” is preserved, if one performs the limit
curves under the Ga- or Gm-action. 
2.1.3. Limits of connected cycles. If C ∈ Z1(X), then one can write C =
∑
miCi,
where Ci ⊂ X are the prime components, i.e. different integral curves in X , and mi ∈ Q.
We say that C is a connected 1-cycle, if |C| :=
⋃
Ci is a connected curve in X . If one
puts C∞ :=
∑
mi(Ci)∞, then [C] = [C∞], and if x is a closed point in Ci ∩ Cj, then
Conlcusion 2.1 shows that x∞ ∈ (Ci)∞ ∩ (Cj)∞. Now the limits of the prime components
are not necessarily integral curves, but they still are connected curves by “the principle of
connectedness” (cf. [H1, Ex. III 11.4]).
Conclusion 2.2. The limit of a connected cycle under the Ga- or Gm-action is a
connected cycle. 
2.1.4. Let C ⊂ H be a connected curve and ξ ∈ C(k) a point, which fulfills the above
assumptions, i.e. ξ ∈ U(t) and r(ξ) ∈ U(z). We form the limit under the operations σ,
τ , δ3α, δ
5
α, δ
4
α, σ1, σ2, τ , one after the other in this order, and arrive at the limit D, where
D is a connected 1-cycle in H, [C] = [D], ξ∗ ∈ D(k) is B(4; k)-invariant and the Hilbert
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functions of the ideals belonging to ξ and ξ∗ are equal. Then one carries out with D the
usual construction, i.e. one forms the limits under δiα, 1 ≤ i ≤ 6, and σ, τ , σ1, σ2, and
finally arrives at a B(4; k)-invariant connected cycle C∗ such that [C] = [C∗] and ξ∗ ∈ C∗.
2.1.5.
Lemma 2.1. Let C ⊂ H be a connected 1-cycle and ξ ∈ C(k). Then there is a B(4; k)-
invariant connected 1-cycle C∗ ⊂ H and a B(4; k)-invariant point ξ∗ ∈ C∗(k) such that:
(i) [C] = [C∗]
(ii) If h(ξ) and h(ξ∗) are the Hilbert functions of the ideals, which correspond to the points
ξ and ξ∗, then h(ξ) = h(ξ∗).
(iii) ξ and ξ∗ can be connected by a sequence of rational curves in HΦ, where Φ = h(ξ) =
h(ξ∗).
(iv) There are Zariski-many g ∈ GL(4; k) such that the pair (g(C), g(ξ)) fulfills the state-
ments (i)-(iii) and in addition one has g(ξ) ∈ U(t) and r(g(ξ)) ∈ U(z). In this case
the Hilbert functions of the ideals belonging to r(ξ) and r(ξ∗) are equal, too.
Proof. If g ∈ GL(4; k), then [C] = [g(C)], h(ξ) = h(g(ξ)) and ξ and g(ξ) can be
connected by a sequence of rational curves in HΦ. Then, for a general choice of g, one has
g(ξ) ∈ U(t) and r(g(ξ)) ∈ U(z). Then the assertions follow from what has been proved
in 2.1.1 – 2.1.4. 
We begin to determine the geometric properties of the subschemes Hm and G of H (see
Appendix C for definitions).
2.2. Cycles without C0-component
2.2.1. Algebraic cycles. If C is an algebraic cycle then C = Gm · ξ, where ξ ∈
H∆(k). By Proposition 1.2, one can write [C] = q0[C0] + q1[C1] with qi ∈ N.
Aux-Lemma 2.1. If q0 = 0, then C ⊂ Hm.
Proof. From the argumentation in Section 1.3.2 it follows that without restriction
ρ3 = 0,
(Mn · C) = c+ γ(n− b+ 1) , c =
1
ℓ
λ- deg
(∧˙
σ(λ)H0(J (b− 1))
)
and γ ∈ N, γ > 0, where Gm operates by σ(λ) : x 7→ x, y 7→ y, z 7→ λz, t 7→ t.
By assumption, c = 0, hence H0(J (b − 1)) is invariant under Gm. If reg(J ) < b, then
J would be Gm-invariant and C would not be a curve. Hence reg(J ) = b and by the
Corollary in Appendix C follows that ξ ∈ Hm(k), hence C ⊂ Hm. 
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2.2.2. Combinatorial cycles. 1◦ Let C be a combinatorial cycle of type 1. Then
Conclusion 1.1 in Section 1.3.1 gives [C] = q1[C1] + q0[C0].
Aux-Lemma 2.2. If q0 = 0, then C ⊂ Hm.
Proof. One has C = { ψ1α(ξ) | α ∈ k }
−
, ξ ↔ J ⊂ OP3 with Hilbert polynomial Q
and of type 1. Using the notations of 1.3.1.1 we had got
(Mn · C) =
∑
si(b− ri) +
∑
si(n− b+ 1)
with si > 0. From the assumption it follows that b− ri = 0 for all i. Hence there is at least
one element u ∈ H0(J (b)) such that u 6∈ P1 · H0(J (b − 1)) ( see Figure 1.3). It follows
that reg(J ) = b is maximal and hence ξ ∈ Hm(k) ( see the Corollary in Appendix C). 
2◦ Now let C be a combinatorial cycle of type 2. Then one can write
[C] = q0[C0] + q1[C1] + q2[C2] ,
where each qi is a natural number (Prop. 1.1).
Aux-Lemma 2.3. If q0 = 0, then q1 = 0, too.
Proof. This follows from Corollary 1.2. 
3◦ Let C be a combinatorial cycle of type 3. Then one can write [C] = q0[C0] + q1[C1],
qi ∈ N (Conclusion 1.3).
Aux-Lemma 2.4. If q0 = 0, then C ⊂ Hm.
Proof. Write C = { ψ3α(ξ) | α ∈ k }
−
, ξ ↔ J of type 3. In the proof of Conclusion 1.3
we got (Mn ·C) = c+D(n− b+1), where D ∈ N and c = α- deg
∧˙
ψ3α(H
0(J (b− 1))). By
assumption c = 0, hence H0(J (b − 1)) is B(4; k)-invariant. If reg(J ) < b, then J would
be B(4; k)-invariant, too. Hence reg(J ) = b and ξ ∈ Hm(k). 
Proposition 2.1. Let C ⊂ H be a closed connected curve such that [C] = q1[C1] +
q2[C2], and q1 6= 0. Then C ⊂ Hm.
Proof. Clearly one can assume that C is reduced and irreducible. Applying a suitable
linear transformation, one can further assume without restriction that C ∩ U(t) 6= ∅.
Suppose that C 6⊂ Hm. If U := H −Hm, then C ∩ U(t) ∩ U is not empty and we take a
closed point ξ of this set. By Lemma 2.1 there is a connected curve C∗ ∼
∑s
1 niDi ∼ C
and a point ξ∗ ∈ C∗(k) such that each Di is a B(4; k)-invariant 1-prime cycle, ni ∈ N and
h(ξ) = h(ξ∗). As [Di] has no C0-component, from the Auxiliary Lemmas 2.1–2.4 it follows
that either Di ⊂ Hm or Di is a combinatorial cycle of type 2 and in this case [Di] = n[C2].
Suppose thatDi ⊂ Hm if 1 ≤ i ≤ r and Di 6⊂ Hm if r+1 ≤ i ≤ s. As q1 6= 0 by assumption,
one has r ≥ 1. If r + 1 ≤ i ≤ s and Di 6⊂ Hm, then Di ⊂ H−Hm as all points in Di have
the same Hilbert function, because Di is a combinatorial cycle of type 2. It follows that
C∗ is disjoint union of D1 ∪ · · · ∪ Dr and Dr+1 ∪ · · · ∪ Ds. As C∗ is connected, Di ⊂ Hm
2.3. CYCLES WITHOUT C0 AND C1 COMPONENT 37
for all i follows. But then h(ξ) = h(ξ∗) is maximal, hence ξ ∈ Hm by the corollary in
Appendix C. 
Corollary 2.1. If C ⊂ H is a connected curve such that [C] = q1[C1], then C ⊂ Hm.

2.3. Cycles without C0 and C1 component
2.3.1.
Aux-Lemma 2.5. Suppose that C is combinatorial cycle of type 2 such that [C] =
n · [C2], n a natural number. Then C ⊂ G.
Proof. We have to take up the notation and the argumentation as in Section 1.3.1.2,
especially the proof of Corollary 1.2. As now a ≥ 4 is supposed, only Case 1 can occur
and one has g˜(n) = 0. It follows that J˜ is B(4; k)-invariant and g(n) = r(n). Then (1.13)
shows that s > 0, as g(n) is not constant. It follows that q1 = 0, hence (1.5) gives a = α+1.
Now reg(J ′) = α (see [T1, p. 55]). As J ′ ⊂ OP2 has the colength a− 1, it follows that J
′
has the maximal possible Hilbert function (cf. Appendix C). From the G2-invariance of J
we deduce that J ′ = (x, yrzs), hence (J˜ )′ = OP2 .
Suppose that J˜ ( OP3. Then we take away in the topmost layer of the outer shell of the
pyramid E(J ) the monomial M , which has maximal z-degree. Then we add a monomial
m ∈ E(xOP3(−1))− E(xJ˜ (−1)) such that E(xJ˜ (−1)) ∪m generates a B(4; k)-invariant
ideal xJ˜1(−1). Then E(J )−M ∪m generates an ideal K of type 2 and
α- deg
(∧˙
ψ2αH
0(K(n))
)
= α- deg
(∧˙
ψ2αH
0(J (n))
)
− ν ,
where ν is a positive natural number (e.g. see [T1, p. 13, last line]). IfD is the combinatorial
cycles of type 2, which is defined by K, then (Mn · D) = (Mn · C) − ν, hence [D] =
−ν[C0] + n[C2] where n ∈ N, contrary to Theorem 1.2. It follows that J˜ = OP3.
From this we deduce that J = (x,L), where L is an ideal on Proj(k[y, z, t]) =: P
with Hilbert polynomial
(
n−a+2
2
)
+
(
n−b+1
1
)
. It follows that J ∈ G(k), whence C ⊂ G
(cf. Appendix C). 
2.3.2. Let C ⊂ H be an irreducible curve such that [C] = n · [C2], n ∈ N, n > 0.
Assume C ∩ U(t) 6= ∅. Take ξ ∈ C ∩ U(t). Then from Lemma 2.1 we deduce that
[C∗] =
∑
ni[Di] = [C] ,
where the Di are the B(4; k)-invariant prime components of C∗. Moreover, there is a
B(4; k)-invariant point ξ∗ ∈ C∗ such that h(ξ) = h(ξ∗). No Di can have a C0- or C1-
component, hence by 2.3.1 we get Di ⊂ G, hence ξ∗ ∈ G. If J ↔ ξ, from h(ξ) = h(ξ∗) it
follows that h0(J (1)) = 1, hence J contains a linear form ℓ ∈ P1 from which we deduce
that ξ ∈ G(k). As C ∩ U(t) is dense in C and G ⊂ H is closed, we get C ⊂ G. If
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C ∩ U(t) = ∅, we replace C by g(C) such that g(C) ∩ U(t) 6= ∅, g ∈ GL(4; k). Then
g(C) ⊂ G, hence C ⊂ G. We get
Lemma 2.2. If C ⊂ H is connected and [C] ∈ Z · [C2], then C ⊂ G. 
2.3.3. Suppose C ⊂ H is an irreducible curve such that [C] = s[C2], s ∈ N, s > 0.
Then C ⊂ G by Lemma 2.2. Now we consider the morphism
p : G −→ Hilbc(P3), c = b− a+ 1 ,
defined by (ℓ, f · K) 7−→ (ℓ,K) (see Appendix C). Now
C2 =
{
(x, ya−2(αy + z)(y, zb−a+1))
∣∣ α ∈ k }− ⊂ G
and p(C2) = 1 point. It follows that
p∗([C]) = deg(p|C)
(
OP3(1) · p(C)
)
= (0) ,
hence p(C) = 1 point, too.
Besides one has the morphism κ : G → Hilbq(P3), q(n) =
(
n−1+3
3
)
+
(
n−d+2
2
)
, d = a− 1,
defined by (ℓ, fK) 7→ (ℓ, f). As
κ(C2) =
{
(x, ya−2(αy + z))
∣∣ α ∈ k }− ,
one sees that κ|C2 : C2 → κ(C2) is an isomorphism. If ξ ∈ C(k) is any point, then we
have shown that ξ ↔ (ℓ, f(ξ) · K), where f(ξ) ∈ [P/ℓP (−1)]d depends on ξ, whereas ℓ and
K are independent of ξ. But then it follows that the restriction κ|C is injective, too. It
follows that [κ(C)] = s[κ(C2)].
Choose any g ∈ GL(4; k) such that g(ℓ) = x. Then [κ(g(C))] = s[κ(C2)]. Now κ(C2)
is a curve in Proj k[y, z, t] =: P of degree 1, hence κ(g(C)) ⊂ P is a curve of degree s, and
it follows that κ(C) ⊂ Proj(P/ℓP (−1)) is a curve of degree s, too. We have proved one
direction of the following:
Proposition 2.2. If C ⊂ H is an irreducible curve such that [C] = s[C2], then there
is a linear form ℓ ∈ P1, an ideal K ⊂ OP, P := Proj(P/ℓP (−1)) of colength c = b− a+ 1,
and a curve C ⊂ P of degree s, such that
C = { (ℓ, f · K) | 〈f〉 ∈ C } .
If conversely C is defined in this way, then [C] = s[C2].
Proof. Without restriction ℓ = x. Let n ≥ b be a fixed natural number. We consider
the embedding
j : H→W := GrassQ(n)(Pn)
defined by I 7→ H0(I(n)), and the Plu¨cker-embedding
p : W → P = PN
defined by E 7→
∧Q(n)E, where E is a subbundle of rank Q(n).
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Put S = P/xP (−1). One has a closed embedding i : V := P(Sd) → H defined by
〈f〉 7→ (x, f · K). Then the closed embedding j ◦ i : V → W is defined by
〈f〉 7→ xPn−1 ⊕ f ·Kn−d ,
where Kn := H
0(P2,K(n)), P2 = Proj(S).
Let I be the universal ideal sheaf on P3 ×H and Ln :=
∧Q(n)(p2)∗I(n).
Now OW (−1) = p∗(OP(−1)) and Ln = j∗OW (−1). Let
F
∼
−→ OV (−1) ⊂ S1 ⊗OV
be the universal rank-1 subbundle. Then
Ln|i(C) =
(Q(n)∧
(xPn−1 ⊕ i∗(F)⊗k Kn−d
)
|i(C) =
( N∧
xPn−1 ⊗
h(n)∧
i∗(F)⊗k Kn−d
)
|i(C) ,
where N =
(
n−1+3
3
)
and h(n) =
(
n−a+2
2
)
+
(
n−b+1
1
)
= dimKn−d. It follows that
Ln|i(C) ≃ i∗F
⊗h(n)|i(C)
and, because of i∗i∗F = F , one obtains(
i∗F
⊗h(n) · i(C)
)
=
(
i∗i∗F
⊗h(n) · C
)
= h(n)(F · C) .
As h(n) =
(
n−a+2
2
)
+
(
n−b+1
1
)
= (Mn · C2) it follows that
(Mn · C) = −(Ln · i(C)) = −(Mn · C2) · (F · C) = (Mn · C2) · (OV (1) · C) = (Mn · C2) · s .
But then [C] = s · [C2] follows. 
2.4. Cycles without C1-component
2.4.1. Notations. In the following C ⊂ H is an irreducible curve such that C ∼
q0C0 + q2C2 and q2 6= 0. If ξ ∈ C(k), there is an open, non-empty set U ⊂ GL(4, k) such
that g(ξ) is Borel-normed for all g ∈ U , i.e. g(ξ) ∈ WH(b), where b ∈ H(k) corresponds
to a Borel-ideal B (as for the notation, cf. Appendix H). If ξ and C are replaced by g(ξ)
and g(C), then ξ and g(ξ) have the same Hilbert function, which is denoted by Φ, and
[C] = [g(C)]. To simplify the notation, we write X = P3k, B = B(4; k).
From [G3, Lemma 4] it follows that b↔ B has the Hilbert function Φ, too. (According
to Appendix H, the Hilbert function h(ξ) of a point ξ ∈ H is defined as the Hilbert
function of the ideal J ↔ ξ.) Replacing U by a smaller open subset V , we can assume
that g(ξ) ∈ U(t) and [g(ξ)]′ = r(g(ξ)) ∈ U(z), and we write again U instead of V . In order
to simplify the notation we write again ξ and C instead of g(ξ) and g(C). If f ∈ Pn, and
f ′ ∈ Sn is the image under the canonical map P −→ P/tP (−1), then [in(f)]
′ = in(f ′),
where in(0) = 0 and the order of the monomials in S is the induced order of the monomials
in P (cf. Appendix H). It follows that ξ′ ∈ WH(b′), where now H = Hilb
d(P2) and the
prime as usual denotes the image under the restriction map r : U(t) −→ Hilbd(P2), which
is induced by P → S. Hence ξ′ and b′ have the same Hilbert function, which is denoted
by ϕ.
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2.4.2.
Aux-Lemma 2.6. The point b′ corresponds to (x, yd), hence [g(ξ)]′ has maximal Hilbert
function for all g ∈ U .
Proof. Let C∗ and ξ∗ be as in Lemma 2.1. C∗ is a connected union of curves of the
form
b1 b2
D1
D2
A
E1
E2
Figure 2.1
where Di, Ei are combinatorial cycles, A is an algebraic cycle, and b1 and b2 are B-
fixed points. From Conclusion 1.1 follows that only combinatorial cycles of type 2 or 3
can occur. If D ∈ {Di } is such a cycle of type 3, i.e. D = { ψ
3
α(η) }
−
, then by 1.3.1
Remark 1.1 it follows that η′ is B(3; k)-invariant, hence η′ = b′1. If A = { σ(λ)ζ }
− two
cases can occur: σ(λ) operates by x 7→ x, y 7→ y, z 7→ z, t 7→ λt, if ρ3 6= 0 or σ(λ)
operates by x 7→ x, y 7→ y, z 7→ λz, t 7→ t, if ρ3 = 0 (see 1.3.2). If ρ3 6= 0, then ζ ′
is invariant under T (3; k) and under U(3; k), as ζ is invariant under T (ρ) and U(4; k). If
ρ3 = 0, then by 1.3.2 Remark 1.2 follows that ζ
′ is B(3; k)-invariant. In both cases we get
r(A) is the point ζ ′, hence ζ ′ = b′1 = b
′
2. If D ∈ {Di }, D = { ψ
2
α(η) }
−
is of type 2, then
again two cases are possible: If (Mn ·D) is constant, then η′ is invariant under ψ2α, hence η
′
is B(3; k)-invariant and η′ = b′1. If (Mn ·D) is not constant, by Corollary 1.3 in Section 1.3
η′ has maximal Hilbert function. As b′1 = limα→∞ ψ
2
α(η
′), b′1 has maximal Hilbert function,
too. Now C∗ is contained in the fixed point scheme H
Γ ⊂ U(t), hence each point of r(C∗)
has maximal Hilbert function and from Lemma 2.1 the statement of the Aux-Lemma 2.6
follows. 
2.4.3. We take up the initial situation of 2.4.2. Then
g(ξ)′↔ g(J ) + tOX(−1)/tOX(−1)
has maximal Hilbert function hence equals an ideal (h, f) ⊂ P/tP (−1), where h ∈ P1/t ·k,
f ∈ Pd/tPd−1 not divisible by h.
If we apply u = g−1 to this ideal, we obtain ℓ = u(t), J ∈ U(ℓ) and
J + ℓOX(−1)/ℓOX(−1) =
(
u(h), u(f)
)
⊂ P/ℓP (−1)
has maximal Hilbert function.
2.4. CYCLES WITHOUT C1-COMPONENT 41
Conclusion 2.3. Let Z ⊂ X = P3 be the curve, which belongs to ξ ∈ C(k). If
L = V (ℓ) ⊂ X is a general hyperplane, then the ideal in OL, which defines the subscheme
L∩Z ⊂ L, has maximal Hilbert function and all points of Z ∩L lie on the same line. 
We take Z as in Conclusion 2.3 and have Zred =
⋃
Zi the decomposition in irreducible
components. Assume dimZ1 = 1 and Z1 non-degenerate. Then from [Har, Prop. 18.10]
it follows that Z1 ∩ L is non-degenerate, contradiction. It follows that all Zi such that
dimZi = 1 are degenerate, i.e. Zi ⊂ V (ℓi), where ℓi ∈ P1, hence Zi ∩L ⊂ V (ℓ, ℓi). Assume
dimZ1 = dimZ2 = 1 and ℓ1 6= ℓ2. Then
Z1 ∩ Z2 ∩ L ⊂ V (ℓ, ℓ1) ∩ V (ℓ, ℓ2) = ∅,
if ℓ is general, contrary to Conclusion 2.3.
Conclusion 2.4. Let Z be as in Conclusion 2.3. Each 1-dimensional irreducible com-
ponent Zi of Zred has the form V (Pi), where Pi = (ℓ, Fi) ⊂ OX is a prime ideal, ℓ ∈ P1−(0)
is independent of i, and Fi ∈ P/ℓP (−1) is an irreducible form of degree di. If one replaces
ξ ↔ Z by g(ξ)↔ g(Z), g a suitable linear transformation of X , one can achieve that ℓ = z
(independent of i). 
2.4.4. Assumption I. Let Q ⊂ OX be primary to the prime ideal P = (z, F ), F ∈
k[x, y, t] irreducible of degree d, and e is the multiplicity of Q. If ℓ is a linear form in P ,
the images under the canonical map P → P/ℓP (−1) =: S are denoted by ′.
Assumption I. If ℓ is a general linear form, the image Q′ of Q in S contains the
variable z, i.e. z ∈ Q′ := Q+ ℓP (−1)/ℓP (−1).
There is a filtration Q = Q0 ⊂ · · · ⊂ Qr = P such that Qi/Qi−1 ≃ (P/Pi)(−ℓi) modulo
≡. Here ≡ denotes “equality of the components of sufficient high degree”. Qi is a graded
P -module, Pi ⊂ P a graded prime ideal, Q ⊂ Pi for all i ([H1, Prop. 7.4, p. 50]), and
either Pi = P or Pi is a maximal ideal in Proj(P ). As the multiplicity is e, one has Pi = P
for e indices i. Let ℓ be general for Q, e.g. ℓ = αx+βy+γz+t. Applying the transformation
x 7→ x, y 7→ y, z 7→ z, t 7→ t− (αx+ βy + γz), one can assume without restriction ℓ = t.
We consider the images under the map P −→ P/t(P (−1) = S = k[x, y, z] and we obtain
a filtration Q′ = Q′0 ⊂ · · · ⊂ Q
′
r = S and surjective morphisms (modulo ≡)
(S/pi)(−ℓi) −→ Q
′
i/Q
′
i−1, pi := P
′
i .
If Pi = (ℓ1, ℓ2, ℓ3), ℓi ∈ P1 are linearly independent, then pi = S+ and Q′i/Q
′
i−1 ≡ (0).
Changing the numeration, one can achieve that Q′ = Q′0 ⊂ · · · ⊂ Q
′
s = S, (S/p)(−ℓi) −→
Q′i/Q
′
i−1 surjective mod ≡, p = P
′, hence s ≤ e. The Hilbert polynomial of (P/P) has the
form dn+ const., hence χ(P/Q) = de · n+ c. It follows that
de = χ(S/Q′) =
s∑
1
χ(Q′i/Q
′
i−1) ≤
s∑
1
χ(S/p) .
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Now S/p = S/(z, f) = R/fR(−d), where f = F ′ and R = k[x, y]. Hence χ(S/p) = d,
s = e, χ(Q′i/Q
′
i−1) = χ(S/p) and (S/p)(−ℓi) −→ Q
′
i/Q
′
i−1 is an isomorphism modulo ≡,
1 ≤ i ≤ e. As z ∈ Q′, one also has z ∈ Q′i and putting q = Q
′/zS(−1) and qi = Q′i/zS(−1)
we get a filtration q = q0 ⊂ · · · ⊂ qe = R and isomorphisms modulo ≡
[R/fR(−d)](−ℓi) −→ qi/qi−1 ,
which are defined by multiplication with a form gi ∈ Rℓi . We want to show that then
qi = f
e−iR(i− e) for all 0 ≤ i ≤ e. This is done by descending induction. The assertion is
true if i = e, and we assume qi ≡ f e−iR(e − i). Changing the notation, we then have to
show:
Aux-Lemma 2.7. If g ∈ Rℓ, I ⊂ fnR(−dn) is a graded ideal and
[R/fR(−d)](−ℓ)
·g
−→ fnR(n− d)/I
is an isomorphism mod ≡, then I ≡ fn+1R(−(n + 1)d).
Proof. As fnR(−dn) ≡ gR(−ℓ) + I, it follows that gRi ⊂ (f
n) if i ≫ 0, hence
g = fn · h, h ∈ Rm, m := ℓ − dn. As Ii ⊂ (fn), if i ≫ 0, I ≡ fnJ(−nd), J ⊂ R
a graded ideal. As R(−dn) ≡ hR(−ℓ) + J(−nd), we have R ≡ h · R(−m) + J , hence
R ≡ hR(−m) + pR(−µ), where p ∈ Rµ. As by assumption
[R/fR(−d)](−ℓ)
·fn·h
−−−→ fnR(−nd)/fnpR(−µ− nd)
is an isomorphism mod ≡, this is also true for [R/fR(−d)](−m)
·h
−→ R/pR(−µ), hence
h · fR(−d−m) ⊂ pR(−µ) mod ≡. As (h, p) ≡ R, h and p have no common divisor, hence
f = pu, u ∈ Rd−µ. Now pR(−µ−m) ·h ⊂ pR(−µ), and as multiplication by h is injective,
pR(−µ−m) ⊂ fR(−d−m), hence f is a divisor of p and f = pu, u ∈ k∗. 
Conclusion 2.5. Suppose P = (z, F ), F ∈ k[x, y, t]d irreducible, hence P is a prime
ideal. Let Q be primary to P with multiplicity e ≥ 1. If for a general ℓ ∈ P1 the image Q′
of Q in P/ℓP (−1) contains the variable z, then Q′ ≡ (z, f e) where f is the image of F in
P/ℓP (−1). 
2.4.5. Assumption II. Let now be C ⊂ H an irreducible curve without C1-component,
but with non-vanishing C2-component. Let be ξ ∈ C(k), I ↔ ξ and Z ⊂ X the corre-
sponding subscheme. Then Conclusions 2.4 and 2.3 give:
(i) The 1-dimensional irreducible components of Zred are defined by prime ideals Pi =
(z, Fi), Fi ∈ P/zP (−1) irreducible of degree di > 0.
(ii) If ℓ ∈ P1 is general, Y := Proj(P/ℓ(P (−1)), then I ′ := I+ ℓOX(−1)/ℓOX(−1) ⊂ OY
has maximal Hilbert function, hence I ′ = (h, g), where h ∈ P/ℓP (−1) is a linear form
and g ∈ P/(ℓ, h)P (−1) has degree d.
We deduce that Z ∩ V (ℓ) = V (I ′) is contained in the line V (h) ∩ V (ℓ). But as, with
exception of finitely many isolated points, Z is contained in V (z), Z ∩V (ℓ) is contained in
the line V (z) ∩ V (ℓ), too.
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Assumption II. If ℓ is general, Z ∩ V (ℓ) consists of more than one point.
Conclusion 2.6. If this assumption is fulfilled, then for general ℓ the lines V (h, ℓ) and
V (z, ℓ) are equal, hence
(2.1) I ′ = (z, g) .

Now let I =
r⋂
1
Qi ∩ R be a reduced primary decomposition, where Qi is primary to
Pi = (z, Fi) with multiplicity ei, Fi ∈ k[x, y, t] irreducible of degree di and R the punctual
part. Then d = d1e1 + · · · + drer is the degree of Z. From (2.1) it follows that z ∈ Q′i,
hence each Q′i fulfills the Assumption I. Conclusion 2.5 then gives Q
′
i = (z, f
ei
i ), fi the
image of Fi in P/ℓP (−1), and we note that for a general choice of ℓ, no two of the fi have
a common divisor.
Put Ri = (z, F
ei
i ), 1 ≤ i ≤ r, R =
⋂r
1Ri, L = I + R.
Then for general ℓ one has:
R′ ⊂
r⋂
1
R′i =
r⋂
1
(z, f eii ) = (z, f) ,
where f = f e11 · · · f
er
r . It follows that
⋂r
1Q
′
i = (z, f) ⊂ OP2 has the colength d, P
2 = V (ℓ).
On the other hand,
I ′ =
(⋂
Qi
)′
⊂
⋂
Q′i
also has colength d in P2, hence
I ′ =
r⋂
1
Q′i ⊃ R
′ ,
and we get L′ = I ′ + R′ = I ′.
If F := F e11 · · ·F
er
r , then R = (z, F ) has the Hilbert polynomial Q
∗(n) =
(
n−1+3
3
)
+(
n−d+2
2
)
. As L′ = I ′, the ideal L also has the Hilbert polynomial Q∗, hence R = L ⊃ I
and I ⊂ R has the colength c = b− a+ 1.
In order to formulate a preliminary result, we have to introduce some notations:
As always Q(n) =
(
n−1+3
3
)
+
(
n−a+3
2
)
+
(
n−b+1
1
)
, Q∗(n) =
(
n−1+3
3
)
+
(
n−d+2
2
)
, d = a− 1.
Let F be the Flag–Hilbert scheme
F = { (I,J ) ∈ HQ ×HQ∗ | I ⊂ J } .
This is a closed subscheme of HQ × HQ∗ . Let π : F → HQ be the projection and put
Z := (π(F))red. We have obtained so far:
Conclusion 2.7. If ξ ∈ C(k) corresponds to the subscheme Z ⊂ X , and if Z fulfills
the Assumption II, then ξ ∈ Z. 
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2.4.6. We now consider the case that Assumption II is not fulfilled. Let M1 be
the set of points ξ ∈ C(k) such that the curve ξ ↔ Cξ ⊂ X is completely degenerate.
This means the following: ξ ↔ I = Q ∩ R, Q is primary to a prime ideal of the form
(F1, F2), where F1, F2 ∈ P1 are linearly independent, and R is the punctual part. In other
words, Cξ is a line of multiplicity ≥ 1 and possibly some more points, isolated or not. If
ξ ∈ M2 := C(k) −M1, the Cξ looks like Fig. 2.2 or Fig. 2.3 plus some points, which are
irrelevant:
Figure 2.2 Figure 2.3.
From Conclusion 2.7 then ξ ∈ Z follows.
Now a family of completely degenerate curves cannot have in its closure (in H) a curve
as in Fig. 2.2, hence M1 is closed in C(k), hence M1 = C(k) or M1 is a finite set of points.
In the last case it follows that C ⊂ Z, as Z is closed. It remains the case that M1 = C(k),
i.e. all Cξ are completely degenerate.
Let ϕ be the smallest Hilbert function of ideals Iξ ↔ ξ ∈ C(k). Then C ∩Hϕ is open
and non-empty in C. Applying a suitable linear transformation, which leaves z invariant,
we can achieve, without restriction, that U˜(t) := C ∩Hϕ 6= ∅.
Let r : U(t)→ Hd = Hilbd(P2) be the restriction morphism defined by P → P/tP (−1) =
S. If r(U˜(t)) would be a single point, all Cξ would run through a fixed point on V (t), if
ξ ∈ U˜(t).
Now take a general ℓ and consider the restriction morphism
r : U(ℓ)→ Hd = Hilbd(ProjP/ℓP (−1))
which is defined by restriction modulo ℓ. If, for general ℓ, the set U˜(ℓ) := C ∩Hϕ ∩ U(ℓ)
would be mapped by r to a point in Hd, all curves Cξ would run to a fixed point in V (ℓ),
if ξ ∈ U˜(ℓ). But then Cξ would be the same line with the same multiplicity (possibly
with different scheme structure) for all ξ ∈ U˜(t) ∩ U˜(ℓ) 6= ∅, hence the Hilbert-Chow
morphism would map C to a single point, which is not possible, as C has a C2-component
(see Chapter 3, Section 3.5.3).
By applying once more again a suitable linear transformation if necessary, we can
assume without restriction, that the closure of r(U˜(t)) is a curve C ′ ⊂ Hd = Hilbd(P2).
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We now let Gm operate by σ(λ) : x 7→ x, y 7→ y, z 7→ z, t 7→ λt. Then let σ be the
morphism U(t) ∩Hϕ → Gϕ, which is defined by
ξ 7→ ξ0 := lim
λ→0
σ(λ)ξ
where Hϕ is taken as a reduced subscheme ofH (see Appendix G). One has a commutative
diagram
U(t) ∩Hϕ
σ //
r
%%❏❏
❏❏
❏❏
❏❏
❏❏
Gϕ
ρ~~⑤⑤
⑤⑤
⑤⑤
⑤
Hd
where ρ is the restriction morphism defined by t. Then σ(U˜(t)) ⊂ Gϕ is an irreducible
curve, its closure in Gϕ is denoted by D, hence ρ(D) = C
′.
Let L := lim
λ→0
σ(λ)C. Then L contains the irreducible curve D with multiplicity ≥ 1.
Because of [C] = [L], L has no C1-component, too, hence [D] = µ[C0] + ν[C2] and
(Mn ·D)− (Mn−1 ·D) = ν(n− d+ 1) .
Let be I the universal ideal sheaf on P3 ×H and let F = OP3×H/I. Let J := I|P
3 × Gϕ
and G := F|P3 ×Gϕ. Then
0 −→ G(−1)⊗ k(y)
t
−→ G⊗ k(y) −→ G′ ⊗ k(y) −→ 0
is exact for all y ∈ Gϕ, where G′ = (F/tF(−1))|P3 ×Gϕ, hence G′ is flat over Gϕ. If M′n
is the tautological line bundle on Hd, then (M′n · C
′) = ν(n− d+ 1), hence [C ′] = ν · [F ],
where
F :=
{
(x, yd−1(αy + z))
∣∣ α ∈ k }−
(see Appendix D). As in the case of P3 (see Prop. 2.2) it follows that C ′ = { (h, f) | f ∈ C }
where h is a fixed linear form in S and C is a curve of degree ν in P(Rd), R = P/(ℓ, h)P (−1).
It follows that I ′ξ = (h, f), h independent of ξ ∈ U˜(t), f ∈ Rd and V (I
′
ξ) is a point with
multiplicity d on the line V (h). It follows that V (t, Iξ) ⊂ V (h, t) for all ξ ∈ U˜(t).
If one replaces the operation σ(λ) by the Gm-operation τ(λ), which is defined by the
projection onto the general plane V (ℓ) from a point P0 6∈ V (ℓ) (see Appendix A), then the
analogous argumentation shows:
Conclusion 2.8. Let ℓ be a general linear form and I ′ξ = Iξ + ℓOX(−1)/ℓOX(−1).
Then
(i) I ′ξ = (h, f) and V (I
′
ξ) = V (ℓ, Iξ) ⊂ V (ℓ, h) for all ξ ∈ U˜(ℓ), where the linear form
h ∈ P/tP (−1) does not depend on ξ ∈ U˜(ℓ) and f ∈ P/(ℓ, h)P (−1) has degree d.
(ii)
⋃
V (I ′ξ), where ξ runs through U˜(ℓ), is an infinite set. 
Now Cξ ↔ Iξ is completely degenerate, i.e. the unique irreducible, reduced, 1-dimen-
sional component of (Cξ)red is a line Lξ ⊂ P3 and, according to Conclusion ??, V (ℓ) ∩ Lξ
is contained in a line in V (ℓ) for almost all ξ ∈ U˜(ℓ). Varying ℓ one sees this is possible
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only if almost all Lξ are contained in one and the same plane E for almost all ξ ∈ C(k).
By applying a suitable linear transformation one can achieve that E = V (z), hence
V (Iξ) ∩ V (ℓ) ⊂ V (z) ∩ V (ℓ)
for general ℓ and almost all ξ ∈ C(k). By Conclusion ?? V (Iξ)∩V (ℓ) ⊂ V (ℓ, h) for almost
all ξ ∈ C(k) and hence the set V (ℓ, z)∩V (ℓ, h) contains more than 1 point. It follows that
V (ℓ, z) = V (ℓ, h) hence 〈ℓ, z〉 = 〈ℓ, h〉 for general ℓ. But then one has h = αz, α ∈ k, and
we get the equation
(2.2) I ′ξ = (z, f)
which is valid for general ℓ and for all ξ ∈ U ′(ℓ), where U ′(ℓ) is an open non-empty subset
of U˜(ℓ), and the form f ∈ P/(ℓ, z)P (−1) of degree d possibly depends on ξ.
We can write Iξ = Q∩R, where Q is primary to P = (z, F ), F ∈ k[x, y, t] a linear form,
R the punctual part, both depending on ξ ∈ U ′(ℓ). Now ℓ is general for Iξ if ξ ∈ U˜(ℓ)
by definition, hence ℓ 6∈ P and V (R) ∩ V (ℓ) = ∅. With equation (2.2) it follows that
I ′ξ = Q
′ = (z, f), hence Assumption I is fulfilled and the same reasoning as in Section 2.4.5
shows that ξ ∈ Z for almost all ξ ∈ C(k), hence for all ξ ∈ C(k).
Proposition 2.3. If C ⊂ H is an irreducible curve such that [C] = q0[C0]+ q2[C2] and
q2 6= 0, then C ⊂ Z. 
CHAPTER 3
Tautological morphisms
The headline means morphisms from H to a projective space, which are defined by
means of the tautological line bundles Mn. Let f (respectively fn) be the morphism
defined by the globally generated line bundle L1 ⊗L2 =M
−1
d−1 ⊗Md (resp. M
−1
n−1 ⊗Mn,
if n ≥ d). In this chapter P = k[x, y, z, t] and S = k[x, y, z] as usual.
3.1. Connection with a general hyperplane section
If ℓ = αx+ βy + γz + t, α, β, γ ∈ k, is a linear form, U = U(ℓ) denotes the non-empty
open subset of y ∈ H, such that
0 −→ F(−1)⊗H k(y)
·ℓ
−→ F ⊗H k(y) −→ F
′ ⊗H k(y) −→ 0
is exact. For abbreviation, we temporarily write X = H ×k P3. Let F be the quotient of
OX by the universal ideal sheaf I on X , and F ′ := OX/I + ℓOX(−1). Then
0 −→ F(−1)⊗OU
·ℓ
−→ F ⊗OU −→ F
′ ⊗OU −→ 0
is exact and F ′ ⊗OU is flat over U with constant Hilbert polynomial d.
Now let A be a noetherian k-algebra and Ii ↔ ξi ∈ H(SpecA) two points, which are
mapped by f to the same point of PNk (A), if f : H → P
N is defined by L1 ⊗ L2. The
assumption is that the morphisms ξi : SpecA→ H factorize through U(ℓ). An equivalent
condition is that Ii⊗ k(y) ∈ U(ℓ), i = 1, 2, for all closed points y ∈ SpecA. It follows that
the ideals I ′i := Ii + ℓOP3(−1) ⊗ A/ℓOP3(−1) ⊗ A are elements of Hilb
d(P2)(A), i = 1, 2,
P2 ≃ Proj(P/ℓP (−1)).
Lemma 3.1. Under these assumptions one has I ′1 = I
′
2.
Proof. 1◦ We first recall the construction of the surjective homomorphism
m⊕
1
d∧
Sn ⊗OH −→M
−1
n−1 ⊗Mn
in Chapter 1, Section 1.5.2. In order to simplify the notations we write Sn, Pn etc. instead
of Sn ⊗ A, Pn ⊗ A etc. Then one has the following diagram:
(3.1) Sn
κ
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
π

0 // Fn−1
ℓ // Fn
ψ // F ′n
// 0
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where n ≥ d−1 and κ is the composition of the canonical homomorphism Sn →֒ Pn ։ Fn.
F ′n is free over A with basis π(mi), 1 ≤ i ≤ d, mi ∈ Sn monomials. If sπ(mi) := κ(mi),
1 ≤ i ≤ d, one has ψsπ(mi) = π(mi), 1 ≤ i ≤ d, hence ψ ◦ s = id, i.e. s is a section and
Fn = ℓFn−1 ⊕ sF ′n. If µ denotes the multiplication with ℓ, then the following diagram
(3.2)
Fn−1 ⊕ Sn
µ⊕κ //
id⊕π **❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯
Fn = ℓFn−1 ⊕ sF
′
n
Fn−1 ⊕ F
′
n
µ⊕s
OO
is not commutative. But the diagram
(3.3)
p∧
Fn−1 ⊗
d∧
Sn
ϕℓ //
**❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯
p+d∧
Fn =
p∧
ℓFn−1 ⊗
d∧
sF ′n
p∧
Fn−1 ⊗
d∧
F ′n
≃
OO
where ϕℓ(x1∧· · ·∧xp⊗y1∧· · ·∧yd) = ℓx1∧· · ·∧ℓxp∧κ(y1)∧· · ·∧κ(yd), the diagonal arrow
is the homomorphism id ⊗
∧d π and the vertical arrow is the isomorphism ∧p µ ⊗ ∧d s,
is commutative again. In order to prove this statement, we take y ∈ Sn(= Sn ⊗ A) and
deduce: ψ[(s ◦ π)(y)−κ(y)] = π(y)− π(y) = 0⇒ (s ◦ π)(y)−κ(y) = µ(z), where z ∈ Fn−1
depends on y. From this we get:
ϕℓ(x1 ∧ · · · ∧ xp ⊗ y1 ∧ · · · ∧ yd)
= ℓx1 ∧ · · · ∧ ℓxp ∧ κ(y1) ∧ · · · ∧ κ(yd)
= ℓx1 ∧ · · · ∧ ℓxp ∧ (sπ(y1) + ℓz1) ∧ · · · ∧ (sπ(yd) + ℓzd)
= ℓx1 ∧ · · · ∧ ℓxp ∧ sπ(y1) ∧ · · · ∧ sπ(yd)
= (
p∧
µ)(x1 ∧ · · · ∧ xp) ∧ (
d∧
s)(π(y1) ∧ · · · ∧ π(yd))
=
p∧
µ(x1 ∧ · · · ∧ xp)⊗ (
d∧
s ◦
d∧
π)(y1 ∧ · · · ∧ yd) ,
hence (3.3) is commutative. If we tensorize (3.3) with
(∧p Fn−1)−1, we get the commutative
diagram:
(3.4)
d∧
Sn // //
))❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘
( p∧
Fn−1
)−1
⊗
(p+d∧
Fn
)
d∧
F ′n
σ
OO
Here the diagonal arrow is equal to
∧d π and the vertical arrow is an isomorphism. (The
letter σ has not the meaning as in Section 1.5.2 but is simply used as an abbreviation.)
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2◦ We continue with some general considerations: Let be E = kn+1, X/k a scheme, L a
line bundle on X , which is generated by the global sections si, 0 ≤ i ≤ n. These define an
epimorphism E ⊗OX
(s)
−→ L, hence an element of P(X), i.e. a morphism f : X → P := Pnk
such that L ≃ f ∗(OP(1)).
Now let ui, i = 1, 2, be two morphisms Y → X such that f ◦ u1 = f ◦ u2. This
is equivalent to the condition that u∗i (L) = L ⊗X u
∗
i (OX) =: Ai, i = 1, 2, give the same
element in P(Y ). According to [EGA, Prop. 4.2.3] this means that one has a commutative
diagram:
(3.5)
E ⊗OY
ww♦♦♦
♦♦♦
♦♦♦
♦♦♦
''❖❖
❖❖❖
❖❖❖
❖❖❖
❖
L ⊗X u∗2(OX) L ⊗X u
∗
1(OX)
τoo
where the diagonal arrows are the morphisms (s) ⊗ OY and τ is an isomorphism of OY -
modules.
3◦ We apply this to X = H, Y = Spec(A). Then ui : Y → X is defined by Ii ↔ ξi ∈
H(A) and L =M−1d−1⊗Md = (M
−1
d−2⊗Md−1)⊗ (Md−2⊗M
−2
d−1⊗Md) = L1⊗L2. Then
the diagrams (3.1), (3.4) and (3.5) give the diagram:
(3.6)
d∧
Sn ⊗OY
xxqqq
qq
qq
qq
q
&&▼▼
▼▼
▼▼
▼▼
▼▼
d∧
H0(F ′2(d))
σ2

d∧
H0(F ′1(d))
σ1

τ ′oo
A2 A1
τoo
where the diagonal arrow, respectively the vertical arrow, is the map
∧d π, respectively
the isomorphism σ as in diagram (3.4). Then τ ′ can be defined as an isomorphism of
OY -modules such that the upper triangle is commutative. Then from 2◦ it follows that∧dH0(F ′i(d)), i = 1, 2 define the same point in P(∧d Sd)(Y ). As the Plu¨cker-morphism
Grassd(Sd) → P(
∧d Sd) is a closed immersion, it follows that H0(F ′1(d)) = H0(F ′2(d)).
Now
0 −→ H0(I ′i(d)) −→ Sd ⊗ A −→ H
0(F ′i(d)) −→ 0
is an exact sequence, as I ′i is d-regular. It follows that H
0(I ′1(d)) = H
0(I ′2(d)) and then
the d-regularity implies I ′1 = I
′
2. 
Remark 3.1. In the diagram (3.6) one can replace
∧d Sd ⊗ OY by ∧d Sn ⊗ OY , if
n ≥ d − 1 is any integer. As H1(I ′i(n)) = (0) if n ≥ d − 1, it follows that H
0(I ′1(n)) =
H0(I ′2(n)). If n ≥ d, from n-regularity one deduces I
′
1 = I
′
2, again. But if n = d − 1, this
is not the case, in general.
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Corollary 3.1. If one supposes that Ii ↔ ξi ∈ H(k) are mapped to the same point
by the tautological morphism f , then I ′1 = I
′
2 for Zariski-many linear forms ℓ ∈ P1.
Proof. Let L =M−1d−1⊗Md. We use the same notations as in Chapter 1, Section 1.5.2.
There a surjective morphism E ⊗ OH → L had been constructed by means of an open
covering H =
⋃m
1 U(ℓi). Now we add U(ℓ) to this covering, where ℓ = αx+ βy + γz + t,
α, β, γ ∈ k, is a linear form. Then one has a surjective morphism D ⊗ OH → L, where
D = E ⊕
∧d Sd. If p : D → E is the obvious projection, one gets a commutative diagram:
D ⊗OH
p

$$ $$❍
❍❍
❍❍
❍❍
❍❍
❍
L
E ⊗OH
:: ::✈✈✈✈✈✈✈✈✈
Then the natural mapping i : P(E) → P(D) defined by p is a closed immersion and one
has a factorization:
H
f(D)
//
f(E) !!❈
❈❈
❈❈
❈❈
❈❈
P(D)
P(E)
i
OO
Therefore I1 and I2 are mapped to the same point by f(E) iff they are mapped to the
same point by f(D). As the points ξ1 and ξ2 are in U(ℓ) for Zariski-many ℓ, the assertion
follows from Lemma 3.1. 
3.2. The fibers of f
Let be ξ ∈ H(k) and F := f−1f(ξ) have the reduced scheme structure. Let be ξ1 ↔ I1
and ξ2 ↔ I2 in F (k) and put I := I1 + I2. There are Zariski-many linear forms ℓ,
such that ℓ is an NNT of OP3/I1, OP3/I2 and OP3/I. From Corollary 3.1 it follows that
I ′1 = I
′
2 = I
′ for Zariski-many ℓ, where ′ denotes restriction modulo ℓ. Let be ξ3 ↔ I3
in F (k) and I := I1 + I2 + I3. In the same way it follows that I ′ = I ′1 = I
′
2 = I
′
3. As
the ascending chain of ideals I1 ⊂ I1 + I2 ⊂ I1 + I2 + I3 ⊂ · · · becomes stationary, one
deduces that there is an ideal J ⊂ OP3 with the following property: If I ↔ ξ ∈ F (k),
then I ⊂ J and I ′ = J ′ for Zariski-many linear forms. It follows that J /I has constant
Hilbert polynomial, independent of ξ ↔ I. Moreover, one can assume without restriction
that J has no embedded or isolated components, hence is a CM-ideal on P3. If one puts
X = P3,
E := J /I, F := OX/I, G := OX/J ,
En := H
0(E(n)), Fn := H
0(F(n)), and Gn := H
0(G(n))
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then one gets the exact sequence
0 −→ En −→ Fn −→ Gn −→ 0
for all n ≥ 0, because the support of E has the dimension 0. We get:
∧˙
Fn
∼
−→
∧˙
En ⊗
∧˙
Gn .
If I ↔ ξ ∈ H(k) then Mn ⊗ k(ξ) =
∧˙
Fn. As the CM-part J of I is constant on F (k),
Nn :=
∧˙
Gn is constant, too. It follows that
(
M−1n−1 ⊗Mn
)
⊗ k(ξ)
∼
−→
(∧˙
En−1
)−1
⊗
(∧˙
En
)
⊗N−1n−1 ⊗Nn .
There is a filtration of E :
(0) = E0 ⊂ E1 ⊂ E2 ⊂ · · · ⊂ Ee = E
such that E i/E i−1 ≃ (OX/Pi)(−ℓi), where the isomorphism is defined by multiplication
with a form fi ∈ P of degree ℓi (see [H1, Proposition 7.4, p. 50]).
Now F is (a− 2)-regular (Lemma 1.1), hence G is (a− 2)-regular and dimk Fn = P (n)
and dimk Gn = P (n) − e, for all n ≥ a − 3. We conclude that dimk En = e, if n ≥ a − 3,
hence e =
∑e
i=1 h
0((OX/Pi)(n− ℓi)), if n ≥ a− 3.
From the exact sequences
0 −→ E i−1n −→ E
i
n −→ (E
i/E i−1)n −→ 0
it follows that det[(E i/E i−1)n] =
(
det[E i−1n ]
)−1
⊗ det[E in] and
det En =
e⊗
i=1
det[E i/E i−1]n =
e⊗
1
det[H0((OX/Pi)(n− ℓi))] · fi
for all n ≥ a− 3.
Additional consideration: Let p ∈ Proj(P ⊗A) be an ideal such that (P ⊗A/p)∼ is flat
over A with Hilbert polynomial equal to 1. Then p is generated by a subbundle L ⊂ P1⊗A
of rank 3. By shrinking SpecA, if necessary, we can suppose that L ⊂ P1 ⊗ A is a direct
summand of of rank 3. Applying a suitable A-linear transformation of P ⊗ A, we can
suppose that L = 〈x, y, z〉 ⊗k A. We claim that for all n ≥ 1 one has:(
det[Pn−1 ⊗ A/pn−1]
)−1
⊗ det[Pn ⊗ A/pn]
∼
−→
(
det[Pn ⊗ A/pn]
)−1
⊗ det[Pn+1 ⊗ A/pn+1]
One sees that this is equivalent to
[Pn ⊗ A/pn]⊗ [Pn ⊗A/pn]
∼
−→ [Pn−1 ⊗ A/pn−1]⊗ [Pn+1 ⊗A/pn+1]
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or equivalent to Atn⊗A Atn
∼
−→ Atn−1⊗A Atn+1, which is true for all n ≥ 1. From this we
conclude(
En−1
)−1
⊗
(
det En
)
=
( e⊗
1
det[H0((OX/Pi)(n− 1− ℓi))] · fi
)−1 e⊗
1
det[H0((OX/Pi)(n− ℓi))] · fi
=
e⊗
1
det[H0((OX/Pi)(n− 1− ℓi))]
−1 ⊗ det[H0((OX/Pi)(n− ℓi))]
=
e⊗
1
det[H0((OX/Pi)(0))]
−1 ⊗ det[H0((OX/Pi)(1))]
=
e⊗
1
(P1/Li) for all n ≥ a− 3,
where Li ⊂ P1 is the 3-dimensional vector space, which generates Pi. The prime ideals
Pi are uniquely determined by E as the associated primes, and the number of times which
Pi appears is equal to the multiplicity of E(Pi) as an O(Pi)-module (see [H1, loc. cit.]).
Following [F1, p. 82] we denote the 0-cycle
∑e
1 V (Pi) ∈ Symm
e(P3) by 〈E〉.
Proposition 3.1. Let ξi ↔ Ii, i = 1, 2 be two closed points in H. We write Ii =
Ji∩Ri, where Ji is the CM-part and Ri is the punctual part of Ii. Let f be the tautological
morphism defined by the globally generated line bundle L1⊗L2 on H. ξ1 and ξ2 are mapped
by f to the same point iff J1 = J2 and 〈J1/I1〉 = 〈J2/I2〉.
Proof. Suppose f(ξ1) = f(ξ2). Then J1 = J2 and 〈J1/I1〉 = 〈J2/I2〉 follow from the
forgoing discussion. Conversely, suppose Ii = J ∩ Ri and 〈J /I1〉 = 〈J /I2〉. From the
exact sequences
0 −→ E i −→ F i −→ G −→ 0
E i := J /Ii, F
i := OX/Ii, i = 1, 2, G = OX/J
one deduces in the same way as before that
(
det E in−1
)−1
⊗
(
det E in
) ∼
−→
e⊗
1
(P1/Lj)
are equal for i = 1 and i = 2, which then implies M−1n−1 ⊗Mn ⊗ k(ξi) are equal for i = 1
and i = 2, and all n ≥ a− 2. If n = a− 1 = d one deduces that f(ξ1) = f(ξ2). 
As already mentioned in Remark 3.1, in the case of the morphism defined by the globally
generated line bundle L1 = M
−1
d−2 ⊗Md−1, I could not find a similar description of the
fibers.
Corollary 3.2. Let fn be the morphism H→ PN(n) defined by the globally generated
line bundle M−1n−1 ⊗Mn for n ≥ d. Then the fibers of fn, as sets of closed points, are
independent of n ≥ d.
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Proof. Replace d by n ≥ d in the proof of Proposition 3.1. 
3.3. Connectedness of the fibers of f
From Proposition 3.1 it follows, with the method invented by Fogarty (see [F2, Section
2]), that the fibers of fn are connected for n ≥ d. For later use we need a slightly more
precise statement (see below Lemma 3.2). The proof imitates Fogarty’s method (probably
in a too complicated way. . . ). For the sake of simplicity we write f instead of fn.
3.3.1. Let U be a unipotent group, which acts on a projective space P = Prk. Let
X ⊂ P be a closed subscheme, invariant under U . Let ℓ1, . . . , ℓd be different lines in P,
all contained in X . Then ℓi = V (Pi), Pi ⊂ S := k[x0, . . . , xr] is a prime ideal, which is
generated by a linear subspace of dimension r − 1 of S1. Let be I :=
⋂d
1 Pi and Z ⊂ X
the closed subscheme defined by I. Let h be the Hilbert polynomial of Z, i.e. the Hilbert
polynomial of OP/I, and put Z := Hilb
h(X).
Aux-Lemma 3.1. Suppose that Z :=
⋃d
1 ℓi is a connected curve in X, which connects
the two U-invariant points x1 and x2 in X(k). Then there is a connected curve C =⋃e
1 Li ⊂ X, which connects x1 and x2, such that each Li ⊂ X is a pointwise U-invariant
line and e ≤ d.
Proof. U has a composition series with quotients isomorphic to Ga, hence we may
suppose U = Ga and U operates via a homomorphism ψα : U → Aut(X). Let z ∈ Z(k)
be the point, which belongs to Z. Then z0 := limα→∞ ψα(z) ∈ Z(k) corresponds to a
U -invariant subscheme Z0 ⊂ X with Hilbert polynomial h. We need an additional
Aux-Lemma 3.2. The support of Z0, i.e. the underlying set of closed points, consists
of at most d lines plus finitely many closed points.
Proof. If d = 1, then h(n) = n + 1, and as a subscheme of P, Z0 also has the
Hilbert polynomial h, hence Z0 is a line. Suppose the Aux-lemma 3.2 is proved in the
case of d − 1 lines. We put Y =
⋃d−1
1 ℓi and denote by g the Hilbert polynomial of
Y ⊂ X . Put Y := Hilbg(X) and F := { (Y, Z) ∈ Y ×Z | Y ⊂ Z }. U operates on F, and
if Y ↔ y ∈ Y(k), then limα→∞ ψα(y, z) = (y0, z0) and y0 corresponds to a U -invariant
subscheme Y0 ⊂ Z0. Now h(n) = dn + a, g(n) = (d − 1)n + b, a, b ∈ Z. By induction
hypothesis, supp(Y0) consists of e ≤ d − 1 lines plus any suitable points. In other words,
Y0 is defined by an ideal J =
⋂e
1 qi ∩ Q1 · · · ∩ Qs ⊂ OP, where V (Qi) is a closed point in
X , qi ⊂ S is a pi-primary ideal of multiplicity ei, V (pi) ⊂ X is a line and
∑e
1 ei = d − 1.
Because of Y0 ⊂ Z0, either supp(Y0) = supp(Z0), or supp(Z0) contains a further irreducible
component, which is a point or a line. Hence the Aux-lemma 3.2 is proved. 
We continue the proof of Aux-lemma 3.1. By assumption Z is connected, hence Z0
is connected, too (see [H1, Chap. III, Ex. 11.4]). Clearly x1, x2 ∈ Z0, and according to
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a theorem of Fogarty [F2, Prop. 2.1, p. 515], the fixed point scheme ZG0 is a connected
curve, which contains x1 and x2. Then the proof of (loc. cit.) implies Aux-lemma 3.1. 
3.3.2. Let Λ be local Artinian k-algebra with maximal ideal m, Λ/m ≃ k, mn 6= (0),
but mn+1 = (0). Let E be a finitely generated Λ-module, dimk E = e. Then Grass
c(E)
represents the functor
G(A) := { V ⊂ E ⊗k A is a submodule such that E ⊗k A/V is flat of rank c over A } .
One also has G(A) = { V ⊂ E ⊗k A is a subbundle of rank d }, where c + d = e and A is
a k-algebra.
If m ∈ m, then multiplication with 1 + m is a k-automorphism of E (because of
(1 − m)(1 +m + · · · +mn) = 1), hence U := 1 + m operates as a unipotent group on E
and G. If one puts
X(A) := { V ∈ G(A) | V is invariant under U }
then one gets a closed subscheme X = Quotc(E) of G (see [F2, Prop.2.2, p.516]). If
G→ P is the Plu¨cker-embedding, then U operates in an equivariant manner on G and P,
and as a subscheme of P, X remains invariant under U .
Let v1, . . . , vd be a basis of V ∈ G(k). Let u ∈ E − V . Then{
v1 ∧ · · · ∧ vd−1 ∧ (λvd + µu)
∣∣ (λ : µ) ∈ P1 }
is a line in P, i.e. { 〈v1, . . . , vd−1, λvd + µu〉 | (λ : µ) ∈ P1 } is a line in G. It follows that
any two points in G(k) can be connected by a chain of lines. From Aux-lemma 3.1 follows:
Aux-Lemma 3.3. Any two points x1, x2 ∈ X(k) can be connected by a chain of lines
in X. 
3.3.3.
Aux-Lemma 3.4. Let be X = Pr and M a coherent OX-module. Let N ⊂ M be a
submodule of colength c, such that supp(M/N ) consists of a single closed point p. If P is
the corresponding prime ideal in S = k[x0, . . . , xr], then P
cM⊂ N ⊂M.
Proof. PutM :=
⊕
n≥0H
0(X,M(n)), N :=
⊕
n≥0H
0(X,N (n)). One has a sequence
of S(P )-modules:
N(P ) ⊂ (N + P
cM)(P ) ⊂ · · · ⊂ (N + PM)(P ) ⊂M(P ) .
If all the inclusions are strict, then one would get a sequence of strict inclusions N ⊂
N + P cM ⊂ · · · ⊂ N + PM ⊂ M and the colength would be ≥ c + 1. It follows that
either N(P ) = (N +P
cM)(P ) or there is an index 0 ≤ i ≤ c−1 such that (N+P
i+1M)(P ) =
(N + P iM)(P ). It follows that either P
c(M/N)(P ) = (0) or P
i+1(M/N)(P ) = P
i(M/N)(P ).
By Nakayama it follows that P c(P )(M/N)(P ) = (0) hence P
c
(P )M ⊂ N(P ). Thus there is a
form f ∈ S − P such that f · P cM ⊂ N . The associated primes of M/N are contained in
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supp(M/N) = { P }, hence multiplication with f is an injective mapping M/N → M/N .
It follows that P cM ⊂ N , hence P cM⊂ N . 
3.3.4. We now can give a somewhat more geometric description of the fibers of f .
Lemma 3.2. Two points ξ and ζ ∈ H(k) lie in the same fiber of f iff they can be joined
by a connected curve C in the fiber, such that [C] = ν · [C0] for a natural number ν.
Proof. Suppose that I ↔ ξ ∈ H(k) and J ↔ ζ ∈ H(k) lie in the same fiber. Then
by Proposition 3.1 we can write I = N ∩Q1 ∩ · · · ∩Qr, J = N ∩R1 ∩ · · · ∩Rr, N is the
CM-part, Qi and Ri both Pi-primary, where Pi corresponds to a closed point of P3 and for
all i length(N /N ∩Qi) = length(N /N ∩Ri) =: ci. In the exact sequence
0 −→ N /I −→ OP3/I −→ OP3/N −→ 0
one has N /I ≃
⊕r
1N /N ∩Qi. If P and p is the Hilbert polynomial of OP3/I respectively
of OP3/N , then P (n) = p(n) + s, s :=
∑r
1 ci. Ditto with J . To simplify the notation,
put P1 = P and c1 = c. One sees that from Aux-lemma 3.4 it follows that N · Pc ⊂
N ∩ Q1 ⊂ N and therefore N /N ∩ Q1 and N /N ∩ R1 correspond to closed points in
X := Quotc(E), where E := N /PcN is a finitely generated module over the Artinian
k-algebra Λ = OP3,P/P
cOP3,P . Without restriction one can assume that P = (x, y, z).
Putting U = D+(t), one can write Λ = OU,P/PcOU,P = k[X, Y, Z]/mc where X = x/t,
Y = y/t, Z = z/t and m = (X, Y, Z). By Aux-lemma 3.3, the two points N /N ∩ Q1
and N /N ∩ R1 can be connected by a curve T ⊂ X . In other words: There is a coherent
OP3×T -module L, P
cN ⊗OT ⊂ L ⊂ N ⊗OT such that N ⊗OT /L is flat over T of rank c
and there are τ1, τ2 ∈ T (k) such that L ⊗ k(τ1) = N ∩Q1 and L⊗ k(τ2) = N ∩R1.
If one puts K := N ∩ L ∩Q2 ∩ · · · ∩Qr, then
(3.7) 0 −→ N ⊗OT/K −→ OP3×T/K −→ OP3×T/N ⊗OT −→ 0
is exact and
N ⊗OT /K = (N ⊗OT /L)
r⊕
2
(N /N ∩Qi)⊗OT =: E .
Let π be the projection P3 × T → T . Applying π∗ to the last sequence gives an exact
sequence again, hence an exact sequence
0 −→ En −→ Fn ⊗OT −→ Gn ⊗OT −→ 0
where En := π∗(E(n)) is locally free of rank s, Fn is the universal locally free sheaf of rank
P (n) on H and Gn is the k-vector space Pn/H0(P3,N (n)) of rank p(n), n sufficiently large.
Hence
Mn ⊗OT ≃
s∧
En ⊗T (
∧˙
Gn)⊗OT
where Mn =
∧˙
Fn is a tautological line bundle on H.
If ℓ ∈ k[x, y, z, t]1 −
⋃r
1Pi and µ is the multiplication with ℓ, then
0 −→ E(n− 1)
µ
−→ E(n) −→ E ′(n) −→ 0
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is an exact sequence, E ′ := E/ℓE(−1). Tensoring with k(τ), τ ∈ T , gives an exact sequence
again (because of Ass(N /L⊗ k(τ)) = {P1} etc.). Applying π∗ gives exact sequences on T
0 −→ En−1 −→ En −→ 0 ,
as En is locally free of rank s on T , for all n. Hence the intersection number
(∧˙
En · T
)
is
independent of n and the same is true for (Mn ⊗ OT · T ). Now the sequence (3.7) shows
that one can take T as a curve in H and can write
[T ] = q0[C0] + q1[C1] + q2[C2] .
But then q1 = q2 = 0. This means, one has connected the point ξ ↔ N ∩ Q1 ∩ · · · ∩ Qr
with the point ξ1 ↔ N ∩ R1 ∩ Q2 ∩ · · · ∩ Qr by a curve T ∼ qC0. In the same way one
can connect ξ1 with the point N ∩R1 ∩R2 ∩Q3 ∩ · · · ∩Qr, etc. Conversely, suppose that
ξ and ζ ∈ H(k) can be connected by a curve C ⊂ H such that C ∼ q0C0. Then from
(M−1n−1 ⊗Mn · C) = 0 it follows that f(C) = 1 point . 
3.4. The morphism g defined by Mb−1
Let Y/k be a scheme. π : P3×Y → Y the projection. If I ∈ H(Y ), F := OP3×Y /I then
In = π∗I(n) ⊂ Pn⊗OY is a subbundle of rank Q(n) for all n ≥ b−1, and if Fn := π∗F(n),
the sequence
0 −→ In −→ Pn ⊗OY −→ Fn −→ 0
is exact for n ≥ b − 1 and thus
∧P (n)Fn is a globally generated line bundle, which is
nothing else but the line bundle Mn⊗HOY if n ≥ b− 1. (The b-regularity of I ⊗ k(y) for
all y ∈ Y implies that the formation of π∗I(n) and π∗F(n) commutes with base change
(see [G1] and [M2, Lecture 14]). This gives a morphism γ : H → V := Grassp(Pb−1)
defined by F 7→ H0(F(b − 1)), p := P (b − 1). If q := Q(b − 1) =
(
b−1+3
3
)
− p, then
V is isomorphic in a natural way to W := Grassq(Pb−1) and γ can be identified with the
morphism H→ W defined by I 7→ H0(I(b−1)). Composing these maps with the Plu¨cker-
embedding V → Pn (or W → Pn) defined by L 7→
∧˙
L, n =
(
(b−1+33 )
p
)
− 1 =
(
(b−1+33 )
q
)
− 1,
we obtain a morphism g : H → Pn. Now suppose ξi ↔ Ii, i = 1, 2 are two elements
in H(Y ) such that reg(Ii ⊗ k(y)) ≤ b − 1, for all y ∈ Y and i = 1, 2. If g(ξ1) = g(ξ2)
then γ(ξ1) = γ(ξ2) and thus π∗(I1(b− 1)) = π∗(I2(b− 1)). From the (b− 1)-regularity we
conclude that I1 = I2 (see [M2, p. 99]).
Let U ⊂ H be the open subset consisting of ideals with regularity ≤ b − 1. Then
Hm := H − U has a natural structure as a smooth subscheme of H (see Appendix C). If
Q(n) =
(
n−1+3
3
)
+
(
n−a+2
2
)
+
(
n−b+1
1
)
(as always), thenHm(k) consists of the ideals of the form
(ℓ, f(h, g)), ℓ ∈ P1− (0), f ∈ [P/ℓP (−1)]a−1, h ∈ P1/ℓ ·k− (0), g ∈ [P/(ℓ, h) ·P (−1)]b−a+1.
Suppose that (ℓi, fi(hi, gi))↔ ξi ∈ Hm(k), i = 0, 1 have the same image in W under γ,
hence ℓiPb−2+fihi ·k are equal subspaces in Pb−1 for i = 0, 1. It follows that they generate
the same ideal in P , i.e. one has (ℓ0, f0h0) = (ℓ1, f1h1). From this it follows that we can
assume ℓ0 = ℓ1 =: ℓ and f0h0 = f1h1 in P/ℓP (−1). Two cases can occur:
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(i) h1 ∈ h0 · k, hence f1 ∈ f0 · k.
(ii) h1 6∈ h0 · k. Then h1 divides f0 and f1 = h0 · (f0/h1).
If h1, . . . , hr are the essentially different linear forms in P/ℓP (−1), which divide f0, then
define fi := h0 · (f0/hi) and put Li := [P/(ℓ, hi)P (−1)]b−a+1. Then γ maps Wi :=
{ (ℓ, fi(hi, g)) | g ∈ Li } ⊂ Hm to γ(ξ0). As Wi ≃ P(Li) ≃ P
b−a
k , we get
Proposition 3.2. Let g be the morphism H→ Pn defined by Mb−1 = L0 ⊗ L
ρ
2. Then
one has:
(i) g|H−Hm is an isomorphism.
(ii) If (ℓ, f(h, g)) ↔ ξ ∈ Hm(k) and F := g−1g(ξ), then F (k) is a disjoint union of r
projective spaces Pb−ak , where r is the number of essentially different linear forms in
P/ℓP (−1), which divide f ∈ [P/ℓP (−1)]d. 
3.5. Connection with the results of Fogarty
In [F1] Fogarty constructed morphisms ωPt (m) : Hilb
P (PNk ) → P
n
k , where m ≫ 0 is a
natural number and n depends on m, and he gave a description of the fibers (loc. cit. The-
orem 10.4., p. 84).
3.5.1. If one chooses N = 3, t = 1, P (n) = dn − g + 1 in (loc. cit.), then one
sees that the fibers of ωP1 (m) coincide with the fibers of fn, at least as sets of points.
From fn(C0) = { 1 point } it follows that ωP1 (m)(C0) = { 1 point }. If then L1,m is the
line bundle belonging to ωP1 (m) (loc. cit. p. 88), from (L1,m · C0) = 0 it follows that
L1,m = L
ν1
1 ⊗ L
ν2
2 ⊗ L, where L ∈ Pic
0(H) and ν1 and ν2 are natural numbers depending
on m. But I cannot describe this dependence more concretely.
3.5.2. If N = 3, t = 2, P (n) = dn−g+1, then ωP2 (m) is the Hilbert-Chow morphism
(loc. cit. p. 84). If U = U(4; k) ⊂ G := GL(4; k) is the subgroup of all upper unitriangular
matrices, than any integer closed curve in X = P3k, which is invariant under U , is equal
to the line ℓ = V (x, y), hence the fixed point scheme HU is mapped by ωP2 (m) to a single
point. If L2,m is the line bundle belonging to ωP2 (m), then (L2,m · C0) = 0 follows. Now
the 1-cycle D =
{
(x2, xy, ya−1, zb−2a+4(ya−2 + αxza−3))
∣∣ α ∈ k }− is contained in HU and
[D] = (d − 1)[C0] + [C1] (eq. (1.1) in Chapter 1). It follows that (L2,m · C1) = 0, hence
L2,m = L
ν
2 ⊗ L where ν > 0 and L ∈ Pic
0(H). Certainly L2,m has to be equal to L2, but I
cannot prove this in a simple way.
3.5.3. It is for this reason that I have to use the morphism Φ, which was constructed
by Mumford in [M1, Section 5.4].
Let be ξ ∈ H(k), ξ ↔ C the corresponding closed curve in X = P3k. The cycle 〈C〉 of
C is defined as
〈C〉 =
∑
νi(Ci)red
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where the Ci are the 1-dimensional, irreducible components of C and νi their multiplicities.
The Hilbert-Chow morphism is a morphism Φ : H→ Divd,d(X×X), where Divd,d(X×X)
is a projective scheme, hence a closed subscheme of a projective space P. If ξ ∈ H(k), one
has Φ(ξ) = Chow form of 〈C〉. Now Fogarty showed that
〈C〉 7→ Chow form of 〈C〉
is an injective map [F1, proof of Lemma 10.3]. As we will make statements on the Hilbert-
Chow morphism, which only concern the fibers, we write h instead of Φ, i.e. h(ξ) = 〈C〉.
As Φ is PGL(3; k)-equivariant (cf. [M1, p. 109]), one has h(gξ) = gh(ξ) if g ∈ GL(4; k).
CHAPTER 4
The action of Aut(H) on the first Chow group
We recall the convention that A1(H) and A1(C) denote the Chow groups with coeffi-
cients in Q, and put S = k[x, y, z, t].
4.1. The action of Aut(H) on A1(H)
In Chapter 1 it had been shown that the cone A+1 (H) is freely generated by the
classes of C0, C1, C2 (cf. Theorem 1.2). It follows that each ϕ ∈ Aut(H) permutes the
set { [C0], [C1], [C2] }.
Case 1: [ϕ(C2)] = [C1].
Let be (ℓ, fK) ↔ ξ ∈ G(k) and g ∈ Sd/ℓSd−1 such that f and g are linearly indepen-
dent modulo ℓSd−1. Then D :=
{
〈αf¯ + βg¯〉
∣∣ (α : β) ∈ P1 } is a curve of degree 1 in
P(Sd/ℓSd−1) and C := { (ℓ, (αf + βg)K | (α : β) ∈ P1 } ⊂ G is a curve such that [C] = [C2]
(cf. Proposition 2.2), from which it follows that [ϕ(C)] = [ϕ(C2)] = [C1]. By Corollary 2.1
it follows that ϕ(C) ⊂ Hm hence ϕ(G) ⊂ Hm. Comparing the dimensions of Hm and G it
follows that a = b or a + 1 = b (cf. Appendix C).
Case 2: [ϕ(C1)] = [C2].
Applying ϕ−1 one gets [ϕ−1(C2)] = [C1] and as in the first case a = b or a+ 1 = b follows.
Case 3: [ϕ(C0)] = [C1].
Let be I = (ℓ, f) ∩ P1 ∩ · · · ∩ Pb−a−1 ∩ Q, where f ∈ (Sd/ℓSd−1) − (0), Pi ∈ P3 − V (ℓ, f)
are closed points, different from each other, Q an ideal in S, which is primary to a point P
with multiplicity 2, and P 6∈ V (ℓ, f) and P 6= Pi for all i. Let M ⊂ H(k) be the set of all
such ideals. Fixing ℓ, f,P1, . . . ,Pb−a−1 and P, then M is isomorphic to the closed points
of V := Quot2(OP3/P
2) ≃ P2. Take a point ξ0 ↔ (ℓ, f) ∩ P1 ∩ · · · ∩ Pb−a−1 ∩Q0 ∈M and
a different point ξ1 ↔ (ℓ, f) ∩ P1 ∩ · · · ∩ Pb−a−1 ∩ Q1 such that Q0 and Q1 ∈ V (k). Then
f(ξ0) = f(ξ1) if f is the morphism defined by L1 ⊗ L2 (see Chapter 3). By Lemma 3.2,
ξ0 and ξ1 can be joined by a connected curve D ⊂ H such that [D] = ν · [C0]. It follows
that [ϕ(D)] = [νϕ(C0)] = ν[C1], and this implies ϕ(D) ⊂ Hm (Corollary 2.1), hence
ϕ(M) ⊂ Hm. But clearly one has dimM ≥ 3+
(
d+2
2
)
−1+3(b−a)+1 =
(
d+2
2
)
+3(b−a)+3
and dimHm =
(
d+2
2
)
+ (b− a) + 5; this implies a = b or a + 1 = b.
Case 4: [ϕ(C0)] = [C2].
Using the same argumentation as in Case 3 and Lemma 2.2, it follows that ϕ(M) ⊂ G. As
dimG =
(
d+2
2
)
+ 2(b− a) + 4, this again implies a = b or a + 1 = b.
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Now the general assumption was d ≥ 3 and g ≤ g(d) = (d− 2)2/4. Using the formulas
from [T1, p. 92] one sees that this amounts to a2 − 1 ≤ 4b and we obtain:
Proposition 4.1. Let H = Hd,g be the Hilbert scheme, which parametrizes curves in
P3 with degree d ≥ 3 and genus g ≤ g(d) = (d− 2)2/4. If (d, g) 6∈ { (3, 0), (3,−1), (4, 1) },
then Aut(H) operates trivially on A1(H). 
Corollary 4.1. If d ≥ 5 and g ≤ g(d), then the subschemes Hm and G are invariant
under Aut(H).
Proof. 1◦. Let I = (ℓ, f(h, g)) ↔ ξ ∈ Hm(k). Take any g
′ ∈ Sc, c = b − a + 1, such
that g and g′ are linearly independent modulo (ℓ, h)S(−1). Put Iα := (ℓ, f(h, g + α · g′)).
In order to compute the degree of C := { Iα | α ∈ k }
− one can suppose that ℓ = x, h = y
and g, g′ ∈ k[z, t]c. Then one can write:
H0(P3, Iα(n)) = xPn−1 ⊕ f · y · k[y, z, t]n−a ⊕ f · (g + αg
′)k[z, t]n−b .
Then
(Mn · C) = α- deg
(∧˙
H0(P3, Iα(n))
)
= n− b+ 1 .
As numerical equivalence = rational equivalence on H, we have [C] = [C1]. From Propo-
sition 4.1 it follows [ϕ(C)] = [C1] and by Corollary 2.1 in Chapter 2 it follows that
ϕ(C) ⊂ Hm.
2◦. If ξ ∈ H(k), in the proof of Proposition 4.1 it was shown that there is a connected
curve C ⊂ G with ξ ∈ C and [C] = [C2]. From [ϕ(C)] = [C2] and Lemma 2.2 in Chapter 2
it follows that ϕ(C) ⊂ G. 
4.2. The action of Aut(H) on A1(Hm) and on A1(G)
4.2.1. Let be ϕ ∈ Autk(Hm). By Appendix C, Proposition C.4 the cone A
+
1 (Hm) is
freely generated by [Zi], 0 ≤ i ≤ 3, hence ϕ∗ permutes these classes. If ϕ∗[Zi] = [Zj] in
A1(Hm), this equation is true in A1(H), too. As ϕ∗ acts trivially on A1(H) if d ≥ 5 and
g ≤ g(d) (cf. Proposition 4.1), it follows [Zi] = [Zj ]. Forming the intersection numbers
with Mn shows that i = j, i.e. ϕ∗ acts trivially on A1(Hm).
4.2.2. Let be Z = q0Z0+ · · ·+ q3Z3, qi ∈ Q, and suppose [Z] = 0 in A1(G). As usual
p : G → X = P(S1) is the projection (ℓ, f · K) 7→ 〈ℓ〉, hence the restriction of L3 to Hm
agrees with the line bundle introduced in Appendix C, Section C.7. Using Lemma C.1 in
that section gives qi = 0. As A1(G) ≃ Z4 by Corollary C.2, it follows that [Zi] is a basis
of A1(G) ⊗ Q. If [Z] ∈ A1(G), it follows that there are integers ni and n 6= 0 such that
n[Z] =
∑
ni[Zi]. But then nϕ∗[Z] = n[Z], hence ϕ∗[Z] = [Z].
Proposition 4.2. If d ≥ 5 and and g ≤ g(d), then Aut(H) acts trivially on A1(Hm)
and A1(G). 
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4.3. The action of Aut(H) on A1(C)
4.3.1. Each ϕ ∈ Aut(H) induces an automorphism ϕ × id of H × P3 such that
(ϕ× id)∗C = C, hence induces an automorphism ψ of the universal curve via the cartesian
diagram:
C
ψ //
f

C 
 //
f

H× P3
π
{{✇✇
✇✇
✇✇
✇✇
✇✇
κ

H
ϕ // H P3
If (ξ, p) is any element of C, then f(ψ(ξ, p)) = ϕ(f(ξ, p)) = ϕ(ξ), i.e. one can write
ψ(ξ, p) = (ϕ(ξ), q), where q is an element of Cϕ(ξ). In order to express that q depends on
p, ξ and ϕ, in what follows we write q = ϕξ(p).
4.3.2. As had been shown (Theorem 1.2) that A+1 (C) is freely generated by the classes
of C∗i := Ci × { P0 } and L
∗ = { ω } × L, where P0 = (0 : 0 : 0 : 1), ω ∈ H(k) is the point
corresponding to the lexicographic ideal, and L = V (x, y) ≃ P1 ⊂ P3, it follows that ψ∗
permutes the set { [C∗0 ], [C
∗
1 ], [C
∗
2 ], [L
∗] }. Suppose ψ∗[L∗] =
∑
qi[C
∗
i ] + q[L
∗]. It follows
that
π∗ψ∗[L
∗] =
∑
qi[π(C
∗
i )] + qπ∗[L
∗] =
∑
qi[Ci]
as π|Ci is injective and π(L
∗) = { ω }. From the diagram above it follows that π∗ψ∗[L
∗] =
ϕ∗π∗[L
∗] = 0, hence qi = 0, 0 ≤ i ≤ 2. But then ψ∗[L∗] = [L∗] follows and ψ∗ permutes the
[C∗i ]. If ψ∗[C
∗
i ] = [C
∗
j ], then application of π∗ and using Proposition 4.1 gives i = j.
Proposition 4.3. If d ≥ 5, g ≤ g(d) = (d − 2)2/4, then Aut(H) acts trivially on
A1(C). 
CHAPTER 5
Automorphisms of some special schemes
5.1. Description of the starting situation
We write S = k[x, y, z, t] or S = k[X0, . . . , X3], X = P(S1) = Proj(S) = P
3, d = a− 1,
c = b − a + 1, where a and b are the Macaulay coefficients of the Hilbert polynomial
Q(n) =
(
n+3
3
)
− P (n) (see Section 1.1).
If Y, Z, . . . are the schemes of Appendix C, then
Y (k) = { (ℓ, h) | ℓ ∈ S1, h ∈ S1/ℓ · k }
Z(k) = { (ℓ, h, g) | ℓ ∈ S1, h ∈ S1/ℓ · k, g ∈ Sd/〈ℓ, h〉Sd−1 }
H(k) = { (ℓ, f) | ℓ ∈ S1, f ∈ Sd/ℓSd−1 }
X(k) = { (ℓ,K) | ℓ ∈ S1, K ∈ Hilb
c(ProjS/ℓS(−1)) }
Hm(k) = { (ℓ, f(h, g)) | ℓ ∈ S1, h ∈ S1/ℓ · k, f ∈ Sd/ℓSd−1, g ∈ Sc/〈ℓ, h〉Sc−1 }
G(k) = { (ℓ, f · K) | ℓ ∈ S1, f ∈ Sd/ℓSd−1, K ∈ Hilb
c(ProjS/ℓS(−1)) }
where ℓ, h, f, g are all different from zero.
In Appendix C it is shown that all these schemes are projective and smooth. Z is a
closed subscheme of X, hence Hm
∼
−→ H ×X Z is a closed subscheme of G
∼
−→ H ×X X.
One has a commutative diagram
(∗∗)
Hm
p2

p1
}}⑤⑤
⑤⑤
⑤⑤
⑤⑤

 // G
p1
tt❥❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥
p2

H
π
✶
✶
✶
✶
✶
✶
✶
✶
✶
✶
✶
✶
✶
✶✶
Z
π


 // X
π
ww♣♣♣
♣♣
♣♣
♣♣
♣♣
♣♣
♣
X
where π : Z −→ X factorizes in Z
q
−→ Y
p
−→ X . Let be R = k[x, y, z], P2 =
Proj(R). Then U = { (ℓ, f) | ℓ = ax+ by + cz + t, f ∈ Rd ⊗ A } is an open set in H(A)
and p−11 (U) = U ×A Hilb
c(P2)(A) respectively p−11 (U) = U ×A F (A), where F ⊂ Hilb
c(P2)
is the closed subscheme of ideals (h, g), h ∈ R1, g ∈ Rc/hRc−1. It follows that in both cases
p1 defines a locally trivial fiber bundle and the other morphisms define projective bundles.
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Each ϕ ∈ Aut(H) induces k-automorphisms of Hm and G (cf. Corollary 4.1). The aim
in this Chapter 5 is to show:
There is a γ ∈ PGL(3, k), which is uniquely determined by ϕ, such that ϕ|Hm and ϕ|G are
induced by γ (cf. Proposition 5.3).
The proof uses the aformentioned properties of the different morphisms in diagram (∗∗),
the fact that ϕ∗ operates as the identity on A1(Hm) and A1(G) (cf. Proposition 4.2) and a
formalism, which is explained in the next sections.
5.2. Relative automorphisms of H
It seems rather difficult to determine the group Autk(H). But if π : H → X = P(S1)
is the projection, the fiber of π over ℓ ·A ∈ X(A) is P(Sd ⊗A/ℓSd−1 ⊗A), i.e. π : H → X
is a projective bundle.
Proposition 5.1. AutX(H) = { id }.
Proof. To simplify the notations, in this section we write S = k[X0, X1, X2, X3]. If
we put L := x0X0 + · · ·+ x3X3, X = P(S1)
∼
−→ Proj k[x0, . . . , x3], then L := L · OX(−1)
is the universal 1-subbundle of S1 ⊗ OX and we let F be the subbundle of rank
(
d−1+3
3
)
of E := Sd ⊗ OX , which is generated by L, i.e. we put F := L ⊗k Sd−1. As L|D+(xi) =(
x0
xi
X0+ · · ·+
x3
xi
X3
)
· Γ(D+(xi),OX), the quotient G := E/F is locally free over X of rank(
d+2
2
)
. One sees that H = P(G) =: P.
One has a commutative diagram
(5.1)
P
ϕ //
π ❅
❅❅
❅❅
❅❅
P
π⑦⑦
⑦⑦
⑦⑦
⑦
X
and ϕ∗ defines an isomorphism
Pic(P) ≃ OP(1) · Z×OX(1) · Z
(see [H1, Chapter II, Ex. 7.9]). It follows ϕ∗(OP(1)) ≃ OP(n)⊗ π∗(OX(m)) with n = ±1.
Now OX(1) is trivial over U = D+(xi) and π−1(U) ≃ P2k × U =: Y . It follows
H0(Y,OY (ν)) ≃ H
0(Y, ϕ∗(OP(ν)|Y )) ≃ H
0(Y,OP(νn)) for all ν ∈ N .
It follows that n = 1 and we conclude:
ϕ∗(OP(1)) ≃ OP(1)⊗ π
∗(OX(m)) as OP-modules
⇒ π∗ϕ
∗(OP(1)) ≃ π∗OP(1)⊗OX OX(m)
⇒ π∗ϕ∗ϕ
∗(OP(1)) ≃ π∗OP(1)⊗OX OX(m)
⇒ π∗OP(1) ≃ π∗OP(1)⊗OX OX(m)
⇒ G ≃ G ⊗OX OX(m) as OX-modules
⇒ G ≃ G ⊗OX OX(νm) for all ν ∈ N
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If m 6= 0, then G has a constant Hilbert polynomial and thus dim(supp(G)) = 0, contra-
diction. It follows that ϕ induces an isomorphism ϕ∗ : G ≃ G of OX -modules. Conversely,
each isomorphism of OX -modules G ≃ G induces an isomorphism P(G) ≃ P(G) over X [H1,
Chapter II, Ex. 7.9].
As Ext1(E ,F) = 0 one has an exact sequence of OX -modules
0 −→ HomX(E ,F) −→ HomX(E , E) −→ HomX(E ,G) −→ 0
and one obtains an exact sequence
(5.2)
0 −→ Γ(X,Hom(E ,F)) −→ Γ(X,Hom(E , E)) −→ Γ(X,Hom(E ,G)) −→ H1(X,Hom(E ,F)) .
Now F = L · OX(−1)⊗k Sd−1 and putting n = dimk Sd−1 ⊗ Sd we obtain:
HomX(E ,F) = HomX(OX , L ·OX(−1))⊗k Sd−1⊗Sd ≃ L ·OX(−1)⊗k k
n ≃ OX(−1)⊗k k
n
which implies that the first and last term in the sequence (5.2) are equal to (0). Now
HomX(E , E) ≃ OX ⊗k Hom(Sd, Sd) and thus Homk(Sd, Sd) ≃ Hom(E ,G). Together with
the diagram (5.1) we deduce that E
can.
−→ G
∼
−→
ϕ∗
G is induced by a k-linear map ψ : Sd → Sd,
which, for all ℓ ∈ S1−(0), induces a k-linear isomorphism Sd/ℓSd−1 → Sd/ℓSd−1. It follows
that ψ(ℓSd−1) ⊂ ℓSd−1 for all ℓ ∈ S1. The lemma in Appendix B shows that ψ is the
multiplication by an element α ∈ k∗ and thus ϕ is the identical map on P. 
If one puts d = 1, one obtains
Corollary 5.1. AutX(Y ) = { id }. 
5.3. Relative automorphisms of Z
If A is a k-algebra, we defined Z(A) by
Z(A) =
{
(ℓ, h, g)
∣∣∣∣∣
ℓ ∈ S1 ⊗A, h ∈ S1 ⊗ A/ℓA and g ∈ Sd ⊗A/〈ℓ, h〉 · Sd−1 ⊗ A
respectively, generate 1-subbundles.
}
The aim is to show that AutY (Z) = { id } and, as in the case of H, we have to build up a
more formal setting:
S = k[X0, . . . , X3], X = P
3 ≃ P(S1), L1 := x0X0 + · · · + x3X3, L1 := L1 ·
OX(−1) ⊂ S1⊗OX universal 1-subbundle over X , G1 := S1⊗OX/L1 locally free over X
of rank 3.
Y := P(G1) ≃ Flag(1, 2, S1)
p
−→ X is a projective bundle, where p is defined by
(F1, F2) 7→ F1.
Let L2 ⊂ G1 ⊗X OY be the universal 1-subbundle. As G1 ⊗X OY = S1 ⊗OY /p∗(L1), it
follows that
G1 ⊗OY ⊗k Sd−1 = S1 ⊗k Sd−1 ⊗OY /p
∗(L1)⊗k Sd−1 ։ Sd ⊗OY /p
∗(L1) · Sd−1
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because, locally on Y , one has p∗(L1)|U = ℓ1 · OU , ℓ1 ∈ S1 ⊗OU not a zero-divisor. Thus
E := Sd ⊗ OY /p
∗(L1) · Sd−1 is locally free over Y of rank
(
d+2
2
)
. As locally on Y one has
L2|U = ℓ2 · OU and ℓ2 ∈ S1 ⊗ OU/ℓ1 · OU not a zero-divisor of S ⊗ OU/ℓ1 · S(−1) ⊗ OU ,
the canonical map L2 ⊗k Sd−1 → E is injective and remains so if tensored with k(y), for
all y ∈ Y . It follows that the image F := L2 · Sd−1 ≃ L2 ⊗k Sd−1 of this homomorphism is
a subbundle, G := E/F is locally free over Y of rank d+ 1 and Z = P(G) by construction.
The canonical morphism E → G is denoted by κ.
Remark 5.1. H1(Y,OY (−1)) = (0) .
Proof. Y = P(G1), G1 of rank 3⇒ Rip∗OY (ν) = (0), if 0 < i < 2, all ν; R2p∗OY (ν) =
(0), if ν > −3 (see [H1, III, Ex. 8.4]) ⇒ H1(Y,OY (−1)) = H1(X, p∗OY (−1)) (loc. cit.
Ex. 8.1). As p∗OY (−1) = (0) (loc. cit. Ex. 8.4a), the assertion follows. 
Remark 5.2. H1(Y, p∗OX(−1)) = H1(Y,OX(−1)⊗OY ) = (0) .
Proof. Rip∗(p
∗OX(−1)⊗ OY ) ≃ Rip∗OY ⊗ OX(−1) = (0), if i > 0 (loc. cit. Ex. 8.3,
8.4) ⇒ H1(Y, p∗OX(−1)) = H1(X, p∗p∗OX(−1)) (loc. cit. Ex. 8.1). Now p∗p∗OX(−1) =
p∗(p
∗OX(−1)⊗OXOY ) ≃ OX(−1)⊗p∗OY (loc. cit. Ex. 8.3). As p∗OY = Symm
0(G1) = OX
(loc. cit. Ex. 8.4) one gets H1(Y, p∗OX(−1)) = H1(X,OX(−1)) = (0). 
Remark 5.3. H0(Y, p∗OX(1)⊗OY (−1)) = (0) .
Proof. Rip∗(p
∗OX(1) ⊗ OY (−1)) = Rip∗OY (−1) ⊗ OX(1) = (0) ⊗ OX(1) = (0),
if i > 0 (loc. cit.) ⇒ H0(Y, p∗OX(1) ⊗ OY (−1)) ≃ H
0(X, p∗(p
∗OX(1) ⊗ OY (−1))) ≃
H0(X,OX(1)⊗ p∗OY (−1)) = (0) as p∗OY (−1) = (0) (loc. cit.). 
Remark 5.4. H1(Y,Hom(E ,F)) = (0) .
Proof. Ext1(E ,F) = (0), as E is locally free on Y , and there are two exact sequences:
(5.3) 0 −→ Hom(E ,F) −→ Hom(E , E) −→ Hom(E ,G) −→ 0
(5.4) 0 −→ p∗(L1)⊗ Sd−1 −→ Sd ⊗OY −→ E −→ 0
From (5.4) we get the exact sequence
0 −→ Hom(E ,F) −→ Hom(Sd ⊗OY ,F) −→ Hom(p
∗(L1) · Sd−1,F) −→ Ext
1(E ,F) = 0
which gives the exact sequence:
(5.5)
0 −→ Γ(Y,Hom(E ,F)) −→ Γ(Y,Hom(Sd ⊗OY ,F)) −→
Γ(Y,Hom(p∗(L1) · Sd−1,F)) −→ H
1(Y,Hom(E ,F)) −→ H1(Y,Hom(Sd ⊗OY ,F))
Now from
Hom(Sd ⊗OY ,F) = Hom(OY ,F)⊗ Sd = F ⊗ Sd
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it follows that H1(Y,Hom(Sd ⊗ OY ,F)) ≃ H1(Y,F) ⊗ Sd ≃ H1(Y,L2 ⊗ Sd−1) ⊗ Sd ≃
H1(Y,L2) ⊗ Sd−1 ⊗ Sd ≃ H
1(Y,OY (−1)) ⊗ Sd−1 ⊗ Sd = (0) because of L2 ≃ OY (−1) as
OY -modules and Remark 5.1. We further compute:
Hom(p∗(L1)Sd−1,F) = Hom(p
∗(L1)⊗ Sd−1,F) = Hom(p
∗(L1),F)⊗ Sd−1
= Hom(p∗OX(−1),F)⊗ Sd−1 ≃ Hom(OY , p
∗OX(1)⊗L2 ⊗ Sd−1)⊗ Sd−1
≃ p∗OX(1)⊗OY (−1)⊗ Sd−1 ⊗ Sd−1
(see [H1, Chap. III, Prop. 6.7 and 6.3a] and use L2 ≃ OY (−1)). By Remark 5.3 we get
Γ(Y,Hom(p∗(L1)Sd−1,F)) = (0) and from the exact sequence (5.5) Remark 5.4 follows. 
Applying Γ(Y,−) to the sequence (5.3) gives
Conclusion 5.1. The canonical map
Γ(Y,Hom(E , E)) ≃ Hom(E , E)
κ∗−→ Hom(E ,G) ≃ Γ(Y,Hom(E ,G))
defined by u 7→ κ ◦ u is surjective. 
Applying Hom(Sd ⊗OY ,−) to the exact sequence (5.4) gives the exact sequence
0 −→ Hom(Sd⊗OY , p
∗(L1)⊗Sd−1) −→ Hom(Sd⊗OY , Sd⊗OY ) −→ Hom(Sd⊗OY , E) −→ 0 .
Now one applies Γ(Y,−) and, because of Γ(Y,Hom(A,B)) = Hom(A,B), one obtains the
exact sequence
0 −→ Hom(Sd ⊗OY , p
∗(L1)⊗ Sd−1) −→ Hom(Sd ⊗OY , Sd ⊗OY ) −→ Hom(Sd ⊗OY , E)
−→ H1(Y,Hom(Sd ⊗OY , p
∗(L1))) .
As
Hom(Sd ⊗OY , p
∗(L1)) ≃ Hom(OY , p
∗(L1))⊗ Sd = p
∗(L1)⊗ Sd ≃ p
∗(OX(−1))⊗ Sd ,
from Remark 5.2 it follows that the last term in the sequence is equal to (0) and Hom(Sd⊗
OY , Sd ⊗OY ) −→ Hom(Sd ⊗OY , E) is surjective. Now
Hom(Sd ⊗OY , Sd ⊗OY ) ≃ Hom(OY ,OY )⊗k Homk(Sd, Sd) = Γ(Y,OY )⊗ Homk(Sd, Sd) .
As Y is a variety, Γ(Y,OY ) = k and one has
Conclusion 5.2. Homk(Sd, Sd)։ Hom(Sd ⊗OY , E) . 
As Ext1(E , E) = 0, applying Hom(−, E) to (5.4) gives the exact sequence
0 −→ Hom(E , E) −→ Hom(Sd ⊗OY , E) −→ Hom(p
∗(L1) · Sd−1, E) −→ 0 .
Applying Γ(Y,−) to this sequence gives
Conclusion 5.3. Hom(E , E)
can.
֌ Hom(Sd ⊗OY , E) . 
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Finally, the exact sequence 0 −→ F −→ E
κ
−→ G −→ 0 gives the exact sequence
0 −→ Hom(G,G) −→ Hom(E ,G) −→ Hom(F ,G) .
Application of Γ(Y,−) gives
Conclusion 5.4. The canonical morphism Hom(G,G)
κ∗
−→ Hom(E ,G) defined by u 7→
u ◦ κ is injective. 
All in all one obtains a diagram of natural homomorphisms:
Hom(E ,G) Hom(G,G)oooo
Hom(E , E)
OOOO
// // Hom(Sd ⊗OY , E) Homk(Sd, Sd)oooo
Conclusion 5.5. Each OY -homomorphism G → G is induced by a k-linear homomor-
phism Sd → Sd. 
Geometrical consequences
We recall that p : Y → X and π : Z → Y are defined by (ℓ, h) 7→ 〈ℓ〉 respectively (ℓ, h, g) 7→
(ℓ, h). The fibers are P(S1⊗A/ℓA) ≃ P2k⊗A respectively P(Sd⊗A/〈ℓ, h〉Sd−1⊗A) ≃ P
d
k⊗A,
which shows that p and π are projective bundles.
If we take any ϕ ∈ AutY (Z), the diagram
(5.6)
Z
ϕ //
π ❅
❅❅
❅❅
❅❅
❅ Z
π⑦⑦
⑦⑦
⑦⑦
⑦⑦
Y
is commutative. We want to compute Pic(Z) and again use the results [H1, Chap II, Prop.
7.11; Ex. II 7.8, 7.9, 7.10; III 8.1, 8.3, 8.4].
Pic(Z) ≃ Pic(Y )×OZ(1) · Z
≃ OX(1) · Z×OY (1) · Z×OZ(1) · Z .
From the diagram (5.6) it follows that
ϕ∗(OZ(1)) ≃ π
∗p∗OX(m)⊗ π
∗OY (n)⊗OZ(µ) ,
where m,n ∈ { 0,±1 } and µ ∈ { ±1 }, as ϕ∗ induces an isomorphism of Pic(Z).
If y ∈ Y (k) and F := π−1(y) →֒ Z is the fiber, then ϕ induces an isomorphism ϕ′ = ϕ|F
and one has a commutative diagram:
(5.7)
F
ϕ′ //
π $$■
■■
■■
■■
■■
■ F
πzz✉✉✉
✉✉
✉✉
✉✉
✉
Spec k(y)
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As π∗p∗OX(m)|F and π∗OY (m)|F are trivial, ϕ∗(OZ(1)|F ) ≃ OZ(µ)|F , hence ϕ∗(OZ(ν)|F ) ≃
OZ(ν · µ)|F for all ν ∈ N. Now G is a d + 1-bundle, therefore F ≃ P
d and (ϕ′)∗OF (ν) ≃
OF (µ · ν), which implies
H0(OF (ν)) ≃ H
0((ϕ′)∗(OF (ν)) ≃ H
0(OF (ν · µ))
for all ν ∈ N. It follows that µ = 1 and
ϕ∗OZ(1) ≃ π
∗p∗OX(m)⊗ π
∗OY (n)⊗OZ(1)
π∗ϕ
∗OZ(1) ≃ p
∗OX(m)⊗OY (n)⊗ π∗OZ(1) .
Putting L := p∗OX(m)⊗OY (n) and using π∗ = π∗ ◦ ϕ∗ gives
π∗OZ(1) ≃ π∗OZ(1)⊗ L
and hence G ≃ G ⊗ L. It follows that G ≃ G ⊗ Lν for all ν ∈ N. Let x ∈ X(k) and
F := p−1(x) →֒ Y . Then F ≃ P2 and p∗OX(m)|F is trivial. It follows G ⊗OY OF ≃
G ⊗OY OF (νn) for all ν ∈ N. If n 6= 0, then the dimension of supp(G ⊗ OF ) would be
equal to 0, contradiction, as G is a locally free OY -module of rank d + 1. Thus we obtain
G ≃ G ⊗ p∗OX(m) and
ϕ∗OZ(1) ≃ π
∗p∗OX(m)⊗OZ(1) .
of (p ◦ π)∗ = p∗ ◦ π∗ gives:
p∗π∗ϕ
∗OZ(1) ≃ OX(m)⊗ p∗π∗OZ(1)
p∗π∗ϕ∗ϕ
∗OZ(1) ≃ OX(m)⊗ p∗(G)
p∗π∗OZ(1) ≃ OX(m)⊗ p∗(G)
p∗(G) ≃ OX(m)⊗ p∗(G)
Hence p∗(G) ≃ OX(νm)⊗ p∗(G) for all ν ∈ N. We now compute p∗G. The sequence
0 −→ L2 ⊗ Sd−1 −→ E −→ G −→ 0
is exact and defines G. Now L2 ≃ OY (−1) as OY -modules. Application of p∗ gives
0 −→ p∗(OY (−1))⊗ Sd−1 −→ p∗(E) −→ p∗(G) −→ R
1p∗(OY (−1))⊗ Sd−1
and the first and last term in this exact sequence are zero [H1, Ex. III 8.4]. Hence
p∗(G) ≃ p∗(E) and we get p∗(E) ≃ OX(νm)⊗ p∗(E) for all ν ∈ N. We will show again that
this is possible only if m = 0: E is defined by the exact sequence
0 −→ p∗(L1)⊗ Sd−1 −→ Sd ⊗OY −→ E −→ 0
and L1 ≃ OX(−1) as OX-modules. It follows the exact sequence
0 −→ p∗(p
∗OX(−1)⊗OY )⊗Sd−1 −→ Sd⊗ p∗(OY ) −→ p∗(E) −→ R
1p∗(p
∗OX(−1)⊗OY ) .
Now
p∗(p
∗OX(−1)⊗OY ) ≃ OX(−1)⊗ p∗(OY ) ≃ OX(−1)⊗OX
and
R1p∗(p
∗OX(−1)⊗OY ) ≃ OX(−1)⊗ R
1p∗(OY ) = (0)
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again by [H1, Ex. III 8.4]. We get an exact sequence
0 −→ OX(−1)⊗ Sd−1 −→ OX ⊗ Sd −→ p∗(E) −→ 0 ,
where OX(−1)⊗ Sd−1 ≃ L1⊗ Sd−1 as OX -modules. It follows that p∗(E) ≃ Sd⊗OX/L1⊗
Sd−1 is locally free of rank
(
d+2
2
)
, hence m = 0 follows. Now from ϕ∗OZ(1) ≃ OZ(1) and
π∗ = π∗ϕ∗ it follows that ϕ induces an isomorphism of OY -modules
G
∼
−→ π∗OZ(1) ≃ π∗OZ(1)
∼
←− G .
Conclusion 5.6. Each Y -automorphism of Z = P(G) induces an OY -isomorphism of
G, and conversely.
Proof. One direction follows from the preceding considerations and (loc. cit.). Us-
ing [EGA, 4.2.3] gives the other direction. 
From Conclusions 5.5 and 5.6 follows that any ϕ ∈ AutY (Z) is induced by a k-linear
map ψ : Sd → Sd and from the commutative diagram (5.7) follows that
(5.8) ψ(〈ℓ, h〉 · Sd−1) ⊂ 〈ℓ, h〉 · Sd−1
for all ℓ ∈ S1 − (0) and all h ∈ (S1/ℓ · k) − (0). In order to draw further conclusions
from (5.8), we need two simple statements.
Remark 5.5. If ℓ ∈ S1− (0) and I = (ℓ, f) and J = (ℓ, g) are two ideals in S such that
f ∈ S¯d and g ∈ S¯ℓ are relatively prime in the ring S¯ = S/ℓS(−1)), then I ∩ J = (ℓ, f¯ g¯).

Remark 5.6. Suppose that ℓ ∈ S1 − (0), S¯ = S/ℓS(−1), I(i) := (ℓ, hi), hi ∈ S¯1,
1 ≤ i ≤ m, are relatively prime to each other and I :=
⋂m
1 I(i). Then In = ℓSn−1, if n < m,
and In = ℓSn−1 + h1 · · ·hm · Sn−m, if n ≥ m. 
Now choose h1, . . . , hd+1 ∈ S1, which modulo ℓ are relatively prime to each other and
put Li := 〈ℓ, hi〉Sd−1, 1 ≤ i ≤ d+ 1. Then from Remark 5.6 and (5.8) it follows that
ψ(∩Li) ⊂
⋂
ψ(Li) ⊂
⋂
Li = ℓ · Sd−1 .
Conclusion 5.7. ψ(ℓSd−1) ⊂ ℓSd−1 for all ℓ ∈ S1. 
From the lemma in Appendix B follows
Proposition 5.2. AutY (Z) = { id }. 
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5.4. Normed automorphisms of H
5.4.1. We start with a general situation:
Suppose one has a commutative diagram
(5.9)
Z
ψ //
q

Z
q

Y
ϕ //
p

Y
p

X X
where all schemes are reduced and projective over k, ϕ and ψ are automorphisms and the
following conditions are fulfilled:
a) ψ∗ acts trivially on A1(Z).
b) p locally has sections and q is surjective.
c) If x ∈ X(k) and y1, y2 ∈ p
−1(x) are closed points, then there is a curve C ⊂ p−1(x) and
a connected curve D ⊂ Z such that y1, y2 ∈ C and q(D) = C.
Lemma 5.1. Suppose these conditions are fulfilled. Then one has:
(i) There is a morphism ϕ′ such that
(5.10)
Y
ϕ //
p

Y
p

X
ϕ′ //❴❴❴ X
is commutative.
(ii) ϕ′ is uniquely determined by ψ and ϕ (Notation: ϕ′ = (ψ, ϕ)).
(iii) ϕ′ is an automorphism.
(iv) If one has two diagrams fulfilling the aforementioned conditions
(5.11)
Z
ψi //
q

Z
q

Y
ϕi //
p

Y
p

X
ϕ′i //❴❴❴ X
then (ϕ1 ◦ ϕ2)′ = ϕ′1 ◦ ϕ
′
2.
Proof. (All points are closed points.)
(i) If x ∈ X , y ∈ p−1(x), then ϕ′(x) := pϕ(y) is well defined: If y1, y2 ∈ C ⊂ p−1(x) and
q(D) = C, then ψ∗[D] = [ψ(D)] = [D], hence
deg(pq|ψ(D)) · [pqψ(D)] = p∗q∗[ψ(D)] = p∗q∗[D] = 0 .
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It follows that pqψ(D) = pϕq(D) = pϕ(C) is a single point. If U ⊂ X is an open set
and s : U → Y is a section of p, then ϕ′|U = p ◦ ϕ ◦ s is a morphism.
(ii) follows from the surjectivity of p.
(iv) follows from (ii), and (iii) follows from (iv) if one puts ψ1 = ψ, ψ2 = ψ
−1, ϕ1 = ϕ,
ϕ2 = ϕ
−1. 
5.4.2. Let be ϕ ∈ G := Autk(H). By Proposition 4.2, ϕ∗ trivially acts on A1(G).
Then Lemma 5.1 should give a commutative diagram:
(5.12)
G
ϕ // G
G
ϕ //
p2

G
p2

X
ϕ2 //
π

X
π

X
ϕ′2 // X
Here p2 is a projective bundle and π is a locally trivial fiber bundle (see Section 5.1). If
x = 〈ℓ〉 ∈ X , yi = (ℓ,Ki) ∈ π−1(x), then there is a connected curve B ⊂ Hilb
c(P2), which
contains K1 and K2, hence C = 〈ℓ〉 × B ⊂ X connects y1 and y2 and if f is any suitable
form, D = (ℓ, f) × C ⊂ G is a connected curve such that p2(D) = C. It follows that ϕ2
and ϕ′2 exist. In a similar way one gets
(5.13)
G
ϕ // G
G
ϕ //
p1

G
p1

H
ϕ1 //
π

H
π

X
ϕ′1 // X
and running through the diagrams gives:
ϕ′1 = ϕ
′
2 .
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5.4.3. As to Hm, one has the diagram:
(5.14)
Hm
ϕ //
p2

Hm
p2

Z
ϕ2 //
q

Z
q

Y
ϕ3 //
p

Y
p

X
ϕ′2,ϕ
′
3 // X
The construction of ϕ2 and ϕ
′
2 = (ϕ, ϕ2) goes as in 5.4.2 if one takes the irreducible
subscheme F instead of Hilbc(P2) (see Section 5.1). If y = (ℓ, h) ∈ Y and zi = (ℓ, h, gi) ∈
q−1(y), then C = { (ℓ, h, αg1 + βg2) }
− ≃ P1 connects z1 and z2 and p2 maps D = (ℓ, f)×C
onto C. Hence ϕ3 = (ϕ, ϕ2) exists.
If x = 〈ℓ〉 ∈ X , y1 = (ℓ, h1), y2 = (ℓ, h2), take zi = (ℓ, hi, gi) ∈ Z and a connected curve
B ⊂ F , which contains (hi, gi). Then D = (ℓ, f) × (〈ℓ〉 × B) is a connected curve in Hm
such that C := qp2(D) contains yi. It follows that ϕ
′
3 = (ϕ, ϕ3) exists and one checks that
ϕ′2 = ϕ
′
3 .
If in the diagram (5.13) G is replaced by Hm, one gets an automorphism of H and one
checks again that it agrees with the ϕ1 of (5.13).
Conclusion 5.8. ϕ ∈ Aut(H) induces the same γ ∈ Autk(X) in all diagrams. 
5.4.4. Now we take this γ and form all diagrams with γ−1 ∈ Aut(H) instead of ϕ. One
obtains diagrams (5.12)–(5.14) such that all horizontal arrows are equal to γ−1. Putting
ϕ˜ = γ−1ϕ (or ϕ˜ = ϕ ◦ γ−1) from Lemma 5.1 Part (iv), it follows that all diagrams, with ϕ˜
instead of ϕ, induce the identical map of X . But then Proposition 5.1 and Corollary 5.1
show that ϕ1 = id and ϕ3 = id in the diagram (5.14), hence ϕ2 = id in the same diagram
by Proposition 5.2. As Hm
∼
−→ H×X Z one obtains
Conclusion 5.9. ϕ˜|Hm = id. 
5.4.5. From the commutative diagram
G
∼ // H×X X
p1

ϕ˜ // H×X X
p1

H
id // H
it follows that ϕ˜ induces an element of AutX(X), hence for each 〈ℓ〉 ∈ X an automorphism
of Hilbc(ProjS/ℓ ·S(−1)). By Theorem D.2 in Appendix D, Section D.10, it is induced by
a linear map τ ∈ Autk(S1/ℓ ·k), if c = b−a+1 ≥ 6. But as ϕ˜|Hm = id, τ leaves fixed each
ideal (h, g) ⊂ S/ℓS(−1), hence τ acts as the identity on Proj(S/ℓS(−1)) (cf. the Lemma
in Appendix B). One verifies that b− a+ 1 ≥ 6, if d ≥ 6 and g ≤ g(d) is supposed.
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Proposition 5.3. Suppose that d ≥ 6 and g ≤ g(d). Let be ϕ ∈ Aut(H). Then there
is a uniquely determined γ ∈ PGL(4; k) such that ϕ|Hm and ϕ|G are induced by γ. 
From this result one easily gets:
Corollary 5.2. For each ϕ ∈ Aut(H) the following conditions are equivalent:
(i) ϕ|Hm = id.
(ii) ϕ|G = id.
(iii) If γ is the element of Autk(P
3
k), which is determined by ϕ in the sense of Proposi-
tion 5.3, then γ = id.
Definition 1. We say ϕ ∈ Aut(H) is normed, if these conditions are fulfilled.
Corollary 5.3. The set N of all normed automorphisms is a normal subgroup of
Aut(H) and Aut(H) is the semi-direct product of PGL(4; k) and N .
Proof. It remains to show that PGL(4; k) ∩ N = { id }. A closed point ξ ∈ Hm
corresponds to an ideal of the form (ℓ, f(p, q)) (see Appendix C). If g ∈ GL(4; k) leaves all
such ξ fixed, it follows that g(ℓ · k) = ℓ · k for all non-zero linear forms ℓ, i.e. all such forms
are eigenvectors of g. But then g has to be the identity in PGL(4; k). 
CHAPTER 6
The action of Aut(H) on linear configuration ideals
6.1. The case of simple lines
6.1.1. Notations and assumptions. We recall from earlier chapters that f : H→ P
is the so called tautological morphism, which is defined by the globally generated line
bundle L1 ⊗ L2 (respectively M
−1
n−1 ⊗Mn, if n ≥ d is any integer). In order to simplify
the notation, if ξ1, ξ2 ∈ H(k), then we write ξ1 ≡ ξ2 iff f(ξ1) = f(ξ2).
ϕ is any normed automorphism of H and ψ : C→ C is the induced automorphism of
the universal curve. As we will use the results of Chapter 5, we have to assume d ≥ 6.
6.1.2.
Lemma 6.1. Let be g ∈ GL(4, k) and ϕ ∈ Aut(H) a normed automorphism. Then one
has:
(i) ξ1 ≡ ξ2 ⇐⇒ g(ξ1) ≡ g(ξ2).
(ii) ξ1 ≡ ξ2 ⇐⇒ ϕ(ξ1) ≡ ϕ(ξ2).
Proof. Suppose ξ1 ≡ ξ2. By Lemma 3.2 in Chapter 3 there is a connected curve C ⊂ H
such that ξi ∈ C, i = 1, 2, and C ∼ ν · C0. For all curves C ⊂ H one has [g(C)] = [C]
respectively [ϕ(C)] = [C] if g ∈ GL(4; k) respectively ϕ ∈ Aut(H) (cf. Proposition 4.1).
As deg(f |C) · [f(C)] = f∗[C] = ν · deg(f |C0) · [f(C0)] = 0, f(C) is a single point, hence
“⇒” is proved. Applying g−1 respectively ϕ−1 gives “⇐”. 
Standard assumption (A): Given d distinct, simple lines ℓi in X := P
3
k, which are
perpendicular to the plane E = V (t), i.e. they run through the point P0 = (0 : 0 : 0 : 1).
(The term ”perpendicular” is used to give a somewhat geometric impression.) Moreover,
let Pj ,1 ≤ j ≤ c, be different simple points in X , such that no Pj lies on any ℓi. It is
assumed that this configuration defines a point ξ ↔ ℓ1 ∪ · · · ∪ ℓd ∪ P1 ∪ · · · ∪ Pc ∈ H(k).
Let L be a plane “perpendicular” to E, i.e. not equal or parallel to E.The “perpen-
dicular” projection πL = (Z, L) from a point Z not in L onto L is defined by a suitable
Gm-operation τ , such that
πL(P ) = lim
λ→∞
τ(λ)P = lim
λ→0
τ(λ−1)P
(see Appendix A).
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Additional assumption (A1): Under the projection πL onto L, the images ℓ
′
i = πL(ℓi),
respectively P ′i = πL(Pi), are different from each other and P
′
j 6∈ ℓ
′
i for all i and j.
We put ξ(λ) := τ(λ)ξ and get a curve C := { ξ(λ) | λ ∈ k∗ }− ⊂ H, which connects ξ
and ξ∞ := limλ→∞ τ(λ)ξ. Hence D := ϕ(C) connects the points ϕ(ξ) and ϕ(ξ∞).
6.1.3.
Aux-Lemma 6.1. Under the assumptions (A) and (A1) one has ϕ(ξ∞) ≡ ξ∞.
Proof. If ξ∞ ∈ G (notation as in the last chapter), this would follow from Corol-
lary 5.2. Now definitely ξ∞ 6∈ G, as is to be shown by the following consideration:
The lines ℓ1, . . . , ℓd intersect in P0 ↔ (x, y, z) and they intersect E = V (t) in the closed
points pi ↔ pi ⊂ k[x, y, z]. Then ξ ↔ I = p
∗
1 ∩ · · · ∩ p
∗
d ∩ P1 ∩ · · · ∩ Pc = N ∩ R, where
p∗i is the ideal generated by pi in k[x, y, z, t], N = p
∗
1 ∩ · · · ∩ p
∗
d is the CM-part of I and
R = P1 ∩ · · · ∩ Pc is the punctual part of I. (We identify a closed point P ∈ X with the
corresponding ideal.)
As ξ ∈ H(k), P (n) = HP(OX/N )− c. Let p′i be the projection of pi on L, p
′
i ↔ p
′
i the
corresponding prime ideal. Then N ′ := (p′1)
∗ ∩ · · · ∩ (p′d)
∗ is the CM-part of I∞ ↔ ξ∞ and
one can write I∞ = N ′∩R′,R′ the punctual part of I∞. Put P ′i := π(Pi) = limλ→∞ τ(λ)Pi.
From τ(λ)I ⊂ τ(λ)N ∩ τ(λ)P1 ∩ · · · ∩ τ(λ)Pc follows I∞ ⊂ N ′ ∩ P ′1 ∩ · · · ∩ P
′
c.
Let be χ the Hilbert function of p1∩· · ·∩pd and χ′ the Hilbert function of p′1∩· · ·∩p
′
d.
As the p′i lie on the line L∩E, one has χ
′(n) ≥ χ(n), hence the Hilbert polynomial
∑n
0 χ
′(i)
of N ′ is greater or equal the Hilbert polynomial
∑n
0 χ(i) of N . It follows that
HP(OX/N
′ ∩ P ′1 ∩ · · · ∩ P
′
c) = HP(OX/N
′) + c ≤ HP(OX/N ) + c = P (n) .
From this we deduce that the punctual part of I∞ has the form Q ∩ P ′1 ∩ · · · ∩ P
′
c, where
Q is primary to P0 = (x, y, z).
(N.B. P ′i 6∈ ℓ
′
i by the choice of π and P0 ∈ ℓ
′
i for all i gives P
′
i 6= P0 for all i.)
Put µ := HP(N ′)−HP(N ) = HP(OX/N )−HP(OX/N ′). From
OX/I∞ ∼= OX/N
′ ∩Q
c⊕
1
OX/P
′
i
it follows that P (n) = HP(OX/N ′ ∩Q) + c = HP(OX/N ) + c. The exact sequence
0 −→ N ′/N ′ ∩Q −→ OX/N
′ ∩Q −→ OX/N
′ −→ 0
gives length(N ′/N ′ ∩Q) = µ.
Choose µ simple points Ri ∈ L, which do not lie on any line ℓ′j and are not equal to any
of the points P0, P
′
1, . . . , P
′
c. Put Ri(λ) = Ri + λ(P0 − Ri) and ζ(λ)↔ N
′ ∩ R1(λ) ∩ · · · ∩
Rµ(λ)∩P ′1 ∩ · · · ∩P
′
c. If λ ∈ k, λ 6= 1, this is a point of G(k), hence ζ(λ) is invariant under
ϕ. As ϕ is continuous, it follows that ζ1 := limλ→1 ζ(λ) ↔ I1 = N ′ ∩ Q1 ∩ P ′1 ∩ · · · ∩ P
′
c
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is fixed under ϕ. As supp(OX/Q1) = {P0}, N ′ ∩ P ′1 ∩ · · · ∩ P
′
c/I1 ≃ N
′/N ′ ∩ Q1 has the
support {P0} and the length µ. Hence the CM-parts of I∞ and I1 are equal to N
′ and
〈N ′/I∞〉 = µ · P0 +
c∑
1
P ′i = 〈N
′/I1〉 .
From Proposition 3.1 it follows that ξ∞ ≡ ζ1, hence ϕ(ξ∞) ≡ ϕ(ζ1) = ζ1 ≡ ξ∞ by
Lemma 6.1 and Proposition 5.3. 
6.1.4. Case 1. Suppose that ξ fulfills (A). Let L be the set of planes L ⊂ X such
that πL fulfills (A1) and in addition: ℓ1 ⊂ L, ℓi 6⊂ L, if i ≥ 2, Pj 6∈ L for all 1 ≤ j ≤ c.
Let be ξ(λ) ↔ τ(λ)ℓ1 ∪ · · · ∪ τ(λ)ℓd ∪ τ(λ)P1 ∪˙ · · · ∪˙ τ(λ)Pc, where the Gm-operation
τ is defined by a “perpendicular” projection πL onto L ∈ L. Let be C := { ξ(λ) }
− and
D = ϕ(C) = { ϕξ(λ) }−. Let p ∈ ℓ1 be any point. Then C∗ := { (ξ(λ), p) }
− ⊂ C is a curve
without L∗-component, hence ψ(C∗) := { ψ(ξ(λ), p) }− =
{
(ϕξ(λ), ϕξ(λ)(p))
}−
has no L∗-
component, too (Prop. 4.3 ) and according to the notation introduced in Section 4.3.1 we
write:
(6.1) ϕξ(λ)(p) = ϕξ(p) for all λ ∈ P
1 .
Now |C∞| = ℓ′1 ∪ · · · ∪ ℓ
′
d ∪˙P
′
1 ∪˙ . . . ∪˙P
′
d and ℓ
′
1 = ℓ1 by construction, and |C∞| = |D∞|
by Aux-Lemma 6.1. As ϕξ∞ induces an isomorphism |C∞| ≃ |D∞|, from (6.1) it follows
ϕξ(p) = ϕξ∞(p) ∈ ϕξ∞(ℓ1) = ℓ
′
i, where the index i ∈ {1, . . . , d} does not depend on p. As ψ
induces an isomorphism |Cλ| ≃ |Dλ|, for λ = 1 it follows that ϕξ(ℓ1) ⊂ ℓ′i, hence ϕξ(ℓ1) = ℓ
′
i.
If J ↔ ϕ(ξ), then
|V (J )| = |D1| = ϕξ(ℓ1) ∪ · · · ∪ ϕξ(ℓd) ∪ ϕξ(P1) ∪ · · · ∪ ϕξ(Pd) ,
hence ℓ′i ⊂ V (J ), where i still depends on the projection πL on L. Hence there is an index
i ∈ { 1, . . . , d } such that
πL(ℓi) ⊂ V (J ) for Zariski-many L ∈ L .
It follows that i = 1, i.e. ϕξ(ℓ1) = ℓ1.
If one chooses ℓ2 instead of ℓ1, the same argumentation shows ϕξ(ℓ2) = ℓ2, etc. As ψ
induces an isomorphism, one gets
Conclusion 6.1. If ξ fulfills (A) it follows that ϕ(ξ) ↔ ℓ1 ∪ · · · ∪ ℓd ∪˙R1 ∪˙ · · · ∪˙Rc,
where the Ri are different, isolated simple points. 
6.1.5. Case 2. Suppose ξ fulfills (A) and in addition the following assumption
(A2): If one perpendicularly projects Pi to the plane E = V (t), one obtains c different
image points.
N.B. One should mention here that condition (A1) refers to the projection πL, whereas
condition (A2) refers to the point ξ.
Let a be the line through P1 and P0 = (x, y, z). Let L be the set of planes L, which
contain a and fulfill the condition (A1).
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Let τ be again the Gm-operation defined by the projection πL, L ∈ L. Because of
τ(λ)P1 = P1 one has
ξ(λ) = τ(λ)ξ ↔ τ(λ)ℓ1 ∪ · · · ∪ τ(λ)ℓd ∪ P1 ∪ τ(λ)P2 ∪ · · · ∪ τ(λ)Pc .
From Conclusion 6.1 follows
ϕξ(λ)↔ τ(λ)ℓ1 ∪ · · · ∪ τ(λ)ℓd ∪˙ P1(λ) ∪˙ · · · ∪˙ Pc(λ) ,
where Pi(λ) := ϕξ(λ)(τ(λ)Pi) are c distinct simple points.
If C := { ξ(λ) }− and C∗i := { (ξ(λ), τ(λ)Pi) }
−, then one can write C ∼ q2C2 + q1C1 +
q0C0 and C∗i ∼ q
∗
2C
∗
2 + q
∗
1C
∗
1 + q
∗
0C
∗
0 + q · L
∗ (cf. Theorem 1.2). Applying π∗ and κ∗ (see
Section 1.1) shows that qj = q
∗
j , 0 ≤ j ≤ 2, and q = 0, if i = 1 respectively q = 1, if i ≥ 2.
If D∗i := ψ(C
∗
i ) = { (ϕξ(λ),Pi(λ)) }
−, then [D∗i ] = [C
∗
i ] by Proposition 4.3. It follows that
κ∗[D
∗
i ] = deg(κ|D
∗
i ) · [{Pi(λ)}
−] = κ∗[L
∗] = [L] ,
hence deg(κ|D∗i ) = 1 and { Pi(λ) }
− ⊂ X is a line, if i ≥ 2. As τ(λ)P1 = P1, in [D∗1]
the term [L∗] is missing, hence κ∗[D∗1] = 0. From this one deduces that P1(λ) =: P1 is
independent of λ and hence P1 = ϕξ(P1). As one has ϕτ(λ) ↔: Jλ ⊂ P1(λ) for all λ, it
follows that J∞ = limλ→∞ Jλ ↔ ϕ(ξ∞) is contained in P1. Now by Aux-Lemma 6.1
ϕ(ξ∞) ≡ ξ∞ ↔ I∞ = (p
′
1)
∗ ∩ · · · ∩ (p′d)
∗ ∩ P ′1 ∩ · · · ∩ P
′
c ∩Q ,
where Q is primary to P0 = (x, y, z) (see Section 6.1.3). It follows that P1 ∈ V (I∞) ⊂ L.
This holds true for the Zariski-many planes L ∈ L, hence P1 is contained in the intersection
of these planes and it follows that P1 ∈ a. Now P1 = P ′1 ∈ a and P
′
1 6∈ ℓ
′
i = V ((p
′
i)
∗)
by Assumption (A1), hence a 6= ℓ′i. If one assumes P0 = P1 = ϕξ(P1), this gives a
contradiction of Conclusion 6.1. It follows that P1 does not lie on any line ℓ′i, hence
(p′i)
∗ 6⊂ P1. From I∞ ⊂ P1 it follows that P1 ∈ { P ′1, P
′
2, . . . , P
′
c, P0 }. As P
′
i 6∈ a if i ≥ 2 by
Assumption (A2), it follows that ϕξ(P1) = P1 = P ′1 = P1. The same argumentation with
P2, . . . , Pc gives ϕξ(Pi) = Pi for all i.
Conclusion 6.2. If ξ fulfills (A) and (A2), then ϕ(ξ) = ξ. 
6.1.6. If Pj are any different simple points such that Pj 6∈ ℓi for all i and j, then one
chooses points Ri ∈ X in general position and puts Pi(λ) = Pi + λ(Ri − Pi). Then for
almost all λ ∈ k one has a point ξ(λ)↔ ℓ1 ∪ · · · ∪ ℓd ∪˙P1(λ) ∪˙ · · · ∪˙Pc(λ) ∈ H(k), which
fulfills (A) and (A2). Then from Conclusion 6.2 follows:
ϕ(ξ) = ϕ(ξ(0)) := ϕ
(
lim
λ→0
ξ(λ)
)
= lim
λ→0
ϕξ(λ) = lim
λ→0
ξ(λ) = ξ .
Conclusion 6.3. If ξ fulfills the assumption (A), then ϕ(ξ) = ξ. 
Lemma 6.2. Let be ℓi, 1 ≤ i ≤ d, different simple lines, all running through one and
the same point P . Let Pj, 1 ≤ i ≤ c, be simple points, different from each other and none
of them lying on a line ℓi. Assume that ξ ↔ ℓ1 ∪ · · · ∪ ℓd ∪˙P1 ∪˙ · · · ∪˙Pc is in H(k). Then
ϕ(ξ) = ξ for each normed automorphism ϕ.
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Proof. Take a linear form ℓ such that P 6∈ V (ℓ) and ℓi is not contained in V (ℓ) for all
i. Choose g ∈ GL(4, k) such that g(ℓ) = t and g(P ) = P0 = (0 : 0 : 0 : 1). Then g(ξ) fulfills
the assumption (A), hence ϕg(ξ) = g(ξ) for all ϕ ∈ N by Conclusion 6.3. As g−1Ng = N
for all g ∈ GL(4, k) (cf. Definition in Chapter 5) the assertion follows. 
6.2. The case of multiple lines
In order to simplify the notation, we put X = P3k = Proj(k[x, y, z, t], Y = P
2
k =
Proj(k[x, y, z], Hd = Hilbd(Y ). Let J ⊂ OY be an ideal of colength d and Hilbert function
ψ. If J ∗ ⊂ OX is the ideal generated by J , then H0(J ∗(n)) =
⊕n
i=0 t
n−iH0(J (i)), hence
J ∗ has the Hilbert polynomial Ψ(n) =
∑n
i=0 ψ(i) and OX/J
∗ has the Hilbert polynomial
p(n) =
(
n+3
3
)
−Ψ(n).
Lemma 6.3. If p(n)−P (n) =: s ≥ 0 and Pi ∈ X − V (J ∗) are s distinct simple points,
then J ∗ ∩P1 ∩ · · · ∩Ps defines a point ξ ∈ H(k) and ϕ(ξ) = ξ for all normed ϕ ∈ Aut(H).
Proof. Let Hψ be the subscheme (with the induced reduced structure) of H
d, whose
closed points correspond to ideals J ⊂ OY colength d with Hilbert function ψ. By a
theorem of Davis [D] one has: Hψ 6= ∅ ⇒ Hψ ∩ H(d) 6= ∅. As Hψ is irreducible [G3, p.
539], H(d) ∩ Hψ is dense in Hψ, where H(d) is the open subscheme of Hd introduced in
Appendix H.
We still have to take into account the points pi := π(Pi) where π : X−{ (0 : 0 : 0 : 1) } →
Y is the projection onto the plane V (t). For this reason we replace Y by E := Y −
{ p1, . . . , ps } and obtain an open subscheme Hilb
d(E) of Hd and an open subscheme
U = H(d) ∩Hψ ∩ Hilb
d(E) of Hψ, which is dense in V := Hψ ∩Hilb
d(E).
Let be ζ ∈ V (k), i.e. ζ ↔ J ⊂ OY has the Hilbert function ψ. If one defines J ∗ ⊂
OX by H
0(J ∗(n)) =
⊕n
i=0 t
n−iH0(J (i)), then OX/J
∗ has the Hilbert polynomial p(n).
Let η ↔ P1 ∪˙ · · · ∪˙Ps and define ζ∗ ∪˙ η ∈ H(k) in the obvious manner. Let f be the
tautological morphism of Chapter 3 and define morphisms gi : V → P by g1 : ζ 7→ f(ζ∗ ∪˙ η),
respectively g2 : V → P by g2 : ζ 7→ f(ϕ(ζ∗ ∪˙ η)). g1 and g2 agree on the open dense subset
U ⊂ V , because ϕ(ζ∗ ∪˙ η) = ζ∗ ∪˙ η by Lemma 6.2, hence they agree on V . 
6.3. The case of multiple points
Set N ⊂ OX be an ideal such that HP(OX/N ) = P (n) − s, s a positive integer. If
Pi ∈ X − V (N ), 1 ≤ i ≤ s, are distinct simple points, then η ↔ N ∩ P1 ∩ · · · ∩ Ps is a
point of H(k).
Lemma 6.4. Suppose there is an open, non-empty set U ⊂ X − V (N ) such that for all
different simple points Pi ∈ U , 1 ≤ i ≤ s, the point ζ ↔ N ∩ P1 ∩ · · · ∩ Ps ∈ H(k) fulfills
the condition ϕ(ζ) ≡ ζ. If I = N ∩ Q1 ∩ · · · ∩Qr, Qi is Pi-primary, Pi distinct points in
X(k) such that I defines a point ξ ∈ H(k), then ϕ(ξ) ≡ ξ.
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Proof. If Q1 ∩ · · · ∩Qr =: R, then N /N ∩R =
⊕r
1N /N ∩Qi. If N /N ∩Qi has the
length µi, then
∑r
1 µi = s. Choose distinct simple points P
j
i ∈ U , 1 ≤ j ≤ µi, 1 ≤ i ≤ r.
Then P ji (λ) := Pi+λ(P
j
i −Pi) is in U for almost all λ ∈ k and ξ(λ)↔ N
⋂
i,j P
j
i (λ) ∈ H(k)
for almost all λ. Then ξ0 := limλ→0 ξ(λ) ∈ H(k) and the corresponding ideal is N ∩ R1 ∩
· · · ∩Rr, where Ri is Pi-primary and N /N ∩Ri has the length µi. By Proposition 3.1 one
has f(ξ) = f(ξ0). By assumption one has f(ϕξ(λ)) = f(ξ(λ)) for almost all λ and because
f and ϕ are continuous f(ϕ(ξ0)) = f(ξ0) follows. Using Lemma 6.1 we get f(ϕ(ξ)) =
f(ϕ(ξ0)) = f(ξ0) = f(ξ). 
Let be I ↔ ξ ∈ U(t), I ′ := I + tOX(−1)/tOX(−1), I0 ↔ ξ0 = limλ→0 σ(λ)ξ. Let
(I ′)∗ ⊂ OX be the ideal generated by I
′. Then I0 = (I
′)∗ ∩R0 and R0 is (x, y, z)-primary
(cf. Appendix G, Lemma G.3). The CM-part (I ′)∗ fulfills the assumption of Lemma 6.3,
and by Lemma 6.4 we get:
Proposition 6.1. If ξ ∈ U(t), then ϕ(ξ0) ≡ ξ0 for all ϕ ∈ N . 
6.4. Limits of image points
Let ξ ∈ U(t) be a closed point and C ⊂ X the corresponding curve. Let be P ∈
C(k)− V (t) and P 6= P0 = (0 : 0 : 0 : 1). Then
Lemma 6.5. (a) ϕσ(λ)ξ(σ(λ)P ) −−→
λ→0
P0 .
(b)
{
ϕσ(λ)ξ(σ(λ)P )
}−
is a line in X through P0.
Proof. 1◦ We modify the proof of Lemma 6.3 and use the same notations. We first
treat the case ξ ↔ J ∗ ∩ P1 ∩ · · · ∩ Ps, where J ⊂ OY has the Hilbert function ψ. Then
J ∈ U¯ = Hψ (closure in Hψ). Now Hψ is a rational variety (see [G3, proof of the
theorem on page 544]), hence there is a connected curve A, which connects the point
in Hψ, which corresponds to J , to a point in U . Hence Jb ↔ b ∈ U for all b ∈ A −
{ finitely many points } =: B. Hence F :=
⋃
{ V (J ∗b ) | b ∈ B }
− is a surface in X . Let be
Pi ∈ X− (C ∪F ) s distinct, simple points. Then J ∗b ∩P1∩ · · ·∩Ps fulfills the assumptions
of Lemma 6.3 for all b ∈ B. It follows that
B := { J ∗b ∩ P1 ∩ · · · ∩ Ps | b ∈ B }
− ⊂ H
is a connected curve, which contains ξ. If b ∈ B, then P0 = (0 : 0 : 0 : 1) ∈ V (J ∗b ∩
P1 ∩ · · · ∩ Ps), i.e. J ∗b ∩ P1 ∩ · · · ∩ Ps ⊂ (x, y, z). As this is a closed condition, P0 ∈
Cη ↔ η for all η ∈ B, hence B∗ := { (η, P0) | η ∈ B } ⊂ C is a closed curve, such that
B∗ ∼ q2C
∗
2 + q1C
∗
1 + q0C
∗
0 + 0 · L
∗. It follows that ψ(B∗) = { (ϕ(η), ϕη(P0)) | η ∈ B } ⊂ C
is a curve in C without an L∗-component, hence ϕη(P0) is independent of η ∈ B. If
η ↔ J ∗b ∩ P1 ∩ · · · ∩ Ps and b ∈ B, then ϕ(η) = η by Lemma 6.3, hence ψ induces an
automorphism of |Cη| = (Cη)red as a set of closed points in X , which is described by
p 7→ ϕη(p). If b ∈ B, then |Cη| consists of d distinct lines ℓ1, . . . , ℓd, which all run through
P0, and points Pi 6∈
⋃
ℓi. It follows that ϕη permutes the points and lines and hence
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ϕη(P0) = P0. As has been noted above, ϕη(P0) is independent of η ∈ B, hence ϕη(P0) = P0
for all η ∈ B, hence ϕξ(P0) = P0.
2◦ Let now be I ↔ ξ ∈ U(t). Then ξ0 := limλ→0 σ(λ)ξ ↔ J ∩R, where J = (I ′)∗ and
R is P0 = (x, y, z)-primary with length(J /I) =: s (see Appendix G). We take s different
simple points Pi ∈ X − V (J ) and put Pi(λ) = P0+ λ(Pi−P0). Then η(λ)↔ J ∩P1(λ)∩
· · · ∩ Ps(λ) ∈ H(k) for almost all λ ∈ k. If C = { η(λ) }
−, then C∗ = { (η(λ), P0) }
− ⊂ C
is a curve without L∗-component, hence ψ(C∗) = { (ϕ(η), ϕη(P0)) | η ∈ C } also has no
L∗-component. This means that ϕη(P0) is independent of η ∈ C. But η(λ) fulfills the
assumption of Part 1◦, hence ϕη(P0) = P0 for all η ∈ C. If ξ1 := limλ→0 η(λ), then ξ1 ∈ C,
hence ϕξ1(P0) = P0.
3◦ Now by construction ξ1 ↔ J ∩ R1, where R1 is P0-primary and J /J ∩ R1 has
length s, hence ξ0 ≡ ξ1 by Proposition 3.1. By Lemma 3.2 the points ξ0 and ξ1 can be
connected by a curve D ∼ ν · C0. It follows that f(η) = f(ξ0) for all η ∈ D, hence the
ideal Iη ↔ η has the same CM-part J for all η ∈ D, hence D∗ := { (η, P0) | η ∈ D } ⊂ C
is a curve without L∗-component. It follows that ψ(D∗) = { (ϕ(η), ϕη(P0)) | η ∈ D } has
no L∗-component, too. It follows that ϕη(P0) is independent of η ∈ D. Now ϕξ1(P0) = P0
by Part 2◦, hence ϕη(P0) = P0 for all η ∈ D, thus ϕξ0(P0) = P0.
4◦ If P ∈ C − V (t) then
ψ(σ(λ)ξ, σ(λ)P ) = (ϕσ(λ)ξ, ϕσ(λ)ξ(P )) −−→
λ→0
ψ
(
lim
λ→0
(σ(λ)ξ, σ(λ)P )
)
= ψ(ξ0, P0) = (ϕ(ξ0), ϕξ0(P0)) = (ϕ(ξ0), P0)
by Part 3◦. Hence one gets (a).
5◦ If C := { σ(λ)ξ }−, P ∈ C − V (t) and P 6= P0, then C∗ := { (σ(λ)ξ, σ(λ)P ) }
− has
the L∗-component 1 ·L∗, hence ψ(C∗) ∼ C∗ has the same L∗-component. Applying κ∗ shows
that
{
ϕσ(λ)ξ(σ(λ)P )
}−
⊂ X is a line, which runs through P0, because of Part (a). 
CHAPTER 7
Automorphisms of H and the Hilbert–Chow morphism
The aim of this chapter is to show:
Theorem 7.1. If h : H→ P is the Hilbert–Chow morphism, then for all ξ ∈ H(k) and
all normed morphisms ϕ of H one has h(ϕ(ξ)) = h(ξ).
7.1. Notations
N denotes the group of all normed automorphisms of H; N is normalized by any
g ∈ G := GL(4, k); | − | denotes the set of points, where “point” means “closed point”;
S = k[x, y, z, t], X = ProjS; and Gm acts by σ(λ) : x 7→ x, y 7→ y, z 7→ z, t 7→ λt.
If C ⊂ X is a curve and P ∈ X − C, then the cylinder Z(P,C) is defined to be the
union of all lines in X , which join a point in C with P . Each ξ ∈ H(k) corresponds to
a curve C ⊂ X , and we write ξ ↔ C1 ∪ · · · ∪ Cr ∪ {points}, where Ci are the irreducible
components of dimension 1, (Ci)red = V (pi), pi ⊂ S graded prime ideal, Ci has degree di
and multiplicity µi, {points} denotes the 0-dimensional components, embedded or not. A
linear form ℓ ∈ S1 is very general for C, if V (ℓ) ∩ V (pi) consists of di simple points Pij of
multiplicity µi, Pij 6∈ C − Ci, and Pij 6∈ {points} for all i and j.
In the same way we write ϕ(ξ)↔ D = D1 ∪ · · · ∪Ds ∪ {points}, Dj the 1-dimensional
components of multiplicity νj .
7.2. The irreducible components
7.2.1. We want to show that {|Ci|} = {|Dj|} and assume that there is an index i
such that Ci 6⊂ D. (For simplicity we write C, D, Ci, Dj instead of |C|, |D|, |Ci|, |Dj|
etc.) Without restriction we assume C1 6⊂ D, hence C ′1 := C1 −D is open in C1.
Then there is a point P ∈ X − (C ∪ D) such that Z(P,D) ∩ C ′1 = ∅. Then one can find
ℓ ∈ S1 such that ℓ is very general for C and P1j ∈ C
′
1 ∩ V (ℓ) for 1 ≤ j ≤ d1. (The set of
such ℓ ∈ S1 forms a Zariski-dense subset of S1.)
Let π be the projection from P onto V (ℓ). According to Appendix A, π is defined by
a Gm-operation τ(λ) and one can find a g ∈ G, such that g(ℓ) = t, g(P ) = P0 = (0 : 0 :
0 : 1) and τ(λ) = g−1σ(λ)g. From the assumptions follows that ξ is not invariant under
the Gm-operation τ(λ) and one obtains the following curves in H: C = { τ(λ)ξ }
− and
D = { ϕτ(λ)ξ }−. If one applies g, one obtains the curves
g(C) = { σ(λ)gξ }− and g(D) =
{
gϕg−1gτ(λ)ξ
}−
= { ϕ˜σ(λ)gξ }− ,
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where ϕ˜ := gϕg−1 ∈ N . Put ξ˜ := g(ξ)↔ g(C) =: C˜.
Then
g(D) = gϕ(C) = gϕg−1g(C) = ϕ˜(C˜)↔ gϕ(ξ) = ϕ˜(ξ˜) .
Now
h(ϕ˜(ξ˜)) = h(ξ˜)⇔ h(gϕg−1gξ) = h(g(ξ))⇔ h(gϕ(ξ)) = h(gξ)
⇔ gh(ϕ(ξ)) = gh(ξ)⇔ h(ϕ(ξ)) = h(ξ) for all ϕ ∈ N .
Hence it suffices to show the assertion for ξ˜ and all ϕ ∈ N . Now clearly t is very general
for C˜, and as g(Z(P,D)) = Z(g(P ), g(D)), g(C), g(D), t fulfill all assumptions as before.
Hence we can assume P = P0, ℓ = t and the projection is defined by the Gm-operation
σ(λ). By construction P1j 6∈ Z := Z(P0, D), 1 ≤ j ≤ d1.
7.2.2. Let be ξ ↔ I. Then ξ0 = limλ→0 σ(λ)ξ ↔ I0 = (I ′)∗ ∩ R0, where (I ′)∗ is
the CM-part of I0 and R0 is (x, y, z)-primary (see Appendix G). Hence the curve C0 ↔
ξ0 contains the line ℓ1j , 1 ≤ j ≤ d1, which connects P1j and P0 (at the moment the
multiplicities are irrelevant). Let be Dλ ↔ ϕσ(λ)ξ. Then D = D1 and C = C1. Now ϕ
defines an automorphism ψ of C, which induces an isomorphism |C| ≃ |D| denoted by
p 7→ ϕξ(p). If p runs through the points of C, then ϕξ(p) runs through the points of D,
and the same holds true for Cλ and Dλ for all λ ∈ P1. From Lemma 6.5 it follows that all
curves Dλ lie on the cylinder Z = Z(P0, D). By Proposition 6.1 one has ϕ(ξ0) ≡ ξ0, hence
|C0| = |D0|. But by construction, the lines ℓ1j ⊂ |C0| do not lie on Z, contradiction.
It follows that each Ci(k) is equal to a Dj(k). As C(k) ≃ D(k), one has:
Conclusion 7.1. { Ci(k) } = {Di(k) }. 
As the triple (σ(λ)C, P0, t) fulfills the same assumptions as (C, P0, t) for all λ ∈ k∗,
Cλ(k) = Dλ(k) except isolated points. Hence the same is true for λ = ∞, and because of
ϕ(ξ0) ≡ ξ0 one gets:
Conclusion 7.2. With the exception of isolated points Cλ(k) = Dλ(k) for all λ ∈ P1,
and all the curves lie on the cylinder Z(P0, C) = Z(P0, D). 
7.3. The multiplicities
Choose ℓ ∈ S1 very general for C and D. Then again ℓ = t without restriction.
As ϕ(ξ0) ≡ ξ0 (Proposition 6.1) and ξ0 ∈ U(t), there is an open set T ⊂ P1 such that
0 ∈ T and ϕσ(λ)ξ ∈ U(t) for all λ ∈ T . Let r be the restriction morphism defined by t
(cf. Appendix G). Then λ 7→ r(ϕσ(λ)ξ) defines a morphism T → Hilbd(P2), i.e. a closed
subscheme Y ⊂ P2 ×k T over T , such that for all λ ∈ T
|Y ⊗ k(λ)| = |Dλ| ∩ V (t) = |Cλ| ∩ V (t) = { Pij | 1 ≤ i ≤ r, 1 ≤ j ≤ di } .
It follows that Y =
∐
Yij , Yij flat over T .
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Now the multiplicity of Pij in Dλ ∩ V (t) is equal to the Hilbert polynomial of Yij, and
this is equal to a constant cij, independent of λ.
From ϕσ(λ)ξ → ϕ(ξ0), it follows that r(ϕσ(λ)ξ) → r(ϕ(ξ0)). Now by Lemma 3.1,
from ϕ(ξ0) ≡ ξ0 it follows that r(ϕ(ξ0)) = r(ξ0). But as r(ξ0) = limλ→0 r(σ(λ)ξ) = r(ξ),
it follows that Y ⊗ k(0) ↔ r(ξ). By construction r(ξ) ↔
⋂
Qij , Qij is Pij-primary with
multiplicity µi. The points Pij, 1 ≤ j ≤ di lie on |Di| = |Ci|, hence the multiplicity of Di
is equal to the multiplicity of Ci. It follows that h(ϕσ(λ)ξ) = h(ξ) for all λ ∈ T , hence for
all λ ∈ P1 and h(ϕ(ξ)) = h(ξ) follows.
CHAPTER 8
Automorphisms of H and the tautological morphism
8.1. Preliminaries
The so called tautological morphism fn : H → P is defined by the globally generated
line bundleM−1n−1⊗Mn, if n ≥ d. If n = d, we wrote f instead of fn, but for simplification
we now write f instead of fn, if n ≥ d is any number. We denote h the Hilbert-Chow
morphism H→ P. The normed automorphism ϕ of H induces an automorphism ψ of the
universal curve C. We again suppose d ≥ 6.
We write S = k[x, y, z, t] and X = ProjS. In order to avoid formulas of too awkward
size, we often write S = A[x, y, z, t], X = Proj(S⊗A) etc., if A is a k-algebra. The letter T
stands for P1k or an open subset of P
1
k. Gm operates by σ(λ) : x 7→ x, y 7→ y, z 7→ z, t 7→ λt.
Let N be the subgroup of all normed automorphisms of H. An essential property of N
is g−1Ng = N for all g ∈ G := Autk(S1).
As usual the idea is to produce, by means of a suitable projection, for a point ξ ∈ H(k)
a curve C ⊂ H (respectively curves C∗ ⊂ C). If ϕ ∈ N , then [C] = [ϕ(C)] (respectively
[C∗] = [ψ(C∗)]) by Proposition 4.1 and Proposition 4.2. (This is the reason why one has
to require d ≥ 6.) More concretely, the procedure goes as follows: Let be ξ ∈ H(k) and
C ⊂ X the corresponding curve. Choose a point P 6∈ C and ℓ ∈ S1 such that P 6∈ V (ℓ)
and ℓ is general for C. Take g ∈ G such that g(ℓ) = t and g(P ) = P0 = (0 : 0 : 0 : 1)
and put g(ξ) = ξ˜. By Lemma 6.1 one has ϕ(ξ˜) ≡ ξ˜ for all ϕ ∈ N ⇔ g−1ϕgξ ≡ ξ for all
ϕ ∈ N ⇔ ϕ(ξ) ≡ ξ for all ϕ ∈ N . Hence we can assume that ξ ∈ U(t) and P0 6∈ C ↔ ξ.
Let be ξ ↔ I ⊂ OX and take any ℓ ∈ k[x, y, z]1 such that ℓ is not a zero-divisor of OX/I
(the set of such linear forms is dense in k[x, y, z]1). Then t+αℓ is not a zero-divisor of OX/I
for almost all α ∈ k. Define uα ∈ G by x 7→ x, y 7→ y, z 7→ z, t 7→ t+αℓ. Then one still has
P0 6∈ uα(C) and uα(ξ) ∈ U(t) for almost all α ∈ k. By Corollary A.2 of Appendix A theGm-
isotropy of h(uα(ξ)) is trivial for almost all α ∈ k, i.e. σ(λ)h(uα(ξ)) = h(uα(ξ))⇒ λ = 1.
Take any such α and put ξ˜ = uα(ξ). If we can prove ϕ(ξ˜) ≡ ξ˜ for all ϕ ∈ N , the
same argumentation as before shows ϕ(ξ) ≡ ξ for all ϕ ∈ N . Hence we can assume that
ξ ∈ H(k) is “adapted” in the following sense:
Definition 2. A point ξ ∈ H(k) is adapted, if ξ ∈ U(t), P0 = (0 : 0 : 0 : 1) 6∈ C ↔ ξ
and h(ξ) has trivial Gm-isotropy.
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So we assume from Section 8.2 to Section 8.6.2 that ξ is adapted, but from Section 8.6.3
we do not need this assumption.
If ξ ∈ H(k), then ξ0 := limλ→0 σ(λ)ξ ∈ H(k) and ξ ∈ U(t) ⇔ ξ0 ∈ U(t) (see Appen-
dix G). If M ⊂ X is any set, |M | denotes the set of its closed points. For example, if
C ⊂ X is a curve, in order to simplify the notation, we write |C| instead of C(k), etc.
If C ⊂ H is a curve, one can write [C] = q2(C) · [C2] + q1(C) · [C1] + q0(C) · [C0] where
qi(C) ∈ N (cf. Theorem 1.2). If ξ ∈ H(k) and C := { σ(λ)ξ }
−, then qi(ξ) := qi(C) is called
the complexity of ξ with regard to Ci (see Appendix F).
8.2. Composition series of ideal sheaves
8.2.1. Preliminaries. Let be T = P1k, ξ ∈ H(k), α : T → H the uniquely determined
extension of the morphism λ 7→ σ(λ)ξ, λ ∈ k∗.
We put ξ(λ) = σ(λ)ξ, ξ(0) = limλ→0 σ(λ)ξ, ξ(∞) = limλ→∞ σ(λ)ξ. The image of α is the
curve C = { ξ(λ) | λ ∈ T } = { σ(λ)ξ | λ ∈ k∗ }− ⊂ H, which, at the same time, is a curve
in X × T , flat over T . C is defined by an ideal I ⊂ OX×T and I(λ) := I ⊗T k(λ)↔ ξ(λ).
There is a filtration
(8.1) 0 =M0 ⊂ · · · ⊂ Mℓ = OX/I(1)
such that, possibly after renumbering,
(8.2) Mi/Mi−1 ≃ fi(S/pi)(−di), 1 ≤ i ≤ r,
and for the remaining indices
(8.3) Mi/Mi−1 ≃ gi(S/Pi)(−ei) .
Here fi and gi are forms in S of degree di respectively ei; pi ⊂ S is a graded prime ideal,
which defines a curve in X , and Pi ⊂ S is a prime ideal, which is generated by a 3-
dimensional linear subspace of S1, i.e. Pi is a point in X(k). And in order to simplify the
notation, we delete ∼ (sheafification).
If P1k = Proj k[x, y], then we write k[λ] = k[x/y], i.e. k(λ) = k[x/y]/(x/y − λ), if we
take λ as a parameter in k.
If we apply σ(λ) to eq. (8.1), then we get a filtration of OX×T /I(λ) over T = Spec k[λ]
with quotients
fi(λ)(S ⊗ T/σ(λ)pi)(−di), 1 ≤ i ≤ r,(8.4)
gi(λ)(S ⊗ T/σ(λ)Pi)(−ei) ,(8.5)
where fi(λ) = σ(λ)fi, gi(λ) = σ(λ)gi are forms in S ⊗ k[λ] of degree di respectively ei.
8.2.2. Applying an automorphism. In the following considerations ϕ is any normed
automorphism of H. β : T → H is defined by λ 7→ ϕξ(λ). The image of β is the curve
D := ϕ(C) = { ϕσ(λ)ξ | λ ∈ k∗ }−. One can conceive D as a curve in X × T , flat over T ,
which is defined by an ideal J ⊂ OX×T .
86 8. AUTOMORPHISMS OF H AND THE TAUTOLOGICAL MORPHISM
Now we replace P1k by a suitable small open affine subset T = SpecA ⊂ P
1
k − { 0,∞},
A = k[λ]f , f ∈ k[λ]− (0) and for simplicity write X , J , S, etc. instead of X ×T , J ⊗OT ,
S ⊗A, etc. Then by the lemma in Appendix E we get a filtration
(8.6) 0 =M0 ⊂ · · · ⊂ Mℓ = OX/J
such that the quotients have the form:
(8.7) fi(S/pi)(−ℓi), 1 ≤ i ≤ s,
and for the remaining indices
(8.8) gi(S/Pi)(−mi) .
Here all quotients are flat over T = SpecA; pi ⊂ S is a graded prime ideal, which defines a
curve in X , Pi ⊂ S is a graded prime ideal, generated by a subbundle Li ⊂ S1 (= S1⊗A !)
of rank 3; and fi and gi are forms in S (= S ⊗A !) of degree ℓi respectively mi.
Let q1 ∩ · · · ∩ qn ∩ R be a reduced primary decomposition of J (= J ⊗ A !), where qi
is primary to pi with multiplicity νi, and R is the punctual part, i.e. R is the intersection
of ideals, which are primary to associated primes of OX/J and occur among the Pi in
eq. (8.8). If Pi occurs in eq. (8.8), then J ⊂ Pi (cf. [H1, Prop. 7.4, p. 50]).
As one can choose T sufficiently small, all quotients are flat over T and fi and gi
generate subbundles of Sn⊗A, and OX/R is flat over T with constant Hilbert polynomial.
Hence dimk |V (R)| ≤ 1.
Put D := D ⊗OT . Then
(8.9) |D| =
⋃
|V (pi)| ∪ |V (R)| ∪M ,
where M ⊂ |X × T | is a finite set. Now ϕξ(λ) ↔ Dλ = D ⊗ k(λ) by definition and
Dλ ⊂ X ⊗ k(λ) = P
3 is defined by J (λ) := J ⊗ k(λ).
Let be ξ = σ(1)ξ ↔ I(1) =
⋂
qi ∩ R a reduced primary decomposition, qi primary to
a pi as in eq. (8.2) with multiplicity µi, and R the punctual part. It follows
|C1| =
⋃
|V (pi)| ∪˙ { Pi } ,
where { Pi } is a finite set of isolated points in |V (R)|, which therefore are among the Pi
of (8.3). It follows that
|Cλ| =
⋃
|V (σ(λ)pi)| ∪˙ { σ(λ)Pi } .
Because of |Dλ| ≃ |Cλ| and h(ξ(λ)) = h(ϕξ(λ)) (cf. Thm. 7.1) it follows that
|Dλ| =
⋃
|V (σ(λ)pi)| ∪˙
{
ϕξ(λ)σ(λ)Pi
}
,
where the ϕξ(λ)(σ(λ)Pi) again are different isolated points (as |Dλ| ≃ |Cλ|).
Suppose there is a Pi, which really occurs, e.g. P1. Then C∗1 := { (ξ(λ), σ(λ)P1 }
− ⊂ C
is a curve with L∗-component 1 · L∗. Then D∗1 = ψ(C
∗
1) =
{
(ϕξ(λ), ϕξ(λ)(σ(λ)P1))
}−
⊂ C
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has the L∗-component 1 · L∗, too. Hence κ(D∗1) =
{
ϕξ(λ)(σ(λ)P1)
}−
is a line L1 ⊂ X . In
any case one has
|D ⊗OT | =
⋃
λ
|Dλ| =
⋃
i
⋃
λ
|V (σ(λ)pi)| ∪ ℓ1 ∪ · · · ∪ ℓm ∪ E ,
where λ runs through T , ℓi ⊂ X are lines minus finitely many points, E finite set of points
(possibly there are no such lines and E = ∅).
If one takes λ as a variable, then σ(λ)pi =: pi is a graded prime ideal in S⊗A and the
set of its closed points |V (pi)| ⊂ |X × T | is equal to
⋃
λ |V (σ(λ)pi)|. It follows that
(8.10) |D ⊗ OT | =
⋃
i
|V (pi)| ∪ ℓ1 ∪ · · · ∪ ℓm ∪ E .
Comparing eq. (8.9) and eq. (8.10), it follows that { pi } = { pi }, hence
(8.11) (S ⊗A/pi)⊗ k(λ) = S/σ(λ)pi .
Because of h(ϕ(ξ(λ))) = h(ξ(λ)) the prime ideal σ(λ)pi occurs in the filtration of OX/I(λ)
as many times as in the filtration of OX/J (λ) and r = s.
Put I =
⊕
H0(X, I(n)) and J =
⊕
H0(X,J (n)). The essential point is: Although
the fi and gi and their degrees in (8.4) & (8.5) respectively (8.7) & (8.8) do not agree, one
obtains (with the abbreviation S = S ⊗ A):
(8.12)
(det(S/I)n−1)
−1 ⊗ det(S/I)n =[ r⊗
1
(det(S/σ(λ)pi)n−di−1)
−1 ⊗ det(S/σ(λ)pi)n−di
]
⊗
{⊗
i
S1/σ(λ)Li
}
,
where Li ⊂ k[x, y, z, t]1 is a 3-dimensional subspace and Pi = (Li) the generated ideal.
(8.13)
(det(S/J)n−1)
−1 ⊗ det(S/J)n =[ r⊗
1
(det(S/σ(λ)pi)n−ei−1)
−1 ⊗ det(S/σ(λ)pi)n−ei
]
⊗
{ s⊗
1
S1/Li
}
,
where Li ⊂ A[x, y, z, t]1 is a rank 3-subbundle and Pi = (Li). Now (S/σ(λ)pi)n is globally
generated on T by the monomials in Sn, hence det(S/σ(λ)pi)n can be extended to a uniquely
determined line bundle on P1k. The same is true for S1/Li and S1/σ(λ)Li. The extensions
of [⊗ · · · ] in eq. (8.12) and eq. (8.13) to line bundles on P1k are denoted by An resp. An.
The extensions of {⊗ · · · } to line bundles on P1k are denoted by B resp. B. Hence(
det(S/I)n−1
)−1
⊗ det(S/I)n = An ⊗ B ,(8.14) (
det(S/J)n−1
)−1
⊗ det(S/J)n = An ⊗ B .(8.15)
We now write U = SpecA and T = P1k. Let λ0 ∈ U , ζ0 := ϕσ(λ0)ξ and D0 ={
σ(λλ−10 )ζ0
}−1
. Then instead of eq. (8.12) one gets:
(8.16)
(
det(S/J(λ0))n−1
)−1
⊗ det(S/J(λ0))n = An ⊗B(λ0) ,
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where
B(λ0) :=
s⊗
1
S1 ⊗ A/σ(λλ
−1
0 )Li(λ0) and Li(λ0) = Li ⊗ k(λ0) .
Let Pi(λ) be the prime ideal generated by Li(λ) = Li ⊗ k(λ); let Pi(λ) be the prime ideal
generated by σ(λλ−10 )Li(λ0). Then Pi(λ) is a closed point on Dλ and Pi(λ) is a closed
point on σ(λλ−10 )Dλ0 .
Case 1. Pi(λ) is independent of λ ⇔ (Li ⊗ k(λ0)) = Pi(λ0) is fixed under the Gm-
operation σ(λ).
Case 2. Pi(λ) depends on λ. Then Pi(λ) moves on a line and the intersection number
(of the extension) of S1 ⊗ A/σ(λλ
−1
0 )Li(λ0) with T = P
1 is equal to 1.
Assumption A(0): Until the end of Section 8.6 the curve C ↔ ξ ∈ H(k) has no
isolated point.
N.B. Hence Cλ ↔ σ(λ)ξ and Dλ ↔ ϕσ(λ)ξ have no isolated points, for all λ ∈ T = P1k.
Suppose that Pi(λ) really occurs, but is independent of λ, i.e. Pi(λ) = P0 for all λ ∈ U .
As |Cλ| = |Dλ| for all λ ∈ T = P1 by Theorem 7.1, it follows that P0 ∈ Cλ for all λ ∈ U ,
hence for all λ ∈ T = P1. But then P0 = P0 = (0 : 0 : 0 : 1) or P0 ∈ V (t). From this one
deduces:
Conclusion 8.1. Let be T = P1k. Then (B(λ0) · T ) ≤ (B · T ) and equality if and only
if, for each index i, one of the following cases occurs:
1. { Pi(λ) | λ ∈ T } consists of one and the same point either equal to P0 = (0 : 0 : 0 : 1)
or lying on E = V (t).
2. { Pi(λ) }
− is a line in X and { Pi(λ) }
− is a line in X . 
8.3. Additional assumption
Let be T = P1k, U = SpecA as in Section 8.2.
Assumption A(λ0): λ0 ∈ U = SpecA and in Conclusion 8.1 one has equality.
8.3.1. Suppose A(0) and A(λ0) are fulfilled. Because of |Cλ| ≃ |Dλ|, for all λ ∈ k∗,
the curve Dλ has no isolated points. The assumption A(λ0) implies that either Pi(λ) is
a single point, independent of λ, or Pi(λ) moves on a line ℓi. We consider this last case.
Now Pi(λ) ∈ |Dλ| and |Cλ| = |Dλ| for all λ ∈ U (cf. Thm. 7.1). It follows that Pi(λ) moves
on a line ℓi, which lies on the cylinder over π(C1) = π(D1), where π is the projection from
P0 onto E = V (t), defined by σ(λ). Hence ℓi is a line through the point P0.
Now by assumption (c.f. Section 8.1) P0 6∈ C, hence a line through P0 intersects the
curve C in at most finitely many points. Let be ℓi ∩ |C1| = {Rν }, Rν ∈ X(k) distinct
from each other. Because of σ(λ)C1 = Cλ one gets ℓi ∩ |Cλ| = { σ(λ)Rν }; as |Cλ| = |Dλ| it
follows that ℓi ∩ |Dλ| = { σ(λ)Rν } for all λ ∈ U .
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Suppose Pi(λ0) = σ(λ0)Rj and I := { λ ∈ U | |λ− λ0| < ε }. Choose ε ∈ R so that
{ σ(λ)Rν | λ ∈ I } ∩ { σ(λ)Rµ | λ ∈ I } = ∅ for all µ 6= ν. As Pj(λ) continuously depends
on λ, from Pi(λ0) = σ(λ0)Rj it follows that Pi(λ) = σ(λ)Rj for all λ ∈ I, hence
(8.17) Pi(λ) = σ(λλ
−1
0 )Pi(λ0) for all λ ∈ U .
Conclusion 8.2. If A(0) and A(λ0) are fulfilled:
(a) Li(λ) := Li ⊗ k(λ) = σ(λλ
−1
0 )Li(λ0) for all i and all λ ∈ U .
(b) If B :=
⊗s
1 S1 ⊗ T/Li, T = P
1
k, then B(λ) := B ⊗ k(λ) =
⊗s
1 S1/σ(λλ
−1
0 )Li(λ0) for all
λ ∈ T .
Here σ(0)Li(λ0) := lim
λ→0
σ(λ)Li(λ0) and σ(∞)Li(λ0) := lim
λ→∞
σ(λ)Li(λ0). 
8.4. The morphisms α, β, γ
8.4.1. Let be T = P1k − { 0,∞} and α : P
1 → H, β : P1 → H, defined as in 8.2.1
resp. 8.2.2 by λ 7→ ξ(λ) = σ(λ)ξ resp. β = ϕ ◦ α. If λ0 ∈ T (not necessarily λ0 ∈ U),
then γ : P1 → H is defined by λ 7→ σ(λλ0)ϕ(σ(λ0)ξ). The injectivity of α follows from
the assumption in Section 8.1. If σ(λλ−10 )ϕ(σ(λ0)ξ) = σ(µλ
−1
0 )ϕ(σ(λ0)ξ), applying h and
using Theorem 7.1 gives σ(λ)h(ξ) = σ(µ)h(ξ), hence λ = µ. It follows that α, β, γ are
injective.
As we had put ζ0 = ϕσ(λ0)ξ and D0 =
{
σ(λλ−10 )ζ0
}−
, the argumentation also shows:
deg(h|C) = deg(h|D) = deg(h|D0) = 1 and h(C) = h(D) = h(D0) .
If
D0 ∼ q2(D0) · C2 + q1(D0) · C1 + q0(D0) · C0 ,
then
[h(D0] = q2(D0) · [h(C2] = [h(C)] = q2(C)[h(C2)] ,
and ditto with D instead of D0. Finally we can interpret eq. (8.14)–eq. (8.16) by means of
α, β, γ and we get:
Conclusion 8.3. Even if A(0) or A(λ0) is not assumed, one has for every λ0 ∈ T =
P1k − {0,∞}:
(a) α|T , β|T , γ|T are injective,
(b) q2(C) = q2(D) = q2(D0),
(c) An⊗B = α∗(M
−1
n−1⊗Mn); An⊗B = β
∗(M−1n−1⊗Mn) and An⊗B(λ0) = γ
∗(M−1n−1⊗
Mn) . 
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8.4.2. Let be T = P1k. Then Conclusion 8.1 gives
(An · T ) + (B(λ0) · T ) = (An ⊗ B(λ0) · T ) = (γ
∗M−1n−1 ⊗Mn · T )
= deg(γ) · (M−1n−1 ⊗Mn · D0) = q2(D0)(n− d+ 1) + q1(D0)
≤ (An · T ) + (B · T ) = (An ⊗ B · T ) = (β
∗M−1n−1 ⊗Mn · T )
= deg(β) · (M−1n−1 ⊗Mn · β(T )) = (M
−1
n−1 ⊗Mn · D)
= q2(D)(n− d+ 1) + q1(D) .
We sum up:
Lemma 8.1. (a) Without assuming A(0) or A(λ0), for each λ0 ∈ T = P1k −{0,∞} one
has:
α|T , β|T , γ|T are injective, q2(C) = q2(D) = q2(D0) and q1(D0) ≤ q1(D).
(b) If A(0) is supposed and T := P1k, the following statements are equivalent:
(i) A(λ0) is fulfilled, i.e. (B(λ0) · T ) = (B · T ).
(ii) q1(D0) = q1(D).
(iii) The line bundles B =
⊗s
1 S1 ⊗ T/Li and B(λ0) =
⊗s
1 S1 ⊗ T/σ(λλ
−1
0 )Li(λ0) on
T are indentical, i.e.
Li(λ) = Li ⊗ k(λ) = σ(λλ
−1
0 )Li(λ0) for all λ ∈ T and all i.
(c) If n ≥ d, denote by f the tautological morphism, which is defined by M−1n−1 ⊗Mn.
If A(0) is fulfilled and A(λ0) is fulfilled by an element λ0 ∈ U , then f(D) = f(D0).
Proof. (a) has just been stated before, and in Part (b) the equivalence of (i) and
(ii) follows from the preceding computation. If we assume (i), then (iii) follows from
Conclusion 8.2 and (iii)⇒ (i) is trivial. As to Part (c), asAn⊗B⊗k(λ) = An⊗B(λ0)⊗k(λ)
by Conclusion 8.2, one has f(ϕσ(λ)ξ) = f(σ(λλ−10 )ζ0) for all λ in an open subset of T ,
hence (c) follows. 
We still suppose A(0) and A(λ0). By Lemma 8.1c), for λ ∈ k∗ there is a µ ∈ P1 and
for µ ∈ k∗ there is a λ ∈ P1 such that
(8.18) f(ϕσ(λ)ξ) = f(σ(µ)ϕσ(λ0)ξ)
and hence h(ϕσ(λ)ξ) = h(σ(µ)ϕσ(λ0)ξ). We show that then µ (resp. λ) is in k
∗, too: If
µ = 0 or µ =∞, then ζ0/∞ := σ(µ)ϕ(σ(λ0)ξ) would be fixed by Gm, hence h(ζ0/∞) would be
fixed by Gm, as h isGm-equivariant. It would follow that h(ϕσ(λ)ξ) = h(σ(λ)ξ) = σ(λ)h(ξ)
is invariant under Gm, and hence h(ξ) would be invariant under Gm, which is not the case
by assumption (cf. Section 8.1). On the other hand, if one starts with µ ∈ k∗ and supposes
λ = 0 or λ =∞, then
h(ξ0/∞) = h(σ(λ)ξ0,∞) = σ(λ)h(ξ0/∞) = σ(λ)h(σ(µ)ϕσ(λ0)ξ)
= σ(λµ)h(ϕσ(λ0)ξ) = σ(λµ)h(σ(λ0)ξ) = σ(λµλ0)h(ξ) for all λ ∈ k
∗ .
Then h(ξ) again would be Gm-fixed. We get
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Conclusion 8.4. If in eq. (8.18) λ ∈ k∗ (resp. µ ∈ k∗), then µ ∈ k∗ (resp. λ ∈ k∗).

We draw further consequences: As h is equivariant with respect to Gm and ϕ leaves
invariant the fibers of h (cf. Thm. 7.1), one has h(ϕσ(λ)ξ) = h(σ(λ)ξ) = σ(λ)h(ξ) and
h(σ(µ)ϕσ(λ0)ξ) = σ(µλ0)h(ξ), hence λ = µλ0, and eq. (8.18) can be written as
(8.19) f(ϕσ(λ)ξ) = f(σ(λλ−10 )ϕσ(λ0)ξ) for all λ ∈ P
1 .
If λ = 1, one gets f(ϕ(ξ)) = f(σ(λ−10 )ϕσ(λ0)ξ), hence f(σ(λ)ϕ(ξ)) = f(σ(λλ
−1
0 )ϕσ(λ0)ξ)
for all λ.
Conclusion 8.5. Assume that A(0) and A(λ0) are fulfilled. Put E := { σ(λ)ϕ(ξ) }
−.
Then
(a) f(σ(λ)ϕ(ξ)) = f(ϕσ(λ)ξ) for all λ ∈ P1,
(b) f |
◦
D and f |
◦
E is injective,
(c) qi(ϕ(ξ)) = qi(ξ) for i = 1, 2.
Proof. (a) follows from eq. (8.19) and the foregoing computation.
(b) follows by the same argumentation as in Section 8.4.1, as the isotropy of h(ξ) = h(ϕ(ξ))
is trivial by assumption.
(c) follows from Lemma 8.1a, if i = 2.
Write
C ∼ q2C2 + q1C1 + q0C0 ∼ D and E ∼ p2C2 + p1C1 + p0C0 .
Let be g : H→ P the morphism defined by L =M−1n−1⊗Mn, n ≥ d. By Corollary 3.2
the restrictions g|
◦
D and g|
◦
E are injective, too.
Hence
q2(L · C2) + q1(L · C1) + q0(L · C0) = (L · C)
= (L · D) = (f ∗OP(1) · D) = (OP(1) · f(D)) = (OP(1) · f(E))
= (L · E) = p2(L · C2) + p1(L · C1) + p0(L · C0) .
It follows that q2(n− d+ 1) + q1 = p2(n− d+ 1) + p1, hence q1 = p1. 
8.5. Eliminating the assumption A(λ0)
We now consider the case that A(0) is fulfilled but A(λ0) is not fulfilled for any λ0 ∈ U .
Let be V := β(U); this is an open non-empty subset of D and from Lemma 8.1 it
follows that q1(ζ) < q1(D) for all ζ ∈ V .
Suppose there is η0 ∈
◦
D= D−{ ϕ(ξ0), ϕ(ξ∞) } such that q1(D) ≤ q1(η0). As q2(η) = q2(η0)
for all η ∈
◦
D by Lemma 8.1, from Conclusion F.2 in Appendix F it follows that there is
an open neighborhood V0 of η0 in D such that q1(D) ≤ q1(η0) ≤ q1(η) for all η ∈ V0. As
V ∩ V0 6= ∅, this gives a contradiction.
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It follows that q1(ζ) < q1(D) for all ζ ∈
◦
D. Now from q1(D) = q1(C) = q1(ξ) follows
that
(8.20) q1(ζ) < q1(ξ) for all ζ ∈
◦
D .
Conclusion 8.6. Assume A(0) is fulfilled, but if λ0 ∈ U , then A(λ0) is not fulfilled.
Then q1(ϕ(ξ)) < q1(ξ). 
From Conclusion 8.5 and Conclusion 8.6 one obtains:
Conclusion 8.7. Assume A(0). Then either q1(ϕ(ξ)) = q1(ξ) or q1(ϕ(ξ)) < q1(ξ).

Let ξ ↔ C and ϕ(ξ)↔ D. As C(k) and D(k) are isomorphic, D has no isolated points.
As h(ϕ(ξ)) = h(ξ) by Theorem 7.1, t is general for D and ϕ(ξ) fulfills the assumptions
of Section 8.1. Hence from Conclusion 8.7 applied to ϕ−1 and ϕ(ξ) instead of ϕ and ξ
it follows that q1(ϕ
−1ϕ(ξ)) = q1(ϕ(ξ)) or q1(ϕ
−1ϕ(ξ)) < q1(ϕ(ξ)) i.e. q1(ξ) = q1(ϕ(ξ)) or
q1(ξ) < q1(ϕ(ξ)). It follows that q1(ϕ(ξ)) = q1(ξ).
Lemma 8.2. Assume A(0). Then one has:
(a) qi(ϕ(ξ)) = qi(ξ) if i = 1, 2.
(b) f(σ(λ)ϕ(ξ)) = f(ϕσ(λ)ξ) for all λ ∈ P1.
Proof. (a) has just been proved. If there were no λ0 ∈ U such that A(λ0) is true,
then Conclusion 8.6 gives q1(ϕ(ξ)) < q1(ξ), contradicting (a). Then (b) follows from
Conclusion 8.5 . 
8.6. The restriction morphism
It is defined by r : U(t)→ Hd = Hilbd(P2), I 7→ I ′ = I + tOX(−1)/tOX(−1).
8.6.1. Let ξ ∈ H(k) be adapted. We assume A(0). As ξ0 ∈ U(t) and ϕ(ξ0) ≡ ξ0 by
Proposition 6.1, it follows that ϕσ(λ)ξ ∈ U(t) for almost all λ ∈ k, including λ = 0. By
Lemma 8.2 f(σ(λ)ϕ(ξ)) = f(ϕσ(λ)ξ), hence from Lemma 3.1 it follows that
r(ϕ(ξ)) = r(σ(λ)ϕ(ξ)) = r(ϕσ(λ)ξ) −−→
λ→0
r(ϕ(ξ0)) = r(ξ0) = r(ξ) .
Conclusion 8.8. If ξ ∈ H(k) is adapted, A(0) is fulfilled, ϕ ∈ N , ξ ↔ I, ϕ(ξ)↔ J ,
then I ′ = J ′. 
8.6.2. Let ξ ↔ C be as before. As P0 = (0 : 0 : 0 : 1) 6∈ C, the ideal (x, y, z) is
not associated to I. Put R = k[x, y, z] and let be L the set of ℓ ∈ R1 such that ℓ is
not in any associated prime of I. Then L is Zariski-open in R1. Fix ℓ ∈ L and define
uα : x 7→ x, y 7→ y, z 7→ z, t 7→ t− αℓ. Then for almost all α ∈ k, including α = 0, t+ αℓ
is general for ξ, i.e. t + αℓ is not in any associated prime of I, i.e. one has uα(ξ) ∈ U(t).
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As P0 is fixed by uα, one has P0 6∈ uα(C). Finally from Corollary A.2 in Appendix A it
follows that h(uα(ξ)) has trivial Gm-isotropy, hence uα(ξ) is adapted for all α ∈ A, where
A is a set, which depends on ξ and ℓ and is equal to k minus finitely many elements. If
α ∈ A, then by Conclusion 8.8 one has r(uα(ξ)) = r(ϕuα(ξ)) for all ϕ ∈ N .
8.6.3. In Section 8.1 we started from an arbitrary η ∈ H(k), took a suitable g ∈ G =
GL(4, k) to get an adapted ξ = g(η). It follows that
r(uαg(η)) = r(ϕuαg(η)) = r(uαgg
−1u−1α ϕuαg(η)) for all ϕ ∈ N ,
hence
r(uαg(η)) = r(uαgϕ(η))
for all ϕ ∈ N . If η ↔ I, ϕ(η)↔ J , this equation can be written as
uαg(I) ≡ uαg(J ) mod t ,
which is equivalent to
I ≡ J mod g−1u−1α (t) .
Now { g−1u−1α (t) } is a Zariski-dense set of linear forms in P(S1), and one obtains:
Conclusion 8.9. Let ξ ∈ H(k) be any point such that the curve C ↔ ξ has no
isolated points. If ϕ is any normed automorphism and ξ ↔ I and ϕ(ξ)↔ J are the ideals
corresponding to ξ resp. ϕ(ξ), then I + ℓOX(−1)/ℓOX(−1) = J + ℓOX(−1)/ℓOX(−1) for
all linear forms ℓ in a Zariski-dense subset of S1. 
N.B. In this conclusion, there is no assumption that ξ is adapted, so in the rest of this
Chapter 8 ξ is not assumed to be adapted.
8.6.4. We need a simple general lemma and first have to introduce some notations.
Let be S = k[x, y, z, t]. We say a statement is true for Zariski-many linear forms ℓ ∈ S1,
if there is a set L ⊂ S1, which is dense in S1 ≃ A
4 in the Zariski-topology, such that the
statement is true for all ℓ ∈ L.
Let be X = ProjS and I ⊂ OX an ideal, and ℓ ∈ S1 − 0. We write I ∈ U(ℓ), if ℓ is
a non-zero divisor of OX/I, or equivalently, if ℓ does not lie in an associated prime ideal
of OX/I. We write I ′ = I + ℓOX(−1)/ℓOX(−1) only if I ∈ U(ℓ). If I ⊂ OX is an ideal,
which defines a curve C ⊂ X , then one can write I = N ∩R, where N is a CM-ideal and
R is the punctual part. We write N = CM(I).
Lemma 8.3. Let be I,J ⊂ OX two ideals, which define curves in X. If I ′ = J ′ for
Zariski-many ℓ ∈ S1, then the CM-parts of I and J are equal.
Proof. Put M = { K ⊂ OX | I ′ = J ′ = K′ for Zariski-many ℓ ∈ S1 }. Let M ∈ M
be a maximal element. Then I + J ⊂M and M is a CM-ideal. The sequence
0 −→ (OX/M)(−1)
·ℓ
−→ OX/M−→ OY /M
′ −→ 0
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where Y := Proj(S/ℓS(−1)), is exact for Zariski-many ℓ, andM′ = I ′. If P (n) = dn−g+1
and p(n) = δn− γ + 1 are the Hilbert polynomials of OX/I respectively of OX/M, then
from p(n)−p(n−1) = δ = d if n≫ 0 it follows that P (n)−p(n) = c is a constant ≥ 0, and
M/I has the Hilbert polynomial c. Thus M/I is artinian and we can write I =M∩R,
R the punctual part. In the same way we get J =M∩S, S the punctual part. 
8.6.5. We apply Lemma 8.3 to the situation of Conclusion 8.9 and we get:
Lemma 8.4. Let ξ ∈ H(k) be a point such that the curve C ↔ ξ has no isolated points.
Let be ϕ ∈ N and I ↔ ξ and J ↔ ϕ(ξ). Then the CM-parts of I and J are equal. 
Proposition 8.1. If ξ ∈ H(k) and I ↔ ξ is a CM-ideal, then ϕ(ξ) = ξ for all normed
automorphisms ϕ of H.
Proof. From Lemma 8.4 it follows that ϕ(ξ)↔ J = I ∩R, where R is the punctual
part of J . As the Hilbert polynomials of I and J are equal, it follows that I = J . 
Remark. In Corollary 8.1 there is a more general formulation of Proposition 8.1.
8.7. Eliminating the assumption A(0)
8.7.1. First step. The isolated points are simple points.
This means we can write ξ ↔ I = K0 ∩ R where the curve C0 defined by K0 ⊂ OX has
no isolated points and the subscheme of X defined by R consists of s simple points Pi not
on C0. Choose a fixed point P0 ∈ C and put Pi(λ) = P0 + λ(Pi − P0). If P0 is general
enough, then I(λ) := K0
⋂s
1 Pi(λ) defines a curve Cλ ⊂ X with Hilbert polynomial P (n)
for all λ ∈ U , where U ⊂ T := P1k is open and non-empty. Then λ 7→ I(λ) defines a map
U → H, which uniquely extends to a map α : T → H, which is injective on U . Denote
ξ(λ) = α(λ) and C = { ξ(λ) | λ ∈ T }. Now OX/I(λ) = OX/K0
⊕s
1OX/Pi(λ) for all λ ∈ U
and Li = { OX/Pi(λ) | λ ∈ T } is a line in X . It follows that
(8.21) (Mn · C) = s · n .
Let be β = ϕ ◦ α, ϕξ(λ) ↔ J (λ) and ϕ(C) = D = { Dλ }, where Dλ ⊂ X is defined by
J (λ). Let ψ be the automorphism of the universal curve C, which is induced by ϕ. As ψ
induces an isomorphism |Cλ| ≃ |Dλ|, if λ ∈ U then one has
J (λ) = K(λ)
s⋂
1
Pi(λ) ,
where the Pi(λ) are s distinct points not on V (K(λ)). Here K ⊂ OX×U is an ideal such
that L := OX×U/K is flat over U , hence has a unique extension all over T , which we denote
by the same letter. Pi ⊂ OX×U is an ideal such that Li = OX×U/Pi is flat over U , hence
has a unique extension all over T , which we again denote by the same letter.
Now h(ξ) = h(ξ(λ)) = h(ϕ(ξ(λ)))(cf. Theorem 7.1), hence V (K(λ)) = V (K0) = C0 for
all λ ∈ T . If one puts C∗ = { (ξ(λ), P1(λ)) | λ ∈ T } ⊂ C, then [C∗] has the component 1·L∗,
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hence the same is true for ψ(C∗) = { (ϕξ(λ),P1(λ)) | λ ∈ T }. The usual argumentation
shows that P1(λ) moves on a line in X . If F is the structure sheaf of D, one has F ⊗OU =
(L
⊕s
1 Li)
⊗
OU . It follows that L has the Hilbert polynomial P (n) − s and Li has the
Hilbert polynomial 1, hence Pi(λ) is a simple point moving on a line, which we denote by
Li, too.
Let be p : X × T → T the projection. Then
p∗F(n)⊗OU = p∗L(n)⊗OU
⊕
i
p∗Li(n)⊗OU ,
hence
(8.22)
∧˙
p∗F(n)⊗OU =
∧˙
p∗L(n)⊗OU
⊗
i
p∗Li(n)⊗OU .
As p∗F(n), p∗L(n), p∗Li(n) are globally generated by the monomials in Sn, if n ≫ 0, the
extensions of the single factors in eq. (8.22) are uniquely determined line bundles, and
eq. (8.22) holds true, if U is replaced by T . It follows that
(Mn · D) = deg(β)(Mn · D) = (β
∗Mn · T )
=
(∧˙
p∗F(n) · T
)
=
(∧˙
p∗L(n) · T
)
+
∑
(p∗Li(n) · T ) .
Li is a line in X , hence (p∗Li(n) · T ) ≥ n. As C ∼ D, one has (Mn · C) = (Mn · D). And
then from eq. (8.21) one deduces that (p∗Li(n) · T ) = n and
(∧˙
p∗L(n) · T
)
= 0. It follows
that K ⊂ OX is a fixed ideal such that OX/K has the Hilbert polynomial P (n) − s. If
J (λ) ⊂ OX is the ideal, which defines Dλ, then J (λ) ⊂ K for all λ ∈ T . If M := CM(K)
is the CM-part of K, then J (λ) ⊂ M, hence CM(J (λ)) = M for all λ ∈ T , hence
J0 = limλ→0J (λ) also has the CM-part M.
Put N := CM(I) = CM(K0). As I(λ) ⊂ N for all λ ∈ U , one has I0 := limλ→0 I(λ) ⊂
N and hence CM(I0) = N . Now ξ0 = limλ→0 ξ(λ) ↔ I0 corresponds to a curve without
isolated points, and as ϕξ(λ) → ϕ(ξ0) ↔ J0, by Lemma 8.4 it follows that CM(I0) =
CM(J0).
Conclusion 8.10. Assume that ξ ∈ H(k) corresponds to an ideal I such that the
isolated points of V (I) are simple. Then ϕ(ξ) corresponds to an ideal J such that V (J )
has the same number of isolated points and CM(I) = CM(J ). 
8.7.2. Second step. Let N ⊂ OX be a CM-ideal. Suppose that for the Hilbert
polynomial p(n) of OX/N one has P (n)− p(n) = s > 0 is a fixed number. Suppose that t
is not a zero-divisor of OX/N . Let Gm operate by σ(λ) : x 7→ x, y 7→ y, z 7→ z, t 7→ λt
and put N ′ = N + tOX(−1)/tOX(−1). Then N0 := lim
λ→0
σ(λ)N = (N ′)∗ ∩ R0 and R0 is
primary to P0 = (x, y, z) (see Lemma G.3).
Let P1, . . . , Ps ∈ X −
[⋃
λ∈k∗ V (σ(λ)N ) ∪ V (N0) ∪ V (t)
]
be distinct closed points and
put R =
⋂s
1 Pi (we identify the points with the corresponding ideals, as usual).
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Put I = N ∩R and I(λ) = (σ(λ)N ) ∩ R ↔ ξ(λ). This is a closed point of H for all
λ ∈ k∗. Then from Conclusion 8.10 one gets ϕξ(λ)↔ σ(λ)N ∩Sλ for all λ, where Sλ ⊂ OX
has colength s and V (Sλ) consists of s distinct points not on V (σ(λ)N ). Let P ∈ V (R)
be a fixed point, let C∗ = { (ξ(λ), P ) }−. Then ψ(C∗) =
{
(ϕξ(λ), ϕξ(λ)(P ))
}−
and [ψ(C∗)]
has no L∗-component, as [C∗] has no L∗-component. Now ψ induces an isomorphism
|V (σ(λ)N ∩R)| ≃ |V (σ(λ)N ∩ Sλ)| and hence ϕξ(λ)(P ) ∈ V (Sλ) is independent of λ. As
ϕξ(λ) induces an isomorphism, ϕξ(λ)(Pi) = ϕξ(λ)(Pj) implies Pi = Pj . It follows that Sλ = S
for all λ, where S = P ′1 ∩ · · · ∩ P
′
s and the P
′
i are distinct and not in V (σ(λ)N ). Suppose
there is a number 1 ≤ r ≤ s such that P ′i ∈ V (N0), if 1 ≤ i ≤ r and P
′
i 6∈ V (N0), if r < i.
Put S1 =
⋂r
1 P
′
i , S2 =
⋂s
r+1 P
′
i , and take p ∈ I :=
∏r
1 P
′
i . It follows that
p · σ(λ)N ⊂ (σ(λ)N ) ∩ S1 ⊂ σ(λ)N
⇒ lim
λ→0
p · σ(λ)N ⊂ lim
λ→0
[(σ(λ)N ) ∩ S1] ⊂ lim
λ→0
σ(λ)N
⇒ p · N0 ⊂ L := lim
λ→0
[(σ(λ)N ) ∩ S1] ⊂ N0
⇒ V (p · N0) ⊃ V (L) ⊃ V (N0) for all p ∈ I
⇒ V (I · N0) ⊃ V (L) ⊃ V (N0) .
As V (I · N0) = V (I) ∪ V (N0) = V (N0), one has V (L) = V (N0). Now
ϕ(ξ(λ))↔ J (λ) = σ(λ)N ∩ S1 ∩ S2
and V (σ(λ)N ∩ S1) ∩ V (S2) = ∅ for all λ. Clearly one has
I0 ↔ ξ0 := lim
λ→0
ξ(λ)↔ N0 ∩R ,
hence ϕ(ξ0) = limλ→0 ϕ(ξ(λ))↔ J0 := limλ→0 J (λ) = L ∩ S2, as V (L) ∩ V (S2) = ∅.
On the other hand, ξ0 ↔ N0∩R = (N ′)∗∩R0∩R, and from Lemma 6.3 and Lemma 6.4
it follows that that ϕ(ξ0) ≡ ξ0. But this implies that |V (I0)| = |V (N0)| ∪˙ |V (R)| is equal to
|V (J0)| = |V (L)| ∪˙ |V (S2)| = |V (N0)| ∪˙ |V (S2)| from which s = s−r follows, contradiction.
It follows that V (N0)∩V (S) = ∅, hence J0 = limλ→0(σ(λ)N ∩S) = N0∩S. Now from
|V (I0)| = |V (J0)| follows S = R, hence ϕξ(λ)↔ σ(λ)N ∩R for all λ ∈ k∗.
Conclusion 8.11. Assume ξ ∈ H(k) corresponds to an ideal I = N ∩ P1 ∩ · · · ∩ Ps,
where N is a Cohen-Macaulay ideal, t is not a zero-divisor of OX/N and Pi ∈ X are
distinct closed points not in
[⋃
λ∈k∗ V (σ(λ)N ) ∪ V (N0) ∪ V (t)
]
, N0 := lim
λ→0
σ(λ)N . Then
for each normed automorphism ϕ one has ϕ(ξ) = ξ. 
8.8. The result
Theorem 8.1. Let k = C be the ground field, H = HilbP (P3k), P (n) = dn − g + 1,
d ≥ 6 and g ≤ g(d). Let f be the morphism H→ P defined by M−1n−1⊗Mn for any n ≥ d.
If ξ ∈ H(k), then for every normed automorphism ϕ of H one has f(ϕ(ξ)) = f(ξ).
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Proof. 1◦ Suppose ξ ∈ U(t). If ξ ↔ I = N ∩R, N is the CM-part, R the punctual
part. Then from Conclusion 8.11 it follows that N fulfills the assumption of Lemma 6.4,
hence ϕ(ξ) ≡ ξ.
2◦ Suppose ξ ∈ H(k) arbitrary. Take a g ∈ GL(4, k) such that g(ξ) ∈ U(t), hence
ϕg(ξ) ≡ g(ξ) for all ϕ ∈ N . By Lemma 6.1 one has g−1ϕg(ξ) ≡ ξ for all ϕ ∈ N ,
hence ϕ(ξ) ≡ ξ for all ϕ ∈ N . 
Remark. (Notations and assumptions as before.) Theorem 8.1 says that each normed
automorphism ϕ leaves invariant the reduced fibers of each tautological morphism. Then
from Proposition 3.1 and Corollary 3.2 one obtains the following formulation of Theo-
rem 8.1: Let ξ ∈ H(k) correspond to the ideal I = J ∩R, where J is the Cohen-Macaulay
part and R =
⋂
Qi is the punctual part such that the Qi are primary to ideals Pi, which
correspond to different closed points of P3k. Then ϕ(ξ) corresponds to the ideal J ∩ R
′,
where R′ =
⋂
Q′i, the Q
′
i are Pi-primary and length(J /J ∩ Qi) = length(J /J ∩ Q
′
i) for
all i.
Corollary 8.1. Assume as before k = C is the ground field, d ≥ 6 and g ≤ (d−2)2/4.
Let H be the Hilbert scheme, which parametrizes the curves with degree d and genus g in the
projective space P3k . Let H
CM, respectively Hcm, be the open, non-empty subscheme of H,
whose closed points correspond to curves without embedded or isolated points, respectively
to curves without embedded points. Then the restriction of a k- automorphism of H to
HCM, respectively to Hcm, is induced by a linear transformation of P3k, which is uniquely
determined by the automorphism.
Proof. With the same notations as before let ξ ∈ H(k) correspond to the ideal I ⊂
OP3 , which does not define a pure curve. Then there is an ideal J ⊂ OP3 such that I ⊂ J
has finite colength, hence there is such an ideal with Hilbert polynomial q(T ) = Q(T ) + 1.
Let F be the Flag-Hilbert scheme as in the proof of Conclusion 2.7, now with q(T ) instead
of Q∗(T ). One defines HCM as the complement of the image of the projection π from F
to H. Then Theorem 8.1 implies that HCM(k) is pointwise invariant under each normed
automorphism of H, and hence the same is true for HCM. As for the non-emptiness of
HCM, this follows from a theorem of Hartshorne [H2]. The condition c) on p. 3 of this
paper is fulfilled for d ≥ 6, and thus HCM is not empty. As to Hcm, let U0 be the set
of ξ ∈ H such that dim(f−1f(ξ)) = 0. This is an open and nonempty subset of H (see
R.Vakil, FOAG, thm.11.4.2 ), and from Aux- Lemma 3.3 it follows that U0(k) is the set of
points ξ ∈ H(k) such that the fiber f−1(f(ξ)) consist only of the point ξ. Theorem 8.1 says
that each ϕ ∈ N leaves the fibers of f fixed, hence U0(k) is pointwise fixed by N , and the
same is true for U0. If I understand correctly, the answer of J. Starr to the mathoverflow
question: ”‘Being Cohen-Macaulay open in Hilbert scheme?”’ Aug. 2, 2016 shows that
Hcm is open in H, too. 
Remark. Probably U0 is equal to H
cm, but I can not prove this.
APPENDIX A
Linear projections and Gm-actions
A.1. Description of the linear projection
Let k be an algebraically closed field, S = k[x, y, z, t] and X = Proj(S) = P3. Each
maximal graded prime ideal P 6= S+ of S corresponds to a point P ∈ P3, which is denoted
by P ↔ P . If P = (ℓ1, ℓ2, ℓ3), ℓi ∈ S1, 1 ≤ i ≤ 3, linearly independent, then P ↔ P =
(p0 : · · · : p3) is the point in X(k) such that ℓi(P ) = 0, 1 ≤ i ≤ 3. We often identify P and
P , i.e. we also denote with P (respectively with P ) the corresponding point (respectively
the corresponding prime ideal).
Let π = (P,E) be the linear projection from the point P ↔ P onto the plane E = V (ℓ),
where ℓ ∈ S1 is a linear form. We want to describe, how π can be defined by a Gm-action
on X .
If g ∈ G := Autk(S1), then g acts as an automorphism of S on X and the action
on X(k) is defined by g(p0 : · · · : p3) = (p0 : · · · : p3)M(g
−1), where M(−) denotes the
corresponding matrix with respect to the k-basis {x, y, z, t} of S1.
As P 6∈ E, one has 〈ℓ1, ℓ2, ℓ3, ℓ〉 = S1 and we take any g ∈ G such that g(P) = P0 :=
(x, y, z) ↔ (0 : 0 : 0 : 1) =: P0 and get g(ℓ) = t. If σ(λ) : x 7→ x, y 7→ y, z 7→ z, t 7→ λt,
λ ∈ k∗, is the “usual” Gm-action on S, and if g is the linear transformation just mentioned,
we put τ(λ) := g−1 ◦ σ(λ) ◦ g. Then one has the following simple
Lemma A.1. If Q ∈ P3(k)− {P}, then π(Q) = lim
λ→∞
τ(λ)(Q) .
Proof. If ℓ = (P,Q) is the line connecting P and Q, then the intersection R = ℓ ∩ E
is equal to π(Q), hence g(ℓ) = (g(P ), g(Q)) and g(R) = g(ℓ) ∩ V (t).
Case 1. Q ∈ E. Then g(Q) ∈ V (t) and g−1σ(λ)g(Q) = g−1g(Q) = Q for all λ ∈ k∗.
Case 2. Q 6∈ E. Then g(Q) 6∈ V (t) and if one assumes g(Q) = P0 = (0 : 0 : 0 : 1) =
g(P ), then Q = P follows, contradiction. It follows that g(Q) is not invariant under σ(λ),
hence h := { σ(λ)g(Q) | λ ∈ k∗ }− is a line in X , which connects σ(1)g(Q) = g(Q) and
limλ→0 σ(λ)g(Q). As σ(λ)g(Q) = g(Q)M(σ(λ
−1)) → P0 = (0 : 0 : 0 : 1) if λ → 0, h is the
line through g(Q) and g(P ), i.e. h = g(ℓ). It follows that { g−1σ(λ)g(Q) | λ ∈ k∗ }
−
= ℓ
and g(R) = g(ℓ) ∩ g(E) = { σ(λ)g(Q) }− ∩ V (t). If one assumes σ(λ)g(Q) ∈ V (t) with
λ ∈ k∗, then g(Q) ∈ V (t) and Q ∈ E would follow. As we have already noted above
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σ(λ)g(Q) → P0 6∈ V (t) if λ → 0, it follows that g(R) = lim
λ→∞
σ(λ)g(Q), which implies
R = lim
λ→∞
τ(λ)Q. 
A.2. Notations
Let the curve C ⊂ X be defined by the ideal I ⊂ OX . We say that the linear form
ℓ ∈ S1 is general for C (or I, or OX/I), if the sequence
(A.1) 0 −→ (OX/I)(−1)
µ
−→ OX/I −→ OX′/I
′ −→ 0
is exact. Here µ is the multiplication by ℓ, S ′ = S/ℓS(−1), X ′ = ProjS ′ ≃ P2k, I
′ =
I + ℓOX(−1)/ℓOX(−1) is an ideal on X
′. An equivalent condition is that ℓ 6∈
⋃
Pi, where
Pi are the associated prime ideals of I (i.e. associated prime ideals of OX/I), which may
have the dimension 0 or 1. It follows that there are Zariski-many linear forms, which are
general for C. And the same is true, if one simultaneously considers finitely many such
curves.
The sequence (A.1) will occur quite often and we denote I ′ the restriction ideal with re-
spect to the hyperplane section V (ℓ) (or with respect to the canonical restriction morphism
r : S → S ′ etc.).
A.3. Varying the plane of projection
If we replace V (t) by V (t−αℓ), where ℓ = ax+ by+ cz and hold the point P0 = (0 : 0 :
0 : 1) fixed, according to A.1, the projection πα from P0 to Eα = V (t−αℓ) is defined by the
Gm-operation τ(λ) = u
−1◦σ(λ)◦u, where u : x 7→ x, y 7→ y, z 7→ z, t 7→ t+αℓ. If P = (p0 :
p1 : p2 : p3), a simple computation gives τ(λ)P = (p0 : p1 : p2 : γap0+γbp1+γcp2+λ
−1p3),
where γ := α(1−λ−1), hence πα(P ) = (p0 : p1 : p2 : α(ap0+bp1+cp2)). If ap0+bp1+cp2 6= 0,
i.e. if πα(P ) 6∈ V (t) ∩ V (t + αℓ), then the points πα(P ) all lie on the line connecting
(p0 : p1 : p2 : 0) and (0 : 0 : 0 : 1).
Lemma A.2. If t is general for the curve C, then t+αℓ is general for C for almost all
α ∈ k, and the cylinders over πα(C) perpendicular to V (t) are equal. 
A.4. Auxiliary lemmas
Let I ⊂ P = k[x, y, z, t] be a saturated graded ideal, i.e. In = H
0(X, I˜(n)), X = P3k.
Suppose that (x, y, z) is not associated to I. Let be S = k[x, y, z] and ℓ ∈ S1 a non-zero
divisor of P/I. Suppose that the following condition is fulfilled: f ∈ Id ⇒ ℓ∂f/∂t ∈ Id.
Aux-Lemma A.1. If f = f 0 + tf 1 + · · ·+ tdf d ∈ Id, f i ∈ Sd−i ⇒ f 0 ∈ Id.
Proof. Write f = f 0+tmfm+· · ·+tdf d, where m ≥ 1. ⇒ ℓ∂f/∂t = mℓtm−1fm+· · ·+
dℓtd−1f d ∈ Id ⇒ ∂f/∂t ∈ Id−1 ⇒ g := f −
1
m
· t · ∂f/∂t = f 0 + tm+1gm+1 + · · ·+ tdgd ∈ Id,
and by an induction argument, f 0 ∈ Id follows. 
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Aux-Lemma A.2. Id is generated by forms of the shape f
itd−i with f i ∈ Si.
Proof. If f = f 0 + tmfm + · · · + tdf d ∈ Id, then by Aux-Lemma A.1, f 0 = 0 and
m ≥ 1, without restriction. Then one has
g := f − 1
m
· t∂f/∂t =
1
m
d∑
m+1
(m− i)tif i ∈ Id .
Now we use an induction argument and may suppose that tif i ∈ Id, if i ≥ m+1. But then
tmfm ∈ Id, too. 
A.5. Isotropy groups of linear projections
Let be P = k[x, y, z, t], S = k[x, y, z], X = P3, I ⊂ OX an ideal such that the ideal
(x, y, z) is not associated to the saturated ideal I =
⊕
n≥0H
0(X, I(n)). Choose any number
d ≥ reg(I) and any ℓ ∈ S1 such that ℓ is not a zero-divisor of P/I. Let Gm operate by
σ(λ) : x 7→ x, y 7→ y, z 7→ z, t 7→ λt. Suppose I is not Gm-invariant. Let m = dim Id and
Id ↔ ξ ∈ W := Grassm(Pd). Let U ⊂ U(4; k) be the subgroup of linear transformations
uα : x 7→ x, y 7→ y, z 7→ z, t 7→ t+ αℓ, α ∈ k, (ℓ is fixed!).
Lemma A.3. For nearly all α ∈ k the isotropy group of uα(ξ) in Gm is trivial, that is
σ(λ)uα(ξ) = σ(µ)uα(ξ)⇒ λ = µ.
Proof. Let G be the isotropy group of ξ in GL(4; k). If u = uα ∈ U let be T (α) =
{ λ ∈ k∗ | σ(λ)uα(ξ) = uα(ξ) }. From the proof of [T2, Hilfssatz 5, pp. 8] it follows that
T (α) = En := { ε ∈ C | εn = 1 }, where n ≥ 1 depends on α, but n ≤ d.
Assumption: For infinitely many α ∈ k the isotropy group T (α) is not trivial.
Then there are infinitely many α such that T (α) = En =: E, where now n > 1 is
independent of these α. It follows that uα(ξ) lies in W
E. As this fixed point scheme is
closed in W , it follows that uα(ξ) is fixed by E for all α ∈ k. But from σ(λ)uα(ξ) = uα(ξ)
it follows that g(λ, α) := u−1α σ(λ)uα ∈ G for all α ∈ k, all λ ∈ E. Now g(µ, β) ◦ g(λ, α)
leaves x, y, z invariant and maps t to λµt + [λ(1 − µ)β + (1 − λ)α]ℓ. If not λ = µ = 1,
it follows that the transformation x 7→ x, y 7→ y, z 7→ z, t 7→ λµt + αℓ is in G for all
α ∈ k. If one chooses λ 6= 1, µ = λ−1, it follows that U < G. But then Id is invariant
under f 7→ ℓ · ∂f/∂t, f ∈ Id [T2, proof of Hilfssatz 1, p. 142]. Now ℓ is a NNT of P/I
by assumption, and the Aux-Lemma A.2 shows that Id is Gm-invariant. As d ≥ reg(I),
it follows that I is fixed by Gm, contradiction. Hence the intermediate assumption is not
possible, i.e. for nearly all α ∈ k, T (α) = {1}. 
Corollary A.1. Let C ⊂ X be a curve not containing the point P0 = (0 : 0 : 0 : 1),
such that t is general for C. Let π be the projection from P0 onto E = V (t) defined by the
Gm-action σ(λ) : x 7→ x, y 7→ y, z 7→ z, t 7→ λt. Let Cred =
⋃r
1 Zi be the decomposition
into irreducible components, i.e. either Zi is a reduced and irreducible curve or Zi is a
single point not lying on any other Zj. Let ℓ ∈ S1 be a linear form such that no Zi is
A.5. ISOTROPY GROUPS OF LINEAR PROJECTIONS 101
contained in V (ℓ), i.e. ℓ 6∈ pi, where pi is the prime ideal such that Zi = V (pi), 1 ≤ i ≤ r.
Put J :=
⋂
pi and let uα be the linear transformation x 7→ x, y 7→ y, z 7→ z, t 7→ t + αℓ.
Then for nearly all α ∈ k one has: σ(λ)uα(J ) = σ(µ)uα(J )⇒ λ = µ. 
Let ξ ∈ H(k) correspond to a curve C ⊂ X , which is defined by an ideal I ⊂ OX .
Suppose that ξ ∈ U(t) and P0 = (0 : 0 : 0 : 1) 6∈ C. It follows that (x, y, z) is not among
the associated primes of I, which we denote by pi. Hence the set L := { ℓ ∈ S1 | ℓ 6∈
⋃
pi }
is non-empty and Zariski-open in A3. Let σ(λ) be the usual Gm-operation and uα be the
transformation x 7→ x, y 7→ y, z 7→ z, t 7→ t+ αℓ, if ℓ ∈ L is fixed.
Corollary A.2. For almost all α ∈ k one has σ(λ)h(uα(ξ)) = h(uα(ξ))⇒ λ = 1 .
Proof. Let pi be the associated primes of I such that dimV (pi) = 1, let νi be their
multiplicity in I. Then
h(σ(λ)uα(ξ)) =
∑
νi〈σ(λ)uα(pi)〉 = h(uα(ξ)) =
∑
νi〈uα(pi)〉
shows that σ(λ) is a permutation of {uα(pi)}. If J :=
⋂
pi, then it follows that σ(λ)uα(J ) =
uα(J ). Now J fulfills the assumptions of Corollary A.1, hence for almost all α ∈ k it fol-
lows that λ = 1. 
APPENDIX B
A linear algebra lemma
Lemma B.1. Let S = k[X0, . . . , Xr] and ψ be a k-linear endomorphism of Sd (d ≥ 1 is
a fixed integer), such that ψ(ℓ · Sd−1) ⊂ ℓSd−1 for all ℓ ∈ S1. Then there is a fixed element
α ∈ k such that ψ(f) = α · f for all f ∈ Sd. ψ is not the zero-map iff α 6= 0.
Proof. 1◦ Let ℓ1, . . . , ℓd ∈ S1 − (0) be relatively prime to each other.
Then
ψ(
d⋂
1
ℓiSd−1) ⊂
d⋂
1
ψ(ℓiSd−1) ⊂
d⋂
1
ℓiSd−1 ⊂ ℓ1 · · · ℓd · k .
We get:
Conclusion 1. If ℓ1, . . . , ℓd ∈ Sd are relatively prime to each other,
then ψ(ℓ1 · · · ℓd) = α · ℓ1 · · · ℓd, where α ∈ k possibly depends on ℓ1, . . . , ℓd.
2◦ Let V be an m-dimensional vector space, let be ℓi ∈ V , 1 ≤ i ≤ n, such that ℓi
and ℓj are linearly independent for i 6= j. Let hi ∈ V , 1 ≤ i ≤ n be any vectors. Put
Li := ℓi + λihi, 1 ≤ i ≤ n. Then the set
U := { λ = (λ1, . . . , λn) ∈ k
n | Li and Lj are linearly independent for all i 6= j }
is non-empty and Zariski-open in kn. To prove this, let e1, . . . , em be a basis of V and write
ℓi =
∑m
ν=1 aiνeν , hi =
∑m
ν=1 biνeν , aiν , biν ∈ k. Then Li and Lj are linearly independent
⇐⇒ D(i, j, ν, µ, λi, λj) := det
(
aiν + λibiν aiµ + λibiµ
ajν + λjbjν ajµ + λjbjµ
)
= 0 for all ν and µ .
Put D(i, j, ν, µ) := { λ ∈ kn | D(i, j, ν, µ, λi, λj) 6= 0 }, D(i, j) :=
⋃
ν 6=µ
D(i, j, ν, µ).
As λ = (0, . . . , 0) ∈ D(i, j), we get:
Conclusion 2. U =
⋂
i 6=j Dij 6= ∅.
3◦ Now take ℓi ∈ S1, 1 ≤ i ≤ d, relatively prime to each other and hi ∈ S1−(0), 1 ≤ i ≤
d, arbitrary. Then by Conclusion 1 and Conclusion 2 one has ψ(L1 · · ·Ld) = α(λ)L1 · · ·Ld,
with Li = ℓi + λihi, for Zariski-many λ ∈ kn. As ψ 6= 0 has only finitely many eigenvalues
it follows
ψ(L1 · · ·Ld) = αL1 · · ·Ld ,
α ∈ k independent of λ, if λ is in an open subset Λ 6= ∅ of kn. It follows that∑
(i),(j)
ψ(ℓi1 · · · ℓir · hj1 · · ·hjs) · λj1 · · ·λjs =
∑
(i),(j)
αℓi1 · · · ℓir · hj1 · · ·hjs · λj1 · · ·λjs ,
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where (i) runs over all sequences 1 ≤ i1 < · · · < ir ≤ d, for all 0 ≤ r ≤ d and (j)
runs over all the complementary sequences, r + s = d. As this is to hold for all λ ∈ Λ,
one deduces ψ(ℓi1 · · · ℓir · hj1 · · ·hjs) = α(ℓi1 · · · ℓir · hj1 · · ·hjs). Choosing r = 0 one obtains
ψ(h1 · · ·hd) = αh1 · · ·hd for arbitrary hi ∈ S1. It follows that ψ(m) = αm for all monomials
m ∈ Sd and the lemma is proved. 
APPENDIX C
Some special schemes
C.1. The scheme H
We write S = k[X0, . . . , X3] and fix the Hilbert polynomial q(n) =
(
n−1+3
3
)
+
(
n−d+2
2
)
,
d ≥ 3 an integer and H = Hilbq(X) the Hilbert scheme, which parametrizes the ideal
sheaves on X = P3k with Hilbert polynomial q.
Lemma C.1. If Y/k is a scheme, H(Y ) consists of the ideals I ⊂ OX×Y , which are
generated by a subbundle L1 ⊂ S1 ⊗OY and and by a subbundle Fd ⊂ Sd ⊗OY /L1 · Sd−1,
each of rank 1.
Proof. I ⊗ k(y) is d-regular, y ∈ Y [G1, Lemma 2.9] and we put F := OX×Y /I.
From standard results on cohomology and flatness [M2, Lect. 11, 14] it follows that
Ld−1 := π∗I(d − 1) ⊂ Sd−1 ⊗OY is a subbundle of rank q(d− 1) =
(
d−2+3
3
)
and
H0(X ⊗ k(y), I(d− 1)⊗ k(y)) ≃ Ld−1 ⊗ k(y)
for all y ∈ Y . Now from [G4, Prop. 2] it follows that I⊗K = (ℓ, f), K := k(y), ℓ ∈ S1⊗K,
f ∈ Sd ⊗K/ℓSd−1 ⊗K. It follows that H
0(I(d − 2)⊗K) = ℓSd−3 ⊗K. As
h0(I(d − 2)⊗K)− h1(I(d − 2)⊗K) = q(d− 2) =
(
d−2−1+3
3
)
+
(
d−2−d+2
2
)
=
(
d−2−1+3
3
)
,
it follows that h1(I(d− 2)⊗K) = 0 and therefore h1(I(d− 2)⊗ k(y)) = (0) for all y ∈ Y .
Let π : X × Y → Y be the projection. Then from [H1, Chap. III, Thm. 12.11] it follows
that R1π∗I(d− 2)⊗ k(y) = (0), y ∈ Y , and therefore R1π∗I(d − 2) = (0).
Now I ⊗k(y) defines a curve in P3⊗k(y) and the same argumentation as in Chapter 1,
proof of Lemma 1.1 shows that F ⊗ k(y) is (d − 1)-regular and therefore H1(F(d − 2) ⊗
k(y)) = (0). Then from [M2, Lecture 7, Corollary 1] it follows that π∗F(d− 2)⊗ k(y) ≃
H0(F(d− 2)⊗ k(y)). Then (loc. cit., Corollary 2) gives that π∗F(d− 2) is locally free of
rank
(
d−2+3
3
)
− q(d− 2). From the exact sequence
0 −→ π∗I(d − 2) −→ Sd−2 ⊗OY −→ π∗F(d− 2) −→ 0
it follows that Ld−2 := π∗I(d−2) is a subbundle of rank q(d−2) =
(
d−2−1+3
3
)
+
(
d−2−d+2
2
)
=(
d−1−2+3
3
)
. From [G1, Korollar 3.8] it follows that Ld−2 generates an ideal L ⊂ OX×Y with
Hilbert polynomial
(
n−1+3
3
)
such that OX×Y /L is flat over Y .
From the 1-regularity of L it follows that L is generated by a subbundle L1 ⊂ S1⊗OY of
rank 1. If U = Spec(A) ⊂ Y is sufficiently small, one can make an A-linear transformation
such that L1 ⊗ A = X0 · A and one can write H0(P3 ⊗ A, I(d)) = X0 · Sd−1 ⊗ A ⊕ f · A,
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f ∈ Rd⊗A, R = k[X1, X2, X3]. It follows thatH0(P3⊗A, I(n)) = X0Sn−1⊗A⊕f ·Rn−d⊗A
is a subbundle of Sn ⊗ A of rank q(n). 
C.2. The scheme X
We first describe a general situation. Let be S = k[x0, . . . , xr], S(i) = k[x0, . . . , xˆi, . . . , xr],
X = P(S1), Di := { ℓ = a0x0 + · · ·+ arxr ∈ S1 | ai 6= 0 }, Hi := Hilb
c(ProjS(i)), Xi :=
Di ×k Hi, ϕij : Xi → Xj, i 6= j, defined by the automorphism xi 7→ xj , xj 7→ xi, and
xk 7→ xk, k 6∈ {i, j}. If one puts Uij := Di ×Hi ∩Dj ×Hi = Di ∩Dj ×Hi, then one sees
that the Xi glue together to a scheme X with the following property:
Let U = SpecA be sufficiently small and let ℓ ∈ S1 ⊗ A generate a direct summand
of S1 ⊗ A, S ⊗A := S ⊗ A/ℓS(−1)⊗ A, X = ProjS ⊗ A ≃ P
r−1 ⊗ A. Then X(A) is the
set of pairs (ℓ,K), where K ⊂ OX¯ is an ideal such that OX/K is flat over U with Hilbert
polynomial c. If π : X→ X is defined by (ℓ,K) 7→ 〈ℓ〉, then the fibers of π are isomorphic
to Hilbc(Pr−1).
Lemma C.2. If r = 3, then X is smooth over X = P(S1) with fibers isomorphic to
Hilbc(P2). 
C.3. The schemes G, X, Y, Z
C.3.1. Let be S = k[x, y, z, t] and H the Hilbert scheme Hilbq(P3), q(n) =
(
n−1+3
3
)
+(
n−d+2
2
)
, d ≥ 3, as in Section A.1. The projection κ : H → X = P(S1), defined by
(ℓ, f) 7→ 〈ℓ〉, makes H a projective bundle over X , hence F := H ×X X is projective and
smooth over X .
As usual H = HQ, Q(n) =
(
n−1+3
3
)
+
(
n−a+2
2
)
+
(
n−b+1
1
)
, a = d+1. Let be c := b−a+1.
The morphism γ : F → H is defined by mapping [(ℓ, f), (ℓ,K))] ∈ F(A) to (ℓ, f · K) ∈
H(A). We show that γ(A) is injective: (ℓ1, f1 ·K1) = (ℓ2, f2 ·K2)⇒ ℓ1A = ℓ2A and f1K1 =
f2K2 in Hp(A). Here Hp ≃ Hilbp(P2k), p(n) =
(
n−a+2
2
)
+
(
n−b+1
1
)
, if Spec(A) is sufficiently
small, such that without restriction ℓ1 = ℓ2 = ax+by+cz+ t, P
2 = Proj(R), R = k[x, y, z].
Now by a result of Fogarty [F2, Theorem 1.4, p. 514], Hp
∼
−→ P(Rd) ×k Hilb
c(P2), where
a = d+1 and c = b−a+1. It follows that γ(A) is injective, i.e. γ is a monomorphism. Now
F/X is projective, hence F projective over Spec(k), hence γ projective. It follows that γ is
a closed immersion of F intoH and we identify F with the corresponding closed subscheme
G ⊂ H. Thus G(A) is the set of ideals (ℓ, f · K) ∈ H(A), where ℓ ·A ⊂ S1⊗A respectively
f ·A ⊂ Sd ⊗A/ℓSd−1 ⊗ A are 1-subbundles and K ⊂ OY , Y := Proj(S ⊗A/ℓS(−1)⊗ A),
is an ideal such that OY /K is flat over A with Hilbert polynomial c (where Spec(A) is
sufficiently small).
As F/k is smooth, it follows that G/k also is smooth. As dimk Hilb
c(P2) = 2c, it follows
that
dimk G =
(
d+2
2
)
+ 2(b− a) + 4 .
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C.3.2. For a moment we write R = k[x, y, z]. The same argumentation as in Sec-
tion C.1 shows that there is a closed subscheme F ⊂ Hilbc(P2) such that
F (A) = { (h, g) | h ∈ R1 ⊗A and g ∈ Rc ⊗ A/h · Rc−1 ⊗A generate 1-subbundles } .
It follows that there is a closed subscheme Z ⊂ X such that
Z(A) =
{
(ℓ, h, g)
∣∣∣∣∣
ℓ ∈ S1 ⊗A, h ∈ S1 ⊗ A/ℓ · A,
g ∈ Sc ⊗ A/(ℓ, h) · Sc−1 ⊗ A generate 1-subbundles
}
.
Y = Flag(1, 2, S1) is the scheme such that
Y (A) = { (ℓ, h) | ℓ ∈ S1 ⊗ A, h ∈ S1 ⊗A/ℓ · A generate 1-subbundles } .
p : Y → X = P(S1) defined by (ℓ, h) 7→ 〈ℓ〉 makes Y a projective bundle over X . The
same holds true for the projection q : Z → Y defined by (ℓ, h, g) 7→ (ℓ, h).
C.4. The scheme Hm
The notations are as before. From C.2 follows that H ×X Z is a closed subscheme of
H×X X. Its image under γ is denoted by Hm. It follows that Hm
∼
−→ H ×X Z is a closed
subscheme of G, which is smooth over k, such that
Hm(A) =
{
(ℓ, f(h, g))
∣∣∣∣∣
ℓ · A ⊂ S1 ⊗ A; f · A ⊂ Sd ⊗A/ℓSd−1 ⊗A; h · A ⊂ S1 ⊗A/ℓ · A;
g · A ⊂ Sc ⊗ A/〈ℓ, h〉Sc−1 ⊗A are 1-subbundles
}
.
It follows from this description that dimkHm =
(
d+2
2
)
+ (b− a) + 5 .
C.5. Ideals with maximal regularity
Let be P = k[x, y, z, t], R = k[y, z, t], X = Proj(P ), Q(n) =
(
n−1+3
3
)
+
(
n−a+2
2
)
+
(
n−b+1
1
)
,
a < b.
Aux-Lemma C.1. If I ⊂ OX has the Hilbert polynomial Q(n), reg(I) = b and I is fixed
by the Borel group B = B(4; k), then I is equal to the lexicographic ideal (x, ya, ya−1zb−a+1)
with Hilbert polynomial Q.
Proof. Let be In = H
0(X, I(n)), I = ⊕In. Let be J ⊂ P the ideal generated by Ib−1,
i.e. Jn = In, if n < b, and Jn = P1Jn−1, if n ≥ b. Put q(n) =
(
n−1+3
3
)
+
(
n−a+2
2
)
. Then
Q(b−1) = q(b−1) and Q(b) = q(b)+1. Let be J = J˜ . Then J is d-regular with d ≤ b−1.
This means, J is d-regular and Jn = H0(J (n)), if n ≥ d (see [Gre, Prop. 2.6]).
Case 1: P1Jb−1 = Ib. Then reg(I) < b, contradiction (see [Gre, Thm. 2.27]).
Case 2: P1Jb−1 ⊂ Ib is a strict inclusion. Then dimP1Jb−1 ≤ Q(b)−1 = q(b) and hence
dim Jn = q(n) for all n ≥ b−1 (cf. [G1, Korollar 3.8]). From the special form of the Hilbert
polynomial q(n) one deduces that J = (ℓ, f), ℓ ∈ P1 − (0) and f ∈ P/ℓP (−1) of degree
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a (for example, see [G2, Abschnitt 2.8]). Because of the B-invariance of J it follows that
J = (x, ya). Hence on can write Ib = xPb−1 ⊕ y
aRb−a ⊕ f · k, where f ∈ R is a monomial
of degree b. Because of the B-invariance of Ib and Jb it follows that z∂f/∂t ∈ Jb−1, hence
∂f/∂t = 0 (see [T2, Hilfssatz 1, p. 142]). Therefore one can write f = yizj , where i ≤ a−1,
i+ j = b. If i ≤ a− 2, then it follows that y∂f/∂z = jyi+1zj−1 ∈ Jb (cf. loc. cit.), which is
not possible. Hence one has f = ya−1zb−a+1, i.e. I is the lexicographical ideal. 
Now let be I ⊂ OX any ideal with Hilbert polynomial Q(n) and reg(I) = b. Let
be In = H
0(I(n)) and I =
⊕
In. By applying a suitable g ∈ Autk(P1), one can
achieve that in(g(In)) is invariant under B, hence without restriction one can suppose
that in(In) is invariant under B, for all n ≥ 0. Let be M =
⊕
in(In) and M = M˜ . Then
reg(I) = reg(M) [Gre, Thm. 2.27]. Hence reg(M) = b is maximal and M is equal to
the lexicographical ideal, by the Aux-Lemma C.1. But then h0(I(1)) = 1, and without
restriction x ∈ H0(I(1)). Then one can write I = xOX(−1) ⊕ L, L ⊂ OY , Y = Proj(R)
and the Hilbert polynomial of L is equal to
(
n−a+1
2
)
+
(
n−b+1
1
)
. It follows that L = f · K,
K ⊂ OY has the Hilbert polynomial
(
n−1+2
2
)
+
(
n−c+1
1
)
, c = b − a + 1, f ∈ Rd, d = a − 1
(cf. [G2, Abschnitt 2.8]). Now h0(I(n)) = h0(M(n)) (see [Gre] or [G3, Remark 2, p.
543]). Hence h0(I(n)) =
(
n−1+3
3
)
, if n < a; h0(I(n)) =
(
n−1+3
3
)
+
(
n−a+2
2
)
, if a ≤ n ≤ b− 1;
h0(I(n)) = Q(n), if b ≤ n. It follows that h0(L(n)) = 0, if n < a; h0(L(n)) =
(
n−a+2
2
)
, if
a ≤ n ≤ b− 1; h0(L(n)) =
(
n−a+1
2
)
+
(
n−b+1
1
)
, if b ≤ n. If one puts c = b− a + 1, one sees
that h0(K(n)) =
(
n−1+2
2
)
, if 0 ≤ n ≤ c − 1 and h0(K(n)) =
(
n−1+2
2
)
+
(
n−c+1
1
)
, if c ≤ n.
It follows that K = (h, g), where h is a linear form in R and g ∈ R/hR(−1) is a form of
degree c. We get:
Proposition C.1. If I ⊂ OX is an ideal with Hilbert polynomial Q(n) and reg(I) = b,
then I = (ℓ, f(h, g)), ℓ ∈ P a linear form, f ∈ P/ℓP (−1) a form of degree d = a − 1,
h ∈ P/ℓP (−1) a linear form and g ∈ P/(ℓ, h)P (−1) a form of degree b− a + 1. 
Corollary C.1. Let HQ be the Hilbert scheme, which parametrizes the ideals I ⊂ OX
with Hilbert polynomial Q(n) as above. The following statements are equivalent:
(i) ξ ∈ Hm(k);
(ii) The ideal I ↔ ξ ∈ HQ(k) has maximal regularity b.
(iii) The ideal I ↔ ξ ∈ HQ(k) has maximal Hilbert function.

C.6. The first Chow group of G
We write R = k[y, z, t], S = k[x, y, z, t] and we let Gm operate by σ(λ) : x 7→ λg
3
x,
y 7→ λg
2
y, z 7→ λgz, t 7→ t, where g is a sufficiently great natural number.
Let be c ≥ 3, Hc = Hilbc(ProjR). According to [E-S] one has:
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There is exactly one 0-dimensional cell of the B-B-decomposition of Hc, , which belongs
to a monomial ideal K0. There are exactly two 1-dimensional cells, which we denote W1
and W2.
It is not difficult to see that there are four 1-dimensional cells in the B-B-decomposition
of G, namely:
Z1 =
{
(x, yd · K)
∣∣ K ∈ W1 } , Z2 = { (x, yd · K) ∣∣ K ∈ W2 } ,
Z3 =
{
(x, yd−1(αy + z) · K0)
}−
, Z4 =
{
(αx+ y, xd · L0)
}−
,
where now L0 is the monomial ideal, which defines the 0-dimensional cell in Hilb
c(Proj k[x, z, t]).
Corollary C.2. A1(G) is freely generated (over Z) by [Z1], . . . , [Z4]. 
C.7. Geometry of Hm
We write S = k[x, y, z, t] and we let Gm operate on S as in Section C.6. Now it is not
difficult to see:
Proposition C.2. The 1-dimensional cells of the B-B-decomposition of Hm are:
Z0 =
{
(x, yd(αy + z, zc))
}−
, Z1 =
{
(x, yd(y, zc−1(αz + t)))
}−
,
Z2 =
{
(x, yd−1(αy + z)(y, zc))
}−
, Z3 =
{
(αx+ y, xd(x, zc))
}−
.

Remark. Zi is equal to the tautological cycle Ci, 1 ≤ i ≤ 3. Besides (Mn · Z0) = ρ
(cf. equations (C.4), (C.5)) below). Finally one has [C3] = β[C1] + γ[C0] in A1(H), where
β =
(
a−1
2
)
and γ = (b− a)
(
a
2
)
+
(
a+1
3
)
(see [T3, Hilfssatz 1, p. 50]).
The projection p : Hm → X = P(S1) is defined by (ℓ, f(g, h)) 7→ 〈ℓ〉. Let be L3 :=
p∗(OX(1)). As p(Zi) is one single point, 0 ≤ i ≤ 2, one has (L3 · Zi) = 0, 0 ≤ i ≤ 2. As
p|Z3 is injective and p(Z3) ≃ P1 ⊂ X , one has (L3 · Z3) = 1 and one obtains:
Lemma C.3. If one puts F0 = L0 ⊗ L
−γ
3 , F1 = L1 ⊗ L
−β
3 , F2 = L2, F3 = L3, where
L0,L1,L2 are the line bundles as in Section 1.3.3, then one gets the following intersection
numbers:


Z0 Z1 Z2 Z3
F0 ρ 0 0 0
F1 0 1 0 0
F2 0 0 1 0
F3 0 0 0 1



Proposition C.3. Numerical equivalence = rational equivalence on Hm.
Proof. This follows from Proposition C.2 and Lemma C.3. 
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Lemma C.4. Suppose that d ≥ 3 and g ≤ g(d). Then Pic(H)/Picτ (H) is generated by
Mn, Mn+1, Mn+2, if n ≥ b is any natural number.
Proof. Let be L ∈ Pic(H) and N = L ⊗Mun ⊗M
v
n+1 ⊗M
w
n+2. One has to solve the
equations (N · Ci) = 0, 0 ≤ i ≤ 2, i.e.
u+ v + w = −(L · C0)
u(n− b+ 1) + v(n+ 1− b+ 1) + w(n+ 2− b+ 1) = −(L · C1)
u
[(
n−a+2
2
)
+ (n− b+ 1)
]
+ v
[(
n+1−a+2
2
)
+ (n + 1− b+ 1)
]
+w
[(
n+2−a+2
2
)
+ (n + 2− b+ 1)
]
= −(L · C2) .
As the determinant of the matrix formed by the coefficients is equal to 1, there is a solution
with u, v, w ∈ Z. Now from (N · Ci) = 0 and Theorem 1.2 it follows that (N · C) = 0 for
all curves C ⊂ H, hence N ∈ Picτ (H). 
Corollary C.3. Let be Z ∈ A1(Hm). If (L3 ·Z) = 0 and (Mn ·Z) = 0 for all n≫ 0,
then Z = 0.
Proof. Write Li = Mun ⊗ M
v
n+1 ⊗ M
w
n+2 ⊗ N , N ∈ Pic
τ (H). Then (Li · Z) = 0,
0 ≤ i ≤ 2, and (L3 ·Z) = 0 by assumption. It follows that (Fi ·Z) = 0, 0 ≤ i ≤ 3. Writing
[Z] =
∑
qi[Zi] (cf. Proposition C.2), then from Lemma C.3 it follows that qi = 0. 
Computation of A+1 (Hm). It is easy to see that Hm has only one fixed point under
U(4; k), namely the lexicographic point. It follows that A+1 (Hm) is generated by combina-
torial cycles of type i, i.e. by cycles of the form Ga · ξi, where ξi ∈ Hm(k) is invariant under
T (4; k) and the subgroup Gi ⊂ U(4; k) (see Appendix H). If ξ ↔ (ℓ, f(h, g)) ∈ Hm(k) is
fixed by T (4; k), then all forms are monomials. , if ξ is fixed by Gi, then ℓ = x, if i = 1, 2
and ℓ = x or ℓ = y, if i = 3.
i = 1 ξ ↔ I = (x, f(h, g) monomial and invariant under G1 =
{(
1 ∗ ∗ ∗
0 1 ∗ ∗
0 0 1 0
0 0 0 1
)}
⇒ f ∈
k[y, z, t]d G1-invariant modulo x ⇒ f = yd. h monomial and G1-invariant modulo x
⇒ h = y ⇒ g ∈ k[z, t]c monomial and G1-invariant modulo (x, y) ⇒ g = zνtµ, ν + µ = c.
If i = 1, Ga operates by ψ
1
α : x 7→ x, y 7→ y, z 7→ z, t 7→ αz + t.
Let be Iα = ψ1α(I). Then H
0(Iα(n)) = xSn−1⊕yak[y, z, t]n−a⊕ya−1zν(αz+t)µk[z, t]n−b.
⇒ α- deg
∧˙
H0(Iα(n)) = µ(n− b+ 1)⇒
(C.1) (Mn · C) = µ(Mn · C1) .
i = 3
Subcase 1: ℓ = x. Then f is a monomial, which is invariant under G3 =
{(
1 0 ∗ ∗
0 1 ∗ ∗
0 0 1 ∗
0 0 0 1
)}
modulo x ⇒ f = yd. h is a monomial and G3-invariant modulo x⇒ h = y and g = zνtµ,
ν + µ = c, G3-invariant modulo (x, y)⇒ g = zc ⇒ ξ is the lexicographical point and does
not generate a cycle, at all.
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Subcase 2: ℓ = y. Then f ∈ k[x, z, t]d is a monomial and G3-invariant modulo
y ⇒ f = xd. h is a monomial in k[x, z, t]1 and G3-invariant modulo y ⇒ h = x and
g = zνtµ, ν + µ = c, G3-invariant modulo (x, y) ⇒ g = zc ⇒ ξ ↔ (y, xd(x, zc)) ⇒ C =
Ga · ξ =
{
(αx+ y, xd(x, zc))
}−
= C3.
i = 2 ξ ↔ (x, f(h, g)) monomial and invariant under G2 =
{(
1 ∗ ∗ ∗
0 1 0 ∗
0 0 1 ∗
0 0 0 1
)}
⇒ f = yνzµ,
ν + µ = d. h monomial and G2-invariant modulo x. There are two possibilities:
Subcase 1: h = y. Then g = zνtµ, ν + µ = c, g G2-invariant modulo (x, y) ⇒ g =
zc ⇒ ξ ↔ I = (x, yνzµ(y, zc)).
Subcase 2: h = z. Then g = yνtµ, ν + µ = c, g invariant under G2 modulo (x, z) ⇒
g = yc and ξ ↔ I = (x, yνzµ(z, yc)).
If i = 2, then Ga operates by ψ
2
α : x 7→ x, y 7→ y, z 7→ αy + z, t 7→ t.
Let be Iα = ψ2α(I) and I
′
α the restriction with respect to t.
Subcase 1: H0(I ′α(n)) = xk[x, y, z]n−1⊕y
ν(αy+z)µ(y, zc)n−d = xk[x, y, z]n−1⊕yν(αy+
z)µk[y, z]n−d, if n ≥ b, because (y, zc)n−d = k[y, z]n−d, if n− d ≥ c
⇒ α- deg
∧˙
H0(I ′α(n)) = µ(n− d+ 1) if n ≥ b. The sequence
(C.2) 0 −→ H0(Iα(n− 1)) −→ H
0(Iα(n)) −→ H
0(I ′α(n)) −→ 0
is exact, if n ≥ b, hence
α- deg
∧˙
H0(Iα(n)) = α- deg
∧˙
H0(Iα(b− 1)) +
n∑
i=b
µ(i− d+ 1) .
Now H0(I(b − 1)) = xSb−2 ⊕ yν+1zµk[y, z, t]b−a−1, hence α- deg
∧˙
H0(Iα(b − 1)) = µ · ρ.
Now
∑n
i=b(i− d+ 1) =
(
n−a+3
2
)
−
(
b−a+2
2
)
and one checks that(
n−a+3
2
)
−
(
b−a+2
2
)
+
(
b−a+1
2
)
=
(
n−a+2
2
)
+ (n− b+ 1) .
It follows that
(C.3) (Mn · C) = µ(Mn · C2) .
Subcase 2: H0(I ′α(n)) = xk[x, y, z]n⊕y
νzµk[y, z]n−d, if n ≥ b. From the sequence (C.2)
it follows that
α- deg
∧˙
H0(Iα(n)) = α- deg
∧˙
H0(Iα(b− 1)) +
n∑
i=b
µ(i− d+ 1) .
Now H0(I(b − 1)) = xSb−2 ⊕ y
ν(αy + z)µ+1k[y, z, t]b−a−1, hence α- deg
∧˙
H0(Iα(b − 1)) =
(µ+ 1) · ρ and
(C.4) (Mn · C) = µ(Mn · C2) + ρ .
If µ = 0 one gets C =
{
(x, yd(αy + z, yc))
}−
=
{
(x, yd(αy + z, zc))
}−
, i.e.
(C.5) C = Z0 .
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If i = 1 or i = 2, then p(C) = 1 point, hence (L3 ·C) = 0 in these cases. From Corollary C.3
and the equations (C.1), (C.3) and (C.4) it follows that that [C] = µ[C1], if i = 1, and
[C] = µ[C2] or [C] = µ[C2] + [Z0], if i = 2. We have proved
Proposition C.4. A+1 (Hm) is freely generated by the cycle classes of Z0 =
{
(x, yd(αy + z, yc)
}−
and Ci, 1 ≤ i ≤ 3. 
APPENDIX D
The Hilbert scheme of points in P2
D.1. Tautological line bundles
The ground field is k = C. The group T = T (3; k) of diagonal matrices, the upper
unitriangular group U = U(3; k) and the Borel group B = T · U all act on S = k[x, y, z]
and therefore on the Hilbert scheme Hd = Hilbd(P2), which parametrizes subschemes of
P2 of length d. (We always assume d ≥ 3.)
If A is a k-algebra, an element of Hd(A) is a closed subscheme Z of P2 ⊗ A, flat over
A, such that Z ⊗ k(p) has the Hilbert polynomial P (n) = d, for all points p ∈ SpecA.
If Z = V (I), i.e. if Z is defined by the ideal I ⊂ OP2⊗A, then I ⊗ k(p) has the Hilbert
polynomial Q(n) =
(
n−1+2
2
)
+
(
n−d+1
1
)
, and therefore reg(I ⊗ k(p)) ≤ d [G1, p. 65].
From standard results on the cohomology of coherent sheaves [M2, lecture 7] it follows
that that H0(P2 ⊗ A, I(n)) ⊂ Sn ⊗ A is a subbundle of rank Q(n), and the formation
of H0(−) commutes with base extensions A → A′, if n ≥ d − 1 . Thus I 7→ H0(I(n))
defines a morphism Hd → GrassQ(n)(Sn), if n ≥ d − 1 . From d-regularity it follows that
Sn−dH
0(I(d)) = H0(I(n)), n ≥ d, which implies that this “Hilbert-Grassmann” morphism
is a closed immersion, if n ≥ d [M2, Lectures 7 and 14].
In the following diagram, Z is the universal subscheme of length d.
Z 
 // Hd ×k P2k
π
zz✉✉
✉✉
✉✉
✉✉
✉✉ κ
##❍
❍❍
❍❍
❍❍
❍❍
❍
Hd P2k
Set F(n) = OZ⊗κ
∗OP2(n). Then Fn := π∗F(n) is locally free of rank d, for all n, and Fn is
globally generated for n ≥ d−1 . Therefore the tautological line bundlesMn :=
∧dFn are
globally generated for n ≥ d − 1 . For n ≥ d, the line bundle Mn is very ample, because
it defines the “Hilbert–Plu¨cker” embedding Hd → PN , the composition of the Hilbert–
Grassmann embedding with the “Grassmann–Plu¨cker” embedding GrassQ(n)(Sn)→ PN .
D.2. Combinatorial and algebraic cycles on Hd
A weak version of a theorem of Hirschowitz gives:
The cone of effective 1-cycles
A+1 (H
d) =
{∑
qi[Ci]
∣∣∣ qi ∈ Q, qi ≥ 0, Ci ⊂ Hd 1-prime cycle }
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is generated by B-invariant 1-prime cycles (= closed, reduced, irreducible curves in Hd).
This is true for Z-coefficients, too, but in the following we will always takeQ-coefficients.
Now, if C is such a B-invariant 1-prime cycle, the following cases can occur:
Either: C is a so called combinatorial cycle, i.e. C = Ga · ξ, ξ ∈ H
d(k) is fixed by T
and by G1 =
{ (
1 ∗ ∗
0 1 0
0 0 1
) }
or G2 =
{ (
1 0 ∗
0 1 ∗
0 0 1
) }
; Ga operates on S via the automorphisms
ψ1α : x 7→ x, y 7→ y, z 7→ αy + z and ψ
2
α : x 7→ x, y 7→ αx+ y, z 7→ z and respectively.
Or: C is an “algebraic cycle”, i.e. C = Gm · ξ, ξ ∈ Hd(k) is fixed by U , and Gm operates
on S via the automorphism σ(λ) : x 7→ x, y 7→ y, z 7→ λz.
Remark D.1. A somewhat more detailed description of B-invariant 1-prime cycles in
the case of n ≥ 3 variables is given in [T1].
D.3. Intersection numbers and basis cycles
Let C = Ga · ξ, ξ ↔ I, be a combinatorial cycle. As ψ : A1 → Hd, defined by
α 7→ ψα(ξ), is injective, the intersection number can be computed by the following formula
(cf. [T1, 1.3]; [T2, 4.1]; [T3, Anhang 2]):
(Mn · C) = α- deg
Q(n)∧
ψα(H
0(I(n))), n ≥ d .
Here α- deg(−) denotes the highest power with which the parameter α appears in the
bracket. (Take a monomial basis m1, . . . , mq of H
0(I(n)), replace z by αy+ z, and express
ψα(m1), . . . , ψα(mq) as a linear combination in a monomial basis of Sn. The coefficients
are polynomials in k[α].)
In the case of an algebraic cycle, as σ : A1 − {0} → Hd defined by ξ 7→ σ(λ)ξ need
not to be injective, in order to compute (Mn ·C), one has to take a “reduced-λ-degree” as
defined in [T2, equation (2) on p. 9].
We start the computation with the cycle E =
{
(x2, xy, yd−1 + αxzd−2)
∣∣ α ∈ k }−.
If ξ ↔ I = (x2, xy, yd−1 + xzd−2), one sees that
H0(σ(λ)I(n)) = x2Sn−2 ⊕ xyk[y, z]n−2 ⊕ y
dk[y, z]n−d ⊕ 〈(y
d−1 + λd−2xzd−2)zn−d+1〉.
Therefore, the reduced-λ-degree of
∧Q(n)H0(σ(λ)I(n)) is equal to 1 .
Now we consider F =
{
(x, yd−1(αy + z))
∣∣ α ∈ k }−. If ξ ↔ I = (x, yd−1z), then
H0(ψ1αI(n)) = xSn−1 ⊕ y
d−1(αy + z)k[y, z]n−d ,
and therefore
Q(n)∧
H0(ψ1αI(n)) =
p∧
xSn−1 ⊗
q∧
yd−1(αy + z)k[y, z]n−d ,
where p :=
(
n−1+2
2
)
and q := n− d+ 1. We get:
(D.1) (Mn · E) = 1, (Mn · F ) = n− d+ 1, n ≥ d− 1 .
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D.4. Intersection numbers of combinatorial cycles
Let C be a combinatorial cycle of type 1, i.e. C = Ga · ξ, and ξ ∈ H
d(k) invariant
under T and G1. Writing S = k[y, z, t], an analogous argumentation as in the proof of
Conclusion 1.1 in Chapter 1 (see Fig. 1.1) gives:
(D.2) (Mn · C) = a(n− d+ 1) + b ,
where a, b ∈ N are independent of n ≥ d.
In the case of a combinatorial cycle of type 2, i.e. C = Ga · ξ, and ξ ∈ Hd(k) invariant
under T and G2, one can argue as in the proof of Conclusion 1.3 in Chapter 1 (see Fig. 1.6)
and one obtains the formula
(D.3) (Mn · C) = c ,
where c ∈ N is independent of n ≥ d.
D.5. Intersection numbers of algebraic cycles
We start with a general lemma, which is interesting for itself, possibly.
Set S = k[x1, . . . , xr, t], R = k[x1, . . . , xr]. Gm operates on S via σ(λ) : xi 7→ xi,
1 ≤ i ≤ r, and t 7→ λt, λ ∈ k∗. Let H be the Hilbert scheme of ideals I ⊂ OPr
with Hilbert polynomial Q, i.e. H = HilbP (Pr), P (n) =
(
n+r
r
)
− Q(n) the complementary
Hilbert polynomial of the subscheme V (I) ⊂ Pr. We suppose H 6= ∅. Then the ideals
I ⊂ OPr with Hilbert polynomial Q, such that t is a non-zero divisor of OPr/I, form an
open non-empty subset U(t) of H.
If K/k is a field extension and I ∈ H(K), then the limit ideals I0/∞ = limλ→0/∞ σ(λ)I
are in H(K), and if I ∈ U(t), then I0 is in U(t) again [G3, Lemma 4]. If Q′(n) :=
Q(n)− Q(n− 1) and I ′ := I + tOPr(−1)/tOPr(−1), then I ′ can be considered as a sheaf
of ideals on Pr−1, whose Hilbert polynomial is equal to Q′.
Lemma D.1. Let I ∈ U(t) and suppose that I∞ is in U(t), too (this condition is fulfilled,
e.g., if I is invariant under U(r+1, k)). Then for all integers d ≥ max(reg(I0), reg(I∞)),
one has dimH0(I(d)) ∩Rd = Q′(d).
Proof. There is a basis of M := H0(I(d)) of the form gi = t
eig0i + t
ei−1g1i + · · ·
with 0 ≤ e1 ≤ · · · ≤ em, m := Q(d), g
j
i ∈ R, and g
0
i ∈ Rd−ei , 1 ≤ i ≤ m, linear
independent. Then M∞ := limλ→∞ σ(λ)M = 〈{ teig0i | 1 ≤ i ≤ m }〉 (limit in GrassM(Sd))
has dimension m. As, by assumption, d ≥ reg(I∞), one has Q(d) = h0(I∞(d)), and
thereforeM∞ = H
0(I∞(d)). As t is a non-zero divisor of S/
⊕
n≥0H
0(I(n)) by assumption,
this implies
H0(I∞(n)) = 〈
{
tei−(d−n)g0i
∣∣ ei ≥ d− n }〉 .
Especially, for n = d− 1, one obtains
H0(I∞(d− 1)) = 〈
{
tei−1g0i
∣∣ ei ≥ 1 }〉 ,
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therefore Q(d − 1) = h0(I∞(d − 1)) = # { i | ei ≥ 1 }. It follows that Q′(d) = Q(d) −
Q(d − 1) = # { i | ei = 0 }. Thus M ∩ Rd ⊃ 〈{ g
0
i | ei = 0 }〉 has a dimension ≥ Q
′(d). It
cannot be greater than Q′(d), as the canonical restriction mapping “reduction modulo t”
M = H0(I(d)) 7→ H0(I ′(d)) is injective on M ∩ Rd and, because of reg(I ′) ≤ reg(I), one
has h0(I ′(d)) = Q′(d). 
Remark D.2. There is a partial inverse of the lemma. Suppose I ∈ U(t) and I∞ ∈
U(t), and let d ≥ reg(I ′) be any integer. If dim(H0(I(d)) ∩ Rd) ≥ Q
′(d), then d ≥
max(reg(I0), reg(I∞)).
Now, let C = Gm · ξ be an algebraic cycle, ξ ↔ I U(3; k)-invariant, σ : Gm → Aut(S)
defined by σ(λ) : x 7→ x, y 7→ y, z 7→ λz. As I ∈ U(z) and U(3; k) is normalized by Gm,
I∞ is fixed by U(3; k), thus I∞ ∈ U(z). Obviously, for n ≥ d, there is an inclusion
zn−dH0(I(d))
n⊕
ν=d+1
[H0(I(ν)) ∩ Rν ] · z
n−ν ⊆ H0(I(n)) .
As reg(I) ≤ d for all I ∈ Hd, the lemma gives equality, at once. As Gm operates trivially
on H0(I(ν)) ∩ Rν , all polynomials, which appear in
∧Q(n) σ(λ)H0(I(n)) have a constant
λ-degree ≤ Q(d) · d, essentially:
(D.4) (Mn · C) = c ∈ N, independent of n ≥ d .
D.6. The cone of effective 1-cycles of Hd
We need the following results:
• Hd is smooth of dimension 2d, and Pic(Hd) = Z2 (Fogarty).
• An(Hd) ≃ HBM2n (H
d) (Ellingsrud–Strømme).
Using Poincare´ duality, one gets A1(H
d) ≃ Q2.
Now [E] and [F ] are linear independent: If q1[E] + q2[F ] = 0 in A1(H
d), formula (D.1)
gives q1 + q2(n− d+ 1) = 0, n ≥ d, thus q1 = q2 = 0 . It follows that [E] and [F ] generate
A1(H
d), and the same argumentation shows Aτ1(H
d) = (0). One deduces the following
Lemma D.2. (1) The cycles [E] and [F ] form a basis of A1(H
d).
(2) Numerical and rational equivalence coincide on Hd.
Using this lemma and the formulae (D.1)–(D.4), one immediately obtains:
Proposition D.1. The cone of effective 1-cycles A+1 (H
d) is spanned by [E] and [F ].

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D.7. The ample cone of H
If L ∈ Pic(Hd) and (L · E) = ν, (L · F ) = µ, we set M := Mν−µd−1 ⊗ M
µ
d . Then
(L ⊗M−1 · E) = (L ⊗M−1 · F ) = 0, thus L ⊗M−1 ∈ Picτ (Hd). But Pic(Hd) ≃ Z2,
therefore Picτ (Hd) = Pic0(Hd) = (0), and we have:
Lemma D.3. Pic(Hd) is generated by Md−1 and Md. 
We first determine the pseudoample cone of Hd. Let L ∈ Pic(Hd) be such that (L·z) ≥
0, for all z ∈ A+1 (H
d). Writing L =Mν1d−1 ⊗M
ν2
d and using Proposition D.1, we see that
this is equivalent to ν1 + ν2 ≥ 0 and ν2 ≥ 0 . By Kleiman’s theorem, the ample cone is the
interior of the pseudoample cone, hence we get:
Theorem D.1. The ample cone of Hilbd(P2) is generated by L1 = Md−1 and L2 =
M−1d−1 ⊗Md. 
D.8. Globally generated line bundles on Hd
We have already noted thatMd−1 is globally generated and the same is true forM
−1
d−1⊗
Md (see Section 1.5.2, Lemma 1.2).
Proposition D.2. L1 and L2 are globally generated.
Remark D.3. If L is any line bundle on Hd, we can write L = Lν11 ⊗ L
ν2
2 . Now, if L
is globally generated, then ν1, ν2 ∈ N.
As the vertex of the ample cone L1 ⊗L2 =Md is very ample, by Proposition D.2 this
implies:
Proposition D.3. Every ample line bundle on Hilbd(P2) is very ample.
Remark D.4. If one computes the α-degree of the ideal Iα corresponding to a “general”
point of the cycle βℓ (resp. βd) defined in [LQZ, (1.1) and (1.2)], then one obtains (Mn ·
βℓ) = n, (Mn · βd) = 1, therefore [βd] = [E], [βℓ − (d− 1)βd] = [F ].
Remark D.5. The basic result A1(H
d) ≃ Q2 was deduced from Fogarty’s result
Pic(Hd) ≃ Z2. Of course, one could have used the method of [E-S] by counting the
number of 1-dimensional cells in a Bialynicki–Birula decomposition of Hd. Finally, one
could have used Iarrobino’s result Pic(Hd)⊗Q ≃ Q2, too, which is earlier than Fogarty’s
result (cf. [I, p. 821] and [F3, p. 660]).
D.9. The action of Aut(Hd) on A1(H
d)
D.9.1. Let H ⊂ Hd be the closed subscheme parametrizing the ideals with maximal
regularity, Then H(k) = { (ℓ, f) | ℓ ∈ S1 − (0), f ∈ [S/ℓS(−1)]d − (0) }, and we show that
H has a natural scheme structure: Let be A a k-algebra and ℓ ∈ S1 ⊗ A a form, which
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generates a 1-subbundle, and f ∈ [S ⊗ A/ℓS(−1) ⊗ A]d a form, which generates a 1-
subbundle. Let SpecA be so small that, without restriction, ℓ = ax + by + z, a, b ∈ A.
Then S ⊗A/ℓS(−1)⊗ A ≃ R := A[x, y].
Let be I = (ℓ, f) ⊂ S ⊗ A the ideal, which is generated by ℓ and f . We show that
In = ℓSn−1⊗A⊕f ·Rn−d is a subbundle of Sn⊗A of rank Q(n) =
(
n−1+2
2
)
+
(
n−d+1
1
)
. As one
can suppose f ∈ Rd, it suffices to show that fRn−d ⊂ Rn is a subbundle of rank n−d+1 . If
y ∈ SpecA, one has to show that the canonical homomorphism f ·Rn−d⊗k(y)→ Rn⊗k(y)
is injective. Let be g ∈ Rn−d such that f¯ · g¯ = 0 in R ⊗ k(y). But as f · A ⊂ Rd is a 1-
subbundle, f¯ 6= 0 and hence g¯ = 0 . It follows that (ℓ, f) 7→ 〈ℓ〉 makes H → P2 a projective
bundle.
D.9.2. Let f : Hd → P be the morphism, which is defined by the globally generated
line bundleMd−1. Then (Md−1 ·F ) = 0 . Let C ⊂ Hd be a curve such that C ∼ νF . Then
0 = (Md−1 ·C) = deg(f |C) ·
(
OP(1) · f(C)
)
, hence f(C) is a point. As the restriction of f
to Hd −H is an isomorphism, one obtains:
Corollary D.1. Let C ⊂ Hd be a curve such that [C] = ν[F ], where ν ∈ N − {0}.
Then C ⊂ H. 
D.9.3. From Proposition D.1 it follows that ϕ ∈ Aut(Hd) permutes the cycles classes
[E] and [F ]. We show that ϕ leaves invariant these classes, and we suppose that [ϕ(E)] =
[F ].
Let M be the set of subscheme of P2 of the shape { P0, . . . , Pd−2 }, where P0 is a point
of multiplicity 2, and the points P1, . . . , Pd−2 are different points of multiplicity 1 . If
one fixes P1, . . . , Pd−2, then M contains the set D := Quot
2(OP2/P
2
0 ), where P0 = (x, y),
without restriction. If one puts Lα := (αx + y, x2) and Iα := P1 ∩ · · · ∩ Pd−2 ∩ Lα, then
D ≃ { Iα | α ∈ k }
− and one has (see [T3, p. 49]):
α- deg
∧˙
H0(Iα(n)) = α- deg
∧˙
H0(Lα(n)) = 1 ,
for all n ≥ d, hence [D] = [E] by Lemma D.2. It follows that [ϕ(D)] = [ϕ(E)] = [F ], and
by Corollary D.1 one obtains ϕ(D) ⊂ H. Now dimM = 2 · (d− 2)+ 1 and dimH = d+2 .
Thus from ϕ(M) ⊂ H it follows that d ≤ 5 and hence we get:
Proposition D.4. If d ≥ 6, then Aut(Hd) trivially acts on A1(H
d). 
Corollary D.2. Each ϕ ∈ Aut(Hd) leaves H invariant.
Proof. Let be (ℓ, f) ↔ ξ ∈ H(k). If g ∈ Sd/ℓSd−1 is linearly independent of f , then
C := { (ℓ, αf + βg) }− ⊂ H and a similar argumentation as in the proof of Proposition 2.2
in Chapter 2 shows that [C] = [F ]. It follows that [ϕ(C)] = [C] = [F ], hence C ⊂ H by
Corollary D.1. 
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D.9.4. If Gm operates by σ(λ) : x 7→ λg
2
x, y 7→ λgy, z 7→ z, then the two cycles
F =
{
(x, yd−1(αy + z))
}−
and G :=
{
(αx+ y, xd)
}−
are the 1-dimensional cells of the
B-B-decomposition of H. There is only 1 fixed point under the action of U(3, k), namely
the point corresponding to (x, yd). Hence there are no algebraic cycles. The same ar-
gumentation as in Section C.7 shows that A+1 (H) is freely generated by [F ] and [G]. If
ϕ ∈ Aut(Hd), then by Corollary D.1 ϕ∗ permutes these cycle classes. If [ϕ(F )] = [G] in
A1(H) then from Proposition D.4 it follows that [F ] = [G] in A1(Hd). In order to show
that this is not possible, we compute the intersection numbers with Mn:
Let be Iα = (αx+ y, xd). From the exact sequence
0 −→ Iα(n− 1)
·z
−→ Iα(n− 1) −→ I
′
α(n− 1) −→ 0 ,
it follows that
0 −→ H0(Iα(n− 1)) −→ H
0(Iα(n)) −→ k[x, y]n −→ 0
is exact for all n ≥ d. It follows that
α- deg
∧˙
H0(Iα(n)) = α- deg
∧˙
(αx+ y)Sd−2 =
(
d
2
)
,
hence (Mn · C) =
(
d
2
)
. Comparing with (D.1) shows that [F ] = [G] is not possible.
Corollary D.3. Each ϕ ∈ Aut(Hd) operates as the identity on A1(H). 
As in the general situation of Section 5.1 and Section 5.2, one deduces:
Corollary D.4. If ϕ ∈ Aut(Hd), then ϕ|H is induced by a linear transformation
γ ∈ Autk(P2) = PGL(2; k). 
Now as in Section 5.4, if one replaces ϕ by γ−1◦ϕ, one obtains a normed automorphism
of Hd, i.e. an automorphism, whose restriction to H is the identity.
D.10. Computation of Aut(Hd)
D.10.1. Preliminary remarks. Let Z ⊂ Hd × P2 be the universal subscheme and
π : Z → Hd the projection. If ξ ∈ Hd(k), then the fiber π−1(ξ) ⊂ P2 is denoted by Zξ. H(d)
is the open subscheme of Hd such that H(d) =
{
ξ ∈ Hd(k)
∣∣ #Zξ = d }. If ϕ ∈ Aut(Hd),
then one has a cartesian diagram
Hd × P2
ϕ′ //
π

Hd × P2
π

Hd
ϕ // Hd
and ϕ′ induces an isomorphism of Z, which we denote by ψ.
If ξ ∈ H(d)(k), then Zξ consists of d different closed points P1, . . . , Pd ∈ P2. Conversely,
d different, closed points of P2 define a point ξ ∈ H(d)(k) and we express this connection
by writing ξ ↔ Zξ = P1 ∪˙ · · · ∪˙Pd.
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If ξ ∈ H(d)(k) and ζ = ϕ(ξ), then ψ induces an isomorphism Zξ → Zζ , which we denote
by
P 7→ ϕξ(P ) or ϕ(P1 ∪˙ · · · ∪˙Pd) = ϕξ(P1) ∪˙ · · · ∪˙ϕξ(Pd) .
If ξ ∈ H(d)(k) and ϕ(ξ) = ξ, then ψ induces a permutation of the points P1, . . . , Pd.
D.10.2. In the following ϕ ∈ Aut(Hd) is normed, i.e. the restriction ϕ|H is the
identity.
Theorem D.2. Autk(Hilb
d(P2)) = PGL(2; k), if d ≥ 6 .
Proof. Let be ξ ↔ P1 ∪˙ · · · ∪˙Pd ∈ H(d)(k) and let g be a line through Pd such that
the projection of P1, . . . , Pd onto g gives different points P
′
1, . . . , P
′
d = Pd. The projection
is defined by a suitable Gm-action τ(λ) such that τ(1)ξ = ξ and ξ∞ := lim
λ→∞
τ(λ)ξ =
P ′1 ∪ · · · ∪ P
′
d (see Appendix A).
Let be T = P1k, U = T − {0,∞} and α : U → H
(d) the morphism defined by λ 7→
τ(λ)(ξ) =: ξ(λ). Then α has a uniquely determined extension to a morphism T → Hd,
which still is denoted by α. Put β := ϕ ◦ α. Then deg(α|T ) = deg(β|T ) = 1, as α|U
is injective if g is chosen general enough. The image of α is a curve C ⊂ Hd such that
Cλ ↔ ξ(λ) for all λ ∈ T . Then D = ϕ(C) is the image of β and Dλ ↔ ϕξ(λ).
Let ψ be the induced automorphism of the universal subscheme Z →֒ X×Hd, X := P2k.
C can be taken as a closed subscheme of X×T , which is flat over T . Let F be the structure
sheaf of C. Now U = SpecA, A = k[λ, 1/λ] = k[λ]λ and F ⊗T OU =
⊕d
1 Li, Li flat over U
with Hilbert polynomial 1, and Li⊗ k(λ) = OX/Pi(λ), where Pi(λ) := τ(λ)Pi corresponds
to a closed point in X .
Let p : X × T → T be the projection. Then p∗F(n)⊗OU =
⊕d
1 p∗Li(n)⊗OU , hence
(D.5)
∧˙
p∗F(n)⊗OU =
d⊗
1
p∗Li(n)⊗OU .
As p∗F(n) and p∗Li(n) are globally generated by the monomials in Sn if n≫ 0, all the line
bundles, which occur in eq. (D.5) have uniquely determined extensions all over T , which
are denoted by the same letters, i.e. (D.5) holds true if U is replaced by T . It follows that(∧˙
p∗F(n) · T
)
= (α∗Mn · T ) = deg(α)(Mn · C)
=
d∑
1
(p∗Li(n) · T ) .
As Li is a line in X , if 1 ≤ i ≤ d− 1, one has (p∗Li(n) · T ) = n, if 1 ≤ i ≤ d− 1, hence
(D.6) (Mn · C) = (d− 1) · n .
If G is the structure sheaf of the subscheme D ⊂ X × T , then one again has
G ⊗T OU =
d⊕
1
Li .
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Here Li is flat over U with Hilbert polynomial 1 and has the form Li = OX×U/Pi and
Pi(λ) := Pi ⊗ k(λ)↔ ϕξ(λ)(τ(λ)Pi), for all λ ∈ U . This again implies
∧˙
p∗G(n)⊗OU =
d⊗
1
p∗Li(n)⊗OU .
If one again denotes the extension of Li ⊗ OU to a module, which is flat over T , with
Hilbert polynomial 1, by the letter Li, then one obtains∧˙
p∗G(n) =
d⊗
1
p∗Li(n)
and one deduces:
(D.7) (Mn · D) =
d∑
1
(p∗Li(n) · T ) .
If Pi(λ) ∈ X does not depend on λ, then Li is a constant sheaf, hence (p∗Li(n) · T ) = 0.
If Pi(λ) depends on λ, then λ 7→ Pi(λ) defines a morphism U → X , which has a unique
extension T → X , and its image is a curve of degree di ≥ 1 . It follows that either
(p∗Li(n) · T ) = 0 or (p∗Li(n) · T ) = din + ci. As [C] = [D] by Proposition D.4, one has
(Mn · C) = (Mn ·D), i.e. (d−1) ·n =
∑d
1 din+ci. It follows that there is at least one index
i such that Pi(λ) is independent of i. Hence there is an index i such that ϕξ(λ)(τ(λ)Pi) is
independent of λ ∈ U . It follows that ϕξ(Pi) = ϕξ(λ)(τ(λ)Pi) for all λ ∈ U , hence for all
λ ∈ T . Now ξ∞ = limλ→∞ τ(λ)ξ ↔ { P ′1, . . . , P
′
d } is a closed point in H(k) and ϕ|H = id,
as ϕ is normed, hence ϕξ(Pi) ∈ { P ′1, . . . , P
′
d } ⊂ g. If one substitutes the line g by a line
h, such that Pd ∈ h and the projections of P1, . . . , Pd onto h again give distinct points, the
same argumentation shows ϕξ(Pj) ∈ h, for an index j. From this it follows that there is
an index 1 ≤ i ≤ d such that ϕξ(Pi) is in the intersection of infinitely many such lines.
It follows that ϕξ(Pi) = Pd. The same argumentation with Pd−1 instead of Pd shows that
ϕξ(Pj) = Pd−1, etc.
We conclude that ϕξ(P1) ∪˙ · · · ∪˙ϕξ(Pd) is a permutation of P1 ∪˙ · · · ∪˙Pd, i.e. we have
ϕ(ξ) = ξ. But as the closure of H(d) is equal to Hd, the theorem follows. 
APPENDIX E
Filtration of the structure sheaf of a curve
Aux-Lemma E.1. Let be k an algebraically closed field, S = k[x0, · · · , xr], Y/k an
integral scheme and M a coherent module on Pr ×k Y , which is flat over Y with constant
Hilbert polynomial s ≥ 1. Then for each sufficiently small open set U = SpecA ⊂ Y there
is a filtration (0) = M0 ⊂ · · · ⊂Ms of M⊗OU such that M i/M i−1 ≃ (S/pi)(−di), where
pi ∈ Proj(S ⊗ A) is a prime ideal, which is generated by a subbundle Li ⊂ S1 ⊗ A of rank
r, and the isomorphism is defined by multiplication with fi ∈ S ⊗ A of degree di.
Proof. This is a simple variant of [H1, Prop.7.4, p.50]. We replace A by a suit-
able localization Af , which is denoted A again and writing p instead of pi, one obtains
M i/M i−1 ≃ S⊗A/p is flat over A with constant Hilbert polynomial c. Let K := A0 be the
quotient field of A. Then (S⊗A/p)⊗K) ≃ S⊗kK/p⊗AK has the Hilbert polynomial c,
hence the dimension of the support of OX⊗K, X := Proj(S⊗kA/p), has the dimension 0.
But then X ⊗AK is an artinian scheme, which is connected, as X is connected. It follows
that X ⊗A K consists of one single closed point p ⊗A K ∈ X ⊗A K. After tensorizing
with an algebraic closure K− of K, one obtains that X ⊗AK− consists of the closed point
p ⊗A K−, and X ⊗A K− = Proj(S ⊗A K−/p ⊗A K−) has the Hilbert polynomial c. As
p ⊗A K− is maximal in S ⊗k K−, it follows that c = 1. As the Hilbert polynomials of
X ⊗AK
−, X ⊗AK and X are equal, it follows that c = 1 and the Hilbert polynomial of p
is equal to
(
n−1+r
r
)
+ · · ·+
(
n−1+1
1
)
, hence p is 1-regular and p1 is generated by a subbundle
L of S1 ⊗k A of rank r. 
Lemma E.1. Let Y/k be an integral scheme, C ⊂ P3 ×k Y a curve, which is flat over
Y with Hilbert polynomial P (n) = dn− g + 1 . There exists an open set U = SpecA ⊂ Y
such that the following conditions are fulfilled:
1◦ If S = A[x, y, z, t], there is a finitely generated graded S-algebra M such that M˜ is the
structure sheaf of the subscheme C ×Y U ⊂ P3 × U .
2◦ There is a filtration (0) = M0 ⊂ · · · ⊂ M r = M such that M i/M i−1 ≃ (S/pi)(−di)
is flat over A, pi ⊂ S is a graded prime ideal, and the isomorphism is defined by
multiplication with a form fi ∈ Sdi.
3◦ For each pi two cases can occur: pi is a minimal prime of M and Proj(S/pi) is a curve,
flat over A. OR: pi is generated by a subbundle L ⊂ S1 of rank 3 .
Proof. The existence of such a filtration is shown in (loc.cit.). Applying the Generic-
flatness-Lemma, one sees that either S/pi has a Hilbert polynomial of the form an + b,
121
122 E. FILTRATION OF THE STRUCTURE SHEAF OF A CURVE
which is the first case, or S/pi has a constant Hilbert polynomial s, in which case the
assertion follows from the auxiliary lemma. 
APPENDIX F
Lower semicontinuity of the complexity
If M = xαyβzγtδ ∈ S = k[x, y, z, t], then T (M) := δ. G = Grassm(Sd) parametrizes
the m-dimensional subspaces of Sd. Let e1, . . . , en, n =
(
d+3
3
)
, be the monomials in Sd
in any order. If V ∈ G(k) and fi =
∑n
j=1 aijej , 1 ≤ j ≤ m, is a basis of V , then
f1 ∧ · · · ∧ fm =
∑
P(j)e(j), where e(j) = ej1 ∧ · · · ∧ ejm and P(j) = det

a1j1 · · · a1jm
amj1 · · · amjm


is the Plu¨cker–coordinate belonging to the multi-index (j) = (j1, . . . , jm), where 1 ≤ j1 <
· · · < jm ≤ n.
Let Gm act on S by σ(λ) : x 7→ x, y 7→ y, z 7→ z, t 7→ λt. Because of
σ(λ)fi =
∑
j
aijλ
T (ej)ej
it follows that
(F.1) σ(λ)f1 ∧ · · · ∧ σ(λ)fm =
∑
(j)
P(j)λ
T (e(j))e(j) ,
where T (e(j)) := T (ej1) + · · ·+ T (ejm).
Let be N := # { (j) multi-index as above }−1 . The Plu¨cker-embedding p : G→ PN is
defined by V 7→
∧m V , that means, it is defined by V 7→ { Plu¨cker–coordinates of V } / ∼,
and ∼ is defined by multiplication with elements in k∗. It follows that Gm acts in an
equivariant way on G and PN with respect to p.
Let V ↔ ξ ∈ G(k) and C(ξ) := { σ(λ)p(ξ) | λ ∈ k∗ } = { p(σ(λ)ξ) | λ ∈ k∗ }. From (F.1)
it follows that
C(ξ) =
{
P(j)λ
T (e(j))
∣∣ λ ∈ k∗ } / ∼ .
Case 1: λ 7→ σ(λ)V is injective, λ ∈ k∗.
Then from the argumentation in the proofs of [T1, Bemerkung 2 and 3, p. 11] follows that
for the closure C(ξ) ⊂ PN one has
(F.2) degC(ξ) = max
(j)
T (e(j))−min
(j)
T (e(j)) ,
where the maximum and the minimum refers to such multi-indices with P(j) 6= 0, and the
P(j) are the Plu¨cker-coordinates of V .
Case 2: λ 7→ σ(λ)V is not injective.
In the proof of [T2, Hilfssatz 5, pp. 8] it had been shown that this is equivalent with the
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following statements 1◦–3◦:
There is an integer ℓ > 0 and a basis f1, . . . , fm of V , such that
1◦ fi = t
di ·
∑ni
ν=0 f
ν
i t
ℓν , di chosen maximal, 0 ≤ d1 ≤ · · · ≤ dm, f νi ∈ k[x, y, z] of degree
d− (di + ℓν), for all i and 0 ≤ ν ≤ ni.
2◦ The map Gm/µℓ → P
N defined by V →
∧m σ(λ)V is injective, µℓ = { ε ∈ C ∣∣ εℓ = 1 } .
3◦
(F.3) degC(ξ) = 1
ℓ
· { right-hand side of (F.2) } .
Note that in (F.2) T (e(j)) = D + ℓ · n(j), with D = d1 + · · ·+ dm and n(j) ∈ N depending
on (j). If conversely it is supposed that T (e(j)) has this form, then one gets
σ(λ)V
p
7−→
({
P(j)λ
D+ℓ·n(j)
∣∣ P(j) 6= 0 }) / ∼ = ({ P(j) ∣∣ P(j) 6= 0 }) / ∼
for all λ ∈ µℓ. As p is a closed immersion it follows that σ(λ)V = V if λ ∈ µℓ.
The Plu¨cker–coordinates of ξ and the number ℓ depend on ξ, we therefore write P(j)(ξ)
and ℓ(ξ). It is clear that there is an open neighborhood U = U(ξ) of ξ in G, such that
(F.4) P(j)(ξ) 6= 0⇒ P(j)(ζ) 6= 0 if ζ ∈ U(ξ) .
Suppose that ζ ∈ U(ξ). Then we conclude:
λ ∈ µℓ(ζ) ⇒ σ(λ)ζ = ζ
⇒
({
λT (e(j))P(j)(ζ)
∣∣ P(j)(ζ) 6= 0 }) / ∼ = ({ P(j)(ζ) ∣∣ P(j)(ζ) 6= 0 }) / ∼
⇒ λT (e(j)) = c ∈ k∗ for all (j) such that P(j)(ζ) 6= 0 .
Because of (F.4) it follows that λT (e(j)) = c for all (j) such that P(j)(ξ) 6= 0 .
⇒
({
λT (e(j))P(j)(ξ)
∣∣ P(j)(ξ) 6= 0 }) / ∼ = ({ P(j)(ξ) ∣∣ P(j)(ξ) 6= 0 }) / ∼
⇒ σ(λ)ξ = ξ ⇒ λ ∈ µℓ(ξ) ⇒ µℓ(ζ) ⊂ µℓ(ξ) ⇒ ℓ(ζ) divides ℓ(ξ) .
One gets:
(F.5) ℓ(ζ) ≤ ℓ(ξ) for all ζ ∈ U(ξ) .
Because of (F.4) one has for all ζ ∈ U(ξ):
max
(j)
{
T (e(j))
∣∣ P(j)(ξ) 6= 0 } ≤ max
(j)
{
T (e(j))
∣∣ P(j)(ζ) 6= 0 }
and
min
(j)
{
T (e(j))
∣∣ P(j)(ζ) 6= 0 } ≤ min
(j)
{
T (e(j))
∣∣ P(j)(ξ) 6= 0 } .
Then from (F.3), (F.4) and (F.5) we get:
Conclusion F.1. For each ξ ∈ G(k) there is an open neighborhood U 6= ∅ in G such
that degC(ξ) ≤ degC(ζ) for all closed points ζ ∈ U . 
We now embed H = HQ into Grass
P (n)(Sn) by means of Fn = π∗F(n) and then by
means of Mn =
∧˙
Fn into a projective space PN(n). We recall that P (n) =
(
n+3
3
)
−Q(n),
n is a sufficiently large number, e.g. n ≥ b, and that g ≤ g(d) = (d− 2)2/4 is supposed.
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If ξ ∈ H(k), then by Theorem 1.2 in Chapter 1 we have the rational equivalence
{ σ(λ)ξ | λ ∈ k∗ }− =: C¯(ξ) ∼ q2(ξ)C2 + q1(ξ)C1 + q0(ξ)C0 .
Here the natural numbers q2(ξ) and q1(ξ) are called the complexity of ξ with regard to C2
respectively to C1.
Now deg C¯(ξ) = (Mn · C¯(ξ)) and Conclusion F.1 shows that
(Mn · C¯(ζ)) ≥ (Mn · C¯(ξ)) for all ζ ∈ U(ξ) ,
hence
q2(ζ)
[(
n−a+2
2
)
+ (n− b+ 1)
]
+ q1(ζ)(n− b+ 1) + q0(ζ)
≥ q2(ξ)
[(
n−a+2
2
)
+ (n− b+ 1)
]
+ q1(ξ)(n− b+ 1) + q0(ξ)
for all n≫ 0. We get:
Conclusion F.2. For each ξ ∈ H(k) there is an open neighborhood U(ξ) of ξ in H
such that for each ζ ∈ U(ξ) ∩H(k) one has:
Either q2(ζ) > q2(ξ) or q2(ζ) = q2(ξ) and q1(ζ) ≥ q1(ξ). 
APPENDIX G
The graded Hilbert scheme
Let be S = k[x1, . . . , xr, t] the polynomial ring in r + 1 variables, X = ProjS, H =
HilbP (X) the Hilbert scheme, which parametrizes the quotients OX/I with Hilbert poly-
nomial P (n), i.e. the ideals I ⊂ OX with Hilbert polynomial Q(n) =
(
n+r
r
)
− P (n).
Let be X = X ×k H, I ⊂ OX the universal ideal sheaf with Hilbert polynomial Q(n),
F = OX/I. If ℓ is any linear form, then U(ℓ) = { y ∈ H | ℓ non-zero divisor of F ⊗ k(y) }
is open and non-empty in H (see [G3, Section 1]).
Let Gm act on S by σ(λ) : xi 7→ xi, 1 ≤ i ≤ r, t 7→ λt.
G.1. Limit points
Lemma G.1. Let be I ↔ ξ ∈ H(K), and I0 ↔ ξ0 := lim
λ→0
σ(λ)ξ, where K/k is a field
extension. Then one has:
(i) ξ0 is Gm-invariant.
(ii) ξ0 ∈ U(t) ⇐⇒ ξ ∈ U(t).
(iii) If ξ ∈ U(t), then the Hilbert functions of I and I0 are equal.
Proof. A small modification of the proof of [G3, Lemma 4]:
Write Fi = t
dif 0i + t
di+1f 1i + · · · , 1 ≤ i ≤ p := Q(d), d1 ≤ d2 ≤ · · · , and fi := t
−diFi.
By linearly combining the Fi, one can achieve that the fi are linearly independent and the
proof goes through with t instead of the variable X0. 
G.2. The restriction morphism
Let be R = k[x1, . . . , xr], Y = ProjR, P
′(n) = P (n)− P (n− 1), H′ = HilbP
′
(Y ).
Lemma G.2. Let T/k be a scheme, T → U(t) a morphism and I ∈ H(T ) the corre-
sponding ideal. Then I ′ := I+tOX×T (−1)/tOX×T (−1) is an element of H′(T ) and I 7→ I ′
defines a morphism r : U(t)→ H′.
Proof. The same argumentation as in [G3, Section 1]. 
G.3. The case of space curves
We now write S = k[x, y, z, t], X = ProjS, H = HilbP (X), P (n) = dn − g + 1,
R = k[x, y, z], Y = ProjR. If I ⊂ OY is an ideal, then I∗ ⊂ OX is the ideal, which is
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generated by I, i.e.
H0(X, I∗(n)) =
n⊕
i=0
tn−iH0(Y, I(i)) for all n .
Let now be I ↔ ξ ∈ H(k) ∩ U(t), I ′ ↔ r(ξ) ∈ Hilbd(Y ) and I0 ↔ ξ0 := limλ→0 σ(λ)ξ.
Here, and in the following, Gm operates by σ(λ) : x 7→ x, y 7→ y, z 7→ z, t 7→ λt.
Lemma G.3. I0 = (I ′)∗ ∩ R, (I ′)∗ is the CM-part of I0 and R is (x, y, z)-primary.
Proof. 1◦ As I0 is Gm-invariant, one has
H0(I0(n)) =
n⊕
i=0
tn−iUi, H
0(I0(n+ 1)) =
n⊕
i=0
tn+1−iVi ,
Ui ⊂ Vi ⊂ Ri vector spaces. As I0 ∈ U(t) by Lemma G.1, one has H0(I0(n)) =
{ f ∈ Sn | t · f ∈ H0(I0(n+ 1)) }, hence Ui = Vi, if 0 ≤ i ≤ n, and R1Vn ⊂ R1H0(I0(n)) ⊂
H0(I0(n + 1)), i.e. R1Vn ⊂ Vn+1 for all n. It follows that there is a sequence of vector
spaces Ui ⊂ Ri such that H0(I0(n)) =
⊕n
i=0 t
n−iUi and R1Un ⊂ Un+1 for all n.
2◦ As r is continuous, from r(σ(λ)ξ) = r(ξ) for all λ ∈ k∗ it follows that that r(ξ0) =
r(ξ), i.e. (I0)′ = I ′. From the exact sequence
0 −→ I0(n− 1)
t
−→ I0(n) −→ I
′(n) −→ 0
it follows that the canonical map
H0(I0(n))/tH
0(I0(n− 1))֌ H
0(I ′(n))
is an isomorphism, if n≫ 0 . Hence one has Un ⊂ H0(I ′(n)) for all n and Un = H0(I ′(n))
if n≫ 0 . It follows that I0 ⊂ J := (I ′)∗.
3◦ Next we want to show that J is CM, and we assume that P is an associated prime
of OX/J , which corresponds to a closed point of X . Then P is Gm-invariant.
Case 1: P = (ℓ1, ℓ2, t), where ℓ1, ℓ2 are linear forms in R. But as t is not a zero-divisor
of OX/J , this is a contradiction.
Case 2: P = (x, y, z). Let be P = Ann(f), i.e. f ∈ S such that P · f ⊂ J . Write
f = te · g. If e > 0, it follows that that P = Ann(g). Hence one can suppose e = 0 and
f = f 0 + tf 1 + · · · , f 0 ∈ Rn. It follows that P · f 0 ∈ H0(I(n+ 1)), hence f 0 ∈ H0(J (n)).
By an induction argument on gets f ∈ J , contradiction.
4◦ Let P be an associated prime of OX/I0, which corresponds to a closed point of X .
The same argumentation as in 3◦ shows that P = (x, y, z). Hence one can write I0 = N∩R,
where N is the CM-part and R is (x, y, z)-primary. Now one has I0 = I0∩J = N ∩J ∩R,
hence N ∩ J = N ⊂ J and besides J ′ = I ′ = I ′0 = N
′. It follows that J /N has
finite length. If one assumes that this is not equal to zero, there is a prime ideal P, which
corresponds to a closed point of X and is an associated prime of J /N , hence an associated
prime of OX/N , contradiction. It follows that J = N . 
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G.4. The graded Hilbert scheme
At the moment, we go back to the general situation as in G.1 and G.2. In [G6,
Abschnitt 2] it is shown:
(i) If HGm denotes the fixed point scheme, then G := HGm ∩ U(t) is a closed subscheme
of H (!).
(ii) Let ϕ be a numerical function, i.e. a map ϕ : N → N, such that ϕ(n) = Q(n) if
n≫ 0 . Put ϕ′(n) = ϕ(n)− ϕ(n− 1). If A is a k-algebra, let be Gϕ(A) the set of all
subbundles Vn ⊂ Rn⊗A of rank ϕ
′(n) such that R1Vn ⊂ Vn+1 for all n ∈ N. Then Gϕ
is (represented by) a closed subscheme of H, and G is the disjoint union of those Gϕ,
which are non-empty.The closed immersion Gϕ → H is defined by (V0, V1, . . . ) 7→ J ,
where J ⊂ OX⊗A is the ideal generated by the Vn, i.e.H0(X⊗A,J (n)) =
∑n
i=0 t
n−iVi
for all n. Gϕ is called graded Hilbert scheme.
(iii) LetHϕ be the locally closed subset ofH of all ideals J ⊂ H(K) with Hilbert function
ϕ, for all field extensions K/k. We take Hϕ as a subscheme of H with the reduced
scheme structure. Then one has (Gϕ)red ⊂ Hϕ.
(iv) If ξ ∈ Hϕ(K) ∩ U(t), then Lemma G.1 shows that ξ0 := lim
λ→0
σ(λ)ξ ∈ Gϕ(K), and
ξ 7→ ξ0 defines a morphism Hϕ ∩ U(t)→ (Gϕ)red.
The statements (i)–(iii), whose proof is easy, are used in Section 2.1 in the cases r = 2
and r = 3. The statement (iv) requires some work [G6, Prop.2, p.20], but is needed only
in the proof of Proposition 2.3, which is not used in later chapters.
G.5. Very general linear forms
G.5.1.
Aux-Lemma G.1. Let be S = k[x, y, z], Y = ProjS, P ∈ Y a closed point, Q a
graded ideal in S, which is primary to P . Then HP(OY /Q) is equal to the length r of the
localization (S/Q)(P ) over S(p).
Proof. By [H1, Prop. 7.4, p. 50] there is a filtration 0 = M0 ⊂ · · · ⊂ M r = S/Q
such that M i/M i−1 ≃ fi · (S/P )(−di), and HP(S/P ) = 1 . 
G.5.2. Let now be P = k[x, y, z, t], S = k[x, y, z] = P/tP (−1), p ⊂ P a graded prime
ideal such that V (p) ⊂ X = ProjP is a curve of degree d. Let be I ⊂ P a graded ideal,
which is p-primary of multiplicity µ. By (loc. cit.) there is a filtration
(G.1) 0 =M0 ⊂ · · · ⊂M r = [P/I]∼
such that
(G.2) M i/M i−1 ≃ fi · [(P/p)(−di)]
∼
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for µ indices and for the remaining indices
(G.3) M i/M i−1 ≃ gi · [(P/Pi)(−ei)]
∼ ,
Pi ∈ X a closed point, which is contained in the support of P/I = V (p). We choose a
linear form ℓ ∈ P such that V (p) ∩ V (ℓ) = {P1, . . . , Pd}, Pi distinct points and ℓ 6∈ ∪Pi.
Applying a suitable linear transformation, one can assume ℓ = t. One can writeM i = I i/I,
where I i is a graded ideal, I0 = I and Ir = P . We denote the images of the canonical
morphism P → S by ′ and from (G.1) we get a filtration
(G.1′) 0 = (M0)′ ⊂ · · · ⊂ (M r)′ = [S/I ′]∼ ,
where
(M i)′ = [(I i)′/I ′]∼, (I i)′ = I i + tP (−1)/tP (−1), I ′ = I + tP (−1)/tP (−1) .
As [P/Pi + tP (−1)]∼ = 0, from (G.3) it follows that one can write (G.1′) as
(G.4) 0 = N0 ⊂ · · · ⊂ Nµ = [S/I ′]∼.
Because of (G.2) one has surjective homomorphisms
(G.5) [(P/p+ tP (−1))(−di)]
∼ → N i/N i−1 .
But P/p+ tP (−1) =
⊕d
1 S/Pi and the localization of (G.4) and (G.5) at the point P1, for
example, gives a filtration
(G.6) 0 = N0(P1) ⊂ · · · ⊂ N
µ
(P1)
= S(P1)/I
′
(P1)
and surjective homomorphisms
(G.7) [(S(P1)/(P1)(P1)](−di)→ N
i
(P1)/N
i−1
(P1)
.
Now the left hand side of (G.7) is a field, hence either N i(P1)/N
i−1
(P1)
is equal to zero or has
the length 1 over S(P1).
Conclusion G.1. The multiplicity µi of (S/I
′)(P1) over S(P1) is ≤ µ. 
Put I = I˜, I ′ = I + tOX(−1)/tOX(−1), Y = ProjS. As the Hilbert polynomial of
P/p has the form dn+a, from (G.1) and (G.2) follows that HP(P/I) = dµn+ b. From the
exact sequence
0 −→ (OX/I)(−1)
t
−→ OX/I −→ OY /I
′ −→ 0
we get:
Conclusion G.2. HP(OY /I ′) = dµ. 
From the Aux-Lemma G.1 and Conclusion G.1 and Conclusion G.2 it follows that
µi = µ for all 1 ≤ i ≤ d. From this one deduces:
Lemma G.4. Let C ⊂ X = P3k be a curve. Write C = C1 ∪ · · · ∪ Cr ∪ {points}, where
the Ci are the different irreducible components of dimension 1, of degree di and multiplicity
µi, and {points} denotes the 0-dimensional components, embedded or isolated. Then for
Zariski-many linear forms ℓ ∈ k[x, y, z, t] one has
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(a) Ci ∩ Cj ∩ V (ℓ) = ∅, if i 6= j.
(b) {points} ∩ V (ℓ) = ∅.
(c) Ci ∩ V (ℓ) = {Pi1, . . . , Pidi}, where the points Pij are different from each other and the
multiplicity of Pij in Ci ∩ V (ℓ) is equal to µi. 
APPENDIX H
Notations and explanations
H.1. Notations
The ground field is C; all schemes are of finite type over C; k denotes an extension field
of C. P = k[x, y, z, t], S = k[x, y, z], R = k[x, y] are the graded polynomial rings.
T = T (4; k) group of diagonal matrices
∆ = U(4; k) unitriangular group
B = B(4; k) Borel group of upper triangular matrices
T (ρ) subgroup of T (3; k) or of T (4; k) defined as follows: If ρ = (ρ0, ρ1, ρ2) ∈ Z
3, ρ0 + ρ1 +
ρ2 = 0, then T (ρ) = { (λ0, λ1, λ2) ∈ (k∗)3 | λ
ρ0
0 λ
ρ1
1 λ
ρ2
2 = 1 }, and analogously in the case
r = 3 .
Γ =
{(
1 ∗ ∗ ∗
0 1 ∗ ∗
0 0 1 ∗
0 0 0 1
)}
< U(4; k)
G1, G2, G3 subgroups of U(4; k) (see below).
NNT = abbreviation for non-zero divisor
∼ = abbreviation for rational equivalent
I ⊂ OP3 is a CM-ideal , if the curve in P
3, which is defined by I, has no embedded or
isolated points, i.e. is a ”pure” curve.- Generally ”curve” means a 1-dimensional (mostly
closed) subscheme of something.
Cohen-Macaulay part, respectively punctual part of an ideal J - see page iii.
H = Hd,g Hilbert scheme of curves in P
3 with degree d ≥ 1 and genus g, i.e. H = HilbP (P3k),
where P (T ) = dT − g + 1.
Q(T ) =
(
T+3
3
)
− P (T ) complementary Hilbert polynomial.
HQ = Hilbert scheme of ideals I ⊂ OP3 with Hilbert polynomial Q(T ), i.e.H = Hd,g = HQ.
π and κ denote the projections from H×k P3 to H resp. P3.
HQ 6= ∅ if and only if Q(T ) =
(
T−1+3
3
)
+
(
T−a+2
2
)
or Q(T ) =
(
T−1+3
3
)
+
(
T−a+2
2
)
+
(
T−b+1
1
)
,
where a and b are natural numbers 1 ≤ a ≤ b. The first case is equivalent with d = a and
g = (d− 1)(d− 2)/2, i.e., equivalent with the case of plane curves.
If ξ1, ξ2 ∈ H(k), then we write ξ1 ≡ ξ2 iff f(ξ1) = f(ξ2), where f is a tautological morphism.
We consider only the case g < (d − 1)(d − 2)/2. In this case we have the relations
d = a− 1 and g = (a2 − 3a+ 4)/2− b.
G = Grassm(Pd) Grassmann scheme of m-dimensional subspaces of Pd.
Let ϕ : N→ N be a function with the following properties: There is an ideal I ⊂ OP2
of finite colength with Hilbert function h(n) = h0(I(n)), such that 0 ≤ ϕ(n) ≤ h(n) for all
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n ∈ N and ϕ(n) = h(n) for n large enough, e.g. n ≥ d := colength(I). On the category of
k-schemes a functor is defined by:
Gϕ(SpecA) =
{
(U0, . . . , Ud)
∣∣∣∣∣
Un ⊂ Sn ⊗A subbundle of rank ϕ(n)
such that S1Un−1 ⊂ Un, 1 ≤ n ≤ d
}
Gϕ is a closed subscheme of a suitable product of Grassmann schemes; it is called graded
Hilbert scheme.
To each ideal J ⊂ OP3
k
with Hilbert polynomial Q corresponds a point ξ ∈ H(k), which
we denote by ξ ↔ J .
h(J ) denotes the Hilbert function of J , that means h(J )(n) = dimkH
0(J (n)), n ∈ N.
If ϕ is the Hilbert function of an ideal in OP2
k
such that ϕ(n) =
(
n+2
2
)
− d for all
sufficiently great natural numbers n, then
Hϕ :=
{
I ⊂ OP2
k
∣∣∣ h0(I(n)) = ϕ(n), n ∈ N }
is a locally closed subset of Hilbd(P2), which we regard to have the induced reduced scheme
structure. H(d) ⊂ Hilbd(P2) is the open subscheme of points ξ ↔ Z ⊂ P2 such that Z
consists of d points in P2.
If G is a subgroup of GL(4; k), then HG denotes the fixed-point scheme, which is to
have the induced reduced scheme structure. The same convention is to be valid for all
fixed-point subschemes of Hd = Hilbd(P2).
If C →֒ H is a curve, then by means of the Grothendieck-Plu¨cker embedding H→ PN
we can regard C as a curve in a projective space, whose Hilbert polynomial has the form
deg(C) · T + c. Here deg(C) is defined as follows:
If I is the universal sheaf of ideals on X = H × P3k, then F := OX/I is the structure
sheaf of the universal curve C over H, and the direct image π∗F(n) is locally free on H of
rank P (n) for all n ≥ b. The line bundles Mn :=
∧˙
π∗F(n) are called the tautological line
bundles onH, which are very ample and thus define the Grothendieck–Plu¨cker embeddings
in suitable projective spaces. Here ∧˙ is to denote the highest exterior power. Then deg(C)
is the intersection number deg(Mn|C) := (Mn · C). (If C is a so called tautological or
basis cycle one can compute this intersection number directly, see [T2, Section 4.1].)
After these more or less conventional notations, we introduce some notations concerning
monomial ideals.
If J ⊂ OP3 is T -invariant, then H
0(P3k;J (d)) ⊂ OP3 is generated by monomials. To
each monomial xd−(a+b+c)yazbtc in H0(J (d)) we associate the cube [a, a + 1]× [b, b+ 1]×
[c, c + 1] in a y-z-t-coordinate system, and the union of these cubes gives a so called
pyramid, , which is denoted by E(J (d)). Usually we assume that J is invariant under ∆
or Γ. Then we can write H0(J (d)) =
d⊕
n=0
td−nUn, where Un ⊂ Sn are subspaces such that
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S1 · Un ⊂ Un+1, 0 ≤ n ≤ d − 1, which we call the layers of the pyramid. (In [T1]–[T4] we
made extensive use of this concept, but here it occurs only once in Section 1.3
A graded ideal I ⊂ S = k[x0, . . . , xr] is Borel normed, if in(I) =
⊕
n≥0 in(In) is
invariant under B(r + 1; k). To each graded ideal I ⊂ S there is a non-empty, open set
U ⊂ GL(r + 1; k) such that g(I) is Borel normed for all g ∈ U .
If H is a Hilbert scheme of ideals in OPr and if b ∈ H(k) is fixed by B(r + 1; k), then
WH(b) ⊂ H is the subscheme of all ideals I ⊂ OPr such that the initial ideal in(I) ↔ b.
(For more details, see [G3, Section 2].)
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H.2. Explanations
In [T1]–[T4] it was tried to describe the first Chow group A1(H), where we always take
rational coefficients, and we write A1(H) instead of A1(H)⊗ZQ. The starting point is the
following consideration: If the Borel group B = B(4; k) operates onH = HQ in the obvious
way, then one can deform each 1-cycle on H in a 1-cycle, whose prime components are B-
invariant, irreducible, reduced and closed curves on H. It follows that A1(H) is generated
by such B-invariant 1-prime cycles on H. This is a partial statement of a theorem of
Hirschowitz, which can be applied to any projective scheme with a B-action (see [Hi]).
Now from [T1, Section 1.1] it follows that such a B-invariant 1-prime cycle (i.e. closed,
irreducible and reduced curve) C on H can be formally described as follows: Either each
point of C is invariant under ∆ := U(4; k), or one has C = Gia · η, where η is a closed point
of H, which is invariant under T = T (4; k) and the group Gi, i ∈ {1, 2, 3}. Here Gia is the
group Ga, acting by
ψ1α : x 7→ x, y 7→ y, z 7→ z, t 7→ αz + t.
ψ2α : x 7→ x, y 7→ y, z 7→ αy + z, t 7→ t,
ψ3α : x 7→ x, y 7→ αx+ y, z 7→ z, t 7→ t,
respectively, on P = k[x, y, z, t], and Gi is the subgroup of ∆, which is complementary to
Gia, that means, one defines
G1 :=




1 ∗ ∗ ∗
0 1 ∗ ∗
0 0 1 0
0 0 0 1



 , G2 :=




1 ∗ ∗ ∗
0 1 0 ∗
0 0 1 ∗
0 0 0 1



 , G3 :=




1 0 ∗ ∗
0 1 ∗ ∗
0 0 1 ∗
0 0 0 1



 .
If C has this form, then C is called a combinatorial cycle of type i, where i ∈ {1, 2, 3}.
A(H) := Im(A1(H∆)→ A1(H)) is called the “algebraic part” and A1(H) := A1(H)/A(H)
is called the “combinatorial part” of the first Chow group of H. Here H∆ denotes the
fixed point scheme, which, just as all other fixed point schemes that will occur later on, is
supposed to have the induced reduced scheme structure.
This convention is valid also for the Hilbert scheme Hd := Hilbd(P2C).
In order to formulate the results of [T1]–[T5], one has to introduce the following
“tautological” 1-cycles on H:
C1 =
{
(x, ya, ya−1zb−a(αz + t))
∣∣ α ∈ k }−
C2 =
{
(x, ya−1(αy + z), ya−2zb−a+1(αy + z))
∣∣ α ∈ k }−
C3 =
{
(xa, αx+ y, xa−1zb−a+1)
∣∣ α ∈ k }−
D =
{
(x2, xy, ya−1, zb−2a+4(ya−2 + αxza−3))
∣∣ α ∈ k }−
E =
{
(x2, xy, xz, ya, ya−1zb−a+1, xtb−2 + αya−1zb−a)
∣∣ α ∈ k }−
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Then the final results are (cf. [T5, Thm. 15.1 and 16.1]):
Suppose that d ≥ 5 and g <
(
d−1
2
)
, i.e. g is not maximal. Put g(d) := (d − 2)2/4 and
γ(d) :=
(
d−2
2
)
.
Theorem ([T5, p. 123]). (i) If g > γ(d), then A1(Hd,g) is freely generated by E,C1, C2, C3.
(ii) If g(d) < g ≤ γ(d), then A1(Hd,g) is freely generated by E,D,C2, C3.
(iii) If g ≤ g(d), then A1(Hd,g) is freely generated by E,D,C2.
Theorem ([T5, p. 127]). (i) If g ≤ 0, then A1(H3,g) is freely generated by [E], [D], [C2].
(ii) A1(H4,2) ≃ Q4 and if g ≤ 1, then A1(H4,g) is freely generated by [E], [D], [C2].
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