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PREFACE 
Water Resources Systems Ana l ys i s  i s  a  major  program o f  teach ing  and 
research  i n  t he  h yd r au l i c  eng inee r i ng  area o f  t h e  Department o f  C i v i l  Eng ineer ing  
i n  t h e  U n i v e r s i t y  o f  I l l  i n o i s  a t  Urbana, I l l i n o i s .  For  t h i s  program, severa l  
research  p r o j e c t s  a re  be ing  conducted. Three o f  these p r o j e c t s  a re  suppor ted 
b y  t h e  U .S .  Department o f  t h e  i n t e r i o r ,  O f f i c e  o f  Water Resources Research: 
OWRR P r o j e c t  No. B-030- ILL on 'Advanced Method01 og ies f o r  Water Resources 
P l ann i ng , '  OWRR P r o j e c t  No. A-029- ILL  on . IS t o chas t i c  Ana l ys i s  o f  Hydro log ic  
Systems, and OWRR P r o j e c t  No. B-038-ILL on IS t o chas t i c  Analys i s  o f  Hydro1 o g i c  
Sys tems - Phase l l a 
Hydro log ic  da ta  serve as an inpu t  t o  t he  water  resources system. 
The na t u r a l  hyd ro log i c  processes, which produce the  h yd r o l og i c  da ta ,  a re  t r u l y  
l s t o c h a s t i c l  i n  t he  sense t h a t  na t u r a l  hyd ro log i c  phenomena change w i t h  t ime  
i n  a c c o r d an~~ew i t h  t he  law o f  p r o b a b i l i t y  as we l l  as w i t h  t he  sequent ia l  r e -
l a t i o n s h i p  between t h e i r  occurrences. I n  OWRR P r o j e c t  Nos. A-029-ILL and 
8-038- ILL,  t h e  o b j e c t i v e  o f  the  research i s  t o  develop a  p r a c t i c a l  procedure 
by  wh ich  t he  s t o chas t i c  behav io r  o f  t he  hyd ro log i c  c h a r a c t e r i s t i c s  o f  a. hydro- 
l o g i c  system i s  t o  be adequate ly  s imu la ted  mathemat ica l l y .  The i n i t i a l  s t e p  
o f  t h i s  research invo lved  a  comprehensive review o f  the  appl i c a t i o n  o f  t h e  
t heo r y  o f  s t o chas t i c  processes i n  hydro logy.  As a r e s u l t ,  t h e  f o l l o w i n g  two 
r e p o r t s  were produced : 
'Water Resources Systems Ana l ys i s :  Pa r t  1 ,  
Annotated B i b1  iography on S tochas t i c  Processes 
'Water Resources Systems ~ n a ' l ~ s i s :  P a r t  II1. 
Review o f  S tochas t i c  Processes 
I n  OWRR P r o j e c t  No. 8-030- ILL ,  advanced methodologies f o r  water  r e -
sources p l ann ing  deal e s s e n t i a l l y  w i t h  the  mathematical  f o rmu l a t i o n  o f  hydro-
economic systems and t he  va r i ous  programming techniques f o r  the o p t im i z a t i o n  o f  
_he systems. The i n i t i a l  1 i t e r a t u r e  research  f o r  t h i s  p r o j e c t  produced the 
jl 1 owing two r epo r t s  : 
Wa te r  Resources Systems Ana l y s i s :  P a r t  8 1 .  
Annotated B i b l i o g r aphy  on Programming Techniques1 
'Water Resources Systems Ana l y s i s :  Pa r t  BV, 
Review o f  Programming Techniquesf  
In  p r epa r i ng  the repo r t s  on annotated b i b l i o g r a ph i e s ,  o n l y  references 
which have d i r e c t  bea r i ng  on research o b j e c t i v e s  were se lec ted .  The b i b l i o g -  
raph ies  a re  by no means complete, b u t  they  cover  m o s t  i t e m s  o f  bas i c  s i g n i f i c a n c e  
t o  t he  s u b j e c t  ma t t e r  and thus should p r o v i de  a va luab le  source o f  i n f o rma t i on  
t o  anyone in t e r e s  t ed  i n  water  resources sys terns anal ys i s  . The rev iew repo r t s  
a re  summaries o f  t he  s t a t e  of t he  a r t .  They a r e  w r i t t e n  ma i n l y  f o r  beginners 
who a re  engaged i n  research on wate r  resources systems ana l y s i s .  
I t  i s  be1 ieved t h a t  the  f o u r  r epo r t s  mentioned above w i l l  be very  use-
f u l  t o  researchers ,  p lanners,  and p r a c t i c i n g  engineers.  Those who d e s i r e  t o  do 
research on wa t e r  resources systems can use these r epo r t s  as a s t a r t i n g  base 
i n  o rde r  t o  save i n d i v i d u a l  e f f o r t  which would be requ i red  t o  develop a 1 i s t  
and rev iew o f  t h e  ma t e r i a l .  Planners f o r  wa te r  resources development and 
managers o f  e x i s t i n g  water  p r o j e c t s  w i l l  have a review o f  t h e  techniques and 
t he  p resen t  and p o t e n t i a l  a p p l i c a t i o n  o f  these techniques t o  t he  ana l y s i s  o f  
water  resources p lans so t h a t  they can see how the techniques have been o r  can 
be used and what techniques they should encourage the!  r engineers t o  apply .  
The r epo r t s  w i l l  be use fu l  t o  the  p r a c t i c i n g  engineer  because they w i l l  p rov ide  
him w i t h  t h e  genera l  approach o f  t he  techniques and then lead  h i m  t o  where he 
can f i n d  t h e  d e t a i l s  o f  a  technique which he wishes t o  use.  
Many persons ass i s ted  i n  t he  p r epa ra t i o n  o f  t h e  f o u r  r epo r t s  on 'Water 
Resources Systems Ana l ys i s .  The r epo r t s  on Pa r t  I and P a r t  i l l were produced 
w i t h  t he  suppo r t  o f  OWRR P r o j e c t s  Nos. A-029- ILL and 'B-038- ILL,o f  wh ich  Ven Te 
Chow i s  P r o j e c t  D i r e c t o r  and P r i n c i p a l  I n v e s t i g a t o r ,  and Gonzalo Cor tes-Rivera 
i i i  
and S o t i  r i o s  J. Karel  i o t i s  a re  Research Ass i s t an t s .  The r e p o r t s  on Pa r t  I I 
and P a r t  I V  were produced w i t h  t h e  suppor t  o f  OWRR P r o j e c t  No. 8-029-ILL, o f  
which Ven Te Chow i s  P r o j e c t  D i r e c t o r  and t o - I n v e s t i g a t o r ,  Dale D.  Me red i t h  i s  
a Co - I n ves t i ga t o r ,  and Eugene C. Cetw insk i ,  James S. Windsor, and Chang-Lung Y in  
a re  Research Ass  i s t a n t s .  8 n  a dd i t i o n ,  Manoutchehr He ida r i  , a graduate s t uden t  
i n  c i v i l  eng ineer ing ,  a s s i s t ed  i n  the  p r epa ra t i o n  of t he  r e p o r t s .  
Ven Te Chow 
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1 - 1 .  General 
The p lan,  o r  arrangement, o f  a  water  resources p r o j e c t  may be c a l l e d  
a system. Modern wate r  resources p r o j e c t s  o f  t en  c o n s t i t u t e  v e r y  complex 
systems wh ich  may be c rea ted  through d i f f e r e n t  combinat ions o f  system u n i t s  
( r e s e r v o i r s ,  cana ls ,  e t c . ) ,  l e v e l s  o f  ou tpu ts ,  and a l l o c a t i o n  o f  capac i ty  o f  
t h e  u n i t s  t o  va r i ous  purposes (water  supply ,  f l o o d  c o n t r o l ,  h y d r o e l e c t r i c  
power, e t c . )  a t  d i f f e r e n t  t imes. The o b j e c t i v e  o f  t he  system des ign i s  t o  
s e l e c t  t h e  combinat ion o f  ab les t h a t  maximizes benef i t s  i n  accordance these v a ~ i  
w i t h  t he  requirements ( c ons t r a i n t s )  o f  t h e  des ign c r i t e r i a .  The c o n s t r a i n t s  
can be  t e chn i ca l ,  economical, s o c i a l  o r  po l  i t i c a l  and the b e n e f i t s  can be 
e i t h e r  r e a l  o r  imp1 ied .  
Because o f  the un l  i r n i  t e d ,  almost  i n f  i n ;  t e ,  number o f  combinat ions t h a t  
can be arranged i n  a mu l t i u n i t -mu l t i p u r pose  wate r  resources system, the op t ima l  
des ign  cannot poss i b l y  be ob ta ined  by t he  convent iona l  approach o f  incrementa l  
ana lys  i s  [Federal  Inter-Agency R i ve r  Bas i n  Commi ss' ion, 19591. By the techniques 
o f  ope ra t i ons  research [McKean, 19581, however, i t  i s  poss i b l e  t o  cons ider  
s  imul taneous ly  a  1 arge number o f  a1 t e r n a t  i v e  system designs and thereby is01 a t e  
t h e  opt ima!  design, 
The use o f  opera t ions  research i n  wate r  resources p l ann ing  and 
development has developed l a r g e l y  d u r i n g  t he  l a s t  15 years,  Specia l  c o n t r i -
b u t i o n s  t o  t he  knowledge a r e  p a r t i c u l a r l y  due t o  a team e f f o r t  a t  Harvard 
[Maass gt- d.,19621. I n  t h i s  program, a model system i s  used as the t e s t  
v e h i c l e  t o  analyze t he  r i v e r  bas i n  system. Two approaches o f  ana l ys i s  a r e  
employed. . One i s  t o  s imu la te  t he  system on ah i gh - speed  d i g i t a l  computer and 
thereby  s e l e c t  the  bes t  combinat ion o f  v a r i ab l e s  b y  observ ing  t h e  response o f  the 
; imulated system t o  va r i ous  a l t e r n a t i v e  bombinat ions. The o t he r  i s  t o  use 
s i m p l i f i e d  mathemat ica l  models which can be so lved  d i r e c t l y  f o r  t he  op t ima l  
des ign f o r  r e l a t i v e 1  y  s imp l e  problems. 
Programming problems dea l  w i t h  de te rmin ing  op t ima l  a l  l o ca t i ons  o f  
l i m i t e d  resou-rces t o  meet g iven  o b j e c t i v e s ;  more s p e c i f i c a l l y ,  they deal w i t h  
s i t u a t i o n s  where a number o f  resources a r e  avai  l a b l e  and a r e  t o  be combined 
t o  y i e l d  some product o r  products.  There are,  however, c e r t a i n  r e s t r i c t i o n s  
on some o r  a1 1 o f  the  resources,  
The a p p l i c a t i o n  o f  programming techniques beg ins  by observ ing  and 
f o rmu l a t i n g  t h e  problem. Next a s c i e n t i f i c  ( t y p i c a l l y  mathemat ica l )  model 
t h a t  a t tempts  t o  abs t r a c t  t he  essence o f  the  rea l  problem i s  cons t ruc ted ,  
I t  i s  then hypothes ized t h a t  t h i s  model i s  a  s v f f i c i e n t l y  p r e c i s e  representa-  
t i o n  o f  t h e  e s sen t i a l  f ea tu res  of  the  s i t u a t i o n  so t h a t  t h e  conc lus ions  
( s o l u t i o n s )  ob ta ined  f rom t he  model a r e  a l s o  v a l i d  f o r  t h e  real problem. Th i s  
hypothes i s  i s  then mod i f i e d  and v e r i f i e d  by s u i t a b l e  exper imenta t ion .  
Programming techniques a r e  a p p l i e d  i n  a t tempts  t o  f i n d  t he  best o r  
opt imal  s o l u t i o n  t o  the problem under cons ide ra t i on .  They make t h r e e  c o n t r i -  
b u t i o ns  t o  t he  ana l y s i s  of the  problem. F i r s t ,  t o  use a programming technique 
one has t o  s t r u c t u r e  t he  rea l  l i f e  s i t u a t i o n  i n t o  a  mathematical  model t h a t  
abs t r a c t s  t he  e s sen t i a l  eTements so  t h a t  a s o l u t i o n  r e l e v an t  t o  t he  dec i s i on  
maker 's o b j e c t i v e  can be sought. Th i s  invo lves l o o k i n g  a t  the  problem i n  t h e  
con t e x t  of t h e  e n t i r e  system. Second, i n  us i ng  a programming technique one 
has t o  e x p l o r e  the  s t r u c t u r e  o f  such so l u t i o ns  and develop sys temat ic  pro-
cedures f o r  o b t a i n i n g  them. And, t h i r d ,  hav ing used a programming technique 
one has developed a s o l u t i o n  t h a t  y i e l d s  an opt imal  v a l ue  o f  the  system 
measure o f  d e s i r a b i l i t y  ( o r  p o s s i b l y  has compared a l t e r n a t i v e  courses of 
a c t i o n s  by  e va l ua t i ng  t h e i r  measure o f  d e s i r a b i l  i t y ) .  
4 -3, 

Because t he  use o f  mathematical  programming techniques i n  water 
resources system des ign  i s  j u s t  beg inn ing  and no e x t ens i ve  app l  i c a t i o ns  o r  
v e r i f i c a t i o n s  have y e t  been made i n  p r a c t i c a l  problems, t h i s  r e p o r t  o f f e r s  
o n l y  a b r i e f  o u t l i n e  o f  the  p r i n c i p l e s  invo lved ,  no t  d e t a i l e d  problems. I n  
o r de r  t o  p r o v i de  t he  wate r  resource p lanner  w i t h  a  reasonably adequate des- 
c r i p t i o n  o f  t h e  modern mathematical  programming techniques a v a i l a b l e  t o  h i m ,  
t h e  techniques a re  exp la i ned  and, then, examples o f  t h e  problems which have 
been s t u d i e d  by these techniques a r e  c i t e d ,  
Chapter 2 i s  concerned w i t h  1 i near  programming techniques.  Non-
l i n e a r  programming techniques a re  d iscussed i n  Chapter 3 w i t h  t he  excep t ion  o f  
t heo ry ,  and s imu l a t i o n  a r e  o u t l i n e d  i n  Chapter 5 .  ' 
Linear  programming deals w i t h  the  problem o f  a l l o c a t i n g  l i m i t e d  
resources among competing a c t i v i t i e s  i n  an opt imal  manner. Tne problems 
which have been s t u d i e d  w i t h  l i near  programming i nc l ude :  ( 1 )  p roduc t  mix, 
o r  how many o f  each o f  products  A ,  B, and C t o  rnanu fac tu re .g iven  l i m i t a t i o n s  
on man hours,  machine hours, r a n  m a t e r i a l ,  and o the r  resources so  as t o  
m in im ize  t o t a l  p roduc t i on  c o s t ;  (2) p roduc t i on  schedul ing,  o r  what should the 
p r o d u c t i o n  r a t e  be f o r  a g i ven  commodity w i t h  a v a r i a b l e  demand p a t t e r n  so 
as t o  m in im ize  cos t s  assoc ia ted  w i t h  changing p roduc t i on  l e v e l s  f r o m  one 
p e r i o d  t o  the  nex t  and m a i n t a i n i n g  i n v e n t o r i e s ;  (3) machine l oad ing  problems, 
o r  how t o  ass ign  p roduc t i on  j obs  t o  machines so as t o  minimize p r o d u c t i o n  
cos t s ;  (4) ! d i e t n  problems o r  w h a t  i s  the most economical m i x t u r e  of raw 
m a t e r i a l s  which w i l l  r e s u l t  i n  a p roduc t  w i t h  a  d e s i r e d  compos i t ion ,  g iven 
the compos i t ions  and p r i c e s  o f  the  raw m a t e r i a l s ;  and (5) t r a n s p o r t a t i o n  
problems, o r  what i s  the minimum c o s t  sh ipp ing  p a t t e r n  t o  t r ans9e r  m a t e r i a l s  
from v a r i o u s  sources o f  f i x e d  s u p p l y  t o  p o i n t s  o f  s p e c i f i e d  demand. 
L i near  programming uses a mathematical  model t o  descr ibe  t h e  
problem o f  concern. The ma jo r  under1 y i n g  assumptions o f  1 i nea r  programming 
t h a t  1 i m i t  i t s  appl  i c a b i l  i t y  are:  ( 1 )  t h a t  a l l  mathemat ica l  f u n c t i o n s  be 
l i n e a r  f u n c t i o n s  and  t h i s  i n  t u r n  assumes t h a t  the  measure o f  e f f e c t i v e n e s s  
and resource  usage must be p r o p o r t i o n a l  t o  t he  l e v e l  o f  each a c t i v i t y  con-
ducted i n d i v i d u a l  l y  ;. (2) t h a t  the t o t a l  measure o f  e f f e c t i v e n e s s  and each 
t o t a l  resource  usage r e s u l t i n g  f rom t h e  j o i n t  performance o f  t he  a c t i v i t i e s  
must equal t h e  respec t i ve  sums o f  these q u a n t i t i e s  r e s u l  t i ng  f rom each 
a c t i v i t y  b e i n g  conducted i n d i v i d u a l l y ;  (3) t h a t  i t  i s  p e r m i s s i b l e  f o r  an 
4 

opt imal  s o l u t i o n  t o  con ta in  f r a c t i o n a l  l eve l s  o f  resource usage; and (4) t h a t  
a l l  o f  the  c o e f f i c i e n t s  i n  the  l i n e a r  programming model are known constants. 
The mathematical statement of  a  general 1 inear  programming problem 
i s  the  f o l l ow i ng .  F ind  the values o f  x l ,  x2, x3,  ..., x  (ca l  l e d  dec is ion  
n  
va r i ab l es )  which maximize (o r  minimize) the 1 inear  f unc t i on  (ca l  l ed  the 
o b j e c t i v e  func t i on )  
subjec' t  t o  the fo l  lowing re l ' a t i onsh ips  (cal l e d  cons t r a i n t s  o r  r e s t r i c t i o n s )  
a l lx l  + a  12x2 + .  . . + a x b , ( o r ? b l  o r =  b,)I n  n  
+ am2x2 + . . . + amnxn 5 bm (or  2 bm o r  = bm)arnlX~ 
a l l  x .  2 0 
J I 
Comput iona l  procedures (cal l ed  a1 g o r i  thms) f o r  s o l v i n g  such problems are 
out1 ined i n  nea r l y  every textbook on l inear  programming [ ~ a n t z i g ,  1963; Gass, 
1958; Hadley, 19621. 
The dec i s ion  va r iab les ,  x l ,  x p ,  ..., xn, represent the  leve ls  o f  n  
competing a c t i v i t i e s .  If each a c t i v i t y  i s  the p roduc t i on  o f  a c e r t a i n  p ro-  
duct,  then x .  would be the number o f  u n i t s  o f  t he  j - t h  product t o  be pro- 
J .  
duced du r i ng  a  g iven per iod  o f  t ime. Z i s  the o ve r - a l l  measure o f  e f f e c t i v e -  
ness, e.g., p r o f i t  over the g iven t ime per iod.  c i s  the increase i n  the 
..i 
ob j e c t i v e  f unc t i on  t ha t  would r e s u l t  f rom each u n i t  increase i n  x Each o f  " j '  
the  f i r s t  m l i n e a r  i nequa l i t i e s  corresponds t o  a  r e s t r i c t i o n  on the  a v a i l -
a b i l i t y  o f  one o f  the scarce resources. b i  i s  the amount o f  resource i 
ava i l a b l e  t o  t h e n  a c t i v i t i e s .  a ij i s  theamount o f  resource i consumed by 
each u n i t  o f  a c t i v i t y  j .  The r e s t r i c t i o n s  t ha t  a l l  x be greater  th,an o r  4 

equal  t o  zero r u l e  out  the possibii it y  o f  nega t i ve  a c t i v i t y  levels .  
For  convenience, the  cons t r a i n t s  are formulated such t h a t  b .I -> 0 
f o r  a l l  i .  If i n  the o r i g i n a l  f o rmu la t i on  any b .I K O ,  t h a t  cons t r a i n t  can be 
m u l t i p l i e d  by  - 1 .  Given t ha t  each b i  2 0 ,  the f i r s t  s tep  i s  t o  conver t  the 
cons t r a i n t s  i n t o  a  se t  o f  simultaneous l i n e a r  equat ions. T h i s  i s  ea s i l y  done 
by adding s l a c k  and surp lus va r iab les  [Hadley, 19621. I f  c on s t r a i n t  i i s  o f  
t h e f o r m  i 
then a s l a ck  va r i ab l e ,  x
n+i ' defined by 
i s  added such t h a t  
For any s e t  o f  x j = 1,2, . . ., n, which s a t i s f y  t h i s  cons t r a i n t ,  j 
x > 0. When a  cons t r a i n t  i s  o f  the form
n%i -
then a surp lus  va r iab le ,  x de f ined by 
n+k9 
a m c n 
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sub jec t  t o  t he  cons t r a i n t s  
a l l  x .  2 0 
J 
The corresponding dual problem i s  obta ined by t ransposing the rows and columns 
o f  the  c o e f f i c i e n t s  i n  the cons t r a i n t  equat ions, t ransposing the  c o e f f i c i e n t s  
o f  the o b j e c t i v e  f unc t i on  and the r ight-hand s ide  o f  the  c on s t r a i n t  equat ions, 
revers ing  t h e  i n e qu a l i t i e s ,  and min imiz ing  ins tead  o f  maximizing. 
Therefore the  dual problem i s  t o  f i n d  y,, yq, . . ., ym i n  order t o  
minimize 
Z = b,yl + b  y  + . . . + bmy,Y 2 2 
sub jec t  t o  t he  cons t ra in t s  
aa , ,Y l  + a21Y2 + . + amlYm 2 C, a 
aaI2Y, + a22y2 + * + am2YmZc2  
0 0 # 
J e 0 
s 0 
a l nYl + a  %nr2 v >c , zv - + .  . . + a  mn'm --. 
a l l  y i  2 0  
The pr imal  and dual  problems have the  f o l l ow i n g  p rope r t i es :  ( 1 )  i f  
e i t h e r  problem has an opt imal s o l u t i o n  so does the  o ther ,  and fur thermore,  
maximum Z = minimum Z t he re f o re  the  optimal va lues of  the  ob j ec t i ve  
x Y "  
f unc t i ons  are equal;  (2) the number o f  va r i ab les  i n  t he  pr imal  problem i s  
equal t o  the  number o f  cons t r a i n t s  i n  the dua l  ; (3) there  i s  a dua l  va r i a b l e  
assoc ia ted  w i t h  every pr imal  c on s t r a i n t ,  and a  p r ima l  v a r i a b l e  associated w i t h  
every  dual cons t r a i n t ;  and (4) by app ly ing  the simplex method t o  the dual 
problem, one can ob ta in  a new a lgor i thm,  c a l l e d  the  dual simplex method 
[Hadley, 19621, f o r  so l v i ng  the p r ima l .  When the  dual i s  considered as a 
p r i m a i l  problem, the  dual o f  . the dual is t he  p r ima l ,  
i n  a dd i t i o n  t o  the procedures stated above, Lemke [I9631 has 
enumerated the f o l  lowing ru les  t o  be f o l  lowed when forming the  dual problem 
f rom the p r ima l .  
( 1 )  I f  the pr imal  i s  a  maximizat ion problem, the dual w i l l  be a 
m in im i za t i on  problem, and v i s e  versa. I f  the p r ima l  i s  o f  the  maximizat ion 
type, any 2 i n equa l i t y  i n  i t  should be converted t o  a i nequa l i t y  before 
fo rming the  dual .  Th i s  i s  necessary t o  convert  t ae  problem i n t o  the form 
t h a t  agrees w i t h  the theorems f rom which the r u l e s  were drawn. I f  the p r ima l  
i s  of the m in im iza t i on  type, any g i n equa l i t y  should be converted t o  a  2 
inequal i t y .  
(2) If the j - t h  v a r i a b l e  o f  the pr ima l  i s  u n r e s t r i c t e d  as t o  s i g n ,  
the  j - t h  cons t r a i n t  o f  the dual w i l l  be an e q u a l i t y .  
(3) I f  the j - t h  v a r i a b l e  o f  the pr ima l  i s  constra ined t o  be non-
negat ive ,  the j - t h  cons t r a i n t  o f  the  dual w i l l  be an i nequa l i t y  o f  the t ype  -> 
i f  the  pr ima l  i s  o f  the maximizat ion type, and will be an i nequa l i t y  o f  t he  
t ype  5 i f  the  pr imal  i s  o f  the  m in im iza t i on  type. This should not  be i n t e r -  
p re ted  as imply ing tha t  i t  i s  impossible f o r  a m in im iza t i on  dual t o  con ta i n  a . 
I 
-
< constraint, or a maximization dual to contain a ) constraint. For, in either 
case, the i - t h  constraint may have to be multiplied through by  -1 because c .  
is negative and this will change the form of the constraint i f  it is an in-
equal ity. 
(4) If the k-th constraint of the primal i s  an equa l i t y ,  the k-th 
variable of the dual w i l l  be unrestricted as to sign, 
(5) If the k-th constraint of the primal is an inequal ity, the 

k-th variable of the dual must be constrained to be non-negative. 
The concept of duality has an economic interpretation that i s  
-1. 
very useful. Le t  y i denote the o p t im a l  value o f  the i-th dual variable." 
-1. 
The optimal ,value of the dual variables, y i "  ( i  = 1,2, . . ., m), represents 
1the shadow price per unit o f  the respective resources. This allows one to 
answer the question o f  how much i t  is worth paying for additional resources, 
J. 

because y is the rate at w h i c h  Z_  would increase (decrease) i f  the  amount" i A 
of resource i available were increased (decreased) over a certain range. 
This range i s  the range of b;  over which there is no change i n  which resources 
are the l i m i t i n g  resources in the optimal soiut ion.  
i n  many problems, tne decision variables make sense only i f  t hey  
have integer values. It is often necessary to assign men, machines, or 
vehicles to a c t i v i t i e s  in integer quantities. The problem is called an a l l - '  
integer problem if all variables are restricted to integer values and a mixed-
integer-continuous variable problem i f  some variables are restricted to in-
tegers wh i l e  o thers  are a1 lowed to vary continuously [Hadley, 19641. 
Other terms that are sometimes used include i m p l i c i t  value, incremental value, 
intrinsic. value, internal price, efficiency price, and  marginal va lue .  
One approach t o  the  i n tege r  l i n e a r  programming problem i s  t o  beg in  
w i t h  the  o r i g i n a l  problem w i thou t  t he  in teger  r e s t r i c t i o n  and use the s implex 
method t o  f i n d  the  opt imal so l u t i on .  i f  a l l  o f  t he  va r iab les  have i n tege r  
va lues ,  it i s  the  opt imal s o l u t i o n  t o  the i n tege r  problem. I f  no t ,  then the  
o r i g i n a l  1 inear  programming problem i s  mod i f ied  by adding a  new cons t r a i n t  
which e l im ina tes  some non- integer  so l u t i ons ,  bu t  which does no t  e l im ina te  any 
f e a s i b l e  i n tege r  so lu t i ons .  Since the new c ons t r a i n t  has  made the prev ious 
opt imal  s o l u t i o n  i n feas ib le ,  the dual simplex method can be app l ied  t o  t he  
mod i f i ed  problem t o  ob ta in  a  new opt imal  so l u t i on .  I f  t h i s  s o l u t i o n  i s  an 
i n t ege r  so l u t i on ,  the  p rbbkm  i s  solved, I f  no t ,  then another new cons t r a i n t  
i s  added and the  procedure i s  repeated, The opt ima l  in teger  so l u t i on  w i l l  
be reached a f t e r  enough new cons t r a i n t s  have been added t o  e l im i na t e  a l l  of  the 
supe r i o r  non- integer  so l u t i ons .  The key step i n  t h i s  procedure i s  the de t e r -  
m ina t i on  o f  the new cons t r a i n t .  Gomory [I9631 and L lewe l l yn  [I9641 have 
presented methods f o r  f i n d i n g  t h i s  cons t r a i n t  which s a t i s f i e s  a necessary, bu t  
n o t  s u f f i c i e n t ,  cond i t i on  f o r  an in teger  so l u t i on .  
Another approach t o  the  i n tege r  l i n e a r  'programming problem i s  p ro-
v ided by  the branch-and-bound technique [Lawler and Wood, 19661. This i s  a 
type o f  enumeration procedure which p a r t i t i o n s  the  se t  o f  a l l  f eas i b l e  so l u t i ons  
i n t o  several  subsets, and then e l im ina tes  from f u r t h e r  cons idera t ion  those 
F * ~ ~ ~ 1 . lh ;~h~ - dG not  ,~,t,i, a t  l e s s t  ofif., s o l i t i o n  which i s  b e t t e r  than thes c3UU3CL3  V V I l  1  L l l  
bes t  f e a s i b l e  s o l u t i o n  i d e n t i f i e d  thus f a r .  A subset i s  evaluated by t he  
upper bound on the  subset ( the  f e a s i b l e  s o l u t i o n  i n  the  subset w i t h  the 
maximum ob j ec t i ve  func t i on )  i f  the ob j ec t i ve  f u n c t i o n  i s  t o  be maximized, 
and by t he  lower bound on the  subset ( the  f e a s i b l e  s o l u t i o n  i n  the subset 
w i t h  the  minimum ob j ec t i ve  f unc t i on )  i f  the o b j e c t i v e  f unc t i on  i s  t o  be 
minimized. From a1 1 o f  the remaining subsets, another one i s  selected f o r  -,. 
f u r t h e r  p a r t i t i o n i n g  and t e s t i n g .  The procedure i s  repeated u n t i l  a f e a s i b l e  
s o l u t i o n  i s  found such t h a t  the va lue  o f  the o b j e c t i v e  f u n c t i o n  i s  no g rea te r  
than t he  lower  bound o f  any subse t  f o r  a m i n im i za t i on  problem, o r  i f  i t  i s  
a max im iza t i on  problem then t he  procedure i s  repeated u n t i l  a f e a s i b l e  
s o l u t i o n  i s  found f o r  w h i c h  the va lue  o f  the ob j e c t  f u n c t i o n  i s  g r e a t e r  than  
t he  upper bound f o r  any subset,  
A f t e r  a 1 i nea r  programming problem has been so lved,  i t  may be d e s i r -
ab le  t o  pe r f o rm  a s e n s i t i v i t y  ana l y s i s  o r  parameter s tudy .  A sys temat ic  s tudy  
o f  changes / n  c e r t a i n  parameters i n  the l i n e a r  programming model i s  t h e  
o b j e c t i v e  o f  paramet r i c  1 i near  programming [Hadley, 19621. 
Paramet r i c  l i near  programming a1 lows one t o  determine how much t he  
va lues o f  d i f f e r e n t  parameters can change and the o r i g i n a l  op t ima l  s o l u t i o n  
s t i l l  remain op t ima l .  I t  a l s o  a l l ows  one t o  i n v e s t i g a t e  t r ade - o f f s  between 
some o f  t h e  parameter va l u e s .  I n  many cases pa rame t r i c  l i n e a r  programming w i l l  
pe rm i t  a new v a r i a b l e  o r  a  new c o n s t r a i n t  t o  be eva lua t ed  w i t h o u t  so l v i ng  t h e  
e n t i r e  prob lem over aga in  [Graves, 19631. 
2 -Ge  
I n  many cases o f  p r a c t i c a l  importance, wa t e r  resource p r o j e c t s  i n  
p a r t i c u l a r ,  i t  t u rns  out  t h a t  some o f  t he  parameters appearing i n  t he  problem 
must be t r e a t e d  as random v a r i a b l e s  r a t he r  than as d e t e rm i n i s t i c  ones, There 
a re  va r ious  ways o f  f o rmu l a t i n g  t he  problem o f  1 i n ea r  programming under un- 
c e r t a i n t y .  These fdrmu~ationscan be c l a s s i f i e d  i n t o  two types. One type,  
c a l l e d  s t o c ha s t i c  programming, i s  where t he  c o n s t r a i n t s  a re  r equ i r ed  t o  h o l d  
w i t h  probab i 1 it y  one [Madans ky, 1963 1 .  The second type,  ca l 1ed chance-
cons t r a i ned  programming, i s  where f e a s i b l e  s o l u t i o n s  a r e  a l lowed t o  have a 
smal l  p r o b a b i l i t y  o f  v i o l a t i n g  each c o n s t r a i n t  [Charnes and Cooper, 19591. 
I f  some o r  a1 l o f  t he  parameters a re  random va r i ab l e s ,  then the  
va lue  o f  t he  o b j e c t i v e  f u n c t i o n  i s  a l s o  a random v a r i a b l e  [Hadley, 19641. 
Since i t  i s  meaningless t o  maximize a random v a r i a b l e ,  t he  usual  approach i s  
t o  reduce t he  problem t o  a  d e t e rm i n i s t i c  case and so l ve  i t  w i t h  t he  s implex 
method, 
The t h ree  most usual  methods o f  reduc ing t he  s t o chas t i c  o r  chance-
cons t ra i ned  programming problem t o  a  d e t e rm i n i s t i c  l i nea r  programming problem 
a re  t h e  expected va l ue  s o l u t i o n ,  t he  V f a t f s o l u t i o n ,  and the ~ s l a c k Q o l u t i o n .  
i n  t he *expec t ed  va l ue  s o l u t i o n ,  t he  technique i s  t o  rep lace  t h e  random 
elements by  t h e i r  expected va lues and proceed as i n  a  d e t e rm i n i s t i c  l i n e a r  
programming problem [Dantz ig ,  19551. I n  the  ' f a t f  s o l u t i o n ,  t he  random 
elements a r e  rep laced by  p e s s im i s t i c  est imates o f  t h e  va lues o f  the  random 
elements [Madansky, 1962, 19631, I n  t he  ' s l a c k '  s o l u t i o n ,  t h e  problem i s  
r e cas t  i n t o  a two-stage problem where, i n  the second stage, one can compensate 
f o r  l i n a c c u r a c i e s V n  t he  f i r s t  s tage a c t i v i t i e s  man t z i g ,  19551. Other 
p o s s i b l e  methods have a l s o  been exp lo red  f o r  chance-constrained programming 
[Charnes and Cooper, 19631. 
I f  t he  c o e f f i c i e n t s  i n  t he  5 - t h ' c o n s t r a i n t  must be t r e a t e d  as 
random v a r i a b l e s ,  then t h i s  c o n s t r a i n t  disappears,  and the r e l a t i o n s h i p  
between t h e  x % and t he  dens i t y  f unc t i o ns  f o r  t h e  c o e f f i c i e n t s  i s  used t o  4 

dete rmine  t he  dens i t y  f u n c t i o n  f o r  s i '  the  random v a r i a b l e  represen t ing  t h e  
q u a n t i t y  o f  resource i used. The random v a r i a b l e  s i  must be i n  t he  o b j e c t i v e  
f u n c t i o n  t o  a l l ow  t he  computat ion o f  t he  expected c o s t  i ncu r red  i f  more t han  
the a v a i l a b l e  resources a re  needed. Thus, making some o f  t h e  parameters 
random v a r i a b l e s  appears t o  make t he  problem l e s s  cons t ra ined ,  which i s  t r u e ,  * .  
i n  a  sense. However, t he  t o t a l  e f f e c t  when some o f  t he  c o e f f i c i e n t s  a re  made 
random i s  t h a t  t h e  problem becomes non l i n ea r  and assumes a fo rm f o r  which, 
a t  p resen t ,  t h e r e  do n o t  e x i s t  any genera l  techniques f o r  f i n d i n g  an opt imal  
s o l u t i o n  [Hadley,  1964-1, 
Sequent ia l  l i n e a r  programming problems i nc l ude  those problems which 
i n vo l ve  t h e  making o f  two o r  more dec i s i ons  a t  d i f f e r e n t  p o i n t s  i n  t ime,  and 
which have t he  p r ope r t y  t h a t  t h e  l a t t e r  dec i s i on (s )  may be i n f l u enced  by t he  
p rev ious  dec i s i ons .  I f  the  l a t t e r  dec i s i ons  may a l s o  be i n f l u enced  by some 
s t o c ha s t i c  ,parameters whose va lues w i l l  a c t u a l l y  have been observed be fo re  the  
dec i s i ons  a r e  made, t he  problem i s  one o f  s t ochas t i c - sequen t i a l  l i n e a r  pro- 
gramming. Many o f  these problems can be so lved by t h e i r  p roper  f o rmu l a t i o n  
as dynamic programming problems (Sec. 4). 
Dantz i g  [ I  9551 descr ibes t h e  expected va lue  problem as a two-stage 
problem. He f i r s t  chooses some va l u e s  f o r  the  x . ,  i = 1,2, . . ., n, then 
I 
observes t h e  c o e f f i c i e n t s ,  and compensates f o r  the  d i sc repenc ies  between the  
two s ides  o f  t h e  cons t r a i n t s ,  H is  r e s u l t s  show t h a t  t he  average o f  a number 
o f  minimum va lues  o f  t he  o b j e c t i v e  f u n c t i o n ,  de r i ved  f o r  v a r i ous  va lues  of 
t h e  c o e f f i c i e n t s ,  cannot be lower than t h a t  minimum va lue  de r i ved  f r om the  
average va lues  o f  the c o e f f i c i e n t s .  B a s i c a l l y ,  these models app l y  t o  s i t u a -  
t i o n s  where a l l o c a t i o n s  i n  the f i r s t  s tage a re  made t o  meet an unce r t a i n ,  bu t  
known d i s t r i b u t i o n ,  o f  demands o ccu r r i n g  i n  t he  second s tage .  These models 
can be extended f o r  more than  two stages. 
Manne [1960a] has presented a technique f o r  s o l v i n g  the  sequent ia l  
d ec i s i on  problem. The l i n e a r  programming problem i s  f o rmu la ted  such t h a t  the 
unknowns, x i = 1,2, . . ., q and j = 1,2, . . . , r ,  represen t  t h e  j o i n t  
, i d "  
p r o b a b i l i t i e s  t h a t  i f  t he  system i s  i n  a s t a t e  denoted b y  t he  subsc r i p t  i 
t h a t  t h e  d e c i s i o n  v a r i a b l e  w i l l  t a ke  a va lue  denoted by s u b s c r i p t  j .  The 
s t a t e s  o f  a system a re  t he  va r i ous  poss i b l e  cond i t i o n s  i n  which the system 
m igh t  f i n d  i t s e l f ,  The t ime ho r i z on  i s  assumed t o  be i n f i n i t e ,  The l i n e a r  
c o n s t r a i n t s  a r e  the requirements f o r  s t a t i s t i c a l  e q u i l  i b r ium,  and the o b j e c t i v e  
f u n c t i o n  t o  be min imized cons i s t s  o f  the expected c o s t  l e v e l  corresponding t o  
t he  e q u i l i b r i um  p r o b a b i l i t i e s .  T h i s  technique may prove t o  be an e f f i c i e n t  
3 7 i - n r n ~ t;\!P t he  usual  t e r a t i \ j e  rr]ethOd 8f S ~ I Vdyn=xic n r n r r r 3 mm i nrrU I  C b I  I I U L I  V U rl VY t rC Y 
problems [Manne, 1960aj .  
I n  t he  rea l  world,, most problems are  sequen t i a l  d e c i s i o n  problems 
i n  some sense. F requent l y ,  t h e  random elements a r e  impor tan t  enough t h a t  
they  shou ld  a l s o  be cons idered t o  be s t o chas t i c  programming i n  na tu re .  I t  i s  
on l y  w i t h  t he  assumptYcn t h a t  f u t u r e  dec is ions  Rave a negl i gYb le  e f f e c t  fin t h e  
c u r r e n t  d e c i s i o n  t h a t  they can be t r e a t e d  as non-sequent ia l  problems, 
The method o f  l i n e a r  programming has been app l i e d  t o  many types o f  
wa te r  resources problem?. The examples descr ibed  below i l l u s t r a t e  the t y pe  
of problems t h a t  have been s t u d i e d .  
Mannos [I9551 has presented a 1 inear  programming s tudy  o f  s i x  m u l t i -  
purpose r e se r vo i r s  on t he  M issou r i  R iver .  The o b j e c t i v e  was t o  maximize t h e  
h y d r o e l e c t r i c  energy t h a t  cou ld  be ob ta ined  f rom t h e  e n t i r e  system. The 
c o n s t r a i n t s  on t he  system a r e  t h e  phys i ca l  l i m i t a t i o n s  on s to rages  and 
re1 eases, 
L i nea r  programming has been appi ied  t o  t he  problem o f  wa te r  resources 
investment  p lann ing .  Masse and G i l b r a t  [I9571 used l i n e a r  programming t o  d e t e r -  
mine t h e  op t ima l  a l l o c a t i o n  o f  investments i n  v a r i ous  types o f  power p l a n t s  t o  
meet projected power requirements. Thermal power stations, hydroelectric 
stations w i t h  reservoirs, hydroelectric stations on rivers, power stations 
with sluice installations, and power stations operated by means of ocean tital 
basins were included in t he  study. Linear programming has also been used in 
investment planning to determine the op t ima l  t i m i n g  and f i n a n c i n g  o f  sewage 
treatment facilities in response to a growing population [Lynn, 19641. The 
type of treatment to be provided, the capacity requ ired, and fund requi re- 
ments are the constraints. The objective function i s  to minimize total cost 
of capacity enlargement, operation, and financ'ing over the planning horizon. 
The decision variables o r  the outputs from the model are the sizes of treat- 
ment plants,to be constructed in each time period. 
Pavelis and Timmom [I9601 combined benefit-cost analysis and linear 
programing to program small watershed development. Linear programming was 
used to maximize net benefits from the development, subject to specified 
amounts o f  land, labor or capital available for install ing and maintaining 
the treatments. Th i s  approach required that the input-output data for each 
watershed-treatment activity be known. 
A 1 inear programming model was developed by Dorfman [I9621 to 
determine the maximum net benefits from power supply and irrigation for a 
mu1ti-purpose reservoi r in a hypothetical river basin. The model was extended 
to i nc lude  uncertainty. 
Manne [1960a] formulated a stochastic model and optimized i t  by means 
of linear programming. He later developed a single reservoir, three-period 
model in which both current inflow and initial storage are assumed to be 
known [Manne, 1960bl. This model was used to develop product-mix curves for 
a1 ternative operations of a reservoir which provides flood control, electric 
power, and irrigation. Thomas and Watermeyer [I9621 expanded Marine's work to a 
system o f  more than one rese rvo i  r and fo rmu la ted  a s t o chas t i c  sequent ia l  
model. Both i n f l ow  and s to rage were assumed v a r i a b l e  i n  d e f i n i n g  the i n i t i a l  
s tage  o f  the  r e se r vo i r  system, 
Thomas and Revel l e [ I  9661 empl oyed l inear programming t o  determi  ne 
op t ima l  ope ra t i ng  p o l i c i e s  f o r  t he  High Aswan Dam. The o b j e c t i v e  f u n c t i o n  
i s  t o  maximize the  ne t  b e n e f i t s  f r om hydropower p roduc t i on  and i r r i g a t i o n  
uses, The dec i s i on  va r i ab l e s  a r e  de f i ned  t o  be t he  amount o f  water  t o  be 
re leased each month through the  t u r b i nes  and then t o  the headgates o f  t he  
i r r i g a t i o n  system. The main c o n s t r a i n t  i s  t he  q u a n t i t y  o f  water  a v a i l a b l e .  
Other  purposes o f  the  r e s e r v o i r  such as f l ood  c o n t r o l  and nav i ga t i on  were 
n o t  examined by the model, 
Dracup [I9661 fo rmu la ted  a mathematical model o f  a  g roundwa te r -  
s u r f a ce  water  system and analyzed the  problem by us ing  paramet r i c  l i n e a r  p ro -  
gramming. Changes i n  the  cos t  c o e f f i c i e n t s  were s t ud i ed  and the technique 
of c o s t  rang ing  was used t o  i n d i c a t e  how t r ade -o f f  amongst d i f f e r e n t  sources 
o f  water  cou ld  be mapped ou t  t o  p r ov i de  a p r i c i n g  guide f o r  a p lann ing  agent .  
L i nea r  programming has a l s o  been used i n  two- level  op t im i za t i on  
s t ud i e s  [Ha l l  and Shephard, 19671. A complex wa te r  resources system c on s i s t -  
i ng  o f  f o u r  r i v e r s ,  ten  r e se r vo i r s ,  assoc iated power and pumping p lan t s ,  and 
water  supp ly  aqueducts was decomposed i n t o  subsystems. Dynamic programming 
was used t o  op t im ize  each subsystem f o r  an assumed p r i c e  schedule f o r  system 
ou tpu ts .  Then l i n e a r  programming was used t o  op t im ize  t he  k n t i r e  system u s i n g  
the  ou tpu ts  f rom t he  subsystem op t im i za t i on ,  The dual problem was then so l ved  
and, i f  t he  shadow p r i c es  were equal t o  the assumed p r i ces  i n  t he  subsystem 
op t im i z a t i o n ,  the process was terminated.  Bf t he  shadow p r i c e s  and the assurr~ed 
p r i c e s  were n o t  equal,  then the  shadow p r i ces  were used i n  t he  subsystem o p t i -  
m i z a t i o n  process and the  c y c l e  was repeated u n t i l  t he  shadow p r i c es  ob ta ined  . 
in the second-'level optimization process were equal to the prices used in the 

subsystem optimization process, 

Loucks [I9681 has used stochastic linear programming models to 
define and evaluate various operating policies for several of  the Finger Lakes 
in New Ysrk State, 
The previous examples have been primarily concerned with the water 
quantity problem. Linear programming has also been used to study water 
quality problems. Lynn, Logan and Charnes [I9621 demonstrated the use of linear 
programming to determine the optimal design for a sewage treatment plant. 
h i near programmi ng and i nteger programmi ng model s have been formu- 
lated by Deininger [I9651 for a hypothetical river basin involving one water 
qua1 i ty parameter, 
Loucks, ~evkll e and Lynn [I9671 and Revel 1e, Loucks and Lynn [I9681 
have used linear programming models to determine the least costly plan for 
waste treatment i n  a river basin, The decision variables are the degrees o f  BOD 
removal to be provided by each discharger for individual waste effluents, 
The constraints are that each discharger must provide p a r t i a l  or complete 
secondary treatment and that the dissolved oxygen concentration at any point 
i n  the stream must not go b e 1m  a specified minimum value, W simplified ver-
sion of the Williarnette River in Oregon i s  s t ud ied  in the  later paper. 
A linear programming model has been developed and applied to deter- 
mine the minimum treatment cost to maintain at least a minimum dissolved 
oxygen concentration at all points in the Delaware estuary [Thomann, 1963 
and 1965; Thomann and Sobel, 1964;Sobel, 19651. Johnson 119671 used this 
node! te emh a t e  f ou r .  methods of all ocat i n g  waste reductions among dis- 
chargers. The methods evaluated are uniform treatment for a1 l users ,  m in imum 
total cost of meeting the goal, a uniform price per unit of BOD discharged, 
and an effluent charge va ry ing  w i t h  geographic area on each u n i t  of BOD. 
Liebman [I9681 and Liebman and Marks [I9681 have employed the 
b ranch-and-bound techn ique o f  l inear programmi ng t o  minimize t he  cos t  o f  was te  
t rea tment  on a stream f o r  zoned un i f o rm  t reatment ,  
3-1 ,  i n t r o du c t i o n  
Nonl inear  programming models a r e  s im i l a r  t o  1 inear  programming 
models except  t h a t  the ob j ec t i ve  f unc t i on  and cons t ra in t s  a re  no t  requ i red  
t o  be l i n e a r  f unc t i ons  o f  the dec i s ion  va r iab les .  
The general non l inear  programming problem i s  t o  f i n d  x,,x2, . . ., xn 
so as t o  maximize 
Z = f (x, . x ~ '. . . Xn) 
sub jec t  t o  
g,(x, 'X2'  ' ' . * '  xn) ( b ,  ( o ' I ~ ,  o r  = b,) 
a i l  x .  2 0 
J 
where f (xl ,x2, . . a ,  x,) and the gi (x, ,x2, xn) a re  given func t ions  of 
the  n  dec i s i on  va r i ab l es .  A min imiza t ion  problem can e a s i l y  be changed t o  a 
maximizat ion problem by mu l t i p l y i n g  through by - 1  and, there fore ,  these two 
can be considered equ iva len to  
The c lass  o f  non l inear  programming problems which has been studied 
most e x t ens i ve l y  i s  t h a t  where the cons t ra in t s  are l i n e a r  and the  ob j ec t i ve  
f unc t i on  i s  nonl inear .  Even when a t t e n t i o n  i s  r e s t r i c t e d  t o  problems i n vo l v i ng  
1 inear  cons t r a i n t s ,  computational techniques f o r  f i n d i n g  opt imal so lu t i ons  
have n o t  been de r i ved  except  i n  cases where t he  o b j e c t i v e  f u n c t i o n  has v e r y  
spec i a l  p r ope r t i e s ,  For  a  v a r i e t y  o f  reasons, problems w i t h  non l i nea r  con-
s t r a i n t s  tend t o  be much more d i f f i c u l t  t o  so l ve  than those w i t h  l i n e a r  
c o n s t r a i n t s ,  I n  mos t  cases s t ud i ed  t o  date ,  problems w i t h  nonl ineiar con-
s t r a i n t s  can most e f f i c i e n t l y  be  so lved  by u s i n g  one o f  the  mu l t i - v a r i a t e  
search techniques,  
3-2 .  The Kuhn-Tucker Cond i t ions  
The  Kuhn-Tucker c ond i t i o n s  desc r i be  the op t ima l  s o l u t i o n  t o  a  non- 
l inear .programming problem. These cond it i ons were de r i ved  by  Kuhn and 
Tucker :  [I9511 and they a r e  analogous t o  t he  cond i t i o n s  f o r  an unconst ra ined 
op t ima l  s o l u t i o n  de r i ved  f rom c l a s s i c a l  caTculus procedures. These cond i t i o n s  
a re  g i v en  below. 
x ) a re  d i f f e r e n t i a b l e  f unc t i o ns  s a t i s f y i n g  c e r t a i n  r e g u l a r i t y  cond i t i ons ,  
n 
i J. -1, 
then  ( x ~ ' \ ~ x ~ ^ ~x ") can be an op t ima l  s o l u t i o n  t o  the  non l i nea r  p ro -  . . o 9  
n 

gramrning problem on ly  i f  t he r e  e x i s t  m numbers, h . h ., hm such t h a t  j 9  z 9  a 
a l l  o f  t he  f o l l o w i n g  cond i t i o n s  a r e  s a t i s f i e d :  
f o r  j = I p 2 )  . n 
t J1 -1-
'\ '\ 
I f  h i  > 0, then g i  (x ] , x2 ,  . . . x:) - b i  = 0 




If h i  = 0, thin g.(xI9x2, . . ., x") 5 0I - b i  
(3.61 
for i = 1 , 2 ,  , ,, rn 
for j = 1,2,  . . . ,  n (3.7) 
h i  2 0  for i = 1,2, . . . , m ( 3 . 8 )  
The hi. are somewhat analogous to the dual variables of linear 
programming and they have a comparable economic interpretation. Actually 
the h .  are generalized Lagrange multipliers. Equations (3.6) and (3.7) are 
I 
included to he1 p insure the feasibi 1 ity o f  the solution. The other conditions 
eliminate many of the feasible solutions as possible candidates for the opti-
mal solution. These conditions are only necessary, and not sufficient, for 
optimal ity. If certain additional convexity assumptions are satisfied, these 
conditions do become sufficient to guarantee optimal ity [Kuhn and Tucker, 
1951 1. 
It is difficult, and usually impossible to de r i v e  the optimal 
solution directly from the Kuhn-Tucker conditions [Hadley, 19641. They pro- 
vide clues for identifying the optimal solution, and they also may be used , 
to determine i f  a proposed solution may be optimal. 
A quadratic programming problem is a nonlinear programming problem 
which has linear constraints and an objective function which is the sum of 
linear terms and quadratic terms. The problem is to find xI,x2, . xn8 2 
so as to maximize 

s ub j e c t  t o  
f o r  i = 1,2, ., m 
B 
and 
x > O  f o r  j = 1,2, . . ., n j -
where t h e  d a re  g i v e n  cons tan ts  such t h a t  d 
= d , : .4 rc_ j k  n, 
Several s o l u t i o n  procedures have been developed f o r  t h e  spec ia l  
case o f  t h e  quad ra t i c  programming problem where t he  o b j e c t i v e  f u n c t i o n  i s  a 
concave f u n c t i o n  [ Wolfe,  1963; Hadley, 19641. The one descr ibed  here was 
developed by Wol fe  [I9591 and has had cons iderab le  use, 
The f i r s t  s t ep  i s  t o  f o rmu la te  the Kuhn-Tucker c ond i t i o n s  f o r  t he  
problem. One form f o r  express ing  them f o r  the  quad ra t i c  case i s  as f o l l ows :  
f o r  j = 1,2, . . ., n (3.12) 
x > o  f o r  j = 1 , 2 ,  . . ., n (3.14)j -
Y j  2 0 f o r  j = 1,2, . . ., n+m (3.15) 
h i  2 0 f o r i = 1 , 2 , .  . . , m  (3.16) 
= 0 f o r  i = 1 , 2 ,  . . ., rn (3.17) 
f o r  j = 1 ,2 , ' .  ., n (3.18)
X j Y j = o, 
where y ( j  = 1,2 ,  . . ., n+m) a re  s l a c k v a r i a b l e s . .  Except f o r  equat ionsj 
(3.17) and (3.1.8), these cond i t i o n s  a re  no th i ng  more than l i nea r  programming 
c o n s t r a i n t s  i n v o l v i n g  2(n+m) va r i ab l e s .  Fur thermore equat ions (3.17) and (3.18) 
s imp l y  say t h a t  i t  i s  n o t  pe rm iss ib l e  f o r  b o t h x  j and yj ( j  = 192$ a . n) , 
o r b o t h h .  a n d y  (i = 1 , 2 ,  . . ., rn)  t o b e b a s i c v a r i a b l e s w h e n c o n s i d e r i n g
I n+ i 
ba s i c  f e a s i b l e  s o i u t i o n ~ ~  There fo re ,  t he  problem reduces t o  f i n d i n g  an i n i t i a l  
b as i c  feasible s o l u t i o n  t o  any l i n e a r  programming problem hav ing these con-
s t r a i n t s ,  S ince  most o r  a l l  o f  the  c a re  u s ua l l y  p o s i t i v e ,  i t  i s  n o t  obvious j 
what t he  i n i t i a l  b as i c  v a r i a b l e s  should be f o r  equat ions ( 3 . 12 ) .  The 
s tandard  l i n e a r  programming procedure t o  overcome t h i s  d i f f i c u l t y  i s  t o  
i n t r oduce  a r t i f i c i a l  v a r i a b l e s  which  a r e  e ven t ua l l y  f o r ced  t o  b e  equal t o  
zero.  The re f o r e  l e t  z ( j  = 1,2, . . .n) be these a r t i f i c i a l  v a r i a b l e s  sub -4 

j e c t  t o  
z > 0 f o r  j = 1,2, . . . ,  n ' (3.1 9 )4 - 

Then equat  i ons (3.12) become 
n m 
d .  x + C a h .  - y .  + c . z  = c f o r  j = 1,2, . . ., n (3.20) 
k= 1 J" i = ,  i j  I J J 4 4 
Equat ions (3.13) and (3.20) now p r o v i de  an a r t i f i c i a l  i n i t i a l  b a s i c  f e a s i b l e  
s o l u t i o n .  The op t ima l  f e a s i b l e  s o l u t i o n  mu s t  s a t i s f y  equa t i on  (3.19). 
There fo re  t h e  nex t  s t ep  i s  t o  s t a r t  w i t h  t he  i n i t i a l  b a s i c  f e a s i b l e  s o l u t i o n  
g i ven  above and app ly  a  mo d i f i c a t i o n  o f  t h e  simplex method so as  t o  minimize 
sub jec t  t o  equa t ions  (3.20), (3.131, (3.14), (3. I S ) ,  (3.16),  and (3.19).  
The rnodif i c a t i o n  t o  t he  s implex method i s  t h a t  equa t ions  (3.17) and (3.18) 
must a l s o  be s a t i s f i e d .  When the op t ima l  s o l u t i o n ,  
-1- J-
obta ined  f o r  t h i s  problem, (x i ,  . . ., x i )  is  the  op t ima l  s o l u t i o n  f o r  the 
o r i g i n a l  quad ra t i c  programming problem. 
The compu t a t  i o n  requ ired  t o  so l ve  a qua(' -j r a t i c  programming problem 
i n v o l v i n g  m c o n s t r a i n t s  and n v a r i a b l e s  is then rough ly  t he  same as t h a t  
i nvo l ved  i n  t he  s o l u t i o n  o f  a l i nea r  programming problem w i t h  n + m cons t r a i n t s ,  
Geometric programming was designed f o r  problems i n  which the con-
s t r a i n t s  a re  non l i n ea r  o r  t he  o b j e c t i v e  f u n c t i o n  i s  o f  more than second degree. 
The techn ique  was f i r s t  used by Zener [Du f f i n ,  19621, a.nd f u r t h e r  developed by 
Du f f i n ,  Peterson,  and Zener [1967]. I n  i t s  present  form, the  geometr ic  pro-  
gramming a l g o r i  thm can handle a ' l a r g e  c l ass  o f  problems w i t hou t  t h e  necess i t y  
o f  u s i ng  ques t ionab le  l i n e a r  o r  quad ra t i c  approximat ions. 
The general  uncons t r a i  ned geometr ic  programmi ng prob 1em i s  t o  
m in im ize  
Equat ion ( 3 . 22 )  can b e  r e w r i t t e n  as 
where t h e r e  a re  n va r i ab l e s  and m terms i n  t he  equat ion .  A s  i n  t h e  c l a s s i c a l  
o p t im i z a t i o n  method, t he  f I r s t  p a r t i a l  d e r i v a t i v e s  o f  equa t ion  (3.23) are s e t  
t o  zero. Therefore,  
where t h e  a s t e r i s k  (2) s upe r s c r i p t  denotes the va l ue  o f  the  v a r i a b l e  which causes 
equat ion  (3 .24)  t o  be equal t o  zero.  Now de f i ne  t h e  op t ima l  we igh ts ,  w i ,  as 
kt. J. 
If Z" and a l l  of  the x " j s  k are non-zero, then equations (3.24) can be subs t i -
t u t e d  i n t o  equat ion  (3.25) t o  ob ta in  equat ion (3 .26 ) .  
In add i t i o n  these weights must sum t o  u n i t y  so t ha t  
Equations (3.26) and (3.27) are l i n e a r  i n  the weights and do not  depend upon 
the  c o e f f i c i e n t s ,  c..I 
I f  the  number o f  terms on the  r i g h t  s ide  o f  t he  equal s i g n  i n  
equat ion  (3.23) exceed the  number o f  va r i ab les  o f  e x a c t l y  one, then there  are 
e xa c t l y  as many l i n e a r  equat ions i n  equat ions (3.26) and (3.27) as there  are 
weights,  w so t h a t  these equat ions can be solved t o  determine the  value f o r  i 2  
- - - (9 971 mi l c i - b e  v a l i d j  i t  can be proved t h a t  t he  weights.  a ~ r l ~ t := Y L I c I L ~ ~ ~ ~w e . - . r ,  
and hence the  minimum va lue  o f  t he  ob j ec t i ve  func t i on  can be determined 
w i t hou t  knowledge o f  the opt imal va lue s  o f  the dec i s ion  va r iab les .  Then the 
opt imal va lues o f  the  dec i s ion  va r i ab l es  can be determined by s u b s t i t u t i n g.I. 
J. 

the  known values of Z" and w i  i n t o  equat ion (3.25) and so l v i ng  for t he  x"j '  . 
The d i f f e r ence  between the  number o f  terms on the r i g h t  s i d e  o f  the 
equal s i g n  i n  the  ob j ec t i ve  f u n c t i o n  and the  number o f  independent l i n e a r  
equat ions i s  r e f e r r ed  t o  as the degrees o f  freedom or  t he  degrees o f  d i f f i c u l t y  
and i s  equal t o  in-(n+l). I f  the  degrees o f  freedom i s  g rea ter  than zero, 
an i n f i n i t e  number o f  s o l u t i o n s  i s  p o s s i b l e  f o r  t h e  we igh ts .  
Geometr ic programming has been general  iaed t o  a l l ow  t he  s o l u t i o n  
o f  problems w i t h  a few degrees o f  d i f f i c u l t y ,  t o  a l l o w  t h e  use o f  nega t i ve  
c o e f f i c i e n t s  i n  b o t h  t he  o b j e c t i v e  f u n c t i o n  and t h e  c o n s t r a i n t s ,  and a l s o  
t o  pe rm i t  reversed inequal i t y  c o n s t r a i n t s  [ ~ u f f i n ,  Peterson, and Zener, 19671. 
Geometric programming i s  a  technique whereby h i g h l y  nonl  inear  
systems can be analyzed. The main theme o f  the geometr ic  programming 
i pb roach  r equ i r e s  t 'hat  t h e  eng inee r i ng  c h a r a c t e r i s t i c s  o f  the  o p t im i z a t i o n  
prob lem be expressed q u a n t i t a t i v e l y  as genera l i zed  po lynomia ls  i n  t he  dec i s i on  
v a r i a b l e s .  
The o p t im i z a t i o n  problem i s  one of de te rm in ing  t he  va l ue  o f  the 
d e c i s i o n  v a r i a b l e s  such t h a t  t h e  o b j e c t i v e  f u n c t i o n  i s  op t im ized .  For  
c en t u r i e s ,  t h e  problem o f  o p t im i z a t i o n  has been a t t a c ked  by s imp l y  d e f i n i n g  
t he  c r i t e r i a  f o r  opt imal  i t y ,  and search ing  f o r  t h e  optimum i n  some manner. 
The p rev ious  sec t i ons  have been concerned w i t h  o p t im i z a t i o n  techniques which 
r e q u i r e  t h e  s o l u t i o n  t o  equat ions t o  dec ide  the optimum, r a t h e r  than search ing 
f o r  t h e  optimum. These techniques work, b a s i c a l l y  because t h e  r oo t s  o f  t h e  
equa t ions  a l s o  represent  t he  l o c a t i o n  o f  the.optimum. Many t imes these 
techniques can no t  be app l i e d  and one must use a search technique t o  f i n d  t he  
optimum. 
Search pl  ans can be ca tego r i zed  as t o  t he  type  o f  prob lem being 
searched. A u n i v a r i a t e  search p l an  searches a prob lem i n v o l v i n g  o n i y  one 
d e c i s i o n  v a r i a b l e ,  w h i l e  a  mu1 t i - v a r i a t e  search must cons ider  severa l  d e c i s i o n  
v a r i a b l e s  and t h e i r  e f f e c t s  on o p t i m a l i t y .  A search p l a n  can a l s o  be an 
uncons t r a ined search o r  a  cons t r a ined search. An uncons t ra ined search has no 
constraining functions whi.ch limit the region of feasibility, and a constrained 

search m u s t  s a t i s f y  c e r t a i n  c o n s t r a i n t s  which l i m i t  the reg ion  of f e a s i b i l i t y  
to be cons idered for optimal i t y .  
Several terms need to be defined before a csmgrehensive discussion 
of search techniques can be made. Unimodality i s  a property which imp l i e s  
that the function Z of a variable x has only one %humpi in the interval to be 
explored, This basically means that a local maxima i s  also the global maxima. 
The region to be explored i s  called the "interval of uncertainty9 and the 
region left after n trials have been performed i s  the interval of uncertainty 
after n experiments and i s  denoted by L . A f t e r  a series of experiments
n 
has been carried out and the results have been measured, Ln w i  1 l be a good 
indication of how effective the search has been. in is the longest possible 
length of the final interval of uncertainty and is therefore unique. Because 
L is deliberately chosen to correspond to the wors t  possible outcome, it i s  
n 
completely free o f  troubl esme dependence on experimental resul ts , lns tead 
of trying to guess which interval of uncertainty w i l l  remain, one simply deals 
with the longest interval of uncertainty that might turii up i f  his luck is 
bad. Thus by confining his attention to an extreme case, he actually obtains 
an a prior; measure of search effectiveness; pessimistic as itmay be. The 
tolerance,s, is the degree o f  precision desired and i s  determined prior to 
attempting an experiment. It i s  dependent upon the extent to which the 
experimenter i s  physically capable of differentiating between two outcomes 
of the experiments. 
3-5-1, Univariate Search Schemes 
Search plans f a1 l into two mutual ly exclusive categories: simultan-
eous and sequential. Plans specifying the location of  every experiment before 
any resul ts'.are known as s imul taneous search p l a n s .  Those permi tt ing the 
exper imenter  t o  base f u t u r e  experiments on past outcomes are  considered as 
sequent iaB search plans, 
3-5-1-1 Simul taneous Searcha 
1 When a l l  experiments must be run a t  the  same t ime ,  i t  i s  necessary 
t o  use a simultaneous search p lan.  Na tu ra l l y ,  simultaneous schemes are much 
less e f f e c t i v e  than sequent ia l  plans i n  which the l oca t i ons  o f  l a t e r  exper i -  
ments. can be ba sed  on t h e  r e s u l t s  o f  e a r l i e r  ones, But there  a re  s i t u a t i o n s  
where t he  experimenter i s  fo rced t o  use a sirnul taneous p lan.  
I n  a simultaneous sea'rch an odd number o f  t r i a l s  (experiments) a re  
o f  v i r t u a i l l y  no use t o  the  experimenter [Wiide, 19641, Therefore the most 
e f f e c t i v e  p l an  involves the use o f  p a i r s  o f  t r i a l s ,  known as a 'search by 
u n i f o r m p a i r s '  The s t ra tegy  i s  t o s p a c e  p a i r s  o f  t r i a l s ,  a d i s t a n c e e  apa r t ,  I " 
evenly i n  the  o r i g i n a l  i n t e r va l  o f  unce r t a i n t y  t o  be examined. 
A sequent ia l  search a l lows the  i n ves t i ga t o r  t o  run h i s  experiments 
one a f t e r  the  o the r  and use i n fo rma t ion  from e a r l i e r  experirner~ts t o  decide 
I where t o  l o ca t e  l a t e r  ones, 
3-5-1 - 2 4  Di chotomous Search a 
When there  are on l y  two t r i a l s ,  the bes t  t h i n g  t o  do i s  t o  place 
m 
bo th  t r i a l s  a t  the  center  o f  the i n t e r v a l  and as c l o se  together  as poss ib le ,  
This leaves an i n t e r va l  of unce r t a i n t y  o f  length L ( 1 / 2 +  e /2 )  where i i s  t h e  
0 0 
o r i g i n a l  i n t e r v a l  o f  unce r ta in t y .  I f  the  t h i r d  and f o u r t h  t r i a l s  are placed 
i n  the midd le  o f  the remaining i n t e r v a l ,  the i n t e r v a l  o f  unce r t a i n t y  would be 
-can l oca te  the  optimum w i t h i n  an i n t e r v a l  o f  length  ~ ~ [ +2 (1-2 -n/2) e l .-"I
This  i s  known as the dichotomous search p lan  [Wilde, 19641 and i t s  e f fec t i veness  
grows exponen t i a l l y  w i t h  n, wh i l e  t h a t  o f  a  search by un i fo rm p a i r s  increases 
on l y  i n  d i r e c t  p r opo r t i on  t o  the number o f  t r i a l s ,  
3-5-1-2-2. F ibonacci  Search 
The Fibonacci search technique r e l a t es  the  lengths o f  successive 
bntervals  o f  unce r t a i n t y  [ W i lde,  19641. 
I n  o rde r  t o  f a c i l i t a t e  a  compact general r e l a t i o n sh i p  f o r  these 
lengths,  a sequence o f  Fibonacci numbers, Fk, are de f ined as: 
I n  terms o f  F ibonacci  numbers, the remaining i n t e r va l  o f  unce r t a i n t y  may be 
expressed as 
I f  the l eng th  o f  the  o r i g i n a l  i n t e r v a l  o f  unce r ta in t y  i s  L 1 then n - k =  1 
and equat ion  (3.30) can be w r i t t e n  as 
from which t he  f r a c t i o n  Ln o f  the o r i g i n a l  i n t e r va l  o f  unce r t a i n t y  t h a t  
remains a f t e r  n sequent ia l  experiments can be obtained, Therefore, 
Once a Fibonacci search has been begun, i t  i s  easy t o  decide what 
t o  do a t  each stage. To cont inue the search, a l l  one needs t o  do i s  l oca te  
t he  nex t  t r i a l  symmetrical l y  w i t h  respect  t o  the one a1 ready i n  the  i n t e r v a l ,  
The  f i r s t  experiment must be placed L u n i t s  from one end o f  the o r i g i n a l  2 
i n te rva l .  o f  unce r t a i n t y .  Because o f  symmetry, i t  does not  mat te r  which end. 
To o b t a i n  L p ,  one uses equat ion (3.30) w i t h  n-k = 2 such t h a t  
-
'2 - %-IL n - Fn-3E ( 3 . 3 3 )  
I f  equat ion  (3.32) i s  subs t i t u t ed  i n t o  equat ion (3.33) t o  e l  irninate L and 
n 
the  r es ' u l t  simp1 i f i e d ,  one obta ins  
Thus, t h e ,  i n t e r v a l  o f  unce r t a i n t y  can be reduced t o  l ess  than one per cen.t o f  
i t s  o r i g i n a l  length  a f t e r  on l y  e leven sequent ia l  t r i a l s .  
I n  o rder  t o  apply t h i s  technique one must know the l eng th  o f  the 
o r i g i n a l  i n t e r v a l  o f  unce r ta in t y  and how many t r i a l s  are t o  be made. This l a s t  
requi rement however, can be c i  rcumvented i n  most cases by assuming n t o  be 
s u f f i c i e n t l y  la rge .  A va lue f o r  n o f  approximately 10 i s  o r d i n a r i l y  s u f f i c i e n t .  
3-5-1-2-3, Golden Sect ion Search 
Of ten  an experimenter begins searching f o r  an optimum w i thou t  advance 
knowledge o f  e xac t l y  how many t r i a l s  t o  use..  He s imp ly  keeps experimenting 
u n t i l  t h e  c r i t e r i o n  becomes s a t i s f i e d .  Although t he  dichotomous search p lan  
can be u t i l i z e d ,  there  e x i s t s  another technique which, wh i l e  nea r l y  as 
e f f e c t i v e  as the  Fibonacci method, i s  completely independent o f  t he  number o f  
experiments ava i l ab le .  This technique i s  known-as t he  search by golden 
sec t i on  [Hadley, 1'9641. I t  c a l l s  f o r  the  f i r s t  t r i a l  t o  be p laced a d is tance 
o f  0.62 Lo i s  the  o r i g i n a l  i n t e r v a l  o f  unce r ta in t y )  from one end o f  the 
i n t e r v a l  and the  second, 0.62 Lo from the other  end. A f t e r  e l im i n a t i n g  the  
-i n f e a s i b l e  segment discovered b y  the  f i r s t  two t r i a l s ,  the  remaining i n t e r va l  
w i l l  c on t a i n  one o f  the previous t r i a l s .  To continue the search, one merely 
p l ace s  t he  nex t  experiments symmetrical By i n  the remaining i n t e r v a l s .  A f t e r  
n experiments, t he  i n t e r va l  L remaining i s  given 
n 
where T = 1.62. 
3-5- 1 -2-4-., t a t t  i c e  Search 
I t  i s  no t  unusual t o  encounter problems i n  w h i s h  the independent 
va r i ab le ,  x3 i  cannot vary cont inuous ly  w i t h i n  the g iven i n t e r v a l  o f  unce r ta in t y ,  
bu t  instead i s  conf ined t o  a f i n i t e  number o f  po in t s ,  The important  charac- 
t e r i s t i c  o f  these l a t t i c e  search problems i s  t ha t  t he  number o f  p o i n t s  be 
f i n i t e  and arrangeable i n  some order  t h a t  w i l l  make the c r i t e r i o n  o f  e f f e c t i v e -
ness unirnodal [ ~ i l ' d e , 19641. I f  the  number o f  po in t s  happens t o  be  exac t l y  
one l e s s  than a Fibonacci number, the  most e f f i c i e n t  method i s  t o  use, i n  a 
s t r a i gh t f o rwa rd  fashion,  the  Frbonacci technique, i n  o the r  cases, i t  i s  most 
e f f i c i e n t  t o  add f i c t i t i o u s  po in t s  t o  the  o r i g i n a l  s e t  u n t i l  the t o t a l  i s  one 
l e s s  than a Fibonacci number and proceed w i t h  the Fibonacci  search, 
3-5-1-2-5, Randomization Search 
In the  randomization search, c e r t a i n  dec is ions  are decided by chance; 
the  f l i p  o f  a c o i n  o r  t he -use  o f  a t a b l e  o f  random numbers (Monte Car lo  
techniques) [Hadley, 19641. The use o f  a random device f o r  decis  ion-making i s  
t h e o r e t i c a l l y  j u s t i f i e d  i n  the development o f  mixed s t r a t eg i es  i n  game theory, 
The technique s imp1 y associates a probab i l i t y  w i t h  .a random outcome, and a 
corresponding dec i s ion  ru le  t o  t ha t  random outcome. For  example, i f  there a re  
s i x  f e a s i b l e  l o ca t i ons  i n  a l a t t i c e  search, one l o c a t i o n  can be assoc ia ted  w i t h  
each outcome o f  th row ing  an unbiased d i e ;  each o f  these outcomes, of course 
w i t h  an assoc ia ted  p r o b a b i l i t y  o f  1/6. The random dev i ce  i s  implemented, 
t he  d i e  thrown,and t he  dec i s i on  i s  based upon t he  outcome. 
3-5-2,  M u l t i v a r i a t e  Search Plans 
A t  f i r s t  g lance, one migh t  t h i n k  t h a t  t h e  d i f f e r e n c e  between mu1t i -
v a r i a t e  search probiems and  the  s i n g l e  v a r i a b l e  ones a l r e a d y  analyzed i; on l y  
one o f  degree andethat  one cou ld  extend s i n g l e  v a r i a b l e  methods. Un f o r t una t e l y  
t h i s  i s  n o t  t r u e  s i n ce  m u l t i v a r i a t e  problems have a  s t r u c t u r e  e n t i r e l y  d i f f e r e n t  
f rom t h a t ,  o f  s i n g l e  v a r i a b l e  problems. Be1 lman [I961 ] r e f e r s  t o  t he  d i f f i c u l t i e s  
engendered by  t he  d i f f e r ences  i n  m u l t i v a r i a b i l i t y  as ' t h e  curse  o f  dimension-
a l  it y .  " 
Be fo re  an understanding can be expected i n  t h i s  t ype  o f  problem, one 
must  be acquainted w i t h  t he  concept o f  t h e  g r ad i en t  v e c t o r  i n  a mult i -d irnen-
s i ona l  space. The g r ad i en t  v e c t o r  can be de f i ned  ma thema t i ca l l y  as 
a t  (nl'9' ' " 9 xn9 = (xlI ' X 2 '  I ' ' " x i )a 
Some impo r tan t  p r ope r t i e s  o f  t h e  g r a d i e n t  v e c t o r  i n c l ude  the f o l  lowing:  
( 1 )  a t  any p o i n t  t he  g r ad i en t  v e c t o r  i s  normal t o  t h e  l e v e l  s u r f a ce  passing 
through t h a t  p o i n t ;  (2) a t  any p o i n t  t h e  g r ad i en t  v e c t o r  po i n t s  i n  the 
d i r e c t i o n  i n  which the  f u n c t i o n  i s  i nc reas ing  most r a p i d l y ;  and (3) a t  any 
p o i n t  t h e  nega t i ve  of  the g r ad i en t  v e c t o r  po i n t s  i n  t h e  d i r e c t i o n  i n  which 
the  f u n c t i o n  i s  most r a p i d l y  decreas ing.  
The n-dimension problems a r e  cons idered he re  i n  terms o f  uncons t ra ined  
and cons t r a i ned  problems, 
3-5-2-1, Unconstrained Problems 
The unconstra ined op t im i za t i on  problem i s  t o  maximize 
4 

0 0f o r  a g iven s t a r t i n g  p o i n t  (xI,x2, x The i n i t i a l  s t a r t i n g  po in t  may 
be obta ined i n  many ways: an approximation guess, an exerc ise  o f  engineer ing 
j u d g emen t ,  o r  a ma t h ema t i c a l l y  calculated s t a r t i n n  r-J nnint .  
The steepest  ascent method is the  only procedure t ha t  i s  discussed 
here f o r  unconstra ined problems. Th is  i t e r a t i v e  technique der ives  i t s  name 
from the f a c t  t h a t  the  sampling moves sequen t ia l l y  from lower t o  h i g h e r  values 
o f  the  o b j e c t i v e  f unc t i on  and i t  does t h i s  along the  steepest  and hence the 
sho r tes t  pa t h  t o  the optimum [Cochran and Cox, 19571. The values o f  af /ax j 
(j = 1,2,  . . ., n) i n  equat ion (3.36) de f i ne  the r a t e  o f  change o f  the 
o b j e c t i v e  f u n c t i o n  r e l a t i v e  t o  the i nd i v i dua i  x4 . Therefore,  movli;g f ram the 
s t a r t i n g  x j 
0 ( j  = 1 ,2 ,  . . ., n) t o  the  rev ised va lue  x i4 requi res t h a t  the 
change i n  each v a r i a b l e  be made p ropo r t i ona l  t o  the  associated r a t e  o f  
improvement a f /ax  Thus the rev ised va l  ue f o r  x '  i s  computed asJ "  j 
where d is  a constant  o f  p ropo r t i ona l  it y .  One way t o  choose d i s  t o  de f ine  
a  maximum abso lu te  va lue  o f  change f o r  any va r iab le .  L e t  t h i s  maximum value 
o f  change be k. Then, . 
and 
d = k/ max I af /ax Ij 
The u n i t s  o f  x must be the 'same f o r  a l l  j f o r  t h i s  method t o  be j 
3-5-2-2, Const r a i ned $rob 1ems 
The cons t ra ined  o p t im i z a t i o n  problem i s  s t a t e d  by equat ions (3.1)  
and (3.2).  The number o f  c ons t r a i n t s ,  m, i s  l ess  than t he  number o f  va r i ab l e s ,  
n. T h i s  de f i nes  the  degrees o f  freedom, n-m. 
I f equat ions (3.2) a r e  e q u a l i t y  c ons t r a i n t s ,  then the .p rob lem can 
be re fo rmu la ted  so as t o  maximize t he  Lagrangian, L, which i s  de f i ned  as .  
where hi  ( i  = 1,2, . . . ,  m) a r e  t he  Lagrangian m u l t i p l i e r s .  The necessary 
cond it ions f o r  L  t o  be a  maximum are  
Th is  r e s u l t s  i n  n +  m equat ions w i t h  n + rn unknowns. The procedure f o r  the  
case o f  inequal  i t y  c ons t r a i n t s  i s  s im i l a r ,  a1 though, somewhat more compl i-
cated [Hadley, 19641. Lagrange mu1 t i p 1  i e r s  are used i n  t he  d e r i v a t i o n  o f  
the  Kuhn-Tucker cond i t i ons  f o r  an op t ima l  [set. 3 - 2 . 1 .  
The sequent ia l  unconstra ined m in im iza t i on  technique so l ves  the 
cons t ra ined  m in im iza t i on  problem by  s o l v i n g  a s e r i e s  o f  unconstra ined minimiza-a 
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-t i o n  problems [F iacco and McCormick, 1964a, 1964bI. Th i s  i s  f a c i l  i ta ted  by 
cons t r uc t i ng  a new o b j e c t i v e  f u n c t i o n  which incorporates the  cons t r a i n t s  o f  
the  o r i g i n a l  problem. The general problem i s  t o  min imize 
sub jec t  t o  
a l l  x > O  j -
Le t  
The problem i s  then t o  minimize equat ion (3.43) sub jec t  t o  
h i ( x 1 P 2 $  xn) 3 0 i = 1 , 2 ,  . . . . , m + n  (3.46)e a e 9 
P i s  the f u n c t i o n  t h a t  i s  t o  be minimized f o r  d i f f e r e n t  values o f  r, and as r 
becomes negl i g i b l y  sma l l  the  minimum va lue  o f  P approaches the minimum va lue  
f o r  Z,  
The t heo re t i ca l  va l  i d a t  ion  o f  t h i s  procedure and a  d e t a i  l e d  a lgo r i t hm 
f o r  i t s  implementat ion have been presented [Fiacco and McCormick, 1964a; 196461. 
Nonlinear programming has not enjoyed the popularity that linear 
programm'ing has in water resources system analysis, This is partially due to 
the fact that current1 y avai labie mathematical theory and numerical .techniques 
are not sufficient to generate solutions t o  all kinds of nonlinear programming 
pr.ob1ems. Also many nonlinear problems have been analyzed using dynamic 
programming [Sec. 41. 
One approach to solving nonl inear problems is to approximate non- 
1 inear functions with 1 inear functions and to determine an approximate 
solution by linear programming. This i s  the approach Kerri [1966, 19671 used 
to determine the degree of treatment required to maintain at least a given 
minimum dissolved oxygen concentration in a river such that the total treatment 
costs are minimized, The model i s  applied to a group of 5 industrial waste 
dischargers on the W i l lamette Rive r  in Oregon. 
The use of nonl i near programmi ng techniques in water treatment 
problems has also been demonstrated by Thomas and Burden [1963, Chap. 51. 
They use hypothetical data to design the capacity for a water treatment 
plant such that the net benefits from the plant are to be maximized. 
Lynn [I9661 demonstrates a quadratic programming approach to the 
selection of a least cost pumping schedule for withdrawing a community water 
supply from a group of we1 1s .  
Some of the search techniques have been used with simulation i n  
order to identify the optimum value for the objective function [Maass et a1 . , 
4. DYNAMIC PROGMMMBNG 

4-1 . I n t r o d u c t i o n ,  
Dynamic programming i s  a  mathematical  techn ique  which ISu s e f u l  i n  
s o l v i n g  s e q u e n t i a l  d e c i s i o n  problems ellma man, 1957, 1961; Bellman and Dreyfus, 
19621. A sequen t i a l  d e c i s i o n  problem i s  a problem i n  which a sequence o f  
i n t e r r e l a t e d  dec i s i ons ,  termed a  po l  i c y ,  must be made, Dynamic programming I s  
an e f f i c i e n t  enumerat ion procedure f o r  de te rmin ing  t h e  combinat ion o f  dec i s i ons  
which maximizes o v e r a l l  e f f e c t i v e n e s s  as  measured by  some c r i t e r i o n  ( o b j e c t i v e )  
f u n c t i o n .  
T h ~ r e  e x i s t s  no s tandard mathematical  f o r m u l a t i o n  f o r  dynamic pro-  
gramming problems. I t  i s  an approach o r i e n t e d  technique,  and t h e  p a r t i c u l a r  
equa t ions  used must be developed t o  f i t  each i n d i v i d u a l  problem. There fo re ,  an 
understand!  ng o f  t h e  general  s t r u c t u r e  o f  dynamic programming problems i s  
r e q u i r e d  t o  recogn ize  when a  problem can be so lved by dynamic programming 
procedures,  and how i t  should be done, 
There a r e  f o u r  f ea tu res  wh ich  c h a r a c t e r i z e  t h e  problems t o  which 
t h e  dynamic programming approach can be app l i ed .  F i r s t ,  the p rob le rhnus t  b e .  
one which can be d i v i d e d  i n t o  stages w i t h  a  dec i s i on  requ i red  a t  each stage. 
The s tages may represen t  d i f f e r e n t  points  i n  space, as f o r  example i n  s e l e c t i n g  
a r o u t e  f o r  a new p i p e l i n e ,  o r  they may represent  d i f f e r e n t  p o i n t s  i n  t ime, as 
f o r  example i n  de te rmin ing  t h e  op t ima l  re leases f rom a  r e s e r v o i r ,  Second, each 
s tage of  t h e  problem must have a f i n i t e  number o f  s t a t e s  assoc ia ted  w i t h  i t .  
The s t a t e s  d e s c r i b e  t h e  p o s s i b l e  c o n d i t i o n s  i n  which t h e  system m i g h t  f i n d  
i t s e l f  a t  t h a t  s tage o f  t h e  problem. I n  r e s e r v o i r  o p e r a t i o n  s t u d i e s ,  t he  
s t a t e s  may represen t  the  amount o f  wa te r  s to red  i n  t h e  r e s e r v o i r  a t  t h a t  
stage. T h i r d ,  t h e  e f f e c t  o f  a d e c i s i o n  a t  each s tage o f  the problem i s  t o  t r a n s -  
form t h e  c u r r e n t  s t a t e  o f  t he  system i n t o  a s t a t e  assoc ia ted  w i t h  t h e  next 
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stage,  The dec i s i on  may represen t  how much wate r  t o  r e l ease  f rom t he  reser -
v o i r  a t  t he  c u r r e n t  t ime, and t h i s  de c i s i o n  w i l l  t r ans fo rm  the amount o f  
wa te r  s t o r e d  i n  t he  r e s e r v o i r  f rom t h e  c u r r e n t  amount t o  a new amount f o r  
t h e  nex t  s tage ,  Assoc ia ted w i t h  each p o t e n t i a l  s t a t e  t r ans f o rma t i on  i s  a 
b e n e f i t  o r  c o s t  which i n d i c a t e s  t he  e f f e c t i v eness  o f  the t r ans fo rma t i on .  
Fou r th ,  f o r  a  g i ven  c u r r e n t  s t a t e  and s tage  o f  t h e  problem t he  op t ima l  
sequence o f  dec i s i ons  i s  independent o f  the decisions made i n  p rev ious  s tages .  
Dynamic programming i s  a s imp le  procedure f r om t he  computat ional  
p o i n t  o f  v iew,  and one which can t r e a t  nonconvex, non l i n ea r ,  d iscon t inuous  
o b j e c t i v e  and c o n s t r a i n t  f u nc t i o ns ,  I t  a l s o  permi ts  t he  same a n a l y t i c  method 
t o  be used f o r  the  t rea tment  o f  b o t h  s t o chas t i c  and d e t e rm i n i s t i c  problems. 
The mathemat ica l  p r i n c i p l e s  unde r l y i ng  dynamic programming a re  b r i e f l y  ou t -  
l i n e d  be low a long  w i t h  an i n d i c a t i o n  o f  the  types o f  wa te r  resources problems 
t o  which i t  has been app l i ed .  
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The dynamic programming approach can bes t  be exp la i ned  by r e f e r r i n g  
t o  an example, Assume t h a t  a r e s e r v o i r  i s  t o  be operated f o r  N months such 
t h a t  a r e l ease  i s  t o  be made f rom t h e  rese rvo i  r each month, t h a t  t h e  beneFi t s  
t o  be ob t a i ned  each month a re  some f u n c t i o n a l  va lue  o f  t h a t  re lease ,  and t h a t  
t h e  o b j e c t i v e  i s  t o  maximize t he  va l ue  o f  the  b e n e f i t s .  The schematic repre -
s e n t a t i o n  ( f unc t i o na l  diagram) o f  t h i s  mu l t i s t age  process i s  shown i n  
F igu re  4-1. The stages, which a re  analogous t o  t he  p o i n t s  i n  t ime  a t  which 
t he  re l ease  dec i s i ons  have t o  be made, a r e  i n d i c a t ed  b y  squares. These 
squares a r e  numbered i n  reverse o r de r  b y  computat iona l  convent ion.  The s t a t e s  
a r e  t h e  i npu t s  t o  and ou tpu ts  f rom t he  stages and a r e  analogous t o  t he  amounts 
o f  s t o rage  i n  t he  reservo i  r be f o r e  and a f t e r  the  re leases  a r e  made. States a r e  . 
-

i l l u s t r a t e d  on t h e  f u n c t i o n a l  diagram by h o r i z o n t a l l y  d i r e c t e d  arrows and are 
l abe led  s i  and r. t o  i n d i c a t e ,  r e s p e c t i v e l y ,  t h e  i npu t  and ou tpu t  s t a t e s  
1 
f rom t h e  i - t h  stage. I n  a  more compl i c a t e d  system o f  severa l  r e s e r v o i r s  
s i  cou ld  be  conceived as a  v e c t o r  whose components represen t  the s torages i n  
i n d i v i d u a l  r e s e r v o i r s ,  The r e t u r n  r .  i s  a  measure o f  t h e  u t i l i t y  d e r i v e d  f rom 
I 
r e l e a s i n g  a q u a n t i t y  o f  wa te r  d.  i n  t h e  i - t h  stage, where d i  i s  c a l l e d  ' the 
I 
decision a t  s tage  i ,  the q i  i s  the  i n f l ow  t o  the  r e s e r v o i r  i n  the i - t h  stamp3- 9 
and e. i s  t h e  r e s e r v o i r  losses i n  t he  i-th s tage.  Dec is ions ,  r e t u r n s ,  i n f l o w s ,
1 
and losses  a r e  i n d i c a t e d  as v e r t i c a l l y ' d i r e c t e d  arrows on t h e  f u n c t i o n a l  
diagram. A t r a n s f o r m a t i o n  f u n c t i o n ,  T i ;  de f ines  the  way i n  which an i npu t  
s t a t e  i s  t rans fo rmed i n t o  an o u t p u t  s t a t e  by t h e  d e c i s i o n  v a r i a b l e .  T h e o u t -
pu t  s t a t e  i s  then  g i ven  by equa t ion  (4.1). I f  the s tage  i s  one month, 
then t h e  o u t p u t  s t a t e  i s  equal t o  t h e  i n p u t  s t a t e  p l u s  any i n f l o w  t o  the  
r e s e r v o i r  d u r i n g  t h e  month minus t h e  sum o f  losses f r om t h e  r e s e r v o i r  due t o  
evapo ra t i on  o r  ove r f l ow  d u r i n g  t h e  month and any re lease  made.such t h a t  the 
, 
t r a n s i t i o n  f u n c t i o n  i s  g iven  by 
The manner i n  which stages a re  in te rconnec ted  i s  descr ibed  by 
inc idence  i d e n t i t i e s .  The inc idence  i d e n t i t i e s  used i n  s e r i a l  systems a r e  
g i ven  i n  equa t i on  (4.3).  These i d e n t i t i e s  
s imp ly  s t a t e  t h a t  t he  ou tpu t  f rom each s tage forms t h e  i n p u t  t o  t h e  nex t  
succeed i ng  s tage,  
FIGURE 4-1. Func t iona l  Diagram f o r  N-Stage Se r i a l  System 
The r e t u r n  f rom t he  ope ra t i on  o f  each s tage  w i  l l be expressed as a 
f u n c t i o n  o f  t he  s to rage a t  the  beg inn ing  o f  the  s tage and the  q uan t i t y  o f  wa te r  
re leased a t  t h a t  s tage such t h a t  
A t  each stage a  va lue  o f  t h e  dec i s i on  v a r i a b l e  d i  may be  se lected 
f rom a  s e t  o f  a l l owab le  values i n  t he  ranges 
d i  5 s i  + qi - e i (4.5) 
and 
where Qmax i s  t he  maximum a l l owab le  re lease  du r i ng  any month. That i s ,  the  
system ou t pu t  a t  any stage i s  cons t ra ined  e i t h e r  by a  design v a r i a b l e  o r  by t h e  
amount o f  wa te r  i n  the r e s e r v o i r .  S i m i l a r l y ,  t he  a c t i v e  s to rage  i n  t h e  system 
w i l l  be bounded by some upper l i m i t  s w h i c h  depends on t he  s c a l e  o f  d e v e l o p
max 
ment. The re fo re ,  s i  w i l l  l i e  i n  the  s e t  
The s e r i a l  o p t i m i z a t i o n  problem i s  t o  f i n d  t h e  po l  i cy ,  o r  s e t  pf 
d e c i s i o n  v a r i a b l e s  (dN 9dN-.l ,...,d 1 ) ,  which maximizes t h e  t o t a l  r e t u r n  R f rom 
the  p r o j e c t .  There fo re ,  t he  m u l t i s t a g e  d e c i s i o n  problem may be d e f i n e d  as 
Max. R = f (s ) = Max. L r i  ( s i , d i )N N i = l  
s u b j e c t  t o  equa t ions  (4.5) , (4.6) , and (4.7). 
The problem,. t h e r e f o r e ,  i s  t o  dev i se  an e f f i c i e n t  method which w i l l  
produce t h e  maximum va lue  o f  R a f t e r  examin ing a l l  s f  t h e  f e a s i b l e  eombina- 
t i o n s  o f  s torage,  s i ,  and ou t f l ow ,  d i ,  s u b j e c t  t o  t he  above c o n s t r a i n t s ,  This 
s t a t e  i n i t i a l  v a l u e  o p t i m i z a t i o n  problem i n t o  a  s e t  o f  N one-dec is ion  one s t a t e  
problems. The b a s i c  r e c u r s i v e  ( f u n c t i o n a l )  equa t ion  i s  de r i ved  as f o l l o w s :  
Max, L r .  (s. ,d i)
i I 
dN9dNel . . ,dl i = l9 
= Max, Max {rN(SN.dN) + r 
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Since t h e  d e f i n i t i o n  o f  t h e  maximum r e t u r n  w i t h  respec t  t o  t he  dec i s i on  
v a r i a b l e s  (dN-V ' ...,d l )  i s  s i m i l a r  t o  t he  o r i g i n a l  d e f i n i t i o n  o f  f N (s N) i f  
t he  l i m i t  N - l  i s  rep laced by N, equa t i on  (4.9d) may be r ew r i t t e n  as 
o r .  i n  genera l  fo rm as 
f i  ( s i )  = Max ( r i ( s i , d i )  + f i - ,  (siei)}; i = l  $ 2 ?  a . a 9  I4 (4.11) 
i 
sub j e c t  t o  equat ions ( 4 . 5 ) ,  (4.6),  and (4.7) and f o  i s  de f i ned  t o  be zero. 
{Equat ion (4.11) i s  t he  r e c u r s i v e  equa t ion  o f  dynamic programming. 
I n  genera l  terms, i t  s t a t e s  t h a t  t h e  t o t a l  maximum r e t u r n  from t h e  system 
i n  s t a t e  s a t  t h e  i - t h  s tage i s  ob ta i ned  by adding t he  r e t u r n  o f  t h e  i - t hi 
month, produced by d e c i s i o n  di , t o  t h e  r e t u r n  f rom a1 1 f u t u r e  s tages us ing  
t he  r e s u l t i n g  s t a t e  and an op t ima l  p o l i c y .  The f i r s t  term i n  equa t i on  (4.11), 
r i d i )  does n o t  depend on t he  s e t  o f  dec i s i ons  ( d l  . . . 9 d l ) 9 wh i l e  t he  
r e t u r n  f i - , ( s i - , )  i s  a f f e c t e d  by  t he  e n t i r e  s e t  o f  dec i s i ons .  
The r e cu r s i v e  equa t i on  i s  t h e  mathematical  i n t e r p r e t a t i o n  o f  
Be1 lmanis p r i n c i p l e  o f  op t ima l  i t y ,  and shows t h a t  t h e  op t ima l  r e t u r n  f .I (s.)I 
can be ob ts l ned  from the op t ima l  r e t u r n  f i _ ; ( s ; _ ~ )by  a one s t a t e ,  one de- 
c i s i o n  o p t im i z a t i o n  problem. The r e cu r s i v e  equa t i on  t h e r e f o r e . p e rm i t s  one 
t o  s o l v e  a sequence of  r e l a t e d  problems one a t  a t ime  s t a r t i n g , a t  t h e  l a s t  
s tage  and p rog ress ing  backwards i n  t ime t o  t he  i n i t i a l  stage. 
S ince the  i n te rmed ia te  s t a t e  s i s  a n ' o u t p u t  f rom a p rev ious  stage, i 
one cannot  know which o f  i t s  va lues i s  opt imal  u n t i  1 t h e  e n t i r e  problem has 
been so lved .  For  t h i s  reason, an op t ima l  dec i s i on  d i  must be determined f o r  
a l l  f e a s i b l e  va lues o f  s and these va lues must be s t o r ed  i n  o r d e r  t o  g e ne r a t e '  .,i ' 
an op t ima l  p o l i c y  a f t e r  t e rm i na t i on  o f  t h e  backward a l go r i t hm .  
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S ince  dynamic programming i s  an i t e r a t i v e  procedure a r e l a t i v e l y  
smal l  number o f  computer i n s t r u c t i o n s  i s  requ i red .  F u r t h e r ,  c o n s t r a i n t s  
imposed on t he  system due t o  f 1 ow and wate r  l e ve l  1 i m i t a t i o n s  reduce t he  
number o f  f e a s i b l e  p o l i c i e s  and t h e r e f o r e  t he  t ime r equ i r ed  t o  e s t a b l i s h  t he  
opt imal  pol icy ,  
The computat ional  procedure of  dynamic programming on1 y cons i ders a 
number o f  f e a s i b l e  s torages and f l o w  re leases  i n  t h e  search  f o r  an opt imal  
pol i c y .  A dec i s i on ,  t h e r e f o r e ,  has t o  be made w i t h  r espec t  t o  t he  i n t e r v a l s  
between success ive s t a t e s  and Ad between success ive dec is ions .  These a re  
known as the g r i d  spacings. 
I f  a coarse g r i d  i s  se lec ted ,  t he  number o f  f e a s i b l e  va lues  o f  the  
s t a t e  and d e c i s i o n  va r i ab l e s  i s  reduced, Th is  r e s u l t s  i n  a  r educ t i on  i n  
computer t ime,  b u t  on1 y a t  t h e  expense o f  accuracy, s i nce there  i s  a g r e a t e r  
chance o f  m i s s i ng  t he  t r u e  optimum o f  t he  system. 
An a l t e r n a t i v e  method i s  t o  s o l v e  t he  problem i n  a number o f  steps 
beg inn ing  w i t h  on l y  a few w i de l y  spaced va lues f o r  each va r i ab l e .  On the 
bas is  o f  t h i s  s o l u t i o n  a number o f  t h e  g r i d  po i n t s  may be e l im ina ' ted ,  A f i n e r  
g r i d  i s  t hen  se lec ted  t o  o b t a i n  a c l o s e r  approx imat ion o f  the t r u e  optimum 
us ing  t h e  sma l l e r  f eas ib l ' e  reg ion .  
Cons ide r i ng  t he  case o f  the  backward a l g o r i t hm  the computat ion 
proceeds i n  a  d i r e c t i o n  oppos i t e  t o  r ea l  t ime,  s t a r t i n g  w i t h  the  l a s t  month o f  
t he  p l ann i ng  p e r i o d . ,  A t  each s tage o f  the  process t h e r e  a r e  a  number o f  
d i s c r e t e  f e a s i b l e  s torages and f o r  each s to rage  a  number o f  d i s c r e t e  f e a s i b l e  
re leases wh ich  a re  bounded by  t he  c o n s t r a i n t s  on t he  system. The recurrence 
equat ion  has t he r e f o r e  t o  be so lved  f o r  a s e t  o f  d i s c r e t e  po in t s  { ( s k , d j )  b 

where k =  1 , .  ., K a n d  j = 1 ,  . . , J }  a t  each s tage  i i n  t h e  process. T h i s  
y i e l d s  a s e t  o f  opt imal  re leases f o r  a l l  s to rage  va lues .  
Thus f o p  t he  f i r s t  s tage  ( i d e a , l a s t  t ime p e r i o d ) ,  t h e  r e s u l t  o f  
op t ima l  use o f  water  i n  t h i s  pe r i od .  Since t he  s t o r age  a t  the  end o f  t h i s  
s tage i s  assumed and s i n c e  the re  a r e  no f u t u r e  re tu rns  t o  be cons idered,  the  
course o f  a c t i o n  f o r  t h i s  pe r i od  i s  f a i r l y  s imple,  That  i s ,  t h e  opt imal  po l  i c y  
w i  1 1  be t he  one t h a t  causes t he  f i n a l  assumed end s to rage  t o  be ob ta ined  f o r  
a l l  t h e  d i s c r e t e  va lues o f  i n i t i a l  s t o rage  f o r  t h i s  s tage ,  Th i s  computat ional  
procedure i s  repeated f o r  t h e  nex t  s tage.  I n  t h i s  case, however, the  re tu rns  
ob ta ined  f:rom r e l eas i ng  water  i n  t h e  second s tage i s  balanced aga i n s t  the v a l u e  
o f  i n i t i a l  s t o rage  ob ta ined  f rom t he  f i r s t  stage. The r e cu r s i v e  na tu re  o f  t h e  
equa t i on  shou ld  now be c l e a r .  As each s tage  i s  added, an op t ima l  a l l o c a t i o n  
i s made between the newly added s tage  and the  op t ima l  po i  i c y  i n  a1 l the p rev  ious 
s tages.  Th i s  adding on procedure i s  con t inued  u n t i l  t h e  e n t i r e  p lann ing  p e r i o d  
has been cons idered,  The outcome i s  a  ma t r i x  which g i ves  the  op t ima l  p o l i c i e s  
and b e n e f i t s  f o r  t he  system. 
It i s  no t  un t  i1 t he  op t ima l  r e t u r n  has been c a l c u l a t e d  f o r  the e n t  i r e  
system t h a t  t h e  optimum values f o r  t h e  i n te rmed ia te  s tages can be determined. 
The second p a r t  o f  t h e  a l go r i t hm,  t he r e f o r e ,  3 s  t o  seek ou t  t he  optimum se t  
o f  re leases  which w i l l  maximize t he  r e t u r n  ob ta ined  f r om  the backward a l go r i t hm .  
Th is  i s  accomplished by mov-ing i n  t he  d i r e c t i o n  o f  r e a l  t ime f r om stage N t o  1 .  
Thus a t  t h e  s t a r t  o f  t h e  p lann ing  p e r i o d  the op t ima l  dec i s i on  and ou tpu t  a r e  
se lec ted  f r om t h e  ma t r i x  c a l c u l a t e d  by t he  backward a l g o r i t hm  knowing the 
i n i t i a l  s t o rage  va lue.  The s to rage  l e v e l  a t  t h e  s t a r t  o f  t h e  nex t  succeeding 
month i s  determined us ing  t he  t r a n s i t i o n  f unc t i o n ,  inc idence  i d e n t i t i e s ,  and 
t he  g i ven  va lues  o f  s t o rage  s  N '  f l o w  re l ease  dN, i n f l o w  qN '  and losses eN f o r  
-N o
month Re f e r r i n g  aga in  t o  t he  m a t r i x  ob ta ined  by t he  backward a l g o r i t hm  
t h e  op t ima l  f l o w  re l ease  and ou tpu t  may be se lec ted  f o r  t h e  second month i n  
t h e  p l ann i ng  pe r i od .  Th is  procedure i s  repeated a t  each success ive  s tage i n  
t he  p l ann ing  pe r i od .  The resu i t o f  t h e  fo rward  a l g o r i t hm  i s  t h e r e f o r e  a 
complete s e t  o f  re leases  which maximizes the  system ou t pu t  f o r  t h e  entire 
p lann ing  pe r i od .  
4-4. 
A s i m p l e ,  hypo t he t i c a l  worked example w i l l  be used t o  acqua in t  the 
reader w i t h  t he  d e t a i l s  o f  t h e  r e cu r s i v e  equa t ion  and a lgo ' r i thm d iscussed 
p r e v i o u s l y .  
Consider a p i p e  d i s t r i b u t i o n  system which supp l i e s  wate r  t o  3 
separa te  o u t l e t s  as sh.own i n  F i gu r e  4-2. Assume t h a t  t h e  b e n e f i t s  a t  each 
o u t l e t  depend o n l y  on t he  amount o f  wa te r  supp l i ed  a t  t h a t  o u t l e t .  The 
problem i s  t o  determine the  a l l o c a t i o n  o f  water  which y i e l d s  the maximum r e t u r n  
f rom t h e  system assuming t h a t  t h e  maximum amount o f  wa te r  a v a i l a b l e  i s  3 
ac r e - f  ee t o  
F I G U R E  4-2 .  Pipe Distribution System which S u p p l i e s  Three 
Separate Ou t  l e t s  
The f i r s t  s t ep  i s  t o  c onve r t  F i g u r e  4-2 i n t o  a  f u n c t i o n a l  diagram 
as shown i n  F i g u r e  4-3. Here t he  stages correspond t o  po i n t s  i n  space, the  
s t a t e  v a r i a b l e  i s  t h e  amount o f  wa te r  a v a i l a b l e  as i n pu t  t o  s tage  i , Pi, and 
t he  d e c i s i o n  v a r i a b l e  i s  t h e  amount o f  wa te r  t o  be re leased  a t  o u t l e t  i ,  q i .  
The t r ans f o rma t i on  f u n c t i o n  i s  
The i nc i dence  i d e n t i t i e s  a r e  
such t h a t  ' 
and the  r e cu r s i v e  equa t ion  i s  
s ub j e c t  t o  
where f i s  de f i ned  as zero.  Because o f  t he  boundary cond i t i o n s  i s  equal 0 1 
t o  zero,  and t he r e f o r e  q, =. Q,. 
The b e n e f i t  f u n c t i o n  f o r  each o u t l e t  i s  g i v e n  i n  Table 4-1 f o r  a 
g r i d  spac ing  o f  1 a c - f t ,  
FIGURE 4-3.  Func t i ona l  Diagram f o r  P ipe  System i n  F i gu r e  4-2. 
TABLE 4-1. B ene f i t  Func t ions  f o r  P ipe  System 
Benef i t s  
i '1 (ql ) r2 '-3 (q3) 
ac - f  t $ $ $ 
To,appTy t he  dynamic programming approach, s t a r t  w i t h  t he  down- 
s t ream use r ,  des ignated as s tage I ,  and work backwards one stage a t  a t ime. 
Fo r  the  f i r s t  o u t l e t  t he  r e t u r n  ob ta ined  i s  . 
s ub j e c t  t o  
The r e s u l t s  f o r  va r i ous  va lues o f  q1 a r e  g i ven  i n  the  f i r s t  two columns o f  
Tab le  4-1. 
Nex t  cons ider  s tage 2. The t o t a l  d ischarge must now be shared 
between stages 1 and 2. TO f i n d  t h e  bes t  a l l o c a t i o n  f o r  each v a l u e  of Q a11 
2 
f e a s i b l e  d i s t r i b u t i o n s  a r e  examined i n  which t he  a v a i l a b l e  f l o w  i s  now divided 
between o u t l e t  1 and 2, I n  t h i s  manner t he  maximum r e t u r n  f rom t he  two users 
i s found f o r  each va lue  o f  Q2. The recurs  i v e  equa t i on  now becomes 
sub j e c t  t o  
The v a l u e ' o f  f2(Q2)  f o r  va r i ous  va lues  o f  Q2 9  Q 1 9  and q2 are shown i n  Table 
4-2 where t he  f 1 (Q1 ) va lues  a r e  t h e  va lues  from column 2 o f  Table 4-1. 
TABLE 4-2. Computat ion Resul ts  f o r  Stage 2 
a c - f t  a c - f t  a c - f t  $ $ $ 
Now cons ider  s tage 3 .  The op t ima l  way o f  a l l o c a t i n g  wate r  between 
stages 1 and 2 i s  g iven  by equa t i on  (4.19) and t he  op t ima l  r e t u r n  i s  shown b y  
t he  boxed va lues  i n  Table 4-2 f o r  each va lue  o f  Q  There fo re  t h e  i npu t  s t a - t e  2 '  
a t  s tage  3 w i  1 1  be  shared between t he  re lease  q3 and t he  f i r s t  two stages i n  
an op t ima l  f ash ion .  The opt imal  r e t u r n  f o r  t h i s  case i s  
s ub j e c t  t o  
The va lue.  o f  f 3 (%) f o r  var ious  va lues o f  Q3, Q2, and q3 a re  shown i n  Table 4-3 
where t he  f2(Q2) va lues a r e  opt imal  va lues  from Table 4-2. The boxed values 
i n  Table 4-3 represent  t he  opt imal  r e t u r n  f o r  var ious  va lues o f  Q3, The 
maximum o f  these va lues i s  shown by t he  shaded box and i s  equal t o  $9# There-
f o r e ,  the op t ima l  pol  i c y  i s  t o  a l l o c a t e  2 a c - f t  o f  water  t o  out1 e t  1 ,  no water 
t o  o u t l e t  2 ,  and 1 a c - f t  t o  o u t l e t  3. 
. . 
TABLE 4-3. Computation Resul t s  f o r  Stage 3 
ac- f  t 
I f  t he r e  were on ly  2 a c - f t  of  water a va i l ab l e ,  the  op t ima l  po l i c y  
would be t o  a l l o c a t e  1 a c - f t  o f  water  t o  o u t l e t  3 ,  no water  t o  o u t l e t  2, and 
1 a c - f t  t o  o u t l e t  1 f o r  a r e t u r n  o f  $6. 
a l l o c a t e d  i n  u n i t s  o f  1 a c - f t ,  I f  t h e  wate r  can be a l l o c a t e d  i n  amounts l ess  
than  1 a c - f t ,  then t h e  g r i d  s i z e  cou ld  be reduced. The o n l y  d i f f e r e n c e  
f 
4
4 between t h e  a n a l y s i s  f o r  a  sma l l e r  g r i d  s i z e  and the  example here i s  t h a t  moreS 

1 computat ions would be requ i red  f o r  t h e  sma l l e r  g r i d  s i z e .  
4-5. Presen t  Value o f  Resource 
I n  water  resources p r o j e c t s  t h e  b e n e f i t s  occur  over  a  l ong  pe r i od  o f  
/ 
t ime,  s o  t h a t  f u t u r e  b e n e f i t s  have t o  be d iscounted t o  e s t i m a t e  t h e  present  
va lue  o f  t h e  resource. The recurs i v e  equa t i on  can eas i l y  be extended t o  
i nc l ude  th . i s  f e a t u r e .  Th i s  i s  accornpl ished by m u l t i p l y i n g  the  f u t u r e  r e t u r n  
f i - i  ( s i - l  ) by  t h e  p resen t  wor th  f a c t o r  1 / ( 1 + ~ )  where TI i s  t h e  i n t e r e s t  r a t e  
per  u n i t  s tage ,  and adding t h e  r e s u l t  t o  t h e  b e n e f i t  ob ta ined  f rom t h e  present  
s tage.  The re fo re ,  
f i ( s i )  = Max { r i ( s i , d i )  + -l+ I T ( s i - l ) )d.  
I I n  genera l ,  as t h e  number o f  stages increases,  t h a t  i s ,  as stage 1 
extends f u r t h e r  i n t o  t h e  f u t u r e ,  i t s  r e t u r n  w i l l  have a decreas ing i n f l uencei 
on t he  p resen t  va lue  o f  t h e  resource, and hence on t h e  opt imal  o p e r a t i n g  
1 po l  i c y .  The r e c u r s i v e  equa t i on  t h e r e f o r e  has the  p r o p e r t y  o f  converg ing on 
a  s teady s t a t e  p o l i c y  as t h e  number o f  s tages  i s  increased. The steady s t a t e  
c o n d i t i o n  may be exp la i ned  by c o n s i d e r i n g  a system w i t h  a number o f  stages 
which ex tend  t o  i n f i n i t y .  For  t h i s  case the  r e c u r s i v e  equa t i on  becomes 
s = i m  f s ) = i Max {rN(sN,dN) + 1 fN-I(sN-l
N- i=4 * N- dN 





f ( s )  = ax {r (s ,d)  + -- f(S)) (4.26b) 
d 1+ri 
-Tha t  i s ,  i t  w i l l  b e  found t h a t  t h e  optima.] r e tu rns  fN(sN)  4 f ( s )  and t he  op t ima l  
dec i s i ons  dR1 -.P d  become independent o f  t h e  s tage number i f  t h e r e  a r e  a l a r ge  
number o f  stages remain ing i n  t he  p l ann i ng  per iod .  The op t ima l  s t age  i n -
v a r i a n t  s o l u t i o n ,  f ( s )  and d  i n  t h i s  case, i s  termed t h e  s teady s t a t e s o l u t i o n .  
4-6. P r o b a b i l i s t i c  and S tochas t i c  Models 
s he shortcomings o f  t h e  d e t e rm i n i s t i c  model become i n c r eas i ng l y  
e v i d e n t  when one at tempts t o  o b t a i n  an op t ima l  des ign and ope ra t i n g  r u l e  f o r  a 
wa te r  resources system. I n  ac tua l  p r a c t i c e  the  i n f l ows  a re  n o t  c m p l e t e l y  
known. Hence t h e  s imp le  d e t e rm i n i s t i c  model should be rep laced by a  more 
s o ph i s t i c a t e d  one i n  which t he  i n f l ows  a r e  descr ibed  by a  s e t  o f  p r o b a b i l i t y  
d i s t r i b u t i o n s .  
The r e cu r s i v e  equa t ion  f o r  e s t ima t i ng  t he  maximum expected b ene f i t s  
assuming t he  i n f l o w  va r i e s  accord ing  t o  a known p r obab i l  i t y  d i s t r i b u t i o n  may 
be w r i t t e n  as , , 
1 
f i ( s i )  = Max ( r i ( s i , d i )  f -
i * 
where t he  P I s  a r e  t he  probab i 1 i t i es  f o r  d i s c r e t e  v a l  ues o f  the  i n f 1ow qk i k  , 




= s.  
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Equat ion (4.27) p rov ides  an es t ima te  o f  t h e  maximum expected b e n e f i t ,  bu t  no 
i n d i c a t i o n  i s  g i ven  regard ing  i t s  v a r i a b i l i t y  o r  t he  r i s k s  i nvo l ved  by the 
p a r t i c u l a r  po l  i c y .  Fu r the r ,  t he  equa t i on  i s  on.ly ' s u i t a b l e  when a zero ,  o r  
n e g l i g i b l e ,  s e r i a l  c o r r e l a t i o n  e x i s t s  between f lows .  I n  general  t h i s  i s  no t  
t h e  case, so  t h e  i n f l ows  should n o t  be cha rac te r i zed  by a s imp le  p r o b a b i l i t y  
d i s t r i b u t i o n .  I n  these circumstances, t he  equat ion  shou ld  be r e w r j t t e n  i n  
terms o f  c o nd i t i o n a l  p r obab i l  i t i e s ,  
The Monte Ca r l o  procedure i s  favored  by some engineers f o r  the 
gene ra t i o n  o f  s t ream f l o w  because o f  t h e  g r ea t e r  r i s k  i n f o rma t i on  which i t  
p rov ides  i n  t h e  ana l ys i s .  That is,by cons i de r i ng  a s e t  o f  e q ua l l y  l i k e l y  
s t reamf low sequences t he  d i s pe r s i on  o f  t h e  maximum b e n e f i t s  may be obta ined 
f o r  each l e v e l  o f  development. The optimum sca l e  o f  development may t he r e f o r e  
be se l e c t ed  by  cons i de r i ng  bo t h  t he  expected b e n e f i t s  and the  degree o f  r i s k  t h a t  
t h e  p r o j e c t  w i l l  f a i l  t o  b reak  even [Ha l l  and Howel l ,  19631. 
Butcher  [I9681 s t a t e s  t h a t  i f  a  f i r s t  o rde r  Markov cha i n  i s  used i n  
the  a na l y s i s  i t  i s  poss i b l e  t o  d e r i v e  t h e  opt imal  r e l ease  pol i c y  f o r  a system. 
The number o f  s tages,  however, should be s u f f i c i e n t  t o  remove the  i n f l uence  
o f  t he  s t a r t i n g  cond i t i o n s .  Express ing t he  c o nd i t i o n a l  p r obab i l  i t i e s  i n  t he  f o rm  
P (q i - , / q i ) $  wh i c h  i s  t h e  p r o b a b i l i t y  o f  q i _ l  occu r r i n g  g iven  q  i 9 t h e  r e cu r s i v e  
equa t i on  now becomes qi = q.max
I 
1 
f i ( s i  ' q i )  = Max r i  ( s i  ,di) + ---- 1 p(q i - l /q i ) f  i - l  9qi)) (4,291d. l +Y  qi=o
I 
where t h e r e  a r e  two s t a t e  va r i ab l e s ,  s .  and q . .
I I 
P i l o t  c a l c u l a t i o n s  i n d i c a t e  t h a t  t h i s  method o f  s o l u t i o n  i s  f a i r l y  
compact, and t h a t  t h e  re leases  tend t o  approach a  s teady  s t a t e  c o nd i t i o n  i n  
a  smal l  number o f  i t e r a t i o n s .  
The use of s t o c ha s t i c  models i n  hyd ro log i c  ana l y s i s  has increased 
r a p i d l y  i n  r ecen t  years,  and i t  seems 1 i k e l y  t h a t  s t o c ha s t i c  techniques w i l l  
fo rm an i n t e g r a l  p a r t  o f  t h e  more r a t i o n a l  mathematic models now be ing  de- 
v e l oped n 
4-7, 
As exp la i ned  p r e v i ous l y ,  dynamic programming i s  no rma l l y  cons idered ' , 
s u i t a b l e  f o r  processes hav ing  s e r i a l  s t r u c t u r e s .  However, the  techn ique  may 
a l s o  be extended t o  i nc l ude  the  ana l y s i s  o f  branched systems. 
A nonse r i a l  system i s  i n d i c a t ed  i n  t he  f u n c t i o n a l  diagram i n  
F i gu re  4-4. Recent ly ,  methods have been devel  oped f o r  decompos i ng  a nonser ia1 
system i n t o  an equ i va l en t  s e r i a l  system which i s  s o l v ab l e  by  dynamic programming 
[Meier and Be i g h t l e r ,  19671. I n  such a system one o f  t h e  stages (#) o f  a 
subsystem has i n  a d d i t i o n  t o  i t s  s e r i a l  i n pu t ,  another  i n p u t  which i s  the  
f i n a l  o u t p u t  f r om a  d i f f e r e n t  sequence o f  M s e r i a l  s tages fo rming  a converg ing 
branch.  The problem i s  t o  maximize t h k  sum o f  the r e t u r n s  f rom a1 1 M + N 
stages. Th i s  i s  accomplished by t r e a t i n g  t he  ou tpu t  f r om  the  c u t  s t a t e  as a 
parameter.  
F IGURE 4-4. Func.tiona1 Diagram f o r  Converging Nonser ia l  System 
I f  t h e  ou tpu t  o f  t h e  branch system i s  maximized t he  branch f l ow  
e n t e r i n g  t h e  main system i s  f i x e d  through t he  t r ans f o rma t i on  f u n c t i o n .  The 
va lue  o f  t h e  f l o w  which op t im izes  t he  branch system 'a lone w i l l  n o t  gene ra l l y  
be t he  op t ima l  f l o w  f o r  t he  main stem system. However, i f  the op t ima l  branch 
ou tpu t  i s  found a's aM func t i on  o f  the branch f l o w  e n t e r i n g  the  main stem, i t  
can be combined w i t h  t he  ou tpu t  o f  t h e  main stem system. The op t ima l  va lue  o f  
t h e  b ranch  f l o w  can then be found by cons ide r i ng  i t s  e f f e c t  on bo t h  t he  branch 
and ma i n  'stem stages.  
4-8, 
The dynamic programming approach has been used t o  s tudy severa l  
types o f  wate r  resources systems. Buras [ I9661  p rov ides  a d e t a i l e d  account 
o f  t h e  methodology and discusses a pp l i c a t i o n s  t o  wate r  s torage,  c on j unc t i v e  
use o f  ground and su r f a ce  wate r  supp i i es ,  k y d r o e i e c t r i c  power p roduc t ion ,  
and watershed management. 
Ha l  l and Buras [ I961  ] were t he  f i r s t  t o  propose t h a t  dynamic pro- 
t he  prob lem o f  a l l o c a t i n g  s t o r ed  water  t o  va r i ous  purposes, H a l l  [1964], 
i Young [ I9671, and Hal i , Butcher ,  and Esagbue [ I  9681 have repor ted  s tud ies  
concerned w i t h  o p t  imizi .ng i n d i v i d u a l  mu1t [purpose r e se r vo i  r s .  I n  these 
1 
1$1 
desc r i be  t he  p o r t i o n s  o f  t he  r e s e r v o i r  resources a l l o c a t e d  t o  s a t i s f y  con-
f l i c t i n g  demands. H a l l  was concerned w i t h  f i n d i n g  t h e  optimum r e s e r v o i r  s i z e .  
4 Young and H a l l ,  e t  a l . ,  were concerned w i t h  de te rm in ing  t he  optimum ope ra t i on  
r u l e s  f o r  a r e s e r v o i r .  Other  i n v e s t i g a t o r s  [Amir, 1967; Buras, 1965; Meier and 
Be i g h t l e r ,  1967; Schweig and Cole, 19681 have been concerned w i t h  mu l t i - r e s e r v o i r  
j systems where in  the  rese rvo i  r s  p l a y  t he  r o l e  o f  s tages and the s t a t e  va r i ab l e s  
i n vo l ve  f l o w  o r  d ischarge  quant i t i e s .  
Two types o f  a l go r i t hms  may be used t o  i n v e s t i g a t e  o p t im i z a t i o n  
problems. The a lgo r i t hms  may be designed t o  move f o rwa rd  i n  t ime f rom the 
s t a r t  o f - t he  p lann ing  pe r i od ,  o r  t o  work r e c u r s i v e l y  backwards i n  t ime from t h e  
end o f  t h e  p l ann i ng  pe r i od .  Hal 1 ,  f o r  example, has shown a p re fe rence  f o r  t h e  . 
. . 
backward a1gor. i  thm. Others,  such as Young [1967], have developed models wh ich '  
move fo rwa rd  i n  t he  d i r e c t i o n  o f  t ime,  
W i t h  regard t o  s t o c ha s t i c  models, Hal l  appears t o  f a vo r  t he  Monte 
Car10 method f o r  s t reamf low genera t ion .  Us ing  t h i s  techn ique  i t  i s  poss ib l e  
t o  check t he  system response when sub jec ted  t o  a number o f  e q ua l l y  1 i k e l y  
s t reamf low sequences. T h i s  g ives  a  measure o f  the  ou t pu t  v a r i a b i  1 i t y ,  and 
hence t h e  degree o f  r i s k .  Butcher [1968], on t he  o t h e r  hand, suggests . t h a t  
a  f i r s t  o r de r  Markov cha in  be i nco rpo ra ted  i n  t he  s o l u t i o n  a l g o r i t hm  i f  
s e r i a l  c o r r e l a t i o n  i s  p resen t  i n  t he  s t reamf lows,  I n  t h i s  case t he  s t reamf low 
i n  succeeding t ime per iods  i s  connected t o  c u r r e n t  f l o w  by a  ma t r i x  o f  cond i -
t i o n a l  p r o b a b i l i t i e s .  
The con j unc t i v e  use o f  s u r f a ce  and ground wate r  r ese rvo i  r s  i s  now a  (1 
we l l  e s t a b l i s h ed  p r a c t i c e  i n  water  supp ly .  Th i s  prob lem has been s tud ied  by 
Buras and Hal 1 [I961 ] and Buras [1963], These s tud ies  were made t o  
de te rmine  t h e  optimum capac i t y  o f  the  su r f a ce  rese rvo i  r o r  t o  determine the 1 
be s t  o p e r a t i n g  po l  i c y  f o r  t h e  system. Buras and Bear [1964] used dynamic I 
programming t o  e s t a b l i s h  t he  opt imal  pumping capac i t y  and mode o f  opera t ion  f o r  I 

a coas ta l  a q u i f e r ,  I 
I n  t h e  f i e l d  o f  i r r i g a t i o n ,  H a l l  [I9611 used t he  dynamic programming 
approach t o  determine the op t ima l  a l l o c a t i o n  o f  wa te r  t o  a number o f  homo-
-1 
geneous areas l oca ted  i n  sequence a1 ong a mai n  supp l y  1 ine.  Us ing a some- 1 
what d i f f e r e n t  bas i s ,  F l i n n  and Musgrave [I9671 designed a  model which was 
capable o f  s p e c i f y i n g  t he  op t ima l  a l l o c a t i o n  o f  i r r i g a t i o n  wate r  du r i ng  the 
growing season. W i th  such a  model an i r r i g a t i o n  a u t h o r i t y  cou ld  es t ima te  
"1 
t h e  op t ima l  r e l ease  p o l i c y  i n  terms o f  in t ra -seasona l  v a r i a t i o n s  i n  water 
c os t  and c r op  p r i c e .  Ha l l  and Butcher  [I9681 have a l s o  proposed a dynamic 
programming approach t o  determine in t ra -season a l l o c a t i o n  o f  i r r i g a t i o n  water .  
s t ud i ed  b y  a number of ana l ys t s .  As an example, H a l l  and Roefs 119661 s t ud i ed  
t he  prob lem o f  op t ima l  re leases f o r  power genera t ion  g i ven . comp le te  knowledge 
o f  the  i n f l o w  hydro logy .  
One o f  t h e  more recen t  s t ud i e s  by Hal l and Shephard [ I  967:  invo lved  
the  a na l y s i s  o f  a complex water  resources system f o r  m u l t i p l e  use o f  water .  
The system, i n c l u d i n g  10 r e s e r v o i r s  and 4 major streams, i s  l o ca t ed  on the  
f Sacramento R i v e r  i n  Nor thern  Cal i f o r n i a *  The problem was t o  maximize an 
o b j e c t i v e  f u n c t i o n  which depended on t he  s a l e  o f  f i r m  and o f f - peak  energy and 
seasonal and o f f -seasona l  water .  Th i s  was accomplished by  combining dynamic 
and l i n e a r  programming a lgo r i t hms .  A l though a  d e t e rm i n i s t i c  hydro logy  was 
assumed i f i  t h i s  s t udy9  some suggest ions were made f o r  ana l yz i ng  the  system 
w i t h  a s t o c ha s t i c  i n pu t .  
Liebman and Lynn [I9661 used dynamic programming t o  ass ign  waste 
t rea tment  requirements t o  a  group o f  d ischargers  so as t o  m in im ize  the  t o t a l  
o v e r a l l  c o s t  o f  waste t rea tment  a long  a  stream. Stages were de f i ned  as 
sequen t i a l  reaches o f  a r i v e r ,  and s t a t e  va r i ab l e s  were employed t o  de f i ne  wa t e r  
q u a l i t y  as measured by d i sso l ved  oxygen. Dysar t  a n d 'H i n e s . [ l 9 6 9 ]  used dynamic 
programming t o  determine t he  minimum c o s t  abatement p o l i c y  t o  o b t a i n  s p e c i f i c  
stream standards.  The stages were de f i ned  as sequent ia l  reaches o f  the  r i v e r .  
The dec i s i on  va r i ab l e s  a t  each s tage  were t he  l e ve l  o f  cool  i n g  o f  heated waste 
and t h e  l e v e l  o f  t rea tment  o f  o rgan i c  waste. The s t a t e  v a r i a b l e s  were water 
temperature,  d i sso l ved  oxygen, and b i o l o g i c a l  oxygen demand. The Chattahoochee 
R iver  b a s i n  was used as a numerical  i l l u s t r a t i o n ,  
E r i ckson  e t  a1 . , 119681 op t im i zed  s tep  a e r a t i o n  waste t rea tment  
systems. The o b j e c t i v e  was t o  determine the  a l l o c a t i o n  o f  i n f l u e n t  and t he  
d i s t r i b u t i o n  o f  volume among a s e r i e s  o f  reac to rs  wh ich  min imized t he  t o t a l  
ae r a t i o n  volume requ i red  t o  ach ieve  a  s p e c i f i e d  l e v e l  o f  t r ea tmen t *  
Joeres [I9671 used a deterministic dynamic programming model to f i n d  
t h e  m i n im um  t o t a l  cost o f  c o n t r o l  measures and damage cos t s  f o r  sedimentat ion 
i n  a hypothetical river basin. 
5. OTHER TECHNIQUES 
Network theory ,  game theo ry ,  and s imu l a t i o n  can be used i n  water 
resources sys tem anal ys i s .  Each technique re1 ies heav i  l y  on mathematical  
model ing  t o  assess t he  t e chn i ca l  and economic opt imal  i t y  of a1 t e r n a t  i v e  
system des igns ,  po l  i c i e s ,  and ope ra t i n g  procedures. 
5-1. 1 
Network ana l y s i s  has long  p layed  an impor tan t  r o l e  i n  e l e c t r i c a l  
eng inee r i ng ;  however, i n  recen t  years t he r e  has been a g r ea t e r  use o f  c e r t a i n  
concepts and t o o l s  o f  network t heo ry  i n  o t he r  con tex t s  i n c l u d i n g  wa te r  resources 
systems ana l y s i s .  Network t heo ry  can be use fu l  i n  t h e  s o l u t i o n  o f  problems 
which i n v o l v e  a l l o c a t i n g  f l ows  i n  o rde r  t o  maximize t h e  f l o w  th rough a network 
connec t ing  a source and a d e s t i n a t i o n ,  f i n d i n g  the  s h o r t e s t  r ou t e  through a 
network,  o r  choosing a s e t  o f  connect ions t h a t  p r o v i de  a r ou t e  between any 
two p o i n t s ,  i n  a network i n  such a way as t o  min imize t he  t o t a l  l e n g t h  o f  
these connec t i ons . -  
I n  o rde r  t o  i n t r oduce  sane te rmino logy  and d e f i n i t i o n s  used i n  ne t -
work t heo ry ,  we must f i r s t  b r i e f l y  d iscuss  some e lementary  t o p i c s  i n  the t heo r y  
o f  graphs. 
Accord ing  t o  t he  ter rn ino l  ogy o f  t he  theory o f  graphs [Ford  and 
Fu lkerson ,  19621, a graph i s  a s e t  o f  j u n c t i o n  po i n t s  c a l l e d  nodes w i t h  c e r t a i n  
p a i r s  o f  these  nodes be ing  j o i n e d  by l i n e s  c a l l e d  branches (o r  edges, arcs,  
o r  l inks) ,  
A network i s  a  graph w i t h  a f l o w  o f  some t y pe  i n  i t s  branches. I f  
t he r e  i s  a 1 i m i  t t o  t he  magnitude o f  t he  f l o w  i n  any branch o f  a network, then  a 
capac i t y  r e s t r i c t i o n  i s  imposed on t h a t  branch. A c h a i n  between nodes i and j 
i s  a  sequence o f  branches connect ing these two nodes. When the  d i r e c t i o n  o f  
network w i t h  a p o s i t i v e  capac i t y  ( f l ow )  i n  one d i r e c t i o n  o n l y  i s  s a i d  t o  be d i rec ted  j1 { 
P 
( o r  o r i e n t e d ) ,  and a d i r e c t e d  network i s  one i n  which a l l  arcs a r e  d i r e c t e d .  A I 
pa th  wh ich  connects a node w i t h  i t s e l  f i s  c a l  l e d  a 1 oop ( o r  cyc le )  . A connected 
graph has a c h a i n  connec t ing  every p a i r  o f  nodes. A t r e e  i s  a connected graph 
which has no 1 oops. 
A node i s  c a l  l e d  a source i f  each one o f  i t s  branches i s  d i  rec ted  such 
t h a t  t h e  f l o w  moves away f rom t h a t  node. S i m i l a r l y ,  a node i s  a s i n k  i f  each of 
i t s  branches i s  d i r e c t e d  such t h a t  t he  f l o w  moves toward t h a t  node. 
Consider  a network c o n s i s t i n g  o f  a s i n g l e  source,  a s i n g l e  s i n k ,  and 
some i n t e r m e h i a t e  nodes. Assume t h a t  t h e  network has c a p a c i t y  r e s t r i c t i o n s  
0 on each a rc  ( i, j ) .  The f l o w  i n  t he  network can be cons idered  a s ' f l u i d ,  
d i j  
money, e l e c t r i c i t y ,  t r a f f i c ,  t ime,  e t c .  We wish t o  determine a procedure f o r  
comput ing t h e  maximum f e a s i b l e  s teady -s ta te  p a t t e r n  o f  f l ows  f rom t h e  source t o  1 
t h e  s i n k .  T h i s  i s  the  form, then, o f  an o p t i m i z a t i o n  problem, I f  t h e  sum o f  
a i l  f i ows  th rough  an a r c  equa l s  i t s  c a p a c i t y ,  then, t h e  a r c  i s  sa tu ra ted .  $he 
d i f f e r e n c e  between t h r ~ ~ g h  it- res idua ]i t s  c a p a c i t y  and the  f 1 3 % ~  4t i s  cal led 
f l ow .  To f i n d  the  maxima! f l o w  i n  the ne two rk j  t he  techn ique  o f  maximal f l ow -
min imal  c u t  i s  o f t e n  used. A c o l  l e c t i o n  o f  arcs such t h a t  each c h a i n  from the 
source t o  t h e  s i n k  con ta ins  a t  l e a s t  one a r c  o f  t he  c o l l e c t i o n  i s  c a l l e d  a c u t ;  

c l e a r l y  no network f l o w  can be l a r g e r  than  the sum o f  a l l  c a p a c i t i e s  o f  the 

a rcs  o f  a c u t ,  I t  f o l l o w s  t h a t  i f  a network f l o w  can be found wh ich  equals the  

t o t a l  o f  t h e  c a p a c i t i e s  o f  t he  a rcs  o f  a c u t ,  then t h a t  network f l o w  i s  maximal, 

and the c u t  c a p a c i t y . i s  min imal ,  A lgo r i t hms  f o r  t he  s o l u t i o n  o f  t h i s  problem 
,\ 

a r e  a v a i l a b l e  [ ~ o r dand Fu lkerson ,  1962; H i l l i e r  and Lieberman, 19671. 

Many network- f  1 ow prob lems can be reforrnu'l a t e d  as 1 i near  programming 




Game theory i s  a mathematical  theory t h a t  deal s w i  t h  t he  general 
f e a t u r e s  o f  c o m p e t i t i v e  s i t u a t i o n s  i n  a fo rma l ,  a b s t r a c t  way. Game theory i s  
sometimes c a l l e d  s t a t i s t i c a l  d e c i s i o n  theory ,  
Games o f  s t r a t e g y  deal w i t h  s i t u a t i o n s  where t he re  a r e  c o n f l i c t s  o f  
i n t e r e s t  between two o r  more 'persons ' (persons may be people, compan ies , 
c o u n t r i e s ,  e t c ) .  Genera l l y ,  games i n v o l v e  c o n f l i c t  s i t u a t i o n s  i n  economic, 
s o c i a l ,  po l  i t i c a l ,  o r  m i l  i t a r y  a c t i v i t i e s .  Games o f  s t r a t e g y  assume t h a t  
p l aye rs  can i n f l u e n c e  t h e  f i n a l  outcome, and hence t h a t  t he  outcome i s  n o t  
c o n t r o l  l e d  p u r e l y  by chance, A <game i s  a  s e t  o f  r u l e s  f o r  p l a y i n g *  These 
r u l e s  d e s ~ r i b e  the  moves, who makes moves, when they a re  made, what in fo rmat ion ,  
i s  a v a i l a b l e  t o  each o f  t he  p layers ,  what terminates a  p l a y  o f  t h e  game, e t c .  
A f t e r  a p l a y  i s  terminated,  a  pay -o f f  i s  Achieved. I f  the  sum o f  the  pay-o f fs  
t o  a l l  p a r t i c i p a n t s  a t  the end o f  t h e  p l a y  i s  zero,  then the game i s  cal l e d  a 
-
zero-sum game. IWO-person games i n v o l v e  a  c o n f i i c t  o f  i n t e r e s t  between two 
persons, A mero-sum, two-person game i s  one i n  which, a t  t h e  end o f  a  p lay ,  
one person ga ins  what the o t h e r  person loses [W i l l i ams ,  19541. 
The concept o f  a  s t r a t e g y  i s  ve ry  impor tant  i n  game theo ry .  I f  we 
imagine t h a t  one p laye r  w r i t e s  ou t  what he will do under a l l  p o s s i b l e  circum- 
stances (moves o f  h i s  opponent) a t  each move . i n  t h e  p l  ay o f  a  game, then we can 
v i s u a l i z e  t h e  meaning o f  a  s t r a t e g y .  I n  two-person games, i t  i s  pe rm iss ib l e  
f o r  n a t u r e  t o  make some o f  t he  moves, so l ong  as the  p laye rs  can, i n f l uence  t h e  
outcome. When some o f  the moves a r e  determined by chance, the outcome o f  the 
game i s  n o t  s t r i c t l y  determined, and we can on ly  t a l k  about t h e  expected ou t -  
come. I f  p l a y e r  1 has m s t r a t e g i e s  and p l a y e r  2 has n  s t r a t e g i e s ,  the pay -o f f s ,  
a i j 9 c a n b e a r r a n g e d  i n t o a n m x n m a t r i x .  
l i  p laye r  1 chooses s t r a t e g y  i ,  he i s  su re  o f  g e t t i n g  m i n  {aij), no 
J 
mat te r  what p l a y e r  2 does. The op t ima l  dec is ion ,  then,  f o r  p l a y e r  1 i s ,  
max {min {aij}}. P layer  2 i s  a t t emp t i ng  t o  p reven t  p l a y e r  I f rom g e t t i n g  any 
jI 
more than i s  necessary.  There fo re  h i s  b e s t  s t r a t e g y  i s  determined by, 
If i t  t u rns  ou t  t h a t  t h e r e  i s  an element ark  such t ha t ,  
Bm i n {m j x { a i j ) )j I 
t h e  game i s  s a i d  t o  have a  saddle p o i n t .  The op t ima l  s t r a t e g y  f o r  p l aye r  1 
i s  r and f o r  p l a ye r  2 t he  opt imal  s t r a t e g y  i s  k. The d i f f i c u l t y  a r i s e s  when 
no sadd le  p o i n t  can be found i n  t he  ma t r i x .  In t h i s  case, a 'mixed s t r a t e g y q  i s  
c a l l e d  f o r .  I n  t he  case of mixed s t r a t e g i e s ,  we can o n l y  speak of expected 
pay -o f f s .  The o b j e c t i v e  o f  p l a ye r  1 becomes t o  maximize the  !expec ted1  pay- 
o f f  and o f  p l a y e r  2 t o  min imize t he  'expec ted '  pay -o f f .  
Many ze r o  sum, two person games can be so lved  by a 1 i n ea r  programming 
approach [Hadl ey, 19621. 
Game theo ry  has a l s o  been extended t o  i n c l u d e  n-person games and 
non ze ro  sum games. 
Maass, e t  a1 . [I9621 presen t  an example o f  h ow  game t heo r y  can be 
used i n  wate r  resources systems ana l y s i s .  The example used i s  a  r e se r vo i r  
t o  be used f o r  f l o o d  p r o t e c t i o n  and t o  supp ly  i r r i g a t i o n  water .  The dec i s i on  
maker i s  faced  w i t h  c o n f l  i c t i n g  o b j e c t i v e s  i n  t h a t  f o r  maximum f l o o d  p r o t e c t i o n  
he would want t o  s p i l l  a l a r g e  q u a n t i t y  so as t o  i nc rease  h i s  c apac i t y  f o r  
c o l l e c t i n g  f l o o d  r u n o f f ,  b u t  he would want t o  r e t a i n  a l a r g e  q u a n t i t y  f o r  
i r r i g a t i o n  use du r i ng  t he  nex t  season. Game theory  i s  used t o  show how the  
dec i s i ons  would be made u s i n g  expected outcomes. . 
5-3, S imu l a t i o n  
S imu la t i on  models a r e  used when t he  i n t e r . r e l a t i o nsh i p s  between 
r e l e v an t  parameters o r  system c on s t r a i n t s  a re  t oo  complex t o  be so lved  
a n a l y t i c a l l y .  S imu la t i on  models c o n s i s t  b a s i c a l l y  o f  f u n c t i o n a l  r e l a t i o n s h i p s  
which d e s c r i b e  system c h a r a c t e r i s t i c s  as i n d i c a t ed  by t he  response o f  se lec ted  
ou t pu t  v a r i a b l e s  t o  t he  i npu t  v a r i a b l e s .  Phe phys i ca l  models which have 
t r a d i t i o n a l  1y  been employed by hydrau l  i c  engineers t o  s tudy f 1ows and cu r r en t s  
i n  engineered and na t u r a l  systems a r e  s imu l a t i o n  models. 
i n  wa te r  resources systems ana l y s i s ,  s imu l a t i o n  cons i s t s  o f  formu-
l a t i n g  f u n c t i o n a l  r e l a t i o n s h i p s  and t hen  per fo rming  c a ~ c u l a t i o n s  t o  exp lo re  
nume r i c a l l y  t he  response o f  ou tpu t  v a r i a b l e s  t o  i n pu t  v a r i a b l e s .  S imu la t i on  
does no t  d i r e c t l y  y i e l d  i n f o rma t i on  such as t he  op t ima l  c apac i t y  o f  a r e s e r v o i r ;  
r a t h e r  t h e  ou t pu t  f rom a  s imu la t ' i on  model i s  used t o  cons t r u c t  a response su r -  
f ace  which' can be examined t o  determine an optimum s o l u t i o n  as i n d i c a t ed  by  
maximum and minimum po i n t s  o f  t h e  q u a n t i t i e s  o f  i n t e r e s t .  S imu la t i on  models 
genera l  l y  r equ i  r e  fewer simp1 i f y i n g  assumptions than a n a l y t i c a l  models such 
as l i n e a r  o r  dynamic programming models. An approach o f t e n  employed i s  t o  
use an approx imate a n a l y t i c a l  model t o  d e f i n e  the  r eg i on  o f  near op t ima l  i t y  
and then t o  converge on t he  op t ima l  s o l u t i o n  through s imu l a t i o n .  
A l e n g t h l y  system d e s c r i p t i o n ,  a computer p'rogram, and computer ou t -
pu t  da ta  a r e  necessary t o  i l l u s t r a t e  a s imu l a t i o n  model. 
Lewis and Shoemaker [I9621 r e p o r t  a s tudy  o f  h y d r o e l e c t r i c  power by 
t he  No r t h  P a c i f i c  D i v i s i o n  O f f i c e  o f  t h e  corps o f  Engineers.  The program can 
handle up  t o  seventy  h y d r o e l e c t r i c  p r o j e c t s .  I t  computes power genera t ion  a t  
each p r o j e c t  i n  t he  system, t e s t s  f o r  l i m i t s ,  ad j u s t s  r e g u l a t i o n  where necessary 
t o  avo id  v i o l a t i o n  o f  these l i m i t s ,  r egu la tes  s torages t o  produce energy 
equal t o  t h e  s p e c i f i e d  system load,  and de r i ves  a d d i t i o n a l  i n f o rma t i on  t h a t  i s  
used i n  system r e gu l a t i o n  ana l ys i s .  
Hufschmidt  and F i e r i n g  [I9661 have presented gu i de l i n es  f o r  con-
s t r u c t i n g  s imu l a t i o n  models o f  water  resources systems. These guide1 ines a r e  
i l l u s t r a t e d  by a s imu l a t i on  o f  t he  Lehigh R i ve r  Basin.  Hyd roe l e c t r i c  power, 
water  supp ly ,  r e c r ea t i on ,  and f l o o d  c on t r o l  a r e  the purposes considered i n  
t he  s imu l  a t  ion. 
Mered i th  [I9681 used s imu l a t i on  techniques t o  s tudy the  economic 
benef i t s  f o r  a  mu1 t i purpose reservo i  r f o r  water  suppl y ,  r e c r ea t i on ,  and f l o o d  
c o n t r o l .  S imu la t i on  has a l s o  been used t o  s tudy t he  impact o f  wa te r  on the 
growth and development of  a  reg ion  [ Hami 1 ton,  19681. 
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