Applications to ocean acoustic data from a towed array and to speech processing are presented for an improved optimal time-domain beamformer, which involves optimizing over all possible source bearings and time series for multiple sources using simulated annealing. The convergence of the parameter search is accelerated by accepting time series perturbations only when the energy decreases. A comparison with the conventional delay-and-sum beamformer illustrates that the optimal beamformer handles larger receiver spacing and larger source-to-receiver ratio. Periodic ambiguities are essentially eliminated by using irregular receiver spacing and the improved search algorithm. Weak sources are handled with fractional beamforming. Noise cancellation is possible if the parameters of the noise are included in the search space. Two-dimensional localization is performed for nearby sources.
INTRODUCTION
Conventional beamforming techniques, such as the delay-and-sum beamformer, involve an ambiguity function that depends on a single parameter corresponding to source bearing. The estimates of the source bearings correspond to the peaks in the ambiguity function. Considering that conventional beamforming techniques involve collapsing a large number of parameters (the source bearings and time series) into a single parameter (the steering parameter of the ambiguity function), it is rather amazing that they often perform well for problems involving multiple sources.
The optimal beamformer estimates the source bearings and time series all at once by optimizing an energy function that depends on all of the source bearings and time series. 1 This beamformer, which is a generalization of a frequencydomain beamformer, 2 is practical with simulated annealing, an efficient Monte Carlo method for optimization problems involving large numbers of parameters. TM By working with all of the unknowns, the optimal beamformer easily utilizes and benefits from a priori information. 1 The only approach for utilizing a priori information with conventional beamforming is to define a new ambiguity function, which by conservation is likely to inhibit performance in some way. In this paper, we improve the search algorithm for the optimal beamformer, demonstrate that the optimal beamformer permits a larger source-to-receiver ratio than the delay-and-sum beamformer, and apply the optimal beamformer to data.
To implement the optimal beamformer numerically, the source time series are discretized. This often amounts to thousands of unknown parameters. Since the energy function passes through a unique minimum as one of the discretized time series points is varied, an improved simulated annealing algorithm is obtained by accepting time series perturbations only if the energy is decreased. Since the energy function may pass through local minima as one of the bearings is varied, the usual acceptance criterion of simulated annealing is used for the bearings: A perturbation is always accepted if the energy decreases and, to allow escape from local minima, is accepted according to the Boltzmann probability distribution if the energy increases. An example is presented in Sec. II that illustrates the accelerated convergence of the improved algorithm. In Sec. III, the optimal beamformer is compared with the delay-and-sum beamformer. Although it is not possible in general to place a limit on the number of sources that can be handled by a particular array (e.g., bearings may be determined for an unlimited number of cw sources of different frequencies), the delay-and-sum beamformer typically requires several times the number of receivers that the optimal beamformer requires. An example is presented to illustrate that, for a given array of receivers, the optimal beamformer may perform well, while the delay-and-sum beamformer completely fails with large false peaks. In Sec. IV, we illustrate an advantage of using irregularly spaced receivers. Combined with the new search algorithm, irregular spacing essentially eliminates time series ambiguities associated with periodic functions.
A method that we refer to as fractional beamforming is described in Sec. V. With this approach, the optimal beamformer is first applied to estimate the bearings and time series of the most intense sources. These signals are subtracted from the data, and the reduced data are then searched for weaker sources. If the intense signals dominate the received time series, this approach can be more effective than searching for all of the sources at once. In Sec. VI, we generalize the search algorithm to cancel noise, which is possible if something is known about the nature of The performance of the optimal beamformer is robust for data. A speech processing application of optimal beamforming is presented in Sec. VIII. This problem involves a very large number of parameters and complex signals. The voices of speakers in a noisy crowd are isolated, and the recovered voices sound free of interference from the other voices. In Sec. IX, the optimal beamformer is applied to data from an array towed in the Atlantic Ocean. The approach of Sec. VI is used to cancel noise from this data. The optimal beamformer replicas are surgically removed from the data, and a conventional beamformer is used to process the reduced data. Each of the source time series is discretized so that the integral in Eq. (3) is approximated by a sum. Hundreds or thousands of points are typically used to represent each time series. The simulated annealing algorithm involves perturbing each parameter one at a time and evaluating AE, the change in E. When one of the time series points is perturbed, only a few terms in the discretized integral are affected. Since AE can be computed efficiently, optimal beamforming is an excellent application of simulated annealing. Although all of the terms in the sum are affected when a source bearing is perturbed, this does not compromise efficiency because the number of source beatings is much smaller than the number of time series points.
The solution that minimizes E may not be unique. For the case of evenly spaced receivers Xn=n Ax and two sources, for example, E vanishes for
where f (t) is an arbitrary periodic function of period (Ax/ c) (sin 02--sin 01). This ambiguity, which involves multiple terms for problems involving more than two sources, was suppressed in Ref. 1 by assuming that the time series have compact support. This assumption is usually not valid for applications. During the parameter search, the ambiguity does not present itself while the bearing parameters are wandering. After two or more of the bearings lock in, however, the ambiguous function (s) may grow without bound. In terms of the parameter landscape, this is analogous to entering a flat valley surrounded by mountains that get higher with distance into the valley. This is a serious problem because it is very difficult for simulated annealing to find a way out of this type of multidimensional valley. Fortunately, it is very unlikely to have a first encounter with such a valley at a point deep within because the signal time series tend to be uncorrelated when the bearings are wandering.
We illustrate in Sec. III that, in principle, all but the harmless dc component of the periodic ambiguity may be eliminated by using irregular receiver spacing. Since the time series are discretized, however, the high-frequency components are not entirely eliminated when using the simulated annealing algorithm of Ref. 1. When using the improved search algorithm described in Sec. II, the highfrequency components are also essentially eliminated. The improved algorithm suppresses the highfrequency components of the periodic ambiguity, which is described in Sec. I for the two-source case. With the original algorithm, the ambiguous function does not begin to grow until after the bearings have locked in (not necessarily to the correct values) because the ambiguous signal components cancel each other only for a particular set of bearings. With the original algorithm, the ambiguous function may continue to grow after a nearly optimal state is reached, and the recovered signals usually contain higher frequencies than the data. With the improved algorithm, the ambiguous function does not grow after the bearings lock in and the energy function reaches a minimum, and the recovered signals tend to be as smooth as the data. In terms of the parameter landscape, the improved algorithm tends not to penetrate deeply into the flat valleys described in Sec. I because it only accepts downhill perturbations in the time series.
We illustrate the performance of the improved simulated annealing algorithm with example A, which was con- 
V. FRACTIONAL BEAMFORMING
All beamforming methods have difficulty determining the bearings of weak sources that are dominated by interference from strong sources. In this section, we present an effective approach for handling weak sources with the optimal beamformer. We refer to the approach as fractional beamforming, which involves two steps. The optimal beamformer is first applied to estimate the bearings and time series of the strong sources. If a sufficiently low energy is achieved (this occurs only if the weak sources truly are weak), the strong sources are then subtracted from the data. The optimal beamformer is applied to the reduced data to estimate the bearings and time series of the weak sources. Fractional beamforming often performs much better than the approach of applying the optimal beamformer to search for all of the sources at once. The performance is best when the weak sources are substantially below the strong sources. Similar behavior occurs with an approach for extracting weak signals from noise. 7
For example D, we consider a problem involving two strong sources, one weak source (20 dB below each of the strong sources), and the irregularly spaced array of example C. The parameter values for the sources are given in Table I . The results of applying the optimal beamformer to estimate the bearings and time series of the strong sources from the raw data appear in Fig. 8 the weak source is accurately determined. The recovered time series for the weak source is also fairly accurate. The results of applying the optimal beamformer to search for all three sources at once appear in Fig. 10 . Although the bearings of the strong sources are recovered, the bearing parameter for the weak source wanders aimlessly.
Vl. NOISE CANCELLATION
The optimal beamformer may be generalized to cancel noise if an appropriate property of the noise is known. In this section, we modify the optimal beamformer to cancel electromagnetic noise. This type of noise usually consists of discrete frequencies. Although this type of noise can be removed using the Fourier transform, parts of the signals may also be removed with this approach. The cancellation approach, which may be applied to various types of noise, removes noise surgically.
The noise term is assumed to be of the form, q•n( t) =Vn sin(ot+•5), the wires corresponding to different receivers are coiled in opposite directions. The noise amplitudes % are assumed to depend on n because some receivers may be noisier than others. To account for phase reversals, we allow the sign of % to depend on n. This approach may be applied to cancel noise consisting of several frequencies. The solution is ambiguous if one of the plane waves is incident at broadside. If at least one of the receivers is noise-free, however, this ambiguity may be eliminated by assuming the noise amplitude vanishes for that receiver.
We illustrate noise cancellation with example E, which involves the nine irregularly spaced receivers used in example C and the three sources described in Table I 
VII. SPHERICAL WAVES
In this section, we modify the optimal beamformer to handle incident spherical waves. This approach is applicable when some of the sources are less than about ten array this array. The source range becomes a weak attractor (i.e., the parameter does not tend to remain near the true value during the search) as it increases. This beamformer reduces to the plane-wave optimal beamformer in the limit of large source range.
Viii. SPEECH PROCESSING
In this section, we apply the optimal beamformer to example G, which is a speech-processing problem involv- ing complex signals and more than 70 000 unknowns. The phrases "minus forty, .... minus twenty," and "plus fifteen" were digitized using a NeXT computer. These phrases, which appear in Fig. 14, were each recorded separately for 1.5 s using a 16-kHz sampling rate. The phrases were then superimposed using Eq. (1) to simulate data on an evenly spaced array with N--7 and floe--0.5 m. The array data appear in Fig. 15 . These jumbled phrases sound similar from receiver to receiver. The beatings used for the speakers (in degrees) correspond to the phrases. We assumed that c= 300 m/s.
Although the array data are quasisynthetic, this problem differs from the simulations presented in previous sections in that the signals are highly complex and the number of parameters is much larger. The results of the simulated annealing algorithm appear in Fig. 16 . The bearings of the speakers are recovered accurately, and the recovered phrases, which sound nearly identical to the original phrases, are similar to the true phrases. Phrase 1, which contains more energy than the other phrases, is recovered with the greatest accuracy.
Due to the large number of time series points, it took several hours to solve this problem on a SiliconGraphics Iris workstation. Since the optimal beamformer is parallel in the time series parameters, however, run time on a parallel processing computer would be essentially independent of the number of time series points.
IX. OCEAN ACOUSTIC DATA
In this section, we apply the optimal beamformer to data from a 64-receiver array towed behind the USNS LYNCH in a region of the Atlantic Ocean south of Nova Scotia. The array consists of four nested subarrays with even spacings of 1.25, 2.5, 5, and 10 m. The system was not designed for the optimal beamformer. The receiver spacings were not optimized to suppress the periodic ambiguity. Some receivers exhibited a large amount of 180-Hz electromagnetic noise, which is not a problem for the frequency-domain processors for which the array was designed. We took 2-s data segments every half-hour using a 2-kHz sampling rate and an analog filter to remove energy above 500 Hz. We were able to obtain solutions with the optimal beamformer and verify them in nearly real time using radar and conventional frequency-domain processing with larger subarrays. We assumed that c--1500 m/s for the data presented here, which was taken on 14 •August 1990 near 42.7 deg N, 62 deg W. The ocean is approximately 1400 m deep in this area. The LYNCH towed the array toward the southeast at 3 kn.
For example H, we consider portions of three consecutive data segments (a total time of about 1 h) that contain signals from the tow ship, a passing ship that was sweeping in bearing, and a distant ship that remained near aft endfire. We worked with an evenly spaced subarray of seven receivers with •= 2.5 m. Since the 180-Hz noise was observed to be weak on receivers 1, 2, and 3, we assumed that the noise vanishes on these receivers to suppress the broadside ambiguity described in Sec. ¾I. We searched for three sources applying the a priori knowledge that the tow ship was near endfire. Since the array was submerged, we allowed the tow ship to be up to 40 deg from endfire. We searched for only two sources in the third data segment because the passing ship and the distant ship were both near endfire.
Results for the first data segment appear in Fig. 17 . The array data and the best replica (i.e., the replica corre- To illustrate the ability of the optimal beamformer to surgically remove signals from data, we consider example I, which involves the second segment of data and an evenly spaced subarray of nine receivers with fioc=5 m. These array parameters were selected so that conventional beamforming would perform well for lower frequencies. A frequency-azimuth (FRAZ) diagram (which displays beamformed energy versus frequency and azimuth) of the raw data appears in Fig. 21 (a) . To construct this diagram, 0.5 s of data was used to estimate the spectrum, and the Bartlett processor was evaluated for 181 bearings and 220 weak sources. The optimal beamformer handles larger receiver spacings and more sources per receiver than conventional beamformers, which collapse all of the unknowns into a single parameter. By using irregular receiver spacing, the performance of the optimal beamformer may be enhanced and the low-frequency component of the periodic ambiguity may be suppressed. It is possible to cancel certain types of noise with the optimal beamformer if the nature of the noise is understood. The optimal beamformer performs well for towed array data and for speech 
