Abstract-Bayesian networks need to be updated as and when new data is observed. Literature mining is a very important source of this new data after the initial network is constructed using the expert's knowledge. In this work, we specifically interested in the causal associations and experimental results obtained from literature mining. However, these associations and numerical results cannot be directly integrated with the Bayesian network. The source of the literature and the perceived quality of research needs to be factored into the process of integration, just like a human, reading the literature, would. We present a general methodology for deriving a confidence measure for the mined data and provide inputs to the expert for resolving the modeling issues in integrating it with the existing network.
INTRODUCTION
A Bayesian network (BN) is a directed acyclic graph whose arcs denote a direct causal influence between parent nodes (causes) and children nodes (effects) [11] . A BN is often used in conjunction with statistical techniques as a powerful data analysis tool. While it can handle incomplete data and uncertainty in domain, it can also combine prior knowledge with new data (evidence) [4] . A BN makes predictions using the conditional probability distribution tables (CPT). Each node in a BN has a CPT which describes the conditional probability of that node, given the values of its parents [13] . Using the CPT for each node, the joint probability distribution of the entire network can be derived by multiplying the conditional probability of each node. Probabilistic inference in a Bayesian network is achieved through evidence propagation. Evidence propagation is the process of efficiently computing the marginal probabilities of variables of interest, conditional on arbitrary configurations of other variables, which constitute the observed evidence [14] .
There are two approaches to construct a BN: knowledgedriven and data-driven. The knowledge-driven approach involves using an expert's domain knowledge to derive the causal associations; and the data driven approach derives the mappings from data which can then be validated by the expert [9] .
BN can be used to model causal relations. This is essential in understanding the problem domain and predicting the consequences of an intervention [4] . Causality denotes a necessary relationship between one event ("cause") and another event ("effect") which is the direct consequence of the first [7] . It implies a dependency between a cause and an effect where the probability of the "effect" occurring becomes very high, if the "cause" occurs first in a chronological order [1] . A causal model is an abstract model that uses cause and effect logic to describe the behavior of a system [8] . This model can then be used to build a BN.
This paper studies the problem of building Bayesian network based on the information from text mining. Causal associations can be mined from text using various approaches including lexico-syntactic analysis. Based on the causal associations, we can develop a BN.
However, there are several modeling issues in this transformation, which need to be addressed [15] . For example: A causal map depicts causality between variables, i.e.it implies dependence between those variables. Hence it is a D-map. BNs, on the other hand, are I-maps: given a sequence of variables, an absence of arrow from a variable to its successors in the sequence implies conditional independence between the variables. Other modeling issues include:
• eliminating circular relations • reasoning underlying the link between concepts • distinction between direct and indirect relations In this paper, we proposed a general methodology to bridge text mining and Bayesian network. This paper is organized as follows. In the next section, we will discuss related work. Section 3 describes probability assessment. Section 4 shows the process of deriving confidence measure. Section 5 illustrates how to integrate causal mapping with the Bayesian network. The experimental results are shown in Section 6 and Section 7 concludes the paper.
II. RELATED WORK
Mining causal associations from text using lexico-syntactic analysis has been studied in previous work [2, 3] . In [2] , a method was developed for automatic detection of causation patterns and semi-automatic validation of ambiguous lexicosyntactic patterns that refer to causal relationships. This procedure requires a set each of causation-verbs and nouns frequently used in a given domain. Using these sets, all patterns of type <NP1 cause_verb NP2>, where NP1, NP2 are noun phrases, can be extracted. The authors of the above said work have used the causal verbs that they found to be the most frequent and less ambiguous such as lead (to), derive (from), result (from), etc. Some of the causal patterns identified by their system are: "Anemia are caused by excessive hemolysis", "Hemolysis is a result of intrinsic red cell defects", and "Splenic sequestration produces anemia".
In [24] , a system was also developed for acquiring causal knowledge from text. Our work differs from previous work in that we design a general framework for building a Bayesian network based on text mining. 
1) Probability assessment:
Once the associations are extracted, the expert is subjected to a structured interview to resolve the biases in the causal maps or given an adjacency matrix representation of the associations to specify the relations. Three direct response-encoding methods to derive probabilities for the causal associations are described in [16] . In these methods, a subject responds to a set of questions either directly by providing numbers or indirectly by choosing between simple alternatives or bets. These are manual encoding techniques and require the knowledge and judgment of a human subject to elicit probabilities.
It might, however, be possible to develop an automated technique to augment these manual encoding procedures. The aim of this technique is to search for and utilize numerical data accompanying the sentences containing the causal associations and present it to the expert.
Percentages are a common way of summarizing a statistical result. Sentences containing a causal association might also contain percentages from surveys and experiments to emphasize the relation. Hence, it is useful to examine sentences marked as containing causal associations for numerical details, which can yield statistical data for the BN. It can be observed that a percentage usually occur in close proximity of the noun phrases, which are part of a causal relationship. Simple sentential structures include:
<numerical_string_post NP1 causal_verb NP2> <NP1 causal_verb NP2 numerical_string_post> Where: numerical_string_post, numerical_string_post can be "xx%","xx% of","xx% of the times" etc For example: "20% falls lead to death", "5% of people who fall require hospitalization", "25% of the time fall can result in fracture", "Falls can result in fracture 25% of the times" etc. This percentage value can then be directly converted to the probability value for that assertion.
The strength of a causal association in text can also be estimated by looking for superlatives and other phrases which qualify the verb. For example: "There is a strong possibility that falls result in fracture". A list of such phrases can be mapped to pre-defined probability values.
While these patterns yield the probabilities or causal strength of the relations, other intra-sentential patterns might yield prior-probabilities for nodes in a BN. For example: "In the age 65-and-over population as a whole, approximately 35% to 40% of community-dwelling, generally healthy older persons fall annually." In the domain of Geriatry, the population of interest are always persons 65 years of age or older. Under that assumption, the above sentence would yield the prior probability for a node 'fall' in a BN for 'fall risk', a prior probability of 0.375 (average). Now if the literature contained another sentence like "55% of the people above the age of 80 were at the risk of falling", then the two sentences put together would yield conditional probabilities for continuous valued nodes named 'age' for the ranges 65<= age < 80 and 80 <= age. This would require the knowledge of population distribution for the two age groups which would then be considered their prior probability.
However, a thorough treatment of this topic is beyond the scope of this paper.
2) Estimating the evidence level: Estimating the evidence level requires keyword search and/or semantic analysis of the document title, abstract, conclusion and the segment of the text containing the sentence with the causal associations. For example, in Geriatric evidence based practice, [23] lists the levels of quantitative evidence from 1 to 6, in descending order of importance. Documents containing a level-2 evidence usually have the string "Randomized Control Trial" mentioned either in their title, abstract or keywords section. However, a more detailed discussion of this topic is beyond the scope of this paper.
The domain expert then needs to pre-define a mapping of the evidence level to a value between [0, 1], which can be used in a formula to compute the confidence measure.
IV. DERIVE CONFIDENCE MEASURE
After the probabilities have been extracted and assessed, we attempt to determine how much confidence we have in the causal associations mined from text. The confidence measure is a score we associate with every causal mapping in the BN based on the confidence we have in asserting that relationship. It is an attempt at quantifying the confidence placed in the causal relationship uncovered by automated methods.
In
The impact factor, often abbreviated IF, is a measure of the citations to science and social science journals. It is frequently used as a proxy for the importance of a journal to its field [12] . The impact factor of a journal is calculated based on a two-year period. It can be viewed as the average number of citations in a year given to those papers in a journal that were published during the two preceding years. PageRank is a link analysis algorithm used by the Google Internet search engine that assigns a numerical weighting to each element of a hyperlinked set of documents [19] . The algorithm may be applied to any collection of entities with reciprocal quotations and references, such as articles published by a journal. A version of PageRank has been proposed as a replacement for the ISI impact factor, called Eigenfactor [17] . In this measure, journals are rated according to the number of incoming citations, with citations from highly-ranked journals weighted to make a larger contribution to the Eigenfactor than those from poorly-ranked journals [20] .
A third way would be for a domain expert to manually assign influence measure for the journals in the domain. But such a process is not only time consuming, but could also be tedious for domains which have a large number of publishing journals. Moreover, the task of keeping this measure updated also becomes very tedious.
The final choice of the influence measure depends on the domain expert. 
Here W_i and W_e are the weights assigned to influence measure and evidence level respectively. W_i and W_e will be determined at the expert's discretion and could vary from domain to domain.
V. INTEGRATE THE CAUSAL MAPPING WITH THE BAYEISAN NETWORK
As mentioned earlier, certain modeling issues need to be resolved while converting causal maps into BNs. As discussed in [4] , two most widely used methods are structured interviews and adjacency matrices. In structured interviews, the experts are provided a list of paired concepts as well as different alternative specifications of the relation between the concepts in the original map and asked to choose an alternative to specify the direct relation between the pair of concepts. Using adjacency matrices, the experts are asked to specify for each cell, whether it is a positive, negative or null relation. In this work, we attempt to provide more details to the expert in the form of suggestions for node mapping, loop handling, choosing between direct and indirect relations and values for probabilities in the light of new data.
1) Mapping noun phrases to nodes in a BN:
Mapping the mined noun phrases to a node in the existing BN is a semantic classification problem and can be solved using one of the existing information retrieval and/or classification techniques. Using k-nearest neighbor (k-nn) technique, the new noun phrase can be searched in a space containing all the node names. The Microsoft Full-Text engine is one such application which can query a search string and return the search result sorted by relevance ranking [21] . Another method involves use of vector representation of the names of the nodes in the BN. The new noun phrases are also converted into a vector and compared to all the existing vectors to find a match. These techniques however fail to map semantically equivalent noun phrases.
For a domain which has a large training data, machine learning techniques such as Weight-normalized Complement Naïve Bayes (WCNB) [22] can be used. The training data consists of a large corpus of semantically mapped noun phrases. This is used by the WCNB algorithm to calculate the prior probability maximum likelihood estimate for every combination of noun in the domain and noun phrase representing a node. This prior probability is then stored in a mapping table where the columns represent the noun phrases representing the nodes and the rows exhaustively represent the nouns in the domain (as shown in Table 1 ). Once the training is complete, mapping a noun phrase from text mining to a node in the BN is a simple table lookup to compute the probability of a match. If the probability is above a pre-defined threshold, then a match is deemed to be found. 
2) Handling Cycles:
The causal association mined could introduce loops in the BN. This needs to be detected and resolved. As discussed in [4] , causal loops can exist for two reasons. First, they may be coding mistakes that need to be corrected. Second, they may represent dynamic relations between variables across multiple time frames. While an expert is required to resolve these loops, an automated system can attempt to look at the chronological order of the nodes in the BN. Since the BNs are built from causal maps, they have an implicit chronological order: the cause has to occur before the effect. Any new association, which draws a relation from a node later on in the existing chronological order to a node earlier, can be flagged as either representing a dynamic relationship or a possible error.
3) Direct and Indirect relations: When faced with multiple paths between nodes (as shown in Fig. 1 ), the confidence measure can be used as a parameter to decide which path to retain. For each of the path, the average confidence measure over all the edges in the path can be computed. The path which has the higher confidence measure can be suggested for retaining.
4) Derive the probability:
This work proposes the use of confidence measure as a parameter to be stored for every association in a BN. For causal relations mined without a probability value, the number of data evidences discovered to support a particular relation can be stored and the probability updated via truth maintenance [25] . For relations mined with a probability value, the new prior probability is calculated as the weighted average of the old and new probabilities where the weights are the confidence measures: new probability old confidence old probability new confidence new probability old confidence new confidence
confidence measure old confidence new confidence 2
The new probability and confidence measure replace the existing ones for the association in the network. In case of a new relation uncovered from mining, which does not exist in the BN, this method will not be applied since there is no old confidence and prior probability. Instead, the values computed from previous sections will be directly integrated.
VI. ALGORITHM
Our algorithm of Generating Bayesian Network based on Text Mining is shown in Algorithm 1. The basic strategy is as follows:
1. We derive causal mapping out of literature using existing text mining techniques. 2. The derived probability is then assessed. 3. We derive the confidence measure based on the influence measure and evidence level of the literature. 4. The casual mapping is then integrated with the Bayesian network. During this process we need map noun phases to nodes in a BN, remove cycles, handle direct and indirect relations and derive the prior probability. 5. After the BN is generated, we need validation and revise it according to domain expert feedback. Integrate the causal mapping with the BN 5:
Mapping noun phases to nodes in a BN 6:
Handling Cycles 7:
Handling Direct and Indirect Relations 8:
Derive the prior probability 9:
BN Validation
VII. PRELIMINARY EVALUATION
The preliminary system has been tested in texts in geriatrics health care. A software system was developed using SQL scripts in Microsoft SQL Server 2009 Express edition. A snapshot of some of the important tables from the relational database is presented below. Table 2 shows the use of Impact Factor (IF) as the influence measure for journals which is normalized to a value between [0, 1]. Table 4 shows the causal associations mined from text, their evidence levels, probabilities and also the confidence measure derived as described above. The color coding indicates the causal associations which refer to the same relationship and need to be aggregated via weighted mean as described before. Table 5 shows the result of this aggregation which then needs to be converted into a conditional probability table by the expert. The system can also map the noun phrases to the nodes in the existing BN. 'Source' and 'Target' nodes represent the 'cause' and 'effect' respectively. A 'null' value indicates that the corresponding keyword is newly discovered and may require structural changes to the BN in the form of new nodes and edges to other nodes. It is important to evaluate the degree of accuracy of the network with the help of a specialist in the text topic.
VIII. CONCLUSION AND FUTURE WORK
In this work we present techniques to derive a confidence measure for causal associations mined from research articles. We propose the use of an influence measure for the source journal and an evidence level for the causal evidence mined. The weighted average of these two parameters gives the confidence which can be placed on the causal association. We further discuss ways to partially automate resolution of the modeling issues by providing the expert with meaningful alternatives computed using the confidence measure of the edges in the BN.
Future work will focus on medical domain since we found higher occurrence of causal patterns in it given that diseases can be diagnosed or cure by recognizing their causes as well as the effects of prescriptions. Moreover, future work will include improved evaluation methods and term extraction methods. As well as more focused evaluations, we plan to measure how well the network works when performing tasks such as obtaining accurate inferences, answering questions about the content of the text or supporting decision-making. For term identification, we plan to consider ontologies formed by modifiers and nouns, the recognition of specialized terms of the topic when generalization takes place as well as the integration of anaphora resolution. Finally, we will consider the degree of causality encoded in the use of auxiliaries (as may, could and must) as well as adverbs (such as strongly, slightly) in order that the system gets more precise probabilities. 
