Abstract. An iterative procedure is presented for computing eigenvector sensitivities due to finite element model parameter variations. The present method is a Preconditioned Conjugate Projected Gradient-based technique and is intended to utilize the existing matrix factorizations developed for an iterative eigensolution such as Lanczos or Subspace Iteration. As such, this technique can be integrated into a coupled eigensolver/sensitivity software module and leverage the nonrecurring costs of the solver. The use of projection operators in the algorithm is dictated by the indefinite character of the governing coefficient matrix of the eigenvector derivative. Two model examples are provided to demonstrate both the accuracy of the present technique and its superior efficiency as compared to existing techniques with similar accuracy.
Introduction
The computation of modal parameter sensitivities is a necessary component of design optimization, uncertainty analysis and the validation of structural dynamics models. These sensitivities represent a linearized estimate of the change in the modal parameters, principally frequencies and mode shapes, due to perturbations of the stiffness and mass matrices of the model. Many methods have been proposed for accurate and efficient computation of these sensitivity coefficients [1] [2] [3] [4] [5] . These methods compute eigenvalue sensitivities in the same way, but differ in their techniques for eigenvector sensitivities. The present work presents an improvement of the existing methods for problems with distinct roots; the problem of repeated roots [6] [7] [8] is not addressed in this study.
Computationally, the simplest method for approximating the derivatives of eigenvectors is by modal superposition, in which the desired quantities are assumed to be adequately represented by contributions of known eigenvectors [I] . This approach, often referred to as Fox's method, has negligible computational cost but can 
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be inaccurate if an incomplete set of eigenvectors is used in the expansion (as is normally the case for practical finite element models).
To circumvent these problems, a number of formulations have been proposed, including static corrections [3] and iteration [4] . In contrast, the direct exact method, termed Nelson's method [2] , requires a costly factorization of the dynamic stiffness matrix (K-A;M) for each mode i . Because this dynamic stiffness matrix is indefinite and singular, the matrix factorization suggested by Nelson requires pivoting, which is expensive in terms of CPU and memory.
The technique presented here builds on some of these ideas, while also seeking to utilize the previously computed and factorized shifted stiffness matrix from the computation of the eigenvalues and eigenvectors themselves. The result is an iterative method based on the preconditioned conjugate gradient (PCG) algorithm, where the desired solution is added to the modal superposition solution to obtain accuracy similar to Nelson's method. The indefinite character of the dynamic stiffness matrix (K-'A;M) requires careful projections of the residual and solution vectors to ensure convergence of conjugate gradients, leading to a preconditioned conjugate projected gradient (PCPG) algorithm. The preconditioner is the shifted stiffness matrix (K-crM), where cr:.,: 0 typically for structures with low frequencies or rigid-body modes. This shifted stiffness matrix is the same operator which is repeatedly solved in iterated eigensolution algorithms such as Lanczos or Subspace Iteration. Thus, by developing a coupled eigensolver/sensitivity software module, the same solver can be utilized for computing the eigenvector derivatives. Furthermore, if a direct solver is employed for (K-crM), the existing factorization can be retained in memory to be used for the sensitivity computations, saving a portion of the total computational cost.
Beyond generating improved estimates of the modal vector derivatives, the present procedure was motivated by the future need of a massively parallel finite element analysis package for structural dynamics which includes both modal solutions and sensitivity analysis capabilities to support model validation and nondeterministic analysis. Such a code, developed for a distributed memory multiprocessor environment, will be built around an scalable iterative solver. This iterative solver shares with direct solvers the property that the average cost per solve decreases quickly as the number of solves increase. The present technique can leverage off nearly all the nonrecurring costs of this solver if it is executed immediately following the convergence of the nominal eigensolution.
The present iterative approach for determining eigenvector derivatives, using the modal superposition solution as its initial point, allows the user a great deal of flexibility in adjusting the algorithm to the available time and memory resources. For example, if many more eigenmodes are computed than modes requiring sensitivities, the modal superposition solution may be adequate or at least accelerate the convergence of the sensitivities. On the other hand, if it would be expensive to extract additional modes for the sensitivity calculation, then it may be more efficient to perform the iterative sensitivity computation directly with the existing set of eigenmodes. The advantage here is that the number of modes required for an accurate modal superposition solution is never clear a priori, and can only be assessed by computing the residual upon which the present technique is based.
The remainder of the paper is organized as follows. In Section 2, a preliminary review of the theoretical background is provided. Section 3 details some of the existing methods for computing eigenvector derivatives, including modal superposition and Nelson's method. In Section 4, the new PCPG-based algorithm is developed and summarized. Section 5 provides accuracy and performance comparisons between existing methods and the present procedure. Finally, concluding remarks are offered in Section 6.
Background
The governing undamped eigenproblem for structural dynamics is written as
where K and Mare the stiffness and mass matrices, respectively; A;
is the i-th eigenvalue, equal to w~;, the square of the natural frequency in rad/s; $; is the associated eigenvector; and 8ij is the Kronecker delta. To obtain the derivatives of the modal parameters in terms of the derivatives of the stiffness and mass, we differentiate Eq. (I) to obtain
where (.)' is the derivative of the quantity with respect to some model parameter. For systems with distinct eigenvalues (i.e. no repeated roots), Equations I and 2 are sufficient to uniquely determine the rates of change of the eigenvalue A; and the eigenvector $;.
A. Eigenvalue Sensitivity
T~ determine the eige.nvalue derivative A;', we multiply Eq. (2) by $; and use Eq. (I), VIZ.
B. Eigenvector Sensitivity
Given that the eigenvalue sensitivity has been determined, Eq. (2) can be written as (4) where (5) Because K-A;M is singular, (4) does not determine the component of$;' along $;.Therefore, differentiate $~ M$; to obtain 
Here Z; is a pseudoinverse solution computed by setting the j-th row and column of (K-A;M) and the j-th element off; equal to zero, while the j-th diagonal element of (K-A;M) is set equal to 1.0. The row-column index j is usually chosen to correspond to the largest magnitude element in the eigenvector $;.
The distinguishing characteristics of Nelson's method are that it is computationally intensive but gives the exact solution for the derivative. Therefore, Nelson's method is often employed as a benchmark in assessing the accuracy of approximate solutions. The computational problem posed by Nelson's method is that it requires the factorization of an indefinite matrix for each mode considered. Thus, for even a small number of modes and design variables, the cost of implementing Nelson's method can easily dwarf the cost of the solving the nominal eigenproblem.
B. Fox's Modal Superposition Method
Because Nelson's method is impractical in many situations involving large-order problems, a simple alternative is to assume that the desired eigenvector derivative can be written as the superposition of the mode shapes already computed and available from the nominal eigenproblem. The modal superposition solution, also known as Fox's method, is obtained by defining the eigenvector derivative as (9) where <I> is the set of computed or known eigenvectors and c; is a vector to be determined. Substituting into Eq. (4) (4), set c' \ = I , and set A; = 0 to obtain the static mode approximation (12) To "partially compensate" for errors introduced by Eq. 
This result is very similar to Wang's method in that it employs a static solution. However, by adding the last term of the right hand side of the last equation and iterating, at convergence the solution is 
A PCPG-based Iterative Technique
The natural improvement of Zhang and Zerva's method is, instead of solving Eq. (14c) by iteration, to use the appropriate CG-type method to solve
The problem with a conjugate gradient approach to Eq. (16) is that the governing operator (K-A;M) is indefinite, while the conjugate gradient theory guarantees convergence only for a positive-definite operator. Thus, our first task is to define the governing operator and an associated preconditioner so that the advantages of the conjugate gradient method can be retained in the present context.
A. Definition of the Matrix Operator and Preconditioner
If 'fl is defined as the matrix whose columns are the eigenvectors which were not computed, then let Therefore, it is possible to apply the preconditioned conjugate gradient algorithm to Eq. (18). We choose the preconditioner
This choice is motivated by the potential availability of the factorization LLT = K-crM from the solution of the eigenproblem Kct> = M<l>!1 2 via iterative methods such as the Lanczos algorithm [9] . Usually, cr <A min and is often chosen as cr = 0 for systems with no rigid-body modes, or cr < 0 for systems with rigid-body modes. The effect of the preconditioner is to alter the condition number of the governing operator. The condition number of the deflated unconditioned operator is given by
and the condition number of the deflated preconditioned operator is
Thus as Amax becomes large, which is true for all reasonably accurate and detailed computational models, the original problem, even with deflation, becomes highly ill conditioned. The preconditioned problem, on the other hand, has very good numerical properties except in the limit as the eigenvalue of the mode of interest approaches the lowest eigenvalue of the residual spectrum.
B. Derivation of the PCPG-Based Iterative Technique
The implementation of CG preconditioned as in Eq. ( 19) is:
This implementation is not practical, however, because 'P is not practical to compute. As we shall see, it is possible to apply PCG without explicitly computing 'P . Inverting the identity 
by using the identity M-1 = <I><I>T + 'P'I'T. Then, we can write the above equation in terms of yk, viz. 
The projections utilized above (which could simply be considered integral to the preconditioner) are the reason this method is termed a PCPG algorithm, after the example of Farhat and Roux [10] .
C. Convergence Properties of the PCPG-Based Iterative Technique
The convergence properties of the present algorithm are derived from the well-known convergence theorems for the conjugate gradient algorithm [9) . Specifically, given the preconditioner defined previously and the projections which deflate the governing operator, the condition number (assuming M = I for simplicity) is In summary, the iterative procedure for computing eigenvector derivatives is as follows:
1. Solve the nominal eigenproblem K<l> = M<I>A for the lowest m eigenvalues/eigenvectors. As part of this analysis, we must typically form the operator (K-aM). We choose a< A.min such that the operator is positive-definity and admits the Cholesky decomposition (K-crM) ::: LL .
2.
Compute the eigenvalue derivatives via Eq. (3) and the modal superposition contribution <l>c; to the eigenvector derivative (i.e. Fox's method) by Eq. (10).
3.
Apply PCPG algorithm as given by Eq. (27) to obtain w;.
4.
Add to modal superposition solution to obtain final result:
<!>;' = <l>c; + w;
Evaluation of PCPG-based Iterative Technique
In the examples to follow, two finite element models are considered. The first example is a 696 DOF welded aluminum frame (termed Model A). The structure was modeled in MSC/NASTRAN with bar elements, and the lowest 25 modes were computed, including 6 rigid-body modes and 19 flexible modes. The second example, termed Model B, is a 3649-d.o.f. model of an automotive body-in-white. This structure was also modeled in MSC/NASTRAN with bar and plate elements, and the lowest 25 modes were computed, again including 6 rigid-body modes and 19 flexible modes. The distribution of the computed frequencies for the two models are given in Table  I , plus the frequency of the first mode of the residual mode set. 
A. Comparison of Accuracy between Incomplete Approximations and New Iterative Method
The model used in the first comparison is Model A, for which 9 design parameters were considered, including 6 joint compliance elements and 3 global beam cross-sectional properties. The goal of the analysis is to determine the eigenvector derivatives for all 19 flexible modes using modal superposition, Fox's method, and the new PCPG-based iterative approach. Figure I illustrates the absolute error in Eq. (4) for all four methods. The values plotted are the mean of the error norms for each of the flexible modes across the 9 design parameters. It is clear that the present algorithm is effective in reducing the error in the incomplete modal superposition solution, and improves significantly on Wang's method of using a single static correction. Additional iterations on the new technique would reduce these errors further, as will be seen in subsequent examples. When the vectors are nearly parallel, the MAC measure will be nearly 1.0. Note that this measure normalizes out any differences in scale, which are not arbitrary for these derivative quantities. Thus, a MAC which is close to 1.0 is a necessary but not a sufficient condition for agreement between the vector results. Figure 2 shows the MAC results between the exact solution and the approximate solutions via modal superposition, Wang's method, and the new PCPG-based iterative technique for flexible modes 1 through 19. The mean of the MAC over 9 design parameters is plotted for comparison. Note that the modal superposition solution exhibits large errors even for the lowest modes. Thus, even if the analyst uses a large set of nominal modes to compute the modal superposition solution, there is no guarantee that the eigenvector deri vatives for the lowest modes will be sufficiently accurate. From the results for Wang's method, it would appear that a single static correction provides perhaps sufficient accuracy for the lowest modes of the system. However, the higher modes near the limit of the computed spectrum are still in error due to the incompleteness of the static correction. Finally, the results for the new PCPG-based iterative technique show that, after 10 iterations, the sensitivities for all but the highest modes have nearly converged to the exact solution.
Finally, Figure 3 compares the error between the exact and approximate solutions (including both relative shape and scaling) normalized to the magnitude of the exact solution. Again, the errors for the modal superposition solution are high, ranging from 30% to nearly 100% of the correct solution. The relative errors for Wang's method range from below I% for modes 1 through 7 to as high as 25% for modes 17 and 18 and 50% for mode 19. The relative error for the new iterative technique is below I% for all modes except mode 17 (about 2%) and mode 19 (about 30%).
B. Comparison of Computational Costs between PCPG and Nelson's Method
In order to demonstrate the efficiency of the iterative PCPG method, it is important to quantify the computational cost for both the iterative approach and for the direct exact method of Nelson. For comparison to the direct solution, we have computed the derivatives with respect to the lowest 25 eigenvectors for a single design parameter.
The computation and memory requirements given below are dependent upon the specific problems considered and the implementation of the algorithms. For both methods, the numerical methods were implemented using sparse Matlab [ 12] matrix methods for factorizations, backward solutions, dot products, and so forth. The model size and matrix sparsity information is given in the tables provided. The results for Model A are given in Table 2 . The stopping criterion used The design parameter chosen is the localized rotational compliance of a welded joint. Note that the direct exact solution for this model is about twice as efficient as the iterative technique. This is due to the relatively small size of the model. As the order of the problem increases, however, the cost of factorizing the indefinite operator K-A 1M for each mode in Nelson's method quickly surpasses that of all the operations in the PCPG method. This is seen clearly in the results for Model B, which are given in Table 3 . Here the FLOPS re- 
Mflops including factorization of (K-aM)
quired to compute a single eigenvector sensitivity via Nelson's method is about 7 times that required to compute all 25 eigenvectors using the PCPG method. Note also that the memory required to store the upper-triangular factor of (K-A 1 M) for Nelson's method is over 7 times the memory requirement for the Cholesky factorization of the preconditioner (K-aM). Finally, it should be noted that the cost of computing the Cholesky factorization is not included in the average and total FLOPS counts in Tables 2 and 3 , since it is already available if the algorithm is applied immediately after the computing the nominal eigensolution. The total cost with the Cholesky factorization is given at the bottom of the tables. For Model B, retaining the factorization of the preconditioner in memory from the nominal eigensolution saves 23.5 Mflops, which is 5.4% of the total computations for the sensitivity analysis. Relatively larger savings can be expected for models with greater numbers of degrees of freedom.
C. Convergence Rates for Iterative Methods
As a final demonstration of the efficiency of the present technique, we compare the present PCPG method to Zhang and Zerva's iterative method. In both methods, the underlying minimization problem involves the indefinite operator (K-A 1 M), a property which is known to be problematic for iterative-based solvers. The PCPGbased technique uses the filter operator (/-<l><l> T M) to project out unwanted components in the solution and the residual. In Zhang and Zerva's technique, the same filtering operator is applied, but only to the solution vector wk. Furthermore, their method does not employ the search direction orthogonality which is key to conjugate gradient methods. Therefore, we expect difference in convergence rates, particularly when computing sensitivities at the limit of the computed modal spectrum. For Zhang and Zerva' s method, it was necessary to use the shifted operator, because of the singularity of the stiffness matrix. This is easily accomplished by replacing Eq. (14c) by
The convergence for Zhang and Zerva' s method for a = 0 is 
Comparing Eq. (35) and Eq. (37), the present PCPG-based algorithm displays superior convergence properties for all {A;, i = I, ... , rn} . For example, Table 4 compares the two iterative algorithms based on the convergence analysis given above.
Note that, as the eigenvalue A 1 for the mode under consideration approaches the eigenvalue of the first mode in the residual set Am+ 1 , the convergence rates of both algorithms degrade significantly. which is at the limit of the spectrum computed by the nominal eigensolver, the convergence differences are more dramatic. The PCPGbased technique still converges to the accuracy limit in approximately 20 iterations, while the convergence rate of Zhang and Zerva's method de~rades at about 15 iterations and remains with a relative error of I 0 with respect to the accuracy limit after ISO iterations.
The dependence of the convergence on the mode number and model order for a single design variable is demonstrated in Figure 6 . Again, note that the convergence rate for both models degrades as the mode number increases. This is due to the relative difference between the eigenvalue of the mode for which sensitivities are being computed and the eigenvalues of the modes contributing to the residual quantity w i. As this difference becomes small (i.e. A; --t Am+ 1 ), which occurs when computing the sensitivities for the highest calculated eigenmodes, the convergence rate slows down as predicted by the convergence analysis. A reasonable remedy for this condition is to extend the computed eigenspectrum in the nominal eigenvalue analysis beyond the highest mode for which sensitivities are to be computed. While this strategy will reduce the number of iterations in the PCPG method when computing the sensitivities of the highest modes, it may not reduce the total number of computations or the CPU time spent in the analysis because of the cost of computing and utilizing the additional modes. It is generally prudent to compute at least one additional mode beyond the highest mode for which sensitivities will be computed, in order to ensure that there is a reasonable separation in frequency between the modes of sensitivity interest and the modes of the residual spectrum. That is, we should know the value of A;+ 1 for all i so that the critical convergence ratio A/Am+ 1 is at least bounded by the known quantity A/A;+ 1 .
Conclusions
An iterative procedure has been presented for computing modal vector sensitivities due to finite element model parameter variations. The present method is a Preconditioned Conjugate Projected Gradient-based technique and is intended to utilize the existing matrix factorizations developed for an iterative eigensolution such as Lanczos or Subspace Iteration. As such, this technique can be integrated into a coupled eigensolver/sensitivity software module and leverage off the nonrecurring costs of the solver. 
