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THE NON-ARCHIMEDEAN STOCHASTIC HEAT EQUATION
DRIVEN BY GAUSSIAN NOISE
W. A. ZU´N˜IGA-GALINDO
Abstract. We introduce and study a new class of non-Archimedean stochas-
tic pseudodifferential equations. These equations are the non-Archimedean
counterparts of the classical stochastic heat equations. We show the existence
and uniqueness of mild random field solutions for these equations.
1. Introduction
In this article we study a new class of stochastic pseudodifferential equations in
R+×QNp , here Qp denotes the field of p-adic numbers, driven by a spatially homo-
geneous Gaussian noise. More precisely, we consider pseudodifferential equations
of the type
Lu (t, x) = σ (u (t, x))
·
W (t, x) + b (u(t, x) = 0, t ≥ 0, x ∈ QNp ,
where L = ∂
∂t
+ A (∂, β), β > 0, with A (∂, β) a pseudodifferential operator of the
form Fx→ξ (A (∂, β)ϕ) = |a (ξ)|
β
p Fx→ξ (Aϕ), and a (ξ) an elliptic polynomial. The
coefficients σ and b are real-valued functions and
·
W (t, x) is the formal notation for
a Gaussian random perturbation defined on some probability space. We assume
that it is white in time and with a homogeneous spatial correlation given by a
function f , see Section 5.2. Our main result, see Theorem 6.4, asserts the existence
and uniqueness of mild random field solutions for these equations. The equations
studied here are the non-Archimedean counterparts of the Archimedean stochastic
heat equations studied for instance in [15], [17] and [38].
The pseudodifferential equations of the form
∂u (t, x)
∂t
+ A (∂, β)u (t, x) = 0
are the p-adic counterparts of the Archimedean heat equations. Indeed, the fun-
damental solutions of these equations (i.e. the heat kernels) are transition density
functions of Markov processes on QNp , see Section 3.2. The one-dimensional p-adic
heat equation was introduced in [37, Section XVI], since then the theory of such
equations has been steadily developing, see e.g. [3], [27], [12], [33], [36], [39] and the
references therein. This type of equations appear in some new models of complex
systems constructed by Avetisov et al., [4]-[6], thus, the study of stochastic versions
of these equations is a natural and relevant problem.
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From a more general perspective, the stochastic processes over the p-adics, or
more generally over ultrametric spaces, have attracted a lot of attention during the
last thirty years, see e.g. [1]-[2], [4]-[6], [8], [9], [11]-[12], [18]-[19], [24], [25], [22],
[23], [26]-[27], [28]-[30], [35], [36], [37], [39], and the references therein. From the
point of view of the mathematical physics, the interest on this type of stochastic
processes comes from their connections with models of complex systems. It has
been proposed that the space of states of certain complex systems, for instance
proteins, have a hierarchical structure, see e.g. [20], which can be put in turn in
connection with p-adic structures [4]-[6].
Stochastic equations over p-adics have been studied intensively by many authors,
see e.g. [8], [9], [19], [24], [22], [23], [27], [29], [31]. The p-adic Gaussian noise and the
corresponding stochastic integrals was studied in [9], [19], [22], [23], [31]. All these
articles consider processes and stochastic integrals depending on p-adic variables.
Here, we introduced a non-Archimedean, spatially homogeneous Gaussian noise
parametrized by a non-negative real variable, the time variable, and by a p-adic
vector, the position variable. As far as we know such noises have been not studied
before. On the other hand, in [26]-[27] Kochubei introduced stochastic integrals
with respect to the ‘p-adic Brownian motion’ generated by the one-dimensional
heat equation. This is a non-Gaussian process parametrized by non-negative real
variable and by a p-adic variable.
The article is organized as follows. In Section 2, we review some basic facts
about p-adic analysis. In Section 3, we review some aspects of the parabolic type
pseudodifferential equations needed for other sections. In Section 4, we prove a
p-adic version of the Bochner-Schwartz Theorem, see Theorem 4.1. In Section 5,
we review the stochastic integration with respect to Hilbert-space-valued Wiener
processes, and introduce the Gaussian noise W and its associated cylindrical pro-
cess, see Proposition 5.7. We also give some results about the spectral measure of
W , see Theorem 5.11. Finally, we give a result, Proposition 5.12, which gives us
examples of random distributions that can be integrated with respect to W . It is
interesting to note that the proof of Proposition 5.12 is much more involved than
the corresponding result in the Archimedean setting, see e.g. proof of Proposition
3.3 in [16]. This is due to the fact that in the p-adic setting, the smoothing of
a process requires ‘cutting’ and convolution operations while, in the Archimedean
setting, it requires only a convolution operation. In Section 6, we prove the main
result, see Theorem 6.4. Like in [15] we prove Theorem 6.4 under the ‘Hypotheses A
and B,’ here we give an explicit and sufficient conditions to fulfill these hypotheses
in terms of the spectral measure of W , see Theorem 5.11 and Lemma 6.3.
2. p-adic analysis: essential ideas
In this section we fix the notation and collect some basic results on p-adic analysis
that we will use through the article. For a detailed exposition the reader may consult
[3], [34], [37].
2.1. The field of p-adic numbers. Along this article p will denote a prime num-
ber. The field of p−adic numbers Qp is defined as the completion of the field of
rational numbers Q with respect to the p−adic norm | · |p, which is defined as
|x|p =
{
0 if x = 0
p−γ if x = pγ
a
b
,
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where a and b are integers coprime with p. The integer γ := ord(x), with ord(0) :=
+∞, is called the p−adic order of x. We extend the p−adic norm to QNp by taking
||x||p := max
1≤i≤N
|xi|p, for x = (x1, . . . , xN ) ∈ Q
N
p .
We define ord(x) = min1≤i≤N{ord(xi)}, then ||x||p = p
−ord(x). The metric
space
(
QNp , || · ||p
)
is a complete ultrametric space. As a topological space Qp is
homeomorphic to a Cantor-like subset of the real line, see e.g. [3], [37].
Any p−adic number x 6= 0 has a unique expansion x = pord(x)
∑+∞
j=0 xjp
j , where
xj ∈ {0, 1, 2, . . . , p−1} and x0 6= 0. By using this expansion, we define the fractional
part of x ∈ Qp, denoted {x}p, as the rational number
{x}p =
{
0 if x = 0 or ord(x) ≥ 0
pord(x)
∑−ord(x)−1
j=0 xjp
j if ord(x) < 0.
For γ ∈ Z, denote by BNγ (a) = {x ∈ Q
N
p : ||x − a||p ≤ p
γ} the ball of radius
pγ with center at a = (a1, . . . , aN ) ∈ Q
N
p , and take B
N
γ (0) := B
N
γ . Note that
BNγ (a) = Bγ(a1) × · · · × Bγ(an), where Bγ(ai) := {x ∈ Qp : |x − ai|p ≤ p
γ} is
the one-dimensional ball of radius pγ with center at ai ∈ Qp. The ball B
N
0 equals
the product of N copies of B0 := Zp, the ring of p−adic integers. We denote by
Ω(‖x‖p) the characteristic function of B
N
0 . For more general sets, say Borel sets,
we use 1A (x) to denote the characteristic function of A.
2.2. The Bruhat-Schwartz space. A complex-valued function ϕ defined on QNp
is called locally constant if for any x ∈ QNp there exists an integer l(x) ∈ Z such
that
(2.1) ϕ(x + x′) = ϕ(x) for x′ ∈ BNl(x).
A function ϕ : QNp → C is called a Bruhat-Schwartz function (or a test function) if
it is locally constant with compact support. The C-vector space of Bruhat-Schwartz
functions is denoted by D(QNp ) := D. We will denote by DR(Q
N
p ) the R-vector space
of Bruhat-Schwartz functions.
For ϕ ∈ D(QNp ), the largest of such number l = l(ϕ) satisfying (2.1) is called the
exponent of local constancy of ϕ.
Let D′(QNp ) := D
′ denote the set of all functionals (distributions) on D(QNp ).
All functionals on D(QNp ) are continuous.
Set χp(y) = exp(2πi{y}p) for y ∈ Qp. The map χp(·) is an additive character
on Qp, i.e. a continuos map from Qp into the unit circle satisfying χp(y0 + y1) =
χp(y0)χp(y1), y0, y1 ∈ Qp.
Given ξ = (ξ1, . . . , ξN ) and x = (x1, . . . , xN ) ∈ QNp , we set ξ · x :=
∑N
j=1 ξjxj .
The Fourier transform of ϕ ∈ D(QNp ) is defined as
(Fϕ)(ξ) =
∫
QNp
χp(−ξ · x)ϕ(ξ)d
Nx for ξ ∈ QNp ,
where dNx is the Haar measure on QNp normalized by the condition vol(B
N
0 ) = 1.
The Fourier transform is a linear isomorphism from D(QNp ) onto itself satisfying
(F(Fϕ))(ξ) = ϕ(−ξ). We will also use the notation Fx→ξϕ and ϕ̂ for the Fourier
transform of ϕ.
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2.2.1. Fourier transform. The Fourier transformF [T ] of a distribution T ∈ D′
(
QNp
)
is defined by
(F [T ] , ϕ) = (T,F [ϕ]) for all ϕ ∈ D
(
QNp
)
.
The Fourier transform f → F [T ] is a linear isomorphism from D′
(
QNp
)
onto
D′
(
QNp
)
. Furthermore, T = F [F [T ] (−ξ)].
3. p-adic parabolic type pseudodifferential equations
In this article we work exclusively with complex and real valued functions on QNp .
Having complex and real valued functions defined on a locally compact topological
group, we have the notion of continuous function and may use the functional spaces
L̺(QNp , d
Nx), ρ ≥ 1 defined in the standard way. We also use the following
standard notation:
(i) C(I,X) the space of continuous functions u on a time interval I with values
in X ;
(ii) C1(I,X) the space of continuously differentiable functions u on a time
interval I such that u′ ∈ X ;
(iii) L1(I,X) the space of measurable functions u on I with values in X such
that ‖u‖ is integrable;
(iv) W 1,1(I,X) the space of measurable functions u on I with values in X such
that u′ ∈ L1(I,X).
3.1. Elliptic pseudodifferential operators. Let a (ξ) ∈ Qp [ξ1, . . . , ξn] be a non-
constant polynomial. We say that a (ξ) is an elliptic polynomial of degree d, if it
satisfies: (i) a (ξ) is a homogeneous polynomial of degree d, and (ii) a (ξ) = 0 ⇔
ξ = 0.
It is known that an elliptic polynomial satisfies
(3.1) C0 ‖ξ‖
d
p ≤ |a (ξ)|p ≤ C1 ‖ξ‖
d
p , for every ξ ∈ Q
n
p ,
for some positive constants C0 = C0(a), C1 = C1(a), cf. [39, Lemma 1]. Without
loss of generality we will assume that a (ξ) ∈ Zp [ξ1, . . . , ξn].
Given a fixed β > 0, a pseudodifferential operator of the form A (∂, β)φ (x) =
F−1ξ→x
(
|a (ξ)|
β
p Fx→ξφ
)
, φ ∈ D, is called an elliptic pseudodifferential operator of
degree d with symbol |a|
β
p .
Lemma 3.1. With the above notation the following assertions hold:
(i)
D → C
(
QNp ,C
)
∩ L2
(
QNp , d
Nx
)
φ → A (∂, β)φ;
(ii) the closure of the operator A (∂, β), β > 0 (let us denote it by A (∂, β) again)
with domain
(3.2) Dom (A (∂, β)) := Dom(A) =
{
f ∈ L2 : |a|βp f̂ ∈ L
2
}
is a self-adjoint operator;
(iii) −A (∂, β) is the infinitesimal generator of a contraction C0 semigroup (T (t))t≥0;
(iv) set
(3.3) Γ(t, x) := F−1ξ→x
(
e−t|a(ξ)|
β
p
)
for t > 0, x ∈ QNp .
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Then
(T (t)f) (x) =

(Γ(t, ·) ∗ f) (x) for t > 0
f (x) for t = 0,
for f ∈ L2.
Proof. The results follow from the properties of the heat kernels given in [39] by
using well-known techniques of semigroup theory, see e.g. [10]. Alternatively, the
reader may consult [35, Lemma 3.21, Lemma 3.23, Lemma 7.4, Theorem 7.5] for
same results in a more general setting. 
3.2. p-adic heat equations. Consider the following Cauchy problem:
(3.4)

∂u(t,x)
∂t
+A (∂, β)u (t, x) = f (t, x) , x ∈ QNp , t ∈ [0, T ]
u (0, x) = u0 (x) ∈ Dom(A).
We say that a function u(x, t) is a solution of (3.4) if
u ∈ C ([0, T ], Dom(A)) ∩ C1
(
[0, T ], L2
)
and u satisfies equation (3.4) for all t ∈
[0, T ].
Theorem 3.2. Let β > 0 and let f ∈ C
(
[0, T ], L2
)
. Assume that at least one of
the following conditions is satisfied:
(i) f ∈ L1 ((0, T ), Dom(A));
(ii) f ∈ W 1,1((0, T ), L2).
Then Cauchy problem (3.4) has a unique solution given by
u(t, x) =
∫
QNp
Γ (t, x− y)u0 (y) d
Ny +
∫ t
0
{∫
QNp
Γ (t− τ, x− y) f (τ, y) dny
}
dτ,
where Γ is defined in (3.3).
Proof. The result follows from Lemma 3.1 by well-known results in semigroup
theory, see e.g. [10]. Alternatively, the reader may consult [35, Theorem 7.9] for
same result in a more general setting. 
Theorem 3.3. The heat kernel (or fundamental solution of (3.4)) Γ (t, x), t > 0,
satisfies the following:
(i) Γ (t, x) ≥ 0 for any t > 0;
(ii)
∫
QNp
Γ (t, x) dNx = 1 for any t > 0;
(iii) Γ (t, ·) ∈ L1(QNp ) for any t > 0;
(iv) (Γ (t, ·) ∗ Γ (t′, ·)) (x) = Γ (t+ t′, x) for any t, t′ > 0;
(v) limt→0+ Γ (t, x) = δ (x) in D
′;
(vi) Γ (t, x) ≤ At
(
t
1
dβ + ‖x‖p
)−dβ−N
for any x ∈ QNp and t > 0;
(vii) Γ(x, t) is the transition density of a time- and space homogenous Markov
process which is bounded, right-continuous and has no discontinuities other than
jumps.
Proof. See Theorem 1, Theorem 2, Proposition 2 and Theorem 4 in [39]. 
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The p-adic heat equation in dimension one was introduced in the book of Vladimirov,
Volovich and Zelenov [37, Section XVI]. In [27, Chapters 4, 5] Kochubei presented a
general theory for one-dimensional parabolic-type pseudodifferential equations with
variable coefficients, whose fundamental solutions are transition density functions
for Markov processes in the p-adic line. For a generalization of this theory see [12].
In [39] the author introduced the elliptic operators presented before and studied the
corresponding n-dimensional heat equations and the associated Markov processes.
4. Positive-definite distributions and the Bochner-Schwartz theorem
In this section, we establish a p-adic version of the Bochner-Schwartz Theorem
on positive-definite distributions following to Gel’fand and Vilenkin [21, Chapter
II].
4.1. The p-adic Bochner-Schwartz theorem. Along this section we work with
complex-valued test functions. A distribution F ∈ D′
(
QNp
)
is called positive, if
(F, ϕ) ≥ 0 for every positive test function ϕ, i.e. if ϕ (x) ≥ 0 for every x. In this
case we will use the notation F ≥ 0. We say that F is multiplicatively positive, if
(F, ϕϕ) ≥ 0 for every test function ϕ, where ϕ denotes the complex conjugate of
ϕ. A distribution F is positive-definite, if for every test function ϕ, the inequality(
F, ϕ ∗ ϕ˜
)
≥ 0 holds, where ϕ˜ (x) = ϕ (−x).
Theorem 4.1 (p-adic Bochner-Schwartz Theorem). Every positive-definite distri-
bution F on QNp is the Fourier transform of a regular Borel measure µ on Q
N
p ,
i.e.
(F, ϕ) =
∫
QNp
ϕ̂ (ξ) dµ (ξ) for ϕ ∈ D
(
QNp
)
.
Conversely, the Fourier transform of any regular Borel measure gives rise to a
positive-definite distribution on QNp .
Proof. (⇒) By the Riesz-Markov-Kakutani Theorem every positive distribution F
on QNp has the form
(F, φ) =
∫
QNp
φ (ξ) dµ (ξ) for φ ∈ D
(
QNp
)
,
where µ is a regular Borel measure. Conversely, every regular Borel measure µ
defines a positive linear functional on D
(
QNp
)
. On the other hand, since F is a
multiplicatively positive distribution if and only if F is a positive distribution, we
can replace positive by multiplicatively positive in the above assertion. We now
note that the Fourier transform carries positive-definite distributions into multi-
plicatively positive distributions, and every multiplicatively positive distribution
can be obtained in this manner. Indeed,(
F̂ , ϕ̂ϕ̂
)
=
(
F̂ , ϕ̂ ∗ ϕ˜
)
=
(
F,
̂
ϕ ∗ ϕ˜
)
= (F (ξ) , (ϕ ∗ ϕ˜) (−ξ))
=
(
F, ϕ ∗ ϕ˜
)
,
since (ϕ ∗ ϕ˜) (−ξ) = (ϕ ∗ ϕ˜) (ξ). Now, let F ∈ D′
(
QNp
)
be a multiplicatively pos-
itive distribution, i.e.
(
F, ψψ
)
≥ 0 for every ψ ∈ D
(
QNp
)
. Then, there exist a
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distribution T and a test function φ satisfying T̂ = F and ψ = φ̂, because the
Fourier transform is an isomorphism on D′
(
QNp
)
and on D
(
QNp
)
. From this obser-
vation we have
(
F, ψψ
)
=
(
T, ϕ ∗ ϕ˜
)
≥ 0.
(⇐) It follows from this calculation:∫
QNp
F
(
(ϕ ∗ ϕ˜)
)
(ξ) dµ (ξ) =
∫
QNp
(
F−1ϕ
)
(ξ) (F−1ϕ) (ξ) dµ (ξ)
=
∫
QNp
∣∣(F−1ϕ) (ξ)∣∣2 dµ (ξ) ≥ 0.

4.2. Positive-definite functions. We recall that a continuous function g : QNp →
C is positive-definite, if for any p-adic numbers x1, . . . , xm and any complex numbers
σ1, . . . , σm, it verifies that
∑
j
∑
i g (xj − xi)σjσi ≥ 0. Such function g satisfies the
following: g is positive-definite, g(−x) = g(x), g(0) ≥ 0, and |g(x)| ≤ g(0). We
associate to g the distribution
∫
QNp
g(x)ϕ (x) dNx, while Gel’fand-Vilenkin attach
to g the distribution
∫
QNp
g(x)ϕ (x) dNx, for this reason our definition of positive-
definite distribution is slightly different, but equivalent to the one given in [21,
Chapter II]. Finally, we recall that g satisfies
(
g, ϕ ∗ ϕ˜
)
≥ 0 for any test function
ϕ, i.e. g generates a positive-definite distribution, see e.g. [7, Proposition 4.1].
5. Stochastic integrals and Gaussian noise
In this section we introduce the stochastic integration with respect to a spatially
homogeneous Gaussian noise. Our exposition has been strongly influenced by [16].
There are two distinct approaches (or schools) of study for stochastic partial dif-
ferential equations, based on different theories of stochastic integration: the Walsh
theory [38], which uses integration with respect to worthy martingale measures,
and a theory of integration with respect to Hilbert-space valued processes [17].
In [16] the authors discuss the connections between these theories. In this article
we use Hilbert-space approach. In this section we present the non-Archimedean
counterpart of this theory.
5.1. Stochastic integrals with respect to a spatially homogeneous Gauss-
ian noise. Let V be a separable Hilbert space with inner product 〈·, ·〉V . Following
[16] and the references therein, we define the general notion of cylindrical Wiener
process in V as follows:
Definition 5.1. Let Q be a symmetric and non-negative definite bounded linear
operator on V . A family of random variables B = {Bt (h) , t ≥ 0, h ∈ V } is a
cylindrical Wiener process if the following conditions hold:
(i) for any h ∈ V , {Bt (h) , t ≥ 0} defines a Brownian motion with variance t 〈Qh, h〉V ;
(ii) for all s, t ∈ R+ and h, g ∈ V ,
E (Bs (h)Bt (g)) = (s ∧ t) 〈Qh, g〉V ,
where s ∧ t := min {s, t}. If Q = IV is the identity operator in V , then B will be
called a standard cylindrical Wiener process. We will refer to Q as the covariance
of B.
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LetFt be the σ-field generated by the random variables {Bs (h) , h ∈ V, 0 ≤ s ≤ t}
and the P -null sets. We define the predictable σ-field in [0, T ]×Ω generated by the
sets
{(s, t]×A,A ∈ Fs, 0 ≤ s < t ≤ T } .
We denote by VQ the completion of the Hilbert space V endowed with the inner
semi-product
〈h, g〉VQ := 〈Qh, g〉V , h,g ∈ V.
We define the stochastic integral of any predictable square-integrable process
with values in VQ as follows. Let (vj)j be a complete orthonormal basis of VQ. For
any predictable process g ∈ L2 (Ω× [0, T ] ;VQ), the following series converges in
L2 (Ω,F , P ) and the sum does not depend on the chosen orthonormal basis:
(5.1) g ·B :=
+∞∑
j=1
∫ T
0
〈gs, vj〉VQ dBs (vj) .
We note that each summand in the above series is a classical Itoˆ integral with
respect to a standard Brownian motion, and the resulting stochastic integral is
a real-valued random variable. The stochastic integral g · B is also denoted by∫ T
0 gsdBs. The independence of each of terms in series (5.1) leads to the isometry
property
E
(
(g ·B)
2
)
= E
(∫ T
0
gsdBs
)2 = E((∫ T
0
‖gs‖VQ ds
))
.
5.2. Spatially homogeneous Gaussian noise. Let (Ω,F , P ) be a complete prob-
ability space. We denote by I(R) the R-vector space of functions of the form∑m
k=1 ck1Ik (x) where c1, . . . , ck are real numbers and each Ik is a bounded inter-
val (open, closed, half-open). It is well-known that I(R) is dense in Lρ(R) for
1 ≤ ρ <∞.
We denote by I(R) ⊗alg DR(QNp ) the algebraic tensor product of the R-vector
spaces I(R) and DR(Q
N
p ). Notice that I(R) ⊗alg DR(Q
N
p ) is the R-vector space
spanned by
∑
j∈J cj (t)Ω
(
pm ‖x− x˜j‖p
)
, where cj (t) ∈ I(R), m ∈ Z, and J is a
finite set.
On (Ω,F , P ), we consider a family of mean zero Gaussian random variables
(5.2)
{
W (ϕ) , ϕ ∈ I(R) ⊗alg DR(Q
N
p )
}
with covariance
E (W (ϕ)W (ψ)) =
∫ +∞
0
∫
QNp
∫
QNp
ϕ(t, x)f(x − y)ψ(t, y)dNxdNydt
=
∫ +∞
0
∫
QNp
f(z)
(
ϕ(t) ∗ ψ˜(t)
)
(z)dNzdt,(5.3)
where ψ˜(t) (z) = ψ(t,−z) and f is non-negative continuous function on QNp r {0}.
This function induces a positive distribution on QNp and then f is the Fourier
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transform of a regular Borel measure µ on QNp , see Theorem 4.1. This measure is
called the spectral measure of W . In this case
E (W (ϕ)W (ψ)) =
∫ +∞
0
∫
QNp
Fϕ(t) (ξ)Fψ(t) (ξ)dµ (ξ) dt.
5.2.1. Some examples of kernels. The basic example of kernel function is the white
noise kernel: f(x) = δ (x), dµ (ξ) = dNξ. Here are some typical examples:
Example 5.2. If dµ (ξ) = ‖ξ‖
−α
p d
Nξ, 0 < α < N , then f(x) = Rα(x) =
1−p−α
1−pα−N ‖x‖
α−n
p , the Riesz kernel, see e.g. [34, Chapter III, Section 4].
Example 5.3. If dµ (ξ) = e−‖ξ‖
β
p , β > 0, then f (x) = Fξ→x
(
e−‖ξ‖
β
p
)
is the p-adic
heat kernel. Notice that we can replace ‖ξ‖
β
p by |a (ξ)|
β
p , where a (ξ) is an elliptic
polynomial.
Before presenting our next example, we recall the following result:
Lemma 5.4 ([34, Lemma 5.2]). Suppose that α > 0. Define
Kα (x) =

1−p−α
1−pα−N
(
‖x‖
α−N
p − p
α−N
)
Ω
(
‖x‖p
)
if α 6= N
(
1− p−N
)
logp
(
p
‖x‖
p
)
Ω
(
‖x‖p
)
if α = N.
Then Kα ∈ L
1 and FKα (ξ) = max
(
1, ‖ξ‖p
)−α
.
The distributionKα is called the Bessel potential of order α, see e.g. [34, Chapter
III, Section 5].
Example 5.5. If dµ (ξ) = max
(
1, ‖ξ‖p
)−α
, α > 0, then f(x) = Kα (x), the Bessel
potential of order α.
5.2.2. A Cylindrical Wiener process associated with W . Let U be the completion
of the Bruhat-Schwartz space DR(QNp ) endowed with semi-inner product
〈ϕ, ψ〉U :=
∫
QNp
Fϕ (ξ)Fψ (ξ)dµ (ξ) , ϕ, ψ ∈ DR(Q
N
p ),
where µ is the spectral measure of W . We denote by ‖·‖U the corresponding
norm. Then U is a separable Hilbert space (because DR(QNp ) is separable) that
may contain distributions.
We fix a time interval [0, T ] and set UT := L
2 ([0, T ] ;U). This set is equipped
with the norm given by
‖g‖2UT :=
∫ T
0
‖g (s)‖2U ds.
We now associate a cylindrical Wiener process toW as follows. A direct calculation
using (5.3) shows that the generalized Gaussian random fieldW (ϕ) is a random lin-
ear functional, in the sense thatW (aϕ+ bψ) = aW (ϕ)+bW (ψ), almost surely, and
ϕ → W (ϕ) is an isometry from
(
I([0, T ])⊗alg DR(QNp ), ‖·‖UT
)
into L2 (Ω,F , P ).
The following lemma identifies the completion of I([0, T ])⊗algDR(QNp ) with respect
to ‖·‖UT .
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Lemma 5.6. The space I([0, T ])⊗alg DR(QNp ) is dense in UT = L
2 ([0, T ] ;U) for
‖·‖UT .
Proof. Let C denote the closure of I([0, T ])⊗alg DR(QNp ) in UT for ‖·‖UT . Suppose
that we are given ϕ1 ∈ L
2 ([0, T ] ;R) and ϕ2 ∈ DR(QNp ). We show that ϕ1ϕ2 ∈ C.
Indeed, let
(
ϕ
(n)
1
)
n
⊂ I(R) such that, for all n, the support of ϕ
(n)
1 is contained
in [0, T ] and ϕ
(n)
1 → ϕ1 in L
2 ([0, T ] ;R). Now ϕ
(n)
1 ϕ2 ∈ I([0, T ])⊗alg DR(Q
N
p ) ⊂ C
and ϕ
(n)
1 ϕ2 ‖·‖UT
−−−→
ϕ1ϕ2, therefore ϕ1ϕ2 ∈ C.
Suppose that ϕ ∈ UT . We show that ϕ ∈ C. Indeed, let (ej)j be a complete
orthonormal basis of U with ej ∈ DR(QNp ) for all j. Then, since ϕ (s) ∈ U for any
s ∈ [0, T ],
‖ϕ‖
2
UT
=
∫ T
0
‖ϕ (s)‖
2
U ds =
∑+∞
j=1
∫ T
0
〈ϕ (s) , ej〉
2
U
ds.
We now note that for any j ≥ 1, the function s→ 〈ϕ (s) , ej〉U belongs to L
2 ([0, T ] ;R).
Thus, by the above considerations,
ϕ(n) (·) :=
∑n
j=1
〈ϕ (·) , ej〉U ej ∈ C.
Finally, since limn→+∞
∥∥ϕ− ϕ(n)∥∥2
UT
= 0, we conclude that ϕ ∈ C. 
By using the above lemma, we can extend W to UT following the standard
methods for extending an isometry. This establishes the following result.
Proposition 5.7. For t ≥ 0 and ϕ ∈ U , set Wt (ϕ) :=W
(
1[0,t] (·)ϕ (⋆)
)
. Then the
process W = {Wt (ϕ) , t ≥ 0, ϕ ∈ U} is a cylindrical Wiener process as in Definition
5.1, with V there replaced by U and Q = IV . In particular, for any ϕ ∈ U ,
{Wt (ϕ) , t ≥ 0} is a Brownian motion with variance t ‖ϕ‖U and for all s, t ≥ 0 and
ϕ, ψ ∈ U , E (Wt (ϕ)Wt (ψ)) = (s ∧ t) 〈ϕ, ψ〉U .
Remark 5.8. This proposition allow us to use the stochastic integration defined in
Section 5.1. This defines the stochastic integral g ·W for all g ∈ L2 (Ω× [0, T ] ;U).
In order to use the stochastic integral of Section 5.1, let (ej)j ⊂ DR(Q
N
p ) be a com-
plete orthonormal basis of U , and consider the cylindrical Wiener process {Wt(ϕ)}
defined in Proposition 5.7. For any predictable process g in L2 (Ω× [0, T ] ;U), the
stochastic integral with respect to W is
g ·W =
∫ T
0
gsdWs :=
∑+∞
j=1
∫ T
0
〈gs, ej〉U dWs (ej) ,
and the isometry property is given by
(5.4) E
(
(g ·W )2
)
= E
(∫ T
0
gsdWs
)2 = E(∫ T
0
‖gs‖
2
U ds
)
.
We also use the notation
∫ T
0
∫
QNp
g(s, y)W (ds, dy) instead of
∫ T
0 gsdWs. In later
sections we will also use the notation E
(∫ T
0 ‖g (s)‖
2
U ds
)
for E
(
(g ·W )
2
)
.
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5.3. The spectral measure. Recall that µ is the spectral measure of W . In the
following we use a function Γ satisfying the following hypothesis:
Hypothesis A. The function Γ is defined on R+ := [0,+∞) with values in
D′R(Q
N
p ) such that, for all t > 0, Γ (t) is a positive distribution satisfying
(5.5)
∫ T
0
dt
∫
QNp
|FΓ (t) (ξ)|
2
dµ (ξ) < +∞,
and Γ is associated with a measure Γ
(
t, dNx
)
such that, for all T > 0,
(5.6) sup
0≤t≤T
Γ
(
t,QNp
)
< +∞.
We now set Γ (t, x) = F−1ξ→x
(
e−t|a(ξ)|
β
p
)
, for t > 0, and Γ (0, x) := δ (x), i.e Γ
is the fundamental solution of (3.4), and since Γ (t, x) ∈ L1
(
QNp , d
Nx
)
for t > 0,
it defines an element of D′R(Q
N
p ). In addition, Γ
(
t, dNx
)
:= Γ (t, x) dNx, and by
Theorem 3.3 (ii) and (v),
sup
0≤t≤T
Γ
(
t,QNp
)
= sup
0<t≤T
∫
QNp
Γ (t, x) dNx = 1.
Hence Γ
(
t, dNx
)
satisfies (5.6).
Remark 5.9. If H (t, x) is a function on R×QNp , we use H (t) instead of H (t, ·).
If G (t, x, ω) is a function on R×QNp ×Ω, we use G (t, x) instead of G (t, x, ω), as
it is customary in probability, in certain special cases we will use G (t, x) (ω).
On the other hand, by using Fubini’s Theorem and inequality (3.1), it is easy to
check that condition (5.5) is equivalent to
(5.7)
∫
QNp
dµ (ξ)
max
(
1, ‖ξ‖p
)dβ < +∞.
Lemma 5.10. With the notation of Lemma 5.4, assuming
∫
QNp
f(x)Kdβ (x) d
Nx <
+∞ and (5.7), we have∫
QNp
dµ (ξ)
max
(
1, ‖ξ‖p
)dβ = ∫
QNp
f(x)Kdβ (x) d
Nx.
Proof. Set
(5.8) δn (x) := p
NnΩ
(
pn ‖x‖p
)
, for n ∈ N.
Then
∫
QNp
δn (x) d
Nx = 1 for any n, δn D
′
−→ δ and Fδn (ξ) = Ω
(
p−n ‖ξ‖p
)
pointwise
−−−−→
1. Notice that (Kdβ ∗ δn) (x) = Kdβ (x), for x ∈ QNp r {0} and for any n > N(x),
since Kdβ is radial, then
(5.9) f(x) (Kdβ ∗ δn) (x) = f(x)Kdβ (x) , for x ∈ Q
N
p r {0} and n big enough.
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Now, by the Riesz-Markov-Kakutani Theorem, µ is an element of D′
(
QNp
)
and
since Kdβ ∗ δn ∈ D
(
QNp
)
, we have
(µ,F (Kdβ ∗ δn)) = (Fµ,Kdβ ∗ δn) = (f,Kdβ ∗ δn)
=
∫
QNp
f(x) (Kdβ ∗ δn) (x) d
Nx.
Then by applying the Dominated Convergence Theorem and using (5.9) and the
hypothesis
∫
QNp
f(x)Kdβ (x) d
Nx < +∞, we get
lim
n→+∞
∫
QNp
f(x) (Kdβ ∗ δn) (x) d
Nx =
∫
QNp
f(x)Kdβ (x) d
Nx.
On the other hand, by the Riesz-Markov-Kakutani Theorem,
(µ,F (Kdβ ∗ δn)) =
µ, (Fδn) (ξ)
max
(
1, ‖ξ‖p
)dβ

=
∫
QNp
(Fδn) (ξ)
max
(
1, ‖ξ‖p
)dβ dµ (ξ) ,
now, by the Dominated Convergence Theorem and Hypothesis (5.7),
lim
n→+∞
∫
QNp
(Fδn) (ξ)
max
(
1, ‖ξ‖p
)dβ dµ (ξ) = ∫
QNp
dµ (ξ)
max
(
1, ‖ξ‖p
)dβ .

From Lemmas 5.4-5.10, we obtain the following result:
Theorem 5.11.∫
QNp
dµ (ξ)
max
(
1, ‖ξ‖p
)dβ < +∞⇔

1−p−dβ
1−pdβ−N
∫
‖x‖
p
≤1
(
‖x‖
dβ−N
p − p
dβ−N
)
f (x) dNx < +∞ if dβ 6= N
(
1− p−N
) ∫
‖x‖
p
≤1
logp
(
p
‖x‖
p
)
f (x) dNx < +∞ if dβ = N.
5.4. Examples of integrands. The main examples of integrands are provided by
the following result:
Proposition 5.12. Assume that Γ satisfies Hypothesis A. Let
Y =
{
Y (t, x), (t, x) ∈ [0, T ]×QNp
}
be a predictable process such that
CY := sup
(t,x)∈[0,T ]×QNp
E
(
|Y (t, x)|
2
)
< +∞.
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Then, the random element G = G (t, x) = Y (t, x) Γ (t, x) is a predictable process
with values in L2 (Ω× [0, T ] ;U). Moreover,
E
(
‖G‖
2
UT
)
= E
[∫ T
0
∫
QNp
|F (Γ (t)Y (t) (ξ))|
2
dµ (ξ) dt
]
≤ CY
∫ T
0
∫
QNp
|F (Γ (t) Y (t) (ξ))|2 dµ (ξ) dt
and
(5.10) E
(
|G ·W |2
)
≤
∫ T
0
(
sup
x∈QNp
E
(
|Y (s, x)|2
))∫
QNp
|F (Γ (s) (ξ))|2 dµ (ξ) ds.
Remark 5.13. The integral of G with respect to W will be also denoted by
G ·W =
∫ T
0
∫
QNp
Γ (s, y)Y (s, y)W (ds, dNy).
Proof. The proof will be accomplished through several steps.
§1. Assertion A: G(t) ∈ L1
(
QNp
)
, for t ∈ (0, T ] a.s.
Indeed, by the Ho¨lder inequality,∫
QNp
E
(
|Y (t, x)|
2
)
Γ (t, x) dNx ≤ CY ‖Γ (t)‖L1(QNp )
, for t ∈ (0, T ] ,
cf. Theorem 3.3 (iii). Hence,∫
Ω
∫
QNp
|Y (t, x) (ω)|
2
Γ (t, x) dNxdP (ω) < +∞,
and by Fubini’s Theorem, |Y (t, x)|
2
Γ (t, x) ∈ L1
(
QNp
)
, for t ∈ (0, T ] a.s. Now,∫
QNp
|Y (t, x)|Γ (t, x) dNx =
∫
|Y (t,x)|>1
|Y (t, x)|Γ (t, x) dNx
+
∫
|Y (t,x)|≤1
|Y (t, x)|Γ (t, x) dNx
≤
∫
QNp
|Y (t, x)|
2
Γ (t, x) dNx+
∫
QNp
Γ (t, x) dNx < +∞ for t ∈ (0, T ] a.s.
By using the above reasoning, one verifies that
∫ T
0
∫
QNp
|Y (t, x)|h (t, x) dNxdt <
+∞, for every h ∈ L1
(
[0, T ]×QNp
)
satisfying h ≥ 0, therefore
(5.11) Y (t, x) ∈ L∞
(
[0, T ]×QNp
)
a.s.
As a consequence of Assertion A, we have G(t) ∈ D′R
(
QNp
)
, for t ∈ (0, T ] a.s.
We now proceed to regularize this distribution. We set ∆l (x) := Ω
(
p−l ‖x‖p
)
,
δk (x) = p
kNΩ
(
pk ‖x‖p
)
for k, l ∈ N. Then
∫
δk (x) d
Nx = 1, F (∆k) = δk, δk D
′
R−→
δ (Dirac distribution), and ∆l pointwise
−−−−−−→
1, as before.
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We also set Gk,l(t) := (∆lY (t) Γ (t)) ∗ δk, k, l ∈ N, t ∈ (0, T ], and Γk (t) :=
Γ (t) ∗ δk. Then, Gk,l(t) ∈ DR
(
QNp
)
for t ∈ (0, T ], more precisely,
Gk,l(t) =
∑
j
cj (t; k, l)Ω
(
pm(k) ‖x− xj‖p
)
.
Now, since
|(∆lY (t) Γ (t)) ∗ δk| ≤ |Y (t)|Γ (t) ∗ δk ≤ ‖Y ‖L∞([0,T ]×QNp )
‖Γ (t) ∗ δk‖L1(QNp )
≤ pNk ‖Y ‖
L∞([0,T ]×QNp )
a.s.,
cf. (5.11), we have cj (t; k, l) ∈ L
∞ ([0, T ]) a.s. Therefore
(5.12) Gk,l(t) ∈ L
2 ([0, T ])⊗alg DR
(
QNp
)
a.s.
§2. A bound for supk,l≥1 E ‖Gk,l‖
2
UT
.
By using the definition of the convolution and the uniform bound for the square
moments of Y , we get:
sup
k,l≥1
E ‖Gk,l‖
2
UT
= sup
k,l≥1
E
∫ T
0
∫
QNp
∫
QNp
Gk,l (t, x) f (x− y)Gk,l (t, y)d
NxdNydt
= sup
k,l≥1
E
∫ T
0
∫
QNp
∫
QNp
[∫
QNp
∆l (z)Y (t, z) Γ (t, z) δk (x− z) d
Nz
]
× f (x− y)
[∫
QNp
∆l (z
′)Y (t, z′) Γ (t, z′) δk (y − z
′) dNz′
]
dNxdNydt
≤ CY sup
k≥1
∫ T
0
∫
QNp
∫
QNp
Γk (t, x) f (x− y) Γk (t, y)d
NxdNydt
= CY sup
k≥1
∫ T
0
|FΓk (t) (ξ)|
2
dµ (ξ) dt ≤ CY
∫ T
0
|FΓ (t) (ξ)|
2
dµ (ξ) dt,
because FΓk (t) (ξ) = FΓ (t) (ξ) · Ω
(
p−k ‖ξ‖p
)
≤ FΓ (t) (ξ). Therefore
(5.13) sup
k,l≥1
E
(
‖Gk,l‖
2
UT
)
≤ CY
∫ T
0
|FΓ (t) (ξ)|2 dµ (ξ) dt < +∞
for t ∈ (0, T ] a.s.
As a consequence, we get that Gk,l ∈ L
2 (Ω× [0, T ] ;U) for k, l ≥ 1, since by
(5.12), Gk,l(t) ∈ L
2 ([0, T ])⊗alg DR
(
QNp
)
a.s.
§3. limk→+∞Gk,l ∈ L
2 (Ω× [0, T ] ;U).
We set Gl(t) := ∆lY (t) Γ (t), l ∈ N, t ∈ (0, T ]. By using the reasoning given in
Paragraph 2, we get
(5.14)
E
∫ T
0
∫
QNp
|FGl (t) (ξ)|
2
dµ (ξ) dt ≤ CY
∫ T
0
∫
QNp
|FΓ (t) (ξ)|
2
dµ (ξ) dt < +∞,
for any l ∈ N.
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We now assert that Gk,l UT
−→
Gl as k→ +∞. Indeed,
E
∫ T
0
∫
QNp
|FGk,l (t) (ξ)−FGl (t) (ξ)|
2
dµ (ξ) dt
= E
∫ T
0
∫
QNp
|FGl (t) (ξ)|
2
|∆k (ξ)− 1|
2
dµ (ξ) dt→ 0 as k → +∞,
by the Dominated Convergence Theorem and (5.14). Hence Gl ∈ L
2 (Ω× [0, T ] ;U)
and by (5.14),
(5.15) sup
l≥1
E
(
‖Gl‖
2
UT
)
≤ CY
∫ T
0
|FΓ (t) (ξ)|
2
dµ (ξ) dt.
§4. Gl UT
−→
G, i.e. liml→+∞ E
(
‖G−Gl‖
2
UT
)
= 0.
Indeed,
E
(
‖G−Gl‖
2
UT
)
= E
∫ T
0
∫
QNp
|FG (t) (ξ)−FGl (t) (ξ)|
2
dµ (ξ) dt
≤ 2E
∫ T
0
∫
QNp
|FG (t) (ξ)|
2
dµ (ξ) dt+ 2E
∫ T
0
∫
QNp
|FGl (t) (ξ)|
2
dµ (ξ) dt
≤ 4E
∫ T
0
∫
QNp
|FG (t) (ξ)|2 dµ (ξ) dt
≤ 4CY
∫ T
0
∫
QNp
|FΓ (t) (ξ)|
2
dµ (ξ) dt < +∞,
the last inequality was obtained by using the reasoning given in Paragraph 2. On
the other hand,
E
(
‖G−Gl‖
2
UT
)
= E
∫ T
0
∫
QNp
|FG (t) (ξ)−FG (t) (ξ) ∗ δl (ξ)|
2
dµ (ξ) dt.
Now by using the Dominated Convergence Theorem and the fact that
lim
l→+∞
FG (t) (ξ) ∗ δl (ξ) = FG (t) (ξ) almost everywhere,
cf. [34, Theorem 1.14], we get that liml→+∞ E
(
‖G−Gl‖
2
UT
)
= 0, which implies
G ∈ L2 (Ω× [0, T ] ;U).
Moreover, we deduce that
E
(
‖G‖
2
UT
)
= E
(∫ T
0
∫
QNp
|FG (t) (ξ)|
2
dµ (ξ) dt
)
= lim
l→+∞
E
(
‖Gl‖
2
UT
)
≤ CY
∫ T
0
∫
QNp
|FΓ (t) (ξ)|
2
dµ (ξ) dt,
cf. (5.15).
§5. A bound for E
(
|G ·W |
2
)
.
The announced bound for E
(
|G ·W |
2
)
is obtained from (5.4) by using a rea-
soning similar to the one used in Paragraph 2. 
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Remark 5.14. Let Y be a process as in Proposition 5.12. Consider the processes
of the form {
Y (t, x), (t, x) ∈ [T0, T ]×Q
N
p
}
where 0 ≤ T0 < T , then
(5.16) E
(
|G ·W |
2
)
≤
∫ T
T0
(
sup
x∈QNp
E
(
|Y (s, x)|
2
))∫
QNp
|F (Γ (s) (ξ))|
2
dµ (ξ) ds.
6. Stochastic Pseudodifferential Equations Driven by a spatially
homogeneous Noise
In this section we introduce a new class of stochastic pseudodifferential equa-
tions in QNp driven by a spatially homogeneous noise, more precisely, we study the
following class of stochastic equations:
(6.1)

∂u
∂t
(t, x) +A (∂, β)u (t, x) = σ (u (t, x))
·
W (t, x) + b (u (t, x))
u (0, x) = u0 (x) , t ≥ 0, x ∈ QNp ,
where the coefficients σ and b are real-valued functions and
·
W (t, x) is the formal
notation for the Gaussian random perturbation described in Section 5.2.
Recall that we are working with a filtered probability space (Ω,F , (Ft) , P ),
where (Ft)t is a filtration generated by the standard cylindrical Wiener process
of Proposition 5.7. We fix a time horizon T > 0.
Definition 6.1. A real-valued adapted stochastic process{
u (t, x) , (t, x) ∈ [0, T ]×QNp
}
is a mild random field solution of (6.1), if the following stochastic integral equation
is satisfied:
u (t, x) = (Γ (t) ∗ u0) (x) +
∫ t
0
∫
QNp
Γ (t− s, x− y)σ (u (s, y))W
(
ds, dNy
)
+
∫ t
0
ds
∫
QNp
Γ (s, y) b (u (t− s, x− y)) dNy, a.s.,(6.2)
for all (t, x) ∈ [0, T ]×QNp .
The stochastic integral on the right-hand side of (6.2) is as defined in Remark
5.8. In particular, we need to assume that for any (t, x) the fundamental solution
Γ (t− ·, x− ⋆) satisfies Hypothesis A, and to require that
s→ Γ (t− s, x− ⋆)σ (u (s, ⋆)) , for s ∈ [0, t] ,
defines a predictable process taking values in the space U such that
E
(∫ t
0
‖Γ (t− s, x− ⋆)σ (u (s, ⋆))‖2U ds
)
< +∞,
see Section 5.4. These assumptions will be satisfied by imposing that b and σ are
Lipschitz continuous functions (see Theorem 6.4). The last integral on the right-
hand side of (6.2) is considered in the pathwise sense.
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The aim of this section is to prove the existence and uniqueness of a mild random
field solution for stochastic integral equation (6.2). We are interested in solutions
that are L2 (Ω)-bounded and L2 (Ω)-continuous.
Lemma 6.2. Assume that u0 : QNp → R is measurable and bounded. Then
(t, x)→ I0 (t, x) := (Γ (t) ∗ u0) (x)
is continuous and sup(t,x)∈[0,T ]×QNp |I0 (t, x)| < +∞.
Proof. Notice that
(6.3) |I0 (t, x)| ≤

‖u0‖L∞ ‖Γ (t)‖L1 for t > 0
‖u0‖L∞ for t = 0,
and
(6.4) sup
(t,x)∈(0,T ]×QNp
|I0 (t, x)| ≤ ‖u0‖L∞ sup
(t,x)∈(0,T ]×QNp
‖Γ (t)‖L1 = ‖u0‖L∞ .
By combining (6.3)-(6.4), we get sup(t,x)∈[0,T ]×QNp |I0 (t, x)| ≤ ‖u0‖L∞ .
The continuity of I0 (t, x) at a point of the form (t0, x0), with t0 > 0, follows
by the Dominated Convergence Theorem and Theorem 3.3 (vi). The continuity of
I0 (t, x) at (0, x0) is a consequence of the fact that lim(t,x)→(0,x0) I0 (t, x) = u0 (x0) =
I0 (0, x0). 
Hypothesis B. Let Γ be the fundamental solution of (3.4) as before. We assume
that
(6.5) lim
h→0+
∫ T
0
∫
QNp
sup
|r−t|<h
|FΓ (r) (ξ)−FΓ (t) (ξ)|2 dµ (ξ) dt = 0.
Lemma 6.3. If
∫
QNp
‖ξ‖dβp dµ (ξ) < +∞, then Hypothesis B holds. Furthermore,
the condition
∫
QNp
‖ξ‖
dβ
p dµ (ξ) < +∞ also implies (5.5).
Proof. By applying the Mean Value Theorem to the function e−t|a(ξ)|
β
p , we have
sup
|r−t|<h
|FΓ (r) (ξ)−FΓ (t) (ξ)|2 ≤ h2 |a (ξ)|2βp e
−2(t−h)|a(ξ)|βp
≤ C2β1 h
2 ‖ξ‖
2dβ
p e
−2Cβ
0
(t−h)‖ξ‖dβ
p ,
cf. (3.1), and thus∫ T
0
∫
QNp
sup
|r−t|<h
|FΓ (r) (ξ)−FΓ (t) (ξ)|
2
dµ (ξ) dt
≤ h2
∫ T
0
∫
QNp
‖ξ‖2dβp e
−2Cβ
0
(t−h)‖ξ‖dβp dµ (ξ) dt.
In order to prove the result, it is sufficient to show that
(6.6) lim
h→0+
∫ T
0
∫
QNp
‖ξ‖2dβp e
−2Cβ
0
(t−h)‖ξ‖dβp dµ (ξ) dt < +∞.
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Now, if
(6.7)
∫ T
0
∫
QNp
‖ξ‖
2dβ
p e
−2Cβ
0
t‖ξ‖dβ
p dµ (ξ) dt < +∞,
then (6.6) follows by applying the Dominated Convergence Theorem. On the other
hand, it is easy to check that
∫
QNp
‖ξ‖
dβ
p dµ (ξ) < +∞ implies
(6.8)
∫
QNp
‖ξ‖
2dβ
p
∫ T
0
e−2C
β
0
t‖ξ‖dβ
p dtdµ (ξ) < +∞,
now (6.7) follows from (6.8) by using the Fubini Theorem. The last assertion in
the statement follows from the fact that (5.5) is equivalent to (5.7). 
Theorem 6.4. Assume that b, σ are Lipschitz continuous functions, u0 is mea-
surable and bounded function, and that∫
QNp
‖ξ‖dβp dµ (ξ) < +∞.
Then, there exists a unique mild random field solution
{
u (t, x) , (t, x) ∈ [0, T ]×QNp
}
of (6.2). Moreover, u is L2 (Ω)-continuous and
(6.9) sup
(t,x)∈[0,T ]×QNp
E
(
|u (t, x)|
2
)
< +∞.
Proof. The proof involves similar techniques and ideas to those of [15], [16], [32].
We use the following Picard iteration scheme:
(6.10) u0 (t, x) = I0 (t, x) ,
un+1(t, x) = u0 (t, x) +
∫ t
0
∫
QNp
Γ (t− s, x− y)σ (un (s, y))W
(
ds, dNy
)
+
∫ t
0
∫
QNp
b (un (t− s, x− y)) Γ (s, y) dNyds
=: u0 (t, x) + In (t, x) + J n (t, x) ,(6.11)
for n ∈ N.
The proof will be accomplished through several steps.
§1. un (t, x) is a well-defined measurable process.
We prove by induction on n that
{
un (t, x) , (t, x) ∈ [0, T ]×QNp
}
is a well-defined
measurable process satisfying
(6.12) sup
(t,x)∈[0,T ]×QNp
E
(
|un (t, x)|
2
)
< +∞,
for n ∈ N. By Lemma 6.2, u0 (t, x) satisfies (6.12), and the Lipschitz property of σ
implies that
sup
(t,x)∈[0,T ]×QNp
σ
(
u0 (t, x)
)
< +∞.
By Proposition 5.12, the stochastic integral
I0 (t, x) =
∫ t
0
∫
QNp
Γ (t− s, x− y)σ
(
u0 (s, y)
)
W
(
ds, dNy
)
THE NON-ARCHIMEDEAN STOCHASTIC HEAT EQUATION 19
is well-defined and
E
(∣∣I0 (t, x)∣∣2) ≤ C∫ t
0
sup
z∈QNp
(
1 +
∣∣u0 (s, z)∣∣2)∫
QNp
|FΓ (t− s) (ξ)|2 dµ (ξ) ds
≤ C sup
(s,z)∈[0,T ]×QNp
(
1 +
∣∣u0 (s, z)∣∣2)∫ T
0
J (s) ds,(6.13)
where
J (s) =
∫
QNp
|FΓ (s) (ξ)|2 dµ (ξ) .
We now consider the pathwise integral
J 0 (t, x) =
∫ t
0
∫
QNp
b
(
u0 (t− s, x− y)
)
Γ (s, y)dNyds.
By applying the Cauchy-Schwartz inequality with respect to the finite measure
Γ (s, y) dNyds on [0, T ]×QNp and by using the Lipschitz property of b, one gets
(6.14)
∣∣J 0 (t, x)∣∣2 ≤ C∫ t
0
∫
QNp
(
1 +
∣∣u0 (t− s, x− y)∣∣2)Γ (s, y) dNyds,
which is uniformly bounded with respect to t and x. This fact together with (6.13)
imply that
{
u1 (t, x) , (t, x) ∈ [0, T ]×QNp
}
is a well-defined measurable process, cf.
Proposition 5.12. In addition , by (6.13)-(6.14) and Hypothesis A,
sup
(t,x)∈[0,T ]×QNp
E
(∣∣u1 (t, x)∣∣2) < +∞.
Consider now the case n > 1 and assume that
{
un (t, x) , (t, x) ∈ [0, T ]×QNp
}
is a
well-defined measurable process satisfying (6.12). By the same arguments as above,
one proves that
(6.15)
E
(∣∣In+1 (t, x)∣∣2) ≤ C∫ t
0
sup
z∈QNp
E
(
1 + |un (s, z)|2
) ∫
QNp
|FΓ (t− s) (ξ)|2 dµ (ξ) ds,
and that
(6.16)
E
(∣∣J n+1 (t, x)∣∣2) ≤ C∫ t
0
sup
y∈QNp
E
(
1 + |un (t− s, x− y)|
2
) ∫
QNp
Γ (s, y)dNyds.
Hence the integrals In+1 (t, x) and J n+1 (t, x) exist, so that un+1 is a well-defined
measurable process satisfying (6.12).
§2. We now show that
(6.17) sup
n≥0
sup
(t,x)∈[0,T ]×QNp
E
(
|un (t, x)|2
)
< +∞.
Indeed, by using the estimates (6.15)-(6.16), we have
E
(∣∣un+1 (t, x)∣∣2) ≤ C (1 + ∫ t
0
(
1 + sup
z∈QNp
E
(
|un (s, z)|
2
))
(J (t− s) + 1)
)
ds.
Now (6.17) follows from the version of Gronwall’s Lemma presented in [15, Lemma
15].
20 W. A. ZU´N˜IGA-GALINDO
§3. un (t, x) L2 (Ω)
−−−−→
u (t, x) uniformly in x ∈ QNp , t ∈ [0, T ].
Following the same ideas as in the proof of [15, Theorem 13], we take
Mn (t) := sup
(s,x)∈[0,t]×QNp
E
({
un+1 (s, x)− un (s, x)
}2)
.
By using Proposition 5.12, the Lipschitz property of b and σ, and by applying the
same arguments as above, one gets
Mn (t) ≤ C
∫ t
0
Mn−1 (s) (J (t− s) + 1) ds.
Now by applying Gronwall’s Lemma presented in [15, Lemma 15], we get
lim
n→+∞
(
sup
(s,x)∈[0,t]×QNp
E
(∣∣un+1 (s, x)− un (s, x)∣∣2)) = 0.
Hence {un (t, x)}n∈N converges uniformly in L
2 (Ω) to a limit u (t, x). From this
fact, we get
(6.18) lim
n→+∞
sup
(s,x)∈[0,T ]×QNp
E
(
|un (t, x)− u (t, x)|
2
)
= 0.
Finally, by (6.18)-(6.17),
E
(
|u (t, x)|
2
)
= lim
n→+∞
E
(
|un (t, x)|
2
)
≤ sup
n≥0
sup
(t,x)∈[0,T ]×QNp
E
(
|un (t, x)|
2
)
< +∞.
§4. The process
{
u (t, x) , (t, x) ∈ [0, T ]×QNp
}
is L2 (Ω)-continuous and has a
jointly measurable version.
The proof of this fact is based on the following result. Let L be a complete
separable metric space, and B(L) the σ-algebra of Borel sets of L, and let Xs, s ∈ L
be a real stochastic process on (Ω,F , P ), where real means [−∞,+∞]-valued. The
process Xs, s ∈ L, is jointly measurable if the map (s, ω) → Xs (ω) is B(L) × F -
measurable. LetM be the space of all real random variables on (Ω,F , P ) with the
topology of convergence in probability. Then Xs, s ∈ L, has a jointly measurable
modification if and only if the map from L to M taking s to [Xs], the class of Xs
in M, is measurable, see ([13])-([14, Theorem 3]).
In our case, L =
(
[0, T ]×QNp , d
)
with
(6.19) d ((t, x) , (t′, x′)) := max
{
|t− t′| , ‖x− x′‖p
}
.
Then B([0, T ] × QNp ) = B([0, T ]) × B(Q
N
p ). It is sufficient to show that the map
from [0, T ] × QNp to M taking (t, x) to u (t, x) is continuos in L
2 (Ω). And since
the convergence of un+1 (t, x) to u (t, x) is uniform in L2 (Ω), it is sufficient to show
that un+1 (t, x) is L2-continuous. In order to do this, we have to verify that
(6.20) lim
h→0
E
(∣∣un+1 (t, x)− un+1 (t+ h, x)∣∣2) = 0
and
(6.21) lim
x→y
E
(∣∣un+1 (t, x)− un+1 (t, y)∣∣2) = 0.
Indeed, (6.20) implies that x → un+1 (t, x) is uniformly continuous in L2 (Ω) and
(6.21) implies that t → un+1 (t, x) is continuous in L2 (Ω), therefore (t, x) →
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un+1 (t, x) is continuous in L2 (Ω). The proof of this fact follows from Hypotheses
A and B by using the technique given in [15] to prove Lemma 19.
§5. u (t, x) is a solution of (6.2).
We set
I (t, x) :=
∫ t
0
∫
QNp
Γ (t− s, x− y)σ (u (s, y))W
(
ds, dNy
)
and
J (t, x) :=
∫ t
0
∫
QNp
b (u (t− s, x− y)) Γ (s) dNyds.
In order to to establish Step 5, it is sufficient to show that
(6.22) lim
n→+∞
sup
(t,x)∈[0,T ]×QNp
E
(
|In (t, x)− I (t, x)|2
)
= 0,
and that
(6.23) lim
n→+∞
sup
(t,x)∈[0,T ]×QNp
E
(
|J n (t, x)− J (t, x)|2
)
= 0.
To show (6.22) we proceed as follows. By The Lipschitz property of σ, Proposition
5.12 and Hypothesis A,
E
(
|In (t, x)− I (t, x)|
2
)
≤ E
∣∣∣∣∣
∫ t
0
∫
QNp
Γ (t− s, x− y)
[
σ
(
un−1 (s, y)
)
− σ (u (s, y))
]
W
(
ds, dNy
)∣∣∣∣∣
2

≤ C
∫ t
0
sup
z∈QNp
(∣∣un−1 (s, z)− u (s, z)∣∣2)∫
QNp
|FΓ (t− s) (ξ)|2 dµ (ξ) ds
≤ C sup
z∈QNp
(∣∣un−1 (s, z)− u (s, z)∣∣2) ,
this last term tends to zero as n tend to infinity. The case (6.23) can be treated in a
similar form. By the results of Paragraph 4, the process
{
u (t, x) , (t, x) ∈ [0, T ]×QNp
}
has a measurable version that satisfies (6.2).
§6. u (t, x) is the unique solution of (6.2) satisfying (6.9).
This fact can be checked by using standards arguments. 
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