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Re´sume´ :
Les bases de donne´es dites he´te´roge`nes contiennent
des donne´es de´crites par des attributs a` la fois symbo-
liques et nume´riques. Cet article propose une me´thode,
appele´e OSACA, pour identifier, parmi les attributs sym-
boliques, les attributs ordinaux, en exploitant les infor-
mations fournies par les attributs nume´riques. Pour ce
faire, OSACA proce`de en trois e´tapes : des motifs gra-
duels sont d’abord extraits des attributs nume´riques. Des
filtres morphologiques sont ensuite applique´s aux attri-
buts symboliques pour de´terminer des ordres sur les va-
leurs cate´gorielles a` partir de l’ordre induit par les mo-
tifs graduels. Enfin, une mesure d’entropie d’ordre per-
met d’e´valuer la pertinence des ordres candidats.
Mots-cle´s :
Attributs ordinaux, motifs graduels, mesure d’entropie
d’ordre, morphologie mathe´matique.
Abstract:
This paper proposes to exploit heterogeneous data,
i.e. data described by both numerical and categorical
features, so as to discover whether, based on informa-
tion provided by the numerical attributes, some catego-
rical attributes actually are ordinal ones. The proposed 3-
step methodology OSACA, first extracts gradual patterns
from the numerical attributes ; it then applies mathemati-
cal morphology tools to induce an associated order on the
categorical attributes. The third step evaluates the quality
of the candidate rankings through measures derived from
the rank entropy discrimination.
Keywords:
Ordinal Attributes, Gradual Patterns, Rank Discrimi-
nation Measure, Mathematical Morphology.
1 Introduction
Les donne´es he´te´roge`nes sont de´crites a` la fois
par des attributs nume´riques et cate´goriels et
soule`vent des questions concernant leur exploi-
tation simultane´e, c’est-a`-dire la combinaison
de l’information qu’ils fournissent. Ainsi, le
clustering de telles donne´es peut eˆtre aborde´ en
utilisant des approches relationnelles base´es sur
des mesures de distance approprie´es [3, 14] ; la
classification peut eˆtre re´alise´e par des arbres
de de´cision qui traitent efficacement ces deux
types d’attributs [19].
Cet article propose une autre approche qui
consiste a` exploiter les informations four-
nies par les attributs nume´riques pour mieux
comprendre celles fournies par les attributs
cate´goriels. Plus pre´cise´ment, le but est de
de´terminer si certains des attributs cate´goriels
peuvent eˆtre conside´re´s comme ordinaux, et
identifier, dans ce cas, l’ordre associe´.
Le tableau 1 fournit un exemple illustra-
tif : les donne´es sont de´crites par deux at-
tributs nume´riques (X et Y ) et un attribut
cate´goriel (couleur). Pour ces donne´es, les va-
leurs des attributs nume´riques peuvent conduire
a` conside´rer l’attribut cate´goriel comme ordi-
nal, selon l’ordre partiel : bleu ≺ jaune.
Il faut noter qu’il existe de nombreuses me-
sures de distance et similarite´ pour les donne´es
cate´gorielles (voir, par exemple, [13]), toute-
fois, celles-ci sont le plus souvent fixe´es a
priori, avant l’apprentissage. L’objectif dans cet
article est, d’une part, de de´terminer un ordre,
ce qui est moins contraignant que de de´finir une
mesure de comparaison, et, d’autre part, d’ex-
traire automatiquement cet ordre par apprentis-
sage.
Dans le but d’identifier des ordres,
e´ventuellement partiels, sur les attributs
cate´goriels a` partir des attributs nume´riques,
l’article propose une me´thode originale appele´e
OSACA, pour Order Seeking Algorithm for
Categorical Attributes, qui combine trois
outils : les motifs graduels, la morpholo-
gie mathe´matique et les mesures d’entropie
d’ordre. Les motifs graduels sont des motifs
de la forme plus/moins a1, . . ., plus/moins ak
ou` les ai sont des attributs nume´riques. Dans
l’approche propose´e, ils sont extraits pour
e´tablir des ordres sur les objets de la base de
donne´es. Ces ordres sont ensuite traite´s par
des outils morphologiques, plus pre´cise´ment
par des filtres alterne´s, pour induire des ordres
candidats sur les attributs cate´goriels. Enfin, les
candidats sont e´value´s par une mesure de´rive´e
de la mesure d’entropie d’ordre.
L’article est organise´ comme suit : la section 2
rappelle des de´finitions des trois types d’ou-
tils mentionne´s ; la section 3 de´crit l’approche
OSACA et la section 4 pre´sente des re´sultats
sur des donne´es artificielles illustrant la perti-
nence d’OSACA. La section 5 conclut l’article
et pre´sente quelques perspectives.
2 Pre´liminaires
Cette section rappelle les concepts-cle´s de cha-
cun des trois outils utilise´s dans la me´thode
OSACA : les motifs graduels, la mesure d’en-
tropie d’ordre et la morphologie mathe´matique.
Dans cet article, Ω = {o1, . . . , on} de´signe un
ensemble de n objets, de´crits par un ensemble
de m + p attributs, union de l’ensemble N ,
contenant m attributs nume´riques, et de l’en-
semble C, contenant p attributs cate´goriels.
La valeur de l’attribut a pour l’objet o est
note´e o[a].
2.1 Motifs graduels
Les motifs graduels extraient des connaissances
linguistiques a` partir de donne´es de´crites par
des attributs nume´riques. Ils s’expriment sous
la forme plus/moins a1, . . ., plus/moins ak ou`
ai ∈ N , par exemple plus le budget est e´leve´,
plus le nombre de victoires en ligue des cham-
pions est grand. Initialement introduits dans le
Tableau 1 – Exemple illustratif
Id X Y coul. Id X Y coul.
o1 0 1 bleu o5 2.5 9.8 rouge
o2 1.2 1.5 bleu o6 3.0 2.1 bleu
o3 1.8 1.6 rouge o7 4.8 3.2 jaune
o4 2.3 9.3 jaune o8 5.0 8.5 jaune
formalisme de l’implication floue [6, 7, 10],
ils ont ensuite e´te´ interpre´te´s comme exprimant
des contraintes sur les covariations d’attributs.
Plusieurs interpre´tations de ces contraintes ont
e´te´ propose´es : re´gression [11], corre´lation de
l’ordre induit [2, 12] ou existence de sous-
ensembles d’objets compatibles [4, 5]. Chaque
interpre´tation est associe´e a` une de´finition de
support pour quantifier la validite´ des motifs
graduels et a` une me´thode pour l’identification
des motifs fre´quents selon la de´finition de sup-
port.
Cette section de´taille l’approche exploite´e par
OSACA, base´e sur l’identification de sous-
ensembles d’objets compatibles [4, 5],
Definition 2.1. Un item graduel est une paire
(a, ∗) ou` a ∈ N est un attribut nume´rique et
∗ ∈ {↑, ↓} un sens de variation.
Definition 2.2. Un motif graduel P de
taille k est un ensemble de k items graduels
{(a1, ∗1), . . . , (ak, ∗k)}, interpre´te´ comme leur
conjonction.
Par exemple, (budget, ↑) est l’item graduel plus
le budget est e´leve´ ; {(X, ↑), (Y, ↑)} est le motif
graduel plus X est e´leve´ et plus Y est e´leve´.
La question principale est alors l’e´valuation de
la qualite´ d’un motif graduel candidat par rap-
port a` l’ensemble de donne´es conside´re´. Dans
les me´thodes classiques de de´couverte de mo-
tifs fre´quents et de re`gles d’association, le sup-
port est de´fini comme le nombre d’objets conte-
nant le motif [1]. Sa transposition au cas gra-
duel [4, 5] propose de classer les objets par
rapport au motif conside´re´, selon la de´finition
Figure 1 – Graphe de pre´ce´dence pour le mo-
tif {(X, ↑), (Y, ↑)} et les donne´es issues du ta-
bleau 1. Les arcs de transitivite´ sont omis pour
alle´ger le graphe.
d’une relation de pre´ce´dence induite par un mo-
tif, qui de´finit un ordre partiel sur les objets.
Definition 2.3. E´tant donne´ un ensemble Ω et
un motif graduel P = {(a1, ∗1), . . . , (ak, ∗k)},
la relation de pre´ce´dence induite par P ,
note´e ≺P , est satisfaite pour le couple d’ob-
jets o et o′ ∈ Ω, o ≺P o′, si et seulement si
∀j ∈ [1, k] :
— si ∗j = ↑, o[aj] < o′[aj]
— si ∗j = ↓, o[aj] > o′[aj]
Par exemple, avec les donne´es du tableau 1, en
conside´rant le motif P = {(X, ↑), (Y, ↑)}, on
obtient o3 ≺P o4. En effet, on a o3[X] = 1.8 <
2.3 = o4[X] et o3[Y ] = 1.6 < 9.3 = o4[Y ].
La relation de pre´ce´dence conduit a` la de´finition
d’un graphe de pre´ce´dence, ou` un nœud
repre´sente un objet et un arc, l’existence d’une
relation de pre´ce´dence, comme illustre´ sur la fi-
gure 1. Le graphe peut aussi eˆtre repre´sente´ de
manie`re e´quivalente par sa matrice d’adjacence.
La relation de pre´ce´dence conduit alors a` la
de´finition de chemin associe´ a` un motif.
Definition 2.4. E´tant donne´ un ensemble Ω et
un motif graduel P = {(a1, ∗1), . . . , (ak, ∗k)},
un chemin p de taille l associe´ a` P est un en-
semble ordonne´ 〈oρ1 , . . . , oρl〉 contenant l objets
de Ω tels que ∀j ∈ [1, l − 1], oρj ≺P oρj+1 .
On note P l’ensemble de tous les chemins as-
socie´s a` P .
Definition 2.5. E´tant donne´ un ensemble Ω et
un motif graduel P , le support de P dans Ω est
de´fini par la longueur du chemin associe´ le plus
long, relativement au nombre total d’objets :
supp(P ) =
1
|Ω| maxp∈P (length(p)).
Ainsi, pour le motif P = {(X, ↑), (Y, ↑)},
les chemins sont 〈o1, o2, o3, o4, o5〉 et
〈o1, o2, o3, o6, o7, o8〉 (ainsi que toutes les
sous-chaıˆnes de ces chaıˆnes). Le support de P
est donc supp(P ) = 6
8
= 0.75.
Avec ce crite`re de qualite´, on peut de´finir des
motifs graduels d’inte´reˆt, qui sont a` la fois
fre´quents et maximaux.
Definition 2.6. E´tant donne´ un ensemble Ω et
un seuil de support minimal minsup, un motif
graduel P est dit fre´quent si
supp(P ) ≥ minsup.
Definition 2.7. E´tant donne´ un ensemble Ω et
un seuil de support minimal minsup, un motif
graduel fre´quent P est dit maximal s’il n’existe
aucun motif fre´quent P ′ tel que P ⊂ P ′.
L’algorithme GARE [5] est une me´thode effi-
cace pour extraire les motifs graduels fre´quents
maximaux selon ces de´finitions. En particulier,
il permet d’e´viter le parcours exhaustif de tous
les sous-ensembles d’attributs nume´riques.
2.2 Mesure d’entropie d’ordre
Il existe de nombreux crite`res pour comparer
des ordres entre eux et mesurer leur compati-
bilite´ ou leur cohe´rence, on peut citer a` titre
d’exemple, les indices de Kendall ou de Spear-
man. Dans cet article, nous proposons d’utili-
ser les mesures d’entropie d’ordre [16, 17] qui
ont e´te´ initialement propose´es pour des taˆches
de classification lorsque la classe a` pre´dire est
ordinale, et non cate´gorielle comme c’est habi-
tuellement le cas. Le but est alors de conserver,
dans le classifieur appris, l’ordre sur la classe
et de mettre en e´vidence une relation graduelle
entre les attributs nume´riques et celle-ci.
Les mesures d’entropie d’ordre reposent sur le
concept de dominance [8] : e´tant donne´ une re-
lation d’ordre total  sur un ensemble d’ob-
jets Ω, l’ensemble dominant d’un objet o ∈ Ω
est de´fini comme [o] = {o′ ∈ Ω / o  o′}.
La mesure d’entropie d’ordre de Shannon [9],
exploite´e par OSACA, correspond a` une ver-
sion modifie´e de l’entropie de Shannon. Elle est
obtenue en remplac¸ant la probabilite´ condition-
nelle par une mesure de dominance :
Definition 2.8. E´tant donne´ deux ordres totaux
1 et 2 de´finis sur un ensemble Ω d’objets,
la mesure d’entropie d’ordre de 1 par rapport
a` 2 est de´finie comme :
H∗S(1 | 2) = −
1
|Ω|
∑
o∈Ω
log2
( |[o]1 ∩ [o]2|
|[o]2|
)
Il faut souligner que, dans cette e´quation, l’in-
tersection est ne´cessairement non vide car elle
contient au moins l’objet o lui-meˆme.
2.3 Induction d’ordre par morphologie
mathe´matique
Les outils de la morphologie mathe´matique [20]
permettent d’identifier des structures spatiales,
en particulier en traitement d’images et en ana-
lyse fonctionnelle. Leur variante unidimension-
nelle [15] s’applique a` des se´quences de sym-
boles, appele´es mots. Ainsi, les filtres mor-
phologiques alterne´s ont e´te´ introduits et ex-
ploite´s pour construire automatiquement des
partitions floues d’attributs nume´riques [15] ou
pour enrichir des motifs graduels par des attri-
buts cate´goriels [18].
E´tant donne´ une se´quence de symboles, l’ap-
plication d’un tel filtre fait ressortir des zones
homoge`nes, c’est-a`-dire des se´quences d’un
meˆme symbole. Elles peuvent, par exemple,
servir ensuite a` de´finir des noyaux d’ensembles
flous en retenant les se´quences maximales [15].
Formellement, un filtre alterne´ est de´fini comme
la composition d’ope´rations d’ouverture et de
fermeture, elles-meˆmes de´finies comme des
compositions d’e´rosion et dilatation. Dans le
cas unidimensionnel, une dilatation permet de
fusionner les se´quences d’un meˆme symbole
c se´pare´es par ”peu” d’occurrences de sym-
boles diffe´rents, une e´rosion permet de suppri-
mer les ”petites” se´quences d’un meˆme sym-
bole c, se´pare´es par des symboles diffe´rents. Le
symbole c est appele´ e´le´ment structurant.
3 Me´thode propose´e : OSACA
Cette section pre´sente l’approche OSACA qui
repose sur trois e´tapes, base´es sur les trois ap-
proches rappele´es dans la section pre´ce´dente, et
de´crites tour a` tour dans les sections suivantes :
la premie`re exploite les attributs nume´riques
dont elle extrait des motifs graduels, leurs sup-
ports et les chemins associe´s, afin d’induire
des ordres candidats sur les objets. La seconde
conside`re ces chemins du point de vue des at-
tributs cate´goriels et traite les mots qu’ils in-
duisent en utilisant un filtre alterne´, pour pro-
poser un ordre candidat sur les valeurs des at-
tributs cate´goriels selon leurs se´quences ho-
moge`nes. La troisie`me e´tape e´value ces candi-
dats et identifie les ordres pertinents, d’apre`s
une mesure de qualite´ prenant en compte a`
la fois la compatibilite´ de l’ordre des valeurs
cate´gorielles avec l’ordre des motifs graduels
et le nombre d’objets concerne´s par l’ordre
e´value´.
3.1 Identification de sous-ensembles d’ob-
jets compatibles
La premie`re e´tape exploite les attributs
nume´riques pour extraire des connaissances
riches sous la forme de motifs graduels base´s
sur l’interpre´tation de co-variation : ils per-
mettent de combiner de fac¸on maximale les
attributs induisant un ordre sur les objets.
OSACA exploite l’algorithme GARE [5], dont
les principes sont rappele´s dans la section 2.1
qui offre l’avantage additionnel d’extraire les
chemins associe´s.
E´tant donne´ l’ensemble d’objets Ω, cette e´tape
renvoie un ensemble de motifs graduels utilisant
les attributs nume´riques N , chacun d’entre eux
e´tant associe´ a` un ensemble de chemins P .
3.2 Construction des ordres candidats
Dans la seconde e´tape, pour chaque motif gra-
duel P extrait par GARE, tout chemin associe´ p
induit un ordre candidat sur chaque attribut
cate´goriel c ∈ C.
E´tant donne´ un chemin p = 〈o1, . . . , o|p|〉
de P , afin de trouver l’ordre candidat sur c, on
construit le mot constitue´ de la se´quence cor-
respondante des valeurs cate´gorielles : wp =
〈p1[c], . . . , o|p|[c]. Dans le cas de l’exemple du
tableau 1, pour le motif graduel P = {(X, ↑
), (Y, ↑)} et le chemin de support maximal p =
〈o1, o2, o3, o6, o7, o8〉, le mot obtenu est wp =
〈bleu, bleu, rouge, bleu, jaune, jaune〉.
La mise en œuvre d’un filtre morphologique
alterne´ permet alors de mettre en e´vidence
des se´quences homoge`nes pour chaque valeur
cate´gorielle. Toutefois, dans l’approche origi-
nale de [15], la dilatation d’une se´quence de c
ne peut pas se faire au de´triment d’autres sym-
boles que l’e´le´ment structurant c. Dans le cadre
conside´re´ ici, il peut eˆtre ne´cessaire de sup-
primer de tels symboles, ce qui requiert un
ope´rateur de dilatation spe´cifique : nous propo-
sons un ope´rateur de dilatation forte permettant
de mettre en œuvre cette suppression et appli-
quons le filtre alterne´ F qu’il induit.
Dans le cas de l’exemple courant, le mot wp
devient, apre`s filtrage, w′p = 〈bleu, bleu, ·, ·,
jaune, jaune〉. Le symbole · de´signe des va-
leurs cate´gorielles supprime´es lors du filtrage,
ici rouge et bleu qui sont trop isole´es.
Le mot filtre´ w′p = F (wp) permet enfin
de de´finir un ordre partiel sur les valeurs
de l’attribut conside´re´ c : pour chaque va-
leur ci, la se´quence de taille maximale associe´e
a` ci dans w′ est retenue (la premie`re en cas
d’e´galite´) et l’ordre de ces se´quences donne
l’ordre sur les valeurs qui leur sont associe´es.
Dans notre exemple, le mot w′p induit l’ordre
partiel bleu ≺p jaune.
Il faut noter que, dans certains cas, comme dans
notre exemple, une valeur ci peut ne pas eˆtre
pre´serve´e apre`s filtrage (ici rouge et bleu) :
elle n’est alors pas concerne´e par l’ordre et
le re´sultat ≺p est un ordre partiel . Dans le
cas extreˆme ou` aucune valeur cate´gorielle n’est
pre´serve´e, aucun ordre ne peut eˆtre induit : l’at-
tribut cate´goriel correspondant n’est pas ordi-
nal, meˆme partiellement.
3.3 E´valuation d’un ordre candidat
L’e´tape suivante vise a` e´valuer les ordres candi-
dats ≺p ainsi identifie´s, en combinant plusieurs
crite`res de qualite´.
D’une part, une notion de support est prise
en compte, afin de quantifier la proportion
de donne´es concerne´es par l’ordre candidat.
Ce support est de´fini comme la somme des
tailles des se´quences sur lesquelles l’ordre est
construit, rapporte´e a` la longueur du chemin,
soit |w
′
p|
|wp| . Pour l’exemple conside´re´, le sup-
port de l’ordre partiel candidat bleu ≺p jaune
est 4/6 = 0.666.
D’autre part, la compatibilite´ entre l’ordre can-
didat sur les valeurs cate´gorielles et l’ordre du
motif est conside´re´e : elle est e´value´e par la me-
sure d’entropie d’ordre de Shannon applique´e
au sous-ensemble des donne´es de Ω qui sont
pre´sentes dans le chemin conside´re´ p. Les deux
ordres compare´s sont, d’une part, l’ordre ≺P
associe´ au motif P conside´re´ et, d’autre part,
l’ordre ≺p induit pour l’attribut cate´goriel par
le chemin p associe´ a` P .
Il faut souligner qu’il est possible que l’ordre
induit ≺p ne s’applique pas a` tous les points
du chemin p, puisqu’il peut n’eˆtre que partiel,
comme c’est par exemple le cas pour l’exemple
conside´re´.
Aussi, nous introduisons, comme second crite`re
de qualite´ d’un ordre candidat, l’entropie
d’ordre partiel de Shannon, de´finie comme une
extension de mesure d’entropie d’ordre (rap-
pele´e dans la de´finition 2.8) : les ordres n’e´tant
plus totaux, il faut noter que, contrairement a`
la mesure d’entropie d’ordre de Shannon, l’in-
tersection [o]1 ∩ [o]2 peut eˆtre vide, ce qui
peut conduire a` une valeur inde´termine´e dans
la somme. Dans ce cas, nous proposons que le
terme correspondant soit conside´re´ comme nul.
Pour l’exemple conside´re´, la mesure d’entropie
d’ordre partiel de Shannon vaut −1
6
( log2(
5
6
) +
log2(
5
5
) + 0 + log2(
3
3
) + log2(
2
2
) + log2(
1
1
)) =
0.0659. Cette valeur faible d’entropie indique
que l’ordre partiel extrait est de qualite´,
conforme´ment aux re´sultats attendus pour cet
exemple.
4 Expe´rimentations
Des expe´riences ont e´te´ mene´es pour illus-
trer l’approche OSACA sur un ensemble
de 100 donne´es ge´ne´re´es ale´atoirement.
Chaque donne´e est de´crite par deux attributs
nume´riques X et Y et est associe´e a` un
attribut cate´goriel (classe) parmi l’ensemble
non ordonne´ {bleu, rouge, jaune, vert}. Les
valeurs de X sont ge´ne´re´es uniforme´ment sur
l’intervalle [−20, 20], les valeurs de Y sont
ge´ne´re´es selon la loi aX + b + U ou` a et b
sont des coefficients de´terminant une relation
graduelle line´aire entre X et Y et U de´finit un
bruit uniforme.
4.1 Relation graduelle entre X et Y avec et
sans ordre total sur la classe
Dans la premie`re expe´rience, repre´sente´e sur
la figure 2, les valeurs de classe ne sont pas
corre´le´es avec les attributs nume´riques : il est
attendu qu’aucun ordre ne soit identifie´.
Comme il y a une relation graduelle entre les
deux attributs X et Y , l’extraction de motifs
graduels fournit plusieurs chemins pour P =
{(X, ↑), (Y, ↑)} : elle fournit 16 chemins maxi-
maux, chacun contenant 34 objets. Les chemins
sont plutoˆt longs : ils contiennent un tiers des
objets de la base de donne´es, ce qui met en
e´vidence la relation graduelle.
Figure 2 – Relation graduelle entre X et Y sans
ordre sur l’atrtibut cate´goriel.
Figure 3 – Relation graduelle entreX et Y avec
ordre total sur l’attribut cate´goriel
Lors de l’application du filtre morphologique
sur chacun de ces chemins, aucune se´quence ne
peut eˆtre trouve´e : comme attendu, aucun ordre
sur la classe ne peut eˆtre identifie´.
Dans la deuxie`me expe´rience (figure 3) qui
utilise les meˆmes valeurs pour les attributs
nume´riques X et Y , les quatre valeurs de classe
sont totalement ordonne´es : les plus petites va-
leurs des attributs nume´riques sont majoritaire-
ment associe´es a` la classe bleu, les moyennes a`
rouge puis a` jaune et les plus grandes a` vert.
Le filtre morphologique applique´ a` chacun des
16 chemins trouve´s conduit a` l’ordre attendu :
bleu≺ rouge≺ jaune≺ vert. Dans tous les cas,
le support est 1 et l’entropie d’ordre de Shannon
est tre`s faible, comprise entre 0.02 et 0.03.
Figure 4 – Relation graduelle entreX et Y avec
ordre partiel sur l’attribut cate´goriel.
4.2 Relation graduelle entre X et Y avec
ordre partiel sur la classe
Dans la troisie`me expe´rience (figure 4) qui uti-
lise des valeurs d’attributs X et Y diffe´rentes,
seulement trois des quatre classes (bleu, jaune
et vert) sont ge´ne´re´es avec un ordre sous-jacent,
la classe rouge est uniforme´ment re´partie sur
l’univers.
Comme dans l’expe´rience pre´ce´dente, la
relation graduelle entre les deux attributs
nume´riques X et Y est mise en e´vidence par le
fait que plusieurs chemins pour le motif graduel
{(X, ↑), (Y, ↑)} sont identifie´s : avec ce jeu de
donne´es, 2160 chemins maximaux contenant
chacun 24 objets sont trouve´s. Ils contiennent
le quart des objets de la base de donne´es, ce qui
met en e´vidence la relation graduelle existante
entre X et Y .
Dans ce cas, l’ordre des valeurs de classe est
identifie´ avec succe`s : lors de l’application du
filtrage morphologique sur chacun de ces che-
mins, 1800 chemins parmi les 2160 mettent en
e´vidence l’ordre bleu ≺ jaune ≺ vert, avec un
support compris entre 0.75 et 0.875 et une en-
tropie tre`s petite comprise entre 0 et 0.008. Les
autres chemins mettent en e´vidence l’ordre bleu
≺ vert avec un support compris entre 0.583
et 0.625. L’agre´gation des diffe´rents re´sultats
obtenus sur l’ensemble des chemins, ainsi
que la question de leur stabilite´ ou de leur
cohe´rence, reste une perspective a` explorer.
Cette expe´rience illustre la capacite´ d’OSACA
a` identifier comme ordinal un attribut cate´goriel
meˆme en pre´sence d’un ordre partiel.
5 Conclusion et perspectives
Cet article propose l’approche OSACA qui per-
met de mettre en e´vidence parmi les attributs
symboliques d’une base de donne´es, ceux qui
semblent eˆtre ordinaux. Quand un tel attribut est
identifie´, OSACA e´tablit une hypothe`se d’ordre
dont la pertinence est teste´e graˆce a` une mesure
d’entropie d’ordre originale. La me´thode a e´te´
expe´rimente´e sur des donne´es synthe´tiques et
se re´ve`le prometteuse, ouvrant de nombreuses
perspectives a` ce premier travail.
Une des questions est de de´terminer quels sont
les motifs graduels sur lesquels la me´thode
doit s’appuyer : OSACA conside`re tous les
motifs graduels dont le support est supe´rieur
au seuil minimal de´fini en parame`tre. Il pour-
rait eˆtre inte´ressant de ne conside´rer que les
motifs maximaux au sens du nombre d’attri-
buts ou du support : en raison de la proprie´te´
d’anti-monotonie, plus un motif est long, plus
le support est faible. Une question lie´e concerne
la stabilite´ et la cohe´rence des ordres ainsi
construits a` partir de plusieurs motifs, au dela`
du cas de plusieurs chemins pour un meˆme mo-
tif e´voque´ pre´ce´demment, et leur e´valuation res-
pective par les mesures de qualite´ propose´es.
Une autre perspective vise a` e´tudier le choix
des attributs symboliques pris en compte, pour
en conside´rer un sous-ensemble voire un seul :
OSACA conside`re tous les attributs symbo-
liques, ce qui peut eˆtre couˆteux et peu pertinent
vis-a`-vis des besoins de l’utilisateur.
Enfin, il serait inte´ressant d’enrichir
l’e´valuation de l’approche, en transposant
les concepts de pre´cision et rappel par exemple,
afin de mesurer a` quel point un attribut identifie´
par la me´thode (avec son ordre) est pertinent
(pre´cision) ou au contraire a` quel point tous
les attributs symboliques ordinaux ont bien e´te´
identifie´s (rappel).
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