answer is: «I> is to be evaluated over a state. This leads one into state operators (as in [BAB88]) or global states (see [GRP94] ), thus departing from the core of process algebra where every dynamic entity is a process.
So we feel that the primary motivation of this paper is a conceptual one and that additional motivation in terms of potential applications is both premature and superfluous. This is not meant to imply that we are pessimistic about applications. It rather is the case that we would propose to view process algebra with propositional signals as a subject in pure logic at least initially. Many extensions or modifications can be imagined: first order signals, higher order signals, infinitary and non-classical logics for the entailment relation between signals and conditions, modal and temporal logics for processes with propositional signals.
We are not aware of any previous work aiming at objectives similar to our present ones. The present approach is also followed in [BEP94] . Clearly, our approach, based on ACP [BEK84] can be adapted to CCS [MIL80] , MEllE [AUB84] or ATP [NIS94] without much effort. Adaptation to CSP
[BRHR84] is more involved dure to the different models, based on failure or ready sets.
2. BASIC PROCESS ALGEBRA WITH PROPOSmONAL SIGNALS.
BPA WITH INACfION AND NONEXISTENCE.
Let A be a finite set. The elements of A will be called atomic actions. Every atomic action is an element of P, the sort 'of processes. There are also two binary operators on P, viz. + (alternative composition) and· (sequential composition). The core system BPA (Basic Process Algebra) over this signature has the axioms AI-5 of table 1 below (x,y,z E Pl. The constant Ii denoting inaction (or deadlock) is added to the language with axioms A6,7. In this paper, we introduce a new constant for process algebra, viz .
.1. This constant stands for nonexistence, we will need it when we introduce signals further on. It is axiomatized by axioms NEI-3 of table 1 (x E P, a E A). Nonexistence stands for an inconsistent state of a process: such a state can never be exited (NEI, 2) and also, it is impossible to enter such a state from a consistent state (NE3). This signature and these axioms together constitute the theory BPA.L, Basic Process Algebra with inaction and nonexistence. Besides the sort of processes p. we will have a second sort B. Elements of this sort are propositional logic formulas over a set of basic propositional variables P1 ..... P n with constants T. F (true. false) and operators v.".=>.-, (disjunction. conjunction. implication. negation) . In derivations we can use identities of propositional logic. We use letters cI>.1jI to range Over B.
As in [BAB92] . we use the guarded command . . :~.: B X P ~ P. The expression cp:~x is read as if cp then x. We have the basic axioms of table 2 below. using the numbering of [BAB92]. The next operators to be introduced are the signal emission operators. A is the root signal emission operator and "" is the terminal signal emission operator. The intuition behind these operators is that both assign labels (signals) to the states of processes. Root signal emission places a signal at the root node of a process. Terminal signal emission places one and the same signal at each terminal node of a process. If one is interested solely in processes that emit signals exclusively in nonterminal states one may as well forget about the terminal signal emission operator. Leaving out all axioms involving terminal emission from the coming sections one will obtain an appropriate description of root signal emission. The following equations are added to BPA.L thus obtaining BPAps (BPA with Propositional Signals).
(q,A x).y = q,A (x.y) 
RSE8
The first axiom expresses the fact that the root of a sequential product is the root of its first component.
Axiom RS2 can be given in a more symmetric form as follows:
This equation depends on the fact that the roots of two processes in an alternative composition are identified. Therefore signals must be combined. The third axiom expresses the fact that there is no sequential order in the presentation of signals. Of course one might imagine that a sequential ordering on signals is introduced, but we think that the introduction of such a sequential ordering is far from obvious (it also leads to problems concerning the associativity of the parallel composition operator).
The combination of the signals is taking 'both' of them whereas x + y has to choose between x and y.
As an example, consider the following derivation:
The last axiom RSE8 is the signal inspection rule. If a signal q, is emitted, then q, holds in the current state (this is why the signal F denotes an inconsistent state). Note the following generalisation of RSE8: q,A (Ijf:--t x) = q,A (q, :--t (Ijf:--t x» = q,A «q,AIjf) :--t x).
The equations below regard terminal signal emission.
An interesting identity that follows is the following:
This equation is indeed very useful for writing efficient process specifications mainly because it allows to a large extent to work with process algebra expressions that are not cluttered with signal emissions.
The axiom system BPAps, Basic Process Algebra with Propositional Signals, consists of all axioms from tables 1-4. We proceed to give the semantics of BPAps using structured operational rules (SOS).
The semantics uses the following predicates and relations on closed terms:
• X cp,a--> x' term x can do an a-step under condition cp to term x'
• X cp,a--> 'I' term X can do a terminating a-step under condition cp leaving terminal signal 'I' • sp(x) = cp the root signal of x is cpo Plotkin-style rules for the step relations and step predicates are given in table 5, the rules for the root signal predicate are given in the form of axioms in table 6. This SOS specification is in the path format
a T,a--> T X cp,a --> x'
x.y cp.a --> x'.y X cp,a--> x', VASp(X) "# F VA x <I>,a --> x'
x cp,a --> x' X cp,a --+ Xl x+y cp,a --> V, y+x cp ,a --> 'I'
x <I> ,a --> X, XA'If"#F Then we say that a relation R on closed terms is a (strong) bisimulation when the following holds: We call two expressions x.y (strongly) bisimilar. notated X .. y. if there is a (strong) bisimulation relating X and y. We state the following proposition without proof.
2.7 PROPOSITION. Bisimulation is an congruence relation on process expressions.
As a consequence. we can consider the algebraic structure PI .. of process expressions modulo bisimulation equivalence.
2.8 THEOREM (SOUNDNESS). PI", 1= BPAps. PROOF: By the previous proposition. it is enough to verify each axiom separately. We confine ourselves to give the bisimulation relation. Note that PI ..
For axiom AI, take the relation relating left-hand and right-hand side and relating each term to itself. A2,3,4 go similarly. For AS, relate in addition all pairs of the form x·(y·z) to (x·y)·z, and all pairs of the form (cj)A x)·y to cj)A (x.y). A6 goes like AI, and for A7 it suffices to relate right-hand and left-hand side. NEI,2,3 go like A7.
GCI,IO,I3,I2 go like AI, GC2,9like A7. Gell also goes like AI, but note that here we use the
RSEI,2,3,4,7 go like AI, RSES,6 like A7. RSE8 also goes like AI, but here we also use the fact that we only need to consider valuations that make the root signal true. For TSEI, relate all terms to themselves, and all terms of the form (x·y) ""cj) to x·(Y""cj». TSE2,8, TRSE2 go like AI. For TSE3, relate all terms to themselves, and all terms of the form (x"" cj» "" Ijf to x"" (cj)I\Ijf). For TSE4, relate all terms to themselves, and all terms of the form x "'-T to x. TSES,6,7 go like A 7. For TRSEI, relate all terms to themselves, all terms of the form (x "'-cj».y to x.(cj)A y), and all terms of the form
For basic terms, there is a direct relation between syntax and semantics.
2.9 LEMMA. Let t E ' 13.
Ijf is a summand of t 2.10 THEOREM (COMPLETENESS). Let t,s be two closed BPAps terms. Then x.,. y implies BPAps f-t=5.
PROOF: By the basic term lemma, it is enough to prove this for basic terms. The proof can be completed using lemma 2.9.
As a corrolary, we have PI.,. F t=S ~ BPAps f-t=s for all closed t,s.
GLOBAL SIGNAL EMISSION.
In the next section, we will extend BPAps with parallel composition. There, we will need as an extra operator the global signal emission operator, that adds a signal to each state of a process. We give axioms for this operator in table 7, and semantical rules in table 8. With the help of the global signal emission operator. we can define a notion of invariance:
2.12 ROOT SIGNAL OPERATOR AND ROOT SIGNAL DELETION OPERATOR.
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We used the root signal operator sp in the operational semantics. We can also add this operator to the theory with the axioms of table 6. The operator sp determines the root signal of a process. If sp(x) = T we say that x has a trivial root signal. otherwise x has a non-trivial root signal. Processes that were studied until now in the context of process algebra always have a trivial root signal. We can also define an operator Pp. that removes the root signal from its argument. It remains to be seen if this operator is useful.
Notice that the equation sp(x~CP) = sp(x) is derivable:
Also x = Sp(x)A pp(x) will now be derivable for finite closed process expressions. As a rewrite rule it is useless. however. because it will immediately introduce an infinite loop. An important operator in applications is the signal hiding operator ~, that hides a propositional constant P. We give axioms based on the structure of basic terms in table 10, and provide semantics in table II. The global signal emission operator of 2.11, the root signal operator and root signal deletion operator of 2.12 and the signal hiding operator here can all be eliminated from closed terms, using the axioms given. Thus, we have the basic term lemma also for this extended signature. It is not difficult to establish that the extended theory is a conservative extension of BPAps, and that the axiomatisation is sound and complete for the term model modulo bisimulation (use the recipe of [BA V94 J).
2.14 ITERATION.
We will not deal with full recursion in this paper. It is enough to consider linear recursion and iteration.
For iteration, we use the operator' (Binary K1eene Recursion equations in the following can simply be brought into this form.
3. PARALLEL COMPOSmON.
In this section, we extend the basic theory of section 2 with parallel composition. First, we consider parallel composition without synchronisation or communication, the so-called free merge.
3.1 PAps.
The theory PAps, Process Algebra with Propositional Signals, extends BPAps with operators'""' , II, IL, and the axioms of tables 7 and 14. Now we describe a careful Car driver. CD = approach·((-,green :~ stop)·(green :~ start)·drive + (green :~ drive)). Expression TL(x) II CD now describes a correct interaction between light and driver. x <I>,a--+ x', sp(xlly) ¢ F, sp(x'lIy) ¢ F xlly<l>,a--+ x'lIy, yllx <I>,a --+ yllx'
x <I>,a--+ 1J1, sp ( Using a state operator that generates signals one can define signaling processes in such a way that the equations need not contain any signal at all, thus considerably optimizing the notation. We will illustrate this in two examples.
EXAMPLE.
Let D be a finite alphabet of data, and let D* be the collection of finite sequences over D. The empty sequence is denoted by E and adding an element d to the list x results in od. The propositional constants are as follows:
empty.
We will assume that these signals are exclusive, i.e. we will assume that the following formula always (For act only those cases are given where act will not lead to Ii.). The behavior of a stack over D is
given by the following process definition.
stack(D) = ct>" A,,(( L push_int(d) + pop_int)*Ii). In this example two buffers A and B with data from the finite set D are maintained in the state. Both buffers have length k > 1. The process to be defined allows to read data in both buffers in a concurrent mode. For both buffers A and B there is a propositional constant: openA indicates that there is still room in A (likewise for B). When both buffers have been loaded the process C compares the contents of the buffers. The comparison will send value true if the buffers were equal and false otherwise.
Thereafter the buffers are made empty again and the process restarts. We will describe the system in a top-down fashion, first explaining the overall architecture and then completing the details. SYSTEM = "'<e,e) (A II B II C). write(false) otherwise. and the action function is the identity otherwise.
The use of the state operator in this example is hard to avoid because of the parallel reading of data that must be used simultaneously later on. This issue is worked out in [VER90].
ABSTRACTION.
We provide axioms for silent step and abstraction in the setting of branching bisimulation of [GLW89].
ACptps.
The theory ACptps extends ACPps by the addition of a special constant 't i! A, the silent step, and a unary operator 'tl for each I ~ A. the abstraction operator. As axioms we have all axioms of ACPps, with now a,b E Au {o,'t}, plus the additional axioms of table 19 below.
SEMANT[CS.
a·(IP" t) = a ~IP x. (sp(yy" (t·(y 
if a E I The operational semantics now also has arrow labels of the form cp, 'to In the previous rules, we now have a E Au It}. The additional rules for the abstraction operator are shown in table 20. We call two expressions x.y branching bisimilar. notated x ttb y, if there is a branching bisimulation relating x and y. Two expressions x,y are rooted branching bisimiiar, x tt rb y. if there is a branching bisimulation that satisfies the root condition for X and y. PROOF: Similar to the standard proof of the completeness of ACP' (see [BA W90j ).
EXAMPLES.
In this section we discuss a number of examples of the use of signals and inspection.
QUEUE.
A specification of a (FIFO) queue can be given as follows. We have a given finite data set D, and the following specifications have variables indexed by sequences over D. dEY dED 6.3 STACK.
We use conventions as above. We give a number of alternatives. First a stack without signals. 
21
In this example we study a system where both signal inspection and communication playa role. We will show that communication can be replaced by inspection. We start out from a standard specification of one element buffers. that in addition always signal the contents on the output port. The buffer Bjj has input port i and output port j. and can buffer messages from some finite set O. Let 0 i! O. The signal
showj(d) means that message d is offered at port j (d EO) . shOWj(0) means that the buffer is empty. where communication is given by send2 I read2 = comm2.
and encapsulation by H = {read2. send2}.
Some calculations result in the following recursive specification (omitting the exclusivity propositions): 
where this is the free merge, i.e. this is a specification in PAps. Unfortunately, this system does not behave as a two-item buffer but as a one-item buffer. If we want the intended behaviour, we have to put in extra actions:
.. 
where this is the free merge, i.e. this is a specification in PAps.
Process algebra with propositional signals
We can derive the following specification for V: V = (readYl/\ readY2/\ ShOW2(0) /\ showa (0) As the next step, we abstract from the action set I = {read2, send2, comm2, reset2. reseta}.
We obtain:
'tj(P li V) = showa(0)A L ShOWl ( and we see that this is the same specification as for Z above.
CONCLUSION.
We conclude that we have described the interplay between the execution of actions of a process (giving the state changes, the dynamics of a process) and the propositions that hold in a state of a process (giving the static part of a process). The signal emitted by a state is a proposition that consitutes the visible part of this state, and an action leading out of a state can be conditional on a proposition that should hold in a state. In a parallel composition of two processes, an action executed by one process can be conditional, depending on the signal emitted by the other process. This described a mechanism called signal inspection or signal observation.
We have given some small examples. Further work would be to construct larger examples, and to extend both logic and process theory, for instance with timing constructs.
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