Abstract-This work presents an online learning-based control method for improved trajectory tracking of unmanned aerial vehicles using both deep learning and expert knowledge. The proposed method does not require the exact model of the system to be controlled, and it is robust against variations in system dynamics as well as operational uncertainties. The learning is divided into two phases: offline (pre-)training and online (post-)training. In the former, a conventional controller performs a set of trajectories and, based on the input-output dataset, the deep neural network (DNN)-based controller is trained. In the latter, the trained DNN, which mimics the conventional controller, controls the system. Unlike the existing papers in the literature, the network is still being trained for different sets of trajectories which are not used in the training phase of DNN. Thanks to the rule-base, which contains the expert knowledge, the proposed framework learns the system dynamics and operational uncertainties in real-time. The experimental results show that the proposed online learningbased approach gives better trajectory tracking performance when compared to the only offline trained network.
I. INTRODUCTION
Research activities to develop increased autonomy in unmanned aerial vehicles (UAVs) have taken a centre stage in the recent years due to their usefulness in providing costeffective solutions to dangerous, dirty and dull tasks, such as aerial grasping [1] , emergency evacuation [2] and building inspection [3] . In these applications, it is crucial for UAVs to be able to fly autonomously in uncertain environments with variations in operating conditions [4] . Therefore, in such conditions, adaptability is a must rather than a choice.
Given the ability of artificial neural networks (ANNs) to generalise knowledge from training samples, an ANN-based controller can be used to control nonlinear dynamic systems [5] . On the other hand, deep neural networks (DNNs) can approximate non-linear functions with exponentially lower number of training parameters and higher sample complexity when compared to ANNs [6] . Therefore, DNNs propose a novel approach to enhance the control strategies [7] .
In the literature, ANNs have successfully been integrated with control system design to improve tracking performance in uncertain environments [8] . In [9] , the unknown part of the dynamical model of a quadcopter is modelled by DNN. In [10] , DNN is used for direct inverse control of the quadrotor in simulation. In [11] and [12] , DNNs are used to learn the dynamics of helicopter and multicopter, During the offline learning phase, a conventional controller performs a set of trajectories and the input-output dataset is used for the offline training of DNN. During the online learning phase, DNN controls the UAV and, by using the expert knowledge, improves further the performance in real-time.
respectively. In [13] , DNN pre-cascaded module is used to improve the performance of UAV in tracking arbitrary handdrawn trajectory. However, in all these works, DNNs are trained offline and, then, used online without further learning. In other words, while the dynamics are learnt in the training phase, the controller is not updated in the testing phase -DNN simply mimics the conventional controller -and the operational uncertainties are no longer learnt. Unlike the traditional use of DNNs in literature, in this work, we propose an online DNN-based approach for improving trajectory tracking performance of UAVs. After an offline pre-training phase with past flight data, a DNN-based controller is used in real-time to control the UAV. Without any prior knowledge of the system, besides the training data, the proposed approach shows its capability to reduce the trajectory tracking error online by compensating for internal uncertainties and external disturbances. Moreover, it is shown that the DNN module is computationally suitable for real-time operations and adequate for arbitrary trajectory, making it applicable to the real-world tasks. Furthermore, the proposed approach employs the expert knowledge for the online training. The overall control architecture and its training process are depicted in Fig. 1 .
This work is organised as follows. The problem is formulated in Section II. Section III introduces the proposed approach. Then, Section IV presents the experimental setup. Section V provides real-time experiments with quadcopter UAV, to validate the proposed method. Finally, Section VI summarises this work with conclusions and future work.
II. PROBLEM FORMULATION
In this work, we consider a problem of designing a learning feedback control algorithm for a dynamical system, such as UAV. Our objective is to learn a control strategy of the system to achieve a high-accuracy tracking. To describe the problem, we introduce the dynamical model of UAV first.
A. Dynamical Model of Unmanned Aerial Vehicle
The world-fixed reference frame is F W = { x W , y W , z W } and the body frame is F B = { x B , y B , z B }. The absolute position of UAV p = x y z T is given by three Cartesian coordinates at its center of gravity in F W , and its attitude o = φ θ ψ T is given by three Euler angles. The rotation matrix from F B to F W is given by the combination of three single rotation matrices around φ, θ and ψ. The time derivative of the position gives the linear velocity
Equivalently, the time derivative of the attitude ω = φθψ T gives the angular velocity in F W and
The vector of control inputs u is chosen as:
where T is the total thrust along z B , whereas τ φ , τ θ and τ ψ are moments around x B , y B and z B , respectively. Finally, the dynamical model of UAV is given as in [14] :
where m is the mass of UAV, g is the gravity acceleration constant, I = diag(I x , I y , I z ) is the inertia matrix, c , s and t denote cos ( ), sin ( ) and tan ( ), respectively.
Remark 1: The dynamical system in (2) is nonlinear, coupled and underactuated. Therefore, an advanced controller is required.
The system in (2) can be written in a general form as:
where x = x y z φ θ ψ u v w p q r T , d is the disturbance term, h(x) = x y z φ θ ψ T and u is defined in (1).
B. Problem Description
If a precise model of the system exists, then the inversion of the system can be computed. Let h • f denote the composition of functions h and f ; while f i denote the i-th composition of function f , i.e., f 0 (x) = x and [15] . Let n define the dimension of the system's input, i.e., u ∈ R n , and let r define the vector of relative degrees of the system, s.t. arg min
Then, the input and the output of the system are related by
If y is affine in u, then (5) becomes
where
are the decoupling matrices. Finally, the control law at time k to track the desired output of the system y * can be written as in [16] :
However, in a real system, the system's parameters might be unknown and difficult to estimate, e.g., moments of inertia. What is more, these parameters might change during the operation of the system, e.g., mass. Moreover, it is not always possible to predict the external disturbance term. Therefore, an adaptive controller which can learn online is required. Our objective is to learn the control of the system by only looking at the performance of the system, i.e., in our case, the tracking error:
and its time derivative:ė
Thus, y k andẏ k is the only required information about the system.
III. METHODOLOGY By their nature, DNNs are distinguished from more common single-hidden-layer ANNs by their depth. The neurons are organised in input, multiple-hidden and output layers. In DNN, like in classical ANNs, the weights are modified using a learning process governed by the training rules. 
A. Offline Pre-Training
During the offline pre-training phase, a supervised learning approach is used, in which a feed-forward DNN learns to control the system from a conventional controllerproportional-integral-derivative (PID) controller, in our case. In this control scheme, shown in Fig. 2a , PID controller controls the system alone. Hence, it is utilized as an ordinary feedback controller to ensure the global asymptotic stability of the system and provide labelled training samples for DNN. The training of DNN requires the availability of a large number of labelled training samples. Each labelled training sample consists of an input and expected output pair < {e k ,ė k }, {u k } >. The training of DNN involves backpropagation to minimize the loss over all training examples. After the training, DNN can approximate the mapping from the training inputs to the outputs. The pseudo-code of offline pre-training is provided in Algorithm 1.
B. Online Training
During the online training phase, DNN controls the system, and, at the same time, learns how to improve the control performances. Since DNN training requires supervised learning, another process has to provide a feedback about its performances. In our case, fuzzy logic system (FLS) is used to provide this information. By definition, FLS incorporates the expert knowledge in form of rules and uses this knowledge to provide some useful information [17] . The control structure for online training is illustrated in Fig. 2b .
In our approach, FLS observes the behaviour of the system controlled by DNN, and, depending on the situation, corrects the action of DNN. The possible evolutions of the error are depicted in Fig. 3 . If the error is positive, i.e, e i > 0, and its time derivative is also positive, i.e.,ė i > 0, then the system diverges (top red curve in Fig. 3 ). In this case, FLS will force DNN to decrease the control signal u i significantly to stabilize the system, i.e., ∆u i 0. In another possible case, if the error is negative, i.e., e i < 0, and its time derivative is zero, i.e.,ė i = 0, then the error is steady (bottom blue line in Fig. 3 ). In this case, DNN falls down in a local minimum and FLS will give a small positive perturbation, i.e., ∆u i > 0. Finally, if the error is zero, i.e., e i = 0, and its time derivative is also zero, i.e.,ė i = 0, then, this is the optimal case (green line in Fig. 3 ) and no action has to be taken, i.e., ∆u i = 0.
These empirical rules can be formally described by a Mamdani FLS with triangular membership functions to represent the fuzzy sets. The rules for each possible case Table I . The inputs to the FLC are selected to be the tracking error and its time derivative, i.e., e i andė i ; while the output is the correction signal, i.e., ∆u i . The input is represented by three fuzzy sets: negative, zero and positive; while the output can belong to five fuzzy sets: big decrease, small decrease, no changes, small increase and big increase.
However, FLS requires operations among fuzzy sets which are time-consuming. Therefore, by using a similar approach to the one described in [18] , a fuzzy mapping which represents the FLS in Table I can be generated for a general multidimensional case:
where denotes Hadamard product and α is the adaptation rate. The fuzzy mapping reduces significantly the computation time which makes this approach suitable for real-time systems [19] . The pseudo-code of online training is provided in Algorithm 2. Fig. 3 . Possible evolution of the tracking error in a dynamical system. The system can diverge (red curves), converge (cyan curves), it can have a steady-state error (blue lines), or the error can be zero (green line). 
IV. EXPERIMENTAL SETUP
The experimental platform used in this work is Parrot Bebop 2 quadcopter UAV. This UAV is controlled via a Wi-Fi connection and the robot operating system (ROS) is used to communicate with UAV. The motion capture system provides the UAV's real-time position at 240Hz. This position is fed into the ground station computer (CPU: 2.6GHz, 64bit, quad-core; GPU: 4GB; RAM: 16GB DDR4) where the algorithms are executed. Once the control signal is computed, it is sent to the UAV at 100Hz rate.
For the attitude/velocity tracking, the onboard nonlinear geometric controller on SE(3) is used [20] . The attitude controller is responsible for mapping the high-level control inputs, i.e., θ * k φ * k w * k , to the low-level control commands, i.e., u k in (1).
A. Deep Neural Network Structure
Three feed-forward DNNs with hyperbolic tangent (tanh) activation functions are used to learn the control mapping for each controlled axis: x, y and z. The inputs to DNN for the x-axis are the errors and their time derivatives on the x-axis, {e x,k , e x,k−1 , e x,k−2 ,ė x,k ,ė x,k−1 ,ė x,k−2 }, and the output is the desired pitch angle, {θ * k }. Similarly, the inputs to DNN for the y-axis are the errors and their time derivatives on the y-axis, {e y,k , e y,k−1 , e y,k−2 ,ė y,k ,ė y,k−1 ,ė y,k−2 }, and the output is the desired roll angle, {φ * k }. Finally, the inputs to DNN for the z-axis are the errors and their time derivatives on the z-axis, {e z,k , e z,k−1 , e z,k−2 ,ė z,k ,ė z,k−1 ,ė z,k−2 }, and the output is the desired vertical velocity, {w * k }. Remark 2: Both DNN controllers with and without online learning consist of three parallel sub-networks for x, y and z axes.
In our case, after some heuristic analysis and experimental trials, the architecture of each network is chosen to consist of 6 input neurons (n I = 6), 6 scaling neurons, 2 fully connected hidden layers (n L = 2) with 6 neurons in each layer (n H = 6), 1 unscaling neuron and 1 output neuron (n O = 1). From the asymptotic analysis, the runtime complexity for the
While the runtime complexity for the back-propagation is
where n QN is the number of iterations in the quasi-Newton method. Moreover, the runtime complexity for the fuzzy mapping in (9) is constant w.r.t. the architecture of the network, i.e., O(1). The dominant operation in DNN 0 is the forward-propagation; therefore, the runtime complexity of DNN 0 is polynomial. However, DNN with online learning involves both forwardpropagation and back-propagation; therefore, the runtime Algorithm 2: Online post-training of DNN.
Input: Pre-trained DNN 0 Output: Trained DNN Result: Learns and controls the system online begin
e k ← y * k − y k by using (7) e k ←ẏ * k −ẏ k by using (8) ∆u k ← FLS(e k ,ė k ) by using (9) Calculate u k by forward-propagation Update by back-propagation < {e k ,ė k }, {u k + ∆u k } > until landing end complexity of DNN is also polynomial but asymptotic to O(n QN · n L · n 4 H ). Therefore, the proposed architecture was chosen as a compromise between the learning capability of the neural network and the update time through the backpropagation.
The error type is an important term in the loss index, and, in our case, it is chosen as the normalized squared error. The initialization algorithm is used to bring the neural network to a stable region of the loss function, and, in our case, it is selected as the random search. The training algorithm is the core part of the training, and, in our case, the quasi-Newton method is the most suitable choice for both offline and online training.
B. Data Collection
To prepare the training samples of the flight data, the system was controlled by a conventional controller alone, while the position errors and their time derivatives were collected as training inputs, and the control signal was saved as the labelled output. By using PID controller, 100 000 instances have been collected in the training dataset for each axis. This dataset is large enough for our application, however, the proposed method does not have any limitations on the dataset size. The training data include slow circular and eight-shaped trajectories on xy-, xz-and yz-planes with the reference speed of 1m/s.
V. EXPERIMENTAL RESULTS
In order to validate the capabilities of the proposed controller in Section III, the trajectory following problem of a quadcopter UAV is considered. The proposed control architecture and its training process are depicted in Fig. 1 . Three different types of trajectories have been tested: slow circular, fast circular and square-shaped. In order to show the efficiency and efficacy of the DNN-based controller, it is compared with a well-tuned PID controller (used during the offline pre-training) and DNN controller without online training, DNN 0 .
The first study case is the tracking of the slow circular trajectory with radius 1m at 1m/s which has been used during the pre-training phase. Fig. 4a shows the results of the 3D trajectory tracking for the first case. The projections on x, y and z axes of this portion of the trajectory are shown on Fig. 4b . The evolution of the Euclidean error for the tested controllers is illustrated in Fig. 4c . The second study case is the tracking of the fast circular trajectory with radius 1m at 2m/s which has not been used during the pre-training phase. Fig. 4d shows the results of the 3D trajectory tracking of the second case. The projections on x, y and z axes of this portion of the trajectory are shown on Fig. 4e . The evolution of the Euclidean error for the tested controllers is illustrated in Fig. 4f . The third study case is the tracking of the squareshaped trajectory with side length 2m at 1m/s which also has not been used during the pre-training phase. Fig. 4g shows the results of the 3D trajectory tracking of the third case. The projections on x, y and z axes of this portion of the trajectory are shown on Fig. 4h . The evolution of the Euclidean error for the tested controllers is illustrated in Fig. 4i . It is possible to observe that DNN controller with online training is able to learn the system dynamics and decrease the tracking error over time on all tested trajectories. As visualized from Figs. 4b, 4e and 4h, DNN has faster responses, since it is able to estimate the desired control signal in (6) and predict the evolution of the system dynamics. It has to be emphasised that online DNN evolves from pre-trained DNN 0 during the learning process. Moreover, as expected, DNN 0 without online learning has poor performances on the trajectories which have not been used for its training.
For a statistical analysis of control performances, the experiments are repeated five times for each trajectorycontroller combination under the same conditions. Fig. 5 presents a box-plot to compare the tracking performances of three different controllers on three tested trajectories. It is possible to observe that on average DNN controller with online learning outperforms other controllers on the tested trajectories. In addition, the maximum absolute error is also lower for the online DNN-based controller, even for previously unseen trajectory. Finally, the variance of the error is similar for PID and DNN with online learning controllers.
As can be seen from Table II , the DNN-based controller with online learning outperforms both PID and DNN 0 for all tested trajectory in terms of mean absolute error (MAE). Averaged results from numerous experiments depict that the overall improvement of 60%, 61% and 46% in MSE is achieved as compared to a well-tuned PID controller for slow circular, fast circular and square-based trajectories, respectively. While this ratio goes up to 62%, 70% and 64% when compared with pre-trained DNN 0 for the same trajectories. Though the online DNN-based controllers can learn promptly how to control the system, the computing time is still the main drawback of this controller with online back-propagation. The computing time is polynomially proportional to the number of hidden layers and the number of neurons in each layer. Therefore, deeper is the network, more complex functions it can learn but more computational power it requires. The average experimental computation time for DNN with online back-propagation is around 5.4ms, while for PID and DNN 0 without online learning this time is only 8µs and 16µs, respectively. However, 5.4ms is still an acceptable time for real-time applications, which allows the controller to run at almost 200Hz.
VI. CONCLUSIONS
In this work, we have presented a novel approach for a high-level control of UAV that improves online the trajectory tracking performances by using deep learning and expert knowledge. The learning is subdivided into two phases: offline pre-training and online training. During the offline learning phase, a conventional controller performs a set of trajectories and the batch of training samples is collected. Then, DNN-based controller, DNN 0 , is pre-trained on the collected data samples. However, DNN 0 cannot adapt to the new flying conditions unseen during the pre-training; therefore, the online training is required. During the online learning phase, DNN controls the system and adapts the control input to improve the tracking performance. The expert knowledge encoded into the rule-base, thanks to the fuzzy mapping, provides the adaptation information to DNN allowing the real-time learning. Once DNNs are trained during the flight on UAV, the experimental results show that the proposed approach improves the performance by around 50%. We believe that the results of this study will open the doors to a wider use of DNN-based controllers with online training in real-world control applications as the proposed structure is suitable to deploy in real-time control systems.
In the future, we will test the DNN-based controller for the aerial transportation where the system dynamics change drastically. In addition, we will extensively analyse the parameters and architecture of DNN and their performances. Moreover, the analytical stability proof of the proposed approach will be provided.
