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In this paper, we investigate the statistical signal-processing algorithm to measure the instant local clock jump from the timing
data of multiple pulsars. Our algorithm is based on the framework of Bayesian statistics. In order to make the Bayesian algorithm
applicable with limited computational resources, we dedicated our efforts to the analytic marginalization of irrelevant parameters.
We found that the widely used parameter for pulsar timing systematics, the ‘Efac’ parameter, can be analytically marginalized.
This reduces the Gaussian likelihood to a function very similar to the Student’s t-distribution. Our iterative method to solve the
maximum likelihood estimator is also explained in the paper. Using pulsar timing data from the Yunnan Kunming 40m radio
telescope, we demonstrate the application of the method, where 80-ns level precision for the clock jump can be achieved. Such a
precision is comparable to that of current commercial time transferring service using satellites. We expect that the current method
could help developing the autonomous pulsar time scale.
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1 Introduction
Pulsars are stable celestial clocks, particularly, the long-term
stability of millisecond pulsars (MSPs) is comparable to that
of the current atomic time-scales [1,2]. On a short time-scale,
the noise in pulsar timing signals becomes signal-to-noise ra-
tio limited, and it is widely accepted that the atomic clock
is more stable [1]. At first glance, pulsar timing would not
help much, if one focuses on the short term timing stabil-
ity. Indeed, most of the previous studies aimed at developing
a pulsar time-scale with long-term stability [3-7], while the
short-term stability is not extensively investigated.
The traditional local time-frequency sources based on the
*Corresponding author (email: kjlee@pku.edu.cn)
atomic clock to generate the frequency standard, GPS tech-
nology have two major components: (i) a local and (ii) a GPS
receiver as a servo to regularize the long-term timing stability
[8]. The atomic frequency standard easily reaches a daily Al-
lan variance of 10−13, while the GPS system performs rather
well in time broadcasting, and the precision of 10 ns or better
can be achieved using the commercial systems [9]. Clearly, it
is unreasonable to expect that pulsar timing will surpass such
high stability on short-timescales.
However, the above mentioned stability of the atomic fre-
quency standard is based on the assumption that the atomic
frequency standard is well behaved. In practice, due to en-
vironmental variations, frequency standard tuning, or other
factors (e.g. accidentally changing clock configuration, re-
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placing cables, or interference in the GPS receiver), the local
time standard sometimes shows unexpected jitter. In most of
the cases, the time signal jumps for a few micro- to milli-
seconds. This is a rather common phenomenon, and appears
nearly at all astronomical observatories (for an example, see
[10]). Clearly, the very first step to construct a standalone
pulsar timescale aiming at real scenario applications would
be the identification of those signal jitters and related correc-
tions.
In this paper, we propose to use the timing data of multiple
pulsars to diagnose and correct such local time jitter. This
is very similar to a pulsar timing array (PTA) experiment,
which primarily aims at detecting gravitational waves at the
nano-Hz band [11]. We introduce the algorithm to compute
the local clock jumps from pulsar timing data in Section 2. In
Section 3, we demonstrate the algorithm using pulsar timing
data from the Kunming 40m (KM40m) radio telescope. The
conclusions and discussions are made in Section 4.
2 Waveform estimation for clock jumps
In the common pulsar timing practice, one measures the TOA
at the telescope site. The TOA is then converted to the TOA
as seen by an observer at the pulsar’s co-rotating reference
frame. During the conversion, one accounts for effects such
as Earth motion in the Solar system, electromagnetic wave
dispersion, pulsar motion with respect to the Solar-system
barycenter. The orbital dynamics of the pulsar also need to
be corrected, if it is in a binary system. The next step is to
compute the pulsar timing residuals. Here, an integer phase
is subtracted from the pulsar-frame TOA, and the difference
between the TOA and the modeled integer phase is the tim-
ing residual. All the unmodeled effects, such as clock jitter,
reside in these timing residuals. We refer the interested read-
ers [12] and references therein for an extensive description of
pulsar timing techniques.
The clock jitter or jump introduces a common mode in all
pulsars timing data, i.e. all the TOAs will be late for a given
value at the same epoch, if the clock ticking leaps forward.
Such a common mode is very different from other possible
noise signals, e.g. pulsar intrinsic noise will not be correlated
among pulsars. The clock-induced commonmode is identical
for all pulsars. We need to identify this identical signal and
estimate the waveform in order to compute the clock jump.
Our algorithm to extract the clock jump is based on the
maximum likelihood estimator (MLE). For the waveform
estimation purpose, the MLE was proven to be asymptoti-
cally optimal [13]. Such a property guarantees that the error
of waveform estimation approaches the best possible values
when the signal-to-noise ratio becomes large.
Clock jitter happens on timescales usually less than a few
minutes. We can use pulsar timing data around the jitter
epoch to determine the clock jitter amplitude. Neglecting
the red noise contribution for short timescales1), the timing
residuals contain mainly two parts, the clock jitter and mea-
surement error, i.e.
Ri, j = s j + ni, j , (1)
where we denote the timing residual of the i-th pulsar at the
j-th epoch as Ri, j, si, j is the waveform of the clock jitter and
ni, j is the measurement error, following the same convention
for the indices as for the timing residual (R). The noise (ni, j)
is a zero mean Gaussian random variable. In this paper, we
assume that there are extra systematics in determining the er-
rorbar of each TOA. We summarize the systematics using the
‘Efac’ parameters similar to previous studies [14]. The like-
lihood for the timing residual thus becomes
f (Ri, j) ∝
N∏
i=1
Mi∏
j=1
1
ηiσi, j
e
− 1
2
(
Ri, j−si, j−µi
ηiσi, j
)2
. (2)
Here, the function f is the likelihood function, i.e. the prob-
ability density for the given data (Ri, j). N and Mi are the
total number of pulsars and epochs for the i-th pulsar. µi is
the local mean of the residual, σi, j is the errorbar of each data
point. The ‘Efac’ parameter ηi is defined for each pulsar to in-
clude the minimum practical modeling for the measurement
of systematics.
Focusing on the clock jitter, the signal will be identical for
all pulsars. We model the clock jitter using a step function of
the form
si, j =

s0, for Ti, j > t0 ,
0, for alternatives ,
(3)
where s0 is the amplitude of the clock jitter, which allows for
both positive and negative values corresponding to the two
possible ways of clock jitter, i.e. delay or advance. The time
epoch of the data points is described by Ti, j.
We can now split the likelihood into a multiplication of
two independence parts, the one before the clock jitter and
the one after it, i.e.
f (Ri, j) ∝
N∏
i=1
before∏
j=1
1
ηiσi, j
e
− 1
2
(
Ri, j−µi
ηiσi, j
)2 N∏
i=1
Mi∏
j=after
1
ηiσi, j
e
− 1
2
(
Ri, j−s0−µi
ηiσi, j
)2
.
(4)
By inserting Equation 3 into Equation 4, one can see that
the likelihood is controlled by 2 + 2N parameters. There are
1) We can neglect the red noise, if its power is much lower than measurement error. For data span of less than one year, we can neglect red noise of most
PTA MSPs such as that measured by [7] for long-term datasets.
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two parameters for the clock jitter, the event’s amplitude and
epoch (s0 and t0), N pulsar ‘Efac’ parameters (ηi) and finally
N local mean values (µi). The MLEs for all the parameters
are derived according to
s0, t0, µi, ηi = argmax[ f (Ri, j)] . (5)
The statistical inference seems to be straightforward, e.g. one
can perform Monte-Carlo Bayesian inference with the likeli-
hood function (Equation 4) to measure all 2+ 2N parameters
and related errors.
However, for the current problem, such a full Monte-Carlo
Bayesian method is not ideal. It has a very high computa-
tional cost due to the potentially large number of parameters.
On the other hand, the Bayesian method would perform the
inference on all parameters, for some of which we are not
interested in their values, e.g. ηi and µi are parameters for in-
dividual pulsars. Furthermore, we only need to measure the
epoch of jitter to the precision of observation cadence due
to the sparseness of pulsar timing observations. The require-
ment for jitter-epoch estimation is rather rough. As we will
show in the following paragraphs, it is possible to compute
the MLE in a very computationally efficient way, if we per-
form a one-dimensional search for the jitter epoch (t0). That
is, we can compute the MLE and error for the clock jump
amplitude using a direct method, at each trial jitter epoch.
Since ‘Efac’ parameters are not required, we can marginal-
ize the them by integrating the likelihood function ( f ) under
Bayesian prior, and the reduced likelihood ( f ′) is then de-
fined as
f ′(Ri, j) ≡
∫
f (Ri, j)p(η) dη , (6)
where function p(η) is the prior of η. The least informative
prior will be p(η) ∝ 1/η, i.e. when the η probability dis-
tributes uniformly in logarithmic space [15]. Inserting Equa-
tion 4 into Equation 6, one can show that 2)
f ′(Ri, j) ∝
N∏
i=1

before∑
j=1
(
Ri, j − µi
σi, j
)2
+
Mi∑
j=after
(
Ri, j − µi − s0
σi, j
)2
−Mi/2
.
(7)
The above result is very similar to the Student’s t-distribution
with M − 1 degrees of freedom, which describes the mean of
a normally distributed population with finite sample size and
unknown standard deviation. Note that for any time epoch
between two available data points, the data defining ‘before’
and ‘after’ are the same, and as such for all time epochs be-
tween these points the likelihood value will be the same. In
this way, the best measurement precision for the epoch of
clock jump is the length between the two nearest data points
containing the jump. This becomes more apparent in case
where the jump is associated with data gaps longer than the
average data cadence, as we will also see in Section 3.
The MLE for µi can be readily computed from ∂ f
′/∂µi =
0, which leads to
µˆi =
∑before
j=1 Ri, jσ
−2
i, j∑before
j=1 σ
−2
i, j
. (8)
Here the hat symbol Xˆ stands for the estimator for any given
parameter, X. The condition for the MLE for s0 is ∂ f
′/∂s0 =
0, which gives an implicit expression
N∑
i=1
∑Mi
j=after
Ri, j−µi−sˆ0
σ2
i, j
1
Mi
[∑before
j=1
(
Ri, j−µi
σi, j
)2
+
∑Mi
j=after
(
Ri, j−µi−sˆ0
σi, j
)2] = 0 . (9)
We can use a two-step iterative method to solve the MLE for
s0 from Equation 9, as follows: step i. start with the initial
value of s0 = 0 and compute the re-scaled errorbar using
σ′2i, j = σ
2
i, j
1
Mi

before∑
j=1
(
Ri, j − µi
σi, j
)2
+
Mi∑
j=after
(
Ri, j − µi − sˆ0
σi, j
)2 ,
(10)
step ii. update value of s0 using
sˆ0
′ =
∑N
i=1
∑Mi
j=after
(
Ri, j − µi
)
σ′−2
i, j∑N
i=1
∑Mi
j=after
σ′−2
i, j
. (11)
Here, Equation 10 acts to estimate the errorbars of each pul-
sar using the total standard deviation after removing the jump.
Equation 11 uses the re-scaled errorbar to compute the error-
weighted average of the jump. The experiment shows that
3 to 5 iterations are usually enough to get the σ′
i, j
stable to
within 15 digits with the our updating scheme. The above
results (Equation 8 and 9) agree with the ad-hoc χ2 = 1 ap-
proach, which is a rather common method to deal with the
systematics in errorbar [17].
We now proceed to compute the error of the MLEs. From
Equation 11, one can show that the variance of the estimator
sˆ0 has two parts
Var[s0] ≡ 〈sˆ02〉 − 〈sˆ0〉2 ≃ A + B , (12)
where the part A and B are
A =
∑N
i=1
(∑Mi
j=after
σ−2
i, j
)2
/
(∑before
j=1 σ
−2
i, j
)
(∑N
i=1
∑Mi
j=after
σ−2
i, j
)2 , (13)
B =
1∑N
i=1
∑Mi
j=after
σ−2
i, j
. (14)
2) We have used integral of
∫ ∞
0
η−n−1 exp
[
−a/(2η2)
]
dη = 2n/2−1a−n/2Γ(n/2) [16], where Γ is the Gamma-fucntion.
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Part A comes from the error in estimating the local µi using
data before the jump, and part B originates from the error of
the data after the jump. The error of sˆ0 is δsˆ0 =
√
Var[s0].
From Equation 12, one can see that the final error in the es-
timator agrees with the optimal weighting averaging. It is
clear that we have used all the available information in the
data when estimating the clock jitter amplitude.
The above MLE, sˆ0 and µˆi, are the estimators for the clock
jump amplitude and residual leveling given a pre-determined
clock jump epoch. In practical situations, we will not know
the clock jump epoch beforehand, and we need to search for
it. As shown in the next section, we can simply calculate sˆ0
on a dense grid of clock-jump epoch trials. The most likely
jump is the largest among the trials.
While in this discussion we focus on the clock jump sig-
nal, in practice one also needs to account the pulsar timing-
parameters fitting. One can implement the timing-model fit-
ting by replacing µi in Equation 7 with the linearised timing
waveform. In this paper, we take a simpler iterative approach,
where we repeat the step of fitting for the clock jump and for
timing parameters several times, until the result converges.
Note that in each iteration, we subtract the fitted jump from
the site arrival times (TOAs at the observatory) when fitting
the timing parameters. Such an iterative method also helps to
derive the clock jump referring to the telescope site.
3 Example using pulsar timing data from the
Yunnan observatory
We first validate our algorithm using simulated data. We
simulate timing data of two pulsars (PSRs J1713+0747 and
J0437-4715, which are the most accurately timed pulsars in
our campaign) with similar length and cadence as the real
data, which we are going to discuss right after, in this sec-
tion. The data is simulated with precision of 5 µs. We inject
a clock jump at MJD 58380 with an amplitude of 5 µs. The
data and recovered clock jump value are shown in Figure 1.
As one can see, the current algorithm recovers the clock jump
amplitude well.
Figure 1 Left panel: The simulated pulsar (relative)timing residual for two
pulsars. The x-axis is the barycentric TOA in Modified Julian Day (MJD)
and the y-axis is units of time. The scale is drawn and labeled on the top-
left corner of the figure. We injected a 5-µs clock jump at MJD 58380.
Right panel: The recovered clock jump (y-axis) as a function of jump epoch
(x-axis). One can see we recover the clock jump successfully, where the
measured jump is 5.08 ± 0.1 µs.
We now turn to the real data. The Yunnan Astronomical
Observatory (YNAO) of the Chinese Academy of Science
operates the Kunming 40-meter radio telescope (KM40m).
The telescope was built in 2006 for the Chinese lunar-
probe mission. It is located in the south-west of China
(N25◦01′38′′, E102◦47′45′′), approximately 15 kilometers
away from the city of Kunming. The total collecting area
of KM40m is 1250 m2. Our timing data were collected us-
ing a room-temperature receiver (70 K system temperature),
originally designed for communication purposes. The center
frequency is 2.5 GHz and the bandwidth is 300 MHz.
We have been regularly timing five millisecond pulsars
since 2017. The observing schedule is much more intense
compared to a typical pulsar timing program (e.g. see [18]),
as we observe the same set of pulsars almost daily. Part of our
timing efforts aim at helping to identify the potential issues in
the frequency-clock signal chain of telescope systems. Fol-
lowing the standard timing pipeline, we measured the TOAs
using the software PSRCHIVE [19], and computed the tim-
ing residual using TEMPO2 [14, 20].
On the 25th of August 2018, the clock signal distributor
was broken during an intense lightning storm. Switching to
the back-up signal path led to a jump in the pulsar timing
signal, as shown in Figure 2.
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Figure 2 The timing residuals of the two most accurate millisecond pulsars
in our timing array pool, i.e. PSR J1713+0747 and PSR J0437−4715. The
x-axis is the barycentric TOA in Modified Julian Day (MJD) and the y-axis
is the time. The scale is drawn and labeled on the top-left corner of the fig-
ure. Since the timing dataset have arbitrary offsets, we can simply compare
the two pulsars in the same panel. There is a clock jitter around MJD 58355,
i.e. 25/08/2018, because of the signal path switching.
The search of the clock jump is shown in Figure 3, where
we compute the clock-jump value on a grid of jump epoch.
The maximum clock jump value appears in the span between
MJD 58350 and MJD 58365. After correcting the jump at
MJD 58350, no significant clock jump can be further de-
tected. The measured jump is 12.71 ± 0.08 µs. We have de-
termined the clock jump with a precision of 80 ns, which is
8 times lower than the original pulsar timing precision (600
ns for PSR 0437-4715). The 80-ns precision mainly comes
from the statistical algorithm presented in this paper.
Figure 3 Upper panel: The inferred jumps as the function of jump time.
The x-axis is the time in MJD, the y-axis is the amplitude of the clock jump.
The inferred clock jump peaks between MJD 58350 and 58365, the ampli-
tude is 12.71 ± 0.08 µs. The error-bar is the standard deviation of the esti-
mator. Note that there is a plateau from MJD 58350 to 58365. This is due to
the data gap, in which time interval we can only deduce the time window of
the clock jump, rather than pin down the exact epoch of clock jump. Lower
panel: The inferred jumps after removing the 12.71 µs jump at MJD 58350.
No jumps can be further detected with more than 1-σ confidence.
4 Conclusion and Discussion
In this work, we have investigated a computationally efficient
method to measure the observatory’s local clock jumps using
pulsar timing data as the first step to build the autonomous
pulsar time-scale. In order to minimize errors in determin-
ing the clock jump, we used Bayesian statistics, with which
the unknown systematics can be marginalized with an an-
alytic calculation. The estimator we adopted is the MLE,
which is thought to be asymptotically optimal. We found
that the Gaussian likelihood after marginalization over the
noise scales leads to a distribution similar to the Student’s t-
distribution. Using the method, we measured the clock jump
at Yunnan observatory using the pulsar timing data, where
80-ns precision could be achieved using the observed data.
The current precision is worse than that of widely used GPS
time delivery service. Using a better receiver (e.g. 20 K
noise temperature) with wider observation bandwidth (e.g.
900MHz) will bring the precision down to an 8-ns level,
which will be better than that of the current GPS time de-
livery service. In addition, the precision can also be im-
proved if some larger facilities can be used, for example,
the Five-hundred-meter Aperture Spherical radio Telescope
(FAST). FAST has just complete its initial commissioning
[21] and first studies on pulsars have also been made by using
it [22-26]. Moreover, in general, the clock precision scales as
∼ N1/2psr , with Npsr the number of pulsar observed. If more
telescope time is available, we can time more pulsars, which
would allow substantial improvement on the precision of pul-
sar time-scales. In this way, pulsar timing may be used as an
independent method to check the local clock stability, if the
GPS signal is not available or if the autonomy is the priority.
Due to the intrinsic phase confusion of the pulsar timing
technique, the clock-jump value (s) seen in the timing resid-
uals is the remainder of the division of the real clock jump
(sreal) by pulsar period p, i.e. sreal = s (mod p). In this way,
one will not recover a clock jump that is larger than the rota-
tional period of the pulsar in the array with the longest one.
This difficultly can be resolved by observing a long period
pulsar in the array. The long-period pulsar can help to de-
rive an initial guess of the jump value. For our analysis, we
used PSR B0329+54, which has a rotational period of 0.7 s.
The MSP timing data can be preconditioned to the coherent
state, and the final clock jump without phase confusion can
be measured with the MSP ensemble.
The measured clock jump in the timing residuals refers
to the barycentric dynamical time. However, in practice we
need the clock jump with respect to the local terrestrial time
(most of the times, Coordinated Universal Time). In this pa-
per, we perform the reference frame correction using an iter-
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ative approach, where we can measure the clock jump in the
barycentric frame, correct the local TOA with the measured
jump, reform the timing residual (with timing-parameter fit-
ting), and repeat the iteration. Once the process converges,
i.e. when no further clock correction is needed, one deter-
mines the clock jump in the terrestrial frame. The iterative
method thus also enables us to fit for the pulsar timing pa-
rameters.
In the current paper, we focus on the clock jump, so the
timing-parameter modeling is not explicitly shown. One can
include the timing parameter modeling in the Equation 7 by
replacing the central value µi with the linearised timingmodel
[14]. Here, the iterative procedure automatically takes care of
the timing parameter fitting.
Pulsar timing residuals often contain red noise, i.e. time-
correlated noise. In the current paper, we consider white
noise only, which reduces the computational cost signifi-
cantly. There are two major reasons that legitimize our de-
cision to take such a simplified approach. Firstly, the clock
jump is highly localized in time, therefore we do not need an
extended dataset to measure its value. The contribution of red
noise in such a short time scale is small and usually the white
noise dominates. Secondly, we have marginalized the ‘Efac’
parameters, which take care of the noise systematics.
In order to get a robust error estimation, we include the
‘EFac’ in our model. We neglected the jitter noise modeling
because the radiometer noise (error bars) is much larger than
the jitter level. For example, the 1-hr weighted precision of
J0437−4715 is 600 ns at YN40m, which is 6-20 times larger
than the jitter noise measured [27]. Similarly, the current ac-
curacy for the clock jump is 80 ns based on 150-day observa-
tion. The jitter noise contribution is further averaged out by
another order of magnitude with the current data processing
algorithm.
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