Abstract: Most systems that are the subject of control engineering studies have some non-linearity. An example of this is the horizontal cylindrical tank, commonly used in process industries. To deal with cases like this, several control theories have been developed over time, each one presenting better results in certain systems. This work presents an alternative for the control of nonlinear systems, without necessary modeling or previous information about the system, based on a new optimization law for the artificial neural network training in real time.
Introduction
One of the most fundamental characteristics in nonlinear dynamic systems is the disobedience to the principle of superposition, valid only in linear systems. The result of this observation has the consequence that for different references provided to the controller in a non-linear system, it requires control efforts that vary in a non-linear way when compared with the variations of the reference. This explains why linear controllers, such as PID, in some moments has efficient results and another inefficient in different points in non-linear systems [1] .
A very recurrent alternative is the development of control theories based on linearization of the process around a usual point of operation. As example, it is possible to mention PID controllers with multiple tuning [2] and controller based on linear model (MPC) [3] . Some alternative linearization techniques have been developed and applied such as Adaptive fuzzy controller [4] neural model based controller (NNMPC) [5] , which can have direct and / or indirect models of the system [6] , it has being an evolution of the idea presented by Widrow and Walach [ 7 ] in theirs book Adaptive Inverse Control.
In the industry process, the most advanced controls are model-based, MPC [8] . However, this type of controller has some deficiencies in its industrial applications. The majority model-based controllers in industry have linear models of the controlled processes. As the process moves away from the creation point of the model, the efficiency of the controller tends to fall due to the prediction errors attributed to the linear model. Additionally, the periodic non-updating of the models, knowing that, the processes undergo changes in their dynamics with the years of operating time extends.
The alternative found by [5] demonstrates a more robust response, in order to increase the efficiency of this type of controller in non-linear systems. However, this training occurs by batch, offline, and does not contemplate the second problem cited in the previous paragraph. Searching to present an alternative solution to already existing methods, the main idea of this article is to develop a neural controller that could control an unknown system, that is, without models, without previous information, with randomly initiated synaptic weights, and still capable of adapt to the process changes with real time learning. Thus, a new optimization function is presented to be applied in joint with the Backpropagation algorithm.
Experiments
One of the most-known algorithms for training a neural network is the Backpropagation, such algorithm can be used to train a neural controller by batch [9] or in real time [10] . The training algorithm of a neural network is based on the idea of the mean square error (MSE), whose function is defined as:
Where the value of y corresponds to the output of the neural network. This value can be defined by the following equation:
Which the function φrepresents the activation function of the neuron, M represents the matrix of synaptic weights that connect the input layer data to their respective neurons, and finally, X which represents the input vector in this neuron. Assuming that the equation (1) is an optimization problem and assuming as the matrixMthe decision variables of the problem, it arrives at:
Writing the equation (3) through the gradient optimization method, it has to:
The equations 3 and 4 summarize the Backpropagation algorithm for only one neuron. The type of controller that this article proposes to develop, such an algorithm written in this way, is not compatible with the definition of the problem, which there is not known model of the plant and could learn in real time. Figure 1 shows the block diagram of the control structure as known in the literature. As is shown above, the output of the network is represented by U and no more for y , therefore can not be written as equation 1 due the output Y the process that will be compared to the value of REF is an function of (P), plant,dependent on U, then the equation 1 should be rewritten as:
The current literature proposes two ways of training a neural network to control systems in this way. The first way is the development of a dynamic model that represents the plant ( P ). The advantages of this method is possibility of real-time training, without the necessary of previous data. The great disadvantage is the inefficiency of the controller until a suitable model of the plant (P) is created. The second mode is to collect process data for batch training, off-line.
In both cases, it is necessary to acquire data to develop models. To avoid this problem, it was necessary to create a new objective function that the controller could control with the Backpropagation algorithm the system in real time. This equation is demonstrated in the matrix form as:
Where: A disadvantage of this approach in comparison to controllers that have a model, even if linearized, is the impossibility of predicting the effect of their control actions that have been implemented or that will be, or even in PID controllers where there is derivative action that seeks to anticipate the correction. As a result of this limitation, in dynamic systems whose system response to the input stimulus needs time to stabilize, the system oscillates until it stabilizes at the desired reference value. Such behavior resembles that of a sub-damped second-order system, as can be seen in the following section.
In order to try to accelerate the correction of the system and minimize possible oscillations, this work utilizes the idea of governor of reference. Such implementation is not new in control systems, but remains a great artifice for smoothing corrections in non-linear systems. With this adaptation, the block diagram illustrating the controller presented by this work in figure 1 is changed to the following figure. The function used by the governor of reference is defined as follow:
The choice of this function is based on the idea that the rate of change of the plant output in relation to time. When the subtraction result, contained within the parentheses, is greater than zero, it means that the output variable is at elevation, what for a stable system, should mean that the reference is at a value above the controlled variable. For < 0, implies that the governor of reference should reduce the input value so the controller has a smaller error than the actual one, doing the correction smoother. The inverse occurs when the subtraction results in a negative value.
Results
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The system chosen for the application of this controller was a horizontal cylindrical tank. Such system has non-linear characteristics; hence, the volume inside the tank does not change linearly with the variation of height. This system had its analytical modeling described in [11] . Below is the figure that represents the system. The systematic during the simulation of the two types of control were the same, the simulation time was 15000 seconds and every 1500 seconds the reference was changed randomly. At the top of the figures are the response curves of the system, while at the bottom, the control actions. Figure 4 represents the response of the system under the action of the controller PID. It is possible to note that for large changes in the reference, this linear controller suffers with overshoots in its control action. It is also notable that in some moments with great variations its control action gets to be zeroed, which causes greater oscillation due to the value that is accumulated in the integrative action of the algorithm. Figure 5 represents the response of the system to the neural controller without the anticipatory action of the governor of reference. It is observed that it takes a long time for the system to stabilize, even though the control action is always close to the steady state value. The control amplitudes are also shown to be smaller. All smoothness that can only be achieved due to the action of the reference controller since the neural controller with real-time learning has no action that can anticipate its correction. Figure 7 represents the reference desired for the blue level and in red the reference that is presented to the controller after the action of the reference controller acting according to equation (6) . Table 2 shows the values used to tune the controllers in the simulations. The tuning of the PID controller was accomplished by Auto Tune Matlab tool, while others were set by trial and error. In table 3 is listed the two parameters for comparison of performance of both controllers. In the first parameter is the IAE, integral absolute error, while the second represents the sum of the use of the MV throughout the simulation. The data are self-explicative. It is notable that the use of the governor of reference in assisting the neural controller greatly accelerates its correction with the use of practically the same amount of MV. 
Conclusions
At the end of the analysis of the results, it is possible to infer that the use of the neural controller has advantages in its performance against the linear controller in non-linear systems. However, the proposed controller performed very slowly in its correction, given that it has no way to anticipate its correction, as does the derivative action in PID controller. Thus, it was necessary to use an artifice known as governor of Reference, which realizes part of the work that would be done by the controller is previously performed by the governor, in order to the controller can reproduce a smoother control effort. The next steps in the search line for this type of controller is to analyze its performance on time-variant systems, when there is a real need for flexible parameters for system controllers like this.
