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Abstract 
In the well-known Subset Sum Problem, we are given positive integers a,, , a, and t and are 
to determine if some subset of the ai sums to t. We investigate the boundary between easy and 
hard variations of this problem. In particular, we consider the cases where the sequence 
‘A,~ .L’ a,, ___ ,an is an arirnmeric progression, 8 chain or supermcredsmg and -w’here the ai may be 
replicated. We also consider related problems. 
Keywords: Computational complexity; The Subset Sum Problem 
1. Introduction 
In the Subset Sum Problem (SSP), we are given positive integers al, . . . , a,, and t and 
are to determine if some subset of the ai sums to t. 
It is well known that SSP is NP-complete [l] though it can be solved in pseudo- 
polynomial time using dynamic programming. We say that a sequence al, . . . , a, is 
supevincreasing if C_i= 1 ai < Llj+ 1 for each j = 1, . . . ,n - 1. It is also known that if the 
sequence al, , a, is restricted to be superincreasing then SSP is solvable in poly- 
nomial time. 
Consider the following problem [the Subset Sum with Repetitions Problem (SRP)] : 
we are given positive integers a, < ... < a, and rl, . . . , r,, t and are to determine if 
there exist integers xi, 0 < xi d ri for i = 1, . . . , II such that I:= 1 Uixi = t. Note that the 
number of repetitions ri of ai in SRP can be exponentially large in terms of n. 
Clearly, SRP is NP-complete since it contains the subset sum problem (where each 
ri = 1). It is solvable in polynomial time for any fixed n [4]. 
In Section 2, we will prove that for an interesting input sequence a,, . . . , a,, SSP can 
be solved in polynomial time and that SRP is still NP-complete even if the sequence 
a,, . . , a, is superincreasing and ri = 1 or 2 for all i. 
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We also show that a special case of the Knapsack Problem can be solved by 
a polynomial-time algorithm. In Section 3, we consider some related problems (for 
further related results see [lo]). 
2. Variations of SSP 
Recall that a sequence a I, . , a, is an arithmetic progression if for some j E N we 
haveai=al+(i_l)j,i=2,... , n. We may denote the sequence al, . . . , a,, concisely 
by specifying the triple (aI, n, j). 
Theorem 2.1. SSP is solvable in polynomial time ifthe sequence al, . . , a, is restricted to 
be an arithmetic progression, even if specified concisely by the triple (aI, n, j). 
We shall prove Theorem 2.1 by using the following observation. 
Observation. Let a, n, k be integers with 1 < k < n. Then, if there exists 
s~T={a,a+j ,..., a+(n-l)j)withIsl=k,s#{a+(n-k)j ,..., a+@--l)j} 
such that xi_ i = t then there exists s’ G T with Is’1 = k, such that Ciss, i = t + j. 
Proof of Theorem 2.1. Let a, n, k be integers with 1 < k < n. Let Sk = {s 1 s 5 
{a,a + j, . . . ,a + (n - l)j} and IsI = k}, and let 
ck = c,(a, n, j) = min 1 i = 
k iss 
j + ka 
and 
dk = dk(a, n, j) = max c i = 
n(n - 1) - (n - 1 - k)(n - k) . 
2 > 
J + ka 
sssk ies 
k(2n - k - 1) . 
= 
2 > 
J + ka. 
Observe that ck and dk are increasing functions of k. 
First note that for all s in Sk we have CiEsi = ck = ka(mod j). Let g = gcd(a, j). 
Suppose that g i t (otherwise there can be no soiution, since we wouid have t = pa + q j 
for some p, q E N). There is a solution in SSP with triple (aI, n, j) and integer t if and 
only if there is a solution in SSP with triple (&I = al/g, n, ? = j/g) and integer t^ = t/g. 
Thus, we may assume that a and j are coprime, and so a has an inverse a- 1 (mod j), 
(easily computed by Euclidean algorithm). 
We are interested only in the sizes k such that ka = t (mod j) this is, such that 
k 5 a-‘t(mod j). 
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Theorem 2.2. SRP is NP-complete even ifthe sequence aI, . , a, is superincreasing and 
rj = 1 or 2 for all i. 
Proof. Clearly, the problem is in the class NP. We exhibit a polynomial reduction 
from SSP. Suppose that al, . . . , a,, t is an instance of SSP. W.1.o.g. we may assume that 
t < x1= 1 ai. Let (D,r) be an instance of SRP consisting of sequence 
D = (bl,Cl, . . . , b,, c,) vector r = (rl, r;, . , r,,,rb), where ri = 2, r; = 1 for all i with 
bi = R’, where R = max{2Cl,,ai,3n + l}, ci = 2(bi + ai) for i = 1, . . . ,n and 
t’ = 2t + 2Cl=, bi. 
We first check that the sequence D is superincreasing. Since R > 3n and R > Cl= 1 ai 
then for each 1 <j < n - 1, 
bj+l = Rj+’ >3(R + R2 + . . . + Rj) + 2(al + ~2 + ... + uj) 
= bj + Cj + bj-1 + Cj-1 + ... + bl + Cl = f: (bi + ci). 
i=l 
Also, cj+ 1 = 2(bj+ 1 + aj+l) > 2bj+l Z xi=, (bi + ci) + bj+l. 
Therefore, D is superincreasing. Suppose now that there exists s E { 1, . . , n} such 
that CitsUi = t. Then 
2 i bi + 2 C ai = 2t + 2 i bi = t’ SO C CL + 2 C bi = t’. 
i=l iss i=l iss igs 
Hence, for instance, (D, r) of SRP has a solution. Conversely, suppose that for instance 
(D, r) has a solution. Then there exist integers xi, Xi = 0 or 1 or 2 and xi, xi = 0 or 1 for 
i = 1, . . ,n such that Cy=r xibi + Cl=1 x:ci = t’. Assume for the moment that (D,r) 
satisfies the following inequalities: 
(1) r’ > Cj<,(2bj + cj) + b,, 
(2) t’ < c, + b,, 
(3) t’ - (Cj,k~j + Cj<J2bj + cj)) > bk for each k = n - 1, . ,l and 
(4) t’ - Cj>k 2bj < ck + bk for each k = n - 1, . . , 1. 
These inequalities show that for each i = n, n - 1, . , 1 either ci or 2bi (not both) 
must appear in any solution of (D, r). Then, we have either xj = 2 and x> = 0 or xj = 0 
and XJ = 1; hence, a solution in (D,r) is given by those (*) that correspond to 
one and only one solution in SSP. It remains to check that the above inequalities 
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always hold. 
” 
(1) 2 2bi + 2t > 1 (2bj + cj) + b, -2b, + 2t > C cj + b” 
i=l jxn j<n 
eb, + 2t > C cj but b, > 1 (bj + cj) > C cj. 
j<n j<n j<n 
n 
(2) 1 2bi + 2t < C, + b, = 3b, + 2~” 0 1 2bi + 2t < b, + 2~, 
i=l i<n 
but b, + 2a, > 1 (bi + ci) + 2a, = 1 3bi + f: 2ai > C 2bi + 2t. 
i<n i<n i=l i<n 
(3) For k = 1, ... ) IZ - 1, i 2bi + 2t - C 2(bj + aj) > 1 (2bj + cj) + bk 
i=l j>k j<k 
o C 2bj + 2t - 2 C aj > C (2bj + Cj) + bk 
jck+l j>k j<k 
obk+2t> 1 Cj+ 1 hj. 
j<k j>k 
SO, if k = 1 then bI + 2t = R + 2t 3 2x;= r aj > 2Cy=, aj, and, if 2 6 k 6 n - 1 
then bk + 2t > Cj<k(Cj + bj) > Cj<kCj + 2Cj,k Uj. 
(4) For k = 1, . . . , n - 1, i 2bi + 2t - 1 2bj < ck + bk 
i=l j>k 
Dck>2t+ 12bj+bkbUtck> 1 (bj+cj)+bk 
jck j>k 
= ,zk (3bj + 2Uj) + bk. 
Wesaythatasequenceal,...,a,isachainifajlaj+,foreachj=1,...,n-1.The 
chain property has been studied by Marcotte in [6] where the results in relation with 
the rounding property of the cutting stock problem when the capacities form a chain 
are given. Also, Pochet and Wolsey [9] have studied the unbounded integer knapsack 
set {x E Z: : CJ= 1 CjXj 3 b} in the special case when the C’s form a chain and other 
related problems. 
The following optimisation problem (SKP) is related to the Knapsack Problem (see, 
C,... __.^ --I- r?I\. A_.-- _A,.:r.‘_.- :ar-A.._- IV1 GzXalU~IG, L/J,. g;lVt;Il PUSILIVt; IIIIt7g:F;IY ii13 ... ) iin, 71, ... 37, &id Z = iiiZi~~= 1 LijXj 
subject to CJ= 1 UjXj < c with Xj integer, 0 < Xj < rj for j = 1, . . . , n. 
We are interested in solving in polynomial time (SKP) when the a/s form a chain 
(see [5,2] for a related result). 
Theorem 2.3. There is a polynomial-time algorithm which solves SKP if the sequence 
al, ... , a, is restricted to be a chain. 
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Proof. Let al, . ,a, be non-negative integers with ajlaj+i, 1 <j d n - 1. Let 
ri, . . . , r,, e,f be non-negative integers with e <f: Let S(P) = S(a,, pi, . . . , un, r,; e, f) 
be the set of vectors x = (xi, . . . ,x,) of non-negative integers such that 0 d Xi < li 
for i = 1, . . . ,n and ~;=r aixi E [e,f]. We may find vectors x = (x1, . . . ,x.) 
such that S(P) # 0 (if there exist) by repeating the following subroutine. Let 
S(PJ = S(ai,ri, . . . ,4,rn;tr,G, and let S(P,) = S(tir, rl, , ii,, r,; t,, tz) with 
I; - ” i,. ; 
Ui - Ui, U1 for t = I, . ,% (,I = [ t,/c, -j 2nd g = L i2/a, 1. Then, c/D ’ - rlD ’ tit’ II - J(J 21 
since xr= 1 UiXi = Ul Cr= 1 aiXi. Further, S(P,) # 0 if and only if S(P,) = 
S(&,rz, . . . ,&, r,; 6 - rb tz) # 0. 
Finally, we can find the optimal value z* of SKP in a polynomial number of calls 
of the above subroutine, by setting t2 = c and by using binary search on the 
values of t, . 0 
3. Related problems 
Tlne E(th Heaviest Subset Sum Probiem (HWj given positive integers al, . ,a,, 
K and L. Are there K or more distinct subsets A’ z {ai, . . . ,a,} for which the sum of 
the elements in A’ is at least L? 
It is known that HSP is NP-hard [S] though it is solvable in pseudo-polynomial 
time [3] (polynomial in K, n and logC1, 1 ai). The corresponding enumeration 
problem is # P-complete [l]. 
Theorem 3.1. HSP is solvable in polynomial time if the sequence al, . . . , a, is restricted 
to be an arithmetic progression (given explicitly). 
Proof. Let f(k, m, s) be the number of k-subsets of {a, a + j, a + 2 j, . . . , a + mj} with 
sumsanda+mjEsfork=l,..., n,m=O ,..., n-lands=0,1,2 ,... Notethat 
f(k, m, s) = 0 unless k < m + 1 and s = ku + i j for some i with m < i < (i). 
We shall tabulate f(k, m, s) for each k, m as above and each s = ku + ij, m < i d (;). 
Observe that all the quantities f( 1, m, s) and f(k, 0, s) are easy to determine. Further 
we have the recurrence that for k > 1 and m > 0 
f(k,m,s) = c f(k - l,l,s -(a + mj)). 
Icm 
Since there are oniy Ojn” j quantities to tabuiate this may be done in poiynomiai time. 
To answer a question as in HSP we may just sum the entries f(k, m, s) with s 2 L. 0 
We extend HSP as follows [the Heaviest Subset Sum with Repetitions Problem 
(HRP)]: given positive integers ai, . , u,,r,, . . . , r,,K and L. Are there K or more 
distinct integer vectors x = (x1, . . ,x,) such that II= i aixi > L with 0 d xi < ri for 
i = 1, . . . ,n? 
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Theorem 3.2. HRP is solvable in polynomial time if I{= 1 Yiai < aj+l for each 
j = 1, . . . ,n - 1. 
Proof. Let fk(M) = the number of distinct integer vectors x = (x1, . . . , xk) such that 
C:= 1 aixi > M with 0 < xi < ri for i = 1, . . . , k. 
Find the maximum integer j < n such that L > aj. Let 
L1 = L(mod aj) and h = 1 
+ 1) - fi (ri + 1). 
i=l 
If Wj > Yj + 1 then f,(L) = h. If Wj = rj + 1 then 
fn(L) = { 
h + 1 if Cicjairi = aj and L1 = 0, 
<,A dm-wise. 
If 1 < Wj < rj then for any integer v > Wj, vaj + L1 > L since L = Wjaj + Lt. Let 
1 = [ niz: (ri + l)](rj - Wj), hence 
h(L) = 
h + 1 +fj_l(Ll) + 1 if Cicjairi = aj and L1 = 0 
h + 1 +fj- I&) otherwise. I3 
Corollary 3.3. HSP is solvable in polynomial time if the sequence al, . . . ,a, is super- 
increasing. 
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