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Abstract
Recent evaluation protocols for Cross-
document (CD) coreference resolution have
often been inconsistent or lenient, leading
to incomparable results across works and
overestimation of performance. To facilitate
proper future research on this task, our
primary contribution is proposing a pragmatic
evaluation methodology which assumes
access to only raw text – rather than assuming
gold mentions, disregards singleton prediction,
and addresses typical targeted settings in CD
coreference resolution. Aiming to set baseline
results for future research that would follow
our evaluation methodology, we build the first
end-to-end model for this task. Our model
adapts and extends recent neural models for
within-document coreference resolution to
address the CD coreference setting, which
outperforms state-of-the-art results by a
significant margin.
1 Introduction
The literature on coreference resolution has tradi-
tionally divided the task into two different settings,
addressing the task at either the Within-document
(WD) or Cross-document (CD) level. Each setting
has presented different challenges, model design
choices, and historically different evaluation prac-
tices.
In CD coreference resolution, the instances con-
sist of multiple documents, each authored inde-
pendently, without any inherent linear ordering be-
tween them. As a result, coreferring expressions
across documents are often lexically-divergent,
while lexically-similar expressions may refer to
different concepts. Table 1 shows example docu-
ments discussing similar, yet distinct, events (two
different nominations of a US Surgeon General)
∗Work done while at the Allen Institute for AI and the
University of Washington.
with overlapping participants (“President Barack
Obama”) and event triggers (“name”). Leveraging
accurate CD coreference models seems particularly
appealing for applications that merge information
across texts, which have been gaining growing at-
tention recently, such as multi-document summa-
rization (Falke et al., 2017; Liao et al., 2018) and
multi-hop question answering (Dhingra et al., 2018;
Wang et al., 2019).
In this paper, we observe that research on CD
coreference has been lagging behind the impres-
sive strides made in WD coreference (Lee et al.,
2017, 2018; Joshi et al., 2019, 2020), achieving
83.5 F1 (Wu et al., 2019). As the time seems ripe
to promote advances in CD coreference modeling
as well, we present two steps to facilitate and trig-
ger such systematic research, with respect to proper
evaluation methodologies and current modeling ap-
proaches.
With respect to evaluation, we find that previ-
ous works have often used incomparable or lenient
evaluation protocols, such as assuming event and
entity mentions are given as part of the input, peek-
ing into the fine-grained subtopic annotations, or
rewarding coreference models for just identifying
singleton clusters (Section 2). As we will show in
Section 5, these evaluation protocols have resulted
in artificially inflated performance measures.
To address these shortcomings, our primary con-
tribution consists of formalizing a more realis-
tic evaluation methodology for CD coreference.
Namely, we use only raw input texts without as-
suming access to human-labeled annotations such
as entity and event mentions, and also disregard sin-
gletons during evaluation. In addition, we examine
model performance in both focused topic clusters,
known a-priory to discuss overlapping informa-
tion, as well as on larger sets of documents which
contain both related and unrelated documents (Sec-
tion 3).
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Subtopic 1 Subtopic 2
Doc 1 Doc 1
News that Barack Obama may name Dr. Sanjay
Gupta of Emory University and CNN as his Surgeon
General has caused a spasm of celebrity reporting.
President Obama will name Dr. Regina Benjamin
as U.S. Surgeon General in a Rose Garden announce-
ment late this morning.
Doc 2 Doc 2
CNN’s management confirmed yesterday that Dr.
Gupta had been approached by the Obama team.
Obama nominates new surgeon general:
MacArthur “genius grant” fellow Regina Ben-
jamin.
Table 1: Example of sentences of topic 34 in ECB+: The underlined words represent events, same color represents
a coreference cluster. Different documents describe the same event using different words (e.g name, approached).
The two subtopics present a challenging case of ambiguity in which the models need to distinguish between “name
Dr Sanjay Gupta” and “name Dr. Regina Benjamin”.
With respect to modeling, in Section 4, we de-
scribe a first end-to-end CD coreference model
which builds upon the state-of-the-art in WD coref-
erence and recent advances in transformer-based
encoders.1 To achieve this, we address the inher-
ently non-linear nature of the CD setting by com-
bining this model with an agglomerative clustering
approach, which was shown useful in other CD
models. We first show that this combination sets a
new state of the art for the task of CD coreference,
in comparison to prior evaluations (Section 5). We
then evaluate this model following our realistic and
more challenging evaluation methodology, setting
a proper baseline for future research.
Taken together, our work brings the task of cross-
document coreference resolution up to modern
NLP standards, providing standardized evaluation
benchmarks and a modern model which sets a new
state-of-the-art result for the task. We hope that
future work will use our framework to develop, and
particularly to evaluate, models which make further
advances on this challenging and important task.
2 Background: Datasets, Evaluation,
and Models
We first describe the problem of within-
document (WD) coreference as a reference
point, in terms of established benchmark datasets,
evaluation protocols, and state-of-the-art mod-
els (Section 2.1). In Section 2.2 we similarly
describe the current status of cross-document (CD)
coreference, which, as opposed to the WD setting,
suffers from non-standard evaluation protocols and
somewhat outdated models.
1https://github.com/ariecattan/coref
2.1 Within-Document Coreference
Benchmark dataset and evaluation
OntoNotes (Pradhan et al., 2012) is the stan-
dard dataset for training and testing models in
the WD setting. Each document in this corpus is
exhaustively annotated with both event and entity
coreference clusters, while omitting singletons
— entities or events which are only mentioned
once and are not co-referred to in the document.
The OntoNotes coreference task formulation is
designed to evaluate a model’s ability to correctly
identify mentions of coreferring entities and events,
as well as the coreference links between them,
given only the raw document text.
State-of-the-art models Models for WD corefer-
ence resolution have closely followed and adopted
to recent trends in NLP, converging on end-to-end
deep learning architectures which do not require
intermediate structure (e.g., syntactic trees) or task-
specific processing. Lee et al. (2017) presented
the first prominent work to introduce recurrent neu-
ral network for the task, significantly outperform-
ing previous works, without requiring any addi-
tional resources beside task supervision. Succes-
sive follow-up works kept improving performance
through the incorporation of widely popular pre-
trained architectures (Lee et al., 2018), culminating
recently in the introduction of the now ubiquitous
BERT model (Devlin et al., 2019) to WD corefer-
ence, thus achieving the current state of the art for
the task (Joshi et al., 2019; Kantor and Globerson,
2019; Wu et al., 2019).
Train Validation Test
# Topics 25 8 10
# Documents 594 196 206
# Sentences 1037 346 457
# Mentions 3808/4758 1245/1476 1780/2055
# Singletons 1116/814 280/205 632/412
# Clusters 411/472 129/125 182/196
Table 2: ECB+ statistics. # Clusters do not include
singletons. The slash numbers for # Mentions, # Sin-
gletons, and # Clusters represent event/entity statistics.
As recommended by the authors in the release note, we
follow the split of Cybulska and Vossen (2015) that use
a curated subset of the dataset.
2.2 Cross-Document Coreference
Benchmark dataset The most popular dataset
for CD coreference in recent years is the ECB+ cor-
pus (Cybulska and Vossen, 2014).2 Each instance
in ECB+ is a set of documents, dubbed a topic,
annotated with both within and cross-document
coreference links (see Table 2 for details). To en-
sure that every instance poses challenging lexical
ambiguity, each topic is a union of two sets of news
documents discussing two different events (each
called a subtopic), yet which are likely to use a
similar vocabulary. For example, Table 1 shows
two fragments from the “Obama’s announcement
of Surgeon General” topic, one pertaining to the
nomination of Dr. Sanjay Gapta, while the other
discusses the nomination of Dr. Regina Benjamin,
thus presenting a challenging disambiguation task.
As opposed to OntoNotes, only a few sentences
are exhaustively annotated in each document, and
the annotations include singletons. Furthermore,
entities are only annotated if they participate in an
event in the annotated sentence (event participants).
Evaluation The evaluation of models for CD
coreference has commonly been more lenient, and
less standardized than WD coreference, leading to
incomparable results. This stems from three major
reasons. First, while WD coreference requires mod-
els to identify entities, events, and their respective
coreference links, evaluations of CD coreference
mostly assumed that gold event and entity men-
tions are given as part of the input 3 (Cybulska and
2ECB+ was built upon the Event Coreference
Bank. (ECB; Bejan and Harabagiu, 2008) and the Ex-
tended ECB (EECB; Lee et al., 2012).
3Few works deviate from this setup and report results on
raw text, yet consider only the intersection between gold and
predicted mentions, not penalizing models for false positive
Vossen, 2015; Kenyon-Dean et al., 2018; Barhom
et al., 2019). Second, singleton clusters, as dis-
cussed in Section 2.1, are not excluded and consti-
tute an integral part of the evaluation. Finally, CD
models have been inconsistent with their usage of
topic and subtopic information. Some works have
evaluated performance on gold subtopics (Yang
et al., 2015; Choubey and Huang, 2017), thus obvi-
ating the aforementioned designed lexical ambigu-
ity at the topic level as criticized by Upadhyay et al.
(2016). On the other hand, Barhom et al. (2019) ap-
ply the best document clustering as preprocessing,
however, due to the high lexical similarity between
documents within the same subtopic, this yields to
an almost perfect subtopic clustering. Furthermore,
evaluating only on individual subtopics disregards
the fact that a coreference cluster may involve two
subtopics, as we can see in Table 1 where “Barack
Obama” appears in two different subtopics.
State-of-the-art models Unlike WD corefer-
ence, models for CD coreference seem to be behind
the curve of recent NLP advances. The current state
of the art uses intermediate structure which requires
additional external resources, such as semantic role
labels (Kenyon-Dean et al., 2018; Barhom et al.,
2019). These models outperform simple lexical
match baselines only by a few points.
3 Proposed Evaluation Methodology
In this section, we propose a standard evaluation
methodology for CD coreference which addresses
its main limitations, described in the previous sec-
tion. First, in Section 3.1 we propose to be consis-
tent with the WD task formulation (Pradhan et al.,
2012) by: (1) assuming raw textual input without
gold mention annotations; and (2) omitting single-
tons from the evaluation. In addition, our eval-
uation protocol proposes a standard break down
performance at topic and corpus level (Section 3.2),
thus standardizing the previously non-comparable
usage of topic and subtopic information.
3.1 Adapted Single-Document Standard
Raw documents as input We argue that CD
coreference models should be mainly evaluated on
raw text input, without assuming access to gold en-
tity and event annotations. That is, models should
perform coreference clustering of predicted rather
than gold mentions. This setup is closer to the most
mention identification (Yang et al., 2015; Choubey and Huang,
2017).
recent NLP task’s formulation, and while being sig-
nificantly more challenging, it simulates real-world
use-cases. Evaluating on gold mentions can still
be valuable for error analysis, i.e., analyzing the
degree to which a model erred because of incor-
rect mention identification vs. because of incorrect
coreference linking. Finally, since only some sen-
tences in the ECB+ annotation are (fully) annotated
in each document (Section 2), the raw text evalua-
tion should be conducted only on those sentences
in order to follow the CoNLL-2012 evaluation stan-
dard.
Omitting singletons from the evaluation Fol-
lowing common practice in WD coreference, we
propose to omit singleton clusters from the CD
evaluation process. In fact, a model’s ability to
identify that singletons do not belong to any coref-
erence cluster is already captured in the corefer-
ence evaluation metrics. However, as shown by
Rahman and Ng (2009), including singletons dur-
ing the evaluation distorts the measurement of the
mention-based metrics B3 and CEAFe by further
penalizing (or rewarding) identification of single-
ton span boundaries. Such penalty (or reward) is
not desired when evaluating the coreference res-
olution task since singletons are not part of any
coreference cluster. With respect to analyzes in-
volving gold mentions, including singletons further
harms the validity of the current CD evaluation pro-
tocol. Evidently, a dummy baseline which predicts
no coreference links and puts each input gold men-
tion in a singleton cluster achieves non-negligible
performance (Luo, 2005) (see Tables 3 and 4).
3.2 Topic and Corpus Level Evaluation
As mentioned in Section 2, CD coreference models
have previously made inconsistent usage of topic
and subtopic information. We address this by break-
ing down CD model evaluation to two settings:
Corpus level performance: An input instance
in this setting consists of a single set of documents,
omitting information about the different topics and
subtopics (e.g exact number of topics) (Cybulska
and Vossen, 2015; Upadhyay et al., 2016; Kenyon-
Dean et al., 2018; Barhom et al., 2019). This eval-
uation does not make any assumption about the
dataset and is also suitable for corpora in which the
documents are not categorized into topics.
Topic level performance: Here, each gold topic
is evaluated separately (Bejan and Harabagiu,
2010). In this setting, an input instance con-
sists of a set of documents pertaining to a single
topic, including, in the case of ECB+, the two
subtopics which present a challenging lexical ambi-
guity. While this setup makes the coreference task
simpler than the corpus level evaluation (Upad-
hyay et al., 2016), it simulates a realistic scenario
where documents are initially collected at the topic
level. For example, in multi-document summariza-
tion, where the goal is to generate a short summary
of a topic including several documents, applying
coreference resolution on the input documents has
been shown to be useful for merging similar con-
cepts (Falke et al., 2017) and generating coherent
summaries (Christensen et al., 2013).
4 Model
Our CD model is built upon the e2e-coref single-
document coreference model (Lee et al., 2017) ,
which jointly learns mention detection and corefer-
ence link prediction, as elaborated in Section 4.1.
We modify its clustering method and training ob-
jective to port it to the cross-document setting (Sec-
tion 4.2).
4.1 Overview of e2e-coref
For each span i, the model learns a distribution
P (·) over its possible antecedent spans Y (i):
P (yi) =
es(i,yi)∑
y′∈Y (i) es(i,y
′)
Considering all spans in a document as potential
mentions, the scoring function s(i, j) between span
i and j, where j appears before i, has three compo-
nents: the two mention scores sm(·) of spans i and
j, and a pairwise score sa(i, j) for span j being
antecedent of span i.
After encoding all the tokens in a document,
each possible span up to a length n is represented
with the concatenation of four vectors: the output
representations of the span boundary (first and last)
tokens, an attention-weighted sum of token rep-
resentations in the span xˆi, and a feature vector
φ(i) denoting the span length. These span repre-
sentations are first fed into a mention scorer sm(·)
to filter the λT (where T is the number of tokens
in the document) spans with the highest scores.
Then, the model learns for each of these spans to
optimize the marginal log-likelihood of its correct
antecedents. The full description of the different
Figure 1: Overall model flow, with examples from Table 1. (1) extract and score all possible spans (2) keep top
spans according to sm(i) (3) score all pairs s(i, j) and (4) cluster spans using agglomerative clustering.
components is described below:
s(i, j) = sm(i) + sm(j) + sa(i, j)
sm(i) = wm · FFNNm(gi)
sa(i, j) = wa · FFNNa([gi, gj , gi ◦ gj ])
gi = [xFIRST(i), xLAST(i), xˆi, φ(i)]
4.2 End-to-end Cross-Document Coreference
The major obstacle in applying the e2e-coref model
directly in the CD setting is its reliance on textual
ordering – it forms coreference chains by linking
each mention to an antecedent span appearing be-
fore it in the document. This clustering method
cannot be used in the multiple-document setting
since there is no inherent ordering between the doc-
uments.
Clustering Spans To overcome this challenge,
we combine the model architecture from e2e-coref
with an agglomerative clustering-based approach,
as common in CD coreference resolution (Yang
et al., 2015; Choubey and Huang, 2017; Kenyon-
Dean et al., 2018; Barhom et al., 2019). The overall
architecture of our model is shown in Figure 1.
The agglomerative clustering step merges the most
similar cluster pairs until their pairwise similarity
score falls below a tuned threshold τ . Following
the average-link method, the cluster pair score is
defined as the average of span pair similarity scores
s(i, j) (from the e2e-coref architecture) over all
span pairs (i, j) across the two candidate clusters
to be merged.
Training We train the model by optimizing a
binary cross-entropy loss over pairs of mentions.
Specifically, given a set of documents, the first step
consists of encoding each document separately us-
ing RoBERTa (Liu et al., 2019). Long documents
are split into non overlapping segments of up to
512 word pieces tokens and are encoded indepen-
dently (Joshi et al., 2019). For computation effi-
ciency, we prune spans greedily, keeping only the
λT (where T is the total number of tokens in all
the documents) highest scoring spans according to
the mention scorer sm(·). Next, instead of com-
paring a mention only to its previous spans in the
text, our pairwise scorer s(i, j) compares a men-
tion to all other spans across all the documents.4
The positive instances for training consist of all the
pairs of mentions that belong to the same corefer-
ence cluster, while the negative examples are all
other pairs. To limit the computation complexity,
we freeze output representations from RoBERTa
instead of fine-tuning all parameters. The mention
scorer sm(·) and the pairwise scorer sa(i, j) are
jointly learned to optimize the binary cross-entropy
loss as follows:
L = − 1|N |
∑
x,z∈N
y · log(s(x, z))
where N corresponds to the set of mention-pairs,
and y ∈ {0, 1} to a pair label. Full implementation
details are described in the appendix (Section A).
When training and evaluating the model using
gold mentions, we ignore the span mention scores,
sm(·), and the gold mention representations are
directly fed into the pairwise scorer sa(i, j).
Inference At inference time, we score all spans;
prune spans with lowest scores; score all possible
pairs; and finally form the coreference clusters us-
ing an agglomerative clustering over these pairwise
scores.
Topic Level Processing To limit the search
space, we apply the above algorithm separately for
each topic (cluster of documents). During training,
we use the gold topic segmentation of the training
data. At inference time, we construct the set of
topics differently for topic and corpus level evalu-
ation (Section 3.2). We use the gold topics when
4In practice, since the documents in ECB+ are rather short
(Table 2) these pairs are mostly composed of spans from dif-
ferent documents.
evaluating at the topic level, as each topic is eval-
uated independently. However, for corpus level,
since this evaluation protocol assumes the number
of topics is unknown, we predict the topic clusters
using another agglomerative clustering over the
document representations until the document sim-
ilarity drops below a threshold. Specifically, the
documents are represented using TF-IDF scores
of unigrams, bigrams, and trigrams, and they are
merged according to their cosine similarity.
5 Empirical Assessments and Results
5.1 Empirical Assessments
This subsection assesses two aspects proposed ear-
lier in the paper. First, as explained in Section 3.1,
including singletons in the coreference evaluation
is known to distort results, both in the primary eval-
uation over raw text (predicted mentions) as well as
when evaluating performance over gold mentions
as an additional analysis. Here we show empiri-
cally that in the latter setting, including singletons
in the evaluation inflates results, further support-
ing singleton removal in such evaluation. Second,
based on the same experiments, while following
prior evaluation methodologies for comparison, we
assess that our model substantially surpasses state-
of-the-art results on ECB+, making it a suitable
baseline for future research.
In order to estimate the inflation caused by the
inclusion of singletons, we re-evaluated the same
head-lemma baseline5, the current state-of-the-art
model on ECB+ (Barhom et al., 2019) and our
model, while removing singletons from the pre-
dicted and gold clusters. The results are reported
in Table 3 for events and in Table 4 for entities. For
fair comparison, we follow Barhom et al. (2019)
and cluster the documents into subtopics, using
their original clustering output (Section 2).
For all models, we observe a significant perfor-
mance gap when we evaluate without singletons.
The differences are larger in event coreference than
in entity coreference at least partly because the
proportion of singletons is higher in events than
in entities (30% vs 20%) in the ECB+ corpus (Ta-
ble 2). The model of Barhom et al. (2019) and the
same head-lemma baseline lose 11.9 and 12.3 F1
points respectively on event coreference, whereas
they lose 7.4 and 9.8 F1 points on entity corefer-
ence.
5This baseline merges mentions sharing the same syntactic-
head-lemma into a coreference cluster.
The results using the MUC evaluation metric (Vi-
lain et al., 1995) remain identical after removing
singletons. This is due to the link-based character-
istic of the MUC metric, which ignores singleton
mentions. On the other hand, B3 and CEAFe re-
sults are much lower without singletons since both
are mention-based evaluation metrics. Indeed, in
addition to not being penalized for not linking these
singletons into coreference clusters, models are re-
warded just for predicting correctly gold mention
spans.
Although removing singletons does not change
the relative system ranking, it gives a better indica-
tion of the actual performance of the gold corefer-
ence resolution task, and provides a more faithful
estimation of the remaining room for improvement.
Overall, our model offers an improvement of
3.5 F1 in event and 3.2 F1 in entity when ignoring
singletons over the current state-of-the-art (Barhom
et al., 2019) on ECB+, while surpassing the strong
lemma baseline by 6.9 and 9.7 points respectively.
This demonstrates that our extension of the e2e-
coref accompanied with the RoBERTa encoder is
a strong baseline for cross-document coreference
resolution, in comparison to prior work.
5.2 Results
Here, we evaluate our model according to our pro-
posed evaluation methodology (Section 3), in order
to set the state-of-the-art baseline performance for
future work on ECB+. The primary results are pre-
sented in Table 5, evaluated on predicted mentions.
Additionally, Table 6 presents performance over
gold mentions, allowing to analyze the impact of
mention prediction. Per our methodology, in both
tables results are presented for the topic and corpus
levels, while ignoring singletons in the evaluation.
Since our model architecture is not tailored for
a specific mention type, we use the same model
separately for both event and entity coreference.
In addition, inspired by Lee et al. (2012) and by
the single-document standard, we encourage de-
veloping and evaluating models that perform event
and entity coreference together as a single unified
task, that we term “ALL”.6 This represents a useful
scenario when we are interested in finding all the
coreference links in a set of documents. Address-
ing CD coreference with ALL is likely to be more
challenging because (i) the search space is much
6We note that this approach is different from the JOINT
model of Barhom et al. (2019), which does distinguish be-
tween event and entity mentions at test time.
MUC B3 CEAFe CoNLL
R P F1 R P F1 R P F1 F1
Singleton+ 0 0 0 45.2 100 62.3 86.7 39.2 54.0 38.8
Singleton− 0 0 0 0 0 0 0 0 0 0
Same Head-Lemma+ 76.5 80.0 78.2 71.8 85.0 77.8 75.5 71.8 73.6 76.5
Same Head-Lemma− 76.5 80.0 78.2 54.4 72.6 62.2 68.0 42.5 52.3 64.2
Barhom et al. (2019)+ 78.1 84.0 80.9 76.8 86.1 81.2 79.6 73.3 76.3 79.5
Barhom et al. (2019)− 78.1 84.0 80.9 61.2 73.5 66.8 63.2 48.9 55.2 67.6
Our model+ 85.1 81.9 83.5 82.1 82.7 82.4 75.2 78.9 77.0 81.0
Our model− 85.1 81.9 83.5 70.8 70.2 70.5 68.2 52.3 59.2 71.1
Table 3: Event coreference on ECB+ test, on predicted subtopics and gold mentions, with(+)/without(−) singletons
MUC B3 CEAFe CoNLL
R P F1 R P F1 R P F1 F1
Singleton+ 0 0 0 29.6 100 45.7 80.3 23.8 36.7 27.5
Singleton− 0 0 0 0 0 0 0 0 0 0
Same Head-Lemma+ 71.3 83.0 76.7 53.4 84.9 65.6 70.1 52.5 60.0 67.4
Same Head-Lemma− 71.3 83.0 76.7 39.4 77.2 52.2 60.1 34.7 44.0 57.6
Barhom et al. (2019)+ 81.0 80.8 80.9 66.8 75.5 70.9 62.5 62.8 62.7 71.5
Barhom et al. (2019)− 81.0 80.8 80.9 57.3 67.3 61.9 60.4 42.1 49.6 64.1
Our model + 85.7 81.7 83.6 70.7 74.8 72.7 59.3 67.4 63.1 73.1
Our model− 85.7 81.7 83.6 62.4 67.6 64.9 62.3 46.6 53.3 67.3
Table 4: Entity coreference on ECB+ test, on predicted subtopics and gold mentions, with(+)/without(−) singletons
larger, and (ii) this involves subtle distinction for
the model (e.g voters vs voted).
Ambiguity Already when evaluating on gold
mentions, the performance is much lower at the
topic level (Table 6) than at the subtopic level (Ta-
bles 3 and 4). Considering the nature of ECB+
where each topic consists of two similar subtopics
describing two different news events (Section 2),
evaluating at the subtopic level removes this de-
signed ambiguity challenge. Indeed, the drop in
precision is more significant than the drop in re-
call. This aspect also explains why the perfor-
mance drop is more substantial in event corefer-
ence (71.1 vs. 60.8) than in entity (67.3 vs. 65.3),
since the subtopics are based on event similarity.
Although BERT (Devlin et al., 2019) variants have
been shown to be powerful encoders in various
tasks, CD coreference resolution remains challeng-
ing because of the ambiguity between coreference
clusters (Table 1), even with access to gold men-
tions.
Topic vs. corpus level For all models, we see
a slight performance gap between the topic and
corpus level evaluation. For example, the model
trained on event coreference achieves 47.6 F1 on
the topic level and 46.4 on the corpus level. This
demonstrates that our topic clustering algorithm,
which precedes the coreference resolution step,
achieves a reasonable segmentation of the docu-
ments to topics—reducing the search space without
a major drop in performance. This algorithm clus-
tered the 10 topics of the test set into 7 predicted
topics. Although some gold topics were mixed, the
pairwise scorer did manage to give relatively low
scores to negative mention pairs across different
topics.
Predicted mentions Overall, the performance
on predicted mentions (main evaluation) is rela-
tively low (Table 5) than that on gold mentions.
This performance drop is in harmony with the
single-document setting, where using gold men-
tions was shown to offer an improvement of 17.5
F1 (Lee et al., 2017), which corresponds to 50%
MUC B3 CEAFe CoNLL
R P F1 R P F1 R P F1 F1
Topic level
Event 61.1 62 61.5 44.1 40.9 42.5 41.6 36.3 38.8 47.6
Entity 40.2 54.2 46.2 23.6 39.2 29.4 27.5 30.2 28.8 34.8
ALL 49.6 56.8 53.0 32.5 41.7 36.5 38.5 33.5 35.9 41.8
Corpus level
Event 61.0 61.0 61.0 43.8 38.2 40.8 39.5 35.3 37.3 46.4
Entity 40.8 53.2 46.2 24.1 35.1 28.6 26.5 28.7 27.5 34.1
ALL 49.3 55.9 52.4 31.5 39.2 34.9 37.1 32.8 34.8 40.7
Table 5: Results of our model on the ECB+ test set using predicted mentions.
MUC B3 CEAFe CoNLL
R P F1 R P F1 R P F1 F1
Topic level
Event 81.0 73.4 77.1 63.3 52 .0 57.1 56.0 42.1 48.1 60.8
Entity 85.8 79.3 82.4 64.3 60.0 62.1 58.6 45.9 51.5 65.3
ALL 84.1 78.2 81.0 67.0 55.1 60.5 55 44.5 49.2 63.6
Corpus level
Event 80.7 72.2 76.2 61.7 48.0 54.0 53.6 41.5 46.8 59.0
Entity 85.3 78.0 81.5 63.5 57.6 60.4 55.9 43.3 48.8 63.6
ALL 83.8 77.4 80.5 65.8 51.9 58.1 52.9 46.5 47.8 62.1
Table 6: Results of our model on the ECB+ test set using gold mentions.
gain on error reduction. Therefore, additionally to
the needed progress in making coreference deci-
sions, there is also a large room for improvement
in mention detection.
Qualitative analysis We sampled topics from
the development set and manually analyzed the
errors of the “ALL” configuration. The most com-
monly occurring errors were due to an over re-
liance on lexical similarity. For example, the event
“Maurice Cheeks was fired” was wrongly predicted
to be coreferent with a similar, but distinct event,
“the Sixers fired Jim O’Brien”. On the other hand,
the model sometimes struggles to merge mentions
which are lexically different (e.g “Jim O’Brien was
shown the door”, “Jim O’Brien has been relieved”,
“Philadelphia fire coach Jim O’Brien”).
The model also seems to struggle with temporal
reasoning, in part, due to missing information. For
example, news articles from different days have dif-
ferent relative reference to time, while the publica-
tion date of the articles is not always available. As
a result, the model did not link “Today” in one doc-
ument to “Saturday” in another document, while
both referred to the same day.
6 Conclusion
In this paper, we proposed a realistic evaluation
methodology for cross-document coreference reso-
lution addressing the main shortcomings of current
evaluation protocols. Our proposal follows well-
established standards in Within-document corefer-
ence resolution. Models are mainly evaluated on
raw text while singletons are omitted during the
evaluation. In addition, we formalize the usage of
topic/subtopic segmentation during the evaluation
for addressing the specific ambiguity challenges in
CD coreference resolution.
We also established the first end-to-end baseline
for CD coreference resolution, with a simple and
efficient model that does not rely on external re-
sources. Our model outperforms state-of-the-art re-
sults by 3.5 F1 points with respect to current evalu-
ation methodologies. To the best of our knowledge,
this is also the first publicly released model for
cross-document coreference resolution, which is
easily applicable for downstream use over raw text.
Finally, we showed that when evaluating with our
strict evaluation methodology, particularly when
addressing the ambiguity of the corpus and topic
levels (vs. sub-topics), performance dramatically
decreases, suggesting a large room for improve-
ment in future research.
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A Implementation Details
Learning Our model includes 14M parameters
and is implemented in PyTorch (Paszke et al.,
2017), using the Adam optimizer (Kingma and Ba,
2014) with a batch size of 32. The layers of the
models are initialized with Xavier Glorot method
(Glorot and Bengio, 2010). The span pruning co-
efficient λ is set to 0.25 for event, 0.35 for entity
and 0.45 for ALL. The maximum span length n is
10 for events and 15 for entity and ALL. For all ex-
periments, we use a single 12GB GPU, where the
training takes a few hours in the worst case (ALL
on predicted mentions) and the inference only a
few minutes.
Hyperparameters For each model, the agglom-
erative clustering threshold τ was manually tuned
on the development set in range {0.5, 0.65} to max-
imize the CoNLL F1 score. For models trained on
gold mentions, τ is set to 0.6, 0.6, and 0.65 for
event, entity and ALL respectively. For models
trained on raw text, τ is set to 0.65, 0.65, and 0.55
for event, entity and ALL respectively.
