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In 1989, Hashimoto introduced an edge zeta function of a finite
graph, which is a generalization of the Ihara zeta function. The edge
zeta function is the reciprocal of a polynomial in twice asmany inde-
terminants as edges in the graph and can be computed via
a determinant expression. We look at graph properties which we
can determine using the edge zeta function. In particular, the edge
zeta function is enough to deduce the clique number, the number
of Hamiltonian cycles, and whether a graph is perfect or chordal.
Finally, we present a new example illustrating that the Ihara zeta
function cannot necessarily do the same.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
In 1989, Hashimoto introduced an edge zeta function of a finite graph [14]. The subject was picked
up again by Stark and Terras in 1996 as part of a study of the Ihara zeta function and generalizations
to edge and path zeta functions [26]. Stark and Terras provided a translation of the proof of Bass’s
determinant expression for the Ihara zeta function [1] into the language of edge zeta functions in 2000
[27]. Koetter et al. related the Newton polyhedron of the edge zeta function to the fundamental cone
of cycle codes in 2005 [18]. Aside from this, not much attention has been given to properties of graphs
that can be deduced from edge zeta functions. Our goal is to show that the edge zeta function, which
can be computed in polynomial time, determines a large amount of information about a graph.
For the rest of this section, we give the definition of the edge zeta function and the Ihara zeta
function. In Section 2, we survey some known properties of graphs which are determined by the Ihara
zeta function. Then in Section 3, we look specifically at the edge zeta function. We will show that the
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Fig. 1. The complete graph minus an edge and its symmetric digraph.
edge zeta function determines the clique number, the number of Hamiltonian cycles, and the presence
or absence of holes and antiholes in a graph, allowing us to conclude if a graph is perfect or chordal.
1.1. Graphs and digraphs
We begin by defining graphs, digraphs, and the symmetric digraph associated to a graph. All struc-
tures treated here are finite. We refer the reader to the books by Harary, and Chartrand and Lesniak
[12,4] for a good overview of these structures.
A graph X = (V, E) is a finite nonempty set V of vertices and a finite multiset E of unordered pairs
of vertices, called edges. If {u, v} ∈ E, we say that u is adjacent to v andwrite u ∼ v. A graph X is simple
if there are no edges of the form {v, v} and if there are no repeated edges.
A directed graph or digraph D = (V, E) is a finite nonempty set V of vertices and a finite multiset E
of ordered pairs of vertices called arcs. For an arc e = (u,w), we define the origin of e to be o(e) = u
and the terminus of e to be t(e) = w. The inverse arc of e, written e, is the arc formed by switching the
origin and terminus of e: e = (w, u). In general, the inverse arc of an arc need not be present in the
arc set of a digraph.
A digraph D is called symmetric if, whenever (u,w) is an arc of D, its inverse arc (w, u) is as well.
There is a natural one-to-one correspondence between the set of symmetric digraphs and the set of
graphs, given by identifying an edge of the graph to an arc and its inverse arc on the same vertices. We
denote by D(X) the symmetric digraph associated with the graph X . We give an example in Fig. 1.
Finally, we define some of the properties of graphs that we will study with edge zeta functions. A
graph X has a hole if there is vertex-induced subgraph of X isomorphic to the cycle graph Cn for n  4.
To define antihole, we first define the complement of a graph G: the complement of a graph G is a graph
on the same vertex set with edge set given by exactly those edges not in the edge set of G. Then a
graph X has an antihole if there is a vertex-induced subgraph isomorphic to the complement of the
cycle graph Cn for n  4.
1.2. Cycle definitions
To define the zeta functions, we need several cycle definitions. We let X be a graph and D(X) its
symmetric digraph. A cycle c of length n in X is a sequence c = (e1, . . . , en) of n arcs in D(X) such that
t(ei) = o(ei+1) for 1  i  n − 1 and t(en) = o(e1). We say that c has backtracking if ei+1 = ei for
some i satisfying 1  i  n− 1. Also, c has a tail if e1 = en. We are primarily interested in cycles with
no backtracking or tails.
The r-multiple of the cycle c is the cycle cr formed by going r times around c. We say a cycle is
primitive if it is not the r-multiple of some other cycle b for r  2. We impose an equivalence relation
on cycles via cyclic permutation; i.e., two cycles b = (e1, . . . , en) and c = (f1, . . . , fn) are equivalent
if there is a fixed α ∈ Z/nZ such that ei = fi+α for all i ∈ Z/nZ (all indices are considered mod n).
Note that the direction of travel does matter so that traversing a cycle in the opposite direction is not
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equivalent to the original cycle. A prime cycle is the equivalence class, under the above relation, of
primitive cycles which have no backtracking or trails, written [c].
For a graph X with symmetric digraphD(X), we associate to each arc e ofD(X) an invariant ue. Then
for a prime cycle [c], we define a function
g(c) = ∏
e arc in c
ue.
This function reports which arcs are used in a prime cycle and how many times they are used.
Example 1. Use the labeling given in Fig. 1. Then the cycles described by
{a1, a2, b5, a1, a2, b5, b4, b3, b5, b4, b3, b5}
and
{a1, a2, b5, b4, b3, b5, b4, b3, b5, a1, a2, b5}
both have
g(c) = u2a1u2a2u4b5u2b4u2b3 .
1.3. Zeta functions
For the most part of this section, we follow the notation and approach taken by Stark and Terras
[26] in defining and working with edge zeta functions.
We can now define the edge and Ihara zeta functions of a graph:
Definition 2 (Hashimoto [14]). For a finite graph X , associate to each arc of D(X) an invariant ue. The
edge zeta function of X is a function of ue ∈ C (sufficiently near 0) given by
ζX(u) =
∏
primes cycles [c]
(1 − g(c))−1 .
The Ihara zeta function of X is given by specializing each ue to u, which is
ZX(u) =
∏
primes cycles [c]
(
1 − ul(c)
)−1
,
where l(c) is the length of a representative of the prime cycle [c].
Remarkably, the edge zeta function of a finite graph is the reciprocal of a multivariate polynomial.
To see this, we define the directed edge matrix T associated to a graph. For a graph X , we begin by fixing
a labeling of the arcs of D(X).
Definition 3. The directed edge matrix T has as its ij entry
tij =
{
1 if t(ei) = o(ej) and ei = e¯j;
0 otherwise.
We let U be the diagonal matrix containing the indeterminants from Definition 2:
U = diag(ue1 , . . . , ue2|E|).
We note that many other authors have relied upon this T matrix as well. Kotani and Sunada [19]
use it as the Perron–Frobenius operator of the oriented line graph associated to X . From the matrices
in Definition 3, we realize a determinant expression for the edge zeta function (and thus for the Ihara
zeta function as well).
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Theorem 4. Let X be a finite graph. With the notation of Definitions 2 and 3, we have
ζX(u)−1 = det(I − UT) = det(I − TU).
Proof. Many authors have provided a proof of the above theorem. We refer the reader to [26] for a
proof. 
Hence the edge zeta function is the reciprocal of a multivariate polynomial in at most 2|E(X)|
variables and can be computed in polynomial time. In addition, and very importantly for us, given the
edge zeta function of a graph X , it is very easy to specialize it to realize the edge zeta function of a
subgraph of X .
Proposition 5 (Hashimoto [14]). Let X be a graphwith symmetric digraph D(X). Let F be a subset of E(X),
and let F consist of the set of arcs in D(X) corresponding to the edges in F. If W is the graph obtained from
X by erasing all of the edges in F, then
ζX(u)|ue=0,∀e∈F = ζW (u).
We will use Proposition 5 repeatedly in Section 3. It will be our main tool for picking out graph
properties based on the edge zeta function. Our general technique is to identify graphs which are
uniquely determined by their Ihara zeta function. Then, with the aid of Proposition 5 we can count
how many subgraphs have the desired zeta function. We will assume throughout that we are given
the identification of the indeterminant of an arc and its inverse arc, so that we can directly specialize
to get edge zeta functions of subgraphs.
2. Properties determined by the Ihara zeta function
In this section, we look at some of the known results about the Ihara zeta functionwhichwill prove
useful to us in Section 3.We begin by exploring some of the consequences of Theorem 4. Then, we look
at a more detailed determinant expression, given by Bass, and see that regular graphs are cospectral if
and only if they have the same zeta function. This last fact will be very useful in identifying structure
determined by the edge zeta function.
We now take a closer look at Theorem 4. For a graph X , the Ihara zeta function ZX(u) can be written
as det(I − uT)−1 where T is the directed edgematrix associated with X . From this expression, one can
deduce that the maximum degree of the reciprocal of the zeta function is 2|E(X)|. In fact, if there are
no vertices of degree 1 in X , this is exactly the degree of the polynomial [14]. Hence, for a finite graph
where every vertex has at least degree 2—such a graph will be referred to as md2 from now on—the
zeta function determines the number of edges in the graph.
What happens when a vertex has degree 1? Recalling our prime cycle definitions given in the
previous section, the only way to include an edge which is incident to a degree 1 vertex in a cycle is
to either have backtracking or a tail. Hence, any edges incident to a degree 1 vertex are completely
ignored by the zeta function. One can then remove these edges and vertices. This may create new
edges of degree 1, which can also be removed, successively, until the remaining graph is md2. This
underlying graph is what the zeta function is really studying.
We now look at a determinant expression, given by Bass, which generalizes Ihara’s initial determi-
nant expression [16] of the zeta function of a regular graph.
Theorem 6 (Bass [1]). Let X be a finite, connected graph with adjacency matrix A and degree matrix D
defined as a diagonal matrix with the degrees of the vertices of X down the diagonal. Let I be the identity
matrix, and define Q = D − I. Then,
ZX(u) = (1 − u2)(|V |−|E|) det(I − uA + u2Q)−1.
One of the first things that Theorem 6 does is to open the door to studying the coefficients of the
Ihara zeta function.
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Definition 7. For a graph X , we letm = |E|. We write
1
ZX(u)
= ZX(u)−1 = c0 + c1u + c2u2 + c3u3 + · · · + c2mu2m.
We denote by ck(X) the coefficient ck of u
k of the reciprocal of ZX(u).
For a detailed discussionof how thenumbers ck(X) relate to the structure ofX , we refer the reader to
[25].Wewill be particularly interested in c2m(X). As a direct consequence of Theorem6, this coefficient
can be shown to depend on the degree sequence of X , as detailed by Kotani and Sunada[19].
Corollary 8 (Kotani and Sunada [19]). Let X be a finite graph with
|E(X)| = m. Then
c2m(X) =
∏
v∈ V(X)
(d(v) − 1) ,
where d(v) is the degree of vertex v.
In fact, a great deal of the theory of Ihara zeta functions comes from a study of Theorem 6. The
following observation—first made by Mellein [21] although certainly known to Quenell [23]—is very
useful for us.
Theorem 9 (Mellein [21]). Suppose X and Y are both k-regular graphs. Then X and Y are cospectral—their
adjacency matrices have the same spectra—if and only if
ZX(u) = ZY (u).
Proof. We give a sketch of the proof. Since X and Y are both k-regular, the number of vertices in X
and Y can be determined based on the number of edges. Then we only need to study the determinant
expression that appears in Theorem 6.
Since the graphs are regular, all of the matrices inside the determinant commute. This allows us to
simultaneously diagonalize, giving us
det(I − uA + qu2I) = ∏
λi∈specA
(1 − λiu + qu2),
where q = k − 1 and A is the adjacency matrix of X or Y as needed. Manipulating this last expression
gives us the result. 
Fig. 2. Two graphs with the same zeta function but different numbers of vertices and connected components.
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Theorem 9 will be a key fixture in Section 3. Whenever a k-regular graph is uniquely determined
by its spectrum, we will be able to conclude that its Ihara zeta function is also uniquely determined.
This will allow us to search for specific structures which could appear as subgraphs in a graph.
Example 10. Lest we get too carried away, we give an example as a warning. Czarneski [8] gave an
example of a pair of graphs which have the same zeta function but differing numbers of vertices and
connected components. Cooper [7] has extended this example to give an infinite family of pairs of such
graphs. Czarneski’s original example is shown in Fig. 2.
The results given above are all thatwewill need in Section 3.Wewould be remiss in notmentioning
that this section is not exhaustive. In particular, the Ihara zeta function determines the number of
spanning trees in a graph [13,22]—an analogue to the class number formula of a number field. It also
determines the girth of a graph [15,25].
3. Properties determined by the edge zeta function
Wesawin theprevioussection thatwecannotnecessarily count thenumberofverticesorconnected
components of a graph X just from its Ihara zeta function. We begin this section by showing how to
determine whether or not a graph is regular from its edge zeta function. Once we have concluded that
a graph is regular, we will be able to determine whether or not it is connected. From this point, we
will be able to make use of Theorem 9 in conjunction with results about regular graphs which are
determined by their adjacency matrix spectra to identify the properties we desire.
Lemma11. Let X be a finitemd2 graphwith |E(X)| = m. Suppose there exists a vertex v ∈ V(X), satisfying
d(v) > 2, with v adjacent to two vertices x, y ∈ V(X) such that
d(x) = d(y).
Then
c2m−2(X \ {v, x}) = c2m−2(X \ {v, y}),
where X \ e is the graph formed by removing edge e.
Proof. This follows directly from the definitions in Notation 7 and Corollary 8. 
We now show how to determine whether a graph is regular, biregular bipartite, bipartite with all
of the vertices in one independent set having degree 2, or none of the above.
Proposition 12. Let W be a md2 graph with m edges. We denote by W \ e the subgraph of W which is
formed by removing the edge e. Suppose that the numbers
{c2m−2(W \ e1), c2m−2(W \ e2), . . . , c2m−2(W \ em)}
are all the same. Then W satisfies one of the following:
1. W is k-regular, and k can be determined.
2. W is a (p, q)-biregular bipartite graph for some p, q  3.
3. W is a bipartite graph where all of the vertices in one of the vertex sets have degree 2.
Proof. We first note thatW is 2-regular if and only if c2m(W) = 1.
We assume for the moment thatW is connected and that d(v)  3 for all v ∈ V(W). Suppose that
two vertices v1 and v2 are adjacent and satisfy d(v1) = d(v2) = k; then, we claim W is k-regular.
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For any other vertex w, we consider a path from v1 to w given by {v1 = w1,w2, . . . ,wn = w}.
Then v1 is adjacent to v2 and w2 (it is possible that v2 = w2), so d(w2) = d(v2), or we fail the
conditions of the proposition because of Lemma 11. Similarly, d(w3) = d(w1), and we continue until
d(w) = d(wn−2) = d(v1). ThusW is k-regular.
Now suppose there are two vertices which are adjacent and satisfy d(v1) = p and d(v2) = qwith
p = q. By a similar argument, we see that every vertex must have degree p or degree q. Now suppose
that there exists an odd cycle in W . Either two vertices of the same degree are adjacent—forcing the
graph to be k-regular: a contradiction—or there is a third degree: another contradiction. Thus every
cycle must have even length, andW is in fact (p, q)-biregular bipartite.
We can remove the condition on connectivity. If there are more than one connected component,
then each componentmust have the same degree structures. Else removing an edge in one component
and an edge in a different component would give different numbers c2m−2 for those edge removals.
We distinguish between these two cases. IfW is k-regular, then
c2m−2(W \ e) =
[
k − 2
k − 1
]2
c2m(W),
for all e ∈ E(W). IfW is (p, q)-biregular bipartite, then
c2m−2(W \ e) =
[
p − 2
p − 1
] [
q − 2
q − 1
]
c2m(W),
for all e ∈ E(W). From these expressions we can distinguish which case we have, and if the graph is
regular determine the value k.
These cases cover the situationwhen c2m−2(W\e) is non-zero. If c2m−2(W\e) = 0 for all e ∈ E(W);
then, every edge must be incident to a vertex of degree 2. In this case, we can identifyW as belonging
to category 3 above. 
Now that we can distinguish whether a graph is k-regular or not, we show how to tell when a
k-regular graph is connected.
Proposition 13 (Connectivity in regular graphs). Suppose X is a k-regular graph. Then X is connected if
and only if the pole of ZX(u) at u = 1k−1 is simple.
Proof. The multiplicity of the pole of ZX(u) at u = 1k−1 is 1 if and only if the multiplicity of λ = k as
an eigenvalue of the adjacency matrix of X is 1. This is true if and only if X is connected. 
We are now ready to look at some properties of graphs which are determined by the edge zeta
function. Our method is simple. We will use the previous propositions in conjunction with Theorem
9 to identify edge-induced and vertex-induced subgraphs which are isomorphic to particular graphs.
We first establish some useful notation.
Definition 14. Let X = (V, E) be a finite graph. For a subset S of V , the vertex-induced subgraph 〈S〉
of X is the subgraph formed by taking S as its vertex set and taking the set of edges which have both
endpoints in S as the edge set. For a subset R of E, the edge-induced subgraph 〈R〉 of X is the subgraph
formed by taking R as its edge set and the set of vertices which are incident to some edge in R as the
vertex set.
For a graph W , we denote by sv(W, X) the number of vertex-induced subgraphs of X which are
isomorphic toW . Similarly, we denote by se(W, X) the number of edge-induced subgraphs of X which
are isomorphic toW .
We now give our main theorem, which will drive the rest of the section.
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Theorem 15 (Counting subgraphs). Let X be a md2 graph with edge zeta function ζX(u). Let W be a
k-regular graph which is determined by the spectrum of its adjacency matrix. Then the numbers sv(W, X)
and se(W, X) are both determined by ζX(u).
Proof. We first show how to determine se(W, X). Suppose that |E(W)| = m˜. We denote by S the set
consisting of all unordered m˜-tuples of the arc/inverse arc pairs of indeterminants that appear in ζX .
For an element R ∈ S we form the function ζ〈R〉. Due to Proposition 5, this is exactly the zeta
function of the edge-induced subgraph of X given by the edges indexed in R. We use Proposition 12 to
verify that the edge-induced subgraph is a regular graph. We specialize to its Ihara zeta function and
then use Theorem 9 to check if the edge-induced subgraph is isomorphic toW or not. We repeat this
process for every element of S to compute se(W, X).
Interestingly, with full use of the edge zeta function, it is not much more difficult to compute
sv(W, X). Suppose R is a subset of S which contributed to se(W, X). We now pick an edge e which is
not represented in R. Then, we form the edge zeta function induced from the set R∪{e}. We specialize
to the Ihara zeta function of this graph. Now, there are three options for how e interacts with the edge-
induced subgraph of X which comes from R. If e is incident to zero or one vertices incident to an edge
in R, the Ihara zeta function will be exactly the Ihara zeta function that arose just from R. If, however,
e is incident to two vertices which are incident to edges in R, the Ihara zeta function will change. In
particular, its maximum degree will increase by 2.
To compute sv(W, X), we simply pick each subset R of S and then perform the above process with
each edge not in R. If the Ihara zeta function of the new graphs always matches the one induced from
R, we have a vertex-induced subgraph isomorphic toW . If it does change for any edge, we do not. 
Remark 16. A slightly more general statement of Theorem 15 is possible. Czarneski [8] gave a state-
ment of Theorem 9 for biregular bipartite graphs. Using this statement, we could also consider graphs
W which are biregular bipartite and uniquely determined by the spectrum of their adjacency
matrix.
Theorem 15 provides a machine to identify substructures in X . The study of graphs which are
determinedby their spectra is anoldone,datingback tochemistry in1956 [11]. Fisher [9]alsoaddressed
this question in response to Kac’s [17] famous question “Can one hear the shape of a drum?" We
recommend the excellent book by Biggs [3] and article by van Dam and Haemers [28] as a starting
point to the literature on these questions.
We will focus on complete graphs and cycles as they play important roles in determining the
structure of a graph. The complement of a graph X is the graph X¯ formed by keeping the same vertex
set and edge set formed by making {u, v} an edge in X¯ whenever it is not one in X . The following
proposition, which can be found in [28], is straight-forward.
Proposition 17. The complete graph Kn, the cycle Cn and their complements are determined by their
adjacency matrix spectrum.
We look at the graphs in Proposition 17 individually. We say that a graph X with n vertices is
Hamiltonian if it has an edge-induced subgraph isomorphic to Cn. Such a cycle is called a Hamiltonian
cycle, and we denote by Ham(X) the number of such cycles in X .
Corollary 18 (Cycles and Hamiltonian cycles). Let X be a graph on n vertices. Then for k = 3, . . . , n, the
number se(Ck, X) is determined by ζX(u). In particular, Ham(X) is determined.
In fact, the numbers sv(Ck, X) will also be very interesting. We return to these numbers in a mo-
ment, after we look at counting copies of complete graphs in X . The clique number of a graph X , written
ω(X) is the largest integer r such that X has a vertex-induced subgraph isomorphic to Kr . The clique
number is often associated with coloring as it gives an immediate lower bound on the chromatic
number.
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X Y
Fig. 3. Two graphs with the same Ihara zeta function.
Corollary 19 (Complete graphs and the clique number). Let X be a graph on n vertices. Then for r =
3, . . . , n, the number se(Kr, X) = sv(Kr, X) is determined by ζX(u). In particular, ω(X) is determined.
Wemention two important classes of graphs since their structure is dependent upon the presence
or absence of copies of Ck and C¯k as vertex-induced subgraphs. The chromatic number χ(X) of X is the
fewest number of colors necessary to color the vertices of X so that no adjacent vertices are colored
the same. Then a graph X is perfect if, for each of its vertex-induced subgraphs F , ω(F) = χ(F). Berge
conjectured in 1960 that a graph X is perfect if and only if sv(Ck, X) = 0 and sv(C¯k, X) = 0 for all
odd k > 4. The early history of this conjecture can be found in [2]. In 1988, Chvátal and Sbihi [6]
called graphs which satisfied sv(Ck, X) = 0 and sv(C¯k, X) = 0 for all odd k > 4 Berge graphs. Recently,
Berge’s conjecturewas proven by Chudnovsky et al. [5]; their result is now known as the strong perfect
graph theorem.
A related class of graphs is chordal graphs. Chordal graphs are graphs for which sv(Ck, X) = 0 for
all k > 4. Chordal graphs have some very interesting properties. For instance, many problems, such as
minimum coloring, maximum clique, maximum independent set, andminimum covering by cliques, which
are NP-complete in general can be solved in polynomial time [10] on chordal graphs. In addition, every
chordal graph is perfect.
Based upon the definitions’ reliance upon sv(Ck, X) = 0, it is no surprise that edge zeta functions
can distinguish these graph classes.
Corollary 20 (Holes, antiholes, perfect, and chordal). Let X be a graph on n vertices. Then for r =
3, . . . , n, the numbers sv(Cr, X) and sv(C¯r, X) are determined. In particular, the edge zeta function can
determine whether a graph is chordal or perfect.
One strong reason for studying edge zeta functions is that they generalize the Ihara zeta function.
Wemight hope that some of the properties determined so easily by the edge zeta function might also
be determined by the Ihara zeta function.
Example 21 (Same zeta function but different structures). In Fig. 3, we have an example of two
connected md2 graphs which have the same Ihara zeta function. They both satisfy ω(X) = ω(Y) =
3. However, Y is Hamiltonian (with Ham(Y) = 1), and X is not. In addition, we have sv(C6, X) =
sv(C7, X) = 0, and sv(C6, Y) = sv(C7, Y) = 1.
These graphswere found as part of an effort to enumerate graphswith the same zeta function using
McKay’s program nauty [20]. They were identified, and the data was evaluated, using code written by
the author in SAGE [24].
From this example, we suspect that none of the corollaries in this section are true, in general, for
the Ihara zeta function. We leave it as a problem to find an example of two graphs with the same
zeta function where one is perfect or chordal and the other is not or where they have differing clique
numbers.
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