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============
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In what follows, let us introduce the conception of frequency polygon. Suppose that *X* is a random variable with a density function $\documentclass[12pt]{minimal}
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As pointed out by Scott \[[@CR5]\], the frequency polygon has convergence rates similar to those of kernel density estimators and greater than the rate for a histogram. As for computation, the computational effort of the frequency polygon is equivalent to the one of the histogram. For large bivariate data sets, the computational simplicity of the frequency polygon and the ease of determining exact equiprobable contours may outweigh the increased accuracy of a kernel density estimator. Bivariate contour plots based on millions of observations are increasingly required in applications including high-energy physics simulation experiments, cell sorters and geographical data representation. Moreover, such data are usually collected in a binned form. Therefore, the frequency polygon can be a useful tool for examination and presentation of data. Since the frequency polygon has the advantages mentioned above, it attracts the attention of some scholars, and they have derived some results. For the explicit results obtained, one can refer to the references listed in Yang and Liang \[[@CR6]\] and Xing et al. \[[@CR7]\], which gave the strong consistency of frequency polygons. Among the obtained results, the study on asymptotic normality can be found in Carbon et al. \[[@CR8]\]. The relevant Berry-Esséen bound for *ϕ*-mixing samples has not been seen. This motivates us to investigate the Berry-Esséen bound of frequency polygon under *ϕ*-mixing samples. Under the given assumptions, we give the corresponding Berry-Esséen bound. Furthermore, by the obtained Berry-Esséen bound, the relevant convergence rate of uniformly asymptotic normality is also derived, which is nearly $\documentclass[12pt]{minimal}
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Throughout this article, we always suppose that *C* denotes a positive constant which only depends on some given numbers and may vary from one place to another. The organization of this paper is as follows. Section [2](#Sec2){ref-type="sec"} contains the main result obtained, Section [3](#Sec3){ref-type="sec"} contains the corresponding proof.

Main result {#Sec2}
===========

For the convenience of formulation of our main result, we need the following assumptions. (A1)The density function $\documentclass[12pt]{minimal}
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Based on the above assumptions, our main result can be given as follows.

Theorem 2.1 {#FPar1}
-----------
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By Theorem [2.1](#FPar1){ref-type="sec"}, the following corollary can be obtained directly.

Corollary 2.1 {#FPar2}
-------------
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Remark 2.1 {#FPar3}
----------
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Proof {#Sec3}
=====

Before proving Theorem [2.1](#FPar1){ref-type="sec"}, we give some denotations used later. Let $$\documentclass[12pt]{minimal}
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Next, some lemmas are given, which will be applied later.

Lemma 3.1 {#FPar4}
---------

Yang \[[@CR3]\]
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Lemma 3.2 {#FPar5}
---------

*Under the conditions of Theorem* [2.1](#FPar1){ref-type="sec"}, *we have* $$\documentclass[12pt]{minimal}
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Proof {#FPar6}
-----
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Lemma 3.3 {#FPar7}
---------

*For any integer* *k*, *there exist* $\documentclass[12pt]{minimal}
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Proof {#FPar8}
-----

By Theorem 5.1 in Roussas and Ioannides \[[@CR9]\] and the proof of Corollary 2.1 in Carbon et al. \[[@CR10]\], we can get the results directly. The details are omitted here. □

Lemma 3.4 {#FPar9}
---------

*Under the conditions of Theorem* [2.1](#FPar1){ref-type="sec"}, *we have* $$\documentclass[12pt]{minimal}
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Proof {#FPar10}
-----
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                \begin{document} $$\begin{aligned} \vert \Gamma_{n}\vert \leq&\sum_{1\leq i< j\leq v} \bigl\vert \operatorname{Cov}\bigl(y_{n,i}^{\prime},y_{n,j}^{\prime} \bigr)\bigr\vert \\ \leq&\sum_{1\leq i< j\leq v}\sum_{s=l_{i,p,1}} ^{l_{i,p,p}}\sum_{t=l_{j,p,1}}^{l_{j,p,p}}\bigl\vert \operatorname{Cov}(Z_{n,s},Z_{n,t})\bigr\vert \\ \leq&\sum_{1\leq i< j\leq v}\sum_{s=l_{i,p,1}} ^{l_{i,p,p}}\sum_{t=l_{j,p,1}}^{l_{j,p,p}} \frac{1}{(nb_{n} \sigma_{n}(x))^{2}}\bigl\vert \operatorname{Cov}(\eta_{s}, \eta_{t})\bigr\vert \\ \leq&\sum_{1\leq i< j\leq v}\sum_{i=l_{i,p,1}} ^{l_{i,p,p}}\sum_{j=l_{j,p,1}}^{l_{j,p,p}} \frac{1}{(nb_{n} \sigma_{n}(x))^{2}} \biggl\vert \operatorname{Cov}\biggl( \biggl(\frac{1}{2}+k_{0}- \frac{x}{b _{n}}\biggr)e_{i,k_{0}}(x) \\ & {} +\biggl(\frac{1}{2}-k_{0}+ \frac {x}{b_{n}}\biggr)e_{i,k_{1}}(x), \biggl(\frac{1}{2}+k_{0}-\frac{x}{b_{n}} \biggr)e_{i,k _{0}}(x)+\biggl(\frac{1}{2}-k_{0}+ \frac{x}{b_{n}}\biggr)e_{i,k_{1}}(x) \biggr) \biggr\vert \\ \leq&\sum_{1\leq i< j\leq v}\sum_{s=l_{i,p,1}} ^{l_{i,p,p}}\sum_{t=l_{j,p,1}}^{l_{j,p,p}} \frac{1}{(nb_{n} \sigma_{n}(x))^{2}} \biggl\{ \biggl\vert \biggl(\frac{1}{2}+k_{0}- \frac{x}{b_{n}}\biggr)^{2} \operatorname{Cov}(e_{s,k_{0}},e_{t,k_{0}}) \biggr\vert \\ &{} +\biggl\vert \biggl(\frac{1}{2}+k_{0}- \frac{x}{b_{n}}\biggr) \biggl( \frac{1}{2}-k_{0}+ \frac{x}{b_{n}}\biggr) \operatorname{Cov}(e_{s,k_{0}},e_{t,k _{1}})\biggr\vert \\ & {} +\biggl\vert \biggl(\frac{1}{2}+k_{0}- \frac{x}{b_{n}}\biggr) \biggl( \frac{1}{2}-k_{0}+ \frac{x}{b_{n}}\biggr) \operatorname{Cov}(e_{s,k_{1}},e_{t,k _{0}})\biggr\vert \\ & {} +\biggl\vert \biggl(\frac{1}{2}-k_{0}+ \frac{x}{b_{n}}\biggr)^{2} \operatorname{Cov}(e_{s,k_{1}},e_{t,k_{1}}) \biggr\vert \biggr\} \\ \leq&\sum_{1\leq i< j\leq v}\sum_{s=l_{i,p,1}} ^{l_{i,p,p}}\sum_{t=l_{j,p,1}}^{l_{j,p,p}} \frac{4}{b_{n}^{3/2}(n \sigma_{n}(x))^{2}} \bigl\{ f^{1/2}(\zeta_{k_{0}})+3f^{1/2}( \zeta_{k _{1}}) \bigr\} \bigl\{ \phi\bigl(\vert s-t\vert \bigr)\bigr\} ^{1/2} \\ \leq &C\sum_{i=1}^{v-1}\sum _{j=i+1}^{v} \sum_{s=l_{i,p,1}}^{l_{i,p,p}} \sum_{t=l_{j,p,1}}^{l _{j,p,p}}\frac{1}{b_{n}^{3/2}(n\sigma_{n}(x))^{2}}\bigl\{ \phi \bigl(\vert s-t\vert \bigr)\bigr\} ^{1/2} \\ \leq& C\sum_{i=1}^{v-1} \sum _{s=l_{i,p,1}} ^{l_{i,p,p}}\frac{1}{b_{n}^{3/2}(n\sigma_{n}(x))^{2}}\sum _{m=q} ^{\infty}\bigl\{ \phi(m)\bigr\} ^{1/2} \\ \leq& C\sum_{i=1}^{v-1} \sum _{s=l_{i,p,1}} ^{l_{i,p,p}}\frac{1}{b_{n}^{3/2}(n\sigma_{n}(x))^{2}}\sum _{m=q} ^{\infty}m^{-\rho/2} \\ \leq& C\frac{q^{-\frac{1}{2}\rho+1}}{nb_{n} ^{3/2}(\sigma_{n}(x))^{2}}\\ \leq& Cu_{1}(q), \end{aligned}$$ \end{document}$$ which together with ([3.14](#Equ18){ref-type=""}) and ([3.15](#Equ19){ref-type=""}) yields ([3.13](#Equ17){ref-type=""}). The proof is completed. □
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Lemma 3.5 {#FPar11}
---------

*Under the conditions of Theorem* [2.1](#FPar1){ref-type="sec"}, *we have* $$\documentclass[12pt]{minimal}
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Proof {#FPar12}
-----
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Lemma 3.6 {#FPar13}
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Proof {#FPar14}
-----
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Lemma 3.7 {#FPar15}
---------

*Under the conditions of Theorem* [2.1](#FPar1){ref-type="sec"}, *we have* $$\documentclass[12pt]{minimal}
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Proof {#FPar16}
-----
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Lemma 3.8 {#FPar17}
---------

Yang \[[@CR11]\]
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In what follows, we can give the proof of Theorem [2.1](#FPar1){ref-type="sec"}.

Proof of Theorem [2.1](#FPar1){ref-type="sec"} {#FPar18}
----------------------------------------------
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**Competing interests**

The authors declare that they have no competing interests.

**Authors' contributions**

The authors contributed equally to this work. They both read and approved the final version of the manuscript.

**Publisher's Note**

Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

The authors are grateful to two anonymous referees for providing valuable comments which improved the first manuscript. This research is supported by the National Natural Science Foundation of China under grants No. 61561006 and No. 61573111 and the National Science Foundation of China (No. 11461009) and Guangxi Natural Science Foundation (no. 2015GXNSFDAA139003).
