Abstract: This paper presents a fast, reliable multi-objective history-matching method based on proxy modeling to forecast the production performances of shale gas reservoirs for which all available post-hydraulic-fracturing production data, i.e., the daily gas rate and cumulative-production volume until the given date, are honored. The developed workflow consists of distance-based generalized sensitivity analysis (DGSA) to determine the spatiotemporal-parameter significance, fast marching method (FMM) as a proxy model, and a multi-objective evolutionary algorithm to integrate the dynamic data. The model validation confirms that the FMM is a sound surrogate model working within an error of approximately 2% for the estimated ultimate recovery (EUR), and it is 11 times faster than a full-reservoir simulation. The predictive accuracy on future production after matching 1.5-year production histories is assessed to examine the applicability of the proposed method. The DGSA determines the effective parameters with respect to the gas rate and the cumulative volume, including fracture permeability, fracture half-length, enhanced permeability in the stimulated reservoir volume, and average post-fracturing porosity. A comparison of the prediction accuracy for single-objective optimization shows that the proposed method accurately estimates the recoverable volume as well as the production profiles to within an error of 0.5%, while the single-objective consideration reveals the scale-dependency problem with lesser accuracy. The results of this study are useful to overcome the time-consuming effort of using a multi-objective evolutionary algorithm and full-scale reservoir simulation as well as to conduct a more-realistic prediction of the shale gas reserves and the corresponding production performances.
Introduction
The production performances of shale gas reservoirs are quite distinct from those of conventional gas fields in that the former involve a long transient period and are placed under the control of human-made treatment for the entire field life, e.g., in hydraulic fracturing and well stimulation. The typical uncertainty for post-hydraulic-fracturing characterization of gas production is whether the artificial fractures are well-developed and maintained within the shale deposit. In addition to this topological uncertainty, and regardless of whether microseismic monitoring can be used to estimate the 2. Methodology Figure 1 explains the proposed workflow for the multi-objective history matching for which FMM-based proxy modeling is applied. To efficiently converge to the pareto solutions, the significant parameters that affect the objective functions are used, the parameters of which are determined by the DGSA. Meanwhile, the GA-based multi-objective history matching integrates the well-based production profiles. The theoretical background for each method is as follows. 
FMM for the Proxy Modeling
The FMM evaluates the drainage volume and the gas-production rate by tracking the interfaced propagation and computing the DTOF. The governing FMM equation is the generalized Eikonal equation (Equation (1)) [11] [12] [13] , as follows:
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Once the pressure front arrives at the specific grid, grid draining is assumed to commence. The drainage volume at the time, t, V p (t) is the sum of the individual pore volumes within that time contour (Equation (4)), as follows:
Pore volumes at time, t i (4) A = 4πr 2 is the surface area for spherical radial flow, A = 2πrh for cylindrical radial flow, and A = constant for linear flow [12] . By setting the drainage volume as a variable and applying the chain rule, Equation (5) can be expressed in Equation (6) , as follows:
Now, the Darcy flux (q(V p , t)) in Equation (6) can be approximated according to the multiplication of the well-production rate (q well ) by the dimensionless flux (q D ) along the drainage volume, as given by Equation (7) . Equation (8) is derived from the substitution of Equation (7) into Equation (6) . The integration of Equation (8) under a constant decrease of the well-flowing pressure (p w f ) from the initial reservoir pressure (p i ) derives Equation (9), as follows:
The dimensionless flux q D (V p , t) can be formulated using Equation (10), as follows:
Equation (11) is the surface-based production rate (q well ) that is obtained from the substitution of Equation (10) into Equation (9) . B g is the gas-formation-volume factor for the conversion of the reservoir-into-well flow rate into the surface-produced gas rate, as follows:
DGSA for the Determination of the Effective Parameters
The DGSA classifies the response variables into a limited set of discrete classes [28] . Unlike conventional sensitivity methodologies, it can be used to explain the effects of the spatiotemporal parameters in the implementation of statistical distributions [29, 30] . The fundamental workflow concept is as follows: if the result is sensitive to the parameter, the frequency distribution of the parameter is different in each class, whereas the frequency distribution of the parameter is the same in each class for the parameter-insensitive result. Figure 2 explains the DGSA process: Figure 2a depicts a distance map and the k-medoid clustering consisting of three clusters, and Figure 2b shows the cumulative-density functions (CDFs) for each cluster. The sensitivity of each parameter is defined as the CDF distance that represents the difference area between the base CDF and each class (Equation (12)), as follows:
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where d i (k) is the CDF distance of the parameter i for the cluster k, A is the function of the numerical calculation of the inter-curve area, F i is the distribution function of parameter i, F i (k) is the distribution function of parameter i for cluster k, and K is the number of clusters. If one or more CDF distances are greater than the given significant level, the parameter can be considered as a sensitive parameter [28] . Figure 3 shows the CDF distances for three parameters, as an example, wherein parameters i and j are sensitive.
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NSGA-II for the Multi-Objective Evolutionary Algorithm
Srinivas and Deb [31] introduced the crowding distance-based non-dominated sorting genetic algorithm (NSGA) to satisfy the multiple constraints, and this was followed by the development of NSGA-II, an improved version of the NSGA, by Deb et al. [22] . The two-principle NSGA-II workflows are as follows: non-dominated sorting and crowding-distance sorting, the latter of which is for diversity preservation (see Figure 4 ). [31] introduced the crowding distance-based non-dominated sorting genetic algorithm (NSGA) to satisfy the multiple constraints, and this was followed by the development of NSGA-II, an improved version of the NSGA, by Deb et al. [22] . The two-principle NSGA-II workflows are as follows: non-dominated sorting and crowding-distance sorting, the latter of which is for diversity preservation (see Figure 4) . At generation t , the parent population t P is used to create the offspring population t Q for which the genetic operator (selection, crossover, and mutation) is used. The combination of the two populations t R is classified using non-dominated sorting. The non-dominated sorting ranks the responses in the pareto front. Accordingly, the response 1 r dominates the response 2 r , but only if Equation (13) is satisfied [25] , as follows: The likelihood of the selection of the responses in the rank front for the next generation is higher. If the number of the responses from 1 F to 3 F is greater than N , some of the responses from 3 F should be rejected by the crowding-distance sorting for the diversity preservation. The crowding distance of the th j response j C can be defined using Equation (14) [24], as follows: (14) where N is the number of objective functions, Figure 5b ). The responses with the lower crowding distance are rejected for diversity preservation, and upon the completion of the crowding-distance sorting, the surviving responses are selected for the next generation At generation t, the parent population P t is used to create the offspring population Q t for which the genetic operator (selection, crossover, and mutation) is used. The combination of the two populations R t is classified using non-dominated sorting. The non-dominated sorting ranks the responses in the pareto front. Accordingly, the response r 1 dominates the response r 2 , but only if Equation (13) is satisfied [25] , as follows:
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where r i j is the j th response in the direction of the i th objective function, and N is the number of objective functions. Figure 5 depicts two sorting methods in NSGA-II; Figure 5a shows non-dominated sorting and Figure 5b shows crowding-distance sorting. Figure 5a has four non-dominated fronts, and the response here in the higher rank front of r 1 is superior to the responses in the lower rank fronts of r 2 , r 3 , r 4 , and r 5 , but superiority is not evident among the responses in the same rank fronts of r 3 and r 4 . 
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Performance Test for the Validation of the FMM-based Proxy Modeling
Description of a Synthetic Reservoir and the Testing Method
The illustration in Figure 6 is a synthetic 2D reservoir having been subject to hydraulic fracturing. The reservoir comprises five artificial fractures of different fracture lengths and enhanced permeable zones, assuming a horizontal well and the bi-wing fracture model. rejected by the crowding-distance sorting for the diversity preservation. The crowding distance of the j th response C j can be defined using Equation (14) [24] , as follows: (14) where N is the number of objective functions, d i j is the displacement between two neighboring points with the j th response in the direction of the i th objective function, r i max is the maximum response in the direction of the i th objective function, and r i min is the minimum response in the direction of the i th objective function (see Figure 5b ). The responses with the lower crowding distance are rejected for diversity preservation, and upon the completion of the crowding-distance sorting, the surviving responses are selected for the next generation P t+1 .
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(a) (b) Figure 7 . Comparison of the production performance relevant to the simulated P50 of the FMM-based proxy modeling and the ECL100: (a) daily gas rate and (b) cumulative volume. Figure 7 . Comparison of the production performance relevant to the simulated P50 of the FMM-based proxy modeling and the ECL100: (a) daily gas rate and (b) cumulative volume. Figure 8 plots the average error for the given time according to 100 realizations, as follows: Figure 8a shows the average error of the daily gas rate between the FMM-based proxy model and ECL100 while Figure 8b shows the average error of the cumulative volume at a given time. In the Energies 2017, 10, 579 9 of 16 profile of the daily gas rate, the maximum error observed is approximately 5.8% at the early time, and it is approximately 7.3% for the cumulative trajectories at the same time. The errors decrease with time, and that of the estimated ultimate recovery (EUR) calculated at the end of the gas production is approximately 2%. The above observations are a result of the different amounts of gas released from the matrix into the fracture-governed area that is enhanced by hydraulic fracturing. Furthermore, this is influenced by using the single porosity/single permeability (SPSP) concept for the FMM and considering the dual porosity/dual permeability (DPDP) model for the ECL100. At the early stage, the quantity of drained gas of the DPDP model is larger than that of the SPSP model, and therefore the model selection is influential in terms of the observed differences. Another possible reason is the expected transient-flow governance of the early performance that prevents the proxy modeling from demonstrating this kind of rate-change and making more errors than the ECL100.
The total computation time for ECL100 over 100 realizations is 407.3 min, but that of the FMM-based proxy modeling is 35.5 min. That is, FMM-based proxy modeling is 11 times faster than ECL100. These results confirm the accuracy of the FMM-based proxy model and its sufficient speed for surrogacy to the full-size reservoir simulation, as well as the acceptable accuracy of the ECL100.
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Description of the Gas-Production Data and Assumptions
The objective function for the match production histories consists of the two different production profiles that are defined in Equation (15), with one related to the daily gas rate (refer to Equation (16)) and the other for the cumulative-production volume (see Equation (17)).
In Equation (16),
is the production rate that is calculated by the FMM at day k , (k) P m is the production data at day k , and n is the final calculation day. In Equation (17),
is the cumulative-production volume that is calculated by the FMM at day k , and
is the cumulative-production data at day k . The qualitative definition of 1 f indicates the absolute relative errors of the daily gas rates while that of 2 f indicates the absolute relative errors of the cumulative volume. History matching is carried out using 1.5-year (540-day) data, and the forecast of the production profiles is conducted from 1.5 years to five years (1800 days). The prediction accuracy is evaluated to examine the applicability of the multi-objective history matching in terms of the FMM-based proxy modeling and the DGSA.
Sensitivity Analysis Based on the DGSA
The sensitivity analysis ascertains the parameters that influence the objective functions and quantifies their uncertainty. Table 2 includes a summary of the proxy-modeling input properties, with seven parameters that vary while the others remain fixed. The following seven uncertain Figure 9 . True profile of the daily gas rate at the shale gas reservoir after hydraulic fracturing.
In Equation (16), P f (k) is the production rate that is calculated by the FMM at day k, P m (k) is the production data at day k, and n is the final calculation day. In Equation (17), C f (k) is the cumulative-production volume that is calculated by the FMM at day k, and C m (k) is the cumulative-production data at day k. The qualitative definition of f 1 indicates the absolute relative errors of the daily gas rates while that of f 2 indicates the absolute relative errors of the cumulative volume.
History matching is carried out using 1.5-year (540-day) data, and the forecast of the production profiles is conducted from 1.5 years to five years (1800 days). The prediction accuracy is evaluated to examine the applicability of the multi-objective history matching in terms of the FMM-based proxy modeling and the DGSA.
The sensitivity analysis ascertains the parameters that influence the objective functions and quantifies their uncertainty. Table 2 includes a summary of the proxy-modeling input properties, with seven parameters that vary while the others remain fixed. The following seven uncertain properties are assumed here: matrix permeability, enhanced permeability in the stimulated reservoir volume, fracture permeability, horizontal enhanced ratio, vertical enhanced ratio, fracture half-length, and porosity. These properties are randomly selected for 200 runs. The DGSA determines the parameters that influence the objective functions, i.e., f 1 and f 2 (Equations (16) and (17)). Figure 10a depicts the effects of the uncertain parameters on the objective function f 1 , and Figure 10b shows the effects for the objective function f 2 . The enhanced permeability (ke), fracture permeability (kf ), and fracture half-length (xf ) are the three parameters that affect both objective functions. While the porosity (po) can influence f 1 , it is less significant for f 2 .
volume, fracture permeability, horizontal enhanced ratio, vertical enhanced ratio, fracture half-length, and porosity. These properties are randomly selected for 200 runs. The DGSA determines the parameters that influence the objective functions, i.e., 1 f and 2 f (Equations (16) and (17)). Figure 10a depicts the effects of the uncertain parameters on the objective function 1 f , and Figure 10b shows the effects for the objective function 2 f . The enhanced permeability (ke), fracture permeability (kf), and fracture half-length (xf) are the three parameters that affect both objective functions. While the porosity (po) can influence 1 f , it is less significant for 2 f .
(a) (b) Figure 10 . Sensitivity analysis for which the DGSA is used. Determination of the significant parameters affecting: (a) the objective function 1 f and (b) the objective function 2 f . 'kf', 'ke', and 'km' represent the fracture permeability, the permeability in the stimulated reservoir volume, and the matrix permeability, respectively. 'xf' is the fracture half-length, and 'po' is the matrix porosity. 'ver' is the vertical enhanced ratio and 'her' is the horizontal enhanced ratio. 'kf ', 'ke', and 'km' represent the fracture permeability, the permeability in the stimulated reservoir volume, and the matrix permeability, respectively. 'xf ' is the fracture half-length, and 'po' is the matrix porosity. 'ver' is the vertical enhanced ratio and 'her' is the horizontal enhanced ratio.
In brief, four of the parameters, i.e., enhanced permeability, fracture permeability, fracture half-length, and porosity, are selected to change the values of the multi-objective history matching. Although it is known that porosity is not influential regarding f 1 , it is still included for the history matching to extend the search space.
Multi-Objective History Matching
To examine the applicability of the developed workflow, the following three GA-based single objective optimization comparisons are introduced: f 1 (Equation (16)), f 2 (Equation (17)), and their arithmetic mean f 3 (see Equation (18)). The objective function f for the GA-based multi-objective optimization is defined using Equation (15) .
The FMM-based proxy modeling displaces the reservoir simulation to obtain the production profiles. The changing variables that are used for history matching are determined by the DGSA, and their ranges are defined in Table 2 . The other variables, which are not significant regarding the objective functions, were fixed according to their mean values, as follows: the matrix permeability is 0.00002 md, the horizontal enhanced ratio is 0.3, and the vertical enhanced ratio is 1.2. History matching is implemented for a total duration of 540 days (1.5 years) according to the objective functions defined by Equations (15)- (18) . The prediction accuracy from 540 days to 1800 days is compared with the true data, as depicted in Figure 9 .
The model used for comparison with a result from a single objective function produced only one optimal trajectory while the proposed multi-objective history matching identified four solutions. Figure 11 depicts the errors of the optimal solutions with Figure 11a showing the errors between the optimal solution and the true data during the history-matching period (over 540 days), and Figure 11b describing those that occurred during the prediction period from 540 days to 1800 days. The proposed multi-objective history matching shows a lesser number of errors for both the history matching and the prediction compared to the single-objective optimization. The single-objective optimization shows a scale-dependency problem whereby it leans toward its allocated objective function [23] [24] [25] . The case of the arithmetic averaged error, f 3 is located at the middle point between f 1 and f 2 , as shown in Figure 11a . The four determined solutions of the proposed method are non-dominated and generate the pareto front, whereby the uncertainty can be considered. Figure 11b reveals the importance of considering the uncertainty during history matching. Even though Figure 11a shows a weak difference between the single-objective and the multi-objective optimizations, the forecast performance is still differentiated. The overall errors of the proposed multi-objective history matching are located in an area with smaller errors compared to the single-objective case. Figure 12 compares the production profiles of the developed workflow with four optimal solutions to that of true data. All obtained solutions are not only compatible, but also reliably predict the future performance. Figure 13 presents box plots of the error data that are calculated at 20 time steps allocated to each optimum solution. Table 3 summarizes the averaged errors of the three comparisons and the proposed method with the true profile. The averaged errors of the multi-objective history matching are less than those of the single-objective comparisons. The optimal solutions that are obtained using the proposed workflow show production-profile errors of around 2%, and this is irrespective of the use of the FMM-based proxy model instead of the time-consuming reservoir simulator for the proposed method. Principally, the four optimum solutions show an error of only 0.43% in terms of the EUR, but the results of the three comparisons show errors of around 2%.
The developed multi-objective history matching is based on the FMM proxy model, and the DGSA forecasts the production performance of the shale gas reservoir by integrating the well-based production performance. The optimal solutions on the pareto front show lesser errors compared to the single-objective optimization, and this is without a scale-dependency problem. This study assumes homogeneity of the rock properties, including permeability, porosity, and initial gas saturation, but to improve the applicability of the proposed method in the field, the reservoir heterogeneity estimated by microseismic and well testing data need to be considered. Validation of the reliable estimation of geomechanical characteristics and a quantitative analysis of the reservoir heterogeneity are still a challenge for hydraulic-fracturing techniques.
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(a) (b) Figure 11 . Errors of the optimum solutions for the three comparisons and the proposed model with respect to the single-objective function: (a) during the history-matching period and (b) during the prediction period.
(a) (b) Figure 12 . Production performance of the four optimal solutions of the proposed method and the true data: (a) daily gas rate and (b) cumulative volume. Figure 12 . Production performance of the four optimal solutions of the proposed method and the true data: (a) daily gas rate and (b) cumulative volume. (a) (b) Figure 13 . Box plots of the errors of the optimal solutions and the true profile: (a) daily gas rate and (b) cumulative volume. 
Conclusions
The authors of this paper developed multi-objective history matching for which the FMM-based proxy model and the DGSA were applied. The FMM proxy model could serve as a surrogate for reservoir simulation by reducing the computation time within the acceptable errors, while the DGSA determined the parameters that have influence in cases with single-objective functions. In this study, the effective parameters were four properties related to hydraulic fracturing: enhanced permeability, fracture permeability, fracture half-length, and porosity. The properties of the stimulated reservoir volume that affected the gas production were, in sequence, the permeability of the enhanced zone, permeability of the hydraulic fractures and the fracture half-length. The multi-objective history matching for which both the daily gas rate and its cumulative volume were considered determined the optimal prediction of the unknown performances without the scale-dependency problem; furthermore, it showed more effective applicability compared with the single-objective optimization through its consideration of the uncertainty of the optimal solutions.
The method proposed in this paper addresses the time-consuming problems of reservoir simulation as well as the scale-dependency of single-objective optimization, whereby the EUR and the gas rates could be predicted in a more-realistic manner. The developed scheme could therefore be applied to evaluate the production performances of a shale gas reservoir and the effects of hydraulic fracturing. 
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