Abstract: This study addresses infiltration from furrows or narrow channels. The basic approach is to develop the two-dimensional infiltration as a combination of the corresponding one-dimensional vertical and an edge effect. The idea is borrowed from previous applications for infiltration from disc and strip sources. The assumption is tested directly with numerical experiments using four representative soils and three furrow shapes ͑triangular, rectangular, and parabolic͒. The edge effect is the difference between the cumulative infiltration per unit of adjusted wetting perimeter and the corresponding one-dimensional infiltration. A general conclusion is that the edge effect is linearly related to time. In addition, it was observed that the two empirical parameters in the function used to relate the edge effect with time have narrow ranges and are related to soil hydraulic parameters, furrow shape, the boundary and initial conditions and additional geometric factors. The approach leads to a physically based infiltration function for irrigation furrows ͑or narrow channels͒ without the need to perform a fully two-dimensional simulation. Also, a simplified expression was found for the limiting steady-state case, which is analogous to Wooding's equation for infiltration from a shallow pond.
Introduction
Infiltration is a key component of flow and transport processes in furrows and channels. In general, empirical infiltration functions such as the Kostiakov-Lewis equation ͑Kostiakov 1932; Lewis 1937͒ , the branch infiltration function ͑Clemmens 1981͒, the modified Kostiakov-Lewis function ͑e.g., Christiansen et al. 1966͒ , or the Soil Conservation Service ͑SCS͒ equation ͑USDA 1979͒ was commonly used in furrow irrigation modeling. These are used in conjunction with local wetted perimeter or wetted perimeter calculated as some function of the flow parameters at the upstream end ͑Strelkoff and Souza 1984; Wallender 1993͒. For example, Hart et al. ͑1980, Eq. 13 .40͒ present the cumulative intake in the form ͑at b + c͒͑W adj / x 0,c ͒, where a, b, and c = parameters of the SCS intake family; t = time; W adj = adjusted wetted perimeter; and x 0,c = furrow spacing.
Strelkoff and Souza ͑1984͒ and Bautista and Wallender ͑1993͒ compared different approaches of combining the effects of intake opportunity time ͑the time during which infiltration occurs͒ and wetted perimeter using empirical infiltration functions of the Kostiakov type. Widely used existing surface irrigation hydraulic models ͑e.g., SRFR, Strelkoff et al. 1998͒ use a combination of empirical infiltration functions along with wetted perimeter to estimate cumulative infiltration.
Other studies have utilized analytical or semianalytical solutions of Richards' equation. Steady-state solutions were presented for flow from lines and horizontal cylinders ͑cf., Philip 1969͒, which are based on "Gardner" soil ͑i.e., a soil whose unsaturated hydraulic conductivity is exponential with the pressure head h for unsaturated conditions͒. Philip's solution was used by Rawls et al. ͑1990͒ for comparing measured with final infiltration rates from furrows. Schmitz ͑1993a,b͒, Mailhol ͑2003͒, and Wöhling et al. ͑2004a͒ worked with semianalytical solutions, which were integrated in FURINF. The cumulative intake over the entire wetted perimeter is calculated as the weighted sum of individual onedimensional values. The weighing coefficients are used to account for the varying influence of gravity and matric head at different points along the wetted perimeter. Results for three different soils compared favorably with those from the fully two-dimensional HYDRUS-2D ͑Šimůnek et al. 1999͒.
Further modeling based on a Green and Ampt ͑1911͒ approach was performed by Fok and Chiang ͑1984͒. They considered flow from a rectangular furrow as a combination of vertical and horizontal components and developed algebraic power and exponential forms for the progression of wetting fronts. They also provided experimental results, which were used later by Singh et al. ͑1987͒ for comparing his predictive models. Singh et al. concluded that an energy equation should be used to modify infiltration models such as the Green and Ampt and the Fok and Chiang ͑1984͒ models. Enciso-Medina et al. ͑1998͒ used the same approach with rectangular furrow and combination of vertical and horizontal components to include the effects of surface seal and soil cracking on infiltration.
A more comprehensive approach is to explicitly solve Richards' equation for appropriate geometries and soil conditions. Advances in software combined with ever-increasing computer speeds lead to the attractiveness of such an approach. Efforts include those by Vogel and Hopmans ͑1992͒ and those using HYDRUS-2D ͑Rassam et al. 2003; Perea et al. 2003; Wöhling et al. 2004b͒ . These applications provide comprehensive solutions and allow flexibility in taking into account effects of furrow geometry, subsurface soil properties and initial conditions. Output includes not only infiltration rates but also water distributions. An added benefit for the more comprehensive models is the ability to couple solute transport or root water uptake together with the water flow from the furrow ͑e.g., Butters et al. 2000; Abbasi et al. 2003͒. Wöhling et al. ͑2004b͒ successfully coupled an analytical surface hydraulic model with a physically based two-dimensional subsurface flow model to simulate the advance phase of furrow irrigation. They used an analytical solution of the zero-inertia equations ͑Schmitz and Seus 1992͒ to simulate overland flow and HYDRUS-2D to model infiltration and subsurface flow dynamics. The approach used by Wöhling et al. to couple the surface and subsurface flow components is complex and the coupled model requires long model run times. Moreover, at this stage of development it cannot simulate the complete irrigation cycle.
The objective of this study is to introduce an analytical form for computing furrow infiltration based on the combination of one-dimensional vertical infiltration and an "edge" effect. This will include infiltration from furrows in contrasting soils, various furrow shapes as well as different boundary and initial conditions.
Theory
Recently, Warrick and Lazarovitch ͑2007͒ developed a relationship for infiltration from a surface strip source
with I 2D = two-dimensional cumulative infiltration per unit width of the strip ͑and per unit length of the strip͒ ͓L͔; I 1D = one-dimensional cumulative infiltration ͓L͔; t = time ͓T͔; x 0 = semiwidth of the strip ͓L͔; ␥ = dimensionless "constant;" S 0 = sorptivity ͓L T −0.5 ͔; 0 = volumetric water content at the strip source ͓-͔; and n = initial water content in the profile ͓-͔ Eq. ͑1͒ follows previous work by Haverkamp et al. ͑1994͒ who introduced an analogous relationship for infiltration from a disc source. In both cases, the basic principle is that the multidimensional flow is the sum of a one-dimensional term and a second term due to flow from the edge of either the strip or the disk. Haverkamp et al. rationalized that a reasonable bound on ␥ was 0.6-0.8, but the results of Warrick and Lazarovitch ͑2007͒ for the strip showed generally a wider range from 0.6 to 1.1.
When saturated, the wetted strip is similar to a shallow furrow. This suggests a more general form to apply to a furrow, which is partially filled with water at a constant depth
where Q 2D = cumulative intake per unit length of the furrow ͓L 2 ͔; W = wetted perimeter ͓L͔; W * = adjusted wetted perimeter ͑not to be confused with the SCS adjusted perimeter͒ ͓L͔; and ␥ = dimensionless parameter dependent on the shape of the furrow, the soil hydraulic properties, and the boundary and initial conditions. For a very shallow furrow, the value of W approaches W * =2x 0 and Eq. ͑2͒ reduces to Eq. ͑1͒.
The steady-state rate of flow, q 2D ͓L 2 T −1 ͔, is found after differentiating ͑2͒ with respect to time and recognizing that the corresponding one-dimensional rate is the saturated hydraulic conductivity 
͑4͒
Here s = field-saturation water content ͓-͔; h 0 = water depth at the surface ͓L͔; and h f = pressure head corresponding to the wetting front ͓L͔ given by Neuman ͑1976͒ and Warrick ͑2003, p. 165͒
The pressure head h n ͓L͔ corresponds to the initial water content, n . The wetted perimeter, W depends on the shape of the furrow and water depth. A general form that can be used to model a range of furrow shapes is the power-law cross section ͑e.g., included for obtaining values for other values of a between 0 and 1͒. They also point out that the cross-sectional area A ͓L 2 ͔ follows from Eq. ͑6͒:
In order to apply Eq. ͑2͒, the one-dimensional cumulative infiltration, I 1D must be evaluated. We propose that this be done for water ponded at the same depth as the height of the center of mass of the water-filled section of the furrow referenced from the furrow bottom, z c ͓L͔. ͑Other options considered and discarded were to use total and zero depths͒. By definition, z c is
where the integral in the denominator is half of the cross-sectional area of ponded water. Use is made of the relationship between x and z on the power curve x = 0.5Cz a ͑see Fig. 1͒ to obtain
The lower boundary condition for the flow domain and uniform initial water content can be taken to agree with the twodimensional domain. Once these conditions are defined, the onedimensional infiltration can be calculated by appropriate methods, e.g., analytically, with the forms of Haverkamp et al. ͑1988͒ or others. Pertinent assumptions are that the soil is homogeneous and that the furrow spacing is sufficiently large to render interaction between two neighboring furrows negligible. The initial water content is assumed uniform ͑an example of the effects of the value of the initial water content will be given͒ Generally, we assume that infiltration is not a function of the furrow depth, but an example will be used to predict guidelines for cases when this assumption is violated.
Methods and Computations
We choose four soils representing a wide range of textures and hydraulic properties. 
where ⌰ = effective saturation ͓-͔; r and s denote the residual and saturated water contents ͓-͔, respectively; and ␣ ͓L −1 ͔, m ͓-͔, and n ͓-͔ are empirical shape parameters.
The HYDRUS-2D software package ͑Šimůnek et al. 1999͒ was used to simulate the two-dimensional infiltration from the furrows and HYDRUS-1D ͑Šimůnek et al. 1998͒ was used for the one-dimensional simulation. In HYDRUS-2D a vertical domain was selected such that the outer boundaries did not affect the flow field inside of the domain. The computational domain ͑1.5ϫ 2 m͒ was discretized into a finite element mesh with 1,253-1,328 nodes ͑with 2,385-2,535 triangular elements͒ depending on the furrow shape. Mesh density was finest immediately surrounding the furrow surface and becomes sparse with distance from the furrow surface ͑Fig. 1͒. The two-dimensional computations considered in this study were made with a rectangular, parabolic and triangular furrow shapes. In HYDRUS-1D, we selected a domain for every soil such that wetting front will be far from the bottom boundary and infiltration will not be affected from this boundary. The domain was discretized into 201 nodes with finer detail near the surface.
Results
The two-dimensional cumulative infiltration, Q 2D is shown in Fig. 2͑a͒ for the three furrow shapes ͑rectangular, parabolic, and triangular͒ and for the loamy soil. In all cases the furrow depth, D = 0.3 m, Z = 0.1 m, ⌰ n = 0.1, B = 0.2 m, and the amount of applied water is set to Q 2D = 0.1 m 2 ͑equivalent to an application of 0.1 m of water on a furrow of 1 m spacing͒. Infiltration occurs most rapidly in the rectangular furrow ͑approximately 11 h͒ compared to about 17 and 15 h for the triangular and parabolic shapes, respectively. This is consistent with the larger wetted perimeter of the rectangle cross section.
The corresponding one-dimensional cumulative infiltrations, I 1D , are given in Fig. 2͑b͒ . As mentioned earlier, the ponded water depth is based on the center of mass in the furrow, z c , which is highest for the triangular cross section, lowest for the rectangle, and the parabola coming in between. Consequently, the onedimensional values are slightly higher for the triangle. Also, the duration shown is different, corresponding to the total time necessary to infiltrate Q 2D = 0.1 m 2 . The edge effect, ⌬I, is the last term in Eq. ͑2͒
Values of the empirical factors W * and ␥ are found by linear regression between ⌬I and t while forcing the results through the origin by adjusting W * . The results for the loamy soil are shown in Fig. 2͑c͒ . The corresponding linear regression results ͑not shown͒ resulted in a R 2 in excess of 0.998 for all three shapes. The "edge effect" ⌬I is shown in Fig. 3 as a function of t for three other soils and the three furrow shapes. In all cases, Z = 0.1 m, D = 0.3 m, ⌰ n = 0.1, B = 0.2 m, and the amount of total applied water is set to Q 2D = 0.1 m 2 . As shown in Fig. 3 , the edge effect is a linear function of t for all nine soil and shape combinations considered. The R 2 values for these cases and the first three cases for the loam are all higher than 0.998. For all soils considered, the rectangular furrow resulted in higher infiltration rates and as a consequence the opportunity time required to apply the same volume of water was shorter in the rectangular than the parabola and triangle furrows. The edge effect, ⌬I is of greater magnitude for the coarser soils, but note that as a direct consequence of the requirement to infiltrate the same amount of water, the time scales are different.
Values of ␥ from Eq. ͑2͒ as function of m, the empirical shape parameter from Eq. ͑10͒, for the four soils and three chosen furrow shapes are presented in Fig. 4͑a͒ . Values of Z, D, ⌰ n , and B used to determine ␥ are the same as given previously. The overall range of ␥ is from 0.5 to 1.4. The ␥ is a monotonic increasing function of m with the two limiting cases for furrow geometry ͑rectangular and triangular͒ providing an envelope for all the possible values of ␥ with the parabolic furrow shape coming in between ͓as would also be the case with other power function shapes 0 Ͻ a Ͻ 1 in Eq. ͑6͔͒. For the same furrow geometry and soil combinations as above, the values of W * / W as function of m are presented in Fig. 4͑b͒ . They show a monotonically decreasing function with m. The parabolic furrow again falling within the other two limiting cases.
The effect of the ratio between the furrow depth, D, and the water depth in the furrow, Z, on ␥ is presented in Fig. 5 for the rectangular furrow and the sandy loam. For D / Z Ͻ 2, ␥ drops from 0.75 to 0.55, but then returns to a constant value of 0.7. We have no obvious explanation for this behavior, but note that the drop is relative small and that for D / Z Ͼ 2 the effects of the furrow depth on ␥ are minimal.
The influence of water depth on edge effect, ⌬I is explored as shown in Fig. 6͑a͒ . The ⌬I are given as a function of t for four values of depths in a rectangular furrow on a sandy loam. Values of D = 0.3 m, ⌰ n = 0.1, and B = 0.2 m are used in this calculation. The value of ␥ increase from 0.6 to 0.8 as the depth increases from 0.05 to 0.2 m ͓Fig. 6͑b͔͒. However, the contribution of the edge effect is largest for the shallower depth for the total event ͑0.055 m compared to 0.03 m͒, apparently due to the longer infiltration time to apply the total amount of water.
The effect of the initial reduced water content is given for loamy sand soil with a rectangular furrow in Fig. 7 with D = 0.3 m and B = 0.2 m. Parameter ␥ increase over a modest range of 0.64-0.76 as ⌰ n increases from 0.01 to 0.15.
The two-dimensional cumulative infiltration, Q 2D is shown in Fig. 8 for the rectangular shape and for two soils ͑loam and sandy loam͒. The Q 2D was calculated using three different approaches. The first is with HYDRUS-2D as described in the methods section. The second is using the Green and Ampt one-dimensional solution with the appropriate ␥, W, and W * values. The pressure head corresponding to the wetting front, h f , and the saturated hydraulic conductivity K s are needed for the calculation of Green and Ampt. The h f was calculated using Eq. ͑5͒ and the values of K s were taken directly from Table 1 . Although there are variations between the two solutions ͑4% in the loamy sand soil and 6.9% in the loamy soil͒, using a simple, compact and physically based analytical solution provides reasonable results. The third way is using Green and Ampt one-dimensional solution multiplied by the wetted perimeter. Here the pressure head in the upper boundary for the Green and Ampt was consistent with the full height of the water in the furrow, still with higher boundary pressure head it underestimated the cumulative infiltration ͑39.3% for the loam and 40.4% for the sandy loam͒. 
Discussion and Conclusions
A two-dimensional infiltration equation for furrows has been presented. The main conclusion is that the difference between the cumulative infiltration divided by an adjusted wetted perimeter and the one-dimensional sources is linearly related to time. This difference or edge effect is of the same form as previously found Fig. 4 . ͑a͒ ␥ from Eq. ͑2͒ as function of m from Eq. ͑10͒ for the four soils and three furrow shapes; ͑b͒ W * / W from Eq. ͑2͒ as function of m from Eq. ͑10͒ for the four soils and three furrow shapes for flow from strips and for disc infiltrometers. An analysis was conducted for four contrasting soils and for rectangular, parabolic and triangular geometries. Contrasting ponding depths, initial conditions and furrow depths were considered.
In addition to the soil hydraulic properties, two empirical parameters are needed. The first relates to the wetted perimeter, W, and an effective wetted perimeter, W * . The ratio W / W * were found in a range of 0.8-1.3. The second empirical parameter is the proportionality constant for the ␥ used to define the edge effect. The values of ␥ are in the range of 0.5-1.4, which is similar to the values previously reported for strips and disc sources. Table 2 summarizes trends of ␥ and W * / W with hydraulic, geometric, boundary and initial conditions. Improved methods for estimating ␥ and W * will be pursued in the future but are beyond the scope of this study.
Once ␥, W * , and I 1D are known, the furrow infiltration can be calculated by adding the edge effect. Not only are the computations much less tedious than for a two-dimensional numerical solution, but infiltration amounts can easily be computed for any time considered without running a full two-dimensional numerical simulations. On the other hand, at this stage of development the model does not provide comprehensive information on the subsurface water distribution and cannot conveniently be coupled to other flow and transport processes. Further experimental work will be required to evaluate the model in field applications and to assess its predictive capability in conditions other than the numerical experiments reported in this work. 
