Abstract. A famous conjecture of Lovász states that every connected vertex-transitive graph contains a Hamilton path. In this article we confirm the conjecture in the case that the graph is dense and sufficiently large. In fact, we show that such graphs contain a Hamilton cycle and moreover we provide a polynomial time algorithm for finding such a cycle.
Introduction
The decision problems of whether a graph contains a Hamilton cycle or a Hamilton path are two of the most famous NP-complete problems, and so it is unlikely that there exist good characterizations of such graphs. For this reason, it is natural to ask for sufficient conditions which ensure the existence of a Hamilton cycle or a Hamilton path. To this direction, the following well-known conjecture of Lovász is still wide open.
Conjecture 1. Every connected vertex-transitive graph has a Hamilton path.
In contrast to common belief, Lovász in 1969 [23] asked for the construction of a connected vertextransitive graph containing no Hamilton path. Traditionally however, the Lovász conjecture is always stated in the positive.
At the moment no counterexample is known. Moreover, there are only five known examples of connected vertex-transitive graphs having no Hamilton cycle. These are K 2 , the Petersen graph, the Coxeter graph and the graphs obtained from the Petersen and Coxeter graphs by replacing every vertex with a triangle. Apart from K 2 , the other four examples are not Cayley graphs and this leads to the conjecture that every connected Cayley graph on at least three vertices is Hamiltonian. Similarly as with Conjecture 1 this is now folklore, and its origin may be difficult to trace back, but probably the first conjecture in this direction is due to Thomassen (see e.g. [6] ), and asserts that there are only finitely many connected vertex-transitive graphs that do not have a Hamilton cycle. At the moment however, the best known general result which is due to Babai [3] states that every connected vertex-transitive graph on n vertices has a cycle of length at least √ 3n. The conjecture has attracted a lot of interest from researchers and there is no common agreement as to its validity. For example, in the negative direction, Babai [4] conjectured that there is an absolute constant c > 0 and infinitely many connected Cayley graphs G without cycles of length greater than (1 − c)|G|.
We will omit any further overview of the vast research these questions have motivated, referring the reader to the following surveys [29, 11, 22, 25] and their references.
In this paper we prove that every sufficiently large dense connected vertex-transitive graph is Hamiltonian.
Theorem 2. For every α > 0 there exists an n 0 such that every connected vertex-transitive graph on n n 0 vertices of valency at least αn contains a Hamilton cycle.
1.1. Relation to previous results. As said above, we do not aim to survey results related to Conjecture 1. However, it turns out that Theorem 2 is implied in several settings by other results. We want to describe these and pinpoint some situations when the Hamiltonicity given by Theorem 2 was not known before. We will restrict the discussion to the family of Cayley graphs.
Recall that Fleischner's Theorem [12] asserts that the (distance-)square of a 2-connected graph is Hamiltonian. Suppose that G is a connected Cayley graph over a group Γ with a generating set X. 2-connectedness is easily shown to be implied by connectedness for Cayley graphs. If we find a set Y ⊆ X which generates Γ, and such that Y 2 ⊆ X, then Fleischner's Theorem applies and the Hamiltonicity of G follows. This is a 'typical' 1 situation when X is dense in Γ. However, there are examples, when the set Y does not exist.
There are two important classes of groups where Hamiltonicity of the corresponding Cayley graph follows by other methods. One class is abelian groups. In the abelian setting, the Hamiltonicity of the Cayley graph is known for all generating sets. The argument has been pushed further by Pak and Radoičić [25] to groups which are close to abelian. Another important class is groups with no non-trivial irreducible representations of low dimension. This family for example, contains all non-abelian simple groups. For these groups, Gowers [14] , proved that the corresponding Cayley graph is quasirandom (in the sense of Chung-Graham-Wilson [10] ), no matter what the set X of generators is taken to be (provided that X is dense). In this case, the Hamiltonicity follows from the well-known fact (see e.g. [19, Proposition 4.19] ) that dense pseudorandom graphs are Hamiltonian. However, there are groups which are very far from abelian and yet have non-trivial low-dimensional representations. Soluble groups are one such example.
Overview.
Here is an overview of the rest of the paper. Section 2 contains some notation that we are going to use. Our proof will use Szemerédi's Regularity Lemma. In using the Regularity Lemma, we would like some properties of the original graph G to be inherited by the reduced graph obtained from the application of the lemma. In Section 3 we discuss some results from matching theory in this direction. These results will enable us to show that the reduced graph (after a minor modification) contains an almost perfect matching. In Section 4 we discuss two non-standard notions of connectivity: robustness and iron connectivity. The main result of Section 4 is Theorem 8 which says that G can be partitioned into a bounded number of isomorphic vertex-transitive pieces each of which is iron connected. This is a much stronger notion than the standard notion of vertex connectivity. In particular, iron connectivity is inherited by the reduced graph as well. It will turn out that if G 'looks very much like a bipartite graph' then there are some additional difficulties that need to be overcome. In Section 5 we quantify what we mean by the phrase 'looks very much like a bipartite graph' and prove that in this case the vertex set of G can be partitioned into two equal parts such that every automorphism of G respects this partition. In Section 6 we collect all the tools needed for the application of the Regularity Lemma. In Section 7 we apply the Regularity Lemma to show that every sufficiently large iron connected vertex-transitive graph contains a Hamilton cycle. In fact, we will need and prove a somewhat stronger property. Finally, in Section 8 we put all the pieces together. We first partition G into the bounded number of vertextransitive, iron connected pieces, then find a Hamilton cycle in each of these pieces, and then show how to glue these pieces together. It turns out that what we need for the glueing is not Hamilton cycles but rather what we call ℓ-pathitions which their existence is also guaranteed from our work in Section 7.
It turns out that all the steps of our proof of Theorem 2 can be performed algorithmically. In Section 9 we discuss how to turn the proof into a polynomial time algorithm for finding a Hamilton cycle in dense vertex-transitive graphs.
Notation and preliminaries
Given a positive integer m we will often denote the set {1, . . . , m} of the first m positive integers by [m] .
If every vertex of a graph G has the same degree k then we say that G has valency k, and write deg(G) = k. For a set E ′ ⊆ E(G) we write ∆(E ′ ) for the maximum degree of the subgraph induced by E ′ . Further, for two disjoint sets A, B ⊆ V (G) we write ∆ G (A, B) for the maximum degree of the bipartite graph G [A, B] . For a vertex v ∈ V (G) and a subset A ⊆ V (G) we write N A (v) for the set of neighbours of v which lie in A. We denote the size of N A (v) by deg(v, A).
We denote the automorphism group of G by Aut(G). We will usually denote the elements of Aut(G) by f or g. 1 In the sense that most examples that come to mind are of this sort
Recall that a graph G is Hamilton-connected if for any pair of distinct vertices x, y there is a Hamilton path with x and y as terminal vertices. Another important connectivity notion is that of linkedness: G is ℓ-linked if for any set of distinct vertices x 1 , . . . , x ℓ , y 1 , . . . , y ℓ ∈ V (G) there exist vertex-disjoint paths P 1 , . . . , P ℓ such that x i and y i are terminal vertices of P i . For our proof of Theorem 2, we will need a combination of the two notions above. Given a graph G and a subset U of the vertex set of G, we say that G is ℓ-pathitionable with exceptional set U if for any ℓ ′ ∈ [ℓ], and for any set of distinct vertices x 1 , . . . , x ℓ ′ , y 1 , . . . , y ℓ ′ ∈ V (G) \ U there exist vertex-disjoint paths P 1 , . . . , P ℓ ′ such that x i and y i are terminal vertices of P i . Furthermore, we require that the paths P 1 , . . . , P ℓ ′ cover all the vertices of G. So a graph is 1-pathitionable with exceptional set ∅ if and only if it is Hamilton-connected.
Observe that for example the complete bipartite graph K n,n is not 1-pathitionable. Indeed, we cannot connect two vertices of the same colour class of K n,n by a Hamilton path. Yet, we will need to deal with graphs which are bipartite or even almost bipartite. To this end we introduce a modification of pathitionability to bipartite setting. Suppose that a graph G together with a partition V (G) = A∪B is given. We say that G is ℓ-bipathitionable with exceptional set U with respect to the partition A, B if for any ℓ ′ ∈ [ℓ], and for any set of distinct vertices
there exist vertex-disjoint paths P 1 , . . . , P ℓ ′ such that x i and y i are terminal vertices of P i . Furthermore, we require that the paths P 1 , . . . , P ℓ ′ cover all the vertices of G.
Suppose that S = {P 1 , . . . , P ℓ } is a system of vertex-disjoint paths in a graph G. We then say that a system of paths
, and P i and P ′ i have the same endvertices. If S ′ covers all the vertices of G then we say that S ′ is a complete extension. Given a graph G and a natural number ℓ, the ℓ-blow-up of G, denoted ℓ × G is the graph in which every vertex of G is replaced by an independent set of size ℓ, and each edge of G is replaced by a complete bipartite graph between the two corresponding independent sets.
As an auxiliary tool we will need to work with digraphs as well. For basic terminology about digraphs we refer the reader to [5] . In particular we do not allow loops or multiple edges. (We do however allow edges between the same two vertices which have different direction.) Recall that a digraph G is strongly connected if for any pair of distinct vertices a, b ∈ V (G) there is a directed walk from a to b. We will also need the following extension of the notion of strong connectedness: we say that a digraph D is ℓ-strongly connected if for every set U ⊆ V (D), |U | ℓ and for any pair of distinct vertices a, b ∈ V (G) \ U there exists a directed walk from a to b avoiding U .
Given a (finite) set X and a function f : X → R we will write f 1 for the sum x∈X |f (x)|. Finally, to avoid unnecessarily complicated calculations, we will sometimes omit floor and ceiling signs and treat large numbers as if they were integers.
Some matching theory
Let us recall that a function f : V → [0, 1] is a fractional vertex cover of a graph G = (V, E) if f (x) + f (y) 1 for every xy ∈ E. We write τ * (G) for the weight of the minimum fractional vertex cover, i.e. τ * (G) = min{ f 1 : f is a fractional vertex cover of G} .
A function M : E → [0, 1] is a fractional matching of a graph G = (V, E) if for every v ∈ V we have e∋v M (e) 1, where the summation is taken over all edges e ∈ E containing the vertex v. We write ν * (G) for the weight of the maximum fractional matching, i.e.
The fractional matching M is said to be half-integral if M (e) ∈ {0, 1 2 , 1} for every e ∈ E. It is easy to see that for every graph G we have τ * (G) ν * (G). The duality of linear programming guarantees that in fact we have equality. Moreover, the half-integrality property of fractional matchings (cf. [27, Theorem 30.2]) says that there is a half-integral matching with weight ν * (G).
Theorem 3.
(a) For every graph G we have τ
The next lemma asserts that removal of a small fraction of edges from a vertex-transitive graph G does not decrease τ * (G) much.
Lemma 4. Let G be a vertex-transitive graph on n vertices. Suppose G ′ is a spanning subgraph of
Proof. Let f : V (G) → [0, 1] be an arbitrary fractional vertex cover of G ′ . To prove the lemma, it suffices to show that the there is a function
Indeed, if the above hold then the function g :
is a fractional vertex cover of G with (1 − δ) g 1 = f 1 and the claim of the lemma follows.
To show that such an f ′ exists, we define
Observe that f ′ is constant, and that (a) is satisfied. Suppose for contradiction that (b) fails for some edge xy of G. Since f ′ is constant, we get that (b) fails for every edge of G. Thus,
where the last inequality follows from the fact that f is a fractional vertex cover of G ′ . Plugging the defining formula for f ′ in (2) we get
However, observe that due to the vertex-transitivity of G, the sum
The following lemma asserts that τ * (G) = n 2 for every non-empty vertex-transitive graph of order n. This is easy and well-known; nevertheless we include a proof for completeness.
Lemma 5. Suppose that G is a vertex-transitive graph of order n and at least one edge. Then τ * (G) = n 2 . Proof. The constant one-half function is a fractional vertex cover of G, thus establishing τ * (G) n 2 . Suppose for contradiction that there exist a fractional vertex cover f :
) is a constant function, which is a fractional vertex cover. Since f
The next lemma asserts that 2-blow-up graphs contain an integral matching which is twice the weight of the maximum fractional matching of the original graph. 
The last lemma says that the property of containing a large matching is inherited by the reduced graph as well. Here we formulate it without referring to the Regularity lemma (and the notion of the reduced graph, both notions introduced only in Section 6).
Lemma 7.
Suppose that a graphR is given and letG be a subgraph of its m-blow-up. Then ν * (R)
m . Proof. Suppose that a fractional matching M inG is given. We can then define a fractional matching MR inR by defining its weight on an edge AB ∈ E(R) as
This is indeed a fractional matching as for each A ∈ V (R) we have
Moreover,
and the lemma follows.
Robustness and iron connectivity
We introduce two non-standard notions of connectivity: robustness and iron connectivity. These notions turn out to be suitable in combination with the Regularity Lemma -roughly speaking, when a graph has high iron connectivity, then the reduced graph corresponding to it also has high iron connectivity.
We say that a graph G is ℓ-robust if G remains connected even after removal of an arbitrary set
We say that G is ℓ-iron if G stays connected after simultaneous removal of an arbitrary edge-set E ′ ⊆ E(G) with ∆(E ′ ) ℓ and an arbitrary vertex-set U ⊆ V (G) with |U | ℓ. Our main aim in this chapter is to show that every dense vertex-transitive graph can be partitioned into not too many isomorphic vertex-transitive subgraphs which have high iron connectivity. This is stated in the following theorem.
Theorem 8. For every α > 0 there exist β, R, N 0 > 0 such that the following holds: Suppose G is a vertex-transitive graph of order n > N 0 and valency at least αn. Then there exists a partition V (G) = V 1 ∪ · · · ∪ V r into r < R parts such that all the graphs G[V i ] are isomorphic to a graph G ′ which is vertex-transitive and (βn)-iron. Furthermore, for each g ∈ Aut(G) and each 1 j r we have g(V j ) ∈ {V 1 , . . . , V r }.
A typical example of a connected vertex-transitive graph G with very low iron connectivity (and even robustness) is a graph formed by two disjoint cliques of order n/2, say on vertex sets V 1 and V 2 , with a perfect matching between V 1 and V 2 . The sets V 1 and V 2 are likely to be the decomposition of G given by Theorem 8 and indeed this is the decomposition our proof would give.
The first step towards the proof of the above theorem would be to gather together vertices of G which cannot be separated from the removal of an edge set of small maximum degree. To this end, given two vertices u and v of G we say that u and v are ℓ-robustly adjacent if whenever we remove from G an arbitrary set E ′ ⊆ E(G) with ∆(E ′ ) ℓ then u and v are still in the same connected component. We write u ∼ (ℓ) v in this case.
We shall also associate to a graph G an auxiliary graph H, called k-codeg graph of G. H is on the same vertex set as G. Two distinct vertices v 1 , v 2 ∈ V (H) are adjacent in H if and only if
The following lemma summarizes properties of the relation ∼ (ℓ) , and of k-codeg graphs.
Lemma 9.
(a) The relation ∼ (ℓ) is an equivalence relation on V (G). The equivalence classes of
(e) Suppose that n 10α −2 . If G is a vertex-transitive graph on n vertices with valency at least αn then each (α 2 n/5)-island contains at least α 2 n/2 vertices.
Proof. Parts (a)-(b) are trivial. For part (c), note that each automorphism of G maps an ℓ-island again onto an ℓ-island. In particular, all ℓ-islands induce mutually isomorphic graphs. Moreover, taking the set A ⊆ Aut(G) of automorphisms of G which map a given ℓ-island L onto itself and considering the restriction
The first part of (d) is obvious. For the second part we count the number of triples (x, y, z) with z adjacent to both x and y in two different ways to get
and the claim follows. To prove Part (e), consider the (
5 + 1 then u and v lie in the same (α 2 n/5)-island; in particular the conclusion applies when uv is an edge of H. Since deg(H) α 2 n/2 we deduce that each (α 2 n/5)-island of G contains at least α 2 n/2 vertices.
As a corollary of Lemma 9 we get the following. Proof. Let V 1 , . . . , V r be the (α 4 n/40)-islands of G. If r = 1 then G is (α 4 n/40)-robust and there is nothing to prove. Thus we assume that r > 1.
Observe that since α 4 /40 < α 2 /5, each (α 4 n/40)-island consists of several (α 2 n/5)-islands. In conjunction with Part (e) of Lemma 9, we get that r 2a −2 . By Part (b) of Lemma 9 each vertex v ∈ V 1 sends at most α 4 n/40 edges to V i for i = 1. It follows that
On the other hand, for n ′ = |V 1 | we have n ′ = n r n 2 . Therefore the valency of the graph
′ /3. This proves the lemma.
Lemma 10 says that if G is not robust then we can partition it into a few island each having higher (by a constant factor) density than G. Repeating this process, it will follow that every dense vertex-transitive graph can be partitioned in a symmetric way into a bounded number of robust graphs.
Lemma 11. For every α > 0 there exist µ, R, N 0 such that the following holds: Suppose G is a vertextransitive graph of order n > N 0 and valency at least αn. Then there exists a partition V (G) = V 1 ∪ · · · ∪ V r , into r < R parts such that all the graphs G[V i ] are isomorphic to a graph G ′ which is vertex-transitive and (µn)-robust. Furthermore, for each g ∈ Aut(G) and each 1 j r we have g(V j ) ∈ {V 1 , . . . , V r }.
Proof. We first set up necessary constants. Let Q = ⌈log 4/3 ( 
. . , r i ) is isomorphic to a vertex-transitive graph G i+1 of order n i+1 , thus allowing a next step of the iteration. By induction, and the properties of the partition output by Lemma 10 the vertex set of the original graph G can be partitioned into vertex-sets inducing graphs isomorphic to G i+1 . Observe that it is guaranteed by Lemma 10 and induction that G i+1 has valency at least α i+1 n i+1 .
Since α Q 1, the above procedure must terminate in step i stop < Q. It is easily checked that the partition of V (G) into copies of G istop satisfies the assertions of the lemma.
Observe that ℓ-iron connectivity implies ℓ-robustness. If the converse was true then we could immediately deduce Theorem 8 from Lemma 11. However, the converse is very far from being true. For example, the union of two cliques of size 2m having exactly one common vertex is (m − 1)-robust but it is not even 1-iron as the common vertex of the two cliques is a cut-vertex. The following lemma gives a partial converse for the class of vertex-transitive graphs.
Lemma 12. Let G be a (µn)-robust vertex-transitive graph of order n and valency at least αn.
Before diving into the proof of Lemma 12 let us give a heuristic why the lemma ought to hold. The graph G is robust by the assumptions of the lemma. On the other hand it is known ([13, Theorem 3.4.2]) that connected vertex-transitive graphs of high valency have high vertex connectivity. Therefore one can hope for a combination of the two properties, that is for iron connectivity.
Proof of Lemma 12. Let d αn be the valency of G. Suppose for contradiction that G is not (λn)-iron. That is, we have a partition
We proceed with an iterative procedure described below. For i 0 we are given a partition V (G) = A i ∪ U i ∪ B i . We further have the following properties:
We terminate this iterative procedure when for each g ∈ Aut(G), if there is an a ∈ A i such that g(a) ∈ A i then for each b ∈ B i we have that g(b) ∈ A i . Otherwise, as we shall show below, we can produce a partition
, and (I3) i+1 . Note that from (I3) it follows that we must terminate in i stop < 2 α steps. Suppose we did not terminate in step i.
λn, and consequently with the help of (I1) i we have
where the last inequality follows since α 2 3+2/α λ 2 3+i λ.
. This is a partition of V (G) (see Figure 1 ). (I1) i+1 and (I2) i+1 are obviously satisfied. The lower bound in (I3) i+1 follows Figure 1 . The sets A i+1 , U i+1 and B i+1 as intersections of the sets A i , U i , B i , g(A i ), g(U i ), and g(B i ). The set A i is represented by black, U i by grey, and B i by white.
from the fact that g(a) ∈ A i ∩ g(A i ). The upper bound is then established through the following chain of inequalities:
This finishes the iterative step.
α . For simplicity, we write A = A istop , B = B istop , and U = U istop . We have
Furthermore, we have
We first prove that each vertex u ∈ U has either almost all its neighbors in A, or in B.
µn. Proof of Claim 12.1. Suppose the statement fails for some u ∈ U . Then we have
Let a ∈ A be arbitrary and take a g ∈ Aut(G) such that g(u) = a. We then have N(a) = N(g(u)) = g(N(u)), and in particular g(N(u) ∩ A) ⊆ N(a). We claim that there exists an a ′ ∈ N(u) ∩ A such that g(a ′ ) ∈ A. Indeed, if this was not the case, then g(x) ∈ B ∪ U for each x ∈ N(u) ∩ A. Therefore, we would then have
Similarly, using (7) and the fact that g(
The properties of g, a ′ and b ′ contradict (5).
By Claim 12.1 we have a partition U = U A ∪ U B , where
Observe now that Lemma 12 together with Lemma 11 immediately imply Theorem 8.
We conclude this section with three easy lemmas which are tailored for applications later in the proof of Theorem 25.
Lemma 13. Suppose that a graph H is ℓ-iron. Then the 2-blow-up 2 × H is also ℓ-iron. Proof. Observe first, that the minimum degree of H is at least 2ℓ + 1. Indeed, if there existed a vertex v with deg(v) 2ℓ then this vertex could be isolated from the rest of the graph by deletion of at most ℓ edges incident with v, and at most ℓ vertices in the neighbourhood of v.
Observe that there are two natural vertex disjoint copies of H in 2 × H, say H 1 and H 2 . Consider any sets
Since H is ℓ-iron, both H 1 and H 2 remain connected after the removal of V ′ and E ′ . Since the minimum degree of H is at least 2ℓ + 1, then every vertex of H 1 has at least 2ℓ + 1 neighbours in H 2 . In particular after the removal of V ′ and E ′ there is still an edge between H 1 and H 2 and therefore (2 × H)
Define
is not connected after removal of the vertex set L 1 ∪ L ∪ P and the edge set E ′ . Indeed, after the removal of E ′ we have that there are no more edges between
Lemma 15. Let H be an n-vertex h-strongly connected digraph and let x, y be two distinct vertices of H. Then there exists a (directed) path from x to y of length at most 
Bipartite case
In this section we give a fine description of dense vertex-transitive graphs which are almost bipartite. Their properties are stated in Lemma 16.
The edit distance dist(G 1 , G 2 ) between two n-vertex graph is the number of edges one needs to edit (i.e. to either remove or add) to get G 2 from G 1 , minimized over all identification of V (G 1 ) with V (G 2 ). Given an n-vertex graph G, we say that it is ε-close to a graph property P if there exists an n-vertex graph H ∈ P such that dist(G, H) < εn 2 . Otherwise we say that it is ε-far from P.
Lemma 16. Let c ∈ (0, 1 17 ) be arbitrary. Suppose that G is a cn-iron vertex-transitive graph G on n vertices which is c 4 -close to bipartiteness. Then there exist a bipartition V (G) = A∪B such that |A| = |B|, for each u ∈ A and each v ∈ B we have deg(u, A) 6c 2 n, and deg(v, B) 6c 2 n. Furthermore, we have
Proof. We write ∆ for the valency of G. Observe that since G is cn-robust, then ∆ cn. Let A∪B = V (G) be the bipartition which maximizes e(A, B). We have e(A) + e(B) < c 4 n 2 .
We claim that min{|A|, |B|} n 3 .
Indeed, suppose for contradiction that, for example, |A| > 2n 3 and |B| < n 3 . Counting e(A, B) in two ways we arrive to v∈A deg(v) − 2e(A) = v∈B deg(v) − 2e(B), and therefore
a contradiction as ∆ cn and c is sufficiently small. This proves (10) .
Together with (10) this gives that
Proof of Claim 16.1. It is enough to prove the first statement. We start with some general calculations. We shall later use them to show that if g ∈ Aut(G) failed to fulfil the assertions we would get a contradiction to cn-iron connectivity.
We claim that
To prove this it suffices to prove that
where
} defines the eight new symbols above. Here we only prove ∆ÃÃ ,ÃB cn 2 , the other seven inequalities are similar. Consider an arbitrary v ∈Ã ∩ g(Ã).
, where the last inequality follows from the definition of the set A ′ . This establishes (14) . Suppose now that the statement of the Claim fails for g ∈ Aut(G). We then have X = ∅ and Y = ∅. Indeed, to show for example that X = ∅, we note that
Let E ′ be the edges of G running between X and Y . Now if we remove U and E ′ from G we get a disconnected graph. Together with the bounds (12) and (13) this proves that G is not cn-iron, a contradiction.
Proof of Claim 16.2. By symmetry, it suffices to prove the first part of the statement. Let w ∈ B \ B ′ be arbitrary; such a choice possible by (11) . Let v ∈ A and take g ∈ Aut(G) be such that g(v) = w.
Suppose for contradiction that |P | > 6c 2 n. Since the bipartition A∪B was chosen to maximize e(A, B), we must have |Q| cn 2 . Since N(w) = g(P ) ∪ g(Q) and since also w ∈ B ′ we have that |g(A) ∩ A| |g(P ) ∩ A| > 5c 2 n and so |g(A) ∩ B| < |B| − 5c 2 n. Similarly, we also have |g(B) ∩ A| |g(Q) ∩ A| > 5c 2 n and so |g(B) ∩ B| < |A| − 5c 2 n. But these contradict Claim 16.1.
Proof of Claim 16.
We can take a v ∈ C with g −1 (v) ∈ D. Using Claim 16.2 for g −1 (v), and then for v we get.
2 n. Combining this with Claim 16.1 finishes the proof. Remark 17. In the above proof we showed that the partition maximizing e(A, B) satisfies the conclusion of Lemma 16. In fact we only used the following two properties of the partition:
(1) The partition satisfies (9). In particular any partition satisfying the above two properties also satisfies the conclusion of Lemma 16. This fact will be important in the proof of Theorem 27 which provides an algorithmic version of Theorem 2.
Remark 18. Note that the bipartite subgraph G[A, B] obtained from the partition A, B given by Lemma 16 by removing all edges within the parts A and B is itself vertex-transitive. Indeed observe that for any automorphism g ∈ Aut(G) and any edge e between the parts A and B we have that g(e) also lies between these parts. Therefore every automorphism of G restricted to G[A, B] is also an automorphism and so G[A, B] is vertex-transitive.
Szemerédi's Regularity Lemma
Szemerédi's Regularity Lemma is one of the main tools in our proof of Theorem 2. In this section we collect all the tools related to the Regularity Lemma that we will need. For surveys on the Regularity Lemma and its applications we refer the reader to [18, 15, 17, 21] .
Before stating the lemma, we need to introduce some more notation. The density of a bipartite graph G with vertex classes A and B is defined to be d G (A, B) = e (A,B) |A||B| . We sometimes write d (A, B) 
Given partitions V 0 , V 1 , . . . , V k and U 1 , . . . , U ℓ of the vertex set of some graph, we say that V 0 , V 1 , . . . , V k refines U 1 , . . . , U ℓ if for all i with 1 i k, there is some 1 j ℓ with V i ⊆ U j . Note that this is weaker than the usual notion of refinement as we do not require V 0 to be contained in any U j . We will use the following degree form of Szemerédi's Regularity Lemma [28] :
Lemma 19 (Regularity Lemma; Degree form). Given ε ∈ (0, 1) and integers N ′ , ℓ, there are integers N = N (ε, N ′ , ℓ) and n 0 = n 0 (ε, N ′ , ℓ) such that if G is any graph on n n 0 vertices, d ∈ [0, 1] is any real number, and U 1 , . . . , U ℓ is any partition of the vertex set of G, then there is a partition of the vertex set of G into k + 1 classes V 0 , V 1 , . . . , V k , and a spanning subgraph G ′ of G with the following properties: For further use, we also recall the following well-known facts. The next lemma says that large sub-pairs of regular pairs are regular. Given any bounded degree subgraph H of the reduced graph R we can make the pairs corresponding to its edges super-regular by removing a small fraction of the vertices of each cluster to the exceptional set. We will only need this fact in the case that H is a matching.
Lemma 22. Suppose 0 < 4ε < d 1 and let V 0 , V 1 , . . . , V k be a partition of a graph G as given by the Regularity Lemma. Let R be the reduced graph with respect to this partition and the parameters ε and d. Let M be a matching in R. Then we can move exactly εm vertices from each cluster V i into V 0 such that each pair of clusters corresponding to an edge of M is (2ε, d/2)-super-regular while each pair of clusters corresponding to an edge of R is (2ε, d/2)-regular.
Given an (ε, d)-super-regular pair (A, B), we will often need to isolate a small sub-pair that maintains super-regularity in any sub-pair that contains it. For A * ⊆ A and B * ⊆ B we say that (
The following lemma shows that ideals exist. The proof of the above lemma given in [9] is probabilistic. (It proves that random subsets of sizes θm have the required property with high probability.) For finding the Hamilton cycle efficiently in Theorem 27 below we will also need a 'constructive' proof of this lemma. We proceed to give such a proof.
Proof of Lemma 23. By using a more general version of the Lemma 21, it is enough to construct subsets A * ⊆ A and B * ⊆ B of sizes θm such that every vertex a ∈ A has deg(a, B * ) θdm/4 and every vertex b ∈ B has deg(b, A * ) θdm/4. By symmetry, it is enough to show how to construct a subset A * ⊆ A of size θm such that very vertex b ∈ B has deg(b, A * ) θdm/4. We will construct this set A * by adding to it one vertex at every step. At each step we will say that a vertex b of B is unhappy if it has k < θdm/4 neighbours in A * . If a vertex b is unhappy we will define its unhappiness u(b) to be
r=k+1 2 −r . Otherwise we define its unhappiness u(b) to be equal to 0. We also denote by U the total unhappiness U = b∈B u(b) of vertices of B. Observe that if in the next step we add to A * a neighbour of b then the unhappiness of b is reduced by at least u(b)/2. Note also that if a vertex b is unhappy, then it has at least dm − θdm/4 dm/2 neighbours outside of A * . We now give to every edge joining b to a vertex of A \ A * a weight equal to u(b)/2. Then the total weight on these edges is at least b∈B u(b)dm/4 = U dm/4. In particular there is a vertex a ∈ A \ A * where the total weight on its incident edges is at least U d/4. Adding this vertex to A * we get that the new total unhappiness is at most (1 − d/4)U . Initially the total unhappiness was at most m. So after θm steps the total unhappiness is at most (1 − d/4) θm m me −θmd/4 < 2 −θdm/4 , when m is sufficiently large. But no unhappy vertex can have unhappiness less than 2 −θdm/4 . It follows that after θm steps there is no unhappy vertex in B, as required.
We will also need the following 'blow-up'-type statement. Proof. The lemma follows from the Blow-up Lemma of Komlós, Sarközy and Szemerédi [15] . We need to deal with one minor difficulty which does not allow a direct application of the Blow-up Lemma, namely that we are prescribing exactly the images a and b of the endvertices of the Hamilton path.
Recall that by [15, Remark 13] we can impose additional restriction on a small number of target sets of vertices of the graph we are trying to embed in the super-regular pair. We thus proceed as follows.
We can assume that |A| is sufficiently large. Otherwise, setting ε small, we can force (A, B) to form a complete bipartite graph, and then the statement is trivial.
Let A ′ ⊆ A and B ′ ⊆ B be the neighborhood of b and a, respectively. We have |A ′ \ {a}| 
Hamilton cycles in iron connected vertex-transitive graphs
In this section, we prove a stronger version of Theorem 2 under the additional assumption of high iron connectivity of the host graph. This is stated in Theorem 25 in the non-bipartite setting, and in Theorem 26 in the bipartite setting
The basic idea is to follow Luczak's 'connected matching argument' [24] . The novel ingredient in our work is an innocent looking modification of this technique: we observe that we can extend the argument to work with fractional matchings as well. This allows one to use the LP-duality. We believe that this observation will find further important applications in the future. (After the first version of this manuscript was posted on the arXiv, we learned that Rödl and Ruciński announced a solution of a certain Dirac-type problem for hypergraphs using Farkas' Lemma, an approach similar to our linear programming approach. The corresponding paper was posted later in the arXiv [2] .) The use of the LP-duality in conjunction with the Regularity Lemma originated in discussion of Jan Hladký with Dan Král' and Diana Piguet. (As it was pointed to us by Deryk Osthus, the full strength of the LP-duality machinery is not needed. In [20] it is shown that every dense almost regular graph has a reduced graph with an almost perfect matching and this suffices in our setting.) Theorem 25. For every β, γ > 0 and every C ∈ N, there exists an N 1 such that every βn-iron vertextransitive graph of order n N 1 which is β-far from bipartiteness is C-pathitionable with an exceptional set U ⊆ V (G) with |U | < γn.
Theorem 26. For every c ∈ (0, 1 17 ), γ > 0 and C ∈ N there an exists N 2 such that for every vertextransitive graph G of order n N 2 the following holds. Suppose G is cn-iron and c 4 -close to bipartiteness. Let A, B be the bipartition of G given by Lemma 16. Then there exists a set U ⊆ V (G) with |U | < γn such that G is C-bipathitionable with exceptional set U with respect to partition A, B.
After proving Theorem 25 in detail below, we indicate necessary changes to make an analogous proof of Theorem 26 work as well.
Proof of Theorem 25. We begin by fixing additional constants ε,
and n 0 (ε, N ′ , 1) be the numbers given by the Regularity Lemma. Set
Let G be any βn-iron connected vertex-transitive graph on n n 0 vertices of valency ∆. Apply the Regularity Lemma (see also Remark 20) with parameters ε, N ′ , ℓ = 1 and
be the spanning subgraphs of G given by the Regularity Lemma corresponding to the densities d 1 and d 2 respectively. Let also R 1 and R 2 be the reduced graphs of G with respect to the above partition, the parameters ε and d 1 , d 2 and the subgraphs G 1 and G 2 respectively. We write m = |V 1 |.
We first claim that R 1 has a large fractional matching.
Proof of Claim 25.1. Observe that by Lemma 5 we have that τ * (G) = n/2. We also have that
where in the first inequality we used property (iv) of the Regularity Lemma and in the second one we used the fact that e(G) βn 2 /2. By Lemma 4 we obtain that τ
by property (v) of the Regularity Lemma. Therefore, combining Lemma 7 with Theorem 3(a) we have
The density d 1 was used to find a large matching in R 1 (cf. Claim 25.1). On the other hand, it is more convenient to work with the higher threshold density d 2 to infer some connectivity properties of certain graphs that will be derived from R 2 (most importantly, to deduce Claim 25.5).
Since G is βn-iron and ε, d 2 ≪ β, properties (iii) and (iv) of the Regularity Lemma (for the density d 2 ) imply that G 2 [V \ V 0 ] is (βn/2)-iron. We claim that the iron connectivity is inherited by the reduced graph R 2 as well.
Proof of Claim 25.2. Indeed, suppose we could disconnect R 2 by removing a set of clusters S of size at most βk/2 together with an edge set F ⊆ E(R) with ∆(F ) βk/2. Let E ′ ⊆ E(G 2 [V \ V 0 ]) be the set of edges contained in the regular pairs corresponding to F . Then we could also disconnect G 2 [V \ V 0 ] by removing all vertices belonging to the clusters of S together with the edge set E ′ . However, the clusters of S contain at most βkm/2 βn/2 vertices and also ∆(E ′ ) βkm/2 βn/2. This would contradict the (βn/2)-iron connectivity of 
is the exceptional set in the statement of the theorem. Observe that |U | 2γ 1 n + d 2 n γn. Suppose now that we are in the setting of the theorem, that is, we are given distinct vertices x 1 , y 1 , . . . , x ℓ , y ℓ ∈ V (G) \ U (where 1 ℓ C), and our task is to find a system S of ℓ vertex-disjoint of paths which partition V (G). Furthermore it is required that x j and y j are the endvertices of the j-th path.
Our first aim is to find a system S ′ of ℓ vertex-disjoint paths, the j-th path having endvertices x j and y j with the following properties. 
16 )-super-regular. By property (A2) we also have that
] contains a Hamilton path P i with endvertices a i and b i . We now replace the edges e i by the paths P i for each
Since by property (A1) it also contains all vertices of V ′ 0 , then S is a complete extension of S ′ as asserted by the theorem. It therefore remains to prove that we can find a system S ′ satisfying the properties (A1)-(A4). In order to prove that, it will be actually more convenient to demand S ′ to satisfy the following strengthening of property (A2) as well:
Let z 1 , . . . , z r denote the vertices of the exceptional set
Proof of Claim 25.3. The vertices u 1 , v 1 , . . . , u r , v r can be chosen greedily. We proceed sequentially for i = 1, . . . , r. When choosing the neighbors u i and v i of z i , there are at most d 2 n vertices which are not allowed to be chosen because they belong to some A * i or some B * i , at most 3r 6γ 1 n vertices which are not allowed to be chosen because they either belong to V ′ 0 or they have been already chosen as neighbors of another z j (j < i), and finally there are at most 4 √ γ 1 n vertices which are not allowed to be chosen because they belong to clusters from which we have already chosen √ γ 1 m ′ vertices. To see the last claim observe that since we will choose a total of 2r 4γ 1 n vertices u i , v i , there are at most 4γ 1 n/ √ γ 1 m ′ clusters from which we have already chosen √ γ 1 m ′ vertices, and these clusters contain at most 4 √ γ 1 n vertices.
So in total there are at most (d 2 + 6γ 1 + 4 √ γ 1 )n vertices which are not allowed to be chosen. But since the valency of G is ∆ βn and d 2 , γ 1 ≪ β we can indeed choose the vertices u i and v i greedily. 
The system S ′ = {P 1 , . . . , P ℓ } will be such that the path P 1 will contain all the 2-paths u i z i v i (for i = 1, . . . , r) and edges u i v i (for i = r + 1, . . . , r ′ ). Therefore, the path P 1 alone will guarantee (A3), i.e., for every i ∈ [k ′ /2] there is an edge of P 1 between A i and B i . Further, the path P 1 alone will absorb all the vertices of V ′ 0 . The paths P j (for j ∈ {2, . . . , ℓ}) will be the shortest connections between x j and y j (subject to further requirements, to be specified later). We describe in detail the construction of the path P 1 ; the construction of the paths P 2 , . . . , P ℓ is easier as they do not have to absorb any special vertices.
In order to construct the path P 1 , for each 0 i r ′ , we aim to find a path Q i in G with endvertices v i and u i+1 ; here v 0 = x 1 and u r ′ +1 = y 1 . The path P 1 will be the union of these paths together with the 2-paths u i z i v i (for i ∈ [r]) and the edges u i v i (for i = r + 1, . . . , r ′ + 1). To guarantee that S ′ satisfies properties (A1)-(A4) and (A2 ′ ) we will require that the paths Q i satisfy the following properties:
(B1) the paths Q i are disjoint and do not contain any vertex from V ′ 0 ; (B2) for each 0 i r ′ and each 1 j k ′ /2 we have that
j | = 0; To achieve this aim we will further demand that the following property is also satisfied: (B5) for each 0 i r, the path Q i has length at most γ −1/3 1 . Let us now show how can this be done. Suppose we have already found the paths Q 0 , Q 1 , . . . , Q i−1 and we are now at the stage where we require a path from v i to u i+1 .
We use (B5) and (17) and infer that the paths Q 0 , Q 1 , . . . , Q i−1 contain at most
1 n vertices. In particular, we have the following.
Claim 25.4. There are at most 3γ
When choosing Q i , we will make sure that no vertex of Q i is contained in such clusters except possibly the first four and the last four vertices of Q i . (It might happen that v i or u i+1 belong to such clusters so in this case Q i definitely cannot avoid these clusters completely. By using at most four vertices, and the high min-degree of R ′ 1 we will be able to get out of these forbidden clusters and then we will make sure that we never visit them again.) If we can achieve this then we can guarantee that for each 1 j k ′ /2, we have that
as required by property (B3). For finding the paths Q i we will need to use an auxilary digraph R * , which should be viewed as a "shifted version" of R ′ 2 . The vertex set of R * is the same as the vertex set of R ′ 2 while its edge set is defined as
-strongly connected.
Proof of Claim 25.5. Suppose that R * is not
-strongly connected. That means that we can write
and there are no directed edges from S 1 to S 2 . If XY ∈ M , then we call Y the partner of X. We partition further each S i (i = 1, 2) into three sets:
(See Figure 2(a) .) For the set
The graph R ′ 1 can be viewed as an edge-weighted graph, where the weight of each its edge is the density of the corresponding regular pair. Thus the weights used on the edges of R ′ 1 are in the interval [d 1 , 1]. In particular, we have the notion of weighted degree which is defined for a cluster X ∈ V (R ′ 1 ) as the sum of weights of edges incident with X, and is denoted deg(X). Observe that the property that all vertices of G have the same degree gets inherited by the weighted graph R ′ 1 , i.e., for each cluster
we have that its weighted degree satisfies
The set S . This is depicted on Figure 2(b) . At this point, we distinguish three cases. Suppose first that S 1 1 = ∅. Then the set L 1 witnesses (using the bound (18) 
-vertex connected, and therefore not Before diving into Case A and Case B separately, we make some calculations which will turn out to be useful in both cases.
We have 
We now turn to dealing with Case A. In this case it is our aim to show that R 
We now utilize the assumptions of Case A. Without loss of generality, assume that |S
Further, we have two disjoint sets W 1 = S It remains to consider Case B. In this case we get a contradiction by showing that G is close to a bipartite graph.
Indeed, consider first a partition W∪S
2 is almost bipartite with respect to the partition W∪S 1 2 since S 1 2 is independent and W is very sparse as the following calculation shows:
. 
This is a contradiction to the fact that G is β-far from bipartiteness.
Recall that we were looking for a path Q i from v i to u i+1 . Let us write X for the cluster containing v i , Y for the cluster containing u i+1 and Z for the partner of Y . By Claim 25.4 there were at most 4γ 1/6 1 k ′ clusters which we wanted to make sure that their vertices are avoided by Q i (except perhaps the first four and last four vertices of Q i ). Let us write S for the set of these clusters. Since by Claim 25.5 R * is
-strongly connected and since also 4γ
-strongly connected. By Lemma 15 there is a directed path Q ′ i in R * from X to Z avoiding S of length at most
Observe that by our construction, if a cluster belongs to S then so does its partner. Therefore, since Q ′ i avoids S, so does Q ′′ i . Since for each j ∈ [t] the pair X j Y j is (6ε, d/4)-super-regular and for each j ∈ [t−1] the pair Y j X j+1 is (6ε, d 1 /4)-regular, it follows that we can find a path Q i = p 1 q 1 r 1 s 1 p 2 q 2 r 2 s 2 · · · p t q t r t s t in G, where p 1 = v i , s t = u i+1 , and for each j ∈ [t], p j , r j ∈ X j and q i , s j ∈ Y j . Furthermore, we can assume that Q i avoids all vertices of Q 1 , . . . , Q i−1 and all vertices of A *
. To see that this is indeed the case, for every j ∈ [t − 1] we first fix the edges s j p j+1 in X j Y j+1 and then for each j ∈ [t], within each super-regular pair (A j , B j ) we find the paths p j q j r j s j . These paths indeed exist by the super-regularity of the pair. Observe that by construction, the paths Q 0 , Q 1 . . . , Q r satisfy all properties (B1)-(B5).
Construction of other paths P i (i > 1) again uses the auxiliary graph R * in the same manner.
Sketch of the proof of Theorem 26. Let A, B be the partition given by Lemma 16. By passing to the subgraph G[A, B] we can assume that the input graph G is bipartite. Remark 18 guarantees that this modified graph is still vertex-transitive and Lemma 16 guarantees that it has high iron connectivity. The proof works very similar to the proof of Theorem 25. We just draw attention to three small differences:
First, the Regularity Lemma must be applied with prepartition A, B. Let A and B be the clusters inside A, and B, respectively.
Second, when finding good partners u i and v i for exceptional vertex z i , we require that
Last, Claim 25.5 need not hold in the bipartite setting. Indeed, typically clusters in A form one component and clusters inside B form another component of the auxiliary digraph R * . It can be proven (using the same methods) that both graphs R * [A] and R * [B] have high strong connectivity. This is sufficient in the bipartite case. The key for the entire embedding working is that (1), (22) and the fact that all edges of M cross between A and B guarantee that all the paths will automatically occupy the same number of vertices in A as in B.
Proof of Theorem 2
We first set up constants. Let β T8 , R T8 , and N 0 be given by Theorem 8 for input parameter α. Let -far from bipartiteness.
We write k = 2 n 1 i<j r e(V i , V j ). By the symmetry of our partition, each vertex sends exactly k edges outside its own continent. A pair V i V j is fat is there exists a matching of size at least
′ be the number of edges any vertex v sends into thin pairs. By vertex-transitivity, k ′ does not depend on the choice of v.
We claim that V i V j is fat. To this end it suffices by König's Matching Theorem to show that there is no vertex cover of G[V i , V j ] of size less than m r . This is in turn implied by (23) and by the fact that
Claim 2.2. There does not exist any thin pair.
Proof of Claim 2.2. Let K be the number of edges in thin pairs incident to V 1 . We have K = mk ′ . On the other hand, using Claim 2.1, we have K (r − 1)
r mk ′ , and consequently k ′ = 0.
We construct an auxiliary graph H on the vertex set V = {V 1 , . . . , V r }. The edges of H are formed by fat pairs. From the fact that G is connected, and from Claim 2.2 we get that H is connected. Let T be a spanning tree of H. Rooting T at its vertex V 1 we get the notion of children of a continent V i , and of a parent Par(V i ) of V i (the parent Par(V i ) is defined only when i = 1).
Let U 1 ⊆ V 1 , . . . , U r ⊆ V r be the exceptional sets given by Theorem 25. We have 
• M is a matching in G, and
Proof of Claim 2.3. The statement follows by greedily choosing two edges from each matching M i,j subject to restrictions above. Since the sets U i and U j each forbids at most γ T25 m edges of M i,j , and the already chosen edges Given the family M = {x
from Claim 2.3 we are now ready to construct the desired Hamilton cycle. The first step is to decompose each continent V i into a system of paths S i . To describe S i we need to distinguish three cases based on the position of V i in T .
• V i is the root of T (i.e., i = 1).
Let V i1 , . . . , V ip be the children of V 1 . As p r C T25 , we have that • V i is an internal vertex of T , and i = 1.
Let V i ′ be the parent of V i . Let V i1 , . . . , V iq be the children of V 1 . As q < r C T25 , we have that G[V i ] is (q + 1)-pathitionable with exceptional set U i . Then let S i consist of q + 1 paths P 0 , P 1 , . . . , P q which decompose V i . We require that P 0 has endvertices x Let H be a graph on the vertex set W, where a pair XY forms an edge of H if XY is bifat. Observe that A i B i ∈ E(H) for every i ∈ [r]. In particular, since G is connected, H is connected as well.
As in Case I we can find matching M XY = M Y X for each XY ∈ E(H) with the following properties:
As it will turn out the role of the edges in matchings M AiBi is somewhat inferior: they are just used to guarantee connectivity of H, and -unlike other matchings M XY -they are not guaranteed to lie on the resulting Hamilton cycle. Therefore, we write
Let H ′ be a clone of H with each original edge of H replaced by two parallel edges. Since H ′ is connected and all its degrees are even we can find an Eulerian circuit E in H ′ . Also, observe that H ′ is vertex-transitive, and in particular, we have
for any i ∈ [r]. The aim is to use E to find a Hamilton cycle in G. To this end we find requirements for systems of paths S i within each graph G[V i ].
We identify (in a natural way) edges of H ′ with edges in M . Therefore, E may be viewed as moving between bicontinents. During each (say, j-th) visit of X ∈ W we remember vertex a X,j ∈ V (M ) ∩ X which was used to enter X, and vertex b X,j ∈ V (M )∩X which was used to leave X. We view E cyclically. In other words, for the starting bicontinent Y of the circuit E the vertex b Y,1 is the vertex coming from the first matching edge along E while a Y,1 coming from the very last step in E.
Let C X be the number of times bicontinent X was visited. We have C X < 2r. Observe also that by (24) we have C Ai = C Bi for each i ∈ [r]. Therefore, by 4r-bipathitionability of G[V i ] there exist for each i ∈ [r] a system of S i of C Ai + C Bi paths decomposing V i such that:
• The j-th path (for j ∈ [C Ai ]) starts in vertex a Ai,j and ends in b Ai,j .
• The (j + C Ai )-th path (for j ∈ [C Bi ]) starts in vertex a Bi,j and ends in b Bi,j .
It can be easily verified that the system {S i } together with the matching M ′ forms a Hamilton cycle in G.
Algorithmic aspects
As said in the Introduction, the problem of deciding whether a graph is Hamiltonian is NP-hard. Even when the hamiltonicity of a graph G is guaranteed, finding a Hamilton cycle in G cannot be done in polynomial time unless P=NP. Yet in many situation there is an efficient algorithm for finding a Hamilton cycle in graphs satisfying certain conditions. See for example [7, 26, 8] .
In this short section we note that the tools we use to prove Theorem 2 can be turned into an efficient algorithm for finding a Hamilton cycle in dense vertex-transitive graphs.
Theorem 27. For every α > 0 there is an n 0 such that every connected vertex-transitive graph on n n 0 vertices and valency at least αn contains a Hamilton cycle. Moreover there is a polynomial time algorithm for finding a Hamilton cycle in such a graph. We now discuss the algorithmic versions of the steps above, thus providing a proof of Theorem 27. For step (A) observe that in the proof of Theorem 8 it was crucial to be able to tell whether a graph is robustly connected. However, the obvious algorithm for testing robust connectivity requires exponentially many steps. We can overcome this obstacle with the help of codeg-graphs. We claim that there is a partition V 1 , . . . , V r satisfying the conclusion of Thoerem components. In particular, we can construct a bounded number of partitions (depending only on α and not on n) of the vertex set of G by grouping the components of F in all possible ways. At least one of these partitions satisfies the conclusion of Theorem 8. From now on the algorithm will work on all these possible partitions concurrently. We will show that for the partition that satisfies the conclusion of Theorem 8 it will only take polynomially many steps to construct a Hamilton cycle. Note that it might happen that some of the partitions do not satisfy the conclusion of Theorem 8; the algorithm is not required to produce a Hamilton cycle for these partitions as we only have to produce one Hamilton cycle. For step (B), given a cn-iron vertex-transitive graph G we would like to decide in polynomial time whether it is c 4 -close to bipartiteness or not and in the first case exhibit a partition satisfying the conclusion of Lemma 16. Unfortunately we cannot do this in polynomial time but not all is lost. Instead, we will show that there is a 0 < c ′ < c 4 and a polynomial time algorithm that either proves that G[V i ] is c ′ -far from bipartiteness or proves that G[V i ] is c-close to bipartiteness and exhibits a partition which satisfies the conclusion of Lemma 16. If it so happens that G is both c ′ -far from and c 4 -close to bipartiteness then there is no control as to which of the two possible outcomes will appear. To see how this can be done we apply the Regularity Lemma to G[V i ] for some appropriate parameters. It is well known that the partition guaranteed by the Regularity Lemma can be found in polynomial time [1] . If the reduced graph is not bipartite (this can be checked in constant time) then the counting lemma shows that G[V i ] is far from bipartite. If on the other hand the reduced graph is bipartite then it is immediate that G[V i ] must be close to bipartite. It remains to show how to exhibit a bipartition satisfying the conclusions of Lemma 16. From the reduced graph we can exhibit a partition A ′ , B ′ of G[V i ] which satisfies (9) . If every vertex has at least as many neighbours in the opposite part rather than its own part then by Remark 17 the partition has the required properties. If this was not the case then we move one such vertex to the opposite part and repeat the process. This process has to end (in polynomially many steps) as after each move the number of edges between the two parts strictly increases.
For step (C) we have already noted that there is an algorithmic version of the Regularity Lemma [1] . There are however two issues that need to be addressed. The first one is that for our proof of Theorem 26 it was important that the partition given by the Regularity Lemma was a refinement of the partition A, B of the vertex set. The statement of the algorithmic version of the Regularity Lemma in [1] does not deal with this issue. From the proof of the statement however it is immediate that we can start with any such prepartition. The second issue is that the algorithmic version of the Regularity Lemma in [1] is not stated in the degree form. The usual argument used to deduce the degree form from the standard form is algorithmic provided one knows which pairs are ε-regular. In principle, it is not easy to check algorithmically whether a pair is ε-regular or not and in fact the algorithmic proof of the Regularity Lemma does not say which pair are ε-regular and which are not. It does however produce a big enough (but possibly) incomplete list of ε-regular pairs and this is enough for our purpose of constructing a graph of regular pairs G ′ . The graphs R 1 , R 2 , R ′ 1 , R ′ 2 in the proof of Theorem 25 can now be easily constructed algorithmically. It is also well-known that there is a polynomial-time algorithm for finding a maximum matching and so the matching M of R ′ 1 can be constructed. The next step in our proof of Theorem 25 is an application of Lemma 22 in order to make the pairs corresponding to the matching M super-regular. We only stated Lemma 22 as an existence result but in the proof of the result one removes from each cluster the εm vertices which have the smallest degree inside its neighbouring cluster in M . Thus this can also be done algorithmically. Finally, we have already given an algorithmic proof of Lemma 23 and so the exceptional sets U i can be constructed in polynomial time.
For step (D) we observe that the fat or bifat pairs can be easily recognized and so the auxiliary graph H can be constructed efficiently. The global connections in this step are based either on a spanning tree (in the non-bipartite case), or on an Eulerian circuit (in the bipartite case) in H. Since H is bounded these can be found in a bounded number of steps. The large matchings between the fat or bifat pairs can also be found in polynomial time and the matching M of Claim 2.3 (or the corresponding matching in the bipartite case) is constructed from these matchings greedily.
For step (E), the system of paths is constructed from the paths P 1 , . . . , P ℓ using the Blow-up Lemma. An algorithmic version of the Blow-up Lemma appears in [16] . For the construction of P 1 first note that the neighbours of the vertices of the exceptional set V ′ 0 were selected greedily according to some restrictions. At each step it is easy to verify which vertices are not allowed to be chosen as neighbours. Similarly, the edges u r+1 v r+1 , . . . , u r+k ′ /2 v r+k ′ /2 are also chosen greedily. To complete the construction of P 1 we need to construct some auxiliary paths Q i . Each such path was arising from a path Q ′ i which was the shortest path in a subdigraph of R * . The digraph R * and also the set of vertices of R * which Q ′ i
is not allowed to pass can be constructed efficiently and hence so can the path Q ′ i . It is now immediate how to construct the path Q ′′ i in R. Finally, another greedy argument constructs the path Q i from the path Q ′′ i . The other paths P 2 , . . . , P ℓ are constructed in a similar way. Finally, step (F) is just putting steps (D) and (E) together.
