A novel grey neural network corrector model is presented in this paper, because mid-term load forecasting is affected by many factors and has large research space. This method combines BP neural network with 3 kinds of grey models, and selects influential factors by grey related analysis method, and then adds the equal dimension and new information technology. The validity of the novel model can be tested by utilizing actual data of a certain area. Comparing with 3 kinds of grey models, the novel model can improve the accuracy of load forecasting results. Experimental results prove that this method is feasible and effective to mid-term load forecasting.
Introduction
Load forecasting is an important task of power system's planning department. Accurate load forecasting can make power grid work in an economic and reasonable condition, and it can also enhance the economic and social benefit. Mid-term load forecasting is aimed at annual load value, and results have great value to power grid plan [1] .
Currently, mid-term load forecasting methods are mainly divided into two stages. The first stage is traditional prediction technology which is represented by regression analysis method, trend extrapolation method and time series method [2] . The principle and structure of this kind of method is simple, and the forecasting speed is fast. But it cannot fit power load which has nonlinear, time-variable and uncertain characteristics. So the forecasting result is not ideal. The second stage is intelligent load forecasting technology. In this stage, a variety of methods emerge, such as expert system method, artificial neural network method, grey prediction method and so on [3] . These methods can fit nonlinear power load better than the first stage methods, and the forecasting result is more ideal. In these methods, artificial neural network method and grey prediction method are the most widely applied. In addition, a variety of new methods are also formed based on these two methods [4] [5] [6] .
However, the load forecasting is a complicated nonlinear system which is affected by many factors [7] [8] . Most of current methods just study on the power load data, but lack the consideration of the influential factors. These single fixed models will produce large error if regular pattern of power load changes. Power system is a highly complicated nonlinear system. In other words power system itself is a grey system, and then load forecasting can be regarded as grey prediction in essence. In this paper, a grey neural network corrector model has been established, which considers of the influential factors. It combines neural network with GM(1,1) model, GM(1,N) model and GM(0,N) model. This method not only considers the influential factors, but also has the advantage of grey prediction method that requires less data to model and has higher accuracy. Moreover, the new model also has the advantage of artificial neural network method which can do with the nonlinear problem well, so the accuracy of forecasting result can be improved. sequence is strengthened. Grey theory has three kind of important models, which are GM ( 
GM(1,N) model.Assuming there are several variables named x 1 , x 2 , … , x n . Where, x 1 is main factor, the others are influential factors. These variables construct several sequences. Using 1-AGO to do with these sequences, new sequences are generated. Then these new sequences construct first-order grey differential equation. GM(1,N) model is given as follow:
model is based on new sequences which are generated from original data sequences by 1-AGO. GM(0,N) model is given as follow:
Grey related analysis method.Grey related analysis method is used to analyze related degree of all factors in the system. Assuming there are several factors named x 1 , x 2 , … , x n . Where, x 1 is main factor. Computing related degree between x i and x 1 respectively, this paper names it r i . The larger value of r i is, the greater factor x i affects the main factor x 1 .
Equal dimension and new information technology.Grey forecasting method can only get high precision of few coming years' forecasting data. Equal dimension and new information technology updates historical data of model continuously and makes the dimension of model's historical data be equal. And this method does improve the precision of forecasting results.
BP Neural Network
BP neural network usually takes three layer network structures. By fitting the simple nonlinear function several times, BP neural network can approximate to any complex function. Usually Sigmoid function is selected as the transfer function:
Grey neural network corrector model steps
This paper establishes Grey neural network corrector model which considers related factors. It uses GM(1,1) model, GM(1,N) model and GM(0,N) model to forecast data respectively. It also adds the equal dimension and new information technology to refresh historical data, and corrects the forecasting data by neural network at last. The specific steps of the Grey neural network corrector model (RGM-NNC model) are as follows:
Step1: Firstly, the dimension of historical data should be determined. According to a large number of experiments, the forecasting result is the best when dimension of historical data is 7. It is assumed the initial year value is y, and the data of power load and related factors that from y to y+6 will be used as historical input data.
Step2: Analysis the grey related degree between load and each related factor. The related factor which owns the largest grey related degree is retained in this step.
Step3: Using GM(1,1) model which does not consider related factors to forecasting power load. And then using GM(1,N) model and GM(0,N) model which are based on related factors to forecasting power load respectively. Here these three models' forecasting years are y, y+1, …, y+7.
Step4: Selecting three models' forecasting results of years from y to y+6 as neurons of neural network's input layer. The actual historical load data are used as expected value to adjust neural network's weight. In order to convert data to [0, 1], the data of input layer should be normalized:
Where, x i represents input or output data, x min represents the minimum value of data, x max represents the maximum value of data.
Step5: This paper uses three-layer neural network structure and selects the Sigmoid function as transfer function. Calculating the number of neurons in the hidden layer by empirical formula: c q p t + + = (6) Where, t is the number of nodes in hidden layer, p is the number of nodes in the input layer, q is the number of nodes in the output layer, c is a constant integer among [1, 10] . According to a large number of experiments when c is 10, the results are the best.
Step6: After the neural network has been trained, using the forecasting results of three kinds of models in the y+7 year as the input layer's neurons of the neural network. After the neural network finishes its calculation, the corrected forecasting data can be obtained. Dealing with the corrected forecasting data by reduction treatment, and then load forecasting value in the year of y+7 is obtained.
Step7: If the forecasting process has reached the target year, it will go to step 8. Otherwise, the actual load data and related factors of the year y+7 will be imported into the historical input data, and the historical input data of the year y will be removed at the same time. In this way, the dimension of the input data can be fixed at 7. Then assume the value of y 1 + = y y (7) And then the process will go to step 2. Step8: The process has reached the target year, and it is ended.
Experimental results analysis
In this paper, the experiment is set up by software that Microsoft Visual C++ 6.0 and MATLAB2010. In order to demonstrate the effectiveness of the RGM-NNC model, the sample which is a certain area's power load data and related factors from 2000 to 2012 year is selected. This paper adopts the regional GDP, the first industry additional value, the second industrial additional value and the regional GDP per capita as related factors. Data are shown in Table 1 . The data from 2000 to 2006 year in Table 1 is used as the original data. After forecasting the power load in the next year of the original data, this paper uses equal dimension and new information technology to renew the original data. The forecasting results of grey models and RGM-NNC model are shown in Table 2 . In order to make the forecasting results of four models more intuitive, this paper uses MATLAB2010 to simulate. The curves of the actual power load value and models' forecasting results are shown in Figure 1 . Table 2 and Fig.1 it can be seen that comparing with the forecasting curves of GM(1,1), GM(1,N) and GM(0,N), the forecasting curve of RGM-NNC is much closer to the curve of actual power consumption. Because the equal dimension and new information technology is added into the RGM-NNC, the RGM-NNC can capture the changing trend of the actual power consumption better. For example, the forecasting result of RGM-NNC has obvious difference with the actual power consumption in the year of 2010, and the difference between the forecasting result of RGM-NNC and the actual power consumption decreases obviously in the next year.
The relative error of models' forecasting results is shown in Table 3 . The average absolute error of models' forecasting results is shown in Table 4 From Table 3 it can been found that the absolute value of the relative error of GM(1,1)'s forecasting results is between 1.43083% and 8.83529%, and the absolute value of the relative error of GM(1,N)'s forecasting results is between 2.8123% and 15.2883%, and the absolute value of the relative error of GM(0,N)'s forecasting results is between 2.0345% and 16.461%, but the absolute value of the relative error of RGM-NNC's forecasting results is between 0.38979% and 6.3739%. Thus the experimental results indicate that the error of RGM-NNC is much smaller than GM(1,1), GM(1,N) and GM(0,N). In addition, from Table 4 it can be concluded that comparing with GM(1,1), GM(1,N) and GM(0,N), the MAE of RGM-NNC's forecasting results reduces 1668180000 KWh, 5076330000KWh and 5748500000 KWh respectively. So the accuracy of forecasting results can be improved by the RGM-NNC.
Conclusions
Considering the actual situation, power load is influenced by many factors. This paper uses GM (1,N) , GM(0,N) and the classical GM(1,1) to forecast power load respectively , and then utilizes BP neural network to correct forecasting results. From the forecasting results, it can be concluded that this novel composite model can capture the trend of power load value in the future better, and the accuracy of forecasting results can be improved obviously, so the method is feasible and effective.
