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For initial and initial-boundary value problems described by dierential equations, sta-
bility requires the solutions to behave well for large times. For linear constant-coecient
problems, Fourier and Laplace transforms are used to convert stability problems to
questions about roots of polynomials. Many of these questions can be viewed, in a natu-
ral way, as quantier-elimination problems. The Tarski{Seidenberg theorem shows that
quantier-elimination problems are solvable in a nite number of steps. However, the
complexity of this algorithm makes it impractical for even the simplest problems. The
newer Quantier Elimination by Partial Algebraic Decomposition (QEPCAD) algorithm
is far more practical, allowing the solution of some non-trivial problems. In this paper,
we show how to write all common stability problems as quantier-elimination problems,
and develop a set of computer-algebra tools that allows us to nd analytic solutions to
simple stability problems in a few seconds, and to solve some interesting problems in
from a few minutes to a few hours.
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1. Introduction
Initial-value problems for systems of ordinary dierential equations, and initial-boundary
value problems for systems of partial dierential equations are one of the most common
mathematical structures used to model physical processes. In general, these problems are
nonlinear, and the rst question asked about such problems is: Is the problem well posed?
That is, does the problem possess a unique solution that depends continuously on the
data of the problem? If the problem is well posed, then the next most important questions
concern the stability of the solutions. If two solutions that start out close together remain
close together, then the problem is stable, while if the solutions become arbitrarily close,
then the problem is asymptotically stable. Otherwise, the problem is unstable.
The analysis of such stability problems begins by studying a system of equations that
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are linear and have constant coecients. A standard approach to solving the linear
constant-coecient problems is to use transforms to reduce the problem to an algebraic
form; in particular, if a variable is dened for all real values, the Fourier transform
in that variable is used, while if the variable is dened for positive real values, the
Laplace transform in that variable is used. The transforms and some algebra reduce the
computation of solutions to the problem of nding the roots of a polynomial, called the
characteristic polynomial, which is a polynomial in the transformed time variable with
coecients that are polynomials in the parameters of the problem and other transform
variables.
The method of choice for solving an initial-boundary value problem for which analytic
solutions cannot be found by the transform methods, is to approximate the problem by a
discrete problem and then solve the discrete problem numerically. As in the continuum,
it is important to know that the discrete problem is well posed, and if it is well posed,
whether it is stable or asymptotically stable. In fact, more is required, since the discrete
problems will contain discretization parameters: step sizes that go to zero, or the number
of grid points that go to innity. The analysis of discrete problems follows the same
pattern as the continuum problem. In particular, linear constant-coecient problems are
analysed rst, using the same transforms as in the continuum problems.
For linear constant-coecient problems, the notion of stability can be somewhat sim-
plied. A problem is well posed if all solutions are bounded in time by an exponential
function, is stable if all solutions are bounded, and is asymptotically stable if all solutions
converge to zero. The transform method of analysis is not particularly well suited to sym-
bolic computing. However, the transform method shows that all solutions can be found
by calculating all solutions of exponential form. Functions of the appropriate exponential
form are called trial solutions. For example, for systems of ordinary dierential equations,
the trial solutions are a vector times an exponential function of the time variable t,
e t ;
where  is the complex transform variable related to the time variable t. For this expo-
nential to be a solution,  will have to be a root of the characteristic polynomial, where
typically the coecients of the polynomial contain both parameters of the problem and
other transform variables. Note that, when t ! 1, if < > 0, the trial solution grows
in time, while if < = 0, the trial solution is bounded, and if < < 0, the trial solution
converges to zero. (The notation used in this paper is summarized in Appendix A.)
In the case of discrete problems, in particular for systems of ordinary dierence equa-
tions, the trial solutions are also a vector times an exponential function of n, given by
setting t = nt in the previous trial solution. For computational purposes it is better to
rewrite this function as a power:
ent = sn ; s = et:
Again, note that when n!1, if jsj > 1, the trial solution grows in time, while if jsj = 1,
the trial solution is bounded, and if jsj < 1, the trial solution converges to zero.
Because of the way that exponentials grow, and given that the stability conditions
must be uniform in the transform variables, one is tempted to say that a problem is well
posed, if for all roots  of the characteristic equation, there is a constant K (independent
of the other transform variables) such that <  K, that the problem is stable if <  0,
and asymptotically stable if < < 0. The rst and last of these conditions are correct,
but the condition for stability is only correct if the polynomial has no multiple roots
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with < = 0. In the case of multiple roots, the solutions of the problem are exponentials,
possibly multiplied by polynomials, and then the analysis becomes more dicult. There-
fore, for problems in this paper, we restrict our attention to showing that problems are
asymptotically stable or unstable. Similar comments apply to discrete problems.
How are such problems cast as quantier-elimination problems? Asymptotic stability
of the continuum problem for partial dierential equations requires that all the roots of
the characteristic polynomial have a negative real part for all transform variables related
to space. If the characteristic polynomial is C(; ~; ~) where  is the complex transform
variable related to the time variable, the components of ~ are the real transform variables
related to the spatial variables, and ~ represents the parameters of the problem, then
the asymptotic stability of the problem can be written
8~ 2 R 8 2 C fC(; ~; ~) = 0) < < 0g : (1.1)
A necessary condition for stability is obtained by replacing < by  in the last formula.
The well posedness can be stated as a similar quantier elimination problem including
existence of the global upper bound for the real part of the roots. In this paper we
consider only asymptotic stability; however, well posedness can be analysed by similar
methods. Eliminating the quantiers from the previous logical formula produces a formula
equivalent to the original but only involving the parameters ~. This formula gives a
complete answer to the stability problem.
The Tarski{Seidenberg Theorem states that the quantiers in the previous logical
formula can be eliminated in a nite number of steps to produce a logical formula in
polynomials in ~. However, all of the algorithms for eliminating quantiers are extremely
complex. In the literature on dierential equations and numerical methods, stability
problems are solved using a variety of methods, but the solutions of even relatively modest
problems are quite complex (e.g. Strikwerda, 1989, Example 11.4.1, p. 260). For dicult
stability problems, it is typical to either prove an estimate of the stability condition
(e.g. Wendro, 1991), or to estimate the stability region using numerical sampling (e.g.
Ganzha and Vorozhtsov, 1987). Fortunately, the quantier-elimination problems arising
in stability theory are neither completely general nor trivial. In the next section, a number
of special techniques are described for analysing and sometimes solving these problems.
Because of the importance and complexity of stability problems, it is valuable to have a
battery of tools for solving them, either approximately or exactly.
The solution procedures described in this paper start by using trial solutions to deter-
mine a characteristic polynomial for a problem and then writing the stability problem
as a quantier-elimination problem. If the problem concerns asymptotic stability of an
initial-value problem (see equation (1.1)), then a Routh{Hurwitz-type procedure is used
to eliminate one complex quantied variable (). For ordinary dierential or dierence
equations, this along with some simplication, solves the problem. For partial dierential
or dierence equations (for these a conformal map is applied before Routh{Hurwitz), the
remaining quantiers are eliminated using a quantier elimination using partial cylindri-
cal algebraic decomposition algorithm (QEPCAD). For stability problems (equation (1.1)
with < replaced by ), the Routh{Hurwitz-type criteria do not apply, so QEPCAD must
be applied directly, and this makes such problems much more dicult. The quantier
elimination problems for the stability of boundary conditions are signicantly dierent
from those for initial-value problems.
The ideas about using trial solutions have been known for centuries while the ideas
about stability and the use of the Routh-Hurwitz Theorem go back only to the pre-
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vious century. Recall that we are dealing only with the simplest asymptotic stability,
while for numerically solving ODEs a deep stability theory exists (Hairer et al., 1993;
Dahlquist, 1985) dealing with other stability concepts. One thing that is new in this paper
is the recognition that all common well posedness and stability questions typically asked
about continuum and discrete initial boundary-value problems can be stated as quanti-
er elimination problems. In particular, it was not evident that the stability of boundary
conditions could be written this way. Moreover, it is shown that QEPCAD, augmented by
Routh{Hurwitz-type procedures, provides a tool that will solve most textbook examples,
some more complex examples, and a few research examples. In particular, the results
for the LeVeque scheme given in Example 5.2.2 are new. We believe that because the
improvement of quantier-elimination algorithms is now a very active area of research,
far more complex examples will be tractable in the near future. To make this paper
readable for non-experts in stability theory, we have developed a consistent notation and
terminology for stability problems and we have included many elementary examples. The
last two authors have previously discussed the stability of discretized initial value PDE
problems by quantier elimination in Liska and Steinberg (1993).
A detailed discussion on the quantier elimination techniques used in this paper are
presented in Section 2, and in Section 3 a more mathematical statement of the stability
problems is given. In Section 4, the solutions of some elementary problems for systems
of ordinary dierential and dierence equations are presented. These problems are easily
solved but, in the case of problems for ODEs from control theory, there are several non-
trivial problems discussed in Abdallah et al. (1996). In Section 5, initial-value problems
for systems of both partial dierential and dierence equations are discussed. This quickly
leads to some non-trivial problems for some commonly used discretizations. In Section 6,
initial-boundary value problems for partial dierential and semidiscrete equations are
discussed. Here, even simple problems are too complex to be solved easily, and more
work needs to be done to be able to tackle hard problems.
2. Mathematical Tools
In this section, the mathematical and computer-algebra tools, which are regularly used
for stability analysis, are described. The most useful tools are various versions of the
Routh{Hurwitz Criterion that are well known in stability theory and the partial cylin-
drical algebraic decomposition algorithm. The Routh{Hurwitz-type criteria only remove
one quantied variable, and many problems encountered in our applications have addi-
tional quantied variables, so such criteria are not sucient to complete the task, so this
is backed up by a powerful set of quantier-elimination algorithms. Another important
tool is a conformal map that is used to convert problems about discrete equations into
the same form as continuum problems. The notation used is summarized in Appendix A.
2.1. Routh{Hurwitz and related criteria
In the stability analysis of continuum problems, a typical quantier-elimination prob-
lems has the form
8r 2 C fP (r;~a) = 0) <r < 0g ; (2.1)
where P is a polynomial in the variable r and the parameters ~a which are the coe-
cients of the polynomial P . This is the problem of showing that all of the roots of the
polynomial P are in the left half of the complex plane.
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The Routh{Hurwitz problem is to decide if all roots of a polynomial have a nega-
tive real part or not. For real numerical coecients, the Routh{Hurwitz Criterion (see
Gantmacher, 1959) gives a decision procedure for this problem. This criterion contains
conditions on the coecients of the polynomial and the Hurwitz determinants, which are
minors of the Hurwitz matrix constructed from these coecients. A polynomial, all roots
of which have negative real part, is called a Hurwitz polynomial. For symbolic real coef-
cients, which is our principal interest, the Routh{Hurwitz Criterion produces a logical
formula involving polynomial inequalities in the coecients of the polynomial which is
equivalent to (2.1).
Simpler formulae are obtained from the Lienard{Chipart Criterion (see Gantmacher,
1959), which is what we typically use in our analyses. For complex coecients, the
generalized Routh{Hurwitz Criterion, which produces an equivalent formula using poly-
nomial inequalities involving the real and imaginary parts of the coecients, solves the
quantier-elimination problem (2.1).
2.2. conformal map
For the stability analysis of discrete problems, a typical quantier-elimination problem
has the form
8r 2 C fP (r;~a) = 0) jrj < 1g : (2.2)
The well known conformal map
r =
z + 1
z − 1 ; z =
r + 1
r − 1 ;
which was previously used by Ganzha and Voroztsov (1987) in the same context, gives a
bijection between the interior of the unit circle and the interior of the left-half plane. If
P (r) = P (r;~a) and
Q(z) = (z − 1)NP

z + 1
z − 1

; (2.3)
where N is the degree of P (r), then
fP (r) = 0) jrj < 1g , fQ(z) = 0) <z < 0g ;
so the linear-fractional map produces an equivalence between quantier-elimination prob-
lems of the form (2.2) and (2.1). Linear fractional maps between the unit circle and a
half plane were introduced by Cayley (see the comment in Hille (1962, p. 237)) and
later found important applications in the functional analysis of unbounded operators
(see Yosida, 1966, p. 202).
2.3. quantifier elimination tools
Around 1930, Tarski (1930) proved that quantier elimination (for the rst-order the-
ory of the real numbers) is possible. This was one of the most fundamental results in
mathematical logic (along with Go¨del’s proof of incompleteness). In Tarski (1951), with
the assistance of McKinsey (at RAND cooperation), he gave a rigorous and algorithmic
description of the proof, in the hope that the algorithm might be programmed on a com-
puter. But the complexity of the algorithm was prohibitive: the running time could not
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be bound by any nite tower of exponential functions. Later, somewhat simpler meth-
ods were devised by Seidenberg (1954) and Cohen (1969). But the complexity remained
the same, and the early hope of developing computer tools for mechanical quantier
elimination waned.
In 1975, Collins (1975) made a breakthrough by providing a completely new method
whose time complexity was only doubly exponential, thus reducing the height of the
tower of exponential functions from innity to just two! The method was based on a
construction that he called \cylindrical algebraic decomposition (CAD)".
It renewed a hope for mechanical quantier elimination and inspired many further im-
provements: clustering (Arnon, 1981; 1988) adjacency (Arnon et al., 1984; 1988); Collins
and McCallum, 1995), reduced projection (McCallum, 1984, 1988), strict inequalities
(McCallum, 1993), another reduced projection (Hong, 1990a), partial CAD (Hong, 1990b;
Collins and Hong, 1991; Hong, 1993a), simple solution formula (Hong, 1990b; Hong,
1992), ecient root isolation of real algebraic polynomials (Johnson, 1991; Johnson,
1992), ecient computation of greatest common divisor of real algebraic polynomials
(Langemyr and McCallum, 1989; Encarnacion, 1994), equational constraints (Collins,
1994), generic projection and lifting (Hong, 1995b), simple solution formula (Brown and
Collins, 1996), parallelism (Saunders et al., 1990; Hong, 1993b), etc. In our work, we
used the program QEPCAD which was developed by Hong (1990b) with contributions
from Brown, Collins, Encarnacion, and Johnson. This program incorporates most of the
improvements listed above.
During recent years, a few new general methods (Grigor’ev, 1988; Canny, 1993; Heintz
et al., 1989; Renegar, 1992) have been proposed. Their time complexity is singly ex-
ponential when all the quantiers are the same. As far as we are aware, there is no
implementation of these methods. As soon as their implementations are available, it will
be interesting to test their applicability to stability problems.
Although the quantier-elimination problems can be quite complex, they sometimes
have many special features that allow special algorithms to be applied. For example, in
Abdallah et al. (1996) the algorithms developed in Weispfenning (1988) and in Loos and
Weispfenning (1993) for linear problems were used to solve some problems in control
theory. For quadratic problems, one can use the algorithms of Weispfenning (1993) and
Hong (1994); and for cubic problems, one can use Weispfenning (1994). These algorithms
are able to treat problems where the quantied variables have low degree, while the non-
quantied variables can have arbitrary degree. The preliminary implementation of the
linear and quadratic cases shows that, as expected, these algorithms are much faster
than the QEPCAD algorithm, and can treat many more variables. Unfortunately, these
algorithms typically produce very large unsimplied answers. However, the simplication
techniques being developed by Dolzmann and Sturm (1996) might help.
Another new practical approach to several special quantier-elimination problems is
based on counting real zeros using Sturm{Habicht sequences, see Gonzalez-Vega (1994)
and Gonzalez-Vega et al. (1994), and was applied to well posedness of continuum initial-
value problems for partial dierential equations in Liska and Wendro (1996).
Still another approach is based on the observation that it is often sucient to get some
approximation to the answers. For instance, a good estimate of a largest box contained
in the solution set is sucient for many applications. In Hong (1995a) and Hong and
Neubacher (1996), a method based on space decomposition and tightening (Hong and
Stahl (1994) is given. When approximation is acceptable, this method is promising.
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Table 1. The choice of trial functions.
ODE PDE PDE
IVP IVP IBVP
Continuum
System S(@t; ~) S(@t; @~x; ~) S(@t; @y ; @~x; ~)
Trial e t e t+{
~ ~x e t+y+{
~ ~x
Discrete
System S(t; ~) S(t; ~x; ~) S(t; y ; ~x; ~)
Trial sn sn ~z
~j sn wm ~z
~j
3. Stability Problems
We study stability problems for initial-value problems for ordinary-dierential and
partial dierential equations, and initial-boundary value problems for partial dierential
equations, and also discrete analogues of these problems. All of these problems can be
written in a common form:
S ~f = 0 (3.1)
where S is an N  N matrix of dierential or dierence operators and ~f is a N vector
of unknown functions. These equations must be supplemented by appropriate initial
conditions, but these do not play a role in the analysis. In the case of a boundary value
problem, the boundary conditions are written
B ~f = 0 ; (3.2)
where B is an M  N matrix of dierential or dierence operators. In all cases, the
problems are linear and constant coecient, and depend on some set of parameters ~,
so
S = S( ~D; ~) ; (3.3)
where ~D = (D1; D2; : : : ; Dk) and the Di are either a dierential or dierence operators.
The boundary conditions have exactly the same dependencies. The critical assumption
is as follows.
Assumption. Both S and B are polynomials of both of their arguments ~D and ~.
The stability is checked by computing special solutions, well known already to Euler
and Lagrange, of the given problem, which are products of a trial solution and a constant
vector. The trial functions depend on the problem being analysed and are summarized
in Table 1, along with the dependencies of S. The connection between the trial solutions
for the continuum and discrete problems is given by
s = et ; zk = e{ k xk ; w = ey : (3.4)
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The connection between the trial solutions and stability is given by noting how the trial
solutions grow: in the continuum case, as t, y, and ~x go to innity; and in the discrete
case, as n, m, and ~j go to innity. In all cases, it is assumed the ~ is a real vector and
that jzkj = 1. So the trial solutions are bounded as functions of ~x are ~j. If < < 0 or
jsj < 1, then the trial solutions converge to zero as t or n go to innity, while if < < 0
or jwj < 1, the trial solutions converge to zero as y or m go to innity.
In fact, we do not analyse fully discretized initial-boundary value problems, but instead
consider semidiscrete problems where time is not discretized:
S = S(@t; y; ~x; ~) (3.5)
and then the trial solutions have the form
~f = e t wm ~z~j ~v(;w; z) : (3.6)
Substituting the trial solution into (3.1) and then dividing by the trial solution gives
S(;w; z; ~)~v = 0 : (3.7)
This can have a non-trivial solution if and only if
C(;w; z; ~) = det S(;w; z; ~) = 0 ; (3.8)
where C is called the characteristic polynomial and is a polynomial in all of its arguments.
The analysis of all initial-value problems proceeds in the same way, only the variables
change. The analysis of boundary conditions is quite dierent and is discussed later. We
only consider cases for which the characteristic polynomial has simple roots. The multiple
root case is important, far more dicult, and in progress.
4. Ordinary Dierential Equations
We begin with some simple examples for ordinary dierential and dierence equations,
and nish with the interesting example of the local stability of Runge{Kutta methods.
4.1. continuous equations
In the case of ordinary dierential equations S = S(@t; ~), and the trial solutions have
the form
~f(t) = e t ~v() ; (4.1)
where  2 C. The characteristic polynomial is C(; ~) = det S(; ~). For an extensive
discussion of the stability of ODEs, see e.g. Braun (1978, p. 354).
A system of ODEs is asymptotically stable if and only if all solutions of the initial-value
problem converge to zero as t ! 1, and this is equivalent to the quantier-elimination
problem
8 2 C fC(; ~) = 0) < < 0g : (4.2)
The solution of this QE problem gives a region in the parameter space ~ for which
the initial-value problem is asymptotically stable. This QE problem is a Routh{Hurwitz
problem, and thus can be solved by the methods described in Section 2.1.
There are many problems related to the stability of ODEs in control theory that can
be reduced to QE problems quite dierent from (4.2). Several of these are described in
Abdallah et al. (1996) or Dorato et al. (1996).
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Example 4.1. The single second-order ODE,
a
d2f
d t2
+ b
d f
d t
+ c f = 0 ; (4.3)
with parameters ~ = (a; b; c), a 6= 0, provides a very simple example. The characteristic
polynomial is
C(; a; b; c) = a 2 + b + c (4.4)
and the ODE (4.3) is asymptotically stable if and only if
8 2 C fa 2 + b + c = 0) < < 0g :
This QE problem can be solved easily by hand or by using the Routh{Hurwitz method,
which shows that the asymptotic stability of (4.4) is equivalent to (a > 0 ^ b > 0 ^ c >
0) _ (a < 0 ^ b < 0 ^ c < 0).
4.2. discrete equations
In the case of discrete ordinary dierence equations S = S(t; ~), and the trial solutions
have the form
~fn(s) = sn ~v(s) ; (4.5)
where s 2 C. The characteristic polynomial is C(s; ~) = det S(s; ~). A complete discus-
sion of stability for ordinary dierential equations can be found in Hairer and Wanner
(1996).
As with ODEs, a dierence scheme is asymptotically stable if and only if all solutions
of the initial-value problem converge to zero as n!1 and this is equivalent to the QE
problem
8s 2 C fC(s; ~) = 0) jsj < 1g :
This QE problem is in the form (2.2), and thus can be transformed into a Routh-Hurwitz
problem using the conformal map (2.3), and then solved using the methods describe in
Section 2.1.
Example 4.2. The second-order ODEs (4.3) considered in Example 4.1 is equivalent to
the system of ODE,
d g
d t
= − b
a
g − c
a
f ;
d f
d t
= g :
This system can be discretized using a simple explicit scheme:
 − 1
t
gn = − b
a
gn − c
a
fn ;
 − 1
t
fn = gn ;
and then the characteristic polynomial for the discrete system is
C(s) = det
0B@ s− 1t + ba ca
−1 s− 1
t
1CA :
The linear-fractional mapping technique followed by the Routh{Hurwitz Criterion shows
that the discrete system is asymptotically stable for
c(b− ct) > 0 ^ c(ct2 − 2bt+ 4a) > 0
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which gives the limit on time step t.
4.3. local stability of Runge{Kutta discretizations
Runge{Kutta (RK) methods are multistage methods for computing approximations
~f (n) to ~f(nt), where several intermediate quantities ~gk are computed and then used to
approximate ~fn+1. The rst-order system of ODEs has
S(@t; ~) = @tI−A(~)
and then a m-stage scheme for approximating the initial-value problem is given in terms
of a mm real matrix a and a real row vector ~b of length m:
~gk = ~fn + tA
mX
j=1
ak;j ~gj ; k = 1; : : : ;m
~fn+1 = ~f (n) + tA
mX
j=1
bj ~gj : (4.6)
See Wanner (1969) or Hairer and Wanner (1996) for more details on RK methods.
Because the system is rst order, the vector ~v in the trial solution will be an eigenvector
of A with eigenvalue . The characteristic polynomial is C(s;t ), so if z = t , then
the characteristic function C is dened to be
C(s; z) = s−R(z) :
The stability function R is given by
R(z) = 1 + z~b (I− z a)−1~1 = det(I− z a + z
~1~b)
det(I− z a) ;
where ~1 = (1; : : : ; 1)T (see Hairer and Wanner (1996) for more details). For implicit RK
methods, the stability function R(z) is a rational function. An RK method is explicit if
the matrix a is lower triangular with zero diagonal, ak;j = 0 for j  k, and in this case,
R is a polynomial as is easily seen from the fact that the determinant of (I − z a) is 1.
The stability domain of a RK method is dened by
fz 2 C; C(s; z) = 0) jsj < 1g ;
which can be rewritten as
fz 2 C; jR(z)j < 1g : (4.7)
Recently Kreiss and Scherer (1992) and Kreiss and Wu (1993) pointed out the impor-
tance of the notion of local stability. The RK method (4.6) is locally stable if there exists
 > 0 so that the stability domain (4.7) of the method contains a half circle
fz 2 C; <z < 0 ^ jzj < g :
Kreiss and Scherer (1992) gave a simple method for checking the local stability of explicit
RK methods. However, for practical use of the local stability condition, it is helpful to
know the maximal  for which the half-circle is included in the stability region. For RK
methods, the computation of the maximal  is a QE problem
8z 2 C ff<z < 0 ^ jzj < g ) jR(z)j < 1g : (4.8)
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Example 4.3. Heun’s (third-order RK) method has the stability function (see Hairer
and Wanner, 1996)
R(z) = 1 + z +
z2
2
+
z3
6
:
In this case, the quantier-elimination problem for nding the maximal  for which the
half-circle is in the stability region is to eliminate the quantiers from (4.8) written in
terms of z = x+ { y:
8x 2 R 8y 2 R ffx < 0 ^ x2 + y2 < 2g ) R(x+ { y)R(x− { y) < 1g :
Note that the quantier-elimination problem only involves real polynomials in real vari-
ables. In 91 s, the QEPCAD package calculated the equivalent quantier free formula
2  3, which agrees with Kreiss and Scherer (1992) (there is an error in their appendix).
Example 4.4. The stability function of the Dormand{Prince fth-order embedded seven
stage method is (see Hairer and Wanner, 1996)
R(z) = 1 + z +
z2
2
+
z3
6
+
z4
24
+
z5
120
+
z6
600
:
Finding the stability region for this problem is too dicult for QEPCAD. However,
not all is lost. From a plot of the stability region, it appears that the border of the
stability domain (4.8) crosses the positive imaginary axis at one point , where 2 can
be found by solving a cubic equation given by 6− 25 4 + 225 2− 200 = 0. A numerical
routine for nding roots estimates that 2 is in the interval (0:994 38; 0:994 39). In 941 s,
QEPCAD can verify that for 2 = 0:994 38, statement (4.8) is true, and in 282 s, that for
2 = 0:994 39, statement (4.8) is false, proving that maximal  falls within this interval.
5. Initial Value Problems for Partial Dierential Equations
From the quantier-elimination point of view, initial-value problems for partial dif-
ferential equations are more interesting because they contain more quantiers, more
precisely, one universal quantier for each spatial variable in the PDE. Consequently, ap-
plying a Routh{Hurwitz-type procedure produce a quantier-elimination problem rather
than solving the problem as in the ordinary dierential equation case.
5.1. continuous equations
In the case of initial-value problems for partial dierential equations, t  0, ~x 2 Rd
and S = S(@t; @~x; ~). The trial solution has the form
~f(t; ~x) = e t+{ ~~x ~v(; ~) ; ~ = (1; : : : ; d) ;
where  2 C and ~ 2 Rd. The characteristic polynomial is C(; ~; ~) = det S(; {~; ~).
For a more detailed discussion see Kreiss and Lorenz (1989, Chapter 2) or Strikwerda
(1989, Chapter 9).
The system of PDEs is asymptotically stable if and only if all solutions that are bounded
in ~x, converge to zero as t!1. This is equivalent to the QE problem
8~ 2 Rd 8 2 C fC(; ~; ~) = 0) < < 0g ; (5.1)
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that is, for all ~ the polynomial C is a Hurwitz polynomial in . This type of QE problem is
solved by eliminating  using one of the Routh{Hurwitz methods described in Section 2.1,
then simplifying the intermediate results, and then applying one of the QE methods given
in Section 2.3.
Example 5.1. The easiest equations to analyse are those that are rst order in time:
@f
@t
+ a
@4f
@x4
+ b
@3f
@x3
+ c
@2f
@x2
+ d
@f
@x
+ g f = 0 ; (5.2)
where f = f(t; x); a; b; c; d; g 2 R. The characteristic polynomial for equation (5.2) is
C(; ) = + a 4 − b { 3 − c 2 + d {  + g ;
where the dependence of C(; ) on the parameters has been suppressed.
The equation C(; ) = 0 can be solved for  and this can be used to change the QE
problem (5.1) to the simple QE problem
8 f−a 4 + c 2 − g < 0g :
Because this QE problem is quadratic in 2, it can be solved by hand by nding the local
extrema of <:
[a > 0 ^ g > 0 ^ (c  0 _ (c > 0 ^ c2 − 4 g a < 0))] _ [a = 0 ^ g > 0 ^ c  0] :
QEPCAD produced an equivalent but simpler formula
(a  0 ^ c  0 ^ g > 0) _ (4 a g − c2 > 0 ^ g  0)
in just 0.5 s CPU time.
Example 5.2. The system of dierential equations
@ u
@ t
= c
@ w
@ x
− (γ − 1) @ e
@ x
;
@ w
@ t
= c
@ u
@ x
; (5.3)
@ e
@ t
= 
@2e
@ x2
− c @ u
@ x
;
describes coupled sound and heat flow (see Richtmyer and Morton, 1967). Note that the
constant functions are solutions of this problem, so the equations cannot be asymptoti-
cally stable. As the functions constant in space correspond to ~ = 0, we will analyse the
stability for  6= 0.
The characteristic matrix for the system is
S(; ) =
0@  −i c  { (γ − 1) −i c   0
i c  0 +  2
1A ;
and the characteristic polynomial is
C(; ) = 3 +  2 2 + c (c+ γ − 1) 2 + c2  4 :
The Routh-Hurwitz Criterion is applied to the asymptotic stability condition (5.1) with
 6= 0 and the result is simplied to give the equivalent condition
 > 0 ^ c (γ − 1) > 0 :
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This condition is true for c > 0,  > 0 and γ > 1, which are all of the physically
meaningful values of the constants that appear in (5.3).
Dierence approximations to the system of PDEs (5.3) were investigated in Richtmyer
and Morton (1967) and Liska and Steinberg (1993).
5.2. discrete equations
In the case of initial-value problems for partial dierence equations, S = S(t; ~x; ~),
and the trial solution has the form
~fn~j = s
n ~z
~j ~v ; jzkj = 1 ; k = 1; : : : ; d ; (5.4)
where s 2 C and ~z 2 Rd. The characteristic polynomial is C(s; ~z; ~) = det S(s; ~z; ~). In
the literature, it is rather common to use exponential trial solutions rather than powers.
The connection between the two notations is given by (3.4). The power form of the
solution has the advantage that the characteristic function is a polynomial and not a
polynomial in exponentials.
The dierence scheme is asymptotically stable if and only if all solutions of the initial-
value problem which are bounded in ~z converge to zero as n ! 1. The asymptotic
stability is guaranteed by the von Neumann sucient condition for stability of the dif-
ference scheme:
8~z 2 Cd 8s 2 C ffj~zj = 1 ^ C(s; ~z; ~) = 0g ) jsj < 1g ; (5.5)
where j~zj = 1 means jz1j = 1 ^ jz2j = 1 ^    ^ jzdj = 1. The von Neumann necessary
condition for stability is obtained by replacing jsj < 1 in (5.5) by jsj  1. Note that
solutions which are unbounded in space are not used to study the stability properties of
the initial-value problem.
For some special cases, for example a scalar one-step dierence scheme (N = 1 and
S1;1 linear in t), the von Neumann necessary condition is also sucient. For this case,
the characteristic polynomial is linear in s, so the equation C(s; ~z; ~) = 0 can be solved
for s = g(~z; ~), where g is called the amplication factor, and then the von Neumann
necessary and sucient condition for stability can be written as
8~z 2 Cdfj~zj = 1) jg(~z; ~)j  1g : (5.6)
For a more detailed discussion on the stability of dierence schemes, see e.g. Strikwerda
(1989) or Richtmyer and Morton (1967). The use of QE for the stability analysis of dif-
ference schemes for initial-value problems for PDEs was presented in Liska and Steinberg
(1993).
The von Neumann stability condition (5.5) for asymptotic stability is analysed by rst
using the conformal map (2.3) to transform the problem into a Routh{Hurwitz problem,
which is then analysed by the Routh{Hurwitz methods described in the Section 2.1. In
addition, the complex variables ~z are transformed to real variables using trigonometric
functions:
zk = cos(k xk) + { sin(k xk) ; k = 1; : : : ; d (5.7)
(see (3.4)) and then the trigonometric functions are replaced by real variables with a
polynomial constraint
sk = sin(k xk) ; ck = cos(k xk) ; s2k + c
2
k = 1 : (5.8)
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At this stage it is important to take advantage of any special features of the problem
to reduce the number of variables in the problem. For example, some problems only
depend on sk or only on ck, while in others it is useful to eliminate the two trigonometric
functions by using the tangent function
tk = tan(k xk=2) ; k = 1; : : : ; d : (5.9)
Note that the cases where the tangent is undened, k xk = , must be analysed
separately.
Example 5.3. The dierence scheme is,
fn+1j =
1
4
(f^n+1j+1 + 2f^
n+1
j + f^
n+1
j−1 ) ;
f^n+1j = f
n
j −
1
2
(fnj+1 − fnj−1) ;
which is the simple forward-time central-space with smoothing discretization of the one-
way wave equation (see Strikwerda (1989, p. 47))
@ f
@ t
+ a
@ f
@ x
= 0 :
The use of the dimensionless parameter  = at=x, which is called the Courant num-
ber, is important for reducing the number of variables in the problem, and is the natural
variable to use for describing constraints on the time step. The variable f^ is used to
simplify the description of the scheme and may be eliminated to produce a one-step
scheme.
This scheme is one step, so the application factor of this scheme can be computed, and
its square is
jgj2 = 1
4
[2(− cos4(x)− 2 cos3(x)
+2 cos(x) + 1) + cos2(x) + 2 cos(x) + 1] :
After the substitution of c = cos(x) into the previous scheme, the von Neumann
stability condition (5.6) for this scheme can be stated as the QE problem
8c 2 Rf−1  c  1) 2(−c4 − 2 c3 + 2 c+ 1) + c2 + 2 c+ 1  4g :
QEPCAD solved this QE problem in 0.45 s and returns the stability condition 2  12 ,
which agrees with the result in Strikwerda (1989, p. 48).
Example 5.4. In LeVeque (1994, Method 3) is a six-point upwind-biased second-order
accurate scheme for approximating the two-dimensional advection equation
@ f
@ t
= a
@ f
@ x1
+ b
@ f
@ x2
; (5.10)
that is given by
fn+1ij = f
n
ij +
1
2
[ (fni+1;j − fni−1;j) +  (fni;j+1 − fni;j−1)
+2 (fni+1;j − 2 fnij + fni−1;j) + 2 (fni;j+1 − 2 fnij + fni;j−1)
+2 (fni+1:j+1 − fni+1;j − fni;j+1 + fnij)] ;
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where  = at=x1 and  = bt=x2 are the Courant numbers. LeVeque (1994)
showed, by numerical sampling, that the stability domain of this scheme is given by
0  ,   1. Here we prove that the stability domain contains the region given by
LeVeque.
The characteristic polynomial is linear in s, so it can be solved for s to give the
amplication factor
g = 1 +
1
2
[ (z1 − z1) +  (z2 − z2) + 2 (z1 − 2 + z1)
+2 (z2 − 2 + z2) + 2 (z1 − 1)(z2 − 1)] :
The square of the amplication factor can be expressed as
jgj2 = 1 + 4
(t21 + 1)2(t
2
2 + 1)2
[t41 t
4
2

4 − 43  + 2 (62 − 1)− (43 + 2) + 4 − 2
+2 t41 t
2
2  [
3 − 22  +  (32 − 1)− 22 + ]
+t41 
2 (2 − 1) + 4 t31 t32  (2 − + 2 − )
+4 t31 t2 
2  (− 1) + 2 t21 t22  [ (3 − 2)− 2 + 1]
+2 t21 t
4
2 [
2 (3 − 2)−  (22 − 1) + 3 − ]
+4 t1 t32 
2 ( − 1) + t42 2 (2 − 1)] ; (5.11)
where tk is given by (5.9). To prove that the stability region of the scheme contains
0  ;   1, it is necessary to prove that
8 2 R 8 2 R 8t1 2 R 8t2 2 R f(0    1 ^ 0    1)) jgj2  1g : (5.12)
In (5.11), when t1 = 0, jgj2  1, and consequently the substitutions t2 = t1 C2 and
T1 = t21 transform (5.12) into the equivalent form
8 2 R 8 2 R 8T1 2 R 8C2 2 R
f(0    1 ^ 0    1 ^ 0  T1)) AT 21 +B T1 + C  0g ; (5.13)
where
A = C42 (−  + 1) (−  − 1) (− )2 ;
B = 2C42 (3
2  − 22 − 22 + + 3 − )
+4C32  (
2 − + 2 − )
+2C22  (
3 − 22  + 32 − − 22 + ) ;
C = C42 
2 (2 − 1) + 4C32 2 ( − 1)
+2C22  (3 − 2− 2 + 1)
+4C2 2  (− 1) + 2(2 − 1) :
The discriminant d of the quadratic in (5.13) is
d = 42 2 C42 (C2 + 1)
2D ;
D = C22 R+ 2C2 S + T ;
R = 82 2 − 122  + 52 − 83 + 82
+2 − 4+ 44 − 43 − 32 + 4 ;
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S = 43  − 23 − 42 2 − 22  + 2
+43 − 22 + 2 − 23 + 2 ;
T = +44 − 83  − 43 + 82 2 + 82 
−32 − 122 + 2 + 4+ 52 − 4 :
By calculating the extremal point of the quadratics in T1 as in Example 5.1.1, we see
that
8 2 R 8 2 R 8C2 2 R
f(0    1 ^ 0    1)) A  0 ^ C  0 ^ (D  0 _B  0)g (5.14)
is equivalent to (5.13). Problem (5.14) can be broken into three separate parts. It is easy
to see that
8 2 R 8 2 R 8C2 2 R f(0    1 ^ 0    1)) A  0g ;
and QEPCAD veried that
8 2 R 8 2 R 8C2 2 R f(0    1 ^ 0    1)) C  0g
is true in 9 s. Further, QEPCAD proved that
8C2 2 R f(0    1 ^ 0    1)) B  0g
is equivalent to
  0 _  > 1 _   0 _  > 1 _  −  = 0_
23 − 23 − 42 2 + 22 + 2
+23  + 22  − 5 + 2 − 23 + 2 + 2− 1  0
in 13 s. So statement (5.14) is proven true, except in the compliment of the set dened
by the last formula, and this compliment is inside the quarter circle 2 + 2  14 . So
what is left to prove is that 8C2 2 R fB  0_C  0g is true also for each ;  from this
compliment which follows from
8 2 R 8 2 R 8C2 2 R
f(0   ^ 0   ^ 4(2 + 2) < 1)) (B  0 _D  0)g :
QEPCAD proved this formula to be true, but this took over 9 h, using 16 MB of memory,
and almost reached the limits of the QEPCAD package. QEPCAD was unable to prove
that formula (5.14) is true or even that the same formula with A  0 ^ C  0 skipped
is true. Thus, it was necessary to limit the searched area to 2 + 2 < 14 to be able
to proceeded. This is a new result because LeVeque derived this stability domain using
numerical sampling, but did not prove that the estimated domain was, in fact, in the
stability region.
6. Initial-Boundary Value Problems for Partial Dierential Equations
The problems in this section are similar to the problems in Section 5.1 on initial-value
problems for PDEs, except one of the spatial variables is restricted to a half space and
then a boundary condition is given on the face of the half space. It is assumed that
the initial-value problem for the system of PDEs is stable, and then the stability of the
boundary conditions is analysed. The analysis of the boundary conditions does not follow
the pattern of the solution of the previous problems, so more details are given.
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6.1. continuous equations
In the case of initial-boundary value problems for PDEs, as before, t > 0 and ~x 2 Rd,
but now there is an additional spatial variable y  0, that is, the PDEs are dened on a
half space in Rd+1:
S(@t; @y; @~x; ~) ~f(t; y; ~x) = 0 ; (6.1)
where ~f = ~f(t; y; ~x) is a N -component vector of complex-valued functions of time t  0,
y  0 and ~x 2 Rd. The boundary conditions (BCs) are given at y = 0, and there does
not have to be the same number as there are equations in the system. Thus, let M  0
be an integer and then let B be a M N matrix of complex polynomials in the variables
@t, @y, and @~x. The boundary conditions are then given by
B(@t; @y; @~x; ~) ~f(t; y; ~x)

y=0
= 0 : (6.2)
The trial solution for the initial-boundary value problem has the form
~f(t; y; ~x) = e t+ y+{ ~~x ~v(; ; { ~) ; (6.3)
where ;  2 C and ~ 2 Rd. For ~f to be a non-trivial solution of the PDEs, it must be
the case that
C(; ; ~; ~) = det S(; ; { ~; ~) = 0 ; S(; ; { ~; ~)~v(; ; { ~; ~) = 0 ; (6.4)
where the null vector, that is, the eigenvector for eigenvalue zero, ~v(; ; { ~; ~), is not
zero.
For initial-boundary value problems, we only check to see if they have unstable so-
lutions, that is, do they posses non-trivial solutions that are bounded in space and un-
bounded in time, which means that
< > 0 ; < < 0 ; ~ 2 Rd : (6.5)
To have stability, the boundary conditions should eliminate such solutions. Note that the
roots with both < > 0 and < > 0 give solutions that are growing and in time, but also
grow in space, so they are not used to test stability.
The number of unstable solutions is computed by counting the number of roots k =
k(; ~; ~) of the characteristic polynomial for which conditions (6.5) hold. The stability
of the initial-value problem implies that the number K of roots satisfying (6.5) is con-
stant, so this number may be computed by choosing convenient values for  and ~ and
then computing the roots of the characteristic polynomial. The null vectors ~v from (6.4)
corresponding to these roots are denoted by ~vk(; k; ~; ~). A linear combination of the
unstable solutions,
~f(t; x; ~y) =
KX
k=1
ck e
 t+k(;~;~) y+{ ~ ~x ~vk(; k; ~; ~) ; (6.6)
are chosen as trial solutions for the boundary conditions (6.2). We assume that all the
roots k; k = 1; : : : ;K are simple, otherwise the form of (6.6) is incorrect.
If the boundary conditions (6.2) allow a non-trivial unstable solution (6.6) then the
BCs are unstable, and consequently the initial-boundary value problem is unstable. To see
if such solutions exit, substitute (6.6) into the BCs (6.2) and divide out the exponentials
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to get
KX
k=1
ck B(; k(; ~; ~); { ~)~vk(; k; ~; ~) = 0 ; (6.7)
which can be written as
T~c = 0 (6.8)
where
T(; ~; ~; ~) = (B(; 1; { ~; ~)~v1(; 1; ~; ~); : : : ;B(; K ; { ~; ~)~vK(; K ; ~; ~) )
and ~c = (c1; : : : ; cK), ~ = (1; : : : ; K), and T is a M K matrix.
The system T~c = 0 always has a non-trivial solution ~c 6= 0 if M < K. If M > K
there are too many boundary conditions, so we assume that the number of boundary
conditions is the same as the number of unstable roots, that is, M = K. Now there are
unstable solutions if and only if T is not of full rank: rank(T) < K.
Thus, the existence of non-trivial unstable solutions of the form (6.6) with (6.5) is
implied by the QE problem
9 2 C 9~ 2 CK 9~ 2 Rd 9~v1 2 RN    9~vK 2 RNn
< > 0 ^ <~ < 0 ^Distinct(~) ^
K^
k=1
fC(; k; ~; ~) = 0 ^ S(; k; {~; ~)~vk = 0 ^ ~vk 6= 0g ^
det(T(; ~; ~; ~)) = 0
o
; (6.9)
where
Distinct(~) =
K^
i;j=1
i 6= j ) i 6= j : (6.10)
In summary, the QE problem (6.9) denes sucient conditions for the instability of
the boundary conditions (6.2), that is, if (6.9) is true then the BCs (6.2) are unstable.
Condition (6.9) denes a set in the space of parameters ~ inside of which the BCs are
unstable.
If the system of PDEs consists of only one scalar PDE, then S = (C), B is K  1
matrix, and statement (6.9) becomes
9 2 C 9~ 2 CK 9~ 2 Rdn
< > 0 ^ <~ < 0 ^Distinct(~) ^
K^
k=1
C(; k; ~; ~) = 0
^det(B(; 1; ~; ~); : : : ;B(; K ; ~; ~)) = 0
o
: (6.11)
Example 6.1. The heat or diusion equation with Robin BCs is
@f
@t
= 
@2f
@x2
+ 
@2f
@2y
;

a
@f
@y
+ b f

y=0
= 0 ; (6.12)
where ; ; a; b 2 R; a b 6= 0. The initial-value problem is stable if and only if   0 and
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  0. For this problem
C(; ) = +  2 −  2 ; B(; ) = a  + b : (6.13)
To count the number of boundary conditions, note that the roots in  of C(; ) = 0 are
 = 
s
+  2

; (6.14)
so K = 1.
The existence of exponential unstable solutions for the IBVP is implied by
9 2 C 9 2 C 9 2 R
f< > 0 ^ < < 0 ^ +  2 −  2 = 0 ^ a  + b = 0g : (6.15)
As is well known and easy to check, the IBVP has exponential unstable solutions for
a b > 0. In 28 s, QEPCAD calculated the quantier-free formula equivalent to (6.15):
((a < 0 ^ b < 0 ^  6= 0) _ (a = 0 ^ b = 0 ^  6= 0) _ (a > 0 ^ b > 0 ^  6= 0))
^  0 ^   0 ;
which is equivalent to   0 ^  > 0 ^ (a b > 0 _ a = b = 0), which gives the region of
instability.
Example 6.2. This example is a simple IBVP for a hyperbolic system in Strikwerda
(1989, Example 11.4.1, p. 260) and in Kreiss and Lorenz (1989, Example 8.4.1, p. 307):
ut + uy − vx = 0 ; vt − vy − ux = 0 ; (u+ a v)y=0 = 0 ; (6.16)
where a 2 C. For this example the matrix S is given by
S(; ; { ) =

+  −{ 
−{  − 

(6.17)
and then
C(; ; ) = 2 − 2 + 2 : (6.18)
The matrix B for the boundary conditions is the 1 2 matrix
B(; ; { ) = (1; a) : (6.19)
To count the number of boundary conditions, solve C = 0 for :
 = 
p
2 + 2 (6.20)
so there is one root with < > 0 and one root with < < 0, and consequently K = 1.
For the solutions of (6.20), the matrix S has the null vectors
~v1 =

− 
{ 

; ~v2 =

{ 
+ 

: (6.21)
In this case the matrix T is a scalar (T ). If we use the rst null vector ~v1, then T =
B~v1 = −+ { a . Instability requires T = 0, which cannot be achieved for the root with
< < 0 and < > 0. So we have to use the null vector ~v2, in which case T = { +a (+)
and the existence of exponential unstable solutions is implied by
9 2 C 9 2 C 9 2 R
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f< > 0 ^ < < 0 ^ 2 − 2 + 2 = 0 ^ ( 6= 0 _ +  6= 0) ^
{  + a (+ ) = 0g : (6.22)
The equations in the previous condition can be solved for , , and  and the result
shows that there are no exponential unstable solutions for any value of a 2 R. For
a 2 R, QEPCAD solved this QE problem, using equational constraints (Collins, 1994),
in less than 1 s, giving the result false, i.e. the BC is stable. Using equational constraints
is important because, when the constraints are used, QEPCAD nishes the calculation
almost immediately using only 4 MB of memory, while without the constraints, QEPCAD
fails after more than 5 h of CPU time using 64 MB of memory. For complex a 2 C, one can
show by hand calculations that the solution of the above QE problem is jaj > 1^=a 6= 0.
QEPCAD was unable to solve this case, even after the variable  was eliminated.
Example 6.3. This example is presented to give the reader some idea of how dicult are
the problems that occur in realistic applications. Hagstrom and Lorenz (1993), derived
and analysed some boundary conditions for incompressible, low Mach-number flows. We
do not reproduce the dierential equations or boundary conditions here, but only give
the parts of the QE problem. The matrix for the system of PDEs is
S(; ; { ~) =
0B@ X {  {  X −  2 + 43  2 −{3   
 −{3    X − 43  2 +  2
1CA ; (6.23)
where X = +  V + { U ,   0 and U and V are real parameters. The matrix for one
set of boundary conditions is
B(; ; { ~) =

{  X 0
−− jj −{ V  + { U 

: (6.24)
A sucient condition for instability (6.9) is given by the QE problem
9 2 C 91 2 C 92 2 C 9~ 2 R 9~v1 2 R3 9~v2 2 R3
f< > 0 ^ <1 < 0 ^ <2 < 0 ^ 1 6= 2 ^
det S(1) = 0 ^ S(1)~v1 = 0 ^ ~v1 6= 0 ^
det S(2) = 0 ^ S(2)~v2 = 0 ^ ~v2 6= 0 ^
det(B(1)~v1;B(2)~v2) = 0g :
6.2. semidiscrete equations
In the semidiscrete approach the PDEs and BCs are discretized in the spatial coordi-
nates, while time is kept continuous, so the discrete functions are given by
~fm;~j(t)  ~f(t;my;~j ~x) ; (6.25)
where t  0, m  0 and ~j an arbitrary multi-index. A general linear semidiscrete nite-
dierence scheme approximating (6.1) and (6.2) can be written in the form
S(@t; y; ~x; ~)~fnm;~j = 0 ; B(@t; y; ~x; ~)
~fn
0;~j
= 0 (6.26)
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where S is a N N matrix, and B is a M N matrix of polynomials in @t, y, and ~x.
Note that S and B are not the same as in (6.1) and (6.2). It is assumed that rank(B) = M
when B is considered as a matrix over the ring of polynomials.
The trial solutions for the semidiscrete PDEs initial-boundary value problem has the
form
~fm;~j(t) = e
 t wm ~z
~j ~v ; jzkj = 1 ; k = 1; : : : ; d ; (6.27)
where t  0, m  0, ~j is an arbitrary multi-index,  2 C, w 2 C, and ~z 2 Cd. The trial
solution ~fm;~j(t) is a non-trivial solution of the interior scheme (6.26) if and only if
C(;w; ~z; ~) = det S(;w; ~z; ~) = 0 ; S(;w; ~z; ~)~v(;w; ~z; ~) = 0 ; (6.28)
where the null vector ~v(;w; ~z; ~) 6= 0.
For the semidiscrete initial-boundary value problems, we only check to see if they have
unstable solutions, that is, do they possess non-trivial solutions that are bounded in space
and unbounded in time, which means that
< > 0 ; jwj < 1 ; jzkj = 1 ; k = 1; : : : ; d : (6.29)
To have stability, the boundary conditions should eliminate such solutions. The analysis
of the semidiscrete problems is very similar to analysis in the previous section, only the
left half-plane in  is replaced by the interior of the unit circle in w.
Now the number of boundary conditions is given by solving the characteristic polyno-
mial for w. The assumed stability of the discrete initial-value problem implies that the
number of such roots is a constant K. The roots are written as wk = wk(; ~z; ~), k =
1; : : : ;K and the null vectors ~v corresponding to these roots are denoted by ~vk(;wk; ~z; ~).
A linear combination of the unstable solutions,
~fm;~j(t) =
KX
k=1
ck e
 t wmk (; ~z; ~)~z
~j ~vk(s; wk; ~z; ~) ; (6.30)
are chosen as trial solutions for the boundary conditions. Again, we assume that all the
roots wk, k = 1; : : : ;K are simple, otherwise the form of the trial solutions (6.30) is
not correct. If the boundary conditions (6.26) allow a non-trivial (i.e. non-zero) unstable
solution (6.30) then the BCs are unstable and consequently the initial-boundary value
problem is unstable.
Substituting the trial solution (6.30) into the BCs B and dividing by the trial solution
gives
T~c = 0 (6.31)
where
T(; ~w; ~z; ~) = (B(;w1; ~z; ~)~v1(;w1; ~z; ~); : : : ;B(;wK ; ~z; ~)~vK(;wK ; ~z; ~))
and ~c = (c1; : : : ; cK), ~w = (w1; : : : ; wK), and T is a M K matrix.
The conditions for instability are essentially the same as in the previous section. The
existence of non-trivial unstable solutions of the form (6.30) with (6.29) is implied by the
QE problem
9 2 C 9~w 2 CK 9~z 2 Rd 9~v1 2 RN    9~vK 2 RNn
< > 0 ^ j~wj < 1 ^Distinct(~w) ^ j~zj = 1 ^
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K^
k=1
fC(;wk; ~z; ~) = 0 ^ S(;wk; ~z; ~)~vk = 0 ^ ~vk 6= 0g ^
det(T(; ~w; ~z; ~)) = 0
o
: (6.32)
In summary, the QE problem (6.32) denes a sucient condition for the instability of
the boundary conditions (6.26), and thus denes a region in the space of parameters ~
inside which the BCs are unstable.
If the system of PDEs is in one-dimension (i.e. there is only one space variable y),
and if it consists of only one scalar PDE, then S = (C), B is a K  1 matrix, and the
statement (6.32) becomes
9 2 C 9~w 2 CKn
< > 0 ^ j~wj < 1 ^Distinct(~w) ^
K^
k=1
C(;wk; ~) = 0
^det(B(;w1; ~); : : : ;B(;wK ; ~)) = 0
o
: (6.33)
Example 6.4. Carpenter et al. (1993) studied boundary conditions for compact higher-
order nite-dierence schemes that approximate the scalar one-dimensional transport
equation using the semidiscrete approach. Their fourth-order semidiscretization for the
inflow problem is dened by
f 0m+1 + 4 f
0
m + f
0
m−1 +
3 (fm+1 − fm−1)
y
= 0
at the interior points (here f 0 is the time derivative of f). On p. 281 they analyse the
combined rst- and second-order boundary condition
2 (1 + 2)− 1
2

f 01 +
1 + 2
2
f 02 +
1
2 y
[−2 (1 + ) f1 + 3 (1 + 2) f2] = 0 :
The characteristic polynomial of the interior scheme is
C(; w) = (1 + 4w + w2) + 3 (w2 − 1);
where  = y, and the characteristic polynomial for the boundary condition is
B(; w) =

2 (1 + 2)− 1
2
+
1 + 2
2
w

− 1−  + 3
2
(1 + 2)w :
The existence of the unstable solutions is implied by the QE problem
9 2 C 9w 2 C f< > 0 ^ jwj < 1 ^ C(; w) = 0 ^B(; w) = 0g : (6.34)
If the equation C(; w) = 0 is solved for  and the solution is substituted into the
equation B(; w) = 0, then jwj < 1 implies that =w = 0. So, with r = <w, the QE
problem is equivalent to the simpler one
9r f−1 < r ^ r < 1 ^ r2 + 4 r + 1 > 0 ^ r2 (2 − 1) + 2 r (−2 + 1)− 22 − 7 = 0g ;
which QEPCAD solves in less than 1 s yielding
4 + 1 < 0 ^ 22 − 2 − 1 < 0 :
So if this condition is true, then the boundary condition is unstable. Solving the quadratic
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gives the approximate interval of instability as −0:366 <  < −0:25 which is the same
as the result of Carpenter et al. (1993).
7. Conclusion
We have shown that the techniques presented in this paper can be used to analytically
solve simple stability problems in a few seconds, and most textbook examples in from
a few minutes to a few hours. Even some research problems can be handled. On the
other hand, there are some relatively modest problems beyond the reach of our tech-
niques, that is, the problem cannot be solved directly by QEPCAD or the intermediate
results produced by the Routh{Hurwitz-type algorithms are too complicated to be solved
by QEPCAD. The main diculty is typically that the number of real variables in the
problem is too large for QEPCAD to handle. Thus, many problems of practical impor-
tance are beyond our capabilities, even if we use one of the largest computers to do our
calculations.
However, one should keep in mind that this is a new research area, both in terms
of applications, and in terms of the development of quantier-elimination algorithms.
In fact, many groups, as can be seen by looking at our references, are now working on
better quantier-elimination algorithms. Some are working on special cases such as those
containing low-degree polynomials and others are working on completely solving some
special problems so that the solutions can be used to speed up other algorithms. We
are especially interested in the notion of approximate quantier elimination where only
the most important cases in a problem are considered. This notion seem particularly
relevant to certain stability problems, and promises drastic speed-ups of the algorithms.
In any case, we expect substantial improvements in the quantier-elimination algorithms
and signicant speed up of computers, which will allow us to solve even more important
problems.
In our current approach, we typically completely solve a given quantier-elimination
problem. For even modest problems, the answer can be so complex as to be useless. On
a little reflection, this seems natural. The stability regions are complicated and conse-
quently their description using polynomial inequalities must be complicated. From an
applications point of view, a description of the complete stability region is often not
necessary. What is usually needed is some good approximation of the stability region or
even a good estimate of the largest ball or box contained in the stability region. There
is much to be done on understanding how to formulate quantier-elimination problems
so that a useful answer can be obtained for complicated stability problems.
Acknowledgements
This research was partially supported by the National Science Foundation International
Programs grant INT-9212433, by the Czech Grant Agency grant 201/94/1209 and by the
Czech Ministry of Education grant Kontakt ES 016 (1996). We also wish to thank the
reviewers for many helpful comments.
References
|Abdallah, C., Dorato, P., Yang, W., Liska, R., Steinberg, S. (1995). Applications of quantier elimina-
tion theory to control system design. Technical Report EECE95-007. University of New Mexico,
184 H. Hong et al.
Albuquerque. Submitted to 4th IEEE Mediteranean Symposium on Control and Automation, June
1996, Maleme, Crete, Greece.
|Arnon, D.S. (1981). Algorithms for the geometry of semi-algebraic sets. PhD Thesis. Computer Science
Department, University of Wisconsin-Madison. Tech. Report No. 436.
|Arnon, D.S. (1988). A cluster-based cylindrical algebraic decomposition algorithm. J. Symbolic Comput.
5 (1, 2), 189{212.
|Arnon, D.S., Collins, G.E., McCallum, S. (1984). Cylindrical algebraic decomposition II: an adjacency
algorithm for the plane. SIAM J. Comp. 13, 878{889.
|Arnon, D.S., Collins, G.E., McCallum, S. (1988). An adjacency algorithm for cylindrical algebraic decom-
positions of three-dimensional space. J. Symbolic Comput. 5 (1, 2).
|Braun, M. (1978). Dierential Equations and Their Applications. New York, Springer-Verlag.
|Brown, C., Collins, G. (1996). Simplication of truth invariant CAD’s and solution formula Construction.
In Proceedings of IMACS-ACA’96.
|Canny, J.F. (1993). Improved algorithms for sign and existential quantier elimination. Computer J. 36,
409{418. In H. Hong (ed.), a special issue on computational quantier elimination.
|Carpenter, M., Gottlieb, D., Abarbanel, S. (1993). The stability of numerical boundary treatments for
compact high-order nite-dierence schemes. J. Comput. Phys. 108, 272{295.
|Cohen, P.J. (1969). Decision procedures for real and p-adic elds. Comm. Pure Appl. Math. 22, 131{151.
|Collins, G.E. (1975). Quantier elimination for the elementary theory of real closed elds by cylindrical
algebraic decomposition. In Lecture Notes in Computer Science, volume 33, pp. 134{183. Berlin,
Springer-Verlag.
|Collins, G.E. (1994). Quantier elimination by cylindrical algebraic decomposition|20 years of progress.
In Caviness, B., Johnson, J., (eds), Quantier Elimination and Cylindrical Algebraic Decomposition,
Texts and Monographs in Symbolic Computation. Springer-Verlag.
|Collins, G.E., Hong, H. (1991). Partial cylindrical algebraic decomposition for quantier elimination.
J. Symbolic Comput 12 (3), 299{328.
|Collins, G.E., McCallum, S. (1995). Adjacency Algorithms for Cylindrical Algebraic Decomposition of
Three and Higher Dimensional Space I: Adjacencies Over a Non-nullifying f0; 1g Adjacency. Tech-
nical Report 95-32, RISC-Linz, Johannes Kepler University, Linz, Austria.
|Dahlquist, G. (1985). 33 Years of numerical instability, part I. BIT 25, 188{204.
|Dolzmann, A., Sturm, T. (1996). Simplication of quantier-free formulas over ordered elds. J. Symbolic
Comput., 24, 209{231.
|Dorato, P., Yang, W., Abdallah, C. (1996). Application of quantier elimination theory to robust multi-
objective feedback design. J. Symbolic Comput., 24, 153{159.
|Encarnacion, M.J. (1994). On a modular algorithm for computing gcds of polynomials over algebraic
number elds. In ISSAC-94, pp. 58{65.
|Gantmacher, F.R. (1959). Applications of the Theory of Matrices. New York, Interscience Publishers.
|Ganzha, V.G., Vorozhtsov, E.V. (1987). The stability analysis of dierence schemes by numerical solution
of the generalized Routh{Hurwitz problem. Comp. Phys. Comm. 43, 209{216.
|Gonzalez-Vega, L. (1994). A combinatorial algorithm solving some quantier elimination problems. In
Caviness, B., Johnson, J., (eds), Symposium on Quantier Elimination and Cylindrical Algebraic
Decomposition. In press.
|Gonzalez-Vega, L., Lombardi, H., Recio, T., M.-F.Roy (1994). Determinants and real roots of univari-
ate polynomials. In Caviness, B., Johnson, J., (eds), Symposium on Quantier Elimination and
Cylindrical Algebraic Decomposition. In press.
|Grigor’ev, D.Y. (1988). The complexity of deciding Tarski algebra. J. Symbolic Comput. 5 (1, 2), 65{108.
|Hagstrom, T., Lorenz, J. (1993). Boundary conditions and the simulation of low mach number flows.
Technical Report 106374, ICOMP-93-38, NASA Technical Memorandum.
|Hairer, E., Norsett, S.P., Wanner, G. (1993). Solving Ordinary Dierential Equations I. 2nd edn. New
York, Springer-Verlag.
|Hairer, E., Wanner, G. (1996). Solving Ordinary Dierential Equations II. 2nd edn. New York, Springer-
Verlag.
|Heintz, J., Roy, M.-F., Solerno, P. (1989). On the complexity of semialgebraic sets. In Ritter, G.X. (ed.),
Proceedigns of IFIP, pp. 293{298. North-Holland.
|Hille, E. (1962). Analytic Function Theory, Volume II. Boston, Ginn and Company.
|Hong, H. (1990a). An improvement of the projection operator in cylindrical algebraic decomposition. In
International Symposium of Symbolic and Algebraic Computation (ISSAC-90), pp. 261{264. ACM.
|Hong, H. (1990b). Improvements in CAD{based quantier elimination. PhD Thesis, The Ohio State
University.
|Hong, H. (1992). Simple solution formula construction in cylindrical algebraic decomposition based quan-
tier elimination. In International Conference on Symbolic and Algebraic Computation ISSAC-92,
pp. 177{188.
|Hong, H. (1993a). Heuristic search and pruning in polynomial constraint satisfaction. Ann. Math. and
Articial Intelligence. To appear.
Testing Stability by Quantier Elimination 185
|Hong, H. (1993b). Parallelization of quantier elimination on a workstation network. In Proceedings of
AAECC 10 (Puerto Rico), Springer Lecture Notes in Computer Science 673, pp. 170{179.
|Hong, H. (1993c). Quantier elimination for formulas constrained by quadratic equations via slope resul-
tants. Computer J. 36 (5), 440{449.
|Hong, H. (1995a). Approximate quantier elimination. In Proceedings of SCAN’95. Invited talk.
|Hong, H. (1995b). Generic quantier elimination. In Proceedings of IMACS-ACA’95.
|Hong, H., Neubacher, A. (1996). Approximate quantier elimination. In Proceedings of IMACS-ACA’96.
|Hong, H., Stahl, V. (1994). Safe start region by xed points and tightening. Computing, (Archives for
Informatics and Numerical Computation) 53 (3-4), 323{335.
|Johnson, J.R. (1991). algorithms for polynomial real root isolation. PhD Thesis, The Ohio State Univer-
sity.
|Johnson, J.R. (1992). Real algebraic number computation using interval arithmetic. In Proceedings of
International Symposium on Symbolic and Algebraic Computation, pp. 195{205. ACM Press.
|Kreiss, H., Lorenz, J. (1989). Initial-Boundary Value Problems and the Navier{Stokes Equations. Boston,
Academic Press.
|Kreiss, H., Scherer, G. (1992). Method of lines for hyperbolic dierential equations. SIAM J. Numer.
Anal.29, 640{646.
|Kreiss, H., Wu, L. (1993). On the stability denition of dierence approximations for the initial boundary
value problem. Appl. Numer. Math. 12, 213{227.
|Langemyr, L., McCallum, S. (1989). The computation of polynomial greatest common divisors over an
algebraic number eld. J. Symbolic Comput. 8, 429{448.
|LeVeque, R. (1994). High-resolution conservative algorithms for advection in incompressible flow. SIAM
J. Numer. Anal. In press.
|Liska, R., Steinberg, S. (1993). Applying quantier elimination to stability analysis of dierence schemes.
Computer J. 36 (5), 497{503. Special issue on quantier elimination.
|Liska, R., Wendro, B. (1996). Algebraic algorithm for checking well-posedness. In preparation.
|Loos, R., Weispfenning, V. (1993). Applying linear quantier elimination. Computer J. 36, 450{462.
|McCallum, S. (1984). An improved projection pperator for cylindrical algebraic decomposition. PhD
Thesis, University of Wisconsin-Madison.
|McCallum, S. (1988). An improved projection operator for cylindrical algebraic decomposition. J. Symbolic
Comput. 5 (1, 2).
|McCallum, S. (1993). Solving polynomial strict inequalities using cylindrical algebraic decomposition.
Computer J. 36 (5), 432{438. In H. Hong, (ed.), a special issue on computational quantier elimi-
nation.
|Renegar, J. (1992). On the computational complexity and geometry of the rst-order theory of the reals.
J. Symbolic Comput. 13 (3), 255{300.
|Richtmyer, R.D., Morton, K.W. (1967). Dierence Methods for Initial Value Problems. New York, John
Wiley & Sons.
|Saunders, B.D., Lee, H.R., Abdali, S.K. (1990). A parallel implementation of the cylindrical algebraic
decomposition algorithm. In International Symposium of Symbolic and Algebraic Computation,
pp. 298{307.
|Seidenberg, A. (1954). A new decision method for elementary algebra. Ann. Math. 60, 365{374.
|Strikwerda, J. (1989). Finite Dierence Schemes and Partial Dierential Equations. Belmont,
Wadsworth, Inc.
|Tarski, A. (1930). The completness of elementary algebra and geometry. Reprinted in 1967.
|Tarski, A. (1951). A Decision Method for Elementary Algebra and Geometry, 2nd edn. University of
California Press, Berkeley.
|Wanner, G. (1969). Integration Gewo¨nlicher Dierentialgleichungen. Bibliographisches Institut|
Mannheim/Zuerich|Hochschultaschenbu¨cher Verlag.
|Weispfenning, V. (1988). The complexity of linear problems in elds. J. Symbolic Comput. 5, 3{27.
|Weispfenning, V. (1993). Quantier elimination for real algebra|the quadratic case and beyond. Technical
Report, Universita¨t Passau, Passau.
|Weispfenning, V. (1994). Quantier elimination for real algebra|the cubic case. In Proceedings of ISSAC
94, Oxford. ACM Press.
|Wendro, B. (1991). The stability of MacCormack’s method for the scalar avection equations. App. Math.
Lett. 4 (2), 89{91.
|Yosida, K. (1966). Functional Analysis, 2nd edn. Berlin, Springer Verlag.
Originally received 15 December 1995
Accepted 20 August 1996
186 H. Hong et al.
Table 2. Notation for dierential and dierence equations.
Quantity Meaning
d number of spatial variables, d 2 Z, d  0
t time, t 2 R, t  0
~x spatial variables without boundary conditions, ~x 2 Rd
y spatial variable with a boundary condition, y 2 R, y  0
 Laplace transform variable in t,  2 C
~ Fourier transform variables for ~x, ~ 2 Rd
 Laplace transform variable for y,  2 C
t time step
~x space grid steps in variables ~x
y space grid step in variable y
n index for discrete time variable t, n 2 Z, n  0
~j indices for discrete spatial variables ~x, ~j 2 Zd
m index for discrete spatial variable y, m 2 Z, m  0
s discrete Laplace variable for t, s 2 C
~z discrete Fourier variable for ~x, ~z 2 C, j~zj = 1
w discrete Laplace variable for y, w 2 C
N , M number of DEs and BCs, N;M 2 Z
~f N -component vector of complex-valued functions
S, B matrices describing the DEs and BCs
~ real parameters of the stability problem
I unit matrix
, ~v eigenvalues and eigenvectors
C characteristic polynomial
R, C, Z real numbers, complex numbers, integers
z, z complex variable, complex conjugate
{ complex unit, {2 = −1
<, = real part, imaginary part
e Euler number
A. Notation
Our notation is summarized in Table 2. As usual, several dierent types of notion are
used for dierent stability problems. We use a consistent notation throughout all of the
sections, so the material on boundary-value problems, being the most complex section,
determined the notation.
The standard multi-index notation is used
~j = (j1; : : : jd)
~x = (x1; : : : xd)
~j  ~x = (j1 x1; : : : ; jd xd)
~x  ~y = x1 y1 +   + xd yd
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~x
~j = x1j1 : : : xdjd
@~x = (@1; : : : ; @d) :
The notation for partial derivatives is:
@k =
@
@xk
; @t =
@
@t
; @y =
@
@y
:
If a continuum problem is discretized, then is is assumed that ~fn
m;~j
approximates
~f(nt;my;~j  ~x) on a uniform grid, and that n  0, m  0, while ~j can be an
arbitrary integer multi-index. Then the shift operator  is dened by
t ~f
n
m;~j
=~fn+1
m;~j
;
y ~f
n
m;~j
=~fn
m+1;~j
;
xk
~fn
m;~j
=~fn
m;~j+~1k
; k = 1; : : : ; d ;
~x=(x1 ;    ; xd)
(A.1)
where
~11 = (1; 0; : : : ; 0);~12 = (0; 1; : : : ; 0); : : : ;~1d = (0; 0; : : : ; 1) :
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