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DRAZIN INVERSES OF THE SUM OF FOUR MATRICES AND
ITS APPLICATIONS
DAOCHANG ZHANG, DIJANA MOSIC´, AND LI GUO
Abstract. Our aim is to establish relations between Drazin inverses of
the pesudo-block matrix (P,Q,R, S ) and the block matrix
[
P R
S Q
]
, where
R2 = S 2 = 0. Based on the relations, we give representations for Drazin
inverses of the sum P + Q + R + S under weaker restrictions. As its
applications, several expressions for Drazin inverses of a 2 × 2 block
matrix are presented under some assumptions. Our results generalize
several results in the literature.
1. introduction
The Drazin inverse of a complex square matrix A is the unique matrix Ad
such that
AAd = AdA, AdAAd = Ad, Ak = Ak+1Ad,
where k is the smallest non-negative integer such that rank(Ak) = rank(Ak+1),
called index of A and denoted by ind(A). If ind(A) = 1, then Ad is called
the group inverse of A and denoted by A#. The Drazin inverse is a gen-
eralization of inverses and group inverses of matrices. There are wide-
spread applications of Drazin inverses in various fields, such as differen-
tial equations, control theory, Markov chains, iterative methods and so on
(see [1, 5–7, 11, 12, 14, 20–22]).
There have been many papers considering the problem of finding a for-
mula for the Drazin inverse of a 2 × 2 matrix in terms of its various blocks,
where the blocks on the diagonal are required to be square matrices(see
[8, 15]). This problem was proposed by Campbell and Meyer [2], but it is
still an open problem to find an explicit formula for the Drazin inverse of a
block matrix without any restrictions upon the blocks.
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Let Cm×n denote the set of all m × n complex matrices. For N ∈ Cn×n, if
there exist P,Q,R, S ∈ Cn×n such that N = P + Q + R + S and
PQ = QP = 0, PS = SQ = QR = RP = 0, Rd = S d = 0,
then the quadruple (P,Q,R, S ) is called a pseudo-block decomposition of
N, and N is called a pseudo-block matrix corresponding to (P,Q,R, S ) (see
[3]). In this case, we will simply say that N = (P,Q,R, S ) is a pseudo-block
matrix.
In Section 2, we establish relations between
[
P R
S Q
]d
and (P + Q +
R + S )d for a pseudo-block decomposition (P,Q,R, S ) with R2 = S 2 = 0.
In Section 3, we give representations for Nd under weaker restrictions and
generalize some results of [3]. Furthermore, in Section 4, considering some
matrix decompositions, we apply Nd to get some new expressions for the
Drazin inverse of a 2×2 block matrix under some conditions, which extend
several results of [8, 16–18] and recover some result of [4, 19] for the case
of Drazin inverses.
Throughout this paper, denote by I the identity matrix of proper size,
write Api for I − AAd, and let
M =
[
A B
C D
]
and Z = D − CAdB,
where A ∈ Cm×m, B ∈ Cm×n, C ∈ Cn×m and D ∈ Cn×n.
For notational convenience, we define a sum to be 0, whenever its lower
limit is bigger than its upper limit.
2. relations between Drazin inverses of the pesudo-block matrix and the
block matrix
Lemma 2.1. Let T =
[
P R
S Q
]
for P,Q,R, S ∈ Cn×n such that N = (P,Q,R, S )
is a pseudo-block matrix with R2 = S 2 = 0. If T r =
[
A1 A3
A4 A2
]
for A1, A2, A3, A4 ∈
C
n×n and any positive integer r, then Nr = A1+A2+A3+A4 and (A1, A2, A3, A4)
is a pseudo-block matrix with A1Q = A2P = A1S = A4Q = A2R = A3P =
A2
3
= A2
4
= 0.
Proof. We will prove the lemma by induction on r. The lemma is obvious
when r = 1.
Now, assume that the lemma holds for r = k − 1 and let us prove that it
holds for r = k. Let
T k−1 =
[
B1 B3
B4 B2
]
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for B1, B2, B3, B4 ∈ C
n×n. Then (B1, B2, B3, B4) is a pseudo-block matrix
such that Nk−1 = B1 + B2 + B3 + B4 and B1Q = B2P = B1S = B4Q = B2R =
B3P = B
2
3
= B2
4
= 0. Suppose that T k =
[
A1 A3
A4 A2
]
. Since
T k =
[
B1 B3
B4 B2
] [
P R
S Q
]
=
[
B1P + B3S B1R + B3Q
B4P + B2S B4R + B2Q
]
,
we have A1 = B1P + B3S , A2 = B4R + B2Q, A3 = B1R + B3Q, and A4 =
B4P + B2S . Thus
Nk = (B1 + B2 + B3 + B4)(P + Q + R + S )
= B1P + B1R + B2Q + B2S + B3Q + B3S + B4P + B4R
= A1 + A2 + A3 + A4.
Now it is a routine matter to check that (A1, A2, A3, A4) is a pseudo-block
matrix and A1Q = A2P = A1S = A4Q = A2R = A3P = A
2
3 = A
2
4 = 0. 
Lemma 2.2. Let T =
[
P R
S Q
]
for P,Q,R, S ∈ Cn×n such that N = (P,Q,R, S )
is a pseudo-block matrix with R2 = S 2 = 0. If T i =
[
A
(i)
1
A
(i)
3
A
(i)
4
A
(i)
2
]
for
A
(i)
1
, A
(i)
2
, A
(i)
3
, A
(i)
4
∈ Cn×n and for any positive integer i, then
A
(r)
1
A
(s)
2
= A
(r)
2
A
(s)
1
= A
(r)
1
A
(s)
4
= A
(r)
4
A
(s)
2
= A
(r)
2
A
(s)
3
= A
(r)
3
A
(s)
1
= 0
for any positive integers r and s.
Proof. Since T s = TT s−1, a calculation yields
A
(s)
1
= PA
(s−1)
1
+RA
(s−1)
4
, A
(s)
2
= S A
(s−1)
3
+QA
(s−1)
2
, A
(s)
3
= PA
(s−1)
3
+RA
(s−1)
2
, A
(s)
4
= S A
(s−1)
1
+QA
(s−1)
4
.
Now by Lemma 2.1 it is a routine matter to verify that
A
(r)
1
A
(s)
2
= A
(r)
2
A
(s)
1
= A
(r)
1
A
(s)
4
= A
(r)
4
A
(s)
2
= A
(r)
2
A
(s)
3
= A
(r)
3
A
(s)
1
= 0
as desired. 
Lemma 2.3. Let T =
[
P R
S Q
]
for P,Q,R, S ∈ Cn×n such that N = (P,Q,R, S )
is a pseudo-block matrix with R2 = S 2 = 0. If f (T ) =
[
A1 A3
A4 A2
]
for
A1, A2, A3, A4 ∈ C
n×n and for a polynomial f (x) ∈ C[x], then f (N) = A1 +
A2+A3+A4 and (A1, A2, A3, A4) is a pseudo-block matrix with A
2
3
= A2
4
= 0.
Proof. It follows from Lemma 2.1 and Lemma 2.2. 
Now we can give our first main result.
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Theorem 2.4. Let T =
[
P R
S Q
]
for P,Q,R, S ∈ Cn×n such that N =
(P,Q,R, S ) is a pseudo-block matrix with R2 = S 2 = 0. If T d =
[
A1 A3
A4 A2
]
for A1, A2, A3, A4 ∈ C
n×n, then Nd = A1 + A2 + A3 + A4 and (A1, A2, A3, A4)
is a pseudo-block matrix with A2
3
= A2
4
= 0.
Proof. Let C[N] and C[T ] denote the subalgebra generated by N and T .
Consider the following homomorphisms
φ : C[x] → C[T ], f (x) 7→ f (T );
ψ : C[x] → C[N], f (x) 7→ f (N).
By Lemma 2.3 we get ker φ ⊆ kerψ. Thus there exists a homomorphism
τ : C[T ] → C[N] such that τφ = ψ. Clearly, τ( f (T )) = f (N) for all f (x) ∈
C[x]. By [2, Theorem 7.5.1], there exists a polynomial p(x) such that T d =
p(T ), and so T d ∈ C[T ]. Similarly, Nd ∈ C[N]. Since the Drazin inverse
is preserved by homomorphisms, we have that Nd = τ(T )d = τ(T d) =
A1 + A2 + A3 + A4. 
3. Drazin inverses of the sum P + Q + R + S
Lemma 3.1. Let A ∈ Cn×n and e, f be idempotents of Cn×n. If (eA f )i = eAi f
for all i ≥ 1, then
(eA f )d = eAd f .
Proof. By [2, Theorem 7.5.1], Ad = p(A) for a polynomial p(x) ∈ C[x].
Since Ad = (Ad)2A, we may assume that the constant term of p is zero. Let
p(x) =
∑n
i=1 aix
i, where ai ∈ C. We have
Ad = anA
n
+ an−1A
n−1
+ · · · + a1A.
Since (eA f )i = eAi f for all i ≥ 1, we have
eAd f = an(eA f )
n
+ an−1(eA f )
n−1
+ · · · + a1eA f .
Then
eAi f · eAd f = (eA f )i · [an(eA f )
n
+ an−1(eA f )
n−1
+ · · · + a1eA f ]
= an(eA f )
n+i
+ an−1(eA f )
n+i−1
+ · · · + a1(eA f )
i
= e(anA
n+i
+ an−1A
n+i−1
+ · · · + a1A
i) f
= eAiAd f ,
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for all i ≥ 1. A calculation gives
eA f · eAd f = eAAd f = eAd f · eA f ,
eA f · (eAd f )2 = eA f · e(Ad)2 f = eA(Ad)2 f = eAd f ,
(eA f )k+1 · eAd f = eAk+1 f · eAd f = eAk+1Ad f = eAk f = (eA f )k,
where k = ind(A). Thus, (eA f )d = eAd f . 
Lemma 3.2. [10, Theorem 2.1] Let P and Q be n × n matrices. If PQ = 0,
then
(P + Q)d = Qpi
t−1∑
i=0
Qi(Pd)i+1 +
s−1∑
i=0
(Qd)i+1PiPpi,
where s = ind(P) and t = ind(Q).
Let A denote a complex unital algebra, and let M2(A) be the 2× 2 matrix
algebra overA. Given an idempotent e inA, we consider a mapping σ from
A to M2(A, e) and the set
M2(A, e) =
(
eAe eA(1 − e)
(1 − e)Ae (1 − e)A(1 − e)
)
⊂ M2(A).
Lemma 3.3. Let e be an idempotent of A. For any a ∈ A let
σ(a) =
(
eae ea(1 − e)
(1 − e)ae (1 − e)a(1 − e)
)
∈ M2(A, e).
Then the mapping σ is an algebra isomorphism from A to M2(A, e) such
that
(1) (σ(a))d = σ(ad);
(2) if (σ(a))d =
(
α β
γ δ
)
, then ad = α + β + γ + δ.
Proof. It is clear that the mapping σ is an algebra isomorphism from A to
M2(A, e). Then the property (1) follows, and the property (2) follows from
σ(ad) = (σ(a))d =
(
α β
γ δ
)
as desired. 
In what follows, let σ be defined as in Lemma 3.3.
Lemma 3.4. Let P,Q,R and S ∈ Cn×n and let N = P + Q + R + S . If
PQ = QP = PS = SQ = QR = RP = 0, then
σ(N) =
(
P2Pd PPdR
S PPd Q + PpiR + (S + P)Ppi
)
.
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Proof. Note that mapping σ is an algebra isomorphism from A to M2(A, e).
Then
σ(N) =
(
eNe eN(1 − e)
(1 − e)Ne (1 − e)N(1 − e)
)
.
Let Pe = PPd. Since Pe is idempotent, a calculation gives
PeNPe = PeP,
PeNPpi = PeR,
PpiNPe = S Pe,
PpiNPpi = Q + PpiR + (S + P)Ppi
as desired. 
In the above assumption, we consider the Drazin inverse of the lower
right element of σ(N).
Lemma 3.5. Let P,Q,R and S ∈ Cn×n. If PQ = QP = PS = SQ = QR =
RP = 0 and S P = SR = 0, then(
(S + Q) + Ppi(R + P)
)d
=Ppi(
n−1∑
j=0
(
j∑
k=1
PkR j−k + RpiR j) −
m−1∑
i=0
n−1∑
j=0
Pi+1(Rd)i+1R j)
× (Qpi
l−1∑
h=0
Qh(S d)h+ j+1 −
j∑
k=1
(Qd)k(S d) j+1−k +
l−1∑
h=0
(Qd)h+ j+1S hS pi)
+ Ppi
n−1∑
j=0
m−1∑
i=0
Pi(Rd)i+ j+1(
j∑
k=0
QkS j−kS pi − Qpi
l−1∑
h=0
Qh+1+ j(S d)h+1 −
l−1∑
h=0
Q j+1(Qd)h+1S hS pi),
where
max{ind(S ), ind(Q)} ≤ l ≤ ind(S ) + ind(Q),
max{ind(R), ind(P)} ≤ m ≤ ind(R) + ind(P),
max{ind(S + Q), ind(Ppi(R + P))} ≤ n ≤ ind(S + Q) + ind(Ppi(R + P)).
Proof. We first note that (S + Q) · Ppi(R + P) = 0. By Lemma 3.2, we have
(
(S + Q) + Ppi(R + P)
)d
=
(
Ppi(R + P)
)pi n−1∑
j=0
(Ppi(R + P)) j
(
(S + Q)d
) j+1
+
n−1∑
j=0
((Ppi(R + P))d) j+1(S + Q) j(S + Q)pi,
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where
max{ind(S + Q), ind(Ppi(R + P))} ≤ n ≤ ind(S + Q) + ind(Ppi(R + P)).
Since Ppi(R+P)Ppi = Ppi(R+P), we have (Ppi(R+P))i = Ppi(R+P)i for i ≥ 1.
Then, by Lemma 3.1,
(Ppi(R + P))d = Ppi(R + P)d and (Ppi(R + P))pi = 1 − Ppi(R + P)(R + P)d.
(3.1)
The hypothesis SQ = 0 gives
(S + Q)d = Qpi
l−1∑
h=0
Qh(S d)h+1 +
l−1∑
h=0
(Qd)h+1S hS pi,(3.2)
where max{ind(S ), ind(Q)} ≤ l ≤ ind(S ) + ind(Q). Because RP = 0, we get
(R + P)d = Ppi
m−1∑
i=0
Pi(Rd)i+1 +
m−1∑
i=0
(Pd)i+1RiRpi,(3.3)
where max{ind(R), ind(P)} ≤ m ≤ ind(R) + ind(P). Combining (3.1), (3.2)
and (3.3) we have
((S + Q) + Ppi(R + P))d = X1 + X2,
where
X1 = (1 − P
pi(R + P)(R + P)d)(1 +
n−1∑
j=1
Ppi(R + P) j)[(S + Q)d] j+1
and
X2 =
n−1∑
j=0
Ppi[(R + P)d] j+1(S + Q) j(1 − (S + Q)(S + Q)d).
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Since
X1 =(1 − P
pi(R + P)(Ppi
m−1∑
i=0
Pi(Rd)i+1 +
m−1∑
i=0
(Pd)i+1RiRpi))
× (1 +
n−1∑
j=1
Ppi(R + P) j)(Qpi
l−1∑
h=0
Qh(S d)h+1 +
l−1∑
h=0
(Qd)h+1S hS pi) j+1
=(1 − Ppi(R + P)
m−1∑
i=0
Pi(Rd)i+1)
× (Ppi +
n−1∑
j=1
Ppi(R + P) j)(Qpi
l−1∑
h=0
Qh(S d)h+ j+1 −
j∑
k=1
(Qd)k(S d) j+1−k +
l−1∑
h=0
(Qd)h+ j+1S hS pi)
=(1 − PpiRRd − Ppi
m−1∑
i=0
Pi+1(Rd)i+1)
× Ppi
n−1∑
j=0
j∑
k=0
PkR j−k(Qpi
l−1∑
h=0
Qh(S d)h+ j+1 −
j∑
k=1
(Qd)k(S d) j+1−k +
l−1∑
h=0
(Qd)h+ j+1S hS pi)
=Ppi(
n−1∑
j=0
(
j∑
k=1
PkR j−k + RpiR j) −
m−1∑
i=0
n−1∑
j=0
Pi+1(Rd)i+1R j)
× (Qpi
l−1∑
h=0
Qh(S d)h+ j+1 −
j∑
k=1
(Qd)k(S d) j+1−k +
l−1∑
h=0
(Qd)h+ j+1S hS pi)
and
X2 =
n−1∑
j=0
Ppi(Ppi
m−1∑
i=0
Pi(Rd)i+1 +
m−1∑
i=0
(Pd)i+1RiRpi) j+1
× (S + Q) j(1 − (S + Q)(Qpi
l−1∑
h=0
Qh(S d)h+1 +
l−1∑
h=0
(Qd)h+1S hS pi))
=Ppi
n−1∑
j=0
(
m−1∑
i=0
Pi(Rd)i+1) j+1
×
j∑
k=0
QkS j−k(1 − S S d − Qpi
l−1∑
h=0
Qh+1(S d)h+1 −
l−1∑
h=0
Q(Qd)h+1S hS pi)
=Ppi
n−1∑
j=0
m−1∑
i=0
Pi(Rd)i+ j+1(
j∑
k=0
QkS j−kS pi − Qpi
l−1∑
h=0
Qh+1+ j(S d)h+1 −
l−1∑
h=0
Q j+1(Qd)h+1S hS pi),
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we finish the proof. 
Lemma 3.6. ( [9] and [15]) Let M =
[
A C
0 D
]
and let N =
[
D 0
C A
]
∈
C
n×n, where A and D are square matrices. Then
Md =
[
Ad X
0 Dd
]
and Nd =
[
Dd 0
X Ad
]
,
where
X =
s−1∑
i=0
(Ad)i+2CDiDpi + Api
r−1∑
i=0
AiC(Dd)i+2 − AdCDd ,
r = ind(A) and s = ind(D).
Theorem 3.7. Let P,Q,R and S ∈ Cn×n and let N = P + Q + R + S . If
PQ = QP = 0, PS = SQ = QR = RP = 0 and S P = SR = 0, then
Nd = Pd + X + T d,
where
T =(S + Q) + Ppi(R + P),
X =
g−1∑
k=0
(Pd)k+2RT kT pi − PdRT d,
T d =Ppi(
n−1∑
j=0
(
j∑
k=1
PkR j−k + RpiR j) −
m−1∑
i=0
n−1∑
j=0
Pi+1(Rd)i+1R j)
× (Qpi
l−1∑
h=0
Qh(S d)h+ j+1 −
j∑
k=1
(Qd)k(S d) j+1−k +
l−1∑
h=0
(Qd)h+ j+1S hS pi)
+ Ppi
n−1∑
j=0
m−1∑
i=0
Pi(Rd)i+ j+1(
j∑
k=0
QkS j−kS pi − Qpi
l−1∑
h=0
Qh+1+ j(S d)h+1 −
l−1∑
h=0
Q j+1(Qd)h+1S hS pi),
for
ind(T ) = g,
max{ind(S ), ind(Q)} ≤ l ≤ ind(S ) + ind(Q),
max{ind(R), ind(P)} ≤ m ≤ ind(R) + ind(P),
max{ind(S + Q), ind(Ppi(R + P))} ≤ n ≤ ind(S + Q) + ind(Ppi(R + P)).
Proof. Using Lemma 3.3, we have
σ(N) =
[
PeP PeR
S Pe Q + PpiR + (S + P)Ppi
]
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and so, by S P = 0,
σ(N) =
[
PeP PeR
0 (S + Q) + Ppi(R + P)
]
.
Note that T = (S +Q)+ Ppi(R+ P). Combining Lemma 3.6 and Lemma 3.5
we get
σd(N) =
[
Pd X
0 T d
]
,
where
X =
g−1∑
k=0
(Pd)k+2 · PeR · T kT pi + (PeP)pi
f−1∑
k=0
(PeP)k · PeR · (T d)k+2 − (PeP)d · PeR · T d
=
g−1∑
k=0
(Pd)k+2RT kT pi − PdRT d,
T d =Ppi(
n−1∑
j=0
(
j∑
k=1
PkR j−k + RpiR j) −
m−1∑
i=0
n−1∑
j=0
Pi+1(Rd)i+1R j)
× (Qpi
l−1∑
h=0
Qh(S d)h+ j+1 −
j∑
k=1
(Qd)k(S d) j+1−k +
l−1∑
h=0
(Qd)h+ j+1S hS pi)
+ Ppi
n−1∑
j=0
m−1∑
i=0
Pi(Rd)i+ j+1(
j∑
k=0
QkS j−kS pi − Qpi
l−1∑
h=0
Qh+1+ j(S d)h+1 −
l−1∑
h=0
Q j+1(Qd)h+1S hS pi),
for
ind(PeP) = f = 1, ind(T ) = g,
max{ind(S ), ind(Q)} ≤ l ≤ ind(S ) + ind(Q),
max{ind(R), ind(P)} ≤ m ≤ ind(R) + ind(P),
max{ind(S + Q), ind(Ppi(R + P))} ≤ n ≤ ind(S + Q) + ind(Ppi(R + P)).
Considering Lemma 3.3, we obtain
Nd = Pd + X + T d
as desired. 
The following conditions have been considered in [3, Theorem 4.1]. As
a direct corollary of Theorem 3.7, the new representation of the Drazin
inverse of the sum P + Q + R + S .
Corollary 3.8. [3, Theorem 4.1] Let P,Q,R and S ∈ Cn×n and let N =
P + Q + R + S . If PQ = QP = 0, PS = SQ = QR = RP = 0, S P = SR = 0
and Rd = S d = 0, then
Nd = Pd + X + T d,
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where T = (S + Q) + Ppi(R + P),
X =
g−1∑
k=0
(Pd)k+2RT kT pi − Pd
n−1∑
j=0
R j+1
l−1∑
h=0
(Qd)h+ j+1S h,
T d =Ppi
n−1∑
j=0
j∑
k=0
PkR j−k
l−1∑
h=0
(Qd)h+ j+1S h,
for
ind(T ) = g,
max{ind(S ), ind(Q)} ≤ l ≤ ind(S ) + ind(Q),
max{ind(S + Q), ind(Ppi(R + P))} ≤ n ≤ ind(S + Q) + ind(Ppi(R + P)).
Proof. If we combine Rd = S d = 0 and Theorem 3.7, then the expression
for T d can be simplified as follows:
T d =Ppi
n−1∑
j=0
j∑
k=0
PkR j−k
l−1∑
h=0
(Qd)h+ j+1S h.
Hence,
RT d =
n−1∑
j=0
R j+1
l−1∑
h=0
(Qd)h+ j+1S h.
The rest of the proof is obvious. 
Remark 3.9. We conclude this section with a remark. Using a way similar
to Theorem 3.7 we can give an expression of the Drazin inverse of the sum
P + Q + R + S under the following condition:
PQ = QP = 0, PS = SQ = QR = RP = 0,RS = QS = 0,
which generalized the condition of [3, Theorem 4.2].
4. Applications
In this section, as an application of previous results, we obtain repre-
sentations for the Drazin inverse of a 2 × 2 block matrix. Throughout this
section let
M =
[
A B
C D
]
and Z = D − CAdB,
where A ∈ Cm×m, B ∈ Cm×n, C ∈ Cn×m and D ∈ Cn×n.
First, we state one auxiliary result.
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Lemma 4.1. [13] If CApi = 0, ApiB = 0 and the generalized Schur comple-
ment Z = D −CAdB = 0, then
Md =
[
I
CAd
]
[(AW)d]2A
[
I AdB
]
,
where W = AAd + AdBCAd.
Under conditions BZ = 0, ZC = 0 and ApiBC = 0, we obtain the follow-
ing expression for Md applying Corollary 3.8 or Theorem 3.7.
Corollary 4.2. If BZ = 0, ZC = 0 and ApiBC = 0, then
Md = Pd +
g−1∑
k=0
(Pd)k+2
[
0 0
CApi 0
]
T kT pi + T d,
where W = AAd + AdBCAd,
P =
[
A2Ad AAdB
CAAd CAdB
]
, Pd =
[
I
CAd
]
[(AW)d]2A
[
I AdB
]
,
T =
[
AApi ApiB
0 Z
]
+ Ppi
[
A2Ad AAdB
C CAdB
]
,
T d =Ppi
n−1∑
j=0
P j
[
0 0
0 (Zd) j+1
]
,
for ind(T ) = g and ind(P) = n.
Proof. Suppose that M = P + Q + R + S , where
P =
[
A2Ad AAdB
CAAd CAdB
]
, Q =
[
AApi 0
0 Z
]
, R =
[
0 0
CApi 0
]
, S =
[
0 ApiB
0 0
]
.
Since BZ = 0 = ZC = ApiBC, we get PQ = QP = 0, PS = SQ = QR =
RP = 0 and S P = SR = 0.
If ap = A
2Ad, bp = AA
dB, cp = CAA
d and dp = CA
dB, then cpa
pi
p =
CAAdApi = 0, apipbp = A
piAAdB = 0 and zp = dp − cpapbp = 0. Applying
Lemma 4.1, we obtain
Pd =
[
I
CAd
]
[(AW)d]2A
[
I AdB
]
.
Using Lemma 3.6, we observe that Rd = S d = 0 and
Qd =
[
0 0
0 Zd
]
.
By Corollary 3.8, we obtain the expression for the Drazin inverse of M:
Md = Pd + X + T d,
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where
T =
[
AApi ApiB
0 Z
]
+ Ppi
[
A2Ad AAdB
C CAdB
]
,
T d =Ppi
n−1∑
j=0
P j
[
0 0
0 (Zd) j+1
]
,
X =
g−1∑
k=0
(Pd)k+2
[
0 0
CApi 0
]
T kT pi,
for ind(T ) = g and ind(P) = n. 
If we assume that Z = 0 in Corollary 4.2, we obtain the next result which
parts (i) and (ii) are [18, Corollary 2.10 (i)] and [16, Corollary 2.1(ii)] for
cases of Drazin inverses, respectively.
Corollary 4.3. Let W, P and Pd be defined as in Corollary 4.2. If
(i) Z = 0 and ApiBC = 0, then
Md = Pd +
g−1∑
k=0
(Pd)k+2
[
0 0
CApi 0
] [
AApi ApiB
0 0
]k
,
where ind(A) = g + 1.
(ii) Z = 0 and ApiB = 0, then
Md = Pd +
g−1∑
k=0
(Pd)k+2
[
0 0
CApiAk 0
]
,
where ind(A) = g.
Now, we consider the formula for the Drazin inverse of M in the case that
BZ = 0, ZCAd = 0, ApiBC = 0 and BCApi = 0.
Corollary 4.4. If BZ = 0, ZCAd = 0, ApiBC = 0 and BCApi = 0, then
Md =
[
0 0
0 Zd
]
+Qd+
g−1∑
k=0
[
0 0
(Zd)k+2C 0
] [
A B
ZpiC ZpiD
]k
(I−
[
A B
ZpiC ZpiD
]
Qd)pi,
where ind(
[
A B
ZpiC ZpiD
]
) = g, W = AAd + AdBCAd and
Qd =
[
I
CAd
]
[(AW)d]2A
[
I AdB
]
.
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Proof. Let M = P + Q + R + S , where
P =
[
0 0
0 Z
]
, Q =
[
A2Ad AAdB
CAAd CAdB
]
, R =
[
0 0
CApi 0
]
, S =
[
AApi ApiB
0 0
]
.
We check that Rd = S d = 0,
Pd =
[
0 0
0 Zd
]
and Qd =
[
I
CAd
]
[(AW)d]2A
[
I AdB
]
.
Applying Corollary 3.8, we get
Md = Pd + X + T d,
where
T =
[
A B
CAAd CAdB
]
+
[
I 0
0 Zpi
] [
0 0
CApi Z
]
=
[
A B
ZpiC ZpiD
]
,
T d = Qd, X =
g−1∑
k=0
[
0 0
(Zd)k+2C 0
]
T kT pi,
for ind(T ) = g. 
The following result extends [8, Corollary 4.2], which includes condi-
tions CApiA = 0, CApiB = 0 and the generalized Schur complement Z = 0.
Corollary 4.5. If BZ = 0, ZC = 0, CApiA = 0 and CApiB = 0, then
Md =
[
0 0
0 Zd
]
+ Qd + (Qd)2
[
0 0
CApi 0
]
+
n−1∑
j=1
[
0 A j−1ApiB
0 0
] (
(Qd) j+1 + (Qd) j+2
[
0 0
CApi 0
] )
,
where ind(A) = n − 1, W = AAd + AdBCAd and
Qd =
[
I
CAd
]
[(AW)d]2A
[
I AdB
]
.
Proof. If we write M = P + Q + R + S , for
P =
[
0 0
0 Z
]
, Q =
[
A2Ad AAdB
CAAd CAdB
]
, R =
[
AApi ApiB
0 0
]
, S =
[
0 0
CApi 0
]
,
we verify this result as Corollary 4.4. 
As a consequence of Corollary 4.4 and Corollary 4.5, we get the next
result which parts (i) and (ii) are [16, Corollary 2.2 (ii)] and [17, Corollary
2.3 (ii)] for cases of Drazin inverses, respectively.
Corollary 4.6. Let W and Qd be defined as in Corollary 4.4. If
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(i) Z = 0 and CApi = 0, then
Md = Qd +
n−1∑
j=1
[
0 A j−1ApiB
0 0
]
(Qd) j+1,
where ind(A) = n − 1.
(ii) Z = 0, ApiB = 0 and BCApi = 0, then Md = Qd.
The assumptions BC = 0 and BD = 0 imply the following result which
recovers [19, Theorem 3.2 (i)] and [4, Theorem 5.3] for the case of Drazin
inverses.
Corollary 4.7. If BC = 0 and BD = 0, then
Md =
[
0 0
−DdCAd Dd − DdC(Ad)2B
]
+ T d
+
g−1∑
k=0
[
0 0
(Dd)k+2C 0
] [
A B
DpiC DpiD
]k
(I −
[
A B
DpiC DpiD
]
T d)pi,
where ind(
[
A B
DpiC DpiD
]
) = g and
T d =
[
Ad (Ad)2B
0 0
]
+
n−1∑
j=1
[
0 0
DpiD j−1C(Ad) j+1 DpiD j−1C(Ad) j+2B
]
.
Proof. To show this result, we use M = P + Q + R + S for
P =
[
0 0
0 D
]
, Q =
[
A 0
0 0
]
, R =
[
0 0
C 0
]
, S =
[
0 B
0 0
]
as desired. 
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