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Abstract
Given K poles α1, α2, . . . , αK on the extended real line, R, which are neither necessarily distinct nor bounded, de-
note by ΛR the linear space over R spanned by a constant and the rational functions Sn
k
(z), (n, k)∈N×{1, 2, . . . ,K},
where Sn
k
(z) = zκnk if αk = ∞ and Snk(z) = (z−αk)−κnk if αk , ∞, with κnk = (n− 1)γk + ̺k, where γk counts
the number of repetitions of the pole αk in the (entire) set {α1, α2, . . . , αK}, and ̺k enumerates the number of
times the pole αk appears up to and including the kth position in the set {α1, α2, . . . , αK}. Define the real in-
ner product 〈·, ·〉L : ΛR × ΛR → R, ( f , g) 7→ 〈 f , g〉L :=
∫
R
f (ξ)g(ξ) exp(−NV(ξ)) dξ, N ∈ N, where the external
field, V , is real analytic on R \ {α1, α2, . . . , αK } and satisfies the growth conditions limx→αi (V(x)/ ln(x2+1))=+∞,
i∈{k∈{1, 2, . . . ,K}; αk=∞} and limx→α j (V(x)/ ln((x−α j)−2+1))=+∞, j∈{k∈{1, 2, . . . ,K}; αk,∞}. For (n, k)∈N×
{1, 2, . . . ,K}, corresponding to the repeated pole sequence {no pole} ∪ {α1, α2, . . . , αK , α1, α2, . . . , αK , . . . , α1, α2,
. . . , αk}, orthogonalisation of the associated ordered base of rational functions {const.} ∪ {S11(z), S12(z), . . . , S1K(z),
S21(z), S
2
2(z), . . . , S
2
K(z), . . . , S
n
1(z), S
n
2(z), . . . , S
n
k
(z)} with respect to 〈·, ·〉L gives rise to K families of monic orthog-
onal rational functions (ORFs), denoted by {1} ∪ {πn
k
(z)} n∈N
k∈{1,2,...,K}
, where one subfamily consists of Kˆ := #{k ∈
{1, 2, . . . ,K}; αk =∞} subfamilies of ORFs, and another subfamily consists of K˜ := #{k ∈ {1, 2, . . . ,K}; αk ,∞}
subfamilies of ORFs, with K= Kˆ+K˜. The monic ORF problem is characterised as a family of K matrix Riemann-
Hilbert problems (RHPs) on R, and a corresponding family of K energy minimisation (variational) problems
containing external fields with singular points is presented, and the existence, uniqueness, and regularity prop-
erties of the associated family of equilibrium measures is established. The family of K equilibrium measures,
in conjunction with a corresponding family of complex potentials (g-functions), is used to derive a family of K
‘model’ matrix RHPs on R which are amenable to asymptotic analysis, in the double-scaling limitN, n→∞ such
that N/n→1, via the Deift-Zhou non-linear steepest-descent method: this is used to derive uniform asymptotics
of the monic ORF, πn
k
(z), its leading coefficient, and the ORF, denoted by φn
k
(z), as well as related, important
objects (zeros of ORFs, normalised zero counting measures, etc.), in the entire complex plane. Furthermore, for
(n, k)∈N× {1, 2, . . . ,K}, a family of K multi-point Padé approximants (MPAs) of type ((n−1)K+k−1, (n−1)K+k)
for the Markov-Stieltjes transform,
∫
R
(z− ξ)−1 exp(−NV(ξ)) dξ, is introduced, and uniform asymptotics, in the
double-scaling limit N, n→∞ such that N/n→1, are obtained for the corresponding MPAs and their associated
errors in approximation (MPA error terms) in the entire complex plane.
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1 Introduction
1.1 Orthogonal Rational Functions and Multi-Point Pade´ Approximants: Motivation
and Background
In approximation problems, whether complex or real, there are typically three seminal questions which need to
be addressed: (Q1) for which class of functions is/are the proposed approximation scheme(s)/method(s) (approx-
imant(s)) applicable?; (Q2) with what degree of accuracy, theoretical or numerical, is/are the proposed approxi-
mant(s) constructed?; and (Q3) what is/are the rate(s) of convergence(s)? With respect to question (Q1), consider
the following problem: given K (∈ N and finite) poles α1, α2, . . . , αK , which are neither necessarily distinct nor
bounded, on the extended real line, R :=R ∪ {±∞}, and the positive probability measure with varying exponential
weight, dµ˜(z) = exp(−nV˜(z)) dz, n ∈ N, with V˜(z) := zoV(z), where zo = zo(N, n) > 0,1 N ∈ N, and V satisfies (see
Subsection 1.2) the analyticity and growth conditions (3)–(5), what are asymptotics, in the double-scaling limit
N, n→∞ such that zo = 1+o(1), for the class of functions (the so-called Markov-Stieltjes transform of the prob-
ability measure µ˜) with representation Fµ˜(z) :=
∫
R
(z− ξ)−1 dµ˜(ξ) for z ∈ C \ R? It turns out that a set of objects
colloquially referred to as Orthogonal Rational Functions (ORFs) is the key analytical tool needed in order to
solve the above-mentioned ‘asymptotic problem’; in fact, this monograph addresses a number of questions related
to ORFs, precise definitions of which are given in Subsection 1.2. ORFs may be thought of as a generalisation of
Orthogonal Polynomials (OPs); and, just as OPs are obtained via the Gram-Schmidt orthogonalisation procedure
(with respect to a given measure) applied to the monomial sequence {1, z, z2, . . . }, ORFs, too, may be obtained via
the Gram-Schmidt procedure, but applied to a more general, pre-assigned sequence of (basis) rational functions.
In order to elucidate, further, the notion of ORFs, it is pedagogically advantageous to present, for illus-
trative purposes, a basic, albeit contrived, example. Using, say, the following measure defined on R, dm(z) =
e−z
−2
e−(z−1)
−2
e−z
2
e−(z−
√
2 )−2e−(z−π)
−2
dz, one may apply the Gram-Schmidt procedure (with respect to this measure)
to an ordered, initial sequence of—simple—rational functions with poles at 0, 1,∞,
√
2, and π. An infinite se-
quence of rational functions will now be constructed by first specifying the (finite) pole sequence of ‘length’
K = 7, namely, {no pole} ∪ {0, 1,∞, 1,
√
2, π,∞}. Two running indices, n ∈ N and k ∈ {1, 2, . . . ,K}, are now
described: n indexes the number of times the pole sequence is repeated, and k indexes where in the pole se-
quence the pole αk resides; e.g., for the K = 7 pole sequence above, that is, α1 = 0, α2 = 1, α3 = ∞, α4 = 1,
α5 =
√
2, α6 = π, and α7 = ∞, n = 1 corresponds to the pole sequence {0, 1,∞, 1,
√
2, π,∞}, n = 2 corre-
sponds to the (repeated) pole sequence {0, 1,∞, 1, √2, π,∞} ∪ {0, 1,∞, 1, √2, π,∞}, etc. The first appearance of
the pole sequence (corresponding to n = 1) {no pole} ∪ {0, 1,∞, 1,
√
2, π,∞} gives rise to the eight rational func-
tions {1} ∪ {z−1, (z−1)−1, z, (z−1)−2, (z−
√
2 )−1, (z−π)−1, z2}. The infinite sequence of rational functions is now
specified by repeating the pole sequence, and incrementing, by one, the order of the pole at 0, 1,∞,
√
2, and
π every time that pole is encountered; e.g., after the first eight rational functions specified above, one repeats
the pole sequence again (corresponding to n = 2) so that the next seven members of the infinite sequence are
{z−2, (z−1)−3, z3, (z−1)−4, (z−
√
2 )−2, (z−π)−2, z4}, then, after specifying the latter fifteen rational functions, one re-
peats, again, the pole sequence (corresponding to n=3) so that the next seven members of the infinite sequence are
{z−3, (z−1)−5, z5, (z−1)−6, (z−
√
2 )−3, (z−π)−3, z6}, etc.,2 and this continues (n=4, 5, 6, . . . ), with the rational functions
appearing in seven-tuples. The result of applying the Gram-Schmidt procedure to this ordered sequence of rational
functions, using the aforementioned measure dm, is a sequence of ORFs; more precisely, the ((n−1)K+k)th term
in the new (ORF) sequence is in the linear span of the first (n−1)K+kmembers of the original sequence of rational
functions and is orthogonal to all ‘previous’ members of the sequence.
The general definition of a sequence of ORFs is particularly cumbersome: the reason being that one must
specify the ordered pole sequence, and if a pole should happen to repeat, then the associated ‘simple rational
function’ must be linearly independent from all previous members of the ordered sequence; therefore, typically,
the order of the pole increases with each occurrence of that pole. Although one might merely describe the se-
quence of rational functions abstractly, it is useful, and indeed necessary for a Riemann-Hilbert characterisation
of the ORF problem, to explicitly annotate this level of detail. This monograph deals exclusively with the case
of a finite sequence of poles on R which are repeated cyclically: the situation in which the pole sequence is
infinite is not considered in this monograph (for this latter case, see the monograph [1] for complete details).
In Subsection 1.2, then, the reader will find a detailed exposition of the repeating pole sequence: it is impera-
tive to note that the family of Riemann-Hilbert problems (RHPs) which characterise the ORFs described herein
depend on this level of detail regarding the ordered pole sequence. More abstractly, then, and without dwelv-
ing into technical particulars, given K (∈ N and finite) poles α1, α2, . . . , αK on R, which are neither necessar-
ily distinct nor bounded, denote by ΛR the linear space over R spanned by a constant and the rational func-
1The explicit formula for zo is not imperative at this stage; rather, the relevant fact is that it is a positive, real-valued function of the two
natural numbers N and n.
2Of course, the complete, cyclically repeated n = 3 pole sequence is {no pole} ∪ {0, 1,∞, 1, √2, π,∞} ∪ {0, 1,∞, 1, √2, π,∞} ∪
{0, 1,∞, 1,
√
2, π,∞}, and the corresponding sequence of rational functions reads {1} ∪ {z−1, (z−1)−1 , z, (z−1)−2 , (z−
√
2 )−1, (z−π)−1 , z2} ∪
{z−2, (z−1)−3, z3, (z−1)−4, (z−
√
2 )−2, (z−π)−2, z4} ∪ {z−3, (z−1)−5, z5, (z−1)−6, (z−
√
2 )−3, (z−π)−3, z6}.
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tions Sn
k
(z), (n, k) ∈ N × {1, 2, . . . ,K}, where Sn
k
(z) = zκnk if αk = ∞ and Snk(z) = (z−αk)−κnk if αk , ∞, with
κnk : N × {1, 2, . . . ,K}→N, (n, k) 7→ (n−1)γk+̺k=:κnk, where γk counts the number of repetitions of the pole αk in
the (entire) set {α1, α2, . . . , αK}, and ̺k enumerates the number of times the pole αk appears up to and including the
kth position in the set {α1, α2, . . . , αK}; e.g., for the K=7 pole set {α1, α2, α3, α4, α5, α6, α7}= {0, 1,∞, 1,
√
2, π,∞},
γ1 = 1, γ2 = 2, γ3 = 2, γ4 = 2, γ5 = 1, γ6 = 1, γ7 = 2, ̺1 = 1, ̺2 = 1, ̺3 = 1, ̺4 = 2, ̺5 = 1, ̺6 = 1, ̺7 = 2,
and κn1 = n, κn2 = 2n−1, κn3 = 2n−1, κn4 = 2n, κn5 = n, κn6 = n, and κn7 = 2n. Define the real inner product
〈·, ·〉L : ΛR × ΛR→R, ( f , g) 7→ 〈 f , g〉L :=
∫
R
f (ξ)g(ξ)e−nV˜(ξ) dξ, n∈N, where the ‘scaled’ external field, V˜ , satisfies
(see Subsection 1.3.2) the analyticity and growth conditions (48)–(50). Corresponding to the repeated pole se-
quence {no pole} ∪ {α1, α2, . . . , αK , α1, α2, . . . , αK , . . . , α1, α2, . . . , αk}, orthogonalisation of the associated, ordered
base of rational functions {const.} ∪ {S11(z), S12(z), . . . , S1K(z), S21(z), S22(z), . . . , S2K(z), . . . , Sn1(z), Sn2(z), . . . , Snk(z)} with
respect to 〈·, ·〉L gives rise to K families of monic ORFs, denoted by {1} ∪ {πnk(z)} n∈N
k∈{1,2,...,K}
, where one subfamily
consists of Kˆ := #{k ∈ {1, 2, . . . ,K}; αk =∞} subfamilies of ORFs, and another subfamily consists of K˜ := #{k ∈
{1, 2, . . . ,K}; αk,∞} subfamilies of ORFs, with K= Kˆ+K˜. An important feature worth noting is that the Riemann-
Hilbert characterisation of the (monic) ORF problem requires the consideration of two disjoint classes of RHPs: one
class corresponding to those indices associated with the poles at the point at infinity, kˆ := {k∈{1, 2, . . . ,K}; αk=∞},
and another class corresponding to those indices associated with the bounded poles, k˜ := {k∈{1, 2, . . . ,K}; αk ,∞}
(of course, kˆ ∩ k˜ = ∅); e.g., for the K = 7 pole set {α1, α2, α3, α4, α5, α6, α7} = {0, 1,∞, 1,
√
2, π,∞}, kˆ = {3, 7} and
k˜= {1, 2, 4, 5, 6}. Furthermore, even though the expression for the monic ORF is different for each member of the
above-mentioned two classes, the generic notation πn
k
(z) is retained throughout this monograph, irrespective of
class.
With respect to question (Q2), consider the following discussion drawn from rational approximation with
fixed poles (a general reference for the discussion that follows is the monograph [2]). To approximate ana-
lytic/meromorphic functions in the neighbourhood(s) of their pole(s), Taylor series are not suitable approximants
due to the fact that their partial sums are polynomials; therefore, Padé approximants (PAs) were introduced: PAs
are rational functions which interpolate a given function at a point of interest (typically the point at infinity) with
maximal possible degree. Furthermore, there are more general multi-point Padé approximants (MPAs), which, too,
are rational functions, but which interpolate a given function, or its asymptotic development, at several points of
interest simultaneously with maximal possible degrees. While PAs and MPAs are suitable for the uniform approx-
imation of certain, special classes of functions, they can not, in general, guarantee convergence anywhere except
at the point(s) of interpolation: this disadvantage of PAs and MPAs is due mainly to the fact that it is often not pos-
sible to control the spurious distribution of their poles (see, for example, [3, 4]; see, also, the recent study [5] for
a discussion of the generic properties of poles (and zeros) of Padé approximants). A further impetus for the use of
PAs is the following well-known problem: a classic theorem of Markov [6] states that the so-called ‘diagonal’ PAs
(constructed at the point at infinity) to aMarkov-Stieltjes function/transformuMS(z) :=
∫
DMS
(z−ξ)−1 du(ξ), z∈C\DMS,
where u is a positive measure with compact support on R, DMS is the minimal subset of R containing supp(u), and
C := C ∪ {∞} is the extended complex plane, converge locally uniformly to uMS(z) for z ∈ C \ DMS. Rakhmanov
(see, for example, [7]) later showed that the analogue of Markov’s classic theorem does not necessarily hold true
for a function of the form (a rational perturbation of uMS(z)) fMS(z) = uMS(z)+ rMS(z), where rMS(z) is a rational
function, because one does not, in general, have local uniform convergence for z∈C \ (DMS ∪ {z′ ∈C; rMS(z′)=∞})
(unless ‘severe’ restrictions are imposed on the measure u or on the rational function rMS(z)), due to the fact that
the poles of the corresponding PAs may cluster in the domain of analyticity of fMS(z). Whilst the following topic
is not addressed in this monograph, it is worth mentioning that, in an attempt to deal with the non-local-uniform-
convergence (spurious pole distribution) issue of the corresponding PAs or MPAs, a type of rational approxi-
mant(s) with pre-assigned poles, known as Padé-type approximants (PTAs), were introduced (see, for example,
[8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22]; see, also, [23] for further generalisations and conjectures).
In order to elucidate, further, the notion of MPAs, it is pedagogically advantageous to present, for illustrative
purposes, an extension of the contrived example considered earlier. Suppose, for example, that one wants to find
an MPA to the Markov-Stieltjes function/transform of the measure dm(z) = e−z
−2
e−(z−1)
−2
e−z
2
e−(z−
√
2 )−2e−(z−π)
−2
dz,
corresponding to the K = 7 pole set {α1, α2, α3, α4, α5, α6, α7} = {0, 1,∞, 1,
√
2, π,∞}, that is, uMS(z) =
∫
R
(z−
ξ)−1 dm(ξ), z ∈C \ R. Now, in open neighbourhoods of each of the points z= 0, 1, √2, π, and the point at infinity,
uMS(z) possesses a complete asymptotic expansion (with respect to the indeterminate z). For n ∈N and, say, k= 3
(that is, α3 = ∞), the (5-point) MPA of type ((n− 1)K+ k−1, (n−1)K+ k) = (7n−5, 7n−4) for uMS(z) is a—
proper—rational function of the form U(z)(V(z))−1, where U(z) is a polynomial of the form ∑7n−5m=0 umzm with
deg(U) = 7n−5, V(z) (. 0) is a monic polynomial of the form ∑7n−4m=0 vmzm, v7n−4 = 1, with deg(V) = 7n−4, and
(U(z),V(z)) coprime,3 interpolating uMS(z) in the sense that it ‘matches’ each of the asymptotic expansions of
uMS(z) to specified degrees at each of the points 0, 1,
√
2, π, and the point at infinity, with the specified degrees
chosen so that their sum equals 2(7n−4), which leads precisely to the number of conditions necessary in order
to determine, uniquely, the coefficients {um, vm}7n−5m=0 ; e.g., for the K = 7 pole set just discussed, for n ∈ N and,
3Two polynomials are coprime if they have no common roots.
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say, k = 3 (α3 =∞), the corresponding interpolation conditions read U(z)(V(z))−1−∑d(zk)−1j=0 c(k)j (zk)(z−zk) j =z→zk
O((z− zk)d(zk)), k = 1, 2, 3, 4, where z1 = 0, z2 = 1, z3 =
√
2, z4 = π, and c
(k)
j
(zk) := −
∫
R
(ξ− zk)−(1+ j) dm(ξ), and
U(z)(V(z))−1−∑d(∞)
j=1 c
(∞)
j
z− j =z→∞ O(z−(d(∞)+1)), where c(∞)j :=
∫
R
ξ j−1 dm(ξ), with d(zk), d(∞) ∈ N0, k = 1, 2, 3, 4,
chosen so that
∑4
k=1 d(zk)+d(∞)=2(7n−4). The related, technically challenging problem is, of course, to study the
asymptotic behaviour, as n→∞, of the sequence of MPAs; the remarkable connection, though, is this: the MPAs
themselves, as well as the ‘error in approximation’ (e.g., for the explicit α3=∞ example just considered, the ‘error’
is defined asU(z)(V(z))−1−uMS(z)), are described explicitly in terms of the monic ORFs and their—appropriately
normalised—Cauchy transforms! The goal of describing the asymptotic behaviour of the sequence of MPAs can
be achieved if one has a complete asymptotic, as n→∞, description of the monic ORFs and their corresponding
Cauchy transforms; for further descriptions of these, and more, connections, the interested reader is referred, for
example, to [24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39, 40, 41, 42, 43]). More generally, though,
in this monograph, given K (∈N and finite) poles α1, α2, . . . , αK on R, which are neither necessarily distinct nor
bounded, and the positive probability measure with varying exponential weight µ˜, for n ∈N and k ∈ {1, 2, . . . ,K},
asymptotics, in the double-scaling limit N, n→∞ such that zo=1+o(1), are obtained for the corresponding MPAs
of type ((n−1)K+k−1, (n−1)K+k) and their associated ‘error(s) in approximation’ for the so-calledMarkov-Stieltjes
class of functions with representation Fµ˜(z) :=
∫
R
(z−ξ)−1 dµ˜(ξ) in the entire complex plane; note, however, that this
latter class of asymptotic problems requires the careful consideration of two sub-families of problems: one set
of asymptotic analyses for those k ∈ {1, 2, . . . ,K} for which αk = ∞, and another set of asymptotic analyses for
those k ∈ {1, 2, . . . ,K} for which αk ,∞. The papers which most closely capture the sense of the MPA problems
addressed in this monograph are the seminal works of Njåstad [44, 45]. With respect to question (Q3), it, and
related rate(s)-of-convergence(s) problems, will be addressed elsewhere.
As further representative applications of why a generalisation from OPs to ORFs warrants consideration, the
reader’s attention is drawn to the following studies (by no means an exhaustive list!) from moment problems, in
which one is given a list of pole locations and corresponding infinite sequences of real numbers and asks for the
existence and the uniqueness of a measure whose moments relative to each pole are prescribed by one of the in-
finite sequences of real numbers, and ‘reconstruction problems’ (see the monograph [1] for a more complete list
of applications): (i) The Extended Hamburger Moment Problem (EHMP) [46, 47]: given p distinct real numbers
a˜1, a˜2, . . . , a˜p and p sequences of bounded real numbers {EHc (i)k }k∈N, i=1, 2, . . . , p, find necessary and sufficient con-
ditions for the existence of a distribution function (a real-valued, bounded, non-decreasing function with infinitely
many points of increase on its domain of definition) µEHMP on R such that
∫
R
dµEHMP(ξ)=1 and
EH
c
(i)
k
=
∫
R
(ξ−a˜i)−k dµEHMP(ξ),
i = 1, 2, . . . , p, k ∈ N; (ii) The Extended Stieltjes Moment Problem (ESMP) [48]: given q distinct real numbers
aˆ1, aˆ2, . . . , aˆq ordered by size (e.g., aˆ1< aˆ2< · · ·< aˆq), agree to call the real interval [c, d] a Stieltjes interval for the
finite point set {aˆ1, aˆ2, . . . , aˆq} if (c, d) ∩ {aˆ1, aˆ2, . . . , aˆq}=∅. Given q sequences of bounded real numbers {ESc(r)j } j∈N,
r=1, 2, . . . , q, and a bounded real number
ES
c0, find necessary and sufficient conditions for the existence of a distri-
bution function µESMP, with all its points of increase on a given Stieltjes interval [c, d], such that
ES
c0 =
∫ d
c
dµESMP(ξ) and
ES
c
(r)
j
=
∫ d
c
(ξ−aˆr)− j dµESMP(ξ), r=1, 2, . . . , q, j∈N; (iii) The Pick-Nevanlinna Problem (PNP) [49]: consider a sequence
of complex points {zn}n∈N such that zn coalesce into a finite number, po, say, of distinct real points aˇ1, aˇ2, . . . , aˇpo
according to the prescription zpoqo+1 = aˇ1, zpoqo+2 = aˇ2, . . . , zpoqo+po = aˇpo , qo ∈ N0 := N ∪ {0}. The corresponding
PNP can be formulated thus: given the po sequences of numbers {γ˜(m)l }l∈N0 , m = 1, 2, . . . , po, find a Nevanlinna
function 4 X∆(z) which has asymptotic expansions X∆(z) =Rm,δ∋z→aˇm
∑
l∈N0 γ˜
(m)
l
(z− aˇm)l, m = 1, 2, . . . , po, where
Rm,δ := {z∈C; δ<Arg(z−aˇm)<π−δ}, δ>0 (as shown in [49], this PNP is related to the EHMP and certain (weak)
MPA problems); and (iv) The Frequency Analysis Problem (FAP) (see, for example, the review article [50]): the de-
termination of the unknown frequencies ω j, j=1, 2, . . . , J, from a discrete time signal {xN(m)=∑Jj=−J α jeimω j }N−1m=0
of observed values, where N is the ‘sample size’, α0 > 0, 0 , α− j = α j ∈ C, 0 =: ω0 < ω1 < · · · < ωJ < π, and
ω− j = −ω j ∈R, j = 1, 2, . . . , J. The FAP has been dealt with by exploiting the fact that, under various conditions,
certain roots of the Szego˝ OPs [51] on the unit circle, T := {z ∈C; |z|= 1}, converge, as N→∞, to the ‘frequency
points’ eiω j and 1, j = ±1,±2, . . . ,±J, and the ‘remaining (uninteresting) roots’ are bounded away from T as
N→∞. Recently, however, the question of the generalisation, or extension, of this theory, where, in lieu of Szego˝
OPs, certain ORFs replace polynomials, has been raised [52, 53, 54].
As shown in [44, 45, 46, 47, 48, 49, 52, 53, 54], the principal technical observation subsumed in the analyses
of the above-mentionedPA, MPA, moment, and reconstruction problems is to consider, in lieu of (Szego˝) OPs [51],
suitably orthogonalised rational functions, with no poles in C outside of a pre-assigned pole set whose elements are
neither necessarily distinct nor bounded (the point at infinity is included), called, generically, ORFs. Historically, to
the best of the authors’ knowledge as at the time of the presents, it seems that M. M. Djrbashian instigated the study
of ORFs (see, for example, [55, 56, 57, 58, 59]). Since then, a monumental study of ORFs has been undertaken by
A. Bultheel, P. González-Vera, E. Hendriksen, and O. Njåstad (see the monograph [1] and the plethora of references
therein; see, also, [60, 61, 62]): there has also been concomitant progress for the matrix generalisation of the scalar
4A function X∆(z) which is analytic for z∈C+ := {z∈C; Im(z)>0} with Im(X∆(z))>0 is called a Nevanlinna function.
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ORF theory on T (see, for example, [63, 64]). ORFs have applications, and potential applications, to diverse
problems in generalised moment theory (see, for example, [46, 47, 48, 49, 65, 66]), interpolation theory (see, for
example, [67]), control theory (see, for example, [68]), MPAs (see, for example, [44, 45, 69, 70, 71, 72, 73, 74, 75]),
an extended Toda lattice (see, for example, [76]), uniform approximation of sgn(x) (see, for example, [77]; see,
also, [78, 79]), spectral theory (see, for example, [80]), the search for a rational variant of the Khrushchev formula
(see, for example, [81]), and Christoffel functions and universality limits (see, for example, [82, 83]).
Thus far, the bulk of the analyses, asymptotic or otherwise, of ORFs on T assume that the poles of the ORFs lie
in the interior of the open unit disc, O := {z∈C; |z|<1} (see, however, Chapter 11 of [1], and [84, 85, 86, 87]), and,
for the scarce number of analyses, asymptotic or otherwise, of ORFs on the extended real line, R, the poles of the
ORFs are assumed to be real and disjoint from the support of the orthogonality measure [88, 89, 90] (see, however,
Chapter 11 of [1]), to lie in C \R, or, due to so-called ‘special technical considerations’, some ‘forbidden value’ of
a pole must be excluded from the analyses. Since, in the vast majority of the analyses, asymptotic or otherwise, the
generalisation of OPs on T and on R requires that the poles be in the exterior of the closed unit disc, C \ (O∪T), or
in R, respectively, the ORF pole location problem eluded to must be addressed in order to have a comprehensive
understanding of the ORF theory (see, also, [91]). Most poignantly for the case of ORFs on R, which is the focus
of this monograph, there is a dearth of analysis: the technically challenging aspect of the analysis, asymptotic or
otherwise, is when the poles of the ORFs lie in the support of the orthogonality measure; in particular, to quote
the words of Van Deun et al. [92]: “The computation of orthogonal rational functions with poles very close to the
boundary is a complicated matter”. (In [92], Van Deun et al. consider the case of a finite interval.)
The present monograph, which is the second installment of a planned series of works dedicated to ORFs and
related quantities, constitutes a generic study of ORFs when the prescribed (but otherwise arbitrary!), finite-in-
number and not necessarily distinct poles lie on R (the support of the orthogonality measure): these ORFs will,
hereafter, be referred to as ‘mixed-pole case ORFs’ (MPC ORFs).5 More precisely, given the K (∈N and finite)
poles α1, α2, . . . , αK on R, which are neither necessarily distinct nor bounded, and the positive probability measure
with varying exponential weight, dµ˜(z)= exp(−nV˜(z)) dz, n∈N, where, with zo= zo(N, n)>0,N∈N, V˜(z) := zoV(z)
satisfies the analyticity and growth conditions (48)–(50), define, for n ∈ N and k ∈ {1, 2, . . . ,K}, the monic MPC
ORF as per the—technical—discussion above (via the class-independent notation), πn
k
(z), z∈C: for k∈{1, 2, . . . ,K}
such that αk =∞, denote the associated ‘norming constant’ (leading coefficient) by µ∞n,κnk (n, k) (> 0), and define
the corresponding MPC ORF as φn
k
(z) := µ∞n,κnk (n, k)π
n
k
(z), z ∈C; and, for k ∈ {1, 2, . . . ,K} such that αk ,∞, denote
the associated ‘norming constant’ (leading coefficient) by µ fn,κnk (n, k) (> 0), and define the corresponding MPC
ORF as φn
k
(z) := µ fn,κnk (n, k)π
n
k
(z), z ∈ C.6 Furthermore, for n ∈ N and k ∈ {1, 2, . . . ,K} such that αk = ∞, denote
the corresponding MPA of type ((n−1)K+k−1, (n−1)K+k) for the Markov-Stieltjes transform of the probability
measure µ˜, that is, Fµ˜(z), by Ûµ˜(z)(V̂µ˜(z))−1, where Ûµ˜(z) is a polynomial of degree (n−1)K+k−1, V̂µ˜(z) (. 0) is
a monic polynomial of degree (n−1)K+k, and (Ûµ˜(z), V̂µ˜(z)) coprime, with associated MPA error term define as
Êµ˜(z) := Ûµ˜(z)(V̂µ˜(z))−1−Fµ˜(z), and, for n∈N and k∈{1, 2, . . . ,K} such that αk,∞, denote the corresponding MPA
of type ((n−1)K+k−1, (n−1)K+k) for Fµ˜(z) by U˜µ˜(z)(V˜µ˜(z))−1, where U˜µ˜(z) is a polynomial of degree (n−1)K+k−1,
V˜µ˜(z) (.0) is a non-monic polynomial of degree (n−1)K+k, and (U˜µ˜(z), V˜µ˜(z)) coprime, with associated MPA error
term define as E˜µ˜(z) := U˜µ˜(z)(V˜µ˜(z))−1−Fµ˜(z). Succinctly stated: for n ∈ N and k ∈ {1, 2, . . . ,K}, the monic MPC
ORF problem is characterised as a family of K matrix RHPs on R, where one subfamily, corresponding to those
k ∈ {1, 2, . . . ,K} for which αk =∞, consists of Kˆ := #{k ∈ {1, 2, . . . ,K}; αk =∞} matrix RHPs on R, and another
subfamily, corresponding to those k ∈ {1, 2, . . . ,K} for which αk ,∞, consists of K˜ := #{k ∈ {1, 2, . . . ,K}; αk ,∞}
matrix RHPs on R, with K = Kˆ+ K˜, which, after the formal introduction of a family of K variational problems
containing external fields with singular points and the corresponding establishment of the existence, uniqueness,
and regularity of the associated family of K equilibrium measures, is transformed into an equivalent family of K
‘model’ matrix RHPs onR, whence uniform asymptotics, in the double-scaling limitN, n→∞ such that zo=1+o(1),
in the entire complex plane for πn
k
(z), µ∞n,κnk (n, k), µ
f
n,κnk (n, k), φ
n
k
(z), Ûµ˜(z)(V̂µ˜(z))−1, U˜µ˜(z)(V˜µ˜(z))−1, Êµ˜(z), and E˜µ˜(z),
as well as related, important (in their own right!) objects (zeros of monic MPC ORFs, normalised zero counting
measures, etc.), are obtained.
This monograph is organised as follows. In Subsection 1.2, for K ∈ N and finite, the pole sequence (on R)
α1, α2, . . . , αK is partitioned according to whether αk =∞ (see Subsection 1.2.1) or αk ,∞ (see Subsection 1.2.2),
k ∈ {1, 2, . . . ,K}, and, for (n, k) ∈ N × {1, 2, . . . ,K}, the corresponding monic MPC ORFs, πn
k
(z), z ∈ C, ‘norming
constants’ (leading coefficients), µrn,κnk (n, k), r∈{∞, f }, and MPC ORFs, φnk(z)=µrn,κnk (n, k)πnk(z), z∈C, are defined;
furthermore, the corresponding MPAs of type ((n−1)K+k−1, (n−1)K+k) and the associated MPA error terms
are introduced. In Subsection 1.3, a self-contained synopsis of relevant facts from the theory of compact Riemann
Surfaces which are necessary for the analysis machinery of this monograph is given (see Subsection 1.3.1), and
5In the theoretical study [93], the so-called ‘fixed-pole case ORFs’ (FPC ORFs) were studied, where the pre-assigned, but otherwise
arbitrary, finite-in-number and not necessarily distinct poles of the FPC ORFs are all bounded and lie in R.
6Despite the fact that the expression for the MPC ORF is different for those k∈{1, 2, . . . , K} for which αk =∞ or αk ,∞, the generic notation
φn
k
(z) is retained throughout this monograph, irrespective of class.
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the asymptotic, in the double-scaling limitN, n→∞ such that zo=1+o(1), results of this monograph are discussed,
and, for the reader’s convenience, summarised as Theorems 1.3.1–1.3.6 (see Subsection 1.3.2). In Section 2, the
monic MPC ORF problem is formulated as a family of K matrix RHPs on R, and the corresponding existence
and uniqueness of this family of RHPs is established; en route, various integral representations for πn
k
(z), z ∈ C,
µrn,κnk (n, k), r ∈ {∞, f }, and, subsequently, φnk(z) = µrn,κnk (n, k)πnk(z), z ∈ C, are derived. In Section 3, a family of
K variational (energy minimisation) problems containing external fields with singular points is introduced, and
the existence, uniqueness, and regularity for the corresponding family of K equilibrium measures is established;
moreover, the asymptotic, in the double-scaling limit N, n→∞ such that zo = 1+o(1), distribution of the zeros
of the monic MPC ORFs is addressed. In Section 4, the family of K equilibrium measures, in conjunction with
a corresponding family of complex potentials (g-functions), is used to transform the family of K matrix RHPs
on R characterising the monic MPC ORF problem into an equivalent family of K ‘model’ matrix RHPs on R,
which, in the double-scaling limit N, n→∞ such that zo=1+o(1), are solved explicitly in terms of Riemann theta
functions and Airy functions. In Section 5, which is lengthy, several key technical results in the form of lemmata
are established, whence all the asymptotic, in the double-scaling limitN, n→∞ such that zo=1+o(1), results of this
monograph are derived; moreover, a detailed analysis of the corresponding MPAs and the associated MPA error
terms is presented. This monograph concludes with an appendix which discusses, concisely, several representative
‘first moments’ of the family of K equilibrium measures.
Remark 1.1.1. MPC ORFs satisfy a cumbersome system of rational recurrence relations: their study and corre-
sponding asymptotics, in the double-scaling limit N, n→∞ such that zo=1+o(1), will be presented elsewhere.
1.2 Partitions, MPC ORFs, and MPAs
There is a plethora of definitions which must be presented in this Subsection 1.2 in order to completely describe
the family of MPC ORFs. In order to parse the definitions in a digestible manner, an arbitrary, basic example of an
MPC ORF (real) pole sequence is interspersed at various stages.
One begins by prescribing a sequence of K (∈ N and finite) poles on R, denoted by α1, α2, . . . , αK , the ele-
ments of which are neither necessarily distinct (that is, {αi = α j, i , j ∈ {1, 2, . . . ,K}} is not necessarily empty)
nor bounded; e.g., the MPC ORF pole set that will be referred to frequently throughout this Subsection 1.2,
unless stated otherwise, for notational and illustrative purposes only is the following one of ‘length’ K = 7:
{α1, α2, α3, α4, α5, α6, α7}= {0, 1,∞, 1,
√
2, π,∞}.
Remark 1.2.1. The reader should not mistakenly interpret the notation {α1, α2, . . . , αK } to be standard notation
from set theory; rather, and as it is used throughout this monograph, unless stated otherwise, it should be thought
of as a lexicographic listing of elements (individual pole locations) which may, therefore, repeat, and repetitions,
if any, must be enumerated accordingly (see the examples below).
Remark 1.2.2. Although C (resp., R) is the standard notation for the (closed) Riemann sphere (resp., closed real
line), the simplified, and somewhat abusive, notation C (resp., R) is used to denote both the (closed) Riemann
sphere (resp., closed real line) and the (open) complex field (resp., open real line), and the context(s) should make
clear which object(s) the notation C (resp., R) represents.
Prescribe a measure of orthogonality, which will be taken to be a probability measure µ∈M1(R) 7 of the form
dµ(z)= w˜(z) dz, (1)
with varying exponential weight function
w˜(z)=exp(−NV(z)), N∈N, (2)
where the external field V : R \ {α1, α2, . . . , αK}→R satisfies the following conditions:
V(z) is real analytic on R \ {α1, α2, . . . , αK}; (3)
lim
x→αi
(
V(x)
ln(x2+1)
)
=+∞, i∈{k∈{1, 2, . . . ,K}; αk=∞}; (4)
lim
x→α j
(
V(x)
ln((x−α j)−2+1)
)
=+∞, j∈{k∈{1, 2, . . . ,K}; αk,∞}. (5)
For any pair (n, k) ∈ N × {1, 2, . . . ,K}, denote by ΛR
n,k the set of all rational functions with poles restricted to
the pole set {α1, α2, . . . , αK}, that is,8 ΛRn,k := { f : N × {1, 2, . . . ,K} × C \ {α1, α2, . . . , αK} → C; f (z) = d♭0(n, k)+
7M1(R) denotes the set of all positive unit Borel measures on R for which all moments at the point at infinity and at αk ,∞, k∈{1, 2, . . . ,K},
exist, that is, M1(R) :=
{
µ;
∫
R
dµ(ξ)=1,
∫
R
ξm dµ(ξ)<∞, m∈N,
∫
R
(ξ−αk)−m dµ(ξ)<∞, αk ,∞, k∈{1, 2, . . . , K}
}
. Throughout this monograph,
R is oriented from −∞ to +∞, unless stated otherwise.
8Note the convention
∑0
m=1 ∗ :=0.
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∑n−1
p=1
∑K
q=1 d
♯
p,q(n, k)S
p
q(z)+
∑k
r=1 d
♮
n,r(n, k)Snr (z), d
♭
0(n, k), d
♯
p,q(n, k), d
♮
n,r(n, k)∈R}, with
Snk(z)=
{
zκnk , αk=∞,
(z−αk)−κnk , αk,∞,
where
κnk : N × {1, 2, . . . ,K}→N, (n, k) 7→κnk= (n−1)γk+̺k
denotes the multiplicity of the pole αk in the repeated pole sequence
1
{α1, α2, . . . , αK } ∪ · · · ∪
n−1
{α1, α2, . . . , αK } ∪
n
{α1, α2, . . . , αk},
with γk the ‘repeating number’ of the pole αk in the set {α1, α2, . . . , αK }, and ̺k the ‘repeating index’ of the pole αk
up to and including the kth position in the set {α1, α2, . . . , αK }; e.g., for the K=7 pole set {α1, α2, α3, α4, α5, α6, α7}
= {0, 1,∞, 1,
√
2, π,∞},
γ1=1, γ2=γ4=2, γ3=γ7=2, γ5=1, γ6=1, ̺1=1, ̺2=1, ̺3=1, ̺4=2, ̺5=1, ̺6=1, ̺7=2,
and
κn1 = (n−1)γ1+̺1= (n−1)+1=n,
κn2 = (n−1)γ2+̺2=2(n−1)+1=2n−1,
κn3 = (n−1)γ3+̺3=2(n−1)+1=2n−1,
κn4 = (n−1)γ4+̺4=2(n−1)+2=2n,
κn5 = (n−1)γ5+̺5= (n−1)+1=n,
κn6 = (n−1)γ6+̺6= (n−1)+1=n,
κn7 = (n−1)γ7+̺7=2(n−1)+2=2n.
Denote by ΛR := ∪n∈N ∪Kk=1 ΛRn,k the linear space over the field R spanned by a constant and the set of rational
functions {Sn
k
(z)} n∈N
k=1,2,...,K
.9 A function element 0, f ∈ΛR is called a rational function corresponding to the pole set
{α1, α2, . . . , αK}. The ordered base of rational functions for ΛR is
B ∼
const.,
n=1︷                      ︸︸                      ︷
S11(z), S
1
2(z), . . . , S
1
K(z)︸                      ︷︷                      ︸
k=1,2,...,K
,
n=2︷                      ︸︸                      ︷
S21(z), S
2
2(z), . . . , S
2
K(z)︸                      ︷︷                      ︸
k=1,2,...,K
, . . . ,
n=m︷                       ︸︸                       ︷
Sm1 (z), S
m
2 (z), . . . , S
m
K(z)︸                       ︷︷                       ︸
k=1,2,...,K
, . . .
 ,
corresponding, respectively, to the cyclically repeated pole sequence
P ∼
no pole,
n=1︷           ︸︸           ︷
α1, α2, . . . , αK︸           ︷︷           ︸
k=1,2,...,K
,
n=2︷           ︸︸           ︷
α1, α2, . . . , αK︸           ︷︷           ︸
k=1,2,...,K
, . . . ,
n=m︷           ︸︸           ︷
α1, α2, . . . , αK︸           ︷︷           ︸
k=1,2,...,K
, . . .
 .
For 0, f ∈ΛR, there exists a unique pair (n, k) ∈N × {1, 2, . . . ,K} such that f ∈ΛR
n,k. For (n, k) ∈N × {1, 2, . . . ,K}
and 0 , f ∈ ΛR
n,k, define the leading coefficient of f , symbolically LC( f ), as LC( f ) := d
♮
n,k(n, k). For (n, k) ∈
N × {1, 2, . . . ,K}, 0, f ∈ΛR
n,k is called monic if LC( f )=1. For (n, k)∈N × {1, 2, . . . ,K}, define the linear functional
L by its action on the (rational) basis elements ofΛR as follows:L : ΛR→R, f =d♭0(n, k)+
∑n−1
p=1
∑K
q=1 d
♯
p,q(n, k)S
p
q(z)+∑k
r=1 d
♮
n,r(n, k)Snr (z) 7→L( f )=d♭0(n, k)+
∑n−1
p=1
∑K
q=1 d
♯
p,q(n, k)cp,q+
∑k
r=1 d
♮
n,r(n, k)cn,r, where
cn,k :=L(S
n
k(z))=
{∫
R
ξκnk dµ(ξ), αk=∞,∫
R
(ξ−αk)−κnk dµ(ξ), αk,∞.
(Of course, since µ∈M1(R), c0,0 :=L(1)=
∫
R
dµ(ξ)=1.) Define the real bilinear form 〈·, ·〉L as follows: 〈·, ·〉L : ΛR×
ΛR→R, ( f , g) 7→ 〈 f , g〉L :=L( f (z)g(z))=
∫
R
f (ξ)g(ξ) dµ(ξ). It is a fact that the bilinear form 〈·, ·〉L thus defined is
an inner product (see Section 2, the proof of Lemma 2.1), and this fact is used, with little or no further reference,
throughout this lecture note.
9 Note that the function theoretic sets ΛR
n,k
, (n, k)∈N × {1, 2, . . . ,K}, and ΛR form linear spaces over R with respect to the binary operations
of addition and multiplication by a scalar.
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If f ∈ ΛR, then || f (·)||L := (〈 f , f 〉)1/2 is called the norm of f with respect to L (note that || f (·)||L > 0 for all
f ∈ΛR, and || f (·)||L>0 if 0, f ∈ΛR). A sequence of rational functions will now be defined: {φˆnk(z)} n∈N
k=1,2,...,K
is called
a—real—orthonormal rational function sequence with respect to L if, for (n, k)∈N × {1, 2, . . . ,K}: (i) φˆn
k
(z)∈ΛR
n,k;
(ii) 〈φˆn
k
, φˆn
′
k′ 〉L = δnn′δkk′ , where δi j : N × N→ {0, 1} is the Kronecker delta; and (iii) 〈φˆnk , φˆnk〉L =: ||φˆnk(·)||2L = 1 (for
consistency of notation, set φˆ00(z)≡1). In order to elucidate the precise structure of the orthogonality conditions for
the MPC ORFs and to state the results of this monograph (see Subsection 1.3.2), the following notational preamble
is necessary.
What follows next is an ordered (disjoint) partitioning of the index set {1, 2, . . . ,K} and the pole set {α1, α2, . . . ,
αK }. In order to proceed, though, a parameter, denoted by s, must be defined.
Definition 1.2.1. For the general pole set {α1, α2, . . . , αK} described above, let s denote the number of distinct
poles (see Remark 1.2.3 below); e.g., for the K=7 pole set {α1, α2, α3, α4, α5, α6, α7}= {0, 1,∞, 1,
√
2, π,∞}, s=5.
Remark 1.2.3. More precisely, let sˆ( j) := {k ∈ {1, 2, . . . ,K} \ {1, 2, . . . , j}; αk = α j}, j = 1, 2, . . . ,K; then, s = K−∑K
j=1 #sˆ( j), with the caveat that the—standard—cardinal number operator, #, obeys the following, additional rule:
if sˆ(k)⊆ sˆ( j) for j< k, then #sˆ(k) :=0 (this excludes repeated elements; of course, if sˆ( j)=∅, j∈ {1, 2, . . . ,K}, then
#sˆ( j)=0). One can also let s=K−#(∪K
j=1sˆ( j)), provided that in the set-theoretic union, ∪Kj=1sˆ( j), repeated elements
are not counted: of course, with either of the above formulae, one arrives at the unique positive integer s; e.g.,
for the K=13 pole set {α1, α2, α3, α4, α5, α6, α7, α8, α9, α10, α11, α12, α13}= {0, 1,∞, 1,
√
2, π,∞,−2,−1, 1,∞, 0, 0},
sˆ(1) = {12, 13} ⇒ #sˆ(1) = 2, sˆ(2) = {4, 10} ⇒ #sˆ(2) = 2, sˆ(3) = {7, 11} ⇒ #sˆ(3) = 2, sˆ(4) = {10} ⇒ #sˆ(4) = 0 (since
sˆ(4) ⊆ sˆ(2)), sˆ(5) =∅ ⇒ #sˆ(5) = 0, sˆ(6) =∅ ⇒ #sˆ(6) = 0, sˆ(7) = {11} ⇒ #sˆ(7) = 0 (since sˆ(7) ⊆ sˆ(3)), sˆ(8) =∅ ⇒
#sˆ(8)= 0, sˆ(9)=∅⇒ #sˆ(9)= 0, sˆ(10)=∅ ⇒ #sˆ(10)= 0, sˆ(11)=∅⇒ #sˆ(11)= 0, sˆ(12)= {13} ⇒ #sˆ(12)= 0 (since
sˆ(12)⊆ sˆ(1)), and sˆ(13)=∅⇒ #sˆ(13)=0, hence s=13−∑13j=1 #sˆ( j)=13−(2+2+2+0+0+0+0+0+0+0+0+0+0)=13−6=7
(also, s=13−#(∪13
j=1sˆ( j))=13−#{4, 7, 10, 11, 12, 13}=13−6=7).
Remark 1.2.4. The cases K= s=1 and K= s=2 correspond, respectively, after a possible Mo¨bius transformation
argument and a modification of the associated weight function, to OPs (see, for example, [51, 94, 95, 96, 97, 98],
and the references therein) and Orthogonal Laurent Polynomials (see, for example, [1], and the references therein);
of course, the cases K = s=1 and K = s=2 are important, special reductions of the general case considered in this
monograph.
For k=1, 2, . . . ,K, a decomposition of the index set corresponding to the poles distinct from αk will be needed,
that is, {k′ ∈ {1, 2, . . . ,K}; αk′ ,αk}.10 In order to decompose this set, one needs to consider the (possibly smaller)
collection of distinct poles, ordered consistently with the original pole sequence, and with the pole αk excised:
the ‘size’ (see below) of this set is s−1. For the jth member of the reduced collection of poles, referred to as
the ‘residual’ pole set, the number of times that that pole appears in the original pole sequence shall be denoted
k j, j = 1, 2, . . . , s−1. One then decomposes the set of integers into a disjoint union, so that the first subset is the
collection of all integers corresponding to the first pole in this reduced collection of poles, the second subset is the
collection of all integers corresponding to the second pole in this reduced collection of poles, etc., until the (s−1)th
subset. The precise definition of this decompsition, which exhausts the remainder of this Subsection 1.2, follows;
however, for ease of presentation and readability, it is decomposed into two cases: (i) n ∈N and k ∈ {1, 2, . . . ,K}
such that αk=∞ (see Subsection 1.2.1); and (ii) n∈N and k∈{1, 2, . . . ,K} such that αk,∞ (see Subsection 1.2.2).
1.2.1 n∈N and k∈{1, 2, . . . ,K} such that αk=∞
For k∈{1, 2, . . . ,K} such that αk=∞, write the ordered disjoint integer partition
{k′ ∈{1, 2, . . . ,K}; αk′ ,αk=∞} := {i(1)1, i(1)2, . . . , i(1)k1︸                    ︷︷                    ︸
k1
} ∪ {i(2)1, i(2)2, . . . , i(2)k2︸                    ︷︷                    ︸
k2
} ∪ · · ·
· · · ∪ {i(s−1)1, i(s−1)2, . . . , i(s−1)ks−1︸                                  ︷︷                                  ︸
ks−1
}=
s−1⋃
q=1
{i(q)1, i(q)2, . . . , i(q)kq︸                    ︷︷                    ︸
kq
},
where 1 6 i(q)1 < i(q)2 < · · · < i(q)kq 6 K, q ∈ {1, 2, . . . , s−1}, {i( j)1, i( j)2, . . . , i( j)k j} ∩ {i(l)1, i(l)2, . . . , i(l)kl} = ∅ ∀
l , j ∈ {1, 2, . . . , s−1}, and #{k′ ∈ {1, 2, . . . ,K}; αk′ , αk =∞} = ∑s−1q=1 kq = K−γk, which induces, on the pole set
{α1, α2, . . . , αK}, the following disjoint ordering,
{αk′ , k′∈{1, 2, . . . ,K}; αk′ ,αk=∞} := {αi(1)1 , αi(1)2 , . . . , αi(1)k1︸                      ︷︷                      ︸
k1
} ∪ {αi(2)1 , αi(2)2 , . . . , αi(2)k2︸                      ︷︷                      ︸
k2
} ∪ · · ·
10Note that, strictly speaking, this set decomposition is a function of k; however, for simplicity of notation, this particular k dependence, as
well as the explicit k dependence of all decompositions, partitions, indices, etc., henceforth, will, unless absolutely necessary, be suppressed,
and the reader should be cognizant of this fact.
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· · · ∪ {αi(s−1)1 , αi(s−1)2 , . . . , αi(s−1)ks−1︸                               ︷︷                               ︸
ks−1
}=
s−1⋃
q=1
{αi(q)1 , αi(q)2 , . . . , αi(q)kq︸                      ︷︷                      ︸
kq
},
with αi(q)1 ≺αi(q)2 ≺· · ·≺αi(q)kq , q∈{1, 2, . . . , s−1}, where the notation a≺b means ‘a precedes b’ or ‘a is to the left
of b’, and {αi( j)1 , αi( j)2 , . . . , αi( j)k j } ∩ {αi(l)1 , αi(l)2 , . . . , αi(l)kl }=∅ ∀ l, j∈{1, 2, . . . , s−1}, such that 11
αi(q)1 =αi(q)2 = · · ·=αi(q)kq (,∞), q=1, 2, . . . , s−1,
#{αi(q)1 , αi(q)2 , . . . , αi(q)kq }=kq, q=1, 2, . . . , s−1.
In order to illustrate this notation, consider the K =7 pole set {α1, α2, α3, α4, α5, α6, α7}= {0, 1,∞, 1,
√
2, π,∞} for
which s=5 and αk=∞, k=3, 7:
(i) k=3
{k′ ∈{1, 2, . . . , 7}; αk′ ,α3=∞} = {1, 2, 4, 5, 6}= {1} ∪ {2, 4} ∪ {5} ∪ {6}
:= {i(1)k1} ∪ {i(2)1, i(2)k2} ∪ {i(3)k3} ∪ {i(4)k4} ⇒
k1=1, i(1)1=1, k2=2, i(2)1=2, i(2)2=4, k3=1, i(3)1=5, k4=1, i(4)1=6
(note that 16 i(1)167, 16 i(2)1< i(2)267, 16 i(3)167, 16 i(4)167, {i(1)1} ∩ {i(2)1, i(2)2}= {i(1)1} ∩ {i(3)1}=
{i(1)1}∩{i(4)1}= {i(2)1, i(2)2}∩{i(3)1}= {i(2)1, i(2)2}∩{i(4)1}= {i(3)1}∩{i(4)1}=∅, and #{k′ ∈{1, 2, . . . , 7}; αk′ ,
α3=∞}=∑4q=1 kq=1+2+1+1 =5=K−γ3=7−2), which induces the ordering (on the ‘residual’ pole set)
{αk′ , k′ ∈{1, 2, . . . , 7}; αk′ ,α3=∞} := {αi(1)k1 } ∪ {αi(2)1 , αi(2)k2 } ∪ {αi(3)k3 } ∪ {αi(4)k4 }
= {α1} ∪ {α2, α4} ∪ {α5} ∪ {α6}= {0} ∪ {1, 1} ∪ {
√
2} ∪ {π}
(note that αi(2)1 ≺αi(2)2 , {αi(1)1 } ∩ {αi(2)1 , αi(2)2 }= {αi(1)1 } ∩ {αi(3)1 }= {αi(1)1 } ∩ {αi(4)1 }= {αi(2)1 , αi(2)2 } ∩ {αi(3)1 }=
{αi(2)1 , αi(2)2 } ∩ {αi(4)1 }= {αi(3)1 } ∩ {αi(4)1 }=∅, #{αi(1)1 }= k1 = 1, #{αi(2)1 , αi(2)2 }= k2 = 2, #{αi(3)1 }= k3 = 1, and
#{αi(4)1 }=k4=1);
(ii) k=7
{k′ ∈{1, 2, . . . , 7}; αk′ ,α7=∞} = {1, 2, 4, 5, 6}= {1} ∪ {2, 4} ∪ {5} ∪ {6}
:= {i(1)k1} ∪ {i(2)1, i(2)k2} ∪ {i(3)k3} ∪ {i(4)k4} ⇒
k1=1, i(1)1=1, k2=2, i(2)1=2, i(2)2=4, k3=1, i(3)1=5, k4=1, i(4)1=6
(note that 16 i(1)167, 16 i(2)1< i(2)267, 16 i(3)167, 16 i(4)167, {i(1)1} ∩ {i(2)1, i(2)2}= {i(1)1} ∩ {i(3)1}=
{i(1)1}∩{i(4)1}= {i(2)1, i(2)2}∩{i(3)1}= {i(2)1, i(2)2}∩{i(4)1}= {i(3)1}∩{i(4)1}=∅, and #{k′ ∈{1, 2, . . . , 7}; αk′ ,
α7=∞}=∑4q=1 kq=1+2+1+1 =5=K−γ7=7−2), which induces the ordering (on the ‘residual’ pole set)
{αk′ , k′ ∈{1, 2, . . . , 7}; αk′ ,α7=∞} := {αi(1)k1 } ∪ {αi(2)1 , αi(2)k2 } ∪ {αi(3)k3 } ∪ {αi(4)k4 }
= {α1} ∪ {α2, α4} ∪ {α5} ∪ {α6}= {0} ∪ {1, 1} ∪ {
√
2} ∪ {π}
(note that αi(2)1 ≺αi(2)2 , {αi(1)1 } ∩ {αi(2)1 , αi(2)2 }= {αi(1)1 } ∩ {αi(3)1 }= {αi(1)1 } ∩ {αi(4)1 }= {αi(2)1 , αi(2)2 } ∩ {αi(3)1 }=
{αi(2)1 , αi(2)2 } ∩ {αi(4)1 }= {αi(3)1 } ∩ {αi(4)1 }=∅, #{αi(1)1 }= k1 = 1, #{αi(2)1 , αi(2)2 }= k2 = 2, #{αi(3)1 }= k3 = 1, and
#{αi(4)1 }=k4=1).
This concludes the example.
In order to proceed further, it will be important to know if, within each of the—decomposed—index sets
{i(q)1, i(q)2, . . . , i(q)kq}, q = 1, 2, . . . , s−1, there is a positive integer less than k. Towards this end, the following
notational preamble is helpful.
Definition 1.2.2. For k=1, 2, . . . ,K and a given set of positive integers i1, i2, . . . , iM, let ind{i1, i2, . . . , iM |k} denote
the largest positive integer ˆ, if it exists, from the collection i1, i2, . . . , iM that is less than k; e.g., ind{1, 3, 7, 11|8}
⇒ ˆ=7, and ind{5, 6, 9|3} ⇒ no such ˆ exists.
11If all the poles are distinct, that is, αi,α j ∀ i, j∈{1, 2, . . . ,K}, then, for k∈{1, 2, . . . , K} such that αk =∞, {k′ ∈{1, 2, . . . , K};αk′ ,αk =∞}
is the ordered disjoint union of singletons, that is, ∪K−1
q=1 {i(q)kq }, with kq = 1, q = 1, 2, . . . ,K−1, 1 6 i(1)1 < i(2)1 < · · · < i(K−1)1 6 K, and
{i(q)kq } ∩ {i(r)kr } = ∅ ∀ q , r ∈ {1, 2, . . . , K−1}, which induces, on the pole set {α1 , α2 , . . . , αK }, the following disjoint ordering, {αk′ , k′ ∈
{1, 2, . . . , K}; αk′ ,αk =∞} :=∪K−1q=1 {αi(q)kq }, with αi(1)1 ≺αi(2)1 ≺ · · · ≺αi(K−1)1 , #{αi(q)kq }= kq = 1, q= 1, 2, . . . ,K−1, {αi(q)kq } ∩ {αi(r)kr }=∅ ∀
q,r∈{1, 2, . . . , K−1}, and #{αk′ , k′ ∈{1, 2, . . . ,K}; αk′ ,αk =∞}=
∑K−1
q=1 kq=K−1.
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For k∈{1, 2, . . . ,K} such that αk=∞, let
Jq(k) := {ind{i(q)1, i(q)2, . . . , i(q)kq |k}}, q=1, 2, . . . , s−1 :
if, for a given index set {i(q)1, i(q)2, . . . , i(q)kq}, q = 1, 2, . . . , s−1, there does not exist a positive integer 12 ˆ such
that ˆ= ind{i(q)1, i(q)2, . . . , i(q)kq |k}, then put Jq(k)=∅; otherwise, denote by m˜q(k), q∈{1, 2, . . . , s−1}, the unique
element of the (non-empty) set Jq(k).13 For n ∈ N and k ∈ {1, 2, . . . ,K} such that αk = ∞, set, with the above
orderings and definitions,
κnkk˜q :=
{
(n−1)γi(q)kq , Jq(k)=∅, q∈{1, 2, . . . , s−1},
(n−1)γm˜q(k)+̺m˜q(k), Jq(k),∅, q∈{1, 2, . . . , s−1},
where κnkk˜q : N × {1, 2, . . . ,K}→N0, q=1, 2, . . . , s−1, is the residual multiplicity of the pole αi(q)kq in the repeated
pole sequence
Pn,k := { 1α1, α2, . . . , αK︸           ︷︷           ︸
K
} ∪ · · · ∪ { n−1α1, α2, . . . , αK︸           ︷︷           ︸
K
} ∪ { nα1, α2, . . . , αk︸           ︷︷           ︸
k
},
that is, for n ∈N and k ∈ {1, 2, . . . ,K} such that αk =∞, as all occurrences of the pole (the point at infinity) αk =∞
are excised from the repeated pole sequence Pn,k, where the multiplicity, or number of occurrences, of the pole
αk=∞ is κnk= (n−1)γk+̺k, one is left with the ‘residual’ pole set (via the above induced ordering on the poles, as
one walks across the pole sequence from left to right)
Pn,k \ {αk, αk, . . . , αk︸          ︷︷          ︸
κnk
} =Pn,k \ {∞,∞, . . . ,∞︸         ︷︷         ︸
κnk
} := {αi(1)k1 , αi(1)k1 , . . . , αi(1)k1︸                       ︷︷                       ︸
κnkk˜1
} ∪ {αi(2)k2 , αi(2)k2 , . . . , αi(2)k2︸                       ︷︷                       ︸
κnkk˜2
} ∪ · · ·
· · · ∪ {αi(s−1)ks−1 , αi(s−1)ks−1 , . . . , αi(s−1)ks−1︸                                    ︷︷                                    ︸
κnkk˜s−1
} =
s−1⋃
q=1
{αi(q)kq , αi(q)kq , . . . , αi(q)kq︸                       ︷︷                       ︸
κnkk˜q
},
where the number of times the pole αi(q)kq (,αk=∞) occurs is (its multiplicity) κnkk˜q , q=1, 2, . . . , s−1.14
For n∈N and k∈{1, 2, . . . ,K} such that αk=∞, a counting-of-residual-multiplicities argument gives rise to the
following ordered sum formula:15
s−1∑
q=1
κnkk˜q :=κnkk˜1+κnkk˜2+· · ·+κnkk˜s−1 = (n−1)K+k−κnk, (6)
whence
∑s−1
q=1 κnkk˜q+κnk= (n−1)K+k.
In order to illustrate the latter notation, consider, again, the K = 7 pole set {α1, α2, α3, α4, α5, α6, α7} =
{0, 1,∞, 1,
√
2, π,∞} for which s=5 and αk=∞, k=3, 7:
(i) k=3
J1(3) := {ind{i(1)k1 |3}}= {ind{1|3}}= {1} ⇒ m˜1(3)=1,
J2(3) := {ind{i(2)1, i(2)k2 |3}}= {ind{2, 4|3}}= {2} ⇒ m˜2(3)=2,
J3(3) := {ind{i(3)k3 |3}}= {ind{5|3}}=∅,
J4(3) := {ind{i(4)k4 |3}}= {ind{6|3}}=∅,
hence
κn3k˜1 = (n−1)γm˜1(3)+̺m˜1(3)= (n−1)γ1+̺1= (n−1)+1=n,
κn3k˜2 = (n−1)γm˜2(3)+̺m˜2(3)= (n−1)γ2+̺2=2(n−1)+1=2n−1,
12This positive integer, if it exists, depends not only on k, but on q, too; however, for notational simplicity, this additional q dependence is
also suppressed.
13Note that Jq(k) is either empty or a singleton.
14Note: for n = 1 and k ∈ {1, 2, . . . ,K} such that αk =∞, it can happen that, for some values of q ∈ {1, 2, . . . , s−1}, κ1kk˜q = 0, in which case,
one defines {αi(q)kq , αi(q)kq , . . . , αi(q)kq } := ∅, q ∈ {1, 2, . . . , s−1}; however, for (N ∋) n > 2 and k ∈ {1, 2, . . . ,K} such that αk = ∞, κnkk˜q > 1,
q∈{1, 2, . . . , s−1}.
15It should be noted that, in this context, as well as for further reference, for any function g : N× {1, 2, . . . ,K} ×C→C, the following ordered
sums and products will be used, with little or no further reference, throughout this monograph:
∑s−1
q=1(g(n, k, k˜q))
κnkk˜q := (g(n, k, k˜1))
κnkk˜1 +
(g(n, k, k˜2))
κnkk˜2 +· · ·+(g(n, k, k˜s−1))κnkk˜s−1 and∏s−1q=1(g(n, k, k˜q))κnkk˜q := (g(n, k, k˜1))κnkk˜1 (g(n, k, k˜2))κnkk˜2 · · · (g(n, k, k˜s−1))κnkk˜s−1 .
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κn3k˜3 = (n−1)γi(3)k3 = (n−1)γ5=n−1,
κn3k˜4 = (n−1)γi(4)k4 = (n−1)γ6=n−1,
that is, as one moves from left to right across the repeated pole sequence
Pn,3 = { 1α1, α2, . . . , α7︸           ︷︷           ︸
7
} ∪ · · · ∪ { n−1α1, α2, . . . , α7︸           ︷︷           ︸
7
} ∪ { nα1, α2, α3︸     ︷︷     ︸
3
}
= {
1
0, 1,∞, 1,
√
2, π,∞︸                  ︷︷                  ︸
7
} ∪ · · · ∪ {
n−1
0, 1,∞, 1,
√
2, π,∞︸                  ︷︷                  ︸
7
} ∪ {
n
0, 1,∞︸ ︷︷ ︸
3
}
and removes all occurrences of the pole α3=∞, which occurs κn3= (n−1)γ3+̺3=2(n−1)+1=2n−1 times,
one is left with the residual pole set (via the above induced ordering)
Pn,3 \ {α3, α3, . . . , α3︸           ︷︷           ︸
κn3
} =Pn,3 \ {∞,∞, . . . ,∞︸         ︷︷         ︸
2n−1
}=
4⋃
q=1
{αi(q)kq , αi(q)kq , . . . , αi(q)kq︸                       ︷︷                       ︸
κn3k˜q
}
:= {αi(1)k1 , αi(1)k1 , . . . , αi(1)k1︸                       ︷︷                       ︸
κn3k˜1
} ∪ {αi(2)k2 , αi(2)k2 , . . . , αi(2)k2︸                       ︷︷                       ︸
κn3k˜2
}
∪ {αi(3)k3 , αi(3)k3 , . . . , αi(3)k3︸                       ︷︷                       ︸
κn3k˜3
} ∪ {αi(4)k4 , αi(4)k4 , . . . , αi(4)k4︸                       ︷︷                       ︸
κn3k˜4
}
= {0, 0, . . . , 0︸      ︷︷      ︸
n
} ∪ {1, 1, . . . , 1︸      ︷︷      ︸
2n−1
} ∪ {
√
2,
√
2, . . . ,
√
2︸               ︷︷               ︸
n−1
} ∪ {π, π, . . . , π︸      ︷︷      ︸
n−1
},
where the number of times the pole αi(1)k1 = 0 (, α3 =∞) occurs is κn3k˜1 = n, the number of times the pole
αi(2)k2 = 1 (,α3 =∞) occurs is κn3k˜2 = 2n−1, the number of times the pole αi(3)k3 =
√
2 (,α3 =∞) occurs is
κn3k˜3 =n−1, and the number of times the pole αi(4)k4 =π (,α3 =∞) occurs is κn3k˜4 =n−1.16 In this case, the
ordered sum formula reads
4∑
q=1
κn3k˜q :=κn3k˜1+κn3k˜2+κn3k˜3+κn3k˜4 =n+(2n−1)+(n−1)+(n−1)=5n−3,
whence
∑4
q=1 κn3k˜q+κn3= (5n−3)+(2n−1)=7(n−1)+3;
(ii) k=7
J1(7) := {ind{i(1)k1 |7}}= {ind{1|7}}= {1} ⇒ m˜1(7)=1,
J2(7) := {ind{i(2)1, i(2)k2 |7}}= {ind{2, 4|7}}= {4} ⇒ m˜2(7)=4,
J3(7) := {ind{i(3)k3 |7}}= {ind{5|7}}= {5} ⇒ m˜3(7)=5,
J4(7) := {ind{i(4)k4 |7}}= {ind{6|7}}= {6} ⇒ m˜4(7)=6,
hence
κn7k˜1 = (n−1)γm˜1(7)+̺m˜1(7)= (n−1)γ1+̺1= (n−1)+1=n,
κn7k˜2 = (n−1)γm˜2(7)+̺m˜2(7)= (n−1)γ4+̺4=2(n−1)+2=2n,
κn7k˜3 = (n−1)γm˜3(7)+̺m˜3(7)= (n−1)γ5+̺5= (n−1)+1=n,
κn7k˜4 = (n−1)γm˜4(7)+̺m˜4(7)= (n−1)γ6+̺6= (n−1)+1=n,
that is, as one moves from left to right across the repeated pole sequence
Pn,7 = { 1α1, α2, . . . , α7︸           ︷︷           ︸
7
} ∪ · · · ∪ { n−1α1, α2, . . . , α7︸           ︷︷           ︸
7
} ∪ { nα1, α2, . . . , α7︸           ︷︷           ︸
7
}
= {
1
0, 1,∞, 1,
√
2, π,∞︸                  ︷︷                  ︸
7
} ∪ · · · ∪ {
n−1
0, 1,∞, 1,
√
2, π,∞︸                  ︷︷                  ︸
7
} ∪ {
n
0, 1,∞, 1,
√
2, π,∞︸                  ︷︷                  ︸
7
}
16Note: for n = 1, since κ13k˜3 = κ13k˜4 = 0, one sets, as per the convention above, {αi(q)kq , αi(q)kq , . . . , αi(q)kq } :=∅, q = 3, 4, in which case, as
κ13k˜1 =κ13k˜2 =1 and κ13=̺3=1, P1,3 \ {α3}=P1,3 \ {∞}= {0} ∪ {1} ∪ ∅ ∪ ∅= {0} ∪ {1}.
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and removes all occurrences of the pole α7=∞, which occurs κn7= (n−1)γ7+̺7=2(n−1)+2=2n times, one
is left with the residual pole set (via the above induced ordering)
Pn,7 \ {α7, α7, . . . , α7︸           ︷︷           ︸
κn7
} =Pn,7 \ {∞,∞, . . . ,∞︸         ︷︷         ︸
2n
}=
4⋃
q=1
{αi(q)kq , αi(q)kq , . . . , αi(q)kq︸                       ︷︷                       ︸
κn7k˜q
}
:= {αi(1)k1 , αi(1)k1 , . . . , αi(1)k1︸                       ︷︷                       ︸
κn7k˜1
} ∪ {αi(2)k2 , αi(2)k2 , . . . , αi(2)k2︸                       ︷︷                       ︸
κn7k˜2
}
∪ {αi(3)k3 , αi(3)k3 , . . . , αi(3)k3︸                       ︷︷                       ︸
κn7k˜3
} ∪ {αi(4)k4 , αi(4)k4 , . . . , αi(4)k4︸                       ︷︷                       ︸
κn7k˜4
}
= {0, 0, . . . , 0︸      ︷︷      ︸
n
} ∪ {1, 1, . . . , 1︸      ︷︷      ︸
2n
} ∪ {
√
2,
√
2, . . . ,
√
2︸               ︷︷               ︸
n
} ∪ {π, π, . . . , π︸      ︷︷      ︸
n
},
where the number of times the pole αi(1)k1 = 0 (, α7 =∞) occurs is κn7k˜1 = n, the number of times the pole
αi(2)k2 = 1 (, α7 =∞) occurs is κn7k˜2 = 2n, the number of times the pole αi(3)k3 =
√
2 (, α7 =∞) occurs is
κn7k˜3 =n, and the number of times the pole αi(4)k4 =π (,α7=∞) occurs is κn7k˜4 =n.17 In this case, the ordered
sum formula reads
4∑
q=1
κn7k˜q :=κn7k˜1+κn7k˜2+κn7k˜3+κn7k˜4 =n+2n+n+n=5n,
whence
∑4
q=1 κn7k˜q+κn7=5n+2n=7(n−1)+7.
This concludes the example.
For simplicity of notation, set, hereafter,
αi(q)kq :=αpq , q=1, 2, . . . , s−1.
The next subset in this ordering contains all positive integers, from 1 to k, corresponding to the pole αk =∞.
For k∈{1, 2, . . . ,K} such that αk=∞, write the ordered integer partition
{k′ ∈{1, 2, . . . ,K}; k′6k, αk′ =αk=∞} := {i(s)1, i(s)2, . . . , i(s)ks︸                   ︷︷                   ︸
ks
},
with i(s)ks = k, 1 6 i(s)1 < i(s)2 < · · · < i(s)ks 6 K, #{i(s)1, i(s)2, . . . , i(s)ks} = ks (= κ1i(s)ks = κ1k = ̺i(s)ks ) = ̺k, and{i( j)1, i( j)2, . . . , i( j)k j } ∩ {i(s)1, i(s)2, . . . , i(s)ks} =∅, j = 1, 2, . . . , s−1, which induces, by the above definition, the
following pole ordering,
{αk′ , k′ ∈{1, 2, . . . ,K}; k′6k, αk′ =αk=∞} := {αi(s)1 , αi(s)2 , . . . , αi(s)ks︸                     ︷︷                     ︸
ks
},
with αi(s)ks = αk = ∞, αi(s)1 ≺ αi(s)2 ≺ · · · ≺ αi(s)ks , and {αi( j)1 , αi( j)2 , . . . , αi( j)k j } ∩ {αi(s)1 , αi(s)2 , . . . , αi(s)ks } = ∅, j =
1, 2, . . . , s−1, such that
αi(s)1 =αi(s)2 = · · ·=αi(s)ks =αk=:αps =∞, #{αi(s)1 , αi(s)2 , . . . , αi(s)ks }=ks=̺k.
For (N∋) n>2 and k∈{1, 2, . . . ,K} such that αk=∞,
#{αi(s)ks , αi(s)ks , . . . , αi(s)ks }=κni(s)ks =κnk= (n−1)γk+̺k,
that is, as one moves from left to right across the repeated pole sequencePn,k and removes the residual pole set (cf.
the discussion above) {αk′ , k′ ∈{1, 2, . . . ,K}; αk′ ,αk=∞}, one is left with the set (via the above induced ordering)
that consists of all occurrences of the pole αk=∞, which occurs κnk= (n−1)γk+̺k times, namely,
Pn,k \
s−1⋃
q=1
{αpq , αpq , . . . , αpq︸              ︷︷              ︸
κnkk˜q
} := {αi(s)ks , αi(s)ks , . . . , αi(s)ks︸                      ︷︷                      ︸
κni(s)ks
}= {αk, αk, . . . , αk︸          ︷︷          ︸
κnk
}= {∞,∞, . . . ,∞︸         ︷︷         ︸
κnk
}.
In order to illustrate this latter notation, consider, again, the K = 7 pole set {α1, α2, α3, α4, α5, α6, α7}= {0, 1,∞, 1,√
2, π,∞} for which s=5 and αk=∞, k=3, 7:
17Note: for n=1, as κ17k˜1 =1, κ17k˜2 =2, κ17k˜3 =1, κ17k˜4 =1, and κ17=̺7 =2, it follows that P1,7\{α7 , α7}=P1,7\{∞,∞}= {0}∪{1, 1}∪{
√
2}∪{π}.
Orthogonal Rational Functions: Characterisation, Multi-Point Pade´ Approximants, and Asymptotics 14
(i) k=3
{k′ ∈{1, 2, . . . , 7}; k′63, αk′ =α3=∞}= {3} := {i(5)k5} ⇒ k5=1, i(5)1=3,
which induces the pole ordering
{αk′ , k′ ∈{1, 2, . . . , 7}; k′63, αk′ =α3=∞} := {αi(5)k5 }= {α3}= {∞},
hence
κni(s)ks =κni(5)1 =κn3= (n−1)γ3+̺3=2(n−1)+1=2n−1,
that is, as one moves from left to right across the repeated pole sequence
Pn,3 = { 1α1, α2, . . . , α7︸           ︷︷           ︸
7
} ∪ · · · ∪ { n−1α1, α2, . . . , α7︸           ︷︷           ︸
7
} ∪ { nα1, α2, α3︸     ︷︷     ︸
3
}
= {
1
0, 1,∞, 1,
√
2, π,∞︸                  ︷︷                  ︸
7
} ∪ · · · ∪ {
n−1
0, 1,∞, 1,
√
2, π,∞︸                  ︷︷                  ︸
7
} ∪ {
n
0, 1,∞︸ ︷︷ ︸
3
}
and removes the residual pole set (cf. the discussion and examples above) {αk′ , k′ ∈ {1, 2, . . . , 7}; αk′ ,α3 =
∞}, one is left with the set (via the above induced ordering) that consists of all occurrences of the pole
α3=∞, which occurs κn3=2n−1 times, namely,
Pn,3 \
4⋃
q=1
{αpq , αpq , . . . , αpq︸              ︷︷              ︸
κn3k˜q
} := {αi(5)k5 , αi(5)k5 , . . . , αi(5)k5︸                       ︷︷                       ︸
κni(5)k5
}= {α3, α3, . . . , α3︸           ︷︷           ︸
κn3
}= {∞,∞, . . . ,∞︸         ︷︷         ︸
2n−1
};
(ii) k=7
{k′ ∈{1, 2, . . . , 7}; k′67, αk′ =α7=∞}= {3, 7} := {i(5)1, i(5)k5} ⇒ k5=2, i(5)1=3, i(5)2=7,
which induces the pole ordering
{αk′ , k′ ∈{1, 2, . . . , 7}; k′67, αk′ =α7=∞} := {αi(5)1 , αi(5)k5 }= {α3, α7}= {∞,∞},
hence
κni(s)ks =κni(5)2 =κn7= (n−1)γ7+̺7=2(n−1)+2=2n,
that is, as one moves from left to right across the repeated pole sequence
Pn,7 = { 1α1, α2, . . . , α7︸           ︷︷           ︸
7
} ∪ · · · ∪ { n−1α1, α2, . . . , α7︸           ︷︷           ︸
7
} ∪ { nα1, α2, . . . , α7︸           ︷︷           ︸
7
}
= {
1
0, 1,∞, 1,
√
2, π,∞︸                  ︷︷                  ︸
7
} ∪ · · · ∪ {
n−1
0, 1,∞, 1,
√
2, π,∞︸                  ︷︷                  ︸
7
} ∪ {
n
0, 1,∞, 1,
√
2, π,∞︸                  ︷︷                  ︸
7
}
and removes the residual pole set (cf. the discussion and examples above) {αk′ , k′ ∈ {1, 2, . . . , 7}; αk′ ,α7 =
∞}, one is left with the set (via the above induced ordering) that consists of all occurrences of the pole
α7=∞, which occurs κn7=2n times, namely,
Pn,7 \
4⋃
q=1
{αpq , αpq , . . . , αpq︸              ︷︷              ︸
κn7k˜q
} := {αi(5)k5 , αi(5)k5 , . . . , αi(5)k5︸                       ︷︷                       ︸
κni(5)k5
}= {α7, α7, . . . , α7︸           ︷︷           ︸
κn7
}= {∞,∞, . . . ,∞︸         ︷︷         ︸
2n
}.
This concludes the example.
With the above conventions and ordered disjoint partitions, one writes, for n∈N and k∈{1, 2, . . . ,K} such that
αk=∞, the repeated pole sequence Pn,k as the following ordered union of disjoint partitions:
Pn,k =
s−1⋃
q=1
{αi(q)kq , αi(q)kq , . . . , αi(q)kq︸                       ︷︷                       ︸
κnkk˜q
} ∪ {αi(s)ks , αi(s)ks , . . . , αi(s)ks︸                      ︷︷                      ︸
κni(s)ks
} :=
s−1⋃
q=1
{αpq , αpq , . . . , αpq︸              ︷︷              ︸
κnkk˜q
} ∪ {αk, αk, . . . , αk︸          ︷︷          ︸
κnk
}
=
s−1⋃
q=1
{αpq , αpq , . . . , αpq︸              ︷︷              ︸
κnkk˜q
} ∪ {∞,∞, . . . ,∞︸         ︷︷         ︸
κnk
},
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where, by convention, the set {αk, αk, . . . , αk} (= {∞,∞, . . . ,∞}) is written as the right-most set.
With the above notational preamble concluded, one now returns to the precise formulation of the orthogonality
conditions for the MPC ORFs. One has a nested sequence of rational base sets. For n∈N and k∈{1, 2, . . . ,K} such
that αk=∞, one member of this nested sequence of rational base sets isconst.,
1
S11(z), S
1
2(z), . . . , S
1
K(z)︸                      ︷︷                      ︸
K
,
2
S21(z), S
2
2(z), . . . , S
2
K(z)︸                      ︷︷                      ︸
K
, . . . ,
n
Sn1(z), S
n
2(z), . . . , S
n
k(z)︸                     ︷︷                     ︸
k

:= {const.}
⋃
∪s−1q=1 ∪
κnkk˜q
r=1
{
(z−αpq)−r
}⋃
∪κnk
m=1 {zm}
= {const.}
⋃
∪s−1q=1
{
(z−αpq)−1, (z−αpq)−2, . . . , (z−αpq)−κnkk˜q
}⋃{
z, z2, . . . , zκnk
}
,
corresponding, respectively, to the ordered repeated pole sequenceno pole, 1α1, α2, . . . , αK︸           ︷︷           ︸
K
,
2
α1, α2, . . . , αK︸           ︷︷           ︸
K
, . . . ,
n
α1, α2, . . . , αk︸           ︷︷           ︸
k

:= {no pole}
⋃
∪s−1q=1{αpq , αpq , . . . , αpq︸              ︷︷              ︸
κnkk˜q
}
⋃
{αk, αk, . . . , αk︸          ︷︷          ︸
κnk
}
= {no pole}
⋃
∪s−1q=1{αpq , αpq , . . . , αpq︸              ︷︷              ︸
κnkk˜q
}
⋃
{∞,∞, . . . ,∞︸         ︷︷         ︸
κnk
}.
Orthonormalisation with respect to 〈·, ·〉L, via the Gram-Schmidt orthogonalisation method, leads to the MPC
ORFs, {φn
k
(z)} n∈N
k=1,2,...,K
(for consistency of notation, set φ00(z)≡ 1), which, by suitable normalisation (see below), can
be written as, with the above orderings,
φnk : N × {1, 2, . . . ,K} × C \ {α1, α2, . . . , αK}→C, (n, k, z) 7→
φnk(z) := φ
∞
0 (n, k)+
s−1∑
q=1
κnkk˜q∑
r=1
ν∞r,q(n, k)
(z−αpq)r
+
κnk∑
m=1
µ∞n,m(n, k)z
m,
where the φn
k
’s are normalised so that they all have real coefficients; in particular, for n ∈ N and k ∈ {1, 2, . . . ,K}
such that αk=∞,
LC(φnk)=µ
∞
n,κnk
(n, k)>0.
(For consistency of notation, set φ∞0 (0, 0)≡ 1.) Furthermore, for n ∈N and k ∈ {1, 2, . . . ,K} such that αk =∞, note
that, by construction: 〈
φnk , z
j
〉
L
=
∫
R
φnk(ξ)ξ
j dµ(ξ)=0, j=0, 1, . . . , κnk−1, (7)〈
φnk , µ
∞
n,κnk
(n, k)zκnk
〉
L
=µ∞n,κnk (n, k)
∫
R
φnk(ξ)ξ
κnk dµ(ξ)=1, (8)〈
φnk , (z−αpq)−r
〉
L
=
∫
R
φnk(ξ)(ξ−αpq)−r dµ(ξ)=0, q=1, 2, . . . , s−1, r=1, 2, . . . , κnkk˜q . (9)
(Note: if, for k∈ {1, 2, . . . ,K} such that αk =∞, the residual pole set {αk′ , k′ ∈ {1, 2, . . . ,K}; αk′ ,αk =∞}=∅, then
the orthogonality condition (9) is vacuous; actually, this can only occur for n= 1.) For n ∈N and k ∈ {1, 2, . . . ,K}
such that αk=∞, the orthogonality conditions (7)–(9) give rise to a total of (cf. Equation (6))
s−1∑
q=1
κnkk˜q+κnk+1= (n−1)K+k+1
linear equations determining the (n−1)K+k+1 real (n- and k-dependent) coefficients.
It is convenient to introduce, at this stage, the main object of study of this monograph, that is, the corresponding
monicMPC ORFs, {πn
k
(z)} n∈N
k=1,2,...,K
(for consistency of notation, set π00(z)≡1). For n∈N and k∈{1, 2, . . . ,K} such that
αk=∞,
πnk : N × {1, 2, . . . ,K} × C \ {α1, α2, . . . , αK }→C, (n, k, z) 7→
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πnk(z) :=
φn
k
(z)
LC(φn
k
)
=
φ∞0 (n, k)
µ∞n,κnk (n, k)
+
1
µ∞n,κnk (n, k)
s−1∑
q=1
κnkk˜q∑
r=1
ν∞r,q(n, k)
(z−αpq)r
+
1
µ∞n,κnk (n, k)
κnk−1∑
m=1
µ∞n,m(n, k)z
m+zκnk .
The monic MPC ORFs, {πn
k
(z)} n∈N
k=1,2,...,K
, possess the following orthogonality properties:
〈
πnk , z
j
〉
L
=
∫
R
πnk(ξ)ξ
j dµ(ξ)=0, j=0, 1, . . . , κnk−1, (10)〈
πnk , z
κnk
〉
L
=
∫
R
πnk(ξ)ξ
κnk dµ(ξ)= (LC(φnk))
−2= (µ∞n,κnk (n, k))
−2, (11)〈
πnk , (z−αpq)−r
〉
L
=
∫
R
πnk(ξ)(ξ−αpq)−r dµ(ξ)=0, q=1, 2, . . . , s−1, r=1, 2, . . . , κnkk˜q . (12)
(Note: if, for k∈ {1, 2, . . . ,K} such that αk =∞, the residual pole set {αk′ , k′ ∈ {1, 2, . . . ,K}; αk′ ,αk =∞}=∅, then
the orthogonality condition (12) is vacuous; actually, this can occur only for n=1.) For n∈N and k ∈ {1, 2, . . . ,K}
such that αk=∞, it follows from the monic MPC ORF orthogonality conditions (10)–(12) that〈
πnk , π
n
k
〉
L
=: ||πnk(·)||2L= (LC(φnk))−2= (µ∞n,κnk (n, k))−2,
whence ||πn
k
(·)||L= (µ∞n,κnk (n, k))−1>0.18
Remark 1.2.5. For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞, from the above partial fraction decomposition
for the monicMPC ORFs, {πn
k
(z)} n∈N
k=1,2,...,K
, one writes
πnk : N × {1, 2, . . . ,K} × C \ {α1, α2, . . . , αK }∋ (n, k, z) 7→
1
µ∞n,κnk (n, k)
Pˆn
k
(z)∏s−1
q=1(z−αpq)κnkk˜q
,
where
Pˆnk(z) :=φ
∞
0 (n, k)
s−1∏
q=1
(z−αpq)κnkk˜q +
s−1∏
q=1
(z−αpq)κnkk˜q
κnk∑
r=1
µ∞n,r(n, k)z
r
+
s−1∑
j=1
s−1∏
q=1
q, j
(z−αpq)κnkk˜q
κnkk˜ j∑
r=1
ν∞r, j(n, k)(z−αp j)κnkk˜ j−r.
Since, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk =∞, µ∞n,κnk (n, k)>0, it follows that Pˆnk(z) is a polynomial of
degree at most
∑s−1
q=1 κnkk˜q+κnk= (n−1)K+k. The following discussion constitutes a brief synopsis of the classification
theory for the zeros of the monicMPC ORF, πn
k
(z),19 for the case n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞,
that is based on the seminal works of Njåstad [46, 47, 99]. Via the above definition of Pˆn
k
(z), a straightforward
calculation shows that Pˆn
k
(αpq) = ν
∞
κnkk˜q ,q
(n, k)
∏s−1
q′=1
q′,q
(αpq −αpq′ )
κnkk˜q′ , q ∈ {1, 2, . . . , s−1}, and, since µ∞n,κnk (n, k) > 0,
Pˆn
k
(αk) (=: Pˆnk(αps)= Pˆ
n
k
(∞)) ,0.20 One calls the monic MPC ORF, πn
k
(z), and the corresponding index two-tuple
(n, k) degenerate if #{z∈C; Pˆn
k
(z)=0}6 (n−1)K+k−1, that is, deg(Pˆn
k
)< (n−1)K+k. One calls the monicMPC ORF,
πn
k
(z), and the corresponding index two-tuple (n, k) αpq -defective, q∈{1, 2, . . . , s}, if αpq is a zero of Pˆnk(z), namely:
(i) if ν∞κnkk˜q ,q(n, k) = 0, q ∈ {1, 2, . . . , s−1}, then Pˆ
n
k
(αpq) = 0, q ∈ {1, 2, . . . , s−1}, thus πnk(z) and the corresponding
index two-tuple (n, k) are αpq -defective; and (ii) since µ
∞
n,κnk
(n, k) > 0, that is, Pˆn
k
(αk) (=: Pˆnk(αps) = Pˆ
n
k
(∞)) , 0,
it follows that πn
k
(z) and the corresponding index two-tuple (n, k) can not be αk (=: αps =∞)-defective. One calls
the monic MPC ORF, πn
k
(z), (and the corresponding index two-tuple (n, k)) defective if it is αpq-defective for at
least one q ∈ {1, 2, . . . , s−1} or maximally defective if it is αpq -defective ∀ q ∈ {1, 2, . . . , s−1}. One calls the
monic MPC ORF, πn
k
(z), (and the corresponding index two-tuple (n, k)) singular if it is degenerate or defective;
otherwise, it is non-singular. In this monograph, it is assumed that πn
k
(z) (and the corresponding index two-tuple
18See, in particular, Section 2, Lemma 2.1, Equations (296), (298), and (300), and Corollary 2.1, Equation (344); incidentally, this also
establishes the positive definiteness of the linear functional L : ΛR→R, and hence the—real—bilinear form 〈·, ·〉L : ΛR × ΛR→R, defined at
the beginning of Subsection 1.2.
19Similar statements apply, verbatim, for the corresponding MPC ORF, φn
k
(z)=µ∞n,κnk (n, k)π
n
k
(z).
20Note: Pˆn
k
(z) has a pole of order (n − 1)K + k at (the point at infinity) αps := αk = ∞ with positive coefficient µ∞n,κnk (n, k), that is,
Pˆn
k
(z)=
C∋z→αps :=αk=∞ µ
∞
n,κnk
(n, k)z(n−1)K+k(1+O(z−1)).
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(n, k)) is neither degenerate nor defective, that is, deg(Pˆn
k
) = (n−1)K+k and ν∞κnkk˜q ,q(n, k), 0 ∀ q ∈ {1, 2, . . . , s−1}
(recall that, since µ∞n,κnk (n, k) > 0, Pˆ
n
k
(αk) (=: Pˆnk(αps ) = Pˆ
n
k
(∞)) , 0); therefore, hereafter, it is to be understood
that ‘monicMPC ORF’ and ‘non-singular monicMPC ORF’ are synonymous objects (the singular case(s) will be
considered elsewhere); for simplicity, though, only the phraseMPC ORF (monic or not) will be used. For n∈N and
k ∈ {1, 2, . . . ,K} such that αps :=αk =∞, writing the factorisation Pˆnk(z) := µ∞n,κnk (n, k)
∏(n−1)K+k
j=1 (z− zˆnk( j)),21 where,
counting multiplicities, {zˆn
k
( j)}(n−1)K+k
j=1 := {z ∈C; Pˆnk(z) = 0} (= {z ∈ C; πnk(z) = 0}), it is shown in Section 3 (see, in
particular, the corresponding items of Lemmata 3.8 and 3.9 for precise statements) that, in the double-scaling limit
N, n→∞ such thatN/n→1, the zeros (counting multiplicities) zˆn
k
( j)∈R \ {α1, α2, . . . , αK}, j=1, 2, . . . , (n−1)K+k;
more precisely, in the double-scaling limit N, n→∞ such that N/n→ 1, {zˆn
k
( j)}(n−1)K+k
j=1 accumulates on the real
compact set J∞, where J∞ is defined in Subsection 1.3.2. (See, also, [46, 47, 99]; and, in a related context, see
[100, 101, 102, 103, 104, 105, 106, 107, 108, 109, 110].)
The brief discussion that follows is motivated, in part, by the seminal works of Njåstad [44, 45] related to
MPAs and ORFs: more precise statements can be located in Section 5; see, in particular, Lemma 5.7. Furthermore,
in order to mitigate notational encumbrances, explicit n- and k-dependencieswill be temporarily suppressed, except
where absolutely necessary. The Markov-Stieltjes transform of the probability measure µ (cf. Equations (1)–(5)) is
defined as
Fµ(z) :=
∫
R
(z−ξ)−1 dµ(ξ); (13)
for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞, a straightforward calculation shows that Fµ(z) has the formal
asymptotic expansions
Fµ(z) =
z→αpq
∞∑
j=0
c
(q)
j
(αpq )(z−αpq) j, q=1, 2, . . . , s−1, (14)
where c(q)
j
(αpq) :=−
∫
R
(ξ−αpq)−(1+ j) dµ(ξ), ( j, q)∈N0 × {1, 2, . . . , s−1}, and
Fµ(z) =
z→αk
∞∑
j=1
c
(∞)
j
z− j, (15)
where c(∞)
j
:=
∫
R
ξ j−1 dµ(ξ), j ∈N, with c(∞)1 = 1. For n ∈N and k ∈ {1, 2, . . . ,K} such that αps := αk =∞, define the
associated R-function [44, 45] as follows:
R̂µ : N × {1, 2, . . . ,K} × C \ {α1, α2, . . . , αK }∋ (n, k, z) 7→
∫
R
(
πn
k
(ξ)−πn
k
(z)
ξ−z
)
dµ(ξ)=:R̂µ(z) : (16)
from Equation (16) and the fact that µ∈M1(R), one shows, via the identity ym1 −ym2 = (y1−y2)(ym−11 +ym−21 y2+· · ·+
y1y
m−2
2 +y
m−1
2 ), that R̂µ(z) can be presented as the improper fraction
R̂µ(z)=
Ûµ(z)∏s−1
q=1(z−αpq)κnkk˜q
, (17)
where Ûµ(z) :=
∑(n−1)K+k−1
j=0 rˆ jz
j, with deg(Ûµ(z)) = (n−1)K+k−1 (since rˆ(n−1)K+k−1 , 0), and (cf. Equation (6))
deg(
∏s−1
q=1(z−αpq)κnkk˜q )= (n−1)K+k−κnk; moreover, note that, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞,
the corresponding monic MPC ORF, πn
k
(z), can also be presented as the improper fraction
πnk(z)=
V̂µ(z)∏s−1
q=1(z−αpq)κnkk˜q
, (18)
where V̂µ(z) :=
∑(n−1)K+k
j=0 tˆ jz
j, with deg(V̂µ(z))= (n−1)K+k (since tˆ(n−1)K+k=1), that is, V̂µ(z) is a monic polynomial
of degree (n−1)K+ k. It turns out that, for n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk = ∞, Ûµ(z)/V̂µ(z)
(= R̂µ(z)/πnk(z)) is the MPA of type ((n−1)K+k−1, (n−1)K+k) for the Markov-Stieltjes transform, that is, it is
the—unique—(proper) rational function with deg(Ûµ(z))= (n−1)K+k−1, deg(V̂µ(z))= (n−1)K+k, and (Ûµ(z), V̂µ(z))
coprime interpolating Fµ(z) and satisfying the interpolation conditions
Ûµ(z)
V̂µ(z)
−
2κnkk˜q−1∑
j=0
c
(q)
j
(αpq)(z−αpq) j =
z→αpq
O
(
(z−αpq)2κnkk˜q
)
, q=1, 2, . . . , s−1, (19)
21Of course, zˆn
k
( j) also depends on αpq , q=1, 2, . . . , s−1; but, for simplicity of notation, this extraneous dependence is suppressed.
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Ûµ(z)
V̂µ(z)
−
2κnk∑
j=1
c
(∞)
j
z− j =
z→αk
O
(
z−(2κnk+1)
)
. (20)
Remark 1.2.6. Note that Equations (19) and (20) give rise to 2
∑s−1
q=1 κnkk˜q and 2κnk interpolation conditions,
respectively, for a combined total of 2(
∑s−1
q=1 κnkk˜q+κnk)=2((n−1)K+k) conditions, which is precisely the number
necessary in order to determine the coefficients {rˆ j, tˆ j}(n−1)K+k−1j=0 .22
For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞, define the corresponding MPA error term as follows:23
Êµ(z) :=
R̂µ(z)
πn
k
(z)
−Fµ(z); (21)
a calculation based on Equations (13) and (16) reveals that, in fact,
Êµ(z)=
1
πn
k
(z)
∫
R
πn
k
(ξ)
ξ−z dµ(ξ). (22)
1.2.2 n∈N and k∈{1, 2, . . . ,K} such that αk,∞
For k∈{1, 2, . . . ,K} such that αk,∞, write the ordered disjoint integer partition
{k′ ∈{1, 2, . . . ,K}; αk′ ,αk, αk,∞} := {i(1)1, i(1)2, . . . , i(1)k1︸                    ︷︷                    ︸
k1
} ∪ · · · ∪ {i(s−2)1, i(s−2)2, . . . , i(s−2)ks−2︸                                  ︷︷                                  ︸
ks−2
}
∪ {i(s−1)1, i(s−1)2, . . . , i(s−1)ks−1︸                                  ︷︷                                  ︸
ks−1
}=
s−2⋃
q=1
{i(q)1, i(q)2, . . . , i(q)kq︸                    ︷︷                    ︸
kq
}
∪ {i(s−1)1, i(s−1)2, . . . , i(s−1)ks−1︸                                  ︷︷                                  ︸
ks−1
},
where 1 6 i(q)1 < i(q)2 < · · · < i(q)kq 6 K, q ∈ {1, 2, . . . , s−1}, {i( j)1, i( j)2, . . . , i( j)k j} ∩ {i(l)1, i(l)2, . . . , i(l)kl} = ∅ ∀
l, j ∈ {1, 2, . . . , s−1}, and #{k′ ∈ {1, 2, . . . ,K}; αk′ ,αk, αk ,∞}=∑s−1q=1 kq =K−γk, which induces, on the pole set
{α1, α2, . . . , αK}, the following disjoint ordering,
{αk′ , k′ ∈{1, 2, . . . ,K}; αk′ ,αk, αk,∞} := {αi(1)1 , αi(1)2 , . . . , αi(1)k1︸                      ︷︷                      ︸
k1
} ∪ · · · ∪ {αi(s−2)1 , αi(s−2)2 , . . . , αi(s−2)ks−2︸                               ︷︷                               ︸
ks−2
}
∪ {αi(s−1)1 , αi(s−1)2 , . . . , αi(s−1)ks−1︸                               ︷︷                               ︸
ks−1
}=
s−2⋃
q=1
{αi(q)1 , αi(q)2 , . . . , αi(q)kq︸                      ︷︷                      ︸
kq
}
∪ {αi(s−1)1 , αi(s−1)2 , . . . , αi(s−1)ks−1︸                               ︷︷                               ︸
ks−1
},
with αi(q)1 ≺αi(q)2 ≺ · · · ≺ αi(q)kq , where, as above, the notation a≺ b means ‘a precedes b’ or ‘a is to the left of b’,
and {αi( j)1 , αi( j)2 , . . . , αi( j)k j } ∩ {αi(l)1 , αi(l)2 , . . . , αi(l)kl }=∅ ∀ l, j∈{1, 2, . . . , s−1}, such that 24
αi(q)1 =αi(q)2 = · · ·=αi(q)kq (,∞), q=1, 2, . . . , s−2,
αi(s−1)1 =αi(s−1)2 = · · ·=αi(s−1)ks−1 =∞,
#{αi(q)1 , αi(q)2 , . . . , αi(q)kq }=kq, q=1, 2, . . . , s−1.
In order to illustrate this notation, consider the K =7 pole set {α1, α2, α3, α4, α5, α6, α7}= {0, 1,∞, 1,
√
2, π,∞} for
which s=5 and αk,∞, k=1, 2, 4, 5, 6:
22Strictly speaking, rˆ j= rˆ j(n, k), tˆ j= tˆ j(n, k), j=0, 1, . . . , (n−1)K+k−1, and tˆ(n−1)K+k= tˆ(n−1)K+k(n, k)=1.
23In this context, error termmeans that, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk =∞, Êµ(z)=z→αpq O((z−αpq )
2κnkk˜q ), q=1, 2, . . . , s−1,
and Êµ(z)=z→αk O(z−(2κnk+1)).
24If all the poles are distinct, that is, αi , α j ∀ i , j ∈ {1, 2, . . . ,K}, then, for k ∈ {1, 2, . . . , K} such that αk ,∞, {k′ ∈ {1, 2, . . . , K}; αk′ ,
αk, αk , ∞} is the ordered disjoint union of singletons, that is, ∪K−1q=1 {i(q)kq }, with kq = 1, q = 1, 2, . . . , K − 1, 1 6 i(1)1 < i(2)1 < · · · <
i(K −1)1 6 K, and {i(q)kq } ∩ {i(r)kr } = ∅ ∀ q , r ∈ {1, 2, . . . , K−1}, which induces, on the pole set {α1, α2 , . . . , αK }, the following disjoint
ordering, {αk′ , k′ ∈ {1, 2, . . . , K}; αk′ , αk , αk ,∞} := ∪K−1q=1 {αi(q)kq } = ∪K−2q=1 {αi(q)kq } ∪ {αi(K−1)kK−1 }, where αi(q)kq ,∞, q = 1, 2, . . . , K−2, and
αi(K−1)kK−1 =∞, with αi(1)1 ≺αi(2)1 ≺ · · · ≺αi(K−1)1 , #{αi(q)kq }= kq = 1, q= 1, 2, . . . , K−1, {αi(q)kq } ∩ {αi(r)kr }=∅ ∀ q, r ∈ {1, 2, . . . , K−1}, and
#{αk′ , k′ ∈{1, 2, . . . ,K}; αk′ ,αk , αk,∞}=
∑K−1
q=1 kq=K−1.
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(i) k=1
{k′ ∈{1, 2, . . . , 7}; αk′ ,α1=0} = {2, 3, 4, 5, 6, 7}= {2, 4} ∪ {5} ∪ {6} ∪ {3, 7}
:= {i(1)1, i(1)k1} ∪ {i(2)k2} ∪ {i(3)k3} ∪ {i(4)1, i(4)k4} ⇒
k1=2, i(1)1=2, i(1)2=4, k2=1, i(2)1=5, k3=1, i(3)1=6, k4=2, i(4)1=3, i(4)2=7
(note that 1 6 i(1)1 < i(1)2 6 7, 1 6 i(2)1 6 7, 1 6 i(3)1 6 7, 1 6 i(4)1 < i(4)2 6 7, {i(1)1, i(1)2} ∩ {i(2)1} =
{i(1)1, i(1)2} ∩ {i(3)1} = {i(1)1, i(1)2} ∩ {i(4)1, i(4)2} = {i(2)1} ∩ {i(3)1} = {i(2)1} ∩ {i(4)1, i(4)2} = {i(3)1} ∩
{i(4)1, i(4)2}=∅, and #{k′∈{1, 2, . . . , 7}; αk′ ,α1=0}=∑4q=1 kq=2+1+1+2 =6=K−γ1=7−1), which induces
the ordering (on the ‘residual’ pole set)
{αk′ , k′ ∈{1, 2, . . . , 7}; αk′ ,α1=0} := {αi(1)1 , αi(1)k1 } ∪ {αi(2)k2 } ∪ {αi(3)k3 } ∪ {αi(4)1 , αi(4)k4 }
= {α2, α4} ∪ {α5} ∪ {α6} ∪ {α3, α7}= {1, 1} ∪ {
√
2} ∪ {π} ∪ {∞,∞}
(note that αi(1)1 ≺ αi(1)2 , αi(4)1 ≺ αi(4)2 , {αi(1)1 , αi(1)2 } ∩ {αi(2)1 } = {αi(1)1 , αi(1)2 } ∩ {αi(3)1 } = {αi(1)1 , αi(1)2 } ∩
{αi(4)1 , αi(4)2 }= {αi(2)1 } ∩ {αi(3)1 }= {αi(2)1 } ∩ {αi(4)1 , αi(4)2 }= {αi(3)1 } ∩ {αi(4)1 , αi(4)2 }=∅, #{αi(1)1 , αi(1)2 }= k1 = 2,
#{αi(2)1 }=k2=1, #{αi(3)1 }=k3=1, and #{αi(4)1 , αi(4)2 }=k4=2);
(ii) k=2
{k′ ∈{1, 2, . . . , 7}; αk′ ,α2=1} = {1, 3, 5, 6, 7}= {1} ∪ {5} ∪ {6} ∪ {3, 7}
:= {i(1)k1} ∪ {i(2)k2} ∪ {i(3)k3} ∪ {i(4)1, i(4)k4} ⇒
k1=1, i(1)1=1, k2=1, i(2)1=5, k3=1, i(3)1=6, k4=2, i(4)1=3, i(4)2=7
(note that 1 6 i(1)1 6 7, 1 6 i(2)1 6 7, 1 6 i(3)1 6 7, 1 6 i(4)1 < i(4)2 6 7, {i(1)1} ∩ {i(2)1} = {i(1)1} ∩
{i(3)1} = {i(1)1} ∩ {i(4)1, i(4)2} = {i(2)1} ∩ {i(3)1} = {i(2)1} ∩ {i(4)1, i(4)2} = {i(3)1} ∩ {i(4)1, i(4)2} = ∅, and
#{k′ ∈{1, 2, . . . , 7}; αk′ ,α2=1}=∑4q=1 kq=1+1+1+2 =5=K−γ2=7−2), which induces the ordering (on the
‘residual’ pole set)
{αk′ , k′∈{1, 2, . . . , 7}; αk′ ,α2=1} := {αi(1)k1 } ∪ {αi(2)k2 } ∪ {αi(3)k3 } ∪ {αi(4)1 , αi(4)k4 }
= {α1} ∪ {α5} ∪ {α6} ∪ {α3, α7}= {0} ∪ {
√
2} ∪ {π} ∪ {∞,∞}
(note that αi(4)1 ≺ αi(4)2 , {αi(1)1 } ∩ {αi(2)1 } = {αi(1)1 } ∩ {αi(3)1 } = {αi(1)1 } ∩ {αi(4)1 , αi(4)2 } = {αi(2)1 } ∩ {αi(3)1 } =
{αi(2)1 } ∩ {αi(4)1 , αi(4)2 }= {αi(3)1 } ∩ {αi(4)1 , αi(4)2 }=∅, #{αi(1)1 }= k1 = 1, #{αi(2)1 }= k2 = 1, #{αi(3)1 }= k3 = 1, and
#{αi(4)1 , αi(4)2 }=k4=2);
(iii) k=4
{k′ ∈{1, 2, . . . , 7}; αk′ ,α4=1} = {1, 3, 5, 6, 7}= {1} ∪ {5} ∪ {6} ∪ {3, 7}
:= {i(1)k1} ∪ {i(2)k2} ∪ {i(3)k3} ∪ {i(4)1, i(4)k4} ⇒
k1=1, i(1)1=1, k2=1, i(2)1=5, k3=1, i(3)1=6, k4=2, i(4)1=3, i(4)2=7
(note that 1 6 i(1)1 6 7, 1 6 i(2)1 6 7, 1 6 i(3)1 6 7, 1 6 i(4)1 < i(4)2 6 7, {i(1)1} ∩ {i(2)1} = {i(1)1} ∩
{i(3)1} = {i(1)1} ∩ {i(4)1, i(4)2} = {i(2)1} ∩ {i(3)1} = {i(2)1} ∩ {i(4)1, i(4)2} = {i(3)1} ∩ {i(4)1, i(4)2} = ∅, and
#{k′ ∈{1, 2, . . . , 7}; αk′ ,α4=1}=∑4q=1 kq=1+1+1+2 =5=K−γ4=7−2), which induces the ordering (on the
‘residual’ pole set)
{αk′ , k′∈{1, 2, . . . , 7}; αk′ ,α4=1} := {αi(1)k1 } ∪ {αi(2)k2 } ∪ {αi(3)k3 } ∪ {αi(4)1 , αi(4)k4 }
= {α1} ∪ {α5} ∪ {α6} ∪ {α3, α7}= {0} ∪ {
√
2} ∪ {π} ∪ {∞,∞}
(note that αi(4)1 ≺ αi(4)2 , {αi(1)1 } ∩ {αi(2)1 } = {αi(1)1 } ∩ {αi(3)1 } = {αi(1)1 } ∩ {αi(4)1 , αi(4)2 } = {αi(2)1 } ∩ {αi(3)1 } =
{αi(2)1 } ∩ {αi(4)1 , αi(4)2 }= {αi(3)1 } ∩ {αi(4)1 , αi(4)2 }=∅, #{αi(1)1 }= k1 = 1, #{αi(2)1 }= k2 = 1, #{αi(3)1 }= k3 = 1, and
#{αi(4)1 , αi(4)2 }=k4=2);
(iv) k=5
{k′ ∈{1, 2, . . . , 7}; αk′ ,α5=
√
2} = {1, 2, 3, 4, 6, 7}= {1} ∪ {2, 4} ∪ {6} ∪ {3, 7}
:= {i(1)k1} ∪ {i(2)1, i(2)k2} ∪ {i(3)k3} ∪ {i(4)1, i(4)k4} ⇒
k1=1, i(1)1=1, k2=2, i(2)1=2, i(2)2=4, k3=1, i(3)1=6, k4=2, i(4)1=3, i(4)2=7
(note that 16 i(1)167, 16 i(2)1< i(2)267, 16 i(3)167, 16 i(4)1< i(4)267, {i(1)1} ∩ {i(2)1, i(2)2}= {i(1)1} ∩
{i(3)1}= {i(1)1} ∩ {i(4)1, i(4)2}= {i(2)1, i(2)2} ∩ {i(3)1}= {i(2)1, i(2)2} ∩ {i(4)1, i(4)2}= {i(3)1} ∩ {i(4)1, i(4)2}=∅,
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and #{k′ ∈{1, 2, . . . , 7}; αk′ ,α5=
√
2}=∑4q=1 kq=1+2+1+2 =6=K−γ5=7−1), which induces the ordering
(on the ‘residual’ pole set)
{αk′ , k′ ∈{1, 2, . . . , 7}; αk′ ,α5=
√
2} := {αi(1)k1 } ∪ {αi(2)1 , αi(2)k2 } ∪ {αi(3)k3 } ∪ {αi(4)1 , αi(4)k4 }
= {α1} ∪ {α2, α4} ∪ {α6} ∪ {α3, α7}= {0} ∪ {1, 1} ∪ {π} ∪ {∞,∞}
(note that αi(2)1 ≺ αi(2)2 , αi(4)1 ≺ αi(4)2 , {αi(1)1 } ∩ {αi(2)1 , αi(2)2 } = {αi(1)1 } ∩ {αi(3)1 } = {αi(1)1 } ∩ {αi(4)1 , αi(4)2 } =
{αi(2)1 , αi(2)2 } ∩ {αi(3)1 } = {αi(2)1 , αi(2)2 } ∩ {αi(4)1 , αi(4)2 } = {αi(3)1 } ∩ {αi(4)1 , αi(4)2 } = ∅, #{αi(1)1 } = k1 = 1,
#{αi(2)1 , αi(2)2 }=k2=2, #{αi(3)1 }=k3=1, and #{αi(4)1 , αi(4)2 }=k4=2);
(v) k=6
{k′ ∈{1, 2, . . . , 7}; αk′ ,α6=π} = {1, 2, 3, 4, 5, 7}= {1} ∪ {2, 4} ∪ {5} ∪ {3, 7}
:= {i(1)k1} ∪ {i(2)1, i(2)k2} ∪ {i(3)k3} ∪ {i(4)1, i(4)k4} ⇒
k1=1, i(1)1=1, k2=2, i(2)1=2, i(2)2=4, k3=1, i(3)1=5, k4=2, i(4)1=3, i(4)2=7
(note that 16 i(1)167, 16 i(2)1< i(2)267, 16 i(3)167, 16 i(4)1< i(4)267, {i(1)1} ∩ {i(2)1, i(2)2}= {i(1)1} ∩
{i(3)1}= {i(1)1} ∩ {i(4)1, i(4)2}= {i(2)1, i(2)2} ∩ {i(3)1}= {i(2)1, i(2)2} ∩ {i(4)1, i(4)2}= {i(3)1} ∩ {i(4)1, i(4)2}=∅,
and #{k′ ∈ {1, 2, . . . , 7}; αk′ ,α6 = π}=∑4q=1 kq = 1+2+1+2 = 6=K−γ6= 7−1), which induces the ordering
(on the ‘residual’ pole set)
{αk′ , k′ ∈{1, 2, . . . , 7}; αk′ ,α6=π} := {αi(1)k1 } ∪ {αi(2)1 , αi(2)k2 } ∪ {αi(3)k3 } ∪ {αi(4)1 , αi(4)k4 }
= {α1} ∪ {α2, α4} ∪ {α5} ∪ {α3, α7}= {0} ∪ {1, 1} ∪ {
√
2} ∪ {∞,∞}
(note that αi(2)1 ≺ αi(2)2 , αi(4)1 ≺ αi(4)2 , {αi(1)1 } ∩ {αi(2)1 , αi(2)2 } = {αi(1)1 } ∩ {αi(3)1 } = {αi(1)1 } ∩ {αi(4)1 , αi(4)2 } =
{αi(2)1 , αi(2)2 } ∩ {αi(3)1 } = {αi(2)1 , αi(2)2 } ∩ {αi(4)1 , αi(4)2 } = {αi(3)1 } ∩ {αi(4)1 , αi(4)2 } = ∅, #{αi(1)1 } = k1 = 1,
#{αi(2)1 , αi(2)2 }=k2=2, #{αi(3)1 }=k3=1, and #{αi(4)1 , αi(4)2 }=k4=2).
This concludes the example.
For k∈{1, 2, . . . ,K} such that αk,∞, let (recall Definition 1.2.2)
Jˆq(k) := {ind{i(q)1, i(q)2, . . . , i(q)kq |k}}, q=1, 2, . . . , s−1 :
if, for a given index set {i(q)1, i(q)2, . . . , i(q)kq}, q = 1, 2, . . . , s−1, there does not exist a positive integer ˜ 25 such
that ˜= ind{i(q)1, i(q)2, . . . , i(q)kq |k}, then put Jˆq(k)=∅; otherwise, denote by mˆq(k), q∈{1, 2, . . . , s−1}, the unique
element of the (non-empty) set Jˆq(k).26 For n ∈ N and k ∈ {1, 2, . . . ,K} such that αk , ∞, set, with the above
orderings and definitions,
κnkk˜q :=
{
(n−1)γi(q)kq , Jˆq(k)=∅, q∈{1, 2, . . . , s−2},
(n−1)γmˆq(k)+̺mˆq(k), Jˆq(k),∅, q∈{1, 2, . . . , s−2},
κ∞
nkk˜s−1
:=
{
(n−1)γi(s−1)ks−1 , Jˆs−1(k)=∅,
(n−1)γmˆs−1(k)+̺mˆs−1(k), Jˆs−1(k),∅,
where κnkk˜q (resp., κ
∞
nkk˜s−1
) : N × {1, 2, . . . ,K}→N0, q=1, 2, . . . , s−2, is the residual multiplicity of the pole αi(q)kq
(resp., the point at infinity αi(s−1)ks−1 =∞), with αi(q)kq ,αk and αi(q)kq ,∞, in the repeated pole sequence
Pn,k := { 1α1, α2, . . . , αK︸           ︷︷           ︸
K
} ∪ · · · ∪ { n−1α1, α2, . . . , αK︸           ︷︷           ︸
K
} ∪ { nα1, α2, . . . , αk︸           ︷︷           ︸
k
},
that is, for n∈N and k∈{1, 2, . . . ,K} such that αk,∞, as all occurrences of the pole αk (,∞) are excised from the
repeated pole sequence Pn,k, where the multiplicity, or number of occurrences, of the pole αk is κnk= (n−1)γk+̺k,
one is left with the ‘residual’ pole set (via the above induced ordering on the poles, as one walks across the pole
sequence from left to right)
Pn,k \ {αk, αk, . . . , αk︸          ︷︷          ︸
κnk
} :=
s−2⋃
q=1
{αi(q)kq , αi(q)kq , . . . , αi(q)kq︸                       ︷︷                       ︸
κnkk˜q
} ∪ {αi(s−1)ks−1 , αi(s−1)ks−1 , . . . , αi(s−1)ks−1︸                                    ︷︷                                    ︸
κ∞
nkk˜s−1
}
25This positive integer, if it exists, depends not only on k, but on q, too; however, for notational simplicity, this additional q dependence is
also suppressed.
26Note that Jˆq(k) is either empty or a singleton.
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:= {αi(1)k1 , αi(1)k1 , . . . , αi(1)k1︸                       ︷︷                       ︸
κnkk˜1
} ∪ · · · ∪ {αi(s−2)ks−2 , αi(s−2)ks−2 , . . . , αi(s−2)ks−2︸                                    ︷︷                                    ︸
κnkk˜s−2
}
∪ {∞,∞, . . . ,∞︸         ︷︷         ︸
κ∞
nkk˜s−1
},
where the number of times the pole αi(q)kq (with αi(q)kq , αk and αi(q)kq , ∞) occurs is (its multiplicity) κnkk˜q ,
q = 1, 2, . . . , s−2, and the number of times the pole (the point at infinity) αi(s−1)ks−1 = ∞ (, αk) occurs is (its
multiplicity) κ∞
nkk˜s−1
.27
For n∈N and k∈{1, 2, . . . ,K} such that αk,∞, a counting-of-residual-multiplicities argument gives rise to the
following ordered sum formula:
s−2∑
q=1
κnkk˜q+κ
∞
nkk˜s−1
:=κnkk˜1+· · ·+κnkk˜s−2+κ∞nkk˜s−1 = (n−1)K+k−κnk, (23)
whence
∑s−2
q=1 κnkk˜q+κ
∞
nkk˜s−1
+κnk= (n−1)K+k.
In order to illustrate the latter notation, consider, again, the K = 7 pole set {α1, α2, α3, α4, α5, α6, α7} =
{0, 1,∞, 1,
√
2, π,∞} for which s=5 and αk,∞, k=1, 2, 4, 5, 6:
(i) k=1
Jˆ1(1) := {ind{i(1)1, i(1)k1 |1}}= {ind{2, 4|1}}=∅,
Jˆ2(1) := {ind{i(2)k2 |1}}= {ind{5|1}}=∅,
Jˆ3(1) := {ind{i(3)k3 |1}}= {ind{6|1}}=∅,
Jˆ4(1) := {ind{i(4)1, i(4)k4 |1}}= {ind{3, 7|1}}=∅,
hence
κn1k˜1 = (n−1)γi(1)k1 = (n−1)γ4=2(n−1),
κn1k˜2 = (n−1)γi(2)k2 = (n−1)γ5=n−1,
κn1k˜3 = (n−1)γi(3)k3 = (n−1)γ6=n−1,
κ∞
n1k˜4
= (n−1)γi(4)k4 = (n−1)γ7=2(n−1),
that is, as one moves from left to right across the repeated pole sequence
Pn,1 = { 1α1, α2, . . . , α7︸           ︷︷           ︸
7
} ∪ · · · ∪ { n−1α1, α2, . . . , α7︸           ︷︷           ︸
7
} ∪ { nα1︸︷︷︸
1
}
= {
1
0, 1,∞, 1,
√
2, π,∞︸                  ︷︷                  ︸
7
} ∪ · · · ∪ {
n−1
0, 1,∞, 1,
√
2, π,∞︸                  ︷︷                  ︸
7
} ∪ {
n
0︸︷︷︸
1
}
and removes all occurrences of the pole α1=0, which occurs κn1= (n−1)γ1+̺1= (n−1)+1=n times, one is
left with the residual pole set (via the above induced ordering)
Pn,1 \ {α1, α1, . . . , α1︸           ︷︷           ︸
κn1
}=Pn,1 \ {0, 0, . . . , 0︸      ︷︷      ︸
n
} :=
3⋃
q=1
{αi(q)kq , αi(q)kq , . . . , αi(q)kq︸                       ︷︷                       ︸
κn1k˜q
} ∪ {αi(4)k4 , αi(4)k4 , . . . , αi(4)k4︸                       ︷︷                       ︸
κ∞
n1k˜4
}
:= {αi(1)k1 , αi(1)k1 , . . . , αi(1)k1︸                       ︷︷                       ︸
κn1k˜1
} ∪ {αi(2)k2 , αi(2)k2 , . . . , αi(2)k2︸                       ︷︷                       ︸
κn1k˜2
}
∪ {αi(3)k3 , αi(3)k3 , . . . , αi(3)k3︸                       ︷︷                       ︸
κn1k˜3
} ∪ {αi(4)k4 , αi(4)k4 , . . . , αi(4)k4︸                       ︷︷                       ︸
κ∞
n1k˜4
}
27Note: for n= 1 and k ∈ {1, 2, . . . , K} such that αk ,∞, it can happen that κ1kk˜q = 0, q ∈ {1, 2, . . . , s−2}, and κ∞1kk˜s−1 = 0, in which case, one
defines, {αi(q′)kq′ , αi(q′)kq′ , . . . , αi(q′)kq′ } := ∅, q
′ ∈ {1, 2, . . . , s−1}; however, for (N ∋) n > 2 and k ∈ {1, 2, . . . , K} such that αk ,∞, κnkk˜q > 1,
q∈{1, 2, . . . , s−2}, and κ∞
nkk˜s−1
>1.
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= {1, 1, . . . , 1︸      ︷︷      ︸
2(n−1)
} ∪ {
√
2,
√
2, . . . ,
√
2︸               ︷︷               ︸
n−1
} ∪ {π, π, . . . , π︸      ︷︷      ︸
n−1
} ∪ {∞,∞, . . . ,∞︸         ︷︷         ︸
2(n−1)
},
where the number of times the pole αi(1)k1 = 1 (, α1 = 0) occurs is κn1k˜1 = 2(n−1), the number of times the
pole αi(2)k2 =
√
2 (,α1=0) occurs is κn1k˜2 =n−1, the number of times the pole αi(3)k3 =π (,α1=0) occurs is
κn1k˜3 = n−1, and the number of times the pole αi(4)k4 =∞ (,α1 = 0) occurs is κ∞n1k˜4 = 2(n−1).
28 In this case,
the ordered sum formula reads
3∑
q=1
κn1k˜q+κ
∞
n1k˜4
:=κn1k˜1+κn1k˜2+κn1k˜3+κ
∞
n1k˜4
=2(n−1)+(n−1)+(n−1)+2(n−1)=6(n−1),
whence
∑3
q=1 κn1k˜q+κ
∞
n1k˜4
+κn1=6(n−1)+n=7(n−1)+1;
(ii) k=2
Jˆ1(2) := {ind{i(1)k1 |2}}= {ind{1|2}}= {1} ⇒ mˆ1(2)=1,
Jˆ2(2) := {ind{i(2)k2 |2}}= {ind{5|2}}=∅,
Jˆ3(2) := {ind{i(3)k3 |2}}= {ind{6|2}}=∅,
Jˆ4(2) := {ind{i(4)1, i(4)k4 |2}}= {ind{3, 7|2}}=∅,
hence
κn2k˜1 = (n−1)γmˆ1(2)+̺mˆ1(2)= (n−1)γ1+̺1= (n−1)+1=n,
κn2k˜2 = (n−1)γi(2)k2 = (n−1)γ5=n−1,
κn2k˜3 = (n−1)γi(3)k3 = (n−1)γ6=n−1,
κ∞
n2k˜4
= (n−1)γi(4)k4 = (n−1)γ7=2(n−1),
that is, as one moves from left to right across the repeated pole sequence
Pn,2 = { 1α1, α2, . . . , α7︸           ︷︷           ︸
7
} ∪ · · · ∪ { n−1α1, α2, . . . , α7︸           ︷︷           ︸
7
} ∪ { nα1, α2︸︷︷︸
2
}
= {
1
0, 1,∞, 1,
√
2, π,∞︸                  ︷︷                  ︸
7
} ∪ · · · ∪ {
n−1
0, 1,∞, 1,
√
2, π,∞︸                  ︷︷                  ︸
7
} ∪ {
n
0, 1︸︷︷︸
2
}
and removes all occurrences of the pole α2 =1, which occurs κn2 = (n−1)γ2+̺2 =2(n−1)+1=2n−1 times,
one is left with the residual pole set (via the above induced ordering)
Pn,2 \ {α2, α2, . . . , α2︸           ︷︷           ︸
κn2
}=Pn,2 \ {1, 1, . . . , 1︸      ︷︷      ︸
2n−1
} :=
3⋃
q=1
{αi(q)kq , αi(q)kq , . . . , αi(q)kq︸                       ︷︷                       ︸
κn2k˜q
} ∪ {αi(4)k4 , αi(4)k4 , . . . , αi(4)k4︸                       ︷︷                       ︸
κ∞
n2k˜4
}
:= {αi(1)k1 , αi(1)k1 , . . . , αi(1)k1︸                       ︷︷                       ︸
κn2k˜1
} ∪ {αi(2)k2 , αi(2)k2 , . . . , αi(2)k2︸                       ︷︷                       ︸
κn2k˜2
}
∪ {αi(3)k3 , αi(3)k3 , . . . , αi(3)k3︸                       ︷︷                       ︸
κn2k˜3
} ∪ {αi(4)k4 , αi(4)k4 , . . . , αi(4)k4︸                       ︷︷                       ︸
κ∞
n2k˜4
}
= {0, 0, . . . , 0︸      ︷︷      ︸
n
} ∪ {
√
2,
√
2, . . . ,
√
2︸               ︷︷               ︸
n−1
} ∪ {π, π, . . . , π︸      ︷︷      ︸
n−1
} ∪ {∞,∞, . . . ,∞︸         ︷︷         ︸
2(n−1)
},
where the number of times the pole αi(1)k1 = 0 (, α2 = 1) occurs is κn2k˜1 = n, the number of times the pole
αi(2)k2 =
√
2 (, α2 = 1) occurs is κn2k˜2 = n−1, the number of times the pole αi(3)k3 = π (, α2 = 1) occurs is
28Note: for n=1, since κ11k˜1 =κ11k˜2 =κ11k˜3 =κ
∞
11k˜4
=0, one sets, as per the convention above, {αi(q)kq , αi(q)kq , . . . , αi(q)kq } :=∅, q=1, 2, 3, 4, in
which case, as κ11=̺1=1, P1,1 \ {α1}=P1,1 \ {0}=∅ ∪ ∅ ∪ ∅ ∪ ∅=∅.
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κn2k˜3 = n−1, and the number of times the pole αi(4)k4 =∞ (,α2 = 1) occurs is κ∞n2˜k4 = 2(n−1).
29 In this case,
the ordered sum formula reads
3∑
q=1
κn2k˜q+κ
∞
n2k˜4
:=κn2k˜1+κn2k˜2+κn2k˜3+κ
∞
n2k˜4
=n+(n−1)+(n−1)+2(n−1)=5n−4,
whence
∑3
q=1 κn2k˜q+κ
∞
n2k˜4
+κn2= (5n−4)+(2n−1)=7(n−1)+2;
(iii) k=4
Jˆ1(4) := {ind{i(1)k1 |4}}= {ind{1|4}}= {1} ⇒ mˆ1(4)=1,
Jˆ2(4) := {ind{i(2)k2 |4}}= {ind{5|4}}=∅,
Jˆ3(4) := {ind{i(3)k3 |4}}= {ind{6|4}}=∅,
Jˆ4(4) := {ind{i(4)1, i(4)k4 |4}}= {ind{3, 7|4}}= {3} ⇒ mˆ4(4)=3,
hence
κn4k˜1 = (n−1)γmˆ1(4)+̺mˆ1(4)= (n−1)γ1+̺1= (n−1)+1=n,
κn4k˜2 = (n−1)γi(2)k2 = (n−1)γ5=n−1,
κn4k˜3 = (n−1)γi(3)k3 = (n−1)γ6=n−1,
κ∞
n4k˜4
= (n−1)γmˆ4(4)+̺mˆ4(4)= (n−1)γ3+̺3=2(n−1)+1=2n−1,
that is, as one moves from left to right across the repeated pole sequence
Pn,4 = { 1α1, α2, . . . , α7︸           ︷︷           ︸
7
} ∪ · · · ∪ { n−1α1, α2, . . . , α7︸           ︷︷           ︸
7
} ∪ { nα1, α2, α3, α4︸          ︷︷          ︸
4
}
= {
1
0, 1,∞, 1,
√
2, π,∞︸                  ︷︷                  ︸
7
} ∪ · · · ∪ {
n−1
0, 1,∞, 1,
√
2, π,∞︸                  ︷︷                  ︸
7
} ∪ {
n
0, 1,∞, 1︸    ︷︷    ︸
4
}
and removes all occurrences of the pole α4=1, which occurs κn4= (n−1)γ4+̺4=2(n−1)+2=2n times, one
is left with the residual pole set (via the above induced ordering)
Pn,4 \ {α4, α4, . . . , α4︸           ︷︷           ︸
κn4
}=Pn,4 \ {1, 1, . . . , 1︸      ︷︷      ︸
2n
} :=
3⋃
q=1
{αi(q)kq , αi(q)kq , . . . , αi(q)kq︸                       ︷︷                       ︸
κn4k˜q
} ∪ {αi(4)k4 , αi(4)k4 , . . . , αi(4)k4︸                       ︷︷                       ︸
κ∞
n4k˜4
}
:= {αi(1)k1 , αi(1)k1 , . . . , αi(1)k1︸                       ︷︷                       ︸
κn4k˜1
} ∪ {αi(2)k2 , αi(2)k2 , . . . , αi(2)k2︸                       ︷︷                       ︸
κn4k˜2
}
∪ {αi(3)k3 , αi(3)k3 , . . . , αi(3)k3︸                       ︷︷                       ︸
κn4k˜3
} ∪ {αi(4)k4 , αi(4)k4 , . . . , αi(4)k4︸                       ︷︷                       ︸
κ∞
n4k˜4
}
= {0, 0, . . . , 0︸      ︷︷      ︸
n
} ∪ {
√
2,
√
2, . . . ,
√
2︸               ︷︷               ︸
n−1
} ∪ {π, π, . . . , π︸      ︷︷      ︸
n−1
} ∪ {∞,∞, . . . ,∞︸         ︷︷         ︸
2n−1
},
where the number of times the pole αi(1)k1 = 0 (, α4 = 1) occurs is κn4k˜1 = n, the number of times the pole
αi(2)k2 =
√
2 (, α4 = 1) occurs is κn4k˜2 = n−1, the number of times the pole αi(3)k3 = π (, α4 = 1) occurs is
κn4k˜3 =n−1, and the number of times the pole αi(4)k4 =∞ (,α4=1) occurs is κ∞n4k˜4 =2n−1.
30 In this case, the
ordered sum formula reads
3∑
q=1
κn4k˜q+κ
∞
n4k˜4
:=κn4k˜1+κn4k˜2+κn4k˜3+κ
∞
n4k˜4
=n+(n−1)+(n−1)+(2n−1)=5n−3,
whence
∑3
q=1 κn4k˜q+κ
∞
n4k˜4
+κn4= (5n−3)+2n=7(n−1)+4;
29Note: for n= 1, since κ12k˜2 = κ12k˜3 = κ
∞
12k˜4
= 0, one sets, as per the convention above, {αi(q)kq , αi(q)kq , . . . , αi(q)kq } :=∅, q= 2, 3, 4, in which
case, as κ12k˜1 =1 and κ12=̺2=1, P1,2 \ {α2}=P1,2 \ {1}= {0} ∪ ∅ ∪ ∅ ∪ ∅= {0}.
30Note: for n = 1, since κ14k˜2 = κ14k˜3 = 0, one sets, as per the convention above, {αi(q)kq , αi(q)kq , . . . , αi(q)kq } :=∅, q = 2, 3, in which case, as
κ14k˜1 =κ
∞
14k˜4
=1 and κ14=̺4=2, P1,4 \ {α4 , α4}=P1,4 \ {1, 1}= {0} ∪ ∅ ∪ ∅ ∪ {∞}= {0} ∪ {∞}.
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(iv) k=5
Jˆ1(5) := {ind{i(1)k1 |5}}= {ind{1|5}}= {1} ⇒ mˆ1(5)=1,
Jˆ2(5) := {ind{i(2)1, i(2)k2 |5}}= {ind{2, 4|5}}= {4} ⇒ mˆ2(5)=4,
Jˆ3(5) := {ind{i(3)k3 |5}}= {ind{6|5}}=∅,
Jˆ4(5) := {ind{i(4)1, i(4)k4 |5}}= {ind{3, 7|5}}= {3} ⇒ mˆ4(5)=3,
hence
κn5k˜1 = (n−1)γmˆ1(5)+̺mˆ1(5)= (n−1)γ1+̺1= (n−1)+1=n,
κn5k˜2 = (n−1)γmˆ2(5)+̺mˆ2(5)= (n−1)γ4+̺4=2(n−1)+2=2n,
κn5k˜3 = (n−1)γi(3)k3 = (n−1)γ6=n−1,
κ∞
n5k˜4
= (n−1)γmˆ4(5)+̺mˆ4(5)= (n−1)γ3+̺3=2(n−1)+1=2n−1,
that is, as one moves from left to right across the repeated pole sequence
Pn,5 = { 1α1, α2, . . . , α7︸           ︷︷           ︸
7
} ∪ · · · ∪ { n−1α1, α2, . . . , α7︸           ︷︷           ︸
7
} ∪ { nα1, α2, α3, α4, α5︸               ︷︷               ︸
5
}
= {
1
0, 1,∞, 1,
√
2, π,∞︸                  ︷︷                  ︸
7
} ∪ · · · ∪ {
n−1
0, 1,∞, 1,
√
2, π,∞︸                  ︷︷                  ︸
7
} ∪ {
n
0, 1,∞, 1,
√
2︸          ︷︷          ︸
5
}
and removes all occurrences of the pole α5=
√
2, which occurs κn5 = (n−1)γ5+̺5= (n−1)+1=n times, one
is left with the residual pole set (via the above induced ordering)
Pn,5 \ {α5, α5, . . . , α5︸           ︷︷           ︸
κn5
}=Pn,5 \ {
√
2,
√
2, . . . ,
√
2︸               ︷︷               ︸
n
} :=
3⋃
q=1
{αi(q)kq , αi(q)kq , . . . , αi(q)kq︸                       ︷︷                       ︸
κn5k˜q
} ∪ {αi(4)k4 , αi(4)k4 , . . . , αi(4)k4︸                       ︷︷                       ︸
κ∞
n5k˜4
}
:= {αi(1)k1 , αi(1)k1 , . . . , αi(1)k1︸                       ︷︷                       ︸
κn5k˜1
} ∪ {αi(2)k2 , αi(2)k2 , . . . , αi(2)k2︸                       ︷︷                       ︸
κn5k˜2
}
∪ {αi(3)k3 , αi(3)k3 , . . . , αi(3)k3︸                       ︷︷                       ︸
κn5k˜3
} ∪ {αi(4)k4 , αi(4)k4 , . . . , αi(4)k4︸                       ︷︷                       ︸
κ∞
n5k˜4
}
= {0, 0, . . . , 0︸      ︷︷      ︸
n
} ∪ {1, 1, . . . , 1︸      ︷︷      ︸
2n
} ∪ {π, π, . . . , π︸      ︷︷      ︸
n−1
} ∪ {∞,∞, . . . ,∞︸         ︷︷         ︸
2n−1
},
where the number of times the pole αi(1)k1 = 0 (,α5 =
√
2) occurs is κn5k˜1 = n, the number of times the pole
αi(2)k2 = 1 (, α5 =
√
2) occurs is κn5k˜2 = 2n, the number of times the pole αi(3)k3 = π (, α5 =
√
2) occurs is
κn5k˜3 = n−1, and the number of times the pole αi(4)k4 =∞ (,α5 =
√
2) occurs is κ∞
n5k˜4
= 2n−1.31 In this case,
the ordered sum formula reads
3∑
q=1
κn5k˜q+κ
∞
n5k˜4
:=κn5k˜1+κn5k˜2+κn5k˜3+κ
∞
n5k˜4
=n+2n+(n−1)+(2n−1)=6n−2,
whence
∑3
q=1 κn5k˜q+κ
∞
n5k˜4
+κn5= (6n−2)+n=7(n−1)+5;
(v) k=6
Jˆ1(6) := {ind{i(1)k1 |6}}= {ind{1|6}}= {1} ⇒ mˆ1(6)=1,
Jˆ2(6) := {ind{i(2)1, i(2)k2 |6}}= {ind{2, 4|6}}= {4} ⇒ mˆ2(6)=4,
Jˆ3(6) := {ind{i(3)k3 |6}}= {ind{5|6}}= {5} ⇒ mˆ3(6)=5,
Jˆ4(6) := {ind{i(4)1, i(4)k4 |6}}= {ind{3, 7|6}}= {3} ⇒ mˆ4(6)=3,
31Note: for n= 1, since κ15k˜3 = 0, one sets, as per the convention above, {αi(q)kq , αi(q)kq , . . . , αi(q)kq } :=∅, q= 3, in which case, as κ15k˜1 = 1,
κ15k˜2 =2, κ
∞
15k˜4
=1, and κ15=̺5=1, P1,5 \ {α5}=P1,5 \ {
√
2}= {0} ∪ {1, 1} ∪ ∅ ∪ {∞}= {0} ∪ {1, 1} ∪ {∞}.
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hence
κn6k˜1 = (n−1)γmˆ1(6)+̺mˆ1(6)= (n−1)γ1+̺1= (n−1)+1=n,
κn6k˜2 = (n−1)γmˆ2(6)+̺mˆ2(6)= (n−1)γ4+̺4=2(n−1)+2=2n,
κn6k˜3 = (n−1)γmˆ3(6)+̺mˆ3(6)= (n−1)γ5+̺5= (n−1)+1=n,
κ∞
n6k˜4
= (n−1)γmˆ4(6)+̺mˆ4(6)= (n−1)γ3+̺3=2(n−1)+1=2n−1,
that is, as one moves from left to right across the repeated pole sequence
Pn,6 = { 1α1, α2, . . . , α7︸           ︷︷           ︸
7
} ∪ · · · ∪ { n−1α1, α2, . . . , α7︸           ︷︷           ︸
7
} ∪ { nα1, α2, α3, α4, α5, α6︸                   ︷︷                   ︸
6
}
= {
1
0, 1,∞, 1,
√
2, π,∞︸                  ︷︷                  ︸
7
} ∪ · · · ∪ {
n−1
0, 1,∞, 1,
√
2, π,∞︸                  ︷︷                  ︸
7
} ∪ {
n
0, 1,∞, 1,
√
2, π︸             ︷︷             ︸
6
}
and removes all occurrences of the pole α6=π, which occurs κn6= (n−1)γ6+̺6= (n−1)+1=n times, one is
left with the residual pole set (via the above induced ordering)
Pn,6 \ {α6, α6, . . . , α6︸           ︷︷           ︸
κn6
}=Pn,6 \ {π, π, . . . , π︸      ︷︷      ︸
n
} :=
3⋃
q=1
{αi(q)kq , αi(q)kq , . . . , αi(q)kq︸                       ︷︷                       ︸
κn6k˜q
} ∪ {αi(4)k4 , αi(4)k4 , . . . , αi(4)k4︸                       ︷︷                       ︸
κ∞
n6k˜4
}
:= {αi(1)k1 , αi(1)k1 , . . . , αi(1)k1︸                       ︷︷                       ︸
κn6k˜1
} ∪ {αi(2)k2 , αi(2)k2 , . . . , αi(2)k2︸                       ︷︷                       ︸
κn6k˜2
}
∪ {αi(3)k3 , αi(3)k3 , . . . , αi(3)k3︸                       ︷︷                       ︸
κn6k˜3
} ∪ {αi(4)k4 , αi(4)k4 , . . . , αi(4)k4︸                       ︷︷                       ︸
κ∞
n6k˜4
}
= {0, 0, . . . , 0︸      ︷︷      ︸
n
} ∪ {1, 1, . . . , 1︸      ︷︷      ︸
2n
} ∪ {
√
2,
√
2, . . . ,
√
2︸               ︷︷               ︸
n
} ∪ {∞,∞, . . . ,∞︸         ︷︷         ︸
2n−1
},
where the number of times the pole αi(1)k1 = 0 (, α6 = π) occurs is κn6k˜1 = n, the number of times the pole
αi(2)k2 = 1 (, α6 = π) occurs is κn6k˜2 = 2n, the number of times the pole αi(3)k3 =
√
2 (, α6 = π) occurs is
κn6k˜3 = n, and the number of times the pole αi(4)k4 =∞ (, α6 = π) occurs is κ∞n6k˜4 = 2n−1.
32 In this case, the
ordered sum formula reads
3∑
q=1
κn6k˜q+κ
∞
n6k˜4
:=κn6k˜1+κn6k˜2+κn6k˜3+κ
∞
n6k˜4
=n+2n+n+(2n−1)=6n−1,
whence
∑3
q=1 κn6k˜q+κ
∞
n6k˜4
+κn6= (6n−1)+n=7(n−1)+6.
This concludes the example.
For simplicity of notation, set, hereafter,
αi(q)kq :=αpq (,∞), q=1, 2, . . . , s−2, αi(s−1)ks−1 :=αps−1 (=∞), q=s−1.
The next subset in this ordering contains all positive integers, from 1 to k, corresponding to the pole αk (,∞).
For k∈{1, 2, . . . ,K} such that αk,∞, write the ordered disjoint integer partition
{k′ ∈{1, 2, . . . ,K}; k′6k, αk′ =αk,∞} := {i(s)1, i(s)2, . . . , i(s)ks︸                   ︷︷                   ︸
ks
},
with i(s)ks = k, 1 6 i(s)1 < i(s)2 < · · · < i(s)ks 6 K, #{i(s)1, i(s)2, . . . , i(s)ks} = ks (= κ1i(s)ks = κ1k = ̺i(s)ks ) = ̺k, and{i( j)1, i( j)2, . . . , i( j)k j } ∩ {i(s)1, i(s)2, . . . , i(s)ks} =∅, j = 1, 2, . . . , s−1, which induces, by the above definition, the
following pole ordering,
{αk′ , k′ ∈{1, 2, . . . ,K}; k′6k, αk′ =αk,∞} := {αi(s)1 , αi(s)2 , . . . , αi(s)ks︸                     ︷︷                     ︸
ks
},
32Note: for n=1, as κ16k˜1 =1, κ16k˜2 =2, κ16k˜3 =1, κ
∞
16˜k4
=1, and κ16=̺6=1, it follows that P1,6 \ {α6}=P1,6 \ {π}= {0} ∪ {1, 1} ∪ {
√
2} ∪ {∞}.
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with αi(s)ks = αk (, ∞), αi(s)1 ≺ αi(s)2 ≺ · · · ≺ αi(s)ks , and {αi( j)1 , αi( j)2 , . . . , αi( j)k j } ∩ {αi(s)1 , αi(s)2 , . . . , αi(s)ks } = ∅,
j=1, 2, . . . , s−1, such that
αi(s)1 =αi(s)2 = · · ·=αi(s)ks =αk=:αps ,∞, #{αi(s)1 , αi(s)2 , . . . , αi(s)ks }=ks=̺k.
For (N∋) n>2 and k∈{1, 2, . . . ,K} such that αk,∞,
#{αi(s)ks , αi(s)ks , . . . , αi(s)ks }=κni(s)ks =κnk= (n−1)γk+̺k,
that is, as one moves from left to right across the repeated pole sequence Pn,k and removes the residual pole set
(cf. the discussion above) {αk′ , k′ ∈ {1, 2, . . . ,K}; αk′ ,αk, αk ,∞}, one is left with the set (via the above induced
ordering) that consists of all occurrences of the pole αk,∞, which occurs κnk= (n−1)γk+̺k times, namely,
Pn,k \

s−2⋃
q=1
{αpq , αpq , . . . , αpq︸              ︷︷              ︸
κnkk˜q
} ∪ {αps−1 , αps−1 , . . . , αps−1︸                    ︷︷                    ︸
κ∞
nkk˜s−1
}
 =Pn,k \

s−2⋃
q=1
{αpq , αpq , . . . , αpq︸              ︷︷              ︸
κnkk˜q
} ∪ {∞,∞, . . . ,∞︸         ︷︷         ︸
κ∞
nkk˜s−1
}

:= {αi(s)ks , αi(s)ks , . . . , αi(s)ks︸                      ︷︷                      ︸
κni(s)ks
}= {αk, αk, . . . , αk︸          ︷︷          ︸
κnk
}.
In order to illustrate this latter notation, consider, again, the K = 7 pole set {α1, α2, α3, α4, α5, α6, α7}= {0, 1,∞, 1,√
2, π,∞} for which s=5 and αk,∞, k=1, 2, 4, 5, 6:
(i) k=1
{k′ ∈{1, 2, . . . , 7}; k′61, αk′ =α1=0}= {1} := {i(5)k5} ⇒ k5=1, i(5)1=1,
which induces the pole ordering
{αk′ , k′ ∈{1, 2, . . . , 7}; k′61, αk′ =α1=0} := {αi(5)k5 }= {α1}= {0},
hence
κni(s)ks =κni(5)1 =κn1= (n−1)γ1+̺1= (n−1)+1=n,
that is, as one moves from left to right across the repeated pole sequence
Pn,1 = { 1α1, α2, . . . , α7︸           ︷︷           ︸
7
} ∪ · · · ∪ { n−1α1, α2, . . . , α7︸           ︷︷           ︸
7
} ∪ { nα1︸︷︷︸
1
}
= {
1
0, 1,∞, 1,
√
2, π,∞︸                  ︷︷                  ︸
7
} ∪ · · · ∪ {
n−1
0, 1,∞, 1,
√
2, π,∞︸                  ︷︷                  ︸
7
} ∪ {
n
0︸︷︷︸
1
}
and removes the residual pole set (cf. the discussion and examples above) {αk′ , k′ ∈{1, 2, . . . , 7}; αk′ ,α1=0},
one is left with the set (via the above induced ordering) that consists of all occurrences of the pole α1 = 0,
which occurs κn1=n times, namely,
Pn,1 \

3⋃
q=1
{αpq , αpq , . . . , αpq︸              ︷︷              ︸
κn1k˜q
} ∪ {αp4 , αp4 , . . . , αp4︸              ︷︷              ︸
κ∞
n1k˜4
}
 =Pn,1 \

3⋃
q=1
{αpq , αpq , . . . , αpq︸              ︷︷              ︸
κn1k˜q
} ∪ {∞,∞, . . . ,∞︸         ︷︷         ︸
2(n−1)
}

:= {αi(5)k5 , αi(5)k5 , . . . , αi(5)k5︸                       ︷︷                       ︸
κni(5)k5
}= {α1, α1, . . . , α1︸           ︷︷           ︸
κn1
}
= {0, 0, . . . , 0︸      ︷︷      ︸
n
};
(ii) k=2
{k′ ∈{1, 2, . . . , 7}; k′62, αk′ =α2=1}= {2} := {i(5)k5} ⇒ k5=1, i(5)1=2,
which induces the pole ordering
{αk′ , k′ ∈{1, 2, . . . , 7}; k′62, αk′ =α2=1} := {αi(5)k5 }= {α2}= {1},
hence
κni(s)ks =κni(5)1 =κn2= (n−1)γ2+̺2=2(n−1)+1=2n−1,
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that is, as one moves from left to right across the repeated pole sequence
Pn,2 = { 1α1, α2, . . . , α7︸           ︷︷           ︸
7
} ∪ · · · ∪ { n−1α1, α2, . . . , α7︸           ︷︷           ︸
7
} ∪ { nα1, α2︸︷︷︸
2
}
= {
1
0, 1,∞, 1,
√
2, π,∞︸                  ︷︷                  ︸
7
} ∪ · · · ∪ {
n−1
0, 1,∞, 1,
√
2, π,∞︸                  ︷︷                  ︸
7
} ∪ {
n
0, 1︸︷︷︸
2
}
and removes the residual pole set (cf. the discussion and examples above) {αk′ , k′ ∈{1, 2, . . . , 7}; αk′ ,α2=1},
one is left with the set (via the above induced ordering) that consists of all occurrences of the pole α2 = 1,
which occurs κn2=2n−1 times, namely,
Pn,2 \

3⋃
q=1
{αpq , αpq , . . . , αpq︸              ︷︷              ︸
κn2k˜q
} ∪ {αp4 , αp4 , . . . , αp4︸              ︷︷              ︸
κ∞
n2k˜4
}
 =Pn,2 \

3⋃
q=1
{αpq , αpq , . . . , αpq︸              ︷︷              ︸
κn2k˜q
} ∪ {∞,∞, . . . ,∞︸         ︷︷         ︸
2(n−1)
}

:= {αi(5)k5 , αi(5)k5 , . . . , αi(5)k5︸                       ︷︷                       ︸
κni(5)k5
}= {α2, α2, . . . , α2︸           ︷︷           ︸
κn2
}
= {1, 1, . . . , 1︸      ︷︷      ︸
2n−1
};
(iii) k=4
{k′ ∈{1, 2, . . . , 7}; k′64, αk′ =α4=1}= {2, 4} := {i(5)1, i(5)k5} ⇒ k5=2, i(5)1=2, i(5)2=4,
which induces the pole ordering
{αk′ , k′ ∈{1, 2, . . . , 7}; k′64, αk′ =α4=1} := {αi(5)1 , αi(5)k5 }= {α2, α4}= {1, 1},
hence
κni(s)ks =κni(5)2 =κn4= (n−1)γ4+̺4=2(n−1)+2=2n,
that is, as one moves from left to right across the repeated pole sequence
Pn,4 = { 1α1, α2, . . . , α7︸           ︷︷           ︸
7
} ∪ · · · ∪ { n−1α1, α2, . . . , α7︸           ︷︷           ︸
7
} ∪ { nα1, α2, α3, α4︸          ︷︷          ︸
4
}
= {
1
0, 1,∞, 1,
√
2, π,∞︸                  ︷︷                  ︸
7
} ∪ · · · ∪ {
n−1
0, 1,∞, 1,
√
2, π,∞︸                  ︷︷                  ︸
7
} ∪ {
n
0, 1,∞, 1︸    ︷︷    ︸
4
}
and removes the residual pole set (cf. the discussion and examples above) {αk′ , k′ ∈{1, 2, . . . , 7}; αk′ ,α4=1},
one is left with the set (via the above induced ordering) that consists of all occurrences of the pole α4 = 1,
which occurs κn4=2n times, namely,
Pn,4 \

3⋃
q=1
{αpq , αpq , . . . , αpq︸              ︷︷              ︸
κn4k˜q
} ∪ {αp4 , αp4 , . . . , αp4︸              ︷︷              ︸
κ∞
n4k˜4
}
 =Pn,4 \

3⋃
q=1
{αpq , αpq , . . . , αpq︸              ︷︷              ︸
κn4k˜q
} ∪ {∞,∞, . . . ,∞︸         ︷︷         ︸
2n−1
}

:= {αi(5)k5 , αi(5)k5 , . . . , αi(5)k5︸                       ︷︷                       ︸
κni(5)k5
}= {α4, α4, . . . , α4︸           ︷︷           ︸
κn4
}
= {1, 1, . . . , 1︸      ︷︷      ︸
2n
};
(iv) k=5
{k′ ∈{1, 2, . . . , 7}; k′65, αk′ =α5=
√
2}= {5} := {i(5)k5 } ⇒ k5=1, i(5)1=5,
which induces the pole ordering
{αk′ , k′ ∈{1, 2, . . . , 7}; k′65, αk′ =α5=
√
2} := {αi(5)k5 }= {α5}= {
√
2},
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hence
κni(s)ks =κni(5)1 =κn5= (n−1)γ5+̺5= (n−1)+1=n,
that is, as one moves from left to right across the repeated pole sequence
Pn,5 = { 1α1, α2, . . . , α7︸           ︷︷           ︸
7
} ∪ · · · ∪ { n−1α1, α2, . . . , α7︸           ︷︷           ︸
7
} ∪ { nα1, α2, α3, α4, α5︸               ︷︷               ︸
5
}
= {
1
0, 1,∞, 1,
√
2, π,∞︸                  ︷︷                  ︸
7
} ∪ · · · ∪ {
n−1
0, 1,∞, 1,
√
2, π,∞︸                  ︷︷                  ︸
7
} ∪ {
n
0, 1,∞, 1,
√
2︸          ︷︷          ︸
5
}
and removes the residual pole set (cf. the discussion and examples above) {αk′ , k′ ∈ {1, 2, . . . , 7}; αk′ ,α5 =√
2}, one is left with the set (via the above induced ordering) that consists of all occurrences of the pole
α5=
√
2, which occurs κn5=n times, namely,
Pn,5 \

3⋃
q=1
{αpq , αpq , . . . , αpq︸              ︷︷              ︸
κn5k˜q
} ∪ {αp4 , αp4 , . . . , αp4︸              ︷︷              ︸
κ∞
n5k˜4
}
 =Pn,5 \

3⋃
q=1
{αpq , αpq , . . . , αpq︸              ︷︷              ︸
κn5k˜q
} ∪ {∞,∞, . . . ,∞︸         ︷︷         ︸
2n−1
}

:= {αi(5)k5 , αi(5)k5 , . . . , αi(5)k5︸                       ︷︷                       ︸
κni(5)k5
}= {α5, α5, . . . , α5︸           ︷︷           ︸
κn5
}
= {
√
2,
√
2, . . . ,
√
2︸               ︷︷               ︸
n
};
(v) k=6
{k′ ∈{1, 2, . . . , 7}; k′66, αk′ =α6=π}= {6} := {i(5)k5} ⇒ k5=1, i(5)1=6,
which induces the pole ordering
{αk′ , k′ ∈{1, 2, . . . , 7}; k′66, αk′ =α6=π} := {αi(5)k5 }= {α6}= {π},
hence
κni(s)ks =κni(5)1 =κn6= (n−1)γ6+̺6= (n−1)+1=n,
that is, as one moves from left to right across the repeated pole sequence
Pn,6 = { 1α1, α2, . . . , α7︸           ︷︷           ︸
7
} ∪ · · · ∪ { n−1α1, α2, . . . , α7︸           ︷︷           ︸
7
} ∪ { nα1, α2, α3, α4, α5, α6︸                   ︷︷                   ︸
6
}
= {
1
0, 1,∞, 1,
√
2, π,∞︸                  ︷︷                  ︸
7
} ∪ · · · ∪ {
n−1
0, 1,∞, 1,
√
2, π,∞︸                  ︷︷                  ︸
7
} ∪ {
n
0, 1,∞, 1,
√
2, π︸              ︷︷              ︸
6
}
and removes the residual pole set (cf. the discussion and examples above) {αk′ , k′ ∈{1, 2, . . . , 7}; αk′ ,α6=π},
one is left with the set (via the above induced ordering) that consists of all occurrences of the pole α6 = π,
which occurs κn6=n times, namely,
Pn,6 \

3⋃
q=1
{αpq , αpq , . . . , αpq︸              ︷︷              ︸
κn6k˜q
} ∪ {αp4 , αp4 , . . . , αp4︸              ︷︷              ︸
κ∞
n6k˜4
}
 =Pn,6 \

3⋃
q=1
{αpq , αpq , . . . , αpq︸              ︷︷              ︸
κn6k˜q
} ∪ {∞,∞, . . . ,∞︸         ︷︷         ︸
2n−1
}

:= {αi(5)k5 , αi(5)k5 , . . . , αi(5)k5︸                       ︷︷                       ︸
κni(5)k5
}= {α6, α6, . . . , α6︸           ︷︷           ︸
κn6
}
= {π, π, . . . , π︸      ︷︷      ︸
n
}.
This concludes the example.
With the above conventions and ordered disjoint partitions, one writes, for n∈N and k∈{1, 2, . . . ,K} such that
αk,∞, the repeated pole sequence Pn,k as the following ordered union of disjoint partitions:
Pn,k =
s−2⋃
q=1
{αi(q)kq , αi(q)kq , . . . , αi(q)kq︸                       ︷︷                       ︸
κnkk˜q
} ∪ {αi(s−1)ks−1 , αi(s−1)ks−1 , . . . , αi(s−1)ks−1︸                                    ︷︷                                    ︸
κ∞
nkk˜s−1
} ∪ {αi(s)ks , αi(s)ks , . . . , αi(s)ks︸                      ︷︷                      ︸
κni(s)ks
}
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:=
s−2⋃
q=1
{αpq , αpq , . . . , αpq︸              ︷︷              ︸
κnkk˜q
} ∪ {αps−1 , αps−1 , . . . , αps−1︸                    ︷︷                    ︸
κ∞
nkk˜s−1
} ∪ {αk, αk, . . . , αk︸          ︷︷          ︸
κnk
}
=
s−2⋃
q=1
{αpq , αpq , . . . , αpq︸              ︷︷              ︸
κnkk˜q
} ∪ {∞,∞, . . . ,∞︸         ︷︷         ︸
κ∞
nkk˜s−1
} ∪ {αk, αk, . . . , αk︸          ︷︷          ︸
κnk
},
where, by convention, the set {αk, αk, . . . , αk} is written as the right-most set.
With the above notational preamble concluded, one now returns to the precise formulation of the orthogonality
conditions for the MPC ORFs. One has a nested sequence of rational base sets. For n∈N and k∈{1, 2, . . . ,K} such
that αk,∞, one member of this nested sequence of rational base sets isconst.,
1
S11(z), S
1
2(z), . . . , S
1
K(z)︸                      ︷︷                      ︸
K
,
2
S21(z), S
2
2(z), . . . , S
2
K(z)︸                      ︷︷                      ︸
K
, . . . ,
n
Sn1(z), S
n
2(z), . . . , S
n
k(z)︸                     ︷︷                     ︸
k

:= {const.}
⋃
∪s−2q=1 ∪
κnkk˜q
r=1
{
(z−αpq)−r
}⋃
∪
κ∞
nkk˜s−1
l=1
{
zl
}⋃
∪κnk
m=1
{
(z−αk)−m}
= {const.}
⋃
∪s−2q=1
{
(z−αpq)−1, (z−αpq)−2, . . . , (z−αpq)−κnkk˜q
}⋃{
z, z2, . . . , z
κ∞
nkk˜s−1
}
⋃{
(z−αk)−1, (z−αk)−2, . . . , (z−αk)−κnk
}
,
corresponding, respectively, to the ordered repeated pole sequenceno pole, 1α1, α2, . . . , αK︸           ︷︷           ︸
K
,
2
α1, α2, . . . , αK︸           ︷︷           ︸
K
, . . . ,
n
α1, α2, . . . , αk︸           ︷︷           ︸
k

:= {no pole}
⋃
∪s−2q=1{αpq , αpq , . . . , αpq︸              ︷︷              ︸
κnkk˜q
}
⋃
{αps−1 , αps−1 , . . . , αps−1︸                    ︷︷                    ︸
κ∞
nkk˜s−1
}
⋃
{αk, αk, . . . , αk︸          ︷︷          ︸
κnk
}
= {no pole}
⋃
∪s−2q=1{αpq , αpq , . . . , αpq︸              ︷︷              ︸
κnkk˜q
}
⋃
{∞,∞, . . . ,∞︸         ︷︷         ︸
κ∞
nkk˜s−1
}
⋃
{αk, αk, . . . , αk︸          ︷︷          ︸
κnk
}.
Orthonormalisation with respect to 〈·, ·〉L, via the Gram-Schmidt orthogonalisation method, leads to the MPC
ORFs, {φn
k
(z)} n∈N
k=1,2,...,K
(for consistency of notation, set φ00(z)≡ 1), which, by suitable normalisation (see below), can
be written as, with the above orderings,
φnk : N × {1, 2, . . . ,K} × C \ {α1, α2, . . . , αK }→C, (n, k, z) 7→
φnk(z) := φ
f
0(n, k)+
s−2∑
q=1
κnkk˜q∑
r=1
ν˜
f
r,q(n, k)
(z−αpq)r
+
κ∞
nkk˜s−1∑
l=1
νˆ
f
n,l
(n, k)zl+
κnk∑
m=1
µ
f
n,m(n, k)
(z−αk)m ,
where the φn
k
’s are normalised so that they all have real coefficients; in particular, for n ∈ N and k ∈ {1, 2, . . . ,K}
such that αk,∞,
LC(φnk)=µ
f
n,κnk (n, k)>0.
(For consistency of notation, set φ f0 (0, 0)≡ 1.) Furthermore, for n ∈N and k ∈ {1, 2, . . . ,K} such that αk ,∞, note
that, by construction: 〈
φnk , (z−αk)− j
〉
L
=
∫
R
φnk(ξ)(ξ−αk)− j dµ(ξ)=0, j=0, 1, . . . , κnk−1, (24)〈
φnk , µ
f
n,κnk (n, k)(z−αk)−κnk
〉
L
=µ
f
n,κnk (n, k)
∫
R
φnk(ξ)(ξ−αk)−κnk dµ(ξ)=1, (25)〈
φnk, (z−αpq)−r1
〉
L
=
∫
R
φnk(ξ)(ξ−αpq)−r1 dµ(ξ)=0, q=1, 2, . . . , s−2, r1=1, 2, . . . , κnkk˜q , (26)〈
φnk , z
r2
〉
L
=
∫
R
φnk(ξ)ξ
r2 dµ(ξ)=0, r2=1, 2, . . . , κ
∞
nkk˜s−1
. (27)
(Note: if, for k ∈ {1, 2, . . . ,K} such that αk ,∞, the residual pole set {αk′ , k′ ∈ {1, 2, . . . ,K}; αk′ ,αk, αk ,∞}=∅,
then the orthogonality conditions (26) and (27) are vacuous; actually, this can only occur for n=1.) For n∈N and
Orthogonal Rational Functions: Characterisation, Multi-Point Pade´ Approximants, and Asymptotics 30
k∈{1, 2, . . . ,K} such that αk,∞, the orthogonality conditions (24)–(27) give rise to a total of (cf. Equation (23))
s−2∑
q=1
κnkk˜q+κ
∞
nkk˜s−1
+κnk+1= (n−1)K+k+1
linear equations determining the (n−1)K+k+1 real (n- and k-dependent) coefficients.
It is convenient to introduce, at this stage, the main object of study of this monograph, namely, the correspond-
ing monic MPC ORFs, {πn
k
(z)} n∈N
k=1,2,...,K
(for consistency of notation, set π00(z)≡1). For n∈N and k∈{1, 2, . . . ,K} such
that αk,∞,
πnk : N × {1, 2, . . . ,K} × C \ {α1, α2, . . . , αK}→C, (n, k, z) 7→
πnk(z) :=
φn
k
(z)
LC(φn
k
)
=
φ
f
0(n, k)
µ
f
n,κnk (n, k)
+
1
µ
f
n,κnk (n, k)
s−2∑
q=1
κnkk˜q∑
r=1
ν˜
f
r,q(n, k)
(z−αpq)r
+
1
µ
f
n,κnk (n, k)
κ∞
nkk˜s−1∑
l=1
νˆ
f
n,l
(n, k)zl
+
1
µ
f
n,κnk (n, k)
κnk−1∑
m=1
µ
f
n,m(n, k)
(z−αk)m +
1
(z−αk)κnk .
The monic MPC ORFs, {πn
k
(z)} n∈N
k=1,2,...,K
, possess the following orthogonality properties:
〈
πnk , (z−αk)− j
〉
L
=
∫
R
πnk(ξ)(ξ−αk)− j dµ(ξ)=0, j=0, 1, . . . , κnk−1, (28)〈
πnk , (z−αk)−κnk
〉
L
=
∫
R
πnk(ξ)(ξ−αk)−κnk dµ(ξ)= (LC(φnk))−2= (µ fn,κnk (n, k))−2, (29)〈
πnk , (z−αpq)−r1
〉
L
=
∫
R
πnk(ξ)(ξ−αpq)−r1 dµ(ξ)=0, q=1, 2, . . . , s−2, r1=1, 2, . . . , κnkk˜q , (30)〈
πnk , z
r2
〉
L
=
∫
R
πnk(ξ)ξ
r2 dµ(ξ)=0, r2=1, 2, . . . , κ
∞
nkk˜s−1
. (31)
(Note: if, for k ∈ {1, 2, . . . ,K} such that αk ,∞, the residual pole set {αk′ , k′ ∈ {1, 2, . . . ,K}; αk′ ,αk, αk ,∞}=∅,
then the orthogonality conditions (30) and (31) are vacuous; actually, this can occur only for n=1.) For n∈N and
k∈{1, 2, . . . ,K} such that αk,∞, it follows from the monic MPC ORF orthogonality conditions (28)–(31) that〈
πnk , π
n
k
〉
L
=: ||πnk(·)||2L= (LC(φnk))−2= (µ fn,κnk (n, k))−2,
whence ||πn
k
(·)||L= (µ fn,κnk (n, k))−1>0.33
Remark 1.2.7. For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, from the above partial fraction decomposition
for the monicMPC ORFs, {πn
k
(z)} n∈N
k=1,2,...,K
, one writes
πnk : N × {1, 2, . . . ,K} × C \ {α1, α2, . . . , αK}∋ (n, k, z) 7→
1
µ
f
n,κnk (n, k)
P˜n
k
(z)∏s−2
q=1(z−αpq)κnkk˜q (z−αk)κnk
,
where
P˜nk(z) :=φ
f
0(n, k)
s−2∏
q=1
(z−αpq)κnkk˜q (z−αk)κnk+
s−2∏
q=1
(z−αpq)κnkk˜q (z−αk)κnk
κ∞
nkk˜s−1∑
r=1
νˆ
f
n,r(n, k)z
r
+
s−2∏
q=1
(z−αpq)κnkk˜q
κnk∑
r=1
µ
f
n,r(n, k)(z−αk)κnk−r+
s−2∑
j=1
s−2∏
q=1
q, j
(z−αpq)κnkk˜q (z−αk)κnk
κnkk˜ j∑
r=1
ν˜
f
r, j(n, k)(z−αp j)
κnkk˜ j
−r
.
Via the above definition of P˜n
k
(z), it follows that, for n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk , ∞, P˜nk(z)
is a polynomial of degree at most
∑s−2
q=1 κnkk˜q +κ
∞
nkk˜s−1
+κnk = (n−1)K+k. The following discussion constitutes a
33See, in particular, Section 2, Lemma 2.1, Equations (323), (325), and (327), and Corollary 2.1, Equation (345); incidentally, this also
establishes the positive definiteness of the linear functional L : ΛR→R, and hence the—real—bilinear form 〈·, ·〉L : ΛR × ΛR→R, defined at
the beginning of Subsection 1.2.
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succinct synopsis of the classification theory for the zeros of the monic MPC ORF, πn
k
(z),34 for the case n∈N and
k ∈ {1, 2, . . . ,K} such that αps :=αk ,∞, that is based on the seminal works of Njåstad [46, 47, 99]. Via the above
definition of P˜n
k
(z), a straightforward calculation shows that P˜n
k
(αpq )= ν˜
f
κnkk˜q ,q
(n, k)
∏s−2
q′=1
q′,q
(αpq−αpq′ )
κnkk˜q′ (αpq−αk)κnk ,
q∈{1, 2, . . . , s−2}, P˜n
k
(z) has a pole of order (n−1)K+k at (the point at infinity) αps−1 =∞with coefficient νˆ fn,κ∞
nkk˜s−1
(n, k),
that is, P˜n
k
(z) =
C∋z→αps−1=∞
νˆ
f
n,κ∞
nkk˜s−1
(n, k)z(n−1)K+k(1+O(z−1)), and, since µ fn,κnk (n, k) > 0, P˜nk(αk) (=: P˜nk(αps)) =
µ
f
n,κnk (n, k)
∏s−2
q=1(αk−αpq)κnkk˜q , 0. One calls the monic MPC ORF, πnk(z), and the corresponding index two-tuple
(n, k) degenerate if #{z∈C; P˜n
k
(z)=0}6 (n−1)K+k−1, that is, deg(P˜n
k
)< (n−1)K+k. One calls the monicMPC ORF,
πn
k
(z), and the corresponding index two-tuple (n, k) αpq -defective, q∈{1, 2, . . . , s}, if αpq is a zero of P˜nk(z), namely:
(i) if ν˜ fκnkk˜q ,q(n, k)=0, q∈{1, 2, . . . , s−2}, then P˜nk(αpq)=0, q∈{1, 2, . . . , s−2}, thus πnk(z) and the corresponding index
two-tuple (n, k) are αpq -defective; (ii) if νˆ
f
n,κ∞
nkk˜s−1
(n, k)=0, then P˜n
k
(z) has a pole of order (n−1)K+k−1 at (the point at
infinity) αps−1 =∞ with coefficient νˆ fn,κ∞
nkk˜s−1
−1(n, k), that is, P˜
n
k
(z)=
C∋z→αps−1=∞
νˆ
f
n,κ∞
nkk˜s−1
−1(n, k)z
(n−1)K+k−1(1+O(z−1)),
thus πn
k
(z) and the corresponding index two-tuple (n, k) are αps−1 (= ∞)-defective; and (iii) since µ fn,κnk (n, k) >
0, that is, P˜n
k
(αk) (=: Pˆnk(αps )) , 0, it follows that π
n
k
(z) and the corresponding index two-tuple (n, k) can not
be αk (=: αps )-defective. One calls the monic MPC ORF, π
n
k
(z), (and the corresponding index two-tuple (n, k))
defective if it is αpq -defective for at least one q ∈ {1, 2, . . . , s−1} or maximally defective if it is αpq -defective ∀
q ∈ {1, 2, . . . , s−1}. One calls the monic MPC ORF, πn
k
(z), (and the corresponding index two-tuple (n, k)) singular
if it is degenerate or defective; otherwise, it is non-singular. In this monograph, it is assumed that πn
k
(z) (and the
corresponding index two-tuple (n, k)) is neither degenerate nor defective, that is, deg(P˜n
k
)= (n−1)K+k, ν˜ fκnkk˜q ,q(n, k),0
∀ q ∈ {1, 2, . . . , s−2}, and νˆ f
n,κ∞
nkk˜s−1
(n, k) , 0 (recall that, since µ fn,κnk (n, k) > 0, P˜
n
k
(αk) (=: P˜nk(αps)) , 0); therefore,
hereafter, it is to be understood that ‘monic MPC ORF’ and ‘non-singular monic MPC ORF’ are synonymous
objects (the singular case(s) will be considered elsewhere); for simplicity, though, only the phrase MPC ORF
(monic or not) will be used. For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk , ∞, writing the factorisation
P˜n
k
(z) := νˆ f
n,κ∞
nkk˜s−1
(n, k)
∏(n−1)K+k
j=1 (z− z˜nk( j)),35 where, counting multiplicities, {z˜nk( j)}(n−1)K+kj=1 := {z ∈ C; P˜nk(z) = 0}
(= {z∈C; πn
k
(z)=0}), it is shown in Section 3 (see, in particular, the corresponding items of Lemmata 3.8 and 3.9 for
precise statements) that, in the double-scaling limitN, n→∞ such thatN/n→1, the zeros (counting multiplicities)
z˜n
k
( j)∈R \ {α1, α2, . . . , αK}, j=1, 2, . . . , (n−1)K+k;more precisely, in the double-scaling limit N, n→∞ such that
N/n→ 1, {z˜n
k
( j)}(n−1)K+k
j=1 accumulates on the real compact set J f , where J f is defined in Subsection 1.3.2. (See,
also, [46, 47, 99].)
The brief discussion that follows is motivated, in part, by the seminal works of Njåstad [44, 45] related to
MPAs and ORFs: more precise statements can be located in Section 5; see, in particular, Lemma 5.7. Furthermore,
in order to mitigate notational encumbrances, explicit n- and k-dependencieswill be temporarily suppressed, except
where absolutely necessary. Recall (cf. Subsection 1.2.1) the definition of the Markov-Stieltjes transform given by
Equation (13); for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, a straightforward calculation shows that Fµ(z)
has the formal asymptotic expansions
Fµ(z) =
z→αpq
∞∑
j=0
c
(q)
j
(αpq)(z−αpq) j, q=1, . . . , s−2, s, (32)
where c(q)
j
(αpq) :=−
∫
R
(ξ−αpq)−(1+ j) dµ(ξ), ( j, q)∈N0 × {1, . . . , s−2, s}, and
Fµ(z) =
z→αps−1=∞
∞∑
j=1
c
(∞)
j
z− j, (33)
where c(∞)
j
:=
∫
R
ξ j−1 dµ(ξ), j ∈N, with c(∞)1 = 1. For n ∈N and k ∈ {1, 2, . . . ,K} such that αps := αk ,∞, define the
associated R-function [44, 45] as follows:
R˜µ : N × {1, 2, . . . ,K} × C \ {α1, α2, . . . , αK }∋ (n, k, z) 7→
∫
R
(
πn
k
(ξ)−πn
k
(z)
ξ−z
)
dµ(ξ)=:R˜µ(z) : (34)
34Similar statements apply, verbatim, for the corresponding MPC ORF, φn
k
(z)=µ fn,κnk (n, k)π
n
k
(z).
35Of course, z˜n
k
( j) also depends on αpq , q=1, . . . , s−2, s; but, for simplicity of notation, this extraneous dependence is suppressed.
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from Equation (34) and the fact that µ∈M1(R), one shows, via the identity ym1 −ym2 = (y1−y2)(ym−11 +ym−21 y2+· · ·+
y1y
m−2
2 +y
m−1
2 ), that R˜µ(z) can be presented as the improper fraction
R˜µ(z)=
U˜µ(z)∏s−2
q=1(z−αpq)κnkk˜q (z−αk)κnk
, (35)
where U˜µ(z) :=
∑(n−1)K+k−1
j=0 r˜ jz
j, with deg(U˜µ(z))= (n−1)K+k−1 (since r˜(n−1)K+k−1,0), and deg(∏s−2q=1(z−αpq)κnkk˜q (z−
αk)κnk ) = (n−1)K+ k−κ∞
nkk˜s−1
; moreover, note that, for n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk , ∞, the
corresponding monic MPC ORF, πn
k
(z), can also be presented as the improper fraction
πnk(z)=
V˜µ(z)∏s−2
q=1(z−αpq)κnkk˜q (z−αk)κnk
, (36)
where V˜µ(z) :=
∑(n−1)K+k
j=0 t˜ jz
j, with deg(V˜µ(z))= (n−1)K+k (since t˜(n−1)K+k , 0).36 It turns out that, for n ∈N and
k∈{1, 2, . . . ,K} such that αps :=αk,∞, U˜µ(z)/V˜µ(z) (=R˜µ(z)/πnk(z)) is the MPA of type ((n−1)K+k−1, (n−1)K+k) for
the Markov-Stieltjes transform, that is, it is the—unique—(proper) rational function with deg(U˜µ(z))= (n−1)K+k−1,
deg(V˜µ(z))= (n−1)K+k, and (U˜µ(z), V˜µ(z)) coprime interpolating Fµ(z) and satisfying the interpolation conditions
U˜µ(z)
V˜µ(z)
−
2κnkk˜q−1∑
j=0
c
(q)
j
(αpq)(z−αpq) j =
z→αpq
O
(
(z−αpq)2κnkk˜q
)
, q=1, 2, . . . , s−2, (37)
U˜µ(z)
V˜µ(z)
−
2κnk−1∑
j=0
c
(s)
j
(αk)(z−αk) j =
z→αk
O
(
(z−αk)2κnk
)
, (38)
U˜µ(z)
V˜µ(z)
−
2κ∞
nkk˜s−1∑
j=1
c
(∞)
j
z− j =
z→αps−1=∞
O
(
z
−(2κ∞
nkk˜s−1
+1)
)
. (39)
Remark 1.2.8. Note that Equations (37), (38), and (39) give rise to 2
∑s−2
q=1 κnkk˜q , 2κnk, and 2κ
∞
nkk˜s−1
interpolation
conditions, respectively, for a combined total of 2(
∑s−2
q=1 κnkk˜q +κ
∞
nkk˜s−1
+κnk) = 2((n−1)K+k) conditions, which is
precisely the number necessary in order to determine the coefficients {r˜ j, t˜ j}(n−1)K+k−1j=0 (the ‘leading coefficient’,
t˜(n−1)K+k (, 0), is determined independently, via a detailed study of the z→ αps−1 =∞ asymptotics of the corre-
sponding monicMPC ORF).37
For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, define the corresponding MPA error term as follows:38
E˜µ(z) :=
R˜µ(z)
πn
k
(z)
−Fµ(z); (40)
a calculation based on Equations (13) and (34) reveals that, in fact,
E˜µ(z)=
1
(z−αk)πnk(z)
(
(z−αk)
∫
R
((ξ−αk)πnk(ξ))
(ξ−αk)(ξ−z) dµ(ξ)
)
. (41)
1.3 Hyperelliptic Riemann Surfaces and Summary of Results
Having defined, heretofore, in considerable detail and with examples, the principal objects of study of this mono-
graph, that is, for n ∈N and k ∈ {1, 2, . . . ,K} such that αps := αk =∞ (resp., αps := αk ,∞), the monic MPC ORF,
πn
k
(z), z ∈ C, the ‘norming constant’, µ∞n,κnk (n, k) (resp., µ
f
n,κnk (n, k)), the MPC ORF, φ
n
k
(z) := µ∞n,κnk (n, k)π
n
k
(z) (resp.,
φn
k
(z) :=µ fn,κnk(n, k)π
n
k
(z)), z∈C, and the corresponding MPA error term, Êµ(z) (resp., E˜µ(z)), z∈C, it must be men-
tioned that the ultimate goal of this lecture note is to obtain precise, and uniform, asymptotics, in the double-scaling
36For n∈N and k∈{1, 2, . . . , K} such that αps :=αk ,∞, note that V˜µ(z) is not monic.
37Strictly speaking, r˜ j= r˜ j(n, k), t˜ j= t˜ j(n, k), j=0, 1, . . . , (n−1)K+k−1, and t˜(n−1)K+k= t˜(n−1)K+k(n, k).
38In this context, error termmeans that, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk ,∞, E˜µ(z)=z→αpq O((z−αpq )
2κnkk˜q ), q=1, 2, . . . , s−2,
E˜µ(z)=z→αk O((z−αk)2κnk ), and E˜µ(z)=z→αps−1 :=∞O
(
z
−(2κ∞
nkk˜s−1
+1)
)
.
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limit 39 N, n→∞ such that N/n = 1+o(1), of πn
k
(z), z ∈ C, µpn,κnk (n, k), p ∈ {∞, f }, φnk(z) := µpn,κnk (n, k)πnk(z), z ∈ C,
and Êµ(z) and E˜µ(z), z ∈C. In order to follow through with the above-described asymptotic programme, however,
a formulation of the monic MPC ORF problem, for an a priori prescribed sequence of neither necessarily distinct
nor bounded poles α1, α2, . . . , αK (K ∈N and finite) lying on the support of the orthogonality measure, is a seminal
necessity; in fact, the present monograph on MPC ORFs (see [93] for a detailed account of the FPC ORF theory)
serves to address both the ‘formulation problem’ and the ‘asymptotic analysis problem’ (in the double-scaling limit
N, n→∞ such that N/n=1+o(1)).
In order to address the latter two problems, though, a primer on compact Riemman Surfaces, which is the
subject matter of the following Subsection 1.3.1, is an absolute necessity: the monic MPC ORF problem will be
re-addressed in Subsection 1.3.2, subsequent to this mathematical prelude.
Remark 1.3.1. Henceforth, the notations and definitions of Subsections 1.2.1 and 1.2.2 will be used exten-
sively, with little, or no, explanation(s).
1.3.1 Riemann Surfaces: Preliminaries
In this succinct, self-contained subsection, the basic elements associated with the construction of hyperelliptic and
finite genus (compact) Riemann Surfaces are presented; for further details and proofs, see, for example, [111, 112].
Remark 1.3.2. The superscripts ±, and sometimes the subscripts ±, should not be confused with the subscripts ±
appearing in the various—scalar and matrix—RHPs (this is a general comment which applies throughout the entire
monograph, unless stated otherwise).
Let N ∈N,40 and let ς j ∈R \ {α1, α2, . . . , αK}, j=1, 2, . . . , 2N+2, be such that ςi,ς j ∀ i, j∈{1, 2, . . . , 2N+2},
and enumerated/ordered according to −∞ < ς1 < ς2 < · · · < ς2N+2 < +∞. Let R(z) :=∏Nj=1(z−ς2 j−1)(z−ς2 j) be the
unital polynomial of even degree, deg(R)= 2N+2 (deg(R)= 0 (mod2)), whose simple roots are {ς j}2N+2j=1 . Denote
by R the hyperelliptic Riemann surface of genus N defined by the equation y2=R(z) and realised as a two-sheeted
branched (ramified) covering of the Riemann sphere such that its two sheets are two identical copies of C with
branch cuts along the intervals (ς1, ς2), (ς3, ς4), . . . , (ς2N+1, ς2N+2), and glued to each other ‘crosswise’ along the
opposite banks of the corresponding cuts (ς2 j−1, ς2 j), j = 1, 2, . . . ,N+1. Denote the two sheets of R by R+ (the
first/upper sheet) andR− (the second/lower sheet): to indicate that z lies on the first (resp., second) sheet, one writes
z+ (resp., z−); of course, as points on the complex plane C, z+=z−=z. For points z on the first (resp., second) sheet
R+ (resp., R−), one has that z+ = (z,+(R(z))1/2) (resp., z− = (z,−(R(z))1/2)), where the single-valued branch for the
square root is chosen such that z−(N+1)(R(z))1/2∼R±∋z→∞±1.
Let E j := (ς2 j−1, ς2 j), j=1, 2, . . . ,N+1, and set E=∪N+1j=1 E j (note that Ei∩E j=∅, i, j∈{1, 2, . . . ,N+1}). Denote
by E+
j
(⊂ R+) (resp., E−
j
(⊂ R−)) the upper (resp., lower) bank of the interval E j, j=1, 2, . . . ,N+1, forming E, and
oriented in accordance with the orientation of E as the boundary of C \ E, that is, the domain C \ E is on the left
as one proceeds along the upper bank of the jth interval from ς2 j−1 to the point ς2 j and back along the lower bank
from ς2 j to ς2 j−1; thus, E±j := (ς2 j−1, ς2 j)
±, j=1, 2, . . . ,N+1, are two (identical) copies of (ς2 j−1, ς2 j) ⊂ R ‘lifted’ to
R±. Set Γ :=∪N+1
j=1 Γ j (⊂ R), where Γ j :=E+j ∪ E−j , j=1, 2, . . . ,N+1 (Γ=E+ ∪ E−). From the above construction, it is
clear that R=R+ ∪ R− ∪ Γ; furthermore, the canonical projection of Γ onto C (pr : R→C) is E, that is, pr(Γ)=E
(also, pr(R+)=pr(R−)=C \E, or, alternately, pr(z+)=pr(z−)=z). One moves in the ‘positive (+)’ (resp., ‘negative
(−)’) direction along the (closed) contour Γ ⊂ R if the domain R+ is on the left (resp., right) and the domain R− is
on the right (resp., left): the corresponding notation is Γ+ (resp., Γ−).
One takes the first N contours among the (closed) contours Γ j for basis α-cycles {α j, j=1, 2, . . . ,N} and then
supplements this in the standard way with β-cycles {β j, j = 1, 2, . . . ,N} so that the intersection matrix has the
canonical form αi ◦ α j=βi ◦ β j=0 ∀ i, j∈{1, 2, . . . ,N}, and αi ◦ β j=δi j: the cycles {α j, β j}, j=1, 2, . . . ,N, form
the canonical 1-homology basis on R, namely, any cycle γ∗ ⊂ R is homologous to an integral linear combination
of {α j, β j}, that is, γ∗=
∑N
j=1(n jα j+m jβ j), where (n j,m j)∈Z ×Z, j=1, 2, . . . ,N. The α-cycles {α j, j=1, 2, . . . ,N},
in the present case, are the intervals (ς2 j−1, ς2 j), j= 1, 2, . . . ,N, ‘going twice’, that is, along the upper (from ς2 j−1
to ς2 j) and lower (from ς2 j to ς2 j−1) banks (α j=E+j ∪ E−j , j=1, 2, . . . ,N), and the β-cycles {β j, j=1, 2, . . . ,N} are
as follows: the jth β-cycle consists of the α-cycles αi, i= j+1, j+2, . . . ,N, and the cycles ‘linked’ with them and
consisting of (the gaps) (ς2 j, ς2 j+1), j = 1, 2, . . . ,N, ‘going twice’, that is, from ς2 j to ς2 j+1 on the first sheet and
in the reverse direction on the second sheet. For an arbitrary holomorphic Abelian differential (one-form) ω on R,
the function
∫ z
ω is defined uniquely modulo its α- and β-periods,
∮
α j
ω and
∮
β j
ω, j=1, 2, . . . ,N, respectively. It
is well known that the canonical 1-homology basis {α j, β j}, j = 1, 2, . . . ,N, constructed above ‘generates’, on R,
the corresponding α-normalised basis of holomorphic Abelian differentials (one-forms) {ω1, ω2, . . . , ωN }, where
ω j :=
∑N
i=1 c ji(R(z))
−1/2zN−i dz, j=1, 2, . . . ,N, c ji ∈C, and
∮
αi
ω j=δi j, i, j=1, 2, . . . ,N: the associated N × N matrix
39Similar asymptotics can also be considered in the double-scaling limit N, n→∞ such that 0< cˆ↓ 6N/n 6 cˆ↑ <+∞, for arbitrary positive
constants cˆ↓ and cˆ↑ .
40It is assumed that N<∞.
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of β-periods, τ= (τi j)i, j=1,2,...,N :=
(∮
β j
ωi
)
i, j=1,2,...,N
, is a Riemann matrix, that is, it is symmetric, pure imaginary, and
−iτ is positive definite; moreover, τ is non-degenerate.
Fix the ‘standard basis’ e1, e2, . . . , eN in RN , that is, (ei) j=δi j, i, j=1, 2, . . . ,N:41 the vectors e1, e2, . . . , eN , τe1,
τe2, . . . , τeN are linearly independent over R, and form a ‘basis’ in CN . The quotient space CN/{N+τM}, (N,M)∈
ZN × ZN , where ZN := {(m1,m2, . . . ,mN); m j ∈ Z, j = 1, 2, . . . ,N}, is a 2N-dimensional real torus T2N , and is
referred to as the Jacobi variety, symbolically Jac(R), of the two-sheeted (hyperelliptic) Riemann surface R of
genus N. Let z∗0 be a fixed point in R. A vector-valued function A(z) = (A1(z),A2(z), . . . ,AN(z)) ∈ Jac(R) with
co-ordinates A j(z)≡
∫ z
z∗0
ω j, j= 1, 2, . . . ,N, where, hereafter, unless stated otherwise and/or where confusion may
arise, ≡ denotes ‘congruence modulo the period lattice’, defines the Abel map A : R→ Jac(R). The unordered set
of points z1, z2, . . . , zN , with z j ∈R, form the Nth symmetric power of R, symbolically RNsymm. The vector function
U = (U1,U2, . . . ,UN) with co-ordinates U j = U j(z1, z2, . . . , zN) ≡ ∑Ni=1 A j(zi) ≡ ∑Ni=1 ∫ ziz∗0 ω j, j = 1, 2, . . . ,N, that
is, (z1, z2, . . . , zN)→ (∑Ni=1 ∫ ziz∗0 ω1,∑Ni=1 ∫ ziz∗0 ω2, . . . ,∑Ni=1 ∫ ziz∗0 ωN ), is also referred to as the Abel map, U : RNsymm →
Jac(R). The dissected Riemann surface, symbolically R∗, is obtained from R by ‘cutting’ (canonical dissection)
along the cycles of the canonical 1-homology basis α j, β j, j = 1, 2, . . . ,N, of the original surface, namely, R
∗ =
R \ (∪N
j=1(α j ∪ β j)); the surface R∗ is not only connected, as one can ‘pass’ from one sheet to the other ‘across’
ΓN+1, but also simply connected (a 4N-sided polygon (4N-gon) of a canonical dissection of R associated with the
given canonical 1-homology basis for R). For a given vector ~v= (υ1, υ2, . . . , υN)∈Jac(R), the problem of finding an
unordered collection of points z1, z2, . . . , zN , z j ∈R, j=1, 2, . . . ,N, for which Ui(z1, z2, . . . , zN)≡υi, i=1, 2, . . . ,N,
is called the Jacobi inversion problem for Abelian integrals: as is well known, the Jacobi inversion problem is
always solvable, but not, in general, uniquely.
By a divisor on the Riemann surface R is meant a formal‘symbol’ d = z
n f (z1)
1 z
n f (z2)
2 · · · z
n f (zm)
m , where z j ∈ R
and n f (z j) ∈ Z, j = 1, 2, . . . ,m: the number |d| :=
∑m
j=1 n f (z j) is called the degree of the divisor d: if zi , z j ∀
i, j∈{1, 2, . . . ,m} and if n f (z j)>0, j=1, 2, . . . ,m, then the divisor d is said to be integral. Let g be a meromorphic
function defined on R: for an arbitrary point a∈R, one denotes by ng(a) (resp., pg(a)) the multiplicity of the zero
(resp., pole) of the function g at this point if a is a zero (resp., pole), and sets ng(a)=0 (resp., pg(a)=0) otherwise;
thus, ng(a), pg(a)>0. To a meromorphic function g onR, one assigns the divisor of zeros and poles of this function
as (g)= z
ng(z1)
1 z
ng(z2)
2 · · · z
ng(zl1 )
l1
λ
−pg(λ1)
1 λ
−pg(λ2)
2 · · · λ
−pg(λl2 )
l2
, where zi, λ j ∈R, i=1, 2, . . . , l1, j=1, 2, . . . , l2, are the zeros
and poles of g on R, and ng(zi), pg(λ j)>0 are their multiplicities: these divisors are said to be principal.
Associated with the Riemann matrix of β-periods, τ, is the Riemann theta function, defined by
θ(z; τ)=:θ(z)=
∑
m∈ZN
e2πi(m,z)+iπ(m,τm), z∈CN ,
where (·, ·) denotes the—real—Euclidean scalar product,42 with the following evenness and (quasi-) periodicity
properties,
θ(−z)=θ(z), θ(z+e j)=θ(z), and θ(z±τ j)=e∓2πiz j−iπτ j jθ(z),
where e j is the standard (basis) column vector in CN with 1 in the jth entry and 0 elsewhere, and τ j := τe j (∈CN),
j=1, 2, . . . ,N.
It turns out that, for the analysis in this monograph, the following multi-valued functions are essential:
• (
∗
R(z))1/2 := (
∏N
j=0(z−
∗
b j)(z− ∗a j+1))1/2, ∗ ∈ {ˆ, ˜}, where, with the identification ∗aN+1 ≡ ∗a0 (as points on the
complex sphere, C) and with the point at infinity lying on the (open) interval (
∗
a0,
∗
b0), −∞ < ∗a0 <
∗
b0 <
∗
a1 <
∗
b1< · · ·< ∗aN <
∗
bN <+∞ (see Figure 1).43
The functions Rˆ(z) and R˜(z), respectively, are unital polynomials of even degree (deg(Rˆ(z))=deg(R˜(z))=2(N+1))
whose simple roots are {bˆ j−1, aˆ j}N+1j=1 and {b˜ j−1, a˜ j}N+1j=1 . The basic ingredients associated with the construction of the
hyperelliptic Riemann surfaces of genus N corresponding, respectively, to the multi-valued functions y2= Rˆ(z) and
y2= R˜(z) was given above. One now uses the above construction, but particularised to the cases of the polynomials
Rˆ(z) and R˜(z), to arrive at the following constructions.√
Rˆ(z)
This discussion applies to the case n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk = ∞ (cf. Subsec-
tion 1.2.1). Let Yˆ denote the two-sheeted Riemann surface of genus N associated with y2= Rˆ(z), where Rˆ(z)
41These standard basis vectors should be viewed as column vectors.
42For A= (A1 , A2, . . . , AN )∈EN and B= (B1, B2, . . . , BN)∈EN , (A, B) :=∑Nj=1 A jB j.
43It is important to point out that the multi-valued function (Rˆ(z))1/2 (resp., (R˜(z))1/2) is associated with the asymptotic analysis, in the
double-scaling limit N, n→∞ such that N/n = 1+o(1), corresponding to the case n ∈ N and k ∈ {1, 2, . . . , K} such that αps := αk =∞ (resp.,
αps :=αk ,∞); see Subsection 1.3.2.
Orthogonal Rational Functions: Characterisation, Multi-Point Pade´ Approximants, and Asymptotics 35
∗
a0
∗
aN+1
≡
×
∞
∗
b0
∗
a1
∗
b1
∗
a j
∗
b j
∗
aN
∗
bN
Figure 1: Union of open intervals in the complex z-plane (∗∈{ˆ, ˜}).
is characterised above: the first/upper (resp., second/lower) sheet of Yˆ is denoted by Yˆ+ (resp., Yˆ−), points on
the first/upper (resp., second/lower) sheet are represented as z+ := (z,+(Rˆ(z))1/2) (resp., z− := (z,−(Rˆ(z))1/2)),
where, as points on the plane C, z+ = z− = z, and the single-valued branch for the square root of the multi-
valued function (Rˆ(z))1/2 is chosen such that z−(N+1)(Rˆ(z))1/2 ∼Yˆ±∋z→αk ±1. Yˆ is realised as a (two-sheeted)
ramified covering of the Riemann sphere such that its two sheets are two identical copies of C with branch
cuts (slits) along the intervals (aˆ0, bˆ0), (aˆ1, bˆ1), . . . , (aˆN , bˆN) and glued together along ∪N+1j=1 (aˆ j−1, bˆ j−1) in such
a way that the cycles αˆ0 and {αˆ j, βˆ j}, j=1, 2, . . . ,N, where the latter forms the canonical 1-homology basis
for Yˆ, are characterised by the fact that αˆ j, j= 0, 1, . . . ,N, lie on Yˆ+, and βˆ j, j= 1, 2, . . . ,N, pass from Yˆ+
(starting from the slit (aˆ j, bˆ j)), through the slit (aˆ0, bˆ0) to Yˆ−, and back again to Yˆ+ through the slit (aˆ j, bˆ j)
(see Figure 2).
αˆ0 αˆ1 αˆ j αˆN
βˆ1
βˆ j
βˆN
aˆ0
≡≡ ≡
aˆN+1
bˆ0 aˆ1 bˆ1 aˆ j bˆ j aˆN bˆN
Figure 2: The Riemann surface Yˆ of y2=∏Nj=0(z−bˆ j)(z−aˆ j+1). The solid (resp., dashed) lines are on the first/upper
(resp., second/lower) sheet of Yˆ, denoted Yˆ+ (resp., Yˆ−).
The canonical 1-homology basis {αˆ j, βˆ j}, j=1, 2, . . . ,N, generates, on Yˆ, the corresponding αˆ-normal-
ised basis of holomorphic Abelian differentials (one-forms) {ωˆ1, ωˆ2, . . . , ωˆN }, where ωˆ j :=
∑N
i=1 cˆ ji(Rˆ(z))
−1/2
· zN−i dz, j=1, 2, . . . ,N, cˆ ji∈C, and
∮
αˆi
ωˆ j=δi j, i, j=1, 2, . . . ,N. Let ωˆ := (ωˆ1, ωˆ2, . . . , ωˆN) denote the basis of
holomorphic one-forms on Yˆ normalised as above with the associated N×N Riemann matrix of βˆ-periods,
τˆ= (τˆ)i, j=1,2,...,N := (
∮
βˆ j
ωˆi)i, j=1,2,...,N : the Riemann matrix, τˆ, is symmetric and pure imaginary, −iτˆ is positive
definite, and det(τˆ),0. For the holomorphic Abelian differential (one-form) ωˆ defined above, choose aˆN+1,
say, as the base point, and set uˆ : Yˆ → Jac(Yˆ) (:=CN/{N0+ τˆM0}, (N0,M0) ∈ ZN ×ZN), z 7→ uˆ(z) :=
∫ z
aˆN+1
ωˆ,
where the integration from aˆN+1 to z (∈ Yˆ) is taken along any path on Yˆ+.
Remark 1.3.3. From the representation ωˆ j=
∑N
i=1 cˆ ji(Rˆ(z))
−1/2zN−i dz, j=1, 2, . . . ,N, and the normalisation
condition
∮
αˆi
ωˆ j=δi j, i, j=1, 2, . . . ,N, one shows that cˆi1i2 , i1, i2=1, 2, . . . ,N, are derived from
cˆ11 cˆ12 · · · cˆ1N
cˆ21 cˆ22 · · · cˆ2N
...
...
. . .
...
cˆN1 cˆN2 · · · cˆNN
=:Sˆ−1, (42)
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where
Sˆ=

∮
αˆ1
ξN−11 dξ1√
Rˆ(ξ1)
∮
αˆ2
ξN−12 dξ2√
Rˆ(ξ2)
· · ·
∮
αˆN
ξN−1
N
dξN√
Rˆ(ξN )
...
...
. . .
...∮
αˆ1
ξ1dξ1√
Rˆ(ξ1)
∮
αˆ2
ξ2dξ2√
Rˆ(ξ2)
· · ·
∮
αˆN
ξNdξN√
Rˆ(ξN )∮
αˆ1
dξ1√
Rˆ(ξ1)
∮
αˆ2
dξ2√
Rˆ(ξ2)
· · ·
∮
αˆN
dξN√
Rˆ(ξN )

. (43)
Using the multi-linearity property of the determinant, it follows, via a Vandermonde argument applied to
Equation (43), that
det(Sˆ)= (−1)[N/2]+N(N+1)/2(2i)N
∫ bˆ1
aˆ1
∫ bˆ2
aˆ2
· · ·
∫ bˆN
aˆN
N∏
m=1
(|Rˆm(ξm)|)−1/2
N∏
i, j=1
j<i
(ξi−ξ j) dξ1 dξ2 · · · dξN ,
where [N/2] denotes the integer part of N/2, and, for ξ∈ (aˆ j, bˆ j), j=1, 2, . . . ,N,
(|Rˆ j(ξ)|)1/2 := (ξ−bˆ0)1/2(ξ−aˆ0)1/2(bˆ j−ξ)1/2(ξ−aˆ j)1/2
j−1∏
m=1
(ξ−bˆm)1/2(ξ−aˆm)1/2
×
N∏
m′= j+1
(bˆm′−ξ)1/2(aˆm′−ξ)1/2,
where all the square roots are positive and all the end-point integrations have removable 1/2-root singular-
ities: since (aˆi, bˆi) ∩ (aˆ j, bˆ j)=∅ ∀ i, j ∈ {1, 2, . . . ,N}, it follows that, for i< j, ((aˆi, bˆi) ∋) ξi < ξ j (∈ (aˆ j, bˆ j)),
which implies that
∏N
i, j=1
j<i
(ξi−ξ j)> 0; moreover, since, for ξ ∈ (aˆ j, bˆ j), j= 1, 2, . . . ,N, (|Rˆ j(ξ)|)1/2 > 0, that is,
(|Rˆ j(ξ)|)1/2 does not change sign, it follows that the integrand,∏Nm=1(|Rˆm(ξm)|)−1/2∏Ni, j=1
j<i
(ξi−ξ j), is positive
(it, too, has constant sign) in the domain of definition of multiple integration; thus, det(Sˆ),0, namely, S is
invertible (non-singular). For a representation-independentproof of the fact that det(Sˆ),0, see, for example,
Chapter 10, Section 10–2, of [111].
Set (see Section 4), for z ∈C+, γˆ(z) := (∏N+1j=1 (z− bˆ j−1)(z− aˆ j)−1)1/4, and, for z ∈C−, γˆ(z) :=−i(∏N+1j=1 (z−
bˆ j−1)(z−aˆ j)−1)1/4. It is shown in Lemma 4.4 that γˆ(z)=Yˆ±∋z→αk (−i)(1∓1)/2(1+O(z−1)), γˆ(z)=Yˆ±∋z→αpq (−i)
(1∓1)/2
· γˆ(αpq)(1+O(z−αpq)), q=1, 2, . . . , s−1, where γˆ(αpq ) is defined by Equation (664), and
{zˆ±j }Nj=1 := {z± ∈Yˆ±; (γˆ(z)∓(γˆ(z))−1)|z=z±=0},
with zˆ±
j
∈ (aˆ j, bˆ j)± (⊂Yˆ±), j=1, 2, . . . ,N, where, as points on the plane, zˆ+j = zˆ−j = zˆ j ∈ (aˆ j, bˆ j), j=1, 2, . . . ,N.44
Corresponding to Yˆ, define dˆ :=−Kˆ−∑Nj=1 ∫ zˆ−jaˆN+1 ωˆ (∈CN ), where Kˆ is the associated vector of Riemann
constants, and the integration from aˆN+1 to zˆ−j , j=1, 2, . . . ,N, is taken along a fixed path in Yˆ−. It is shown
in Chapter VII of [112] that Kˆ=
∑N
j=1
∫ aˆN+1
aˆ j
ωˆ; furthermore, Kˆ is a point of order 2, that is, 2Kˆ=0 and pKˆ,0
for 0< p< 2. Recalling the definition of ωˆ, and that z−(N+1)(Rˆ(z))1/2 ∼Yˆ±∋z→αk ±1, using the fact that Kˆ is a
point of order 2, one arrives at
dˆ = − Kˆ−
N∑
j=1
∫ zˆ−
j
aˆN+1
ωˆ= Kˆ−
N∑
j=1
∫ zˆ−
j
aˆN+1
ωˆ=−Kˆ+
N∑
j=1
∫ zˆ+
j
aˆN+1
ωˆ= Kˆ+
N∑
j=1
∫ zˆ+
j
aˆN+1
ωˆ
= −
N∑
j=1
∫ zˆ−
j
aˆ j
ωˆ=
N∑
j=1
∫ zˆ+
j
aˆ j
ωˆ.
Associated with the Riemann matrix of βˆ-periods, τˆ, is the Riemann theta function
θˆ(z; τˆ)=: θˆ(z)=
∑
m∈ZN
e2πi(m,z)+iπ(m,τˆm), z∈CN ; (44)
44More precisely, pr(zˆ+
j
)=pr(zˆ−
j
)= zˆ j ∈ (aˆ j , bˆ j), j=1, 2, . . . , N.
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θˆ(z) has the following evenness and (quasi-) periodicity properties,
θˆ(−z)= θˆ(z), θˆ(z+e j)= θˆ(z), and θˆ(z±τˆ j)=e∓2πiz j−iπτˆ j j θˆ(z),
where τˆ j := τˆe j (∈CN), j=1, 2, . . . ,N.√
R˜(z)
This discussion applies to the case n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk , ∞ (cf. Subsec-
tion 1.2.2). Let Y˜ denote the two-sheeted Riemann surface of genus N associated with y2= R˜(z), where R˜(z)
is characterised above: the first/upper (resp., second/lower) sheet of Y˜ is denoted by Y˜+ (resp., Y˜−), points on
the first/upper (resp., second/lower) sheet are represented as z+ := (z,+(R˜(z))1/2) (resp., z− := (z,−(R˜(z))1/2)),
where, as points on the plane C, z+ = z− = z, and the single-valued branch for the square root of the (multi-
valued) function (R˜(z))1/2 is chosen such that z−(N+1)(R˜(z))1/2∼Y˜±∋z→αps−1 ±1 (αps−1 :=∞; cf. Subsection 1.2.2).
Y˜ is realised as a (two-sheeted) ramified covering of the Riemann sphere such that its two sheets are two
identical copies of C with branch cuts along the intervals (a˜0, b˜0), (a˜1, b˜1), . . . , (a˜N , b˜N) and glued together
along ∪N+1
j=1 (a˜ j−1, b˜ j−1) in such a way that the cycles α˜0 and {α˜ j, β˜ j}, j = 1, 2, . . . ,N, where the latter forms
the canonical 1-homology basis for Y˜, are characterised by the fact that α˜ j, j=0, 1, . . . ,N, lie on Y˜+, and β˜ j,
j= 1, 2, . . . ,N, pass from Y˜+ (starting from the slit (a˜ j, b˜ j)), through the slit (a˜0, b˜0) to Y˜−, and back again
to Y˜+ through the slit (a˜ j, b˜ j) (see Figure 3).
α˜0 α˜1 α˜ j α˜N
β˜1
β˜ j
β˜N
a˜0
≡≡ ≡
a˜N+1
b˜0 a˜1 b˜1 a˜ j b˜ j a˜N b˜N
Figure 3: The Riemann surface Y˜ of y2=∏Nj=0(z−b˜ j)(z−a˜ j+1). The solid (resp., dashed) lines are on the first/upper
(resp., second/lower) sheet of Y˜, denoted Y˜+ (resp., Y˜−).
The canonical 1-homology basis {α˜ j, β˜ j}, j=1, 2, . . . ,N, generates, on Y˜, the corresponding α˜-normal-
ised basis of holomorphic Abelian differentials (one-forms) {ω˜1, ω˜2, . . . , ω˜N }, where ω˜ j :=∑Ni=1 c˜ ji(R˜(z))−1/2
· zN−i dz, j=1, 2, . . . ,N, c˜ ji∈C, and
∮
α˜i
ω˜ j=δi j, i, j=1, 2, . . . ,N. Let ω˜ := (ω˜1, ω˜2, . . . , ω˜N) denote the basis of
holomorphic one-forms on Y˜ normalised as above with the associated N×N Riemann matrix of β˜-periods,
τ˜= (τ˜)i, j=1,2,...,N := (
∮
β˜ j
ω˜i)i, j=1,2,...,N : the Riemann matrix, τ˜, is symmetric and pure imaginary, −iτ˜ is positive
definite, and det(τ˜),0. For the holomorphic Abelian differential (one-form) ω˜ defined above, choose a˜N+1,
say, as the base point, and set u˜ : Y˜ → Jac(Y˜) (:= CN/{N0+ τ˜M0}, (N0,M0) ∈ ZN×ZN), z 7→ u˜(z) :=
∫ z
a˜N+1
ω˜,
where the integration from a˜N+1 to z (∈ Y˜) is taken along any path on Y˜+.
Remark 1.3.4. From the representation ω˜ j=
∑N
i=1 c˜ ji(R˜(z))
−1/2zN−i dz, j=1, 2, . . . ,N, and the normalisation
condition
∮
α˜i
ω˜ j=δi j, i, j=1, 2, . . . ,N, one shows that c˜i1i2 , i1, i2=1, 2, . . . ,N, are derived from
c˜11 c˜12 · · · c˜1N
c˜21 c˜22 · · · c˜2N
...
...
. . .
...
c˜N1 c˜N2 · · · c˜NN
=:S˜−1, (45)
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where
S˜=

∮
α˜1
ξN−11 dξ1√
R˜(ξ1)
∮
α˜2
ξN−12 dξ2√
R˜(ξ2)
· · ·
∮
α˜N
ξN−1
N
dξN√
R˜(ξN )
...
...
. . .
...∮
α˜1
ξ1dξ1√
R˜(ξ1)
∮
α˜2
ξ2dξ2√
R˜(ξ2)
· · ·
∮
α˜N
ξNdξN√
R˜(ξN )∮
α˜1
dξ1√
R˜(ξ1)
∮
α˜2
dξ2√
R˜(ξ2)
· · ·
∮
α˜N
dξN√
R˜(ξN )

. (46)
Arguing as in Remark 1.3.3, one shows that
det(S˜) = (−1)[N/2]+N(N+1)/2(2i)N
∫ b˜1
a˜1
∫ b˜2
a˜2
· · ·
∫ b˜N
a˜N
N∏
m=1
(
(ξm−b˜0)1/2(ξm−a˜0)1/2(b˜m−ξm)1/2(ξm−a˜m)1/2
×
m−1∏
l=1
(ξm−b˜l)1/2(ξm−a˜l)1/2
N∏
l′=m+1
(b˜l′−ξm)1/2(a˜l′−ξm)1/2

−1 N∏
i, j=1
j<i
(ξi−ξ j) dξ1 dξ2 · · · dξN ,0,
that is, S˜ is invertible (non-singular).
Set (see Section 4), for z ∈C+, γ˜(z) := (∏N+1j=1 (z− b˜ j−1)(z− a˜ j)−1)1/4, and, for z ∈C−, γ˜(z) :=−i(∏N+1j=1 (z−
b˜ j−1)(z−a˜ j)−1)1/4. It is shown in Lemma 4.4 that γ˜(z)=Y˜±∋z→αpq (−i)(1∓1)/2γ˜(αpq )(1+O(z−αpq)), q=1, . . . , s−2, s,
where γ˜(αpq) is defined by Equation (666), and γ˜(z)=Y˜±∋z→αps−1 (−i)
(1∓1)/2(1+O(z−1)), and
{z˜±j }Nj=1 := {z± ∈Y˜±; (γ˜(z)∓(γ˜(z))−1)|z=z±=0},
with z˜±
j
∈ (a˜ j, b˜ j)± (⊂Y˜±), j=1, 2, . . . ,N, where, as points on the plane, z˜+j = z˜−j = z˜ j ∈ (a˜ j, b˜ j), j=1, 2, . . . ,N.45
Corresponding to Y˜, define d˜ := −K˜−∑Nj=1 ∫ z˜−ja˜N+1 ω˜ (∈CN), where K˜, which is a point of order 2, is the
associated vector of Riemann constants, and the integration from a˜N+1 to z˜−j , j = 1, 2, . . . ,N, is taken along
a fixed path in Y˜−. It is shown in Chapter VII of [112] that K˜=∑Nj=1 ∫ a˜N+1a˜ j ω˜. Recalling the definition of ω˜,
and that z−(N+1)(R˜(z))1/2∼Y˜±∋z→αps−1 ±1, using the fact that K˜ is a point of order 2, one arrives at
d˜ = − K˜−
N∑
j=1
∫ z˜−
j
a˜N+1
ω˜= K˜−
N∑
j=1
∫ z˜−
j
a˜N+1
ω˜=−K˜+
N∑
j=1
∫ z˜+
j
a˜N+1
ω˜= K˜+
N∑
j=1
∫ z˜+
j
a˜N+1
ω˜
= −
N∑
j=1
∫ z˜−
j
a˜ j
ω˜=
N∑
j=1
∫ z˜+
j
a˜ j
ω˜.
Associated with the Riemann matrix of β˜-periods, τ˜, is the Riemann theta function
θ˜(z; τ˜)=: θ˜(z)=
∑
m∈ZN
e2πi(m,z)+iπ(m,τ˜m), z∈CN ; (47)
θ˜(z) has the following evenness and (quasi-) periodicity properties,
θ˜(−z)= θ˜(z), θ˜(z+e j)= θ˜(z), and θ˜(z±τ˜ j)=e∓2πiz j−iπτ˜ j j θ˜(z),
where τ˜ j := τ˜e j (∈CN), j=1, 2, . . . ,N.
1.3.2 MPC ORF and MPA Asymptotics
The genesis of the MPC ORF problem consists in reformulating it, in the spirit of Fokas-Its-Kitaev [113, 114], as
K families of matrix RHPs on R, where one subfamily consists of Kˆ :=#{k∈{1, 2, . . . ,K}; αk=∞} matrix RHPs on
R, and another subfamily consists of K˜ :=#{k∈{1, 2, . . . ,K}; αk ,∞} matrix RHPs on R, with K= Kˆ+K˜, and then
to study both the finite-n and large-n asymptotic (in the double-scaling limit N, n→∞ such that N/n = 1+o(1))
behaviours of the corresponding K solution families, wherein the latter family of K asymptotic analyses consists
of an amalgamation of the Deift-Zhou non-linear steepest-descent method for undulatory matrix RHPs [115] (see,
also, [116, 117, 118, 119, 120]) and the extension of Deift-Venakides-Zhou [121] (see, also, [122, 123]).
45More precisely, pr(z˜+
j
)=pr(z˜−
j
)= z˜ j ∈ (a˜ j , b˜ j), j=1, 2, . . . , N.
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For n ∈ N and k ∈ {1, 2, . . . ,K}, given the K neither necessarily distinct nor bounded, but otherwise arbi-
trary, poles α1, α2, . . . , αK lying on the support of the orthogonality measure (cf. Equations (1) and (2)) dµ(z) =
exp(−NV(z)) dz,N∈N, where the external field V : R \ {α1, α2, . . . , αK }→R satisfies conditions (3)–(5), the monic
MPC ORF problem is formulated (see Section 2, Lemma RHPMPC) as a family of K matrix RHPs on R, where
one subfamily, corresponding to those k ∈ {1, 2, . . . ,K} for which αk =∞, consists of Kˆ matrix RHPs on R, and
another subfamily, corresponding to those k∈{1, 2, . . . ,K} for which αk,∞, consists of K˜ matrix RHPs on R, with
K= Kˆ+K˜.
For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞ or αps :=αk,∞, the finite-n analysis for the monic MPC
ORFs, πn
k
(z), z∈C, the norming constants, µrn,κnk (n, k), r∈{∞, f }, and the MPC ORFs, φnk(z) :=µrn,κnk (n, k)πnk(z), z∈C,
is presented in Section 2.
Remark 1.3.5. It must be stressed that the discussion thus far, as well as that which follows, while valid in its own
right for finite n (∈N), is germane, principally, to transforming the family of K matrix RHPs on R characterising
the monicMPCORFs into a family of K equivalent, or ‘model’, matrix RHPs on R suitable for asymptotic analysis
(in the double-scaling limit N, n→∞ such that N/n=1+o(1)).
For n ∈N and k ∈ {1, 2, . . . ,K} such that αps :=αk =∞ or αps :=αk ,∞, the large-n asymptotic (in the double-
scaling limit N, n→ ∞ such that N/n = 1+o(1)) analysis for the monic MPC ORFs, πn
k
(z), z ∈ C, the norming
constants, µrn,κnk (n, k), r ∈ {∞, f }, the MPC ORFs, φnk(z) :=µrn,κnk(n, k)πnk(z), z∈C, and the corresponding MPA error
terms, Êµ(z) (for αps := αk =∞) and E˜µ(z) (for αps := αk ,∞), z ∈ C, requires the consideration of a family of K
variational conditions for K suitably posed energy minimisation problems, and the establishment of the existence,
uniqueness, and regularity properties of the corresponding family of equilibrium measures which solve the family
of energy minimisation problems. It is a well-known mathematical fact that variational conditions for energy
minimisation problems in logarithmic potential theory, via the equilibrium measure (see, for example, [98, 124,
125, 126, 127, 128, 129, 130, 131]), play an absolutely crucial rôle in asymptotic analyses of RHPs associated with
continuous and discrete OPs, their roots, and the corresponding recurrence relations (see, for example [132, 133,
134, 135, 136, 137, 138, 139, 140, 141, 142, 143, 144, 145, 146, 147, 148, 149, 150, 151, 152, 153, 154, 155, 156,
157, 158, 159, 160, 161, 162]), the Painlevé Transcendents (see, for example, [163, 164, 165, 166, 167, 168, 169,
170, 171, 172, 173, 174, 175, 176, 177, 178, 179, 180, 181, 182, 183, 184, 185, 186, 187, 188, 189, 190]), Random
Matrix Theory (see, for example, [191, 192, 193, 194, 195, 196, 197, 198, 199, 200, 201, 202, 203, 204, 205, 206,
207, 208, 209, 210, 211, 212, 213, 214, 215, 216, 217, 218, 219, 220, 221, 222, 223, 224, 225, 226, 227, 228, 229,
230, 231, 232, 233, 234, 235, 236, 237, 238, 239, 240, 241, 242, 243, 244, 245, 246, 247, 248, 249, 250, 251, 252,
253, 254, 255, 256, 257, 258, 259, 260, 261, 262, 263, 264, 265, 266, 267, 268, 269, 270, 271, 272, 273, 274, 275,
276, 277, 278, 279, 280, 281, 282, 283, 284, 285, 286, 287, 288, 289, 290, 291, 292, 293, 294, 295, 296, 297, 298,
299, 300, 301, 302, 303, 304, 305, 306, 307, 308, 309, 310, 311, 312, 313, 314, 315, 316, 317, 318, 319, 320]),
Combinatorics (see, for example, [321, 322, 323, 324, 325, 326, 327]), and Padé Approximants (see, for example,
[328, 329, 330, 331, 332, 333, 334, 335, 336, 337, 338, 339, 340, 341, 342, 343, 344, 345, 346, 347, 348, 349,
350, 351, 352, 353, 354, 355, 356, 357, 358, 359, 360, 361, 362, 363, 364, 365, 366, 367, 368, 369, 370, 371,
372, 373, 374, 375]). The situation with respect to the large-n asymptotic analysis (in the double-scaling limit
N, n→∞ such that N/n= 1+o(1)) for the monic MPC ORFs is, philosophically, analogous; however, unlike the
asymptotic analyses for the OPs case, the asymptotic analysis for the monic MPC ORFs requires the consideration
of K different families of matrix RHPs on R, which, at the technical level, complicates the associated asymptotic
analysis.
Remark 1.3.6. Before proceeding, an important notational preamble is requisite. Re-write (cf. Equations (1)
and (2)) dµ(z) = exp(−NV(z)) dz = exp(−nV˜(z)) dz =: dµ˜(z), n ∈ N, where V˜(z) = zoV(z), with zo : N × N →
R+, (N, n) 7→ zo :=N/n,46 and where the ‘scaled’ external field V˜ : R \ {α1, α2, . . . , αK}→R satisfies the following
conditions:47
V˜(z) is real analytic on R \ {α1, α2, . . . , αK}, (48)
lim
x→αi
 V˜(x)
ln(x2+1)
=+∞, i∈{k∈{1, 2, . . . ,K}; αk=∞}, (49)
lim
x→α j
 V˜(x)
ln((x−α j)−2+1)
=+∞, j∈{k∈{1, 2, . . . ,K}; αk,∞}; (50)
for example, a rational function of the form (counting multiplicities of poles) V˜ : R \ {α1, α2, . . . , αK } ∋ z 7→∑
i∈{k∈{1,2,...,K};αk,∞}
∑−1
j=−2mi ς˜ j,i(z−αi) j +
∑2m∞
l=0 ς˜l,∞z
l, where mi ∈ N, m∞ ∈ N, ς˜−2mi ,i > 0, and ς˜2m∞ ,∞ > 0 would
46R± := {x∈R; ±x>0}.
47Since the double-scaling limit of interest isN, n→∞ such that zo=1+o(1), the monic MPC ORFs, {πnk (z)} n∈N
k=1,2,...,K
, z∈C, are now orthogonal
with respect to the varying exponential measure dµ˜(z)=exp(−nV˜(z)) dz, with V˜(z) satisfying conditions (48)–(50), where the ‘large parameter’,
n, enters simultaneously into the order, (n−1)K+k, of the monic MPC ORFs and into the varying exponential weight; thus, asymptotics of the
monic MPC ORFs are studied along a ‘diagonal strip’ of a doubly-indexed sequence.
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satisfy conditions (48)–(50). As a consequence of the above-given transformation V → V˜ , one must make the
change dµ→ dµ˜ (cf. Subsections 1.2.1 and 1.2.2) in Equations (13), (16), (22), (34), and (41) for the Markov-
Stieltjes transform, and the corresponding associated R-functions and MPA error terms (see, in particular, Sec-
tion 5, Lemma 5.7, Equations (1001), (1002), (1003), (1005), and (1011)).48
Prior to stating, for n ∈ N and k ∈ {1, 2, . . . ,K}, the asymptotics, in the double-scaling limit N, n→∞ such
that zo = 1+o(1), for the monic MPC ORFs, πnk(z), z ∈ C, the norming constants, µrn,κnk (n, k), r ∈ {∞, f }, the MPC
ORFs, φn
k
(z) := µrn,κnk (n, k)π
n
k
(z), z ∈ C, and the corresponding MPA error terms (cf. Equations (1005) and (1011),
respectively), Êµ˜(z) (for αps := αk =∞) and E˜µ˜(z) (for αps := αk ,∞), z ∈ C, the following discussion highlights,
succinctly, several key results of this monograph, all of which are seminal ingredients subsumed in the asymptotic
analysis (see Sections 3–5 for complete details).
• For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk =∞ (resp., αps :=αk ,∞), let I∞V˜ [µ
EQ
1 ] (resp., I
f
V˜
[µEQ2 ]) be the
energy functional defined by Equation (346) (resp., (347)), and consider the associated minimisation problem
E∞
V˜
:= inf{I∞
V˜
[µEQ1 ]; µ
EQ
1 ∈M1(R)} (resp., E fV˜ := inf{I
f
V˜
[µEQ2 ]; µ
EQ
2 ∈M1(R)}). For n ∈N and k ∈ {1, 2, . . . ,K} such
that αps := αk = ∞ (resp., αps := αk , ∞), the infimum is finite, and there exists an associated unique
measure µ∞
V˜
(resp., µ f
V˜
), called the equilibrium measure, achieving this minimum, that is, M1(R)∋µ∞
V˜
(resp.,
M1(R)∋µ f
V˜
) and I∞
V˜
[µ∞
V˜
]=E∞
V˜
(resp., I f
V˜
[µ f
V˜
]=E f
V˜
). (See Section 3, the corresponding items of Lemmata 3.1–
3.3.)
• For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk = ∞ (resp., αps := αk ,∞), the associated equilibrium
measure, µ∞
V˜
(resp., µ f
V˜
), is absolutely continuous with respect to Lebesgue measure. (See Section 3, the
corresponding items of Lemmata 3.5 and 3.6.)
• For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk = ∞ (resp., αps := αk ,∞), the associated equilibrium
measure, µ∞
V˜
(resp., µ f
V˜
), has support which consists of the disjoint union of a finite number, N+1 (∈N: see
below), of bounded real (compact) intervals; in fact, supp(µ∞
V˜
) =: J∞ = ∪N+1j=1 [bˆ j−1, aˆ j] (resp., supp(µ
f
V˜
) =:
J f = ∪N+1j=1 [b˜ j−1, a˜ j]), where, with N(n, k) := N ∈ N0 and finite, and bˆ j−1(n, k) =: bˆ j−1 and aˆ j(n, k) =: aˆ j
(resp., b˜ j−1(n, k) =: b˜ j−1 and a˜ j(n, k) =: a˜ j), j = 1, 2, . . . ,N+1, the end-points of the intervals, {bˆ j−1, aˆ j}N+1j=1
(resp., {b˜ j−1, a˜ j}N+1j=1 ), of the support, J∞ (resp., J f ), of µ∞V˜ (resp., µ
f
V˜
) have the property that [bˆ j−1, aˆ j] ∩
{α1, α2, . . . , αK }=∅ (resp., [b˜ j−1, a˜ j]∩ {α1, α2, . . . , αK }=∅), j=1, 2, . . . ,N+1, and have been enumerated so
that −∞< bˆ0< aˆ1< bˆ1< aˆ2< · · ·< bˆN < aˆN+1<+∞ (resp., −∞< b˜0< a˜1< b˜1< a˜2< · · ·< b˜N < a˜N+1<+∞). (See
Section 3, the corresponding items of Lemma 3.7.)
• For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk = ∞ (resp., αps := αk , ∞), the associated end-points,
{bˆ j−1, aˆ j}N+1j=1 (resp., {b˜ j−1, a˜ j}N+1j=1 ), are not arbitrary; rather, they satisfy the—locally solvable—system of
2(N+1)moment equations (transcendental equations) (433)–(435) (resp., (439)–(441)).49 (See Section 3, the
corresponding items of Lemma 3.7.)
• For n ∈N and k ∈ {1, 2, . . . ,K} such that αps := αk =∞, the density of the associated equilibrium measure is
given by
dµ∞
V˜
(x)=ψ∞
V˜
(x) dx= (2πi)−1(Rˆ(x))1/2+ hˆV˜ (x)χJ∞(x) dx,
where (Rˆ(z))1/2 is defined by Equation (436), with (Rˆ(z))1/2± := limε↓0(Rˆ(z±iε))1/2, hˆV˜(z) is defined by Equa-
tion (438), and χJ∞ (x) is the characteristic function of the compact set J∞. For n ∈ N and k ∈ {1, 2, . . . ,K}
such that αps :=αk,∞, the density of the associated equilibrium measure is given by
dµ f
V˜
(x)=ψ f
V˜
(x) dx= (2πi)−1(R˜(x))1/2+ h˜V˜(x)χJ f (x) dx,
where (R˜(z))1/2 is defined by Equation (442), with (R˜(z))1/2± := limε↓0(R˜(z±iε))1/2, h˜V˜(z) is defined by Equa-
tion (444), and χJ f (x) is the characteristic function of the compact set J f .
50 (See Section 3, the corresponding
48Henceforth, all quantities also depend on the doubling-scaling parameter, zo; but, for notational simplicity, unless where absolutely neces-
sary, this additional dependence is suppressed.
49In the double-scaling limit N, n→∞ such that zo =1+o(1), the associated end-points, {bˆ j−1, aˆ j}N+1j=1 (resp., {b˜ j−1, a˜ j}N+1j=1 ), are real analytic
functions of zo (except for a denumerable set of singularities, which are the critical values of zo; see, for example, [126]).
50For n ∈ N and k ∈ {1, 2, . . . , K} such that αps := αk = ∞, ψ∞V˜ (x) > 0 (resp., ψ
∞
V˜
(x) > 0) for x ∈ J∞ (resp., x ∈ int(J∞)); in fact, ψ∞
V˜
(x)
behaves like a square root at the end-points of the intervals, {bˆ j−1, aˆ j}N+1j=1 , of the support, J∞, of the associated equilibrium measure, µ∞V˜ , that is,
ψ∞
V˜
(x)=x↓bˆ j−1 O((x−bˆ j−1)1/2) and ψ∞V˜ (x)=x↑aˆ j O((aˆ j−x)
1/2), j=1, 2, . . . ,N+1. For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk ,∞, ψ fV˜ (x)>0
(resp., ψ f
V˜
(x)>0) for x∈ J f (resp., x∈ int(J f )); in fact, ψ f
V˜
(x) behaves like a square root at the end-points of the intervals, {b˜ j−1, a˜ j}N+1j=1 , of the
support, J f , of the associated equilibrium measure, µ
f
V˜
, that is, ψ f
V˜
(x)=x↓b˜ j−1 O((x−b˜ j−1)1/2) and ψ
f
V˜
(x)=x↑a˜ j O((a˜ j−x)1/2), j=1, 2, . . . ,N+1.
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items of Lemma 3.7.)
• For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞ (resp., αps :=αk,∞), in the double-scaling limitN, n→
∞ such that zo = 1+o(1), x∈ J∞ ⇔ dist(x, {zˆnk( j)}(n−1)K+kj=1 )→ 0 (resp., x∈ J f ⇔ dist(x, {z˜nk( j)}(n−1)K+kj=1 )→ 0),51
or, equivalently, {zˆn
k
( j)}(n−1)K+k
j=1 ⊂ J∞ (resp., {z˜nk( j)}(n−1)K+kj=1 ⊂ J f ), that is, the zeros (counting multiplicities)
zˆn
k
( j) (resp., z˜n
k
( j)), j=1, 2, . . . , (n−1)K+k, accumulate on the real compact set J∞ (resp., J f ). (See Section 3,
the corresponding items of Lemmata 3.8 and 3.9.)
• For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk = ∞ (resp., αps := αk , ∞), define the associated
normalised zero counting measure as follows: ηˆzˆ(x) := ((n− 1)K+ k)−1
∑(n−1)K+k
j=1 δzˆnk( j)(x) (resp., η˜z˜(x) :=
((n−1)K+k)−1∑(n−1)K+k
j=1 δz˜nk( j)(x)), where δzˆnk( j)(x) (resp., δz˜nk( j)(x)) is the Dirac delta (atomic) mass concentrated
at zˆn
k
( j) (resp., z˜n
k
( j)), j=1, 2, . . . , (n−1)K+k; then, in the double-scaling limitN, n→∞ such that zo=1+o(1),
ηˆzˆ (resp., η˜z˜) converges weakly 52 to µ∞
V˜
(resp., µ f
V˜
), that is, ηˆzˆ
∗→ µ∞
V˜
(resp., η˜z˜
∗→ µ f
V˜
). (See Section 3, the
corresponding items of Lemma 3.9.)
• For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk = ∞ (resp., αps := αk ,∞), the associated equilibrium
measure, µ∞
V˜
(resp., µ f
V˜
), and its compact support, J∞ (resp., J f ), are uniquely characterised by the following
Euler-Lagrange variational equations: there exists ℓˆ ∈ R (resp., ℓ˜ ∈ R), the associated Lagrange multiplier,
such that the variational conditions (621) (resp., (622)) are valid. (See Section 3, the corresponding items of
Lemma 3.10.)
• For n ∈N and k ∈ {1, 2, . . . ,K} such that αps :=αk =∞, the associated Euler-Lagrange variational conditions
can be conveniently recast in terms of the complex potential (the associated ‘g-function’), g∞(z), of µ∞
V˜
,
defined by Equation (368). The associated ‘g-function’ satisfies (see Section 3, the corresponding item of
Lemma 3.4):
(G1)∞ g∞(z) is analytic for z∈C \ (−∞,max{maxq=1,2,...,s−1{αpq },max{supp(µ∞V˜ )}});
(G2)∞ g∞(z)=C±∋z→αk
κnk
n
ln z+P˜0(n, k)+O(z−1), where P˜0(n, k) is defined by Equation (369);
(G3)∞ g∞+ (z)+g
∞
− (z)−2P˜0−V˜(z)− ℓˆ=0, z∈ J∞, where g∞± (z) := limε↓0 g∞(z±iε);
(G4)∞ g∞+ (z)+g
∞
− (z)−2P˜0−V˜(z)−ℓˆ60, z∈R \ J∞, where equality holds for at most a finite number of points;
(G5)∞ g∞+ (z)−g∞− (z)= i f Rg∞ (z), z∈R, where f Rg∞ is a piecewise-continuous, real-valued, bounded function;
(G6)∞ i(g∞+ (z)−g∞− (z)+2πi
∑
q∈{ j∈{1,2,...,s−1};αp j>z}
κnkk˜q
n
)′=̥∞(z), where the prime denotes differentiation with
respect to z,
̥∞(z)=
2π
(
(n−1)K+k
n
)
ψ∞
V˜
(z)>0, z∈ J∞,
0, z ∈ R \ J∞,
and equality holds for at most a finite number of points.
For n ∈N and k ∈ {1, 2, . . . ,K} such that αps :=αk ,∞, the associated Euler-Lagrange variational conditions
can be conveniently recast in terms of the complex potential (the associated ‘g-function’), g f (z), of µ f
V˜
,
defined by Equation (371). The associated ‘g-function’ satisfies (see Section 3, the corresponding item of
Lemma 3.4):
(G1) f g f (z) is analytic for z∈C \ (−∞,max{maxq=1,...,s−2,s{αpq },max{supp(µ fV˜ )}});
(G2) f g f (z)=C±∋z→αk −
(
κnk−1
n
)
ln(z−αk)+Pˆ±0 (n, k)+O(z−αk), where Pˆ±0 (n, k) is defined by Equations (372)
and (373);
(G3) f g
f
+(z)+g
f
−(z)−Pˆ+0−Pˆ−0 −V˜(z)− ℓ˜=0, z∈ J f , where g f±(z) := limε↓0 g f (z±iε);
(G4) f g
f
+(z)+g
f
−(z)−Pˆ+0−Pˆ−0−V˜(z)−ℓ˜60, z∈R\ J f , where equality holds for at most a finite number of points;
(G5) f g
f
+(z)−g f−(z)+ Pˆ−0 − Pˆ+0 = i f Rg f (z), z ∈ R, where f Rg f is a piecewise-continuous, real-valued, bounded
function;
51For x∈R and X ⊂ R, dist(x,X) := inf{|x−y|; y∈X}.
52A sequence of probability measures {µm}m∈N in M1(D) is said to converge weakly as m→ ∞ to µ ∈ M1(D), symbolically µm ∗→ µ, if
µm( f ) :=
∫
D
f (ξ) dµm(ξ)→
∫
D
f (ξ) dµ(ξ)=:µ( f ) as m→∞ for all f ∈C0b(D), where C0b(D) denotes the set of all bounded continuous functions
on D with compact support (see, for example, [124]).
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(G6) f i(g
f
+(z)−g f−(z)+ Pˆ−0 − Pˆ+0 +2πi
(
κnk−1
n
)
χ{z∈R; z<αk}(z)+2πi
∑
q∈{ j∈{1,2,...,s−2};αp j>z}
κnkk˜q
n
)′ = ̥ f (z), where the
prime denotes differentiation with respect to z,
̥ f (z)=
2π
(
(n−1)K+k
n
)
ψ
f
V˜
(z)>0, z∈ J f ,
0, z ∈ R \ J f ,
and equality holds for at most a finite number of points.
In this monograph on the characterisation and asymptotics, in the double-scaling limit N, n→∞ such that
zo=1+o(1), of MPC ORFs, the so-called ‘regular case’ (see Section 3, Remark to Lemma 3.1) is studied, namely:
(i) for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞, dµ∞V˜ (or V˜ : R \ {α1, α2, . . . , αK }→R) is regular if
(i)∞ hˆV˜ (x),0, x∈ J∞,
(ii)∞ 2(
(n−1)K+k
n
)
∫
J∞
ln(|z−ξ|) dµ∞
V˜
(ξ)−2∑s−1q=1 κnkk˜qn ln|z−αpq |−V˜(z)− ℓˆ<0, z∈R \ J∞,
(iii)∞ the inequalities (G4)∞ and (G6)∞ are strict, that is, 6 (in (G4)∞) and > (in (G6)∞) are replaced by < and >,
respectively;
and (ii) for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, dµ fV˜ (or V˜ : R \ {α1, α2, . . . , αK}→R) is regular if
(i) f h˜V˜ (x),0, x∈ J f ,
(ii) f 2(
(n−1)K+k
n
)
∫
J f
ln(|(z−ξ)/(ξ−αk)|) dµ f
V˜
(ξ)−2∑s−2q=1 κnkk˜qn ln|(z−αpq)/(αpq−αk)|−2 (κnk−1n ) ln|z−αk|−V˜(z)− ℓ˜ <0,
z∈R \ J f ,
(iii) f the inequalities (G4) f and (G6) f are strict, that is, 6 (in (G4) f ) and > (in (G6) f ) are replaced by < and >,
respectively.
Remark 1.3.7. For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk = ∞ (resp., αps := αk , ∞), there are three
distinct situations in which conditions (i)∞–(iii)∞ (resp., (i) f–(iii) f ) may fail: (1) for at least one z˜1 ∈R \ J∞ (resp.,
z˜2 ∈ R \ J f ), 2( (n−1)K+kn )
∫
J∞
ln(|z˜1−ξ|) dµ∞
V˜
(ξ)−2∑s−1q=1 κnkk˜qn ln|z˜1−αpq |− V˜(z˜1)− ℓˆ = 0 (resp., 2( (n−1)K+kn ) ∫J f ln(|(z˜2−
ξ)/(ξ−αk)|) dµ f
V˜
(ξ)−2∑s−2q=1 κnkk˜qn ln|(z˜2−αpq )/(αpq−αk)|−2 (κnk−1n ) ln|z˜2−αk |−V˜(z˜2)−ℓ˜=0), that is, equality is attained
for at least one point z˜1 (resp., z˜2) in the complement of the support of the associated equilibrium measure, which
corresponds to the situation in which a ‘band’ has just closed, or is just about to open, about z˜1 (resp., z˜2), a
singular point of type I [126]; (2) for at least one zˆ1 ∈ int(J∞) (resp., zˆ2 ∈ int(J f )), hˆV˜(zˆ1)=0 (resp., h˜V˜ (zˆ2)=0), that
is, the function hˆV˜ (z) (resp., h˜V˜(z)) vanishes for at least one point zˆ1 (resp., zˆ2) within the support of the associated
equilibriummeasure, which corresponds to the situation in which a ‘gap’ is about to open, or close, about zˆ1 (resp.,
zˆ2), a singular point of type II [126]; and (3) there exists at least one j ∈ {1, 2, . . . ,N+1}, denoted j∗ (resp., j∗),
such that hˆV˜ (bˆ j∗−1)=0 or hˆV˜ (aˆ j∗)=0 (resp., h˜V˜ (b˜ j∗−1)=0 or h˜V˜ (a˜ j∗)=0), a singular point of type III [126]. Each of
these three cases can only occur a finite number of times due to the fact that V˜ : R \ {α1, α2, . . . , αK }→R satisfies
conditions (48)–(50) [126, 127, 192, 239, 240].
Remark 1.3.8. The following correspondences should be noted: (i) for n ∈ N and k ∈ {1, 2, . . . ,K} such that
αps :=αk=∞, g∞ : N×{1, 2, . . . ,K}×C\ (−∞,max{maxq=1,2,...,s−1{αpq },max{supp(µ∞V˜ )}})→C solves the phase con-
ditions (G1)∞–(G6)∞ ⇔M1(R)∋µ∞
V˜
solves the variational conditions (621); and (ii) for n∈N and k∈{1, 2, . . . ,K}
such that αps :=αk ,∞, g f : N × {1, 2, . . . ,K} × C \ (−∞,max{maxq=1,...,s−2,s{αpq },max{supp(µ fV˜ )}})→C solves the
phase conditions (G1) f–(G6) f ⇔M1(R)∋µ f
V˜
solves the variational conditions (622).
For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk = ∞ (resp., αps := αk , ∞), the final results of this
monograph, that is, asymptotics, in the double-scaling limit N, n→∞ such that zo = 1+o(1), of the monic MPC
ORFs, πn
k
(z), z∈C, the correspondingMPA error term, Êµ˜(z) (resp., E˜µ˜(z)), z∈C, the associated norming constants,
µrn,κnk (n, k), r ∈ {∞, f }, and the MPC ORFs, φnk(z) = µrn,κnk (n, k)πnk(z), z ∈ C, are presented in Theorems 1.3.1–1.3.3
(resp., Theorems 1.3.4–1.3.6) below (the complete details of the above-mentioned asymptotic analysis are given in
Sections 3–5); but before doing so, however, some more notational preamble is necessary.
For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞, and j=1, 2, . . . ,N+1, let
Φˆbˆ j−1(z) :=
−34((n−1)K+k)
∫ bˆ j−1
z
(Rˆ(ξ))1/2hˆV˜ (ξ) dξ
2/3 , (51)
Φˆaˆ j (z) :=
34 ((n−1)K+k)
∫ z
aˆ j
(Rˆ(ξ))1/2hˆV˜ (ξ) dξ
2/3 , (52)
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and define the mutually disjoint open discs about bˆ j−1 and aˆ j, respectively, as Uˆδˆbˆ j−1
:= {z ∈ C; |z− bˆ j−1| < δˆbˆ j−1 }
and Uˆδˆaˆ j := {z ∈ C; |z− aˆ j| < δˆaˆ j}, where δˆbˆ j−1 , δˆaˆ j ∈ (0, 1) are sufficiently small, positive real numbers chosen so
that Uˆδˆbˆi−1
∩ Uˆδˆaˆ j = ∅ ∀ i, j ∈ {1, 2, . . . ,N+1}, Uˆδˆbˆ j−1 ∩ {αp1 , αp2 , . . . , αps} = ∅ = Uˆδˆaˆ j ∩ {αp1 , αp2 , . . . , αps}, and
Φˆbˆ j−1(z) (resp., Φˆaˆ j (z)), which are bi-holomorphic, conformal, and non-orientation preserving (resp., orientation
preserving), map (see Figure 4) Uˆδˆbˆ j−1
(resp., (see Figure 5) Uˆδˆaˆ j ), and, thus, the oriented contours Σˆbˆ j−1 :=∪
4
m=1Σˆ
m
bˆ j−1
(resp., Σˆaˆ j :=∪4m=1Σˆmaˆ j ), injectively onto open, n- and k-dependent, neighbourhoods Uˆ∗δˆbˆ j−1 (resp., Uˆ
∗
δˆaˆ j
) of the origin,
such that Φˆbˆ j−1(bˆ j−1) = 0, Φˆbˆ j−1 : Uˆδˆbˆ j−1
→ Uˆ∗
δˆbˆ j−1
:= Φˆbˆ j−1(Uˆδˆbˆ j−1
), Φˆbˆ j−1(Uˆδˆbˆ j−1
∩ Σˆm
bˆ j−1
) = Φˆbˆ j−1(Uˆδˆbˆ j−1
) ∩ γ∗,m
bˆ j−1
, and
Φˆbˆ j−1(Uˆδˆbˆ j−1
∩Ωˆm
bˆ j−1
)=Φˆbˆ j−1(Uˆδˆbˆ j−1
)∩Ωˆ∗,m
bˆ j−1
,m=1, 2, 3, 4,with Ωˆ∗,1
bˆ j−1
= {ζ ∈C; arg(ζ)∈ (0, 2π/3)}, Ωˆ∗,2
bˆ j−1
= {ζ ∈C; arg(ζ)∈
(2π/3, π)}, Ωˆ∗,3
bˆ j−1
= {ζ ∈ C; arg(ζ) ∈ (−π,−2π/3)}, and Ωˆ∗,4
bˆ j−1
= {ζ ∈ C; arg(ζ) ∈ (−2π/3, 0)} (resp., Φˆaˆ j (aˆ j) = 0,
Φˆaˆ j : Uˆδˆaˆ j →Uˆ
∗
δˆaˆ j
:=Φˆaˆ j (Uˆδˆaˆ j ), Φˆaˆ j(Uˆδˆaˆ j ∩Σˆ
m
aˆ j
)=Φˆaˆ j (Uˆδˆaˆ j )∩γ
∗,m
aˆ j
, and Φˆaˆ j (Uˆδˆaˆ j ∩Ωˆ
m
aˆ j
)=Φˆaˆ j(Uˆδˆaˆ j )∩Ωˆ
∗,m
aˆ j
, m=1, 2, 3, 4,
with Ωˆ∗,1
aˆ j
= {ζ ∈ C; arg(ζ) ∈ (0, 2π/3)}, Ωˆ∗,2
aˆ j
= {ζ ∈ C; arg(ζ) ∈ (2π/3, π)}, Ωˆ∗,3
aˆ j
= {ζ ∈ C; arg(ζ) ∈ (−π,−2π/3)}, and
Ωˆ
∗,4
aˆ j
= {ζ ∈ C; arg(ζ) ∈ (−2π/3, 0)}). Consider, also, the decomposition of C (see Figure 6) into bounded and
unbounded regions, and open neighbourhoods surrounding the end-points of the intervals, {bˆ j−1, aˆ j}N+1j=1 , of the
support, J∞, of the associated equilibrium measure, µ∞
V˜
.
Σˆ
1 bˆ j
−1ˆ jˆ1 bˆ j
1
Σˆ
3bˆ
j−
1
ˆ
j
ˆ
3bˆ
j−
1
Σˆ4
bˆ j−1j
Σˆ2
bˆ j−1j
z-plane
Uˆδˆbˆ j−1
Ωˆ2
bˆ j−1j
Ωˆ1
bˆ j−1j
Ωˆ4
bˆ j−1j
Ωˆ3
bˆ j−1j
ζ=Φˆbˆ j−1(z)
z= (Φˆbˆ j−1)
−1(ζ)
ζ-plane
Uˆ∗
δˆbˆ j−1
γ∗,2
bˆ j−1
γ∗,4
bˆ j−1
γ ∗,1bˆ
j−1j
γ
∗,3
bˆ j
−1j
Ωˆ
∗,1
bˆ j−1jΩˆ
∗,2
bˆ j−1j
Ωˆ
∗,3
bˆ j−1j Ωˆ
∗,4
bˆ j−1j
b b
bˆ j−1 0
Figure 4: For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞, the conformalmapping ζ=Φˆbˆ j−1(z), j=1, 2, . . . ,N+1,
where (Φˆbˆ j−1)
−1 denotes the inverse mapping.
Introduce, now, the Airy function, Ai(z), which appears in the final results of this monograph: Ai(z) is deter-
mined (uniquely) as the solution of the second-order non-constant coefficient homogeneousODE (see, for example,
Chapter 10 of [376])
Ai′′(z)−zAi(z)=0,
where the primes denote differentiation with respect to z, with asymptotics
Ai(z) ∼
z→∞
| arg z|<π
1
2
√
π
z−1/4 e−
2
3 z
3/2
∞∑
m=0
(−1)msm
(
2
3
z3/2
)−m
,
Ai′(z) ∼
z→∞
| arg z|<π
− 1
2
√
π
z1/4 e−
2
3 z
3/2
∞∑
m=0
(−1)mtm
(
2
3
z3/2
)−m
,
(53)
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ˆ 1ˆ
j
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Σˆ
3 aˆ
jj
ˆ3 aˆ
j
Σˆ2
aˆ j
Σˆ4
aˆ j
z-plane
Uˆδˆaˆ j
Ωˆ1
aˆ jj
Ωˆ2
aˆ jj
Ωˆ3
aˆ jj
Ωˆ4
aˆ jj
ζ=Φˆaˆ j (z)
z= (Φˆaˆ j )
−1(ζ)
ζ-plane
Uˆ∗
δˆaˆ j
γ∗,2
aˆ j
γ∗,4
aˆ j
γ ∗,1aˆ
jj
γ
∗,3
aˆ jj
Ωˆ
∗,1
aˆ jjΩˆ
∗,2
aˆ jj
Ωˆ
∗,3
aˆ jj Ωˆ
∗,4
aˆ jj
b b
aˆ j 0
Figure 5: For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞, the conformal mapping ζ=Φˆaˆ j (z), j=1, 2, . . . ,N+1,
where (Φˆaˆ j )
−1 denotes the inverse mapping.
where s0= t0=1,
sm=
Γ(3m+ 12 )
(54)mm!Γ(m+ 12 )
=
(2m+1)(2m+3) · · ·(6m−1)
(216)mm!
, tm=−
(
6m+1
6m−1
)
sm, m∈N,
and Γ(·) is the (Euler) gamma function.
Remark 1.3.9. In order to eschew a flood of superfluous notation, the ‘simplified’ and ‘generic’ notation O(c(n, k,
zo)((n−1)K+k)−2), where c(n, k, zo)=N,n→∞
zo=1+o(1)
O(1), is maintained throughout Theorems 1.3.1 and 1.3.4 (see below),
and it is to be understood in the following, ‘normal’ sense: for n ∈N and k ∈ {1, 2, . . . ,K} such that αps := αk =∞
or αps := αk ,∞, in the double-scaling limit N, n→∞ such that zo = 1+o(1), for a compact subset D of C, and
uniformlywith respect to z∈D∗ :=D\{αp1 , αp2 , . . . , αps},O(c(n, k, zo)((n−1)K+k)−2) :=O(c∗(n, k, zo; z)((n−1)K+k)−2),
where ‖c∗(n, k, zo; ·)‖Lr(D∗)=N,n→∞
zo=1+o(1)
O(1), r∈{2,∞}.
Remark 1.3.10. For a 2 × 2 matrix-valued function I(·), (I(·))i j or Ii j(·), i, j = 1, 2, denotes the (i j)-element of
I(·).
Theorem 1.3.1. Let the external field V˜ : R \ {α1, α2, . . . , αK} → R satisfy conditions (48)–(50). For n ∈ N and
k ∈ {1, 2, . . . ,K} such that αps := αk =∞, let dµ∞V˜ (x) = ψ
∞
V˜
(x) dx = (2πi)−1(Rˆ(x))1/2+ hˆV˜ (x)χJ∞(x) dx, where (Rˆ(z))
1/2
is defined by Equation (436), with (Rˆ(x))1/2± := limε↓0(Rˆ(x± iε))1/2,53 J∞ := supp(µ∞V˜ ) = ∪
N+1
j=1 [bˆ j−1, aˆ j], where
N ∈ N0 and is finite, [bˆi−1, aˆi] ∩ [bˆ j−1, aˆ j] = ∅ ∀ i , j ∈ {1, 2, . . . ,N+1}, [bˆ j−1, aˆ j] ∩ {αp1 , αp2 , . . . , αps} = ∅, and
−∞ < bˆ0 < aˆ1 < bˆ1 < aˆ2 < · · · < bˆN < aˆN+1 < +∞, with {bˆ j−1, aˆ j}N+1j=1 satisfying the associated n- and k-dependent
system of 2(N+1) real moment Equations (433)–(435), hˆV˜ (z), which is real analytic for z∈R \ {αp1 , αp2 , . . . , αps }, is
defined by Equation (438),54 and χJ∞ (x) is the characteristic function of the compact set J∞. Furthermore, suppose
that, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞, the external field, V˜, is regular:
(i) hˆV˜(x),0, x∈ J∞;
(ii)
2
(
(n−1)K+k
n
) ∫
J∞
ln(|x−ξ|) dµ∞
V˜
(ξ)−2
s−1∑
q=1
κnkk˜q
n
ln|x−αpq |−V˜(x)− ℓˆ=0, x∈ J∞,
53The branch of the square root is chosen so that z−(N+1)(Rˆ(z))1/2∼C±∋z→αk ±1.
54Note: in the definition of hˆ
V˜
(z) given by Equation (438), there appears the contour integral
∮
Cˆ
V˜
, the detailed description of which is given
in the corresponding item of Lemma 3.7.
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Figure 6: The open neighbourhoods surrounding the end-points of the intervals, {bˆ j−1, aˆ j}N+1j=1 , of the support, J∞,
of the associated equilibrium measure, µ∞
V˜
.
which defines the associated variational constant ℓˆ (∈R),55 and
2
(
(n−1)K+k
n
) ∫
J∞
ln(|x−ξ|) dµ∞
V˜
(ξ)−2
s−1∑
q=1
κnkk˜q
n
ln|x−αpq |−V˜(x)− ℓˆ<0, x∈R \ J∞;
(iii)
g∞+ (x)+g
∞
− (x)−2P˜0−V˜(x)− ℓˆ<0, x∈R \ J∞,
where, for z∈C \ (−∞,max{maxq=1,2,...,s−1{αpq },max{J∞}}), g∞(z) is defined by Equation (368), with g∞± (x) :=
limε↓0 g∞(x±iε), and P˜0 is defined by Equation (369);
(iv)
i
g∞+ (z)−g∞− (z)+2πi ∑
q∈{ j∈{1,2,...,s−1};αp j>z}
κnkk˜q
n

′
>0, z∈ J∞,
where the prime denotes differentiation with respect to z.
For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞, let
m˜∞=diag(m˜∞11, m˜
∞
22)=

θˆ(uˆ+(∞)+dˆ)
θˆ(uˆ+(∞)− 12π ((n−1)K+k)Ωˆ+dˆ)
0
0 θˆ(uˆ+(∞)+dˆ)
θˆ(−uˆ+(∞)− 12π ((n−1)K+k)Ωˆ−dˆ)
 , (54)
Mˆ(z)=
 12 (γˆ(z)+(γˆ(z))−1)
θˆ(uˆ(z)− 12π ((n−1)K+k)Ωˆ+dˆ)
θˆ(uˆ(z)+dˆ)
− 12i (γˆ(z)−(γˆ(z))−1)
θˆ(−uˆ(z)− 12π ((n−1)K+k)Ωˆ+dˆ)
θˆ(−uˆ(z)+dˆ)
1
2i (γˆ(z)−(γˆ(z))−1)
θˆ(uˆ(z)− 12π ((n−1)K+k)Ωˆ−dˆ)
θˆ(uˆ(z)−dˆ)
1
2 (γˆ(z)+(γˆ(z))
−1)
θˆ(−uˆ(z)− 12π ((n−1)K+k)Ωˆ−dˆ)
θˆ(−uˆ(z)−dˆ)
 , (55)
where 56 γˆ(z) is defined by Equation (663), uˆ(z) :=
∫ z
aˆN+1
ωˆ, uˆ+(∞) :=
∫ ∞+
aˆN+1
ωˆ, with ωˆ the associated normalised basis
of holomorphic one-forms on Yˆ, Ωˆ := (Ωˆ1, Ωˆ2, . . . , ΩˆN)T (∈ RN),57 where Ωˆ j = 2π
∫ aˆN+1
bˆ j
ψ∞
V˜
(ξ) dξ, j = 1, 2, . . . ,N,
and dˆ≡−∑Nj=1 ∫ zˆ−jaˆ j ωˆ (=∑Nj=1 ∫ zˆ+jaˆ j ωˆ), where {zˆ±1 , zˆ±2 , . . . , zˆ±N } := {z∈C± ; γˆ(z)∓(γˆ(z))−1=0}, with zˆ±j ∈ (aˆ j, bˆ j)± (⊂ C±),
j=1, 2, . . . ,N.58
For n ∈N and k ∈ {1, 2, . . . ,K} such that αps := αk =∞, let X : C \ R→ SL2(C) be the unique solution of the
corresponding monicMPC ORF RHP (X(z), υ(z),R) stated in Lemma RHPMPC, with integral representation given
55Note that ℓˆ is the same on each compact real interval [bˆ j−1 , aˆ j], j=1, 2, . . . ,N+1.
56Note: det(m˜∞Mˆ(z))=1.
57Note: T denotes transposition.
58As points on the plane, pr(zˆ+
j
)=pr(zˆ−
j
)= zˆ j ∈ (aˆ j , bˆ j), j=1, 2, . . . ,N.
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by Equation (283) (see Lemma 2.1); in particular,
(X(z))11=πnk(z) and (X(z))12=
∫
R
πn
k
(ξ)e−nV˜(ξ)
ξ−z
dξ
2πi
.
Then, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞:
(1) for z∈Υˆ1,
πnk(z) =
N,n→∞
zo=1+o(1)
(
m˜∞11Mˆ11(z)
(
1+
1
(n−1)K+kRˆ
♯
11(z)+O
(
c(n, k, zo)
((n−1)K+k)2
))
+ m˜∞22Mˆ21(z)
(
1
(n−1)K+k Rˆ
♯
12(z)+O
(
c(n, k, zo)
((n−1)K+k)2
)))
× en(g∞(z)−P˜0), (56)
and ∫
R
πn
k
(ξ)e−nV˜(ξ)
ξ−z
dξ
2πi
=
N,n→∞
zo=1+o(1)
(
m˜∞11Mˆ12(z)
(
1+
1
(n−1)K+k Rˆ
♯
11(z)+O
(
c(n, k, zo)
((n−1)K+k)2
))
+ m˜∞22Mˆ22(z)
(
1
(n−1)K+kRˆ
♯
12(z)+O
(
c(n, k, zo)
((n−1)K+k)2
)))
× enℓˆe−n(g∞(z)−P˜0), (57)
with
Rˆ♯(z) =
N+1∑
j=1
 (αˆ0(bˆ j−1))−1
(z−bˆ j−1)2
Aˆ(bˆ j−1)+
(αˆ0(bˆ j−1))−2
z−bˆ j−1
(
αˆ0(bˆ j−1)Bˆ(bˆ j−1)−αˆ1(bˆ j−1)Aˆ(bˆ j−1)
)
+
(αˆ0(aˆ j))−1
(z−aˆ j)2
Aˆ(aˆ j)+
(αˆ0(aˆ j))−2
z−aˆ j
(
αˆ0(aˆ j)Bˆ(aˆ j)−αˆ1(aˆ j)Aˆ(aˆ j)
))
, (58)
where, for j=1, 2, . . . ,N+1,
Aˆ(bˆ j−1) :=
(
m˜∞11 0
0 m˜∞22
) (
Aˆ11(bˆ j−1) Aˆ12(bˆ j−1)
Aˆ21(bˆ j−1) Aˆ22(bˆ j−1)
) (
m˜∞22 0
0 m˜∞11
)
ei((n−1)K+k)℧ˆ j−1 , (59)
Bˆ(bˆ j−1) :=
(
m˜∞11 0
0 m˜∞22
) (
Bˆ11(bˆ j−1) Bˆ12(bˆ j−1)
Bˆ21(bˆ j−1) Bˆ22(bˆ j−1)
) (
m˜∞22 0
0 m˜∞11
)
ei((n−1)K+k)℧ˆ j−1 , (60)
Aˆ(aˆ j) :=
(
m˜∞11 0
0 m˜∞22
) (
Aˆ11(aˆ j) Aˆ12(aˆ j)
Aˆ21(aˆ j) Aˆ22(aˆ j)
) (
m˜∞22 0
0 m˜∞11
)
ei((n−1)K+k)℧ˆ j , (61)
Bˆ(aˆ j) :=
(
m˜∞11 0
0 m˜∞22
) (
Bˆ11(aˆ j) Bˆ12(aˆ j)
Bˆ21(aˆ j) Bˆ22(aˆ j)
) (
m˜∞22 0
0 m˜∞11
)
ei((n−1)K+k)℧ˆ j , (62)
with
Aˆ11(bˆ j−1)=−Aˆ22(bˆ j−1)=−s1κˆ1(bˆ j−1)κˆ2(bˆ j−1)(Qˆ0(bˆ j−1))−1, (63)
Aˆ12(bˆ j−1)=−is1(κˆ1(bˆ j−1))2(Qˆ0(bˆ j−1))−1, Aˆ21(bˆ j−1)=−is1(κˆ2(bˆ j−1))2(Qˆ0(bˆ j−1))−1, (64)
Bˆ11(bˆ j−1)=−Bˆ22(bˆ j−1) = κˆ1(bˆ j−1)κˆ2(bˆ j−1)
(
−s1(Qˆ0(bˆ j−1))−1
(
kˆ11(bˆ j−1)+kˆ
1
−1(bˆ j−1)−Qˆ1(bˆ j−1)(Qˆ0(bˆ j−1))−1
)
− t1
(
Qˆ0(bˆ j−1)+(Qˆ0(bˆ j−1))−1ℵˆ11(bˆ j−1)ℵˆ1−1(bˆ j−1)
)
+i(s1+t1)
(
ℵˆ1−1(bˆ j−1)−ℵˆ11(bˆ j−1)
))
, (65)
Bˆ12(bˆ j−1) = (κˆ1(bˆ j−1))2
(
−is1(Qˆ0(bˆ j−1))−1
(
2kˆ11(bˆ j−1)−Qˆ1(bˆ j−1)(Qˆ0(bˆ j−1))−1
)
+ it1
(
Qˆ0(bˆ j−1)−(Qˆ0(bˆ j−1))−1(ℵˆ11(bˆ j−1))2
)
+2(s1−t1)ℵˆ11(bˆ j−1)
)
, (66)
Bˆ21(bˆ j−1) = (κˆ2(bˆ j−1))2
(
−is1(Qˆ0(bˆ j−1))−1
(
2kˆ1−1(bˆ j−1)−Qˆ1(bˆ j−1)(Qˆ0(bˆ j−1))−1
)
+ it1
(
Qˆ0(bˆ j−1)−(Qˆ0(bˆ j−1))−1(ℵˆ1−1(bˆ j−1))2
)
−2(s1−t1)ℵˆ1−1(bˆ j−1)
)
, (67)
Aˆ11(aˆ j)=−Aˆ22(aˆ j)=−s1κˆ1(aˆ j)κˆ2(aˆ j)Qˆ0(aˆ j), (68)
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Aˆ12(aˆ j)= is1(κˆ1(aˆ j))
2Qˆ0(aˆ j), Aˆ21(aˆ j)= is1(κˆ2(aˆ j))
2Qˆ0(aˆ j), (69)
Bˆ11(aˆ j)=−Bˆ22(aˆ j) = κˆ1(aˆ j)κˆ2(aˆ j)
(
−s1
(
Qˆ1(aˆ j)+Qˆ0(aˆ j)
(
kˆ11(aˆ j)+kˆ
1
−1(aˆ j)
))
− t1
(
(Qˆ0(aˆ j))
−1+Qˆ0(aˆ j)ℵˆ11(aˆ j)ℵˆ1−1(aˆ j)
)
+i(s1+t1)
(
ℵˆ1−1(aˆ j)−ℵˆ11(aˆ j)
))
, (70)
Bˆ12(aˆ j) = (κˆ1(aˆ j))
2
(
is1
(
Qˆ1(aˆ j)+2Qˆ0(aˆ j)kˆ
1
1(aˆ j)
)
+ it1
(
Qˆ0(aˆ j)(ℵˆ11(aˆ j))2−(Qˆ0(aˆ j))−1
)
−2(s1−t1)ℵˆ11(aˆ j)
)
, (71)
Bˆ21(aˆ j) = (κˆ2(aˆ j))
2
(
is1
(
Qˆ1(aˆ j)+2Qˆ0(aˆ j)kˆ
1
−1(aˆ j)
)
+ it1
(
Qˆ0(aˆ j)(ℵˆ1−1(aˆ j))2−(Qˆ0(aˆ j))−1
)
+2(s1−t1)ℵˆ1−1(aˆ j)
)
, (72)
where, for ε1, ε2=±1,59
s1=5/72, t1=−7/72, ℧ˆi=
{
Ωˆi, i=1, 2, . . . ,N,
0, i=0,N+1,
(73)
κˆ1(ς) =
θˆ(uˆ+(ς)− 12π ((n−1)K+k)Ωˆ+ dˆ)
θˆ(uˆ+(ς)+ dˆ)
, κˆ2(ς) =
θˆ(uˆ+(ς)− 12π ((n−1)K+k)Ωˆ− dˆ)
θˆ(uˆ+(ς)− dˆ)
, (74)
ℵˆε1ε2(ς) = −
uˆ(ε1, ε2, 0; ς)
θˆ(ε1uˆ+(ς)+ε2 dˆ)
+
uˆ(ε1, ε2, Ωˆ; ς)
θˆ(ε1uˆ+(ς)− 12π ((n−1)K+k)Ωˆ+ε2 dˆ)
, (75)
kˆε1ε2(ς) = −
vˆ(ε1, ε2, 0; ς)
θˆ(ε1uˆ+(ς)+ε2 dˆ)
+
vˆ(ε1, ε2, Ωˆ; ς)
θˆ(ε1uˆ+(ς)− 12π ((n−1)K+k)Ωˆ+ε2 dˆ)
−
(
uˆ(ε1, ε2, 0; ς)
θˆ(ε1uˆ+(ς)+ε2 dˆ)
)2
+
uˆ(ε1, ε2, 0; ς)uˆ(ε1, ε2, Ωˆ; ς)
θˆ(ε1uˆ+(ς)+ε2 dˆ)θˆ(ε1uˆ+(ς)− 12π ((n−1)K+k)Ωˆ+ε2 dˆ)
, (76)
with
uˆ(ε1, ε2, Ωˆ; ς) :=2πΛˆ10(ε1, ε2, Ωˆ; ς), vˆ(ε1, ε2, Ωˆ; ς) :=−2π2Λˆ20(ε1, ε2, Ωˆ; ς), (77)
Λˆ
j1
0 (ε1, ε2, Ωˆ; ς)=
∑
m∈ZN
(rˆ1(ς))
j1e2πi(m,ε1 uˆ+(ς)−
1
2π ((n−1)K+k)Ωˆ+ε2 dˆ)+iπ(m,τˆm), j1=1, 2, (78)
rˆ1(ς) :=
2
⋋ˆ(ς)
N∑
i=1
N∑
j=1
micˆi jς
N− j, (79)
where cˆi1i2 , i1, i2=1, 2, . . . ,N, are obtained from Equations (42) and (43),
⋋ˆ(bˆ0)= i(−1)N ηˆbˆ0 , ⋋ˆ(bˆ j)= i(−1)N− jηˆbˆ j , ⋋ˆ(aˆN+1)= ηˆaˆN+1 , ⋋ˆ(aˆ j)= (−1)N+1− jηˆaˆ j , j=1, 2, . . . ,N, (80)
with 60
ηˆbˆ0 := (aˆN+1−bˆ0)1/2
N∏
m=1
(bˆm−bˆ0)1/2(aˆm−bˆ0)1/2, (81)
ηˆbˆ j := (bˆ j−aˆ j)1/2(aˆN+1−bˆ j)1/2(bˆ j−bˆ0)1/2
j−1∏
m=1
(bˆ j−bˆm)1/2(bˆ j−aˆm)1/2
N∏
m′= j+1
(bˆm′−bˆ j)1/2(aˆm′−bˆ j)1/2, (82)
ηˆaˆN+1 := (aˆN+1−bˆ0)1/2
N∏
m=1
(aˆN+1−bˆm)1/2(aˆN+1−aˆm)1/2, (83)
ηˆaˆ j := (bˆ j−aˆ j)1/2(aˆN+1−aˆ j)1/2(aˆ j−bˆ0)1/2
j−1∏
m=1
(aˆ j−bˆm)1/2(aˆ j−aˆm)1/2
N∏
m′= j+1
(bˆm′−aˆ j)1/2(aˆm′−aˆ j)1/2, (84)
59Note: 0 := (0, 0, . . . , 0)T (∈RN ).
60All square roots are positive.
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and, for j=1, 2, . . . ,N,
Qˆ0(bˆ0) = −i(aˆN+1−bˆ0)−1/2
N∏
m=1
(bˆm−bˆ0)1/2
(aˆm−bˆ0)1/2
, (85)
Qˆ1(bˆ0) =
1
2
Qˆ0(bˆ0)
 N∑
m=1
(
1
bˆ0−bˆm
− 1
bˆ0−aˆm
)
− 1
bˆ0−aˆN+1
 , (86)
Qˆ0(bˆ j) = −
i(bˆ j−bˆ0)1/2
(aˆN+1−bˆ j)1/2(bˆ j−aˆ j)1/2
j−1∏
m=1
(bˆ j−bˆm)1/2
(bˆ j−aˆm)1/2
N∏
m′= j+1
(bˆm′−bˆ j)1/2
(aˆm′−bˆ j)1/2
, (87)
Qˆ1(bˆ j) =
1
2
Qˆ0(bˆ j)

N∑
m=1
m, j
 1
bˆ j−bˆm
− 1
bˆ j−aˆm
+ 1
bˆ j−bˆ0
− 1
bˆ j−aˆN+1
− 1
bˆ j−aˆ j
 , (88)
Qˆ0(aˆN+1) = (aˆN+1−bˆ0)1/2
N∏
m=1
(aˆN+1−bˆm)1/2
(aˆN+1−aˆm)1/2
, (89)
Qˆ1(aˆN+1) =
1
2
Qˆ0(aˆN+1)
 N∑
m=1
(
1
aˆN+1−bˆm
− 1
aˆN+1−aˆm
)
+
1
aˆN+1−bˆ0
 , (90)
Qˆ0(aˆ j) =
(aˆ j−bˆ0)1/2(bˆ j−aˆ j)1/2
(aˆN+1−aˆ j)1/2
j−1∏
m=1
(aˆ j−bˆm)1/2
(aˆ j−aˆm)1/2
N∏
m′= j+1
(bˆm′−aˆ j)1/2
(aˆm′−aˆ j)1/2
, (91)
Qˆ1(aˆ j) =
1
2
Qˆ0(aˆ j)

N∑
m=1
m, j
 1
aˆ j−bˆm
− 1
aˆ j−aˆm
+ 1
aˆ j−bˆ0
− 1
aˆ j−aˆN+1 +
1
aˆ j−bˆ j
 , (92)
αˆ0(bˆ0) = i(−1)N 23 hˆV˜ (bˆ0)ηˆbˆ0 , (93)
αˆ0(bˆ j) = i(−1)N− j 23 hˆV˜(bˆ j)ηˆbˆ j , (94)
αˆ1(bˆ0) = i(−1)N ηˆbˆ0
2
5
12 hˆV˜(bˆ0)
 N∑
m=1
(
1
bˆ0−bˆm
+
1
bˆ0−aˆm
)
+
1
bˆ0−aˆN+1
+(hˆV˜(bˆ0))′
 , (95)
αˆ1(bˆ j) = i(−1)N− jηˆbˆ j
2
5
12 hˆV˜(bˆ j)

N∑
m=1
m, j
 1
bˆ j−bˆm
+
1
bˆ j−aˆm
+ 1
bˆ j−aˆ j
+
1
bˆ j−aˆN+1
+
1
bˆ j−bˆ0
+(hˆV˜(bˆ j))′
 , (96)
αˆ0(aˆN+1) =
2
3
hˆV˜ (aˆN+1)ηˆaˆN+1 , (97)
αˆ0(aˆ j) = (−1)N+1− j 23 hˆV˜ (aˆ j)ηˆaˆ j , (98)
αˆ1(aˆN+1) = ηˆaˆN+1
2
5
12 hˆV˜ (aˆN+1)
 N∑
m=1
(
1
aˆN+1−bˆm
+
1
aˆN+1−aˆm
)
+
1
aˆN+1−bˆ0
+(hˆV˜(aˆN+1))′
 , (99)
αˆ1(aˆ j) = (−1)N+1− jηˆaˆ j
2
5
12 hˆV˜ (aˆ j)

N∑
m=1
m, j
 1
aˆ j−bˆm
+
1
aˆ j−aˆm
+ 1
aˆ j−bˆ j
+
1
aˆ j−aˆN+1 +
1
aˆ j−bˆ0
+(hˆV˜(aˆ j))′
 ; (100)
(2) for z∈Υˆ2,
πnk(z) =
N,n→∞
zo=1+o(1)
(
m˜∞11Mˆ12(z)
(
1+
1
(n−1)K+kRˆ
♯
11(z)+O
(
c(n, k, zo)
((n−1)K+k)2
))
+ m˜∞22Mˆ22(z)
(
1
(n−1)K+k Rˆ
♯
12(z)+O
(
c(n, k, zo)
((n−1)K+k)2
)))
× en(g∞(z)−P˜0), (101)
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and ∫
R
πn
k
(ξ)e−nV˜(ξ)
ξ−z
dξ
2πi
=
N,n→∞
zo=1+o(1)
−
(
m˜∞11Mˆ11(z)
(
1+
1
(n−1)K+k Rˆ
♯
11(z)+O
(
c(n, k, zo)
((n−1)K+k)2
))
+ m˜∞22Mˆ21(z)
(
1
(n−1)K+kRˆ
♯
12(z)+O
(
c(n, k, zo)
((n−1)K+k)2
)))
× enℓˆe−n(g∞(z)−P˜0); (102)
(3) for z∈Υˆ3,
πnk(z) =
N,n→∞
zo=1+o(1)
(
m˜∞11
(
Mˆ11(z)+Mˆ12(z)e
−2πi((n−1)K+k)
∫ aˆN+1
z
ψ∞
V˜
(ξ) dξ
) (
1+
1
(n−1)K+kRˆ
♯
11(z)+O
(
c(n, k, zo)
((n−1)K+k)2
))
+ m˜∞22
(
Mˆ21(z)+Mˆ22(z)e
−2πi((n−1)K+k)
∫ aˆN+1
z
ψ∞
V˜
(ξ) dξ
) ( 1
(n−1)K+k Rˆ
♯
12(z)+O
(
c(n, k, zo)
((n−1)K+k)2
)))
× en(g∞(z)−P˜0), (103)
and ∫
R
πn
k
(ξ)e−nV˜(ξ)
ξ−z
dξ
2πi
=
N,n→∞
zo=1+o(1)
(
m˜∞11Mˆ12(z)
(
1+
1
(n−1)K+k Rˆ
♯
11(z)+O
(
c(n, k, zo)
((n−1)K+k)2
))
+ m˜∞22Mˆ22(z)
(
1
(n−1)K+kRˆ
♯
12(z)+O
(
c(n, k, zo)
((n−1)K+k)2
)))
× enℓˆe−n(g∞(z)−P˜0); (104)
(4) for z∈Υˆ4,
πnk(z) =
N,n→∞
zo=1+o(1)
(
m˜∞11
(
Mˆ12(z)+Mˆ11(z)e
2πi((n−1)K+k)
∫ aˆN+1
z
ψ∞
V˜
(ξ) dξ
) (
1+
1
(n−1)K+k Rˆ
♯
11(z)+O
(
c(n, k, zo)
((n−1)K+k)2
))
+ m˜∞22
(
Mˆ22(z)+Mˆ21(z)e
2πi((n−1)K+k)
∫ aˆN+1
z
ψ∞
V˜
(ξ) dξ
) ( 1
(n−1)K+k Rˆ
♯
12(z)+O
(
c(n, k, zo)
((n−1)K+k)2
)))
× en(g∞(z)−P˜0), (105)
and ∫
R
πn
k
(ξ)e−nV˜(ξ)
ξ−z
dξ
2πi
=
N,n→∞
zo=1+o(1)
−
(
m˜∞11Mˆ11(z)
(
1+
1
(n−1)K+k Rˆ
♯
11(z)+O
(
c(n, k, zo)
((n−1)K+k)2
))
+ m˜∞22Mˆ21(z)
(
1
(n−1)K+kRˆ
♯
12(z)+O
(
c(n, k, zo)
((n−1)K+k)2
)))
× enℓˆe−n(g∞(z)−P˜0); (106)
(5) for z∈Ωˆ1
bˆ j−1
, j=1, 2, . . . ,N+1,
πnk(z) =
N,n→∞
zo=1+o(1)
(
Xˆbˆ,111 (z)
(
1+
1
(n−1)K+k
(
Rˆ♯11(z)−Rˆ
♮
11(z)
)
+O
(
c(n, k, zo)
((n−1)K+k)2
))
+ Xˆbˆ,121 (z)
(
1
(n−1)K+k
(
Rˆ♯12(z)−Rˆ
♮
12(z)
)
+O
(
c(n, k, zo)
((n−1)K+k)2
)))
× en(g∞(z)−P˜0), (107)
and ∫
R
πn
k
(ξ)e−nV˜(ξ)
ξ−z
dξ
2πi
=
N,n→∞
zo=1+o(1)
(
Xˆbˆ,112 (z)
(
1+
1
(n−1)K+k
(
Rˆ♯11(z)−Rˆ
♮
11(z)
)
+O
(
c(n, k, zo)
((n−1)K+k)2
))
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+ Xˆbˆ,122 (z)
(
1
(n−1)K+k
(
Rˆ♯12(z)−Rˆ
♮
12(z)
)
+O
(
c(n, k, zo)
((n−1)K+k)2
)))
× enℓˆe−n(g∞(z)−P˜0), (108)
where
Rˆ♮(z)=
N+1∑
j=1
(
Yˆbˆ j−1(z)χUˆδˆ
bˆ j−1
(z)+Yˆaˆ j(z)χUˆδˆaˆ j
(z)
)
, (109)
with χUˆδˆ
bˆ j−1
(z) (resp., χUˆδˆaˆ j
(z)) the characteristic function of the set Uˆδˆbˆ j−1
(resp., Uˆδˆaˆ j
),
Yˆbˆ j−1(z) :=
1
ξˆbˆ j−1(z)
m˜∞Mˆ(z)
( −(s1+t1) −i(s1−t1)ei((n−1)K+k)℧ˆ j−1
−i(s1−t1)e−i((n−1)K+k)℧ˆ j−1 (s1+t1)
)
(m˜∞Mˆ(z))−1, (110)
Yˆaˆ j (z) :=
1
ξˆaˆ j (z)
m˜∞Mˆ(z)
( −(s1+t1) i(s1−t1)ei((n−1)K+k)℧ˆ j
i(s1−t1)e−i((n−1)K+k)℧ˆ j (s1+t1)
)
(m˜∞Mˆ(z))−1, (111)
where
ξˆbˆ j−1 (z)=−
∫ bˆ j−1
z
(Rˆ(ξ))1/2hˆV˜(ξ) dξ, (112)
ξˆaˆ j (z)=
∫ z
aˆ j
(Rˆ(ξ))1/2hˆV˜ (ξ) dξ, (113)
and
Xˆbˆ,111 (z) = − i
√
πe
1
2 ((n−1)K+k)ξˆbˆ j−1 (z)m˜∞11
(
iMˆ11(z)Θ
0,0,−
0,0 (Φˆbˆ j−1(z))−Mˆ12(z)Θ
0,0,+
0,0 (Φˆbˆ j−1(z))e
−i((n−1)K+k)℧ˆ j−1
)
, (114)
Xˆbˆ,112 (z) =
√
πe−
iπ
6 e
− 12 ((n−1)K+k)ξˆbˆ j−1 (z)m˜∞11
(
Mˆ12(z)Θ
0,2,+
2,2 (Φˆbˆ j−1(z))−iMˆ11(z)Θ0,2,−2,2 (Φˆbˆ j−1(z))ei((n−1)K+k)℧ˆ j−1
)
, (115)
Xˆbˆ,121 (z) = − i
√
πe
1
2 ((n−1)K+k)ξˆbˆ j−1 (z)m˜∞22
(
iMˆ21(z)Θ
0,0,−
0,0 (Φˆbˆ j−1(z))−Mˆ22(z)Θ
0,0,+
0,0 (Φˆbˆ j−1(z))e
−i((n−1)K+k)℧ˆ j−1
)
, (116)
Xˆbˆ,122 (z) =
√
πe−
iπ
6 e
− 12 ((n−1)K+k)ξˆbˆ j−1 (z)m˜∞22
(
Mˆ22(z)Θ
0,2,+
2,2 (Φˆbˆ j−1(z))−iMˆ21(z)Θ
0,2,−
2,2 (Φˆbˆ j−1(z))e
i((n−1)K+k)℧ˆ j−1
)
, (117)
where Φˆbˆ j−1(z) is defined by Equation (51), and
Θr1,r2,±r3,r4 (ζ) :=ζ
1/4ωr1 Ai(ωr2ζ)±ζ−1/4ωr3 Ai′(ωr4ζ), r1, r2, r3, r4=0, 1, 2, (118)
with ω=exp(2πi/3);
(6) for z∈Ωˆ1
aˆ j
, j=1, 2, . . . ,N+1,
πnk(z) =
N,n→∞
zo=1+o(1)
(
Xˆaˆ,111 (z)
(
1+
1
(n−1)K+k
(
Rˆ♯11(z)−Rˆ
♮
11(z)
)
+O
(
c(n, k, zo)
((n−1)K+k)2
))
+ Xˆaˆ,121 (z)
(
1
(n−1)K+k
(
Rˆ♯12(z)−Rˆ
♮
12(z)
)
+O
(
c(n, k, zo)
((n−1)K+k)2
)))
× en(g∞(z)−P˜0), (119)
and ∫
R
πn
k
(ξ)e−nV˜(ξ)
ξ−z
dξ
2πi
=
N,n→∞
zo=1+o(1)
(
Xˆaˆ,112 (z)
(
1+
1
(n−1)K+k
(
Rˆ♯11(z)−Rˆ
♮
11(z)
)
+O
(
c(n, k, zo)
((n−1)K+k)2
))
+ Xˆaˆ,122 (z)
(
1
(n−1)K+k
(
Rˆ♯12(z)−Rˆ
♮
12(z)
)
+O
(
c(n, k, zo)
((n−1)K+k)2
)))
× enℓˆe−n(g∞(z)−P˜0), (120)
where
Xˆaˆ,111 (z) = − i
√
πe
1
2 ((n−1)K+k)ξˆaˆ j (z)m˜∞11
(
iMˆ11(z)Θ
0,0,−
0,0 (Φˆaˆ j(z))+Mˆ12(z)Θ
0,0,+
0,0 (Φˆaˆ j (z))e
−i((n−1)K+k)℧ˆ j
)
, (121)
Xˆaˆ,112 (z) =
√
πe−
iπ
6 e−
1
2 ((n−1)K+k)ξˆaˆ j (z)m˜∞11
(
Mˆ12(z)Θ
0,2,+
2,2 (Φˆaˆ j (z))+iMˆ11(z)Θ
0,2,−
2,2 (Φˆaˆ j(z))e
i((n−1)K+k)℧ˆ j
)
, (122)
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Xˆaˆ,121 (z) = − i
√
πe
1
2 ((n−1)K+k)ξˆaˆ j (z)m˜∞22
(
iMˆ21(z)Θ
0,0,−
0,0 (Φˆaˆ j(z))+Mˆ22(z)Θ
0,0,+
0,0 (Φˆaˆ j (z))e
−i((n−1)K+k)℧ˆ j
)
, (123)
Xˆaˆ,122 (z) =
√
πe−
iπ
6 e−
1
2 ((n−1)K+k)ξˆaˆ j (z)m˜∞22
(
Mˆ22(z)Θ
0,2,+
2,2 (Φˆaˆ j (z))+iMˆ21(z)Θ
0,2,−
2,2 (Φˆaˆ j(z))e
i((n−1)K+k)℧ˆ j
)
, (124)
with Φˆaˆ j(z) defined by Equation (52);
(7) for z∈Ωˆ2
bˆ j−1
, j=1, 2, . . . ,N+1,
πnk(z) =
N,n→∞
zo=1+o(1)
((
Xˆbˆ,211 (z)+Xˆbˆ,212 (z)e−2πi((n−1)K+k)
∫ aˆN+1
z
ψ∞
V˜
(ξ) dξ
) (
1+
1
(n−1)K+k
(
Rˆ♯11(z)−Rˆ
♮
11(z)
)
+O
(
c(n, k, zo)
((n−1)K+k)2
))
+
(
Xˆbˆ,221 (z)+Xˆbˆ,222 (z)e−2πi((n−1)K+k)
∫ aˆN+1
z
ψ∞
V˜
(ξ) dξ
) ( 1
(n−1)K+k
(
Rˆ♯12(z)−Rˆ
♮
12(z)
)
+O
(
c(n, k, zo)
((n−1)K+k)2
)))
× en(g∞(z)−P˜0), (125)
and ∫
R
πn
k
(ξ)e−nV˜(ξ)
ξ−z
dξ
2πi
=
N,n→∞
zo=1+o(1)
(
Xˆbˆ,212 (z)
(
1+
1
(n−1)K+k
(
Rˆ♯11(z)−Rˆ
♮
11(z)
)
+O
(
c(n, k, zo)
((n−1)K+k)2
))
+ Xˆbˆ,222 (z)
(
1
(n−1)K+k
(
Rˆ♯12(z)−Rˆ
♮
12(z)
)
+O
(
c(n, k, zo)
((n−1)K+k)2
)))
× enℓˆe−n(g∞(z)−P˜0), (126)
where
Xˆbˆ,211 (z) = − i
√
πe
1
2 ((n−1)K+k)ξˆbˆ j−1 (z)m˜∞11
(
iMˆ11(z)Θ
0,2,−
2,0 (Φˆbˆ j−1(z))−Mˆ12(z)Θ
0,2,+
2,0 (Φˆbˆ j−1(z))e
−i((n−1)K+k)℧ˆ j−1
)
, (127)
Xˆbˆ,212 (z) =
√
πe−
iπ
6 e
− 12 ((n−1)K+k)ξˆbˆ j−1 (z)m˜∞11
(
Mˆ12(z)Θ
0,2,+
2,2 (Φˆbˆ j−1(z))−iMˆ11(z)Θ0,2,−2,2 (Φˆbˆ j−1(z))ei((n−1)K+k)℧ˆ j−1
)
, (128)
Xˆbˆ,221 (z) = − i
√
πe
1
2 ((n−1)K+k)ξˆbˆ j−1 (z)m˜∞22
(
iMˆ21(z)Θ
0,2,−
2,0 (Φˆbˆ j−1(z))−Mˆ22(z)Θ0,2,+2,0 (Φˆbˆ j−1(z))e−i((n−1)K+k)℧ˆ j−1
)
, (129)
Xˆbˆ,222 (z) =
√
πe−
iπ
6 e
− 12 ((n−1)K+k)ξˆbˆ j−1 (z)m˜∞22
(
Mˆ22(z)Θ
0,2,+
2,2 (Φˆbˆ j−1(z))−iMˆ21(z)Θ
0,2,−
2,2 (Φˆbˆ j−1(z))e
i((n−1)K+k)℧ˆ j−1
)
, (130)
with
Θr1,r2,±r3,r4 (ζ) :=ζ
1/4
(
Ai(ζ)−e iπ3 ωr1 Ai(ωr2ζ)
)
±ζ−1/4
(
Ai′(ζ)−e iπ3 ωr3 Ai′(ωr4ζ)
)
, r1, r2, r3, r4=0, 1, 2; (131)
(8) for z∈Ωˆ2
aˆ j
, j=1, 2, . . . ,N+1,
πnk(z) =
N,n→∞
zo=1+o(1)
((
Xˆaˆ,211 (z)+Xˆaˆ,212 (z)e−2πi((n−1)K+k)
∫ aˆN+1
z
ψ∞
V˜
(ξ) dξ
) (
1+
1
(n−1)K+k
(
Rˆ♯11(z)−Rˆ
♮
11(z)
)
+O
(
c(n, k, zo)
((n−1)K+k)2
))
+
(
Xˆaˆ,221 (z)+Xˆaˆ,222 (z)e−2πi((n−1)K+k)
∫ aˆN+1
z
ψ∞
V˜
(ξ) dξ
) ( 1
(n−1)K+k
(
Rˆ♯12(z)−Rˆ
♮
12(z)
)
+O
(
c(n, k, zo)
((n−1)K+k)2
)))
× en(g∞(z)−P˜0), (132)
and ∫
R
πn
k
(ξ)e−nV˜(ξ)
ξ−z
dξ
2πi
=
N,n→∞
zo=1+o(1)
(
Xˆaˆ,212 (z)
(
1+
1
(n−1)K+k
(
Rˆ♯11(z)−Rˆ
♮
11(z)
)
+O
(
c(n, k, zo)
((n−1)K+k)2
))
+ Xˆaˆ,222 (z)
(
1
(n−1)K+k
(
Rˆ♯12(z)−Rˆ
♮
12(z)
)
+O
(
c(n, k, zo)
((n−1)K+k)2
)))
× enℓˆe−n(g∞(z)−P˜0), (133)
where
Xˆaˆ,211 (z) = − i
√
πe
1
2 ((n−1)K+k)ξˆaˆ j (z)m˜∞11
(
iMˆ11(z)Θ
0,2,−
2,0 (Φˆaˆ j(z))+Mˆ12(z)Θ
0,2,+
2,0 (Φˆaˆ j (z))e
−i((n−1)K+k)℧ˆ j
)
, (134)
Xˆaˆ,212 (z) =
√
πe−
iπ
6 e−
1
2 ((n−1)K+k)ξˆaˆ j (z)m˜∞11
(
Mˆ12(z)Θ
0,2,+
2,2 (Φˆaˆ j(z))+iMˆ11(z)Θ
0,2,−
2,2 (Φˆaˆ j(z))e
i((n−1)K+k)℧ˆ j
)
, (135)
Xˆaˆ,221 (z) = − i
√
πe
1
2 ((n−1)K+k)ξˆaˆ j (z)m˜∞22
(
iMˆ21(z)Θ
0,2,−
2,0 (Φˆaˆ j(z))+Mˆ22(z)Θ
0,2,+
2,0 (Φˆaˆ j (z))e
−i((n−1)K+k)℧ˆ j
)
, (136)
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Xˆaˆ,222 (z) =
√
πe−
iπ
6 e−
1
2 ((n−1)K+k)ξˆaˆ j (z)m˜∞22
(
Mˆ22(z)Θ
0,2,+
2,2 (Φˆaˆ j(z))+iMˆ21(z)Θ
0,2,−
2,2 (Φˆaˆ j(z))e
i((n−1)K+k)℧ˆ j
)
; (137)
(9) for z∈Ωˆ3
bˆ j−1
, j=1, 2, . . . ,N+1,
πnk(z) =
N,n→∞
zo=1+o(1)
((
Xˆbˆ,311 (z)−Xˆbˆ,312 (z)e2πi((n−1)K+k)
∫ aˆN+1
z
ψ∞
V˜
(ξ) dξ
) (
1+
1
(n−1)K+k
(
Rˆ♯11(z)−Rˆ
♮
11(z)
)
+O
(
c(n, k, zo)
((n−1)K+k)2
))
+
(
Xˆbˆ,321 (z)−Xˆbˆ,322 (z)e2πi((n−1)K+k)
∫ aˆN+1
z
ψ∞
V˜
(ξ) dξ
) ( 1
(n−1)K+k
(
Rˆ♯12(z)−Rˆ
♮
12(z)
)
+O
(
c(n, k, zo)
((n−1)K+k)2
)))
× en(g∞(z)−P˜0), (138)
and ∫
R
πn
k
(ξ)e−nV˜(ξ)
ξ−z
dξ
2πi
=
N,n→∞
zo=1+o(1)
(
Xˆbˆ,312 (z)
(
1+
1
(n−1)K+k
(
Rˆ♯11(z)−Rˆ
♮
11(z)
)
+O
(
c(n, k, zo)
((n−1)K+k)2
))
+ Xˆbˆ,322 (z)
(
1
(n−1)K+k
(
Rˆ♯12(z)−Rˆ
♮
12(z)
)
+O
(
c(n, k, zo)
((n−1)K+k)2
)))
× enℓˆe−n(g∞(z)−P˜0), (139)
where
Xˆbˆ,311 (z) = − i
√
πe
1
2 ((n−1)K+k)ξˆbˆ j−1 (z)m˜∞11
(
iMˆ12(z)Θ
2,1,−
0,1 (Φˆbˆ j−1(z))+Mˆ11(z)Θ
2,1,+
0,1 (Φˆbˆ j−1(z))e
i((n−1)K+k)℧ˆ j−1
)
, (140)
Xˆbˆ,312 (z) =
√
πe−
iπ
6 e
− 12 ((n−1)K+k)ξˆbˆ j−1 (z)m˜∞11
(
Mˆ11(z)Θ
2,1,+
0,1 (Φˆbˆ j−1(z))+iMˆ12(z)Θ
2,1,−
0,1 (Φˆbˆ j−1(z))e
−i((n−1)K+k)℧ˆ j−1
)
, (141)
Xˆbˆ,321 (z) = − i
√
πe
1
2 ((n−1)K+k)ξˆbˆ j−1 (z)m˜∞22
(
iMˆ22(z)Θ
2,1,−
0,1 (Φˆbˆ j−1(z))+Mˆ21(z)Θ
2,1,+
0,1 (Φˆbˆ j−1(z))e
i((n−1)K+k)℧ˆ j−1
)
, (142)
Xˆbˆ,322 (z) =
√
πe−
iπ
6 e
− 12 ((n−1)K+k)ξˆbˆ j−1 (z)m˜∞22
(
Mˆ21(z)Θ
2,1,+
0,1 (Φˆbˆ j−1(z))+iMˆ22(z)Θ
2,1,−
0,1 (Φˆbˆ j−1(z))e
−i((n−1)K+k)℧ˆ j−1
)
; (143)
(10) for z∈Ωˆ3
aˆ j
, j=1, 2, . . . ,N+1,
πnk(z) =
N,n→∞
zo=1+o(1)
((
Xˆaˆ,311 (z)−Xˆaˆ,312 (z)e2πi((n−1)K+k)
∫ aˆN+1
z
ψ∞
V˜
(ξ) dξ
) (
1+
1
(n−1)K+k
(
Rˆ♯11(z)−Rˆ
♮
11(z)
)
+O
(
c(n, k, zo)
((n−1)K+k)2
))
+
(
Xˆaˆ,321 (z)−Xˆaˆ,322 (z)e2πi((n−1)K+k)
∫ aˆN+1
z
ψ∞
V˜
(ξ) dξ
) ( 1
(n−1)K+k
(
Rˆ♯12(z)−Rˆ
♮
12(z)
)
+O
(
c(n, k, zo)
((n−1)K+k)2
)))
× en(g∞(z)−P˜0), (144)
and ∫
R
πn
k
(ξ)e−nV˜(ξ)
ξ−z
dξ
2πi
=
N,n→∞
zo=1+o(1)
(
Xˆaˆ,312 (z)
(
1+
1
(n−1)K+k
(
Rˆ♯11(z)−Rˆ
♮
11(z)
)
+O
(
c(n, k, zo)
((n−1)K+k)2
))
+ Xˆaˆ,322 (z)
(
1
(n−1)K+k
(
Rˆ♯12(z)−Rˆ
♮
12(z)
)
+O
(
c(n, k, zo)
((n−1)K+k)2
)))
× enℓˆe−n(g∞(z)−P˜0), (145)
where
Xˆaˆ,311 (z) = − i
√
πe
1
2 ((n−1)K+k)ξˆaˆ j (z)m˜∞11
(
iMˆ12(z)Θ
2,1,−
0,1 (Φˆaˆ j (z))−Mˆ11(z)Θ2,1,+0,1 (Φˆaˆ j(z))ei((n−1)K+k)℧ˆ j
)
, (146)
Xˆaˆ,312 (z) =
√
πe−
iπ
6 e−
1
2 ((n−1)K+k)ξˆaˆ j (z)m˜∞11
(
Mˆ11(z)Θ
2,1,+
0,1 (Φˆaˆ j (z))−iMˆ12(z)Θ2,1,−0,1 (Φˆaˆ j (z))e−i((n−1)K+k)℧ˆ j
)
, (147)
Xˆaˆ,321 (z) = − i
√
πe
1
2 ((n−1)K+k)ξˆaˆ j (z)m˜∞22
(
iMˆ22(z)Θ
2,1,−
0,1 (Φˆaˆ j (z))−Mˆ21(z)Θ2,1,+0,1 (Φˆaˆ j(z))ei((n−1)K+k)℧ˆ j
)
, (148)
Xˆaˆ,322 (z) =
√
πe−
iπ
6 e−
1
2 ((n−1)K+k)ξˆaˆ j (z)m˜∞22
(
Mˆ21(z)Θ
2,1,+
0,1 (Φˆaˆ j (z))−iMˆ22(z)Θ2,1,−0,1 (Φˆaˆ j (z))e−i((n−1)K+k)℧ˆ j
)
; (149)
(11) for z∈Ωˆ4
bˆ j−1
, j=1, 2, . . . ,N+1,
πnk(z) =
N,n→∞
zo=1+o(1)
(
Xˆbˆ,411 (z)
(
1+
1
(n−1)K+k
(
Rˆ♯11(z)−Rˆ
♮
11(z)
)
+O
(
c(n, k, zo)
((n−1)K+k)2
))
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+ Xˆbˆ,421 (z)
(
1
(n−1)K+k
(
Rˆ♯12(z)−Rˆ
♮
12(z)
)
+O
(
c(n, k, zo)
((n−1)K+k)2
)))
× en(g∞(z)−P˜0), (150)
and ∫
R
πn
k
(ξ)e−nV˜(ξ)
ξ−z
dξ
2πi
=
N,n→∞
zo=1+o(1)
(
Xˆbˆ,412 (z)
(
1+
1
(n−1)K+k
(
Rˆ♯11(z)−Rˆ
♮
11(z)
)
+O
(
c(n, k, zo)
((n−1)K+k)2
))
+ Xˆbˆ,422 (z)
(
1
(n−1)K+k
(
Rˆ♯12(z)−Rˆ
♮
12(z)
)
+O
(
c(n, k, zo)
((n−1)K+k)2
)))
× enℓˆe−n(g∞(z)−P˜0), (151)
where
Xˆbˆ,411 (z) = − i
√
πe
1
2 ((n−1)K+k)ξˆbˆ j−1 (z)m˜∞11
(
iMˆ12(z)Θ
0,0,−
0,0 (Φˆbˆ j−1(z))+Mˆ11(z)Θ
0,0,+
0,0 (Φˆbˆ j−1(z))e
i((n−1)K+k)℧ˆ j−1
)
, (152)
Xˆbˆ,412 (z) =
√
πe−
iπ
6 e
− 12 ((n−1)K+k)ξˆbˆ j−1 (z)m˜∞11
(
Mˆ11(z)Θ
2,1,+
0,1 (Φˆbˆ j−1(z))+iMˆ12(z)Θ
2,1,−
0,1 (Φˆbˆ j−1(z))e
−i((n−1)K+k)℧ˆ j−1
)
, (153)
Xˆbˆ,421 (z) = − i
√
πe
1
2 ((n−1)K+k)ξˆbˆ j−1 (z)m˜∞22
(
iMˆ22(z)Θ
0,0,−
0,0 (Φˆbˆ j−1(z))+Mˆ21(z)Θ
0,0,+
0,0 (Φˆbˆ j−1(z))e
i((n−1)K+k)℧ˆ j−1
)
, (154)
Xˆbˆ,422 (z) =
√
πe−
iπ
6 e
− 12 ((n−1)K+k)ξˆbˆ j−1 (z)m˜∞22
(
Mˆ21(z)Θ
2,1,+
0,1 (Φˆbˆ j−1(z))+iMˆ22(z)Θ
2,1,−
0,1 (Φˆbˆ j−1(z))e
−i((n−1)K+k)℧ˆ j−1
)
; (155)
and (12) for z∈Ωˆ4
aˆ j
, j=1, 2, . . . ,N+1,
πnk(z) =
N,n→∞
zo=1+o(1)
(
Xˆaˆ,411 (z)
(
1+
1
(n−1)K+k
(
Rˆ♯11(z)−Rˆ
♮
11(z)
)
+O
(
c(n, k, zo)
((n−1)K+k)2
))
+ Xˆaˆ,421 (z)
(
1
(n−1)K+k
(
Rˆ♯12(z)−Rˆ
♮
12(z)
)
+O
(
c(n, k, zo)
((n−1)K+k)2
)))
× en(g∞(z)−P˜0), (156)
and ∫
R
πn
k
(ξ)e−nV˜(ξ)
ξ−z
dξ
2πi
=
N,n→∞
zo=1+o(1)
(
Xˆaˆ,412 (z)
(
1+
1
(n−1)K+k
(
Rˆ♯11(z)−Rˆ♮11(z)
)
+O
(
c(n, k, zo)
((n−1)K+k)2
))
+ Xˆaˆ,422 (z)
(
1
(n−1)K+k
(
Rˆ♯12(z)−Rˆ
♮
12(z)
)
+O
(
c(n, k, zo)
((n−1)K+k)2
)))
× enℓˆe−n(g∞(z)−P˜0), (157)
where
Xˆaˆ,411 (z) = − i
√
πe
1
2 ((n−1)K+k)ξˆaˆ j (z)m˜∞11
(
iMˆ12(z)Θ
0,0,−
0,0 (Φˆaˆ j (z))−Mˆ11(z)Θ0,0,+0,0 (Φˆaˆ j(z))ei((n−1)K+k)℧ˆ j
)
, (158)
Xˆaˆ,412 (z) =
√
πe−
iπ
6 e−
1
2 ((n−1)K+k)ξˆaˆ j (z)m˜∞11
(
Mˆ11(z)Θ
2,1,+
0,1 (Φˆaˆ j(z))−iMˆ12(z)Θ2,1,−0,1 (Φˆaˆ j (z))e−i((n−1)K+k)℧ˆ j
)
, (159)
Xˆaˆ,421 (z) = − i
√
πe
1
2 ((n−1)K+k)ξˆaˆ j (z)m˜∞22
(
iMˆ22(z)Θ
0,0,−
0,0 (Φˆaˆ j (z))−Mˆ21(z)Θ0,0,+0,0 (Φˆaˆ j(z))ei((n−1)K+k)℧ˆ j
)
, (160)
Xˆaˆ,422 (z) =
√
πe−
iπ
6 e−
1
2 ((n−1)K+k)ξˆaˆ j (z)m˜∞22
(
Mˆ21(z)Θ
2,1,+
0,1 (Φˆaˆ j(z))−iMˆ22(z)Θ2,1,−0,1 (Φˆaˆ j (z))e−i((n−1)K+k)℧ˆ j
)
. (161)
Remark 1.3.11. For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk =∞, using limiting values, if necessary, the
asymptotics, in the double-scaling N, n→∞ such that zo = 1+o(1), in Theorem 1.3.1 for πnk(z) and
∫
R
πn
k
(ξ)(ξ−
z)−1e−nV˜(ξ) dξ/2πi have a natural interpretation on R \ {α1, α2, . . . , αK}.
Remark 1.3.12. The bulk of the parameters appearing in Theorems 1.3.2 and 1.3.3 below have been defined
heretofore in Theorem 1.3.1.
Theorem 1.3.2. Let the external field V˜ : R \ {α1, α2, . . . , αK}→R satisfy conditions (48)–(50), and suppose that
V˜ is regular. For n∈N and k ∈ {1, 2, . . . ,K} such that αps :=αk =∞, let X : C \ R→SL2(C) be the unique solution
of the corresponding monicMPC ORF RHP (X(z), υ(z),R) stated in Lemma RHPMPC with integral representation
given by Equation (283), where, in particular,
(X(z))11=πnk(z) and (X(z))12=
∫
R
πn
k
(ξ)e−nV˜(ξ)
ξ−z
dξ
2πi
.
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For n∈N and k ∈ {1, 2, . . . ,K} such that αps :=αk =∞, let the Markov-Stieltjes transform, Fµ˜(z), the associated R-
function, R̂µ˜(z), and the correspondingMPA error term, Êµ˜(z), be defined by Equations (1001), (1002), and (1005),
respectively,61 where, in particular,
Êµ˜(z)=2πi
(X(z))12
(X(z))11 . (162)
Then, for n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk = ∞, in the double-scaling limit N, n → ∞ such that
zo = 1+o(1), Êµ˜(z) has asymptotics derivable from Equation (162), where (cf. Theorem 1.3.1): (1) for z ∈ Υˆ1,
(X(z))11 and (X(z))12 have, respectively, asymptotics (56) and (57); (2) for z ∈ Υˆ2, (X(z))11 and (X(z))12 have,
respectively, asymptotics (101) and (102); (3) for z∈Υˆ3, (X(z))11 and (X(z))12 have, respectively, asymptotics (103)
and (104); (4) for z∈Υˆ4, (X(z))11 and (X(z))12 have, respectively, asymptotics (105) and (106); (5) for z∈Ωˆ1
bˆ j−1
, j=
1, 2, . . . ,N+1, (X(z))11 and (X(z))12 have, respectively, asymptotics (107) and (108); (6) for z∈Ωˆ1aˆ j , j=1, 2, . . . ,N+
1, (X(z))11 and (X(z))12 have, respectively, asymptotics (119) and (120); (7) for z ∈ Ωˆ2
bˆ j−1
, j = 1, 2, . . . ,N + 1,
(X(z))11 and (X(z))12 have, respectively, asymptotics (125) and (126); (8) for z ∈ Ωˆ2aˆ j , j = 1, 2, . . . ,N+1, (X(z))11
and (X(z))12 have, respectively, asymptotics (132) and (133); (9) for z ∈ Ωˆ3
bˆ j−1
, j = 1, 2, . . . ,N+1, (X(z))11 and
(X(z))12 have, respectively, asymptotics (138) and (139); (10) for z∈ Ωˆ3aˆ j , j= 1, 2, . . . ,N+1, (X(z))11 and (X(z))12
have, respectively, asymptotics (144) and (145); (11) for z ∈ Ωˆ4
bˆ j−1
, j = 1, 2, . . . ,N+1, (X(z))11 and (X(z))12 have,
respectively, asymptotics (150) and (151); and (12) for z ∈ Ωˆ4
aˆ j
, j = 1, 2, . . . ,N+1, (X(z))11 and (X(z))12 have,
respectively, asymptotics (156) and (157).
Remark 1.3.13. It is shown in Section 3 (see, in particular, the corresponding items of Lemmata 3.8 and 3.9) that,
for n ∈N and k ∈ {1, 2, . . . ,K} such that αps := αk =∞, {z ∈ C; πnk(z) = 0} =: {zˆnk( j)}(n−1)K+kj=1 ⊂ ∪N+1j=1 [bˆ j−1, aˆ j] =: J∞;
therefore, using limiting values, if necessary, for C ∩ (Υˆ3 ∪ Υˆ4 ∪ ∪N+1j=1 (Ωˆ2bˆ j−1 ∪ Ωˆ
3
bˆ j−1
∪ Ωˆ2
aˆ j
∪ Ωˆ3
aˆ j
))∋z→ x∈ J∞ , the
asymptotics, in the double-scaling limit N, n→∞ such that zo=1+o(1), in Theorem 1.3.2 for Êµ˜(z) have a natural
interpretation on J∞ \ {zˆnk( j)}(n−1)K+kj=1 .
Theorem 1.3.3. Let the external field V˜ : R \ {α1, α2, . . . , αK}→R satisfy conditions (48)–(50), and suppose that
V˜ is regular. For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞, let X : C \R→SL2(C) be the unique solution of
the corresponding monicMPC ORF RHP (X(z), υ(z),R) stated in Lemma RHPMPC, and let the monic MPC ORF
have the representation πn
k
(z)= (X(z))11, z∈C, with asymptotics, in the double-scaling limitN, n→∞ such that zo=
1+o(1), stated in Theorem 1.3.1; moreover, let the associated norming constant be given by µ∞n,κnk (n, k)= ||πnk(·)||−1L .
Then, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞,62
(µ∞n,κnk (n, k))
2 =
N,n→∞
zo=1+o(1)
2e−nℓˆ
π
Xˆ♯
(
1+
1
(n−1)K+k Xˆ
♯
(
Xˆ♮
)
12
+O
(
cˆ(n, k, zo)
((n−1)K+k)2
))
, (163)
where
Xˆ♯=
N+1∑
j=1
(aˆ j−bˆ j−1)

−1
θˆ(−uˆ+(∞)+ dˆ)θˆ(uˆ+(∞)− 12π ((n−1)K+k)Ωˆ+ dˆ)
θˆ(uˆ+(∞)+ dˆ)θˆ(−uˆ+(∞)− 12π ((n−1)K+k)Ωˆ+ dˆ)
, (164)
and
Xˆ♮=4i
N+1∑
j=1
(
(αˆ0(bˆ j−1))−2
(
αˆ0(bˆ j−1)Bˆ(bˆ j−1)−αˆ1(bˆ j−1)Aˆ(bˆ j−1)
)
+(αˆ0(aˆ j))
−2 (αˆ0(aˆ j)Bˆ(aˆ j)−αˆ1(aˆ j)Aˆ(aˆ j))) , (165)
with cˆ(n, k, zo)=N,n→∞
zo=1+o(1)
O(1).
For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk = ∞, let the associated MPC ORF be given by φnk(z) =
µ∞n,κnk (n, k)π
n
k
(z), z∈C: the asymptotics, in the double-scaling limit N, n→∞ such that zo=1+o(1), for φnk(z) are de-
rived via the scalar multiplication of the asymptotics for πn
k
(z) and µ∞n,κnk (n, k) stated, respectively, in Theorem 1.3.1
and Equation (163).
61Note that (cf. Subsection 1.2.1, Equations (13), (16), and (21)) Fµ˜(z), R̂µ˜(z), and Êµ˜(z) are Fµ(z), R̂µ(z), and Êµ(z), respectively, under the
transformation (cf. Remark 1.3.6) dµ→dµ˜.
62The asymptotics for µ∞n,κnk (n, k) is obtained by taking the positive square root of the expression on the right-hand side of Equation (163).
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For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, and j=1, 2, . . . ,N+1, let
Φ˜b˜ j−1(z) :=
−34((n−1)K+k)
∫ b˜ j−1
z
(R˜(ξ))1/2h˜V˜ (ξ) dξ
2/3 , (166)
Φ˜a˜ j (z) :=
34 ((n−1)K+k)
∫ z
a˜ j
(R˜(ξ))1/2h˜V˜ (ξ) dξ
2/3 , (167)
and define the mutually disjoint open discs about b˜ j−1 and a˜ j, respectively, as U˜δ˜b˜ j−1 := {z ∈ C; |z− b˜ j−1| < δ˜b˜ j−1 }
and U˜δ˜a˜ j := {z ∈ C; |z− a˜ j| < δ˜a˜ j}, where δ˜b˜ j−1 , δ˜a˜ j ∈ (0, 1) are sufficiently small, positive real numbers chosen so
that U˜δ˜b˜i−1
∩ U˜δ˜a˜ j = ∅ ∀ i, j ∈ {1, 2, . . . ,N+1}, U˜δ˜b˜ j−1 ∩ {αp1 , αp2 , . . . , αps} = ∅ = U˜δ˜a˜ j ∩ {αp1 , αp2 , . . . , αps}, and
Φ˜b˜ j−1(z) (resp., Φ˜a˜ j (z)), which are bi-holomorphic, conformal, and non-orientation preserving (resp., orientation
preserving), map (see Figure 7) U˜δ˜b˜ j−1
(resp., (see Figure 8) U˜δ˜a˜ j ), and, thus, the oriented contours Σ˜b˜ j−1 :=∪
4
m=1Σ˜
m
b˜ j−1
(resp., Σ˜a˜ j :=∪4m=1Σ˜ma˜ j ), injectively onto open, n- and k-dependent, neighbourhoods U˜∗δ˜b˜ j−1 (resp., U˜
∗
δ˜a˜ j
) of the origin,
such that Φ˜b˜ j−1(b˜ j−1) = 0, Φ˜b˜ j−1 : U˜δ˜b˜ j−1 → U˜
∗
δ˜b˜ j−1
:= Φ˜b˜ j−1(U˜δ˜b˜ j−1
), Φ˜b˜ j−1(U˜δ˜b˜ j−1
∩ Σ˜m
b˜ j−1
) = Φ˜b˜ j−1(U˜δ˜b˜ j−1
) ∩ γ∗,m
b˜ j−1
, and
Φ˜b˜ j−1(U˜δ˜b˜ j−1
∩Ω˜m
b˜ j−1
)=Φ˜b˜ j−1(U˜δ˜b˜ j−1
)∩Ω˜∗,m
b˜ j−1
,m=1, 2, 3, 4,with Ω˜∗,1
b˜ j−1
= {ζ ∈C; arg(ζ)∈ (0, 2π/3)}, Ω˜∗,2
b˜ j−1
= {ζ ∈C; arg(ζ)∈
(2π/3, π)}, Ω˜∗,3
b˜ j−1
= {ζ ∈ C; arg(ζ) ∈ (−π,−2π/3)}, and Ω˜∗,4
b˜ j−1
= {ζ ∈ C; arg(ζ) ∈ (−2π/3, 0)} (resp., Φ˜a˜ j (a˜ j) = 0,
Φ˜a˜ j : U˜δ˜a˜ j →U˜
∗
δ˜a˜ j
:=Φ˜a˜ j (U˜δ˜a˜ j ), Φ˜a˜ j(U˜δ˜a˜ j ∩Σ˜
m
a˜ j
)=Φ˜a˜ j (U˜δ˜a˜ j )∩γ
∗,m
a˜ j
, and Φ˜a˜ j (U˜δ˜a˜ j ∩Ω˜
m
a˜ j
)=Φ˜a˜ j(U˜δ˜a˜ j )∩Ω˜
∗,m
a˜ j
, m=1, 2, 3, 4,
with Ω˜∗,1
a˜ j
= {ζ ∈ C; arg(ζ) ∈ (0, 2π/3)}, Ω˜∗,2
a˜ j
= {ζ ∈ C; arg(ζ) ∈ (2π/3, π)}, Ω˜∗,3
a˜ j
= {ζ ∈ C; arg(ζ) ∈ (−π,−2π/3)}, and
Ω˜
∗,4
a˜ j
= {ζ ∈ C; arg(ζ) ∈ (−2π/3, 0)}). Consider, also, the decomposition of C (see Figure 9) into bounded and
unbounded regions, and open neighbourhoods surrounding the end-points of the intervals, {b˜ j−1, a˜ j}N+1j=1 , of the
support, J f , of the associated equilibrium measure, µ
f
V˜
.
Σ˜
1 b˜ j
−1
˜ ˜ j˜1 b˜ j
1
Σ˜
3b˜
j−
1
˜
j
1
˜
3b˜
j−
Σ˜4
b˜ j−1j
Σ˜2
b˜ j−1j
z-plane
U˜δ˜b˜ j−1
Ω˜2
b˜ j−1j
Ω˜1
b˜ j−1j
Ω˜4
b˜ j−1j
Ω˜3
b˜ j−1j
ζ=Φ˜b˜ j−1(z)
z= (Φ˜b˜ j−1)
−1(ζ)
ζ-plane
U˜∗
δ˜b˜ j−1
γ∗,2
b˜ j−1
γ∗,4
b˜ j−1
γ ∗,1b˜
j−1
γ
∗,3
b˜ j
−1
Ω˜
∗,1
b˜ j−1jΩ˜
∗,2
b˜ j−1j
Ω˜
∗,3
b˜ j−1j Ω˜
∗,4
b˜ j−1j
b b
b˜ j−1 0
Figure 7: For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, the conformalmapping ζ=Φ˜b˜ j−1(z), j=1, 2, . . . ,N+1,
where (Φ˜b˜ j−1)
−1 denotes the inverse mapping.
Theorem 1.3.4. Let the external field V˜ : R \ {α1, α2, . . . , αK} → R satisfy conditions (48)–(50). For n ∈ N and
k ∈ {1, 2, . . . ,K} such that αps :=αk ,∞, let dµ fV˜ (x)=ψ
f
V˜
(x) dx= (2πi)−1(R˜(x))1/2+ h˜V˜(x)χJ f (x) dx, where (R˜(z))
1/2 is
defined by Equation (442), with (R˜(x))1/2± := limε↓0(R˜(x± iε))1/2,63 J f := supp(µ fV˜ ) = ∪
N+1
j=1 [b˜ j−1, a˜ j], where N ∈N0
and is finite, [b˜i−1, a˜i] ∩ [b˜ j−1, a˜ j]=∅ ∀ i, j ∈ {1, 2, . . . ,N+1}, [b˜ j−1, a˜ j] ∩ {αp1 , αp2 , . . . , αps }=∅, and −∞< b˜0 <
63The branch of the square root is chosen so that z−(N+1)(R˜(z))1/2∼C±∋z→αps−1 ±1 (αps−1 =∞).
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Σ˜
1a˜
j
˜
j
1a˜
j
Σ˜
3 a˜
j˜ j˜3 a˜
j
Σ˜2a˜ j Σ˜
4
a˜ j
z-plane
U˜δ˜a˜ j
Ω˜1a˜ jjΩ˜
2
a˜ jj
Ω˜3
a˜ jj
Ω˜4a˜ jj
ζ=Φ˜a˜ j (z)
z= (Φ˜a˜ j )
−1(ζ)
ζ-plane
U˜∗
δ˜a˜ j
γ∗,2
a˜ j
γ∗,4
a˜ j
γ ∗,1a˜
jj
γ
∗,3
a˜ jj
Ω˜
∗,1
a˜ jjΩ˜
∗,2
a˜ jj
Ω˜
∗,3
a˜ jj Ω˜
∗,4
a˜ jj
b b
a˜ j 0
Figure 8: For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, the conformal mapping ζ=Φ˜a˜ j (z), j=1, 2, . . . ,N+1,
where (Φ˜a˜ j )
−1 denotes the inverse mapping.
a˜1 < b˜1 < a˜2 < · · · < b˜N < a˜N+1 < +∞, with {b˜ j−1, a˜ j}N+1j=1 satisfying the associated n- and k-dependent system of
2(N+1) real moment Equations (439)–(441), h˜V˜ (z), which is real analytic for z∈R \ {αp1 , αp2 , . . . , αps }, is defined
by Equation (444),64 and χJ f (x) is the characteristic function of the compact set J f . Furthermore, suppose that, for
n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, the external field, V˜, is regular:
(i) h˜V˜(x),0, x∈ J f ;
(ii)
2
(
(n−1)K+k
n
) ∫
J f
ln
(∣∣∣∣∣ x−ξξ−αk
∣∣∣∣∣) dµ fV˜ (ξ)−2 s−2∑
q=1
κnkk˜q
n
ln
∣∣∣∣∣∣ x−αpqαpq−αk
∣∣∣∣∣∣−2
(
κnk−1
n
)
ln|x−αk|−V˜(x)− ℓ˜=0, x∈ J f ,
which defines the associated variational constant ℓ˜ (∈R),65 and
2
(
(n−1)K+k
n
) ∫
J f
ln
(∣∣∣∣∣ x−ξξ−αk
∣∣∣∣∣) dµ fV˜ (ξ)−2 s−2∑
q=1
κnkk˜q
n
ln
∣∣∣∣∣∣ x−αpqαpq−αk
∣∣∣∣∣∣−2
(
κnk−1
n
)
ln|x−αk |−V˜(x)−ℓ˜<0, x∈R\ J f ;
(iii)
g
f
+(x)+g
f
−(x)−Pˆ+0−Pˆ−0 −V˜(x)− ℓ˜<0, x∈R \ J f ,
where, for z ∈ C \ (−∞,max{maxq=1,...,s−2,s{αpq },max{J f }}), g f (z) is defined by Equation (371), g f±(x) :=
limε↓0 g f (x±iε), and Pˆ±0 is defined by Equation (373);
(iv)
i
g f+(z)−g f−(z)+Pˆ−0−Pˆ+0 +2πi
(
κnk − 1
n
)
χ{z∈R; z<αk}(z)+2πi
∑
q∈{ j∈{1,2,...,s−2};αp j>z}
κnkk˜q
n

′
>0, z∈ J f ,
where the prime denotes differentiation with respect to z.
64Note: in the definition of h˜
V˜
(z) given by Equation (444), there appears the contour integral
∮
C˜
V˜
, the detailed description of which is given
in the corresponding item of Lemma 3.7.
65Note that ℓ˜ is the same on each compact real interval [b˜ j−1 , a˜ j], j=1, 2, . . . ,N+1.
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Υ˜1
Υ˜2
Υ˜3
Υ˜4
U˜δ˜b˜ j−1 U˜δ˜a˜ j
Ω˜1
b˜ j−1
Ω˜4
b˜ j−1
Ω˜2
b˜ j−1
Ω˜3
b˜ j−1
Ω˜2a˜ j
Ω˜3
a˜ j
Ω˜1a˜ j
Ω˜4a˜ j
b b
b˜ j−1 a˜ j
Figure 9: The open neighbourhoods surrounding the end-points of the intervals, {b˜ j−1, a˜ j}N+1j=1 , of the support, J f , of
the associated equilibrium measure, µ f
V˜
.
For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, let
K˜=
1
k0
 12 (γ˜(αk)+(γ˜(αk))−1)
θ˜(−u˜+(αk)− 12π ((n−1)K+k)Ω˜−d˜)
θ˜(−u˜+(αk)−d˜)
1
2i (γ˜(αk)−(γ˜(αk))−1)
θ˜(−u˜+(αk)− 12π ((n−1)K+k)Ω˜+d˜)
θ˜(−u˜+(αk)+d˜)
− 12i (γ˜(αk)−(γ˜(αk))−1)
θ˜(u˜+(αk)− 12π ((n−1)K+k)Ω˜−d˜)
θ˜(u˜+(αk)−d˜)
1
2 (γ˜(αk)+(γ˜(αk))
−1)
θ˜(u˜+(αk)− 12π ((n−1)K+k)Ω˜+d˜)
θ˜(u˜+(αk)+d˜)
 , (168)
M˜(z)=
 12 (γ˜(z)+(γ˜(z))−1)
θ˜(u˜(z)− 12π ((n−1)K+k)Ω˜+d˜)
θ˜(u˜(z)+d˜)
− 12i (γ˜(z)−(γ˜(z))−1)
θ˜(−u˜(z)− 12π ((n−1)K+k)Ω˜+d˜)
θ˜(−u˜(z)+d˜)
1
2i (γ˜(z)−(γ˜(z))−1)
θ˜(u˜(z)− 12π ((n−1)K+k)Ω˜−d˜)
θ˜(u˜(z)−d˜)
1
2 (γ˜(z)+(γ˜(z))
−1)
θ˜(−u˜(z)− 12π ((n−1)K+k)Ω˜−d˜)
θ˜(−u˜(z)−d˜)
 , (169)
where 66
k0 :=
1
4
(
γ˜(αk)+(γ˜(αk))
−1)2 θ˜(u˜+(αk)− 12π ((n−1)K+k)Ω˜+ d˜)
θ˜(u˜+(αk)+ d˜)
θ˜(−u˜+(αk)− 12π ((n−1)K+k)Ω˜− d˜)
θ˜(−u˜+(αk)− d˜)
− 1
4
(
γ˜(αk)−(γ˜(αk))−1
)2 θ˜(u˜+(αk)− 12π ((n−1)K+k)Ω˜− d˜)
θ˜(u˜+(αk)− d˜)
θ˜(−u˜+(αk)− 12π ((n−1)K+k)Ω˜+ d˜)
θ˜(−u˜+(αk)+ d˜)
, (170)
γ˜(z) and γ˜(αk) are defined by Equations (665) and (666), respectively, u˜(z) :=
∫ z
a˜N+1
ω˜, u˜+(αk) :=
∫ α+
k
a˜N+1
ω˜, with ω˜
the associated normalised basis of holomorphic one-forms on Y˜, Ω˜ := (Ω˜1, Ω˜2, . . . , Ω˜N)T (∈ RN), where Ω˜ j =
2π
∫ a˜N+1
b˜ j
ψ
f
V˜
(ξ) dξ, j = 1, 2, . . . ,N, and d˜ ≡ −∑Nj=1 ∫ z˜−ja˜ j ω˜ (= ∑Nj=1 ∫ z˜+ja˜ j ω˜), where {z˜±1 , z˜±2 , . . . , z˜±N } := {z ∈ C±; γ˜(z)∓
(γ˜(z))−1=0}, with z˜±
j
∈ (a˜ j, b˜ j)± (⊂ C±), j=1, 2, . . . ,N.67
For n ∈N and k ∈ {1, 2, . . . ,K} such that αps := αk ,∞, let X : C \ R→ SL2(C) be the unique solution of the
corresponding monicMPC ORF RHP (X(z), υ(z),R) stated in Lemma RHPMPC, with integral representation given
by Equation (284) (see Lemma 2.1); in particular,
(X(z))11= (z−αk)πnk(z) and (X(z))12= (z−αk)
∫
R
((ξ−αk)πnk(ξ))e−nV˜(ξ)
(ξ−αk)(ξ−z)
dξ
2πi
.
Then, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞:
(1) for z∈Υ˜1,
(z−αk)πnk(z) =
N,n→∞
zo=1+o(1)
((
K˜11M˜11(z)+K˜12M˜21(z)
) (
1+
1
(n−1)K+k R˜
♯
11(z)+O
(
c(n, k, zo)
((n−1)K+k)2
))
+ E2
(
K˜21M˜11(z)+K˜22M˜21(z)
) ( 1
(n−1)K+kR˜
♯
12(z)+O
(
c(n, k, zo)
((n−1)K+k)2
)))
66Note: det(K˜M˜(z))=1.
67As points on the plane, pr(z˜+
j
)=pr(z˜−
j
)= z˜ j ∈ (a˜ j , b˜ j), j=1, 2, . . . ,N.
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× en(g f (z)−Pˆ+0 ), (171)
and
(z−αk)
∫
R
((ξ−αk)πnk(ξ))e−nV˜(ξ)
(ξ−αk)(ξ−z)
dξ
2πi
=
N,n→∞
zo=1+o(1)
(
E−2
(
K˜11M˜12(z)+K˜12M˜22(z)
) (
1+
1
(n−1)K+k R˜
♯
11(z)
+ O
(
c(n, k, zo)
((n−1)K+k)2
))
+
(
K˜21M˜12(z)+K˜22M˜22(z)
)
×
(
1
(n−1)K+k R˜
♯
12(z)+O
(
c(n, k, zo)
((n−1)K+k)2
)))
× enℓ˜e−n(g f (z)−Pˆ+0 ), (172)
with E defined by Equation (662), and
R˜♯(z) =
N+1∑
j=1
 (α˜0(b˜ j−1))−1
(z−b˜ j−1)2
A˜(b˜ j−1)+
(α˜0(b˜ j−1))−2
z−b˜ j−1
(
α˜0(b˜ j−1)B˜(b˜ j−1)−α˜1(b˜ j−1)A˜(b˜ j−1)
)
+
(α˜0(a˜ j))−1
(z−a˜ j)2
A˜(a˜ j)
+
(α˜0(a˜ j))−2
z−a˜ j
(
α˜0(a˜ j)B˜(a˜ j)−α˜1(a˜ j)A˜(a˜ j)
)
+
((αk−b˜ j−1)α˜1(b˜ j−1)−α˜0(b˜ j−1))
(αk−b˜ j−1)2(α˜0(b˜ j−1))2
A˜(b˜ j−1)
+
((αk−a˜ j)α˜1(a˜ j)−α˜0(a˜ j))
(αk−a˜ j)2(α˜0(a˜ j))2
A˜(a˜ j)−
(α˜0(b˜ j−1))−1
αk−b˜ j−1
B˜(b˜ j−1)−
(α˜0(a˜ j))−1
αk−a˜ j B˜(a˜ j)
 , (173)
where, for j=1, 2, . . . ,N+1,
A˜(b˜ j−1) :=E−σ3
(
K˜11 K˜12
K˜21 K˜22
) (
A˜11(b˜ j−1) A˜12(b˜ j−1)
A˜21(b˜ j−1) A˜22(b˜ j−1)
) (
K˜22 −K˜12
−K˜21 K˜11
)
Eσ3ei((n−1)K+k)℧˜ j−1 , (174)
B˜(b˜ j−1) :=E−σ3
(
K˜11 K˜12
K˜21 K˜22
) (
B˜11(b˜ j−1) B˜12(b˜ j−1)
B˜21(b˜ j−1) B˜22(b˜ j−1)
) (
K˜22 −K˜12
−K˜21 K˜11
)
Eσ3ei((n−1)K+k)℧˜ j−1 , (175)
A˜(a˜ j) :=E
−σ3
(
K˜11 K˜12
K˜21 K˜22
) (
A˜11(a˜ j) A˜12(a˜ j)
A˜21(a˜ j) A˜22(a˜ j)
) (
K˜22 −K˜12
−K˜21 K˜11
)
Eσ3ei((n−1)K+k)℧˜ j , (176)
B˜(a˜ j) :=E
−σ3
(
K˜11 K˜12
K˜21 K˜22
) (
B˜11(a˜ j) B˜12(a˜ j)
B˜21(a˜ j) B˜22(a˜ j)
) (
K˜22 −K˜12
−K˜21 K˜11
)
Eσ3ei((n−1)K+k)℧˜ j , (177)
with
A˜11(b˜ j−1)=−A˜22(b˜ j−1)=−s1κ˜1(b˜ j−1)κ˜2(b˜ j−1)(Q˜0(b˜ j−1))−1, (178)
A˜12(b˜ j−1)=−is1(κ˜1(b˜ j−1))2(Q˜0(b˜ j−1))−1, A˜21(b˜ j−1)=−is1(κ˜2(b˜ j−1))2(Q˜0(b˜ j−1))−1, (179)
B˜11(b˜ j−1)=−B˜22(b˜ j−1) = κ˜1(b˜ j−1)κ˜2(b˜ j−1)
(
−s1(Q˜0(b˜ j−1))−1
(
k˜11(b˜ j−1)+k˜
1
−1(b˜ j−1)−Q˜1(b˜ j−1)(Q˜0(b˜ j−1))−1
)
− t1
(
Q˜0(b˜ j−1)+(Q˜0(b˜ j−1))−1ℵ˜11(b˜ j−1)ℵ˜1−1(b˜ j−1)
)
+i(s1+t1)
(
ℵ˜1−1(b˜ j−1)−ℵ˜11(b˜ j−1)
))
, (180)
B˜12(b˜ j−1) = (κ˜1(b˜ j−1))2
(
−is1(Q˜0(b˜ j−1))−1
(
2k˜11(b˜ j−1)−Q˜1(b˜ j−1)(Q˜0(b˜ j−1))−1
)
+ it1
(
Q˜0(b˜ j−1)−(Q˜0(b˜ j−1))−1(ℵ˜11(b˜ j−1))2
)
+2(s1−t1)ℵ˜11(b˜ j−1)
)
, (181)
B˜21(b˜ j−1) = (κ˜2(b˜ j−1))2
(
−is1(Q˜0(b˜ j−1))−1
(
2k˜1−1(b˜ j−1)−Q˜1(b˜ j−1)(Q˜0(b˜ j−1))−1
)
+ it1
(
Q˜0(b˜ j−1)−(Q˜0(b˜ j−1))−1(ℵ˜1−1(b˜ j−1))2
)
−2(s1−t1)ℵ˜1−1(b˜ j−1)
)
, (182)
A˜11(a˜ j)=−A˜22(a˜ j)=−s1κ˜1(a˜ j)κ˜2(a˜ j)Q˜0(a˜ j), (183)
A˜12(a˜ j)= is1(κ˜1(a˜ j))
2Q˜0(a˜ j), A˜21(a˜ j)= is1(κ˜2(a˜ j))
2Q˜0(a˜ j), (184)
B˜11(a˜ j)=−B˜22(a˜ j) = κ˜1(a˜ j)κ˜2(a˜ j)
(
−s1
(
Q˜1(a˜ j)+Q˜0(a˜ j)
(
k˜11(a˜ j)+k˜
1
−1(a˜ j)
))
− t1
(
(Q˜0(a˜ j))
−1+Q˜0(a˜ j)ℵ˜11(a˜ j)ℵ˜1−1(a˜ j)
)
+i(s1+t1)
(
ℵ˜1−1(a˜ j)−ℵ˜11(a˜ j)
))
, (185)
B˜12(a˜ j) = (κ˜1(a˜ j))
2
(
is1
(
Q˜1(a˜ j)+2Q˜0(a˜ j)k˜
1
1(a˜ j)
)
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+ it1
(
Q˜0(a˜ j)(ℵ˜11(a˜ j))2−(Q˜0(a˜ j))−1
)
−2(s1−t1)ℵ˜11(a˜ j)
)
, (186)
B˜21(a˜ j) = (κ˜2(a˜ j))
2
(
is1
(
Q˜1(a˜ j)+2Q˜0(a˜ j)k˜
1
−1(a˜ j)
)
+ it1
(
Q˜0(a˜ j)(ℵ˜1−1(a˜ j))2−(Q˜0(a˜ j))−1
)
+2(s1−t1)ℵ˜1−1(a˜ j)
)
, (187)
where, for ε1, ε2=±1,
s1=5/72, t1=−7/72, ℧˜i=
{
Ω˜i, i=1, 2, . . . ,N,
0, i=0,N+1,
(188)
κ˜1(ς) =
θ˜(u˜+(ς)− 12π ((n−1)K+k)Ω˜+ d˜)
θ˜(u˜+(ς)+ d˜)
, κ˜2(ς) =
θ˜(u˜+(ς)− 12π ((n−1)K+k)Ω˜− d˜)
θ˜(u˜+(ς)− d˜)
, (189)
ℵ˜ε1ε2(ς) = −
u˜(ε1, ε2, 0; ς)
θ˜(ε1u˜+(ς)+ε2 d˜)
+
u˜(ε1, ε2, Ω˜; ς)
θ˜(ε1u˜+(ς)− 12π ((n−1)K+k)Ω˜+ε2 d˜)
, (190)
k˜ε1ε2(ς) = −
v˜(ε1, ε2, 0; ς)
θ˜(ε1u˜+(ς)+ε2 d˜)
+
v˜(ε1, ε2, Ω˜; ς)
θ˜(ε1u˜+(ς)− 12π ((n−1)K+k)Ω˜+ε2 d˜)
−
(
u˜(ε1, ε2, 0; ς)
θ˜(ε1u˜+(ς)+ε2 d˜)
)2
+
u˜(ε1, ε2, 0; ς)u˜(ε1, ε2, Ω˜; ς)
θ˜(ε1u˜+(ς)+ε2 d˜)θ˜(ε1u˜+(ς)− 12π ((n−1)K+k)Ω˜+ε2 d˜)
, (191)
with
u˜(ε1, ε2, Ω˜; ς) :=2πΛ˜10(ε1, ε2, Ω˜; ς), v˜(ε1, ε2, Ω˜; ς) :=−2π2Λ˜20(ε1, ε2, Ω˜; ς), (192)
Λ˜
j1
0 (ε1, ε2, Ω˜; ς)=
∑
m∈ZN
(r˜1(ς))
j1e2πi(m,ε1 u˜+(ς)−
1
2π ((n−1)K+k)Ω˜+ε2 d˜)+iπ(m,τ˜m), j1=1, 2, (193)
r˜1(ς) :=
2
⋋˜(ς)
N∑
i=1
N∑
j=1
mic˜i jς
N− j, (194)
where c˜i1i2 , i1, i2=1, 2, . . . ,N, are obtained from Equations (45) and (46),
⋋˜(b˜0)= i(−1)N η˜b˜0 , ⋋˜(b˜ j)= i(−1)N− jη˜b˜ j , ⋋˜(a˜N+1)= η˜a˜N+1 , ⋋˜(a˜ j)= (−1)N+1− jη˜a˜ j , j=1, 2, . . . ,N, (195)
with 68
η˜b˜0 := (a˜N+1−b˜0)1/2
N∏
m=1
(b˜m−b˜0)1/2(a˜m−b˜0)1/2, (196)
η˜b˜ j := (b˜ j−a˜ j)1/2(a˜N+1−b˜ j)1/2(b˜ j−b˜0)1/2
j−1∏
m=1
(b˜ j−b˜m)1/2(b˜ j−a˜m)1/2
N∏
m′= j+1
(b˜m′−b˜ j)1/2(a˜m′−b˜ j)1/2, (197)
η˜a˜N+1 := (a˜N+1−b˜0)1/2
N∏
m=1
(a˜N+1−b˜m)1/2(a˜N+1−a˜m)1/2, (198)
η˜a˜ j := (b˜ j−a˜ j)1/2(a˜N+1−a˜ j)1/2(a˜ j−b˜0)1/2
j−1∏
m=1
(a˜ j−b˜m)1/2(a˜ j−a˜m)1/2
N∏
m′= j+1
(b˜m′−a˜ j)1/2(a˜m′−a˜ j)1/2, (199)
and, for j=1, 2, . . . ,N,
Q˜0(b˜0) = −i(a˜N+1−b˜0)−1/2
N∏
m=1
(b˜m−b˜0)1/2
(a˜m−b˜0)1/2
, (200)
Q˜1(b˜0) =
1
2
Q˜0(b˜0)
 N∑
m=1
(
1
b˜0−b˜m
− 1
b˜0−a˜m
)
− 1
b˜0−a˜N+1
 , (201)
Q˜0(b˜ j) = −
i(b˜ j−b˜0)1/2
(a˜N+1−b˜ j)1/2(b˜ j−a˜ j)1/2
j−1∏
m=1
(b˜ j−b˜m)1/2
(b˜ j−a˜m)1/2
N∏
m′= j+1
(b˜m′−b˜ j)1/2
(a˜m′−b˜ j)1/2
, (202)
68All square roots are positive.
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Q˜1(b˜ j) =
1
2
Q˜0(b˜ j)

N∑
m=1
m, j
 1
b˜ j−b˜m
− 1
b˜ j−a˜m
+ 1
b˜ j−b˜0
− 1
b˜ j−a˜N+1
− 1
b˜ j−a˜ j
 , (203)
Q˜0(a˜N+1) = (a˜N+1−b˜0)1/2
N∏
m=1
(a˜N+1−b˜m)1/2
(a˜N+1−a˜m)1/2
, (204)
Q˜1(a˜N+1) =
1
2
Q˜0(a˜N+1)
 N∑
m=1
(
1
a˜N+1−b˜m
− 1
a˜N+1−a˜m
)
+
1
a˜N+1−b˜0
 , (205)
Q˜0(a˜ j) =
(a˜ j−b˜0)1/2(b˜ j−a˜ j)1/2
(a˜N+1−a˜ j)1/2
j−1∏
m=1
(a˜ j−b˜m)1/2
(a˜ j−a˜m)1/2
N∏
m′= j+1
(b˜m′−a˜ j)1/2
(a˜m′−a˜ j)1/2
, (206)
Q˜1(a˜ j) =
1
2
Q˜0(a˜ j)

N∑
m=1
m, j
 1
a˜ j−b˜m
− 1
a˜ j−a˜m
+ 1
a˜ j−b˜0
− 1
a˜ j−a˜N+1 +
1
a˜ j−b˜ j
 , (207)
α˜0(b˜0) = i(−1)N 23 h˜V˜ (b˜0)η˜b˜0 , (208)
α˜0(b˜ j) = i(−1)N− j 23 h˜V˜(b˜ j)η˜b˜ j , (209)
α˜1(b˜0) = i(−1)N η˜b˜0
2
5
12 h˜V˜(b˜0)
 N∑
m=1
(
1
b˜0−b˜m
+
1
b˜0−a˜m
)
+
1
b˜0−a˜N+1
+(h˜V˜(b˜0))′
 , (210)
α˜1(b˜ j) = i(−1)N− jη˜b˜ j
2
5
12 h˜V˜ (b˜ j)

N∑
m=1
m, j
 1
b˜ j−b˜m
+
1
b˜ j−a˜m
+ 1
b˜ j−a˜ j
+
1
b˜ j−a˜N+1
+
1
b˜ j−b˜0
+(h˜V˜(b˜ j))′
 , (211)
α˜0(a˜N+1) =
2
3
h˜V˜ (a˜N+1)η˜a˜N+1 , (212)
α˜0(a˜ j) = (−1)N+1− j 23 h˜V˜ (a˜ j)η˜a˜ j , (213)
α˜1(a˜N+1) = η˜a˜N+1
2
5
12 h˜V˜ (a˜N+1)
 N∑
m=1
(
1
a˜N+1−b˜m
+
1
a˜N+1−a˜m
)
+
1
a˜N+1−b˜0
+(h˜V˜(a˜N+1))′
 , (214)
α˜1(a˜ j) = (−1)N+1− jη˜a˜ j
2
5
12 h˜V˜ (a˜ j)

N∑
m=1
m, j
 1
a˜ j−b˜m
+
1
a˜ j−a˜m
+ 1
a˜ j−b˜ j
+
1
a˜ j−a˜N+1 +
1
a˜ j−b˜0
+(h˜V˜(a˜ j))′
 ; (215)
(2) for z∈Υ˜2,
(z−αk)πnk(z) =
N,n→∞
zo=1+o(1)
((
K˜11M˜12(z)+K˜12M˜22(z)
) (
1+
1
(n−1)K+kR˜
♯
11(z)+O
(
c(n, k, zo)
((n−1)K+k)2
))
+ E−2
(
K˜21M˜12(z)+K˜22M˜22(z)
) ( 1
(n−1)K+k R˜
♯
12(z)+O
(
c(n, k, zo)
((n−1)K+k)2
)))
× en(g f (z)−Pˆ−0 ), (216)
and
(z−αk)
∫
R
((ξ−αk)πnk(ξ))e−nV˜(ξ)
(ξ−αk)(ξ−z)
dξ
2πi
=
N,n→∞
zo=1+o(1)
−
(
E
2
(
K˜11M˜11(z)+K˜12M˜21(z)
) (
1+
1
(n−1)K+k R˜
♯
11(z)+O
(
c(n, k, zo)
((n−1)K+k)2
))
+
(
K˜21M˜11(z)+K˜22M˜21(z)
) ( 1
(n−1)K+kR˜
♯
12(z)+O
(
c(n, k, zo)
((n−1)K+k)2
)))
× enℓ˜e−n(g f (z)−Pˆ−0 ); (217)
(3) for z∈Υ˜3,
(z−αk)πnk(z) =
N,n→∞
zo=1+o(1)
((
K˜11
(
M˜11(z)+M˜12(z)e
−2πi((n−1)K+k)
∫ a˜N+1
z
ψ
f
V˜
(ξ) dξ
)
+K˜12
(
M˜21(z)+M˜22(z)e
−2πi((n−1)K+k)
∫ a˜N+1
z
ψ
f
V˜
(ξ) dξ
))
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×
(
1+
1
(n−1)K+k R˜
♯
11(z)+O
(
c(n, k, zo)
((n−1)K+k)2
))
+E2
(
K˜21
(
M˜11(z)+M˜12(z)e
−2πi((n−1)K+k)
∫ a˜N+1
z
ψ
f
V˜
(ξ) dξ
)
+ K˜22
(
M˜21(z)+M˜22(z)e
−2πi((n−1)K+k)
∫ a˜N+1
z
ψ
f
V˜
(ξ) dξ
)) ( 1
(n−1)K+k R˜
♯
12(z)+O
(
c(n, k, zo)
((n−1)K+k)2
)))
× en(g f (z)−Pˆ+0 ), (218)
and
(z−αk)
∫
R
((ξ−αk)πnk(ξ))e−nV˜(ξ)
(ξ−αk)(ξ−z)
dξ
2πi
=
N,n→∞
zo=1+o(1)
(
E−2
(
K˜11M˜12(z)+K˜12M˜22(z)
) (
1+
1
(n−1)K+k R˜
♯
11(z)+O
(
c(n, k, zo)
((n−1)K+k)2
))
+
(
K˜21M˜12(z)+K˜22M˜22(z)
) ( 1
(n−1)K+kR˜
♯
12(z)+O
(
c(n, k, zo)
((n−1)K+k)2
)))
× enℓ˜e−n(g f (z)−Pˆ+0 ); (219)
(4) for z∈Υ˜4,
(z−αk)πnk(z) =
N,n→∞
zo=1+o(1)
((
K˜11
(
M˜12(z)+M˜11(z)e
2πi((n−1)K+k)
∫ a˜N+1
z
ψ
f
V˜
(ξ) dξ
)
+K˜12
(
M˜22(z)+M˜21(z)e
2πi((n−1)K+k)
∫ a˜N+1
z
ψ
f
V˜
(ξ) dξ
))
×
(
1+
1
(n−1)K+k R˜
♯
11(z)+O
(
c(n, k, zo)
((n−1)K+k)2
))
+E−2
(
K˜21
(
M˜12(z)+M˜11(z)e
2πi((n−1)K+k)
∫ a˜N+1
z
ψ
f
V˜
(ξ) dξ
)
+ K˜22
(
M˜22(z)+M˜21(z)e
2πi((n−1)K+k)
∫ a˜N+1
z
ψ
f
V˜
(ξ) dξ
)) ( 1
(n−1)K+k R˜
♯
12(z)+O
(
c(n, k, zo)
((n−1)K+k)2
)))
× en(g f (z)−Pˆ−0 ), (220)
and
(z−αk)
∫
R
((ξ−αk)πnk(ξ))e−nV˜(ξ)
(ξ−αk)(ξ−z)
dξ
2πi
=
N,n→∞
zo=1+o(1)
−
(
E2
(
K˜11M˜11(z)+K˜12M˜21(z)
) (
1+
1
(n−1)K+k R˜
♯
11(z)+O
(
c(n, k, zo)
((n−1)K+k)2
))
+
(
K˜21M˜11(z)+K˜22M˜21(z)
) ( 1
(n−1)K+kR˜
♯
12(z)+O
(
c(n, k, zo)
((n−1)K+k)2
)))
× enℓ˜e−n(g f (z)−Pˆ−0 ); (221)
(5) for z∈Ω˜1
b˜ j−1
, j=1, 2, . . . ,N+1,
(z−αk)πnk(z) =
N,n→∞
zo=1+o(1)
(
X˜b˜,111 (z)
(
1+
1
(n−1)K+k
(
R˜♯11(z)−R˜
♮
11(z)
)
+O
(
c(n, k, zo)
((n−1)K+k)2
))
+ X˜b˜,121 (z)
(
1
(n−1)K+k
(
R˜♯12(z)−R˜
♮
12(z)
)
+O
(
c(n, k, zo)
((n−1)K+k)2
)))
×Een(g f (z)−Pˆ+0 ), (222)
and
(z−αk)
∫
R
((ξ−αk)πnk(ξ))e−nV˜(ξ)
(ξ−αk)(ξ−z)
dξ
2πi
=
N,n→∞
zo=1+o(1)
(
X˜b˜,112 (z)
(
1+
1
(n−1)K+k
(
R˜♯11(z)−R˜
♮
11(z)
)
+O
(
c(n, k, zo)
((n−1)K+k)2
))
+ X˜b˜,122 (z)
(
1
(n−1)K+k
(
R˜♯12(z)−R˜
♮
12(z)
)
+O
(
c(n, k, zo)
((n−1)K+k)2
)))
×E−1enℓ˜e−n(g f (z)−Pˆ+0 ), (223)
where
R˜♮(z)=
N+1∑
j=1
(
Y˜b˜ j−1(z)χU˜δ˜
b˜ j−1
(z)+Y˜a˜ j(z)χU˜δ˜aˆ j
(z)
)
, (224)
with χU˜δ˜
b˜ j−1
(z) (resp., χU˜δ˜a˜ j
(z)) the characteristic function of the set U˜δ˜b˜ j−1
(resp., U˜δ˜a˜ j
),
Y˜b˜ j−1(z) :=
1
ξ˜b˜ j−1(z)
E−σ3 K˜M˜(z)
( −(s1+t1) −i(s1−t1)ei((n−1)K+k)℧˜ j−1
−i(s1−t1)e−i((n−1)K+k)℧˜ j−1 (s1+t1)
)
(E−σ3K˜M˜(z))−1, (225)
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Y˜a˜ j (z) :=
1
ξ˜a˜ j (z)
E−σ3 K˜M˜(z)
( −(s1+t1) i(s1−t1)ei((n−1)K+k)℧˜ j
i(s1−t1)e−i((n−1)K+k)℧˜ j (s1+t1)
)
(E−σ3 K˜M˜(z))−1, (226)
where
ξ˜b˜ j−1 (z)=−
∫ b˜ j−1
z
(R˜(ξ))1/2h˜V˜(ξ) dξ, (227)
ξ˜a˜ j (z)=
∫ z
a˜ j
(R˜(ξ))1/2h˜V˜ (ξ) dξ, (228)
and
X˜b˜,111 (z) = − i
√
πe
1
2 ((n−1)K+k)ξ˜b˜ j−1 (z)E−1
(
i
(
K˜11M˜11(z)+K˜12M˜21(z)
)
Θ
0,0,−
0,0 (Φ˜b˜ j−1(z))−
(
K˜11M˜12(z)+K˜12M˜22(z)
)
× Θ0,0,+0,0 (Φ˜b˜ j−1(z))e−i((n−1)K+k)℧˜ j−1
)
, (229)
X˜b˜,112 (z) =
√
πe−
iπ
6 e
− 12 ((n−1)K+k)ξ˜b˜ j−1 (z)E−1
((
K˜11M˜12(z)+K˜12M˜22(z)
)
Θ
0,2,+
2,2 (Φ˜b˜ j−1(z))−i
(
K˜11M˜11(z)+K˜12M˜21(z)
)
× Θ0,2,−2,2 (Φ˜b˜ j−1(z))ei((n−1)K+k)℧˜ j−1
)
, (230)
X˜b˜,121 (z) = − i
√
πe
1
2 ((n−1)K+k)ξ˜bˆ j−1 (z)E
(
i
(
K˜21M˜11(z)+K˜22M˜21(z)
)
Θ
0,0,−
0,0 (Φ˜b˜ j−1(z))−
(
K˜21M˜12(z)+K˜22M˜22(z)
)
× Θ0,0,+0,0 (Φ˜b˜ j−1(z))e−i((n−1)K+k)℧˜ j−1
)
, (231)
X˜b˜,122 (z) =
√
πe−
iπ
6 e
− 12 ((n−1)K+k)ξ˜bˆ j−1 (z)E
((
K˜21M˜12(z)+K˜22M˜22(z)
)
Θ
0,2,+
2,2 (Φ˜b˜ j−1(z))−i
(
K˜21M˜11(z)+K˜22M˜21(z)
)
× Θ0,2,−2,2 (Φ˜b˜ j−1(z))ei((n−1)K+k)℧˜ j−1
)
, (232)
where Θ
r1,r2,±
r3,r4 (ζ), r1, r2, r3, r4 = 0, 1, 2, is defined by Equation (118), ω = exp(2πi/3), and Φ˜b˜ j−1(z) is defined by
Equation (166);
(6) for z∈Ω˜1a˜ j , j=1, 2, . . . ,N+1,
(z−αk)πnk(z) =
N,n→∞
zo=1+o(1)
(
X˜a˜,111 (z)
(
1+
1
(n−1)K+k
(
R˜♯11(z)−R˜
♮
11(z)
)
+O
(
c(n, k, zo)
((n−1)K+k)2
))
+ X˜a˜,121 (z)
(
1
(n−1)K+k
(
R˜♯12(z)−R˜
♮
12(z)
)
+O
(
c(n, k, zo)
((n−1)K+k)2
)))
×Een(g f (z)−Pˆ+0 ), (233)
and
(z−αk)
∫
R
((ξ−αk)πnk(ξ))e−nV˜(ξ)
(ξ−αk)(ξ−z)
dξ
2πi
=
N,n→∞
zo=1+o(1)
(
X˜a˜,112 (z)
(
1+
1
(n−1)K+k
(
R˜♯11(z)−R˜
♮
11(z)
)
+O
(
c(n, k, zo)
((n−1)K+k)2
))
+ X˜a˜,122 (z)
(
1
(n−1)K+k
(
R˜♯12(z)−R˜
♮
12(z)
)
+O
(
c(n, k, zo)
((n−1)K+k)2
)))
×E−1enℓ˜e−n(g f (z)−Pˆ+0 ), (234)
where
X˜a˜,111 (z) = − i
√
πe
1
2 ((n−1)K+k)ξ˜a˜ j (z)E−1
(
i
(
K˜11M˜11(z)+K˜12M˜21(z)
)
Θ
0,0,−
0,0 (Φ˜a˜ j (z))+
(
K˜11M˜12(z)+K˜12M˜22(z)
)
× Θ0,0,+0,0 (Φ˜a˜ j (z))e−i((n−1)K+k)℧˜ j
)
, (235)
X˜a˜,112 (z) =
√
πe−
iπ
6 e−
1
2 ((n−1)K+k)ξ˜a˜ j (z)E−1
((
K˜11M˜12(z)+K˜12M˜22(z)
)
Θ
0,2,+
2,2 (Φ˜a˜ j(z))+i
(
K˜11M˜11(z)+K˜12M˜21(z)
)
× Θ0,2,−2,2 (Φ˜a˜ j (z))ei((n−1)K+k)℧˜ j
)
, (236)
X˜a˜,121 (z) = − i
√
πe
1
2 ((n−1)K+k)ξ˜a˜ j (z)E
(
i
(
K˜21M˜11(z)+K˜22M˜21(z)
)
Θ
0,0,−
0,0 (Φ˜a˜ j (z))+
(
K˜21M˜12(z)+K˜22M˜22(z)
)
× Θ0,0,+0,0 (Φ˜a˜ j (z))e−i((n−1)K+k)℧˜ j
)
, (237)
X˜a˜,122 (z) =
√
πe−
iπ
6 e−
1
2 ((n−1)K+k)ξ˜a˜ j (z)E
((
K˜21M˜12(z)+K˜22M˜22(z)
)
Θ
0,2,+
2,2 (Φ˜a˜ j(z))+i
(
K˜21M˜11(z)+K˜22M˜21(z)
)
× Θ0,2,−2,2 (Φ˜a˜ j (z))ei((n−1)K+k)℧˜ j
)
, (238)
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with Φ˜a˜ j(z) defined by Equation (167);
(7) for z∈Ω˜2
b˜ j−1
, j=1, 2, . . . ,N+1,
(z−αk)πnk(z) =
N,n→∞
zo=1+o(1)
((
X˜b˜,211 (z)+X˜b˜,212 (z)e−2πi((n−1)K+k)
∫ a˜N+1
z
ψ
f
V˜
(ξ) dξ
) (
1+
1
(n−1)K+k
(
R˜♯11(z)−R˜
♮
11(z)
)
+O
(
c(n, k, zo)
((n−1)K+k)2
))
+
(
X˜b˜,221 (z)+X˜b˜,222 (z)e−2πi((n−1)K+k)
∫ a˜N+1
z
ψ
f
V˜
(ξ) dξ
) ( 1
(n−1)K+k
(
R˜♯12(z)−R˜
♮
12(z)
)
+O
(
c(n, k, zo)
((n−1)K+k)2
)))
×Een(g f (z)−Pˆ+0 ), (239)
and
(z−αk)
∫
R
((ξ−αk)πnk(ξ))e−nV˜(ξ)
(ξ−αk)(ξ−z)
dξ
2πi
=
N,n→∞
zo=1+o(1)
(
X˜b˜,212 (z)
(
1+
1
(n−1)K+k
(
R˜♯11(z)−R˜
♮
11(z)
)
+O
(
c(n, k, zo)
((n−1)K+k)2
))
+ X˜b˜,222 (z)
(
1
(n−1)K+k
(
R˜♯12(z)−R˜
♮
12(z)
)
+O
(
c(n, k, zo)
((n−1)K+k)2
)))
×E−1enℓ˜e−n(g f (z)−Pˆ+0 ), (240)
where
X˜b˜,211 (z) = − i
√
πe
1
2 ((n−1)K+k)ξ˜b˜ j−1 (z)E−1
(
i
(
K˜11M˜11(z)+K˜12M˜21(z)
)
Θ0,2,−2,0 (Φ˜b˜ j−1(z))−
(
K˜11M˜12(z)+K˜12M˜22(z)
)
× Θ0,2,+2,0 (Φ˜b˜ j−1(z))e−i((n−1)K+k)℧˜ j−1
)
, (241)
X˜b˜,212 (z) =
√
πe−
iπ
6 e
− 12 ((n−1)K+k)ξ˜b˜ j−1 (z)E−1
((
K˜11M˜12(z)+K˜12M˜22(z)
)
Θ
0,2,+
2,2 (Φ˜b˜ j−1(z))−i
(
K˜11M˜11(z)+K˜12M˜21(z)
)
× Θ0,2,−2,2 (Φ˜b˜ j−1(z))ei((n−1)K+k)℧˜ j−1
)
, (242)
X˜b˜,221 (z) = − i
√
πe
1
2 ((n−1)K+k)ξ˜b˜ j−1 (z)E
(
i
(
K˜21M˜11(z)+K˜22M˜21(z)
)
Θ0,2,−2,0 (Φ˜b˜ j−1(z))−
(
K˜21M˜12(z)+K˜22M˜22(z)
)
× Θ0,2,+2,0 (Φ˜b˜ j−1(z))e−i((n−1)K+k)℧˜ j−1
)
, (243)
X˜b˜,222 (z) =
√
πe−
iπ
6 e
− 12 ((n−1)K+k)ξ˜b˜ j−1 (z)E
((
K˜21M˜12(z)+K˜22M˜22(z)
)
Θ
0,2,+
2,2 (Φ˜b˜ j−1(z))−i
(
K˜21M˜11(z)+K˜22M˜21(z)
)
× Θ0,2,−2,2 (Φ˜b˜ j−1(z))ei((n−1)K+k)℧˜ j−1
)
, (244)
with Θr1,r2,±r3,r4 (ζ), r1, r2, r3, r4=0, 1, 2, defined by Equation (131);
(8) for z∈Ω˜2a˜ j , j=1, 2, . . . ,N+1,
(z−αk)πnk(z) =
N,n→∞
zo=1+o(1)
((
X˜a˜,211 (z)+X˜a˜,212 (z)e−2πi((n−1)K+k)
∫ a˜N+1
z
ψ
f
V˜
(ξ) dξ
) (
1+
1
(n−1)K+k
(
R˜♯11(z)−R˜
♮
11(z)
)
+O
(
c(n, k, zo)
((n−1)K+k)2
))
+
(
X˜a˜,221 (z)+X˜a˜,222 (z)e−2πi((n−1)K+k)
∫ a˜N+1
z
ψ
f
V˜
(ξ) dξ
) ( 1
(n−1)K+k
(
R˜♯12(z)−R˜
♮
12(z)
)
+O
(
c(n, k, zo)
((n−1)K+k)2
)))
×Een(g f (z)−Pˆ+0 ), (245)
and
(z−αk)
∫
R
((ξ−αk)πnk(ξ))e−nV˜(ξ)
(ξ−αk)(ξ−z)
dξ
2πi
=
N,n→∞
zo=1+o(1)
(
X˜a˜,212 (z)
(
1+
1
(n−1)K+k
(
R˜♯11(z)−R˜
♮
11(z)
)
+O
(
c(n, k, zo)
((n−1)K+k)2
))
+ X˜a˜,222 (z)
(
1
(n−1)K+k
(
R˜♯12(z)−R˜
♮
12(z)
)
+O
(
c(n, k, zo)
((n−1)K+k)2
)))
×E−1enℓ˜e−n(g f (z)−Pˆ+0 ), (246)
where
X˜a˜,211 (z) = − i
√
πe
1
2 ((n−1)K+k)ξ˜a˜ j (z)E−1
(
i
(
K˜11M˜11(z)+K˜12M˜21(z)
)
Θ0,2,−2,0 (Φ˜a˜ j (z))+
(
K˜11M˜12(z)+K˜12M˜22(z)
)
× Θ0,2,+2,0 (Φ˜a˜ j (z))e−i((n−1)K+k)℧˜ j
)
, (247)
X˜a˜,212 (z) =
√
πe−
iπ
6 e−
1
2 ((n−1)K+k)ξ˜a˜ j (z)E−1
((
K˜11M˜12(z)+K˜12M˜22(z)
)
Θ
0,2,+
2,2 (Φ˜a˜ j(z))+i
(
K˜11M˜11(z)+K˜12M˜21(z)
)
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× Θ0,2,−2,2 (Φ˜a˜ j (z))ei((n−1)K+k)℧˜ j
)
, (248)
X˜a˜,221 (z) = − i
√
πe
1
2 ((n−1)K+k)ξ˜a˜ j (z)E
(
i
(
K˜21M˜11(z)+K˜22M˜21(z)
)
Θ0,2,−2,0 (Φ˜a˜ j (z))+
(
K˜21M˜12(z)+K˜22M˜22(z)
)
× Θ0,2,+2,0 (Φ˜a˜ j (z))e−i((n−1)K+k)℧˜ j
)
, (249)
X˜a˜,222 (z) =
√
πe−
iπ
6 e−
1
2 ((n−1)K+k)ξ˜a˜ j (z)E
((
K˜21M˜12(z)+K˜22M˜22(z)
)
Θ
0,2,+
2,2 (Φ˜a˜ j(z))+i
(
K˜21M˜11(z)+K˜22M˜21(z)
)
× Θ0,2,−2,2 (Φ˜a˜ j (z))ei((n−1)K+k)℧˜ j
)
; (250)
(9) for z∈Ω˜3
b˜ j−1
, j=1, 2, . . . ,N+1,
(z−αk)πnk(z) =
N,n→∞
zo=1+o(1)
((
X˜b˜,311 (z)−X˜b˜,312 (z)e2πi((n−1)K+k)
∫ a˜N+1
z
ψ
f
V˜
(ξ) dξ
) (
1+
1
(n−1)K+k
(
R˜♯11(z)−R˜♮11(z)
)
+O
(
c(n, k, zo)
((n−1)K+k)2
))
+
(
X˜b˜,321 (z)−X˜b˜,322 (z)e2πi((n−1)K+k)
∫ a˜N+1
z
ψ
f
V˜
(ξ) dξ
) ( 1
(n−1)K+k
(
R˜♯12(z)−R˜
♮
12(z)
)
+O
(
c(n, k, zo)
((n−1)K+k)2
)))
×E−1en(g f (z)−Pˆ−0 ), (251)
and
(z−αk)
∫
R
((ξ−αk)πnk(ξ))e−nV˜(ξ)
(ξ−αk)(ξ−z)
dξ
2πi
=
N,n→∞
zo=1+o(1)
(
X˜b˜,312 (z)
(
1+
1
(n−1)K+k
(
R˜♯11(z)−R˜
♮
11(z)
)
+O
(
c(n, k, zo)
((n−1)K+k)2
))
+ X˜b˜,322 (z)
(
1
(n−1)K+k
(
R˜♯12(z)−R˜
♮
12(z)
)
+O
(
c(n, k, zo)
((n−1)K+k)2
)))
×Eenℓ˜e−n(g f (z)−Pˆ−0 ), (252)
where
X˜b˜,311 (z) = − i
√
πe
1
2 ((n−1)K+k)ξ˜b˜ j−1 (z)E−1
(
i
(
K˜11M˜12(z)+K˜12M˜22(z)
)
Θ2,1,−0,1 (Φ˜b˜ j−1(z))+
(
K˜11M˜11(z)+K˜12M˜21(z)
)
× Θ2,1,+0,1 (Φ˜b˜ j−1(z))ei((n−1)K+k)℧˜ j−1
)
, (253)
X˜b˜,312 (z) =
√
πe−
iπ
6 e
− 12 ((n−1)K+k)ξ˜b˜ j−1 (z)E−1
((
K˜11M˜11(z)+K˜21M˜21(z)
)
Θ
2,1,+
0,1 (Φ˜b˜ j−1(z))+i
(
K˜11M˜12(z)+K˜12M˜22(z)
)
× Θ2,1,−0,1 (Φ˜b˜ j−1(z))e−i((n−1)K+k)℧˜ j−1
)
, (254)
X˜b˜,321 (z) = − i
√
πe
1
2 ((n−1)K+k)ξ˜b˜ j−1 (z)E
(
i
(
K˜21M˜12(z)+K˜22M˜22(z)
)
Θ2,1,−0,1 (Φ˜b˜ j−1(z))+
(
K˜21M˜11(z)+K˜22M˜21(z)
)
× Θ2,1,+0,1 (Φ˜b˜ j−1(z))ei((n−1)K+k)℧˜ j−1
)
, (255)
X˜b˜,322 (z) =
√
πe−
iπ
6 e
− 12 ((n−1)K+k)ξ˜b˜ j−1 (z)E
((
K˜21M˜11(z)+K˜22M˜21(z)
)
Θ
2,1,+
0,1 (Φ˜b˜ j−1(z))+i
(
K˜21M˜12(z)+K˜22M˜22(z)
)
× Θ2,1,−0,1 (Φ˜b˜ j−1(z))e−i((n−1)K+k)℧˜ j−1
)
; (256)
(10) for z∈Ω˜3a˜ j , j=1, 2, . . . ,N+1,
(z−αk)πnk(z) =
N,n→∞
zo=1+o(1)
((
X˜a˜,311 (z)−X˜a˜,312 (z)e2πi((n−1)K+k)
∫ a˜N+1
z
ψ
f
V˜
(ξ) dξ
) (
1+
1
(n−1)K+k
(
R˜♯11(z)−R˜
♮
11(z)
)
+O
(
c(n, k, zo)
((n−1)K+k)2
))
+
(
X˜a˜,321 (z)−X˜a˜,322 (z)e2πi((n−1)K+k)
∫ a˜N+1
z
ψ
f
V˜
(ξ) dξ
) ( 1
(n−1)K+k
(
R˜♯12(z)−R˜
♮
12(z)
)
+O
(
c(n, k, zo)
((n−1)K+k)2
)))
×E−1en(g f (z)−Pˆ−0 ), (257)
and
(z−αk)
∫
R
((ξ−αk)πnk(ξ))e−nV˜(ξ)
(ξ−αk)(ξ−z)
dξ
2πi
=
N,n→∞
zo=1+o(1)
(
X˜a˜,312 (z)
(
1+
1
(n−1)K+k
(
R˜♯11(z)−R˜
♮
11(z)
)
+O
(
c(n, k, zo)
((n−1)K+k)2
))
+ X˜a˜,322 (z)
(
1
(n−1)K+k
(
R˜♯12(z)−R˜
♮
12(z)
)
+O
(
c(n, k, zo)
((n−1)K+k)2
)))
×Eenℓ˜e−n(g f (z)−Pˆ−0 ), (258)
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where
X˜a˜,311 (z) = − i
√
πe
1
2 ((n−1)K+k)ξ˜a˜ j (z)E−1
(
i
(
K˜11M˜12(z)+K˜12M˜22(z)
)
Θ2,1,−0,1 (Φ˜a˜ j (z))−
(
K˜11M˜11(z)+K˜12M˜21(z)
)
× Θ2,1,+0,1 (Φ˜a˜ j (z))ei((n−1)K+k)℧˜ j
)
, (259)
X˜a˜,312 (z) =
√
πe−
iπ
6 e−
1
2 ((n−1)K+k)ξ˜a˜ j (z)E−1
((
K˜11M˜11(z)+K˜21M˜21(z)
)
Θ
2,1,+
0,1 (Φ˜a˜ j(z))−i
(
K˜11M˜12(z)+K˜12M˜22(z)
)
× Θ2,1,−0,1 (Φ˜a˜ j (z))e−i((n−1)K+k)℧˜ j
)
, (260)
X˜a˜,321 (z) = − i
√
πe
1
2 ((n−1)K+k)ξ˜a˜ j (z)E
(
i
(
K˜21M˜12(z)+K˜22M˜22(z)
)
Θ2,1,−0,1 (Φ˜a˜ j (z))−
(
K˜21M˜11(z)+K˜22M˜21(z)
)
× Θ2,1,+0,1 (Φ˜a˜ j (z))ei((n−1)K+k)℧˜ j
)
, (261)
X˜a˜,322 (z) =
√
πe−
iπ
6 e−
1
2 ((n−1)K+k)ξ˜a˜ j (z)E
((
K˜21M˜11(z)+K˜22M˜21(z)
)
Θ
2,1,+
0,1 (Φ˜a˜ j(z))−i
(
K˜21M˜12(z)+K˜22M˜22(z)
)
× Θ2,1,−0,1 (Φ˜a˜ j (z))e−i((n−1)K+k)℧˜ j
)
; (262)
(11) for z∈Ω˜4
b˜ j−1
, j=1, 2, . . . ,N+1,
(z−αk)πnk(z) =
N,n→∞
zo=1+o(1)
(
X˜b˜,411 (z)
(
1+
1
(n−1)K+k
(
R˜♯11(z)−R˜
♮
11(z)
)
+O
(
c(n, k, zo)
((n−1)K+k)2
))
+ X˜b˜,421 (z)
(
1
(n−1)K+k
(
R˜♯12(z)−R˜
♮
12(z)
)
+O
(
c(n, k, zo)
((n−1)K+k)2
)))
×E−1en(g f (z)−Pˆ−0 ), (263)
and
(z−αk)
∫
R
((ξ−αk)πnk(ξ))e−nV˜(ξ)
(ξ−αk)(ξ−z)
dξ
2πi
=
N,n→∞
zo=1+o(1)
(
X˜b˜,412 (z)
(
1+
1
(n−1)K+k
(
R˜♯11(z)−R˜♮11(z)
)
+O
(
c(n, k, zo)
((n−1)K+k)2
))
+ X˜b˜,422 (z)
(
1
(n−1)K+k
(
R˜♯12(z)−R˜
♮
12(z)
)
+O
(
c(n, k, zo)
((n−1)K+k)2
)))
×Eenℓ˜e−n(g f (z)−Pˆ−0 ), (264)
where
X˜b˜,411 (z) = − i
√
πe
1
2 ((n−1)K+k)ξ˜b˜ j−1 (z)E−1
(
i
(
K˜11M˜12(z)+K˜12M˜22(z)
)
Θ
0,0,−
0,0 (Φ˜b˜ j−1(z))+
(
K˜11M˜11(z)+K˜12M˜21(z)
)
× Θ0,0,+0,0 (Φ˜b˜ j−1(z))ei((n−1)K+k)℧˜ j−1
)
, (265)
X˜b˜,412 (z) =
√
πe−
iπ
6 e
− 12 ((n−1)K+k)ξ˜b˜ j−1 (z)E−1
((
K˜11M˜11(z)+K˜12M˜21(z)
)
Θ
2,1,+
0,1 (Φ˜b˜ j−1(z))+i
(
K˜11M˜12(z)+K˜12M˜22(z)
)
× Θ2,1,−0,1 (Φ˜b˜ j−1(z))e−i((n−1)K+k)℧˜ j−1
)
, (266)
X˜b˜,421 (z) = − i
√
πe
1
2 ((n−1)K+k)ξ˜b˜ j−1 (z)E
(
i
(
K˜21M˜12(z)+K˜22M˜22(z)
)
Θ
0,0,−
0,0 (Φ˜b˜ j−1(z))+
(
K˜21M˜11(z)+K˜22M˜21(z)
)
× Θ0,0,+0,0 (Φ˜b˜ j−1(z))ei((n−1)K+k)℧˜ j−1
)
, (267)
X˜b˜,422 (z) =
√
πe−
iπ
6 e
− 12 ((n−1)K+k)ξ˜b˜ j−1 (z)E
((
K˜21M˜11(z)+K˜22M˜21(z)
)
Θ
2,1,+
0,1 (Φ˜b˜ j−1(z))+i
(
K˜21M˜12(z)+K˜22M˜22(z)
)
× Θ2,1,−0,1 (Φ˜b˜ j−1(z))e−i((n−1)K+k)℧˜ j−1
)
; (268)
and (12) for z∈Ω˜4a˜ j , j=1, 2, . . . ,N+1,
(z−αk)πnk(z) =
N,n→∞
zo=1+o(1)
(
X˜a˜,411 (z)
(
1+
1
(n−1)K+k
(
R˜♯11(z)−R˜
♮
11(z)
)
+O
(
c(n, k, zo)
((n−1)K+k)2
))
+ X˜a˜,421 (z)
(
1
(n−1)K+k
(
R˜♯12(z)−R˜
♮
12(z)
)
+O
(
c(n, k, zo)
((n−1)K+k)2
)))
×E−1en(g f (z)−Pˆ−0 ), (269)
and
(z−αk)
∫
R
((ξ−αk)πnk(ξ))e−nV˜(ξ)
(ξ−αk)(ξ−z)
dξ
2πi
=
N,n→∞
zo=1+o(1)
(
X˜a˜,412 (z)
(
1+
1
(n−1)K+k
(
R˜♯11(z)−R˜
♮
11(z)
)
+O
(
c(n, k, zo)
((n−1)K+k)2
))
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+ X˜a˜,422 (z)
(
1
(n−1)K+k
(
R˜♯12(z)−R˜
♮
12(z)
)
+O
(
c(n, k, zo)
((n−1)K+k)2
)))
×Eenℓ˜e−n(g f (z)−Pˆ−0 ), (270)
where
X˜a˜,411 (z) = − i
√
πe
1
2 ((n−1)K+k)ξ˜a˜ j (z)E−1
(
i
(
K˜11M˜12(z)+K˜12M˜22(z)
)
Θ
0,0,−
0,0 (Φ˜a˜ j (z))−
(
K˜11M˜11(z)+K˜12M˜21(z)
)
× Θ0,0,+0,0 (Φ˜a˜ j (z))ei((n−1)K+k)℧˜ j
)
, (271)
X˜a˜,412 (z) =
√
πe−
iπ
6 e−
1
2 ((n−1)K+k)ξ˜a˜ j (z)E−1
((
K˜11M˜11(z)+K˜12M˜21(z)
)
Θ
2,1,+
0,1 (Φ˜a˜ j(z))−i
(
K˜11M˜12(z)+K˜12M˜22(z)
)
× Θ2,1,−0,1 (Φ˜a˜ j (z))e−i((n−1)K+k)℧˜ j
)
, (272)
X˜a˜,421 (z) = − i
√
πe
1
2 ((n−1)K+k)ξ˜a˜ j (z)E
(
i
(
K˜21M˜12(z)+K˜22M˜22(z)
)
Θ
0,0,−
0,0 (Φ˜a˜ j (z))−
(
K˜21M˜11(z)+K˜22M˜21(z)
)
× Θ0,0,+0,0 (Φ˜a˜ j (z))ei((n−1)K+k)℧˜ j
)
, (273)
X˜a˜,422 (z) =
√
πe−
iπ
6 e−
1
2 ((n−1)K+k)ξ˜a˜ j (z)E
((
K˜21M˜11(z)+K˜22M˜21(z)
)
Θ
2,1,+
0,1 (Φ˜a˜ j(z))−i
(
K˜21M˜12(z)+K˜22M˜22(z)
)
× Θ2,1,−0,1 (Φ˜a˜ j (z))e−i((n−1)K+k)℧˜ j
)
. (274)
Remark 1.3.14. For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk , ∞, using limiting values, if necessary,
the asymptotics, in the double-scaling N, n→ ∞ such that zo = 1+o(1), in Theorem 1.3.4 for (z−αk)πnk(z) and
(z−αk)
∫
R
((ξ−αk)πnk(ξ))((ξ−αk)(ξ−z))−1e−nV˜(ξ) dξ/2πi have a natural interpretation on R \ {α1, α2, . . . , αK }.
Remark 1.3.15. The bulk of the parameters appearing in Theorems 1.3.5 and 1.3.6 below have been defined
heretofore in Theorem 1.3.4.
Theorem 1.3.5. Let the external field V˜ : R \ {α1, α2, . . . , αK}→R satisfy conditions (48)–(50), and suppose that
V˜ is regular. For n∈N and k ∈ {1, 2, . . . ,K} such that αps :=αk ,∞, let X : C \ R→SL2(C) be the unique solution
of the corresponding monicMPC ORF RHP (X(z), υ(z),R) stated in Lemma RHPMPC with integral representation
given by Equation (284), where, in particular,
(X(z))11= (z−αk)πnk(z) and (X(z))12= (z−αk)
∫
R
((ξ−αk)πnk(ξ))e−nV˜(ξ)
(ξ−αk)(ξ−z)
dξ
2πi
.
For n∈N and k ∈ {1, 2, . . . ,K} such that αps :=αk ,∞, let the Markov-Stieltjes transform, Fµ˜(z), the associated R-
function, R˜µ˜(z), and the correspondingMPA error term, E˜µ˜(z), be defined by Equations (1001), (1003), and (1011),
respectively,69 where, in particular,
E˜µ˜(z)=2πi
(X(z))12
(X(z))11 . (275)
Then, for n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk , ∞, in the double-scaling limit N, n → ∞ such that
zo = 1+o(1), E˜µ˜(z) has asymptotics derivable from Equation (275), where (cf. Theorem 1.3.4): (1) for z ∈ Υ˜1,
(X(z))11 and (X(z))12 have, respectively, asymptotics (171) and (172); (2) for z ∈ Υ˜2, (X(z))11 and (X(z))12 have,
respectively, asymptotics (216) and (217); (3) for z∈Υ˜3, (X(z))11 and (X(z))12 have, respectively, asymptotics (218)
and (219); (4) for z∈Υ˜4, (X(z))11 and (X(z))12 have, respectively, asymptotics (220) and (221); (5) for z∈Ω˜1
b˜ j−1
, j=
1, 2, . . . ,N+1, (X(z))11 and (X(z))12 have, respectively, asymptotics (222) and (223); (6) for z∈Ω˜1a˜ j , j=1, 2, . . . ,N+
1, (X(z))11 and (X(z))12 have, respectively, asymptotics (233) and (234); (7) for z ∈ Ω˜2
b˜ j−1
, j = 1, 2, . . . ,N + 1,
(X(z))11 and (X(z))12 have, respectively, asymptotics (239) and (240); (8) for z ∈ Ω˜2a˜ j , j = 1, 2, . . . ,N+1, (X(z))11
and (X(z))12 have, respectively, asymptotics (245) and (246); (9) for z ∈ Ω˜3
b˜ j−1
, j = 1, 2, . . . ,N+1, (X(z))11 and
(X(z))12 have, respectively, asymptotics (251) and (252); (10) for z∈ Ω˜3a˜ j , j= 1, 2, . . . ,N+1, (X(z))11 and (X(z))12
have, respectively, asymptotics (257) and (258); (11) for z ∈ Ω˜4
b˜ j−1
, j = 1, 2, . . . ,N+1, (X(z))11 and (X(z))12 have,
respectively, asymptotics (263) and (264); and (12) for z ∈ Ω˜4a˜ j , j = 1, 2, . . . ,N+1, (X(z))11 and (X(z))12 have,
respectively, asymptotics (269) and (270).
Remark 1.3.16. It is shown in Section 3 (see, in particular, the corresponding items of Lemmata 3.8 and 3.9) that,
for n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk ,∞, {z ∈ C; πnk(z) = 0} =: {z˜nk( j)}(n−1)K+kj=1 ⊂ ∪N+1j=1 [b˜ j−1, a˜ j] =: J f ;
69Note that (cf. Subsections 1.2.1 and 1.2.2, Equations (13), (34), and (40)) Fµ˜(z), R˜µ˜(z), and E˜µ˜(z) are Fµ(z), R˜µ(z), and E˜µ(z), respectively,
under the transformation (cf. Remark 1.3.6) dµ→dµ˜.
Orthogonal Rational Functions: Characterisation, Multi-Point Pade´ Approximants, and Asymptotics 67
therefore, using limiting values, if necessary, for C ∩ (Υ˜3 ∪ Υ˜4 ∪ ∪N+1j=1 (Ω˜2b˜ j−1 ∪ Ω˜
3
b˜ j−1
∪ Ω˜2a˜ j ∪ Ω˜3a˜ j ))∋z→ x∈ J f , the
asymptotics, in the double-scaling limit N, n→∞ such that zo=1+o(1), in Theorem 1.3.5 for E˜µ˜(z) have a natural
interpretation on J f \ {z˜nk( j)}(n−1)K+kj=1 .
Theorem 1.3.6. Let the external field V˜ : R \ {α1, α2, . . . , αK}→R satisfy conditions (48)–(50), and suppose that
V˜ is regular. For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk , ∞, let X : C \ R → SL2(C) be the unique
solution of the corresponding monicMPC ORF RHP (X(z), υ(z),R) stated in Lemma RHPMPC, and let the monic
MPC ORF have the representation πn
k
(z) = (z−αk)−1(X(z))11, z ∈ C, with asymptotics, in the double-scaling limit
N, n→∞ such that zo = 1+o(1), stated in Theorem 1.3.4; moreover, let the associated norming constant be given
by µ
f
n,κnk (n, k)= ||πnk(·)||−1L . Then, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞,70
(µ fn,κnk (n, k))
2 =
N,n→∞
zo=1+o(1)
e−nℓ˜
2π
X˜♯
(
1+
1
(n−1)K+kX˜
♯
(
X˜♮
)
12
+O
(
c˜(n, k, zo)
((n−1)K+k)2
))
, (276)
where
X˜♯=
E2
iK˜11H(1)+K˜12H(−1)
, (277)
with
H(ε2) :=
i
2
θ˜(−u˜+(αk)− 12π ((n−1)K+k)Ω˜+ε2 d˜)
θ˜(−u˜+(αk)+ε2 d˜)
14 (γ˜(αk)+ε2(γ˜(αk))−1)
N+1∑
j=1
 1
a˜ j−αk −
1
b˜ j−1−αk

−
(
γ˜(αk)−ε2(γ˜(αk))−1
) (
L(ε2; Ω˜)−L(ε2; 0)
))
, ε2=±1, (278)
where
L(ε2; Ω˜)=
1
θ˜(−u˜+(αk)− 12π ((n−1)K+k)Ω˜+ε2 d˜)
∑
m∈ZN
λ˜(m)e2πi(m,−u˜+(αk)−
1
2π ((n−1)K+k)Ω˜+ε2 d˜)+iπ(m,τ˜m), (279)
λ˜(m) :=2πi
N∑
j1=1
N∑
j2=1
m j1 c˜ j1 j2(αk)
N− j2
(−1)n˜(αk)∏N+1j3=1(|αk−b˜ j3−1||αk−a˜ j3 |)1/2 , (280)
n˜(αk)=

0, αk ∈ (a˜N+1,+∞),
N+1, αk ∈ (−∞, b˜0),
N− j+1, αk ∈ (a˜ j, b˜ j), j=1, 2, . . . ,N,
(281)
and c˜ j1 j2 , j1, j2=1, 2, . . . ,N, are obtained from Equations (45) and (46), and
X˜♮ = i
N+1∑
j=1
 (α˜0(b˜ j−1))−2
(b˜ j−1−αk)2
(
α˜0(b˜ j−1)B˜(b˜ j−1)−α˜1(b˜ j−1)A˜(b˜ j−1)
)
+
(α˜0(a˜ j))−2
(a˜ j−αk)2
(
α˜0(a˜ j)B˜(a˜ j)−α˜1(a˜ j)A˜(a˜ j)
)
− 2(α˜0(b˜ j−1))
−1
(b˜ j−1−αk)3
A˜(b˜ j−1)−
2(α˜0(a˜ j))−1
(a˜ j−αk)3
A˜(a˜ j)
 , (282)
with c˜(n, k, zo)=N,n→∞
zo=1+o(1)
O(1).
For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk , ∞, let the associated MPC ORF be given by φnk(z) =
µ
f
n,κnk (n, k)π
n
k
(z), z∈C: the asymptotics, in the double-scaling limit N, n→∞ such that zo=1+o(1), for φnk(z) are de-
rived via the scalar multiplication of the asymptotics for πn
k
(z) and µ fn,κnk (n, k) stated, respectively, in Theorem 1.3.4
and Equation (276).
2 The Monic MPC ORF Families of RHPs: Existence, Uniqueness, and
Multi-Integral Representations
In this section, the family (which consists of two subfamilies) of K 71 matrix RHPs on R characterising the monic
MPC ORFs, {πn
k
(z)} n∈N
k=1,2,...,K
, z∈C, is stated (see Lemma RHPMPC), whence the existence and the uniqueness of the
70The asymptotics for µ fn,κnk (n, k) is obtained by taking the positive square root of the expression on the right-hand side of Equation (276).
71Recall that K= Kˆ+K˜, where Kˆ :=#{k∈{1, 2, . . . , K}; αk =∞}, and K˜ :=#{k∈{1, 2, . . . , K}; αk ,∞}.
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associated monic MPC ORFs and the corresponding norming constants, µrn,κnk (n, k), r ∈ {∞, f }, is established via
a—generalised—Hankel determinant analysis (see Lemma 2.1), and explicit multi-integral representations for the
associated monic MPC ORFs (see Lemma 2.2) and the corresponding norming constants (see Corollary 2.1) are
obtained (see, also, Corollary 2.2).
Before launching into the theory proper, however, it is convenient to summarise the notation used throughout
this monograph:
(1) I =
(
1 0
0 1
)
is the 2 × 2 identity matrix, σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, and σ3 =
(
1 0
0 −1
)
are the Pauli matrices,
σ± := 12 (σ1±iσ2),R± := {x∈R; ±x>0},R≷x0 := {x∈R; x≷ x0},C± := {z∈C; ± Im(z)>0}, and sgn(x)=
{
x|x|−1, x,0,
0, x=0;
(2) for ω∈C and Υˆ∈M2(C), ωad(σ3)Υˆ :=ωσ3 Υˆω−σ3 ;
(3) a contour D which is the finite union of piecewise-smooth, simple curves (as closed sets) is said to be
orientable if its complement C \D can always be divided into two, possibly disconnected, disjoint open sets
℧+ and ℧−, either of which has finitely many components, such that D admits an orientation so that it can
either be viewed as a positively oriented boundary D+ for ℧+ or as a negatively oriented boundaryD− for
℧− [377], that is, the (possibly disconnected) components of C \ D can be coloured by + or by − in such
a way that the + regions do not share boundary with the − regions, except, possibly, at finitely many points
[378];
(4) for each segment of an oriented contourD, according to the given orientation, the “+” side is to the left and
the “-” side is to the right as one traverses the contour in the direction of orientation, that is, for a 2×2 matrix
Ai j(·), i, j=1, 2, (Ai j(·))± denote the non-tangential limits (Ai j(z))± := lim z′ → z
z′ ∈ ± side ofD
Ai j(z′);
(5) for 16 p<∞ andD some point set,
LpM2(C)(D) :=
 f : D→M2(C); || f (·)||LpM2(C)(D) :=
(∫
D
| f (z)|p |dz|
)1/p
<∞
 ,
where, for A(·) ∈ M2(C), |A(·)| := (∑2i, j=1Ai j(·)Ai j(·))1/2 is the Hilbert-Schmidt norm, ∗ denotes 72 the
complex conjugate of ∗, and |d•| denotes integration with respect to arc length, for p=∞,
L∞M2(C)(D) :=
{
g : D→M2(C); ||g(·)||L∞M2(C)(D) := maxi, j=1,2 supz∈D
|gi j(z)|<∞
}
,
and, for f ∈ I+L2M2(C)(D) := {I+h; h∈L2M2(C)(D)} and k∈{1, 2, . . . ,K},
|| f (·)||I+L2M2(C)(D) :=
(
|| f (αk)||2L∞M2(C)(D)+ || f (·)− f (αk)||
2
L2M2(C)(D)
)1/2
;
(6) for a 2 × 2 matrix Ai j(·), i, j= 1, 2, to have boundary values in the L2M2(C)(D) sense on an oriented contour
D, it is meant that lim z′ → z
z′ ∈ ± side ofD
∫
D |A(z′)−(A(z))±|2 |dz|=0;73
(7) for card(J)<∞, ||F(·)||∩p∈JLpM2(C)(∗) :=
∑
p∈J ||F(·)||LpM2(C)(∗);
(8) for (ν1, ν2) ∈R × R, the function (•−ν1)iν2 : C \ (−∞, ν1]→ C, • 7→ exp(iν2 ln(• − ν1)), with the branch cut
taken along (−∞, ν1], and with the principal branch of the logarithm chosen (that is, for ν0 ∈R, ln(ν−ν0) :=
ln|ν−ν0|+i arg(ν−ν0), where arg(ν−ν0)∈ (−(1∓1)π/2, (1±1)π/2),± Im(ν)>0);
(9) for a 2 × 2 matrix-valued function T(z), T(z)=z→z0O(∗) (resp., o(∗)) means Ti j(z)=z→z0O(∗i j) (resp., o(∗i j)),
i, j=1, 2.
The family of matrix RHPs characterising the monic MPC ORFs, {πn
k
(z)} n∈N
k=1,2,...,K
, z∈C, is now stated.
Lemma RHPMPC. Let V˜ : R \ {α1, α2, . . . , αK }→R satisfy conditions (48)–(50). For n ∈N and k ∈ {1, 2, . . . ,K},
find X : N × {1, 2, . . . ,K} × C \ R→SL2(C) solving: (i) X(n, k; z) :=X(z) is analytic for z∈C \ R; (ii) the boundary
values X±(z) := limε↓0X(z±iε) satisfy the jump condition
X+(z)=X−(z)υ(z) a.e. z∈R,
72Not to be confused with C and R.
73For example, if D = R is oriented from +∞ to −∞, then A(·) has L2M2(C)(D) boundary values on D means that limε↓0
∫
R
|A(x∓ iε)−
(A(x))± |2 dx=0.
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where υ : R∋z 7→ I+exp(−nV˜(z))σ+; (iii) for k∈{1, 2, . . . ,K} such that αps :=αk=∞,
X(z)z−κnkσ3 =
C\R∋ z→αk
I+ O(z−1),
X(z)(z−αpq)κnkk˜qσ3 =
C\R∋ z→αpq
O(1), q=1, 2, . . . , s−1;
and (iv) for k∈{1, 2, . . . ,K} such that αps :=αk,∞,
X(z)(z−αk)(κnk−1)σ3 =
C\R∋ z→αk
I+O(z−αk),
X(z)z−(κ
∞
nkk˜s−1
+1)σ3
=
C\R∋ z→αps−1=∞
O(1),
X(z)(z−αpq)κnkk˜qσ3 =
C\R∋ z→αpq
O(1), q=1, 2, . . . , s−2.
Lemma 2.1. Let X : N × {1, 2, . . . ,K} × C \ R→SL2(C) solve the RHP stated in Lemma RHPMPC. For n∈N and
k∈{1, 2, . . . ,K} such that αps :=αk=∞, the RHP stated in Lemma RHPMPC possesses a unique solution given by
X(z)=
 πnk(z)
∫
R
πn
k
(ξ) exp(−nV˜(ξ))
ξ−z
dξ
2πi
X21(z)
∫
R
X21(ξ) exp(−nV˜(ξ))
ξ−z
dξ
2πi
 , z∈C \ R, (283)
where πn
k
: N× {1, 2, . . . ,K} ×C \ {αp1 , αp2 , . . . , αps }→C is the corresponding monicMPC ORF defined in Subsec-
tion 1.2.1, and X21 : N × {1, 2, . . . ,K} × C \ {αp1 , αp2 , . . . , αps}→C; and, for n ∈N and k ∈ {1, 2, . . . ,K} such that
αps :=αk,∞, the RHP stated in Lemma RHPMPC possesses a unique solution given by
X(z)=
(z−αk)πnk(z) (z−αk)
∫
R
((ξ−αk )πnk (ξ)) exp(−nV˜(ξ))
(ξ−αk)(ξ−z)
dξ
2πi
X21(z) (z−αk)
∫
R
X21(ξ) exp(−nV˜(ξ))
(ξ−αk)(ξ−z)
dξ
2πi
 , z∈C \ R, (284)
where πn
k
: N× {1, 2, . . . ,K} ×C \ {αp1 , αp2 , . . . , αps }→C is the corresponding monicMPC ORF defined in Subsec-
tion 1.2.2, and X21 : N × {1, 2, . . . ,K} × C \ {αp1 , αp2 , . . . , αps}→C.
Proof. The proof consists of two cases: (i) n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk =∞ (see case (1)
below); and (ii) n ∈N and k ∈ {1, 2, . . . ,K} such that αps := αk ,∞ (see case (2) below). Let w˜(z) = exp(−nV˜(z)),
where V˜ : R \ {α1, α2, . . . , αK }→R satisfies conditions (48)–(50).
(1) If, for n ∈N and k ∈ {1, 2, . . . ,K} such that αps := αk =∞,74 X : C \ R→ SL2(C) solves the RHP stated in
Lemma RHPMPC, then, from the jump condition (ii) of Lemma RHPMPC, it follows that, for the elements of the
first column of X(z),
(X j1(z))+= (X j1(z))− :=X j1(z), j=1, 2,
and, for the elements of the second column of X(z),
(X j2(z))+−(X j2(z))−=X j1(z)w˜(z), j=1, 2. (285)
Via the normalisation and boundedness conditions (iii) of Lemma RHPMPC, it follows that, for n ∈ N and k ∈
{1, 2, . . . ,K} such that αps :=αk=∞,
X11(z)z−κnk =
C\R∋ z→αk
1+O(z−1), X12(z)zκnk =
C\R∋ z→αk
O(z−1),
X21(z)z−κnk =
C\R∋ z→αk
O(z−1), X22(z)zκnk =
C\R∋ z→αk
1+O(z−1), (286)
and, for q=1, 2, . . . , s−1,
X11(z)(z−αpq)κnkk˜q =
C\R∋ z→αpq
O(1), X12(z)(z−αpq)−κnkk˜q =
C\R∋ z→αpq
O(1),
X21(z)(z−αpq)κnkk˜q =
C\R∋ z→αpq
O(1), X22(z)(z−αpq)−κnkk˜q =
C\R∋ z→αpq
O(1), (287)
whence, temporarily re-inserting explicit n- and k-dependencies, that is, Xi j(n, k; z) :=Xi j(z), i, j= 1, 2, one notes
that, for m = 1, 2, Xm1 : N × {1, 2, . . . ,K} × C \ {αp1 , αp2 , . . . , αps} → C and Xm2 : N × {1, 2, . . . ,K} × C \ R →
74Recall that X(n, k; z) :=X(z).
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C; in particular, X11(z) and X21(z) have no jumps throughout the complex z-plane, X11(z) is a monic (that is,
coeff{zκnk } = 1) meromorphic function with poles at αp1 , αp2 , . . . , αps , and X21(z) is a meromorphic function with
poles at αp1 , αp2 , . . . , αps . Application of the Sokhotski-Plemelj formula to the jump condition (285), with the
Cauchy kernel normalised at αps :=αk=∞, k∈{1, 2, . . . ,K}, gives rise to the following Cauchy integral representa-
tion:
X j2(z)=
∫
R
X j1(ξ)w˜(ξ)
ξ−z
dξ
2πi
, z∈C \ R, j=1, 2; (288)
hence, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞, X : C \ R→SL2(C) has the integral representation
X(z)=
X11(z)
∫
R
X11(ξ)w˜(ξ)
ξ−z
dξ
2πi
X21(z)
∫
R
X21(ξ)w˜(ξ)
ξ−z
dξ
2πi
 , z∈C \ R.
A detailed analysis for the elements of the first row of X(z) is presented first; then, the corresponding analysis for
the elements of the second row is presented. Recalling that
∫
R
ξmw˜(ξ) dξ<∞,m∈N0, and
∫
R
(ξ−αk)−(m+1)w˜(ξ) dξ<∞,
αk ,∞, k ∈ {1, 2, . . . ,K}, it follows, via the expansion 1z1−z2 =
∑l
i=0
zi2
zi+11
+
zl+12
zl+11 (z1−z2)
, l∈N0, the integral representation
(cf. Equation (288)) X12(z)=
∫
R
X11(ξ)w˜(ξ)
ξ−z
dξ
2πi , z∈C \ R, and the first line of each of the asymptotic conditions (286)
and (287), that, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞,∫
R
X11(ξ)ξpw˜(ξ) dξ=0, p=0, 1, . . . , κnk−1, (289)∫
R
X11(ξ)ξκnk w˜(ξ) dξ,0, (290)∫
R
X11(ξ)(ξ−αpq)−rw˜(ξ) dξ=0, q=1, 2, . . . , s−1, r=1, 2, . . . , κnkk˜q . (291)
(Note: if, for n ∈N and k ∈ {1, 2, . . . ,K} such that αps := αk =∞, the set {αk′ , k′ ∈ {1, 2, . . . ,K}; αk′ , αk =∞}=∅,
then Equation (291) is vacuous; this can only occur if n = 1.) Recalling from the analysis preceding the integral
representation (288) that, for n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk = ∞, X11 : N × {1, 2, . . . ,K} × C \
{αp1 , αp2 , . . . , αps }→C is a monic (coeff{zκnk }=1) meromorphic function with pole set {αp1 , αp2 , . . . , αps } and with
no jumps throughout the z-plane, and that, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞, the corresponding
monic MPC ORF satisfies the orthogonality conditions (10)–(12), it follows from the latter two observations and
Equations (289)–(291) that, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞,
πnk(z)=X11(z).
Via Equations (289) and (291), and this latter formula, one writes, for n ∈N and k ∈ {1, 2, . . . ,K} such that αps :=
αk=∞, Equation (290) in a more transparent form:∫
R
X11(ξ)ξκnk w˜(ξ) dξ=
∫
R
X11(ξ)µ∞n,κnk (n, k)ξκnk
w˜(ξ)
µ∞n,κnk (n, k)
dξ
=
∫
R
X11(ξ)
φ∞0 (n, k)+ s−1∑
q=1
κnkk˜q∑
r=1
ν∞r,q(n, k)
(z−αpq)r
+
κnk−1∑
m=1
µ∞n,m(n, k)z
m+µ∞n,κnk (n, k)z
κnk
︸                                                                              ︷︷                                                                              ︸
= φn
k
(z)
w˜(ξ)
µ∞n,κnk (n, k)
dξ
=
∫
R
X11(ξ)︸ ︷︷ ︸
= (µ∞n,κnk (n,k))
−1φn
k
(ξ)
φnk(ξ)
w˜(ξ)
µ∞n,κnk (n, k)
dξ= (µ∞n,κnk(n, k))
−2
∫
R
(φnk(ξ))
2 w˜(ξ) dξ︸                 ︷︷                 ︸
= 1
= (µ∞n,κnk (n, k))
−2;
hence, for n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk =∞, via this latter relation, Equations (289)–(291) are
written in the following, more convenient, form:∫
R
πnk(ξ)ξ
pw˜(ξ) dξ=0, p=0, 1, . . . , κnk−1, (292)∫
R
πnk(ξ)ξ
κnk w˜(ξ) dξ= (µ∞n,κnk(n, k))
−2, (293)∫
R
πnk(ξ)(ξ−αpq)−rw˜(ξ) dξ=0, q=1, 2, . . . , s−1, r=1, 2, . . . , κnkk˜q . (294)
(Note: if, for n ∈N and k ∈ {1, 2, . . . ,K} such that αps := αk =∞, the set {αk′ , k′ ∈ {1, 2, . . . ,K}; αk′ , αk =∞}=∅,
then Equation (294) is vacuous; this can only occur if n=1.) For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞,
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Equation (292) gives rise to κnk conditions, Equation (293) gives rise to 1 condition, and Equation (294) gives rise
to (cf. Equation (6))
∑s−1
q=1 κnkk˜q = (n−1)K+k−κnk conditions, for a total of (n−1)K+k+1 conditions, which is
precisely the number necessary in order to determine, uniquely (see below), the associated (n- and k-dependent)
norming constant, µ∞n,κnk (n, k).
One now examines, for n ∈N and k ∈ {1, 2, . . . ,K} such that αps := αk =∞, Equations (292)–(294) in detail.
Proceeding as per the detailed discussion of Subsection 1.2.1, write, for n ∈ N and k ∈ {1, 2, . . . ,K} such that
αps :=αk=∞, the ordered disjoint partition for the repeated pole sequence:75
{ 1α1, α2, . . . , αK︸           ︷︷           ︸
K
} ∪ · · · ∪ { n−1α1, α2, . . . , αK︸           ︷︷           ︸
K
} ∪ { nα1, α2, . . . , αk︸           ︷︷           ︸
k
}
:=
s−1⋃
q=1
{αi(q)kq , αi(q)kq , . . . , αi(q)kq︸                       ︷︷                       ︸
lq=κnkk˜q
} ∪ {αi(s)ks , αi(s)ks , . . . , αi(s)ks︸                      ︷︷                      ︸
ls=κni(s)ks
}
:=
s−1⋃
q=1
{αpq , αpq , . . . , αpq︸              ︷︷              ︸
lq=κnkk˜q
} ∪ {αk, αk, . . . , αk︸          ︷︷          ︸
ls=κnk
}=
s−1⋃
q=1
{αpq , αpq , . . . , αpq︸              ︷︷              ︸
lq=κnkk˜q
} ∪ {∞,∞, . . . ,∞︸         ︷︷         ︸
ls=κnk
},
where
∑s
q=1 lq =
∑s−1
q=1 lq+ ls =
∑s−1
q=1 κnkk˜q+κnk = (n−1)K+k. Hence, via this notational preamble, and the analysis
leading to the orthogonality Equations (292)–(294), one writes, in the indicated order, for n∈N and k∈{1, 2, . . . ,K}
such that αps :=αk=∞,
πnk(z) =
φ∞0 (n, k)
µ∞n,κnk (n, k)
+
1
µ∞n,κnk (n, k)
s−1∑
q=1
κnkk˜q∑
r=1
ν∞r,q(n, k)
(z−αi(q)kq )r
+
1
µ∞n,κnk (n, k)
κni(s)ks
−1∑
m=1
µ∞n,m(n, k)z
m+zκnk
=
φ∞0 (n, k)
µ∞n,κnk (n, k)
+
1
µ∞n,κnk (n, k)
s−1∑
q=1
κnkk˜q∑
r=1
ν∞r,q(n, k)
(z−αpq)r
+
1
µ∞n,κnk (n, k)
κnk−1∑
m=1
µ∞n,m(n, k)z
m+zκnk
:= φ˜∞0 (n, k)+
s−1∑
m=1
lm=κnkk˜m∑
q=1
ν˜∞m,q(n, k)
(z−αpm)q
+
ls=κnk∑
r=1
ν˜∞s,r(n, k)z
r, ν˜∞
s,ls
(n, k)≡1.
Substituting the latter partial fraction expansion for πn
k
(z) into the orthogonality conditions (292)–(294), one arrives
at, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞, the orthogonality conditions∫
R
φ˜∞0 (n, k)+ s−1∑
m=1
lm=κnkk˜m∑
q=1
ν˜∞m,q(n, k)
(ξ−αpm)q
+
ls=κnk∑
q=1
ν˜∞s,q(n, k)ξ
q
 ξrw˜(ξ) dξ=0, r=0, 1, . . . , κnk−1,
∫
R
φ˜∞0 (n, k)+ s−1∑
m=1
lm=κnkk˜m∑
q=1
ν˜∞m,q(n, k)
(ξ−αpm )q
+
ls=κnk∑
q=1
ν˜∞s,q(n, k)ξ
q
 ξκnk w˜(ξ) dξ= (µ∞n,κnk(n, k))−2,
∫
R
φ˜∞0 (n, k)+ s−1∑
m=1
lm=κnkk˜m∑
q=1
ν˜∞m,q(n, k)
(ξ−αpm)q
+
ls=κnk∑
q=1
ν˜∞s,q(n, k)ξ
q
 w˜(ξ)(ξ−αpi ) j dξ=0, i=1, 2, . . . , s−1, j=1, 2, . . . , li.
For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk =∞, the above orthogonality conditions give rise to a total of∑s
r=1 lr+1=
∑s−1
r=1 lr+ls+1=
∑s−1
r=1 κnkk˜r+κnk+1= (n−1)K+k+1 linear inhomogeneous algebraic equations for the (n−1)K+
k+1 (real) unknowns φ˜∞0 (n, k), ν˜
∞
1,1(n, k), . . . , ν˜
∞
1,l1
(n, k), . . . , ν˜∞
s−1,1(n, k), . . . , ν˜
∞
s−1,ls−1(n, k), ν˜
∞
s,1(n, k), . . . , ν˜
∞
s,ls−1(n, k),
75Note the convention ∪0
m=1{∗,∗, . . . ,∗} :=∅.
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(µ∞n,κnk (n, k))
−2, that is, with dµ˜(z) := w˜(z) dz,
∫
R
dµ˜(ξ1)
(ξ1−αp1 )
∫
R
(ξ1−αp1 )−1 dµ˜(ξ1)
(ξ1−αp1 )
···
∫
R
(ξ1−αp1 )−1 dµ˜(ξ1)
(ξ1−αp1 )
l1
···
∫
R
(ξ1−αp1 )−1 dµ˜(ξ1)
(ξ1−αps−1 )
··· ···
...
...
. . .
...
. . .
...
. . .
. . .∫
R
dµ˜(ξl1
)
(ξl1
−αp1 )
l1
∫
R
(ξl1
−αp1 )
−l1 dµ˜(ξl1 )
(ξl1
−αp1 )
···
∫
R
(ξl1
−αp1 )
−l1 dµ˜(ξl1 )
(ξl1
−αp1 )
l1
···
∫
R
(ξl1
−αp1 )
−l1 dµ˜(ξl1 )
(ξl1
−αps−1 )
··· ···
...
...
. . .
...
. . .
...
. . .
. . .∫
R
dµ˜(ξn1 )
(ξn1 −αps−1 )
∫
R
(ξn1 −αps−1 )−1 dµ˜(ξn1 )
(ξn1 −αp1 )
···
∫
R
(ξn1 −αps−1 )−1 dµ˜(ξn1 )
(ξn1−αp1 )
l1
···
∫
R
(ξn1 −αps−1 )−1 dµ˜(ξn1 )
(ξn1−αps−1 )
··· ···
...
...
. . .
...
. . .
...
. . .
. . .∫
R
dµ˜(ξn2 )
(ξn2 −αps−1 )
ls−1
∫
R
(ξn2 −αps−1 )
−ls−1 dµ˜(ξn2 )
(ξn2 −αp1 )
···
∫
R
(ξn2 −αps−1 )
−ls−1 dµ˜(ξn2 )
(ξn2−αp1 )
l1
···
∫
R
(ξn2 −αps−1 )
−ls−1 dµ˜(ξn2 )
(ξn2−αps−1 )
··· ···∫
R
ξ00 dµ˜(ξ0)
∫
R
ξ00 dµ˜(ξ0)
(ξ0−αp1 )
···
∫
R
ξ00 dµ˜(ξ0)
(ξ0−αp1 )
l1
···
∫
R
ξ00 dµ˜(ξ0)
(ξ0−αps−1 )
··· ···
...
...
. . .
...
. . .
...
. . .
. . .∫
R
ξ
κnk−1
m1
dµ˜(ξm1 )
∫
R
ξ
κnk−1
m1
dµ˜(ξm1 )
(ξm1 −αp1 )
···
∫
R
ξ
κnk−1
m1
dµ˜(ξm1 )
(ξm1 −αp1 )
l1
···
∫
R
ξ
κnk−1
m1
dµ˜(ξm1 )
(ξm1 −αps−1 )
··· ···
∫
R
ξ
κnk
m2
dµ˜(ξm2 )
∫
R
ξ
κnk
m2
dµ˜(ξm2 )
(ξm2 −αp1 )
···
∫
R
ξ
κnk
m2
dµ˜(ξm2 )
(ξm2 −αp1 )
l1
···
∫
R
ξ
κnk
m2
dµ˜(ξm2 )
(ξm2 −αps−1 )
··· ···
∫
R
(ξ1−αp1 )
−1 dµ˜(ξ1)
(ξ1−αps−1 )
ls−1
∫
R
ξ1 dµ˜(ξ1)
(ξ1−αp1 )
···
∫
R
ξ
κnk−1
1
dµ˜(ξ1)
(ξ1−αp1 )
0
...
...
. . .
...
...∫
R
(ξl1
−αp1 )
−l1 dµ˜(ξl1 )
(ξl1
−αps−1 )
ls−1
∫
R
ξl1
dµ˜(ξl1
)
(ξl1
−αp1 )
l1
···
∫
R
ξ
κnk−1
l1
dµ˜(ξl1
)
(ξl1
−αp1 )
l1
0
...
...
. . .
...
...∫
R
(ξn1 −αps−1 )−1 dµ˜(ξn1 )
(ξn1−αps−1 )
ls−1
∫
R
ξn1 dµ˜(ξn1 )
(ξn1 −αps−1 )
···
∫
R
ξ
κnk−1
n1
dµ˜(ξn1 )
(ξn1 −αps−1 )
0
...
...
. . .
...
...∫
R
(ξn2 −αps−1 )
−ls−1 dµ˜(ξn2 )
(ξn2−αps−1 )
ls−1
∫
R
ξn2 dµ˜(ξn2 )
(ξn2 −αps−1 )
ls−1 ···
∫
R
ξ
κnk−1
n2
dµ˜(ξn2 )
(ξn2 −αps−1 )
ls−1 0∫
R
ξ00 dµ˜(ξ0)
(ξ0−αps−1 )
ls−1
∫
R
ξ0ξ
0
0 dµ˜(ξ0) ···
∫
R
ξ
κnk−1
0 ξ
0
0 dµ˜(ξ0) 0
...
...
. . .
...
...∫
R
ξ
κnk−1
m1
dµ˜(ξm1 )
(ξm1 −αps−1 )
ls−1
∫
R
ξm1 ξ
κnk−1
m1
dµ˜(ξm1 ) ···
∫
R
ξ
κnk−1
m1
ξ
κnk−1
m1
dµ˜(ξm1 ) 0∫
R
ξ
κnk
m2
dµ˜(ξm2 )
(ξm2 −αps−1 )
ls−1
∫
R
ξm2 ξ
κnk
m2
dµ˜(ξm2 ) ···
∫
R
ξ
κnk−1
m2
ξ
κnk
m2
dµ˜(ξm2 ) −1


φ˜∞0 (n,k)
ν˜∞1,1(n,k)
...
ν˜∞1,l1 (n,k)
...
ν˜∞
s−1,1(n,k)
...
ν˜∞
s−1,ls−1 (n,k)
ν˜∞
s,1(n,k)
...
ν˜∞
s,ls−1(n,k)
(µ∞n,κnk (n,k))
−2

=

−
∫
R
ξ
κnk
1 dµ˜(ξ1)
(ξ1−αp1 )
...
−
∫
R
ξ
κnk
l1
dµ˜(ξl1
)
(ξl1
−αp1 )
l1
...
−
∫
R
ξ
κnk
n1
dµ˜(ξn1 )
(ξn1−αps−1 )
...
−
∫
R
ξ
κnk
n2
dµ˜(ξn2 )
(ξn2−αps−1 )
ls−1
−
∫
R
ξ00ξ
κnk
0 dµ˜(ξ0)
...
−
∫
R
ξ
κnk−1
m1
ξ
κnk
m1
dµ˜(ξm1 )
−
∫
R
ξ
κnk
m2
ξ
κnk
m2
dµ˜(ξm2 )

, (295)
where
n1= l1+· · ·+ls−2+1, n2= (n−1)K+k−κnk, m1= (n−1)K+k−1, and m2= (n−1)K+k.
For n ∈N and k ∈ {1, 2, . . . ,K} such that αps := αk =∞, the linear system (295) of (n−1)K+k+1 inhomogeneous
algebraic equations for the (n−1)K+ k+1 (real) unknowns φ˜∞0 (n, k), ν˜∞1,1(n, k), . . . , ν˜∞1,l1(n, k), . . . , ν˜∞s−1,1(n, k), . . . ,
ν˜∞
s−1,ls−1(n, k), ν˜
∞
s,1(n, k), . . . , ν˜
∞
s,ls−1(n, k), (µ
∞
n,κnk
(n, k))−2 admits a unique solution if, and only if, the determinant of
the coefficient matrix is non-zero; this fact will now be established, and, en route, an explicit, multi-integral repre-
sentation for the associated (n- and k-dependent) norming constant, (µ∞n,κnk (n, k))
−2, will be derived. For n ∈N and
k∈{1, 2, . . . ,K} such that αps :=αk=∞, one uses Cramer’s Rule and the multi-linearity property of the determinant
to show that (
µ∞n,κnk (n, k)
)−2
=
cˆN∞
cˆD∞
, (296)
where
cˆN∞ :=
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k+1
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξl1) · · · dµ˜(ξn1) · · · dµ˜(ξn2) dµ˜(ξm2−κnk+1) · · · dµ˜(ξm2)
× 1
1
ξ00
(ξ1−αp1)1 · · · (ξl1−αp1)l1 · · · (ξn1−αps−1 )1 · · · (ξn2−αps−1)ls−1
1
(ξm2−κnk+1)1
· · · 1
(ξm2)κnk
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×
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 1(ξ0−αp1 )
··· 1
(ξ0−αp1 )
l1
··· 1(ξ0−αps−1 ) ···
1
(ξ0−αps−1 )
ls−1 ξ0 ··· ξ
κnk
0
1 1(ξ1−αp1 )
··· 1
(ξ1−αp1 )
l1
··· 1(ξ1−αps−1 ) ···
1
(ξ1−αps−1 )
ls−1 ξ1 ··· ξ
κnk
1
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
1 1(ξl1−αp1 )
··· 1
(ξl1
−αp1 )
l1
··· 1(ξl1 −αps−1 ) ···
1
(ξl1
−αps−1 )
ls−1 ξl1 ··· ξ
κnk
l1
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
1 1(ξn1 −αp1 )
··· 1
(ξn1 −αp1 )
l1
··· 1(ξn1 −αps−1 ) ···
1
(ξn1 −αps−1 )
ls−1 ξn1 ··· ξ
κnk
n1
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
1 1(ξn2 −αp1 )
··· 1
(ξn2 −αp1 )
l1
··· 1(ξn2 −αps−1 ) ···
1
(ξn2 −αps−1 )
ls−1 ξn2 ··· ξ
κnk
n2
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
1 1(ξm1 −αp1 )
··· 1
(ξm1 −αp1 )
l1
··· 1(ξm1 −αps−1 ) ···
1
(ξm1 −αps−1 )
ls−1 ξm1 ··· ξ
κnk
m1
1 1(ξm2 −αp1 )
··· 1
(ξm2 −αp1 )
l1
··· 1(ξm2 −αps−1 ) ···
1
(ξm2 −αps−1 )
ls−1 ξm2 ··· ξ
κnk
m2
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
,
and
cˆD∞ :=
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξl1) · · · dµ˜(ξn1) · · · dµ˜(ξn2) dµ˜(ξm2−κnk+1) · · · dµ˜(ξm1)
× 1
1
ξ00
(ξ1−αp1)1 · · · (ξl1−αp1)l1 · · · (ξn1−αps−1)1 · · · (ξn2−αps−1)ls−1
1
(ξm2−κnk+1)1
· · · 1
(ξm1)κnk−1
×
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 1(ξ0−αp1 )
··· 1
(ξ0−αp1 )
l1
··· 1(ξ0−αps−1 ) ···
1
(ξ0−αps−1 )
ls−1 ξ0 ··· ξ
κnk−1
0
1 1(ξ1−αp1 )
··· 1
(ξ1−αp1 )
l1
··· 1(ξ1−αps−1 ) ···
1
(ξ1−αps−1 )
ls−1 ξ1 ··· ξ
κnk−1
1
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
1 1(ξl1−αp1 )
··· 1
(ξl1
−αp1 )
l1
··· 1(ξl1−αps−1 ) ···
1
(ξl1
−αps−1 )
ls−1 ξl1 ··· ξ
κnk−1
l1
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
1 1(ξn1 −αp1 )
··· 1
(ξn1 −αp1 )
l1
··· 1(ξn1 −αps−1 ) ···
1
(ξn1 −αps−1 )
ls−1 ξn1 ··· ξ
κnk−1
n1
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
1 1(ξn2 −αp1 )
··· 1
(ξn2 −αp1 )
l1
··· 1(ξn2 −αps−1 ) ···
1
(ξn2 −αps−1 )
ls−1 ξn2 ··· ξ
κnk−1
n2
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
1 1(ξm1−1−αp1 )
··· 1
(ξm1−1−αp1 )
l1
··· 1(ξm1−1−αps−1 ) ···
1
(ξm1−1−αps−1 )
ls−1 ξm1−1 ··· ξ
κnk−1
m1−1
1 1(ξm1 −αp1 )
··· 1
(ξm1 −αp1 )
l1
··· 1(ξm1 −αps−1 ) ···
1
(ξm1 −αps−1 )
ls−1 ξm1 ··· ξ
κnk−1
m1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞, cˆN∞ is studied first, and then cˆD∞ . For n∈N and k∈{1, 2, . . . ,K}
such that αps :=αk=∞, introduce the following notation (recall that lq=κnkk˜q , q=1, 2, . . . , s−1):
φ̂0(z) :=
s−1∏
m=1
(z−αpm)lm =:
(n−1)K+k∑
j=0
a
∨
j,0z
j,
and (with some abuse of notation), for r = 1, . . . , s−1, s, q(r) =∑r−1i=1 li+1,∑r−1i=1 li+2, . . . ,∑r−1i=1 li+ lr, and m(r) =
1, 2, . . . , lr,76
φ̂q(r)(z) :=
φ̂0(z)(z−αpr)−m(r)(1−δrs)zm(r)δrs =:
(n−1)K+k∑
j=0
a
∨
j,q(r)z
j
 ;
e.g., for r=1, the notation φ̂q(1)(z) := {̂φ0(z)(z−αp1)−m(1)=:
∑(n−1)K+k
j=0 a
∨
j,q(1)z
j}, q(1)=1, 2, . . . , l1, m(1)=1, 2, . . . , l1,
denotes the (set of) l1=κnkk˜1 functions
φ̂1(z)=
φ̂0(z)
z−αp1
=:
(n−1)K+k∑
j=0
a
∨
j,1z
j, φ̂2(z)=
φ̂0(z)
(z−αp1)2
=:
(n−1)K+k∑
j=0
a
∨
j,2z
j, . . . , φ̂l1(z)=
φ̂0(z)
(z−αp1)l1
=:
(n−1)K+k∑
j=0
a
∨
j,l1
z j,
76With the convention (z−∞)0 :=1.
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for r=s−1, the notation φ̂q(s−1)(z) := {̂φ0(z)(z−αps−1 )−m(s−1)=:
∑(n−1)K+k
j=0 a
∨
j,q(s−1)z
j}, q(s−1)= l1+· · ·+ls−2+1, l1+· · ·+
ls−2+2, . . . , l1+· · ·+ls−2+ls−1= (n−1)K+k−κnk, m(s−1)=1, 2, . . . , ls−1, denotes the (set of) ls−1=κnkk˜s−1 functions
φ̂l1+···+ls−2+1(z)=
φ̂0(z)
z−αps−1
=:
(n−1)K+k∑
j=0
a
∨
j,l1+···+ls−2+1z
j, φ̂l1+···+ls−2+2(z)=
φ̂0(z)
(z−αps−1)2
=:
(n−1)K+k∑
j=0
a
∨
j,l1+···+ls−2+2z
j, . . .
. . . , φ̂(n−1)K+k−κnk (z)=
φ̂0(z)
(z−αps−1)ls−1
=:
(n−1)K+k∑
j=0
a
∨
j,(n−1)K+k−κnkz
j,
etc., and, for r= s, the notation φ̂q(s)(z) := {̂φ0(z)zm(s) =:∑(n−1)K+kj=0 a∨j,q(s)z j}, q(s)= (n−1)K+k−κnk+1, (n−1)K+k−
κnk+2, . . . , (n−1)K+k, m(s)=1, 2, . . . , ls, denotes the (set of) ls=κnk functions
φ̂(n−1)K+k−κnk+1(z)= φ̂0(z)z=:
(n−1)K+k∑
j=0
a
∨
j,(n−1)K+k−κnk+1z
j, φ̂(n−1)K+k−κnk+2(z)= φ̂0(z)z
2
=:
(n−1)K+k∑
j=0
a
∨
j,(n−1)K+k−κnk+2z
j, . . . , φ̂(n−1)K+k(z)= φ̂0(z)zκnk =:
(n−1)K+k∑
j=0
a
∨
j,(n−1)K+kz
j.
(Note: #{̂φ0(z)(z−αpr)−m(r)(1−δrs)zm(r)δrs } = lr, r = 1, 2, . . . , s, and # ∪sr=1 {̂φ0(z)(z−αpr)−m(r)(1−δrs)zm(r)δrs } =
∑s
r=1 lr =
(n−1)K+k.) One notes that, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞, the l1+· · ·+ls−1+ls+1= (n−1)K+
k+1 functions φ̂0(z), φ̂1(z), . . . , φ̂l1(z), . . . , φ̂l1+···+ls−2+1(z), . . . , φ̂(n−1)K+k−κnk (z), φ̂(n−1)K+k−κnk+1(z), . . . , φ̂(n−1)K+k(z) are
linearly independent on R, that is, for z ∈R, ∑(n−1)K+k
j=0 c
∨
j
φ̂ j(z) = 0 ⇒ (via a Vandermonde-type argument; see the
((n−1)K+k+1)× ((n−1)K+k+1) non-zero determinantD∨ in Equation (297) below) c∨
j
=0, j=0, 1, . . . , (n−1)K+k.
For n∈N and k∈ {1, 2, . . . ,K} such that αps :=αk =∞, let S(n−1)K+k+1 denote the ((n−1)K+k+1)! permutations of
{0, 1, . . . , (n−1)K+k}. Using the above notation and the multi-linearity property of the determinant, one studies,
thus, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞, cˆN∞ :
cˆN∞ =
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k+1
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξl1) · · · dµ˜(ξn1) · · · dµ˜(ξn2) dµ˜(ξm2−κnk+1) · · · dµ˜(ξm2)
× 1
1
ξ00
(ξ1−αp1)1 · · · (ξl1−αp1)l1 · · · (ξn1−αps−1)1 · · · (ξn2−αps−1)ls−1
1
(ξm2−κnk+1)1
· · · 1
ξκnkm2
× 1
φ̂0(ξ0)φ̂0(ξ1) · · · φ̂0(ξl1) · · · φ̂0(ξn1) · · · φ̂0(ξn2)φ̂0(ξm2−κnk+1) · · · φ̂0(ξm2)
×
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
φ̂0(ξ0) φ̂1(ξ0) ··· φ̂l1 (ξ0) ··· φ̂n1 (ξ0) ··· φ̂n2 (ξ0) φ̂m2−κnk+1(ξ0) ··· φ̂(n−1)K+k(ξ0)
φ̂0(ξ1) φ̂1(ξ1) ··· φ̂l1 (ξ1) ··· φ̂n1 (ξ1) ··· φ̂n2 (ξ1) φ̂m2−κnk+1(ξ1) ··· φ̂(n−1)K+k(ξ1)
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
φ̂0(ξl1 ) φ̂1(ξl1 ) ··· φ̂l1 (ξl1 ) ··· φ̂n1 (ξl1 ) ··· φ̂n2 (ξl1 ) φ̂m2−κnk+1(ξl1 ) ··· φ̂(n−1)K+k(ξl1 )
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
φ̂0(ξn1 ) φ̂1(ξn1 ) ··· φ̂l1 (ξn1 ) ··· φ̂n1 (ξn1 ) ··· φ̂n2 (ξn1 ) φ̂m2−κnk+1(ξn1 ) ··· φ̂(n−1)K+k(ξn1 )
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
φ̂0(ξn2 ) φ̂1(ξn2 ) ··· φ̂l1 (ξn2 ) ··· φ̂n1 (ξn2 ) ··· φ̂n2 (ξn2 ) φ̂m2−κnk+1(ξn2 ) ··· φ̂(n−1)K+k(ξn2 )
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
φ̂0(ξm1 ) φ̂1(ξm1 ) ··· φ̂l1 (ξm1 ) ··· φ̂n1 (ξm1 ) ··· φ̂n2 (ξm1 ) φ̂m2−κnk+1(ξm1 ) ··· φ̂(n−1)K+k(ξm1 )
φ̂0(ξm2 ) φ̂1(ξm2 ) ··· φ̂l1 (ξm2 ) ··· φ̂n1 (ξm2 ) ··· φ̂n2 (ξm2 ) φ̂m2−κnk+1(ξm2 ) ··· φ̂(n−1)K+k(ξm2 )
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣︸                                                                                      ︷︷                                                                                      ︸
=:G∨ (ξ0 ,ξ1,...,ξl1 ,...,ξn1 ,...,ξn2 ,ξm2−κnk+1,...,ξ(n−1)K+k)
=
1
(m2+1)!
∑
σ∈Sm2+1
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k+1
dµ˜(ξσ(0)) dµ˜(ξσ(1)) · · · dµ˜(ξσ(l1)) · · · dµ˜(ξσ(n1)) · · · dµ˜(ξσ(n2)) · · ·
× ··· dµ˜(ξσ(m2−κnk+1)) ··· dµ˜(ξσ(m2))1
ξ0
σ(0)
(ξσ(1)−αp1 )1···(ξσ(l1)−αp1 )l1 ···(ξσ(n1)−αps−1 )1···(ξσ(n2)−αps−1 )ls−1
1
(ξσ(m2−κnk+1))1
···
1
ξκnkσ(m2)
× 1
φ̂0(ξσ(0))φ̂0(ξσ(1)) · · · φ̂0(ξσ(l1)) · · · φ̂0(ξσ(n1)) · · · φ̂0(ξσ(n2))φ̂0(ξσ(m2−κnk+1)) · · · φ̂0(ξσ(m2))
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×G∨ (ξσ(0), ξσ(1), . . . , ξσ(l1), . . . , ξσ(n1), . . . , ξσ(n2), ξσ(m2−κnk+1), . . . , ξσ((n−1)K+k))
=
1
(m2+1)!
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k+1
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξl1) · · · dµ˜(ξn1) · · · dµ˜(ξn2) dµ˜(ξm2−κnk+1) · · ·
× · · · dµ˜(ξm2)G
∨
(ξ0, ξ1, . . . , ξl1 , . . . , ξn1 , . . . , ξn2 , ξm2−κnk+1, . . . , ξ(n−1)K+k)
×
∑
σ∈Sm2+1
sgn(σ) 11
ξ0σ(0)
(ξσ(1)−αp1 )1···(ξσ(l1 )−αp1 )l1 ···(ξσ(n1)−αps−1 )1···(ξσ(n2 )−αps−1 )ls−1
1
(ξσ(m2−κnk+1))1
···
1
ξκnkσ(m2)
× 1
φ̂0(ξσ(0))φ̂0(ξσ(1)) · · · φ̂0(ξσ(l1)) · · · φ̂0(ξσ(n1)) · · · φ̂0(ξσ(n2))φ̂0(ξσ(m2−κnk+1)) · · · φ̂0(ξσ(m2))
=
1
(m2+1)!
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k+1
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξl1) · · · dµ˜(ξn1) · · · dµ˜(ξn2) dµ˜(ξm2−κnk+1) · · ·
× · · · dµ˜(ξm2)G
∨
(ξ0, ξ1, . . . , ξl1 , . . . , ξn1 , . . . , ξn2 , ξm2−κnk+1, . . . , ξ(n−1)K+k)
×
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
ξ0
0
φ̂0(ξ0)
(φ̂0(ξ0))
−1
(ξ0−αp1 )
··· (φ̂0(ξ0))−1
(ξ0−αp1 )
l1
··· (φ̂0(ξ0))−1(ξ0−αps−1 ) ···
(φ̂0(ξ0))
−1
(ξ0−αps−1 )
ls−1
ξ0
φ̂0(ξ0)
··· ξ
κnk
0
φ̂0(ξ0)
ξ01
φ̂0(ξ1)
(φ̂0(ξ1))
−1
(ξ1−αp1 )
··· (φ̂0(ξ1))
−1
(ξ1−αp1 )
l1
··· (φ̂0(ξ1))
−1
(ξ1−αps−1 )
··· (φ̂0(ξ1))
−1
(ξ1−αps−1 )
ls−1
ξ1
φ̂0(ξ1)
··· ξ
κnk
1
φ̂0(ξ1)
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
ξ0
l1
φ̂0(ξl1
)
(φ̂0(ξl1
))−1
(ξl1
−αp1 )
··· (φ̂0(ξl1 ))
−1
(ξl1
−αp1 )
l1
··· (φ̂0(ξl1 ))
−1
(ξl1
−αps−1 )
··· (φ̂0(ξl1 ))
−1
(ξl1
−αps−1 )
ls−1
ξl1
φ̂0(ξl1
)
···
ξ
κnk
l1
φ̂0(ξl1
)
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
ξ0n1
φ̂0(ξn1 )
(φ̂0(ξn1 ))
−1
(ξn1 −αp1 )
··· (φ̂0(ξn1 ))
−1
(ξn1−αp1 )
l1
··· (φ̂0(ξn1 ))
−1
(ξn1 −αps−1 )
··· (φ̂0(ξn1 ))
−1
(ξn1 −αps−1 )
ls−1
ξn1
φ̂0(ξn1 )
··· ξ
κnk
n1
φ̂0(ξn1 )
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
ξ0n2
φ̂0(ξn2 )
(φ̂0(ξn2 ))
−1
(ξn2 −αp1 )
··· (φ̂0(ξn2 ))
−1
(ξn2−αp1 )
l1
··· (φ̂0(ξn2 ))
−1
(ξn2 −αps−1 )
··· (φ̂0(ξn2 ))
−1
(ξn2 −αps−1 )
ls−1
ξn2
φ̂0(ξn2 )
··· ξ
κnk
n2
φ̂0(ξn2 )
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
ξ0m1
φ̂0(ξm1 )
(φ̂0(ξm1 ))
−1
(ξm1 −αp1 )
··· (φ̂0(ξm1 ))
−1
(ξm1 −αp1 )
l1
··· (φ̂0(ξm1 ))
−1
(ξm1 −αps−1 )
··· (φ̂0(ξm1 ))
−1
(ξm1 −αps−1 )
ls−1
ξm1
φ̂0(ξm1 )
··· ξ
κnk
m1
φ̂0(ξm1 )
ξ0m2
φ̂0(ξm2 )
(φ̂0(ξm2 ))
−1
(ξm2 −αp1 )
··· (φ̂0(ξm2 ))
−1
(ξm2 −αp1 )
l1
··· (φ̂0(ξm2 ))
−1
(ξm2 −αps−1 )
··· (φ̂0(ξm2 ))
−1
(ξm2 −αps−1 )
ls−1
ξm2
φ̂0(ξm2 )
··· ξ
κnk
m2
φ̂0(ξm2 )
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
1
(m2+1)!
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k+1
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξl1) · · · dµ˜(ξn1) · · · dµ˜(ξn2) dµ˜(ξm2−κnk+1) · · ·
× · · · dµ˜(ξm2)
G
∨
(ξ0, ξ1, . . . , ξl1 , . . . , ξn1 , . . . , ξn2 , ξm2−κnk+1, . . . , ξ(n−1)K+k)
(φ̂0(ξ0)φ̂0(ξ1) · · · φ̂0(ξl1) · · · φ̂0(ξn1) · · · φ̂0(ξn2)φ̂0(ξm2−κnk+1) · · · φ̂0(ξm2))2
×
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
φ̂0(ξ0) φ̂1(ξ0) ··· φ̂l1 (ξ0) ··· φ̂n1 (ξ0) ··· φ̂n2 (ξ0) φ̂m2−κnk+1(ξ0) ··· φ̂(n−1)K+k(ξ0)
φ̂0(ξ1) φ̂1(ξ1) ··· φ̂l1 (ξ1) ··· φ̂n1 (ξ1) ··· φ̂n2 (ξ1) φ̂m2−κnk+1(ξ1) ··· φ̂(n−1)K+k(ξ1)
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
φ̂0(ξl1 ) φ̂1(ξl1 ) ··· φ̂l1 (ξl1 ) ··· φ̂n1 (ξl1 ) ··· φ̂n2 (ξl1 ) φ̂m2−κnk+1(ξl1 ) ··· φ̂(n−1)K+k(ξl1 )
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
φ̂0(ξn1 ) φ̂1(ξn1 ) ··· φ̂l1 (ξn1 ) ··· φ̂n1 (ξn1 ) ··· φ̂n2 (ξn1 ) φ̂m2−κnk+1(ξn1 ) ··· φ̂(n−1)K+k(ξn1 )
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
φ̂0(ξn2 ) φ̂1(ξn2 ) ··· φ̂l1 (ξn2 ) ··· φ̂n1 (ξn2 ) ··· φ̂n2 (ξn2 ) φ̂m2−κnk+1(ξn2 ) ··· φ̂(n−1)K+k(ξn2 )
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
φ̂0(ξm1 ) φ̂1(ξm1 ) ··· φ̂l1 (ξm1 ) ··· φ̂n1 (ξm1 ) ··· φ̂n2 (ξm1 ) φ̂m2−κnk+1(ξm1 ) ··· φ̂(n−1)K+k(ξm1 )
φ̂0(ξm2 ) φ̂1(ξm2 ) ··· φ̂l1 (ξm2 ) ··· φ̂n1 (ξm2 ) ··· φ̂n2 (ξm2 ) φ̂m2−κnk+1(ξm2 ) ··· φ̂(n−1)K+k(ξm2 )
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣︸                                                                                      ︷︷                                                                                      ︸
=G
∨ (ξ0,ξ1,...,ξl1 ,...,ξn1 ,...,ξn2 ,ξm2−κnk+1,...,ξ(n−1)K+k)
=
1
(m2+1)!
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k+1
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξl1) · · · dµ˜(ξn1) · · · dµ˜(ξn2) dµ˜(ξm2−κnk+1) · · ·
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× · · · dµ˜(ξm2)
 G∨ (ξ0, ξ1, . . . , ξl1 , . . . , ξn1 , . . . , ξn2 , ξm2−κnk+1, . . . , ξ(n−1)K+k)
φ̂0(ξ0)φ̂0(ξ1) · · · φ̂0(ξl1) · · · φ̂0(ξn1) · · · φ̂0(ξn2)φ̂0(ξm2−κnk+1) · · · φ̂0(ξm2)
2 ;
but, noting the determinantal factorisation
G
∨
(ξ0, ξ1, . . . , ξl1 , . . . , ξn1 , . . . , ξn2 , ξm2−κnk+1, . . . , ξ(n−1)K+k) :=
∞
V1(ξ0, ξ1, . . . , ξ(n−1)K+k)D∨ ,
where
∞
V1(ξ0, ξ1, . . . , ξ(n−1)K+k)=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 1 ··· 1 ··· 1 ··· 1 1 ··· 1
ξ0 ξ1 ··· ξl1 ··· ξn1 ··· ξn2 ξm2−κnk+1 ··· ξ(n−1)K+k
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
ξ
l1
0 ξ
l1
1 ··· ξ
l1
l1
··· ξl1n1 ··· ξ
l1
n2
ξ
l1
m2−κnk+1 ··· ξ
l1
(n−1)K+k
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
ξ
n1
0 ξ
n1
1 ··· ξ
n1
l1
··· ξn1n1 ··· ξ
n1
n2
ξ
n1
m2−κnk+1 ··· ξ
n1
(n−1)K+k
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
ξ
n2
0 ξ
n2
1 ··· ξ
n2
l1
··· ξn2n1 ··· ξ
n2
n2
ξ
n2
m2−κnk+1 ··· ξ
n2
(n−1)K+k
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
ξ
m1
0 ξ
m1
1 ··· ξ
m1
l1
··· ξm1n1 ··· ξ
m1
n2
ξ
m1
m2−κnk+1 ··· ξ
m1
(n−1)K+k
ξ
m2
0 ξ
m2
1 ··· ξ
m2
l1
··· ξm2n1 ··· ξ
m2
n2
ξ
m2
m2−κnk+1 ··· ξ
m2
(n−1)K+k
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
(n−1)K+k∏
i, j=0
j<i
(ξi−ξ j),
and
D
∨
=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
a
∨
0,0 a
∨
1,0 ··· a
∨
l1 ,0
··· a∨
n1 ,0
··· a∨
n2 ,0
a
∨
m2−κnk+1,0 ··· a
∨
(n−1)K+k,0
a
∨
0,1 a
∨
1,1 ··· a
∨
l1 ,1
··· a∨
n1 ,1
··· a∨
n2 ,1
a
∨
m2−κnk+1,1 ··· a
∨
(n−1)K+k,1
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
a
∨
0,l1
a
∨
1,l1
··· a∨
l1 ,l1
··· a∨
n1 ,l1
··· a∨
n2 ,l1
a
∨
m2−κnk+1,l1 ··· a
∨
(n−1)K+k,l1
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
a
∨
0,n1
a
∨
1,n1
··· a∨
l1 ,n1
··· a∨n1 ,n1 ··· a
∨
n2 ,n1
a
∨
m2−κnk+1,n1 ··· a
∨
(n−1)K+k,n1
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
a
∨
0,n2
a
∨
1,n2
··· a∨
l1 ,n2
··· a∨n1 ,n2 ··· a
∨
n2 ,n2
a
∨
m2−κnk+1,n2 ··· a
∨
(n−1)K+k,n2
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
a
∨
0,m1
a
∨
1,m1
··· a∨
l1 ,m1
··· a∨n1 ,m1 ··· a
∨
n2 ,m1
a
∨
m2−κnk+1,m1 ··· a
∨
(n−1)K+k,m1
a
∨
0,m2
a
∨
1,m2
··· a∨
l1 ,m2
··· a∨n1 ,m2 ··· a
∨
n2 ,m2
a
∨
m2−κnk+1,m2 ··· a
∨
(n−1)K+k,m2
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
:=det

A
∨
(0)
A
∨
(1)
...
A
∨
(s−1)
A
∨
(s)

, (297)
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(A
∨
(0))1 j=
a∨j−1(~α), j=1, 2, . . . , (n−1)K+k−κnk+1,0, j= (n−1)K+k−κnk+2, . . . , (n−1)K+k+1,
for r=1, 2, . . . , s−1, with lr=κnkk˜r and
∑s−1
m=1 lm= (n−1)K+k−κnk,
i(r) = 2+
r−1∑
m=1
lm, 3+
r−1∑
m=1
lm, . . . , 1+lr+
r−1∑
m=1
lm, q(i(r), r)=1, 2, . . . , lr,
(A
∨
(r))i(r) j(r) =

(−1)q(i(r),r)∏q(i(r),r)−1
m=0 (lr−m)
(
∂
∂αpr
)q(i(r),r)
a
∨
j(r)−1(~α), j(r)=1, 2, . . . , (n−1)K+k−κnk−q(i(r), r)+1,
0, j(r)= (n−1)K+k−κnk−q(i(r), r)+2, . . . , (n−1)K+k+1,
and,78 for r=s, with ls=κnk,
i(s) = (n−1)K+k−κnk+2, (n−1)K+k−κnk+3, . . . , (n−1)K+k+1, q(i(s), s)=1, 2, . . . , κnk,
77Note the convention
∑0
m=1 ∗ :=0.
78Notation such as, for example, “for r=1, 2, . . . , s−1, with lr =κnkk˜r and
∑s−1
m=1 lm = (n−1)K+k−κnk , i(r)=2+
∑r−1
m=1 lm , 3+
∑r−1
m=1 lm, . . . , 1+
lr+
∑r−1
m=1 lm, q(i(r), r) = 1, 2, . . . , lr ,” may lead to confusion; it should be understood as follows: for r = 1, the running index i(1) takes the l1
(= κnkk˜1 ) values i(1) = 2, 3, . . . , 1+ l1 , whilst the corresponding running index q(i(1), 1) takes the l1 values q(i(1), 1) = 1, 2, . . . , l1, where the
latter pair of running indices, namely, i(1) and q(i(1), 1), are sequenced in lexicographic unison, that is, when i(1) = 2 ⇒ q(i(1), 1) = 1, when
i(1) = 3 ⇒ q(i(1), 1) = 2, . . . , and when i(1) = 1+ l1 ⇒ q(i(1), 1) = l1 , then, for r = 2, the running index i(2) takes the l2 (= κnkk˜2 ) values
i(2)=2+l1 , 3+l1 , . . . , 1+l1+l2 , whilst the corresponding running index q(i(2), 2) takes the l2 values q(i(2), 2)=1, 2, . . . , l2 , where the latter pair
of running indices, namely, i(2) and q(i(2), 2), are sequenced in lexicographic unison, that is, when i(2)=2+l1 ⇒ q(i(2), 2)=1, when i(2)=3+l1
⇒ q(i(2), 2)=2, . . . , and when i(2)=1+l1+l2 ⇒ q(i(2), 2)= l2 , etc. All the notational analogues/variants appearing throughout the remainder
of this monograph should, mutatis mutandis, be understood in the above-defined sense.
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(A
∨
(s))i(s) j(s) =

0, j(s)=1, . . . , q(i(s), s),
a
∨
j(s)−q(i(s),s)−1(~α), j(s)=q(i(s), s)+1, . . . , i(s),
0, j(s)= i(s)+1, . . . , (n−1)K+k+1,
where, for m˜1=0, 1, . . . , (n−1)K+k−κnk,
a
∨
m˜1
(~α) :=
∑
ip=0,1,...,lp
p∈{1,2,...,s−1}∑s−1
m=1 im=(n−1)K+k−κnk−m˜1
(−1)(n−1)K+k−κnk−m˜1
s−1∏
j=1
(
l j
i j
) s−1∏
m=1
(αpm )
im ,
it follows that, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞,
cˆN∞ =
1
(m2+1)!
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k+1
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξl1 ) · · · dµ˜(ξn1) · · · dµ˜(ξn2) dµ˜(ξm2−κnk+1) · · ·
× · · · dµ˜(ξm2)
(D
∨
)2
∏(n−1)K+k
i, j=0
j<i
(ξi−ξ j)2
(φ̂0(ξ0)φ̂0(ξ1) · · · φ̂0(ξl1 ) · · · φ̂0(ξn1) · · · φ̂0(ξn2)φ̂0(ξm2−κnk+1) · · · φ̂0(ξ(n−1)K+k))2
=
(D
∨
)2
((n−1)K+k+1)!
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k+1
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξl1) · · · dµ˜(ξn1) · · · dµ˜(ξn2)
× dµ˜(ξ(n−1)K+k−κnk+1) · · · dµ˜(ξ(n−1)K+k)
(n−1)K+k∏
m=0
φ̂0(ξm)

−2 (n−1)K+k∏
i, j=0
j<i
(ξi−ξ j)2
=
(D
∨
)2
((n−1)K+k+1)!
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k+1
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξl1) · · · dµ˜(ξn1) · · · dµ˜(ξn2)
× dµ˜(ξ(n−1)K+k−κnk+1) · · · dµ˜(ξ(n−1)K+k)
(n−1)K+k∏
i, j=0
j<i
(ξi−ξ j)2
(n−1)K+k∏
m=0
s−1∏
q=1
(ξm−αpq)κnkk˜q

−2
⇒
cˆN∞ =
(D
∨
)2
((n−1)K+k+1)!
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k+1
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξ(n−1)K+k)
(n−1)K+k∏
i, j=0
j<i
(ξi−ξ j)2
×
(n−1)K+k∏
m=0
s−1∏
q=1
(ξm−αpq)κnkk˜q

−2
(>0). (298)
Now, cˆD∞ is studied. For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞, introduce the following notation:
ψ0(z) :=
s−1∏
m=1
(z−αpm)lm =:
(n−1)K+k−1∑
j=0
aˆ j,0z
j,
and (with some abuse of notation), for r = 1, . . . , s−1, s, q(r) = ∑r−1i=1 li +1,∑r−1i=1 li +2, . . . ,∑r−1i=1 li + lr − δrs, and
m(r)=1, 2, . . . , lr−δrs,
ψq(r)(z) :=
ψ0(z)(z−αpr )−m(r)(1−δrs)zm(r)δrs =:
(n−1)K+k−1∑
j=0
aˆ j,q(r)z
j
 ;
e.g., for r=1, the notation ψq(1)(z) := {ψ0(z)(z−αp1 )−m(1)=:
∑(n−1)K+k−1
j=0 aˆ j,q(1)z
j}, q(1)=1, 2, . . . , l1, m(1)=1, 2, . . . , l1,
denotes the (set of) l1=κnkk˜1 functions
ψ1(z)=
ψ0(z)
z−αp1
=:
(n−1)K+k−1∑
j=0
aˆ j,1z
j, ψ2(z)=
ψ0(z)
(z−αp1)2
=:
(n−1)K+k−1∑
j=0
aˆ j,2z
j, . . . , ψl1(z)=
ψ0(z)
(z−αp1)l1
=:
(n−1)K+k−1∑
j=0
aˆ j,l1z
j,
Orthogonal Rational Functions: Characterisation, Multi-Point Pade´ Approximants, and Asymptotics 78
for r=s−1, the notation ψq(s−1)(z) := {ψ0(z)(z−αps−1)−m(s−1)=:
∑(n−1)K+k−1
j=0 aˆ j,q(s−1)z
j}, q(s−1)= l1+· · ·+ls−2+1, l1+· · ·+
ls−2+2, . . . , l1+· · ·+ls−2+ls−1= (n−1)K+k−κnk, m(s−1)=1, 2, . . . , ls−1, denotes the (set of) ls−1=κnkk˜s−1 functions
ψl1+···+ls−2+1(z)=
ψ0(z)
z−αps−1
=:
(n−1)K+k−1∑
j=0
aˆ j,l1+···+ls−2+1z
j, ψl1+···+ls−2+2(z)=
ψ0(z)
(z−αps−1)2
=:
(n−1)K+k−1∑
j=0
aˆ j,l1+···+ls−2+2z
j, . . .
. . . , ψ(n−1)K+k−κnk (z)=
ψ0(z)
(z−αps−1)ls−1
=:
(n−1)K+k−1∑
j=0
aˆ j,(n−1)K+k−κnkz
j,
etc., and, for r=s, the notation ψq(s)(z) := {ψ0(z)zm(s)=:∑(n−1)K+k−1j=0 aˆ j,q(s)z j}, q(s)= (n−1)K+k−κnk+1, (n−1)K+k−
κnk+2, . . . , (n−1)K+k−1,m(s)=1, 2, . . . , ls−1, denotes the (set of) ls−1=κnk−1 functions
ψ(n−1)K+k−κnk+1(z)=ψ0(z)z=:
(n−1)K+k−1∑
j=0
aˆ j,(n−1)K+k−κnk+1z
j, ψ(n−1)K+k−κnk+2(z)=ψ0(z)z
2
=:
(n−1)K+k−1∑
j=0
aˆ j,(n−1)K+k−κnk+2z
j, . . . , ψ(n−1)K+k−1(z)=ψ0(z)zκnk−1=:
(n−1)K+k−1∑
j=0
aˆ j,(n−1)K+k−1z
j.
(Note: #{ψ0(z)(z−αpr )−m(r)(1−δrs)zm(r)δrs } = lr −δrs, r = 1, . . . , s−1, s, and # ∪sr=1 {ψ0(z)(z−αpr )−m(r)(1−δrs)zm(r)δrs } =∑s
r=1 lr−1 = (n−1)K+k−1.) One notes that, for n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk =∞, the l1+ · · ·+
ls−1+ls= (n−1)K+k functions ψ0(z), ψ1(z), . . . , ψl1(z), . . . , ψl1+···+ls−2+1(z), . . . , ψ(n−1)K+k−κnk (z), ψ(n−1)K+k−κnk+1(z), . . . ,
ψ(n−1)K+k−1(z) are linearly independent on R, that is, for z ∈ R, ∑(n−1)K+k−1j=0 cˆ jψ j(z) = 0 ⇒ (via a Vandermonde-
type argument; see the ((n−1)K+ k) × ((n−1)K+ k) non-zero determinant Dˆ in Equation (299) below) cˆ
j
= 0,
j = 0, 1, . . . , (n−1)K+ k−1. For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk = ∞, let S(n−1)K+k denote the
((n−1)K+k)! permutations of {0, 1, . . . , (n−1)K+k−1}. Using the above notation and the multi-linearity property
of the determinant, one proceeds to study, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞, cˆD∞ :
cˆD∞ =
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξl1) · · · dµ˜(ξn1) · · · dµ˜(ξn2) dµ˜(ξm2−κnk+1) · · · dµ˜(ξm1)
× 1
1
ξ00
(ξ1−αp1)1 · · · (ξl1−αp1)l1 · · · (ξn1−αps−1 )1 · · · (ξn2−αps−1)ls−1
1
(ξm2−κnk+1)1
· · · 1
ξκnk−1m1
× 1
ψ0(ξ0)ψ0(ξ1) · · ·ψ0(ξl1) · · ·ψ0(ξn1) · · ·ψ0(ξn2)ψ0(ξm2−κnk+1) · · ·ψ0(ξm1)
×
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
ψ0(ξ0) ψ1(ξ0) ··· ψl1 (ξ0) ··· ψn1 (ξ0) ··· ψn2 (ξ0) ψm2−κnk+1(ξ0) ··· ψ(n−1)K+k−1(ξ0)
ψ0(ξ1) ψ1(ξ1) ··· ψl1 (ξ1) ··· ψn1 (ξ1) ··· ψn2 (ξ1) ψm2−κnk+1(ξ1) ··· ψ(n−1)K+k−1(ξ1)
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
ψ0(ξl1 ) ψ1(ξl1 ) ··· ψl1 (ξl1 ) ··· ψn1 (ξl1 ) ··· ψn2 (ξl1 ) ψm2−κnk+1(ξl1 ) ··· ψ(n−1)K+k−1(ξl1 )
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
ψ0(ξn1 ) ψ1(ξn1 ) ··· ψl1 (ξn1 ) ··· ψn1 (ξn1 ) ··· ψn2 (ξn1 ) ψm2−κnk+1(ξn1 ) ··· ψ(n−1)K+k−1(ξn1 )
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
ψ0(ξn2 ) ψ1(ξn2 ) ··· ψl1 (ξn2 ) ··· ψn1 (ξn2 ) ··· ψn2 (ξn2 ) ψm2−κnk+1(ξn2 ) ··· ψ(n−1)K+k−1(ξn2 )
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
ψ0(ξm1−1) ψ1(ξm1−1) ··· ψl1 (ξm1−1) ··· ψn1 (ξm1−1) ··· ψn2 (ξm1−1) ψm2−κnk+1(ξm1−1) ··· ψ(n−1)K+k−1(ξm1−1)
ψ0(ξm1 ) ψ1(ξm1 ) ··· ψl1 (ξm1 ) ··· ψn1 (ξm1 ) ··· ψn2 (ξm1 ) ψm2−κnk+1(ξm1 ) ··· ψ(n−1)K+k−1(ξm1 )
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣︸                                                                                                       ︷︷                                                                                                       ︸
=: Gˆ (ξ0 ,ξ1,...,ξl1 ,...,ξn1 ,...,ξn2 ,ξm2−κnk+1 ,...,ξ(n−1)K+k−1)
=
1
m2!
∑
σ∈Sm2
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k
dµ˜(ξσ(0)) dµ˜(ξσ(1)) · · · dµ˜(ξσ(l1)) · · · dµ˜(ξσ(n1)) · · · dµ˜(ξσ(n2)) · · ·
× ··· dµ˜(ξσ(m2−κnk+1)) ···dµ˜(ξσ(m1))1
ξ0σ(0)
(ξσ(1)−αp1 )1···(ξσ(l1)−αp1 )l1 ···(ξσ(n1)−αps−1 )1···(ξσ(n2 )−αps−1 )ls−1
1
(ξσ(m2−κnk+1))1
···
1
ξκnk−1σ(m1)
× 1
ψ0(ξσ(0))ψ0(ξσ(1)) · · ·ψ0(ξσ(l1)) · · ·ψ0(ξσ(n1)) · · ·ψ0(ξσ(n2))ψ0(ξσ(m2−κnk+1)) · · ·ψ0(ξσ(m1))
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×G (ˆξσ(0), ξσ(1), . . . , ξσ(l1), . . . , ξσ(n1), . . . , ξσ(n2), ξσ(m2−κnk+1), . . . , ξσ((n−1)K+k−1))
=
1
m2!
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξl1) · · · dµ˜(ξn1) · · · dµ˜(ξn2) dµ˜(ξm2−κnk+1) · · ·
× · · · dµ˜(ξm1)G (ˆξ0, ξ1, . . . , ξl1 , . . . , ξn1 , . . . , ξn2 , ξm2−κnk+1, . . . , ξ(n−1)K+k−1)
×
∑
σ∈Sm2
sgn(σ) 11
ξ0σ(0)
(ξσ(1)−αp1 )1 ···(ξσ(l1)−αp1 )l1 ···(ξσ(n1 )−αps−1 )1···(ξσ(n2)−αps−1 )ls−1
1
(ξσ(m2−κnk+1))1
···
1
ξκnk−1
σ(m1)
× 1
ψ0(ξσ(0))ψ0(ξσ(1)) · · ·ψ0(ξσ(l1)) · · ·ψ0(ξσ(n1)) · · ·ψ0(ξσ(n2))ψ0(ξσ(m2−κnk+1)) · · ·ψ0(ξσ(m1))
=
1
m2!
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξl1) · · · dµ˜(ξn1) · · · dµ˜(ξn2) dµ˜(ξm2−κnk+1) · · ·
× · · · dµ˜(ξm1)G (ˆξ0, ξ1, . . . , ξl1 , . . . , ξn1 , . . . , ξn2 , ξm2−κnk+1, . . . , ξ(n−1)K+k−1)
×
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
ξ0
0
ψ0(ξ0)
(ψ0(ξ0))
−1
(ξ0−αp1 )
··· (ψ0(ξ0))
−1
(ξ0−αp1 )
l1
··· (ψ0(ξ0))
−1
(ξ0−αps−1 )
··· (ψ0(ξ0))
−1
(ξ0−αps−1 )
ls−1
ξ0
ψ0(ξ0)
··· ξ
κnk−1
0
ψ0(ξ0)
ξ0
1
ψ0(ξ1)
(ψ0(ξ1))
−1
(ξ1−αp1 )
··· (ψ0(ξ1))−1
(ξ1−αp1 )
l1
··· (ψ0(ξ1))−1(ξ1−αps−1 ) ···
(ψ0(ξ1))
−1
(ξ1−αps−1 )
ls−1
ξ1
ψ0(ξ1)
··· ξ
κnk−1
1
ψ0(ξ1)
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
ξ0
l1
ψ0(ξl1
)
(ψ0(ξl1
))−1
(ξl1
−αp1 )
··· (ψ0(ξl1 ))
−1
(ξl1
−αp1 )
l1
··· (ψ0(ξl1 ))
−1
(ξl1
−αps−1 )
··· (ψ0(ξl1 ))
−1
(ξl1
−αps−1 )
ls−1
ξl1
ψ0(ξl1
) ···
ξ
κnk−1
l1
ψ0(ξl1
)
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
ξ0n1
ψ0(ξn1 )
(ψ0(ξn1 ))
−1
(ξn1−αp1 )
··· (ψ0(ξn1 ))
−1
(ξn1 −αp1 )
l1
··· (ψ0(ξn1 ))
−1
(ξn1 −αps−1 )
··· (ψ0(ξn1 ))
−1
(ξn1 −αps−1 )
ls−1
ξn1
ψ0(ξn1 )
··· ξ
κnk−1
n1
ψ0(ξn1 )
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
ξ0n2
ψ0(ξn2 )
(ψ0(ξn2 ))
−1
(ξn2−αp1 )
··· (ψ0(ξn2 ))
−1
(ξn2 −αp1 )
l1
··· (ψ0(ξn2 ))
−1
(ξn2 −αps−1 )
··· (ψ0(ξn2 ))
−1
(ξn2 −αps−1 )
ls−1
ξn2
ψ0(ξn2 )
··· ξ
κnk−1
n2
ψ0(ξn2 )
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
ξ0
m1−1
ψ0(ξm1−1)
(ψ0(ξm1−1))
−1
(ξm1−1−αp1 )
··· (ψ0(ξm1−1))
−1
(ξm1−1−αp1 )
l1
··· (ψ0(ξm1−1))
−1
(ξm1−1−αps−1 )
··· (ψ0(ξm1−1))
−1
(ξm1−1−αps−1 )
ls−1
ξm1−1
ψ0(ξm1−1)
···
ξ
κnk−1
m1−1
ψ0(ξm1−1 )
ξ0m1
ψ0(ξm1 )
(ψ0(ξm1 ))
−1
(ξm1 −αp1 )
··· (ψ0(ξm1 ))
−1
(ξm1 −αp1 )
l1
··· (ψ0(ξm1 ))
−1
(ξm1 −αps−1 )
··· (ψ0(ξm1 ))
−1
(ξm1 −αps−1 )
ls−1
ξm1
ψ0(ξm1 )
··· ξ
κnk−1
m1
ψ0(ξm1 )
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
1
m2!
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξl1) · · · dµ˜(ξn1) · · · dµ˜(ξn2) dµ˜(ξm2−κnk+1) · · ·
× · · · dµ˜(ξm1)
G (ˆξ0, ξ1, . . . , ξl1 , . . . , ξn1 , . . . , ξn2 , ξm2−κnk+1, . . . , ξ(n−1)K+k−1)
(ψ0(ξ0)ψ0(ξ1) · · ·ψ0(ξl1) · · ·ψ0(ξn1) · · ·ψ0(ξn2)ψ0(ξm2−κnk+1) · · ·ψ0(ξm1))2
×
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
ψ0(ξ0) ψ1(ξ0) ··· ψl1 (ξ0) ··· ψn1 (ξ0) ··· ψn2 (ξ0) ψm2−κnk+1(ξ0) ··· ψ(n−1)K+k−1(ξ0)
ψ0(ξ1) ψ1(ξ1) ··· ψl1 (ξ1) ··· ψn1 (ξ1) ··· ψn2 (ξ1) ψm2−κnk+1(ξ1) ··· ψ(n−1)K+k−1(ξ1)
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
ψ0(ξl1 ) ψ1(ξl1 ) ··· ψl1 (ξl1 ) ··· ψn1 (ξl1 ) ··· ψn2 (ξl1 ) ψm2−κnk+1(ξl1 ) ··· ψ(n−1)K+k−1(ξl1 )
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
ψ0(ξn1 ) ψ1(ξn1 ) ··· ψl1 (ξn1 ) ··· ψn1 (ξn1 ) ··· ψn2 (ξn1 ) ψm2−κnk+1(ξn1 ) ··· ψ(n−1)K+k−1(ξn1 )
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
ψ0(ξn2 ) ψ1(ξn2 ) ··· ψl1 (ξn2 ) ··· ψn1 (ξn2 ) ··· ψn2 (ξn2 ) ψm2−κnk+1(ξn2 ) ··· ψ(n−1)K+k−1(ξn2 )
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
ψ0(ξm1−1) ψ1(ξm1−1) ··· ψl1 (ξm1−1) ··· ψn1 (ξm1−1) ··· ψn2 (ξm1−1) ψm2−κnk+1(ξm1−1) ··· ψ(n−1)K+k−1(ξm1−1)
ψ0(ξm1 ) ψ1(ξm1 ) ··· ψl1 (ξm1 ) ··· ψn1 (ξm1 ) ··· ψn2 (ξm1 ) ψm2−κnk+1(ξm1 ) ··· ψ(n−1)K+k−1(ξm1 )
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣︸                                                                                                       ︷︷                                                                                                       ︸
= Gˆ (ξ0 ,ξ1,...,ξl1 ,...,ξn1 ,...,ξn2 ,ξm2−κnk+1 ,...,ξ(n−1)K+k−1)
=
1
m2!
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξl1) · · · dµ˜(ξn1) · · · dµ˜(ξn2) dµ˜(ξm2−κnk+1) · · ·
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× · · · dµ˜(ξm1)
 G (ˆξ0, ξ1, . . . , ξl1 , . . . , ξn1 , . . . , ξn2 , ξm2−κnk+1, . . . , ξ(n−1)K+k−1)ψ0(ξ0)ψ0(ξ1) · · ·ψ0(ξl1) · · ·ψ0(ξn1) · · ·ψ0(ξn2)ψ0(ξm2−κnk+1) · · ·ψ0(ξm1)
2 ;
but, noting the determinantal factorisation
G (ˆξ0, ξ1, . . . , ξl1 , . . . , ξn1 , . . . , ξn2 , ξm2−κnk+1, . . . , ξ(n−1)K+k−1) :=
∞
V2(ξ0, ξ1, . . . , ξ(n−1)K+k−1)D ,ˆ
where
∞
V2(ξ0, ξ1, . . . , ξ(n−1)K+k−1)=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 1 ··· 1 ··· 1 ··· 1 1 ··· 1
ξ0 ξ1 ··· ξl1 ··· ξn1 ··· ξn2 ξm2−κnk+1 ··· ξ(n−1)K+k−1
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
ξ
l1
0 ξ
l1
1 ··· ξ
l1
l1
··· ξl1n1 ··· ξ
l1
n2
ξ
l1
m2−κnk+1 ··· ξ
l1
(n−1)K+k−1
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
ξ
n1
0 ξ
n1
1 ··· ξ
n1
l1
··· ξn1n1 ··· ξ
n1
n2
ξ
n1
m2−κnk+1 ··· ξ
n1
(n−1)K+k−1
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
ξ
n2
0 ξ
n2
1 ··· ξ
n2
l1
··· ξn2n1 ··· ξ
n2
n2
ξ
n2
m2−κnk+1 ··· ξ
n2
(n−1)K+k−1
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
ξ
m1−1
0 ξ
m1−1
1 ··· ξ
m1−1
l1
··· ξm1−1n1 ··· ξ
m1−1
n2
ξ
m1−1
m2−κnk+1 ··· ξ
m1−1
(n−1)K+k−1
ξ
m1
0 ξ
m1
1 ··· ξ
m1
l1
··· ξm1n1 ··· ξ
m1
n2
ξ
m1
m2−κnk+1 ··· ξ
m1
(n−1)K+k−1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
(n−1)K+k−1∏
i, j=0
j<i
(ξi−ξ j),
and
Dˆ =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
aˆ0,0 aˆ1,0 ··· aˆl1 ,0 ··· aˆn1 ,0 ··· aˆn2 ,0 aˆm2−κnk+1,0 ··· aˆ(n−1)K+k−1,0
aˆ0,1 aˆ1,1 ··· aˆl1 ,1 ··· aˆn1 ,1 ··· aˆn2 ,1 aˆm2−κnk+1,1 ··· aˆ(n−1)K+k−1,1
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
aˆ0,l1
aˆ1,l1
··· aˆ
l1 ,l1
··· aˆ
n1 ,l1
··· aˆ
n2 ,l1
aˆ
m2−κnk+1,l1 ··· aˆ(n−1)K+k−1,l1
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
aˆ0,n1
aˆ1,n1
··· aˆ
l1 ,n1
··· aˆn1 ,n1 ··· aˆn2 ,n1 aˆm2−κnk+1,n1 ··· aˆ(n−1)K+k−1,n1
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
aˆ0,n2
aˆ1,n2
··· aˆ
l1 ,n2
··· aˆn1 ,n2 ··· aˆn2 ,n2 aˆm2−κnk+1,n2 ··· aˆ(n−1)K+k−1,n2
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
aˆ0,m1−1 aˆ1,m1−1 ··· aˆl1 ,m1−1 ··· aˆn1 ,m1−1 ··· aˆn2 ,m1−1 aˆm2−κnk+1,m1−1 ··· aˆ(n−1)K+k−1,m1−1
aˆ0,m1
aˆ1,m1
··· aˆ
l1 ,m1
··· aˆn1 ,m1 ··· aˆn2 ,m1 aˆm2−κnk+1,m1 ··· aˆ(n−1)K+k−1,m1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
:=det

A (ˆ0)
A (ˆ1)
...
A (ˆs−1)
A (ˆs)

, (299)
with
(A (ˆ0))1 j=
aˆ j−1(~α), j=1, 2, . . . , (n−1)K+k−κnk+1,0, j= (n−1)K+k−κnk+2, . . . , (n−1)K+k,
for r=1, 2, . . . , s−1,
i(r) = 2+
r−1∑
m=1
lm, 3+
r−1∑
m=1
lm, . . . , 1+lr+
r−1∑
m=1
lm, q(i(r), r)=1, 2, . . . , lr,
(A (ˆr))i(r) j(r) =

(−1)q(i(r),r)∏q(i(r),r)−1
m=0 (lr−m)
(
∂
∂αpr
)q(i(r),r)
aˆ
j(r)−1(~α), j(r)=1, 2, . . . , (n−1)K+k−κnk−q(i(r), r)+1,
0, j(r)= (n−1)K+k−κnk−q(i(r), r)+2, . . . , (n−1)K+k,
and, for r=s,
i(s) = (n−1)K+k−κnk+2, (n−1)K+k−κnk+3, . . . , (n−1)K+k, q(i(s), s)=1, 2, . . . , κnk−1,
(A (ˆs))i(s) j(s) =

0, j(s)=1, . . . , q(i(s), s),
aˆ
j(s)−q(i(s),s)−1(~α), j(s)=q(i(s), s)+1, . . . , i(s),
0, j(s)= i(s)+1, . . . , (n−1)K+k,
where, for m˜1 = 0, 1, . . . , (n−1)K+k−κnk, aˆm˜1(~α)= a
∨
m˜1
(~α), it follows that, for n ∈N and k ∈ {1, 2, . . . ,K} such that
αps :=αk=∞,
cˆD∞ =
1
m2!
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξl1) · · · dµ˜(ξn1) · · · dµ˜(ξn2) dµ˜(ξm2−κnk+1) · · ·
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× · · · dµ˜(ξm1)
(Dˆ )2
∏(n−1)K+k−1
i, j=0
j<i
(ξi−ξ j)2
(ψ0(ξ0)ψ0(ξ1) · · ·ψ0(ξl1) · · ·ψ0(ξn1) · · ·ψ0(ξn2)ψ0(ξm2−κnk+1) · · ·ψ0(ξ(n−1)K+k−1))2
=
(Dˆ )2
((n−1)K+k)!
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξl1 ) · · · dµ˜(ξn1 ) · · · dµ˜(ξn2)
× dµ˜(ξ(n−1)K+k−κnk+1) · · · dµ˜(ξ(n−1)K+k−1)
(n−1)K+k−1∏
m=0
ψ0(ξm)

−2 (n−1)K+k−1∏
i, j=0
j<i
(ξi−ξ j)2
=
(Dˆ )2
((n−1)K+k)!
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξl1 ) · · · dµ˜(ξn1 ) · · · dµ˜(ξn2)
× dµ˜(ξ(n−1)K+k−κnk+1) · · · dµ˜(ξ(n−1)K+k−1)
(n−1)K+k−1∏
i, j=0
j<i
(ξi−ξ j)2
(n−1)K+k−1∏
m=0
s−1∏
q=1
(ξm−αpq)κnkk˜q

−2
⇒
cˆD∞ =
(Dˆ )2
((n−1)K+k)!
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξ(n−1)K+k−1)
(n−1)K+k−1∏
i, j=0
j<i
(ξi−ξ j)2
×
(n−1)K+k−1∏
m=0
s−1∏
q=1
(ξm−αpq)κnkk˜q

−2
(>0). (300)
Hence, for n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk =∞, Equations (298) and (300) establish the existence
and the uniqueness of the corresponding monic MPC ORF, πn
k
: N × {1, 2, . . . ,K} × C \ {αp1 , αp2 , . . . , αps} → C,
(n, k, z) 7→πn
k
(z)=X11(z).
There remains, still, the question of the existence and the uniqueness ofX21 : N×{1, 2, . . . ,K}×C\{αp1 , αp2 , . . . ,
αps }→C, which necessitates an analysis for the elements of the second row of X(z), that is, X2m(z), m=1, 2 (thus
the gist of the subsequent calculations). Recalling that
∫
R
ξmw˜(ξ) dξ <∞, m ∈N0, and
∫
R
(ξ−αk)−(m+1)w˜(ξ) dξ <∞,
αk ,∞, k ∈ {1, 2, . . . ,K}, it follows, via the expansion 1z1−z2 =
∑l
i=0
zi2
zi+11
+
zl+12
zl+11 (z1−z2)
, l∈N0, the integral representation
(cf. Equation (288))X22(z)=
∫
R
X21(ξ)w˜(ξ)
ξ−z
dξ
2πi , z∈C\R, and the second line of each of the asymptotic conditions (286)
and (287), that, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞,∫
R
X21(ξ)ξpw˜(ξ) dξ=0, p=0, 1, . . . , κnk−2, (301)∫
R
X21(ξ)ξκnk−1w˜(ξ) dξ=−2πi, (302)∫
R
X21(ξ)(ξ−αpq)−rw˜(ξ) dξ=0, q=1, 2, . . . , s−1, r=1, 2, . . . , κnkk˜q . (303)
(Note: for n = 1 and k ∈ {1, 2, . . . ,K} such that αps := αk = ∞, it can happen that the corresponding κ1k < 2, in
which case, Equation (301) is vacuous (of course, for n > 2, k ∈ {1, 2, . . . ,K}, κnk > 2); moreover, if, for n ∈ N
and k ∈ {1, 2, . . . ,K} such that αps := αk =∞, {αk′ , k′ ∈ {1, 2, . . . ,K}; αk′ , αk =∞} = ∅, then the corresponding
Equation (303) is vacuous; this can only occur if n = 1.) Via the above ordered disjoint partition for the repeated
pole sequence {α1, α2, . . . , αK} ∪ {α1, α2, . . . , αK} ∪ · · · ∪ {α1, α2, . . . , αk}, and Equations (301)–(303), one writes,
in the indicated order,
X21(z)=
s−1∑
q=1
lq∑
r=1
ν̂∞q,r(n, k)
(z−αi(q)kq )r
+
ls∑
m=1
ν̂∞s,m(n, k)z
m−1=
s−1∑
q=1
lq=κnkk˜q∑
r=1
ν̂∞q,r(n, k)
(z−αpq)r
+
ls=κnk∑
m=1
ν̂∞s,m(n, k)z
m−1, ν̂∞
s,ls
(n, k),0.
Substituting the latter partial fraction expansion forX21(z) into Equations (301)–(303), one arrives at, for n∈N and
k∈{1, 2, . . . ,K} such that αps :=αk=∞, the orthogonality conditions∫
R
 s−1∑
m=1
lm=κnkk˜m∑
q=1
ν̂∞m,q(n, k)
(ξ−αpm)q
+
ls=κnk∑
q=1
ν̂∞s,q(n, k)ξ
q−1
 ξrw˜(ξ) dξ=0, r=0, 1, . . . , κnk−2, (304)
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∫
R
 s−1∑
m=1
lm=κnkk˜m∑
q=1
ν̂∞m,q(n, k)
(ξ−αpm )q
+
ls=κnk∑
q=1
ν̂∞s,q(n, k)ξ
q−1
 ξκnk−1w˜(ξ) dξ=−2πi, (305)
∫
R
 s−1∑
m=1
lm=κnkk˜m∑
q=1
ν̂∞m,q(n, k)
(ξ−αpm)q
+
ls=κnk∑
q=1
ν̂∞s,q(n, k)ξ
q−1
 w˜(ξ)(ξ−αpi ) j dξ=0, i=1, 2, . . . , s−1, j=1, 2, . . . , li. (306)
Incidentally, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞, via the orthogonality conditions (304) and (306),
the orthogonality condition (305) can be manipulated thus:
−2πi =
∫
R
 s−1∑
m=1
lm=κnkk˜m∑
q=1
ν̂∞m,q(n, k)
(ξ−αpm)q
+
ls=κnk∑
q=1
ν̂∞s,q(n, k)ξ
q−1
 ν̂∞s,ls(n, k)ξκnk−1 w˜(ξ)ν̂∞
s,ls
(n, k)
dξ
=
∫
R
 s−1∑
m=1
lm=κnkk˜m∑
q=1
ν̂∞m,q(n, k)
(ξ−αpm)q
+
ls=κnk∑
q=1
ν̂∞s,q(n, k)ξ
q−1

 s−1∑
m=1
lm=κnkk˜m∑
q=1
ν̂∞m,q(n, k)
(ξ−αpm)q
+
ls−1=κnk−1∑
q=1
ν̂∞s,q(n, k)ξ
q−1+ν̂∞
s,ls
(n, k)ξκnk−1
 w˜(ξ)ν̂∞
s,ls
(n, k)
dξ
=
∫
R
 s−1∑
m=1
lm=κnkk˜m∑
q=1
ν̂∞m,q(n, k)
(ξ−αpm)q
+
ls=κnk∑
q=1
ν̂∞s,q(n, k)ξ
q−1
︸                                                  ︷︷                                                  ︸
=X21(ξ)
 s−1∑
m=1
lm=κnkk˜m∑
q=1
ν̂∞m,q(n, k)
(ξ−αpm)q
+
ls=κnk∑
q=1
ν̂∞s,q(n, k)ξ
q−1
︸                                                  ︷︷                                                  ︸
=X21(ξ)
w˜(ξ)
ν̂∞
s,ls
(n, k)
dξ
=
∫
R
(X21(ξ))2 w˜(ξ)
ν̂∞
s,ls
(n, k)
dξ;
hence, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞, one arrives at the ‘normalisation formula’∫
R
(X21(ξ))2w˜(ξ) dξ=−2πi ν̂∞s,κnk(n, k).
For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk =∞, the orthogonality conditions (304)–(306) give rise to a total
of (cf. Equation (6))
∑s
r=1 lr =
∑s−1
r=1 lr+ls=
∑s−1
r=1 κnkk˜r+κnk = (n−1)K+k linear inhomogeneous algebraic equations
for the (n−1)K+k unknowns ν̂∞1,1(n, k), . . . , ν̂∞1,l1(n, k), . . . , ν̂∞s−1,1(n, k), . . . , ν̂∞s−1,ls−1(n, k), ν̂∞s,1(n, k), . . . , ν̂∞s,ls(n, k), that
is, 
∫
R
ξ0
0
dµ˜(ξ0)
(ξ0−αp1 )
···
∫
R
ξ0
0
dµ˜(ξ0)
(ξ0−αp1 )
l1
···
∫
R
ξ0
0
dµ˜(ξ0)
(ξ0−αps−1 )
···
∫
R
ξ0
0
dµ˜(ξ0)
(ξ0−αps−1 )
ls−1∫
R
(ξ1−αp1 )−1 dµ˜(ξ1)
(ξ1−αp1 )
···
∫
R
(ξ1−αp1 )−1 dµ˜(ξ1)
(ξ1−αp1 )
l1
···
∫
R
(ξ1−αp1 )−1 dµ˜(ξ1)
(ξ1−αps−1 )
···
∫
R
(ξ1−αp1 )−1 dµ˜(ξ1)
(ξ1−αps−1 )
ls−1
...
. . .
...
. . .
...
. . .
...∫
R
(ξl1
−αp1 )
−l1 dµ˜(ξl1 )
(ξl1
−αp1 )
···
∫
R
(ξl1
−αp1 )
−l1 dµ˜(ξl1 )
(ξl1
−αp1 )
l1
···
∫
R
(ξl1
−αp1 )
−l1 dµ˜(ξl1 )
(ξl1
−αps−1 )
···
∫
R
(ξl1
−αp1 )
−l1 dµ˜(ξl1 )
(ξl1
−αps−1 )
ls−1
...
. . .
...
. . .
...
. . .
...∫
R
(ξn1 −αps−1 )−1 dµ˜(ξn1 )
(ξn1 −αp1 )
···
∫
R
(ξn1 −αps−1 )−1 dµ˜(ξn1 )
(ξn1 −αp1 )
l1
···
∫
R
(ξn1−αps−1 )−1 dµ˜(ξn1 )
(ξn1 −αps−1 )
···
∫
R
(ξn1 −αps−1 )−1 dµ˜(ξn1 )
(ξn1 −αps−1 )
ls−1
...
. . .
...
. . .
...
. . .
...∫
R
(ξn2 −αps−1 )
−ls−1 dµ˜(ξn2 )
(ξn2 −αp1 )
···
∫
R
(ξn2−αps−1 )
−ls−1 dµ˜(ξn2 )
(ξn2 −αp1 )
l1
···
∫
R
(ξn2 −αps−1 )
−ls−1 dµ˜(ξn2 )
(ξn2 −αps−1 )
···
∫
R
(ξn2 −αps−1 )
−ls−1 dµ˜(ξn2 )
(ξn2 −αps−1 )
ls−1∫
R
ξm1 dµ˜(ξm1 )
(ξm1 −αp1 )
···
∫
R
ξm1 dµ˜(ξm1 )
(ξm1 −αp1 )
l1
···
∫
R
ξm1 dµ˜(ξm1 )
(ξm1 −αps−1 )
···
∫
R
ξm1 dµ˜(ξm1 )
(ξm1 −αps−1 )
ls−1
...
. . .
...
. . .
...
. . .
...∫
R
ξ
κnk−1
m2
dµ˜(ξm2 )
(ξm2 −αp1 )
···
∫
R
ξ
κnk−1
m2
dµ˜(ξm2 )
(ξm2 −αp1 )
l1
···
∫
R
ξ
κnk−1
m2
dµ˜(ξm2 )
(ξm2 −αps−1 )
···
∫
R
ξ
κnk−1
m2
dµ˜(ξm2 )
(ξm2 −αps−1 )
ls−1
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∫
R
ξ00 dµ˜(ξ0) ···
∫
R
ξ
κnk−1
0 ξ
0
0 dµ˜(ξ0)∫
R
ξ01 dµ˜(ξ1)
(ξ1−αp1 )
···
∫
R
ξ
κnk−1
1 dµ˜(ξ1)
(ξ1−αp1 )
...
. . .
...∫
R
ξ0
l1
dµ˜(ξl1
)
(ξl1
−αp1 )
l1
···
∫
R
ξ
κnk−1
l1
dµ˜(ξl1
)
(ξl1
−αp1 )
l1
...
. . .
...∫
R
ξ0n1
dµ˜(ξn1 )
(ξn1−αps−1 )
···
∫
R
ξ
κnk−1
n1
dµ˜(ξn1 )
(ξn1−αps−1 )
...
. . .
...∫
R
ξ0n2
dµ˜(ξn2 )
(ξn2−αps−1 )
ls−1 ···
∫
R
ξ
κnk−1
n2
dµ˜(ξn2 )
(ξn2−αps−1 )
ls−1∫
R
ξ0m1 ξm1 dµ˜(ξm1 ) ···
∫
R
ξ
κnk−1
m1
ξm1 dµ˜(ξm1 )
...
. . .
...∫
R
ξ0m2 ξ
κnk−1
m2
dµ˜(ξm2 ) ···
∫
R
ξ
κnk−1
m2
ξ
κnk−1
m2
dµ˜(ξm2 )


ν̂∞1,1(n,k)
...
ν̂∞1,l1 (n,k)
...
ν̂∞
s−1,1(n,k)
...
ν̂∞
s−1,ls−1 (n,k)
ν̂∞
s,1 (n,k)
...
ν̂∞
s,ls
(n,k)

=

0
...
0
...
0
...
0
0
...
−2πi

, (307)
where (with abuse of notation)
n1= l1+· · ·+ls−2+1, n2= (n−1)K+k−κnk, m1= (n−1)K+k−κnk+1, and m2= (n−1)K+k−1.
For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk = ∞, the linear system (307) of (n−1)K+k inhomogeneous
algebraic equations for the (n−1)K+k unknowns ν̂∞1,1(n, k), . . . , ν̂∞1,l1(n, k), . . . , ν̂∞s−1,1(n, k), . . . , ν̂∞s−1,ls−1(n, k), ν̂∞s,1(n, k),
. . . , ν̂∞
s,ls
(n, k) admits a unique solution if, and only if, the determinant of the coefficient matrix, denoted N♯∞(n, k),
is non-zero: this fact will now be established. Via the multi-linearity property of the determinant, one shows that,
for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞,
N♯∞(n, k) =
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξl1) · · · dµ˜(ξn1) · · · dµ˜(ξn2) dµ˜(ξm1) · · · dµ˜(ξm2)
× 1
1
ξ00
(ξ1−αp1 )1 · · · (ξl1−αp1)l1 · · · (ξn1−αps−1)1 · · · (ξn2−αps−1)ls−1
1
(ξm1)1
· · · 1
ξκnk−1m2
×
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1
(ξ0−αp1 )
··· 1
(ξ0−αp1 )
l1
··· 1(ξ0−αps−1 ) ···
1
(ξ0−αps−1 )
ls−1 ξ
0
0 ξ
1
0 ··· ξ
κnk−1
0
1
(ξ1−αp1 )
··· 1
(ξ1−αp1 )
l1
··· 1(ξ1−αps−1 ) ···
1
(ξ1−αps−1 )
ls−1 ξ
0
1 ξ
1
1 ··· ξ
κnk−1
1
...
. . .
...
. . .
...
. . .
...
...
...
. . .
...
1
(ξl1
−αp1 )
··· 1
(ξl1
−αp1 )
l1
··· 1(ξl1−αps−1 ) ···
1
(ξl1
−αps−1 )
ls−1 ξ
0
l1
ξ1
l1
··· ξκnk−1
l1
...
. . .
...
. . .
...
. . .
...
...
...
. . .
...
1
(ξn1 −αp1 )
··· 1
(ξn1 −αp1 )
l1
··· 1(ξn1 −αps−1 ) ···
1
(ξn1−αps−1 )
ls−1 ξ
0
n1
ξ1n1 ··· ξ
κnk−1
n1
...
. . .
...
. . .
...
. . .
...
...
...
. . .
...
1
(ξn2 −αp1 )
··· 1
(ξn2 −αp1 )
l1
··· 1(ξn2 −αps−1 ) ···
1
(ξn2−αps−1 )
ls−1 ξ
0
n2
ξ1n2 ··· ξ
κnk−1
n2
1
(ξm1 −αp1 )
··· 1
(ξm1 −αp1 )
l1
··· 1(ξm1 −αps−1 ) ···
1
(ξm1 −αps−1 )
ls−1 ξ
0
m1
ξ1m1 ··· ξ
κnk−1
m1
...
. . .
...
. . .
...
. . .
...
...
...
. . .
...
1
(ξm2 −αp1 )
··· 1
(ξm2 −αp1 )
l1
··· 1(ξm2 −αps−1 ) ···
1
(ξm2 −αps−1 )
ls−1 ξ
0
m2
ξ1m2 ··· ξ
κnk−1
m2
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
Recalling, for n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk = ∞, the (n−1)K+ k linearly independent func-
tions ψ0(z), ψ1(z), . . . , ψl1(z), . . . , ψn1(z), . . . , ψn2(z), ψm1(z), . . . , ψm2(z) introduced above for the analysis of cˆD∞ , one
shows that
N♯∞(n, k) =
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξl1) · · · dµ˜(ξn1) · · · dµ˜(ξn2) dµ˜(ξm1) · · · dµ˜(ξm2)
× (−1)
(n−1)K+k−κnk (ψ0(ξ0)ψ0(ξ1) · · ·ψ0(ξl1) · · ·ψ0(ξn1) · · ·ψ0(ξn2)ψ0(ξm1) · · ·ψ0(ξm2))−1
1
ξ00
(ξ1−αp1)1 · · · (ξl1−αp1)l1 · · · (ξn1−αps−1 )1 · · · (ξn2−αps−1)ls−1
1
(ξm1)1
· · · 1
ξκnk−1m2
Orthogonal Rational Functions: Characterisation, Multi-Point Pade´ Approximants, and Asymptotics 84
×
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
ψ0(ξ0) ψ1(ξ0) ··· ψl1 (ξ0) ··· ψn1 (ξ0) ··· ψn2 (ξ0) ψm1 (ξ0) ··· ψ(n−1)K+k−1(ξ0)
ψ0(ξ1) ψ1(ξ1) ··· ψl1 (ξ1) ··· ψn1 (ξ1) ··· ψn2 (ξ1) ψm1 (ξ1) ··· ψ(n−1)K+k−1(ξ1)
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
ψ0(ξl1 ) ψ1(ξl1 ) ··· ψl1 (ξl1 ) ··· ψn1 (ξl1 ) ··· ψn2 (ξl1 ) ψm1 (ξl1 ) ··· ψ(n−1)K+k−1(ξl1 )
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
ψ0(ξn1 ) ψ1(ξn1 ) ··· ψl1 (ξn1 ) ··· ψn1 (ξn1 ) ··· ψn2 (ξn1 ) ψm1 (ξn1 ) ··· ψ(n−1)K+k−1(ξn1 )
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
ψ0(ξn2 ) ψ1(ξn2 ) ··· ψl1 (ξn2 ) ··· ψn1 (ξn2 ) ··· ψn2 (ξn2 ) ψm1 (ξn2 ) ··· ψ(n−1)K+k−1(ξn2 )
ψ0(ξm1 ) ψ1(ξm1 ) ··· ψl1 (ξm1 ) ··· ψn1 (ξm1 ) ··· ψn2 (ξm1 ) ψm1 (ξm1 ) ··· ψ(n−1)K+k−1(ξm1 )
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
ψ0(ξm2 ) ψ1(ξm2 ) ··· ψl1 (ξm2 ) ··· ψn1 (ξm2 ) ··· ψn2 (ξm2 ) ψm1 (ξm2 ) ··· ψ(n−1)K+k−1(ξm2 )
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
Modulo the oscillatory factor (−1)(n−1)K+k−κnk , this is the same determinantal expression encounteredwhile studying
cˆD∞ ; therefore, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞, it follows that
N♯∞(n, k) =
(−1)(n−1)K+k−κnk (Dˆ)2
((n−1)K+k)!
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξ(n−1)K+k−1)
×
(n−1)K+k−1∏
i, j=0
j<i
(ξi−ξ j)2
(n−1)K+k−1∏
m=0
s−1∏
q=1
(ξm−αpq)κnkk˜q

−2
(, 0), (308)
whence follows, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞, the existence and the uniqueness of X21(z).
(2) If, for n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk ,∞, X : C \ R→ SL2(C) solves the RHP stated in
Lemma RHPMPC, then, from the jump condition (ii) of Lemma RHPMPC, it follows that, for the elements of the
first column of X(z),
(X j1(z))+= (X j1(z))− :=X j1(z), j=1, 2,
and, for the elements of the second column of X(z),
(X j2(z))+−(X j2(z))−=X j1(z)w˜(z), j=1, 2. (309)
Via the normalisation and boundedness conditions (iv) of Lemma RHPMPC, it follows that, for n ∈ N and k ∈
{1, 2, . . . ,K} such that αps :=αk,∞,
X11(z)(z−αk)κnk−1 =
C\R∋ z→αk
1+O(z−αk), X12(z)(z−αk)−(κnk−1) =
C\R∋ z→αk
O(z−αk),
X21(z)(z−αk)κnk−1 =
C\R∋ z→αk
O(z−αk), X22(z)(z−αk)−(κnk−1) =
C\R∋ z→αk
1+O(z−αk),
(310)
X11(z)z−(κ
∞
nkk˜s−1
+1)
=
C\R∋ z→αps−1=∞
O(1), X12(z)zκ
∞
nkk˜s−1
+1
=
C\R∋ z→αps−1=∞
O(1),
X21(z)z−(κ
∞
nkk˜s−1
+1)
=
C\R∋ z→αps−1=∞
O(1), X22(z)zκ
∞
nkk˜s−1
+1
=
C\R∋ z→αps−1=∞
O(1),
(311)
and, for q=1, 2, . . . , s−2,
X11(z)(z−αpq)κnkk˜q =
C\R∋ z→αpq
O(1), X12(z)(z−αpq)−κnkk˜q =
C\R∋ z→αpq
O(1),
X21(z)(z−αpq)κnkk˜q =
C\R∋ z→αpq
O(1), X22(z)(z−αpq)−κnkk˜q =
C\R∋ z→αpq
O(1), (312)
whence, temporarily re-inserting explicit n- and k-dependencies, that is, Xi j(n, k; z) :=Xi j(z), i, j= 1, 2, one notes
that, for m = 1, 2, Xm1 : N × {1, 2, . . . ,K} × C \ {αp1 , αp2 , . . . , αps} → C and Xm2 : N × {1, 2, . . . ,K} × C \ R →
C; in particular, X11(z) and X21(z) have no jumps throughout the z-plane, X11(z) is a monic (that is, coeff{(z−
αk)−κnk }=1) meromorphic function with poles at αp1 , αp2 , . . . , αps , andX21(z) is a meromorphic function with poles
at αp1 , αp2 , . . . , αps . Application of the Sokhotski-Plemelj formula to the jump condition (309), with the Cauchy
kernel normalised at αps :=αk,∞, k∈{1, 2, . . . ,K}, gives rise to the following Cauchy-type integral representation:
X j2(z)=
∫
R
(z−αk)X j1(ξ)w˜(ξ)
(ξ−αk)(ξ−z)
dξ
2πi
, z∈C \ R, j=1, 2; (313)
hence, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, X : C \ R→SL2(C) has the integral representation
X(z)=
X11(z)
∫
R
(z−αk)X11(ξ)w˜(ξ)
(ξ−αk)(ξ−z)
dξ
2πi
X21(z)
∫
R
(z−αk)X21(ξ)w˜(ξ)
(ξ−αk)(ξ−z)
dξ
2πi
 , z∈C \ R.
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A detailed analysis for the elements of the first row of X(z) is presented first; then, the corresponding analysis for
the elements of the second row is presented. Recalling that
∫
R
ξmw˜(ξ) dξ<∞,m∈N0, and
∫
R
(ξ−αk)−(m+1)w˜(ξ) dξ<∞,
αk,∞, k∈{1, 2, . . . ,K}, it follows, via the expansion 1z1−z2 =
∑l
i=0
zi2
zi+11
+
zl+12
zl+11 (z1−z2)
, l∈N0, the integral representation (cf.
Equation (313))X12(z)=
∫
R
(z−αk)X11(ξ)w˜(ξ)
(ξ−αk )(ξ−z)
dξ
2πi , z∈C \R, and the first line of each of the asymptotic conditions (310),
(311), and (312), that, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞,∫
R
(X11(ξ)
ξ−αk
)
w˜(ξ)
(ξ−αk)p dξ=0, p=0, 1, . . . , κnk−1, (314)∫
R
(X11(ξ)
ξ−αk
)
w˜(ξ)
(ξ−αk)κnk dξ,0, (315)∫
R
(X11(ξ)
ξ−αk
)
w˜(ξ)
(ξ−αpq)r
dξ=0, q=1, 2, . . . , s−2, r=1, 2, . . . , κnkk˜q , (316)∫
R
(X11(ξ)
ξ−αk
)
ξrw˜(ξ) dξ=0, r=1, 2, . . . , κ∞
nkk˜s−1
. (317)
(Note: if, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, the set {αk′ , k′ ∈{1, 2, . . . ,K}; αk′ ,αk, αk,∞}=∅,
then Equations (316) and (317) are vacuous; this can only occur if n = 1.) Recalling from the analysis preceding
the integral representation (313) that, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, X11 : N× {1, 2, . . . ,K}×
C \ {αp1 , αp2 , . . . , αps}→C is a monic (coeff{(z−αk)−κnk }=1) meromorphic function with pole set {αp1 , αp2 , . . . , αps}
and with no jumps throughout the z-plane, and that, for n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk ,∞, the
monic MPC ORF satisfies the orthogonality conditions (28)–(31), it follows from the latter two observations and
Equations (314)–(317) that, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞,
πnk(z)=
X11(z)
z−αk .
Via Equations (314), (316), and (317), and this latter formula, one writes, for n ∈N and k ∈ {1, 2, . . . ,K} such that
αps :=αk,∞, Equation (315) in a more transparent form:∫
R
(X11(ξ)
ξ−αk
)
w˜(ξ)
(ξ−αk)κnk dξ=
∫
R
(X11(ξ)
ξ−αk
)
µ
f
n,κnk (n, k)
(ξ−αk)κnk
w˜(ξ)
µ
f
n,κnk (n, k)
dξ=
∫
R
(X11(ξ)
ξ−αk
)
︸    ︷︷    ︸
=πn
k
(ξ)
×
φ f0(n, k)+
s−2∑
q=1
κnkk˜q∑
r=1
ν˜
f
r,q(n, k)
(ξ−αpq)r
+
κ∞
nkk˜s−1∑
l=1
νˆ
f
n,l
(n, k)ξl+
κnk−1∑
m=1
µ
f
n,m(n, k)
(ξ−αk)m +
µ
f
n,κnk (n, k)
(ξ−αk)κnk
︸                                                                                               ︷︷                                                                                               ︸
= φn
k
(ξ)
w˜(ξ)
µ
f
n,κnk (n, k)
dξ
=
∫
R
πnk(ξ)︸︷︷︸
= (µ fn,κnk (n,k))
−1φn
k
(ξ)
φnk(ξ)
w˜(ξ)
µ
f
n,κnk (n, k)
dξ= (µ fn,κnk(n, k))
−2
∫
R
(φnk(ξ))
2 w˜(ξ) dξ= (µ fn,κnk(n, k))
−2;
hence, for n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk ,∞, via this latter relation, Equations (314)–(317) are
written in the following, more convenient, form:∫
R
πnk(ξ)(ξ−αk)−p w˜(ξ) dξ=0, p=0, 1, . . . , κnk−1, (318)∫
R
πnk(ξ)(ξ−αk)−κnk w˜(ξ) dξ= (µ fn,κnk (n, k))−2, (319)∫
R
πnk(ξ)(ξ−αpq)−r w˜(ξ) dξ=0, q=1, 2, . . . , s−2, r=1, 2, . . . , κnkk˜q , (320)∫
R
πnk(ξ)ξ
r w˜(ξ) dξ=0, r=1, 2, . . . , κ∞
nkk˜s−1
. (321)
(Note: if, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, the set {αk′ , k′ ∈{1, 2, . . . ,K}; αk′ ,αk, αk,∞}=∅,
then Equations (320) and (321) are vacuous; this can only occur if n= 1.) For n ∈N and k ∈ {1, 2, . . . ,K} such that
αps :=αk,∞, Equation (318) gives rise to κnk conditions, Equation (319) gives rise to 1 condition, Equations (320)
and (321) give rise to (cf. Equation (23))
∑s−2
q=1 κnkk˜q+κ
∞
nkk˜s−1
= (n−1)K+k−κnk conditions, for a total of (n−1)K+k+1
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conditions, which is precisely the number necessary in order to determine, uniquely (see below), the associated (n-
and k-dependent) norming constant, µ fn,κnk (n, k).
One now examines, for n ∈N and k ∈ {1, 2, . . . ,K} such that αps := αk ,∞, Equations (318)–(321) in detail.
Proceeding as per the discussion of Subsection 1.2.2, write, for n∈N and k ∈ {1, 2, . . . ,K} such that αps :=αk ,∞,
the ordered disjoint partition for the repeated pole sequence:
1
{α1, α2, . . . , αK︸           ︷︷           ︸
K
} ∪ · · · ∪
n−1
{α1, α2, . . . , αK︸           ︷︷           ︸
K
} ∪
n
{α1, α2, . . . , αk︸           ︷︷           ︸
k
}
:=
s−2⋃
q=1
{αi(q)kq , αi(q)kq , . . . , αi(q)kq︸                       ︷︷                       ︸
lq=κnkk˜q
} ∪ {αi(s−1)ks−1 , αi(s−1)ks−1 , . . . , αi(s−1)ks−1︸                                    ︷︷                                    ︸
ls−1=κ∞
nkk˜s−1
} ∪ {αi(s)ks , αi(s)ks , . . . , αi(s)ks︸                      ︷︷                      ︸
ls=κni(s)ks
}
:=
s−2⋃
q=1
{αpq , αpq , . . . , αpq︸              ︷︷              ︸
lq=κnkk˜q
} ∪ {αps−1 , αps−1 , . . . , αps−1︸                    ︷︷                    ︸
ls−1=κ∞
nkk˜s−1
} ∪ {αk, αk, . . . , αk︸          ︷︷          ︸
ls=κnk
}
=
s−2⋃
q=1
{αpq , αpq , . . . , αpq︸              ︷︷              ︸
lq=κnkk˜q
} ∪ {∞,∞, . . . ,∞︸         ︷︷         ︸
ls−1=κ∞
nkk˜s−1
} ∪ {αk, αk, . . . , αk︸          ︷︷          ︸
ls=κnk
},
where
∑s
q=1 lq =
∑s−2
q=1 lq+ ls−1+ ls =
∑s−2
q=1 κnkk˜q+κ
∞
nkk˜s−1
+κnk = (n−1)K+k. Hence, via this notational preamble, and
the analysis leading to the orthogonality Equations (318)–(321), one writes, in the indicated order, for n ∈N and
k∈{1, 2, . . . ,K} such that αps :=αk,∞,
πnk(z) =
φ
f
0(n, k)
µ
f
n,κnk (n, k)
+
1
µ
f
n,κnk (n, k)
s−2∑
q=1
κnkk˜q∑
r=1
ν˜
f
r,q(n, k)
(z−αi(q)kq )r
+
1
µ
f
n,κnk (n, k)
κ∞
nkk˜s−1∑
l=1
νˆ
f
n,l(n, k)z
l
+
1
µ
f
n,κnk (n, k)
κni(s)ks
−1∑
m=1
µ
f
n,m(n, k)
(z−αi(s)ks )m
+
1
(z−αk)κnk
=
φ
f
0(n, k)
µ
f
n,κnk (n, k)
+
1
µ
f
n,κnk (n, k)
s−2∑
q=1
κnkk˜q∑
r=1
ν˜
f
r,q(n, k)
(z−αpq)r
+
1
µ
f
n,κnk (n, k)
κ∞
nkk˜s−1∑
l=1
νˆ
f
n,l
(n, k)zl
+
1
µ
f
n,κnk (n, k)
κnk−1∑
m=1
µ
f
n,m(n, k)
(z−αk)m +
1
(z−αk)κnk
:= φ˜ f0(n, k)+
s−2∑
m=1
lm=κnkk˜m∑
q=1
ν˜
f
m,q(n, k)
(z−αpm)q
+
ls−1=κ∞
nkk˜s−1∑
q=1
ν˜
f
s−1,q(n, k)z
q+
ls=κnk∑
r=1
ν˜
f
s,r(n, k)
(z−αk)r , ν˜
f
s,ls
(n, k)≡1.
Substituting the latter partial fraction expansion of πn
k
(z) into the orthogonality conditions (318)–(321), one arrives
at, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, the orthogonality conditions
∫
R
φ˜ f0(n, k)+
s−2∑
m=1
lm=κnkk˜m∑
q=1
ν˜
f
m,q(n, k)
(ξ−αpm)q
+
ls−1=κ∞nkk˜s−1∑
q=1
ν˜
f
s−1,q(n, k)ξ
q+
ls=κnk∑
q=1
ν˜
f
s,q(n, k)
(ξ−αk)q
 w˜(ξ)(ξ−αk)r1 dξ=0,
r1=0, 1, . . . , κnk−1,∫
R
φ˜ f0(n, k)+
s−2∑
m=1
lm=κnkk˜m∑
q=1
ν˜
f
m,q(n, k)
(ξ−αpm)q
+
ls−1=κ∞
nkk˜s−1∑
q=1
ν˜
f
s−1,q(n, k)ξ
q+
ls=κnk∑
q=1
ν˜
f
s,q(n, k)
(ξ−αk)q
 w˜(ξ)(ξ−αk)κnk dξ= (µ fn,κnk(n, k))−2,
∫
R
φ˜ f0(n, k)+
s−2∑
m=1
lm=κnkk˜m∑
q=1
ν˜
f
m,q(n, k)
(ξ−αpm)q
+
ls−1=κ∞nkk˜s−1∑
q=1
ν˜
f
s−1,q(n, k)ξ
q+
ls=κnk∑
q=1
ν˜
f
s,q(n, k)
(ξ−αk)q
 w˜(ξ)(ξ−αpi ) j dξ=0,
i=1, 2, . . . , s−2, j=1, 2, . . . , li,∫
R
φ˜ f0(n, k)+
s−2∑
m=1
lm=κnkk˜m∑
q=1
ν˜
f
m,q(n, k)
(ξ−αpm)q
+
ls−1=κ∞nkk˜s−1∑
q=1
ν˜
f
s−1,q(n, k)ξ
q+
ls=κnk∑
q=1
ν˜
f
s,q(n, k)
(ξ−αk)q
 ξr2 w˜(ξ) dξ=0,
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r2=1, 2, . . . , ls−1.
For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk ,∞, the above orthogonality conditions give rise to a total of∑s
r=1 lr+1=
∑s−2
r=1 lr+ls−1+ls+1=
∑s−2
r=1 κnkk˜r+κ
∞
nkk˜s−1
+κnk+1= (n−1)K+k+1 linear inhomogeneous algebraic equations for
the (n−1)K+k+1 (real) unknowns φ˜ f0(n, k), ν˜
f
1,1(n, k), . . . , ν˜
f
1,l1
(n, k), . . . , ν˜ f
s−1,1(n, k), . . . , ν˜
f
s−1,ls−1(n, k), ν˜
f
s,1(n, k), . . . ,
ν˜
f
s,ls−1(n, k), (µ
f
n,κnk(n, k))
−2, that is,
∫
R
dµ˜(ξ1)
(ξ1−αp1 )
∫
R
(ξ1−αp1 )−1 dµ˜(ξ1)
(ξ1−αp1 )
···
∫
R
(ξ1−αp1 )−1 dµ˜(ξ1)
(ξ1−αp1 )
l1
···
∫
R
ξ1 dµ˜(ξ1)
(ξ1−αp1 )
···
∫
R
ξ
ls−1
1 dµ˜(ξ1)
(ξ1−αp1 )∫
R
dµ˜(ξ2)
(ξ2−αp1 )2
∫
R
(ξ2−αp1 )−2 dµ˜(ξ2)
(ξ2−αp1 )
···
∫
R
(ξ2−αp1 )−2 dµ˜(ξ2)
(ξ2−αp1 )
l1
···
∫
R
ξ2 dµ˜(ξ2)
(ξ2−αp1 )2
···
∫
R
ξ
ls−1
2 dµ˜(ξ2)
(ξ2−αp2 )2
...
...
. . .
...
. . .
...
. . .
...∫
R
dµ˜(ξl1
)
(ξl1
−αp1 )
l1
∫
R
(ξl1
−αp1 )
−l1 dµ˜(ξl1 )
(ξl1
−αp1 )
···
∫
R
(ξl1
−αp1 )
−l1 dµ˜(ξl1 )
(ξl1
−αp1 )
l1
···
∫
R
ξl1
dµ˜(ξl1
)
(ξl1
−αp1 )
l1
···
∫
R
ξ
ls−1
l1
dµ˜(ξl1
)
(ξl1
−αp1 )
l1
...
...
. . .
...
. . .
...
. . .
...∫
R
ξn1 dµ˜(ξn1 )
∫
R
ξn1 dµ˜(ξn1 )
(ξn1 −αp1 )
···
∫
R
ξn1 dµ˜(ξn1 )
(ξn1 −αp1 )
l1
···
∫
R
ξn1 ξn1 dµ˜(ξn1 ) ···
∫
R
ξ
ls−1
n1
ξn1 dµ˜(ξn1 )
...
...
. . .
...
. . .
...
. . .
...∫
R
ξ
ls−1
n2
dµ˜(ξn2 )
∫
R
ξ
ls−1
n2
dµ˜(ξn2 )
(ξn2 −αp1 )
···
∫
R
ξ
ls−1
n2
dµ˜(ξn2 )
(ξn2 −αp1 )
l1
···
∫
R
ξn2 ξ
ls−1
n2
dµ˜(ξn2 ) ···
∫
R
ξ
ls−1
n2
ξ
ls−1
n2
dµ˜(ξn2 )∫
R
dµ˜(ξ0)
(ξ0−αk )0
∫
R
(ξ0−αk )0 dµ˜(ξ0)
(ξ0−αp1 )
···
∫
R
(ξ0−αk )0 dµ˜(ξ0)
(ξ0−αp1 )
l1
···
∫
R
ξ0 dµ˜(ξ0)
(ξ0−αk )0
···
∫
R
ξ
ls−1
0
dµ˜(ξ0)
(ξ0−αk )0
...
...
. . .
...
. . .
...
. . .
...∫
R
dµ˜(ξm1 )
(ξm1 −αk )
κnk−1
∫
R
(ξm1 −αk )
−κnk+1 dµ˜(ξm1 )
(ξm1 −αp1 )
···
∫
R
(ξm1 −αk )
−κnk+1 dµ˜(ξm1 )
(ξm1 −αp1 )
l1
···
∫
R
ξm1 dµ˜(ξm1 )
(ξm1 −αk )
κnk−1 ···
∫
R
ξ
ls−1
m1
dµ˜(ξm1 )
(ξm1 −αk )
κnk−1∫
R
dµ˜(ξm2 )
(ξm2 −αk )
κnk
∫
R
(ξm2 −αk )
−κnk dµ˜(ξm2 )
(ξm2 −αp1 )
···
∫
R
(ξm2 −αk )
−κnk dµ˜(ξm2 )
(ξm2 −αp1 )
l1
···
∫
R
ξm2 dµ˜(ξm2 )
(ξm2 −αk )
κnk
···
∫
R
ξ
ls−1
m2
dµ˜(ξm2 )
(ξm2 −αk )
κnk∫
R
(ξ1−αp1 )−1 dµ˜(ξ1)
(ξ1−αk ) ···
∫
R
(ξ1−αp1 )−1 dµ˜(ξ1)
(ξ1−αk )κnk−1
0∫
R
(ξ2−αp1 )−2 dµ˜(ξ2)
(ξ2−αk ) ···
∫
R
(ξ2−αp1 )−2 dµ˜(ξ2)
(ξ2−αk )κnk−1
0
...
. . .
...
...∫
R
(ξl1
−αp1 )
−l1 dµ˜(ξl1 )
(ξl1
−αk ) ···
∫
R
(ξl1
−αp1 )
−l1 dµ˜(ξl1 )
(ξl1
−αk )κnk−1
0
...
. . .
...
...∫
R
ξn1 dµ˜(ξn1 )
(ξn1 −αk )
···
∫
R
ξn1 dµ˜(ξn1 )
(ξn1 −αk )
κnk−1 0
...
. . .
...
...∫
R
ξ
ls−1
n2
dµ˜(ξn2 )
(ξn2 −αk )
···
∫
R
ξ
ls−1
n2
dµ˜(ξn2 )
(ξn2 −αk )
κnk−1 0∫
R
(ξ0−αk )0 dµ˜(ξ0)
(ξ0−αk ) ···
∫
R
(ξ0−αk )0 dµ˜(ξ0)
(ξ0−αk )κnk−1
0
...
. . .
...
...∫
R
(ξm1 −αk )
−κnk+1 dµ˜(ξm1 )
(ξm1 −αk )
···
∫
R
(ξm1 −αk )
−κnk+1 dµ˜(ξm1 )
(ξm1 −αk )
κnk−1 0∫
R
(ξm2 −αk )
−κnk dµ˜(ξm2 )
(ξm2 −αk )
···
∫
R
(ξm2 −αk )
−κnk dµ˜(ξm2 )
(ξm2 −αk )
κnk−1 −1


φ˜
f
0 (n,k)
ν˜
f
1,1(n,k)
...
ν˜
f
1,l1
(n,k)
...
ν˜
f
s−1,1(n,k)
...
ν˜
f
s−1,ls−1 (n,k)
ν˜
f
s,1(n,k)
...
ν˜
f
s,ls−1(n,k)
(µ fn,κnk (n,k))
−2

=

−
∫
R
(ξ1−αp1 )−1 dµ˜(ξ1)
(ξ1−αk )κnk
−
∫
R
(ξ2−αp1 )−2 dµ˜(ξ2)
(ξ2−αk )κnk
...
−
∫
R
(ξl1
−αp1 )
−l1 dµ˜(ξl1 )
(ξl1
−αk )κnk
...
−
∫
R
ξn1 dµ˜(ξn1 )
(ξn1 −αk )
κnk
...
−
∫
R
ξ
ls−1
n2
dµ˜(ξn2 )
(ξn2 −αk )
κnk
−
∫
R
(ξ0−αk )0 dµ˜(ξ0)
(ξ0−αk )κnk
...
−
∫
R
(ξm1 −αk )
−κnk+1 dµ˜(ξm1 )
(ξm1 −αk )
κnk
−
∫
R
(ξm2 −αk )
−κnk dµ˜(ξm2 )
(ξm2 −αk )
κnk

, (322)
where (with abuse of notation)
n1= l1+· · ·+ls−2+1, n2= (n−1)K+k−κnk, m1= (n−1)K+k−1, and m2= (n−1)K+k.
For n ∈N and k ∈ {1, 2, . . . ,K} such that αps := αk ,∞, the linear system (322) of (n−1)K+k+1 inhomogeneous
algebraic equations for the (n−1)K+ k+1 (real) unknowns φ˜ f0(n, k), ν˜ f1,1(n, k), . . . , ν˜ f1,l1(n, k), . . . , ν˜
f
s−1,1(n, k), . . . ,
ν˜
f
s−1,ls−1(n, k), ν˜
f
s,1(n, k), . . . , ν˜
f
s,ls−1(n, k), (µ
f
n,κnk(n, k))
−2 admits a unique solution if, and only if, the determinant of
the coefficient matrix is non-zero; this fact will now be established, and, en route, an explicit multi-integral repre-
sentation for the associated (n- and k-dependent) norming constant, (µ fn,κnk (n, k))
−2, will be derived. For n ∈N and
k∈{1, 2, . . . ,K} such that αps :=αk,∞, one uses Cramer’s Rule and the multi-linearity property of the determinant
to show that (
µ
f
n,κnk (n, k)
)−2
=
cˆN f
cˆD f
, (323)
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where
cˆN f :=
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k+1
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξl1) · · · dµ˜(ξn1) · · · dµ˜(ξn2) dµ˜(ξm2−κnk+1) · · · dµ˜(ξm2)
× 1
(ξ0−αk)0(ξ1−αp1 )1 · · · (ξl1−αp1)l1 · · ·
1
(ξn1)1
· · · 1
(ξn2)ls−1
(ξm2−κnk+1 − αk)1 · · · (ξm2−αk)κnk
×
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 1(ξ0−αp1 )
··· 1
(ξ0−αp1 )
l1
··· ξ0 ··· ξls−10 1(ξ0−αk ) ···
1
(ξ0−αk )κnk
1 1(ξ1−αp1 )
··· 1
(ξ1−αp1 )
l1
··· ξ1 ··· ξls−11 1(ξ1−αk ) ···
1
(ξ1−αk )κnk
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
1 1(ξl1−αp1 )
··· 1
(ξl1
−αp1 )
l1
··· ξl1 ··· ξ
ls−1
l1
1
(ξl1
−αk ) ···
1
(ξl1
−αk )κnk
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
1 1(ξn1 −αp1 )
··· 1
(ξn1−αp1 )
l1
··· ξn1 ··· ξ
ls−1
n1
1
(ξn1 −αk )
··· 1
(ξn1−αk )
κnk
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
1 1(ξn2 −αp1 )
··· 1
(ξn2−αp1 )
l1
··· ξn2 ··· ξ
ls−1
n2
1
(ξn2 −αk )
··· 1
(ξn2−αk )
κnk
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
1 1(ξm1 −αp1 )
··· 1
(ξm1 −αp1 )
l1
··· ξm1 ··· ξ
ls−1
m1
1
(ξm1 −αk )
··· 1
(ξm1 −αk )
κnk
1 1(ξm2 −αp1 )
··· 1
(ξm2 −αp1 )
l1
··· ξm2 ··· ξ
ls−1
m2
1
(ξm2 −αk )
··· 1
(ξm2 −αk )
κnk
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
,
and
cˆD f :=
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξl1) · · · dµ˜(ξn1) · · · dµ˜(ξn2) dµ˜(ξm2−κnk+1) · · · dµ˜(ξm1)
× 1
(ξ0−αk)0(ξ1−αp1)1 · · · (ξl1−αp1)l1 · · ·
1
(ξn1)1
· · · 1
(ξn2)ls−1
(ξm2−κnk+1−αk)1 · · · (ξm1−αk)κnk−1
×
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 1(ξ0−αp1 )
··· 1
(ξ0−αp1 )
l1
··· ξ0 ··· ξls−10 1(ξ0−αk ) ···
1
(ξ0−αk )κnk−1
1 1(ξ1−αp1 )
··· 1
(ξ1−αp1 )
l1
··· ξ1 ··· ξls−11 1(ξ1−αk ) ···
1
(ξ1−αk )κnk−1
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
1 1(ξl1−αp1 )
··· 1
(ξl1
−αp1 )
l1
··· ξl1 ··· ξ
ls−1
l1
1
(ξl1
−αk ) ···
1
(ξl1
−αk )κnk−1
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
1 1(ξn1 −αp1 )
··· 1
(ξn1 −αp1 )
l1
··· ξn1 ··· ξ
ls−1
n1
1
(ξn1 −αk )
··· 1
(ξn1 −αk )
κnk−1
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
1 1(ξn2 −αp1 )
··· 1
(ξn2 −αp1 )
l1
··· ξn2 ··· ξ
ls−1
n2
1
(ξn2 −αk )
··· 1
(ξn2 −αk )
κnk−1
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
1 1(ξm1−1−αp1 )
··· 1
(ξm1−1−αp1 )
l1
··· ξm1−1 ··· ξ
ls−1
m1−1
1
(ξm1−1−αk )
··· 1
(ξm1−1−αk )
κnk−1
1 1(ξm1 −αp1 )
··· 1
(ξm1 −αp1 )
l1
··· ξm1 ··· ξ
ls−1
m1
1
(ξm1 −αk )
··· 1
(ξm1 −αk )
κnk−1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, cˆN f is studied first, and then cˆD f . For n∈N and k∈{1, 2, . . . ,K}
such that αps :=αk ,∞, introduce the following notation (recall that lq =κnkk˜q , q= 1, 2, . . . , s−2, ls−1 =κ∞nkk˜s−1 , and
ls=κnk):
φ0(z) :=
s−2∏
m=1
(z−αpm)lm(z−αk)κnk =:
(n−1)K+k∑
j=0
a j,0z
j,
and (with some abuse of notation), for r = 1, . . . , s−1, s, q(r) =∑r−1i=1 li+1,∑r−1i=1 li+2, . . . ,∑r−1i=1 li+ lr, and m(r) =
1, 2, . . . , lr,
φq(r)(z) :=
φ0(z)(z−αpr )−m(r)(1−δrs−1)zm(r)δrs−1 =:
(n−1)K+k∑
j=0
a j,q(r)z
j
 ;
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e.g., for r=1, the notation φq(1)(z) := {φ0(z)(z−αp1)−m(1)=:
∑(n−1)K+k
j=0 a j,q(1)z
j}, q(1)=1, 2, . . . , l1, m(1)=1, 2, . . . , l1,
denotes the (set of) l1=κnkk˜1 functions
φ1(z)=
φ0(z)
z−αp1
=:
(n−1)K+k∑
j=0
a j,1z
j, φ2(z)=
φ0(z)
(z−αp1)2
=:
(n−1)K+k∑
j=0
a j,2z
j, . . . , φl1(z)=
φ0(z)
(z−αp1)l1
=:
(n−1)K+k∑
j=0
a j,l1z
j,
for r = s−1 (recall that αps−1 =∞), the notation φq(s−1)(z) := {φ0(z)zm(s−1) =:
∑(n−1)K+k
j=0 a j,q(s−1)z
j}, q(s−1)= l1+ · · ·+
ls−2+1, l1+· · ·+ls−2+2, . . . , l1+· · ·+ls−2+ls−1= (n−1)K+k−κnk, m(s−1)=1, 2, . . . , ls−1, denotes the (set of) ls−1=κ∞
nkk˜s−1
functions
φl1+···+ls−2+1(z)=φ0(z)z=:
(n−1)K+k∑
j=0
a j,l1+···+ls−2+1z
j, φl1+···+ls−2+2(z)=φ0(z)z
2=:
(n−1)K+k∑
j=0
a j,l1+···+ls−2+2z
j, . . .
. . . , φ(n−1)K+k−κnk (z)=φ0(z)z
ls−1 =:
(n−1)K+k∑
j=0
a j,(n−1)K+k−κnkz
j,
etc., and, for r=s, the notation φq(s)(z) := {φ0(z)(z−αk)−m(s)=:∑(n−1)K+kj=0 a j,q(s)z j}, q(s)= (n−1)K+k−κnk+1, (n−1)K+
k−κnk+2, . . . , (n−1)K+k, m(s)=1, 2, . . . , ls, denotes the (set of) ls=κnk functions
φ(n−1)K+k−κnk+1(z)=
φ0(z)
z−αk =:
(n−1)K+k∑
j=0
a j,(n−1)K+k−κnk+1z
j, φ(n−1)K+k−κnk+2(z)=
φ0(z)
(z−αk)2 =:
(n−1)K+k∑
j=0
a j,(n−1)K+k−κnk+2z
j, . . .
. . . , φ(n−1)K+k(z)=
φ0(z)
(z−αk)κnk =:
(n−1)K+k∑
j=0
a j,(n−1)K+kz j.
(Note: #{φ0(z)(z−αpr )−m(r)(1−δrs−1)zm(r)δrs−1 }= lr, r=1, 2, . . . , s, and #∪sr=1 {φ0(z)(z−αpr )−m(r)(1−δrs−1)zm(r)δrs−1 }=
∑s
r=1 lr=
(n−1)K+k.) One notes that, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, the l1+· · ·+ls−1+ls+1= (n−1)K+
k+1 functions φ0(z), φ1(z), . . . , φl1(z), . . . , φl1+···+ls−2+1(z), . . . , φ(n−1)K+k−κnk (z), φ(n−1)K+k−κnk+1(z), . . . , φ(n−1)K+k(z) are
linearly independent on R, that is, for z ∈ R, ∑(n−1)K+k
j=0 c jφ j(z) = 0 ⇒ (via a Vandermonde-type argument; see the
((n−1)K+k+1)× ((n−1)K+k+1) non-zero determinantD♦ in Equation (324) below) c j=0, j=0, 1, . . . , (n−1)K+k.
For n∈N and k∈ {1, 2, . . . ,K} such that αps :=αk ,∞, let S(n−1)K+k+1 denote the ((n−1)K+k+1)! permutations of
{0, 1, . . . , (n−1)K+k}. Using the above notation and the multi-linearity property of the determinant, one studies,
thus, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, cˆN f :
cˆN f =
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k+1
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξl1) · · · dµ˜(ξn1) · · · dµ˜(ξn2) dµ˜(ξm2−κnk+1) · · · dµ˜(ξm2)
× 1
(ξ0−αk)0(ξ1−αp1 )1 · · · (ξl1−αp1)l1 · · ·
1
(ξn1)1
· · · 1
(ξn2)ls−1
(ξm2−κnk+1−αk)1 · · · (ξm2−αk)κnk
× 1
φ0(ξ0)φ0(ξ1) · · ·φ0(ξl1) · · ·φ0(ξn1) · · ·φ0(ξn2)φ0(ξm2−κnk+1) · · ·φ0(ξm2)
×
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
φ0(ξ0) φ1(ξ0) ··· φl1 (ξ0) ··· φn1 (ξ0) ··· φn2 (ξ0) φm2−κnk+1(ξ0) ··· φ(n−1)K+k(ξ0)
φ0(ξ1) φ1(ξ1) ··· φl1 (ξ1) ··· φn1 (ξ1) ··· φn2 (ξ1) φm2−κnk+1(ξ1) ··· φ(n−1)K+k(ξ1)
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
φ0(ξl1 ) φ1(ξl1 ) ··· φl1 (ξl1 ) ··· φn1 (ξl1 ) ··· φn2 (ξl1 ) φm2−κnk+1(ξl1 ) ··· φ(n−1)K+k(ξl1 )
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
φ0(ξn1 ) φ1(ξn1 ) ··· φl1 (ξn1 ) ··· φn1 (ξn1 ) ··· φn2 (ξn1 ) φm2−κnk+1(ξn1 ) ··· φ(n−1)K+k(ξn1 )
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
φ0(ξn2 ) φ1(ξn2 ) ··· φl1 (ξn2 ) ··· φn1 (ξn2 ) ··· φn2 (ξn2 ) φm2−κnk+1(ξn2 ) ··· φ(n−1)K+k(ξn2 )
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
φ0(ξm1 ) φ1(ξm1 ) ··· φl1 (ξm1 ) ··· φn1 (ξm1 ) ··· φn2 (ξm1 ) φm2−κnk+1(ξm1 ) ··· φ(n−1)K+k(ξm1 )
φ0(ξm2 ) φ1(ξm2 ) ··· φl1 (ξm2 ) ··· φn1 (ξm2 ) ··· φn2 (ξm2 ) φm2−κnk+1(ξm2 ) ··· φ(n−1)K+k(ξm2 )
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣︸                                                                                      ︷︷                                                                                      ︸
=:G♦(ξ0 ,ξ1,...,ξl1 ,...,ξn1 ,...,ξn2 ,ξm2−κnk+1,...,ξ(n−1)K+k)
=
1
(m2+1)!
∑
σ∈Sm2+1
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k+1
dµ˜(ξσ(0)) dµ˜(ξσ(1)) · · · dµ˜(ξσ(l1)) · · · dµ˜(ξσ(n1)) · · · dµ˜(ξσ(n2))
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× ··· dµ˜(ξσ(m2−κnk+1)) ··· dµ˜(ξσ(m2))
(ξσ(0)−αk)0(ξσ(1)−αp1 )1···(ξσ(l1)−αp1 )l1 ··· 1(ξσ(n1))1
··· 1
(ξσ(n2)
)ls−1
(ξσ(m2−κnk+1)−αk)1···(ξσ(m2)−αk)κnk
× 1
φ0(ξσ(0))φ0(ξσ(1)) · · ·φ0(ξσ(l1)) · · ·φ0(ξσ(n1)) · · ·φ0(ξσ(n2))φ0(ξσ(m2−κnk+1)) · · ·φ0(ξσ(m2))
×G♦(ξσ(0), ξσ(1), . . . , ξσ(l1), . . . , ξσ(n1), . . . , ξσ(n2), ξσ(m2−κnk+1), . . . , ξσ((n−1)K+k))
=
1
(m2+1)!
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k+1
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξl1) · · · dµ˜(ξn1) · · · dµ˜(ξn2) dµ˜(ξm2−κnk+1) · · ·
× · · · dµ˜(ξm2)G♦(ξ0, ξ1, . . . , ξl1 , . . . , ξn1 , . . . , ξn2 , ξm2−κnk+1, . . . , ξ(n−1)K+k)
×
∑
σ∈Sm2+1
sgn(σ) 1
(ξσ(0)−αk)0(ξσ(1)−αp1 )1···(ξσ(l1 )−αp1 )l1 ··· 1(ξσ(n1))1
··· 1
(ξσ(n2)
)ls−1
(ξσ(m2−κnk+1)−αk)1···(ξσ(m2 )−αk)κnk
× 1
φ0(ξσ(0))φ0(ξσ(1)) · · ·φ0(ξσ(l1)) · · ·φ0(ξσ(n1)) · · ·φ0(ξσ(n2))φ0(ξσ(m2−κnk+1)) · · ·φ0(ξσ(m2))
=
1
(m2+1)!
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k+1
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξl1) · · · dµ˜(ξn1) · · · dµ˜(ξn2) dµ˜(ξm2−κnk+1) · · ·
× · · · dµ˜(ξm2)G♦(ξ0, ξ1, . . . , ξl1 , . . . , ξn1 , . . . , ξn2 , ξm2−κnk+1, . . . , ξ(n−1)K+k)
×
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(φ0(ξ0))
−1
(ξ0−αk )0
(φ0(ξ0))
−1
(ξ0−αp1 )
··· (φ0(ξ0))−1
(ξ0−αp1 )
l1
··· ξ0φ0(ξ0) ···
ξ
ls−1
0
φ0(ξ0)
(φ0(ξ0))
−1
(ξ0−αk ) ···
(φ0(ξ0))
−1
(ξ0−αk )κnk
(φ0(ξ1))
−1
(ξ1−αk )0
(φ0(ξ1))
−1
(ξ1−αp1 )
··· (φ0(ξ1))
−1
(ξ1−αp1 )
l1
··· ξ1φ0(ξ1) ···
ξ
ls−1
1
φ0(ξ1)
(φ0(ξ1))
−1
(ξ1−αk ) ···
(φ0(ξ1))
−1
(ξ1−αk )κnk
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
(φ0(ξl1
))−1
(ξl1
−αk )0
(φ0(ξl1
))−1
(ξl1
−αp1 )
··· (φ0(ξl1 ))
−1
(ξl1
−αp1 )
l1
··· ξl1φ0(ξl1 ) ···
ξ
ls−1
l1
φ0(ξl1
)
(φ0(ξl1
))−1
(ξl1
−αk ) ···
(φ0(ξl1
))−1
(ξl1
−αk )κnk
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
(φ0(ξn1 ))
−1
(ξn1 −αk )0
(φ0(ξn1 ))
−1
(ξn1 −αp1 )
··· (φ0(ξn1 ))
−1
(ξn1−αp1 )
l1
··· ξn1φ0(ξn1 ) ···
ξ
ls−1
n1
φ0(ξn1 )
(φ0(ξn1 ))
−1
(ξn1−αk )
··· (φ0(ξn1 ))
−1
(ξn1−αk )
κnk
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
(φ0(ξn2 ))
−1
(ξn2 −αk )0
(φ0(ξn2 ))
−1
(ξn2 −αp1 )
··· (φ0(ξn2 ))
−1
(ξn2−αp1 )
l1
··· ξn2φ0(ξn2 ) ···
ξ
ls−1
n2
φ0(ξn2 )
(φ0(ξn2 ))
−1
(ξn2−αk )
··· (φ0(ξn2 ))
−1
(ξn2−αk )
κnk
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
(φ0(ξm1 ))
−1
(ξm1 −αk )0
(φ0(ξm1 ))
−1
(ξm1 −αp1 )
··· (φ0(ξm1 ))
−1
(ξm1 −αp1 )
l1
··· ξm1φ0(ξm1 ) ···
ξ
ls−1
m1
φ0(ξm1 )
(φ0(ξm1 ))
−1
(ξm1 −αk )
··· (φ0(ξm1 ))
−1
(ξm1 −αk )
κnk
(φ0(ξm2 ))
−1
(ξm2 −αk )0
(φ0(ξm2 ))
−1
(ξm2 −αp1 )
··· (φ0(ξm2 ))
−1
(ξm2 −αp1 )
l1
··· ξm2φ0(ξm2 ) ···
ξ
ls−1
m2
φ0(ξm2 )
(φ0(ξm2 ))
−1
(ξm2 −αk )
··· (φ0(ξm2 ))
−1
(ξm2 −αk )
κnk
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
1
(m2+1)!
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k+1
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξl1) · · · dµ˜(ξn1) · · · dµ˜(ξn2) dµ˜(ξm2−κnk+1) · · ·
× · · · dµ˜(ξm2)
G♦(ξ0, ξ1, . . . , ξl1 , . . . , ξn1 , . . . , ξn2 , ξm2−κnk+1, . . . , ξ(n−1)K+k)
(φ0(ξ0)φ0(ξ1) · · ·φ0(ξl1) · · ·φ0(ξn1) · · ·φ0(ξn2)φ0(ξm2−κnk+1) · · ·φ0(ξm2))2
×
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
φ0(ξ0) φ1(ξ0) ··· φl1 (ξ0) ··· φn1 (ξ0) ··· φn2 (ξ0) φm2−κnk+1(ξ0) ··· φ(n−1)K+k(ξ0)
φ0(ξ1) φ1(ξ1) ··· φl1 (ξ1) ··· φn1 (ξ1) ··· φn2 (ξ1) φm2−κnk+1(ξ1) ··· φ(n−1)K+k(ξ1)
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
φ0(ξl1 ) φ1(ξl1 ) ··· φl1 (ξl1 ) ··· φn1 (ξl1 ) ··· φn2 (ξl1 ) φm2−κnk+1(ξl1 ) ··· φ(n−1)K+k(ξl1 )
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
φ0(ξn1 ) φ1(ξn1 ) ··· φl1 (ξn1 ) ··· φn1 (ξn1 ) ··· φn2 (ξn1 ) φm2−κnk+1(ξn1 ) ··· φ(n−1)K+k(ξn1 )
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
φ0(ξn2 ) φ1(ξn2 ) ··· φl1 (ξn2 ) ··· φn1 (ξn2 ) ··· φn2 (ξn2 ) φm2−κnk+1(ξn2 ) ··· φ(n−1)K+k(ξn2 )
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
φ0(ξm1 ) φ1(ξm1 ) ··· φl1 (ξm1 ) ··· φn1 (ξm1 ) ··· φn2 (ξm1 ) φm2−κnk+1(ξm1 ) ··· φ(n−1)K+k(ξm1 )
φ0(ξm2 ) φ1(ξm2 ) ··· φl1 (ξm2 ) ··· φn1 (ξm2 ) ··· φn2 (ξm2 ) φm2−κnk+1(ξm2 ) ··· φ(n−1)K+k(ξm2 )
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣︸                                                                                      ︷︷                                                                                      ︸
=G♦(ξ0 ,ξ1,...,ξl1 ,...,ξn1 ,...,ξn2 ,ξm2−κnk+1 ,...,ξ(n−1)K+k)
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=
1
(m2+1)!
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k+1
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξl1) · · · dµ˜(ξn1) · · · dµ˜(ξn2) dµ˜(ξm2−κnk+1) · · ·
× · · · dµ˜(ξm2)
(
G♦(ξ0, ξ1, . . . , ξl1 , . . . , ξn1 , . . . , ξn2 , ξm2−κnk+1, . . . , ξ(n−1)K+k)
φ0(ξ0)φ0(ξ1) · · ·φ0(ξl1) · · ·φ0(ξn1) · · ·φ0(ξn2)φ0(ξm2−κnk+1) · · ·φ0(ξm2)
)2
;
but, noting the determinantal factorisation
G♦(ξ0, ξ1, . . . , ξl1 , . . . , ξn1 , . . . , ξn2 , ξm2−κnk+1, . . . , ξ(n−1)K+k) :=
f
V1(ξ0, ξ1, . . . , ξ(n−1)K+k)D♦,
where
f
V1(ξ0, ξ1, . . . , ξ(n−1)K+k)=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 1 ··· 1 ··· 1 ··· 1 1 ··· 1
ξ0 ξ1 ··· ξl1 ··· ξn1 ··· ξn2 ξm2−κnk+1 ··· ξ(n−1)K+k
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
ξ
l1
0 ξ
l1
1 ··· ξ
l1
l1
··· ξl1n1 ··· ξ
l1
n2
ξ
l1
m2−κnk+1 ··· ξ
l1
(n−1)K+k
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
ξ
n1
0 ξ
n1
1 ··· ξ
n1
l1
··· ξn1n1 ··· ξ
n1
n2
ξ
n1
m2−κnk+1 ··· ξ
n1
(n−1)K+k
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
ξ
n2
0 ξ
n2
1 ··· ξ
n2
l1
··· ξn2n1 ··· ξ
n2
n2
ξ
n2
m2−κnk+1 ··· ξ
n2
(n−1)K+k
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
ξ
m1
0 ξ
m1
1 ··· ξ
m1
l1
··· ξm1n1 ··· ξ
m1
n2
ξ
m1
m2−κnk+1 ··· ξ
m1
(n−1)K+k
ξ
m2
0 ξ
m2
1 ··· ξ
m2
l1
··· ξm2n1 ··· ξ
m2
n2
ξ
m2
m2−κnk+1 ··· ξ
m2
(n−1)K+k
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
(n−1)K+k∏
i, j=0
j<i
(ξi−ξ j),
and
D♦=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
a0,0 a1,0 ··· al1 ,0 ··· an1 ,0 ··· an2 ,0 am2−κnk+1,0 ··· a(n−1)K+k,0
a0,1 a1,1 ··· al1 ,1 ··· an1 ,1 ··· an2 ,1 am2−κnk+1,1 ··· a(n−1)K+k,1
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
a0,l1 a1,l1 ··· al1 ,l1 ··· an1 ,l1 ··· an2 ,l1 am2−κnk+1,l1 ··· a(n−1)K+k,l1
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
a0,n1 a1,n1 ··· al1 ,n1 ··· an1 ,n1 ··· an2 ,n1 am2−κnk+1,n1 ··· a(n−1)K+k,n1
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
a0,n2 a1,n2 ··· al1 ,n2 ··· an1 ,n2 ··· an2 ,n2 am2−κnk+1,n2 ··· a(n−1)K+k,n2
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
a0,m1 a1,m1 ··· al1 ,m1 ··· an1 ,m1 ··· an2 ,m1 am2−κnk+1,m1 ··· a(n−1)K+k,m1
a0,m2 a1,m2 ··· al1 ,m2 ··· an1 ,m2 ··· an2 ,m2 am2−κnk+1,m2 ··· a(n−1)K+k,m2
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
:=det

A♦(0)
A♦(1)
...
A♦(s−1)
A♦(s)

, (324)
with
(A♦(0))1 j=
a♦j−1(~α), j=1, 2, . . . , (n−1)K+k−ls−1+1,0, j= (n−1)K+k−ls−1+2, . . . , (n−1)K+k+1,
for r=1, . . . , s−2, s, with lr=κnkk˜r , r=1, 2, . . . , s − 2, ls−1=κ∞nkk˜s−1 , ls=κnk, and
∑s−2
m=1 lm+ls−1= (n−1)K+k−κnk,
i(r) = 2+
r−1∑
m=1
lm, 3+
r−1∑
m=1
lm, . . . , 1+lr+
r−1∑
m=1
lm, q(i(r), r)=1, 2, . . . , lr,
(A♦(r))i(r) j(r) =

(−1)q(i(r),r)∏q(i(r),r)−1
m=0 (lr−m)
(
∂
∂αpr
)q(i(r),r)
a♦
j(r)−1(~α), j(r)=1, 2, . . . , (n−1)K+k−ls−1−q(i(r), r)+1,
0, j(r)= (n−1)K+k−ls−1−q(i(r), r)+2, . . . , (n−1)K+k+1,
and, for r=s−1,
i(s−1) = 2+
s−2∑
m=1
lm, 3+
s−2∑
m=1
lm, . . . , 1+ls−1+
s−2∑
m=1
lm, q(i(s−1), s−1)=1, 2, . . . , ls−1,
(A♦(s−1))i(s−1) j(s−1) =

0, j(s−1)=1, . . . , q(i(s−1), s−1),
a♦
j(s−1)−q(i(s−1),s−1)−1(~α), j(s−1)=q(i(s−1), s−1)+1, . . . , i(s−1)+κnk,
0, j(s−1)= i(s−1)+κnk+1, . . . , (n−1)K+k+1,
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where, for m˜1=0, 1, . . . , (n−1)K+k−ls−1,
a♦
m˜1
(~α) :=
∑
ip=0,1,...,lp
p∈{1,2,...,s−2}
is=0,1,...,ls∑s
m=1
m,s−1
im=(n−1)K+k−ls−1−m˜1
(−1)(n−1)K+k−ls−1−m˜1
s−2∏
j=1
(
l j
i j
)(
ls
is
) s−2∏
m=1
(αpm)
imαis
k
,
it follows that, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞,
cˆN f =
1
(m2+1)!
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k+1
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξl1) · · · dµ˜(ξn1) · · · dµ˜(ξn2) dµ˜(ξm2−κnk+1) · · ·
× · · · dµ˜(ξm2)
(D♦)2
∏(n−1)K+k
i, j=0
j<i
(ξi−ξ j)2
(φ0(ξ0)φ0(ξ1) · · ·φ0(ξl1) · · ·φ0(ξn1) · · ·φ0(ξn2)φ0(ξm2−κnk+1) · · ·φ0(ξ(n−1)K+k))2
=
(D♦)2
((n−1)K+k+1)!
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k+1
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξl1 ) · · · dµ˜(ξn1) · · · dµ˜(ξn2)
× dµ˜(ξ(n−1)K+k−κnk+1) · · · dµ˜(ξ(n−1)K+k)
(n−1)K+k∏
m=0
φ0(ξm)

−2 (n−1)K+k∏
i, j=0
j<i
(ξi−ξ j)2
=
(D♦)2
((n−1)K+k+1)!
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k+1
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξl1 ) · · · dµ˜(ξn1) · · · dµ˜(ξn2)
× dµ˜(ξ(n−1)K+k−κnk+1) · · · dµ˜(ξ(n−1)K+k)
(n−1)K+k∏
i, j=0
j<i
(ξi−ξ j)2
(n−1)K+k∏
m=0
s−2∏
q=1
(ξm−αpq)κnkk˜q (ξm−αk)κnk

−2
⇒
cˆN f =
(D♦)2
((n−1)K+k+1)!
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k+1
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξ(n−1)K+k)
(n−1)K+k∏
i, j=0
j<i
(ξi−ξ j)2
×
(n−1)K+k∏
m=0
s−2∏
q=1
(ξm−αpq)κnkk˜q (ξm−αk)κnk

−2
(>0). (325)
Now, cˆD f is studied. For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, introduce the following notation:
φ˜0(z) :=
s−2∏
m=1
(z−αpm)lm(z−αk)κnk−1=:
(n−1)K+k−1∑
j=0
a
♯
j,0z
j,
and (with some abuse of notation), for r = 1, . . . , s−1, s, q(r) = ∑r−1i=1 li +1,∑r−1i=1 li +2, . . . ,∑r−1i=1 li + lr − δrs, and
m(r)=1, 2, . . . , lr−δrs,
φ˜q(r)(z) :=
φ˜0(z)(z−αpr )−m(r)(1−δrs−1)zm(r)δrs−1 =:
(n−1)K+k−1∑
j=0
a
♯
j,q(r)z
j
 ;
e.g., for r=1, the notation φ˜q(1)(z) := {φ˜0(z)(z−αp1)−m(1)=:
∑(n−1)K+k−1
j=0 a
♯
j,q(1)z
j}, q(1)=1, 2, . . . , l1, m(1)=1, 2, . . . , l1,
denotes the (set of) l1=κnkk˜1 functions
φ˜1(z)=
φ˜0(z)
z−αp1
=:
(n−1)K+k−1∑
j=0
a
♯
j,1z
j, φ˜2(z)=
φ˜0(z)
(z−αp1)2
=:
(n−1)K+k−1∑
j=0
a
♯
j,2z
j, . . . , φ˜l1(z)=
φ˜0(z)
(z−αp1)l1
=:
(n−1)K+k−1∑
j=0
a
♯
j,l1
z j,
for r= s−1, the notation φ˜q(s−1)(z) := {φ˜0(z)zm(s−1)=:∑(n−1)K+k−1j=0 a♯j,q(s−1)z j}, q(s−1)= l1+· · ·+ls−2+1, l1+· · ·+ls−2+
2, . . . , l1+· · ·+ls−2+ls−1= (n−1)K+k−κnk, m(s−1)=1, 2, . . . , ls−1, denotes the (set of) ls−1=κ∞
nkk˜s−1
functions
φ˜l1+···+ls−2+1(z)= φ˜0(z)z=:
(n−1)K+k−1∑
j=0
a
♯
j,l1+···+ls−2+1z
j, φ˜l1+···+ls−2+2(z)= φ˜0(z)z
2=:
(n−1)K+k−1∑
j=0
a
♯
j,l1+···+ls−2+2z
j, . . .
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. . . , φ˜(n−1)K+k−κnk (z)= φ˜0(z)z
ls−1 =:
(n−1)K+k−1∑
j=0
a
♯
j,(n−1)K+k−κnkz
j,
etc., and, for r= s, the notation φ˜q(s)(z) := {φ˜0(z)(z−αk)−m(s) =:∑(n−1)K+k−1j=0 a♯j,q(s)z j}, q(s)= (n−1)K+k−κnk+1, (n−
1)K+k−κnk+2, . . . , (n−1)K+k−1,m(s)=1, 2, . . . , ls−1, denotes the (set of) ls−1=κnk−1 functions
φ˜(n−1)K+k−κnk+1(z)=
φ˜0(z)
z−αk =:
(n−1)K+k−1∑
j=0
a
♯
j,(n−1)K+k−κnk+1z
j, φ˜(n−1)K+k−κnk+2(z)=
φ˜0(z)
(z−αk)2
=:
(n−1)K+k−1∑
j=0
a
♯
j,(n−1)K+k−κnk+2z
j, . . .
. . . , φ˜(n−1)K+k−1(z)=
φ˜0(z)
(z−αk)κnk−1 =:
(n−1)K+k−1∑
j=0
a
♯
j,(n−1)K+k−1z
j.
(Note: #{φ˜0(z)(z−αpr )−m(r)(1−δrs−1)zm(r)δrs−1 } = lr−δrs, r = 1, 2, . . . , s, and # ∪sr=1 {φ˜0(z)(z−αpr )−m(r)(1−δrs−1)zm(r)δrs−1 } =∑s
r=1 lr−1= (n−1)K+k−1.)One notes that, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, the l1+· · ·+ls−1+ls= (n−
1)K+k functions φ˜0(z), φ˜1(z), . . . , φ˜l1(z), . . . , φ˜l1+···+ls−2+1(z), . . . , φ˜(n−1)K+k−κnk (z), φ˜(n−1)K+k−κnk+1(z), . . . , φ˜(n−1)K+k−1(z)
are linearly independent on R, that is, for z∈R, ∑(n−1)K+k−1
j=0 c
♯
j
φ˜ j(z)=0⇒ (via a Vandermonde-type argument; see
the ((n−1)K+k)× ((n−1)K+k) non-zero determinantD in Equation (326) below) c♯
j
=0, j=0, 1, . . . , (n−1)K+k−1.
For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk , ∞, let S(n−1)K+k denote the ((n−1)K+k)! permutations of
{0, 1, . . . , (n−1)K+k−1}. Using the above notation and the multi-linearity property of the determinant, one proceeds
to study, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, cˆD f :
cˆD f =
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξl1) · · · dµ˜(ξn1) · · · dµ˜(ξn2) dµ˜(ξm2−κnk+1) · · · dµ˜(ξm1)
× 1
(ξ0−αk)0(ξ1−αp1)1 · · · (ξl1−αp1)l1 · · ·
1
(ξn1)1
· · · 1
(ξn2)ls−1
(ξm2−κnk+1−αk)1 · · · (ξm1−αk)κnk−1
× 1
φ˜0(ξ0)φ˜0(ξ1) · · · φ˜0(ξl1) · · · φ˜0(ξn1) · · · φ˜0(ξn2)φ˜0(ξm2−κnk+1) · · · φ˜0(ξm1)
×
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
φ˜0(ξ0) φ˜1(ξ0) ··· φ˜l1 (ξ0) ··· φ˜n1 (ξ0) ··· φ˜n2 (ξ0) φ˜m2−κnk+1(ξ0) ··· φ˜(n−1)K+k−1(ξ0)
φ˜0(ξ1) φ˜1(ξ1) ··· φ˜l1 (ξ1) ··· φ˜n1 (ξ1) ··· φ˜n2 (ξ1) φ˜m2−κnk+1(ξ1) ··· φ˜(n−1)K+k−1(ξ1)
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
φ˜0(ξl1 ) φ˜1(ξl1 ) ··· φ˜l1 (ξl1 ) ··· φ˜n1 (ξl1 ) ··· φ˜n2 (ξl1 ) φ˜m2−κnk+1(ξl1 ) ··· φ˜(n−1)K+k−1(ξl1 )
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
φ˜0(ξn1 ) φ˜1(ξn1 ) ··· φ˜l1 (ξn1 ) ··· φ˜n1 (ξn1 ) ··· φ˜n2 (ξn1 ) φ˜m2−κnk+1(ξn1 ) ··· φ˜(n−1)K+k−1(ξn1 )
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
φ˜0(ξn2 ) φ˜1(ξn2 ) ··· φ˜l1 (ξn2 ) ··· φ˜n1 (ξn2 ) ··· φ˜n2 (ξn2 ) φ˜m2−κnk+1(ξn2 ) ··· φ˜(n−1)K+k−1(ξn2 )
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
φ˜0(ξm1−1) φ˜1(ξm1−1) ··· φ˜l1 (ξm1−1) ··· φ˜n1 (ξm1−1) ··· φ˜n2 (ξm1−1) φ˜m2−κnk+1(ξm1−1) ··· φ˜(n−1)K+k−1(ξm1−1)
φ˜0(ξm1 ) φ˜1(ξm1 ) ··· φ˜l1 (ξm1 ) ··· φ˜n1 (ξm1 ) ··· φ˜n2 (ξm1 ) φ˜m2−κnk+1(ξm1 ) ··· φ˜(n−1)K+k−1(ξm1 )
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣︸                                                                                                      ︷︷                                                                                                      ︸
=:G(ξ0 ,ξ1,...,ξl1 ,...,ξn1 ,...,ξn2 ,ξm2−κnk+1 ,...,ξ(n−1)K+k−1)
=
1
m2!
∑
σ∈Sm2
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k
dµ˜(ξσ(0)) dµ˜(ξσ(1)) · · · dµ˜(ξσ(l1)) · · · dµ˜(ξσ(n1)) · · · dµ˜(ξσ(n2))
× ···dµ˜(ξσ(m2−κnk+1)) ···dµ˜(ξσ(m1 ))
(ξσ(0)−αk)0(ξσ(1)−αp1 )1···(ξσ(l1)−αp1 )l1 ··· 1(ξσ(n1))1
··· 1
(ξσ(n2)
)ls−1
(ξσ(m2−κnk+1)−αk)1···(ξσ(m1)−αk)κnk−1
× 1
φ˜0(ξσ(0))φ˜0(ξσ(1)) · · · φ˜0(ξσ(l1)) · · · φ˜0(ξσ(n1)) · · · φ˜0(ξσ(n2))φ˜0(ξσ(m2−κnk+1)) · · · φ˜0(ξσ(m1))
×G(ξσ(0), ξσ(1), . . . , ξσ(l1), . . . , ξσ(n1), . . . , ξσ(n2), ξσ(m2−κnk+1), . . . , ξσ((n−1)K+k−1))
=
1
m2!
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξl1) · · · dµ˜(ξn1) · · · dµ˜(ξn2) dµ˜(ξm2−κnk+1) · · ·
× · · · dµ˜(ξm1)G(ξ0, ξ1, . . . , ξl1 , . . . , ξn1 , . . . , ξn2 , ξm2−κnk+1, . . . , ξ(n−1)K+k−1)
×
∑
σ∈Sm2
sgn(σ) 1
(ξσ(0)−αk)0(ξσ(1)−αp1 )1 ···(ξσ(l1)−αp1 )l1 ··· 1(ξσ(n1))1
··· 1
(ξσ(n2)
)ls−1
(ξσ(m2−κnk+1)−αk)1 ···(ξσ(m1 )−αk)κnk−1
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× 1
φ˜0(ξσ(0))φ˜0(ξσ(1)) · · · φ˜0(ξσ(l1)) · · · φ˜0(ξσ(n1)) · · · φ˜0(ξσ(n2))φ˜0(ξσ(m2−κnk+1)) · · · φ˜0(ξσ(m1))
=
1
m2!
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξl1) · · · dµ˜(ξn1) · · · dµ˜(ξn2) dµ˜(ξm2−κnk+1) · · ·
× · · · dµ˜(ξm1)G(ξ0, ξ1, . . . , ξl1 , . . . , ξn1 , . . . , ξn2 , ξm2−κnk+1, . . . , ξ(n−1)K+k−1)
×
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(φ˜0(ξ0))
−1
(ξ0−αk )0
(φ˜0(ξ0))
−1
(ξ0−αp1 )
··· (φ˜0(ξ0))
−1
(ξ0−αp1 )
l1
··· ξ0
φ˜0(ξ0)
··· ξ
ls−1
0
φ˜0(ξ0)
(φ˜0(ξ0))
−1
(ξ0−αk ) ···
(φ˜0(ξ0))
−1
(ξ0−αk )κnk−1
(φ˜0(ξ1))
−1
(ξ1−αk )0
(φ˜0(ξ1))
−1
(ξ1−αp1 )
··· (φ˜0(ξ1))
−1
(ξ1−αp1 )
l1
··· ξ1
φ˜0(ξ1)
··· ξ
ls−1
1
φ˜0(ξ1)
(φ˜0(ξ1))
−1
(ξ1−αk ) ···
(φ˜0(ξ1))
−1
(ξ1−αk )κnk−1
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
(φ˜0(ξl1
))−1
(ξl1
−αk )0
(φ˜0(ξl1
))−1
(ξl1
−αp1 )
··· (φ˜0(ξl1 ))
−1
(ξl1
−αp1 )
l1
··· ξl1
φ˜0(ξl1
)
···
ξ
ls−1
l1
φ˜0(ξl1
)
(φ˜0(ξl1
))−1
(ξl1
−αk ) ···
(φ˜0(ξl1
))−1
(ξl1
−αk )κnk−1
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
(φ˜0(ξn1 ))
−1
(ξn1 −αk )0
(φ˜0(ξn1 ))
−1
(ξn1−αp1 )
··· (φ˜0(ξn1 ))
−1
(ξn1 −αp1 )
l1
··· ξn1
φ˜0(ξn1 )
··· ξ
ls−1
n1
φ˜0(ξn1 )
(φ˜0(ξn1 ))
−1
(ξn1 −αk )
··· (φ˜0(ξn1 ))
−1
(ξn1 −αk )
κnk−1
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
(φ˜0(ξn2 ))
−1
(ξn2 −αk )0
(φ˜0(ξn2 ))
−1
(ξn2−αp1 )
··· (φ˜0(ξn2 ))
−1
(ξn2 −αp1 )
l1
··· ξn2
φ˜0(ξn2 )
··· ξ
ls−1
n2
φ˜0(ξn2 )
(φ˜0(ξn2 ))
−1
(ξn2 −αk )
··· (φ˜0(ξn2 ))
−1
(ξn2 −αk )
κnk−1
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
(φ˜0(ξm1−1))
−1
(ξm1−1−αk )
0
(φ˜0(ξm1−1 ))
−1
(ξm1−1−αp1 )
··· (φ˜0(ξm1−1))
−1
(ξm1−1−αp1 )
l1
··· ξm1−1
φ˜0(ξm1−1)
···
ξ
ls−1
m1−1
φ˜0(ξm1−1 )
(φ˜0(ξm1−1))
−1
(ξm1−1−αk )
··· (φ˜0(ξm1−1))
−1
(ξm1−1−αk )
κnk−1
(φ˜0(ξm1 ))
−1
(ξm1 −αk )0
(φ˜0(ξm1 ))
−1
(ξm1 −αp1 )
··· (φ˜0(ξm1 ))
−1
(ξm1 −αp1 )
l1
··· ξm1
φ˜0(ξm1 )
··· ξ
ls−1
m1
φ˜0(ξm1 )
(φ˜0(ξm1 ))
−1
(ξm1 −αk )
··· (φ˜0(ξm1 ))
−1
(ξm1 −αk )
κnk−1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
1
m2!
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξl1) · · · dµ˜(ξn1) · · · dµ˜(ξn2) dµ˜(ξm2−κnk+1) · · ·
× · · · dµ˜(ξm1)
G(ξ0, ξ1, . . . , ξl1 , . . . , ξn1 , . . . , ξn2 , ξm2−κnk+1, . . . , ξ(n−1)K+k−1)
(φ˜0(ξ0)φ˜0(ξ1) · · · φ˜0(ξl1) · · · φ˜0(ξn1) · · · φ˜0(ξn2)φ˜0(ξm2−κnk+1) · · · φ˜0(ξm1))2
×
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
φ˜0(ξ0) φ˜1(ξ0) ··· φ˜l1 (ξ0) ··· φ˜n1 (ξ0) ··· φ˜n2 (ξ0) φ˜m2−κnk+1(ξ0) ··· φ˜(n−1)K+k−1(ξ0)
φ˜0(ξ1) φ˜1(ξ1) ··· φ˜l1 (ξ1) ··· φ˜n1 (ξ1) ··· φ˜n2 (ξ1) φ˜m2−κnk+1(ξ1) ··· φ˜(n−1)K+k−1(ξ1)
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
φ˜0(ξl1 ) φ˜1(ξl1 ) ··· φ˜l1 (ξl1 ) ··· φ˜n1 (ξl1 ) ··· φ˜n2 (ξl1 ) φ˜m2−κnk+1(ξl1 ) ··· φ˜(n−1)K+k−1(ξl1 )
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
φ˜0(ξn1 ) φ˜1(ξn1 ) ··· φ˜l1 (ξn1 ) ··· φ˜n1 (ξn1 ) ··· φ˜n2 (ξn1 ) φ˜m2−κnk+1(ξn1 ) ··· φ˜(n−1)K+k−1(ξn1 )
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
φ˜0(ξn2 ) φ˜1(ξn2 ) ··· φ˜l1 (ξn2 ) ··· φ˜n1 (ξn2 ) ··· φ˜n2 (ξn2 ) φ˜m2−κnk+1(ξn2 ) ··· φ˜(n−1)K+k−1(ξn2 )
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
φ˜0(ξm1−1) φ˜1(ξm1−1) ··· φ˜l1 (ξm1−1) ··· φ˜n1 (ξm1−1) ··· φ˜n2 (ξm1−1) φ˜m2−κnk+1(ξm1−1) ··· φ˜(n−1)K+k−1(ξm1−1)
φ˜0(ξm1 ) φ˜1(ξm1 ) ··· φ˜l1 (ξm1 ) ··· φ˜n1 (ξm1 ) ··· φ˜n2 (ξm1 ) φ˜m2−κnk+1(ξm1 ) ··· φ˜(n−1)K+k−1(ξm1 )
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣︸                                                                                                      ︷︷                                                                                                      ︸
=G(ξ0 ,ξ1,...,ξl1 ,...,ξn1 ,...,ξn2 ,ξm2−κnk+1 ,...,ξ(n−1)K+k−1)
=
1
m2!
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξl1) · · · dµ˜(ξn1) · · · dµ˜(ξn2) dµ˜(ξm2−κnk+1) · · ·
× · · · dµ˜(ξm1)
(
G(ξ0, ξ1, . . . , ξl1 , . . . , ξn1 , . . . , ξn2 , ξm2−κnk+1, . . . , ξ(n−1)K+k−1)
φ˜0(ξ0)φ˜0(ξ1) · · · φ˜0(ξl1) · · · φ˜0(ξn1) · · · φ˜0(ξn2)φ˜0(ξm2−κnk+1) · · · φ˜0(ξm1)
)2
;
but, noting the determinantal factorisation
G(ξ0, ξ1, . . . , ξl1 , . . . , ξn1 , . . . , ξn2 , ξm2−κnk+1, . . . , ξ(n−1)K+k−1) :=
f
V2(ξ0, ξ1, . . . , ξ(n−1)K+k−1)D,
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where
f
V2(ξ0, ξ1, . . . , ξ(n−1)K+k−1) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 1 ··· 1 ··· 1 ··· 1 1 ··· 1
ξ0 ξ1 ··· ξl1 ··· ξn1 ··· ξn2 ξm2−κnk+1 ··· ξ(n−1)K+k−1
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
ξ
l1
0 ξ
l1
1 ··· ξ
l1
l1
··· ξl1n1 ··· ξ
l1
n2
ξ
l1
m2−κnk+1 ··· ξ
l1
(n−1)K+k−1
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
ξ
n1
0 ξ
n1
1 ··· ξ
n1
l1
··· ξn1n1 ··· ξ
n1
n2
ξ
n1
m2−κnk+1 ··· ξ
n1
(n−1)K+k−1
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
ξ
n2
0 ξ
n2
1 ··· ξ
n2
l1
··· ξn2n1 ··· ξ
n2
n2
ξ
n2
m2−κnk+1 ··· ξ
n2
(n−1)K+k−1
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
ξ
m1−1
0 ξ
m1−1
1 ··· ξ
m1−1
l1
··· ξm1−1n1 ··· ξ
m1−1
n2
ξ
m1−1
m2−κnk+1 ··· ξ
m1−1
(n−1)K+k−1
ξ
m1
0 ξ
m1
1 ··· ξ
m1
l1
··· ξm1n1 ··· ξ
m1
n2
ξ
m1
m2−κnk+1 ··· ξ
m1
(n−1)K+k−1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
(n−1)K+k−1∏
i, j=0
j<i
(ξi−ξ j),
and
D=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
a
♯
0,0 a
♯
1,0 ··· a
♯
l1 ,0
··· a♯
n1 ,0
··· a♯
n2 ,0
a
♯
m2−κnk+1,0 ··· a
♯
(n−1)K+k−1,0
a
♯
0,1 a
♯
1,1 ··· a
♯
l1 ,1
··· a♯
n1 ,1
··· a♯
n2 ,1
a
♯
m2−κnk+1,1 ··· a
♯
(n−1)K+k−1,1
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
a
♯
0,l1
a
♯
1,l1
··· a♯
l1 ,l1
··· a♯
n1 ,l1
··· a♯
n2 ,l1
a
♯
m2−κnk+1,l1 ··· a
♯
(n−1)K+k−1,l1
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
a
♯
0,n1
a
♯
1,n1
··· a♯
l1 ,n1
··· a♯n1 ,n1 ··· a
♯
n2 ,n1
a
♯
m2−κnk+1,n1 ··· a
♯
(n−1)K+k−1,n1
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
a
♯
0,n2
a
♯
1,n2
··· a♯
l1 ,n2
··· a♯n1 ,n2 ··· a
♯
n2 ,n2
a
♯
m2−κnk+1,n2 ··· a
♯
(n−1)K+k−1,n2
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
a
♯
0,m1−1 a
♯
1,m1−1 ··· a
♯
l1 ,m1−1 ··· a
♯
n1 ,m1−1 ··· a
♯
n2 ,m1−1 a
♯
m2−κnk+1,m1−1 ··· a
♯
(n−1)K+k−1,m1−1
a
♯
0,m1
a
♯
1,m1
··· a♯
l1 ,m1
··· a♯n1 ,m1 ··· a
♯
n2 ,m1
a
♯
m2−κnk+1,m1 ··· a
♯
(n−1)K+k−1,m1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
:=det

A(0)
A(1)
...
A(s−1)
A(s)

, (326)
with
(A(0))1 j=
aj−1(~α), j=1, 2, . . . , (n−1)K+k−ls−1,0, j= (n−1)K+k−ls−1+1, . . . , (n−1)K+k,
for r=1, . . . , s−2, s,
i(r) = 2+
r−1∑
m=1
lm, 3+
r−1∑
m=1
lm, . . . , 1−δrs+lr+
r−1∑
m=1
lm, q(i(r), r)=1, 2, . . . , lr−δrs,
(A(r))i(r) j(r) =

(−1)q(i(r),r)∏q(i(r),r)−1
m=0 (lr−m−δrs)
(
∂
∂αpr
)q(i(r),r)
a
j(r)−1(~α), j(r)=1, 2, . . . , (n−1)K+k−ls−1−q(i(r), r),
0, j(r)= (n−1)K+k−ls−1−q(i(r), r)+1, . . . , (n−1)K+k,
and, for r=s−1,
i(s−1) = 2+
s−2∑
m=1
lm, 3+
s−2∑
m=1
lm, . . . , 1+ls−1+
s−2∑
m=1
lm, q(i(s−1), s−1)=1, 2, . . . , ls−1,
(A(s−1))i(s−1) j(s−1) =

0, j(s−1)=1, . . . , q(i(s−1), s−1),
a
j(s−1)−q(i(s−1),s−1)−1(~α), j(s−1)=q(i(s−1), s−1)+1, . . . , i(s−1)+κnk−1,
0, j(s−1)= i(s−1)+κnk, . . . , (n−1)K+k,
where, for m˜1=0, 1, . . . , (n−1)K+k−ls−1−1,
a
m˜1
(~α) :=
∑
ip=0,1,...,lp
p∈{1,2,...,s−2}
is=0,1,...,ls−1∑s
m=1
m,s−1
im=(n−1)K+k−ls−1−m˜1−1
(−1)(n−1)K+k−ls−1−m˜1−1
s−2∏
j=1
(
l j
i j
)(
ls−1
is
) s−2∏
m=1
(αpm )
imαis
k
,
it follows that, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞,
cˆD f =
1
m2!
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξl1) · · · dµ˜(ξn1) · · · dµ˜(ξn2) dµ˜(ξm2−κnk+1) · · ·
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× · · · dµ˜(ξm1)
(D)2
∏(n−1)K+k−1
i, j=0
j<i
(ξi−ξ j)2
(φ˜0(ξ0)φ˜0(ξ1) · · · φ˜0(ξl1) · · · φ˜0(ξn1) · · · φ˜0(ξn2)φ˜0(ξm2−κnk+1) · · · φ˜0(ξ(n−1)K+k−1))2
=
(D)2
((n−1)K+k)!
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξl1 ) · · · dµ˜(ξn1) · · · dµ˜(ξn2)
× dµ˜(ξ(n−1)K+k−κnk+1) · · · dµ˜(ξ(n−1)K+k−1)
(n−1)K+k−1∏
m=0
φ˜0(ξm)

−2 (n−1)K+k−1∏
i, j=0
j<i
(ξi−ξ j)2
=
(D)2
((n−1)K+k)!
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξl1 ) · · · dµ˜(ξn1) · · · dµ˜(ξn2)
× dµ˜(ξ(n−1)K+k−κnk+1) · · · dµ˜(ξ(n−1)K+k−1)
(n−1)K+k−1∏
i, j=0
j<i
(ξi−ξ j)2
(n−1)K+k−1∏
m=0
s−2∏
q=1
(ξm−αpq)κnkk˜q (ξm−αk)κnk−1

−2
⇒
cˆD f =
(D)2
((n−1)K+k)!
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξ(n−1)K+k−1)
(n−1)K+k−1∏
i, j=0
j<i
(ξi−ξ j)2
×
(n−1)K+k−1∏
m=0
s−2∏
q=1
(ξm−αpq)κnkk˜q (ξm−αk)κnk−1

−2
(>0). (327)
Hence, for n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk ,∞, Equations (325) and (327) establish the existence
and the uniqueness of the corresponding monic MPC ORF, πn
k
: N × {1, 2, . . . ,K} × C \ {αp1 , αp2 , . . . , αps} → C,
(n, k, z) 7→πn
k
(z)=X11(z)/(z−αk).
There remains, still, the question of the existence and the uniqueness ofX21 : N×{1, 2, . . . ,K}×C\{αp1 , αp2 , . . . ,
αps }→C, which necessitates an analysis for the elements of the second row of X(z), that is, X2m(z), m=1, 2 (thus
the gist of the subsequent calculations). Recalling that
∫
R
ξmw˜(ξ) dξ <∞, m ∈N0, and
∫
R
(ξ−αk)−(m+1)w˜(ξ) dξ <∞,
αk ,∞, k ∈ {1, 2, . . . ,K}, it follows, via the expansion 1z1−z2 =
∑l
i=0
zi2
zi+11
+
zl+12
zl+11 (z1−z2)
, l ∈ N0, the integral representa-
tion (cf. Equation (313)) X22(z) =
∫
R
(z−αk)X21(ξ)w˜(ξ)
(ξ−αk )(ξ−z)
dξ
2πi , z ∈ C \ R, and the second line of each of the asymptotic
conditions (310), (311), and (312), that, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞,∫
R
(X21(ξ)
ξ−αk
)
w˜(ξ)
(ξ−αk)p dξ=0, p=0, 1, . . . , κnk−2, (328)∫
R
(X21(ξ)
ξ−αk
)
w˜(ξ)
(ξ−αk)κnk−1
dξ=2πi, (329)∫
R
(X21(ξ)
ξ−αk
)
w˜(ξ)
(ξ−αpq)r
dξ=0, q=1, 2, . . . , s−2, r=1, 2, . . . , κnkk˜q , (330)∫
R
(X21(ξ)
ξ−αk
)
ξrw˜(ξ) dξ=0, r=1, 2, . . . , κ∞
nkk˜s−1
. (331)
(Note: for n = 1 and k ∈ {1, 2, . . . ,K} such that αps := αk , ∞, it can happen that the corresponding κ1k < 2, in
which case, Equation (328) is vacuous (of course, for n> 2, k ∈ {1, 2, . . . ,K}, κnk > 2); moreover, if, for n ∈N and
k ∈ {1, 2, . . . ,K} such that αps := αk , ∞, {αk′ , k′ ∈ {1, 2, . . . ,K}; αk′ , αk, αk , ∞} = ∅, then the corresponding
Equations (330) and (331) are vacuous; this can only happen if n=1.) Via the above ordered disjoint partition for
the repeated pole sequence {α1, α2, . . . , αK} ∪ {α1, α2, . . . , αK } ∪ · · · ∪ {α1, α2, . . . , αk}, and Equations (328)–(331),
one writes, in the indicated order,
X21(z)
z−αk =
s−2∑
q=1
lq∑
r=1
ν̂
f
q,r(n, k)
(z−αi(q)kq )r
+
ls−1∑
q=1
ν̂
f
s−1,q(n, k)z
q+
ls∑
q=1
ν̂
f
s,q(n, k)
(z−αi(s)ks )q−1
=
s−2∑
m=1
lm=κnkk˜m∑
q=1
ν̂
f
m,q(n, k)
(z−αpm)q
+
ls−1=κ∞nkk˜s−1∑
q=1
ν̂
f
s−1,q(n, k)z
q+
ls=κnk∑
q=1
ν̂
f
s,q(n, k)
(z−αk)q−1
, ν̂
f
s,ls
(n, k),0.
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Substituting the latter partial fraction expansion for X21(z)/(z−αk) into Equations (328)–(331), one arrives at, for
n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, the orthogonality conditions
∫
R

s−2∑
m=1
lm=κnkk˜m∑
q=1
ν̂
f
m,q(n, k)
(ξ−αpm)q
+
ls−1=κ∞
nkk˜s−1∑
q=1
ν̂
f
s−1,q(n, k)ξ
q+
ls=κnk∑
q=1
ν̂
f
s,q(n, k)
(ξ−αk)q−1
 w˜(ξ)(ξ−αk)r dξ=0, r=0, 1, . . . , κnk−2, (332)
∫
R

s−2∑
m=1
lm=κnkk˜m∑
q=1
ν̂
f
m,q(n, k)
(ξ−αpm)q
+
ls−1=κ∞nkk˜s−1∑
q=1
ν̂
f
s−1,q(n, k)ξ
q+
ls=κnk∑
q=1
ν̂
f
s,q(n, k)
(ξ−αk)q−1
 w˜(ξ)(ξ−αk)κnk−1 dξ=2πi, (333)
∫
R

s−2∑
m=1
lm=κnkk˜m∑
q=1
ν̂
f
m,q(n, k)
(ξ−αpm)q
+
ls−1=κ∞nkk˜s−1∑
q=1
ν̂
f
s−1,q(n, k)ξ
q+
ls=κnk∑
q=1
ν̂
f
s,q(n, k)
(ξ−αk)q−1
 w˜(ξ)(ξ−αpi ) j dξ=0,
i=1, 2, . . . , s−2, j=1, 2, . . . , li, (334)∫
R

s−2∑
m=1
lm=κnkk˜m∑
q=1
ν̂
f
m,q(n, k)
(ξ−αpm)q
+
ls−1=κ∞nkk˜s−1∑
q=1
ν̂
f
s−1,q(n, k)ξ
q+
ls=κnk∑
q=1
ν̂
f
s,q(n, k)
(ξ−αk)q−1
 ξrw˜(ξ) dξ=0, r=1, 2, . . . , ls−1. (335)
Incidentally, for n ∈N and k ∈ {1, 2, . . . ,K} such that αps := αk ,∞, via the orthogonality conditions (332), (334),
and (335), the orthogonality condition (333) can be manipulated thus:
2πi =
∫
R

s−2∑
m=1
lm=κnkk˜m∑
q=1
ν̂
f
m,q(n, k)
(ξ−αpm )q
+
ls−1=κ∞nkk˜s−1∑
q=1
ν̂
f
s−1,q(n, k)ξ
q+
ls=κnk∑
q=1
ν̂
f
s,q(n, k)
(ξ−αk)q−1
 ν̂
f
s,ls
(n, k)
(ξ−αk)κnk−1
× w˜(ξ)
ν̂
f
s,ls
(n, k)
dξ=
∫
R

s−2∑
m=1
lm=κnkk˜m∑
q=1
ν̂
f
m,q(n, k)
(ξ−αpm)q
+
ls−1=κ∞nkk˜s−1∑
q=1
ν̂
f
s−1,q(n, k)ξ
q+
ls=κnk∑
q=1
ν̂
f
s,q(n, k)
(ξ−αk)q−1

×

s−2∑
m=1
lm=κnkk˜m∑
q=1
ν̂
f
m,q(n, k)
(ξ−αpm)q
+
ls−1=κ∞
nkk˜s−1∑
q=1
ν̂
f
s−1,q(n, k)ξ
q+
ls−1=κnk−1∑
q=1
ν̂
f
s,q(n, k)
(ξ−αk)q−1
+
ν̂
f
s,ls
(n, k)
(ξ−αk)κnk−1

× w˜(ξ)
ν̂
f
s,ls
(n, k)
dξ=
∫
R

s−2∑
m=1
lm=κnkk˜m∑
q=1
ν̂
f
m,q(n, k)
(ξ−αpm)q
+
ls−1=κ∞nkk˜s−1∑
q=1
ν̂
f
s−1,q(n, k)ξ
q+
ls=κnk∑
q=1
ν̂
f
s,q(n, k)
(ξ−αk)q−1
︸                                                                               ︷︷                                                                               ︸
=X21(ξ)/(ξ−αk)
×

s−2∑
m=1
lm=κnkk˜m∑
q=1
ν̂
f
m,q(n, k)
(ξ−αpm)q
+
ls−1=κ∞
nkk˜s−1∑
q=1
ν̂
f
s−1,q(n, k)ξ
q+
ls=κnk∑
q=1
ν̂
f
s,q(n, k)
(ξ−αk)q−1
︸                                                                               ︷︷                                                                               ︸
=X21(ξ)/(ξ−αk )
w˜(ξ)
ν̂
f
s,ls
(n, k)
dξ
=
∫
R
(X21(ξ)
ξ−αk
)2
w˜(ξ)
ν̂
f
s,ls
(n, k)
dξ;
hence, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, one arrives at the ‘normalisation formula’∫
R
(X21(ξ)
ξ−αk
)2
w˜(ξ) dξ=2πi ν̂ fs,κnk(n, k).
For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, the orthogonality conditions (332)–(335) give rise to a total of
(cf. Equation (23))
∑s
r=1 lr=
∑s−2
r=1 lr+ls−1+ls=
∑s−2
r=1 κnkk˜r+κ
∞
nkk˜s−1
+κnk= (n−1)K+k linear inhomogeneous algebraic equa-
tions for the (n−1)K+k unknowns ν̂ f1,1(n, k), . . . , ν̂
f
1,l1
(n, k), . . . , ν̂ f
s−1,1(n, k), . . . , ν̂
f
s−1,ls−1(n, k), ν̂
f
s,1(n, k), . . . , ν̂
f
s,ls
(n, k),
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that is, 
∫
R
(ξ0−αk )0 dµ˜(ξ0)
(ξ0−αp1 )
···
∫
R
(ξ0−αk )0 dµ˜(ξ0)
(ξ0−αp1 )
l1
···
∫
R
ξ0 dµ˜(ξ0)
(ξ0−αk )0
···
∫
R
ξ
ls−1
0
dµ˜(ξ0)
(ξ0−αk )0
∫
R
(ξ0−αk )0 dµ˜(ξ0)
(ξ0−αk )0∫
R
(ξ1−αp1 )−1 dµ˜(ξ1)
(ξ1−αp1 )
···
∫
R
(ξ1−αp1 )−1 dµ˜(ξ1)
(ξ1−αp1 )
l1
···
∫
R
ξ1 dµ˜(ξ1)
(ξ1−αp1 )
···
∫
R
ξ
ls−1
1 dµ˜(ξ1)
(ξ1−αp1 )
∫
R
(ξ1−αp1 )−1 dµ˜(ξ1)
(ξ1−αk )0
...
. . .
...
. . .
...
. . .
...
...∫
R
(ξl1
−αp1 )
−l1 dµ˜(ξl1 )
(ξl1
−αp1 )
···
∫
R
(ξl1
−αp1 )
−l1 dµ˜(ξl1 )
(ξl1
−αp1 )
l1
···
∫
R
ξl1
dµ˜(ξl1
)
(ξl1
−αp1 )
l1
···
∫
R
ξ
ls−1
l1
dµ˜(ξl1
)
(ξl1
−αp1 )
l1
∫
R
(ξl1
−αp1 )
−l1 dµ˜(ξl1 )
(ξl1
−αk )0
...
. . .
...
. . .
...
. . .
...
...∫
R
ξn1 dµ˜(ξn1 )
(ξn1 −αp1 )
···
∫
R
ξn1 dµ˜(ξn1 )
(ξn1 −αp1 )
l1
···
∫
R
ξn1 ξn1 dµ˜(ξn1 ) ···
∫
R
ξ
ls−1
n1
ξn1 dµ˜(ξn1 )
∫
R
ξn1 dµ˜(ξn1 )
(ξn1−αk )0
...
. . .
...
. . .
...
. . .
...
...∫
R
ξ
ls−1
n2
dµ˜(ξn2 )
(ξn2 −αp1 )
···
∫
R
ξ
ls−1
n2
dµ˜(ξn2 )
(ξn2 −αp1 )
l1
···
∫
R
ξn2 ξ
ls−1
n2
dµ˜(ξn2 ) ···
∫
R
ξ
ls−1
n2
ξ
ls−1
n2
dµ˜(ξn2 )
∫
R
ξ
ls−1
n2
dµ˜(ξn2 )
(ξn2−αk )0∫
R
(ξn2+1
−αk )−1 dµ˜(ξn2+1)
(ξn2+1
−αp1 )
···
∫
R
(ξn2+1
−αk )−1 dµ˜(ξn2+1)
(ξn2+1
−αp1 )
l1
···
∫
R
ξn2+1
dµ˜(ξn2+1
)
(ξn2+1
−αk ) ···
∫
R
ξ
ls−1
n2+1
dµ˜(ξn2+1
)
(ξn2+1
−αk )
∫
R
(ξn2+1
−αk )−1 dµ˜(ξn2+1 )
(ξn2+1
−αk )0
...
. . .
...
. . .
...
. . .
...
...∫
R
(ξm1 −αk )
−κnk+1 dµ˜(ξm1 )
(ξm1 −αp1 )
···
∫
R
(ξm1 −αk )
−κnk+1 dµ˜(ξm1 )
(ξm1 −αp1 )
l1
···
∫
R
ξm1 dµ˜(ξm1 )
(ξm1 −αk )
κnk−1 ···
∫
R
ξ
ls−1
m1
dµ˜(ξm1 )
(ξm1 −αk )
κnk−1
∫
R
(ξm1 −αk )
−κnk+1 dµ˜(ξm1 )
(ξm1 −αk )0
··· ···
∫
R
(ξ0−αk )0 dµ˜(ξ0)
(ξ0−αk )κnk−1
··· ···
∫
R
(ξ1−αp1 )−1 dµ˜(ξ1)
(ξ1−αk )κnk−1
. . .
. . .
...
··· ···
∫
R
(ξl1
−αp1 )
−l1 dµ˜(ξl1 )
(ξl1
−αk )κnk−1
. . .
. . .
...
··· ···
∫
R
ξn1 dµ˜(ξn1 )
(ξn1 −αk )
κnk−1
. . .
. . .
...
··· ···
∫
R
ξ
ls−1
n2
dµ˜(ξn2 )
(ξn2 −αk )
κnk−1
··· ···
∫
R
(ξn2+1
−αk )−1 dµ˜(ξn2+1)
(ξn2+1
−αk )κnk−1
. . .
. . .
...
··· ···
∫
R
(ξm1 −αk )
−κnk+1 dµ˜(ξm1 )
(ξm1 −αk )
κnk−1


ν̂
f
1,1(n,k)
...
ν̂
f
1,l1
(n,k)
...
ν̂
f
s−1,1(n,k)
...
ν̂
f
s−1,ls−1 (n,k)
ν̂
f
s,1(n,k)
...
ν̂
f
s,ls
(n,k)

=

0
...
0
...
0
...
0
0
...
0
2πi

, (336)
where (with abuse of notation)
n1= l1+· · ·+ls−2+1, n2= (n−1)K+k−κnk, and m1= (n−1)K+k−1.
For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk , ∞, the linear system (336) of (n−1)K+k inhomogeneous
algebraic equations for the (n−1)K+k unknowns ν̂ f1,1(n, k), . . . , ν̂ f1,l1(n, k), . . . , ν̂
f
s−1,1(n, k), . . . , ν̂
f
s−1,ls−1(n, k), ν̂
f
s,1(n, k),
. . . , ν̂
f
s,ls
(n, k) admits a unique solution if, and only if, the determinant of the coefficient matrix, denoted N♯
f
(n, k),
is non-zero: this fact will now be established. Via the multi-linearity property of the determinant, one shows that,
for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞,
N♯
f
(n, k) =
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξl1) · · · dµ˜(ξn1) · · · dµ˜(ξn2) dµ˜(ξn2+1) · · · dµ˜(ξm1)
× 1
(ξ0−αk)0(ξ1−αp1)1 · · · (ξl1−αp1)l1 · · ·
1
(ξn1)1
· · · 1
(ξn2)ls−1
(ξn2+1−αk)1 · · · (ξm1−αk)κnk−1
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×
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1
(ξ0−αp1 )
··· 1
(ξ0−αp1 )
l1
··· ξ0 ··· ξls−10 1(ξ0−αk )0
1
(ξ0−αk )1
··· 1
(ξ0−αk )κnk−1
1
(ξ1−αp1 )
··· 1
(ξ1−αp1 )
l1
··· ξ1 ··· ξls−11 1(ξ1−αk )0
1
(ξ1−αk )1
··· 1
(ξ1−αk )κnk−1
...
. . .
...
. . .
...
. . .
...
...
...
. . .
...
1
(ξl1
−αp1 )
··· 1
(ξl1
−αp1 )
l1
··· ξl1 ··· ξ
ls−1
l1
1
(ξl1
−αk )0
1
(ξl1
−αk )1
··· 1
(ξl1
−αk )κnk−1
...
. . .
...
. . .
...
. . .
...
...
...
. . .
...
1
(ξn1−αp1 )
··· 1
(ξn1 −αp1 )
l1
··· ξn1 ··· ξ
ls−1
n1
1
(ξn1 −αk )0
1
(ξn1 −αk )1
··· 1
(ξn1 −αk )
κnk−1
...
. . .
...
. . .
...
. . .
...
...
...
. . .
...
1
(ξn2−αp1 )
··· 1
(ξn2 −αp1 )
l1
··· ξn2 ··· ξ
ls−1
n2
1
(ξn2 −αk )0
1
(ξn2 −αk )1
··· 1
(ξn2 −αk )
κnk−1
1
(ξn2+1
−αp1 )
··· 1
(ξn2+1
−αp1 )
l1
··· ξn2+1 ··· ξ
ls−1
n2+1
1
(ξn2+1
−αk )0
1
(ξn2+1
−αk )1
··· 1
(ξn2+1
−αk )κnk−1
...
. . .
...
. . .
...
. . .
...
...
...
. . .
...
1
(ξm1 −αp1 )
··· 1
(ξm1 −αp1 )
l1
··· ξm1 ··· ξ
ls−1
m1
1
(ξm1 −αk )0
1
(ξm1 −αk )1
··· 1
(ξm1 −αk )
κnk−1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
Recalling, for n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk , ∞, the (n−1)K+ k linearly independent func-
tions φ˜0(z), φ˜1(z), . . . , φ˜l1(z), . . . , φ˜n1(z), . . . , φ˜n2(z), φ˜n2+1(z), . . . , φ˜m1(z) introduced above for the analysis of cˆD f , one
shows that
N♯
f
(n, k) =
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξl1) · · · dµ˜(ξn1) · · · dµ˜(ξn2) dµ˜(ξn2+1) · · · dµ˜(ξm1)
× (−1)
(n−1)K+k−κnk(φ˜0(ξ0)φ˜0(ξ1) · · · φ˜0(ξl1) · · · φ˜0(ξn1) · · · φ˜0(ξn2)φ˜0(ξn2+1) · · · φ˜0(ξm1))−1
(ξ0−αk)0(ξ1−αp1)1 · · · (ξl1−αp1)l1 · · ·
1
(ξn1)1
· · · 1
(ξn2)ls−1
(ξn2+1−αk)1 · · · (ξm1−αk)κnk−1
×
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
φ˜0(ξ0) φ˜1(ξ0) ··· φ˜l1 (ξ0) ··· φ˜n1 (ξ0) ··· φ˜n2 (ξ0) φ˜n2+1(ξ0) ··· φ˜(n−1)K+k−1(ξ0)
φ˜0(ξ1) φ˜1(ξ1) ··· φ˜l1 (ξ1) ··· φ˜n1 (ξ1) ··· φ˜n2 (ξ1) φ˜n2+1(ξ1) ··· φ˜(n−1)K+k−1(ξ1)
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
φ˜0(ξl1 ) φ˜1(ξl1 ) ··· φ˜l1 (ξl1 ) ··· φ˜n1 (ξl1 ) ··· φ˜n2 (ξl1 ) φ˜n2+1(ξl1 ) ··· φ˜(n−1)K+k−1(ξl1 )
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
φ˜0(ξn1 ) φ˜1(ξn1 ) ··· φ˜l1 (ξn1 ) ··· φ˜n1 (ξn1 ) ··· φ˜n2 (ξn1 ) φ˜n2+1(ξn1 ) ··· φ˜(n−1)K+k−1(ξn1 )
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
φ˜0(ξn2 ) φ˜1(ξn2 ) ··· φ˜l1 (ξn2 ) ··· φ˜n1 (ξn2 ) ··· φ˜n2 (ξn2 ) φ˜n2+1(ξn2 ) ··· φ˜(n−1)K+k−1(ξn2 )
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
φ˜0(ξm1−1) φ˜1(ξm1−1) ··· φ˜l1 (ξm1−1) ··· φ˜n1 (ξm1−1) ··· φ˜n2 (ξm1−1) φ˜n2+1(ξm1−1) ··· φ˜(n−1)K+k−1(ξm1−1)
φ˜0(ξm1 ) φ˜1(ξm1 ) ··· φ˜l1 (ξm1 ) ··· φ˜n1 (ξm1 ) ··· φ˜n2 (ξm1 ) φ˜n2+1(ξm1 ) ··· φ˜(n−1)K+k−1(ξm1 )
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
Modulo the undulatory factor (−1)(n−1)K+k−κnk , this is the same determinantal expression encountered while study-
ing cˆD f ; therefore, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, it follows that
N♯
f
(n, k) =
(−1)(n−1)K+k−κnk (D)2
((n−1)K+k)!
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξ(n−1)K+k−1)
×
(n−1)K+k−1∏
i, j=0
j<i
(ξi−ξ j)2
(n−1)K+k−1∏
m=0
s−2∏
q=1
(ξm−αpq)κnkk˜q (ξm−αk)κnk−1

−2
(,0), (337)
whence follows, for n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk , ∞, the existence and the uniqueness of
X21(z)/(z−αk). 
Remark 2.1. A calculation shows that (cf. Equations (297) and (299)), for (n, k) ∈ N × {1, 2, . . . ,K} such that
αps :=αk =∞, D
∨
=D ,ˆ whilst (cf. Equations (324) and (326)) for (n, k)∈N × {1, 2, . . . ,K} such that αps :=αk ,∞,
D♦/D= (−1)(n−1)K+k∏s−2q=1(αk−αpq)κnkk˜q .
Lemma 2.2. Let V˜ : R\{α1, α2, . . . , αK}→R satisfy conditions (48)–(50). LetX : N×{1, 2, . . . ,K}×C\R→SL2(C)
be the unique solution of the RHP stated in Lemma RHPMPC with integral representation given by Equation (283)
for αps :=αk=∞ (resp., Equation (284) for αps :=αk,∞), k∈{1, 2, . . . ,K}. For n∈N and k∈{1, 2, . . . ,K} such that
αps := αk =∞ (resp., αps := αk ,∞), let πnk(z) be the corresponding monic MPC ORF defined in Subsection 1.2.1
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(resp., Subsection 1.2.2). Then: (i) for n ∈N and k ∈ {1, 2, . . . ,K} such that αps := αk =∞, πnk(z) and X21(z) have,
respectively, the following integral representations,
πnk(z)=X11(z)=
D
∨
Dˆ
 s−1∏
q=1
(z−αpq)κnkk˜q

−1
ΥN∞(n, k; z)
ΥD∞ (n, k)
, (338)
where D
∨
and D ,ˆ with D
∨
=D ,ˆ are defined by Equations (297) and (299), respectively,
ΥN∞ (n, k; z) =
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξ(n−1)K+k−1)
(n−1)K+k−1∏
i, j=0
j<i
(ξi−ξ j)2
×
(n−1)K+k−1∏
m=0
s−1∏
q=1
(ξm−αpq)κnkk˜q

−2 (n−1)K+k−1∏
l=0
(z−ξl),
ΥD∞ (n, k) =
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k
dµ˜(τ0) dµ˜(τ1) · · · dµ˜(τ(n−1)K+k−1)
(n−1)K+k−1∏
i, j=0
j<i
(τi−τ j)2
×
(n−1)K+k−1∏
m=0
s−1∏
q=1
(τm−αpq)κnkk˜q

−2
,
with dµ˜(z)=exp(−nV˜(z)) dz, and
X21(z)=−2πi((n−1)K+k)D
♠
Dˆ
 s−1∏
q=1
(z−αpq)κnkk˜q

−1
ΛN∞ (n, k; z)
ΛD∞ (n, k)
, (339)
where D♠ is defined by Equation (342) (see below),
ΛN∞ (n, k; z) =
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k−1
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξ(n−1)K+k−2)
(n−1)K+k−2∏
i, j=0
j<i
(ξi−ξ j)2
×
(n−1)K+k−2∏
m=0
s−1∏
q=1
(ξm−αpq)κnkk˜q

−2 (n−1)K+k−2∏
l=0
(z−ξl),
ΛD∞ (n, k) =
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k
dµ˜(τ0) dµ˜(τ1) · · · dµ˜(τ(n−1)K+k−1)
(n−1)K+k−1∏
i, j=0
j<i
(τi−τ j)2
×
(n−1)K+k−1∏
m=0
s−1∏
q=1
(τm−αpq)κnkk˜q

−2
;
and (ii) for n ∈N and k ∈ {1, 2, . . . ,K} such that αps := αk ,∞, πnk(z) and X21(z) have, respectively, the following
integral representations,
πnk(z)=
X11(z)
z−αk =
D♦
D
 s−2∏
q=1
(z−αpq)κnkk˜q (z−αk)κnk

−1
ΥN f (n, k; z)
ΥD f (n, k)
, (340)
where D♦ and D, with D♦/D= (−1)(n−1)K+k∏s−2q=1(αk−αpq )κnkk˜q , are defined by Equations (324) and (326), respec-
tively,
ΥN f (n, k; z) =
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξ(n−1)K+k−1)
(n−1)K+k−1∏
i, j=0
j<i
(ξi−ξ j)2
×
(n−1)K+k−1∏
m=0
s−2∏
q=1
(ξm−αpq )κnkk˜q (ξm−αk)κnk

−2 (n−1)K+k−1∏
l=0
(ξl−αk)(z−ξl),
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ΥD f (n, k) =
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k
dµ˜(τ0) dµ˜(τ1) · · · dµ˜(τ(n−1)K+k−1)
(n−1)K+k−1∏
i, j=0
j<i
(τi−τ j)2
×
(n−1)K+k−1∏
m=0
s−2∏
q=1
(τm−αpq)κnkk˜q (τm−αk)κnk−1

−2
,
and
X21(z)
z−αk =2πi((n−1)K+k)
D♣
D
 s−2∏
q=1
(z−αpq)κnkk˜q (z−αk)κnk−1

−1
ΛN f (n, k; z)
ΛD f (n, k)
, (341)
where D♣ is defined by Equation (343) (see below),
ΛN f (n, k; z) =
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k−1
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξ(n−1)K+k−2)
(n−1)K+k−2∏
i, j=0
j<i
(ξi−ξ j)2
×
(n−1)K+k−2∏
m=0
s−2∏
q=1
(ξm−αpq)κnkk˜q (ξm−αk)κnk−1

−2 (n−1)K+k−2∏
l=0
(ξl−αk)(z−ξl),
ΛD f (n, k) =
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k
dµ˜(τ0) dµ˜(τ1) · · · dµ˜(τ(n−1)K+k−1)
(n−1)K+k−1∏
i, j=0
j<i
(τi−τ j)2
×
(n−1)K+k−1∏
m=0
s−2∏
q=1
(τm−αpq)κnkk˜q (τm−αk)κnk−1

−2
.
Proof. The proof consists of two cases: (i) n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk =∞ (see case (1)
below); and (ii) n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞ (see case (2) below).
(1) For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞, recall from the proof of Lemma 2.1 (cf. case (1)) the
ordered disjoint partition for {α1, α2, . . . , αK } ∪ {α1, α2, . . . , αK} ∪ · · · ∪ {α1, α2, . . . , αk} and the associated formula
for the corresponding monic MPC ORF,
πnk(z)=X11(z)= φ˜∞0 (n, k)+
s−1∑
m=1
lm=κnkk˜m∑
q=1
ν˜∞m,q(n, k)
(z−αpm)q
+
ls−1=κnk−1∑
q=1
ν˜∞s,q(n, k)z
q+zκnk ,
where the (n − 1)K + k coefficients φ˜∞0 (n, k), ν˜∞1,1(n, k), . . . , ν˜∞1,l1(n, k), . . . , ν˜∞s−1,1(n, k), . . . , ν˜∞s−1,ls−1(n, k), ν˜∞s,1(n, k),
. . . , ν˜∞
s,ls−1(n, k), (µ
∞
n,κnk
(n, k))−2, with µ∞n,κnk (n, k) being the associated norming constant (see Corollary 2.1, Equa-
tion (344), below), satisfy the linear inhomogeneous algebraic system of equations (295). Via the multi-linearity
property of the determinant and an application of Cramer’s Rule to system (295), one arrives at, for n ∈ N and
k∈{1, 2, . . . ,K} such that αps :=αk=∞, the following—ordered—determinantal representation for the correspond-
ing monic MPC ORF:
πnk(z)=X11(z)= cˆ−1D∞
∞
Ξ
n
k(z),
where cˆD∞ is given by Equation (300), and, with
n1= l1+· · ·+ls−2+1, n2= (n−1)K+k−κnk, m1= (n−1)K+k−1, m2= (n−1)K+k,
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and dµ˜(z)=exp(−nV˜(z)) dz,
∞
Ξ
n
k(z) :=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∫
R
ξ00 dµ˜(ξ0)
∫
R
ξ00 dµ˜(ξ0)
(ξ0−αp1 )
···
∫
R
ξ00 dµ˜(ξ0)
(ξ0−αp1 )
l1
···
∫
R
ξ00 dµ˜(ξ0)
(ξ0−αps−1 )
···∫
R
dµ˜(ξ1)
(ξ1−αp1 )
∫
R
(ξ1−αp1 )−1 dµ˜(ξ1)
(ξ1−αp1 )
···
∫
R
(ξ1−αp1 )−1 dµ˜(ξ1)
(ξ1−αp1 )
l1
···
∫
R
(ξ1−αp1 )−1 dµ˜(ξ1)
(ξ1−αps−1 )
···
...
...
. . .
...
. . .
...
. . .∫
R
dµ˜(ξl1
)
(ξl1
−αp1 )
l1
∫
R
(ξl1
−αp1 )
−l1 dµ˜(ξl1 )
(ξl1
−αp1 )
···
∫
R
(ξl1
−αp1 )
−l1 dµ˜(ξl1 )
(ξl1
−αp1 )
l1
···
∫
R
(ξl1
−αp1 )
−l1 dµ˜(ξl1 )
(ξl1
−αps−1 )
···
...
...
. . .
...
. . .
...
. . .∫
R
dµ˜(ξn1 )
(ξn1 −αps−1 )
∫
R
(ξn1 −αps−1 )−1 dµ˜(ξn1 )
(ξn1 −αp1 )
···
∫
R
(ξn1−αps−1 )−1 dµ˜(ξn1 )
(ξn1 −αp1 )
l1
···
∫
R
(ξn1 −αps−1 )−1 dµ˜(ξn1 )
(ξn1 −αps−1 )
···
...
...
. . .
...
. . .
...
. . .∫
R
dµ˜(ξn2 )
(ξn2 −αps−1 )
ls−1
∫
R
(ξn2 −αps−1 )
−ls−1 dµ˜(ξn2 )
(ξn2 −αp1 )
···
∫
R
(ξn2 −αps−1 )
−ls−1 dµ˜(ξn2 )
(ξn2 −αp1 )
l1
···
∫
R
(ξn2−αps−1 )
−ls−1 dµ˜(ξn2 )
(ξn2 −αps−1 )
···
...
...
. . .
...
. . .
...
. . .∫
R
ξ
κnk−1
m1
dµ˜(ξm1 )
∫
R
ξ
κnk−1
m1
dµ˜(ξm1 )
(ξm1 −αp1 )
···
∫
R
ξ
κnk−1
m1
dµ˜(ξm1 )
(ξm1 −αp1 )
l1
···
∫
R
ξ
κnk−1
m1
dµ˜(ξm1 )
(ξm1 −αps−1 )
···
1 1
z−αp1
··· 1
(z−αp1 )
l1
··· 1(z−αps−1 ) ···
···
∫
R
ξ00 dµ˜(ξ0)
(ξ0−αps−1 )
ls−1
∫
R
ξ0ξ
0
0 dµ˜(ξ0) ···
∫
R
ξ
κnk
0 ξ
0
0 dµ˜(ξ0)
···
∫
R
(ξ1−αp1 )−1 dµ˜(ξ1)
(ξ1−αps−1 )
ls−1
∫
R
ξ1 dµ˜(ξ1)
(ξ1−αp1 )
···
∫
R
ξ
κnk
1
dµ˜(ξ1)
(ξ1−αp1 )
. . .
...
...
. . .
...
···
∫
R
(ξl1
−αp1 )
−l1 dµ˜(ξl1 )
(ξl1
−αps−1 )
ls−1
∫
R
ξl1
dµ˜(ξl1
)
(ξl1
−αp1 )
l1
···
∫
R
ξ
κnk
l1
dµ˜(ξl1
)
(ξl1
−αp1 )
l1
. . .
...
...
. . .
...
···
∫
R
(ξn1−αps−1 )−1 dµ˜(ξn1 )
(ξn1 −αps−1 )
ls−1
∫
R
ξn1 dµ˜(ξn1 )
(ξn1−αps−1 )
···
∫
R
ξ
κnk
n1
dµ˜(ξn1 )
(ξn1 −αps−1 )
. . .
...
...
. . .
...
···
∫
R
(ξn2 −αps−1 )
−ls−1 dµ˜(ξn2 )
(ξn2 −αps−1 )
ls−1
∫
R
ξn2 dµ˜(ξn2 )
(ξn2−αps−1 )
ls−1 ···
∫
R
ξ
κnk
n2
dµ˜(ξn2 )
(ξn2 −αps−1 )
ls−1
. . .
...
...
. . .
...
···
∫
R
ξ
κnk−1
m1
dµ˜(ξm1 )
(ξm1 −αps−1 )
ls−1
∫
R
ξm1 ξ
κnk−1
m1
dµ˜(ξm1 ) ···
∫
R
ξ
κnk
m1
ξ
κnk−1
m1
dµ˜(ξm1 )
··· 1
(z−αps−1 )
ls−1 z ··· z
κnk
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξl1 ) · · · dµ˜(ξn1 ) · · · dµ˜(ξn2) dµ˜(ξm2−κnk+1) · · · dµ˜(ξm1)
× 1
1
ξ00
(ξ1−αp1)1 · · · (ξl1−αp1)l1 · · · (ξn1−αps−1)1 · · · (ξn2−αps−1 )ls−1
1
(ξm2−κnk+1)1
· · · 1
(ξm1)κnk−1
×
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 1(ξ0−αp1 )
··· 1
(ξ0−αp1 )
l1
··· 1(ξ0−αps−1 ) ···
1
(ξ0−αps−1 )
ls−1 ξ0 ··· ξ
κnk
0
1 1(ξ1−αp1 )
··· 1
(ξ1−αp1 )
l1
··· 1(ξ1−αps−1 ) ···
1
(ξ1−αps−1 )
ls−1 ξ1 ··· ξ
κnk
1
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
1 1(ξl1 −αp1 )
··· 1
(ξl1
−αp1 )
l1
··· 1(ξl1 −αps−1 ) ···
1
(ξl1
−αps−1 )
ls−1 ξl1 ··· ξ
κnk
l1
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
1 1(ξn1 −αp1 )
··· 1
(ξn1 −αp1 )
l1
··· 1(ξn1 −αps−1 ) ···
1
(ξn1 −αps−1 )
ls−1 ξn1 ··· ξ
κnk
n1
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
1 1(ξn2 −αp1 )
··· 1
(ξn2 −αp1 )
l1
··· 1(ξn2 −αps−1 ) ···
1
(ξn2 −αps−1 )
ls−1 ξn2 ··· ξ
κnk
n2
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
1 1(ξm1 −αp1 )
··· 1
(ξm1 −αp1 )
l1
··· 1(ξm1 −αps−1 ) ···
1
(ξm1 −αps−1 )
ls−1 ξm1 ··· ξ
κnk
m1
1 1
z−αp1
··· 1
(z−αp1 )
l1
··· 1(z−αps−1 ) ···
1
(z−αps−1 )
ls−1 z ··· z
κnk
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk =∞, recalling from the proof of Lemma 2.1 (cf. case (1)) the
(n−1)K+ k+1 linearly independent functions φ̂0(z) := ∏s−1m=1(z−αpm )lm =: ∑(n−1)K+kj=0 a∨j,0z j, φ̂q(r1)(z) := {̂φ0(z)(z−
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αpr1 )
−m(r1)(1−δr1 s)zm(r1)δr1s =:
∑(n−1)K+k
j=0 a
∨
j,q(r1)
z j}, r1 = 1, . . . , s−1, s, q(r1) = ∑r1−1i=1 li+1,∑r1−1i=1 li+2, . . . ,∑r1−1i=1 li+ lr1 ,
m(r1)=1, 2, . . . , lr1 , and the (n−1)K+k linearly independent functions ψ0(z) :=
∏s−1
m=1(z−αpm )lm =:
∑(n−1)K+k−1
j=0 aˆ j,0z
j,
ψq(r2)(z) := {ψ0(z)(z−αpr2 )−m(r2)(1−δr2 s)zm(r2)δr2 s =:
∑(n−1)K+k−1
j=0 aˆ j,q(r2)
z j}, r2=1, . . . , s−1, s, q(r2)=∑r2−1i=1 li+1,∑r2−1i=1 li+
2, . . . ,
∑r2−1
i=1 li+ lr2−δr2s, m(r2) = 1, 2, . . . , lr2−δr2s, one proceeds, via the latter determinantal expression, with the
analysis of
∞
Ξ
n
k(z):
∞
Ξ
n
k(z) =
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξl1) · · · dµ˜(ξn1) · · · dµ˜(ξn2) dµ˜(ξm2−κnk+1) · · · dµ˜(ξm1)
× 1
1
ξ00
(ξ1−αp1)1 · · · (ξl1−αp1)l1 · · · (ξn1−αps−1 )1 · · · (ξn2−αps−1)ls−1
1
(ξm2−κnk+1)1
· · · 1
ξκnk−1m1
× (φ̂0(z))
−1
φ̂0(ξ0)φ̂0(ξ1) · · · φ̂0(ξl1) · · · φ̂0(ξn1) · · · φ̂0(ξn2)φ̂0(ξm2−κnk+1) · · · φ̂0(ξm1)
×
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
φ̂0(ξ0) φ̂1(ξ0) ··· φ̂l1 (ξ0) ··· φ̂n1 (ξ0) ··· φ̂n2 (ξ0) φ̂m2−κnk+1(ξ0) ··· φ̂(n−1)K+k(ξ0)
φ̂0(ξ1) φ̂1(ξ1) ··· φ̂l1 (ξ1) ··· φ̂n1 (ξ1) ··· φ̂n2 (ξ1) φ̂m2−κnk+1(ξ1) ··· φ̂(n−1)K+k(ξ1)
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
φ̂0(ξl1 ) φ̂1(ξl1 ) ··· φ̂l1 (ξl1 ) ··· φ̂n1 (ξl1 ) ··· φ̂n2 (ξl1 ) φ̂m2−κnk+1(ξl1 ) ··· φ̂(n−1)K+k(ξl1 )
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
φ̂0(ξn1 ) φ̂1(ξn1 ) ··· φ̂l1 (ξn1 ) ··· φ̂n1 (ξn1 ) ··· φ̂n2 (ξn1 ) φ̂m2−κnk+1(ξn1 ) ··· φ̂(n−1)K+k(ξn1 )
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
φ̂0(ξn2 ) φ̂1(ξn2 ) ··· φ̂l1 (ξn2 ) ··· φ̂n1 (ξn2 ) ··· φ̂n2 (ξn2 ) φ̂m2−κnk+1(ξn2 ) ··· φ̂(n−1)K+k(ξn2 )
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
φ̂0(ξm1 ) φ̂1(ξm1 ) ··· φ̂l1 (ξm1 ) ··· φ̂n1 (ξm1 ) ··· φ̂n2 (ξm1 ) φ̂m2−κnk+1(ξm1 ) ··· φ̂(n−1)K+k(ξm1 )
φ̂0(z) φ̂1(z) ··· φ̂l1 (z) ··· φ̂n1 (z) ··· φ̂n2 (z) φ̂m2−κnk+1(z) ··· φ̂(n−1)K+k(z)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣︸                                                                                      ︷︷                                                                                      ︸
=:GH(ξ0 ,ξ1,...,ξl1 ,...,ξn1 ,...,ξn2 ,...,ξ(n−1)K+k−1 ;z)
=
( φ̂0(z))−1
m2!
∑
σ∈Sm2
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k
dµ˜(ξσ(0)) dµ˜(ξσ(1)) · · · dµ˜(ξσ(l1)) · · · dµ˜(ξσ(n1)) · · · dµ˜(ξσ(n2))
× ··· dµ˜(ξσ(m2−κnk+1)) ···dµ˜(ξσ(m1))1
ξ0σ(0)
(ξσ(1)−αp1 )1···(ξσ(l1 )−αp1 )l1 ···(ξσ(n1)−αps−1 )1···(ξσ(n2 )−αps−1 )ls−1
1
(ξσ(m2−κnk+1))1
···
1
ξκnk−1σ(m1)
× 1
φ̂0(ξσ(0))φ̂0(ξσ(1)) · · · φ̂0(ξσ(l1)) · · · φ̂0(ξσ(n1)) · · · φ̂0(ξσ(n2))φ̂0(ξσ(m2−κnk+1)) · · · φ̂0(ξσ(m1))
×GH(ξσ(0), ξσ(1), . . . , ξσ(l1), . . . , ξσ(n1), . . . , ξσ(n2), . . . , ξσ((n−1)K+k−1); z)
=
( φ̂0(z))−1
m2!
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξl1) · · · dµ˜(ξn1) · · · dµ˜(ξn2) dµ˜(ξm2−κnk+1) · · ·
× · · · dµ˜(ξm1)GH(ξ0, ξ1, . . . , ξl1 , . . . , ξn1 , . . . , ξn2 , . . . , ξ(n−1)K+k−1; z)
×
∑
σ∈Sm2
sgn(σ) 11
ξ0σ(0)
(ξσ(1)−αp1 )1···(ξσ(l1)−αp1 )l1 ···(ξσ(n1 )−αps−1 )1···(ξσ(n2)−αps−1 )ls−1
1
(ξσ(m2−κnk+1))1
···
1
ξκnk−1σ(m1)
× 1
φ̂0(ξσ(0))φ̂0(ξσ(1)) · · · φ̂0(ξσ(l1)) · · · φ̂0(ξσ(n1)) · · · φ̂0(ξσ(n2))φ̂0(ξσ(m2−κnk+1)) · · · φ̂0(ξσ(m1))
=
( φ̂0(z))−1
m2!
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξl1) · · · dµ˜(ξn1) · · · dµ˜(ξn2) dµ˜(ξm2−κnk+1) · · ·
× · · · dµ˜(ξm1)
GH(ξ0, ξ1, . . . , ξl1 , . . . , ξn1 , . . . , ξn2 , . . . , ξ(n−1)K+k−1; z)
φ̂0(ξ0)φ̂0(ξ1) · · · φ̂0(ξl1) · · · φ̂0(ξn1) · · · φ̂0(ξn2)φ̂0(ξm2−κnk+1) · · · φ̂0(ξm1)
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×
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 1(ξ0−αp1 )
··· 1
(ξ0−αp1 )
l1
··· 1(ξ0−αps−1 ) ···
1
(ξ0−αps−1 )
ls−1 ξ0 ··· ξ
κnk−1
0
1 1(ξ1−αp1 )
··· 1
(ξ1−αp1 )
l1
··· 1(ξ1−αps−1 ) ···
1
(ξ1−αps−1 )
ls−1 ξ1 ··· ξ
κnk−1
1
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
1 1(ξl1 −αp1 )
··· 1
(ξl1
−αp1 )
l1
··· 1(ξl1−αps−1 ) ···
1
(ξl1
−αps−1 )
ls−1 ξl1 ··· ξ
κnk−1
l1
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
1 1(ξn1 −αp1 )
··· 1
(ξn1 −αp1 )
l1
··· 1(ξn1 −αps−1 ) ···
1
(ξn1 −αps−1 )
ls−1 ξn1 ··· ξ
κnk−1
n1
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
1 1(ξn2 −αp1 )
··· 1
(ξn2 −αp1 )
l1
··· 1(ξn2 −αps−1 ) ···
1
(ξn2 −αps−1 )
ls−1 ξn2 ··· ξ
κnk−1
n2
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
1 1(ξm1 −αp1 )
··· 1
(ξm1 −αp1 )
l1
··· 1(ξm1 −αps−1 ) ···
1
(ξm1 −αps−1 )
ls−1 ξm1 ··· ξ
κnk−1
m1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
( φ̂0(z))−1
m2!
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξl1) · · · dµ˜(ξn1) · · · dµ˜(ξn2) dµ˜(ξm2−κnk+1) · · ·
× · · · dµ˜(ξm1)
GH(ξ0, ξ1, . . . , ξl1 , . . . , ξn1 , . . . , ξn2 , . . . , ξ(n−1)K+k−1; z)
φ̂0(ξ0)φ̂0(ξ1) · · · φ̂0(ξl1) · · · φ̂0(ξn1) · · · φ̂0(ξn2)φ̂0(ξm2−κnk+1) · · · φ̂0(ξm1)
× 1
ψ0(ξ0)ψ0(ξ1) · · ·ψ0(ξl1) · · ·ψ0(ξn1) · · ·ψ0(ξn2)ψ0(ξm2−κnk+1) · · ·ψ0(ξm1)
×
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
ψ0(ξ0) ψ1(ξ0) ··· ψl1 (ξ0) ··· ψn1 (ξ0) ··· ψn2 (ξ0) ψm2−κnk+1(ξ0) ··· ψ(n−1)K+k−1(ξ0)
ψ0(ξ1) ψ1(ξ1) ··· ψl1 (ξ1) ··· ψn1 (ξ1) ··· ψn2 (ξ1) ψm2−κnk+1(ξ1) ··· ψ(n−1)K+k−1(ξ1)
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
ψ0(ξl1 ) ψ1(ξl1 ) ··· ψl1 (ξl1 ) ··· ψn1 (ξl1 ) ··· ψn2 (ξl1 ) ψm2−κnk+1(ξl1 ) ··· ψ(n−1)K+k−1(ξl1 )
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
ψ0(ξn1 ) ψ1(ξn1 ) ··· ψl1 (ξn1 ) ··· ψn1 (ξn1 ) ··· ψn2 (ξn1 ) ψm2−κnk+1(ξn1 ) ··· ψ(n−1)K+k−1(ξn1 )
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
ψ0(ξn2 ) ψ1(ξn2 ) ··· ψl1 (ξn2 ) ··· ψn1 (ξn2 ) ··· ψn2 (ξn2 ) ψm2−κnk+1(ξn2 ) ··· ψ(n−1)K+k−1(ξn2 )
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
ψ0(ξm1 ) ψ1(ξm1 ) ··· ψl1 (ξm1 ) ··· ψn1 (ξm1 ) ··· ψn2 (ξm1 ) ψm2−κnk+1(ξm1 ) ··· ψ(n−1)K+k−1(ξm1 )
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣︸                                                                                          ︷︷                                                                                          ︸
= Dˆ
∏(n−1)K+k−1
i, j=0
j<i
(ξi−ξ j) (cf. proof of Lemma 2.1, case (1))
=
Dˆ ( φ̂0(z))−1
m2!
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξl1) · · · dµ˜(ξn1) · · · dµ˜(ξn2) dµ˜(ξm2−κnk+1) · · ·
× · · · dµ˜(ξm1)
∏(n−1)K+k−1
i, j=0
j<i
(ξi−ξ j)
φ̂0(ξ0)φ̂0(ξ1) · · · φ̂0(ξl1) · · · φ̂0(ξn1) · · · φ̂0(ξn2)φ̂0(ξm2−κnk+1) · · · φ̂0(ξm1)
× 1
ψ0(ξ0)ψ0(ξ1) · · ·ψ0(ξl1) · · ·ψ0(ξn1) · · ·ψ0(ξn2)ψ0(ξm2−κnk+1) · · ·ψ0(ξm1)
×
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
φ̂0(ξ0) φ̂1(ξ0) ··· φ̂l1 (ξ0) ··· φ̂n1 (ξ0) ··· φ̂n2 (ξ0) φ̂m2−κnk+1(ξ0) ··· φ̂(n−1)K+k(ξ0)
φ̂0(ξ1) φ̂1(ξ1) ··· φ̂l1 (ξ1) ··· φ̂n1 (ξ1) ··· φ̂n2 (ξ1) φ̂m2−κnk+1(ξ1) ··· φ̂(n−1)K+k(ξ1)
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
φ̂0(ξl1 ) φ̂1(ξl1 ) ··· φ̂l1 (ξl1 ) ··· φ̂n1 (ξl1 ) ··· φ̂n2 (ξl1 ) φ̂m2−κnk+1(ξl1 ) ··· φ̂(n−1)K+k(ξl1 )
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
φ̂0(ξn1 ) φ̂1(ξn1 ) ··· φ̂l1 (ξn1 ) ··· φ̂n1 (ξn1 ) ··· φ̂n2 (ξn1 ) φ̂m2−κnk+1(ξn1 ) ··· φ̂(n−1)K+k(ξn1 )
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
φ̂0(ξn2 ) φ̂1(ξn2 ) ··· φ̂l1 (ξn2 ) ··· φ̂n1 (ξn2 ) ··· φ̂n2 (ξn2 ) φ̂m2−κnk+1(ξn2 ) ··· φ̂(n−1)K+k(ξn2 )
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
φ̂0(ξm1 ) φ̂1(ξm1 ) ··· φ̂l1 (ξm1 ) ··· φ̂n1 (ξm1 ) ··· φ̂n2 (ξm1 ) φ̂m2−κnk+1(ξm1 ) ··· φ̂(n−1)K+k(ξm1 )
φ̂0(z) φ̂1(z) ··· φ̂l1 (z) ··· φ̂n1 (z) ··· φ̂n2 (z) φ̂m2−κnk+1(z) ··· φ̂(n−1)K+k(z)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣︸                                                                                      ︷︷                                                                                      ︸
=D
∨ ∏(n−1)K+k−1
i, j=0
j<i
(ξi−ξ j)
∏(n−1)K+k−1
m=0 (z−ξm) (cf. proof of Lemma 2.1, case (1))
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=
DˆD
∨
( φ̂0(z))−1
((n−1)K+k)!
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξl1) · · · dµ˜(ξn1) · · · dµ˜(ξn2) dµ˜(ξm2−κnk+1) · · ·
× · · · dµ˜(ξm1)
(ψ0(ξ0)ψ0(ξ1) · · ·ψ0(ξl1) · · ·ψ0(ξn1) · · ·ψ0(ξn2)ψ0(ξm2−κnk+1) · · ·ψ0(ξm1))−1
φ̂0(ξ0)φ̂0(ξ1) · · · φ̂0(ξl1) · · · φ̂0(ξn1) · · · φ̂0(ξn2)φ̂0(ξm2−κnk+1) · · · φ̂0(ξm1)
×
(n−1)K+k−1∏
i, j=0
j<i
(ξi−ξ j)2
(n−1)K+k−1∏
m=0
(z−ξm);
but, recalling that, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞, φ̂0(z)=ψ0(z), one arrives at
∞
Ξ
n
k(z) =
DˆD
∨
( φ̂0(z))−1
((n−1)K+k)!
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξl1) · · · dµ˜(ξn1) · · · dµ˜(ξn2 )
× dµ˜(ξ(n−1)K+k−κnk+1) · · · dµ˜(ξ(n−1)K+k−1)
(n−1)K+k−1∏
l=0
φ̂0(ξl)

−2 (n−1)K+k−1∏
i, j=0
j<i
(ξi−ξ j)2
(n−1)K+k−1∏
m=0
(z−ξm) ⇒
∞
Ξ
n
k(z) =
DˆD
∨
((n−1)K+k)!
 s−1∏
q=1
(z−αpq)κnkk˜q

−1 ∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξ(n−1)K+k−1)
×
(n−1)K+k−1∏
m=0
s−1∏
q=1
(ξm−αpq)κnkk˜q

−2 (n−1)K+k−1∏
i, j=0
j<i
(ξi−ξ j)2
(n−1)K+k−1∏
l=0
(z−ξl).
Recalling that, for n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk =∞, πnk(z) =X11(z) =
∞
Ξ
n
k(z)/cˆD∞ , where
∞
Ξ
n
k(z) is
given directly above, and cˆD∞ is given by Equation (300), one arrives at the integral representation for π
n
k
(z) given
in Equation (338).
The determinantal representation for X21(z) is now considered. For n ∈ N and k ∈ {1, 2, . . . ,K} such that
αps := αk =∞, recall the ordered disjoint partition for {α1, α2, . . . , αK} ∪ {α1, α2, . . . , αK} ∪ · · · ∪ {α1, α2, . . . , αk}
introduced in the proof of Lemma 2.1 (cf. case (1)). For this ordered disjoint partition, introduce, for n ∈ N and
k∈{1, 2, . . . ,K} such that αps :=αk=∞, the following notation (recall that lq=κnkk˜q , q=1, 2, . . . , s−1, and ls=κnk):
ψ̂0(z) :=
s−1∏
m=1
(z−αpm)lm =:
(n−1)K+k−2∑
j=0
a♠j,0z
j,
and, for r=1, . . . , s−1, s, q(r)=∑r−1i=1 li+1,∑r−1i=1 li+2, . . . ,∑r−1i=1 li+lr−2δrs, and m(r)=1, 2, . . . , lr−2δrs,79
ψ̂q(r)(z) :=
ψ̂0(z)(z−αpr )−m(r)(1−δrs)zm(r)δrs =:
(n−1)K+k−2∑
j=0
a♠j,q(r)z
j
 ;
e.g., for r=1, the notation ψ̂q(1)(z) := {ψ̂0(z)(z−αp1 )−m(1)=:
∑(n−1)K+k−2
j=0 a
♠
j,q(1)z
j}, q(1)=1, 2, . . . , l1, m(1)=1, 2, . . . , l1,
denotes the (set of) l1=κnkk˜1 functions
ψ̂1(z)=
ψ̂0(z)
z−αp1
=:
(n−1)K+k−2∑
j=0
a♠j,1z
j, ψ̂2(z)=
ψ̂0(z)
(z−αp1)2
=:
(n−1)K+k−2∑
j=0
a♠j,2z
j, . . . , ψ̂l1(z)=
ψ̂0(z)
(z−αp1)l1
=:
(n−1)K+k−2∑
j=0
a♠j,l1z
j,
for r=s−1, the notation ψ̂q(s−1)(z) := {ψ̂0(z)(z−αps−1)−m(s−1)=:
∑(n−1)K+k−2
j=0 a
♠
j,q(s−1)z
j}, q(s−1)= l1+· · ·+ls−2+1, l1+· · ·+
ls−2+2, . . . , l1+· · ·+ls−2+ls−1= (n−1)K+k−κnk, m(s−1)=1, 2, . . . , ls−1, denotes the (set of) ls−1=κnkk˜s−1 functions
ψ̂l1+···+ls−2+1(z)=
ψ̂0(z)
z−αps−1
=:
(n−1)K+k−2∑
j=0
a♠j,l1+···+ls−2+1z
j, ψ̂l1+···+ls−2+2(z)=
ψ̂0(z)
(z−αps−1)2
79With the convention (z−∞)0 :=1.
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=:
(n−1)K+k−2∑
j=0
a♠j,l1+···+ls−2+2z
j, . . . , ψ̂(n−1)K+k−κnk (z)=
ψ̂0(z)
(z−αps−1)ls−1
=:
(n−1)K+k−2∑
j=0
a♠j,(n−1)K+k−κnkz
j,
etc., and, for r=s, the notation ψ̂q(s)(z) := {ψ̂0(z)zm(s)=:∑(n−1)K+k−2j=0 a♠j,q(s)z j}, q(s)= (n−1)K+k−κnk+1, (n−1)K+k−
κnk+2, . . . , (n−1)K+k−2,m(s)=1, 2, . . . , ls−2, denotes the (set of) ls−2=κnk−2 functions
ψ̂(n−1)K+k−κnk+1(z)= ψ̂0(z)z=:
(n−1)K+k−2∑
j=0
a♠j,(n−1)K+k−κnk+1z
j, ψ̂(n−1)K+k−κnk+2(z)= ψ̂0(z)z
2
=:
(n−1)K+k−2∑
j=0
a♠j,(n−1)K+k−κnk+2z
j, . . . , ψ̂(n−1)K+k−2(z)= ψ̂0(z)zκnk−2=:
(n−1)K+k−2∑
j=0
a♠j,(n−1)K+k−2z
j.
(Note: #{ψ̂0(z)(z−αpr )−m(r)(1−δrs)zm(r)δrs }= lr−2δrs, r=1, . . . , s−1, s, and #∪sr=1 {ψ̂0(z)(z−αpr )−m(r)(1−δrs)zm(r)δrs }=
∑s
r=1 lr−
2= (n−1)K+k−2.)One notes that, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞, the l1+· · ·+ls−1+ls−1= (n−1)K+k−
1 functions ψ̂0(z), ψ̂1(z), . . . , ψ̂l1(z), . . . , ψ̂l1+···+ls−2+1(z), . . . , ψ̂(n−1)K+k−κnk (z), ψ̂(n−1)K+k−κnk+1(z), . . . , ψ̂(n−1)K+k−2(z) are
linearly independent on R, that is, for z∈R, ∑(n−1)K+k−2
j=0 c
♠
j
ψ̂ j(z)=0⇒ (via a Vandermonde-type argument; see the
((n−1)K+k−1)× ((n−1)K+k−1) non-zero determinantD♠ in Equation (342) below) c♠
j
=0, j=0, 1, . . . , (n−1)K+k−2.
For n ∈N and k ∈ {1, 2, . . . ,K} such that αps := αk =∞, let S(n−1)K+k−1 denote the ((n−1)K+k−1)! permutations
of {0, 1, . . . , (n−1)K+k−2}. For n ∈N and k ∈ {1, 2, . . . ,K} such that αps := αk =∞, corresponding to the ordered
disjoint partition above, recall the formula for X21(z) given in the proof of Lemma 2.1 (cf. case (1)):
X21(z)=
s−1∑
m=1
lm=κnkk˜m∑
q=1
ν̂∞m,q(n, k)
(z−αpm)q
+
ls=κnk∑
q=1
ν̂∞s,q(n, k)z
q−1, ν̂∞s,κnk (n, k),0,
where the (n−1)K+k coefficients ν̂∞1,1(n, k), . . . , ν̂∞1,l1(n, k), . . . , ν̂∞s−1,1(n, k), . . . , ν̂∞s−1,ls−1(n, k), ν̂∞s,1(n, k), . . . , ν̂∞s,κnk(n, k),
with ν̂∞s,κnk (n, k), 0, satisfy the linear inhomogeneous algebraic system of equations (307). Via the multi-linearity
property of the determinant and an application of Cramer’s Rule to system (307), one arrives at, for n ∈ N and
k∈{1, 2, . . . ,K} such that αps :=αk=∞, the following—ordered—determinantal representation for X21(z):
X21(z)=− 2πiN♯∞(n, k)
H
Ξ
n
k(z),
whereN♯∞(n, k) is given by Equation (308), (with abuse of notation) m1= (n−1)K+k−2, and
H
Ξ
n
k(z) :=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∫
R
ξ00 dµ˜(ξ0)
(ξ0−αp1 )
···
∫
R
ξ00 dµ˜(ξ0)
(ξ0−αp1 )
l1
···
∫
R
ξ00 dµ˜(ξ0)
(ξ0−αps−1 )
···
∫
R
ξ00 dµ˜(ξ0)
(ξ0−αps−1 )
ls−1∫
R
(ξ1−αp1 )−1 dµ˜(ξ1)
(ξ1−αp1 )
···
∫
R
(ξ1−αp1 )−1 dµ˜(ξ1)
(ξ1−αp1 )
l1
···
∫
R
(ξ1−αp1 )−1 dµ˜(ξ1)
(ξ1−αps−1 )
···
∫
R
(ξ1−αp1 )−1 dµ˜(ξ1)
(ξ1−αps−1 )
ls−1
...
. . .
...
. . .
...
. . .
...∫
R
(ξl1
−αp1 )
−l1 dµ˜(ξl1 )
(ξl1
−αp1 )
···
∫
R
(ξl1
−αp1 )
−l1 dµ˜(ξl1 )
(ξl1
−αp1 )
l1
···
∫
R
(ξl1
−αp1 )
−l1 dµ˜(ξl1 )
(ξl1
−αps−1 )
···
∫
R
(ξl1
−αp1 )
−l1 dµ˜(ξl1 )
(ξl1
−αps−1 )
ls−1
...
. . .
...
. . .
...
. . .
...∫
R
(ξn1−αps−1 )−1 dµ˜(ξn1 )
(ξn1−αp1 )
···
∫
R
(ξn1 −αps−1 )−1 dµ˜(ξn1 )
(ξn1−αp1 )
l1
···
∫
R
(ξn1 −αps−1 )−1 dµ˜(ξn1 )
(ξn1−αps−1 )
···
∫
R
(ξn1−αps−1 )−1 dµ˜(ξn1 )
(ξn1 −αps−1 )
ls−1
...
. . .
...
. . .
...
. . .
...∫
R
(ξn2 −αps−1 )
−ls−1 dµ˜(ξn2 )
(ξn2−αp1 )
···
∫
R
(ξn2 −αps−1 )
−ls−1 dµ˜(ξn2 )
(ξn2−αp1 )
l1
···
∫
R
(ξn2 −αps−1 )
−ls−1 dµ˜(ξn2 )
(ξn2−αps−1 )
···
∫
R
(ξn2 −αps−1 )
−ls−1 dµ˜(ξn2 )
(ξn2 −αps−1 )
ls−1
...
. . .
...
. . .
...
. . .
...∫
R
ξ
κnk−2
m1
dµ˜(ξm1 )
(ξm1 −αp1 )
···
∫
R
ξ
κnk−2
m1
dµ˜(ξm1 )
(ξm1 −αp1 )
l1
···
∫
R
ξ
κnk−2
m1
dµ˜(ξm1 )
(ξm1 −αps−1 )
···
∫
R
ξ
κnk−2
m1
dµ˜(ξm1 )
(ξm1 −αps−1 )
ls−1
1
z−αp1
··· 1
(z−αp1 )
l1
··· 1(z−αps−1 ) ···
1
(z−αps−1 )
ls−1
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∫
R
ξ00 dµ˜(ξ0) ···
∫
R
ξ
κnk−1
0 ξ
0
0 dµ˜(ξ0)∫
R
ξ01 dµ˜(ξ1)
(ξ1−αp1 )
···
∫
R
ξ
κnk−1
1 dµ˜(ξ1)
(ξ1−αp1 )
...
. . .
...∫
R
ξ0
l1
dµ˜(ξl1
)
(ξl1
−αp1 )
l1
···
∫
R
ξ
κnk−1
l1
dµ˜(ξl1
)
(ξl1
−αp1 )
l1
...
. . .
...∫
R
ξ0n1
dµ˜(ξn1 )
(ξn1 −αps−1 )
···
∫
R
ξ
κnk−1
n1
dµ˜(ξn1 )
(ξn1 −αps−1 )
...
. . .
...∫
R
ξ0n2
dµ˜(ξn2 )
(ξn2 −αps−1 )
ls−1 ···
∫
R
ξ
κnk−1
n2
dµ˜(ξn2 )
(ξn2 −αps−1 )
ls−1
...
. . .
...∫
R
ξ0m1 ξ
κnk−2
m1
dµ˜(ξm1 ) ···
∫
R
ξ
κnk−1
m1
ξ
κnk−2
m1
dµ˜(ξm1 )
z0 ··· zκnk−1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k−1
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξl1) · · · dµ˜(ξn1) · · · dµ˜(ξn2) dµ˜(ξm2−κnk+1) · · · dµ˜(ξm1)
× (−1)
(n−1)K+k−κnk
1
ξ00
(ξ1−αp1)1 · · · (ξl1−αp1)l1 · · · (ξn1−αps−1)1 · · · (ξn2−αps−1 )ls−1
1
(ξm2−κnk+1)1
· · · 1
(ξm1)κnk−2
×
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 1(ξ0−αp1 )
··· 1
(ξ0−αp1 )
l1
··· 1(ξ0−αps−1 ) ···
1
(ξ0−αps−1 )
ls−1 ξ0 ··· ξ
κnk−1
0
1 1(ξ1−αp1 )
··· 1
(ξ1−αp1 )
l1
··· 1(ξ1−αps−1 ) ···
1
(ξ1−αps−1 )
ls−1 ξ1 ··· ξ
κnk−1
1
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
1 1(ξl1 −αp1 )
··· 1
(ξl1
−αp1 )
l1
··· 1(ξl1 −αps−1 ) ···
1
(ξl1
−αps−1 )
ls−1 ξl1 ··· ξ
κnk−1
l1
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
1 1(ξn1 −αp1 )
··· 1
(ξn1 −αp1 )
l1
··· 1(ξn1 −αps−1 ) ···
1
(ξn1−αps−1 )
ls−1 ξn1 ··· ξ
κnk−1
n1
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
1 1(ξn2 −αp1 )
··· 1
(ξn2 −αp1 )
l1
··· 1(ξn2 −αps−1 ) ···
1
(ξn2−αps−1 )
ls−1 ξn2 ··· ξ
κnk−1
n2
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
1 1(ξm1 −αp1 )
··· 1
(ξm1 −αp1 )
l1
··· 1(ξm1 −αps−1 ) ···
1
(ξm1 −αps−1 )
ls−1 ξm1 ··· ξ
κnk−1
m1
1 1
z−αp1
··· 1
(z−αp1 )
l1
··· 1(z−αps−1 ) ···
1
(z−αps−1 )
ls−1 z ··· z
κnk−1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞, recalling the (n−1)K+k linearly independent functionsψ0(z) :=∏s−1
m=1(z−αpm )lm =:
∑(n−1)K+k−1
j=0 aˆ j,0z
j, ψq(r1)(z) := {ψ0(z)(z−αpr1 )−m(r1)(1−δr1 s)zm(r1)δr1s =:
∑(n−1)K+k−1
j=0 aˆ j,q(r1)
z j}, r1 =
1, . . . , s−1, s, q(r1)=∑r1−1i=1 li+1,∑r1−1i=1 li+2, . . . ,∑r1−1i=1 li+lr1−δr1s,m(r1)=1, 2, . . . , lr1−δr1s, and the (n−1)K+k−1 linearly
independent functions ψ̂0(z) :=
∏s−1
m=1(z−αpm )lm =:
∑(n−1)K+k−2
j=0 a
♠
j,0z
j, ψ̂q(r2)(z) := {ψ̂0(z)(z−αpr2 )−m(r2)(1−δr2 s)zm(r2)δr2s =:∑(n−1)K+k−2
j=0 a
♠
j,q(r2)
z j}, r2=1, . . . , s−1, s, q(r2)=∑r2−1i=1 li+1,∑r2−1i=1 li+2, . . . ,∑r2−1i=1 li+lr2−2δr2s,m(r2)=1, 2, . . . , lr2−2δr2s,
one proceeds, via the latter determinantal expression, with the analysis of
H
Ξ
n
k(z) := (−1)(n−1)K+k−κnk
N
Ξ
n
k(z):
N
Ξ
n
k(z) =
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k−1
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξl1) · · · dµ˜(ξn1) · · · dµ˜(ξn2) dµ˜(ξm2−κnk+1) · · · dµ˜(ξm1)
× 1
1
ξ00
(ξ1−αp1)1 · · · (ξl1−αp1)l1 · · · (ξn1−αps−1 )1 · · · (ξn2−αps−1)ls−1
1
(ξm2−κnk+1)1
· · · 1
ξκnk−2m1
× (ψ0(z))
−1
ψ0(ξ0)ψ0(ξ1) · · ·ψ0(ξl1) · · ·ψ0(ξn1) · · ·ψ0(ξn2)ψ0(ξm2−κnk+1) · · ·ψ0(ξm1)
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×
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
ψ0(ξ0) ψ1(ξ0) ··· ψl1 (ξ0) ··· ψn1 (ξ0) ··· ψn2 (ξ0) ψm2−κnk+1(ξ0) ··· ψ(n−1)K+k−1(ξ0)
ψ0(ξ1) ψ1(ξ1) ··· ψl1 (ξ1) ··· ψn1 (ξ1) ··· ψn2 (ξ1) ψm2−κnk+1(ξ1) ··· ψ(n−1)K+k−1(ξ1)
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
ψ0(ξl1 ) ψ1(ξl1 ) ··· ψl1 (ξl1 ) ··· ψn1 (ξl1 ) ··· ψn2 (ξl1 ) ψm2−κnk+1(ξl1 ) ··· ψ(n−1)K+k−1(ξl1 )
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
ψ0(ξn1 ) ψ1(ξn1 ) ··· ψl1 (ξn1 ) ··· ψn1 (ξn1 ) ··· ψn2 (ξn1 ) ψm2−κnk+1(ξn1 ) ··· ψ(n−1)K+k−1(ξn1 )
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
ψ0(ξn2 ) ψ1(ξn2 ) ··· ψl1 (ξn2 ) ··· ψn1 (ξn2 ) ··· ψn2 (ξn2 ) ψm2−κnk+1(ξn2 ) ··· ψ(n−1)K+k−1(ξn2 )
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
ψ0(ξm1 ) ψ1(ξm1 ) ··· ψl1 (ξm1 ) ··· ψn1 (ξm1 ) ··· ψn2 (ξm1 ) ψm2−κnk+1(ξm1 ) ··· ψ(n−1)K+k−1(ξm1 )
ψ0(z) ψ1(z) ··· ψl1 (z) ··· ψn1 (z) ··· ψn2 (z) ψm2−κnk+1(z) ··· ψ(n−1)K+k−1(z)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣︸                                                                                          ︷︷                                                                                          ︸
=:GN(ξ0,ξ1,...,ξl1 ,...,ξn1 ,...,ξn2 ,...,ξ(n−1)K+k−2;z)
=
(ψ0(z))−1
(m1+1)!
∑
σ∈Sm1+1
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k−1
dµ˜(ξσ(0)) dµ˜(ξσ(1)) · · · dµ˜(ξσ(l1)) · · · dµ˜(ξσ(n1)) · · · dµ˜(ξσ(n2))
× · · · dµ˜(ξσ(m2−κnk+1)) · · · dµ˜(ξσ(m1))
1
ξ0
σ(0)
(ξσ(1)−αp1)1 · · · (ξσ(l1)−αp1)l1 · · · (ξσ(n1)−αps−1)1 · · · (ξσ(n2)−αps−1 )ls−1
1
(ξσ(m2−κnk+1))1
· · · 1
ξκnk−2σ(m1)
× 1
ψ0(ξσ(0))ψ0(ξσ(1)) · · ·ψ0(ξσ(l1)) · · ·ψ0(ξσ(n1)) · · ·ψ0(ξσ(n2))ψ0(ξσ(m2−κnk+1)) · · ·ψ0(ξσ(m1))
×GN(ξσ(0), ξσ(1), . . . , ξσ(l1), . . . , ξσ(n1), . . . , ξσ(n2), . . . , ξσ((n−1)K+k−2); z)
=
(ψ0(z))−1
(m1+1)!
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k−1
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξl1 ) · · · dµ˜(ξn1) · · · dµ˜(ξn2) dµ˜(ξm2−κnk+1) · · ·
× · · · dµ˜(ξm1)GN(ξ0, ξ1, . . . , ξl1 , . . . , ξn1 , . . . , ξn2 , . . . , ξ(n−1)K+k−2; z)
×
∑
σ∈Sm1+1
sgn(σ) 11
ξ0σ(0)
(ξσ(1)−αp1 )1 ···(ξσ(l1)−αp1 )l1 ···(ξσ(n1 )−αps−1 )1 ···(ξσ(n2 )−αps−1 )ls−1
1
(ξσ(m2−κnk+1))1
···
1
ξκnk−2
σ(m1)
× 1
ψ0(ξσ(0))ψ0(ξσ(1)) · · ·ψ0(ξσ(l1)) · · ·ψ0(ξσ(n1)) · · ·ψ0(ξσ(n2))ψ0(ξσ(m2−κnk+1)) · · ·ψ0(ξσ(m1))
=
(ψ0(z))−1
(m1+1)!
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k−1
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξl1 ) · · · dµ˜(ξn1) · · · dµ˜(ξn2) dµ˜(ξm2−κnk+1) · · ·
× · · · dµ˜(ξm1)
GN(ξ0, ξ1, . . . , ξl1 , . . . , ξn1 , . . . , ξn2 , . . . , ξ(n−1)K+k−2; z)
ψ0(ξ0)ψ0(ξ1) · · ·ψ0(ξl1 ) · · ·ψ0(ξn1) · · ·ψ0(ξn2)ψ0(ξm2−κnk+1) · · ·ψ0(ξm1)
×
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 1(ξ0−αp1 )
··· 1
(ξ0−αp1 )
l1
··· 1(ξ0−αps−1 ) ···
1
(ξ0−αps−1 )
ls−1 ξ0 ··· ξ
κnk−2
0
1 1(ξ1−αp1 )
··· 1
(ξ1−αp1 )
l1
··· 1(ξ1−αps−1 ) ···
1
(ξ1−αps−1 )
ls−1 ξ1 ··· ξ
κnk−2
1
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
1 1(ξl1 −αp1 )
··· 1
(ξl1
−αp1 )
l1
··· 1(ξl1−αps−1 ) ···
1
(ξl1
−αps−1 )
ls−1 ξl1 ··· ξ
κnk−2
l1
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
1 1(ξn1 −αp1 )
··· 1
(ξn1 −αp1 )
l1
··· 1(ξn1 −αps−1 ) ···
1
(ξn1 −αps−1 )
ls−1 ξn1 ··· ξ
κnk−2
n1
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
1 1(ξn2 −αp1 )
··· 1
(ξn2 −αp1 )
l1
··· 1(ξn2 −αps−1 ) ···
1
(ξn2 −αps−1 )
ls−1 ξn2 ··· ξ
κnk−2
n2
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
1 1(ξm1 −αp1 )
··· 1
(ξm1 −αp1 )
l1
··· 1(ξm1 −αps−1 ) ···
1
(ξm1 −αps−1 )
ls−1 ξm1 ··· ξ
κnk−2
m1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
(ψ0(z))−1
(m1+1)!
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k−1
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξl1 ) · · · dµ˜(ξn1) · · · dµ˜(ξn2) dµ˜(ξm2−κnk+1) · · ·
× · · · dµ˜(ξm1)
GN(ξ0, ξ1, . . . , ξl1 , . . . , ξn1 , . . . , ξn2 , . . . , ξ(n−1)K+k−2; z)
ψ0(ξ0)ψ0(ξ1) · · ·ψ0(ξl1 ) · · ·ψ0(ξn1) · · ·ψ0(ξn2)ψ0(ξm2−κnk+1) · · ·ψ0(ξm1)
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× 1
ψ̂0(ξ0)ψ̂0(ξ1) · · · ψ̂0(ξl1) · · · ψ̂0(ξn1) · · · ψ̂0(ξn2)ψ̂0(ξm2−κnk+1) · · · ψ̂0(ξm1)
×
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
ψ̂0(ξ0) ψ̂1(ξ0) ··· ψ̂l1 (ξ0) ··· ψ̂n1 (ξ0) ··· ψ̂n2 (ξ0) ψ̂m2−κnk+1(ξ0) ··· ψ̂(n−1)K+k−2(ξ0)
ψ̂0(ξ1) ψ̂1(ξ1) ··· ψ̂l1 (ξ1) ··· ψ̂n1 (ξ1) ··· ψ̂n2 (ξ1) ψ̂m2−κnk+1(ξ1) ··· ψ̂(n−1)K+k−2(ξ1)
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
ψ̂0(ξl1 ) ψ̂1(ξl1 ) ··· ψ̂l1 (ξl1 ) ··· ψ̂n1 (ξl1 ) ··· ψ̂n2 (ξl1 ) ψ̂m2−κnk+1(ξl1 ) ··· ψ̂(n−1)K+k−2(ξl1 )
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
ψ̂0(ξn1 ) ψ̂1(ξn1 ) ··· ψ̂l1 (ξn1 ) ··· ψ̂n1 (ξn1 ) ··· ψ̂n2 (ξn1 ) ψ̂m2−κnk+1(ξn1 ) ··· ψ̂(n−1)K+k−2(ξn1 )
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
ψ̂0(ξn2 ) ψ̂1(ξn2 ) ··· ψ̂l1 (ξn2 ) ··· ψ̂n1 (ξn2 ) ··· ψ̂n2 (ξn2 ) ψ̂m2−κnk+1(ξn2 ) ··· ψ̂(n−1)K+k−2(ξn2 )
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
ψ̂0(ξm1 ) ψ̂1(ξm1 ) ··· ψ̂l1 (ξm1 ) ··· ψ̂n1 (ξm1 ) ··· ψ̂n2 (ξm1 ) ψ̂m2−κnk+1(ξm1 ) ··· ψ̂(n−1)K+k−2(ξm1 )
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣︸                                                                                          ︷︷                                                                                          ︸
=:G⊲(ξ0,ξ1,...,ξl1 ,...,ξn1 ,...,ξn2 ,...,ξ(n−1)K+k−2)
;
but, noting the determinantal factorisation
G⊲(ξ0, ξ1, . . . , ξl1 , . . . , ξn1 , . . . , ξn2 , . . . , ξ(n−1)K+k−2) :=
∞
V3(ξ0, ξ1, . . . , ξ(n−1)K+k−2)D♠,
where
∞
V3(ξ0, ξ1, . . . , ξ(n−1)K+k−2) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 1 ··· 1 ··· 1 ··· 1 1 ··· 1
ξ0 ξ1 ··· ξl1 ··· ξn1 ··· ξn2 ξm2−κnk+1 ··· ξ(n−1)K+k−2
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
ξ
l1
0 ξ
l1
1 ··· ξ
l1
l1
··· ξl1n1 ··· ξ
l1
n2
ξ
l1
m2−κnk+1 ··· ξ
l1
(n−1)K+k−2
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
ξ
n1
0 ξ
n1
1 ··· ξ
n1
l1
··· ξn1n1 ··· ξ
n1
n2
ξ
n1
m2−κnk+1 ··· ξ
n1
(n−1)K+k−2
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
ξ
n2
0 ξ
n2
1 ··· ξ
n2
l1
··· ξn2n1 ··· ξ
n2
n2
ξ
n2
m2−κnk+1 ··· ξ
n2
(n−1)K+k−2
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
ξ
m1−1
0 ξ
m1−1
1 ··· ξ
m1−1
l1
··· ξm1−1n1 ··· ξ
m1−1
n2
ξ
m1−1
m2−κnk+1 ··· ξ
m1−1
(n−1)K+k−2
ξ
m1
0 ξ
m1
1 ··· ξ
m1
l1
··· ξm1n1 ··· ξ
m1
n2
ξ
m1
m2−κnk+1 ··· ξ
m1
(n−1)K+k−2
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
(n−1)K+k−2∏
i, j=0
j<i
(ξi−ξ j),
and
D♠ =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
a♠0,0 a
♠
1,0 ··· a♠l1 ,0 ··· a
♠
n1 ,0
··· a♠
n2 ,0
a♠
m2−κnk+1,0 ··· a
♠
(n−1)K+k−2,0
a♠0,1 a
♠
1,1 ··· a♠l1 ,1 ··· a
♠
n1 ,1
··· a♠
n2 ,1
a♠
m2−κnk+1,1 ··· a
♠
(n−1)K+k−2,1
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
a♠0,l1 a
♠
1,l1
··· a♠
l1 ,l1
··· a♠
n1 ,l1
··· a♠
n2 ,l1
a♠
m2−κnk+1,l1 ··· a
♠
(n−1)K+k−2,l1
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
a♠0,n1 a
♠
1,n1
··· a♠
l1 ,n1
··· a♠n1 ,n1 ··· a
♠
n2 ,n1
a♠
m2−κnk+1,n1 ··· a
♠
(n−1)K+k−2,n1
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
a♠0,n2 a
♠
1,n2
··· a♠
l1 ,n2
··· a♠n1 ,n2 ··· a
♠
n2 ,n2
a♠
m2−κnk+1,n2 ··· a
♠
(n−1)K+k−2,n2
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
a♠0,m1−1 a
♠
1,m1−1 ··· a
♠
l1 ,m1−1 ··· a
♠
n1 ,m1−1 ··· a
♠
n2 ,m1−1 a
♠
m2−κnk+1,m1−1 ··· a
♠
(n−1)K+k−2,m1−1
a♠0,m1 a
♠
1,m1
··· a♠
l1 ,m1
··· a♠n1 ,m1 ··· a
♠
n2 ,m1
a♠
m2−κnk+1,m1 ··· a
♠
(n−1)K+k−2,m1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
:=det

A♠(0)
A♠(1)
...
A
♠(s−1)
A♠(s)

, (342)
with
(A♠(0))1 j=
a♠j−1(~α), j=1, 2, . . . , (n−1)K+k−κnk+1,0, j= (n−1)K+k−κnk+2, . . . , (n−1)K+k−1,
for r=1, 2, . . . , s−1, with lr=κnkk˜r and
∑s−1
m=1 lm= (n−1)K+k−κnk,80
i(r) = 2+
r−1∑
m=1
lm, 3+
r−1∑
m=1
lm, . . . , 1+lr+
r−1∑
m=1
lm, q(i(r), r)=1, 2, . . . , lr,
(A♠(r))i(r) j(r) =

(−1)q(i(r),r)∏q(i(r),r)−1
m=0 (lr−m)
(
∂
∂αpr
)q(i(r),r)
a♠
j(r)−1(~α), j(r)=1, 2, . . . , (n−1)K+k−κnk−q(i(r), r)+1,
0, j(r)= (n−1)K+k−κnk−q(i(r), r)+2, . . . , (n−1)K+k−1,
80Note the convention
∑0
m=1 ∗ :=0.
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and, for r=s, with ls=κnk,
i(s) = (n−1)K+k−κnk+2, (n−1)K+k−κnk+3, . . . , (n−1)K+k−1, q(i(s), s)=1, 2, . . . , κnk−2,
(A♠(s))i(s) j(s) =

0, j(s)=1, . . . , q(i(s), s),
a♠
j(s)−q(i(s),s)−1(~α), j(s)=q(i(s), s)+1, . . . , i(s),
0, j(s)= i(s)+1, . . . , (n−1)K+k−1,
where, for m˜1=0, 1, . . . , (n−1)K+k−κnk,
a♠m˜1(~α) :=
∑
ip=0,1,...,lp
p∈{1,2,...,s−1}∑s−1
m=1 im=(n−1)K+k−κnk−m˜1
(−1)(n−1)K+k−κnk−m˜1
s−1∏
j=1
(
l j
i j
) s−1∏
m=1
(αpm)
im ,
it follows that, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞,
N
Ξ
n
k(z) =
D♠(ψ0(z))−1
(m1+1)!
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k−1
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξl1 ) · · · dµ˜(ξn1 ) · · · dµ˜(ξn2) dµ˜(ξm2−κnk+1) · · ·
× · · · dµ˜(ξm1)
∏(n−1)K+k−2
i, j=0
j<i
(ξi−ξ j)
ψ0(ξ0)ψ0(ξ1) · · ·ψ0(ξl1) · · ·ψ0(ξn1) · · ·ψ0(ξn2)ψ0(ξm2−κnk+1) · · ·ψ0(ξm1)
× 1
ψ̂0(ξ0)ψ̂0(ξ1) · · · ψ̂0(ξl1) · · · ψ̂0(ξn1) · · · ψ̂0(ξn2)ψ̂0(ξm2−κnk+1) · · · ψ̂0(ξm1)
×
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
ψ0(ξ0) ψ1(ξ0) ··· ψl1 (ξ0) ··· ψn1 (ξ0) ··· ψn2 (ξ0) ψm2−κnk+1(ξ0) ··· ψ(n−1)K+k−1(ξ0)
ψ0(ξ1) ψ1(ξ1) ··· ψl1 (ξ1) ··· ψn1 (ξ1) ··· ψn2 (ξ1) ψm2−κnk+1(ξ1) ··· ψ(n−1)K+k−1(ξ1)
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
ψ0(ξl1 ) ψ1(ξl1 ) ··· ψl1 (ξl1 ) ··· ψn1 (ξl1 ) ··· ψn2 (ξl1 ) ψm2−κnk+1(ξl1 ) ··· ψ(n−1)K+k−1(ξl1 )
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
ψ0(ξn1 ) ψ1(ξn1 ) ··· ψl1 (ξn1 ) ··· ψn1 (ξn1 ) ··· ψn2 (ξn1 ) ψm2−κnk+1(ξn1 ) ··· ψ(n−1)K+k−1(ξn1 )
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
ψ0(ξn2 ) ψ1(ξn2 ) ··· ψl1 (ξn2 ) ··· ψn1 (ξn2 ) ··· ψn2 (ξn2 ) ψm2−κnk+1(ξn2 ) ··· ψ(n−1)K+k−1(ξn2 )
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
ψ0(ξm1 ) ψ1(ξm1 ) ··· ψl1 (ξm1 ) ··· ψn1 (ξm1 ) ··· ψn2 (ξm1 ) ψm2−κnk+1(ξm1 ) ··· ψ(n−1)K+k−1(ξm1 )
ψ0(z) ψ1(z) ··· ψl1 (z) ··· ψn1 (z) ··· ψn2 (z) ψm2−κnk+1(z) ··· ψ(n−1)K+k−1(z)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣︸                                                                                          ︷︷                                                                                          ︸
= Dˆ
∏(n−1)K+k−2
i, j=0
j<i
(ξi−ξ j)∏(n−1)K+k−2m=0 (z−ξm) (cf. proof of Lemma 2.1, case (1))
=
D♠Dˆ (ψ0(z))−1
((n−1)K+k−1)!
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k−1
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξl1) · · · dµ˜(ξn1) · · · dµ˜(ξn2) dµ˜(ξm2−κnk+1) · · ·
× · · · dµ˜(ξm1)
(ψ̂0(ξ0)ψ̂0(ξ1) · · · ψ̂0(ξl1) · · · ψ̂0(ξn1 ) · · · ψ̂0(ξn2)ψ̂0(ξm2−κnk+1) · · · ψ̂0(ξm1))−1
ψ0(ξ0)ψ0(ξ1) · · ·ψ0(ξl1) · · ·ψ0(ξn1) · · ·ψ0(ξn2)ψ0(ξm2−κnk+1) · · ·ψ0(ξm1)
×
(n−1)K+k−2∏
i, j=0
j<i
(ξi−ξ j)2
(n−1)K+k−2∏
m=0
(z−ξm);
but, recalling that, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk =∞, ψ0(z)= ψ̂0(z), and
H
Ξ
n
k(z) := (−1)(n−1)K+k−κnk
·
N
Ξ
n
k(z), one arrives at
H
Ξ
n
k(z) =
(−1)(n−1)K+k−κnkD♠Dˆ (ψ0(z))−1
((n−1)K+k−1)!
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k−1
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξl1) · · · dµ˜(ξn1) · · · dµ˜(ξn2)
× dµ˜(ξ(n−1)K+k−κnk+1) · · · dµ˜(ξ(n−1)K+k−2)
(n−1)K+k−2∏
l=0
ψ0(ξl)

−2 (n−1)K+k−2∏
i, j=0
j<i
(ξi−ξ j)2
(n−1)K+k−2∏
m=0
(z−ξm) ⇒
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H
Ξ
n
k(z) =
(−1)(n−1)K+k−κnkD♠Dˆ
((n−1)K+k−1)!
 s−1∏
q=1
(z−αpq)κnkk˜q

−1 ∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k−1
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξ(n−1)K+k−2)
×
(n−1)K+k−2∏
m=0
s−1∏
q=1
(ξm−αpq)κnkk˜q

−2 (n−1)K+k−2∏
i, j=0
j<i
(ξi−ξ j)2
(n−1)K+k−2∏
l=0
(z−ξl).
Recalling that, for n ∈N and k ∈ {1, 2, . . . ,K} such that αps :=αk =∞, X21(z)=−2πi
H
Ξ
n
k(z)/N♯∞(n, k), where
H
Ξ
n
k(z) is
given directly above, and N♯∞(n, k) is given by Equation (308), one arrives at the integral representation for X21(z)
given in Equation (339).
(2) For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, recall from the proof of Lemma 2.1 (cf. case (2)) the
ordered disjoint partition for {α1, α2, . . . , αK } ∪ {α1, α2, . . . , αK} ∪ · · · ∪ {α1, α2, . . . , αk} and the associated formula
for the corresponding monic MPC ORF,
πnk(z)=
X11(z)
z−αk = φ˜
f
0 (n, k)+
s−2∑
m=1
lm=κnkk˜m∑
q=1
ν˜
f
m,q(n, k)
(z−αpm)q
+
ls−1=κ∞nkk˜s−1∑
q=1
ν˜
f
s−1,q(n, k)z
q+
ls−1=κnk−1∑
q=1
ν˜
f
s,q(n, k)
(z−αk)q +
1
(z−αk)κnk ,
where the (n − 1)K + k coefficients φ˜ f0 (n, k), ν˜ f1,1(n, k), . . . , ν˜ f1,l1(n, k), . . . , ν˜
f
s−1,1(n, k), . . . , ν˜
f
s−1,ls−1(n, k), ν˜
f
s,1(n, k),
. . . , ν˜
f
s,ls−1(n, k), (µ
f
n,κnk (n, k))
−2, with µ fn,κnk (n, k) being the associated norming constant (see Corollary 2.1, Equa-
tion (345), below), satisfy the linear inhomogeneous algebraic system (322). Via the multi-linearity property of the
determinant and an application of Cramer’s Rule to system (322), one arrives at, for n∈N and k∈{1, 2, . . . ,K} such
that αps :=αk,∞, the following—ordered—determinantal representation for the corresponding monic MPC ORF:
πnk(z)=
X11(z)
z−αk = cˆ
−1
D f
f
Ξ
n
k(z),
where cˆD f is given by Equation (327), and, with (abuse of notation)
n1= l1+· · ·+ls−2+1, n2= (n−1)K+k−κnk, m1= (n−1)K+k−1, and m2= (n−1)K+k,
f
Ξ
n
k(z) :=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∫
R
dµ˜(ξ0)
(ξ0−αk )0
∫
R
(ξ0−αk )0 dµ˜(ξ0)
(ξ0−αp1 )
···
∫
R
(ξ0−αk )0 dµ˜(ξ0)
(ξ0−αp1 )
l1
···
∫
R
ξ0 dµ˜(ξ0)
(ξ0−αk )0
···
∫
R
ξ
ls−1
0
dµ˜(ξ0)
(ξ0−αk )0∫
R
dµ˜(ξ1)
(ξ1−αp1 )
∫
R
(ξ1−αp1 )−1 dµ˜(ξ1)
(ξ1−αp1 )
···
∫
R
(ξ1−αp1 )−1 dµ˜(ξ1)
(ξ1−αp1 )
l1
···
∫
R
ξ1 dµ˜(ξ1)
(ξ1−αp1 )
···
∫
R
ξ
ls−1
1 dµ˜(ξ1)
(ξ1−αp1 )
...
...
. . .
...
. . .
...
. . .
...∫
R
dµ˜(ξl1
)
(ξl1
−αp1 )
l1
∫
R
(ξl1
−αp1 )
−l1 dµ˜(ξl1 )
(ξl1
−αp1 )
···
∫
R
(ξl1
−αp1 )
−l1 dµ˜(ξl1 )
(ξl1
−αp1 )
l1
···
∫
R
ξl1
dµ˜(ξl1
)
(ξl1
−αp1 )
l1
···
∫
R
ξ
ls−1
l1
dµ˜(ξl1
)
(ξl1
−αp1 )
l1
...
...
. . .
...
. . .
...
. . .
...∫
R
ξn1 dµ˜(ξn1 )
∫
R
ξn1 dµ˜(ξn1 )
(ξn1−αp1 )
···
∫
R
ξn1 dµ˜(ξn1 )
(ξn1 −αp1 )
l1
···
∫
R
ξn1 ξn1 dµ˜(ξn1 ) ···
∫
R
ξ
ls−1
n1
ξn1 dµ˜(ξn1 )
...
...
. . .
...
. . .
...
. . .
...∫
R
ξ
ls−1
n2
dµ˜(ξn2 )
∫
R
ξ
ls−1
n2
dµ˜(ξn2 )
(ξn2−αp1 )
···
∫
R
ξ
ls−1
n2
dµ˜(ξn2 )
(ξn2 −αp1 )
l1
···
∫
R
ξn2 ξ
ls−1
n2
dµ˜(ξn2 ) ···
∫
R
ξ
ls−1
n2
ξ
ls−1
n2
dµ˜(ξn2 )
...
...
. . .
...
. . .
...
. . .
...∫
R
dµ˜(ξm1 )
(ξm1 −αk )
κnk−1
∫
R
(ξm1 −αk )
−κnk+1 dµ˜(ξm1 )
(ξm1 −αp1 )
···
∫
R
(ξm1 −αk )
−κnk+1 dµ˜(ξm1 )
(ξm1 −αp1 )
l1
···
∫
R
ξm1 dµ˜(ξm1 )
(ξm1 −αk )
κnk−1 ···
∫
R
ξ
ls−1
m1
dµ˜(ξm1 )
(ξm1 −αk )
κnk−1
1 1(z−αp1 )
··· 1
(z−αp1 )
l1
··· z ··· zls−1
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∫
R
(ξ0−αk )0 dµ˜(ξ0)
(ξ0−αk ) ···
∫
R
(ξ0−αk )0 dµ˜(ξ0)
(ξ0−αk )κnk∫
R
(ξ1−αp1 )−1 dµ˜(ξ1)
(ξ1−αk ) ···
∫
R
(ξ1−αp1 )−1 dµ˜(ξ1)
(ξ1−αk )κnk
...
. . .
...∫
R
(ξl1
−αp1 )
−l1 dµ˜(ξl1 )
(ξl1
−αk ) ···
∫
R
(ξl1
−αp1 )
−l1 dµ˜(ξl1 )
(ξl1
−αk )κnk
...
. . .
...∫
R
ξn1 dµ˜(ξn1 )
(ξn1 −αk )
···
∫
R
ξn1 dµ˜(ξn1 )
(ξn1−αk )
κnk
...
. . .
...∫
R
ξ
ls−1
n2
dµ˜(ξn2 )
(ξn2 −αk )
···
∫
R
ξ
ls−1
n2
dµ˜(ξn2 )
(ξn2 −αk )
κnk
...
. . .
...∫
R
(ξm1 −αk )
−κnk+1 dµ˜(ξm1 )
(ξm1 −αk )
···
∫
R
(ξm1 −αk )
−κnk+1 dµ˜(ξm1 )
(ξm1 −αk )
κnk
1
(z−αk ) ···
1
(z−αk )κnk
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξl1) · · · dµ˜(ξn1) · · · dµ˜(ξn2) dµ˜(ξm2−κnk+1) · · · dµ˜(ξm1)
× 1
(ξ0−αk)0(ξ1−αp1 )1 · · · (ξl1−αp1)l1 · · ·
1
(ξn1)1
· · · 1
(ξn2)ls−1
(ξm2−κnk+1−αk)1 · · · (ξm1−αk)κnk−1
×
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 1(ξ0−αp1 )
··· 1
(ξ0−αp1 )
l1
··· ξ0 ··· ξls−10 1(ξ0−αk ) ···
1
(ξ0−αk )κnk
1 1(ξ1−αp1 )
··· 1
(ξ1−αp1 )
l1
··· ξ1 ··· ξls−11 1(ξ1−αk ) ···
1
(ξ1−αk )κnk
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
1 1(ξl1−αp1 )
··· 1
(ξl1
−αp1 )
l1
··· ξl1 ··· ξ
ls−1
l1
1
(ξl1
−αk ) ···
1
(ξl1
−αk )κnk
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
1 1(ξn1 −αp1 )
··· 1
(ξn1−αp1 )
l1
··· ξn1 ··· ξ
ls−1
n1
1
(ξn1 −αk )
··· 1
(ξn1−αk )
κnk
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
1 1(ξn2 −αp1 )
··· 1
(ξn2−αp1 )
l1
··· ξn2 ··· ξ
ls−1
n2
1
(ξn2 −αk )
··· 1
(ξn2−αk )
κnk
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
1 1(ξm1 −αp1 )
··· 1
(ξm1 −αp1 )
l1
··· ξm1 ··· ξ
ls−1
m1
1
(ξm1 −αk )
··· 1
(ξm1 −αk )
κnk
1 1(z−αp1 )
··· 1
(z−αp1 )
l1
··· z ··· zls−1 1(z−αk ) ···
1
(z−αk )κnk
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk ,∞, recalling from the proof of Lemma 2.1 (cf. case (2)) the
(n−1)K+k+1 linearly independent functions φ0(z) :=∏s−2m=1(z−αpm)lm(z−αk)κnk =:∑(n−1)K+kj=0 a j,0z j, φq(r1)(z) := {φ0(z)(z−
αpr1 )
−m(r1)(1−δr1 s−1)zm(r1)δr1s−1 =:
∑(n−1)K+k
j=0 a j,q(r1)z
j}, r1 = 1, . . . , s−1, s, q(r1)=∑r1−1i=1 li+1,∑r1−1i=1 li+2, . . . ,∑r1−1i=1 li+lr1 ,
m(r1) = 1, 2, . . . , lr1 , and the (n−1)K+ k linearly independent functions φ˜0(z) :=
∏s−2
m=1(z−αpm)lm(z−αk)κnk−1 =:∑(n−1)K+k−1
j=0 a
♯
j,0z
j, φ˜q(r2)(z) := {φ˜0(z)(z−αpr2 )−m(r2)(1−δr2 s−1)zm(r2)δr2 s−1 =:
∑(n−1)K+k−1
j=0 a
♯
j,q(r2)
z j}, r2=1, . . . , s−1, s, q(r2)=∑r2−1
i=1 li+1,
∑r2−1
i=1 li+2, . . . ,
∑r2−1
i=1 li+ lr2 −δr2s, m(r2) = 1, 2, . . . , lr2−δr2s, one proceeds, via the latter determinantal
expression, with the analysis of
f
Ξ
n
k(z):
f
Ξ
n
k(z) =
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξl1) · · · dµ˜(ξn1) · · · dµ˜(ξn2) dµ˜(ξm2−κnk+1) · · · dµ˜(ξm1)
× 1
(ξ0−αk)0(ξ1−αp1)1 · · · (ξl1−αp1)l1 · · ·
1
(ξn1)1
· · · 1
(ξn2)ls−1
(ξm2−κnk+1−αk)1 · · · (ξm1−αk)κnk−1
× (φ0(z))
−1
φ0(ξ0)φ0(ξ1) · · ·φ0(ξl1) · · ·φ0(ξn1) · · ·φ0(ξn2)φ0(ξm2−κnk+1) · · ·φ0(ξm1)
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×
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
φ0(ξ0) φ1(ξ0) ··· φl1 (ξ0) ··· φn1 (ξ0) ··· φn2 (ξ0) φm2−κnk+1(ξ0) ··· φ(n−1)K+k(ξ0)
φ0(ξ1) φ1(ξ1) ··· φl1 (ξ1) ··· φn1 (ξ1) ··· φn2 (ξ1) φm2−κnk+1(ξ1) ··· φ(n−1)K+k(ξ1)
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
φ0(ξl1 ) φ1(ξl1 ) ··· φl1 (ξl1 ) ··· φn1 (ξl1 ) ··· φn2 (ξl1 ) φm2−κnk+1(ξl1 ) ··· φ(n−1)K+k(ξl1 )
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
φ0(ξn1 ) φ1(ξn1 ) ··· φl1 (ξn1 ) ··· φn1 (ξn1 ) ··· φn2 (ξn1 ) φm2−κnk+1(ξn1 ) ··· φ(n−1)K+k(ξn1 )
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
φ0(ξn2 ) φ1(ξn2 ) ··· φl1 (ξn2 ) ··· φn1 (ξn2 ) ··· φn2 (ξn2 ) φm2−κnk+1(ξn2 ) ··· φ(n−1)K+k(ξn2 )
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
φ0(ξm1 ) φ1(ξm1 ) ··· φl1 (ξm1 ) ··· φn1 (ξm1 ) ··· φn2 (ξm1 ) φm2−κnk+1(ξm1 ) ··· φ(n−1)K+k(ξm1 )
φ0(z) φ1(z) ··· φl1 (z) ··· φn1 (z) ··· φn2 (z) φm2−κnk+1(z) ··· φ(n−1)K+k(z)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣︸                                                                                      ︷︷                                                                                      ︸
=:G♠(ξ0 ,ξ1,...,ξl1 ,...,ξn1 ,...,ξn2 ,ξm2−κnk+1,...,ξ(n−1)K+k−1;z)
=
(φ0(z))−1
m2!
∑
σ∈Sm2
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k
dµ˜(ξσ(0)) dµ˜(ξσ(1)) · · · dµ˜(ξσ(l1)) · · · dµ˜(ξσ(n1)) · · · dµ˜(ξσ(n2))
× ···dµ˜(ξσ(m2−κnk+1)) ···dµ˜(ξσ(m1 ))
(ξσ(0)−αk)0(ξσ(1)−αp1 )1···(ξσ(l1 )−αp1 )l1 ··· 1(ξσ(n1))1
··· 1
(ξσ(n2)
)ls−1
(ξσ(m2−κnk+1)−αk)1···(ξσ(m1)−αk)κnk−1
× 1
φ0(ξσ(0))φ0(ξσ(1)) · · ·φ0(ξσ(l1)) · · ·φ0(ξσ(n1)) · · ·φ0(ξσ(n2))φ0(ξσ(m2−κnk+1)) · · ·φ0(ξσ(m1))
×G♠(ξσ(0), ξσ(1), . . . , ξσ(l1), . . . , ξσ(n1), . . . , ξσ(n2), ξσ(m2−κnk+1), . . . , ξσ((n−1)K+k−1); z)
=
(φ0(z))−1
m2!
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξl1) · · · dµ˜(ξn1) · · · dµ˜(ξn2) dµ˜(ξm2−κnk+1) · · ·
× · · · dµ˜(ξm1)G♠(ξ0, ξ1, . . . , ξl1 , . . . , ξn1 , . . . , ξn2 , ξm2−κnk+1, . . . , ξ(n−1)K+k−1; z)
×
∑
σ∈Sm2
sgn(σ) 1
(ξσ(0)−αk)0(ξσ(1)−αp1 )1···(ξσ(l1)−αp1 )l1 ··· 1(ξσ(n1))1
··· 1
(ξσ(n2)
)ls−1
(ξσ(m2−κnk+1)−αk)1 ···(ξσ(m1 )−αk)κnk−1
× 1
φ0(ξσ(0))φ0(ξσ(1)) · · ·φ0(ξσ(l1)) · · ·φ0(ξσ(n1)) · · ·φ0(ξσ(n2))φ0(ξσ(m2−κnk+1)) · · ·φ0(ξσ(m1))
=
(φ0(z))−1
m2!
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξl1) · · · dµ˜(ξn1) · · · dµ˜(ξn2) dµ˜(ξm2−κnk+1) · · ·
× · · · dµ˜(ξm1)
G♠(ξ0, ξ1, . . . , ξl1 , . . . , ξn1 , . . . , ξn2 , ξm2−κnk+1, . . . , ξ(n−1)K+k−1; z)
φ0(ξ0)φ0(ξ1) · · ·φ0(ξl1) · · ·φ0(ξn1) · · ·φ0(ξn2)φ0(ξm2−κnk+1) · · ·φ0(ξm1)
×
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 1(ξ0−αp1 )
··· 1
(ξ0−αp1 )
l1
··· ξ0 ··· ξls−10 1(ξ0−αk ) ···
1
(ξ0−αk )κnk−1
1 1(ξ1−αp1 )
··· 1
(ξ1−αp1 )
l1
··· ξ1 ··· ξls−11 1(ξ1−αk ) ···
1
(ξ1−αk )κnk−1
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
1 1(ξl1−αp1 )
··· 1
(ξl1
−αp1 )
l1
··· ξl1 ··· ξ
ls−1
l1
1
(ξl1
−αk ) ···
1
(ξl1
−αk )κnk−1
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
1 1(ξn1 −αp1 )
··· 1
(ξn1 −αp1 )
l1
··· ξn1 ··· ξ
ls−1
n1
1
(ξn1−αk )
··· 1
(ξn1 −αk )
κnk−1
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
1 1(ξn2 −αp1 )
··· 1
(ξn2 −αp1 )
l1
··· ξn2 ··· ξ
ls−1
n2
1
(ξn2−αk )
··· 1
(ξn2 −αk )
κnk−1
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
1 1(ξm1 −αp1 )
··· 1
(ξm1 −αp1 )
l1
··· ξm1 ··· ξ
ls−1
m1
1
(ξm1 −αk )
··· 1
(ξm1 −αk )
κnk−1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
(φ0(z))−1
m2!
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξl1) · · · dµ˜(ξn1) · · · dµ˜(ξn2) dµ˜(ξm2−κnk+1) · · ·
× · · · dµ˜(ξm1)
G♠(ξ0, ξ1, . . . , ξl1 , . . . , ξn1 , . . . , ξn2 , ξm2−κnk+1, . . . , ξ(n−1)K+k−1; z)
φ0(ξ0)φ0(ξ1) · · ·φ0(ξl1) · · ·φ0(ξn1) · · ·φ0(ξn2)φ0(ξm2−κnk+1) · · ·φ0(ξm1)
× 1
φ˜0(ξ0)φ˜0(ξ1) · · · φ˜0(ξl1) · · · φ˜0(ξn1) · · · φ˜0(ξn2)φ˜0(ξm2−κnk+1) · · · φ˜0(ξm1)
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×
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
φ˜0(ξ0) φ˜1(ξ0) ··· φ˜l1 (ξ0) ··· φ˜n1 (ξ0) ··· φ˜n2 (ξ0) φ˜m2−κnk+1(ξ0) ··· φ˜(n−1)K+k−1(ξ0)
φ˜0(ξ1) φ˜1(ξ1) ··· φ˜l1 (ξ1) ··· φ˜n1 (ξ1) ··· φ˜n2 (ξ1) φ˜m2−κnk+1(ξ1) ··· φ˜(n−1)K+k−1(ξ1)
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
φ˜0(ξl1 ) φ˜1(ξl1 ) ··· φ˜l1 (ξl1 ) ··· φ˜n1 (ξl1 ) ··· φ˜n2 (ξl1 ) φ˜m2−κnk+1(ξl1 ) ··· φ˜(n−1)K+k−1(ξl1 )
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
φ˜0(ξn1 ) φ˜1(ξn1 ) ··· φ˜l1 (ξn1 ) ··· φ˜n1 (ξn1 ) ··· φ˜n2 (ξn1 ) φ˜m2−κnk+1(ξn1 ) ··· φ˜(n−1)K+k−1(ξn1 )
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
φ˜0(ξn2 ) φ˜1(ξn2 ) ··· φ˜l1 (ξn2 ) ··· φ˜n1 (ξn2 ) ··· φ˜n2 (ξn2 ) φ˜m2−κnk+1(ξn2 ) ··· φ˜(n−1)K+k−1(ξn2 )
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
φ˜0(ξm1 ) φ˜1(ξm1 ) ··· φ˜l1 (ξm1 ) ··· φ˜n1 (ξm1 ) ··· φ˜n2 (ξm1 ) φ˜m2−κnk+1(ξm1 ) ··· φ˜(n−1)K+k−1(ξm1 )
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣︸                                                                                        ︷︷                                                                                        ︸
=D
∏(n−1)K+k−1
i, j=0
j<i
(ξi−ξ j) (cf. proof of Lemma 2.1, case (2))
=
D(φ0(z))−1
((n−1)K+k)!
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξl1) · · · dµ˜(ξn1) · · · dµ˜(ξn2) dµ˜(ξm2−κnk+1) · · ·
× · · · dµ˜(ξm1)
∏(n−1)K+k−1
i, j=0
j<i
(ξi−ξ j)
φ0(ξ0)φ0(ξ1) · · ·φ0(ξl1) · · ·φ0(ξn1) · · ·φ0(ξn2)φ0(ξm2−κnk+1) · · ·φ0(ξm1)
× 1
φ˜0(ξ0)φ˜0(ξ1) · · · φ˜0(ξl1) · · · φ˜0(ξn1) · · · φ˜0(ξn2)φ˜0(ξm2−κnk+1) · · · φ˜0(ξm1)
×
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
φ0(ξ0) φ1(ξ0) ··· φl1 (ξ0) ··· φn1 (ξ0) ··· φn2 (ξ0) φm2−κnk+1(ξ0) ··· φ(n−1)K+k(ξ0)
φ0(ξ1) φ1(ξ1) ··· φl1 (ξ1) ··· φn1 (ξ1) ··· φn2 (ξ1) φm2−κnk+1(ξ1) ··· φ(n−1)K+k(ξ1)
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
φ0(ξl1 ) φ1(ξl1 ) ··· φl1 (ξl1 ) ··· φn1 (ξl1 ) ··· φn2 (ξl1 ) φm2−κnk+1(ξl1 ) ··· φ(n−1)K+k(ξl1 )
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
φ0(ξn1 ) φ1(ξn1 ) ··· φl1 (ξn1 ) ··· φn1 (ξn1 ) ··· φn2 (ξn1 ) φm2−κnk+1(ξn1 ) ··· φ(n−1)K+k(ξn1 )
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
φ0(ξn2 ) φ1(ξn2 ) ··· φl1 (ξn2 ) ··· φn1 (ξn2 ) ··· φn2 (ξn2 ) φm2−κnk+1(ξn2 ) ··· φ(n−1)K+k(ξn2 )
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
φ0(ξm1 ) φ1(ξm1 ) ··· φl1 (ξm1 ) ··· φn1 (ξm1 ) ··· φn2 (ξm1 ) φm2−κnk+1(ξm1 ) ··· φ(n−1)K+k(ξm1 )
φ0(z) φ1(z) ··· φl1 (z) ··· φn1 (z) ··· φn2 (z) φm2−κnk+1(z) ··· φ(n−1)K+k(z)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣︸                                                                                      ︷︷                                                                                      ︸
=D♦
∏(n−1)K+k−1
i, j=0
j<i
(ξi−ξ j)
∏(n−1)K+k−1
m=0 (z−ξm) (cf. proof of Lemma 2.1, case (2))
=
DD♦(φ0(z))−1
((n−1)K+k)!
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξl1) · · · dµ˜(ξn1) · · · dµ˜(ξn2) dµ˜(ξm2−κnk+1) · · ·
× · · · dµ˜(ξm1)
(φ˜0(ξ0)φ˜0(ξ1) · · · φ˜0(ξl1) · · · φ˜0(ξn1) · · · φ˜0(ξn2)φ˜0(ξm2−κnk+1) · · · φ˜0(ξm1))−1
φ0(ξ0)φ0(ξ1) · · ·φ0(ξl1) · · ·φ0(ξn1) · · ·φ0(ξn2)φ0(ξm2−κnk+1) · · ·φ0(ξm1)
×
(n−1)K+k−1∏
i, j=0
j<i
(ξi−ξ j)2
(n−1)K+k−1∏
m=0
(z−ξm);
but, recalling that, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, φ˜0(z)=φ0(z)/(z−αk), one arrives at
f
Ξ
n
k(z) =
DD♦(φ0(z))−1
((n−1)K+k)!
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξl1) · · · dµ˜(ξn1) · · · dµ˜(ξn2) · · · dµ˜(ξ(n−1)K+k−1)
×
(n−1)K+k−1∏
m=0
φ0(ξm)

−2 (n−1)K+k−1∏
i, j=0
j<i
(ξi−ξ j)2
(n−1)K+k−1∏
l=0
(ξl−αk)(z−ξl) ⇒
f
Ξ
n
k(z) =
DD♦
((n−1)K+k)!
 s−2∏
q=1
(z−αpq)κnkk˜q (z−αk)κnk

−1 ∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξ(n−1)K+k−1)
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×
(n−1)K+k−1∏
m=0
s−2∏
q=1
(ξm−αpq )κnkk˜q (ξm−αk)κnk

−2 (n−1)K+k−1∏
i, j=0
j<i
(ξi−ξ j)2
(n−1)K+k−1∏
l=0
(ξl−αk)(z−ξl).
Recalling that, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, πnk(z)=X11(z)/(z−αk)=
f
Ξ
n
k(z)/cˆD f , where
f
Ξ
n
k(z)
is given directly above, and cˆD f is given by Equation (327), one arrives at the integral representation for π
n
k
(z) given
in Equation (340).
The determinantal representation for X21(z) is now considered. For n ∈ N and k ∈ {1, 2, . . . ,K} such that
αps := αk ,∞, recall the ordered disjoint partition for {α1, α2, . . . , αK} ∪ {α1, α2, . . . , αK} ∪ · · · ∪ {α1, α2, . . . , αk}
introduced in the proof of Lemma 2.1 (cf. case (2)). For this ordered disjoint partition, introduce, for n ∈ N and
k∈{1, 2, . . . ,K} such that αps :=αk,∞, the following notation (recall that lq=κnkk˜q , q=1, 2, . . . , s−2, ls−1=κ∞nkk˜s−1 ,
and ls=κnk):
φ
∨
0(z) :=
s−2∏
m=1
(z−αpm)lm(z−αk)κnk−2=:
(n−1)K+k−2∑
j=0
a♣j,0z
j,
and, for r=1, . . . , s−1, s, q(r)=∑r−1i=1 li+1,∑r−1i=1 li+2, . . . ,∑r−1i=1 li+lr−2δrs, and m(r)=1, 2, . . . , lr−2δrs,
φ
∨
q(r)(z) :=
φ∨0(z)(z−αpr)−m(r)(1−δrs−1)zm(r)δrs−1 =:
(n−1)K+k−2∑
j=0
a♣j,q(r)z
j
 ;
e.g., for r=1, the notation φ
∨
q(1)(z) := {φ
∨
0(z)(z−αp1)−m(1)=:
∑(n−1)K+k−2
j=0 a
♣
j,q(1)z
j}, q(1)=1, 2, . . . , l1, m(1)=1, 2, . . . , l1,
denotes the (set of) l1=κnkk˜1 functions
φ
∨
1(z)=
φ
∨
0(z)
z−αp1
=:
(n−1)K+k−2∑
j=0
a♣j,1z
j, φ
∨
2(z)=
φ
∨
0(z)
(z−αp1)2
=:
(n−1)K+k−2∑
j=0
a♣j,2z
j, . . . , φ
∨
l1
(z)=
φ
∨
0(z)
(z−αp1)l1
=:
(n−1)K+k−2∑
j=0
a♣j,l1z
j,
for r = s− 1 (recall that αps−1 = ∞), the notation φ
∨
q(s−1)(z) := {φ
∨
0(z)z
m(s−1) =:
∑(n−1)K+k−2
j=0 a
♣
j,q(s−1)z
j}, q(s− 1) =
l1+· · ·+ls−2+1, l1+· · ·+ls−2+2, . . . , l1+· · ·+ls−2+ls−1= (n−1)K+k−κnk, m(s−1)=1, 2, . . . , ls−1, denotes the (set of)
ls−1=κ∞
nkk˜s−1
functions
φ
∨
l1+···+ls−2+1(z)=φ
∨
0(z)z=:
(n−1)K+k−2∑
j=0
a♣j,l1+···+ls−2+1z
j, φ
∨
l1+···+ls−2+2(z)=φ
∨
0(z)z
2=:
(n−1)K+k−2∑
j=0
a♣j,l1+···+ls−2+2z
j, . . .
. . . , φ
∨
(n−1)K+k−κnk (z)=φ
∨
0(z)z
ls−1 =:
(n−1)K+k−2∑
j=0
a♣j,(n−1)K+k−κnkz
j,
etc., and, for r= s, the notation φ
∨
q(s)(z) := {φ
∨
0(z)(z−αk)−m(s) =:
∑(n−1)K+k−2
j=0 a
♣
j,q(s)z
j}, q(s)= (n−1)K+k−κnk+1, (n−
1)K+k−κnk+2, . . . , (n−1)K+k−2,m(s)=1, 2, . . . , ls−2, denotes the (set of) ls−2=κnk−2 functions
φ
∨
(n−1)K+k−κnk+1(z)=
φ
∨
0(z)
z−αk =:
(n−1)K+k−2∑
j=0
a♣j,(n−1)K+k−κnk+1z
j, φ
∨
(n−1)K+k−κnk+2(z)=
φ
∨
0(z)
(z−αk)2
=:
(n−1)K+k−2∑
j=0
a♣j,(n−1)K+k−κnk+2z
j, . . .
. . . , φ
∨
(n−1)K+k−2(z)=
φ
∨
0(z)
(z−αk)κnk−2
=:
(n−1)K+k−2∑
j=0
a♣j,(n−1)K+k−2z
j.
(Note: #{φ∨0(z)(z−αpr )−m(r)(1−δrs−1)zm(r)δrs−1 }= lr−2δrs, r= 1, 2, . . . , s, and # ∪sr=1 {φ
∨
0(z)(z−αpr)−m(r)(1−δrs−1)zm(r)δrs−1 }=∑s
r=1 lr−2= (n−1)K+k−2.) One notes that, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, the l1+· · ·+ls−1+
ls−1= (n−1)K+k−1 functions φ∨0(z), φ
∨
1(z), . . . , φ
∨
l1
(z), . . . , φ
∨
l1+···+ls−2+1(z), . . . , φ
∨
(n−1)K+k−κnk (z), φ
∨
(n−1)K+k−κnk+1(z), . . . ,
φ
∨
(n−1)K+k−2(z) are linearly independent on R, that is, for z∈R,
∑(n−1)K+k−2
j=0 c
♣
j
φ
∨
j
(z)=0⇒ (via a Vandermonde-type
argument; see the ((n−1)K+k−1) × ((n−1)K+k−1) non-zero determinant D♣ in Equation (343) below) c♣
j
= 0,
j = 0, 1, . . . , (n−1)K+k−2. For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk , ∞, let S(n−1)K+k−1 denote the
((n−1)K+k−1)! permutations of {0, 1, . . . , (n−1)K+k−2}. For n ∈N and k ∈ {1, 2, . . . ,K} such that αps :=αk ,∞,
corresponding to the ordered disjoint partition above, recall the formula for X21(z)/(z−αk) given in the proof of
Lemma 2.1 (cf. case (2)):
X21(z)
z−αk =
s−2∑
m=1
lm=κnkk˜m∑
q=1
ν̂
f
m,q(n, k)
(z−αpm)q
+
ls−1=κ∞
nkk˜s−1∑
q=1
ν̂
f
s−1,q(n, k)z
q+
ls=κnk∑
q=1
ν̂
f
s,q(n, k)
(z−αk)q−1
, ν̂
f
s,κnk(n, k),0,
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where the (n−1)K+k coefficients ν̂ f1,1(n, k), . . . , ν̂ f1,l1(n, k), . . . , ν̂
f
s−1,1(n, k), . . . , ν̂
f
s−1,ls−1(n, k), ν̂
f
s,1(n, k), . . . , ν̂
f
s,κnk(n, k),
with ν̂ fs,κnk (n, k), 0, satisfy the linear inhomogeneous algebraic system of equations (336). Via the multi-linearity
property of the determinant and an application of Cramer’s Rule to system (336), one arrives at, for n ∈ N and
k∈{1, 2, . . . ,K} such that αps :=αk,∞, the following—ordered—determinantal representation for X21(z)/(z−αk):
X21(z)
z−αk =
2πi
N♯
f
(n, k)
▽
Ξ
n
k(z),
whereN♯
f
(n, k) is given by Equation (337), and, with (abuse of notation)
n1= l1+· · ·+ls−2+1, n2= (n−1)K+k−κnk, m1= (n−1)K+k−κnk+1, and m2= (n−1)K+k−2,
▽
Ξ
n
k(z) :=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∫
R
(ξ0−αk )0 dµ˜(ξ0)
(ξ0−αp1 )
···
∫
R
(ξ0−αk )0 dµ˜(ξ0)
(ξ0−αp1 )
l1
···
∫
R
ξ0 dµ˜(ξ0)
(ξ0−αk )0
···
∫
R
ξ
ls−1
0 dµ˜(ξ0)
(ξ0−αk )0
∫
R
(ξ0−αk )0 dµ˜(ξ0)
(ξ0−αk )0
···
∫
R
(ξ1−αp1 )−1 dµ˜(ξ1)
(ξ1−αp1 )
···
∫
R
(ξ1−αp1 )−1 dµ˜(ξ1)
(ξ1−αp1 )
l1
···
∫
R
ξ1 dµ˜(ξ1)
(ξ1−αp1 )
···
∫
R
ξ
ls−1
1
dµ˜(ξ1)
(ξ1−αp1 )
∫
R
(ξ1−αp1 )−1 dµ˜(ξ1)
(ξ1−αk )0
···
...
. . .
...
. . .
...
. . .
...
...
. . .∫
R
(ξl1
−αp1 )
−l1 dµ˜(ξl1 )
(ξl1
−αp1 )
···
∫
R
(ξl1
−αp1 )
−l1 dµ˜(ξl1 )
(ξl1
−αp1 )
l1
···
∫
R
ξl1
dµ˜(ξl1
)
(ξl1
−αp1 )
l1
···
∫
R
ξ
ls−1
l1
dµ˜(ξl1
)
(ξl1
−αp1 )
l1
∫
R
(ξl1
−αp1 )
−l1 dµ˜(ξl1 )
(ξl1
−αk )0
···
...
. . .
...
. . .
...
. . .
...
...
. . .∫
R
ξn1 dµ˜(ξn1 )
(ξn1−αp1 )
···
∫
R
ξn1 dµ˜(ξn1 )
(ξn1 −αp1 )
l1
···
∫
R
ξn1 ξn1 dµ˜(ξn1 ) ···
∫
R
ξ
ls−1
n1
ξn1 dµ˜(ξn1 )
∫
R
ξn1 dµ˜(ξn1 )
(ξn1 −αk )0
···
...
. . .
...
. . .
...
. . .
...
...
. . .∫
R
ξ
ls−1
n2
dµ˜(ξn2 )
(ξn2−αp1 )
···
∫
R
ξ
ls−1
n2
dµ˜(ξn2 )
(ξn2 −αp1 )
l1
···
∫
R
ξn2 ξ
ls−1
n2
dµ˜(ξn2 ) ···
∫
R
ξ
ls−1
n2
ξ
ls−1
n2
dµ˜(ξn2 )
∫
R
ξ
ls−1
n2
dµ˜(ξn2 )
(ξn2 −αk )0
···
∫
R
(ξm1 −αk )−1 dµ˜(ξm1 )
(ξm1 −αp1 )
···
∫
R
(ξm1 −αk )−1 dµ˜(ξm1 )
(ξm1 −αp1 )
l1
···
∫
R
ξm1 dµ˜(ξm1 )
(ξm1 −αk )
···
∫
R
ξ
ls−1
m1
dµ˜(ξm1 )
(ξm1 −αk )
∫
R
(ξm1 −αk )−1 dµ˜(ξm1 )
(ξm1 −αk )0
···
...
. . .
...
. . .
...
. . .
...
...
. . .∫
R
(ξm2 −αk )
−κnk+2 dµ˜(ξm2 )
(ξm2 −αp1 )
···
∫
R
(ξm2 −αk )
−κnk+2 dµ˜(ξm2 )
(ξm2 −αp1 )
l1
···
∫
R
ξm2 dµ˜(ξm2 )
(ξm2 −αk )
κnk−2 ···
∫
R
ξ
ls−1
m2
dµ˜(ξm2 )
(ξm2 −αk )
κnk−2
∫
R
(ξm2 −αk )
−κnk+2 dµ˜(ξm2 )
(ξm2 −αk )0
···
1
(z−αp1 )
··· 1
(z−αp1 )
l1
··· z ··· zls−1 1
(z−αk )0
···
··· ···
∫
R
(ξ0−αk )0 dµ˜(ξ0)
(ξ0−αk )κnk−1
··· ···
∫
R
(ξ1−αp1 )−1 dµ˜(ξ1)
(ξ1−αk )κnk−1
. . .
. . .
...
··· ···
∫
R
(ξl1
−αp1 )
−l1 dµ˜(ξl1 )
(ξl1
−αk )κnk−1
. . .
. . .
...
··· ···
∫
R
ξn1 dµ˜(ξn1 )
(ξn1−αk )
κnk−1
. . .
. . .
...
··· ···
∫
R
ξ
ls−1
n2
dµ˜(ξn2 )
(ξn2−αk )
κnk−1
··· ···
∫
R
(ξm1 −αk )−1 dµ˜(ξm1 )
(ξm1 −αk )
κnk−1
. . .
. . .
...
··· ···
∫
R
(ξm2 −αk )
−κnk+2 dµ˜(ξm2 )
(ξm2 −αk )
κnk−1
··· ··· 1
(z−αk )κnk−1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k−1
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξl1) · · · dµ˜(ξn1) · · · dµ˜(ξn2) dµ˜(ξm1) · · · dµ˜(ξm2)
× (−1)
(n−1)K+k−κnk
(ξ0−αk)0(ξ1−αp1)1 · · · (ξl1−αp1)l1 · · ·
1
(ξn1)1
· · · 1
(ξn2)ls−1
(ξm1−αk)1 · · · (ξm2−αk)κnk−2
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×
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 1(ξ0−αp1 )
··· 1
(ξ0−αp1 )
l1
··· ξ0 ··· ξls−10 1(ξ0−αk ) ···
1
(ξ0−αk )κnk−1
1 1(ξ1−αp1 )
··· 1
(ξ1−αp1 )
l1
··· ξ1 ··· ξls−11 1(ξ1−αk ) ···
1
(ξ1−αk )κnk−1
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
1 1(ξl1−αp1 )
··· 1
(ξl1
−αp1 )
l1
··· ξl1 ··· ξ
ls−1
l1
1
(ξl1
−αk ) ···
1
(ξl1
−αk )κnk−1
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
1 1(ξn1 −αp1 )
··· 1
(ξn1 −αp1 )
l1
··· ξn1 ··· ξ
ls−1
n1
1
(ξn1−αk )
··· 1
(ξn1 −αk )
κnk−1
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
1 1(ξn2 −αp1 )
··· 1
(ξn2 −αp1 )
l1
··· ξn2 ··· ξ
ls−1
n2
1
(ξn2−αk )
··· 1
(ξn2 −αk )
κnk−1
1 1(ξm1 −αp1 )
··· 1
(ξm1 −αp1 )
l1
··· ξm1 ··· ξ
ls−1
m1
1
(ξm1 −αk )
··· 1
(ξm1 −αk )
κnk−1
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
1 1(ξm2 −αp1 )
··· 1
(ξm2 −αp1 )
l1
··· ξm2 ··· ξ
ls−1
m2
1
(ξm2 −αk )
··· 1
(ξm2 −αk )
κnk−1
1 1(z−αp1 )
··· 1
(z−αp1 )
l1
··· z ··· zls−1 1(z−αk ) ···
1
(z−αk )κnk−1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk , ∞, recalling the (n−1)K+ k linearly independent func-
tions φ˜0(z) :=
∏s−2
m=1(z−αpm)lm(z−αk)κnk−1 =:
∑(n−1)K+k−1
j=0 a
♯
j,0z
j, φ˜q(r1)(z) := {φ˜0(z)(z−αpr1 )−m(r1)(1−δr1 s−1)zm(r1)δr1s−1 =:∑(n−1)K+k−1
j=0 a
♯
j,q(r1)
z j}, r1=1, . . . , s−1, s, q(r1)=∑r1−1i=1 li+1,∑r1−1i=1 li+2, . . . ,∑r1−1i=1 li+lr1−δr1s, m(r1)=1, 2, . . . , lr1−δr1s,
and the (n−1)K+ k−1 linearly independent functions φ∨0(z) :=
∏s−2
m=1(z−αpm)lm(z−αk)κnk−2 =:
∑(n−1)K+k−2
j=0 a
♣
j,0z
j,
φ
∨
q(r2)
(z) := {φ∨0(z)(z−αpr2 )−m(r2)(1−δr2s−1)zm(r2)δr2 s−1 =:
∑(n−1)K+k−2
j=0 a
♣
j,q(r2)
z j}, r2=1, . . . , s−1, s, q(r2)=∑r2−1i=1 li+1,∑r2−1i=1 li+
2, . . . ,
∑r2−1
i=1 li+lr2−2δr2s, m(r2)=1, 2, . . . , lr2−2δr2s, one proceeds, via the latter determinantal expression, with the
analysis of
▽
Ξ
n
k(z) := (−1)(n−1)K+k−κnk
△
Ξ
n
k(z):
△
Ξ
n
k(z) =
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k−1
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξl1) · · · dµ˜(ξn1) · · · dµ˜(ξn2) dµ˜(ξm1) · · · dµ˜(ξm2)
× 1
(ξ0−αk)0(ξ1−αp1 )1 · · · (ξl1−αp1)l1 · · ·
1
(ξn1)1
· · · 1
(ξn2)ls−1
(ξm1−αk)1 · · · (ξm2−αk)κnk−2
× (φ˜0(z))
−1
φ˜0(ξ0)φ˜0(ξ1) · · · φ˜0(ξl1) · · · φ˜0(ξn1) · · · φ˜0(ξn2)φ˜0(ξm1) · · · φ˜0(ξm2)
×
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
φ˜0(ξ0) φ˜1(ξ0) ··· φ˜l1 (ξ0) ··· φ˜n1 (ξ0) ··· φ˜n2 (ξ0) φ˜m1 (ξ0) ··· φ˜(n−1)K+k−1(ξ0)
φ˜0(ξ1) φ˜1(ξ1) ··· φ˜l1 (ξ1) ··· φ˜n1 (ξ1) ··· φ˜n2 (ξ1) φ˜m1 (ξ1) ··· φ˜(n−1)K+k−1(ξ1)
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
φ˜0(ξl1 ) φ˜1(ξl1 ) ··· φ˜l1 (ξl1 ) ··· φ˜n1 (ξl1 ) ··· φ˜n2 (ξl1 ) φ˜m1 (ξl1 ) ··· φ˜(n−1)K+k−1(ξl1 )
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
φ˜0(ξn1 ) φ˜1(ξn1 ) ··· φ˜l1 (ξn1 ) ··· φ˜n1 (ξn1 ) ··· φ˜n2 (ξn1 ) φ˜m1 (ξn1 ) ··· φ˜(n−1)K+k−1(ξn1 )
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
φ˜0(ξn2 ) φ˜1(ξn2 ) ··· φ˜l1 (ξn2 ) ··· φ˜n1 (ξn2 ) ··· φ˜n2 (ξn2 ) φ˜m2 (ξn2 ) ··· φ˜(n−1)K+k−1(ξn2 )
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
φ˜0(ξm2 ) φ˜1(ξm2 ) ··· φ˜l1 (ξm2 ) ··· φ˜n1 (ξm2 ) ··· φ˜n2 (ξm2 ) φ˜m1 (ξm2 ) ··· φ˜(n−1)K+k−1(ξm2 )
φ˜0(z) φ˜1(z) ··· φ˜l1 (z) ··· φ˜n1 (z) ··· φ˜n2 (z) φ˜m1 (z) ··· φ˜(n−1)K+k−1(z)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣︸                                                                                   ︷︷                                                                                   ︸
=:G△(ξ0 ,ξ1,...,ξl1 ,...,ξn1 ,...,ξn2 ,ξm1 ,...,ξ(n−1)K+k−2;z)
=
(φ˜0(z))−1
(m2+1)!
∑
σ∈Sm2+1
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k−1
dµ˜(ξσ(0)) dµ˜(ξσ(1)) · · · dµ˜(ξσ(l1)) · · · dµ˜(ξσ(n1)) · · · dµ˜(ξσ(n2))
× ···dµ˜(ξσ(m1 )) ···dµ˜(ξσ(m2))
(ξσ(0)−αk)0(ξσ(1)−αp1 )1···(ξσ(l1)−αp1 )l1 ··· 1(ξσ(n1))1
··· 1
(ξσ(n2)
)ls−1
(ξσ(m1)−αk)1···(ξσ(m2 )−αk)κnk−2
× 1
φ˜0(ξσ(0))φ˜0(ξσ(1)) · · · φ˜0(ξσ(l1)) · · · φ˜0(ξσ(n1)) · · · φ˜0(ξσ(n2))φ˜0(ξσ(m1)) · · · φ˜0(ξσ(m2))
×G△(ξσ(0), ξσ(1), . . . , ξσ(l1), . . . , ξσ(n1), . . . , ξσ(n2), ξσ(m1), . . . , ξσ((n−1)K+k−2); z)
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=
(φ˜0(z))−1
(m2+1)!
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k−1
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξl1) · · · dµ˜(ξn1) · · · dµ˜(ξn2) dµ˜(ξm1) · · ·
× · · · dµ˜(ξm2)G△(ξ0, ξ1, . . . , ξl1 , . . . , ξn1 , . . . , ξn2 , ξm1 , . . . , ξ(n−1)K+k−2; z)
×
∑
σ∈Sm2+1
sgn(σ) 1
(ξσ(0)−αk)0(ξσ(1)−αp1 )1 ···(ξσ(l1 )−αp1 )l1 ··· 1(ξσ(n1))1
··· 1
(ξσ(n2)
)ls−1
(ξσ(m1 )−αk)1···(ξσ(m2)−αk)κnk−2
× 1
φ˜0(ξσ(0))φ˜0(ξσ(1)) · · · φ˜0(ξσ(l1)) · · · φ˜0(ξσ(n1)) · · · φ˜0(ξσ(n2))φ˜0(ξσ(m1)) · · · φ˜0(ξσ(m2))
=
(φ˜0(z))−1
(m2+1)!
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k−1
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξl1) · · · dµ˜(ξn1) · · · dµ˜(ξn2) dµ˜(ξm1) · · ·
× · · · dµ˜(ξm2)
G△(ξ0, ξ1, . . . , ξl1 , . . . , ξn1 , . . . , ξn2 , ξm1 , . . . , ξ(n−1)K+k−2; z)
φ˜0(ξ0)φ˜0(ξ1) · · · φ˜0(ξl1) · · · φ˜0(ξn1) · · · φ˜0(ξn2)φ˜0(ξm1) · · · φ˜0(ξm2)
×
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 1(ξ0−αp1 )
··· 1
(ξ0−αp1 )
l1
··· ξ0 ··· ξls−10 1(ξ0−αk ) ···
1
(ξ0−αk )κnk−2
1 1(ξ1−αp1 )
··· 1
(ξ1−αp1 )
l1
··· ξ1 ··· ξls−11 1(ξ1−αk ) ···
1
(ξ1−αk )κnk−2
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
1 1(ξl1−αp1 )
··· 1
(ξl1
−αp1 )
l1
··· ξl1 ··· ξ
ls−1
l1
1
(ξl1
−αk ) ···
1
(ξl1
−αk )κnk−2
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
1 1(ξn1 −αp1 )
··· 1
(ξn1−αp1 )
l1
··· ξn1 ··· ξ
ls−1
n1
1
(ξn1 −αk )
··· 1
(ξn1−αk )
κnk−2
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
1 1(ξn2 −αp1 )
··· 1
(ξn2−αp1 )
l1
··· ξn2 ··· ξ
ls−1
n2
1
(ξn2 −αk )
··· 1
(ξn2−αk )
κnk−2
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
1 1(ξm2 −αp1 )
··· 1
(ξm2 −αp1 )
l1
··· ξm2 ··· ξ
ls−1
m2
1
(ξm2 −αk )
··· 1
(ξm2 −αk )
κnk−2
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
(φ˜0(z))−1
(m2+1)!
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k−1
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξl1) · · · dµ˜(ξn1) · · · dµ˜(ξn2) dµ˜(ξm1) · · ·
× · · · dµ˜(ξm2)
G△(ξ0, ξ1, . . . , ξl1 , . . . , ξn1 , . . . , ξn2 , ξm1 , . . . , ξ(n−1)K+k−2; z)
φ˜0(ξ0)φ˜0(ξ1) · · · φ˜0(ξl1) · · · φ˜0(ξn1) · · · φ˜0(ξn2)φ˜0(ξm1) · · · φ˜0(ξm2)
× 1
φ
∨
0(ξ0)φ
∨
0(ξ1) · · ·φ
∨
0(ξl1) · · ·φ
∨
0(ξn1 ) · · ·φ
∨
0(ξn2)φ
∨
0(ξm1) · · ·φ
∨
0(ξm2)
×
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
φ
∨
0 (ξ0) φ
∨
1 (ξ0) ··· φ
∨
l1
(ξ0) ··· φ∨n1 (ξ0) ··· φ
∨
n2
(ξ0) φ
∨
m1
(ξ0) ··· φ∨(n−1)K+k−2(ξ0)
φ
∨
0 (ξ1) φ
∨
1 (ξ1) ··· φ
∨
l1
(ξ1) ··· φ∨n1 (ξ1) ··· φ
∨
n2
(ξ1) φ
∨
m1
(ξ1) ··· φ∨(n−1)K+k−2(ξ1)
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
φ
∨
0 (ξl1 ) φ
∨
1 (ξl1 ) ··· φ
∨
l1
(ξl1 ) ··· φ
∨
n1
(ξl1 ) ··· φ
∨
n2
(ξl1 ) φ
∨
m1
(ξl1 ) ··· φ
∨
(n−1)K+k−2(ξl1 )
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
φ
∨
0 (ξn1 ) φ
∨
1 (ξn1 ) ··· φ
∨
l1
(ξn1 ) ··· φ
∨
n1
(ξn1 ) ··· φ
∨
n2
(ξn1 ) φ
∨
m1
(ξn1 ) ··· φ
∨
(n−1)K+k−2(ξn1 )
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
φ
∨
0 (ξn2 ) φ
∨
1 (ξn2 ) ··· φ
∨
l1
(ξn2 ) ··· φ
∨
n1
(ξn2 ) ··· φ
∨
n2
(ξn2 ) φ
∨
m1
(ξn2 ) ··· φ
∨
(n−1)K+k−2(ξn2 )
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
φ
∨
0 (ξm2 ) φ
∨
1 (ξm2 ) ··· φ
∨
l1
(ξm2 ) ··· φ
∨
n1
(ξm2 ) ··· φ
∨
n2
(ξm2 ) φ
∨
m1
(ξm2 ) ··· φ(n−1)K+k−2(ξm2 )
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣︸                                                                                   ︷︷                                                                                   ︸
=:G♣(ξ0 ,ξ1,...,ξl1 ,...,ξn1 ,...,ξn2 ,...,ξ(n−1)K+k−2)
;
but, noting the determinantal factorisation
G♣(ξ0, ξ1, . . . , ξl1 , . . . , ξn1 , . . . , ξn2 , . . . , ξ(n−1)K+k−2) :=
f
V3(ξ0, ξ1, . . . , ξ(n−1)K+k−2)D♣,
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where
f
V3(ξ0, ξ1, . . . , ξ(n−1)K+k−2) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 1 ··· 1 ··· 1 ··· 1 1 ··· 1
ξ0 ξ1 ··· ξl1 ··· ξn1 ··· ξn2 ξm1 ··· ξ(n−1)K+k−2
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
ξ
l1
0 ξ
l1
1 ··· ξ
l1
l1
··· ξl1n1 ··· ξ
l1
n2
ξ
l1
m1
··· ξl1(n−1)K+k−2
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
ξ
n1
0 ξ
n1
1 ··· ξ
n1
l1
··· ξn1n1 ··· ξ
n1
n2
ξ
n1
m1
··· ξn1(n−1)K+k−2
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
ξ
n2
0 ξ
n2
1 ··· ξ
n2
l1
··· ξn2n1 ··· ξ
n2
n2
ξ
n2
m1
··· ξn2(n−1)K+k−2
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
ξ
m2−1
0 ξ
m2−1
1 ··· ξ
m2−1
l1
··· ξm2−1n1 ··· ξ
m2−1
n2
ξ
m2−1
m1
··· ξm2−1(n−1)K+k−2
ξ
m2
0 ξ
m2
1 ··· ξ
m2
l1
··· ξm2n1 ··· ξ
m2
n2
ξ
m2
m1
··· ξm2(n−1)K+k−2
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
(n−1)K+k−2∏
i, j=0
j<i
(ξi−ξ j),
and
D♣ =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
a♣0,0 a
♣
1,0 ··· a♣l1 ,0 ··· a
♣
n1 ,0
··· a♣
n2 ,0
a♣
m1 ,0
··· a♣(n−1)K+k−2,0
a♣0,1 a
♣
1,1 ··· a♣l1 ,1 ··· a
♣
n1 ,1
··· a♣
n2 ,1
a♣
m1 ,1
··· a♣(n−1)K+k−2,1
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
a♣0,l1 a
♣
1,l1
··· a♣
l1 ,l1
··· a♣
n1 ,l1
··· a♣
n2 ,l1
a♣
m1 ,l1
··· a♣(n−1)K+k−2,l1
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
a♣0,n1 a
♣
1,n1
··· a♣
l1 ,n1
··· a♣n1 ,n1 ··· a♣n2 ,n1 a♣m1 ,n1 ··· a♣(n−1)K+k−2,n1
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
a♣0,n2 a
♣
1,n2
··· a♣
l1 ,n2
··· a♣n1 ,n2 ··· a♣n2 ,n2 a♣m1 ,n2 ··· a♣(n−1)K+k−2,n2
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
a♣0,m2−1 a
♣
1,m2−1 ··· a
♣
l1 ,m2−1 ··· a
♣
n1 ,m2−1 ··· a
♣
n2 ,m2−1 a
♣
m1 ,m2−1 ··· a
♣
(n−1)K+k−2,m2−1
a♣0,m2 a
♣
1,m2
··· a♣
l1 ,m2
··· a♣n1 ,m2 ··· a
♣
n2 ,m2
a♣m1 ,m2 ··· a
♣
(n−1)K+k−2,m2
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
:=det

A♣(0)
A♣(1)
...
A♣(s−1)
A♣(s)

, (343)
with
(A♣(0))1 j=
a♣j−1(~α), j=1, 2, . . . , (n−1)K+k−ls−1−1,0, j= (n−1)K+k−ls−1, . . . , (n−1)K+k−1,
for r=1, . . . , s−2, s, with lr=κnkk˜r , r=1, 2, . . . , s − 2, ls−1=κ∞nkk˜s−1 , ls=κnk, and
∑s−2
m=1 lm+ls−1= (n−1)K+k−κnk,
i(r) = 2+
r−1∑
m=1
lm, 3+
r−1∑
m=1
lm, . . . , 1−2δrs+lr+
r−1∑
m=1
lm, q(i(r), r)=1, 2, . . . , lr−2δrs,
(A♣(r))i(r) j(r) =

(−1)q(i(r),r)∏q(i(r),r)−1
m=0 (lr−m−2δrs)
(
∂
∂αpr
)q(i(r),r)
a♣
j(r)−1(~α), j(r)=1, 2, . . . , (n−1)K+k−ls−1−q(i(r), r)−1,
0, j(r)= (n−1)K+k−ls−1−q(i(r), r), . . . , (n−1)K+k−1,
and, for r=s−1,
i(s−1) = 2+
s−2∑
m=1
lm, 3+
s−2∑
m=1
lm, . . . , 1+ls−1+
s−2∑
m=1
lm, q(i(s−1), s−1)=1, 2, . . . , ls−1,
(A♣(s−1))i(s−1) j(s−1) =

0, j(s−1)=1, . . . , q(i(s−1), s−1),
a♣
j(s−1)−q(i(s−1),s−1)−1(~α), j(s−1)=q(i(s−1), s−1)+1, . . . , i(s−1)+κnk−2,
0, j(s−1)= i(s−1)+κnk−1, . . . , (n−1)K+k−1,
where, for m˜1=0, 1, . . . , (n−1)K+k−ls−1−2,
a♣m˜1(~α) :=
∑
ip=0,1,...,lp
p∈{1,2,...,s−2}
is=0,1,...,ls−2∑s
m=1
m,s−1
im=(n−1)K+k−ls−1−m˜1−2
(−1)(n−1)K+k−ls−1−m˜1−2
s−2∏
j=1
(
l j
i j
)(
ls−2
is
) s−2∏
m=1
(αpm )
imαis
k
,
it follows that, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞,
△
Ξ
n
k(z) =
D♣(φ˜0(z))−1
((n−1)K+k−1)!
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k−1
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξl1 ) · · · dµ˜(ξn1 ) · · · dµ˜(ξn2) dµ˜(ξm1) · · · dµ˜(ξm2)
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×
∏(n−1)K+k−2
i, j=0
j<i
(ξi−ξ j)
φ˜0(ξ0)φ˜0(ξ1) · · · φ˜0(ξl1 ) · · · φ˜0(ξn1) · · · φ˜0(ξn2)φ˜0(ξm1) · · · φ˜0(ξm2)
× 1
φ
∨
0(ξ0)φ
∨
0(ξ1) · · ·φ
∨
0(ξl1) · · ·φ
∨
0(ξn1) · · ·φ
∨
0(ξn2)φ
∨
0(ξm1) · · ·φ
∨
0(ξm2)
×
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
φ˜0(ξ0) φ˜1(ξ0) ··· φ˜l1 (ξ0) ··· φ˜n1 (ξ0) ··· φ˜n2 (ξ0) φ˜m1 (ξ0) ··· φ˜(n−1)K+k−1(ξ0)
φ˜0(ξ1) φ˜1(ξ1) ··· φ˜l1 (ξ1) ··· φ˜n1 (ξ1) ··· φ˜n2 (ξ1) φ˜m1 (ξ1) ··· φ˜(n−1)K+k−1(ξ1)
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
φ˜0(ξl1 ) φ˜1(ξl1 ) ··· φ˜l1 (ξl1 ) ··· φ˜n1 (ξl1 ) ··· φ˜n2 (ξl1 ) φ˜m1 (ξl1 ) ··· φ˜(n−1)K+k−1(ξl1 )
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
φ˜0(ξn1 ) φ˜1(ξn1 ) ··· φ˜l1 (ξn1 ) ··· φ˜n1 (ξn1 ) ··· φ˜n2 (ξn1 ) φ˜m1 (ξn1 ) ··· φ˜(n−1)K+k−1(ξn1 )
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
φ˜0(ξn2 ) φ˜1(ξn2 ) ··· φ˜l1 (ξn2 ) ··· φ˜n1 (ξn2 ) ··· φ˜n2 (ξn2 ) φ˜m1 (ξn2 ) ··· φ˜(n−1)K+k−1(ξn2 )
...
...
. . .
...
. . .
...
. . .
...
...
. . .
...
φ˜0(ξm2 ) φ˜1(ξm2 ) ··· φ˜l1 (ξm2 ) ··· φ˜n1 (ξm2 ) ··· φ˜n2 (ξm2 ) φ˜m1 (ξm2 ) ··· φ˜(n−1)K+k−1(ξm2 )
φ˜0(z) φ˜1(z) ··· φ˜l1 (z) ··· φ˜n1 (z) ··· φ˜n2 (z) φ˜m1 (z) ··· φ˜(n−1)K+k−1(z)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣︸                                                                                   ︷︷                                                                                   ︸
=D
∏(n−1)K+k−2
i, j=0
j<i
(ξi−ξ j)
∏(n−1)K+k−2
m=0 (z−ξm) (cf. proof of Lemma 2.1, case (2))
=
D♣D(φ˜0(z))−1
((n−1)K+k−1)!
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k−1
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξl1 ) · · · dµ˜(ξn1 ) · · · dµ˜(ξn2) dµ˜(ξm1) · · ·
× · · · dµ˜(ξm2)
(φ
∨
0(ξ0)φ
∨
0(ξ1) · · ·φ
∨
0(ξl1) · · ·φ
∨
0(ξn1) · · ·φ
∨
0(ξn2)φ
∨
0(ξm1) · · ·φ
∨
0(ξm2))
−1
φ˜0(ξ0)φ˜0(ξ1) · · · φ˜0(ξl1) · · · φ˜0(ξn1) · · · φ˜0(ξn2)φ˜0(ξm1) · · · φ˜0(ξm2)
×
(n−1)K+k−2∏
i, j=0
j<i
(ξi−ξ j)2
(n−1)K+k−2∏
m=0
(z−ξm);
but, noting that, for n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk , ∞, φ
∨
0(z) = φ˜0(z)/(z−αk), and
▽
Ξ
n
k(z) =
(−1)(n−1)K+k−κnk
△
Ξ
n
k(z), one arrives at
▽
Ξ
n
k(z) =
(−1)(n−1)K+k−κnkD♣D(φ˜0(z))−1
((n−1)K+k−1)!
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k−1
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξl1) · · · dµ˜(ξn1) · · · dµ˜(ξn2) · · ·
× · · · dµ˜(ξ(n−1)K+k−2)
(n−1)K+k−2∏
m=0
φ˜0(ξm)

−2 (n−1)K+k−2∏
i, j=0
j<i
(ξi−ξ j)2
(n−1)K+k−2∏
l=0
(ξl−αk)(z−ξl) ⇒
▽
Ξ
n
k(z) =
(−1)(n−1)K+k−κnkD♣D
((n−1)K+k−1)!
 s−2∏
q=1
(z−αpq)κnkk˜q (z−αk)κnk−1

−1 ∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k−1
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξ(n−1)K+k−2)
×
(n−1)K+k−2∏
m=0
s−2∏
q=1
(ξm−αpq)κnkk˜q (ξm−αk)κnk−1

−2 (n−1)K+k−2∏
i, j=0
j<i
(ξi−ξ j)2
(n−1)K+k−2∏
l=0
(ξl−αk)(z−ξl).
Recalling that, for n ∈N and k ∈ {1, 2, . . . ,K} such that αps := αk ,∞, X21(z)/(z−αk) = 2πi
▽
Ξ
n
k(z)/N♯f (n, k), where
▽
Ξ
n
k(z) is given directly above, andN♯f (n, k) is given by Equation (337), one arrives at the integral representation for
X21(z)/(z−αk) given in Equation (341). 
Corollary 2.1. Let V˜ : R \ {α1, α2, . . . , αK } → R satisfy conditions (48)–(50). Let X : N × {1, 2, . . . ,K} × C \
R → SL2(C) be the unique solution of the RHP stated in Lemma RHPMPC with integral representation given
by Equation (283) for αps := αk = ∞ (resp., Equation (284) for αps := αk , ∞), k ∈ {1, 2, . . . ,K}. For n ∈ N
and k ∈ {1, 2, . . . ,K} such that αps := αk = ∞ (resp., αps := αk , ∞), let µ∞n,κnk (n, k) (resp., µ
f
n,κnk (n, k)) be the
associated MPC ORF norming constant defined in Subsection 1.2.1 (resp., Subsection 1.2.2). Then: (i) for n ∈N
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and k∈{1, 2, . . . ,K} such that αps :=αk=∞,81(
µ∞n,κnk (n, k)
)2
=
ς∞(n, k)
λ∞(n, k)
, (344)
where
ς∞(n, k) =
(Dˆ)2
((n−1)K+k)!
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξ(n−1)K+k−1)
(n−1)K+k−1∏
i, j=0
j<i
(ξi−ξ j)2
×
(n−1)K+k−1∏
m=0
s−1∏
q=1
(ξm−αpq)κnkk˜q

−2
,
λ∞(n, k) =
(D
∨
)2
((n−1)K+k+1)!
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k+1
dµ˜(τ0) dµ˜(τ1) · · · dµ˜(τ(n−1)K+k)
(n−1)K+k∏
i, j=0
j<i
(τi−τ j)2
×
(n−1)K+k∏
m=0
s−1∏
q=1
(τm−αpq)κnkk˜q

−2
,
with dµ˜(z)= exp(−nV˜(z)) dz, and D∨ and D ,ˆ with D∨ =D ,ˆ are defined by Equations (297) and (299), respectively;
and (ii) for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞,82(
µ
f
n,κnk (n, k)
)2
=
ς f (n, k)
λ f (n, k)
, (345)
where
ς f (n, k) =
(D)2
((n−1)K+k)!
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξ(n−1)K+k−1)
(n−1)K+k−1∏
i, j=0
j<i
(ξi−ξ j)2
×
(n−1)K+k−1∏
m=0
s−2∏
q=1
(ξm−αpq)κnkk˜q (ξm−αk)κnk−1

−2
,
λ f (n, k) =
(D♦)2
((n−1)K+k+1)!
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k+1
dµ˜(τ0) dµ˜(τ1) · · · dµ˜(τ(n−1)K+k)
(n−1)K+k∏
i, j=0
j<i
(τi−τ j)2
×
(n−1)K+k∏
m=0
s−2∏
q=1
(τm−αpq)κnkk˜q (τm−αk)κnk

−2
,
and D♦ and D, with D♦/D = (−1)(n−1)K+k∏s−2q=1(αk−αpq)κnkk˜q , are defined by Equations (324) and (326), respec-
tively.
Proof. Recall from the proof of Lemma 2.1, Equation (296) (resp., (323)) that, for n ∈N and k ∈ {1, 2, . . . ,K}
such that αps := αk =∞ (resp., αps := αk ,∞), (µ∞n,κnk (n, k))−2 = cˆN∞/cˆD∞ (resp., (µ
f
n,κnk(n, k))
−2 = cˆN f /cˆD f ), where
cˆN∞ (resp., cˆN f ) is given in Equation (298) (resp., (325)), with the associated, non-singular determinant D
∨
(resp.,
D♦) defined in Equation (297) (resp., (324)), and cˆD∞ (resp., cˆD f ) is given in Equation (300) (resp., (327)), with the
associated, non-singular determinant Dˆ (resp., D) defined by Equation (299) (resp., (326)); hence, substituting
Equations (298) and (300) (resp., (325) and (327)) into the formula for (µ∞n,κnk (n, k))
−2 (resp., (µ fn,κnk (n, k))
−2), one
arrives at, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞ (resp., αps :=αk,∞), Equation (344) (resp., (345)).

Corollary 2.2. For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk =∞ (resp., αps := αk ,∞), the MPC ORF is
obtained via φn
k
(z) = µ∞n,κnk (n, k)π
n
k
(z) (resp., φn
k
(z) = µ fn,κnk (n, k)π
n
k
(z)), z ∈ C, where the corresponding monic MPC
ORF, πn
k
(z), z∈C, is given in Equation (338) (resp., (340)), and the associated norming constant µ∞n,κnk (n, k) (resp.,
µ
f
n,κnk (n, k)) is given in Equation (344) (resp., (345)).
81One obtains µ∞n,κnk (n, k) by taking the positive square root of the expression on the right-hand side of Equation (344).
82One obtains µ fn,κnk (n, k) by taking the positive square root of the expression on the right-hand side of Equation (345).
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Proof. Consequence of the definition of the corresponding MPC ORF in terms of the associated norming
constant and the monic MPC ORF given in Subsection 1.2.1 (resp., Subsection 1.2.2) for the case αps := αk =∞
(resp., αps :=αk,∞), k∈{1, 2, . . . ,K}. 
Remark 2.2. Recall the following formulae for the correspondingmonicMPCORFs (cf. the proof of Lemma 2.1):
(i) for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞,
πnk(z) =
φ∞0 (n, k)
µ∞n,κnk (n, k)
+
1
µ∞n,κnk (n, k)
s−1∑
m=1
lm∑
q=1
ν∞q,m(n, k)
(z−αpm)q
+
1
µ∞n,κnk (n, k)
ls−1∑
q=1
µ∞n,q(n, k)z
q+zκnk
:= φ˜∞0 (n, k)+
s−1∑
m=1
lm∑
q=1
ν˜∞m,q(n, k)
(z−αpm)q
+
ls−1∑
q=1
ν˜∞s,q(n, k)z
q+zκnk ,
where φ˜∞0 (n, k) = φ
∞
0 (n, k)/µ
∞
n,κnk
(n, k), ν˜∞m,q(n, k) = ν∞q,m(n, k)/µ
∞
n,κnk
(n, k), q = 1, 2, . . . , lm = κnkk˜m , m = 1, 2, . . . , s−1,
ν˜∞
s,q′(n, k)=µ
∞
n,q′(n, k)/µ
∞
n,κnk
(n, k), q′=1, 2, . . . , ls−1, with ls=κnk, and µ∞n,κnk (n, k) is given in Equation (344); and (ii)
for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞,
πnk(z) =
φ
f
0(n, k)
µ
f
n,κnk (n, k)
+
1
µ
f
n,κnk (n, k)
s−2∑
m=1
lm∑
q=1
ν˜
f
q,m(n, k)
(z−αpm)q
+
1
µ
f
n,κnk (n, k)
ls−1∑
q=1
νˆ
f
n,q(n, k)z
q+
1
µ
f
n,κnk (n, k)
ls−1∑
q=1
µ
f
n,q(n, k)
(z−αk)q +
1
(z−αk)κnk
:= φ˜ f0(n, k)+
s−2∑
m=1
lm∑
q=1
ν˜
f
m,q(n, k)
(z−αpm)q
+
ls−1∑
q=1
ν˜
f
s−1,q(n, k)z
q+
ls−1∑
q=1
ν˜
f
s,q(n, k)
(z−αk)q +
1
(z−αk)κnk ,
where φ˜ f0(n, k) = φ
f
0 (n, k)/µ
f
n,κnk(n, k), ν˜
f
m,q(n, k) = ν˜
f
q,m(n, k)/µ
f
n,κnk(n, k), q = 1, 2, . . . , lm = κnkk˜m , m = 1, 2, . . . , s−2,
ν˜
f
s−1,q′(n, k)= νˆ
f
n,q′(n, k)/µ
f
n,κnk(n, k), q
′=1, 2, . . . , ls−1=κ∞
nkk˜s−1
, ν˜ f
s,q′′ (n, k)=µ
f
n,q′′(n, k)/µ
f
n,κnk(n, k), q
′′=1, 2, . . . , ls−1,
with ls = κnk, and µ
f
n,κnk (n, k) is given in Equation (345). In conjunction with the above formulae, an algebraic
analysis of the multi-integral representations for the corresponding monic MPC ORFs given in Equations (338)
and (340), respectively, reveals that: (i) for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞,
φ˜∞0 (n, k)=
φ∞0 (n, k)
µ∞n,κnk (n, k)
=
1
ΥD∞ (n, k)
b(n−1)K+k−ls+ ls∑
m=1
b
♮
mbm+(n−1)K+k−ls
 ,
ν˜∞
s,q′(n, k)=
µ∞n,q′ (n, k)
µ∞n,κnk (n, k)
=
1
ΥD∞ (n, k)
bq′+(n−1)K+k−ls+
∑
m1,m2=1,2,...,ls
m1−m2=q′
b
♮
m2bm1+(n−1)K+k−ls
 , q′=1, 2, . . . , ls−1,
where ΥD∞ (n, k) is given in item (i) of Lemma 2.2,
br =
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξ(n−1)K+k−1)
(n−1)K+k−1∏
i, j=0
j<i
(ξi−ξ j)2
(n−1)K+k−1∏
m=0
s−1∏
q=1
(ξm−αpq)lq

−2
×
∑
ip∈{0,1}
p=0,1,...,(n−1)K+k−1∑(n−1)K+k−1
m′=0 im′=(n−1)K+k−r
(n−1)K+k−1∏
q′=0
(
1
iq′
)
(−1)iq′ξiq′
q′ , r=0, 1, . . . , (n−1)K+k,
b
♮
p=
∑
mi∈N0
i=1,2,...,ls∑ls
k′=1 k
′mk′=p
(a♮1)
m1(a♮2)
m2 · · · (a♮
ls
)mls
m1!m2! · · · mls!
, p=1, 2, . . . , ls,
a
♮
m :=
1
m
s−1∑
j=1
l j(αp j )
m, m=1, 2, . . . , ls,
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with dµ˜(z)=exp(−nV˜(z)) dz, and
ν˜∞
q,m(q)(n, k)=
ν∞
m(q),q(n, k)
µ∞n,κnk (n, k)
=
1
ΥD∞ (n, k)
∑
k′,r=1,2,...,lq
k′−r−1=−m(q)
f(k
′−1)(αpq)p
(q)
r (n, k)
(k′−1)! , q=1, 2, . . . , s−1, m(q)=1, 2, . . . , lq,
where f(k
′−1)(αpq) := (
d
dz )
k′−1f(z)
∣∣∣
z=αpq
, with f(z)=
∑(n−1)K+k
r=0 brz
r , and
p
(q)
lq−r(q)(n, k) :=b
♯
r(q)(q)
s−1∏
q′=1
q′,q
(αpq−αpq′ )−lq′ , q=1, 2, . . . , s−1, r(q)=0, 1, . . . , lq−1,
b
♯
r(q)(q)=
∑
mi∈N0
i=1,2,...,lq−1∑lq−1
k′=1 k
′mk′=r(q)
(a♯1(q))
m1(a♯2(q))
m2 · · · (a♯
lq−1(q))
mlq−1
m1!m2! · · · mlq−1!
,
a
♯
m′(q)(q) :=
1
m′(q)
s−1∑
j=1
j,q
l j
(αp j−αpq)m′(q)
, m′(q)=1, 2, . . . , lq−1;
and (ii) for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞,
φ˜
f
0 (n, k)=
φ
f
0(n, k)
µ
f
n,κnk (n, k)
=
(−1)(n−1)K+k∏s−2q′=1(αk−αpq′ )lq′
ΥD f (n, k)
bo(n−1)K+k−ls−1+ ls−1∑
m=1
b♭mb
o
m+(n−1)K+k−ls−1
 ,
ν˜
f
s−1,ls−1(n, k)=
νˆ
f
n,ls−1
(n, k)
µ
f
n,κnk (n, k)
=
(−1)(n−1)K+kbo(n−1)K+k
∏s−2
q′=1(αk−αpq′ )lq′
ΥD f (n, k)
,
ν˜
f
s−1,q′′ (n, k)=
νˆ
f
n,q′′ (n, k)
µ
f
n,κnk (n, k)
=
(−1)(n−1)K+k∏s−2q′=1(αk−αpq′ )lq′
ΥD f (n, k)
boq′′+(n−1)K+k−ls−1
+
∑
m1,m2=1,2,...,ls−1
m1−m2=q′′
b♭m2b
o
m1+(n−1)K+k−ls−1
 , q′′=1, 2, . . . , ls−1−1,
where ΥD f (n, k) is given in item (ii) of Lemma 2.2,
bor =
∫
R
∫
R
· · ·
∫
R︸         ︷︷         ︸
(n−1)K+k
dµ˜(ξ0) dµ˜(ξ1) · · · dµ˜(ξ(n−1)K+k−1)
(n−1)K+k−1∏
i, j=0
j<i
(ξi−ξ j)2
(n−1)K+k−1∏
m=0
s−2∏
q=1
(ξm−αpq)lq(ξm−αk)ls

−2
×
(n−1)K+k−1∏
l=0
(ξl−αk)
 ∑
ip∈{0,1}
p=0,1,...,(n−1)K+k−1∑(n−1)K+k−1
m′=0 im′=(n−1)K+k−r
(n−1)K+k−1∏
q′=0
(
1
iq′
)
(−1)iq′ξiq′
q′ , r=0, 1, . . . , (n−1)K+k,
b♭p=
∑
mi∈N0
i=1,2,...,ls−1∑ls−1
k′=1 k
′mk′=p
(aˆ♭1)
m1(aˆ♭2)
m2 · · · (aˆ♭
ls−1
)mls−1
m1!m2! · · · mls−1 !
, p=1, 2, . . . , ls−1,
aˆ♭m :=
1
m
s∑
j=1
j,s−1
l j(αp j )
m, m=1, 2, . . . , ls−1,
Orthogonal Rational Functions: Characterisation, Multi-Point Pade´ Approximants, and Asymptotics 124
and
ν˜
f
q,m(q)(n, k)=
ν˜
f
m(q),q(n, k)
µ
f
n,κnk (n, k)
=
(−1)(n−1)K+k∏s−2q′=1(αk−αpq′ )lq′
ΥD f (n, k)
×
∑
k′,r=1,2,...,lq
k′−r−1=−m(q)
f
(k′−1)
o (αpq)pˆ
(q)
r (n, k)
(k′−1)! , q=1, 2, . . . , s−2, m(q)=1, 2, . . . , lq,
ν˜
f
s,m(s)(n, k)=
µ
f
n,m(s)(n, k)
µ
f
n,κnk (n, k)
=
(−1)(n−1)K+k∏s−2q′=1(αk−αpq′ )lq′
ΥD f (n, k)
×
∑
k′,r=1,2,...,ls
k′−r−1=−m(s)
f
(k′−1)
o (αk)pˆ
(s)
r (n, k)
(k′−1)! , m(s)=1, 2, . . . , ls−1,
where f(k
′−1)
o (αpq) := (
d
dz )
k′−1fo(z)
∣∣∣
z=αpq
, with fo(z)=
∑(n−1)K+k
r=0 b
o
r z
r, and
pˆ
(q)
lq−r(q)(n, k) := bˆ
o
r(q)(q)
s∏
q′=1
q′,q,s−1
(αpq−αpq′ )−lq′ , q=1, . . . , s−2, s, r(q)=0, 1, . . . , lq−1,
bˆor(q)(q)=
∑
mi∈N0
i=1,2,...,lq−1∑lq−1
k′=1 k
′mk′=r(q)
(aˆo1(q))
m1(aˆo2(q))
m2 · · · (aˆo
lq−1(q))
mlq−1
m1!m2! · · · mlq−1!
,
aˆom′(q)(q) :=
1
m′(q)
s∑
j=1
j,q,s−1
l j
(αp j−αpq )m′(q)
, m′(q)=1, 2, . . . , lq−1.
3 The Monic MPC ORF Families of Variational Problems: Existence,
Uniqueness, Regularity, and the Transformed RHPs
In this section, the analysis of the family of K (= Kˆ+ K˜, where Kˆ = #{k ∈ {1, 2, . . . ,K}; αk =∞}, and K˜ = #{k ∈
{1, 2, . . . ,K}; αk,∞}) variational problems corresponding to the associated monic MPC ORFs is undertaken. This
family of energy minimisation problems requires an existence and regularity theory due to the presence of the
poles α1, α2, . . . , αK and the singular behaviour of V˜ at each αk, k ∈ {1, 2, . . . ,K} (cf. conditions (48)–(50)). More
precisely, the two corresponding n-, k-, and zo-dependent subfamilies of associated equilibrium measures, that is,
their existence, uniqueness, and regularity theory, and generalised weighted Fekete sets are analysed; furthermore,
by considering the two corresponding n-, k-, and zo-dependent subfamilies of complex potentials (‘g-functions’),
Lemma RHPMPC is re-formulated as a family of K equivalent 83 matrix RHPs on R.
Remark 3.1. The formulae, etc., of this Section 3, while valid for finite n (∈N), are germane, principally, for the
ensuing asymptotic analysis, in the double-scaling limit N, n→∞ such that zo=1+o(1).
Remark 3.2. The equilibrium measures, weighted logarithmic energy functionals, Fekete sets, etc., introduced
in this monograph vary according to the parameters n (∈ N), k (∈ {1, 2, . . . ,K}), and zo (cf. Remark 1.3.6), and
thus, sensus strictu, all associated variables, too, depend on n, k, and zo, which would necessitate the introduction
of an over-arching amount of additional, superfluous notation(s) to subsume these n-, k-, and zo-dependencies;
however, for simplicity of notation, such cumbersome n-, k-, and zo-dependencies will be suppressed, unless where
absolutely necessary, and the reader should be cognizant of this fact. This comment applies, mutatis mutandis,
throughout the remainder of this monograph.
Remark 3.3. The ‘symbol(s)’ (‘notation(s)’) c1, c2, c3, . . . , with or without subscripts, superscripts, underscripts,
overscripts, explicit reference(s) to their functional dependencies, etc., appearing in the various error estimates
throughout this monograph are not equal, and should properly be denoted as (suppressing, again, all subscripts,
superscripts, underscripts, and overscripts) c1(n, k, zo), c2(n, k, zo), c3(n, k, zo), . . . . Since the principal concern of this
83If there are two matrix RHPs, (X1(z), υ1(z), Γ1) and (X2(z), υ2(z), Γ2), say, where Γ2 ⊂ Γ1 and υ1↾Γ1\Γ2=N,n→∞
zo=1+o(1)
I+o(1), then their solutions,
X1 and X2, respectively, are asymptotically (modulo o(1) estimates) equal.
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monograph is not their explicit (functional) n-, k-, and zo-dependencies, which, in every instance, is O(1) (in the
double-scaling limit N, n→∞ such that zo = 1+o(1)), but, rather, the explicit class(es) to which they belong, the
simplified ‘notation(s)’ c1, c2, c3, . . . are retained throughout this monograph, unless stated otherwise.
One begins by establishing the existence and the uniqueness of the family of K equilibrium measures.
Lemma 3.1. Let the external field V˜ : R \ {α1, α2, . . . , αK} → R satisfy conditions (48)–(50), and set ̟(z) :=
exp(−V˜(z)/2). For n∈N and k∈ {1, 2, . . . ,K} such that αps :=αk =∞, with associated measure µEQ1 ∈M1(R), define
the corresponding weighted logarithmic energy functional
I∞
V˜
: N × {1, 2, . . . ,K} ×M1(R)∋ (n, k, µEQ1 ) 7→ I∞V˜ [n, k; µ
EQ
1 ] := I
∞
V˜
[µEQ1 ]
=
"
R2
ln
|ξ−τ| κnkn s−1∏
q=1
( |ξ−τ|
|ξ−αpq ||τ−αpq |
) κnkk˜q
n
̟(ξ)̟(τ)

−1
dµEQ1 (ξ) dµ
EQ
1 (τ), (346)
and consider its associated minimisation problem
E∞
V˜
= inf
{
I∞
V˜
[µEQ1 ]; µ
EQ
1 ∈M1(R)
}
;
and, for n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk , ∞, with associated measure µEQ2 ∈ M1(R), define the
corresponding weighted logarithmic energy functional
I f
V˜
: N × {1, 2, . . . ,K} ×M1(R)∋ (n, k, µEQ2 ) 7→ I fV˜ [n, k; µ
EQ
2 ] := I
f
V˜
[µEQ2 ]
=
"
R2
ln
|ξ−τ| κ
∞
nkk˜s−1
+1
n
( |ξ−τ|
|ξ−αk ||τ−αk|
) κnk−1
n
s−2∏
q=1
( |ξ−τ|
|ξ−αpq ||τ−αpq |
) κnkk˜q
n
̟(ξ)̟(τ)

−1
dµEQ2 (ξ) dµ
EQ
2 (τ), (347)
and consider its associated minimisation problem
E
f
V˜
= inf
{
I f
V˜
[µEQ2 ]; µ
EQ
2 ∈M1(R)
}
.
Then, for n ∈N and k ∈ {1, 2, . . . ,K} such that αps :=αk =∞ (resp., αps :=αk ,∞): (1) E∞V˜ (resp., E
f
V˜
) is finite; (2)
the infimum is attained, that is, there exists µ∞
V˜
∈M1(R) (resp., µ f
V˜
∈M1(R)), the associated equilibrium measure,
such that I∞
V˜
[µ∞
V˜
] = E∞
V˜
(resp., I f
V˜
[µ f
V˜
] = E f
V˜
), and µ∞
V˜
(resp., µ
f
V˜
) has finite weighted logarithmic energy, that is,
−∞< I∞
V˜
[µ∞
V˜
]<+∞ (resp., −∞< I f
V˜
[µ f
V˜
]<+∞); and (3) J∞ := supp(µ∞
V˜
) (resp., J f := supp(µ
f
V˜
)) is a proper compact
subset of R \ {α1, α2, . . . , αK }.
Remark to Lemma 3.1. The proof of Lemma 3.1 that is presented in this lecture note is modelled on the paradigm
presented in Chapter 6 of Deift’s book [98] (see, also, Section 9 of [379], and [380]): there is, however, an alternate
proof, which is based on the ideas used to prove Theorem 1.2 in [126] (see, in particular, p. 740, Section 1,
Theorem 1.2, and pp. 746–748, Section 3, Proof of Theorem 1.2 of [126]). Adapting and suitably modifying
the core ideas subsumed in the proof of Theorem 1.2 of Kuijlaars-McLaughlin [126] to the situation considered
in this monograph, though, one must suppose that, for real analytic external fields V˜(z) and {V˜m(z)}m∈N on R \
{α1, α2, . . . , αK}, the following hold: (i) limm′→∞ V˜ (i)m′ (x) = V˜ (i)(x), i = 0, 1, 2, 3, uniformly on compact subsets of
R \ {α1, α2, . . . , αK}; and (ii) the ‘growth conditions’ limx→αi (V˜m(x)/ ln|x|) = +∞, i ∈ {k ∈ {1, 2, . . . ,K}; αk =∞},
and limx→α j (V˜m(x)/ ln|x−α j|−1)=+∞, j∈ {k ∈ {1, 2, . . . ,K}; αk ,∞}, hold uniformly in m. Furthermore, one must
have a priori knowledge of the analogue of their function qV(x) (see Equations (1.12) and (3.8) of [126]; see, also,
[127]), which, in this monograph, will not be available until (see Lemma 3.7 below) Equation (506), for the case
αps := αk =∞, k ∈ {1, 2, . . . ,K}, and Equation (468), for the case αps := αk ,∞, k ∈ {1, 2, . . . ,K}, and the fact that
the density of their equilibriummeasure, denoted dµV , can be presented in the form dµV (x)=ψV (x) dx on supp(µV )
(for ψV continuous with compact support), which, in this monograph, is established only in Lemma 3.7 below
(see Equation (437) for the case αps := αk =∞, k ∈ {1, 2, . . . ,K}, and Equation (443) for the case αps := αk ,∞,
k ∈ {1, 2, . . . ,K}). Since the above-mentioned suppositions are not made, and the above-mentioned facts are not
established until well into the analysis of this Section 3, it is more natural to present, at this stage, the proof
of Lemma 3.1 based on the ideas of Chapter 6 of Deift’s book [98] (see, also, [125]). If, however, the above
suppositions (facts) had been established, then, one could proceed, with suitable modifications and adaptations,
as in the proof of Theorem 1.2 of [126], to show that there exists some A˜ > 0 (and bounded) such that, ∀ m ∈N,
supp(µV˜m) ⊂ [−A˜, A˜] \ {αk′ , k′ ∈ {1, 2, . . . ,K}; αk′ ,∞} and is compact; moreover, one could also show that, for
regular V˜ , ∃ m0 ∈ N such that V˜m is regular ∀ m >m0. Incidentally, and as a by-product of the latter results, one
can also establish that regular external fields are generic, that is, open and dense in the space V˜ of real analytic
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functions V˜ satisfying the conditions (48)–(50); in particular, the issue of openness is addressed by providing the
space V˜ with the—in the terminology of [126]—“right topology” (the question of denseness is not addressed in
this monograph). Towards this end, one wants that a sequence {V˜m(z)}m∈N converges to V˜(z) in V˜ if, and only if, the
conditions (i) and (ii) above are satisfied. Define Mˆ :=max{|αk′ |, k′ ∈ {1, 2, . . . ,K}; αk′ ,∞}+max{|αi−α j|, i, j ∈
{1, 2, . . . ,K}; αi, α j,∞}, and choose δMˆ >0 so that 3δMˆ < mˆ, where mˆ :=min{|αi−α j|, i, j∈{1, 2, . . . ,K}; αi, α j,
∞}. For αk′ ,∞, k′ ∈{1, 2, . . . ,K}, define Oˆ δMˆ
K( j+1)
(αk′) := {x∈R; |x−αk′ |6δMˆ/K( j+1)}, j∈N. For j∈N and αk′ ,∞,
k′ ∈{1, 2, . . . ,K}, define the real-valued mappings (not the only ones possible!) Fˆ j : V˜∋ V˜ 7→ inf |x|>KMˆ+ j(V˜(x)/ ln|x|)
and Gˆk′, j : V˜ ∋ V˜ 7→ inf|x−αk′ |6δMˆ/K( j+1)(V˜(x)/ ln|x−αk′ |−1), and consider the space V˜ endowed with the metric (not
the only choice possible!)
σ˜(V˜ , W˜) :=
∞∑
j=1
1
2 j
|Fˆ j(V˜)−Fˆ j(W˜)|
1+ |Fˆ j(V˜)−Fˆ j(W˜)|
+
∑
{k′∈{1,2,...,K}, αk′,∞}
∞∑
j=1
1
2 j
|Gˆk′ , j(V˜)−Gˆk′, j(W˜)|
1+ |Gˆk′, j(V˜)−Gˆk′, j(W˜)|
+
3∑
i=0
∞∑
j=1
1
2 j
||V˜ (i)−W˜ (i)||Aˆ( j)
1+ ||V˜ (i)−W˜ (i)||Aˆ( j)
,
with Aˆ( j) := [−(KMˆ+ j),KMˆ+ j] \ ∪{αk′,∞, k′∈{1,2,...,K}}Oˆ δMˆ
K( j+1)
(αk′), where the norm ||·||Aˆ( j) is the sup norm on Aˆ( j).
One then notes that convergence of a sequence {V˜m(z)}m∈N to V˜(z) in the metric space (V˜, σ˜) is equivalent to the
convergence of V˜ (i)m (z) to V˜ (i)(z), i= 0, 1, 2, 3, uniformly on compact subsets of R \ {α1, α2, . . . , αK} (together with
the uniform ‘growth conditions’ at each pole αk, k∈{1, 2, . . . ,K}).
Proof. The proof of this Lemma 3.1 consists of two cases: (i) n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞;
and (ii) n ∈N and k ∈ {1, 2, . . . ,K} such that αps := αk ,∞. For the sake of eschewing redundancies, and without
loss of generality, only case (ii) will be considered in detail (see (1) below), whilst case (i) can be proved in an
analogous manner (see (2) below).
(1) For n ∈N and k ∈ {1, 2, . . . ,K} such that αps := αk ,∞, let µEQ2 ∈M1(R), and set, as in the lemma, ̟(z) :=
exp(−V˜(z)/2), where V˜ : R \ {α1, α2, . . . , αK}→R satisfies conditions (48)–(50). For n∈N and k∈{1, 2, . . . ,K} such
that αps :=αk,∞, from the definition of I fV˜ : N × {1, 2, . . . ,K} ×M1(R)→R stated in the lemma,
84 one shows that
I f
V˜
[µEQ2 ]=
"
R2
K f
V˜
(ξ, τ) dµEQ2 (ξ) dµ
EQ
2 (τ),
where the symmetric kernelK f
V˜
(ξ, τ)=K f
V˜
(τ, ξ) is given by
K f
V˜
(ξ, τ) = ln
|ξ−τ| κ
∞
nkk˜s−1
+1
n
( |ξ−τ|
|ξ−αk||τ−αk|
) κnk−1
n
s−2∏
q=1
( |ξ−τ|
|ξ−αpq ||τ−αpq |
) κnkk˜q
n
̟(ξ)̟(τ)

−1
=
κ∞nkk˜s−1+1n
 ln ( 1|ξ−τ|
)
+
(
κnk−1
n
)
ln
(∣∣∣∣∣ 1ξ−αk − 1τ−αk
∣∣∣∣∣−1)
+
s−2∑
q=1
κnkk˜q
n
ln
∣∣∣∣∣∣ 1ξ−αpq − 1τ−αpq
∣∣∣∣∣∣−1
+ 12 V˜(ξ)+ 12 V˜(τ)
=
1
2
V˜(ξ)+
1
2
V˜(τ)+ln
 |ξ−τ|K∏s−2
q=1(|ξ−αpq ||τ−αpq |)γi(q)kq (|ξ−αk||τ−αk|)γk
−1
+

1
n
ln
 |ξ−τ|k
∏s−2
j=1(|ξ−αp j ||τ−αp j |)
γi( j)k j (|ξ−αk||τ−αk|)γk
|ξ−τ|K(|ξ−αk||τ−αk|)̺k−1

−1
, Jˆq(k)=∅, q∈{1, 2, . . . , s−2},
1
n
ln
 |ξ−τ|k
∏s−2
j=1(|ξ−αp j ||τ−αp j |)
γi( j)k j (|ξ−αk ||τ−αk|)γk
|ξ−τ|K ∏s−2j=1(|ξ−αp j ||τ−αp j |)̺mˆ j(k)(|ξ−αk||τ−αk|)̺k−1

−1
, Jˆq(k),∅, q∈{1, 2, . . . , s−2}.
(348)
Via the inequalities
ln |ξ−τ|−1>−1
2
ln(1+ξ2)− 1
2
ln(1+τ2),
84The definition of I f
V˜
[µEQ2 ] has sense provided the integrals exist and are finite.
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ln |(ξ−αk)−1−(τ−αk)−1|−1>−12 ln(1+(ξ−αk)
−2)− 1
2
ln(1+(τ−αk)−2),
ln |(ξ−αpq)−1−(τ−αpq)−1|−1>−
1
2
ln(1+(ξ−αpq)−2)−
1
2
ln(1+(τ−αpq)−2),
one shows that, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞,
K f
V˜
(ξ, τ) >
1
2
V˜(ξ)−
κ∞nkk˜s−1+1n
 ln(1+ξ2)−(κnk−1n
)
ln(1+(ξ−αk)−2)−
s−2∑
q=1
κnkk˜q
n
ln(1+(ξ−αpq)−2)

+
1
2
V˜(τ)−
κ∞nkk˜s−1+1n
 ln(1+τ2)−(κnk−1n
)
ln(1+(τ−αk)−2)−
s−2∑
q=1
κnkk˜q
n
ln(1+(τ−αpq)−2)
 .
Recalling conditions (48)–(50) for the external field V˜ : R \ {α1, α2, . . . , αK} → R, in particular, for x ∈ O∞ :=
{x ∈ R; |x| > δ−1∞ }, where δ∞ (= δ∞(n, k, zo)) is some arbitrarily fixed, sufficiently small positive real number,85
V˜(x)> (1+c∞) ln(1+ x2), where c∞ (= c∞(n, k, zo)) is some bounded, positive real number, and, for x ∈Oδ˜q(αpq) :=
{x ∈R; |x−αpq |< δ˜q}, q= 1, . . . , s−2, s, where δ˜q (= δ˜q(n, k, zo)), q= 1, . . . , s−2, s, are arbitrarily fixed, sufficiently
small positive real numbers chosen so that 86 Oδ˜q′ (αpq′ ) ∩ Oδ˜q′′ (αpq′′ ) = ∅ ∀ q′ , q′′ ∈ {1, . . . , s−2, s}, V˜(x) >
(1+cq) ln(1+(x−αpq)−2), where cq (= cq(n, k, zo)), q= 1, . . . , s−2, s, are bounded, positive real numbers, it follows
that, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞,
V˜(x)−
κ∞nkk˜s−1+1n
 ln(1+x2)−(κnk−1n
)
ln(1+(x−αk)−2)−
s−2∑
q=1
κnkk˜q
n
ln(1+(x−αpq)−2)>Cˆ fV˜ (n, k, zo) :=Cˆ
f
V˜
>−∞,
whenceK f
V˜
(ξ, τ)>Cˆ f
V˜
(>−∞), and, consequently,
I f
V˜
[µEQ2 ]>
"
R2
Cˆ
f
V˜
dµEQ2 (ξ) dµ
EQ
2 (τ)>Cˆ
f
V˜
(>−∞). (349)
It follows from the above inequality and the definition of E f
V˜
stated in the lemma that, for n∈N and k∈{1, 2, . . . ,K}
such that αps := αk , ∞, and for all µEQ2 ∈ M1(R), E
f
V˜
> Cˆ
f
V˜
> −∞, that is, E f
V˜
is bounded from below. Let ε
(=ε(n, k, zo)) be an arbitrarily fixed, sufficiently small positive real number, and set σˆε := {x∈R; ̟(x)>ε}; then σˆε
is compact, and σˆ0 :=∪∞j=1σˆ1/ j= {x∈R; ̟(x)>0}. Since, for V˜ : R\{α1, α2, . . . , αK}→R satisfying conditions (48)–
(50), ̟ is an admissible weight 87 (see, for example, [124]), it follows that, for n ∈ N and k ∈ {1, 2, . . . ,K} such
that αps :=αk ,∞, there exits j∗ (= j∗(n, k, zo)) ∈N such that cap(σˆ1/ j∗ ) := exp(− inf{I fV˜ [µ
EQ
2 ]; µ
EQ
2 ∈M1(σˆ1/ j∗ )})>0,
which, in turn, means that there exists an associated probability measure, denoted µEQ2, j∗ (= µ
EQ
2, j∗ (n, k, zo)), with
supp(µEQ2, j∗) ⊆ σˆ1/ j∗ , such that
"
σˆ1/ j∗ × σˆ1/ j∗
ln
|ξ−τ| κ
∞
nkk˜s−1
+1
n
( |ξ−τ|
|ξ−αk ||τ−αk|
) κnk−1
n
s−2∏
q=1
( |ξ−τ|
|ξ−αpq ||τ−αpq |
) κnkk˜q
n

−1
dµEQ2, j∗(ξ) dµ
EQ
2, j∗(τ)<+∞;
furthermore, for x∈supp(µEQ2, j∗ ) ⊆ σˆ1/ j∗ , it follows that ̟(x)>1/ j∗, whence"
σˆ1/ j∗ × σˆ1/ j∗
ln(̟(ξ)̟(τ))−1 dµEQ2, j∗(ξ) dµ
EQ
2, j∗(τ)62 ln( j
∗)<+∞.
Hence, it follows that, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞,
I f
V˜
[µEQ2, j∗] =
"
σˆ1/ j∗ × σˆ1/ j∗
ln
|ξ−τ| κ
∞
nkk˜s−1
+1
n
( |ξ−τ|
|ξ−αk||τ−αk|
) κnk−1
n
s−2∏
q=1
( |ξ−τ|
|ξ−αpq ||τ−αpq |
) κnkk˜q
n
̟(ξ)̟(τ)

−1
85For example, δ−1∞ =K(1+max{|αpq |, q=1, . . . , s−2, s}+max{|αpi−αp j |, i, j∈{1, . . . , s−2, s}}).
86For example, δ˜q< (3K)−1 min{|αpi−αp j |, i, j∈{1, . . . , s−2, s}}.
87For V˜ : R \ {α1, α2, . . . , αK } → R satisfying conditions (48)–(50), ̟ is an admissible weight means: (i) ̟(x) is upper semi-continuous
(u.s.c.) on R \ {α1, α2, . . . , αK }; (ii) {x ∈ R; ̟(x) > 0} has positive—weighted logarithmic—capacity, that is, cap({x ∈ R; ̟(x) > 0}) :=
exp(− inf{I f
V˜
[µEQ2 ]; µ
EQ
2 ∈M1({x ∈R; ̟(x)> 0})})> 0; (iii) |x|̟(x)→ 0 as |x| →+∞; and (iv) |x−αpq |−1̟(x)→ 0 as x→ αpq , q= 1, . . . , s−2, s.
(See, also, [381, 382, 383].)
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× dµEQ2, j∗ (ξ) dµEQ2, j∗(τ)<+∞, (350)
that is, via inequalities (349) and (350),
−∞<E f
V˜
= inf{I f
V˜
[µEQ2 ]; µ
EQ
2 ∈M1(R)}<+∞,
which establishes, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, the corresponding claim (1) of the lemma.
For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk ,∞, choose a sequence of probability measures {µEQ2,m}∞m=1 in
M1(R), with µ
EQ
2,m=µ
EQ
2,m(n, k, zo), such that I
f
V˜
[µEQ2,m]6E
f
V˜
+ 1
m
. From the analysis above, it follows that, for n∈N and
k∈{1, 2, . . . ,K} such that αps :=αk,∞,
I f
V˜
[µEQ2,m]=
"
R2
K f
V˜
(ξ, τ) dµEQ2,m(ξ) dµ
EQ
2,m(τ)>
1
2
"
R2
(
ψˆ
f
V˜
(ξ)+ψˆ f
V˜
(τ)
)
dµEQ2,m(ξ) dµ
EQ
2,m(τ),
where
ψˆ
f
V˜
(z) := V˜(z)−
κ∞nkk˜s−1+1n
 ln(1+z2)−(κnk−1n
)
ln(1+(z−αk)−2)−
s−2∑
q=1
κnkk˜q
n
ln(1+(z−αpq)−2). (351)
Then, for n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk , ∞, it follows that, for µEQ2,m ∈ M1(R), I fV˜[µ
EQ
2,m] >∫
R
ψˆ
f
V˜
(τ) dµEQ2,m(τ), whence ∫
R
ψˆ
f
V˜
(λ) dµEQ2,m(λ)6 I
f
V˜
[µEQ2,m]6E
f
V˜
+
1
m
, m∈N.
For n∈N and k ∈ {1, 2, . . . ,K} such that αps :=αk ,∞, recalling that there exists c∞>0 and bounded such that, for
x∈O∞, V˜(x)> (1+c∞) ln(1+x2), and, for q=1, . . . , s−2, s, there exist cq>0 and bounded such that, for x∈Oδ˜q (αpq),
V˜(x)> (1+cq) ln(1+(x−αpq)−2), it follows that, for any b f (=b f (n, k, zo)) >0, there exists M f (=M f (n, k, zo)) >1 88
for whichO 1
Mf
(αpi )∩O 1
Mf
(αp j )=∅, i, j∈{1, . . . , s−2, s}, such that, for z∈DM f := {|x|>M f }∪∪sq=1
q,s−1
clos(O 1
Mf
(αpq)),
ψˆ
f
V˜
(z)>b f , which implies that, upon writing R= (R \DM f ) ∪DM f (with (R \DM f ) ∩DM f =∅),
E
f
V˜
+
1
m
>
∫
R
ψˆ
f
V˜
(λ) dµEQ2,m(λ)=
∫
R\DMf
ψˆ
f
V˜
(λ)︸︷︷︸
>−|Cˆ f
V˜
|
dµEQ2,m(λ)+
∫
DMf
ψˆ
f
V˜
(λ)︸︷︷︸
>b f
dµEQ2,m(λ)
> b f
∫
DMf
dµEQ2,m(λ)−|Cˆ fV˜ |,
whence, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, choosing b f judiciously 89 and setting εˆ (= εˆ(n, k, zo))
:= lim supm→∞((E
f
V˜
+ |Cˆ f
V˜
|+m−1)/b f ),
lim sup
m→∞
∫
DMf
dµEQ2,m(λ)6 εˆ,
that is, the sequence of probabilitymeasures {µEQ2,m}∞m=1 inM1(R) is tight [125].90 Since, for n∈N and k∈{1, 2, . . . ,K}
such that αps := αk ,∞, the sequence of probabilty measures {µEQ2,m}∞m=1 in M1(R) is tight, there exists, by a Helly
selection theorem (see, for example, [124]), a weak-∗ convergent subsequence of probability measures {µEQ2,m j }∞j=1 in
M1(R) (with µ
EQ
2,m j
=µEQ2,m j (n, k, zo) and j= j(n, k, zo)) converging weakly to a probability measure µ
EQ
f
∈M1(R) (with
µEQ
f
=µEQ
f
(n, k, zo)), symbolically µ
EQ
2,m j
∗→µEQ
f
as j→∞. One now shows that, if µEQ2,m
∗→µEQ
f
, then lim infm→∞ I
f
V˜
[µEQ2,m]>
I f
V˜
[µEQ
f
]. Since, for n∈N and k∈ {1, 2, . . . ,K} such that αps :=αk ,∞, ̟ (resp., V˜) is upper semi-continuous (resp.,
lower semi-continuous) on R \ {α1, α2, . . . , αK}, ̟ (resp., V˜) is the pointwise limit of a decreasing (resp., an
increasing) sequence of positive 91 continuous functions {̟m}∞m=1 (resp., {V˜m}∞m=1) on R \ {α1, α2, . . . , αK}, that is,
88For example, M f =K(1+max{|αpq |, q=1, . . . , s−2, s}+3(min{|αpi−αp j |, i, j∈{1, . . . , s−2, s}})−1).
89For example, b f ≫E f
V˜
+|Cˆ f
V˜
|+ 1
m
, m∈N.
90That is, for n ∈N and k ∈ {1, 2, . . . , K} such that αps := αk ,∞, given εˆ (= εˆ(n, k, zo)) > 0, there exists M f (= M f (n, k, zo)) > 1 for which
O 1
Mf
(αpi ) ∩ O 1
Mf
(αp j )=∅, i, j∈{1, . . . , s−2, s}, such that lim supm→∞ µEQ2,m(DM f )6 εˆ, where µEQ2,m(DM f ) :=
∫
DMf
dµEQ2,m(λ).
91Adding a suitable constant, if necessary, which does not change µEQ2,m (∈M1(R)), or the regularity of V˜ : R \ {α1, α2, . . . , αK }→R, one may
assume that V˜>0 and V˜m>0, m∈N.
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̟m(x)ց̟(x) (resp., V˜m(x)ր V˜(x)) asm→∞ for x∈R\{α1, α2, . . . , αK }. Noting that, for n∈N and k∈{1, 2, . . . ,K}
such that αps := αk , ∞, I fV˜[µ
EQ
2,m] =
!
R2
K f
V˜
(ξ, τ) dµEQ2,m(ξ) dµ
EQ
2,m(τ) >
!
R2
K f
V˜m
(ξ, τ) dµEQ2,m(ξ) dµ
EQ
2,m(τ), it follows
that, for any L f (= L f (n, k, zo)) ∈ R, I f
V˜
[µEQ2,m] >
!
R2
g f (ξ, τ) dµ
EQ
2,m(ξ) dµ
EQ
2,m(τ), where g f : N × {1, 2, . . . ,K} × R2 ∋
(n, k, ξ, τ) 7→ g f (n, k, ξ, τ) := g f (ξ, τ) = g f (τ, ξ) = min{L f ,K f
V˜m
(ξ, τ)} is,92 by virtue of conditions (48)–(50) on the
external field V˜ : R \ {α1, α2, . . . , αK } → R, bounded and continuous on R2. Let εˆ (= εˆ(n, k, zo)) > 0 be given,
and choose M0 (= M0(n, k, zo)) > 1 for which O 1
M0
(αpi ) ∩ O 1
M0
(αp j ) = ∅, i , j ∈ {1, . . . , s− 2, s} (e.g., M0 =
K(1+max{|αpq |, q=1, . . . , s−2, s}+3(min{|αpi−αp j |, i, j∈{1, . . . , s−2, s}})−1)), such that lim supm→∞
∫
DM0
dµEQ2,m(λ)6 εˆ,
where DM0 := {|x|>M0} ∪ ∪sq=1
q,s−1
clos(O 1
M0
(αpq)). For n ∈N and k ∈ {1, 2, . . . ,K} such that αps :=αk ,∞, let the test
function C0b(R) ∋ hM0 : N × {1, 2, . . . ,K} × R → [0, 1], (n, k, x) 7→ hM0(n, k, x) := hM0(x) be chosen such that: (i)
06hM0(x)61, x∈R; (ii) hM0(x)=1, x∈R \DM0 ; and (iii) hM0(x)=0, x∈DM0+1. Write the following decomposition
[98] "
R2
g f (τ, ξ) dµ
EQ
2,m(τ) dµ
EQ
2,m(ξ)= Ia, f +Ib, f +Ic, f ,
where (suppressing n-, k-, and zo-dependencies)
Ia, f :=
"
R2
g f (τ, ξ)(1−hM0(ξ)) dµEQ2,m(τ) dµEQ2,m(ξ),
Ib, f :=
"
R2
g f (τ, ξ)hM0(ξ)(1−hM0(τ)) dµEQ2,m(τ) dµEQ2,m(ξ),
Ic, f :=
"
R2
g f (τ, ξ)hM0(τ)hM0(ξ) dµ
EQ
2,m(τ) dµ
EQ
2,m(ξ).
One shows that
lim sup
m→∞
|Ia, f |6 ||g f ||∞ lim sup
m→∞
∫
R\DM0+1
dµEQ2,m(ξ)6 εˆ||g f ||∞,
where ||g f ||∞ :=sup(τ,ξ)∈R2 |g f (τ, ξ)|, and, similarly,
lim sup
m→∞
|Ib, f |6 εˆ||g f ||∞.
By an appropriate generalisation of the (one-variable case) Stone-Weierstrass Theorem, there exists a (symmetric)
polynomial in two variables with bounded n-, k-, and zo-dependent coefficients, that is, p f (τ, ξ)=
∑
i>i0
∑
j> j0
γ
f
i j
τiξ j,
i0, j0 ∈ N, where γ fi j = γ fi j(n, k, zo) with |γ fi j| < +∞, such that, ∀ ξ, τ ∈ [−(M0+1),M0+1] \ ∪sq=1
q,s−1
clos(O 1
M0+1
(αpq)),
with, say, M0=K(1+max{|αpq |, q=1, . . . , s−2, s}+3(min{|αpi−αp j |, i, j∈{1, . . . , s−2, s}})−1), |g f (τ, ξ)−p f (τ, ξ)|6 ε˜
(= ε˜(n, k, zo)), whence |hM0(τ)hM0(ξ)(g f (τ, ξ)−p f (τ, ξ))|6 ε˜, τ, ξ∈R. Split Ic, f further [98], that is, write Ic, f = Iαc, f+I
β
c, f ,
where
Iαc, f :=
"
R2
hM0(ξ)hM0(τ)(g f (τ, ξ)−p f (τ, ξ)) dµEQ2,m(τ) dµEQ2,m(ξ),
I
β
c, f
:=
"
R2
hM0(ξ)hM0(τ)p f (τ, ξ) dµ
EQ
2,m(τ) dµ
EQ
2,m(ξ).
Now, proceeding verbatim as on pp. 270–271 of [93], one shows that |Iα
c, f |6 ε˜, whence
lim sup
m→∞
|Iαc, f |6 ε˜,
and
I
β
c, f
6
"
R2
g f (τ, ξ) dµ
EQ
f
(τ) dµEQ
f
(ξ)+ε˜+2εˆ||g f ||∞+εˆ2||g f ||∞.
Hence, assembling the above-derived bounds for Ia, f , Ib, f , Iαc, f , and I
β
c, f , one arrives at, for n∈N and k∈{1, 2, . . . ,K}
such that αps :=αk,∞, upon setting ε♮f :=2(ε˜+2εˆ||g f ||∞) and neglecting the O(εˆ2) term,
"
R2
g f (τ, ξ) dµ
EQ
2,m(τ) dµ
EQ
2,m(ξ)−
"
R2
g f (τ, ξ) dµ
EQ
f
(τ) dµEQ
f
(ξ)6ε♮
f
;
92Recall that min{ f1, f2}= 12 ( f1+ f2)− 12 | f1− f2 |.
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thus, as ε♮
f
>0 is arbitrarily small (since ε˜>0 and εˆ>0 are), it follows that
"
R2
g f (τ, ξ) dµ
EQ
2,m(τ) dµ
EQ
2,m(ξ)→
"
R2
g f (τ, ξ) dµ
EQ
f
(τ) dµEQ
f
(ξ) as m→∞.
Recalling that, for (L f ,m)∈R × N, g f (τ, ξ)=min{L f ,K f
V˜m
(τ, ξ)}, it follows that, for n∈N and k∈{1, 2, . . . ,K} such
that αps :=αk,∞,
lim inf
m→∞
I f
V˜
[µEQ2,m]>
"
R2
min
{
L f ,K f
V˜m
(τ, ξ)
}
dµEQ
f
(τ) dµEQ
f
(ξ) :
letting L f ↑ +∞ and noting that, as m → ∞, min{L f ,K f
V˜m
(τ, ξ)} → K f
V˜
(τ, ξ), one arrives at, for n ∈ N and k ∈
{1, 2, . . . ,K} such that αps :=αk,∞, via the Monotone Convergence Theorem,
lim inf
m→∞
I f
V˜
[µEQ2,m]>
"
R2
K f
V˜
(τ, ξ) dµEQ
f
(τ) dµEQ
f
(ξ)= I f
V˜
[µEQ
f
].
Since, for n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk , ∞, there exists a weakly convergent subsequence
of probability measures {µEQ2,m j }∞j=1 (⊂ M1(R)) of {µ
EQ
2,m}∞m=1 (⊂ M1(R)) with a weak-∗ limit µEQf ∈M1(R), that is,
µEQ2,m j
∗→µEQ
f
as j→∞, upon recalling that I f
V˜
[µEQ2,m]6E
f
V˜
+ 1
m
, m∈N, it follows that, for n∈N and k∈{1, 2, . . . ,K} such
that αps :=αk,∞, I fV˜[µ
EQ
f
]6E f
V˜
= inf{I f
V˜
[µEQ
f
]; µEQ
f
∈M1(R)} as m→∞; hence, for n∈N and k∈{1, 2, . . . ,K} such that
αps := αk ,∞, it follows that there exists µEQf (= µEQf (n, k, zo)) := µ fV˜ ∈M1(R), the associated equilibrium measure,
such that I f
V˜
[µ f
V˜
] = inf{I f
V˜
[µEQ
f
]; µEQ
f
∈ M1(R)}, that is, the infimum is attained, which establishes, for n ∈ N and
k ∈ {1, 2, . . . ,K} such that αps :=αk ,∞, the corresponding claim (2) of the lemma. (The unicity of the associated
equilibrium measure is addressed in Lemma 3.3 below.)
Finally, it remains to show that, for n ∈N and k ∈ {1, 2, . . . ,K} such that αps := αk ,∞, ({x ∈R; ̟(x) > 0} ⊃)
J f := supp(µ
f
V˜
) ⊂ R \ {α1, α2, . . . , αK } is compact. (The following argument is valid for any µEQ2 (= µEQ2 (n, k, zo))
∈ M1(R) achieving the above infimum; in particular, for µEQ2 = µ
f
V˜
.) For n ∈ N and k ∈ {1, 2, . . . ,K} such that
αps :=αk,∞, letM1(R)∋µEQ̟, f (=µEQ̟, f (n, k, zo)) be such that I
f
V˜
[µEQ
̟, f
]=E f
V˜
, and let D f (=D f (n, k, zo)) be any proper
measurable subset of R for which µEQ
̟, f
(D f )=
∫
D f
dµEQ
̟, f
(λ)>0. For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞,
set [125]
µε̟, f (z) :=
(
1+εµEQ̟, f (D f )
)−1 (
µEQ̟, f (z)+ε(µ
EQ
̟, f↾D f )(z)
)
, ε∈ (−1, 1),
where µEQ
̟, f
↾D f denotes the restriction of µ
EQ
̟, f
to D f (note that
∫
R
dµε
̟, f
(λ) = 1, ε ∈ (−1, 1); in particular, for
ε∈ (−1, 1), µε
̟, f
∈M1(R)). Using the symmetry K f
V˜
(τ, ξ)=K f
V˜
(ξ, τ), one shows that, for n ∈N and k ∈ {1, 2, . . . ,K}
such that αps :=αk,∞,
I f
V˜
[µε̟, f ] =
"
R2
K f
V˜
(ξ, τ) dµε̟, f (ξ) dµ
ε
̟, f (τ)=
(
1+εµEQ
̟, f
(D f )
)−2 (
I f
V˜
[µEQ
̟, f
]+2ε
"
R2
K f
V˜
(ξ, τ) dµEQ
̟, f
(ξ)
× d(µEQ
̟, f
↾D f )(τ)+ε
2
"
R2
K f
V˜
(ξ, τ) d(µEQ
̟, f
↾D f )(ξ) d(µ
EQ
̟, f
↾D f )(τ)
)
, ε∈ (−1, 1).
By the minimal property of µEQ
̟, f
∈M1(R), it follows that [125], for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞,
∂εI
f
V˜
[µε
̟, f
]=0, whence "
R2
(
K f
V˜
(ξ, τ)−I f
V˜
[µEQ
̟, f
]
)
dµEQ
̟, f
(ξ) d(µEQ
̟, f
↾D f )(τ)=0; (352)
but, recalling that, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, K fV˜ (ξ, τ)> (ψˆ
f
V˜
(ξ)+ψˆ f
V˜
(τ))/2, where ψˆ f
V˜
(z)
is defined by Equation (351), it follows from the minimisation condition (352) that
"
R2
I f
V˜
[µEQ
̟, f
] dµEQ
̟, f
(ξ) d(µEQ
̟, f
↾D f )(τ)>
1
2
"
R2
(ψˆ f
V˜
(ξ)+ψˆ f
V˜
(τ)) dµEQ
̟, f
(ξ) d(µEQ
̟, f
↾D f )(τ) ⇒
0>
∫
R
(
ψˆ
f
V˜
(τ)+
∫
R
ψˆ
f
V˜
(ξ) dµEQ̟, f (ξ)−2I fV˜[µ
EQ
̟, f ]
)
d(µEQ̟, f↾D f )(τ). (353)
But, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, via the growth conditions on V˜ : R \ {α1, α2, . . . , αK}→R
satisfying conditions (48)–(50), that is, there exists c∞>0 and bounded such that, for x∈O∞, V˜(x)> (1+c∞) ln(1+x2),
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and, for q=1, . . . , s−2, s, there exist cq>0 and bounded such that, for x∈Oδ˜q (αpq ), V˜(x)> (1+cq) ln(1+(x−αpq)−2), it
follows that, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, there exists (some) TM f (=TM f (n, k, zo)) >1 (e.g.,
TM f =K(1+max{|αpq |, q=1, . . . , s−2, s}+3(min{|αpi−αp j |, i, j∈{1, . . . , s−2, s}})−1)), withO 1
TM f
(αpi )∩O 1
TM f
(αp j )=∅,
i, j∈{1, . . . , s−2, s}, such that, for τ∈{|x|>TM f } ∪ ∪sq=1
q,s−1
clos(O 1
TM f
(αpq)),
ψˆ
f
V˜
(τ)+
∫
R
ψˆ
f
V˜
(ξ) dµEQ̟, f (ξ)−2I
f
V˜
[µEQ̟, f ]>1; (354)
hence, for D f ⊂ {|x|>TM f } ∪ ∪sq=1
q,s−1
clos(O 1
TM f
(αpq)), with TM f > 1 (chosen as above), it follows that, for n ∈N and
k∈{1, 2, . . . ,K} such that αps :=αk,∞, via inequalities (353) and (354),
0>
∫
R
(
ψˆ
f
V˜
(τ)+
∫
R
ψˆ
f
V˜
(ξ) dµEQ
̟, f
(ξ)−2I f
V˜
[µEQ
̟, f
]
)
d(µEQ
̟, f
↾D f )(τ)>1,
which is a contradiction; hence, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, supp(µEQ̟, f ) ⊆ R\({|x|>TM f }∪
∪s
q=1
q,s−1
clos(O 1
TM f
(αpq))); in particular, J f := supp(µ
f
V˜
) ⊆ R \ ({|x|>TM f } ∪ ∪sq=1
q,s−1
clos(O 1
TM f
(αpq))), which establishes
the compactness of the support of the associated equilibrium measure µ f
V˜
∈ M1(R) (it necessarily follows that
supp(µ f
V˜
)∩{α1, α2, . . . , αK}=∅). Since V˜ : R\{α1, α2, . . . , αK }→R is real analytic and supp(µ f
V˜
)∩{α1, α2, . . . , αK}=
∅, in which case, for supp(µ f
V˜
) ∋ x, infx∈J f V˜(x) 6 V˜(x)6 supx∈J f V˜(x), and −∞ <
∫
J f
V˜(λ) dµ f
V˜
(λ)< +∞, it follows
that, for n ∈N and k ∈ {1, 2, . . . ,K} such that αps :=αk ,∞, both the weighted logarithmic energy and logarithmic
energy of µ f
V˜
∈M1(R), respectively, are bounded, that is,
−∞< I f
V˜
[µ f
V˜
] =
"
J f×J f
ln
|ξ−τ| κ
∞
nkk˜s−1
+1
n
( |ξ−τ|
|ξ−αk ||τ−αk|
) κnk−1
n
s−2∏
q=1
( |ξ−τ|
|ξ−αpq ||τ−αpq |
) κnkk˜q
n
̟(ξ)̟(τ)

−1
× dµ f
V˜
(ξ) dµ f
V˜
(τ)<+∞,
−∞ <
"
J f×J f
ln
|ξ−τ| κ
∞
nkk˜s−1
+1
n
( |ξ−τ|
|ξ−αk ||τ−αk|
) κnk−1
n
s−2∏
q=1
( |ξ−τ|
|ξ−αpq ||τ−αpq |
) κnkk˜q
n

−1
dµ f
V˜
(ξ) dµ f
V˜
(τ)<+∞,
which establishes, for n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk , ∞, the corresponding claim (3) of the
lemma. Furthermore, it is a consequence of the facts established that, for n ∈ N and k ∈ {1, 2, . . . ,K} such that
αps := αk ,∞, J f := supp(µ fV˜ ), which is a proper compact subset of R \ {α1, α2, . . . , αK }, has positive—weighted
logarithmic—capacity, that is, cap(J f )=exp(−E f
V˜
)>0.
(2) The proof of this case, that is, n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞, is virtually identical to the
proof presented in case (1). One mimics, verbatim, the scheme of the calculations presented in (1) above in order
to arrive at the corresponding claims (1)–(3) of the lemma; in order to do so, however, one needs the analogues of
definitions (348) and (351), which, respectively, read: for n ∈N and k ∈ {1, 2, . . . ,K} such that αps :=αk =∞, with
I∞
V˜
[µEQ1 ]=
!
R2
K∞
V˜
(ξ, τ) dµEQ1 (ξ) dµ
EQ
1 (τ),
K∞
V˜
(ξ, τ) =K∞
V˜
(τ, ξ)= ln
|ξ−τ| κnkn s−1∏
q=1
( |ξ−τ|
|ξ−αpq ||τ−αpq |
) κnkk˜q
n
̟(ξ)̟(τ)

−1
=
κnk
n
ln
(
1
|ξ−τ|
)
+
s−1∑
q=1
κnkk˜q
n
ln
∣∣∣∣∣∣ 1ξ−αpq − 1τ−αpq
∣∣∣∣∣∣−1
+ 12 V˜(ξ)+ 12 V˜(τ)
=
1
2
V˜(ξ)+
1
2
V˜(τ)+ln
 |ξ−τ|K∏s−1
q=1(|ξ−αpq ||τ−αpq |)γi(q)kq
−1
+

1
n
ln
( |ξ−τ|k
|ξ−τ|K
∏s−1
j=1(|ξ−αp j ||τ−αp j |)
γi( j)k j
)−1
, Jq(k)=∅, q∈{1, 2, . . . , s−1},
1
n
ln
 |ξ−τ|k
∏s−1
j=1(|ξ−αp j ||τ−αp j |)
γi( j)k j
|ξ−τ|K ∏s−1j=1(|ξ−αp j ||τ−αp j |)̺m˜ j(k)

−1
, Jq(k),∅, q∈{1, 2, . . . , s−1},
(355)
Orthogonal Rational Functions: Characterisation, Multi-Point Pade´ Approximants, and Asymptotics 132
and
ψˆ∞
V˜
(z) := V˜(z)− κnk
n
ln(1+z2)−
s−1∑
q=1
κnkk˜q
n
ln(1+(z−αpq)−2). (356)
This concludes the proof. 
Remark 3.4. For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞ or αps :=αk,∞, a combined family of K energy
minimisation problems has been presented in Lemma 3.1. As the principal focus of this monograph is asymptotics,
in the double-scaling limit N, n→∞ such that zo=1+o(1), ofMPC ORFs and related quantities, it is instructive to
consider the ‘asymptotic structure’ of this family of K energy minimisation problems. In the double-scaling limit
N, n→∞ such that zo = 1+o(1), the family of K energy minimisation problems ‘stabilizes’, in the sense that one
may write the associated energy functionals as ‘small’ perturbations of certain ‘core’ energy functionals: (i) for
n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞,
I∞
V˜
[µEQ] =
N,n→∞
zo=1+o(1)
X∞
V˜
[µEQ]+
1
n
Zˆ∞
V˜
[µEQ]+o(e),
with the associated ‘core’ energy functional, X∞
V˜
[µEQ], given by
X∞
V˜
[µEQ]=
"
R2
ln
 |ξ−τ|K∏s−1
q=1(|ξ−αpq ||τ−αpq |)γi(q)kq
−1 dµEQ(ξ) dµEQ(τ)+∫
R
V(ξ) dµEQ(ξ), (357)
where, for q∈{1, 2, . . . , s−1},
Zˆ∞
V˜
[µEQ]=

!
R2
ln
( |ξ−τ|k
|ξ−τ|K
∏s−1
j=1(|ξ−αp j ||τ−αp j |)
γi( j)k j
)−1
dµEQ(ξ) dµEQ(τ), Jq(k)=∅,
!
R2
ln
 |ξ−τ|k
∏s−1
j=1(|ξ−αp j ||τ−αp j |)
γi( j)k j
|ξ−τ|K ∏s−1j=1(|ξ−αp j ||τ−αp j |)̺m˜ j (k)

−1
dµEQ(ξ) dµEQ(τ), Jq(k),∅,
and e=
∫
R
V(ξ) dµEQ(ξ);93 and (ii) for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞,
I f
V˜
[µEQ] =
N,n→∞
zo=1+o(1)
X
f
V˜
[µEQ]+
1
n
Z˜
f
V˜
[µEQ]+o(e),
with the associated ‘core’ energy functional, X f
V˜
[µEQ], given by
X
f
V˜
[µEQ]=
"
R2
ln
 |ξ−τ|K∏s−2
q=1(|ξ−αpq ||τ−αpq |)γi(q)kq (|ξ−αk||τ−αk|)γk
−1 dµEQ(ξ) dµEQ(τ)+∫
R
V(ξ) dµEQ(ξ), (358)
where, for q∈{1, 2, . . . , s−2},
Z˜
f
V˜
[µEQ]=

!
R2
ln
 |ξ−τ|k
∏s−2
j=1(|ξ−αp j ||τ−αp j |)
γi( j)k j (|ξ−αk||τ−αk|)γk
|ξ−τ|K(|ξ−αk||τ−αk|)̺k−1

−1
dµEQ(ξ) dµEQ(τ), Jˆq(k)=∅,
!
R2
ln
 |ξ−τ|k
∏s−2
j=1(|ξ−αp j ||τ−αp j |)
γi( j)k j (|ξ−αk||τ−αk|)γk
|ξ−τ|K ∏s−2j=1(|ξ−αp j ||τ−αp j |)̺mˆ j(k)(|ξ−αk||τ−αk|)̺k−1

−1
dµEQ(ξ) dµEQ(τ), Jˆq(k),∅.
Even though, at first glance, it might appear that the associated ‘core’ energy functionals, X∞
V˜
[µEQ] and X f
V˜
[µEQ],
respectively, are different, this turns out not to be the case; in fact, a permutation argument based on the partitions
introduced in Subsections 1.2.1 and 1.2.2 reveals that, in the double-scaling limit N, n→∞ such that zo=1+o(1),
not only are the factors
∏s−1
q=1(|ξ−αpq ||τ−αpq |)γi(q)kq and
∏s−2
q=1(|ξ−αpq ||τ−αpq |)γi(q)kq (|ξ−αk||τ−αk|)γk invariant with
respect to k (∈{1, 2, . . . ,K}), but they actually coincide, as a consequence of which X∞
V˜
[µEQ]=X f
V˜
[µEQ]; e.g., for the
K=7 pole set {α1, α2, α3, α4, α5, α6, α7}= {0, 1,∞, 1,
√
2, π,∞}, for which s=5, αk =∞ for k=3, 7, and αk ,∞ for
k=1, 2, 4, 5, 6, the common expression for the associated ‘core’ energy functionals reads
X∞
V˜
[µEQ]=X f
V˜
[µEQ] =
"
R2
ln
 |ξ−τ|7|ξ||τ|(|ξ−1||τ−1|)2|ξ− √2||τ− √2||ξ−π||τ−π|
−1 dµEQ(ξ) dµEQ(τ)+∫
R
V(ξ) dµEQ(ξ).
93Via conditions (48)–(50), and the fact that, for µEQ ∈M1(R), supp(µEQ) is a proper compact subset of R \ {α1 , α2 , . . . , αK }, ∃ M > 0 (and
O(1)) such that |e|6M.
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Furthermore, if all the poles in the sequence {α1, α2, . . . , αK } are distinct, that is, αi,α j ∀ i, j∈{1, 2, . . . ,K}, then
X∞
V˜
[µEQ]=X f
V˜
[µEQ]=
"
R2
ln
 |ξ−τ|K∏
{ j∈{1,2,...,K}, α j,∞}|ξ−α j||τ−α j|
−1 dµEQ(ξ) dµEQ(τ)+∫
R
V(ξ) dµEQ(ξ).
The following Lemma 3.2, which subsumes two families of variational inequalities, is necessary in order to
prove, for n ∈N and k ∈ {1, 2, . . . ,K} such that αps := αk =∞ (resp., αps := αk ,∞), the unicity of the associated
equilibrium measure M1(R) ∋ µ∞
V˜
(resp., µ f
V˜
), whose support, J∞ := supp(µ∞
V˜
) (resp., J f := supp(µ
f
V˜
)), is a proper
compact subset of R \ {α1, α2, . . . , αK}.
Lemma 3.2. Let the external field V˜ : R \ {α1, α2, . . . , αK} → R satisfy conditions (48)–(50), and set ̟(z) :=
exp(−V˜(z)/2). For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk = ∞ (resp., αps := αk , ∞), let µ∞j (resp.,
µ
f
j
) ∈ M1(R), j = 1, 2, be positive, finite-moment measures on R supported on distinct compact sets, that is,∫
supp(µr
j
)
λm dµr
j
(λ)<∞ and
∫
supp(µ∞
j
)
(λ−αpq)−m dµ∞j (λ)<∞, q= 1, 2, . . . , s−1 (resp.,
∫
supp(µ f
j
)
(λ−αpq)−m dµ fj (λ)<∞,
q=1, . . . , s−2, s), j=1, 2, r ∈ {∞, f }, m∈N, and supp(µr1) ∩ supp(µr2)=∅. For n∈N and k∈ {1, 2, . . . ,K} such that
αps :=αk =∞ (resp., αps :=αk ,∞), let µ∞ :=µ∞1 −µ∞2 (resp., µ f :=µ f1−µ f2 ) be the unique Jordan decomposition of
the finite-moment signed measure on R with compact support and mean zero, that is,
∫
supp(µr)
dµr(λ)=0, r∈{∞, f };
furthermore, suppose that, for n ∈N and k ∈ {1, 2, . . . ,K} such that αps := αk =∞, the measures µ∞1 and µ∞2 have
finite logarithmic energy,
−∞<
"
R2
ln
|ξ−τ| κnkn s−1∏
q=1
( |ξ−τ|
|ξ−αpq ||τ−αpq |
) κnkk˜q
n

−1
dµ∞j (ξ) dµ
∞
j (τ)<+∞, j=1, 2,
and, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, the measures µ f1 and µ
f
2 have finite logarithmic energy,
−∞<
"
R2
ln
|ξ−τ| κ
∞
nkk˜s−1
+1
n
( |ξ−τ|
|ξ−αk ||τ−αk|
) κnk−1
n
s−2∏
q=1
( |ξ−τ|
|ξ−αpq ||τ−αpq |
) κnkk˜q
n

−1
dµ f
j
(ξ) dµ f
j
(τ)<+∞, j=1, 2.
Then: (i) for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞,
"
R2
ln
|ξ−τ| κnkn s−1∏
q=1
( |ξ−τ|
|ξ−αpq ||τ−αpq |
) κnkk˜q
n

−1
dµ∞(ξ) dµ∞(τ)
=
"
R2
ln
|ξ−τ| κnkn s−1∏
q=1
( |ξ−τ|
|ξ−αpq ||τ−αpq |
) κnkk˜q
n
̟(ξ)̟(τ)

−1
dµ∞(ξ) dµ∞(τ)
=
(
(n−1)K+k
n
) ∫ +∞
0
λ−1|µˆ∞(λ)|2 dλ>0,
where µˆ∞(λ)= µ̂∞1 (λ)−µ̂∞2 (λ), with µ̂∞j (λ) :=
∫
R
eiλt dµ∞
j
(t), j=1, 2, and equality holds if, and only if, µ∞=0; and (ii)
for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞,
"
R2
ln
|ξ−τ| κ
∞
nkk˜s−1
+1
n
( |ξ−τ|
|ξ−αk ||τ−αk|
) κnk−1
n
s−2∏
q=1
( |ξ−τ|
|ξ−αpq ||τ−αpq |
) κnkk˜q
n

−1
dµ f (ξ) dµ f (τ)
=
"
R2
ln
|ξ−τ| κ
∞
nkk˜s−1
+1
n
( |ξ−τ|
|ξ−αk ||τ−αk|
) κnk−1
n
s−2∏
q=1
( |ξ−τ|
|ξ−αpq ||τ−αpq |
) κnkk˜q
n
̟(ξ)̟(τ)

−1
dµ f (ξ) dµ f (τ)
=
(
(n−1)K+k
n
) ∫ +∞
0
λ−1|µˆ f (λ)|2 dλ>0,
where µˆ f (λ)= µ̂
f
1 (λ)−µ̂ f2(λ), with µ̂ fj (λ) :=
∫
R
eiλt dµ f
j
(t), j=1, 2, and equality holds if, and only if, µ f =0.
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Remark 3.5. Lemma 3.2 states that (upon noting the symmetry of the respective integrands under the interchange
ξ↔τ): (i) for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞,
"
R2
ln
|ξ−τ| κnkn s−1∏
q=1
( |ξ−τ|
|ξ−αpq ||τ−αpq |
) κnkk˜q
n
̟(ξ)̟(τ)

−1 (
dµ∞1 (ξ) dµ
∞
1 (τ)+dµ
∞
2 (ξ) dµ
∞
2 (τ)
)
>
"
R2
ln
|ξ−τ| κnkn s−1∏
q=1
( |ξ−τ|
|ξ−αpq ||τ−αpq |
) κnkk˜q
n
̟(ξ)̟(τ)

−1 (
dµ∞1 (ξ) dµ
∞
2 (τ)+dµ
∞
2 (ξ) dµ
∞
1 (τ)
)
= 2
"
R2
ln
|ξ−τ| κnkn s−1∏
q=1
( |ξ−τ|
|ξ−αpq ||τ−αpq |
) κnkk˜q
n
̟(ξ)̟(τ)

−1
dµ∞1 (ξ) dµ
∞
2 (τ)
= 2
"
R2
ln
|ξ−τ| κnkn s−1∏
q=1
( |ξ−τ|
|ξ−αpq ||τ−αpq |
) κnkk˜q
n
̟(ξ)̟(τ)

−1
dµ∞2 (ξ) dµ
∞
1 (τ);
and (ii) for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞,
"
R2
ln
|ξ−τ| κ
∞
nkk˜s−1
+1
n
( |ξ−τ|
|ξ−αk||τ−αk|
) κnk−1
n
s−2∏
q=1
( |ξ−τ|
|ξ−αpq ||τ−αpq |
) κnkk˜q
n
̟(ξ)̟(τ)

−1 (
dµ f1(ξ) dµ
f
1(τ)
+ dµ f2 (ξ) dµ
f
2(τ)
)
>
"
R2
ln
|ξ−τ| κ
∞
nkk˜s−1
+1
n
( |ξ−τ|
|ξ−αk||τ−αk|
) κnk−1
n
s−2∏
q=1
( |ξ−τ|
|ξ−αpq ||τ−αpq |
) κnkk˜q
n
̟(ξ)̟(τ)

−1
×
(
dµ f1(ξ) dµ
f
2(τ)+dµ
f
2(ξ) dµ
f
1(τ)
)
= 2
"
R2
ln
|ξ−τ| κ
∞
nkk˜s−1
+1
n
( |ξ−τ|
|ξ−αk ||τ−αk|
) κnk−1
n
s−2∏
q=1
( |ξ−τ|
|ξ−αpq ||τ−αpq |
) κnkk˜q
n
̟(ξ)̟(τ)

−1
dµ f1(ξ) dµ
f
2(τ)
= 2
"
R2
ln
|ξ−τ| κ
∞
nkk˜s−1
+1
n
( |ξ−τ|
|ξ−αk ||τ−αk|
) κnk−1
n
s−2∏
q=1
( |ξ−τ|
|ξ−αpq ||τ−αpq |
) κnkk˜q
n
̟(ξ)̟(τ)

−1
dµ f2(ξ) dµ
f
1(τ).
In other words, if, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞ (resp., αps :=αk,∞), ln(|ξ−τ|
κnk
n
∏s−1
q=1(|ξ −
τ|/|ξ−αpq ||τ−αpq |)
κ
nkk˜q
n ) (resp., ln(|ξ−τ|
κ∞
nkk˜s−1
+1
n (|ξ−τ|/|ξ−αk ||τ−αk |)
κnk−1
n
∏s−2
q=1(|ξ−τ|/|ξ−αpq ||τ−αpq |)
κ
nkk˜q
n )) is integrable
with respect to the productmeasures dµ∞1 (λ) dµ
∞
1 (t) and dµ
∞
2 (λ) dµ
∞
2 (t) (resp., dµ
f
1(λ) dµ
f
1(t) and dµ
f
2 (λ) dµ
f
2(t)), then
it is integrable with respect to the ‘mixed’ product measures dµ∞1 (λ) dµ
∞
2 (t) and dµ
∞
2 (λ) dµ
∞
1 (t) (resp., dµ
f
1 (λ) dµ
f
2(t)
and dµ f2 (λ) dµ
f
1(t)).
Proof. The proof of this Lemma 3.2 consists of two cases: (i) n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞;
and (ii) n ∈N and k ∈ {1, 2, . . . ,K} such that αps :=αk ,∞. The proof for case (ii) will be considered in detail (see
(1) below), whilst case (i) can be proved analogously (see (2) below).
(1) Recall the following identity (see [98], Chapter 6, p. 147, Equation (6.44)): for λ∈R and any ε>0,
ln(λ2+ε2)= ln(ε2)+2 Im
(∫ +∞
0
(iv)−1(eiλv−1)e−εv dv
)
.
For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, let V˜ : R \ {α1, α2, . . . , αK}→R satisfy conditions (48)–(50),
set ̟(z)= exp(−V˜(z)/2), and let the measures µ f1 , µ
f
2 and µ
f :=µ f1−µ
f
2 (and their respective supports) satisfy all of
the conditions stated in the corresponding item of the lemma. Arguing as in the proof of Lemma 3.2 in [93] (see,
in particular, pp. 276–279 of [93]), one shows, via the above identity, that, for n∈N and k∈{1, 2, . . . ,K} such that
αps :=αk,∞,
1
2
κ∞nkk˜s−1+1n
"
R2
ln((ξ−τ)2+ε2) dµ f (ξ) dµ f (τ)=
κ∞nkk˜s−1+1n
 Im (∫ +∞
0
(iv)−1|µˆ f (v)|2e−εv dv
)
,
1
2
(
κnk−1
n
)"
R2
ln((ξ−τ)2+ε2) dµ f (ξ) dµ f (τ)=
(
κnk−1
n
)
Im
(∫ +∞
0
(iv)−1|µˆ f (v)|2e−εv dv
)
,
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1
2
κnkk˜q
n
"
R2
ln((ξ−τ)2+ε2) dµ f (ξ) dµ f (τ)=
κnkk˜q
n
Im
(∫ +∞
0
(iv)−1|µˆ f (v)|2e−εv dv
)
, q=1, 2, . . . , s−2,
"
R2
ln((r−t)2+ε2) dµ f (ξ) dµ f (τ)=0, r∈{ξ, τ}, t∈{αp1 , . . . , αps−2 , αk},
where µˆ f (·) is defined in item (ii) of the lemma. Noting that µˆ f (0)=
∫
R
dµ f (t)= 0, a Taylor expansion about ν= 0
shows that µˆ f (ν)=ν→0 µˆ′f (0)ν+O(ν2), where µˆ′f (0) :=∂νµˆ f (ν)|ν=0; thus, ν−1|µˆ f (ν)|2=ν→0 |µˆ′f (0)|2ν+O(ν2), which means
that there is no singularity in the integrands at ν= 0 (in fact, ν−1|µˆ f (ν)|2 is real analytic in an open neighbourhood
of the origin), whence, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞,"
R2
ln((ξ−τ)2+ε2)−
(κ∞
nkk˜s−1
+1)
2n dµ f (ξ) dµ f (τ)=
κ∞nkk˜s−1+1n
 ∫ +∞
0
λ−1|µˆ f (λ)|2e−ελ dλ,
"
R2
ln((ξ−τ)2+ε2)− (κnk−1)2n dµ f (ξ) dµ f (τ)=
(
κnk−1
n
) ∫ +∞
0
λ−1|µˆ f (λ)|2e−ελ dλ,
"
R2
ln((ξ−τ)2+ε2)−
κ
nkk˜q
2n dµ f (ξ) dµ f (τ)=
κnkk˜q
n
∫ +∞
0
λ−1|µˆ f (λ)|2e−ελ dλ, q=1, 2, . . . , s−2.
Now, adding the above, noting that
!
R2
ln((r− t)2 +ε2) dµ f (ξ) dµ f (τ) = 0, r ∈ {ξ, τ}, t ∈ {αp1 , . . . , αps−2 , αk}, and!
R2
ln(̟(ξ)̟(τ))−1 dµ f (ξ) dµ f (τ)=0, recalling that
∑s−2
q=1 κnkk˜q+κ
∞
nkk˜s−1
+κnk= (n−1)K+k, noting that the respective
integrands are uniformly bounded (some from above and some from below) with respect to ε and that the associated
measures have compact support, letting ε ↓ 0 and using the Monotone Convergence and Dominated Convergence
Theorems, one arrives at, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞,
"
R2
ln
((ξ−τ)2+ε2)
κ∞
nkk˜s−1
+1
2n
(
(ξ−τ)2+ε2
((ξ−αk)2+ε2)((τ−αk)2+ε2)
) κnk−1
2n
×
s−2∏
q=1
(
(ξ−τ)2+ε2
((ξ−αpq)2+ε2)((τ−αpq)2+ε2)
) κnkk˜q
2n

−1
dµ f (ξ) dµ f (τ)
=
"
R2
ln
((ξ−τ)2+ε2)
κ∞
nkk˜s−1
+1
2n
(
(ξ−τ)2+ε2
((ξ−αk)2+ε2)((τ−αk)2+ε2)
) κnk−1
2n
×
s−2∏
q=1
(
(ξ−τ)2+ε2
((ξ−αpq)2+ε2)((τ−αpq)2+ε2)
) κnkk˜q
2n
̟(ξ)̟(τ)

−1
dµ f (ξ) dµ f (τ)
=
ε↓0
"
R2
ln
|ξ−τ| κ
∞
nkk˜s−1
+1
n
( |ξ−τ|
|ξ−αk||τ−αk|
) κnk−1
n
s−2∏
q=1
( |ξ−τ|
|ξ−αpq ||τ−αpq |
) κnkk˜q
n
̟(ξ)̟(τ)

−1
dµ f (ξ) dµ f (τ)
=
(
(n−1)K+k
n
) ∫ +∞
0
λ−1|µˆ f (λ)|2 dλ>0, (359)
where equality holds if, and only if, µ f =0: this establishes the corresponding inequality of item (ii) of the lemma.
(2) The proof of this case, that is, n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞, is virtually identical to the
proof presented in (1) above; one mimics, verbatim, the scheme of the calculations presented in case (1) in order
to arrive at the associated analogue of inequality (359), which reads
"
R2
ln
((ξ−τ)2+ε2) κnk2n s−1∏
q=1
(
(ξ−τ)2+ε2
((ξ−αpq)2+ε2)((τ−αpq)2+ε2)
) κnkk˜q
2n

−1
dµ∞(ξ) dµ∞(τ)
=
"
R2
ln
((ξ−τ)2+ε2) κnk2n s−1∏
q=1
(
(ξ−τ)2+ε2
((ξ−αpq)2+ε2)((τ−αpq)2+ε2)
) κnkk˜q
2n
̟(ξ)̟(τ)

−1
dµ∞(ξ) dµ∞(τ)
=
ε↓0
"
R2
ln
|ξ−τ| κnkn s−1∏
q=1
( |ξ−τ|
|ξ−αpq ||τ−αpq |
) κnkk˜q
n
̟(ξ)̟(τ)

−1
dµ∞(ξ) dµ∞(τ)
=
(
(n−1)K+k
n
) ∫ +∞
0
λ−1|µˆ∞(λ)|2 dλ>0, (360)
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where µˆ∞(·) is defined in item (i) of the lemma: this establishes the corresponding inequality of item (i) of the
lemma, and thus concludes the proof. 
Via the variational inequalities of Lemma 3.2, one now establishes the unicity of the associated families of
equilibrium measures µ∞
V˜
and µ f
V˜
.
Lemma 3.3. Let the external field V˜ : R \ {α1, α2, . . . , αK} → R satisfy conditions (48)–(50), and set ̟(z) :=
exp(−V˜(z)/2). For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk = ∞ (resp., αps := αk , ∞), let I∞V˜ (resp., I
f
V˜
)
be defined by Equation (346) (resp., Equation (347)), and consider the associated minimisation problem E∞
V˜
=
inf{I∞
V˜
[µEQ1 ]; µ
EQ
1 ∈M1(R)} (resp., E
f
V˜
= inf{I f
V˜
[µEQ2 ]; µ
EQ
2 ∈M1(R)}). Then, for n ∈ N and k ∈ {1, 2, . . . ,K} such that
αps := αk =∞ (resp., αps := αk ,∞), there exists a unique µ∞V˜ (resp., µ
f
V˜
) ∈M1(R) such that I∞
V˜
[µ∞
V˜
] = E∞
V˜
(resp.,
I f
V˜
[µ f
V˜
]=E f
V˜
).
Proof. The proof of this Lemma 3.3 consists of two cases: (i) n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞;
and (ii) n ∈N and k ∈ {1, 2, . . . ,K} such that αps :=αk ,∞. The proof for case (ii) will be considered in detail (see
(1) below), whilst case (i) can be proved analogously (see (2) below).
(1) Recall that, for n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk , ∞, it was shown in Lemma 3.1 that
there exists µ f
V˜
∈M1(R), the associated equilibrium measure, such that I f
V˜
[µ f
V˜
] = E f
V˜
and J f := supp(µ
f
V˜
) (⊂ {x ∈
R; ̟(x)>0}) is a proper compact subset of R \ {α1, α2, . . . , αK} (that is, for (some) TM f (=TM f (n, k, zo)) >1, e.g.,
TM f =K(1+max{|αpq |, q=1, . . . , s−2, s}+3(min{|αpi−αp j |, i, j∈{1, . . . , s−2, s}})−1) with O 1
TM f
(αpi )∩O 1
TM f
(αp j )=∅,
i, j∈{1, . . . , s−2, s}, supp(µ f
V˜
) ⊆ R \ ({|x|>TM f } ∪ ∪sq=1
q,s−1
clos(O 1
TM f
(αpq )))); hence, it remains only to establish the
uniqueness of the associated equilibrium measure µ f
V˜
. For n ∈N and k ∈ {1, 2, . . . ,K} such that αps := αk ,∞, let
µ˜
f
V˜
∈M1(R) be a second probability measure for which I f
V˜
[˜µ f
V˜
]= E f
V˜
: the analogue of the argument of Lemma 3.1
for the associated probability measure µ˜ f
V˜
shows that −∞< I f
V˜
[˜µ f
V˜
]<+∞ and J˜ f :=supp(˜µ f
V˜
) (⊂ {x∈R; ̟(x)>0}) is
a proper compact (measurable) subset of R \ {α1, α2, . . . , αK}. For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞,
define, for µ f
V˜
, µ˜
f
V˜
∈M1(R), the finite-moment signed measure (on R) µ♯f := µ˜ fV˜−µ
f
V˜
. For n ∈N and k ∈ {1, 2, . . . ,K}
such that αps :=αk,∞, from item (ii) of Lemma 3.2, with the change µ f →µ♯f , that is,
"
R2
ln
|ξ−τ| κ
∞
nkk˜s−1
+1
n
( |ξ−τ|
|ξ−αk ||τ−αk|
) κnk−1
n
s−2∏
q=1
( |ξ−τ|
|ξ−αpq ||τ−αpq |
) κnkk˜q
n
̟(ξ)̟(τ)

−1
dµ♯
f
(ξ) dµ♯
f
(τ)>0,
it follows, via the symmetry of the integrand under the interchange ξ↔ τ, the definition of µ♯
f
, and Remark 3.5,
that
"
R2
ln
|ξ−τ| κ
∞
nkk˜s−1
+1
n
( |ξ−τ|
|ξ−αk||τ−αk|
) κnk−1
n
s−2∏
q=1
( |ξ−τ|
|ξ−αpq ||τ−αpq |
) κnkk˜q
n
̟(ξ)̟(τ)

−1
×
(
dµ˜ f
V˜
(ξ) dµ˜ f
V˜
(τ)+dµ f
V˜
(ξ) dµ f
V˜
(τ)
)
>
"
R2
ln
|ξ−τ| κ
∞
nkk˜s−1
+1
n
( |ξ−τ|
|ξ−αk||τ−αk|
) κnk−1
n
s−2∏
q=1
( |ξ−τ|
|ξ−αpq ||τ−αpq |
) κnkk˜q
n
̟(ξ)̟(τ)

−1
×
(
dµ˜ f
V˜
(ξ) dµ f
V˜
(τ)+dµ f
V˜
(ξ) dµ˜ f
V˜
(τ)
)
= 2
"
R2
ln
|ξ−τ| κ
∞
nkk˜s−1
+1
n
( |ξ−τ|
|ξ−αk ||τ−αk|
) κnk−1
n
s−2∏
q=1
( |ξ−τ|
|ξ−αpq ||τ−αpq |
) κnkk˜q
n
̟(ξ)̟(τ)

−1
dµ˜ f
V˜
(ξ) dµ f
V˜
(τ)
= 2
"
R2
ln
|ξ−τ| κ
∞
nkk˜s−1
+1
n
( |ξ−τ|
|ξ−αk ||τ−αk|
) κnk−1
n
s−2∏
q=1
( |ξ−τ|
|ξ−αpq ||τ−αpq |
) κnkk˜q
n
̟(ξ)̟(τ)

−1
dµ f
V˜
(ξ) dµ˜ f
V˜
(τ). (361)
Since, for n ∈N and k ∈ {1, 2, . . . ,K} such that αps :=αk ,∞, both I fV˜ [µ
f
V˜
] and I f
V˜
[˜µ f
V˜
] are bounded, it follows from
inequality (361) that ln(|ξ−τ|
κ∞
nkk˜s−1
+1
n (|ξ − τ|/|ξ − αk ||τ − αk |)
κnk−1
n
∏s−2
q=1(|ξ − τ|/|ξ − αpq ||τ − αpq |)
κ
nkk˜q
n ) is integrable
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with respect to both the ‘product’ measures dµ˜ f
V˜
(ξ) dµ f
V˜
(τ) and dµ f
V˜
(ξ) dµ˜ f
V˜
(τ); hence, from an argument on p. 149
of [98], it follows that, for n ∈N and k ∈ {1, 2, . . . ,K} such that αps := αk ,∞, ln(|ξ−τ|
κ∞
nkk˜s−1
+1
n (|ξ − τ|/|ξ − αk ||τ −
αk |)
κnk−1
n
∏s−2
q=1(|ξ − τ|/|ξ − αpq ||τ − αpq |)
κ
nkk˜q
n ) is integrable with respect to the associated one-parameter family of
‘product’ measures dµ fλ(·) dµ fλ(·), where
µ
f
λ(z) :=µ
f
V˜
(z)+λ(˜µ f
V˜
−µ f
V˜
)(z), (z, λ)∈R × [0, 1]. (362)
For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk ,∞, let F fµ : N × {1, 2, . . . ,K} ×M1(R) × [0, 1] ∋ (n, k, µ fλ) 7→
I f
V˜
[µ fλ]=:F
f
µ (λ), where
F
f
µ (λ)=
"
R2
ln
|ξ−τ| κ
∞
nkk˜s−1
+1
n
( |ξ−τ|
|ξ−αk||τ−αk|
) κnk−1
n
s−2∏
q=1
( |ξ−τ|
|ξ−αpq ||τ−αpq |
) κnkk˜q
n
̟(ξ)̟(τ)

−1
dµ fλ(ξ) dµ
f
λ(τ). (363)
Noting from definition (362) that dµ fλ(ξ) dµ
f
λ(τ) = dµ
f
V˜
(ξ) dµ f
V˜
(τ)+λdµ f
V˜
(ξ) d(˜µ f
V˜
−µ f
V˜
)(τ)+λdµ f
V˜
(τ) d(˜µ f
V˜
−µ f
V˜
)(ξ)+
λ2d(˜µ f
V˜
−µ f
V˜
)(ξ) d(˜µ f
V˜
−µ f
V˜
)(τ), it follows from Lemma 3.1 and Equation (363) that, for n ∈N and k ∈ {1, 2, . . . ,K}
such that αps :=αk,∞,
F
f
µ (λ) = I
f
V˜
[µ f
V˜
]+2λ
"
R2
ln
|ξ−τ| κ
∞
nkk˜s−1
+1
n
( |ξ−τ|
|ξ−αk ||τ−αk|
) κnk−1
n
s−2∏
q=1
( |ξ−τ|
|ξ−αpq ||τ−αpq |
) κnkk˜q
n
̟(ξ)̟(τ)

−1
× dµ f
V˜
(ξ) d(˜µ f
V˜
−µ f
V˜
)(τ)+λ2
"
R2
ln
|ξ−τ| κ
∞
nkk˜s−1
+1
n
( |ξ−τ|
|ξ−αk||τ−αk|
) κnk−1
n
s−2∏
q=1
( |ξ−τ|
|ξ−αpq ||τ−αpq |
) κnkk˜q
n
× ̟(ξ)̟(τ)
)−1
d(˜µ f
V˜
−µ f
V˜
)(ξ) d(˜µ f
V˜
−µ f
V˜
)(τ). (364)
Since µ♯
f
:= µ˜ f
V˜
−µ f
V˜
(∈M1(R)) is a finite-moment signed measure on R with compact support and mean zero (that
is,
∫
R
dµ♯
f
(t)=
∫
R
d(˜µ f
V˜
−µ f
V˜
)(t)= 0), it follows from Equation (364) and the corresponding variational inequality in
item (ii) of Lemma 3.2 that, for n ∈N and k ∈ {1, 2, . . . ,K} such that αps :=αk ,∞, F fµ (λ) is a twice-differentiable,
real-valued function of λ on [0, 1], with
1
2
d2F fµ(λ)
dλ2
=
"
R2
ln
|ξ−τ| κ
∞
nkk˜s−1
+1
n
( |ξ−τ|
|ξ−αk ||τ−αk|
) κnk−1
n
s−2∏
q=1
( |ξ−τ|
|ξ−αpq ||τ−αpq |
) κnkk˜q
n
̟(ξ)̟(τ)

−1
dµ♯
f
(ξ) dµ♯
f
(τ)>0,
that is, F fµ(λ) is a real-valued convex function of λ on [0, 1]; hence, for n ∈ N and k ∈ {1, 2, . . . ,K} such that
αps :=αk,∞, via Equation (363) and Definition (362),
I f
V˜
[µ f
V˜
] 6F fµ(λ)= I
f
V˜
[µ fλ]=F
f
µ (λ+(1−λ)0)6λF fµ(1)+(1−λ)F fµ(0)
= λI f
V˜
[˜µ f
V˜
]+(1−λ)I f
V˜
[µ f
V˜
]=λI f
V˜
[µ f
V˜
]+(1−λ)I f
V˜
[µ f
V˜
] ⇒ I f
V˜
[µ f
V˜
]6 I f
V˜
[µ fλ]6 I
f
V˜
[µ f
V˜
],
whence I f
V˜
[µ fλ] = I
f
V˜
[µ f
V˜
] = E f
V˜
. Since, for n ∈N and k ∈ {1, 2, . . . ,K} such that αps := αk ,∞, I fV˜ [µ
f
λ] = F
f
µ (λ)= E
f
V˜
,
it follows, in particular, that
d2F fµ (λ)
dλ2
∣∣∣∣∣
λ=0
= 0, in which case, via Equation (364), the corresponding variational
inequality in item (ii) of Lemma 3.2, and the fact that µ♯
f
(∈M1(R)) is a finite-moment signed measure on R with
compact support and mean zero,
0 =
"
R2
ln
|ξ−τ| κ
∞
nkk˜s−1
+1
n
( |ξ−τ|
|ξ−αk||τ−αk|
) κnk−1
n
s−2∏
q=1
( |ξ−τ|
|ξ−αpq ||τ−αpq |
) κnkk˜q
n

−1
d(˜µ f
V˜
−µ f
V˜
)(ξ) d(˜µ f
V˜
−µ f
V˜
)(τ)
+ 2
(∫
R
V˜(ξ) d(˜µ f
V˜
−µ f
V˜
)(ξ)
) ∫
R
d(˜µ f
V˜
−µ f
V˜
)(τ)︸              ︷︷              ︸
= 0
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=
"
R2
ln
|ξ−τ| κ
∞
nkk˜s−1
+1
n
( |ξ−τ|
|ξ−αk||τ−αk|
) κnk−1
n
s−2∏
q=1
( |ξ−τ|
|ξ−αpq ||τ−αpq |
) κnkk˜q
n

−1
d(˜µ f
V˜
−µ f
V˜
)(ξ) d(˜µ f
V˜
−µ f
V˜
)(τ)
=
(
(n−1)K+k
n
) ∫ +∞
0
t−1|(̂˜µ f
V˜
−µ̂ f
V˜
)(t)|2 dt>0,
whence ∫ +∞
0
t−1|(̂˜µ f
V˜
−µ̂ f
V˜
)(t)|2 dt=0 ⇒
̂˜
µ
f
V˜
(t)= µ̂ f
V˜
(t), t> 0. Noting that ̂˜µ f
V˜
(−t)=
∫
R
e−itζ dµ˜ f
V˜
(ζ)= ̂˜µ f
V˜
(t) and µ̂ f
V˜
(−t)=
∫
R
e−itζ dµ f
V˜
(ζ)= µ̂ f
V˜
(t), it follows from
the relation ̂˜µ f
V˜
(t)= µ̂ f
V˜
(t), t> 0, and a complex-conjugation argument, that ̂˜µ f
V˜
(−t)= µ̂ f
V˜
(−t), t> 0; hence, for n ∈N
and k∈{1, 2, . . . ,K} such that αps :=αk,∞, ̂˜µ fV˜ (t)= µ̂ fV˜ (t), t∈R, which shows that ∫R eitζ d(˜µ fV˜−µ fV˜ )(ζ)=0⇒ µ˜ fV˜ =µ fV˜ :
thus the uniqueness of the associated equilibrium measure.
(2) The proof of this case, that is, n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞, is virtually identical to the
proof presented in (1) above; one mimics, verbatim, the scheme of the calculations presented in case (1) in order
to arrive at the corresponding uniqueness claim for the associated equilibrium measure µ∞
V˜
stated in the lemma;
in order to do so, however, one needs the analogues of Definition (362) and Equation (363), which, in the present
case, read: for µ˜∞
V˜
∈M1(R), a second probability measure for which I∞
V˜
[˜µ∞
V˜
]=E∞
V˜
= I∞
V˜
[µ∞
V˜
],
µ∞λ (z) :=µ
∞
V˜
(z)+λ(˜µ∞
V˜
−µ∞
V˜
)(z), (z, λ)∈R × [0, 1]. (365)
and
F
∞
µ (λ)=
"
R2
ln
|ξ−τ| κnkn s−1∏
q=1
( |ξ−τ|
|ξ−αpq ||τ−αpq |
) κnkk˜q
n
̟(ξ)̟(τ)

−1
dµ∞λ (ξ) dµ
∞
λ (τ). (366)
This concludes the proof. 
For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞ or αps :=αk,∞, LemmaRHPMPC is now reformulated as
two families of equivalent, auxiliary matrix RHPs; before doing so, however, the following motivational preamble
warrants consideration.
Remark 3.6. In an attempt to motivate the derivation of the formulae for the associated complex logarithmic
potentials (g-functions) defined by (see Lemma 3.4 below) Equations (368) and (371), heuristic calculations will
now be presented: as an illustration, consider, without loss of generality, the case (n, k) ∈ N × {1, 2, . . . ,K} such
that αps :=αk ,∞ (the calculation for the case αps :=αk =∞ is analogous). For (n, k) ∈N × {1, 2, . . . ,K} such that
αps :=αk,∞, with N := (n−1)K+k, denote by (cf. Remark 1.2.7) {z˜nk(1), z˜nk(2), . . . , z˜nk(N)} (⊂ R \ {α1, α2, . . . , αK }),
with, say, the enumeration z˜n
k
(1)< z˜n
k
(2)< · · ·< z˜n
k
(N), the set of zeros (counting multiplicities; see the correspond-
ing items of Lemmata 3.8 and 3.9 below) of the MPC ORF, φn
k
(z), (also the set of zeros (counting multiplicities)
of the monic MPC ORF, πn
k
(z)) and define by η˜z˜(z) :=N−1
∑N
j=1 δz˜nk( j)(z) the associated normalised (
∫
R
dη˜z˜(ξ) = 1)
zero counting measure, where δz˜n
k
( j)(z), j= 1, 2, . . . ,N , denotes the Dirac (atomic) mass concentrated at z˜nk( j). For
(n, k) ∈ N × {1, 2, . . . ,K} such that αps := αk ,∞, write φnk(z) = c˜(n, k, zo; ~α)
∏N
j=1(z− z˜nk( j))
∏s−2
q=1(z−αpq )−κnkk˜q (z−
αk)−κnk , where c˜(n, k, zo; ~α) denotes an, in general, bounded n-, k-, zo-, and {α1, α2, . . . , αK}-dependent constant.
One manipulates this expression thus: (z−αk)φnk(z) = c˜(n, k, zo; ~α) exp(N
∫
R
ln(z−ξ) dη˜z˜(ξ)) exp(−n
∫
R
ln(
∏s−2
q=1(z−
αpq)
κ
nkk˜q
n (z−αk)
κnk−1
n ) dη˜z˜(ξ)), which, upon noting the ‘splitting’ (cf. Equation (23)) N := (n−1)K+k=
∑s−2
q=1 κnkk˜q+
(κ∞
nkk˜s−1
+1)+ (κnk−1), can be presented as (z−αk)φnk(z) = c˜(n, k, zo; ~α) exp(n(
∑s−2
q=1
κnkk˜q
n
+
κ∞
nkk˜s−1
+1
n
+
κnk−1
n
)
∫
R
ln(z−
ξ) dη˜z˜(ξ)) exp(−n
∫
R
ln(
∏s−2
q=1(z−αpq)
κ
nkk˜q
n (z−αk)
κnk−1
n ) dη˜z˜(ξ)), whence (z−αk)φnk(z) = c˜(n, k, zo; ~α) exp(n
∫
R
ln((z−
ξ)
κ∞
nkk˜s−1
+1
n (z−ξ) κnk−1n ∏s−2q=1(z−ξ) κnkk˜qn ) dη˜z˜(ξ)) exp(−n ∫R ln(∏s−2q=1(z−αpq) κnkk˜qn (z−αk) κnk−1n ) dη˜z˜(ξ)). As shown in the cor-
responding items of Lemmata 3.8 and 3.9 below (see, also, Lemmata 3.5 and 3.6 below), η˜z˜ converges, in the
weak-∗ topology of measures, to the associated equilibrium measure, µ f
V˜
, that is, η˜z˜
∗→ µ f
V˜
, in the double-scaling
limit N, n→∞ such that zo = 1+o(1); therefore, from the above calculations, recalling that (z−αk)φnk(z) =z→αk
µ
f
n,κnk (n, k)(z−αk)−(κnk−1)(1+O(z−αk)), assuming that all limits (see below) commute, and using the fact that the com-
plex logarithmic potential (g-function) can be specified up to a z-independent factor (so chosen in order to guarantee
that πn
k
(z) is monic) which can depend on n, k, zo, and {α1, α2, . . . , αK}, via this latter degree of freedom in ‘fixing’
the complex logarithmic potential in conjunction with the comments below, one can expect that, in the double-
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scaling limit N, n→∞ such that zo =1+o(1), for non-real z∈C \ {α1, α2, . . . , αK}, (z−αk)φnk(z)∼z→αk exp(ng(z)),94
where g(z) :=
∫
J f
ln((z−ξ)
κ∞
nkk˜s−1
+1
n ((z−ξ)/(z−αk))
κnk−1
n
∏s−2
q=1((z−ξ)/(z−αpq))
κ
nkk˜q
n ) dµ f
V˜
(ξ) gives rise to, but does not
yet fix (see the comments below), the associated complex logarithmic potential g f (z) given by Equation (371).95
Once the matrix RHP for the associated monic MPC ORF (cf. the corresponding item of Lemma RHPMPC) and
the associated g-function, whose properties are determined at a later stage, are available, one makes, after a care-
ful analysis of the asymptotic behaviour of the integral representation of the ‘solution matrix’ of the associated
matrix RHP (with the Cauchy kernel normalised at the pole αps := αk ,∞) in an open neighbourhood of the pole
αps :=αk ,∞ (cf. Equation (284)), a transformation via this g-function, the result of which is a ‘new’ matrix RHP
for the monicMPC ORF. One then asks if there exists a choice of this g-function (which will also fix the indeter-
minacy for g(z) above, so that one may arrive at the definition of g f (z)) so that the ‘new’, or ‘transformed’, matrix
RHP for the monic MPC ORF is in a form suitable for asymptotic analysis, in the double-scaling limit N, n→∞
such that zo=1+o(1). One then arrives at a collection of equations and inequalities, which, if satisfied, achieve the
sought-after result of obtaining a matrix RHP for the monic MPC ORF having ‘canonical normalisation’ (at the
pole αps :=αk ,∞). These equations and inequalities, in turn, are shown to be equivalent to Euler-Lagrange vari-
ational conditions associated with the corresponding energy minimisation problems (see the corresponding items
in Lemma 3.10 below).
Remark 3.7. For completeness, the integrands appearing in the definitions of g∞(z) and g f (z) given by Equa-
tions (368) and (371), respectively, are defined as follows: for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞,
ln
(z−ξ) κnkn s−1∏
q=1
(
(z−ξ)
(z−αpq)(ξ−αpq)
) κnkk˜q
n
 := κnkn ln(z−ξ)+
s−1∑
q=1
κnkk˜q
n
(
ln(z−ξ)−ln(z−αpq)−ln(ξ−αpq)
)
,
and, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞,
ln
(z−ξ) κ
∞
nkk˜s−1
+1
n
(
(z−ξ)
(z−αk)(ξ−αk)
) κnk−1
n
s−2∏
q=1
(
(z−ξ)
(z−αpq)(ξ−αpq)
) κnkk˜q
n
 :=
κ∞nkk˜s−1+1n
 ln(z−ξ)
+
(
κnk−1
n
)
(ln(z−ξ)−ln(z−αk)−ln(ξ−αk))+
s−2∑
q=1
κnkk˜q
n
(
ln(z−ξ)−ln(z−αpq)−ln(ξ−αpq)
)
,
where, for any (generic) constant c<0, ln c := ln|c|+iπ.
Lemma 3.4. Let the external field V˜ : R \ {α1, α2, . . . , αK } → R satisfy conditions (48)–(50). For n ∈ N and k ∈
{1, 2, . . . ,K} such that αps := αk = ∞ (resp., αps := αk , ∞), set, for the associated equilibrium measure µ∞V˜
(resp., µ
f
V˜
), J∞ := supp(µ∞
V˜
) (resp., J f := supp(µ
f
V˜
)), where J∞ (resp., J f ) is a proper compact measurable subset of
R\ {α1, α2, . . . , αK }. For n∈N and k∈{1, 2, . . . ,K}, letX : N×{1, 2, . . . ,K}×C\R→SL2(C) be the unique solution
of the monicMPC ORF RHP stated in Lemma RHPMPC. For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞, set
X(n, k, z)=X(z) :=e−
nℓˆ
2 ad(σ3)X(z)e−n(g∞(z)−P˜0(n,k))σ3 , (367)
where ℓˆ : N × {1, 2, . . . ,K}→R, the associated variational constant, is given in the corresponding item of Lemma
3.10 below, g∞ : N× {1, 2, . . . ,K} ×C \ (−∞,max{maxq=1,2,...,s−1{αpq },max{J∞}})→C, (n, k, z) 7→g∞(n, k, z)=g∞(z),
with
g∞(z) :=
∫
J∞
ln
(z−ξ) κnkn s−1∏
q=1
(
(z−ξ)
(z−αpq)(ξ−αpq)
) κnkk˜q
n
 dµ∞V˜ (ξ), (368)
and
P˜0(n, k)= P˜0 :=−
s−1∑
q=1
κnkk˜q
n
∫
J∞
ln(|ξ−αpq |) dµ∞V˜ (ξ)−iπ
s−1∑
q=1
κnkk˜q
n
∫
J∞∩R<αpq
dµ∞
V˜
(ξ), (369)
and,96 for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, set
X(n, k, z)=X(z) :=e−
nℓ˜
2 ad(σ3)X(z)e−n(g f (z)−Pˆ0(n,k))σ3 , (370)
94Here and in the sequel, the notation A∼B is used to denote the fact that the quotient A/B is fixed up to some n-, k-, zo-, and {α1, α2, . . . , αK }-
dependent factor.
95Note: this is actually a family of g-functions, triply-indexed by n, k, and zo.
96If J∞ ∩ R<αpq =∅, then
∫
J∞∩R<αpq
dµ∞
V˜
(ξ) :=0, q∈{1, 2, . . . , s−1}.
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where ℓ˜ : N × {1, 2, . . . ,K}→R, the associated variational constant, is given in the corresponding item of Lemma
3.10 below, g f : N × {1, 2, . . . ,K} × C \ (−∞,max{maxq=1,...,s−2,s{αpq },max{J f }})→C, (n, k, z) 7→g f (n, k, z)=g f (z),
with
g f (z) :=
∫
J f
ln
(z−ξ) κ
∞
nkk˜s−1
+1
n
(
(z−ξ)
(z−αk)(ξ−αk)
) κnk−1
n
s−2∏
q=1
(
(z−ξ)
(z−αpq)(ξ−αpq)
) κnkk˜q
n
 dµ fV˜ (ξ), (371)
and
Pˆ0(n, k)=
{
Pˆ+0 , z∈C+,
Pˆ−0 , z∈C−,
(372)
with
Pˆ±0 :=
1
n
∫
J f
ln
|ξ−αk |κ∞nkk˜s−1+1 s−2∏
q=1
( |ξ−αk |
|ξ−αpq ||αpq−αk|
)κnkk˜q  dµ fV˜ (ξ)−iπ
(
κnk−1
n
) ∫
J f∩R<αk
dµ f
V˜
(ξ)
− iπ
s−2∑
q=1
κnkk˜q
n
∫
J f∩R<αpq
dµ f
V˜
(ξ)±iπ
(
(n−1)K+k
n
) ∫
J f∩R>αk
dµ f
V˜
(ξ)∓iπ
∑
j∈∆ˆ f (k)
κnkk˜ j
n
, (373)
where ∆ˆ f (k) := { j∈{1, 2, . . . , s−2}; αp j >αk}.97 Then, for n∈N and k∈{1, 2, . . . ,K}, X : N × {1, 2, . . . ,K} × C \ R→
SL2(C) solves the following RHP: (i) X(z) is analytic for z∈C \R; (ii) the boundary values X±(z) := limε↓0 X(z±iε)
satisfy the jump condition
X+(z)=X−(z)V(z) a.e. z∈R,
where, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞,
V : N × {1, 2, . . . ,K} × R∋ (n, k, z) 7→
(
e−n(g
∞
+ (z)−g∞− (z)) en(g
∞
+ (z)+g
∞
− (z)−2P˜0−V˜(z)−ℓˆ)
0 en(g
∞
+ (z)−g∞− (z))
)
=:V(n, k, z)=V(z), (374)
and, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞,
V : N × {1, 2, . . . ,K} × R∋ (n, k, z) 7→
e−n(g f+(z)−g f−(z)+Pˆ−0−Pˆ+0 ) en(g f+(z)+g f−(z)−Pˆ−0−Pˆ+0−V˜(z)−ℓ˜)
0 en(g
f
+(z)−g f−(z)+Pˆ−0−Pˆ+0 )
=:V(n, k, z)=V(z), (375)
where gr±(z) := limε↓0 g
r(z±iε), r∈{∞, f }; (iii) for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞,
X(z) =
C±∋z→αk
I+O(z−1), X(z) =
C±∋z→αpq
O(en(P˜0−P˜±1 )σ3), q=1, 2, . . . , s−1,
where P˜±1 is defined by Equation (387); and (iv) for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞,
X(z) =
C±∋z→αk
I+O(z−αk), X(z) =
C±∋z→αps−1=∞
O(en(Pˆ±0−Pˆ1)σ3 ),
X(z) =
C±∋z→αpq
O(en(Pˆ±0−Pˆ±2 )σ3 ), q=1, 2, . . . , s−2,
where Pˆ1 and Pˆ
±
2 are defined by Equations (379) and (382), respectively.
Proof. The proof of this Lemma 3.4 consists of two cases: (i) n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞;
and (ii) n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞. The proof for the case αps :=αk,∞, k∈{1, 2, . . . ,K}, will
be considered in detail (see (1) below), whilst the case αps :=αk =∞, k ∈ {1, 2, . . . ,K}, can be proved analogously
(see (2) below).
(1) For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk , ∞, it follows from the definition of g f (z) (cf.
Equation (371)) that, for arbitrary z1, z2 ∈ C±, g f (z2)− g f (z1) = iπ
∫ z2
z1
F f (ξ) dξ, where, with D f := C \ (J f ∪
{αp1 , . . . , αps−2 , αk}), F f : N × {1, 2, . . . ,K} ×D f ∋ (n, k, z) 7→F f (n, k, z)=F f (z), where
F f (z) :=− 1iπ
 (κnk−1)n(z−αk)+
s−2∑
q=1
κnkk˜q
n(z−αpq)
+
(
(n−1)K+k
n
) ∫
J f
(ξ−z)−1 dµ f
V˜
(ξ)
 . (376)
97If J f ∩ R<αpq =∅, then
∫
J f ∩R<αpq
dµ f
V˜
(ξ) :=0, q∈{1, . . . , s−2, s}. If ∆ˆ f (k)=∅, then
∑
j∈∆ˆ f (k) κnkk˜ j/n :=0.
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Since J f ∩ {α1, α2, . . . , αK } = ∅ and µ f
V˜
∈ M1(R), it follows that (e.g., 0 < |z−αk| ≪ min{minq=1,2,...,s−2{|αpq −
αk |},mini, j∈{1,2,...,s−2}{|αpi−αp j |}, inft∈J f {|t−αk |}}),
F f (z)+
1
iπ
(κnk−1)
n(z−αk) =D f ∋z→αk O(1),
and (e.g., 0< |z−αpq |≪min{minq′=1,2,...,s−2{|αpq′−αk |},mini, j∈{1,2,...,s−2}{|αpi−αp j |}, inf t∈J f
q′=1,2,...,s−2
{|t−αpq′ |}}, q=1, 2, . . . , s−
2),
F f (z)+
1
iπ
κnkk˜q
n(z−αpq)
=
D f ∋z→αpq
O(1), q=1, 2, . . . , s−2;
hence, |g f (z2)−g f (z1)|6 π|z2−z1| supz∈C± |F f (z)|. Thus, for n ∈N and k ∈ {1, 2, . . . ,K} such that αps :=αk ,∞, from
the definition of g f : C \ D♯
f
→C, with D♯
f
:= (−∞,max{maxq=1,...,s−2,s{αpq },max{J f }}), given in the lemma: (1) for
ξ∈ J f and z∈C \D♯f , with 0< |z−αk |≪min{minq=1,2,...,s−2{|αpq−αk |},mini, j∈{1,2,...,s−2}{|αpi−αp j |}, infξ∈J f {|ξ−αk|}}, and
µ
f
V˜
∈M1(R), it follows from the expansions 1(z−αk)−(ξ−αk ) = −
∑l
j=0
(z−αk) j
(ξ−αk ) j+1 +
(z−αk)l+1
(ξ−αk)l+1(z−ξ) , l ∈N0, and ln(1−♦)=|♦|→0
−∑∞j=1 ♦ jj , and a careful analysis of the branch cuts, that
g f (z) =
C±∋z→αk
−
(
κnk−1
n
)
ln(z−αk)+Pˆ0(n, k)+
∞∑
m=1
1
m
 s−2∑
q=1
κnkk˜q
n(αpq−αk)m
−
(
(n−1)K+k
n
) ∫
J f
(ξ−αk)−m dµ f
V˜
(ξ)
 (z−αk)m, (377)
where Pˆ0(n, k) is defined by Equations (372) and (373), and ∆ˆ f (k) := { j∈{1, 2, . . . , s−2}; αp j >αk}; (2) for ξ∈ J f and
z∈C \ D♯
f
, with |z|≫max{maxi, j∈{1,2,...,s−2}{|αpi−αp j |},maxq=1,2,...,s−2{|αpq−αk |},maxq=1,...,s−2,s{|αpq |},max{J f }}, and
µ
f
V˜
∈M1(R), it follows from the expansions 1ξ−z =−
∑l
j=0
ξ j
z j+1
+
ξl+1
zl+1(ξ−z) , l∈N0, and ln(z−♦)=|z|→∞ ln(z)−
∑∞
j=1
1
j
( ♦
z
) j,
and a careful analysis of the branch cuts, that
g f (z) =
C±∋z→αps−1=∞
κ∞nkk˜s−1+1n
 ln(z)+Pˆ1(n, k)+ ∞∑
m=1
1
m
(κnk−1n
)
(αk)
m+
s−2∑
q=1
κnkk˜q
n
(αpq)
m
−
(
(n−1)K+k
n
) ∫
J f
ξm dµ f
V˜
(ξ)
 z−m, (378)
where 98
Pˆ1(n, k)= Pˆ1 := −
(
κnk−1
n
) ∫
J f
ln(|ξ−αk|) dµ f
V˜
(ξ)−
s−2∑
q=1
κnkk˜q
n
∫
J f
ln(|ξ−αpq |) dµ fV˜ (ξ)
− iπ
(
κnk−1
n
) ∫
J f∩R<αk
dµ f
V˜
(ξ)−iπ
s−2∑
q=1
κnkk˜q
n
∫
J f∩R<αpq
dµ f
V˜
(ξ); (379)
and (3) for ξ ∈ J f and z ∈ C \ D♯f , with 0 < |z− αpq | ≪ min{minq′=1,2,...,s−2{|αpq′ − αk |},mini, j∈{1,2,...,s−2}{|αpi −
αp j |}, inf ξ∈J f
q′=1,2,...,s−2
{|ξ−αpq′ |}}, q = 1, 2, . . . , s−2, and µ fV˜ ∈ M1(R), it follows from the expansions
1
(z−αpq )−(ξ−αpq ) =
−∑lj=0 (z−αpq ) j(ξ−αpq ) j+1 + (z−αpq )l+1(ξ−αpq )l+1(z−ξ) , l∈N0, and ln(1−♦)=|♦|→0−∑∞j=1 ♦ jj , and a careful analysis of the branch cuts, that
g f (z) =
C±∋z→αpq
−
κnkk˜q
n
ln(z−αpq)+Pˆ2(n, k)+
∞∑
m=1
1
m
 (κnk−1)n(αk−αpq)m +
s−2∑
j=1
j,q
κnkk˜ j
n(αp j−αpq)m
−
(
(n−1)K+k
n
) ∫
J f
(ξ−αpq)−m dµ fV˜ (ξ)
 (z−αpq)m, q=1, 2, . . . , s−2, (380)
98If J f ∩ R<αpq =∅, then
∫
J f ∩R<αpq
dµ f
V˜
(ξ) :=0, q∈{1, . . . , s−2, s}.
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where
Pˆ2(n, k)=
{
Pˆ+2 , z∈C+,
Pˆ−2 , z∈C−,
(381)
with
Pˆ±2 :=
1
n
∫
J f
ln

|ξ−αpq |
κnk+κ
∞
nkk˜s−1
(|ξ−αk||αk−αpq |)κnk−1
s−2∏
j=1
j,q
( |ξ−αpq |
|ξ−αp j ||αp j−αpq |
)κnkk˜ j  dµ fV˜ (ξ)
− iπ
(
κnk−1
n
) ∫
J f∩R<αk
dµ f
V˜
(ξ)−iπ
κnkk˜q
n
∫
J f∩R<αpq
dµ f
V˜
(ξ)−iπ
s−2∑
j=1
j,q
κnkk˜ j
n
∫
J f∩R<αp j
dµ f
V˜
(ξ)
∓ iπ
∑
j∈∆˜ f (q)
κnkk˜ j
n
∓iπ
(
κnk−1
n
)
ǫ(k, q)±iπ
(
(n−1)K+k
n
) ∫
J f∩R>αpq
dµ f
V˜
(ξ), (382)
where ∆˜ f (q) := { j ∈ {1, 2, . . . , s−2} \ {q}; αp j > αpq },99 and ǫ(k, q) =
{
1, αpq<αk ,
0, αpq>αk .
For n ∈ N and k ∈ {1, 2, . . . ,K}
such that αps := αk ,∞, recalling that X : N × {1, 2, . . . ,K} × C \ R→ SL2(C) solves, uniquely, the RHP stated
in Lemma RHPMPC, it follows, via the Definition (370) and the asymptotic expansions (377), (378), and (380),
that X : N × {1, 2, . . . ,K} × C \ R → SL2(C) is analytic for z ∈ C \ R (cf. item (i) of the lemma), its boundary
values, X±(z) := limε↓0 X(z±iε), satisfy the jump condition X+(z)=X−(z)V(z) a.e. z∈R, where the associated jump
matrix, V(z), is given by definition (375) (cf. item (ii) of the lemma), and satisfies the asymptotic conditions stated
in item (iv) of the lemma.
(2) The proof corresponding to the case αps := αk = ∞, k ∈ {1, 2, . . . ,K}, is virtually identical to the proof
presented in (1) above; one mimics, verbatim, the scheme of the calculations presented in case (1) in order to
arrive at the corresponding items of the RHP for X : N × {1, 2, . . . ,K} ×C \R→SL2(C) stated in the lemma. More
precisely, via the Definition (367), the analogue of Equation (376), that is, F∞ : N× {1, 2, . . . ,K} ×D∞ ∋ (n, k, z) 7→
F∞(n, k, z)=F∞(z), where, withD∞ :=C \ (J∞ ∪ {αp1 , αp2 , . . . , αps−1 }),
F∞(z) :=− 1iπ
 s−1∑
q=1
κnkk˜q
n(z−αpq)
+
(
(n−1)K+k
n
) ∫
J∞
(ξ−z)−1 dµ∞
V˜
(ξ)
 , (383)
and the asymptotic expansions
g∞(z) =
C±∋z→αk
κnk
n
ln(z)+P˜0(n, k)+
∞∑
m=1
1
m
 s−1∑
q=1
κnkk˜q
n
(αpq )
m−
(
(n−1)K+k
n
) ∫
J∞
ξmdµ∞
V˜
(ξ)
 z−m, (384)
where P˜0(n, k) is defined by Equation (369), and
g∞(z) =
C±∋z→αpq
−
κnkk˜q
n
ln(z−αpq)+P˜1(n, k)+
∞∑
m=1
1
m

s−1∑
j=1
j,q
κnkk˜ j
n(αp j−αpq)m
−
(
(n−1)K+k
n
)
×
∫
J∞
(ξ−αpq)−m dµ∞V˜ (ξ)
)
(z−αpq)m, q=1, 2, . . . , s−1, (385)
where
P˜1(n, k)=
{
P˜+1 , z∈C+,
P˜−1 , z∈C−,
(386)
with
P˜±1 :=
1
n
∫
J∞
ln
|ξ−αpq |κnk
s−1∏
j=1
j,q
( |ξ−αpq |
|ξ−αp j ||αp j−αpq |
)κnkk˜ j  dµ∞V˜ (ξ)−iπ
κnkk˜q
n
∫
J∞∩R<αpq
dµ∞
V˜
(ξ)
99If J f ∩R<αp j =∅, then
∫
J f ∩R<αp j
dµ f
V˜
(ξ) :=0, j∈{1, 2, . . . , s−2}\{q}, q=1, 2, . . . , s−2. If ∆˜ f (q)=∅, then∑ j∈∆˜ f (q) κnkk˜ j /n :=0, q∈{1, 2, . . . , s−2}.
If J f ∩ R>αpq =∅, then
∫
J f ∩R>αpq
dµ f
V˜
(ξ) :=0, q∈{1, 2, . . . , s−2}.
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− iπ
s−1∑
j=1
j,q
κnkk˜ j
n
∫
J∞∩R<αp j
dµ∞
V˜
(ξ)∓iπ
∑
j∈∆˜∞(q)
κnkk˜ j
n
±iπ
(
(n−1)K+k
n
) ∫
J∞∩R>αpq
dµ∞
V˜
(ξ), (387)
where ∆˜∞(q) := { j∈ {1, 2, . . . , s−1} \ {q}; αp j >αpq },100 one verifies that X : N × {1, 2, . . . ,K} × C \ R→SL2(C) is
analytic for z∈C \ R (cf. item (i) of the lemma), its boundary values satisfy the jump condition X+(z)=X−(z)V(z)
a.e. z ∈ R, where the associated jump matrix, V(z), is given by definition (374) (cf. item (ii) of the lemma), and
satisfies the asymptotic conditions stated in item (iii) of the lemma. This concludes the proof. 
The following—technical—Lemma3.5, which is modelled on Theorem 6.6.2 of [98] (see, in particular, Chap-
ter 6 of [98]), is necessary in order to prove the seminal Lemma 3.6 below.
Lemma 3.5. Let V˜ : R \ {α1, α2, . . . , αK}→R satisfy conditions (48)–(50). For n∈N and k∈{1, 2, . . . ,K} such that
αps :=αk=∞, let
d
V˜ ,∞
(n−1)K+k :=
1
((n−1)K+k)((n−1)K+k−1) inf{x1,x2,...,x(n−1)K+k}⊂R

(n−1)K+k∑
i, j=1
i, j
ln
|xi−x j| κnkn
×
s−1∏
q=1
( |xi−x j|
|xi−αpq ||x j−αpq |
) κnkk˜q
n

−1
+((n−1)K+k−1)
(n−1)K+k∑
m=1
V˜(xm)
 ,
and, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, let
d
V˜ , f
(n−1)K+k :=
1
((n−1)K+k)((n−1)K+k−1) inf{x1,x2,...,x(n−1)K+k}⊂R

(n−1)K+k∑
i, j=1
i, j
ln
|xi−x j| κ∞nkk˜s−1 +1n
( |xi−x j|
|xi−αk ||x j−αk|
) κnk−1
n
×
s−2∏
q=1
( |xi−x j|
|xi−αpq ||x j−αpq |
) κnkk˜q
n

−1
+((n−1)K+k−1)
(n−1)K+k∑
m=1
V˜(xm)
 .
Then, limN,n→∞
zo=1+o(1)
d
V˜,r
(n−1)K+k exists, r ∈ {∞, f }, that is, limN,n→∞
zo=1+o(1)
d
V˜ ,r
(n−1)K+k = E
r
V˜
= inf{Ir
V˜
[µEQ]; µEQ ∈M1(R)} = Ir
V˜
[µr
V˜
],
and limN,n→∞
zo=1+o(1)
exp(−dV˜,r(n−1)K+k)=exp(−ErV˜)>0 and O(1).
For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞, let xˆ∗1, xˆ∗2, . . . , xˆ∗(n−1)K+k denote the associated, weighted
Fekete points, that is,
d
V˜ ,∞
(n−1)K+k =
1
((n−1)K+k)((n−1)K+k−1)

(n−1)K+k∑
i, j=1
i, j
ln
|xˆ∗i − xˆ∗j | κnkn
s−1∏
q=1
 |xˆ∗i − xˆ∗j ||xˆ∗
i
−αpq ||xˆ∗j−αpq |

κ
nkk˜q
n

−1
+ ((n−1)K+k−1)
(n−1)K+k∑
m=1
V˜(xˆ∗m)
 ,
and, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk ,∞, let x˜∗1, x˜∗2, . . . , x˜∗(n−1)K+k denote the associated, weighted
Fekete points, that is,
d
V˜ , f
(n−1)K+k =
1
((n−1)K+k)((n−1)K+k−1)

(n−1)K+k∑
i, j=1
i, j
ln
|x˜∗i − x˜∗j | κ
∞
nkk˜s−1
+1
n
 |x˜∗i − x˜∗j ||x˜∗
i
−αk||x˜∗j−αk|

κnk−1
n
×
s−2∏
q=1
 |x˜∗i − x˜∗j ||x˜∗
i
−αpq ||x˜∗j−αpq |

κ
nkk˜q
n

−1
+((n−1)K+k−1)
(n−1)K+k∑
m=1
V˜(x˜∗m)
 .
100If J∞ ∩ R<αpq = ∅, then
∫
J∞∩R<αpq
dµ∞
V˜
(ξ) := 0, q ∈ {1, 2, . . . , s−1}. If J∞ ∩ R<αp j = ∅, then
∫
J∞∩R<αp j
dµ∞
V˜
(ξ) := 0, j ∈ {1, 2, . . . , s−1} \ {q},
q=1, 2, . . . , s−1. If ∆˜∞(q)=∅, then ∑ j∈∆˜∞(q) κnkk˜ j /n :=0, q∈{1, 2, . . . , s−1}. If J∞ ∩ R>αpq =∅, then ∫J f ∩R>αpq dµ∞V˜ (ξ) :=0, q∈{1, 2, . . . , s−1}.
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For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk =∞ (resp., αps := αk ,∞), with {xˆ∗1, xˆ∗2, . . . , xˆ∗(n−1)K+k} (resp.,
{x˜∗1, x˜∗2, . . . , x˜∗(n−1)K+k}) an associated, weighted ((n−1)K+k)-Fekete set, denote by
λr(n−1)K+k :=
1
((n−1)K+k)
(n−1)K+k∑
j=1
δx j(r), r∈{∞, f },
where x j(r)= xˆ∗j for r=∞ and x j(r)= x˜∗j for r= f , and δx j(r) is the Dirac delta (atomic) mass concentrated at x j(r),
the associated normalised counting measure (
∫
R
dλr(n−1)K+k(ξ)= 1, r ∈ {∞, f }). Then, for n ∈N and k ∈ {1, 2, . . . ,K}
such that αps := αk =∞ (resp., αps := αk ,∞), λ∞(n−1)K+k
∗→ µ∞
V˜
(resp., λ
f
(n−1)K+k
∗→ µ f
V˜
) in the double-scaling limit
N, n→∞ such that zo=1+o(1).
Remark 3.8. In fact, as shown in the proof of Lemma 3.5 below, for n ∈ N and k ∈ {1, 2, . . . ,K} such that
αps :=αk=∞ (resp., αps :=αk,∞), {xˆ∗1, xˆ∗2, . . . , xˆ∗(n−1)K+k} (resp., {x˜∗1, x˜∗2, . . . , x˜∗(n−1)K+k}) ⊂ R \ {α1, α2, . . . , αK}.
Proof. The proof of this Lemma 3.5 consists of two cases: (i) n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞;
and (ii) n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞. The proof for the case αps :=αk,∞, k∈{1, 2, . . . ,K}, will
be considered in detail (see (1) below), whilst the case αps :=αk =∞, k ∈ {1, 2, . . . ,K}, can be proved analogously
(see (2) below).
(1) Let V˜ : R \ {α1, α2, . . . , αK} → R satisfy conditions (48)–(50). For n ∈ N and k ∈ {1, 2, . . . ,K} such that
αps :=αk,∞, with N := (n−1)K+k, set
δ
V˜ , f
N = sup{x1,x2,...,xN }⊂R
∏
i< j
(h(xi, x j))
2e−V˜(xi)e−V˜(x j)

1
N(N−1)
= sup
{x1,x2,...,xN }⊂R
∏
i, j
h(xi, x j)e
−(N−1)∑Nj=1 V˜(x j)

1
N(N−1)
, (388)
where x j= x j(n, k, zo),
∏
i< j(∗) :=
∏N−1
i=1
∏N
j=i+1(∗), and h : N × {1, 2, . . . ,K} × R2 ∋ (n, k, x, y) 7→h(n, k, x, y) :=h(x, y)
(=h(y, x)), with
h(x, y) := |x−y|
κ∞
nkk˜s−1
+1
n
( |x−y|
|x−αk||y−αk|
) κnk−1
n
s−2∏
q=1
( |x−y|
|x−αpq ||y−αpq |
) κnkk˜q
n
. (389)
One begins by showing that, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, δV˜ , fN is finite, and the supremum
is attained at some (or many) finite point set(s) {x˜∗1, x˜∗2, . . . , x˜∗N } ⊂ R, with x˜∗j = x˜∗j(n, k, zo), j= 1, 2, . . . ,N; in fact,
as shown below, {x˜∗1, x˜∗2, . . . , x˜∗N } ⊂ R \ {α1, α2, . . . , αK}. Via the inequality |t1−t2|6 (1+t21)1/2(1+t22)1/2, t1, t2∈R, one
shows that, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞,
∏
i, j
|xi−x j|κ
∞
nkk˜s−1
+1
6
 N∏
j=1
(1+x2j)
κ∞
nkk˜s−1
+1

N−1
∏
i, j
( |xi−x j|
|xi−αk ||x j−αk|
)κnk−1
6
 N∏
j=1
(1+(x j−αk)−2)κnk−1

N−1
∏
i, j
s−2∏
q=1
( |xi−x j|
|xi−αpq ||x j−αpq |
)κ
nk˜kq
6
 N∏
j=1
s−2∏
q=1
(1+(x j−αpq)−2)κnkk˜q

N−1
;
hence, via the above inequalities, one arrives at, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞,∏
i< j
(h(xi, x j))
2e−V˜(xi)e−V˜(x j) =
∏
i< j
h(xi, x j)e
−(N−1)∑Nj=1 V˜(x j)6 N∏
j=1
(
(1+x2j)
κ∞
nkk˜s−1
+1
n
× (1+(x j−αk)−2)
κnk−1
n
s−2∏
q=1
(1+(x j−αpq)−2)
κ
nkk˜q
n e−V˜(x j)

N−1
.
For V˜ : R \ {α1, α2, . . . , αK}→R satisfying conditions (48)–(50), one shows that, for n∈N and k∈{1, 2, . . . ,K} such
that αps :=αk,∞: (i) for x j∈R \ {α1, α2, . . . , αK}, j=1, 2, . . . ,N ,
06 (1+x2j)
κ∞
nkk˜s−1
+1
n (1+(x j−αk)−2)
κnk−1
n
s−2∏
q=1
(1+(x j−αpq)−2)
κ
nkk˜q
n e−V˜(x j)6 c f (n, k, zo)<+∞;
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(ii) for x j ∈ O∞ := {x ∈ R; |x| > δ−1∞ }, j = 1, 2, . . . ,N , with δ∞ (= δ∞(n, k, zo)) some arbitrarily fixed, sufficiently
small positive real number (e.g., δ−1∞ =K(1+max{|αpq |, q=1, . . . , s−2, s}+max{|αpl−αpm |, l,m∈{1, . . . , s−2, s}})),
V˜(x j) > (1+ c∞) ln(1+ x2j), where c∞ (= c∞(n, k, zo)) is some bounded, positive real number, it follows that (1+
x2
j
)
κ∞
nkk˜s−1
+1
n exp(−V˜(x j))→0 as x j→αps−1 =∞, j=1, 2, . . . ,N , whence
06 (1+x2j)
κ∞
nkk˜s−1
+1
n (1+(x j−αk)−2)
κnk−1
n
s−2∏
q=1
(1+(x j−αpq)−2)
κ
nkk˜q
n e−V˜(x j)6 c f (n, k, zo), x j∈O∞;
and (iii) for x j ∈Oδ˜q(αpq) := {x ∈ R; |x−αpq | < δ˜q}, j = 1, 2, . . . ,N , q = 1, . . . , s−2, s, with δ˜q (= δ˜q(n, k, zo)) some
arbitrarily fixed, sufficiently small positive real number chosen so that Oδ˜q′ (αpq′ ) ∩ Oδ˜q′′ (αpq′′ ) = ∅ ∀ q′ , q′′ ∈
{1, . . . , s−2, s} (e.g., δ˜q< (3K)−1min{|αpl−αpm |, l,m∈{1, . . . , s−2, s}}), V˜(x j)> (1+cq) ln(1+(x j−αpq)−2), where cq
(= cq(n, k, zo)) is some bounded, positive real number, it follows that (1+(x j−αk)−2)
κnk−1
n exp(−V˜(x j))→0 as x j→αk,
and (1+(x j−αpq)−2)
κ
nkk˜q
n exp(−V˜(x j))→0 as x j→αpq , j=1, 2, . . . ,N , q=1, 2, . . . , s−2, whence
06 (1+x2j)
κ∞
nkk˜s−1
+1
n (1+(x j−αk)−2)
κnk−1
n
s−2∏
q=1
(1+(x j−αpq)−2)
κ
nkk˜q
n e−V˜(x j)6 c f (n, k, zo), x j ∈Oδ˜q(αpq).
Hence, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, with xm ∈R, m=1, 2, . . . ,N ,∏
i< j
(h(xi, x j))
2e−V˜(xi)e−V˜(x j) =
∏
i, j
h(xi, x j)e
−(N−1)∑Nj=1 V˜(x j)6 (c f (n, k, zo))(N−1)2
(
(1+x2m)
κ∞
nkk˜s−1
+1
n
× (1+(xm−αk)−2)
κnk−1
n
s−2∏
q=1
(1+(xm−αpq)−2)
κ
nkk˜q
n e−V˜(xm)

N−1
→ 0 as xm→αps−1 =∞ and as xm→αpq , q=1, . . . , s−2, s;
hence, for n ∈N and k ∈ {1, 2, . . . ,K} such that αps := αk ,∞, δV˜ , fN is finite, and the supremum is attained at some
(or many) finite point set(s) {x˜∗1, x˜∗2, . . . , x˜∗N } ⊂ R, with x˜∗j = x˜∗j(n, k, zo), j = 1, 2, . . . ,N; in fact, as shown above,
{x˜∗
j
}N
j=1 ⊂ R \ {α1, α2, . . . , αK}. For n ∈N and k ∈ {1, 2, . . . ,K} such that αps :=αk ,∞, one calls a maximising set,
that is, a set {x˜∗1, x˜∗2, . . . , x˜∗N } for which
δ
V˜ , f
N =
∏
i< j
(h(x˜∗i , x˜
∗
j))
2e−V˜(x˜
∗
i
)e−V˜(x˜
∗
j
)

1
N(N−1)
=
∏
i, j
h(x˜∗i , x˜
∗
j)e
−(N−1)∑Nj=1 V˜(x˜∗j )

1
N(N−1)
,
an associated, weighted N-Fekete set, and the N points x˜∗1, x˜∗2, . . . , x˜∗N will be called the associated, weighted
Fekete points. For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, let
K
V˜ , f
N (x1, x2, . . . , xN ) :=
N∑
i, j=1
i, j
K f
V˜
(xi, x j), (390)
whereK f
V˜
(ξ, τ) is given in Equation (348). A calculation shows that
K
V˜ , f
N (x1, x2, . . . , xN ) =
N∑
i, j=1
i, j
κ∞nkk˜s−1+1n
 ln ( 1|xi−x j|
)
+
(
κnk−1
n
)
ln
( |xi−αk||x j−αk |
|xi−x j|
)
+
s−2∑
q=1
κnkk˜q
n
ln
( |xi−αpq ||x j−αpq |
|xi−x j|
)+(N−1) N∑
j=1
V˜(x j). (391)
For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, set, as in the lemma,
d
V˜ , f
N := (N(N−1))−1 inf{x1,x2,...,xN }⊂RK
V˜ , f
N (x1, x2, . . . , xN ). (392)
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One shows that, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, via Equation (391),
e−K
V˜, f
N (x1,x2,...,xN ) =
∏
i< j
|xi−x j| κ
∞
nkk˜s−1
+1
n
( |xi−x j|
|xi−αk||x j−αk |
) κnk−1
n
s−2∏
q=1
( |xi−x j|
|xi−αpq ||x j−αpq |
) κnkk˜q
n

2
e−(N−1)
∑N
j=1 V˜(x j)
=
∏
i< j
(h(xi, x j))
2e−(N−1)
∑N
j=1 V˜(x j) ⇒
e−(N(N−1))
−1KV˜, fN (x1,x2,...,xN )=
∏
i< j
(h(xi, x j))
2e−(N−1)
∑N
j=1 V˜(x j)

(N(N−1))−1
,
where h(x, y) is defined by Equation (389), whence, via Equation (388), the Definition (392), and the fact that
inf(∗)=− sup(−∗),
e−d
V˜ , f
N = sup
{x1,x2,...,xN }⊂R
∏
i< j
(h(xi, x j))
2e−(N−1)
∑N
j=1 V˜(x j)

(N(N−1))−1
=δ
V˜, f
N .
The above calculations also show that, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞,
e−K
V˜, f
N (x1,x2,...,xN )6
 N∏
j=1
(1+x2j)
κ∞
nkk˜s−1
+1
n (1+(x j−αk)−2)
κnk−1
n
s−2∏
q=1
(1+(x j−αpq )−2)
κ
nkk˜q
n e−V˜(x j)

N−1
,
whence
e−d
V˜ , f
N 6 sup
{x1,x2,...,xN }⊂R
 N∏
j=1
(1+x2j) κ∞nkk˜s−1 +1n (1+(x j−αk)−2) κnk−1n s−2∏
q=1
(1+(x j−αpq)−2)
κ
nkk˜q
n e−V˜(x j)

N−1
(N(N−1))−1
<+∞;
hence, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, dV˜ , fN >−∞, that is, (N(N−1))−1 inf{x1,x2,...,xN }⊂RK
V˜ , f
N (x1,
x2, . . . , xN )>−∞.
Since it’s been established above that, for n ∈N and k ∈ {1, 2, . . . ,K} such that αps := αk ,∞, an associated,
weightedN-Fekete set forKV˜ , fN (x1, x2, . . . , xN ) exists, that is, a set {x˜∗1, x˜∗2, . . . , x˜∗N } ⊂ R \ {α1, α2, . . . , αK} such that
d
V˜ , f
N = (N(N−1))−1K
V˜ , f
N (x˜
∗
1, x˜
∗
2, . . . , x˜
∗
N ), define the corresponding normalised counting measure for the associated,
weightedN-Fekete set as follows:
λ
f
N :=
1
N
N∑
j=1
δx˜∗
j
, (393)
where δx˜∗
j
is the Dirac delta (atomic) mass concentrated at x˜∗
j
, j = 1, 2, . . . ,N .101 One shows that, for n ∈ N
and k ∈ {1, 2, . . . ,K} such that αps := αk , ∞, in the weak-∗ topology of measures, λ fN converges weakly to
µ
f
V˜
(∈ M1(R)) in the double-scaling limit N, n → ∞ such that zo = 1+ o(1). As in the proof of Lemma 3.5
in [93], one proceeds via a contradiction argument, namely, one assumes that, for k ∈ {1, 2, . . . ,K} such that
αps := αk , ∞ and (some) g ∈ C0b(R),
∫
R
g(ξ) dλ fN (ξ) 9
∫
R
g(ξ) dµ f
V˜
(ξ) in the double-scaling limit N, n → ∞
such that zo = 1+ o(1) (for simplicity of notation, only n → ∞ will be written below), that is, there exists ε♭
(=ε♭(n, k, zo)) >0 and a subsequence 102 nkˆ→∞ (with Nkˆ := (nkˆ−1)K+k) such that, for all kˆ∈N, |
∫
R
g(ξ) dλ fNkˆ (ξ)−∫
R
g(ξ) dµ f
V˜
(ξ)| > ε♭; but first, one must establish that, for n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk , ∞,
the corresponding sequence of probability measures {λ fN }N∈N is tight (cf. the proof of Lemma 3.1). Since, for
n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk , ∞, (N(N−1))−1 inf{x1,x2,...,xN }⊂RKV˜ , fN (x1, x2, . . . , xN) 6 (N(N−
1))−1KV˜ , fN (x1, x2, . . . , xN )6 (N(N−1))−1 sup{x1,x2,...,xN }⊂RK
V˜ , f
N (x1, x2, . . . , xN ), it follows from the Definition (392)
that dV˜, fN 6 (N(N −1))−1K
V˜ , f
N (x1, x2, . . . , xN ): integrating both sides of this latter inequality with respect to the
‘product measure’ (cf. Remark 3.5) dµ f
V˜
(x1) dµ
f
V˜
(x2) · · · dµ f
V˜
(xN ), one shows that, for n ∈ N and k ∈ {1, 2, . . . ,K}
such that αps :=αk,∞,
"
R2
ln
|ξ−τ|− (κ
∞
nkk˜s−1
+1)
n
( |ξ−αk||τ−αk|
|ξ−τ|
) κnk−1
n
s−2∏
q=1
( |ξ−αpq ||τ−αpq |
|ξ−τ|
) κnkk˜q
n
eV˜(ξ)/2eV˜(τ)/2
 dµ fV˜ (ξ) dµ fV˜ (τ)
101Note that
∫
R
dλ fN (ξ)=
1
N
∫
R
∑N
j=1 δ(ξ− x˜∗j ) dξ=1.
102Strictly speaking, subsequences Nkˆ, nkˆ→∞ such that zo,kˆ :=Nkˆ/nkˆ =1+o(1).
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=
"
R2
K f
V˜
(ξ, τ) dµ f
V˜
(ξ) dµ f
V˜
(τ)= I f
V˜
[µ f
V˜
]=E f
V˜
>d
V˜ , f
N (>−∞).
Via this latter inequality and the Definitions (348) and (351), one proceeds thus; for n∈N and k∈{1, 2, . . . ,K} such
that αps :=αk,∞:
E
f
V˜
>d
V˜, f
N = (N(N−1))−1 inf{x1,x2,...,xN }⊂RK
V˜ , f
N (x1, x2, . . . , xN)= (N(N−1))−1K
V˜ , f
N (x˜
∗
1, x˜
∗
2, . . . , x˜
∗
N )
= (N(N−1))−1
N∑
i, j=1
i, j
K f
V˜
(x˜∗i , x˜
∗
j)>
1
2
(N(N−1))−1
N∑
i, j=1
i, j
(
ψˆ
f
V˜
(x˜∗i )+ψˆ
f
V˜
(x˜∗j)
)
︸                     ︷︷                     ︸
= 2(N−1)∑Nj=1 ψˆ fV˜ (x˜∗j )
=N−1
N∑
j=1
ψˆ
f
V˜
(x˜∗j)=
∫
R
ψˆ
f
V˜
(ξ) dλ fN (ξ) ⇒ I
f
V˜
[µ f
V˜
]=E f
V˜
>d
V˜ , f
N >
∫
R
ψˆ
f
V˜
(ξ) dλ fN (ξ).
One now proceeds as in the proof of Lemma 3.1 to show that, for n ∈ N and k ∈ {1, 2, . . . ,K} such that αps :=
αk ,∞, the sequence of probability measures {λ fN }N∈N (in M1(R)) is tight, that is, for (some) εˆ (= εˆ(n, k, zo))> 0
and sufficiently small, lim supN,n→∞
zo=1+o(1)
∫
DMf
dλ fN (ξ) 6 εˆ, where DM f := {|x| > M f } ∪ ∪sq=1
q,s−1
clos(O 1
Mf
(αpq)), with M f
(=M f (n, k, zo)) >1 chosen so that O 1
Mf
(αpi ) ∩ O 1
Mf
(αp j )=∅, i, j∈ {1, . . . , s−2, s} (e.g., M f =K(1+max{|αpq |, q=
1, . . . , s−2, s}+3(min{|αpi−αp j |, i, j∈ {1, . . . , s−2, s}})−1)). For n∈N and k∈ {1, 2, . . . ,K} such that αps :=αk ,∞,
with L f ∈R:
d
V˜ , f
N = (N(N−1))−1
N∑
i, j=1
i, j
K f
V˜
(x˜∗i , x˜
∗
j)> (N(N−1))−1
N∑
i, j=1
i, j
min
{
L f ,K f
V˜
(x˜∗i , x˜
∗
j)
}
= (N(N−1))−1

N2
"
R2
min
{
L f ,K f
V˜
(ξ, τ)
} 1
N
N∑
i=1
δ(ξ− x˜∗i ) dξ︸                ︷︷                ︸
= dλ fN (ξ)
1
N
N∑
j=1
δ(τ− x˜∗j) dτ︸                ︷︷                ︸
= dλ fN (τ)
−NL f

=
N2
N(N−1)
"
R2
min
{
L f ,K f
V˜
(ξ, τ)
}
dλ fN (ξ) dλ
f
N(τ)−(N−1)−1L f . (394)
For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk ,∞, since, as a consequence of tightness, the subsequence of
probability measures {λ fNkˆ }
∞
kˆ=1
(in M1(R)), with Nkˆ := (nkˆ−1)K+k, is also tight, there exists, by a Helly selection
theorem, a further weak-∗ convergent subsequence of probability measures {λ fNkˆ j }
∞
j=1 (inM1(R)), withNkˆ j := (nkˆ j−
1)K+k, converging 103 weakly to a probability measure λ f ∈M1(R). Proceeding, now, as in the proof of Lemma 3.1,
one shows, via inequality (394), that N2
kˆ j
(Nkˆ j (Nkˆ j−1))−1
!
R2
min{L f ,K f
V˜
(ξ, τ)} dλ fNkˆ j (ξ)dλ
f
Nkˆ j
(τ)−(Nkˆ j−1)−1L f →!
R2
min{L f ,K f
V˜
(ξ, τ)} dλ f (ξ) dλ f (τ) as j→∞, whence
lim inf
j→∞
d
V˜ , f
Nkˆ j
>
"
R2
min
{
L f ,K f
V˜
(ξ, τ)
}
dλ f (ξ) dλ f (τ) :
letting L f ↑+∞ and using monotone convergence, one arrives at
lim inf
j→∞
d
V˜ , f
Nkˆ j
>
"
R2
K f
V˜
(ξ, τ) dλ f (ξ) dλ f (τ)= I
f
V˜
[λ f ] (>−∞);
but,
E
f
V˜
> lim sup
j→∞
d
V˜, f
Nkˆ j
> lim inf
j→∞
d
V˜ , f
Nkˆ j
> I f
V˜
[λ f ]>E
f
V˜
= I f
V˜
[µ f
V˜
] ⇒ I f
V˜
[λ f ]= I
f
V˜
[µ f
V˜
],
which, via Lemma 3.3, implies that, for n ∈N and k ∈ {1, 2, . . . ,K} such that αps := αk ,∞, λ f = µ fV˜ ; in particular,
for g∈C0b(R),
∫
R
g(ξ) dλ fNkˆ j
(ξ)→
∫
R
g(ξ) dµ f
V˜
(ξ) as j→∞, which is a contradiction; hence, λ fN
∗→µ f
V˜
in the double-
scaling limit N, n→∞ such that zo=1+o(1). One now argues as in the final paragraph of the proof of Lemma 3.5
103In the double-scaling limit Nkˆ j , nkˆ j →∞ such that zo,kˆ j :=Nkˆ j /nkˆ j =1+o(1).
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in [93] to show that, for k ∈ {1, 2, . . . ,K} such that αps :=αk ,∞, if {dV˜ , fN }∞n=1, with N := (n−1)K+k, converges for
some subsequence ({dV˜ , fNl }∞l=1 in M1(R), say, with Nl := (nl−1)K+k), then the limit is always equal to E
f
V˜
, that is,
limN,n→∞
zo=1+o(1)
d
V˜ , f
N =E
f
V˜
.104
(2) The proof of this case, that is, n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk =∞, is virtually identical
to the proof presented in (1) above; one mimics, verbatim, the scheme of the calculations presented in case (1)
in order to arrive at the corresponding claims stated in the lemma; in order to do so, however, the analogues of
Equations (388)–(393) are necessary, which, in the present case, read: for n ∈ N and k ∈ {1, 2, . . . ,K} such that
αps :=αk=∞, with N := (n−1)K+k,
δV˜ ,∞N = sup{x1,x2,...,xN }⊂R
∏
i< j
(h(xi, x j))
2e−V˜(xi)e−V˜(x j)

1
N(N−1)
= sup
{x1,x2,...,xN }⊂R
∏
i, j
h(xi, x j)e
−(N−1)∑Nj=1 V˜(x j)

1
N(N−1)
, (395)
h : N × {1, 2, . . . ,K} × R2 ∋ (n, k, x, y) 7→ |x−y| κnkn
s−1∏
q=1
( |x−y|
|x−αpq ||y−αpq |
) κnkk˜q
n
=h(n, k, x, y) :=h(x, y), (396)
K
V˜ ,∞
N (x1, x2, . . . , xN ) :=
N∑
i, j=1
i, j
K∞
V˜
(xi, x j) =
N∑
i, j=1
i, j
κnkn ln
(
1
|xi−x j|
)
+
s−1∑
q=1
κnkk˜q
n
ln
( |xi−αpq ||x j−αpq |
|xi−x j|
)
+ (N−1)
N∑
j=1
V˜(x j), (397)
d
V˜ ,∞
N := (N(N−1))−1 inf{x1,x2,...,xN }⊂RK
V˜ ,∞
N (x1, x2, . . . , xN ), (398)
λ∞N :=
1
N
N∑
j=1
δxˆ∗
j
, (399)
where {xˆ∗1, xˆ∗2, . . . , xˆ∗N } (⊂ R \ {α1, α2, . . . , αK}), with xˆ∗j = xˆ∗j(n, k, zo), j = 1, 2, . . . ,N , is an associated, weighted
N-Fekete set, that is, dV˜ ,∞N := (N(N−1))−1KV˜ ,∞N (xˆ∗1, xˆ∗2, . . . , xˆ∗N). This concludes the proof. 
Via Lemma 3.5, one now establishes, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞ (resp., αps :=αk,∞),
the regularity of the associated family of Kˆ := #{ j ∈ {1, 2, . . . ,K}; α j =∞} (resp., K˜ := #{ j ∈ {1, 2, . . . ,K}; α j ,∞})
equilibrium measures µ∞
V˜
(resp., µ f
V˜
).
Lemma 3.6. Let V˜ : R\ {α1, α2, . . . , αK }→R satisfy conditions (48)–(50). Then, for n∈N and k∈{1, 2, . . . ,K} such
that αps :=αk =∞ (resp., αps :=αk ,∞), the associated equilibrium measure µ∞V˜ (resp., µ
f
V˜
) ∈M1(R) is absolutely
continuous with respect to Lebesgue measure.
Proof. The proof of this Lemma 3.6 consists of two cases: (i) n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞;
and (ii) n ∈N and k ∈ {1, 2, . . . ,K} such that αps := αk ,∞. The proof for the case αps := αk ,∞, k ∈ {1, 2, . . . ,K},
will be considered in detail (see (1) below), whilst the case αps :=αk =∞, k∈ {1, 2, . . . ,K}, can be proved, modulo
technical and computational particulars, analogously (see (2) below).
(1) Let V˜ : R \ {α1, α2, . . . , αK} → R satisfy conditions (48)–(50). For n ∈ N and k ∈ {1, 2, . . . ,K} such that
αps :=αk,∞, with N := (n−1)K+k, let
f˜ : N × {1, 2, . . . ,K} × R \ {α1, α2, . . . , αK }∋ (n, k, x) 7→
∏N
j=1(x− x˜∗j)∏s
q=1
q,s−1
(x−αpq)lq
=: f˜ (x), (400)
where {x˜∗1, x˜∗2, . . . , x˜∗N } ⊂ R \ {α1, α2, . . . , αK}, with the enumeration x˜∗i < x˜∗j for i < j, is the associated, weighted
Fekete set described in the corresponding item of Lemma 3.5. For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞,
104Since, for n∈N and k∈{1, 2, . . . , K} such that αps :=αk ,∞, lim sup j→∞ dV˜, fN
kˆ j
and lim inf j→∞ d
V˜ , f
N
kˆ j
exist, it follows that lim j→∞ d
V˜ , f
N
kˆ j
exists
and equals E f
V˜
= I f
V˜
[µ f
V˜
]; in fact, limN,n→∞
zo=1+o(1)
d
V˜, f
N =E
f
V˜
= I f
V˜
[µ f
V˜
].
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one shows, via the identity N∑
j=1
1
x− x˜∗
j

2
−
N∑
j=1
1
(x− x˜∗
j
)2
=
N∑
j=1
N∑
k′=1
k′, j
 1x− x˜∗
j
− 1
x− x˜∗
k′
 1x˜∗
j
− x˜∗
k′
=
N∑
j=1
N∑
k′=1
k′, j
1
(x− x˜∗
j
)(x− x˜∗
k′)
= 2
N∑
j=1
N∑
k′=1
k′, j
1
(x− x˜∗
j
)(x˜∗
j
− x˜∗
k′)
,
that
f˜ ′′(x)
f˜ ′(x)
=
f˜N(x)
f˜D(x)
, (401)
where the prime denotes differentiation with respect to x,
f˜N(x) := 2
N∑
j=1
N∏
l=1
l, j
(x− x˜∗l )
N∑
k′=1
k′, j
1
x˜∗
j
− x˜∗
k′
−2
N∑
j=1
N∏
l=1
l, j
(x− x˜∗l )
s∑
q=1
q,s−1
lq
x−αpq
+
N∏
j=1
(x− x˜∗j)

s∑
q=1
q,s−1
lq
(x−αpq)2
+

s∑
q=1
q,s−1
lq
x−αpq

2 , (402)
f˜D(x) :=
N∑
j=1
N∑
k′=1
k′, j
(x− x˜∗k′)−
N∏
j=1
(x− x˜∗j)
s∑
q=1
q,s−1
lq
x−αpq
; (403)
hence, noting that, for m=1, 2, . . . ,N ,
N∑
j=1
N∏
l=1
l, j
(x− x˜∗l )
N∑
k′=1
k′, j
1
x˜∗
j
− x˜∗
k′
∣∣∣∣∣∣∣∣∣∣
x=x˜∗m
=
N∏
l=1
l,m
(x˜∗m− x˜∗l )
N∑
k′=1
k′,m
1
x˜∗m− x˜∗k′
,
N∑
j=1
N∏
l=1
l, j
(x− x˜∗l )
s∑
q=1
q,s−1
lq
x−αpq
∣∣∣∣∣∣∣∣∣∣∣
x=x˜∗m
=
N∏
l=1
l,m
(x˜∗m− x˜∗l )
s∑
q=1
q,s−1
lq
x˜∗m−αpq
,
N∑
j=1
N∏
k′=1
k′, j
(x− x˜∗k′)−
N∏
j=1
(x− x˜∗j)
s∑
q=1
q,s−1
lq
x−αpq
∣∣∣∣∣∣∣∣∣∣∣
x=x˜∗m
=
N∏
k′=1
k′,m
(x˜∗m− x˜∗k′),
one arrives at, upon recalling that {x˜∗1, x˜∗2, . . . , x˜∗N } ∩ {α1, α2, . . . , αK }=∅,
1
2
f˜ ′′(x˜∗m)
f˜ ′(x˜∗m)
=
N∑
k′=1
k′,m
1
x˜∗m− x˜∗k′
−
s∑
q=1
q,s−1
lq
x˜∗m−αpq
, m=1, 2, . . . ,N . (404)
From Equations (388) and (389), one shows that, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞,
− 1
2
(N−1)V˜ ′(x˜∗m)+
N
n
N∑
k′=1
k′,m
1
x˜∗m− x˜∗k′
−(N−1)
 s−2∑
q=1
lq/n
x˜∗m−αpq
+
(ls−1)/n
x˜∗m−αps
=0, m=1, 2, . . . ,N . (405)
Combining Equations (404) and (405), and noting that {x ∈ R; f˜ (x) = 0} = {x˜∗1, x˜∗2, . . . , x˜∗N } and {x˜∗1, x˜∗2, . . . , x˜∗N } ∩{α1, α2, . . . , αK} = ∅, one proceeds as in the proof of Lemma 3.6 in [93] (see, also, [384, 385]) to show that, for
n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞,
f˜ ′′(x)+2
n
N
−12(N−1)V˜ ′(x)+
s∑
q=1
q,s−1
lq/n
x−αpq
+
(N−1)/n
x−αps
 f˜ ′(x)= Q˜(x) f˜ (x), (406)
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where (with Q˜(x˜∗m),0, m=1, 2, . . . ,N)
Q˜(x) = 2
(N−1)
N
N∑
j=1
s−2∑
q=1
lq
(x˜∗
j
−αpq)(x−αpq)
+2
(N−1)
N
N∑
j=1
(ls−1)
(x˜∗
j
−αps )(x−αps)
+
s∑
q=1
q,s−1
lq
(x−αpq)2
+
(N−2)
N

s∑
q=1
q,s−1
lq
x−αpq

2
−2 (N−1)N
1
x−αps
s∑
q=1
q,s−1
lq
x−αpq
+
(N−1)
N nV˜
′(x)
s∑
q=1
q,s−1
lq
x−αpq
− nN (N−1)
N∑
j=1
V˜ ′(x)−V˜ ′(x˜∗
j
)
x− x˜∗
j
. (407)
Since, for n∈N and k∈ {1, 2, . . . ,K} such that αps :=αk ,∞, {x˜∗1, x˜∗2, . . . , x˜∗N } ⊂ R \ {α1, α2, . . . , αK}, choose, for N˜
(= N˜(n, k, zo)) ∈N0, 2(N˜+1) real points {B˜ j−1, A˜ j}N˜+1j=1 so thatR\{α1, α2, . . . , αK} ⊃ ∪N˜+1j=1 [B˜ j−1, A˜ j] ⊇ {x˜∗1, x˜∗2, . . . , x˜∗N },
with enumeration −∞ < B˜0 < A˜1 < · · · < B˜ j−1 < A˜ j < · · · < B˜N˜ < A˜N˜+1 < +∞, and [B˜ j−1, A˜ j] ∩ {α1, α2, . . . , αK} =∅,
j=1, 2, . . . , N˜+1.105 Let Z˜(x) :=
∏N˜+1
j=1 (z− B˜ j−1)(z− A˜ j); then, a straightforward calculation shows that Z˜(x) can be
presented as Z˜(x)=
∑0
j=2(N˜+1)
c˜2(N˜+1)− jx
j,106 where 107
c˜ j=
∑
k′
i
,l′m=0,1
i,m∈{1,2,...,N˜+1}∑N˜+1
i=1 k
′
i
+
∑N˜+1
m=1 l
′
m= j
(−1) j
N˜+1∏
i=1
(
1
k′
i
)
(B˜i−1)k
′
i

N˜+1∏
m=1
(
1
l′m
)
(A˜m)
l′m
 , j=0, 1, . . . , 2(N˜+1).
(Note: c˜0 = 1 and c˜2(N˜+1) =
∏N˜+1
j=1 B˜ j−1A˜ j.) Via the above definition of Z˜(x), one shows that, for n ∈ N and k ∈
{1, 2, . . . ,K} such that αps :=αk ,∞, the term nN (N−1)
∑N
j=1
V˜ ′(x)−V˜ ′(x˜∗
j
)
x−x˜∗
j
, which appears in the expression for Q˜(x)
given in Equation (407), can be presented as
n
N (N−1)
N∑
j=1
V˜ ′(x)−V˜ ′(x˜∗
j
)
x− x˜∗
j
=
n
N
(N−1)
Z˜(x)
N∑
j=1
 V˜ ′(x)Z˜(x)−V˜ ′(x˜∗j)Z˜(x˜∗j)x− x˜∗
j
− 2Z˜(x)
N∑
j=1
N∑
k′=1
k′, j
1
x˜∗
j
− x˜∗
k′
×
 3∑
i=2(N˜+1)
c˜2(N˜+1)−i
 i−1∑
r=0
xi−r−1(x˜∗j)
r
+c˜2N˜(x+ x˜∗j)+c˜2N˜+1

+
2
Z˜(x)
(N−1)
N
N∑
j=1
s−2∑
q=1
lq
x˜∗
j
−αpq
 3∑
i=2(N˜+1)
c˜2(N˜+1)−i
 i−1∑
r=0
xi−r−1(x˜∗j)
r

+ c˜2N˜(x+ x˜
∗
j)+c˜2N˜+1
)
+
2
Z˜(x)
(N−1)
N
N∑
j=1
(ls−1)
x˜∗
j
−αps
×
 3∑
i=2(N˜+1)
c˜2(N˜+1)−i
 i−1∑
r=0
xi−r−1(x˜∗j)
r
+c˜2N˜(x+ x˜∗j)+c˜2N˜+1
 : (408)
noting that (cf. the proof of Lemma 3.5), for an arbitrary function, h˜, say,
∑
j<k′
h˜(x˜∗j) :=
N−1∑
j=1
N∑
k′= j+1
h˜(x˜∗j) = (N−1)h˜(x˜∗1)+
N−1∑
m=2
(N−m)h˜(x˜∗m),
∑
j<k′
h˜(x˜∗k′) :=
N−1∑
j=1
N∑
k′= j+1
h˜(x˜∗k′) = (N−1)h˜(x˜∗N)+
N−1∑
m=2
(m−1)h˜(x˜∗m),
105∪N˜+1
j=1 [B˜ j−1, A˜ j], which is the disjoint union of N˜+1 compact real intervals, is the ‘pre-confinement domain’ for the associated, weighted
Fekete points x˜∗m , m=1, 2, . . . ,N .
106For the purposes of this proof, the adopted convention is that
∑0
j=2(N˜+1)
˜( j) := ˜(2(N˜+1))+· · ·+˜(1)+˜(0).
107The explicit n-, k-, and zo-dependencies of B˜ j−1, A˜ j, j=1, 2, . . . , N˜+1, and c˜i , i=0, 1, . . . , 2(N˜+1), are not essential here.
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∑
j<k′
h˜(x˜∗j)+
∑
j<k′
h˜(x˜∗k′) = (N−1)
N∑
m=1
h˜(x˜∗m),
one shows, via the identities yn1−yn2= (y1−y2)(yn−11 +yn−21 y2+· · ·+y1yn−22 +yn−12 ),
N∑
j=1
N∑
k′=1
k′, j
1
x˜∗
j
− x˜∗
k′
= 0,
N∑
j=1
N∑
k′=1
k′, j
x+ x˜∗
j
x˜∗
j
− x˜∗
k′
=
N∑
j=1
N∑
k′=1
k′, j
x˜∗
j
x˜∗
j
− x˜∗
k′
=
N−1∑
j=1
N∑
k′= j+1
1=N(N−1)/2,
N∑
j=1
N∑
k′=1
k′, j
(x˜∗
j
)r
x˜∗
j
− x˜∗
k′
=
N−1∑
j=1
N∑
k′= j+1
(x˜∗
j
)r−(x˜∗
k′)
r
x˜∗
j
− x˜∗
k′
=
N−1∑
j=1
N∑
k′= j+1
r−1∑
m=0
(x˜∗j)
r−m−1(x˜∗k′)
m
=
N−1∑
j=1
N∑
k′= j+1
(x˜∗j)
r−1+
N−1∑
j=1
N∑
k′= j+1
(x˜∗k′)
r−1+
N−1∑
j=1
N∑
k′= j+1
r−1∑
m=2
(x˜∗j)
r−m(x˜∗k′)
m−1
= (N−1)
N∑
j=1
(x˜∗j)
r−1+
N−1∑
j=1
N∑
k′= j+1
r−1∑
m=2
(x˜∗j)
r−m(x˜∗k′)
m−1, r>2,
that Equation (408) can be re-written as
n
N (N−1)
N∑
j=1
V˜ ′(x)−V˜ ′(x˜∗
j
)
x− x˜∗
j
=
n
N
(N−1)
Z˜(x)
N∑
j=1
 V˜ ′(x)Z˜(x)−V˜ ′(x˜∗j)Z˜(x˜∗j)x− x˜∗
j
− 2Z˜(x)
 3∑
i=2(N˜+1)
c˜2(N˜+1)−i
×
N(N−1)2 xi−2+
i−1∑
r=2
(N−1) N∑
j=1
(x˜∗j)
r−1+
N−1∑
j=1
N∑
k′= j+1
r−1∑
m=2
(x˜∗j)
r−m(x˜∗k′)
m−1

× xi−r−1
)
+
N(N−1)
2
c˜2N˜
)
+
2
Z˜(x)
(N−1)
N
 3∑
i=2(N˜+1)
c˜2(N˜+1)−i
×
 i−1∑
r=0
N∑
j=1
s−2∑
q=1
lq(x˜∗j)
r
x˜∗
j
−αpq
xi−r−1
+c˜2N˜ N∑
j=1
s−2∑
q=1
lq(x+ x˜∗j)
x˜∗
j
−αpq
+c˜2N˜+1
×
N∑
j=1
s−2∑
q=1
lq
x˜∗
j
−αpq
+ 2(ls−1)Z˜(x) (N−1)N
 3∑
i=2(N˜+1)
c˜2(N˜+1)−i
 i−1∑
r=0
N∑
j=1
(x˜∗
j
)r
x˜∗
j
−αps
xi−r−1

+ c˜2N˜
N∑
j=1
x+ x˜∗
j
x˜∗
j
−αps
+c˜2N˜+1
N∑
j=1
1
x˜∗
j
−αps
 , (409)
whence, via Equation (409), one arrives at, for n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk , ∞ (cf. Equa-
tion (407)),
Q˜(x) =
1
Z˜(x)

 0∑
i=2(N˜+1)
c˜2(N˜+1)−ix
i

2 (N−1)N
N∑
j=1
s−2∑
q=1
lq
(x˜∗
j
−αpq)(x−αpq)
+2
(N−1)
N
N∑
j=1
(ls−1)
(x˜∗
j
−αps )(x−αps)
+
s∑
q=1
q,s−1
lq
(x−αpq)2
+
(N−2)
N

s∑
q=1
q,s−1
lq
x−αpq

2
−2 (N−1)N
1
x−αps
s∑
q=1
q,s−1
lq
x−αpq
+
(N−1)
N nV˜
′(x)
s∑
q=1
q,s−1
lq
x−αpq

− n (N−1)N
N∑
j=1
 V˜ ′(x)Z˜(x)−V˜ ′(x˜∗j)Z˜(x˜∗j)x− x˜∗
j
+2
 3∑
i=2(N˜+1)
c˜2(N˜+1)−i
N(N−1)2 xi−2+
i−1∑
r=2
(
(N−1)
×
N∑
j=1
(x˜∗j)
r−1+
N−1∑
j=1
N∑
k′= j+1
r−1∑
m=2
(x˜∗j)
r−m(x˜∗k′)
m−1
 xi−r−1
+N(N−1)2 c˜2N˜
−2 (N−1)N
 3∑
i=2(N˜+1)
c˜2(N˜+1)−i
Orthogonal Rational Functions: Characterisation, Multi-Point Pade´ Approximants, and Asymptotics 152
×
 i−1∑
r=0
N∑
j=1
s−2∑
q=1
lq(x˜∗j)
r
x˜∗
j
−αpq
xi−r−1
+c˜2N˜ N∑
j=1
s−2∑
q=1
lq(x+ x˜∗j)
x˜∗
j
−αpq
+c˜2N˜+1
N∑
j=1
s−2∑
q=1
lq
x˜∗
j
−αpq
−2(ls−1)
× (N−1)N
 3∑
i=2(N˜+1)
c˜2(N˜+1)−i
 i−1∑
r=0
N∑
j=1
(x˜∗
j
)r
x˜∗
j
−αps
xi−r−1
+c˜2N˜ N∑
j=1
x+ x˜∗
j
x˜∗
j
−αps
+c˜2N˜+1
N∑
j=1
1
x˜∗
j
−αps

 . (410)
As in the proof of Lemma 2.15 in [127], make, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, the following
change of dependent variable (cf. Equations (406) and (410)),
f˜ (x)= F˜(x) exp
(
−1
2
∫ x
P˜(ξ) dξ
)
, (411)
where
P˜(x) :=2 nN
−12(N−1)V˜ ′(x)+
s∑
q=1
q,s−1
lq/n
x−αpq
+
(N−1)/n
x−αps
 . (412)
Via Equations (406), (410), and (411), and the Definition (412), one arrives at, for n∈N and k∈ {1, 2, . . . ,K} such
that αps :=αk,∞, the following linear, second-order, rational-coefficient ODE for the function F˜(x):
F˜′′(x)=
(
Q˜(x)+
1
2
P˜′(x)+ 1
4
(P˜(x))2
)
F˜(x), (413)
where,
Q˜(x)+
1
2
P˜′(x)+ 1
4
(P˜(x))2=−1
2
(N−1)
N nV˜
′′(x)− 1N
(N−1)
N
1
(x−αps)2
+
(N−1)
N
s∑
q=1
q,s−1
lq
(x−αpq)2
+
1
4
(N−1
N
)2
(nV˜ ′(x))2+nV˜ ′(x)
(N−1
N
)2 s∑
q=1
q,s−1
lq
x−αpq
−2
(N−1
N
)2 1
x−αps
s∑
q=1
q,s−1
lq
x−αpq
−
(N−1
N
)2
nV˜ ′(x)
x−αps
+
(N−1
N
)2 
s∑
q=1
q,s−1
lq
x−αpq

2
+2
(N−1)
N
N∑
j=1
s−2∑
q=1
lq
(x˜∗
j
−αpq)(x−αpq)
+2
(N−1)
N
N∑
j=1
(ls−1)
(x˜∗
j
−αps)(x−αps)
+
1
Z˜(x)
−n (N−1)N
N∑
j=1
 V˜ ′(x)Z˜(x)−V˜ ′(x˜∗j)Z˜(x˜∗j)x− x˜∗
j
+2
 3∑
i=2(N˜+1)
c˜2(N˜+1)−i
N(N−1)2 xi−2+
i−1∑
r=2
(
(N−1)
×
N∑
j=1
(x˜∗j)
r−1+
N−1∑
j=1
N∑
k′= j+1
r−1∑
m=2
(x˜∗j)
r−m(x˜∗k′)
m−1
 xi−r−1
+N(N−1)2 c˜2N˜
−2 (N−1)N
 3∑
i=2(N˜+1)
c˜2(N˜+1)−i
×
 i−1∑
r=0
N∑
j=1
s−2∑
q=1
lq(x˜∗j)
r
x˜∗
j
−αpq
xi−r−1
+c˜2N˜ N∑
j=1
s−2∑
q=1
lq(x+ x˜∗j)
x˜∗
j
−αpq
+c˜2N˜+1
N∑
j=1
s−2∑
q=1
lq
x˜∗
j
−αpq
−2(ls−1) (N−1)N
×
 3∑
i=2(N˜+1)
c˜2(N˜+1)−i
 i−1∑
r=0
N∑
j=1
(x˜∗
j
)r
x˜∗
j
−αps
xi−r−1
+c˜2N˜ N∑
j=1
x+ x˜∗
j
x˜∗
j
−αps
+c˜2N˜+1
N∑
j=1
1
x˜∗
j
−αps

 . (414)
Since, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞,R\{α1, α2, . . . , αK} ⊃ ∪N˜+1j=1 [B˜ j−1, A˜ j] ⊇ {x˜∗1, x˜∗2, . . . , x˜∗N },
with x˜∗
i
< x˜∗
j
for i < j (∈ {1, 2, . . . ,N}), it follows from the proof of Lemma 3.5 that, for any two consecutive
associated, weighted Fekete points x˜∗
j
and x˜∗
j+1, there are, for r = 1, 2, . . . , N˜+1, the following cases to consider:
(1) B˜r−1 6 x˜∗j < x˜
∗
j+1 6 (B˜r−1+ A˜r)/2; (2) (B˜r−1+ A˜r)/26 x˜
∗
j
< x˜∗
j+1 6 A˜r; and (3) B˜r−1 6 x˜
∗
j
< (B˜r−1+ A˜r)/2< x˜∗j+16 A˜r.
This is, up to a linear scaling, the ‘one-interval-case’ result given in Lemma 2.15 of [127], wherein a lower bound
for the distance between two consecutive Fekete points is estimated. In order to use the result of Lemma 2.15 of
[127] and adapt it to the present situation,108 one needs to, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞: (i)
108If, for n∈N and k∈ {1, 2, . . . , K} such that αps :=αk ,∞, two consecutive associated, weighted Fekete points x˜∗j and x˜∗j+1 lie, respectively,
in the disjoint compact real intervals [B˜r1−1, A˜r1 ] and [B˜r2−1, A˜r2 ], r1 < r2 (∈ {1, 2, . . . , N˜ +1}), then, clearly, x˜∗j+1 − x˜∗j > |B˜r2−1 − A˜r1 | > 0
(>N,n→∞
zo=1+o(1)
O(((n−1)K+k)−1), by the Archimedean property).
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map the compact real intervals [B˜r−1, A˜r], r=1, 2, . . . , N˜+1, onto the compact real—symmetric—interval [−1, 1];
and (ii) estimate, for x ∈ [B˜r−1, A˜r], r = 1, 2, . . . , N˜+1, an upper bound for Q˜(x)+ P˜′(x)/2+ (P˜(x))2/4. For the
former problem (i), one makes, for r = 1, 2, . . . , N˜ +1, the linear change of variable λ˜r : C → C, x 7→ λ˜r(x) :=
(2x−(A˜r+B˜r−1))/(A˜r−B˜r−1), which maps, one-to-one, the compact real interval [B˜r−1, A˜r] onto the compact real—
symmetric—interval [−1, 1]; and for the latter problem (ii), noting that, for n ∈ N and k ∈ {1, 2, . . . ,K} such that
αps :=αk,∞, inf{|αpq−x˜∗j |; q=1, . . . , s−2, s, j=1, 2, . . . ,N}>0 and inf{|αpq−x|; q=1, . . . , s−2, s, x∈ [B˜r−1, A˜r], r=
1, 2, . . . , N˜+1} > 0, writing Z˜(x) = (x− B˜r−1)(x− A˜r)∏N˜+1j=1
j,r
(x− B˜ j−1)(x− A˜ j), r = 1, 2, . . . , N˜+1, and using the real
analyticity and regularity of V˜ : R \ {α1, α2, . . . , αK }→R, one shows from Equation (414) that, for [B˜r−1, A˜r] ∋ x,
r=1, 2, . . . , N˜+1, ∣∣∣∣∣Q˜(x)+ 12 P˜′(x)+ 14 (P˜(x))2
∣∣∣∣∣6 C˜rN2(x− B˜r−1)(A˜r−x) , (415)
where C˜r = C˜r(n, k, zo) > 0 and O(1) (in the double-scaling limit N, n→∞ such that zo = 1+o(1)). One now uses
this estimate in conjunction with the result of Lemma 2.15 of [127] to show that, for n ∈ N and k ∈ {1, 2, . . . ,K}
such that αps := αk , ∞, two consecutive associated, weighted Fekete points x˜∗j and x˜∗j+1 satisfy the following
‘nearest-neighbour-distance’ inequality:
x˜∗j+1− x˜∗j >
min{(3C˜r)−1/2, 1/4}
((n−1)K+k)
(
(A˜r− x˜∗j)(A˜r− x˜∗j+1)
)1/2
, j=1, 2, . . . , (n−1)K+k−1, r=1, 2, . . . , N˜+1, (416)
where ((A˜r−x˜∗j)(A˜r−x˜∗j+1))1/2>0 andO(1) (in the double-scaling limitN, n→∞ such that zo=1+o(1)). One now uses
the estimate (416) in conjunction with the fact that (cf. Lemma 3.5), for k ∈ {1, 2, . . . ,K} such that αps := αk ,∞,
the associated normalised counting measure converges, in the double-scaling limit N, n→∞ such that zo=1+o(1),
weakly (in the weak-∗ topology of measures) to the corresponding equilibrium measure µ f
V˜
(∈M1(R)) in order to
proceed, mutatis mutandis, as in the proof of Lemma 2.26 of [127] to conclude that, for n∈N and k∈{1, 2, . . . ,K}
such that αps :=αk ,∞, the associated family of K˜ equilibrium measures µ fV˜ is absolutely continuous with respect
to Lebesgue measure, in the double-scaling limit N, n→∞ such that zo=1+o(1).
(2) The proof of this case, that is, n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞, is virtually identical to the
proof presented in (1) above; one mimics, verbatim, the scheme of the calculations presented in case (1) in order to
arrive at the corresponding claims stated in the lemma; in order to do so, however, the analogues of Equations (400)
and (401), the Definitions (402) and (403), Equations (404)–(407) and (409)–(411), the Definition (412), Equa-
tions (413) and (414), estimate (415), and inequality (416) are necessary, which, in the present case, read: for n∈N
and k∈{1, 2, . . . ,K} such that αps :=αk=∞, with N := (n−1)K+k,
fˆ : N × {1, 2, . . . ,K} × R \ {α1, α2, . . . , αK}∋ (n, k, x) 7→
∏N
j=1(x− xˆ∗j)∏s−1
q=1(x−αpq)lq
=: fˆ (x), (417)
where {xˆ∗1, xˆ∗2, . . . , xˆ∗N } ⊂ R \ {α1, α2, . . . , αK }, with the enumeration xˆ∗i < xˆ∗j for i < j, is the associated, weighted
Fekete set described in the corresponding item of Lemma 3.5,
fˆ ′′(x)
fˆ ′(x)
=
fˆN(x)
fˆD(x)
, (418)
fˆN(x) := 2
N∑
j=1
N∏
l=1
l, j
(x− xˆ∗l )
N∑
k′=1
k′, j
1
xˆ∗
j
− xˆ∗
k′
−2
N∑
j=1
N∏
l=1
l, j
(x− xˆ∗l )
s−1∑
q=1
lq
x−αpq
+
N∏
j=1
(x− xˆ∗j)
 s−1∑
q=1
lq
(x−αpq)2
+
 s−1∑
q=1
lq
x−αpq

2 , (419)
fˆD(x) :=
N∑
j=1
N∑
k′=1
k′, j
(x− xˆ∗k′)−
N∏
j=1
(x− xˆ∗j)
s−1∑
q=1
lq
x−αpq
, (420)
1
2
fˆ ′′(xˆ∗m)
fˆ ′(xˆ∗m)
=
N∑
k′=1
k′,m
1
xˆ∗m− xˆ∗k′
−
s−1∑
q=1
lq
xˆ∗m−αpq
, m=1, 2, . . . ,N , (421)
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−1
2
(N−1)V˜ ′(xˆ∗m)+
N
n
N∑
k′=1
k′,m
1
xˆ∗m− xˆ∗k′
−(N−1)
s−1∑
q=1
lq/n
xˆ∗m−αpq
=0, m=1, 2, . . . ,N , (422)
fˆ ′′(x)+2
n
N
−12(N−1)V˜ ′(x)+
s−1∑
q=1
lq/n
x−αpq
 fˆ ′(x)= Qˆ(x) fˆ (x), (423)
where (with Qˆ(xˆ∗m),0, m=1, 2, . . . ,N)
Qˆ(x) = 2
(N−1)
N
N∑
j=1
s−1∑
q=1
lq
(xˆ∗
j
−αpq )(x−αpq)
+
s−1∑
q=1
lq
(x−αpq)2
+
(N−2)
N
 s−1∑
q=1
lq
x−αpq

2
+
(N−1)
N nV˜
′(x)
s−1∑
q=1
lq
x−αpq
− nN (N−1)
N∑
j=1
V˜ ′(x)−V˜ ′(xˆ∗
j
)
x− xˆ∗
j
, (424)
n
N (N−1)
N∑
j=1
V˜ ′(x)−V˜ ′(xˆ∗
j
)
x− xˆ∗
j
=
n
N
(N−1)
Zˆ(x)
N∑
j=1
 V˜ ′(x)Zˆ(x)−V˜ ′(xˆ∗j)Zˆ(xˆ∗j)x− xˆ∗
j
− 2Zˆ(x)
 3∑
i=2(Nˆ+1)
cˆ2(Nˆ+1)−i
×
N(N−1)2 xi−2+
i−1∑
r=2
(N−1) N∑
j=1
(xˆ∗j)
r−1+
N−1∑
j=1
N∑
k′= j+1
r−1∑
m=2
(xˆ∗j)
r−m(xˆ∗k′)
m−1

× xi−r−1
)
+
N(N−1)
2
cˆ2Nˆ
)
+
2
Zˆ(x)
(N−1)
N
 3∑
i=2(Nˆ+1)
cˆ2(Nˆ+1)−i
×
 i−1∑
r=0
N∑
j=1
s−1∑
q=1
lq(xˆ∗j)
r
xˆ∗
j
−αpq
xi−r−1
+cˆ2Nˆ N∑
j=1
s−1∑
q=1
lq(x+ xˆ∗j)
xˆ∗
j
−αpq
+ cˆ2Nˆ+1
N∑
j=1
s−1∑
q=1
lq
xˆ∗
j
−αpq
 , (425)
where Zˆ(x) :=
∏Nˆ+1
j=1 (z− Bˆ j−1)(z− Aˆ j) :=
∑0
j=2(Nˆ+1)
cˆ2(Nˆ+1)− jx
j, with the 2(Nˆ+1) real points {Bˆ j−1, Aˆ j}Nˆ+1j=1 , for Nˆ
(= Nˆ(n, k, zo)) ∈ N0, chosen so that R \ {α1, α2, . . . , αK} ⊃ ∪Nˆ+1j=1 [Bˆ j−1, Aˆ j] ⊇ {xˆ∗1, xˆ∗2, . . . , xˆ∗N }, with enumeration
−∞< Bˆ0< Aˆ1< · · ·< Bˆ j−1< Aˆ j< · · ·< BˆNˆ < AˆNˆ+1<+∞, and [Bˆ j−1, Aˆ j] ∩ {α1, α2, . . . , αK }=∅, j=1, 2, . . . , Nˆ+1, and
cˆ j=
∑
k′
i
,l′m=0,1
i,m∈{1,2,...,Nˆ+1}∑Nˆ+1
i=1 k
′
i
+
∑Nˆ+1
m=1 l
′
m= j
(−1) j
Nˆ+1∏
i=1
(
1
k′
i
)
(Bˆi−1)k
′
i

Nˆ+1∏
m=1
(
1
l′m
)
(Aˆm)
l′m
 , j=0, 1, . . . , 2(Nˆ+1),
with cˆ0=1 and cˆ2(Nˆ+1)=
∏Nˆ+1
r=1 Bˆr−1Aˆr,
Qˆ(x) =
1
Zˆ(x)

 0∑
i=2(Nˆ+1)
cˆ2(Nˆ+1)−ix
i

2 (N−1)N
N∑
j=1
s−1∑
q=1
lq
(xˆ∗
j
−αpq)(x−αpq)
+
s−1∑
q=1
lq
(x−αpq)2
+
(N−2)
N
 s−1∑
q=1
lq
x−αpq

2
+
(N−1)
N nV˜
′(x)
s−1∑
q=1
lq
x−αpq
−n (N−1)N
N∑
j=1
 V˜ ′(x)Zˆ(x)−V˜ ′(xˆ∗j)Zˆ(xˆ∗j)x− xˆ∗
j

+ 2
 3∑
i=2(Nˆ+1)
cˆ2(Nˆ+1)−i
N(N−1)2 xi−2+
i−1∑
r=2
(N−1) N∑
j=1
(xˆ∗j)
r−1+
N−1∑
j=1
N∑
k′= j+1
r−1∑
m=2
(xˆ∗j)
r−m(xˆ∗k′)
m−1

× xi−r−1
)
+
N(N−1)
2
cˆ2Nˆ
)
−2 (N−1)N
 3∑
i=2(Nˆ+1)
cˆ2(Nˆ+1)−i
 i−1∑
r=0
N∑
j=1
s−1∑
q=1
lq(xˆ∗j)
r
xˆ∗
j
−αpq
xi−r−1

+ cˆ2Nˆ
N∑
j=1
s−1∑
q=1
lq(x+ xˆ∗j)
xˆ∗
j
−αpq
+cˆ2Nˆ+1
N∑
j=1
s−1∑
q=1
lq
xˆ∗
j
−αpq

 , (426)
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fˆ (x)= Fˆ(x) exp
(
−1
2
∫ x
Pˆ(ξ) dξ
)
, (427)
where
Pˆ(x) :=2 nN
−12(N−1)V˜ ′(x)+
s−1∑
q=1
lq/n
x−αpq
 , (428)
Fˆ′′(x)=
(
Qˆ(x)+
1
2
Pˆ′(x)+ 1
4
(Pˆ(x))2
)
Fˆ(x), (429)
with
Qˆ(x)+
1
2
Pˆ′(x)+ 1
4
(Pˆ(x))2=−1
2
(N−1)
N nV˜
′′(x)+
(N−1)
N
s−1∑
q=1
lq
(x−αpq)2
+
1
4
(N−1
N
)2
(nV˜ ′(x))2
+ nV˜ ′(x)
(N−1
N
)2 s−1∑
q=1
lq
x−αpq
+
(N−1
N
)2  s−1∑
q=1
lq
x−αpq

2
+2
(N−1)
N
N∑
j=1
s−1∑
q=1
lq
(xˆ∗
j
−αpq)(x−αpq)
+
1
Zˆ(x)
−n (N−1)N
N∑
j=1
 V˜ ′(x)Zˆ(x)−V˜ ′(xˆ∗j)Zˆ(xˆ∗j)x− xˆ∗
j
+2
 3∑
i=2(Nˆ+1)
cˆ2(Nˆ+1)−i
N(N−1)2 xi−2+
i−1∑
r=2
(
(N−1)
×
N∑
j=1
(xˆ∗j)
r−1+
N−1∑
j=1
N∑
k′= j+1
r−1∑
m=2
(xˆ∗j)
r−m(xˆ∗k′)
m−1
 xi−r−1
+N(N−1)2 cˆ2Nˆ
−2 (N−1)N
 3∑
i=2(Nˆ+1)
cˆ2(Nˆ+1)−i
×
 i−1∑
r=0
N∑
j=1
s−1∑
q=1
lq(xˆ∗j)
r
xˆ∗
j
−αpq
xi−r−1
+cˆ2Nˆ N∑
j=1
s−1∑
q=1
lq(x+ xˆ∗j)
xˆ∗
j
−αpq
+cˆ2Nˆ+1
N∑
j=1
s−1∑
q=1
lq
xˆ∗
j
−αpq

 , (430)
∣∣∣∣∣Qˆ(x)+ 12 Pˆ′(x)+ 14(Pˆ(x))2
∣∣∣∣∣6 CˆrN2(x− Bˆr−1)(Aˆr−x) , x∈ [Bˆr−1, Aˆr], r=1, 2, . . . , Nˆ+1, (431)
where Cˆr= Cˆr(n, k, zo)>0 and O(1) (in the double-scaling limit N, n→∞ such that zo=1+o(1)),
xˆ∗j+1− xˆ∗j>
min{(3Cˆr)−1/2, 1/4}
((n−1)K+k)
(
(Aˆr− xˆ∗j)(Aˆr− xˆ∗j+1)
)1/2
, j=1, 2, . . . ,N−1, r=1, 2, . . . , Nˆ+1, (432)
with ((Aˆr−xˆ∗j)(Aˆr−xˆ∗j+1))1/2>0 andO(1) (in the double-scaling limitN, n→∞ such that zo=1+o(1)). This concludes
the proof. 
The following Lemma 3.7 provides more detailed information about the representation and support of the
associated family of Kˆ :=#{ j∈{1, 2, . . . ,K}; α j=∞} (resp., K˜ :=#{ j∈{1, 2, . . . ,K}; α j,∞}) equilibrium measures
µ∞
V˜
(resp., µ f
V˜
).
Lemma 3.7. Let the external field V˜ : R \ {α1, α2, . . . , αK }→R satisfy conditions (48)–(50); suppose, furthermore,
that V˜ is regular.
(1) For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk = ∞, with associated equilibrium measure µ∞V˜ (∈
M1(R)), set J∞ := supp(µ∞
V˜
), which, from Lemma 3.1, is a proper compact subset of R \ {α1, α2, . . . , αK}. Then,
for n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk = ∞: (i) J∞ = ∪N+1j=1 [bˆ j−1, aˆ j],109 with N ∈ N0 and finite,
[bˆ j−1, aˆ j] ∩ {αp1 , αp2 , . . . , αps} = ∅, j = 1, 2, . . . ,N + 1, [bˆi−1, aˆi] ∩ [bˆ j−1, aˆ j] = ∅, i , j ∈ {1, 2, . . . ,N + 1}, and
−∞< bˆ0< aˆ1< bˆ1< aˆ2< · · ·< bˆN < aˆN+1<+∞, where {bˆ j−1, aˆ j}N+1j=1 satisfy the associated, locally solvable system of
2(N+1) real moment equations∫
J∞
ξ j
(Rˆ(ξ))1/2+
 2iπ
s−1∑
q=1
κnkk˜q
n(ξ−αpq)
+
V˜ ′(ξ)
iπ
 dξ=0, j=0, 1, . . . ,N, (433)
∫
J∞
ξN+1
(Rˆ(ξ))1/2+
 2iπ
s−1∑
q=1
κnkk˜q
n(ξ−αpq)
+
V˜ ′(ξ)
iπ
 dξ=−2 ((n−1)K+kn
)
, (434)
109Strictly speaking, the end-points of the support of the associated equilibrium measure, µ∞
V˜
, depend on n, k, and zo, that is, bˆ j−1= bˆ j−1(n, k, zo)
and aˆ j = aˆ j(n, k, zo), j = 1, 2, . . . , N + 1; but, for notational simplicity, unless where absolutely necessary, these additional n-, k-, and zo-
dependencies are suppressed. (There will be no discussion concerning the parametric dependence of the associated end-points bˆ j−1, aˆ j, j =
1, 2, . . . ,N+1, on the elements of the corresponding pole set {αp1 , αp2 , . . . , αps }.)
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∫ bˆ j
aˆ j
(Rˆ(ς))1/2
∫
J∞
(Rˆ(ξ))−1/2+
 2iπ
s−1∑
q=1
κnkk˜q
n(ξ−αpq)
+
V˜ ′(ξ)
iπ
 dξξ−ς
 dς
= 2
s−1∑
q=1
κnkk˜q
n
ln
∣∣∣∣∣∣∣ bˆ j−αpqaˆ j−αpq
∣∣∣∣∣∣∣+V˜(bˆ j)−V˜(aˆ j), j=1, 2, . . . ,N, (435)
where
(Rˆ(z))1/2 :=
N+1∏
j=1
(z−bˆ j−1)(z−aˆ j)

1/2
, (436)
with (Rˆ(z))1/2± := limε↓0(Rˆ(z±iε))1/2, and the branch of the square root is chosen so that z−(N+1)(Rˆ(z))1/2∼C±∋z→αk ±1;
and (ii) the density of the associated equilibrium measure, µ∞
V˜
, which, via Lemma 3.6, is absolutely continuous
with respect to Lebesgue measure, is given by
dµ∞
V˜
(x)=ψ∞
V˜
(x) dx= (2πi)−1(Rˆ(x))1/2+ hˆV˜(x)χJ∞(x) dx, (437)
where
hˆV˜ (z) :=
1
2
(
(n−1)K+k
n
)−1 ∮
Cˆ
V˜
2iπ
s−1∑
q=1
κnkk˜q
n(ξ−αpq)
+
iV˜ ′(ξ)
π
 (Rˆ(ξ))−1/2ξ−z dξ (438)
(real analytic for z ∈ R \ {αp1 , αp2 , . . . , αps }), with C \ {αp1 , αp2 , . . . , αps } ⊃ CˆV˜ the simple boundary of any open
s-connected punctured region of the type CˆV˜ = ∂U

R1
∪ ∪s−1
q=1∂U
	
δˆq
(αpq), where U

R1
= {z ∈C; |z|<R1}, with ∂UR1 =
{z ∈C; |z| = R1} oriented clockwise, and, for q = 1, 2, . . . , s−1, U	δˆq (αpq) = {z ∈ C; |z−αpq | < δˆq}, with ∂U
	
δˆq
(αpq ) =
{z∈C; |z−αpq |= δˆq} oriented counter-clockwise, where the numbers 0<δˆq<R1<+∞, q=1, 2, . . . , s−1, are chosen
so that, for any non-real z in the domain of analyticity of V˜, ∂U	
δˆi
(αpi ) ∩ ∂U	δˆ j (αp j ) = ∅, i , j ∈ {1, 2, . . . , s−1},
∂U	
δˆ j
(αp j ) ∩ ∂UR1 =∅, j= 1, 2, . . . , s−1, (U	δˆ j (αp j ) ∪ ∂U
	
δˆ j
(αp j )) ∩ J∞ =∅, j= 1, 2, . . . , s−1, ∂UR1 ∩ J∞ =∅, and
(U
R1
\ ∪s−1
q=1(U
	
δˆq
(αpq) ∪ ∂U	δˆq (αpq ))=:) int(CˆV˜ ) ⊃ {z} ∪ J∞, χJ∞ (x) is the characteristic function of the set J∞, and
ψ∞
V˜
(x)>0 (resp., ψ∞
V˜
(x)>0) for x∈ J∞ (resp., x∈ int(J∞)).
(2) For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, with associated equilibrium measure µ fV˜ (∈M1(R)),
set J f := supp(µ
f
V˜
), which, from Lemma 3.1, is a proper compact subset of R \ {α1, α2, . . . , αK}. Then, for n ∈ N
and k ∈ {1, 2, . . . ,K} such that αps := αk ,∞: (i) J f = ∪N+1j=1 [b˜ j−1, a˜ j],110 with [b˜ j−1, a˜ j] ∩ {αp1 , αp2 , . . . , αps} = ∅,
j=1, 2, . . . ,N+1, [b˜i−1, a˜i]∩ [b˜ j−1, a˜ j]=∅, i, j∈{1, 2, . . . ,N+1}, and −∞< b˜0< a˜1< b˜1< a˜2< · · ·< b˜N < a˜N+1<+∞,
where {b˜ j−1, a˜ j}N+1j=1 satisfy the associated, locally solvable system of 2(N+1) real moment equations∫
J f
ξ j
(R˜(ξ))1/2+
 2iπ
 (κnk−1)n(ξ−αk)+
s−2∑
q=1
κnkk˜q
n(ξ−αpq)
+ V˜ ′(ξ)iπ
 dξ=0, j=0, 1, . . . ,N, (439)∫
J f
ξN+1
(R˜(ξ))1/2+
 2iπ
 (κnk−1)n(ξ−αk)+
s−2∑
q=1
κnkk˜q
n(ξ−αpq)
+ V˜ ′(ξ)iπ
 dξ=−2 ((n−1)K+kn
)
, (440)
∫ b˜ j
a˜ j
(R˜(ς))1/2
∫
J f
(R˜(ξ))−1/2+
 2iπ
 (κnk−1)n(ξ−αk)+
s−2∑
q=1
κnkk˜q
n(ξ−αpq)
+ V˜ ′(ξ)iπ
 dξξ−ς
 dς
= 2
(
κnk−1
n
)
ln
∣∣∣∣∣∣ b˜ j−αka˜ j−αk
∣∣∣∣∣∣+2 s−2∑
q=1
κnkk˜q
n
ln
∣∣∣∣∣∣∣ b˜ j−αpqa˜ j−αpq
∣∣∣∣∣∣∣+V˜(b˜ j)−V˜(a˜ j), j=1, 2, . . . ,N, (441)
where
(R˜(z))1/2 :=
N+1∏
j=1
(z−b˜ j−1)(z−a˜ j)

1/2
, (442)
110Strictly speaking, the end-points of the support of the associated equilibrium measure, µ f
V˜
, depend on n, k, and zo, that is, b˜ j−1= b˜ j−1(n, k, zo)
and a˜ j = a˜ j(n, k, zo), j = 1, 2, . . . , N + 1; but, for notational simplicity, unless where absolutely necessary, these additional n-, k-, and zo-
dependencies are suppressed. (There will be no discussion concerning the parametric dependence of the associated end-points b˜ j−1, a˜ j, j =
1, 2, . . . ,N+1, on the elements of the corresponding pole set {αp1 , αp2 , . . . , αps }.)
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with (R˜(z))1/2± := limε↓0(R˜(z±iε))1/2, and the branch of the square root is chosen so that z−(N+1)(R˜(z))1/2∼C±∋z→αps−1=∞
±1; and (ii) the density of the associated equilibrium measure, µ f
V˜
, which, via Lemma 3.6, is absolutely continuous
with respect to Lebesgue measure, is given by
dµ f
V˜
(x)=ψ f
V˜
(x) dx= (2πi)−1(R˜(x))1/2+ h˜V˜(x)χJ f (x) dx, (443)
where
h˜V˜ (z) :=
1
2
(
(n−1)K+k
n
)−1 ∮
C˜
V˜
2iπ
 (κnk−1)n(ξ−αk)+
s−2∑
q=1
κnkk˜q
n(ξ−αpq)
+ iV˜ ′(ξ)π
 (R˜(ξ))−1/2ξ−z dξ (444)
(real analytic for z ∈ R \ {αp1 , αp2 , . . . , αps }), with C \ {αp1 , αp2 , . . . , αps } ⊃ C˜V˜ the simple boundary of any open
s-connected punctured region of the type C˜V˜ = ∂U

R2
∪ ∪s
q=1
q,s−1
∂U	
δ˜q
(αpq ), where U

R2
= {z ∈C; |z|<R2}, with ∂UR2 =
{z ∈ C; |z| = R2} oriented clockwise, and, for q = 1, . . . , s−2, s, U	δ˜q (αpq ) = {z ∈ C; |z−αpq | < δ˜q}, with ∂U
	
δ˜q
(αpq) =
{z∈C; |z−αpq |= δ˜q} oriented counter-clockwise, where the numbers 0< δ˜q<R2<+∞, q=1, . . . , s−2, s, are chosen
so that, for any non-real z in the domain of analyticity of V˜, ∂U	
δ˜i
(αpi ) ∩ ∂U	δ˜ j (αp j ) = ∅, i , j ∈ {1, . . . , s−2, s},
∂U	
δ˜ j
(αp j ) ∩ ∂UR2 =∅, j = 1, . . . , s−2, s, (U	δ˜ j (αp j ) ∪ ∂U
	
δ˜ j
(αp j )) ∩ J f =∅, j = 1, . . . , s−2, s, ∂UR2 ∩ J f =∅, and
(U
R2
\ ∪s
q=1
q,s−1
(U	
δ˜q
(αpq) ∪ ∂U	δ˜q (αpq ))=:) int(C˜V˜ ) ⊃ {z} ∪ J f , χJ f (x) is the characteristic function of the set J f , and
ψ
f
V˜
(x)>0 (resp., ψ f
V˜
(x)>0) for x∈ J f (resp., x∈ int(J f )).
Proof. The proof of this Lemma 3.7 consists of two—rather technical—cases: (i) n ∈N and k ∈ {1, 2, . . . ,K}
such that αps := αk = ∞; and (ii) n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk , ∞. The proof for the case
αps := αk , ∞, k ∈ {1, 2, . . . ,K}, will be considered in detail (see (A) below), whilst the case αps := αk = ∞,
k∈{1, 2, . . . ,K}, can be proved, modulo technical and computational particulars, analogously (see (B) below).
(A) Let V˜ : R \ {α1, α2, . . . , αK}→R satisfy conditions (48)–(50) and be regular. For n∈N and k∈{1, 2, . . . ,K}
such that αps := αk , ∞, one begins by showing that the support, that is, supp(µ fV˜ ) =: J f , of each member of
the associated family of equilibrium measures consists of the union of a finite number of disjoint and bounded
real intervals. Recalling from Lemma 3.1 that, for n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk , ∞, (R \
{α1, α2, . . . , αK} ⊃) J f ⊆ R \ ({|x| > TM f } ∪ ∪sq=1
q,s−1
clos(O 1
TM f
(αpq ))), where TM f > 1 is chosen (e.g., TM f = K(1+
max{|αpq |, q= 1, . . . , s−2, s}+3(min{|αpi−αp j |, i, j ∈ {1, . . . , s−2, s}})−1)) so that O 1
TM f
(αpi ) ∩ O 1
TM f
(αp j )=∅, i,
j∈{1, . . . , s−2, s}, and that V˜ is real analytic on J f with an analytic extension to the following open neighbourhood
(not the only choice possible!) of J f , U f = {z ∈ C \ {αp1 , αp2 , . . . , αps }; infξ∈J f |z− ξ| < r}, with r ∈ (0, 1) chosen
small enough so that U f ∩ {αp1 , αp2 , . . . , αps }=∅, it follows from the corresponding result of Lemma 3.6, that is,
the elements of the associated family of equilibrium measures are absolutely continuous with respect to Lebesgue
measure in the double-scaling limit N, n→∞ such that zo=1+o(1), and a calculation analogous to that subsumed
in the proof of Lemma 2.26 of [127] that, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, the densities of the
elements of the associated family of equilibrium measures have the representation dµ f
V˜
(x)=ψ f
V˜
(x) dx, x∈ J f , with
ψ
f
V˜
determined below.
For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, let
S˜ : N × {1, 2, . . . ,K} × C \ (J f ∪ {αp1 , . . . , αps−2 , αk})∋ (n, k, z) 7→4i
(
(n−1)K+k
n
)2
(Hψ f
V˜
)(z)ψ f
V˜
(z)
− 4i
π
(
(n−1)K+k
n
)  (κnk−1)n(z−αk)+
s−2∑
q=1
κnkk˜q
n(z−αpq)
ψ fV˜ (z)= S˜(n, k, z)=: S˜(z), (445)
whereH : L2(R)∋ f 7→
∫
R
f (ξ)
z−ξ
dξ
π
=: (H f )(z) denotes the Hilbert transform, with
∫
the principle value integral, and
H˜ : N × {1, 2, . . . ,K} × C \ (J f ∪ {αp1 , . . . , αps−2 , αk})∋ (n, k, z) 7→ (F f (z))2−
∫
J f
S˜(ξ)
ξ−z
dξ
2πi
= H˜(n, k, z)=: H˜(z), (446)
whereF f (z) is defined by Equation (376). Via the distributional identities (x−(xo±i0))−1= (x−xo)−1±iπδ(x−xo), where
δ(·) is the Dirac delta function, and
∫ x2
x1
f (ξ)δ(ξ− x)dξ =
{
f (x), x∈(x1,x2),
0, x∈R\(x1,x2), and the representation dµ
f
V˜
(x) = ψ f
V˜
(x) dx,
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x∈ J f , one shows that
H˜±(z)=
(F f ±(z))
2−
∫
J f
S˜(ξ)
ξ−z
dξ
2πi ∓ 12 S˜(z), z∈ J f ,
(F f (z))2−
∫
J f
S˜(ξ)
ξ−z
dξ
2πi , z< J f ,
(447)
and
F f ±(z)=

− 1iπ
(
(κnk−1)
n(z−αk)+
s−2∑
q=1
κnkk˜q
n(z−αpq )−π
(
(n−1)K+k
n
)
(Hψ f
V˜
)(z)
)
∓
(
(n−1)K+k
n
)
ψ
f
V˜
(z), z∈ J f ,
− 1iπ
(
(κnk−1)
n(z−αk)+
s−2∑
q=1
κnkk˜q
n(z−αpq )+
(
(n−1)K+k
n
) ∫
J f
(ξ−z)−1ψ f
V˜
(ξ) dξ
)
, z< J f ,
(448)
where ⋆±(z) := limε↓0 ⋆(z±iε), ⋆∈ {H˜,F f }; thus, from the second line of Equation (448), F f +(z)=F f −(z)=F f (z),
z ∈ R \ (J f ∪ {αp1 , . . . , αps−2 , αk}), in which case, by Equations (446) and (447), H˜+(z) = H˜−(z) = H˜(z). For z ∈ J f ,
one notes from Equation (447) and the first line of Equation (448) that H˜+(z)−H˜−(z)= (F f +(z))2−(F f −(z))2−S˜(z),
where
(F f ±(z))2 = − 1
π2
 (κnk−1)n(z−αk)+
s−2∑
q=1
κnkk˜q
n(z−αpq)

2
+
2
π
(
(n−1)K+k
n
)  (κnk−1)n(z−αk)+
s−2∑
q=1
κnkk˜q
n(z−αpq)
 (Hψ fV˜)(z)
∓ 2i
π
(
(n−1)K+k
n
)  (κnk−1)n(z−αk)+
s−2∑
q=1
κnkk˜q
n(z−αpq)
ψ fV˜ (z)±2i
(
(n−1)K+k
n
)2
(Hψ f
V˜
)(z)ψ f
V˜
(z)
−
(
(n−1)K+k
n
)2
((Hψ f
V˜
)(z))2+
(
(n−1)K+k
n
)2
(ψ f
V˜
(z))2,
whence, via Equation (445),
(F f +(z))
2−(F f −(z))2 = − 4i
π
(
(n−1)K+k
n
)  (κnk−1)n(z−αk)+
s−2∑
q=1
κnkk˜q
n(z−αpq)
ψ fV˜ (z)
+ 4i
(
(n−1)K+k
n
)2
(Hψ f
V˜
)(z)ψ f
V˜
(z)= S˜(z),
that is, (F f +(z))2−(F f −(z))2−S˜(z)=0⇒ H˜+(z)−H˜−(z)=0; thus, for z∈ J f , via Equation (446), H˜+(z)= H˜−(z)= H˜(z).
The above argument shows, in particular, that, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, H˜(z) is analytic
across R\ {αp1 , . . . , αps−2 , αk}; in fact, H˜(z) is entire (resp., meromorphic) for z∈C\ {αp1 , . . . , αps−2 , αk} (resp., z∈C).
Recalling that, for n ∈N and k ∈ {1, 2, . . . ,K} such that αps := αk ,∞, µ fV˜ ∈M1(R), it follows that, for ξ ∈ J f and
z < J f such that |(z−αk)/(ξ−αk)| ≪ 1 (e.g., 0< |z−αk | ≪min{mini, j∈{1,...,s−2,s}{|αpi −αp j |}, infξ∈J f {|ξ−αk |}}), via the
expansion 1(z−αk)−(ξ−αk) =−
∑l
j=0
(z−αk) j
(ξ−αk) j+1 +
(z−αk)l+1
(ξ−αk)l+1(z−ξ) , l∈N0, and Equation (446),
H˜(z) =
z→αk
− 1
(z−αk)2
(
1
π
(
κnk−1
n
))2
+
1
(z−αk)
 2π2
(
κnk−1
n
)  s−2∑
q=1
κnkk˜q
n(αpq−αk)
−
(
(n−1)K+k
n
) ∫
J f
(ξ−αk)−1ψ f
V˜
(ξ) dξ
+O(1),
which shows that H˜(z) has a pole of order two at αps := αk, with Res(H˜(z);αk) =
2
π2
( κnk−1
n
)(
∑s−2
q=1
κnkk˜q
n(αpq−αk) −
( (n−1)K+k
n
)
∫
J f
(ξ−αk)−1ψ f
V˜
(ξ) dξ). One learns from the above analysis that, for n ∈N and k ∈ {1, 2, . . . ,K} such that
αps :=αk,∞,
∏s−2
q=1(z−αpq )2(z−αk)2H˜(z) is entire;111 in particular, look at the behaviour of
∏s−2
q=1(z−αpq)2(z−αk)2H˜(z)
as z→ αps−1 = ∞. For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk , ∞, one has, via Equations (376), (445),
and (446),
H˜(z) = − (κnk−1)
2
π2n2(z−αk)2 −
2(κnk−1)
π2n(z−αk)
s−2∑
q=1
κnkk˜q
n(z−αpq)
− 1
π2
 s−2∑
q=1
κnkk˜q
n(z−αpq)

2
− 2(κnk−1)
π2n(z−αk)
(
(n−1)K+k
n
)
111It should be remarked that, for n∈N and k∈ {1, 2, . . . ,K} such that αps :=αk ,∞, there is no need to subsume the contribution of a ‘polar
term’ of the type (cf. the proof of Lemma 3.6)
∏N˜+1
j=1 [B˜ j−1, A˜ j] as an additional, multiplicative factor in the expression
∏s−2
q=1(z−αpq )2(z−αk)2H˜(z),
since, in the double-scaling limit N, n→∞ such that zo =1+o(1), the associated, weighted Fekete points (cf. Lemma 3.6) x˜∗j , j=1, 2, . . . , (n−
1)K+k, all lie in a proper compact subset of R \ {αp1 , . . . , αps−2 , αk}. This additional observation stems from mimicking part of the calculations
(but adapted to the present situation) in Section 4 of [127]; alternatively, one may apply suitably modified versions of the results of the present
monograph to measures that are supported on a ‘large’ real interval containing J f ; e.g., take B˜0≪min{J f }, A˜N˜+1≫max{J f }, exclude the factor∏N˜
j=1(z−B˜ j)(z−A˜ j), and consider the limits B˜0→−∞ and A˜N˜+1→+∞: the details are left to the interested reader.
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×
∫
J f
dµ f
V˜
(ξ)
ξ−z −
2
π2
(
(n−1)K+k
n
) s−2∑
q=1
κnkk˜q
n(z−αpq)
∫
J f
dµ f
V˜
(ξ)
ξ−z −
1
π2
(
(n−1)K+k
n
)2 ∫
J f
dµ f
V˜
(ξ)
ξ−z

2
−
∫
J f
S˜(ξ)
ξ−z
dξ
2πi
, z∈C \ (J f ∪ {αp1 , . . . , αps−2 , αk}). (449)
In order to proceed, a simplified expression for S˜(z) is requisite. Using the representation dµ f
V˜
(x)=ψ f
V˜
(x) dx, x∈ J f ,
in the definition of g f (z) given by Equation (371), one shows that (assuming differentiation commutes with taking
boundary values)
(g f±(z))
′ := lim
ε↓0
(g f )′(z±iε)=

− (κnk−1)
n(z−αk)−
s−2∑
q=1
κnkk˜q
n(z−αpq )−
(
(n−1)K+k
n
) ∫
J f
ψ
f
V˜
(ξ)
ξ−z dξ∓iπ
(
(n−1)K+k
n
)
ψ
f
V˜
(z), z∈ J f ,
− (κnk−1)
n(z−αk)−
s−1∑
q=1
κnkk˜q
n(z−αpq )−
(
(n−1)K+k
n
) ∫
J f
ψ
f
V˜
(ξ)
ξ−z dξ, z< J f ,
where the prime denotes differentiation with respect to z, whence, by linearity,
(g f+(z))
′+(g f−(z))
′=−2(κnk−1)
n(z−αk) −2
s−2∑
q=1
κnkk˜q
n(z−αpq)
+2π
(
(n−1)K+k
n
)
(Hψ f
V˜
)(z), z∈ J f ,
and
(g f+(z))
′−(g f−(z))′=
−2πi
(
(n−1)K+k
n
)
ψ
f
V˜
(z), z∈ J f ,
0, z< J f .
Noting from item (2) of Lemma 3.10 below that, in a piecewise-continuous sense, (g f+(z))
′+ (g f−(z))
′− V˜ ′(z) = 0,
z∈ J f , one shows from the first of the above pair of formulae that
(Hψ f
V˜
)(z)=
1
2π
(
(n−1)K+k
n
)−1 2(κnk−1)n(z−αk) +2
s−2∑
q=1
κnkk˜q
n(z−αpq)
+V˜ ′(z)
 , z∈ J f . (450)
Hence, via Equations (445) and (450), one arrives at, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞,
S˜(z)= 2i
π
(
(n−1)K+k
n
)
V˜ ′(z)ψ f
V˜
(z), z∈ J f . (451)
From the observation deg(
∏s−2
q=1(z−αpq)2(z−αk)2) = 2(s− 1) and the fact that, for n ∈ N and k ∈ {1, 2, . . . ,K}
such that αps := αk , ∞, µ fV˜ ∈ M1(R), it follows that, for ξ ∈ J f and z < J f such that |ξ/z| ≪ 1 (e.g., |z| ≫
max{maxi, j∈{1,...,s−2,s}{|αpi−αp j |},maxq=1,...,s−2,s{|αpq |},max{J f }}), via the expansion 1ξ−z =−
∑l
j=0
ξ j
z j+1
+
ξl+1
zl+1(ξ−z) , l∈N0,∏s−2
q=1(z−αpq )2(z−αk)2H˜(z)−
∑2s−3
m=0 ρ˜m(n, k)z
m=z→αps−1=∞O(z−1), with ρ˜m : N × {1, 2, . . . ,K}→R, m=0, 1, . . . , 2s−3,
determined below, where, in particular, via Equations (449) and (451), ρ˜2s−3(n, k)= 1π2 (
(n−1)K+k
n
)
∫
J f
V˜ ′(ξ)ψ f
V˜
(ξ) dξ;
hence, as
∏s−2
q=1(z−αpq)2(z−αk)2H˜(z) is entire, it follows, by a generalisation of Liouville’s Theorem, that
H˜(z)=
∑2s−3
m=0 ρ˜m(n, k)z
m∏s−2
q=1(z−αpq)2(z−αk)2
, z∈C \ {αp1 , . . . , αps−2 , αk}. (452)
It remains to determine ρ˜m(n, k), m = 0, 1, . . . , 2s−3. Via Equations (449) and (451), the representation dµ f
V˜
(x) =
ψ
f
V˜
(x) dx, x ∈ J f , and the fact that µ f
V˜
∈M1(R), one shows that, for ξ ∈ J f and z < J f such that |ξ/z| ≪ 1 (e.g.,
|z| ≫max{maxi, j∈{1,...,s−2,s}{|αpi−αp j |},maxq=1,...,s−2,s{|αpq |},max{J f }}), via the expansion 1ξ−z =−
∑l
j=0
ξ j
z j+1
+
ξl+1
zl+1(ξ−z) ,
l∈N0,
−
s−2∏
q=1
(z−αpq)2(z−αk)2
∫
J f
S˜(ξ)
ξ−z
dξ
2πi
=
z→αps−1=∞
2s−3∑
m=0
2s−3∑
j=m
w˜ j−m(n, k)c˜ j+1(n, k)zm+O(z−1), (453)
where
w˜r(n, k)=
1
π2
(
(n−1)K+k
n
) ∫
J f
ξrV˜ ′(ξ)ψ f
V˜
(ξ) dξ, r∈N0, (454)
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c˜l(n, k)=
∑
ir=0,1,2
r∈{1,2,...,s}\{s−1}∑s
r=1
r,s−1
ir=2(s−1)−l
(−1)2(s−1)−l(2!)s−1
s∏
m=1
m,s−1
1
im!(2−im)!
s−2∏
j=1
(αp j )
i j (αk)
is , l=0, 1, . . . , 2(s−1), (455)
− 1
π2
(
(n−1)K+k
n
)2 s−2∏
q=1
(z−αpq )2(z−αk)2

∫
J f
dµ f
V˜
(ξ)
ξ−z

2
=
z→αps−1=∞
2(s−2)∑
m=0
2(s−2)∑
j=m
u˜ j−m(n, k)c˜
♯
j+2(n, k)z
m+O(z−1), (456)
where
u˜m(n, k)=
m∑
j=0
ν˜ j(n, k)ν˜m− j(n, k), m=0, 1, . . . , 2(s−2), (457)
ν˜r(n, k)=
∫
J f
ξrψ
f
V˜
(ξ) dξ, r∈N0, (458)
c˜
♯
l
(n, k)=− 1
π2
(
(n−1)K+k
n
)2
c˜l(n, k), l=0, 1, . . . , 2(s−1), (459)
−
s−2∏
q=1
(z−αpq)2(z−αk)2
 2(κnk−1)π2n(z−αk)
(
(n−1)K+k
n
) ∫
J f
dµ f
V˜
(ξ)
ξ−z +
2
π2
(
(n−1)K+k
n
) s−2∑
q=1
κnkk˜q
n(z−αpq)
×
∫
J f
dµ f
V˜
(ξ)
ξ−z
 =z→αps−1=∞
2(s−2)∑
m=0
2(s−2)∑
j=m
ν˜ j−m(n, k)c˜♭j+1(n, k)z
m+O(z−1), (460)
where
c˜♭l (n, k) =
2
π2
(
κnk−1
n
) (
(n−1)K+k
n
) ∑
is=0,1
ir=0,1,2
r∈{1,2,...,s−2}∑s
m′=1
m′,s−1
im′=2(s−1)−l−1
(−1)2(s−1)−l−1(2!)s−2
is!(1−is)!
s−2∏
m=1
1
im!(2−im)!
×
s−2∏
j=1
(αp j )
i j(αk)
is+
2
π2
(
(n−1)K+k
n
) s−2∑
q=1
κnkk˜q
n
∑
iq=0,1
ir=0,1,2
r∈{1,2,...,s}\{q,s−1}∑s
m′=1
m′,s−1
im′=2(s−1)−l−1
(−1)2(s−1)−l−1(2!)s−2
iq!(1−iq)!
×
s∏
m=1
m,q,s−1
1
im!(2−im)!
s−2∏
j=1
(αp j )
i j (αk)
is , l=0, 1, . . . , 2s−3, (461)
and
−
s−2∏
q=1
(z−αpq)2(z−αk)2
 (κnk−1)2π2n2(z−αk)2 + 2(κnk−1)π2n(z−αk)
s−2∑
q=1
κnkk˜q
n(z−αpq)
+
1
π2
 s−2∑
q=1
κnkk˜q
n(z−αpq)

2
=
z→αps−1=∞
2(s−2)∑
m=0
c˜
♮
m(n, k)z
m+O(z−1), (462)
where
c˜
♮
l
(n, k) = − 1
π2
(
κnk−1
n
)2 ∑
ir=0,1,2
r∈{1,2,...,s−2}∑s−2
m′=1 im′=2(s−2)−l
(−1)2(s−2)−l(2!)s−2
s−2∏
m=1
1
im!(2−im)!
s−2∏
j=1
(αp j )
i j
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− 2
π2
(
κnk−1
n
) s−2∑
q=1
κnkk˜q
n
∑
iq ,is=0,1
ir=0,1,2
r∈{1,2,...,s−2}\{q}∑s
m′=1
m′,s−1
im′=2(s−2)−l
(−1)2(s−2)−l(2!)s−3
iq!(1−iq)!is!(1−is)!
s−2∏
m=1
m,q
1
im!(2−im)!
×
s−2∏
j=1
(αp j )
i j (αk)
is− 1
π2
s−2∑
q=1
(
κnkk˜q
n
)2 ∑
ir ,is=0,1,2
r∈{1,2,...,s−2}\{q}∑s
m′=1
m′,q,s−1
im′=2(s−2)−l
(−1)2(s−2)−l(2!)s−2
s∏
m=1
m,q,s−1
1
im!(2−im)!
×
s−2∏
j=1
j,q
(αp j )
i j (αk)
is− 2
π2
s−3∑
p′=1
s−2∑
q=p′+1
κnkk˜p′
n
κnkk˜q
n
∑
ip′ ,iq=0,1
ir ,is=0,1,2
r∈{1,2,...,s−2}\{p′ ,q}
ip′+iq+is+
∑s−2
m′=1
m′,p′,q
im′=2(s−2)−l
(−1)2(s−2)−l
ip′ !(1−ip′)!iq!(1−iq)!
× (2!)
s−3
is!(2−is)!
s−2∏
m=1
m,p′,q
1
im!(2−im)! (αpp′ )
ip′ (αpq)
iq
s−2∏
j=1
j,p′ ,q
(αp j )
i j(αk)
is , l=0, 1, . . . , 2(s−2); (463)
hence, via the asymptotic representation
∏s−2
q=1(z−αpq )2(z−αk)2H˜(z)−
∑2s−3
m=0 ρ˜m(n, k)z
m =z→αps−1=∞ O(z−1), the ex-
pansions (453), (456), (460), and (462), and Equations (446), (451), and (452), one shows that, for n ∈ N and
k∈{1, 2, . . . ,K} such that αps :=αk,∞,
(F f (z))
2=
1
π2
(
(n−1)K+k
n
) ∫
J f
V˜ ′(ξ)ψ f
V˜
(ξ)
ξ−z dξ+
∑2s−3
m=0 ρ˜m(n, k)z
m∏s−2
q=1(z−αpq)2(z−αk)2
, z∈C \ (J f ∪ {αp1 , . . . , αps−2 , αk}), (464)
where
ρ˜2s−3(n, k)= w˜0(n, k)=
1
π2
(
(n−1)K+k
n
) ∫
J f
V˜ ′(ξ)ψ f
V˜
(ξ) dξ, (465)
ρ˜m(n, k) = w˜2s−m−3(n, k)+c˜
♮
m(n, k)+
2(s−2)∑
j=m
(
w˜ j−m(n, k)c˜ j+1(n, k)+ν˜ j−m(n, k)c˜♭j+1(n, k)
+ u˜ j−m(n, k)c˜
♯
j+2(n, k)
)
, m=0, 1, . . . , 2(s−2), (466)
with w˜r(n, k), c˜l(n, k), u˜r(n, k), ν˜r(n, k), c˜
♯
l
(n, k), c˜♭
l
(n, k), and c˜♮
l
(n, k) given in Equations (454), (455), (457), (458),
(459), (461), and (463), respectively. Via Equation (376), one writes
1
π2
(
(n−1)K+k
n
) ∫
J f
V˜ ′(ξ)ψ f
V˜
(ξ)
ξ−z dξ =
1
π2
(
(n−1)K+k
n
) ∫
J f
(V˜ ′(ξ)−V˜ ′(z))ψ f
V˜
(ξ)
ξ−z dξ
− i
π
V˜ ′(z)F f (z)− V˜
′(z)
π2
 (κnk−1)n(z−αk)+
s−2∑
q=1
κnkk˜q
n(z−αpq)
 :
substituting the latter relation into Equation (464) and completing the square, one arrives at, for n ∈ N and k ∈
{1, 2, . . . ,K} such that αps :=αk,∞, upon re-arranging terms,F f (z)+ iV˜ ′(z)2π
2+ q˜V˜ (z)
π2
=0, z∈C \ (J f ∪ {αp1 , . . . , αps−2 , αk}), (467)
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where
q˜V˜ (z) :=
 V˜ ′(z)2
2+V˜ ′(z)  (κnk−1)n(z−αk)+
s−2∑
q=1
κnkk˜q
n(z−αpq)
− π2∑2s−3m=0 ρ˜m(n, k)zm∏s−2
q=1(z−αpq)2(z−αk)2
−
(
(n−1)K+k
n
) ∫
J f
(V˜ ′(ξ)−V˜ ′(z))ψ f
V˜
(ξ)
ξ−z dξ
=
 V˜ ′(z)2
2+V˜ ′(z)  (κnk−1)n(z−αk)+
s−2∑
q=1
κnkk˜q
n(z−αpq)
− π2∑2s−3m=0 ρ˜m(n, k)zm∏s−2
q=1(z−αpq)2(z−αk)2
−
(
(n−1)K+k
n
) ∫
J f
∫ 1
0
V˜ ′′(tξ+(1−t)z) dt dµ f
V˜
(ξ).
(468)
(Since V˜ : R\{α1, α2, . . . , αK }→R satisfies conditions (48)–(50), it follows from the identity xm1−xm2 = (x1−x2)(xm−11 +
xm−21 x2+· · ·+x1xm−22 +xm−12 ), m∈N, that, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, the function q˜V˜ (z) is,
in particular, real analytic on R \ {αp1 , . . . , αps−2 , αk}.) For x ∈ J f , let z= x±iε, and consider the ε ↓ 0 limit of—the
resulting—Equation (467): limε↓0(F f (x±iε)+ iV˜
′(x±iε)
2π )
2= (F f ±(x)+
iV˜ ′(x)
2π )
2, as V˜ is real analytic on J f ; however, from
the real analyticity of V˜ : R \ {α1, α2, . . . , αK}→R, Equation (450), and the first line of Equation (448), it follows
that, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞,
F f ±(z)=
V˜ ′(z)
2πi
∓
(
(n−1)K+k
n
)
ψ
f
V˜
(z), z∈ J f , (469)
whence (F f ±(x)+
iV˜ ′(x)
2π )
2 = ( (n−1)K+k
n
)2(ψ f
V˜
(x))2, x ∈ J f , which implies, via Equation (467), that, for n ∈ N and
k∈{1, 2, . . . ,K} such that αps :=αk ,∞, (π( (n−1)K+kn ))2(ψ
f
V˜
(x))2=−q˜V˜(x), x∈ J f , whereupon, taking note of the fact
that ψ f
V˜
(x) > 0, x ∈ J f , it follows that, for x ∈ J f , q˜V˜(x) 6 0.112 For x < J f , let z = x± iε, and study, again, the ε ↓ 0
limit of—the resulting—Equation (467): in this case, however, limε↓0(F f (x± iε)+ iV˜
′(x±iε)
2π )
2 = (F f ±(x)+
iV˜ ′(x)
2π )
2 =
(F f (x)+
iV˜ ′(x)
2π )
2; via the second line of Equation (448), that is, F f (x)= iπ (
(κnk−1)
n(x−αk)+
∑s−2
q=1
κnkk˜q
n(x−αpq ) )−i(
(n−1)K+k
n
)(Hψ f
V˜
)(x),
x< J f , it follows from Equation (467) that, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk ,∞, (F f (x)+ iV˜
′(x)
2π )
2=
( 1
π
( (κnk−1)
n(x−αk) +
∑s−2
q=1
κnkk˜q
n(x−αpq ) )− (
(n−1)K+k
n
)(Hψ f
V˜
)(x)+ V˜
′(x)
2π )
2 = q˜V˜ (x)/π
2, x < J f , whence q˜V˜(x) > 0, x < J f .
113 From
the fact that V˜ : R \ {α1, α2, . . . , αK } → R satisfies conditions (48)–(50) (in particular, V˜ is real analytic on J f
and has an analytic extension to the open neighbourhood U f = {z ∈ C \ {αp1 , αp2 , . . . , αps}; inft∈J f |z− t| < r}, with
r ∈ (0, 1) chosen small enough so that U f ∩ {αp1 , αp2 , . . . , αps} = ∅), the associated equilibrium measure, µ fV˜ , has
compact support, and that on a proper compact subset of R a meromorphic/rational function changes sign an at
most countable number of times, it follows from the above analysis for the function q˜V˜ (z) and mimicking a part
of the calculations subsumed in the proof of Theorem 1.38 in [127] that, for n ∈N and k ∈ {1, 2, . . . ,K} such that
αps := αk , ∞, supp(µ fV˜ ) =: J f = {x ∈ R \ {αp1 , αp2 , . . . , αps}; q˜V˜ (x) 6 0} consists of the disjoint union of a finite
number N0 ∋ N (see Remark 3.10 below) of bounded real (compact) intervals, which can be presented as J f =
∪N+1
j=1 [b˜ j−1, a˜ j], where, up to permutation, {b˜0, a˜1, b˜1, a˜2, . . . , b˜N , a˜N+1} = {x ∈ R \ {αp1 , αp2 , . . . , αps }; q˜V˜(x) = 0},114
[b˜ j−1, a˜ j] ∩ {αp1 , αp2 , . . . , αps} =∅, j = 1, 2, . . . ,N+1, [b˜i−1, a˜i] ∩ [b˜ j−1, a˜ j] =∅, i , j ∈ {1, 2, . . . ,N+1}, and (with
enumeration) −∞< b˜0< a˜1< b˜1< a˜2< · · ·< b˜N < a˜N+1<+∞.115
It remains to determine the 2(N+1) equations satisfied by the end-points of the intervals, {b˜ j−1, a˜ j}N+1j=1 , of
the support, J f , of the associated equilibrium measure, µ
f
V˜
. From Equation (376) and the fact that µ f
V˜
∈M1(R), it
112As a by-product, decomposing the function q˜
V˜
(x), x ∈ J f , into its positive and negative parts, that is, q˜V˜ (x) = (q˜V˜ (x))+−(q˜V˜ (x))− , x ∈ J f ,
where (q˜
V˜
(x))± :=max{0,±q˜
V˜
(x)} (>0), one learns that, for x∈ J f , (q˜V˜ (x))+≡0 and ψ
f
V˜
(x)= (π( (n−1)K+kn ))
−1((q˜
V˜
(x))−)1/2; as
∫
J f
ψ
f
V˜
(ξ) dξ=1, it
follows from the latter relation that, for n∈N and k∈{1, 2, . . . , K} such that αps :=αk ,∞, (π( (n−1)K+kn ))−1
∫
J f
((q˜
V˜
(ξ))−)1/2 dξ=1.
113For x=αps :=αk ,∞, k∈{1, 2, . . . ,K}, this latter relation merely states that +∞=+∞.
114Recalling from the above analysis that, for n ∈ N and k ∈ {1, 2, . . . , K} such that αps := αk , ∞, ψ fV˜ (x) = (π(
(n−1)K+k
n
))−1((q˜
V˜
(x))−)1/2,
x∈ J f , where (q˜V˜ (x))− :=max{0,−q˜V˜ (x)} (>0), it follows that the end-points of the intervals, {b˜ j−1, a˜ j}N+1j=1 , of the support, J f , of the associated
equilibrium measure, µ f
V˜
, are given by the zeros of the function q˜
V˜
with odd multiplicity; in particular, in the present situation, due to the
regularity of V˜ , they are the simple zeros of q˜
V˜
. Furthermore, one notes that J f = {x ∈R \ {αp1 , αp2 , . . . , αps }; ψ fV˜ (x) > 0} (resp., int(J f )= {x ∈
R \ {αp1 , αp2 , . . . , αps }; ψ fV˜ (x)>0}).
115As a by-product, it follows that meas(J f )=
∑N+1
j=1 |b˜ j−1−a˜ j | (<+∞).
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follows that, for n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk ,∞: (i) for ξ ∈ J f and z < J f such that |ξ/z| ≪ 1
(e.g., |z|≫max{maxi, j∈{1,...,s−2,s}{|αpi−αp j |},maxq=1,...,s−2,s{|αpq |},max j=1,2,...,N+1{|b˜ j−1−a˜ j|}}), via the expansion 1ξ−z =
−∑lj=0 ξ jz j+1 + ξl+1zl+1(ξ−z) , l∈N0,
F f (z) =
z→αps−1=∞
(κ∞
nkk˜s−1
+1)
iπnz
− 1
iπz
∞∑
m=1
(κnk−1n
)
(αk)
m+
s−2∑
q=1
κnkk˜q
n
(αpq )
m−
(
(n−1)K+k
n
) ∫
J f
ξmψ
f
V˜
(ξ) dξ
 z−m; (470)
(ii) for ξ∈ J f and z< J f such that |(z−αk)/(ξ−αk)|≪1 (e.g., 0< |z−αk |≪min{mini, j∈{1,...,s−2,s}{|αpi−αp j |}, infξ∈J f {|ξ−
αk |},min j=1,2,...,N+1{||b˜ j−1−a˜ j|−αk|}}), via the expansion 1(z−αk)−(ξ−αk ) =−
∑l
j=0
(z−αk) j
(ξ−αk) j+1 +
(z−αk)l+1
(ξ−αk )l+1(z−ξ) , l∈N0,
F f (z)+
1
iπ
(κnk−1)
n(z − αk) =z→αk O(1);
and (iii) for ξ ∈ J f and z < J f such that |(z− αpq)/(ξ − αpq )| ≪ 1, q = 1, 2, . . . , s− 2 (e.g., 0 < |z− αpq | ≪
min{mini, j∈{1,...,s−2,s}{|αpi −αp j |}, inf ξ∈J f
q′=1,2,...,s−2
{|ξ−αpq′ |},min j=1,2,...,N+1
q′=1,2,...,s−2
{||b˜ j−1− a˜ j|−αpq′ |}}, q = 1, 2, . . . , s−2), via the
expansion 1(z−αpq )−(ξ−αpq ) =−
∑l
j=0
(z−αpq ) j
(ξ−αpq ) j+1 +
(z−αpq )l+1
(ξ−αpq )l+1(z−ξ) , l∈N0,
F f (z)+
1
iπ
κnkk˜q
n(z − αpq)
=
z→αpq
O(1), q=1, 2, . . . , s−2.
From the above asymptotic expansions and Equations (448), (450), and (469), one deduces thatF f : N×{1, 2, . . . ,K}
×C \ (J f ∪ {αp1 , . . . , αps−2 , αk})→C solves the following scalar RHP: (1) F f (z) is analytic (resp., meromorphic) for
z ∈C \ (J f ∪ {αp1 , . . . , αps−2 , αk}) (resp., z ∈C \ J f ); (2) F f ±(z) := limε↓0 F f (z± iε) satisfy the boundary conditions
F f +(z)+F f −(z)= V˜ ′(z)/iπ, z∈ J f , and F f +(z)=F f −(z)=F f (z), z< J f ; (3) F f (z)=z→αps−1=∞ (κ∞nkk˜s−1+1)/iπnz+O(z
−2);
and (4) Res(F f (z);αk) = −(κnk − 1)/iπn, and Res(F f (z);αpq) = −κnkk˜q/iπn, q = 1, 2, . . . , s− 2. For n ∈ N and
k ∈ {1, 2, . . . ,K} such that αps := αk , ∞, a representation for the solution of this scalar RHP is given by (see,
for example, Chapter VI of [386])
F f (z) = − 1iπ
 (κnk−1)n(z−αk)+
s−2∑
q=1
κnkk˜q
n(z−αpq)
+(R˜(z))1/2 ∫
J f
 2iπ
 (κnk−1)n(ξ−αk)+
s−2∑
q=1
κnkk˜q
n(ξ−αpq)
+ V˜ ′(ξ)iπ

× (R˜(ξ))
−1/2
+
ξ−z
dξ
2πi
, z∈C \ (J f ∪ {αp1 , . . . , αps−2 , αk}), (471)
where (R˜(z))1/2 is defined by Equation (442), (R˜(z))1/2± := limε↓0(R˜(z± iε))1/2, and the branch of the square root is
chosen so that z−(N+1)(R˜(z))1/2∼
C±∋z→αps−1=∞
±1. One shows from the integral representation (471) that, for n∈N and
k∈{1, 2, . . . ,K} such that αps :=αk,∞, for ξ∈ J f and z< J f such that |ξ/z|≪1 (e.g., |z|≫max{maxi, j∈{1,...,s−2,s}{|αpi−
αp j |},maxq=1,...,s−2,s{|αpq |},max j=1,2,...,N+1{|b˜ j−1−a˜ j|}}), via the expansion 1ξ−z =−
∑l
j=0
ξ j
z j+1
+
ξl+1
zl+1(ξ−z) , l∈N0,
F f (z) =
z→αps−1=∞
− (z
N+1+· · · )
2πiz
∫
J f
1
(R˜(ξ))1/2+
 2iπ
 (κnk−1)n(ξ−αk)+
s−2∑
q=1
κnkk˜q
n(ξ−αpq)
+ V˜ ′(ξ)iπ
 (1+ ξz + ξ2z2 +· · ·+ ξNzN
)
dξ
− 1
z
1
iπ
(
κnk−1
n
)
− 1
z
s−2∑
q=1
κnkk˜q
iπn
− (1+· · · )
2πiz
∫
J f
ξN+1
(R˜(ξ))1/2+
 2iπ
 (κnk−1)n(ξ−αk)+
s−2∑
q=1
κnkk˜q
n(ξ−αpq)
+ V˜ ′(ξ)iπ
 dξ
− (1+· · · )
2πiz2
∫
J f
ξN+2
(R˜(ξ))1/2+
 2iπ
 (κnk−1)n(ξ−αk)+
s−2∑
q=1
κnkk˜q
n(ξ−αpq)
+ V˜ ′(ξ)iπ
 (1+ ξz +· · ·
)
dξ
− 1
πiz
∞∑
m=1
(κnk−1n
)
(αk)
m+
s−2∑
q=1
κnkk˜q
n
(αpq)
m
 z−m : (472)
via the asymptotic expansions (470) and (472), one arrives at, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞,
upon removing secular terms, the N + 1 real moment equations (439), and, upon equating z−1 terms, the real
moment equation (440). It remains to determine the remaining 2(N+1)−(N+1)−1 = N real moment equations.
From Equation (376) and the second line of Equation (448), it follows that, for z< J f ,
F f (z)+
1
iπ
 (κnk−1)n(z−αk)+
s−2∑
q=1
κnkk˜q
n(z−αpq)
=−i ( (n−1)K+kn
)
(Hψ f
V˜
)(z),
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which, in conjunction with the integral representation (471), gives rise to, for z< J f ,
(Hψ f
V˜
)(z)= i
(
(n−1)K+k
n
)−1
(R˜(z))1/2
∫
J f
 2iπ
 (κnk−1)n(ξ−αk)+
s−2∑
q=1
κnkk˜q
n(ξ−αpq)
+ V˜ ′(ξ)iπ
 (R˜(ξ))−1/2+ξ−z dξ2πi . (473)
A contour integration argument shows that (cf. Equation (450)), for j=1, 2, . . . ,N,∫ b˜ j
a˜ j
(Hψ fV˜)(ξ)− 12π
(
(n−1)K+k
n
)−1 2(κnk−1)n(ξ−αk) +2
s−2∑
q=1
κnkk˜q
n(ξ−αpq)
+V˜ ′(ξ)

 dξ=0; (474)
hence, via Equations (473) and (474), it follows that, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞,∫ b˜ j
a˜ j
(R˜(ς))1/2
∫
J f
 2iπ
 (κnk−1)n(ξ−αk)+
s−2∑
q=1
κnkk˜q
n(ξ−αpq)
+ V˜ ′(ξ)iπ
 (R˜(ξ))−1/2+ξ−ς dξ
 dς
=
∫ b˜ j
a˜ j
2(κnk−1)n(ξ−αk) +2
s−2∑
q=1
κnkk˜q
n(ξ−αpq)
+V˜ ′(ξ)
 dξ, j=1, 2, . . . ,N,
which, via an integration argument,116 gives rise to the remaining N real moment equations (441).117
From the integral representation (471), a residue calculation shows that, for n ∈N and k ∈ {1, 2, . . . ,K} such
that αps :=αk,∞, for non-real z in the domain of analyticity of V˜ ,
F f (z)=
V˜ ′(z)
2πi
+
1
2
(R˜(z))1/2
∮
C˜
V˜
 2iπ
 (κnk−1)n(ξ−αk)+
s−2∑
q=1
κnkk˜q
n(ξ−αpq)
+ V˜ ′(ξ)iπ
 (R˜(ξ))−1/2ξ−z dξ2πi , (475)
where the contour C˜V˜ is described in item (2) of the lemma: it follows from Equation (475) and the real analyticity
of V˜ : R \ {α1, α2, . . . , αK}→R satisfying conditions (48)–(50) that, for z∈ J f ,
F f ±(z)=
V˜ ′(z)
2πi
+
1
2
(R˜(z))1/2±
∮
C˜
V˜
 2iπ
 (κnk−1)n(ξ−αk)+
s−2∑
q=1
κnkk˜q
n(ξ−αpq)
+ V˜ ′(ξ)iπ
 (R˜(ξ))−1/2ξ−z dξ2πi ; (476)
hence, via Equations (469) and (476), one arrives at, for n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk , ∞,
the representation ψ f
V˜
(x) = (2πi)−1(R˜(x))1/2+ h˜V˜(x)χJ f (x), where h˜V˜ (z) is defined by Equation (444) (the integral
representation (444) for h˜V˜ (z) shows that it is analytic in some open subset of C \ {αp1 , . . . , αps−2 , αk} containing
J f ), and χJ f (x) is the characteristic function of the compact set J f , which gives rise to the formula (443) for the
density of the associated equilibrium measure.
Lastly, it will be shown that, for n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk ,∞, if J f := ∪N+1j=1 [b˜ j−1, a˜ j],
then the end-points of the intervals, {b˜ j−1, a˜ j}N+1j=1 , of the support, J f , of the associated equilibrium measure, µ fV˜ ,
which satisfy the system of 2(N+1) real moment equations (439)–(441), are real-analytic functions of zo (see, also,
Proposition 6 in [387]), thus establishing, in the double-scaling limit N, n→∞ such that zo = 1+o(1), the local
118 solvability of the corresponding system of 2(N+1) real moment equations (439)–(441). Towards this end, one
follows closely the idea of the proof (but adapted to the present situation) of Theorem 1.3 (iii) in [126] (see, also,
Section 8 of [127]).
It was shown in the above analysis that, for n ∈N and k ∈ {1, 2, . . . ,K} such that αps :=αk ,∞, the end-points
of the intervals, {b˜ j−1, a˜ j}N+1j=1 , of the support, J f , of the associated equilibrium measure, µ fV˜ , are the simple zeros
119 of the meromorphic function (cf. Equation (468)) q˜V˜ (z), that is, with the enumeration −∞< b˜0< a˜1< b˜1 < a˜2<
116If no αps :=αk ,∞, k∈{1, 2, . . . , K}, belongs to a ‘gap’ (a˜ j , b˜ j), j=1, 2, . . . ,N, then, via the real analyticity of V˜ : R \ {α1, α2, . . . , αK }→R
satisfying conditions (48)–(50) and an application of the Fundamental Theorem of Calculus, the integrals on the right-hand side are easily
evaluated; if, however, an αps := αk ,∞, k ∈ {1, 2, . . . ,K}, belongs to a gap (a˜ j , b˜ j), j = 1, 2, . . . , N, then the corresponding integrals on the
right-hand side need to be evaluated in the Cauchy principal value sense; in either case, one arrives at, for n∈N and k∈ {1, 2, . . . , K} such that
αps :=αk ,∞, the N real moment equations (441).
117As J f ∩ {αp1 , αp2 , . . . , αps } = ∅, V˜ : R \ {α1, α2, . . . , αK } → R satisfying conditions (48)–(50) is real analytic on J f , (R˜(x))1/2 =x↓b˜ j−1
O((x−b˜ j−1)1/2) and (R˜(x))1/2 =x↑a j O((a˜ j−x)1/2), j=1, 2, . . . ,N+1, it follows that the integrals constituting the system of 2(N+1) real moment
equations (439)–(441) for the end-points of the intervals, {b˜ j−1, a˜ j}N+1j=1 , of the support, J f , of the associated equilibrium measure, µ
f
V˜
, have
integrable singularities at b˜ j−1, a˜ j, j=1, 2, . . . , N+1.
118In an open (asymptotic) neighbourhood Uo(1)(1) := {zo ∈R+; |zo−1|.o(1)}.
119These are the only zeros for the case of regular V˜ : R \ {α1 , α2 , . . . , αK } → R satisfying conditions (48)–(50) considered/studied in this
monograph.
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· · · < b˜N < a˜N+1 < +∞, {b˜0, a˜1, b˜1, a˜2, . . . , b˜N , a˜N+1} = {x ∈ R \ {αp1 , . . . , αps−2 , αk}; q˜V˜ (x) = 0}. The function q˜V˜ (z)
is real rational (resp., real analytic) on R (resp., R \ {αp1 , . . . , αps−2 , αk}), it has analytic extension (independent
of zo) to the open neighbourhood U˜ f = ∪N+1j=1 U˜ j, where U˜ j := {z ∈ C \ {αp1 , . . . , αps−2 , αk}; infx∈(b˜ j−1 ,a˜ j)|z− x| <
r j}, j = 1, 2, . . . ,N+1, with r j ∈ (0, 1) chosen small enough so that U˜i ∩ U˜ j = ∅, i , j ∈ {1, 2, . . . ,N+1}, and
depends continuously on zo; thus, its simple zeros, that is, b˜ j−1 = b˜ j−1(zo) and a˜ j = a˜ j(zo), j = 1, 2, . . . ,N +1,
are continuous functions of zo.120 For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk , ∞, the large-z (e.g.,
|z| ≫ max{maxi, j∈{1,...,s−2,s}{|αpi −αp j |},maxq=1,...,s−2,s{|αpq |},max j=1,2,...,N+1{|b˜ j−1 − a˜ j|}}) asymptotic expansion for
F f (z) given in Equation (471) reads
F f (z) =
z→αps−1=∞
− 1
iπz
(κnk−1n
)
+
s−2∑
q=1
κnkk˜q
n
− 1iπz
∞∑
m=1
(κnk−1n
)
(αk)
m+
s−2∑
q=1
κnkk˜q
n
(αpq )
m
 z−m− (R˜(z))1/22πiz
∞∑
j=1
T˜ jz− j,
where
T˜ j :=
∫
J f
ξ j
(R˜(ξ))1/2+
 2iπ
 (κnk−1)n(ξ−αk)+
s−2∑
q=1
κnkk˜q
n(ξ−αpq)
+ V˜ ′(ξ)iπ
 dξ, j∈N0. (477)
For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, set (cf. Equation (474))
N˜ j :=
∫ b˜ j
a˜ j
(Hψ fV˜)(ξ)− 12π
(
(n−1)K+k
n
)−1 2(κnk−1)n(ξ−αk) +2
s−2∑
q=1
κnkk˜q
n(ξ−αpq)
+V˜ ′(ξ)

 dξ, j=1, 2, . . . ,N. (478)
Via the Definitions (477) and (478), it follows that, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, the associ-
ated system of 2(N+1) real moment equations (439)–(441) are equivalent to T˜ j=0, j=0, 1, . . . ,N, T˜N+1=−2((n−
1)K+k)/n, and N˜ j=0, j=1, 2, . . . ,N. It will first be shown that, for regular V˜ : R \ {α1, α2, . . . , αK }→R satisfying
conditions (48)–(50), the Jacobian of the transformation {b˜0(zo), b˜1(zo), . . . , b˜N(zo), a˜1(zo), a˜2(zo), . . . , a˜N+1(zo)} 7→
{T˜1, T˜2, . . . , T˜N+1, N˜1, N˜2, . . . , N˜N } is non-zero whenever b˜ j−1 = b˜ j−1(zo) and a˜ j = a˜ j(zo), j = 1, 2, . . . ,N+1, are
chosen so that J f =∪N+1j=1 [b˜ j−1, a˜ j]. Via Equation (376), that is,
(Hψ f
V˜
)(z)=
1
π
(
(n−1)K+k
n
)−1 iπF f (z)+ (κnk−1)n(z−αk)+
s−2∑
q=1
κnkk˜q
n(z−αpq)
 , (479)
and the integral representation (471) for F f (z), one follows the analysis on pp. 778–779 of [126] (but adapted to
the present situation; see, also, [388]) to show that, for n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk ,∞, and
i=1, 2, . . . ,N+1:
∂T˜ j
∂b˜i−1
= b˜i−1
∂T˜ j−1
∂b˜i−1
+
1
2
T˜ j−1, j∈N, (480)
∂T˜ j
∂a˜i
= a˜i
∂T˜ j−1
∂a˜i
+
1
2
T˜ j−1, j∈N, (481)
∂F f (z)
∂b˜i−1
=− 1
2πi
(
∂T˜0
∂b˜i−1
)
(R˜(z))1/2
z−b˜i−1
, z∈C \ (J f ∪ {αp1 , . . . , αps−2 , αk}), (482)
∂F f (z)
∂a˜i
=− 1
2πi
(
∂T˜0
∂a˜i
)
(R˜(z))1/2
z−a˜i , z∈C \ (J f ∪ {αp1 , . . . , αps−2 , αk}), (483)
∂N˜ j
∂b˜i−1
=− 1
2π
(
(n−1)K+k
n
)−1 (
∂T˜0
∂b˜i−1
) ∫ b˜ j
a˜ j
(R˜(ξ))1/2
ξ−b˜i−1
dξ, j=1, 2, . . . ,N, (484)
∂N˜ j
∂a˜i
=− 1
2π
(
(n−1)K+k
n
)−1 (
∂T˜0
∂a˜i
) ∫ b˜ j
a˜ j
(R˜(ξ))1/2
ξ−a˜i dξ, j=1, 2, . . . ,N. (485)
Furthermore, evaluating Equations (480) and (481) on the solution of the associated system of 2(N+1) real moment
equations (439)–(441), that is, T˜ j = 0, j = 0, 1, . . . ,N, T˜N+1 = −2((n−1)K+k)/n, and N˜ j = 0, j = 1, 2, . . . ,N, one
arrives at, for i=1, 2, . . . ,N+1,
∂T˜ j
∂b˜i−1
= (b˜i−1) j
∂T˜0
∂b˜i−1
and
∂T˜ j
∂a˜i
= (a˜i)
j ∂T˜0
∂a˜i
, j=0, 1, . . . ,N+1. (486)
120The parametric dependence of the associated end-points of the intervals on the elements of the corresponding pole set {αp1 , . . . , αps−2 , αk}
is not considered in this monograph.
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For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, one evaluates, via Equations (484), (485), and (486), and the
multi-linearity property of the determinant, the Jacobian of the transformation {b˜0(zo), b˜1(zo), . . . , b˜N(zo), a˜1(zo),
a˜2(zo), . . . , a˜N+1(zo)} 7→{T˜1, T˜2, . . . , T˜N+1, N˜1, N˜2, . . . , N˜N} on the solution of the associated system of 2(N+1) real
moment equations (439)–(441):
Jac(T˜0, T˜1, . . . , T˜N+1, N˜1, N˜2, . . . , N˜N) := ∂(T˜0, T˜1, . . . , T˜N+1, N˜1, N˜2, . . . , N˜N)
∂(b˜0, b˜1, . . . , b˜N , a˜1, a˜2, . . . , a˜N+1)
=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∂T˜0
∂b˜0
∂T˜0
∂b˜1
· · · ∂T˜0
∂b˜N
∂T˜0
∂a˜1
∂T˜0
∂a˜2
· · · ∂T˜0
∂a˜N+1
∂T˜1
∂b˜0
∂T˜1
∂b˜1
· · · ∂T˜1
∂b˜N
∂T˜1
∂a˜1
∂T˜1
∂a˜2
· · · ∂T˜1
∂a˜N+1
...
...
. . .
...
...
...
. . .
...
∂T˜N+1
∂b˜0
∂T˜N+1
∂b˜1
· · · ∂T˜N+1
∂b˜N
∂T˜N+1
∂a˜1
∂T˜N+1
∂a˜2
· · · ∂T˜N+1
∂a˜N+1
∂N˜1
∂b˜0
∂N˜1
∂b˜1
· · · ∂N˜1
∂b˜N
∂N˜1
∂a˜1
∂N˜1
∂a˜2
· · · ∂N˜1
∂a˜N+1
∂N˜2
∂b˜0
∂N˜2
∂b˜1
· · · ∂N˜2
∂b˜N
∂N˜2
∂a˜1
∂N˜2
∂a˜2
· · · ∂N˜2
∂a˜N+1
...
...
. . .
...
...
...
. . .
...
∂N˜N
∂b˜0
∂N˜N
∂b˜1
· · · ∂N˜N
∂b˜N
∂N˜N
∂a˜1
∂N˜N
∂a˜2
· · · ∂N˜N
∂a˜N+1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
(−1)N
(2π)N
(
(n−1)K+k
n
)−N N+1∏
m=1
∂T˜0
∂b˜m−1
∂T˜0
∂a˜m

 N∏
j=1
∫ b˜ j
a˜ j
(R˜(ξ j))
1/2 dξ j
 ∆˜d(~ξ), (487)
where
∆˜d(~ξ) :=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 1 · · · 1 1 1 · · · 1
b˜0 b˜1 · · · b˜N a˜1 a˜2 · · · a˜N+1
...
...
. . .
...
...
...
. . .
...
(b˜0)N+1 (b˜1)N+1 · · · (b˜N)N+1 (a˜1)N+1 (a˜2)N+1 · · · (a˜N+1)N+1
1
ξ1−b˜0
1
ξ1−b˜1 · · ·
1
ξ1−b˜N
1
ξ1−a˜1
1
ξ1−a˜2 · · ·
1
ξ1−a˜N+1
1
ξ2−b˜0
1
ξ2−b˜1 · · ·
1
ξ2−b˜N
1
ξ2−a˜1
1
ξ2−a˜2 · · ·
1
ξ2−a˜N+1
...
...
. . .
...
...
...
. . .
...
1
ξN−b˜0
1
ξN−b˜1 · · ·
1
ξN−b˜N
1
ξN−a˜1
1
ξN−a˜2 · · ·
1
ξN−a˜N+1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
The above determinant ∆˜d(~ξ) has, modulo notation, been evaluated on p. 780 of [126]:
∆˜d(~ξ)=
(∏N+1
j=1
∏N+1
i=1 (b˜i−1−a˜ j)
) (∏N+1
i, j=1
j<i
(b˜i−1−b˜ j−1)(a˜i−a˜ j)
) (∏N
i, j=1
j<i
(ξi−ξ j)
)
(−1)N ∏Nj=1∏N+1i=1 (ξ j−b˜i−1)(ξ j−a˜i) ;
however, for (−∞< b˜0 <) a˜1 < ξ1 < b˜1 < a˜2 < ξ2 < b˜2 < · · ·< b˜N−1 < a˜N < ξN < b˜N (< a˜N+1 <+∞), ∆˜d(~ξ) , 0 (which
means that it is of fixed sign), and
∫ b˜ j
a˜ j
(R˜(ξ j))1/2 dξ j,0, j=1, 2, . . . ,N, whence N∏
j=1
∫ b˜ j
a˜ j
(R˜(ξ j))
1/2 dξ j
 ∆˜d(~ξ),0. (488)
Exploiting the fact that (cf. definition (477)) T˜0 is independent of z, it follows from the integral representa-
tions (444) and (471), and Equations (482) and (483), that, for j=1, 2, . . . ,N+1,
(z−b˜ j−1)
(R˜(z))1/2
∂F f (z)
∂b˜ j−1
=− 1
2πi
(
(n−1)K+k
n
) (z−b˜ j−1)∂h˜V˜(z)
∂b˜ j−1
− 1
2
h˜V˜ (z)
 ,
(z−a˜ j)
(R˜(z))1/2
∂F f (z)
∂a˜ j
=− 1
2πi
(
(n−1)K+k
n
) (z−a˜ j)∂h˜V˜(z)
∂a˜ j
− 1
2
h˜V˜ (z)
 :
via the latter two formulae, the z-independence of T˜0, and the fact that, for regular V˜ : R \ {α1, α2, . . . , αK } → R
satisfying conditions (48)–(50), h˜V˜ (z),0 for z∈ J f (in particular, h˜V˜(b˜ j−1), h˜V˜(a˜ j),0, j=1, 2, . . . ,N+1), one shows
that, for j=1, 2, . . . ,N+1,
(z−b˜ j−1)
(R˜(z))1/2
∂F f (z)
∂b˜ j−1
∣∣∣∣∣∣
z=b˜ j−1
=
1
4πi
(
(n−1)K+k
n
)
h˜V˜ (b˜ j−1) , 0,
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(z−a˜ j)
(R˜(z))1/2
∂F f (z)
∂a˜ j
∣∣∣∣∣∣
z=a˜ j
=
1
4πi
(
(n−1)K+k
n
)
h˜V˜ (a˜ j) , 0,
which implies, via Equations (482) and (483), that, for j=1, 2, . . . ,N+1,
∂T˜0
∂b˜ j−1
=−1
2
(
(n−1)K+k
n
)
h˜V˜ (b˜ j−1),0 and
∂T˜0
∂a˜ j
=−1
2
(
(n−1)K+k
n
)
h˜V˜(a˜ j),0,
whence
N+1∏
m=1
∂T˜0
∂b˜m−1
∂T˜0
∂a˜m
=
(
1
2
(
(n−1)K+k
n
))2(N+1) N+1∏
j=1
h˜V˜ (b˜ j−1)h˜V˜(a˜ j),0; (489)
hence, via Equations (487), (488), and (489), one concludes that, for n ∈ N and k ∈ {1, 2, . . . ,K} such that
αps := αk , ∞, Jac(T˜0, T˜1, . . . , T˜N+1, N˜1, N˜2, . . . , N˜N) , 0. In order to apply the Implicit Function Theorem, it
remains to show that, for n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk , ∞, T˜ j, j = 0, 1, . . . ,N +1, and N˜i,
i = 1, 2, . . . ,N, are real analytic functions of the end-points of the intervals, {b˜ j−1(zo), a˜ j(zo)}N+1j=1 , of the support,
J f , of the associated equilibrium measure, µ
f
V˜
. Noting the z-independence of T˜ j, j ∈ N0, it follows via a residue
calculation that, equivalently,
T˜ j= 12
∮
C˜
V˜
ξ j
(R˜(ξ))1/2
 2iπ
 (κnk−1)n(ξ−αk)+
s−2∑
q=1
κnkk˜q
n(ξ−αpq)
+ V˜ ′(ξ)iπ
 dξ, j∈N0,
where the contour C˜V˜ is described in item (2) of the lemma: the only factor depending on b˜ j−1, a˜ j, j=1, 2, . . . ,N+1,
is (R˜(z))1/2. As (R˜(z))1/2 is analytic for z ∈C \ ∪N+1
j=1 [b˜ j−1, a˜ j], and since C \ ∪N+1j=1 [b˜ j−1, a˜ j] ⊃ C˜V˜ (with int(C˜V˜ ) ⊃
{z} ∪ ∪N+1
j=1 [b˜ j−1, a˜ j]), it follows, in particular, that (R˜(z))
1/2↾C˜
V˜
is an analytic function of b˜ j−1, a˜ j, j=1, 2, . . . ,N+1,
which implies, via the above contour integral representation for T˜ j, j∈N0, that, for n∈N and k∈{1, 2, . . . ,K} such
that αps :=αk ,∞, T˜i, i=0, 1, . . . ,N+1, are real analytic functions of b˜ j−1, a˜ j, j=1, 2, . . . ,N+1. One shows from
the integral representation (444) for h˜V˜ (z), Equations (475) and (479), and the Definition (478), that
N˜ j=− 12π
∫ b˜ j
a˜ j
(R˜(ξ))1/2h˜V˜(ξ) dξ, j=1, 2, . . . ,N :
making the linear change of variable u˜ j : C→C, ξ 7→ u˜ j(ξ) := (b˜ j−a˜ j)−1(ξ−a˜ j), j=1, 2, . . . ,N, one shows from the
above expression for N˜ j, j=1, 2, . . . ,N, that, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞,
N˜ j=− 12π (b˜ j−a˜ j)
2
∫ 1
0
(R˜∗(u˜ j(b˜ j−a˜ j)+a˜ j))1/2h˜V˜ (u˜ j(b˜ j−a˜ j)+a˜ j)(u˜ j|u˜ j−1|)1/2 du˜ j, j=1, 2, . . . ,N,
where (R˜∗(ξ))1/2 := (−1)N− j+1∏ j
i1=1
|ξ−b˜i1−1|1/2
∏ j−1
i2=1
|ξ−a˜i2 |1/2
∏N+1
i3= j+2
|ξ−b˜i3−1|1/2
∏N+1
i4= j+1
|ξ−a˜i4 |1/2. Recalling that
h˜V˜(z) is real analytic on R \ {αp1 , . . . , αps−2 , αk}, h˜V˜ (b˜ j−1), h˜V˜(a˜ j) , 0, j = 1, 2, . . . ,N+1, and that it is an analytic
function of b˜ j−1(zo), a˜ j(zo), j = 1, 2, . . . ,N + 1, it follows from the above formula for N˜i, i = 1, 2, . . . ,N, that,
for n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk , ∞, it, too, is an analytic function of b˜ j−1(zo), a˜ j(zo), j =
1, 2, . . . ,N+1. Thus, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, since the Jacobian of the transformation
{b˜0(zo), b˜1(zo), . . . , b˜N(zo), a˜1(zo), a˜2(zo), . . . , a˜N+1(zo)} 7→{T˜0, T˜1, . . . , T˜N+1, N˜1, N˜2, . . . , N˜N } is non-zero whenever
{b˜ j−1(zo), a˜ j(zo)}N+1j=1 is chosen so that, for regular V˜ : R \ {α1, α2, . . . , αK} → R satisfying conditions (48)–(50),
J f := ∪N+1j=1 [b˜ j−1(zo), a˜ j(zo)], and T˜ j, j = 0, 1, . . . ,N + 1, and N˜i, i = 1, 2, . . . ,N, are real analytic functions of
b˜m−1(zo), a˜m(zo), m=1, 2, . . . ,N+1, it follows from the Implicit Function Theorem that, in the double-scaling limit
N, n→∞ such that zo =1+o(1), b˜ j−1(zo), a˜ j(zo), j=1, 2, . . . ,N+1, are, with the exception of a denumerable set of
singularities (the ‘critical values’ of zo), real analytic functions of zo.
(B) The proof of this case, that is, n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk =∞, is virtually identical
to the proof presented in (A); one mimics, verbatim, the scheme of the calculations presented in case (A) in order
to arrive at the corresponding claims stated in item (1) of the lemma; in order to do so, however, the analogues
of Equations (445), (446), (450)–(452), (464), (467)–(471), (475), (477), (478), and (480)–(489), respectively, are
necessary, which, in the present case, read:
Sˆ : N × {1, 2, . . . ,K} × C \ (J∞ ∪ {αp1 , αp2 , . . . , αps−1 })∋ (n, k, z) 7→4i
(
(n−1)K+k
n
)2
(Hψ∞
V˜
)(z)ψ∞
V˜
(z)
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− 4i
π
(
(n−1)K+k
n
)  s−1∑
q=1
κnkk˜q
n(z−αpq)
ψ∞V˜ (z)= Sˆ(n, k, z)=: Sˆ(z), (490)
where J∞ :=supp(µ∞
V˜
) and ψ∞
V˜
(z) are described in item (1) of the lemma,
Hˆ : N × {1, 2, . . . ,K} × C \ (J∞ ∪ {αp1 , αp2 , . . . , αps−1 })∋ (n, k, z) 7→ (F∞(z))2−
∫
J∞
Sˆ(ξ)
ξ−z
dξ
2πi
= Hˆ(n, k, z)=: Hˆ(z),
(491)
where F∞(z) is defined by Equation (383),
(Hψ∞
V˜
)(z)=
1
2π
(
(n−1)K+k
n
)−1 2 s−1∑
q=1
κnkk˜q
n(z−αpq)
+V˜ ′(z)
 , z∈ J∞, (492)
Sˆ(z)= 2i
π
(
(n−1)K+k
n
)
V˜ ′(z)ψ∞
V˜
(z), z∈ J∞, (493)
Hˆ(z)=
∑2s−3
m=0 ρˆm(n, k)z
m∏s−1
q=1(z−αpq)2
, z∈C \ (J∞ ∪ {αp1 , αp2 , . . . , αps−1 }), (494)
where
ρˆ2s−3(n, k)=
1
π2
(
(n−1)K+k
n
) ∫
J∞
V˜ ′(ξ)ψ∞
V˜
(ξ) dξ, (495)
ρˆm(n, k) = wˆ2s−m−3(n, k)+cˆ
♮
m(n, k)+
2(s−2)∑
j=m
(
wˆ j−m(n, k)cˆ j+1(n, k)+νˆ j−m(n, k)cˆ♭j+1(n, k)
+ uˆ j−m(n, k)cˆ
♯
j+2(n, k)
)
, m=0, 1, . . . , 2(s−2), (496)
with
wˆr(n, k)=
1
π2
(
(n−1)K+k
n
) ∫
J∞
ξrV˜ ′(ξ)ψ∞
V˜
(ξ) dξ, r∈N0, (497)
cˆl(n, k)=
∑
ir=0,1,2
r∈{1,2,...,s−1}∑s−1
r=1 ir=2(s−1)−l
(−1)2(s−1)−l(2!)s−1
s−1∏
m=1
1
im!(2−im)!
s−1∏
j=1
(αp j )
i j , l=0, 1, . . . , 2(s−1), (498)
uˆm(n, k)=
m∑
j=0
νˆ j(n, k)νˆm− j(n, k), m=0, 1, . . . , 2(s−2), (499)
νˆr(n, k)=
∫
J∞
ξrψ∞
V˜
(ξ) dξ, r∈N0, (500)
cˆ
♯
l
(n, k)=− 1
π2
(
(n−1)K+k
n
)2
cˆl(n, k), l=0, 1, . . . , 2(s−1), (501)
cˆ♭l (n, k) =
2
π2
(
(n−1)K+k
n
) s−1∑
q=1
κnkk˜q
n
∑
iq=0,1
ir=0,1,2
r∈{1,2,...,s−1}\{q}∑s−1
m′=1 im′=2(s−1)−l−1
(−1)2(s−1)−l−1(2!)s−2
iq!(1−iq)!
s−1∏
m=1
m,q
1
im!(2−im)!
×
s−1∏
j=1
(αp j )
i j , l=0, 1, . . . , 2s−3, (502)
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cˆ
♮
l
(n, k) = − 1
π2
s−1∑
q=1
(
κnkk˜q
n
)2 ∑
ir=0,1,2
r∈{1,2,...,s−1}\{q}∑s−1
m′=1
m′,q
im′=2(s−2)−l
(−1)2(s−2)−l(2!)s−2
s−1∏
m=1
m,q
1
im!(2−im)!
s−1∏
j=1
j,q
(αp j )
i j
− 2
π2
s−2∑
p′=1
s−1∑
q=p′+1
κnkk˜p′
n
κnkk˜q
n
∑
ip′ ,iq=0,1
ir=0,1,2
r∈{1,2,...,s−1}\{p′ ,q}
ip′+iq+
∑s−1
m′=1
m′,p′,q
im′=2(s−2)−l
(−1)2(s−2)−l(2!)s−3
ip′ !(1−ip′)!iq!(1−iq)!
×
s−1∏
m=1
m,p′ ,q
1
im!(2−im)! (αpp′ )
ip′ (αpq)
iq
s−1∏
j=1
j,p′ ,q
(αp j )
i j , l=0, 1, . . . , 2(s−2), (503)
(F∞(z))2=
1
π2
(
(n−1)K+k
n
) ∫
J∞
V˜ ′(ξ)ψ∞
V˜
(ξ)
ξ−z dξ+
∑2s−3
m=0 ρˆm(n, k)z
m∏s−1
q=1(z−αpq)2
, z∈C \ (J∞ ∪ {αp1 , αp2 , . . . , αps−1 }), (504)
F∞(z)+ iV˜ ′(z)2π
2+ qˆV˜ (z)
π2
=0, z∈C \ (J∞ ∪ {αp1 , αp2 , . . . , αps−1 }), (505)
where
qˆV˜(z) :=
 V˜ ′(z)2
2+V˜ ′(z) s−1∑
q=1
κnkk˜q
n(z−αpq)
−
(
(n−1)K+k
n
) ∫
J∞
(V˜ ′(ξ)−V˜ ′(z))ψ∞
V˜
(ξ)
ξ−z dξ
− π
2∑2s−3
m=0 ρˆm(n, k)z
m∏s−1
q=1(z−αpq)2
=
 V˜ ′(z)2
2+V˜ ′(z) s−1∑
q=1
κnkk˜q
n(z−αpq)
−
(
(n−1)K+k
n
) ∫
J∞
∫ 1
0
V˜ ′′(tξ+(1−t)z) dt dµ∞
V˜
(ξ)
− π
2∑2s−3
m=0 ρˆm(n, k)z
m∏s−1
q=1(z−αpq)2
,
(506)
with dµ∞
V˜
described in item (1) of the lemma,
F∞±(z)=
V˜ ′(z)
2πi
∓
(
(n−1)K+k
n
)
ψ∞
V˜
(z), z∈ J∞, (507)
where F∞±(z) := limε↓0 F∞(z±iε),
F∞(z) =
z→αk
κnk
iπnz
− 1
iπz
∞∑
m=1
 s−1∑
q=1
κnkk˜q
n
(αpq)
m−
(
(n−1)K+k
n
) ∫
J∞
ξmψ∞
V˜
(ξ) dξ
 z−m, (508)
F∞(z) = − 1iπ
s−1∑
q=1
κnkk˜q
n(z−αpq)
+ (Rˆ(z))1/2
∫
J∞
 2iπ
s−1∑
q=1
κnkk˜q
n(ξ−αpq)
+
V˜ ′(ξ)
iπ

× (Rˆ(ξ))
−1/2
+
ξ−z
dξ
2πi
, z∈C \ (J∞ ∪ {αp1 , αp2 , . . . , αps−1 }), (509)
where (Rˆ(z))1/2 is defined by Equation (436), with (Rˆ(z))1/2± := limε↓0(Rˆ(z±iε))1/2,
F∞(z)=
V˜ ′(z)
2πi
+
1
2
(Rˆ(z))1/2
∮
Cˆ
V˜
 2iπ
s−1∑
q=1
κnkk˜q
n(ξ−αpq)
+
V˜ ′(ξ)
iπ
 (Rˆ(ξ))−1/2ξ−z dξ2πi , (510)
where the contour CˆV˜ is described in item (1) of the lemma,
Tˆ j :=
∫
J∞
ξ j
(Rˆ(ξ))1/2+
 2iπ
s−1∑
q=1
κnkk˜q
n(ξ−αpq)
+
V˜ ′(ξ)
iπ
 dξ, j∈N0, (511)
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Nˆ j :=
∫ bˆ j
aˆ j
(Hψ∞V˜ )(ξ)− 12π
(
(n−1)K+k
n
)−1 2 s−1∑
q=1
κnkk˜q
n(ξ−αpq)
+V˜ ′(ξ)

 dξ, j=1, 2, . . . ,N, (512)
∂Tˆ j
∂bˆi−1
= bˆi−1
∂Tˆ j−1
∂bˆi−1
+
1
2
Tˆ j−1, j∈N, (513)
∂Tˆ j
∂aˆi
= aˆi
∂Tˆ j−1
∂aˆi
+
1
2
Tˆ j−1, j∈N, (514)
∂F∞(z)
∂bˆi−1
=− 1
2πi
(
∂Tˆ0
∂bˆi−1
)
(Rˆ(z))1/2
z−bˆi−1
, z∈C \ (J∞ ∪ {αp1 , αp2 , . . . , αps−1 }), (515)
∂F∞(z)
∂aˆi
=− 1
2πi
(
∂Tˆ0
∂aˆi
)
(Rˆ(z))1/2
z−aˆi , z∈C \ (J∞ ∪ {αp1 , αp2 , . . . , αps−1 }), (516)
∂Nˆ j
∂bˆi−1
=− 1
2π
(
(n−1)K+k
n
)−1 (
∂Tˆ0
∂bˆi−1
) ∫ bˆ j
aˆ j
(Rˆ(ξ))1/2
ξ−bˆi−1
dξ, j=1, 2, . . . ,N, (517)
∂Nˆ j
∂aˆi
=− 1
2π
(
(n−1)K+k
n
)−1 (
∂Tˆ0
∂aˆi
) ∫ bˆ j
aˆ j
(Rˆ(ξ))1/2
ξ−aˆi dξ, j=1, 2, . . . ,N, (518)
∂Tˆ j
∂bˆi−1
= (bˆi−1) j
∂Tˆ0
∂bˆi−1
and
∂Tˆ j
∂aˆi
= (aˆi)
j ∂Tˆ0
∂aˆi
, j=0, 1, . . . ,N+1, (519)
Jac(Tˆ0, Tˆ1, . . . , TˆN+1, Nˆ1, Nˆ2, . . . , NˆN) := ∂(Tˆ0, Tˆ1, . . . , TˆN+1, Nˆ1, Nˆ2, . . . , NˆN)
∂(bˆ0, bˆ1, . . . , bˆN , aˆ1, aˆ2, . . . , aˆN+1)
=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∂Tˆ0
∂bˆ0
∂Tˆ0
∂bˆ1
· · · ∂Tˆ0
∂bˆN
∂Tˆ0
∂aˆ1
∂Tˆ0
∂aˆ2
· · · ∂Tˆ0
∂aˆN+1
∂Tˆ1
∂bˆ0
∂Tˆ1
∂bˆ1
· · · ∂Tˆ1
∂bˆN
∂Tˆ1
∂aˆ1
∂Tˆ1
∂aˆ2
· · · ∂Tˆ1
∂aˆN+1
...
...
. . .
...
...
...
. . .
...
∂TˆN+1
∂bˆ0
∂TˆN+1
∂bˆ1
· · · ∂TˆN+1
∂bˆN
∂TˆN+1
∂aˆ1
∂TˆN+1
∂aˆ2
· · · ∂TˆN+1
∂aˆN+1
∂Nˆ1
∂bˆ0
∂Nˆ1
∂bˆ1
· · · ∂Nˆ1
∂bˆN
∂Nˆ1
∂aˆ1
∂Nˆ1
∂aˆ2
· · · ∂Nˆ1∂aˆN+1
∂Nˆ2
∂bˆ0
∂Nˆ2
∂bˆ1
· · · ∂Nˆ2
∂bˆN
∂Nˆ2
∂aˆ1
∂Nˆ2
∂aˆ2
· · · ∂Nˆ2
∂aˆN+1
...
...
. . .
...
...
...
. . .
...
∂NˆN
∂bˆ0
∂NˆN
∂bˆ1
· · · ∂NˆN
∂bˆN
∂NˆN
∂aˆ1
∂NˆN
∂aˆ2
· · · ∂NˆN∂aˆN+1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
(−1)N
(2π)N
(
(n−1)K+k
n
)−N N+1∏
m=1
∂Tˆ0
∂bˆm−1
∂Tˆ0
∂aˆm

 N∏
j=1
∫ bˆ j
aˆ j
(Rˆ(ξ j))
1/2 dξ j
 ∆ˆd(~ξ), (520)
where
∆ˆd(~ξ)=
(∏N+1
j=1
∏N+1
i=1 (bˆi−1−aˆ j)
) (∏N+1
i, j=1
j<i
(bˆi−1−bˆ j−1)(aˆi−aˆ j)
) (∏N
i, j=1
j<i
(ξi−ξ j)
)
(−1)N ∏Nj=1∏N+1i=1 (ξ j−bˆi−1)(ξ j−aˆi) ,
with  N∏
j=1
∫ bˆ j
aˆ j
(Rˆ(ξ j))
1/2 dξ j
 ∆ˆd(~ξ),0, (521)
and
N+1∏
m=1
∂Tˆ0
∂bˆm−1
∂Tˆ0
∂aˆm
=
(
1
2
(
(n−1)K+k
n
))2(N+1) N+1∏
j=1
hˆV˜ (bˆ j−1)hˆV˜(aˆ j),0, (522)
where hˆV˜ (z) is defined by Equation (438). This concludes the proof. 
Remark 3.9. It is important to make note of the following facts, the rigorous details of which can be supplied by
using the results of Lemma 3.7 in conjunction with the ideas (but adapted to the present situation) of Kuijlaars-
McLaughlin [126]: the details are left to the interested reader. Without loss of generality, consider the case n ∈N
and k ∈ {1, 2, . . . ,K} such that αps := αk , ∞ in the double-scaling limit N, n → ∞ such that zo → z∗o (= 1).
(Even though, in this monograph, z∗o = 1, the more general ‘notation’ z
∗
o is retained in order to indicate that the
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following discussion is also applicable for any bounded z∗o ∈ R+.) One agrees to call z∗o > 0 a regular value for
V(z) (satisfying conditions (3)–(5)) if the—scaled—external field V˜(z) := z∗oV(z) (satisfying conditions (48)–(50))
is regular. (It turns out that the external field V˜(z) := zoV(z) is regular for every zo > 0 except for an at most
countable set of values without a finite accumulation point; see, also, the Remark to Lemma 3.1.) Let z∗o > 0
be a regular value for V , and set J f (z∗o) := ∪N+1j=1 [b˜ j−1(z∗o), a˜ j(z∗o)]; then, zo is a regular value for V for every zo
in an open neighbourhood of z∗o (e.g., Uε(z
∗
o) := {zo ∈ R+; |zo − z∗o| . ε}, where ε = o(1) in the double-scaling
limit N, n → ∞ such that zo → z∗o (= 1)) and J f (zo) = ∪N+1j=1 [b˜ j−1(zo), a˜ j(zo)] with the same number of intervals
(see Remark 3.10 below). As shown in the proof of Lemma 3.7, the end-points of the intervals, b˜ j−1(zo), a˜ j(zo),
j = 1, 2, . . . ,N+1, of the support, J f (= J f (zo)), of the associated equilibrium measure, µ
f
V˜
(= µ f
V˜
(zo)), are real-
analytic (thus continuous) functions of zo; more is true, namely, for j = 1, 2, . . . ,N+1, the function zo 7→ b˜ j−1(zo)
is strictly decreasing, and the function zo 7→ a˜ j(zo) is strictly increasing; in particular, for j = 1, 2, . . . ,N + 1,
[b˜ j−1(zo−ε), a˜ j(zo−ε)] ⊂ [b˜ j−1(zo), a˜ j(zo)] ⊂ [b˜ j−1(zo+ε), a˜ j(zo+ε)]. For j = 1, 2, . . . ,N+1, set (J f (z∗o+rε)) j :=
[b˜ j−1(z∗o+rε), a˜ j(z
∗
o+rε)], r=0,±1. It can be shown via the proof of Lemma 3.7 that, for zo ∈Uε(z∗o) (re-introducing
explicit zo- and z∗o-dependencies): (i) since, for j = 1, 2, . . . ,N+1, ψ
f
V˜
(z∗o, τ) ∼ (τ− b˜ j−1(z∗o))1/2 as τ ↓ b˜ j−1(z∗o), and
ψ
f
V˜
(z∗o, τ)∼ (a˜ j(z∗o)−τ)1/2 as τ↑ a˜ j(z∗o), it follows that b˜ j−1(z∗o−ε)−b˜ j−1(z∗o)∼ε as ε↓0 (or b˜ j−1(zo)−b˜ j−1(z∗o)∼ (z∗o−zo)1
as zo ↑ z∗o) and a˜ j(z∗o)−a˜ j(z∗o−ε)∼ ε as ε ↓ 0 (or a˜ j(z∗o)−a˜ j(zo)∼ (z∗o−zo)1 as zo ↑ z∗o), respectively; and (ii) since, for
j = 1, 2, . . . ,N+1, ψ f
V˜
(z∗o, τ)∼ (b˜ j−1(z∗o)−τ)1/2 as τ ↑ b˜ j−1(z∗o), and ψ fV˜ (z
∗
o, τ)∼ (τ− a˜ j(z∗o))1/2 as τ ↓ a˜ j(z∗o), it follows
that b˜ j−1(z∗o)−b˜ j−1(z∗o+ε)∼ε as ε↓0 (or b˜ j−1(z∗o)−b˜ j−1(zo)∼ (zo−z∗o)1 as zo ↓z∗o) and a˜ j(z∗o+ε)−a˜ j(z∗o)∼ε as ε↓0 (or
a˜ j(zo)−a˜ j(z∗o)∼ (zo−z∗o)1 as zo ↓z∗o), respectively. As a consequence: (i) since, for j=1, 2, . . . ,N+1, (J f (z∗o)) j \ (J f (z∗o−
ε)) j= [b˜ j−1(z∗o), b˜ j−1(z
∗
o−ε))∪(a˜ j(z∗o−ε), a˜ j(z∗o)], J f (z∗o)=∪N+1j=1 (J f (z∗o)) j, and J f (z∗o−ε)=∪N+1j=1 (J f (z∗o−ε)) j, it follows that∫
J f (z∗o)\J f (z∗o−ε) ψ
f
V˜
(z∗o, τ) dτ6
∑N+1
j=1 (
∫ b˜ j−1(z∗o−ε)
b˜ j−1(z∗o)
ψ
f
V˜
(z∗o, τ) dτ+
∫ a˜ j(z∗o)
a˜ j(z∗o−ε) ψ
f
V˜
(z∗o, τ) dτ).
∑N+1
j=1 (
∫ b˜ j−1(z∗o)+ε
b˜ j−1(z∗o)
(τ−b˜ j−1(z∗o))1/2 dτ+∫ a˜ j(z∗o)
a˜ j(z∗o)−ε(a˜ j(z
∗
o)−τ)1/2 dτ) . O(ε3/2) = o(ε) as ε ↓ 0; and (ii) since, for j = 1, 2, . . . ,N+1, (J f (z∗o+ε)) j \ (J f (z∗o)) j =
[b˜ j−1(z∗o+ε), b˜ j−1(z
∗
o))∪ (a˜ j(z∗o), a˜ j(z∗o+ε)], and J f (z∗o+ε)=∪N+1j=1 (J f (z∗o+ε)) j, it follows that
∫
J f (z∗o+ε)\J f (z∗o) ψ
f
V˜
(z∗o, τ) dτ6∑N+1
j=1 (
∫ b˜ j−1(z∗o)
b˜ j−1(z∗o+ε)
ψ
f
V˜
(z∗o, τ) dτ+
∫ a˜ j(z∗o+ε)
a˜ j(z∗o)
ψ
f
V˜
(z∗o, τ) dτ).
∑N+1
j=1 (
∫ b˜ j−1(z∗o)
b˜ j−1(z∗o)−ε(b˜ j−1(z
∗
o)−τ)1/2 dτ+
∫ a˜ j(z∗o)+ε
a˜ j(z∗o)
(τ− a˜ j(z∗o))1/2 dτ).
O(ε3/2)=o(ε) as ε↓0.121
Remark 3.10. While studying, in the double-scaling limitN, n→∞ such that zo=1+o(1), the respective numbers of
intervals constituting the supports of the associated equilibriummeasures µ∞
V˜
(for the case n∈N and k∈{1, 2, . . . ,K}
such that αps := αk =∞) and µ fV˜ (for the case n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk ,∞), one does not
know, a priori, that they are the same (the common value for the number of intervals is denoted by N + 1 in
this monograph); rather, this fact, which requires a lengthy—asymptotic—analysis similar to that contained in
[126], must be established. Strictly speaking, for the case n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk = ∞
(resp., αps := αk ,∞), one denotes the corresponding number of intervals by Nˆ+1 (resp., N˜+1), in which case
J∞ :=supp(µ∞
V˜
)=∪Nˆ+1
j=1 [bˆ j−1(zo), aˆ j(zo)] (resp., J f :=supp(µ
f
V˜
)=∪N˜+1
j=1 [b˜ j−1(zo), a˜ j(zo)]), and proceeds as in the proof
of Lemma 3.7 to show that the end-points of the intervals of the supports, that is, bˆ j−1(zo), aˆ j(zo), j=1, 2, . . . , Nˆ+1
(resp., b˜ j−1(zo), a˜ j(zo), j = 1, 2, . . . , N˜+1), satisfy the system of (transcendental) moment equations (433)–(435)
(resp., (439)–(441)) with the change N→ Nˆ (resp., N→ N˜) everywhere. Writing out, in the double-scaling limit
N, n→∞ such that zo = 1+o(1), the above-described moment equations in full, one arrives at: (i) for n ∈ N and
k∈{1, 2, . . . ,K} such that αps :=αk=∞,
0 =
N,n→∞
zo=1+o(1)
∫
J∞
ξ j
(Rˆ(ξ))1/2+
 2iπ
s−1∑
q=1
γi(q)kq
ξ−αpq
+
V ′(ξ)
iπ
 dξ+ 1n
∫
J∞
ξ j
(Rˆ(ξ))1/2+
2
iπ
s−1∑
q=1
̥̂
k(q)
ξ−αpq
dξ

+ o
∫
J∞
ξ j
(Rˆ(ξ))1/2+
V ′(ξ)
iπ
dξ
 , j=0, 1, . . . , Nˆ,
−2K+ 2(K−k)
n
=
N,n→∞
zo=1+o(1)
∫
J∞
ξNˆ+1
(Rˆ(ξ))1/2+
 2iπ
s−1∑
q=1
γi(q)kq
ξ−αpq
+
V ′(ξ)
iπ
 dξ+ 1n
∫
J∞
ξNˆ+1
(Rˆ(ξ))1/2+
2
iπ
s−1∑
q=1
̥̂
k(q)
ξ−αpq
dξ

121Within the context of the study of limit distributions of eigenvalues (equivalently, phase transitions) in—Hermitian—random matrix models
with a polynomial (resp., rational) external field (potential), the authors in [239] (resp., [240]) study, in detail, the evolution (variation) of one-
parameter families of equilibrium measures on R when the ‘total mass’, [0,+∞)∋ t :=λt (R), which is the principal parameter (see below), varies
from 0 to +∞ in the presence of a polynomial (resp., rational) external field; in particular, they [239] (resp., [240]) introduce and investigate an
autonomous non-linear system of ODEs governing the dynamics of the end-points of the support of the associated equilibrium measure as the
parameter t increases from 0 to +∞: also studied are the dynamics of the equilibrium measure, and its support, when parameters other than the
total mass, t, are allowed to vary (see, also, the detailed analysis in Section 4 of [241]).
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+ o
∫
J∞
ξNˆ+1
(Rˆ(ξ))1/2+
V ′(ξ)
iπ
dξ
 ,∫ bˆ j(zo)
aˆ j(zo)
(Rˆ(ς))1/2
∫
J∞
(Rˆ(ξ))−1/2+
ξ−ς
 2iπ
s−1∑
q=1
γi(q)kq
ξ−αpq
+
V ′(ξ)
iπ
 dξ
 dς
+
1
n
∫ bˆ j(zo)
aˆ j(zo)
(Rˆ(ς))1/2
∫
J∞
(Rˆ(ξ))−1/2+
ξ−ς
2
iπ
s−1∑
q=1
̥̂
k(q)
ξ−αpq
dξ
 dς

+ o
∫ bˆ j(zo)
aˆ j(zo)
(Rˆ(ς))1/2
∫
J∞
(Rˆ(ξ))−1/2+
ξ−ς
V ′(ξ)
iπ
dξ
 dς
=
N,n→∞
zo=1+o(1)
2
s−1∑
q=1
γi(q)kq ln
∣∣∣∣∣∣∣ bˆ j(zo)−αpqaˆ j(zo)−αpq
∣∣∣∣∣∣∣+V(bˆ j(zo))−V(aˆ j(zo))
+
2
n
s−1∑
q=1
̥̂
k(q) ln
∣∣∣∣∣∣∣ bˆ j(zo)−αpqaˆ j(zo)−αpq
∣∣∣∣∣∣∣+o (V(bˆ j(zo))−V(aˆ j(zo))) , j=1, 2, . . . , Nˆ,
where (Rˆ(z))1/2= (
∏Nˆ+1
j=1 (z−bˆ j−1(zo))(z−aˆ j(zo)))1/2, with (Rˆ(z))1/2± := limε↓0(Rˆ(z±iε))1/2, and
̥̂
k(q)=
−γi(q)kq , Jq(k)=∅, q∈{1, 2, . . . , s−1},̺m˜q(k)−γi(q)kq , Jq(k),∅, q∈{1, 2, . . . , s−1};
and (ii) for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞,
0 =
N,n→∞
zo=1+o(1)
∫
J f
ξ j
(R˜(ξ))1/2+
 2iπ
 γkξ−αk +
s−2∑
q=1
γi(q)kq
ξ−αpq
+V ′(ξ)iπ
 dξ+o ∫
J f
ξ j
(R˜(ξ))1/2+
V ′(ξ)
iπ
dξ

+
1
n
∫
J f
ξ j
(R˜(ξ))1/2+
2
iπ
̺k−γk−1ξ−αk +
s−2∑
q=1
˜̥
k(q)
ξ−αpq
 dξ
 , j=0, 1, . . . , N˜,
−2K+ 2(K−k)
n
=
N,n→∞
zo=1+o(1)
∫
J f
ξN˜+1
(R˜(ξ))1/2+
 2iπ
 γkξ−αk +
s−2∑
q=1
γi(q)kq
ξ−αpq
+V ′(ξ)iπ
 dξ+o ∫
J f
ξN˜+1
(R˜(ξ))1/2+
V ′(ξ)
iπ
dξ

+
1
n
∫
J f
ξN˜+1
(R˜(ξ))1/2+
2
iπ
̺k−γk−1ξ−αk +
s−2∑
q=1
˜̥
k(q)
ξ−αpq
 dξ
 ,∫ b˜ j(zo)
a˜ j(zo)
(R˜(ς))1/2
∫
J f
(R˜(ξ))−1/2+
ξ−ς
 2iπ
 γkξ−αk +
s−2∑
q=1
γi(q)kq
ξ−αpq
+V ′(ξ)iπ
 dξ
 dς
+
1
n
∫ b˜ j(zo)
a˜ j(zo)
(R˜(ς))1/2
∫
J f
(R˜(ξ))−1/2+
ξ−ς
2
iπ
̺k−γk−1ξ−αk +
s−2∑
q=1
˜̥
k(q)
ξ−αpq
 dξ
 dς

+ o
∫ b˜ j(zo)
a˜ j(zo)
(R˜(ς))1/2
∫
J f
(R˜(ξ))−1/2+
ξ−ς
V ′(ξ)
iπ
dξ
 dς
=
N,n→∞
zo=1+o(1)
2γk ln
∣∣∣∣∣∣ b˜ j(zo)−αka˜ j(zo)−αk
∣∣∣∣∣∣+2 s−2∑
q=1
γi(q)kq ln
∣∣∣∣∣∣∣ b˜ j(zo)−αpqa˜ j(zo)−αpq
∣∣∣∣∣∣∣+V(b˜ j(zo))−V(a˜ j(zo))
+
2(̺k−γk−1)
n
ln
∣∣∣∣∣∣ b˜ j(zo)−αka˜ j(zo)−αk
∣∣∣∣∣∣+ 2n
s−2∑
q=1
˜̥
k(q) ln
∣∣∣∣∣∣∣ b˜ j(zo)−αpqa˜ j(zo)−αpq
∣∣∣∣∣∣∣
+ o
(
V(b˜ j(zo))−V(a˜ j(zo))
)
, j=1, 2, . . . , N˜,
where (R˜(z))1/2= (
∏N˜+1
j=1 (z−b˜ j−1(zo))(z−a˜ j(zo)))1/2, with (R˜(z))1/2± := limε↓0(R˜(z±iε))1/2, and
˜̥
k(q)=
−γi(q)kq , Jˆq(k)=∅, q∈{1, 2, . . . , s−2},̺mˆq(k)−γi(q)kq , Jˆq(k),∅, q∈{1, 2, . . . , s−2}.
Concomitant with the results for the associated ‘core’ energy functionals given in Remark 3.4, and the above
systems of 2(Nˆ+1) (for the case n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk =∞) and 2(N˜+1) (for the case
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n ∈N and k ∈ {1, 2, . . . ,K} such that αps := αk ,∞) associated moment equations, respectively, one mimicks (but
adapted to the present situation) the—asymptotic—procedure of Kuijlaars-McLaughlin [126] to show that, in the
double-scaling limit N, n→∞ such that zo = 1+o(1), Nˆ+1 = N˜+1 := N+1 (∈ N and finite); furthermore, one
also shows that (see, also, Subsections 2.4 and 7.3 of [389]), for j= 1, 2, . . . ,N+1, bˆ j−1(zo)=N,n→∞
zo=1+o(1)
bˆ j−1(1+o(1)),
aˆ j(zo)=N,n→∞
zo=1+o(1)
aˆ j(1+o(1)), b˜ j−1(zo)=N,n→∞
zo=1+o(1)
b˜ j−1(1+o(1)), and a˜ j(zo)=N,n→∞
zo=1+o(1)
a˜ j(1+o(1)), where bˆ j−1, aˆ j, b˜ j−1, and a˜ j
are O(1) (the o(1) terms which appear in the latter—asymptotic—expansions for the respective end-points are not
the same as the o(1) term which appears in the double-scaling limit): the details, which are over-arching, are left to
the interested reader.
Remark 3.11. For real analytic V (satisfying conditions (3)–(5)), the band-gap structure can be obtained, at least
theoretically, via finitely many pointwise (not differential) equations for the end-points of the intervals constituting
the supports of the associated equilibrium measures; in reality, however: (i) these equations are highly transcen-
dental (they are usually moment conditions of integrations); (ii) one does not know a priori the number of bands
(genus), and, therefore, one does not know how many equations there are; and (iii) in the case of ORFs, one also
needs to know how many bands there are between each pair of poles in order to set up equations correctly. Thus,
perspicacious guesswork is requisite in order to commence: the difficulty, however, is that insightful guesswork
can not be made by simply looking at the graph of V; for example, a ‘dent’ in V does not guarantee an interval of
support of the corresponding equilibriummeasure. These issues can be resolved through numerical simulations; for
example, for the K=3 pole set {α1, α2, α3}= {0, 3,∞}with an external field of the form V(z)= (z−3)−2+z−2+z2, taking
the queue from the associated ‘core’ energy functionals given in Remark 3.4 (cf. Equations (357) and (358)), that
is, X∞
V˜
[µEQ]=X f
V˜
[µEQ], the corresponding finite-particle energy function reads
− 1
(n(#))2
n(#)∑
i, j=1
i, j
ln
( |zi−z j|3
|ziz j(zi−3)(z j−3)|
)
+
1
n(#)
n(#)∑
m=1
V(zm),
where n(#) denotes the ‘number of particles’.122 Using n(#)=500, the simulated equilibrium measure is supported
on two intervals, [−2.107,−0.506]∪ [0.500, 2.273], with global minimum energy equal to 5.408; but, modifying
slightly the external field to V(z)= (z−3)−2+z−2+z2/2, the numerically simulated equilibrium measure is supported
on three intervals, [−2.800,−0.544]∪ [0.536, 2.412]∪ [3.696, 3.800], with global minimum energy equal to 4.43.
These results can be used to correctly set up equations in the form of moment conditions, and more accurate
numerical results can be obtained from them; once the end-points of the intervals of the support are obtained, the
corresponding equilibrium measure can be calculated via the so-called ‘g-function method’.
Remark 3.12. For the case n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, perusing Equations (465) and (466)
(see, also, Equations (454), (455), (457)–(459), (461), and (463)) for the real-valued coefficients ρ˜2s−3(n, k) and
ρ˜m(n, k),m=0, 1, . . . , 2(s−2), respectively, one notes that ‘moment integrals’ of the type
∫
J f
ξr1(V˜ ′(ξ))r2 dµ f
V˜
(ξ), r1 ∈
N0, r2=0, 1, are encountered; in fact, one may use suchmoment integrals in order to evaluate the Stieltjes transform
of the associated equilibriummeasure, µ f
V˜
(∈M1(R)), on the corresponding real pole set {αp1 , . . . , αps−2 , αps }, that is,∫
J f
(ξ−αpq)−1 dµ fV˜ (ξ), q=1, . . . , s−2, s. Via Equations (449) and (452), proceeding as per the proof of Lemma 3.7 in
[93] (see, in particular, pp. 320–323, the linear system (62) of [93]), one shows that, for n∈N and k∈{1, 2, . . . ,K}
such that αps :=αk,∞,

1 αk (αk)2 . . . (αk)2s−3
1 αp1 (αp1 )
2 . . . (αp1)
2s−3
1 αp2 (αp2 )
2 . . . (αp2)
2s−3
...
...
...
. . .
...
1 αps−2 (αps−2)
2 . . . (αps−2 )
2s−3
0 1 2αk . . . (2s−3)(αk)2s−4
0 1 2αp1 . . . (2s−3)(αp1)2s−4
0 1 2αp2 . . . (2s−3)(αp2)2s−4
...
...
...
. . .
...
0 1 2αps−2 . . . (2s−3)(αps−2)2s−4
︸                                                      ︷︷                                                      ︸
=: D˜(n,k)

ρ˜0(n, k)
ρ˜1(n, k)
ρ˜2(n, k)
...
ρ˜s−2(n, k)
ρ˜s−1(n, k)
ρ˜s(n, k)
ρ˜s+1(n, k)
...
ρ˜2s−3(n, k)

=

− (κnk−1)2
π2n2
∏s−2
q=1(αk−αpq)2
− (κnkk˜1 )
2
π2n2
(αp1−αk)2
∏s−2
q=1
q,1
(αp1−αpq)2
− (κnkk˜2 )
2
π2n2
(αp2−αk)2
∏s−2
q=1
q,2
(αp2−αpq)2
...
− (κnkk˜s−2 )
2
π2n2
(αps−2−αk)2
∏s−2
q=1
q,s−2
(αps−2−αpq)2
Γ˜(n, k)
Ξ˜(n, k, 1)
Ξ˜(n, k, 2)
...
Ξ˜(n, k, s−2)

, (523)
122In this case, the discrete measure is dµn(#)(z)=
1
n(#)
∑n(#)
j=1 δ(z−z j) dz; as n(#)→∞, µn(#) converges to a Borel measure in the distribution(al)
sense (or weak-∗ topology over continuous functions with compact support).
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where
Γ˜(n, k) := − 2
π2
(
κnk−1
n
) s−2∏
q=1
(αk−αpq)2
 s−2∑
r=1
(κnk+κnkk˜r−1)
n(αk−αpr )
+
(
(n−1)K+k
n
) ∫
J f
(ξ−αk)−1 dµ f
V˜
(ξ)
 ,
Ξ˜(n, k, q) := − 2
π2
κnkk˜q
n
(αpq−αk)2
s−2∏
r=1
r,q
(αpq−αpr )2

s−2∑
r=1
r,q
(κnkk˜q+κnkk˜r )
n(αpq−αpr )
+
(κnk+κnkk˜q−1)
n(αpq−αk)
+
(
(n−1)K+k
n
) ∫
J f
(ξ−αpq )−1 dµ fV˜ (ξ)
 , q=1, 2, . . . , s−2;
one shows via Theorem 20 of [390] that the determinant of the 2(s−1)× 2(s−1) coefficient matrix of system (523),
that is, D˜(n, k), is given by
det(D˜(n, k))= (−1) (s−1)(s−2)2
s−2∏
q=1
(αpq−αk)4
s−2∏
i, j=1
i< j
(αp j−αpi )4 ,0.
For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk , ∞, the first s−1 equations of system (523) give rise to
some remarkable identities (exercise!), whilst the latter s−1 equations of system (523) allow one to express the
associated Stieltjes transforms,
∫
J f
(ξ−αpq )−1 dµ fV˜ (ξ), q = 1, . . . , s−2, s, in terms of the corresponding moment
integrals
∫
J f
ξr1 V˜ ′(ξ) dµ f
V˜
(ξ), r1 = 0, 1, . . . , 2s−3, and
∫
J f
ξr2 dµ f
V˜
(ξ), r2 = 0, 1, . . . , 2(s−2): as a by-product, this
shows, incidentally, that the associated Stieltjes transforms,
∫
J f
(ξ−αpq )−1 dµ fV˜ (ξ), q=1, . . . , s−2, s, are real valued
and bounded. Alternatively, given the associated Stieltjes transforms,
∫
J f
(ξ−αpq )−1 dµ fV˜ (ξ), q = 1, . . . , s−2, s, one
may regard system (523) as a means by which real linear combinations of the corresponding moment integrals∫
J f
ξr1 V˜ ′(ξ) dµ f
V˜
(ξ), r1 = 0, 1, . . . , 2s−3, and
∫
J f
ξr2 dµ f
V˜
(ξ), r2 = 0, 1, . . . , 2(s−2), may be expressed in terms of real
linear combinations of the associated Stieltjes transforms. Similarly, for the case n ∈N and k ∈ {1, 2, . . . ,K} such
that αps :=αk=∞, the analogue of system (523) reads (cf. Equations (494)–(503)) :

1 αp1 (αp1 )
2 . . . (αp1)
2s−3
1 αp2 (αp2 )
2 . . . (αp2)
2s−3
1 αp3 (αp3 )
2 . . . (αp3)
2s−3
...
...
...
. . .
...
1 αps−1 (αps−1)
2 . . . (αps−1 )
2s−3
0 1 2αp1 . . . (2s−3)(αp1)2s−4
0 1 2αp2 . . . (2s−3)(αp2)2s−4
0 1 2αp3 . . . (2s−3)(αp3)2s−4
...
...
...
. . .
...
0 1 2αps−1 . . . (2s−3)(αps−1)2s−4
︸                                                      ︷︷                                                      ︸
:= Dˆ(n,k)

ρˆ0(n, k)
ρˆ1(n, k)
ρˆ2(n, k)
...
ρˆs−2(n, k)
ρˆs−1(n, k)
ρˆs(n, k)
ρˆs+1(n, k)
...
ρˆ2s−3(n, k)

=

− (κnkk˜1 )
2
π2n2
∏s−1
q=1
q,1
(αp1−αpq)2
− (κnkk˜2 )
2
π2n2
∏s−1
q=1
q,2
(αp2−αpq)2
− (κnkk˜3 )
2
π2n2
∏s−1
q=1
q,3
(αp3−αpq)2
...
− (κnkk˜s−1 )
2
π2n2
∏s−1
q=1
q,s−1
(αps−1−αpq)2
Ξˆ(n, k, 1)
Ξˆ(n, k, 2)
Ξˆ(n, k, 3)
...
Ξˆ(n, k, s−1)

, (524)
where, for q=1, 2, . . . , s−1,
Ξˆ(n, k, q) :=− 2
π2
κnkk˜q
n
s−1∏
r=1
r,q
(αpq−αpr )2

s−1∑
r=1
r,q
(κnkk˜q+κnkk˜r )
n(αpq−αpr )
+
(
(n−1)K+k
n
) ∫
J∞
(ξ−αpq)−1 dµ∞V˜ (ξ)
 ;
one shows via Theorem 20 of [390] that the determinant of the 2(s−1)× 2(s−1) coefficient matrix of system (524),
that is, Dˆ(n, k), is given by
det(Dˆ(n, k))= (−1) (s−1)(s−2)2
s−1∏
i, j=1
i< j
(αp j−αpi )4 , 0.
For n ∈N and k ∈ {1, 2, . . . ,K} such that αps := αk =∞, the first s−1 equations of system (524) give rise to some
remarkable identities (exercise!), whilst the latter s−1 equations of system (524) allow one to express the associated
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Stieltjes transforms,
∫
J∞
(ξ−αpq)−1 dµ∞V˜ (ξ), q=1, 2, . . . , s−1, in terms of the corresponding real-valued and bounded
moment integrals
∫
J∞
ξr1 V˜ ′(ξ) dµ∞
V˜
(ξ), r1 = 0, 1, . . . , 2s−3, and
∫
J∞
ξr2 dµ∞
V˜
(ξ), r2 = 0, 1, . . . , 2(s−2). Alternatively,
given the associated Stieltjes transforms,
∫
J∞
(ξ−αpq)−1 dµ∞V˜ (ξ), q = 1, 2, . . . , s−1, one may regard system (524)
as a means by which real linear combinations of the corresponding moment integrals
∫
J∞
ξr1 V˜ ′(ξ) dµ∞
V˜
(ξ), r1 =
0, 1, . . . , 2s−3, and
∫
J∞
ξr2 dµ∞
V˜
(ξ), r2 = 0, 1, . . . , 2(s−2), may be expressed in terms of real linear combinations of
the associated Stieltjes transforms.
Remark 3.13. For regular V˜ : R \ {α1, α2, . . . , αK}→R satisfying conditions (48)–(50) of the form
V˜(z)=
∑
{q∈{1,2,...,s};αpq,∞}
−1∑
j=−2mq
υ˜ j,q(z−αpq) j+
2m∞∑
j=0
υˆ j,∞z j, (525)
where 123 mq,m∞ ∈N and υ˜−2mq,q, υˆ2m∞,∞>0, closed form expressions for the associated functions hˆV˜ (z) and h˜V˜ (z)
defined by Equations (438) and (444), respectively, can be derived. Via a residue calculation, one shows that, for
n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞, and z∈C \ {αp1 , αp2 , . . . , αps−1 },(
(n−1)K+k
n
)
hˆV˜ (z)= z
2m∞−N−2
2m∞−N−2∑
j=0
(2m∞− j)υˆ2m∞− j,∞
∑′
k0,k1,...,kN
∑′
l0,l1,...,lN
06|kˆ|+|lˆ|62m∞− j−N−2
ki∈N0, li∈N0, i=0,1,...,N
N∏
p1=0
kp1−1∏
jp1=0
(
1
2
+ jp1
) N∏
p2=0
lp2−1∏
jp2=0
(
1
2
+ jp2
)
×
∏N
p3=0
(bˆp3)
kp3
∏N
p4=0
(aˆp4+1)
lp4∏N
i=0 ki!
∏N
j=0 l j!
z− j−|kˆ|−|lˆ|−
s−1∑
q=1
(−1)nˆ(αpq )(∏N+1i=1 |bˆi−1−αpq ||aˆi−αpq |)−1/2
(z−αpq)2mq+1
×
0∑
j=−2mq+1
(2mq+ j)υ˜−2mq− j,q
∑′′
k0,k1,...,kN
∑′′
l0,l1,...,lN
06|kˆ|+|lˆ|62mq+ j
ki∈N0, li∈N0, i=0,1,...,N
∏N
p1=0
∏kp1−1
jp1=0
(
1
2+ jp1
)
∏N
i1=0
(bˆi1−αpq)ki1
∏N
i2=0
(aˆi2+1−αpq)li2
×
∏N
p2=0
∏lp2−1
jp2=0
(
1
2+ jp2
)
∏N
i3=0 ki3!
∏N
i4=0 li4!
(z−αpq)− j+|kˆ|+|lˆ|+2
s−1∑
q=1
κnkk˜q
n
(−1)nˆ(αpq )(∏N+1i=1 |bˆi−1−αpq ||aˆi−αpq |)−1/2
(z−αpq)
,
where |kˆ| :=k0+k1+· · ·+kN , |lˆ| := l0+l1+· · ·+lN , and, for q=1, 2, . . . , s−1,
nˆ(αpq)=

0, αpq ∈ (aˆN+1,+∞),
N+1, αpq ∈ (−∞, bˆ0),
N− j+1, αpq ∈ (aˆ j, bˆ j), j=1, 2, . . . ,N,
and, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, and z∈C \ {αp1 , . . . , αps−2 , αk},(
(n−1)K+k
n
)
h˜V˜ (z)= z
2m∞−N−2
2m∞−N−2∑
j=0
(2m∞− j)υˆ2m∞− j,∞
∑′
k0,k1,...,kN
∑′
l0,l1,...,lN
06|kˆ|+|lˆ|62m∞− j−N−2
ki∈N0, li∈N0, i=0,1,...,N
N∏
p1=0
kp1−1∏
jp1=0
(
1
2
+ jp1
) N∏
p2=0
lp2−1∏
jp2=0
(
1
2
+ jp2
)
×
∏N
p3=0
(b˜p3)
kp3
∏N
p4=0
(a˜p4+1)
lp4∏N
i=0 ki!
∏N
j=0 l j!
z− j−|kˆ|−|lˆ|−
s∑
q=1
q,s−1
(−1)n˜(αpq )(∏N+1i=1 |b˜i−1−αpq ||a˜i−αpq |)−1/2
(z−αpq)2mq+1
×
0∑
j=−2mq+1
(2mq+ j)υ˜−2mq− j,q
∑′′
k0,k1,...,kN
∑′′
l0,l1,...,lN
06|kˆ|+|lˆ|62mq+ j
ki∈N0, li∈N0, i=0,1,...,N
∏N
p1=0
∏kp1−1
jp1=0
(
1
2+ jp1
)
∏N
i1=0
(b˜i1−αpq )ki1
∏N
i2=0
(a˜i2+1−αpq)li2
×
∏N
p2=0
∏lp2−1
jp2=0
(
1
2+ jp2
)
∏N
i3=0 ki3!
∏N
i4=0 li4 !
(z−αpq)− j+|kˆ|+|lˆ|+2
s−2∑
q=1
κnkk˜q
n
(−1)n˜(αpq )(∏N+1i=1 |b˜i−1−αpq ||a˜i−αpq |)−1/2
(z−αpq)
123Equation (525) should be understood as follows: (i) for the case (n, k)∈N×{1, 2, . . . ,K} such that αps :=αk =∞, V˜(z)=
∑s−1
q=1
∑−1
j=−2mq υ˜ j,q(z−
αpq )
j+
∑2m∞
j=0 υˆ j,∞z
j; and (ii) for the case (n, k)∈N × {1, 2, . . . ,K} such that αps :=αk ,∞, V˜(z)=
∑s
q=1
q,s−1
∑−1
j=−2mq υ˜ j,q(z−αpq ) j+
∑2m∞
j=0 υˆ j,∞z
j.
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+ 2
(
κnk−1
n
)
(−1)n˜(αk)(∏N+1i=1 |b˜i−1−αk ||a˜i−αk|)−1/2
(z−αk) ,
where, for q=1, . . . , s−2, s,
n˜(αpq)=

0, αpq ∈ (a˜N+1,+∞),
N+1, αpq ∈ (−∞, b˜0),
N− j+1, αpq ∈ (a˜ j, b˜ j), j=1, 2, . . . ,N,
and the primes (resp., double primes) on the respective summationsmean that all possible sums over {k0, k1, . . . , kN}
and {l0, l1, . . . , lN }must be taken for which 06∑Nm=0(km+lm)62m∞− j−N−2, j=0, 1, . . . , 2m∞−N−2, ki ∈N0, li ∈N0,
i=0, 1, . . . ,N (resp., 06
∑N
m=0(km+lm)62mq+ j, j=−2mq+1,−2mq+2, . . . , 0, ki∈N0, li ∈N0, i=0, 1, . . . ,N, where,
for k ∈ {1, 2, . . . ,K} such that αps := αk =∞, q = 1, 2, . . . , s−1, and, for k ∈ {1, 2, . . . ,K} such that αps := αk ,∞,
q= 1, . . . , s−2, s). It is important to note that all of the above sums are finite sums: any sums for which the upper
limit is less than the lower limit are defined to be equal to zero (e.g.,
∑−1
j=0 ∗( j) := 0), and any products for which
the upper limit is less than the lower limit are defined to be equal to one (e.g.,
∏−1
j=0 ∗( j) :=1).
The following—lengthy and technical—Lemma 3.8, which is modelled on the calculations in Chapter 6 of
[98] and Section 4 of [125] (see, also, [389, 391, 392, 393, 394, 395, 396, 397, 398, 399, 400, 401, 402]), shows
that, for n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk = ∞ (resp., αps := αk , ∞), in the double-scaling limit
N, n→∞ such that zo = 1+o(1), there exists λˆ1 > 0 and O(1) (resp., λ˜1 > 0 and O(1)) such that the associated
monic MPC ORF zeros (counting multiplicities) {zˆn
k
( j)}(n−1)K+k
j=1 ⊆ [−λˆ1, λˆ1] \ ∪s−1q=1O 1λˆ1 (αpq ) (resp., {z˜
n
k
( j)}(n−1)K+k
j=1 ⊆
[−λ˜1, λ˜1] \ ∪sq=1
q,s−1
O 1
λ˜1
(αpq)).
Remark 3.14. Note that, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞ (resp., αps :=αk,∞), in the double-
scaling limitN, n→∞ such that zo=1+o(1), [−λˆ1, λˆ1] \∪s−1q=1O 1λˆ1 (αpq ) ⊇ J∞ (resp., [−λ˜1, λ˜1] \∪
s
q=1
q,s−1
O 1
λˆ1
(αpq ) ⊇ J f ).
Lemma 3.8. Let the external field V˜ : R \ {α1, α2, . . . , αK } → R satisfy conditions (48)–(50) and be regular. For
n ∈N and k ∈ {1, 2, . . . ,K} such that αps := αk =∞ (resp., αps := αk ,∞), let the associated equilibrium measure,
µ∞
V˜
(resp., µ
f
V˜
), and its support, J∞ (resp., J f ), be as described in item (1) (resp., item (2)) of Lemma 3.7. For
n ∈N and k ∈ {1, 2, . . . ,K} such that αps := αk =∞ (resp., αps := αk ,∞), denote the associated monic MPC ORF
zeros (counting multiplicities) by {zˆn
k
( j)}(n−1)K+k
j=1 (resp., {z˜nk( j)}(n−1)K+kj=1 ). Then, for n ∈ N and k ∈ {1, 2, . . . ,K} such
that αps := αk =∞ (resp., αps := αk ,∞), in the double-scaling limit N, n→∞ such that zo = 1+o(1), there exists
λˆ1= λˆ1(n, k, zo)>0 andO(1) (resp., λ˜1= λ˜1(n, k, zo)>0 andO(1)) such that {zˆnk( j)}(n−1)K+kj=1 ⊆ [−λˆ1, λˆ1]\∪s−1q=1O 1λˆ1 (αpq )
(resp., {z˜n
k
( j)}(n−1)K+k
j=1 ⊆ [−λ˜1, λ˜1] \ ∪sq=1
q,s−1
O 1
λ˜1
(αpq)).
Proof. The proof of this Lemma 3.8 consists of two cases: (i) n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞;
and (ii) n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞. Notwithstanding the fact that the scheme of the proof is,
mutatis mutandis, similar for both cases, case (ii) is the more technically challenging of the two; therefore, without
loss of generality, its particulars are presented in detail (see (1) below), whilst case (i) is proved analogously (see
(2) below).
(1) For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, set, for any arbitrarily small δ˜>0 124 satisfying [b˜ j−1−
δ˜, b˜ j−1] ∩ {αp1 , . . . , αps−2 , αps}=∅= [a˜ j, a˜ j+δ˜] ∩ {αp1 , . . . , αps−2 , αps}, j=1, 2, . . . ,N+1, and 2δ˜≪mini=1,2,...,N+1{|a˜i−
b˜i−1|}, φ˜δ˜(x) := (2δ˜)−1
∫ x+δ˜
x−δ˜ dµ
f
V˜
(ξ) (= (2δ˜)−1
∫ x+δ˜
x−δ˜ ψ
f
V˜
(ξ) dξ). Via the properties of the corresponding equilibrium
measure, µ f
V˜
, and its support, supp(µ f
V˜
) := J f = ∪N+1j=1 [b˜ j−1, a˜ j], stated in item (2) of Lemma 3.7, and the fact that
J f ∩{αp1 , . . . , αps−2 , αps }=∅, it follows from the above definition of φ˜δ˜, the proof of Lemma 3.1, and an application
of Fubini’s Theorem, that: (i) supp(φ˜δ˜) is a proper compact subset of R, with supp(φ˜δ˜) ∩ {αp1 , . . . , αps−2 , αps} =∅
(of course, supp(φ˜δ˜) ∩ {αps−1 = ∞} = ∅); (ii) φ˜δ˜ is non-negative, bounded, and continuous on supp(φ˜δ˜); and (iii)∫
R
φ˜δ˜(ξ) dξ (=
∫
supp(φ˜δ˜)
φ˜δ˜(ξ) dξ) = 1. These properties imply that (see, for example, [124]) φ˜δ˜(x) dx
∗→ dµ f
V˜
(x) as
δ˜ ↓ 0. From the definition of the corresponding weighted logarithmic energy functional given by Equation (347),
one shows, via an application of the extended triangle inequality, that, for n ∈ N and k ∈ {1, 2, . . . ,K} such that
αps :=αk,∞, with N = (n−1)K+k,∣∣∣∣I f
V˜
[µ f
V˜
]−I f
V˜
[φ˜δ˜]
∣∣∣∣ 6 N
n
∣∣∣∣∣"
R2
ln|ξ−τ| φ˜δ˜(ξ) dξ φ˜δ˜(τ) dτ−
"
R2
ln|ξ−τ| dµ f
V˜
(ξ) dµ f
V˜
(τ)
∣∣∣∣∣
124Strictly speaking, δ˜= δ˜(n, k, zo); in order to eschew a flood of superfluous notation, unless where absolutely necessary, explicit n-, k-, and
zo-dependencies are suppressed. The parametric dependence of δ˜ on the corresponding pole set {αp1 , . . . , αps−2 , αps } is not considered. This is a
general comment which applies, mutatis mutandis, throughout the proof of this Lemma 3.8 (as well as in Corollary 3.1 and Lemma 3.9 below).
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+ 2
(
κnk−1
n
) ∣∣∣∣∣∫
R
ln|ξ−αk| dµ f
V˜
(ξ)−
∫
R
ln|ξ−αk | φ˜δ˜(ξ) dξ
∣∣∣∣∣
+ 2
s−2∑
q=1
κnkk˜q
n
∣∣∣∣∣∫
R
ln|ξ−αpq | dµ fV˜ (ξ)−
∫
R
ln|ξ−αpq | φ˜δ˜(ξ) dξ
∣∣∣∣∣
+
∣∣∣∣∣∫
R
V˜(ξ) dµ f
V˜
(ξ)−
∫
R
V˜(ξ) φ˜δ˜(ξ) dξ
∣∣∣∣∣ . (526)
Via the properties of µ f
V˜
(∈ M1(R)) and J f stated in Lemma 3.1 and item (2) of Lemma 3.7, the fact that, for
q=1, . . . , s−2, s, inf{|x−αpq |; x∈ J f }>0, and, for 06u6 δ˜<1 and x∈ J f , 06 ln(1+u|x−αpq |−1)6 ln(2)+|ln(inf{|ξ−αpq |; ξ∈
J f })−1| (< +∞), the expansion ln(1−♦) =|♦|→0 −
∑∞
m=1
♦m
m
, and the fact that V˜ : R \ {α1, α2, . . . , αK} → R satisfies
conditions (48)–(50) and is regular, one shows, via an integration-by-parts argument, an application of Fubini’s
Theorem, and φ˜δ˜(x) dx
∗→dµ f
V˜
(x) as δ↓0, that, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞,∣∣∣∣∣∫
R
V˜(ξ) dµ f
V˜
(ξ)−
∫
R
V˜(ξ) φ˜δ˜(ξ) dξ
∣∣∣∣∣ 6 ∫
J f
∣∣∣∣∣∣∣ 12δ˜
∫ ξ+δ˜
ξ−δ˜
(V˜(ξ)−V˜(τ)) dτ
∣∣∣∣∣∣∣ dµ fV˜ (ξ) =δ˜↓0 O (c1(n, k, zo)δ˜3/2) ,
(
κnk−1
n
) ∣∣∣∣∣∫
R
ln|ξ−αk | dµ f
V˜
(ξ)−
∫
R
ln|ξ−αk| φ˜δ˜(ξ) dξ
∣∣∣∣∣ 6 (κnk−1n
) ∫
J f
∣∣∣∣∣∣∣ 12δ˜
∫ δ˜
−δ˜
ln
(
1− τ|ξ−αk |
)
dτ
∣∣∣∣∣∣∣ dµ fV˜ (ξ)
=
δ˜↓0
O
(
c2(n, k, zo)δ˜
2
)
,
s−2∑
q=1
κnkk˜q
n
∣∣∣∣∣∫
R
ln|ξ−αpq | dµ fV˜ (ξ)−
∫
R
ln|ξ−αpq | φ˜δ˜(ξ) dξ
∣∣∣∣∣ 6 s−2∑
q=1
κnkk˜q
n
∫
J f
∣∣∣∣∣∣∣ 12δ˜
∫ δ˜
−δ˜
ln
(
1− τ|ξ−αpq |
)
dτ
∣∣∣∣∣∣∣ dµ fV˜ (ξ)
=
δ˜↓0
O
(
c3(n, k, zo)δ˜
2
)
,
where cm(n, k, zo)=N,n→∞
zo=1+o(1)
O(1), m=1, 2, 3, and, via the monotonicity of ln(·) and a change-of-variables argument,
N
n
∣∣∣∣∣"
R2
ln|ξ−τ| φ˜δ˜(ξ) dξ φ˜δ˜(τ) dτ−
"
R2
ln|ξ−τ| dµ f
V˜
(ξ) dµ f
V˜
(τ)
∣∣∣∣∣
6
N
n
"
J2
f
∣∣∣∣∣∣∣ |ξ−τ|2δ˜
∫ 2δ˜|ξ−τ|−1
−2δ˜|ξ−τ|−1
ln(1+u) du
∣∣∣∣∣∣∣︸                               ︷︷                               ︸
6c4(n,k,zo) ln(1+δ˜|ξ−τ|−1)
dµ f
V˜
(ξ) dµ f
V˜
(τ)
6 c4(n, k, zo)
N
n
"
J2
f
(ln(|ξ−τ|+δ˜)−ln|ξ−τ|) dµ f
V˜
(ξ) dµ f
V˜
(τ),
where c4(n, k, zo) =N,n→∞
zo=1+o(1)
O(1): arguing, now, as in the proof of Lemma 3.1, one shows, via an application of the
Dominated Convergence Theorem, that
!
J2
f
(ln(|ξ−τ|+ δ˜)− ln|ξ−τ|) dµ f
V˜
(ξ) dµ f
V˜
(τ)→ 0 as δ˜ ↓ 0; hence, for n ∈ N
and k ∈ {1, 2, . . . ,K} such that αps := αk ,∞, I fV˜[φ˜δ˜]→ I
f
V˜
[µ f
V˜
] as δ˜ ↓ 0, that is, for n ∈N and k ∈ {1, 2, . . . ,K} such
that αps := αk ,∞, given ε˜ = ε˜(n, k, zo) > 0 and sufficiently small, there exists sufficiently small δ˜(ε˜) := δ˜ > 0 (as
described above) such that one can choose φ˜ε˜(·) := φ˜δ˜(ε˜)(·) with finite entropy (that is, φ˜ε˜ ln φ˜ε˜ is integrable) so that
I f
V˜
[φ˜ε˜]6 E
f
V˜
+ ε˜/2 (cf. the proof of Lemma 3.1). For n ∈N and k ∈ {1, 2, . . . ,K} such that αps :=αk ,∞, denote the
corresponding multi-dimensional probability measure on RN by P˜n
k
(x1, x2, . . . , xN ) dx1 dx2 · · · dxN , with density
125
P˜nk(x1, x2, . . . , xN ) :=
1
Z˜n
k
e−n
∑N
m1=1
V˜(xm1 )
N∏
i, j=1
j<i
(x j−xi)2
 N∏
m=1
s−2∏
q=1
(xm−αpq)κnkk˜q (xm−αk)κnk−1

−2
, (527)
where
Z˜nk =
(
RN
e−n
∑N
m1=1
V˜(τm1 )
N∏
i, j=1
j<i
(τ j−τi)2
 N∏
m=1
s−2∏
q=1
(τm−αpq)κnkk˜q (τm−αk)κnk−1

−2
dτ1 dτ2 · · · dτN . (528)
125Note:
'
RN P˜nk (ξ1, ξ2, . . . , ξN ) dξ1 dξ2 · · · dξN =1.
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Recalling from the proof of Lemma 3.6 that, for a symmetric function f˜ (x, y), say,
∑N
i, j=1
i, j
f˜ (xi, x j)=2
∑N
i, j=1
i< j
f˜ (xi, x j),
and, for a function h˜(x), say, (N−1)∑Nm=1 h˜(xm)=∑Nj,m=1
j<m
h˜(x j)+
∑N
j,m=1
j<m
h˜(xm), it follows via the decomposition (cf.
Equation (23))
∑s−2
q=1 κnkk˜q+κ
∞
nkk˜s−1
+κnk = (n−1)K+k=:N , and Equation (391), that, for n ∈N and k ∈ {1, 2, . . . ,K}
such that αps :=αk,∞,
Z˜nk =
N,n→∞
zo=1+o(1)
(
RN
e
− nN
∑Nj=1 V˜(ξ j)+KV˜ , fN (ξ1 ,ξ2,...,ξN )+O( 1N )∑Ni, j=1
i, j
F˜(ξi ,ξ j)

dξ1 dξ2 · · · dξN ,
where
F˜(x, y) :=
(
κnk−1
n
)
ln(|x−αk||y−αk|)+
s−2∑
q=1
κnkk˜q
n
ln(|x−αpq ||y−αpq |). (529)
For n ∈N and k ∈ {1, 2, . . . ,K} such that αps := αk ,∞, set E˜N := {(x1, x2, . . . , xN) ∈RN ;
∏N
i=1 φ˜ε˜(xi) > 0} (⊂ RN );
hence, via this definition, and an application of the multi-dimensional version of Jensen’s Inequality (see, for
example, [403]), it follows, via the monotonicty of ln(·), that
Z˜
n
k >
N,n→∞
zo=1+o(1)
(
E˜N
e
− nN
KV˜, fN (ξ1 ,ξ2,...,ξN )+∑Nj=1 V˜(ξ j)+O( 1N )∑Ni, j=1
i, j
F˜(ξi ,ξ j)+Nn
∑N
i=1 ln(φ˜ε˜(ξi))
 N∏
m=1
φ˜ε˜(ξm) dξm
>
N,n→∞
zo=1+o(1)
exp
− nN
(
E˜N
KV˜ , fN (ξ1, ξ2, . . . , ξN )+
N∑
j=1
V˜(ξ j)+O
(
1
N
) N∑
i, j=1
i, j
F˜(ξi, ξ j)+
N
n
N∑
i=1
ln(φ˜ε˜(ξi))

×
N∏
m=1
φ˜ε˜(ξm) dξm
 ⇒
ln(Z˜nk) >
N,n→∞
zo=1+o(1)
− nN
(
E˜N
K
V˜ , f
N (ξ1, ξ2, . . . , ξN )
N∏
i=1
φ˜ε˜(ξi) dξi− nN
(
E˜N
N∑
j=1
V˜(ξ j)
N∏
i=1
φ˜ε˜(ξi) dξi
−
(
E˜N
N∑
j=1
ln(φ˜ε˜(ξ j))
N∏
i=1
φ˜ε˜(ξi) dξi− nNO
(
1
N
)(
E˜N
N∑
i, j=1
i, j
F˜(ξi, ξ j)
N∏
m=1
φ˜ε˜(ξm) dξm.
Using the fact that, for i=1, 2, . . . ,N ,
'
E˜N−1
∏N
j=1
j,i
φ˜ε˜(ξ j) dξ j=1, a straightforward argument shows that
− nN
(
E˜N
N∑
j=1
V˜(ξ j)
N∏
i=1
φ˜ε˜(ξi) dξi=−n
∫
E˜
V˜(ξ) φ˜ε˜(ξ) dξ, (530)
−
(
E˜N
N∑
j=1
ln(φ˜ε˜(ξ j))
N∏
i=1
φ˜ε˜(ξi) dξi=−N
∫
E˜
ln(φ˜ε˜(ξ)) φ˜ε˜(ξ) dξ, (531)
where E˜ := int(supp(φ˜ε˜)) (with supp(φ˜ε˜) ∩ {αp1 , . . . , αps−2 , αps}=∅). It follows via Equation (391) that
− nN
(
E˜N
K
V˜ , f
N (ξ1, ξ2, . . . , ξN )
N∏
i=1
φ˜ε˜(ξi) dξi = − nN
(
E˜N
N∑
i, j=1
i, j
κ∞nkk˜s−1+1n
 ln|ξi−ξ j|−1 N∏
m=1
φ˜ε˜(ξm) dξm
− nN
(
E˜N
N∑
i, j=1
i, j
(
κnk−1
n
)
ln
( |ξi−αk||ξ j−αk |
|ξi−ξ j|
) N∏
m=1
φ˜ε˜(ξm) dξm
− nN
(
E˜N
N∑
i, j=1
i, j
s−2∑
q=1
κnkk˜q
n
ln
( |ξi−αpq ||ξ j−αpq |
|ξi−ξ j|
) N∏
m=1
φ˜ε˜(ξm) dξm
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− nN (N−1)
(
E˜N
N∑
j=1
V˜(ξ j)
N∏
m=1
φ˜ε˜(ξm) dξm
︸                                    ︷︷                                    ︸
=N
∫
E˜
V˜(ξ)φ˜ε˜(ξ) dξ
.
Using the fact that, for i, j∈{1, 2, . . . ,N},
'
E˜N−2
∏N
m=1
m,i, j
φ˜ε˜(ξm) dξm=1, an enumeration argument shows that
− nN
(
E˜N
N∑
i, j=1
i, j
κ∞nkk˜s−1+1n
 ln|ξi−ξ j|−1 N∏
m=1
φ˜ε˜(ξm) dξm = − nNN(N−1)
κ∞nkk˜s−1+1n

×
"
E˜2
ln(|ξ−τ|−1) φ˜ε˜(ξ) dξ φ˜ε˜(τ) dτ,
− nN
(
E˜N
N∑
i, j=1
i, j
(
κnk−1
n
)
ln
( |ξi−αk ||ξ j−αk|
|ξi−ξ j|
) N∏
m=1
φ˜ε˜(ξm) dξm = − nNN(N−1)
(
κnk−1
n
)
×
"
E˜2
ln
( |ξ−αk||τ−αk|
|ξ−τ|
)
φ˜ε˜(ξ) dξ φ˜ε˜(τ) dτ,
− nN
(
E˜N
N∑
i, j=1
i, j
s−2∑
q=1
κnkk˜q
n
ln
( |ξi−αpq ||ξ j−αpq |
|ξi−ξ j|
) N∏
m=1
φ˜ε˜(ξm) dξm = − nNN(N−1)
s−2∑
q=1
κnkk˜q
n
×
"
E˜2
ln
( |ξ−αpq ||τ−αpq |
|ξ−τ|
)
φ˜ε˜(ξ) dξ φ˜ε˜(τ) dτ,
whence, via Equation (348) and the proof of Lemma 3.5,
− nN
(
E˜N
K
V˜ , f
N (ξ1, ξ2, . . . , ξN )
N∏
i=1
φ˜ε˜(ξi) dξi = − nNN(N−1)
"
E˜2
ln
|ξ−τ|− (κ∞nkk˜s−1 +1)n
( |ξ−αk ||τ−αk|
|ξ−τ|
) κnk−1
n
×
s−2∏
q=1
( |ξ−αpq ||τ−αpq |
|ξ−τ|
) κnkk˜q
n
eV˜(ξ)/2eV˜(τ)/2
 φ˜ε˜(ξ) dξ φ˜ε˜(τ) dτ
= − nNN(N−1)I
f
V˜
[φ˜ε˜]. (532)
Using the fact that, for i , j ∈ {1, 2, . . . ,N},
'
E˜N−2
∏N
m=1
m,i, j
φ˜ε˜(ξm) dξm = 1, one shows, via Equation (529) and an
enumeration argument, that
1
N(N−1)
(
E˜N
N∑
i, j=1
i, j
F˜(ξi, ξ j)
N∏
m=1
φ˜ε˜(ξm) dξm=
"
E˜2
F˜(ξ, τ) φ˜ε˜(ξ) dξ φ˜ε˜(τ) dτ
= 2
(
κnk−1
n
) (∫
E˜
ln|ξ−αk| φ˜ε˜(ξ) dξ−
∫
E˜
ln|ξ−αk| dµ f
V˜
(ξ)
)
+2
(
κnk−1
n
) ∫
E˜
ln|ξ−αk| dµ f
V˜
(ξ)
+ 2
s−2∑
q=1
κnkk˜q
n
(∫
E˜
ln|ξ−αpq | φ˜ε˜(ξ) dξ−
∫
E˜
ln|ξ−αpq | dµ fV˜(ξ)
)
+2
s−2∑
q=1
κnkk˜q
n
∫
E˜
ln|ξ−αpq | dµ fV˜(ξ) :
arguing,mutatis mutandis, as at the beginning of the proof (cf. the calculations leading to the convergence I f
V˜
[φ˜δ˜(ε˜)]
= I f
V˜
[φ˜ε˜]→ I f
V˜
[µ f
V˜
]=E f
V˜
as ε˜↓0), one shows that(
κnk−1
n
) (∫
E˜
ln|ξ−αk | φ˜ε˜(ξ) dξ−
∫
E˜
ln|ξ−αk | dµ f
V˜
(ξ)
)
=
ε˜↓0
O
(
c5(n, k, zo)ε˜
2
)
,
s−2∑
q=1
κnkk˜q
n
(∫
E˜
ln|ξ−αpq | φ˜ε˜(ξ) dξ−
∫
E˜
ln|ξ−αpq | dµ fV˜ (ξ)
)
=
ε˜↓0
O
(
c6(n, k, zo)ε˜
2
)
,(
κnk−1
n
) ∫
E˜
ln|ξ−αk| dµ f
V˜
(ξ)=
(
κnk−1
n
) ∫
J f
ln|ξ−αk | dµ f
V˜
(ξ) =
ε˜↓0
O(c7(n, k, zo)),
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s−2∑
q=1
κnkk˜q
n
∫
E˜
ln|ξ−αpq | dµ fV˜ (ξ)=
s−2∑
q=1
κnkk˜q
n
∫
J f
ln|ξ−αpq | dµ fV˜(ξ) =ε˜↓0 O(c8(n, k, zo)),
where cm(n, k, zo)=N,n→∞
zo=1+o(1)
O(1), m=5, 6, 7, 8; hence (assuming commutativity of limits),
"
E˜2
F˜(ξ, τ) φ˜ε˜(ξ) dξ φ˜ε˜(τ) dτ =
ε˜↓0
O
(
c9(n, k, zo)+c10(n, k, zo)ε˜
2
)
, (533)
where cm(n, k, zo)=N,n→∞
zo=1+o(1)
O(1), m= 9, 10. Hence, for n ∈N and k ∈ {1, 2, . . . ,K} such that αps :=αk ,∞, it follows
via Equations (530)–(533), the weak-∗ convergence φ˜ε˜(x) dx ∗→dµ f
V˜
(x) as ε˜↓0, the integrability of φ˜ε˜ ln(φ˜ε˜) (on E˜),
the fact that I f
V˜
[φ˜ε˜]6E
f
V˜
+ε˜/2, and the convergence I f
V˜
[φ˜ε˜]→ I f
V˜
[µ f
V˜
]=E f
V˜
as ε˜↓0, that (assuming commutativity of
limits)
N
n
1
N(N−1) ln(Z˜
n
k) >
N,n→∞
zo=1+o(1)
−
(
E
f
V˜
+ε˜
) (
1+O
(
c11(n, k, zo, ε˜)
n
))
as ε˜↓0, (534)
where c11(n, k, zo, ε˜)=N,n→∞
zo=1+o(1)
O(1) as ε˜↓0.
For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk , ∞, given η˜ = η˜(n, k, zo) > 0 and O(1), set A˜N ,η˜ :=
{(x1, x2, . . . , xN )∈RN ; (N(N−1))−1KV˜ , fN (x1, x2, . . . , xN)6E
f
V˜
+η˜}: then, via the Estimate (534), it follows that, for
any a=a(n, k, zo)>0, upon choosing 2ε˜< η˜, say,
Prob (RN \ A˜N ,η˜+a) 6
N,n→∞
zo=1+o(1)
e
n
NN(N−1)(E
f
V˜
+ε˜)(1+O(n−1))
(
{(ξ1,ξ2,...,ξN )∈RN ; (N(N−1))−1KV˜, fN (ξ1 ,ξ2,...,ξN )>E
f
V˜
+η˜+a}
e−
n
NN(N−1)(E
f
V˜
+η˜+a)
× e
− nN
∑Nj=1 V˜(ξ j)+O( 1N )∑Ni, j=1
i, j
F˜(ξi ,ξ j)

dξ1 dξ2 · · · dξN
6
N,n→∞
zo=1+o(1)
e−
n
NN(N−1)ae−
1
2
n
NN(N−1)η˜(1+O(n−1))
(
RN
e
− nN
∑Nj=1 V˜(ξ j)+O( 1N )∑Ni, j=1
i, j
F˜(ξi ,ξ j)

dξ1 dξ2 · · · dξN ;
one now shows, via Equation (529) and an enumeration argument, that
Prob (RN \ A˜N ,η˜+a) 6
N,n→∞
zo=1+o(1)
e−
n
NN(N−1)a

∫
R
e−
n
N V˜(ξ)∏s
q=1
q,s−1
|ξ−αpq |γ˜q(1+O(n−1))
dξ

N
e−
1
2
n
NN(N−1)η˜(1+O(n−1)),
where γ˜q = 2K−1γi(q)kq , q ∈ {1, 2, . . . , s−2}, and γ˜q = 2K−1γk, q = s. Recall from the proof of Lemma 3.1 that, for
n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk ,∞, there exists TM f > 1 (e.g., TM f = K(1+maxq=1,...,s−2,s{|αpq |}+
3(mini, j∈{1,...,s−2,s}{|αpi−αp j |})−1)), with O 1
TM f
(αpi ) ∩ O 1
TM f
(αp j )=∅ ∀ i, j∈{1, . . . , s−2, s}, such that R \DM f ⊇ J f ,
where DM f := {|x|>TM f } ∪ ∪sq=1
q,s−1
clos(O 1
TM f
(αpq )). Write R= (R \ DM f ) ∪DM f = ((R \DM f ) \ J f ) ∪ J f ∪ DM f , with
R \DM f ∩DM f =∅= ((R \DM f ) \ J f ) ∩ J f ; hence,
∫
R
e−
n
N V˜(ξ)∏s
q=1
q,s−1
|ξ−αpq |γ˜q(1+O(n−1))
dξ=

∫
(R\DMf )\J f
+
∫
J f
+
∫
{|ξ|>TMf }
+
s∑
q=1
q,s−1
∫
O 1
TM f
(αpq )
 e
− nN V˜(ξ)∏s
q=1
q,s−1
|ξ−αpq |γ˜q(1+O(n−1))
dξ.
Recalling from the proof of Lemma 3.1 that, for n ∈N and k ∈ {1, 2, . . . ,K} such that αps :=αk ,∞, in the double-
scaling limitN, n→∞ such that zo=1+o(1), via Conditions (48)–(50) for regular V˜ : R\{α1, α2, . . . , αK}→R, there
exists c˜∞= c˜∞(n, k, zo)>0 and O(1) such that, for x∈{|x|>TM f }, V˜(x)> (1+c˜∞) ln(1+x2), and, for q=1, . . . , s−2, s,
there exists c˜q= c˜q(n, k, zo)>0 and O(1) such that, for x∈O 1
TM f
(αpq), V˜(x)> (1+c˜q) ln(1+(x−αpq)−2), one shows, via
item (2) of Lemma 3.7, and choosing c˜q so that 1+c˜q>γi(q)kq , q=1, . . . , s−2, s, that, via the monotonicity of exp(·),∫
(R\DMf )\J f
e−
n
N V˜(ξ)∏s
q=1
q,s−1
|ξ−αpq |γ˜q(1+O(n−1))
dξ 6
N,n→∞
zo=1+o(1)
e−K
−1 inf{V˜(x); x∈(R\DMf )\J f }meas((R \DM f ) \ J f )(1+o(1))∏s
q=1
q,s−1
(inf{|x−αpq |; x∈ (R \DM f ) \ J f })γ˜q
=: c12(n, k, zo),
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∫
J f
e−
n
N V˜(ξ)∏s
q=1
q,s−1
|ξ−αpq |γ˜q(1+O(n−1))
dξ 6
N,n→∞
zo=1+o(1)
e−K
−1 inf{V˜(x); x∈J f }∑N
j=1|b˜ j−1−a˜ j|(1+o(1))∏s
q=1
q,s−1
(inf{|x−αpq |; x∈ J f })γ˜q
=: c13(n, k, zo),
∫
{|ξ|>TMf }
e−
n
N V˜(ξ)∏s
q=1
q,s−1
|ξ−αpq |γ˜q(1+O(n−1))
dξ 6
N,n→∞
zo=1+o(1)
2KTM f (K+2(1−γi(s−1)ks−1 ))−1(1+o(1))
(T 2
M f
+1)
c˜∞+1
K
∏s
q=1
q,s−1
(TM f −|αpq |)γ˜q
=: c14(n, k, zo),
s∑
q=1
q,s−1
∫
O 1
TM f
(αpq )
e−
n
N V˜(ξ)∏s
q=1
q,s−1
|ξ−αpq |γ˜q(1+O(n−1))
dξ 6
N,n→∞
zo=1+o(1)
s∑
q=1
q,s−1
2T
−(1+2K−1(1+c˜q)−γ˜q)
M f
(1+o(1))
(1+2K−1(1+c˜q)−γ˜q)∏sq′=1
q′,q,s−1
|αpq−αpq′ |γ˜q
=: c15(n, k, zo),
where cm(n, k, zo)=N,n→∞
zo=1+o(1)
O(1), m=12, 13, 14, 15, whence
∫
R
e−
n
N V˜(ξ)∏s
q=1
q,s−1
|ξ−αpq |γ˜q(1+O(n−1))
dξ 6
N,n→∞
zo=1+o(1)
c16(n, k, zo),
with c16(n, k, zo)=N,n→∞
zo=1+o(1)
O(1), which implies that

∫
R
e−
n
N V˜(ξ)∏s
q=1
q,s−1
|ξ−αpq |γ˜q(1+O(n−1))
dξ

N
e−
1
2
n
NN(N−1)η˜(1+O(n−1)) 6
N,n→∞
zo=1+o(1)
c17(n, k, zo),
where c17(n, k, zo)6N,n→∞
zo=1+o(1)
1; hence, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, one arrives at
Prob (RN \ A˜N ,η˜+a) 6
N,n→∞
zo=1+o(1)
c17(n, k, zo)e
− nNN(N−1)a. (535)
For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, take a= η˜, and consider the set A˜N ,2η˜ := {(x1, x2, . . . , xN )∈
RN ; (N(N−1))−1KV˜ , fN (x1, x2, . . . , xN )6E
f
V˜
+2η˜}, and, form∈N, let φ0 (=φ0(n, k, zo)) : Rm→R be bounded and con-
tinuous, and consider, in the double-scaling limitN, n→∞ such that zo=1+o(1), the quantityN−1 ln E˜nk(exp(N−(m−1)
· ∑i1,i2,...,im φ0(xi1 , xi2 , . . . , xim))), where i j ∈ {1, 2, . . . ,N}, j = 1, 2, . . . ,m, and E˜nk denotes the expectation with re-
spect to the multi-dimensional probability measure P˜n
k
(x1, x2, . . . , xN ) dx1 dx2 · · · dxN .126 Denote the characteris-
tic function of the set A˜N ,2η˜ as χA˜N ,2η˜ (~x) := χA˜N ,2η˜(x1, x2, . . . , xN ). Via the linearity of E˜nk , one shows, for n ∈N and
k∈{1, 2, . . . ,K} such that αps :=αk,∞, that
lim sup
N,n→∞
zo=1+o(1)
1
N ln E˜
n
k
(
eN
−(m−1) ∑
i1 ,i2 ,...,im
φ0(xi1 ,xi2 ,...,xim )
)
= lim sup
N,n→∞
zo=1+o(1)
1
N
(
ln E˜nk
(
χA˜N ,2η˜ (~x)e
N−(m−1)∑i1 ,i2 ,...,im φ0(xi1 ,xi2 ,...,xim ))
+ ln
1+ E˜nk
(
(1−χA˜N ,2η˜(~x))eN
−(m−1)∑
i1 ,i2 ,...,im
φ0(xi1 ,xi2 ,...,xim )
)
E˜n
k
(
χA˜N ,2η˜ (~x)e
N−(m−1)∑i1 ,i2 ,...,im φ0(xi1 ,xi2 ,...,xim ))

 .
Since φ0 is bounded, there exists M˜ f = M˜ f (n, k, zo) > 0 and O(1) such that |φ0(xi1 , xi2 , . . . , xim)| 6 M˜ f ; hence,
via an application of the Fundamental Counting Principle, −N M˜ f 6N−(m−1)∑i1,i2,...,im φ0(xi1 , xi2 , . . . , xim)6N M˜ f ,
which implies, by the linearity of E˜n
k
, the fact that E˜n
k
(1) = 1, and the monotonicity of exp(·) (that is, e−N M˜ f 6
E˜n
k
(eN
−(m−1)∑
i1 ,i2 ,...,im
φ0(xi1 ,xi2 ,...,xim ))6eN M˜ f ), that
E˜n
k
(
(1−χA˜N ,2η˜(~x))eN
−(m−1)∑
i1 ,i2 ,...,im
φ0(xi1 ,xi2 ,...,xim )
)
E˜n
k
(
χA˜N ,2η˜(~x)e
N−(m−1) ∑i1 ,i2 ,...,im φ0(xi1 ,xi2 ,...,xim )) 6N,n→∞
zo=1+o(1)
e2N M˜ f E˜n
k
(1−χA˜N ,2η˜(~x))
1−E˜n
k
(1−χA˜N ,2η˜(~x))
.
Via the deompositionRN = (RN \ A˜N ,2η˜)∪ A˜N ,2η˜ (with (RN \ A˜N ,2η˜)∩ A˜N ,2η˜=∅) and the Estimate (535), it follows,
via the linearity of E˜n
k
, that
E˜nk(1−χA˜N ,2η˜(~x)) =

(
RN \A˜N ,2η˜
+
(
A˜N ,2η˜
 (1−χA˜N ,2η˜(~ξ))P˜nk(ξ1, ξ2, . . . , ξN ) dξ1 dξ2 · · · dξN
126 E˜n
k
(F(x1 , x2 , . . . , xN )) :=
'
RN F(ξ1 , ξ2, . . . , ξN )P˜nk (ξ1 , ξ2, . . . , ξN ) dξ1 dξ2 · · · dξN .
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=
(
{(ξ1,ξ2,...,ξN )∈RN ; (N(N−1))−1KV˜, fN (ξ1 ,ξ2,...,ξN )>E
f
V˜
+2η˜}
P˜nk(ξ1, ξ2, . . . , ξN ) dξ1 dξ2 · · · dξN
= Prob (RN \ A˜N ,2η˜) 6
N,n→∞
zo=1+o(1)
c17(n, k, zo)e
− nNN(N−1)η˜ ⇒
E˜n
k
(
(1−χA˜N ,2η˜(~x))eN
−(m−1)∑
i1 ,i2 ,...,im
φ0(xi1 ,xi2 ,...,xim )
)
E˜n
k
(
χA˜N ,2η˜(~x)e
N−(m−1) ∑i1 ,i2 ,...,im φ0(xi1 ,xi2 ,...,xim )) 6N,n→∞
zo=1+o(1)
c18(n, k, zo)e
− nNN(N−1)η˜(1+o(1)),
where c18(n, k, zo) =N,n→∞
zo=1+o(1)
O(1); hence, via the expansion ln(1−♦)=|♦|→0 −∑∞m=1 ♦mm , one arrives at, for n ∈N and
k∈{1, 2, . . . ,K} such that αps :=αk,∞,127
lim sup
N,n→∞
zo=1+o(1)
1
N ln E˜
n
k
(
eN
−(m−1) ∑
i1 ,i2 ,...,im
φ0(xi1 ,xi2 ,...,xim )
)
6
N,n→∞
zo=1+o(1)
lim sup
N,n→∞
zo=1+o(1)
1
N ln E˜
n
k
(
χA˜N ,2η˜ (~x)e
N−(m−1) ∑i1 ,i2 ,...,im φ0(xi1 ,xi2 ,...,xim ))
+O
(
c19(n, k, zo)
N e
− nNN(N−1)η˜(1+o(1))
)
,
where c19(n, k, zo)=N,n→∞
zo=1+o(1)
O(1). Since, for (x1, x2, . . . , xN ) ∈ A˜N ,2η˜, E f
V˜
+2η˜> (N(N−1))−1KV˜ , fN (x1, x2, . . . , xN ), it
follows from the proofs of Lemmata 3.1 and 3.5, Equation (351), and
∑N
j=1
j,m
1=N−1, m=1, 2, . . . ,N , that, for n∈N
and k∈{1, 2, . . . ,K} such that αps :=αk,∞,
E
f
V˜
+2η˜ >
1
N(N−1)K
V˜ , f
N (x1, x2, . . . , xN )>
1
N
N∑
m=1
ψˆ
f
V˜
(xm)>
1
N
−|Cˆ fV˜ |(N−1)+V˜(xi)−
κ∞nkk˜s−1+1n
 ln(1+x2i )
−
(
κnk−1
n
)
ln(1+(xi−αk)−2)−
s−2∑
q=1
κnkk˜q
n
ln(1+(xi−αpq)−2)
 , i=1, 2, . . . ,N ,
which shows that, for i= 1, 2, . . . ,N , ξi lies in the bounded set R \ DM f (in particular, ξi < {αp1 , . . . , αps−2 , αps } (of
course, ξi , αps−1 =∞)), that is, A˜N ,2η˜ is a bounded N-dimensional proper subset of RN ; furthermore, since, with
respect to any Euclidean-equivalent metric, RN \ A˜N ,2η˜ is an open N-dimensional proper subset of RN , it follows
that A˜N ,2η˜ is a closed N-dimensional proper subset of RN ; hence, A˜N ,2η˜ is a compact N-dimensional set. Since
φ0 : Rm → R, m ∈N, is bounded and continuous, it follows, via the compactness of A˜N ,2η˜, that there exist points
x˜♯ := (x♯1, x
♯
2, . . . , x
♯
N )∈A˜N ,2η˜ and x˜♭ := (x♭1, x♭2, . . . , x♭N )∈A˜N ,2η˜ such that∑
i1,i2,...,im
φ0(x
♭
i1
, x♭i2 , . . . , x
♭
im
) = inf
(x1,x2,...,xN )∈A˜N ,2η˜
∑
i1,i2,...,im
φ0(xi1 , xi2 , . . . , xim)6
∑
i1,i2,...,im
φ0(xi1 , xi2 , . . . , xim)
6 sup
(x1,x2,...,xN )∈A˜N ,2η˜
∑
i1,i2,...,im
φ0(xi1 , xi2 , . . . , xim)=
∑
i1,i2,...,im
φ0(x
♯
i1
, x
♯
i2
, . . . , x
♯
im
);
hence, via the monotonicity of exp(·), the expansion ln(1−♦) =|♦|→0 −∑∞m=1 ♦mm , the linearity of E˜nk, the fact that
E˜n
k
(1)= 1, the relation E˜n
k
(χA˜N ,2η˜(~x))= 1−Prob (RN \ A˜N ,2η˜), and the Estimate (535), it follows that, for n ∈N and
k∈{1, 2, . . . ,K} such that αps :=αk,∞,
lim sup
N,n→∞
zo=1+o(1)
1
N ln E˜
n
k
(
eN
−(m−1) ∑
i1 ,i2 ,...,im
φ0(xi1 ,xi2 ,...,xim )
)
6
N,n→∞
zo=1+o(1)
lim sup
N,n→∞
zo=1+o(1)
1
Nm
∑
i1,i2,...,im
φ0(x
♯
i1
, x
♯
i2
, . . . , x
♯
im
)
+O
(
c20(n, k, zo)
N e
− nNN(N−1)η˜(1+o(1))
)
,
127For an expression of the type lim N,n→∞
zo=1+o(1)
f1(n, k, zo) = N,n→∞
zo=1+o(1)
f2(n, k, zo), it is meant that |(lim N,n→∞
zo=1+o(1)
f1(n)) f −12 (n)| 6 ε⋄(n, k, zo),
where ε⋄(n, k, zo) = N,n→∞
zo=1+o(1)
1+ o(1) (the o(1) term appearing in the latter asymptotic expansion is not the same as the o(1) term in the
double-scaling limit N, n → ∞ such that zo = 1+ o(1)). This notation applies, mutatis mutandis, for asymptotic expressions of the type
lim sup N,n→∞
zo=1+o(1)
f1(n, k, zo) = N,n→∞
zo=1+o(1)
lim sup N,n→∞
zo=1+o(1)
f2(n, k, zo), lim inf N,n→∞
zo=1+o(1)
f1(n, k, zo) = N,n→∞
zo=1+o(1)
lim inf N,n→∞
zo=1+o(1)
f2(n, k, zo), etc., which appear
in the proof of this Lemma 3.8 (see, also, Corollary 3.1 and Lemma 3.9 below).
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where c20(n, k, zo)=N,n→∞
zo=1+o(1)
O(1); in fact, an analogous argument shows that, for n∈N and k∈{1, 2, . . . ,K} such that
αps :=αk,∞,
lim inf
N,n→∞
zo=1+o(1)
1
N ln E˜
n
k
(
eN
−(m−1) ∑
i1 ,i2 ,...,im
φ0(xi1 ,xi2 ,...,xim )
)
>
N,n→∞
zo=1+o(1)
lim inf
N,n→∞
zo=1+o(1)
1
Nm
∑
i1,i2,...,im
φ0(x
♭
i1
, x♭i2 , . . . , x
♭
im
)
+O
(
c21(n, k, zo)
N e
− nNN(N−1)η˜(1+o(1))
)
,
where c21(n, k, zo)=N,n→∞
zo=1+o(1)
O(1). For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, let dνrN (ξ j) :=N−1
∑N
i j=1
δ(ξ j
−xr
i j
) dξ j, r∈{♯, ♭}, j=1, 2, . . . ,m, where δ(ξ j−xri j ) is the Dirac delta (atomic) mass concentrated at xri j : a calculation
shows that
lim sup
N,n→∞
zo=1+o(1)
1
N ln E˜
n
k
(
eN
−(m−1)∑
i1 ,i2 ,...,im
φ0(xi1 ,xi2 ,...,xim )
)
6
N,n→∞
zo=1+o(1)
lim sup
N,n→∞
zo=1+o(1)
(
Rm
φ0(ξ1, ξ2, . . . , ξm) dν
♯
N(ξ1) dν
♯
N (ξ2) · · · dν
♯
N(ξm)
+O
(
c20(n, k, zo)
N e
− nNN(N−1)η˜(1+o(1))
)
,
lim inf
N,n→∞
zo=1+o(1)
1
N ln E˜
n
k
(
eN
−(m−1)∑
i1 ,i2 ,...,im
φ0(xi1 ,xi2 ,...,xim )
)
>
N,n→∞
zo=1+o(1)
lim inf
N,n→∞
zo=1+o(1)
(
Rm
φ0(ξ1, ξ2, . . . , ξm) dν
♭
N(ξ1) dν
♭
N (ξ2) · · · dν♭N(ξm)
+O
(
c21(n, k, zo)
N e
− nNN(N−1)η˜(1+o(1))
)
.
Proceeding, mutatis mutandis, as in the proof of Lemma 3.5, that is, using tightness arguments for νrN , r∈{♯, ♭}, to
extract, via a Helly Selection Theorem, subsequences of weakly convergent (in the weak-∗ topology of measures)
probability measures (cf. the calculations of Lemma 3.5 leading to Equation (394), and the analogue of the dis-
cussion thereafter), one shows that, for n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk ,∞, via the unicity of the
corresponding equilibrium measure (cf. Lemma 3.3) µ f
V˜
∈M1(R), and the latter two asymptotic inequalities, in the
double-scaling limit N, n→∞ such that zo=1+o(1),
lim sup
N,n→∞
zo=1+o(1)
1
N ln E˜
n
k
(
eN
−(m−1)∑
i1 ,i2 ,...,im
φ0(xi1 ,xi2 ,...,xim )
)
6
N,n→∞
zo=1+o(1)
(
Rm
φ0(ξ1, ξ2, . . . , ξm) dµ
f
V˜
(ξ1) dµ
f
V˜
(ξ2) · · · dµ f
V˜
(ξm)+o(1),
lim inf
N,n→∞
zo=1+o(1)
1
N ln E˜
n
k
(
eN
−(m−1)∑
i1 ,i2 ,...,im
φ0(xi1 ,xi2 ,...,xim )
)
>
N,n→∞
zo=1+o(1)
(
Rm
φ0(ξ1, ξ2, . . . , ξm) dµ
f
V˜
(ξ1) dµ
f
V˜
(ξ2) · · · dµ f
V˜
(ξm)+o(1),
whence
lim
N,n→∞
zo=1+o(1)
1
N ln E˜
n
k
(
eN
−(m−1) ∑
i1 ,i2 ,...,im
φ0(xi1 ,xi2 ,...,xim )
)
=
N,n→∞
zo=1+o(1)
(
Rm
φ0(ξ1, ξ2, . . . , ξm) dµ
f
V˜
(ξ1) dµ
f
V˜
(ξ2) · · · dµ f
V˜
(ξm). (536)
Recalling that, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, φ0 : Rm→R, m∈N, is bounded and continuous,
it follows via the argument on p. 162 of [98] that f˜ (t) := ln E˜n
k
(exp(tN−(m−1) ∑i1,i2,...,im φ0(xi1 , xi2 , . . . .xim))) is a
convex function of the real variable t, that is, f˜ ′′(t)>0, where the prime denotes differentiation with respect to t; in
particular, since f˜ (0)= ln E˜n
k
(1)= ln 1=0, the convexity of f˜ implies that − f˜ (−1)6 f˜ ′(0)6 f˜ (1), whence, for m∈N,
− 1N ln E˜
n
k
(
e−N
−(m−1) ∑
i1 ,i2 ,...,im
φ0(xi1 ,xi2 ,...,xim )
)
6
1
Nm E˜
n
k
 ∑
i1,i2,...,im
φ0(xi1 , xi2 , . . . , xim)

6
1
N ln E˜
n
k
(
eN
−(m−1) ∑
i1 ,i2 ,...,im
φ0(xi1 ,xi2 ,...,xim )
)
;
hence, via the two estimates leading to Equation (536) and the latter estimate,
(
Rm
φ0(ξ1, ξ2, . . . , ξm) dµ
f
V˜
(ξ1) dµ
f
V˜
(ξ2) · · · dµ f
V˜
(ξm)+o(1) 6
N,n→∞
zo=1+o(1)
lim
N,n→∞
zo=1+o(1)
1
Nm E˜
n
k
 ∑
i1,i2,...,im
φ0(xi1 , xi2 , . . . , xim)

6
N,n→∞
zo=1+o(1)
(
Rm
φ0(ξ1, ξ2, . . . , ξm) dµ
f
V˜
(ξ1) dµ
f
V˜
(ξ2) · · · dµ f
V˜
(ξm)+o(1),
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that is, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞,
lim
N,n→∞
zo=1+o(1)
1
Nm E˜
n
k
 ∑
i1,i2,...,im
φ0(xi1 , xi2 , . . . , xim)
 =N,n→∞
zo=1+o(1)
(
Rm
φ0(ξ1, ξ2, . . . , ξm) dµ
f
V˜
(ξ1) dµ
f
V˜
(ξ2) · · · dµ f
V˜
(ξm), m∈N.
(537)
For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, write, via the linearity of E˜nk ,N−mE˜nk(
∑
i1,i2,...,im φ0(xi1 , xi2 , . . . ,
xim))=N−mE˜nk(
∑
i1,i2,···,im φ0(xi1 , xi2 , . . . , xim))+N−mE˜nk(
∑
i j=im
j,m
φ0(xi1 , xi2 , . . . , xim)), m∈N: an application of the Fun-
damental Counting Principle shows that the number of terms in the multi-dimensional sums
∑
i1 ,i2,...,im φ0(xi1 , xi2 , . . . ,
xim) and
∑
i1,i2,···,im φ0(xi1 , xi2 , . . . , xim) areNm (=O(Nm) asN→∞) andN(N−1) · · · (N−(m−1))=N!/(N−m)! (=O(Nm) asN→∞), respectively; hence, the number of terms in the multi-dimensional sum∑i j=im
j,m
φ0(xi1 , xi2 , . . . , xim)
is O(Nm−1) as N→∞, whence, via the boundedness and continuity of φ0 : Rm→R, m∈N,
lim
N,n→∞
zo=1+o(1)
1
Nm E˜
n
k
 ∑
i1 ,i2,...,im
φ0(xi1 , xi2 , . . . , xim)
 =N,n→∞
zo=1+o(1)
lim
N,n→∞
zo=1+o(1)
1
Nm E˜
n
k
 ∑
i1,i2,···,im
φ0(xi1 , xi2 , . . . , xim)
+O ( c22(n, k, zo)N
)
,
where c22(n, k, zo) =N,n→∞
zo=1+o(1)
O(1). Thus, via a symmetry argument (see, for example, Chapter 5 of [98]) and Equa-
tion (537), one arrives at, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞,
lim
N,n→∞
zo=1+o(1)
1
Nm E˜
n
k
 ∑
i1,i2,...,im
φ0(xi1 , xi2 , . . . , xim)
 =N,n→∞
zo=1+o(1)
lim
N,n→∞
zo=1+o(1)
1
Nm
(
Rm
φ0(ξ1, ξ2, . . . , ξm)R˜
n,k
m (ξ1, ξ2, . . . , ξm) dξ1 dξ2 · · · dξm
=
N,n→∞
zo=1+o(1)
(
Rm
φ0(ξ1, ξ2, . . . , ξm) dµ
f
V˜
(ξ1) dµ
f
V˜
(ξ2) · · · dµ f
V˜
(ξm), m∈N,
(538)
where
R˜n,km (x1, x2, . . . , xm) :=
N!
(N−m)!
(
RN−m
P˜nk(x1, x2, . . . , xm, ξm+1, . . . , ξN ) dξm+1 · · · dξN , m∈N, (539)
is the m-point correlation function (marginal density).128 Consider, now, for n ∈ N and k ∈ {1, 2, . . . ,K} such that
αps :=αk,∞, the one-point correlation function:
1
N R˜
n,k
1 (τ)=
(
RN−1
P˜nk(τ, ξ2, . . . , ξN ) dξ2 dξ3 · · · dξN ;
via this formula and Equation (527), a calculation shows that
1
N R˜
n,k
1 (τ)=
Z˜
n,♯
k
Z˜n
k
e−nV˜(τ)
(
RN−1
N∏
j=2
(τ−ξ j)2
 s−2∏
q=1
(τ−αpq)κnkk˜q (τ−αk)κnk−1

−2
P˜n,♯
k
(ξ2, ξ3, . . . , ξN ) dξ2 dξ2 · · · dξN ,
(540)
where Z˜n
k
is given by Equation (528), and P˜n,♯
k
(x2, x3, . . . , xN ) dx2 dx3 · · · dxN is the multi-dimensional probability
measure on RN−1 with density
P˜n,♯
k
(x2, x3, . . . , xN ) :=
1
Z˜
n,♯
k
e−n
∑N
m1=2
V˜(xm1 )
N∏
i, j=2
j<i
(x j−xi)2
 N∏
m=2
s−2∏
q=1
(xm−αpq)κnkk˜q (xm−αk)κnk−1

−2
, (541)
where
Z˜
n,♯
k
=
(
RN−1
e−n
∑N
m1=2
V˜(τm1 )
N∏
i, j=2
j<i
(τ j−τi)2
 N∏
m=2
s−2∏
q=1
(τm−αpq)κnkk˜q (τm−αk)κnk−1

−2
dτ2 dτ3 · · · dτN . (542)
128As a corollary, note that, for m= 1, Equation (538) reads: limN,n→∞
zo=1+o(1)
∫
R
φ0(τ)N−1R˜n,k1 (τ) dτ=N,n→∞
zo=1+o(1)
∫
R
φ0(τ) dµ
f
V˜
(τ), which implies that,
for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk ,∞, N−1R˜n,k1 (x) dx
∗→dµ f
V˜
(x) in the double-scaling limit N, n→∞ such that zo=1+o(1), that
is, N−1R˜n,k1 (x) dx converges weakly (in the weak-∗ topology of measures) to the corresponding equilibrium measure µ
f
V˜
.
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(Note that
'
RN−1 P˜
n,♯
k
(ξ2, ξ3, . . . , ξN ) dξ2 dξ3 · · · dξN =1.) From Equations (528) and (542), one shows that
Z˜n
k
Z˜
n,♯
k
= E˜n,♯
k

∫
R
e−nV˜(τ)
N∏
j=2
(τ−ξ j)2
 s−2∏
q=1
(τ−αpq)κnkk˜q (τ−αk)κnk−1

−2
dτ
 , (543)
where E˜n,♯
k
denotes the expectation with respect to the multi-dimensional probability measure P˜n,♯
k
(x2, x3, . . . , xN )
· dx2 dx3 · · · dxN .129 Via an application of Jensen’s Inequality to the argument of E˜n,♯k in Equation (543), one shows
that, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞,∫
R
e−nV˜(τ)
N∏
j=2
(τ−ξ j)2
 s−2∏
q=1
(τ−αpq)κnkk˜q (τ−αk)κnk−1

−2
dτ> z˜ exp
(
1
z˜
(
− nN (N−1)
∫
R
V˜(τ)e−
n
N V˜(τ) dτ
+
∫
R
N∑
j=2
2 ln(|τ−ξ j|)e− nN V˜(τ) dτ+
∫
R
 s−2∑
q=1
−2κnkk˜q ln|τ−αpq |−2(κnk−1) ln|τ−αk|
 e− nN V˜(τ) dτ

 , (544)
where
z˜= z˜(n, k, zo) :=
∫
R
e−
n
N V˜(τ) dτ.
Recalling from the proof of Lemma 3.1 that, for n ∈N and k ∈ {1, 2, . . . ,K} such that αps :=αk ,∞, in the double-
scaling limitN, n→∞ such that zo=1+o(1), via conditions (48)–(50) for regular V˜ : R\ {α1, α2, . . . , αK }→R, there
exists c˜∞= c˜∞(n, k, zo)>0 and O(1) such that, for x∈{|x|>TM f }, V˜(x)> (1+c˜∞) ln(1+x2), and, for q=1, . . . , s−2, s,
there exists c˜q = c˜q(n, k, zo) > 0 and O(1) such that, for x ∈ O 1
TM f
(αpq), V˜(x) > (1+ c˜q) ln(1+ (x−αpq)−2), and the
definition DM f := {|x|> TM f } ∪ ∪sq=1
q,s−1
clos(O 1
TM f
(αpq)), one arrives at, via the inequalities |y1−y2|2 6 (1+y21)(1+y22)
and ln|y1−y2|−1>− 12 ln(1+y21)(1+y22), y1, y2∈R, the formula
∑N
j=2 1=N−1, and standard algebraic and logarithmic
inequalities, the following estimates: (i)
z˜=

∫
(R\DMf )\J f
+
∫
J f
+
∫
{|τ|>TMf }
+
s∑
q=1
q,s−1
∫
O 1
TM f
(αpq )
 e− nN V˜(τ) dτ,
with ∫
(R\DMf )\J f
e−
n
N V˜(τ) dτ 6
N,n→∞
zo=1+o(1)
e−
n
N inf{V˜(τ); τ∈(R\DMf )\J f }meas((R \DM f ) \ J f )=: c23(n, k, zo),
∫
J f
e−
n
N V˜(τ) dτ 6
N,n→∞
zo=1+o(1)
e−
n
N inf{V˜(τ); τ∈J f }
N+1∑
j=1
|b˜ j−1−a˜ j|=: c24(n, k, zo),
∫
{|τ|>TMf }
e−
n
N V˜(τ) dτ 6
N,n→∞
zo=1+o(1)
2T
1−2 nN (1+c˜∞)
M f
2 nN (1+c˜∞)−1
=: c25(n, k, zo),
s∑
q=1
q,s−1
∫
O 1
TM f
(αpq )
e−
n
N V˜(τ) dτ 6
N,n→∞
zo=1+o(1)
s∑
q=1
q,s−1
2T
−(1+2 nN (1+c˜q))
M f
2 nN (1+c˜q)+1
=: c26(n, k, zo),
where 2 nN (1+c˜∞)>1, and cm(n, k, zo)=N,n→∞
zo=1+o(1)
O(1), m=23, 24, 25, 26,whence, gathering the above-derived bounds,
it follows that z˜=N,n→∞
zo=1+o(1)
O(1) (and ,0), which establishes the boundedness of z˜; (ii)
−1
z˜
n
N (N−1)
∫
R
V˜(τ)e−
n
N V˜(τ) dτ=−1
z˜
n
N (N−1)

∫
(R\DMf )\J f
+
∫
J f
+
∫
{|τ|>TMf }
+
s∑
q=1
q,s−1
∫
O 1
TM f
(αpq )
 V˜(τ)e− nN V˜(τ) dτ,
129 E˜n,♯
k
(F(x2 , x3 , . . . , xN )) :=
'
RN−1 F(ξ2 , ξ3, . . . , ξN )P˜
n,♯
k
(ξ2 , ξ3, . . . , ξN ) dξ2 dξ3 · · · dξN .
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with
−1
z˜
n
N (N−1)
∫
(R\DMf )\J f
V˜(τ)e−
n
N V˜(τ) dτ >
N,n→∞
zo=1+o(1)
− nN (N−1)
sup{V˜(x); x∈ (R \DM f ) \ J f }
z˜
× e− nN sup{V˜(x); x∈(R\DMf )\J f }meas((R \DM f ) \ J f )
=: − nN (N−1)c27(n, k, zo),
−1
z˜
n
N (N−1)
∫
J f
V˜(τ)e−
n
N V˜(τ) dτ >
N,n→∞
zo=1+o(1)
− nN (N−1)
sup{V˜(x); x∈ J f }
z˜
e−
n
N sup{V˜(x); x∈J f }
N+1∑
j=1
|b˜ j−1−a˜ j|
=: − nN (N−1)c28(n, k, zo),
−1
z˜
n
N (N−1)
∫
{|τ|>TMf }
V˜(τ)e−
n
N V˜(τ) dτ >
N,n→∞
zo=1+o(1)
− nN (N−1)
(1+c˜∞)
z˜
(π−2 tan−1(TM f ))=:−
n
N (N−1)c29(n, k, zo),
−1
z˜
n
N (N−1)
s∑
q=1
q,s−1
∫
O 1
TM f
(αpq )
V˜(τ)e−
n
N V˜(τ) dτ >
N,n→∞
zo=1+o(1)
− nN (N−1)
2z˜ Nn
s∑
q=1
q,s−1
ln
(
T
2 nN (1+c˜q)
M f
)
T
1+2 nN (1+c˜q)
M f

=: − nN (N−1)c30(n, k, zo),
where cm(n, k, zo) =N,n→∞
zo=1+o(1)
O(1), m = 27, 28, 29, 30, whence, gathering the above-derived bounds, it follows that
−z˜−1 nN (N−1)
∫
R
V˜(τ)e−
n
N V˜(τ) dτ>N,n→∞
zo=1+o(1)
− nN (N−1)c31(n, k, zo), where c31(n, k, zo)=N,n→∞
zo=1+o(1)
O(1); (iii)
1
z˜
∫
R
N∑
j=2
2 ln(|τ−ξ j|)e− nN V˜(τ) dτ= 1
z˜

∫
(R\DMf )\J f
+
∫
J f
+
∫
{|τ|>TMf }
+
s∑
q=1
q,s−1
∫
O 1
TM f
(αpq )

N∑
j=2
2 ln(|τ−ξ j|)e− nN V˜(τ) dτ,
with (using that
∑N
j=2 ln(ξ
2
j
+1)> c♮∗(n, k, zo)(N−1), where c♮∗(n, k, zo)=N,n→∞
zo=1+o(1)
O(1))
1
z˜
∫
(R\DMf )\J f
N∑
j=2
2 ln(|τ−ξ j|)e− nN V˜(τ) dτ >
N,n→∞
zo=1+o(1)
− nN (N−1)
(
c
♮
∗(n, k, zo)+inf{ln(1+x2); x∈ (R \DM f ) \ J f }
)
× 1
z˜
N
n
e−
n
N sup{V˜(x); x∈(R\DMf )\J f }meas((R \DM f ) \ J f )=:−
n
N (N−1)c32(n, k, zo),
1
z˜
∫
J f
N∑
j=2
2 ln(|τ−ξ j|)e− nN V˜(τ) dτ >
N,n→∞
zo=1+o(1)
− nN (N−1)
(
c
♮
∗(n, k, zo)+inf{ln(1+x2); x∈ J f }
)
× 1
z˜
N
n
e−
n
N sup{V˜(x); x∈J f }
N+1∑
j=1
|b˜ j−1−a˜ j|=:− nN (N−1)c33(n, k, zo),
1
z˜
∫
{|τ|>TMf }
N∑
j=2
2 ln(|τ−ξ j|)e− nN V˜(τ) dτ >
N,n→∞
zo=1+o(1)
− nN (N−1)
(
c
♮
∗(n, k, zo)+
N
n
1
c˜∞
)
1
z˜
N
n
(π−2 tan−1(TM f ))
=: − nN (N−1)c34(n, k, zo),
1
z˜
s∑
q=1
q,s−1
∫
O 1
TM f
(αpq )
N∑
j=2
2 ln(|τ−ξ j|)e− nN V˜(τ) dτ >
N,n→∞
zo=1+o(1)
− nN (N−1)
c♮∗(n, k, zo)
s∑
q=1
q,s−1
2T
−(1+2 nN (1+c˜q))
M f
2 nN (1+c˜q)+1
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+2
s∑
q=1
q,s−1
ln
(
(αpq−T−1M f )2+1
)
(
2 nN (1+c˜q)+1
)
T
1+2 nN (1+c˜q)
M f
 1z˜ Nn =:− nN (N−1)c35(n, k, zo),
where cm(n, k, zo) =N,n→∞
zo=1+o(1)
O(1), m = 32, 33, 34, 35, whence, gathering the above-derived bounds, it follows that
z˜−1
∫
R
∑N
j=2 2 ln(|τ−ξ j|)e−
n
N V˜(τ) dτ>N,n→∞
zo=1+o(1)
− nN (N−1)c36(n, k, zo), where c36(n, k, zo)=N,n→∞
zo=1+o(1)
O(1); and (iv)
1
z˜
∫
R
 s−2∑
q=1
−2κnkk˜q ln|τ−αpq |−2(κnk−1) ln|τ−αk|
 e− nN V˜(τ) dτ = 1z˜

∫
(R\DMf )\J f
+
∫
J f
+
∫
{|τ|>TMf }
+
s∑
q=1
q,s−1
∫
O 1
TM f
(αpq )

·
 s−2∑
q=1
−2κnkk˜q ln|τ−αpq |−2(κnk−1) ln|τ−αk|
 e− nN V˜(τ) dτ,
with
1
z˜
∫
(R\DMf )\J f
 s−2∑
q=1
−2κnkk˜q ln|τ−αpq |−2(κnk−1) ln|τ−αk |
 e− nN V˜(τ) dτ >
N,n→∞
zo=1+o(1)
− nN (N−1)
×
 s−2∑
q=1
2κnkk˜q
n
inf{ln|x−αpq |; x∈ (R \DM f ) \ J f }+2
(
κnk−1
n
)
inf{ln|x−αk |; x∈ (R \DM f ) \ J f }

× 1
z˜
e−
n
N sup{V˜(x); x∈(R\DMf )\J f }meas((R \DM f ) \ J f )=:−
n
N (N−1)c37(n, k, zo),
1
z˜
∫
J f
 s−2∑
q=1
−2κnkk˜q ln|τ−αpq |−2(κnk−1) ln|τ−αk|
 e− nN V˜(τ) dτ >
N,n→∞
zo=1+o(1)
− nN (N−1)
×
 s−2∑
q=1
2κnkk˜q
n
inf{ln|x−αk|; x∈ J f }+2
(
κnk−1
n
)
inf{ln|x−αk|; x∈ J f }

× 1
z˜
e−
n
N sup{V˜(x); x∈J f }
N+1∑
j=1
|b˜ j−1−a˜ j|=:− nN (N−1)c38(n, k, zo),
1
z˜
∫
{|τ|>TMf }
 s−2∑
q=1
−2κnkk˜q ln|τ−αpq |−2(κnk−1) ln|τ−αk|
 e− nN V˜(τ) dτ >
N,n→∞
zo=1+o(1)
− nN (N−1)
×
 s−2∑
q=1
2κnkk˜q
n
ln|T 2M f −α2pq |+2
(
κnk−1
n
)
ln|T 2M f −α2k |
 1z˜
(
1
2
√
π
2c˜∞
−TM f
)
=:− nN (N−1)c39(n, k, zo),
1
z˜
s∑
q=1
q,s−1
∫
O 1
TM f
(αpq )
 s−2∑
q=1
−2κnkk˜q ln|τ−αpq |−2(κnk−1) ln|τ−αk |
 e− nN V˜(τ) dτ >
N,n→∞
zo=1+o(1)
− nN (N−1)
×
 2T
−(1+2 nN (1+c˜s))
M f
z˜(2 nN (1+c˜s)+1)
ln
(((αk−T−1M f )2+1)(α2k+1)) κnk−1n s−2∏
q′=1
(
((αk−T−1M f )2+1)(α2pq′+1)
) κnkk˜q′
n

+
s−2∑
q=1
2T
−(1+2 nN (1+c˜q))
M f
z˜(2 nN (1+c˜q)+1)
ln
(((αpq−T−1M f )2+1)(α2k+1)) κnk−1n (((αpq−T−1M f )2+1)(α2pq+1)) κnkk˜qn
×
s−2∏
q′=1
q′,q
(
((αpq′ −T−1M f )2+1)(α2pq′+1)
) κnkk˜q′
n

=:−
n
N (N−1)c40(n, k, zo),
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where cm(n, k, zo) =N,n→∞
zo=1+o(1)
O(1), m = 37, 38, 39, 40, whence, gathering the above-derived bounds, it follows that
z˜−1
∫
R
(
∑s−2
q=1 −2κnkk˜q ln|τ−αpq |−2(κnk−1) ln|τ−αk|)e−
n
N V˜(τ) dτ>N,n→∞
zo=1+o(1)
− nN (N−1)c41(n, k, zo), where c41(n, k, zo)=N,n→∞
zo=1+o(1)
O(1). Assembling all of the above-derived estimates, one concludes, via Equation (544), that, for n ∈ N and k ∈
{1, 2, . . . ,K} such that αps :=αk,∞,∫
R
e−nV˜(τ)
N∏
j=2
(τ−ξ j)2
 s−2∏
q=1
(τ−αpq)κnkk˜q (τ−αk)κnk−1

−2
dτ >
N,n→∞
zo=1+o(1)
z˜e−
n
N (N−1)c42(n,k,zo),
where c42(n, k, zo)=N,n→∞
zo=1+o(1)
O(1); hence, via Equation (543) and the fact that E˜n,♯
k
(1)=1, one arrives at
Z˜n
k
Z˜
n,♯
k
>
N,n→∞
zo=1+o(1)
z˜e−
n
N (N−1)c42(n,k,zo),
or, equivalently,
Z˜
n,♯
k
Z˜n
k
6
N,n→∞
zo=1+o(1)
1
z˜
e
n
N (N−1)c42(n,k,zo). (545)
Via Equations (540) and (545), it follows that
1
N R˜
n,k
1 (τ) 6
N,n→∞
zo=1+o(1)
e−
n
N (N−1)V˜(τ)e
n
N (N−1)c42(n,k,zo)
z˜
(
RN−1
N∏
j=2
(τ−ξ j)2
 s−2∏
q=1
(τ−αpq)κnkk˜q (τ−αk)κnk−1

−2
× P˜n,♯
k
(ξ2, ξ3, . . . , ξN ) dξ2 dξ2 · · · dξN .
Via the formula
∑N
j=2 1= (N−1), the decomposition
∑s−2
q=1 κnkk˜q+κ
∞
nkk˜s−1
+κnk = (n−1)K+k=N , and the inequality
|y1−y2|26 (1+y21)(1+y22), y1, y2∈R, a calculation shows that
N∏
j=2
(τ−ξ j)2
 s−2∏
q=1
(τ−αpq)κnkk˜q (τ−αk)κnk−1

−2
6 (1+α2k)
κnk−1
s−2∏
q=1
(1+α2pq)
κnkk˜q (1+τ2)
κ∞
nkk˜s−1
+1
(1+(τ−αk)−2)κnk−1
×
s−2∏
q=1
(1+(τ−αpq)−2)κnkk˜q
N∏
j=2
(1+ξ j)
2(1+(ξ j−αk)−2)
κnk−1
N−1
×
s−2∏
q=1
(1+(ξ j−αpq)−2)
κ
nkk˜q
N−1 ,
whence, via the identity yy21 =exp(y2 ln y1), one arrives at, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞,
1
N R˜
n,k
1 (τ) 6
N,n→∞
zo=1+o(1)
e−
n
N (N−1)V˜(τ)e
n
N (N−1)c43(n,k,zo)(1+τ2)
κ∞
nkk˜s−1
+1
(1+(τ−αk)−2)κnk−1
s−2∏
q=1
(1+(τ−αpq)−2)κnkk˜q
×
(
RN−1
N∏
j=2
(1+ξ j)
2(1+(ξ j−αk)−2)
κnk−1
N−1
s−2∏
q=1
(1+(ξ j−αpq)−2)
κ
nkk˜q
N−1 P˜n,♯
k
(ξ2, ξ3, . . . , ξN )
× dξ2 dξ2 · · · dξN , (546)
where c43(n, k, zo) =N,n→∞
zo=1+o(1)
O(1). For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk ,∞, let S˜nk denote the linear
operator S˜n
k
: V˜→ V˜+ υ˜0, where υ˜0 ∈R: a calculation shows that (cf. Equation (540)) S˜nk : V˜→ V˜+ υ˜0, N−1R˜n,k1 7→
S˜n
k
N−1R˜n,k1 =N−1R˜n,k1 , that is, N−1R˜n,k1 is invariant under the action of S˜nk . In analogy with Equation (390), define,
for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞,
K
V˜ , f
N−1(x2, x3, . . . , xN ) :=
N∑
i, j=2
i, j
K f
V˜
(xi, x j),
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where the symmetric functionK f
V˜
(ξ, τ) is defined by Equation (348): via the latter definition, and Equations (348)
and (351), a calculation shows that
K
V˜ , f
N−1(x2, x3, . . . , xN ) =
N∑
i, j=2
i, j
κ∞nkk˜s−1+1n
 ln ( 1|xi−x j|
)
+
(
κnk−1
n
)
ln
( |xi−αk||x j−αk |
|xi−x j|
)
+
s−2∑
q=1
κnkk˜q
n
ln
( |xi−αpq ||x j−αpq |
|xi−x j|
)+(N−2) N∑
j=2
V˜(x j)
> (N−2)
N∑
j=2
ψˆ
f
V˜
(x j)> (N−2)
N∑
j=2
V˜(x j)−κ∞nkk˜s−1+1n
 ln(1+x2j)
−
(
κnk−1
n
)
ln(1+(x j−αk)−2)−
s−2∑
q=1
κnkk˜q
n
ln(1+(x j−αpq)−2)
 , (547)
whence, via the invariance ofN−1R˜n,k1 under the action of S˜nk , that is,
V˜(x j)> (1+c˜∞) ln(1+x2j)+(1+c˜s) ln(1+(x j−αk)−2)+
s−2∑
q=1
(1+c˜q) ln(1+(x j−αpq)−2), j=2, 3, . . . ,N ,
one arrives at
K
V˜ , f
N−1(x2, x3, . . . , xN ) > (N−2)
N∑
j=2
1+c˜∞−κ∞nkk˜s−1+1n
 ln(1+x2j)+(1+c˜s−(κnk−1n
))
ln(1+(x j−αk)−2)
+
s−2∑
q=1
(
1+c˜q−
κnkk˜q
n
)
ln(1+(x j−αpq )−2)
 ;
thus, for any cm(n, k, zo)>N,n→∞
zo=1+o(1)
0 and O(1), m=44, 45, 46, such that∑Nj=2 ln(1+x2j)> (N−1)c44(n, k, zo),∑Nj=2 ln(1+
(x j−αk)−2)> (N−1)c45(n, k, zo), and ∑Nj=2∑s−2q=1 ln(1+(x j−αpq)−2)> (N−1)c46(n, k, zo), it follows that
K
V˜ , f
N−1(x2, x3, . . . , xN )> (N−1)(N−2)c47(n, k, zo), (548)
where c47(n, k, zo) (:=min{(1+ c˜∞−(κ∞
nkk˜s−1
+1)/n)c44(n, k, zo), (1+ c˜s−(κnk−1)/n)c45(n, k, zo),minq=1,2,...,s−2{(1+ c˜q−
κnkk˜q/n)c46(n, k, zo)}) =N,n→∞
zo=1+o(1)
O(1) and >0. Via Equations (542) and (547), one mimics the above analysis (leading
to the Estimate (534)) to show that, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞,
N
n
1
(N−1)(N−2) ln(Z˜
n,♯
k
) >
N,n→∞
zo=1+o(1)
−
(
E
f
V˜
+ε˜
) (
1+O
(
c48(n, k, zo, ε˜)
n
))
as ε˜↓0, (549)
where c48(n, k, zo, ε˜) =N,n→∞
zo=1+o(1)
O(1) as ε˜ ↓ 0. For n ∈N and k ∈ {1, 2, . . . ,K} such that αps := αk ,∞, in the double-
scaling limitN, n→∞ such that zo=1+o(1), let A˜♯N−1 := {(x2, x3, . . . , xN)∈RN−1; ((N−1)(N−2))−1K
V˜ , f
N−1(x2, x3, . . . ,
xN )6 c47(n, k, zo)} (⊂ RN−1): via this definition, adjusting all O(1) parameters, if necessary, so that c49(n, k, zo) :=
c47(n, k, zo)− (E f
V˜
+ ε˜) >N,n→∞
zo=1+o(1)
0 (and O(1)), and Equations (547)—(549), one shows, by mimicking the above
calculations (leading to the Estimate (535)), that, analogously,
Prob (RN−1 \ A˜♯N−1) 6
N,n→∞
zo=1+o(1)
e−
n
N (N−1)(N−2)c49(n,k,zo)

∫
R
 e
− nN V˜(ξ)∏s
q=1
q,s−1
|ξ−αpq |γ˜q(1+O(n−1))

2
dξ

N−1
︸                                             ︷︷                                             ︸
=: c50(n,k,zo)
⇒
Prob (RN−1 \ A˜♯N−1) 6
N,n→∞
zo=1+o(1)
c50(n, k, zo)e
− nN (N−1)(N−2)c49(n,k,zo), (550)
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where c50(n, k, zo)=N,n→∞
zo=1+o(1)
O(1). For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, let c51(n, k, zo) := c44(n, k, zo)+
(N−1)−1(κnk−1)c45(n, k, zo)+(N−1)−1c46(n, k, zo) min
q=1,2,...,s−2
{κnkk˜q }, with c51(n, k, zo)=N,n→∞
zo=1+o(1)
O(1) and >0, and define
the following (N−1)-dimensional subsets of RN−1:
S
n,♯
k,1 :=
(x2, x3, . . . , xN)∈RN−1;
N∏
j=2
(1+x2j)(1+(x j−αk)−2)
κnk−1
N−1
s−2∏
q=1
(1+(x j−αpq)−2)
κ
nkk˜q
N−1 >
N,n→∞
zo=1+o(1)
e(N−1)c51(n,k,zo)
 ,
S
n,♯
k,2 :=
(x2, x3, . . . , xN)∈RN−1;
N∏
j=2
(1+x2j)(1+(x j−αk)−2)
κnk−1
N−1
s−2∏
q=1
(1+(x j−αpq)−2)
κ
nkk˜q
N−1 6
N,n→∞
zo=1+o(1)
e(N−1)c51(n,k,zo)
 .
(Note that Sn,♯
k,1 and S
n,♯
k,2 may have a non-empty intersection.) Using the fact that χSn,♯
k,1∪S
n,♯
k,2
(~x) = χ
S
n,♯
k,1
(~x)+χ
S
n,♯
k,2
(~x)−
χ
S
n,♯
k,1∩S
n,♯
k,2
(~x),130 and meas(Sn,♯
k,1 ∪ Sn,♯k,2)6meas(Sn,♯k,1)+meas(Sn,♯k,2)−meas(Sn,♯k,1 ∩ Sn,♯k,2),131 one estimates, via the linearity
of E˜n,♯
k
and the analogue of the calculation leading to Equation (550), the (N−1)-dimensional multiple integral
appearing in Equation (546) as follows:
(
RN−1
N∏
j=2
(1+ξ j)
2(1+(ξ j−αk)−2)
κnk−1
N−1
s−2∏
q=1
(1+(ξ j−αpq)−2)
κ
nkk˜q
N−1 P˜n,♯
k
(ξ2, ξ3, . . . , ξN ) dξ2 dξ2 · · · dξN
6
N,n→∞
zo=1+o(1)
E˜n,♯
k
χSn,♯
k,1
(~x)
N∏
j=2
(1+x j)
2(1+(x j−αk)−2)
κnk−1
N−1
s−2∏
q=1
(1+(x j−αpq)−2)
κ
nkk˜q
N−1
︸                                                                                     ︷︷                                                                                     ︸
6 N,n→∞
zo=1+o(1)
c52(n,k,zo) exp(− nN (N−1)(N−2)c53(n,k,zo))
+ E˜n,♯
k
χSn,♯
k,2
(~x)
N∏
j=2
(1+x j)
2(1+(x j−αk)−2)
κnk−1
N−1
s−2∏
q=1
(1+(x j−αpq)−2)
κ
nkk˜q
N−1
 6
N,n→∞
zo=1+o(1)
c52(n, k, zo)e
− nN (N−1)(N−2)c53(n,k,zo)
+
(
S
n,♯
k,2
N∏
j=2
(1+ξ j)
2(1+(ξ j−αk)−2)
κnk−1
N−1
s−2∏
q=1
(1+(ξ j−αpq)−2)
κ
nkk˜q
N−1
︸                                                                  ︷︷                                                                  ︸
6 N,n→∞
zo=1+o(1)
exp((N−1)c51(n,k,zo))
P˜n,♯
k
(ξ2, ξ3, . . . , ξN ) dξ2 dξ2 · · · dξN
6
N,n→∞
zo=1+o(1)
c52(n, k, zo)e
− nN (N−1)(N−2)c53(n,k,zo)+e(N−1)c51(n,k,zo)
(
RN−1
P˜n,♯
k
(ξ2, ξ3, . . . , ξN ) dξ2 dξ2 · · · dξN
︸                                                   ︷︷                                                   ︸
=1
6
N,n→∞
zo=1+o(1)
e
n
N (N−1)c54(n,k,zo)
(
1+O
(
c55(n, k, zo)e
− nN (N−1)(N−2)c53(n,k,zo)
))
,
where cm(n, k, zo)=N,n→∞
zo=1+o(1)
O(1), m= 52, 53, 54, 55; in particular, c53(n, k, zo), c54(n, k, zo)> 0: via this latter estimate
and Equation (546), one arrives at, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞,
1
N R˜
n,k
1 (τ) 6
N,n→∞
zo=1+o(1)
e−
n
N (N−1)V˜(τ)e
n
N (N−1)c56(n,k,zo)(1+τ2)
κ∞
nkk˜s−1
+1
(1+(τ−αk)−2)κnk−1
s−2∏
q=1
(1+(τ−αpq)−2)κnkk˜q
×
(
1+O
(
c55(n, k, zo)e
− nN (N−1)(N−2)c53(n,k,zo)
))
, (551)
where c56(n, k, zo)=N,n→∞
zo=1+o(1)
O(1).
For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk , ∞, choose, for the time being (see the refinements
below), M˜0 = M˜0(n, k, zo) ≫N,n→∞
zo=1+o(1)
K(1+maxq=1,...,s−2,s{|αpq |}+3(mini, j∈{1,...,s−2,s}{|αpi −αp j |})−1) (≫ 1) such that
O 1
M˜0
(αpi ) ∩ O 1
M˜0
(αp j )=∅ ∀ i, j∈{1, . . . , s−2, s}, and D˜(M˜0) := [−M˜0, M˜0] \ ∪sq=1
q,s−1
O 1
M˜0
(αpq) ⊇ J f .132 Set D˜c(M˜0) :=
130If Sn,♯
k,1 ∩ S
n,♯
k,2=∅, then, since χ∅(·)=0, χSn,♯
k,1∪S
n,♯
k,2
(~x)=χ
S
n,♯
k,1
(~x)+χ
S
n,♯
k,2
(~x).
131See, for example, [404], p. 283, Exercise #74.
132Incidentally, with this choice of M˜0 , it also follows that [−M˜0 , αp1 − M˜−10 ] ∩ [αpi + M˜−10 , αpi+1 − M˜−10 ] =∅, i = 1, 2, . . . , s−3, [−M˜0 , αp1 −
M˜−10 ] ∩ [αps−2 +M˜−10 , αk−M˜−10 ]=∅, [−M˜0 , αp1 −M˜−10 ] ∩ [αk+M˜−10 , M˜0]=∅, [αk+M˜−10 , M˜0] ∩ [αps−2 +M˜−10 , αk−M˜−10 ]=∅, [αk+M˜−10 , M˜0] ∩
[αp j+M˜
−1
0 , αp j+1−M˜−10 ]=∅, j=1, 2, . . . , s−3, and [αpi+M˜−10 , αpi+1−M˜−10 ] ∩ [αp j+M˜−10 , αp j+1−M˜−10 ]=∅ ∀ i, j∈{1, 2, . . . , s−3}.
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R \ D˜(M˜0) = A(M˜0) ∪ ∪sq=1
q,s−1
Bq(M˜0) (the complement of D˜(M˜0) relative to R), where A(M˜0) := {x ∈ R; |x| > M˜0},
and Bq(M˜0) := {x ∈ R; |x−αpq | < M˜−10 }, q = 1, . . . , s−2, s.133 Denote the N-fold Cartesian product of D˜(M˜0) by
D˜N (M˜0)= D˜(M˜0) × D˜(M˜0) × · · · × D˜(M˜0) (⊂ RN ), and let D˜cN (M˜0) :=RN \ D˜N (M˜0) (the complement of D˜N (M˜0)
relative to RN ). A calculation shows that χD˜c(M˜0)(·)=χA(M˜0)(·)+
∑s
q=1
q,s−1
χBq(M˜0)(·). For ~x := (x1, x2, . . . , xN )∈D˜cN (M˜0),
it follows that ∃ j∈{1, 2, . . . ,N} such that |x j|> M˜0 or |x j−αpq |< M˜−10 , q=1, . . . , s−2, s; hence, via the analogue of
the argument on p. 170 of [98], and Equation (539),
Prob(D˜cN (M˜0)) 6
(
RN
N∑
j=1
χD˜c(M˜0)(ξ j) P˜nk(ξ1, ξ2, . . . , ξN ) dξ1 dξ2 · · · dξN
6
(
RN
N∑
j=1
χA(M˜0)(ξ j)+
s∑
q=1
q,s−1
χBq(M˜0)(ξ j)
 P˜nk(ξ1, ξ2, . . . , ξN ) dξ1 dξ2 · · · dξN
6
∫
R
N∑
j=1
χA(M˜0)(ξ j)
1
N R˜
n,k
1 (ξ j) dξ j+
∫
R
N∑
j=1
s∑
q=1
q,s−1
χBq(M˜0)(ξ j)
1
N R˜
n,k
1 (ξ j) dξ j ⇒
Prob(D˜cN (M˜0)) 6
∫
{|τ|>M˜0}
R˜
n,k
1 (τ) dτ+
s∑
q=1
q,s−1
∫
{|τ−αpq |<M˜−10 }
R˜
n,k
1 (τ) dτ. (552)
Via Equation (551), one shows, by mimicking the analogue of the calculations leading to the Estimate (545), that,
for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, after an integration argument,
∫
{|τ|>M˜0}
R˜
n,k
1 (τ) dτ 6
N,n→∞
zo=1+o(1)
2e
n
N (N−1)c57(n,k,zo)M˜
−n(2(1+c˜∞−γi(s−1)ks−1 )+O(n
−1))
0 (1+o(1))
n(2(1+c˜∞−γi(s−1)ks−1 )+O(n−1))
,
s∑
q=1
q,s−1
∫
{|τ−αpq |<M˜−10 }
R˜
n,k
1 (τ) dτ 6
N,n→∞
zo=1+o(1)
s∑
q=1
q,s−1
c58(n, k, zo, q)e
n
N (N−1)c59(n,k,zo,q)M˜
−n(2(1+c˜q−γi(q)kq )+O(n
−1))
0 (1+o(1))
n(2(1+c˜q−γi(q)kq )+O(n−1))
,
where c57(n, k, zo) =N,n→∞
zo=1+o(1)
O(1), 1+ c˜∞ > γi(s−1)ks−1 , cm(n, k, zo, q) =N,n→∞
zo=1+o(1)
O(1), m = 58, 59, and 1+ c˜q > γi(q)kq ,
q=1, . . . , s−2, s: taking, if necessary, M˜0 even larger so that
M˜0≫ M˜♯0 :=max
e
2c57(n,k,zo )+1
2(1+c˜∞−γi(s−1)ks−1
)
,
e 2c59(n,k,zo ,q)+12(1+c˜q−γi(q)kq ) sq=1
q,s−1
,K
1+ max
q=1,...,s−2,s
{|αq|}+3
(
min
i, j∈{1,...,s−2,s}
{|αpi−αp j |}
)−1
 ,
one shows, via the latter two estimates and Equation (552), that, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,
∞,
Prob(D˜cN (M˜0)) 6
N,n→∞
zo=1+o(1)
c60(n, k, zo)
n
e−
n
N (N−1)e−
n
N (N−1)c61(n,k,zo)(1+o(1)), (553)
where c60(n, k, zo) =N,n→∞
zo=1+o(1)
O(1), and c61(n, k, zo) (:= min{c57(n, k, zo),minq=1,...,s−2,s{c59(n, k, zo, q)}}) =N,n→∞
zo=1+o(1)
O(1).
For n∈N and k∈ {1, 2, . . . ,K} such that αps :=αk ,∞, one shows, via the decomposition
∑s−2
q=1 κnkk˜q+κ
∞
nkk˜s−1
+κnk =
(n−1)K+k=N , Lemma 2.2, and Equations (527) and (528), that (temporarily changing z to λ)
πnk(λ)= E˜nk
(
λ
κ∞
nkk˜s−1 P˜(x1, x2, . . . , xN ; λ)
)
, (554)
where
P˜(x1, x2, . . . , xN ; λ)= P˜0(x1, x2, . . . , xN ; λ)P˜1(x1, x2, . . . , xN ; λ), (555)
133Note that A(M˜0) ∩ Bq(M˜0) =∅, q = 1, . . . , s−2, s, and Bi(M˜0) ∩ B j(M˜0) =∅ ∀ i , j ∈ {1, . . . , s−2, s}; hence, A(M˜0) ∩ (∪sq=1
q,s−1
Bq(M˜0)) =
∪s
q=1
q,s−1
(A(M˜0) ∩ Bq(M˜0))=∪sq=1
q,s−1
∅=∅.
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with
P˜0(x1, x2, . . . , xN ; λ) :=
N∏
j=1
(
1− x j
λ
) κ∞nkk˜s−1 +1
N
 1x j−αk
λ
− 1
1− αk
λ

κnk−1
N ( x j−αk
λ
) κnk−1
N
(
1−αk
λ
)− 1N
×
s−2∏
q=1
 1x j−αpq
λ
− 1
1− αpq
λ

κ
nkk˜q
N ( x j−αpq
λ
) κnkk˜qN
(αk−αpq)
κ
nkk˜q
N ,
and
P˜1(x1, x2, . . . , xN ; λ) :=
 N∏
j=1
(αk−x j)
κ∞
nkk˜s−1
+1
N (αk−x j)
κnk−1
N
s−2∏
q=1
(αk−x j)
κ
nkk˜q
N

−1
.
Via the inequality |y1−y2|26 (1+y21)(1+y22), y1, y2∈R, a calculation shows that
|P˜0(x1, x2, . . . , xN ; λ)|2 6 2κ
∞
nkk˜s−1
+2
(1+α2k)
∑s−2
q=1 κnkk˜q
(
1+
∣∣∣∣∣αkλ
∣∣∣∣∣2)κnk−1 (1+∣∣∣∣∣1−αkλ
∣∣∣∣∣−2)κnk
×
s−2∏
q=1
(1+α2pq)
κnkk˜q
(
1+
∣∣∣∣∣αpqλ
∣∣∣∣∣2)κnkk˜q (1+∣∣∣∣∣1−αpqλ
∣∣∣∣∣−2)κnkk˜q
×
N∏
j=1
(
1+
∣∣∣∣∣ x jλ
∣∣∣∣∣2) (1+∣∣∣∣∣ x j−αkλ
∣∣∣∣∣−2)
κnk−1
N s−2∏
q=1
(
1+
∣∣∣∣∣ x j−αpqλ
∣∣∣∣∣−2)
κ
nkk˜q
N
.
Now, choose λ real and large enough, that is, |λ| (> M˜0 (≫ M˜♯0)) ≫ 1, so that |αpq/λ| 6 ∆˜(q), q = 1, . . . , s−
2, s, where ∆˜(q) := |αpq |(K(1+maxm=1,...,s−2,s{|αpm |}+3(mini, j∈{1,...,s−2,s}{|αpi −αp j |})−1))−1 (∈ (0, 1/2)),134 and |(x j−
αpq)/λ| > d˜(q), j = 1, 2, . . . ,N , q = 1, . . . , s− 2, s, where d˜(q) := 4(1− ∆˜(q))((M˜0 + 1)(2(M˜0 + 1)+ 3(s− 1)(1+
maxm=1,...,s−2,s{|αpm |})(min j=1,...,s−2,s{∆˜( j)})−1))−1.135 With this choice of λ,136 a calculation shows that, for n∈N and
k∈{1, 2, . . . ,K} such that αps :=αk,∞,
|P˜0(x1, x2, . . . , xN ; λ)|2 6
N,n→∞
zo=1+o(1)
c62(n, k, zo)e
n
N (N−1)c63(n,k,zo)
(
1+(d˜(s))−2
1+(M˜0d˜(s))−2
)κnk−1
︸                    ︷︷                    ︸
6 N,n→∞
zo=1+o(1)
c64(n,k,zo)e
n
N (N−1)c65(n,k,zo )
s−2∏
q=1
(
1+(d˜(q))−2
1+(M˜0d˜(q))−2
)κnkk˜q
︸                         ︷︷                         ︸
6 N,n→∞
zo=1+o(1)
c66(n,k,zo)e
n
N (N−1)c67(n,k,zo )
×
N∏
j=1
(1+x2j)(1+(x j−αk)−2)
κnk−1
N
s−2∏
q=1
(1+(x j−αpq)−2)
κ
nkk˜q
N ,
where cm(n, k, zo)=N,n→∞
zo=1+o(1)
O(1), m=62, 63, 64, 65, 66, 67, 137 whence
|P˜0(x1, x2, . . . , xN ; λ)|2 6
N,n→∞
zo=1+o(1)
c68(n, k, zo)e
n
N (N−1)c69(n,k,zo)
N∏
j=1
(1+x2j)(1+(x j−αk)−2)
κnk−1
N
s−2∏
q=1
(1+(x j−αpq)−2)
κ
nkk˜q
N , (556)
where cm(n, k, zo)=N,n→∞
zo=1+o(1)
O(1), m=68, 69, and
|P˜1(x1, x2, . . . , xN ; λ)|2 6
N,n→∞
zo=1+o(1)
c70(n, k, zo)e
n
N (N−1)c71(n,k,zo), (557)
134A more precise analysis shows, in fact, that (0, 1/3)∋ ∆˜(q), q=1, . . . , s−2, s; however, the open interval (0, 1/2) is sufficient for the purposes
of this proof.
135Upon writing |x j−αpq |= |λ(
x j−αpq
λ )|, j=1, 2, . . . ,N , q=1, . . . , s−2, s, one shows that |x j−αpq |>4(1−∆˜(q))(M˜0+1)−1>2(M˜0+1)−1> (M˜0+1)−1,
which will be important for the analysis below.
136Take, say, |λ|>2(M˜0+1)+3(s−1)(1+maxq=1,...,s−2,s{|αpq |})(minq=1,...,s−2,s{∆˜(q)})−1).
137It is instructive to note that c63(n, k, zo)= ln(2)γi(s−1)ks−1 +γk ln((1+(∆˜(s))
2)(1+(1−∆˜(s))−2))+∑s−2q=1 γi(q)kq ln((1+α2k )(1+α2pq )(1+(∆˜(q))2)(1+
(1−∆˜(q))−2)).
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where cm(n, k, zo) =N,n→∞
zo=1+o(1)
O(1), m = 70, 71; hence, via Equations (555)–(557), one arrives at, for n ∈ N and k ∈
{1, 2, . . . ,K} such that αps :=αk,∞,
|P˜(x1, x2, . . . , xN ; λ)|2 6
N,n→∞
zo=1+o(1)
c72(n, k, zo)e
n
N (N−1)c73(n,k,zo)
N∏
j=1
(1+x2j)(1+(x j−αk)−2)
κnk−1
N
s−2∏
q=1
(1+(x j−αpq )−2)
κ
nkk˜q
N , (558)
where cm(n, k, zo)=N,n→∞
zo=1+o(1)
O(1),m=72, 73. Recalling the definition of theN-dimensional sets D˜N (M˜0) and D˜cN (M˜0)
(with M˜0 as refined above), it follows from Equation (554) and the linearity of E˜nk that
πnk(λ)=λ
κ∞
nkk˜s−1
(
E˜nk
(
χD˜N (M˜0)(~x)P˜(x1, x2, . . . , xN ; λ)
)
+E˜nk
(
χD˜cN (M˜0)
(~x)P˜(x1, x2, . . . , xN ; λ)
))
: (559)
one now proceeds to analyse, in the double-scaling limit N, n→∞ such that zo = 1+o(1), the term E˜nk(χD˜cN (M˜0)(~x)
· P˜(x1, x2, . . . , xN ; λ)). An application of the Cauchy-Schwarz Inequality shows that∣∣∣∣E˜nk (χD˜cN (M˜0)(~x)P˜(x1, x2, . . . , xN ; λ))∣∣∣∣2 6 E˜nk (χD˜cN (M˜0)(~x))︸             ︷︷             ︸
= Prob(D˜cN (M˜0))
(
RN
χD˜cN (M˜0)
(~ξ)|P˜(ξ1, ξ2, . . . , ξN ; λ)|2
× P˜nk(ξ1, ξ2, . . . , ξN ) dξ1 dξ2 · · · dξN ;
hence, via the Estimates (553) and (558), it follows that∣∣∣∣E˜nk (χD˜cN (M˜0)(~x)P˜(x1, x2, . . . , xN ; λ))∣∣∣∣2 6N,n→∞
zo=1+o(1)
c74(n, k, zo)
n
e−
n
N (N−1)e−
n
N (N−1)c61(n,k,zo)e
n
N (N−1)c69(n,k,zo)(1+o(1))
× E˜nk
χD˜cN (M˜0)(~x) N∏
j=1
(1+x2j)(1+(x j−αk)−2)
κnk−1
N
s−2∏
q=1
(1+(x j−αpq)−2)
κ
nkk˜q
N
 ,
(560)
where c74(n, k, zo) =N,n→∞
zo=1+o(1)
O(1). Define the following N-dimensional subsets of RN (cf. the (N−1)-dimensional
sets Sn,♯
k, j
, j=1, 2, defined heretofore):
S˜
n,♯
k,1 :=
(x1, x2, . . . , xN )∈RN ;
N∏
j=1
(1+x2j)(1+(x j−αk)−2)
κnk−1
N
s−2∏
q=1
(1+(x j−αpq)−2)
κ
nkk˜q
N >
N,n→∞
zo=1+o(1)
eNc75(n,k,zo)
 ,
S˜
n,♯
k,2 :=
(x1, x2, . . . , xN )∈RN ;
N∏
j=1
(1+x2j)(1+(x j−αk)−2)
κnk−1
N
s−2∏
q=1
(1+(x j−αpq)−2)
κ
nkk˜q
N 6
N,n→∞
zo=1+o(1)
eNc75(n,k,zo)
 ,
where c75(n, k, zo)=N,n→∞
zo=1+o(1)
O(1) (note that S˜n,♯
k,1 and S˜
n,♯
k,2 may have a non-empty intersection): proceeding, now, via
theN-dimensional analogue of the calculations subsumed in the derivation of the Estimate (551), one shows that
E˜nk
χD˜cN (M˜0)(~x) N∏
j=1
(1+x2j)(1+(x j−αk)−2)
κnk−1
N
s−2∏
q=1
(1+(x j−αpq)−2)
κ
nkk˜q
N

6
N,n→∞
zo=1+o(1)
E˜nk
χS˜n,♯
k,1
(~x)
N∏
j=1
(1+x2j)(1+(x j−αk)−2)
κnk−1
N
s−2∏
q=1
(1+(x j−αpq )−2)
κ
nkk˜q
N
︸                                                                                   ︷︷                                                                                   ︸
6 N,n→∞
zo=1+o(1)
c76(n,k,zo) exp(− nNN(N−1)c77(n,k,zo))
+ E˜nk
χS˜n,♯
k,2
(~x)
N∏
j=1
(1+x2j)(1+(x j−αk)−2)
κnk−1
N
s−2∏
q=1
(1+(x j−αpq)−2)
κ
nkk˜q
N
︸                                                                                   ︷︷                                                                                   ︸
6 N,n→∞
zo=1+o(1)
exp(Nc75(n,k,zo))
6
N,n→∞
zo=1+o(1)
c78(n, k, zo)e
n
N (N−1)c79(n,k,zo)
(
1+O
(
c80(n, k, zo)e
− nNN(N−1)c77(n,k,zo)
))
, (561)
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where cm(n, k, zo)=N,n→∞
zo=1+o(1)
O(1), m= 76, 77, 78, 79, 80; therefore, adjusting all O(1) parameters so that exp( nN (N−
1)(c69(n, k, zo)+c79(n, k, zo)−c61(n, k, zo)))=N,n→∞
zo=1+o(1)
O(1), one shows, via Equation (560) and the Estimate (561), that,
for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞,∣∣∣∣E˜nk (χD˜cN (M˜0)(~x)P˜(x1, x2, . . . , xN ; λ))∣∣∣∣2 6N,n→∞
zo=1+o(1)
c81(n, k, zo)
n
e−
n
N (N−1)(1+o(1)),
where c81(n, k, zo)=N,n→∞
zo=1+o(1)
O(1), whence
∣∣∣∣E˜nk (χD˜cN (M˜0)(~x)P˜(x1, x2, . . . , xN ; λ))∣∣∣∣ 6N,n→∞
zo=1+o(1)
c82(n, k, zo)√
n
e−
1
2
n
N (N−1)(1+o(1)), (562)
where c82(n, k, zo)=N,n→∞
zo=1+o(1)
O(1). For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, with the above-refined choice
of M˜0 (≫1), define, analogously as above, the following sets: (i) D˜(M˜0+1) := [−(M˜0+1), M˜0+1] \ ∪sq=1
q,s−1
O 1
M˜0+1
(αpq )
(⊃ D˜(M˜0) ⊇ J f ), with O 1
M˜0+1
(αpi )∩O 1
M˜0+1
(αp j )=∅ ∀ i, j∈{1, . . . , s−2, s}; (ii) the complement of D˜(M˜0+1) relative
to R, D˜c(M˜0+1) := R \ D˜(M˜0+1) = A(M˜0+1) ∪ ∪sq=1
q,s−1
Bq(M˜0+1), where A(M˜0+1) := {x ∈ R; |x| > M˜0+1}, and
Bq(M˜0+1) := {x∈R; |x−αpq |< (M˜0+1)−1}, q=1, . . . , s−2, s, with A(M˜0+1) ∩ Bq(M˜0+1)=∅, q=1, . . . , s−2, s, and
Bi(M˜0+1)∩B j(M˜0+1)=∅ ∀ i, j∈{1, . . . , s−2, s} (⇒A(M˜0+1)∩ (∪sq=1
q,s−1
Bq(M˜0+1))=∪sq=1
q,s−1
(A(M˜0+1)∩Bq(M˜0+1))=
∪s
q=1
q,s−1
∅=∅); (iii) the N-fold Cartesian product of D˜(M˜0+1), D˜N (M˜0+1) :=D˜(M˜0+1)×D˜(M˜0+1)×· · ·× D˜(M˜0+1)
(⊂ RN ); and (iv) the complement of D˜N (M˜0+1) relative to RN , D˜cN (M˜0+1) :=RN \D˜N (M˜0+1).138 Recalling from the
above-refined M˜0 (≫1) and the choice (R∋) |λ|>2(M˜0+1)+3(s−1)(1+maxq=1,...,s−2,s{|αpq |})(minq=1,...,s−2,s{∆˜(q)})−1,
say, that, for x ∈ D˜N (M˜0+1), |αpq/λ| 6 ∆˜(q) (∈ (0, 1/2)), q = 1, . . . , s − 2, s, and |(x j−αpq)/λ|> 4(1− ∆˜(q))((M˜0+
1)(2(M˜0+1)+3(s−1)(1+maxq=1,...,s−2,s{|αpq |})(minq=1,...,s−2,s{∆˜(q)})−1))−1 (⇒|x j−αpq |> (M˜0+1)−1), j=1, 2, . . . ,N ,
q = 1, . . . , s − 2, s, it also follows that max j=1,2,...,N {|x j/λ|} 6 1/2. For n ∈N and k ∈ {1, 2, . . . ,K} such that αps :=
αk ,∞, let C∞0 (R) ∋ F˜ : R→ [0, 1] be a test function satisfying: (i) 0 6 F˜(x) 6 1, x ∈ R; (ii) F˜(x) = 1, x ∈ D˜(M˜0)
(= [−M˜0, M˜0] \ ∪sq=1
q,s−1
Bq(M˜0)); and (iii) F˜(x)= 0, x∈ D˜c(M˜0+1) (=A(M˜0+1) ∪ ∪sq=1
q,s−1
Bq(M˜0+1) ⊂ R \ D˜(M˜0+1)).
For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, let
g˜(x)= F˜(x) ln G˜(x), (563)
where
G˜(x) :=
(
1− x
λ
) κ∞nkk˜s−1 +1
N
 1− xλ
(1− αk
λ
)( x−αk
λ
)
 κnk−1N s−2∏
q=1
 1− xλ
(1− αpqλ )(
x−αpq
λ )

κ
nkk˜q
N (
x−αk
λ
) κnk−1
N
s−2∏
q=1
( x−αpq
λ
) κnkk˜qN
×
(
1− αkλ
)− 1N ∏s−2
q=1(αk−αpq)
κ
nkk˜q
N
(αk−x)
κ∞
nkk˜s−1
+1
N (αk−x)
κnk−1
N
∏s−2
q=1(αk−x)
κ
nkk˜q
N
. (564)
A tedious analysis shows that
− ln
43 (M˜0+1)6s
(
min
q=1,2,...,s−2
{|αk−αpq |}
)s−2 (1+O(n−1)) 6
N,n→∞
zo=1+o(1)
ln

1
8 (M˜0+1)
(
min
q=1,2,...,s−2
{|αk−αpq |}
)∑s−2
q=1
κ
nkk˜q
N
(1+∆˜(s))
κnk
N
∏s−2
q=1(1+∆˜(q))
κ
nkk˜q
N

6
N,n→∞
zo=1+o(1)
g˜(x) 6
N,n→∞
zo=1+o(1)
ln

3
4 (M˜0+1)
(
max
q=1,2,...,s−2
{|αk−αpq |}
)∑s−2
q=1
κ
nkk˜q
N
(1−∆˜(s)) κnkN ∏s−2q=1(1−∆˜(q)) κnkk˜qN

6
N,n→∞
zo=1+o(1)
ln
6(M˜0+1)2s ( max
q=1,2,...,s−2
{|αk−αpq |}
)s−2
138Note the nested-intervals property of these sets, that is, R ⊃ D˜(M˜0+1) ⊃ D˜(M˜0) ⊇ J f and RN ⊃ D˜N (M˜0+1) ⊃ D˜N (M˜0).
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× (1+O(n−1)). (565)
Take, if necessary, the above-refined M˜0 (≫ 1) even larger so that, also, (M˜0+1)(minq=1,2,...,s−2{|αk−αpq |})s−2 :=
1+zm≫1, where zm= zm(n, k, zo)≫N,n→∞
zo=1+o(1)
1 and O(1).139 Via Equations (555) and (564), one shows that
P˜(x1, x2, . . . , xN ; λ)=
N∏
m=1
G˜(xm) :
for ~x∈D˜N (M˜0), it follows, via the latter relation and Equation (563), that
P˜(x1, x2, . . . , xN ; λ)=e
∑N
m=1 g˜(xm),
which implies, in turn, via Equation (559), the Estimate (562), and 0 6 F˜(xm) 6 1, m = 1, 2, . . . ,N , that, for
~x∈D˜N (M˜0),
πnk(λ) =
N,n→∞
zo=1+o(1)
λ
κ∞
nkk˜s−1
(
E˜nk
(
χD˜N (M˜0)(~x)e
∑N
m=1 g˜(xm)
)
+O
(
c82(n, k, zo)√
n
e−
1
2
n
N (N−1)
))
=
N,n→∞
zo=1+o(1)
λ
κ∞
nkk˜s−1
E˜
n
k
(
e
∑N
m=1 g˜(xm)
)
− E˜nk
(
χD˜cN (M˜0)
(~x)e
∑N
m=1 g˜(xm)
)︸                          ︷︷                          ︸
= N,n→∞
zo=1+o(1)
O(c83(n,k,zo)n−1/2 exp(− 12 nN (N−1)))
+O
(
c82(n, k, zo)√
n
e−
1
2
n
N (N−1)
)
=
N,n→∞
zo=1+o(1)
λ
κ∞
nkk˜s−1
(
E˜nk
(
e
∑N
m=1 g˜(xm)
)
+O
(
c84(n, k, zo)√
n
e−
1
2
n
N (N−1)
))
,
where cm(n, k, zo) =N,n→∞
zo=1+o(1)
O(1), m = 83, 84; hence, for n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk , ∞, one
concludes that, uniformly for, say, |λ|>2(M˜0+1)+3(s−1)(1+maxq=1,...,s−2,s{|αpq |})(minq=1,...,s−2,s{∆˜(q)})−1 (≫1),
πnk(λ) =
N,n→∞
zo=1+o(1)
λ
κ∞
nkk˜s−1
(
E˜nk
(
e
∑N
m=1 g˜(xm)
)
+O
(
c84(n, k, zo)√
n
e−
1
2
n
N (N−1)
))
. (566)
If it can be established that, for n ∈N and k ∈ {1, 2, . . . ,K} such that αps :=αk ,∞, E˜nk(exp(
∑N
m=1 g˜(xm)))>N,n→∞
zo=1+o(1)
0
(and O(1)), then the proof of this part (1) of the lemma will be complete. For n ∈ N and k ∈ {1, 2, . . . ,K}
such that αps := αk , ∞, with M˜0 as refined above, choose, for x = M˜0 + 1, λ˜0 > 2(M˜0 + 1)+ 3(s− 1)(1+
maxq=1,...,s−2,s{|αpq |})(minq=1,...,s−2,s{∆˜(q)})−1 (≫1) so that, in the double-scaling limitN, n→∞ such that zo=1+o(1),
ln(G˜(x))
∣∣∣∣∣∣
x=M˜0+1
λ=λ˜0
> − n
8N̟∗0
ln
8(M˜0+1)(1+∆˜(s)) γkK (∏s−2q=1(1+∆˜(q)) γi(q)kqK )
(
min
q=1,2,...,s−2
{|αk−αpq |}
)∑s−2
q=1
γi(q)kq
K

ln
 43 (M˜0+1)6s ( minq=1,2,...,s−2{|αk−αpq |}
)s−2
, (567)
where ̟∗0 (= ̟
∗
0(n, k, zo) =N,n→∞
zo=1+o(1)
O(1)), whose exact form is not important for the purposes of this proof, is
described in Equation (568) below: a tedious calculation reveals that, for |λ|> λ˜0,
ln(G˜(x))
∣∣∣∣∣∣
x=M˜0+1
λ=|λ|
>
N,n→∞
zo=1+o(1)
̟∗0 ln(G˜(x))
∣∣∣∣∣∣
x=M˜0+1
λ=λ˜0
. (568)
It turns out that, in order to proceed further, the quantity minq=1,2,...,s−2{|αk−αpq |} requires careful consideration; in
fact, the following two cases are distinguished: (i) minq=1,2,...,s−2{|αk−αpq |}∈ (0, 1); and (ii) minq=1,2,...,s−2{|αk−αpq |}∈
[1,+∞). A calculation shows that, for k∈{1, 2, . . . ,K} such that αps :=αk,∞, via the monotonicity of ln(·): (i) for
139Of course, this implies that (M˜0+1)(maxq=1,2,...,s−2{|αk−αpq |})s−2 > 1+zm≫ 1; furthermore, since, for ~x := (x1 , x2 , . . . , xN ) ∈ D˜N (M˜0+1),
|x j−αpq |> (M˜0+1)−1, j=1, 2, . . . ,N , q=1, . . . , s−2, s, it also follows that (1+zm)|x j−αpq |> (minq=1,2,...,s−2{|αk−αpq |})s−2.
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minq=1,2,...,s−2{|αk−αpq |}∈ (0, 1),
0 <
ln
8(M˜0+1) ( minq=1,2,...,s−2{|αk−αpq |}
)(s−2)(1− γk
K
)

ln
 43 (M˜0+1)6s ( minq=1,2,...,s−2{|αk−αpq |}
)s−2
6
ln
8(M˜0+1)(1+∆˜(s)) γkK (∏s−2q=1(1+∆˜(q)) γi(q)kqK )
(
min
q=1,2,...,s−2
{|αk−αpq |}
)∑s−2
q=1
γi(q)kq
K

ln
 43 (M˜0+1)6s ( minq=1,2,...,s−2{|αk−αpq |}
)s−2
6
ln
8(M˜0+1)( 32 )s−2( 32 )− (s−2)γkK ( 32 ) γkK ( minq=1,2,...,s−2{|αk − αpq |}
) s−2
K

ln
 43 (M˜0+1)6s ( minq=1,2,...,s−2{|αk−αpq |}
)s−2
61−Γ˜A, (569)
where
Γ˜A :=
ln
4s−1 ( minq=1,2,...,s−2{|αk−αpq |}
)(s−2)(1− 1
K
)

ln
8(M˜0+1)6s−1 ( min
q=1,2,...,s−2
{|αk−αpq |}
)s−2
(∈ (0, 1));
and (ii) for minq=1,2,...,s−2{|αk−αpq |}∈ [1,+∞),
0 <
ln
8(M˜0+1) ( minq=1,2,...,s−2{|αk − αpq |}
) s−2
K

ln
 43 (M˜0+1)6s ( minq=1,2,...,s−2{|αk−αpq |}
)s−2
6
ln
8(M˜0+1)(1+∆˜(s)) γkK (∏s−2q=1(1+∆˜(q)) γi(q)kqK )
(
min
q=1,2,...,s−2
{|αk−αpq |}
)∑s−2
q=1
γi(q)kq
K

ln
 43 (M˜0+1)6s ( minq=1,2,...,s−2{|αk−αpq |}
)s−2
6
ln
8(M˜0+1)( 32 )s−2( 32 )− (s−2)γkK ( 32 ) γkK ( minq=1,2,...,s−2{|αk − αpq |}
)(s−2)(1− γk
K
)

ln
 43 (M˜0+1)6s ( minq=1,2,...,s−2{|αk−αpq |}
)s−2
61−Γ˜B, (570)
where
Γ˜B :=
ln
4s−1
(
min
q=1,2,...,s−2
{|αk−αpq |}
) (s−2)γk
K

ln
8(M˜0+1)6s−1 ( min
q=1,2,...,s−2
{|αk−αpq |}
)s−2
(∈ (0, 1)).
Since 06 F˜(x)61, x∈R, it follows that (cf. Equation (567)), for k∈{1, 2, . . . ,K} such that αps :=αk,∞,
− n
8N̟∗0
ln
8(M˜0+1)(1+∆˜(s)) γkK (∏s−2q=1(1+∆˜(q)) γi(q)kqK )
(
min
q=1,2,...,s−2
{|αk−αpq |}
)∑s−2
q=1
γi(q)kq
K

ln
 43 (M˜0+1)6s ( minq=1,2,...,s−2{|αk−αpq |}
)s−2
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6 − n
8N̟∗0
ln
8(M˜0+1)(1+∆˜(s)) γkK (∏s−2q=1(1+∆˜(q)) γi(q)kqK )
(
min
q=1,2,...,s−2
{|αk−αpq |}
)∑s−2
q=1
γi(q)kq
K

ln
 43 (M˜0+1)6s ( minq=1,2,...,s−2{|αk−αpq |}
)s−2
F˜(x)60, x∈R,
(571)
whence, for k ∈ {1, 2, . . . ,K} such that αps := αk , ∞ and uniformly for |λ| > λ˜0 > 2(M˜0 + 1)+ 3(s− 1)(1+
maxq=1,...,s−2,s{|αpq |})(minq=1,...,s−2,s{∆˜(q)})−1 (≫ 1), via Equations (563), (568), and (571), in the double-scaling
limit N, n→∞ such that zo=1+o(1),
g˜(x) > − n
8N
ln
8(M˜0+1)(1+∆˜(s)) γkK (∏s−2q=1(1+∆˜(q)) γi(q)kqK )
(
min
q=1,2,...,s−2
{|αk−αpq |}
)∑s−2
q=1
γi(q)kq
K

ln
 43 (M˜0+1)6s ( minq=1,2,...,s−2{|αk−αpq |}
)s−2
F˜(x)
︸                                                                                                                 ︷︷                                                                                                                 ︸
:= F˜∗(x)
> − n
8N
ln
8(M˜0+1)(1+∆˜(s)) γkK (∏s−2q=1(1+∆˜(q)) γi(q)kqK )
(
min
q=1,2,...,s−2
{|αk−αpq |}
)∑s−2
q=1
γi(q)kq
K

ln
 43 (M˜0+1)6s ( minq=1,2,...,s−2{|αk−αpq |}
)s−2︸                                                                                                        ︷︷                                                                                                        ︸
:= c˜∗
, x∈R. (572)
(Note that c˜∗=N,n→∞
zo=1+o(1)
O(1) and >0.) Equations (565), (569), (570), and (572) imply, in particular, that, for n∈N and
k ∈ {1, 2, . . . ,K} such that αps :=αk ,∞, in the double-scaling limit N, n→∞ such that zo =1+o(1), uniformly for
|λ|> λ˜0 > 2(M˜0+1)+3(s−1)(1+maxq=1,...,s−2,s{|αpq |})(minq=1,...,s−2,s{∆˜(q)})−1 (≫ 1), the function F˜∗ is real-valued,
bounded, and continuous on R; hence, via Equation (536) and the conditions satisfied by F˜,
lim
N,n→∞
zo=1+o(1)
1
N ln E˜
n
k
(
e
∑N
m=1 F˜
∗(xm)
)
=
N,n→∞
zo=1+o(1)
∫
R
F˜∗(ξ) dµ f
V˜
(ξ) =
N,n→∞
zo=1+o(1)
∫
D˜c(M˜0+1)
F˜∗(ξ) dµ f
V˜
(ξ)︸ ︷︷ ︸
= 0
+
∫
D˜(M˜0+1)
F˜∗(ξ) dµ f
V˜
(ξ)
=
N,n→∞
zo=1+o(1)
∫
D˜(M˜0+1)\D˜(M˜0)
F˜∗(ξ) dµ f
V˜
(ξ)︸ ︷︷ ︸
= 0
+
∫
D˜(M˜0)
F˜∗(ξ) dµ f
V˜
(ξ)
=
N,n→∞
zo=1+o(1)
∫
D˜(M˜0)\J f
F˜∗(ξ) dµ f
V˜
(ξ)︸ ︷︷ ︸
= 0
+
∫
J f
F˜∗(ξ) dµ f
V˜
(ξ)
=
N,n→∞
zo=1+o(1)
− c˜∗
∫
J f
F˜(ξ)︸︷︷︸
= 1
dµ f
V˜
(ξ) =
N,n→∞
zo=1+o(1)
−c˜∗
∫
J f
dµ f
V˜
(ξ)︸       ︷︷       ︸
= 1
=
N,n→∞
zo=1+o(1)
−c˜∗ ⇒
lim
N,n→∞
zo=1+o(1)
1
N ln E˜
n
k
(
e
∑N
m=1 F˜
∗(xm)
)
=
N,n→∞
zo=1+o(1)
−c˜∗. (573)
Via Equation (572), the linearity of E˜n
k
, the fact that E˜n
k
(1)= 1, and the monotonicity of exp(·), it follows that, for
m = 1, 2, . . . ,N , g˜(xm) ≥ F˜∗(xm) > −c˜∗ ⇒ ∑Nm=1 g˜(xm) ≥∑Nm=1 F˜∗(xm) > −N c˜∗ ⇒ E˜nk(e∑Nm=1 g˜(xm)) ≥ E˜nk(e∑Nm=1 F˜∗(xm)) >
e−N c˜
∗
; hence, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, uniformly for, say, |λ|> λ˜0>2(M˜0+1)+3(s−1)(1+
maxq=1,...,s−2,s{|αpq |})(minq=1,...,s−2,s{∆˜(q)})−1 (≫1), one arrives at (for ~x∈ D˜N (M˜0)), via Equations (569) and (570):
(i) for minq=1,2,...,s−2{|αk−αpq |}∈ (0, 1),
E˜nk
(
e
∑N
m=1 g˜(xm)
)
>
N,n→∞
zo=1+o(1)
exp

−n
8
ln
8(M˜0+1)(1+∆˜(s)) γkK (∏s−2q=1(1+∆˜(q)) γi(q)kqK )
(
min
q=1,2,...,s−2
{|αk−αpq |}
)∑s−2
q=1
γi(q)kq
K

ln
 43 (M˜0+1)6s ( minq=1,2,...,s−2{|αk−αpq |}
)s−2

Orthogonal Rational Functions: Characterisation, Multi-Point Pade´ Approximants, and Asymptotics 198
>
N,n→∞
zo=1+o(1)
exp
(
−n
8
(1−Γ˜A)
)
> 0; (574)
and (ii) for minq=1,2,...,s−2{|αk−αpq |}∈ [1,+∞),
E˜nk
(
e
∑N
m=1 g˜(xm)
)
>
N,n→∞
zo=1+o(1)
exp

−n
8
ln
8(M˜0+1)(1+∆˜(s)) γkK (∏s−2q=1(1+∆˜(q)) γi(q)kqK )
(
min
q=1,2,...,s−2
{|αk−αpq |}
)∑s−2
q=1
γi(q)kq
K

ln
 43 (M˜0+1)6s ( minq=1,2,...,s−2{|αk−αpq |}
)s−2

>
N,n→∞
zo=1+o(1)
exp
(
−n
8
(1−Γ˜B)
)
> 0. (575)
For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, let Z˜0 := {λ∈C; πnk(λ)=0}: Equations (566), (574), and (575)
show that, in the double-scaling limit N, n→∞ such that zo = 1+o(1), Z˜0 ∩ ({αp1 , . . . , αps−2 , αps} ∪ {αps−1 }) = ∅,
that is (cf. Remark 1.2.7), Z˜0 = {z˜nk( j)}Nj=1, with z˜nk( j),αpq , j=1, 2, . . . ,N , q=1, 2, . . . , s. The above discussion, in
conjunction with Equations (566), (574), and (575), implies, in particular, that, for n∈N and k∈{1, 2, . . . ,K} such
that αps :=αk ,∞, in the double-scaling limit N, n→∞ such that zo =1+o(1), there exists λ˜1 = λ˜1(n, k, zo)>0 and
O(1) 140 such thatπn
k
(λ) has no zeros (counting multiplicities) in R\D˜(λ˜1), where D˜(λ˜1) := [−λ˜1, λ˜1]\∪sq=1
q,s−1
O 1
λ˜1
(αpq )
(of course,O 1
λ˜1
(αpi )∩O 1
λ˜1
(αp j )=∅ ∀ i, j∈{1, . . . , s−2, s}), that is, Z˜0 ⊆ D˜(λ˜1). This concludes the proof of part (1).
(2) The proof of this case, that is, n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk =∞, is virtually identical
to the proof of (1) above; one mimics, verbatim, the scheme of the calculations presented in (1) in order to arrive
at the corresponding claim stated in the lemma; in order to do so, however, the analogues of Equations (527),
(528), (534)–(536), (538), (539), (541), (542), (545), (554), (555), (559), (562), (563), (566), (574), and (575),
respectively, are necessary, which, in the present case, read: with N= (n−1)K+k=∑s−1q=1 κnkk˜q+κnk,
Pˆnk(x1, x2, . . . , xN ) :=
1
Zˆn
k
e−n
∑N
m1=1
V˜(xm1 )
N∏
i, j=1
j<i
(x j−xi)2
 N∏
m=1
s−1∏
q=1
(xm−αpq)κnkk˜q

−2
, (576)
Zˆnk =
(
RN
e−n
∑N
m1=1
V˜(τm1 )
N∏
i, j=1
j<i
(τ j−τi)2
 N∏
m=1
s−1∏
q=1
(τm−αpq)κnkk˜q

−2
dτ1 dτ2 · · · dτN , (577)
N
n
1
N(N−1) ln(Zˆ
n
k) >
N,n→∞
zo=1+o(1)
−
(
E∞
V˜
+εˆ
) (
1+O
(
c85(n, k, zo, εˆ)
n
))
as εˆ↓0, (578)
where c85(n, k, zo, εˆ)=N,n→∞
zo=1+o(1)
O(1) as εˆ↓0,
Prob (RN \ AˆN ,2ηˆ) 6
N,n→∞
zo=1+o(1)
c86(n, k, zo)e
− nNN(N−1)ηˆ, (579)
where c86(n, k, zo)=N,n→∞
zo=1+o(1)
O(1), and AˆN ,2ηˆ := {(x1, x2, . . . , xN)∈RN ; (N(N−1))−1KV˜ ,∞N (x1, x2, . . . , xN )6E∞V˜ +2ηˆ},
with ηˆ= ηˆ(n, k, zo)>0,
lim
N,n→∞
zo=1+o(1)
1
N ln Eˆ
n
k
(
eN
−(m−1) ∑
i1 ,i2 ,...,im
φ0(xi1 ,xi2 ,...,xim )
)
=
N,n→∞
zo=1+o(1)
(
Rm
φ0(ξ1, ξ2, . . . , ξm) dµ
∞
V˜
(ξ1) dµ
∞
V˜
(ξ2) · · · dµ∞
V˜
(ξm), m∈N,
(580)
140For k ∈ {1, 2, . . . ,K} such that αps :=αk ,∞, take, say, λ˜1 =max
{
λ˜∗1, 2(M˜0+1)+3(s−1)(1+maxq=1,...,s−2,s{|αpq |})(minq=1,...,s−2,s{∆˜(q)})−1
}
,
where
λ˜∗1 := (M˜0+1)
1−
 (maxq=1,2,...,s−2{|αk−αpq |})
∑s−2
q=1
γi(q)kq
K
(M˜0+1)−αk

K
s̟
♯
0
exp
− ln(A˜♯0)
8s̟∗0̟
♯
0 ln(B˜
♯
0)


−1
,
with̟∗0 discussed in Equation (568),̟
♯
0 :=max{γk,maxq=1,2,...,s−2{γi(q)kq }}, A˜
♯
0 :=8(M˜0+1)(1+∆˜(s))
γk
K
∏s−2
q=1(1+∆˜(q))
γi(q)kq
K (minq′=1,2,...,s−2{|αk−
αpq′ |})
∑s−2
q′′=1
γi(q′′)kq′′
K , and B˜♯0 :=
4
3 (M˜0+1)6
s(minq=1,2,...,s−2{|αk−αpq |})s−2.
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where Eˆn
k
denotes the expectation with respect to the multi-dimensional probability measure Pˆn
k
(x1, x2, . . . , xN ) dx1
· dx2 · · · dxN ,
lim
N,n→∞
zo=1+o(1)
1
Nm Eˆ
n
k
 ∑
i1,i2,...,im
φ0(xi1 , xi2 , . . . , xim)
 =N,n→∞
zo=1+o(1)
lim
N,n→∞
zo=1+o(1)
1
Nm
(
Rm
φ0(ξ1, ξ2, . . . , ξm)Rˆ
n,k
m (ξ1, ξ2, . . . , ξm) dξ1 dξ2 · · · dξm
=
N,n→∞
zo=1+o(1)
(
Rm
φ0(ξ1, ξ2, . . . , ξm) dµ
∞
V˜
(ξ1) dµ
∞
V˜
(ξ2) · · · dµ∞
V˜
(ξm), m∈N,
(581)
where, for m∈N,
Rˆn,km (x1, x2, . . . , xm) :=
N!
(N−m)!
(
RN−m
Pˆnk(x1, x2, . . . , xm, ξm+1, . . . , ξN ) dξm+1 · · · dξN (582)
is the m-point correlation function,
Pˆn,♯
k
(x2, x3, . . . , xN ) :=
1
Zˆ
n,♯
k
e−n
∑N
m1=2
V˜(xm1 )
N∏
i, j=2
j<i
(x j−xi)2
 N∏
m=2
s−1∏
q=1
(xm−αpq)κnkk˜q

−2
, (583)
Zˆ
n,♯
k
=
(
RN−1
e−n
∑N
m1=2
V˜(τm1 )
N∏
i, j=2
j<i
(τ j−τi)2
 N∏
m=2
s−1∏
q=1
(τm−αpq)κnkk˜q

−2
dτ2 dτ3 · · · dτN , (584)
Zˆ
n,♯
k
Zˆn
k
6
N,n→∞
zo=1+o(1)
1
zˆ
e
n
N (N−1)c87(n,k,zo), (585)
with c87(n, k, zo)=N,n→∞
zo=1+o(1)
O(1),
πnk(λ)= Eˆnk
(
λκnk Pˆ(x1, x2, . . . , xN ; λ)
)
, (586)
where
Pˆ(x1, x2, . . . , xN ; λ) :=
N∏
j=1
(
1− x j
λ
) κnk
N
s−1∏
q=1
( x j−αpq
λ
) κnkk˜qN s−1∏
q=1
 1x j−αpq
λ
− 1
1− αpqλ

κ
nkk˜q
N
, (587)
πnk(λ)=λ
κnk
(
Eˆnk
(
χDˆN (Mˆ0)(~x)Pˆ(x1, x2, . . . , xN ; λ)
)
+Eˆnk
(
χDˆcN (Mˆ0)
(~x)Pˆ(x1, x2, . . . , xN ; λ)
))
, (588)∣∣∣∣Eˆnk (χDˆcN (Mˆ0)(~x)Pˆ(x1, x2, . . . , xN ; λ))∣∣∣∣ 6N,n→∞
zo=1+o(1)
c88(n, k, zo)√
n
e−
1
2
n
N (N−1)(1+o(1)), (589)
where c88(n, k, zo)=N,n→∞
zo=1+o(1)
O(1), DˆN (Mˆ0) is the N-fold Cartesian product of Dˆ(Mˆ0) := [−Mˆ0, Mˆ0] \ ∪s−1q=1O 1
Mˆ0
(αpq),
that is, DˆN (Mˆ0) = Dˆ(Mˆ0)×Dˆ(Mˆ0)×· · ·×Dˆ(Mˆ0), with Mˆ0 = Mˆ0(n, k, zo)≫N,n→∞
zo=1+o(1)
1 and bounded, and DˆcN (Mˆ0) :=
RN \ DˆN (Mˆ0) (the complement of DˆN (Mˆ0) relative to RN ),
gˆ(x) := Fˆ(x) ln

(
1− x
λ
) κnk
N
s−1∏
q=1
( x−αpq
λ
) κnkk˜qN s−1∏
q′=1
 1− xλ
(1− αpq′λ )(
x−αpq′
λ )

κ
nkk˜q′
N
 , (590)
where C∞0 (R) ∋ Fˆ : R→ [0, 1] is the test function satisfying 06 Fˆ(x)6 1, x ∈R, Fˆ(x)= 1, x ∈ Dˆ(Mˆ0), and Fˆ(x)= 0,
x∈Dˆc(Mˆ0+1) := {x∈R; |x|> Mˆ0+1} ∪ ∪s−1q=1{x∈R; |x−αpq |< (Mˆ0+1)−1},
πnk(λ) =
N,n→∞
zo=1+o(1)
λκnk
(
Eˆnk
(
e
∑N
m=1 gˆ(xm)
)
+O
(
c89(n, k, zo)√
n
e−
1
2
n
N (N−1)
))
(591)
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uniformly for, say, (R ∋) |λ| > 2(Mˆ0 +1)+3(s−1)(1+maxq=1,2,...,s−1{|αpq |})(minq=1,2,...,s−1{∆ˆ(q)})−1 (≫ 1), where
(0, 1/2) ∋ ∆ˆ(q) := |αpq |(K(1+maxq=1,2,...,s−1{|αpq |}+ 3(mini, j∈{1,2,...,s−1}{|αpi −αp j |})−1))−1, q = 1, 2, . . . , s− 1, and
c89(n, k, zo)=N,n→∞
zo=1+o(1)
O(1),
Eˆnk
(
e
∑N
m=1 gˆ(xm)
)
>
N,n→∞
zo=1+o(1)
exp
−n8
ln
(
2
∏s−1
q=1(1+∆ˆ(q))
γi(q)kq
K
)
ln
(
2(3/2)s−1
)
 >N,n→∞
zo=1+o(1)
exp
(
−n
8
(1−Γˆ0)
)
> 0, (592)
where (0, 1) ∋ Γˆ0 := (s−1)γk ln(3/2)(K ln(2(3/2)s−1))−1. For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk =∞,
let Zˆ0 := {λ ∈C; πnk(λ)= 0}: Equations (591) and (592) show that, in the double-scaling limit N, n→∞ such that
zo = 1+o(1), Zˆ0 ∩ ({αp1 , αp2 , . . . , αps−1 } ∪ {αps }) = ∅, that is (cf. Remark 1.2.5), Zˆ0 = {zˆnk( j)}Nj=1, with zˆnk( j) , αpq ,
j= 1, 2, . . . ,N , q= 1, 2, . . . , s. In conjunction with Equations (591) and (592), this implies, in particular, that, for
n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞, in the double-scaling limit N, n→∞ such that zo=1+o(1), there
exists λˆ1 = λˆ1(n, k, zo) > 0 and O(1) 141 such that πnk(λ) has no zeros (counting multiplicities) in R \ Dˆ(λˆ1), where
Dˆ(λˆ1) := [−λˆ1, λˆ1] \ ∪s−1q=1O 1λˆ1 (αpq), that is, Zˆ0 ⊆ Dˆ(λˆ1). 
The following corollary establishes, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞ (resp., αps :=αk,∞),
in the double-scaling limit N, n→∞ such that zo = 1+o(1), the existence of the corresponding monic MPC ORF
‘Free Energies’.
Corollary 3.1. Let the external field V˜ : R \ {α1, α2, . . . , αK}→R satisfy conditions (48)–(50) and be regular. For
n ∈N and k ∈ {1, 2, . . . ,K} such that αps := αk =∞ (resp., αps := αk ,∞), let the associated equilibrium measure,
µ∞
V˜
(resp., µ
f
V˜
), and its support, J∞ (resp., J f ), be as described in item (1) (resp., item (2)) of Lemma 3.7. Then, for
n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞,
lim
N,n→∞
zo=1+o(1)
(
−N
n
1
N(N−1) ln(Zˆ
n
k)
)
=
N,n→∞
zo=1+o(1)
E∞
V˜
, (593)
with N = (n−1)K + k, where Zˆn
k
is defined by Equation (577), and, for n ∈ N and k ∈ {1, 2, . . . ,K} such that
αps :=αk,∞,
lim
N,n→∞
zo=1+o(1)
(
−N
n
1
N(N−1) ln(Z˜
n
k)
)
=
N,n→∞
zo=1+o(1)
E
f
V˜
, (594)
where Z˜n
k
is defined by Equation (528).
Proof. The proof of this Corollary 3.1 consists of two cases: (i) n ∈ N and k ∈ {1, 2, . . . ,K} such that αps :=
αk = ∞; and (ii) n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk , ∞. Notwithstanding the fact that the scheme
of the proof is, mutatis mutandis, similar for both cases, case (ii) is the more technically challenging of the two;
therefore, without loss of generality, its particulars are presented in detail (see (1) below), whilst case (i) is proved
analogously (see (2) below).
(1) For n ∈N and k ∈ {1, 2, . . . ,K} such that αps :=αk ,∞, it was shown in Equation (534) that, for (arbitrary)
ε˜>0,
lim sup
N,n→∞
zo=1+o(1)
(
−N
n
1
N(N−1) ln(Z˜
n
k)
)
6
N,n→∞
zo=1+o(1)
E
f
V˜
+ε˜; (595)
141For k ∈ {1, 2, . . . , K} such that αps := αk =∞, take, say, λˆ1 =max
{
λˆ∗1, 2(Mˆ0+1)+3(s−1)(1+maxq=1,2,...,s−1{|αpq |})(minq=1,2,...,s−1{∆ˆ(q)})−1
}
(≫1), where
λˆ∗1 := (Mˆ0+1)
1−exp
−
∣∣∣∣∣∣∣∣∣∣∣∣
ln
(
2
∏s−1
q=1(1+∆ˆ(q))
γi(q)kq
K
)
8s̟♭0 ln(2(3/2)
s−1)maxq=1,2,...,s−1{γi(q)kq }
∣∣∣∣∣∣∣∣∣∣∣∣


−1
,
with ̟♭0 defined via the following inequality: for x= Mˆ0+1, λˆ0>2(Mˆ0+1)+3(s−1)(1+maxq=1,2,...,s−1{|αpq |})(minq=1,2,...,s−1{∆ˆ(q)})−1 (≫1), and
|λ|> λˆ0 , one shows that
ln Gˆ(x)
∣∣∣∣∣
x=Mˆ0+1
λ=|λ|
>
N,n→∞
zo=1+o(1)
̟♭0 ln Gˆ(x)
∣∣∣∣∣
x=Mˆ0+1
λ=λˆ0
,
where
Gˆ(x) :=
(
1− x
λ
) κnk
N
s−1∏
q=1
(
x−αpq
λ
) κnkk˜q
N s−1∏
q′=1
 1− xλ
(1−
αpq′
λ )(
x−αpq′
λ )

κ
nkk˜q′
N
.
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furthermore, it was shown in the proof of Lemma 3.8 (cf. case (1)) that
Z˜nk =
N,n→∞
zo=1+o(1)
(
RN
e
− nN
∑Nj=1 V˜(ξ j)+KV˜ , fN (ξ1 ,ξ2,...,ξN )+O( 1N )∑Ni, j=1
i, j
F˜(ξi ,ξ j)

dξ1 dξ2 · · · dξN , (596)
where the symmetric function F˜(x, y) is defined by Equation (529). It follows from Equation (392) that dV˜, fN 6
(N(N−1))−1KV˜ , fN (x1, x2, . . . , xN ), which, via the monotonicity of exp(·), implies that exp(− nNK
V˜ , f
N (x1, x2, . . . , xN ))
6exp(− nNN(N−1)d
V˜, f
N ); hence, via this latter relation and Equation (596), one shows that
Z˜nk 6
N,n→∞
zo=1+o(1)
e−
n
NN(N−1)d
V˜ , f
N
(
RN
e
− nN
∑Nj=1 V˜(ξ j)+O( 1N )∑Ni, j=1
i, j
F˜(ξi ,ξ j)

dξ1 dξ2 · · · dξN . (597)
It was also shown in the proof of Lemma 3.8 (cf. case (1), the calculations leading to the Estimate (535)) that
(
RN
e
− nN
∑Nj=1 V˜(ξ j)+O( 1N )∑Ni, j=1
i, j
F˜(ξi ,ξ j)

dξ1 dξ2 · · · dξN =
N,n→∞
zo=1+o(1)

∫
R
e−
n
N V˜(τ)∏s
q=1
q,s−1
|τ−αpq |γ˜q(1+O(n−1))
dτ

N
6
N,n→∞
zo=1+o(1)
(c16(n, k, zo))
N ,
where c16(n, k, zo)=N,n→∞
zo=1+o(1)
O(1), which, via Equation (597), implies that
− N
n
1
N(N−1) ln(Z˜
n
k) >
N,n→∞
zo=1+o(1)
d
V˜ , f
N −
N
n
1
(N−1) ln(c16(n, k, zo)). (598)
Using the fact that (cf. Lemma 3.5), for n ∈N and k ∈ {1, 2, . . . ,K} such that αps :=αk ,∞, limN,n→∞
zo=1+o(1)
d
V˜ , f
N = E
f
V˜
, it
follows from Equation (598) that
lim inf
N,n→∞
zo=1+o(1)
(
−N
n
1
N(N−1) ln(Z˜
n
k)
)
>
N,n→∞
zo=1+o(1)
E
f
V˜
; (599)
via the ε˜ ↓ 0 limit of Equation (595) (since ε˜ > 0 is arbitrary), and Equation (599), one arrives at, for n ∈ N
and k ∈ {1, 2, . . . ,K} such that αps := αk , ∞, in the double-scaling limit N, n→ ∞ such that zo = 1+o(1), the
corresponding result stated in Equation (594).
(2) The proof of this case, that is, n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞, is virtually identical to the
proof of (1) above; one mimics, verbatim, the scheme of the calculations presented in (1) in order to arrive at the
corresponding claim stated in the corollary; in order to do so, however, the analogues of Equations (595) and (598),
respectively, are necessary, which, in the present case, read (cf. the proof of Lemma 3.8, case (2)): for (arbitrary)
εˆ>0,
lim sup
N,n→∞
zo=1+o(1)
(
−N
n
1
N(N−1) ln(Zˆ
n
k)
)
6
N,n→∞
zo=1+o(1)
E∞
V˜
+εˆ, (600)
and
− N
n
1
N(N−1) ln(Zˆ
n
k) >
N,n→∞
zo=1+o(1)
d
V˜ ,∞
N −
N
n
1
(N−1) ln(c
♦
(n, k, zo)), (601)
where c♦(n, k, zo) =N,n→∞
zo=1+o(1)
O(1). Using the fact that (cf. Lemma 3.5), for n ∈ N and k ∈ {1, 2, . . . ,K} such that
αps :=αk=∞, limN,n→∞
zo=1+o(1)
d
V˜ ,∞
N =E
∞
V˜
, it follows from Equation (601) that
lim inf
N,n→∞
zo=1+o(1)
(
−N
n
1
N(N−1) ln(Zˆ
n
k)
)
>
N,n→∞
zo=1+o(1)
E∞
V˜
; (602)
hence, via the εˆ ↓ 0 limit of Equation (600) (since εˆ > 0 is arbitrary), and Equation (602), one arrives at, for n ∈N
and k ∈ {1, 2, . . . ,K} such that αps := αk = ∞, in the double-scaling limit N, n→ ∞ such that zo = 1+o(1), the
corresponding result stated in Equation (593). 
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Remark 3.15. To leading order in the double-scaling limit N, n→∞ such that zo=1+o(1), the right-hand side of
Equation (593) (resp., (594)) reads E∞
V˜
= inf{X∞
V˜
[µEQ]; µEQ ∈M1(R)} (resp., E f
V˜
= inf{X f
V˜
[µEQ]; µEQ ∈M1(R)}), where
X∞
V˜
[µEQ] (resp., X f
V˜
[µEQ]) is given in Equation (357) (resp., (358)); recall, also, that (cf. Remark 3.4) X∞
V˜
[µEQ] =
X
f
V˜
[µEQ].
The following—crucial—Lemma 3.9 establishes, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk =∞ (resp.,
αps :=αk,∞), the weak-∗ convergence, in the double-scaling limitN, n→∞ such that zo=1+o(1), of the associated
monic MPC ORF normalised zero counting measures.
Lemma 3.9. Let the external field V˜ : R \ {α1, α2, . . . , αK } → R satisfy conditions (48)–(50) and be regular. For
n ∈N and k ∈ {1, 2, . . . ,K} such that αps := αk =∞ (resp., αps := αk ,∞), let the associated equilibrium measure,
µ∞
V˜
(resp., µ
f
V˜
), and its support, J∞ (resp., J f ), be as described in item (1) (resp., item (2)) of Lemma 3.7. For n∈N
and k ∈ {1, 2, . . . ,K} such that αps := αk =∞, let Zˆ0 := {λ ∈C; πnk(λ)= 0}= {zˆnk( j)}Nj=1, where, with N = (n−1)K+k,
{zˆn
k
( j)}N
j=1 is described in the corresponding item of Lemma 3.8, and let the associated normalised zero counting
measure be defined as
ηˆzˆ(x) :=
1
N
N∑
j=1
δzˆn
k
( j)(x),
where δzˆn
k
( j)(x) is the Dirac delta (atomic) mass concentrated at zˆnk( j), j = 1, 2, . . . ,N , and, for n ∈ N and k ∈
{1, 2, . . . ,K} such that αps := αk ,∞, let Z˜0 := {λ ∈ C; πnk(λ) = 0} = {z˜nk( j)}Nj=1, where {z˜nk( j)}Nj=1 is described in the
corresponding item of Lemma 3.8, and let the associated normalised zero counting measure be defined as
η˜z˜(x) :=
1
N
N∑
j=1
δz˜n
k
( j)(x),
where δz˜n
k
( j)(x) is the Dirac delta (atomic) mass concentrated at z˜nk( j), j = 1, 2, . . . ,N . Then, for n ∈ N and k ∈
{1, 2, . . . ,K} such that αps := αk =∞ (resp., αps := αk ,∞), ηˆzˆ
∗→ µ∞
V˜
(resp., η˜z˜
∗→ µ f
V˜
) in the double-scaling limit
N, n→∞ such that zo=1+o(1).
Proof. The proof of this Lemma 3.9 consists of two cases: (i) n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞;
and (ii) n ∈N and k ∈ {1, 2, . . . ,K} such that αps := αk ,∞. Notwithstanding the fact that the scheme of the proof
is, mutatis mutandis, similar for both cases, case (ii), nonetheless, is the more technically challenging of the two;
therefore, without loss of generality, its particulars are presented in detail (see (1) below), whilst case (i) is proved
analogously (see (2) below).
(1) It was shown in the proof of Lemma 3.8 (cf. Equations (574) and (575)) that, for n∈N and k∈{1, 2, . . . ,K}
such that αps :=αk,∞, for (R∋) |λ|>λ˜1 :=max{λ˜∗1, 2(M˜0+1)+3(s−1)(1+maxq=1,...,s−2,s{|αpq |})(minq=1,...,s−2,s{∆˜(q)})−1}
(≫1),
E˜nk
(
e
∑N
m=1 g˜(xm)
)
>
N,n→∞
zo=1+o(1)
exp
(
−n
8
(1−Γ˜r)
)
> 0, r∈{A,B},
where N = (n−1)K+k, g˜(x) is given in Equations (563) and (564), r =A↔minq=1,2,...,s−2{|αk−αpq |} ∈ (0, 1), and
r=B↔minq=1,2,...,s−2{|αk−αpq |}∈ [1,+∞), which, via Equation (566), implies that, for |λ|>λ˜1,
1
N lnπ
n
k(λ) =
N,n→∞
zo=1+o(1)
1
N ln E˜
n
k
(
e
∑N
m=1 g˜(xm)
)
+O
 c1(n, k, zo)
n3/2
e−
3n
8 e−
nΓ˜r
8
 , r∈{A,B}, (603)
where
g˜(x) := g˜(x)+
κ∞
nkk˜s−1
N ln λ,
and c1(n, k, zo) =N,n→∞
zo=1+o(1)
O(1); now, noting that, as a function of the independent variable x, g˜(x) is a real-valued,
bounded, and continuous function on R (cf. the proof of case (1) of Lemma 3.8), it follows via Equations (536)
and (603) that, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, for |λ|>λ˜1,
1
N lnπ
n
k(λ) =
N,n→∞
zo=1+o(1)
∫
R
g˜(ξ) dµ
f
V˜
(ξ)+O
 c1(n, k, zo)
n3/2
e−
3n
8 e−
nΓ˜r
8
 , r∈{A,B}. (604)
One re-writes Equation (564) as follows:
G˜(x)=λ−
κ∞
nkk˜s−1
N G˜(x), (605)
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where
G˜(x) := (λ−x)
κ∞
nkk˜s−1
+1
N
(
1
λ−αk
) 1
N
(
λ−x
(λ−αk)(x−αk)
) κnk−1
N s−2∏
q=1
(
λ−x
(λ−αpq)(x−αpq)
) κnkk˜q
N
×
(x−αk)
κnk−1
N
∏s−2
q=1(x−αpq)
κ
nkk˜q
N
∏s−2
q=1(αk−αpq)
κ
nkk˜q
N
(αk−x) . (606)
For n ∈N and k ∈ {1, 2, . . . ,K} such that αps :=αk ,∞, and |λ|> λ˜1, say, via Equations (603)–(605), one proceeds
thus: for r∈{A,B},
1
N lnπ
n
k(λ) =
N,n→∞
zo=1+o(1)
∫
R
κ∞nkk˜s−1N ln λ−F˜(ξ)κ
∞
nkk˜s−1
N ln λ+F˜(ξ) ln G˜(ξ)
 dµ fV˜ (ξ)+O
c1(n, k, zo)
n3/2
e−
3n
8 e−
nΓ˜r
8

=
N,n→∞
zo=1+o(1)
∫
D˜c(M˜0+1)
κ
∞
nkk˜s−1
N ln λ− F˜(ξ)︸︷︷︸
= 0
κ∞
nkk˜s−1
N ln λ+ F˜(ξ)︸︷︷︸
= 0
ln G˜(ξ)
 dµ fV˜ (ξ)︸ ︷︷ ︸
= 0
+
∫
D˜(M˜0+1)
κ∞nkk˜s−1N ln λ−F˜(ξ)κ
∞
nkk˜s−1
N ln λ+F˜(ξ) ln G˜(ξ)
 dµ fV˜ (ξ)+O
 c1(n, k, zo)
n3/2
e−
3n
8 e−
nΓ˜r
8

=
N,n→∞
zo=1+o(1)
∫
D˜(M˜0+1)\D˜(M˜0)
κ
∞
nkk˜s−1
N ln λ− F˜(ξ)︸︷︷︸
∈ [0,1]
κ∞
nkk˜s−1
N ln λ+ F˜(ξ)︸︷︷︸
∈ [0,1]
ln G˜(ξ)
 dµ fV˜ (ξ)︸ ︷︷ ︸
= 0
+
∫
D˜(M˜0)
κ
∞
nkk˜s−1
N ln λ− F˜(ξ)︸︷︷︸
= 1
κ∞
nkk˜s−1
N ln λ+ F˜(ξ)︸︷︷︸
= 1
ln G˜(ξ)
 dµ fV˜ (ξ)+O
c1(n, k, zo)
n3/2
e−
3n
8 e−
nΓ˜r
8

=
N,n→∞
zo=1+o(1)
∫
D˜(M˜0)\J f
ln(G˜(ξ)) dµ
f
V˜
(ξ)︸ ︷︷ ︸
= 0
+
∫
J f
ln(G˜(ξ)) dµ
f
V˜
(ξ)+O
 c1(n, k, zo)
n3/2
e−
3n
8 e−
nΓ˜r
8

=
N,n→∞
zo=1+o(1)
∫
J f
ln(G˜(ξ)) dµ
f
V˜
(ξ)+O
 c1(n, k, zo)
n3/2
e−
3n
8 e−
nΓ˜r
8
 ,
whence, via Equation (606), for |λ|>λ˜1,142
1
N lnπ
n
k(λ) =
N,n→∞
zo=1+o(1)
∫
J f
ln
(λ−ξ) κ
∞
nkk˜s−1
+1
N
(
1
λ−αk
) 1
N
(
λ−ξ
(λ−αk)(ξ−αk)
) κnk−1
N s−2∏
q=1
(
λ−ξ
(λ−αpq)(ξ−αpq)
) κnkk˜q
N
 dµ fV˜ (ξ)
+
∫
J f
ln
 (ξ−αk)
κnk−1
N
∏s−2
q=1(ξ−αpq)
κ
nkk˜q
N
∏s−2
q′=1(αk−αpq′ )
κ
nkk˜q′
N
αk−ξ
 dµ fV˜ (ξ)
+O
 c1(n, k, zo)
n3/2
e−
3n
8 e−
nΓ˜r
8
 , r∈{A,B}. (607)
For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, it follows from the corresponding item of Lemma 2.2 that
πnk(λ)
(λ−αk)κnk s−2∏
q=1
(
λ−αpq
αk−αpq
)κnkk˜q = E˜nk
 N∏
m=1
λ−xm
αk−xm
 . (608)
Recall from the proof of case (1) of Lemma 3.8 that, for n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk , ∞,
in the double-scaling limit N, n→∞ such that zo = 1+o(1), Z˜0 ⊆ D˜(λ˜1), where Z˜0 is defined in the lemma, and
142Note that, since M1(R)∋µ f
V˜
, a straightforward calculation shows that
∫
J f
ln

(ξ−αk)
κnk−1
N
∏s−2
q=1(ξ−αpq )
κ
nkk˜q
N
∏s−2
q′=1(αk−αpq′ )
κ
nkk˜q′
N
αk−ξ
 dµ fV˜ (ξ) =N,n→∞
zo=1+o(1)
O(1).
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D˜(λ˜1) := [−λ˜1, λ˜1]\∪sq=1
q,s−1
O 1
λ˜1
(αpq): as Z˜0∩D˜c(λ˜1)=∅, where D˜c(λ˜1) :=R\D˜(λ˜1), it follows that (cf. Equation (608))
(λ−αk)κnk
s−2∏
q=1
(
λ−αpq
αk−αpq
)κnkk˜q ∣∣∣∣∣∣∣∣
λ∈Z˜0
= (z˜nk( j)−αk)κnk
s−2∏
q=1
(
z˜n
k
( j)−αpq
αk−αpq
)κnkk˜q
,0, j=1, 2, . . . ,N;
hence, since πn
k
(z˜n
k
( j))= 0, j= 1, 2, . . . ,N , and (via the linearity of E˜n
k
and the fact that E˜n
k
(1)= 1) E˜n
k
(
∏N
m=1
λ−xm
αk−xm )
is a non-monic polynomial in λ with non-zero leading coefficient E˜n
k
(
∏N
m=1(αk− xm)−1) := c˜N(n, k, zo) = c˜N (see
Equation (613) below), that is, coeff(λN )= c˜N , it follows that
E˜nk
 N∏
m=1
λ−xm
αk−xm

∣∣∣∣∣∣∣
λ∈Z˜0
= E˜nk
 N∏
m=1
z˜n
k
( j)−xm
αk−xm
=0, j=1, 2, . . . ,N ,
which implies that E˜n
k
(
∏N
m=1
λ−xm
αk−xm ) has the representation
E˜nk
 N∏
m=1
λ−ξm
αk−ξm
= c˜N N∏
j=1
(λ− z˜nk( j)),
which, via Equation (608), leads to
πnk(λ)
(λ−αk)κnk s−2∏
q=1
(
λ−αpq
αk−αpq
)κnkk˜q = c˜N N∏
j=1
(λ− z˜nk( j)). (609)
For n ∈N and k ∈ {1, 2, . . . ,K} such that αps :=αk ,∞, define the associated normalised zero counting measure as
follows:
η˜z˜(x) :=
1
N
N∑
j=1
δz˜n
k
( j)(x), (610)
where δz˜n
k
( j)(x) (= δ(x− z˜nk( j))) is the Dirac delta (atomic) mass concentrated at z˜nk( j), j = 1, 2, . . . ,N (note that∫
R
dη˜z˜(ξ)=
∫
R
1
N
∑N
j=1 δ(ξ−z˜nk( j)) dξ=1). Via Equations (609) and (610), and the decomposition (cf. Equation (23))∑s−2
q=1 κnkk˜q+κ
∞
nkk˜s−1
+ κnk= (n−1)K+k=N , a calculation reveals that
1
N lnπ
n
k(λ) =
∫
R
ln
(λ−ξ) κ
∞
nkk˜s−1
+1
N
(
1
λ−αk
) 1
N
(
λ−ξ
(λ−αk)(ξ−αk)
) κnk−1
N s−2∏
q=1
(
λ−ξ
(λ−αpq)(ξ−αpq)
) κnkk˜q
N
 dη˜z˜(ξ)
+
∫
R
ln
(ξ−αk) κnk−1N s−2∏
q=1
(ξ−αpq)
κ
nkk˜q
N
s−2∏
q′=1
(αk−αpq′ )
κ
nkk˜q′
N
 dη˜z˜(ξ)+ 1N ln c˜N . (611)
Now, for n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk , ∞, in the double-scaling limit N, n → ∞ such that
zo = 1+o(1), for λ in the ‘cut plane’ C \ (−∞, λ˜1], because
∫
R
ln(λ−ξ) dη˜z˜(ξ) and ln(λ−αpq), q = 1, . . . , s−2, s,
are analytic functions,143 it follows (cf. Equation (611)) that N−1 lnπn
k
(λ), too, is analytic for C \ (−∞, λ˜1] ∋ λ;
furthermore, since D˜(λ˜1)⊇ Z˜0 and D˜(λ˜1) ∩ {αp1 , . . . , αps−2 , αps}=∅,
1
N lnπ
n
k(λ)=
1
N
N∑
j=1
ln(λ− z˜nk( j))−
κnk
N ln(λ−αk)−
s−2∑
q=1
κnkk˜q
N ln
(
λ−αpq
αk−αpq
)
+
1
N ln c˜N
is bounded (locally) on compact subsets of the cut plane C \ (−∞, λ˜1] (∋λ); as
∫
J f
ln(λ−ξ) dµ f
V˜
(ξ) and ln(λ−αpq),
q=1, . . . , s−2, s, too, are analytic functions forC\(−∞, λ˜1]∋λ, it follows by Vitali’s Theorem 144 and Equation (607)
143Note that, since D˜(λ˜1) ⊇ Z˜0 and D˜(λ˜1) ∩ {αp1 , . . . , αps−2 , αps }=∅,
∫
R
∑s−2
q=1
κnkk˜q
N ln(ξ−αpq ) dη˜z˜(ξ) =
∑N
j=1
∑s−2
q=1
κnkk˜q
N
ln(z˜n
k
( j)−αpq )
N =N,n→∞
zo=1+o(1)
O(1), and
∫
R
( κnk−1N ) ln(ξ−αk) dη˜z˜(ξ)= (
κnk−1
N )
∑N
j=1
ln(z˜n
k
( j)−αk)
N =N,n→∞
zo=1+o(1)
O(1).
144See [405], p. 157: Let GV be a domain, and let f0 , f1 , f2 , . . .∈Hol(GV ) be a sequence of functions that is locally bounded in GV . Then the
following statements are equivalent: (i) the sequence fn is compactly convergent in GV ; (ii) there exists a point cV ∈GV such that for every
m ∈N the sequence of numbers f (m)0 (cV ), f
(m)
1 (cV ), f
(m)
2 (cV ), . . . converges; and (iii) the set AV := {w ∈GV ; limn→∞ fn(w) exists in GV } has an
accumulation point in GV .
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that, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, and z∈C \ (−∞, λ˜1],
lim
N,n→∞
zo=1+o(1)
1
N lnπ
n
k(z) =
N,n→∞
zo=1+o(1)
∫
J f
ln
(z−ξ) κ
∞
nkk˜s−1
+1
N
(
1
z−αk
) 1
N
(
z−ξ
(z−αk)(ξ−αk)
) κnk−1
N s−2∏
q=1
(
z−ξ
(z−αpq)(ξ−αpq)
) κnkk˜q
N
 dµ fV˜ (ξ)
+
∫
J f
ln
 (ξ−αk)
κnk−1
N
∏s−2
q=1(ξ−αpq)
κ
nkk˜q
N
∏s−2
q′=1(αk−αpq′ )
κ
nkk˜q′
N
αk−ξ
 dµ fV˜ (ξ), (612)
where the convergence, in the double-scaling limit N, n→∞ such that zo=1+o(1), is uniform on compact subsets
of C \ (−∞, λ˜1]. It follows from Equation (536) that
1
N ln c˜N =
1
N ln E˜
n
k
 N∏
m=1
(αk−ξm)−1
 =N,n→∞
zo=1+o(1)
∫
R
ln(αk−ξ)−1 dµ f
V˜
(ξ) : (613)
via Equations (611) and (613), a corollary of Equation (612) is that, for n ∈ N and k ∈ {1, 2, . . . ,K} such that
αps :=αk,∞, for C \ (−∞, λ˜1]∋z,
lim
N,n→∞
zo=1+o(1)

∫
R
ln
(z−ξ) κ
∞
nkk˜s−1
+1
N
(
1
z−αk
) 1
N
(
z−ξ
(z−αk)(ξ−αk)
) κnk−1
N s−2∏
q=1
(
z−ξ
(z−αpq)(ξ−αpq)
) κnkk˜q
N
 dη˜z˜(ξ)
+
∫
R
ln
(ξ−αk) κnk−1N s−2∏
q=1
(ξ−αpq)
κ
nkk˜q
N
s−2∏
q′=1
(αk−αpq′ )
κ
nkk˜q′
N
 dη˜z˜(ξ)

=
N,n→∞
zo=1+o(1)
∫
J f
ln
(z−ξ) κ
∞
nkk˜s−1
+1
N
(
1
z−αk
) 1
N
(
z−ξ
(z−αk)(ξ−αk)
) κnk−1
N s−2∏
q=1
(
z−ξ
(z−αpq)(ξ−αpq)
) κnkk˜q
N
 dµ fV˜ (ξ)
+
∫
J f
ln
(ξ−αk) κnk−1N s−2∏
q=1
(ξ−αpq)
κ
nkk˜q
N
s−2∏
q′=1
(αk−αpq′ )
κ
nkk˜q′
N
 dµ fV˜ (ξ). (614)
Since, for n ∈N and k ∈ {1, 2, . . . ,K} such that αps :=αk ,∞, the convergence stated in Equation (614) is (normal)
uniform on compact subsets of C \ (−∞, λ˜1] (∋z), it follows by the equivalent Part (ii) of Vitali’s Theorem 145 and
a successive differentiation (with respect to z) argument, that, for arbitrary m∈N and z∈C \ (−∞, λ˜1],
lim
N,n→∞
zo=1+o(1)
∫
R
(z−ξ)−m dη˜z˜(ξ) =
N,n→∞
zo=1+o(1)
∫
J f
(z−ξ)−m dµ f
V˜
(ξ) :
as dη˜z˜ and dµ
f
V˜
are, for n∈N and k∈ {1, 2, . . . ,K} such that αps :=αk ,∞, supported on bounded (and measurable)
compact sets, it follows via the complex form of the Stone-Weierstrass theorem 146 and the latter relation that
η˜z˜
∗→µ f
V˜
in the double-scaling limit N, n→∞ such that zo=1+o(1).147
(2) The proof of this case, that is, n ∈N and k ∈ {1, 2, . . . ,K} such that αps := αk =∞, is virtually identical to
the proof of (1) above; one mimics, verbatim, the scheme of the calculations presented in (1) in order to arrive at
the corresponding claim stated in the lemma; in order to do so, however, the analogues of Equations (607), and
(609)–(611), respectively, are necessary, which, in the present case, read: for |λ| > λˆ1 :=max{λˆ∗1, 2(Mˆ0+1)+3(s−
1)(1+maxq=1,2,...,s−1{|αpq |})(minq=1,2,...,s−1{∆ˆ(q)})−1} (≫1),
1
N lnπ
n
k(λ) =
N,n→∞
zo=1+o(1)
∫
J∞
ln
(λ−ξ) κnkN s−1∏
q=1
(
λ−ξ
(λ−αpq)(ξ−αpq)
) κnkk˜q
N
 dµ∞V˜ (ξ)+
∫
J∞
ln
 s−1∏
q=1
(ξ−αpq)
κ
nkk˜q
N
 dµ∞V˜ (ξ)
+O
 c1♦(n, k, zo)
n3/2
e−
3n
8 e−
nΓˆ0
8
 , (615)
145In—the equivalent—Part (ii) of Vitali’s Theorem, take any ‘fixed’ z∈C \ (−∞, λ˜1] that is real and greater than λ˜1 to play the roˆle of cV .
146See, in particular, [406], Chapter 2, Section 6, Theorem 7.3.4.
147As a corollary, note that, for n ∈ N and k ∈ {1, 2, . . . , K} such that αps := αk , ∞, x ∈ J f ⇔ dist(x, Z˜0)→ 0 in the double-scaling limit
N, n→ ∞ such that zo=1 + o(1).
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πnk(λ)
s−1∏
q=1
(λ−αpq)κnkk˜q =
N∏
j=1
(λ− zˆnk( j)), (616)
with the associated normalised zero counting measure defined as
ηˆzˆ(x) :=
1
N
N∑
j=1
δzˆn
k
( j)(x), (617)
and
1
N lnπ
n
k(λ)=
∫
R
ln
(λ−ξ) κnkN s−1∏
q=1
(
λ−ξ
(λ−αpq)(ξ−αpq)
) κnkk˜q
N
 dηˆzˆ(ξ)+
∫
R
ln
 s−1∏
q=1
(ξ−αpq)
κ
nkk˜q
N
 dηˆzˆ(ξ). (618)
Now, for n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk = ∞, in the double-scaling limit N, n → ∞ such that
zo = 1+o(1), for λ in the ‘cut plane’ C \ (−∞, λˆ1], because
∫
R
ln(λ−ξ) dηˆzˆ(ξ) and ln(λ−αpq ), q = 1, 2, . . . , s−1,
are analytic functions,148 it follows (cf. Equation (618)) that N−1 lnπn
k
(λ), too, is analytic for C \ (−∞, λˆ1] ∋ λ;
furthermore, since Dˆ(λˆ1)⊇ Zˆ0 and Dˆ(λˆ1) ∩ {αp1 , αp2 , . . . , αps−1 }=∅,
1
N lnπ
n
k(λ)=
1
N
N∑
j=1
ln(λ− zˆnk( j))−
s−1∑
q=1
κnkk˜q
N ln(λ−αpq)
is bounded (locally) on compact subsets of the cut plane C \ (−∞, λˆ1] (∋λ); as
∫
J∞
ln(λ−ξ) dµ∞
V˜
(ξ) and ln(λ−αpq ),
q=1, 2, . . . , s−1, too, are analytic functions for C \ (−∞, λˆ1]∋λ, it follows by Vitali’s Theorem and Equation (615)
that, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞, and z∈C \ (−∞, λˆ1],
lim
N,n→∞
zo=1+o(1)
1
N lnπ
n
k(z) =
N,n→∞
zo=1+o(1)
∫
J∞
ln
(z−ξ) κnkN s−1∏
q=1
(
z−ξ
(z−αpq)(ξ−αpq)
) κnkk˜q
N
 dµ∞V˜ (ξ)+
∫
J∞
ln
 s−1∏
q=1
(ξ−αpq)
κ
nkk˜q
N
 dµ∞V˜ (ξ),
(619)
where the convergence, in the double-scaling limitN, n→∞ such that zo=1+o(1), is uniform on compact subsets of
C\ (−∞, λˆ1]. It follows from Equation (618) that a corollary of Equation (619) is that, for n∈N and k∈{1, 2, . . . ,K}
such that αps :=αk=∞, for C \ (−∞, λˆ1]∋z,
lim
N,n→∞
zo=1+o(1)

∫
R
ln
(z−ξ) κnkN s−1∏
q=1
(
z−ξ
(z−αpq)(ξ−αpq)
) κnkk˜q
N
 dηˆzˆ(ξ)+
∫
R
ln
 s−1∏
q=1
(ξ−αpq)
κ
nkk˜q
N
 dηˆzˆ(ξ)

=
N,n→∞
zo=1+o(1)
∫
J∞
ln
(z−ξ) κnkN s−1∏
q=1
(
z−ξ
(z−αpq)(ξ−αpq)
) κnkk˜q
N
 dµ∞V˜ (ξ)+
∫
J∞
ln
 s−1∏
q=1
(ξ−αpq)
κ
nkk˜q
N
 dµ∞V˜ (ξ). (620)
Since, for n ∈N and k ∈ {1, 2, . . . ,K} such that αps :=αk =∞, the convergence stated in Equation (620) is (normal)
uniform on compact subsets of C \ (−∞, λˆ1] (∋z), it follows by the equivalent Part (ii) of Vitali’s Theorem 149 and
a successive differentiation (with respect to z) argument, that, for arbitrary m∈N and z∈C \ (−∞, λˆ1],
lim
N,n→∞
zo=1+o(1)
∫
R
(z−ξ)−m dηˆzˆ(ξ) =
N,n→∞
zo=1+o(1)
∫
J∞
(z−ξ)−m dµ∞
V˜
(ξ) :
as dηˆzˆ and dµ∞
V˜
are, for n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk = ∞, supported on bounded compact
sets, it follows via the complex form of the Stone-Weierstrass theorem and the latter relation that ηˆzˆ
∗→ µ∞
V˜
in the
double-scaling limit N, n→∞ such that zo=1+o(1).150 
148Note that, since Dˆ(λˆ1)⊇ Zˆ0 and Dˆ(λˆ1) ∩ {αp1 , αp2 , . . . , αps−1 }=∅,
∫
R
∑s−1
q=1
κnkk˜q
N ln(ξ−αpq ) dηˆzˆ(ξ)=
∑N
j=1
∑s−1
q=1
κnkk˜q
N
ln(zˆn
k
( j)−αpq )
N =N,n→∞
zo=1+o(1)
O(1).
149In—the equivalent—Part (ii) of Vitali’s Theorem, take any ‘fixed’ z∈C \ (−∞, λˆ1] that is real and greater than λˆ1 to play the roˆle of cV .
150As a corollary, note that, for n ∈ N and k ∈ {1, 2, . . . , K} such that αps := αk = ∞, x ∈ J∞ ⇔ dist(x, Zˆ0)→ 0 in the double-scaling limit
N, n→ ∞ such that zo=1 + o(1).
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Lemma 3.10. Let the external field V˜ : R \ {α1, α2, . . . , αK }→R satisfy conditions (48)–(50) and be regular.
(1) For n∈N and k∈ {1, 2, . . . ,K} such that αps :=αk =∞, let the associated equilibrium measure, µ∞V˜ , and its
support, J∞, be as described in item (1) of Lemma 3.7, and let there exist ℓˆ : N × {1, 2, . . . ,K}→R, the associated
variational constant, such that
2
(
(n−1)K+k
n
) ∫
J∞
ln(|z−ξ|)ψ∞
V˜
(ξ) dξ−2
s−1∑
q=1
κnkk˜q
n
ln|z−αpq |−V˜(z)− ℓˆ=0, z∈ J∞,
2
(
(n−1)K+k
n
) ∫
J∞
ln(|z−ξ|)ψ∞
V˜
(ξ) dξ−2
s−1∑
q=1
κnkk˜q
n
ln|z−αpq |−V˜(z)− ℓˆ60, z∈R \ J∞,
(621)
where, for regular V˜, the inequality in the second of the variational conditions (621) is strict. Then, for n∈N and
k∈{1, 2, . . . ,K} such that αps :=αk=∞: (i) g∞+ (z)+g∞− (z)−2P˜0−V˜(z)−ℓˆ=0, z∈ J∞, where g∞(z) and P˜0 are defined by
Equations (368) and (369), respectively, and g∞± (z) := limε↓0 g
∞(z±iε); (ii) g∞+ (z)+g∞− (z)−2P˜0−V˜(z)−ℓˆ60, z∈R\ J∞ ,
where equality holds for at most a finite number of points, and, for regular V˜, the inequality is strict; (iii)
g∞+ (z)−g∞− (z)=

2πiGˆ(z), z∈ [bˆ j−1, aˆ j], j=1, 2, . . . ,N+1,
2πiGˆ(z), z∈ (aˆi, bˆi), i=1, 2, . . . ,N,
2πiGˆ(z), z∈ (aˆN+1,+∞),
2πiGˆ(z), z∈ (−∞, bˆ0),
where
Gˆ(z) :=
(
(n−1)K+k
n
) ∫ aˆN+1
z
ψ∞
V˜
(ξ) dξ−
∑
q∈∆ˆk(z)
κnkk˜q
n
, Gˆ(z) :=
(
(n−1)K+k
n
) ∫ aˆN+1
bˆi
ψ∞
V˜
(ξ) dξ−
∑
q∈∆ˆk(z)
κnkk˜q
n
,
Gˆ(z) :=−
∑
q∈∆ˆk(z)
κnkk˜q
n
, Gˆ(z) :=
(
(n−1)K+k
n
)
−
∑
q∈∆ˆk(z)
κnkk˜q
n
,
with ∆ˆk(z) := { j∈{1, 2, . . . , s−1}; αp j >z};151 and (iv)
i
g∞+ (z)−g∞− (z)+2πi ∑
q∈∆ˆk(z)
κnkk˜q
n

′
=
2π
(
(n−1)K+k
n
)
ψ∞
V˜
(z)>0, z∈ J∞,
0, z∈R \ J∞,
where the prime denotes differentiation with respect to z, and, for regular V˜, equality holds for at most a finite
number of points.
(2) For n∈N and k ∈ {1, 2, . . . ,K} such that αps :=αk ,∞, let the associated equilibrium measure, µ fV˜ , and its
support, J f , be as described in item (2) of Lemma 3.7, and let there exist ℓ˜ : N × {1, 2, . . . ,K}→R, the associated
variational constant, such that
2
(
(n−1)K+k
n
) ∫
J f
ln
(∣∣∣∣∣ z−ξξ−αk
∣∣∣∣∣)ψ fV˜ (ξ) dξ−2 s−2∑
q=1
κnkk˜q
n
ln
∣∣∣∣∣∣ z−αpqαpq−αk
∣∣∣∣∣∣−2
(
κnk−1
n
)
ln|z−αk|−V˜(z)− ℓ˜=0, z∈ J f ,
2
(
(n−1)K+k
n
) ∫
J f
ln
(∣∣∣∣∣ z−ξξ−αk
∣∣∣∣∣)ψ fV˜ (ξ) dξ−2 s−2∑
q=1
κnkk˜q
n
ln
∣∣∣∣∣∣ z−αpqαpq−αk
∣∣∣∣∣∣−2
(
κnk−1
n
)
ln|z−αk|−V˜(z)− ℓ˜60, z∈R \ J f ,
(622)
where, for regular V˜, the inequality in the second of the variational conditions (622) is strict. Then, for n∈N and
k∈{1, 2, . . . ,K} such that αps :=αk,∞: (i) g f+(z)+g f−(z)−Pˆ+0−Pˆ−0−V˜(z)−ℓ˜=0, z∈ J f , where g f (z) and Pˆ±0 are defined
by Equations (371) and (373), respectively, and g f±(z) := limε↓0 g
f (z± iε); (ii) g f+(z)+g f−(z)−Pˆ+0 −Pˆ−0 −V˜(z)− ℓ˜ 6 0,
z∈R \ J f , where equality holds for at most a finite number of points, and, for regular V˜, the inequality is strict; (iii)
g
f
+(z)−g f−(z)+Pˆ−0−Pˆ+0 =

2πiG˜(z), z∈ [b˜ j−1, a˜ j], j=1, 2, . . . ,N+1,
2πiG˜(z), z∈ (a˜i, b˜i), i=1, 2, . . . ,N,
2πiG˜(z), z∈ (a˜N+1,+∞),
2πiG˜(z), z∈ (−∞, b˜0),
151If ∆ˆk(z)=∅, then
∑
q∈∆ˆk(z) κnkk˜q/n :=0.
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where
G˜(z) := −
(
κnk−1
n
)
χR<αk (z)+
(
(n−1)K+k
n
) ∫ a˜N+1
z
ψ
f
V˜
(ξ) dξ−
(
(n−1)K+k
n
) ∫
J f∩R>αk
ψ
f
V˜
(ξ) dξ
−
∑
q∈∆˜k(z)
κnkk˜q
n
+
∑
q∈∆˜(k)
κnkk˜q
n
,
G˜(z) := −
(
κnk−1
n
)
χR<αk (z)+
(
(n−1)K+k
n
) ∫ a˜N+1
b˜i
ψ
f
V˜
(ξ) dξ−
(
(n−1)K+k
n
) ∫
J f∩R>αk
ψ
f
V˜
(ξ) dξ
−
∑
q∈∆˜k(z)
κnkk˜q
n
+
∑
q∈∆˜(k)
κnkk˜q
n
,
G˜(z) := −
(
κnk−1
n
)
χR<αk (z)−
(
(n−1)K+k
n
) ∫
J f∩R>αk
ψ
f
V˜
(ξ) dξ−
∑
q∈∆˜k(z)
κnkk˜q
n
+
∑
q∈∆˜(k)
κnkk˜q
n
,
G˜(z) := −
(
κnk−1
n
)
χR<αk (z)−
(
(n−1)K+k
n
) ∫
J f∩R>αk
ψ
f
V˜
(ξ) dξ+
(
(n−1)K+k
n
)
−
∑
q∈∆˜k(z)
κnkk˜q
n
+
∑
q∈∆˜(k)
κnkk˜q
n
,
with 152 ∆˜k(z) := { j∈{1, 2, . . . , s−2}; αp j >z},153 and ∆˜(k) := { j∈{1, 2, . . . , s−2}; αp j >αk};154 and (iv)
i
g f+(z)−g f−(z)+Pˆ−0−Pˆ+0 +2πi
(
κnk−1
n
)
χR<αk (z)+2πi
∑
q∈∆˜k(z)
κnkk˜q
n

′
=
2π
(
(n−1)K+k
n
)
ψ
f
V˜
(z)>0, z∈ J f ,
0, z∈R \ J f ,
where, for regular V˜, equality holds for at most a finite number of points.
Proof. The proof of this Lemma 3.10 consists of two cases: (i) n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞;
and (ii) n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞. The proof for the case αps :=αk,∞, k∈{1, 2, . . . ,K}, will
be considered in detail (see (A) below), whilst the case αps :=αk =∞, k ∈ {1, 2, . . . ,K}, can, modulo technical and
computational particulars, be proved analogously (see (B) below).
(A) Let V˜ : R \ {α1, α2, . . . , αK } → R satisfy conditions (48)–(50) and be regular. Recall from item (2) of
Lemma 3.7 that, for n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk , ∞, supp(µ fV˜ ) =: J f = ∪
N+1
j=1 J˜ j (⊂ R \
{αp1 , αp2 , . . . , αps }), where J˜ j := [b˜ j−1, a˜ j], j=1, 2, . . . ,N+1, and b˜ j−1, a˜ j satisfy, in the double-scaling limitN, n→∞
such that zo = 1+o(1), the locally solvable system of 2(N+1) real moment equations (439)–(441), with N ∈ N0
and finite, J˜i ∩ J˜ j = ∅, i , j ∈ {1, 2, . . . ,N +1}, and −∞ < b˜0 < a˜1 < b˜1 < a˜2 < · · · < b˜N < a˜N+1 < +∞. Write
R = J f ∪ (∪Ni=1(a˜i, b˜i)) ∪ (a˜N+1,+∞) ∪ (−∞, b˜0). Consider the following cases: (1) z ∈ J˜ j, j = 1, 2, . . . ,N+1; (2)
z∈ (a˜i, b˜i), i=1, 2, . . . ,N; (3) z∈ (a˜N+1,+∞); and (4) z∈ (−∞, b˜0).
(1) Substituting the representation (443) for the density of the associated equilibrium measure into the defini-
tion of g f (z) given by Equation (371), one shows that, for z∈ J˜ j, j=1, 2, . . . ,N+1,
g
f
±(z) =
(
(n−1)K+k
n
) ∫
J f
ln(|z−ξ|)ψ f
V˜
(ξ) dξ−
(
κnk−1
n
) ∫
J f
ln(|ξ−αk|)ψ f
V˜
(ξ) dξ
− iπ
(
κnk−1
n
) ∫
J f∩R<αk
ψ
f
V˜
(ξ) dξ−
s−2∑
q=1
κnkk˜q
n
∫
J f
ln(|ξ−αpq |)ψ fV˜ (ξ) dξ
− iπ
s−2∑
q=1
κnkk˜q
n
∫
J f∩R<αpq
ψ
f
V˜
(ξ) dξ−
s−2∑
q=1
κnkk˜q
n
ln|z−αpq |∓iπ
∑
q∈∆˜( j;z)
κnkk˜q
n
± iπ
(
(n−1)K+k
n
) ∫ a˜N+1
z
ψ
f
V˜
(ξ) dξ−
(
κnk−1
n
) (
ln|z−αk|±iπχR<αk (z)
)
, (623)
where 155 g f±(z) := limε↓0 g
f (z±iε), and ∆˜( j; z) := {i∈{1, 2, . . . , s−2}; αpi >z}.156 Via Equation (623) and the definition
152If J f ∩ R>αk =∅, then
∫
J f ∩R>αk
ψ
f
V˜
(ξ) dξ :=0.
153If ∆˜k(z)=∅, then
∑
q∈∆˜k(z) κnkk˜q/n :=0.
154If ∆˜(k)=∅, then
∑
q∈∆˜(k) κnkk˜q/n :=0.
155If J f ∩ R<αpq =∅, q∈{1, . . . , s−2, s}, then
∫
J f ∩R<αpq
ψ
f
V˜
(ξ) dξ :=0.
156If ∆˜( j; z)=∅, j∈{1, 2, . . . ,N+1}, then ∑q∈∆˜( j;z) κnkk˜q /n :=0.
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of Pˆ±0 given by Equation (373), one arrives at, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞,
(2πi)−1(g f+(z)−g f−(z)+Pˆ−0−Pˆ+0 ) =
(
(n−1)K+k
n
) ∫ a˜N+1
z
ψ
f
V˜
(ξ) dξ−
(
(n−1)K+k
n
) ∫
J f∩R>αk
ψ
f
V˜
(ξ) dξ
−
∑
q∈∆˜( j;z)
κnkk˜q
n
+
∑
q∈∆˜(k)
κnkk˜q
n
−
(
κnk−1
n
)
χR<αk (z), (624)
where ∆˜(k) := { j∈{1, 2, . . . , s−2}; αp j >αk},157 which shows that, for z∈ J˜ j, j=1, 2, . . . ,N+1, g f+(z)−g f−(z)+Pˆ−0−Pˆ+0 ∈ iR;
moreover, via Leibnitz’s Rule and the fact that ψ f
V˜
(z)>0, z∈ J˜ j, j=1, 2, . . . ,N+1, it also follows that
i
g f+(z)−g f−(z)+Pˆ−0−Pˆ+0 +2πi
(
κnk−1
n
)
χR<αk (z)+2πi
∑
q∈∆˜( j;z)
κnkk˜q
n

′
=2π
(
(n−1)K+k
n
)
ψ
f
V˜
(z)>0, (625)
where the prime denotes differentiation with respect to z. Via Equation (623), the definition of Pˆ±0 given by Equa-
tion (373), and the first of the variational conditions (622), one also arrives at, for n ∈N and k ∈ {1, 2, . . . ,K} such
that αps :=αk,∞,
g
f
+(z)+g
f
−(z)−Pˆ−0−Pˆ+0 −V˜(z)− ℓ˜ = 2
(
(n−1)K+k
n
) ∫
J f
ln
(∣∣∣∣∣ z−ξξ−αk
∣∣∣∣∣)ψ fV˜ (ξ) dξ−2 s−2∑
q=1
κnkk˜q
n
ln
∣∣∣∣∣∣ z−αpqαpq−αk
∣∣∣∣∣∣
− 2
(
κnk−1
n
)
ln|z−αk|−V˜(z)− ℓ˜=0, (626)
which, as a by-product, gives the formula for the associated variational constant ℓ˜ : N× {1, 2, . . . ,K}→R, which is
the same [126] (see, also, Section 7 of [127]) for each compact interval J˜ j, j=1, 2, . . . ,N+1; in particular,
ℓ˜ = 2
(
(n−1)K+k
n
) ∫
J f
ln

∣∣∣∣∣∣∣
1
2 (b˜N+a˜N+1)−ξ
ξ−αk
∣∣∣∣∣∣∣
ψ fV˜ (ξ) dξ−2 s−2∑
q=1
κnkk˜q
n
ln
∣∣∣∣∣∣∣
1
2 (b˜N+a˜N+1)−αpq
αpq−αk
∣∣∣∣∣∣∣
− 2
(
κnk−1
n
)
ln
∣∣∣ 1
2 (b˜N+a˜N+1)−αk
∣∣∣−V˜( 12 (b˜N+a˜N+1)). (627)
(2) Substituting the representation (443) for the density of the associated equilibrium measure into the defini-
tion of g f (z) given by Equation (371), one shows that, for z∈ (a˜ j, b˜ j), j=1, 2, . . . ,N,
g
f
±(z) =
(
(n−1)K+k
n
) ∫
J f
ln(|z−ξ|)ψ f
V˜
(ξ) dξ−
(
κnk−1
n
) ∫
J f
ln(|ξ−αk|)ψ f
V˜
(ξ) dξ
− iπ
(
κnk−1
n
) ∫
J f∩R<αk
ψ
f
V˜
(ξ) dξ−
s−2∑
q=1
κnkk˜q
n
∫
J f
ln(|ξ−αpq |)ψ fV˜ (ξ) dξ
− iπ
s−2∑
q=1
κnkk˜q
n
∫
J f∩R<αpq
ψ
f
V˜
(ξ) dξ−
s−2∑
q=1
κnkk˜q
n
ln|z−αpq |∓iπ
∑
q∈∆˜( j;z)
κnkk˜q
n
± iπ
(
(n−1)K+k
n
) ∫ a˜N+1
b˜ j
ψ
f
V˜
(ξ) dξ−
(
κnk−1
n
) (
ln|z−αk|±iπχR<αk (z)
)
; (628)
hence, via Equation (628) and the definition of Pˆ±0 given by Equation (373), one shows that, for n ∈ N and k ∈{1, 2, . . . ,K} such that αps :=αk,∞,
(2πi)−1(g f+(z)−g f−(z)+Pˆ−0−Pˆ+0 ) =
(
(n−1)K+k
n
) ∫ a˜N+1
b˜ j
ψ
f
V˜
(ξ) dξ−
(
(n−1)K+k
n
) ∫
J f∩R>αk
ψ
f
V˜
(ξ) dξ
−
∑
q∈∆˜( j;z)
κnkk˜q
n
+
∑
q∈∆˜(k)
κnkk˜q
n
−
(
κnk−1
n
)
χR<αk (z), (629)
157If ∆˜(k)=∅, then
∑
q∈∆˜(k) κnkk˜q/n :=0.
Orthogonal Rational Functions: Characterisation, Multi-Point Pade´ Approximants, and Asymptotics 210
whence g f+(z)−g f−(z)+Pˆ−0−Pˆ+0 ∈ iR; moreover, via Leibnitz’s Rule, it follows that, for z∈ (a˜ j, b˜ j), j=1, 2, . . . ,N,
i
g f+(z)−g f−(z)+Pˆ−0−Pˆ+0 +2πi
(
κnk−1
n
)
χR<αk (z)+2πi
∑
q∈∆˜( j;z)
κnkk˜q
n

′
=0. (630)
Via Equation (628) and the definition of Pˆ±0 given by Equation (373), one arrives at, for n∈N and k∈{1, 2, . . . ,K}
such that αps :=αk,∞, and z∈ (a˜ j, b˜ j), j=1, 2, . . . ,N,
g
f
+(z)+g
f
−(z)−Pˆ−0−Pˆ+0 −V˜(z)− ℓ˜ = 2
(
(n−1)K+k
n
) ∫
J f
ln
(∣∣∣∣∣ z−ξξ−αk
∣∣∣∣∣)ψ fV˜ (ξ) dξ−2 s−2∑
q=1
κnkk˜q
n
ln
∣∣∣∣∣∣ z−αpqαpq−αk
∣∣∣∣∣∣
− 2
(
κnk−1
n
)
ln|z−αk|−V˜(z)− ℓ˜. (631)
Recalling from the proof of Lemma 3.7 that H : L2(R) ∋ f 7→ limε↓0
∫
|z−ξ|>ε
f (ξ)
z−ξ
dξ
π
=: (H f )(z) denotes the Hilbert
transform, one shows that, for z∈ (a˜ j, b˜ j), j=1, 2, . . . ,N,∫
J f
ln(|z−ξ|)ψ f
V˜
(ξ) dξ=π
∫ z
a˜ j
(Hψ f
V˜
)(ξ) dξ+
∫
J f
ln(|a˜ j−ξ|)ψ f
V˜
(ξ) dξ; (632)
however, some of the poles αpq , q ∈ {1, . . . , s− 2, s}, may lie between a˜ j and z, in which case, the integral∫ z
a˜ j
(Hψ f
V˜
)(ξ) dξ has to be handled appropriately: proceeding as per the analysis on p. 347 of [93], it turns out
that, if there are any poles αpq , q ∈ {1, . . . , s−2, s}, lying between a˜ j and z, then the integral
∫ z
a˜ j
(Hψ f
V˜
)(ξ) dξ gives
rise to integrable logarithmic singularities, and the relation (632) holds true for z∈ (a˜ j, b˜ j), j= 1, 2, . . . ,N. Substi-
tuting relation (632) into Equation (631), one shows that, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, and
z∈ (a˜ j, b˜ j), j=1, 2, . . . ,N,
g
f
+(z)+g
f
−(z)−Pˆ−0−Pˆ+0 −V˜(z)− ℓ˜ = 2π
(
(n−1)K+k
n
) ∫ z
a˜ j
(Hψ f
V˜
)(ξ) dξ+2
(
(n−1)K+k
n
) ∫
J f
ln(|a˜ j−ξ|)ψ f
V˜
(ξ) dξ
− 2
(
(n−1)K+k
n
) ∫
J f
ln(|ξ−αk|)ψ f
V˜
(ξ) dξ− 2
s−2∑
q=1
κnkk˜q
n
ln
∣∣∣∣∣∣ z−αpqαpq−αk
∣∣∣∣∣∣
− 2
(
κnk−1
n
)
ln|z−αk|−V˜(z)− ℓ˜=2π
(
(n−1)K+k
n
) ∫ z
a˜ j
(Hψ f
V˜
)(ξ) dξ
−
∫ z
a˜ j
V˜ ′(ξ) dξ−2
(
κnk−1
n
) ∫ z
a˜ j
(ξ−αk)−1 dξ−2
s−2∑
q=1
κnkk˜q
n
∫ z
a˜ j
(ξ−αpq)−1 dξ
+
2 ( (n−1)K+kn
) ∫
J f
ln
(∣∣∣∣∣ a˜ j−ξξ−αk
∣∣∣∣∣)ψ fV˜ (ξ) dξ−2 s−2∑
q=1
κnkk˜q
n
ln
∣∣∣∣∣∣ a˜ j−αpqαpq−αk
∣∣∣∣∣∣
− 2
(
κnk−1
n
)
ln|a˜ j−αk|−V˜(a˜ j)− ℓ˜
)
,
which, via Equation (626), simplifies to
g
f
+(z)+g
f
−(z)−Pˆ−0−Pˆ+0 −V˜(z)− ℓ˜ =
∫ z
a˜ j
2π ( (n−1)K+kn
)
(Hψ f
V˜
)(ξ)− 2(κnk−1)
n(ξ−αk) −2
s−2∑
q=1
κnkk˜q
n(ξ−αpq)
−V˜ ′(ξ)
 dξ. (633)
From definition (444), the second line of Equation (448), and Equation (475), one shows that, for z ∈ (a˜ j, b˜ j),
j=1, 2, . . . ,N,
2π
(
(n−1)K+k
n
)
(Hψ f
V˜
)(z)= V˜ ′(z)+
2(κnk−1)
n(z−αk) +2
s−2∑
q=1
κnkk˜q
n(z−αpq)
−
(
(n−1)K+k
n
)
(R˜(z))1/2h˜V˜(z) : (634)
Substituting Equation (634) into Equation (633), one arrives at, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,
∞, and z∈ (a˜ j, b˜ j), j=1, 2, . . . ,N,
g
f
+(z)+g
f
−(z)−Pˆ−0 −Pˆ+0 −V˜(z)− ℓ˜=−
(
(n−1)K+k
n
) ∫ z
a˜ j
(R˜(ξ))1/2h˜V˜ (ξ) dξ (60). (635)
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(Since, for regular V˜ : R \ {α1, α2, . . . , αK}→R satisfying conditions (48)–(50), h˜V˜ : R \ {αp1 , . . . , αps−2 , αps}→R is
real analytic (and clearly not identically zero), it follows that one has equality only at points zh˜ ∈ ∪Nj=1(a˜ j, b˜ j) for
which h˜V˜(zh˜)= 0, with #{zh˜ ∈∪Nj=1(a˜ j, b˜ j); h˜V˜ (zh˜)= 0}<∞.) For n ∈N and k ∈ {1, 2, . . . ,K} such that αps :=αk ,∞,
one shows from Equation (631) that, for ξ ∈ J f and z∈ (a˜ j, b˜ j), j=1, 2, . . . ,N, such that |(z−αk)/(ξ−αk)|≪1 (e.g.,
0 < |z−αk| ≪ min{mini, j∈{1,...,s−2,s}{|αpi −αp j |}, infξ∈J f {|ξ−αk|},mini=1,2,...,N+1{||b˜i−1− a˜i|−αk|}}), via the expansions
1
(z−αk)−(ξ−αk ) =−
∑l
j=0
(z−αk) j
(ξ−αk) j+1 +
(z−αk)l+1
(ξ−αk)l+1(z−ξ) , l∈N0, and ln(1−)=−
∑∞
m=1 
m/m, ||≪1,
g
f
+(z)+g
f
−(z)−Pˆ−0−Pˆ+0 −V˜(z)− ℓ˜ =
z→αk
−
(
V˜(z)−
(
κnk−1
n
)
ln(|z−αk|−2+1)
)
+O(1),
which, for regular V˜ : R \ {α1, α2, . . . , αK}→R satisfying conditions (48)–(50), shows that g f+(z)+g f−(z)−Pˆ−0−Pˆ+0 −
V˜(z)− ℓ˜<0, z∈ (a˜ j, b˜ j), j=1, 2, . . . ,N.
(3) Substituting the representation (443) for the density of the associated equilibrium measure into the defini-
tion of g f (z) given by Equation (371), one shows that, for z∈ (a˜N+1,+∞),
g
f
±(z) =
(
(n−1)K+k
n
) ∫
J f
ln(|z−ξ|)ψ f
V˜
(ξ) dξ−
(
κnk−1
n
) ∫
J f
ln(|ξ−αk|)ψ f
V˜
(ξ) dξ
− iπ
(
κnk−1
n
) ∫
J f∩R<αk
ψ
f
V˜
(ξ) dξ−
s−2∑
q=1
κnkk˜q
n
∫
J f
ln(|ξ−αpq |)ψ fV˜ (ξ) dξ
− iπ
s−2∑
q=1
κnkk˜q
n
∫
J f∩R<αpq
ψ
f
V˜
(ξ) dξ−
s−2∑
q=1
κnkk˜q
n
ln|z−αpq |∓iπ
∑
q∈∆˜(z)
κnkk˜q
n
−
(
κnk−1
n
) (
ln|z−αk|±iπχR<αk (z)
)
, (636)
where ∆˜(z) := { j ∈ {1, 2, . . . , s−2}; αp j > z};158 hence, via Equation (636) and the definition of Pˆ±0 given by Equa-
tion (373), one shows that, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞,
(2πi)−1(g f+(z)−g f−(z)+Pˆ−0−Pˆ+0 )=−
(
(n−1)K+k
n
) ∫
J f∩R>αk
ψ
f
V˜
(ξ) dξ−
∑
q∈∆˜(z)
κnkk˜q
n
+
∑
q∈∆˜(k)
κnkk˜q
n
−
(
κnk−1
n
)
χR<αk (z), (637)
whence g f+(z)−g f−(z)+Pˆ−0−Pˆ+0 ∈ iR; moreover, via Leibnitz’s Rule, it follows that, for z∈ (a˜N+1,+∞),
i
g f+(z)−g f−(z)+Pˆ−0−Pˆ+0 +2πi
(
κnk−1
n
)
χR<αk (z)+2πi
∑
q∈∆˜(z)
κnkk˜q
n

′
=0. (638)
Via Equation (636) and the definition of Pˆ±0 given by Equation (373), one arrives at (cf. Equation (375)), for n∈N
and k∈{1, 2, . . . ,K} such that αps :=αk,∞, and z∈ (a˜N+1,+∞),
g
f
+(z)+g
f
−(z)−Pˆ−0−Pˆ+0 −V˜(z)− ℓ˜ = 2
(
(n−1)K+k
n
) ∫
J f
ln
(∣∣∣∣∣ z−ξξ−αk
∣∣∣∣∣)ψ fV˜ (ξ) dξ−2 s−2∑
q=1
κnkk˜q
n
ln
∣∣∣∣∣∣ z−αpqαpq−αk
∣∣∣∣∣∣
− 2
(
κnk−1
n
)
ln|z−αk|−V˜(z)− ℓ˜. (639)
Proceeding as in case (2) above, one shows that, for z∈ (a˜N+1,+∞),∫
J f
ln(|z−ξ|)ψ f
V˜
(ξ) dξ=π
∫ z
a˜N+1
(Hψ f
V˜
)(ξ) dξ+
∫
J f
ln(|a˜N+1−ξ|)ψ f
V˜
(ξ) dξ : (640)
substituting relation (640) into Equation (639), one shows that, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞,
and z∈ (a˜N+1,+∞),
g
f
+(z)+g
f
−(z)−Pˆ−0−Pˆ+0 −V˜(z)− ℓ˜ = 2π
(
(n−1)K+k
n
) ∫ z
a˜N+1
(Hψ f
V˜
)(ξ) dξ−
∫ z
a˜N+1
V˜ ′(ξ) dξ−2
(
κnk−1
n
) ∫ z
a˜N+1
(ξ−αk)−1 dξ
158If, for z∈ (a˜N+1 ,+∞), ∆˜(z)=∅, then ∑q∈∆˜(z) κnkk˜q/n :=0.
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− 2
s−2∑
q=1
κnkk˜q
n
∫ z
a˜N+1
(ξ−αpq)−1 dξ+
2 ( (n−1)K+k
n
) ∫
J f
ln
(∣∣∣∣∣ a˜N+1−ξξ−αk
∣∣∣∣∣)ψ fV˜ (ξ) dξ
− 2
s−2∑
q=1
κnkk˜q
n
ln
∣∣∣∣∣∣ a˜N+1−αpqαpq−αk
∣∣∣∣∣∣−2
(
κnk−1
n
)
ln|a˜N+1−αk |−V˜(a˜N+1)− ℓ˜
 ,
which, via Equation (626), simplifies to
g
f
+(z)+g
f
−(z)−Pˆ−0−Pˆ+0 −V˜(z)− ℓ˜ =
∫ z
a˜N+1
2π ((n−1)K+kn
)
(Hψ f
V˜
)(ξ)− 2(κnk−1)
n(ξ−αk) −2
s−2∑
q=1
κnkk˜q
n(ξ−αpq)
−V˜ ′(ξ)
 dξ.
(641)
As a simple analysis shows, it turns out that Equation (634) is also valid for z ∈ (a˜N+1,+∞); hence, substituting
Equation (634) into Equation (641), one arrives at, for n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk , ∞, and
z∈ (a˜N+1,+∞),
g
f
+(z)+g
f
−(z)−Pˆ−0 −Pˆ+0 −V˜(z)− ℓ˜=−
(
(n−1)K+k
n
) ∫ z
a˜N+1
(R˜(ξ))1/2h˜V˜ (ξ) dξ (60). (642)
(Since, for regular V˜ : R \ {α1, α2, . . . , αK} → R satisfying conditions (48)–(50), h˜V˜ : R \ {αp1 , . . . , αps−2 , αps} → R
is real analytic, it follows that one has equality only at points z♯
h˜
∈ (a˜N+1,+∞) for which h˜V˜ (z♯h˜) = 0, with #{z
♯
h˜
∈
(a˜N+1,+∞); h˜V˜ (z♯h˜)=0}<∞.) For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, one shows from Equation (639)
that, for ξ ∈ J f and z ∈ (a˜N+1,+∞) such that |(z−αk)/(ξ−αk)| ≪ 1 (e.g., 0 < |z−αk | ≪ min{mini, j∈{1,...,s−2,s}{|αpi −
αp j |}, infξ∈J f {|ξ−αk |},mini=1,2,...,N+1{||b˜i−1−a˜i|−αk|}}), via the expansions 1(z−αk)−(ξ−αk) =−
∑l
j=0
(z−αk) j
(ξ−αk) j+1 +
(z−αk)l+1
(ξ−αk)l+1(z−ξ) ,
l∈N0, and ln(1−)=−∑∞m=1 m/m, ||≪1,
g
f
+(z)+g
f
−(z)−Pˆ−0−Pˆ+0 −V˜(z)− ℓ˜ =
z→αk
−
(
V˜(z)−
(
κnk−1
n
)
ln(|z−αk|−2+1)
)
+O(1),
and, for ξ∈ J f and z∈ (a˜N+1,+∞) such that |ξ/z|≪1 (e.g., |z|≫max{maxi, j∈{1,...,s−2,s}{|αpi−αp j |},maxq=1,...,s−2,s{|αpq |},
maxi=1,2,...,N+1{|b˜i−1−a˜i|}}), via the expansions 1ξ−z =−
∑l
j=0
ξ j
z j+1
+
ξl+1
zl+1(ξ−z) , l∈N0, and ln(1−)=−
∑∞
m=1 
m/m, ||≪1,
g
f
+(z)+g
f
−(z)−Pˆ−0−Pˆ+0 −V˜(z)− ℓ˜ =
z→+αps−1=+∞
−
V˜(z)−κ∞nkk˜s−1+1n
 ln(z2+1)+O(1),
which, for regular V˜ : R \ {α1, α2, . . . , αK}→R satisfying conditions (48)–(50), show that g f+(z)+g f−(z)−Pˆ−0 −Pˆ+0 −
V˜(z)− ℓ˜<0, z∈ (a˜N+1,+∞).
(4) Substituting the representation (443) for the density of the associated equilibrium measure into the defini-
tion of g f (z) given by Equation (371), one shows that, for z∈ (−∞, b˜0),
g
f
±(z) =
(
(n−1)K+k
n
) ∫
J f
ln(|z−ξ|)ψ f
V˜
(ξ) dξ−
(
κnk−1
n
) ∫
J f
ln(|ξ−αk|)ψ f
V˜
(ξ) dξ
− iπ
(
κnk−1
n
) ∫
J f∩R<αk
ψ
f
V˜
(ξ) dξ−
s−2∑
q=1
κnkk˜q
n
∫
J f
ln(|ξ−αpq |)ψ fV˜ (ξ) dξ
− iπ
s−2∑
q=1
κnkk˜q
n
∫
J f∩R<αpq
ψ
f
V˜
(ξ) dξ−
s−2∑
q=1
κnkk˜q
n
ln|z−αpq |±iπ
(
(n−1)K+k
n
)
∓ iπ
∑
q∈∆˜(z)
κnkk˜q
n
−
(
κnk−1
n
) (
ln|z−αk|±iπχR<αk (z)
)
; (643)
hence, via Equation (643) and the definition of Pˆ±0 given by Equation (373), one shows that, for n ∈ N and k ∈{1, 2, . . . ,K} such that αps :=αk,∞,
(2πi)−1(g f+(z)−g f−(z)+Pˆ−0 −Pˆ+0 ) =
(
(n−1)K+k
n
)
−
(
(n−1)K+k
n
) ∫
J f∩R>αk
ψ
f
V˜
(ξ) dξ−
∑
q∈∆˜(z)
κnkk˜q
n
+
∑
q∈∆˜(k)
κnkk˜q
n
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−
(
κnk−1
n
)
χR<αk (z), (644)
whence g f+(z)−g f−(z)+Pˆ−0−Pˆ+0 ∈ iR; moreover, via Leibnitz’s Rule, it follows that, for z∈ (−∞, b˜0),
i
g f+(z)−g f−(z)+Pˆ−0−Pˆ+0 +2πi
(
κnk−1
n
)
χR<αk (z)+2πi
∑
q∈∆˜(z)
κnkk˜q
n

′
=0. (645)
Via Equation (643) and the definition of Pˆ±0 given by Equation (373), one arrives at, for n∈N and k∈{1, 2, . . . ,K}
such that αps :=αk,∞ and z∈ (−∞, b˜0),
g
f
+(z)+g
f
−(z)−Pˆ−0−Pˆ+0 −V˜(z)− ℓ˜ = 2
(
(n−1)K+k
n
) ∫
J f
ln
(∣∣∣∣∣ z−ξξ−αk
∣∣∣∣∣)ψ fV˜ (ξ) dξ−2 s−2∑
q=1
κnkk˜q
n
ln
∣∣∣∣∣∣ z−αpqαpq−αk
∣∣∣∣∣∣
− 2
(
κnk−1
n
)
ln|z−αk|−V˜(z)− ℓ˜. (646)
Proceeding as in case (2) above, one shows that, for z∈ (−∞, b˜0),∫
J f
ln(|z−ξ|)ψ f
V˜
(ξ) dξ=−π
∫ b˜0
z
(Hψ f
V˜
)(ξ) dξ+
∫
J f
ln(|b˜0−ξ|)ψ f
V˜
(ξ) dξ. (647)
Substituting relation (647) into Equation (646), and using Equation (634) (which remains valid for z ∈ (−∞, b˜0)),
one shows, via Equation (626), that, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, and z∈ (−∞, b˜0),
g
f
+(z)+g
f
−(z)−Pˆ−0−Pˆ+0 −V˜(z)− ℓ˜=
(
(n−1)K+k
n
) ∫ b˜0
z
(R˜(ξ))1/2h˜V˜(ξ) dξ (60). (648)
(Since, for regular V˜ : R \ {α1, α2, . . . , αK} → R satisfying conditions (48)–(50), h˜V˜ : R \ {αp1 , . . . , αps−2 , αps} → R
is real analytic, it follows that one has equality only at points z♭
h˜
∈ (−∞, b˜0) for which h˜V˜(z♭h˜) = 0, with #{z♭h˜ ∈
(−∞, b˜0); h˜V˜(z♭h˜)= 0}<∞.) For n ∈N and k ∈ {1, 2, . . . ,K} such that αps :=αk ,∞, one shows from Equation (646)
that, for ξ ∈ J f and z ∈ (−∞, b˜0) such that |(z−αk)/(ξ−αk)| ≪ 1 (e.g., 0 < |z−αk| ≪ min{mini, j∈{1,...,s−2,s}{|αpi −
αp j |}, infξ∈J f {|ξ−αk |},mini=1,2,...,N+1{||b˜i−1−a˜i|−αk|}}), via the expansions 1(z−αk)−(ξ−αk) =−
∑l
j=0
(z−αk) j
(ξ−αk) j+1 +
(z−αk)l+1
(ξ−αk)l+1(z−ξ) ,
l∈N0, and ln(1−)=−∑∞m=1 m/m, ||≪1,
g
f
+(z)+g
f
−(z)−Pˆ−0−Pˆ+0 −V˜(z)− ℓ˜ =
z→αk
−
(
V˜(z)−
(
κnk−1
n
)
ln(|z−αk|−2+1)
)
+O(1),
and, for ξ ∈ J f and z∈ (−∞, b˜0) such that |ξ/z|≪1 (e.g., |z|≫max{maxi, j∈{1,...,s−2,s}{|αpi−αp j |},maxq=1,...,s−2,s{|αpq |},
maxi=1,2,...,N+1{|b˜i−1−a˜i|}}), via the expansions 1ξ−z =−
∑l
j=0
ξ j
z j+1
+
ξl+1
zl+1(ξ−z) , l∈N0, and ln(1−)=−
∑∞
m=1 
m/m, ||≪1,
g
f
+(z)+g
f
−(z)−Pˆ−0−Pˆ+0 −V˜(z)− ℓ˜ =
z→−αps−1=−∞
−
V˜(z)−κ∞nkk˜s−1+1n
 ln(z2+1)+O(1),
which, for regular V˜ : R \ {α1, α2, . . . , αK}→R satisfying conditions (48)–(50), show that g f+(z)+g f−(z)−Pˆ−0 −Pˆ+0 −
V˜(z)− ℓ˜<0, z∈ (−∞, b˜0).
(B) The proof of this case, that is, n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞, is virtually identical to the
proof presented in (A) above; one mimics, verbatim, the scheme of the calculations presented in case (A) in order
to arrive at the corresponding claims stated in item (1) of the lemma; in order to do so, however, the analogues
of Equations (623), (624), (626)–(629), (631), (635)–(637), (639), (642)–(644), (646), and (648), respectively, are
necessary, which, in the present case, and in conjunctionwith the definition of g∞(z) given by Equation (368), read:
(1) for z∈ [bˆ j−1, aˆ j], j=1, 2, . . . ,N+1,
g∞± (z) =
(
(n−1)K+k
n
) ∫
J∞
ln(|z−ξ|)ψ∞
V˜
(ξ) dξ−
s−1∑
q=1
κnkk˜q
n
∫
J∞
ln(|ξ−αpq |)ψ∞V˜ (ξ) dξ
− iπ
s−1∑
q=1
κnkk˜q
n
∫
J∞∩R<αpq
ψ∞
V˜
(ξ) dξ−
s−1∑
q=1
κnkk˜q
n
ln|z−αpq |∓iπ
∑
q∈∆ˆ( j;z)
κnkk˜q
n
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± iπ
(
(n−1)K+k
n
) ∫ aˆN+1
z
ψ∞
V˜
(ξ) dξ, (649)
that is,
(2πi)−1(g∞+ (z)−g∞− (z))=
(
(n−1)K+k
n
) ∫ aˆN+1
z
ψ∞
V˜
(ξ) dξ−
∑
q∈∆ˆ( j;z)
κnkk˜q
n
, (650)
where 159 g∞± (z) := limε↓0 g
∞(z±iε), and ∆ˆ( j; z) := {i∈{1, 2, . . . , s−1}; αpi >z}, j=1, 2, . . . ,N+1,160
g∞+ (z)+g
∞
− (z)−2P˜0−V˜(z)− ℓˆ=2
(
(n−1)K+k
n
) ∫
J∞
ln(|z−ξ|)ψ∞
V˜
(ξ) dξ−2
s−1∑
q=1
κnkk˜q
n
ln|z−αpq |−V˜(z)− ℓˆ=0, (651)
where P˜0 is defined by Equation (369), and
ℓˆ=2
(
(n−1)K+k
n
) ∫
J∞
ln
(∣∣∣ 1
2 (bˆN+aˆN+1)−ξ
∣∣∣)ψ∞
V˜
(ξ) dξ−2
s−1∑
q=1
κnkk˜q
n
ln
∣∣∣ 1
2 (bˆN+aˆN+1)−αpq
∣∣∣−V˜( 12 (bˆN+aˆN+1)); (652)
(2) for z∈ (aˆ j, bˆ j), j=1, 2, . . . ,N,
g∞± (z) =
(
(n−1)K+k
n
) ∫
J∞
ln(|z−ξ|)ψ∞
V˜
(ξ) dξ−
s−1∑
q=1
κnkk˜q
n
∫
J∞
ln(|ξ−αpq |)ψ∞V˜ (ξ) dξ
− iπ
s−1∑
q=1
κnkk˜q
n
∫
J∞∩R<αpq
ψ∞
V˜
(ξ) dξ−
s−1∑
q=1
κnkk˜q
n
ln|z−αpq |∓iπ
∑
q∈∆ˆ( j;z)
κnkk˜q
n
± iπ
(
(n−1)K+k
n
) ∫ aˆN+1
bˆ j
ψ∞
V˜
(ξ) dξ, (653)
that is,
(2πi)−1(g∞+ (z)−g∞− (z))=
(
(n−1)K+k
n
) ∫ aˆN+1
bˆ j
ψ∞
V˜
(ξ) dξ−
∑
q∈∆ˆ( j;z)
κnkk˜q
n
, (654)
and
g∞+ (z)+g
∞
− (z)−2P˜0−V˜(z)− ℓˆ = 2
(
(n−1)K+k
n
) ∫
J∞
ln(|z−ξ|)ψ∞
V˜
(ξ) dξ−2
s−1∑
q=1
κnkk˜q
n
ln|z−αpq |−V˜(z)− ℓˆ
= −
(
(n−1)K+k
n
) ∫ z
aˆ j
(Rˆ(ξ))1/2hˆV˜(ξ) dξ (60); (655)
(3) for z∈ (aˆN+1,+∞),
g∞± (z) =
(
(n−1)K+k
n
) ∫
J∞
ln(|z−ξ|)ψ∞
V˜
(ξ) dξ−
s−1∑
q=1
κnkk˜q
n
∫
J∞
ln(|ξ−αpq |)ψ∞V˜ (ξ) dξ
− iπ
s−1∑
q=1
κnkk˜q
n
∫
J∞∩R<αpq
ψ∞
V˜
(ξ) dξ−
s−1∑
q=1
κnkk˜q
n
ln|z−αpq |∓iπ
∑
q∈∆ˆ(z)
κnkk˜q
n
, (656)
that is,
(2πi)−1(g∞+ (z)−g∞− (z))=−
∑
q∈∆ˆ(z)
κnkk˜q
n
, (657)
where ∆ˆ(z) := { j∈{1, 2, . . . , s−1}; αp j >z},161 and
g∞+ (z)+g
∞
− (z)−2P˜0−V˜(z)− ℓˆ = 2
(
(n−1)K+k
n
) ∫
J∞
ln(|z−ξ|)ψ∞
V˜
(ξ) dξ−2
s−1∑
q=1
κnkk˜q
n
ln|z−αpq |−V˜(z)− ℓˆ
159If J∞ ∩ R<αpq =∅, q∈{1, 2, . . . , s−1}, then
∫
J∞∩R<αpq
ψ∞
V˜
(ξ) dξ :=0.
160If ∆ˆ( j; z)=∅, j∈{1, 2, . . . ,N+1}, then ∑q∈∆ˆ( j;z) κnkk˜q /n :=0.
161If, for z∈ (aˆN+1 ,+∞), ∆ˆ(z)=∅, then ∑q∈∆ˆ(z) κnkk˜q/n :=0.
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= −
(
(n−1)K+k
n
) ∫ z
aˆN+1
(Rˆ(ξ))1/2hˆV˜(ξ) dξ (60); (658)
(4) for z∈ (−∞, bˆ0),
g∞± (z) =
(
(n−1)K+k
n
) ∫
J∞
ln(|z−ξ|)ψ∞
V˜
(ξ) dξ−
s−1∑
q=1
κnkk˜q
n
∫
J∞
ln(|ξ−αpq |)ψ∞V˜ (ξ) dξ
− iπ
s−1∑
q=1
κnkk˜q
n
∫
J∞∩R<αpq
ψ∞
V˜
(ξ) dξ−
s−1∑
q=1
κnkk˜q
n
ln|z−αpq |±iπ
(
(n−1)K+k
n
)
∓ iπ
∑
q∈∆ˆ(z)
κnkk˜q
n
, (659)
that is,
(2πi)−1(g∞+ (z)−g∞− (z))=
(
(n−1)K+k
n
)
−
∑
q∈∆ˆ(z)
κnkk˜q
n
, (660)
and
g∞+ (z)+g
∞
− (z)−2P˜0−V˜(z)− ℓˆ = 2
(
(n−1)K+k
n
) ∫
J∞
ln(|z−ξ|)ψ∞
V˜
(ξ) dξ−2
s−1∑
q=1
κnkk˜q
n
ln|z−αpq |−V˜(z)− ℓˆ
=
(
(n−1)K+k
n
) ∫ bˆ0
z
(Rˆ(ξ))1/2hˆV˜ (ξ) dξ (60). (661)
This concludes the proof. 
4 The Monic MPC ORF Families of Model RHPs and Parametrices
In this section, the K families of auxiliary matrix RHPs for the associated monic MPC ORFs formulated in
Lemma 3.4 are augmented via contour deformations and transformations into simpler, ‘model’ matrix RHPs
which, for regular V˜ : R \ {α1, α2, . . . , αK} → R satisfying conditions (48)–(50), can be solved explicitly, in the
double-scaling limit N, n→∞ such that zo = 1+o(1), in terms of Riemann theta functions (associated with the
underlying genus-N hyperelliptic (compact) Riemann surfaces) and Airy functions (see, for example, [121, 135,
164, 191, 192]).
Lemma 4.1. Let the external field V˜ : R\{α1, α2, . . . , αK }→R satisfy conditions (48)–(50) and be regular. For n∈N
and k∈{1, 2, . . . ,K} such that αps :=αk=∞ (resp., αps :=αk,∞), let the associated equilibriummeasure, µ∞V˜ (resp.,
µ
f
V˜
), and its support, J∞ (resp., J f ), be as described in item (1) (resp., item (2)) of Lemma 3.7, and, along with the
corresponding variational constant, ℓˆ (resp., ℓ˜), satisfy the variational conditions (621) (resp., conditions (622));
moreover, let the associated conditions (i)–(iv) of item (1) (resp., item (2)) of Lemma 3.10 be valid. For n ∈ N
and k ∈ {1, 2, . . . ,K}, let X : N × {1, 2, . . . ,K} × C \ R→ SL2(C) solve the monic MPC ORF RHP (X(z),V(z),R)
formulated in Lemma 3.4, and, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞, set
M(z)=X(z),
and, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, set
M(z)=
{
X(z)E−σ3 , z∈C+,
X(z)Eσ3 , z∈C−,
where
E : N × {1, 2, . . . ,K} ×M1(R)∋ (n, k, µ f
V˜
) 7→exp
iπ((n−1)K+k)∫
J f∩R>αk
ψ
f
V˜
(ξ) dξ
=E[n, k, µ fV˜]=:E. (662)
Then, for n ∈ N and k ∈ {1, 2, . . . ,K}, M : N × {1, 2, . . . ,K} × C \ R→ SL2(C) solves the following matrix RHP:
(i) M(n, k, z)=M(z) is analytic for z ∈C \ R; (ii) the boundary valuesM±(z) := limε↓0M(z± iε) satisfy the jump
condition
M+(z)=M−(z)Vˆ(z) a.e. z∈R,
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where, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞,
Vˆ : N × {1, 2, . . . ,K} × R→GL2(C), (n, k, z) 7→ Vˆ(n, k, z)=: Vˆ(z)
=

e−2πi((n−1)K+k)
∫ aˆN+1
z
ψ∞
V˜
(ξ) dξ 1
0 e2πi((n−1)K+k)
∫ aˆN+1
z
ψ∞
V˜
(ξ) dξ
 , z∈ (bˆ j−1, aˆ j), j=1, 2, . . . ,N+1,e−2πi((n−1)K+k)
∫ aˆN+1
bˆi
ψ∞
V˜
(ξ) dξ
en(g
∞
+ (z)+g
∞
− (z)−2P˜0−V˜(z)−ℓˆ)
0 e
2πi((n−1)K+k)
∫ aˆN+1
bˆi
ψ∞
V˜
(ξ) dξ
 , z∈ (aˆi, bˆi), i=1, 2, . . . ,N,
I+en(g
∞
+ (z)+g
∞
− (z)−2P˜0−V˜(z)−ℓˆ)σ+, z∈ (−∞, bˆ0) ∪ (aˆN+1,+∞),
with g∞(z) and P˜0 defined by Equations (368) and (369), respectively, g∞± (z) := limε↓0 g
∞(z±iε), g∞+ (z)+g∞− (z)−2P˜0−
V˜(z)− ℓˆ < 0, z∈ (−∞, bˆ0) ∪ ∪Ni=1(aˆi, bˆi) ∪ (aˆN+1,+∞), and ±Re(i
∫ aˆN+1
z
ψ∞
V˜
(ξ) dξ)> 0, z∈C± ∩ (∪N+1j=1 Uˆ j), where, for
j=1, 2, . . . ,N+1, Uˆ j := {z∈C \ {αp1 , αp2 , . . . , αps−1 }; infτ∈(bˆ j−1,aˆ j)|z−τ|< rˆ j}, with rˆ j ∈ (0, 1) chosen small enough so
that Uˆi ∩ Uˆ j=∅, i, j∈{1, 2, . . . ,N+1}, and, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞,
Vˆ : N × {1, 2, . . . ,K} × R→GL2(C), (n, k, z) 7→ Vˆ(n, k, z)=: Vˆ(z)
=

e−2πi((n−1)K+k)
∫ a˜N+1
z
ψ
f
V˜
(ξ) dξ 1
0 e2πi((n−1)K+k)
∫ a˜N+1
z
ψ
f
V˜
(ξ) dξ
 , z∈ (b˜ j−1, a˜ j), j=1, 2, . . . ,N+1,e−2πi((n−1)K+k)
∫ a˜N+1
b˜i
ψ
f
V˜
(ξ) dξ
en(g
f
+(z)+g
f
−(z)−Pˆ+0−Pˆ−0−V˜(z)−ℓ˜)
0 e
2πi((n−1)K+k)
∫ a˜N+1
b˜i
ψ
f
V˜
(ξ) dξ
 , z∈ (a˜i, b˜i), i=1, 2, . . . ,N,
I+en(g
f
+(z)+g
f
−(z)−Pˆ+0−Pˆ−0−V˜(z)−ℓ˜)σ+, z∈ (−∞, b˜0) ∪ (a˜N+1,+∞),
with g f (z) and Pˆ±0 defined by Equations (371) and (373), respectively, g
f
±(z) := limε↓0 g
f (z±iε), g f+(z)+g f−(z)−Pˆ+0 −
Pˆ−0 −V˜(z)− ℓ˜ <0, z∈ (−∞, b˜0) ∪ ∪Ni=1(a˜i, b˜i) ∪ (a˜N+1,+∞), and ±Re(i
∫ a˜N+1
z
ψ
f
V˜
(ξ) dξ)>0, z∈C± ∩ (∪N+1j=1 U˜ j), where,
for j=1, 2, . . . ,N+1, U˜ j := {z∈C \ {αp1 , . . . , αps−2 , αps}; infτ∈(b˜ j−1,a˜ j)|z−τ|< r˜ j}, with r˜ j ∈ (0, 1) chosen small enough
so that U˜i ∩ U˜ j=∅, i, j∈{1, 2, . . . ,N+1}; (iii) for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞,
M(z) =
C±∋z→αk
I+O(z−1), M(z) =
C±∋z→αpq
O(en(P˜0−P˜±1 )σ3 ), q=1, 2, . . . , s−1,
where P˜±1 is defined by Equation (387); and (iv) for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞,
M(z) =
C±∋z→αk
(I+O(z−αk))E∓σ3 , M(z) =
C±∋z→αps−1=∞
O(en(Pˆ±0−Pˆ1)σ3 ),
M(z) =
C±∋z→αpq
O(en(Pˆ±0−Pˆ±2 )σ3 ), q=1, 2, . . . , s−2,
where Pˆ1 and Pˆ
±
2 are defined by Equations (379) and (382), respectively.
Proof. The proof of this Lemma 4.1 consists of two cases: (i) n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞;
and (ii) n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞. The proof for the case αps :=αk,∞, k∈{1, 2, . . . ,K}, will
be considered in detail (see (A) below), whilst the case αps :=αk =∞, k∈ {1, 2, . . . ,K}, can be proved analogously
(see (B) below).
(A) Let V˜ : R \ {α1, α2, . . . , αK}→R satisfy conditions (48)–(50) and be regular. For n∈N and k∈{1, 2, . . . ,K}
such that αps := αk ,∞, the corresponding item (i) of the lemma follows from the definition of M(z) in terms of
X(z) stated in the formulation of the lemma and the corresponding item (i) of Lemma 3.4. Recall from the proof of
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Lemma 3.10 (cf. Equations (624), (629), (637), and (644)) that, for j=1, 2, . . . ,N+1 and i=1, 2, . . . ,N,
(2πi)−1(g f+(z)−g f−(z)+Pˆ−0−Pˆ+0 )=

(
(n−1)K+k
n
) ∫ a˜N+1
z
ψ
f
V˜
(ξ) dξ−
(
(n−1)K+k
n
) ∫
J f ∩R>αk
ψ
f
V˜
(ξ) dξ
−
∑
q∈∆˜( j;z)
κnkk˜q
n
+
∑
q∈∆˜(k)
κnkk˜q
n
−
(
κnk−1
n
)
χR<αk
(z), z∈ [b˜ j−1, a˜ j],(
(n−1)K+k
n
) ∫ a˜N+1
b˜i
ψ
f
V˜
(ξ) dξ−
(
(n−1)K+k
n
) ∫
J f ∩R>αk
ψ
f
V˜
(ξ) dξ
−
∑
q∈∆˜(i;z)
κnkk˜q
n
+
∑
q∈∆˜(k)
κnkk˜q
n
−
(
κnk−1
n
)
χR<αk
(z), z∈ (a˜i, b˜i),
−
(
(n−1)K+k
n
) ∫
J f ∩R>αk
ψ
f
V˜
(ξ) dξ−
∑
q∈∆˜(z)
κnkk˜q
n
+
∑
q∈∆˜(k)
κnkk˜q
n
−
(
κnk−1
n
)
χR<αk
(z), z∈ (a˜N+1,+∞),(
(n−1)K+k
n
)
−
(
(n−1)K+k
n
) ∫
J f ∩R>αk
ψ
f
V˜
(ξ) dξ−
∑
q∈∆˜(z)
κnkk˜q
n
+
∑
q∈∆˜(k)
κnkk˜q
n
−
(
κnk−1
n
)
χR<αk
(z), z∈ (−∞, b˜0),
where ∆˜( j; z), ∆˜(k), and ∆˜(z) are defined in the proof of Lemma 3.10, and (cf. Equations (626), (635), (642),
and (648))
g
f
+(z)+g
f
−(z)−Pˆ+0−Pˆ−0 −V˜(z)− ℓ˜=

0, z∈ [b˜ j−1, a˜ j],
−
(
(n−1)K+k
n
) ∫ z
a˜i
(R˜(ξ))1/2h˜V˜ (ξ) dξ (<0), z∈ (a˜i, b˜i),
−
(
(n−1)K+k
n
) ∫ z
a˜N+1
(R˜(ξ))1/2h˜V˜ (ξ) dξ (<0), z∈ (a˜N+1,+∞),(
(n−1)K+k
n
) ∫ b˜0
z
(R˜(ξ))1/2h˜V˜(ξ) dξ (<0), z∈ (−∞, b˜0).
From the expression for the associated jump matrix given in Equation (375), the above formulae, the fact that, for
n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk ,∞, κnk ∈ N and κnkk˜q ∈ N0, q = 1, . . . , s−2, s, and the definition
of M(z) in terms of X(z) stated in the formulation of the lemma, one arrives at the expression for Vˆ(z) stated in
the corresponding item (ii) of the lemma; furthermore, the associated asymptotics in item (iv) of the lemma are a
consequence of the definition ofM(z) in terms of X(z) stated in the formulation of the lemma and the asymptotics
in the corresponding item (iv) of Lemma 3.4. It remains, therefore, to show that ±Re(i
∫ a˜N+1
z
ψ
f
V˜
(ξ) dξ) > 0, z ∈
C± ∩ (∪N+1j=1 U˜ j), where U˜ j := {z∈C \ {αp1 , . . . , αps−2 , αps}; infτ∈(b˜ j−1,a˜ j)|z−τ|< r˜ j}, j=1, 2, . . . ,N+1, with r˜ j, which is
an arbitrarily fixed, sufficiently small positive real number, chosen so that U˜i ∩ U˜ j =∅, i, j∈{1, 2, . . . ,N+1}. Via
the uniform Lipschitz continuity of g f (z) for z∈C± (cf. the proof of Lemma 3.4), the Cauchy-Riemann conditions,
and Equations (625), (630), (638), and (645), it follows that g f+(z)−g f−(z)+ Pˆ−0 − Pˆ+0 has an analytic extension,162
denoted G˜(z), to an open neighbourhood of J f , namely, ∪N+1j=1 U˜ j, where U˜ j, j=1, 2, . . . ,N+1, is defined above, with
the property that, for z∈C± ∩ (∪N+1j=1 U˜ j), ±Re(G˜(z))>0.
(B) The proof of this case, that is, n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞, is virtually identical to the
proof presented in (A) above; one mimics, verbatim, the scheme of the calculations presented in case (A) in order
to arrive at the claims stated in the corresponding items (i), (ii), and (iii) of the lemma; in order to do so, however,
the analogues of the formulae given above are requisite, which, in the present case, read (cf. Equations (650), (651),
(654), (655), (657), (658), (660), and (661)): for j=1, 2, . . . ,N+1 and i=1, 2, . . . ,N,
(2πi)−1(g∞+ (z)−g∞− (z))=

(
(n−1)K+k
n
) ∫ aˆN+1
z
ψ∞
V˜
(ξ) dξ−
∑
q∈∆ˆ( j;z)
κnkk˜q
n
, z∈ [bˆ j−1, aˆ j],(
(n−1)K+k
n
) ∫ aˆN+1
bˆi
ψ∞
V˜
(ξ) dξ−
∑
q∈∆ˆ(i;z)
κnkk˜q
n
, z∈ (aˆi, bˆi),
−
∑
q∈∆ˆ(z)
κnkk˜q
n
, z∈ (aˆN+1,+∞),(
(n−1)K+k
n
)
−
∑
q∈∆ˆ(z)
κnkk˜q
n
, z∈ (−∞, bˆ0),
162Since, by piecewise continuity, exp(2πi(κnk−1)χR<αk (z))=exp(2πi
∑
q∈∆˜( j;z) κnkk˜q )=exp(2πi
∑
q∈∆˜(z) κnkk˜q )=1.
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where ∆ˆ( j; z) and ∆ˆ(z) are defined in the proof of Lemma 3.10, and
g∞+ (z)+g
∞
− (z)−2P˜0−V˜(z)− ℓˆ=

0, z∈ [bˆ j−1, aˆ j],
−
(
(n−1)K+k
n
) ∫ z
aˆi
(Rˆ(ξ))1/2hˆV˜ (ξ) dξ (<0), z∈ (aˆi, bˆi),
−
(
(n−1)K+k
n
) ∫ z
aˆN+1
(Rˆ(ξ))1/2hˆV˜ (ξ) dξ (<0), z∈ (aˆN+1,+∞),(
(n−1)K+k
n
) ∫ bˆ0
z
(Rˆ(ξ))1/2hˆV˜ (ξ) dξ (<0), z∈ (−∞, bˆ0).
This concludes the proof. 
Remark 4.1. Recalling that the external field V˜ : R\{α1, α2, . . . , αK }→R satisfying conditions (48)–(50) is regular,
and, for n ∈N and k ∈ {1, 2, . . . ,K} such that αps :=αk =∞ (resp., αps :=αk ,∞), g∞+ (z)+g∞− (z)−2P˜0−V˜(z)− ℓˆ < 0,
z∈ (−∞, bˆ0)∪∪Ni=1(aˆi, bˆi)∪(aˆN+1,+∞) (resp., g f+(z)+g f−(z)−Pˆ+0−Pˆ−0−˜V(z)−ℓ˜<0, z∈ (−∞, b˜0)∪∪Ni=1(a˜i, b˜i)∪(a˜N+1,+∞)),
it follows that, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞,
Vˆ(z) =
N,n→∞
zo=1+o(1)
e−(2πi((n−1)K+k)
∫ aˆN+1
bˆi
ψ∞
V˜
(ξ) dξ)σ3 (I+o(1)σ+), z∈ (aˆi, bˆi), i=1, 2, . . . ,N,
I+o(1)σ+, z∈ (−∞, bˆ0) ∪ (aˆN+1,+∞),
where, here and below (in this section), o(1) denotes terms that are exponentially small (in the double-scaling limit
N, n→∞ such that zo=1+o(1)), and, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞,
Vˆ(z) =
N,n→∞
zo=1+o(1)
e−(2πi((n−1)K+k)
∫ a˜N+1
b˜i
ψ
f
V˜
(ξ) dξ)σ3 (I+o(1)σ+), z∈ (a˜i, b˜i), i=1, 2, . . . ,N,
I+o(1)σ+, z∈ (−∞, b˜0) ∪ (a˜N+1,+∞).
Lemma 4.2. Let the external field V˜ : R \ {α1, α2, . . . , αK } → R satisfy conditions (48)–(50) and be regular. For
n ∈N and k ∈ {1, 2, . . . ,K} such that αps := αk =∞ (resp., αps := αk ,∞), let the associated equilibrium measure,
µ∞
V˜
(resp., µ
f
V˜
), and its support, J∞ (resp., J f ), be as described in item (1) (resp., item (2)) of Lemma 3.7, and,
along with the corresponding variational constant, ℓˆ (resp., ℓ˜), satisfy the variational conditions (621) (resp.,
conditions (622)); moreover, let the associated conditions (i)–(iv) of item (1) (resp., item (2)) of Lemma 3.10 be
valid. For n∈N and k∈{1, 2, . . . ,K}, letM : N×{1, 2, . . . ,K}×C\R→SL2(C) solve the matrix RHP (M(z), Vˆ(z),R)
formulated in Lemma 4.1, and, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞, let the deformed and oriented
contour Σˆ :=R ∪ ∪N+1
j=1 (Jˆ
a
j
∪ Jˆ`
j
) be as in Figure 10, with R= (−∞, bˆ0) ∪ ∪N+1j=1 Jˆ j ∪ ∪Ni=1(aˆi, bˆi) ∪ (aˆN+1,+∞), where
Jˆ j := [bˆ j−1, aˆ j], j=1, 2, . . . ,N+1, and ∪N+1j=1 (Ωˆaj ∪ Ωˆ`j ∪ Jˆaj ∪ Jˆ`j ) ⊂ ∪N+1j=1 Uˆ j, where Uˆ j, j=1, 2, . . . ,N+1, is defined
in the corresponding item (ii) of Lemma 4.1, and set
M(z)=

M(z), z∈C \ (Σˆ ∪ ∪N+1
j=1 (Ωˆ
a
j
∪ Ωˆ`
j
)),
M(z)
(
I−e−2πi((n−1)K+k)
∫ aˆN+1
z
ψ∞
V˜
(ξ) dξ σ−
)
, z∈C+ ∩ (∪N+1j=1 Ωˆaj ),
M(z)
(
I+e2πi((n−1)K+k)
∫ aˆN+1
z
ψ∞
V˜
(ξ) dξ
σ−
)
, z∈C− ∩ (∪N+1j=1 Ωˆ`j ),
and, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, let the deformed and oriented contour Σ˜ :=R∪∪N+1j=1 (J˜aj ∪
J˜`
j
) be as in Figure 11, with R= (−∞, b˜0)∪∪N+1j=1 J˜ j∪∪Ni=1(a˜i, b˜i)∪(a˜N+1,+∞), where J˜ j := [b˜ j−1, a˜ j], j=1, 2, . . . ,N+1,
and ∪N+1
j=1 (Ω˜
a
j
∪ Ω˜`
j
∪ J˜a
j
∪ J˜`
j
) ⊂ ∪N+1
j=1 U˜ j, where U˜ j, j=1, 2, . . . ,N+1, is defined in the corresponding item (ii) of
Lemma 4.1, and set
M(z)=

M(z), z∈C \ (Σ˜ ∪ ∪N+1
j=1 (Ω˜
a
j
∪ Ω˜`
j
)),
M(z)
(
I−e−2πi((n−1)K+k)
∫ a˜N+1
z
ψ
f
V˜
(ξ) dξ
σ−
)
, z∈C+ ∩ (∪N+1j=1 Ω˜aj ),
M(z)
(
I+e2πi((n−1)K+k)
∫ a˜N+1
z
ψ
f
V˜
(ξ) dξ
σ−
)
, z∈C− ∩ (∪N+1j=1 Ω˜`j ).
Then: (1) for n ∈N and k ∈ {1, 2, . . . ,K} such that αps := αk =∞, M : N × {1, 2, . . . ,K} × C \ Σˆ→ SL2(C) solves
the following equivalent matrix RHP: (i) M(n, k, z) = M(z) is analytic for z ∈ C \ Σˆ; (ii) the boundary values
M±(z) := lim z′→z∈Σˆ
z′∈± side of Σˆ
M(z′) satisfy the jump condition
M+(z)=M−(z)v(z) a.e. z∈ Σˆ,
where
v : N × {1, 2, . . . ,K} × Σˆ→GL2(C), (n, k, z) 7→v(n, k, z)=:v(z)
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=

iσ2, z∈ (bˆ j−1, aˆ j), j=1, 2, . . . ,N+1,
I+e−2πi((n−1)K+k)
∫ aˆN+1
z
ψ∞
V˜
(ξ) dξ
σ−, z∈ Jˆaj , j=1, 2, . . . ,N+1,
I+e2πi((n−1)K+k)
∫ aˆN+1
z
ψ∞
V˜
(ξ) dξ σ−, z∈ Jˆ`j , j=1, 2, . . . ,N+1,e−2πi((n−1)K+k)
∫ aˆN+1
bˆi
ψ∞
V˜
(ξ) dξ
en(g
∞
+ (z)+g
∞
− (z)−2P˜0−V˜(z)−ℓˆ)
0 e
2πi((n−1)K+k)
∫ aˆN+1
bˆi
ψ∞
V˜
(ξ) dξ
 , z∈ (aˆi, bˆi), i=1, 2, . . . ,N,
I+en(g
∞
+ (z)+g
∞
− (z)−2P˜0−V˜(z)−ℓˆ)σ+, z∈ (−∞, bˆ0) ∪ (aˆN+1,+∞),
with Re(i
∫ aˆN+1
z
ψ∞
V˜
(ξ) dξ)> 0, z∈ Ωˆa
j
(resp., Re(i
∫ aˆN+1
z
ψ∞
V˜
(ξ) dξ)< 0, z∈ Ωˆ`
j
), j= 1, 2, . . . ,N+1: (iii) for p∈ {+,−},
with q(+) :=a, and q(−) :=`,
M(z) =
Cp\∪N+1j=1 (Jˆq(p)j ∪Ωˆq(p)j )∋z→αk
I+O(z−1), M(z) =
Cp\∪N+1j=1 (Jˆq(p)j ∪Ωˆq(p)j )∋z→αpq
O(en(P˜0−P˜p1)σ3 ), q=1, 2, . . . , s−1;
and (2) for n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk ,∞, M : N × {1, 2, . . . ,K} × C \ Σ˜→ SL2(C) solves
the following equivalent matrix RHP: (i) M(n, k, z) = M(z) is analytic for z ∈ C \ Σ˜; (ii) the boundary values
M±(z) := lim z′→z∈Σ˜
z′∈± side of Σ˜
M(z′) satisfy the jump condition
M+(z)=M−(z)v(z) a.e. z∈ Σ˜,
where
v : N × {1, 2, . . . ,K} × Σ˜→GL2(C), (n, k, z) 7→v(n, k, z)=:v(z)
=

iσ2, z∈ (b˜ j−1, a˜ j), j=1, 2, . . . ,N+1,
I+e−2πi((n−1)K+k)
∫ a˜N+1
z
ψ
f
V˜
(ξ) dξ
σ−, z∈ J˜aj , j=1, 2, . . . ,N+1,
I+e2πi((n−1)K+k)
∫ a˜N+1
z
ψ
f
V˜
(ξ) dξ
σ−, z∈ J˜`j , j=1, 2, . . . ,N+1,e−2πi((n−1)K+k)
∫ a˜N+1
b˜i
ψ
f
V˜
(ξ) dξ
en(g
f
+(z)+g
f
−(z)−Pˆ+0−Pˆ−0−V˜(z)−ℓ˜)
0 e
2πi((n−1)K+k)
∫ a˜N+1
b˜i
ψ
f
V˜
(ξ) dξ
 , z∈ (a˜i, b˜i), i=1, 2, . . . ,N,
I+en(g
f
+(z)+g
f
−(z)−Pˆ+0−Pˆ−0−V˜(z)−ℓ˜)σ+, z∈ (−∞, b˜0) ∪ (a˜N+1,+∞),
with Re(i
∫ a˜N+1
z
ψ
f
V˜
(ξ) dξ)> 0, z ∈ Ω˜a
j
(resp., Re(i
∫ a˜N+1
z
ψ
f
V˜
(ξ) dξ)< 0, z ∈ Ω˜`
j
), j= 1, 2, . . . ,N+1: (iii) for p ∈ {+,−},
with q(+) :=a, q(−) :=`, r(+) :=−1, and r(−) :=+1,
M(z) =
Cp\∪N+1j=1 (J˜q(p)j ∪Ω˜q(p)j )∋z→αk
(I+O(z−αk))Er(p)σ3 , M(z) =
Cp\∪N+1j=1 (J˜q(p)j ∪Ω˜q(p)j )∋z→αps−1=∞
O(en(Pˆp0−Pˆ1)σ3Er(p)σ3 ),
M(z) =
Cp\∪N+1j=1 (J˜q(p)j ∪Ω˜q(p)j )∋z→αpq
O(en(Pˆp0−Pˆp2)σ3Er(p)σ3 ), q=1, 2, . . . , s−2.
b b b b b b
bˆ0 aˆ1 bˆ j−1 aˆ j bˆN aˆN+1
Jˆ1 Jˆ j JˆN+1
Jˆa1
Jˆ`1
Ωˆa1
Ωˆ`1
Jˆa
j
Jˆ`
j
Ωˆa
j
Ωˆ`
j
Jˆa
N+1
Jˆ`
N+1
Ωˆa
N+1
Ωˆ`
N+1
Figure 10: Oriented and deformed contour Σˆ :=R ∪ ∪N+1
j=1 (Jˆ
a
j
∪ Jˆ`
j
)
Proof. The proof of this Lemma 4.2 consists of two cases: (i) n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞;
and (ii) n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞. The proof for the case αps :=αk,∞, k∈{1, 2, . . . ,K}, will
be considered in detail (see (A) below), whilst the case αps :=αk =∞, k∈ {1, 2, . . . ,K}, can be proved analogously
(see (B) below).
(A) Let V˜ : R \ {α1, α2, . . . , αK}→R satisfy conditions (48)–(50) and be regular. For n∈N and k∈{1, 2, . . . ,K}
such that αps :=αk,∞, the corresponding items (i) and (iii) for case (2) of the matrix RHP forM(z) formulated in
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Figure 11: Oriented and deformed contour Σ˜ :=R ∪ ∪N+1
j=1 (J˜
a
j
∪ J˜`
j
)
the lemma are a consequence of the definition ofM(z) in terms ofM(z) stated in the lemma and the corresponding
items (i) and (iii) of Lemma 4.1; it remains to verify the corresponding item (ii) of case (2), that is, the expression
for the associated jump matrix, v(z). Recall from the corresponding item (ii) of Lemma 4.1 that, for n ∈ N and
k ∈ {1, 2, . . . ,K} such that αps := αk , ∞, and z ∈ (b˜ j−1, a˜ j), j = 1, 2, . . . ,N + 1, M+(z) = M−(z)Vˆ(z), where
Vˆ(z)=σ++exp(−(2πi((n−1)K+k)
∫ a˜N+1
z
ψ
f
V˜
(ξ) dξ)σ3): noting the matrix factorisation
σ++e
−(2πi((n−1)K+k)
∫ a˜N+1
z
ψ
f
V˜
(ξ) dξ)σ3 =
(
1 0
e2πi((n−1)K+k)
∫ a˜N+1
z
ψ
f
V˜
(ξ) dξ 1
) (
0 1
−1 0
) (
1 0
e−2πi((n−1)K+k)
∫ a˜N+1
z
ψ
f
V˜
(ξ) dξ 1
)
,
it follows that, for z∈ (b˜ j−1, a˜ j), j=1, 2, . . . ,N+1,
M+(z)
(
I−e−2πi((n−1)K+k)
∫ a˜N+1
z
ψ
f
V˜
(ξ) dξ
σ−
)
=M−(z)
(
I+e2πi((n−1)K+k)
∫ a˜N+1
z
ψ
f
V˜
(ξ) dξ
σ−
)
iσ2.
It was shown in the corresponding proof of Lemma 4.1 that, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk ,∞,
±Re(i
∫ a˜N+1
z
ψ
f
V˜
(ξ) dξ)>0, z∈C±∩(∪N+1j=1 U˜ j): the terms±2πi((n−1)K+k)
∫ a˜N+1
z
ψ
f
V˜
(ξ) dξ, which are pure imaginary for
z∈R, and corresponding to which exp(±2πi((n−1)K+k)
∫ a˜N+1
z
ψ
f
V˜
(ξ) dξ) are oscillatory, are continued analytically
to C± ∩ (∪N+1j=1 U˜ j), respectively, corresponding to which exp(∓2πi((n−1)K+k)
∫ a˜N+1
z
ψ
f
V˜
(ξ) dξ) are exponentially
decreasing (in the double-scaling limitN, n→∞ such that zo=1+o(1)). As per the Deift-Zhou non-linear steepest-
descent method [115, 164] (see, also, [121]), one now ‘deforms’ the original, oriented contour R to the extended,
oriented contour/skeleton Σ˜ :=R ∪ ∪N+1
j=1 (J˜
a
j
∪ J˜`
j
) shown in Figure 11 in such a way that the upper (resp., lower)
‘lips’ of the ‘lenses’ J˜a
j
(resp., J˜`
j
), j=1, 2, . . . ,N+1, which are the boundaries of Ω˜a
j
(resp., Ω˜`
j
), lie in the domain
of analytic continuation of g f+(z)−g f−(z)+Pˆ−0−Pˆ+0 , namely, ∪N+1j=1 (Ω˜aj ∪ Ω˜`j ∪ J˜aj ∪ J˜`j ) (⊂ ∪N+1j=1 U˜ j); more precisely,
each oriented and bounded open interval (b˜ j−1, a˜ j), j=1, 2, . . . ,N+1, in the original, oriented contour R is ‘split’,
or ‘branched’, into three, and the resulting oriented contour Σ˜ is the old contour, R, together with the oriented
boundary of N+1 lens-shaped regions, one region surrounding each bounded and oriented open interval (b˜ j−1, a˜ j),
j=1, 2, . . . ,N+1. Recalling, now, the corresponding definition ofM(z) in terms ofM(z) stated in the formulation
of the lemma, and the associated expression for Vˆ(z) given in the corresponding item (ii) of Lemma 4.1, one arrives
at, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, the expression for v(z) given in the corresponding item (ii)
of case (2) of the lemma.
(B) The proof of this case, that is, n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk =∞, is virtually identical
to the proof presented in (A) above; one mimics, verbatim, the scheme of the calculations presented in case (A)
in order to arrive at the claims stated in the corresponding items (i)–(iii) of case (2) of the lemma; in particular,
all that is necessary in order to complete the proof is the associated definition of M(z) in terms of M(z) stated
in the formulation of the lemma and the following matrix factorisation: for n ∈ N and k ∈ {1, 2, . . . ,K} such that
αps :=αk=∞, and z∈ (bˆ j−1, aˆ j), j=1, 2, . . . ,N+1,
σ++e
−(2πi((n−1)K+k)
∫ aˆN+1
z
ψ∞
V˜
(ξ) dξ)σ3 =
(
1 0
e2πi((n−1)K+k)
∫ aˆN+1
z
ψ∞
V˜
(ξ) dξ 1
) (
0 1
−1 0
) (
1 0
e−2πi((n−1)K+k)
∫ aˆN+1
z
ψ∞
V˜
(ξ) dξ 1
)
.
This concludes the proof. 
Remark 4.2. Recalling from Lemma 4.1 that, for n∈N and k ∈ {1, 2, . . . ,K} such that αps :=αk =∞ (resp., αps :=
αk,∞), g∞+ (z)+g∞− (z)−2P˜0−V˜(z)−ℓˆ<0, z∈ (−∞, bˆ0)∪∪Ni=1(aˆi, bˆi)∪(aˆN+1,+∞) (resp., g
f
+(z)+g
f
−(z)−Pˆ+0−Pˆ−0−V˜(z)−ℓ˜<0,
z∈ (−∞, b˜0) ∪ ∪Ni=1(a˜i, b˜i) ∪ (a˜N+1,+∞)), and ±Re(i
∫ aˆN+1
z
ψ∞
V˜
(ξ) dξ)> 0, z∈ Jˆq(±)
j
(resp., ±Re(i
∫ a˜N+1
z
ψ
f
V˜
(ξ) dξ)> 0,
z∈ J˜q(±)
j
), j=1, 2, . . . ,N+1, q(+) :=a, q(−) :=`, one arrives at (see Section 5, Lemma 5.1) the following—coarse—
asymptotic behaviours (in the double-scaling limitN, n→∞ such that zo=1+o(1)) for the associated jump matrices
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(cf. items (1) and (2) of Lemma 4.2; see, also, Remark 4.1): for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞,
j=1, 2, . . . ,N+1, i=1, 2, . . . ,N, and q∈{1, 2, . . . , s−1},
v(z) =
N,n→∞
zo=1+o(1)

iσ2, z∈ (bˆ j−1, aˆ j),
I+O(e−((n−1)K+k)cˆ|z−Pˆ|)σ−, z∈ Jˆaj ∪ Jˆ`j ,
e
−(2πi((n−1)K+k)
∫ aˆN+1
bˆi
ψ∞
V˜
(ξ) dξ)σ3
(
I+O(e−((n−1)K+k)cˆ(z−aˆi))σ+
)
, z∈ (aˆi, bˆi) \ Oδˆpq (αpq),
e
−(2πi((n−1)K+k)
∫ aˆN+1
bˆi
ψ∞
V˜
(ξ) dξ)σ3
(
I+O(|z−αpq |((n−1)K+k)cˆ)σ+
)
, z∈ (aˆi, bˆi) ∩ Oδˆpq (αpq ),
I+O(e−((n−1)K+k)cˆ(z−aˆN+1))σ+, z∈ (aˆN+1,+∞) \ Oδˆpq (αpq),
I+O(e−((n−1)K+k)cˆ|z−bˆ0|)σ+, z∈ (−∞, bˆ0) \ Oδˆpq (αpq ),
I+O(|z−αpq |((n−1)K+k)cˆ)σ+, z∈ ((−∞, bˆ0) ∪ (aˆN+1,+∞)) ∩ Oδˆpq (αpq ),
I+O(e−((n−1)K+k)cˆ ln|z|)σ+, z∈ ((−∞, bˆ0) ∪ (aˆN+1,+∞)) ∩ O∞,
where cˆ>0 is some generic constant (all of whose explicit dependencies are suppressed for notational simplicity),
Pˆ= (aˆ j+εˆ cos θˆ, εˆ sin θˆ), θˆ∈ (−π,−2π/3)∪(2π/3, π),Oδˆpq (αpq) := {z∈C; |z−αpq |<δˆpq }, with εˆ and δˆpq some arbitrarily
fixed, sufficiently small positive real numbers chosen so that, for i1 ∈ {1, 2, . . . ,N+1} and i2, i3 ∈ {1, 2, . . . , s−1},
Oεˆ(bˆi1−1) ∩ Oεˆ(aˆi1)=Oεˆ(bˆi1−1) ∩ Oδˆpi2 (αpi2 )=Oεˆ(aˆi1) ∩ Oδˆpi2 (αpi2 )=∅, and Oδˆpi2 (αpi2 ) ∩ Oδˆpi3 (αpi3 )=∅ ∀ i2 , i3,
and O∞ denotes the open neighbourhood of the point at infinity; and, for n ∈ N and k ∈ {1, 2, . . . ,K} such that
αps :=αk,∞, j=1, 2, . . . ,N+1, i=1, 2, . . . ,N, and q∈{1, . . . , s−2, s},
v(z) =
N,n→∞
zo=1+o(1)

iσ2, z∈ (b˜ j−1, a˜ j),
I+O(e−((n−1)K+k)c˜|z−P˜|)σ−, z∈ J˜aj ∪ J˜`j ,
e
−(2πi((n−1)K+k)
∫ a˜N+1
b˜i
ψ
f
V˜
(ξ) dξ)σ3
(
I+O(e−((n−1)K+k)c˜(z−a˜i))σ+
)
, z∈ (a˜i, b˜i) \ Oδ˜pq (αpq ),
e
−(2πi((n−1)K+k)
∫ a˜N+1
b˜i
ψ
f
V˜
(ξ) dξ)σ3
(
I+O(|z−αpq |((n−1)K+k)c˜)σ+
)
, z∈ (a˜i, b˜i) ∩ Oδ˜pq (αpq),
I+O(e−((n−1)K+k)c˜(z−a˜N+1))σ+, z∈ (a˜N+1,+∞) \ Oδ˜pq (αpq),
I+O(e−((n−1)K+k)c˜|z−b˜0|)σ+, z∈ (−∞, b˜0) \ Oδ˜pq (αpq),
I+O(|z−αpq |((n−1)K+k)c˜)σ+, z∈ ((−∞, b˜0) ∪ (a˜N+1,+∞)) ∩ Oδ˜pq (αpq),
I+O(e−((n−1)K+k)c˜ ln|z|)σ+, z∈ ((−∞, b˜0) ∪ (a˜N+1,+∞)) ∩ O∞,
where c˜>0 is some generic constant (all of whose explicit dependencies are suppressed for notational simplicity),
P˜ = (a˜ j + ε˜ cos θ˜, ε˜ sin θ˜), θ˜ ∈ (−π,−2π/3) ∪ (2π/3, π), with ε˜ and δ˜pq some arbitrarily fixed, sufficiently small
positive real numbers chosen so that, for i1 ∈ {1, 2, . . . ,N+1} and i2, i3 ∈ {1, . . . , s−2, s}, Oε˜(b˜i1−1) ∩ Oε˜(a˜i1) =
Oε˜(b˜i1−1) ∩ Oδ˜pi2 (αpi2 ) = Oε˜(a˜i1) ∩ Oδ˜pi2 (αpi2 ) = ∅, and Oδ˜pi2 (αpi2 ) ∩ Oδ˜pi3 (αpi3 ) = ∅ ∀ i2 , i3. All of the above-
mentioned associated convergences are uniform in the respective compact subsets.
Recall from Lemma 2.56 of [115] that, for an oriented skeleton in C on which the jump matrix of a matrix
RHP is defined, one may always choose to add or delete a portion of the skeleton on which the jump matrix
equals I without altering the matrix RHP in the operator-theoretic sense. For n ∈N and k ∈ {1, 2, . . . ,K} such that
αps := αk = ∞ (resp., αps := αk , ∞), neglecting those jumps on the associated oriented skeleton Σˆ (resp., Σ˜)
tending, in the double-scaling limit N, n→∞ such that zo = 1+o(1), to I, and deleting the corresponding oriented
sub-skeletons from Σˆ (resp., Σ˜), it becomes more or less transparent how to construct associated parametrices
(approximate solutions) for the matrix RHP (M(z), v(z), Σˆ) (resp., (M(z), v(z), Σ˜)) formulated in Lemma 4.2; in
particular, for n ∈N and k ∈ {1, 2, . . . ,K} such that αps :=αk =∞ (resp., αps :=αk ,∞), the solution, in the double-
scaling limit N, n→∞ such that zo = 1+o(1), of the matrix RHP M : N × {1, 2, . . . ,K} × C \ Σˆ→ SL2(C) (resp.,
M : N × {1, 2, . . . ,K} × C \ Σ˜→ SL2(C)) formulated in Lemma 4.2 should be ‘close to’, in some appropriately
defined operator-theoretic sense, the solution of the following family of Kˆ := #{ j ∈ {1, 2, . . . ,K}; α j =∞} (resp.,
K˜ :=#{ j∈{1, 2, . . . ,K}; α j,∞}) ‘model’ matrix RHPs.
Lemma 4.3. Let the external field V˜ : R \ {α1, α2, . . . , αK } → R satisfy conditions (48)–(50) and be regular. For
n ∈N and k ∈ {1, 2, . . . ,K} such that αps := αk =∞ (resp., αps := αk ,∞), let the associated equilibrium measure,
µ∞
V˜
(resp., µ
f
V˜
), and its support, J∞ (resp., J f ), be as described in item (1) (resp., item (2)) of Lemma 3.7, and,
along with the corresponding variational constant, ℓˆ (resp., ℓ˜), satisfy the variational conditions (621) (resp.,
conditions (622)); moreover, let the associated conditions (i)–(iv) of item (1) (resp., item (2)) of Lemma 3.10 be
valid. Then: (1) for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞, m : N× {1, 2, . . . ,K} ×C \ Jˆ→SL2(C), where
Jˆ := J∞∪∪Ni=1(aˆi, bˆi), solves the following matrix RHP: (i)m(n, k, z)=m(z) is analytic for z∈C\ Jˆ; (ii) the boundary
values m±(z) := lim z′→z∈Jˆ
z′∈± side of Jˆ
m(z′) satisfy the jump condition
m+(z)=m−(z)k(z) a.e. z∈ Jˆ,
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where
k : N × {1, 2, . . . ,K} × Jˆ→GL2(C), (n, k, z) 7→k(n, k, z)=:k(z)
=
iσ2, z∈ (bˆ j−1, aˆ j), j=1, 2, . . . ,N+1,e−(2πi((n−1)K+k) ∫ aˆN+1bˆi ψ∞V˜ (ξ) dξ)σ3 , z∈ (aˆi, bˆi), i=1, 2, . . . ,N;
(iii)
m(z) =
C±∋z→αk
I+O(z−1), m(z) =
C±∋z→αpq
O(en(P˜0−P˜±1 )σ3 ), q=1, 2, . . . , s−1;
and (2) for n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk , ∞, m : N × {1, 2, . . . ,K} × C \ J˜→ SL2(C), where
J˜ := J f ∪∪Ni=1(a˜i, b˜i), solves the following matrix RHP: (i) m(n, k, z)=m(z) is analytic for z∈C \ J˜; (ii) the boundary
values m±(z) := lim z′→z∈J˜
z′∈± side of J˜
m(z′) satisfy the jump condition
m+(z)=m−(z)k(z) a.e. z∈ J˜,
where
k : N × {1, 2, . . . ,K} × J˜→GL2(C), (n, k, z) 7→k(n, k, z)=:k(z)
=
iσ2, z∈ (b˜ j−1, a˜ j), j=1, 2, . . . ,N+1,e−(2πi((n−1)K+k) ∫ a˜N+1b˜i ψ fV˜ (ξ) dξ)σ3 , z∈ (a˜i, b˜i), i=1, 2, . . . ,N;
(iii)
m(z) =
C±∋z→αk
(I+O(z−αk))E∓σ3 , m(z) =
C±∋z→αps−1=∞
O(en(Pˆ±0−Pˆ1)σ3E∓σ3 ),
m(z) =
C±∋z→αpq
O(en(Pˆ±0−Pˆ±2 )σ3E∓σ3 ), q=1, 2, . . . , s−2.
It turns out that, for n∈N and k∈ {1, 2, . . . ,K} such that αps :=αk =∞ (resp., αps :=αk ,∞), the model matrix
RHP (m(z), k(z), Jˆ) (resp., (m(z), k(z), J˜)) formulated in item (1) (resp., item (2)) of Lemma 4.3 is explicitly solvable
in terms of Riemann theta functions associated with the family of Kˆ (resp., K˜) two-sheeted genus-N hyperelliptic
(compact) Riemann surfaces Yˆ (resp., Y˜); see, for example, Section 3 of [191] (see, also, [135], and Section 4.2
of [192]): the associated families of solutions and their corresponding parametrices are now presented.
Lemma 4.4. For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk = ∞, let γˆ : C \ ((−∞, bˆ0) ∪ (aˆN+1,+∞) ∪
∪N
j=1(aˆ j, bˆ j))→C be defined by
γˆ(z) :=

( z−bˆ0z−aˆN+1
) N∏
m=1
(
z−bˆm
z−aˆm
)1/4 , z∈C+ (⊂ Yˆ+),
−i
( z−bˆ0z−aˆN+1
) N∏
m=1
(
z−bˆm
z−aˆm
)1/4 , z∈C− (⊂ Yˆ−),
(663)
and set
γˆ(αpq) :=

 αpq−bˆ0αpq−aˆN+1
 N∏
m=1
αpq−bˆmαpq−aˆm


1/4
(∈R+), q=1, 2, . . . , s−1, (664)
and, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, let γ˜ : C \ ((−∞, b˜0) ∪ (a˜N+1,+∞) ∪ ∪Nj=1(a˜ j, b˜ j))→C be
defined by
γ˜(z) :=

( z−b˜0z−a˜N+1
) N∏
m=1
(
z−b˜m
z−a˜m
)1/4 , z∈C+ (⊂ Y˜+),
−i
( z−b˜0z−a˜N+1
) N∏
m=1
(
z−b˜m
z−a˜m
)1/4 , z∈C− (⊂ Y˜−),
(665)
and set
γ˜(αpq) :=

 αpq−b˜0αpq−a˜N+1
 N∏
m=1
αpq−b˜mαpq−a˜m


1/4
(∈R+), q=1, . . . , s−2, s. (666)
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Then, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞,
{z∈C± (⊂ Yˆ±); γˆ(z)∓(γˆ(z))−1=0}=: {zˆ±1 , zˆ±2 , . . . , zˆ±N },
where zˆ±
j
∈ (aˆ j, bˆ j)± (⊂ C± (⊂ Yˆ±)), j=1, 2, . . . ,N, and as points on the plane zˆ+j = zˆ−j = zˆ j ∈ (aˆ j, bˆ j), j=1, 2, . . . ,N,163
and, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞,
{z∈C± (⊂ Y˜±); γ˜(z)∓(γ˜(z))−1=0}=: {z˜±1 , z˜±2 , . . . , z˜±N },
where z˜±
j
∈ (a˜ j, b˜ j)± (⊂ C± (⊂ Y˜±)), j=1, 2, . . . ,N, and as points on the plane z˜+j = z˜−j = z˜ j ∈ (a˜ j, b˜ j), j=1, 2, . . . ,N.164
Furthermore, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞, γˆ(z) solves the RHP
• γˆ(z) is analytic for z∈C \ ((−∞, bˆ0) ∪ (aˆN+1,+∞) ∪ ∪Nj=1(aˆ j, bˆ j)),
• γˆ+(z)= γˆ−(z)i, z∈ (−∞, bˆ0) ∪ (aˆN+1,+∞) ∪ ∪Nj=1(aˆ j, bˆ j),
• γˆ(z)=
C±∋z→αk (−i)(1∓1)/2(1+O(z−1)), and γˆ(z)=C±∋z→αpq (−i)(1∓1)/2γˆ(αpq )(1+O(z−αpq)), q=1, 2, . . . , s−1,
and, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, γ˜(z) solves the RHP
• γ˜(z) is analytic for z∈C \ ((−∞, b˜0) ∪ (a˜N+1,+∞) ∪ ∪Nj=1(a˜ j, b˜ j)),
• γ˜+(z)= γ˜−(z)i, z∈ (−∞, b˜0) ∪ (a˜N+1,+∞) ∪ ∪Nj=1(a˜ j, b˜ j),
• γ˜(z)=
C±∋z→αps−1=∞
(−i)(1∓1)/2(1+O(z−1)), and γ˜(z)=C±∋z→αpq (−i)(1∓1)/2γ˜(αpq)(1+O(z−αpq)), q=1, . . . , s−2, s.
Proof. The proof of this Lemma 4.4 consists of two cases: (i) n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞;
and (ii) n ∈N and k ∈ {1, 2, . . . ,K} such that αps := αk ,∞. Notwithstanding the fact that the scheme of the proof
is, mutatis mutandis, similar for both cases, without loss of generality, only the proof for case (ii) is presented in
detail, whilst case (i) is proved analogously.
Define γ˜(z) via Equation (665): one then notes that γ˜(z)∓ (γ˜(z))−1 = 0 ⇔ (γ˜(z))2 ∓ 1 = 0 ⇒ (γ˜(z))4 − 1 =
0⇔ Q˜(z) := (z− b˜0)∏Nm=1(z− b˜m)− (z− a˜N+1)∏Nm=1(z− a˜m) = 0, whence Q˜(a˜ j) = (−1)N− j+1Q˜(a˜ j), j = 1, 2, . . . ,N,
where Q˜(a˜ j) := (a˜ j− b˜0)∏ j−1m1=1(a˜ j− b˜m1)∏Nm2= j(b˜m2 − a˜ j) > 0, and Q˜(b˜ j) = (−1)N− jQ˜(b˜ j), j = 1, 2, . . . ,N, where
Q˜(b˜ j) := (a˜N+1− b˜ j)∏ jm1=1(b˜ j− a˜m1)∏Nm2= j+1(a˜m2 − b˜ j) > 0; thus, Q˜(a˜ j)Q˜(b˜ j) < 0, j = 1, 2, . . . ,N, which shows
that: (i) Q˜(z) has a zero, denoted by z˜ j, in each open interval (a˜ j, b˜ j), j = 1, 2, . . . ,N; and (ii) since Q˜(z) is a
unital polynomial with deg(Q˜(z))=N, {z˜ j}Nj=1 are the only—simple—zeros of Q˜(z). An analysis of the branch cuts
shows that, for z ∈ ∪N
j=1(a˜ j, b˜ j)
± (⊂ C± (⊂ Y˜±)), ±(γ˜(z))2 > 0, whence {z˜±j }Nj=1 = {z± ∈ (a˜ j, b˜ j)± ⊂ C± (⊂ Y˜±), j =
1, 2, . . . ,N; (γ˜(z)∓(γ˜(z))−1)|z=z±=0}. Setting J˜ := (−∞, b˜0)∪(a˜N+1,+∞)∪∪Nj=1(a˜ j, b˜ j), one shows, upon performing
an analysis of the branch cuts, that γ˜(z) solves the associated (scalar) RHP (γ˜(z), i, J˜) stated in the corresponding
item of the lemma. 
Lemma 4.5. For n ∈N and k ∈ {1, 2, . . . ,K} such that αps :=αk =∞ (resp., αps :=αk ,∞), let m : C \ Jˆ→ SL2(C)
(resp., m : C \ J˜→ SL2(C)) solve the model RHP stated in item (1) (resp., item (2)) of Lemma 4.3. Then: (1) for
n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞,
m(z)=
{
M(z), z∈C+ (⊂ Yˆ+),
−iM(z)σ2, z ∈C− (⊂ Yˆ−),
with
M(z)=m˜∞Mˆ(z),
where m˜∞ and Mˆ(z) are given by Equations (54) and (55), respectively, γˆ(z) is defined by Equation (663), Ωˆ :=
(Ωˆ1, Ωˆ2, . . . , ΩˆN)T,165 with Ωˆ j = 2π
∫ aˆN+1
bˆ j
ψ∞
V˜
(ξ) dξ, j = 1, 2, . . . ,N, dˆ ≡−∑Nj=1 ∫ zˆ−jaˆ j ωˆ (=∑Nj=1 ∫ zˆ+jaˆ j ωˆ), where {zˆ±j }Nj=1
(⊂ Yˆ±) are characterised in the corresponding item of Lemma 4.4, ωˆ is the associated normalised basis of holo-
morphic one-forms on Yˆ, uˆ(z) :=
∫ z
aˆN+1
ωˆ (∈ Jac(Yˆ)), and uˆ+(∞) (= uˆ(∞+)) :=
∫ ∞+
aˆN+1
ωˆ;166 and (2) for n ∈ N and
k∈{1, 2, . . . ,K} such that αps :=αk,∞,
m(z)=
{
M(z), z∈C+ (⊂ Y˜+),
−iM(z)σ2, z ∈C− (⊂ Y˜−),
163Strictly speaking, pr(zˆ+
j
)=pr(zˆ−
j
)= zˆ j ∈ (aˆ j , bˆ j), j=1, 2, . . . , N.
164Strictly speaking, pr(z˜+
j
)=pr(z˜−
j
)= z˜ j ∈ (a˜ j , b˜ j), j=1, 2, . . . , N.
165Note: T denotes transposition.
166Note: α±ps :=α
±
k
=∞± are the points at infinity in Yˆ± (⊃ C±).
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with
M(z)= K˜ M˜(z),
where K˜ :=E−σ3 K˜, with K˜ and E defined by Equations (168) and (662), respectively,167 M˜(z) is defined by Equa-
tion (169), γ˜(z) is defined by Equation (665), Ω˜ := (Ω˜1, Ω˜2, . . . , Ω˜N)T, with Ω˜ j = 2π
∫ a˜N+1
b˜ j
ψ
f
V˜
(ξ) dξ, j= 1, 2, . . . ,N,
d˜≡−∑Nj=1 ∫ z˜−ja˜ j ω˜ (=∑Nj=1 ∫ z˜+ja˜ j ω˜), where {z˜±j }Nj=1 (⊂ Y˜±) are characterised in the corresponding item of Lemma 4.4,
ω˜ is the associated normalised basis of holomorphic one-forms on Y˜, u˜(z) :=
∫ z
a˜N+1
ω˜ (∈ Jac(Y˜)), and u˜+(αk)
(= u˜(α+
k
)) :=
∫ α+
k
a˜N+1
ω˜.168 Furthermore, for n ∈N and k ∈ {1, 2, . . . ,K} such that αps :=αk =∞ (resp., αps :=αk ,∞),
the associated solution is unique.
Proof. The proof of this Lemma 4.5 consists of two cases: (i) n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞;
and (ii) n ∈N and k ∈ {1, 2, . . . ,K} such that αps := αk ,∞. Notwithstanding the fact that the scheme of the proof
is, mutatis mutandis, similar for both cases, without loss of generality, only the proof for case (ii) is presented in
detail, whilst case (i) is proved analogously.
For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk ,∞, let m : C \ J˜→ SL2(C) solve the associated model
(matrix) RHP stated in item (2) of Lemma 4.3, and define m(z) in terms of M(z) as in item (2) of the lemma. A
straightforward calculation shows that, for n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk , ∞, M(z) solves the
following (equivalent) ‘twisted’ matrix RHP: (i)M(z) is analytic for z∈C\ J˜T , where J˜T := (−∞, b˜0)∪ (a˜N+1,+∞)∪
∪N
j=1(a˜ j, b˜ j); (ii) the boundary valuesM±(z) := lim z′→z ∈ J˜T
z′ ∈ ± side of J˜T
M(z′) satisfy the boundary conditionM+(z)=M−(z)k˜(z)
a.e. z∈ J˜T , where
k˜ : N × {1, 2, . . . ,K} × J˜T→GL2(C), (n, k, z) 7→ k˜(n, k, z)=: k˜(z)
=

I, z∈ J f ,
−iσ2, z∈ (−∞, b˜0) ∪ (a˜N+1,+∞),
−iσ2e−i((n−1)K+k)Ω˜ jσ3 , z∈ (a˜ j, b˜ j), j=1, 2, . . . ,N,
(667)
with Ω˜ j=2π
∫ a˜N+1
b˜ j
ψ
f
V˜
(ξ) dξ, j=1, 2, . . . ,N; and (iii)
M(z) =
Y˜+⊃C+∋z→αk
E
−σ3+O(z−αk), M(z) =
Y˜−⊃C−∋z→αk
iEσ3σ2+O(z−αk),
M(z) =
Y˜±⊃C±∋z→αps−1=∞
O(en(Pˆ±0−Pˆ1)σ3E∓σ3 ), M(z) =
Y˜±⊃C±∋z→αpq
O(en(Pˆ±0−Pˆ±2 )σ3E∓σ3 ), q=1, 2, . . . , s−2.
The solution of this latter RHP for M(z) is constructed out of the solution of two simpler RHPs: (N˜(z),−iσ2, J˜T )
and (m˜(z), U˜(z), J˜T ), where U˜(z) equals exp(i((n−1)K+k)Ω˜ jσ3)σ1 for z∈ (a˜ j, b˜ j), j=1, 2, . . . ,N, and equals σ1 for
z∈ (−∞, b˜0) ∪ (a˜N+1,+∞).
For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk , ∞, the RHP (N˜(z),−iσ2, J˜T ) is solved explicitly by
diagonalising the jump matrix, and thus reduced to two scalar RHPs [164] (see, also, [98, 132, 191]): the solution
is given by 169
N˜(z)=
(
1
2 (γ˜(z)+(γ˜(z))
−1) − 12i (γ˜(z)−(γ˜(z))−1)
1
2i (γ˜(z)−(γ˜(z))−1) 12 (γ˜(z)+(γ˜(z))−1)
)
,
where γ˜ : C \ J˜T →C is described in the corresponding item of Lemma 4.4; furthermore, N˜(z) is piecewise (sec-
tionally) analytic for z∈C \ J˜T , and
N˜(z) =
Y˜+⊃C+∋z→αpq
(
1
2 (γ˜(αpq)+(γ˜(αpq))
−1) − 12i (γ˜(αpq)−(γ˜(αpq))−1)
1
2i (γ˜(αpq)−(γ˜(αpq))−1) 12 (γ˜(αpq)+(γ˜(αpq ))−1)
)
+O(z−αpq), q=1, . . . , s−2, s,
N˜(z) =
Y˜−⊃C−∋z→αpq
i
(
1
2 (γ˜(αpq)+(γ˜(αpq))
−1) − 12i (γ˜(αpq)−(γ˜(αpq))−1)
1
2i (γ˜(αpq)−(γ˜(αpq))−1) 12 (γ˜(αpq )+(γ˜(αpq))−1)
)
σ2+O(z−αpq), q=1, . . . , s−2, s,
N˜(z) =
Y˜+⊃C+∋z→αps−1=∞
I+O(z−1), N˜(z) =
Y˜−⊃C−∋z→αps−1=∞
iσ2+O(z−1),
167See, also, Equation (170) for the definition of k0.
168Note: α±ps :=α
±
k
∈Y˜± (⊃ C±).
169Strictly speaking, though, N˜(z) doesn’t solve the RHP (N˜(z),−iσ2 , J˜T ) in the heretofore-defined sense, as N˜↾C± can not be extended
continuously to C±; however, N˜(· ± iε) converge in L2M2(C),loc(R) as ε ↓ 0 to SL2(C)-valued functions N˜(z) in L
2
M2(C)
(J˜T ) that satisfy N˜+(z) =
N˜−(z)(−iσ2) a.e. z∈ J˜T : one then shows that N˜(z) is the unique solution of the RHP (N˜(z),−iσ2 , J˜T ), where the latter boundary/jump condition
is interpreted in the L2M2(C),loc(J˜T ) sense.
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where γ˜(αpq ), q=1, . . . , s−2, s, is defined by Equation (666).
For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk , ∞, consider the functions 170 θ˜(u˜(z)± d˜), where
u˜(z) : Y˜ → Jac(Y˜), z 7→ u˜(z) :=
∫ z
a˜N+1
ω˜, with ω˜ the associated normalised basis of holomorphic one-forms on
Y˜, d˜ ≡ −∑Nj=1 ∫ z˜−ja˜ j ω˜ = ∑Nj=1 ∫ z˜+ja˜ j ω˜, where ≡ denotes equivalence modulo the associated period lattice (that is,
CN/{N0+τ˜M0}, (N0,M0)∈ZN ×ZN , where τ˜= (τ˜)i, j=1,2,...,N := (
∮
β˜ j
ω˜i)i, j=1,2,...,N is the associated N ×N Riemann ma-
trix of β˜ periods), and {z˜±
j
}N
j=1 (⊂ Y˜± (⊃ C±)) are characterised in the corresponding item of Lemma 4.4. From the
general theory of theta functions on Riemann surfaces (see, for example, [111, 112]), in the generic case for z∈Y˜,
θ˜(u˜(z)± d˜) are either identically zero on Y˜ or have precisely N (simple) zeros. In this case, since the divisors 171∑N
j=1 z˜
±
j
are non-special,172 one uses Lemma 3.27 of [191] (see, also, Lemma 4.2 of [192]) and the representation
[112] K˜ =
∑N
j=1
∫ a˜N+1
a˜ j
ω˜ for the associated vector of Riemann constants, with K˜ a point of order 2 (that is, 2K˜ = 0
and pK˜,0, 0< p<2), to arrive at
θ˜(u˜(z)± d˜)= θ˜
u˜(z)− N∑
j=1
∫ z˜∓
j
a˜ j
ω˜
= θ˜
∫ z
a˜N+1
ω˜− K˜−
N∑
j=1
∫ z˜∓
j
a˜N+1
ω˜
=0⇔ z∈{z˜∓1 , z˜∓2 , . . . , z˜∓N } (⊂ Y˜∓).
For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, following Lemma 3.21 of [191], set
m˜(z) :=

θ˜(u˜(z)− 12π ((n−1)K+k)Ω˜+d˜)
θ˜(u˜(z)+d˜)
θ˜(−u˜(z)− 12π ((n−1)K+k)Ω˜+d˜)
θ˜(−u˜(z)+d˜)
θ˜(u˜(z)− 12π ((n−1)K+k)Ω˜−d˜)
θ˜(u˜(z)−d˜)
θ˜(−u˜(z)− 12π ((n−1)K+k)Ω˜−d˜)
θ˜(u˜(z)+d˜)
 , (668)
where Ω˜ := (Ω˜1, Ω˜2, . . . , Ω˜N)T (∈ RN), with Ω˜ j, j = 1, 2, . . . ,N, given above. Using Lemma 3.18 of [191] (or,
equivalently, Equations (4.65) and (4.66) of [192]), that is, u˜+(z)+u˜−(z)≡−τ˜ j (:=−τ˜e j), z∈ (a˜ j, b˜ j), j=1, 2, . . . ,N,
and u˜+(z)+ u˜−(z) ≡ 0, z ∈ (−∞, b˜0) ∪ (a˜N+1,+∞), where u˜±(z) :=
∫ z±
a˜N+1
ω˜, via the evenness and quasi-periodicity
properties of the associated Riemann theta function θ˜, one shows that, for z∈ (a˜ j, b˜ j) \ {z˜±j }, j=1, 2, . . . ,N,
θ˜(u˜+(z)− 12π ((n−1)K+k)Ω˜+ d˜)
θ˜(u˜+(z)+ d˜)
= e−i((n−1)K+k)Ω˜ j
θ˜(−u˜−(z)− 12π ((n−1)K+k)Ω˜+ d˜)
θ˜(−u˜−(z)+ d˜)
,
θ˜(u˜+(z)− 12π ((n−1)K+k)Ω˜− d˜)
θ˜(u˜+(z)− d˜)
= e−i((n−1)K+k)Ω˜ j
θ˜(−u˜−(z)− 12π ((n−1)K+k)Ω˜− d˜)
θ˜(u˜−(z)+ d˜)
,
θ˜(−u˜+(z)− 12π ((n−1)K+k)Ω˜+ d˜)
θ˜(−u˜+(z)+ d˜)
= ei((n−1)K+k)Ω˜ j
θ˜(u˜−(z)− 12π ((n−1)K+k)Ω˜+ d˜)
θ˜(u˜−(z)+ d˜)
,
θ˜(−u˜+(z)− 12π ((n−1)K+k)Ω˜− d˜)
θ˜(u˜+(z)+ d˜)
= ei((n−1)K+k)Ω˜ j
θ˜(u˜−(z)− 12π ((n−1)K+k)Ω˜− d˜)
θ˜(u˜−(z)− d˜)
,
and, for z ∈ (−∞, b˜0) ∪ (a˜N+1,+∞), one obtains the same relations as above but with exp(∓i((n−1)K+k)Ω˜ j)→ 1,
j=1, 2, . . . ,N. For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, in analogy with Proposition 3.31 of [191], let
M˜(z) :=
(
N˜11(z)m˜11(z) N˜12(z)m˜12(z)
N˜21(z)m˜21(z) N˜22(z)m˜22(z)
)
.
Recalling that, for n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk , ∞, N˜ : C \ J˜T → SL2(C) solves the RHP
(N˜(z),−iσ2, J˜T ), via the above theta-functional relations and the Y˜± ⊃ C± ∋z→αpq , q=1, . . . , s−2, s, asymptotics
of u˜(z) (see Section 5, the proof of Proposition 5.1), one shows that, for n ∈ N and k ∈ {1, 2, . . . ,K} such that
αps := αk , ∞, M˜(z) solves the following RHP: (i) M˜(z) is analytic for z ∈ C \ J˜T ; (ii) the boundary values
M˜±(z) := lim z′→z ∈ J˜T
z′ ∈ ± side of J˜T
M˜(z′) satisfy the jump condition M˜+(z) = M˜−(z)k˜(z) a.e. z ∈ J˜T , where k˜(z) is defined by
Equation (667); and (iii) for αpq ∈ (a˜ j, b˜ j), q∈{1, . . . , s−2, s}, j=1, 2, . . . ,N,
M˜(z) =
Y˜+⊃C+∋z→αk
 Γ˜△(+)(αk)
θ˜(u˜+(αk)− 12π ((n−1)K+k)Ω˜+d˜)
θ˜(u˜+(αk)+d˜)
iΓ˜△(−)(αk)
θ˜(−u˜+(αk)− 12π ((n−1)K+k)Ω˜+d˜)
θ˜(−u˜+(αk)+d˜)
−iΓ˜△(−)(αk) θ˜(u˜+(αk)−
1
2π ((n−1)K+k)Ω˜−d˜)
θ˜(u˜+(αk)−d˜) Γ˜△(+)(αk)
θ˜(−u˜+(αk)− 12π ((n−1)K+k)Ω˜−d˜)
θ˜(−u˜+(αk)−d˜)
+O(z−αk),
170See, also, the construction in [407].
171Defined slightly differently than in Subsection 1.3.1.
172See Section 2 in [408]; see, also, [276].
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M˜(z) =
Y˜−⊃C−∋z→αk
 Γ˜△(+)(αk)
θ˜(u˜+(αk)− 12π ((n−1)K+k)Ω˜+d˜)
θ˜(u˜+(αk)+d˜)
−iΓ˜△(−)(αk) θ˜(−u˜+(αk)−
1
2π ((n−1)K+k)Ω˜+d˜)
θ˜(−u˜+(αk)+d˜)
−iΓ˜△(−)(αk) θ˜(u˜+(αk)−
1
2π ((n−1)K+k)Ω˜−d˜)
θ˜(u˜+(αk)−d˜) −Γ˜△(+)(αk)
θ˜(−u˜+(αk)− 12π ((n−1)K+k)Ω˜−d˜)
θ˜(−u˜+(αk)−d˜)

×
(
0 ei((n−1)K+k)Ω˜ j
e−i((n−1)K+k)Ω˜ j 0
)
+O(z−αk),
M˜(z) =
Y˜+⊃C+∋z→αps−1=∞

θ˜(u˜+(∞)− 12π ((n−1)K+k)Ω˜+d˜)
θ˜(u˜+(∞)+d˜) 0
0
θ˜(−u˜+(∞)− 12π ((n−1)K+k)Ω˜−d˜)
θ˜(−u˜+(∞)−d˜)
+O(z−1),
M˜(z) =
Y˜−⊃C−∋z→αps−1=∞
 0
θ˜(u˜+(∞)− 12π ((n−1)K+k)Ω˜+d˜)
θ˜(u˜+(∞)+d˜)
− θ˜(−u˜+(∞)−
1
2π ((n−1)K+k)Ω˜−d˜)
θ˜(−u˜+(∞)−d˜) 0
+O(z−1),
M˜(z) =
Y˜+⊃C+∋z→αpq
 Γ˜△(+)(αpq )
θ˜(u˜+(αpq )− 12π ((n−1)K+k)Ω˜+d˜)
θ˜(u˜+(αpq )+d˜)
iΓ˜△(−)(αpq)
θ˜(−u˜+(αpq )− 12π ((n−1)K+k)Ω˜+d˜)
θ˜(−u˜+(αpq )+d˜)
−iΓ˜△(−)(αpq )
θ˜(u˜+(αpq )− 12π ((n−1)K+k)Ω˜−d˜)
θ˜(u˜+(αpq )−d˜)
Γ˜△(+)(αpq)
θ˜(−u˜+(αpq )− 12π ((n−1)K+k)Ω˜−d˜)
θ˜(−u˜+(αpq )−d˜)

+O(z−αpq), q∈{1, 2, . . . , s−2},
M˜(z) =
Y˜−⊃C−∋z→αpq
 Γ˜△(+)(αpq )
θ˜(u˜+(αpq )− 12π ((n−1)K+k)Ω˜+d˜)
θ˜(u˜+(αpq )+d˜)
−iΓ˜△(−)(αpq )
θ˜(−u˜+(αpq )− 12π ((n−1)K+k)Ω˜+d˜)
θ˜(−u˜+(αpq )+d˜)
−iΓ˜△(−)(αpq )
θ˜(u˜+(αpq )− 12π ((n−1)K+k)Ω˜−d˜)
θ˜(u˜+(αpq )−d˜)
−Γ˜△(+)(αpq)
θ˜(−u˜+(αpq )− 12π ((n−1)K+k)Ω˜−d˜)
θ˜(−u˜+(αpq )−d˜)

×
(
0 ei((n−1)K+k)Ω˜ j
e−i((n−1)K+k)Ω˜ j 0
)
+O(z−αpq), q∈{1, 2, . . . , s−2},
where Γ˜△(±)(αpq) :=
1
2 (γ˜(αpq)±(γ˜(αpq ))−1), q∈{1, . . . , s−2, s}, u˜+(αpq) :=
∫ α+pq
a˜N+1
ω˜, and u˜+(∞) (= u˜+(αps−1 )) :=
∫ ∞+
a˜N+1
ω˜,
with∞+=α+ps−1 denoting the point at infinity in Y˜+ (⊃ C+), and, for αpq ∈ (−∞, b˜0)∪ (a˜N+1,+∞), q∈{1, . . . , s−2, s},
one obtains the same Y˜± ⊃ C± ∋ z → αpq asymptotics as above but with Ω˜ j → 0, j = 1, 2, . . . ,N (of course,
the Y˜± ⊃ C± ∋ z → αps−1 = ∞ asymptotics remain unchanged). Set, now, for n ∈ N and k ∈ {1, 2, . . . ,K} such
that αps := αk , ∞, M(z) := K˜ M˜(z), where K˜ is defined in item (2) of the lemma: via this definition, and the
fact that, if αk ∈ (−∞, b˜0) ∪ (a˜N+1,+∞), E2 = 1 and Ω˜ j → 0, j = 1, 2, . . . ,N, and, if αk ∈ (a˜ j, b˜ j), j = 1, 2, . . . ,N,
E exp(−i((n−1)K+k)Ω˜ j)=E−1, one shows thatM : C\J˜T→SL2(C) solves the RHP (M(z), k˜(z), J˜T ), with asymptotics
M(z) =
Y˜+⊃C+∋z→αk
E
−σ3+O(z−αk), M(z) =
Y˜−⊃C−∋z→αk
iEσ3σ2+O(z−αk),
M(z) =
Y˜+⊃C+∋z→αps−1=∞
K˜

θ˜(u˜+(∞)− 12π ((n−1)K+k)Ω˜+d˜)
θ˜(u˜+(∞)+d˜) 0
0
θ˜(−u˜+(∞)− 12π ((n−1)K+k)Ω˜−d˜)
θ˜(−u˜+(∞)−d˜)
+O(z−1),
M˜(z) =
Y˜−⊃C−∋z→αps−1=∞
K˜
 0
θ˜(u˜+(∞)− 12π ((n−1)K+k)Ω˜+d˜)
θ˜(u˜+(∞)+d˜)
− θ˜(−u˜+(∞)−
1
2π ((n−1)K+k)Ω˜−d˜)
θ˜(−u˜+(∞)−d˜) 0
+O(z−1),
M˜(z) =
Y˜+⊃C+∋z→αpq
K˜
 Γ˜△(+)(αpq)
θ˜(u˜+(αpq )− 12π ((n−1)K+k)Ω˜+d˜)
θ˜(u˜+(αpq )+d˜)
iΓ˜△(−)(αpq)
θ˜(−u˜+(αpq )− 12π ((n−1)K+k)Ω˜+d˜)
θ˜(−u˜+(αpq )+d˜)
−iΓ˜△(−)(αpq)
θ˜(u˜+(αpq )− 12π ((n−1)K+k)Ω˜−d˜)
θ˜(u˜+(αpq )−d˜)
Γ˜△(+)(αpq )
θ˜(−u˜+(αpq )− 12π ((n−1)K+k)Ω˜−d˜)
θ˜(−u˜+(αpq )−d˜)

+O(z−αpq), q∈{1, 2, . . . , s−2},
M˜(z) =
Y˜−⊃C−∋z→αpq
K˜
 Γ˜△(+)(αpq)
θ˜(u˜+(αpq )− 12π ((n−1)K+k)Ω˜+d˜)
θ˜(u˜+(αpq )+d˜)
−iΓ˜△(−)(αpq)
θ˜(−u˜+(αpq )− 12π ((n−1)K+k)Ω˜+d˜)
θ˜(−u˜+(αpq )+d˜)
−iΓ˜△(−)(αpq)
θ˜(u˜+(αpq )− 12π ((n−1)K+k)Ω˜−d˜)
θ˜(u˜+(αpq )−d˜)
−Γ˜△(+)(αpq)
θ˜(−u˜+(αpq )− 12π ((n−1)K+k)Ω˜−d˜)
θ˜(−u˜+(αpq )−d˜)

×
(
0 ei((n−1)K+k)Ω˜ j
e−i((n−1)K+k)Ω˜ j 0
)
+O(z−αpq), q∈{1, 2, . . . , s−2}.
(Note: if αpq ∈ (−∞, b˜0)∪ (a˜N+1,+∞), q∈{1, 2, . . . , s−2}, then one obtains the same Y˜± ⊃ C± ∋z→αpq asymptotics
as above but with Ω˜ j→0, j=1, 2, . . . ,N; of course, the Y˜± ⊃ C± ∋ z→αps−1 =∞ asymptotics remain unchanged.)
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Finally, for n ∈N and k ∈ {1, 2, . . . ,K} such that αps :=αk ,∞, defining m(z) in terms of M(z) as in item (2) of the
lemma, a straightforward calculation shows that m : C \ J˜→ SL2(C) solves the model RHP (m(z), k(z), J˜) stated
in item (2) of Lemma 4.3. For n ∈N and k ∈ {1, 2, . . . ,K} such that αps := αk ,∞, one notes from the formula for
M(z) stated in item (2) of the lemma that it is well defined for C \ R ∋ z; in particular, it is analytic for z ∈C \ J˜T
(independent of the path in C \ J˜T chosen to evaluate u˜(z)=
∫ z
a˜N+1
ω˜). Moreover, since {z′ ∈Y˜± (⊃ C±); θ˜(u˜(z′)∓d˜)=
0}= {z˜±
j
}N
j=1= {z′ ∈C± (⊂ Y˜±); γ˜(z′)∓(γ˜(z′))−1=0}, one notes that the simple poles ofm11(z) andm22(z) (resp.,m12(z)
and m21(z)), that is, {z′ ∈Y˜− (⊃ C−); θ˜(u˜(z′)+ d˜)=0} (resp., {z′ ∈Y˜+ (⊃ C+); θ˜(u˜(z′)− d˜)=0}), are exactly cancelled
by the simple zeros of γ˜(z)+(γ˜(z))−1=0 (resp., γ˜(z)−(γ˜(z))−1=0); hence,M(z) only has 14 -root singularities at the
associated end-points of the intervals, b˜ j−1, a˜ j, j=1, 2, . . . ,N+1, of the support, J f , of the equilibriummeasure, µ
f
V˜
.
From the definition of m(z) in terms of M(z) (and the explicit formula for M(z)) stated in item (2) of the lemma,
upon recalling that m(z) solves the model RHP stated in item (2) of Lemma 4.3, one learns that, as det(k(z))= 1,
det(m+(z))=det(m−(z)) (that is, det(m(z)) has no ‘jumps’), thus det(m(z)) has, at worst, isolated 12 -root singularities
at b˜ j−1, a˜ j, j = 1, 2, . . . ,N+1, that are removable, which, in turn, implies that det(m(z)) is entire and bounded; in
fact, a—tedious—calculation shows that, for n∈N and k ∈ {1, 2, . . . ,K} such that αps :=αk ,∞ (see Section 5, the
proof of Proposition 5.1),173
det(m(z)) =
z→a˜N+1
1
k0
θ˜(− 12π ((n−1)K+k)Ω˜+ d˜)
θ˜(d˜)
θ˜(− 12π ((n−1)K+k)Ω˜− d˜)
θ˜(−d˜)
×
1+ i2 (a˜N+1−b˜0)1/2(ℵ˜11(a˜N+1)−ℵ˜1−1(a˜N+1))
N∏
m=1
(a˜N+1−b˜m)1/2
(a˜N+1−a˜m)1/2
+O(z−a˜N+1),
det(m(z)) =
z→b˜0
1
k0
θ˜(u˜+(b˜0)− 12π ((n−1)K+k)Ω˜+ d˜)
θ˜(u˜+(b˜0)+ d˜)
θ˜(u˜+(b˜0)− 12π ((n−1)K+k)Ω˜− d˜)
θ˜(u˜+(b˜0)− d˜)
×
1+ i2e iπ2 (a˜N+1−b˜0)1/2(ℵ˜11(b˜0)−ℵ˜1−1(b˜0))
N∏
m=1
(a˜m−b˜0)1/2
(b˜m−b˜0)1/2
+O(z−b˜0),
and, for j=1, 2, . . . ,N,
det(m(z)) =
z→a˜ j
ei((n−1)K+k)Ω˜ j
k0
θ˜(u˜+(a˜ j)− 12π ((n−1)K+k)Ω˜+ d˜)
θ˜(u˜+(a˜ j)+ d˜)
θ˜(u˜+(a˜ j)− 12π ((n−1)K+k)Ω˜− d˜)
θ˜(u˜+(a˜ j)− d˜)
×
1+ i2 (a˜ j−b˜0)1/2(b˜ j−a˜ j)1/2(a˜N+1−a˜ j)1/2 (ℵ˜11(a˜ j)−ℵ˜1−1(a˜ j))
j−1∏
m=1
(a˜ j−b˜m)1/2
(a˜ j−a˜m)1/2
N∏
m′= j+1
(b˜m′−a˜ j)1/2
(a˜m′−a˜ j)1/2
+O(z−a˜ j),
det(m(z)) =
z→b˜ j
ei((n−1)K+k)Ω˜ j
k0
θ˜(u˜+(b˜ j)− 12π ((n−1)K+k)Ω˜+ d˜)
θ˜(u˜+(b˜ j)+ d˜)
θ˜(u˜+(b˜ j)− 12π ((n−1)K+k)Ω˜− d˜)
θ˜(u˜+(b˜ j)− d˜)
×
1+ i2 e iπ2 (a˜N+1−b˜ j)1/2(b˜ j−a˜ j)1/2(b˜ j−b˜0)1/2 (ℵ˜11(b˜ j)−ℵ˜1−1(b˜ j))
j−1∏
m=1
(b˜ j−a˜m)1/2
(b˜ j−b˜m)1/2
N∏
m′= j+1
(a˜m′−b˜ j)1/2
(b˜m′−b˜ j)1/2
+O(z−b˜ j),
where u˜+(a˜ j) :=
∫ a˜+
j
a˜N+1
ω˜ and u˜+(b˜ j−1) :=
∫ b˜+
j−1
a˜N+1
ω˜, j = 1, 2, . . . ,N+1 (of course, u˜+(a˜N+1) ≡ (0, 0, . . . , 0) (∈ Jac(Y˜))),
and ℵ˜ε1ε2(ς), ε1, ε2 = ±1, is given by Equations (190) and (192)–(199). Thus, via a generalisation of Liouville’s
Theorem and the asymptotics det(m(z))=Y˜±⊃C±∋z→αk 1+O(z−αk), one arrives at, for n∈N and k∈{1, 2, . . . ,K} such
that αps :=αk ,∞, det(m(z))= 1. From the definition of m(z) in terms of M(z) (and the explicit formula for M(z))
stated in item (2) of the lemma, it follows that, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, both m(z) and
(m(z))−1 are uniformly bounded functions of n (and zo), in the double-scaling limit N, n→∞ such that zo=1+o(1),
for z in compact subsets disjoint from {b˜ j−1, a˜ j}N+1j=1 . For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk , ∞,
let M : C \ R → SL2(C) be another solution of the RHP (M(z), k˜(z),R), and set ∆˜o(z) := M(z)(M(z))−1: then,
∆˜o+(z) = M

+(z)(M+(z))
−1 = M−(z)k˜(z)(M−(z)k˜(z))
−1 = M−(z)(M−(z))
−1 = ∆˜o−(z) a.e. z ∈ R; moreover, ∆˜o(z) has,
at worst, L1M2(C)(∗)-singularities at the associated end-points of the intervals, b˜ j−1, a˜ j, j = 1, 2, . . . ,N+1, of the
support, J f , of the equilibrium measure, µ
f
V˜
, which, as per the discussion above, are removable; hence, noting that
∆˜o(z)→ I as (Y˜± ⊃ C± ∋) z→ αpq , q = 1, 2, . . . , s, one concludes that, for n ∈ N and k ∈ {1, 2, . . . ,K} such that
αps :=αk,∞, ∆˜o(z)= I (⇒M(z)=M(z)). 
In order to prove that, for n ∈N and k ∈ {1, 2, . . . ,K} such that αps := αk =∞ (resp., αps := αk ,∞), there is a
solution of the matrix RHP (M(z), v(z), Σˆ) (resp., (M(z), v(z), Σ˜)) stated in item (1) (resp., item (2)) of Lemma 4.2
173All square roots are positive.
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‘close to’ the associated parametrix, one needs to establish that the parametrix is uniformly bounded, that is, by
certain general theorems (see, for example, [409]; see, also, Chapter 7 in [98], and Appendices A and B in [410]),
one needs to show that v(z)→k(z) in the double-scaling limit N, n→∞ such that zo=1+o(1) for z∈ Σˆ (resp., z∈ Σ˜)
in the L2M2(C)(Σˆ) ∩ L∞M2(C)(Σˆ) (resp., L2M2(C)(Σ˜) ∩ L∞M2(C)(Σ˜)) sense, in other words,
lim
N,n→∞
zo=1+o(1)
‖v(·)−k(·)‖∩p=2,∞LpM2(C)(
∗
Σ)
:= lim
N,n→∞
zo=1+o(1)
∑
p=2,∞
‖v(·)−k(·)‖LpM2(C)(
∗
Σ)
=0, ∗∈{ ,ˆ }˜,
uniformly; however, for regular V˜ : R \ {α1, α2, . . . , αK}→R satisfying conditions (48)–(50), since, for n ∈N and
k∈{1, 2, . . . ,K} such that αps :=αk=∞ (resp., αps :=αk,∞), the strict inequalities g∞+ (z)+g∞− (z)−2P˜0−V˜(z)−ℓˆ<0,
z∈ (−∞, bˆ0)∪ (aˆN+1,+∞)∪∪Ni=1(aˆi, bˆi), and ±Re(i
∫ aˆN+1
z
ψ∞
V˜
(ξ) dξ)>0, z∈C± ∩ (∪N+1j=1 Uˆ j) (resp., g
f
+(z)+g
f
−(z)−Pˆ+0−
Pˆ−0 − V˜(z)− ℓ˜ < 0, z ∈ (−∞, b˜0) ∪ (a˜N+1,+∞) ∪ ∪Ni=1(a˜i, b˜i), and ±Re(i
∫ a˜N+1
z
ψ
f
V˜
(ξ) dξ) > 0, z ∈C± ∩ (∪N+1j=1 U˜ j)), fail
at the end-points of the intervals, bˆ j−1, aˆ j (resp., b˜ j−1, a˜ j), j = 1, 2, . . . ,N+1, of the support, J∞ (resp., J f ), of the
associated equilibrium measure, µ∞
V˜
(resp., µ f
V˜
), this implies that v(z)→ k(z) in the double-scaling limit N, n→∞
such that zo = 1+o(1) pointwise, but not uniformly, for z ∈ Σˆ (resp., z ∈ Σ˜), in which case, one can not conclude
that M(z)→ m(z) in the double-scaling limit N, n→∞ such that zo = 1+o(1) uniformly for z ∈ Σˆ (resp., z ∈ Σ˜).
The resolution of this lack of uniformity constitutes, therefore, the essential technical obstacle remaining for the
analysis of the RHP (M(z), v(z), Σˆ) (resp., (M(z), v(z), Σ˜)) stated in item (1) (resp., item (2)) of Lemma 4.2, and a
substantial part of the remaing analysis is devoted to overcoming this problem.
For the ensuing discussion, consider, say, and without loss of generality, the case n ∈N and k ∈ {1, 2, . . . ,K}
such that αps := αk , ∞ (the case n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk = ∞ is analogous). The key
ingredient necessary to control the above-mentioned technical difficulty is to construct parametrices for the solution
of the associated RHP (M(z), v(z), Σ˜) (stated in item (2) of Lemma 4.2) in ‘small’ (open) neighbourhoods about
b˜ j−1, a˜ j, j = 1, 2, . . . ,N +1, where the convergence of v(z) to k(z), in the double-scaling limit N, n → ∞ such
that zo = 1+o(1), is not uniform, in such a way that on the boundaries of these neighbourhoods the parametrices
‘match’ with the solution of the associated model RHP, m(z), up to terms that are o(1), in the double-scaling limit
N, n→∞ such that zo=1+o(1); moreover, since, for regular V˜ : R\{α1, α2, . . . , αK }→R satisfying conditions (48)–
(50), ψ f
V˜
(x) =x↓b˜ j−1 O((x− b˜ j−1)1/2) and ψ
f
V˜
(x) =x↑a˜ j O((a˜ j− x)1/2), j = 1, 2, . . . ,N+1, it is well known [164] that
the parametrices can be expressed in terms of Airy functions.174 More precisely, for n ∈ N and k ∈ {1, 2, . . . ,K}
such that αps := αk , ∞, one surrounds b˜ j−1, a˜ j, j = 1, 2, . . . ,N + 1, by ‘small’, mutually disjoint open discs
Oǫ˜b
j
(b˜ j−1) := {z∈C; |z−b˜ j−1|<ǫ˜bj } and Oǫ˜aj (a˜ j) := {z∈C; |z−a˜ j|<ǫ˜aj }, j=1, 2, . . . ,N+1, respectively, where ǫ˜bj , ǫ˜aj are
arbitrarily fixed, sufficiently small positive real numbers chosen so thatOǫ˜b
i
(b˜i−1)∩Oǫ˜a
j
(a˜ j)=∅ ∀ i, j∈{1, 2, . . . ,N+1}
and Oǫ˜bm(b˜m−1) ∩ {αp1 , . . . , αps−2 , αps }=∅=Oǫ˜am(a˜m) ∩ {αp1 , . . . , αps−2 , αps} (of course, Oǫ˜bm(b˜m−1) ∩ {αps−1 =∞}=∅=
Oǫ˜am(a˜m)∩{αps−1 =∞}), m=1, 2, . . . ,N+1, and defines S˜ p(z), the associated parametrix forM(z), to be equal tom(z)
for z∈C \ ∪N+1
j=1 (Oǫ˜bj (b˜ j−1) ∪ Oǫ˜aj (a˜ j)), and by mp(z) (which is to be determined!) for z∈∪N+1j=1 (Oǫ˜bj (b˜ j−1) ∪ Oǫ˜aj (a˜ j)),
and solves the associated local matrix RHP formp(z) on ∪N+1j=1 (Oǫ˜bj (b˜ j−1)∪Oǫ˜aj (a˜ j)) in such a way thatmp(z)≈N,n→∞
zo=1+o(1)
m(z) for z ∈ ∪N+1
j=1 (∂Oǫ˜bj (b˜ j−1) ∪ ∂Oǫ˜aj (a˜ j)), in which case, R˜(z) :=M(z)(S˜ p(z))
−1 : C \ Σ˜R˜ → SL2(C), where Σ˜R˜ :=
Σ˜ ∪ ∪N+1
j=1 (∂Oǫ˜bj (b˜ j−1) ∪ ∂Oǫ˜aj (a˜ j)), solves the matrix RHP (R˜(z), v˜R˜(z), Σ˜R˜) with ‖v˜R˜(·)−I‖∩p=2,∞LpM2(C)(Σ˜R˜)=N,n→∞zo=1+o(1) o(1)
uniformly; in particular, the error term, which is o(1) in the double-scaling limit N, n→∞ such that zo=1+o(1), is
uniform in ∩p=1,2,∞LpM2(C)(Σ˜R˜). By general Riemann-Hilbert techniques (see, for example, [409]), R˜(z), and, thus,
M(z), can be obtained in the double-scaling limit N, n→∞ such that zo=1+o(1) via a Neumann series expansion
of the associated resolvent kernel.
A detailed exposition for the construction of parametrices of the above-mentioned type can be found, for
example, in [98, 121, 132, 133, 164, 191, 192]; rather than regurgitating, verbatim, much of the analysis that can
be located in these latter references (by no means an exhaustive list!), the point of view taken here is that one
follows, mutatis mutandis, the scheme presented therein to arrive at, for n ∈ N and k ∈ {1, 2, . . . ,K} such that
αps := αk = ∞ (resp., αps := αk , ∞), the results stated in Lemmata 4.6 and 4.7 (resp., Lemmata 4.8 and 4.9)
below for the parametrix of the RHP (M(z), v(z), Σˆ) (resp., (M(z), v(z), Σ˜)) stated in item (1) (resp., item (2)) of
Lemma 4.2. For the reader’s convenience, and without loss of generality, a terse sketch of a proof, for the case
n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, is presented for the right-most end-points (see Lemma 4.9 below)
of the intervals, a˜ j, j = 1, 2, . . . ,N +1, of the support, J f , of the equilibrium measure, µ
f
V˜
, whilst the left-most
end-points (see Lemma 4.8 below) of the intervals, b˜ j−1, j= 1, 2, . . . ,N+1, of the support, J f , of the equilibrium
measure, µ f
V˜
, are analysed analogously: the proof for the case n∈N and k∈{1, 2, . . . ,K} such that αps :=αk =∞ is,
mutatis mutandis, similar (see Lemmata 4.6 and 4.7 below).
174The general methodology used to construct such parametrices is a Vanishing Lemma [411].
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For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk = ∞ (resp., αps := αk ,∞), by a parametrix of the RHP
(M(z), v(z), Σˆ) (resp., (M(z), v(z), Σ˜)) stated in item (1) (resp., item (2)) of Lemma 4.2, in the neighbourhoods of
the end-points of the intervals, bˆ j−1, aˆ j (resp., b˜ j−1, a˜ j), j = 1, 2, . . . ,N+1, of the support, J∞ (resp., J f ), of the
equilibrium measure, µ∞
V˜
(resp., µ f
V˜
), is meant the solutions of the RHPs stated in Lemmata 4.6 and 4.7 (resp.,
Lemmata 4.8 and 4.9) below. For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞ (resp., αps :=αk,∞), define the
mutually disjoint open discs about bˆ j−1, aˆ j (resp., b˜ j−1, a˜ j), j=1, 2, . . . ,N+1, as follows: Uˆδˆbˆ j−1
:= {z∈C; |z−bˆ j−1|<
δˆbˆ j−1 } and Uˆδˆaˆ j := {z ∈ C; |z− aˆ j| < δˆaˆ j } (resp., U˜δ˜b˜ j−1 := {z ∈ C; |z− b˜ j−1| < δ˜b˜ j−1 } and U˜δ˜a˜ j := {z ∈ C; |z− a˜ j| < δ˜a˜ j }),
j = 1, 2, . . . ,N+1, where, amongst other things (see Lemmata 4.6 and 4.7 (resp., Lemmata 4.8 and 4.9) below),
δˆbˆ j−1 , δˆaˆ j ∈ (0, 1) (resp., δ˜b˜ j−1 , δ˜a˜ j ∈ (0, 1)) are sufficiently small, positive real numbers chosen so that Uˆδˆbˆi−1 ∩ Uˆδˆaˆ j =∅
(resp., U˜δ˜b˜i−1
∩ U˜δ˜a˜ j = ∅) ∀ i, j ∈ {1, 2, . . . ,N+1}, and Uˆδˆbˆm−1 ∩ {αp1 , αp2 , . . . , αps} = ∅ = Uˆδˆaˆm ∩ {αp1 , αp2 , . . . , αps}
(resp., U˜δ˜b˜m−1
∩ {αp1 , αp2 , . . . , αps}=∅ = U˜δ˜a˜m ∩ {αp1 , αp2 , . . . , αps }), m= 1, 2, . . . ,N+1: the corresponding regions
Ωˆm
bˆ j−1
and Ωˆm
aˆ j
(resp., Ω˜m
b˜ j−1
and Ω˜ma˜ j ) and arcs Σˆ
m
bˆ j−1
and Σˆm
aˆ j
(resp., Σ˜m
b˜ j−1
and Σ˜ma˜ j ), j = 1, 2, . . . ,N+1, m = 1, 2, 3, 4,
respectively, are defined in Lemmata 4.6 and 4.7 (resp., Lemmata 4.8 and 4.9) below; see, also, Figures 4 and 5
(resp., Figures 7 and 8), respectively.
Remark 4.3. In order to simplify the presentation of the results of Lemmata 4.6–4.9 below, it is convenient to
introduce the following notation: (i)
Ψ1(z) :=
(
Ai(z) Ai(ω2z)
Ai′(z) ω2 Ai′(ω2z)
)
e−
iπ
6 σ3 , Ψ2(z) :=
(
Ai(z) Ai(ω2z)
Ai′(z) ω2 Ai′(ω2z)
)
e−
iπ
6 σ3(I−σ−),
Ψ3(z) :=
(
Ai(z) −ω2 Ai(ωz)
Ai′(z) −Ai′(ωz)
)
e−
iπ
6 σ3 (I+σ−), Ψ4(z) :=
(
Ai(z) −ω2 Ai(ωz)
Ai′(z) −Ai′(ωz)
)
e−
iπ
6 σ3 ,
where Ai(·) is the Airy function (cf. Subsection 1.3.2), and ω= exp(2πi/3); and (ii) for n ∈N and k ∈ {1, 2, . . . ,K}
such that αps :=αk=∞,
℧ˆ j=
Ωˆ j=2π
∫ aˆN+1
bˆ j
ψ∞
V˜
(ξ) dξ, j=1, 2, . . . ,N,
0, j=0,N+1,
and, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞,
℧˜ j=
Ω˜ j=2π
∫ a˜N+1
b˜ j
ψ
f
V˜
(ξ) dξ, j=1, 2, . . . ,N,
0, j=0,N+1.
Lemma 4.6. For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk = ∞, let M : C \ Σˆ → SL2(C) solve the RHP
(M(z), v(z), Σˆ) stated in item (1) of Lemma 4.2. For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk = ∞, set
Uˆδˆbˆi−1
:= {z ∈ C; |z− bˆi−1| < δˆbˆi−1}, i = 1, 2, . . . ,N+1, and let Φˆbˆ j−1(z) and ξˆbˆ j−1(z), j = 1, 2, . . . ,N+1, be defined by
Equations (51) and (112), respectively, where, for z∈Uˆδˆbˆ j−1 \ (−∞, bˆ j−1), ξˆbˆ j−1 (z)= bˆ(z−bˆ j−1)
3/2Gˆbˆ j−1 (z), with bˆ=±1
for z∈C±, and Gˆbˆ j−1(z) is analytic, in particular,
Gˆbˆ j−1(z) =
z→bˆ j−1
2
3
f (bˆ j−1)+
2
5
f ′(bˆ j−1)(z−bˆ j−1)+ 17 f
′′(bˆ j−1)(z−bˆ j−1)2+O((z−bˆ j−1)3),
where 175
f (bˆ0) = i(−1)N hˆV˜ (bˆ0)ηˆbˆ0 ,
f ′(bˆ0) = i(−1)N
12 hˆV˜ (bˆ0)ηˆbˆ0
 N∑
m=1
(
1
bˆ0−bˆm
+
1
bˆ0−aˆm
)
+
1
bˆ0−aˆN+1
+(hˆV˜(bˆ0))′ηˆbˆ0
 ,
f ′′(bˆ0) = i(−1)N
 hˆV˜ (bˆ0)(hˆV˜(bˆ0))′′−((hˆV˜(bˆ0))′)2
hˆV˜ (bˆ0)
ηˆbˆ0−
1
2
hˆV˜ (bˆ0)ηˆbˆ0
×
 N∑
m=1
(
1
(bˆ0−bˆm)2
+
1
(bˆ0−aˆm)2
)
+
1
(bˆ0−aˆN+1)2

+
12
 N∑
m=1
(
1
bˆ0−bˆm
+
1
bˆ0−aˆm
)
+
1
bˆ0−aˆN+1
+ (hˆV˜(bˆ0))′
hˆV˜(bˆ0)

175Note: i :=exp(iπ/2).
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×
12 hˆV˜(bˆ0)ηˆbˆ0
 N∑
m=1
(
1
bˆ0−bˆm
+
1
bˆ0−aˆm
)
+
1
bˆ0−aˆN+1
+(hˆV˜(bˆ0))′ηˆbˆ0
 , (669)
with ηˆbˆ0 defined by Equation (81), and, for j=1, 2, . . . ,N,
f (bˆ j) = i(−1)N− jhˆV˜ (bˆ j)ηˆbˆ j ,
f ′(bˆ j) = i(−1)N− j
12 hˆV˜ (bˆ j)ηˆbˆ j

N∑
m=1
m, j
 1
bˆ j−bˆm
+
1
bˆ j−aˆm
+ 1
bˆ j−aˆ j
+
1
bˆ j−aˆN+1
+
1
bˆ j−bˆ0
+(hˆV˜(bˆ j))′ηˆbˆ j
 ,
f ′′(bˆ j) = i(−1)N− j
 hˆV˜(bˆ j)(hˆV˜(bˆ j))
′′−((hˆV˜(bˆ j))′)2
hˆV˜ (bˆ j)
ηˆbˆ j−
1
2
hˆV˜ (bˆ j)ηˆbˆ j

N∑
m=1
m, j
 1
(bˆ j−bˆm)2
+
1
(bˆ j−aˆm)2

+
1
(bˆ j−aˆ j)2
+
1
(bˆ j−aˆN+1)2
+
1
(bˆ j−bˆ0)2
+
 (hˆV˜(bˆ j))
′
hˆV˜(bˆ j)
+
1
2

N∑
m=1
m, j
 1
bˆ j−bˆm
+
1
bˆ j−aˆm

+
1
bˆ j−aˆ j
+
1
bˆ j−aˆN+1
+
1
bˆ j−bˆ0

12 hˆV˜ (bˆ j)ηˆbˆ j

N∑
m=1
m, j
 1
bˆ j−bˆm
+
1
bˆ j−aˆm

+
1
bˆ j−aˆ j
+
1
bˆ j−aˆN+1
+
1
bˆ j−bˆ0
+(hˆV˜(bˆ j))′ηˆbˆ j
 , (670)
with ηˆbˆ j defined by Equation (82), and (0, 1)∋ δˆbˆ j−1 , j=1, 2, . . . ,N+1, are chosen sufficiently small so that Φˆbˆ j−1(z),
which are bi-holomorphic, conformal, and non-orientation preserving, map (cf. Figure 4) Uˆδˆbˆ j−1
, and, thus, the
oriented contours Σˆbˆ j−1 := ∪4m=1Σˆmbˆ j−1 , j = 1, 2, . . . ,N+1, injectively onto open (n-, k-, and zo-dependent) neigh-
bourhoods Uˆ∗
δˆbˆ j−1
of the origin, j = 1, 2, . . . ,N+1, such that Φˆbˆ j−1(bˆ j−1) = 0, Φˆbˆ j−1 : Uˆδˆbˆ j−1
→ Uˆ∗
δˆbˆ j−1
:= Φˆbˆ j−1(Uˆδˆbˆ j−1
),
Φˆbˆ j−1(Uˆδˆbˆ j−1
∩ Σˆm
bˆ j−1
) = Φˆbˆ j−1(Uˆδˆbˆ j−1
) ∩ γ∗,m
bˆ j−1
, and Φˆbˆ j−1(Uˆδˆbˆ j−1
∩ Ωˆm
bˆ j−1
) = Φˆbˆ j−1(Uˆδˆbˆ j−1
) ∩ Ωˆ∗,m
bˆ j−1
, m = 1, 2, 3, 4, with
Ωˆ
∗,1
bˆ j−1
= {ζ ∈ C; arg(ζ) ∈ (0, 2π/3)}, Ωˆ∗,2
bˆ j−1
= {ζ ∈ C; arg(ζ) ∈ (2π/3, π)}, Ωˆ∗,3
bˆ j−1
= {ζ ∈ C; arg(ζ) ∈ (−π,−2π/3)}, and
Ωˆ
∗,4
bˆ j−1
= {ζ ∈C; arg(ζ)∈ (−2π/3, 0)}.
For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞, the parametrix for the RHP (M(z), v(z), Σˆ), for z∈Uˆδˆbˆ j−1 ,
j= 1, 2, . . . ,N+1, is the solution of the following RHPs for Xˆbˆ : Uˆδˆbˆ j−1 \ Σˆbˆ j−1 → SL2(C), j= 1, 2, . . . ,N+1, where
Σˆbˆ j−1 := (Φˆbˆ j−1)
−1(γ∗
bˆ j−1
), with (Φˆbˆ j−1)
−1 denoting the inverse mapping, and γ∗
bˆ j−1
:=∪4
m=1γ
∗,m
bˆ j−1
: (i) Xˆbˆ(z) is analytic for
z∈Uˆδˆbˆ j−1 \ Σˆbˆ j−1 , j=1, 2, . . . ,N+1; (ii) the boundary values Xˆ
bˆ
±(z) := lim z′→z∈Σˆbˆ j−1
z′ ∈ ± side of Σˆ
bˆ j−1
Xˆbˆ(z′) satisfy the jump condition
Xˆbˆ+(z)= Xˆbˆ−(z)v(z), z∈Uˆδˆbˆ j−1 ∩ Σˆbˆ j−1 , j=1, 2, . . . ,N+1;
and (iii) uniformly for z∈∂Uˆδˆbˆ j−1 := {z∈C; |z−bˆ j−1|= δˆbˆ j−1 }, j=1, 2, . . . ,N+1,
m(z)(Xˆbˆ(z))−1 =
N,n→∞
zo=1+o(1)
I+o(1).
For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk = ∞, the solutions of the RHPs (Xˆbˆ(z), v(z), Uˆδˆbˆ j−1 ∩ Σˆbˆ j−1 ),
j=1, 2, . . . ,N+1, are: (1) for z∈Ωˆ1
bˆ j−1
:= Uˆδˆbˆ j−1
∩ (Φˆbˆ j−1)−1(Ωˆ
∗,1
bˆ j−1
), j=1, 2, . . . ,N+1,
Xˆbˆ(z)= √π e− iπ3 m(z)σ3e i2 ((n−1)K+k)℧ˆ j−1 ad(σ3)
(
i −i
1 1
)
(Φˆbˆ j−1(z))
1
4σ3Ψ1(Φˆbˆ j−1(z))e
1
2 ((n−1)K+k)ξˆbˆ j−1 (z)σ3σ3,
where m(z) is given in item (1) of Lemma 4.5; (2) for z∈Ωˆ2
bˆ j−1
:= Uˆδˆbˆ j−1
∩ (Φˆbˆ j−1)−1(Ωˆ
∗,2
bˆ j−1
), j=1, 2, . . . ,N+1,
Xˆbˆ(z)= √π e− iπ3 m(z)σ3e
i
2 ((n−1)K+k)℧ˆ j−1 ad(σ3)
(
i −i
1 1
)
(Φˆbˆ j−1(z))
1
4σ3Ψ2(Φˆbˆ j−1(z))e
1
2 ((n−1)K+k)ξˆbˆ j−1 (z)σ3σ3;
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(3) for z∈Ωˆ3
bˆ j−1
:= Uˆδˆbˆ j−1
∩ (Φˆbˆ j−1)−1(Ωˆ∗,3bˆ j−1), j=1, 2, . . . ,N+1,
Xˆbˆ(z)= √π e− iπ3 m(z)σ3e− i2 ((n−1)K+k)℧ˆ j−1 ad(σ3)
(
i −i
1 1
)
(Φˆbˆ j−1(z))
1
4σ3Ψ3(Φˆbˆ j−1(z))e
1
2 ((n−1)K+k)ξˆbˆ j−1 (z)σ3σ3;
and (4) for z∈Ωˆ4
bˆ j−1
:= Uˆδˆbˆ j−1
∩ (Φˆbˆ j−1)−1(Ωˆ∗,4bˆ j−1), j=1, 2, . . . ,N+1,
Xˆbˆ(z)= √π e− iπ3 m(z)σ3e− i2 ((n−1)K+k)℧ˆ j−1 ad(σ3)
(
i −i
1 1
)
(Φˆbˆ j−1(z))
1
4σ3Ψ4(Φˆbˆ j−1(z))e
1
2 ((n−1)K+k)ξˆbˆ j−1 (z)σ3σ3.
Lemma 4.7. For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk = ∞, let M : C \ Σˆ → SL2(C) solve the RHP
(M(z), v(z), Σˆ) stated in item (1) of Lemma 4.2. For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk = ∞, set
Uˆδˆaˆi
:= {z∈C; |z−aˆi|<δˆaˆi }, i=1, 2, . . . ,N+1, and let Φˆaˆ j (z) and ξˆaˆ j (z), j=1, 2, . . . ,N+1, be defined by Equations (52)
and (113), respectively, where, for z∈Uˆδˆaˆ j \ (−∞, aˆ j), ξˆaˆ j (z)= (z−aˆ j)
3/2Gˆaˆ j (z), and Gˆaˆ j (z) is analytic, in particular,
Gˆaˆ j (z) =
z→aˆ j
2
3
f (aˆ j)+
2
5
f ′(aˆ j)(z−aˆ j)+ 17 f
′′(aˆ j)(z−aˆ j)2+O((z−aˆ j)3),
where
f (aˆN+1) = hˆV˜ (aˆN+1)ηˆaˆN+1 ,
f ′(aˆN+1) =
1
2
hˆV˜ (aˆN+1)ηˆaˆN+1
 N∑
m=1
(
1
aˆN+1−bˆm
+
1
aˆN+1−aˆm
)
+
1
aˆN+1−bˆ0
+(hˆV˜(aˆN+1))′ηˆaˆN+1 ,
f ′′(aˆN+1) =
hˆV˜ (aˆN+1)(hˆV˜(aˆN+1))
′′−((hˆV˜(aˆN+1))′)2
hˆV˜ (aˆN+1)
ηˆaˆN+1−
1
2
hˆV˜ (aˆN+1)ηˆaˆN+1
×
 N∑
m=1
(
1
(aˆN+1−bˆm)2
+
1
(aˆN+1−aˆm)2
)
+
1
(aˆN+1−bˆ0)2

+
12
 N∑
m=1
(
1
aˆN+1−bˆm
+
1
aˆN+1−aˆm
)
+
1
aˆN+1−bˆ0
+ (hˆV˜(aˆN+1))′
hˆV˜(aˆN+1)

×
12 hˆV˜(aˆN+1)ηˆaˆN+1
 N∑
m=1
(
1
aˆN+1−aˆm +
1
aˆN+1−bˆm
)
+
1
aˆN+1−bˆ0

+ (hˆV˜(aˆN+1))
′ηˆaˆN+1
)
, (671)
with ηˆaˆN+1 defined by Equation (83), and, for j=1, 2, . . . ,N,
f (aˆ j) = (−1)N+1− jhˆV˜ (aˆ j)ηˆaˆ j ,
f ′(aˆ j) = (−1)N+1− j
12 hˆV˜ (aˆ j)ηˆaˆ j

N∑
m=1
m, j
 1
aˆ j−bˆm
+
1
aˆ j−aˆm
+ 1
aˆ j−bˆ j
+
1
aˆ j−aˆN+1 +
1
aˆ j−bˆ0
+(hˆV˜(aˆ j))′ηˆaˆ j
 ,
f ′′(aˆ j) = (−1)N+1− j
 hˆV˜ (aˆ j)(hˆV˜(aˆ j))
′′−((hˆV˜(aˆ j))′)2
hˆV˜ (aˆ j)
ηˆaˆ j−
1
2
hˆV˜ (aˆ j)ηˆaˆ j

N∑
m=1
m, j
 1
(aˆ j−bˆm)2
+
1
(aˆ j−aˆm)2

+
1
(aˆ j−bˆ j)2
+
1
(aˆ j−aˆN+1)2
+
1
(aˆ j−bˆ0)2
+
 (hˆV˜ (aˆ j))
′
hˆV˜ (aˆ j)
+
1
2

N∑
m=1
m, j
 1
aˆ j−bˆm
+
1
aˆ j−aˆm

+
1
aˆ j−bˆ j
+
1
aˆ j−aˆN+1 +
1
aˆ j−bˆ0

12 hˆV˜ (aˆ j)ηˆaˆ j

N∑
m=1
m, j
 1
aˆ j−bˆm
+
1
aˆ j−aˆm

+
1
aˆ j−bˆ j
+
1
aˆ j−aˆN+1 +
1
aˆ j−bˆ0
+(hˆV˜(aˆ j))′ηˆaˆ j , (672)
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with ηˆaˆ j defined by Equation (84), and (0, 1) ∋ δˆaˆ j , j = 1, 2, . . . ,N+1, are chosen sufficiently small so that Φˆaˆ j (z),
which are bi-holomorphic, conformal, and orientation preserving, map (cf. Figure 5) Uˆδˆaˆ j , and, thus, the oriented
contours Σˆaˆ j :=∪4m=1Σˆmaˆ j , j=1, 2, . . . ,N+1, injectively onto open (n-, k-, and zo-dependent) neighbourhoods Uˆ∗δˆaˆ j of
the origin, j=1, 2, . . . ,N+1, such that Φˆaˆ j (aˆ j)=0, Φˆaˆ j : Uˆδˆaˆ j →Uˆ
∗
δˆaˆ j
:=Φˆaˆ j (Uˆδˆaˆ j ), Φˆaˆ j (Uˆδˆaˆ j ∩ Σˆ
m
aˆ j
)=Φˆaˆ j(Uˆδˆaˆ j )∩ γ
∗,m
aˆ j
,
and Φˆaˆ j (Uˆδˆaˆ j ∩ Ωˆ
m
aˆ j
)= Φˆaˆ j (Uˆδˆaˆ j ) ∩ Ωˆ
∗,m
aˆ j
, m= 1, 2, 3, 4, with Ωˆ∗,1
aˆ j
= {ζ ∈C; arg(ζ) ∈ (0, 2π/3)}, Ωˆ∗,2
aˆ j
= {ζ ∈C; arg(ζ) ∈
(2π/3, π)}, Ωˆ∗,3
aˆ j
= {ζ ∈C; arg(ζ)∈ (−π,−2π/3)}, and Ωˆ∗,4
aˆ j
= {ζ ∈C; arg(ζ)∈ (−2π/3, 0)}.
For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk = ∞, the parametrix for the RHP (M(z), v(z), Σˆ), for
z ∈ Uˆδˆaˆ j , j = 1, 2, . . . ,N+1, is the solution of the following RHPs for Xˆ
aˆ : Uˆδˆaˆ j \ Σˆaˆ j → SL2(C), j = 1, 2, . . . ,N+1,
where Σˆaˆ j := (Φˆaˆ j)
−1(γ∗
aˆ j
), with (Φˆaˆ j)
−1 denoting the inverse mapping, and γ∗
aˆ j
:=∪4
m=1γ
∗,m
aˆ j
: (i) Xˆaˆ(z) is analytic for
z∈Uˆδˆaˆ j \ Σˆaˆ j , j=1, 2, . . . ,N+1; (ii) the boundary values Xˆ
aˆ
±(z) := lim z′→z∈Σˆaˆ j
z′ ∈ ± side of Σˆaˆ j
Xˆaˆ(z′) satisfy the jump condition
Xˆaˆ+(z)= Xˆaˆ−(z)v(z), z∈Uˆδˆaˆ j ∩ Σˆaˆ j , j=1, 2, . . . ,N+1;
and (iii) uniformly for z∈∂Uˆδˆaˆ j := {z∈C; |z−aˆ j|= δˆaˆ j}, j=1, 2, . . . ,N+1,
m(z)(Xˆaˆ(z))−1 =
N,n→∞
zo=1+o(1)
I+o(1).
For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk = ∞, the solutions of the RHPs (Xˆaˆ(z), v(z), Uˆδˆaˆ j ∩ Σˆaˆ j ),
j=1, 2, . . . ,N+1, are: (1) for z∈Ωˆ1
aˆ j
:= Uˆδˆaˆ j ∩ (Φˆaˆ j )
−1(Ωˆ∗,1
aˆ j
), j=1, 2, . . . ,N+1,
Xˆaˆ(z)= √π e− iπ3 m(z)e i2 ((n−1)K+k)℧ˆ j ad(σ3)
(
i −i
1 1
)
(Φˆaˆ j(z))
1
4σ3Ψ1(Φˆaˆ j (z))e
1
2 ((n−1)K+k)ξˆaˆ j (z)σ3 ,
where m(z) is given in item (1) of Lemma 4.5; (2) for z∈Ωˆ2
aˆ j
:= Uˆδˆaˆ j ∩ (Φˆaˆ j )
−1(Ωˆ∗,2
aˆ j
), j=1, 2, . . . ,N+1,
Xˆaˆ(z)= √π e− iπ3 m(z)e i2 ((n−1)K+k)℧ˆ j ad(σ3)
(
i −i
1 1
)
(Φˆaˆ j(z))
1
4σ3Ψ2(Φˆaˆ j (z))e
1
2 ((n−1)K+k)ξˆaˆ j (z)σ3 ;
(3) for z∈Ωˆ3
aˆ j
:= Uˆδˆaˆ j ∩ (Φˆaˆ j )
−1(Ωˆ∗,3
aˆ j
), j=1, 2, . . . ,N+1,
Xˆaˆ(z)= √π e− iπ3 m(z)e− i2 ((n−1)K+k)℧ˆ j ad(σ3)
(
i −i
1 1
)
(Φˆaˆ j (z))
1
4σ3Ψ3(Φˆaˆ j(z))e
1
2 ((n−1)K+k)ξˆaˆ j (z)σ3 ;
and (4) for z∈Ωˆ4
aˆ j
:= Uˆδˆaˆ j ∩ (Φˆaˆ j)
−1(Ωˆ∗,4
aˆ j
), j=1, 2, . . . ,N+1,
Xˆaˆ(z)= √π e− iπ3 m(z)e− i2 ((n−1)K+k)℧ˆ j ad(σ3)
(
i −i
1 1
)
(Φˆaˆ j (z))
1
4σ3Ψ4(Φˆaˆ j(z))e
1
2 ((n−1)K+k)ξˆaˆ j (z)σ3 .
Lemma 4.8. For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk , ∞, let M : C \ Σ˜ → SL2(C) solve the RHP
(M(z), v(z), Σ˜) stated in item (2) of Lemma 4.2. For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk , ∞, set
U˜δ˜b˜i−1
:= {z ∈ C; |z− b˜i−1| < δ˜b˜i−1}, i = 1, 2, . . . ,N+1, and let Φ˜b˜ j−1(z) and ξ˜b˜ j−1(z), j = 1, 2, . . . ,N+1, be defined by
Equations (166) and (227), respectively, where, for z∈U˜δ˜b˜ j−1 \ (−∞, b˜ j−1), ξ˜b˜ j−1 (z)= b˜(z−b˜ j−1)
3/2G˜b˜ j−1(z), with b˜=±1
for z∈C±, and G˜b˜ j−1(z) is analytic, in particular,
G˜b˜ j−1(z) =
z→b˜ j−1
2
3
f (b˜ j−1)+
2
5
f ′(b˜ j−1)(z−b˜ j−1)+ 17 f
′′(b˜ j−1)(z−b˜ j−1)2+O((z−b˜ j−1)3),
where
f (b˜0) = i(−1)N h˜V˜ (b˜0)η˜b˜0 ,
f ′(b˜0) = i(−1)N
12 h˜V˜ (b˜0)η˜b˜0
 N∑
m=1
(
1
b˜0−b˜m
+
1
b˜0−a˜m
)
+
1
b˜0−a˜N+1
+(h˜V˜(b˜0))′η˜b˜0
 ,
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f ′′(b˜0) = i(−1)N
 h˜V˜ (b˜0)(h˜V˜(b˜0))′′−((h˜V˜(b˜0))′)2
h˜V˜ (b˜0)
η˜b˜0−
1
2
h˜V˜ (b˜0)η˜b˜0
×
 N∑
m=1
(
1
(b˜0−b˜m)2
+
1
(b˜0−a˜m)2
)
+
1
(b˜0−a˜N+1)2

+
12
 N∑
m=1
(
1
b˜0−b˜m
+
1
b˜0−a˜m
)
+
1
b˜0−a˜N+1
+ (h˜V˜(b˜0))′
h˜V˜(b˜0)

×
12 h˜V˜(b˜0)η˜b˜0
 N∑
m=1
(
1
b˜0−b˜m
+
1
b˜0−a˜m
)
+
1
b˜0−a˜N+1
+(h˜V˜(b˜0))′η˜b˜0
 , (673)
with η˜b˜0 defined by Equation (196), and, for j=1, 2, . . . ,N,
f (b˜ j) = i(−1)N− jh˜V˜ (b˜ j)η˜b˜ j ,
f ′(b˜ j) = i(−1)N− j
12 h˜V˜ (b˜ j)η˜b˜ j

N∑
m=1
m, j
 1
b˜ j−b˜m
+
1
b˜ j−a˜m
+ 1
b˜ j−a˜ j
+
1
b˜ j−a˜N+1
+
1
b˜ j−b˜0
+(h˜V˜(b˜ j))′η˜b˜ j
 ,
f ′′(b˜ j) = i(−1)N− j
 h˜V˜(b˜ j)(h˜V˜(b˜ j))
′′−((h˜V˜(b˜ j))′)2
h˜V˜ (b˜ j)
η˜b˜ j−
1
2
h˜V˜ (b˜ j)η˜b˜ j

N∑
m=1
m, j
 1
(b˜ j−b˜m)2
+
1
(b˜ j−a˜m)2

+
1
(b˜ j−a˜ j)2
+
1
(b˜ j−a˜N+1)2
+
1
(b˜ j−b˜0)2
+
 (h˜V˜(b˜ j))
′
h˜V˜(b˜ j)
+
1
2

N∑
m=1
m, j
 1
b˜ j−b˜m
+
1
b˜ j−a˜m

+
1
b˜ j−a˜ j
+
1
b˜ j−a˜N+1
+
1
b˜ j−b˜0

12 h˜V˜ (b˜ j)η˜b˜ j

N∑
m=1
m, j
 1
b˜ j−b˜m
+
1
b˜ j−a˜m

+
1
b˜ j−a˜ j
+
1
b˜ j−a˜N+1
+
1
b˜ j−b˜0
+(h˜V˜(b˜ j))′η˜b˜ j , (674)
with η˜b˜ j defined by Equation (197), and (0, 1)∋ δ˜b˜ j−1 , j=1, 2, . . . ,N+1, are chosen sufficiently small so that Φ˜b˜ j−1(z),
which are bi-holomorphic, conformal, and non-orientation preserving, map (cf. Figure 7) U˜δ˜b˜ j−1
, and, thus, the
oriented contours Σ˜b˜ j−1 := ∪4m=1Σ˜mb˜ j−1 , j = 1, 2, . . . ,N+1, injectively onto open (n-, k-, and zo-dependent) neigh-
bourhoods U˜∗
δ˜b˜ j−1
of the origin, j = 1, 2, . . . ,N+1, such that Φ˜b˜ j−1(b˜ j−1) = 0, Φ˜b˜ j−1 : U˜δ˜b˜ j−1 → U˜
∗
δ˜b˜ j−1
:= Φ˜b˜ j−1(U˜δ˜b˜ j−1
),
Φ˜b˜ j−1(U˜δ˜b˜ j−1
∩ Σ˜m
b˜ j−1
) = Φ˜b˜ j−1(U˜δ˜b˜ j−1
) ∩ γ∗,m
b˜ j−1
, and Φ˜b˜ j−1(U˜δ˜b˜ j−1
∩ Ω˜m
b˜ j−1
) = Φ˜b˜ j−1(U˜δ˜b˜ j−1
) ∩ Ω˜∗,m
b˜ j−1
, m = 1, 2, 3, 4, with
Ω˜
∗,1
b˜ j−1
= {ζ ∈ C; arg(ζ) ∈ (0, 2π/3)}, Ω˜∗,2
b˜ j−1
= {ζ ∈ C; arg(ζ) ∈ (2π/3, π)}, Ω˜∗,3
b˜ j−1
= {ζ ∈ C; arg(ζ) ∈ (−π,−2π/3)}, and
Ω˜
∗,4
b˜ j−1
= {ζ ∈C; arg(ζ)∈ (−2π/3, 0)}.
For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, the parametrix for the RHP (M(z), v(z), Σ˜), for z∈U˜δ˜b˜ j−1 ,
j= 1, 2, . . . ,N+1, is the solution of the following RHPs for X˜b˜ : U˜δ˜b˜ j−1 \ Σ˜b˜ j−1 → SL2(C), j= 1, 2, . . . ,N+1, where
Σ˜b˜ j−1 := (Φ˜b˜ j−1)
−1(γ∗
b˜ j−1
), with (Φ˜b˜ j−1)
−1 denoting the inverse mapping, and γ∗
b˜ j−1
:=∪4
m=1γ
∗,m
b˜ j−1
: (i) X˜b˜(z) is analytic for
z∈U˜δ˜b˜ j−1 \ Σ˜b˜ j−1 , j=1, 2, . . . ,N+1; (ii) the boundary values X˜
b˜
±(z) := lim z′→z∈Σ˜b˜ j−1
z′ ∈ ± side of Σ˜
b˜ j−1
X˜b˜(z′) satisfy the jump condition
X˜b˜+(z)= X˜b˜−(z)v(z), z∈U˜δ˜b˜ j−1 ∩ Σ˜b˜ j−1 , j=1, 2, . . . ,N+1;
and (iii) uniformly for z∈∂U˜δ˜b˜ j−1 := {z∈C; |z−b˜ j−1|= δ˜b˜ j−1 }, j=1, 2, . . . ,N+1,
m(z)(X˜b˜(z))−1 =
N,n→∞
zo=1+o(1)
I+o(1).
For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk , ∞, the solutions of the RHPs (X˜b˜(z), v(z), U˜δ˜b˜ j−1 ∩ Σ˜b˜ j−1 ),
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j=1, 2, . . . ,N+1, are: (1) for z∈Ω˜1
b˜ j−1
:= U˜δ˜b˜ j−1
∩ (Φ˜b˜ j−1)−1(Ω˜∗,1b˜ j−1), j=1, 2, . . . ,N+1,
X˜b˜(z)= √π e− iπ3 m(z)σ3e
i
2 ((n−1)K+k)℧˜ j−1 ad(σ3)
(
i −i
1 1
)
(Φ˜b˜ j−1(z))
1
4σ3Ψ1(Φ˜b˜ j−1(z))e
1
2 ((n−1)K+k)ξ˜b˜ j−1 (z)σ3σ3,
where m(z) is given in item (2) of Lemma 4.5; (2) for z∈Ω˜2
b˜ j−1
:= U˜δ˜b˜ j−1
∩ (Φ˜b˜ j−1)−1(Ω˜∗,2b˜ j−1), j=1, 2, . . . ,N+1,
X˜b˜(z)= √π e− iπ3 m(z)σ3e i2 ((n−1)K+k)℧˜ j−1 ad(σ3)
(
i −i
1 1
)
(Φ˜b˜ j−1(z))
1
4σ3Ψ2(Φ˜b˜ j−1(z))e
1
2 ((n−1)K+k)ξ˜b˜ j−1 (z)σ3σ3;
(3) for z∈Ω˜3
b˜ j−1
:= U˜δ˜b˜ j−1
∩ (Φ˜b˜ j−1)−1(Ω˜∗,3b˜ j−1), j=1, 2, . . . ,N+1,
X˜b˜(z)= √π e− iπ3 m(z)σ3e− i2 ((n−1)K+k)℧˜ j−1 ad(σ3)
(
i −i
1 1
)
(Φ˜b˜ j−1(z))
1
4σ3Ψ3(Φ˜b˜ j−1(z))e
1
2 ((n−1)K+k)ξ˜b˜ j−1 (z)σ3σ3;
and (4) for z∈Ω˜4
b˜ j−1
:= U˜δ˜b˜ j−1
∩ (Φ˜b˜ j−1)−1(Ω˜∗,4b˜ j−1), j=1, 2, . . . ,N+1,
X˜b˜(z)= √π e− iπ3 m(z)σ3e− i2 ((n−1)K+k)℧˜ j−1 ad(σ3)
(
i −i
1 1
)
(Φ˜b˜ j−1(z))
1
4σ3Ψ4(Φ˜b˜ j−1(z))e
1
2 ((n−1)K+k)ξ˜b˜ j−1 (z)σ3σ3.
Lemma 4.9. For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk , ∞, let M : C \ Σ˜ → SL2(C) solve the RHP
(M(z), v(z), Σ˜) stated in item (2) of Lemma 4.2. For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk , ∞, set
U˜δ˜a˜i
:= {z∈C; |z−a˜i|<δ˜a˜i }, i=1, 2, . . . ,N+1, and let Φ˜a˜ j (z) and ξ˜a˜ j (z), j=1, 2, . . . ,N+1, be defined by Equations (167)
and (228), respectively, where, for z∈U˜δ˜a˜ j \ (−∞, a˜ j), ξ˜a˜ j (z)= (z−a˜ j)
3/2G˜a˜ j (z), and G˜a˜ j (z) is analytic, in particular,
G˜a˜ j (z) =
z→a˜ j
2
3
f (a˜ j)+
2
5
f ′(a˜ j)(z−a˜ j)+ 17 f
′′(a˜ j)(z−a˜ j)2+O((z−a˜ j)3),
where
f (a˜N+1) = h˜V˜ (a˜N+1)η˜a˜N+1 ,
f ′(a˜N+1) =
1
2
h˜V˜ (a˜N+1)η˜a˜N+1
 N∑
m=1
(
1
a˜N+1−b˜m
+
1
a˜N+1−a˜m
)
+
1
a˜N+1−b˜0
+(h˜V˜(a˜N+1))′η˜a˜N+1 ,
f ′′(a˜N+1) =
h˜V˜ (a˜N+1)(h˜V˜(a˜N+1))
′′−((h˜V˜(a˜N+1))′)2
h˜V˜ (a˜N+1)
η˜a˜N+1−
1
2
h˜V˜ (a˜N+1)η˜a˜N+1
×
 N∑
m=1
(
1
(a˜N+1−b˜m)2
+
1
(a˜N+1−a˜m)2
)
+
1
(a˜N+1−b˜0)2

+
12
 N∑
m=1
(
1
a˜N+1−b˜m
+
1
a˜N+1−a˜m
)
+
1
a˜N+1−b˜0
+ (h˜V˜(a˜N+1))′
h˜V˜(a˜N+1)

×
12 h˜V˜(a˜N+1)η˜a˜N+1
 N∑
m=1
(
1
a˜N+1−a˜m +
1
a˜N+1−b˜m
)
+
1
a˜N+1−b˜0

+ (h˜V˜(a˜N+1))
′η˜a˜N+1
)
, (675)
with η˜a˜N+1 defined by Equation (198), and, for j=1, 2, . . . ,N,
f (a˜ j) = (−1)N+1− jh˜V˜ (a˜ j)η˜a˜ j ,
f ′(a˜ j) = (−1)N+1− j
12 h˜V˜ (a˜ j)η˜a˜ j

N∑
m=1
m, j
 1
a˜ j−b˜m
+
1
a˜ j−a˜m
+ 1
a˜ j−b˜ j
+
1
a˜ j−a˜N+1 +
1
a˜ j−b˜0
+(h˜V˜(a˜ j))′η˜a˜ j
 ,
f ′′(a˜ j) = (−1)N+1− j
 h˜V˜ (a˜ j)(h˜V˜(a˜ j))
′′−((h˜V˜(a˜ j))′)2
h˜V˜ (a˜ j)
η˜a˜ j−
1
2
h˜V˜ (a˜ j)η˜a˜ j

N∑
m=1
m, j
 1
(a˜ j−b˜m)2
+
1
(a˜ j−a˜m)2

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+
1
(a˜ j−b˜ j)2
+
1
(a˜ j−a˜N+1)2
+
1
(a˜ j−b˜0)2
+
 (h˜V˜ (a˜ j))
′
h˜V˜ (a˜ j)
+
1
2

N∑
m=1
m, j
 1
a˜ j−b˜m
+
1
a˜ j−a˜m

+
1
a˜ j−b˜ j
+
1
a˜ j−a˜N+1 +
1
a˜ j−b˜0

12 h˜V˜ (a˜ j)η˜a˜ j

N∑
m=1
m, j
 1
a˜ j−b˜m
+
1
a˜ j−a˜m

+
1
a˜ j−b˜ j
+
1
a˜ j−a˜N+1 +
1
a˜ j−b˜0
+(h˜V˜(a˜ j))′η˜a˜ j , (676)
with η˜a˜ j defined by Equation (199), and (0, 1) ∋ δ˜a˜ j , j= 1, 2, . . . ,N+1, are chosen sufficiently small so that Φ˜a˜ j (z),
which are bi-holomorphic, conformal, and orientation preserving, map (cf. Figure 8) U˜δ˜a˜ j , and, thus, the oriented
contours Σ˜a˜ j :=∪4m=1Σ˜ma˜ j , j=1, 2, . . . ,N+1, injectively onto open (n-, k-, and zo-dependent) neighbourhoods U˜∗δ˜a˜ j of
the origin, j=1, 2, . . . ,N+1, such that Φ˜a˜ j (a˜ j)=0, Φ˜a˜ j : U˜δ˜a˜ j →U˜
∗
δ˜a˜ j
:=Φ˜a˜ j (U˜δ˜a˜ j ), Φ˜a˜ j (U˜δ˜a˜ j ∩ Σ˜
m
a˜ j
)=Φ˜a˜ j(U˜δ˜a˜ j )∩ γ
∗,m
a˜ j
,
and Φ˜a˜ j (U˜δ˜a˜ j ∩ Ω˜
m
a˜ j
)= Φ˜a˜ j (U˜δ˜a˜ j ) ∩ Ω˜
∗,m
a˜ j
, m= 1, 2, 3, 4, with Ω˜∗,1
a˜ j
= {ζ ∈C; arg(ζ) ∈ (0, 2π/3)}, Ω˜∗,2
a˜ j
= {ζ ∈C; arg(ζ) ∈
(2π/3, π)}, Ω˜∗,3
a˜ j
= {ζ ∈C; arg(ζ)∈ (−π,−2π/3)}, and Ω˜∗,4
a˜ j
= {ζ ∈C; arg(ζ)∈ (−2π/3, 0)}.
For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk , ∞, the parametrix for the RHP (M(z), v(z), Σ˜), for
z ∈ U˜δ˜a˜ j , j = 1, 2, . . . ,N+1, is the solution of the following RHPs for X˜
a˜ : U˜δ˜a˜ j \ Σ˜a˜ j → SL2(C), j = 1, 2, . . . ,N+1,
where Σ˜a˜ j := (Φ˜a˜ j)
−1(γ∗
a˜ j
), with (Φ˜a˜ j)
−1 denoting the inverse mapping, and γ∗
a˜ j
:=∪4
m=1γ
∗,m
a˜ j
: (i) X˜a˜(z) is analytic for
z∈U˜δ˜a˜ j \ Σ˜a˜ j , j=1, 2, . . . ,N+1; (ii) the boundary values X˜
a˜
±(z) := lim z′→z∈Σ˜a˜ j
z′ ∈ ± side of Σ˜a˜ j
X˜a˜(z′) satisfy the jump condition
X˜a˜+(z)= X˜a˜−(z)v(z), z∈U˜δ˜a˜ j ∩ Σ˜a˜ j , j=1, 2, . . . ,N+1;
and (iii) uniformly for z∈∂U˜δ˜a˜ j := {z∈C; |z−a˜ j|= δ˜a˜ j}, j=1, 2, . . . ,N+1,
m(z)(X˜a˜(z))−1 =
N,n→∞
zo=1+o(1)
I+o(1).
For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk , ∞, the solutions of the RHPs (X˜a˜(z), v(z), U˜δ˜a˜ j ∩ Σ˜a˜ j ),
j=1, 2, . . . ,N+1, are: (1) for z∈Ω˜1a˜ j := U˜δ˜a˜ j ∩ (Φ˜a˜ j )
−1(Ω˜∗,1
a˜ j
), j=1, 2, . . . ,N+1,
X˜a˜(z)= √π e− iπ3 m(z)e i2 ((n−1)K+k)℧˜ j ad(σ3)
(
i −i
1 1
)
(Φ˜a˜ j(z))
1
4σ3Ψ1(Φ˜a˜ j (z))e
1
2 ((n−1)K+k)ξ˜a˜ j (z)σ3 ,
where m(z) is given in item (2) of Lemma 4.5; (2) for z∈Ω˜2a˜ j := U˜δ˜a˜ j ∩ (Φ˜a˜ j )
−1(Ω˜∗,2
a˜ j
), j=1, 2, . . . ,N+1,
X˜a˜(z)= √π e− iπ3 m(z)e i2 ((n−1)K+k)℧˜ j ad(σ3)
(
i −i
1 1
)
(Φ˜a˜ j(z))
1
4σ3Ψ2(Φ˜a˜ j (z))e
1
2 ((n−1)K+k)ξ˜a˜ j (z)σ3 ;
(3) for z∈Ω˜3
a˜ j
:= U˜δ˜a˜ j ∩ (Φ˜a˜ j )
−1(Ω˜∗,3
a˜ j
), j=1, 2, . . . ,N+1,
X˜a˜(z)= √π e− iπ3 m(z)e− i2 ((n−1)K+k)℧˜ j ad(σ3)
(
i −i
1 1
)
(Φ˜a˜ j (z))
1
4σ3Ψ3(Φ˜a˜ j(z))e
1
2 ((n−1)K+k)ξ˜a˜ j (z)σ3 ;
and (4) for z∈Ω˜4a˜ j := U˜δ˜a˜ j ∩ (Φ˜a˜ j)
−1(Ω˜∗,4
a˜ j
), j=1, 2, . . . ,N+1,
X˜a˜(z)= √π e− iπ3 m(z)e− i2 ((n−1)K+k)℧˜ j ad(σ3)
(
i −i
1 1
)
(Φ˜a˜ j (z))
1
4σ3Ψ4(Φ˜a˜ j(z))e
1
2 ((n−1)K+k)ξ˜a˜ j (z)σ3 .
Proof of Lemma 4.9. For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, let (M(z), v(z), Σ˜) be the associated
RHP stated in item (2) of Lemma 4.2, and define U˜δ˜a˜ j , j = 1, 2, . . . ,N+1, as in Lemma 4.9. Via the formula for
v(z) given in item (2) of Lemma 4.2, one shows, from the proof of case (A) of Lemma 4.1, that, for n ∈ N and
k ∈ {1, 2, . . . ,K} such that αps := αk ,∞: (i) writing 2πi
∫ a˜N+1
z
ψ
f
V˜
(u) du = 2πi(
∫ a˜ j
z
+
∫ b˜ j
a˜ j
+
∫ a˜N+1
b˜ j
)ψ f
V˜
(u) du and taking
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note of the expression for ψ f
V˜
(x) given in Equation (443), one arrives at, upon considering the analytic extension
of 2πi
∫ a˜N+1
z
ψ
f
V˜
(u) du to C \R (in particular, to the oriented—open—skeletons U˜δ˜a˜ j ∩ (J˜
a
j
∪ J˜`
j
), j=1, 2, . . . ,N+1),
2πi
∫ a˜N+1
z
ψ
f
V˜
(u) du=−ξ˜a˜ j(z)+i℧˜ j, j=1, 2, . . . ,N+1, where ξ˜a˜ j (z) is defined by Equation (228), and ℧˜ j is defined in
the corresponding item (ii) of Remark 4.3; and (ii) g f+(z)+g
f
−(z)−Pˆ+0−Pˆ−0−V˜(z)−ℓ˜=−
(
(n−1)K+k
n
) ∫ z
a˜ j
(R˜(u))1/2h˜V˜ (u) du
(<0), z∈ (a˜N+1,+∞) ∪ ∪Nm=1(a˜m, b˜m). Via the latter two formulae, denoting, for U˜δ˜a˜ j ∋ z, j=1, 2, . . . ,N+1,M(z) by
X˜a˜(z), and defining, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞,
P˜a˜ j (z) :=
X˜
a˜(z)e−
1
2 ((n−1)K+k)ξ˜a˜ j (z)σ3e
i
2 ((n−1)K+k)℧˜ jσ3 , z∈C+ ∩ U˜δ˜a˜ j , j=1, 2, . . . ,N+1,
X˜a˜(z)e− 12 ((n−1)K+k)ξ˜a˜ j (z)σ3e− i2 ((n−1)K+k)℧˜ jσ3 , z∈C− ∩ U˜δ˜a˜ j , j=1, 2, . . . ,N+1,
one notes that P˜a˜ j : U˜δ˜a˜ j \ J˜a˜ j→GL2(C), where J˜a˜ j := J˜
a
j
∪ J˜`
j
∪ (a˜ j−δ˜a˜ j , a˜ j+δ˜a˜ j), j=1, 2, . . . ,N+1, solves the RHP
(P˜a˜ j (z), υ˜P˜a˜ j (z), J˜a˜ j), with z-independent jump matrices
υ˜P˜a˜ j (z)=

I+σ−, z∈U˜δ˜a˜ j ∩ (J˜
a
j
∪ J˜`
j
)=Σ˜1a˜ j ∪ Σ˜3a˜ j , j=1, 2, . . . ,N+1,
I+σ+, z∈U˜δ˜a˜ j ∩ (a˜ j, a˜ j+δ˜a˜ j)=Σ˜
4
a˜ j
, j=1, 2, . . . ,N+1,
iσ2, z∈U˜δ˜a˜ j ∩ (a˜ j−δ˜a˜ j , a˜ j)=Σ˜
2
a˜ j
, j=1, 2, . . . ,N+1,
subject, still, to the (uniform for ∂U˜δ˜a˜ j ∋z, j=1, 2, . . . ,N+1) asymptotic matching conditionm(z)(X˜
a˜(z))−1=N,n→∞
zo=1+o(1)
I+o(1), where m(z) is given in item (2) of Lemma 4.5. For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk ,∞,
let Φ˜a˜ j (z) be defined by Equation (167): an analysis of the branch cuts shows that, for z ∈ U˜δ˜a˜ j , j= 1, 2, . . . ,N+1,
Φ˜a˜ j (z) and ξ˜a˜ j (z) possess the properties stated in Lemma 4.9; in particular, for Φ˜a˜ j : U˜δ˜a˜ j → U˜
∗
δ˜a˜ j
, j=1, 2, . . . ,N+1,
one shows that, for U˜δ˜a˜ j ∋z, j=1, 2, . . . ,N+1, Φ˜a˜ j (z)= (z−a˜ j)
3/2G˜a˜ j (z), with G˜a˜ j (z) as characterised in Lemma 4.9,
and (Φ˜a˜ j (z))
′
, 0, with, in particular, (Φ˜a˜ j(a˜ j))
′ > 0. One now chooses, for n ∈ N and k ∈ {1, 2, . . . ,K} such that
αps := αk , ∞, (0, 1) ∋ δ˜a˜ j and the oriented—open—skeletons J˜a˜ j , j = 1, 2, . . . ,N +1, in such a way that their
images, under the bi-holomorphic, conformal, and orientation-preserving mappings Φ˜a˜ j(z), are the union of the
straight-line segments γ∗,m
a˜ j
, m = 1, 2, 3, 4. For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk ,∞, let ζ := Φ˜a˜ j (z),
j = 1, 2, . . . ,N+1, and consider X˜a˜(Φ˜a˜ j(z)) := Ψ˜(ζ); recalling the properties of Φ˜a˜ j (z) stated in Lemma 4.9, one
shows that, for j=1, 2, . . . ,N+1, Ψ˜ : Φ˜a˜ j (U˜δ˜a˜ j ) \ ∪
4
m=1γ
∗,m
a˜ j
→GL2(C) solves the RHPs (Ψ˜(ζ), υ˜Ψ˜(ζ),∪4m=1γ∗,ma˜ j ), with
ζ-independent jump matrices
υ˜Ψ˜(ζ)=

I+σ−, ζ ∈γ∗,1a˜ j ∪ γ
∗,3
a˜ j
, j=1, 2, . . . ,N+1,
I+σ+, ζ ∈γ∗,4a˜ j , j=1, 2, . . . ,N+1,
iσ2, ζ ∈γ∗,2a˜ j , j=1, 2, . . . ,N+1.
The solutions of these latter RHPs are well known; in fact, they are expressed in terms of Airy functions, and are
given by (see, for example, [98, 121, 132, 133, 164, 191, 192])
Ψ˜(ζ)=

Ψ1(ζ), ζ ∈Ω˜∗,1a˜ j , j=1, 2, . . . ,N+1,
Ψ2(ζ), ζ ∈Ω˜∗,2a˜ j , j=1, 2, . . . ,N+1,
Ψ3(ζ), ζ ∈Ω˜∗,3a˜ j , j=1, 2, . . . ,N+1,
Ψ4(ζ), ζ ∈Ω˜∗,4a˜ j , j=1, 2, . . . ,N+1,
where Ψm(·), m= 1, 2, 3, 4, are defined in item (i) of Remark 4.3. Recalling that Φ˜a˜ j(z), j = 1, 2, . . . ,N+1, are bi-
holomorphic, orientation-preserving conformal mappings, with Φ˜a˜ j (a˜ j)=0 and Φ˜a˜ j : U˜δ˜a˜ j∩J˜a˜ j→U˜
∗
δ˜a˜ j
∩ (∪4
m=1γ
∗,m
a˜ j
),
one notes that, for any analytic maps E˜a˜ j : U˜δ˜a˜ j → GL2(C), j = 1, 2, . . . ,N+1, U˜δ˜a˜ j \ J˜a˜ j ∋ ζ 7→ E˜a˜ j (ζ)Ψ˜(ζ) also
solve the latter RHPs (Ψ˜(ζ), υ˜Ψ˜(ζ),∪4m=1γ∗,ma˜ j ): one uses this ‘degree of freedom’ of ‘multiplying on the left’ by
non-degenerate, analytic, matrix-valued functions in order to satisfy the remaining, uniform for ∂U˜δ˜a˜ j ∋ z, j =
1, 2, . . . ,N+1, asymptotic matching condition m(z)(X˜a˜(z))−1 =N,n→∞
zo=1+o(1)
I+o(1) for the parametrix, where m(z) is
given in item (2) of Lemma 4.5. For n ∈N and k ∈ {1, 2, . . . ,K} such that αps := αk ,∞, consider, say, the regions
(cf. Figure 8) Ω˜1a˜ j := (Φ˜a˜ j)
−1(Ω˜∗,1
a˜ j
), j = 1, 2, . . . ,N +1 (the remaining regions, Ω˜ma˜ j , m = 2, 3, 4, are similar): re-
tracing the transformations above, one shows that, for z ∈ Ω˜1a˜ j , j = 1, 2, . . . ,N+1, X˜a˜(z) = E˜a˜ j (z)Ψ˜(( 34 ((n−1)K+
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k)ξ˜a˜ j (z))
2/3) exp( 12 ((n−1)K+k)(ξ˜a˜ j(z)−i℧˜ j)σ3), whence, via the expression above for Ψ˜(ζ), ζ ∈Ω˜∗,1a˜ j , and the asymptotic
expansions for Ai(·) and Ai′(·) given in Equation (53), one shows that, for z∈∂U˜δ˜a˜ j ∩ ∂Ω˜
1
a˜ j
, j=1, 2, . . . ,N+1,
X˜a˜(z) =
N,n→∞
zo=1+o(1)
1√
2π
E˜a˜ j (z)
(34((n−1)K+k)ξ˜a˜ j(z)
)2/3−
1
4σ3 (
e−iπ/6 eiπ/3
−e−iπ/6 −e4πi/3
)
e−
i
2 ((n−1)K+k)℧˜ jσ3 (I+o(1));
demanding that, for z∈∂U˜δ˜a˜ j ∩ ∂Ω˜
1
a˜ j
, j=1, 2, . . . ,N+1, m(z)(X˜a˜(z))−1=N,n→∞
zo=1+o(1)
I+o(1), one arrives at, for n∈N and
k∈{1, 2, . . . ,K} such that αps :=αk,∞,
E˜a˜ j (z)=
1√
2i
m(z)e
i
2 ((n−1)K+k)℧˜ jσ3
(
i −i
1 1
) (34 ((n−1)K+k)ξ˜a˜ j(z)
)2/3
1
4σ3
, j=1, 2, . . . ,N+1.
(Note that det(E˜a˜ j (z)) = 1.) One mimics the paradigm above for the remaining boundary skeletons ∂U˜δ˜a˜ j ∩ ∂Ω˜
m
a˜ j
,
j = 1, 2, . . . ,N+1, m= 2, 3, 4, and shows that the same expression for E˜a˜ j (z) as given above is obtained; thus, for
n ∈N and k ∈ {1, 2, . . . ,K} such that αps := αk ,∞, with E˜a˜ j (z), j = 1, 2, . . . ,N+1, as given above, one concludes
that, uniformly for z∈∂U˜δ˜a˜ j , m(z)(X˜
a˜(z))−1=N,n→∞
zo=1+o(1)
I+o(1). There remains, however, the question of unimodularity,
since (depending on the regions)
det(X˜a˜(z))=
∣∣∣∣∣ Ai(Φ˜a˜ j (z)) Ai(ω2Φ˜a˜ j (z))Ai′(Φ˜a˜ j (z)) ω2 Ai′(ω2Φ˜a˜ j (z))
∣∣∣∣∣ or det(X˜a˜(z))= ∣∣∣∣∣ Ai(Φ˜a˜ j (z)) −ω2 Ai(ωΦ˜a˜ j (z))Ai′(Φ˜a˜ j (z)) −Ai′(ωΦ˜a˜ j (z))
∣∣∣∣∣ :
multiplying X˜a˜(z) ‘on the left’ by a constant, c˜X˜, say, using the Wronskian relations (see, for example, Section 10.4
in [376]) W(Ai(x),Ai(ω2x)) = (2π)−1 exp(iπ/6) or W(Ai(x),Ai(ωx)) = −(2π)−1 exp(−iπ/6), and the linear depen-
dence relation for Airy functions, Ai(x)+ωAi(ωx)+ω2 Ai(ω2x)=0, one shows, for n∈N and k∈{1, 2, . . . ,K} such
that αps :=αk,∞, upon imposing the condition det(X˜a˜(z))=1, that c˜X˜= (2π)1/2 exp(−iπ/12). 
The following Lemma 4.10 states, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk =∞ (resp., αps :=αk ,∞),
the extent to which the parametrices of Lemmata 4.6 and 4.7 (resp., Lemmata 4.8 and 4.9) and model solution in
item (1) (resp., item (2)) of Lemma 4.5 ‘approximate’ the solution of the monic MPC ORF RHP stated in item (1)
(resp., item (2)) of Lemma 4.2.
Lemma 4.10. For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk =∞ (resp., αps :=αk ,∞), letM : C \ Σˆ→SL2(C)
(resp.,M : C \ Σ˜→SL2(C)) solve the monicMPC ORF RHP (M(z), v(z), Σˆ) (resp., (M(z), v(z), Σ˜)) stated in item (1)
(resp., item (2)) of Lemma 4.2. For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞, define
Sˆ p(z) :=
m(z), z∈C \ ∪
N+1
j=1 (Uˆδˆbˆ j−1
∪ Uˆδˆaˆ j ),
Xˆ(z), z∈∪N+1
j=1 (Uˆδˆbˆ j−1
∪ Uˆδˆaˆ j ),
where
Xˆ(z)=
Xˆ
bˆ(z), z∈∪N+1
j=1 Uˆδˆbˆ j−1
,
Xˆaˆ(z), z∈∪N+1
j=1 Uˆδˆaˆ j
,
m(z) is given in item (1) of Lemma 4.5, and, for z ∈ Uˆδˆbˆ j−1 (resp., z ∈ Uˆδˆaˆ j ), j= 1, 2, . . . ,N+1, Xˆ
bˆ : Uˆδˆbˆ j−1
\ Σˆbˆ j−1 →
SL2(C) (resp., Xˆaˆ : Uˆδˆaˆ j \ Σˆaˆ j → SL2(C)) solves the RHPs (Xˆ
bˆ(z), v(z), Σˆbˆ j−1) (resp., (Xˆaˆ(z), v(z), Σˆaˆ j)) stated in
Lemma 4.6 (resp., Lemma 4.7), and, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, define
S˜ p(z) :=
m(z), z∈C \ ∪
N+1
j=1 (U˜δ˜b˜ j−1
∪ U˜δ˜a˜ j ),
X˜(z), z∈∪N+1
j=1 (U˜δ˜b˜ j−1
∪ U˜δ˜a˜ j ),
where
X˜(z)=
X˜b˜(z), z∈∪N+1j=1 U˜δ˜b˜ j−1 ,X˜a˜(z), z∈∪N+1
j=1 U˜δ˜a˜ j
,
m(z) is given in item (2) of Lemma 4.5, and, for z ∈ U˜δ˜b˜ j−1 (resp., z ∈ U˜δ˜a˜ j ), j= 1, 2, . . . ,N+1, X˜
b˜ : U˜δ˜b˜ j−1
\ Σ˜b˜ j−1 →
SL2(C) (resp., X˜a˜ : U˜δ˜a˜ j \ Σ˜a˜ j → SL2(C)) solves the RHPs (X˜
b˜(z), v(z), Σ˜b˜ j−1) (resp., (X˜a˜(z), v(z), Σ˜a˜ j)) stated in
Lemma 4.8 (resp., Lemma 4.9). For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞, set
Rˆ(z) :=M(z)(Sˆ p(z))−1,
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and define the augmented and oriented contour ΣˆRˆ :=Σˆ∪∪N+1j=1 (∂Uˆδˆbˆ j−1 ∪ ∂Uˆδˆaˆ j ) as in Figure 12, and, for n∈N and
k∈{1, 2, . . . ,K} such that αps :=αk,∞, set
R˜(z) :=M(z)(S˜ p(z))−1,
and define the augmented and oriented contour Σ˜R˜ :=Σ˜∪∪N+1j=1 (∂U˜δ˜b˜ j−1 ∪∂U˜δ˜a˜ j ) as in Figure 13. Then: (1) for n∈N
and k ∈ {1, 2, . . . ,K} such that αps := αk =∞, Rˆ : C \ ΣˆRˆ→ SL2(C) solves the following RHP: (i) Rˆ(z) is analytic
for z∈C \ ΣˆRˆ; (ii) the boundary values Rˆ±(z) := lim z′→z∈ΣˆRˆ
z′∈ ± side of ΣˆRˆ
Rˆ(z′) satisfy the jump condition Rˆ+(z)= Rˆ−(z)vˆRˆ(z) a.e.
z∈ ΣˆRˆ, where
vˆRˆ(z)=

I+en(g
∞
+ (z)+g
∞
− (z)−2P˜0−V˜(z)−ℓˆ)m(z)σ+(m(z))−1, z∈ Σˆ1p,
I+e−i((n−1)K+k)Ωˆ jen(g
∞
+ (z)+g
∞
− (z)−2P˜0−V˜(z)−ℓˆ)m−(z)σ+(m−(z))−1, z∈ Σˆ2p, j, j=1, 2, . . . ,N,
I+e−2πi((n−1)K+k)
∫ aˆN+1
z
ψ∞
V˜
(ξ) dξ
m(z)σ−(m(z))−1, z∈ Σˆ3p, j, j=1, 2, . . . ,N+1,
I+e2πi((n−1)K+k)
∫ aˆN+1
z
ψ∞
V˜
(ξ) dξ
m(z)σ−(m(z))−1, z∈ Σˆ4p, j, j=1, 2, . . . ,N+1,
Xˆ(z)(m(z))−1, z∈ Σˆ5
p, j, j=1, 2, . . . ,N+1,
I, z∈ ΣˆRˆ \ ∪5m=1Σˆmp ,
with
Σˆ1p := (−∞, bˆ0−δˆbˆ0)∪(aˆN+1+δˆaˆN+1 ,+∞), Σˆ2p :=∪Nj=1Σˆ2p, j :=∪Nj=1(aˆ j+δˆaˆ j , bˆ j−δˆbˆ j),
Σˆ3p :=∪N+1j=1 Σˆ3p, j :=∪N+1j=1 (Jˆaj \ (Jˆaj ∩ (Uˆδˆbˆ j−1 ∪ Uˆδˆaˆ j ))), Σˆ
4
p :=∪N+1j=1 Σˆ4p, j :=∪N+1j=1 (Jˆ`j \ (Jˆ`j ∩ (Uˆδˆbˆ j−1 ∪ Uˆδˆaˆ j ))),
Σˆ5p :=∪N+1j=1 Σˆ5p, j :=∪N+1j=1 (∂Uˆδˆbˆ j−1 ∪ ∂Uˆδˆaˆ j );
and (iii)
Rˆ(z) =
C\ΣˆRˆ∋z→αk
I+O(z−1), Rˆ(z) =
C\ΣˆRˆ∋z→αpq
O(1), q=1, 2, . . . , s−1;
and (2) for n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk ,∞, R˜ : C \ Σ˜R˜ → SL2(C) solves the following RHP:
(i) R˜(z) is analytic for z ∈ C \ Σ˜R˜; (ii) the boundary values R˜±(z) := lim z′→z∈Σ˜R˜
z′∈ ± side of Σ˜R˜
R˜(z′) satisfy the jump condition
R˜+(z)= R˜−(z)v˜R˜(z) a.e. z∈ Σ˜R˜ , where
v˜R˜(z)=

I+en(g
f
+(z)+g
f
−(z)−Pˆ+0−Pˆ−0−V˜(z)−ℓ˜)m(z)σ+(m(z))−1, z∈ Σ˜1p,
I+e−i((n−1)K+k)Ω˜ jen(g
f
+(z)+g
f
−(z)−Pˆ+0−Pˆ−0−V˜(z)−ℓ˜)m−(z)σ+(m−(z))−1, z∈ Σ˜2p, j, j=1, 2, . . . ,N,
I+e−2πi((n−1)K+k)
∫ a˜N+1
z
ψ
f
V˜
(ξ) dξ
m(z)σ−(m(z))−1, z∈ Σ˜3p, j, j=1, 2, . . . ,N+1,
I+e2πi((n−1)K+k)
∫ a˜N+1
z
ψ
f
V˜
(ξ) dξ
m(z)σ−(m(z))−1, z∈ Σ˜4p, j, j=1, 2, . . . ,N+1,
X˜(z)(m(z))−1, z∈ Σ˜5
p, j, j=1, 2, . . . ,N+1,
I, z∈ Σ˜R˜ \ ∪5m=1Σ˜mp ,
with
Σ˜1p := (−∞, b˜0−δ˜b˜0)∪(a˜N+1+δ˜a˜N+1 ,+∞), Σ˜2p :=∪Nj=1Σ˜2p, j :=∪Nj=1(a˜ j+δ˜a˜ j , b˜ j−δ˜b˜ j),
Σ˜3p :=∪N+1j=1 Σ˜3p, j :=∪N+1j=1 (J˜aj \ (J˜aj ∩ (U˜δ˜b˜ j−1 ∪ U˜δ˜a˜ j ))), Σ˜
4
p :=∪N+1j=1 Σ˜4p, j :=∪N+1j=1 (J˜`j \ (J˜`j ∩ (U˜δ˜b˜ j−1 ∪ U˜δ˜a˜ j ))),
Σ˜5p :=∪N+1j=1 Σ˜5p, j :=∪N+1j=1 (∂U˜δ˜b˜ j−1 ∪ ∂U˜δ˜a˜ j );
and (iii)
R˜(z) =
C\Σ˜R˜∋z→αk
I+O(z−αk), R˜(z) =
C\Σ˜R˜∋z→αps−1=∞
O(1),
R˜(z) =
C\Σ˜R˜∋z→αpq
O(1), q=1, 2, . . . , s−2.
Proof. The proof of this Lemma 4.10 consists of two cases: (i) n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞;
and (ii) n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞. Notwithstanding the fact that the scheme of the proof is,
mutatis mutandis, similar for both cases, without loss of generality, only the proof for case (ii) is presented, whilst
case (i) is proved analogously.
For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk , ∞, define the augmented and oriented skeleton Σ˜R˜ as
in item (2) of the lemma (cf. Figure 13): via the definitions of S˜ p(z) and R˜(z) given in item (2) of the lemma,
the associated RHP (R˜(z), v˜R˜(z), Σ˜R˜) stated in item (2) of the lemma derives from the RHPs (M(z), v(z), Σ˜) and
(m(z), k(z), J˜) stated in items (2) of Lemmata 4.2 and 4.5, respectively. 
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bˆ0 aˆ1 bˆ j−1 aˆ j bˆN aˆN+1
Jˆ1 Jˆ j JˆN+1
b b b b b b
Figure 12: The augmented and oriented contour ΣˆRˆ :=Σˆ ∪ ∪N+1j=1 (∂Uˆδˆbˆ j−1 ∪ ∂Uˆδˆaˆ j ).
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∂U˜δ˜b˜0
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Figure 13: The augmented and oriented contour Σ˜R˜ :=Σ˜ ∪ ∪N+1j=1 (∂U˜δ˜b˜ j−1 ∪ ∂U˜δ˜a˜ j ).
5 Asymptotics of Solutions of theMonicMPCORF Families of RHPs and
MPAs
In this section, via the Beals-Coifman (BC) construction [412], for n ∈ N and k ∈ {1, 2, . . . ,K} such that αps :=
αk = ∞ (resp., αps := αk ,∞), the associated ‘small-norm’ RHP (Rˆ(z), vˆRˆ(z), ΣˆRˆ) (resp., (R˜(z), v˜R˜(z), Σ˜R˜)) stated
in item (1) (resp., item (2)) of Lemma 4.10 is solved asymptotically in the double-scaling limit N, n→∞ such
that zo = 1+o(1); and, by re-tracing the sequence of the families of RHP transformations Rˆ(z) (cf. Lemma 4.10,
item (1)) →M(z) (cf. Lemma 4.2, item (1)) →M(z) (cf. Lemma 4.1) → X(z) (cf. Lemma 3.4) (resp., R˜(z) (cf.
Lemma 4.10, item (2)) → M(z) (cf. Lemma 4.2, item (2)) →M(z) (cf. Lemma 4.1) → X(z) (cf. Lemma 3.4))
→X(z) (cf. Lemmata 2.1 and RHPMPC), the original monic MPC ORF families of RHPs (X(z), υ(z),R) are solved
uniquely and asymptotically in the double-scaling limit N, n→∞ such that zo = 1+o(1), which then yields the
final families of asymptotic results (in the entire complex plane) for the associated monic MPC ORFs, πn
k
(z), the
corresponding MPA error term, Êµ˜(z) (resp., E˜µ˜(z)), norming constants, µrn,κnk (n, k), r ∈ {∞, f }, and MPC ORFs,
φn
k
(z), stated, respectively, in Theorems 1.3.1–1.3.3 (resp., Theorems 1.3.4–1.3.6).
Lemma 5.1. For n∈N and k∈ {1, 2, . . . ,K} such that αps :=αk =∞ (resp., αps :=αk ,∞), let Rˆ : C \ ΣˆRˆ→SL2(C)
(resp., R˜ : C \ Σ˜R˜→SL2(C)) solve the RHP stated in item (1) (resp., item (2)) of Lemma 4.10. Then: (1) for n ∈N
and k∈{1, 2, . . . ,K} such that αps :=αk=∞:
(1)i for z∈ Σˆ2p, j := (aˆ j+δˆaˆ j , bˆ j−δˆbˆ j ), j=1, 2, . . . ,N,
vˆRˆ(z) =
N,n→∞
zo=1+o(1)
I+O
cˆRˆ,1( j)e−((n−1)K+k)λˆRˆ,1( j)(z−aˆ j)χAˆRˆ,1( j)(z) ∏
q∈QˆRˆ,1( j)
|z−αpq |
((n−1)K+k)cˆRˆ,2( j,q)χOδˆRˆ,1( j)(αpq )
(z)
 , (677)
where, for j = 1, 2, . . . ,N, (M2(C) ∋) cˆRˆ,1( j) =N,n→∞
zo=1+o(1)
O(1), λˆRˆ,1( j) = λˆRˆ,1(n, k, zo; j) =N,n→∞
zo=1+o(1)
O(1) and > 0,
cˆRˆ,2( j, q) = cˆRˆ,2(n, k, zo; j, q) =N,n→∞
zo=1+o(1)
O(1) and > 0, and AˆRˆ,1( j) = (aˆ j+ δˆaˆ j , bˆ j− δˆbˆ j ) \ ∪q∈QˆRˆ,1( j)OδˆRˆ,1( j)(αpq),
with QˆRˆ,1( j) := {q′ ∈ {1, 2, . . . , s−1}; αpq′ ∈ (aˆ j+ δˆaˆ j , bˆ j− δˆbˆ j )} and sufficiently small δˆRˆ,1( j)> 0 chosen so that
OδˆRˆ,1( j)
(αpq1 )∩OδˆRˆ,1( j)(αpq2 )=∅ ∀ q1,q2∈ QˆRˆ,1( j) andOδˆRˆ,1( j)(αpq1 )∩{aˆ j+δˆaˆ j }=∅=OδˆRˆ,1( j)(αpq1 )∩{bˆ j−δˆbˆ j };176
176If, for j = 1, 2, . . . , N, QˆRˆ,1( j) =∅, that is, #QˆRˆ,1( j) = 0, then ∪q∈QˆRˆ,1( j)OδˆRˆ,1 ( j)(αpq ) := ∅, in which case AˆRˆ,1( j) = (aˆ j+ δˆaˆ j , bˆ j− δˆbˆ j ), and
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(1)ii for z∈ Σˆ1p := (−∞, bˆ0−δˆbˆ0) ∪ (aˆN+1+δˆaˆN+1 ,+∞),
vˆRˆ(z) =
N,n→∞
zo=1+o(1)
I+O
(
cˆRˆ,2(+)e
−((n−1)K+k)λˆRˆ,2(+)(z−aˆN+1)χAˆRˆ,2 (+)(z)e−((n−1)K+k)λˆRˆ,3(+) ln(|z|)χO∞(αk )(z)
×
∏
q∈QˆRˆ,2(+)
|z−αpq |
((n−1)K+k)cˆRˆ,3(q,+)χOδˆRˆ,2(+) (αpq )
(z)
 , z∈ (aˆN+1+δˆaˆN+1 ,+∞), (678)
vˆRˆ(z) =
N,n→∞
zo=1+o(1)
I+O
(
cˆRˆ,2(−)e
−((n−1)K+k)λˆRˆ,2(−)|z−bˆ0|χAˆRˆ,2(−)(z)e−((n−1)K+k)λˆRˆ,3(−) ln(|z|)χO∞(αk )(z)
×
∏
q∈QˆRˆ,2(−)
|z−αpq |
((n−1)K+k)cˆRˆ,3(q,−)χOδˆRˆ,2(−) (αpq )
(z)
 , z∈ (−∞, bˆ0−δˆbˆ0), (679)
where (M2(C) ∋) cˆRˆ,2(±)=N,n→∞
zo=1+o(1)
O(1), λˆRˆ,i1(±)= λˆRˆ,i1(n, k, zo;±)=N,n→∞
zo=1+o(1)
O(1) and > 0, i1 = 2, 3, cˆRˆ,3(q,±)=
cˆRˆ,3(n, k, zo; q,±) =N,n→∞
zo=1+o(1)
O(1) and > 0, AˆRˆ,2(+) = (aˆN+1 + δˆaˆN+1 ,+∞) \ (O∞(αk) ∪ ∪q∈QˆRˆ,2(+)OδˆRˆ,2(+)(αpq)),
AˆRˆ,2(−)= (−∞, bˆ0− δˆbˆ0) \ (O∞(αk) ∪ ∪q∈QˆRˆ,2(−)OδˆRˆ,2(−)(αpq)), and O∞(αk)= {z ∈C; |z|> εˆ−1∞ }, with QˆRˆ,2(+) :=
{q′ ∈ {1, 2, . . . , s−1}; αpq′ ∈ (aˆN+1+ δˆaˆN+1 ,+∞)}, QˆRˆ,2(−) := {q′ ∈ {1, 2, . . . , s−1}; αpq′ ∈ (−∞, bˆ0− δˆbˆ0)}, and
sufficiently small εˆ∞ > 0, δˆRˆ,2(±) > 0 chosen so that OδˆRˆ,2(+)(αpq′1 ) ∩ OδˆRˆ,2(+)(αpq′′1 ) = ∅ ∀ q
′
1 , q
′′
1 ∈ QˆRˆ,2(+),
OδˆRˆ,2(−)(αpq′2 )∩OδˆRˆ,2(−)(αpq′′2 )=∅ ∀ q
′
2,q
′′
2 ∈ QˆRˆ,2(−),OδˆRˆ,2(+)(αpq′1 )∩{aˆN+1+δˆaˆN+1 }=∅=OδˆRˆ,2(−)(αpq′2 )∩{bˆ0−δˆbˆ0 },
and OδˆRˆ,2(+)
(αpq′1
) ∩ O∞(αk)=∅=OδˆRˆ,2(−)(αpq′2 ) ∩ O∞(αk);
177
(1)iii for z∈ Σˆ3p, j := Jˆaj \ (Jˆaj ∩ (Uˆδˆbˆ j−1 ∪ Uˆδˆaˆ j )), j=1, 2, . . . ,N+1,
vˆRˆ(z) =
N,n→∞
zo=1+o(1)
I+O
(
cˆRˆ,3( j)e
−((n−1)K+k)λˆRˆ,3( j)|z−pˆ+( j)|
)
, (680)
and, for z∈ Σˆ4
p, j := Jˆ
`
j
\ (Jˆ`
j
∩ (Uˆδˆbˆ j−1 ∪ Uˆδˆaˆ j )), j=1, 2, . . . ,N+1,
vˆRˆ(z) =
N,n→∞
zo=1+o(1)
I+O
(
cˆRˆ,4( j)e
−((n−1)K+k)λˆRˆ,4( j)|z−pˆ−( j)|
)
, (681)
where, for j= 1, 2, . . . ,N+1, (M2(C) ∋) cˆRˆ,ii ( j)=N,n→∞
zo=1+o(1)
O(1), i1 = 3, 4, λˆRˆ,i1( j)= λˆRˆ,i1(n, k, zo; j)=N,n→∞
zo=1+o(1)
O(1)
and > 0, pˆ+( j)= (aˆ j+ δˆaˆ j cosσ
+
aˆ j
, δˆaˆ j sinσ
+
aˆ j
), σ+
aˆ j
∈ (2π/3, π), and pˆ−( j)= (aˆ j+ δˆaˆ j cosσ−aˆ j , δˆaˆ j sinσ−aˆ j ), σ−aˆ j ∈
(−π,−2π/3); and
(1)iv for z∈ Σˆ5p, j :=∂Uˆδˆbˆ j−1 ∪ ∂Uˆδˆaˆ j , j=1, 2, . . . ,N+1,
vˆRˆ(z) =
N,n→∞
zo=1+o(1)
I+
1
((n−1)K+k)ξˆbˆ j−1(z)
M(z)
( ∓(s1+t1) ∓i(s1−t1)ei((n−1)K+k)℧ˆ j−1
∓i(s1−t1)e−i((n−1)K+k)℧ˆ j−1 ±(s1+t1)
)
(M(z))−1
+O
 1((n−1)K+k)2(ξˆbˆ j−1(z))2M(z)cˆ⊲(n, k, zo; j)(M(z))−1
 , z∈C± ∩ ∂Uˆδˆbˆ j−1 , (682)
vˆRˆ(z) =
N,n→∞
zo=1+o(1)
I+
1
((n−1)K+k)ξˆaˆ j(z)
M(z)
( ∓(s1+t1) ±i(s1−t1)ei((n−1)K+k)℧ˆ j
±i(s1−t1)e−i((n−1)K+k)℧ˆ j ±(s1+t1)
)
(M(z))−1
+O
 1
((n−1)K+k)2(ξˆaˆ j (z))2
M(z)cˆ⊳(n, k, zo; j)(M(z))
−1
 , z∈C± ∩ ∂Uˆδˆaˆ j , (683)
∏
q∈QˆRˆ,1( j) |z−αpq |
((n−1)K+k)cˆRˆ,2( j,q)χOδˆRˆ,1( j)
(αpq )
(z)
:=1 (of course, ∪q∈QˆRˆ,1 ( j)OδˆRˆ,1( j)(αpq ) ⊂ (aˆ j+δˆaˆ j , bˆ j−δˆbˆ j )); moreover, # ∪
N
j=1 QˆRˆ,1( j)6s−1.
177Note that εˆ−1∞ ≫ max{|bˆ0 − δˆbˆ0 |, |aˆN+1 + δˆaˆN+1 |}. If QˆRˆ,2(±) = ∅, that is, #QˆRˆ,2(±) = 0, then ∪q∈QˆRˆ,2(±)OδˆRˆ,2(±)(αpq ) := ∅, in which case
AˆRˆ,2(+) = (aˆN+1 + δˆaˆN+1 ,+∞) \ O∞(αk) = (aˆN+1 + δˆaˆN+1 , εˆ−1∞ ), AˆRˆ,2(−) = (−∞, bˆ0 − δˆbˆ0 ) \ O∞(αk) = (−εˆ−1∞ , bˆ0 − δˆbˆ0 ), and
∏
q∈QˆRˆ,2 (±)|z−
αpq |
((n−1)K+k)cˆRˆ,3(q,±)χOδˆRˆ,2(±)
(αpq )
(z)
:= 1; moreover, ∪q∈QˆRˆ,2(+)OδˆRˆ,2(+)(αpq ) ⊂ (aˆN+1 + δˆaˆN+1 , εˆ
−1∞ ), ∪q∈QˆRˆ,2 (−)OδˆRˆ,2(−)(αpq ) ⊂ (−εˆ
−1∞ , bˆ0 − δˆbˆ0 ),
and #(QˆRˆ,2(+) ∪ QˆRˆ,2(−))6s−1.
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where, for j=1, 2, . . . ,N+1, ξˆbˆ j−1(z) (resp., ξˆaˆ j (z)) is defined by Equation (112) (resp., Equation (113)),M(z)
is given in item (1) of Lemma 4.5, s1 = 5/72, t1 = −7/72, ℧ˆ j is defined in the corresponding item (ii) of
Remark 4.3, and (M2(C)∋) cˆr(n, k, zo; j)=N,n→∞
zo=1+o(1)
O(1), r∈{⊲, ⊳};
and (2) for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞:
(2)i for z∈ Σ˜2p, j := (a˜ j+δ˜a˜ j , b˜ j−δ˜b˜ j ), j=1, 2, . . . ,N,
v˜R˜(z) =
N,n→∞
zo=1+o(1)
I+O
c˜R˜,1( j)e−((n−1)K+k)λ˜R˜,1( j)(z−a˜ j)χA˜R˜,1( j)(z) ∏
q∈Q˜R˜,1( j)
|z−αpq |
((n−1)K+k)c˜R˜,2( j,q)χOδ˜R˜,1( j)(αpq )
(z)
 , (684)
where, for j = 1, 2, . . . ,N, (M2(C) ∋) c˜Rˆ,1( j) =N,n→∞
zo=1+o(1)
O(1), λ˜R˜,1( j) = λ˜R˜,1(n, k, zo; j) =N,n→∞
zo=1+o(1)
O(1) and > 0,
c˜R˜,2( j, q) = c˜R˜,2(n, k, zo; j, q) =N,n→∞
zo=1+o(1)
O(1) and > 0, and A˜R˜,1( j) = (a˜ j+ δ˜a˜ j , b˜ j− δ˜b˜ j ) \ ∪q∈Q˜R˜,1( j)Oδ˜R˜,1( j)(αpq),
with Q˜R˜,1( j) := {q′ ∈ {1, . . . , s−2, s}; αpq′ ∈ (a˜ j+ δ˜a˜ j , b˜ j− δ˜b˜ j )} and sufficiently small δ˜R˜,1( j)> 0 chosen so that
Oδ˜R˜,1( j)
(αpq1 )∩Oδ˜R˜,1( j)(αpq2 )=∅ ∀ q1,q2∈ Q˜R˜,1( j) andOδ˜R˜,1( j)(αpq1 )∩{a˜ j+δ˜a˜ j }=∅=Oδ˜R˜,1( j)(αpq1 )∩{b˜ j−δ˜b˜ j };178
(2)ii for z∈ Σ˜1p := (−∞, b˜0−δ˜b˜0) ∪ (a˜N+1+δ˜a˜N+1 ,+∞),
v˜R˜(z) =
N,n→∞
zo=1+o(1)
I+O
(
c˜R˜,2(+)e
−((n−1)K+k)λ˜R˜,2(+)(z−a˜N+1)χA˜R˜,2(+)(z)e−((n−1)K+k)λ˜R˜,3(+) ln(|z|)χO∞ (αps−1 )(z)
×
∏
q∈Q˜R˜,2(+)
|z−αpq |
((n−1)K+k)c˜R˜,3(q,+)χOδ˜R˜,2(+) (αpq )
(z)
 , z∈ (a˜N+1+δ˜a˜N+1 ,+∞), (685)
v˜R˜(z) =
N,n→∞
zo=1+o(1)
I+O
(
c˜R˜,2(−)e
−((n−1)K+k)λ˜R˜,2(−)|z−b˜0 |χA˜R˜,2(−)(z)e−((n−1)K+k)λ˜R˜,3(−) ln(|z|)χO∞ (αps−1 )(z)
×
∏
q∈Q˜R˜,2(−)
|z−αpq |
((n−1)K+k)c˜R˜,3(q,−)χOδ˜R˜,2(−) (αpq )
(z)
 , z∈ (−∞, b˜0−δ˜b˜0), (686)
where (M2(C) ∋) c˜R˜,2(±)=N,n→∞
zo=1+o(1)
O(1), λ˜R˜,i1(±)= λ˜R˜,i1(n, k, zo;±)=N,n→∞
zo=1+o(1)
O(1) and > 0, i1 = 2, 3, c˜R˜,3(q,±)=
c˜R˜,3(n, k, zo; q,±) =N,n→∞
zo=1+o(1)
O(1) and > 0, A˜R˜,2(+) = (a˜N+1+ δ˜a˜N+1 ,+∞) \ (O∞(αps−1 ) ∪ ∪q∈Q˜R˜,2(+)Oδ˜R˜,2(+)(αpq)),
A˜R˜,2(−)= (−∞, b˜0−δ˜b˜0)\ (O∞(αps−1)∪∪q∈Q˜R˜,2(−)Oδ˜R˜,2(−)(αpq )), andO∞(αps−1 )= {z∈C; |z|>ε˜−1∞ }, with Q˜R˜,2(+) :=
{q′ ∈ {1, . . . , s−2, s}; αpq′ ∈ (a˜N+1+ δ˜a˜N+1 ,+∞)}, Q˜R˜,2(−) := {q′ ∈ {1, . . . , s−2, s}; αpq′ ∈ (−∞, b˜0− δ˜b˜0)}, and
sufficiently small ε˜∞ > 0, δ˜R˜,2(±) > 0 chosen so that Oδ˜R˜,2(+)(αpq′1 ) ∩ Oδ˜R˜,2(+)(αpq′′1 ) = ∅ ∀ q
′
1 , q
′′
1 ∈ Q˜R˜,2(+),
Oδ˜R˜,2(−)(αpq′2 )∩Oδ˜R˜,2(−)(αpq′′2 )=∅ ∀ q
′
2,q
′′
2 ∈ Q˜R˜,2(−),Oδ˜R˜,2(+)(αpq′1 )∩{a˜N+1+δ˜a˜N+1 }=∅=Oδ˜R˜,2(−)(αpq′2 )∩{b˜0−δ˜b˜0 },
and Oδ˜R˜,2(+)(αpq′1
) ∩ O∞(αps−1)=∅=Oδ˜R˜,2(−)(αpq′2 ) ∩ O∞(αps−1 );
179
(2)iii for z∈ Σ˜3p, j := J˜aj \ (J˜aj ∩ (U˜δ˜b˜ j−1 ∪ U˜δ˜a˜ j )), j=1, 2, . . . ,N+1,
v˜R˜(z) =
N,n→∞
zo=1+o(1)
I+O
(
c˜R˜,3( j)e
−((n−1)K+k)λ˜R˜,3( j)|z−p˜+( j)|
)
, (687)
and, for z∈ Σ˜4
p, j := J˜
`
j
\ (J˜`
j
∩ (U˜δ˜b˜ j−1 ∪ U˜δ˜a˜ j )), j=1, 2, . . . ,N+1,
v˜R˜(z) =
N,n→∞
zo=1+o(1)
I+O
(
c˜R˜,4( j)e
−((n−1)K+k)λ˜R˜,4( j)|z−p˜−( j)|
)
, (688)
178If, for j = 1, 2, . . . , N, Q˜R˜,1( j) =∅, that is, #Q˜R˜,1( j) = 0, then ∪q∈Q˜R˜,1( j)Oδ˜R˜,1 ( j)(αpq ) := ∅, in which case A˜R˜,1( j) = (a˜ j+ δ˜a˜ j , b˜ j− δ˜b˜ j ), and∏
q∈Q˜R˜,1( j) |z−αpq |
((n−1)K+k)c˜R˜,2( j,q)χOδ˜R˜,1( j)
(αpq )
(z)
:=1 (of course, ∪q∈Q˜R˜,1 ( j)Oδ˜R˜,1( j)(αpq ) ⊂ (a˜ j+δ˜a˜ j , b˜ j−δ˜b˜ j )); moreover, # ∪
N
j=1 Q˜R˜,1( j)6s−1.
179Note that ε˜−1∞ ≫ max{|b˜0 − δ˜b˜0 |, |a˜N+1 + δ˜a˜N+1 |}. If Q˜R˜,2(±) = ∅, that is, #Q˜R˜,2(±) = 0, then ∪q∈Q˜R˜,2(±)Oδ˜R˜,2(±)(αpq ) := ∅, in which case
A˜R˜,2(+) = (a˜N+1+ δ˜a˜N+1 ,+∞) \ O∞(αps−1 ) = (a˜N+1+ δ˜a˜N+1 , ε˜−1∞ ), A˜R˜,2(−) = (−∞, b˜0 − δ˜b˜0 ) \ O∞(αps−1 ) = (−ε˜−1∞ , b˜0− δ˜b˜0 ), and
∏
q∈Q˜R˜,2 (±)|z−
αpq |
((n−1)K+k)c˜R˜,3(q,±)χOδ˜R˜,2(±)
(αpq )
(z)
:=1; moreover, ∪q∈Q˜R˜,2 (+)Oδ˜R˜,2 (+)(αpq ) ⊂ (a˜N+1+δ˜a˜N+1 , ε˜
−1∞ ), ∪q∈Q˜R˜,2(−)Oδ˜R˜,2 (−)(αpq ) ⊂ (−ε˜
−1∞ , b˜0−δ˜b˜0 ), and
#(Q˜R˜,2(+) ∪ Q˜R˜,2(−))6s−1.
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where, for j= 1, 2, . . . ,N+1, (M2(C) ∋) c˜R˜,ii ( j)=N,n→∞
zo=1+o(1)
O(1), i1 = 3, 4, λ˜R˜,i1( j)= λ˜R˜,i1(n, k, zo; j)=N,n→∞
zo=1+o(1)
O(1)
and > 0, p˜+( j)= (a˜ j+ δ˜a˜ j cosσ
+
a˜ j
, δ˜a˜ j sinσ
+
a˜ j
), σ+a˜ j ∈ (2π/3, π), and p˜−( j)= (a˜ j+ δ˜a˜ j cosσ−a˜ j , δ˜a˜ j sinσ−a˜ j ), σ−a˜ j ∈
(−π,−2π/3); and
(2)iv for z∈ Σ˜5p, j :=∂U˜δ˜b˜ j−1 ∪ ∂U˜δ˜a˜ j , j=1, 2, . . . ,N+1,
v˜R˜(z) =
N,n→∞
zo=1+o(1)
I+
1
((n−1)K+k)ξ˜b˜ j−1(z)
M(z)
( ∓(s1+t1) ∓i(s1−t1)ei((n−1)K+k)℧˜ j−1
∓i(s1−t1)e−i((n−1)K+k)℧˜ j−1 ±(s1+t1)
)
(M(z))−1
+O
 1((n−1)K+k)2(ξ˜b˜ j−1(z))2M(z)c˜⊲(n, k, zo; j)(M(z))−1
 , z∈C± ∩ ∂U˜δ˜b˜ j−1 , (689)
v˜R˜(z) =
N,n→∞
zo=1+o(1)
I+
1
((n−1)K+k)ξ˜a˜ j(z)
M(z)
( ∓(s1+t1) ±i(s1−t1)ei((n−1)K+k)℧˜ j
±i(s1−t1)e−i((n−1)K+k)℧˜ j ±(s1+t1)
)
(M(z))−1
+O
 1
((n−1)K+k)2(ξ˜a˜ j (z))2
M(z)c˜⊳(n, k, zo; j)(M(z))
−1
 , z∈C± ∩ ∂U˜δ˜a˜ j , (690)
where, for j=1, 2, . . . ,N+1, ξ˜b˜ j−1(z) (resp., ξ˜a˜ j (z)) is defined by Equation (227) (resp., Equation (228)),M(z)
is given in item (2) of Lemma 4.5, s1 = 5/72, t1 = −7/72, ℧˜ j is defined in the corresponding item (ii) of
Remark 4.3, and (M2(C)∋) c˜r(n, k, zo; j)=N,n→∞
zo=1+o(1)
O(1), r∈{⊲, ⊳}.
Proof. The proof of this Lemma 5.1 consists of two cases: (i) n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞;
and (ii) n ∈N and k ∈ {1, 2, . . . ,K} such that αps := αk ,∞. Notwithstanding the fact that the scheme of the proof
is, mutatis mutandis, similar for both cases, without loss of generality, only the proof for case (ii) is presented in
detail, whilst case (i) is proved analogously.
For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, and for z∈ Σ˜2p, j := (a˜ j+δ˜a˜ j , b˜ j−δ˜b˜ j), j=1, 2, . . . ,N, define
A˜R˜,1( j) and Q˜R˜,1( j), and choose δ˜R˜,1( j) (>0), as in item (2), subitem (2)i of the lemma: via the definition of A˜R˜,1( j),
it follows that the complement of A˜R˜,1( j) relative to (a˜ j+δ˜a˜ j , b˜ j−δ˜b˜ j) is given by A˜cR˜,1( j)=∪q∈Q˜R˜,1( j)Oδ˜R˜,1( j)(αpq ), j=
1, 2, . . . ,N (that is, Σ˜2
p, j= A˜R˜,1( j)∪A˜cR˜,1( j)); furthermore, since A˜R˜,1( j)∩A˜
c
R˜,1( j)=∅ andOδ˜R˜,1( j)(αpq′ )∩Oδ˜R˜,1( j)(αpq′′ )=
∅, j = 1, 2, . . . ,N, q′ , q′′ ∈ Q˜R˜,1( j), it follows that χΣ˜2
p, j
(z) = χA˜R˜,1( j)∪A˜cR˜,1( j)(z) = χA˜R˜,1( j)(z)+
∑
q∈Q˜R˜,1( j) χOδ˜R˜,1( j)(αpq )(z),
whence, via the expression for v˜R˜(z) given in the corresponding item (2) of Lemma 4.10, one shows that, for z∈ Σ˜2p, j,
j=1, 2, . . . ,N,
v˜R˜(z) = I+e
−i((n−1)K+k)Ω˜ j exp
n (g f+(z)+g f−(z)−Pˆ+0 −Pˆ−0 −V˜(z)− ℓ˜)
χA˜R˜,1( j)(z)+ ∑
q∈Q˜R˜,1( j)
χOδ˜R˜,1( j)(αpq )
(z)


×
m−(z)
χA˜R˜,1( j)(z)+ ∑
q∈Q˜R˜,1( j)
χOδ˜R˜,1( j)(αpq )
(z)

σ+
m−(z)
χA˜R˜,1( j)(z)+ ∑
q∈Q˜R˜,1( j)
χOδ˜R˜,1( j)(αpq )
(z)


−1
. (691)
For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk , ∞, and for z ∈ Σ˜2p, j, j = 1, 2, . . . ,N, if Q˜R˜,1( j) = ∅ (that is,
#Q˜R˜,1( j)= 0), then one uses the Representation (635) for g
f
+(z)+g
f
−(z)−Pˆ+0 −Pˆ−0 −V˜(z)− ℓ˜, or, if Q˜R˜,1( j),∅, then
one uses the (equivalent) Representation (631) for g f+(z)+g
f
−(z)− Pˆ+0 − Pˆ−0 − V˜(z)− ℓ˜: for j = 1, 2, . . . ,N, via the
above-mentioned equivalent representations for g f+(z)+g
f
−(z)−Pˆ+0 −Pˆ−0 −V˜(z)− ℓ˜, the asymptotics (cf. the proof of
Lemma 3.10, case (A), subitem (2))
g
f
+(z)+g
f
−(z)−Pˆ+0−Pˆ−0 −V˜(z)− ℓ˜ =
Oδ˜R˜,1( j)
(αpq )∋z→αpq=αk
q∈Q˜R˜,1 ( j)
−
(
V˜(z)−
(
κnk−1
n
)
ln(1+ |z−αk|−2)
)
+O(1),
g
f
+(z)+g
f
−(z)−Pˆ+0−Pˆ−0 −V˜(z)− ℓ˜ =
Oδ˜R˜,1 ( j)
(αpq )∋z→αpq,αk
q∈Q˜R˜,1( j)
−
(
V˜(z)−
κnkk˜q
n
ln(1+ |z−αpq |−2)
)
+O(1),
the conditions (48)–(50) for regular V˜ : R\{α1, α2, . . . , αK}→R,180 the fact that (R˜(z))1/2 is continuous and bounded
on the compact intervals [a˜ j, b˜ j] ⊃ Σ˜2p, j, (R˜(z))1/2=z↓a˜ jO((z−a˜ j)1/2) and (R˜(z))1/2=z↑b˜ jO((b˜ j−z)1/2), and is differen-
180Recall that (cf. the proof of Lemma 3.1), for n ∈ N and k ∈ {1, 2, . . . , K} such that αps := αk ,∞, and for x ∈ Oδ˜R˜,1( j)(αpq′ ), q
′ ∈ Q˜R˜,1( j),
j = 1, 2, . . . , N, there exists c˜q′ = c˜q′ (n, k, zo) > 0 and O(1), in the double-scaling limit N, n → ∞ such that zo = 1+o(1), such that V˜(x) >
(1+ c˜q′ ) ln(1+(x−αpq′ )−2).
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tiable on the open intervals Σ˜2
p, j, and that h˜V˜(z) is analytic for Σ˜
2
p, j ∋ z, one arrives at, for n∈N and k∈ {1, 2, . . . ,K}
such that αps :=αk,∞, and for z∈ Σ˜2p, j, j=1, 2, . . . ,N,
e
n(g f+(z)+g
f
−(z)−Pˆ+0−Pˆ−0−V˜(z)−ℓ˜)(χA˜R˜,1 ( j)(z)+
∑
q∈Q˜R˜,1( j)
χOδ˜R˜,1( j)
(αpq )(z))
=
N,n→∞
zo=1+o(1)
O
(
c˜R˜,1( j)e
−((n−1)K+k)λ˜R˜,1( j)(z−a˜ j)χA˜R˜,1( j)(z)
×
∏
q∈Q˜R˜,1( j)
|z−αpq |
((n−1)K+k)c˜R˜,2( j,q)χOδ˜R˜,1( j)(αpq )
(z)
 , (692)
where c˜R˜,1( j)= c˜

R˜,1(n, k, zo; j)=N,n→∞zo=1+o(1)
O(1), and λ˜R˜,1( j) (:= infu∈A˜R˜,1( j)|(R˜(u))1/2h˜V˜ (u)|) and c˜R˜,2( j, q) are as described
in item (2), subitem (2)i of the lemma.
181 For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk , ∞, and for
z ∈ Σ˜2
p, j, j = 1, 2, . . . ,N, in order to study m−(z) := m(z− i0), one notes from item (2) of Lemma 4.5 that the z-
dependent factors θ˜(ε1u˜(z−i0)− 12π ((n−1)K+k)Ω˜+ε2 d˜), θ˜(ε1u˜(z−i0)+ε2 d˜), ε1, ε2=±1, γ˜(z−i0), and (γ˜(z−i0))−1
must be analysed (all the parameters appearing in the latter formulae are defined in item (2) of Lemma 4.5). For
n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk , ∞, and for z ∈ Σ˜2p, j (= A˜R˜,1( j) ∪ A˜cR˜,1( j)), j = 1, 2, . . . ,N, one
shows, via the representation for θ˜(·) given by Equation (47) and the elementary inequality |exp(∗)|6 exp(|∗|), that
|θ˜(ε1u˜(z− i0)− 12π ((n−1)K+k)Ω˜+ε2 d˜)|6
∑
m∈ZN e−2πε2(m,Im(d˜))|eiπ(m,τ˜m)||e2πiε1(m,u˜(z−i0))|: recalling that the associated
N × N Riemann matrix of β˜-periods, τ˜= (τ˜) j1, j2=1,2,...,N , is non-degenerate, symmetric and pure imaginary, and −iτ˜
is positive definite, that is, iπ(m, τ˜m)=π
∑N
j1=1
∑N
j2=1
m j1(i(τ˜) j1, j2)m j2 <0, it follows via the (coarse, but sufficient!)
estimate 182
|u˜i1(z−i0)|6
 1min{δ˜a˜ j , δ˜b˜ j}
N+1 ( |a˜N+1|N−1|a˜N+1|−1
)
(a˜N+1−a˜ j+δ˜a˜ j) max
j1=1,2,...,N
{|c˜i1 j j |}, z∈ Σ˜2p, j, i1, j=1, 2, . . . ,N,
and the fact that θ˜(·) converges absolutely and uniformly (on compact subsets of CN × SN , where SN denotes the
Siegel upper half space of genus N), that, uniformly for z∈ Σ˜2
p, j, j=1, 2, . . . ,N,
|θ˜(ε1u˜(z−i0)− 12π ((n−1)K+k)Ω˜+ε2 d˜)| 6
N,n→∞
zo=1+o(1)
O(c˜θ˜,1(n, k, zo; j)), |θ˜(ε1u˜(z−i0)+ε2d˜)| 6
N,n→∞
zo=1+o(1)
O(c˜θ˜,2(n, k, zo; j)),
where c˜θ˜,i1(n, k, zo; j) =N,n→∞
zo=1+o(1)
O(1), i1 = 1, 2. Via the definition of γ˜(z) given by Equation (665), one shows that,
uniformly for z∈ Σ˜2
p, j, j=1, 2, . . . ,N,
|γ˜(z−i0)| 6
N,n→∞
zo=1+o(1)
O
(
(δ˜a˜ j)
−1c˜θ˜,3(n, k, zo; j)
)
, |(γ˜(z−i0))−1| 6
N,n→∞
zo=1+o(1)
O
(
(δ˜b˜ j)
−1c˜θ˜,4(n, k, zo; j)
)
,
where c˜θ˜,i1(n, k, zo; j) =N,n→∞
zo=1+o(1)
O(1), i1 = 3, 4; hence, for n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk , ∞, via
the above-derived bounds, and the (uniform) asymptotics for m(z) as C− ∩ Oδ˜R˜,1( j)(αpq′ ) ∋ z→ αpq′ , q′ ∈ Q˜R˜,1( j),
j = 1, 2, . . . ,N, given in item (2) of Lemma 4.3, one arrives at, after a matrix-multiplication argument, uniformly
for z∈ Σ˜2
p, j= A˜R˜,1( j) ∪ A˜cR˜,1( j), j=1, 2, . . . ,N,m−(z)
χA˜R˜,1( j)(z)+ ∑
q∈Q˜R˜,1( j)
χOδ˜R˜,1( j)(αpq )
(z)

σ+
m−(z)
χA˜R˜,1( j)(z)+ ∑
q∈Q˜R˜,1( j)
χOδ˜R˜,1( j)(αpq )
(z)


−1
6
N,n→∞
zo=1+o(1)
O(c˜θ˜,5(n, k, zo; j)), (693)
where (M2(C) ∋) c˜θ˜,5(n, k, zo; j) =N,n→∞
zo=1+o(1)
O(1); finally, via Equation (691), the Estimates (692) and (693), and a
matrix-multiplication argument, one arrives at, for n ∈N and k ∈ {1, 2, . . . ,K} such that αps := αk ,∞, uniformly
for z ∈ Σ˜2
p, j := (a˜ j+ δ˜a˜ j , b˜ j− δ˜b˜ j ), j = 1, 2, . . . ,N, the asymptotics, in the double-scaling limit N, n→∞ such that
zo=1+o(1), for v˜R˜(z) given in Equation (684).
181If, for j=1, 2, . . . , N, Q˜R˜,1( j)=∅ (that is, #Q˜R˜,1( j)=0), then
∏
q∈Q˜R˜,1 ( j)|z−αpq |
((n−1)K+k)c˜R˜,2 ( j,q)χOδ˜R˜,1 ( j)
(αpq )
(z)
:=1.
182Recall from the associated Subsection 1.3.1 that, for n∈N and k∈ {1, 2, . . . , K} such that αps :=αk ,∞, (m, u˜(z−i0))=
∑N
i1=1
mi1 u˜i1 (z−i0),
where u˜i1 (z−i0) :=
∫ z−i0
a˜N+1
ω˜i1 , with ω˜i1 =
∑N
i2=1
c˜ii i2 (R˜(x))
−1/2xN−i2 dx, and c˜= (c˜) j1 , j2=1,2,...,N as described in Equations (45) and (46).
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For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk ,∞, and for z ∈ Σ˜1p := (−∞, b˜0− δ˜b˜0) ∪ (a˜N+1+ δ˜a˜N+1 ,+∞),
consider, say, and without loss of generality, the analysis for the case z∈ (a˜N+1+δ˜a˜N+1 ,+∞) (⊂ Σ˜1p): the analysis for
the case z ∈ (−∞, b˜0− δ˜b˜0) (⊂ Σ˜1p) is analogous. For z ∈ (a˜N+1+ δ˜a˜N+1 ,+∞), define A˜R˜,2(+) and Q˜R˜,2(+), and choose
ε˜∞, δ˜R˜,2(+)>0 as in the corresponding item (2), subitem (2)ii of the lemma: via the definition of A˜R˜,2(+), it follows
that the complement of A˜R˜,2(+) relative to (a˜N+1+δ˜a˜N+1 ,+∞) is given by A˜cR˜,2(+)=O∞(αps−1)∪∪q∈Q˜R˜,2(+)Oδ˜R˜,2(+)(αpq );
furthermore, since A˜R˜,2(+) ∩ A˜cR˜,2(+)=∅, Oδ˜R˜,2(+)(αpq′ ) ∩ Oδ˜R˜,2(+)(αpq′′ )=∅ ∀ q′,q′′ ∈ Q˜R˜,2(+), and Oδ˜R˜,2(+)(αpq′ ) ∩
O∞(αps−1 )=∅, it follows that χ(a˜N+1+δ˜a˜N+1 ,+∞)(z)=χA˜R˜,2(+)∪A˜cR˜,2(+)(z)=χA˜R˜,2(+)(z)+χO∞(αps−1 )(z)+
∑
q∈Q˜R˜,2(+) χOδ˜R˜,2(+)(αpq )(z),
whence, via the expression for v˜R˜(z) given in the corresponding item (2) of Lemma 4.10, one shows that, for
z∈ (a˜N+1+δ˜a˜N+1 ,+∞),
v˜R˜(z) = I+exp
n (g f+(z)+g f−(z)−Pˆ+0−Pˆ−0 −V˜(z)− ℓ˜)
χA˜R˜,2(+)(z)+χO∞(αps−1 )(z)+ ∑
q∈Q˜R˜,2(+)
χOδ˜R˜,2(+)(αpq )
(z)


×
m(z)
χA˜R˜,2(+)(z)+χO∞(αps−1 )(z)+ ∑
q∈Q˜R˜,2(+)
χOδ˜R˜,2(+)(αpq )
(z)

σ+
×
m(z)
χA˜R˜,2(+)(z)+χO∞(αps−1 )(z)+ ∑
q∈Q˜R˜,2(+)
χOδ˜R˜,2(+)(αpq )
(z)


−1
. (694)
For n∈N and k∈ {1, 2, . . . ,K} such that αps :=αk ,∞, and for z∈ (a˜N+1+ δ˜a˜N+1 ,+∞) (⊂ Σ˜1p), if Q˜R˜,2(+)=∅ (that is,
#Q˜R˜,2(+)=0), then one uses the Representation (642) for g
f
+(z)+g
f
−(z)−Pˆ+0−Pˆ−0−V˜(z)−ℓ˜, or, if Q˜R˜,2(+),∅, then one
uses the (equivalent) Representation (639) for g f+(z)+g
f
−(z)−Pˆ+0−Pˆ−0−V˜(z)−ℓ˜: via the above-mentioned representations
for g f+(z)+g
f
−(z)−Pˆ+0−Pˆ−0 −V˜(z)− ℓ˜, the asymptotics (cf. the proof of Lemma 3.10, case (A), subitem (3))
g
f
+(z)+g
f
−(z)−Pˆ+0−Pˆ−0 −V˜(z)− ℓ˜ =
Oδ˜R˜,2(+)
(αpq )∋z→αpq=αk
q∈Q˜R˜,2(+)
−
(
V˜(z)−
(
κnk−1
n
)
ln(1+ |z−αk|−2)
)
+O(1),
g
f
+(z)+g
f
−(z)−Pˆ+0−Pˆ−0 −V˜(z)− ℓ˜ =
Oδ˜R˜,2(+)
(αpq )∋z→αpq,αk
q∈Q˜R˜,2 (+)
−
(
V˜(z)−
κnkk˜q
n
ln(1+ |z−αpq |−2)
)
+O(1),
g
f
+(z)+g
f
−(z)−Pˆ+0−Pˆ−0 −V˜(z)− ℓ˜ =
O∞(αps−1 )∋z→αps−1=∞
−
V˜(z)−κ∞nkk˜s−1+1n
 ln(1+z2)+O(1),
the conditions (48)–(50) for regular V˜ : R \ {α1, α2, . . . , αK} → R,183 the fact that (R˜(z))1/2 is differentiable and
bounded for z∈ A˜R˜,2(+), and that h˜V˜ (z) is analytic for z∈ A˜R˜,2(+), one arrives at, for n∈N and k∈{1, 2, . . . ,K} such
that αps :=αk,∞, and for z∈ (a˜N+1+δ˜a˜N+1 ,+∞),
e
n(g f+(z)+g
f
−(z)−Pˆ+0−Pˆ−0−V˜(z)−ℓ˜)(χA˜R˜,2 (+)(z)+χO∞ (αps−1 )(z)+
∑
q∈Q˜R˜,2 (+)
χOδ˜R˜,2(+)
(αpq )(z))
=
N,n→∞
zo=1+o(1)
O
(
c˜R˜,2(+)e
−((n−1)K+k)λ˜R˜,2(+)(z−a˜N+1)χA˜R˜,2(+)(z)
× e−((n−1)K+k)λ˜R˜,3(+) ln(|z|)χO∞ (αps−1 )(z)
∏
q∈Q˜R˜,2(+)
|z−αpq |
((n−1)K+k)c˜R˜,3(q,+)χOδ˜R˜,2(+) (αpq )
(z)
 , (695)
where c˜R˜,2(+)= c˜

R˜,2(n, k, zo;+)=N,n→∞zo=1+o(1)
O(1), and λ˜R˜,2(+) (:= infu∈A˜R˜,2(+)|(R˜(u))1/2h˜V˜(u)|), λ˜R˜,3(+), and c˜R˜,3(q,+) are
as described in the corresponding item (2), subitem (2)ii of the lemma.
184 For n∈N and k ∈ {1, 2, . . . ,K} such that
αps :=αk ,∞, and for z∈ (a˜N+1+ δ˜a˜N+1 ,+∞) (⊂ Σ˜1p), in order to study m(z), one notes from item (2) of Lemma 4.5
that the z-dependent factors θ˜(ε1u˜(z)− 12π ((n−1)K+k)Ω˜+ε2 d˜), θ˜(ε1u˜(z)+ε2 d˜), ε1, ε2=±1, γ˜(z), and (γ˜(z))−1 must
be analysed (all the parameters appearing in the latter formulae are defined item (2) of Lemma 4.5). For n ∈ N
183Recall that (cf. the proof of Lemma 3.1), for n ∈ N and k ∈ {1, 2, . . . , K} such that αps := αk , ∞, for x ∈ O∞(αps−1 ), there exists
c˜∞ = c˜∞(n, k, zo) > 0 and O(1), in the double-scaling limit N, n → ∞ such that zo = 1+o(1), such that V˜(x) > (1+ c˜∞) ln(1+ x2), and, for
x∈Oδ˜R˜,2 (+)(αpq′ ), q
′ ∈ Q˜R˜,2(+), there exists c˜q′ = c˜q′ (n, k, zo)>0 and O(1), in the double-scaling limit N, n→∞ such that zo=1+o(1), such that
V˜(x)> (1+ c˜q′ ) ln(1+(x−αpq′ )−2).
184If Q˜R˜,2(+)=∅ (that is, #Q˜R˜,2(+)=0), then
∏
q∈Q˜R˜,2 (+)|z−αpq |
((n−1)K+k)c˜R˜,3(q,+)χOδ˜R˜,2(+)
(αpq )
(z)
:=1.
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and k ∈ {1, 2, . . . ,K} such that αps := αk ,∞, and for z ∈ (a˜N+1+ δ˜a˜N+1 ,+∞), one shows, via the representation for
θ˜(·) given by Equation (47) and the elementary inequality |exp(∗)| 6 exp(|∗|), that |θ˜(ε1u˜(z)− 12π ((n−1)K+k)Ω˜+
ε2 d˜)|6∑m∈ZN e−2πε2(m,Im(d˜))|eiπ(m,τ˜m)||e2πiε1(m,u˜(z))|: recalling that the associated N × N Riemann matrix of β˜-periods,
τ˜ = (τ˜)i, j=1,2,...,N , is non-degenerate, symmetric and pure imaginary, and −iτ˜ is positive definite, it follows via the
estimate 185
|u˜i(z)|6
 |ε˜−1∞ −(a˜N+1+δ˜a˜N+1)|ε˜∞(1−ε˜N∞)(infx∈A˜R˜,2(+)|(R˜(x))1/2|)ε˜N∞(1−ε˜∞)+
2(δ˜a˜N+1)
1/2(|a˜N+1|N−1)(1+O(δ˜a˜N+1))
η˜a˜N+1 (|a˜N+1|−1)
 max
j=1,2,...,N
{|c˜i j|}, z∈ A˜R˜,2(+),
i=1, 2, . . . ,N, with η˜a˜N+1 defined by Equation (198), and the fact that θ˜(·) converges absolutely and uniformly, that,
uniformly for z∈ A˜R˜,2(+),
|θ˜(ε1u˜(z)− 12π ((n−1)K+k)Ω˜+ε2 d˜)| 6
N,n→∞
zo=1+o(1)
O(c˜♦
θ˜,1
(n, k, zo;+)), |θ˜(ε1u˜(z)+ε2 d˜)| 6
N,n→∞
zo=1+o(1)
O(c˜♦
θ˜,2
(n, k, zo;+)),
where c˜♦
θ˜,i
(n, k, zo;+) =N,n→∞
zo=1+o(1)
O(1), i = 1, 2. Via the definition of γ˜(z) given by Equation (665), one shows that,
uniformly for z∈ A˜R˜,2(+),
|γ˜(z)| 6
N,n→∞
zo=1+o(1)
O
(
(δ˜a˜N+1)
−1c˜♦
θ˜,3
(n, k, zo;+)
)
, |(γ˜(z))−1| 6
N,n→∞
zo=1+o(1)
O(c˜♦
θ˜,4
(n, k, zo;+)),
where c˜♦
θ˜,i
(n, k, zo;+) =N,n→∞
zo=1+o(1)
O(1), i = 3, 4; hence, for n ∈N and k ∈ {1, 2, . . . ,K} such that αps := αk ,∞, via the
above-derived bounds, and the (uniform) asymptotics for m(z) as C± ∩ Oδ˜R˜,2(+)(αpq′ ) ∋ z→ αpq′ , q′ ∈ Q˜R˜,2(+), and
as C± ∩ O∞(αps−1) ∋ z→ αps−1 =∞ given in item (2) of Lemma 4.3, one arrives at, after a matrix-multiplication
argument, uniformly for z∈ (a˜N+1+δ˜a˜N+1 ,+∞)= A˜R˜,2(+) ∪ A˜cR˜,2(+) (⊂ Σ˜
1
p),m(z)
χA˜R˜,2(+)(z)+χO∞(αps−1 )(z)+ ∑
q∈Q˜R˜,2(+)
χOδ˜R˜,2 (+)(αpq )
(z)

σ+
×
m(z)
χA˜R˜,2(+)(z)+χO∞(αps−1 )(z)+ ∑
q∈Q˜R˜,2(+)
χOδ˜R˜,2 (+)(αpq )
(z)


−1
6
N,n→∞
zo=1+o(1)
O(c˜♦
θ˜,5
(n, k, zo;+)), (696)
where (M2(C) ∋) c˜♦θ˜,5(n, k, zo;+) =N,n→∞
zo=1+o(1)
O(1); finally, via Equation (694), the Estimates (695) and (696), and a
matrix-multiplication argument, one arrives at, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, uniformly for
z∈ (a˜N+1+δ˜a˜N+1 ,+∞) (⊂ Σ˜1p), the asymptotics, in the double-scaling limit N, n→∞ such that zo=1+o(1), for v˜R˜(z)
given in Equation (685). For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk ,∞, the case z∈ (−∞, b˜0−δ˜b˜0) (⊂ Σ˜1p) is
analysed analogously, and leads to the asymptotics, in the double-scaling limit N, n→∞ such that zo=1+o(1), for
v˜R˜(z) given in Equation (686).
For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk , ∞, and for z ∈ Σ˜3p, j ∪ Σ˜4p, j, j = 1, 2, . . . ,N+1, where
Σ˜3
p, j := J˜
a
j
\ (J˜a
j
∩ (U˜δ˜b˜ j−1 ∪ U˜δ˜a˜ j )) (⊂ C+), and Σ˜
4
p, j := J˜
`
j
\ (J˜`
j
∩ (U˜δ˜b˜ j−1 ∪ U˜δ˜a˜ j )) (⊂ C−), consider, say, and without
loss of generality, the case z∈ Σ˜3
p, j; the analysis for the case z∈ Σ˜4p, j is, mutatis mutandis, analogous. For n∈N and
k ∈ {1, 2, . . . ,K} such that αps :=αk ,∞, and for z∈ Σ˜3p, j, j= 1, 2, . . . ,N+1, recall the expression for v˜R˜(z) given in
the corresponding item (2) of Lemma 4.10:
v˜R˜(z)= I+e
−2πi((n−1)K+k)
∫ a˜N+1
z
ψ
f
V˜
(ξ) dξ
m(z)σ−(m(z))−1, z∈ Σ˜3p, j, j=1, 2, . . . ,N+1, (697)
where ψ f
V˜
(·) is characterised completely in item (2) of Lemma 3.7 (cf. Equations (439)–(444)), m(z) is given in
item (2) of Lemma 4.5, and, from the corresponding item of Lemma 4.1, Re(i
∫ a˜N+1
z
ψ
f
V˜
(ξ) dξ) > 0 for z ∈ Σ˜3
p, j,
j=1, 2, . . . ,N+1. For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, and for z∈ Σ˜3p, j, j=1, 2, . . . ,N+1, let U˜∗j :=
{z∈C; infq˜∈(b˜ j−1,a˜ j)|z−q˜|< r˜ j}, j=1, 2, . . . ,N+1, where (0, 1)∋ r˜ j is chosen so that U˜∗j is in the domain of analyticity of
185Recall from the associated Subsection 1.3.1 that, for n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk ,∞, (m, u˜(z)) =
∑N
i=1 miu˜i(z), where
u˜i(z) := (
∫ a˜N+1+δ˜a˜N+1
a˜N+1
+
∫ z
a˜N+1+δ˜a˜N+1
)ω˜i, with ω˜i=
∑N
j=1 c˜i j(R˜(x))
−1/2xN− j dx, and c˜= (c˜)i, j=1,2,...,N as described in Equations (45) and (46).
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V˜ , U˜∗
i
∩U˜∗
j
=∅ ∀ i, j∈{1, 2, . . . ,N+1}, U˜∗
j
∩{αp1 , . . . , αps−2 , αk}=∅,186 and int(U˜∗j)∩ext(U˜δ˜b˜ j−1∪U˜δ˜a˜ j ) ⊃ Σ˜
3
p, j∪Σ˜4p, j.187
Let Σ˜3
p, j ∩ ∂U˜δ˜a˜ j := {p˜+( j)}, j=1, 2, . . . ,N+1, where p˜+( j)= (a˜ j+δ˜a˜ j cosσ
+
a˜ j
, δ˜a˜ j sinσ
+
a˜ j
), σ+a˜ j ∈ (2π/3, π). Since, for
n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, the oriented skeleton Σ˜3p, j, j=1, 2, . . . ,N+1, is continuous, it can
be homotopically deformed into, say,188 an ‘elliptic lens’ with parametrisation x j(θ)= 12 (a˜ j+b˜ j−1)+
1
2 (a˜ j−b˜ j−1) cos θ,
y j(θ)= η˜ j sin θ, θa˜0( j)6θ6π−θb˜0( j), j=1, 2, . . . ,N+1, where, via an application of the Law of Sines and the Law of
Cosines,189
θa˜0( j)=sin
−1
 δ˜a˜ j sinσ+a˜ jl˜a˜ j
∈ (0, π/2), θb˜0( j)=sin−1
 δ˜b˜ j−1 sinσ
+
b˜ j−1
l˜b˜ j−1
∈ (0, π/2),
l˜a˜ j =
(
(δ˜a˜ j)
2+
(
1
2 (a˜ j−b˜ j−1)
)2
+δ˜a˜ j(a˜ j−b˜ j−1) cosσ+a˜ j
)1/2
(>0),
l˜b˜ j−1 =
(
(δ˜b˜ j−1)
2+
(
1
2 (a˜ j−b˜ j−1)
)2
+δ˜b˜ j−1(a˜ j−b˜ j−1) cosσ+b˜ j−1
)1/2
(>0),
σ+
b˜ j−1
∈ (2π/3, π), and 0 <min{δ˜b˜ j−1 sinσ+b˜ j−1 , δ˜a˜ j sinσ
+
a˜ j
} < η˜ j < r˜ j < 1.190 For n ∈ N and k ∈ {1, 2, . . . ,K} such that
αps :=αk,∞, and for z∈ Σ˜3p, j, j=1, 2, . . . ,N+1, write
exp
(
−2πi((n−1)K+k)
∫ a˜N+1
z
ψ
f
V˜
(ξ) dξ
)
=exp
−2πi((n−1)K+k) ∫ p˜+( j)
z
+
∫
C˜∗
j
+
∫ a˜N+1
a˜ j+δ˜a˜ j
ψ fV˜ (ξ) dξ
 , (698)
where C˜∗
j
:= {z(τ) = x(τ)+ iy(τ); x(τ) = a˜ j+ δ˜a˜ j cos(σ+a˜ j −τ), y(τ) = δ˜a˜ j sin(σ+a˜ j −τ), 0 6 τ 6 σ+a˜ j }, j = 1, 2, . . . ,N+1:
via Equations (439)–(444) and repeated application of the Maximum-Length (ML) Theorem, one shows that, for
z∈ Σ˜3
p, j, j=1, 2, . . . ,N+1,∣∣∣∣∣∣e−2πi((n−1)K+k)
∫ a˜N+1
a˜ j+δ˜a˜ j
ψ
f
V˜
(ξ) dξ
∣∣∣∣∣∣=
∣∣∣∣∣e−2πi((n−1)K+k)∑N+1m= j+1 ∫ a˜mb˜m−1 (2πi)−1 (R˜(ξ))1/2+ h˜V˜ (ξ) dξ ∣∣∣∣∣=1, (699)∣∣∣∣∣∣e−2πi((n−1)K+k)
∫
C˜∗
j
ψ
f
V˜
(ξ) dξ
∣∣∣∣∣∣ 6N,n→∞
zo=1+o(1)
e
−((n−1)K+k)(δ˜a˜ j )N+2σ+a˜ j infτ∈(0,σ+a˜ j )|h˜V˜ (z(τ))| (≪1), (700)
∣∣∣∣∣e−2πi((n−1)K+k) ∫ p˜+ ( j)z ψ fV˜ (ξ) dξ∣∣∣∣∣ 6
N,n→∞
zo=1+o(1)
e−((n−1)K+k)λ˜R˜,3( j)|z−p˜+( j)|, (701)
where
λ˜R˜,3( j) :=
η˜ j min

δ˜b˜ j−1 sinσ
+
b˜ j−1
l˜b˜ j−1
,
δ˜a˜ j sinσ
+
a˜ j
l˜a˜ j


N+1
inf
θ∈(θa˜0( j),π−θb˜0( j))
∣∣∣h˜V˜ (x j(θ)+iy j(θ))∣∣∣ ,
with λ˜R˜,3( j) = λ˜R˜,3(n, k, zo; j) =N,n→∞
zo=1+o(1)
O(1) and > 0, and x j(θ), y j(θ) as defined above; hence, for n ∈ N and k ∈
{1, 2, . . . ,K} such that αps :=αk,∞, one shows, via Equations (697) and (698) and the Estimates (699)–(701), that
e−2πi((n−1)K+k)
∫ a˜N+1
z
ψ
f
V˜
(ξ) dξ
=
N,n→∞
zo=1+o(1)
O
(
c˜R˜,3( j)e
−((n−1)K+k)λ˜R˜,3( j)|z−p˜+( j)|
)
, z∈ Σ˜3p, j, j=1, 2, . . . ,N+1, (702)
where c˜R˜,3( j) = c˜

R˜,3(n, k, zo; j) =N,n→∞
zo=1+o(1)
O(1), j = 1, 2, . . . ,N+1. For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps :=
αk , ∞, and for z ∈ Σ˜3p, j, j = 1, 2, . . . ,N + 1, in order to study m(z), one notes from item (2) of Lemma 4.5
that the z-dependent factors θ˜(ε1u˜(z)− 12π ((n−1)K+ k)Ω˜+ ε2 d˜), θ˜(ε1u˜(z)+ ε2 d˜), ε1, ε2 = ±1, γ˜(z), and (γ˜(z))−1
186Of course, U˜∗
j
∩ {αps−1 =∞}=∅.
187This also implies that, for j=1, 2, . . . , N+1, int(U˜∗
j
) ∩ ext(U˜δ˜b˜ j−1 ∪ U˜δ˜a˜ j ) ∩ C+ ⊃ Σ˜
3
p, j, U˜
∗
j
⊃ U˜δ˜b˜ j−1 ∪ U˜δ˜a˜ j , and U˜
∗
j
⊃ Σ˜3
p, j .
188Other geometries are possible.
189Note: y=sin−1(x) ⇔ sin y= x, with − π2 6y6 π2 , where −16 x61.
190Other possible choices for (0, 1) ∋ η˜ j, j = 1, 2, . . . ,N + 1, are (by no means an exhaustive list!): 0 < η˜ j < min{δ˜b˜ j−1 , δ˜a˜ j } < r˜ j < 1;
0 < min{δ˜b˜ j−1 , δ˜a˜ j } < η˜ j < max{δ˜b˜ j−1 , δ˜a˜ j } < r˜ j < 1; or 0 < max{δ˜b˜ j−1 , δ˜a˜ j } < η˜ j < r˜ j < 1. Note, also, that the counter-clockwise sense of
traversal of the homotopically deformed elliptic lenses is opposite to the clockwise sense of traversal of the oriented and continuous skeletons
Σ˜3
p, j, j=1, 2, . . . , N+1; but, as all of the ensuing line integrals are taken with respect to arc-length parametrisation, and since, as is well known,
line integrals with respect to arc-length parametrisation are invariant under orientation, this doesn’t affect any of the results.
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must be analysed (all the parameters appearing in the latter formulae are defined in item (2) of Lemma 4.5). For
n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk , ∞, and for z ∈ Σ˜3p, j, j = 1, 2, . . . ,N + 1, one shows, via the
representation for θ˜(·) given by Equation (47) and the elementary inequality |exp(∗)| 6 exp(|∗|), that |θ˜(ε1u˜(z)−
1
2π ((n−1)K+k)Ω˜+ε2 d˜)| 6
∑
m∈ZN e−2πε2(m,Im(d˜))|eiπ(m,τ˜m)||e2πiε1(m,u˜(z))|. Recall from the associated Subsection 1.3.1
that, for n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk , ∞, (m, u˜(z)) =
∑N
i=1 miu˜i(z), where u˜i(z) :=
∫ z
a˜N+1
ω˜i,
with ω˜i =
∑N
j=1 c˜i j(R˜(z))
−1/2zN− j dz, and c˜ = (c˜)i, j=1,2,...,N as described in Equations (45) and (46). For z ∈ Σ˜3p, j,
j=1, 2, . . . ,N+1, write
u˜i(z)=−
∫ p˜+( j)
z
+
∫
C˜∗
j
+
∫ a˜N+1
a˜ j+δ˜a˜ j
 ω˜i, i=1, 2, . . . ,N;
via the identities xm1 −xm2 = (x1−x2)(xm−11 +xm−21 x2+· · ·+x1xm−22 +xm−12 ), m∈N, and |x1−x2|> |x1|−|x2|, and certain well-
known trigonometric identities, one arrives at, after repeated application of both the extended triangle inequality
and the ML Theorem, the following estimates: for z∈ Σ˜3
p, j, j=1, 2, . . . ,N+1, and i=1, 2, . . . ,N,∣∣∣∣∣∣
∫ p˜+( j)
z
ω˜i
∣∣∣∣∣∣ 6N,n→∞
zo=1+o(1)
maxi1=1,2,...,N {|c˜ii1 |}
δ˜N+1
a˜ j
 ((a˜ j+δ˜a˜ j cosσ+a˜ j )2+ r˜2j )N/2−1((a˜ j+δ˜a˜ j cosσ+a˜ j )2+ r˜2j )1/2−1

×
(
(a˜ j−b˜ j−1+δ˜a˜ j cosσ+a˜ j+δ˜b˜ j−1 cosσ+b˜ j−1)
2+(δ˜a˜ j sinσ
+
a˜ j
−δ˜b˜ j−1 sinσ+b˜ j−1 )
2
)1/2
, (703)∣∣∣∣∣∣∣
∫
C˜∗
j
ω˜i
∣∣∣∣∣∣∣ 6N,n→∞
zo=1+o(1)
σ+a˜ j maxi1=1,2,...,N{|c˜ii1 |}
δ˜N
a˜ j
 (|a˜ j|+δ˜a˜ j)N−1|a˜ j|+δ˜a˜ j−1
 , (704)∣∣∣∣∣∣∣
∫ a˜ j+δ˜a˜ j
a˜N+1
ω˜i
∣∣∣∣∣∣∣ 6N,n→∞
zo=1+o(1)
maxi1=1,2,...,N {|c˜ii1 |}
(min{δ˜a˜ j , δ˜b˜ j−1 })N+1
( |a˜N+1|N−1
|a˜N+1|−1
)
(a˜N+1−a˜ j+δ˜a˜ j). (705)
Recalling that the associated N × N Riemann matrix of β˜-periods, τ˜= (τ˜)i, j=1,2,...,N , is non-degenerate, symmetric
and pure imaginary, and −iτ˜ is positive definite, it follows via the Estimates (703)–(705), the extended triangle
inequality, and the fact that θ˜(·) converges absolutely and uniformly, that, for n ∈N and k ∈ {1, 2, . . . ,K} such that
αps :=αk,∞, and uniformly for z∈ Σ˜3p, j, j=1, 2, . . . ,N+1,
|θ˜(ε1u˜(z)− 12π ((n−1)K+k)Ω˜+ε2 d˜)| 6
N,n→∞
zo=1+o(1)
O(c˜
θ˜,1
(n, k, zo; j)), |θ˜(ε1u˜(z)+ε2 d˜)| 6
N,n→∞
zo=1+o(1)
O(c˜
θ˜,2
(n, k, zo; j)),
where c˜
θ˜,i1
(n, k, zo; j) =N,n→∞
zo=1+o(1)
O(1), i1 = 1, 2. Via the definition of γ˜(z) given by Equation (665), one shows that,
uniformly for z∈ Σ˜3
p, j, j=1, 2, . . . ,N+1,
|γ˜(z)| 6
N,n→∞
zo=1+o(1)
((a˜ j−b˜ j−1+δ˜a˜ j cosσ+a˜ j )2+ r˜2j )1/8
((b˜ j−1−a˜ j−δ˜b˜ j−1 cosσ+b˜ j−1 )
2+(min{δ˜a˜ j sinσ+a˜ j , δ˜b˜ j−1 sinσ+b˜ j−1 })
2)1/8
×
N+1∏
i=1
i, j
((a˜ j−b˜i−1+δ˜a˜ j cosσ+a˜ j )2+ r˜2j )1/8
((b˜ j−1−a˜i−δ˜b˜ j−1 cosσ+b˜ j−1)
2+(min{δ˜a˜ j sinσ+a˜ j , δ˜b˜ j−1 sinσ+b˜ j−1 })
2)1/8
=: c˜
θ˜,3
(n, k, zo; j),
|(γ˜(z))−1| 6
N,n→∞
zo=1+o(1)
((δ˜a˜ j cosσ
+
a˜ j
)2+ r˜2
j
)1/8
((δ˜b˜ j−1 cosσ
+
b˜ j−1
)2+(min{δ˜a˜ j sinσ+a˜ j , δ˜b˜ j−1 sinσ+b˜ j−1 })
2)1/8
×
N+1∏
i=1
i, j
((a˜ j−a˜i+δ˜a˜ j cosσ+a˜ j )2+ r˜2j )1/8
((b˜ j−1−b˜i−1−δ˜b˜ j−1 cosσ+b˜ j−1)
2+(min{δ˜a˜ j sinσ+a˜ j , δ˜b˜ j−1 sinσ+b˜ j−1 })
2)1/8
=: c˜
θ˜,4
(n, k, zo; j),
where c˜
θ˜,i1
(n, k, zo; j) =N,n→∞
zo=1+o(1)
O(1), i1 = 3, 4; hence, for n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk , ∞,
via the above-derived bounds, one arrives at, after a matrix-multiplication argument, uniformly for z ∈ Σ˜3
p, j, j =
1, 2, . . . ,N+1,
m(z)σ−(m(z))−1 =
N,n→∞
zo=1+o(1)
O(c˜
θ˜,5
(n, k, zo; j)), (706)
where (M2(C) ∋) c˜θ˜,5(n, k, zo; j) =N,n→∞
zo=1+o(1)
O(1). Finally, via Equation (697), the Estimates (702) and (706), and a
matrix-multiplication argument, one arrives at, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, uniformly for
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z ∈ Σ˜3
p, j, j = 1, 2, . . . ,N+1, the asymptotics, in the double-scaling limit N, n→∞ such that zo = 1+o(1), for v˜R˜(z)
given in Equation (687). For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk ,∞, the case z∈ Σ˜4p, j, j=1, 2, . . . ,N+1,
is, mutatis mutandis, analysed analogously, and leads to the asymptotics, in the double-scaling limitN, n→∞ such
that zo=1+o(1), for v˜R˜(z) given in Equation (688).
For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, and for z∈ Σ˜5p, j :=∂U˜δ˜b˜ j−1 ∪ ∂U˜δ˜a˜ j , j=1, 2, . . . ,N+1, con-
sider, say, and without loss of generality, the case z∈∂U˜δ˜a˜ j ; the analysis for the case z∈∂U˜δ˜b˜ j−1 is, mutatis mutandis,
analogous. For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk ,∞, and for z ∈ ∂U˜δ˜a˜ j (⊂ Σ˜
5
p, j), j = 1, 2, . . . ,N+1,
recall the expression for v˜R˜(z) given in the corresponding item (2) of Lemma 4.10: v˜R˜(z)= X˜a˜(z)(m(z))−1, z∈∂U˜δ˜a˜ j ,
j = 1, 2, . . . ,N+1, where the parametrix, X˜a˜(z), is characterised in Lemma 4.9, and m(z) is given in item (2) of
Lemma 4.5. Using the explicit expressions for X˜a˜(z) given in Lemma 4.9, and the large-argument asymptotics for
the Airy function and its derivative given in Equation (53), one shows that, for n∈N and k∈{1, 2, . . . ,K} such that
αps :=αk,∞,
v˜R˜(z) =
N,n→∞
zo=1+o(1)
I+
e−
iπ
3
((n−1)K+k)ξ˜a˜ j(z)
m(z)
(
ie±
i
2 ((n−1)K+k)℧˜ j −ie± i2 ((n−1)K+k)℧˜ j
e∓
i
2 ((n−1)K+k)℧˜ j e∓
i
2 ((n−1)K+k)℧˜ j
)
×
(−s1e− iπ6 e∓ i2 ((n−1)K+k)℧˜ j s1e iπ3 e± i2 ((n−1)K+k)℧˜ j
t1e−
iπ
6 e∓
i
2 ((n−1)K+k)℧˜ j −t1e− 2πi3 e± i2 ((n−1)K+k)℧˜ j
)
(m(z))−1
+O
 1
((n−1)K+k)2(ξ˜a˜ j (z))2
m(z)c˜⊳(n, k, zo; j)(m(z))
−1
 , z∈C± ∩ ∂U˜δ˜a˜ j , j=1, 2, . . . ,N+1,
where ξ˜a˜ j (z), ℧˜ j, s1, t1, and c˜
⊳(n, k, zo; j) are described in the corresponding item (2), subitem (2)iv of the lemma, and
m(z) is given in item (2) of Lemma 4.5. Using the formula form(z) in terms ofM(z) given in item (2) of Lemma 4.5,
after a matrix-multiplication argument, one arrives at, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, and for
z∈∂U˜δ˜a˜ j (⊂ Σ˜
5
p, j), j=1, 2, . . . ,N+1, the asymptotics, in the double-scaling limit N, n→∞ such that zo=1+o(1), for
v˜R˜(z) given in Equation (689). For n ∈N and k ∈ {1, 2, . . . ,K} such that αps :=αk ,∞, the case z∈∂U˜δ˜b˜ j−1 (⊂ Σ˜
5
p, j),
j= 1, 2, . . . ,N+1, is, mutatis mutandis, analysed analogously, and leads to the asymptotics, in the double-scaling
limit N, n→∞ such that zo=1+o(1), for v˜R˜(z) given in Equation (690). 
Definition 5.1. For an oriented contour D (⊂ C), let Bq(D), q ∈ {1, 2,∞}, denote the set of all bounded linear
operators from LqM2(C)(D) into L
q
M2(C)
(D).
Since the asymptotic analysis, in the double-scaling limit N, n→∞ such that zo = 1+o(1), that follows relies
substantially on the BC construction [412] for the solution of a matrix, and suitably normalised, RHP on an oriented
and unbounded contour, it is prudent to present, at this stage, a succinct synopsis of it. One agrees to call a contour
D oriented if: (i) C \ D has countably many open connected components; (ii) C \ D is the disjoint union of two,
possibly disconnected, open regions, denoted by O+ and O−; and (iii) D may be viewed as either the positively
oriented boundary for O+ or the negatively oriented boundary for O− (C \ D is coloured by the two colours ±). Let
D, as a closed set, be the union of countably many oriented, simple, piecewise-smooth arcs. Denote the set of all
self-intersections of D by D♯.191 Set D♮ :=D \ D♯. The BC construction [412] for the solution of a matrix-valued
RHP (see, also, [377, 378, 413, 414, 415]) on an oriented contour D consists of finding a matrix-valued function
W : C \ D → M2(C) such that: (1) W(ζ) is analytic for ζ ∈ C \ D, W(ζ)↾C\D has a continuous extension, from
‘above’ and ‘below’, to D♮, and lim ζ′→ζ
ζ′ ∈ ± side of D♮
∫
D♮
|W(ζ′)−W±(ζ)|2 |dζ |=0, whereW±(ζ) := lim ζ′→ζ
ζ′ ∈ ± side of D♮
W(ζ′); (2) the
boundary values W±(ζ) satisfy the jump conditionW+(ζ) =W−(ζ)υ(ζ) a.e. ζ ∈ D♮, for some smooth jump matrix
υ : D♮→GL2(C); and (3) for an arbitrarily fixed ζo∈C,W(ζ)=C\D∋ζ→ζo I+o(1), where, uniformly with respect to ζ,
o(1)=O(ζ−ζo) if ζo is bounded, and o(1)=O(ζ−1) if ζo is the point at infinity.192 Let υ(ζ) := (I−w−(ζ))−1(I+w+(ζ)),
ζ ∈ D♮, be a bounded algebraic factorisation for υ(ζ), where w±(ζ) are upper/lower, or lower/upper, triangular
matrices (depending on the orientation of D), and w±(ζ) ∈∩p=2,∞LpM2(C)(D♮).193 Define w(ζ) :=w+(ζ)+w−(ζ), and
introduce (see Remark 5.1 below) the—normalised at ζo—Cauchy (singular integral) operators
L2M2(C)(D)∋ f 7→ (C
ζo
± f )(ζ) := lim
ζ′→ζ
ζ′ ∈ ± side of D
∫
D
(ζ′−ζo) f (ξ)
(ξ−ζo)(ξ−ζ′)
dξ
2πi
,
191It is assumed that card(D♯)<∞.
192Condition (3) is referred to as the normalisation condition: one says that the RHP is ‘normalised at ζo’.
193If D♮ is unbounded, then one requires that w±(ζ)=ζ→∞
(
0 0
0 0
)
.
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where (ζ−ζo)(ξ−ζo)(ξ−ζ)
dξ
2πi is the Cauchy kernel normalised at ζo. Introduce, now, the ‘modified’ BC operatorC
ζo
w :
L2M2(C)(D)∋ f 7→C
ζo
w f :=C
ζo
+ ( f w−)+C
ζo
− ( f w+).
The solution of the—normalised at ζo—BC RHP is given by the following integral representation [412].
Lemma 5.2. Let
µζo (ζ)=W+(ζ)(I+w+(ζ))
−1=W−(ζ)(I−w−(ζ))−1, ζ ∈D.
If µζo ∈ I+L2M2(C)(D) solves the linear singular integral equation
(id−Cζow )(µζo(ζ)−I)=Cζow I=Cζo+ (w−(ζ))+Cζo− (w+(ζ)), ζ ∈D,
where id is the identity operator on L2M2(C)(D), then the solution of the matrix RHP (W(ζ), υ(ζ),D) is given by
W(ζ)= I+
∫
D
(ζ−ζo)µζo (ξ)w(ξ)
(ξ−ζo)(ξ−ζ)
dξ
2πi
, ζ ∈C \ D,
where µζo (ζ) := ((id−Cζow )−1I)(ζ).194
Remark 5.1. A scalar- or matrix-valued RHP can be defined on the Riemann sphere, C, in such a way that it is
invariant in L2 under the group of Mo¨bius transformations z 7→ (az+b)(cz+d)−1, ad−bc,0, on C, with the spherical
metric, 2(1+ |z|2)−1 |dz|, induced by the stereographic projection from the unit sphere S2 to C. In general, one does
not have a similar Lp invariance for values of p other than 2; fortunately, however, the L2 theory is sufficient for the
purposes of this lecture note. Although it is possible to define a scalar- or matrix-valued RHP on a fairly arbitrary
contour on the sphere, in practice, one works only with contours on which the Cauchy operators (see below) are
bounded in L2: such contours have been completely characterised (see, for example, [416]); but, a description of
such a characterisation is beyond the scope of this monograph. Cauchy operators are indispensable in the study of
RHPs, as scalar- or matrix-valued RHPs are equivalent to some singular integral equation (or a system of singular
integral equations) with associated Cauchy operators on the contour. When the point at infinity is on the contour,
the associated Cauchy operators are not bounded in L2 with the spherical metric. One expedient solution to this
problem is to use a Mo¨bius transformation so that the point at infinity is no longer on the contour; another approach
is to replace the ‘standard’ Cauchy kernel, 1ζ−z
dζ
2πi , with the ‘generalised’ Cauchy kernel,
z−z˙0
(ζ−z˙0)(ζ−z)
dζ
2πi , where z˙0 is
any point not on the contour (see below): the point z˙0 plays the same roˆle that the point at infinity does in the case
of the standard Cauchy operator. One can show that, with this generalised Cauchy kernel, the associated Cauchy
operators are bounded in L2 with the spherical metric. When one studies ORFs with poles on the extended real
line, R, each typical RHP is normalised at one of these poles; hence, one needs Cauchy kernels normalised at a
point (or points) on the contour, namely, the extended real line. The generalised Cauchy kernel is clearly bounded
from the weighted L2 space, with weight |z− z˙0|−2, to itself: when z˙0 is not on the contour, this weight gives rise
to an equivalent norm as given by the spherical metric; but, when z˙0 is on the contour, the theory relies on the
fact that the jump matrix, herein denoted as v, of the associated RHP is normalised at z˙0 so that v−I has sufficient
decay to balance the growth of the weight |z− z˙0|−2 at z˙0. The singular integral operators involved are essentially
compositions of Cauchy operators and the multipliers by v−I, and, therefore, are bounded in L2.
Recall that, for n ∈N and k ∈ {1, 2, . . . ,K} such that αps :=αk =∞ (resp., αps :=αk ,∞), Rˆ : C \ ΣˆRˆ→ SL2(C)
(resp., R˜ : C \ Σ˜R˜→ SL2(C)), which solves the associated RHP (Rˆ(z), vˆRˆ(z), ΣˆRˆ) (resp., (R˜(z), v˜R˜(z), Σ˜R˜)) stated in
item (1) (resp., item (2)) of Lemma 4.10, is normalised at αps := αk =∞ (resp., αps := αk ,∞), that is, Rˆ(∞) = I
(resp., R˜(αk)= I). Excising from the specification of the associated RHP (Rˆ(z), vˆRˆ(z), ΣˆRˆ) (resp., (R˜(z), v˜R˜(z), Σ˜R˜))
the oriented skeletons on which the corresponding jump matrix, vˆRˆ(z) (resp., v˜R˜(z)), is equal to I, in particular (cf.
Lemma 4.10), the oriented skeleton ΣˆRˆ \∪5j=1Σˆ jp (resp., Σ˜R˜ \∪5j=1Σ˜ jp), and defining Σˆ♯Rˆ :=ΣˆRˆ \(ΣˆRˆ \∪
5
j=1Σˆ
j
p) 195 (resp.,
Σ˜
♯
R˜ :=Σ˜R˜ \ (Σ˜R˜ \∪
5
j=1Σ˜
j
p)),196 one arrives at the associated, equivalent RHP (Rˆ(z), vˆRˆ(z), Σˆ♯Rˆ) (resp., (R˜(z), v˜R˜(z), Σ˜
♯
R˜))
for Rˆ : C\Σˆ♯Rˆ→SL2(C) (resp., R˜ : C\Σ˜
♯
R˜→SL2(C)).
197 Via the BC construction [412], for n∈N and k∈{1, 2, . . . ,K}
such that αps :=αk=∞, write, for vˆRˆ : Σˆ♯Rˆ→SL2(C), the bounded algebraic factorisation
vˆRˆ(z) := (I−w
ΣRˆ
− (z))
−1(I+wΣRˆ+ (z)), z∈ Σˆ♯Rˆ ,
194The linear singular integral equation for µζo stated in this Lemma 5.2 is well defined provided that w± ∈∩p=2,∞L2M2(C)(D).
195See Figure 14.
196See Figure 15.
197The respective normalisations at αps :=αk remain unchanged.
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b b b b b b
bˆ0 aˆ1 bˆ j−1 aˆ j bˆN aˆN+1
Figure 14: Oriented skeleton Σˆ♯Rˆ :=ΣˆRˆ \ (ΣˆRˆ \ ∪
5
j=1Σˆ
j
p).
b b b b b b
b˜0 a˜1 b˜ j−1 a˜ j b˜N a˜N+1
Figure 15: Oriented skeleton Σ˜♯R˜ :=Σ˜R˜ \ (Σ˜R˜ \ ∪
5
j=1Σ˜
j
p).
and, for n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk ,∞, write, for v˜R˜ : Σ˜♯R˜ → SL2(C), the bounded algebraic
factorisation
v˜R˜(z) := (I−wΣR˜− (z))−1(I+wΣR˜+ (z)), z∈ Σ˜♯R˜ .
Taking, for n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk = ∞ (resp., αps := αk , ∞), the so-called ‘trivial
factorisation’ w
ΣRˆ
− (z) ≡
(
0 0
0 0
)
(resp., w
ΣR˜
− (z) ≡
(
0 0
0 0
)
),198 whence vˆRˆ(z) = I+w
ΣRˆ
+ (z), z ∈ Σˆ♯Rˆ (resp., v˜R˜(z) = I+w
ΣR˜
+ (z),
z∈ Σ˜♯R˜), it follows from Lemma 5.2 that: (i) for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞, upon normalising
the associated Cauchy operator(s) at αps := αk = ∞, the integral representation for the unique solution of the
corresponding RHP (Rˆ(z), vˆRˆ(z), Σˆ♯Rˆ) is
Rˆ(z)= I+
∫
Σˆ
♯
Rˆ
µΣRˆ (ξ)w
ΣRˆ
+ (ξ)
ξ−z
dξ
2πi
, z∈C \ Σˆ♯Rˆ, (707)
where µΣRˆ (z)= Rˆ−(z)= Rˆ+(z)(I+wΣRˆ+ (z))−1 solves the linear singular integral equation
((id−C
w
ΣRˆ )µ
ΣRˆ)(z)= I, z∈ Σˆ♯Rˆ ,
with
L2M2(C)(Σˆ
♯
Rˆ)∋ f 7→CwΣRˆ f :=Cˆ−( f w
ΣRˆ
+ ),
where
L2M2(C)(Σˆ
♯
Rˆ)∋g 7→ (Cˆ±g)(z) := limz′→z
z′ ∈ ± side of Σˆ♯Rˆ
∫
Σˆ
♯
Rˆ
g(ξ)
ξ−z′
dξ
2πi
;
and (ii) for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk ,∞, upon normalising the associated Cauchy operator(s)
at αps :=αk,∞, the integral representation for the unique solution of the corresponding RHP (R˜(z), v˜R˜(z), Σ˜♯R˜) is
R˜(z)= I+
∫
Σ˜
♯
R˜
(z−αk)µΣR˜ (ξ)wΣR˜+ (ξ)
(ξ−αk)(ξ−z)
dξ
2πi
, z∈C \ Σ˜♯R˜, (708)
198See, in particular, pp. 293–294 in [378]; see, also, [414, 415].
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where µΣR˜ (z)= R˜−(z)= R˜+(z)(I+wΣR˜+ (z))−1 solves the linear singular integral equation
((id−C
w
ΣR˜ )µ
ΣR˜)(z)= I, z∈ Σ˜♯R˜ ,
with
L2M2(C)(Σ˜
♯
R˜)∋ f 7→CwΣR˜ f :=C˜−( f w
ΣR˜
+ ),
where
L2M2(C)(Σ˜
♯
R˜)∋g 7→ (C˜±g)(z) := limz′→z
z′ ∈ ± side of Σ˜♯R˜
∫
Σ˜
♯
R˜
(z′−αk)g(ξ)
(ξ−αk)(ξ−z′)
dξ
2πi
.
Proposition 5.1. For n ∈N and k ∈ {1, 2, . . . ,K} such that αps := αk =∞ (resp., αps := αk ,∞), let Rˆ : C \ Σˆ♯Rˆ→
SL2(C) (resp., R˜ : C \ Σ˜♯R˜→SL2(C)) solve the equivalent RHP (Rˆ(z), vˆRˆ(z), Σˆ
♯
Rˆ) (resp., (R˜(z), v˜R˜(z), Σ˜
♯
R˜)), where, in
particular, the asymptotic expansion, in the double-scaling limit N, n→∞ such that zo = 1+o(1), of vˆRˆ(z) (resp.,
v˜R˜(z)) for z ∈ Σˆ5p, j := ∂Uˆδˆbˆ j−1 ∪ ∂Uˆδˆaˆ j (resp., z ∈ Σ˜
5
p, j := ∂U˜δ˜b˜ j−1
∪ ∂U˜δ˜a˜ j ), j = 1, 2, . . . ,N+1, is given in Lemma 5.1,
Equations (682) and (683) (resp., Equations (689) and (690)). Then: (1) for n ∈N and k ∈ {1, 2, . . . ,K} such that
αps :=αk=∞, and for z∈∂Uˆδˆbˆ j−1 ∪ ∂Uˆδˆaˆ j , j=1, 2, . . . ,N+1, with w
ΣRˆ
+ (z)= vˆRˆ(z)−I,
w
ΣRˆ
+ (z) =
N,n→∞
zo=1+o(1)
1
((n−1)K+k)
 (αˆ0(bˆ j−1))−1
(z−bˆ j−1)2
Aˆ(bˆ j−1)+
(αˆ0(bˆ j−1))−2
z−bˆ j−1
(
αˆ0(bˆ j−1)Bˆ(bˆ j−1)−αˆ1(bˆ j−1)Aˆ(bˆ j−1)
)
+(αˆ0(bˆ j−1))−2
αˆ0(bˆ j−1)
 αˆ1(bˆ j−1)αˆ0(bˆ j−1)
2− αˆ2(bˆ j−1)
αˆ0(bˆ j−1)
 Aˆ(bˆ j−1)−αˆ1(bˆ j−1)Bˆ(bˆ j−1)+αˆ0(bˆ j−1)Cˆ(bˆ j−1)


+ O
 1((n−1)K+k)
∞∑
m=1
cˆ⊲m(n, k, zo; bˆ j−1)(z−bˆ j−1)m

+ O
 1
((n−1)K+k)2(z−bˆ j−1)3
∞∑
m=0
cˆ⊳m(n, k, zo; bˆ j−1)(z−bˆ j−1)m
 , z∈∂Uˆδˆbˆ j−1 , j=1, 2, . . . ,N+1,
(709)
and
w
ΣRˆ
+ (z) =
N,n→∞
zo=1+o(1)
1
((n−1)K+k)
(
(αˆ0(aˆ j))−1
(z−aˆ j)2
Aˆ(aˆ j)+
(αˆ0(aˆ j))−2
z−aˆ j
(
αˆ0(aˆ j)Bˆ(aˆ j)−αˆ1(aˆ j)Aˆ(aˆ j)
)
+(αˆ0(aˆ j))
−2
αˆ0(aˆ j) ( αˆ1(aˆ j)αˆ0(aˆ j)
)2
− αˆ2(aˆ j)
αˆ0(aˆ j)
 Aˆ(aˆ j)−αˆ1(aˆ j)Bˆ(aˆ j)+αˆ0(aˆ j)Cˆ(aˆ j)
+ O
 1((n−1)K+k)
∞∑
m=1
cˆ⊲m(n, k, zo; aˆ j)(z−aˆ j)m

+ O
 1((n−1)K+k)2(z−aˆ j)3
∞∑
m=0
cˆ⊳m(n, k, zo; aˆ j)(z−aˆ j)m
 , z∈∂Uˆδˆaˆ j , j=1, 2, . . . ,N+1, (710)
where, for j=1, 2, . . . ,N+1,
Aˆ(bˆ j−1) :=
(
m˜∞11 0
0 m˜∞22
) (
Aˆ11(bˆ j−1) Aˆ12(bˆ j−1)
Aˆ21(bˆ j−1) Aˆ22(bˆ j−1)
) (
m˜∞22 0
0 m˜∞11
)
ei((n−1)K+k)℧ˆ j−1 , (711)
Bˆ(bˆ j−1) :=
(
m˜∞11 0
0 m˜∞22
) (
Bˆ11(bˆ j−1) Bˆ12(bˆ j−1)
Bˆ21(bˆ j−1) Bˆ22(bˆ j−1)
) (
m˜∞22 0
0 m˜∞11
)
ei((n−1)K+k)℧ˆ j−1 , (712)
Cˆ(bˆ j−1) :=
(
m˜∞11 0
0 m˜∞22
) (
Cˆ11(bˆ j−1) Cˆ12(bˆ j−1)
Cˆ21(bˆ j−1) Cˆ22(bˆ j−1)
) (
m˜∞22 0
0 m˜∞11
)
ei((n−1)K+k)℧ˆ j−1 , (713)
with m˜∞11 and m˜
∞
22 given by Equation (54), ℧ˆm, m = 0, 1, . . . ,N+1, defined in the corresponding item (ii) of Re-
mark 4.3,
Aˆ11(bˆ j−1)=−Aˆ22(bˆ j−1)=−s1κˆ1(bˆ j−1)κˆ2(bˆ j−1)(Qˆ0(bˆ j−1))−1, (714)
Aˆ12(bˆ j−1)=−is1(κˆ1(bˆ j−1))2(Qˆ0(bˆ j−1))−1, Aˆ21(bˆ j−1)=−is1(κˆ2(bˆ j−1))2(Qˆ0(bˆ j−1))−1, (715)
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Bˆ11(bˆ j−1)=−Bˆ22(bˆ j−1) = κˆ1(bˆ j−1)κˆ2(bˆ j−1)
(
−s1(Qˆ0(bˆ j−1))−1
(
kˆ11(bˆ j−1)+kˆ
1
−1(bˆ j−1)−Qˆ1(bˆ j−1)(Qˆ0(bˆ j−1))−1
)
− t1
(
Qˆ0(bˆ j−1)+(Qˆ0(bˆ j−1))−1ℵˆ11(bˆ j−1)ℵˆ1−1(bˆ j−1)
)
+i(s1+t1)
(
ℵˆ1−1(bˆ j−1)−ℵˆ11(bˆ j−1)
))
, (716)
Bˆ12(bˆ j−1) = (κˆ1(bˆ j−1))2
(
−is1(Qˆ0(bˆ j−1))−1
(
2kˆ11(bˆ j−1)−Qˆ1(bˆ j−1)(Qˆ0(bˆ j−1))−1
)
+ it1
(
Qˆ0(bˆ j−1)−(Qˆ0(bˆ j−1))−1(ℵˆ11(bˆ j−1))2
)
+2(s1−t1)ℵˆ11(bˆ j−1)
)
, (717)
Bˆ21(bˆ j−1) = (κˆ2(bˆ j−1))2
(
−is1(Qˆ0(bˆ j−1))−1
(
2kˆ1−1(bˆ j−1)−Qˆ1(bˆ j−1)(Qˆ0(bˆ j−1))−1
)
+ it1
(
Qˆ0(bˆ j−1)−(Qˆ0(bˆ j−1))−1(ℵˆ1−1(bˆ j−1))2
)
−2(s1−t1)ℵˆ1−1(bˆ j−1)
)
, (718)
Cˆ11(bˆ j−1)=−Cˆ22(bˆ j−1) = κˆ1(bˆ j−1)κˆ2(bˆ j−1)
(
s1
(
−Qˆ0(bˆ j−1)ℵˆ11(bˆ j−1)ℵˆ1−1(bˆ j−1)−(Qˆ0(bˆ j−1))−3(Qˆ1(bˆ j−1))2
+
1
2
Qˆ2(bˆ j−1)(Qˆ0(bˆ j−1))−2+Qˆ1(bˆ j−1)(Qˆ0(bˆ j−1))−2
(
kˆ11(bˆ j−1)+kˆ
1
−1(bˆ j−1)
)
− (Qˆ0(bˆ j−1))−1
(
ˆג11(bˆ j−1)+ ˆג
1
−1(bˆ j−1)+kˆ
1
1(bˆ j−1)kˆ
1
−1(bˆ j−1)
))
+t1
(
−Qˆ1(bˆ j−1)−Qˆ0(bˆ j−1)
×
(
kˆ11(bˆ j−1)+kˆ
1
−1(bˆ j−1)
)
+Qˆ1(bˆ j−1)(Qˆ0(bˆ j−1))−2ℵˆ11(bˆ j−1)ℵˆ1−1(bˆ j−1)−(Qˆ0(bˆ j−1))−1
×
(
ℵˆ11(bˆ j−1)iˆ1−1(bˆ j−1)+ℵˆ1−1(bˆ j−1)iˆ11(bˆ j−1)
))
+i(s1+t1)
(
iˆ1−1(bˆ j−1)−iˆ11(bˆ j−1)
− ℵˆ11(bˆ j−1)kˆ1−1(bˆ j−1)+ℵˆ1−1(bˆ j−1)kˆ11(bˆ j−1)
))
, (719)
Cˆ12(bˆ j−1) = (κˆ1(bˆ j−1))2
(
is1
(
Qˆ0(bˆ j−1)(ℵˆ11(bˆ j−1))2−(Qˆ0(bˆ j−1))−3(Qˆ1(bˆ j−1))2
+
1
2
Qˆ2(bˆ j−1)(Qˆ0(bˆ j−1))−2+2Qˆ1(bˆ j−1)(Qˆ0(bˆ j−1))−2kˆ11(bˆ j−1)−(Qˆ0(bˆ j−1))−1
×
(
2ˆג11(bˆ j−1)+(kˆ
1
1(bˆ j−1))
2
))
+it1
(
2Qˆ0(bˆ j−1)kˆ11(bˆ j−1)+Qˆ1(bˆ j−1)
+ Qˆ1(bˆ j−1)(Qˆ0(bˆ j−1))−2(ℵˆ11(bˆ j−1))2−2(Qˆ0(bˆ j−1))−1ℵˆ11(bˆ j−1)iˆ11(bˆ j−1)
)
+ 2(s1−t1)
(
iˆ11(bˆ j−1)+ℵˆ11(bˆ j−1)kˆ11(bˆ j−1)
))
, (720)
Cˆ21(bˆ j−1) = (κˆ2(bˆ j−1))2
(
is1
(
Qˆ0(bˆ j−1)(ℵˆ1−1(bˆ j−1))2−(Qˆ0(bˆ j−1))−3(Qˆ1(bˆ j−1))2
+
1
2
Qˆ2(bˆ j−1)(Qˆ0(bˆ j−1))−2+2Qˆ1(bˆ j−1)(Qˆ0(bˆ j−1))−2kˆ1−1(bˆ j−1)−(Qˆ0(bˆ j−1))−1
×
(
2ˆג1−1(bˆ j−1)+(kˆ
1
−1(bˆ j−1))
2
))
+it1
(
2Qˆ0(bˆ j−1)kˆ1−1(bˆ j−1)+Qˆ1(bˆ j−1)
+ Qˆ1(bˆ j−1)(Qˆ0(bˆ j−1))−2(ℵˆ1−1(bˆ j−1))2−2(Qˆ0(bˆ j−1))−1ℵˆ1−1(bˆ j−1)iˆ1−1(bˆ j−1)
)
− 2(s1−t1)
(
iˆ1−1(bˆ j−1)+ℵˆ1−1(bˆ j−1)kˆ1−1(bˆ j−1)
))
, (721)
s1=5/72, and t1=−7/72, where, for ε1, ε2=±1,199
κˆ1(ς) =
θˆ(uˆ+(ς)− 12π ((n−1)K+k)Ωˆ+ dˆ)
θˆ(uˆ+(ς)+ dˆ)
, κˆ2(ς) =
θˆ(uˆ+(ς)− 12π ((n−1)K+k)Ωˆ− dˆ)
θˆ(uˆ+(ς)− dˆ)
, (722)
ℵˆε1ε2(ς) = −
uˆ(ε1, ε2, 0; ς)
θˆ(ε1uˆ+(ς)+ε2 dˆ)
+
uˆ(ε1, ε2, Ωˆ; ς)
θˆ(ε1uˆ+(ς)− 12π ((n−1)K+k)Ωˆ+ε2 dˆ)
, (723)
kˆε1ε2(ς) = −
vˆ(ε1, ε2, 0; ς)
θˆ(ε1uˆ+(ς)+ε2 dˆ)
+
vˆ(ε1, ε2, Ωˆ; ς)
θˆ(ε1uˆ+(ς)− 12π ((n−1)K+k)Ωˆ+ε2 dˆ)
−
(
uˆ(ε1, ε2, 0; ς)
θˆ(ε1uˆ+(ς)+ε2 dˆ)
)2
+
uˆ(ε1, ε2, 0; ς)uˆ(ε1, ε2, Ωˆ; ς)
θˆ(ε1uˆ+(ς)+ε2 dˆ)θˆ(ε1uˆ+(ς)− 12π ((n−1)K+k)Ωˆ+ε2 dˆ)
, (724)
iˆε1ε2(ξ) = −
wˆ(ε1, ε2, 0; ς)
θˆ(ε1uˆ+(ς)+ε2 dˆ)
+
wˆ(ε1, ε2, Ωˆ; ς)
θˆ(ε1uˆ+(ς)− 12π ((n−1)K+k)Ωˆ+ε2 dˆ)
+
2uˆ(ε1, ε2, 0; ς)vˆ(ε1, ε2, 0; ς)
(θˆ(ε1uˆ+(ς)+ε2 dˆ))2
− vˆ(ε1, ε2, 0; ς)uˆ(ε1, ε2, Ωˆ; ς)
θˆ(ε1uˆ+(ς)+ε2 dˆ)θˆ(ε1uˆ+(ς)− 12π ((n−1)K+k)Ωˆ+ε2 dˆ)
+
(
uˆ(ε1, ε2, 0; ς)
θˆ(ε1uˆ+(ς)+ε2 dˆ)
)3
− uˆ(ε1, ε2, 0; ς)vˆ(ε1, ε2, Ωˆ; ς)
θˆ(ε1uˆ+(ς)+ε2 dˆ)θˆ(ε1uˆ+(ς)− 12π ((n−1)K+k)Ωˆ+ε2 dˆ)
−
(
uˆ(ε1, ε2, 0; ς)
θˆ(ε1uˆ+(ς)+ε2 dˆ)
)2
199 0 := (0, 0, . . . , 0)T (∈RN ).
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× uˆ(ε1, ε2, Ωˆ; ς)
θˆ(ε1uˆ+(ς)− 12π ((n−1)K+k)Ωˆ+ε2 dˆ)
, (725)
ˆגε1ε2(ς) = −
zˆ(ε1, ε2, 0; ς)
θˆ(ε1uˆ+(ς)+ε2 dˆ)
+
zˆ(ε1, ε2, Ωˆ; ς)
θˆ(ε1uˆ+(ς)− 12π ((n−1)K+k)Ωˆ+ε2 dˆ)
+
(
vˆ(ε1, ε2, 0; ς)
θˆ(ε1uˆ+(ς)+ε2 dˆ)
)2
− vˆ(ε1, ε2, 0; ς)vˆ(ε1, ε2, Ωˆ; ς)
θˆ(ε1uˆ+(ς)+ε2 dˆ)θˆ(ε1uˆ+(ς)− 12π ((n−1)K+k)Ωˆ+ε2 dˆ)
− 2uˆ(ε1, ε2, 0; ς)wˆ(ε1, ε2, 0; ς)
(θˆ(ε1uˆ+(ς)+ε2 dˆ))2
+
wˆ(ε1, ε2, 0; ς)uˆ(ε1, ε2, Ωˆ; ς)
θˆ(ε1uˆ+(ς)+ε2 dˆ)θˆ(ε1uˆ+(ς)− 12π ((n−1)K+k)Ωˆ+ε2 dˆ)
+
3(uˆ(ε1, ε2, 0; ς))2vˆ(ε1, ε2, 0; ς)
(θˆ(ε1uˆ+(ς)+ε2 dˆ))3
+
uˆ(ε1, ε2, 0; ς)wˆ(ε1, ε2, Ωˆ; ς)
θˆ(ε1uˆ+(ς)+ε2 dˆ)θˆ(ε1uˆ+(ς)− 12π ((n−1)K+k)Ωˆ+ε2 dˆ)
+
(
uˆ(ε1, ε2, 0; ς)
θˆ(ε1uˆ+(ς)+ε2 dˆ)
)4
− 2uˆ(ε1, ε2, 0; ς)vˆ(ε1, ε2, 0; ς)uˆ(ε1, ε2, Ωˆ; ς)
(θˆ(ε1uˆ+(ς)+ε2 dˆ))2θˆ(ε1uˆ+(ς)− 12π ((n−1)K+k)Ωˆ+ε2 dˆ)
−
(
uˆ(ε1, ε2, 0; ς)
θˆ(ε1uˆ+(ς)+ε2 dˆ)
)2
× vˆ(ε1, ε2, Ωˆ; ς)
θˆ(ε1uˆ+(ς)− 12π ((n−1)K+k)Ωˆ+ε2 dˆ)
− (uˆ(ε1, ε2, 0; ς))
3uˆ(ε1, ε2, Ωˆ; ς)
(θˆ(ε1uˆ+(ς)+ε2 dˆ))3θˆ(ε1uˆ+(ς)− 12π ((n−1)K+k)Ωˆ+ε2 dˆ)
, (726)
with
uˆ(ε1, ε2, Ωˆ; ς) :=2πΛˆ10(ε1, ε2, Ωˆ; ς), vˆ(ε1, ε2, Ωˆ; ς) :=−2π2Λˆ20(ε1, ε2, Ωˆ; ς), (727)
wˆ(ε1, ε2, Ωˆ; ς) :=2π
(
Λˆ01(ε1, ε2, Ωˆ; ς)−
2π2
3
Λˆ30(ε1, ε2, Ωˆ; ς)
)
, (728)
zˆ(ε1, ε2, Ωˆ; ς) :=−4π2
(
Λˆ11(ε1, ε2, Ωˆ; ς)−
π2
6
Λˆ40(ε1, ε2, Ωˆ; ς)
)
, (729)
Λˆ
j1
j2
(ε1, ε2, Ωˆ; ς)=
∑
m∈ZN
(rˆ1(ς))
j1(rˆ2(ς))
j2e2πi(m,ε1 uˆ+(ς)−
1
2π ((n−1)K+k)Ωˆ+ε2 dˆ)+iπ(m,τˆm), j1, j2 ∈N0, (730)
rˆ1(ς) :=
2
⋋ˆ(ς)
N∑
i=1
N∑
j=1
micˆi jς
N− j, (731)
rˆ2(ς) :=
2
3⋋ˆ(ς)
N∑
i=1
N∑
j=1
micˆi j
N− j− ς⋋ˆ′(ς)
⋋ˆ(ς)
 ςN− j−1, (732)
where 200
⋋ˆ(bˆ0) := i(−1)N(aˆN+1−bˆ0)1/2
N∏
m=1
(bˆm−bˆ0)1/2(aˆm−bˆ0)1/2, (733)
⋋ˆ(bˆ j) := i(−1)N− j(bˆ j−bˆ0)1/2(aˆN+1−bˆ j)1/2(bˆ j−aˆ j)1/2
j−1∏
m=1
(bˆ j−bˆm)1/2(bˆ j−aˆm)1/2
×
N∏
m′= j+1
(bˆm′−bˆ j)1/2(aˆm′−bˆ j)1/2, j=1, 2, . . . ,N, (734)
⋋ˆ
′
(bˆ0)
⋋ˆ(bˆ0)
=
1
2
 N∑
m=1
(
1
bˆ0−bˆm
+
1
bˆ0−aˆm
)
+
1
bˆ0−aˆN+1
 , (735)
⋋ˆ
′
(bˆ j)
⋋ˆ(bˆ j)
=
1
2

N∑
m=1
m, j
 1
bˆ j−bˆm
+
1
bˆ j−aˆm
+ 1
bˆ j−aˆ j
+
1
bˆ j−bˆ0
+
1
bˆ j−aˆN+1
 , j=1, 2, . . . ,N, (736)
and cˆi j, i, j=1, 2, . . . ,N, are described in Equations (42) and (43), and
Qˆ0(bˆ0) = − i(aˆN+1−bˆ0)−1/2
N∏
m=1
(bˆm−bˆ0)1/2
(aˆm−bˆ0)1/2
, (737)
200All square roots are positive.
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Qˆ1(bˆ0)
Qˆ0(bˆ0)
=
1
2
 N∑
m=1
(
1
bˆ0−bˆm
− 1
bˆ0−aˆm
)
− 1
bˆ0−aˆN+1
 , (738)
Qˆ2(bˆ0)
Qˆ0(bˆ0)
=
1
2
 N∑
m=1
(
1
(bˆ0−aˆm)2
− 1
(bˆ0−bˆm)2
)
+
1
(bˆ0−aˆN+1)2
+ 14
 N∑
m=1
(
1
bˆ0−aˆm
− 1
bˆ0−bˆm
)
+
1
bˆ0−aˆN+1
2 , (739)
Qˆ0(bˆ j) = −
i(bˆ j−bˆ0)1/2
(aˆN+1−bˆ j)1/2(bˆ j−aˆ j)1/2
j−1∏
m=1
(bˆ j−bˆm)1/2
(bˆ j−aˆm)1/2
N∏
m′= j+1
(bˆm′−bˆ j)1/2
(aˆm′−bˆ j)1/2
, j=1, 2, . . . ,N, (740)
Qˆ1(bˆ j)
Qˆ0(bˆ j)
=
1
2

N∑
m=1
m, j
 1
bˆ j−bˆm
− 1
bˆ j−aˆm
+ 1
bˆ j−bˆ0
− 1
bˆ j−aˆN+1
− 1
bˆ j−aˆ j
 , j=1, 2, . . . ,N, (741)
Qˆ2(bˆ j)
Qˆ0(bˆ j)
= − 1
2

N∑
m=1
m, j
 1
(bˆ j−bˆm)2
− 1
(bˆ j−aˆm)2
+ 1
(bˆ j−bˆ0)2
− 1
(bˆ j−aˆN+1)2
− 1
(bˆ j−aˆ j)2

+
1
4

N∑
m=1
m, j
 1
bˆ j−bˆm
− 1
bˆ j−aˆm
+ 1
bˆ j−bˆ0
− 1
bˆ j−aˆN+1
− 1
bˆ j−aˆ j

2
, j=1, 2, . . . ,N, (742)
αˆ0(bˆ0), αˆ0(bˆ j), αˆ1(bˆ0), and αˆ1(bˆ j), j=1, 2, . . . ,N, are given in Equations (93)–(96), respectively, αˆ2(bˆ0)= f ′′(bˆ0)/7
and αˆ2(bˆ j) = f ′′(bˆ j)/7, j = 1, 2, . . . ,N, where f ′′(bˆ0) and f ′′(bˆ j) are given in Equations (669) and (670), respec-
tively, and (M2(C)∋) cˆrm(n, k, zo; bˆ j−1)=N,n→∞
zo=1+o(1)
O(1), m∈N0, r∈{⊲, ⊳}, and, for j=1, 2, . . . ,N+1,
Aˆ(aˆ j) :=
(
m˜∞11 0
0 m˜∞22
) (
Aˆ11(aˆ j) Aˆ12(aˆ j)
Aˆ21(aˆ j) Aˆ22(aˆ j)
) (
m˜∞22 0
0 m˜∞11
)
ei((n−1)K+k)℧ˆ j , (743)
Bˆ(aˆ j) :=
(
m˜∞11 0
0 m˜∞22
) (
Bˆ11(aˆ j) Bˆ12(aˆ j)
Bˆ21(aˆ j) Bˆ22(aˆ j)
) (
m˜∞22 0
0 m˜∞11
)
ei((n−1)K+k)℧ˆ j , (744)
Cˆ(aˆ j) :=
(
m˜∞11 0
0 m˜∞22
) (
Cˆ11(aˆ j) Cˆ12(aˆ j)
Cˆ21(aˆ j) Cˆ22(aˆ j)
) (
m˜∞22 0
0 m˜∞11
)
ei((n−1)K+k)℧ˆ j , (745)
with
Aˆ11(aˆ j)=−Aˆ22(aˆ j)=−s1κˆ1(aˆ j)κˆ2(aˆ j)Qˆ0(aˆ j), (746)
Aˆ12(aˆ j)= is1(κˆ1(aˆ j))
2Qˆ0(aˆ j), Aˆ21(aˆ j)= is1(κˆ2(aˆ j))
2Qˆ0(aˆ j), (747)
Bˆ11(aˆ j)=−Bˆ22(aˆ j) = κˆ1(aˆ j)κˆ2(aˆ j)
(
−s1
(
Qˆ1(aˆ j)+Qˆ0(aˆ j)
(
kˆ11(aˆ j)+kˆ
1
−1(aˆ j)
))
− t1
(
(Qˆ0(aˆ j))
−1+Qˆ0(aˆ j)ℵˆ11(aˆ j)ℵˆ1−1(aˆ j)
)
+i(s1+t1)
(
ℵˆ1−1(aˆ j)−ℵˆ11(aˆ j)
))
, (748)
Bˆ12(aˆ j) = (κˆ1(aˆ j))
2
(
is1
(
Qˆ1(aˆ j)+2Qˆ0(aˆ j)kˆ
1
1(aˆ j)
)
+ it1
(
Qˆ0(aˆ j)(ℵˆ11(aˆ j))2−(Qˆ0(aˆ j))−1
)
−2(s1−t1)ℵˆ11(aˆ j)
)
, (749)
Bˆ21(aˆ j) = (κˆ2(aˆ j))
2
(
is1
(
Qˆ1(aˆ j)+2Qˆ0(aˆ j)kˆ
1
−1(aˆ j)
)
+ it1
(
Qˆ0(aˆ j)(ℵˆ1−1(aˆ j))2−(Qˆ0(aˆ j))−1
)
+2(s1−t1)ℵˆ1−1(aˆ j)
)
, (750)
Cˆ11(aˆ j)=−Cˆ22(aˆ j) = κˆ1(aˆ j)κˆ2(aˆ j)
(
−s1
(
Qˆ0(aˆ j)
(
ˆג11(aˆ j)+ ˆג
1
−1(aˆ j)+kˆ
1
1(aˆ j)kˆ
1
−1(aˆ j)
)
+ Qˆ1(aˆ j)
(
kˆ11(aˆ j)+kˆ
1
−1(aˆ j)
)
+
1
2
Qˆ2(aˆ j)+(Qˆ0(aˆ j))
−1ℵˆ11(aˆ j)ℵˆ1−1(aˆ j)
)
− t1
(
Qˆ0(aˆ j)
(
ℵˆ1−1(aˆ j)iˆ11(aˆ j)+ℵˆ11(aˆ j)iˆ1−1(aˆ j)
)
+(Qˆ0(aˆ j))
−1
×
(
kˆ11(aˆ j)+kˆ
1
−1(aˆ j)−Qˆ1(aˆ j)(Qˆ0(aˆ j))−1
)
+Qˆ1(aˆ j)ℵˆ11(aˆ j)ℵˆ1−1(aˆ j)
)
+ i(s1+t1)
(
iˆ1−1(aˆ j)−iˆ11(aˆ j)+ℵˆ1−1(aˆ j)kˆ11(aˆ j)−ℵˆ11(aˆ j)kˆ1−1(aˆ j)
))
, (751)
Cˆ12(aˆ j) = (κˆ1(aˆ j))
2
(
is1
(
Qˆ0(aˆ j)
(
2ˆג11(aˆ j)+(kˆ
1
1(aˆ j))
2
)
+2Qˆ1(aˆ j)kˆ
1
1(aˆ j)
− (Qˆ0(aˆ j))−1(ℵˆ11(aˆ j))2+
1
2
Qˆ2(aˆ j)
)
+it1
(
2Qˆ0(aˆ j)ℵˆ11(aˆ j)iˆ11(aˆ j)
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+ Qˆ1(aˆ j)(ℵˆ11(aˆ j))2+(Qˆ0(aˆ j))−1
(
Qˆ1(aˆ j)(Qˆ0(aˆ j))
−1−2kˆ11(aˆ j)
))
− 2(s1−t1)
(
iˆ11(aˆ j)+ℵˆ11(aˆ j)kˆ11(aˆ j)
))
, (752)
Cˆ21(aˆ j) = (κˆ2(aˆ j))
2
(
is1
(
Qˆ0(aˆ j)
(
2ˆג1−1(aˆ j)+(kˆ
1
−1(aˆ j))
2
)
+2Qˆ1(aˆ j)kˆ
1
−1(aˆ j)
− (Qˆ0(aˆ j))−1(ℵˆ1−1(aˆ j))2+
1
2
Qˆ2(aˆ j)
)
+it1
(
2Qˆ0(aˆ j)ℵˆ1−1(aˆ j)iˆ1−1(aˆ j)
+ Qˆ1(aˆ j)(ℵˆ1−1(aˆ j))2+(Qˆ0(aˆ j))−1
(
Qˆ1(aˆ j)(Qˆ0(aˆ j))
−1−2kˆ1−1(aˆ j)
))
+ 2(s1−t1)
(
iˆ1−1(aˆ j)+ℵˆ1−1(aˆ j)kˆ1−1(aˆ j)
))
, (753)
where, for ε1, ε2=±1, κˆ1(ς), κˆ2(ς), ℵˆε1ε2(ς), kˆε1ε2(ς), iˆε1ε2(ς), and ˆגε1ε2(ς) are defined by Equations (722)–(732), and
⋋ˆ(aˆN+1) := (aˆN+1−bˆ0)1/2
N∏
m=1
(aˆN+1−bˆm)1/2(aˆN+1−aˆm)1/2, (754)
⋋ˆ(aˆ j) := (−1)N+1− j(aˆ j−bˆ0)1/2(aˆN+1−aˆ j)1/2(bˆ j−aˆ j)1/2
j−1∏
m=1
(aˆ j−bˆm)1/2(aˆ j−aˆm)1/2
×
N∏
m′= j+1
(bˆm′−aˆ j)1/2(aˆm′−aˆ j)1/2, j=1, 2, . . . ,N, (755)
⋋ˆ
′
(aˆN+1)
⋋ˆ(aˆN+1)
=
1
2
 N∑
m=1
(
1
aˆN+1−bˆm
+
1
aˆN+1−aˆm
)
+
1
aˆN+1−bˆ0
 , (756)
⋋ˆ
′
(aˆ j)
⋋ˆ(aˆ j)
=
1
2

N∑
m=1
m, j
 1
aˆ j−bˆm
+
1
aˆ j−aˆm
+ 1
aˆ j−bˆ j
+
1
aˆ j−bˆ0
+
1
aˆ j−aˆN+1
 , j=1, 2, . . . ,N, (757)
Qˆ0(aˆN+1) = (aˆN+1−bˆ0)1/2
N∏
m=1
(aˆN+1−bˆm)1/2
(aˆN+1−aˆm)1/2
, (758)
Qˆ1(aˆN+1)
Qˆ0(aˆN+1)
=
1
2
 N∑
m=1
(
1
aˆN+1−bˆm
− 1
aˆN+1−aˆm
)
+
1
aˆN+1−bˆ0
 , (759)
Qˆ2(aˆN+1)
Qˆ0(aˆN+1)
= − 1
2
 N∑
m=1
(
1
(aˆN+1−bˆm)2
− 1
(aˆN+1−aˆm)2
)
+
1
(aˆN+1−bˆ0)2

+
1
4
 N∑
m=1
(
1
aˆN+1−bˆm
− 1
aˆN+1−aˆm
)
+
1
aˆN+1−bˆ0
2 , (760)
Qˆ0(aˆ j) =
(aˆ j−bˆ0)1/2(bˆ j−aˆ j)1/2
(aˆN+1−aˆ j)1/2
j−1∏
m=1
(aˆ j−bˆm)1/2
(aˆ j−aˆm)1/2
N∏
m′= j+1
(bˆm′−aˆ j)1/2
(aˆm′−aˆ j)1/2
, j=1, 2, . . . ,N, (761)
Qˆ1(aˆ j)
Qˆ0(aˆ j)
=
1
2

N∑
m=1
m, j
 1
aˆ j−bˆm
− 1
aˆ j−aˆm
+ 1
aˆ j−bˆ0
− 1
aˆ j−aˆN+1 +
1
aˆ j−bˆ j
 , j=1, 2, . . . ,N, (762)
Qˆ2(aˆ j)
Qˆ0(aˆ j)
= − 1
2

N∑
m=1
m, j
 1
(aˆ j−bˆm)2
− 1
(aˆ j−aˆm)2
+ 1
(aˆ j−bˆ0)2
− 1
(aˆ j−aˆN+1)2
+
1
(aˆ j−bˆ j)2

+
1
4

N∑
m=1
m, j
 1
aˆ j−bˆm
− 1
aˆ j−aˆm
+ 1
aˆ j−bˆ0
− 1
aˆ j−aˆN+1 +
1
aˆ j−bˆ j

2
, j=1, 2, . . . ,N, (763)
αˆ0(aˆN+1), αˆ0(aˆ j), αˆ1(aˆN+1), and αˆ1(aˆ j), j=1, 2, . . . ,N, are given in Equations (97)–(100), respectively, αˆ2(aˆN+1)=
f ′′(aˆN+1)/7 and αˆ2(aˆ j) = f ′′(aˆ j)/7, j = 1, 2, . . . ,N, where f ′′(aˆN+1) and f ′′(aˆ j), j = 1, 2, . . . ,N, are given in
Equations (671) and (672), respectively, and (M2(C) ∋) cˆrm(n, k, zo; aˆ j)=N,n→∞
zo=1+o(1)
O(1), m ∈N0, r ∈ {⊲, ⊳}; and (2) for
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n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, and for z∈∂U˜δ˜b˜ j−1 ∪∂U˜δ˜a˜ j , j=1, 2, . . . ,N+1, with w
ΣR˜
+ (z)= v˜R˜(z)−I,
w
ΣR˜
+ (z) =
N,n→∞
zo=1+o(1)
1
((n−1)K+k)
 (α˜0(b˜ j−1))−1
(z−b˜ j−1)2
A˜(b˜ j−1)+
(α˜0(b˜ j−1))−2
z−b˜ j−1
(
α˜0(b˜ j−1)B˜(b˜ j−1)−α˜1(b˜ j−1)A˜(b˜ j−1)
)
+(α˜0(b˜ j−1))−2
α˜0(b˜ j−1)
 α˜1(b˜ j−1)α˜0(b˜ j−1)
2− α˜2(b˜ j−1)
α˜0(b˜ j−1)
 A˜(b˜ j−1)−α˜1(b˜ j−1)B˜(b˜ j−1)+α˜0(b˜ j−1)C˜(b˜ j−1)


+ O
 1((n−1)K+k)
∞∑
m=1
c˜⊲m(n, k, zo; b˜ j−1)(z−b˜ j−1)m

+ O
 1((n−1)K+k)2(z−b˜ j−1)3
∞∑
m=0
c˜⊳m(n, k, zo; b˜ j−1)(z−b˜ j−1)m
 , z∈∂U˜δ˜b˜ j−1 , j=1, 2, . . . ,N+1,
(764)
and
w
ΣRˆ
+ (z) =
N,n→∞
zo=1+o(1)
1
((n−1)K+k)
(
(α˜0(a˜ j))−1
(z−a˜ j)2
A˜(a˜ j)+
(α˜0(a˜ j))−2
z−a˜ j
(
α˜0(a˜ j)B˜(a˜ j)−α˜1(a˜ j)A˜(a˜ j)
)
+(α˜0(a˜ j))
−2
α˜0(a˜ j) ( α˜1(a˜ j)α˜0(a˜ j)
)2
− α˜2(a˜ j)
α˜0(a˜ j)
 A˜(a˜ j)−α˜1(a˜ j)B˜(a˜ j)+α˜0(a˜ j)C˜(a˜ j)
+ O
 1((n−1)K+k)
∞∑
m=1
c˜⊲m(n, k, zo; a˜ j)(z−a˜ j)m

+ O
 1((n−1)K+k)2(z−a˜ j)3
∞∑
m=0
c˜⊳m(n, k, zo; a˜ j)(z−a˜ j)m
 , z∈∂U˜δ˜a˜ j , j=1, 2, . . . ,N+1, (765)
where, for j=1, 2, . . . ,N+1,
A˜(b˜ j−1) :=
(
K˜11 K˜12
K˜21 K˜22
) (
A˜11(b˜ j−1) A˜12(b˜ j−1)
A˜21(b˜ j−1) A˜22(b˜ j−1)
) (
K˜22 −K˜12
−K˜21 K˜11
)
ei((n−1)K+k)℧˜ j−1 , (766)
B˜(b˜ j−1) :=
(
K˜11 K˜12
K˜21 K˜22
) (
B˜11(b˜ j−1) B˜12(b˜ j−1)
B˜21(b˜ j−1) B˜22(b˜ j−1)
) (
K˜22 −K˜12
−K˜21 K˜11
)
ei((n−1)K+k)℧˜ j−1 , (767)
C˜(b˜ j−1) :=
(
K˜11 K˜12
K˜21 K˜22
) (
C˜11(b˜ j−1) C˜12(b˜ j−1)
C˜21(b˜ j−1) C˜22(b˜ j−1)
) (
K˜22 −K˜12
−K˜21 K˜11
)
ei((n−1)K+k)℧˜ j−1 , (768)
with K˜ defined in item (2) of Lemma 4.5, ℧˜m, m=0, 1, . . . ,N+1, defined in the corresponding item (ii) of Remark 4.3,
A˜11(b˜ j−1)=−A˜22(b˜ j−1)=−s1κ˜1(b˜ j−1)κ˜2(b˜ j−1)(Q˜0(b˜ j−1))−1, (769)
A˜12(b˜ j−1)=−is1(κ˜1(b˜ j−1))2(Q˜0(b˜ j−1))−1, A˜21(b˜ j−1)=−is1(κ˜2(b˜ j−1))2(Q˜0(b˜ j−1))−1, (770)
B˜11(b˜ j−1)=−B˜22(b˜ j−1) = κ˜1(b˜ j−1)κ˜2(b˜ j−1)
(
−s1(Q˜0(b˜ j−1))−1
(
k˜11(b˜ j−1)+k˜
1
−1(b˜ j−1)−Q˜1(b˜ j−1)(Q˜0(b˜ j−1))−1
)
− t1
(
Q˜0(b˜ j−1)+(Q˜0(b˜ j−1))−1ℵ˜11(b˜ j−1)ℵ˜1−1(b˜ j−1)
)
+i(s1+t1)
(
ℵ˜1−1(b˜ j−1)−ℵ˜11(b˜ j−1)
))
, (771)
B˜12(b˜ j−1) = (κ˜1(b˜ j−1))2
(
−is1(Q˜0(b˜ j−1))−1
(
2k˜11(b˜ j−1)−Q˜1(b˜ j−1)(Q˜0(b˜ j−1))−1
)
+ it1
(
Q˜0(b˜ j−1)−(Q˜0(b˜ j−1))−1(ℵ˜11(b˜ j−1))2
)
+2(s1−t1)ℵ˜11(b˜ j−1)
)
, (772)
B˜21(b˜ j−1) = (κ˜2(b˜ j−1))2
(
−is1(Q˜0(b˜ j−1))−1
(
2k˜1−1(b˜ j−1)−Q˜1(b˜ j−1)(Q˜0(b˜ j−1))−1
)
+ it1
(
Q˜0(b˜ j−1)−(Q˜0(b˜ j−1))−1(ℵ˜1−1(b˜ j−1))2
)
−2(s1−t1)ℵ˜1−1(b˜ j−1)
)
, (773)
C˜11(b˜ j−1)=−C˜22(b˜ j−1) = κ˜1(b˜ j−1)κ˜2(b˜ j−1)
(
s1
(
−Q˜0(b˜ j−1)ℵ˜11(b˜ j−1)ℵ˜1−1(b˜ j−1)−(Q˜0(b˜ j−1))−3(Q˜1(b˜ j−1))2
+
1
2
Q˜2(b˜ j−1)(Q˜0(b˜ j−1))−2+Q˜1(b˜ j−1)(Q˜0(b˜ j−1))−2
(
k˜11(b˜ j−1)+k˜
1
−1(b˜ j−1)
)
− (Q˜0(b˜ j−1))−1
(
˜ג11(b˜ j−1)+ ˜ג
1
−1(b˜ j−1)+k˜
1
1(b˜ j−1)k˜
1
−1(b˜ j−1)
))
+t1
(
−Q˜1(b˜ j−1)−Q˜0(b˜ j−1)
×
(
k˜11(b˜ j−1)+k˜
1
−1(b˜ j−1)
)
+Q˜1(b˜ j−1)(Q˜0(b˜ j−1))−2ℵ˜11(b˜ j−1)ℵ˜1−1(b˜ j−1)−(Q˜0(b˜ j−1))−1
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×
(
ℵ˜11(b˜ j−1)i˜1−1(b˜ j−1)+ℵ˜1−1(b˜ j−1)i˜11(b˜ j−1)
))
+i(s1+t1)
(
i˜1−1(b˜ j−1)−i˜11(b˜ j−1)
− ℵ˜11(b˜ j−1)k˜1−1(b˜ j−1)+ℵ˜1−1(b˜ j−1)k˜11(b˜ j−1)
))
, (774)
C˜12(b˜ j−1) = (κ˜1(b˜ j−1))2
(
is1
(
Q˜0(b˜ j−1)(ℵ˜11(b˜ j−1))2−(Q˜0(b˜ j−1))−3(Q˜1(b˜ j−1))2
+
1
2
Q˜2(b˜ j−1)(Q˜0(b˜ j−1))−2+2Q˜1(b˜ j−1)(Q˜0(b˜ j−1))−2k˜11(b˜ j−1)−(Q˜0(b˜ j−1))−1
×
(
2˜ג11(b˜ j−1)+(k˜
1
1(b˜ j−1))
2
))
+it1
(
2Q˜0(b˜ j−1)k˜11(b˜ j−1)+Q˜1(b˜ j−1)
+ Q˜1(b˜ j−1)(Q˜0(b˜ j−1))−2(ℵ˜11(b˜ j−1))2−2(Q˜0(b˜ j−1))−1ℵ˜11(b˜ j−1)i˜11(b˜ j−1)
)
+ 2(s1−t1)
(
i˜11(b˜ j−1)+ℵ˜11(b˜ j−1)k˜11(b˜ j−1)
))
, (775)
C˜21(b˜ j−1) = (κ˜2(b˜ j−1))2
(
is1
(
Q˜0(b˜ j−1)(ℵ˜1−1(b˜ j−1))2−(Q˜0(b˜ j−1))−3(Q˜1(b˜ j−1))2
+
1
2
Q˜2(b˜ j−1)(Q˜0(b˜ j−1))−2+2Q˜1(b˜ j−1)(Q˜0(b˜ j−1))−2k˜1−1(b˜ j−1)−(Q˜0(b˜ j−1))−1
×
(
2˜ג1−1(b˜ j−1)+(k˜
1
−1(b˜ j−1))
2
))
+it1
(
2Q˜0(b˜ j−1)k˜1−1(b˜ j−1)+Q˜1(b˜ j−1)
+ Q˜1(b˜ j−1)(Q˜0(b˜ j−1))−2(ℵ˜1−1(b˜ j−1))2−2(Q˜0(b˜ j−1))−1ℵ˜1−1(b˜ j−1)i˜1−1(b˜ j−1)
)
− 2(s1−t1)
(
i˜1−1(b˜ j−1)+ℵ˜1−1(b˜ j−1)k˜1−1(b˜ j−1)
))
, (776)
where, for ε1, ε2=±1,
κ˜1(ς) =
θ˜(u˜+(ς)− 12π ((n−1)K+k)Ω˜+ d˜)
θ˜(u˜+(ς)+ d˜)
, κ˜2(ς) =
θ˜(u˜+(ς)− 12π ((n−1)K+k)Ω˜− d˜)
θ˜(u˜+(ς)− d˜)
, (777)
ℵ˜ε1ε2(ς) = −
u˜(ε1, ε2, 0; ς)
θ˜(ε1u˜+(ς)+ε2 d˜)
+
u˜(ε1, ε2, Ω˜; ς)
θ˜(ε1u˜+(ς)− 12π ((n−1)K+k)Ω˜+ε2 d˜)
, (778)
k˜ε1ε2(ς) = −
v˜(ε1, ε2, 0; ς)
θ˜(ε1u˜+(ς)+ε2 d˜)
+
v˜(ε1, ε2, Ω˜; ς)
θ˜(ε1u˜+(ς)− 12π ((n−1)K+k)Ω˜+ε2 d˜)
−
(
u˜(ε1, ε2, 0; ς)
θ˜(ε1u˜+(ς)+ε2 d˜)
)2
+
u˜(ε1, ε2, 0; ς)u˜(ε1, ε2, Ω˜; ς)
θ˜(ε1u˜+(ς)+ε2 d˜)θ˜(ε1u˜+(ς)− 12π ((n−1)K+k)Ω˜+ε2 d˜)
, (779)
i˜ε1ε2(ξ) = −
w˜(ε1, ε2, 0; ς)
θ˜(ε1u˜+(ς)+ε2 d˜)
+
w˜(ε1, ε2, Ω˜; ς)
θ˜(ε1u˜+(ς)− 12π ((n−1)K+k)Ω˜+ε2 d˜)
+
2u˜(ε1, ε2, 0; ς)v˜(ε1, ε2, 0; ς)
(θ˜(ε1u˜+(ς)+ε2 d˜))2
− v˜(ε1, ε2, 0; ς)u˜(ε1, ε2, Ω˜; ς)
θ˜(ε1u˜+(ς)+ε2 d˜)θ˜(ε1u˜+(ς)− 12π ((n−1)K+k)Ω˜+ε2 d˜)
+
(
u˜(ε1, ε2, 0; ς)
θ˜(ε1u˜+(ς)+ε2 d˜)
)3
− u˜(ε1, ε2, 0; ς)v˜(ε1, ε2, Ω˜; ς)
θ˜(ε1u˜+(ς)+ε2 d˜)θ˜(ε1u˜+(ς)− 12π ((n−1)K+k)Ω˜+ε2 d˜)
−
(
u˜(ε1, ε2, 0; ς)
θ˜(ε1u˜+(ς)+ε2 d˜)
)2
× u˜(ε1, ε2, Ω˜; ς)
θ˜(ε1u˜+(ς)− 12π ((n−1)K+k)Ω˜+ε2 d˜)
, (780)
˜גε1ε2(ς) = −
z˜(ε1, ε2, 0; ς)
θ˜(ε1u˜+(ς)+ε2 d˜)
+
z˜(ε1, ε2, Ω˜; ς)
θ˜(ε1u˜+(ς)− 12π ((n−1)K+k)Ω˜+ε2 d˜)
+
(
v˜(ε1, ε2, 0; ς)
θ˜(ε1u˜+(ς)+ε2 d˜)
)2
− v˜(ε1, ε2, 0; ς)v˜(ε1, ε2, Ω˜; ς)
θ˜(ε1u˜+(ς)+ε2 d˜)θ˜(ε1u˜+(ς)− 12π ((n−1)K+k)Ω˜+ε2 d˜)
− 2u˜(ε1, ε2, 0; ς)w˜(ε1, ε2, 0; ς)
(θ˜(ε1u˜+(ς)+ε2 d˜))2
+
w˜(ε1, ε2, 0; ς)u˜(ε1, ε2, Ω˜; ς)
θ˜(ε1u˜+(ς)+ε2 d˜)θ˜(ε1u˜+(ς)− 12π ((n−1)K+k)Ω˜+ε2 d˜)
+
3(u˜(ε1, ε2, 0; ς))2v˜(ε1, ε2, 0; ς)
(θ˜(ε1u˜+(ς)+ε2 d˜))3
+
u˜(ε1, ε2, 0; ς)w˜(ε1, ε2, Ω˜; ς)
θ˜(ε1u˜+(ς)+ε2 d˜)θ˜(ε1u˜+(ς)− 12π ((n−1)K+k)Ω˜+ε2 d˜)
+
(
u˜(ε1, ε2, 0; ς)
θ˜(ε1u˜+(ς)+ε2 d˜)
)4
− 2u˜(ε1, ε2, 0; ς)v˜(ε1, ε2, 0; ς)u˜(ε1, ε2, Ω˜; ς)
(θ˜(ε1u˜+(ς)+ε2 d˜))2θ˜(ε1u˜+(ς)− 12π ((n−1)K+k)Ω˜+ε2 d˜)
−
(
u˜(ε1, ε2, 0; ς)
θ˜(ε1u˜+(ς)+ε2 d˜)
)2
× v˜(ε1, ε2, Ω˜; ς)
θ˜(ε1u˜+(ς)− 12π ((n−1)K+k)Ω˜+ε2 d˜)
− (u˜(ε1, ε2, 0; ς))
3u˜(ε1, ε2, Ω˜; ς)
(θ˜(ε1u˜+(ς)+ε2 d˜))3θ˜(ε1u˜+(ς)− 12π ((n−1)K+k)Ω˜+ε2 d˜)
, (781)
Orthogonal Rational Functions: Characterisation, Multi-Point Pade´ Approximants, and Asymptotics 258
with
u˜(ε1, ε2, Ω˜; ς) :=2πΛ˜10(ε1, ε2, Ω˜; ς), v˜(ε1, ε2, Ω˜; ς) :=−2π2Λ˜20(ε1, ε2, Ω˜; ς), (782)
w˜(ε1, ε2, Ω˜; ς) :=2π
(
Λ˜01(ε1, ε2, Ω˜; ς)−
2π2
3
Λ˜30(ε1, ε2, Ω˜; ς)
)
, (783)
z˜(ε1, ε2, Ω˜; ς) :=−4π2
(
Λ˜11(ε1, ε2, Ω˜; ς)−
π2
6
Λ˜40(ε1, ε2, Ω˜; ς)
)
, (784)
Λ˜
j1
j2
(ε1, ε2, Ω˜; ς)=
∑
m∈ZN
(r˜1(ς))
j1(r˜2(ς))
j2e2πi(m,ε1 u˜+(ς)−
1
2π ((n−1)K+k)Ω˜+ε2 d˜)+iπ(m,τ˜m), j1, j2 ∈N0, (785)
r˜1(ς) :=
2
⋋˜(ς)
N∑
i=1
N∑
j=1
mic˜i jς
N− j, (786)
r˜2(ς) :=
2
3⋋˜(ς)
N∑
i=1
N∑
j=1
mic˜i j
N− j− ς⋋˜′(ς)
⋋˜(ς)
 ςN− j−1, (787)
where
⋋˜(b˜0) := i(−1)N(a˜N+1−b˜0)1/2
N∏
m=1
(b˜m−b˜0)1/2(a˜m−b˜0)1/2, (788)
⋋˜(b˜ j) := i(−1)N− j(b˜ j−b˜0)1/2(a˜N+1−b˜ j)1/2(b˜ j−a˜ j)1/2
j−1∏
m=1
(b˜ j−b˜m)1/2(b˜ j−a˜m)1/2
×
N∏
m′= j+1
(b˜m′−b˜ j)1/2(a˜m′−b˜ j)1/2, j=1, 2, . . . ,N, (789)
⋋˜
′
(b˜0)
⋋˜(b˜0)
=
1
2
 N∑
m=1
(
1
b˜0−b˜m
+
1
b˜0−a˜m
)
+
1
b˜0−a˜N+1
 , (790)
⋋˜
′
(b˜ j)
⋋˜(b˜ j)
=
1
2

N∑
m=1
m, j
 1
b˜ j−b˜m
+
1
b˜ j−a˜m
+ 1
b˜ j−a˜ j
+
1
b˜ j−b˜0
+
1
b˜ j−a˜N+1
 , j=1, 2, . . . ,N, (791)
and c˜i j, i, j=1, 2, . . . ,N, are described in Equations (45) and (46), and
Q˜0(b˜0) = − i(a˜N+1−b˜0)−1/2
N∏
m=1
(b˜m−b˜0)1/2
(a˜m−b˜0)1/2
, (792)
Q˜1(b˜0)
Q˜0(b˜0)
=
1
2
 N∑
m=1
(
1
b˜0−b˜m
− 1
b˜0−a˜m
)
− 1
b˜0−a˜N+1
 , (793)
Q˜2(b˜0)
Q˜0(b˜0)
=
1
2
 N∑
m=1
(
1
(b˜0−a˜m)2
− 1
(b˜0−b˜m)2
)
+
1
(b˜0−a˜N+1)2
+ 14
 N∑
m=1
(
1
b˜0−a˜m
− 1
b˜0−b˜m
)
+
1
b˜0−a˜N+1
2 , (794)
Q˜0(b˜ j) = −
i(b˜ j−b˜0)1/2
(a˜N+1−b˜ j)1/2(b˜ j−a˜ j)1/2
j−1∏
m=1
(b˜ j−b˜m)1/2
(b˜ j−a˜m)1/2
N∏
m′= j+1
(b˜m′−b˜ j)1/2
(a˜m′−b˜ j)1/2
, j=1, 2, . . . ,N, (795)
Q˜1(b˜ j)
Q˜0(b˜ j)
=
1
2

N∑
m=1
m, j
 1
b˜ j−b˜m
− 1
b˜ j−a˜m
+ 1
b˜ j−b˜0
− 1
b˜ j−a˜N+1
− 1
b˜ j−a˜ j
 , j=1, 2, . . . ,N, (796)
Q˜2(b˜ j)
Q˜0(b˜ j)
= − 1
2

N∑
m=1
m, j
 1
(b˜ j−b˜m)2
− 1
(b˜ j−a˜m)2
+ 1
(b˜ j−b˜0)2
− 1
(b˜ j−a˜N+1)2
− 1
(b˜ j−a˜ j)2

+
1
4

N∑
m=1
m, j
 1
b˜ j−b˜m
− 1
b˜ j−a˜m
+ 1
b˜ j−b˜0
− 1
b˜ j−a˜N+1
− 1
b˜ j−a˜ j

2
, j=1, 2, . . . ,N, (797)
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α˜0(b˜0), α˜0(b˜ j), α˜1(b˜0), and α˜1(b˜ j), j = 1, 2, . . . ,N, are given in Equations (208)–(211), respectively, and α˜2(b˜0)=
f ′′(b˜0)/7 and α˜2(b˜ j)= f ′′(b˜ j)/7, j=1, 2, . . . ,N, where f ′′(b˜0) and f ′′(b˜ j) are given in Equations (673) and (674),
respectively, and (M2(C)∋) c˜rm(n, k, zo; b˜ j−1)=N,n→∞
zo=1+o(1)
O(1), m∈N0, r∈{⊲, ⊳}, and, for j=1, 2, . . . ,N+1,
A˜(a˜ j) :=
(
K˜11 K˜12
K˜21 K˜22
) (
A˜11(a˜ j) A˜12(a˜ j)
A˜21(a˜ j) A˜22(a˜ j)
) (
K˜22 −K˜12
−K˜21 K˜11
)
ei((n−1)K+k)℧˜ j , (798)
B˜(a˜ j) :=
(
K˜11 K˜12
K˜21 K˜22
) (
B˜11(a˜ j) B˜12(a˜ j)
B˜21(a˜ j) B˜22(a˜ j)
) (
K˜22 −K˜12
−K˜21 K˜11
)
ei((n−1)K+k)℧˜ j , (799)
C˜(a˜ j) :=
(
K˜11 K˜12
K˜21 K˜22
) (
C˜11(a˜ j) C˜12(a˜ j)
C˜21(a˜ j) C˜22(a˜ j)
) (
K˜22 −K˜12
−K˜21 K˜11
)
ei((n−1)K+k)℧˜ j , (800)
with
A˜11(a˜ j)=−A˜22(a˜ j)=−s1κ˜1(a˜ j)κ˜2(a˜ j)Q˜0(a˜ j), (801)
A˜12(a˜ j)= is1(κ˜1(a˜ j))
2Q˜0(a˜ j), A˜21(a˜ j)= is1(κ˜2(a˜ j))
2Q˜0(a˜ j), (802)
B˜11(a˜ j)=−B˜22(a˜ j) = κ˜1(a˜ j)κ˜2(a˜ j)
(
−s1
(
Q˜1(a˜ j)+Q˜0(a˜ j)
(
k˜11(a˜ j)+k˜
1
−1(a˜ j)
))
− t1
(
(Q˜0(a˜ j))
−1+Q˜0(a˜ j)ℵ˜11(a˜ j)ℵ˜1−1(a˜ j)
)
+i(s1+t1)
(
ℵ˜1−1(a˜ j)−ℵ˜11(a˜ j)
))
, (803)
B˜12(a˜ j) = (κ˜1(a˜ j))
2
(
is1
(
Q˜1(a˜ j)+2Q˜0(a˜ j)k˜
1
1(a˜ j)
)
+ it1
(
Q˜0(a˜ j)(ℵ˜11(a˜ j))2−(Q˜0(a˜ j))−1
)
−2(s1−t1)ℵ˜11(a˜ j)
)
, (804)
B˜21(a˜ j) = (κ˜2(a˜ j))
2
(
is1
(
Q˜1(a˜ j)+2Q˜0(a˜ j)k˜
1
−1(a˜ j)
)
+ it1
(
Q˜0(a˜ j)(ℵ˜1−1(a˜ j))2−(Q˜0(a˜ j))−1
)
+2(s1−t1)ℵ˜1−1(a˜ j)
)
, (805)
C˜11(a˜ j)=−C˜22(a˜ j) = κ˜1(a˜ j)κ˜2(a˜ j)
(
−s1
(
Q˜0(a˜ j)
(
˜ג11(a˜ j)+ ˜ג
1
−1(a˜ j)+k˜
1
1(a˜ j)k˜
1
−1(a˜ j)
)
+ Q˜1(a˜ j)
(
k˜11(a˜ j)+k˜
1
−1(a˜ j)
)
+
1
2
Q˜2(a˜ j)+(Q˜0(a˜ j))
−1ℵ˜11(a˜ j)ℵ˜1−1(a˜ j)
)
− t1
(
Q˜0(a˜ j)
(
ℵ˜1−1(a˜ j)i˜11(a˜ j)+ℵ˜11(a˜ j)i˜1−1(a˜ j)
)
+(Q˜0(a˜ j))
−1
×
(
k˜11(a˜ j)+k˜
1
−1(a˜ j)−Q˜1(a˜ j)(Q˜0(a˜ j))−1
)
+Q˜1(a˜ j)ℵ˜11(a˜ j)ℵ˜1−1(a˜ j)
)
+ i(s1+t1)
(
i˜1−1(a˜ j)−i˜11(a˜ j)+ℵ˜1−1(a˜ j)k˜11(a˜ j)−ℵ˜11(a˜ j)k˜1−1(a˜ j)
))
, (806)
C˜12(a˜ j) = (κ˜1(a˜ j))
2
(
is1
(
Q˜0(a˜ j)
(
2˜ג11(a˜ j)+(k˜
1
1(a˜ j))
2
)
+2Q˜1(a˜ j)k˜
1
1(a˜ j)
− (Q˜0(a˜ j))−1(ℵ˜11(a˜ j))2+
1
2
Q˜2(a˜ j)
)
+it1
(
2Q˜0(a˜ j)ℵ˜11(a˜ j)i˜11(a˜ j)
+ Q˜1(a˜ j)(ℵ˜11(a˜ j))2+(Q˜0(a˜ j))−1
(
Q˜1(a˜ j)(Q˜0(a˜ j))
−1−2k˜11(a˜ j)
))
− 2(s1−t1)
(
i˜11(a˜ j)+ℵ˜11(a˜ j)k˜11(a˜ j)
))
, (807)
C˜21(a˜ j) = (κ˜2(a˜ j))
2
(
is1
(
Q˜0(a˜ j)
(
2˜ג1−1(a˜ j)+(k˜
1
−1(a˜ j))
2
)
+2Q˜1(a˜ j)k˜
1
−1(a˜ j)
− (Q˜0(a˜ j))−1(ℵ˜1−1(a˜ j))2+
1
2
Q˜2(a˜ j)
)
+it1
(
2Q˜0(a˜ j)ℵ˜1−1(a˜ j)i˜1−1(a˜ j)
+ Q˜1(a˜ j)(ℵ˜1−1(a˜ j))2+(Q˜0(a˜ j))−1
(
Q˜1(a˜ j)(Q˜0(a˜ j))
−1−2k˜1−1(a˜ j)
))
+ 2(s1−t1)
(
i˜1−1(a˜ j)+ℵ˜1−1(a˜ j)k˜1−1(a˜ j)
))
, (808)
where, for ε1, ε2=±1, κ˜1(ς), κ˜2(ς), ℵ˜ε1ε2(ς), k˜ε1ε2(ς), i˜ε1ε2(ς), and ˜גε1ε2(ς) are defined by Equations (777)–(787), and
⋋˜(a˜N+1) := (a˜N+1−b˜0)1/2
N∏
m=1
(a˜N+1−b˜m)1/2(a˜N+1−a˜m)1/2, (809)
⋋˜(a˜ j) := (−1)N+1− j(a˜ j−b˜0)1/2(a˜N+1−a˜ j)1/2(b˜ j−a˜ j)1/2
j−1∏
m=1
(a˜ j−b˜m)1/2(a˜ j−a˜m)1/2
×
N∏
m′= j+1
(b˜m′−a˜ j)1/2(a˜m′−a˜ j)1/2, j=1, 2, . . . ,N, (810)
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⋋˜
′
(a˜N+1)
⋋˜(a˜N+1)
=
1
2
 N∑
m=1
(
1
a˜N+1−b˜m
+
1
a˜N+1−a˜m
)
+
1
a˜N+1−b˜0
 , (811)
⋋˜
′
(a˜ j)
⋋˜(a˜ j)
=
1
2

N∑
m=1
m, j
 1
a˜ j−b˜m
+
1
a˜ j−a˜m
+ 1
a˜ j−b˜ j
+
1
a˜ j−b˜0
+
1
a˜ j−a˜N+1
 , j=1, 2, . . . ,N, (812)
Q˜0(a˜N+1) = (a˜N+1−b˜0)1/2
N∏
m=1
(a˜N+1−b˜m)1/2
(a˜N+1−a˜m)1/2
, (813)
Q˜1(a˜N+1)
Q˜0(a˜N+1)
=
1
2
 N∑
m=1
(
1
a˜N+1−b˜m
− 1
a˜N+1−a˜m
)
+
1
a˜N+1−b˜0
 , (814)
Q˜2(a˜N+1)
Q˜0(a˜N+1)
= − 1
2
 N∑
m=1
(
1
(a˜N+1−b˜m)2
− 1
(a˜N+1−a˜m)2
)
+
1
(a˜N+1−b˜0)2

+
1
4
 N∑
m=1
(
1
a˜N+1−b˜m
− 1
a˜N+1−a˜m
)
+
1
a˜N+1−b˜0
2 , (815)
Q˜0(a˜ j) =
(a˜ j−b˜0)1/2(b˜ j−a˜ j)1/2
(a˜N+1−a˜ j)1/2
j−1∏
m=1
(a˜ j−b˜m)1/2
(a˜ j−a˜m)1/2
N∏
m′= j+1
(b˜m′−a˜ j)1/2
(a˜m′−a˜ j)1/2
, j=1, 2, . . . ,N, (816)
Q˜1(a˜ j)
Q˜0(a˜ j)
=
1
2

N∑
m=1
m, j
 1
a˜ j−b˜m
− 1
a˜ j−a˜m
+ 1
a˜ j−b˜0
− 1
a˜ j−a˜N+1 +
1
a˜ j−b˜ j
 , j=1, 2, . . . ,N, (817)
Q˜2(a˜ j)
Q˜0(a˜ j)
= − 1
2

N∑
m=1
m, j
 1
(a˜ j−b˜m)2
− 1
(a˜ j−a˜m)2
+ 1
(a˜ j−b˜0)2
− 1
(a˜ j−a˜N+1)2
+
1
(a˜ j−b˜ j)2

+
1
4

N∑
m=1
m, j
 1
a˜ j−b˜m
− 1
a˜ j−a˜m
+ 1
a˜ j−b˜0
− 1
a˜ j−a˜N+1 +
1
a˜ j−b˜ j

2
, j=1, 2, . . . ,N, (818)
α˜0(a˜N+1), α˜0(a˜ j), α˜1(a˜N+1), and α˜1(a˜ j), j=1, 2, . . . ,N, are given in Equations (212)–(215), respectively, α˜2(a˜N+1)=
f ′′(a˜N+1)/7 and α˜2(a˜ j) = f ′′(a˜ j)/7, j = 1, 2, . . . ,N, where f ′′(a˜N+1) and f ′′(a˜ j) are given by Equations (675)
and (676), respectively, and (M2(C)∋) c˜rm(n, k, zo; a˜ j)=N,n→∞
zo=1+o(1)
O(1), m∈N0, r∈{⊲, ⊳}.
Proof. The proof of this Proposition 5.1 consists of two cases: (i) n ∈N and k ∈ {1, 2, . . . ,K} such that αps :=
αk =∞; and (ii) n∈N and k∈{1, 2, . . . ,K} such that αps :=αk ,∞. Notwithstanding the fact that the scheme of the
proof is, mutatis mutandis, similar for both cases, case (ii), nevertheless, is the more technically challenging of the
two; therefore, without loss of generality, only the proof for case (ii) is presented in detail, whilst case (i) is proved
analogously.
For n∈N and k ∈ {1, 2, . . . ,K} such that αps :=αk ,∞, and for z∈∂U˜δ˜b˜ j−1 ∪ ∂U˜δ˜a˜ j , j=1, 2, . . . ,N+1, consider,
say, and without loss of generality, the case z ∈ ∂U˜δ˜a˜ j , j = 1, 2, . . . ,N+1; the analysis for the case z ∈ ∂U˜δ˜b˜ j−1 ,
j=1, 2, . . . ,N+1, is analogous. For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, via the asymptotic expansion,
in the double-scaling limit N, n → ∞ such that zo = 1+o(1), for v˜R˜(z) given in Equation (690), the expression
ξ˜a˜ j (z)= (z−a˜ j)3/2G˜a˜ j (z), z∈U˜δ˜a˜ j \ (−∞, a˜ j), j=1, 2, . . . ,N+1, given in Lemma 4.9, and the formula w
ΣR˜
+ (z)= v˜R˜(z)−I,
it follows that, for z∈C± ∩ ∂U˜δ˜a˜ j , j=1, 2, . . . ,N+1,
K˜−1wΣR˜+ (z)K˜ =
N,n→∞
zo=1+o(1)
1
((n−1)K+k)(z−a˜ j)3/2G˜a˜ j (z)
M˜(z)
( ∓(s1+t1) ±i(s1−t1)ei((n−1)K+k)℧˜ j
±i(s1−t1)e−i((n−1)K+k)℧˜ j ±(s1+t1)
)
(M˜(z))−1
+O
 1
((n−1)K+k)2(z−a˜ j)3(G˜a˜ j(z))2
M˜(z)c˜⊳(n, k, zo; j)(M˜(z))
−1
 , (819)
where K˜ and M˜(z) are given in item (2) of Lemma 4.5, and ℧˜m, m=0, 1, . . . ,N+1, is defined in the corresponding
item (ii) of Remark 4.3. For n ∈N and k ∈ {1, 2, . . . ,K} such that αps := αk ,∞, a matrix-multiplication argument
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shows that, for z∈C± ∩ ∂U˜δ˜a˜ j , j=1, 2, . . . ,N+1,
M˜(z)
( ∓(s1+t1) ±i(s1−t1)ei((n−1)K+k)℧˜ j
±i(s1−t1)e−i((n−1)K+k)℧˜ j ±(s1+t1)
)
(M˜(z))−1=
(
t˜11(z) t˜12(z)
t˜21(z) t˜22(z)
)
, (820)
where
t˜11(z) := ∓ 14 (s1+t1)
(
(γ˜(z))2+1
γ˜(z)
)2
m˜11(z)m˜22(z)∓ 14 (s1−t1)
(
(γ˜(z))4−1
(γ˜(z))2
)
m˜11(z)m˜21(z)e
i((n−1)K+k)℧˜ j
∓ 1
4
(s1+t1)
(
(γ˜(z))2−1
γ˜(z)
)2
m˜12(z)m˜21(z)∓ 14(s1−t1)
(
(γ˜(z))4−1
(γ˜(z))2
)
m˜12(z)m˜22(z)e
−i((n−1)K+k)℧˜ j , (821)
t˜12(z) := ± i2 (s1+t1)
(
(γ˜(z))4−1
(γ˜(z))2
)
m˜11(z)m˜12(z)± i4 (s1−t1)
(
(γ˜(z))2+1
γ˜(z)
)2
(m˜11(z))
2ei((n−1)K+k)℧˜ j
± i
4
(s1−t1)
(
(γ˜(z))2−1
γ˜(z)
)2
(m˜12(z))
2e−i((n−1)K+k)℧˜ j , (822)
t˜21(z) := ± i2 (s1+t1)
(
(γ˜(z))4−1
(γ˜(z))2
)
m˜21(z)m˜22(z)± i4 (s1−t1)
(
(γ˜(z))2−1
γ˜(z)
)2
(m˜21(z))
2ei((n−1)K+k)℧˜ j
± i
4
(s1−t1)
(
(γ˜(z))2+1
γ˜(z)
)2
(m˜22(z))
2e−i((n−1)K+k)℧˜ j , (823)
t˜22(z) := ± 14 (s1+t1)
(
(γ˜(z))2+1
γ˜(z)
)2
m˜11(z)m˜22(z)± 14 (s1−t1)
(
(γ˜(z))4−1
(γ˜(z))2
)
m˜11(z)m˜21(z)e
i((n−1)K+k)℧˜ j
± 1
4
(s1+t1)
(
(γ˜(z))2−1
γ˜(z)
)2
m˜12(z)m˜21(z)± 14(s1−t1)
(
(γ˜(z))4−1
(γ˜(z))2
)
m˜12(z)m˜22(z)e
−i((n−1)K+k)℧˜ j , (824)
with γ˜(z) and m˜(z) defined by Equations (665) and (668), respectively. Recall from the associated Subsection 1.3.1
that, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, ω˜ := (ω˜1, ω˜2, . . . , ω˜N), where ω˜i=
∑N
j′=1 c˜i j′(R˜(z))
−1/2zN− j
′
· dz, i=1, 2, . . . ,N, with ci j′ , i, j′=1, 2, . . . ,N, described by Equations (45) and (46), and the multi-valued function
(R˜(z))1/2 is defined by Equation (442): a calculation shows that
ω˜i =
z→a˜ j
j=1,2,...,N+1
(⋋˜(a˜ j))−1
(z−a˜ j)1/2
(
p˜i(a˜ j)+q˜i(a˜ j)(z−a˜ j)+u˜i(a˜ j)(z−a˜ j)2+O((z−a˜ j)3)
)
dz, i=1, 2, . . . ,N, (825)
where
p˜i(ς)=
N∑
j′=1
c˜i j′ς
N− j′ , q˜i(ς)=
N∑
j′=1
c˜i j′
N− j′− ς⋋˜′(ς)
⋋˜(ς)
 ςN− j′−1,
with ⋋˜(a˜ j), ⋋˜
′
(a˜ j) given by Equations (809)–(812), and
u˜i(ς)=
N∑
m=1
c˜im
12(N−m)(N−m−1)−(N−m)ς⋋˜
′
(ς)
⋋˜(ς)
+
 ⋋˜′(ς)⋋˜(ς)
2− ⋋˜′′(ς)
2⋋˜(ς)
 ς2
 ςN−m−2, i=1, 2, . . . ,N,
with
⋋˜
′′
(a˜N+1)
⋋˜(a˜N+1)
= − 1
2
 N∑
m=1
(
1
(a˜N+1−b˜m)2
+
1
(a˜N+1−a˜m)2
)
+
1
(a˜N+1−b˜0)2

+
1
4
 N∑
m=1
(
1
a˜N+1−b˜m
+
1
a˜N+1−a˜m
)
+
1
a˜N+1−b˜0
2 ,
⋋˜
′′
(a˜ j′)
⋋˜(a˜ j′)
= − 1
2

N∑
m=1
m, j′
 1
(a˜ j′−b˜m)2
+
1
(a˜ j′−a˜m)2
+ 1
(a˜ j′−b˜ j′)2
+
1
(a˜ j′−a˜N+1)2
+
1
(a˜ j′−b˜0)2

+
1
4

N∑
m=1
m, j′
 1
a˜ j′−b˜m
+
1
a˜ j′−a˜m
+ 1
a˜ j′−b˜ j′
+
1
a˜ j′−a˜N+1 +
1
a˜ j′−b˜0

2
, j′=1, 2, . . . ,N.
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An integration argument reveals that, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞,∫ z
a˜ j
ω˜i =
z→a˜ j
j=1,2,...,N+1
2p˜i(a˜ j)
⋋˜(a˜ j)
(z−a˜ j)1/2+
2q˜i(a˜ j)
3⋋˜(a˜ j)
(z−a j)3/2+
2u˜i(a˜ j)
5⋋˜(a˜ j)
(z−a˜ j)5/2+O((z−a˜ j)7/2), i=1, 2, . . . ,N. (826)
Recall from the proof of Lemma 4.5 that, for n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk , ∞, the matrix
m˜(z) defined by Equation (668) satisfies the jump relation m˜+(z) = m˜−(z)(exp(−i((n−1)K+k)Ω˜ j′)σ−+exp(i((n−
1)K+k)Ω˜ j′)σ+) for z ∈ (a˜ j′ , b˜ j′) \ {z˜±j′ }, j′ = 1, 2, . . . ,N, and m˜+(z) = m˜−(z)
(
0 1
1 0
)
for z ∈ (−∞, b˜0) ∪ (a˜N+1,+∞):
via this latter observation, the relation u˜(z) :=
∫ z
a˜N+1
ω˜ = u˜(a˜ j′)+ (
∫ z
a˜ j′
ω˜1,
∫ z
a˜ j′
ω˜2, . . . ,
∫ z
a˜ j′
ω˜N), j′ = 1, 2, . . . ,N+1,
with u˜(a˜N+1) ≡ (0, 0, . . . , 0) (∈ Jac(Y˜)), and the representation for θ˜(z) given by Equation (47), it follows from
the Expansion (826), and a careful analysis of the branch cuts, that, for n ∈ N and k ∈ {1, 2, . . . ,K} such that
αps :=αk,∞,
m˜11(z) =
z→a˜ j
j=1,2,...,N+1
κ˜1(a˜ j)
(
1+iℵ˜11(a˜ j)(z−a˜ j)1/2+k˜11(a˜ j)(z−a˜ j)+ii˜11(a˜ j)(z−a˜ j)3/2+ ˜ג11(a˜ j)(z−a˜ j)2+O((z−a˜ j)5/2)
)
, (827)
m˜12(z) =
z→a˜ j
j=1,2,...,N+1
κ˜1(a˜ j)
(
1−iℵ˜−11 (a˜ j)(z−a˜ j)1/2+k˜−11 (a˜ j)(z−a˜ j)−ii˜−11 (a˜ j)(z−a˜ j)3/2+ ˜ג−11 (a˜ j)(z−a˜ j)2+O((z−a˜ j)5/2)
)
× exp
(
i((n−1)K+k)℧˜ j
)
, (828)
m˜21(z) =
z→a˜ j
j=1,2,...,N+1
κ˜2(a˜ j)
(
1+iℵ˜1−1(a˜ j)(z−a˜ j)1/2+k˜1−1(a˜ j)(z−a˜ j)+ii˜1−1(a˜ j)(z−a˜ j)3/2+ ˜ג1−1(a˜ j)(z−a˜ j)2+O((z−a˜ j)5/2)
)
,
(829)
m˜22(z) =
z→a˜ j
j=1,2,...,N+1
κ˜2(a˜ j)
(
1−iℵ˜−1−1(a˜ j)(z−a˜ j)1/2+k˜−1−1(a˜ j)(z−a˜ j)−ii˜−1−1(a˜ j)(z−a˜ j)3/2+ ˜ג−1−1(a˜ j)(z−a˜ j)2+O((z−a˜ j)5/2)
)
× exp
(
i((n−1)K+K)℧˜ j
)
, (830)
where, for ε1, ε2 = ±1, κ˜1(ς), κ˜2(ς), ℵ˜ε1ε2(ς), k˜ε1ε2(ς), i˜ε1ε2 (ς), and ˜גε1ε2 (ς) are given by Equations (777)–(787) and
Equations (809)–(812). For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, recall the expression for γ˜(z) defined
by Equation (665): a careful analysis of the branch cuts shows that
(γ˜(z))2 =
Y˜±⊃C±∋z→a˜ j
±
(
Q˜0(a˜ j)+Q˜1(a˜ j)(z−a˜ j)+ 12 Q˜2(a˜ j)(z−a˜ j)2+O((z−a˜ j)3)
)
(z−a˜ j)1/2
, j=1, 2, . . . ,N+1, (831)
where Q˜0(a˜ j′), Q˜1(a˜ j′), and Q˜2(a˜ j′), j′ = 1, 2, . . . ,N+1, are given in Equations (813)–(818). To proceed, and in
order to eschew a proliferation of overarching notation, consider, for example, the (1 1)-element of the Expan-
sion (819) up to terms that are, in the double-scaling limit N, n → ∞ such that zo = 1+ o(1), O((((n− 1)K+
k)2(z− a˜ j)3(G˜a˜ j (z))2)−1M˜(z)c˜⊳(n, k, zo; a˜ j)(M˜(z))−1), j = 1, 2, . . . ,N + 1, that is (cf. Equations (820) and (821)),
(((n−1)K+ k)(z− a˜ j)3/2G˜a˜ j (z))−1t˜11(z).201 Thus, for n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk , ∞, substi-
tuting the Expansions (827)–(831) into Equation (821) and the prescription (((n−1)K+k)(z−a˜ j)3/2G˜a˜ j (z))−1t˜11(z),
j=1, 2, . . . ,N+1, collecting coefficients of like powers of (z−a˜ j)−m/2(((n−1)K+k)G˜a˜ j(z))−1 exp(i((n−1)K+k)℧˜ j),
m=0, 1, 2, 3, 4, and setting, for economy of notation, Q˜i :=Q˜i(a˜ j), i=0, 1, 2, κ˜1 := κ˜1(a˜ j), κ˜2 := κ˜2(a˜ j), ℵ˜ε1ε2 := ℵ˜ε1ε2(a˜ j),
k˜
ε1
ε2 := k˜
ε1
ε2(a˜ j), i˜
ε1
ε2 := i˜
ε1
ε2 (a˜ j), and ˜ג
ε1
ε2 := ˜ג
ε1
ε2(a˜ j), one arrives at, for j=1, 2, . . . ,N+1:
O
 (z−a˜ j)−2ei((n−1)K+k)℧˜ j((n−1)K+k)G˜a˜ j(z)
 : − (s1+t1)κ˜1κ˜2Q˜04 − (s1+t1)κ˜1κ˜2Q˜04 − (s1−t1)κ˜1κ˜2Q˜04 − (s1−t1)κ˜1κ˜2Q˜04 ; (832)
O
 (z−a˜ j)−3/2ei((n−1)K+k)℧˜ j((n−1)K+k)G˜a˜ j(z)
 : − i(s1+t1)κ˜1κ˜2Q˜0(ℵ˜11−ℵ˜−1−1)4 − i(s1+t1)κ˜1κ˜2Q˜0(ℵ˜1−1−ℵ˜−11 )4
− i(s1−t1)κ˜1κ˜2Q˜0(ℵ˜
1
−1+ℵ˜11)
4
+
i(s1−t1)κ˜1κ˜2Q˜0(ℵ˜−1−1+ℵ˜−11 )
4
− (s1+t1)κ˜1κ˜2
2
+
(s1+t1)κ˜1κ˜2
2
; (833)
O
 (z−a˜ j)−1 ei((n−1)K+k)℧˜ j((n−1)K+k)G˜a˜ j(z)
 : − (s1+t1)κ˜1κ˜24 (Q˜1+Q˜0 (k˜−1−1+k˜11+ℵ˜11ℵ˜−1−1))− (s1+t1)κ˜1κ˜24Q˜0
201Up to an overall minus sign, statements made for (((n−1)K + k)(z− a˜ j )3/2G˜a˜ j (z))−1 t˜11(z) are equally applicable to (((n−1)K + k)(z−
a˜ j)3/2G˜a˜ j (z))
−1 t˜22(z), since tr(w
ΣR˜
+ (z))=0.
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− (s1+t1)κ˜1κ˜2
4
(
Q˜1+Q˜0
(
k˜1−1+k˜
−1
1 +ℵ˜−11 ℵ˜1−1
))
− (s1+t1)κ˜1κ˜2
4Q˜0
− (s1−t1)κ˜1κ˜2
4
(
Q˜1+Q˜0
(
k˜1−1+k˜
1
1−ℵ˜11ℵ˜1−1
))
+
(s1−t1)κ˜1κ˜2
4Q˜0
− (s1−t1)κ˜1κ˜2
4
(
Q˜1+Q˜0
(
k˜−1−1+k˜
−1
1 −ℵ˜−11 ℵ˜−1−1
))
+
(s1−t1)κ˜1κ˜2
4Q˜0
− i(s1+t1)κ˜1κ˜2
2
(
ℵ˜11−ℵ˜−1−1
)
+
i(s1+t1)κ˜1κ˜2
2
(
ℵ˜1−1−ℵ˜−11
)
; (834)
O
 (z−a˜ j)−1/2 ei((n−1)K+k)℧˜ j((n−1)K+k)G˜a˜ j(z)
 : − i(s1+t1)κ˜1κ˜24 (Q˜1 (ℵ˜11−ℵ˜−1−1)+Q˜0 (i˜11−i˜−1−1+ℵ˜11k˜−1−1−ℵ˜−1−1k˜11))
− i(s1+t1)κ˜1κ˜2
4
(
Q˜1
(
ℵ˜1−1−ℵ˜−11
)
+Q˜0
(
i˜1−1−i˜−11 +ℵ˜1−1k˜−11 −ℵ˜−11 k˜1−1
))
− i(s1−t1)κ˜1κ˜2
4
(
Q˜1
(
ℵ˜1−1+ℵ˜11
)
+Q˜0
(
i˜1−1+i˜
1
1+ℵ˜11k˜1−1+ℵ˜1−1k˜11
))
+
i(s1−t1)κ˜1κ˜2
4
(
Q˜1
(
ℵ˜−1−1+ℵ˜−11
)
+Q˜0
(
i˜−1−1+i˜
−1
1 +ℵ˜−11 k˜−1−1+ℵ˜−1−1k˜−11
))
− i(s1+t1)κ˜1κ˜2
4Q˜0
(
ℵ˜11−ℵ˜−1−1
)
− (s1+t1)κ˜1κ˜2
2
(
k˜−1−1+k˜
1
1+ℵ˜11ℵ˜−1−1
)
− i(s1+t1)κ˜1κ˜2
4Q˜0
(
ℵ˜1−1−ℵ˜−11
)
+
(s1+t1)κ˜1κ˜2
2
(
k˜1−1+k˜
−1
1 +ℵ˜−11 ℵ˜1−1
)
+
i(s1−t1)κ˜1κ˜2
4Q˜0
(
ℵ˜1−1+ℵ˜11
)
− i(s1−t1)κ˜1κ˜2
4Q˜0
(
ℵ˜−11 +ℵ˜−1−1
)
; (835)
O
 ei((n−1)K+k)℧˜ j
((n−1)K+k)G˜a˜ j(z)
 : − (s1+t1)κ˜1κ˜24 (Q˜0 (˜ג−1−1+ ˜ג11+k˜11k˜−1−1+ℵ˜−1−1i˜11+ℵ˜11i˜−1−1)+Q˜1 (k˜−1−1+k˜11+ℵ˜11ℵ˜−1−1)
+
1
2
Q˜2
)
− (s1+t1)κ˜1κ˜2
4
(
Q˜0
(
˜ג1−1+ ˜ג
−1
1 +k˜
−1
1 k˜
1
−1+ℵ˜−11 i˜1−1+ℵ˜1−1i˜−11
)
+
1
2
Q˜2
+Q˜1
(
k˜1−1+k˜
−1
1 +ℵ˜−11 ℵ˜1−1
))
− (s1−t1)κ˜1κ˜2
4
(
Q˜0
(
˜ג1−1+ ˜ג
1
1+k˜
1
1k˜
1
−1−ℵ˜11i˜1−1−ℵ˜1−1i˜11
)
+
1
2
Q˜2+Q˜1
(
k˜1−1+k˜
1
1−ℵ˜11ℵ˜1−1
))
− (s1−t1)κ˜1κ˜2
4
(
Q˜0
(
˜ג−1−1+ ˜ג
−1
1 +k˜
−1
1 k˜
−1
−1−ℵ˜−11 i˜−1−1
−ℵ˜−1−1i˜−11
)
+
1
2
Q˜2+Q˜1
(
k˜−1−1+k˜
−1
1 −ℵ˜−11 ℵ˜−1−1
))
− (s1+t1)κ˜1κ˜2
4Q˜0
(
k˜−1−1+k˜
1
1+ℵ˜11ℵ˜−1−1
−Q˜1(Q˜0)−1
)
− (s1+t1)κ˜1κ˜2
4Q˜0
(
k˜1−1+k˜
−1
1 +ℵ˜−11 ℵ˜1−1−Q˜1(Q˜0)−1
)
− i(s1+t1)κ˜1κ˜2
2
×
(
i˜11−i˜−1−1+ℵ˜11k˜−1−1−ℵ˜−1−1k˜11
)
+
i(s1+t1)κ˜1κ˜2
2
(
i˜1−1−i˜−11 +ℵ˜1−1k˜−11 −ℵ˜−11 k˜1−1
)
+
(s1−t1)κ˜1κ˜2
4Q˜0
(
k˜1−1+k˜
1
1−ℵ˜11ℵ˜1−1−Q˜1(Q˜0)−1
)
+
(s1−t1)κ˜1κ˜2
4Q˜0
(
k˜−1−1+k˜
−1
1
−ℵ˜−11 ℵ˜−1−1−Q˜1(Q˜0)−1
)
. (836)
For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk , ∞, one shows from Equations (778)–(787) and (809)–
(812) that ℵ˜−11 (a˜ j) = ℵ˜11(a˜ j), ℵ˜−1−1(a˜ j) = ℵ˜1−1(a˜ j), k˜−11 (a˜ j) = k˜11(a˜ j), k˜−1−1(a˜ j) = k˜1−1(a˜ j), i˜−11 (a˜ j) = i˜11(a˜ j), i˜−1−1(a˜ j) =
i˜1−1(a˜ j), ˜ג
−1
1 (a˜ j)= ˜ג
1
1(a˜ j), and ˜ג
−1
−1(a˜ j)= ˜ג
1
−1(a˜ j), j= 1, 2, . . . ,N+1; in particular, via these latter relations, one shows
that Equations (833) and (835) are, in fact, identically equal to zero, and that Equations (832), (834), and (836)
give rise to non-trivial contributions (see below). Repeating, verbatim, for the (1 2)- and (2 1)-elements of (((n−
1)K+k)(z− a˜ j)3/2G˜a˜ j (z))−1
(
t˜11(z) t˜12(z)
t˜21(z) −t˜11(z)
)
, j = 1, 2, . . . ,N+1, the analogue of the above-described calculation, one
shows that, for n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk , ∞, all the coefficients of all the like powers
of (z− a˜ j)−m/2(((n−1)K+k)G˜a˜ j (z))−1 exp(i((n−1)K+k)℧˜ j), m = 1, 3, j = 1, 2, . . . ,N+1, are identically equal to
zero, and that, via the expansion (cf. Lemma 4.9) G˜a˜ j (z)=z→a˜ j α˜0(a˜ j)+α˜1(a˜ j)(z−a˜ j)+α˜2(a˜ j)(z−a˜ j)2+O((z−a˜ j)3),
j = 1, 2, . . . ,N+1, where α˜0(a˜ j) := 2 f (a˜ j)/3, α˜1(a˜ j) := 2 f ′(a˜ j)/5, and α˜2(a˜ j) := f ′′(a˜ j)/7, with f (a˜ j), f ′(a˜ j), and
f ′′(a˜ j) given in Lemma 4.9, w
ΣR˜
+ (z) has, after a lengthy algebraic calculation and upon re-inserting explicit a˜ j,
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j=1, 2, . . . ,N+1, dependencies, the expansion
w
ΣRˆ
+ (z) =
N,n→∞
zo=1+o(1)
1
((n−1)K+k)
(
(α˜0(a˜ j))−1
(z−a˜ j)2 A˜(a˜ j)+
(α˜0(a˜ j))−2
z−a˜ j
(
α˜0(a˜ j)B˜(a˜ j)−α˜1(a˜ j)A˜(a˜ j)
)
+(α˜0(a˜ j))
−2
α˜0(a˜ j) ( α˜1(a˜ j)α˜0(a˜ j)
)2
− α˜2(a˜ j)
α˜0(a˜ j)
 A˜(a˜ j)−α˜1(a˜ j)B˜(a˜ j)+α˜0(a˜ j)C˜(a˜ j)
+ O
 1((n−1)K+k) ∑
m∈N
c˜⊲m(n, k, zo; a˜ j)(z−a˜ j)m
+E˜wΣR˜+ (z), z∈∂U˜δ˜a˜ j , j=1, 2, . . . ,N+1,
where A˜(a˜ j), B˜(a˜ j), and C˜(a˜ j) are defined by Equations (798), (799), and (800), respectively, (M2(C)∋) c˜⊲m(n, k, zo;
a˜ j)=N,n→∞
zo=1+o(1)
O(1), and
E˜
w
ΣR˜
+
(z) =
N,n→∞
zo=1+o(1)
O
 1
((n−1)K+k)2(z−a˜ j)3(G˜a˜ j(z))2
K˜ M˜(z)c˜⊳(n, k, zo; a˜ j)(K˜ M˜(z))
−1
 .
Finally, proceeding, verbatim, as above, one shows, after a lengthy calculation, that, for n∈N and k∈{1, 2, . . . ,K}
such that αps := αk ,∞, E˜wΣR˜+ (z), has, for z ∈ ∂U˜δ˜a˜ j , j = 1, 2, . . . ,N+1, the expansion, in the double-scaling limit
N, n→∞ such that zo=1+o(1), given in Equation (765), that is, E˜
w
ΣR˜
+
(z)=N,n→∞
zo=1+o(1)
O(((n−1)K+k)−2∑m∈N0 c˜⊳m(n, k, zo; a˜ j)
· (z−a˜ j)m−3), z∈∂U˜δ˜a˜ j , j=1, 2, . . . ,N+1, where (M2(C)∋) c˜
⊳
m(n, k, zo; a˜ j)=N,n→∞
zo=1+o(1)
O(1). For n∈N and k∈{1, 2, . . . ,K}
such that αps :=αk,∞, the case z∈∂U˜δ˜b˜ j−1 , j=1, 2, . . . ,N+1, is, mutatis mutandis, analysed analogously, and leads
to the asymptotics, in the double-scaling limit N, n→∞ such that zo=1+o(1), for wΣR˜+ (z) given in Equation (764).

Remark 5.2. For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk = ∞ (resp., αps := αk , ∞), note from Equa-
tions (711)–(713) and (743)–(745) (resp., Equations (766)–(768) and (798)–(800)) that tr(Aˆ(bˆ j−1))= tr(Bˆ(bˆ j−1))=
tr(Cˆ(bˆ j−1)) = tr(Aˆ(aˆ j)) = tr(Bˆ(aˆ j)) = tr(Cˆ(aˆ j)) = 0 (resp., tr(A˜(b˜ j−1)) = tr(B˜(b˜ j−1)) = tr(C˜(b˜ j−1)) = tr(A˜(a˜ j)) =
tr(B˜(a˜ j)) = tr(C˜(a˜ j)) = 0), j = 1, 2, . . . ,N+1. Furthermore, it should be noted that, for n ∈ N and k ∈ {1, 2, . . . ,K}
such that αps := αk =∞ (resp., αps := αk ,∞), the expressions for Cˆ(bˆ j−1) and Cˆ(aˆ j) (resp., C˜(b˜ j−1) and C˜(a˜ j)),
j=1, 2, . . . ,N+1, defined by Equations (713) and (745) (resp., Equations (768) and (800)) are necessary in order
to derive asymptotics, in the double-scaling limit N, n→∞ such that zo =1+o(1), in the interior of the open discs
Uˆδˆbˆ j−1
, Uˆδˆaˆ j
(resp., U˜δ˜b˜ j−1
, U˜δ˜a˜ j ) about the end-points, bˆ j−1, aˆ j (resp., b˜ j−1, a˜ j), of the support, J∞ (resp., J f ), of the
associated equilibrium measure, µ∞
V˜
(resp., µ f
V˜
): see, also, Remark 5.4 below.
Remark 5.3. The majority of the parameters appearing in the formulation and proof of Proposition 5.2 below
have been defined heretofore in items (1) and (2) of Lemma 5.1.
Proposition 5.2. For n ∈N and k ∈ {1, 2, . . . ,K} such that αps := αk =∞ (resp., αps := αk ,∞), let Rˆ : C \ Σˆ♯Rˆ→
SL2(C) (resp., R˜ : C \ Σ˜♯R˜→SL2(C)) solve the equivalent RHP (Rˆ(z), vˆRˆ(z), Σˆ
♯
Rˆ) (resp., (R˜(z), v˜R˜(z), Σ˜
♯
R˜)), where, for
z ∈ Σˆ♯Rˆ \ ∪
N+1
j=1 (∂Uˆδˆbˆ j−1
∪ ∂Uˆδˆaˆ j ) (resp., z ∈ Σ˜
♯
R˜ \ ∪
N+1
j=1 (∂U˜δ˜b˜ j−1
∪ ∂U˜δ˜a˜ j )), the asymptotics, in the double-scaling limit
N, n→∞ such that zo=1+o(1), of wΣRˆ+ (z)= vˆRˆ(z)−I (resp., w
ΣR˜
+ (z)= v˜R˜(z)−I) is given by Equations (677)–(681) (resp.,
Equations (684)–(688)), and, for z∈∂Uˆδˆbˆ j−1 ∪∂Uˆδˆaˆ j (resp., z∈∂U˜δ˜b˜ j−1 ∪∂U˜δ˜a˜ j ), j=1, 2, . . . ,N+1, the asymptotics of
w
ΣRˆ
+ (z)= vˆRˆ(z)−I (resp., w
ΣR˜
+ (z)= v˜R˜(z)−I) is given by Equations (709) and (710) (resp., Equations (764) and (765)).
Then: (1) for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞:
(1)i for z∈ Σˆ2p, j := (aˆ j+δˆaˆ j , bˆ j−δˆbˆ j ), j=1, 2, . . . ,N,
||wΣRˆ+ (·)||L∞M2(C)(Σˆ2p, j) =N,n→∞
zo=1+o(1)
O
(
cˆ
♯
Rˆ,1( j;∞)e
−((n−1)K+k)λˆ♯Rˆ,1( j)
)
,
||wΣRˆ+ (·)||LqM2(C)(Σˆ2p, j) =N,n→∞
zo=1+o(1)
O

cˆ
♯
Rˆ,1( j; q)e
−((n−1)K+k)λˆ♯Rˆ,1( j)
((n−1)K+k)1/q
 , q=1, 2,
(837)
where λˆ
♯
Rˆ,1( j) = λˆ
♯
Rˆ,1(n, k, zo; j) =N,n→∞zo=1+o(1)
O(1) and > 0, and cˆ♯Rˆ,1( j; q
′) = cˆ♯Rˆ,1(n, k, zo; j; q
′) =N,n→∞
zo=1+o(1)
O(1), q′ ∈
{1, 2,∞};
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(1)ii for z∈ Σˆ1p := (−∞, bˆ0−δˆbˆ0) ∪ (aˆN+1+δˆaˆN+1 ,+∞),
||wΣRˆ+ (·)||L∞M2(C)((−∞,bˆ0−δˆbˆ0 )) =N,n→∞
zo=1+o(1)
O
(
cˆ
♯
Rˆ,2(∞)e
−((n−1)K+k)λˆ♯Rˆ,2(−)
)
,
||wΣRˆ+ (·)||LqM2(C)((−∞,bˆ0−δˆbˆ0 )) =N,n→∞
zo=1+o(1)
O

cˆ
♯
Rˆ,2(q)e
−((n−1)K+k)λˆ♯Rˆ,2(−)
((n−1)K+k)1/q
 , q=1, 2,
(838)
||wΣRˆ+ (·)||L∞M2(C)((aˆN+1+δˆaˆN+1 ,+∞)) =N,n→∞
zo=1+o(1)
O
(
cˆ
♯
Rˆ,3(∞)e
−((n−1)K+k)λˆ♯Rˆ,2(+)
)
,
||wΣRˆ+ (·)||LqM2(C)((aˆN+1+δˆaˆN+1 ,+∞)) =N,n→∞
zo=1+o(1)
O

cˆ
♯
Rˆ,3(q)e
−((n−1)K+k)λˆ♯Rˆ,2(+)
((n−1)K+k)1/q
 , q=1, 2,
(839)
where λˆ
♯
Rˆ,2(±)= λˆ
♯
Rˆ,2(n, k, zo;±)=N,n→∞zo=1+o(1) O(1) and > 0, and cˆ
♯
Rˆ,m(q
′)= cˆ♯Rˆ,m(n, k, zo; q
′)=N,n→∞
zo=1+o(1)
O(1), m= 2, 3,
q′∈{1, 2,∞};
(1)iii for z∈ Σˆ3p, j := Jˆaj \ (Jˆaj ∩ (Uˆδˆbˆ j−1 ∪ Uˆδˆaˆ j )), j=1, 2, . . . ,N+1,
||wΣRˆ+ (·)||L∞M2(C)(Σˆ3p, j) =N,n→∞
zo=1+o(1)
O
(
cˆ
♯,a
Rˆ,4( j;∞)e
−((n−1)K+k)λˆ♯,aRˆ,4( j)
)
,
||wΣRˆ+ (·)||LqM2(C)(Σˆ3p, j) =N,n→∞
zo=1+o(1)
O

cˆ
♯,a
Rˆ,4( j; q)e
−((n−1)K+k)λˆ♯,aRˆ,4( j)
((n−1)K+k)1/q
 , q=1, 2,
(840)
and, for z∈ Σˆ4
p, j := Jˆ
`
j
\ (Jˆ`
j
∩ (Uˆδˆbˆ j−1 ∪ Uˆδˆaˆ j )), j=1, 2, . . . ,N+1,
||wΣRˆ+ (·)||L∞M2(C)(Σˆ4p, j) =N,n→∞
zo=1+o(1)
O
(
cˆ
♯,`
Rˆ,4( j;∞)e
−((n−1)K+k)λˆ♯,`Rˆ,4( j)
)
,
||wΣRˆ+ (·)||LqM2(C)(Σˆ4p, j) =N,n→∞
zo=1+o(1)
O

cˆ
♯,`
Rˆ,4( j; q)e
−((n−1)K+k)λˆ♯,`Rˆ,4( j)
((n−1)K+k)1/q
 , q=1, 2,
(841)
where λˆ
♯,r1
Rˆ,4( j) = λˆ
♯,r1
Rˆ,4(n, k, zo; j) =N,n→∞zo=1+o(1)
O(1) and > 0, r1 ∈ {a,`}, and cˆ♯,r1Rˆ,4( j; q
′) = cˆ♯,r1Rˆ,4(n, k, zo; j; q
′) =N,n→∞
zo=1+o(1)
O(1), q′∈{1, 2,∞}; and
(1)iv for z∈ Σˆ5p, j :=∂Uˆδˆbˆ j−1 ∪ ∂Uˆδˆaˆ j , j=1, 2, . . . ,N+1,
||wΣRˆ+ (·)||LqM2(C)(∂Uˆδˆbˆ j−1 )
=
N,n→∞
zo=1+o(1)
O
 cˆ⊲Rˆ( j; q)(n−1)K+k
 , q=1, 2,∞, (842)
||wΣRˆ+ (·)||LqM2(C)(∂Uˆδˆaˆ j ) =N,n→∞
zo=1+o(1)
O
 cˆ⊳Rˆ( j; q)(n−1)K+k
 , q=1, 2,∞, (843)
where cˆrRˆ( j; q)= cˆ
r
Rˆ(n, k, zo; j; q)=N,n→∞zo=1+o(1)
O(1), r∈{⊲, ⊳};
and (2) for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞:
(2)i for z∈ Σ˜2p, j := (a˜ j+δ˜a˜ j , b˜ j−δ˜b˜ j ), j=1, 2, . . . ,N,
||wΣR˜+ (·)||L∞M2(C)(Σ˜2p, j) =N,n→∞
zo=1+o(1)
O
(
c˜
♯
R˜,1( j;∞)e
−((n−1)K+k)λ˜♯R˜,1( j)
)
,
||wΣR˜+ (·)||LqM2(C)(Σ˜2p, j) =N,n→∞
zo=1+o(1)
O
 c˜
♯
R˜,1( j; q)e
−((n−1)K+k)λ˜♯R˜,1( j)
((n−1)K+k)1/q
 , q=1, 2,
(844)
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where λ˜
♯
R˜,1( j) = λ˜
♯
R˜,1(n, k, zo; j) =N,n→∞
zo=1+o(1)
O(1) and > 0, and c˜♯R˜,1( j; q′) = c˜
♯
R˜,1(n, k, zo; j; q
′) =N,n→∞
zo=1+o(1)
O(1), q′ ∈
{1, 2,∞};
(2)ii for z∈ Σ˜1p := (−∞, b˜0−δ˜b˜0) ∪ (a˜N+1+δ˜a˜N+1 ,+∞),
||wΣR˜+ (·)||L∞M2(C)((−∞,b˜0−δ˜b˜0 )) =N,n→∞
zo=1+o(1)
O
(
c˜
♯
R˜,2(∞)e
−((n−1)K+k)λ˜♯R˜,2(−)
)
,
||wΣR˜+ (·)||LqM2(C)((−∞,b˜0−δ˜b˜0 )) =N,n→∞
zo=1+o(1)
O
 c˜
♯
R˜,2(q)e
−((n−1)K+k)λ˜♯R˜,2(−)
((n−1)K+k)1/q
 , q=1, 2,
(845)
||wΣR˜+ (·)||L∞M2(C)((a˜N+1+δ˜a˜N+1 ,+∞)) =N,n→∞
zo=1+o(1)
O
(
c˜
♯
R˜,3(∞)e
−((n−1)K+k)λ˜♯R˜,2(+)
)
,
||wΣR˜+ (·)||LqM2(C)((a˜N+1+δ˜a˜N+1 ,+∞)) =N,n→∞
zo=1+o(1)
O
 c˜
♯
R˜,3(q)e
−((n−1)K+k)λ˜♯R˜,2(+)
((n−1)K+k)1/q
 , q=1, 2,
(846)
where λ˜
♯
R˜,2(±)= λ˜
♯
R˜,2(n, k, zo;±)=N,n→∞
zo=1+o(1)
O(1) and > 0, and c˜♯R˜,m(q
′)= c˜♯R˜,m(n, k, zo; q
′)=N,n→∞
zo=1+o(1)
O(1), m= 2, 3,
q′∈{1, 2,∞};
(2)iii for z∈ Σ˜3p, j := J˜aj \ (J˜aj ∩ (U˜δ˜b˜ j−1 ∪ U˜δ˜a˜ j )), j=1, 2, . . . ,N+1,
||wΣR˜+ (·)||L∞M2(C)(Σ˜3p, j) =N,n→∞
zo=1+o(1)
O
(
c˜
♯,a
R˜,4( j;∞)e
−((n−1)K+k)λ˜♯,aR˜,4( j)
)
,
||wΣR˜+ (·)||LqM2(C)(Σ˜3p, j) =N,n→∞
zo=1+o(1)
O
 c˜
♯,a
R˜,4( j; q)e
−((n−1)K+k)λ˜♯,aR˜,4( j)
((n−1)K+k)1/q
 , q=1, 2,
(847)
and, for z∈ Σ˜4
p, j := J˜
`
j
\ (J˜`
j
∩ (U˜δ˜b˜ j−1 ∪ U˜δ˜a˜ j )), j=1, 2, . . . ,N+1,
||wΣR˜+ (·)||L∞M2(C)(Σ˜4p, j) =N,n→∞
zo=1+o(1)
O
(
c˜
♯,`
R˜,4( j;∞)e
−((n−1)K+k)λ˜♯,`R˜,4( j)
)
,
||wΣR˜+ (·)||LqM2(C)(Σ˜4p, j) =N,n→∞
zo=1+o(1)
O
 c˜
♯,`
R˜,4( j; q)e
−((n−1)K+k)λ˜♯,`R˜,4( j)
((n−1)K+k)1/q
 , q=1, 2,
(848)
where λ˜♯,r1R˜,4( j) = λ˜
♯,r1
R˜,4(n, k, zo; j) =N,n→∞
zo=1+o(1)
O(1) and > 0, r1 ∈ {a,`}, and c˜♯,r1R˜,4( j; q
′) = c˜♯,r1R˜,4(n, k, zo; j; q
′) =N,n→∞
zo=1+o(1)
O(1), q′∈{1, 2,∞}; and
(2)iv for z∈ Σ˜5p, j :=∂U˜δ˜b˜ j−1 ∪ ∂U˜δ˜a˜ j , j=1, 2, . . . ,N+1,
||wΣR˜+ (·)||LqM2(C)(∂U˜δ˜b˜ j−1 ) =N,n→∞
zo=1+o(1)
O
 c˜⊲R˜( j; q)(n−1)K+k
 , q=1, 2,∞, (849)
||wΣR˜+ (·)||LqM2(C)(∂U˜δ˜a˜ j ) =N,n→∞
zo=1+o(1)
O
 c˜⊳R˜( j; q)(n−1)K+k
 , q=1, 2,∞, (850)
where c˜rR˜( j; q)= c˜
r
R˜(n, k, zo; j; q)=N,n→∞
zo=1+o(1)
O(1), r∈{⊲, ⊳}.
Proof. The proof of this Proposition 5.2 consists of two cases: (i) n ∈N and k ∈ {1, 2, . . . ,K} such that αps :=
αk =∞; and (ii) n∈N and k∈{1, 2, . . . ,K} such that αps :=αk ,∞. Notwithstanding the fact that the scheme of the
proof is, mutatis mutandis, similar for both cases, without loss of generality, only the proof for case (ii) is presented
in detail, whilst case (i) is proved analogously.
For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk ,∞, and for z ∈ Σ˜2p, j := (a˜ j+ δ˜a˜ j , b˜ j− δ˜b˜ j), j = 1, 2, . . . ,N,
recall from the proof of the corresponding item of Lemma 5.1 that, for j = 1, 2, . . . ,N, Σ˜2
p, j = A˜R˜,1( j) ∪ A˜cR˜,1( j),
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where A˜R˜,1( j) = (a˜ j+ δ˜a˜ j , b˜ j− δ˜b˜ j ) \ ∪q∈Q˜R˜,1( j)Oδ˜R˜,1( j)(αpq), and A˜cR˜,1( j) = ∪q∈Q˜R˜,1( j)Oδ˜R˜,1( j)(αpq ), with Q˜R˜,1( j) := {q′ ∈
{1, . . . , s−2, s}; αpq′ ∈ (a˜ j+δ˜a˜ j , b˜ j−δ˜b˜ j)}, and sufficiently small δ˜R˜,1( j)>0 chosen so thatOδ˜R˜,1( j)(αpq1 )∩Oδ˜R˜,1( j)(αpq2 )=∅
∀ q1,q2∈ Q˜R˜,1( j) and Oδ˜R˜,1( j)(αpq1 ) ∩ {a˜ j+δ˜a˜ j }=∅=Oδ˜R˜,1( j)(αpq1 ) ∩ {b˜ j−δ˜b˜ j } (of course, A˜R˜,1( j) ∩ A˜cR˜,1( j)=∅). Via
the formula w
ΣR˜
+ (z)= v˜R˜(z)−I and the asymptotics, in the double-scaling limit N, n→∞ such that zo = 1+o(1), of
v˜R˜(z) given in Equation (684), one shows, via an integration argument, that, for n∈N and k∈{1, 2, . . . ,K} such that
αps :=αk,∞, and for z∈ Σ˜2p, j, j=1, 2, . . . ,N,
||wΣR˜+ (·)||L∞M2(C)(Σ˜2p, j) := maxi1,i2=1,2 supξ∈A˜R˜,1( j)∪A˜cR˜,1( j)
|(wΣR˜+ (ξ))i1i2 | =
N,n→∞
zo=1+o(1)
O
(
c˜
♯
R˜,1( j;∞)e
−((n−1)K+k)λ˜♯R˜,1( j)
)
,
and
||wΣR˜+ (·)||Lq1M2(C)(Σ˜2p, j) :=

∫
A˜R˜,1( j)∪A˜cR˜,1( j)
|wΣR˜+ (ξ)|q1 |dξ|

1
q1
=

∫
A˜R˜,1( j)
+
∫
A˜cR˜,1( j)

 ∑
i1,i2=1,2
(wΣR˜+ (ξ))i1i2
× (wΣR˜+ (ξ))i1i2

q1
2
|dξ|

1
q1
=
N,n→∞
zo=1+o(1)
O
 c˜
♯
R˜,1( j; q1)e
−((n−1)K+k)λ˜♯R˜,1( j)
((n−1)K+k)1/q1
 , q1=1, 2,
where
λ˜
♯
R˜,1( j) :=min
λ˜R˜,1( j) min
δ˜a˜ j , minq′∈Q˜R˜,1( j){αpq′ −a˜ j+δ˜R˜,1( j)}
 ,K−1|ln(δ˜R˜,1( j))| minq′∈Q˜R˜,1( j){c˜R˜,2( j, q′)}
 , (851)
with λ˜R˜,1( j) and c˜R˜,2( j, q
′), q′∈ Q˜R˜,1( j), given in item (2), subitem (2)i of Lemma 5.1, and c˜♯R˜,1( j; q), q∈{1, 2,∞}, is
characterised in item (2), subitem (2)i of the proposition.
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For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, and for z∈ Σ˜1p := (−∞, b˜0−δ˜b˜0)∪(a˜N+1+δ˜a˜N+1 ,+∞), consider,
say, and without loss of generality, the analysis for the case z∈ (a˜N+1+δ˜a˜N+1 ,+∞) (⊂ Σ˜1p): the analysis for the case z∈
(−∞, b˜0−δ˜b˜0) (⊂ Σ˜1p) is analogous. For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, and for z∈ (a˜N+1+δ˜a˜N+1 ,+∞),
recall from the proof of the corresponding item of Lemma 5.1 that (a˜N+1+ δ˜a˜N+1 ,+∞)= A˜R˜,2(+) ∪ A˜cR˜,2(+), where
A˜R˜,2(+)= (a˜N+1+δ˜a˜N+1 ,+∞) \ (O∞(αps−1 ) ∪ ∪q∈Q˜R˜,2(+)Oδ˜R˜,2(+)(αpq )), and A˜cR˜,2(+)=O∞(αps−1 ) ∪ ∪q∈Q˜R˜,2(+)Oδ˜R˜,2(+)(αpq),
with Q˜R˜,2(+) := {q′ ∈ {1, . . . , s−2, s}; αpq′ ∈ (a˜N+1+ δ˜a˜N+1 ,+∞)} and sufficiently small ε˜∞, δ˜R˜,2(+)> 0 chosen so that
Oδ˜R˜,2(+)
(αpq′1
)∩Oδ˜R˜,2(+)(αpq′′1 )=∅ ∀ q
′
1,q
′′
1 ∈ Q˜R˜,2(+),Oδ˜R˜,2(+)(αpq′1 )∩{a˜N+1+δ˜a˜N+1 }=∅, andOδ˜R˜,2(+)(αpq′1 )∩O∞(αps−1 )=
∅ (of course, A˜R˜,2(+) ∩ A˜cR˜,2(+)=∅). Via the formula w
ΣR˜
+ (z)= v˜R˜(z)−I and the asymptotics, in the double-scaling
limit N, n→∞ such that zo = 1+o(1), of v˜R˜(z) given in Equation (685), one shows, via an integration argument,
that, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, and for z∈ (a˜N+1+δ˜a˜N+1 ,+∞),
||wΣR˜+ (·)||L∞M2(C)((a˜N+1+δ˜a˜N+1 ,+∞)) := maxi1,i2=1,2 supξ∈A˜R˜,2(+)∪A˜cR˜,2(+)
|(wΣR˜+ (ξ))i1i2 | =
N,n→∞
zo=1+o(1)
O
(
c˜
♯
R˜,3(∞)e
−((n−1)K+k)λ˜♯R˜,2(+)
)
,
and
||wΣR˜+ (·)||Lq1M2(C)((a˜N+1+δ˜a˜N+1 ,+∞)) :=

∫
A˜R˜,2(+)∪A˜cR˜,2(+)
|wΣR˜+ (ξ)|q1 |dξ|

1
q1
=

∫
A˜R˜,2(+)
+
∫
A˜cR˜,2(+)

 ∑
i1,i2=1,2
(w
ΣR˜
+ (ξ))i1i2
× (wΣR˜+ (ξ))i1i2

q1
2
|dξ|

1
q1
=
N,n→∞
zo=1+o(1)
O
 c˜
♯
R˜,3(q1)e
−((n−1)K+k)λ˜♯R˜,2(+)
((n−1)K+k)1/q1
 , q1=1, 2,
where
λ˜
♯
R˜,2(+) :=min
λ˜R˜,2(+) min
δ˜a˜N+1 , minq′∈Q˜R˜,2(+){αpq′ −a˜N+1+δ˜R˜,2(+)}
 ,K−1|ln(ε˜∞)|λ˜R˜,3(+),
202If, for j ∈ {1, 2, . . . , N}, Q˜R˜,1( j) =∅, that is, #Q˜R˜,1( j) = 0, then ∪q∈Q˜R˜,1( j)Oδ˜R˜,1( j)(αpq ) :=∅, in which case A˜R˜,1( j) = Σ˜
2
p, j, and the Asymp-
totics (844) are applicable provided one defines λ˜♯R˜,1( j) := λ˜R˜,1( j)δ˜a˜ j .
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K−1|ln(δ˜R˜,2(+))| min
q′∈Q˜R˜,2(+)
{c˜R˜,3(q′,+)}
 , (852)
with λ˜R˜,2(+), λ˜R˜,3(+), and c˜R˜,3(q
′,+), q′ ∈ Q˜R˜,2(+), given in the corresponding item (2), subitem (2)ii of Lemma 5.1,
and c˜♯R˜,3(q), q ∈ {1, 2,∞}, is characterised in the corresponding item (2), subitem (2)ii of the proposition.
203 For
n ∈N and k ∈ {1, 2, . . . ,K} such that αps :=αk ,∞, the case z ∈ (−∞, b˜0− δ˜b˜0) (⊂ Σ˜1p) is analysed analogously, and
leads to the asymptotics, in the double-scaling limit N, n→∞ such that zo = 1+o(1), given in Equation (845); in
fact, the analogue of λ˜♯R˜,2(+) for this latter case reads:
λ˜
♯
R˜,2(−) :=min
λ˜R˜,2(−) min
δ˜b˜0 , minq′∈Q˜R˜,2(−){|αpq′ −b˜0−δ˜R˜,2(−)|}
 ,K−1|ln(ε˜∞)|λ˜R˜,3(−),
K−1|ln(δ˜R˜,2(−))| min
q′∈Q˜R˜,2(−)
{c˜R˜,3(q′,−)}
 , (853)
where λ˜R˜,2(−), Q˜R˜,2(−), δ˜R˜,2(−), λ˜R˜,3(−), and c˜R˜,3(q′,−), q′ ∈ Q˜R˜,2(−), are given in the corresponding item (2),
subitem (2)ii of Lemma 5.1.
204
For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk , ∞, and for z ∈ Σ˜3p, j ∪ Σ˜4p, j, j = 1, 2, . . . ,N+1, where
Σ˜3
p, j := J˜
a
j
\ (J˜a
j
∩ (U˜δ˜b˜ j−1 ∪ U˜δ˜a˜ j )) (⊂ C+), and Σ˜
4
p, j := J˜
`
j
\ (J˜`
j
∩ (U˜δ˜b˜ j−1 ∪ U˜δ˜a˜ j )) (⊂ C−), consider, say, and without loss
of generality, the analysis for the case z∈ Σ˜3
p, j; the analysis for the case z∈ Σ˜4p, j is, mutatis mutandis, analogous. For
n ∈N and k ∈ {1, 2, . . . ,K} such that αps :=αk ,∞, via the formula wΣR˜+ (z)= v˜R˜(z)−I, the elementary trigonometric
inequalities sin θ > 2θ
π
and cos θ >− 2θ
π
+1 for 06 θ 6 π2 , sin θ >
2
π
(π−θ) and cos θ 6− 2θ
π
+1 for π2 6 θ 6 π, sin θ 6
2θ
π
and cos θ > 2θ
π
+1 for − π2 6 θ 6 0, and sin θ 6 − 2π (π+θ) and cos θ 6 2θπ +1 for −π 6 θ 6 − π2 , the parametrisation for
the—elliptic—homotopic deformation of Σ˜3
p, j given in the proof of the corresponding item of Lemma 5.1, that is,
Σ˜3
p, j= {(x j(θ), y j(θ)); x j(θ)= 12 (a˜ j+b˜ j−1)+ 12 (a˜ j−b˜ j−1) cos θ, y j(θ)= η˜ j sin θ, θa˜0( j)6θ6π−θb˜0( j)}, and the asymptotics,
in the double-scaling limit N, n→∞ such that zo = 1+o(1), of v˜R˜(z) given in Equation (687), one shows, via an
integration-by-parts argument, that, for z∈ Σ˜3
p, j, j=1, 2, . . . ,N+1,
||wΣR˜+ (·)||L∞M2(C)(Σ˜3p, j) := maxi1,i2=1,2 supθ∈[θa˜0( j),π−θb˜0( j)]
|(wΣR˜+ (x j(θ)+iy j(θ)))i1i2 | =
N,n→∞
zo=1+o(1)
O
(
c˜
♯,a
R˜,4( j;∞)e
−((n−1)K+k)λ˜♯,aR˜,4( j)
)
,
and
||wΣR˜+ (·)||Lq1M2(C)(Σ˜3p, j) :=
∫
Σ˜3
p, j
|wΣR˜+ (ξ)|q1 |dξ|

1
q1
=

∫ π/2
θa˜0( j)
+
∫ π−θb˜0( j)
π/2

 ∑
i1 ,i2=1,2
(wΣR˜+ (x j(θ)+iy j(θ)))i1i2
× (wΣR˜+ (x j(θ)+iy j(θ)))i1i2

q1
2 (
(x′j(θ))
2+(y′j(θ))
2
) 1
2 dθ

1
q1
=
N,n→∞
zo=1+o(1)
O
 c˜
♯,a
R˜,4( j; q1)e
−((n−1)K+k)λ˜♯,aR˜,4( j)
((n−1)K+k)1/q1
 , q1=1, 2,
where
λ˜
♯,a
R˜,4( j) :=min
{
λ˜R˜,3( j)x˜
a
1 ( j) min{y˜a1 ( j), y˜a2 ( j)}, λ˜R˜,3( j)x˜a2 ( j) min{y˜a3 ( j), y˜a4 ( j)}
}
, (854)
with λ˜R˜,3( j) given in the corresponding item (2), subitem (2)iii of Lemma 5.1, and
205
x˜a1 ( j) :=
(
1
π2
((b˜ j−1−a˜ j)2+4η˜2j)(θa˜0( j))2+δ˜2a˜ j
)1/2
,
203If Q˜R˜,2(+) =∅, that is, #Q˜R˜,2(+) = 0, then ∪q∈Q˜R˜,2 (+)Oδ˜R˜,2 (+)(αpq ) :=∅, in which case A˜R˜,2(+) = (a˜N+1+ δ˜a˜N+1 ,+∞) \ O∞(αps−1 ), and the
Asymptotics (846) are applicable provided one defines λ˜♯R˜,2(+) :=min{λ˜R˜,2(+)δ˜a˜N+1 ,K
−1 |ln(ε˜∞)|λ˜R˜,3(+)}.
204If Q˜R˜,2(−) = ∅, that is, #Q˜R˜,2(−) = 0, then ∪q∈Q˜R˜,2 (−)Oδ˜R˜,2 (−)(αpq ) := ∅, and the Asymptotics (845) are applicable provided one defines
λ˜
♯
R˜,2(−) :=min{λ˜R˜,2(−)δ˜b˜0 , K
−1|ln(ε˜∞)|λ˜R˜,3(−)}.
205All square roots are positive.
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y˜a1 ( j) :=
1− 2π δ˜a˜ j((b˜ j−1−a˜ j) cosσ+a˜ j+2η˜ j sinσ+a˜ j )θa˜0( j)1
π2
((b˜ j−1−a˜ j)2+4η˜2j)(θa˜0( j))2+δ˜2a˜ j

1/2
,
y˜a2 ( j) :=
1− δ˜a˜ j ((b˜ j−1−a˜ j) cosσ+a˜ j+2η˜ j sinσ+a˜ j )1
π2
((b˜ j−1−a˜ j)2+4η˜2j)(θa˜0( j))2+δ˜2a˜ j

1/2
,
x˜a2 ( j) :=
(
1
4
((b˜ j−1−a˜ j)2+4η˜2j)+δ˜2a˜ j cos2 σ+a˜ j+(2η˜ j−δ˜a˜ j sinσ+a˜ j )2
)1/2
,
y˜a3 ( j) :=
1− ((b˜ j−1−a˜ j)δ˜a˜ j cosσ+a˜ j+2η˜ j(2η˜ j−δ˜a˜ j sinσ+a˜ j ))1
4 ((b˜ j−1−a˜ j)2+4η˜2j)+δ˜2a˜ j cos2 σ+a˜ j+(2η˜ j−δ˜a˜ j sinσ+a˜ j )2

1/2
,
y˜a4 ( j) :=
1− 2π ((b˜ j−1−a˜ j)δ˜a˜ j cosσ+a˜ j+2η˜ j(2η˜ j−δ˜a˜ j sinσ+a˜ j ))(π−θb˜0( j))1
4 ((b˜ j−1−a˜ j)2+4η˜2j)+δ˜2a˜ j cos2 σ+a˜ j+(2η˜ j−δ˜a˜ j sinσ+a˜ j )2

1/2
,
where σ+
a˜ j
∈ (2π/3, π), and c˜♯,aR˜,4( j; q), q ∈ {1, 2,∞}, is characterised in the corresponding item (2), subitem (2)iii of
the proposition. For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk ,∞, the case z ∈ Σ˜4p, j = {(x j(θ), y j(θ)); x j(θ) =
1
2 (a˜ j+ b˜ j−1)+
1
2 (a˜ j− b˜ j−1) cos θ, y j(θ) = η˜ j sin θ, −π+θb˜0( j) 6 θ 6 −θa˜0( j)}, j = 1, 2, . . . ,N+1, is, mutatis mutandis,
analysed analogously, and leads to the asymptotics, in the double-scaling limit N, n→∞ such that zo = 1+o(1),
given in Equations (848); in fact, the analogue of λ˜♯,aR˜,4( j), j=1, 2, . . . ,N+1, for this latter case reads:
λ˜♯,`R˜,4( j) :=min
{
λ˜R˜,4( j)x˜
`
1 ( j) min{y˜`1 ( j), y˜`2 ( j)}, λ˜R˜,4( j)x˜`2 ( j) min{y˜`3 ( j), y˜`4 ( j)}
}
, (855)
where λ˜R˜,4( j) is given in the corresponding item (2), subitem (2)iii of Lemma 5.1, and
x˜`1 ( j) :=
(
1
4
((b˜ j−1−a˜ j)2+4η˜2j)+δ˜2a˜ j
)1/2
,
y˜`1 ( j) :=
1− δ˜a˜ j ((b˜ j−1−a˜ j) cosσ−a˜ j−2η˜ j sinσ−a˜ j )1
4 ((b˜ j−1−a˜ j)2+4η˜2j)+δ˜2a˜ j

1/2
,
y˜`2 ( j) :=
1− 2π δ˜a˜ j((b˜ j−1−a˜ j) cosσ−a˜ j−2η˜ j sinσ−a˜ j )θa˜0( j)1
4 ((b˜ j−1−a˜ j)2+4η˜2j)+δ˜2a˜ j

1/2
,
x˜`2 ( j) :=
(
1
π2
((b˜ j−1−a˜ j)2+4η˜2j)(π−θb˜0( j))2+δ˜2a˜ j cos2 σ−a˜ j+(2η˜ j+δ˜a˜ j sinσ−a˜ j )2
)1/2
,
y˜`3 ( j) :=
1− 2π ((b˜ j−1−a˜ j)δ˜a˜ j cosσ−a˜ j+2η˜ j(2η˜ j+δ˜a˜ j sinσ−a˜ j ))(π−θb˜0( j))1
π2
((b˜ j−1−a˜ j)2+4η˜2j)(π−θb˜0( j))2+δ˜2a˜ j cos2 σ−a˜ j+(2η˜ j+δ˜a˜ j sinσ−a˜ j )2

1/2
,
y˜`4 ( j) :=
1− ((b˜ j−1−a˜ j)δ˜a˜ j cosσ−a˜ j+2η˜ j(2η˜ j+δ˜a˜ j sinσ−a˜ j ))1
π2
((b˜ j−1−a˜ j)2+4η˜2j)(π−θb˜0( j))2+δ˜2a˜ j cos2 σ−a˜ j+(2η˜ j+δ˜a˜ j sinσ−a˜ j )2

1/2
,
where σ−a˜ j ∈ (−π,−2π/3).
For n ∈N and k ∈ {1, 2, . . . ,K} such that αps := αk ,∞, and for z ∈ Σ˜5p, j := ∂U˜δ˜b˜ j−1 ∪ ∂U˜δ˜a˜ j , j = 1, 2, . . . ,N+1,
consider, say, and without loss of generality, the case z ∈ ∂U˜δ˜a˜ j ; the analysis for the case z ∈ ∂U˜δ˜b˜ j−1 is, mutatis
mutandis, analogous. For n ∈N and k ∈ {1, 2, . . . ,K} such that αps := αk ,∞, via the asymptotics, in the double-
scaling limit N, n→∞ such that zo=1+o(1), of wΣR˜+ (z) for z∈∂U˜δ˜a˜ j , j=1, 2, . . . ,N+1, given in Equation (765), one
shows, via a straightforward integration argument, that
||wΣR˜+ (·)||L∞M2(C)(∂U˜δ˜a˜ j ) := maxi1,i2=1,2 supξ∈∂U˜δ˜a˜ j
|(wΣR˜+ (ξ))i1i2 | =
N,n→∞
zo=1+o(1)
O
 c˜⊳R˜( j;∞)(n−1)K+k
 ,
and
||wΣR˜+ (·)||Lq1M2(C)(∂U˜δ˜a˜ j ) :=

∫
∂U˜δ˜a˜ j
|wΣR˜+ (ξ)|q1 |dξ|

1
q1
=
∫ 2π
0
 ∑
i1,i2=1,2
(w
ΣR˜
+ (a˜ j+δ˜a˜ jeiθ))i1i2
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× (wΣR˜+ (a˜ j+δ˜a˜ jeiθ))i1i2

q1
2
|d(a˜ j+δ˜a˜ jeiθ)|

1
q1
=
N,n→∞
zo=1+o(1)
O
 c˜⊳R˜( j; q1)(n−1)K+k
 , q1=1, 2,
where c˜⊳R˜( j; q), q ∈ {1, 2,∞}, is characterised in the corresponding item (2), subitem (2)iv of the proposition. For
n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk ,∞, the case z ∈ ∂U˜δ˜b˜ j−1 , j = 1, 2, . . . ,N+1, is, mutatis mutandis,
analysed analogously, and leads to the asymptotics, in the double-scaling limit N, n→∞ such that zo = 1+o(1),
given in Equations (849). 
Lemma 5.3. For n∈N and k∈ {1, 2, . . . ,K} such that αps :=αk =∞ (resp., αps :=αk ,∞), let Rˆ : C \ Σˆ♯Rˆ→SL2(C)
(resp., R˜ : C \ Σ˜♯R˜→ SL2(C)) solve the equivalent RHP (Rˆ(z), vˆRˆ(z), Σˆ
♯
Rˆ) (resp., (R˜(z), v˜R˜(z), Σ˜
♯
R˜)), with associated
BC operator C
w
ΣRˆ (resp., CwΣR˜ ). Then: (1) for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞,
||C
w
ΣRˆ ||B∞(Σˆ♯Rˆ) =N,n→∞
zo=1+o(1)
O
(
cˆ⊲Rˆ,wˆe
−((n−1)K+k)λˆ⊲Rˆ,wˆ
)
, (856)
where
λˆ⊲Rˆ,wˆ :=min
{
min
j=1,2,...,N
{λˆ♯Rˆ,1( j)}, λˆ
♯
Rˆ,2(+), λˆ
♯
Rˆ,2(−),min
{
min
j=1,2,...,N+1
{λˆ♯,aRˆ,4( j)}, minj=1,2,...,N+1{λˆ
♯,`
Rˆ,4( j)}
}}
, (857)
with λˆ⊲Rˆ,wˆ= λˆ
⊲
Rˆ,wˆ(n, k, zo)=N,n→∞zo=1+o(1)
O(1) and >0,206 and cˆ⊲Rˆ,wˆ= cˆ
⊲
Rˆ,wˆ(n, k, zo)=N,n→∞zo=1+o(1)
O(1), and
||C
w
ΣRˆ ||B2(Σˆ♯Rˆ) =N,n→∞
zo=1+o(1)
O
(
cˆ⊳Rˆ,wˆe
− 12 ((n−1)K+k)λˆ⊲Rˆ,wˆ
)
, (858)
where cˆ⊳Rˆ,wˆ= cˆ
⊳
Rˆ,wˆ(n, k, zo)=N,n→∞zo=1+o(1)
O(1); and (2) for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞,
||C
w
ΣR˜ ||B∞(Σ˜♯R˜) =N,n→∞
zo=1+o(1)
O
(
c˜⊲R˜,w˜e
−((n−1)K+k)λ˜⊲R˜,w˜
)
, (859)
where
λ˜⊲R˜,w˜ :=min
{
min
j=1,2,...,N
{λ˜♯R˜,1( j)}, λ˜
♯
R˜,2(+), λ˜
♯
R˜,2(−),min
{
min
j=1,2,...,N+1
{λ˜♯,aR˜,4( j)}, minj=1,2,...,N+1{λ˜
♯,`
R˜,4( j)}
}}
, (860)
with λ˜⊲R˜,w˜= λ˜
⊲
R˜,w˜(n, k, zo)=N,n→∞
zo=1+o(1)
O(1) and >0,207 and c˜⊲R˜,w˜= c˜⊲R˜,w˜(n, k, zo)=N,n→∞
zo=1+o(1)
O(1), and
||C
w
ΣR˜ ||B2(Σ˜♯R˜) =N,n→∞
zo=1+o(1)
O
(
c˜⊳R˜,w˜e
− 12 ((n−1)K+k)λ˜⊲R˜,w˜
)
, (861)
where c˜⊳R˜,w˜= c˜
⊳
R˜,w˜(n, k, zo)=N,n→∞
zo=1+o(1)
O(1).
For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk =∞ (resp., αps := αk ,∞), (id−CwΣRˆ )−1↾L2M2(C)(Σˆ♯Rˆ) (resp.,
(id−C
w
ΣR˜ )
−1↾L2M2(C)(Σ˜
♯
R˜)
) exists; in particular, ||(id−C
w
ΣRˆ )
−1||
B2(Σˆ
♯
Rˆ)
=N,n→∞
zo=1+o(1)
O(1) (resp., ||(id−C
w
ΣR˜ )
−1||
B2(Σ˜
♯
R˜)
=N,n→∞
zo=1+o(1)
O(1)).
Proof. The proof of this Lemma 5.3 consists of two cases: (i) n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞;
and (ii) n ∈N and k ∈ {1, 2, . . . ,K} such that αps := αk ,∞. Notwithstanding the fact that the scheme of the proof
is, mutatis mutandis, similar for both cases, without loss of generality, only the proof for case (ii) is presented in
detail, whilst case (i) is proved analogously.
For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk ,∞, let R˜ : C \ Σ˜♯R˜ → SL2(C) solve the equivalent RHP
(R˜(z), v˜R˜(z), Σ˜♯R˜), where the action of the associated BC operator,CwΣR˜ , is defined by
L2M2(C)(Σ˜
♯
R˜)∋ f 7→CwΣR˜ f := lim−Σ˜♯R˜∋z′→z
∫
Σ˜
♯
R˜
(z′−αk)( f wΣR˜+ )(ξ)
(ξ−αk)(ξ−z′)
dξ
2πi
,
206Note that λˆ♯Rˆ,1( j), λˆ
♯
Rˆ,2(±), λˆ
♯,a
Rˆ,4( j), and λˆ
♯,`
Rˆ,4( j) are defined in item (1) of Proposition 5.2.
207Note that λ˜♯R˜,1( j), λ˜
♯
R˜,2(±), λ˜
♯,a
R˜,4( j), and λ˜
♯,`
R˜,4( j) are defined in item (2) of Proposition 5.2.
Orthogonal Rational Functions: Characterisation, Multi-Point Pade´ Approximants, and Asymptotics 271
where −Σ˜♯R˜ denotes the ‘minus side’ of Σ˜
♯
R˜, w
ΣR˜
+ (z) = v˜R˜(z)− I, and Σ˜♯R˜ is the disjoint union Σ˜
♯
R˜ = Σ˜
1
p ∪ ∪Ni=1Σ˜2p,i ∪
∪N+1
j=1 (Σ˜
3
p, j ∪ Σ˜4p, j) ∪ ∪N+1m=1Σ˜5p,m, with Σ˜1p := (−∞, b˜0 − δ˜b˜0) ∪ (a˜N+1 + δ˜a˜N+1 ,+∞), Σ˜2p,i := (a˜i + δ˜a˜i , b˜i − δ˜b˜i ), Σ˜3p, j :=
J˜a
j
\ (J˜a
j
∩ (U˜δ˜b˜ j−1 ∪ U˜δ˜a˜ j )), Σ˜
4
p, j := J˜
`
j
\ (J˜`
j
∩ (U˜δ˜b˜ j−1 ∪ U˜δ˜a˜ j )), and Σ˜
5
p,m :=∂U˜δ˜b˜m−1
∪ ∂U˜δ˜a˜m ; hence,
||(C
w
ΣR˜ f )(·)||L∞M2(C)(Σ˜♯R˜) := maxi1,i2=1,2 sup
z∈Σ˜♯R˜
|((C
w
ΣR˜ f )(z))i1i2 |= max
i1,i2=1,2
sup
z∈Σ˜♯R˜
∣∣∣∣∣∣∣ lim−Σ˜♯R˜∋z′→z
∫
Σ˜
♯
R˜
(z′−αk)(( f wΣR˜+ )(ξ))i1i2
(ξ−αk)(ξ−z′)
dξ
2πi
∣∣∣∣∣∣∣
6 || f (·)||L∞M2(C)(Σ˜♯R˜) maxi1,i2=1,2 sup
z∈Σ˜♯R˜
∣∣∣∣∣∣∣∣ lim−Σ˜♯R˜∋z′→z
∫
Σ˜1p
+
N∑
i=1
∫
Σ˜2
p,i
+
N+1∑
j=1
∫
Σ˜3
p, j
+
∫
Σ˜4
p, j

+
N+1∑
m=1
∫
Σ˜5p,m
 (z′−αk)(wΣR˜+ (ξ))i1i2(ξ−αk)(ξ−z′) dξ2πi
∣∣∣∣∣∣∣6 || f (·)||L∞M2(C)(Σ˜♯R˜) maxi1,i2=1,2
5∑
m=1
I˜
♯
m(i1, i2),
where
I˜
♯
1(i1, i2) := sup
z∈Σ˜♯R˜
∣∣∣∣∣∣∣∣
N∑
j=1
lim
−Σ˜♯R˜∋z′→z
∫ b˜ j−δ˜b˜ j
a˜ j+δ˜a˜ j
(z′−αk)(wΣR˜+ (ξ))i1i2
(ξ−αk)(ξ−z′)
dξ
2πi
∣∣∣∣∣∣∣∣ , (862)
I˜
♯
2(i1, i2) := sup
z∈Σ˜♯R˜
∣∣∣∣∣∣∣ lim−Σ˜♯R˜∋z′→z
∫ +∞
a˜N+1+δ˜a˜N+1
(z′−αk)(wΣR˜+ (ξ))i1i2
(ξ−αk)(ξ−z′)
dξ
2πi
∣∣∣∣∣∣∣ , (863)
I˜
♯
3(i1, i2) := sup
z∈Σ˜♯R˜
∣∣∣∣∣∣∣ lim−Σ˜♯R˜∋z′→z
∫ b˜0−δ˜b˜0
−∞
(z′−αk)(wΣR˜+ (ξ))i1i2
(ξ−αk)(ξ−z′)
dξ
2πi
∣∣∣∣∣∣∣ , (864)
I˜
♯
4(i1, i2) := sup
z∈Σ˜♯R˜
∣∣∣∣∣∣∣∣
N+1∑
j=1
lim
−Σ˜♯R˜∋z′→z
∫
Σ˜3
p, j
+
∫
Σ˜4
p, j
 (z′−αk)(wΣR˜+ (ξ))i1i2(ξ−αk)(ξ−z′) dξ2πi
∣∣∣∣∣∣∣∣ , (865)
I˜
♯
5(i1, i2) := sup
z∈Σ˜♯R˜
∣∣∣∣∣∣∣∣
N+1∑
j=1
lim
−Σ˜♯R˜∋z′→z

∫
∂U˜δ˜
b˜ j−1
+
∫
∂U˜δ˜a˜ j
 (z′−αk)(w
ΣR˜
+ (ξ))i1i2
(ξ−αk)(ξ−z′)
dξ
2πi
∣∣∣∣∣∣∣∣ . (866)
For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, in order to estimate, asymptotically, in the double-scaling
limit N, n→∞ such that zo=1+o(1), I˜♯1(i1, i2), i1, i2=1, 2, consider, say, for j∈{1, 2, . . . ,N}, the quantity
I˜
♯
1, j(i1, i2) := sup
z∈Σ˜♯R˜
∣∣∣∣∣∣∣ lim−Σ˜♯R˜∋z′→z
∫ b˜ j−δ˜b˜ j
a˜ j+δ˜a˜ j
(z′−αk)(wΣR˜+ (ξ))i1i2
(ξ−αk)(ξ−z′)
dξ
2πi
∣∣∣∣∣∣∣ :
via the distributional identities (x− (x0± i0))−1 = (x− x0)−1 ± iπδ(x− x0), where δ(·) is the Dirac delta function,
and
∫ x2
x1
f (ξ)δ(ξ− x) dξ =
{
f (x), x∈(x1,x2),
0, x∈R\(x1,x2), a partial-fraction decomposition argument, and an elementary inequality
argument, one shows that, for j∈{1, 2, . . . ,N},
I˜
♯
1, j(i1, i2)6 I˜
♯,A
1, j (i1, i2)+ I˜
♯,B
1, j (i1, i2)+ I˜
♯,C
1, j (i1, i2), i1, i2=1, 2, (867)
where
I˜
♯,A
1, j (i1, i2) :=sup
∣∣∣∣∣∣∣
∫ b˜ j−δ˜b˜ j
a˜ j+δ˜a˜ j
(w
ΣR˜
+ (ξ))i1i2
ξ−αk
dξ
2πi
∣∣∣∣∣∣∣ , I˜♯,B1, j (i1, i2) := sup
z∈Σ˜♯R˜\(a˜ j+δ˜a˜ j ,b˜ j−δ˜b˜ j )
∣∣∣∣∣∣∣
∫ b˜ j−δ˜b˜ j
a˜ j+δ˜a˜ j
(w
ΣR˜
+ (ξ))i1i2
ξ−z
dξ
2πi
∣∣∣∣∣∣∣ ,
I˜
♯,C
1, j (i1, i2) := sup
z∈(a˜ j+δ˜a˜ j ,b˜ j−δ˜b˜ j )
∣∣∣∣∣∣∣P.V.
∫ b˜ j−δ˜b˜ j
a˜ j+δ˜a˜ j
(w
ΣR˜
+ (ξ))i1i2
ξ−z
dξ
2πi
− 1
2
(w
ΣR˜
+ (z))i1i2
∣∣∣∣∣∣∣ ,
with P.V. denoting the principle-value integral. For n ∈N and k ∈ {1, 2, . . . ,K} such that αps :=αk ,∞, recall from
the proof of the corresponding item of Lemma 5.1 that, for j∈{1, 2, . . . ,N}, Σ˜2
p, j := (a˜ j+δ˜a˜ j , b˜ j−δ˜b˜ j)= A˜R˜,1( j)∪A˜cR˜,1( j),
where A˜R˜,1( j) = (a˜ j+ δ˜a˜ j , b˜ j− δ˜b˜ j ) \ ∪q∈Q˜R˜,1( j)Oδ˜R˜,1( j)(αpq), and A˜cR˜,1( j) = ∪q∈Q˜R˜,1( j)Oδ˜R˜,1( j)(αpq ), with Q˜R˜,1( j) := {q′ ∈
{1, . . . , s−2, s}; αpq′ ∈ (a˜ j+δ˜a˜ j , b˜ j−δ˜b˜ j)}, and sufficiently small δ˜R˜,1( j)>0 chosen so thatOδ˜R˜,1( j)(αpq1 )∩Oδ˜R˜,1( j)(αpq2 )=∅
∀ q1,q2∈ Q˜R˜,1( j) and Oδ˜R˜,1( j)(αpq1 ) ∩ {a˜ j+δ˜a˜ j }=∅=Oδ˜R˜,1( j)(αpq1 ) ∩ {b˜ j−δ˜b˜ j } (of course, A˜R˜,1( j) ∩ A˜cR˜,1( j)=∅). Via
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the formula w
ΣR˜
+ (z)= v˜R˜(z)−I, the asymptotics, in the double-scaling limit N, n→∞ such that zo=1+o(1), of v˜R˜(z)
given in Equation (684), and the inequality ln|x| 6 |x|−1, one shows, via a tedious integration argument, that, for
j∈{1, 2, . . . ,N},
I˜
♯,A
1, j (i1, i2) = sup
∣∣∣∣∣∣∣
∫
A˜R˜,1( j)
+
∫
A˜cR˜,1( j)
 (wΣR˜+ (ξ))i1i2ξ−αk dξ2πi
∣∣∣∣∣∣∣ 6N,n→∞
zo=1+o(1)
O
 c˜
♯,A
i1i2
(n, k, zo; j)e
−((n−1)K+k)λ˜♯R˜,1( j)
(n−1)K+k
 ,
I˜
♯,B
1, j (i1, i2) = sup
z∈Σ˜♯R˜\(A˜R˜,1( j)∪A˜
c
R˜,1( j))
∣∣∣∣∣∣∣
∫
A˜R˜,1( j)
+
∫
A˜cR˜,1( j)
 (wΣR˜+ (ξ))i1i2ξ−z dξ2πi
∣∣∣∣∣∣∣ 6N,n→∞
zo=1+o(1)
O
 c˜
♯,B
i1i2
(n, k, zo; j)e
−((n−1)K+k)λ˜♯R˜,1( j)
(n−1)K+k
 ,
I˜
♯,C
1, j (i1, i2) = sup
z∈A˜R˜,1( j)∪A˜cR˜,1( j)
∣∣∣∣∣∣∣P.V.
∫
A˜R˜,1( j)
+
∫
A˜cR˜,1( j)
 (wΣR˜+ (ξ))i1i2ξ−z dξ2πi− 12 (wΣR˜+ (z))i1i2
∣∣∣∣∣∣∣
6
N,n→∞
zo=1+o(1)
O
(
c˜
♯,C
i1i2
(n, k, zo; j)e
−((n−1)K+k)λ˜♯R˜,1( j)
)
,
where λ˜♯R˜,1( j) (> 0) is defined by Equation (851), and c˜
♯,r
i1i2
(n, k, zo; j) =N,n→∞
zo=1+o(1)
O(1), r ∈ {A,B,C}, whence, for
i1, i2=1, 2,
I˜
♯
1, j(i1, i2) 6
N,n→∞
zo=1+o(1)
O
(
c˜
♯,C
i1i2
(n, k, zo; j)e
−((n−1)K+k)λ˜♯R˜,1( j)
)
, j∈{1, 2, . . . ,N} :
via the latter—asymptotic—estimate, Definition (862), and an elementary inequality argument, one arrives at, for
n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞,
I˜
♯
1(i1, i2) =
N,n→∞
zo=1+o(1)
O
(
c˜
♯,1
i1i2
(n, k, zo)e
−((n−1)K+k) min
j=1,2,...,N
{λ˜♯R˜,1( j)}
)
, i1, i2=1, 2, (868)
where c˜♯,1
i1i2
(n, k, zo)=N,n→∞
zo=1+o(1)
O(1).
For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, in order to estimate, asymptotically, in the double-scaling
limit N, n→∞ such that zo = 1+o(1), I˜♯2(i1, i2), i1, i2 = 1, 2, one uses the distributional identities given above, a
partial-fraction decomposition argument, and an elementary inequality argument, to show that
I˜
♯
2(i1, i2)6 I˜
♯,A
2 (i1, i2)+ I˜
♯,B
2 (i1, i2)+ I˜
♯,C
2 (i1, i2), i1, i2=1, 2, (869)
where
I˜
♯,A
2 (i1, i2) :=sup
∣∣∣∣∣∣∣
∫ +∞
a˜N+1+δ˜a˜N+1
(w
ΣR˜
+ (ξ))i1i2
ξ−αk
dξ
2πi
∣∣∣∣∣∣∣ , I˜♯,B2 (i1, i2) := sup
z∈Σ˜♯R˜\(a˜N+1+δ˜a˜N+1 ,+∞)
∣∣∣∣∣∣∣
∫ +∞
a˜N+1+δ˜a˜N+1
(w
ΣR˜
+ (ξ))i1i2
ξ−z
dξ
2πi
∣∣∣∣∣∣∣ ,
I˜
♯,C
2 (i1, i2) := sup
z∈(a˜N+1+δ˜a˜N+1 ,+∞)
∣∣∣∣∣∣∣P.V.
∫ +∞
a˜N+1+δ˜a˜N+1
(w
ΣR˜
+ (ξ))i1i2
ξ−z
dξ
2πi
− 1
2
(w
ΣR˜
+ (z))i1i2
∣∣∣∣∣∣∣ .
For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, recall from the proof of the corresponding item of Lemma 5.1
that (a˜N+1+δ˜a˜N+1 ,+∞)= A˜R˜,2(+)∪ A˜cR˜,2(+), where A˜R˜,2(+)= (a˜N+1+δ˜a˜N+1 ,+∞) \ (O∞(αps−1 )∪∪q∈Q˜R˜,2(+)Oδ˜R˜,2(+)(αpq)),
and A˜cR˜,2(+)=O∞(αps−1 ) ∪ ∪q∈Q˜R˜,2(+)Oδ˜R˜,2(+)(αpq), with Q˜R˜,2(+) := {q′∈{1, . . . , s−2, s}; αpq′ ∈ (a˜N+1+δ˜a˜N+1 ,+∞)} and
sufficiently small ε˜∞, δ˜R˜,2(+)>0 chosen so that Oδ˜R˜,2(+)(αpq′1
)∩Oδ˜R˜,2(+)(αpq′′1 )=∅ ∀ q
′
1,q
′′
1 ∈ Q˜R˜,2(+),Oδ˜R˜,2(+)(αpq′1 )∩
{a˜N+1+ δ˜a˜N+1 }=∅, and Oδ˜R˜,2(+)(αpq′1 ) ∩ O∞(αps−1)=∅ (of course, A˜R˜,2(+) ∩ A˜
c
R˜,2(+)=∅). Via the formula w
ΣR˜
+ (z)=
v˜R˜(z)−I, the asymptotics, in the double-scaling limitN, n→∞ such that zo=1+o(1), of v˜R˜(z) given in Equation (685),
and the inequality ln|x|6 |x|−1, one shows, via a tedious integration argument, that
I˜
♯,A
2 (i1, i2) = sup
∣∣∣∣∣∣∣
∫
A˜R˜,2(+)
+
∫
A˜cR˜,2(+)
 (wΣR˜+ (ξ))i1i2ξ−αk dξ2πi
∣∣∣∣∣∣∣ 6N,n→∞
zo=1+o(1)
O
 c˜
♯′,A
i1i2
(n, k, zo)e
−((n−1)K+k)λ˜♯R˜,2(+)
(n−1)K+k
 ,
I˜
♯,B
2 (i1, i2) = sup
z∈Σ˜♯R˜\(A˜R˜,2(+)∪A˜
c
R˜,2(+))
∣∣∣∣∣∣∣
∫
A˜R˜,2(+)
+
∫
A˜cR˜,2(+)
 (wΣR˜+ (ξ))i1i2ξ−z dξ2πi
∣∣∣∣∣∣∣ 6N,n→∞
zo=1+o(1)
O
 c˜
♯′,B
i1i2
(n, k, zo)e
−((n−1)K+k)λ˜♯R˜,2(+)
(n−1)K+k
 ,
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I˜
♯,C
2 (i1, i2) = sup
z∈A˜R˜,2(+)∪A˜cR˜,2(+)
∣∣∣∣∣∣∣P.V.
∫
A˜R˜,2(+)
+
∫
A˜cR˜,2(+)
 (wΣR˜+ (ξ))i1i2ξ−z dξ2πi− 12 (wΣR˜+ (z))i1i2
∣∣∣∣∣∣∣
6
N,n→∞
zo=1+o(1)
O
(
c˜
♯′,C
i1i2
(n, k, zo)e
−((n−1)K+k)λ˜♯R˜,2(+)
)
,
where λ˜♯R˜,2(+) (>0) is defined by Equation (852), and c˜
♯′ ,r
i1i2
(n, k, zo)=N,n→∞
zo=1+o(1)
O(1), r∈{A,B,C}, whence, for n∈N and
k∈{1, 2, . . . ,K} such that αps :=αk,∞,
I˜
♯
2(i1, i2) =
N,n→∞
zo=1+o(1)
O
(
c˜
♯,2
i1i2
(n, k, zo)e
−((n−1)K+k)λ˜♯R˜,2(+)
)
, i1, i2=1, 2, (870)
where c˜♯,2
i1i2
(n, k, zo) =N,n→∞
zo=1+o(1)
O(1). For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk , ∞, the integral I˜♯3(i1, i2),
i1, i2=1, 2, is analysed analogously (as above for I˜
♯
2(i1, i2)), and one arrives at
I˜
♯
3(i1, i2) =
N,n→∞
zo=1+o(1)
O
(
c˜
♯,3
i1i2
(n, k, zo)e
−((n−1)K+k)λ˜♯R˜,2(−)
)
, i1, i2=1, 2, (871)
where λ˜♯R˜,2(−) (>0) is defined by Equation (853), and c˜
♯,3
i1i2
(n, k, zo)=N,n→∞
zo=1+o(1)
O(1).
For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, in order to estimate, asymptotically, in the double-scaling
limit N, n→∞ such that zo=1+o(1), I˜♯4(i1, i2), i1, i2=1, 2, consider, say, for j∈{1, 2, . . . ,N+1}, the quantity
I˜
♯,a
4, j (i1, i2) := sup
z∈Σ˜♯R˜
∣∣∣∣∣∣∣ lim−Σ˜♯R˜∋z′→z
∫
Σ˜3
p, j
(z′−αk)(wΣR˜+ (ξ))i1i2
(ξ−αk)(ξ−z′)
dξ
2πi
∣∣∣∣∣∣∣ :
via the distributional identities given above, a partial-fraction decomposition argument, and an elementary inequal-
ity argument, one shows that, for j∈{1, 2, . . . ,N+1},
I˜
♯,a
4, j (i1, i2)6 I˜
♯,a,A
4, j (i1, i2)+ I˜
♯,a,B
4, j (i1, i2)+ I˜
♯,a,C
4, j (i1, i2), i1, i2=1, 2, (872)
where
I˜
♯,a,A
4, j (i1, i2) :=sup
∣∣∣∣∣∣∣
∫
Σ˜3
p, j
(w
ΣR˜
+ (ξ))i1i2
ξ−αk
dξ
2πi
∣∣∣∣∣∣∣ , I˜♯,a,B4, j (i1, i2) := sup
z∈Σ˜♯R˜\Σ˜
3
p, j
∣∣∣∣∣∣∣
∫
Σ˜3
p, j
(w
ΣR˜
+ (ξ))i1i2
ξ−z
dξ
2πi
∣∣∣∣∣∣∣ ,
I˜
♯,a,C
4, j (i1, i2) := sup
z∈Σ˜3
p, j
∣∣∣∣∣∣∣P.V.
∫
Σ˜3
p, j
(w
ΣR˜
+ (ξ))i1i2
ξ−z
dξ
2πi
− 1
2
(w
ΣR˜
+ (z))i1i2
∣∣∣∣∣∣∣ .
Via the formula w
ΣR˜
+ (z) = v˜R˜(z)− I, the asymptotics, in the double-scaling limit N, n→∞ such that zo = 1+o(1),
of v˜R˜(z) given in Equation (687), the elementary trigonometric inequalities sin θ >
2θ
π
and cos θ > − 2θ
π
+ 1 for
0 6 θ 6 π2 , and sin θ >
2
π
(π− θ) and cos θ 6 − 2θ
π
+1 for π2 6 θ 6 π, the fact that inf{|ξ−αk |; ξ ∈ Σ˜3p, j} > 0 (since
{αk} ∩ Σ˜3p, j = ∅) and inf{|ξ−z|; ξ ∈ Σ˜3p, j, z ∈ Σ˜♯R˜ \ Σ˜
3
p, j} > 0, and the parametrisation for the—elliptic—homotopic
deformation of Σ˜3
p, j given in the proof of the corresponding item of Lemma 5.1, that is, Σ˜
3
p, j= {(x j(θ), y j(θ)); x j(θ)=
1
2 (a˜ j+ b˜ j−1)+
1
2 (a˜ j− b˜ j−1) cos θ, y j(θ)= η˜ j sin θ, θa˜0( j)6 θ 6 π−θb˜0( j)}, one shows, via a tedious integration-by-parts
argument, that, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, i1, i2=1, 2, and j∈{1, 2, . . . ,N+1},
I˜
♯,a,A
4, j (i1, i2) = sup
∫ π/2
θa˜0( j)
+
∫ π−θb˜0( j)
π/2

∣∣∣∣∣∣∣ (w
ΣR˜
+ (x j(θ)+iy j(θ)))i1i2
x j(θ)+iy j(θ)−αk
∣∣∣∣∣∣∣ ((x′j(θ))2+(y′j(θ))2)1/2 dθ2π

6
N,n→∞
zo=1+o(1)
O
 c˜
♯,a,A
i1i2
(n, k, zo; j)e
−((n−1)K+k)λ˜♯,aR˜,4( j)
(n−1)K+k
 , (873)
I˜
♯,a,B
4, j (i1, i2) = sup
z∈Σ˜♯R˜\Σ˜
3
p, j
∫ π/2
θa˜0( j)
+
∫ π−θb˜0( j)
π/2

∣∣∣∣∣∣∣ (w
ΣR˜
+ (x j(θ)+iy j(θ)))i1i2
x j(θ)+iy j(θ)−z
∣∣∣∣∣∣∣ ((x′j(θ))2+(y′j(θ))2)1/2 dθ2π

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6
N,n→∞
zo=1+o(1)
O
 c˜
♯,a,B
i1i2
(n, k, zo; j)e
−((n−1)K+k)λ˜♯,aR˜,4( j)
(n−1)K+k
 , (874)
where λ˜♯,aR˜,4( j) (> 0) is defined by Equation (854), and c˜
♯,a,r
i1i2
(n, k, zo; j) =N,n→∞
zo=1+o(1)
O(1), r ∈ {A,B}. An elementary
inequality argument shows that I˜♯,a,C4, j (i1, i2) can be presented thus:
I˜
♯,a,C
4, j (i1, i2) 6 sup
z∈Σ˜3
p, j∩[θa˜0( j),π/2]

∣∣∣∣∣∣∣P.V.
∫
Σ˜3
p, j∩[θa˜0( j),π/2]
(w
ΣR˜
+ (ξ))i1i2
ξ−z
dξ
2πi
∣∣∣∣∣∣∣+
∣∣∣∣∣∣∣
∫
Σ˜3
p, j∩[π/2,π−θb˜0( j)]
(w
ΣR˜
+ (ξ))i1i2
ξ−z
dξ
2πi
∣∣∣∣∣∣∣
+
1
2
∣∣∣∣(wΣR˜+ (z))i1i2 ∣∣∣∣)+ sup
z∈Σ˜3
p, j∩[π/2,π−θb˜0( j)]

∣∣∣∣∣∣∣
∫
Σ˜3
p, j∩[θa˜0( j),π/2]
(wΣR˜+ (ξ))i1i2
ξ−z
dξ
2πi
∣∣∣∣∣∣∣
+ P.V.
∣∣∣∣∣∣∣
∫
Σ˜3
p, j∩[π/2,π−θb˜0( j)]
(w
ΣR˜
+ (ξ))i1i2
ξ−z
dξ
2πi
∣∣∣∣∣∣∣+ 12
∣∣∣∣(wΣR˜+ (z))i1i2 ∣∣∣∣ . (875)
Via the formula wΣR˜+ (z) = v˜R˜(z)− I, the asymptotics, in the double-scaling limit N, n→∞ such that zo = 1+o(1),
of v˜R˜(z) given in Equation (687), the elementary trigonometric inequalities sin θ >
2θ
π and cos θ > − 2θπ + 1 for
0 6 θ 6 π2 , and sin θ >
2
π
(π−θ) and cos θ 6 − 2θ
π
+1 for π2 6 θ 6 π, the inequality ln|x| 6 |x|−1, the parametrisation
for the homotopic deformation of Σ˜3
p, j given in the proof of the corresponding item of Lemma 5.1, that is, Σ˜
3
p, j =
{(x j(θ), y j(θ)); x j(θ) = 12 (a˜ j+ b˜ j−1)+ 12 (a˜ j− b˜ j−1) cos θ, y j(θ) = η˜ j sin θ, θa˜0( j) 6 θ 6 π−θb˜0( j)}, and writing (Σ˜3p, j ∋)
z= x j(ψ)+ iy j(ψ), θa˜0( j)6ψ6 π−θb˜0( j), one shows, via a tedious integration-by-parts argument, that, for n ∈N and
k∈{1, 2, . . . ,K} such that αps :=αk,∞, i1, i2=1, 2, and j∈{1, 2, . . . ,N+1},
sup
z∈Σ˜3
p, j∩[θa˜0( j),π/2]
1
2
∣∣∣∣(wΣR˜+ (z))i1i2 ∣∣∣∣+ sup
z∈Σ˜3
p, j∩[π/2,π−θb˜0( j)]
1
2
∣∣∣∣(wΣR˜+ (z))i1i2 ∣∣∣∣= sup
θa˜0( j)6ψ6π/2
1
2
∣∣∣∣(wΣR˜+ (x j(ψ)+iy j(ψ)))i1i2 ∣∣∣∣
+ sup
π/26ψ6π−θb˜0( j)
1
2
∣∣∣∣(wΣR˜+ (x j(ψ)+iy j(ψ)))i1i2 ∣∣∣∣ 6
N,n→∞
zo=1+o(1)
O
(
c˜
♯,a,C1
i1i2
(n, k, zo; j)e
−((n−1)K+k)λ˜♯,aR˜,4( j)
)
,
sup
z∈Σ˜3
p, j∩[θa˜0( j),π/2]

∣∣∣∣∣∣∣
∫
Σ˜3
p, j∩[π/2,π−θb˜0( j)]
(w
ΣR˜
+ (ξ))i1i2
ξ−z
dξ
2πi
∣∣∣∣∣∣∣
+ sup
z∈Σ˜3
p, j∩[π/2,π−θb˜0( j)]

∣∣∣∣∣∣∣
∫
Σ˜3
p, j∩[θa˜0( j),π/2]
(w
ΣR˜
+ (ξ))i1i2
ξ−z
dξ
2πi
∣∣∣∣∣∣∣

6 sup
θa˜0( j)6ψ<π/2
∫ π−θb˜0( j)
π/2
∣∣∣∣∣∣∣ (w
ΣR˜
+ (x j(θ)+iy j(θ)))i1i2
x j(θ)−x j(ψ)+i(y j(θ)−y j(ψ))
∣∣∣∣∣∣∣ ((x′j(θ))2+(y′j(θ))2)1/2 dθ2π

+ sup
π/2<ψ6π−θb˜0( j)
∫ π/2
θa˜0( j)
∣∣∣∣∣∣∣ (w
ΣR˜
+ (x j(θ)+iy j(θ)))i1i2
x j(θ)−x j(ψ)+i(y j(θ)−y j(ψ))
∣∣∣∣∣∣∣ ((x′j(θ))2+(y′j(θ))2)1/2 dθ2π

6
N,n→∞
zo=1+o(1)
O
 c˜
♯,a,C2
i1i2
(n, k, zo; j)e
−((n−1)K+k)λ˜♯,aR˜,4( j)
(n−1)K+k
 ,
sup
z∈Σ˜3
p, j∩[θa˜0( j),π/2]

∣∣∣∣∣∣∣P.V.
∫
Σ˜3
p, j∩[θa˜0( j),π/2]
(w
ΣR˜
+ (ξ))i1i2
ξ−z
dξ
2πi
∣∣∣∣∣∣∣
+ sup
z∈Σ˜3
p, j∩[π/2,π−θb˜0( j)]

∣∣∣∣∣∣∣P.V.
∫
Σ˜3
p, j∩[π/2,π−θb˜0( j)]
(w
ΣR˜
+ (ξ))i1i2
ξ−z
dξ
2πi
∣∣∣∣∣∣∣

6
N,n→∞
zo=1+o(1)
sup
θa˜0( j)6ψ6π/2

∣∣∣∣∣∣∣
∫ ψ−n−1
θa˜0( j)
+
∫ π/2
ψ+n−1
 (wΣR˜+ (x j(θ)+iy j(θ)))i1i2x j(θ)−x j(ψ)+i(y j(θ)−y j(ψ)) d(x j(θ)+iy j(θ))2πi
∣∣∣∣∣∣∣

+ sup
π/26ψ6π−θb˜0( j)

∣∣∣∣∣∣∣
∫ ψ−n−1
π/2
+
∫ π−θb˜0( j)
ψ+n−1
 (wΣR˜+ (x j(θ)+iy j(θ)))i1i2x j(θ)−x j(ψ)+i(y j(θ)−y j(ψ)) d(x j(θ)+iy j(θ))2πi
∣∣∣∣∣∣∣

6
N,n→∞
zo=1+o(1)
sup
θa˜0( j)6ψ6π/2

∫ ψ−n−1
θa˜0( j)
+
∫ π/2
ψ+n−1

O
|(c˜R˜,3( j))i1i2 |e−((n−1)K+k)λ˜R˜,3( j)x˜
a
1 ( j)
1− 2δ˜a˜ j ((b˜ j−1−a˜ j ) cosσ+a˜ j +2η˜ j sinσ+a˜ j )π(x˜a1 ( j))2 θ
1/2
∣∣∣∣sin ( θ−ψ2 )∣∣∣∣ ((a˜ j−b˜ j−1)2 sin2 ( θa˜0( j)+ψ2 )+4η˜2j cos2 ( π2 +ψ2 ))1/2
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×
√
1
4
(a˜ j−b˜ j−1)2+η˜2j(cos(min{θa˜0( j), θb˜0( j)}))2
dθ
2π

+ sup
π/26ψ6π−θb˜0( j)

∫ ψ−n−1
π/2
+
∫ π−θb˜0( j)
ψ+n−1

O
|(c˜R˜,3( j))i1i2 |e−((n−1)K+k)λ˜R˜,3( j)x˜
a
2 ( j)
1− 2((b˜ j−1−a˜ j )δ˜a˜ j cosσ+a˜ j +2η˜ j(2η˜ j−δ˜a˜ j sinσ+a˜ j ))π(x˜a
2
( j))2
θ
1/2
∣∣∣∣sin ( θ−ψ2 )∣∣∣∣ ((a˜ j−b˜ j−1)2 sin2 ( π−θb˜0( j)+ψ2 )+4η˜2j cos2 ( π2 +ψ2 ))1/2
×
√
1
4
(a˜ j−b˜ j−1)2+η˜2j(cos(min{θa˜0( j), θb˜0( j)}))2
dθ
2π

6
N,n→∞
zo=1+o(1)
O
(
c˜
♯,a,C3
i1i2
(n, k, zo; j)e
−((n−1)K+k)λ˜♯,aR˜,4( j)
)
,
where c˜♯,a,r
i1i2
(n, k, zo; j)=N,n→∞
zo=1+o(1)
O(1), r∈{C1,C2,C3}, whence, for i1, i2=1, 2, via an elementary inequality argument,
one shows that
I˜
♯,a,C
4, j (i1, i2) 6
N,n→∞
zo=1+o(1)
O
(
c˜
♯,a,C
i1i2
(n, k, zo; j)e
−((n−1)K+k)λ˜♯,aR˜,4( j)
)
, (876)
where c˜♯,a,C
i1i2
(n, k, zo; j)=N,n→∞
zo=1+o(1)
O(1); thus, via the—asymptotic—Estimates (873), (874), and (876), it follows from
Equation (872) and an elementary inequality argument, that, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞,
i1, i2=1, 2, and j∈{1, 2, . . . ,N+1},
I˜
♯,a
4, j (i1, i2) 6
N,n→∞
zo=1+o(1)
O
(
c˜
♯,a,
i1i2
(n, k, zo; j)e
−((n−1)K+k)λ˜♯,aR˜,4( j)
)
, (877)
where c˜♯,a,
i1i2
(n, k, zo; j)=N,n→∞
zo=1+o(1)
O(1). For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, the integral
I˜
♯,`
4, j (i1, i2) := sup
z∈Σ˜♯R˜
∣∣∣∣∣∣∣ lim−Σ˜♯R˜∋z′→z
∫
Σ˜4
p, j
(z′−αk)(wΣR˜+ (ξ))i1i2
(ξ−αk)(ξ−z′)
dξ
2πi
∣∣∣∣∣∣∣ , i1, i2=1, 2, j∈{1, 2, . . . ,N+1},
is analysed analogously (as above for I˜♯,`4, j (i1, i2)), and one arrives at, for n ∈ N and k ∈ {1, 2, . . . ,K} such that
αps :=αk,∞, i1, i2=1, 2, and j∈{1, 2, . . . ,N+1},
I˜
♯,`
4, j (i1, i2) 6
N,n→∞
zo=1+o(1)
O
(
c˜
♯,`,♦
i1i2
(n, k, zo; j)e
−((n−1)K+k)λ˜♯,`R˜,4( j)
)
, (878)
where λ˜♯,`R˜,4( j) (> 0) is defined by Equation (855), and c˜
♯,`,♦
i1i2
(n, k, zo; j) =N,n→∞
zo=1+o(1)
O(1); thus, via the—asymptotic—
Estimates (877) and (878), and an elementary inequality argument, one finally arrives at, for n ∈ N and k ∈
{1, 2, . . . ,K} such that αps :=αk,∞,
I˜
♯,`
4 (i1, i2) =
N,n→∞
zo=1+o(1)
O
c˜♯,4i1i2(n, k, zo)e−((n−1)K+k)min
{
min
j=1,2,...,N+1
{λ˜♯,aR˜,4( j)}, minj=1,2,...,N+1{λ˜
♯,`
R˜,4( j)}
} , (879)
where c˜♯,4
i1i2
(n, k, zo)=N,n→∞
zo=1+o(1)
O(1).
For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, in order to estimate, asymptotically, in the double-scaling
limit N, n→∞ such that zo=1+o(1), I˜♯5(i1, i2), i1, i2=1, 2, consider, say, the quantity
I˜
♯
5,(i1, i2) := sup
z∈Σ˜♯R˜
∣∣∣∣∣∣∣ lim−Σ˜♯R˜∋z′→z
∫
∂U˜δ˜a˜N+1
(z′−αk)(wΣR˜+ (ξ))i1i2
(ξ−αk)(ξ−z′)
dξ
2πi
∣∣∣∣∣∣∣ :
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a straightforward inequality argument shows that
I˜
♯
5,(i1, i2)6 I˜
♯,A
5,(i1, i2)+ I˜
♯,B
5,(i1, i2)+ I˜
♯,C
5,(i1, i2), i1, i2=1, 2, (880)
where
I˜
♯,A
5,(i1, i2) :=sup
∣∣∣∣∣∣∣
∫
∂U˜δ˜a˜N+1
(w
ΣR˜
+ (ξ))i1i2
ξ−αk
dξ
2πi
∣∣∣∣∣∣∣ , I˜♯,B5,(i1, i2) := supz∈∂U˜δ˜a˜N+1
∣∣∣∣∣∣∣ lim−Σ˜♯R˜∋z′→z
∫
∂U˜δ˜a˜N+1
(w
ΣR˜
+ (ξ))i1i2
ξ−z′
dξ
2πi
∣∣∣∣∣∣∣ ,
I˜
♯,C
5,(i1, i2) := sup
z∈Σ˜♯R˜\∂U˜δ˜a˜N+1
∣∣∣∣∣∣∣ lim−Σ˜♯R˜∋z′→z
∫
∂U˜δ˜a˜N+1
(w
ΣR˜
+ (ξ))i1i2
ξ−z′
dξ
2πi
∣∣∣∣∣∣∣ .
Via the asymptotic expansion, in the double-scaling limit N, n→∞ such that zo=1+o(1), of wΣR˜+ (z) for z∈∂U˜δ˜a˜N+1
given in Equation (765), Hölder’s Inequality for Integrals, and the indefinite integral 2.553 3. on p. 180 of [417],
one shows that, with p0 := (a˜N+1−αk)2+δ˜2a˜N+1 and q0 :=2δ˜a˜N+1(a˜N+1−αk) (⇒ p20−q20>0), for n∈N and k∈{1, 2, . . . ,K}
such that αps :=αk,∞,
I˜
♯,A
5,(i1, i2) 6
N,n→∞
zo=1+o(1)
δ˜a˜N+1√
2π
sup
θ0∈[0,2π]
∣∣∣∣(wΣR˜+ (a˜N+1+δ˜a˜N+1eiθ0))i1i2 ∣∣∣∣
√∫ 2π
0
1
p0+q0 cos θ
dθ
6
N,n→∞
zo=1+o(1)
δ˜a˜N+1√
2π
sup
θ0∈[0,2π]
∣∣∣∣(wΣR˜+ (a˜N+1+δ˜a˜N+1eiθ0))i1i2 ∣∣∣∣ √√ 2√
p20−q20
√
tan−1
(√
p0−q0
p0+q0
tan
(
θ
2
))∣∣∣∣∣∣2π
0︸                                  ︷︷                                  ︸
= 0
⇒
I˜
♯,A
5,(i1, i2) =N,n→∞
zo=1+o(1)
0. (881)
Via the asymptotic expansion, in the double-scaling limit N, n→∞ such that zo=1+o(1), of wΣR˜+ (z) for z∈∂U˜δ˜a˜N+1
given in Equation (765), Hölder’s Inequality for Integrals, and the indefinite integral 2.562 1. on p. 185 of [417], one
shows that, with Aǫ(θ, ψ) :=2δ˜a˜N+1 sin(
θ−ψ
2 ) sin(
θ+ψ
2 )+ǫ cos(θ−ψ) and Bǫ(θ, ψ) :=−2δ˜a˜N+1 sin( θ−ψ2 ) cos( θ+ψ2 )+ǫ sin(θ−ψ),
for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞,
I˜
♯,B
5,(i1, i2) 6
N,n→∞
zo=1+o(1)
δ˜a˜N+1
2π
sup
θ0∈[0,2π]
∣∣∣∣(wΣR˜+ (a˜N+1+δ˜a˜N+1eiθ0))i1i2 ∣∣∣∣ sup
ψ∈[0,2π]
∣∣∣∣∣∣∣limǫ↓0
∫ 2π
0
(Aǫ(θ, ψ)+iBǫ(θ, ψ))
|2iδ˜a˜N+1e
i
2 (θ+ψ) sin( θ−ψ2 )+ǫe
iψ|2
dθ
∣∣∣∣∣∣∣
6
N,n→∞
zo=1+o(1)
δ˜a˜N+1√
2π
sup
θ0∈[0,2π]
∣∣∣∣(wΣR˜+ (a˜N+1+δ˜a˜N+1eiθ0))i1i2 ∣∣∣∣ sup
ψ∈[0,2π]
lim
ǫ↓0
lim
δ↓0
(∫ ψ−δ
0
+
∫ 2π
ψ+δ
)
(2δ˜a˜N+1+ǫ)
ǫ2+4δ˜a˜N+1(δ˜a˜N+1−ǫ) sin2( θ−ψ2 )
dθ

6
N,n→∞
zo=1+o(1)
√
2 δ˜a˜N+1
π
sup
θ0∈[0,2π]
∣∣∣∣(wΣR˜+ (a˜N+1+δ˜a˜N+1eiθ0))i1i2 ∣∣∣∣ sup
ψ∈[0,2π]
(
lim
ǫ↓0
(
lim
δ↓0
(
2δ˜a˜N+1+ǫ
ǫ(2δ˜a˜N+1−ǫ)
)
×
 tan−1 ((2δ˜a˜N+1−ǫǫ
)
tan u1
)∣∣∣∣∣∣u1=−δ/2
u1=−ψ/2
+ tan−1
((
2δ˜a˜N+1−ǫ
ǫ
)
tan u2
)∣∣∣∣∣∣u2=π−ψ/2
u2=δ/2
︸                                                                                         ︷︷                                                                                         ︸
= 0

 ⇒
I˜
♯,B
5,(i1, i2) =N,n→∞
zo=1+o(1)
0. (882)
For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, one shows that
I˜
♯,C
5,(i1, i2)6
5∑
m=1
I˜
♯,C,♭m
5, (i1, i2), i1, i2=1, 2, (883)
where
I˜
♯,C,♭1
5, (i1, i2) := sup
z∈Σ˜1p
∣∣∣∣∣∣∣ lim−Σ˜1p∋z′→z
∫
∂U˜δ˜a˜N+1
(wΣR˜+ (ξ))i1i2
ξ−z′
dξ
2πi
∣∣∣∣∣∣∣ ,
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I˜
♯,C,♭2
5, (i1, i2) := sup
z∈∪N
j=1Σ˜
2
p, j
∣∣∣∣∣∣∣ lim−∪N
j=1Σ˜
2
p, j∋z′→z
∫
∂U˜δ˜a˜N+1
(w
ΣR˜
+ (ξ))i1i2
ξ−z′
dξ
2πi
∣∣∣∣∣∣∣ ,
I˜
♯,C,♭3
5, (i1, i2) := sup
z∈∪N+1
j=1 Σ˜
3
p, j
∣∣∣∣∣∣∣ lim−∪N+1
j=1 Σ˜
3
p, j∋z′→z
∫
∂U˜δ˜a˜N+1
(w
ΣR˜
+ (ξ))i1i2
ξ−z′
dξ
2πi
∣∣∣∣∣∣∣ ,
I˜
♯,C,♭4
5, (i1, i2) := sup
z∈∪N+1
j=1 Σ˜
4
p, j
∣∣∣∣∣∣∣ lim−∪N+1
j=1 Σ˜
4
p, j∋z′→z
∫
∂U˜δ˜a˜N+1
(w
ΣR˜
+ (ξ))i1i2
ξ−z′
dξ
2πi
∣∣∣∣∣∣∣ ,
I˜
♯,C,♭5
5, (i1, i2) := sup
z∈(∪N+1
j=1 Σ˜
5
p, j)\∂U˜δ˜a˜N+1
∣∣∣∣∣∣∣ lim−((∪N+1
j=1 Σ˜
5
p, j)\∂U˜δ˜a˜N+1 )∋z
′→z
∫
∂U˜δ˜a˜N+1
(w
ΣR˜
+ (ξ))i1i2
ξ−z′
dξ
2πi
∣∣∣∣∣∣∣ .
In order to estimate I˜♯,C,♭15, (i1, i2), consider, say,
I˜
♯,C,♭1
5, (i1, i2;−) := sup
z∈(−∞,b˜0−δ˜b˜0 )
∣∣∣∣∣∣∣ lim−(−∞,b˜0−δ˜b˜0 )∋z′→z
∫
∂U˜δ˜a˜N+1
(w
ΣR˜
+ (ξ))i1i2
ξ−z′
dξ
2πi
∣∣∣∣∣∣∣ :
via the asymptotic expansion, in the double-scaling limit N, n→∞ such that zo =1+o(1), of wΣR˜+ (z) for z∈∂U˜δ˜a˜N+1
given in Equation (765), Hölder’s Inequality for Integrals, and the indefinite integral 2.558 4. on p. 182 of [417],
one shows that, with A(−)ǫ (θ, z) := (a˜N+1−z+δ˜a˜N+1 cos θ) cos θ+(δ˜a˜N+1 sin θ+ǫ) sin θ, B(−)ǫ (θ, z) := (a˜N+1−z+δ˜a˜N+1 cos θ) sin θ−
(δ˜a˜N+1 sin θ+ǫ) cos θ, r
(−)
ǫ := (a˜N+1−z)2+δ˜2a˜N+1+ǫ2, p
(−)
ǫ :=2δ˜a˜N+1ǫ, and q
(−)
ǫ :=2δ˜a˜N+1(a˜N+1−z) (⇒ (r(−)ǫ )2−(p(−)ǫ )2−(q(−)ǫ )2=
((a˜N+1−z)2+(ǫ2−δ˜2a˜N+1)2)2>0), for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞,
I˜
♯,C,♭1
5, (i1, i2;−) 6
N,n→∞
zo=1+o(1)
δ˜a˜N+1
2π
sup
θ0∈[0,2π]
∣∣∣∣(wΣR˜+ (a˜N+1+δ˜a˜N+1eiθ0))i1i2 ∣∣∣∣ sup
z∈(−∞,b˜0−δ˜b˜0 )
∣∣∣∣∣∣limǫ↓0
∫ 2π
0
(A(−)ǫ (θ, z)+iB
(−)
ǫ (θ, z))
r
(−)
ǫ +p
(−)
ǫ sin θ+q
(−)
ǫ cos θ
dθ
∣∣∣∣∣∣
6
N,n→∞
zo=1+o(1)
√
2 δ˜a˜N+1
π
sup
θ0∈[0,2π]
∣∣∣∣(wΣR˜+ (a˜N+1+δ˜a˜N+1eiθ0))i1i2 ∣∣∣∣ sup
z∈(−∞,b˜0−δ˜b˜0 )
lim
ǫ↓0
 a˜N+1−z+2δ˜a˜N+1+ǫ(a˜N+1−z)2+(ǫ2−δ˜2a˜N+1)2

×
 tan−1
 p(−)ǫ +(r(−)ǫ −q(−)ǫ ) tan( θ2 )(a˜N+1−z)2+(ǫ2−δ˜2a˜N+1)2

∣∣∣∣∣∣∣
2π
0
︸                                          ︷︷                                          ︸
= 0
 ⇒
I˜
♯,C,♭1
5, (i1, i2;−) =N,n→∞
zo=1+o(1)
0;
analogously, one shows that
I˜
♯,C,♭1
5, (i1, i2;+) := sup
z∈(a˜N+1+δ˜a˜N+1 ,+∞)
∣∣∣∣∣∣∣ lim−(a˜N+1+δ˜a˜N+1 ,+∞)∋z′→z
∫
∂U˜δ˜a˜N+1
(w
ΣR˜
+ (ξ))i1i2
ξ−z′
dξ
2πi
∣∣∣∣∣∣∣
6
N,n→∞
zo=1+o(1)
√
2 δ˜a˜N+1
π
sup
θ0∈[0,2π]
∣∣∣∣(wΣR˜+ (a˜N+1+δ˜a˜N+1eiθ0))i1i2 ∣∣∣∣ sup
z∈(a˜N+1+δ˜a˜N+1 ,+∞)
lim
ǫ↓0
 a˜N+1−z+2δ˜a˜N+1+ǫ(a˜N+1−z)2+(ǫ2−δ˜2a˜N+1)2

×
 tan−1
 p(−)ǫ +(r(−)ǫ −q(−)ǫ ) tan( θ2 )(a˜N+1−z)2+(ǫ2−δ˜2a˜N+1)2

∣∣∣∣∣∣∣
2π
0
︸                                          ︷︷                                          ︸
= 0
 ⇒
I˜
♯,C,♭1
5, (i1, i2;+) =N,n→∞
zo=1+o(1)
0,
whence, via an elementary inequality argument, one deduces that, for n ∈N and k ∈ {1, 2, . . . ,K} such that αps :=
αk,∞, and i1, i2=1, 2,
I˜
♯,C,♭1
5, (i1, i2) =N,n→∞
zo=1+o(1)
0. (884)
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Proceeding, mutatis mutandis, as above (for I˜♯,C,♭15, (i1, i2)), one also shows that, for n ∈N and k ∈ {1, 2, . . . ,K} such
that αps :=αk,∞, and i1, i2=1, 2,
I˜
♯,C,♭2
5, (i1, i2) =N,n→∞
zo=1+o(1)
0. (885)
In order to estimate I˜♯,C,♭35, (i1, i2), consider, say, for j∈{1, 2, . . . ,N+1},
I˜
♯,C,♭3
5, (i1, i2;a ( j)) := sup
z∈Σ˜3
p, j
∣∣∣∣∣∣∣ lim−Σ˜3
p, j∋z′→z
∫
∂U˜δ˜a˜N+1
(wΣR˜+ (ξ))i1i2
ξ−z′
dξ
2πi
∣∣∣∣∣∣∣ :
via the asymptotic expansion, in the double-scaling limit N, n→∞ such that zo =1+o(1), of wΣR˜+ (z) for z∈∂U˜δ˜a˜N+1
given in Equation (765), Hölder’s Inequality for Integrals, the indefinite integral 2.558 4. on p. 182 of [417], and
the parametrisation for the—elliptic—homotopic deformation of Σ˜3
p, j given in the proof of the corresponding item
of Lemma 5.1, that is, Σ˜3
p, j= {(x j(θ), y j(θ)); x j(θ)= 12 (a˜ j+b˜ j−1)+12 (a˜ j−b˜ j−1) cos θ, y j(θ)= η˜ j sin θ, θa˜0( j)6θ6π−θb˜0( j)},
one shows that, with αaǫ (θ, ψ) := a˜N+1+δ˜a˜N+1 cos θ+ǫ cosψ−x j(ψ), βaǫ (θ, ψ) := δ˜a˜N+1 sin θ+ǫ sinψ−y j(ψ), Aaǫ (θ, ψ) :=
αaǫ (θ, ψ) cos θ+β
a
ǫ (θ, ψ) sin θ, B
a
ǫ (θ, ψ) :=α
a
ǫ (θ, ψ) sin θ−βaǫ (θ, ψ) cos θ, A˜a(ǫ) := a˜N+1+2δ˜a˜N+1+ǫ(1+cos θa˜0( j))− 12 (a˜ j+
b˜ j−1)+ 12 (a˜ j− b˜ j−1) cos θa˜0( j)− η˜ j min{sin θa˜0( j), sin θb˜0( j)}, raǫ (ψ) := (a˜N+1− x j(ψ))2+2ǫ(a˜N+1− x j(ψ)) cosψ+y2j(ψ)−
2ǫy j(ψ) sinψ+ δ˜2a˜N+1 +ǫ
2, paǫ (ψ) := 2δ˜a˜N+1(ǫ sinψ−y j(ψ)), and qaǫ (ψ) := 2δ˜a˜N+1(a˜N+1+ǫ cosψ− x j(ψ)), for n ∈N and
k∈{1, 2, . . . ,K} such that αps :=αk,∞, and j∈{1, 2, . . . ,N+1},208
I˜
♯,C,♭3
5, (i1, i2;a ( j)) 6
N,n→∞
zo=1+o(1)
δ˜a˜N+1
2π
sup
θ0∈[0,2π]
∣∣∣∣(wΣR˜+ (a˜N+1+δ˜a˜N+1eiθ0))i1i2 ∣∣∣∣ sup
ψ∈[θa˜0( j),π−θb˜0( j)]
∣∣∣∣∣∣limǫ↓0
∫ 2π
0
(Aaǫ (θ, ψ)+iB
a
ǫ (θ, ψ))
(αaǫ (θ, ψ))2+(βaǫ (θ, ψ))2
dθ
∣∣∣∣∣∣
6
N,n→∞
zo=1+o(1)
δ˜a˜N+1√
2 π
sup
θ0∈[0,2π]
∣∣∣∣(wΣR˜+ (a˜N+1+δ˜a˜N+1eiθ0))i1i2 ∣∣∣∣ sup
ψ∈[θa˜0( j),π−θb˜0( j)]
(
lim
ǫ↓0
∣∣∣A˜a(ǫ)∣∣∣ J˜a(ψ, ǫ)) ,
where, with daǫ (ψ) := (r
a
ǫ (ψ))
2−(paǫ (ψ))2−(qaǫ (ψ))2,
J˜a(ψ, ǫ) =

2√
daǫ (ψ)
tan−1
(
paǫ (ψ)+(r
a
ǫ (ψ)−qaǫ (ψ)) tan( θ2 )√
daǫ (ψ)
)∣∣∣∣∣∣2π
0
= 0, daǫ (ψ)>0,
1√
−daǫ (ψ)
ln
(
paǫ (ψ)−
√
−daǫ (ψ)+(raǫ (ψ)−qaǫ (ψ)) tan( θ2 )
paǫ (ψ)+
√
−daǫ (ψ)+(raǫ (ψ)−qaǫ (ψ)) tan( θ2 )
)∣∣∣∣∣∣2π
0
= 0, daǫ (ψ)<0,
⇒
I˜
♯,C,♭3
5, (i1, i2;a ( j)) =N,n→∞
zo=1+o(1)
0, j∈{1, 2, . . . ,N+1},
whence, via an elementary inequality argument, one deduces that, for n ∈N and k ∈ {1, 2, . . . ,K} such that αps :=
αk,∞, and i1, i2=1, 2,
I˜
♯,C,♭3
5, (i1, i2) =N,n→∞
zo=1+o(1)
0. (886)
Proceeding, mutatis mutandis, as above (for I˜♯,C,♭35, (i1, i2)), one shows that, for n ∈N and k ∈ {1, 2, . . . ,K} such that
αps :=αk,∞, and i1, i2=1, 2,
I˜
♯,C,♭4
5, (i1, i2) =N,n→∞
zo=1+o(1)
0. (887)
In order to estimate I˜♯,C,♭55, (i1, i2), consider, say, for j∈{1, 2, . . . ,N+1},
I˜
♯,C,♭5
5, (i1, i2; ( j)) := sup
z∈∂U˜δ˜
b˜ j−1
∣∣∣∣∣∣∣∣ lim−U˜δ˜b˜ j−1 ∋z′→z
∫
∂U˜δ˜a˜N+1
(w
ΣR˜
+ (ξ))i1i2
ξ−z′
dξ
2πi
∣∣∣∣∣∣∣∣ :
via the asymptotic expansion, in the double-scaling limit N, n→∞ such that zo =1+o(1), of wΣR˜+ (z) for z∈∂U˜δ˜a˜N+1
given in Equation (765), Hölder’s Inequality for Integrals, and the indefinite integral 2.558 4. on p. 182 of [417], one
shows that, with αǫ (θ, ψ) := a˜N+1−b˜ j−1+δ˜a˜N+1 cos θ−(δ˜b˜ j−1−ǫ) cosψ, βǫ (θ, ψ) := δ˜a˜N+1 sin θ−(δ˜b˜ j−1−ǫ) sinψ, Aǫ (θ, ψ) :=
αǫ (θ, ψ) cos θ+β

ǫ (θ, ψ) sin θ, B

ǫ (θ, ψ) :=α

ǫ (θ, ψ) sin θ−βǫ (θ, ψ) cos θ, A˜(ǫ) := a˜N+1− b˜ j−1+2(δ˜a˜N+1+ δ˜b˜ j−1)−2ǫ,
208If j=N+1, then ψ∈ (θa˜0( j), π−θb˜0( j)).
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rǫ (ψ) := (a˜N+1− b˜ j−1)2−2(a˜N+1− b˜ j−1)(δ˜b˜ j−1 −ǫ) cosψ+ δ˜2a˜N+1 + δ˜b˜ j−1(δ˜b˜ j−1 −2ǫ)+ǫ2, pǫ (ψ) := 2δ˜a˜N+1(ǫ− δ˜b˜ j−1) sinψ,
and qǫ (ψ) := 2δ˜a˜N+1(a˜N+1−b˜ j−1)−2δ˜a˜N+1(δ˜b˜ j−1−ǫ) cosψ, for n ∈N and k ∈ {1, 2, . . . ,K} such that αps :=αk ,∞, and
j∈{1, 2, . . . ,N+1},
I˜
♯,C,♭5
5, (i1, i2; ( j)) 6
N,n→∞
zo=1+o(1)
δ˜a˜N+1
2π
sup
θ0∈[0,2π]
∣∣∣∣(wΣR˜+ (a˜N+1+δ˜a˜N+1eiθ0))i1i2 ∣∣∣∣ sup
ψ∈[0,2π]
∣∣∣∣∣∣limǫ↓0
∫ 2π
0
(Aǫ (θ, ψ)+iB

ǫ (θ, ψ))
(αǫ (θ, ψ))2+(βǫ (θ, ψ))2
dθ
∣∣∣∣∣∣
6
N,n→∞
zo=1+o(1)
δ˜a˜N+1√
2 π
sup
θ0∈[0,2π]
∣∣∣∣(wΣR˜+ (a˜N+1+δ˜a˜N+1eiθ0))i1i2 ∣∣∣∣ sup
ψ∈[0,2π]
(
lim
ǫ↓0
∣∣∣A˜(ǫ)∣∣∣ J˜(ψ, ǫ)) ,
where, with dǫ (ψ) := (r

ǫ (ψ))
2−(pǫ (ψ))2−(qǫ (ψ))2,
J˜(ψ, ǫ) =

2√
dǫ (ψ)
tan−1
(
pǫ (ψ)+(r

ǫ (ψ)−qǫ (ψ)) tan( θ2 )√
dǫ (ψ)
)∣∣∣∣∣∣2π
0
= 0, dǫ (ψ)>0,
1√
−dǫ (ψ)
ln
(
pǫ (ψ)−
√
−dǫ (ψ)+(rǫ (ψ)−qǫ (ψ)) tan( θ2 )
pǫ (ψ)+
√
−dǫ (ψ)+(rǫ (ψ)−qǫ (ψ)) tan( θ2 )
)∣∣∣∣∣∣2π
0
= 0, dǫ (ψ)<0,
⇒
I˜
♯,C,♭5
5, (i1, i2; ( j)) =N,n→∞
zo=1+o(1)
0, j∈{1, 2, . . . ,N+1};
analogously, one shows that
sup
z∈∂U˜δ˜a˜ j
∣∣∣∣∣∣∣∣ lim−∂U˜δ˜a˜ j ∋z′→z
∫
∂U˜δ˜a˜N+1
(w
ΣR˜
+ (ξ))i1i2
ξ−z′
dξ
2πi
∣∣∣∣∣∣∣∣ =N,n→∞
zo=1+o(1)
0, j∈{1, 2, . . . ,N},
whence, via an elementary inequality argument, one arrives at, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞,
and i1, i2=1, 2,
I˜
♯,C,♭5
5, (i1, i2) =N,n→∞
zo=1+o(1)
0. (888)
Thus, via Inequality (883) and the Estimates (884)–(888), one arrives at, for n ∈N and k ∈ {1, 2, . . . ,K} such that
αps :=αk,∞, and i1, i2=1, 2,
I˜
♯,C
5,(i1, i2) =N,n→∞
zo=1+o(1)
0, (889)
whence, via Inequality (880) and the Estimates (881), (882), and (889),
I˜
♯
5,(i1, i2) =N,n→∞
zo=1+o(1)
0, i1, i2=1, 2. (890)
Proceeding, mutatis mutandis, as above (for I˜♯5,(i1, i2)), one shows that, for n ∈N and k ∈ {1, 2, . . . ,K} such that
αps :=αk,∞, and i1, i2=1, 2,
sup
z∈Σ˜♯R˜
∣∣∣∣∣∣∣∣ lim−Σ˜♯R˜∋z′→z
∫
∂U˜δ˜a˜ j
(z′−αk)(wΣR˜+ (ξ))i1i2
(ξ−αk)(ξ−z′)
dξ
2πi
∣∣∣∣∣∣∣∣ =N,n→∞
zo=1+o(1)
0, j∈{1, 2, . . . ,N},
sup
z∈Σ˜♯R˜
∣∣∣∣∣∣∣∣ lim−Σ˜♯R˜∋z′→z
∫
∂U˜δ˜
b˜m−1
(z′−αk)(wΣR˜+ (ξ))i1i2
(ξ−αk)(ξ−z′)
dξ
2πi
∣∣∣∣∣∣∣∣ =N,n→∞
zo=1+o(1)
0, m∈{1, 2, . . . ,N+1},
whence, via an elementary inequality argument, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞,
I˜
♯
5(i1, i2) =
N,n→∞
zo=1+o(1)
0, i1, i2=1, 2. (891)
Finally, via the Estimates (868), (870), (871), (879), and (891), one arrives at, for n ∈N and k ∈ {1, 2, . . . ,K} such
that αps :=αk,∞,
||(C
w
ΣR˜ f )(·)||L∞M2(C)(Σ˜♯R˜) 6N,n→∞
zo=1+o(1)
|| f (·)||L∞M2(C)(Σ˜♯R˜) maxi1,i2=1,2
{
O
(
c˜
♯,1
i1i2
(n, k, zo)e
−((n−1)K+k) min
j=1,2,...,N
{λ˜♯R˜,1( j)}
)
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+ O
(
c˜
♯,2
i1i2
(n, k, zo)e
−((n−1)K+k)λ˜♯R˜,2(+)
)
+O
(
c˜
♯,3
i1i2
(n, k, zo)e
−((n−1)K+k)λ˜♯R˜,2(−)
)
+ O
c˜♯,4i1i2(n, k, zo)e−((n−1)K+k) min
{
min
j=1,2,...,N+1
{λ˜♯,aR˜,4( j)}, minj=1,2,...,N+1{λ˜
♯,`
R˜,4( j)}
}

6
N,n→∞
zo=1+o(1)
|| f (·)||L∞M2(C)(Σ˜♯R˜)O
(
c˜⊲R˜,w˜e
−((n−1)K+k)λ˜⊲R˜,w˜
)
,
where λ˜⊲R˜,w˜ (>0) is defined by Equation (860), and c˜
⊲
R˜,w˜ is characterised in the corresponding item (2) of the lemma;
consequently,
||C
w
ΣR˜ ||B∞(Σ˜♯R˜) =N,n→∞
zo=1+o(1)
O
(
c˜⊲R˜,w˜e
−((n−1)K+k)λ˜⊲R˜,w˜
)
,
which is the Estimate (859).
For n∈N and k∈ {1, 2, . . . ,K} such that αps :=αk ,∞, via the above definitions, Hölder’s Inequality, Hölder’s
Inequality for Integrals, and a partial-fraction decomposition argument, it follows that
||(C
w
ΣR˜ f )(·)||L2M2(C)(Σ˜♯R˜) =
∫
Σ˜
♯
R˜
|(C
w
ΣR˜ f )(ξ)|2 |dξ|
1/2=
∫
Σ˜
♯
R˜
∑
i1,i2=1,2
((C
w
ΣR˜ f )(ξ))i1i2((CwΣR˜ f )(ξ))i1i2 |dξ|

1/2
=

∫
Σ˜
♯
R˜
∑
i1,i2=1,2
 lim−Σ˜♯R˜∋z′→ξ
∫
Σ˜
♯
R˜
(z′−αk)(( f wΣR˜+ )(u))i1i2
(u−αk)(u−z′)
du
2πi

×
 lim−Σ˜♯R˜∋z′→ξ
∫
Σ˜
♯
R˜
(z′−αk)(( f wΣR˜+ )(v))i1i2
(v−αk)(v−z′)
dv
2πi
 |dξ|

1/2
6 || f (·)||L2M2(C)(Σ˜♯R˜)

∫
Σ˜
♯
R˜
 lim−Σ˜♯R˜∋z′→ξ
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣ w
ΣR˜
+ (·)
2πi(·−z′)−
w
ΣR˜
+ (·)
2πi(·−αk)
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
2
L2M2(C)(Σ˜
♯
R˜)
 |dξ|

1/2
. (892)
For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk ,∞, via the above definitions and the disjointness of the oriented
skeleton Σ˜♯R˜, a straightforward calculation shows that∣∣∣∣∣∣∣
∣∣∣∣∣∣∣ w
ΣR˜
+ (·)
2πi(·−αk)
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
2
L2M2(C)(Σ˜
♯
R˜)
= J˜A+ J˜B+ J˜C+ J˜D+ J˜E , (893)
where
J˜A :=
∫ b˜0−δ˜b˜0
−∞
∑
i1,i2=1,2
∣∣∣∣∣∣∣ (w
ΣR˜
+ (ξ))i1i2
ξ−αk
∣∣∣∣∣∣∣
2 |dξ|
4π2
, J˜B :=
∫ +∞
a˜N+1+δ˜a˜N+1
∑
i1,i2=1,2
∣∣∣∣∣∣∣ (w
ΣR˜
+ (ξ))i1i2
ξ−αk
∣∣∣∣∣∣∣
2 |dξ|
4π2
,
J˜C :=
N∑
j=1
∫ b˜ j−δ˜b˜ j
a˜ j+δ˜a˜ j
∑
i1,i2=1,2
∣∣∣∣∣∣∣ (w
ΣR˜
+ (ξ))i1i2
ξ−αk
∣∣∣∣∣∣∣
2 |dξ|
4π2
, J˜D :=
N+1∑
j=1
∫
Σ˜3
p, j
+
∫
Σ˜4
p, j
 ∑
i1 ,i2=1,2
∣∣∣∣∣∣∣ (w
ΣR˜
+ (ξ))i1i2
ξ−αk
∣∣∣∣∣∣∣
2 |dξ|
4π2
,
J˜E :=
N+1∑
j=1

∫
∂U˜δ˜
b˜ j−1
+
∫
∂U˜δ˜a˜ j
 ∑
i1,i2=1,2
∣∣∣∣∣∣∣ (w
ΣR˜
+ (ξ))i1i2
ξ−αk
∣∣∣∣∣∣∣
2 |dξ|
4π2
.
For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, recalling from the calculations leading to the Estimate (868)
that, for j ∈ {1, 2, . . . ,N}, Σ˜2
p, j := (a˜ j+ δ˜a˜ j , b˜ j− δ˜b˜ j)= A˜R˜,1( j) ∪ A˜cR˜,1( j) (with A˜R˜,1( j) ∩ A˜cR˜,1( j)=∅), where A˜R˜,1( j)=
(a˜ j+δ˜a˜ j , b˜ j−δ˜b˜ j )\∪q∈Q˜R˜,1( j)Oδ˜R˜,1( j)(αpq), and A˜cR˜,1( j)=∪q∈Q˜R˜,1( j)Oδ˜R˜,1( j)(αpq ), with Q˜R˜,1( j) := {q′ ∈{1, . . . , s−2, s}; αpq′ ∈
(a˜ j+δ˜a˜ j , b˜ j−δ˜b˜ j)}, and sufficiently small δ˜R˜,1( j)>0 chosen so that Oδ˜R˜,1( j)(αpq1 )∩Oδ˜R˜,1( j)(αpq2 )=∅ ∀ q1,q2∈ Q˜R˜,1( j)
and Oδ˜R˜,1( j)(αpq1 ) ∩ {a˜ j+ δ˜a˜ j } = ∅ = Oδ˜R˜,1( j)(αpq1 ) ∩ {b˜ j− δ˜b˜ j}, via the formula w
ΣR˜
+ (z) = v˜R˜(z)− I, the asymptotics,
in the double-scaling limit N, n→∞ such that zo = 1+o(1), of v˜R˜(z) given in Equation (684), and the inequality
ln|x|6 |x|−1, one shows, via an integration argument, that
J˜C =
N∑
j=1
∫
A˜R˜,1( j)
+
∫
A˜cR˜,1( j)
 ∑
i1,i2=1,2
∣∣∣∣∣∣∣ (w
ΣR˜
+ (ξ))i1i2
ξ−αk
∣∣∣∣∣∣∣
2
dξ
4π2
6
N,n→∞
zo=1+o(1)
O
 c˜J˜C (n, k, zo)e
−2((n−1)K+k) min
j=1,2,...,N
{λ˜♯R˜,1( j)}
(n−1)K+k
 , (894)
Orthogonal Rational Functions: Characterisation, Multi-Point Pade´ Approximants, and Asymptotics 281
where λ˜♯R˜,1( j) (> 0), j ∈ {1, 2, . . . ,N}, is defined by Equation (851), and c˜J˜C (n, k, zo) =N,n→∞
zo=1+o(1)
O(1). For n ∈ N
and k ∈ {1, 2, . . . ,K} such that αps := αk , ∞, recalling from the calculations leading to the Estimate (870) that
(a˜N+1+δ˜a˜N+1 ,+∞)= A˜R˜,2(+)∪ A˜cR˜,2(+) (with A˜R˜,2(+)∩ A˜cR˜,2(+)=∅), where A˜R˜,2(+)= (a˜N+1+δ˜a˜N+1 ,+∞) \ (O∞(αps−1 )∪
∪q∈Q˜R˜,2(+)Oδ˜R˜,2(+)(αpq)), and A˜cR˜,2(+)=O∞(αps−1 ) ∪ ∪q∈Q˜R˜,2(+)Oδ˜R˜,2(+)(αpq), with Q˜R˜,2(+) := {q′ ∈{1, . . . , s−2, s}; αpq′ ∈
(a˜N+1+δ˜a˜N+1 ,+∞)} and sufficiently small ε˜∞, δ˜R˜,2(+)>0 chosen so that Oδ˜R˜,2(+)(αpq′1 )∩Oδ˜R˜,2(+)(αpq′′1 )=∅ ∀ q
′
1,q
′′
1 ∈
Q˜R˜,2(+), Oδ˜R˜,2(+)(αpq′1 ) ∩ {a˜N+1+δ˜a˜N+1 }=∅, and Oδ˜R˜,2(+)(αpq′1 ) ∩ O∞(αps−1)=∅, via the formula w
ΣR˜
+ (z)= v˜R˜(z)−I, the
asymptotics, in the double-scaling limit N, n→∞ such that zo =1+o(1), of v˜R˜(z) given in Equation (685), and the
inequality ln|x|6 |x|−1, one shows, via an integration argument, that
J˜B=
∫
A˜R˜,2(+)
+
∫
A˜cR˜,2(+)
 ∑
i1,i2=1,2
∣∣∣∣∣∣∣ (w
ΣR˜
+ (ξ))i1i2
ξ−αk
∣∣∣∣∣∣∣
2
dξ
4π2
6
N,n→∞
zo=1+o(1)
O
 c˜J˜B(n, k, zo)e−2((n−1)K+k)λ˜
♯
R˜,2(+)
(n−1)K+k
 , (895)
where λ˜♯R˜,2(+) (> 0) is defined by Equation (852), and c˜J˜B(n, k, zo)=N,n→∞
zo=1+o(1)
O(1); proceeding analogously as above
(for J˜B), one shows that, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞,
J˜A 6
N,n→∞
zo=1+o(1)
O
 c˜J˜A(n, k, zo)e−2((n−1)K+k)λ˜
♯
R˜,2(−)
(n−1)K+k
 , (896)
where λ˜♯R˜,2(−) (> 0) is defined by Equation (853), and c˜J˜A(n, k, zo) =N,n→∞
zo=1+o(1)
O(1). For n ∈ N and k ∈ {1, 2, . . . ,K}
such that αps := αk ,∞, via the formula wΣR˜+ (z) = v˜R˜(z)−I, the asymptotics, in the double-scaling limit N, n→∞
such that zo = 1+ o(1), of v˜R˜(z) given in Equation (687), the elementary trigonometric inequalities sin θ >
2θ
π
and cos θ > − 2θ
π
+1 for 0 6 θ 6 π2 , and sin θ >
2
π
(π− θ) and cos θ 6 − 2θ
π
+1 for π2 6 θ 6 π, the parametrisation
Σ˜3
p, j= {(x j(θ), y j(θ)); x j(θ)= 12 (a˜ j+b˜ j−1)+12 (a˜ j−b˜ j−1) cos θ, y j(θ)= η˜ j sin θ, θa˜0( j)6θ6π−θb˜0( j)}, j∈{1, 2, . . . ,N+1}, for
the—elliptic—homotopic deformation of Σ˜3
p, j, and the inequality ln|x|6 |x|−1, one shows, via a tedious integration-
by-parts argument, that
N+1∑
j=1
∫
Σ˜3
p, j
∑
i1,i2=1,2
∣∣∣∣∣∣∣ (w
ΣR˜
+ (ξ))i1i2
ξ−αk
∣∣∣∣∣∣∣
2 |dξ|
4π2
=
N+1∑
j=1
∫ π/2
θa˜0( j)
+
∫ π−θb˜0( j)
π/2
 ∑
i1,i2=1,2
∣∣∣∣∣∣∣ (w
ΣR˜
+ (x j(θ)+iy j(θ)))i1i2
x j(θ)+iy j(θ)−αk
∣∣∣∣∣∣∣
2
× ((x′j(θ))2+(y′j(θ))2)1/2
dθ
4π2
6
N,n→∞
zo=1+o(1)
O

c˜a
J˜D
(n, k, zo)e
−2((n−1)K+k) min
j=1,2,...,N+1
{λ˜♯,aR˜,4( j)}
(n−1)K+k
 ,
where λ˜♯,aR˜,4( j) (> 0) is defined by Equation (854), and c˜
a
J˜D
(n, k, zo) =N,n→∞
zo=1+o(1)
O(1); analogously, one shows that, for
n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞,
N+1∑
j=1
∫
Σ˜4
p, j
∑
i1,i2=1,2
∣∣∣∣∣∣∣ (w
ΣR˜
+ (ξ))i1i2
ξ−αk
∣∣∣∣∣∣∣
2 |dξ|
4π2
6
N,n→∞
zo=1+o(1)
O

c˜`
J˜D
(n, k, zo)e
−2((n−1)K+k) min
j=1,2,...,N+1
{λ˜♯,`R˜,4( j)}
(n−1)K+k
 ,
where λ˜♯,`R˜,4( j) (>0) is defined by Equation (855), and c˜
`
J˜D
(n, k, zo)=N,n→∞
zo=1+o(1)
O(1), whence
J˜D 6
N,n→∞
zo=1+o(1)
O

c˜J˜D(n, k, zo)e
−2((n−1)K+k)min
{
min
j=1,2,...,N+1
{λ˜♯,aR˜,4( j)}, minj=1,2,...,N+1{λ˜
♯,`
R˜,4( j)}
}
(n−1)K+k
 , (897)
where c˜J˜D(n, k, zo) =N,n→∞
zo=1+o(1)
O(1). For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk , ∞, proceeding as in the
calculations leading to the Estimate (881), one shows, via the asymptotics, in the double-scaling limit N, n→∞
such that zo = 1+o(1), of w
ΣR˜
+ (z) for z ∈ ∂U˜δ˜b˜ j−1 and for z ∈ ∂U˜δ˜a˜ j , j ∈ {1, 2, . . . ,N+1}, given in Equations (764)
and (765), respectively, and the indefinite integral 2.562 1. on p. 185 of [417], that, for j∈{1, 2, . . . ,N+1},∫
∂U˜δ˜
b˜ j−1
∑
i1,i2=1,2
∣∣∣∣∣∣∣ (w
ΣR˜
+ (ξ))i1i2
ξ−αk
∣∣∣∣∣∣∣
2 |dξ|
4π2
6
N,n→∞
zo=1+o(1)
δ˜b˜ j−1
π2
max
i1,i2=1,2
sup
θ0∈[0,2π]
∣∣∣∣(wΣR˜+ (b˜ j−1+δ˜b˜ j−1eiθ0))i1i2 ∣∣∣∣2︸                                              ︷︷                                              ︸
=O(((n−1)K+k)−2 )
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×
∫ 2π
0
1
(b˜ j−1−αk)2+δ˜2
b˜ j−1
+2δ˜b˜ j−1(b˜ j−1−αk) cos θ
dθ 6
N,n→∞
zo=1+o(1)
δ˜b˜ j−1
π2
O
(
1
((n−1)K+k)2
)
2
((b˜ j−1−αk)2−δ˜2
b˜ j−1
)
× tan−1
 b˜ j−1−αk−δ˜b˜ j−1
b˜ j−1−αk+δ˜b˜ j−1
 tan ( θ2
)
∣∣∣∣∣∣∣
2π
0︸                                        ︷︷                                        ︸
= 0
⇒
∫
∂U˜δ˜
b˜ j−1
∑
i1,i2=1,2
∣∣∣∣∣∣∣ (w
ΣR˜
+ (ξ))i1i2
ξ−αk
∣∣∣∣∣∣∣
2 |dξ|
4π2
=
N,n→∞
zo=1+o(1)
0,
and ∫
∂U˜δ˜a˜ j
∑
i1 ,i2=1,2
∣∣∣∣∣∣∣ (w
ΣR˜
+ (ξ))i1i2
ξ−αk
∣∣∣∣∣∣∣
2 |dξ|
4π2
6
N,n→∞
zo=1+o(1)
δ˜a˜ j
π2
max
i1,i2=1,2
sup
θ0∈[0,2π]
∣∣∣∣(wΣR˜+ (a˜ j+δ˜a˜ jeiθ0))i1i2 ∣∣∣∣2︸                                         ︷︷                                         ︸
=O(((n−1)K+k)−2 )
×
∫ 2π
0
1
(a˜ j−αk)2+δ˜2a˜ j+2δ˜a˜ j(a˜ j−αk) cos θ
dθ 6
N,n→∞
zo=1+o(1)
δ˜a˜ j
π2
O
(
1
((n−1)K+k)2
)
2
((a˜ j−αk)2−δ˜2a˜ j)
× tan−1
 a˜ j−αk−δ˜a˜ j
a˜ j−αk+δ˜a˜ j
 tan ( θ2
)∣∣∣∣∣∣
2π
0︸                                   ︷︷                                   ︸
= 0
⇒
∫
∂U˜δ˜a˜ j
∑
i1,i2=1,2
∣∣∣∣∣∣∣ (w
ΣR˜
+ (ξ))i1i2
ξ−αk
∣∣∣∣∣∣∣
2 |dξ|
4π2
=
N,n→∞
zo=1+o(1)
0,
whence
J˜E =
N,n→∞
zo=1+o(1)
0. (898)
Hence, via the Estimates (894)–(898) and Equation (893), one arrives at, for n ∈N and k ∈ {1, 2, . . . ,K} such that
αps :=αk,∞, ∣∣∣∣∣∣∣
∣∣∣∣∣∣∣ w
ΣR˜
+ (·)
2πi(·−αk)
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
2
L2M2(C)(Σ˜
♯
R˜)
6
N,n→∞
zo=1+o(1)
O
 c˜J˜(n, k, zo)e−((n−1)K+k)λ˜
⊲
R˜,w˜
((n−1)K+k)1/2
 , (899)
where λ˜⊲R˜,w˜ (>0) is defined by Equation (860), and c˜J˜(n, k, zo)=N,n→∞
zo=1+o(1)
O(1).
For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, via the above definitions, the disjointness of the oriented
skeleton Σ˜♯R˜, Hölder’s Inequality, and Hölder’s Inequality for Integrals, a calculation shows that∫
Σ˜
♯
R˜
 lim−Σ˜♯R˜∋z′→ξ
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣ w
ΣR˜
+ (·)
2πi(·−z′)
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
2
L2M2(C)(Σ˜
♯
R˜)
 |dξ|6 J˜♯A+ J˜♯B+ J˜♯C+ J˜♯D+ J˜♯E, (900)
where
J˜
♯
A
:=
∫
Σ˜
♯
R˜
 lim−Σ˜♯R˜∋z′→ξ
N∑
j=1
∫ b˜ j−δ˜b˜ j
a˜ j+δ˜a˜ j
∑
i1,i2=1,2
∣∣∣∣∣∣∣ (w
ΣR˜
+ (u))i1i2
u−z′
∣∣∣∣∣∣∣
2 |du|
2π2
 |dξ|, (901)
J˜
♯
B
:=
∫
Σ˜
♯
R˜
 lim−Σ˜♯R˜∋z′→ξ
∫ +∞
a˜N+1+δ˜a˜N+1
∑
i1,i2=1,2
∣∣∣∣∣∣∣ (w
ΣR˜
+ (u))i1i2
u−z′
∣∣∣∣∣∣∣
2 |du|
2π2
 |dξ|, (902)
J˜
♯
C
:=
∫
Σ˜
♯
R˜
 lim−Σ˜♯R˜∋z′→ξ
∫ b˜0−δ˜b˜0
−∞
∑
i1 ,i2=1,2
∣∣∣∣∣∣∣ (w
ΣR˜
+ (u))i1i2
u−z′
∣∣∣∣∣∣∣
2 |du|
2π2
 |dξ|, (903)
J˜
♯
D
:=
∫
Σ˜
♯
R˜
 lim−Σ˜♯R˜∋z′→ξ
N+1∑
j=1
∑
m=3,4
∫
Σ˜m
p, j
∑
i1,i2=1,2
∣∣∣∣∣∣∣ (w
ΣR˜
+ (u))i1i2
u−z′
∣∣∣∣∣∣∣
2 |du|
2π2
 |dξ|, (904)
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J˜
♯
E
:=
∫
Σ˜
♯
R˜
 lim−Σ˜♯R˜∋z′→ξ
N+1∑
j=1

∫
∂U˜δ˜
b˜ j−1
+
∫
∂U˜δ˜a˜ j
 ∑
i1,i2=1,2
∣∣∣∣∣∣∣ (w
ΣR˜
+ (u))i1i2
u−z′
∣∣∣∣∣∣∣
2 |du|
2π2
 |dξ|. (905)
For n ∈N and k ∈ {1, 2, . . . ,K} such that αps := αk ,∞, consider, say, and without loss of generality, the detailed
analysis of the asymptotic estimate, in the double-scaling limit N, n→∞ such that zo=1+o(1), for the integral J˜♯D:
the remaining integrals, that is, J˜♯
A
, J˜♯
B
, J˜♯
C
, and J˜♯
E
, are estimated analogously. For n ∈N and k ∈ {1, 2, . . . ,K} such
that αps :=αk,∞, it follows from Definition (904) and the disjointness of the oriented skeleton Σ˜♯R˜ that
J˜
♯
D
= J˜
♯
D,1+ J˜
♯
D,2+ J˜
♯
D,3+ J˜
♯
D,4+ J˜
♯
D,5, (906)
where
J˜
♯
D,1 :=
∫ b˜0−δ˜b˜0
−∞
 lim−Σ˜♯R˜∋z′→ξ
N+1∑
j=1
∑
m=3,4
∫
Σ˜m
p, j
∑
i1,i2=1,2
∣∣∣∣∣∣∣ (w
ΣR˜
+ (u))i1i2
u−z′
∣∣∣∣∣∣∣
2 |du|
2π2
 |dξ|, (907)
J˜
♯
D,2 :=
∫ +∞
a˜N+1+δ˜a˜N+1
 lim−Σ˜♯R˜∋z′→ξ
N+1∑
j=1
∑
m=3,4
∫
Σ˜m
p, j
∑
i1,i2=1,2
∣∣∣∣∣∣∣ (w
ΣR˜
+ (u))i1i2
u−z′
∣∣∣∣∣∣∣
2 |du|
2π2
 |dξ|, (908)
J˜
♯
D,3 :=
N∑
i=1
∫ b˜i−δ˜b˜i
a˜i+δ˜a˜i
 lim−Σ˜♯R˜∋z′→ξ
N+1∑
j=1
∑
m=3,4
∫
Σ˜m
p, j
∑
i1,i2=1,2
∣∣∣∣∣∣∣ (w
ΣR˜
+ (u))i1i2
u−z′
∣∣∣∣∣∣∣
2 |du|
2π2
 |dξ|, (909)
J˜
♯
D,4 :=
N+1∑
i=1
∑
m1=3,4
∫
Σ˜
m1
p,i
 lim−Σ˜♯R˜∋z′→ξ
N+1∑
j=1
∑
m=3,4
∫
Σ˜m
p, j
∑
i1,i2=1,2
∣∣∣∣∣∣∣ (w
ΣR˜
+ (u))i1i2
u−z′
∣∣∣∣∣∣∣
2 |du|
2π2
 |dξ|, (910)
J˜
♯
D,5 :=
N+1∑
i=1
∫
∂U˜δ˜
b˜i−1
+
∫
∂U˜δ˜a˜i

 lim−Σ˜♯R˜∋z′→ξ
N+1∑
j=1
∑
m=3,4
∫
Σ˜m
p, j
∑
i1,i2=1,2
∣∣∣∣∣∣∣ (w
ΣR˜
+ (u))i1i2
u−z′
∣∣∣∣∣∣∣
2 |du|
2π2
 |dξ|. (911)
For n ∈N and k ∈ {1, 2, . . . ,K} such that αps := αk ,∞, via the formula wΣR˜+ (z) = v˜R˜(z)−I, the asymptotics, in the
double-scaling limitN, n→∞ such that zo=1+o(1), ofwΣR˜+ (z) for z∈ Σ˜3p, j and for z∈ Σ˜4p, j, j∈{1, 2, . . . ,N+1}, given in
Equations (687) and (688), respectively, the elementary trigonometric inequalities sin θ> 2θ
π
and cos θ>− 2θ
π
+1 for
06θ6 π2 , sin θ>
2
π (π−θ) and cos θ6− 2θπ +1 for π2 6θ6π, sin θ6 2θπ and cos θ> 2θπ +1 for − π2 6θ60, and sin θ6− 2π (π+θ)
and cos θ 6 2θπ +1 for −π 6 θ 6 − π2 , the parametrisations Σ˜3p, j = {(x j(θ), y j(θ)); x j(θ) = A( j)+B( j) cosθ, y j(θ) =
η˜ j sin θ, θa˜0( j)6θ6π−θb˜0( j)} and Σ˜4p, j= {(x j(θ), y j(θ)); x j(θ)=A( j)+B( j) cosθ, y j(θ)= η˜ j sin θ, −π+θb˜0( j)6θ6−θa˜0( j)},
j∈{1, 2, . . . ,N+1}, with A( j) := 12 (a˜ j+b˜ j−1) and B( j) := 12 (a˜ j−b˜ j−1), for the—elliptic—homotopic deformations of
Σ˜3
p, j and Σ˜
4
p, j, respectively, and the inequality ln|x|6 |x|−1, one shows, via a tedious integration argument, that, with
ΘM( j) :=max{cos θa˜0( j), cos θb˜0( j)}, j∈{1, 2, . . . ,N+1},
J˜
♯
D,1 6
N,n→∞
zo=1+o(1)
O
e−2((n−1)K+k) min
{
min
j=1,2,...,N+1
{λ˜♯,aR˜,4( j)}, minj=1,2,...,N+1{λ˜
♯,`
R˜,4( j)}
} ∫ b˜0−δ˜b˜0−∞
N+1∑
j=1
lim
ǫ↓0
∫ π−θb˜0( j)
θa˜0( j)
+
∫ −θa˜0( j)
−π+θb˜0( j)

((x′
j
(θ))2+(y′
j
(θ))2)1/2
(x j(θ)−ξ)2+(y j(θ)+ǫ)2
dθ
 dξ 6
N,n→∞
zo=1+o(1)
O
e−2((n−1)K+k) min
{
min
j=1,2,...,N+1
{λ˜♯,aR˜,4( j)}, minj=1,2,...,N+1{λ˜
♯,`
R˜,4( j)}
}
×
∫ b˜0−δ˜b˜0
−∞
N+1∑
j=1
lim
ǫ↓0
∫ π−θb˜0( j)
θa˜0( j)
+
∫ −θa˜0( j)
−π+θb˜0( j)
 (B2( j)+η˜2jΘ2M( j))1/2
(A( j)−B( j) cosθb˜0( j)−ξ)2+(−η˜ j+ǫ)2
dθ
 dξ
6
N,n→∞
zo=1+o(1)
O
e−2((n−1)K+k) min
{
min
j=1,2,...,N+1
{λ˜♯,aR˜,4( j)}, minj=1,2,...,N+1{λ˜
♯,`
R˜,4( j)}
} N+1∑
j=1
2(π−θa˜0( j)−θb˜0( j))(B2( j)+η˜2jΘ2M( j))1/2
× lim
τ→−∞
∫ b˜0−δ˜b˜0
τ
1
(A( j)−B( j) cosθb˜0( j)−ξ)2+η˜2j
dξ
 6
N,n→∞
zo=1+o(1)
O
e−2((n−1)K+k) min
{
min
j=1,2,...,N+1
{λ˜♯,aR˜,4( j)}, minj=1,2,...,N+1{λ˜
♯,`
R˜,4( j)}
}
×
N+1∑
j=1
2(π−θa˜0( j)−θb˜0( j))(B2( j)+η˜2jΘ2M( j))1/2
η˜ j
π2−tan−1
A( j)−B( j) cosθb˜0( j)−b˜0+δ˜b˜0η˜ j
︸                                                                                                             ︷︷                                                                                                             ︸
=O(1)
⇒
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J˜
♯
D,1 6
N,n→∞
zo=1+o(1)
O
c˜♯D,1(n, k, zo)e−2((n−1)K+k)min
{
min
j=1,2,...,N+1
{λ˜♯,aR˜,4( j)}, minj=1,2,...,N+1{λ˜
♯,`
R˜,4( j)}
} , (912)
where c˜♯
D,1(n, k, zo) =N,n→∞
zo=1+o(1)
O(1); proceeding analogously as above (for J˜♯
D,1), one shows that, for n ∈ N and k ∈
{1, 2, . . . ,K} such that αps :=αk,∞,
J˜
♯
D,2 6
N,n→∞
zo=1+o(1)
O
e−2((n−1)K+k) min
{
min
j=1,2,...,N+1
{λ˜♯,aR˜,4( j)}, minj=1,2,...,N+1{λ˜
♯,`
R˜,4( j)}
} N+1∑
j=1
2(π−θa˜0( j)−θb˜0( j))(B2( j)+η˜2jΘ2M( j))1/2
η˜ j︸                                                  ︷︷                                                  ︸
=O(1)
×
π2+tan−1
A( j)−B( j) cosθb˜0( j)−a˜N+1−δ˜a˜N+1η˜ j
︸                                                        ︷︷                                                        ︸
=O(1)
⇒
J˜
♯
D,2 6
N,n→∞
zo=1+o(1)
O
c˜♯D,2(n, k, zo)e−2((n−1)K+k)min
{
min
j=1,2,...,N+1
{λ˜♯,aR˜,4( j)}, minj=1,2,...,N+1{λ˜
♯,`
R˜,4( j)}
} , (913)
where c˜♯
D,2(n, k, zo)=N,n→∞
zo=1+o(1)
O(1), and
J˜
♯
D,3 6
N,n→∞
zo=1+o(1)
O
e−2((n−1)K+k) min
{
min
j=1,2,...,N+1
{λ˜♯,aR˜,4( j)}, minj=1,2,...,N+1{λ˜
♯,`
R˜,4( j)}
} N∑
i=1
N+1∑
j=1
2(π−θa˜0( j)−θb˜0( j))(B2( j)+η˜2jΘ2M( j))1/2
η˜ j︸                                                       ︷︷                                                       ︸
=O(1)
×
tan−1 A( j)−B( j) cosθb˜0( j)−a˜i−δ˜a˜iη˜ j
−tan−1 A( j)−B( j) cosθb˜0( j)−b˜i+δ˜b˜iη˜ j
︸                                                                                                 ︷︷                                                                                                 ︸
=O(1)
⇒
J˜
♯
D,3 6
N,n→∞
zo=1+o(1)
O
c˜♯D,3(n, k, zo)e−2((n−1)K+k)min
{
min
j=1,2,...,N+1
{λ˜♯,aR˜,4( j)}, minj=1,2,...,N+1{λ˜
♯,`
R˜,4( j)}
} , (914)
where c˜♯
D,3(n, k, zo)=N,n→∞
zo=1+o(1)
O(1). A straightforward calculation reveals that J˜♯
D,4 can be presented as
J˜
♯
D,4= J˜
♯,
D,4+ J˜
♯,
D,4+ J˜
♯,
D,4+ J˜
♯,
D,4, (915)
where
J˜
♯,
D,4 :=
N+1∑
i=1
∫
Σ˜3
p,i
 lim−Σ˜♯R˜∋z′→ξ
N+1∑
j=1
∫
Σ˜4
p, j
∑
i1,i2=1,2
∣∣∣∣∣∣∣ (w
ΣR˜
+ (u))i1i2
u−z′
∣∣∣∣∣∣∣
2 |du|
2π2
 |dξ|,
J˜
♯,
D,4 :=
N+1∑
i=1
∫
Σ˜4
p,i
 lim−Σ˜♯R˜∋z′→ξ
N+1∑
j=1
∫
Σ˜3
p, j
∑
i1,i2=1,2
∣∣∣∣∣∣∣ (w
ΣR˜
+ (u))i1i2
u−z′
∣∣∣∣∣∣∣
2 |du|
2π2
 |dξ|,
J˜
♯,
D,4 :=
N+1∑
i=1
∫
Σ˜3
p,i
 lim−Σ˜♯R˜∋z′→ξ
N+1∑
j=1
∫
Σ˜3
p, j
∑
i1,i2=1,2
∣∣∣∣∣∣∣ (w
ΣR˜
+ (u))i1i2
u−z′
∣∣∣∣∣∣∣
2 |du|
2π2
 |dξ|,
J˜
♯,
D,4 :=
N+1∑
i=1
∫
Σ˜4
p,i
 lim−Σ˜♯R˜∋z′→ξ
N+1∑
j=1
∫
Σ˜4
p, j
∑
i1,i2=1,2
∣∣∣∣∣∣∣ (w
ΣR˜
+ (u))i1i2
u−z′
∣∣∣∣∣∣∣
2 |du|
2π2
 |dξ|.
Proceeding as in the calculations leading to the Estimates (912)–(914), one shows that, for n∈N and k∈{1, 2, . . . ,K}
such that αps :=αk,∞,
J˜
♯,
D,4 6
N,n→∞
zo=1+o(1)
O
e−2((n−1)K+k) min
{
min
j=1,2,...,N+1
{λ˜♯,aR˜,4( j)}, minj=1,2,...,N+1{λ˜
♯,`
R˜,4( j)}
} N+1∑
i=1
∫ π−θb˜0(i)
θa˜0(i)
limǫ↓0
N+1∑
j=1
∫ −θa˜0( j)
−π+θb˜0( j)
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((x′
j
(θ))2+(y′
j
(θ))2)1/2
(x j(θ)−xi(ψ)+ǫ cosψ)2+(y j(θ)−yi(ψ)+ǫ sinψ)2 dθ
 ((x′i(ψ))2+(y′i(ψ))2)1/2 dψ
6
N,n→∞
zo=1+o(1)
O
e−2((n−1)K+k) min
{
min
j=1,2,...,N+1
{λ˜♯,aR˜,4( j)}, minj=1,2,...,N+1{λ˜
♯,`
R˜,4( j)}
}
×
N+1∑
i=1
N+1∑
j=1
(B2( j)+η˜2
j
Θ2
M
( j))1/2(B2(i)+η˜2
i
Θ2
M
(i))1/2(π−θa˜0( j)−θb˜0( j))(π−θa˜0(i)−θb˜0(i))
(A( j)−A(i)−B( j) cosθb˜0( j)−B(i) cosθa˜0(i))2+(η˜ j+η˜i)2︸                                                                                                      ︷︷                                                                                                      ︸
=O(1)
⇒
J˜
♯,
D,4 6
N,n→∞
zo=1+o(1)
O
c˜♯,D,4(n, k, zo)e−2((n−1)K+k)min
{
min
j=1,2,...,N+1
{λ˜♯,aR˜,4( j)}, minj=1,2,...,N+1{λ˜
♯,`
R˜,4( j)}
} , (916)
where c˜♯,
D,4(n, k, zo)=N,n→∞
zo=1+o(1)
O(1),
J˜
♯,
D,4 6
N,n→∞
zo=1+o(1)
O
e−2((n−1)K+k) min
{
min
j=1,2,...,N+1
{λ˜♯,aR˜,4( j)}, minj=1,2,...,N+1{λ˜
♯,`
R˜,4( j)}
} N+1∑
i=1
∫ −θa˜0(i)
−π+θb˜0(i)
limǫ↓0
N+1∑
j=1
∫ π−θb˜0( j)
θa˜0( j)
((x′
j
(θ))2+(y′
j
(θ))2)1/2
(x j(θ)−xi(ψ)−ǫ cosψ)2+(y j(θ)−yi(ψ)−ǫ sinψ)2 dθ
 ((x′i(ψ))2+(y′i(ψ))2)1/2 dψ
6
N,n→∞
zo=1+o(1)
O
e−2((n−1)K+k) min
{
min
j=1,2,...,N+1
{λ˜♯,aR˜,4( j)}, minj=1,2,...,N+1{λ˜
♯,`
R˜,4( j)}
}
×
N+1∑
i=1
N+1∑
j=1
(B2( j)+η˜2
j
Θ2
M
( j))1/2(B2(i)+η˜2
i
Θ2
M
(i))1/2(π−θa˜0( j)−θb˜0( j))(π−θa˜0(i)−θb˜0(i))
(A( j)−A(i)−B( j) cosθb˜0( j)−B(i) cosθa˜0(i))2+(η˜ jΘm( j)+η˜iΘm(i))2︸                                                                                                      ︷︷                                                                                                      ︸
=O(1)
⇒
J˜
♯,
D,4 6
N,n→∞
zo=1+o(1)
O
c˜♯,D,4(n, k, zo)e−2((n−1)K+k)min
{
min
j=1,2,...,N+1
{λ˜♯,aR˜,4( j)}, minj=1,2,...,N+1{λ˜
♯,`
R˜,4( j)}
} , (917)
where Θm( j) :=min{sin θa˜0( j), sin θb˜0( j)}, j∈{1, 2, . . . ,N+1}, and c˜♯,D,4(n, k, zo)=N,n→∞
zo=1+o(1)
O(1),
J˜
♯,
D,4 6
N,n→∞
zo=1+o(1)
O
e−2((n−1)K+k) min
{
min
j=1,2,...,N+1
{λ˜♯,aR˜,4( j)}, minj=1,2,...,N+1{λ˜
♯,`
R˜,4( j)}
}

N+1∑
i=1
∫ π−θb˜0(i)
θa˜0(i)
limǫ↓0
N+1∑
j=1
j,i
∫ π−θb˜0( j)
θa˜0( j)
((x′
j
(θ))2+(y′
j
(θ))2)1/2
(x j(θ)−xi(ψ)+ǫ cosψ)2+(y j(θ)−yi(ψ)+ǫ sinψ)2 dθ
 ((x′i(ψ))2+(y′i(ψ))2)1/2 dψ
+
N+1∑
j=1
∫ π−θb˜0( j)
θa˜0( j)
lim
ǫ↓0
∫ π−θb˜0( j)
θa˜0( j)
((x′
j
(θ))2+(y′
j
(θ))2)1/2
(x j(θ)−x j(ψ)+ǫ cosψ)2+(y j(θ)−y j(ψ)+ǫ sinψ)2
dθ

× ((x′j(ψ))2+(y′j(ψ))2)1/2 dψ
)
6
N,n→∞
zo=1+o(1)
O
e−2((n−1)K+k) min
{
min
j=1,2,...,N+1
{λ˜♯,aR˜,4( j)}, minj=1,2,...,N+1{λ˜
♯,`
R˜,4( j)}
}
×

N+1∑
i=1
∫ π−θb˜0(i)
θa˜0(i)
limǫ↓0
N+1∑
j=1
j,i
∫ π−θb˜0( j)
θa˜0( j)
(B2( j)+η˜2
j
Θ2
M
( j))1/2
(A( j)−A(i)−B( j) cos θb˜0( j)−B(i) cos θa˜0(i)−ǫ cos θb˜0(i))2+(η˜ jΘm( j)−η˜i+ǫΘm(i))2
dθ

× (B2(i)+η˜2iΘ2M(i))1/2 dψ+
N+1∑
j=1
∫ π−θb˜0( j)
θa˜0( j)
lim
ǫ↓0
∫ π−θb˜0( j)
θa˜0( j)
(B2( j)+η˜2
j
Θ2
M
( j))
rǫ
j
+pǫ
j
(ψ) sin θ+qǫ
j
(ψ) cos θ
dθ
 dψ
 ,
where, for j ∈ {1, 2, . . . ,N +1}, rǫ
j
:= 2Pm( j)−2ǫQM( j)+ ǫ2, pǫj(ψ) := (−2PM( j)+2ǫQm( j)) sinψ, and qǫj(ψ) :=
(−2PM( j)+2ǫQm( j)) cosψ, with Pm( j)=min{B2( j), η˜2j}, QM( j)=max{B( j), η˜ j}, PM( j)=max{B2( j), η˜2j}, and Qm( j)=
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min{B( j), η˜ j}, thus, via the indefinite integral 2.558 4. on p. 182 of [417],
J˜
♯,
D,4 6
N,n→∞
zo=1+o(1)
O
e−2((n−1)K+k) min
{
min
j=1,2,...,N+1
{λ˜♯,aR˜,4( j)}, minj=1,2,...,N+1{λ˜
♯,`
R˜,4( j)}
}
×

N+1∑
i=1
N+1∑
j=1
j,i
(B2( j)+η˜2
j
Θ2
M
( j))1/2(B2(i)+η˜2
i
Θ2
M
(i))1/2(π−θa˜0( j)−θb˜0( j))(π−θa˜0(i)−θb˜0(i))
(A( j)−A(i)−B( j) cosθb˜0( j)−B(i) cosθa˜0(i))2+(η˜ jΘm( j)−η˜i)2︸                                                                                                      ︷︷                                                                                                      ︸
=O(1)
+
N+1∑
j=1
∫ π−θb˜0( j)
θa˜0( j)
limǫ↓0 (B2( j)+η˜2jΘ2M( j))√(pǫj (ψ))2+(qǫj(ψ))2−(rǫj )2 ln
(
pǫ
j
(ψ)−
√
(pǫ
j
(ψ))2+(qǫ
j
(ψ))2−(rǫ
j
)2+(rǫ
j
−qǫ
j
(ψ)) tan(θ/2)
pǫ
j
(ψ)+
√
(pǫ
j
(ψ))2+(qǫ
j
(ψ))2−(rǫ
j
)2+(rǫ
j
−qǫ
j
(ψ)) tan(θ/2)
)∣∣∣∣∣∣π−θ
b˜
0( j)
θa˜0( j)


6
N,n→∞
zo=1+o(1)
O
e−2((n−1)K+k) min
{
min
j=1,2,...,N+1
{λ˜♯,aR˜,4( j)}, minj=1,2,...,N+1{λ˜
♯,`
R˜,4( j)}
}
O(1)+N+1∑
j=1
(B2( j)+η˜2
j
Θ2
M
( j))
2(P2
M
( j)−P2m( j))1/2
∫ π−θb˜0( j)
θa˜0( j)
ln
(
F j(ψ)+G j(ψ)
F j(ψ)−G j(ψ)
)
dψ
 ,
where F j(ψ) := P2M( j) sin
2 ψ− (P2
M
( j)−P2m( j))−PM( j) sin(ψ)(Pm( j)+PM( j) cosψ)(tan(θa˜0( j)/2)+ cot(θb˜0( j)/2))+
(Pm( j)+PM( j) cosψ)2 tan(θa˜0( j)/2) cot(θ
b˜
0( j)/2), and G j(ψ) := (P
2
M
( j)−P2m( j))1/2(Pm( j)+PM( j) cosψ)(cot(θb˜0( j)/2)−
tan(θa˜0( j)/2)), thus, with l0( j) :=P
2
m( j)−PM( j)Θm( j)(Pm( j)+PM( j) cos θa˜0( j))(tan(θa˜0( j)/2)+cot(θb˜0( j)/2))+(Pm( j)+
PM( j) cos θa˜0( j))
2 tan(θa˜0( j)/2) cot(θ
b˜
0( j)/2), l1( j) := P
2
M
( j)Θ2m( j)− (P2M( j)−P2m( j))−PM( j)(Pm( j)−PM( j) cos θb˜0( j))
·(tan(θa˜0( j)/2)+cot(θb˜0( j)/2))+(Pm( j)−PM( j) cos θb˜0( j))2 tan(θa˜0( j)/2) cot(θb˜0( j)/2), and l2( j) := (P2M( j)−P2m( j))1/2(Pm( j)
+PM( j) cos θa˜0( j))(cot(θ
b˜
0( j)/2)−tan(θa˜0( j)/2)), via the monotonicity of ln(·) and an elementary inequality argument,
one arrives at
J˜
♯,
D,4 6
N,n→∞
zo=1+o(1)
O
e−2((n−1)K+k) min
{
min
j=1,2,...,N+1
{λ˜♯,aR˜,4( j)}, minj=1,2,...,N+1{λ˜
♯,`
R˜,4( j)}
}

O(1)+
N+1∑
j=1
(B2( j)+η˜2
j
Θ2
M
( j))(π−θa˜0 ( j)−θb˜0( j))
2(P2
M
( j)−P2m( j))1/2 ln
(
l0( j)+l2( j)
l1( j)−l2( j)
)
︸                                               ︷︷                                               ︸
=O(1)

⇒
J˜
♯,
D,4 6
N,n→∞
zo=1+o(1)
O
c˜♯,D,4(n, k, zo)e−2((n−1)K+k)min
{
min
j=1,2,...,N+1
{λ˜♯,aR˜,4( j)}, minj=1,2,...,N+1{λ˜
♯,`
R˜,4( j)}
} , (918)
where c˜♯,
D,4(n, k, zo)=N,n→∞
zo=1+o(1)
O(1), and, proceeding as above (for J˜♯,
D,4),
J˜
♯,
D,4 6
N,n→∞
zo=1+o(1)
O
e−2((n−1)K+k) min
{
min
j=1,2,...,N+1
{λ˜♯,aR˜,4( j)}, minj=1,2,...,N+1{λ˜
♯,`
R˜,4( j)}
}

N+1∑
i=1
∫ −θa˜0(i)
−π+θb˜0(i)
limǫ↓0
N+1∑
j=1
j,i
∫ −θa˜0( j)
−π+θb˜0( j)
((x′
j
(θ))2+(y′
j
(θ))2)1/2
(x j(θ)−xi(ψ)−ǫ cosψ)2+(y j(θ)−yi(ψ)−ǫ sinψ)2
dθ
 ((x′i(ψ))2+(y′i(ψ))2)1/2 dψ
+
N+1∑
j=1
∫ −θa˜0( j)
−π+θb˜0( j)
lim
ǫ↓0
∫ −θa˜0( j)
−π+θb˜0( j)
((x′
j
(θ))2+(y′
j
(θ))2)1/2
(x j(θ)−x j(ψ)−ǫ cosψ)2+(y j(θ)−y j(ψ)−ǫ sinψ)2
dθ

× ((x′j(ψ))2+(y′j(ψ))2)1/2 dψ
)
6
N,n→∞
zo=1+o(1)
O
e−2((n−1)K+k) min
{
min
j=1,2,...,N+1
{λ˜♯,aR˜,4( j)}, minj=1,2,...,N+1{λ˜
♯,`
R˜,4( j)}
}
×

N+1∑
i=1
N+1∑
j=1
j,i
(B2( j)+η˜2
j
Θ2
M
( j))1/2(B2(i)+η˜2
i
Θ2
M
(i))1/2 (π−θa˜0( j)−θb˜0( j))(π−θa˜0 (i)−θb˜0(i))
(A( j)−A(i)−B( j) cos θb˜0( j)−B(i) cos θa˜0(i))2+(−η˜ j+η˜iΘm(i))2︸                                                                       ︷︷                                                                       ︸
=O(1)
+
N+1∑
j=1
(B2( j)+η˜2
j
Θ2
M
( j))(π−θa˜0 ( j)−θb˜0( j))
2(P2
M
( j)−P2m( j))1/2︸                              ︷︷                              ︸
=O(1)
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× ln
(
l0( j)−(P2M ( j)−P2m( j))1/2(Pm( j)−PM ( j) cos θb˜0( j))(tan(θa˜0( j)/2)−cot(θb˜0( j)/2))
l1( j)+(P2M ( j)−P2m( j))1/2(Pm( j)−PM ( j) cos θb˜0( j))(tan(θa˜0( j)/2)−cot(θb˜0( j)/2))
)
︸                                                                        ︷︷                                                                        ︸
=O(1)
 ⇒
J˜
♯,
D,4 6
N,n→∞
zo=1+o(1)
O
c˜♯,D,4(n, k, zo)e−2((n−1)K+k)min
{
min
j=1,2,...,N+1
{λ˜♯,aR˜,4( j)}, minj=1,2,...,N+1{λ˜
♯,`
R˜,4( j)}
} , (919)
where c˜♯,
D,4(n, k, zo)=N,n→∞
zo=1+o(1)
O(1); thus, via the Estimates (916)–(919) and Equation (915), one arrives at, for n ∈N
and k∈{1, 2, . . . ,K} such that αps :=αk,∞,
J˜
♯
D,4 6
N,n→∞
zo=1+o(1)
O
c˜♯D,4(n, k, zo)e−2((n−1)K+k)min
{
min
j=1,2,...,N+1
{λ˜♯,aR˜,4( j)}, minj=1,2,...,N+1{λ˜
♯,`
R˜,4( j)}
} , (920)
where c˜♯
D,4(n, k, zo)=N,n→∞
zo=1+o(1)
O(1). Proceeding as in the calculations leading to the Estimate (920), one shows, anal-
ogously, that, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞:
J˜
♯
D,5= J˜
♯,
D,5+ J˜
♯,
D,5+ J˜
♯,
D,5+ J˜
♯,
D,5, (921)
where
J˜
♯,
D,5 :=
N+1∑
i=1
∫
∂U˜δ˜
b˜i−1
 lim−Σ˜♯R˜∋z′→ξ
N+1∑
j=1
∫
Σ˜3
p, j
∑
i1,i2=1,2
∣∣∣∣∣∣∣ (w
ΣR˜
+ (u))i1i2
u−z′
∣∣∣∣∣∣∣
2 |du|
2π2
 |dξ|
6
N,n→∞
zo=1+o(1)
O
e−2((n−1)K+k) min
{
min
j=1,2,...,N+1
{λ˜♯,aR˜,4( j)}, minj=1,2,...,N+1{λ˜
♯,`
R˜,4( j)}
} N+1∑
i=1
N+1∑
j=1
2πδ˜b˜i−1 (B
2( j)+η˜2
j
Θ2
M
( j))1/2(π−θa˜0( j)−θb˜0( j))
(A( j)−B( j) cos θb˜0( j)−b˜i−1−δ˜b˜i−1 )2+(η˜ jΘm( j)−δ˜b˜i−1 )2︸                                                      ︷︷                                                      ︸
=O(1)
6
N,n→∞
zo=1+o(1)
O
c˜♯,D,5(n, k, zo)e−2((n−1)K+k)min
{
min
j=1,2,...,N+1
{λ˜♯,aR˜,4( j)}, minj=1,2,...,N+1{λ˜
♯,`
R˜,4( j)}
} ,
J˜
♯,
D,5 :=
N+1∑
i=1
∫
∂U˜δ˜
b˜i−1
 lim−Σ˜♯R˜∋z′→ξ
N+1∑
j=1
∫
Σ˜4
p, j
∑
i1,i2=1,2
∣∣∣∣∣∣∣ (w
ΣR˜
+ (u))i1i2
u−z′
∣∣∣∣∣∣∣
2 |du|
2π2
 |dξ|
6
N,n→∞
zo=1+o(1)
O
e−2((n−1)K+k) min
{
min
j=1,2,...,N+1
{λ˜♯,aR˜,4( j)}, minj=1,2,...,N+1{λ˜
♯,`
R˜,4( j)}
} N+1∑
i=1
N+1∑
j=1
2πδ˜b˜i−1 (B
2( j)+η˜2
j
Θ2
M
( j))1/2(π−θa˜0( j)−θb˜0( j))
(A( j)−B( j) cos θb˜0( j)−b˜i−1−δ˜b˜i−1 )2+(η˜ j+δ˜b˜i−1 )2︸                                                 ︷︷                                                 ︸
=O(1)
6
N,n→∞
zo=1+o(1)
O
c˜♯,D,5(n, k, zo)e−2((n−1)K+k) min
{
min
j=1,2,...,N+1
{λ˜♯,aR˜,4( j)}, minj=1,2,...,N+1{λ˜
♯,`
R˜,4( j)}
} ,
J˜
♯,
D,5 :=
N+1∑
i=1
∫
∂U˜δ˜a˜i
 lim−Σ˜♯R˜∋z′→ξ
N+1∑
j=1
∫
Σ˜3
p, j
∑
i1,i2=1,2
∣∣∣∣∣∣∣ (w
ΣR˜
+ (u))i1i2
u−z′
∣∣∣∣∣∣∣
2 |du|
2π2
 |dξ|
6
N,n→∞
zo=1+o(1)
O
e−2((n−1)K+k) min
{
min
j=1,2,...,N+1
{λ˜♯,aR˜,4( j)}, minj=1,2,...,N+1{λ˜
♯,`
R˜,4( j)}
} N+1∑
i=1
N+1∑
j=1
2πδ˜a˜i (B
2( j)+η˜2
j
Θ2
M
( j))1/2(π−θa˜0( j)−θb˜0( j))
(A( j)−B( j) cos θb˜0( j)−a˜i−δ˜a˜i )2+(η˜ jΘm( j)−δ˜a˜i )2︸                                                ︷︷                                                ︸
=O(1)
6
N,n→∞
zo=1+o(1)
O
c˜♯,D,5(n, k, zo)e−2((n−1)K+k) min
{
min
j=1,2,...,N+1
{λ˜♯,aR˜,4( j)}, minj=1,2,...,N+1{λ˜
♯,`
R˜,4( j)}
} ,
and
J˜
♯,
D,5 :=
N+1∑
i=1
∫
∂U˜δ˜a˜i
 lim−Σ˜♯R˜∋z′→ξ
N+1∑
j=1
∫
Σ˜4
p, j
∑
i1,i2=1,2
∣∣∣∣∣∣∣ (w
ΣR˜
+ (u))i1i2
u−z′
∣∣∣∣∣∣∣
2 |du|
2π2
 |dξ|
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6
N,n→∞
zo=1+o(1)
O
e−2((n−1)K+k) min
{
min
j=1,2,...,N+1
{λ˜♯,aR˜,4( j)}, minj=1,2,...,N+1{λ˜
♯,`
R˜,4( j)}
} N+1∑
i=1
N+1∑
j=1
2πδ˜a˜i (B
2( j)+η˜2
j
Θ2
M
( j))1/2(π−θa˜0( j)−θb˜0( j))
(A( j)−B( j) cos θb˜0( j)−a˜i−δ˜a˜i )2+(η˜ j+δ˜a˜i )2︸                                           ︷︷                                           ︸
=O(1)
6
N,n→∞
zo=1+o(1)
O
c˜♯,D,5(n, k, zo)e−2((n−1)K+k)min
{
min
j=1,2,...,N+1
{λ˜♯,aR˜,4( j)}, minj=1,2,...,N+1{λ˜
♯,`
R˜,4( j)}
} ,
where c˜♯,r
D,5(n, k, zo)=N,n→∞
zo=1+o(1)
O(1), r∈{, ,,}, whence
J˜
♯
D,5 6
N,n→∞
zo=1+o(1)
O
c˜♯D,5(n, k, zo)e−2((n−1)K+k)min
{
min
j=1,2,...,N+1
{λ˜♯,aR˜,4( j)}, minj=1,2,...,N+1{λ˜
♯,`
R˜,4( j)}
} , (922)
where c˜♯
D,5(n, k, zo)=N,n→∞
zo=1+o(1)
O(1). Thus, via Equation (906), and the Estimates (912), (913), (914), (920), and (922),
one arrives at, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞,
J˜
♯
D
6
N,n→∞
zo=1+o(1)
O
c˜♯D(n, k, zo)e−2((n−1)K+k) min
{
min
j=1,2,...,N+1
{λ˜♯,aR˜,4( j)}, minj=1,2,...,N+1{λ˜
♯,`
R˜,4( j)}
} , (923)
where c˜♯
D
(n, k, zo) =N,n→∞
zo=1+o(1)
O(1). Proceeding analogously as in the calculations leading to the Estimate (923), one
shows, after several gruelling and tedious integration arguments, that, for n ∈ N and k ∈ {1, 2, . . . ,K} such that
αps :=αk,∞:209 (i) (cf. Definition (901))
J˜
♯
A
= J˜
♯
A,1+ J˜
♯
A,2+ J˜
♯
A,3+ J˜
♯
A,4+ J˜
♯
A,5, (924)
where
J˜
♯
A,1 :=
∫ b˜0−δ˜b˜0
−∞
 lim−Σ˜♯R˜∋z′→ξ
N∑
j=1
∫ b˜ j−δ˜b˜ j
a˜ j+δ˜a˜ j
∑
i1,i2=1,2
∣∣∣∣∣∣∣ (w
ΣR˜
+ (u))i1i2
u−z′
∣∣∣∣∣∣∣
2 |du|
2π2
 |dξ| 6N,n→∞
zo=1+o(1)
O
(
e
−2((n−1)K+k) min
j=1,2,...,N
{λ˜♯R˜,1( j)}
)
×
N∑
j=1
ln
∣∣∣∣∣∣∣ b˜ j−b˜0−δ˜b˜ j+δ˜b˜0a˜ j−b˜0+δ˜a˜ j+δ˜b˜0
∣∣∣∣∣∣∣︸                        ︷︷                        ︸
=O(1)
6
N,n→∞
zo=1+o(1)
O
(
c˜
♯
A,1(n, k, zo)e
−2((n−1)K+k) min
j=1,2,...,N
{λ˜♯R˜,1( j)}
)
,
J˜
♯
A,2 :=
∫ +∞
a˜N+1+δ˜a˜N+1
 lim−Σ˜♯R˜∋z′→ξ
N∑
j=1
∫ b˜ j−δ˜b˜ j
a˜ j+δ˜a˜ j
∑
i1 ,i2=1,2
∣∣∣∣∣∣∣ (w
ΣR˜
+ (u))i1i2
u−z′
∣∣∣∣∣∣∣
2 |du|
2π2
 |dξ| 6N,n→∞
zo=1+o(1)
O
(
e
−2((n−1)K+k) min
j=1,2,...,N
{λ˜♯R˜,1( j)}
)
×
N∑
j=1
ln
∣∣∣∣∣∣∣ a˜ j−a˜N+1+δ˜a˜ j−δ˜a˜N+1b˜ j−a˜N+1−δ˜b˜ j−δ˜a˜N+1
∣∣∣∣∣∣∣︸                              ︷︷                              ︸
=O(1)
6
N,n→∞
zo=1+o(1)
O
(
c˜
♯
A,2(n, k, zo)e
−2((n−1)K+k) min
j=1,2,...,N
{λ˜♯R˜,1( j)}
)
,
J˜
♯
A,3 :=
N∑
i=1
∫ b˜i−δ˜b˜i
a˜i+δ˜a˜i
 lim−Σ˜♯R˜∋z′→ξ
N∑
j=1
∫ b˜ j−δ˜b˜ j
a˜ j+δ˜a˜ j
∑
i1,i2=1,2
∣∣∣∣∣∣∣ (w
ΣR˜
+ (u))i1i2
u−z′
∣∣∣∣∣∣∣
2 |du|
2π2
 |dξ|
6
N,n→∞
zo=1+o(1)
O
(
c˜
♯
A,3(n, k, zo)e
−((n−1)K+k) min
j=1,2,...,N
{λ˜♯R˜,1( j)}
)
,
J˜
♯
A,4 :=
N+1∑
i=1
∑
m=3,4
∫
Σ˜m
p,i
 lim−Σ˜♯R˜∋z′→ξ
N∑
j=1
∫ b˜ j−δ˜b˜ j
a˜ j+δ˜a˜ j
∑
i1,i2=1,2
∣∣∣∣∣∣∣ (w
ΣR˜
+ (u))i1i2
u−z′
∣∣∣∣∣∣∣
2 |du|
2π2
 |dξ|
209In the paradigm of the estimations herewith, definitions, intermediate formulae, and final estimates are given provided that the associated
intermediate formulae are not unwieldy; however, in those cases where the intermediate formulae are inordinately unwieldy, only associated
final estimates are presented.
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6
N,n→∞
zo=1+o(1)
O
(
e
−2((n−1)K+k) min
j=1,2,...,N
{λ˜♯R˜,1( j)}
) N+1∑
i=1
N∑
j=1
(B2(i)+η˜2
i
Θ2
M
(i))1/2
η˜i
ln

∣∣∣∣∣∣∣ (1+cos θ
b˜
0(i)) sin θ
a˜
0(i)
(1−cos θa˜0(i)) sin θb˜0(i)
∣∣∣∣∣∣∣
︸                                                                    ︷︷                                                                    ︸
=O(1)
×
tan
−1
 b˜ j−δ˜b˜ j−A(i)+B(i)ΘM(i)η˜iΘm(i)
−tan−1  a˜ j+δ˜a˜ j−A(i)−B(i)ΘM(i)η˜i
︸                                                                                    ︷︷                                                                                    ︸
=O(1)
+ tan−1
 b˜ j−δ˜b˜ j−A(i)+B(i)ΘM(i)η˜i
−tan−1  a˜ j+δ˜a˜ j−A(i)−B(i)ΘM(i)η˜iΘm(i)
︸                                                                                    ︷︷                                                                                    ︸
=O(1)

6
N,n→∞
zo=1+o(1)
O
(
c˜
♯
A,4(n, k, zo)e
−2((n−1)K+k) min
j=1,2,...,N
{λ˜♯R˜,1( j)}
)
,
J˜
♯
A,5 :=
N+1∑
i=1
∫
∂U˜δ˜
b˜i−1
+
∫
∂U˜δ˜a˜i

 lim−Σ˜♯R˜∋z′→ξ
N∑
j=1
∫ b˜ j−δ˜b˜ j
a˜ j+δ˜a˜ j
∑
i1,i2=1,2
∣∣∣∣∣∣∣ (w
ΣR˜
+ (u))i1i2
u−z′
∣∣∣∣∣∣∣
2 |du|
2π2
 |dξ|
6
N,n→∞
zo=1+o(1)
O
(
c˜
♯
A,5(n, k, zo)e
−2((n−1)K+k) min
j=1,2,...,N
{λ˜♯R˜,1( j)}
)
,
where c˜♯
A,r
(n, k, zo)=N,n→∞
zo=1+o(1)
O(1), r∈{1, 2, 3, 4, 5}, whence
J˜
♯
A
6
N,n→∞
zo=1+o(1)
O
(
c˜
♯
A
(n, k, zo)e
−((n−1)K+k) min
j=1,2,...,N
{λ˜♯R˜,1( j)}
)
, (925)
where c˜♯
A
(n, k, zo)=N,n→∞
zo=1+o(1)
O(1); (ii) (cf. Definition (902))
J˜
♯
B
= J˜
♯
B,1+ J˜
♯
B,2+ J˜
♯
B,3+ J˜
♯
B,4+ J˜
♯
B,5, (926)
where
J˜
♯
B,1 :=
∫ b˜0−δ˜b˜0
−∞
 lim−Σ˜♯R˜∋z′→ξ
∫ +∞
a˜N+1+δ˜a˜N+1
∑
i1,i2=1,2
∣∣∣∣∣∣∣ (w
ΣR˜
+ (u))i1i2
u−z′
∣∣∣∣∣∣∣
2 |du|
2π2
 |dξ|
6
N,n→∞
zo=1+o(1)
O
(
c˜
♯
B,1(n, k, zo)e
−((n−1)K+k)λ˜♯R˜,2(+)
)
,
J˜
♯
B,2 :=
∫ +∞
a˜N+1+δ˜a˜N+1
 lim−Σ˜♯R˜∋z′→ξ
∫ +∞
a˜N+1+δ˜a˜N+1
∑
i1,i2=1,2
∣∣∣∣∣∣∣ (w
ΣR˜
+ (u))i1i2
u−z′
∣∣∣∣∣∣∣
2 |du|
2π2
 |dξ|
6
N,n→∞
zo=1+o(1)
O
(
c˜
♯
B,2(n, k, zo)e
−((n−1)K+k)λ˜♯R˜,2(+)
)
,
J˜
♯
B,3 :=
N∑
j=1
∫ b˜ j−δ˜b˜ j
a˜ j+δ˜a˜ j
 lim−Σ˜♯R˜∋z′→ξ
∫ +∞
a˜N+1+δ˜a˜N+1
∑
i1,i2=1,2
∣∣∣∣∣∣∣ (w
ΣR˜
+ (u))i1i2
u−z′
∣∣∣∣∣∣∣
2 |du|
2π2
 |dξ| 6N,n→∞
zo=1+o(1)
O
(
e−2((n−1)K+k)λ˜
♯
R˜,2(+)
)
×
N∑
j=1
ln
∣∣∣∣∣∣∣ a˜N+1−a˜ j+δ˜a˜N+1−δ˜a˜ ja˜N+1−b˜ j+δ˜a˜N+1+δ˜b˜ j
∣∣∣∣∣∣∣︸                              ︷︷                              ︸
=O(1)
6
N,n→∞
zo=1+o(1)
O
(
c˜
♯
B,3(n, k, zo)e
−2((n−1)K+k)λ˜♯R˜,2(+)
)
,
J˜
♯
B,4 :=
N+1∑
j=1
∑
m=3,4
∫
Σ˜m
p, j
 lim−Σ˜♯R˜∋z′→ξ
∫ +∞
a˜N+1+δ˜a˜N+1
∑
i1,i2=1,2
∣∣∣∣∣∣∣ (w
ΣR˜
+ (u))i1i2
u−z′
∣∣∣∣∣∣∣
2 |du|
2π2
 |dξ| 6N,n→∞
zo=1+o(1)
O
(
e−2((n−1)K+k)λ˜
♯
R˜,2(+)
)
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×
N+1∑
j=1
(B2( j)+η˜2
j
Θ2
M
( j))1/2
η˜ j
ln

∣∣∣∣∣∣∣ (1−cos θ
a˜
0( j)) sin θ
b˜
0( j)
(1+cos θb˜0( j)) sin θ
a˜
0( j)
∣∣∣∣∣∣∣
︸                                                                 ︷︷                                                                 ︸
=O(1)
tan
−1
(
a˜N+1+δ˜a˜N+1−A( j)−B( j)ΘM( j)
η˜ j
)
︸                                            ︷︷                                            ︸
=O(1)
+ tan−1
(
a˜N+1+δ˜a˜N+1−A( j)−B( j)ΘM( j)
η˜ jΘm( j)
)
︸                                            ︷︷                                            ︸
=O(1)
 6N,n→∞zo=1+o(1) O
(
c˜
♯
B,4(n, k, zo)e
−2((n−1)K+k)λ˜♯R˜,2(+)
)
,
J˜
♯
B,5 :=
N+1∑
j=1

∫
∂U˜δ˜
b˜ j−1
+
∫
∂U˜δ˜a˜ j

 lim−Σ˜♯R˜∋z′→ξ
∫ +∞
a˜N+1+δ˜a˜N+1
∑
i1,i2=1,2
∣∣∣∣∣∣∣ (w
ΣR˜
+ (u))i1i2
u−z′
∣∣∣∣∣∣∣
2 |du|
2π2
 |dξ|
6
N,n→∞
zo=1+o(1)
O
(
c˜
♯
B,5(n, k, zo)e
−((n−1)K+k)λ˜♯R˜,2(+)
)
,
where c˜♯
B,r(n, k, zo)=N,n→∞
zo=1+o(1)
O(1), r∈{1, 2, 3, 4, 5}, whence
J˜
♯
B
6
N,n→∞
zo=1+o(1)
O
(
c˜
♯
B
(n, k, zo)e
−((n−1)K+k)λ˜♯R˜,2(+)
)
, (927)
where c˜♯
B
(n, k, zo)=N,n→∞
zo=1+o(1)
O(1); (iii) (cf. Definition (903))
J˜
♯
C
= J˜
♯
C,1+ J˜
♯
C,2+ J˜
♯
C,3+ J˜
♯
C,4+ J˜
♯
C,5, (928)
where
J˜
♯
C,1 :=
∫ b˜0−δ˜b˜0
−∞
 lim−Σ˜♯R˜∋z′→ξ
∫ b˜0−δ˜b˜0
−∞
∑
i1,i2=1,2
∣∣∣∣∣∣∣ (w
ΣR˜
+ (u))i1i2
u−z′
∣∣∣∣∣∣∣
2 |du|
2π2
 |dξ|
6
N,n→∞
zo=1+o(1)
O
(
c˜
♯
C,1(n, k, zo)e
−((n−1)K+k)λ˜♯R˜,2(−)
)
,
J˜
♯
C,2 :=
∫ +∞
a˜N+1+δ˜a˜N+1
 lim−Σ˜♯R˜∋z′→ξ
∫ b˜0−δ˜b˜0
−∞
∑
i1,i2=1,2
∣∣∣∣∣∣∣ (w
ΣR˜
+ (u))i1i2
u−z′
∣∣∣∣∣∣∣
2 |du|
2π2
 |dξ|
6
N,n→∞
zo=1+o(1)
O
(
c˜
♯
C,2(n, k, zo)e
−((n−1)K+k)λ˜♯R˜,2(−)
)
,
J˜
♯
C,3 :=
N∑
j=1
∫ b˜ j−δ˜b˜ j
a˜ j+δ˜a˜ j
 lim−Σ˜♯R˜∋z′→ξ
∫ b˜0−δ˜b˜0
−∞
∑
i1,i2=1,2
∣∣∣∣∣∣∣ (w
ΣR˜
+ (u))i1i2
u−z′
∣∣∣∣∣∣∣
2 |du|
2π2
 |dξ| 6N,n→∞
zo=1+o(1)
O
(
e−2((n−1)K+k)λ˜
♯
R˜,2(−)
)
×
N∑
j=1
ln
∣∣∣∣∣∣∣ b˜0−b˜ j−δ˜b˜0+δ˜b˜ jb˜0−a˜ j−δ˜b˜0−δ˜a˜ j
∣∣∣∣∣∣∣︸                        ︷︷                        ︸
=O(1)
6
N,n→∞
zo=1+o(1)
O
(
c˜
♯
C,3(n, k, zo)e
−2((n−1)K+k)λ˜♯R˜,2(−)
)
,
J˜
♯
C,4 :=
N+1∑
j=1
∑
m=3,4
∫
Σ˜m
p, j
 lim−Σ˜♯R˜∋z′→ξ
∫ b˜0−δ˜b˜0
−∞
∑
i1,i2=1,2
∣∣∣∣∣∣∣ (w
ΣR˜
+ (u))i1i2
u−z′
∣∣∣∣∣∣∣
2 |du|
2π2
 |dξ| 6N,n→∞
zo=1+o(1)
O
(
e−2((n−1)K+k)λ˜
♯
R˜,2(−)
)
×
N+1∑
j=1
(B2( j)+η˜2
j
Θ2
M
( j))1/2
η˜ j
ln

∣∣∣∣∣∣∣ (1+cosθ
b˜
0( j)) sin θ
a˜
0( j)
(1−cosθa˜0( j)) sin θb˜0( j)
∣∣∣∣∣∣∣
︸                                                                 ︷︷                                                                 ︸
=O(1)
tan
−1
 b˜0−δ˜b˜0−A( j)+B( j)ΘM( j)η˜ jΘm( j)
︸                                       ︷︷                                       ︸
=O(1)
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+ tan−1
 b˜0−δ˜b˜0−A( j)+B( j)ΘM( j)η˜ j
︸                                       ︷︷                                       ︸
=O(1)
 6N,n→∞zo=1+o(1) O
(
c˜
♯
C,4(n, k, zo)e
−2((n−1)K+k)λ˜♯R˜,2(−)
)
,
J˜
♯
C,5 :=
N+1∑
j=1

∫
∂U˜δ˜
b˜ j−1
+
∫
∂U˜δ˜a˜ j

 lim−Σ˜♯R˜∋z′→ξ
∫ b˜0−δ˜b˜0
−∞
∑
i1,i2=1,2
∣∣∣∣∣∣∣ (w
ΣR˜
+ (u))i1i2
u−z′
∣∣∣∣∣∣∣
2 |du|
2π2
 |dξ|
6
N,n→∞
zo=1+o(1)
O
(
c˜
♯
C,5(n, k, zo)e
−((n−1)K+k)λ˜♯R˜,2(−)
)
,
where c˜♯
C,r
(n, k, zo)=N,n→∞
zo=1+o(1)
O(1), r∈{1, 2, 3, 4, 5}, whence
J˜
♯
C
6
N,n→∞
zo=1+o(1)
O
(
c˜
♯
C
(n, k, zo)e
−((n−1)K+k)λ˜♯R˜,2(−)
)
, (929)
where c˜♯
C
(n, k, zo)=N,n→∞
zo=1+o(1)
O(1); (iv) (cf. Definition (905))
J˜
♯
E
= J˜
♯
E,1+ J˜
♯
E,2+ J˜
♯
E,3+ J˜
♯
E,4+ J˜
♯
E,5, (930)
where
J˜
♯
E,1 :=
∫ b˜0−δ˜b˜0
−∞
 lim−Σ˜♯R˜∋z′→ξ
N+1∑
j=1

∫
∂U˜δ˜
b˜ j−1
+
∫
∂U˜δ˜a˜ j
 ∑
i1,i2=1,2
∣∣∣∣∣∣∣ (w
ΣR˜
+ (u))i1i2
u−z′
∣∣∣∣∣∣∣
2 |du|
2π2
 |dξ| =N,n→∞
zo=1+o(1)
0,
J˜
♯
E,2 :=
∫ +∞
a˜N+1+δ˜a˜N+1
 lim−Σ˜♯R˜∋z′→ξ
N+1∑
j=1

∫
∂U˜δ˜
b˜ j−1
+
∫
∂U˜δ˜a˜ j
 ∑
i1,i2=1,2
∣∣∣∣∣∣∣ (w
ΣR˜
+ (u))i1i2
u−z′
∣∣∣∣∣∣∣
2 |du|
2π2
 |dξ| =N,n→∞
zo=1+o(1)
0,
J˜
♯
E,3 :=
N∑
i=1
∫ b˜i−δ˜b˜i
a˜i+δ˜a˜i
 lim−Σ˜♯R˜∋z′→ξ
N+1∑
j=1

∫
∂U˜δ˜
b˜ j−1
+
∫
∂U˜δ˜a˜ j
 ∑
i1,i2=1,2
∣∣∣∣∣∣∣ (w
ΣR˜
+ (u))i1i2
u−z′
∣∣∣∣∣∣∣
2 |du|
2π2
 |dξ| =N,n→∞
zo=1+o(1)
0,
J˜
♯
E,4 :=
N+1∑
i=1
∑
m=3,4
∫
Σ˜m
p,i
 lim−Σ˜♯R˜∋z′→ξ
N+1∑
j=1

∫
∂U˜δ˜
b˜ j−1
+
∫
∂U˜δ˜a˜ j
 ∑
i1,i2=1,2
∣∣∣∣∣∣∣ (w
ΣR˜
+ (u))i1i2
u−z′
∣∣∣∣∣∣∣
2 |du|
2π2
 |dξ| =N,n→∞
zo=1+o(1)
0,
J˜
♯
E,5 :=
N+1∑
i=1

∫
∂U˜δ˜
b˜i−1
+
∫
∂U˜δ˜a˜i

 lim−Σ˜♯R˜∋z′→ξ
N+1∑
j=1

∫
∂U˜δ˜
b˜ j−1
+
∫
∂U˜δ˜a˜ j
 ∑
i1,i2=1,2
∣∣∣∣∣∣∣ (w
ΣR˜
+ (u))i1i2
u−z′
∣∣∣∣∣∣∣
2 |du|
2π2
 |dξ| =N,n→∞
zo=1+o(1)
0,
whence
J˜
♯
E
=
N,n→∞
zo=1+o(1)
0. (931)
Thus, via Equation (900), and the Estimates (923), (925), (927), (929), and (931), one shows that, for n ∈N and
k∈{1, 2, . . . ,K} such that αps :=αk,∞,∫
Σ˜
♯
R˜
 lim−Σ˜♯R˜∋z′→ξ
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣ w
ΣR˜
+ (·)
2πi(·−z′)
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
2
L2M2(C)(Σ˜
♯
R˜)
 |dξ| 6N,n→∞
zo=1+o(1)
O
(
c˜J˜♯(n, k, zo)e
−((n−1)K+k)λ˜⊲R˜,w˜
)
, (932)
where λ˜⊲R˜,w˜ (> 0) is defined by Equation (860), and c˜J˜♯(n, k, zo) =N,n→∞
zo=1+o(1)
O(1). Finally, via the Estimates (899)
and (932), and an application of both Hölder’s and Minkowski’s Inequalities for Integrals, one arrives at, after an
improper integral analysis, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞ (cf. Inequality (892))
||(C
w
ΣR˜ f )(·)||L2M2(C)(Σ˜♯R˜) 6N,n→∞
zo=1+o(1)
|| f (·)||L2M2(C)(Σ˜♯R˜)
O
c˜♯♦(n, k, zo)︸      ︷︷      ︸
=O(1)
e−2((n−1)K+k)λ˜
⊲
R˜,w˜
+O
c˜♯(n, k, zo)︸      ︷︷      ︸
=O(1)
e−
3
2 ((n−1)K+k)λ˜⊲R˜,w˜

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+ O
c˜♯♠(n, k, zo)︸      ︷︷      ︸
=O(1)
e−((n−1)K+k)λ˜
⊲
R˜,w˜


1/2
6
N,n→∞
zo=1+o(1)
|| f (·)||L2M2(C)(Σ˜♯R˜)O
(
c˜⊳R˜,w˜(n, k, zo)e
− 12 ((n−1)K+k)λ˜⊲R˜,w˜
)
,
where c˜⊳R˜,w˜(n, k, zo) is characterised in the corresponding item (2) of the lemma; consequently,
||C
w
ΣR˜ ||B2(Σ˜♯R˜) =N,n→∞
zo=1+o(1)
O
(
c˜⊳R˜,w˜(n, k, zo)e
− 12 ((n−1)K+k)λ˜⊲R˜,w˜
)
,
which is the Estimate (861). Via the Estimate (861), due to a well-known result for bounded linear operators in
Hilbert spaces (see, for example, Chaper 5 of [418]), it follows that, in the double-scaling limit N, n→∞ such that
zo=1+o(1), (id−CwΣR˜ )−1↾L2M2(C)(Σ˜♯R˜) exists and can be inverted by a Neumann series, with ||(id−CwΣR˜ )
−1||
B2(Σ˜
♯
R˜)
6N,n→∞
zo=1+o(1)
(1−||C
w
ΣR˜ ||B2(Σ˜♯R˜))
−1=N,n→∞
zo=1+o(1)
O(1).
The analysis for the case n ∈N and k ∈ {1, 2, . . . ,K} such that αps := αk =∞ is, mutatis mutandis, analogous,
and leads to the asymptotics, in the double-scaling limitN, n→∞ such that zo=1+o(1), for ||CwΣRˆ ||Br(Σˆ♯Rˆ), r∈{2,∞},
stated in Equations (856) and (858) (cf. item (1) of the lemma). 
Lemma 5.4. For n∈N and k∈ {1, 2, . . . ,K} such that αps :=αk =∞ (resp., αps :=αk ,∞), let Rˆ : C \ Σˆ♯Rˆ→SL2(C)
(resp., R˜ : C \ Σ˜♯R˜ → SL2(C)) solve the equivalent RHP (Rˆ(z), vˆRˆ(z), Σˆ
♯
Rˆ) (resp., (R˜(z), v˜R˜(z), Σ˜
♯
R˜)) with associated
integral representation given by Equation (707) (resp., Equation (708)), let the corresponding operator norms
stated in item (1) (resp., item (2)) of Lemma 5.3 be valid, and set Σˆ :=∪N+1j=1 (∂Uˆδˆbˆ j−1 ∪ ∂Uˆδˆaˆ j ) and Σˆ := Σˆ
♯
Rˆ \ Σˆ
(resp., Σ˜ := ∪N+1j=1 (∂U˜δ˜b˜ j−1 ∪ ∂U˜δ˜a˜ j ) and Σ˜ := Σ˜
♯
R˜ \ Σ˜). Then: (1) for n ∈ N and k ∈ {1, 2, . . . ,K} such that
αps :=αk=∞, uniformly for compact subsets of C \ Σˆ♯Rˆ (∋z),
Rˆ(z) =
N,n→∞
zo=1+o(1)
I+
∫
Σˆ
w
Σˆ
+ (ξ)
ξ−z
dξ
2πi
+O
 cˆΣˆ(n, k, zo)e
− 12 ((n−1)K+k)λˆ⊲Rˆ,wˆ
((n−1)K+k) dist(Σˆ♯Rˆ, z)
 , z∈C \ Σˆ♯Rˆ, (933)
where w
Σˆ
+ (z) :=w
ΣRˆ
+ (z)↾Σˆ , λˆ
⊲
Rˆ,wˆ (>0) is defined by Equation (857), dist(Σˆ
♯
Rˆ, z) := inf{|u−z|; u∈ Σˆ
♯
Rˆ}, z∈C \ Σˆ
♯
Rˆ, and
(M2(C) ∋) cˆΣˆ(n, k, zo)=N,n→∞
zo=1+o(1)
O(1); and (2) for n ∈N and k ∈ {1, 2, . . . ,K} such that αps := αk ,∞, uniformly for
compact subsets of C \ Σ˜♯R˜ (∋z),
R˜(z) =
N,n→∞
zo=1+o(1)
I+
∫
Σ˜
(z−αk)wΣ˜+ (ξ)
(ξ−αk)(ξ−z)
dξ
2πi
+O
 c˜Σ˜(n, k, zo)e−
1
2 ((n−1)K+k)λ˜⊲R˜,w˜
((n−1)K+k) min{1, dist(Σ˜♯R˜, z)}
 , z∈C \ Σ˜♯R˜, (934)
where w
Σ˜
+ (z) :=w
ΣR˜
+ (z)↾Σ˜ , λ˜
⊲
R˜,w˜ (>0) is defined by Equation (860), dist(Σ˜
♯
R˜, z) := inf{|u−z|; u∈ Σ˜
♯
R˜}, z∈C \ Σ˜
♯
R˜, and
(M2(C)∋) c˜Σ˜(n, k, zo)=N,n→∞
zo=1+o(1)
O(1).
Proof. The proof of this Lemma 5.4 consists of two cases: (i) n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞;
and (ii) n ∈N and k ∈ {1, 2, . . . ,K} such that αps := αk ,∞. Notwithstanding the fact that the scheme of the proof
is, mutatis mutandis, similar for both cases, case (ii), nevertheless, is the more technically challenging of the two;
therefore, without loss of generality, only the proof for case (ii) is presented in detail, whilst case (i) is proved
analogously.
Recall that, for n ∈N and k ∈ {1, 2, . . . ,K} such that αps :=αk ,∞, R˜ : C \ Σ˜♯R˜→ SL2(C) solves the equivalent
RHP (R˜(z), v˜R˜(z), Σ˜♯R˜) with associated integral representation (cf. Equation (708))
R˜(z)= I+
∫
Σ˜
♯
R˜
(z−αk)µΣR˜ (ξ)wΣR˜+ (ξ)
(ξ−αk)(ξ−z)
dξ
2πi
, z∈C \ Σ˜♯R˜,
where µΣR˜ (z)= R˜−(z)= R˜+(z)(I+wΣR˜+ (z))−1 solves the linear singular integral equation ((id−CwΣR˜ )µΣR˜)(z)= I, z∈ Σ˜♯R˜ ,
with L2M2(C)(Σ˜
♯
R˜) ∋ f 7→ (CwΣR˜ f )(z) := lim−Σ˜♯R˜∋z′→z
∫
Σ˜
♯
R˜
(z′−αk)( fw
ΣR˜
+ )(ξ)
(ξ−αk)(ξ−z′)
dξ
2πi , where −Σ˜
♯
R˜ denotes the ‘minus side’ of the
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oriented skeleton Σ˜♯R˜. For n ∈N and k ∈ {1, 2, . . . ,K} such that αps := αk ,∞, let Σ˜ :=∪
N+1
j=1 (∂U˜δ˜b˜ j−1
∪ ∂U˜δ˜a˜ j ) and
Σ˜ :=Σ˜
♯
R˜ \ Σ˜, and write Σ˜
♯
R˜=Σ˜ ∪ Σ˜ (with Σ˜ ∩ Σ˜=∅); then, via the linearity property of the (normalised at αk)
Cauchy integral operatorC
w
ΣR˜ , a calculation shows that the action of CwΣR˜ can be presented as CwΣR˜ =CwΣ˜ +CwΣ˜ ,
where L2M2(C)(Σ˜) ∋ f1 7→ (CwΣ˜ f1)(z) := lim−Σ˜∋z′→z
∫
Σ˜
(z′−αk)( f1wΣ˜+ )(ξ)
(ξ−αk)(ξ−z′)
dξ
2πi , with w
Σ˜
+ (z) :=w
ΣR˜
+ (z)↾Σ˜ , and L2M2(C)(Σ˜) ∋
f2 7→ (CwΣ˜ f2)(z) := lim−Σ˜∋z′→z
∫
Σ˜
(z′−αk)( f1wΣ˜+ )(ξ)
(ξ−αk)(ξ−z′)
dξ
2πi , with w
Σ˜
+ (z) :=w
ΣR˜
+ (z)↾Σ˜ . Via the latter decompositions, iteration
of the second resolvent identity 210 shows that
µΣR˜ (z) = I+((id−C
w
ΣR˜ )
−1C
w
ΣR˜ I)(z)= I+((id−CwΣ˜ −CwΣ˜ )−1(CwΣ˜ +CwΣ˜ )I)(z)
= I+((id−C
wΣ˜
−CwΣ˜ )−1CwΣ˜ I)(z)+((id−CwΣ˜ −CwΣ˜ )−1CwΣ˜ I)(z)
= I+(((id−C
wΣ˜
)(id−(id−C
wΣ˜
)−1CwΣ˜ ))
−1C
wΣ˜
I)(z)
+ (((id−CwΣ˜ )(id−(id−CwΣ˜ )−1CwΣ˜ ))−1CwΣ˜ I)(z)
= I+((id−(id−C
wΣ˜
)−1CwΣ˜ )
−1(id+(id−C
wΣ˜
)−1C
wΣ˜
)C
wΣ˜
I)(z)
+ ((id−(id−CwΣ˜ )−1CwΣ˜ )−1(id+(id−CwΣ˜ )−1CwΣ˜ )CwΣ˜o I)(z)
= I+((id−(id−C
wΣ˜
)−1CwΣ˜ )
−1((id−C
wΣ˜
)−1C
wΣ˜
)(C
wΣ˜
I))(z)
+ ((id−(id−CwΣ˜ )−1CwΣ˜ )−1((id−CwΣ˜ )−1CwΣ˜ )(CwΣ˜ I))(z)
+ ((id−(id−C
wΣ˜
)−1CwΣ˜ )
−1(C
wΣ˜
I))(z)+((id−(id−CwΣ˜ )−1CwΣ˜ )−1(CwΣ˜ I))(z)
= I+((id+(id−(id−C
wΣ˜
)−1CwΣ˜ )
−1(id−C
wΣ˜
)−1CwΣ˜ )(CwΣ˜ I))(z)
+ ((id+(id−(id−CwΣ˜ )−1CwΣ˜ )−1(id−CwΣ˜ )−1CwΣ˜ )(CwΣ˜ I))(z)
+ ((id+(id−(id−C
wΣ˜
)−1CwΣ˜ )
−1(id−C
wΣ˜
)−1CwΣ˜ )(id−CwΣ˜ )−1CwΣ˜ (CwΣ˜ I))(z)
+ ((id+(id−(id−CwΣ˜ )−1CwΣ˜ )−1(id−CwΣ˜ )−1CwΣ˜ )(id−CwΣ˜ )−1CwΣ˜ (CwΣ˜ I))(z)
= I+(C
w
Σ˜o

I)(z)+(CwΣ˜ I)(z)+((id−CwΣ˜ )−1CwΣ˜ (CwΣ˜ I))(z)
+ ((id−CwΣ˜ )−1CwΣ˜ (CwΣ˜ I))(z)+((id−(id−CwΣ˜ )−1CwΣ˜ )−1(id−CwΣ˜ )−1CwΣ˜
× (C
wΣ˜
I))(z)+((id−(id−CwΣ˜ )−1CwΣ˜ )−1(id−CwΣ˜ )−1CwΣ˜ (CwΣ˜ I))(z)
+ ((id−(id−C
wΣ˜
)−1CwΣ˜ )
−1(id−C
wΣ˜
)−1CwΣ˜ (id−CwΣ˜ )−1CwΣ˜ (CwΣ˜ I))(z)
+ ((id−(id−CwΣ˜ )−1CwΣ˜ )−1(id−CwΣ˜ )−1CwΣ˜ (id−CwΣ˜ )−1CwΣ˜ (CwΣ˜ I))(z)
= I+(C
wΣ˜
I)(z)+(CwΣ˜ I)(z)+((id−CwΣ˜ )−1CwΣ˜ (CwΣ˜ I))(z)+((id−CwΣ˜ )−1CwΣ˜
× (CwΣ˜ I))(z)+((id−(id−CwΣ˜ )−1(id−CwΣ˜ )−1CwΣ˜CwΣ˜ )−1(id−CwΣ˜ )−1(id−CwΣ˜ )−1
×C
wΣ˜
(CwΣ˜ I))(z)+((id−(id−CwΣ˜ )−1(id−CwΣ˜ )−1CwΣ˜CwΣ˜ )−1(id−CwΣ˜ )−1
× (id−C
wΣ˜
)−1CwΣ˜ (CwΣ˜ I))(z)+((id−(id−CwΣ˜ )−1(id−CwΣ˜ )−1CwΣ˜CwΣ˜ )−1
× (id−C
wΣ˜
)−1(id−CwΣ˜ )−1CwΣ˜ (id−CwΣ˜ )−1CwΣ˜ (CwΣ˜ I))(z)+((id−(id−CwΣ˜ )−1
× (id−C
wΣ˜
)−1C
wΣ˜
CwΣ˜ )
−1(id−CwΣ˜ )−1(id−CwΣ˜ )−1CwΣ˜ (id−CwΣ˜ )−1CwΣ˜ (CwΣ˜ I))(z);
hence, via the above representation for µΣR˜ (z) and a partial-fraction decomposition argument, one arrives at, for
n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞,
R˜(z)−I−
∫
Σ˜
(z−αk)wΣ˜+ (ξ)
(ξ−αk)(ξ−z)
dξ
2πi
=
∫
Σ˜
w
Σ˜
+ (ξ)
(
1
ξ−z−
1
ξ−αk
)
dξ
2πi
+
8∑
m=1
J˜R˜m(z), z∈C \ Σ˜♯R˜, (935)
where
J˜R˜1 (z) :=
∫
Σ˜
(CwΣ˜ I)(ξ)w
Σ˜
+ (ξ)
(
1
ξ−z−
1
ξ−αk
)
dξ
2πi
+
∫
Σ˜
(CwΣ˜ I)(ξ)w
Σ˜
+ (ξ)
(
1
ξ−z−
1
ξ−αk
)
dξ
2πi
, (936)
J˜R˜2 (z) :=
∫
Σ˜
(C
wΣ˜
I)(ξ)wΣ˜+ (ξ)
(
1
ξ−z−
1
ξ−αk
)
dξ
2πi
+
∫
Σ˜
(C
wΣ˜
I)(ξ)wΣ˜+ (ξ)
(
1
ξ−z−
1
ξ−αk
)
dξ
2πi
, (937)
J˜R˜3 (z) :=
∫
Σ˜
(((id−CwΣ˜ )−1CwΣ˜ )(CwΣ˜ I))(ξ)wΣ˜+ (ξ)
(
1
ξ−z−
1
ξ−αk
)
dξ
2πi
210For operators O1 and O2, with dom(O1)= dom(O2), if (id−O1)−1 and (id−O2)−1 exist, then (id−O2)−1−(id−O1)−1 = (id−O2)−1(O2−
O1)(id−O1)−1 (see, for example, [418]).
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+
∫
Σ˜
(((id−CwΣ˜ )−1CwΣ˜ )(CwΣ˜ I))(ξ)wΣ˜+ (ξ)
(
1
ξ−z−
1
ξ−αk
)
dξ
2πi
, (938)
J˜R˜4 (z) :=
∫
Σ˜
(((id−C
wΣ˜
)−1C
wΣ˜
)(C
wΣ˜
I))(ξ)wΣ˜+ (ξ)
(
1
ξ−z−
1
ξ−αk
)
dξ
2πi
+
∫
Σ˜
(((id−C
wΣ˜
)−1C
wΣ˜
)(C
wΣ˜
I))(ξ)wΣ˜+ (ξ)
(
1
ξ−z−
1
ξ−αk
)
dξ
2πi
, (939)
J˜R˜5 (z) :=
∫
Σ˜
(((id−(id−C
wΣ˜
)−1(id−CwΣ˜ )−1CwΣ˜CwΣ˜ )−1(id−CwΣ˜ )−1
× (id−CwΣ˜ )−1CwΣ˜ )(CwΣ˜ I))(ξ)wΣ˜+ (ξ)
(
1
ξ−z−
1
ξ−αk
)
dξ
2πi
+
∫
Σ˜
(((id−(id−C
wΣ˜
)−1(id−CwΣ˜ )−1CwΣ˜CwΣ˜ )−1(id−CwΣ˜ )−1
× (id−CwΣ˜ )−1CwΣ˜ )(CwΣ˜ I))(ξ)wΣ˜+ (ξ)
(
1
ξ−z−
1
ξ−αk
)
dξ
2πi
, (940)
J˜R˜6 (z) :=
∫
Σ˜
(((id−(id−CwΣ˜ )−1(id−CwΣ˜ )−1CwΣ˜CwΣ˜ )−1(id−CwΣ˜ )−1
× (id−C
wΣ˜
)−1CwΣ˜ )(CwΣ˜ I))(ξ)w
Σ˜
+ (ξ)
(
1
ξ−z−
1
ξ−αk
)
dξ
2πi
+
∫
Σ˜
(((id−(id−CwΣ˜ )−1(id−CwΣ˜ )−1CwΣ˜CwΣ˜ )−1(id−CwΣ˜ )−1
× (id−C
wΣ˜
)−1CwΣ˜ )(CwΣ˜ I))(ξ)w
Σ˜
+ (ξ)
(
1
ξ−z−
1
ξ−αk
)
dξ
2πi
, (941)
J˜R˜7 (z) :=
∫
Σ˜
(((id−(id−C
wΣ˜
)−1(id−CwΣ˜ )−1CwΣ˜CwΣ˜ )−1(id−CwΣ˜ )−1(id−CwΣ˜ )−1
×C
wΣ˜
(id−CwΣ˜ )−1CwΣ˜ )(CwΣ˜ I))(ξ)wΣ˜+ (ξ)
(
1
ξ−z−
1
ξ−αk
)
dξ
2πi
+
∫
Σ˜
(((id−(id−C
wΣ˜
)−1(id−CwΣ˜ )−1CwΣ˜CwΣ˜ )−1(id−CwΣ˜ )−1(id−CwΣ˜ )−1
×C
wΣ˜
(id−CwΣ˜ )−1CwΣ˜ )(CwΣ˜ I))(ξ)wΣ˜+ (ξ)
(
1
ξ−z−
1
ξ−αk
)
dξ
2πi
, (942)
J˜R˜8 (z) :=
∫
Σ˜
(((id−(id−CwΣ˜ )−1(id−CwΣ˜ )−1CwΣ˜CwΣ˜ )−1(id−CwΣ˜ )−1(id−CwΣ˜ )−1
×CwΣ˜ (id−CwΣ˜ )−1CwΣ˜ )(CwΣ˜ I))(ξ)wΣ˜+ (ξ)
(
1
ξ−z−
1
ξ−αk
)
dξ
2πi
+
∫
Σ˜
(((id−(id−CwΣ˜ )−1(id−CwΣ˜ )−1CwΣ˜CwΣ˜ )−1(id−CwΣ˜ )−1(id−CwΣ˜ )−1
×CwΣ˜ (id−CwΣ˜ )−1CwΣ˜ )(CwΣ˜ I))(ξ)wΣ˜+ (ξ)
(
1
ξ−z−
1
ξ−αk
)
dξ
2πi
. (943)
One now proceeds to estimate asymptotically, in the double-scaling limitN, n→∞ such that zo=1+o(1), the terms
on the right-hand side of Equation (935).
An inequality argument shows that, for z∈C \ Σ˜♯R˜,∣∣∣∣∣∣
∫
Σ˜
w
Σ˜
+ (ξ)
(
1
ξ−z−
1
ξ−αk
)
dξ
2πi
∣∣∣∣∣∣ 6N,n→∞
zo=1+o(1)
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣ w
Σ˜
+ (·)
2πi(·−αk)
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣L1M2(C)(Σ˜)+
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣ w
Σ˜
+ (·)
2πi(·−z)
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣L1M2(C)(Σ˜) :
proceeding as in the calculations leading to the Estimates (899) and (932) (cf. the proof of Lemma 5.3), one shows
that ∣∣∣∣∣∣∣
∣∣∣∣∣∣∣ w
Σ˜
+ (·)
2πi(·−αk)
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣L1M2(C)(Σ˜) 6N,n→∞zo=1+o(1) O
 c˜1Σ˜(n, k, zo)e
−((n−1)K+k)λ˜⊲R˜,w˜
(n−1)K+k
 , (944)
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∣∣∣∣∣∣∣
∣∣∣∣∣∣∣ w
Σ˜
+ (·)
2πi(·−z)
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣L1M2(C)(Σ˜) 6N,n→∞zo=1+o(1) O
 c˜2Σ˜(n, k, zo)e
−((n−1)K+k)λ˜⊲R˜,w˜
((n−1)K+k) dist(Σ˜♯R˜, z)
 , z∈C \ Σ˜♯R˜, (945)
where λ˜⊲R˜,w˜ (> 0) is defined by Equation (860), and c˜
r
Σ˜
(n, k, zo) =N,n→∞
zo=1+o(1)
O(1), r ∈ {1, 2}, whence, via the Esti-
mates (944) and (945), for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞,∣∣∣∣∣∣
∫
Σ˜
w
Σ˜
+ (ξ)
(
1
ξ−z−
1
ξ−αk
)
dξ
2πi
∣∣∣∣∣∣ 6N,n→∞
zo=1+o(1)
O
 c˜3Σ˜(n, k, zo)e
−((n−1)K+k)λ˜⊲R˜,w˜
((n−1)K+k) min{1, dist(Σ˜♯R˜, z)}
 , z∈C \ Σ˜♯R˜, (946)
where c˜3
Σ˜
(n, k, zo)=N,n→∞
zo=1+o(1)
O(1).
An argument based on Hölder’s Inequality and Hölder’s Inequality for Integrals shows that,211 for z∈C \ Σ˜♯R˜,
∣∣∣∣J˜R˜1 (z)∣∣∣∣ 6
N,n→∞
zo=1+o(1)
∣∣∣∣∣∣(CwΣ˜ I)(·)∣∣∣∣∣∣L2M2(C)(Σ˜)

∣∣∣∣∣∣∣
∣∣∣∣∣∣∣ w
Σ˜
+ (·)
2πi(·−αk)
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣L2M2(C)(Σ˜)+
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣ w
Σ˜
+ (·)
2πi(·−z)
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣L2M2(C)(Σ˜)

+
∣∣∣∣∣∣(CwΣ˜ I)(·)∣∣∣∣∣∣L2M2(C)(Σ˜)

∣∣∣∣∣∣∣
∣∣∣∣∣∣∣ w
Σ˜
+ (·)
2πi(·−αk)
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣L2M2(C)(Σ˜)+
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣ w
Σ˜
+ (·)
2πi(·−z)
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣L2M2(C)(Σ˜)

6
N,n→∞
zo=1+o(1)
∣∣∣∣∣∣C
w
ΣR˜
∣∣∣∣∣∣
B2(Σ˜
♯
R˜)

∣∣∣∣∣∣∣
∣∣∣∣∣∣∣ w
Σ˜
+ (·)
2πi(·−αk)
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣L2M2(C)(Σ˜)+
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣ w
Σ˜
+ (·)
2πi(·−z)
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣L2M2(C)(Σ˜)
+
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣ w
Σ˜
+ (·)
2πi(·−αk)
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣L2M2(C)(Σ˜)+
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣ w
Σ˜
+ (·)
2πi(·−z)
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣L2M2(C)(Σ˜)
 : (947)
proceeding as in the calculations leading to the Estimates (899) and (932) (cf. the proof of Lemma 5.3), one shows
that ∣∣∣∣∣∣∣
∣∣∣∣∣∣∣ w
Σ˜
+ (·)
2πi(·−αk)
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣L2M2(C)(Σ˜) 6N,n→∞zo=1+o(1) O
 c˜4Σ˜(n, k, zo)e
−((n−1)K+k)λ˜⊲R˜,w˜
((n−1)K+k)1/2
 , (948)∣∣∣∣∣∣∣
∣∣∣∣∣∣∣ w
Σ˜
+ (·)
2πi(·−z)
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣L2M2(C)(Σ˜) 6N,n→∞zo=1+o(1) O
 c˜5Σ˜(n, k, zo)e
−((n−1)K+k)λ˜⊲R˜,w˜
((n−1)K+k)1/2 dist(Σ˜♯R˜, z)
 , z∈C \ Σ˜♯R˜, (949)∣∣∣∣∣∣∣
∣∣∣∣∣∣∣ w
Σ˜
+ (·)
2πi(·−αk)
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣L2M2(C)(Σ˜) =N,n→∞zo=1+o(1) 0, (950)∣∣∣∣∣∣∣
∣∣∣∣∣∣∣ w
Σ˜
+ (·)
2πi(·−z)
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣L2M2(C)(Σ˜) 6N,n→∞zo=1+o(1) O
 c˜6Σ˜(n, k, zo)((n−1)K+k) dist(Σ˜♯R˜, z)
 , z∈C \ Σ˜♯R˜, (951)
where c˜r
Σ˜
(n, k, zo) =N,n→∞
zo=1+o(1)
O(1), r ∈ {4, 5, 6}, whence, via the Estimate (861), the Estimates (948)–(951), and the
Inequality (947), for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞,
∣∣∣∣J˜R˜1 (z)∣∣∣∣ 6
N,n→∞
zo=1+o(1)
O
 c˜7Σ˜(n, k, zo)e
− 12 ((n−1)K+k)λ˜⊲R˜,w˜
((n−1)K+k) min{1, dist(Σ˜♯R˜, z)}
 , z∈C \ Σ˜♯R˜, (952)
where c˜7
Σ˜
(n, k, zo)=N,n→∞
zo=1+o(1)
O(1). Proceeding analogously as in the calculations above leading to the Estimate (952),
one shows that, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞,
∣∣∣∣J˜R˜2 (z)∣∣∣∣ 6
N,n→∞
zo=1+o(1)
O
 c˜
8
Σ˜
(n, k, zo)e
− 12 ((n−1)K+k)λ˜⊲R˜,w˜
((n−1)K+k) min{1, dist(Σ˜♯R˜, z)}
 , z∈C \ Σ˜♯R˜, (953)
211For F∈L2M2(C)(A) and G∈L
2
M2 (C)
(A), where A ⊆ C,
∣∣∣∫
A F(ξ)G(ξ) dξ
∣∣∣6 ||F(·)||L2M2(C)(A)||G(·)||L2M2(C)(A).
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where c˜8
Σ˜
(n, k, zo)=N,n→∞
zo=1+o(1)
O(1).
An argument based on Hölder’s Inequality, Hölder’s Inequality for Integrals, and a Neumann series inversion
(cf. Estimate (861)) shows that, for z∈C \ Σ˜♯R˜,∣∣∣∣J˜R˜3 (z)∣∣∣∣ 6
N,n→∞
zo=1+o(1)
∣∣∣∣∣∣(id−CwΣ˜ )−1∣∣∣∣∣∣B2(Σ˜) (∣∣∣∣∣∣CwΣ˜ ∣∣∣∣∣∣B2(Σ˜))2

∣∣∣∣∣∣∣
∣∣∣∣∣∣∣ w
Σ˜
+ (·)
2πi(·−αk)
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣L2M2(C)(Σ˜)+
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣ w
Σ˜
+ (·)
2πi(·−z)
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣L2M2(C)(Σ˜)

+
∣∣∣∣∣∣(id−CwΣ˜ )−1∣∣∣∣∣∣B2(Σ˜) (∣∣∣∣∣∣CwΣ˜ ∣∣∣∣∣∣B2(Σ˜))2

∣∣∣∣∣∣∣
∣∣∣∣∣∣∣ w
Σ˜
+ (·)
2πi(·−αk)
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣L2M2(C)(Σ˜)+
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣ w
Σ˜
+ (·)
2πi(·−z)
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣L2M2(C)(Σ˜)

6
N,n→∞
zo=1+o(1)
(∣∣∣∣∣∣C
w
ΣR˜
∣∣∣∣∣∣
B2(Σ˜
♯
R˜)
)2
(
1−
∣∣∣∣∣∣C
w
ΣR˜
∣∣∣∣∣∣
B2(Σ˜
♯
R˜)
)

∣∣∣∣∣∣∣
∣∣∣∣∣∣∣ w
Σ˜
+ (·)
2πi(·−αk)
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣L2M2(C)(Σ˜)+
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣ w
Σ˜
+ (·)
2πi(·−z)
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣L2M2(C)(Σ˜)
+
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣ w
Σ˜
+ (·)
2πi(·−αk)
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣L2M2(C)(Σ˜)+
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣ w
Σ˜
+ (·)
2πi(·−z)
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣L2M2(C)(Σ˜)
 : (954)
via the Estimate (861), the Estimates (948)–(951), and the Inequality (954), one arrives at, for n ∈ N and k ∈
{1, 2, . . . ,K} such that αps :=αk,∞,∣∣∣∣J˜R˜3 (z)∣∣∣∣ 6
N,n→∞
zo=1+o(1)
O
 c˜9Σ˜(n, k, zo)e
−((n−1)K+k)λ˜⊲R˜,w˜
((n−1)K+k) min{1, dist(Σ˜♯R˜, z)}
 , z∈C \ Σ˜♯R˜, (955)
where c˜9
Σ˜
(n, k, zo)=N,n→∞
zo=1+o(1)
O(1). Proceeding analogously as in the calculations above leading to the Estimate (955),
one shows that, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞,∣∣∣∣J˜R˜4 (z)∣∣∣∣ 6
N,n→∞
zo=1+o(1)
O
 c˜10Σ˜ (n, k, zo)e
−((n−1)K+k)λ˜⊲R˜,w˜
((n−1)K+k) min{1, dist(Σ˜♯R˜, z)}
 , z∈C \ Σ˜♯R˜, (956)
where c˜10
Σ˜
(n, k, zo)=N,n→∞
zo=1+o(1)
O(1).
An argument based on Hölder’s Inequality, Hölder’s Inequality for Integrals, and a Neumann series inversion
(cf. Estimate (861)) shows that, for z∈C \ Σ˜♯R˜,∣∣∣∣J˜R˜5 (z)∣∣∣∣ 6
N,n→∞
zo=1+o(1)
∣∣∣∣∣∣(id−(id−C
wΣ˜
)−1(id−CwΣ˜ )−1CwΣ˜CwΣ˜ )−1
∣∣∣∣∣∣
B2(Σ˜)
∣∣∣∣∣∣(id−C
wΣ˜
)−1
∣∣∣∣∣∣
B2(Σ˜)
∣∣∣∣∣∣(id−CwΣ˜ )−1∣∣∣∣∣∣B2(Σ˜)
×
∣∣∣∣∣∣C
wΣ˜
∣∣∣∣∣∣
B2(Σ˜)
∣∣∣∣∣∣CwΣ˜ ∣∣∣∣∣∣B2(Σ˜)

∣∣∣∣∣∣∣
∣∣∣∣∣∣∣ w
Σ˜
+ (·)
2πi(·−αk)
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣L2M2(C)(Σ˜)+
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣ w
Σ˜
+ (·)
2πi(·−z)
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣L2M2(C)(Σ˜)

+
∣∣∣∣∣∣(id−(id−C
wΣ˜
)−1(id−CwΣ˜ )−1CwΣ˜CwΣ˜ )−1
∣∣∣∣∣∣
B2(Σ˜)
∣∣∣∣∣∣(id−C
wΣ˜
)−1
∣∣∣∣∣∣
B2(Σ˜)
∣∣∣∣∣∣(id−CwΣ˜ )−1∣∣∣∣∣∣B2(Σ˜)
×
∣∣∣∣∣∣C
wΣ˜
∣∣∣∣∣∣
B2(Σ˜)
∣∣∣∣∣∣CwΣ˜ ∣∣∣∣∣∣B2(Σ˜)

∣∣∣∣∣∣∣
∣∣∣∣∣∣∣ w
Σ˜
+ (·)
2πi(·−αk)
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣L2M2(C)(Σ˜)+
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣ w
Σ˜
+ (·)
2πi(·−z)
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣L2M2(C)(Σ˜)

6
N,n→∞
zo=1+o(1)
(∣∣∣∣∣∣C
w
ΣR˜
∣∣∣∣∣∣
B2(Σ˜
♯
R˜)
)2
(
1−
∣∣∣∣∣∣C
w
ΣR˜
∣∣∣∣∣∣
B2(Σ˜
♯
R˜)
)2
−
(∣∣∣∣∣∣C
w
ΣR˜
∣∣∣∣∣∣
B2(Σ˜
♯
R˜)
)2

∣∣∣∣∣∣∣
∣∣∣∣∣∣∣ w
Σ˜
+ (·)
2πi(·−αk)
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣L2M2(C)(Σ˜)+
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣ w
Σ˜
+ (·)
2πi(·−z)
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣L2M2(C)(Σ˜)
+
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣ w
Σ˜
+ (·)
2πi(·−αk)
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣L2M2(C)(Σ˜)+
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣ w
Σ˜
+ (·)
2πi(·−z)
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣L2M2(C)(Σ˜)
 : (957)
via the Estimate (861), the Estimates (948)–(951), and the Inequality (957), one arrives at, for n ∈ N and k ∈
{1, 2, . . . ,K} such that αps :=αk,∞,∣∣∣∣J˜R˜5 (z)∣∣∣∣ 6
N,n→∞
zo=1+o(1)
O
 c˜11Σ˜ (n, k, zo)e
−((n−1)K+k)λ˜⊲R˜,w˜
((n−1)K+k) min{1, dist(Σ˜♯R˜, z)}
 , z∈C \ Σ˜♯R˜, (958)
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where c˜11
Σ˜
(n, k, zo)=N,n→∞
zo=1+o(1)
O(1). Proceeding analogously as in the calculations above leading to the Estimate (958),
one shows that, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞,
∣∣∣∣J˜R˜6 (z)∣∣∣∣ 6
N,n→∞
zo=1+o(1)
O
 c˜12Σ˜ (n, k, zo)e
−((n−1)K+k)λ˜⊲R˜,w˜
((n−1)K+k) min{1, dist(Σ˜♯R˜, z)}
 , z∈C \ Σ˜♯R˜, (959)
where c˜12
Σ˜
(n, k, zo)=N,n→∞
zo=1+o(1)
O(1).
An argument based on Hölder’s Inequality, Hölder’s Inequality for Integrals, and a Neumann series inversion
(cf. Estimate (861)) shows that, for z∈C \ Σ˜♯R˜,∣∣∣∣J˜R˜7 (z)∣∣∣∣ 6
N,n→∞
zo=1+o(1)
∣∣∣∣∣∣(id−(id−C
wΣ˜
)−1(id−CwΣ˜ )−1CwΣ˜CwΣ˜ )−1
∣∣∣∣∣∣
B2(Σ˜)
∣∣∣∣∣∣(id−C
wΣ˜
)−1
∣∣∣∣∣∣
B2(Σ˜)
∣∣∣∣∣∣(id−CwΣ˜ )−1∣∣∣∣∣∣B2(Σ˜)
×
∣∣∣∣∣∣C
wΣ˜
∣∣∣∣∣∣
B2(Σ˜)
∣∣∣∣∣∣(id−CwΣ˜ )−1∣∣∣∣∣∣B2(Σ˜) (∣∣∣∣∣∣CwΣ˜ ∣∣∣∣∣∣B2(Σ˜))2

∣∣∣∣∣∣∣
∣∣∣∣∣∣∣ w
Σ˜
+ (·)
2πi(·−αk)
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣L2M2(C)(Σ˜)+
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣ w
Σ˜
+ (·)
2πi(·−z)
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣L2M2(C)(Σ˜)

+
∣∣∣∣∣∣(id−(id−C
wΣ˜
)−1(id−CwΣ˜ )−1CwΣ˜CwΣ˜ )−1
∣∣∣∣∣∣
B2(Σ˜)
∣∣∣∣∣∣(id−C
wΣ˜
)−1
∣∣∣∣∣∣
B2(Σ˜)
∣∣∣∣∣∣(id−CwΣ˜ )−1∣∣∣∣∣∣B2(Σ˜)
×
∣∣∣∣∣∣C
wΣ˜
∣∣∣∣∣∣
B2(Σ˜)
∣∣∣∣∣∣(id−CwΣ˜ )−1∣∣∣∣∣∣B2(Σ˜) (∣∣∣∣∣∣CwΣ˜ ∣∣∣∣∣∣B2(Σ˜))2

∣∣∣∣∣∣∣
∣∣∣∣∣∣∣ w
Σ˜
+ (·)
2πi(·−αk)
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣L2M2(C)(Σ˜)+
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣ w
Σ˜
+ (·)
2πi(·−z)
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣L2M2(C)(Σ˜)

6
N,n→∞
zo=1+o(1)
(∣∣∣∣∣∣C
w
ΣR˜
∣∣∣∣∣∣
B2(Σ˜
♯
R˜)
)3
(
1−
∣∣∣∣∣∣C
w
ΣR˜
∣∣∣∣∣∣
B2(Σ˜
♯
R˜)
) ((
1−
∣∣∣∣∣∣C
w
ΣR˜
∣∣∣∣∣∣
B2(Σ˜
♯
R˜)
)2
−
(∣∣∣∣∣∣C
w
ΣR˜
∣∣∣∣∣∣
B2(Σ˜
♯
R˜)
)2)

∣∣∣∣∣∣∣
∣∣∣∣∣∣∣ w
Σ˜
+ (·)
2πi(·−αk)
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣L2M2(C)(Σ˜)
+
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣ w
Σ˜
+ (·)
2πi(·−z)
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣L2M2(C)(Σ˜)+
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣ w
Σ˜
+ (·)
2πi(·−αk)
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣L2M2(C)(Σ˜)+
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣ w
Σ˜
+ (·)
2πi(·−z)
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣L2M2(C)(Σ˜)
 : (960)
via the Estimate (861), the Estimates (948)–(951), and the Inequality (960), one arrives at, for n ∈ N and k ∈
{1, 2, . . . ,K} such that αps :=αk,∞,
∣∣∣∣J˜R˜7 (z)∣∣∣∣ 6
N,n→∞
zo=1+o(1)
O
 c˜
13
Σ˜
(n, k, zo)e
− 32 ((n−1)K+k)λ˜⊲R˜,w˜
((n−1)K+k) min{1, dist(Σ˜♯R˜, z)}
 , z∈C \ Σ˜♯R˜, (961)
where c˜13
Σ˜
(n, k, zo)=N,n→∞
zo=1+o(1)
O(1). Proceeding analogously as in the calculations above leading to the Estimate (961),
one shows that, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞,
∣∣∣∣J˜R˜8 (z)∣∣∣∣ 6
N,n→∞
zo=1+o(1)
O
 c˜14Σ˜ (n, k, zo)e
− 32 ((n−1)K+k)λ˜⊲R˜,w˜
((n−1)K+k) min{1, dist(Σ˜♯R˜, z)}
 , z∈C \ Σ˜♯R˜, (962)
where c˜14
Σ˜
(n, k, zo)=N,n→∞
zo=1+o(1)
O(1).
From the Estimates (946), (952), (953), (955), (956), (958), (959), (961), and (962), one shows that (cf. Equa-
tion (935)), for n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk , ∞, uniformly for compact subsets of C \ Σ˜♯R˜
(∋z), ∣∣∣∣∣∣∣
∫
Σ˜
w
Σ˜
+ (ξ)
(
1
ξ−z−
1
ξ−αk
)
dξ
2πi
+
8∑
m=1
J˜R˜m(z)
∣∣∣∣∣∣∣ 6N,n→∞
zo=1+o(1)
O
 c˜△Σ˜(n, k, zo)e
− 12 ((n−1)K+k)λ˜⊲R˜,w˜
((n−1)K+k) min{1, dist(Σ˜♯R˜, z)}
 , z∈C \ Σ˜♯R˜,
where c˜△
Σ˜
(n, k, zo)=N,n→∞
zo=1+o(1)
O(1); consequently,
R˜(z)−I−
∫
Σ˜
(z−αk)wΣ˜+ (ξ)
(ξ−αk)(ξ−z)
dξ
2πi
=
N,n→∞
zo=1+o(1)
O
 c˜Σ˜(n, k, zo)e−
1
2 ((n−1)K+k)λ˜⊲R˜,w˜
((n−1)K+k) min{1, dist(Σ˜♯R˜, z)}
 , z∈C \ Σ˜♯R˜,
Orthogonal Rational Functions: Characterisation, Multi-Point Pade´ Approximants, and Asymptotics 298
where (M2(C)∋) c˜Σ˜(n, k, zo)=N,n→∞
zo=1+o(1)
O(1), which is Equation (934).
The analysis for the case n ∈N and k ∈ {1, 2, . . . ,K} such that αps := αk =∞ is, mutatis mutandis, analogous,
and leads to the asymptotics, in the double-scaling limit N, n → ∞ such that zo = 1+ o(1), for Rˆ(z) given in
Equation (933). 
Proposition 5.3. For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞ (resp., αps :=αk,∞), let Rˆ : C\Σˆ♯Rˆ→SL2(C)
(resp., R˜ : C \ Σ˜♯R˜ → SL2(C)) solve the equivalent RHP (Rˆ(z), I+w
ΣRˆ
+ (z), Σˆ
♯
Rˆ) (resp., (R˜(z), I+w
ΣR˜
+ (z), Σ˜
♯
R˜)) and
be given by Equation (933) (resp., Equation (934)), and let wΣˆ+ (z) := w
ΣRˆ
+ (z)↾Σˆ (resp., w
Σ˜
+ (z) := w
ΣR˜
+ (z)↾Σ˜),
where Σˆ := ∪N+1j=1 (∂Uˆδˆbˆ j−1 ∪ ∂Uˆδˆaˆ j ) (resp., Σ˜ := ∪
N+1
j=1 (∂U˜δ˜b˜ j−1
∪ ∂U˜δ˜a˜ j )), have, for z ∈ Σˆ (resp., z ∈ Σ˜), the
asymptotics given by the Expansions (709) and (710) (resp., Expansions (764) and (765)). Then: (1) for n∈N and
k∈{1, 2, . . . ,K} such that αps :=αk=∞, uniformly for compact subsets of C \ Σˆ♯Rˆ (∋z),
Rˆ(z) =
N,n→∞
zo=1+o(1)
I+
1
((n−1)K+k)
N+1∑
j=1
 (αˆ0(bˆ j−1))−1
(z−bˆ j−1)2
Aˆ(bˆ j−1)+
(αˆ0(bˆ j−1))−2
z−bˆ j−1
(
αˆ0(bˆ j−1)Bˆ(bˆ j−1)−αˆ1(bˆ j−1)Aˆ(bˆ j−1)
)
+
(αˆ0(aˆ j))−1
(z−aˆ j)2
Aˆ(aˆ j)+
(αˆ0(aˆ j))−2
z−aˆ j
(
αˆ0(aˆ j)Bˆ(aˆ j)−αˆ1(aˆ j)Aˆ(aˆ j)
)
−Yˆbˆ j−1(z)χUˆδˆ
bˆ j−1
(z)−Yˆaˆ j(z)χUˆδˆaˆ j (z)

+O
 cˆEˆ∗Rˆ(n, k, zo)Eˆ
∗
Rˆ(z)
((n−1)K+k)2
 , z∈C \ Σˆ♯Rˆ, (963)
where, for j∈ {1, 2, . . . ,N+1}, Aˆ(bˆ j−1), Aˆ(aˆ j), Bˆ(bˆ j−1), Bˆ(aˆ j), αˆ0(bˆ j−1), αˆ0(aˆ j), αˆ1(bˆ j−1), and αˆ1(aˆ j) are defined in
item (1) of Proposition 5.1, Yˆbˆ j−1(z) and Yˆaˆ j (z) are defined by Equations (110) and (111), respectively, (M2(C) ∋)
cˆEˆ∗Rˆ
(n, k, zo)=N,n→∞
zo=1+o(1)
O(1), and
Eˆ∗Rˆ(z)=

max
j=1,2,...,N+1
m=1,2,3
{
(z−bˆ j−1)−m, (z−aˆ j)−m
}
, z∈C \ ∪N+1
j=1 (Uˆδˆbˆ j−1
∪ Uˆδˆaˆ j ∪ ∂Uˆδˆbˆ j−1 ∪ ∂Uˆδˆaˆ j ),
1, z∈∪N+1
j=1 (Uˆδˆbˆ j−1
∪ Uˆδˆaˆ j );
and (2) for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, uniformly for compact subsets of C \ Σ˜♯R˜ (∋z),
R˜(z) =
N,n→∞
zo=1+o(1)
I+
1
((n−1)K+k)
N+1∑
j=1
 (α˜0(b˜ j−1))−1
(z−b˜ j−1)2
A˜(b˜ j−1)+
(α˜0(b˜ j−1))−2
z−b˜ j−1
(
α˜0(b˜ j−1)B˜(b˜ j−1)−α˜1(b˜ j−1)A˜(b˜ j−1)
)
+
(α˜0(a˜ j))−1
(z−a˜ j)2
A˜(a˜ j)+
(α˜0(a˜ j))−2
z−a˜ j
(
α˜0(a˜ j)B˜(a˜ j)−α˜1(a˜ j)A˜(a˜ j)
)
+
((αk−b˜ j−1)α˜1(b˜ j−1)−α˜0(b˜ j−1))
(αk−b˜ j−1)2(α˜0(b˜ j−1))2
A˜(b˜ j−1)
+
((αk−a˜ j)α˜1(a˜ j)−α˜0(a˜ j))
(αk−a˜ j)2(α˜0(a˜ j))2
A˜(a˜ j)−
(α˜0(b˜ j−1))−1
αk−b˜ j−1
B˜(b˜ j−1)−
(α˜0(a˜ j))−1
αk−a˜ j B˜(a˜ j)−Y˜b˜ j−1(z)χU˜δ˜b˜ j−1 (z)
− Y˜a˜ j (z)χU˜δ˜a˜ j (z)
+O
 c˜E˜∗R˜(n, k, zo)E˜∗R˜(z)((n−1)K+k)2
 , z∈C \ Σ˜♯R˜, (964)
where, for j∈ {1, 2, . . . ,N+1}, A˜(b˜ j−1), A˜(a˜ j), B˜(b˜ j−1), B˜(a˜ j), α˜0(b˜ j−1), α˜0(a˜ j), α˜1(b˜ j−1), and α˜1(a˜ j) are defined in
item (2) of Proposition 5.1, Y˜b˜ j−1(z) and Y˜a˜ j (z) are defined by Equations (225) and (226), respectively, (M2(C) ∋)
c˜E˜∗R˜
(n, k, zo)=N,n→∞
zo=1+o(1)
O(1), and
E˜∗R˜(z)=

max
1, maxj=1,2,...,N+1
m=1,2,3
{
(z−b˜ j−1)−m, (z−a˜ j)−m
} , z∈C \ ∪N+1j=1 (U˜δ˜b˜ j−1 ∪ U˜δ˜a˜ j ∪ ∂U˜δ˜b˜ j−1 ∪ ∂U˜δ˜a˜ j ),
1, z∈∪N+1
j=1 (U˜δ˜b˜ j−1
∪ U˜δ˜a˜ j ).
Proof. The proof of this Proposition 5.3 consists of two cases: (i) n ∈N and k ∈ {1, 2, . . . ,K} such that αps :=
αk =∞; and (ii) n∈N and k∈{1, 2, . . . ,K} such that αps :=αk ,∞. Notwithstanding the fact that the scheme of the
proof is, mutatis mutandis, similar for both cases, case (ii), nevertheless, is the more technically challenging of the
two; therefore, without loss of generality, only the proof for case (ii) is presented in detail, whilst case (i) is proved
analogously.
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For n ∈N and k ∈ {1, 2, . . . ,K} such that αps := αk ,∞, recall that R˜ : C \ Σ˜♯R˜→ SL2(C) solves the equivalent
RHP (R˜(z), I+wΣR˜+ (z), Σ˜♯R˜) with the asymptotic, in the double-scaling limit N, n → ∞ such that zo = 1+ o(1),
representation given by Equation (934). Recalling from Lemma 5.4 that Σ˜ := ∪N+1j=1 (∂U˜δ˜b˜ j−1 ∪ ∂U˜δ˜a˜ j ), with, in
particular, ∂U˜δ˜b˜ j−1
∩ ∂U˜δ˜a˜ j =∅, and w
Σ˜
+ (z) :=w
ΣR˜
+ (z)↾Σ˜ , a straightforward partial-fraction decomposition argument
shows that, uniformly for compact subsets of C \ Σ˜♯R˜ (∋z),
R˜(z) =
N,n→∞
zo=1+o(1)
I+
N+1∑
j=1

∮
∂U˜δ˜
b˜ j−1
+
∮
∂U˜δ˜a˜ j
 wΣ˜+ (ξ)ξ−αk dξ2πi−
N+1∑
j=1

∮
∂U˜δ˜
b˜ j−1
+
∮
∂U˜δ˜a˜ j
 wΣ˜+ (ξ)ξ−z dξ2πi
+O
 c˜Σ˜(n, k, zo)e−
1
2 ((n−1)K+k)λ˜⊲R˜,w˜
((n−1)K+k) min{1, dist(Σ˜♯R˜, z)}
 , z∈C \ Σ˜♯R˜, (965)
where, for j ∈ {1, 2, . . . ,N+1},
∮
∂U˜δ˜
b˜ j−1
and
∮
∂U˜δ˜a˜ j
are counter-clockwise-oriented, closed (contour) integrals about
the discs of radii δ˜b˜ j−1 and δ˜a˜ j , respectively, surrounding the end-points of the intervals, b˜ j−1, a˜ j, of the support,
J f , of the associated equilibrium measure, µ
f
V˜
. The 4(N+1) contour integrals appearing in Equation (965) will be
evaluated via the Cauchy and Residue Theorems.212 For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk ,∞, via the
asymptotics (689), (690), (764), and (765), and an inordinately lengthy calculation analogous to that of the proof
of Proposition 5.1, application of the Cauchy and Residue Theorems shows that,213 uniformly for compact subsets
of C \ Σ˜♯R˜ (∋z), for j∈{1, 2, . . . ,N+1},∮
∂U˜δ˜
b˜ j−1
w
Σ˜
+ (ξ)
ξ−αk
dξ
2πi
= Res
wΣ˜+ (z)z−αk ; b˜ j−1
 =
N,n→∞
zo=1+o(1)
((αk−b˜ j−1)α˜1(b˜ j−1)−α˜0(b˜ j−1))
((n−1)K+k)(αk−b˜ j−1)2(α˜0(b˜ j−1))2
A˜(b˜ j−1)
− (α˜0(b˜ j−1))
−1
((n−1)K+k)(αk−b˜ j−1)
B˜(b˜ j−1)+O
 c˜▽Σ˜(n, k, zo; j)((n−1)K+k)2
 , (966)∮
∂U˜δ˜a˜ j
w
Σ˜
+ (ξ)
ξ−αk
dξ
2πi
= Res
wΣ˜+ (z)z−αk ; a˜ j
 =
N,n→∞
zo=1+o(1)
((αk−a˜ j)α˜1(a˜ j)−α˜0(a˜ j))
((n−1)K+k)(αk−a˜ j)2(α˜0(a˜ j))2 A˜(a˜ j)
− (α˜0(a˜ j))
−1
((n−1)K+k)(αk−a˜ j) B˜(a˜ j)+O
 c˜△Σ˜(n, k, zo; j)((n−1)K+k)2
 , (967)
∮
∂U˜δ˜
b˜ j−1
w
Σ˜
+ (ξ)
ξ−z
dξ
2πi
=
N,n→∞
zo=1+o(1)

− (α˜0(b˜ j−1))
−2
((n−1)K+k)(z−b˜ j−1)
(
α˜0(b˜ j−1)B˜(b˜ j−1)−α˜1(b˜ j−1)A˜(b˜ j−1)
)
− (α˜0(b˜ j−1))
−1
((n−1)K+k)(z−b˜ j−1)2
A˜(b˜ j−1)+O

∑3
m=1 c˜
N
Σ˜,m
(n, k, zo; j)(z−b˜ j−1)−m
((n−1)K+k)2
 , z∈C \ (U˜δ˜b˜ j−1 ∪ ∂U˜δ˜b˜ j−1 ),
− (α˜0(b˜ j−1))
−2
((n−1)K+k)(z−b˜ j−1)
(
α˜0(b˜ j−1)B˜(b˜ j−1)−α˜1(b˜ j−1)A˜(b˜ j−1)
)
− (α˜0(b˜ j−1))
−1
((n−1)K+k)(z−b˜ j−1)2
A˜(b˜ j−1)+
1
((n−1)K+k) Y˜b˜ j−1 (z)
+ O

∑∞
m=0 c˜
H
Σ˜ ,m
(n, k, zo; j)(z−b˜ j−1)m
((n−1)K+k)2
 , z∈U˜δ˜b˜ j−1 ,
(968)
212In particular, for j∈{1, 2, . . . ,N+1} and r∈{b˜ j−1, a˜ j},
∮
∂U˜δ˜r
1
ξ−z
dξ
2πi =
0, z∈ext(∂U˜δ˜r ) := {z
′ ∈C;
∮
∂U˜δ˜r
1
u−z′
du
2πi =0},
1, z∈ int(∂U˜δ˜r ) := {z′ ∈C;
∮
∂U˜δ˜r
1
u−z′
du
2πi ,0}.
213Recall that, for j∈{1, 2, . . . , N+1}, (U˜δ˜b˜ j−1 ∪ ∂U˜δ˜b˜ j−1 ) ∩ {αk}=∅= (U˜δ˜a˜ j ∪ ∂U˜δ˜a˜ j ) ∩ {αk}.
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∮
∂U˜δ˜a˜ j
w
Σ˜
+ (ξ)
ξ−z
dξ
2πi
=
N,n→∞
zo=1+o(1)

− (α˜0(a˜ j))
−2
((n−1)K+k)(z−a˜ j)
(
α˜0(a˜ j)B˜(a˜ j)−α˜1(a˜ j)A˜(a˜ j)
)
− (α˜0(a˜ j))
−1
((n−1)K+k)(z−a˜ j)2 A˜(a˜ j)+O

∑3
m=1 c˜
♣
Σ˜ ,m
(n, k, zo; j)(z−a˜ j)−m
((n−1)K+k)2
 , z∈C \ (U˜δ˜a˜ j ∪ ∂U˜δ˜a˜ j ),
− (α˜0(a˜ j))
−2
((n−1)K+k)(z−a˜ j)
(
α˜0(a˜ j)B˜(a˜ j)−α˜1(a˜ j)A˜(a˜ j)
)
− (α˜0(a˜ j))
−1
((n−1)K+k)(z−a˜ j)2 A˜(a˜ j)+
1
((n−1)K+k) Y˜a˜ j (z)
+ O

∑∞
m=0 c˜
♠
Σ˜ ,m
(n, k, zo; j)(z−a˜ j)m
((n−1)K+k)2
 , z∈U˜δ˜a˜ j ,
(969)
where A˜(b˜ j−1), A˜(a˜ j), B˜(b˜ j−1), B˜(a˜ j), α˜0(b˜ j−1), α˜0(a˜ j), α˜1(b˜ j−1), α˜1(a˜ j), Y˜b˜ j−1 (z), and Y˜a˜ j (z) are defined in item (2)
of the proposition, (M2(C) ∋) c˜r1
Σ˜
(n, k, zo; j) =N,n→∞
zo=1+o(1)
O(1), r1 ∈ {▽,△}, and (M2(C) ∋) c˜r2
Σ˜,m
(n, k, zo; j) =N,n→∞
zo=1+o(1)
O(1), r2 ∈ {N,H,♣, ♠}; hence, via Equation (965) and the Estimates (966)–(969), one arrives at, for n ∈ N and
k ∈ {1, 2, . . . ,K} such that αps :=αk ,∞, uniformly for compact subsets of C \ Σ˜♯R˜ (∋ z), the Asymptotics (964) for
R˜(z).
The analysis for the case n ∈N and k ∈ {1, 2, . . . ,K} such that αps := αk =∞ is, mutatis mutandis, analogous,
and leads to the (uniform for compact subsets of C \ Σˆ♯Rˆ (∋z)) Asymptotics (963) for Rˆ(z). 
Remark 5.4. For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk = ∞ (resp., αps := αk , ∞), a perusal of the
Asymptotics (963) (resp., (964)) for Rˆ(z) (resp., R˜(z)) stated in item (1) (resp., item (2)) of Proposition 5.3 seems
to suggest, at first glance, that there are second-order poles at {bˆ j−1, aˆ j}N+1j=1 (resp., {b˜ j−1, a˜ j}N+1j=1 ), which, of course,
can not be the case, as a careful analysis of theM2(C)-valued factors Yˆbˆ j−1(z) and Yˆaˆ j (z) (resp., Y˜b˜ j−1(z) and Y˜a˜ j (z)),
j∈{1, 2, . . . ,N+1}, reveals; in fact, expanding, in the double-scaling limit N, n→∞ such that zo=1+o(1), Yˆbˆ j−1 (z)
as z→ bˆ j−1 and Yˆaˆ j (z) as z→ aˆ j (resp., Y˜b˜ j−1(z) as z→ b˜ j−1 and Y˜a˜ j (z) as z→ a˜ j), j ∈ {1, 2, . . . ,N+1}, as in the
paradigm of the proof of Proposition 5.1, one shows that: (i) for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk =∞,
uniformly for compact subsets of C \ Σˆ♯Rˆ (∋z), for j∈{1, 2, . . . ,N+1},
− 1
((n−1)K+k)
 (αˆ0(bˆ j−1))−1
(z−bˆ j−1)2
Aˆ(bˆ j−1)+
(αˆ0(bˆ j−1))−2
z−bˆ j−1
(
αˆ0(bˆ j−1)Bˆ(bˆ j−1)−αˆ1(bˆ j−1)Aˆ(bˆ j−1)
)
+Yˆbˆ j−1(z)

=
N,n→∞
zo=1+o(1)
(αˆ0(bˆ j−1))−2
((n−1)K+k)
αˆ0(bˆ j−1)
 αˆ1(bˆ j−1)αˆ0(bˆ j−1)
2− αˆ2(bˆ j−1)
αˆ0(bˆ j−1)
 Aˆ(bˆ j−1)−αˆ1(bˆ j−1)Bˆ(bˆ j−1)+αˆ0(bˆ j−1)Cˆ(bˆ j−1)

+ O
∑m∈N cˆgm(n, k, zo; j)(z−bˆ j−1)m(n−1)K+k
 , z∈Uˆδˆbˆ j−1 ,
and
− 1
((n−1)K+k)
(
(αˆ0(aˆ j))−1
(z−aˆ j)2
Aˆ(aˆ j)+
(αˆ0(aˆ j))−2
z−aˆ j
(
αˆ0(aˆ j)Bˆ(aˆ j)−αˆ1(aˆ j)Aˆ(aˆ j)
)
+Yˆaˆ j (z)
)
=
N,n→∞
zo=1+o(1)
(αˆ0(aˆ j))−2
((n−1)K+k)
αˆ0(aˆ j) ( αˆ1(aˆ j)αˆ0(aˆ j)
)2
− αˆ2(aˆ j)
αˆ0(aˆ j)
 Aˆ(aˆ j)−αˆ1(aˆ j)Bˆ(aˆ j)+αˆ0(aˆ j)Cˆ(aˆ j)
+ O
(∑
m∈N cˆuprisem(n, k, zo; j)(z−aˆ j)m
(n−1)K+k
)
, z∈Uˆδˆaˆ j ,
where Aˆ(bˆ j−1), Aˆ(aˆ j), Bˆ(bˆ j−1), Bˆ(aˆ j), Cˆ(bˆ j−1), Cˆ(aˆ j), αˆ0(bˆ j−1), αˆ0(aˆ j), αˆ1(bˆ j−1), αˆ1(aˆ j), αˆ2(bˆ j−1), and αˆ2(aˆ j) are
defined in item (1) of Proposition 5.1, and (M2(C) ∋) cˆrm(n, k, zo; j)=N,n→∞
zo=1+o(1)
O(1), r1 ∈ {g,uprise}; and (ii) for n ∈N and
k∈{1, 2, . . . ,K} such that αps :=αk,∞, uniformly for compact subsets of C \ Σ˜♯R˜ (∋z), for j∈{1, 2, . . . ,N+1},
− 1
((n−1)K+k)
 (α˜0(b˜ j−1))−1
(z−b˜ j−1)2
A˜(b˜ j−1)+
(α˜0(b˜ j−1))−2
z−b˜ j−1
(
α˜0(b˜ j−1)B˜(b˜ j−1)−α˜1(b˜ j−1)A˜(b˜ j−1)
)
+Y˜b˜ j−1(z)

=
N,n→∞
zo=1+o(1)
(α˜0(b˜ j−1))−2
((n−1)K+k)
α˜0(b˜ j−1)
 α˜1(b˜ j−1)α˜0(b˜ j−1)
2− α˜2(b˜ j−1)
α˜0(b˜ j−1)
 A˜(b˜ j−1)−α˜1(b˜ j−1)B˜(b˜ j−1)+α˜0(b˜ j−1)C˜(b˜ j−1)

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+ O
∑m∈N c˜gm(n, k, zo; j)(z−b˜ j−1)m(n−1)K+k
 , z∈U˜δ˜b˜ j−1 ,
and
− 1
((n−1)K+k)
(
(α˜0(a˜ j))−1
(z−a˜ j)2
A˜(a˜ j)+
(α˜0(a˜ j))−2
z−a˜ j
(
α˜0(a˜ j)B˜(a˜ j)−α˜1(a˜ j)A˜(a˜ j)
)
+Y˜a˜ j (z)
)
=
N,n→∞
zo=1+o(1)
(α˜0(a˜ j))−2
((n−1)K+k)
α˜0(a˜ j) ( α˜1(a˜ j)α˜0(a˜ j)
)2
− α˜2(a˜ j)
α˜0(a˜ j)
 A˜(a˜ j)−α˜1(a˜ j)B˜(a˜ j)+α˜0(a˜ j)C˜(a˜ j)
+ O
(∑
m∈N c˜uprisem(n, k, zo; j)(z−a˜ j)m
(n−1)K+k
)
, z∈U˜δ˜a˜ j ,
where A˜(b˜ j−1), A˜(a˜ j), B˜(b˜ j−1), B˜(a˜ j), C˜(b˜ j−1), C˜(a˜ j), α˜0(b˜ j−1), α˜0(a˜ j), α˜1(b˜ j−1), α˜1(a˜ j), α˜2(b˜ j−1), and α˜2(a˜ j) are
defined in item (2) of Proposition 5.1, and (M2(C)∋) c˜rm(n, k, zo; j)=N,n→∞
zo=1+o(1)
O(1), r1∈{g,uprise}.
Lemma 5.5. Let the external field V˜ : R\{α1, α2, . . . , αK }→R satisfy conditions (48)–(50) and be regular. For n∈N
and k∈{1, 2, . . . ,K} such that αps :=αk=∞ (resp., αps :=αk,∞), let the associated equilibriummeasure, µ∞V˜ (resp.,
µ
f
V˜
), and its support, J∞ (resp., J f ), be as described in item (1) (resp., item (2)) of Lemma 3.7, and, along with the
corresponding variational constant, ℓˆ (resp., ℓ˜), satisfy the variational conditions (621) (resp., conditions (622));
moreover, let the associated conditions (i)–(iv) of item (1) (resp., item (2)) of Lemma 3.10 be valid. For n∈N and
k ∈ {1, 2, . . . ,K}, let X : N × {1, 2, . . . ,K} × C \ R→ SL2(C) be the unique solution of the monic MPC ORF RHP
(X(z), υ(z),R) stated in Lemma RHPMPC. Then: (1) for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞,
X(z)z−κnkσ3 =
z→αk
I+e
nℓˆ
2 ad(σ3)
(
1
z
(
wˆ
♯
0σ3+Aˆ
♯
0(αk)+Rˆ
Aˆ
♯
0
0 (αk)
)
+
1
z2
(
wˆ
♯
1σ3+
1
2
(wˆ♯0)
2I+wˆ♯0
(
Aˆ
♯
0(αk)+Rˆ
Aˆ
♯
0
0 (αk)
)
σ3
+ Bˆ
♯
0(αk)+Rˆ
Aˆ
♯
0
0 (αk)Aˆ
♯
0(αk)+Rˆ
Bˆ
♯
0
0 (αk)
)
+O
(
cˆXs (n, k, zo)z
−3) ) , (970)
where
wˆ
♯
r1 :=
1
1+r1
 s−1∑
j=1
κnkk˜ j (αp j )
1+r1−((n−1)K+k)
∫
J∞
ξ1+r1 dµ∞
V˜
(ξ)
 , r1=0, 1,
RˆAˆ
♯
0
0 (αk) =
N,n→∞
zo=1+o(1)
1
((n−1)K+k)
N+1∑
j=1
(
(αˆ0(bˆ j−1))−2
(
αˆ0(bˆ j−1)Bˆ(bˆ j−1)−αˆ1(bˆ j−1)Aˆ(bˆ j−1)
)
+ (αˆ0(aˆ j))
−2 (αˆ0(aˆ j)Bˆ(aˆ j)−αˆ1(aˆ j)Aˆ(aˆ j)))+O

cˆ
RˆAˆ
♯
0
0
(n, k, zo)
((n−1)K+k)2
 ,
RˆBˆ
♯
0
0 (αk) =
N,n→∞
zo=1+o(1)
1
((n−1)K+k)
N+1∑
j=1
(
bˆ j−1(αˆ0(bˆ j−1))−2
(
αˆ0(bˆ j−1)Bˆ(bˆ j−1)−αˆ1(bˆ j−1)Aˆ(bˆ j−1)
)
+ aˆ j(αˆ0(aˆ j))
−2 (αˆ0(aˆ j)Bˆ(aˆ j)−αˆ1(aˆ j)Aˆ(aˆ j))+ 1
αˆ0(bˆ j−1)
Aˆ(bˆ j−1)+
1
αˆ0(aˆ j)
Aˆ(aˆ j)

+O

cˆ
RˆBˆ
♯
0
0
(n, k, zo)
((n−1)K+k)2
 ,
with Aˆ(bˆ j−1), Aˆ(aˆ j), Bˆ(bˆ j−1), Bˆ(aˆ j), αˆ0(bˆ j−1), αˆ0(aˆ j), αˆ1(bˆ j−1), and αˆ1(aˆ j), j ∈ {1, 2, . . . ,N+1}, defined in item (1)
of Proposition 5.1, and (M2(C)∋) cˆRˆr20 (n, k, zo)=N,n→∞zo=1+o(1) O(1), r2 ∈{Aˆ
♯
0, Bˆ
♯
0},
Aˆ
♯
0(αk)=m˜∞
(
Mˆ
1,+
11 (αk) iαˆ
▽
0 Mˆ
0,+
12 (αk)
−iαˆ▽0 Mˆ0,+21 (αk) Mˆ1,+22 (αk)
)
,
Bˆ
♯
0(αk)=m˜∞
(
Mˆ
2,+
11 (αk)+
1
2 (αˆ
▽
0 )
2Mˆ
0,+
11 (αk) iαˆ
▽
0 Mˆ
1,+
12 (αk)+iβˆ
▽
0Mˆ
0,+
12 (αk)
−iαˆ▽0 Mˆ1,+21 (αk)−iβˆ▽0Mˆ0,+21 (αk) Mˆ2,+22 (αk)+ 12 (αˆ▽0 )2Mˆ0,+22 (αk)
)
,
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with m˜∞ given in Equation (54),
αˆ▽0 :=
1
4
N+1∑
j=1
(aˆ j−bˆ j−1), βˆ▽0 :=
1
8
N+1∑
j=1
(aˆ2j−bˆ2j−1),
Mˆ
0,+
11 (αk) =
Fˆ
0,0,+
Ωˆ
(1, 1)
Fˆ
0,0,+
0
(1, 1)
, Mˆ1,+11 (αk) =
Fˆ
0,0,+
Ωˆ
(1, 1)
Fˆ
0,0,+
0
(1, 1)
(
ηˆ,+0 (1, 1; Ωˆ)−ηˆ,+0 (1, 1; 0)
)
,
Mˆ
2,+
11 (αk) =
Fˆ
0,0,+
Ωˆ
(1, 1)
Fˆ
0,0,+
0
(1, 1)
(
ηˆ,+1 (1, 1; Ωˆ)−ηˆ,+1 (1, 1; 0)+(ηˆ,+0 (1, 1; 0))2−ηˆ,+0 (1, 1; Ωˆ)ηˆ,+0 (1, 1; 0)
)
,
Mˆ
0,+
12 (αk) =
Fˆ
0,0,+
Ωˆ
(−1, 1)
Fˆ
0,0,+
0
(−1, 1)
, Mˆ1,+12 (αk) = −
Fˆ
0,0,+
Ωˆ
(−1, 1)
Fˆ
0,0,+
0
(−1, 1)
(
ηˆ,+0 (−1, 1; Ωˆ)−ηˆ,+0 (−1, 1; 0)
)
,
Mˆ
2,+
12 (αk) = −
Fˆ
0,0,+
Ωˆ
(−1, 1)
Fˆ
0,0,+
0
(−1, 1)
(
ηˆ,+1 (−1, 1; Ωˆ)−ηˆ,+1 (−1, 1; 0)−(ηˆ,+0 (−1, 1; 0))2+ηˆ,+0 (−1, 1; Ωˆ)ηˆ,+0 (−1, 1; 0)
)
,
Mˆ
0,+
21 (αk) =
Fˆ
0,0,+
Ωˆ
(1,−1)
Fˆ
0,0,+
0
(1,−1)
, Mˆ1,+21 (αk) =
Fˆ
0,0,+
Ωˆ
(1,−1)
Fˆ
0,0,+
0
(1,−1)
(
ηˆ,+0 (1,−1; Ωˆ)−ηˆ,+0 (1,−1; 0)
)
,
Mˆ
2,+
21 (αk) =
Fˆ
0,0,+
Ωˆ
(1,−1)
Fˆ
0,0,+
0
(1,−1)
(
ηˆ,+1 (1,−1; Ωˆ)−ηˆ,+1 (1,−1; 0)+(ηˆ,+0 (1,−1; 0))2−ηˆ,+0 (1,−1; Ωˆ)ηˆ,+0 (1,−1; 0)
)
,
Mˆ
0,+
22 (αk) =
Fˆ
0,0,+
Ωˆ
(−1,−1)
Fˆ
0,0,+
0
(−1,−1)
, Mˆ1,+22 (αk) = −
Fˆ
0,0,+
Ωˆ
(−1,−1)
Fˆ
0,0,+
0
(−1,−1)
(
ηˆ,+0 (−1,−1; Ωˆ)−ηˆ,+0 (−1,−1; 0)
)
,
Mˆ
2,+
22 (αk) = −
Fˆ
0,0,+
Ωˆ
(−1,−1)
Fˆ
0,0,+
0
(−1,−1)
(
ηˆ,+1 (−1,−1; Ωˆ)−ηˆ,+1 (−1,−1; 0)−(ηˆ,+0 (−1,−1; 0))2
+ ηˆ,+0 (−1,−1; Ωˆ)ηˆ,+0 (−1,−1; 0)
)
,
where, for ε1, ε2=±1,
Fˆ
j1, j2,±
Ωˆ
(ε1, ε2) :=
∑
m∈ZN
e2πi(m,ε1uˆ±(∞)−
1
2π ((n−1)K+k)Ωˆ+ε2 dˆ)+iπ(m,τˆm)(λˆ♯2)
j1(λˆ♯3)
j2 , j1=0, 1, 2, j2=0, 1,
λˆ♯2=−2πi
N∑
j=1
m jcˆ j1, λˆ
♯
3=−iπ
N∑
j=1
m j(cˆ j2−λˆ♯0cˆ j1), λˆ♯0=−
1
2
N+1∑
j=1
(bˆ j−1+aˆ j),
cˆ j1 and cˆ j2, j∈{1, 2, . . . ,N}, are obtained from Equations (42) and (43),
ηˆ,±0 (ε1, ε2; Ωˆ) :=
(
Fˆ
0,0,±
Ωˆ
(ε1, ε2)
)−1
Fˆ
1,0,±
Ωˆ
(ε1, ε2),
ηˆ,±1 (ε1, ε2; Ωˆ) :=
(
Fˆ
0,0,±
Ωˆ
(ε1, ε2)
)−1 (
Fˆ
0,1,±
Ωˆ
(ε1, ε2)± ε12 Fˆ
2,0,±
Ωˆ
(ε1, ε2)
)
,
and (M2(C)∋) cˆXs (n, k, zo)=N,n→∞
zo=1+o(1)
O(1), and, for q∈{1, 2, . . . , s−1},214
X(z)(z−αpq)κnkk˜qσ3 =
z→αpq
e
nℓˆ
2 ad(σ3)
((
I+RˆAˆ00 (αpq)
)
Aˆ0(αpq)+
(
wˆ▽0
(
I+RˆAˆ00 (αpq )
)
Aˆ0(αpq)σ3+
(
I+RˆAˆ00 (αpq)
)
× Bˆ0(αpq)+RˆBˆ00 (αpq)Aˆ0(αpq)
)
(z−αpq)+
((
I+RˆAˆ00 (αpq )
)
Aˆ0(αpq)
(
wˆ▽1σ3+
1
2
(wˆ▽0 )
2I
)
+ wˆ▽0
((
I+RˆAˆ00 (αpq )
)
Bˆ0(αpq)+RˆBˆ00 (αpq)Aˆ0(αpq)
)
σ3+
(
I+RˆAˆ00 (αpq )
)
Cˆ0(αpq )
214Note: (i) if, for q∈{1, 2, . . . , s−1} and j∈{1, 2, . . . , N}, αpq ∈ (aˆ j , bˆ j), then J∞ ∩R>αpq =∪Ni= j[bˆi, aˆi+1], and
∫
J∞∩R>αpq
dµ∞
V˜
(ξ)=
∫ aˆN+1
bˆ j
dµ∞
V˜
(ξ)=
Ωˆ j/2π; (ii) if, for q ∈ {1, 2, . . . , s−1}, αpq ∈ (−∞, bˆ0), then J∞ ∩ R>αpq = J∞, and
∫
J∞∩R>αpq
dµ∞
V˜
(ξ) = 1; and (iii) if, for q ∈ {1, 2, . . . , s−1},
αpq ∈ (aˆN+1 ,+∞), then J∞ ∩ R>αpq =∅, and
∫
J∞∩R>αpq
dµ∞
V˜
(ξ)=0.
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+ RˆBˆ00 (αpq)Bˆ0(αpq)+RˆCˆ00 (αpq )Aˆ0(αpq )
)
(z−αpq)2+O
(
cˆXq (n, k, zo)(z−αpq)3
) 
× (−1)
∑
j∈∆˜∞ (q) κnkk˜ jσ3eΞˆ0σ3e
iπ((n−1)K+k)
∫
J∞∩R>αpq
dµ∞
V˜
(ξ)σ3
, (971)
where
wˆ▽r3 :=
1
1+r3

s−1∑
j=1
j,q
κnkk˜ j
(αp j−αpq)1+r3
−((n−1)K+k)
∫
J∞
(ξ−αpq)−(1+r3) dµ∞V˜ (ξ)
 , r3=0, 1,
RˆAˆ00 (αpq ) =
N,n→∞
zo=1+o(1)
1
((n−1)K+k)
N+1∑
j=1
− (αˆ0(bˆ j−1))−2
bˆ j−1−αpq
(
αˆ0(bˆ j−1)Bˆ(bˆ j−1)−αˆ1(bˆ j−1)Aˆ(bˆ j−1)
)
− (αˆ0(aˆ j))
−2
aˆ j−αpq
(
αˆ0(aˆ j)Bˆ(aˆ j)−αˆ1(aˆ j)Aˆ(aˆ j)
)
+
(αˆ0(bˆ j−1))−1
(bˆ j−1−αpq)2
Aˆ(bˆ j−1)+
(αˆ0(aˆ j))−1
(aˆ j−αpq)2
Aˆ(aˆ j)

+O
 cˆRˆAˆ00 (n, k, zo)((n−1)K+k)2
 ,
RˆBˆ00 (αpq ) =
N,n→∞
zo=1+o(1)
1
((n−1)K+k)
N+1∑
j=1
− (αˆ0(bˆ j−1))−2
(bˆ j−1−αpq)2
(
αˆ0(bˆ j−1)Bˆ(bˆ j−1)−αˆ1(bˆ j−1)Aˆ(bˆ j−1)
)
− (αˆ0(aˆ j))
−2
(aˆ j−αpq)2
(
αˆ0(aˆ j)Bˆ(aˆ j)−αˆ1(aˆ j)Aˆ(aˆ j)
)
+
2(αˆ0(bˆ j−1))−1
(bˆ j−1−αpq )3
Aˆ(bˆ j−1)+
2(αˆ0(aˆ j))−1
(aˆ j−αpq )3
Aˆ(aˆ j)

+O
 cˆRˆBˆ00 (n, k, zo)((n−1)K+k)2
 ,
RˆCˆ00 (αpq ) =
N,n→∞
zo=1+o(1)
1
((n−1)K+k)
N+1∑
j=1
− (αˆ0(bˆ j−1))−2
(bˆ j−1−αpq)3
(
αˆ0(bˆ j−1)Bˆ(bˆ j−1)−αˆ1(bˆ j−1)Aˆ(bˆ j−1)
)
− (αˆ0(aˆ j))
−2
(aˆ j−αpq)3
(
αˆ0(aˆ j)Bˆ(aˆ j)−αˆ1(aˆ j)Aˆ(aˆ j)
)
+
3(αˆ0(bˆ j−1))−1
(bˆ j−1−αpq )4
Aˆ(bˆ j−1)+
3(αˆ0(aˆ j))−1
(aˆ j−αpq )4
Aˆ(aˆ j)

+O
 cˆRˆCˆ00 (n, k, zo)((n−1)K+k)2
 ,
with (M2(C)∋) cˆRˆr40 (n, k, zo)=N,n→∞zo=1+o(1) O(1), r4 ∈{Aˆ0, Bˆ0, Cˆ0},
Aˆ0(αpq)=m˜∞
(
hˆ
0,+
11 Mˆ
0,+
11 (αpq ) hˆ
0,+
12 Mˆ
0,+
12 (αpq)
−hˆ0,+12 Mˆ0,+21 (αpq) hˆ0,+11 Mˆ0,+22 (αpq)
)
,
Bˆ0(αpq)=m˜∞
(
hˆ
0,+
11 Mˆ
1,+
11 (αpq )+hˆ
1,+
11 Mˆ
0,+
11 (αpq ) hˆ
0,+
12 Mˆ
1,+
12 (αpq)+hˆ
1,+
12 Mˆ
0,+
12 (αpq)
−hˆ0,+12 Mˆ1,+21 (αpq)−hˆ1,+12 Mˆ0,+21 (αpq) hˆ0,+11 Mˆ1,+22 (αpq)+hˆ1,+11 Mˆ0,+22 (αpq)
)
,
Cˆ0(αpq )=m˜∞
(
hˆ
0,+
11 Mˆ
2,+
11 (αpq)+hˆ
1,+
11 Mˆ
1,+
11 (αpq)+hˆ
2,+
11 Mˆ
0,+
11 (αpq) hˆ
0,+
12 Mˆ
2,+
12 (αpq)+hˆ
1,+
12 Mˆ
1,+
12 (αpq)+hˆ
2,+
12 Mˆ
0,+
12 (αpq)
−hˆ0,+12 Mˆ2,+21 (αpq)−hˆ1,+12 Mˆ1,+21 (αpq)−hˆ2,+12 Mˆ0,+21 (αpq) hˆ0,+11 Mˆ2,+22 (αpq)+hˆ1,+11 Mˆ1,+22 (αpq)+hˆ2,+11 Mˆ0,+22 (αpq)
)
,
with
hˆ
0,+
11 :=
1
2
(
γˆ(αpq)+(γˆ(αpq))
−1) , hˆ1,+11 := αˆ▽2 (γˆ(αpq )−(γˆ(αpq))−1) ,
hˆ
2,+
11 :=
1
2
(
βˆ▽
(
γˆ(αpq )−(γˆ(αpq))−1
)
+
(αˆ▽)2
2
(
γˆ(αpq )+(γˆ(αpq))
−1)) ,
hˆ
0,+
12 :=
i
2
(
γˆ(αpq )−(γˆ(αpq))−1
)
, hˆ1,+12 :=
iαˆ▽
2
(
γˆ(αpq)+(γˆ(αpq ))
−1) ,
hˆ
2,+
12 :=
i
2
(
βˆ▽
(
γˆ(αpq )+(γˆ(αpq))
−1)+ (αˆ▽)2
2
(
γˆ(αpq )−(γˆ(αpq))−1
))
,
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where γˆ(αpq ) is defined by Equation (664),
αˆ▽=
1
4
N+1∑
j=1
 1aˆ j−αpq − 1bˆ j−1−αpq
 , βˆ▽= 18
N+1∑
j=1
 1(aˆ j−αpq)2 − 1(bˆ j−1−αpq)2
 ,
Mˆ
0,+
11 (αpq) =
Gˆ
0,0,+
Ωˆ
(1, 1)
Gˆ
0,0,+
0
(1, 1)
, Mˆ1,+11 (αpq) =
Gˆ
0,0,+
Ωˆ
(1, 1)
Gˆ
0,0,+
0
(1, 1)
(
ηˆ♠,+0 (1, 1; Ωˆ)−ηˆ♠,+0 (1, 1; 0)
)
,
Mˆ
2,+
11 (αpq) =
Gˆ
0,0,+
Ωˆ
(1, 1)
Gˆ
0,0,+
0
(1, 1)
(
ηˆ♠,+1 (1, 1; Ωˆ)−ηˆ♠,+1 (1, 1; 0)+(ηˆ♠,+0 (1, 1; 0))2−ηˆ♠,+0 (1, 1; Ωˆ)ηˆ♠,+0 (1, 1; 0)
)
,
Mˆ
0,+
12 (αpq) =
Gˆ
0,0,+
Ωˆ
(−1, 1)
Gˆ
0,0,+
0
(−1, 1)
, Mˆ1,+12 (αpq ) = −
Gˆ
0,0,+
Ωˆ
(−1, 1)
Gˆ
0,0,+
0
(−1, 1)
(
ηˆ♠,+0 (−1, 1; Ωˆ)−ηˆ♠,+0 (−1, 1; 0)
)
,
Mˆ
2,+
12 (αpq) = −
Gˆ
0,0,+
Ωˆ
(−1, 1)
Gˆ
0,0,+
0
(−1, 1)
(
ηˆ♠,+1 (−1, 1; Ωˆ)−ηˆ♠,+1 (−1, 1; 0)−(ηˆ♠,+0 (−1, 1; 0))2+ηˆ♠,+0 (−1, 1; Ωˆ)ηˆ♠,+0 (−1, 1; 0)
)
,
Mˆ
0,+
21 (αpq) =
Gˆ
0,0,+
Ωˆ
(1,−1)
Gˆ
0,0,+
0
(1,−1)
, Mˆ1,+21 (αpq ) =
Gˆ
0,0,+
Ωˆ
(1,−1)
Gˆ
0,0,+
0
(1,−1)
(
ηˆ♠,+0 (1,−1; Ωˆ)−ηˆ♠,+0 (1,−1; 0)
)
,
Mˆ
2,+
21 (αpq) =
Gˆ
0,0,+
Ωˆ
(1,−1)
Gˆ
0,0,+
0
(1,−1)
(
ηˆ♠,+1 (1,−1; Ωˆ)−ηˆ♠,+1 (1,−1; 0)+(ηˆ♠,+0 (1,−1; 0))2−ηˆ♠,+0 (1,−1; Ωˆ)ηˆ♠,+0 (1,−1; 0)
)
,
Mˆ
0,+
22 (αpq) =
Gˆ
0,0,+
Ωˆ
(−1,−1)
Gˆ
0,0,+
0
(−1,−1)
, Mˆ1,+22 (αpq ) = −
Gˆ
0,0,+
Ωˆ
(−1,−1)
Gˆ
0,0,+
0
(−1,−1)
(
ηˆ♠,+0 (−1,−1; Ωˆ)−ηˆ♠,+0 (−1,−1; 0)
)
,
Mˆ
2,+
22 (αpq) = −
Gˆ
0,0,+
Ωˆ
(−1,−1)
Gˆ
0,0,+
0
(−1,−1)
(
ηˆ♠,+1 (−1,−1; Ωˆ)−ηˆ♠,+1 (−1,−1; 0)−(ηˆ♠,+0 (−1,−1; 0))2
+ ηˆ♠,+0 (−1,−1; Ωˆ)ηˆ♠,+0 (−1,−1; 0)
)
,
where, for ε1, ε2=±1,
Gˆ
j1, j2,±
Ωˆ
(ε1, ε2) :=
∑
m∈ZN
e2πi(m,ε1uˆ±(αpq )−
1
2π ((n−1)K+k)Ωˆ+ε2 dˆ)+iπ(m,τˆm)(λˆ2) j1(λˆ3) j2 , j1=0, 1, 2, j2=0, 1,
λˆ2=2πi
N∑
j=1
m jPˆ
▽
j , λˆ3= iπ
N∑
j=1
m jQˆ
▽
j ,
Pˆ▽j :=
N∑
m=1
cˆ jm(αpq )
N−m
(−1)nˆ(αpq )∏N+1i=1 (|αpq−bˆi−1||αpq−aˆi|)1/2 , Qˆ▽j :=
N∑
m=1
cˆ jm(αpq)
N−m−1(N−m−λˆ0αpq)
(−1)nˆ(αpq )∏N+1i=1 (|αpq−bˆi−1||αpq−aˆi|)1/2 ,
λˆ0 :=−12
N+1∑
j=1
 1
bˆ j−1−αpq
+
1
aˆ j−αpq
 ,
with cˆ jm, j,m∈{1, 2, . . . ,N}, obtained from Equations (42) and (43), and nˆ(αpq ) defined in the corresponding item
of Remark 3.13,
ηˆ♠,±0 (ε1, ε2; Ωˆ) :=
(
Gˆ
0,0,±
Ωˆ
(ε1, ε2)
)−1
Gˆ
1,0,±
Ωˆ
(ε1, ε2),
ηˆ♠,±1 (ε1, ε2; Ωˆ) :=
(
Gˆ
0,0,±
Ωˆ
(ε1, ε2)
)−1 (
Gˆ
0,1,±
Ωˆ
(ε1, ε2)± ε12 Gˆ
2,0,±
Ωˆ
(ε1, ε2)
)
,
Ξˆ0 := ((n−1)K+k)
∫
J∞
ln(|ξ−αpq |) dµ∞V˜ (ξ)−
s−1∑
j=1
j,q
κnkk˜ j ln(|αp j−αpq |),
∆˜∞(q) := { j ∈ {1, 2, . . . , s−1} \ {q}; αp j > αpq }, and (M2(C) ∋) cˆXq (n, k, zo) =N,n→∞
zo=1+o(1)
O(1); and (2) for n ∈ N and
k∈{1, 2, . . . ,K} such that αps :=αk,∞,
X(z)(z−αk)(κnk−1)σ3 =
z→αk
I+e
nℓ˜
2 ad(σ3)
((
w△0 (αk)σ3+A0(αk)+R˜A00 (αk)
)
(z−αk)+
(
w△1 (αk)σ3+
1
2
(w△0 (αk))
2I
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+ w△0 (αk)
(
A0(αk)+R˜A00 (αk)
)
σ3+B0(αk)+R˜A00 (αk)A0(αk)+R˜B00 (αk)
)
(z−αk)2
+ O
(
c˜Xs (n, k, zo)(z−αk)3
) )
, (972)
and, for q∈{1, 2, . . . , s−2},215
X(z)(z−αpq)κnkk˜qσ3 =
z→αpq
e
nℓ˜
2 ad(σ3)
( (
I+R˜A˜00 (αpq )
)
A˜0(αpq)+
(
w˜△0 (αpq)
(
I+R˜A˜00 (αpq)
)
A˜0(αpq)σ3+
(
I+R˜A˜00 (αpq)
)
× B˜0(αpq)+R˜B˜00 (αpq)A˜0(αpq)
)
(z−αpq)+
((
I+R˜A˜00 (αpq )
)
A˜0(αpq)
(
w˜△1 (αpq)σ3+
1
2
(w˜△0 (αpq))
2I
)
+ w˜△0 (αpq )
((
I+R˜A˜00 (αpq)
)
B˜0(αpq )+R˜B˜00 (αpq )A˜0(αpq )
)
σ3+
(
I+R˜A˜00 (αpq )
)
C˜0(αpq )
+ R˜B˜00 (αpq)B˜0(αpq)+R˜C˜00 (αpq)A˜0(αpq)
)
(z−αpq)2+O
(
c˜Xq (n, k, zo)(z−αpq)3
) )
× (−1)(
∑
j∈∆ˆ f (k) κnkk˜ j+
∑
j∈∆˜ f (q) κnkk˜ j+(κnk−1)ǫ(k,q))σ3eΞ˜0(αpq )σ3e
iπ((n−1)K+k)
∫
J f ∩R>αpq
dµ f
V˜
(ξ)σ3
, (973)
where
w˜△r5(αk) :=
1
1+r5
 s−2∑
j=1
κnkk˜ j
(αp j−αk)1+r5
−((n−1)K+k)
∫
J f
(ξ−αk)−(1+r5) dµ f
V˜
(ξ)
 , r5=0, 1,
w˜△r6(αpq) :=
1
1+r6
 κnk−1(αk−αpq)1+r6 +
s−2∑
j=1
j,q
κnkk˜ j
(αp j−αpq)1+r6
−((n−1)K+k)
∫
J f
(ξ−αpq)−(1+r6) dµ fV˜ (ξ)
 , r6=0, 1,
R˜A00 (αk) =
N,n→∞
zo=1+o(1)
1
((n−1)K+k)
N+1∑
j=1
− (α˜0(b˜ j−1))−2
(b˜ j−1−αk)2
(
α˜0(b˜ j−1)B˜(b˜ j−1)−α˜1(b˜ j−1)A˜(b˜ j−1)
)
− (α˜0(a˜ j))
−2
(a˜ j−αk)2
(
α˜0(a˜ j)B˜(a˜ j)−α˜1(a˜ j)A˜(a˜ j)
)
+
2(α˜0(b˜ j−1))−1
(b˜ j−1−αk)3
A˜(b˜ j−1)+
2(α˜0(a˜ j))−1
(a˜ j−αk)3
A˜(a˜ j)

+O
 c˜R˜A00 (n, k, zo)((n−1)K+k)2
 ,
R˜B00 (αk) =
N,n→∞
zo=1+o(1)
1
((n−1)K+k)
N+1∑
j=1
− (α˜0(b˜ j−1))−2
(b˜ j−1−αk)3
(
α˜0(b˜ j−1)B˜(b˜ j−1)−α˜1(b˜ j−1)A˜(b˜ j−1)
)
− (α˜0(a˜ j))
−2
(a˜ j−αk)3
(
α˜0(a˜ j)B˜(a˜ j)−α˜1(a˜ j)A˜(a˜ j)
)
+
3(α˜0(b˜ j−1))−1
(b˜ j−1−αk)4
A˜(b˜ j−1)+
3(α˜0(a˜ j))−1
(a˜ j−αk)4
A˜(a˜ j)

+O
 c˜R˜B00 (n, k, zo)((n−1)K+k)2
 ,
R˜A˜00 (αpq) =
N,n→∞
zo=1+o(1)
1
((n−1)K+k)
N+1∑
j=1
−  1
b˜ j−1−αpq
− 1
b˜ j−1−αk
 (α˜0(b˜ j−1))−2 (α˜0(b˜ j−1)B˜(b˜ j−1)−α˜1(b˜ j−1)A˜(b˜ j−1))
−
(
1
a˜ j−αpq
− 1
a˜ j−αk
)
(α˜0(a˜ j))
−2 (α˜0(a˜ j)B˜(a˜ j)−α˜1(a˜ j)A˜(a˜ j))+ 1(b˜ j−1−αpq)2 − 1(b˜ j−1−αk)2

× (α˜0(b˜ j−1))−1A˜(b˜ j−1)+
(
1
(a˜ j−αpq)2
− 1
(a˜ j−αk)2
)
(α˜0(a˜ j))
−1A˜(a˜ j)
)
+O
 c˜R˜A˜00 (n, k, zo)((n−1)K+k)2
 ,
R˜B˜00 (αpq) =
N,n→∞
zo=1+o(1)
1
((n−1)K+k)
N+1∑
j=1
− (α˜0(b˜ j−1))−2(b˜ j−1−αpq)2
(
α˜0(b˜ j−1)B˜(b˜ j−1)−α˜1(b˜ j−1)A˜(b˜ j−1)
)
215Note: (i) if, for q∈{1, 2, . . . , s−2} and j∈{1, 2, . . . , N}, αpq ∈ (a˜ j , b˜ j), then J f ∩ R>αpq =∪Ni= j[b˜i , a˜i+1], and
∫
J f ∩R>αpq
dµ f
V˜
(ξ)=
∫ a˜N+1
b˜ j
dµ f
V˜
(ξ)=
Ω˜ j/2π; (ii) if, for q ∈ {1, 2, . . . , s−2}, αpq ∈ (−∞, b˜0), then J f ∩ R>αpq = J f , and
∫
J f ∩R>αpq
dµ f
V˜
(ξ) = 1; and (iii) if, for q ∈ {1, 2, . . . , s−2},
αpq ∈ (a˜N+1 ,+∞), then J f ∩ R>αpq =∅, and
∫
J f ∩R>αpq
dµ f
V˜
(ξ)=0.
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− (α˜0(a˜ j))
−2
(a˜ j−αpq)2
(
α˜0(a˜ j)B˜(a˜ j)−α˜1(a˜ j)A˜(a˜ j)
)
+
2(α˜0(b˜ j−1))−1
(b˜ j−1−αpq)3
A˜(b˜ j−1)+
2(α˜0(a˜ j))−1
(a˜ j−αpq)3
A˜(a˜ j)

+O
 c˜R˜B˜00 (n, k, zo)((n−1)K+k)2
 ,
R˜C˜00 (αpq) =
N,n→∞
zo=1+o(1)
1
((n−1)K+k)
N+1∑
j=1
− (α˜0(b˜ j−1))−2(b˜ j−1−αpq)3
(
α˜0(b˜ j−1)B˜(b˜ j−1)−α˜1(b˜ j−1)A˜(b˜ j−1)
)
− (α˜0(a˜ j))
−2
(a˜ j−αpq)3
(
α˜0(a˜ j)B˜(a˜ j)−α˜1(a˜ j)A˜(a˜ j)
)
+
3(α˜0(b˜ j−1))−1
(b˜ j−1−αpq)4
A˜(b˜ j−1)+
3(α˜0(a˜ j))−1
(a˜ j−αpq)4
A˜(a˜ j)

+O
 c˜R˜C˜00 (n, k, zo)((n−1)K+k)2
 ,
with A˜(b˜ j−1), A˜(a˜ j), B˜(b˜ j−1), B˜(a˜ j), α˜0(b˜ j−1), α˜0(a˜ j), α˜1(b˜ j−1), and α˜1(a˜ j), j ∈ {1, 2, . . . ,N+1}, defined in item (2)
of Proposition 5.1, and (M2(C)∋) c˜R˜r70 (n, k, zo)=N,n→∞zo=1+o(1) O(1), r7 ∈{A˜0, B˜0, C˜0},
A0(αk)= K˜
(
h
0,+
11 (αk)M˜
1,+
11 (αk)+h
1,+
11 (αk)M˜
0,+
11 (αk) h
0,+
12 (αk)M˜
1,+
12 (αk)+h
1,+
12 (αk)M˜
0,+
12 (αk)
−h0,+12 (αk)M˜1,+21 (αk)−h1,+12 (αk)M˜0,+21 (αk) h0,+11 (αk)M˜1,+22 (αk)+h1,+11 (αk)M˜0,+22 (αk)
)
Eσ3 ,
B0(αk)= K˜
(
h
0,+
11 (αk)M˜
2,+
11 (αk)+h
1,+
11 (αk )M˜
1,+
11 (αk)+h
2,+
11 (αk)M˜
0,+
11 (αk) h
0,+
12 (αk)M˜
2,+
12 (αk)+h
1,+
12 (αk)M˜
1,+
12 (αk)+h
2,+
12 (αk )M˜
0,+
12 (αk)
−h0,+12 (αk)M˜2,+21 (αk)−h1,+12 (αk)M˜1,+21 (αk)−h2,+12 (αk)M˜0,+21 (αk) h0,+11 (αk)M˜2,+22 (αk)+h1,+11 (αk)M˜1,+22 (αk)+h2,+11 (αk )M˜0,+22 (αk)
)
Eσ3 ,
A˜0(αpq )= K˜
(
h
0,+
11 (αpq )M˜
0,+
11 (αpq) h
0,+
12 (αpq)M˜
0,+
12 (αpq )
−h0,+12 (αpq)M˜0,+21 (αpq ) h0,+11 (αpq)M˜0,+22 (αpq )
)
,
B˜0(αpq )= K˜
(
h
0,+
11 (αpq )M˜
1,+
11 (αpq)+h
1,+
11 (αpq )M˜
0,+
11 (αpq) h
0,+
12 (αpq)M˜
1,+
12 (αpq )+h
1,+
12 (αpq)M˜
0,+
12 (αpq )
−h0,+12 (αpq)M˜1,+21 (αpq )−h1,+12 (αpq)M˜0,+21 (αpq ) h0,+11 (αpq)M˜1,+22 (αpq )+h1,+11 (αpq)M˜0,+22 (αpq )
)
,
C˜0(αpq )= K˜
(
h
0,+
11 (αpq )M˜
2,+
11 (αpq )+h
1,+
11 (αpq )M˜
1,+
11 (αpq )+h
2,+
11 (αpq )M˜
0,+
11 (αpq ) h
0,+
12 (αpq )M˜
2,+
12 (αpq )+h
1,+
12 (αpq )M˜
1,+
12 (αpq )+h
2,+
12 (αpq )M˜
0,+
12 (αpq )
−h0,+12 (αpq )M˜2,+21 (αpq )−h1,+12 (αpq )M˜1,+21 (αpq )−h2,+12 (αpq )M˜0,+21 (αpq ) h0,+11 (αpq )M˜2,+22 (αpq )+h1,+11 (αpq )M˜1,+22 (αpq )+h2,+11 (αpq )M˜0,+22 (αpq )
)
,
where K˜ :=E−σ3 K˜, with K˜ and E defined by Equations (168) and (662), respectively,216 for q′∈{1, . . . , s−2, s},
h
0,+
11 (αpq′ ) :=
1
2
(
γ˜(αpq′ )+(γ˜(αpq′ ))
−1) , h1,+11 (αpq′ ) := α△2 (γ˜(αpq′ )−(γ˜(αpq′ ))−1) ,
h
2,+
11 (αpq′ ) :=
1
2
(
β△
(
γ˜(αpq′ )−(γ˜(αpq′ ))−1
)
+
(α△)2
2
(
γ˜(αpq′ )+(γ˜(αpq′ ))
−1)) ,
h
0,+
12 (αpq′ ) :=
i
2
(
γ˜(αpq′ )−(γ˜(αpq′ ))−1
)
, h1,+12 (αpq′ ) :=
iα△
2
(
γ˜(αpq′ )+(γ˜(αpq′ ))
−1) ,
h
2,+
12 (αpq′ ) :=
i
2
(
β△
(
γ˜(αpq′ )+(γ˜(αpq′ ))
−1)+ (α△)2
2
(
γ˜(αpq′ )−(γ˜(αpq′ ))−1
))
,
where γ˜(αpq′ ) is defined by Equation (666),
α△=
1
4
N+1∑
j=1
 1a˜ j−αpq′ − 1b˜ j−1−αpq′
 , β△= 18
N+1∑
j=1
 1(a˜ j−αpq′ )2 − 1(b˜ j−1−αpq′ )2
 ,
M˜
0,+
11 (αpq′ ) =
G˜
0,0,+
Ω˜
(1, 1)
G˜
0,0,+
0
(1, 1)
, M˜1,+11 (αpq′ ) =
G˜
0,0,+
Ω˜
(1, 1)
G˜
0,0,+
0
(1, 1)
(
η˜,+0 (1, 1; Ω˜)−η˜,+0 (1, 1; 0)
)
,
M˜
2,+
11 (αpq′ ) =
G˜
0,0,+
Ω˜
(1, 1)
G˜
0,0,+
0
(1, 1)
(
η˜,+1 (1, 1; Ω˜)−η˜,+1 (1, 1; 0)+(η˜,+0 (1, 1; 0))2−η˜,+0 (1, 1; Ω˜)η˜,+0 (1, 1; 0)
)
,
M˜
0,+
12 (αpq′ ) =
G˜
0,0,+
Ω˜
(−1, 1)
G˜
0,0,+
0
(−1, 1)
, M˜1,+12 (αpq′ ) = −
G˜
0,0,+
Ω˜
(−1, 1)
G˜
0,0,+
0
(−1, 1)
(
η˜,+0 (−1, 1; Ω˜)−η˜,+0 (−1, 1; 0)
)
,
M˜
2,+
12 (αpq′ ) = −
G˜
0,0,+
Ω˜
(−1, 1)
G˜
0,0,+
0
(−1, 1)
(
η˜,+1 (−1, 1; Ω˜)−η˜,+1 (−1, 1; 0)−(η˜,+0 (−1, 1; 0))2+η˜,+0 (−1, 1; Ω˜)η˜,+0 (−1, 1; 0)
)
,
216See, also, Equation (170) for the definition of k0.
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M˜
0,+
21 (αpq′ ) =
G˜
0,0,+
Ω˜
(1,−1)
G˜
0,0,+
0
(1,−1)
, M˜1,+21 (αpq′ ) =
G˜
0,0,+
Ω˜
(1,−1)
G˜
0,0,+
0
(1,−1)
(
η˜,+0 (1,−1; Ω˜)−η˜,+0 (1,−1; 0)
)
,
M˜
2,+
21 (αpq′ ) =
G˜
0,0,+
Ω˜
(1,−1)
G˜
0,0,+
0
(1,−1)
(
η˜,+1 (1,−1; Ω˜)−η˜,+1 (1,−1; 0)+(η˜,+0 (1,−1; 0))2−η˜,+0 (1,−1; Ω˜)η˜,+0 (1,−1; 0)
)
,
M˜
0,+
22 (αpq′ ) =
G˜
0,0,+
Ω˜
(−1,−1)
G˜
0,0,+
0
(−1,−1)
, M˜1,+22 (αpq′ ) = −
G˜
0,0,+
Ω˜
(−1,−1)
G˜
0,0,+
0
(−1,−1)
(
η˜,+0 (−1,−1; Ω˜)−η˜,+0 (−1,−1; 0)
)
,
M˜
2,+
22 (αpq′ ) = −
G˜
0,0,+
Ω˜
(−1,−1)
G˜
0,0,+
0
(−1,−1)
(
η˜,+1 (−1,−1; Ω˜)−η˜,+1 (−1,−1; 0)−(η˜,+0 (−1,−1; 0))2
+ η˜,+0 (−1,−1; Ω˜)η˜,+0 (−1,−1; 0)
)
,
with, for ε1, ε2=±1,
G˜
j1, j2,±
Ω˜
(ε1, ε2) :=
∑
m∈ZN
e2πi(m,ε1u˜±(αpq′ )−
1
2π ((n−1)K+k)Ω˜+ε2 d˜)+iπ(m,τ˜m)(λ2) j1(λ3) j2 , j1=0, 1, 2, j2=0, 1,
λ2=2πi
N∑
j=1
m jP˜
▽
j , λ3= iπ
N∑
j=1
m jQ˜
▽
j ,
P˜▽j :=
N∑
m=1
c˜ jm(αpq′ )
N−m
(−1)n˜(αpq′ )∏N+1i=1 (|αpq′ −b˜i−1||αpq′ −a˜i|)1/2 , Q˜▽j :=
N∑
m=1
c˜ jm(αpq′ )
N−m−1(N−m−λ0αpq′ )
(−1)n˜(αpq′ )∏N+1i=1 (|αpq′ −b˜i−1||αpq′ −a˜i|)1/2 ,
λ0 :=−12
N+1∑
j=1
 1
b˜ j−1−αpq′
+
1
a˜ j−αpq′
 ,
where c˜ jm, j,m∈{1, 2, . . . ,N}, are obtained from Equations (45) and (46), and n˜(αpq′ ) is defined in the correspond-
ing item of Remark 3.13,
η˜,±0 (ε1, ε2; Ω˜) :=
(
G˜
0,0,±
Ω˜
(ε1, ε2)
)−1
G˜
1,0,±
Ω˜
(ε1, ε2),
η˜,±1 (ε1, ε2; Ω˜) :=
(
G˜
0,0,±
Ω˜
(ε1, ε2)
)−1 (
G˜
0,1,±
Ω˜
(ε1, ε2)± ε12 G˜
2,0,±
Ω˜
(ε1, ε2)
)
,
for q ∈ {1, 2, . . . , s−2}, ∆ˆ f (k) := { j ∈ {1, 2, . . . , s−2}; αp j > αk}, ∆ˆ f (q) := { j ∈ {1, 2, . . . , s−2} \ {q}; αp j > αpq },
ǫ(k, q)=
{
1, αpq<αk ,
0, αpq>αk ,
Ξ˜0(αpq) := ((n−1)K+k)
∫
J f
ln
(∣∣∣∣∣∣ξ−αpqξ−αk
∣∣∣∣∣∣
)
dµ f
V˜
(ξ)+
s−2∑
j=1
j,q
κnkk˜ j ln
(∣∣∣∣∣∣ αp j−αkαp j−αpq
∣∣∣∣∣∣
)
+(κnkk˜q−(κnk−1)) ln|αpq−αk|,
and (M2(C)∋) c˜Xq′′(n, k, zo)=N,n→∞
zo=1+o(1)
O(1), q′′∈{1, . . . , s−2, s}, and
X(z)z−(κ
∞
nkk˜s−1
+1)σ3
=
z→αps−1=∞
e
nℓ˜
2 ad(σ3)
((
I−R˜A˜
♯
0
0 (αps−1)
)
A˜
♯
0(αps−1)+
1
z
(
w˜
♯
0(αps−1 )
(
I−R˜A˜
♯
0
0 (αps−1)
)
A˜
♯
0(αps−1 )σ3+
(
I−R˜A˜
♯
0
0 (αps−1)
)
× B˜♯0(αps−1 )+R˜
B˜
♯
0
0 (αps−1)A˜
♯
0(αps−1)
)
+
1
z2
((
I−R˜A˜
♯
0
0 (αps−1 )
)
A˜
♯
0(αps−1)
(
w˜
♯
1(αps−1 )σ3+
1
2
(w˜♯0(αps−1))
2I
)
+ w˜
♯
0(αps−1)
((
I−R˜A˜
♯
0
0 (αps−1)
)
B˜
♯
0(αps−1)+R˜
B˜
♯
0
0 (αps−1)A˜
♯
0(αps−1 )
)
σ3+
(
I−R˜A˜
♯
0
0 (αps−1)
)
C˜
♯
0(αps−1 )
+ R˜B˜
♯
0
0 (αps−1 )B˜
♯
0(αps−1 )+R˜
C˜
♯
0
0 (αps−1)A˜
♯
0(αps−1)
)
+O
(
c˜X
s−1(n, k, zo)z
−3) )
× (−1)
∑
j∈∆ˆ f (k) κnkk˜ jσ3eΞ˜
♯
0(αps−1 )σ3 , (974)
where
w˜
♯
r8(αps−1 ) :=
1
1+r8
(κnk−1)(αk)1+r8+ s−2∑
j=1
κnkk˜ j (αp j )
1+r8−((n−1)K+k)
∫
J f
ξ1+r8 dµ f
V˜
(ξ)
 , r8=0, 1,
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R˜A˜
♯
0
0 (αps−1 ) =
N,n→∞
zo=1+o(1)
1
((n−1)K+k)
N+1∑
j=1
− (α˜0(b˜ j−1))−2
b˜ j−1−αk
(
α˜0(b˜ j−1)B˜(b˜ j−1)−α˜1(b˜ j−1)A˜(b˜ j−1)
)
− (α˜0(a˜ j))
−2
a˜ j−αk
(
α˜0(a˜ j)B˜(a˜ j)−α˜1(a˜ j)A˜(a˜ j)
)
+
(α˜0(b˜ j−1))−1
(b˜ j−1−αk)2
A˜(b˜ j−1)+
(α˜0(a˜ j))−1
(a˜ j−αk)2
A˜(a˜ j)

+O

c˜
R˜A˜
♯
0
0
(n, k, zo)
((n−1)K+k)2
 ,
R˜B˜
♯
0
0 (αps−1 ) =
N,n→∞
zo=1+o(1)
1
((n−1)K+k)
N+1∑
j=1
 1
(α˜0(b˜ j−1))2
(
α˜0(b˜ j−1)B˜(b˜ j−1)−α˜1(b˜ j−1)A˜(b˜ j−1)
)
+
1
(α˜0(a˜ j))2
(
α˜0(a˜ j)B˜(a˜ j)−α˜1(a˜ j)A˜(a˜ j)
))
+O

c˜
R˜B˜
♯
0
0
(n, k, zo)
((n−1)K+k)2
 ,
R˜C˜
♯
0
0 (αps−1 ) =
N,n→∞
zo=1+o(1)
1
((n−1)K+k)
N+1∑
j=1
 b˜ j−1
(α˜0(b˜ j−1))2
(
α˜0(b˜ j−1)B˜(b˜ j−1)−α˜1(b˜ j−1)A˜(b˜ j−1)
)
+
a˜ j
(α˜0(a˜ j))2
(
α˜0(a˜ j)B˜(a˜ j)−α˜1(a˜ j)A˜(a˜ j)
)
+
1
α˜0(b˜ j−1)
A˜(b˜ j−1)+
1
α˜0(a˜ j)
A˜(a˜ j)

+O

c˜
R˜C˜
♯
0
0
(n, k, zo)
((n−1)K+k)2
 ,
with (M2(C)∋) c˜R˜r90 (n, k, zo)=N,n→∞zo=1+o(1) O(1), r9 ∈{A˜
♯
0, B˜
♯
0, C˜
♯
0},
A˜
♯
0(αps−1)= K˜
(
M˜
0,+
11 (αps−1) 0
0 M˜0,+22 (αps−1 )
)
, B˜
♯
0(αps−1)= K˜
(
M˜
1,+
11 (αps−1) iα˜
△
0 M˜
0,+
12 (αps−1)
−iα˜△0 M˜0,+21 (αps−1) M˜1,+22 (αps−1 )
)
,
C˜
♯
0(αps−1 )= K˜
(
M˜
2,+
11 (αps−1 )+
1
2 (α˜
△
0 )
2M˜
0,+
11 (αps−1) iα˜
△
0 M˜
1,+
12 (αps−1 )+iβ˜
△
0M˜
0,+
12 (αps−1 )
−iα˜△0 M˜1,+21 (αps−1)−iβ˜△0M˜0,+21 (αps−1) M˜2,+22 (αps−1)+ 12 (α˜△0 )2M˜0,+22 (αps−1 )
)
,
where
α˜△0 :=
1
4
N+1∑
j=1
(a˜ j−b˜ j−1), β˜△0 :=
1
8
N+1∑
j=1
(a˜2j−b˜2j−1),
M˜
0,+
11 (αps−1 ) =
F˜
0,0,+
Ω˜
(1, 1)
F˜
0,0,+
0
(1, 1)
, M˜1,+11 (αps−1 ) =
F˜
0,0,+
Ω˜
(1, 1)
F˜
0,0,+
0
(1, 1)
(
η˜♠,+0 (1, 1; Ω˜)−η˜♠,+0 (1, 1; 0)
)
,
M˜
2,+
11 (αps−1 ) =
F˜
0,0,+
Ω˜
(1, 1)
F˜
0,0,+
0
(1, 1)
(
η˜♠,+1 (1, 1; Ω˜)−η˜♠,+1 (1, 1; 0)+(η˜♠,+0 (1, 1; 0))2−η˜♠,+0 (1, 1; Ω˜)η˜♠,+0 (1, 1; 0)
)
,
M˜
0,+
12 (αps−1 ) =
F˜
0,0,+
Ω˜
(−1, 1)
F˜
0,0,+
0
(−1, 1)
, M˜1,+12 (αps−1 ) = −
F˜
0,0,+
Ω˜
(−1, 1)
F˜
0,0,+
0
(−1, 1)
(
η˜♠,+0 (−1, 1; Ω˜)−η˜♠,+0 (−1, 1; 0)
)
,
M˜
2,+
12 (αps−1 ) = −
F˜
0,0,+
Ω˜
(−1, 1)
F˜
0,0,+
0
(−1, 1)
(
η˜♠,+1 (−1, 1; Ω˜)−η˜♠,+1 (−1, 1; 0)−(η˜♠,+0 (−1, 1; 0))2+η˜♠,+0 (−1, 1; Ω˜)η˜♠,+0 (−1, 1; 0)
)
,
M˜
0,+
21 (αps−1 ) =
F˜
0,0,+
Ω˜
(1,−1)
F˜
0,0,+
0
(1,−1)
, M˜1,+21 (αps−1 ) =
F˜
0,0,+
Ω˜
(1,−1)
F˜
0,0,+
0
(1,−1)
(
η˜♠,+0 (1,−1; Ω˜)−η˜♠,+0 (1,−1; 0)
)
,
M˜
2,+
21 (αps−1 ) =
F˜
0,0,+
Ω˜
(1,−1)
F˜
0,0,+
0
(1,−1)
(
η˜♠,+1 (1,−1; Ω˜)−η˜♠,+1 (1,−1; 0)+(η˜♠,+0 (1,−1; 0))2−η˜♠,+0 (1,−1; Ω˜)η˜♠,+0 (1,−1; 0)
)
,
M˜
0,+
22 (αps−1 ) =
F˜
0,0,+
Ω˜
(−1,−1)
F˜
0,0,+
0
(−1,−1)
, M˜1,+22 (αps−1 ) = −
F˜
0,0,+
Ω˜
(−1,−1)
F˜
0,0,+
0
(−1,−1)
(
η˜♠,+0 (−1,−1; Ω˜)−η˜♠,+0 (−1,−1; 0)
)
,
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M˜
2,+
22 (αps−1 ) = −
F˜
0,0,+
Ω˜
(−1,−1)
F˜
0,0,+
0
(−1,−1)
(
η˜♠,+1 (−1,−1; Ω˜)−η˜♠,+1 (−1,−1; 0)−(η˜♠,+0 (−1,−1; 0))2
+ η˜♠,+0 (−1,−1; Ω˜)η˜♠,+0 (−1,−1; 0)
)
,
with, for ε1, ε2=±1,
F˜
j1, j2,±
Ω˜
(ε1, ε2) :=
∑
m∈ZN
e2πi(m,ε1u˜±(∞)−
1
2π ((n−1)K+k)Ω˜+ε2 d˜)+iπ(m,τ˜m)(λ˜2) j1(λ˜3) j2 , j1=0, 1, 2, j2=0, 1,
λ˜2=−2πi
N∑
j=1
m jc˜ j1, λ˜3=−iπ
N∑
j=1
m j(c˜ j2−λ˜0c˜ j1), λ˜0=−12
N+1∑
j=1
(b˜ j−1+a˜ j),
c˜ j1 and c˜ j2, j∈{1, 2, . . . ,N}, obtained from Equations (45) and (46),
η˜♠,±0 (ε1, ε2; Ω˜) :=
(
F˜
0,0,±
Ω˜
(ε1, ε2)
)−1
F˜
1,0,±
Ω˜
(ε1, ε2),
η˜♠,±1 (ε1, ε2; Ω˜) :=
(
F˜
0,0,±
Ω˜
(ε1, ε2)
)−1 (
F˜
0,1,±
Ω˜
(ε1, ε2)± ε12 F˜
2,0,±
Ω˜
(ε1, ε2)
)
,
Ξ˜
♯
0(αps−1 ) :=−((n−1)K+k)
∫
J f
ln(|ξ−αk|) dµ f
V˜
(ξ)+
s−2∑
j=1
κnkk˜ j ln(|αp j−αk|), (975)
and (M2(C)∋) c˜Xs−1(n, k, zo)=N,n→∞
zo=1+o(1)
O(1).
Proof. The proof of this Lemma 5.5 consists of two cases: (i) n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞;
and (ii) n ∈N and k ∈ {1, 2, . . . ,K} such that αps := αk ,∞. Notwithstanding the fact that the scheme of the proof
is, mutatis mutandis, similar for both cases, case (ii), nevertheless, is the more technically challenging of the two;
therefore, without loss of generality, only the proof for case (ii) is presented in detail, whilst case (i) is proved
analogously.
For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk , ∞, recall that, for q ∈ {1, . . . , s−2, s}, αpq ∈ R \ J f =
(−∞, b˜0)∪∪Nj=1(a˜ j, b˜ j)∪(a˜N+1,+∞) ⊂ Υ˜1∪Υ˜2 (cf. Figure 9); hence, via the corresponding invertible transformations
of Lemmata 3.4, 4.1, 4.2, 4.5, and 4.10, one shows that, for z∈Υ˜1 ∪ Υ˜2, the solution of the associated monic MPC
ORF RHP (X(z), υ(z),R) (cf. Lemma RHPMPC) is given by
X(z)=
e
nℓ˜
2 ad(σ3)R˜(z)K˜ M˜(z)Eσ3en(g f (z)−Pˆ+0 )σ3 , z∈C+ (⊂ Y˜+),
−ie nℓ˜2 ad(σ3)R˜(z)K˜ M˜(z)σ2E−σ3en(g f (z)−Pˆ−0 )σ3 , z∈C− (⊂ Y˜−).
(976)
For n ∈N and k ∈ {1, 2, . . . ,K} such that αps :=αk ,∞, recall the expression for γ˜(z) defined by Equation (665): a
careful analysis of the branch cuts shows that, for q∈{1, . . . , s−2, s},
γ˜(z) =
(Y˜±⊃)C±∋z→αpq
(−i)(1∓1)/2γ˜(αpq )
(
1+α△(z−αpq)+
(
β△+
(α△)2
2
)
(z−αpq)2+O
(
c˜1q,uprise(n, k, zo)(z−αpq)3
))
, (977)
where γ˜(αpq) is defined by Equation (666), α
△ and β△ are defined in item (2) of the lemma, and c˜1q,uprise(n, k, zo)=N,n→∞
zo=1+o(1)
O(1). For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk , ∞, let, for q ∈ {1, . . . , s− 2, s}, u˜(z) :=
∫ z
a˜N+1
ω˜ =
u˜(αpq)+(
∫ z
αpq
ω˜1,
∫ z
αpq
ω˜2, . . . ,
∫ z
αpq
ω˜N ), where ω˜ j :=
∑N
i=1 c˜ ji(R˜(z))
−1/2zN−i dz, j = 1, 2, . . . ,N, with (R˜(z))1/2 defined
by Equation (442), and (c˜)i1,i2=1,2,...,N obtained from Equations (45) and (46): a careful analysis of the branch cuts
shows that, for q∈{1, . . . , s−2, s},
u˜(z) =
(Y˜±⊃)C±∋z→αpq
u˜±(αpq)+
∫ z
α±pq
ω˜1,
∫ z
α±pq
ω˜2, . . . ,
∫ z
α±pq
ω˜N
 , (978)
where u˜±(αpq) := u˜(α
±
pq
)= (
∫ α±pq
a˜N+1
ω˜1,
∫ α±pq
a˜N+1
ω˜2, . . . ,
∫ α±pq
a˜N+1
ω˜N), and∫ z
α±pq
ω˜ j =
(Y˜±⊃)C±∋z→αpq
±
(
P˜▽j +Q˜
▽
j (z−αpq)+R˜▽j (z−αpq)2+O
(
c˜2q,uprise(n, k, zo)(z−αpq)3
))
, j=1, 2, . . . ,N, (979)
where P˜▽
j
and Q˜▽
j
are defined in item (2) of the lemma,
R˜▽j :=
N∑
m=1
c˜ jm(αpq)
N−m−2 ( 1
2 (N−m)(N−m−1)−(N−m)λ0αpq−(λ1−λ20/2)α2pq
)
(−1)n˜(αpq )∏N+1i=1 (|αpq−b˜i−1||αpq−a˜i|)1/2 ,
Orthogonal Rational Functions: Characterisation, Multi-Point Pade´ Approximants, and Asymptotics 310
with n˜(αpq) defined in the corresponding item of Remark 3.13, λ0 given in item (2) of the lemma, λ1=− 14
∑N+1
i=1 ((b˜i−1−
αpq)
−2+(a˜i−αpq )−2), and c˜2q,uprise(n, k, zo) =N,n→∞
zo=1+o(1)
O(1). For n ∈N and k ∈ {1, 2, . . . ,K} such that αps := αk ,∞, recall
Definition (668) for m˜(z): via the representation for the Riemann theta function θ˜(·) defined by Equation (47),
recalling that the associated N × N Riemann matrix of β˜-periods, τ˜= (τ˜)i1,i2=1,2,...,N , is non-degenerate, symmetric
and pure imaginary, and −iτ˜ is positive definite, that is, iπ(m, τ˜m) = π∑Nj1=1∑Nj2=1 m j1(i(τ˜) j1, j2)m j2 < 0, it follows
via the Expansions (978) and (979) that, for ε1, ε2=±1, and q∈{1, . . . , s−2, s},
θ˜(ε1u˜(z)− 12π ((n−1)K+k)Ω˜+ε2 d˜)
θ˜(ε1u˜(z)+ε2 d˜)
=
(Y˜±⊃)C±∋z→αpq
G˜
0,0,±
Ω˜
(ε1, ε2)
G˜
0,0,±
0
(ε1, ε2)
(
1±ε1
(
η˜,±0 (ε1, ε2; Ω˜)−η˜,±0 (ε1, ε2; 0)
)
(z−αpq)
± ε1
(
η˜,±1 (ε1, ε2; Ω˜)−η˜,±1 (ε1, ε2; 0)±ε1(η˜,±0 (ε1, ε2; 0))2
∓ ε1η˜,±0 (ε1, ε2; Ω˜)η˜,±0 (ε1, ε2; 0)
)
(z−αpq)2
+ O
(
c˜3q,uprise(n, k, zo)(z−αpq)3
))
, (980)
where G˜ j1, j2,±
Ω˜
(ε1, ε2), j1=0, 1, 2, j2 =0, 1, η˜
,±
0 (ε1, ε2; Ω˜), and η˜
,±
1 (ε1, ε2; Ω˜) are defined in item (2) of the lemma,
and c˜3q,uprise(n, k, zo) =N,n→∞
zo=1+o(1)
O(1). For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk , ∞, recall from the proof of
Lemma 4.5 that the matrix m˜(z) defined by Equation (668) satisfies the jump relation m˜+(z) = m˜−(z)(exp(−i((n−
1)K + k)Ω˜ j′)σ− + exp(i((n− 1)K+ k)Ω˜ j′)σ+) for z ∈ (a˜ j′ , b˜ j′) \ {z˜±j′ }, j′ = 1, 2, . . . ,N, and m˜+(z) = m˜−(z)σ1 for
z∈ (−∞, b˜0)∪ (a˜N+1,+∞); via this latter observation, the definitions of K˜ and M˜(z) given in item (2) of Lemma 4.5,
and the relations (cf. the proof of Lemma 4.5)
K˜
(
h
0,+
11 (αk)M˜
0,+
11 (αk) h
0,+
12 (αk)M˜
0,+
12 (αk)
−h0,+12 (αk)M˜0,+21 (αk) h0,+11 (αk)M˜0,+22 (αk)
)
=E−σ3 ,
K˜
(
h
0,+
11 (αk)M˜
0,+
11 (αk) h
0,+
12 (αk)M˜
0,+
12 (αk)
−h0,+12 (αk)M˜0,+21 (αk) h0,+11 (αk)M˜0,+22 (αk)
)
σ3
(
0 ei((n−1)K+k)Ω˜ j
e−i((n−1)K+k)Ω˜ j 0
)
= iEσ3σ2,
where h0,+11 (αk), h
0,+
12 (αk), and M˜
0,+
i1i2
(αk), i1, i2 = 1, 2, are defined in item (2) of the lemma, and E is defined by
Equation (662), one shows, via the Expansions (977) and (980), and a lengthy, but otherwise straightforward,
matrix-multiplication argument, that
K˜ M˜(z)Eσ3 =
(Y˜+⊃)C+∋z→αk
I+A0(αk)(z−αk)+B0(αk)(z−αk)2+O
(
c˜4s,uprise(n, k, zo)(z−αk)3
)
, (981)
−iK˜ M˜(z)σ2E−σ3 =
(Y˜−⊃)C−∋z→αk
I+A0(αk)(z−αk)+B0(αk)(z−αk)2+O
(
c˜5s,uprise(n, k, zo)(z−αk)3
)
, (982)
where A0(αk) and B0(αk) are defined in item (2) of the lemma, (M2(C) ∋) c˜rs,uprise(n, k, zo)=N,n→∞
zo=1+o(1)
O(1), r = 4, 5, and,
for q∈{1, 2, . . . , s−2},
K˜ M˜(z)Eσ3 =
(Y˜+⊃)C+∋z→αpq
(
A˜0(αpq )+ B˜0(αpq)(z−αpq)+C˜0(αpq )(z−αpq)2+O
(
c˜6q,uprise(n, k, zo)(z−αpq)3
))
Γ˜▽+,
(983)
−iK˜ M˜(z)σ2E−σ3 =
(Y˜−⊃)C−∋z→αpq
(
A˜0(αpq )+ B˜0(αpq)(z−αpq)+C˜0(αpq )(z−αpq)2+O
(
c˜7q,uprise(n, k, zo)(z−αpq)3
))
Γ˜▽−,
(984)
where A˜0(αpq), B˜0(αpq ), and C˜0(αpq) are defined in item (2) of the lemma, Γ˜
▽
+ = E
σ3 , Γ˜▽− = E
−σ3 exp(i((n−1)K+
k)Ω˜ jσ3),217 and (M2(C)∋) c˜rq,uprise(n, k, zo)=N,n→∞
zo=1+o(1)
O(1), r=6, 7. For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞,
via Equation (964), one shows that
R˜(z) =
C±∋z→αk
I+R˜A00 (αk)(z−αk)+R˜B00 (αk)(z−αk)2+O
(
c˜8s,uprise(n, k, zo)(z−αk)3
)
, (985)
and, for q∈{1, 2, . . . , s−2},
R˜(z) =
C±∋z→αpq
I+R˜A˜00 (αpq)+R˜B˜00 (αpq)(z−αpq)+R˜C˜00 (αpq)(z−αpq)2+O
(
c˜9q,uprise(n, k, zo)(z−αpq)3
)
, (986)
217If, for q∈{1, 2, . . . , s−2}, αpq ∈ (−∞, b˜0) ∪ (a˜N+1,+∞), then Ω˜ j=0.
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where, in the double-scaling limit N, n → ∞ such that zo = 1+o(1), R˜A00 (αk), R˜B00 (αk), R˜A˜00 (αpq ), R˜B˜00 (αpq ), and
R˜C˜00 (αpq) are given in item (2) of the lemma, and (M2(C)∋) c˜rq′,uprise(n, k, zo)=N,n→∞
zo=1+o(1)
O(1), q′ ∈ {1, . . . , s−2, s}, r=8, 9.
For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk ,∞, via Equations (372), (373), (377), and (380)–(382), one
shows that
en(g
f (z)−Pˆ±0 )σ3 =
(Y˜±⊃)C±∋z→αk
e−(κnk−1) ln(z−αk)σ3ew˜
△
0 (αk )(z−αk)σ3ew˜
△
1 (αk)(z−αk)2σ3eO(c˜
10
s,uprise(n,k,zo)(z−αk)3σ3), (987)
and, for q∈{1, 2, . . . , s−2},
en(g
f (z)−Pˆ±0 )σ3 =
(Y˜±⊃)C±∋z→αpq
e−κnkk˜q ln(z−αpq )σ3ew˜
△
0 (αpq )(z−αpq )σ3ew˜
△
1 (αpq )(z−αpq )2σ3e
±iπ((n−1)K+k)
∫
J f ∩R>αpq
dµ f
V˜
(ξ)σ3
× eΞ˜0(αpq )σ3E∓σ3 (−1)(
∑
j∈∆ˆ f (k) κnkk˜ j+
∑
j∈∆˜ f (q) κnkk˜ j+(κnk−1)ǫ(k,q))σ3eO(c˜
11
q,uprise(n,k,zo)(z−αpq )3σ3), (988)
where w˜△0 (αk), w˜
△
1 (αk), ∆ˆ f (k), w˜
△
0 (αpq ), w˜
△
1 (αpq), Ξ˜0(αpq), ∆˜ f (q), and ǫ(k, q) are defined in item (2) of the lemma,
and (M2(C)∋) c˜rq′,uprise(n, k, zo)=N,n→∞
zo=1+o(1)
O(1), q′ ∈ {1, . . . , s−2, s}, r=10, 11. Hence, for n∈N and k∈ {1, 2, . . . ,K} such
that αps := αk ,∞, via Equation (976), and the Expansions (981), (982), (985), and (987), one arrives at, after a
matrix-multiplication argument, in the double-scaling limitN, n→∞ such that zo=1+o(1), the Asymptotics (972),
and, via Equation (976), the Expansions (983), (984), (986), and (988), and the relation
Γ˜▽±E
∓σ3e
±iπ((n−1)K+k)
∫
J f ∩R>αpq
dµ f
V˜
(ξ)σ3
=e
iπ((n−1)K+k)
∫
J f ∩R>αpq
dµ f
V˜
(ξ)σ3
,
one arrives at, after a matrix-multiplication argument, in the double-scaling limit N, n→∞ such that zo =1+o(1),
the Asymptotics (973).
For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, the case z→αps−1 =∞ is analysed similarly; in particular,
the analogues of the Expansions (977)–(988) read:
γ˜(z) =
(Y˜±⊃)C±∋z→αps−1=∞
(−i)(1∓1)/2
1+ 1
z
α˜△0 +
1
z2
β˜△0 + (α˜△0 )22
+O (c˜1s−1,g(n, k, zo)z−3) , (989)
where α˜△0 and β˜
△
0 are defined in item (2) of the lemma, and c˜
1
s−1,g(n, k, zo)=N,n→∞
zo=1+o(1)
O(1),
u˜(z) =
(Y˜±⊃)C±∋z→αps−1=∞
u˜±(∞)+
(∫ z
∞±
ω˜1,
∫ z
∞±
ω˜2, . . . ,
∫ z
∞±
ω˜N
)
, (990)
where u˜±(∞) (= u˜±(αps−1 )) := u˜(∞±)= (
∫ ∞±
a˜N+1
ω˜1,
∫ ∞±
a˜N+1
ω˜2, . . . ,
∫ ∞±
a˜N+1
ω˜N), and∫ z
∞±
ω˜ j =
(Y˜±⊃)C±∋z→αps−1=∞
±
(
−1
z
c˜ j1− 1
z2
(c˜ j2−λ˜0c˜ j1)
2
+O
(
c˜2s−1,g(n, k, zo)z
−3)) , j=1, 2, . . . ,N, (991)
with c˜ j1, c˜ j2, and λ˜0 defined in item (2) of the lemma, and c˜2s−1,g(n, k, zo)=N,n→∞
zo=1+o(1)
O(1),
θ˜(ε1u˜(z)− 12π ((n−1)K+k)Ω˜+ε2 d˜)
θ˜(ε1u˜(z)+ε2 d˜)
=
(Y˜±⊃)C±∋z→αps−1=∞
F˜
0,0,±
Ω˜
(ε1, ε2)
F˜
0,0,±
0
(ε1, ε2)
(
1± 1
z
ε1
(
η˜♠,±0 (ε1, ε2; Ω˜)−η˜♠,±0 (ε1, ε2; 0)
)
± 1
z2
ε1
(
η˜♠,±1 (ε1, ε2; Ω˜)−η˜♠,±1 (ε1, ε2; 0)±ε1(η˜♠,±0 (ε1, ε2; 0))2
∓ ε1η˜♠,±0 (ε1, ε2; Ω˜)η˜♠,±0 (ε1, ε2; 0)
)
+O
(
c˜3s−1,g(n, k, zo)z
−3)) ,
(992)
where, for ε1, ε2=±1, F˜ j1, j2,±
Ω˜
(ε1, ε2), j1=0, 1, 2, j2=0, 1, η˜
♠,±
0 (ε1, ε2; Ω˜), and η˜
♠,±
1 (ε1, ε2; Ω˜) are defined in item (2)
of the lemma, and c˜3
s−1,g(n, k, zo)=N,n→∞
zo=1+o(1)
O(1),
K˜ M˜(z)Eσ3 =
(Y˜+⊃)C+∋z→αps−1=∞
(
A˜
♯
0(αps−1 )+
1
z
B˜
♯
0(αps−1 )+
1
z2
C˜
♯
0(αps−1)+O
(
c˜4s−1,g(n, k, zo)z
−3))Eσ3 , (993)
−iK˜ M˜(z)σ2E−σ3 =
(Y˜−⊃)C−∋z→αps−1=∞
(
A˜
♯
0(αps−1 )+
1
z
B˜
♯
0(αps−1 )+
1
z2
C˜
♯
0(αps−1)+O
(
c˜5s−1,g(n, k, zo)z
−3))
E
−σ3 , (994)
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where A˜♯0(αps−1 ), B˜
♯
0(αps−1 ), and C˜
♯
0(αps−1 ) are defined in item (2) of the lemma, and (M2(C)∋) c˜rs−1,g(n, k, zo)=N,n→∞
zo=1+o(1)
O(1), r=4, 5,
R˜(z) =
C±∋z→αps−1=∞
I−R˜A˜
♯
0
0 (αps−1 )+
1
z
R˜B˜
♯
0
0 (αps−1 )+
1
z2
R˜C˜
♯
0
0 (αps−1)+O
(
c˜6s−1,g(n, k, zo)z
−3) , (995)
where, in the double-scaling limit N, n→∞ such that zo=1+o(1), R˜A˜
♯
0
0 (αps−1 ), R˜
B˜
♯
0
0 (αps−1 ), and R˜
C˜
♯
0
0 (αps−1 ) are given
in item (2) of the lemma, and (M2(C)∋) c˜6s−1,g(n, k, zo)=N,n→∞
zo=1+o(1)
O(1),
en(g
f (z)−Pˆ±0 )σ3 =
(Y˜±⊃)C±∋z→αps−1=∞
e
(κ∞
nkk˜s−1
+1) ln(z)σ3ew˜
♯
0(αps−1 )z
−1σ3ew˜
♯
1(αps−1 )z
−2σ3eΞ˜
♯
0(αps−1 )σ3E∓σ3
× (−1)
∑
j∈∆ˆ f (k) κnkk˜ jσ3eO(c˜
7
s−1,g(n,k,zo)z
−3σ3), (996)
where w˜♯0(αps−1 ), w˜
♯
1(αps−1 ), and Ξ˜
♯
0(αps−1) are defined in item (2) of the lemma, and (M2(C)∋) c˜7s−1,g(n, k, zo)=N,n→∞
zo=1+o(1)
O(1). Hence, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, via Equation (976), and the Expansions (993)–
(996), one arrives at, after a matrix-multiplication argument, in the double-scaling limit N, n→∞ such that zo =
1+o(1), the Asymptotics (974).
The analysis for the case n ∈N and k ∈ {1, 2, . . . ,K} such that αps := αk =∞ is, mutatis mutandis, analogous,
and leads to, in the double-scaling limit N, n→∞ such that zo=1+o(1), the Asymptotics (970) and (971). 
Lemma 5.6. Let the external field V˜ : R\{α1, α2, . . . , αK }→R satisfy conditions (48)–(50) and be regular. For n∈N
and k∈{1, 2, . . . ,K} such that αps :=αk=∞ (resp., αps :=αk,∞), let the associated equilibriummeasure, µ∞V˜ (resp.,
µ
f
V˜
), and its support, J∞ (resp., J f ), be as described in item (1) (resp., item (2)) of Lemma 3.7, and, along with the
corresponding variational constant, ℓˆ (resp., ℓ˜), satisfy the variational conditions (621) (resp., conditions (622));
moreover, let the associated conditions (i)–(iv) of item (1) (resp., item (2)) of Lemma 3.10 be valid. For n ∈ N
and k ∈ {1, 2, . . . ,K}, let X : N × {1, 2, . . . ,K} × C \ R→ SL2(C) be the unique solution of the monic MPC ORF
RHP (X(z), υ(z),R) stated in Lemma RHPMPC, where, in particular, for n ∈ N and k ∈ {1, 2, . . . ,K} such that
αps :=αk=∞ (resp., αps :=αk ,∞), it has the z→αps :=αk =∞ (resp., z→αps :=αk ,∞) Asymptotics (970) (resp.,
Asymptotics (972)) stated in item (1) (resp., item (2)) of Lemma 5.5, with associated norming constant, µ∞n,κnk (n, k)
(resp., µ
f
n,κnk (n, k)), defined as in Subsection 1.2.1 (resp., Subsection 1.2.2). Then: (1) for n∈N and k∈{1, 2, . . . ,K}
such that αps :=αk=∞,
µ∞n,κnk (n, k)= ||πnk(·)||−1L =
N,n→∞
zo=1+o(1)
√√ 1
−2πienℓˆ
(
Aˆ
♯
0(αk)+Rˆ
Aˆ
♯
0
0 (αk)
)
12
, (997)
where, in the double-scaling limit N, n→∞ such that zo = 1+o(1), Aˆ♯0(αk) and Rˆ
Aˆ
♯
0
0 (αk) are given in item (1) of
Lemma 5.5; and (2) for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞,
µ
f
n,κnk (n, k)= ||πnk(·)||−1L =
N,n→∞
zo=1+o(1)
√
1
2πienℓ˜
(
A0(αk)+R˜A00 (αk)
)
12
, (998)
where, in the double-scaling limit N, n→∞ such that zo = 1+o(1), A0(αk) and R˜A00 (αk) are given in item (2) of
Lemma 5.5.
Proof. The proof of this Lemma 5.6 consists of two cases: (i) n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞;
and (ii) n ∈N and k ∈ {1, 2, . . . ,K} such that αps := αk ,∞. Notwithstanding the fact that the scheme of the proof
is, mutatis mutandis, similar for both cases, without loss of generality, only the proof for case (ii) is presented in
detail, whilst case (i) is proved analogously.
For n ∈N and k ∈ {1, 2, . . . ,K} such that αps :=αk ,∞, recall from the corresponding representation (284) for
X(z) that, for z∈C \ R, (X(z))11 = (z−αk)πnk(z) and (X(z))12 = (z−αk)
∫
R
(X(ξ))11e−nV˜(ξ)
(ξ−αk )(ξ−z)
dξ
2πi ; via the latter formulae, the
orthogonality conditions (28)–(31), the relation φn
k
(z) = µ fn,κnk (n, k)π
n
k
(z), where µ fn,κnk (n, k) (> 0) is the associated
MPC ORF norming constant, and the representation of the monic MPC ORF given in the corresponding item of
Remark 2.2, one proceeds as follows (e.g., 0 < |z−αk| < min{mini, j∈{1,...,s−2,s}{|αpi −αp j |},minm=1,2,...,N+1
q∈{1,...,s−2,s}
{|b˜m−1−
αpq |, |a˜m−αpq |}}):
(X(z))12 =
C\R∋z→αk
(z−αk)
∫
R
πn
k
(ξ)
ξ−αk
(
1+
z−αk
ξ−αk +· · ·+
(z−αk)κnk−1
(ξ−αk)κnk−1 +
(z−αk)κnk
(ξ−αk)κnk +· · ·
)
e−nV˜(ξ)
dξ
2πi
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=
C\R∋z→αk
(z−αk)κnk
∫
R
πn
k
(ξ)e−nV˜(ξ)
(ξ−αk)κnk
dξ
2πi
+O
(
c˜∗X(n, k, zo)(z−αk)κnk+1
)
=
C\R∋z→αk
(z−αk)κnk
∫
R
πnk(ξ)
 1(ξ−αk)κnk + 1µ fn,κnk (n, k)
κnk−1∑
m=1
µ
f
n,m(n, k)
(ξ−αk)m +
1
µ
f
n,κnk (n, k)
κ∞
nkk˜s−1∑
l=1
νˆ
f
n,l
(n, k)ξl
+
1
µ
f
n,κnk (n, k)
s−2∑
q=1
κnkk˜q∑
r=1
ν˜
f
r,q(n, k)
(ξ−αpq)r
+
φ
f
0(n, k)
µ
f
n,κnk (n, k)
 e−nV˜(ξ) dξ2πi+O (c˜∗X(n, k, zo)(z−αk)κnk+1)
=
C\R∋z→αk
(z−αk)κnk
2πi
∫
R
πnk(ξ)π
n
k(ξ)e
−nV˜(ξ) dξ+O
(
c˜∗X(n, k, zo)(z−αk)κnk+1
)
=
C\R∋z→αk
(z−αk)κnk
2πi(µ fn,κnk(n, k))
2
∫
R
φnk(ξ)φ
n
k(ξ)e
−nV˜(ξ) dξ︸                       ︷︷                       ︸
= 1
+O
(
c˜∗X(n, k, zo)(z−αk)κnk+1
)
⇒
(
X(z)(z−αk)(κnk−1)σ3
)
12
=
C\R∋z→αk
 1
2πi(µ fn,κnk(n, k))
2
 (z−αk)+O (c˜∗X(n, k, zo)(z−αk)2) , (999)
where c˜∗X(n, k, zo) =N,n→∞
zo=1+o(1)
O(1). For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk , ∞, it follows from the
Asymptotics (972) that(
X(z)(z−αk)(κnk−1)σ3
)
12
=
C\R∋z→αk
enℓ˜
(
A0(αk)+R˜A00 (αk)
)
12
(z−αk)+O
(
c˜∗
′
X(n, k, zo)(z−αk)2
)
, (1000)
where, in the double-scaling limit N, n→∞ such that zo = 1+o(1), A0(αk) and R˜A00 (αk) are given in item (2) of
Lemma 5.5, and c˜∗
′
X(n, k, zo) =N,n→∞
zo=1+o(1)
O(1); hence, via the asymptotic expansions (999) and (1000), one arrives at,
for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, Equation (998).
The analysis for the case n ∈N and k ∈ {1, 2, . . . ,K} such that αps := αk =∞ is, mutatis mutandis, analogous,
and leads to Equation (997). 
Lemma 5.7. Let the external field V˜ : R\{α1, α2, . . . , αK }→R satisfy conditions (48)–(50) and be regular. For n∈N
and k∈{1, 2, . . . ,K} such that αps :=αk=∞ (resp., αps :=αk,∞), let the associated equilibriummeasure, µ∞V˜ (resp.,
µ
f
V˜
), and its support, J∞ (resp., J f ), be as described in item (1) (resp., item (2)) of Lemma 3.7, and, along with the
corresponding variational constant, ℓˆ (resp., ℓ˜), satisfy the variational conditions (621) (resp., conditions (622));
moreover, let the associated conditions (i)–(iv) of item (1) (resp., item (2)) of Lemma 3.10 be valid. For n∈N and
k ∈ {1, 2, . . . ,K}, let X : N × {1, 2, . . . ,K} × C \ R→ SL2(C) be the unique solution of the monic MPC ORF RHP
(X(z), υ(z),R) stated in Lemma RHPMPC. Define the Markov-Stieltjes transform of the probability measure µ˜ as
follows:218
Fµ˜(z) :=
∫
R
(z−ξ)−1e−nV˜(ξ) dξ. (1001)
For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞, define the corresponding associated R-function as 219
R̂µ˜(z) :=
∫
R
(
πn
k
(ξ)−πn
k
(z)
ξ−z
)
e−nV˜(ξ) dξ, (1002)
and, for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, define the corresponding associated R-function as 220
R˜µ˜(z) :=
∫
R
(
πn
k
(ξ)−πn
k
(z)
ξ−z
)
e−nV˜(ξ) dξ. (1003)
Then: (1) for n ∈N and k ∈ {1, 2, . . . ,K} such that αps := αk =∞, in the double-scaling limit N, n→∞ such that
zo=1+o(1),
R̂µ˜(z)
πn
k
(z)
=
Ûµ˜(z)
V̂µ˜(z)
:=
∑(n−1)K+k−1
j=0 rˆ jz
j∑(n−1)K+k
j=0 tˆ jz
j
(1004)
218This is Equation (13) transformed according to (cf. Remark 1.3.6) dµ→dµ˜.
219This is Equation (16) transformed according to (cf. Remark 1.3.6) dµ→dµ˜.
220This is Equation (34) transformed according to (cf. Remark 1.3.6) dµ→dµ˜.
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is the MPA of type ((n− 1)K + k − 1, (n− 1)K + k) for the Markov-Stieltjes transform, where, with tˆ(n−1)K+k =
tˆ(n−1)K+k(n, k, zo) = 1, rˆ j = rˆ j(n, k, zo) and tˆ j = tˆ j(n, k, zo), j = 0, 1, . . . , (n−1)K+k−1, solve the linear inhomoge-
neous algebraic system of equations (1031) below, and the correspondingMPA error term is given by 221
Êµ˜(z) :=
R̂µ˜(z)
πn
k
(z)
−Fµ˜(z)=2πi (X(z))12(X(z))11 , (1005)
where (X(z))11 and (X(z))12 are the (1 1)- and (1 2)-elements, respectively, of the matrix representation (283); and
(2) for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, in the double-scaling limitN, n→∞ such that zo=1+o(1),
R˜µ˜(z)
πn
k
(z)
=
U˜µ˜(z)
V˜µ˜(z)
:=
∑(n−1)K+k−1
j=0 r˜ jz
j∑(n−1)K+k
j=0 t˜ jz
j
(1006)
is the MPA of type ((n−1)K+ k−1, (n−1)K+ k) for the Markov-Stieltjes transform, where r˜ j = r˜ j(n, k, zo) and
t˜ j = t˜ j(n, k, zo), j = 0, 1, . . . , (n−1)K+k−1, solve the linear inhomogeneous algebraic system of equations (1023)
below,
t˜(n−1)K+k = t˜(n−1)K+k(n, k, zo)= ν˜
f
s−1,κ∞
nkk˜s−1
(n, k) =
N,n→∞
zo=1+o(1)
(
t˜(n−1)K+k
)
0+
1
(n−1)K+k
(
t˜(n−1)K+k
)
1
+O
(
c˜t˜(n, k, zo)
((n−1)K+k)2
)
, (1007)
where
(t˜(n−1)K+k)0 =E−1K˜11
θ˜(u˜+(∞)− 12π ((n−1)K+k)Ω˜+ d˜)
θ˜(u˜+(∞)+ d˜)
eΞ˜
♯
0(αps−1 )(−1)
∑
j∈∆ˆ f (k) κnkk˜ j , (1008)
(t˜(n−1)K+k)1 =
θ˜(u˜+(∞)− 12π ((n−1)K+k)Ω˜+ d˜)
θ˜(u˜+(∞)+ d˜)
(
E−1K˜11
(
R˜A˜
♯
0
0,∆(αps−1)
)
11
+EK˜21
(
R˜A˜
♯
0
0,∆(αps−1)
)
12
)
× eΞ˜♯0(αps−1 )(−1)
∑
j∈∆ˆ f (k) κnkk˜ j , (1009)
with E defined by Equation (662), K˜ defined by Equations (168) and (170), Ξ˜♯0(αps−1 ) defined by Equation (975),
∆ˆ f (k) := { j∈{1, 2, . . . , s−2}; αp j >αk}, and
R˜A˜
♯
0
0,∆(αps−1) :=
N+1∑
j=1
 (α˜0(b˜ j−1))−2
b˜ j−1−αk
(
α˜0(b˜ j−1)B˜(b˜ j−1)−α˜1(b˜ j−1)A˜(b˜ j−1)
)
− (α˜0(b˜ j−1))
−1
(b˜ j−1−αk)2
A˜(b˜ j−1)
+
(α˜0(a˜ j))−2
a˜ j−αk
(
α˜0(a˜ j)B˜(a˜ j)−α˜1(a˜ j)A˜(a˜ j)
)
− (α˜0(a˜ j))
−1
(a˜ j−αk)2
A˜(a˜ j)
)
, (1010)
where A˜(b˜ j−1), A˜(a˜ j), B˜(b˜ j−1), B˜(a˜ j), α˜0(b˜ j−1), α˜0(a˜ j), α˜1(b˜ j−1), and α˜1(a˜ j), j ∈ {1, 2, . . . ,N+1}, are defined in
item (2) of Proposition 5.1, and c˜t˜(n, k, zo)=N,n→∞
zo=1+o(1)
O(1), and the correspondingMPA error term is given by 222
E˜µ˜(z) :=
R˜µ˜(z)
πn
k
(z)
−Fµ˜(z)=2πi (X(z))12(X(z))11 , (1011)
where (X(z))11 and (X(z))12 are the (1 1)- and (1 2)-elements, respectively, of the matrix representation (284).
Proof. The proof of this Lemma 5.7 consists of two cases: (i) n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞;
and (ii) n ∈N and k ∈ {1, 2, . . . ,K} such that αps := αk ,∞. Notwithstanding the fact that the scheme of the proof
is, mutatis mutandis, similar for both cases, without loss of generality, only the proof for case (ii) is presented in
detail, whilst case (i) is proved analogously.
(1) For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk , ∞, define the associated R-function as in Equa-
tion (1003): via the representation of the monic MPC ORF given in the corresponding item of Remark 2.2,223 the
fact that µ˜ ∈M1(R), the identity ym1 −ym2 = (y1−y2)(ym−11 +ym−21 y2+ · · ·+y1ym−22 +ym−12 ), and the moment integrals
221This is Equations (21) and (22) transformed according to (cf. Remark 1.3.6) dµ→dµ˜.
222This is Equations (40) and (41) transformed according to (cf. Remark 1.3.6) dµ→dµ˜.
223Recall that ν˜ fs,κnk (n, k)=1.
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c
(q)
j
(αpq) :=−
∫
R
(ξ−αpq )−(1+ j) dµ˜(ξ), ( j, q) ∈N0 × {1, . . . , s−2, s}, and c(∞)i :=
∫
R
ξi−1 dµ˜(ξ), i ∈N, with c(∞)1 = 1, one
shows that
∫
R
(
πn
k
(ξ)−πn
k
(z)
ξ−z
)
dµ˜(ξ) =
s−2∑
q=1
κnkk˜q∑
m=1
m∑
j=1
ν˜
f
q,m(n, k)c
(q)
m− j(αpq)
(z−αpq) j
+
κ∞
nkk˜s−1∑
m=1
m−1∑
j=0
ν˜
f
s−1,m(n, k)c
(∞)
m− jz
j
+
κnk∑
m=1
m∑
j=1
ν˜
f
s,m(n, k)c
(s)
m− j(αk)
(z−αk) j ,
whence, via Equation (23), one arrives at (the improper fraction)
R˜µ˜(z)=
U˜µ˜(z)∏s−2
q=1(z−αpq)κnkk˜q (z−αk)κnk
:=
∑(n−1)K+k−1
j=0 r˜ jz
j∏s−2
q=1(z−αpq)κnkk˜q (z−αk)κnk
, (1012)
where r˜ j = r˜ j(n, k, zo), j = 0, 1, . . . , (n−1)K+k−1.224 For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk ,∞, a
calculation based on Equation (23), and the representation of the monic MPC ORF given in the corresponding
item of Remark 2.2, shows that πn
k
(z) can be presented as (the improper fraction)
πnk(z)=
V˜µ˜(z)∏s−2
q=1(z−αpq)κnkk˜q (z−αk)κnk
:=
∑(n−1)K+k
j=0 t˜ jz
j∏s−2
q=1(z−αpq)κnkk˜q (z−αk)κnk
, (1013)
where t˜ j = t˜ j(n, k, zo), j = 0, 1, . . . , (n−1)K+ k, with t˜(n−1)K+k = ν˜ fs−1,κ∞
nkk˜s−1
(n, k). For n ∈ N and k ∈ {1, 2, . . . ,K}
such that αps := αk , ∞, the z→ αps−1 = ∞ asymptotic analysis of Equation (1013) shows that πnk(z) =z→αps−1=∞
t˜(n−1)K+kz
κ∞
nkk˜s−1 (1+O(z−1)), whence, via the (1 1)-element of the matrix representation (284), (X(z))11z−(κ
∞
nkk˜s−1
+1)
=z→αps−1=∞ t˜(n−1)K+k(1+O(z−1)); hence, from the relevant (1 1)-element of the asymptotics (974), one shows that,
in the double-scaling limit N, n→∞ such that zo = 1+o(1), t˜(n−1)K+k has the asymptotics (1007). For n ∈ N and
k ∈ {1, 2, . . . ,K} such that αps := αk , ∞, a straightforward calculation based on Equations (1012) and (1013)
(see, also, [44, 45]) shows that the proper fraction given by Equation (1006) is the corresponding MPA of type
((n−1)K+k−1, (n−1)K+k) for the Markov-Stieltjes transform defined by Equation (1001), in the sense that the
interpolation conditions (cf. Subsection 1.2.2, Equations (37)–(39))
U˜µ˜(z)
V˜µ˜(z)
−
2κnkk˜q−1∑
j=0
c
(q)
j
(αpq)(z−αpq) j =
z→αpq
O
(
c˜
(q)
µ˜ (n, k, zo)(z−αpq)2κnkk˜q
)
, q=1, 2, . . . , s−2, (1014)
U˜µ˜(z)
V˜µ˜(z)
−
2κnk−1∑
j=0
c
(s)
j
(αk)(z−αk) j =
z→αk
O
(
c˜
(s)
µ˜ (n, k, zo)(z−αk)2κnk
)
, (1015)
U˜µ˜(z)
V˜µ˜(z)
−
2κ∞
nkk˜s−1∑
j=1
c
(∞)
j
z− j =
z→αps−1=∞
O
(
c˜
(s−1)
µ˜ (n, k, zo)z
−(2κ∞
nkk˜s−1
+1)
)
, (1016)
where c˜(q)µ˜ (n, k, zo) =N,n→∞
zo=1+o(1)
O(1), q ∈ {1, 2, . . . , s}, are satisfied. Note that Equations (1014), (1015), and (1016),
respectively, give rise to 2
∑s−2
q=1 κnkk˜q , 2κnk, and 2κ
∞
nkk˜s−1
interpolation conditions, for a combined total of (cf. Equa-
tion (23)) 2((n−1)K+k) conditions, which is precisely the number necessary in order to determine—uniquely—the
2((n−1)K+k) coefficients r˜0, r˜1, . . . , r˜(n−1)K+k−1, t˜0, t˜1, . . . , t˜(n−1)K+k−1 (recall that, in the double-scaling limitN, n→∞
such that zo=1+o(1), t˜(n−1)K+k is given by Equation (1007)). Substituting the expressions for the polynomials U˜µ˜(z)
and V˜µ˜(z) defined by Equations (1012) and (1013), respectively, into the interpolation condition (1016), one shows
that, in the double-scaling limit N, n→∞ such that zo = 1+o(1), upon equating coefficients of like powers of z− j,
j=1, 2, . . . , 2κ∞
nkk˜s−1
:
r˜(n−1)K+k−1
t˜(n−1)K+k
=c
(∞)
1 =1, (1017)
r˜(n−1)K+k−1
t˜(n−1)K+k
(
r˜(n−1)K+k−2
r˜(n−1)K+k−1
− t˜(n−1)K+k−1
t˜(n−1)K+k
)
=c
(∞)
2 , (1018)
224The z→αps−1 =∞ asymptotic analysis of Equation (1012) shows that r˜(n−1)K+k−1= ν˜ fs−1,κ∞
nkk˜s−1
(n, k).
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r˜(n−1)K+k−1
t˜(n−1)K+k
˜̟∗µ˜(m−1)=c(∞)m , m=3, 4, . . . , 2κ∞nkk˜s−1 , (1019)
where, for m=2, 3, . . . , 2κ∞
nkk˜s−1
−1,
˜̟∗µ˜(m) := ∑
j1, j2=1,2,...,2κ∞
nkk˜s−1
−1
j1+ j2=m
r˜(n−1)K+k−1− j1
r˜(n−1)K+k−1
j2∑
m′=1
(−1)m′C˜∗µ˜(m′, j2)+
m∑
j=1
(−1) jC˜∗µ˜( j,m)+
r˜(n−1)K+k−1−m
r˜(n−1)K+k−1
,
with
C˜∗µ˜( j,m)=
∑
i1 ,i2,...,i j=1,2,...,2κ∞
nkk˜s−1
−( j−1)
i1+i2+···+i j=m
j∏
l=1
t˜(n−1)K+k−il
t˜(n−1)K+k
;
e.g., for m=2,
C˜∗µ˜(1, 1)=
∑
i1=1,2,...,2κ∞
nkk˜s−1
i1=1
t˜(n−1)K+k−i1
t˜(n−1)K+k
=
t˜(n−1)K+k−1
t˜(n−1)K+k
, C˜∗µ˜(1, 2)=
∑
i1=1,2,...,2κ∞
nkk˜s−1
i1=2
t˜(n−1)K+k−i1
t˜(n−1)K+k
=
t˜(n−1)K+k−2
t˜(n−1)K+k
,
C˜∗µ˜(2, 2)=
∑
i1,i2=1,2,...,2κ∞
nkk˜s−1
−1
i1+i2=2
t˜(n−1)K+k−i1
t˜(n−1)K+k
t˜(n−1)K+k−i2
t˜(n−1)K+k
=
(
t˜(n−1)K+k−1
t˜(n−1)K+k
)2
,
in which case
˜̟∗µ˜(2) = − r˜(n−1)K+k−2r˜(n−1)K+k−1 C˜∗µ˜(1, 1)−C˜∗µ˜(1, 2)+C˜∗µ˜(2, 2)+ r˜(n−1)K+k−3r˜(n−1)K+k−1
= − r˜(n−1)K+k−2
r˜(n−1)K+k−1
t˜(n−1)K+k−1
t˜(n−1)K+k
− t˜(n−1)K+k−2
t˜(n−1)K+k
+
(
t˜(n−1)K+k−1
t˜(n−1)K+k
)2
+
r˜(n−1)K+k−3
r˜(n−1)K+k−1
,
for m=3, with C˜∗µ˜(1, 1), C˜
∗
µ˜(1, 2), and C˜
∗
µ˜(2, 2) given above,
C˜∗µ˜(1, 3)=
∑
i1=1,2,...,2κ∞
nkk˜s−1
i1=3
t˜(n−1)K+k−i1
t˜(n−1)K+k
=
t˜(n−1)K+k−3
t˜(n−1)K+k
,
C˜∗µ˜(2, 3)=
∑
i1,i2=1,2,...,2κ∞
nkk˜s−1
−1
i1+i2=3
t˜(n−1)K+k−i1
t˜(n−1)K+k
t˜(n−1)K+k−i2
t˜(n−1)K+k
=2
t˜(n−1)K+k−1
t˜(n−1)K+k
t˜(n−1)K+k−2
t˜(n−1)K+k
,
C˜∗µ˜(3, 3)=
∑
i1,i2 ,i3=1,2,...,2κ∞
nkk˜s−1
−2
i1+i2+i3=3
t˜(n−1)K+k−i1
t˜(n−1)K+k
t˜(n−1)K+k−i2
t˜(n−1)K+k
t˜(n−1)K+k−i3
t˜(n−1)K+k
=
(
t˜(n−1)K+k−1
t˜(n−1)K+k
)3
,
in which case,
˜̟∗µ˜(3) = r˜(n−1)K+k−2r˜(n−1)K+k−1 (C˜∗µ˜(2, 2)−C˜∗µ˜(1, 2))− r˜(n−1)K+k−3r˜(n−1)K+k−1 C˜∗µ˜(1, 1)−C˜∗µ˜(1, 3)+C˜∗µ˜(2, 3)−C˜∗µ˜(3, 3)+ r˜(n−1)K+k−4r˜(n−1)K+k−1
=
r˜(n−1)K+k−2
r˜(n−1)K+k−1
( t˜(n−1)K+k−1t˜(n−1)K+k
)2
− t˜(n−1)K+k−2
t˜(n−1)K+k
− r˜(n−1)K+k−3r˜(n−1)K+k−1 t˜(n−1)K+k−1t˜(n−1)K+k − t˜(n−1)K+k−3t˜(n−1)K+k
+ 2
t˜(n−1)K+k−1
t˜(n−1)K+k
t˜(n−1)K+k−2
t˜(n−1)K+k
−
(
t˜(n−1)K+k−1
t˜(n−1)K+k
)3
+
r˜(n−1)K+k−4
r˜(n−1)K+k−1
,
etc. Despite the non-linear appearance of Equations (1017)–(1019), the incredulous fact is that, for n ∈ N and
k ∈ {1, 2, . . . ,K} such that αps := αk , ∞, via tedious algebraic and concomitant factorisation, re-arrangement,
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recursion, and induction arguments, one shows that they are linearised to 225
r˜(n−1)K+k− j−
j−1∑
m=1
c
(∞)
j−m t˜(n−1)K+k−m=c
(∞)
j
t˜(n−1)K+k , j=1, 2, . . . , 2κ∞nkk˜s−1 . (1020)
Substituting the expressions for the polynomials U˜µ˜(z) and V˜µ˜(z) defined by Equations (1012) and (1013), respec-
tively, into the interpolation conditions (1014) and (1015), and taking note of the differential identity ∂
∂αpq
c
(q)
j
(αpq )=
(1+ j)c(q)
j+1(αpq ), ( j, q)∈N0 × {1, . . . , s−2, s}, one shows that, for n∈N and k∈ {1, 2, . . . ,K} such that αps :=αk ,∞,
in the double-scaling limit N, n→∞ such that zo =1+o(1), upon equating coefficients of like powers of (z−αpq)i1
and (z−αk)i2 , q=1, 2, . . . , s−2, i1=0, 1, . . . , 2κnkk˜q−1, and i2=0, 1, . . . , 2κnk−1,226(
∂
∂αpq
)m1 (n−1)K+k−1∑
j=0
r˜ j(αpq )
j−c(q)0 (αpq)
(n−1)K+k∑
j=0
t˜ j(αpq)
j
=0, m1=0, 1, . . . , 2κnkk˜q−1, q=1, 2, . . . , s−2,
(1021)(
∂
∂αk
)m2 (n−1)K+k−1∑
j=0
r˜ j(αk)
j−c(s)0 (αk)
(n−1)K+k∑
j=0
t˜ j(αk)
j
=0, m2=0, 1, . . . , 2κnk−1. (1022)
For n∈N and k ∈ {1, 2, . . . ,K} such that αps :=αk ,∞, in the double-scaling limit N, n→∞ such that zo =1+o(1),
Equations (1020)–(1022) constitute the system of 2((n−1)K+k) linear inhomogeneous algebraic equations for the
2((n−1)K+k) coefficients r˜0, r˜1, . . . , r˜(n−1)K+k−1, t˜0, t˜1, . . . , t˜(n−1)K+k−1, which can be written in the following ordered
block-matrix form: 
W˜∗L(1) W˜
∗
R(1)
W˜∗L(2) W˜
∗
R(2)
...
...
W˜∗L(s−2) W˜∗R(s−2)
W˜∗L(s−1) W˜∗R(s−1)
W˜∗L(s) W˜
∗
R(s)


r˜0
r˜1
...
...
...
r˜(n−1)K+k−2
r˜(n−1)K+k−1
t˜0
t˜1
...
...
...
t˜(n−1)K+k−2
t˜(n−1)K+k−1

=

¶˜∗(1)
¶˜∗(2)
...
...
...
...
...
...
...
¶˜∗(s−2)
¶˜∗(s−1)
¶˜∗(s)

, (1023)
where, for q∈{1, 2, . . . , s−2}, q= s−1, and q= s, the corresponding 2κnkk˜q × ((n−1)K+k), 2κ∞nkk˜s−1 × ((n−1)K+k),
and 2κnk × ((n−1)K+k) non-degenerate sub-block matrices W˜∗L(q) and W˜∗R(q), W˜∗L(s−1) and W˜∗R(s−1), and W˜∗L(s)
and W˜∗R(s), respectively, are given by(
W˜∗L(q)
)
i j
:=
q=1,2,...,s−2
(
∂
∂αpq
)i−1
α
j−1
pq , i=1, . . . , 2κnkk˜q , j=1, . . . , (n−1)K+k,
(
W˜∗R(q)
)
i j
:=
q=1,2,...,s−2
−
(
∂
∂αpq
)i−1  c(q)0 (αpq)
α
(n−1)K+k− j+1
pq
 , i=1, . . . , 2κnkk˜q , j= (n−1)K+k+1, . . . , 2((n−1)K+k),
225Note the convention
∑0
m=1 ∗ :=0.
226In Equations (1021) and (1022), r˜ j , t˜ j , j=0, 1, . . . , (n−1)K+k−1, and t˜(n−1)K+k are not differentiated; note, also, the conventions ( ∂∂αpq )
0 :=0
and, for m∈N, ( ∂∂αpq )
m := ∂∂αpq
∂
∂αpq
· · · ∂∂αpq︸                 ︷︷                 ︸
m
.
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(
W˜∗L(s−1)
)
i j
:= δi (n−1)K+k− j+1, i=1, . . . , 2κ∞nkk˜s−1 , j=1, . . . , (n−1)K+k,(
W˜∗R(s−1)
)
i j
:=
0, i=1, j= (n−1)K+k+1, . . . , 2((n−1)K+k),−c(∞)
i+ j−2((n−1)K+k)−1, i=2, . . . , 2κ
∞
nkk˜s−1
, j=2((n−1)K+k)−i+2, . . . , 2((n−1)K+k),(
W˜∗L(s)
)
i j
:=
(
∂
∂αk
)i−1
α
j−1
k
, i=1, . . . , 2κnk, j=1, . . . , (n−1)K+k,
(
W˜∗R(s)
)
i j
:= −
(
∂
∂αk
)i−1  c(s)0 (αk)
α
(n−1)K+k− j+1
k
 , i=1, . . . , 2κnk, j= (n−1)K+k+1, . . . , 2((n−1)K+k),
and, for q∈{1, 2, . . . , s−2}, q=s−1, and q=s, the corresponding 2κnkk˜q × 1, 2κ∞nkk˜s−1 × 1, and 2κnk × 1 column tuples
¶˜∗(q), ¶˜∗(s−1), and ¶˜∗(s), respectively, are given by(˜
¶∗(q)
)
i
:=
q=1,2,...,s−2
(i−1)!α(n−1)K+kpq c
(q)
i−1(αpq)t˜(n−1)K+k, i=1, 2, . . . , 2κnkk˜q ,(˜
¶∗(s−1)
)
i
:= c(∞)
i
t˜(n−1)K+k, i=1, 2, . . . , 2κ∞nkk˜s−1 ,(˜
¶∗(s)
)
i
:= (i−1)!α(n−1)K+k
k
c
(s)
i−1(αk)t˜(n−1)K+k, i=1, 2, . . . , 2κnk.
For n∈N and k ∈ {1, 2, . . . ,K} such that αps :=αk ,∞, via the definition of the Markov-Stieltjes transform and the
associated R-function given by Equations (1001) and (1003), respectively, one proceeds as follows:
Fµ˜(z)=
∫
R
(z−ξ)−1 dµ˜(ξ) ⇒ Fµ˜(z)πnk(z)=
∫
R
(
πn
k
(ξ)−πn
k
(z)
ξ−z
)
dµ˜(ξ)︸                        ︷︷                        ︸
= R˜µ˜(z)
+
∫
R
πn
k
(ξ)
z−ξ dµ˜(ξ) ⇒
Fµ˜(z)=
R˜µ˜(z)
πn
k
(z)
+
1
(z−αk)πnk(z)
(
(z−αk)
∫
R
((ξ−αk)πnk(ξ))
(ξ−αk)(z−ξ) dµ˜(ξ)
)
; (1024)
hence, via the (1 1)- and (1 2)-elements, respectively, of the matrix representation (284), and the definition of the
correspondingMPA error term E˜µ˜(z) := (πnk(z))
−1R˜µ˜(z)−Fµ˜(z),227 one arrives at Equation (1011).
(2) The proof of this case, that is, n ∈N and k ∈ {1, 2, . . . ,K} such that αps := αk =∞, is virtually identical to
the proof of (1) above; one mimics, verbatim, the scheme of the calculations presented in (1) above in order to
arrive at the corresponding claims stated in item (1) of the lemma; in order to do so, however, the analogues of
Equations (1012)–(1016) and (1020)–(1024) are necessary, which, in the present case, read:
R̂µ˜(z)=
Ûµ˜(z)∏s−1
q=1(z−αpq)κnkk˜q
:=
∑(n−1)K+k−1
j=0 rˆ jz
j∏s−1
q=1(z−αpq)κnkk˜q
, (1025)
πnk(z)=
V̂µ˜(z)∏s−1
q=1(z−αpq)κnkk˜q
:=
∑(n−1)K+k
j=0 tˆ jz
j∏s−1
q=1(z−αpq)κnkk˜q
, (1026)
Ûµ˜(z)
V̂µ˜(z)
−
2κnkk˜q−1∑
j=0
c
(q)
j
(αpq)(z−αpq) j =
z→αpq
O
(
cˆ
(q)
µ˜ (n, k, zo)(z−αpq)2κnkk˜q
)
, q=1, 2, . . . , s−1, (1027)
Ûµ˜(z)
V̂µ˜(z)
−
2κnk∑
j=1
c
(∞)
j
z− j =
z→αk
O
(
cˆ
(s)
µ˜ (n, k, zo)z
−(2κnk+1)
)
, (1028)
where c(q)
j
(αpq ) :=−
∫
R
(ξ−αpq )−(1+ j) dµ˜(ξ), ( j, q)∈N0 × {1, 2, . . . , s−1}, and c(∞)i :=
∫
R
ξi−1 dµ˜(ξ), i∈N, with c(∞)1 =1,
and cˆ(m)µ˜ (n, k, zo)=N,n→∞
zo=1+o(1)
O(1), m ∈ {1, 2, . . . , s}, rˆ j = rˆ j(n, k, zo) and tˆ j = tˆ j(n, k, zo), j= 0, 1, . . . , (n−1)K+k−1, with
tˆ(n−1)K+k= tˆ(n−1)K+k(n, k, zo)=1, solve the system of 2((n−1)K+k) linear inhomogeneous algebraic equations 228
rˆ(n−1)K+k− j−
j−1∑
m=1
c
(∞)
j−m tˆ(n−1)K+k−m=c
(∞)
j
, j=1, 2, . . . , 2κnk, (1029)
227In this context, ‘error term’ refers to the fact that, for n ∈ N and k ∈ {1, 2, . . . , K} such that αps := αk , ∞, in the double-scaling limit
N, n→ ∞ such that zo = 1+o(1), E˜µ˜(z) =z→αpq O(c˜
(q)
µ˜ (n, k, zo)(z−αpq )
2κnkk˜q ), q = 1, 2, . . . , s−2, E˜µ˜(z) =z→αk O(c˜(s)µ˜ (n, k, zo)(z−αk)2κnk ), and
E˜µ˜(z)=z→αps−1=∞ O
(
c˜
(s−1)
µ˜ (n, k, zo)z
−(2κ∞
nkk˜s−1
+1)
)
, where c˜(q)µ˜ (n, k, zo)=N,n→∞
zo=1+o(1)
O(1), q∈{1, 2, . . . , s}.
228In Equation (1030), rˆ j, tˆ j , j=0, 1, . . . , (n−1)K+k−1, and tˆ(n−1)K+k=1 are not differentiated.
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(
∂
∂αpq
)m (n−1)K+k−1∑
j=0
rˆ j(αpq)
j−c(q)0 (αpq)
(n−1)K+k∑
j=0
tˆ j(αpq )
j
=0, m=0, 1, . . . , 2κnkk˜q−1, q=1, 2, . . . , s−1, (1030)
which can be presented, equivalently, as the ordered block-matrix form
Ŵ∗L(1) Ŵ
∗
R(1)
Ŵ∗L(2) Ŵ
∗
R(2)
...
...
Ŵ∗L(s−1) Ŵ∗R(s−1)
Ŵ∗L(s) Ŵ
∗
R(s)


rˆ0
rˆ1
...
...
rˆ(n−1)K+k−2
rˆ(n−1)K+k−1
tˆ0
tˆ1
...
...
tˆ(n−1)K+k−2
tˆ(n−1)K+k−1

=

¶̂∗(1)
¶̂∗(2)
...
...
...
...
...
...
¶̂∗(s−1)
¶̂∗(s)

, (1031)
where, for q∈{1, 2, . . . , s−1} and q=s, the corresponding 2κnkk˜q×((n−1)K+k) and 2κnk×((n−1)K+k) non-degenerate
sub-block matrices Ŵ∗L(q) and Ŵ
∗
R(q), and Ŵ
∗
L(s) and Ŵ
∗
R(s), respectively, are given by(
Ŵ∗L(q)
)
i j
:=
q=1,2,...,s−1
(
∂
∂αpq
)i−1
α
j−1
pq , i=1, . . . , 2κnkk˜q , j=1, . . . , (n−1)K+k,
(
Ŵ∗R(q)
)
i j
:=
q=1,2,...,s−1
−
(
∂
∂αpq
)i−1  c(q)0 (αpq)
α
(n−1)K+k− j+1
pq
 , i=1, . . . , 2κnkk˜q , j= (n−1)K+k+1, . . . , 2((n−1)K+k),(
Ŵ∗L(s)
)
i j
:= δi (n−1)K+k− j+1, i=1, . . . , 2κnk, j=1, . . . , (n−1)K+k,(
Ŵ∗R(s)
)
i j
:=
0, i=1, j= (n−1)K+k+1, . . . , 2((n−1)K+k),−c(∞)
i+ j−2((n−1)K+k)−1, i=2, . . . , 2κnk, j=2((n−1)K+k)−i+2, . . . , 2((n−1)K+k),
and, for q ∈ {1, 2, . . . , s−1} and q = s, the corresponding 2κnkk˜q × 1 and 2κnk × 1 column tuples ¶̂∗(q) and ¶̂∗(s),
respectively, are given by(̂
¶∗(q)
)
i
:=
q=1,2,...,s−1
(i−1)!α(n−1)K+kpq c
(q)
i−1(αpq), i=1, 2, . . . , 2κnkk˜q ,(̂
¶∗(s)
)
i
:= c(∞)
i
, i=1, 2, . . . , 2κnk,
and
Fµ˜(z)=
R̂µ˜(z)
πn
k
(z)
+
1
πn
k
(z)
∫
R
πn
k
(ξ)
z−ξ dµ˜(ξ), (1032)
hence, via the (1 1)- and (1 2)-elements, respectively, of the matrix representation (283), and the definition of the
correspondingMPA error term Êµ˜(z) := (πnk(z))
−1R̂µ˜(z)−Fµ˜(z),229 one arrives at Equation (1005). 
All the necessary ingredients are now available in order to state the final results of this monograph, namely,
for n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk =∞ or αps := αk ,∞, asymptotics, in the double-scaling limit
N, n → ∞ such that zo = 1+o(1), for the monic MPC ORF, πnk(z), z ∈ C, the corresponding MPA error terms,
Êµ˜(z) (for αps := αk = ∞) and E˜µ˜(z) (for αps := αk , ∞), z ∈ C, the associated norming constants, µrn,κnk (n, k),
r ∈ {∞, f }, and the MPC ORF, φn
k
(z), z ∈ C. In order to derive the above-mentioned asymptotics for the monic
MPC ORF, πn
k
(z), however, one must re-trace the sequence of RHP transformations (all of which are invertible)
229In this context, ‘error term’ refers to the fact that, for n ∈ N and k ∈ {1, 2, . . . , K} such that αps := αk = ∞, in the double-scaling limit
N, n→∞ such that zo =1+o(1), Êµ˜(z)=z→αpq O(cˆ
(q)
µ˜ (n, k, zo)(z−αpq )
2κnkk˜q ), q=1, 2, . . . , s−1, and Êµ˜(z)=z→αk O(cˆ(s)µ˜ (n, k, zo)z−(2κnk+1)), where
cˆ
(q)
µ˜ (n, k, zo)=N,n→∞
zo=1+o(1)
O(1), q∈{1, 2, . . . , s}.
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stated in Lemmata 3.4, 4.1, 4.2, and 4.5–4.10, and Proposition 5.3, for the solution of the monic MPC ORF
RHP (X(z), υ(z),R) stated in Lemma RHPMPC: (1) for n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk =∞, and
j=1, 2, . . . ,N+1,
X(z)=

e
nℓˆ
2 ad(σ3)Rˆ(z)m˜∞Mˆ(z)en(g∞(z)−P˜0)σ3 , z∈Υˆ1,
−ie nℓˆ2 ad(σ3)Rˆ(z)m˜∞Mˆ(z)σ2en(g∞(z)−P˜0)σ3 , z∈Υˆ2,
e
nℓˆ
2 ad(σ3)Rˆ(z)m˜∞Mˆ(z)
(
I+e−2πi((n−1)K+k)
∫ aˆN+1
z
ψ∞
V˜
(ξ) dξσ−
)
en(g
∞(z)−P˜0)σ3 , z∈Υˆ3,
−ie nℓˆ2 ad(σ3)Rˆ(z)m˜∞Mˆ(z)σ2
(
I−e2πi((n−1)K+k)
∫ aˆN+1
z
ψ∞
V˜
(ξ) dξσ−
)
en(g
∞(z)−P˜0)σ3 , z∈Υˆ4,
e
nℓˆ
2 ad(σ3)Rˆ(z)Xˆbˆ(z)en(g∞(z)−P˜0)σ3 , z∈Ωˆ1
bˆ j−1
,
e
nℓˆ
2 ad(σ3)Rˆ(z)Xˆaˆ(z)en(g∞(z)−P˜0)σ3 , z∈Ωˆ1
aˆ j
,
e
nℓˆ
2 ad(σ3)Rˆ(z)Xˆbˆ(z)
(
I+e−2πi((n−1)K+k)
∫ aˆN+1
z
ψ∞
V˜
(ξ) dξσ−
)
en(g
∞(z)−P˜0)σ3 , z∈Ωˆ2
bˆ j−1
,
e
nℓˆ
2 ad(σ3)Rˆ(z)Xˆaˆ(z)
(
I+e−2πi((n−1)K+k)
∫ aˆN+1
z
ψ∞
V˜
(ξ) dξσ−
)
en(g
∞(z)−P˜0)σ3 , z∈Ωˆ2
aˆ j
,
e
nℓˆ
2 ad(σ3)Rˆ(z)Xˆbˆ(z)
(
I−e2πi((n−1)K+k)
∫ aˆN+1
z
ψ∞
V˜
(ξ) dξ
σ−
)
en(g
∞(z)−P˜0)σ3 , z∈Ωˆ3
bˆ j−1
,
e
nℓˆ
2 ad(σ3)Rˆ(z)Xˆaˆ(z)
(
I−e2πi((n−1)K+k)
∫ aˆN+1
z
ψ∞
V˜
(ξ) dξ
σ−
)
en(g
∞(z)−P˜0)σ3 , z∈Ωˆ3
aˆ j
,
e
nℓˆ
2 ad(σ3)Rˆ(z)Xˆbˆ(z)en(g∞(z)−P˜0)σ3 , z∈Ωˆ4
bˆ j−1
,
e
nℓˆ
2 ad(σ3)Rˆ(z)Xˆaˆ(z)en(g∞(z)−P˜0)σ3 , z∈Ωˆ4
aˆ j
;
(1033)
and (2) for n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, and j=1, 2, . . . ,N+1,
X(z)=

e
nℓ˜
2 ad(σ3)R˜(z)K˜ M˜(z)Eσ3en(g f (z)−Pˆ+0 )σ3 , z∈Υ˜1,
−ie nℓ˜2 ad(σ3)R˜(z)K˜ M˜(z)σ2E−σ3en(g f (z)−Pˆ−0 )σ3 , z∈Υ˜2,
e
nℓ˜
2 ad(σ3)R˜(z)K˜ M˜(z)
(
I+e−2πi((n−1)K+k)
∫ a˜N+1
z
ψ
f
V˜
(ξ) dξ
σ−
)
Eσ3en(g
f (z)−Pˆ+0 )σ3 , z∈Υ˜3,
−ie nℓ˜2 ad(σ3)R˜(z)K˜ M˜(z)σ2
(
I−e2πi((n−1)K+k)
∫ a˜N+1
z
ψ
f
V˜
(ξ) dξ
σ−
)
E−σ3en(g
f (z)−Pˆ−0 )σ3 , z∈Υ˜4,
e
nℓ˜
2 ad(σ3)R˜(z)X˜b˜(z)Eσ3en(g f (z)−Pˆ+0 )σ3 , z∈Ω˜1
b˜ j−1
,
e
nℓ˜
2 ad(σ3)R˜(z)X˜a˜(z)Eσ3en(g f (z)−Pˆ+0 )σ3 , z∈Ω˜1a˜ j ,
e
nℓ˜
2 ad(σ3)R˜(z)X˜b˜(z)
(
I+e−2πi((n−1)K+k)
∫ a˜N+1
z
ψ
f
V˜
(ξ) dξ
σ−
)
Eσ3en(g
f (z)−Pˆ+0 )σ3 , z∈Ω˜2
b˜ j−1
,
e
nℓ˜
2 ad(σ3)R˜(z)X˜a˜(z)
(
I+e−2πi((n−1)K+k)
∫ a˜N+1
z
ψ
f
V˜
(ξ) dξ
σ−
)
Eσ3en(g
f (z)−Pˆ+0 )σ3 , z∈Ω˜2a˜ j ,
e
nℓ˜
2 ad(σ3)R˜(z)X˜b˜(z)
(
I−e2πi((n−1)K+k)
∫ a˜N+1
z
ψ
f
V˜
(ξ) dξ
σ−
)
E−σ3en(g
f (z)−Pˆ−0 )σ3 , z∈Ω˜3
b˜ j−1
,
e
nℓ˜
2 ad(σ3)R˜(z)X˜a˜(z)
(
I−e2πi((n−1)K+k)
∫ a˜N+1
z
ψ
f
V˜
(ξ) dξ
σ−
)
E−σ3en(g
f (z)−Pˆ−0 )σ3 , z∈Ω˜3
a˜ j
,
e
nℓ˜
2 ad(σ3)R˜(z)X˜b˜(z)E−σ3en(g f (z)−Pˆ−0 )σ3 , z∈Ω˜4
b˜ j−1
,
e
nℓ˜
2 ad(σ3)R˜(z)X˜a˜(z)E−σ3en(g f (z)−Pˆ−0 )σ3 , z∈Ω˜4a˜ j .
(1034)
For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk = ∞ (resp., αps := αk , ∞), via a matrix-multiplication
argument and collecting (1 1)- and (1 2)-elements, respectively, in Equation (1033) (resp., Equation (1034)), one
arrives at the asymptotic, in the double-scaling limit N, n→∞ such that zo = 1+o(1), results for the monic MPC
ORF, πn
k
(z) = (X(z))11, and
∫
R
πn
k
(ξ)e−nV˜ (ξ)
ξ−z
dξ
2πi = (X(z))12 (resp., πnk(z) = (z−αk)−1(X(z))11, and
∫
R
((ξ−αk)πnk (ξ))e−nV˜ (ξ)
(ξ−αk)(ξ−z)
dξ
2πi =
(z−αk)−1(X(z))12), in the entire complex plane, stated in Theorem 1.3.1 (resp., 1.3.4); furthermore, for n ∈N and
k ∈ {1, 2, . . . ,K} such that αps := αk =∞ (resp., αps := αk ,∞), via Equation (1005) (resp., (1011)), one arrives at
the asymptotic, in the double-scaling limit N, n→∞ such that zo=1+o(1), result for the correspondingMPA error
term Êµ˜(z) (resp., E˜µ˜(z)), in the entire complex plane, stated in Theorem 1.3.2 (resp., 1.3.5).
For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk = ∞ (resp., αps := αk , ∞), via Equation (997) (resp.,
(998)), one arrives at the asymptotic, in the double-scaling limit N, n→∞ such that zo = 1+o(1), result for the
associated norming constant, µ∞n,κnk (n, k) (resp., µ
f
n,κnk (n, k)) stated in Theorem 1.3.3 (resp., 1.3.6); moreover, via the
asymptotics for πn
k
(z) and µ∞n,κnk (n, k) (resp., π
n
k
(z) and µ fn,κnk (n, k)) stated in Theorems 1.3.1 and 1.3.3 (resp., 1.3.4
and 1.3.6) and the relation φn
k
(z)=µ∞n,κnk (n, k)π
n
k
(z) (resp., φn
k
(z)=µ fn,κnk (n, k)π
n
k
(z)), one arrives at the asymptotic, in
the double-scaling limit N, n→∞ such that zo = 1+o(1), results for the MPC ORF, φnk(z), in the entire complex
plane, stated in Theorem 1.3.3 (resp., 1.3.6).
Orthogonal Rational Functions: Characterisation, Multi-Point Pade´ Approximants, and Asymptotics 321
Appendix A: MPC ORF Moments
For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk =∞ (resp., αps := αk ,∞), explicit formulae for the various
moments of the associated equilibrium measure µ∞
V˜
(resp., µ f
V˜
), that is,
∫
R
ξm dµ∞
V˜
(ξ) and
∫
R
(ξ−αpq)−m dµ∞V˜ (ξ),
m ∈ N, q = 1, 2, . . . , s−1 (resp.,
∫
R
ξm dµ f
V˜
(ξ) and
∫
R
(ξ−αpq )−m dµ fV˜ (ξ), m ∈ N, q = 1, . . . , s−2, s), in terms of the
regular external field V˜ : R \ {α1, α2, . . . , αK } → R satisfying conditions (48)–(50), and the multi-valued function
(Rˆ(z))1/2 (resp., (R˜(z))1/2) defined by Equation (436) (resp., (442)), where {bˆ j−1, aˆ j}N+1j=1 (resp., {b˜ j−1, a˜ j}N+1j=1 ) satisfy,
in the double-scaling limit N, n → ∞ such that zo = 1+o(1), the locally solvable system of 2(N +1) moment
equations (433)–(435) (resp., (439)–(441)), can be derived. Without loss of generality, consider the case n ∈ N
and k ∈ {1, 2, . . . ,K} such that αps := αk , ∞, and calculate, say, the corresponding ‘first three’ moments of the
associated equilibrium measure, µ f
V˜
, that is,
∫
J f
ξr1ψ
f
V˜
(ξ) dξ and
∫
J f
(ξ−αpq)−r1ψ fV˜ (ξ) dξ, r1=1, 2, 3, q=1, . . . , s−2, s.
(Of course, the scheme of the calculations below generalises to the higher-order moments
∫
J f
ξr2+3ψ
f
V˜
(ξ) dξ and∫
J f
(ξ−αpq )−(r2+3)ψ fV˜ (ξ) dξ, r2 ∈ N, q = 1, . . . , s−2, s.) For n ∈ N and k ∈ {1, 2, . . . ,K} such that αps := αk , ∞,
recall the representations for F f (z) given in Equations (376) and (471). From these representations for F f (z),
one derives the following asymptotic expansions: (i) for ξ ∈ J f and z < J f such that |(z−αk)/(ξ−αk)| ≪ 1 (e.g.,
0 < |z−αk | ≪min{mini, j∈{1,...,s−2,s}{|αpi −αp j |}, infξ∈J f {|ξ−αk |},min j=1,2,...,N+1{||b˜ j−1− a˜ j|−αk |}}), via the expansions
1
(z−αk)−(ξ−αk ) =−
∑l
j=0
(z−αk) j
(ξ−αk) j+1 +
(z−αk)l+1
(ξ−αk)l+1(z−ξ) , l∈N0, and ln(1−)=−
∑∞
m=1 
m/m, ||≪1,
F f (z) =
z→αk
− 1
iπ
 (κnk−1)n(z−αk)+
3∑
j=0
− s−2∑
q=1
κnkk˜q
n(αpq−αk) j+1
+
(
(n−1)K+k
n
) ∫
J f
ψ
f
V˜
(ξ)
(ξ−αk) j+1 dξ
 (z−αk) j

+O
(
(z−αk)4
)
, (A.1)
and
F f (z) =
z→αk
− 1
iπ
(κnk−1)
n(z−αk)+
1
iπ
s−2∑
q=1
κnkk˜q
n(αpq−αk)
+(−1)n˜(αk)
N+1∏
j=1
|b˜ j−1−αk ||a˜ j−αk |

1/2
Q˜
♯
0
+
 1iπ
s−2∑
q=1
κnkk˜q
n(αpq−αk)2
+(−1)n˜(αk)
N+1∏
j=1
|b˜ j−1−αk ||a˜ j−αk |

1/2 (
Q˜
♯
1+α˜
♯
△Q˜
♯
0
) (z−αk)
+
 1iπ
s−2∑
q=1
κnkk˜q
n(αpq−αk)3
+(−1)n˜(αk)
N+1∏
j=1
|b˜ j−1−αk ||a˜ j−αk |

1/2 (
Q˜
♯
2+α˜
♯
△Q˜
♯
1+
(
β˜
♯
△+
1
2
(α˜♯△)
2
)
Q˜
♯
0
) (z−αk)2
+O
(
(z−αk)3
)
, (A.2)
where n˜(αk) is given in the corresponding item of Remark 3.13,
Q˜
♯
j
:=
∫
J f
(R˜(ξ))−1/2+
(ξ−αk) j+1
 2iπ
 (κnk−1)n(ξ−αk)+
s−2∑
q=1
κnkk˜q
n(ξ−αpq)
+ V˜ ′(ξ)iπ
 dξ2πi , j=0, 1, 2,
α˜
♯
△ :=−
1
2
N+1∑
j=1
 1
b˜ j−1−αk
+
1
a˜ j−αk
 , β˜♯△ :=−14
N+1∑
j=1
 1
(b˜ j−1−αk)2
+
1
(a˜ j−αk)2
 ;
and (ii) for ξ ∈ J f and z < J f such that |ξ/z| ≪ 1 (e.g., |z| ≫ max{maxi, j∈{1,...,s−2,s}{|αpi −αp j |},maxq=1,...,s−2,s{|αpq |},
max j=1,2,...,N+1{|b˜ j−1−a˜ j|}}), via the expansions 1ξ−z =−
∑l
j=0
ξ j
z j+1
+
ξl+1
zl+1(ξ−z) , l∈N0, and ln(1−)=−
∑∞
m=1 
m/m, ||≪1,
and the associated 2(N+1) moment equations (439)–(441),
F f (z) =
z→αps−1=∞
(κ∞
nkk˜s−1
+1)
iπnz
− 1
iπz
3∑
m=1
(κnk−1n
)
(αk)
m+
s−2∑
q=1
κnkk˜q
n
(αpq )
m−
(
(n−1)K+k
n
) ∫
J f
ξmψ
f
V˜
(ξ) dξ
 z−m
+O(z−5), (A.3)
and
F f (z) =
z→αps−1=∞
(κ∞
nkk˜s−1
+1)
iπnz
+
−Q˜♭0+ α˜♭△iπ
(
(n−1)K+k
n
)
− 1
iπ
(κnk−1n
)
αk+
s−2∑
q=1
κnkk˜q
n
αpq

 z−2
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+
−Q˜♭1−α˜♭△Q˜♭0+ (β˜♭△+(α˜♭△)2/2)iπ
(
(n−1)K+k
n
)
− 1
iπ
(κnk−1n
)
(αk)
2+
s−2∑
q=1
κnkk˜q
n
(αpq )
2

 z−3
+
(
−Q˜♭2−α˜♭△Q˜♭1−
(
β˜♭△+
1
2
(α˜♭△)
2
)
Q˜♭0+
(γ˜♭△+α˜
♭
△β˜
♭
△+(α˜
♭
△)
3/3!)
iπ
(
(n−1)K+k
n
)
− 1
iπ
((
κnk−1
n
)
(αk)
3
+
s−2∑
q=1
κnkk˜q
n
(αpq)
3

 z−4+O(z−5), (A.4)
where
Q˜♭j :=
∫
J f
ξN+2+ j
(R˜(ξ))1/2+
 2iπ
 (κnk−1)n(ξ−αk)+
s−2∑
q=1
κnkk˜q
n(ξ−αpq)
+ V˜ ′(ξ)iπ
 dξ2πi , j=0, 1, 2,
α˜♭△ :=−
1
2
N+1∑
j=1
(b˜ j−1+a˜ j), β˜♭△ :=−
1
4
N+1∑
j=1
((b˜ j−1)2+(a˜ j)2), γ˜♭△ :=−
1
3!
N+1∑
j=1
((b˜ j−1)3+(a˜ j)3).
For n∈N and k∈{1, 2, . . . ,K} such that αps :=αk,∞, equating coefficients of like powers of (z−αk)i, i=−1, 0, 1, 2,
in the asymptotic expansions (A.1) and (A.2) for F f (z), one arrives at∫
J f
ψ
f
V˜
(ξ)
ξ−αk dξ =
(−1)n˜(αk)(∏N+1j=1 |b˜ j−1−αk ||a˜ j−αk |)1/2
2((n−1)K+k)/n
∫
J f
(R˜(ξ))−1/2+
(ξ−αk)
2iπ
 (κnk−1)n(ξ−αk)+
s−2∑
q=1
κnkk˜q
n(ξ−αpq)

+
iV˜ ′(ξ)
π
 dξ,
∫
J f
ψ
f
V˜
(ξ)
(ξ−αk)2 dξ =
(−1)n˜(αk)(∏N+1j=1 |b˜ j−1−αk ||a˜ j−αk |)1/2
2((n−1)K+k)/n
∫
J f
(R˜(ξ))−1/2+
(ξ−αk)2
2iπ
 (κnk−1)n(ξ−αk)+
s−2∑
q=1
κnkk˜q
n(ξ−αpq)

+
iV˜ ′(ξ)
π
 dξ−∫
J f
(R˜(ξ))−1/2+
(ξ−αk)
2iπ
 (κnk−1)n(ξ−αk)+
s−2∑
q=1
κnkk˜q
n(ξ−αpq)
+ iV˜ ′(ξ)π
 dξ
× 1
2
N+1∑
m=1
(
1
b˜m−1−αk
+
1
a˜m−αk
) ,
∫
J f
ψ
f
V˜
(ξ)
(ξ−αk)3
dξ =
(−1)n˜(αk)(∏N+1j=1 |b˜ j−1−αk ||a˜ j−αk |)1/2
2((n−1)K+k)/n
∫
J f
(R˜(ξ))−1/2+
(ξ−αk)3
2iπ
 (κnk−1)n(ξ−αk)+
s−2∑
q=1
κnkk˜q
n(ξ−αpq)

+
iV˜ ′(ξ)
π
 dξ−∫
J f
(R˜(ξ))−1/2+
(ξ−αk)2
2iπ
 (κnk−1)n(ξ−αk)+
s−2∑
q=1
κnkk˜q
n(ξ−αpq)
+ iV˜ ′(ξ)π
 dξ
× 1
2
N+1∑
m=1
(
1
b˜m−1−αk
+
1
a˜m−αk
)
+
∫
J f
(R˜(ξ))−1/2+
(ξ−αk)
2iπ
 (κnk−1)n(ξ−αk)+
s−2∑
q=1
κnkk˜q
n(ξ−αpq)
+ iV˜ ′(ξ)π
 dξ
×
18
N+1∑
m=1
(
1
b˜m−1−αk
+
1
a˜m−αk
)
2
− 1
4
N+1∑
m=1
(
1
(b˜m−1−αk)2
+
1
(a˜m−αk)2
)
 ,
and, equating coefficients of like powers of z− j, j = 1, 2, 3, 4, in the asymptotic expansions (A.3) and (A.4) for
F f (z), one arrives at∫
J f
ξψ
f
V˜
(ξ) dξ =
1
2((n−1)K+k)/n
∫
J f
ξN+2
(R˜(ξ))1/2+
2iπ
 (κnk−1)n(ξ−αk)+
s−2∑
q=1
κnkk˜q
n(ξ−αpq)
+ iV˜ ′(ξ)π
 dξ
− 1
2
N+1∑
j=1
(b˜ j−1+a˜ j),
∫
J f
ξ2ψ
f
V˜
(ξ) dξ =
1
2((n−1)K+k)/n
∫
J f
ξN+3
(R˜(ξ))1/2+
2iπ
 (κnk−1)n(ξ−αk)+
s−2∑
q=1
κnkk˜q
n(ξ−αpq)
+ iV˜ ′(ξ)π
 dξ
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+
1
2
N+1∑
j=1
(b˜ j−1+a˜ j)
∫
J f
ξN+2
(R˜(ξ))1/2+
2iπ
 (κnk−1)n(ξ−αk)+
s−2∑
q=1
κnkk˜q
n(ξ−αpq)
+ iV˜ ′(ξ)π
 dξ

− 1
4
N+1∑
j=1
((b˜ j−1)2+(a˜ j)2)+
1
8
N+1∑
j=1
(b˜ j−1+a˜ j)

2
,
∫
J f
ξ3ψ
f
V˜
(ξ) dξ =
1
2((n−1)K+k)/n
∫
J f
ξN+4
(R˜(ξ))1/2+
2iπ
 (κnk−1)n(ξ−αk)+
s−2∑
q=1
κnkk˜q
n(ξ−αpq)
+ iV˜ ′(ξ)π
 dξ
− 1
2
N+1∑
j=1
(b˜ j−1+a˜ j)
∫
J f
ξN+3
(R˜(ξ))1/2+
2iπ
 (κnk−1)n(ξ−αk)+
s−2∑
q=1
κnkk˜q
n(ξ−αpq)
+ iV˜ ′(ξ)π
 dξ
−
14
N+1∑
j=1
((b˜ j−1)2+(a˜ j)2)− 18
N+1∑
j=1
(b˜ j−1+a˜ j)

2
∫
J f
ξN+2
(R˜(ξ))1/2+
(
2i
π
(
(κnk−1)
n(ξ−αk)
+
s−2∑
q=1
κnkk˜q
n(ξ−αpq)
+ iV˜ ′(ξ)π
 dξ
− 18 · 3!
N+1∑
j=1
(b˜ j−1+a˜ j)

3
− 1
3!
N+1∑
j=1
((b˜ j−1)3+(a˜ j)3)+
1
8
N+1∑
j=1
(b˜ j−1+a˜ j)

N+1∑
m=1
((b˜m−1)2+(a˜m)2)
 .
Similarly, for the case n∈N and k∈{1, 2, . . . ,K} such that αps :=αk=∞, via the representations for F∞(z) given in
Equations (383) and (509), one proceeds as per the paradigm above to show that, for the first three moments of the
associated equilibrium measure, µ∞
V˜
, for q∈{1, 2, . . . , s−1},∫
J∞
ψ∞
V˜
(ξ)
ξ−αpq
dξ =
(−1)nˆ(αpq )(∏N+1j=1 |bˆ j−1−αpq ||aˆ j−αpq |)1/2
2((n−1)K+k)/n
∫
J∞
(Rˆ(ξ))−1/2+
(ξ−αpq)
2iπ
s−1∑
q′=1
κnkk˜q′
n(ξ−αpq′ )
+
iV˜ ′(ξ)
π
 dξ,∫
J∞
ψ∞
V˜
(ξ)
(ξ−αpq)2
dξ =
(−1)nˆ(αpq )(∏N+1j=1 |bˆ j−1−αpq ||aˆ j−αpq |)1/2
2((n−1)K+k)/n
∫
J∞
(Rˆ(ξ))−1/2+
(ξ−αpq)2
2iπ
s−1∑
q′=1
κnkk˜q′
n(ξ−αpq′ )
+
iV˜ ′(ξ)
π
 dξ−∫
J∞
(Rˆ(ξ))−1/2+
(ξ−αpq)
2iπ
s−1∑
q′=1
κnkk˜q′
n(ξ−αpq′ )
+
iV˜ ′(ξ)
π
 dξ
× 1
2
N+1∑
m=1
 1
bˆm−1−αpq
+
1
aˆm−αpq

 ,∫
J∞
ψ∞
V˜
(ξ)
(ξ−αpq)3
dξ =
(−1)nˆ(αpq )(∏N+1j=1 |bˆ j−1−αpq ||aˆ j−αpq |)1/2
2((n−1)K+k)/n
∫
J∞
(Rˆ(ξ))−1/2+
(ξ−αpq)3
2iπ
s−1∑
q′=1
κnkk˜q′
n(ξ−αpq′ )
+
iV˜ ′(ξ)
π
 dξ−∫
J∞
(Rˆ(ξ))−1/2+
(ξ−αpq)2
2iπ
s−1∑
q′=1
κnkk˜q′
n(ξ−αpq′ )
+
iV˜ ′(ξ)
π
 dξ
× 1
2
N+1∑
m=1
 1
bˆm−1−αpq
+
1
aˆm−αpq
+∫
J∞
(Rˆ(ξ))−1/2+
(ξ−αpq)
2iπ
s−1∑
q′=1
κnkk˜q′
n(ξ−αpq′ )
+
iV˜ ′(ξ)
π
 dξ
×
18
N+1∑
m=1
 1
bˆm−1−αpq
+
1
aˆm−αpq


2
− 1
4
N+1∑
m=1
 1
(bˆm−1−αpq)2
+
1
(aˆm−αpq)2


 ,
where nˆ(αpq ) is given in the corresponding item of Remark 3.13, and∫
J∞
ξψ∞
V˜
(ξ) dξ =
1
2((n−1)K+k)/n
∫
J∞
ξN+2
(Rˆ(ξ))1/2+
2iπ
s−1∑
q=1
κnkk˜q
n(ξ−αpq)
+
iV˜ ′(ξ)
π
 dξ− 12
N+1∑
j=1
(bˆ j−1+aˆ j),
∫
J∞
ξ2ψ∞
V˜
(ξ) dξ =
1
2((n−1)K+k)/n
∫
J∞
ξN+3
(Rˆ(ξ))1/2+
2iπ
s−1∑
q=1
κnkk˜q
n(ξ−αpq)
+
iV˜ ′(ξ)
π
 dξ
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+
1
2
N+1∑
j=1
(bˆ j−1+aˆ j)
 ∫
J∞
ξN+2
(Rˆ(ξ))1/2+
2iπ
s−1∑
q=1
κnkk˜q
n(ξ−αpq)
+
iV˜ ′(ξ)
π
 dξ

− 1
4
N+1∑
j=1
((bˆ j−1)2+(aˆ j)2)+
1
8
N+1∑
j=1
(bˆ j−1+aˆ j)

2
,
∫
J∞
ξ3ψ∞
V˜
(ξ) dξ =
1
2((n−1)K+k)/n
∫
J∞
ξN+4
(Rˆ(ξ))1/2+
2iπ
s−1∑
q=1
κnkk˜q
n(ξ−αpq)
+
iV˜ ′(ξ)
π
 dξ
− 1
2
N+1∑
j=1
(bˆ j−1+aˆ j)
 ∫
J∞
ξN+3
(Rˆ(ξ))1/2+
2iπ
s−1∑
q=1
κnkk˜q
n(ξ−αpq)
+
iV˜ ′(ξ)
π
 dξ
−
14
N+1∑
j=1
((bˆ j−1)2+(aˆ j)2)− 18
N+1∑
j=1
(bˆ j−1+aˆ j)

2
∫
J∞
ξN+2
(Rˆ(ξ))1/2+
×
2iπ
s−1∑
q=1
κnkk˜q
n(ξ−αpq)
+
iV˜ ′(ξ)
π
 dξ
− 18 · 3!
N+1∑
j=1
(bˆ j−1+aˆ j)

3
− 1
3!
N+1∑
j=1
((bˆ j−1)3+(aˆ j)3)+
1
8
N+1∑
j=1
(bˆ j−1+aˆ j)

N+1∑
m=1
((bˆm−1)2+(aˆm)2)
 .
Since, for ξ ∈ J∞ (resp., ξ ∈ J f ), (Rˆ(ξ))1/2+ = i(|Rˆ(ξ)|)1/2 ∈ iR (resp., (R˜(ξ))1/2+ = i(|R˜(ξ)|)1/2 ∈ iR), and, for j =
1, 2, . . . ,N+1, (Rˆ(ξ))1/2=ξ↓bˆ j−1O((ξ−bˆ j−1)1/2) and (Rˆ(ξ))1/2=ξ↑aˆ jO((aˆ j−ξ)1/2) (resp., (R˜(ξ))1/2=ξ↓b˜ j−1O((ξ−b˜ j−1)1/2)
and (R˜(ξ))1/2=ξ↑a˜ jO((a˜ j−ξ)1/2)), that is, there are integrable singularities at the end-points of the intervals, bˆ j−1, aˆ j
(resp., b˜ j−1, a˜ j), of the support, J∞ (resp., J f ), of the associated equilibriummeasure, µ∞
V˜
(resp., µ f
V˜
), it follows that,
for n ∈N and k ∈ {1, 2, . . . ,K} such that αps :=αk =∞ (resp., αps :=αk ,∞), all of the above moment integrals are
real valued and bounded.
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