An efficient recursive task allocation scheme, based on the Kernighan-Lin mincut bisection heuristic, is proposed for the effective mapping of tasks of a parallel program onto a hypercube parallel computer. It is evaluated by comparison with an adaptive, scaled simulated annealing method.
Introduction
The task allocation problem is one of assigning the tasks of a parallel program among the processors of a parallel computer in a manner that minimizes interprocessor communication costs while simultaneously maintaining computational load-balance among the processors. In general, given a weighted task interaction graph (V,E) characterizing the parallel program, with vertex-weights representing computational load of the processes and edge-weights capturing the interprocess communication demands, the problem is that of assigning the vertices of the task graph onto processors in a manner that optimizes some cost criterion.
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This problem is known to be NP-complete except under a few special situations [11, 27] . Hence satisfactory sub-optimal solutions obtainable in a reasonable amount of computation time are generally sought [5, [7] [8] [9] [10] [11] 14, 16, . In this paper, a very efficient algorithm, based on the Kernighan-Lin graphbisection heuristic [12] , is proposed for the task allo cation problem in the context of a hypercube parallel computer. The effectiveness of the algorithm is evaluated by comparing the quality of mappings obtained with those derived using simulated annealing [4, 13, 15] on the same sample problems.
The approach proposed in this paper uses a recursive divide-and-conquer strategy. The optimality criterion used is the total weighted inter-processor communication cost under the mapping, subject to the constraint that the computational loads on the processors are balanced to within a specified tolerance. ltepeated recursive bipartitioning of the task graph is performed, with the partition at the J?' level determining the k rh bit of each task's processor assignment.
The effectiveness of the proposed recursive allocation scheme is evaluated by comparing the mappings obtained on test task graphs with those obtained using the well known probabilistic optimization technique of simulated annealing.
Since the task allocation problem with arbitrary weights for the tasks (graph vertices) has to be viewed as a constrained optimization problem and the simulated annealing technique cannot be directly applied to constrained optimization, the load-balancing constraint has to be incorporated through use of a penalty term in the optimized cost function.
The coefficient used for this penalty term is very critical to the quality of the solutions obtained with simulated annealing -too low a value results in violation of the constraints while an excessively high value results in local optima traps for finite-time annealing 1191. A scaled annealing ap-@ ACM 1988 0-89791-278-O/88/0007/0210 $1.50
preach [19] is therefore used to determine an effective value for the penalty-term coefficient. The proposed recursive allocation scheme is shown to produce very good mappings in a significantly shorter time (by several orders of magnitude) than simulated annealing.
The paper is organized as follows.
We begin by explaining the mapping problem and the formulation of the cost function in Section 2. Section 3 details the proposed recursive allocation scheme. Section 4 elaborates on the empirical scaled approach taken in applying simulated annealing to the task allocation problem. Section 5 compares the recursive allocation approach to the use of simulated annealing, with respect to quality of produced mappings, as well as the computation time requirements. A brief summary in Section 6 concludes the paper.
The Mapping Problem
In this section, we formalize the mapping problem considered and develop the cost function that we attempt to minimize. The parallel program is characterized by a Task Interaction Graph G( V, E), whose vertices, V = { 1,2, . . . , N}, represent the tasks of a program, and edges E, correspond to the data communication dependencies between those tasks. The weight of a task i, denoted wi, represents the computational load of the task. The weight of an edge (i, j) between i and j, denoted cij, represents the relative amount of communication required between the two tasks.
The parallel computer is represented as a graph G(P, Ep). The vertices P = { 1,2, . , K} represent the processors and the edges E,, represent the communication links. The system is assumed to be homogeneous, with all processors being equally powerful and all communication links capable of the same rate of communication.
Hence, in contrast to the Task Interaction Graph (TIC), no weights are associated with the vertices or edges of the Processor Interconnection Graph. The processors are assumed to either execute a computation or perform a communication at any given time, but not simultaneously do both. The cost of a communication is assumed to be proportional to the size of the message and the distance between the sender and receiver. The distance d,, between processors q and T is defined as the minimum number of links to be traversed to get from q to T, i.e., it is the length of the shortest, path from q to T. By definition, d,, = 0 if q = T.
The task-to-processor mapping is a function M :
V + P. M(i) gives the processor onto which task i is mapped. The Task Set (TS,) of a processor q is defined as the set of tasks mapped onto it:
TS,={jpd(j)=q}, q=l,...,K
The Work Load ( WL,) of processor q is the total computational weight of all tasks mapped onto it: WLq = C wj, Q= l,...,K jET.5, and the idealized average load is given by WL = k CEl WLi. The C ommunication Set ((;tS,) of processor q is the set of the edges of the Task Interaction Graph that go between it and some other processor under the mapping M:
Load (CL,) of processor q is the total weighted cost of the edges in its Communication Set, where each edge is weighted by the physical path length to be traversed under the mapping M:
Cost functions that have been used with the task allocation problem may be broadly categorized as belonging to one of two models: a minimaz cosl model [16, 21, 26, 26] or a sammed tolal co& model. With the minimax cost model, the total time required (the execution time + communication time) by each processor under a given mapping is estimated and the maximum cost(time) among all processors is to be minimized: max (KcMM * CL, + KeMM * WL,) , P > q= l,...,K
where KcMM and KfM are proportionality constants reflecting the relative cost of a unit of commu-nication and a unit of computation (execution) respectively.
The summed-total-cost approach may be motivated as follows. Ideally, the total computational load should be uniformly distributed among all processors and no communication costs should be incurred at all. Any mapping in practice will of course not match this ideal. The merit of a mapping may be measured in terms of its deviation from the ideal. With respect to load distribution, this may be expressed as the sum among all processors of (the absolute values of) the deviation of the actually assigned load and the known ideal average load. With respect to communication, since in the ideal case we would have no communication at all, the total communication load in the system serves as a good measure of the deviation from the ideal. 
where h.',sc and K,SC are proportionality constants reflecting the relative penalties for communication and computational load imbalance respectively. Whereas I<-,yM and Ii',"" used with the minimax cost model capture the physical system parameters of inter-processor communication latency per word and instruction cycle time respectively, a physical interpretation for h-s" and h',SC under the summed cost model is not as readily given.
Between these two approaches to modeling the effectiveness of a mapping, the minimax model is the conceptually more accurate one. However, in practice, it is the more difficult one to work with, especially in the context of local-search based optimization techniques, where a cost measure that is incrementally computable in a distributed fashion is attractive.
Hence many studies [7,8,10,14,1t),20,24] have used some form of a summed cost model in preference to the minimax model. The choice of KS' and ICsc has typically been rather arbitrary. In order to e avoid such arbitrary choices for the relative values of K,sc and Ksc, in this study, a slightly different summed cost criterion is used -minimization of the summed communication cost alone, subject to load balancing (within a specified tolerance): min M subject to the load-balancing constraint:
Thus the desirability of load balancing is decoupled from the communication cost measure. Such an approach is appealing since an acceptable value of lol, say 5%, can easily be chosen in practice, whereas a meaningful relative ratio for K,SC/K,SC in (2) is not as readily determined.
3 Task Allocation by Recursive Mincut (ARM) Kernighan and Lin [12] proposed an extremely effective mincut heuristic for graph bisection, with an empirically determined time complexity of O(n2.4). Their algorithm is based on finding a favorable sequence of vertex-exchanges between the two partitions to minimize the number of inter-partition edges. The evaluation of sequences of perturbations instead of single perturbations endows the method with hillclimbing ability, rendering it superior to simple local search heuristics.
Fiduccia and Mattheyses [(j] used efficient data structures and vertex displacements instead of exchanges to derive a linear time heuristic for graph partitioning, based on a modification of the algorithm in [12] . While the original mincut algorithm of Kernighan and Lin applied only to graphs with uniform vertex weights, the Fiduccia-Mattheyses scheme can handle graphs with variable vertex weights, to divide it into partitions with equi-total vertex weights.
The basic mincut algorithm used here is similar in spirit to the Fiduccia-Mattheyses variant of the Kernighan-Lin
heuristic. An initial two-way partition is created by assigning the nodes of the graph, one by one, always to the partition with lesser total weight (randomly in case both are equal). This results in a load-balanced initial partition.
After creating the initial load-balanced partition, a sequence of maximally improving node transfers from the partition with currently greater load to the partition with lower load are tried. The iterative improvement heuristic is otherwise very similar to the Kernighan-Lin mincut heuristic, except for the use of one-way node transfers instead of node exchanges. The use of node transfers in this fashion guarantees load-balance even though the individual vertex weights are variable.
The mincut bipartitioning procedure can be used recursively to perform a K-way partition of a graph if K is a power of 2 -by first creating two equal sized partitions, then independently dividing each of these into two subpartitions each, and so on till K partitions are created. Such a K-way graph partitioning procedure can be used for performing task allocation on a hypercube using a twephase approach [20]:
Task Clustering: balanced partitioning of the task graph into K equal sized clusters by recursive bipartitioning, attempting to minimize infer-cluster communication volume, and, Processor Assignment: assignment of each of the K clusters to one of the K processors attempting to minimize inter-processor communication costs.
Such a division of the task-to-processor mapping problem into two subproblems has the advantage that any of the various graph partitioning approaches [1, 6, 10, 12, 18] can be used for the mapping problem, but it also has shortcomings.
Due to the decomposition of the problem, even if each subproblem is optimally solvable (which is not the caSe for general task graphs, since both, the graph partitioning problem of step 1 and the graph isomorphism problem involved in step 2 are known to be NP-complete), the mapping problem may not be optimally solved. Fig. 1 provides a specific example to illustrate this point. A simple regular task graph is shown with 2a2 nodes, interconnected in an a x 2a rectangular mesh. The optimal bisection of this graph to minimize the cut separates it into two ax a meshes. An optimal secondlevel bisection will split each a x a mesh into two a/2 x a meshes. If the second level bisections are independently performed, the configuration shown in Fig. l(a) can result. In performing the second proces-SOT assignment step, it is impossible to assign clusters to processors of a 2-dimensional hypercube so that all communication is between directly connected neighbor processors. Thus the minimum summed communication cost that can be achieved is 3.5a, as shown. If on the other hand, the two second-level bisections performed identical cuts, as shown in Fig. l(b) , then the total communication cost that results is only 3a, for either choice of optimal cut. /* Phase% */ do { Computation virtually identical to that in Phase 1 except that: The gain associated with a vertex is the sum of the reduction in the cutsize (as before, obtained by using talc-GAIN()) the improvement in load balancing; the improvement in load balancing is the reduction in the sum of the absolute deviations of the load in each partition from the ideal average } while G" > 0 /* Phase3: */ if (201 is not satisfied) then considering the vertex which balances the system most first, move as many vertices as needed from one partition to the other to balance the partitions to within the given tolerance, to1 endif allocation algorithm proposed here merges the two phases, and is hence called as a da'recl approach. The essential idea is to make partial processor assignments to the vertices of the task graph during the recursive bipartitioning steps. At level k in this process, for each vertex, the kth bit of the address of its processor assignment is determined.
Equivalently, the bisections at level rE may be viewed as successively refining the subcube to which a vertex is to be assigned. Initially, prior to any partitioning, the entire hypercube is the single subcube under consideration and each vertex clearly is to be assigned within this subcube. The first bipartitioning of the task graph separates the vertices into two groups, each to be assigned to a distinct subcube of size K/2, i.e. the highest order bit of the processor to be assigned to, is uniquely determined.
At each succeeding level, during bipartitioning, edge costs are weighted by the number of differing bits in the partial processor assignments of the two relevant vertices. For the example shown, the first bisection at level 2 will be arbitrarily made, as with the 2-phase approach. However, when the second level-2 bisection is made, when considering node transfers, the costs due to edges going across to vertices earlier assigned at this level will be weighted appropriately.
Consequently, one of the two configurations shown in Fig. l(b) results rather than a configuration as in Fig. l(a) .
The task allocation algorithm, termed Allocation by Reczlrsive M&c& (ARM), is sketched in Cpseudocode in Fig. 2-4 . Repeated, recursive bipartitioning is performed, using procedure mincul. After each bipartitioning step, one bit is set in the processor assignment of the vertices involved in the partitioning step, according to the outcome of the partition. The mincut procedure comprises three phases. The first phase performs the basic cut minimization, using the procedure talc-CAIN to compute the improvement in weighted communication cost due to a trial node transfer. The second phase performs finetuning, using the same mincut heuristic, but now allowing node transfers from either partition, using a composite measure that incorporates load-imbalance as well as communication costs. This is done in order to improve load-balance in case the resulting partition at the end of phase 1 was not very well balanced. Finally, if the partition resulting at the end of phase 2 is not load-balanced to within the required tolerance, phase 3 attempts to achieve balance, at the price of added communication cost. The time complexity of ARM is 0(/V\ * log, K), because the depth of recursion is log, K and each level has a total of (V( vertices to work on. The approach is based on an analogy between the annealing process in which a material is melted and cooled very slowly and the solution of difficult combinatorial optimization problems. Its basic feature is the ability to explore the configuration space of the problem allowing controlled hill-climbing moves (changes to a configuration that worsen the solution) in an attempt to reduce the probability of getting stuck at high-lying local minima. The acceptance of hill-climbing moves is controlled by a parameter, analogous to the temperature of the material in the annealing process, that makes them less and less likely toward the end of the process. In abstracting the method to solve combinatorial optimization problems, the objective function or the cost to be optimized is identified with the energy in the annealing process. The method starts with a random initial configuration, Se, which has a certain cost associated with it, Co. A new configuration, S, is generated by a perturbation of 5'0, resulting in a new cost, G. The change in cost AC = C -Go, is estimated or calculated; if AC' < 0, the move is accepted; if AC' > 0, then the move is accepted with a probability exp -ACT/T, where T is the parameter that controls the hill-climbing; the parameter T, called temperature, is gradually reduced during the execution of the algorithm.
The structure of the annealing algorithm is shown in Fig. 5 .
The annealing algorithm is characterized by the following: the perturb function, the acceptance criterion which has been explicitly stated here, the temperature update function which is typically of the form T -a(T) * T, where Q is a function of temnewperature and 0 < Q(T) < 1, the equilibrium condition at current temperature, which is usually referred to as the innerloop criterion, and the freezing point condition, usually referred to as the stopping criterion. The inner-loop criterion is in general specified as a certain number of iterations of the inner loop i.e., the number of attempted new configurations at a given temperature; this number should be high enough to allow the system to come to equilibrium at the current temperature.
The stopping criterion is usually a certain "low" temperature (TsloP) near the "freezing" point of the system i.e., a small positive value of temperature where the acceptance probability of hill-climbing moves is extremely low. It is interesting to observe that if T were set equal to infinity, the above algorithm is none other than a totally randomized algorithm for searching through the configuration space; and if T were set equal to zero, no hill climing moves are accepted, giving rise to the iterative improvement or local search algorithm.
It has been observed that a high constant value of a around 0.95 has yielded consistently good results for many applications of simulated annealing [23, 24] .
The implementation of simulated annealing described here uses starting or initial configurations that are generated by random allocation of tasks among processors. The starting temperature '70 (or TStnri) is then determined so as to give an acceptance probability of 0.9 for the mean increase in the cost function for all possible changes to the initial configuration resulting from a single move from that configuration i.e., moving a task from one processor to any processor. With I/ vertices in the graph and li' processors available for the assignment, a single vertex could be moved from one processor to any of the remaining Ii -1 processors giving rise to a total of N = V * (1-L -1) possible neighboring moves. The freezing point is set so that a move increasing the cost function by a unit value has an acceptance probability of 2-31. The inner-loop criterion i.e., the number of moves attempted at each temperature to allow the system to attain equilibrium at that temperature is specified as a multiple (M) of N; it is set to M * N. It has been observed experimentally that as the value of M is increased from a small value such as 0.01, the quality of solutions obtained improved till a certain value of M, say 1, after which further increase of hI resulted in no significant improvement in the solution quality; in addition, the running time of simulated annealing is proportional to the value of M. The sequence of values chosen for temperature T through the update function is known as the cooling schedule. The cooling schedule used here is given by T ,,,aw = 0.95 *T, i.e., after attempting M *N moves at T the temperature is lowered to T,,,. The time complexity of simulated annealing for task allocation as implemented is O(M * [VI * Ii' * log(%,,~/Z~,)).
Constrained
Optimization by Simulated Annealing
The simulated annealing algorithm outlined in the previous section was applicable to the unconstrained optimization of an objective function. However, the mapping problem addressed here requires the minimization of inter-processor communication costs, subject to the load-balance constraint.
The way to incorporate such constraints in the application of simulated annealing is through the addition of pen&y terms in the function being minimized, so that violation of any constraint (s) results in a significant contribution to the total cost function from the penalty term(s).
For the task allocation problem, besides the communication cost to be minimized, an additional penalty term proportional to the sum of loaddeviations from the ideal average is added, to give a two-part cost function similar to equation 2 in Section 2:
The value of the coefficient K, used in such a twopart summed cost function is crucial in determining the quality of generated solutions.
Clearly, if K, is very small, the penalty term will make an insignificant contribution to the total cost and consequently be ineffective in generating mappings that satisfy the load-balance constraint. On the other hand, if K, is very large, the penalty term will have a dominant effect and the resulting mappings may have relatively high communication costs. In fact, a large K, has a detrimental effect even when mapping task graphs that have perfectly load-balanced optimal mappings. This is a consequence of a local optimum trap phenomenon that manifests itself with finite-step simulated annealing.
This phenomenon is explored in greater detail in [19] and is briefly explained below.
An examination of the move acceptance/rejection trace of annealing runs with a high K, reveals that the annealing algorithm invariably gets "trapped" in a configuration that is almost perfectly loadbalanced, but has high total communication costs.
Whereas a sequence of moves from this configuration could lead to a cumulative cost improvement, any single move would only result in an overall increase in cost due to the increased load-imbalance cost in going from a balanced configuration to a loadimbalanced configuration. Except at high temperatures, the probability of acceptance of any move out of such a local optimum trap is extremely small. The annealer thus gets trapped into a local optimum configuration and stays in that configuration for a significant fraction of the tail-end of the cooling schedule, resulting in poor solutions.
As might be expected, this tendency to fall into a local optimum trap is dependent on the value of K, used -the higher its value, the greater the tendency to get stuck at. a local optimum.
Two approaches to avoiding such local optima traps are evaluated in [l!)] . One approach involves the empirical determination of the relative values for the coefficients of the terms of the two-part cost-function that results in the best mappings. This can be done by performing simulated annealing runs for chosen values of Ii',. As K, is decreased, the communication cost of the obtained mapping tends to decrease. As K, becomes very low, however, the load-balance constraint gets violated. The following strategy is used to select I<, values. Starting with some initial value of Ke, say 1, simulated annealing is tried and Ii', doubled if the obtained solution violates the load-balance crrtenon. This value of Ii',, KF, is an upper bound on the optimal value of K, to be used. Starting with the previous tried value of K, (or 0 if the first trial provided a valid mapping) as Ii':, the interval between Ii': and K," is repeatedly halved, with one of the two end-points being changed to the newly tried mean value, until a termination criterion (e.g. three successive invalid mappings) is met. The final value of K,U is taken as the optimal value to use. Since a number of trial runs are required, the computation time required is increased. However, the trial runs can be performed with a much smaller value of M (say one tenth) than the final optimization runs.
An alternate approach is to use vertex swaps as the configuration perturbation mechanism for simulated annealing instead of vertex displacements. If this is done, for the case of graphs with uniform vertex weights, it is easy to see that. the penalty term in (3) will stay unchanged for all configurations reachable from the initial configuration -thus the use of a two-part cost-function will not lead to local optima traps during sim;lated annealing. Even when the vertex weights of the task graph are variable, if a perfectly load-balanced configuration is reached, there will likely be many other load-balanced configurations that can be reached from the current one by a single task-exchange. It is found in practice [19] that local optima traps do not occur with this approach in general, but the quality of solutions obtained with the scaled approach is consistently superior. Hence the scaled annealing approach is used in deriving mappings for comparison with solutions obtained with the proposed recursive allocation scheme.
Comparison of ARM and SA
In this section, we compare AltM and SA in terms of solution quality and running times. Seven test task graphs were used, five of them representative of task graphs arising from finite element applications [7, 21] , and two randomly generated graphs. For each method, ten runs were performed, starting each time with a random initial configuration.
The cost of the best obtained mapping and the mean cost of the mappings are both reported for each test case. For each case, the cost of a randomly generated mapping is also reported, to provide a basis for comparing the mappings obtained by SA and ARM. Table 1 presents a summary of the results obtained, with respect to the quality of mappings generated. Both methods generated mappings that were significantly superior to a randomly generated mapping. The mappings generated by SA were generally slightly better, although the solutions obtained by AR,M were never worse by more than 1OYo in terms of total communication costs, and were actually better in a couple of cases. The quality of solution produced by SA is a function of the parameter M. The reported results correspond to a relatively high value of 5 for M. SA was also tried at smaller values of M, and produced poorer mappings.
For example, with M=l, the solutions were consistently poorer than the mappings produced by ARM. Table 2 presents the running times required for each test case by the two methods. It can be seen that AflM is over a hundred times as fast as SA. The running times for SA correspond to M=5. A smaller value of M results in a proportionately smaller running time. However, as observed earlier, with M=l, the solutions obtained are poorer than ARM's mappings, while the running times are at least twenty times worse. The running times required by SA are thus excessive. In fact, in the case of the samples motivated from finite element analysis, the time taken to perform the mapping was larger than the time that would be required for a typical finite element run on such a sample! AR.M is thus clearly preferable in a practical context.
Conclusions
A computationally efficient approach to mapping task graphs onto a hypercube parallel computer was presented.
The algorithm was based on a recursive divide-and conquer strategy, using a variant of the Kernighan-Lin min-cut bi-partitioning heuristic. The effectiveness of the scheme was evaluated by using the combinatorial optimization technique of simulated annealing. The constrained optimization problem of balanced mapping of a task graph onto a hypercube was modeled for simulated annealing using a penalty term in the optimization function to enforce the load-balance constraint.
A problem with severe local optima traps to finite-step annealing led to the use of an adaptive, scaled annealing approach. The quality of solutions produced by the recursive allocation approach was within 10Y~ of the solutions from simulated annealing, but required less than one hundredth the computation time. Work is currently in progress in comparing other approaches to the task allocation (graph partitioning) problem such as genetic evolution-based methods [18] , neural net-based load balancing techniques [lo] and graph partitioning through matrix approximation [l] .
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