Abstract. We prove the existence of definable retractions onto arbitrary closed subsets of K n definable over Henselian valued fields K. Hence directly follows non-Archimedian analogues of the Tietze-Urysohn and Dugundji theorems on extending continuous definable functions. The main ingredients of the proof are a description of definable sets due to van den Dries, resolution of singularities and our closedness theorem.
Main result
Fix a Henselian, non-trivially valued field K treated in the language L of Denef-Pas. The ground field K is assumed to be of equicharacteristic zero, not necessarily algebraically closed and with valuation of arbitrary rank. Let v, Γ, and K
• denote the valuation, its value group and valuation ring, respectively. We consider continuity with respect to the K-topology on K n , i.e. the topology induced by the valuation v. The word "definable" means "definable with parameters".
The main purpose of this paper is the following theorem on the existence of L-definable retractions onto arbitrary closed L-definable subsets of the affine space and its applications to extending continuous L-definable functions.
The proof of Theorem 1.1 will be given in Section 3. Section 2 deals with L-definable retractions onto simple normal crossing divisors, to which the general case comes down via resolution of singularities and our closedness theorem (see [19, 20] and [21] for the non-Archimedean analytic version).
Section 5 gives two direct applications, namely non-Archimedean analogues of the Tietze-Urysohn and Dugundji theorems on extending continuous definable functions. Note finally that what makes to a great extent the character of non-Archimedean extension problems in the definable case different from the one in the purely topological case is i.a. lack of definable Skolem functions. On the other hand, definability in a suitable language often makes the subject under study tamer and enables application of new tools and techniques.
Retractions onto snc divisors and snc varieties
Let B n (r) := {a ∈ K n : v(a) := min{v(a 1 ), . . . , v(a n )} > r} be the n-ball of center zero and radius r. We begin by stating the following theorem on continuity of intersections, which is a direct consequence of the closedness theorem.
Proof. For the contrary, suppose that there is an r ∈ Γ such that for every ρ ∈ Γ the set
, and let π :
• be the projection onto the first factor. Then 0 is an accumulation point of π(E). It follows from the closedness theorem that there is an accumulation point (0, a) of the set E. Then for any ρ ∈ Γ, ρ ≥ r, there are elements
and a lies in the closure of every set F i whence
But this is impossible, which finishes the proof.
We obtain several direct consequences.
there is a ρ ∈ Γ such that
Proof. Apply the above corollary to the complements
Then the sets F l + B n (ρ) are clopen by the closedness theorem, and their complements in (K • ) n are thus clopen L-definable covering of (K • ) n . Hence the conclusion follows immediately.
Recall that a divisor H on M is a simple normal crossing divisor at a point a ∈ M if it is given, in suitable local coordinates x 1 , . . . , x n at a, by an equation
in a Zariski open neighborhood of a. If this holds at every point a ∈ M, we say that H is a simple normal crossing divisor (abbreviated to snc divisor).
We shall need the following version of resolution of singularities (see e.g. [ 
Denote by M(K) the set of all K-rational points of a K-variety M. Theorem 2.6 and Corollary 2.5 yield immediately Corollary 2.7. Given an algebraic subset V of the projective space P n (K), there exist a finite composite σ : M → KP n of blow-ups along smooth centers and a clopen L-definable partitioning
The above manifold M can be of course regarded as a non-singular subvariety of a projective space KP N . In this paper we are interested just in the K-rational points of K-varieties. By abuse of notation, we shall use the same letter M to designate the K-rational points of a given K-variety when no confusion can arise.
Fix a clopen L-definable chart U = U l on M with local coordinates x 1 , . . . , x n considered in Corollary 2.7. We first prove the following Proposition 2.8. Every smooth divisor H i := {x ∈ U :
induced by the local coordinates on U.
Proof. Note that a polynomial map f :
is the ball with center a and radius r.
Similarly, for an implicit function y = f (x) given by a finite number of polynomial equations with coefficients in K
• and for each point (a, b) of its graph, f is uniquely determined in a polydisk
where e(a, b) = 0 is the suitable minor of the Jacobian matrix of those equations (cf. [20, Proposition 2.5]). Apply these facts to the suitable equations of the non-singular subvariety M of P N (K) and to the coordinate map φ = (x 1 , . . . , x n ) on U. Since the suitable minors do not vanish on U, it follows from the closedness theorem that the valuation of those minors are uniformly bounded from above on U. Hence there is an r ∈ Γ such that for each point a ∈ U the coordinate map φ is injective on U ∩ B N (a, r); here balls are with respect to the ambient projective space P N (K). Then the following formulas in the local coordinates on U:
determine well defined retractions ω i of the clopen (by virtue of the closedness theorem) r-hulls
By a coordinate submanifold of U we mean one of the form
where α = (α 1 , . . . , α p ) and 1 ≤ α 1 < . . . < α p ≤ n. An snc subvariety is a finite union of coordinate submanifolds of U.
It is not difficult to deduce from the closedness theorem that there is a ρ ∈ Γ such that
for all α = (α 1 , . . . , α p ) as above. The proof of Proposition 2.8 yields immediately the following Corollary 2.9. The formulas in the local coordinates on U: 
determines a well defined retraction ω α of the clopen neighborhood U α onto the coordinate submanifold C α . ✷
The above results can be strengthened as follows.
Proposition 2.11. Every snc subvariety C of U, which is a finite union of coordinate submanifolds C α , C β , . . . , is an L-definable retract of the union U C of the clopen neighborhoods U α , U β , . . . .
Proof.
The proof is by induction on the number of coordinate submanifolds. Here we consider only the case of two coordinate submanifolds, say C α and C β with α = (α 1 , . . . , α p ) and β = (β 1 , . . . , β q ), leaving the general induction step for the reader. Clearly, the restrictions of ω α and ω β to the clopen subsets U α \ U β and U β \U α are retractions onto C α \C β and C β \C α , respectively. Thus it remains to find an L-definable refraction ω of U β ∩ U α onto C β ∩ C α . Obviously, C α ∩ C β = C γ for a unique γ, and we have U α ∩ U β = U γ . Put
and
It is easy to check that the formula
defines a retraction ω C : U → C, we are looking for.
Since U is a clopen L-definable subset of U, we immediately obtain Corollary 2.12. Every snc subvariety C of U is an L-definable refract of U and of M. ✷ Remark 2.13. Let V ∞ ⊂ P n (K) be the hyperplane at infinity. In the foregoing reasonings, take into account both the subset V and V ∞ with respect to simultaneous transformation to s.n.c. divisors. Then it is not difficult to check that the above results are valid mutatis mutandi in the case where we consider the charts over the affine space K n :
. Applying this to Corollary 2.12, we see that
is an L-definable refract of U 0 and of M 0
Proof of Theorem 1.1
We first prove the descent property:
is an L-definable retraction, so is the map ω : N → A defined by the formula
Proof. We must show that the map ω is continuous. Take any closed L-definable subset E ⊂ N. Then
) is a closed subset of N, which is the required result.
In view of Remark 2.13, Corollary 2.12 along with Lemma 3.1 yield the following special case of Theorem 1.1.
Proposition 3.2. For each Zariski closed subset
We now state a description of L-definable sets due to van den Dries [8] ; see [20, Section 9] for the adaptation to the language of Denef-Pas considered here.
finite union of intersections of Zariski closed with special open subsets of
where G j are clopen L-definable subsets of K n \ W j , and V j and W j are Zariski closed subsets of K n , j = 1, . . . , s, which may occur with repetition. We may, of course, assume that the sets V j are irreducible. ✷
In order to proceed with noetherian induction, we shall rephrase Theorem 1.1 as follows.
Proof. Let Z be the Zariski closure of A in K n . If Z X, then the conclusion of the theorem follows directly from Proposition 3.2 and the induction hypothesis.
So suppose that Z = X and let X 1 , . . . , X t be the irreducible components of X. We can, of course, assume that each irreducible set V j from presentation 3.1 is contained in a component X k . Then the set of indices j with V j = X 1 and W j ∩ X 1 X 1 , say 1, . . . , p, is non-empty. We may assume, after renumbering, that the indices j with V j X 1 are p + 1, . . . , q. Then
Further, the set
= A ∩ Y , and a ∈ B for every point a ∈ Y that is an accumulation point of E.
By the induction hypothesis, there exists an L-definable retraction ψ : Y → B. Now, take an L-definable retraction ̺ : X → Y from Proposition 3.2. Then it is easy to check that the map ω : X → E ∪ B defined by the formula
is an L-definable retraction. This completes the proof of Theorem 3.4 and, a fortiori, of Theorem 1.1.
A non-Archimedean Dugundji extension theorem
Theorem 1.1 (on the existence of L-definable retractions onto closed L-definable subsets of the affine space K n ) yields a non-Archimedean definable analogue of the Dugundji on the existence of a linear (and continuous) extender, stated below. This extension problem, going back to Dugundji [9] , was extensively studied by many specialists (see e.g. [7] for references).
Let us introduce the following notation. Given a topological space X, denote by C * (X, K) the K-linear space of all continuous bounded K-valued functions on X, equipped with the topology of uniform convergence. This topology is metrizable by the supremum norm whenever the ground field K is with absolute value or, equivalently, is rank one
that is continuous in the topology of uniform convergence.
Proof. Indeed, an L-definable retraction ω : K n → A exists by virtue of Theorem 1.1. The operator T defined by putting T (f ) := f • ω is an extender we are looking for. 
2) Let K be a discretely valued field and A be a closed subspace of an ultranormal space X. Then there exists an isometric linear extender
whenever at least one of the following conditions holds:
Theorem 4.1 a fortiori yields the following non-Archimedean version of the Tietze-Urysohn extension theorem.
The classical Tietze-Urysohn extension theorem says that every continuous (and bounded) real valued map on a closed subset of a normal space X can be extended to a continuous (and bounded) function on X.
Afterwards the problem of extending maps into metric spaces or locally convex linear spaces was investigated by several mathematicians, i.al. by Borsuk [3] , Hausdorff [13] , Dugundji [9] , Arens [1] or Michael [18] . Eventually, Ellis [11] established some analogues of their results, concerning the extension of continuous maps defined on closed subsets of zero-dimensional spaces with values in various types of metric spaces. They apply, in particular, to continuous functions from ultranormal spaces into a complete separable field with non-Archimedean absolute value and to continuous functions from ultraparacompact spaces into an arbitrary complete field with non-Archimedean absolute value. Hence follows his analogue of the Tietze-Urysohn theorem from [10] on extending continuous functions from ultranormal spaces into a locally compact field with non-Archimedean absolute value.
Note that ultranormal spaces are precisely those of great inductive dimension zero (cf. [12, Chap. 7] ) and that the class of ultraparacompact spaces coincides with that of ultranormal and paracompact spaces. Finally, let us mention that the projective spaces P n (K), and even the affine spaces K n , are definably ultranormal by virtue of the closedness theorem; the latter result, however, requires more careful analysis.
