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ALGORITHMS OF SYSTEM SYNTHESIS FOR STABILIZING UNCERTAIN DYNAMIC
OBJECTS
Uktam Farkhodovich Mamirov
Associate Professor, Department of Information Processing Systems and Control, Tashkent State Technical University,
Address: 2 Universitetskaya st., 100095, Tashkent city, Republic of Uzbekistan
E-mail: uktammamirov@gmail.com, Phone: (90) 900-56-25).
Abstract: The article deals with the formation of stable algorithms for the system synthesis for the stabilizing
uncertain dynamic objects based on the method of local optimization in the presence of approximate mathematical models.
The article analyzes the issues of building adaptive control systems using the concept of roughness, taking into account the
assessment of the maximum allowable discrepancy between the object and its model. Some of the most constructive
algorithms for determining pseudo-inverse matrices are given. When calculating the pseudo-inverse matrix of the control
object, modified QR decomposition algorithms are used, obtained by deleting or assigning a column. The obtained
algorithms allow us to conclude that the stabilization systems can be built on the basis of the local optimization method in
the presence of approximate mathematical models. At the same time, it turns out that the asymptotic stability, i.e., the
limited output with a limited input, can be achieved with sufficiently rough estimates of the object parameters and external
perturbations using regular methods.
Keywords: undefined dynamic objects, stabilization systems, local optimization method, pseudo-inverse, QR
decomposition.
Аннотация: Етарли даражада аниқ бўлмаган математик моделлар мавжуд бўлганда локал
оптималлаштириш усули асосида ноаниқ динамик объектларни барқарорлаштириш тизимларини синтезлаш учун
барқарор алгоритмларни шакллантириш масалалари кўриб чиқилган. Объект ва унинг модели ўртасидаги
максимал рухсат этилган номутаносибликни баҳолашни ҳисобга олган ҳолда қўполлик тушунчаси ѐрдамида
адаптив бошқариш тизимларини қуриш масалалари таҳлил қилинган. Мавҳум-тескари матрицаларни
аниқлашнинг энг конструктив алгоритмларидан баъзилари берилган. Бошқариш объектининг мавҳум-тескари
матрицасини ҳисоблашда устунни ўчириш ѐки қўшиш йўли билан олинган модификацияланган QR-ажратиш
алгоритмларидан фойдаланилади. Олинган алгоритмлар барқарорлаш тизимларини жуда аниқ бўлмаган
математик моделлар мавжуд бўлганда локал оптималлаштириш усули асосида қуриш мумкин, деган хулосага
келиш имконини беради. Шу билан биргаликда, асимптотик барқарорликка, яъни чекланган кириш билан чекланган
чиқишга мунтазам усуллар ѐрдамида объект параметрлари ва ташқи бузилишларнинг етарлича қўпол ҳисобкитоблари билан эришиш мумкин.
Таянч сўзлар: ноаниқ динамик объект, барқарорлаш тизими, локал оптималлаштириш усули, мавҳум
ўзгартириш, QR-ажратиш.
Аннотация: Рассматриваются вопросы формирования устойчивых алгоритмов синтеза систем
стабилизации неопределенных динамических объектов на основе метода локальной оптимизации при наличии
приближенных математических моделей. Анализируются вопросы построения адаптивных систем управления с
использованием концепции грубости с учетом оценки максимально допустимого расхождения между объектом и
его моделью. Приводятся некоторые наиболее конструктивные алгоритмы определения псевдообратных матриц.
При вычислении псевдообратной матрицы объекта управления используются модифицированные алгоритмы QRразложения, полученные удалением или приписыванием столбца. Полученные алгоритмы позволяют сделать
вывод о том, что системы стабилизации могут быть построены на основе метода локальной оптимизации при
наличии приближенных математических моделей. При этом оказывается, что асимптотическая устойчивость,
т.е. ограниченность выхода при ограниченном входе, может быть достигнута при достаточно грубых оценках
параметров объекта и внешних возмущений с использованием регулярных методов.
Ключевые слова: неопределенные динамические объекты, системы стабилизации, метод локальной
оптимизации, псевдо обращение, QR-разложение.
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Adaptive control theory is essentially designed to adapt to the changing or previously unknown
characteristics of controlled processes. The solution of this problem led to the need to build regulators,
the parameters and structure of which are changed so that the accuracy and quality of the control
system remain unchanged when the controlled processes change. Systems with such regulators are
called adaptive or self-organizing [1-5].
Recently, the method of synthesis of control systems based on the idea of local optimization
has become widespread. For weakly controlled systems, the asymptotic optimality of this method is
established [6-7]. In [7-9], a discrete version of the local optimization method was studied. In
particular, estimates of the variance of the output signal are obtained. In note [9], in a fairly general
situation, the conditions for the stability and optimality of the local optimization method are
formulated. For the linear case, the stability conditions (in other terms) are obtained in [10, 11]. It also
examines the issues of synthesis of an adaptive algorithm for local stabilization.
The description of the control object, as a rule, is not known exactly. For this reason, any
control algorithm based on a mathematical model must have a certain resistance to “small movements”
of this model, or, another words, be rough. At the same time, it is important to have a quantitative
estimate of the roughness area, i.e., an estimate of the maximum allowable discrepancy between the
object and its model. This will allow, on the one hand, to formulate requirements for the accuracy of
object identification and the choice of the control discreteness interval (for systems with continuous
time), and on the other-to rationally include adaptive algorithms when changing the properties of the
object during its operation [7, 9, 10].
Consider a continuous control object described by the equation:
xt 1  Axt  But  t ,
(1)
in this case, its model has the form:
xt 1  Cxt  Dut  t ,
where xt  Rn , ut  R m , t  Rn – respectively, the vectors of state, control, and unmeasured perturbations;
A, В, С, D – matrices of the corresponding dimensions.
Let’s first assume that there are no control constraints, i.e.   R m . In accordance with the
modified method of local optimization [9, 12], the stabilizing control at time t is sought as a solution to
the following problem:
Cxt  Du  xt  Cxt 1  Dxt 1  min, u  R m .
(2)
This method of finding the control corresponds to the idea of one-step optimization: at each
moment of time t, the sum of the vector xt 1 and some “estimate” of the unmeasured perturbation is
minimized.
In [9], some results of the analysis of the local optimization method for nonlinear controlled
objects are presented, in particular, conditions for the stability of the equilibrium position of a closed
system are given, an estimate of the functional losses from the non-optimality of such a control method
is obtained, and a class of problems for which this method is optimal is identified.
Due to the fact that the method of local optimization is quite constructive and seems reasonable
(which is confirmed by the results obtained in [6-9]), it is advisable to conduct further studies of this
method.
We will call an unmeasured perturbation t    Rm permissible for object (1) if there exists
such a perturbation uˆ  uˆ ( )   . In other words,  is acceptable if there is an acceptable control that
keeps the system in a stable equilibrium position [11-13].
The control method defined by rule (2) is called coarse at point C if there are numbers   0
and r  0 such that, as soon as d ( A, C )   and   r , where  – is an acceptable perturbation, the
zero position of the equilibrium of the system (1) closed by method (2) is asymptotically stable [13].
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This definition formalizes the traditional concept of the quality of control in the theory of
regulation – the stability of the equilibrium position and the absence of static error in the case of
discontinuous perturbations [7]. In this case, it is required that the specified properties are preserved
when the control calculation uses not the true description of the object, but only its approximation.
Note that the definition of roughness can be given for any control method that uses a mathematical
description of the object, if only the proximity in the corresponding function space is defined [9].
In [11, 12], the roughness conditions of the local optimization method are considered, i.e., the
effect on the stability of a closed system of errors of the mathematical model of the object, which is
used to find the control.
Since the condition KerD  {0} is equivalent to the fact that DT D – is an invertible matrix,
then, denoting L  ( DT D) 1 DT , we get from (2)
ut  L((C  I ) xt  Cxt 1  Dut 1)
or taking into account (1)
ut  L(Cxt  ( A  C) xt 1  (B  D)ut 1  t 1) .

(3)

Let  – be an acceptable perturbation, i.e. Buˆ    0 for some û . Then, t  ut  uˆ is
denoted. Then, substituting  t into the last formula, after simple transformations we get
t  LCxt  L( A  C) xt 1  L( B  D)t 1  L(  t 1) .
Similarly, substituting (4) in (1), we get
xt 1  ( A  BLC) xt  BL( A  C) xt 1  BL( B  D)t 1  BL(  t 1 )  (  t ) .

(4)
(5)

Consider the vectors zt  ( xt , xt 1 ,t 1 )T ,  t  (  t ,   t 1 ,0)T . Then the system of relations (4),
(5) is equivalent to the equation
zt 1  zt  R t ,
where  is defined in [12], and R – the corresponding block matrix. Let  0 be the matrix that is
obtained from  if in the latter we replace A with C and B with D. Then we can show [6, 7] that
det( 0  I )  n m det(C  DLC  I ) .
It follows from this equality that the eigenvalues of the matrix  0 are modulo less than one.
But then, from the continuous dependence of the eigenvalues of the matrix on its elements, it follows
that the eigenvalues of the matrix  are modulo less than one, if only the values A  C and B  D are
small enough. This shows the roughness of the locally optimal stabilization [9, 10].
The direct use of relations (3), (5) can lead to a decrease in the accuracy of the estimation of
matrices ut and xt , since they use the pseudo-circulation operation. It is known [14-16] that if the
matrix D has full rank ( k  min(n, m) ), then
D  ( DT D)1 DT .

In the case where the matrix D is a matrix of incomplete rank, then the problem under
consideration is incorrectly posed. To give numerical stability to the procedure of pseudo-rotation of
the matrix D, it is advisable to use the concepts of regular methods [17-19].
Let us consider some of the most constructive algorithms for determining pseudo-inverse
matrices [14-20].
Let’s define a matrix of size n m , Dm  (d1, d2 ,...,dm ) whose columns are vectors d j , i  1,2,...,m .
Using the obvious notation Dm 1 , this matrix can be represented as
Dm  ( Dm1 dm ), m  2,3,....
The pseudo-transformations of matrix С1 are obviously carried out by the formula
D1  d1T / d1T d1
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To consistently find the pseudo-inverse matrix D, we will use the Greville method [14]. From
this we get



 D  I  d m 1kmT 1
Dm 1   m

kmT 1


 ,



where
 ( I  Dm Dm )d m 1
, if ( I  Dm Dm )d m 1  0,

2

 ( I  Dm Dm )d m 1
k m 1    T 
 ( Dm ) Dm d m 1 , in other positions
2


 1  Dm d m 1

When calculating Dk , QR decompositions of the matrix Dk  [d1 , d 2 ,...,d k ] are often used, where
(d1 , d 2 ,...,d k ) is considered linearly independent.
R 
QDk   k ,
0

where Rk – nondegenerate upper triangular matrix of order k; Q – orthogonal matrix.
Consider the problem of calculating the QR decomposition of the matrix obtained from Dk by
deleting or attributing column [18], and try to benefit from the existing QR decomposition of matrix
Dk .
Assigning a vector. Let the column matrix Dk be extended with the linear independence
property to the matrix [d1 , d 2 ,...,d k 1 ] . Calculate the product of bk 1  Qk ...Q1d k 1 . Let's construct the
transformation of the Householder Qk 1 so that the vector Qk 1bk 1  rk 1 has zeros at positions
k  2,...,m . Then the formula
R

Qk 1 (Qk ...Q1 )[ Dk : d k 1 ]  
rk 1 
0



gives the QR decomposition of the extended matrix.
Deleting a vector. Let matrix Dk be modified by deleting column

dj,

resulting in the matrix

Dk 1  [d1,...,d j 1, d j 1,...,d k ] ,

Let's write down the formula that determines the QR decomposition of the matrix Dk
 R11
R
(Qk ,...,Q1 ) Dk      0
0  0

j 1

  } j 1
R12
  }k  j  1
R22

0  }m  k .


(6)

k  j 1

Let's imagine the desired QR expansion Dk 1 in the form
 Rˆ 
QDk 1    .
 0 

Matrix R̂ also includes matrix R11 as the leading main submatrix of order j  1 , as in (6) [18].
So you only need to find the last k  j columns of R̂ .
One of the possibilities is to write the system

[a j 1,...,ak ]

in place of the submatrix

 
 R12
 R  .
 22 
 0 

Next,

we calculate the product
Q j 1,...,Q1[a j 1...ak ]  Sm( k  j ) .

Finally, we construct new transformations of the Householder Qi so that
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 Rˆ12  } j  1
 
Qk 1...Qj S   Rˆ 22  }k  j
 0  }m  k  1,

k j

where

– is upper triangular matrix.
The QR decomposition of matrix Dk 1 now has the form

R̂22

 R11 Rˆ12 


Qk 1,...,Qj , Q j 1,...,Q1Dk 1   0 Rˆ 22  .
0
0 



Otherwise, the matrix S of (7) can be constructed by the formula
 
 R12


Q j Q j 1,...,Qk  R22   a~ j  S
 0 



 , a~

j

 Q j 1...Q1a j ,

 are defined in (6).
where R12 and R22
These computational procedures allow us to regularize the problem of synthesis of systems for
the stabilization of indefinite dynamic objects and to improve the quality indicators of control
processes in the presence of approximate mathematical models.
The obtained algorithms are quite natural and allow us to conclude that the stabilization
systems can be built on the basis of the local optimization method in the presence of approximate
mathematical models. At the same time, it turns out that the asymptotic stability, i.e., the limited output
with a limited input, can be achieved with sufficiently rough estimates of the object parameters and
external perturbations using regular methods.
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