This study investigates the capacity region of a three-user cognitive radio network with two primary users and one cognitive user. A three-user Cognitive Interference Channel (C-IFC) is proposed by considering a three-user Interference Channel (IFC) where one of the transmitters has cognitive capabilities and knows the messages of the other two transmitters in a non-causal manner. First, two inner bounds on the capacity region of the three-user C-IFC are obtained based on using the schemes which allow all receivers to decode all messages with two different orders. Next, two sets of conditions are derived, under which the capacity region of the proposed model coincides with the capacity region of a three-user C-IFC in which all three messages are required at all receivers. Under these conditions, referred to as strong interference conditions, the capacity regions for the proposed three-user C-IFC are characterized.
different aspects of IFCs such as independent channel inputs at the transmitters which makes difficult to apply the results of C-IFC to these setups. An achievable rate region for a three-user Multiple Access Channel (MAC) [18, Chapter 4] with three transmitters and one receiver has been derived in [20] . By increasing the number of receivers, a three-user C-IFC with one primary user and two cognitive users has been studied in [21] , [22] , where an achievable rate region is derived for this setup. The authors in [23] , proposed the achievable rate regions for the different non-causal message-sharing mechanism in the three-user C-IFC and also derived an outer bound in the Gaussian case.
In this paper, we consider a three-user C-IFC with two primary users and one cognitive user, where the cognitive transmitter non-causally knows the messages of both primary transmitters. Up to our best knowledge, in all of the previous works on three-user C-IFC in the general discrete memoryless setup, only achievable rate regions have been obtained and the capacity result in all setups of three-user C-IFC is an open problem. In this paper, we consider the strong interference regime and derive capacity regions in this case. First, we obtain two inner bounds on the capacity region (achievable rate regions) based on using superposition coding and allowing all receivers to decode all messages. In the achievablity scheme of the first region, we utilize simultaneous joint decoding in the decoding part at all receivers.
However, in the second scheme, each primary receiver first decodes the other primary user's message, while treating the remaining signals as noise, i.e., the combination of its intended transmitter's signal, the cognitive transmitter's signal and additive noise. This strategy is useful for the channels where the other primary user's signal (as seen by each primary user) is strong enough and it is possible to decode this primary interference first. Then, the primary receiver decodes the message of the cognitive user and its own message by a joint typicality decoding. The receiver of the cognitive user pair uses joint typicality decoding. Next, deriving two sets of strong interference conditions, we show that the obtained inner bounds achieve capacity under these conditions by proving converse proofs. In these cases, decoding the unintended messages causes no additional constraint on the rate region. Therefore, the channel model is equal to the one in which all three messages are required at all receivers and the capacity region coincides with the capacity region of a three-user C-IFC in which each receiver should decode all three messages.
In fact, we determine the conditions, referred to as Set1, under which the three-user C-IFC can be seen as a compound three-user MAC with common information. Under the second set of conditions, referred to as Set2, the considered channel can be seen as a compound of three channels: two two-user MACs with common information at the primary receivers and a three-user MAC with common information at the cognitive receiver. Further, we compare these two sets of conditions and show that Set1 is weaker than Set2. Moreover, we consider the Gaussian three-user C-IFC and find capacity results for the Gaussian May 1, 2014 DRAFT ( )
, and (iv) three decoding functions, g u : Y n u → M u at Rxu where u ∈ {1, 2, 3}. We assume that the channel is memoryless. Thus, the channel transition probability distribution is given by
The probability of error for this code is defined as P e = max{P e,1 , P e,2 , P e,3 }, where we have
for u ∈ {1, 2, 3}.
Definition 2:
A rate triple (R 1 , R 2 , R 3 ) is achievable if there exists a sequence of (2 nR1 , 2 nR2 , 2 nR3 , n) codes with P e → 0 as n → ∞. The capacity region C, is the closure of the set of all achievable rates.
III. ACHIEVABLE RATE REGIONS FOR DISCRETE MEMORYLESS THREE-USER C-IFC
In this section, we consider the discrete memoryless three-user C-IFC and present two achievable rate regions for this setup. The coding schemes contain superposition coding in the encoding part. In the decoding part, all messages are common to all receivers, i.e., all three receivers decode m 1 , m 2 and m 3 . In the scheme of the first achievable rate region, the simultaneous joint decoding is utilized at all receivers. However, in the second scheme, Rx1 first decodes the other primary user's message m 2 , while treating the remaining signals as noise, i.e., the signals of m 1 and m 3 plus additive noise. This strategy is useful for the channels where the signal of m 2 at Rx1 is strong enough and it is possible to decode this primary interference first. Then, Rx1 decodes the message of the cognitive user m 3 and its own message m 1 by a joint typicality decoding. Rx2 proceeds similarly, while, Rx3 uses joint typicality decoding.
Detailed proofs are provided in Appendix A.
Let P denotes the set of all joint p.m.fs p(.), that factor as
Theorem 1: The union of rate regions given by
is achievable for the three-user C-IFC (denoted as R 1 (p)), where the union is over p(.) ∈ P (defined in (2)).
Theorem 2:
The union of rate regions given by (3)- (5) and
is achievable for the three-user C-IFC (denoted as R 2 (p)), where the union is over p(.) ∈ P (defined in (2)).
IV. STRONG INTERFERENCE CONDITIONS AND CAPACITY RESULTS
In this section, we derive two sets of strong interference conditions (Set1 and Set2), under which the regions of Theorem 1 and Theorem 2 achieve capacity. First, we give an intuition about deriving the conditions at each receiver:
• Strong interference at the cognitive receiver (Rx3): In both schemes, Rx3 jointly decodes m 1 , m 2 and m 3 . Therefore, it is assumed that m 1 and m 2 jointly cause strong interference. These conditions are shown in (13) and the second terms of (11) and (12) for the first scheme. In other words, assuming the above conditions, the joint received signal from Tx1 and Tx2 at Rx3 is strong enough to decode without imposing any rate constraint on R 1 and R 2 . Similar conditions are also provided for the second scheme in (31) and the second terms of (29) and (30). Therefore, there is no difference between two schemes about the strong interference condition at the cognitive receiver (Rx3).
• Strong interference at the primary users (Rx1 and Rx2): We illustrate the condition for Rx1 and the one for Rx2 follows due to the symmetry. In the first scheme, condition at Rx1 is similar to Rx3 and it is assumed that m 2 and m 3 jointly cause strong interference, which is shown in the first terms of (10) and (12) . Note that, the asymmetric nature of the conditions, compared to the one for Rx3, is due to the cognition capability of Tx3, i.e., x 3 depends on m 1 and m 2 in addition to m 3 . However, in the second scheme, it is assumed that the interference caused by m 2 at Rx1 is stronger than the joint received signals of m 1 and m 3 (first term of (30)). Therefore, it is possible to decode m 2 first. The second level for the strong interference condition at Rx1, assumes that after decoding m 2 , the cognitive message (m 3 ) causes strong interference in comparison to the desired message (m 1 ) (first term of (12)). 
Set1 first term of (10) second term of (10) first term of (11) first term of (12) (13) + second terms of (11) and (12) Set2 first term of (10) second term of (10) first term of (29) first term of (30) (31) + second terms of (29) and (30) (11), (12) (10) → (15), (16) → second terms of (4), (5) + third term of (6) (10) + first terms of (11), (12) → (17) Set2 second terms of (29), (30) → (4), (5) (10) → (33), (34) first terms of (29),(30) → (7), (8) (31) → (9) The above intuitions are summarized in Table I .
Remark 1: Theorem 2 includes (7)- (9) instead of (6) in Theorem 1. In fact, in the Gaussian case, the converse proof can not be established for the two first terms in (6) . Therefore, we propose Theorem 2 and find the stronger conditions than Set1, i.e., Set2, which makes the bounds in (7)- (9) redundant. Hence, we intend to use Set2 to derive the capacity results for the Gaussian case in Section V.
In Set1, (13) and the second terms of (11) and (12) are used to make the second terms of (4) and (5), and the third term of (6) redundant. However, (10) and the first terms of (11) and (12) are used to prove the converse part for the rates in (15)- (17).
In Set2, the second terms of (29) and (30) are used to make the second terms of (4) and (5) redundant.
The first terms of (29) and (30) make the (7) and (8) redundant and (31) is used to make the (9) redundant.
However, (10) is used to prove the converse part for the rates in (33) and (34).
These results are summarized in Table II .
Assume that the following set of strong interference conditions (Set1) holds for every p(.) ∈ P:
In fact, under these conditions interfering signals at the receivers are strong enough that all messages can be jointly decoded by all the receivers.
Theorem 3:
The capacity region of the three-user C-IFC, satisfying (10)- (13), is given by
Remark 2: The message of the cognitive user (M 3 ) can be decoded at Rx1 and Rx2, under condition (10). Rx1 can decode M 2 considering the condition of the first term in the RHS of (12) . Note that, X 3 is required in this condition due to the dependance on M 2 . Similarly, the condition of the first term in the RHS of (11) enables Rx2 to decode M 1 . Moreover, (M 1 , M 2 ) can be decoded at Rx3 under (13) and the second terms in the RHS of (11) and (12) . Therefore, C 1 gives the capacity region for a compound three-user MAC with common information, where R 1 and R 2 are the common rates of Tx1-Tx3 and Tx2-Tx3, respectively, R 3 is the private rate for Tx3, and the private rates for Tx1 and Tx2 are zero.
Remark 3:
If we omit the second pair, i.e., X 2 = Y 2 = ∅ and R 2 = 0, the model reduces to a two-user C-IFC and C 1 coincides with the capacity region of the strong interference channel with unidirectional cooperation, which was characterized in [8] .
First, we provide a useful lemma which we need in the proof of the converse part for Theorem 3.
Lemma 1:
If (10)- (12) hold for all distribution p(.) ∈ P, then we have:
Proof: Proof relies on the result in [25, Proposition 1] and follows the same lines as in [8, Lemma 5] and [26, Lemma] .
Proof of Theorem 3:
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Converse: Consider a (2 nR1 , 2 nR2 , 2 nR3 , n) code with average error probability P n e → 0, which implies that P (n) e,u → 0 for u ∈ {1, 2, 3}. Applying Fano's inequality [24] , [18, P. 19] results in
for u ∈ {1, 2, 3}, where δ un → 0 as P (n) e,u → 0. Note that, due to the encoding functions f 1 , f 2 and f 3 , defined in Definition 1 and the independence of the messages, we have p(.) ∈ P. Now, we derive the bounds in Theorem 3. For the first bound, we obtain
(c)
where (a) follows since M 1 , M 2 and M 3 are independent, (b) is due to the fact that conditioning does not increase the entropy and (c) follows from (22) for u = 3. Hence,
where (a) is due to the encoding functions f 1 , f 2 and f 3 , defined in Definition 1, (b) and (e) are due to the fact that conditioning does not increase the entropy, (c) follows from the fact that
is obtained from the chain rule, and (f) follows from the memoryless property of the channel. Now, applying (22) for u ∈ {1, 3} and the independence of the messages, we can bound R 1 + R 3 as
where (a) follows from the encoding functions f 1 , f 2 and f 3 , defined in Definition 1, (b) follows from the (24)). Applying similar steps using (22) for u ∈ {2, 3} and (19), we can show that,
forms a Markov chain, (c) is obtained from (18), (d) follows from the chain rule, and (e) follows from the memoryless property of the channel and the fact that conditioning does not increase the entropy (like parts (d)-(f) in
Finally, using (22) for u ∈ {1, 2, 3} and the independence of the messages, the sum-rate bounds can be obtained as
where (a) follows from the encoding functions f 1 , f 2 and f 3 , defined in Definition 1, and the fact that conditioning does not increase the entropy, (b) is due to the fact that conditioning does not increase the entropy, (c) follows (18) and (21), (e) follows from the chain rule, and (f) is due to the memoryless property of the channel and the fact that conditioning does not increase the entropy (like parts (d)-(f) in (24)).
By applying a similar technique based on (19) and (20), we obtain:
Using a standard time-sharing argument [18, P. 85] for (24)- (28) completes the proof.
Next, we derive the second set of strong interference conditions (Set2), under which the region of Theorem 2 is the capacity region. For every p(.) ∈ P, Set2 includes (10) and the following conditions:
Theorem 4: The capacity region of the three-user C-IFC, satisfying (10) and (29)- (31), is given by
Proof: Achievability: Consider the region of Theorem 2. Using the second terms of conditions (29) and (30), the bounds in (3)-(5) reduce to C 2 . Based on the first term of condition (29), the bound in (7) is redundant due to (15) . Similarly, (16) and (30) make the bound in (8) redundant. Moreover, considering (7) (or (8)), (31), and the second bound in (5) (or (4)), the bound in (9) becomes redundant.
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Converse: The bounds in C 2 are same as the bounds (14)- (16) in C 1 , which are shown in the converse proof of Theorem 3. This completes the proof.
Remark 4 (Comparison of two sets of conditions):
We compare the different terms in Set1 and Set2.
Since X 1 and X 2 are independent, we obtain
where (a) follows from the independence of X 1 and X 2 , and (b) is a consequence of the fact that conditioning does not increase the entropy. Hence, condition (30) implies condition (12) . Similarly, condition (29) implies condition (11) . Moreover, the second terms of conditions (29) and (31) give the first term in condition (13) . Also, the second term of condition (30) along with the first term of (31) give the second term in condition (13) . Therefore, Set2 implies Set1, and the conditions of Set1
are weaker compared to thoes of Set2. In fact, we use Set2 and C 2 to derive the capacity results for the Gaussian case in the next section.
V. GAUSSIAN THREE-USER C-IFC
In this section, we consider the Gaussian three-user C-IFC and characterize capacity results for the Gaussian case. Moreover, we present some numerical examples. The Gaussian three-user C-IFC, as depicted in Fig. 2 , at time i = 1, . . . , n and at each Rxr, for r ∈ {1, 2, 3}, can be mathematically modeled as
where h tr , for t, r ∈ {1, 2, 3}, are known channel gains. X t,i is the input signal with average power constraint:
for t ∈ {1, 2, 3}. Z r,i , r ∈ {1, 2, 3} is an independent and identically distributed (i.i.d) zero mean Gaussian noise component with unit power, i.e., Z r,i ∼ N (0, 1). Now, we extend the results of Theorem 4, i.e., C 2 and Set2, to the Gaussian case. The strong interference
, , m m m conditions of Set2, i.e., (10) , (29)- (31) for the above Gaussian model, respectively, become (Set G ):
where −1 ≤ ρ u ≤ 1 is the correlation coefficient between X u and X 3 , i.e., E(X u X 3 ) = ρ u √ P u P 3 for u ∈ {1, 2}, and A ij and B ij are defined as,
Theorem 5: For the Gaussian three-user C-IFC, satisfying conditions (37)-(40), the capacity region is given by 
where to simplify notation we define
Remark 5: Condition (37) implies that Tx3 causes strong interference at Rx1 and Rx2. This fact enables Rx1 and Rx2 to decode m 3 . Moreover, due to the first terms in the RHS of (38) and (39), m 1 and m 2 can be decoded at Rx2 and Rx1, respectively. Also, (38)-(40) provides strong interference conditions at Rx3, under which all messages can be decoded by Rx3.
Proof: The achievablity follows from C 2 in Theorem 4 by evaluating Set2 and C 2 with zero mean jointly Gaussian channel inputs X 1 , X 2 and X 3 . In fact,
The converse proof is based on the similar reasoning as in [27] and is provided in Appendix B.
Note that, the channel parameters, i.e., h tr , P t for t, r ∈ {1, 2, 3}, must satisfy (37)-(40) for all −1 ≤ ρ 1 , ρ 2 ≤ 1 : ρ 2 1 + ρ 2 2 ≤ 1, to numerically evaluate the C G 1 using (41)-(43). Here, we choose P 1 = P 3 = 3, P 2 = 6, h 11 = h 22 = h 33 = 1, h 31 = h 32 = √ 1.5, h 12 = 7, h 13 = 3, h 21 = 5, and h 23 = 15, which satisfy (37)-(40); hence, the regions are derived under strong interference conditions parameter selection, where ρ 1 = ρ 2 is fixed in each surface. ρ 1 = ρ 2 = 0 region corresponds to the no cooperation case, where the channel inputs are independent. It can be seen that as ρ 1 = ρ 2 increases, the bound on R 3 becomes more restrictive while the sum-rate bounds become looser; because Tx3 dedicates parts of its power for cooperation. The capacity for this channel is the union of all the regions obtained for different values of ρ 1 and ρ 2 satisfying ρ 2 1 + ρ 2 2 ≤ 1. This union is shown in Fig. 4 .
VI. CONCLUSION
We considered a three-user cognitive radio network with two primary users and one cognitive user and investigated its capacity region in the strong interference regime. For this purpose, we introduced the three-user Cognitive Interference Channel (C-IFC) by providing cognition capabilities for one of the transmitters in the three-user IFC. We derived two sets of strong interference conditions under which we established the capacity regions. Under these conditions, all three messages are required at all receivers.
We also found capacity results for the Gaussian case.
APPENDIX A PROOFS OF THEOREM 1 AND THEOREM 2
Outline of the proof of Theorem 1: We propose the following random coding scheme, which contains superposition coding in the encoding part and simultaneous joint decoding in the decoding part.
All messages are common to all receivers, i.e., all three receivers decode m 1 , m 2 and m 3 . 
Decoding:
Rx1: After receiving y n 1 , Rx1 first finds a unique indexm 2 such that, 
Then, it looks for a unique indexm 1 and somem 3 such that, For large enough n, with arbitrarily high probabilitym 1 = m 1 if (45) holds.
Rx2: Rx2 proceeds similarly. This step can be accomplished with sufficiently small probability of error for large enough n, if (47) holds and
The decoding procedure at Rx3 is similar to Theorem 1 and the error in this receiver can be bounded, if (49)-(52) hold. This completes the proof.
APPENDIX B PROOF OF THE CONVERSE PART FOR THEOREM 5
For any rate triple (R 1 , R 2 , R 3 ) ∈ C, Rx1 is able to decode m 1 reliably. Assume that Rx1 knows X 2 by a genie. Obviously, the genie aided channel has a larger capacity region than C. Now, Rx1 knows X 1 from m 1 and X 2 from genie. Then, Rx1 is able to construct If condition (37) holds, thenỸ 3 is a less noisy version of Y 3 . Since Rx3 has to decode m 3 , Rx1 can decode m 3 viaỸ 3 . Therefore, (R 1 , R 2 , R 3 ) is contained in the capacity region of a MAC with common information from Tx1 and Tx3 to Rx1 with X 2 as a receiver side information, where R 1 is the common rate, R 3 is the private rate for Tx3, and the private rates for Tx1 is zero. Therefore, the sum-rate R 1 + R 3 is bounded as (33). From the maximum-entropy theorem [24] (or [18, P. 21] ), this bound is largest for the Gaussian inputs and is evaluated to (42). In a similar manner, we can obtain (43) at Rx2. The bound in (41) follows by applying the standard methods as in (24) .
