Abstract. Normalization and lexical annotation methods, developed in the context of matching systems, have proven to be effective for the discovery of lexical relationships among schemata. We will show how these methods are applicable and effective in the context of Semantic Resource Framework to mine the semantics of a web service interface and to discover mappings between them.
Introduction
This chapter will discuss the applicability of normalization and lexical annotation methods, developed in the field of schema matching, in the context of web service interfaces. The lexical annotation of a schema element is the explicit assignment of its meanings w.r.t. a lexical resource. Normalization (also called linguistic normalization [14] ) is the reduction of the label of a schema element to some standardized form that can be easily recognized.
Starting from our previous works in the context of data integration [5, 21, 26] , we propose to apply normalization and annotation methods to mine the semantics of a service, exposed through its interface and to discover connection patterns among web services.
In Natural Language Processing, Word Sense Disambiguation (WSD) is the process of identifying which sense of a word (i.e. meaning) is used in a sentence, when the word has multiple meanings (polysemy). We describe our probabilistic lexical annotation method, which automatically associates one or more meanings to schema elements w.r.t. the lexical resource WordNet (WN) [13] , by exploiting a Word Sense Disambiguation (WSD) algorithm, called PWSD (Probabilistic Word Sense Disambiguation) [21] . The accuracy of lexical annotation is affected by labels which are non-dictionary words, such as Compound Nouns (CNs), acronyms and abbreviations which are very frequent on real-world schemata and web service interfaces. We addressed this problem by devising a method to normalize schema labels which is able to semi-automatically expand abbreviations and to properly lexically annotate CNs by creating new WN meanings.
Starting from the lexical annotation of schema elements, we can discover lexical relationships between them, on the basis of the relationships defined in WN between S. Bergamaschi et al. their meanings (synsets in WN terminology). Traditional schema matching methods based on string distance techniques [10] do not permit to automatically discover that there exists, for example, a synonym relationship between the two schema elements "amount" and "quantity", as their labels share only few characters. Instead, by using our method, we are able to: (1) automatically annotate these schema elements with the corresponding WN meanings; (2) discover a synonym relationship among them, as they share the same meaning in WN (i.e. the synset "how much there is or how many there are of something that you can quantify").
Moreover, our normalization method improves the quality of semantic mappings by reducing the number of discovered false positive/false negative relationships. Figure 1 shows two schemata that need to be mapped/integrated, and compares the relationships discovered with and without normalization. Let us consider, for example, the two schema elements "CustomerName" and "CLIENTADDRESS", respectively, in the source "PurchaceOrder" and "PO", shown in Figure 1(a) . If we annotate separately the terms "Customer" and "Name", and "CLIENT" and "ADDRESS", then we might assume a SYN relationship between them, because the terms "Customer" and "CLIENT" share the same WN meaning. In this way, a false positive relationship is discovered because these two CNs represent "semantically distant" schema elements.
Furthermore, if we consider the two corresponding schema labels "amount" and "QTY" (abbreviation for "quantity"), without abbreviation expansion we cannot discover that there exists a SYN relationship between the elements "amount" and "QTY".
In this chapter, we describe the normalization and annotation methods w.r.t. a generic object schema, which may be either a set of data sources or a set of web services (section 2). In Section 3, an example of application of the methods on the Semantic Resource Framework model is shown. Some related works are described in Section 4. Finally, in Section 5, we make some concluding remarks.
