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Abstract
A dynamic flow network G with uniform capacity c is a graph in
which at most c units of flow can enter an edge in one time unit. If
flow enters a vertex faster than it can leave, congestion occurs.
The evacuation problem is to evacuate all flow to sinks. The k-sink
location problem is to place k-sinks so as to minimize this evacuation
time. A flow is confluent if all flow passing through a particular vertex
must follow the same exit edge. It is known that the confluent 1-
sink location problem is NP-Hard to approximate even with a Θ(log n)
factor on G with n nodes. This differentiates it from the 1-center
problem on static graphs, which it extends, which is polynomial time
solvable.
The k-sink location problem restricted to trees, which partitions
the tree into k subtrees each containing a sink, is polynomial solvable
in O˜(k2n) time.
The concept of minmax-regret arises from robust optimization. Ini-
tial flow values on sources are unknown. Instead, for each source, a
range of possible flow values is provided and any scenario with flow
values in those ranges might occur. The goal is to find a sink place-
ment that minimizes, over all possible scenarios, the difference between
the evacuation time to those sinks and the minimal evacuation time of
that scenario
The Minmax-Regret k-Sink Location on a Dynamic Path Networks
with uniform capacities is polynomial solvable in n and k. Similarly,
the Minmax-Regret k-center problem on trees is polynomial solvable in
n and k. Prior to this work, polynomial time solutions to the Minmax-
Regret k-Sink Location on Dynamic Tree Networks with uniform ca-
pacities were only known for k = 1. This paper gives a
O
(
max(k2, log2 n) k2n2 log5 n
)
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time solution to the problem. The algorithm works for both the dis-
crete case, in which sinks are constrained to be vertices, and the con-
tinuous case, in which sinks may fall on edges as well.
1 Introduction
Dynamic flow networks were introduced by Ford and Fulkerson in [23] to
model movement of items on a graph. Each vertex in the graph is assigned
some initial set of flow (supplies) wv; if wv > 0 the vertex is a source. Each
graph edge e = (u, v) has an associated length d(u, v), which is the time
required to traverse the edge and a capacity ce, which is the rate at which
items can enter the edge. If ce ≡ c for all edges e, the network has uniform
capacity. A major difference between dynamic and static flows is that, in
dynamic flows, as flow moves around the graph, congestion can occur as
supplies back up at a vertex.
A large literature on such flows exist. Good surveys of the problem and
applications can be found in [39, 2, 21]. With only one source and one
sink the problem of moving flow as quickly as possible along one path from
the source to the sink is known as the Quickest Path problem and has a
long history [35]. A natural generalization is the transshipment problem,
e.g., [30], in which the graph has several sources and sinks, with supplies
on the sources and each sink having a specified demand. The problem
is to find the quickest time required to satisfy all of the demands. [30]
provides a polynomial time algorithm for the transshipment problem with
later improvements by [22].
Dynamic Flows also model [28] evacuation problems. Vertices represent
rooms, flow represent people, edges represent hallways and sinks are exits
out of the building.The problem is to find a routing strategy (evacuation
plan) that evacuates everyone to the sinks in minimum time. All flow pass-
ing through a vertex is constrained to evacuate out through a single edge
specified by the plan (corresponding to a sign at that vertex stating “this
way out”). Such a flow, in which all flow through a vertex leaves through the
same edge, is known as confluent1. In general, confluent flows are difficult
to construct [16, 20, 17, 38]. If P 6= NP, then, even in a static graph, it
is impossible to construct a constant-factor approximate optimal confluent
flow in polynomial time even with only one sink.
Returning to evacuation problems on dynamic flow graphs, the basic
1Confluent flows occur naturally in problems other than evacuations, e.g., packet for-
warding and railway scheduling [20].
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optimization question is to determine a plan that minimizes the total time
needed to evacuate all the people. This differs from the transshipment prob-
lem in that even though sources have fixed supplies (the number of people
to be evacuated) sinks do not have fixed demands. They can accept as
much flow as arrives there. Note that single-source single-sink confluent
flow problem is exactly the polynomially solvable quickest path problem
[35] mentioned earlier.
Observe that if edge capacities are “large enough”, congestion can never
occur and flow starting at a vertex will always evacuate to its closest sink.
In this case the k-sink location problem – finding the location of k sinks that
minimize total evacuation time –reduces to the unweighted k-center problem.
Although the unweighted k-center problem is NP-Hard [24, ND50] in n and
k it is polynomially-time solvable for fixed k. In contrast, Kamiyama et
al. [31] proves by reduction to Partition, that, even the 1-sink evacuation
problem is NP-Hard for general graphs. By modifying similar results for
static confluent graphs, [25] extended this to show that even for k = 1 and
the sink location fixed in advance, it is still impossible to approximate the
evacuation time to within a factor of O(log n) if P 6= NP.
Research on finding exact quickest confluent dynamic flows is there-
fore restricted to special graphs, such as trees and paths. [6] solves the
k-sink location problem for paths with uniform capacities in min
(
O(n +
k2 log2 n), O(n log n)
)
time and for paths with general capacities in min
(
O(n log n+
k2 log4 n), O(n log3 n)
)
time. [34] gives an O(n log2 n) algorithm for solv-
ing the 1-sink problem on a dynamic tree network. [29] improves this
down to to O(n log n) for uniform capacities. [14] gave an O(nk2 log5 n)
for the k-sink location problem on trees which they later reduced down to
O
(
max(k, log n)kn log4 n
)
time in [15]. These last two results were for gen-
eral capacity edges. They can both be reduced by a factor of log n for the
uniform capacity version.
In robust optimization, the exact amount of flow located at a source is
unknown at the time the evacuation plan is drawn up. One approach to
robust optimization is to assume that, for each source, only an (interval)
range within which that amount may fall is known. One method to deal
with this type of uncertainty is to find a plan that minimizes the regret,
e.g. the maximum discrepancy between the evacuation time for the given
plan on a fixed input and the plan that would give the minimum evacuation
time for that particular input. This is known as the minmax-regret problem.
minmax-regret optimization has been extensively studied for the k-median
[11, 8, 44] and k-center problems [4, 36, 9, 44] ([10] is a recent example)
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and many other optimization problems [37, 19, 43]. [32, 5, 1, 12] provide
an introduction to the literature. Since most of these problems are NP-
Hard to solve exactly on general graphs, the vast majority of the literature
concentrates on algorithms for special graphs, in particular paths and trees.
In particular, for later comparison, since the k-center problem is a special
case of the k-sink location problem, we note that the minmax-regret k-center
problem on trees can be solved in O(n2 log2 n log logn) time [4].
Recently there has been a series of new results for minmax-regret k-sink
evacuation on special structure dynamic graphs with uniform capacities.
The 1-sink minmax-regret problem on a uniform capacity path was originally
proposed by [18] who gave an O(n log2 n) algorithm. This was reduced down
to O(n log n) by [40, 41, 27] and then to O(n) by [7]. For k = 2 [33] gave an
O(n3 log n) algorithm, later reduced to O(n log4 n) by [7]. For general k, [3]
provides two algorithms. The first runs in O(n2k logk n) time, the second in
O(n3k log n) time.
Xu and Li solve the 1-sink min-max regret problem on a uniform capacity
cycle in O(n3 log n) time [42]. For trees, the only result known previously
was for k = 1. [28] provides an O(n log2 n) algorithm which was reduced to
O(n log n) by [7].
No results for k > 1 were previously known. This paper derives a
O
(
max(k2, log2 n) k2n2 log5 n
)
algorithm for the problem. We note that, similar to the k-center problem,
there are two different variations of the k-sink location problem, a discrete
version and a continuous version ([13] provides a discussion of the history).
The discrete version requires all sinks to be on vertices; the continuous
version permits sinks to be placed on edges as well. Our result holds for
both versions.
Our algorithm will work by showing how to reframe the minmax-regret
k-sink location problem, which originally appears to be attempting to min-
imize a global function of the tree, into a minmax tree-partitioning problem
utilizing purely local functions on the subtrees. It will then apply a new
partitioning scheme developed in [14, 15].2
Section 2 introduces the tree partitioning framework of [15] and shows
how sink evacuation fits into that framework. Section 3 introduces the
formalism of the regret problem.
2The scheme was introduced in [14] but then generalized and extended to the continuous
case in [15]. Going forward, we will therefore only reference [15].
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Sections 4 and 5 are the new major technical contributions of this paper.
Section 4 proves that, given a fixed partition of the input tree into subtrees,
there are only a linear number of possible worst-case scenarios that achieve
the minmax-regret for that partition. Section 5 uses this fact to define
a new local regret function on subtrees and then proves that solving the
k-sink locaton problem using this new local regret function will solve the
global regret problem.
Section 6 combines the results of the previous sections, inserts them into
the framework of [15] and proves
Theorem 1. The minmax-regret k-sink evacuation problem on trees can be
solved in time
O
(
max(k2, log2 n) k2n2 log5 n
)
.
This result holds for both the discrete and continuous versions of the problem.
We conclude by noting that Theorem 1, similar to all the other results
quoted on minmax-regret, assumes uniform capacity. This is because almost
all results on minmax-regret have their own equivalent of Section 4, proving
that in their problem they only need to be concerned with a small number of
worst-case scenarios. This ability to restrict scenarios has not been observed
in the general capacity edge case and thus there does not seem an obvious
approach to attacking the minmax-regret problem for general capacity edges.
2 Minmax Monotone Functions
The following definitions have been modified from [15].
Definition 1. Let T = (V,E) be a tree.
a) P = {P1, P2, . . . , Pk} is a k-partition of V if each subset Pi ⊆ V
induces a subtree, ∪iPi = V , and ∀i 6= j, Pi ∩ Pj = ∅.
The Pi will be the blocks of P.
b) Let X = {x1, x2, . . . , xk} ⊆ V. Λ[X] will denote the the set of all k-
partitions P = {P1, P2, . . . , Pk} of Vin such that ∀i, X ∩ Pi = {xi}.
Depending upon the underlying problem, the xi are referred to as the
the centers or sinks of the Pi.
c) For any subtree T ′ = (V ′, E′) and x ∈ V ′, removing x from V ′ leaves
a forest F = {T1, ..., Tt}. Let V1, . . . , Vt denote the respective vertices
in Ti.
Vi will be a branch of V
′ falling off of x.
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Figure 1: Illustration of Definition 1 and Property 5. V is the entire set of
tree vertices. The 3 branches of V falling off of x are V1, V2, V3. The cost of
servicing branch Vi is f(Vi ∪ {x}, x). The cost of servicing the entire tree is
f(V, x) = max1≤i≤3 f(Vi ∪ {x}, x).
Let f : 2V ×V → [0,+∞] be an atomic cost function. If V ′ ⊆ V , f(V ′, x)
should be interpreted as the cost for x to serve the set of nodes V ′. f is a
minmax monotone function for one sink if it satisfies properties 1-5 below.
1. Tree Inclusion
If V ′ does not induce a subtree or x 6∈ V ′ then f(V ′, x) =∞;
2. Nodes service themselves for free.
if V ′ = {x}, then f(V ′, x) = 0.
3. Set Monotonicity (larger sets cost more to service)
If x ∈ V ′1 ⊆ V ′2 ⊆ V , then f(V ′1 , x) ≤ f(V ′2 , x).
4. Path Monotonicity (moving sink away from tree increases cost)
Let u ∈ V ′ and x /∈ V ′ be a neighbor of u in T .
Then f(V ′ ∪ {x}, x) ≥ f(V ′, u).
5. Max Tree Composition (Fig. 1)
Let T ′ = (V ′, E′) be a subtree of T and x ∈ V ′ a node with t neighbors
in V ′. Let V1, ..., Vt be the branches of T falling off of x. Then
f(V ′, x) = max
1≤i≤t
f(Vi ∪ {x}, x).
Note that 1-5 only define a cost function over one subtree and one single
sink. Function f(·, ·) is now naturally extended to work on on partitions
and sets.
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Figure 2: Illustration of Definition 1 and Property 6. The complete tree
has been partitioned into P = (P1, P2, P3) with associated centers X =
(x1, x2, x3). The cost associated with (P, X) is maxi=1,2,3 f(Pi, xi).
6. Max Partition Composition (Fig. 2)
∀P ∈ Λ[X], f(P, X) = max
1≤i≤|X|
f(Pi, xi). (1)
Definition 2. A cost function f(·, ·) on T that satisfies properties 1-6 is
called minmax monotone.
Finding a set of k sinks X and P ∈ Λ[X] that minimizes f(P, X) is the
minmax k-center tree partitioning problem, k-center partitioning for short.
[15] describes a generic technique for solving this problem given an oracle
for calculating the cost of a one sink solution given the sink location.
Definition 3. Let T = (V,E) be the input tree.
A is an oracle for f(·, ·) if, for all subtrees T ′ = (V ′, E′) of T and x ∈ V ′,
A calculates f(V ′, x).
tA(n′) denotes the worst case time required for A to calculate f(V ′, x)
for a subtree of size n′ = |V ′|. A is asymptotically subadditive if
• tA(n′) = Ω(n′) and is non-decreasing.
• For all nonnegative ni,
∑
i tA(ni) = O
(
tA
(∑
i ni
))
.
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• tA(n′ + 1) = O (tA(n′)).
Note that for x ≥ 1 and y ≥ 0 any function of the form nx logy n is
asymptotically subadditive.
Theorem 2 ([15]). Let f(·, ·) be a monotone minmax function and A an
asymptotically subadditive oracle for f(·, ·). Then the k-center partitioning
problem on T can be solved in time
O
(
max(k, log n)ktA(n) log2 n
)
.
2.1 Dynamic Confluent Flows on Trees – Evacuation proto-
cols
The formal input to this problem is a tree T = (V,E) along with
• A scenario s = (wv1(s), wv2(s), . . . , wvn(s)).
The problem starts with wvi(s) ≥ 0 “units” of flow items located on
vertex vi ∈ V . All of this flow needs to be evacuated (moved) to some
sink.
• For every edge e = (u, v) ∈ E, an associated length d(u, v) > 0,
denoting the time it takes a particle of flow to travel from u to v. For
(u, v) 6∈ E, d(u, v) is defined to be the sum of the lengths of the edges
on the unique path in T connecting u and v.
• A capacity c > 0, denoting the rate, i.e., amount of flow that can enter
an edge in one unit of time.
To move w units of flow along edge e = (u, v) from u to v note that the last
particle of flow requires waiting w/c units of time to enter e. After travelling
along e it finally arrives at v at time wc + d(u, v).
Let T ′ = (V ′, E′) be some subtree of T with x ∈ V ′. Θ(V ′, x : s) denotes
the time required to evacuate all wv′(s) flow on all v
′ ∈ V ′ to sink x. This
is the last time at which a particle of flow reaches x.
Congestion occurs when too many items are waiting to enter an edge.
Congestion can build up if items arrive at a vertex faster than the rate (c)
at which they leave it. This can happen if multiple edges feed into one
vertex. The formula for Θ(V ′, x : s) has been derived by multiple authors,
e.g., [34, 29] in different ways. The version below is modified from [26].
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v1
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v4
v5
v8
v6
v7
v10
i d(x, vi) wvi W (vi) d(x, vi) +W (v, i)/2
1 5 4 40 25
2 7 2 36 25
3 9 2 − −
4 9 0 34 26
5 12 2 32 29
6 14 6 − −
7 14 4 32 30
8 17 4 22 28
9 20 8 18 29
10 22 10 10 27
v9
Figure 3: Example of evacuation to sink x.All edges have capacity c = 2.
Edge lengths are next to the edge. Veterx indices are sorted by increasing
length from x. Vertex weights wv are not on the graph but are shown in the
accompanying table. W (vi) =
∑
v : d(x, v) ≥ d(x, viw(v). The rightmost
column shows the values compared in (4). Note that the cost of the tree is
30, which is when the last item will reach x.
Definition 4. Let T ′ = (V ′, E′) be a subtree and x 6∈ V ′ be a neighbor of
some node in V ′. For every v′ ∈ V ′, define
D(V ′, x, v′) = {v ∈ V ′ : d(v, x) ≥ d(v′, x)} (2)
Further set
W (V ′, x, v : s) =
∑
v∈D(V ′,x,v′)
wv(s). (3)
Lemma 1.
Let T ′ = (V ′, E′) be a subtree of T and x 6∈ V ′ be a neighbor of some node
in V ′. Then
Θ(V ′ ∪ {x}, x : s) = max
v′∈V ′:W (V ′,x,v′:s)>0
(
d(v′, x) +
W (V ′, x, v′ : s)
c
)
(4)
Note: For physical intuition, sort the nodes by increasing distance from x. For
simplicity we will assume that all of the d(v, x) values are unique and d(vi, x) <
d(vj , x) for i < j. Without loss of generality assume that when particles from vi
and vj with i < j arrive at the head of some edge e = (u, v) the particles from
vi will enter e before any particles from vj . On the path from v to x all flow from
vi will remain ahead of all flow from vj and those two flows will remain in the
same continuous stream. Thus flow will arrive at x in continuous groups with time
separating the tail item of one group from the head item of the next one. It is not
difficult to work out that a group will contain all the flow that starts at a contiguous
set of nodes vi, vi+1, . . . , vj .
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Θ(V ′∪{x}, x : s) is the time that the last particle in the last group arrives at x.
Let v′ be the first node in that last group. This last group will then contain exactly
all the flow from nodes at distance ≥ d(x, v′) or further, i.e, the set D(V ′, x, v′) ,
which has in total W = W (V ′, x, v′ : s) flow. Since the first particle from v′ will
never experience congestion (if it did it would not be the first particle of a group)
it arrives at x at time d(v′, x). The remaining items arrive continuously at rate c,
so the last item in the group will arrive at x at time W/c+ d(v′, x), which is what
(4) is indicating.
The function Θ(·, · : s) trivially satisfies properties 1-4 in the previous
section. To see that it also satisfies property 5, let V1, V2, . . . , Vt be the
branches of V ′ falling off of x. Since x has a unique neighbor ui ∈ Vi, all
items in Vi evacuating to xmust pass through edge (ui, x) and do not interact
at all with items from any other subtree Vj , j 6= i that are also evacuating
to x. Thus
Θ(V ′, x : s) = max
1≤i≤t
(Θ(Vi ∪ {x}, x : s))
and Θ(V ′, x : s) satisfies property 5. It is now extended naturally to work
on partitions and sets.
Definition 5. For any set of k sinks X and partition P ∈ Λ[X] define
Θ(P, X : s) = max{Θ(P1, x1 : s),Θ(P2, x2 : s), . . . ,Θ(Pk, xk : s)}.
Further define
Θk−OPT(s) = min
{
Θ(P, X : s) : |X| = k and P ∈ Λ[X]}
to be the minimum time required to evacuate all items. The (P, X) pair
achieving this value is an optimal evacuation protocol. When k is fixed and
understood we will write ΘOPT instead of Θk−OPT.
Intuitively, (P, X) denotes that T is partitioned into subtrees, each con-
taining one sink to which all flow in the subtree evacuates. Θ(P, X : s) is
the time required to evacuate all of the items with (P, X) under scenario s.
ΘOPT(s) is the minimum time required to evacuate the entire tree if it is
k-partitioned.
Lemma 1 gives an immediate O(n′ log n′) oracle for solving the rooted
one-sink version of the problem. Use an O(n′) breadth first search starting at
x to separate V ′ into its branches. For each branch Vi, calculate the d(v′, x)
for v′ ∈ Vi, sort them in O(|Vi| log |Vi|) by increasing value and calculate
Θ(V ′ ∪ {x}, x : s) in O(|Vi|) using brute force. Then return the maximum
over all of the branch values. By plugging this tA(n′) = O(n′ log n′) oracle
into Theorem 2, [15] derived
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Theorem 3. [15] There is an algorithm that solves the k-sink location prob-
lem on trees with uniform capacity in
O(max(k, log n) kn log3 n)
time.
3 Regret
In a minmax-regret model on trees, the input tree T is given but some of
the other input values are not fully known in advance. The input specifies
restrictions on the allowed values for the missing inputs.
Concretely, in the minmax-regret k-sink evacuation problem on trees the
input tree T , capacity c and lengths d(u, v) are all explicitly specified as part
of the input. The weights wv are not fully specified in advance. Instead,
for each v ∈ V , a range [w−i , w+i ] within which wi must lie is specified. The
set of all possible allowed scenarios is the Cartesian product of all weight
intervals,
S =
∏
v∈V
[w−v , w
+
v ],
s ∈ S is an assignment of weights to all vertices. The weight of a vertex v
under scenario s is denoted by wv(s).
Definition 6 (Regret for (P, X) under scenario s).
For fixed (P, X) with |X| = k and s ∈ S, the regret is defined as the
difference between Θ(P, X : s) and the optimal k-Sink evacuation time for
s, i.e.,
R(P, X : s) = Θ(P, X : s)−Θk−OPT(s). (5)
Definition 7 (Max-Regret for (P,X)).
The Maximum-Regret achieved (over all scenarios) for a choice of (P,X)
is
Rmax(P, X) = max
s∈S
{R(P, X : s)} . (6)
s∗ ∈ S is a worst-case scenario for (P,X) if Rmax(P, X) = R(P, X : s∗).
Finally, set
Definition 8 (Global Minmax-Regret).
Let k be fixed.
ROPT = min
(P,X):|X|=k
Rmax(P, X).
(P∗, X∗) is an optimal minmax-regret evacuation protocol if ROPT = Rmax(P∗, X∗).
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Θ(P, X : s) = max
{
Θ(P1, v23 : s), Θ(P2, v25 : s), Θ(P3, v24 : s)
}
Θ(P ′, X ′ : s) = max
{
Θ(P ′1, v19 : s), Θ(P
′
2, v24 : s), Θ(P
′
3, v21 : s)
}
Figure 4: Illustration of regret. Capacity c = 1. All edges have length
d(u, v) = 1 except for d(v12, v19) = d(v18, v24) = 20. For all vertices vi except
for i = 19, 21, 24, [w−vi , w
+
vi ] = [1, 2]. For i = 19, 21, 24, [w
−
vi , w
+
vi ] = [1, 100].
Let s∗ be a scenario for which wv(s∗) = 1 for all v except for wv19(s∗) =
wv21(s
∗) = wv24(s∗) = 100. Then Θ(P, X : s∗) = Θ(P3, v24 : s∗) = 101.
A little calculation shows that Θ(P ′, X ′ : s∗) = Θ(P1, v19 : s∗) = 30 =
ΘOPT(s
∗). So R(P, X : s) = 101 − 30 = 71. It is not that difficult to show
that this s∗ is a worst case scenario for (P, X) so Rmax(P, X) = 71.
For later we use we note that, by definition, Rmax(P, X) ≥ 0, and thus
Lemma 2.
∀X ⊆ V and P ∈ Λ[X], Rmax(P, X) ≥ 0.
3.1 Minmax-Regret k-Sink Location Problem
As described above, the input for the Minmax-Regret k-Sink Location Prob-
lem is a dynamic flow tree network with edge lengths, vertex weight inter-
vals [w−i , w
+
i ] and edge capacity c. The goal is calculate ROPT along with
a corresponding optimal minmax-regret evacuation protocol (P∗, X∗) with
associated worst case scenario s∗.
This setup can be viewed as a 2-person Stackelberg game between the
algorithm A and adversary B:
1. Algorithm A (leader): creates an evacuation protocol (P, X).
2. Adversary B (follower): chooses a worst-case scenario s∗ ∈ S for
(P, X) i.e., R(P, X : s∗) = Rmax(P, X).
A’s objective is to minimize the value of R(P, X : s∗) which is equivalent
to finding optimal minmax-regret evacuation protocol (P∗, X∗).
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Note that even though we have defined regret only for the k-sink evac-
uation problem, this formulation can be (and has been) extended to many
other problems by replacing Θ with any other minmax monotone function.
4 Worst Case Scenario Properties
The explicit formula for evacuation time given by Eq. 4 in Lemma 1 imme-
diately implies
Lemma 3. Let s, s′ ∈ S be two scenarios such that ∀v ∈ V,wv(s′) ≤ wv(s).
1. If T ′ = (V ′, E′) is a subtree of T and x ∈ V ′.
Θ(V ′, x : s′) ≤ Θ(V ′, x : s).
2. ΘOPT(s
′) ≤ ΘOPT(s).
Eq. 4 in Lemma 1 also immediately implies
Lemma 4. Let s be a scenario and s′ be another scenario such that, for
some v′ ∈ V , and some δ > 0
wv(s
′) =
{
wv(s) if v 6= v′,
wv(s) + δ if v = v
′.
Then
ΘOPT(s
′) ≤ ΘOPT(s) + δ
c
.
Definition 9 (Dominant Subtrees and Branches).
Pi ∈ P is a dominant subtree for (P, X) under scenario s if
Θ(P, X : s) = Θ(Pi, xi : s).
For any Pi, a dominant branch of Pi falling off of xi is a branch Vj of Pi
falling off of xi such that
Θ(Pi, xi : s) = Θ(Vj ∪ {xi}, xi : s).
Note that, by this definition, if s∗ ∈ S is a worst-case scenario for (P, X)
and Pi ∈ P is a dominant subtree for (P, X) under scenario s∗ then
Rmax(P, X) = Θ(P, X : s∗)−ΘOPT(s∗) = Θ(Pi, xi : s∗)−ΘOPT(s∗).
Furthermore, if Vj is a dominant branch of that Pi falling off of xi under s
then
Rmax(P, X) = Θ(Pi, xi : s∗)−ΘOPT(s∗) = Θ(Vj ∪ {xi}, xi : s)−ΘOPT(s∗).
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Figure 5: Illustration of Definition 10. The edge lengths are only explicitly
given for the subtree V2. The scenario s
∗ = s∗(V2, x, v5) is illustrated. All
vertices labelled with a “+”have s∗(v) = w+v . Since d(x, v5) = 12, these are
the vertices v′ ∈ V2 such that d(x, v′) ≥ 12. All other vertices are labelled
with a “-” and have s∗(v) = w−v .
Definition 10.
1. Let V ′ ⊆ V (V ′ is not necessarily a tree). Set s∗(V ′) to be the scenario
such that
wv(s
∗(V ′)) =
{
w−v if v 6∈ V ′
w+v if v ∈ V ′.
Note that, ∀v ∈ V, wv(s∗(∅)) = w−v .
2. Let T ′ = (V ′, E′) be a subtree with x ∈ V ′ and V1, ..., Vt be the branches
of V ′ falling off of x. Now set (Fig. 5)
S∗(V ′, x) = s∗(∅) ∪
t⋃
j=1
{
s∗(D(Vj , x, v′)) : v′ ∈ Vj
}
where D(Vj , x, v
′) is as introduced in Definition 4.
3. Set
S∗(P, X) =
k⋃
i=1
S∗(Pi, xi).
Note that S∗(V ′, x) contains at most one scenario associated with each
v ∈ V ′ (associate s∗(∅) with x) and thus |S∗(V ′, x)| ≤ |V ′| and |S∗(P, X)| ≤
n. The main result is
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Lemma 5. Let s ∈ S be a worst case scenario for (P, X) and Pi ∈ P be
a dominant subtree for (P, X) under scenario s. Furthermore, let Vj be a
dominant branch in Pi falling off of xi under s.
Then there exists some s∗ ∈ S∗(Vj ∪ {xi}, xi) ⊆ S∗(Pi, xi) such that
1. s∗ is also a worst case scenario for (P, X) and
2. Pi ∈ P is a dominant subtree for (P, X) under scenario s∗,
3. with Vj being a dominant branch of Pi falling off of xi under s
∗.
Furthermore
Rmax(P, X) = Θ(P, X : s∗)−ΘOPT(s∗) = Θ(Pi, xi : s∗)−ΘOPT(s∗) (7)
= Θ(Vj ∪ {xi}, xi : s∗)−ΘOPT(s∗).
Proof. By definition, P, X, s satisfy
Rmax(P, X) = Θ(Pi, xi : s)−ΘOPT(s).
Now let V1, . . . , Vt be the branches of Pi hanging off of xi and let Vj be
a dominant branch of Pi under s. Then
Θ(Pi, xi : s) = max
1≤`≤t
Θ(V` ∪ {xi}, xi : s) = Θ(Vj ∪ {xi}, xi : s)
(a) Reducing w values outside of dominant branch:
Define s′ such that
wv(s
′) =
{
w−v if v 6∈ Vj ,
wv(s) if v ∈ Vj .
From Lemma 3(1),
∀i′ 6= i, Θ(Pi′ , xi′ : s′) ≤ Θ(Pi′ , xi′ : s) and ∀` 6= j, Θ(V`∪{xi}, xi : s′) ≤ Θ(V`∪{xi}, xi : s).
Since s and s′ are identical within Vj ,
Θ(Vj ∪ {xi}, xi : s′) = Θ(Vj ∪ {xi}, xi : s).
Thus
Θ(Pi, xi : s
′) = max
1≤`≤t
Θ(V ′` ∪{xi}, xi : s′) = Θ(Vj∪{xi}, xi : s) = Θ(Pi, xi : s)
and
Θ(P, X : s′) = Θ(Pi, xi : s′) = Θ(Pi, xi : s) = Θ(P, X : s).
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From Lemma 3 (2),
ΘOPT(s
′) ≤ ΘOPT(s)
and thus
Θ(P, X : s′)−ΘOPT(s′) ≥ Θ(P, X : s)−ΘOPT(s) = Rmax(P, X).
From Definition 7, Θ(P, X : s′)−ΘOPT(s′) ≤ Rmax(P, X) and thus
Rmax(P, X) = Θ(Pi, xi : s′)−ΘOPT(s′).
This implies s′ is also a worst case scenario for (P, X) with Pi ∈ P a
dominant subtree for (P, X) under scenario s′, with Vj a dominant branch
in Pi.
(b) Reducing w values inside of dominant branch:
Recall from Lemma 1 that
Θ(Vj ∪ {xi}, xi : s′) = max
v′∈Vj :W (Vj ,xi,v′:s′)>0
(
d(v′, xi) +
W (Vj , xi, v
′ : s′)
c
)
.
Let v¯ ∈ Vj be any vertex (if ties occur, there might be many) such that
Θ(Vj ∪ {xi}, xi : s′) = d(v¯, xi) + W (Vj , xi, v¯ : s
′)
c
. (8)
Now let v′′ ∈ Vj such that d(v′′, xi) < d(v¯, xi). Transform s′ into s′′ by
setting
wv(s
′′) =
{
w−v if v = v′′,
wv(s
′) if v 6= v′′.
We now show that s′′ will remain a worst case scenario with the same prop-
erties.
Because wv(s
′′) = wv(s′) for all v 6∈ Vj we have
∀i′ 6= i, Θ(Pi′ , xi′ : s′′) = Θ(Pi′ , xi′ : s′) and ∀` 6= j, Θ(V`∪{xi}, xi : s′′) = Θ(V`∪{xi}, xi : s′).
Now note that, for all v′ ∈ Vj , the weight change implies
W (Vj , xi, v
′ : s′′) =
{
W (Vj , xi, v
′ : s′)− (wv′′(s′)− w−v′′) if d(v′, x) ≤ d(v′′, x),
W (Vj , xi, v
′ : s′) if d(v′, x) > d(v′′, x).
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Since d(v¯, x) > d(v′′, x), W (Vj , xi, v¯ : s′′) = W (Vj , xi, v¯ : s′) and
Θ(Vj ∪ {xi}, xi : s′′) = max
v′∈Vj :W (Vj ,xi,v′:s′′)>0
(
d(v′, xi) +
W (Vj , xi, v
′ : s′′)
c
)
= d(v¯, xi) +
W (Vj , xi, v¯ : s
′′)
c
= d(v¯, xi) +
W (Vj , xi, v¯ : s
′)
c
= Θ(Vj ∪ {xi}, xi : s′)
Thus, exactly as in (a),
Θ(Pi, xi : s
′′) = max
1≤`≤t
Θ(V ′`∪{xi}, xi : s′′) = Θ(Vj∪{xi}, xi : s′) = Θ(Pi, xi : s′)
and
Θ(P, X : s′′) = Θ(Pi, xi : s′′) = Θ(Pi, xi : s′) = Θ(P, X : s′).
Again from Lemma 3 (2),
ΘOPT(s
′′) ≤ ΘOPT(s′)
and using the same argument as in (a),
Rmax(P, X) = Θ(Pi, xi : s′′)−ΘOPT(s′′).
This again implies s′′ is also a worst case scenario for (P, X) with Pi ∈ P a
dominant subtree for (P, X) under scenario s′′, with Vj a dominant branch
in Pi.
Now, set s′ to be s′′. The argument above can be repeated for every
v′′ ∈ Vj with d(v′′, x) < d(v¯, x) and thus we may assume that for all such
v′′ ∈ Vj , wv′′(s′) = w−v′′ .
(c) Increasing w values inside of dominant branch:
Let v¯ be as defined in Eq. (8) from (b) but now let v′′ ∈ Vj be any vertex
such that d(v′′, xi) ≥ d(v¯, xi). Suppose that wv′′(s′) < w+v′ . Transform s′
into s′′ by
wv(s
′′) =
{
wv(s
′) if v 6= v,
w+v′′ if v = v
′′.
We now show that s′′ will still remain a worst case scenario with the same
properties.
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Similar to part (b), since wv(s
′′) = wv(s′) for all v 6∈ Vj we have
∀i′ 6= i, Θ(Pi′ , xi′ : s′) = Θ(Pi′ , xi′ : s) and ∀j′ 6= j, Θ(Vj′∪{xi}, xi : s′) = Θ(V`∪{xi}, xi : s).
Now note that for all v′ ∈ Vj , the weight change implies
W (Vj , xi, v
′ : s′′) =
{
W (Vj , xi, v
′ : s′) + (w+v′′ − wv′′(s′)) if d(v′, x) ≤ d(v′′, x),
W (Vj , xi, v
′ : s′) if d(v′, x) > d(v′′, x).
Thus W (Vj , xi, v¯ : s
′′) = W (Vj , xi, v¯ : s′) + (w+v′′ − wv′′(s′)) and
Θ(Vj ∪ {xi}, xi : s′′) = max
v′∈Vj :W (Vj ,xi,v′:s′′)>0
(
d(v′, xi) +
W (Vj , xi, v
′ : s′′)
c
)
= d(v¯, xi) +
W (Vj , xi, v¯ : s
′′)
c
= d(v¯, xi) +
W (Vj , xi, v¯ : s
′)
c
+
(w+v′′ − wv′′(s′))
c
= Θ(Vj ∪ {xi}, xi : s′) +
(w+v′′ − wv′′(s′))
c
Then,
Θ(Pi, xi : s
′′) = max
1≤`≤t
Θ(V ′` ∪ {xi}, xi : s′′) = Θ(Pi, xi : s′) +
(w+v′′ − wv′′(s′))
c
and
Θ(P, X : s′′) = Θ(Pi, xi : s′′) = Θ(P, X : s′) +
(w+v′′ − wv′′(s′))
c
.
From Lemma 4,
ΘOPT(s
′′) ≤ ΘOPT(s′) +
(w+v′′ − wv′′(s′))
c
.
Thus,
Θ(P, X : s′′)−ΘOPT(s′′) =
(
Θ(P, X : s′) + (w
+
v − wv′′(s′))
c
)
−ΘOPT(s′′)
≥
(
Θ(P, X : s′) + (w
+
v − wv′′(s′))
c
)
−
(
ΘOPT(s
′) +
(w+v − wv′′(s′))
c
)
= Θ(P, X : s′)−ΘOPT(s′) = Rmax(P, X).
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The definition of Rmax(P, X) guarantees that Θ(P, X : s′′)−ΘOPT(s′′) ≤
Rmax(P, X) and thus
Rmax(P, X) = Θ(Pi, xi : s′′)−ΘOPT(s′).
This implies that s′′ is again a worst case scenario for (P, X) with Pi ∈ P
a dominant subtree for (P, X) under scenario s′′, with Vj a dominant branch
in Pi.
Now, set s′ to be s′′. The argument above can be repeated for every
v′′ ∈ Vj with d(v′′, xi) ≥ d(v¯, xi) and thus we may assume, that for all such
v′′ ∈ Vj , wv′′(s′) = w+v′′ .
(d) Wrapping up:
After applying (a) followed by (b) followed by (c) the final s′ constructed is
exactly
s′ = s∗(D(Pi, xi, v¯)).
Since this s′ ∈ S∗(Vj ∪ {xi}, xi) ⊆ S∗(Pi, xi) and satisfies properties (1) and
(2) required by the Lemma, the proof is complete.
5 The Local Max-Regret Function
Definition 11. Let T = (V,E) be a tree, v ∈ V and T ′ = (V ′, E′) a subtree
of T . The relative max-regret function is
r(V ′, x) = max
s∈S∗(V ′,x)
{
Θ(V ′, x : s)−ΘOPT(s)
}
Let X ⊆ V and P ∈ Λ[X]. Set
r(P, X) = max
1≤i≤k
r(Pi, xi). (9)
Recall that |S∗(V ′, x)| ≤ |V ′|.This will permit efficiently calculating
r(P, X). Surprisingly, evne though r(P, X) is a locally defined function, it
encodes enough information to fully calculate the global value Rmax(P, X).
Lemma 6 (r(·, ·) is almost min-max monotone).
(a) The function r(·, ·) satisfies properties 1-2 and 4–6 of Definition 2.
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(b) Let X ⊆ V and P ∈ Λ[X]. Then
r(P, X) = Rmax(P, X)
(c)
ROPT = min
(P,X):|X|=k
Rmax(P, X) = min
(P,X):|X|=k
r(P, X)
Proof. (a) For any fixed s ∈ S set
r′(V ′, x : s) = Θ(V ′, x : s)−ΘOPT(s).
For fixed scenario s, Θ(·, · : s) is minmax monotone. Properties 1,2 and
4 all remain invariant under the subtraction of a constant, so r′(·, ·) also
satisfies properties 1,2 and 4. Since r(V ′, x) = maxs∈S∗(V ′,x) r′(V ′, x : s)
and properties 1,2 and 4 also remain invariant under taking maximum, r(·, ·)
also satisfies properties 1,2 and 4.
For property 5, let T ′ = (V ′, E′) be a subtree of T , x ∈ V ′ and V1, ..., Vt
the branches of V ′ falling off of x. We first claim that
∀`, max
s∈S∗(V`∪{x},x)
r′(V` ∪ {x}, x : s) = max
s∈S∗(V ′,x)
r′(V` ∪ {x}, x : s). (10)
Suppose not. Then, for some `, there exists `′ 6= ` and s∗ ∈ S∗(V`′ ∪ {x}, x)
such that
r′(V` ∪ {x}, x : s∗) > max
s∈S∗(V`∪{x},x)
r′(V` ∪ {x}, x : s). (11)
Since ` 6= `′, for all v′ ∈ V`, wv′(s∗) = w−v′ = wv′(s∗(∅)) and thus
Θ(V` ∪ {x}, x : s∗(∅)) = Θ(V` ∪ {x}, x : s∗).
Furthermore, by Lemma 3, ΘOPT(s
∗(∅)) ≤ ΘOPT(s∗). Since s∗(∅) ∈ S∗(V` ∪
{x}, x), from Eq. (11),
max
s∈S∗(V`∪{x},x)
r′(V` ∪ {x}, x : s) ≥ r′(V` ∪ {x}, x : s(∅))
= Θ(V` ∪ {x}, x : s∗(∅))−ΘOPT(s∗(∅)
≥ Θ(V` ∪ {x}, x : s∗)−ΘOPT(s∗)
= r′(V` ∪ {x}, x : s∗)
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contradicting (11). Thus (10) is proved. Next note
r(V ′, x) = max
s∈S∗(V ′,x)
(
Θ(V ′, x : s)−ΘOPT(s)
)
= max
s∈S∗(V ′,x)
(
max
1≤`≤t
Θ(V` ∪ {x}, x : s)−ΘOPT(s)
)
= max
s∈S∗(V ′,x)
(
max
1≤`≤t
r′(V` ∪ {x}, x : s).
)
= max
1≤`≤t
(
max
s∈S∗(V ′,x)
r′(V` ∪ {x}, x : s)
)
= max
1≤`≤t
(
max
s∈S∗(Vi∪{x},x)
r′(V` ∪ {x}, x : s)
)
(From Eq. 10)
= max
1≤`≤t
r (V` ∪ {x}, x) .
r(·, ·) therefore satisfies Property 5. Property 6 follows by definition.
(b)
Rmax(P, X) = max
s∈S
(
Θ(P, X : s)−ΘOPT(s)
)
= max
s∈S
(
max
1≤i≤k
Θ(Pi, xi : s)−ΘOPT(s)
)
= max
s∈S
(
max
1≤i≤k
(
Θ(Pi, xi : s)−ΘOPT(s)
))
= max
s∈S
(
max
1≤i≤k
r′(Pi, xi : s)
)
= max
1≤i≤k
(
max
s∈S
r′(Pi, xi : s)
)
≥ max
1≤i≤k
(
max
s∈S∗(Pi,x)
r′(Pi, xi : s)
)
(Because S∗(Pi, x) ⊆ S )
= max
1≤i≤k
r(Pi, xi)
= r(P, X)
From Lemma 5 we know there exists a s∗ ∈ S∗(V ′, x) and Pi ∈ P such
that
Rmax(P, X) = Θ(Pi, xi : s∗)−ΘOPT(s∗)
Thus
Rmax(P, X) ≤ r(Pi, xi) ≤ r(P, X)
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and Rmax(P, X) = r(P, X).
(c) Follows directly from (b).
The previous lemma states that r(·, ·) satisfies all of the properties of a
minmax monotone function EXCEPT for property 3. Property 3 may be
violated since it is quite possible that, for any particular V ′, that r(V ′, x) <
0. As an example, suppose that V ′ = x, a singleton node. Since Θ({x}, x) =
0,
r(V ′, x) = max
s∈S∗(V ′,x)
{
Θ(V ′, x : s)−ΘOPT(s)
}
= − max
s∈S∗(V ′,x)
{ΘOPT(s)}
which other than in some special cases will be negative. Because of this
r(·, ·) is not minmax monotone and Theorem 2 can’t be directly applied.
This can be easily patched, though.
Lemma 7. Let T = (V,E) be a tree, v ∈ V and T ′ = (V ′, E′) a subtree of
T . Set
r¯(V ′, x) = max(r(V ′, x), 0).
Now let X ⊆ V and P ∈ Λ[X]. Set
r¯(P, X) = max
1≤i≤k
r¯(Pi, xi).
Then
(a) r¯(·, ·) is a minmax monotone function.
(b)
ROPT = min
(P,X):|X|=k
r¯(P, X)
Furthermore, R and r¯ have the same worst evacuation protocols i.e.,
if (P∗, X∗) are such that
min
(P,X):|X|=k
r¯(P, X) = r¯(P∗, X∗)
then
ROPT = Rmax(P∗, X∗).
Proof. (a) follows directly from Lemma 6 (a) and the definition of r¯(·, ·).
(b) follows from Lemma 2 and Lemma 6 (b).
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6 The Algorithm
This section derives the final algorithm to prove Theorem 1.
6.1 The Discrete Algorithm
In this subsection we continue assuming, as throughout the paper until this
point, that all sinks must be located on vertices.
Let T ′ = (V ′, E′). From Theorem 3, ΘOPT(s) and Θ(V ′, x : s) can be
calculated in O(max(k, log n) kn log3 n) time for any fixed scenario s. Recall
that |S∗(V ′, x)| ≤ |V ′|. Thus
r¯(V ′, x) = max
(
0, max
s∈S∗(V ′,x)
{
Θ(V ′, x : s)−ΘOPT(s)
})
can be evaluated in tA(n′) = O(n′max(k, log n) kn log3 n) time where n′ =
|V ′|. Since this tA(n′) is subadditive, combining Lemma 7 and Theorem 2
immediately implies that that the minmax regret value can be calculated in
O
(
max(k, log n) k2 tA(n) log2 n
)
= O
(
max(k2, log2 n) k2n2 log5 n
)
time.
6.2 The Continuous Algorithm
This section permits loosening the problem constraints to allow sinks to be
located anywhere on an edge in addition to being on vertices. See Fig. 6.
[15] provides an extension of Theorem 2 that is also applicable to these
Continuous minmax monotone problems.
Some of the problem set up and definitions must then be naturally
changed, e.g., in Definition 1 and Properties 1-5 of Section 2,
• x ∈ V ′ is replaced by x ∈ T ′, i.e, x may be a a vertex in V ′ or
somewhere on an edge in E′.
• X ⊂ V ′ is replaced by X ⊂ T ′.
• “x 6∈ V ′ but x a neighbor of V ′” is replaced by “x 6∈ T ′ but there exists
u ∈ V ′, v 6∈ V ′ such that (u, v) ∈ E and either x = v or x is on the
edge (u, v)”.
• Definition 1(c) is extended so that if x is internal to edge (u, v) then
x has exactly two branches V1, V2 falling off of it; V1 is the subtree
rooted at u that does not contain v and V2 is the subtree at v that
does not contain u.
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Figure 6: An example of a solution of the continuous version of the problem.
In (a) the sinks x1 and x2 are on edges. (b) further decomposes P1 to
illustrate the fact that if a sink is on an edge (u, v) then it has exactly two
branches falling off of it.
For consistency, the oracle A extended to x being on an edge must satisfy
certain conditions. These are restated from [15] using the notation of this
paper.
Definition 12. (Fig. 7) Let T = (V,E) be a tree and f(·, ·) be a minmax
monotone cost function as defined at the beginning of Section 2
For e = (u, v) ∈ E, orient e so that it starts at u and ends at v. Let
Vu ⊆ V be a subtree of T such that u ∈ Vu but v 6∈ Vu and x, x′ ∈ e. Denote
x ≤ x′ if and only if x is on the path from u to x′
x < x′ if and only if x ≤ x′ and x 6= x′.
f(·, ·) is continuous if it satisfies:
1. f(Vu ∪ {x}, x) is a continuous function in {x : u < x ≤ v}.
2. f(Vu ∪ {x}, x) is non-decreasing in {x : u ≤ x ≤ v}, i.e.,
∀u ≤ x < x′ ≤ v, f(Vu ∪ {x}, x) ≤ f(Vu(u) ∪ {x′}, x′).
Point 2 is the natural generalization of path-monotonicity.
As noted in [15], Θ(·, · : s) will naturally satisfy these conditions. More
specifically, let d(x, v) denote the time required to travel from x to v. It
is natural to assume that this is a non-increasing continuous function in x
since flow travels smoothly without congestion inside an edge. If the last
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x x′
Figure 7: Let (u, v) be oriented so that is starts at u and ends at v. Then
x < x′. If the edge was oriented as (v, u) then x′ < x′ If x ≤ x′ then
f(Vu ∪ {x}, x) ≤ f(Vv ∪ {x′}, x′).
flow arrived at node v at time t, then it had arrived at x > u at time
t− d(x, v). Thus
Θ(Vu ∪ {x}, x : s) = f(Vu ∪ {v}, v : s)− d(x, v), (12)
so condition (1) is satisfied and condition (2) is satisfied for every x except
possibly x = u. Now consider the time t′ that the last flow arrives at node
u and let t′ + w be the time that this last flow enters edge (u, v). Since
flow doesn’t encounter congestion inside an edge, it arrives at v at time
t′ + w + d(u, v). Then
f(Vu, u) = t
′ ≤ t′ + w = (t′ + w + d(u, v))− d(u, v) = lim
x↓u
f(Vu ∪ {x}, x).
Thus condition (2) is also satisfied at x = u. Note that w > 0 only occurs
if there is congestion at (u, v) and this creates a left discontinuity, which is
why the range in condition (1) does not include x = u.
Since conditions (1) and (2) hold for every Θ(·, · : s) they also hold for
r(V ′, x) = max
s∈S∗(V ′,x)
{
Θ(V ′, x : s)−ΘOPT(s)
}
(13)
and thus for r¯(V ′, x) = max(r(V ′, x), 0). That is, r¯(V ′, x) is a contimuious
minmax cost-function as defined by Definition 12.
Lemma 8 ([15]). Let T ′ = (V ′, E′) be a tree, f(·, ·) a continuous monotone
min-max cost function and e = (u, v) ∈ E. Let Vu ⊆ V ′ be a subtree of T
such that u ∈ Vu but v 6∈ Vu and Vv ⊆ V ′ a subtree of T such that v ∈ Vv
but u 6∈ Vv.
Then both
sT = max
x∈e
(
f(Vu ∪ {x}, x) ≤ T
)
(14)
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and
a := min
x∈e max
(
f(Vu ∪ {x}, x), f(Vv ∪ {x}, x)
)
(15)
exist.
Note: sT and a will be needed by the algorithm in [15] to find candidate
sink locations.
Finally, restated in our notation, it was shown
Theorem 4 ([15]). Let f(·, ·) be a continuous minmax monotone function
with subadditive oracle A. Further suppose that sT from Lemma 8 along with
the largest x′ ∈ e such that
sT = f(Vu ∪ {x′}, x′)
can be calculated using O(1) oracle calls using O(tA(n1)) time, while a and
any x′ ∈ e for which
a = max
(
f(Vu ∪ {x′}, x′), f(Vv ∪ {x′}, x′)
)
can be calculated using O(1) oracle calls using O(tA(n1 + n2)) time where
n1 = |Vu| and n2 = |Vv|. Then the continuous k-center partitioning problem
on T can be solved in time
O
(
max(k, log n)ktA(n) log2 n
)
.
Note that if x ∈ e, then combining Eqs. 12 and 13 yields that
r(Vu ∪ {x}, x) = r(Vu ∪ {v}, v)− d(x, v)
r(Vv ∪ {x}, x) = r(Vv ∪ {u}, u)− d(u, x).
Thus r¯(·, ·) satisfies the conditions of the Theorem 4. Similar to the discrete
case, combining Theorem 4 with Lemma 7 immediately implies that that
the minmax regret value can be calculated in
O
(
max(k, log n) k2 tA(n) log2 n
)
= O
(
max(k2, log2 n) k2n2 log5 n
)
time, completing the proof of Theorem 1 in the continuous case.
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7 Conclusions and Extensions
This paper provided the first polynomial time algorithm for the Minmax-
Regret k-Sink Location problem on a Dynamic Tree Network with uniform
capacities and k > 1. It worked by noting (Section 5) that the minmax-
regret function, which seems inherently global, can be expressed in terms of
local minmax-regret functions and that (Section 4) each of these local min-
max regret functions can be efficiently calculated. It then applied a tree-
partitioning technique from [15] to these local regret functions to calculate
the global minmax-regret
One obvious extension would be to try and extend this result to the
Minmax-Regret k-Sink Location problem on a Dynamic Tree Network with
general edge capacities. As noted in the introduction, absolutely no results
seem to be known for this general problem, even restricted to paths and even
for k = 1. The structural reason for this is that, in the general capacity case,
even though Section 4, the expression of the global cost in terms of local
costs, would still hold, Section 5, the efficient calculation of these global
costs, is not possible. More technically, the equivalent of Lemma 5 fails
in the general capacity case in that it does not seem possible to restrict
the set of worse case scenarios to a linear (or even polynomial) size set.
Any extension of the approach in this paper to solving the general capacity
problem would have to first confront that difficulty.
Another extension would be to try to utilize the approach developed here
to apply to other minmax-regret functions. This is possible. As an example,
consider the weighted k-center problem. This can be expressed using the
minmax function on one tree defined by
f(V, x) = max
v∈V
wv(s)d(x, v).
Note that this can be evaluated in tA(|V |) = O(|V |) time instead of the
O(|V | log |V |) required for sink evacuation. The weighted k-center problem
is then to find a minimum-cost partition of the tree using this f(·, ·). The
minmax-regret weighted k center problem is then defined naturally.
It is straightforward to modify all of the results in the paper, includ-
ing Lemma 5 and Section 5, to show that they all work for minmax-regret
weighted k-center. Plugging in the oracle costs would yield a final running
time of
O
(
max(k2, log2 n) k2n2 log3 n
)
. (16)
This is not particularly useful though because [4] already gives aO(n2 log2 n log logn)
time solution for the same problem. Working through the details, the intu-
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itive reason that [4]’s algorithm is faster is because it strongly exploits the
structural property that, in the k-center problem, the cost of a subtree only
depends upon pairwise distances between points. In the sink-evacuation
problem the cost of a subtree is dependent upon interactions between all of
the nodes in the subtree, e.g., congestion effects, slowing down the parti-
tioning time.
As a final observation we note that the techniques in this paper could
solve restricted versions of the minmax-regret weighted k-center problem
that [4]’s technique could not. As a simple example suppose that we arti-
ficially constrain the weighted k center problem so that if center x services
node v then all the nodes on the unique path from x to v must have weight
at most (wv(s))
2. This would stop node weights from growing too rapidly
along a path. This constraint corresponds to performing an optimal (min-
cost) partitioning using the new minmax function
f(V, x) = max
v∈V
I(x, v).
where
I(x, v) =
{
wv(s)d(x, v) if all nodes v
′ on the path from x to v satisfy wv′(s) ≤ (wv(s))2.
∞ otherwise
Note that this f(V, x) can again be evaluated in in tA(|V |) = O(|V |) time.
The minmax-regret weighted k center problem for these restricted partitions
is then defined naturally. Exactly the same as above, plugging in the oracle
cost would yield the same final running time as Eq. (16). As noted, this is
only an artificial problem constructed to illustrate the power of the technique
developed in this paper. We are not aware of any currently outstanding
problems in the minmax-regret literature for which this paper’s technique
can improve the running time.
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