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Abstract
This work is mainly devoted to constructing a multisymplectic description of Lovelock’s
gravity, which is an extension of General Relativity. We establish a Griffiths variational prob-
lem for the Lovelock Lagrangian, obtaining the geometric form of the corresponding field
equations. We give the unified Lagrangian–Hamiltonian formulation of this model and we
study the correspondence between the unified formulations for the Einstein–Hilbert and the
Einstein–Palatini models of gravity.
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1 Introduction
The development of the geometric description of classical field theories using multisymplectic [7,
19, 26, 28, 42, 45] or polysymplectic and k-(co)symplectic manifolds [18, 30, 31] has rekindled
the interest in doing a totally covariant description of many theories in physics and, in particular,
General Relativity and other derived from it. Many general aspects as well as specific problems
and characteristics of the theory have been studied in this way (see, for instance, [9, 12, 23, 28,
32, 33, 35, 36, 43, 44]).
In particular, the multisymplectic techniques have been applied to describe the most standard
models of General Relativity: the Einstein-Hilbert [24] and the Einstein-Palatini (or metric-
affine) [6] models (see, for instance, [5, 6, 25, 46]). In some of these applications, a unified
formalism which joins the Lagrangian and Hamiltonian formalisms into a single one has been
used. This unified Lagrangian-Hamiltonian formalism is especially useful in mechanics and field
theories [3, 15, 20, 41] when the Lagrangian that describes the system is singular. For this
reason, such formalism finds immediate application in the study of both, the Einstein–Hilbert
and the Einstein–Palatini models of gravity. In the first case, and following the formulation for
second order field theories developed in [41], the symmetrized jet-multimomentum bundle is
used as framework, which turns out to be a premultisymplectic bundle and therefore admits the
use of the premultisymplectic constraint algorithm [16, 17] for the study of the field equations.
In the second case, an indirect path for the construction of unified formalism is invoked: first,
the field theory corresponding to the Einstein–Palatini model is formulated in [5] as a Griffiths
variational problem [29]. Subsequently, and inspired by the work of Gotay [27], a unified
formalism is constructed as a Lepage-equivalent problem related to the latter [6]. Although it
is known that the Einstein–Palatini and the Hilbert-Einstein Lagrangians essentially lead to the
same field equations [13] (the Einstein equations), the way in which the unified formulations
correspond to each other is unknown.
In the last decades, new models that extend General Relativity have emerged in theoretical
physics [4, 10, 21]. In particular, Lovelock’s gravity is a generalization of General Relativity (in
vacuum) introduced by D. Lovelock [37, 38]. His idea was to characterize all the symmetric
tensors of order 2, without divergence, that can be constructed from the metric tensor and its
derivatives up to second order. In dimension 4, it turns out that the only tensors that verify
these properties are the metric and the Einstein tensor. In addition Lovelock proved that this
tensor encodes the Euler–Lagrange equations of a Lagrangian density that is a polynomial in the
(pseudo) Riemannian curvature. An interesting characterization for the Lovelock Lagrangian
is provided in [14]: it is the only Lagrangian that is a polynomial in the (pseudo) Riemannian
curvature and is also stable under a procedure called consistent Levi-Civita truncation. Similar
considerations can be found in [39, 40], where the idea consists in considering the Lagrangian
as a function independent of the metric and the curvature, and to find relations between the
partial derivatives of the Lagrangian with respect to these variables, induced by the geometry of
the problem.
The objectives of this paper are to state and prove the most general and precise results on
the following aspects: to study the correspondence between the unified formulations for the
Einstein–Hilbert and the Einstein–Palatini models of gravity, to define the Lovelock Lagrangian
in the context of multisymplectic geometry, to characterize geometrically its properties, to es-
tablish the Griffiths variational problem for this Lagrangian and to develop the corresponding
Lagrangian–Hamiltonian unified formalism.
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The organization of the paper is as follows: First, in Section 2, we set the basic definitions,
notation and canonical structures of the frame bundle, which is widely used in the work. In
Section 3, the Lovelock Lagrangian is presented and the corresponding variational problem is
stated and analyzed. Section 4 is devoted to introduce the infinitesimal symmetries of the sys-
tem described by the Lovelock Lagrangian and to obtain the field equations that derive from
the Griffiths variational problem for this system. Finally, in Section 5, the premultisymplec-
tic description of the Lovelock system is carried out using the unified Lagrangian–Hamiltonian
formalism. After the conclusions of Section 6, an Appendix is included where different nota-
tions are set and several geometric constructions and definitions used throughout the work are
collected.
All manifolds are finite-dimensional, real, paracompact, connected and C∞. All maps are
C∞. Sum over crossed repeated indices is understood.
2 The frame bundle and its canonical forms
2.1 Basic definitions and notation
Consider a space-time manifold M of dimension m. The corresponding bundle of frames (see
for example [34]) τ : LM →M is the set1
LM :=
⋃
x∈M
Iso (Rm, TxM).
It is well-known that the general linear group G := GL(m) acts naturally on Rm by auto-
morphisms. This action in turn induces a G-right action on LM , according to the formula
u · A := u ◦ A,
for every u ∈ LM,A ∈ G, endowing LM with a G-principal bundle structure.
Let us fix a matrix (any signature can be used in these considerations; the one chosen here
follows closely the signature found in General Relativity)
η := diag (−1, 1, · · · , 1);
it can be considered either a map η : Rm → (Rm)∗ or a bilinear form η : Rm × Rm → R.
Associated with the bundle τ , we have the fiber bundle of 1-jets J1τ of sections of τ . Given
a section s ∈ Γ(τ), the 1-jet of s at x, denoted j1xs, is the class of local sections being contact
equivalent up to first order at x. This space has natural bundle projections τ10 : J
1τ → LM and
τ1 : J
1τ →M .
For every element A ∈ G, right translation RA : LM → LM is a bundle isomorphism
over the identity and so it can be lifted to a bundle isomorphism of J1τ by taking the 1-jet
j1RA : J
1τ → J1τ . Accordingly, this defines a right action of G on J1τ and it can be checked
that the quotient C(LM) := J1τ/G is a smooth manifold, making q : J1τ → C(LM) into a
1Alternatively, we can think of each of the fibers LMx as the set of ordered bases of the tangent space TxM .
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G-principal bundle fitting the diagram
J1τ
C(LM) LM
M
$$
❏❏
❏❏
❏❏ τ10

τ1
zztt
tt
ttq
$$
❏❏
❏❏
❏❏
p zztt
tt
tt
t
τ
The bundle C(LM) is called the bundle of connections of LM (see [8] for an account of the
geometry of this bundle). It can be proved that the bundles J1τ → C(LM) and C(LM) ×M
LM → C(LM) are diffeomorphic. It is worth mentioning that, under this identification, q = pr1
and τ10 = pr2; where pri is the projection on the i-th factor. Furthermore, the action of G
reduces to the action in the second factor, i.e. if ρ ∈ J1τ , u = τ10(ρ), [ρ]G := q(ρ) and A ∈ G,
then ρ · A = ([ρ]G, u ·A).
If ρ ∈ τ−110 (u), then ρ can also be thought of as a linear map ρ : Tτ(u)M → TuLM such that
Tuτ ◦ ρ = IdTτ(u)M . The interpretation goes as follows: given a local section s ∈ Γ(τ) and a
tangent vector X ∈ TxM , then j1xs(X) = Txs(X). Accordingly, each element [ρ]G ∈ C(LM)
can be interpreted as a linear map [ρ]G : TxM → (TLM)/G|x such that [Tτ ]G ◦ [ρ]G = IdTxM ,
where the action of G in TLM is naturally induced by the action of G on LM , and [Tτ ]G :
(TLM)/G→ TM is given by [Tτ ]([X]) = Tτ(X).
Coordinates in M will be denoted using greek indices (xµ) and the related fiber coordinates
in LM will be denoted (xµ, eνk), where u(ek) = e
ν
k∂/∂x
ν and {e1, . . . , em} is the canonical
basis in Rm. Accordingly, fiber coordinates in J1τ will be denoted (xµ, eνk, e
ν
kσ). Using these
coordinates, it can be seen that (xµ,Γµνσ := −ekνeµkσ) define fiber coordinates in C(LM).
2.2 The universal principal connection
Now, we define a principal connection on the bundle q : J1τ → C(LM) fulfilling a universal
property. First, observe that every element [ρ]G ∈ C(LM) can be viewed as a pointwise con-
nection, i.e. every [ρ]G defines a unique family of projections Γu : TuLM → Vuτ for every
u ∈ τ−1(τ(ρ)). Indeed, if ρ is any representative of the class [ρ]G, set u = τ10(ρ) and define
Γu := IdTuLM − ρ ◦ Tuτ.
It is immediate to see that Γu(X) ∈ Vuτ , for every X ∈ TuLM . For any other element u′ ∈
τ−1(τ(u)), we use right translation as follows
Γu′ := TuRg ◦ Γu ◦ Tu′Rg−1 ,
where u′ = u · g. It is readily seen that this construction is independent of the choice of the
representative ρ.
Remark 1. When treating principal connections, we will use the symbol Γ to refer to the family
of vertical projections. Furthermore, each principal connection carries a Lie algebra-valued
differential form called connection form, which we denote by the symbol ω. In the sequel, we
refer to principal connections either through the projections Γ or through its connection form ω.
Remark 2. Taking into account the previous observation, it is clear that the set of principal
connections Γ on LM is in one-to-one correspondence with the sections of the bundle of con-
nections. We have just seen the correspondence [ρ]G 7→ Γ. The inverse correspondence is given
by Γ 7→ σΓ(x) = [horu(x)]G, where horu(x) : TxM → TuLM is the horizontal lift related to
u ∈ τ−1(x) and Γ.
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Now denote by g the Lie algebra of G and define ω ∈ Ω1(J1τ, g) as
ω|ρ (Y ) := [ρ]G (Tρτ10(Y )) ,
where we are using the identification LM × g → V τ . The fact that this Lie algebra-valued
differential form is indeed the connection form of a principal connection can be easily checked.
J1τ
C(LM) LM
M
τ10
q
p
τ
σ˜Γ
σΓ
To introduce the universal property associated with ω, let us observe that, if Γ is a principal
connection on LM and σΓ is the related section of the bundle of connections, then we can define
a section σ˜Γ ∈ Γτ10 by using the identification J1τ ≃ C(LM)×MLM as (see the diagram above)
σ˜Γ(u) = (σΓ(τ(u)), u).
Then, if ωΓ is the connection form associated with Γ, it turns out that ωΓ = σ˜
∗
Γ(ω). In other
words, any connection form of a principal connection can be recovered as a pullback of ω by
the section σ˜Γ. In this sense we say that ω is a universal connection. Accordingly, the universal
curvature is given by (see Appendix 6)
Ω := dω + [ω ∧, ω]
and it can be seen that the curvature form associated with Γ is ΩΓ = σ˜
∗
Γ(Ω).
If {Eij} denotes the canonical basis of g and ω = ωijEji , then the coordinate expression of the
forms ωij using fiber coordinates is ω
i
j = e
i
µ(de
µ
j − eµjσdxσ) and Ωij = dωij + ωik ∧ ωkj .
2.3 The canonical form θ
In LM we can define a canonical Rm-valued 1-form θ¯ as follows. If X ∈ TuLM , then
θ¯(X) = u−1 (Tuτ(X)) .
This allows us to define a similar form in J1τ , denoted θ, as the pullback τ∗10θ¯.
In terms of the canonical basis of Rm, if we write θ = θkek, it can be seen that the coordinate
expression of the forms θk is given by θk = ekµdx
µ, where ekµ is such that e
k
µe
µ
j = δ
k
j and e
j
νe
µ
j = δ
µ
ν .
The form θ turns out to be a tensorial 1-form (for details you can check [34]). We can use
the local expressions for θk and ωij in a trivializing open set U ⊂ J1τ to prove that these forms
are linearly independent.
The exterior covariant derivative of θ with respect to ω gives rise to another differential form
fulfilling a new universal property, called the universal torsion form T , i.e. (see Appendix 6)
T = dθ + ω
∧· θ.
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The universal property in this case arise as follows: if Γ is a principal connection on LM , then
its related torsion form TΓ is recovered as the pullback
TΓ = σ˜
∗
Γ(T ).
As we did before, we can express T in terms of the canonical basis of Rm by writing T = T kek
with
T k = dθk + ωki ∧ θi.
A local expression for T in a trivializing open set U ⊂ J1τ can be obtained using those for ω and
θ. In fact
T k =d(ekµdx
µ) + ekµ(de
µ
i − eµiσdxσ) ∧ eiνdxν
=dekµ ∧ dxµ + eiνekµdeµi ∧ dxν − ekµeµiσeiνdxσ ∧ dxν
=dekµ ∧ dxµ − eiνeµi dekµ ∧ dxν +
1
2
ekµ(e
µ
iνe
i
σ − eµiσeiν)dxσ ∧ dxν
=
1
2
ekµ(e
µ
iνe
i
σ − eµiσeiν)dxσ ∧ dxν .
This last expression shows that on the set eµiνe
i
σ−eµiσeiν = 0 of each trivializing neighbourhood
the torsion form T vanishes identically. It turns out that all of these sets can be smoothly glued
together and define a submanifold T0 ⊂ J1τ , as the next proposition shows
Proposition 1. There exists a submanifold ι0 : T0 →֒ J1τ such that ι∗0T ≡ 0.
Proof. As we anticipated, the manifold T0 is given locally by the conditions
eµiνe
i
σ − eµiσeiν = 0, (2.1)
for every µ, ν, σ. To see that this is independent of the choice of coordinates, consider another
trivializing neighbourhood (having nonempty intersection with the first) with fibered coordi-
nates (x¯µ, e¯µk , e¯
µ
kσ). Change of coordinates between these two sets is given by
e¯σk =
∂x¯σ
∂xθ
eθk
e¯µkν =
(
∂x¯µ
∂xτ
eτkρ +
∂2x¯µ
∂xτ∂xρ
eτk
)
∂xρ
∂x¯ν
so
e¯kσ e¯
µ
kν − e¯kν e¯µkσ =
∂xθ
∂x¯σ
ekθ
(
∂x¯µ
∂xτ
eτkρ +
∂2x¯µ
∂xτ∂xρ
eτk
)
∂xρ
∂x¯ν
− ∂x
θ
∂x¯ν
ekθ
(
∂x¯µ
∂xτ
eτkρ +
∂2x¯µ
∂xτ∂xρ
eτk
)
∂xρ
∂x¯σ
=
∂xθ
∂x¯σ
∂x¯µ
∂xτ
∂xρ
∂x¯ν
(
ekθe
τ
kρ − ekρeτkθ
)
,
which implies that the vanishing of the expression (2.1) is independent of the particular trivial-
izing set.
Remark 3. It is possible to prove that the action of G preserves the manifold T0, i.e. T0 · A ⊂
T0 for every A ∈ G. This allows us to define a G-action on T0, making T0 → T0/G into a
principal G-bundle. Moreover, denoting C0(LM) := T0/G and using the identification J
1τ ≃
C(LM) × LM , we get the identification T0 ≃ C0(LM) × LM . If we pullback the universal
connection ω through ι0, we get a new universal property concernig torsionless connections,
instead of arbitrary connections. We will use this fact to write the Griffiths variational principle
for Lovelock gravity.
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2.3.1 The Sparling forms θi1...ip
For each p ≤ n, define
θi1...ip =
1
(m− p)!εi1...ipip+1...imθ
ip+1 ∧ · · · ∧ θim.
It is readily seen that θi1...ip is completely antisymmetric in its indices. Additionaly we have the
following characterization:
Lemma 1. Define σ0 := θ
1 ∧ · · · ∧ θm. Then
θi1...ip = Xipy . . .yXi1yσ0,
for any vector fields Xik ∈ X(J1τ) projecting to u(eik), i.e. Tτ1(Xik(j1xu)) = u(eik)
Proof. Let us proceed by induction on p. First, observe that
Xiyθ
j = (u−1 ◦ u)ji = δji . (2.2)
Then
Xiyσ0 = Xiy
(
θ1 ∧ · · · ∧ θm) = 1
m!
Xiy
(
εi1...imθ
i1 ∧ · · · ∧ θim)
=
1
m!
m∑
k=1
(−1)k+1δiki εi1...imθi1 ∧ θ̂ik ∧ · · · ∧ θim
=
1
m!
m∑
k=1
(−1)k+1εi1...ik−1iik+1...imθi1 ∧ θ̂ik ∧ · · · ∧ θim,
and renaming the indices
Xiyσ0 =
1
m!
m∑
k=1
(−1)2kεii2...imθi2 ∧ · · · ∧ θim
=
m
m!
εii2...imθ
i2 ∧ θ̂ik ∧ · · · ∧ θim = 1
(m− 1)!εii1...imθ
i1 ∧ θ̂ik ∧ · · · ∧ θim ,
which proves the case p = 1. Inductively
Xip+1yθi1...ip = Xip+1y
(
1
(m− p)!εi1...ipjp+1...jmθ
jp+1 ∧ · · · ∧ θjm
)
=
m−p∑
k=1
(−1)k+1
(m− p)!εi1...ipjp+1...jmδ
jp+k
ip+1
θjp+1 ∧ θ̂jp+k ∧ · · · ∧ θjm
=
m−p∑
k=1
(−1)k+1
(m− p)!εi1...ipjp+1...jp+k−1ip+1jp+k+1...jmθ
jp+1 ∧ θ̂jp+k ∧ · · · ∧ θjm,
again renaming indices
Xip+1yθi1...ip =
m−p∑
k=1
(−1)2k
(m− p)!εi1...ip+1jp+2...jmθ
jp+2 ∧ · · · ∧ θjm
=
m− p
(m− p)!εi1...ip+1jp+2...jmθ
jp+2 ∧ · · · ∧ θjm = θi1...ip+1 .
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We will use the Sparling forms to write down local expressions for the Lovelock Lagrangian
and the equations of motion. To ease all the related computations it will be necessary to know
some properties of these forms, so we collect some of them in the next proposition. In the proof
(and in the rest of the paper) we use the properties of the Levi-Civita symbol and the generalized
Kronecker delta listed in Appendix A.1.
Proposition 2. The following properties hold (the hat on an index indicates that this index has
been suppressed):
1. for every r ≤ s, θi1 ∧ · · · ∧ θir ∧ θj1...js = (−1)
r(s−r)
(s−r)! δ
i1...is
j1...js
θir+1...is .
2. θk ∧ θi1...ip =
∑p
r=1(−1)p+rδkirθi1...îr ...ip .
3. dθi1...ip = T
l ∧ θi1...ipl +
∑p
r=1(−1)p+rωlir ∧ θi1...îr ...ipl − ωll ∧ θi1...ip .
Proof. 1. Let us compute
θi1 ∧ · · · ∧ θir ∧ θj1...js =
1
(m− s)!θ
i1 ∧ · · · ∧ θirεj1...jsjs+1...jmθjs+1 ∧ · · · ∧ θjm
=
εj1...jsjs+1...jm
(m− s)!(m− s+ r)!δ
i1...irjs+1...jm
a1...arar+1...am−s+rθ
a1 ∧ · · · ∧ θam−s+r
=
εj1...jsjs+1...jm
(m− s)!(m− s+ r)!(s − r)!ε
ir+1...isi1...irjs+1...jm
εir+1...isa1...am−s+rθ
a1 ∧ · · · ∧ θam−s+r
=
εj1...jsjs+1...jm
(m− s)!(s− r)!ε
ir+1...isi1...irjs+1...jmθir+1...is
=
1
(s− r)!δ
ir+1...isi1...ir
j1...js
θir+1...is
=
(−1)r(s−r)
(s− r)! δ
i1...is
j1...js
θir+1...is .
2. From the first point of the proposition and taking r = 1 and s = p,
θk ∧ θi1...ip =
(−1)p−1
(p− 1)! δ
ki2...ip
j1...jp
θi2...ip =
(−1)p−1
(p − 1)!
p∑
r=1
(−1)r+1δkjrδ
i2...ip
j1...jˆr ...jp
θi2...ip
=
p∑
r=1
(−1)p+r
(p − 1)! δ
k
jrδ
i2...ip
j1...jˆr...jp
θi2...ip =
p∑
r=1
(−1)p+r
(p− 1)! δ
k
jr(p − 1)!θj1...jˆr ...jp
=
p∑
r=1
(−1)p+rδkjrθj1...jˆr...jp .
We may also prove this by induction on p. The case p = 1 is just Eq. (2.2). Assuming that
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the formula holds for p− 1, then
θk ∧ θi1...ip = θk ∧
(
Xpyθi1...ip−1
)
= (Xipyθ
k) ∧ θi1...ip−1 −Xipy
(
θk ∧ θi1...ip−1
)
= δkipθi1...ip−1 −Xipy
(
p−1∑
r′=1
(−1)p−1+r′δkir′ θi1...îr′ ...ip−1
)
= (−1)p+pδkipθi1...ip−1 +
p−1∑
r′=1
(−1)p+r′δkir′ θi1...îr′ ...ip−1ip
=
p∑
r=1
(−1)p+rδkirθi1...îr...ip .
3. Let us compute now the differential of θi1...ip
dθi1...ip =
1
(m− p)!εi1...ipip+1...imd
(
θip+1 ∧ · · · ∧ θim)
=
1
(m− p)!εi1...ipip+1...im
m−p∑
k=1
(−1)k+1θip+1 ∧ · · · ∧ dθip+k ∧ · · · ∧ θim
=
m−p∑
k=1
(−1)2k
(m− p)!εi1...ipip+kip+1...îp+k...imdθ
ip+kθip+1 ∧ · · · ∧ θ̂ip+k ∧ · · · ∧ θim .
Renaming the indices and using the first part of the proposition
dθi1...ip =
(
T l − ωlk ∧ θk
)
∧ θi1...ipl
= T l ∧ θi1...ipl − ωlk ∧ θk ∧ θi1...ipl
= T l ∧ θi1...ipl +
p∑
r=1
(−1)p+rωlir ∧ θi1...îr...ipl − ω
l
l ∧ θi1...ip .
3 Variational problem for Lovelock gravity
Griffiths variational problems [29] are posed on triples (Λ
π−→ M,λ,I), where Λ π−→ M is a fiber
bundle over the space-time M , λ ∈ Ωm(Λ) is an m-form (referred to as the Lagrangian form)
and an exterior differential system I ⊂ Ω•(Λ) [2] characterizing the admissible sections of the
problem.
Definition 1. The variational problem associated with a variational triple (Λ
π−→M,λ,I) consists
in finding the sections σ : M → Λ which are integrals for I and are extremals for the functional
S[σ] :=
∫
M
σ∗λ.
Remember that σ is integral for I if and only if σ∗α = 0 for every α ∈ I. In particular, this
implies that the variations of S must be performed in such a way that the transformed sections
remain integrals of I. Hence, we define
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Definition 2. Let I ⊂ Ω•(Λ) be an exterior differential system. A local vector field X ∈ X(Λ) is
an infinitesimal symmetry of I if and only if
LXI ⊂ I.
The set infinitesimal symmetries of I is denoted Symm(I).
With this definition, it can be proved that the solutions to the variational problem associated
with the variational triple (Λ
π−→M,λ,I) are those sections σ integral for I such that
σ∗(Xydλ) = 0 for every X ∈ XV (Λ) ∩ Symm(I)
which are, in turn, the field equations for this problem.
Remark 4. Here we are assuming thatM is a manifold without boundary. Also, in order for S to
be well-defined, the form σ∗λ must be compactly supported. In the sequel, we will assume that
all the integrals we work with exist.
3.1 The Lovelock Lagrangian
Now we are ready to define a Griffiths variational problem for Lovelock gravity [38]. To do
that we have to define the corresponding triple introduced in the previous section. The bundle
chosen is τ1 : T0 → M , where M is the m-dimensional smooth manifold representing space-
time. Here we are writing τ1 instead of τ1|T0 only to simplify the notation (we will do the same
with the pullbacks of ω and θ through ι0).
As the exterior differential system restricting the admissible sections we take (see Appendix
A.3)
IL := 〈ωp〉diff .
The subscript diff indicates the smallest exterior differential system containing the form ωp.
Using the canonical basis of Rm, we can alternatively describe IL as the exterior differential
system generated as follows
IL =
〈
ηikωjk + η
jkωik
〉
diff
.
It is also useful to define the forms ωij := ηikωjk, in terms of which IL =
〈
ωij + ωji
〉
diff
. Then
we look for sections σ ∈ Γ(τ1) fulfilling the condition
σ∗ωp = 0.
It is customary to refer to this condition as the metricity condition.
Remark 5. Using the identification T0 ≃ C0(LM) ×M LM , every (local) section σ ∈ Γ(τ1)
over U ⊂ M that is integral for IL can be thought of as a couple of sections σ1 := q ◦ σ and
σ2 := τ10 ◦ σ. As we saw in the previous section, if Γ is the principal connection induced by σ1
on τ , then ωΓ = σ˜
∗
1ω. Hence, the metricity condition implies that ωΓ is a torsionless (pseudo)
metric connection.
Following the constructions of Appendix A.4 about vector-valued differential forms, for every
k ≤ n, we can define a k-form with values in ΛkRn given by
θ(k) := θ ∧ · · · ∧ θ︸ ︷︷ ︸
k times
.
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Hence
θ(k)(X1, . . . ,Xk) := θ(X1) ∧ · · · ∧ θ(Xk).
Using the canonical basis of Rm we can write
θ(k) = θi1 ∧ · · · ∧ θik ⊗ ei1 ∧ · · · ∧ eik .
Now we can take the Hodge star operator in the second factor (see Appendix A.2), namely
⋆
(
θ(k)
)
=θi1 ∧ · · · ∧ θik ⊗ 1
(m− k)!ηi1j2 . . . ηikjkε
j1...jkjk+1...jm
ejk+1 ∧ · · · ∧ ejm
=θi1 ∧ · · · ∧ θik ⊗ 1
(m− k)!ηi1j2 . . . ηikjkε
j1...jmδ
lk+1
jk+1
. . . δlmjmelk+1 ∧ · · · ∧ elm
=θi1 ∧ · · · ∧ θik ⊗ 1
(m− k)! ηi1j2 . . . ηikjkηrk+1jk+1 . . . ηrmjmε
j1...jm︸ ︷︷ ︸
det(η)εi1...ikrk+1...rm
ηrk+1lk+1 . . . ηrmlmelk+1 ∧ · · · ∧ elm ,
where we have used the properties of the Levi-Civita symbol (see Appendix A.1). Now, renaming
indices and using the definition of the forms θi1...ip , we find
⋆
(
θ(k)
)
= det(η)ηi1j1 . . . ηipjpθi1...ip ⊗ ej1 ∧ · · · ∧ ejp , (3.1)
with p = m− k. Notice that θ(k) is a k-form with values in ΛkRm, while ⋆ (θ(k)) is a k-form with
values in Λm−kRm.
Now let an integer r <
[m
2
]
, where [·] denotes the integral part.
Definition 3. Let V be an m-dimensional real vector space. We define
Ar : Λ
2rV → (ΛrV )⊗ (ΛrV )∗ ≃ (End(ΛrV ))∗
as the unique linear map whose action on elementary 2r-vectors is given by
(vj1 ∧ · · · ∧ vjr)∧
(
vjr+1 ∧ · · · ∧ vj2r
) 7→
7→ 1
(2r!)
∑
σ∈S2r
sgn(σ)
(
vjσ(1) ∧ · · · ∧ vjσ(r)
)
⊗ ηˆ♭
(
vjσ(r+1) ∧ · · · ∧ vjσ(2r)
)
,
where ηˆ is the of extension of η to ΛrV defined on Appendix A.2. It is readily seen that it is in
fact well-defined and linear.
Using the linear map Ar, we can construct an (m− 2r)-form with values in (End(ΛrRm))∗ as
Ξr = Ar
(
⋆
(
θ(m−2r)
))
.
We can think of Ξr as taking values in (Λ
rg)∗ rather than (End(ΛrRm))∗ because the latter can
be viewed as a subspace of the former. That is
(Λrg)∗ ⊃ (End (ΛrRm))∗ , (3.2)
which is a consequence of the inclusion Λrg ⊂ End(ΛrRm) given by the monomorphism Γ :
Λr (End(Rm))→ End (ΛrRm) defined as
A1 ∧ · · · ∧Ar 7→
[
v1 ∧ · · · ∧ vr 7→ 1
r!
∑
σ∈Sr
A1
(
vσ(1)
) ∧ · · · ∧Ar (vσ(r))
]
.
We can use these considerations to introduce the Lovelock Lagrangian:
11
Definition 4. The Lovelock Lagrangian is the m-form
λL :=
∑
r<[m/2]
ar 〈Ξr ∧, Ωr〉 ,
where ar are constants and Ω
r = Ω ∧ · · · ∧ Ω︸ ︷︷ ︸
r times
.
3.1.1 Expressions in terms of the canonical basis of Rm
If we denote by {e1, . . . , em} the dual basis of the canonical basis in Rm, we can write
Ar(ej1 ∧ · · · ∧ ej2r) =
1
(2r)!
∑
σ∈S2r
sgn(σ)ηjσ(1)l1 . . . ηjσ(r)lrejσ(r+1) ∧ · · · ∧ ejσ(2r) ⊗ el1 ∧ · · · ∧ elr .
Also, using (3.1),
Ξr =Ar
(
⋆
(
θ(m−2r)
))
=det(η)ηi1j1 . . . ηi2rj2rθi1...i2r ⊗Ar (ej1 ∧ · · · ∧ ej2r)
=
det(η)
(2r)!
∑
σ∈S2r
sgn(σ)ηi1j1 . . . ηi2rj2rηjσ(1)l1 . . . ηjσ(r)lrθi1...i2r ⊗ ejσ(r+1) ∧ . . .
· · · ∧ ejσ(2r) ⊗ el1 ∧ · · · ∧ elr ,
but since θi1...i2r = sgn(σ)θiσ(1)...iσ(2r),
Ξr =
det(η)
(2r)!
∑
σ∈S2r
ηiσ(1)jσ(1) . . . ηiσ(2r)jσ(2r)ηjσ(1)l1 . . . ηjσ(r)lrθiσ(1)...iσ(2r) ⊗ ejσ(r+1) ∧ . . .
· · · ∧ ejσ(2r) ⊗ el1 ∧ · · · ∧ elr
=
det(η)
(2r)!
∑
σ∈S2r
ηiσ(1)jσ(1) . . . ηiσ(2r)jσ(2r)ηjσ(1)l1 . . . ηjσ(r)lrθiσ(1)...iσ(2r) ⊗ ejσ(r+1) ∧ . . .
· · · ∧ ejσ(2r) ⊗ el1 ∧ · · · ∧ elr
=
det(η)
(2r)!
∑
σ∈S2r
ηiσ(r+1)jσ(r+1) . . . ηiσ(2r)jσ(2r)θiσ(1)...iσ(2r) ⊗ ejσ(r+1) ∧ . . .
· · · ∧ ejσ(2r) ⊗ eiσ(1) ∧ · · · ∧ eiσ(r) ,
and, as all are dummy indices, we finally get
Ξr = det(η)η
ir+1jr+1 . . . ηi2rj2rθi1...i2r ⊗ ejr+1 ∧ · · · ∧ ej2r ⊗ ei1 ∧ · · · ∧ eir .
Furthermore, if Ω = Ωab ⊗ eb ⊗ ea, we have
Ωr = Ωa1b1 ∧ · · · ∧ Ω
ar
br
⊗
(
e
b1 ⊗ ea1
)
∧ · · · ∧
(
e
br ⊗ ear
)
∈ Ω2r (J1τ)⊗ Λrg,
so that, in view of the inclusion (3.2), we obtain
λL =
∑
r<[m/2]
arθi1...irl1...lr ∧Ωi1l1 ∧ · · · ∧ Ωirlr ,
where Ωab = ηbqΩaq and all the possible multiplicative constants have been absorbed in the
constants ar. From now on, we will work with each homogeneous component
λ
(r)
L = θi1...irl1...lr ∧ Ωi1l1 ∧ · · · ∧ Ωirlr .
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Remark 6. To simplify the computations, it will be convenient to introduce the following multi-
index notation. We use capital letters I, J to denote multi-indices I = (i1, . . . , ip), J = (j1, . . . , jp).
An apostrophe denotes a multi-index formed by removing the first index of a given multi-index,
i.e. I ′ = (i2, . . . , ip) if I = (i1, . . . , ip). In this case, we use concatenation of indices and multi-
indices and write I = i1I
′. Also, we will write ΩIJ = Ωi1j1 ∧ · · · ∧ Ωirjr and θi1...irj1...jr = θIJ .
Thus, the Lovelock Lagrangian can be written
λ
(r)
L = θIJ ∧ ΩIJ .
3.1.2 Relation with the metric-affine Lagrangian
To relate λL with the metric-affine formalism, remember that every principal connection Γ gives
rise to a linear connection in TM (as an associated vector bundle with fiber Rm and canonical
action of G). Let ωΓ is the corresponding connection form (obtained as the pullback of the
universal connection ω by a suitable section) and ΩΓ its related curvature.
Then, if ΩabΓ = Ω
ab
µνdx
µ ∧ dxν , we have
Ωabµν = R
στ
µνe
a
σe
b
τ , (3.3)
where Rστµν = g
ρτRσρµν are the components of the curvature tensor with respect to the linear
connection induced by Γ, i.e.
R
(
∂
∂xµ
,
∂
∂xν
)
∂
∂xρ
= Rσρµν
∂
∂xσ
,
and gµν := e
a
µηabe
b
ν is the corresponding metric.
Thus, we can compute locally the pullback of λL by a section as follows
λL =θi1...irl1...lr ∧ Ωi1l1 ∧ · · · ∧ Ωirlr
=εi1...irl1...lrs1...skθ
s1 ∧ · · · ∧ θsk ∧ Ωi1l1 ∧ · · · ∧ Ωirlr
=εi1...irl1...lrs1...ske
s1
ρ1 . . . e
sk
ρk
Ωi1l1µ1ν1 . . .Ω
irlr
µrνrdx
ρ1 ∧ · · · ∧ dxρk ∧ dxµ1 ∧ dxν1 ∧ . . .
· · · ∧ dxµr ∧ dxνr
=εi1...irl1...lrs1...skε
ρ1...ρkµ1ν1...µrνres1ρ1 . . . e
sk
ρk
Ωi1l1µ1ν1 . . .Ω
irlr
µrνrd
mx
=εi1...irl1...lrs1...skε
ρ1...ρkµ1ν1...µrνres1ρ1 . . . e
sk
ρk
(
δi1c1δ
l1
d1
)
. . .
(
δircrδ
lr
dr
)
Ωc1d1µ1ν1 . . .Ω
crdr
µrνrd
mx
=εi1...irl1...lrs1...skε
ρ1...ρkµ1ν1...µrνres1ρ1 . . . e
sk
ρk
(
ei1α1e
α1
c1 e
l1
β1
eβ1d1
)
. . .
. . .
(
eirαre
αr
cr e
lr
βr
eβrdr
)
Ωc1d1µ1ν1 . . .Ω
crdr
µrνrd
mx
=det(e)ερ1...ρkµ1ν1...µrνrεα1...αrβ1...βrρ1...ρkR
α1β1
µ1ν1 . . . R
αrβr
µrνr d
mx
=(m− 2r)! det(e)δµ1ν1...µrνrα1...αrβ1...βrRα1β1µ1ν1 . . . Rαrβrµrνr d
mx
=(−1)r!(m− 2r)! det(e)δµ1ν1...µrνrα1β1...αrβrRα1β1µ1ν1 . . . Rαrβrµrνr d
mx,
where we have used Eq. (3.3) and the identity
εi1...irl1...lrs1...ske
i1
α1 . . . e
ir
αre
l1
β1
. . . elrβre
s1
ρ1 . . . e
sk
ρk
= εα1...αrβ1...βrρ1...ρk det(e).
Then, as det(e) =
√−g, we recover the usual Lovelock Lagrangian, i.e.
λL = α
√−gδµ1ν1...µrνrα1β1...αrβrRα1β1µ1ν1 . . . Rαrβrµrνr d
mx.
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4 Field equations
As we have said in the previous section, to compute the field equations associated with the
Lovelock problem we need to characterize the infinitesimal symmetries of the exterior differen-
tial system IL. We devote the following section to this task.
4.1 Infinitesimal symmetries of IL
To give a characterization of the infinitesimal symmetries of IL, it is useful to introduce a
convenient basis of vector fields for the vertical bundle V τ1. Using the identification J
1τ ≃
C(LM)×M LM we can construct this basis using q-vertical and τ10-vertical vector fields.
First, consider the infinitesimal generators associated with the action of G on J1τ . If Eij
denote a vector of the canonical basis of g, we denote these vector fields by (Eij)J1τ . It can be
seen that Tτ10(E
i
j)J1τ = (E
i
j)LM and hence they are τ1-vertical vector fields. From the principal
bundle structure of q : J1τ → C(LM) it is immediate to see that they are also q-vertical.
Furthermore, as J1τ → LM is an affine bundle, we can construct vertical lifts of τ -vertical
vector fields. Given a differential form α ∈ Ω(M) and a τ -vertical vector field X, the vertical lift
(α,X)V is defined as the vector field whose flow is given by
θ(t, j1xs) = j
1
xs+ tαx ⊗X(s(x)),
where the sign “+” must be understood as the affine action of τ∗πM ⊗LM V τ on J1τ .2 In other
words,
(α,X)V (j1xs) =
~d
dt
∣∣∣∣∣
t=0
(
j1xs+ tαx ⊗X(s(x))
)
,
We can adapt this definition replacing the differential forms α by differential forms along
J1τ , i.e. α ∈ Γ(τ∗1πM ),
(α,X)V (j1xs) =
~d
dt
∣∣∣∣∣
t=0
(
j1xs+ t α|j1xs ⊗X(s(x))
)
,
In particular, we can use the forms θr and the infinitesimal generators (Est )LM , which we denote
(θr, (Est )LM )
V . It is clear that these vector fields are τ10-vertical, and in consequence they are
also τ1-vertical.
It can be proved that the set of vector fields
{
(Est )J1τ , (θ
r, (Est )LM )
V
}
form a basis of the
vertical bundle V τ1 (see [6]).
Remark 7. It is useful to write down local expressions for the vector fields introduced above. In
a trivializing open set, it can be seen that
(Ekl )J1τ (x
µ, eµi , e
µ
iσ) = e
µ
l
∂
∂eµk
+ eµlσ
∂
∂eµkσ
,
and
(θr, (Est )LM )
V (xµ, eµi , e
µ
iσ) = e
r
σe
µ
t e
s
νe
ν
i
∂
∂eµiσ
.
2Here piM : T
∗
M →M is the cotangent projection.
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Using these expressions we can check that the of vector fields
{
(Est )J1τ , (θ
r, (Est )LM )
V0
}
, with
(θr, (Est )LM )
V0 = (θr, (Est )LM )
V + (θs, (Ert )LM )
V ,
form a basis of the bundle V (τ1|T0).
Remark 8. If we fix a principal connection (that may be chosen torsionless) on τ , it is possible
to complete this basis to a full basis of TJ1τ by considering the prolongations of the standard
horizontal vector fields on LM (see [34]).
Proposition 3. The following contractions hold
(θr, (Est )LM )
V
yΩkl = δ
k
t δ
s
l θ
r ,
(θr, (Est )LM )
V
yωkl = 0 ,
(θr, (Est )LM )
V
yθk = 0 .
Before moving on, remember that given a vector field U ∈ X(LM) the first prolongation
of U is the unique vector field j1U ∈ X(J1τ) that is projectable to U and is an infinitesimal
symmetry of the contact exterior differential system. The next lemma shows that prolongations
of G-invariant vector fields are infinitesimal symmetries of the universal connection [8]:
Lemma 2. Let U ∈ XV τ (LM) be a vertical G-invariant vector field on LM . Then
Lj1Uω = 0.
Proof. We know that U is G-invariant if, and only if, its flow ΨUt : LM → LM is an automor-
phism of LM . Furthermore, for every automorphism F : LM → LM , we have that(
j1F
)∗
ω = ω ,
and the lemma follows from this fact.
Remark 9. Given any element u ∈ LM , there exists a neighborhood V containing u and a set of
G-invariant vector fields
{
U ij
}
generating XV τ (V ) as a C∞ (V )-module.
Now we show how to construct infinitesimal symmetries starting from G-invariant vertical
vector fields
Lemma 3. Let
{
f lj
}
be a family of arbitrary functions on τ (V ) and let
{
U ij
}
be a basis of G-
invariant local vector fields generatingXV τ (V ). Then there exists a (non unique) family of functions{
F ikl
}
on τ−110 (V ) ⊂ T0 such that
Z := f ljj
1U jl + F
i
kl
(
θk,
(
Eli
)
LM
)V
is an infinitesimal symmetry of IL tangent to T0.
Proof. Let
{
U ij
}
be the basis of G-invariant local vector fields generating XV τ (V ). Since the set
of infinitesimal generators
{
(Ekl )LM
}
form another basis, there exist smooth functionsM iljk, N
il
jk ∈
C∞(V ) such that
U ij = M
il
jk(E
k
l )LM and M
ip
jqN
ql
pk = δ
i
kδ
l
j .
Now, from the formula
j1 (fW ) = fj1W + (Df,W )V , f ∈ C∞ (LM) ,W ∈ XV τ (LM) ,
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we obtain
j1U ij = M
il
jk
(
Ekl
)
J1τ
+
(
DrM
il
jk
)(
θr,
(
Ekl
)
LM
)V
, (4.1)
where DrM
il
jk =
∂M iljk
∂xµ
eµr . In consequence, in order for Z to be tangent to T0, we must take
F ikj = −f stDkM tisj +Gikj (4.2)
with the functions Gikj fulfilling G
i
kj = G
i
jk.
To compute the Lie derivative, let us write
LZωpqp = Lfji j1U ijω
pq
p + LF i
kj(θk,(E
j
i )LM)
V ω
pq
p
and compute separately.
First,
L
fji j
1U ij
(ωp)
pq = f ji Lj1U ij (ωp)
pq +
(
j1U ijy (ωp)
pq)df ji = µipqj Dkf ji θk,
where µipqj := j
1U ijy (ωp)
pq and Dkf
j
i =
∂f ji
∂xµ
eµk .
On the other hand
L
F i
kj(θk,(E
j
i )LM)
V ωp = F
i
kj
(
θk,
(
Eji
)
LM
)V
ydωp = F
i
kj
(
θk,
(
Eji
)
LM
)V
yΩp,
where (Ωp)
p
q =
1
2
(
Ωpq + ηqaΩ
a
bη
bp
)
. Using Proposition 3(
θk,
(
Eji
)
LM
)V
y
(
Ωpq + ηqaΩ
a
bη
bp
)
=
(
δpi δ
j
q + ηqaδ
a
i δ
j
bη
bp
)
θk =
(
δpi δ
j
q + ηqiη
jp
)
θk,
from which we deduce [recall (4.2)]
F ikj
(
θk,
(
Eji
)
LM
)V
yΩpqp = −
1
2
f stDkM
ti
sj
(
ηjqδpi + δ
q
i η
jp
)
θk +
1
2
Gikj
(
ηjqδpi + δ
q
i η
jp
)
θk
= −1
2
f st
(
ηjqDkM
tp
sj +DkM
tq
sjη
jp
)
θk +
1
2
(
ηjqGpkj +G
q
kjη
jp
)
θk.
Thus, it is sufficient to take functions Gikj fulfilling the equation
ηjqGpkj +G
q
kjη
jp = f st
(
ηjqDkM
tp
sj +DkM
tq
sjη
jp
)
− 2µipqj Dkf ji . (4.3)
This assures us that LZ (ωp)pq = 0.
In order to look for a solution to (4.3), consider the decomposition of the set of
(0
3
)
-tensors
of a vector space V , i.e.
T 03 (V ) = Λ
3V ⊕ S3V ⊕ (S12V ∩ ker(Sym))⊕ (S23V ∩ ker(Sym)) ,
whereA ∈ S12V if, and only if, A(u, v, w) = A(v, u,w), andB ∈ S23V if, and only if, B(u, v, w) =
B(u,w, v), for every u, v, w ∈ V (here Sym denotes the symmetrization projector). Such decom-
position is given by A = ΩA + SA +RA + TA, where ΩA = Alt(A) ∈ Λ3V , SA = Sym(A) ∈ S3V
and
RA(u, v, w) =
1
3
(A(u, v, w) +A(v, u,w) −A(v,w, u) −A(u,w, v)) ∈ S12V ∩ ker(Sym) ,
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TA(u, v, w) =
1
3
(A(u, v, w) +A(u,w, v) −A(v, u,w) −A(w, u, v)) ∈ S23V ∩ ker(Sym) ,
or using a basis for V
(RA)ijk =
1
3
(Aijk +Ajik −Ajki −Aikj) ,
(TA)ijk =
1
3
(Aijk +Aikj −Ajik −Akij) ,
Now, we want to solve the equation
Aijk = Bijk , (4.4)
with Aijk = G
q
ijηkq +G
q
ikηjq and
Bijk = f
s
t
(
ηkpDiM
tp
sj +DiM
tq
skηqj
)
− 2ηkpµlpqr ηqjDif rl ,
for symmetric tensors Gkij = G
k
ji. We will use the above mentioned decomposition.
It is readily seen that RA = RB = ΩA = ΩB = 0. Furthermore
(TA)ijk =
1
3
(
Gqijηkq +G
q
ikηjq +G
q
ikηjq +G
q
ijηkq −Gqjiηkq −Gqjkηiq −Gqkiηjq −Gqkjηiq
)
=
1
3
(
Gqikηjq +G
q
ijηkq −Gqjkηiq −Gqkjηiq
)
=
1
3
(
Aijk − 2Gqjkηiq
)
and
(SA)ijk =
1
3
(
Gqijηkq +G
q
ikηjq +G
q
kiηjq +G
q
kjηiq +G
q
jkηiq +G
q
jiηkq
)
=
2
3
(
Gqijηkq +G
q
kiηjq +G
q
jkηiq
)
=
2
3
(
Aijk +G
q
jkηiq
)
,
and for B we get
(TB)ijk =
1
3
(Bijk +Bikj −Bjik −Bkij) = 1
3
(2Bijk −Bjik −Bkij)
and
(SB)ijk =
1
3
(Bijk +Bkij +Bjki) .
Thus, equating each term, we find
Aijk − 2Gqjkηiq = 2Bijk −Bjik −Bkij ,
from TA = TB , and
2Aijk + 2G
q
jkηiq = Bijk +Bkij +Bjki ,
from SA = SB. But using the initial equation (4.4), we get
Gqjk =
1
2
ηiq (Bjik +Bkij −Bijk)
and
Gqjk =
1
2
ηiq (Bkij +Bjki −Bijk) .
In conclusion, Eq. (4.4) has solutions, one of them being given by the last equation.
Remark 10. A consequence of the previous Lemma is that, given a trivializing open set V of
LM , there exists an infinitesimal symmetry Z of IL such that τ1 (suppZ) ⊂ τ (V ). It allows us
to obtain local conditions for the extremals of the Griffiths variational problem.
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4.2 Field equations for Lovelock gravity from its Griffiths variational problem
Let us compute the differential of the Lovelock Lagrangian:
dλL = (dθi1...irl1...lr) ∧ Ωi1l1 ∧ · · · ∧ Ωirlr
+(−1)m
r∑
a=1
θi1...irl1...lr ∧ Ωi1l1 ∧ · · · ∧ dΩiala ∧ · · · ∧ Ωirlr .
The first term was computed in Proposition 2, now let us work out the second term. If σ ∈ Sr is
the permutation that transpose 1 and a, then
θiσ(1)...iσ(r)lσ(1)...lσ(r) = θi1...irl1...lr ,
and we can reorder every summand as follows
r∑
a=1
θi1...irl1...lr ∧ Ωi1l1 ∧ · · · ∧ dΩiala ∧ · · · ∧ Ωirlr
=
r∑
a=1
θiσ(1)...iσ(r)lσ(1)...lσ(r) ∧ Ωiσ(1)lσ(1) ∧ · · · ∧ dΩiσ(a)lσ(a) ∧ · · · ∧ Ωiσ(r)lσ(r)
=
r∑
a=1
θi1...irl1...lr ∧ Ωiala ∧ Ωi2l2 ∧ · · · ∧ dΩi1l1 ∧ · · · ∧ Ωirlr
=
r∑
a=1
θi1...irl1...lr ∧ dΩi1l1 ∧Ωi2l2 ∧ · · · ∧ Ωirlr
= rθi1...irl1...lr ∧ dΩi1l1 ∧ Ωi2l2 ∧ · · · ∧ Ωirlr .
Hence
dλL =(dθi1...irj1...jr) ∧ Ωi1j1 ∧ · · · ∧Ωirjr+
(−1)mrθi1...irj1...jr ∧ dΩi1j1 ∧Ωi2j2 ∧ · · · ∧ Ωirjr
=
(
T l ∧ θi1...irj1...jrl +
r∑
s=1
(−1)sωlis ∧ θi1...îs...irj1...jrl +
r∑
s=1
(−1)r+sωljs ∧ θi1...irj1...ĵs...jrl − ω
l
l ∧ θi1...irj1...jr
)
∧Ωi1j1 ∧ · · · ∧ Ωirjr+
rdΩi1j1 ∧ θi1...irj1...jr ∧ Ωi2j2 ∧ · · · ∧ Ωirjr
=
[(
T l ∧ θi1...irj1...jrl +
r∑
s=1
(−1)sωlis ∧ θi1...îs...irj1...jrl +
r∑
s=1
(−1)r+sωljs ∧ θi1...irj1...ĵs...jrl − ω
l
l ∧ θi1...irj1...jr
)
∧Ωi1j1+
r
(
Ωi1q ∧ ωqj1 − ωi1q ∧ Ωqj1
) ∧ θi1...irj1...jr
]
∧ Ωi2j2 ∧ · · · ∧ Ωirjr .
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Let us analize the two sums in the brackets. As above, suppose that σ is the permutation that
transpose 1 and s; then
r∑
s=1
(−1)sωlis ∧ θi1...îs...irj1...jrl ∧ Ω
i1j1 ∧ · · · ∧ Ωirjr
=
r∑
s=1
(−1)sωliσ(s) ∧ θiσ(1)... ̂iσ(s)...iσ(r)jσ(1)...jσ(r)l ∧ Ω
iσ(1)jσ(1) ∧ · · · ∧Ωiσ(r)jσ(r)
=
r∑
s=1
(−1)s+1ωli1 ∧ θisi2...îs...irj1...jrl ∧ Ω
i1j1 ∧ · · · ∧ Ωirjr
=−
r∑
s=1
ωli1 ∧ θi2...irj1...jrl ∧ Ωi1j1 ∧ · · · ∧ Ωirjr
=− rωli1 ∧ θi2...irj1...jrl ∧ Ωi1j1 ∧ · · · ∧ Ωirjr .
Furthermore, using a similar argument,
r∑
s=1
(−1)r+sωljs ∧ θi1...irj1...ĵs...jrl ∧ Ω
i1j1 ∧ · · · ∧ Ωirjr
=
r∑
s=1
(−1)r+sωljσ(s) ∧ θiσ(1)...iσ(r)jσ(1)...ĵσ(s)...jσ(r)l ∧ Ω
iσ(1)jσ(1) ∧ · · · ∧ Ωiσ(r)jσ(r)
=
r∑
s=1
(−1)r+s+1ωlj1 ∧ θi1...irjsj2...ĵs...jrl ∧Ω
i1j1 ∧ · · · ∧ Ωirjr
=
r∑
s=1
(−1)r+1ωlj1 ∧ θi1...irj2...jrl ∧Ωi1j1 ∧ · · · ∧ Ωirjr
= rωlj1 ∧ θi1...irlj2...jr ∧ Ωi1j1 ∧ · · · ∧Ωirjr
= rηpqωlp ∧ θi1...irlj2...jr ∧ Ωi1q ∧ Ωi2j2 ∧ · · · ∧ Ωirjr .
Now let us simplify the terms r
(
Ωi1q ∧ ωqj1 − ωi1q ∧Ωqj1
) ∧ θi1...irj1...jr ∧ Ωi2j2 ∧ · · · ∧ Ωirjr . First,
renaming the dummy indices,
− rωli1 ∧ Ωi1j1 ∧ θli2...irj1...jr ∧Ωi2j2 ∧ · · · ∧ Ωirjr = rωli1 ∧ θi2...irj1...jrl ∧ Ωi1j1 ∧ Ωi2j2 ∧ · · · ∧ Ωirjr ,
which cancels out the first sum. Second
rΩi1q ∧ ωqj1 ∧ θi1...irj1...jr ∧Ωi2j2 ∧ · · · ∧ Ωirjr =rηj1pωqp ∧ θi1...irj1...jr ∧ Ωi1q ∧ Ωi2j2 ∧ · · · ∧Ωirjr
=rηlpωqp ∧ θi1...irl...jr ∧ Ωi1q ∧ Ωi2j2 ∧ · · · ∧ Ωirjr ,
and consequently
dλL =
(
ηj1qT l ∧ θi1...irj1...jrl − ηj1qωll ∧ θi1...irj1...jr +
r
(
ηj1pωqp + η
qpωj1p
) ∧ θi1...irj1...jr) ∧ Ωi1q ∧ Ωi2j2 ∧ · · · ∧ Ωirjr .
These computations amounts to the Lagrangian form on J1τ , so we have to take its pullback to
T0, i.e.
ι∗0dλL =
[
r
(
ηj1pωqp + η
qpωj1p
) ∧ θi1...irj1...jr − ηj1qωll ∧ θi1...irj1...jr] ∧ Ωi1q ∧Ωi2j2 ∧ · · · ∧ Ωirjr
=2
[
rηj1p (ωp)
q
p ∧ θi1...irj1...jr −
1
2
ηj1q (ωp)
l
l ∧ θi1...irj1...jr
]
∧ Ωi1q ∧ Ωi2j2 ∧ · · · ∧ Ωirjr .
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Nevertheless, we will omit the pullback ι0 to simplify notation.
Nowwe are ready to find the field equations associated with the Griffiths problem
(
J1τ, λL,IL
)
.
First we state a lemma we will use later on
Lemma 4. If Ω takes values in k, then on T0
Ωqi1 ∧ θqi2...irJ ∧ΩIJ = −Ω
q
j1
∧ θIqj2...jr ∧ ΩIJ .
Proof. Using the structure equation, we have
dT q + ωql ∧ T l = Ωql ∧ θl ,
and since the torsion form annihilates on T0, we have
Ωql ∧ θl = 0.
Then multiplying both sides by θqi1...irj1...jr ∧ ΩIJ
Ωql ∧ θl ∧ θqi1...irj1...jr ∧ΩIJ = 0,
hence, using Proposition 2,
Ωql ∧ θl ∧ θqIJ ∧ ΩIJ
= (−1)2r+1Ωql ∧
[
−δlqθIJ +
r∑
a=1
r∑
a=1
(−1)a+1
(
δliaθqi1...ˆia...irJ + (−1)rδljaθqIj1...jˆa...jr
)]
∧ ΩIJ
= Ωql ∧
[
δlqθIJ +
r∑
a=1
r∑
a=1
(−1)a
(
δliaθqi1...ˆia...irJ + (−1)rδljaθqIj1...jˆa...jr
)]
∧ ΩIJ
=
[
Ωll ∧ θIJ +
r∑
a=1
r∑
a=1
(−1)a
(
Ωqia ∧ θqi1...ˆia...irJ + (−1)rΩ
q
ja
∧ θqIj1...jˆa...jr
)]
∧ ΩIJ .
Let us study both terms in the sum. If σ ∈ Sr is the permutation transposing 1 and a,
r∑
a=1
(−1)aΩqia ∧ θqi1...ˆia...irJ ∧ ΩIJ =
r∑
a=1
(−1)aΩqiσ(a) ∧ θqiσ(1)...ˆiσ(a)...iσ(r)Jσ ∧Ω
IσJσ
=
r∑
a=1
(−1)a+1Ωqi1 ∧ θqiai2...ˆia...irJ ∧ ΩIJ =
r∑
a=1
(−1)a+1(−1)a−2Ωqi1 ∧ θqi2...irJ ∧ ΩIJ
=
r∑
a=1
−Ωqi1 ∧ θqi2...irJ ∧ ΩIJ = −rΩ
q
i1
∧ θqi2...irJ ∧ ΩIJ ,
where we use the skew-symmetry of the Sparling form and the fact that the curvature is a
two-form. On the other hand
r∑
a=1
(−1)a+rΩqja ∧ θqIj1...jˆa...jr ∧ ΩIJ =
r∑
a=1
(−1)a+rΩqjσ(a) ∧ θqIσjσ(1)...jˆσ(a)...jσ(r) ∧ Ω
IσJσ
=
r∑
a=1
(−1)a+r+1Ωqj1 ∧ θqIjaj2...jˆ1...jr ∧ ΩIJ =
r∑
a=1
(−1)a+r+1(−1)a−2Ωqj1 ∧ θqIj2...jr ∧ ΩIJ
=(−1)r+1rΩqj1 ∧ θqIj2...jr ∧ ΩIJ .
Thus, since Ωll = 0, we get
Ωqi1 ∧ θqi2...irJ ∧ ΩIJ = (−1)r+1Ω
q
j1
∧ θqIj2...jr ∧ ΩIJ ,
or equivalently
Ωqi1 ∧ θqi2...irJ ∧ ΩIJ = −Ω
q
j1
∧ θIqj2...jr ∧ ΩIJ .
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As we did in the proof of Lemma 3, consider a basis
{
U ij
}
of G-invariant local vector fields
generating XV τ (V ) on some trivializing open set V ⊂ LM and let
{
Mklij
}
be smooth functions
on V such that
U ij = M
il
jk
(
Ekl
)
LM
.
Let us compute the contraction j1U trydλL by using (4.1). First
M tirk
(
Eki
)
J1τ
ydλL =j
1U try2
[
rηj1p (ωp)
q
p ∧ θIJ −
1
2
ηj1q (ωp)
l
l ∧ θIJ
]
∧ Ωi1q ∧ Ωi2j2 ∧ · · · ∧ Ωirjr
=2M tirk
[
rηj1p
1
2
(
δqi δ
k
p + ηpaδ
k
b δ
a
i η
bq
)
∧ θIJ − 1
2
ηj1qδki θIJ
]
∧ Ωi1q ∧Ωi2j2 ∧ · · · ∧ Ωirjr
=2M tirk
[
r
1
2
(
ηj1kδqi + δ
j1
i η
kq
)
∧ θIJ − 1
2
ηj1qδki θIJ
]
∧ Ωi1q ∧ Ωi2j2 ∧ · · · ∧ Ωirjr
=2M tirk
[
r
1
2
(
Ωi1i η
j1k + δj1i η
kqΩi1q
)
∧ θIJ − 1
2
ηj1qδki θIJ ∧ Ωi1q
]
∧ Ωi2j2 ∧ · · · ∧ Ωirjr
Let us study the terms in brackets. First(
Ωi1i η
j1k + δj1i η
kqΩi1q
)
∧ θIJ ∧ ΩI′J ′ = ηj1kΩi1i ∧ θIJ ∧ ΩI
′J ′ + δj1i η
kqΩi1q ∧ θIJ ∧ΩI
′J ′ ,
and using Lemma 4 and renaming indices,
ηj1kΩi1i ∧ θIJ ∧ ΩI
′J ′ + δj1i η
kqΩi1q ∧ θIJ ∧ ΩI
′J ′
= ηj1kΩqi ∧ θqi2...irj1...jr ∧ ΩI
′J ′ + ηkqΩi1q ∧ θi1...irij2...jr ∧ ΩI
′J ′
= − ηj1kΩqj1 ∧ θii2...irqj2...jr ∧ΩI
′J ′ + ηkqΩi1q ∧ θi1...irij2...jr ∧ ΩI
′J ′
= ηkqΩi1q ∧ θi1...irij2...jr ∧ ΩI
′J ′ + ηkqΩi1q ∧ θi1...irij2...jr ∧ ΩI
′J ′
= 2ηkqΩi1q ∧ θi1...irij2...jr ∧ ΩI
′J ′ .
Thus
M tirk
(
Eki
)
J1τ
ydλL =2M
ti
rk
[
rηkqΩi1q ∧ θIij2...jr −
1
2
ηj1qδki θIJ ∧ Ωi1q
]
∧ΩI′J ′
=2rM tirk
[
ηkqθIij2...jr −
1
2r
ηj1qδki θIJ
]
∧ Ωi1q ∧ΩI
′J ′ .
Now let us compute the other contraction:
DjM
ti
rk
(
θj,
(
Eki
)
LM
)V
ydλL
=DjM
ti
rk
(
θj,
(
Eki
)
LM
)V
y2
[
rηj1p (ωp)
q
p ∧ θIJ −
1
2
ηj1q (ωp)
l
l ∧ θIJ
]
∧ Ωi1q ∧ ΩI
′J ′
=(−1)m+1DjM tirk2
[
rηj1p (ωp)
q
p ∧ θIJ −
1
2
ηj1q (ωp)
l
l ∧ θIJ
]
∧ Ω˜jk,i1I′J ′i,q ,
where Ω˜jk,i1I
′J ′
i,q =
(
θj,
(
Eki
)
LM
)V
y
(
Ωi1q ∧ ΩI
′J ′
)
. So, gathering both terms together:
j1U trydλL =2rM
ti
rk
[
ηkqθIij2...jr −
1
2r
ηj1qδki θIJ
]
∧Ωi1q ∧ ΩI
′J ′
+ (−1)m+1DjM tirk2
[
rηj1p (ωp)
q
p ∧ θIJ −
1
2
ηj1q (ωp)
l
l ∧ θIJ
]
∧ Ω˜jk,i1I′J ′i,q .
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Thus if Σ :M → T0 is a section such that Σ∗ωp = 0, we can conclude that
Σ∗
(
j1U trydλL
)
= 2r
(
M tirk ◦Σ
)
Σ∗
[(
ηkqθIij2...jr −
1
2r
ηj1qδki θIJ
)
∧ Ωi1q ∧ΩI
′J ′
]
. (4.5)
From Lemma 3 and Equation (4.5), we obtain the following result:
Theorem 1. Let Σ : M → T0 be an extremal for the variational problem associated with the
Griffiths triple (T0, λL,IL). Then
Σ∗
[(
ηkqθIij2...jr −
1
2r
ηj1qδki θIJ
)
∧ Ωi1q ∧ ΩI
′J ′
]
= 0.
Proof. We consider infinitesimal symmetries Z ∈ XV τ1 (T0) of IL as in Lemma 3, namely
Z = f ljj
1U jl + F
i
kl
(
θk,
(
Eli
)
LM
)V
,
where (f lj) is a family of arbitrary functions on (an open set of) M such that
supp f ij ⊂ τ (V ) .
Then by performing the variation induced by Z, we have the formula∫
τ(V )
f srΣ
∗
[
M risk
(
ηkqθIij2...jr −
1
2r
ηj1qδki θIJ
)
∧ Ωi1q ∧ ΩI
′J ′
]
= 0,
and the result follows from the fact that the functions f ik are arbitrary and the matrix
(
M iljk
)
is
invertible.
Remark 11. It is useful to compare this with the Einstein case. In [6] it is seen that the Einstein
equations in vacuum are
θil ∧ Ωlk + θkl ∧ Ωli − ηik
(
ηpqθql ∧Ωlp
)
= 0,
together with the constraints T = 0 = ωp; the previous theorem, on the other hand, gives us the
set of equations (
ηkpθil − 1
2
δki η
qpθql
)
∧Ωlp = 0
under the same constraints. Nevertheless, it can be proved (see Corollary 21 in [6]) that under
the constraints T = 0 = ωp, it is true that
ωik ∧ Ωkp − ωpk ∧ Ωki = 0
as consequence of a Bianchi identity. Therefore, these sets of equations are equivalent.
Theorem 1 gives us a set of necessary conditions for a section Σ : M → T0 to be extremal
of the Griffiths variational problem associated with the triple (T0, λL,IL). Our next task is to set
the sufficiency of these conditions.
Proposition 4. Let Σ :M → T0 be a section such that Σ∗ωp = 0 and
Σ∗
[(
ηkqθIij2...jr −
1
2r
ηj1qδki θIJ
)
∧ Ωi1q ∧ ΩI
′J ′
]
= 0.
Then
Σ∗ (ZydλL) = 0 ,
for every Z ∈ XV τ1 (T0).
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Proof. It is a consequence of the fact that every Z ∈ XV τ1 (T0) can be written in terms of the
vector fields {
j1U ji ,
(
θk, (Eij)LM
)V}
.
Thus, in particular, for every τ1-vertical infinitesimal symmetry Z of the exterior differential
system IL and any section Σ : M → J1τ fulfilling the hypotheses in the previous proposition,
we have that
Σ∗ (ZydλL) = 0 ;
therefore, Σ is an extremal for the Griffiths variational problem (T0, λL,IL), as required.
5 Unified formalism
5.1 Tautological form on a bundle of forms
The next definitions are quoted from [6]. Let π : P → N be a principal fiber bundle with
structure group H and assume that π and χ are surjective submersions fitting the diagram
P N
M
ψ
π
χ
Let V be a finite dimensional real vector space V and define the bundle τ¯kn,π :
∧k
n,π T
∗P⊗V →
P of V -valued k-forms that annihilates when contracted with n π-vertical vectors. This bundle
has a canonical V -valued k-form Θkn,π defined through the formula
Θkn,π
∣∣∣
α
(Z1, . . . , Zk) := α(Tατ¯
k
n,π(Z1), . . . , Tατ¯
k
n,π(Zk)).
Given aH-representation (V, ρ), it is readily seen that
∧k
n,π T
∗P ⊗V is aH-space with action
given by
Φkg(α)(X1, . . . ,Xk) := ρ(α) · (α(Tu·hRh−1X1, . . . , Tu·hRh−1Xk)) ,
where R is the right action in P and h ∈ H. It can be proved that the tautological form Θkn,π is
then a H-equivariant map.
We point out two instances that will be used in the next section. If H = G = GL(m),
P = J1τ , N = C(LM), ψ = τ1, χ = p and π = q (that is, the left triangle in the diagram of
Section 2.1), we have
1. Set k = m− 2 and n = r + 1, and consider V1 = (Rm)∗ and ρ1 the natural representation
of G on this vector space. Then, we denote the space E1 :=
∧m−2
2,τ1
J1τ ⊗ (Rm)∗ and the
projection
p1 : E1 → J1τ .
2. Set k = m− 1 and n = r, and consider V2 = (Rm)∗ ⊙ (Rm)∗ and ρ2 the natural represen-
tation of G on this vector space. (The symbol ⊙ denotes the symmetrized tensor product).
Then, we denote the space E2 :=
∧m−1
1,τ1
J1τ ⊗ ((Rm)∗ ⊙ (Rm)∗) and the projection
p2 : E2 → J1τ .
23
To simplify notation we denote by Θ1 and Θ2 the corresponding tautological forms on
these bundles and, when using the component forms with respect to the canonical bases,
we simply write Θ1 = Θle
l and Θ2 = Θije
i⊙ej, indicating that a single index corresponds
to Θ1 and two indices to Θ2.
5.2 The multimomentum bundle
The unified formalism for a Griffiths variational problem is built from the idea of a Lepage
equivalent problem. Briefly, the construction goes as follows (this idea is inspired in the work
of [27] and was proposed in [11]): assume that the differential ideal is locally generated by a
subbundle I ⊂ Λ•T ∗J1τ (this means that there is an open cover {Uλ} such that every α ∈ I
can be generated by sections of I|Uλ when pulled back to Uλ). Consider an integer k such
that λL(u) ∈ Λmk (T ∗uJ1τ) and Imu := I ∩ Λmk (T ∗uJ1τ) ⊂ Λmk (T ∗uJ1τ), where Λmk (T ∗J1τ) is the
bundle of m-forms that annihilate when contracted with k τ1-vertical vectors. Then define the
multimomentum bundle Wλ by the equation
Wλ|u = λL (u) + Imu ,
which is an affine subbundle of Λmk (T
∗J1τ). In the case of Lovelock gravity for a polynomial
Lagrangian of degree r in the curvature, it suffices to take k = r + 1. (Notice that the form
θi1j1...irjr is τ1-horizontal whereas the form Ω
i1j1 ∧ · · · ∧Ωirjr is only q-horizontal, which implies
that more than r τ1-vertical vectors are needed to annihilate λL). In this case we can write any
ρ ∈Wλ|u as
ρ = λL|j1xs + γl ∧ T l|j1xs + βij ∧ ω
ij
p |j1xs,
where βij ∈ Λm−1r
(
T ∗j1xs
J1τ
)
is symmetric in ij and γl ∈ Λm−2r+1
(
T ∗j1xs
J1τ
)
.
Observe that an element ρ in Wλ is completely determined by an element j
1
xs ∈ J1τ and the
forms γl and βij projecting onto j
1
xs. Hence we have the following identification:
Lemma 5. The map
Γ : ρ 7→ (γlel, βijei ⊙ ej) ≃ (j1xs, γlel, βijei ⊙ ej) ,
where j1xs := p1(γle
l) = p2(βije
i⊙ ej), induces an isomorphism of the bundles τλ :Wλ → J1τ and
pr0 : Ŵ → J1τ , with Ŵλ := E1 ×J1τ E2 ≃ J1τ ×J1τ E1 ×J1τ E2, such that
Wλ Ŵλ
M
τλ
Γ
pr0=p1◦pr1=p2◦pr2
To build the canonical form on Ŵλ we need the tautological forms Θ1 and Θ2, as well as
the forms θ, ω, T and Ω. We use the three projections pr0, pr1, and pr2 to pull these forms back
to Ŵλ, but we do not change the symbols so as to keep notation as simple as possible, e.g. if
ρ ∈ Ŵλ, then ω|ρ and Θ2|ρ must be understood as pr∗0(ω)|ρ = ω|u=pr0(ρ)(Tρpr0(·), . . . , Tρpr0(·))
and pr∗2(Θ2)|ρ = Θ2|β=p2(ρ)(Tρpr2(·), . . . , Tρpr2(·)), respectively.
Let us now denote by Θλ the pullback of the tautological form Θ ∈ Ωm(Λm(J1τ)) to Ŵλ.
Then, at any ρ = λL|j1xs + γl ∧ T l|j1xs + βij ∧ ω
ij
p |j1xs,
Θλ|ρ = λL|ρ +Θl|ρ ∧ T l|ρ +Θij|ρ ∧ ωijp |ρ ,
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or, omitting the symbol ρ and recalling the expression for λL,
Θλ = θIJ ∧ΩIJ +Θl ∧ T l +Θij ∧ ωijp .
In consequence, the differential is given by
Ωλ = dΘλ = dλL + T
l ∧ dΘl + dT l ∧Θl + dΘij ∧ ωijp + (−1)m−1Θij ∧ dωijp
= dλL + T
l ∧ dΘl + (Ωlk ∧ θk − ωlk ∧ T k) ∧Θl + dΘij ∧ ωijp
+ (−1)m−1Θij ∧ (−ωik ∧ ωkj +Ωij) ,
and recalling the expression of dλL,
dλL =
[
ηj1qT l ∧ θIJl − ηj1qωll ∧ θIJ + r
(
ηj1pωqp + η
qpωj1p
) ∧ θIJ] ∧ Ωi1q ∧ΩI′J ′
=
[
ηtqT l ∧ θstI′J ′l ∧ ΩI′J ′ − ηtqωll ∧ θsj1I′J ′ ∧ΩI
′J ′+
r
(
ηtpωqp + η
qpωtp
) ∧ θstI′J ′ ∧ΩI′J ′] ∧ Ωsq ,
we can rewrite
Ωλ =
[
ηtqT l ∧ θstI′J ′l ∧ ΩI′J ′ − ηtq(ωp)ll ∧ θstI′J ′ ∧ ΩI
′J ′ + θq ∧Θs + (−1)m−1ηtqΘst
+ 2rηqp(ωp)
t
p ∧θstI′J ′ ∧ ΩI
′J ′
]
∧ Ωsq + T l ∧ (dΘl − ωkl ∧Θk)
+ (−1)mηjl
[
(−1)mdΘij +Θpj ∧ (ωk)pi − ηqkηpjΘiq ∧ (ωk)pk
]
∧ (ωp)il .
5.3 Field equations
To find the field equations we have to find the contraction of Θλ with vertical vectors. We divide
this task considering vertical vectors of the form X + Y + Z, where X is pr0-projectable and
τ1-vertical, Y is p1-vertical, and Z is p2-vertical. Let us now give a useful description for the
vectors Y and Z.
Going back to the notation of Section 5.1, consider a cross section ξ ∈ Γ(τ¯kn,q). Then, since
this is a vector bundle, we have the associated vertical lift, which is a τ¯kn,q-vertical vector field
δξ ∈ X(Λkn,qT ∗P ⊗ V ) given by
δξ(αu) =
d
dt
∣∣∣∣
t=0
(αu + tξ(u)).
In other words, this is the vector field whose flow is given by ϕξt (αu) = αu + tξ(u), for every
αu ∈ E := Λkn,qT ∗uP⊗V . It is clear that δξ is τ¯kn,q-vertical, therefore it annihilates the tautological
form Θkn,q (because this is a horizontal form by definition). Now, let us see the contraction of
this type of vectors with the differential dΘkn,q.
Lemma 6. The following identity holds
δξydΘkn,q = (τ¯
k
n,q)
∗(ξ) .
Proof. Let us compute
δξydΘkn,q = LδξΘkn,q − dδξyΘkn,q = LδξΘkn,q
= lim
t→0
1
t
[
Θkn,q
∣∣∣
ϕξt (αu)
(
Tαuϕ
ξ
t (·), . . . , Tαuϕξt (·)
)
− Θkn,q
∣∣∣
αu
(·, . . . , ·)
]
.
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Now, if X1, . . . ,Xk ∈ TαuE,
Θkn,q
∣∣∣
ϕξt (αu)
(
Tαuϕ
ξ
t (X1), . . . , Tαuϕ
ξ
t (Xm)
)
= ϕξt (αu)
(
T
ϕξt (αu)
τ¯kn,q ◦ Tαuϕξt (X1), . . . , Tϕξt (αu)τ¯
k
n,q ◦ Tαuϕξt (Xm)
)
= (αu + tξ(u))
(
Tαu(τ¯
k
n,q ◦ ϕξt )(X1), . . . , Tαu(τ¯kn,q ◦ ϕξt )(Xm)
)
= (αu + tξ(u))
(
Tαu τ¯
k
n,q(X1), . . . , Tαu τ¯
k
n,q(Xm)
)
.
Then
LδξΘkn,q
∣∣∣
αu
(X1, . . . ,Xm) = lim
t→0
1
t
[
(αu + tξ(u))
(
Tαu τ¯
k
n,q(X1), . . . , Tαu τ¯
k
n,q(Xm)
)
−
αu
(
Tαu τ¯
k
n,q(X1), . . . , Tαu τ¯
k
n,q(Xm)
)]
= ξ(u)
(
Tαu τ¯
k
n,q(X1), . . . , Tαu τ¯
k
n,q(Xm)
)
= (τ¯kn,q)
∗(ξ)
∣∣∣
αu
(X1, . . . ,Xm)
Let us start with the p2-vertical vector fields. Let Z = δβ for some section β ∈ Γ(p2). Observe
that the unique non-vanishing contraction for this kind of vectors is with the form dΘij, so
δβyΩλ = η
jl(δβydΘij ∧ (ωp)il) = ηjlpr∗0(βij) ∧ (ωp)il = ηjlpr∗0
(
βij ∧ (ωp)il
)
.
Now, if σ ∈ Γ(τλ) is a cross section, in order to be an extremal for our variational problem it
must fulfill
(pr0 ◦ σ)∗
(
ηjlβij ∧ (ωp)il
)
= 0 , (5.1)
for every section β. Therefore, it must fulfill the equation
(pr0 ◦ σ)∗(ωp)il = 0 ,
which is none other than the metricity condition.
Remark 12. This can be seen locally as follows. Since Eq. (5.1) must hold for every βij , in partic-
ular it must hold for horizontal βij . Then, writing σ
∗
[
(ωp)
i
lη
jl
]
= f ijλ dx
λ and βij = p
µ
ijd
m−1xµ,
for some functions pµij ∈ C∞(J1τ) and f ijλ ∈ C∞(M) (both symmetric in the indices ij), we
have
σ∗
(
βij ∧ (ωp)ilηjl
)
= (−1)m−1(pµij ◦ σ)f ijλ dxλ ∧ dm−1xµ = (−1)m−1(pλij ◦ σ)f ijλ = 0 ,
which implies
(pλij ◦ σ)f ijλ = 0.
then, varying pµij we conclude f
ij
λ = 0 which means σ
∗(ωp)
i
lη
jl = 0 and then σ∗(ωp)
i
l = 0.
Now consider Y = δγ for some section γ ∈ Γ(p1). Similarly to the previous case, the unique
non-vanishing contraction for this kind of vectors is that with the form dΘl, so
δγyΩλ = T
l ∧ (δγydΘl) = T l ∧ pr∗0(γl) = pr∗0(T l ∧ γl).
If σ ∈ Γ(τλ) is a cross section, then in order to be an extremal for the variational problem, it
must fulfill
(pr0 ◦ σ)∗
(
T l ∧ γl
)
= 0 ,
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for every section γ. Therefore, it must fulfill the equation
(pr0 ◦ σ)∗T l = 0 ,
which is in turn the zero torsion condition.
Moving on, we separate several cases for the vector fields X. Every vector field can be
written as a sum of a τ10-vertical vector field plus a τ10-projectable τ -vertical vector field. The
first kind is generated by the vector fields (θa, (Ebc)LM )
V , while the second is generated by the
set of infinitesimal generators of the action. Consider now a vector field X = gcab(θ
a, (Ebc)LM )
V ,
for some functions gcab ∈ C∞(J1τ). We only consider those contractions that do not vanish when
taking the pullback by a section fulfilling the previous conditions we have found so far. Then
gcab(θ
a, (Ebc)LM )
V
yΩλ = g
c
ab
(
θq ∧Θs + (−1)m−1ηtqΘst
)
δscδ
b
q ∧ θa
= gcaq
(
θq ∧Θc + (−1)m−1ηtqΘct
) ∧ θa .
Therefore, taking the pullback by a solution to the previous equations and varying the functions
gcab, we conclude that it must also fulfill
σ∗
(
Θc ∧ θq − ηtqΘct
)
= 0 ,
or
σ∗ (ηqtΘc ∧ θq −Θct) = 0 ,
and given the symmetry of Θct, we have
σ∗ (ηqtΘc ∧ θq) = σ∗ (Θct) = 0 ,
which in turn gives us
σ∗ (Θc) = 0 .
Now assume that X = AJ1τ . If A ∈ k, then it is easy to see that
AJ1τyΩλ = 0 .
so we have no new equations.
Finally, consider now A ∈ p. In this case
AJ1τyΩλ =
[
2rηqpAtpθstI′J ′ − ηtqAllθstI′J ′
]
∧ Ωsq ∧ ΩI
′J ′
= 2rAtp
[
ηqpθstI′J ′ − 1
2r
ηkqδpt ∧ θskI′J ′
]
∧ Ωsq ∧ΩI
′J ′ ,
and simplifying this expression using the symmetry properties we arrive to the last equation[
θstI′J ′ ∧ Ωsq + θsqI′J ′ ∧Ωst −
1
r
ηtq
(
ηklθskI′J ′ ∧ Ωsl
)]
∧ΩI′J ′ = 0 ,
which can be written as(
Ωsaηtb +Ωsbηta − 1
r
ηabΩst
)
∧ θstI′J ′ ∧ ΩI′J ′ = 0 .
This is equivalent to the Euler-Lagrange equations associated with the Lovelock Lagrangian of
order r [37] as the following lemma shows:
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Lemma 7. The vanishing of the pullback of the m-form
Ψab :=
(
Ωsaηtb +Ωsbηta − 1
r
ηabΩst
)
∧ θstI′J ′ ∧ ΩI′J ′
by a local section σ ∈ Γ(τ1) is equivalent to the Euler-Lagrange equations associated with the
Lovelock Lagrangian.
Proof. Take fibered coordinates and remember the relation between the coefficients of the cur-
vature form and the curvature tensor [see (3.3)]. Then
eµaΨ
abeνb =
(
eµaΩ
saηtbeνb + e
µ
aΩ
sbηtaeνb −
1
r
eµaη
abeνbΩ
st
)
∧ θstI′J ′ ∧ ΩI′J ′
=
(
eµaΩ
saetρg
ρν +Ωsbetρg
ρµeνb −
1
r
gµνΩst
)
∧ θstI′J ′ ∧ ΩI′J ′
=
(
esσe
a
τe
t
ρe
µ
aR
στ
θγ g
ρν + esσe
a
τ e
t
ρe
ν
aR
στ
θγ g
ρµ − 1
r
gµνesσe
t
τR
στ
θγ
)
∧ dxθ ∧ dxγ ∧ θstI′J ′ ∧ ΩI′J ′
= esσR
στ
θγ
(
etρδ
µ
τ g
ρν + etρδ
ν
τ g
ρµ − 1
r
gµνetτ
)
∧ dxθ ∧ dxγ ∧ θstI′J ′ ∧ ΩI′J ′ ,
and renaming some indices
eµaΨ
abeνb =e
i1
λ1
Rλ1θ1α1β1
(
ej1ρ δ
µ
θ1
gρν + ej1ρ δ
ν
θ1g
ρµ − 1
r
gµνej1θ1
)
∧ dxα1 ∧ dxβ1 ∧ θIJ ∧ ΩI′J ′
=
1
(m− 2r)!εi1j1...irjrs1...spε
α1β1...αrβrκ1...κpei1λ1
(
ej1ρ δ
µ
θ1
gρν + ej1ρ δ
ν
θ1g
ρµ − 1
r
gµνej1θ1
)
ei2λ2e
j2
θ2
. . . eirλre
jr
θr
es1κ1 . . . e
sp
κpR
λ1θ1
α1β1
. . . Rλrθrαrβrd
mx
=
det(e)
(m− 2r)!ε
α1β1...αrβrκ1...κp
[
ελ1ρλ2θ2...λrθrκ1...κp(δ
µ
θ1
gρν + δνθ1g
ρµ)
−1
r
gµνελ1θ1λ2θ2...λrθrκ1...κp
]
Rλ1θ1α1β1 . . . R
λrθr
αrβr
dmx
=det(e)
[
δα1β1...αrβrλ1ρλ2θ2...λrθr(δ
µ
θ1
gρν + δνθ1g
ρµ)− 1
2r
δα1β1...αrβrλ1θ1...λrθr (g
µρδνρ + g
νρδµρ )
]
Rλ1θ1α1β1 . . . R
λrθr
αrβr
dmx.
Now, as a consequence of the symmetry of Rλ1θ1α1β1 . . . R
λrθr
αrβr
, we can write
eµaΨ
abeνb =
det(e)
r
 r∑
k=1
δα2β2...α1β1...αrβrλ2θ2... λ1ρ︸︷︷︸
k position
...λrθr
(δµθ1g
ρν + δνθ1g
ρµ)
− 1
2
δα1β1...αrβrλ1θ1...λrθr (g
µρδνρ + g
νρδµρ )
Rλ1θ1α1β1 . . . Rλrθrαrβrdmx .
Observe that, renaming indices and using the symmetries of the curvature tensor,
r∑
k=1
δµθ1δ
α2β2...α1β1...αrβr
λ2θ2... λ1ρ︸︷︷︸
k position
...λrθr
gρνRλ1θ1α1β1 . . . R
λrθr
αrβr
=
r∑
k=1
δµθkδ
α1β1...αkβk...αrβr
λ1θ1... λkρ︸︷︷︸
k position
...λrθr
gρνRλ1θ1α1β1 . . . R
λrθr
αrβr
=
1
2
r∑
k=1
δµθkδα1β1...αkβk...αrβrλ1θ1... λkρ︸︷︷︸
k position
...λrθr
+ δµλkδ
α1β1...αkβk...αrβr
λ1θ1... ρθk︸︷︷︸
k position
...λrθr
 gρνRλ1θ1α1β1 . . . Rλrθrαrβr .
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Hence, we get
eµaΨ
abeνb =
det(e)
2r
 r∑
k=1
δµθkδα1β1...αkβk...αrβrλ1θ1... λkρ︸︷︷︸
k position
...λrθr
+ δµλkδ
α1β1...αkβk...αrβr
λ1θ1... ρθk︸︷︷︸
k position
...λrθr
 gρν
− δµρ δα1β1...αrβrλ1θ1...λrθr gνρ + (µ↔ ν)
Rλ1θ1α1β1 . . . Rλrθrαrβrdmx
=− det(e)
2r
(
δµα1β1...αrβrρλ1θ1...λrθr g
ρν + δνα1β1...αrβrρλ1θ1...λrθr g
ρµ
)
Rλ1θ1α1β1 . . . R
λrθr
αrβr
dmx.
Therefore, the vanishing of Ψab is equivalent to the equations(
δµα1β1...αrβrρλ1θ1...λrθr g
ρν + δνα1β1...αrβrρλ1θ1...λrθr g
ρµ
)
Rλ1θ1α1β1 . . . R
λrθr
αrβr
= 0 ,
which are indeed the Euler-Lagrange equations described by Lovelock in [37].
Remark 13. The tensor
Aµν =
(
δµα1β1...αrβrρλ1θ1...λrθr g
ρν + δνα1β1...αrβrρλ1θ1...λrθr g
ρµ
)
Rλ1θ1α1β1 . . . R
λrθr
αrβr
is the unique tensor (up to a constant) fulfilling the following properties:
• It depends only on the metric tensor gαβ and its first two derivatives,
• it is symmetric in µν, and
• it has vanishing covariant derivative with respect to the Levi-Civita connection.
This was introduced by Lovelock [37, 38] as a generalization of the Einstein tensor for dimen-
sions higher than 4. In this sense, the form Ψ is a global expression for such a tensor.
Gathering all the equations found so far, we conclude that the solutions to the field equations
are those cross sections that are integral for the following exterior differential system
J :=
〈
Θl,Θij , T
l, (ωp)
i
j , (Ωp)
i
j ,Ω
k
l ∧ θl,Ψij
〉
.
Notice that the forms Ωkl ∧ θl and (Ωp)ij come as a consequence of the first Bianchi identity
and the structure equation for the connection ω, respectively.
Remark 14. It is interesting to note that the forms Ψij can be written in terms of the (m − 1)-
forms θlIJ ∧ΩIJ . Indeed
(ηilθj) ∧ θlIJ ∧ ΩIJ =(ηilθj) ∧ Ωst ∧ θlstI′J ′ ∧ ΩI′J ′ = ηil ∧ Ωst ∧ (θjθlstI′J ′) ∧ΩI′J ′
=− Ωst ∧ ηil
[
− δjl θstI′J ′ + δjsθltI′J ′ − δjt θslI′J ′
−
r−1∑
a=1
(
δjiaθlstI′aJ ′ − δ
j
ja
θlstI′J ′a
)]
∧ ΩI′J ′ ,
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where the symbol I ′a has been used to indicate that the index ia has been removed from the
multiindex I ′. Then rearranging terms and using the symmetry of the product Ωst ∧ ΩI′J ′ ,
(ηilθj) ∧ θlIJ ∧ΩIJ =ηijθIJ ∧ ΩIJ − ηil
[
δjsθltI′J ′ − δjt θlsI′J ′
−
r−1∑
a=1
(
δjiaθlstI′aJ ′ − δ
j
ja
θlstI′J ′a
)]
∧ Ωst ∧ ΩI′J ′
=ηijθIJ ∧ ΩIJ − rηil
(
δjsθltI′J ′ − δjt θlsI′J ′
)
∧ Ωst ∧ ΩI′J ′
=ηijθIJ ∧ ΩIJ − rηil
(
θltI′J ′ ∧ Ωjt − θlsI′J ′ ∧ Ωsj
) ∧ ΩI′J ′ ,
and renaming some indices we get
(ηilθj) ∧ θlIJ ∧ ΩIJ = ηijθIJ ∧ ΩIJ − 2rηitθstI′J ′ ∧ Ωsj ∧ ΩI′J ′ .
Therefore
− 1
2r
(
ηilθj + ηjlθi
)
∧ θlIJ ∧ ΩIJ =
(
ηitΩsj + ηjtΩsi − 1
r
ηijΩst
)
∧ θstI′J ′ ∧ ΩI′J ′
from where it follows
Ψij = − 1
2r
(
ηilθj + ηjlθi
)
∧ θlIJ ∧ ΩIJ .
Remark 15. In particular, in [5, 6], two exterior differential systems where introduced to de-
scribe Palatini gravity, the first as a Griffiths variational problem takes the forms θlIJ ∧ ΩIJ
among its generators, and the second one by means of the unified formalism associated with the
first one, where the forms Ψij are used instead.
6 Conclusions and outlook
We have defined the Lovelock Lagrangian in the context of the multisymplectic framework for
classical field theories, and we have used this geometric formulation to characterize the proper-
ties of this Lagrangian, to establish its Griffiths variational problem and derive the corresponding
field equations, and to study the infinitesimal symmetries of the system. As this Lagrangian is
singular, this is a (pre-multisymplectic) field theory with constraints and then we have developed
the Lagrangian–Hamiltonian unified formalism which is very suitable for its analysis.
Furthermore, if a variational problem has constraints, one can consider applying the con-
straints before or after performing the variations. In general, these two procedures lead to
different sets of equations [1]. When both sets of equations are equal, we say that the varia-
tional problem has a consistent truncation (by the constraints). In [14] the authors claim that the
Lovelock Lagrangians can be characterized by the consistency of the Levi-Civita truncation; that
is, replacing the arbitrary connection by the Levi-Civita connection associated to the metric. We
hope that the formalism presented in this paper could be very appropriate to analyze this prop-
erty of gravitational theories, and to study the concept of consistent truncation for variational
principles in a geometrical way. This would be a topic for further research.
Finally, the methods and results obtained in this paper are suitable to describe other gravity
theories, such as the f(R) and f(T ) [4, 21] models or the BF-gravity [10]. Thus, the multi-
symplectic formulation of these theories and, eventually, the development of their Lagrangian-
Hamiltonian unified formalism are lines of further research.
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A Geometric elements
A.1 Levi-Civita symbol and generalized Kronecker delta
We denote the Levi-Civita symbol in k indices by εi1...ik and εi1...ik
εi1...ik =

1 if (i1, . . . , ik) is an even permutation of (1, . . . , k),
−1 if (i1, . . . , ik) is an odd permutation of (1, . . . , k),
0 in other case
On the other hand, the generalized Kronecker delta [22] in k indices δi1...ikj1...jk is given by
δi1...ikj1...jk =

1 if (i1, . . . , ik) is an even permutation of (j1, . . . , jk),
−1 if (i1, . . . , ik) is an odd permutation of (j1, . . . , jk),
0 in other case
and can also be expressed as
δi1...ikj1...jk =
∣∣∣∣∣∣∣
δi1j1 . . . δ
ik
j1
...
. . .
...
δi1jk . . . δ
ik
jk
∣∣∣∣∣∣∣ .
Both tensors are completely antisymmetric in their indices and they are seen to fulfill the
following properties
1. εi1...ikik+1...imε
i1...ikjk+1...jm = k!δ
jk+1...jm
ik+1...im
.
2. For any tensor aν1...νp ,
1
p!
δ
µ1...µp
ν1...νp a
ν1...νp = a[ν1...νp].
3. If A is a matrix with entries aij,
εi1...ima
i1
j1
. . . aimjm = det(A)εj1...jm .
Similar properties hold interchanging lower and upper indices.
A.2 Hodge star operator
Let V be an m-dimensional real vector space and η a non-degenerate bilinear symmetric form
on V . For each k ≤ m, we can define another non-degenerate bilinear and symmetric form ηˆ on
ΛkV extending η as the unique bilinear form such that on elementary k-vectors α = α1∧· · ·∧αk
and β = β1 ∧ · · · ∧ βk,
ηˆ(α, β) := det[η(αi, βj)].
Given that ΛmV is one-dimensional, it follows that there are exactly twom-vectors v fulfilling
ηˆ(v, v) = 1. Let ω be a preferred unit m-vector (observe that fixing such a vector amounts to
choosing an orientation for V ). Then, the star Hodge operator ⋆ : ΛkV → Λn−kV related to η is
defined by requiring
α ∧ (⋆β) = ηˆ(α, β)ω.
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It is customary to refer to ⋆β as the Hodge dual of β.
Given an ordered basis {e1, . . . , em} of V such that ω = e1 ∧ · · · ∧ em, it is clear that
⋆(ei1 ∧ · · · ∧ eik) = eik+1 ∧ · · · ∧ eim
if and only if, (i1, . . . , im) is an even permutation of (1, . . . ,m).
Lemma 8. If β = βi1...ikei1 ∧ · · · ∧ eik (k ≤ m). Then
⋆β =
1
(m− k)!β
i1...ikei1ηi1j1 . . . ηikjkε
j1...jmejk+1 ∧ · · · ∧ ejm .
Proof. Let α = αl1...lkel1 ∧ · · · ∧ elk . Then
α ∧ (⋆β) = αl1...lkel1 ∧ · · · ∧ elk ∧
[
1
(m− k)!β
i1...ikei1ηi1j1 . . . ηikjkε
j1...jmejk+1 ∧ · · · ∧ ejm
]
=
1
(m− k)!α
l1...lkel1β
i1...ikηi1j1 . . . ηikjkε
j1...jmel1 ∧ · · · ∧ elk ∧ ejk+1 ∧ · · · ∧ ejm
=
1
(m− k)!α
l1...lkel1β
i1...ikηi1j1 . . . ηikjkε
j1...jkjk+1...jmεl1...lkjk+1...jme1 ∧ · · · ∧ em
= αl1...lkel1β
i1...ikηi1j1 . . . ηikjkδ
j1...jk
l1...lk
e1 ∧ · · · ∧ em
= ηˆ(α, β)e1 ∧ · · · ∧ em .
A.3 Cartan decomposition of gl(m)
Let us use the matrix η in order to decompose gl (m); in order to get it, consider the involution
θ : gl (m,C)→ gl (m,C) : A 7→ −ηA†η;
the eigenspaces of θ, associated to the eigenvalues ±1, induce the decomposition
gl (m,C) = u (m− s, s)⊕ s (m− s, s)
where s is the signature of η. It should be noted that
[u (m− s, s) , u (m− s, s)] ⊂ u (m− s, s) , [s (m− s, s) , s (m− s, s)] ⊂ u (m− s, s) ,
and that s (m− s, s) is an invariant subspace under the adjoint action of u (m− s, s).
This decomposition descends to gl (m) ⊂ gl (m,C), namely
gl (m) = k⊕ p,
where
k := u (m− s, s) ∩ gl (m) , p := s (m− s, s) ∩ gl (m) .
Denoting s := θ|gl(m), we have that k (resp. p) is the eigenspace corresponding to the eigenvalue
+1 (resp. −1) for s. The projectors in every of these eigenspaces become
πk (A) :=
1
2
(
A− ηAT η) , πp (A) := 1
2
(
A+ ηAT η
)
.
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Given N a manifold and γ ∈ Ωp (N, gl (m)), we define
γk := πk ◦ γ, γp := πp ◦ γ.
If γ = γijE
j
i is the expression of γ in terms of the canonical basis of gl (m), then we have
(γk)
i
j =
1
2
(
γij − ηjpγpqηqi
)
and (γp)
i
j =
1
2
(
γij + ηjpγ
p
qη
qi
)
.
These previous considerations are useful when dealing with gl (m)-valued forms.
A.4 Vector-valued and Lie-algebra-valued differential forms
Let U, V and W be finite dimensional real vector spaces and M a smooth manifold and let
B : U × V → W be a bilinear map. If α ∈ Ωk(M,U) and β ∈ Ωl(M,V ) are differential forms
with values in U and V , respectively; we can define a new differential form with values in W ,
B (α ∧, β) ∈ Ωk+l(M,W ), as
B (α ∧, β) (X1, . . . ,Xk+l) =
1
k!l!
∑
σ∈Sk+l
sgn(σ)B
(
α(Xσ(1), . . . ,Xσ(k)), β(Xσ(k+1), . . . ,Xσ(k+l))
)
.
We are interested in a series of particular instances of this definition:
Pairing. Consider U = V ∗,W = R and B = 〈·, ·〉 the natural pairing between V ∗ and V . In this
particular case we denote
B (α ∧, β) = 〈α ∧, β〉 .
Linear representation. Consider U = End(V ), W = V , and denote B the natural action of
End(V ) on V . In this particular case we denote
B (α ∧, β) = α
∧· β.
Lie bracket. Consider U = V = W = g, where g is a Lie algebra and B = [·, ·] is the related Lie
bracket. In this particular case we denote
B (α ∧, β) = [α ∧, β].
Wedge product. Consider U = V , W = Λ2V and let B = · ∧ · be the usual wedge product. In
this particular case we denote
B (α ∧, β) = α ∧ β.
Constant linear map. Consider a zero form α assigning to each x ∈ M the same linear map
A ∈ Lin(V,W ), in this particular case we denote
B (α ∧, β) = A(β).
Similar definitions can be given if V is a vector bundle overM and α and β are vector bundle
valued differential forms.
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