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A B S T R A C T
A look at the psychology literature reveals that researchers still seem to encounter diﬃculties in coping with
multivariate outliers. Multivariate outliers can severely distort the estimation of population parameters.
Detecting multivariate outliers is mainly disregarded or done by using the basic Mahalanobis distance. However,
that indicator uses the multivariate sample mean and covariance matrix that are particularly sensitive to outliers.
Hence, this method is problematic. We highlight the disadvantages of the basic Mahalanobis distance and argue
instead in favor of a robust Mahalanobis distance. In particular, we present a variant based on the Minimum
Covariance Determinant, a more robust procedure that is easy to implement. Using Monte Carlo simulations of
bivariate sample distributions varying in size (ns = 20, 100, 500) and population correlation coeﬃcient
(ρ= .10, .30, .50), we demonstrate the detrimental impact of outliers on parameter estimation and show the
superiority of the MCD over the Mahalanobis distance. We also make recommendations for deciding whether to
include vs. exclude outliers. Finally, we provide the procedures for calculating this indicator in R and SPSS
software.
1. Introduction
Detecting outliers is a growing concern in psychology (Leys, Ley,
Klein, Bernard, & Licata, 2013; Meade & Craig, 2012; Simmons,
Nelson, & Simonsohn, 2011). Indeed, Simmons et al. (2011) showed
how signiﬁcant results could easily turn out to be false positives if
outliers are dealt with only ﬂexibly and post-hoc. Leys et al. (2013)
showed that researchers took insuﬃcient care to detect outliers, using
either inappropriate methods or failing to report crucial information
about the detection process. They provide a robust method to analyze
univariate outliers. However, we argue that this problem is equally
relevant for multivariate outliers. The aim of this paper is to underline
the importance of such outliers and to propose a robust method of
detection.
Quoting Barnett and Lewis (1994): “The study of outliers is as im-
portant for multivariate data as it is for univariate samples” (p. 25). In
some respect, one can say that a correct approach is even more im-
portant for multivariate data sets (Meade & Craig, 2012), as (i) nowa-
days more and more observations are multi-dimensional (e.g., when
several measurements are made on each individual) and (ii) the
detection of multivariate outliers is a much more diﬃcult task. This is
due to the fact that in multiple dimensions there are several directions
in which a point can be outlying. Multivariate outliers are particularly
relevant in the context of designs involving more than two variables as
is typically the case when relying on mediational models (Hayes, 2013;
Muller, Judd, & Yzerbyt, 2005), which are commonly used in experi-
mental social psychology. Moreover, in structural equation modeling,
detecting multivariate outliers is of particular interest given the inﬂu-
ence of these outliers on ﬁt indices and is therefore a standard practice
(Kline, 2015).
In this context, four issues should be addressed. Firstly, while it is
obvious that outliers may appear in measured continuous variables
where all values are theoretically possible, it is not as obvious how
outliers apply to experimental designs: When one of the variables is
manipulated, it should be contrast-coded (cf. Judd, McClelland, & Ryan,
2017) and naturally, there won't be univariate outliers on such IV
(besides coding error). It is still possible to witness multivariate outliers
in combinations of values of the IV and the DV but given the limited
range of the IV, it may be more eﬃcient to detect univariate outliers in
each condition separately. However, detecting multivariate outliers can
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be valuable in experimental research when the researcher is interested
in the association between two or more measured variables (e.g., a
continuous moderator and a DV, see an example below) as a function of
a manipulated factor. Let us consider an actual example: Burrow and
Rainone (2017: study 2)2 manipulated the number of “likes” partici-
pants received on their proﬁle picture (three levels IV: below average,
average, above average) on a social networking website after having
measured their sense of “purpose in Life”, which was used as a con-
tinuous moderator. The authors hypothesized that receiving more
“likes” will improve self-esteem (continuous DV) for people with a low
“purpose in Life”. In this design, although one variable is manipulated,
the moderator is not. In such a design there may be multivariate out-
liers involving the relation between the moderator and the DV worth
detecting. Assume an outlier high in “purpose in Life” and low on “Self-
Esteem”. Such a value can either create a false signiﬁcant result if it is in
the “below average” level of likes condition or obscure a true eﬀect if it
is in the “above average” level of likes. Such a situation invites re-
searchers to carefully scrutinize the responses of these participants in
the hope of understanding the reason of this observation (e. g. coding
error, systematic answers, idiosyncrasies of the participant, etc.) and to
decide whether to keep or remove the outlier following our re-
commendations (see below). In the present case, given that the study
was not preregistered, it would have been best to provide the results
with and without the potentially detected outliers.
Secondly, it is also important to note that outliers on the IV and on
the DV axis are not equivalent. An outlier on the DV will mainly impact
the intercept whereas as an outlier on the IV will mainly aﬀect the
slope. Indeed, the slopes of the model are mainly determined by the
respective leverage of each observation that is a function of the IVs
only3 (Cohen, Cohen, West, & Aiken, 2003). This implies that outlier
detection is particularly crucial to perform on the IVs, as soon as there is
more than one continuous IV. In the present paper, our examples use
two continuous, measured, variables as IV and DV, but they could just
as well use two continuous IVs.
Thirdly, outliers can be viewed as a source of bias, but they can also
be considered as diagnostic tools allowing researchers to gain insights
regarding the processes under study (McGuire, 1997). Consider a
person who exhibits a very high level of in-group identiﬁcation but a
very low level of prejudice towards a speciﬁc out-group. This would
count as an outlier under the theory that group identiﬁcation leads to
prejudice towards relevant out-groups. Detecting this person and
seeking to determine why this is the case may help uncover possible
moderators of the somewhat simplistic assumption that identiﬁcation
leads to prejudice. For example, this person might have inclusive re-
presentations of his/her in-group. One's social representation of the
values of the in-group may thereby be found to be an important med-
iator (or moderator) of this relation. Merely disregarding this outlier or
“excluding” it would have missed out the possibility of such a theore-
tical insight.
Lastly, and importantly, once outliers have been detected, it be-
hooves the researcher to decides whether to include them or not in the
subsequent analyses. It is now well known (Simmons et al., 2011) that
such degrees of freedom can adversely impact the conclusions of sub-
sequent statistical tests. It is therefore necessary to deﬁne a principled
approach to excluding versus including outliers before data collection.
We suggest to deﬁne a priori (i.e., in the context of a preregistration) an
outlier management policy. There are two types of detected outliers:
those that are part of the original population (false positives) and those
that come from a diﬀerent population (true negatives). There is no
mathematical solution to discriminating these two categories. Both
types of errors (keeping true negatives or removing false positives) have
a cost in terms of type I and type II errors as well in the estimation of the
parameters. Therefore, any general course of action (i.e., keeping vs.
removing all outliers) is potentially costly. We invite researchers to ﬁrst
commit to a general policy of either keeping or removing outliers and to
preregister this decision to the best of their abilities (cf. van't
Veer & Giner-Sorolla, 2016). This decision can be informed by various
factors: previous research in this area or statistical arguments. Once
these outliers have been detected, and regardless of the policy being
chosen, it is important to inspect them. Even if one wishes to keep them
in principle, there may be cases in which removal is recommended.
Here is a (not necessarily exhaustive) list of possible exclusion criteria
(see also, Cohen et al., 2003):
• Values on two or more variables are logically, or physically, in-
compatible (e.g., weighting lbs. 100 and being 6′ 5 tall or expressing
support for a positively worded proposition and for the same, ne-
gatively worded, proposition).
• Responses on control questions aimed at verifying participants' at-
tention should also be inspected. If the respondent is detected as a
multivariate outlier and has also failed such a question, it may raise
suspicion as to the validity of his/her responses.
• In online surveys especially, participants may respond mechanically,
not paying attention to the questions. As an alternative or supple-
ment to control questions, the presence of systematic patterns (e.g.,
answering systematically at the extremes) should be checked and, if
conﬁrmed, can justify excluding outliers.
• If outliers are associated with a speciﬁc condition or stimulus, rather
than being randomly distributed among conditions, this suggests
that an unknown factor was confounded with the manipulation and
the problem may be greater than just the outliers. In such a situa-
tion, excluding them may not be appropriate, because it would
violate random allocation.
Each of these criteria should be speciﬁed in quantitative terms (e.g.,
starting from which discrepancy between height and weight shall a
participant be considered out of range?). However, we are convinced
that some reasons for excluding outliers may not be predicted a priori
but still be perfectly valid. To deal with such instances, we invite re-
searchers to address them by asking judges blind to the research hy-
potheses to make a decision on whether outliers that do not correspond
to the a priori decision criteria should be included or not. Regardless,
the most important aspect of this whole procedure is that it be speciﬁed
before data collection. Given that our main scope is about detection of
outliers, we refer readers further interested in the topic of coping with
outliers to the papers of McClelland (2000), Cousineau and Chartier
(2010) and Bakker and Wicherts (2014).
So far, we have not addressed the crucial question of how to detect
outliers. Leys et al. (2013) have described a robust method for doing so
in a sample of univariate observations. They have provided evidence
that the commonly used rule, namely considering as outlier an ob-
servation which lies outside the interval formed by the mean plus or
minus a coeﬃcient (2, 2.5 or 3) times the standard deviation, should in
fact be avoided, due to the fact that both the mean and the standard
deviation themselves are heavily aﬀected by outlying values. Instead,
they proposed to use intervals formed by the median plus or minus a
coeﬃcient times the Median Absolute Deviation (MAD), as both the
median and the MAD are very robust to aberrant observations, making
this criterion much more sensitive. For more information, see Leys et al.
(2013).
In the present paper, we propose such a robust and easy indicator
for multivariate data sets, that is, observations of higher dimensions.
Indeed, a survey made in the same journals as those used by Leys et al.
(2013), namely the Journal of Personality and Social Psychology (JPSP)
and Psychological Science (PS), revealed that few researchers seem to
mind about multivariate outliers. We introduced “multivariate outlier”
2 Note that we did not seek access to author data and that this example is only for
didactic purpose and does not suggest any kind of suspicion about the results of the study.
3 An implication of this is that in multivariate analysis of variance (MANOVA) multi-
variate outliers limited to the DVs are more informative with respect to the reliability of
the measures than to the accuracy of prediction.
C. Leys et al. Journal of Experimental Social Psychology 74 (2018) 150–156
151
(without “s”) as keywords and chose a period of 16 years (between
2000 and 2015). We found 8 hits for JPSP and 16 hits for PS. From
these 24 papers, nine used the basic Mahalanobis distance (see below),
ﬁve used another criterion (leverage using Student-t residuals or Cook's
distance), and ten did not provide any information about the detection
strategy. We then searched on PS only, with the keywords “multiple
regression” for the same period and found 651 hits. This means that for
over 97.5% of this type of multivariate analyses, either researchers did
not search for multivariate outliers or they did not report any in-
formation about it. The 16 other teams looked for multivariate outliers,
but either with a questionable method or without providing informa-
tion about the method. There is, thus, a clear need for more awareness
in our ﬁeld about detecting outliers.
2. Multivariate outliers and the Mahalanobis distance
In a mathematical way of thinking, to detect outliers one has to take
into consideration the shape/structure of the data set. Indeed, imagine a
cloud of data points in ℝ2 having an elliptical form, sampled for ex-
ample from a bivariate normal distribution with mean μ= 0 and cov-
ariance matrix = ( )Σ 1 0.50.5 1 .
In an ellipse, some points are closer to the center than others (see
Fig. 1), yet we cannot conclude that the more distant points (in terms of
the classical Euclidean distance =x x x‖ ‖ T , where x is a vector of
variables) belong less to the sample than the closer points, as this is part
of the underlying pattern of the normal distribution. Therefore, instead
of the classical distance, it is recommended to use a distance taking into
account the shape of the observations under scrutiny, and such a dis-
tance is the Mahalanobis distance (Mahalanobis, 1930) denoted here by
d:
= − −−d x μ Σ x μ( ) ( ) ,T 1
where x is a vector of variables x = (x1, x2,…, xk), μ= (μ1, μ2,…, μk) is
a vector of dimension k and Σ is a k x k symmetric matrix. It measures
the distance from a point x to the center μ in the metric Σ, meaning that
the distance depends on the shape Σ. Naturally, the values μ and Σ are
unknown in practice, and hence need to be estimated. The usual esti-
mators, obtained from a sample X1,…,Xn are the sample mean
= ∑=X Xn i
n
i
1
1 and sample covariance matrix =S
∑ − −= X X X X( )( )n i
n
i i
T1
1 .
With this basic Mahalanobis distance in hand, a criterion for outlier
detection can be formulated as follows: An observation Xi is considered
as outlying whenever
− − >−X X S X X c( ) ( )i T i k1
for a certain coeﬃcient ck depending on the dimension k of our ob-
servations. Note that, in dimension k = 1, this criterion boils down to
>− cX X
s
( )
1i
2
2 or >
− cX Xs
| |
1
i , which is exactly the well-known criterion
mean ± a coeﬃcient c1 times the standard deviation s (recall that the
covariance matrix S corresponds to s2). Thus, the basic Mahalanobis
criterion is a multivariate extension of the univariate method of the
mean ± a coeﬃcient times the standard deviation. Obviously it suﬀers
from the same criticism, namely a severe lack of robustness.
Multivariate outliers may consequently not necessarily have large basic
Mahalanobis distances, which is called masking eﬀect. To overcome
this problem, we advocate to use distances based on robust estimators
of multivariate location and covariance matrix (see, e.g., Daszykowski,
Kaczmarek, Vander Heyden, &Walczak, 2007, for a review).
3. Cook's distance and leverage methods
Among outlier detection methods, Cook's distance and leverage are
less common than the basic Mahalanobis distance, but still used. Cook's
distance estimates the variations in regression coeﬃcients after re-
moving each observation, one by one (Cook, 1977). Therefore, as soon
as there is more than one outlying value, the remaining outliers inﬂu-
ence the estimators. As for the leverage method, it provides the same
information as the Mahalanobis distance (Cohen et al., 2003): It is
based on the study of residuals and their distance from the mean vector
(e.g. Thode, 2002), which are computed using mean and variance, still
polluted by outliers. This is why we recommend to use robust proce-
dures to estimate the position μ and the scatter matrix Σ. The aim of
robust methods is to estimate the location μ and the scatter matrix Σ
even though the data has been contaminated. We introduce in the re-
maining of the text the robust method called Minimum Covariance
Determinant.
4. The Minimum Covariance Determinant estimators
The Minimum Covariance Determinant approach was proposed by
Rousseeuw (1984, 1985). The idea is quite simple: to ﬁnd a fraction h of
“good observations” which are not considered to be outliers and to
compute the sample mean and covariance from this sub-sample. In
other words, for a sample of size n, a number h of observations, where h
lies between n/2 and n, is selected on which the empirical mean and
empirical covariance matrix are calculated. This procedure is repeated
for all possible sub-samples of size h and at the end the sub-sample
which has the minimum determinant is selected. This deletes the eﬀect
of the most extreme observations, hence also of the outliers, and results
in a very robust procedure. The goal is to ﬁnd the “most central” sub-
sample as that one will correspond to the one having least variability
among the observations, meaning whose covariance matrix has
minimal determinant, hence the name Minimum Covariance Determi-
nant (MCD). The MCD estimators of location and scatter, denoted μMCD
and ΣMCD, correspond to the sample mean and covariance matrix of this
most central sub-sample.
The MCD approach has nice statistical properties as its estimators
are aﬃne equivariant4 and asymptotically normal (Butler,
Davies, & Jhun, 1993). Moreover, the “breakdown point” (see, e.g.,
Donoho &Huber, 1983), which is an indicator of the insensitivity to
outliers, of the MCD corresponds approximatively to (n-h)/n (see, e.g.,
Hubert, Rousseeuw, & Van Aelst, 2008). Thus, for h close to n/2, it can
reach a maximal breakdown point of 50%. An estimator's breakdown
Fig. 1. Scatter plot of two variables X, Y sampled from a normal distribution Z(0,1) with a
correlation ρ= .5 and 5 outliers (circles).
4 A quantity is aﬃne-equivariant if its value changes linearly with the choice of co-
ordinate system, which is important if for instance two people are measuring the same
object in two distinct measurement units, say meters and centimeters: their results should
be the same up to a factor 100. Aﬃne-invariance means that the result does not depend at
all on the coordinate system, hence expressed in meters or centimeters this quantity will
remain the same.
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point is the maximum proportion of observations that can be set to
inﬁnity without the estimator being inﬂuenced by it and providing a
“false estimate” of the quantity. For instance, when a single observation
has a very large value compared to the other observations in the
sample, the mean of all observations becomes very large. However, this
does not really reﬂect the average of that sample. The mean's break-
down point is 0. A robust approach with a high breakdown point would
not be aﬀected by the very large value, as it will consider this value as
an outlier. The median is an example of such a robust estimator for the
location of a data set.
From a practical point of view, the MCD is computationally de-
manding. However there exists an algorithm called FAST-MCD
(Rousseeuw &Van Driessen, 1999), which renders the computation of
the MCD faster. The MCD is implemented in R (see
Fauconnier & Haesbroeck, 2009, for practical details). Rousseeuw and
Van Driessen (1999) proposed the FAST-MCD command on R. One can
compute it as well in SPSS via an R interface, because there does not
exist a straightforward function for MCD in SPSS. See Appendix A for a
step-by-step description of the algorithm.
Although we chose to focus here on the MCD which is one robust
multivariate estimation method, there exist other alternatives. A brief
list includes M-estimators (Maronna, 1976), the Stahel-Donoho esti-
mator (Donoho, 1982; Stahel, 1981), S-estimators (Lopuhaä, 1989;
Rousseeuw & Leroy, 1987) and MM-estimators (Tatsuoka & Tyler,
2000). Note that the above cited estimators are all aﬃne equivariant.
M-estimators are the computationally most attractive option, however
they have a rather low breakdown point compared to the others which
all can withstand a high fraction, up to 50%, of contaminated data. S-
estimators are best computed using the FAST-S algorithm which uses
techniques similar to the FAST-MCD.
5. The Mahalanobis-MCD distance
In view of what precedes, the robust criterion for multivariate
outlier detection we shall propose corresponds to
 − − >−X μ Σ X μ c( ) ( ) ( ) ,i MCD T MCD i MCD k1
where ck remains to be determined. Note that as the MCD estimator is
aﬃne equivariant, the robust Mahalanobis distances are aﬃne in-
variant. Theoretically, the squared Mahalanobis-MCD distance (in ab-
breviation MMCD distance) can be approximated by a χk2 distribution
(Rousseeuw&Van Zomeren, 1990), hence we can use = −c χk k α;1
2 ,
which is the square-root of the upper-α quantile of the chi-square dis-
tribution with k degrees of freedom. Natural choices for 1-α are 90%,
95%, 97.5%, 99% and 99.9%, the latter being the most conservative
choice. This criterion is a natural extension of the median plus or minus
a coeﬃcient times the MAD method (Leys et al., 2013).
6. Monte Carlo simulation
In order to show the superiority of the Mahalanobis-MCD distance
over the basic Mahalanobis distance in terms of outlier detection ca-
pacities, we ran a Monte Carlo simulation using the following settings:
(a) We sampled two random variables X and Y from a normal dis-
tribution Z(0,1).
(b) We set a population correlation of ρ= .1, .3 and .5, related to
Cohen's eﬀect size standards (Cohen, 1992) between the variables.
(c) We use three sample sizes: 20, 100, and 500.
(d) We introduce a constant 5% of outlying values, respectively 1, 5
and 25 for each sample size. These values were set such that they
Fig. 2. Estimation of correlation between x and y with 5% outliers included.
Note: In each sample, 5% outliers are included at values varying randomly between 1.97 and 2.99 for X and −1.97 and −2.99 for Y. Error bars are standard deviations. Statistics are
computed on 1000 simulations. Estimators are computed using the whole sample (Raw r, without any correction; which correspond to the estimators used with the basic Mahalanobis
distance), the MCD50 centroïd and the MCD75 respectively.
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had to be detected as multivariate outliers but not univariate ones.
That is, each value ranged from 1.96 to 2.99 on X and −1.96 to
−2.99 on Y. Considering the example of Height and Weight rela-
tion, this would be as if the observation belonged to the 95–99.86%
tallest individuals and to the 95–99.86% lightest individuals (which
would be weird).
(e) Detection level was 9.21 and 13.82, which are the chi-square values
(with 2 degrees of freedom) for quantiles 99 and 99.9 (most con-
servative).
Firstly, as we can see, the addition of 5% outlying values severely
distorts the estimations of all estimators (see Fig. 2). Estimations of the
mean correlation in the full sample (i.e., NA on Fig. 2) depart system-
atically more or less .30 units from the actual correlation in the popu-
lation in the direction of the outlying values. This applies regardless of
the correlation in the population or of the sample size. For example,
detecting small eﬀect sizes (r= .1, which is in the typical range of ef-
fect sizes in the social psychological research: Richard, Bond, & Stokes-
Zoota, 2003), even with a large sample (n= 500), can yield an average
correlation of −.16, which is in the opposite direction to the actual
eﬀect. Considering that these estimates are normally distributed,
knowing the mean and the standard deviations easily allows to compute
the likelihood of type I or type II errors. Obviously, given the level of
inaccuracy of the estimates when outliers are included, the likelihood of
at least one of these errors (depending on the location of the outliers)
can be very large.
Secondly, Table 1 provides estimations of the correlations (and SD)
using Mahalanobis distance, MCD50 (using a sub-sample of h = n/2,
hence a breakdown point of 0.5), MCD75(using a sub-sample of
h = 3n/4, hence a breakdown point of 0.25) methods to remove out-
liers as well as the true and false detection rates. It shows that MCD75
always yields the best estimations. It has the most eﬃcient detection of
outlying values as well as an acceptable false detection rate. Indeed, the
MCD50 bases its estimates on a smaller sub-sample than MCD75 and,
therefore, is less reliable. The basic Mahalanobis distance is seriously
disturbed by outliers, hence not reliable at all. Note that the smaller the
correlation, the harder it is to detect outliers, although MCD75 remains
the best choice (a correlation of .1 implies that Mahalanobis method
will not detect any outliers even in large samples). Of course, the
superiority of MCD75 holds as long as there are less than 25% outliers
(which is true of most social psychological research). We ran a simu-
lation on 500 observations with 30% outliers. In this situation MCD50
becomes the best indicator (the basic Mahalanobis and MCD75 become
totally unreliable).
Lastly, as shown by Table 1, the best detection level for MCD50 and
MCD75 is the chi-square at p= .001 (cut-oﬀ= 13.82 for 2 dimen-
sions), whereas the basic Mahalanobis should use a chi-square at
p= .01 to get a barely reliable detection (cut-oﬀ= 9.21 for 2 dimen-
sions) although we should remind ourselves that this holds true for
outliers ranging between 1.96 and 2.99 on X and−1.96 and−2.99 on
Y. Note that using the MAD with a recommended conservative cut-oﬀ of
3 (Leys et al., 2013) corresponds to a quantile of .999. We suggest using
the same quantile with MCD. Table 2 and Table 3 show the scripts used
to compute the basic Mahalanobis distance, MCD50 and MCD75 on R
and SPSS statistical softwares, respectively.
Note that we have only reported the results for 2-dimensional
Table 1
Comparison of detection performance and estimation of correlation as a function of outlier detection method used.
Mahalanobis MCD50 MCD75
α= .01 α= .001 α= .01 α= .001 α= .01
N ρ r HR FAR r HR FAR r HR FAR r HR FAR r HR FA
20 .10 M −.10 .24 .00 .02 .73 .08 .03 .81 .12 .03 .71 .02 .05 .85 .05
SD .28 .43 .01 .39 .44 .10 .43 .39 .11 .32 .45 .04 .33 .36 .05
.30 M .15 .50 .00 .25 .86 .08 .25 .90 .12 .26 .87 .02 .27 .94 .05
SD .30 .50 .01 .36 .35 .10 .40 .30 .11 .29 .34 .04 .30 .23 .05
.50 M .44 .80 .00 .46 .94 .07 .46 .96 .11 .48 .97 .02 .48 .99 .05
SD .24 .40 .01 .30 .25 .10 .33 .20 .10 .23 .17 .04 .24 .10 .05
100 .10 M −.12 .19 .00 .02 .68 .01 .08 .90 .03 .02 .66 .00 .09 .95 .02
SD .11 .19 .01 .16 .37 .01 .16 .25 .02 .15 .33 .01 .13 .16 .02
.30 M .12 .44 .00 .28 .91 .01 .30 .98 .03 .28 .92 .00 .30 1.00 .02
SD .14 .23 .01 .13 .23 .01 .12 .10 .02 .12 .18 .01 .11 .03 .02
.50 M .40 .76 .00 .50 .99 .01 .50 1.00 .03 .50 1.00 .00 .50 1.00 .02
SD .12 .18 .01 .09 .06 .01 .10 .01 .02 .08 .02 .01 .09 .00 .02
500 .10 M −.13 .17 .01 .01 .65 .00 .09 .98 .02 .00 .63 .00 .10 .99 .01
SD .05 .09 .00 .09 .22 .00 .06 .07 .01 .08 .19 .00 .06 .03 .01
.30 M .11 .44 .00 .29 .95 .00 .30 1.00 .02 .28 .95 .00 .30 1.00 .01
SD .06 .11 .00 .05 .07 .00 .05 .00 .01 .05 .07 .00 .05 .00 .01
.50 M .40 .75 .00 .50 1.00 .00 .50 1.00 .02 .50 1.00 .00 .50 1.00 .01
SD .05 .08 .00 .04 .00 .00 .04 .00 .01 .04 .00 .00 .04 .00 .01
Note: r = correlation when outliers are excluded, HR = hit rate (ratio between number of correctly detected outliers and the total number of added outliers in the sample), FAR = False
alarm rate (ratio between the number of observations in the original sample detected as outliers and the N of the original sample). .001 and .01 refer to the two thresholds used for
excluding outliers based on the MCD, the Mahalanobis distance always uses .01, using .001 always yields far worse estimations.
Table 2
Script for Mahalanobis distance, MMCD50 and MMCD75 calculation on R software.
library(MASS)
#Creating covariance matrix for MCD («totalmatr» is the matrix containing your
data
#with x in column 1 and y in column 2)
output50 < -cov.mcd(totalmatr,quantile.used = nrow(totalmatr)*.5)
output75 < -cov.mcd(totalmatr,quantile.used = nrow(totalmatr)*.75)
#Distances from centroid for each matrix
md < -mahalanobis(totalmatr,colMeans(totalmatr),cov(totalmatr))
mhmcd50 < -mahalanobis(totalmatr,output50$center,output50$cov)
mhmcd75 < -mahalanobis(totalmatr,output75$center,output75$cov)
#Detecting outliers for each method
#The index of each detected outlier is recorded for each method for a
alpha = .01
#For more than two variables, df of cutoﬀ variable (in bold) has to be adjusted
alpha < -.01
cutoﬀ <-(qchisq(p= 1-alpha, df = 2))
names_outliers_MH < -which(md > cutoﬀ)
names_outliers_MCD50 < -which(mhmcd50 > cutoﬀ)
names_outliers_MCD75 < -which(mhmcd75 > cutoﬀ)
#Excluding outliers in a new matrix (here based on MCD75) called totalmatr2
excluded < -names_outliers_MCD75
totalmatr2 < -totalmatr[-excluded,]
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tables. What about datasets involving more than 2 variables? The logic
described above also holds for more complex dimensional spaces and,
although we cannot report simulations for all possible dimensions, the
same conclusion holds: The MCD75 allows detecting outliers without
being contaminated by the outliers themselves.
7. Conclusion
Given the results of our survey of two journals, emphasizing a poor
management of multivariate outliers, we showed that the methods
conventionally used are problematic because they are polluted by the
outlying value they aim at detecting. We argue in favor of robust esti-
mators with a suitably high breakdown point, as these estimators are
the least aﬀected by outliers. Moreover, we would suggest the use of
estimators that are aﬃne invariant such as the MCD approach proposed
in this paper.
We propose two take-home messages:
1) It is important to preregister the ways outliers will be detected and
handled, with an analysis plan detailed enough to anticipate most
situations. Using procedures similar to those suggested for uni-
variate outliers we recommend to report the method used for de-
tection, the cut-oﬀ selected, the number and value of outliers re-
moved, and possibly the results obtained with and without outliers
(especially if the procedure has not been preregistered or if the
preregistered decision has to be changed post hoc).
2) We suggest using the MCD75 rather than the basic Mahalanobis
distance. Of course MCD50 has a higher breakdown point, but if
there are no reasons to believe that more than 25% outliers con-
taminate the data, MCD75 is a better indicator. This is especially
true for small samples.
Appendix A
The brute-force algorithm of MCD is as follows:
(1) Determine all sub-samples containing h observations.
(2) For each sub-sample of size h estimate the covariance matrix and
compute the determinant of all those covariance matrices.
(3) Choose the sub-sample with the smallest determinant.
(4) Estimate the dispersion and the location with this sub-sample: μMCD
and ΣMCD.
This algorithm is ineﬃcient and hardly computable for large di-
mensions. Rousseeuw and Van Driessen (1999) developed the FAST-
MCD:
(1) Choose a random sub-sample containing h observations.
(2) Estimate the covariance matrix and the location vector.
(3) Calculate the Mahalanobis distance for the n observations using the
covariance matrix and location vector of step (2).
(4) Choose the h smallest distances and create a new subset.
(5) Repeat steps (2)–(4) until the diﬀerence of the determinants of the
covariance matrices for two sub-sequent sub-samples is smaller
than a pre-speciﬁed threshold.
(6) Repeat steps (1)–(5) m times and choose the sub-sample that has the
covariance matrix with the smallest determinant.
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Table 3
Script for Mahalanobis distance, MMCD50 and MMCD75 calculation on SPSS software.
You have to install the plug-in that enables you to run R syntax within SPSS, as there does
not exist a pre-implemented function for MCD in SPSS. The plug-in can be downloaded
from https://www.ibm.com/developerworks/library/ba-call-r-spss/index.html. This on-
line source contains as well other useful information about calling R from SPSS.
BEGIN PROGRAM R.
# Pull the data into a data frame
totalmatr = spssdata.GetDataFromSPSS()
# Pull the data dictionary into another data frame
totalmatrDict = spssdictionary.GetDictionaryFromSPSS()
# INSERT HERE the script given above in Table 2 for R
# List the outliers
print(“outling data:”)
print(totalmatr[excluded,])
# Set up a new SPSS database with the same dictionary
spssdictionary.SetDictionaryToSPSS(“Test2”, totalmatrDict)
# Copy the data to the new SPSS database
spssdictionary.SetDataToSPSS(“Test2”, totalmatr2)
# Tell SPSS you are done creating data
spssdictionary.EndDataStep()
END PROGRAM.
Note: You may need to install packages before the ﬁrst run of your script.
Note: You can check for outliers via Mahalanobis distance in SPSS using the following
path in the menu: Regression > Save > Mahalanobis.
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