Abstract-In this paper, we study the properties of the FrankWolfe algorithm to solve the m-EXACT-SPARSE reconstruction problem. We prove that when the dictionary is quasi-incoherent, at each iteration, the Frank-Wolfe algorithm picks up an atom indexed by the support. We also prove that when the dictionary is quasi-incoherent, there exists an iteration beyond which the algorithm converges exponentially fast.
Introduction
Given a dictionary of a large number of atoms, the sparse signal approximation problem consists of constructing the best linear combination with a small number of atoms to approximate a given signal. Sparse signal reconstruction is a sub-problem of the sparse signal approximation problem. In the latter case, we suppose that the given signal has an exact representation with m or less atoms from this dictionary. We say that the signal is m-sparse. This subset of atoms is indexed by a set called the support. In this paper, we only consider the sparse signal reconstruction problem, which is called the m-EXACT-SPARSE problem.
Several algorithms have been developed to solve or approximate the m-EXACT-SPARSE problem. The Matching Pursuit algorithm (MP) [6] and Orthogonal Matching Pursuit algorithm (OMP) [7] are two fundamental greedy algorithms used for solving this problem. Tropp [8] and Gribonval and Vandergheynst [3] proved that, if the dictionary is quasi-incoherent, then at each iteration the MP and OMP algorithms pick up an atom indexed by the support. They also proved that these two algorithms converge exponentially fast. In fact, Tropp in [8] demonstrates that OMP converges after exactly m iterations, where m is the size of the support. We study in this paper the properties of the Frank-Wolfe algorithm [2] to solve the m-EXACT-SPARSE problem. The Frank-Wolfe algorithm [2] is an iterative optimization algorithm designed for constrained convex optimization. It has been proven to converge exponentially if the objective function is strongly convex [4] and linearly in the other cases [2] . The atom selection steps in Matching Pursuit and Frank-Wolfe are very similar. This inspired for example Jaggi and al. [5] to use the Frank-Wolfe algorithm to prove the convergence of the MP algorithm when no conditions are made on the dictionary.
In this paper, we use the MP algorithm to prove that the Frank-Wolfe algorithm can have the same recovery and convergence properties as MP. We prove that when the dictionary is quasi-incoherent, the Frank-Wolfe algorithm picks up only atoms indexed by the support. Also, we prove that when the dictionary is quasi-incoherent, the Frank-Wolfe algorithm converges exponentially from a certain iteration even though the function we consider is not strongly convex. * This work was supported by the Agence Nationale de la Recherche under grant JCJC MAD (ANR-14-CE27-0002).
2 The problem and the algorithm
The m-EXACT-SPARSE problem
For any vector x ∈ R n , we denote by x(i) its i th coordinate. The support of x is the set of indices of nonzero coefficients:
d×n of n unitnorm vectors. Assume that y is m-sparse, then the m-EXACT-SPARSE problem is to find:
where the l 0 pseudo-norm . 0 counts the number of nonzero components in its argument. This problem has been proven to be NP-hard [1] and has been tackled essentially with two kind of approaches. The first one is the local approach, using a greedy algorithm like MP or OMP. The second approach is a global one where one relaxes the problem. A most popular choice is the l 1 relaxation:
where . 1 is the l 1 norm. We present, in the next parts, the Frank-Wolfe algorithm [2] for the m-EXACT-SPARSE problem, and then the recovery properties and convergence rate of this algorithm.
The Frank-Wolfe algorithm
The Frank-Wolfe algorithm solves the optimization problem
where f is a convex and continuously differentiable function and C is a compact and convex set. In the original version of the Frank-Wolfe algorithm, each iterate x k+1 is defined as a convex combination between x k and s k with s k = arg min s∈C s, ∇f (x k ) .
In the case of the relaxation of the m-EXACT-SPARSE problem (Equation (1)), f (x) = 1 2 y − Φx 2 2 and C = {x : x 1 ≤ β} = B 1 (β) is the l 1 ball of radius β. Noting that B 1 (β) = conv{±βe i |i ∈ {1, . . . , n}} and that ∇f (x) = Φ t (Φx − y), we obtain that s k can be calculated as in line 4 and 5 of Algorithm 1. Note also that we initialize x 0 by zero (line 1) and that we select the convex combination parameter γ k as in line 6.
In the analysis of Algorithm 1, we use the residual r k = y − Φx k whose norm is also the minimized objective function
3 Recovery property and convergence rate
For a dictionary Φ, we denote by µ = max
Babel function. These two quantities measure how much the elements of the dictionary look alike. More details can be found in [8] .
In this section we present our major results. Theorem 1 gives the recovery property for the Frank-Wolfe algorithm. We prove that when the dictionary is quasi-incoherent (i.e. m < 1 2 (µ −1 + 1)), the Frank-Wolfe algorithm reconstructs every m-sparse signal. Theorem 2 shows that when the dictionary is quasi-incoherent, the Frank-Wolfe algorithm converges exponentially. We recall that a sequence (a k ) ∞ k=0 converges exponentially if: ∀ k ∈ {1, . . . , +∞}, a k+1 ≤ qa k with 0 < q < 1. 
Sketch of proof.
The general idea of the proof can be summarized as follows. The first step will be to prove that if the dictionary is quasi-incoherent, then the step γ k chosen in line 6 of Algorithm 1 is in (0, 1). A consequence of this is that:
