This paper details development of a system for using Nationwide Personal Transportation Survey (NPTS) data to estimate regional or local travel behavior vehicle and person trips and miles of travel. This system can be used by state or municipal transportation planners.
INTRODUCTION
In assessing the transferability of the Nationwide Personal Transportation Survey (NPTS) results to the regional or local level, one of our basic goals was to derive a system for using the NPTS data to estimate regional or local travel, including vehicle trips (VT), vehicle miles of travel (VMT), person trips (PT), and person miles of travel (PMT). Such a system could be used by state or municipal transportation planners. Assessing how good the estimates are would suggest appropriate scales to which the NPTS data might be broken down. If the scale is not too fine, the estimates will be good, and the estimation system could be used in practice.
Three steps were taken to achieve this goal. First, 59,828 of the nation's 61,258 Census tracts (CTs) were classified into groups that tend to be homogeneous with respect to travel behavior of people in the tracts. CTs which either had zero population or were Manhattan CTs were excluded. Manhattan tracts were excluded because previous studies indicated they were so different from other tracts that the national travel data should not be used as a basis for estimates about Manhattan. An additional 592 tracts were also excluded because they had no personal cars or trucks, and thus, for the purpose of estimating vehicle trips or VMT, were equivalent to tracts without population. Subsequent analysis also showed that these 592 tracts could reasonably be excluded for all travel, not just driving. Note that although the goal is CTs that are homogeneous with respect to travel behavior, the classification must be based on data available for all CTs, not just CTs containing households surveyed in the NPTS. That way the classification can be used to group all tracts, not just those for which NPTS data is available. The classification step is discussed in Section 2.
The second step was to use NPTS data to estimate driving characteristics for each of the CT clusters derived in the classification step. Data from the 19,880 CTs containing NPTS-surveyed households were used to estimate driving characteristics for each of the clusters derived in the first step. The estimation step is relatively straightforward VMT and vehicle trips per household and person trips and PMT rates are computed for each cluster, household-size, and number-of-vehicles class. These rate estimates, as well as their standard errors, were computed using a SAS macro. This estimation step is discussed in Section 3.
With the classification and estimates derived in steps 1 and 2, travel estimates for any CT can be inferred from the tract's classification, and, given a region or community consisting of a mixture of CTs, travel characteristics for the community can be estimated from its distribution of clusters. The third step, then, was to assess how well the goal of estimating regional or local travel characteristics was achieved. To make this assessment, we used 4 standards, the reserved add-on data was not used to compute the estimates based on the CT cluster method or any of the competing methods. The assessment step is discussed in Section 4.
CLASSIFICATION OF CENSUS TRACTS
The main purpose of classifying CTs was to reduce estimation error to a reasonable minimum by determining a classification scheme that identified CTs with similar travel statistics. Estimation error is due to bias and variation, which includes sampling error and the natural variability of the thing being measured VT, VMT, etc. For homogeneous classes, class-specific estimates tend to be less biased than general estimates. But although choosing homogenous classes tends to reduce bias, it also increases variability of estimates by decreasing sample sizes in the individual classes. Thus the key to obtaining a good classification is knowing how to split groups and when to stop splitting. Our classification of CTs was based on a combination of cluster analysis, regression analysis, judgement about data quality and outliers, and well known relationships between VT or VMT and various predictor variables including area type (rural, urban, suburban), income, employment, and numbers of vehicles. Although VT and VMT were the primary focus in this decision-making, PT and PMT were also considered, and the validation tests in Sections 3 and 4 show that the classification scheme derived also works well for PT and PMT.
Preliminary Analysis
The first step in our process involved establishing a relationship between explanatory variables and travel (as represented by VMT) through a regression analysis of the NPTS data. Explanatory variables included income, household size, employment rate, two age variables, and latitude and longitude. Income, household size, and employment rate emerged as the three most important variables in predicting VMT and VT. Other variables were also significant, but they added no significant explanatory power beyond that provided by the three most important variables.
Next, we used these three variables as part of a preliminary cluster analysis on the CT data to separate the 59,828 CTs into homogeneous groups. Since three variables were used, 2 3 = 8 clusters were specified for the initial analysis. This analysis, however, produced several overlapping clusters, which suggested that some clusters should be combined. On the other hand, combining clusters seemed to lead to too few clusters to sufficiently resolve trip and mileage rates.
Further examination of the preliminary eight clusters indicated that they tended to differ in area type, with each cluster being predominantly, either urban, suburban, or rural. The suburban, urban, and rural area type designation is based on an NPTS classification of CTs into five area types: urban (U), suburban (S), rural (R), town (T), and second city (C) (1). However, the Bureau of Transportation Statistics (2) indicates that in terms of VT, as measured by the 1995 NPTS, the area types rank as follows: C > S > T > R > U. For VMT, the ranking is R > T > S > C > U. This suggests that second city and suburban (C and S) tracts might be combined into a single "suburban" group, and that rural and town (R and T) tracks might be combined into a Reuscher, Schmoyer, and Hu 5 single "rural" group, but that urban tracks should be kept separate. Therefore we decided to use this urban-suburban-rural classification scheme to refine the eight-cluster analysis.
In addition, we suspected that outliers in the income variable were affecting the results of the preliminary cluster analysis. For example, five tracts had median household incomes of $0 and three tracts had median household incomes of $375,000 or more. Therefore, as described next, our final cluster development segregates very high and very low income CTs, and then classifies the remaining tracts according to their urban-suburban-rural area type as well as the original three variables, household size, employment, and income.
Final Cluster Development
The ultimate goal in the classification was to minimize errors made in local or regional travel estimates computed from NPTS data. However, because it is well known that classification algorithms such as cluster analysis sometimes lead to difficult-to-interpret classification schemes, another goal was a classification that makes sense in light of the known relationships. Thus, the classification system we finally arrived at was based on both analysis and judgement. As seen in Figure 1 , the system splits off very high and very low income groups, then splits the remaining CTs by urban-suburban-rural area type, and finally clusters them by the income, household size, and employment rate.
The classification system first splits off 1,634 very low (median income less than $12,000) and 1,804 very high income (median income greater than $75,000) tracts into their own respective clusters. The very low and very high income tracts were split off into their own clusters for several reasons. One reason was to prevent tracts that are outliers with respect to income from unduly influencing classification of the remaining tracts. However, splitting off high and low income tracts is also reasonable because of what we know about the relationship of income and driving: For people in the highest income classes, driving habits are not likely to be further affected by income. Furthermore, the highest income cluster is predominantly suburban, so further classification by area type would not be useful for the very high income cluster. The very low income cluster, on the other hand, generates relatively little VMT and VT. The very low income tracts also consist primarily of urban and second city tracts, suggesting that for very low income CTs, the NPTS second city (C) group may be closer in driving patterns to the urban (U) than to the NPTS suburban (S), and that grouping the NPTS C and S tracts into a single suburban group, though reasonable overall, might be inappropriate for very low income tracts.
After splitting off the very high and very low income tracts, the remaining 55,798 intermediate income tracts were next classified by area type (suburban, urban, rural). The combined suburban class for these intermediate income tracts is composed of 49% S and 51% C and the combined rural class is 42% T (town) and 58% R (NPTS rural). The resulting three combined area-type classes had the following numbers of tracts: Urban: 10,238; Suburban: 21,564; Rural: 23,996.
It is unrealistic to expect a statistical procedure such as cluster analysis to "cleanly" classify CTs on the basis of socioeconomic variables such as income, employment, and household size. Therefore, to get a classification of the intermediate income tracts that was more clearly interpretable, we ran the clustering with a separate cluster analysis for each area-type group, but Reuscher, Schmoyer, and Hu 6 with only three clusters per area type. Using household income, average number of vehicles per household, and the employment rate for the tract, for each area-type, we determined three clusters representing "low," "middle," and "high" economic strata. The definitions of low, middle, and high are relative within each area-type. The 10,238 urban tracts were split into 3,059 low, 4,565 middle, and 2,614 high tracts. The 21,564 suburban tracts were split into 5,136 low, 9,865 middle and 6,563 high tracts. And the 23,996 rural tracts were split into 6,604 low, 11,722 middle, and 5,670 high tracts. The intermediate income tracts were thus classified into nine groups. The decision to stop splitting was based on standard errors and validation results discussed in Sections 3 and 4.
ESTIMATION OF TRIP AND MILEAGE RATES
The U.S. Census Bureau estimates numbers of households by household-size or number-of-vehicles classes, for each CT. Given VT and VMT estimates from NPTS for the various household-size or number-of-vehicles classes, transportation planners can use the Census Bureau frequencies to estimate total VT and VMT originating in any tract, or in any collection of tracts. The estimates are simple sums over household-size or number-of-vehicles classes of the products of the per-household VT or VMT rates and the frequencies of households in the class. How good these total VT or VMT estimates are obviously depends on how good the per-household rate estimates are. Although the size of a household and its number of vehicles are good determinants on average of the VT and VMT a household generates, per-household rates also vary with other factors such as income and area-type.
According to the Census Bureau, CTs are ¡ designed to be relatively homogeneous units with respect to population characteristics, economic status, and living conditions at the time the CSAC [census statistical areas committee] established them ¢ (3). Therefore, although household size and number-of-vehicles-specific VT and VMT rates vary from census tract to census tract, it is reasonable to expect these rates to be relatively homogeneous within any given tract. The goal of the classification in Section 2 is to group CTs into clusters for which explanatory variables of VT and VMT, and thus the VT and VMT rates themselves, are relatively homogeneous. Then VT and VMT originating in a given CT can be estimated well from the joint household size and number-of-vehicles distribution and from VT and VMT rates specific to the cluster (e.g., urban "middle").
Household-size, number-of-vehicles, and cluster-specific VT and VMT rates were calculated from 1995 NPTS data using a SAS standard error macro (4) . In addition to rate estimates, the macro is also used to calculate standard errors of the estimates, weighted with the NPTS sampling weights, using the ultimate cluster variance formula of Hansen, Hurwitz, and Madow (5). Estimates and standard errors for each final cluster, household-size class, and number-of-vehicles class were developed. For these estimates, there are five household sizes classes (1£ 4 and 5 or more) and four vehicle size classes (0, 1, 2, and 3 or more). Similar estimates for PT and PMT were also developed.
Standard errors together with validation results discussed below were used to decide when to stop splitting in the classification of CTs. The standard errors were not used directly, however. VT and VMT rates for household-size and number-of-vehicle classes are mainly used in practice as multipliers for estimating VT and VMT totals for areas with known household-size and number-of-vehicle-specific frequencies. Thus the totals rates for whole areas are the main objective, not the rates for individual household-size and number-of-vehicle classes. Therefore, for decisions about when to stop splitting, we looked at the relative standard errors of the weighted-average rate estimates computed for each cluster by averaging over household-size and number-of-vehicle classes, with weights computed by summing the individual household weights. The weighting thus reflects cluster-specific national averages for the distribution of households in household-size and number-of-vehicle classes. Although the distributions do vary from community to community, weights based on national averages are reasonable for an overall criterion.
In general we sought a clustering for which the relative standard errors of the rate estimates, combined over household-size and number-of-vehicles classes, were on the order of 2 to 5% for each cluster. A relative error of 5% translates to a 95% confidence interval of about plus-or-minus 10% (two standard errors).
¡
On the order of ¢ is also operative here: a clear sensible classification was also a target in the decision to split or not to split groups. In practice, of course, rate estimates for individual clusters are usually combined, because communities are usually composed of tracts from several clusters. In those cases, cancellation of errors works to make overall errors smaller on average. This is illustrated in the validation estimates for the NPTS add-ons and Baton Rouge, discussed in the next section.
We computed class-specific relative standard errors for VT and VMT estimates. These relative errors seem mostly related to sample size (number of households in the cluster), which suggests that variance and not bias is the main source of error and that further splitting would not reduce overall error (bias and variance). The 2-5% goal was achieved except in the very low income and ¡ low ¢ urban clusters. Those clusters are small, however, and generate relatively few trips. Thus VT and VMT rate estimates for those clusters are less critical than for many of the other classes. This is also illustrated in the results for Baton Rouge and the NPTS add-ons, found in Section 4.
ASSESSMENT OF THE ESTIMATION METHODS
In this section we assess the performance of the CT cluster estimators by comparing them to three alternative estimators. The alternative estimators are similar to the CT cluster estimators, but are based on groupings defined in terms of either MSA size, CR (census region) or CD (census division), rather than the CT clusters defined above. The CT cluster and alternative estimates are computed from NPTS data for New York, Massachusetts, Oklahoma, and Baton Rouge, Louisiana. The CT cluster and alternative estimates are compared to " standards" to assess the performance of the estimation methods. For Baton Rouge estimates, the standards are estimates computed from an independent Baton Rouge transportation survey obtained from Steve Greaves of the Lafayette, LA Traffic and Transportation Department (unpublished data). For the New York, Massachusetts, and Oklahoma estimates, the standards are based on data reserved from the New York, Massachusetts, and Oklahoma over-sample components of the NPTS.
Reserved data is not used to compute the CT cluster or alternative estimates. Therefore, in all cases, the reserved-set " standard" data is statistically independent of the data used to Reuscher, Schmoyer, and Hu 8 compute the estimates, and none of the methods could appear good since estimates are computed from different data than the standard. Although the estimates and reserved-set standards are statistically independent, they are all based on sample survey data. Therefore standard errors for both estimates and reserved-set totals are computed and related to the estimates and reserved-set totals in interpreting their differences.
Data sources and the general approach to the assessments are discussed in Section 4.1. In Section 4.2 we discuss bias in the NPTS data, due to under-coverage or non-response, which could affect comparisons of NPTS-based estimates with estimates computed from other data sources. In Section 4.3 and 4.4 we consider comparisons of the estimation procedures. Preliminary CT-cluster-specific comparisons, and comparisons by trip purpose and mode are discussed in Section 4.3. As these comparisons require much detail to elaborate, they are only described briefly. Section 4.4 is about overall comparisons of VT, VMT, PT, and PMT estimates, not broken down by categories such as CT clusters or trip purpose or mode. Because these comparisons provide an overall assessment of the performance of the CT cluster estimates, they are considered in detail, specifically for each data source.
Assessment Methods

Data Sources
Our assessment was based on four data sets one from Baton Rouge, and three from 1995 NPTS add-ons. The Baton Rouge data comes from a survey performed between April 17,1997 and July 9, 1997. The survey was of 1,395 households from greater-area Baton Rouge, and asked the same questions, in the same format, as in the NPTS. However, several differences do exist between the basic designs of the two surveys. For example, the NPTS had substrata, but the Baton Rouge survey did not. In addition, the Baton Rouge survey was conducted only in lateSpring/early-Summer, whereas the NPTS was conducted for longer than a year. Thus, the Baton Rouge data may be seasonally biased. Also, the Baton rouge survey was performed a full year after the NPTS. Since trip rates generally increased over time, and are also affected by cyclical phenomena such as gasoline prices and the general economy, the time gap between the NPTS and Baton Rouge surveys could contribute to differences in trip rates. These differences may bias comparisons of estimates computed from NTPS and Baton Rouge data.
The New York, Massachusetts, and Oklahoma data sets used to assess the NPTS-based estimates actually consist of observations reserved from the complete NPTS data. By recomputing the estimates discussed in Section 3 using the NPTS data without the reserved set, estimates for each of these three areas can be computed and compared to results for the corresponding reserved data (which thus serves as an independent standard), as well as three other competing methods. This approach is reasonable because of the oversampling for these three areas in the NPTS: 11,004 of the 42,033 NPTS surveyed households are in New York, 7,801 are in Massachusetts, and 3,932 are from oversampled areas of Oklahoma. These comparisons should be more reliable than comparisons involving Baton Rouge since survey differences will not be compounded with differences among methods.
Data from the New York add-on was randomly split into two equivalent subsamples, with one of the subsamples serving as reserved data. For assessing estimates for New York, however, the reserved data was not used to compute the estimates. To account for this, sampling weights for New York observations in both the remaining NPTS data and the reserved data were multiplied by two. When half of the New York sample is reserved, the sampling probabilities for the remaining New York observations are half of what they otherwise would have been. Therefore the sampling weights for the remaining New York observations should be adjusted to twice their original values. The same argument applies to the reserved New York data. Although post-sample-selection weight adjustments are not applied to either the reserved or main sample (after excluding the reserved subset), the weights still sum to fairly close approximations of the known totals, and various other weight sums for New York, Massachusetts, and Oklahoma also show general agreement between subsamples.
This same half-sample subsampling and reweighting procedure was also applied to the Massachusetts add-on. The Oklahoma add-on actually consisted of two add-ons: Central Oklahoma and Tulsa. Combined, these add-ons account for 3,932 sampled households. Since the add-ons did not cover certain parts of the state, there were an additional 141 Oklahoma households sampled for inclusion in the NPTS sample, but these Oklahoma households were not considered as part of the Oklahoma add-on. Treatment of the Oklahoma add-on was the same as for New York.
Assessment Estimates
Five sets of estimates were computed for each of the PT, PMT, VT, and VMT totals: the estimates computed using the CT clustering approach, the MSA-size, CD, and CR approaches, and the ¡ standard ¢ estimates, which were computed from the reserved NPTS data or the Baton Rouge survey. For the CT cluster approach, we take the weighted number of households in each cluster, household-size, and vehicle-count group that are found in the reserved-set data, and multiply them by the national NPTS rate for that group. We then sum over cluster, householdsizes, and vehicle-count groups to get totals to compare with the reserved-set totals. Estimates based on MSA size classes are similar: the weighted number of households in each household size-vehicle count group is multiplied by the national NPTS rate for households in that MSA size class. For Baton Rouge, however, there is only one MSA size class (population between 500,000 and 999,999), while there are multiple MSA size classes for the NPTS add-ons. For the CD and CR approaches, we take the weighted number of households in each household size-vehicle count group, and multiply them by the NPTS rate for the division or region for the appropriate group.
Our Census data, the 1990 STF3A data set arranged by CT (6), have counts of households by either size or number of vehicles, but, unfortunately, not by both household size and number of vehicles jointly. We have nevertheless assumed that the joint size-by-number-of-vehicles breakdown will be available to transportation planners. In lieu of the joint breakdown, we used an estimate of it computed from the NPTS sampling weights. This should not have much effect on comparisons of the NPTS with the validation of the three add-ons or BR estimates, however, because, in the error assessment, the weights only serve to define an integration over classes to a combined error assessment. The combined error assessment is not sensitive to minor changes in the weights.
If a transportation planner also happens not to have the joint size-by-number-of-vehicles breakdown, but had the breakdown by either household size or vehicle size class, the CT cluster method can still be used, and without much change. The estimates in Section 3 could be computed by cluster and household size only, for example, and used to compute estimates based on that two-way classification. The same methods could, in fact, also be used with finer classifications. For example life-cycle (singe adult, no children; two or more adults, no children; etc.) could be included with cluster, household size and number-of-vehicles in a four-way classification. Although geographic location appears less important than income, employment, or number of vehicles per household, location might also be a good candidate for refining the estimators.
NPTS Bias
The NPTS is a scientifically designed survey based on probability sampling. Sampling weights, which are used to weight estimates computed from NPTS data, are calculated to reflect the selection probabilities and also to adjust for non-response and non-coverage. Nevertheless, the NPTS is a telephone survey sampling is from lists of telephone numbers and so both noncoverage and non-response could induce bias in estimates based on the NPTS. The issue of bias is fundamentally important here, because we are comparing estimates based on NPTS data to independent estimates from Baton Rouge.
Measuring bias in NPTS data requires a reference data source that is independent from the NPTS and yet comparable to it in terms of both coverage and numbers of observations. Although the Census data used here does not provide such a reference for VT or VMT, it does provide comparisons in terms of income, vehicle ownership, and employment. Because of the correlation between these variables and travel, biases in these variables could indicate the extent of bias in NPTS VT and VMT data. For each of these variables, the NPTS appears to be slightly biased on the high side, which suggests that the same may be true for VT, VMT, PT, and PMT. This conclusion should be kept in mind when considering comparisons of the NPTS with other data sources.
Preliminary and Finer-Level Comparisons
In addition to overall comparisons (Section 4.4) of the standard to CT cluster, MSA-size, and CR and CD estimates, several comparisons were made at finer levels. The CT cluster estimates are computed by estimating cluster-specific trip and mileage rates per household, and by summing up the products of the rates and household totals for the clusters. As illustrated in Figure 2 , the cluster-specific errors tend to cancel in the accumulated estimates. Although these cluster-specific estimates are incidental to the final CT cluster-based estimates, errors in cluster specific estimates suggest that the clusters should be divided (or redefined), and these errors were considered in deciding whether the number of clusters was sufficient.
Estimates can also be computed for specific trip purposes (e.g., to work or school) or modes (e.g., public transportation). Although mode and purpose-specific estimates, as well as overall estimates, are an ultimate objective in deriving the CT cluster estimators, the mode and purpose-specific estimates are more complex, and, because they are based on data disaggregated into subsets, statistically less reliable. Therefore mode and purpose-specific estimates are not considered further in this paper (but will be considered in a forthcoming report).
Assessment Results¤ Overall Comparisons
For all four of our examples (New York, Massachusetts, and Oklahoma, and Baton Rouge), we compared the VT, VMT , PT, and PMT standard totals to NPTS totals for the CT cluster, MSA size, CD, and CR methods. Thus, we compared the CT cluster estimates to the standard data, as well as to other estimates computed from the NPTS data, using competing methods. These estimates are shown in Table 1 .
New York Add-On
For the New York add-on, the CT cluster approach was more accurate in estimating all four trip and mileage measures than the MSA size, CD and CR approaches. The MSA-size approach did reasonably well, while the two approaches based on Census areas were anywhere from 19 to 36% off of the New York reserved-set totals. Thus, the remainder of the comparison of New York results takes into account only the cluster and MSA-size approaches.
Person trips were estimated by the CT cluster method to within 2.36% of the 53.7 million New York reserved-set total, or slightly more than one standard error (2.16%). Using MSA size rates in conjunction with New York households resulted in an error of almost exactly two standard errors (4.31%). The CT cluster approach estimates vehicle trips to within 0.63% of the 28.7 million daily observed trips, while using MSA-size estimates trips to within 2.36%. The CT cluster approach was clearly better than the MSA-size method in estimating the numbers of trips.
The CT cluster approach also did better than the MSA-size method in PMT and VMT estimates, though not as overwhelmingly. The cluster method predicts PMT to within 4.37% of the daily 459 million reserved-set total miles, while using MSA-size-based rates estimates PMT with a 5.56% error. The standard error of reserved-set PMT is 4.37%, meaning that the cluster method is exactly one standard error off, and the MSA-size method is a bit over one standard error away. With a VMT standard error of 3.7%, both approaches predict the 256 million daily vehicle miles taken by New Yorkers within one standard error, with the CT cluster approach being off by 2.62%, and the MSA-size approach off by 2.87% of the reserved-set total. In each comparison estimating the New York reserved-set totals, the CT cluster approach does better than the MSA-size approach, with the largest disparities between the two methods coming in person and vehicle trips.
Massachusetts Add-on
As in the New York example, the CD and CR estimates poorly estimate Massachusetts trip and mileage totals (Table 1) . Hence, the comparison of methods to estimate Massachusetts reserved-set totals will focus on the differences between the CT cluster approach and the MSAsize approach.
The CT cluster method estimated Massachusetts person trips to within 1.11% of the 22.9 million daily trips taken. Estimates from the MSA-size approach were also close to actual totals, being 2.06% (and less than one standard error of 2.2 %) lower. For PMT, the CT cluster estimates were a mere 0.13% higher than the 202 million daily person miles taken by Massachusetts residents. The totals obtained using the MSA-size method were off by quite a bit more (3.92%), although they were still within one standard error (4.14%).
Vehicle trips and VMT estimates for both methods were not quite as accurate as those for person trips and PMT. Estimates of vehicle trip totals from the CT cluster approach were 5.26% lower than the actual 14.7 million daily trips seen in the totals. This number is more than two times the standard error for Massachusetts vehicle trips (2.2%). The MSA-size approach did even worse, being more than 10% lower than reserved-set total. A similar trend emerged in the VMT portion of the analysis. The CT cluster method was 6.4% lower than the Massachusetts total of 131 million daily vehicle miles. This placed the cluster estimate nearly two standard errors away from the reserved-set total. The MSA-size method continued to do relatively poorly in predicting Massachusetts vehicle travel, being more than 10% (or more than three standard errors) away from the reserved-set VMT totals. The Massachusetts add-on data provides the clearest example of the superiority of using the CT cluster approach as opposed to simply computing statistics based simply on an area ¥ s MSA size.
Oklahoma Add-on
The CD and CR approaches did much better in estimating the reserved-set totals for Oklahoma than New York or Massachusetts. In fact, the best approach in estimating person trips was the CD method, estimating person trips at only 0.1% less than the 6.5 million daily trips taken by Oklahoma households. The CT cluster approach was second-best, falling 0.2% short of the reserved Oklahoma total. The MSA-size and CR methods were third and fourth-best. However, all of the methods were within one standard error of the reserved Oklahoma total. Vehicle trip estimation followed a similar pattern, with the CD approach a little under one percent of the 4.3 million daily vehicle trips taken. The other three methods, with the CT cluster approach being second best, were within one and two standard errors of the reserved Oklahoma total.
Mileage estimation analysis showed a different picture. The best approach in estimating PMT was the cluster method, coming within 1.92% of the 59 million daily person miles traveled by Oklahoma households. The MSA-size method was second best, coming within 2.21% of Oklahoma totals, and still well within one standard error (4.24%). CR and CD estimates of PMT were substantially worse, with the CR method off by 7.96%, and the CD approach off by a relatively huge 17.1%. A similar situation occurred in the VMT analysis. The CT cluster method was again best coming within 0.26% of the 37.6 million daily vehicle miles. The MSA-size approach was again second best, coming within 1.61%, or about half of one standard error in the reserved-set totals. The CD and CR estimates were within one to three standard errors, with the CD numbers again being the worst. Despite the closeness of the trip estimates, this huge disparity in mileage estimates suggests that the CT cluster approach is better than the CD method in estimating Oklahoma travel statistics overall.
Baton Rouge
No single estimation method did uniformly well when compared to the Baton Rouge PT, PMT, VT, and VMT standard totals. The CT cluster approach estimated person trips extremely accurately, coming within 0.12% of the Baton Rouge total of 1.6 million daily trips. The MSAsize approach, however, yielded similar results, off by only 0.14%. Both approaches are excellent given a standard error of 2.86% of the Baton Rouge totals. CD and CR estimates were also good, off by 3.34% and 2.23%, respectively. PMT was estimated best by the MSA-size approach, coming within 1.69% of the Baton Rouge totals of 15.1 million daily person miles. The CT cluster approach, as well as the CR approach, were also good, estimating PMT within one standard error. The CD approach was by far the worst in estimating PMT, being almost 14% off of the Baton Rouge totals.
However, the CD approach excelled in predicting vehicle trips and VMT for Baton Rouge. This approach estimated vehicle trips within 3.45% of Baton Rouge totals of 1.1 million vehicle trips, a shade over one standard error. The other three approaches estimated vehicle trips within approximately three standard errors. The CD approach was also extremely accurate for VMT, estimating Baton Rouge numbers of 10 million vehicle miles to within 1.18%. The CR approach was good as well, coming within 3.28%. The MSA-size and CT cluster approaches estimated VMT to around 10 to 12%, respectively, or just a bit over two standard errors. The CT cluster approach was not the best overall approach in estimating the Baton Rouge data. In view of its superior performance for the NPTS add-ons, however, we believe this is probably due to differences between the Baton Rouge and NPTS data, induced by procedural differences and time-scope biases.
CONCLUSION
The results presented here are based on only four examples from New York, Massachusetts, Oklahoma, and Baton Rouge. Many more comparisons are needed to definitively establish which method is best, and to develop a general indication of whether any of the approaches lead to estimates that are adequate. In this regard, the upcoming releases of the 2000 Census and 2001 National Household Travel Survey (NHTS) will provide much additional data. The 2001 NHTS data will have nine add-on components. Additional data may also suggest refinements to the current CT clustering scheme (Figure 1) .
Nevertheless, on the basis of the four examples considered here, the overall performance of the CT cluster method (Tables 1) suggests that it is the best approach in general. It was better than all other approaches in estimating trip and mileage totals for the New York and Massachusetts data and was the best overall in estimating Oklahoma data. The CT cluster approach was not best is in estimating VT and VMT for the Baton Rouge data, or VT in Oklahoma. However, we believe that is probably due to procedural and time-scope differences between the Baton Rouge and NPTS surveys, or to statistical error. Of the four examples, Baton Rouge and Oklahoma had by far the smallest sample sizes, and so the standards for these data were subject to the greatest sampling error.
The second best method appears to be the MSA-size approach, but in two instances (VT and VMT for the Massachusetts add-on), the MSA-size approach failed to come within three standard errors of the reserved-set standard, while the CT cluster error was three standard errors or less. As a data set associating each CT with the CT clusters (derived as above) will be available from the authors, the CT cluster approach will not be appreciably harder to implement than the other methods. Therefore, on the basis of these limited results, the CT cluster method appears to be the best approach.
As the CT cluster approach is based on the entire NPTS data, statistical error of the CT estimates is typically much smaller than the statistical error feasible in local surveys. Keeping in mind that rates from the 1995 NPTS do not reflect potential increases over time occurring since that NPTS was conducted, transportation planners can use the CT cluster approach to estimate regional and local VT, VMT, PT, and PMT. As with all statistical estimates, computation and examination of standard errors is also essential for ensuring that the estimates are adequate for the task at hand. 
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