Abstract
Introduction
The purpose of this article is to investigate empirically whether the stock market in Korea is informationally efficient with respect to money supply. A stock market in which the actual price embodies all currently available relevant information is called an efficient stock market. Fama (1970) gives a seminal review of "stock market efficiency" in which the Efficient Market Hypothesis (EMH) is formulated. In an efficient market it is assumed to be impossible to predict changes in prices. Hence, the possibility of making abnormal gains is ruled out. Every profit opportunity predicted by traders leads to an action that causes a prices change that removes the profit opportunity for others, so no one can predictably make a profit. Thus, EMH in semistrong version implies that the stock price equals the expected future price and includes all publicly available information, and that there are no forecastable profit opportunities available.
An important issue is to investigate how efficiently the stock market agents incorporate the information contained in money supply. If the EMH hypothesis is valid then money supply is not going to improve on the forecastability of the stock prices, because market participants are fully exploiting the information contained in this variable. If the stock market is inefficient with respect to money supply is has crucial consequences both at micro and macro levels. At the macro level, this implies that the agents can gain higher than normal rate of returns from the stock market. At the macro level, it puts under question the ability of the market to perform its fundamental role of channelling funds to the most productive sectors of the economy. To test for whether money supply improves the forecast of stock prices in the Korean economy I will use bootstrap simulation technique to generate critical values using the true distribution of the data set. This approach has some advantages over standard tests. The standard tests are usually based on the assumption of normal distribution. However, this assumption may not be fulfilled, especially for the financial data, and hence the (validity) efficiency of the tests may be questionable. The bootstrap simulation technique is based on the true distribution of the data, which does not necessarily have to be normally distributed. One another advantage of this approach is that it performs well even if the data generating process is nonstationary and non-cointegrated (see .
Among studies that have tested for EMH hypothesis are Mookerjee (1987 ), Jeng et. al. (1990 and Serletis (1993) . Mookerjee (1987) reports that the USA and the UK appear to be informationally efficient with respect to money supply, while France, Belgium, Canada, Italy, Japan and Switzerland are not during the period 1975 -1985 . Jeng et. al. (1990 investigate the hypothesis of EMH during the period 1921-1930 for Belgium, Canada, Czechoslovakia, France, Hungary, Japan, Poland, Sweden, UK and US. Most stock markets are found to be informationally efficient, but not those of the United States and United Kingdom. Serletis (1993) uses cointegration analysis and finds out that the USA stock market is efficient regarding money supply during [1970] [1971] [1972] [1973] [1974] [1975] [1976] [1977] [1978] [1979] [1980] [1981] [1982] [1983] [1984] [1985] [1986] [1987] [1988] . As far as I know, the bootstrap approach has not been applied before to test for EMH. I will also use impulse response functions and variance decompositions to trace out the effect of one-time shocks to the system. The rest of this article is organised as follows. Section 2 provides a review of the efficient market hypothesis based on rational expectations. Section 3 describes the data, the time-series properties of the data and tests for cointegration. Section 4 explains the causality tests. Section 5 presents the multivariate likelihood ratio test and 
The Efficient Market Hypothesis
Here I give a short review of EMH based on rational expectations following Fama (1970) and Cuthbertson (1996) . The basic concept of EMH is discussed for the stock markets. However, it can be generalised to other financial instruments also, e.g. bonds, futures and options.
Let P t denote the stock price, which incorporates all relevant information at period t.
Thus, the only reason for prices to change between period t and period t + 1 is the arrival of news or unexpected events that have significant effects on the stock prices.
Based on this argument, the forecast error of P t should be zero on average, that is
, where ε t+1 is the forecast error at time t +1 and E t is the mathematical expectation of prices for time t + 1 based on all information set, Ω t , available at time t. In addition, it is assumed that ε t+1 is uncorrelated with Ω t . This is usually referred to as rational expectations element of the EMH and it can be represented by:
ε t+1 is expected to be zero on average because only news (both bad and good ones) that are random cause changes in P t . This point can be proved mathematically by taking the expected value of ε t+1 :
This implies that the forecast of P t is unbiased.
The statement that ε t+1 is uncorrelated with Ω t is known as the orthogonality property according to Cuthbertson (1996) . It can easily be shown that if ε t+1 is serially correlated than the orthogonality property is violated.
The Data, Time-Series Properties of the Data and Cointegration
The data used in this study consists of Korea's general stock index (SP) and and Lütkepohl (1996) . In both studies, the standard and the modified Wald tests have shown to perform badly, especially in small samples. In Shukur and Mantalos (1998) , however, the authors found that the small-sample corrected LR-tests exhibit best performances regarding both size and power, even in small samples. In the case when we use the standard test and when there is no cointegration, however, all the tests have shown to perform poorly, especially in small samples. studied the properties of Wald, corrected-LR and Bootstrap tests for the same purpose. The author showed that, even when the non-stationary variables are not cointegrated, the Bootstrap test exhibits the best performance in almost all situations.
In this study I will use the bootstrap test performed on the likelihood ratio test. For the case of clarity I describe this test in the next section and bootstrap approach in Section 5.
The Multivariate Likelihood Ratio Test
In this study we will use the bootstrap test performed on the LR-test. Let us first present the Granger-causality test by using the LR-test Consider the following VAR(p) process:
where
′ is a zero mean independent white noise process with nonsigular covariance matrix Σ ε and, for j = 1, ... , k, Ε ε τ jt 2+ < ∞ for some τ > 0.
The order p of the process is assumed to be known. and A i matrices partitioned comformably then y t 2 does not Granger-cause the y t 1 if the following hypothesis:
is true. H 0 can be tested using a bootstrapped multivariate likelihood ratio test. This test will be described below. Let us first define:
By using this notation, for t = 1, …, T, the VAR(p) model including a constant term ( v ) can be written compactly as:
Let us denote by ) δ U the (k × T) matrix of estimated residuals from the unrestricted regression (3) and by ) δ R the equivalent matrix of residuals from the restricted regression with 0 H imposed. The matrix of cross-products of these residuals will be defined as S U U U = ) ) δ δ ' and S R R R = ) ) δ δ ' respectively. The LR test can be then written as:
This test is χ 2 distributed and the number of degrees of freedom is equal to the number of restrictions that will be tested.
The Bootstrap Testing Approach
In this section I describe the Bootstrap testing procedure (Efron, 1979 As regards N b , the number of the bootstrap samples used to estimate bootstrap critical value, Horowitz (1994) used the value of N b = 100, while Davidson and Mckinnon (1996) used N b =1000 to estimate the P-value. In this study I estimate the Pvalue for the test using N b =1000.
Estimation Results
Tests for nonstationarity have been applied using the KPSS and Perron (1989) Table 3 show that the null hypothesis of no cointegration can not be rejected at the conventional significance levels. Given that there is no cointegration between the variables, it is interesting to see whether any variable Granger causes the other. It is important to mention that cointegration means causality in at least one direction but non-cointegration does not mean non-causality. Based on this, it is clearly important to test for Granger causality, because Granger causality running from money supply to stock prices would mean market inefficiency.
The results of the Bootstrapped likelihood ratio test that is applied to the VAR (2) model for the quarterly data of SP and M2 in Korea is presented in Table 4 . This test method leads us to draw the inference that these variables do not Granger cause each other. This means that the stock market in Korea is informationally efficient with respect to money supply and the agents fully take into consideration the information contained in money supply.
The robustness of the estimated results is checked for by applying the impulse response functions and the variance decompositions. By this estimates it is possible to trace out the effect of one-time shocks to the system. In a system consisting of stock prices and money supply the likely impact of an exogenous impulse in each variable is estimated. Based on the diagrams, presented in the Appendix, it can be concluded that the broad money supply does not render any significant effect to neither the first moment nor the second moment of the stock prices for forty quarters. These methods provide further empirical support that the Korean stock market is informationally efficient.
Conclusions
The objective of this article is to test for informational efficiency of the Korean stock market with respect to the money supply for the period 1978-1998. Because the data is quarterly I have seasonally adjusted each time series. An alternative methodology is applied, which is not sensitive to the assumption of normality distribution of the residuals in the model and it performs well for non-stationary data.
By applying the bootstraps simulation techniques, the results show that the Korean stock market is informationally efficient regarding monetary policy performed during the period. This means that the agents fully take into consideration the information contained in money supply, which in turn implies that money supply is not going to improve on the forecastability of the stock prices, because market participants are fully exploiting the information contained in this variable. Hence, the possibility of making abnormal gains through the money supply is ruled out.
By applying the impulse response functions and the variance decompositions further evidence is provided for the assumption of information efficiency of the Korean Stock Market.
The conclusions made here appears to be quite robust because different methodsnamely cointegration tests, bootstrapped causality tests, impulse response functions and variance decompositions-leads to drawing the same inference.
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where t = linear trend term, DTB = 1 if t = TB + 1 (TB = time break = 1992: 01) and DTB = 0 otherwise, DUM = 0 if t <= TB and DUM = 1 if t > TB, and ∆ denotes the first difference. This regression allows for a structural break in both the mean value and the deterministic trend of the variable under investigation. The null hypothesis of a unit root is α = 1. The appropriate number of lagged differences (n) is determined by adding lags until the Ljung-Box test fails to reject no serial correlation of ν t at the 5% significance level. See also Appendix.
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II. Non-stationarity
Whether a variable is stationary or non-stationary is of great importance. This is the case because if variables in a model are non-stationary then the usual standard econometrics methods do not apply. Hence, it is very important to check the time series properties (integration and cointegration) not only to see whether the variables establish a long-run equilibrium but even more important is to avoid spurious and misleading inference. Let us define what we mean by stationarity.
The variable y t is stationary if it possesses the following three properties:
1. E(y t ) = µ, the mean value of y t is constant and independent of time, 2. Var(y t ) = σ 2 , the variance of y t is constant across time, 3. Cov(y t, y t-s ) = ρ s , the covariance is dependent only on the distance s between the observations and independent of time t.
It should be noted that the variable is non-stationary if one or more than one of the above mentioned conditions are not fulfilled.
If the variables in an econometric model are stationary then the standard distribution of the test statistics are valid. However, this is not the case if the variables are non-stationary. That is the application of conventional econometric techniques to non-stationary (integrated) time series can give rise to misleading inference. It is therefore essentially important to test for non-stationary. One way to make a nonstationary time series to a stationary time series is to take differences of the variables.
However, this will lead to loss of long-run information. For more details on this see the example provided in Section IV.
The variable that must be differenced d times to become stationary is called integrated of order d, denoted I(d). One of the most applied tests for choosing the order of d is Dickey and Fuller (1979) , DF test. This test is has notoriously low power.
Therefore we apply the KPSS and Perron tests, which are described in the following sections.
III. KPSS test
The KPSS test is based on the following model:
where t denotes the linear trend term ε t is a stationary random error, and r t is a random walk:
The initial value (r 0 ) is treated as fixed and serves the role of an intercept. The stationary hypothesis is that the variance of the residuals in the random walk component (u t ) is zero. To conduct the test we first regress y t on a constant and a trend.
Then we obtain the residual (e t ) from this regression. The KPSS statistics is then given by:
where T is the sample size and S t is the partial sum process defined as: 
where w(s, l) is an optional weighting function corresponding to the choice of a spectral window. We used the Bartlett window to guarantee the nonnegativity of s 2 (l).
Bartlett window is defined as:
See Newey and West (1987) and Kwiatkowski et al.(1992) for more details.
IV. Perron Test
If one or more structural breaks have occurred during the period in which the variables of interest are investigated for unit roots, it is more likely that the estimated results will support unit roots even if the data generating process is characterised by stationarity. Therefore it is important to take into account the effect of structural breaks when testing for unit roots in order to avoid biased conclusions. One of the tests that allow for structural breaks in the data generating process for the underlying data is Perron (1989) , which is described below.
The Perron regression is of the following form: The appropriate number of lagged differences (n) is determined by adding lags until the Ljung-Box test fails to reject no serial correlation of ν t at the 5% significance level. Note the lambda (defined as pre-break sample size per after-break sample size)
is around 0.7 in our case.
V. An Example regarding Cointegration
Let us be more explicit about cointegration between two variables by a simple example. Consider the following two non-stationary variables and then this linear relationship is spurious. This is why it is crucially important to test for cointegration if the variables prove to be non-stationary.
VI. The Johansen Maximum Likelihood Procedure
This section defines Johansen maximum likelihood (ML) procedure for testing for cointegration and estimating the long run and short run parameters as the variables are integrated of the first order, I(1). The interested reader is referred to Johansen (1996) for details on ML procedure for the case of variables that are I(2). The advantage of the parameterisation in (VI.2) is in the interpretation of the coefficients, where the effect of levels is isolated in the matrix αβ' and where Γ 1 , ..., Γ k-1 describe the short-term dynamic of the process.
Following Johansen we introduce notation Z 0t = ∆X t , Z 1t = X t-1 , and let Z 2t be the stacked variables ∆X t , ..., ∆X t-k+1 , and D t . Let Ψ be the matrix of parameters corresponding to Z 2t .
The model expressed in these variables becomes 8 The condition Π = αβ' defines the cointegration space to be of rank r and β is a matrix whose columns span this space. 
