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Abstract 
T h i s thesis studies a consistency reasoning sys tem for knowledge bases w i t h a 
th ree-va lued inference ne twork ca l led N L B N t o m o d e l h u m a n commonsense 
reasoning. I t is based on a weaker n o t i o n o f commonsense consistency ca l led 
W-Cons i s tency and a consistency reasoning process. A p r o t o t y p e o f t h i s rea-
son ing system is b u i l t t o fo rma l i ze some n o n m o n o t o n i c reasoning b e n c h m a r k 
p rob lems and va l ida te t he consistency m e t h o d used. Moreover , compar isons 
between N L B N w i t h W-Cons i s tency and o ther systems ( A G M Log ic w i t h 
Ep is tem ic En t renchmen t , T r u t h Ma in tenance Systems and G-Cons is tency ) 
have been made t o p i n p o i n t the differences o f character is t ics o f these systems. 
W i t h th i s system, bel iefs i n c l u d i n g con t rad i c t o r y ones, can be u p d a t e d 
on to the be l ie f s tate i n any sequence and the resu l t i ng bel iefs are always 
W-Cons i s ten t and un ique. I n a d d i t i o n t o i ts app l i ca t i on t o commonsense 
nonmono ton i c reasoning where n o n - i m m e d i a t e consistency main tenance o f 
bel iefs can be deferred t o a su i tab le t i m e at a la ter stage, i t is also useful for 
merges of possib ly inconsistent knowledge bases t o f o r m a set o f un ique and 
consistent knowledge. 
H u m a n beings do no t on ly have one k i n d o f consistency reasoning t o 
resolve a l l types o f inconsistencies. People may use one k i n d i n cer ta in s i tu-
at ions and use another k i n d i n o ther cases. D i f fe rent methods o f consistency 
reasoning are t r i e d t o m i x e d or i n teg ra ted i n N L B N t o make i t mo re flexible 
and accommoda t i ve f o r m a l i s m t o m o d e l rea l -wo r ld reasoning a b o u t inconsis-
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Chapter 1 
Introduction 
T h e u l t i m a t e goal o f A r t i f i c i a l In te l l igence is t o m o d e l the way how h u m a n 
behave and reason. Beyond any d o u b t , incons is tent i n f o r m a t i o n does n o t 
happen acc identa l l y i n humans ' da i l y l i fe. However , people can s t i l l make 
inference reasonably. As a resu l t , any systems a i m i n g at m o d e l i n g h u m a n 
reasoning shou ld have th i s character is t ic and i t is w o r t h w h i l e t o invest igate 
the adequacy of the me thodo logy used t o m o d e l i t . 
I n t h i s thesis, I t r y t o cap tu re some of the mos t i m p o r t a n t elements 
w h i c h h u m a n commonsense reasoning shows and m o d e l t h e m i n an inference 
ne twork , cal led Neura l -Log ic Bel ie f Ne two rk ( N L B N ) [18], w i t h a new con-
sistency reasoning me thod . 
Before any discussion, let us look at an example t h a t one m a y encounter 
when he/she was a s tudent and then, I generalize the character is t ics of hu-
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m a n commonsense reasoning us ing t h i s example . 
A Student During An Examination 
Suppose a s tudent is do ing a m u l t i p l e choice ques t ion i n t he exam. T h e r e 
are th ree choices: i , ii and i i i . A f t e r exam in ing , he /she t h i n k s t h a t none o f 
t h e m seems t o be the answer (more t h a n one cou ld be chosen i n t h i s quest ion) . 
However, He /she also believes t h a t the so lu t i on mus t be the c o m b i n a t i o n o f 
t h e m because there are no o ther choices i n th i s quest ion. A t t h i s stage, 
He /she holds the f o l l ow ing bel iefs i n his be l ie f s tate: 
1. i is no t the answer. 
2. ii is no t the answer. 
3. iii is no t the answer. 
4. i is the answer or ii is the answer or iii is the answer. 
I f we use A t o denote “i is the answer" , B denotes “ii is the answer." 
and C denotes “ i i i is the answer. " . T h e s tudent has beliefs: 
1.，A 
2 . ， B 
3 . ， C 
4. AWBVC 
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Obv ious ly , t h e y are incons is tent . I f he /she has t i m e , he /she m a y sk ip 
t h i s ques t ion and cont inue w i t h t he nex t one. T h e nex t ques t ion is an essay 
ques t ion concerned a b o u t p r o v i n g a m a t h e m a t i c a l theory . W h e n the s tuden t 
does t h i s quest ion, he /she is very caut ious a n d makes sure t h a t each p a r t is 
va l i d i n t he p roo f . As t i m e goes by, he /she mus t r e t u r n t o incons is tent bel iefs 
a b o u t t he m u l t i p l e choice quest ion. He /she usua l l y keeps A V B V C because 
there are no o ther choices and is no t ce r ta in a b o u t the states o f i n d i v i d u a l 
bel iefs A, B and C. As a resu l t , he /she decides t o ask the examiner t o 
c la r i f y the quest ion. A f t e r g e t t i n g more i n f o r m a t i o n f r o m the examiner , 
he /she guesses t h a t i is a more reasonable answer and wr i tes i t down. A t 
t h i s t i m e , he /she has the f o l l ow ing bel ie f state: 
1. A 
2 . ， B 
3. - C 
4. AWBVC 
T h i s t ype of reasoning process is very c o m m o n d u r i n g the e x a m i n a t i o n 
sessions. T h i s example shows some i m p o r t a n t character is t ics o f h u m a n com-
monsense reasoning wh i ch w i l l be discussed i n the nex t sect ion. 
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1.1 Characteristics of Human Commonsense 
Reasoning 
Befo re we t r y t o m o d e l t h e h u m a n commonsense reason ing , we have t o k n o w 
w h a t t h e charac te r i s t i cs o f ou r commonsense reason ing are. T h e f o l l o w i n g 
five charac te r i s t i cs fo r h u m a n commonsense are assumed i n t h i s thesis: 
1. Human begins always make decisions or inference with incom-
plete information and it is nonmonotonic i n nature. I n t h e rea l 
l i fe , we are d o i n g lo ts o f reason ing every day. A m o n g t h e m , m o s t o f 
t h e m are based on p a r t i a l i n f o r m a t i o n . W e c a n n o t w a i t fo r c o m p l e t e 
i n f o r m a t i o n because o f cost , t i m e cons t ra i n t s o r imposs ib l e co l l ec t i on 
o f a l l i n f o r m a t i o n . W h a t we in fe r based o n t h e i n c o m p l e t e know ledge 
(or bel ie fs) i m a y n o t be t h e best so lu t i on . W h e n new i n f o r m a t i o n 
comes in , ou r p rev ious conc lus ions m a y be w i t h d r a w n . I n t h e examp le , 
t h e s tuden t has t o g ive an answer t o t he m u l t i p l e choice ques t i on even 
t h o u g h he /she does n o t k n o w t h e exact so lu t i on . 
2. Human beings have the ability to reason in the presence of 
inconsistency. C o n f l i c t i n g i n f o r m a t i o n is n o t ra re i n t h e w o r l d due t o 
d i f fe ren t sources o f t he same i n f o r m a t i o n . Bel ie fs de r i ved f r o m o the r 
know ledge or bel iefs m a y also incons is ten t i f c o n t r a d i c t o r y ru les are 
used. W e are used t o reason i n such an e n v i r o n m e n t a n d s t i l l behave 
iThe two terms "knowledge" and “belief" are used interchangeably in this thesis. 
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ra t i ona l l y . T h e s tuden t i n t he examp le has an incons is ten t be l ie f s ta te 
at some t i m e : { ^A, ~>B, ^ C , A V B V C } a n d s t i l l can finish o the r 
quest ions. 
3. Human beings do not rely on a particular consistency reason-
ing method to deal with all problems. It is free to change from 
one kind to another to fit the situation. We do n o t o n l y have one 
k i n d o f consistency reasoning t o resolve any incons is tent bel iefs. W e 
m a y use one k i n d i n a ce r ta in s i t u a t i o n or env i ronmen t and use ano ther 
i n o ther cases. T h i s gives us a flexible and accommoda t i ve c a p a b i l i t y 
t o deal w i t h our da i l y l ives. For example , we use a s t r i c t consistency 
reasoning when so lv ing an m a t h e m a t i c a l equa t i on wh i l e use a more 
re lax one t o decide where t o go for lunch. I n t he example , wh i l e the 
s tudent holds con t rad i c to r y bel iefs i n one quest ion, he /she uses a s t r i c t 
consistency t ype when p rov i ng a m a t h e m a t i c a l theory . 
4. Human beings have different degrees of credibility to different 
knowledge. If contradictory beliefs exist, the stronger one 
suppresses the weaker one and no beliefs are removed in this 
reasoning process. W h e n the s tudent guesses the so lu t ion , he /she 
wr i tes d o w n the one wh i ch he/she t h i nks i t is the most l i ke ly the answer. 
Therefore, we do no t believe a l l k inds o f i n f o r m a t i o n i n the same degree. 
D i f fe ren t sources have di f ferent c red ib i l i t y . I n f o r m a t i o n f r o m an radar 
is usua l ly more credible t h a n t h a t f r o m our eyes. I f two beliefs o f the 
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same fac t are con t rad i c to ry , we genera l ly agree t h a t t he s t ronger be l ie f 
can over- r ide the weaker one a n d we can reason based on the s t ronger 
bel ief . Moreover , the weaker be l ie f does n o t d iscard f r o m our m i n d a n d 
i t is o n l y suppressed. W e can a lways re t r ieve t h i s suppressed be l ie f i f 
we wan t to . 
5. Human beings can resolve any inconsistency at any time de-
pending on situations. I t is p laus ib le t h a t h u m a n beings do n o t 
a lways m a i n t a i n consistency o f t he i r be l ie f states i m m e d i a t e l y i n v iew 
of a be l ie f change. T h i s observat ion is obv ious w h e n the be l ie f change 
is no t o f i m m e d i a t e interest t o t h a t person. For instances, any u n i m -
p o r t a n t observat ions i n da i l y l i fe are j u s t be ing recorded, and no p roper 
consistency reasoning is car r ied ou t for each and every piece o f i n f o r m a -
t i o n accepted or rejected. T h e y w i l l be used for reasoning on l y w h e n a 
need arises. W h e t h e r they are consistent w i t h others i n the be l ie f s ta te 
is t hen examined t o sat is fy the reasoning requ i rement . T h i s charac-
te r is t i c is obv ious i n the example, the s tudent on l y t r ies t o resolve the 
inconsistency i n the m u l t i p l e choice quest ion when he/she is requ i red 
t o do so. T h i s t ype of lazy consistency reasoning is the fifth elements 
of h u m a n commonsense reasoning. 
T h e above character is t ics are some of the most i m p o r t a n t elements i n hu-
m a n commonsense reasoning. Studies on how to mode l consistency reasoning 
of knowledge systems t h r o u g h o u t th is thesis are based on these elements. 
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1.2 Neural-Logic Belief Network as the Basic 
Inconsistency Reasoning System 
T h e r e are t w o m a i n concerns i n c o n s t r u c t i n g a knowledge sys tem fo r m o d e l -
i n g h u m a n reasoning. T h e f i rs t one is t he p r o b l e m o f f o r m a l i z a t i o n , t h a t is, 
how t o t rans la te t he knowledge o f h u m a n beings i n t o a f o r m a t t h a t can be 
s tored, re t r i eved a n d m a n i p u l a t e d ef f ic ient ly . T h e second concern is a b o u t 
t he incons is tency h a n d l i n g and how t he sys tem deals w i t h t he changes o f 
knowledge base w h e n new i n f o r m a t i o n comes in . 
I n t h i s thesis, we concent ra te on the second issue o f incons is tency h a n d l i n g 
based on the assump t i on t h a t we have chosen Neural-Logic Belief Network 
( N L B N ) [18] as our basic system. The re are th ree m a i n p a r a d i g m s o f rep-
resenta t ion o f knowledge i n A I f ie ld. T h e logic p a r a d i g m uses var ious fo rms 
of logics, t y p i c a l l y classical p r o p o s i t i o n a l or f i r s t -o rder logics, two -va lued or 
three-va lued. For example , [5, 22，26] are some o f t h e m i n th i s p a r a d i g m 
w h i c h has the advantage of hav ing wel l -def ined semant ics, we l l - s tud ied in fer -
ence a lgo r i t hms . T h e connect ion is t p a r a d i g m recognizes t h a t knowledge are 
d i s t r i bu t i ve , compe t i t i ve and co-operat ive i n na tu re , and t hey takes on the 
d i s t r i b u t e d and para l le l a c t i v i t y i n a ne twork [27, 23]. T h e t h i r d p a r a d i g m 
t r ies t o exp lo i t t he re la t ive s t rengths of each p a r a d i g m and comb ine t h e m t o 
improve per fo rmance, (e.g. [29]) 
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N L B N is h y b r i d approach o f t w o pa rad igms . I t is a th ree-va lued, acyc l i ca l 
d i rec ted g r a p h cons is t ing o f nodes a n d d i rec ted l i nks f r o m one node t o an-
o ther w i t h a neura l -ne t c o m p u t a t i o n mode l . I t uses c o m p u t a t i o n a l f unc t i ons 
t o p ropaga te node values t o a l l nodes wh i l e each node and l i n k has i t s seman-
t i c i n t e r p r e t a t i o n so t h a t the symbo l i c knowledge is represented exp l i c i t l y . 
N L B N can represent basic log ica l connect ives o f t h e Kleene's s t r ong three-
va lued logic [11], I F - T H E N ru le used i n commonsense reasoning and h u m a n -
biased re la t ions [19]. Moreover , i n Chap te r 8, we show t h a t d i f fe rent consis-
tency reasoning me thods can be in teg ra ted or m i x e d i n a N L B N w i t h some 
m o d i f i c a t i o n o f c o m p u t a t i o n func t ions ( i f needed). 
I n Chap te r 2 o f th i s thesis, I w i l l b r ie f l y summar i ze the basic s t r uc tu re 
of a N L B N and the de f in i t ions of the c o m p u t a t i o n func t ions for p r o p a g a t i n g 
node values t o o ther nodes. 
1.3 Consistency of Knowledge 
Consistency of knowledge is one o f the most i m p o r t a n t cons idera t ion i n 
knowledge representat ion and reasoning systems. Classical log ica l consis-
tency is the c o m m o n s t a r t i n g po in t for logic based fo rma l i sms [7]. One 
we l l - known dynam ic bel ief rev is ion system is the A G M logic w i t h Ep is temic 
En t renchment [5] i n wh i ch consistency of the closures of theor ies is one o f the 
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f u n d a m e n t a l c r i t e r i a . I n D e f a u l t Reason ing [26] a n d C i r c u m s c r i p t i v e Log ics 
14], extens ions o f theor ies have t o be log i ca l l y cons is tent . I n these systems, 
c o n t r a d i c t o r y i n f o r m a t i o n is n o t a l lowed a n d has t o be expe l led f o r m t he f i -
n a l be l ie f s ta te or e v e r y t h i n g can be deduced i n t he presence o f incons is tency. 
I n recent decades, m a n y researchers have recognized t h i s charac te r i s t i c 
undes i rab le [1，14, 8]. T h e m i s m a t c h between classical logics a n d h u m a n 
reason ing logics have led t o non-c lass ica l log ica l consis tent f o r m a l i s m s fo r 
commonsense reasoning. Representa t ions i nc lude m u l t i - v a l u e d logic (e.g. [1, 
14, 10, 15]), paracons is tent log ic (e.g. [28, 25, 4]) , a n d inference n e t w o r k 
(e.g. [19]). I n [1], a fou r -va lued logic is suggested t o be used as an ac tua l 
gu ide t o reasoning and h a n d l i n g incons is tency w h i l e [14] emp loyed three-
va lued logic t o cons t ruc t t he i r systems. Annotated Predicate Calculus is p ro -
posed i n [10] i n w h i c h d i f fe rent s t r eng th de fau l t t r u t h values are used and 
epistemic inconsistency is used t o represent con f l i c t i ng bel iefs o f a reasoner 
w h i c h shou ld be to le ra ted . I n [15], a logic is def ined t h a t a l lows an agent t o 
reason consistent ly , even t h o u g h there are inconsistenies i n t he be l ie f s tate. 
Paraconsis tent logic avoids the t r i v i a l i t y and a l lows us t o reason i n t he pres-
ence o f inconsistency. I n [25], the logic of paradox LP is i n t r o d u c e d w h i c h 
can local ize con t rad ic t i ons a l t h o u g h some inferences t h a t are c lassical ly v a l i d 
are no t va l id . A s a resul t , t he logic of minimal paradox LPm [4] prov ides a 
n o n m o n o t o n i c extens ion of LP and overcomes the weakness o f LP. I n [19], 
th ree-va lued node values are used i n the inference ne twork . I t accepts cont ra-
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d i c t o r y i n f o r m a t i o n a n d has the a b i l i t y t o resolve incons is tency i n t he be l ie f 
s tate. A l l these systems m o d e l rea l is t ic no t ions t h a t appear c o m m o n l y i n 
h u m a n reasoning such as “contradiction,,, “indeterminate” a n d “unknown" 
i n d i f fe ren t extends. 
I n C h a p t e r 3, I def ine a Weak Notion of Consistency, W - C o n s i s t e n c y 
w h i c h is a weaker and more general t h a n the s t r i c t classical log ica l consis-
tency. Unde r the de f i n i t i on o f W-Cons is tency , a W-Consistency reasoning 
process [20] can be b u i l t u p w h i c h is used t o resolve any incons is tency i f 
present. T h e basic p r i nc ip le o f the consistency reasoning process is t o m a i n -
t a i n as m a n y bel iefs unchanged as possible and the incons is tent bel iefs are 
suppressed ins tead o f expe l l i ng f r o m the final be l ie f state. T h i s process is 
car r ied ou t w h e n there is an u p d a t e ope ra t i on on the N L B N and i t mus t 
t e r m i n a t e f i n i t e l y w i t h a consistent be l ie f state. 
1.4 Update Sequence Independence in Belief 
States 
A l t h o u g h m a n y systems have been cons t ruc ted t o resolve any inconsis tency 
i n the i r own ways, most of t h e m are upda te sequence dependent . T h a t means 
t h a t the final state o f the knowledge base is dependent on the sequence o f 
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t he u p d a t e opera t ions even t h o u g h the same opera t ions are used. For exam-
ple, [5] d i d no t m e n t i o n the p r o b l e m of u p d a t e sequence i n A G M Log ic so 
t h a t i t is d i f f i cu l t t o m o d e l t he iterated belief change [24]. [19] def ined the G -
Cons is tency and under t he de f in i t i on , the consistency reasoning process mus t 
be car r ied o u t i m m e d i a t e l y w h e n a be l ie f change arises. D i f fe ren t sequences 
o f u p d a t e opera t ions p rov ide possible va r ia t i ons o f G-cons is ten t be l ie f states. 
I n m a n y p rac t i ca l s i t ua t i on , u p d a t e sequence dependence is no t desirable 
i n m a n y s i tua t ions . For example, when m e r g i n g m u l t i p l e knowledge bases, 
we always wan t t o o b t a i n a un ique f i na l knowledge base and shou ld no t con-
cern a b o u t the sequence o f w h i c h two are merged first or a l l mus t be merged 
at the same t ime . For a database management system, t he u p d a t e opera t ions 
are r a n d o m and unpred ic tab le . I f the system is sequence dependent , t he final 
resul t is based on the o rde r ing o f the upda te operat ions. 
I n Chap te r 7, we use an example t o show t h a t A G M Logic w i t h Ep is tem ic 
En t renchmen t and G-Cons is tency w i t h N L B N is upda te sequence dependent . 
O n the o ther hand, the proposed W-Cons is tency is t r u l y upda te sequence in-
dependent . N o m a t t e r how we change the o rder ing of operat ions, the same 
f ina l bel ie f s tate can be obta ined. 
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1.5 Lazy Consistency Reasoning 
Large a m o u n t o f u p d a t e opera t ions m a y be app l i ed t o a knowledge sys tem 
i n a shor t in te rva l . T h e consistency reasoning process mus t be app l i ed in ten -
sively t o ensure the who le knowledge set is consistent . However , consis tency 
reasoning is a p o t e n t i a l l y t i m e and resource consum ing task. T h e ef f ic iency 
o f t he knowledge sys tem m a y be slowed d o w n or some i m p o r t a n t upda tes 
are delayed. I t is be t t e r i f t he consistency reasoning process can be app l i ed 
a t any t i m e a f ter a r b i t r a r y numbers o f updates. T h i s b r ings the concern o f 
lazy consistency reasoning. 
Moreover , i n h u m a n commonsense reasoning, people do no t a lways i m m e -
d ia te l y m a i n t a i n consistencies o f our be l ie f states i n v iew of a be l ie f change. 
T h i s observat ion is t r u e w h e n the new ly accepted or re jected bel ie f is no t o f 
i m m e d i a t e interest t o the person. One poss ib i l i t y is t h a t , g iven a very i m -
p o r t a n t be l ie f change or when the person is ra t i ona l , a consistency reasoning 
is car r ied ou t t o accommoda te the new bel ie f change when there is suf f ic ient 
t i m e and resource for the task af ter the i m m e d i a t e reasoning needs t o ca r ry 
ou t n o r m a l func t ions of l i fe are satisf ied. Obv ious ly , m i n o r observat ions i n 
our da i l y l i fe are j u s t be ing registered, and no proper consistency reasoning 
is car r ied ou t for each and every piece o f i n f o r m a t i o n accepted or rejected. 
T h e y w i l l be used for reasoning on ly when a need arises. W h e t h e r they are 
consistent w i t h o ther bel ief state are t hen examined and a consistency rea-
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son ing process is ca r r ied o u t t o sat is fy t he reasoning requ i remen t . T h i s t y p e 
o f lazy consistency reasoning is c o m m o n i n h u m a n cogn i t i on . A s a resu l t , i t 
is necessary t o i nco rpo ra te t h i s k i n d o f charac ter is t i c i n t o a knowledge repre-
sen ta t ion and reasoning sys tem t o m o d e l t he h u m a n commonsense reasoning. 
W-Cons i s t ency used i n N L B N can be used t o m o d e l t h i s k i n d o f char-
acter is t ic . H o w lazy ( la te) we evaluate the be l ie f s ta te does no t affect t he 
uniqueness o f f i na l state. C o m b i n e d w i t h the resu l t o f u p d a t e sequence in -
dependent character is t ics, W-Cons i s tency can be f reely used at any stage 
and the uniqueness o f final be l ie f s tate is preserved. Besides the theore t i ca l 
resu l t , an i m p l e m e n t a t i o n o f N L B N , ca l led XHOPES is descr ibed i n Chap -
ter 4 w h i c h can be used t o test the v a l i d i t y o f opera t ions and consistency 
reasoning process i n N L B N . 
One app l i ca t i on o f lazy consistency reasoning is merg ing m u l t i p l e a rb i -
t r a r y inconsistent knowledge bases i n t o a consistent final one. Those know l -
edge bases be ing merged can be u p d a t e d i n d i v i d u a l l y and we do no t need t o 
concern abou t the consistency of each one i f they are no t used i n d i v i d u a l l y or 
any decisions made us ing these inconsistency knowledge bases may no t have 
drast ic effect. W h e n a f ina l knowledge base is needed by c o m b i n i n g d i f ferent 
ones, a Lazy W-Cons is tency reasoning is appl ied. T h i s f ina l knowledge base 
is W-Cons i s ten t and un ique based on a specific set o f upda te operat ions. 
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1.6 Comparison of W-Consistency with Other 
Systems 
I n C h a p t e r 5 a n d 6，I compare N L B N us ing W - C o n s i s t e n c y w i t h o the r sys-
tems and show the dif ferences i n t e rms o f character is t ics . T h e first sys tem 
I compare w i t h is A G M Log ic w i t h Ep i s tem ic E n t r e n c h m e n t [5]. I t is one 
o f the mos t i n f l uen t i a l systems for be l ie f revis ions. The re are th ree opera-
t ions t h a t can opera te on a be l ie f s tate: expansion^ revision and contraction. 
I t proposes several postu la tes for each ope ra t i on based on the p r i nc i p l e o f 
information economy [5]. One of the cons t ruc t i ve ways t o b u i l d a sys tem 
c o n f o r m i n g w i t h the postu la tes is us ing ep is temic en t renchment w h i c h states 
t h a t knowledge t h a t are accepted i n a g iven be l ie f set have d i f fe rent degrees 
of ep is temic en t renchment . W h e n a be l ie f set is revised or con t rac ted , the 
beliefs t h a t are g iven u p are those hav ing the lowest degrees o f ep is temic en-
t renchment . N L B N w i t h W-Cons i s tency has s im i la r p r i nc ip le when a be l ie f 
s tate is changed. I t keeps as m a n y beliefs as possible and us ing the degree-of-
beliefs values t o guide the operat ions. However, N L B N w i t h W-Cons i s tency 
does no t fo l low a l l postu la tes t h a t A G M Logic suppor ts . T h e m a i n reason 
is t h a t N L B N w i t h W-Cons is tency can accept con t rad i c to r y i n f o r m a t i o n i n 
the same bel ie f s tate wh i le A G M Logic cannot . 
T h e second compar ison is w i t h G-Cons is tency [19]. B o t h G-Cons is tency 
and W-Cons is tency are developed for N L B N and they are weaker vers ion t h a n 
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t he classical log ica l consistency. However , G-Cons is tency is mo re decisive for 
h a n d l i n g c o n t r a d i c t o r y i n f o r m a t i o n . I t t r ies t o find o u t more reasonable be-
l iefs a m o n g c o n t r a d i c t o r y ones and cont inues t o use t h e m for reasoning. I n 
con t ras t , W-Cons i s t ency defers t he reasoning based on the c o n t r a d i c t o r y be-
l iefs u n t i l more i n f o r m a t i o n is col lected. 
A n o t h e r sys tem w i t h d i f ferent character is t ics chosen for compar i son w i t h 
W-Cons i s t ency is T r u t h Ma in tenance Sys tem ( T M S ) [3]. T M S is p a r t o f 
t he reasoning sys tem t h a t works w i t h a problem solver (PS) t o m a i n t a i n 
consistency o f the be l ie f s tate and remove con t rad ic t ions . Each be l ie f i n 
T M S can be in o f out. However, pos i t i ve and negat ive v iew o f t he same 
bel ie f (e.g. p and ~>p) have t o be represented separate ly so t h a t there are 
four comb ina t i ons o f states for a bel ief . I t also recognize the i m p o r t a n c e o f 
m i n i m a l change t o ex is t ing beliefs w h e n u p d a t i n g the cur ren t set o f beliefs. 
I t is d i f ferent t o N L B N i n t h a t i t removes con t rad i c t o r y bel iefs ins tead o f 
suppressing t h e m and i t may inher i t s the r isks o f r u n n i n g i n t o loops d u r i n g 
t r u t h main tenance. 
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1.7 Integration of Different Methods in One 
Formalization 
H u m a n begins do no t o n l y use one k i n d o f consistency reasoning m e t h o d . W e 
can make use o f N L B N t o m o d e l t h i s k i n d o f charac ter is t i c by i n t e g r a t i n g 
d i f fe rent me thods o f inconsis tency h a n d l i n g under the same f r amework . I n 
Chap te r 8, I m i x G-Cons is tency and W-Cons i s tency together and s t u d y the 
behav io r o f t he m i x e d N L B N . A t f i rs t , b o t h o f the t w o consistencies can eas-
i l y i n teg ra ted because o f us ing s im i l a r f o rma l i sm . The re is a danger t h a t the 
m i x e d f i na l be l ie f s tate m a y no t be un ique due t o the sequence dependence o f 
G-Cons is tency. However, g iven a specif ic t r e a t m e n t o f consistency reasoning 
i n N L B N , we can guarantee t h a t some po r t i ons o f N L B N can preserve the 
uniqueness o f the be l ie f s tate w h i c h is f u l l y discussed i n Chap te r 8. 
O n the o ther hand , N L B N is also used t o m o d e l the way the Truth Main-
tenance Systems ( T M S ) h a n d l i n g inconsistency [21]. I t is shown t h a t by 
m a p p i n g the states i n T M S i n to node values o f N L B N , and, SL-justifications 
and CP-justifications i n t o su i tab le I F - T H E N rules. N L B N can reason s im i -
l a r l y t o T M S ' s way. I t is a step f u r t he r t o in tegra te d i f ferent me thods i n t o a 
u n i f y p l a t f o r m such as N L B N so t h a t each m e t h o d can be app l ied t o d i f ferent 
s i tua t ions . 
16 
Chapter 2 
Neural-Logic Belief Network 
(NLBN) 
2.1 Definitions 
A Neural-Logic Belief Network ( N L B N ) [18] is a general be l ie f inference net -
w o r k rev is ion system. I t is an acyc l ica l d i rec ted g raph cons is t ing o f nodes 
and d i rec ted l inks f r o m one node t o another w i t h a neura l -net l ike c o m p u t a -
t i o n mode l . F igu re 2.1 shows an example o f a N L B N . 
There are two types of nodes: input nodes and base nodes. I n p u t nodes 
receive i n p u t bel iefs and propagate t h e m v i a d i rec ted i n p u t l inks t o the rele-
vant base nodes. Each node represents a proposition and has a node value t o 
ind ica te i ts cur rent bel ief state. To mode l incomple te and inconsistent i n p u t 
knowledge, d i f ferent i n p u t nodes are used to represent d i f ferent v iews of the 
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F igu re 2.1: Genera l S t ruc tu re o f a N L B N 
same p ropos i t i on f r o m d i f ferent sources. B u t for base nodes, each propos i -
t i o n is un ique ly represented by one node (on ly e i ther the pos i t i ve v iew or 
negat ive v iew is represented). T h e set of a l l p ropos i t ions o f base nodes, B, 
is cal led the belief base and a belief state S is a co l lec t ion o f a l l p ropos i t i ons 
i n pos i t i ve a n d / o r negat ive f o r m given a bel ie f base B. 
Each node value is an ordered pa i r : {proposition-value, degree-of-belief 
value) and there are three possib i l i t ies for the proposition-value [ t , / ) : 
• (1, 0) means t h a t the p ropos i t i on associated w i t h the node is bel ieved; 
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• (0, 1) t h a t the nega t ion o f the p r o p o s i t i o n is bel ieved; 
• (0, 0) t h a t i t is ne i ther be l ieved nor d isbel ieved. 
T h e degree-of-bel ief values, w r i t t e n as deg [ (The p r o p o s i t i o n o f t he node) ] , 
represent t he be l ie f s t r eng th o f t he p ropos i t i ons concerned. T h i s induces a 
t o t a l a s y m m e t r i c order ( T A O ) on a l l t he degree-of-bel ief values i n a N L B N . 
For example , we m a y have a set o f bel iefs w i t h the f o l l ow ing order : 
0 < weakly < probably < normally < strongly < true 
A base node a hav ing a node value o f ((0, 0) , deg[a]) means t h a t i t is 
uncer ta in . W h e n deg [a ]>0 means t h a t t h i s be l ie f cu r ren t l y has c o n t r a d i c t o r y 
i npu t s o f the same s t reng th as i nd i ca ted by i ts degree-of-bel ief va lue deg[a . 
T h a t is b o t h a G S and ] a G S. A special case is ((0, 0), 0) where the 
degree is the weakest value, t h a t is, a ^S a n d，a ^S. T h i s is the de fau l t 
node value. A base node a have a node value of ((1, 0) , deg[a]) means the 
p ropos i t i on a is bel ieved i n the bel ie f s tate 5 , i.e. a 6 S a n d，a ^S] i f i ts 
node value is ((0, l ) ,deg [a ] ) t h e n，a e S and a tS. Node values o f ( ( l , 0 ) , 0 ) 
and ( ( 0 , l ) , 0 ) do no t have proper semant ic i n t e rp re ta t i on and they are inva l id . 
T h e bel ie f states o f nodes i n a N L B N and the i r cor respond ing node values 
can be in te rp re ted as fol lows: 
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Bel ie f State of node p Node Values 
t ( t rue) ((1,0)，deg> 0) 
f (false) ((0 ,1), d e g > 0) 
u (uncer ta in ) ( (0,0) , deg) 
2.2 Computation Functions 
Each d i rec ted l i n k i n the bel ie f ne twork is associated w i t h an ordered pa i r o f 
l i n k weights (u, v), where u, v G { R e a l N u m b e r s } . Ana logous t o p ropos i t i on -
values, the first we ight u is an exc i t a to ry value and the second weight v is an 
i n h i b i t o r y value. There are three types of l inks: combinative-links are used 
t o cons t ruc t log ica l r e l a t i o n s， i n p u t - l i n k s are used t o p ropagate ex te rna l in -
p u t values f r o m i n p u t nodes t o the i r respect ive base nodes w i t h the same 
p ropos i t i on and rule-links are used t o cons t ruc t I F - T H E N rules. 
Typ ica l l y , pa r t o f the combined input value: the combined input propo-
sition value {to, fo) t o a log ical expression base node o w i t h i npu ts f r o m n 
sub-expressions (o i , 02, . . . , On, where 0 < i < n) v i a n comb ina t i ve l inks is 
shown i n F igure 2.2. 
I n the F igure, each sub-expression has a propos i t ion-va lue of {U, f i ) and 
a l i n k weight o f {u i , Vi) t o 0. T h e node value of 0 is g iven by the fo l l ow ing 
Thresholding Function: 
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F i g u r e 2.2: T h e c o m b i n e d i n p u t va lue o f a log ica l express ion 
f 
( 1 , 0 ) i f NET > 1 
(^o, /o ) = ( 0 , 1 ) iiNET< - 1 
( 0 , 0 ) o the rw ise 
w 
where t he va lue o f NET is g iven by t he f o l l o w i n g Transfer Function : 
N E T = { Y : U E o d - i Z U I o d 
where E。; G E , w h i c h is t he set o f e x c i t a t o r y i n p u t s (i.e. i n p u t s for t he 
p r o p o s i t i o n o): 
‘ 
Eoi = \ fi X Vi\ where fi x Vi < 0, o therw ise 
E = lEo,l > 
Eoi = ti X Ui where ti x Ui > 0， for a l l 0 < i < n) 
— j 
a n d Ioi € I , w h i c h is the set o f i n h i b i t o r y i n p u t s (i.e. i n p u t s aga ins t t he 
p r o p o s i t i o n o)\ 
‘ 
Ioi = I《i X Ui\ where U x Ui < 0，otherwise 
l = yo^ > 
Ioi 二 fi X Vi where fi x Vi > 0, for a l l 0 < i < n) 、 > 
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T h e o t h e r p a r t o f t h e combined input value: t h e input degree-of-belief 
value f o r node o, deg[o], depends o n t h e c o m p u t e d c o m b i n e d i n p u t p r o p o s i -
t i o n va lue: 
• I f ( t o , / o ) = ( 0 , 0 ) t h e n 
deg[o] = max{deg[oi]) fo r a l l 0 < i < n whe re toi — 0 a n d fo% = 0 
max{deg[oj\) r e t u r n s t h e h ighes t degree-o f -be l ie f va lue a c c o r d i n g t o t h e 
T A O fo r t h e bel iefs. 
• I f { t o J o ) = M t h e n 
f 
deg[ok] i f 五。& > 1，deg[ok] > deg[oj\ f o r a l l 0 < i < n, 
Eo|^, Eoi G E a n d i / k, o the rw ise 
^^9[0] = 1 deg[oj] i f m m [ ( E , t i ^ o , ) > 1], deg[oj] > deg[oil K j + 0 
Eoi + 0, 
Eo-, Eoi G E , fo r a l l 0 < i < n where i / j . 
< 
where m m [ ( E j = i E o j ) > 1] is t he m i n i m u m va lue o f t he s u m Y l j = i Eo-
( w i t h a d i s t i n c t va lue o f j ) fo r a l l non-zero E。』that is g rea ter or equa l 
t o 1 ( the t h resho ld ) s u m m e d by descend ing o rder o f t h e c o r r e s p o n d i n g 
deg[oj]^ i n w h i c h deg[oj] > deg[oj+i . 
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• I f {to, fo) = ( 0 ,1 ) t h e n 
, 
deg[ok] i f hk > 1, deg[ok\ > deg[oi] fo r a l l 0 < i < n, 
Io^, hi ^ I and i + k, o therw ise 
^^9[o] = deg[oj] i f m m [ ( E j z z i ^ j ) > ^]^deg[oj] > deg[oi], lo^ + 0, 
/o. / 0, 
I o j , Ioi G I , for a l l 0 < i < n where i + j . 、 
where rn in [ {Y^ j ^^ / o 》 > 1] is def ined i n t he s im i l a r way above. 
I n p u t - l i n k s , and ru le - l i nks are "a l t e rna t i ve " l inks. T h e values p ropaga ted 
by these l i nks are no t comb ined w i t h o ther l inks. T h e y are ins tead con-
sidered as possible alternative input values t o the node concerned and are 
each c o m p u t e d us ing the same c o m p u t a t i o n func t ions for comb ina t i ve - l i nks . 
T h e i n p u t node value received by a base node o (whose node value is {{to, 
fo), deg[o])) f r o m another base node p w i t h a p ropos i t i on -va lue {tp, fp) v i a 
an a l t e rna t i ve - l i nk w i t h l i nk -we igh ts o f {up, Vp) and the l i n k degree-of-bel ief 
value of deg[ l ink] is g iven by: 
f 
(1 ,0 ) i f {tp X Up — fp X Vp) > 1 
( Z o , / o ) = j (0 ,1 ) i f {tp X Up - fp X Vp) < - 1 
(0 ,0 ) o therwise 
k 
y 
deg\p] i f deg[p] < deg[link] and (to, f。) + (0, 0) 




W h e n there are n i n p u t s f r o m n a l t e rna t i ve - l i nks t o a base node o, t he 
ne two rk values f r o m each i n p u t ( ( t j , /¾), d e g [ ^ , 0 < i < n is first com-
p u t e d accord ing t o t he above c o m p u t a t i o n func t ions , t h e n the subsump t i ve 
selection function be low is used t o p ick u p the st rongest i n p u t a m o n g these 
a l te rna t i ves as the c o m p u t e d node value. 
f 
(tk, fk) i f deg[A:]> deg[z], 0 < k < n , k ^ i , for a l l 0 < i < n 
( t j , f j ) i f { t j J j ) = {tk, fk), deg[i]=deg[A;], for some j , k, 0 < j , k < n, 
(to, fo)= < 




deg[k] i f deg[A;] > deg[ i ] , 0 < k < n, k + i , for a l l 0 < i < n 
deg[o]= 
0 otherwise 、 
Examp le : T h e F igu re 2.3 be low shows an example segment o f a N L B N . 
A ((l,0), strongly) 
(^^^^)>>____^_^, 2) D (td, fd), deg[D]) 
B((0,1), weakly) ( V X J i S ^ ^ ^ D ^ 、 ( 0 , 1 ) , probably 
/ ^ 3 , 2 ) X 3 G ( t g , f g , d e g [ G ] ) 
C((0,1), strongly)^X (l,0),strong^) ^ 一 
C ^ f E((l,0),normally)^ ^  
^ - ^ ^^~^Y^ *- Combinative link 
^ ^ — 一 Rule link 
0 < weakly < probably < noramlly < strongly 
F igure 2.3: E x a m p l e 
Node value of D is compu ted us ing the c o m p u t a t i o n f u n c t i o n for combi -
na t i ve l inks as fo l low: 
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E = EA + Ee + Ec = 1 x \ + 0 x | + 0 x | 二 \ 
I = U + h + Ic = 0 X 2 + 1 X 2 + 1 X 2 = 4 
NET = E - I = I - 4 = - 3 | 
There fore , t he p ropos i t i on -va lue o f node D is (0,1). 
Since deg[C] > deg[B], and Ic — 2 > 1, deg[D] = deg[C] = strongly. 
T h e node value of G is c o m p u t e d us ing c o m p u t a t i o n func t i ons for al-
t e rna t i ve l inks. The re are t w o ru le - l inks : one f r o m D and the o ther one 
f r o m E. Node value o f D is ( ( 0 , 1 ) , strongly) and l i n k we igh t is ( ( 0 , 1 ) , 
probably), therefore, the i n p u t node value f r o m D is ( ( 0 , 1 ) , probably) since 
deg[link] < deg[D] and 
{tD X UD — fo X vo) = (0 X 0) — (1 X 1) = - 1 
and i n p u t node value f r o m E is ((1, 0), normally) since deg[E] < deg[link 
and 
{ tE X UE — f E X Vs) 二 (1 X 1) — (0 X 0) = 1 
Us ing the select ion f unc t i on for d i f ferent i npu ts f r o m a l te rna t i ve l inks, 
the st ronger i n p u t node value f r o m E becomes the node value o f G: ((1, 0), 
normally). 
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A l l s t r ong three-va lue log ica l expressions [11] such as A N D (A ) , O R (V ) 
and N O T (~i) i n C o n j u n c t i v e N o r m a l F o r m ( C N F ) can be cons t ruc ted by 
combinative-links [18]. These are the basic log ica l connect ives for a N L B N 
a n d a l l log ica l re la t ions are expressed i n C N F . For example , a 2 - i n p u t O R 
a V b is represented as shown i n F igu re 2.4 wh i l e a 2 - i n p u t A N D a 八 b is 
represented as shown i n F igu re 2.5. 
a C X ^ 2 , l ^ ^ a v b 
u O _ _ ^ ^ — " U 
"^^"^^(2 , 1/2) 
F igu re 2.4: O R re la t i on represented i n a N L B N 
a C X ^ 1 ^ 2 ^ aAb 
h f V ^ ^ ^ ^ O 
" ^ " ^ ^ ^ a / 2 , 2 ) 
F igu re 2.5: A N D re la t i on represented i n a N L B N 
O the r t h a n log ica l re la t ions, non-classical log ica l re la t ions ( re la t ions t h a t 
m a y give rise t o nonmono ton i c character is t ics) such as the defeasible I F -
T H E N rules represented by ru le l inks can also be cons t ruc ted i n N L B N . 
T h i s I F - T H E N ru le is semant ica l ly weaker t h a n cond i t iona ls expressed by 
m a t e r i a l imp l i ca t i ons (~>). A ru le " I F a T H E N b ( ce r ta in ty o f the rule)，，， 
w r i t t e n as a n^ b {deg[a h-> 6]), means i f we believe a, t hen we can der ive b 
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w i t h respect t o the ru le degree-of-bel ief value. T h e re la t i on o f I F - T H E N ru le 
is represented i n N L B N shown i n F ig . 2.6. 
a ( l , 0 ) d e g [ a h ^ b ] b a t f U Q ^  
b t u u 
F igure 2.6: I F - T H E N ru le i n a N L B N 
N L B N uses an Is_Not_Believed re la t ion to m a p any given base node 
i n to two-va lued modes [16]. For any given base node a, we in t roduce a new 
base node ' Is_Not_Bel ieved a' i n to N L B N . T h e character is t ic of th i s re la t ion 
is g iven i n F i g 2.7. 
Proposition value Node values of 
TRUE 
((l,0),true) of a Is_Not_Believed a 
〔 ） (1,0) Is_Not_BeIieved a 
丫~~~~ " " • • • •~~~~~^^r==0 (1,0) ((0,l),deg[a]) 
( ^ ^ ^ ^ ' T i j r ' ^ ^ ^ (0,0) ((l,0),true) 
(0,1) ((l,0), true) 
F igure 2.7: Is_Not_Bel ieved re la t ion 
There is a set of six Network Update Operators for the bel ief ne twork [18]: 
Add, Update, Remove, Forget, Not-Conclude and Revise. The operators Add 
and Update are used to inc lude new beliefs in to or update ex is t ing beliefs 
of a bel ief state. Remove and Forget are used to expel ex is t ing beliefs, and 
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Not-Conclude is used t o t e m p o r a r i l y suppress a be l ie f t o a p r o p o s i t i o n - v a l u e 
o f (0，0). T h e o the r ope ra to r Revise is fo r m a k i n g rev is ion t o t he be l ie f s ta te 




I n t h i s chap te r , we def ine a new k i n d o f consis tency, w h i c h is weaker t h a n 
c lassical 3 -va lued logics ca l led, W - C o n s i s t e n c y . W e a d o p t e d t h e f o l l o w i n g 
p r i nc ip les fo r t h e W-Consistency Reasoning Process [20] i n N L B N : 
1. M i n i m a l change t o e x i s t i n g b e l i e f s一T h i s w i l l ensure t h a t unde r t h e 
c o n d i t i o n s o f t h e reason ing process, t he least poss ib le n u m b e r o f bel iefs 
are a f fec ted w h e n reso l v ing inconsis tencies. 
2. Suppress ion o f b e l i e f s一T h e weakest incons is ten t bel iefs a f fec ted i n con-
s is tency reason ing are suppressed by t h e i r s t rongest c o u n t e r p a r t s a n d 
t h e y r e m a i n as bel iefs r a t h e r t h a n b e i n g expe l led f r o m t h e bel iefs. 
U n d e r t he de f i n i t i ons descr ibed i n t he f o l l o w i n g subsect ions a n d t h e above 
t w o p r inc ip les , t he m a i n W-Consistency Reasoning Process is f o r m a l i z e d us-
i n g t he t w o sub-processes: Consistency Check (Sect ion 3.3) a n d Consistency 
Maintenance (Sect ion 3.4). 
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3.1 W-Consistency 
Before we i n t r oduce W-Cons is tency , we have t o def ine some te rm ino log ies 
w h i c h w i l l be used la te r . G i ven a log ica l expression base node 少 w i t h n 
sub-expressions, any o f i t s sub-expressions a^ ( 0 < i < n) w i t h a p ropos i t i on -
value ( t i , f i ) and a l i n k we igh t o f (Ui, Vi) has an i n p u t f r o m a i t o 屯，(x, y) 
= { U X Ui, fi X Vi). T h i s i n p u t is a c o n t r i b u t i n g agreeing i n p u t where 
X > 0 or y < 0 i f t he p ropos i t i on -va lue o f 少 is (1,0); or , 
X < 0 or y > 0 i f t he p ropos i t i on -va lue o f 少 is (0,1). 
T h i s i n p u t is a c o n t r i b u t i n g d isagreeing i n p u t where 
X < 0 or y > 0 i f t he p ropos i t i on -va lue o f 屯 is (1,0); or , 
X > 0 or y < 0 i f t he p ropos i t i on -va lue o f 少 is (0,1). 
T h i s i n p u t is an in f luenc ing i n p u t where 
X + 0 or y + 0 when the p ropos i t ion -va lue o f ^ is (0,0). 
A sub-expression agrees w i t h a log ica l expression i f and on l y i f i t is a 
c o n t r i b u t i n g agreeing i n p u t t o the p ropos i t ion-va lue o f the log ica l expres-
sion. I t disagrees w i t h a log ica l expression i f and on l y i f i t is a c o n t r i b u t i n g 
disagreeing i n p u t t o the propos i t ion-va lue of the log ica l expression. Disagree-
i ng sub-expressions are d i v i ded i n to strongly disagreeing sub-expressions and 
weakly disagreeing sub-expressions. S t rong ly disagreeing sub-expressions are 
those w i t h degree-of-bel ief value greater t h a n t h a t o f the log ica l expression 
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wh i l e weak l y d isagreeing sub-expressions are smal le r t h a n or equa l t o t he 
log ica l expression. I t is a interfering sub-expression i f a n d o n l y i f i t is a 
i n f l uenc ing i n p u t t o t he p ropos i t i on -va lue o f t he log ica l expression. 
A set o f sub-expressions is said t o be non-interfering w i t h i t s log ica l 
expression i f and o n l y i f b o t h the comb ined i n p u t p r o p o s i t i o n value o f t h i s 
set and the p ropos i t i on -va lue o f the log ica l expression are (0,0): 
The proposit ion-value of The combined input proposi t ion 
the logical expression value f rom its sub-expressions 
m (0,0) 
A log ica l expression is said t o be supported by a set o f i t s sub-expressions 
i f and on l y i f t he c o m p u t e d comb ined i n p u t p r o p o s i t i o n value f r o m these sub-
expressions is no t (0,0) and i t has the same p ropos i t i on -va lue as the log ica l 
expression as shown below: 
T h e p ropos i t ion -va lue of T h e comb ined i n p u t p ropos i t i on 
the log ica l expression value f r o m i ts sub-expressions 
(1,0) (1,0) 
m m  
Otherwise , i t is a set of non -suppo r t i ng sub-expressions. For example, 
a V b ( ( l , 0 ) , deg[a V b]) is suppor ted by a ((1,0)，deg[a]), or b ( ( l , 0 ) , deg[6]). 
a A 6 ( ( l , 0 ) , d e g [ a A 6 ] ) is suppor ted by a ((1,0)，deg[a]) and b ( ( l , 0 ) , deg[6]). 
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A log ica l expression is opposed by a set o f i t s sub-expressions i f a n d o n l y i f 
t he comb ined i n p u t p r o p o s i t i o n va lue o f the set o f sub-expressions is ne i the r 
(0,0) no r s u p p o r t i n g the log ica l expression: 
T h e p ropos i t i on -va lue o f T h e comb ined i n p u t p r o p o s i t i o n va lue 





For example , the be l ie f a V b ( ( l , 0 ) , deg[a V b]) is opposed by a ( (0 ,1) , 
deg[a]) and b ( (0,1) , deg[6]). 
Definition W-Consistency A logical expression is W-Consistent i f and 
on l y i f 
1. the p ropos i t i on value o f the log ica l expression is suppo r ted by the com-
b ined i n p u t p ropos i t i on value, or 
2. there are no weak ly disagreeing sub-expressions and no in te r fe r ing sub-
expressions for the log ica l expression. 
A n y inconsistency is resolved by suppressing a l l o f the weak ly disagree-
i ng sub-expressions and in f luenc ing sub-expressions t o a p ropos i t ion -va lue of 
(0,0) so t h a t i t is W-cons is ten t . 
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3.2 Logical Suppression 
Suppressions come n a t u r a l l y w i t h t he c o m p u t a t i o n func t i ons o f Neu ra l - Log i c 
Be l ie f Ne tworks . A n y p r o p o s i t i o n associated w i t h a node i n a be l ie f n e t w o r k 
can receive c o n t r a d i c t o r y i n p u t s f r o m d i f fe rent sources. D u e t o t he compe t -
i t i ve and co-opera t ive na tu re o f t he c o m p u t a t i o n m o d e l emp loyed (Chap te r 
2), on l y t he st rongest or un-opposed i n p u t s are selected a t each base node 
loca l l y t o represent t he i r cu r ren t bel iefs i n the be l ie f s tate. A l t h o u g h the 
weaker incons is tent i n p u t s r e m a i n i n the bel iefs, t hey are j u s t t e m p o r a r i l y 
suppressed by the i r s t ronger counterpar ts . For example , i f there are 2 con t ra -
d i c t o r y i n p u t s ( ( l , 0 ) , strongly) and ( ( 0 , 1 ) , weakly) for a be l ie f a, the be l ie f 
s tate o f a is the s t ronger i n p u t (1 ,0 ) . T h e weaker i n p u t (0 ,1 ) is suppressed. 
I n consistency reasoning, a s im i l a r m i n i m a l change p r i nc ip le is adop ted where 
weaker inconsis tent bel iefs are suppressed ra the r t h a n expel led f r o m the be-
liefs. 
As the final bel ie f of a log ica l expression (wh ich m a y receive b o t h d i rec t 
i npu t s and a comb ined i n p u t f r o m i ts sub-expressions) i n the be l ie f s tate 
is hand led by the c o m p u t a t i o n func t ions o f bel ie f networks local ly , the on l y 
poss ib i l i t y where inconsistency can occur is when the i n p u t value f r o m a sub-
expression is inconsistent and weaker t h a n or equal t o the log ica l expression, 
and the cur ren t node value of the log ica l expression is der ived f r o m other 
st ronger d i rec t i npu t ( s ) . Thus , t o m a i n t a i n consistency, suppressions are re-
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qu i red f r o m the log ica l expressions t o t he i r incons is tent sub-expressions, a n d 
t h e y are ca l led Logical Suppressions [19]. A log ica l suppression f r o m a log ica l 
expression m a k i n g a sub-expression t o a p ropos i t i on -va lue o f e i ther (1,0) or 
(0,1) w i l l t u r n i t i n t o an s u p p o r t i n g i n p u t t o the log ica l expression. T h i s 
is ca l led the Supporting Logical Suppression. A log ica l suppression f r o m a 
log ica l expression m a k i n g a sub-expression t o a p ropos i t i on -va lue o f (0,0) is 
ca l led a Non-Supporting Logical Suppression. T h i s is car r ied o u t by i n t r o d u c -
i n g an oppos i te i n p u t , i.e. (1,0) for (0,1) or (0,1) for (1,0) t o the incons is tent 
be l ie f w i t h the same degree-of-bel ief value o f t h a t incons is tent bel ief . T h i s is 
the on l y f o r m of log ica l expression requ i red t o m a i n t a i n W-cons is tency and 
on l y one suppression per sub-expression is permiss ib le . 
G i ven a log ica l expression 少 and i f i ts sub-expression a ( w i t h a p ropos i t i on -
value o f e i ther (1,0) or (0,1)) is log ica l l y suppressed by a n o n - s u p p o r t i n g sup-
pression t o P ( w i t h a p ropos i t ion -va lue o f (0,0)) and a degree-of-bel ief value 
of deg[a] , where a and |3 are the same p ropos i t i on w i t h d i f ferent p ropos i t i on 
values (e.g. a and ~ia)，is denoted as: 
a ^ {f3, deg[a] ) 
Since on l y one suppression per sub-expression is a l lowed for each log ica l 
expression, the m a x i m u m number of log ica l suppressions t h a t can be imposed 
f r o m a log ica l expression is equal t o the number o f i ts sub-expressions. W h e n 
a l l possible log ica l suppressions have been imposed and no more suppression 
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is possible because others are s t rong l y d isagreeing sub-expressions, i t is say t o 
be exhaustively suppressed. A special case is w h e n a l l t he sub-expressions o f 
a log ica l expression are log ica l l y suppressed, i t is sa id t o have full suppression 
or i t is fully suppressed. A f u l l y suppressed be l ie f is W-cons is ten t . I f a be l ie f is 
removed f r o m the be l ie f ne twork , a l l i t s log ica l suppressions are also removed. 
3.3 Consistency Check 
Consistency Check is a checking process t o find o u t incons is tent log ica l ex-
pression(&) i n the be l ie f state. For each log ica l expression concerned, a con-
sistency check t o i t also extends t o a l l i t s log ica l expressions t h a t are re-
lated t o each o f the sub-expressions. T h i s inc ludes a l l log ica l expressions 
f o rmed i n - p a r t by the sub-expression or i ts negat ions w h i c h can be t racked 
v i a the comb ina t i on - l i nks f r o m the sub-expression. For example , g iven a sub-
expression a, i ts re la ted log ica l re la t ions are any log ica l re la t ions con ta in i ng 
a o r，a (e.g. a V b, ( ^ a V c )八 d, etc.) . 
3.4 Consistency Maintenance 
Consistency Maintenance is a set of procedures for m a i n t a i n i n g consistency 
of bel ie f states. These procedures do no t make any changes t o the beliefs 
i f the be l ie f s tate is consistent. W h e n a log ica l expression is f ound t o be 
inconsistent , th i s set of procedures forces changes t o make the bel ie f s tate 
35 
Case a b a V b Remarks 
1 (1,0) (1,0) (1,0) * * : W-consistent ( logical ly consistent). 
2 (1,0) (0,0) (1,0) * t： may be W-inconsistent—suppress a l l 
3 (1,0) (0,1) (1,0) * weakly disagreeing sub-expression(s) to 
4 (0,0) (1,0) (1,0) * (0,0). 
5 (0,0) (0,0) (1,0) * §: W-inconsistent—suppress a l l weakly 
6 (0,0) (0,1) (1,0) t disagreeing and in ter fer ing sub-express-
7 (0,1) (1,0) (1,0) * ion(s) to (0,0). 
8 (0,1) (0,0) (1,0) t # : not appl icable. 
9 (0,1) (0,1) (1,0) § 
10 (1,0) (1,0) (0,0) § 
11 (1,0) (0,0) (0,0) § 
12 (1,0) (0,1) (0,0) § 
13 (0,0) (1,0) (0,0) § 
14 (0,0) (0,0) (0,0) * 
15 (0,0) (0,1) (0,0) t 
16 (0,1) (1,0) (0,0) § 
17 (0,1) (0,0) (0,0) t 
18 (0,1) (0,1) (0,0) § 
19 (1,0) (1,0) (0,1)替 
20 (1,0) (0,0) (0,1) # 
21 (1,0) (0,1) (0,1) # 
22 (0,0) (1,0) (0,1) # 
23 (0,0) (0,0) (0,1) # 
24 (0,0) (0,1) (0,1) # 
25 (0,1) (1,0) (0,1) # 
26 (0,1) (0,0) (0,1) # 
27 II (0,1) (0,1) b， l i * 
Tab le 3.1: A l l possib le case fo r a t w o i n p u t O R r e l a t i o n a V b 
consis tent by i n t r o d u c i n g a p p r o p r i a t e log ica l suppress ion(s) . 
A s N L B N o n l y accepts log ica l expressions i n con junc t i ve n o r m a l f o r m , 
o n l y log ica l expressions f o r m e d by the t w o basic log ica l connect ives A N D 
(八)and O R (V) ( together w i t h N O T (">))need t o be e x a m i n e d i n cons is tency 
ma in tenance . T o beg in , le t us l ook at a t w o - i n p u t d i s j unc t i ve expression aVb 
t o i l l u s t r a t e how consistency ma in tenance is ca r r ied o u t for W-cons i s tency t o 
a l l t he possible s i tua t ions . Tab le 3.1 shows the exhaust ive l i s t o f p e r m u t a t i o n s 
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for the propos i t ion-va lue for a, b and aVb w i t h the remarks c o l u m n i n d i c a t i n g 
the m a i n consistency maintenance procedures i f i t is inconsis tent . Those 
cases marked w i t h # ind ica te t h a t they are no t the possible outcomes for 
N L B N . Consistency maintenance for a pure d is junc t i ve log ica l expression 
(not necessari ly res t r ic ted t o a two i n p u t d i s junc t ion ) are car r ied ou t under 
the fo l l ow ing general categories cor responding t o the cases i n Tab le 3.1. 
1. W h e n the combined p ropos i t i on value of the set o f sub-expressions 
suppor ts the logical expression, i t is W-cons is tent . (Cases 1 t o 4, 7 and 
27) 
2. W h e n a l l o f the proposi t ion-values of the sub-expressions are (0,0)，it 
is W-cons is tent because there is no weakly disagreeing sub-expressions 
and no in f luenc ing sub-expressions. (Case 5 and 14) 
3. W h e n a d i s junc t ion is bel ieved and the negat ions o f a l l i ts d is juncts are 
also bel ieved, i t is W- incons is ten t as the combined i n p u t p ropos i t i on 
value of (0,1) opposes the d is junc t ion . To m a i n t a i n W-consistency, a l l 
weakly disagreeing and in f luenc ing sub-expressions must be suppressed 
to (0,0) by a non-suppor t ing logical suppression. Consistency check is 
carr ied out on the affected beliefs. (Case 9) 
4. W h e n the combined propos i t ion value of the set of sub-expressions does 
not suppor t the logical expression, and there are weakly disagreeing 
sub-expressions or in f luencing sub-expressions, i t is W- incons is tent . To 
m a i n t a i n consistency, a l l of the weakly disagreeing sub-expressions and 
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i n f l uenc ing sub-expressions are suppressed t o (0,0). (Case 6，8, 11-13, 
15-18) 
5. W h e n the nega t ion o f a d i s junc t i ve expression is i n t r o d u c e d i n t o t he 
be l ie f s ta te, the nega t ion o f each o f i t s d i s junc ts are also be l ieved a t t he 
same degree-of-bel ief va lue as the d i s j unc t i on . For example , ~> (aV6Vc) 
is equ iva lent t o ~>a 八 ~>b A ~ic. Therefore , f r o m N L B N ' s c o m p u t a t i o n , 
for t he nega t ion o f the d i s j u n c t i o n t o be bel ieved, the nega t ion o f a l l i t s 
d i s junc ts mus t also be bel ieved. T h i s makes a l l o ther comb ina t i ons i m -
possible and they need no t be considered for consistency ma in tenance. 
(Cases 19 t o 26) 
T h e above can be ex tended t o covered a l l possible consistency ma in te -
nance s i tua t ions for a d i s junc t i ve expression. 
Since the connect ive A N D is log ica l l y s y m m e t r i c a l t o O R i n N L B N , con-
sistency ma in tenance for con junc t i ve expressions can be car r ied ou t i n the 
same ways. Tab le 3.2 shows the exhaust ive l is t o f p e r m u t a t i o n s for the 
p ropos i t ion-va lue for a, b and a A b. 
Consistency main tenance for a pure con junc t i ve log ica l expression (no t 
necessari ly res t r i c ted t o a two i n p u t con junc t ion ) are car r ied ou t under the 
fo l l ow ing general categories cor respond ing t o the cases i n Tab le 3.2. 
1. W h e n the combined p ropos i t i on value o f the set o f sub-expressions 
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Case a b a A b Remarks 
1 (0,1) (0,1) (0,1) * * : W-consistent (logically consistent). 
2 (0,1) (0,0) (0,1) * t： may be W-inconsistent—suppress a l l 
3 (0,1) (1,0) (0,1) * weakly disagreeing sub-expression(s) to 
4 (0,0) (0,1) (0,1) * (0,0). 
5 (0,0) (0,0) (0,1) * §: W-inconsistent—suppress a l l weakly 
6 (0,0) (1,0) (0,1) t disagreeing and interfer ing sub-express-
7 (1,0) (0,1) (0,1) * ion(s) to (0,0). 
8 (1,0) (0,0) (0,1) t # : not applicable. 
9 (1,0) (1,0) (0,1) § 
10 (0,1) (0,1) (0,0) § 
11 (0,1) (0,0) (0,0) § 
12 (0,1) (1,0) (0,0) § 
13 (0,0) (0,1) (0,0) § 
14 (0,0) (0,0) (0,0) * 
15 (0,0) (1,0) (0,0) t 
16 (1,0) (0,1) (0,0) § 
17 (1,0) (0,0) (0,0) t 
18 (1,0) (1,0) (0,0) § 
19 (0,1) (0,1) (1,0) # 
20 (1,1) (0,0) (1,0) # 
21 (0,1) (1,0) (1,0) # 
22 (0,0) (0,1) (1,0) # 
23 (0,0) (0,0) (1,0) # 
24 (0,0) (1,1) (1,0) # 
25 (1,0) (0,1) (1,0) # 
26 (1,0) (0,0) (1,0) # 
27 II (1,0) (1,0) (1,0) * 
Tab le 3.2: A l l possible case for a two i n p u t A N D re la t i on a 八 b 
suppor ts the log ica l expression, i t is W-cons is ten t . (Cases 1 t o 4, 7 and 
27) 
2. W h e n a l l o f the propos i t ion-va lues o f the sub-expressions are (0,0), i t 
is W-cons is ten t because there is no weak ly disagreeing sub-expressions 
and no in f luenc ing sub-expressions. (Case 5 and 14) 
3. W h e n the negat ion o f a con junc t i on is bel ieved and i ts con junc ts are 
also bel ieved, i t is W- incons is ten t as the combined i n p u t p ropos i t i on 
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value o f (1,0) opposes the con junc t i on . T o m a i n t a i n W-cons is tency , a l l 
weak l y d isagreeing and in f l uenc ing sub-expressions mus t be suppressed 
t o (0,0) by a n o n - s u p p o r t i n g log ica l suppression. Cons is tency check is 
ca r r ied o u t on the af fected bel iefs. (Case 9) 
4. W h e n the comb ined p r o p o s i t i o n value o f the set o f sub-expressions does 
no t s u p p o r t the log ica l expression, and there are weak ly d isagreeing 
sub-expressions or i n f l uenc ing sub-expressions, i t is W- incons i s ten t . T o 
m a i n t a i n consistency, a l l o f t he weak ly d isagreeing sub-expressions a n d 
in f l uenc ing sub-expressions are suppressed t o (0,0). (Case 6, 8, 11-13, 
15-18) 
5. W h e n a con junc t i ve expression is i n t r oduced i n t o the be l ie f s tate, each 
o f i t s con junc ts are also bel ieved at the same degree-of-bel ief va lue as 
the con junc t i on . Therefore, f r o m N L B N ' s c o m p u t a t i o n , for the con-
j u n c t i o n t o be bel ieved, a l l i ts con junc ts mus t also be bel ieved. T h i s 
makes a l l o ther comb ina t ions imposs ib le and they need no t be consid-
ered for consistency main tenance. (Cases 19 t o 26) 
As N L B N on ly accepts log ica l expression i n C N F and on l y three layers o f 
base nodes ( the first layer conta ins a l l l i tera ls , the second layer conta ins a l l 
d i s junc t ions and the t h i r d layer conta ins a l l con junc t ions) and two layers o f 
comb ina t i ve - l i nks (OR- l i nks and A N D - l i n k s ) are necessary for represent ing 
a l l log ica l expressions. 
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3.5 The W-Consistency Reasoning Process 
T h e goals o f t he Consistency Reasoning Process are t o reason a b o u t i n -
consistencies i n be l ie f states, t o resolve inconsistencies by m a k i n g m i n i m u m 
ad jus tmen ts t o bel iefs ( v ia log ica l suppression(s) t o t he weakest re levant be-
l ie f (s ) ) , a n d t o prevent unnecessary suppressions o f bel iefs. I t is ca r r ied o u t 
whenever there is a be l ie f change on the be l ie f state. T h i s reasoning process 
is a h igher level p rocedure consists o f t w o sub-processes: consistency check 
and consistency main tenance. G i ven an i n i t i a l be l ie f s tate, i t s ta r ts w i t h a 
consistency check t o de te rm ine w h i c h are the incons is tent bel iefs. Inconsis-
ten t bel iefs t h e n go t h r o u g h consistency ma in tenance process. A f t e r t h a t i t 
re tu rns consistency check and i t t hen loops u n t i l t he be l ie f s ta te is consistent , 
or a l l incons is tent bel iefs are exhaust ive ly suppressed. 
G i ven t h a t a N L B N is a representa t ion o f a finite set o f bel iefs and the con-
sistency reasoning process is b u i l t on a procedure t h a t more and more log ica l 
suppressions are i n t r oduced f r o m the log ica l expressions t o i ts sub-expressions 
u n t i l i t is consistent, when consistency reasoning progressed, more and more 
beliefs w i l l be suppressed t o an uncer ta in state. As the number o f log ica l 
suppressions wh i ch can be car r ied ou t by each log ica l expression is l i m i t e d 
by the number of sub-expressions i n t hem, there w i l l be a t i m e when no more 
suppression is possible, t hen W-Consistency reasoning process will ter-
minate finitely and since exhaustively suppressed beliefs are con-
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sistent, it will yield a unique consistent belief state. D e t a i l e d p r o o f 
is g iven i n t he nex t sect ion. 
3.6 Proof of Consistency Reasoning Process 
Terminates Finitely and Consistent 
I n t h i s sect ion, we give a p r o o f w h i c h show t h a t t he consistency reasoning 
process t e rm ina tes f i n i t e l y and a lways resu l t i ng i n a consistent be l ie f s tate, 
we need the f o l l ow ing de f in i t ions and lemmas. 
Definition 1 (W-counter Suppression) A log ica l suppression f r o m a 
log ica l expression 屯 , a ~ ^ ( j 3 , deg[o;]), is W - c o u n t e r suppressed w h e n i t 
has been suppressed by another s t ronger log ica l suppression, w i t h degree-of-
be l ie f value greater t h a n ^^, t o a be l ie f inconsis tent w i t h 屯 . T h a t is, there 
exists a t least ano ther log ica l suppression a ~ ^ (7, deg[7]) where 7 + j3, 
d e g [ 7 ] > d e g [ ^ ] and 7 is inconsis tent w i t h 少. 
L e m m a 2 A f u l l y suppressed log ica l expression is consistent. 
Proof: A f u l l y suppressed log ica l expression means t h a t a l l i ts sub-expressions 
are suppressed t o a con t rad i c to ry state as on ly n o n - s u p p o r t i n g log ica l sup-
pressions are used. For a f u l l y suppressed logical expression 少 w i t h n sub-
expression, i f there are less t h a n or equal t o n — 1 numbers o f W - c o u n t e r 
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suppressions b lock ing the effects of the n o n - s u p p o r t i n g log ica l suppressions 
f r o m ^ , t he last n o n - s u p p o r t i n g log ica l suppression s t i l l makes 屯 consistent 
because there are s t i l l no weak ly d isagreeing or in f luenc ing sub-expressions. 
O n the o ther hand , i f a f ter f u l l suppressions, a l l o f t h e m are W - c o u n t e r 
suppressed by o ther s t ronger disagreeing beliefs, the nega t ion o f 少 w i l l be 
bel ieved i n the bel ie f state. I t is also consistent. 
• 
L e m m a 3 A n exhaust ive ly suppressed log ica l expression is consistent. 
Proof: I f a log ica l expression 屯 w i t h n sub-expressions is f u l l y suppressed, 
f r o m L e m m a 2，it is c o n s i s t e n t .屯 is no t be ing f u l l y suppressed when i t has 
k log ica l suppressions {k < n ) and n — k sub-expressions are no t log ica l l y 
suppressed by 屯.F o r W-cons is tency reasoning, when af ter exhaust ive ly sup-
pressing the weaker relevant oppos ing or in f luenc ing k sub-expressions f r o m 
少，all o f t h e m are W - c o u n t e r suppressed by o ther stronger beliefs t o some 
oppos ing beliefs stronger t h a n 少 and no more suppression is possible, th i s 
means t h a t a l l sub-expressions of ^ are oppos ing i t and have h igher degree-
of-bel ief values t h a n 少 . I n th is case, the negat ion of 少 w i l l be bel ieved and 
i t is log ica l ly consistent. 
• 
L e m m a 4 T h e m a x i m u m number of logical suppressions can be imposed 
on a bel ief state is the sum of a l l the number of sub-expressions i n each logical 
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expression. 
P r o o f : F i r s t , t he m a x i m u m l i m i t o f l og ica l suppressions can be i m p o s e d 
by each l og i ca l expression equals t o t he n u m b e r o f i t s sub-expressions. I f 
m a x i m u m log ica l suppress ion is imposed for a l l l og ica l expressions i n a be l ie f 
s ta te ( f u l l suppression)， then t he t o t a l n u m b e r o f log ica l suppressions is t he 
s u m o f t he n u m b e r o f sub-expressions f r o m a l l log ica l expressions. 
• 
Lemma 5 T h e W-cons i s tency reasoning process t e r m i n a t e s a t a consis-
t en t be l ie f s tate. 
Proof: F r o m the procedures o f consis tency reason ing process, there cou ld 
be t w o modes o f t e r m i n a t i o n : 
1. I t t e rm ina tes no rma l l y . T h a t is, i t t e rm ina tes w h e n there is no more 
incons is tent bel iefs i n t he be l ie f s tate. 
2. I t t e rm ina tes w h e n incons is tent bel iefs are exhaus t i ve ly suppressed. 
Fo l l ow ing f r o m L e m m a 3 t h a t exhaus t i ve ly suppressed bel iefs are con-
sistent , the be l ie f s ta te t h a t consists o f consistent bel iefs a n d the ex-
haus t i ve ly suppressed bel iefs are consistent . 
• 
Theorem 6 (Termination of consistency reasoning process) A 
consistency reasoning process te rm ina tes finitely i n a consistent be l ie f s tate. 
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Proof: F r o m the basic de f i n i t i on , a Neu ra l -Log i c Be l ie f N e t w o r k is a 
representa t ion o f a finite set o f bel iefs and f r o m L e m m a 4, t he consis tency 
reaon ing process t e rm ina tes finitely w i t h finite t o t a l n u m b e r o f possible sup-
pressions. F o l l o w i n g f r o m th i s and L e m m a 5, a consistency reason ing process 






XHOPES is a g raph ica l user in ter face o f a general knowledge-based exper t 
system shel l w h i c h a ims t o p rov ide a user - f r iend ly env i ronmen t for the users 
t o m a n i p u l a t e and access knowledge cons t ruc ted i n N L B N language. 
I n N L B N language, knowledge is cons t ruc ted i n te rms o f a g raph , w i t h 
nodes and l inks as basic elements. T h e g raph ica l in ter face accepts the g raph 
representat ion of the knowledge i n N L B N language f o r m a t and e l im ina tes 
the need for the users (knowledge engineers) t o t r a n s f o r m the knowledge 
i n t o s ta tements , thus improves accuracy and reduces t ime . A lso, queries t o 
the system is made v is ib le t h r o u g h the g raph ica l inter face, and the users can 
have a be t te r unders tand ing of the operat ions of the system. One o f the 
snapshot o f X H O P E S interface is shown i n F igure 4.1. 
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F igu re 4.1: A snapshot o f X H O P E S 
As m a n y convent iona l knowledge systems employed t e x t mode c o m m u n i -
ca t i on as interfaces, i t is also desired t o p rov ide a t e x t in ter face t o p r o m o t e 
c o m p a t i b i l i t y for users of o ther systems. I n add i t i on , the t e x t in ter face can 
act as a ve r i f i ca t ion channel for the g raph ica l in ter face and d isp lay the se-
man t i cs t h a t the g raph ica l in ter face represents. 
W e use C + 4 - t o b u i l d the inference engine and inter face o f X H O P E S is 
m a i n l y imp lemen ted by O S F / M O T I F Release 1.2, wh i ch is r u n under the 
S U N X - w i n d o w system. I t is developed i n two phases. I n the f i rs t phase, 
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t he basic inference engine ( w i t h o u t consistency reasoning) a n d the g raph i ca l 
in ter face is b u i l t . I n t he second phase, we i nco rpo ra te t he consis tency rea-
son ing i r i to t he sys tem so t h a t i t can resolve inconsistencies i n t he knowledge 
base a n d enhances t he in ter face so t h a t users can use i t mo re ef f ic ient ly . 
For basic s t r uc tu re o f inference engine on u p d a t e opera t ions and how the 
sys tem in te rac ts w i t h t he users, refer t o t he r epo r t o f the first phase [2]. I n 
t h i s C h a p t e r , we m a i n l y focus on new features a b o u t consistency reasoning 
added i n t he second phase and see how the consistency reasoning process is 
i m p l e m e n t e d i n t he system. 
4.2 New Features in Phase Two 
4.2.1 Consistency Reasoning Function 
I n phase two , we m a i n l y i n t roduce the consistency reasoning process i n t o the 
system. T h e consistencies we added i n are G-Consis tency, W-Cons i s tency 
and S-Consistency [17] (wh ich is a st ronger vers ion of consistency t h a n b o t h 
G - and W-Cons is tency ) . There are two ways we can assign the consistency 
t ype t o each node i n X H O P E S . F i r s t , we can assign a pa r t i cu l a r consistency 
g loba l l y t o a l l nodes. Second, we can assign a consistency t o a specific node 
w h i c h m a y use a d i f ferent consistency t ype f r o m other nodes. 
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I n t he f i rs t way, we can choose the "Cons is tency M e t h o d " o f m e n u bar 
and " D e f a u l t Consis tency M e t h o d " and t hen assign one consistency t ype t o 
a l l nodes before any nodes are def ined as shown i n F igu re 4.2. A f t e r specif ied, 
a l l nodes generated w i l l have t h a t consistency t ype as de fau l t . 
^^^^^mMm&^^^m 
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F igu re 4.2: Choose De fau l t Consistency T y p e 
T h e second way is used when a d i f ferent consistency t ype is app l ied t o a 
pa r t i cu la r node. T h e m e t h o d is us ing the pop -up menu for t h a t node, choose 
"Consis tency Reasoning ..." and then p ick up a consistency t ype as shown 
i n F igure 4.3. 
4.2.2 Knowledge File 
T h e knowledge file is used t o capture and store knowledge (or facts) o f the 
real w o r l d as the knowledge base of X H O P E S . A n y nodes and l inks i n the 
graph ica l w indow w i l l be t rans la ted in to knowledge file for storage so t h a t 
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F igure 4.3: Choose Pa r t i cu la r Consistency T y p e for a Node 
X H O P E S can retr ieve any knowledge at any t ime . T h e knowledge file shou ld 
be i n a f o r m a t t h a t can be unders tood by h u m a n and in te rp re ted by the 
parser o f the X H O P E S . T h e file shou ld also a l low ed i t i ng t h r o u g h o rd i na ry 
t ex t ed i tors as the knowledge base is l i ke ly t o have fu tu re mod i f i ca t ions . 
F igure 4.4 is a s imple knowledge file w r i t t e n for X H O P E S . I t describes 
the knowledge re la ted i n the de te rminan t factors i n the j o b h u n t i n g process. 
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begin{ 
define degree := 
definitely(l.00)>strongly(0.79)>mostly(0.56)>normally(0.27)> 
probably(0.24); 
define good_job ：= "can find a good job"; 
define good_conun ：= "good communication skills“; 
define good_spoken := "good oral communication"; 
define good_result := "good result in honours"; 
define good—written ：= "good written skills"； 
rule: 
it's normally believed that if good_written and good_spoken 
then good_comm; 
it;s strongly believed that if good_comm then good_job; 
it;s strongly believed that if good_result then good_job; 
end; 
belief： 
it's normally believed that not (good—spoken); 
it's strongly believed that good—written; 
end； 
} 
F igu re 4.4: Sample knowledge file 
T h e knowledge file is d i v i d e d i n t o four m a i n par ts . T h e users w i l l find 
the degree p a r t a t the top . T h i s is because the degrees def ined here w i l l be 
used la ter i n the rule p a r t and belief pa r t . T h e degrees are used t o compare 
the re la t ive m a g n i t u d e o f rules and beliefs i n the aforesaid par ts respect ively. 
T h e nex t p a r t is the variable pa r t . A l l the p ropos i t ions t h a t w i l l be used 
i n the knowledge file mus t be def ined i n th i s pa r t . I t enhances the wo rk o f t h e 
parser o f X H O P E S by enforc ing the users to give labels t o the propos i t ions . 
For example, good-written is a labe l for the p ropos i t i on "good w r i t t e n sk i l ls" 
t h a t can be f ound i n the above example knowledge fi le. 
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T h e rule p a r t is used for c a p t u r i n g a l l I F - T H E N ru le i n t he knowledge 
base. Fdr example , we have it,s normally believed that if good_written and 
good-spoken then good_comm i n the knowledge fi le. Here, normally is a degree 
def ined i n t he degree sect ion, and good—written, goodspoken and good.comm 
are labels def ined i n t he variable sect ion. T h e c o n d i t i o n a n d / o r conc lus ion 
phrases o f the I F - T H E N ru le can be composed by more t h a n one labe l us ing 
log ica l A N D / O R as connect ives. 
T h e belief p a r t represents ex te rna l i n p u t t o t he system. These i n p u t s f r o m 
the env i ronmen t give exc i ta t ions t o the system. A be l ie f can be composed 
by more t h a n one labe l us ing log ica l A N D / O R as connect ives. Nega t i on can 
also be used i n compos ing bel iefs by a lead ing not fo l lowed by the be l ie f i n 
parentheses '(，and ') '. 
There are some m i n o r differences i n the knowledge file s t ruc tu re w r i t t e n 
by X H O P E S . T h i s f o r m a t w i l l be used whenever the system saves a new ly 
created knowledge or when the system updates the knowledge mod i f i ed by 
the users. F igu re 4.5 is a knowledge file, abou t de te rm inan t factors i n the 
j o b h u n t i n g process, saved by X H O P E S . 
T h e pa i r o f numbers fo l l ow ing each de f in i t i on o f the var iab le is the geo-
me t r i c l oca t i on o f cor responding nodes i n the knowledge w i n d o w of X H O P E S . 
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begin{ 
define degree ：= 
definitely{1.00)>strongly(0.79)>mostly(0.56)>normally(0.27)> 
probably(0.24)； 
define good_job ：= "can find a good job__; (682, 250); 
define good_conm ： = "good conununication skills" ； (478, 118); 
define good—spoken ：= "good oral communication"； (99, 279); 
define good_result ：= "good result in honours“； (402, 411); 
define good—written ：= "good written skills"； (112, 143); 
rule： 
good—written and good_spoken； 
it's normally believed that if good_written and good_spoken 
then good—comm; 
it；s strongly believed that if good_conun then good_job； 
it;s strongly believed that if good_result then good_job; 
end; 
belief： 
it's normally believed that not (good_spoken)； 
it's strongly believed that good—written; 
end； 
state： 
good_spoken&good_written ：= negative, normally, yes, yes, w consistency； 
good—result ：= uncertain, uncertain, yes, yes, w consistency； 
good_spoken ：= negative, normally, yes, yes, g consistency; 
good_comm ：= uncertain, uncertain, yes, yes, g consistency； 
good_job := uncertain, uncertain, yes, yes, g consistency； 
end； 
} 
F igu re 4.5: Sample knowledge file 
For the rule p a r t , base nodes created by the system i tse l f w i l l be specif ied i n 
advanced. As seen f r o m the knowledge file e.g. good_written and goodspoken, 
stands for the base node created by the system resul ted f r o m the comb ina t i ve 
l inks ( log ica l A N D ) f r o m the node goodspoken and good_written. T h i s node 
w i l l be assigned w i t h a labe l named goodspoken&good-written, and w i l l be 
used by the system i n subsequent ru le def in i t ions. T h e new p a r t added is the 
state p a r t w h i c h is used t o record a l l states o f nodes when they are saved. 
T h e f o r m a t is as fo l lowings: 
label := proposition-value, degree, reliable, consistency checked, consistency 
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type; 
where reliable can be {yes, n o } . I t is used t o record whe the r i t is re l iab le 
t o use a f te r some changes on the ne twork . Consistency checked can be {yes, 
n o } . I t is used t o record whe the r i t has been checked for consis tency or no t . 
4.3 In ference Eng ine for Cons is tency Reason-
i ng 
T h e m a i n respons ib i l i t y o f the inference engine is c o m p u t i n g s ta te o f t he 
who le N L B N ne two rk eve ry t ime the user requests i n f o r m a t i o n . I t also per-
fo rms consistency reasoning i f requ i red. I t is i m p l e m e n t e d us ing C + + . I n [2], 
t he de ta i l i n f o r m a t i o n o f class s t ruc tu re and how upda te opera t ions imp le -
men ted are descr ibed. I n th i s sect ion, we w i l l m a i n l y go t h r o u g h the process 
o f how i t computes the s tate of nodes and how i t pe r fo rms consistency rea-
soning. 
A node i is d i rec t l y re la ted t o another node j i f there is a l i n k (combi -
na t i ve l i n k or ru le l i n k ) connect ing these two nodes. A node i is i nd i r ec t l y 
re la ted t o node j i f node i can be t raced backward or f o r w a r d t h r o u g h the 
l inks and somehow reaches node j . G iven a node i n N L B N , we can get a set 
o f nodes w h i c h is re la ted t o i t . Therefore, we can always ex t rac t a p o r t i o n o f 
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t he ne two rk Sp f r o m S w h i c h conta ins the m a x i m u m n u m b e r o f nodes t h a t 
are re la ted and we ca l l i t maximal related sub-network. W h e n there is an 
u p d a t e ope ra t i on on any node, say i. X H O P E S w i l l t u r n reliable and con-
sistency check flags o f a l l nodes i n m a x i m a l re la ted sub-ne twork o f i t o the 
s ta te o f ‘No,. A t t h i s stage, X H O P E S j u s t per fo rms the u p d a t e ope ra t i on 
on node i and does no t feed f o rwa rd the changed node value t o o ther nodes. 
W h e n the users exp l i c i t l y c l ick the “enaluate state,, f u n c t i o n on the p o p u p 
menu of a node, j say. I f t he reliable flag o f j is ‘Yes，, X H O P E S j u s t o u t p u t 
the resul t . I f the flag is ‘No,, X H O P E S uses the inference engine t o ca lcu la te 
the node values of requ i red nodes. T h e a l g o r i t h m is shown i n F igu re 4.6. 
re-evaluate() f u n c t i o n is used t o move f o rwa rd or backward i n a ne twork 
and enhances the ca lcu la t ion of the states o f nodes. I t is cal led recurs ively 
u n t i l i t reaches nodes t h a t are re l iable t o feed the node values fo rward . W h e n 
a l l the sub-expressions and cond i t ions of rules of node i are re l iable, we can 
safely calculate the state of node i. calculatestate() f unc t i on is used t o cal-
cu la te the state of the node, say i , i n the assumpt ion t h a t a l l prev ious nodes 
af fect ing i is rel iable. A f t e r ca lcu la t ion of state of the node, the consis-
tency.reasoning.process() is cal led t o check the consistency. I n th is func t ion , 
the process of consistency maintenance cont inues as long as the node is in -
consistent. 
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re-evaluate (node i) { 
if(reliable_of_i == YES and consistency_check_of_i == YES) { 
/• do nothing and return */ 
^ } 
else { 
collect all sub-expressions, j say, of i； 
for(each sub-expressions j) { 
re_evaluate (node j); 
} 
collect all condition nodes, k say, which have rule links and 
use node i as conclusion node; 
for(each condition k) { 
re_evaluate (node k)； 
} 
calculate_state (node i)； 
consistency_reasoning_process (node i)； 
change reliable and consistency_check flag to YES； 
} 
} 
consistency_reasoning_process (node i) { 
while(consistency_check (node i)) { 
consistency—maintenance (node i)； 
} 
} 
F igu re 4.6: A l g o r i t h m of Inference Eng ine o f X H O P E S 
4.4 Examples o f us ing X H O P E S 
I n t h i s sect ion, a number of benchmark p rob lems for nonmono ton i c reasoning 
are ex t rac ted f r o m [13] for i l l u s t r a t i n g how X H O P E S can be used t o fo rma l i ze 
these prob lems. No te t h a t the representat ion i n each p r o b l e m is on l y one o f 
the so lu t ions and d i f ferent representat ions can be used for the same p r o b l e m 
i n N L B N . T h e descr ip t ion of each p rob lem consists o f a l is t o f assumpt ions, 
fo l lowed by one or more conclusions and then the representat ion i n N L B N 
knowledge fi le. 
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Example 1: Default Reasoning with Several Defaults 
Assumptions: 
Blocks A a n d B are heavy. 
Heavy b locks are n o r m a l l y loca ted on the tab le . 
Heavy b locks are n o r m a l l y red. 
A is no t on the tab le . 
B is no t red. 
Conclusions: 
B is on the tab le . 




define degree : = true(1.00) > definitely(0.89) > strongly(0.73) > normally{0.52) 
> usually(0.32) > weakly(0.14); 
define A_red : = "A is red.，，； 
define B_red : = "B is red.，，； 
define A_on_table : = "A is on the table."； 
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define B_on_table : = "B is on the table.，，； 
define A_heavy : = "Block A is heavy.，’； 
define B_heavy : = "Block B is heavy.，，； 
belief: 
i t 's normal ly believed that A_heavy; 
i t 's normal ly believed that B_heavy; 
i t 's def ini tely believed that not (B_red); 
i t 's def ini tely believed that not (A_no_table); 
end; 
rule: 
i t 's normal ly believed that i f B_heavy then B_red; 
i t 's normal ly believed that i f B_heavy then B_on_table; 
i t 's normal ly believed that i f A_heavy then A_red; 
i t 's normal ly believed that i f A_heavy then A_on_table; 
end; 
} 
Results of NLBN: 
A is red. ( n o r m a l l y ) 
B is no t red. (def in i te ly ) 
A is no t on the tab le, (def in i te ly ) 
B is on the tab le, ( no rma l l y ) 
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T h e resu l t is t he same as the conc lus ion made i n [13 . 
Example 2: Reasoning with Incomplete Information 
Assumptions: 
A t least one o f t he b locks A, B is on the tab le . 
Conclusion: 
I t is n o t k n o w n whe the r A is on the tab le . 




define degree : = true(1.00) > definitely(0.89) > strongly(0.73) > normally(0.52) 
> usually(0.32) > weakly(0.14); 
define A_on_table : = " A is on the table.，，； 
define B_on_table : = "B is on the table.，，； 
rule: 




i t 's strongly believed tha t A_on_table|B_on_table; end; 
} 
Results of NLBN： 
A is on the tab le , (uncer ta in ) 
B is on the tab le , (uncer ta in ) 
A or B is on the tab le , ( s t rong ly ) 
T h e resu l t is the same as [13] and on l y the d i s j u n c t i o n is bel ieved. 
Example 3: Linear Inheritance 
Assumptions: 
A n i m a l s n o r m a l l y do no t fly. 
B i r ds are an imals . 
B i r ds n o r m a l l y fly. 
Ostr iches are b i rds. 
Ostr iches n o r m a l l y do no t fly. 
Conclusions: 
A n i m a l s o ther t h a n b i rds do no t fly. 
B i r ds o ther t h a n ostr iches fly. 





define degree : = true(1.00) > definitely(0.89) > strongly(0.73) > normally(0.52) 
> usually(0.32) > weakly(0.14); 
define Ostriches : = “Ostriches"； 
define Birds : "B i rds " ; 
define Animals : = “ Animals"； 
define can_fly : = “ T h e y can fly"; 
rule: 
i t 's t rue that i f Ostriches then Birds; 
i t 's t rue that i f Birds then Animals; 
i t 's strongly believed that i f Birds then can_fly; 
i t 's normal ly believed that i f Animals then not (can_fly); 
end; 
belief: 
i t 's t rue that Ostriches; 




Results of NLBN: 
Ostr iches are b i rds ; ( t rue ) 
Ost r iches are an ima ls ; ( t rue ) 
Ost r iches canno t fly; (de f in i te ly ) 
I N t h i s example , we cannot conc lude “Animals other than birds do not 
fly” and “Birds other than ostriches fly,, because N L B N uses p r o p o s i t i o n a l 
logic, i t is d i f f i cu l t t o represent general ru le w i t h quant i f ie rs i n the knowledge 
base. Desp i te th i s d rawback , we see t h a t the inference made by N L B N is 
s im i l a r t o the conclusions shou ld by d r a w n i n the benchmark p rob lems. 
I n conclus ion, we have successful ly b u i l t a p r o t o t y p e o f knowledge repre-
sen ta t ion and reasoning system shel l based on N L B N . I t prov ides a g raph ica l 
user in ter face for m a n i p u l a t i o n o f knowledge i n an eff ic ient way. A l t h o u g h 
X H O P E S lacks the a b i l i t y o f represent rules w i t h quant i f ie rs , i t is flexible 
t o m o d e l many, k inds o f specif ic c o m m o n sense as shown i n examples. New 




Comparison between NLBN 
with W-Consistency and AGM 
Logic 
I n t h i s chapter , we rev iew several approaches for be l ie f rev is ion and reso lv ing 
inconsistencies i n knowledge base and make a compar ison between N L B N 
w i t h W-Cons i s tency and these approaches. T h i s rev iew and compar ison 
gives us a be t te r unde rs tand ing of d i f ferent approaches for be l ie f rev is ion. 
63 
5.1 A G M Logic w i t h Ep is tem ic E n t r e n c h m e n t 
5.1.1 Three Forms of Belief Change 
A G M Log ic [5] considers t h a t a be l ie f s ta te is represented by a set o f sentences 
f r o m a language L w h i c h is based on f i rs t order logic and is closed under 
log ica l consequence. The re are th ree m a i n k inds o f be l ie f changes def ined on 
a be l ie f set K\ 
1. Expansion: A new sentence A is added t o a be l ie f sys tem K and is 
deno ted K ^ . 
2. Contraction: A sentence A is re t rac ted w i t h o u t a d d i n g any new facts 
and is denoted K ^ . 
3. Revision.. A new sentence A t h a t is incons is tent w i t h a be l ie f sys tem 
K is added and some of the o ld sentences i n K mus t be re t rac ted i n 
order t h a t the f ina l be l ie f sys tem is consistent and is denoted K\. 
A G M Log ic has f o r m u l a t e d postu la tes for these three bel ie f rev is ion op-
erat ions: 
Postu la tes for expansions are: 
( K + 1 ) For any sentence A and bel ie f set K, K^ is a be l ie f set 
( K + 2 ) A belongs t o K^ 
( K + 3 ) K C KX 
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( K + 4 ) I f A e K , t h e n K+ = K 
( K + 5 ) I f K C H, t h e n K：^ C H^ 
( K + 6 ) For a l l be l ie f sets K and a l l sentences A, K^ is the smal lest 
be l ie f set t h a t satisfies ( K + 1) — ( K + 5). 
Postu la tes for rev is ions are: 
( K * 1 ) For any sentence A and be l ie f set K, K\ is a be l ie f set 
( K * 2 ) A belongs t o K\ 
( K * 3 ) K\ C K\ 
( K * 4 ) I f - ^ i K , t h e n K^ C K\ 
( K * 5 ) K\ = K_i i f and on l y i f 卜 *nA (where K^ is the absurd be l ie f 
set) 
( K * 6 ) I f h A o B, t hen K\ = K^ 
( K * 7 ) i O v B C { K X n 
( K * 8 ) I f，B ^K% t hen { K \ ) \ C K\^^ 
Postu lates for cont rac t ions are: 
(K -1 ) For any sentence A and any bel ief set K, K^ is a be l ie f set 
(K -2 ) K^ C K 
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( K - 3 ) I f A t K , t h e n X ^ = K 
( K - 4 ) I f n o t h A, t h e n A i K ^ 
( K - 5 ) I f A G K, t h e n K C { K ^ ) \ 
( K - 6 ) I f h A ^ B, t h e n i ^ = K^ 
(K-7) K^ n K i C K‘B 
( K - 8 ) I f A m - � t h e n K _ ^ C K'^ 
Expans ions can s i m p l y be def ined as the log ica l closure o f K toge ther 
w i t h A: 
K\ = {B : K U {A} h B} 
I t is no t possible t o give a s im i la r exp l i c i t de f i n i t i on o f revis ions and con-
t rac t i ons i n log ica l and set - theore t ica l no t ions only. C o n t r a c t i o n and rev is ion 
are in te r re la ted t h r o u g h Lev i ' s and Harper ' s i den t i t y : 
^1 = (^(-A))1 
i ^ ; = i ^ n ( i ^ “ ） 
Therefore, rev is ion func t ions can be descr ibed t h r o u g h the associated con-
t r a c t i o n f u n c t i o n and conversely. 
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5.1.2 Epistemic Entrenchment 
T h e r a t i o n a l i t y pos tu la tes o f A G M Log ic give the gu ide l ine t o cons t ruc t t he 
be l ie f rev is ion opera t ions . T h e y t e l l us w h a t shou ld t he be l ie f rev is ion oper -
a t ions do w h e n a be l ie f s tate changes. Based on these postu la tes , there are 
several ways t o cons t ruc t the opera t ions based on these pos tu la tes [5 . 
One o f t he we l l k n o w n approach is us ing epistemic entrenchment T h e 
basic idea o f t h i s approach is t h a t the sentences t h a t are accepted i n a g iven 
be l ie f set K have d i f ferent degrees o f epistemic entrenchment - no t a l l sen-
tences t h a t are bel ieved t o be t r ue are o f equal value for p l a n n i n g or p rob lem-
so lv ing purposes, b u t ce r ta in pieces o f our knowledge and bel iefs a b o u t the 
w o r l d are more i m p o r t a n t t h a n others w h e n d i f fe rent s i t ua t ions occur . T h e 
g u i d i n g area o f cons t ruc t i ng a con t rac t i on or rev is ion f u n c t i o n is t h a t when 
a be l ie f set K is revised or cont rac ted, the sentences i n K t h a t are g iven u p 
are those hav ing the lowest degrees o f ep is temic en t renchment . I f A and B 
are sentences i n L , the n o t a t i o n A < B w i l l be used as a sho r t hand for “B is 
a t least as epis temic a l l y entrenched as A ' . [5] has the f o l l ow ing postu la tes 
for ep is temic ent renchment : 
(EE1) I f A < B and B < C , t hen A < C 
(EE2) I f A h B, t hen A < B 
(EE3) For and A and B, A < A 八 B or B < A A B 
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(EE4 ) W h e n K + K^, A iK i f f A < B, for a l l A 
(EE5 ) I f B < A fo r a l l B, t h e n h A 
T h e re la t ionsh ips between the o rde r i ng o f ep is temic en t renchment a n d 
the c o n t r a c t i o n and rev is ion func t ions are g iven by ( C < ) and ( C - ) . ( C < ) 
de termines an o rde r i ng o f ep is temic en t renchment assuming a c o n t r a c t i o n 
f u n c t i o n and a be l ie f set as g iven, and ( C - ) de termines a c o n t r a c t i o n func-
t i o n assuming an o rde r i ng o f ep is temic en t renchment and a be l ie f set as g iven. 
( C < ) A < B i f and on l y i f A iK^^s or 卜 A 八 B 
( C - ) B e K^ i f and on l y i f B G K and e i ther A < A V B or 卜 4 
Therefore, the p r o b l e m of cons t ruc t i ng app rop r i a te con t rac t i on and re-
v is ion func t ions can be reduced t o the p r o b l e m of f o r m i n g an app rop r i a te 
o rde r ing o f ep is temic ent renchment g iven a be l ie f set K. 
5.2 N e t w o r k U p d a t e Opera tors i n N L B N vs. 
Be l ie f Changes i n A G M 
N L B N uses six ne twork upda te operators (Add, Remove, Forget, Revise, Up-
date and Not-Conclude) [18] t o change the be l ie fs ta te . Pe r f o rm ing an upda te 
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o p e r a t i o n for 7r w i t h respect t o a be l ie f a on a N L B N w i t h a be l ie f s ta te K i 
is deno ted as n(a, K) a n d the resu l t i ng be l ie f s ta te is deno ted as K : I n t he 
f o l l o w i n g discussion, a bel ief , say a, is associated w i t h a p ropos i t i on -va lue 
and a degree-of-bel ief value. Be l ie f a and be l ie f b m a y be the same propos i -
t i o n w i t h d i f fe ren t p ropos i t ion-va lues and d i f fe rent degree-of-bel ief values. 
A new be l ie f is i nco rpo ra ted i n t o the ne two rk v i a an Add ope ra t ion . T h i s 
o p e r a t i o n corresponds t o Expansion i n A G M Log ic . Obv ious ly , W h e n a be-
l ie f a is added i n t o the K, K^^ is s t i l l a be l ie f set i n N L B N and i f a is 
a l ready i n K, K^^^ = K. Moreover , when a is added i n t o t he be l ie f s ta te K, 
on l y those requ i red t o be i n K 》 — w i l l be present. O t h e r bel iefs t h a t are no t 
af fected by a are no t i n t r oduced i n t o K^^^. As a resu l t , t he Add ope ra t i on 
o f N L B N satisfies ( K + 1 ) , ( K + 4 ) and ( K + 6 ) o f A G M Log ic . 
O n the o ther hand , the added bel ie f a m a y no t i n K i f deg[a] is smal ler 
t h a n the degree-of-bel ief value of the same p ropos i t i on o r i g i na l l y present i n 
K. T h i s v io la tes ( K + 2 ) t h a t A belongs t o K^^. Add also v io la tes ( K + 3 ) . 
For example, we have an i n i t a l be l ie f s tate K wh i ch conta ins on l y one p ropo-
s i t i on : { a : [{l,^),weakly)}. I f we add a bel ief a: ( (0,1) , s t rong ly ) i n t o K, 
t he new bel ie f s tate K》—becomes {a : {{{),l),strongly)} and K is no t a 
sub-set o f K t ^ . Moreover , ( K + 5 ) is no t sat isf ied by Add. G i ven two bel ie f 
^K = S and we use K here to conform with the notation of AGM Logic. Moreover, 
belief state and belief set are interchangeable 
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sets Ki = {a : ( ( 0 , 0 ) , 0 ) } and K2 = {a : ((l,Q),strongly)}, Ki C K2. W h e n 
we add a: ( (0 ,1) , weak ly ) i n t o Ki and i ^ , {Ki)^^^ = {a : ( (0, l),weakly)} 
and {K2)i'^ 二 { a : ((l,0),strongly)} and (K^)^'' 2 ( ^ ) f ^ . 
Remove ope ra t i on can remove an i n p u t value or a pa r t i cu l a r v iew (pos-
i t i ve or negat ive) o f a p ropos i t i on . I f we w r i t e Remove{a, K ) , we assume 
t h a t i t on l y re t rac ts a l l necessary beliefs such t h a t the pos i t i ve v iew of a is 
removed. For example , a p ropos i t i on a m a y have two inpu ts : ((0,1)，weakly) 
and ((1,0)，strongly). Cu r ren t state of a is ( ( l , 0 ) , s t rong ly ) . Remove{a, K) 
on l y removes i n p u t value ( ( l , 0 ) , s t rong ly ) . Therefore the new state o f a is 
( (0,1) , weak ly ) . I t corresponds t o the Contraction i n A G M Logic . Obv ious ly , 
a be l ie f s tate af ter a Remove opera t ion is s t i l l a bel ie f s tate i n N L B N (pos-
t u l a t e ( K - 1 ) ) . Remove opera t ion can always succeed t o re t rac t the bel ie f so 
t h a t i t does no t appear i n the new bel ief state (postu la te (K -4 ) ) and i t does 
no t a l ter the bel ie f s tate when the bel ief be ing re t rac ted is no t present i n the 
i n i t i a l s tate (pos tu la te (K -3 ) ) . 
I n general, we do no t expect t h a t the cont rac ted bel ie f s tate af ter a Re-
move ope ra t i on is a subset of the o r ig ina l state, t h a t is, K》ermyve g ^ T h i s 
can be i l l us t ra ted using one example as shown i n F ig . 5.1. Remember t h a t 
we have a T A O : 0 < weakly < probably < normally < strongly < true used 
i n the example. 
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((l,0), weakly) a((l,0), weakly) 
""^ ^^ ^^ ^^ "^""""""""^ ^^ i^  a Ab ((l,0), weakly) 
‘ ((l,0), strongly) ^ ^ 
、 〜 、 、 、 、 ^ Q ^ 2 ’ 2 ) State K0 
一 一 一 一 ''**-...JO, -1), strongly 
、一广， b ((l,0), strongly)'--...^ 
((0,l),weakly) O c ( ( 0 , 0 ) , 0) 
Remove(b, K0) • Rule Link 
^ Input Link 
1 r  
T *‘ Combinative Link 
((l,0), weakly) a((l,0), weakly)  
""^^^^^"""""^"•^^^^^ a Ab ((0,1), weakly) 
r - y ^ ^ ' State K1 
z - " * ^ ''''->...(0,-l), strongly 
v T , , b ((0,1), w e a k l y ) " - - . . , ^ 
((0,1), weakly) ( J 
c((l,0), weakly) 
F igu re 5.1: E x a m p l e shows t h a t Remove v io la tes the pos tu la te ( K - 2 ) 
The re are t w o i npu t s t o b i n Ko： ( ( 1 ,0 ) , strongly) and ( ( 0 , 1 ) , weakly) 
and the node value o f b is the st ronger i n p u t : ( ( 1 , 0 ) ) . I f we re t rac t pos i t i ve 
v iew of b, t he node value o f B becomes ( (0 ,1 ) , weakly). I t makes us bel ieve 
c by the ru le " I F no t b T H E N c" . Therefore, (7^：0广霞 ^as a be l ie f t h a t Ko 
does no t and i t v io la tes pos tu la te (K -2 ) . 
Moreover , Remove ope ra t ion does no t fo l low the p r inc ip le o f recovery 
(pos tu la te ( K - 5 ) ) as shown i n F i g 5.2. T h e i n i t i a l s tate K ^ conta ins three 
propos i t ions : a, b and aAb. T h e i n i t i a l bel ief s tate Ko is shown i n Tab le 5.1. 
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a ((0,1), weakly) 
((0,l),weak|y) , 一 一 *0^~^~~"~^~~^^^^^^_^^1)，^ngly) 
、、_」^^JJ^^j; ; ;3IigJyK-"^ 
((0,1), strongly) 一 \ j ^ 
State K0 
R e m o v e ( i ( a A b ) , K0 ) 
1 r 
((0,0,0) 
^ ? ^ 
0 ^ » ^ ^ ~ \ ^ ' ^ ^ a Ab 
((0,1), strongly) ~ * K ^ J ((0’0)，0) 
((0,1)，strongly) 
State K1 




a ( ( 0 , 0 ) , 0 ) / 
^^ 
((0,1), strongly) 一 _ r ^ ^ ^ - - ^ a A b 
。 \ j ^ ((0,1), strongly) 
State K2 
F igu re 5.2: E x a m p l e shows t h a t Remove v io la tes the p r inc ip le o f recovery 
A f t e r Remove{^{a 八 b), Ko) is opera ted on Ko, Be l ie f a: ( (0,1) , weak ly ) 
mus t be re t rac ted as i t is a weaker one t h a t con t r ibu tes suppo r t t o ~i(a 八 6). 
La te r , i f we reverse the opera t ion and re- insert ~i(a A b), t h a t is, p e r f o r m i n g 
Aoy("i(aA6), K i ) . Be l ie f a: ( (0,1) , weak ly ) does no t re- inserted. T h e p ropo-
s i t ions i n K 2 are shown i n Table 5.2. 
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P r o p o s i t i o n State 
a ( ( 0 , 1 ) , weak ly ) 
b ( ( 0 ,1 ) , s t rong ly ) 
af\h ( ( 0 ,1 ) , s t rong ly ) 
Tab le 5.1: Node Values o f K^: example shows Remove v ioa te (K -5 ) 
P ropos i t i on State 
a ( ( 0 , 0 ) , 0 ) 
b ( ( 0 , l ) , s t r o n g l y ) 
at\h ( ( 0 ,1 ) , s t rong ly ) 
Tab le 5.2: Node Values of K^'. example shows Remove v io la te (K -5 ) 
We see t h a t the bel ie f a: ( ( 0 ,1 ) , weak ly ) is lost d u r i n g these operat ions. 
Therefore, add ing back a p ropos i t i on wh i ch is removed prev ious ly does no t 
restore the o r ig ina l bel ie f state i n N L B N . 
Remove does no t also fo l low the pos tu la te (K -7 ) . For example, g iven an 
i n i t i a l bel ie f s tate Ko as shown i n Table 5.3 where a 八 b has a d i rec t i n p u t o f 
( ( 0 , l ) , s t r o n g l y ) . 
#emm;e = { a : ( ( 0 , 0 ) , 0), 6 : ( ( l , 0 ) , norma l l y )，aA6: ( (0， l ) , s t rong ly ) } 
Kpmm;e = { a : ( ( l , 0 ) , weak ly) , 6 : ( (0 ,0) , 0 ) , a A 6 : ( ( 0 , l ) , s t rong ly ) } 
K a H e m ^ n K ^ m ^ 二 { a : ( ( 0 , 0 ) , 0)，6:((0,0), 0)，aA6: ( (0 , l)，s t rong ly ) } 
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P r o p o s i t i o n State 
a ( ( 1 , 0 ) , weak ly ) 
b ( (1, 0) , n o r m a l l y ) 
a A b ( (0 ,1)，st rongly) 
Tab le 5.3: Node Values o f Ko： example shows Remove v i o la te ( K - 7 ) 
However , since the pos i t i ve aspect o f a A b is no t i n Ko, there w i l l be no 
change t o t he o r i g i na l be l ie f state. i ^ f ^ T ^ = { a : ( ( l , 0 ) , weak l y ) , 6 : ( ( l , 0 ) , 
n o r m a l l y ) , a A 6 : ( (0 ,1 ) , n o r m a l l y ) } and therefore, i^femm;e 八 ^Remove 
Ct l^Remove 
^^aAb • 
W h e n we compare Remove w i t h pos tu la te ( K - 8 ) , we assume t h a t 
a ^K》『o^ means t h a t deg[a] < deg[6] and i n order t o remove a 八 b, t he 
weaker be l ie f a has t o be removed. We can easily show t h a t Remove does 
no t fo l low (K -8 ) . I t is because K【『”e removes beliefs a and b for a l i m i t -
i ng case t h a t deg[a] 二 deg[b] and，a and ~ib m a y appear i n the be l ie f state. 
However, / ^广卿 ® does remove bel ie f b and，b does no t appear . Therefore, 
i ^ r _ 购 . 
Revise ope ra t i on removes a l l cur rent v iews t o a bel ief and assert the new 
bel ie f t o i t . I t is the same as Forget a bel ief and Add a new bel ie f t o the bel ie f 
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state. T h i s o p e r a t i o n is corresponds t o Revision o f A G M Log ic . I t is n o t 
d i f f i cu l t t o see t h a t Revise does n o t fo l low mos t o f the pos tu la tes o f rev is ion 
o f A G M Log ic except ( K * 1 ) and ( K * 2 ) and ( K * 8 ) . For ( K * 8 ) , a t t he r i g h t 
h a n d side, revise a A b w i t h deg[a A b] mus t make the be l ie f i n t o t he be l ie f 
s ta te by r e m o v i n g a l l i n p u t s f r o m i t and those i n p u t s f r o m sub-expressions 
t h a t p rev ious ly c o n t r i b u t e a d i f ferent be l ie f t o a A b. There fore , states o f a 
and b m u s t change t o pos i t i ve v iew af ter rev is ion (because by a d d i n g a 八 b). 
A t t he le f t h a n d side, rev is ing a w i t h deg[a] has the same effect as descr ibed 
on the r i g h t h a n d side. Since ^b does no t i n 7 ^广说， t h e s ta te o f b mus t 
be (1,0) or (0,0), therefore, (Xf®^^^®)^^^ mus t con ta in pos i t i ve v iew of b a n d 
f i na l l y a and b suppor ts a 八 b. T h e final resul t is t h a t b o t h sides con ta i n 
pos i t i ve v iews o f a, b, and a A b. 
( K * 5 ) and ( K * 6 ) cannot app l y t o Revise since N L B N do no t have “7^丄，， 
and “卜 a f ^ b”. W h e n we look at ( K * 3 ) , since a m a y no t be i n 7 ^ 严 wh i l e 
i t mus t be i n K ” " 、 t h e r e f o r e , K【—se q j ^ M d por ( K + 4 ) , K f ^ d qj^Revise 
i n general because Add a log ica l expression, a V b say, does no t have any 
effect on i t s sub-expressions when i t is consistent. However, Revise a V b 
may remove a pa r t i cu l a r v iew of i ts sub-expressions i f t h a t v iew suppor ts the 
log ica l expression before Add a V b in . To show t h a t Revise does no t fo l low 
( K * 7 ) , let us look at an i n i t i a l be l ie f state K o i n Tab le 5.4. 
I f we wan t t o revise a A 6 t o ( (1 ,0 ) , weak ly ) , a l l i npu ts t o the above expres-
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P r o p o s i t i o n I n p u t s State 
a ( ( l , 0 ) , s t rong ly ) ( ( l , 0 ) , s t rong ly ) 
b ( ( l , 0 ) , s t r o n g l y ) ( ( l , 0 ) , s t r o n g l y ) 
( (0 ,1)，normal ly ) 
a A b ( (0,1)，strongly) ((1, 0), s t rong ly ) 
Tab le 5.4: Node Values of Ko： example shows Remove v io la te ( K * 7 ) 
sions have t o be removed before the new bel ief is added and K = ^ conta ins 
a, b and a 八 b w i t h ( ( l , 0 ) , weak ly ) . However, i f we on ly revise a t o ( ( l , 0 ) , 
weak ly ) , the negat ive v iew of b: ( ( 0 ,1 ) , n o r m a l l y ) does no t removed, and 
add ing b: ( (1, 0), weak ly ) t o the bel ie f state does no t have effect on the state 
of b since normally > weakly. Therefore, (j;(^^emse)fdd conta ins b: ( ( ( 0 , 1 ) , 
n o r m a l l y ) . I t v io la tes ( K * 7 ) . 
W-Cons is tency reasoning process always makes necessary changes i n the 
bel ie f s tate t o m a i n t a i n W-Cons is tency af ter each opera t ion . Forget opera-
t i o n of a N L B N removes a l l v iews t o the bel ief and expel i t f r o m the bel ie f 
ne twork whenever possible. T h i s can be accompl ished by Removing b o t h the 
pos i t ive v iew and the negat ive v iew of the bel ief. Revise ope ra t i on removes 
a l l cur rent v iews t o a bel ief and assert the new bel ief t o i t . I t is the same as 
Forget a bel ie f and Add a new bel ief t o the bel ief state. 
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T h e r e is n o t co r respond ing ope ra t i on i n A G M Log ic for Update a n d Not-
Conclude i n N L B N . Update o p e r a t i o n changes the degree-of-bel ie f va lue o f 
an i n p u t o f a bel ief . Not-Conclude ope ra t i on can t e m p o r a r i l y suppress a be-
l ie f a n d i t is s i m p l y the same as Adding an i n p u t ( ( 0 , 0 ) , true) t o t he be l ie f 
s tate. 
W e have compared the opera t ions on N L B N w i t h A G M Log ic a n d see 
t h a t N L B N ' s u p d a t e opera tors do no t fo l low some of the r a t i o n a l i t y pos tu -
lates o f A G M Log ic . T h e m a i n reason is t h a t N L B N al lows b o t h pos i t i ve a n d 
negat ive i n f o r m a t i o n and d i f ferent degrees o f c r e d i b i l i t y o f t he same propos i -
t i o n i n the same bel ie f state. R e t r a c t i n g one o f bel iefs o f a p r o p o s i t i o n m a y 
resu l t i n be l i ev ing another bel ie f and i ts consequences. T h i s charac ter is t i c is 
c o n t r i b u t e d by the u n d e r l y i n g Log ic used i n the representa t ion (Sect ion 5.5) 
and ways t o deal w i t h inconsistent bel iefs (Sect ion 5.6) i n N L B N . I n the 
nex t sect ion, we compare the Epistemic Entrenchment o f A G M Log ic and 
Degree-of -Bel ie f values of N L B N . 
5.3 Ep is temic En t renchmen t vs. Degree-of-
Be l ie f 
I n h u m a n reasoning, no t a l l beliefs are accepted as equal value for p l a n n i n g 
or p rob lem-so lv ing purposes. Some knowledge may be more i m p o r t a n t t h a n 
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others i n some s i tua t ions . A G M Log ic uses epistemic entrenchment a n d 
N L B N uses degree-of-belief values t o hand le th i s k i n d o f o rde r i ng a n d a p p l y 
t h e m t o gu ide the rev is ion o f be l ie f states. 
I f A G M Log ic , w h e n a knowledge sys tem K is revised or con t rac ted , the 
sentences i n K t h a t have the lowest ep is temic en t renchment are g iven up. 
T h e pos tu la tes o f ep is temic en t renchment make sure t h a t changes i n a know l -
edge sys tem is m i n i m a l . T h e rev is ion and con t rac t i on func t ions cons t ruc ted 
us ing t he ep is temic en t renchment order ings also sat is fy [K * l)-{K * 8) a n d 
{K — l)-{K — 8) respect ively, the deta i ls o f w h i c h can be f o u n d i n [5 . 
A l t h o u g h the above resul t can he lp t o reduce the cons t ruc t i on a be l ie f 
rev is ion opera to r t o f o r m i n g an o rde r ing o f ep is temic en t renchment over t he 
be l ie f set, there is a p r o b l e m t h a t th i s approach cannot be solved. A G M 
Log ic w i t h ep is temic en t renchment cannot hand le i t e ra ted bel ie f change [24 . 
I t e r a t e d be l ie f change is a s i t ua t i on t h a t a f ter a be l ie f change due t o a new 
i n f o r m a t i o n x, t h a t bel ie f s tate mus t be revised by f u r t he r new i n f o r m a t i o n y. 
Since an ep is temic ent renchment is re la t ive t o a pa r t i cu l a r be l ie f set, assume 
t h a t the i n i t i a l be l ie f set is K and i ts cor respond ing epis temic en t renchment 
o rde r ing <K- W h e n x comes in , K becomes to K* accord ing t o < ^ - La te r , 
K* is requ i red t o change because of new i n f o r m a t i o n y. However, we have no 
way t o compu te (A ' * )J i n the o r ig ina l A G M Logic because we do no t have the 
78 
way t o cons t ruc t an epistemic ent renchment o rder ing < K * and so as < {K* ) i -
T h e degree-of-belief value represents the bel ie f ce r ta in ty for a p ropos i t i on 
i n N L B N . S im i la r t o A G M Logic , N L B N on ly handles the m i n i m u m number 
of weaker beliefs t o restore the consistency of a bel ie f state. 
I t is s t ra igh t f o rwa rd t h a t the degree-of-bel ief value satisfies (EE1) and 
(EE4) . I t induces a t o t a l asymmet r i c order ( T A O ) wh i ch is t rans i t i ve . T h e 
defau l t node value i n N L B N is (0,0) w i t h the weakest degree (usual ly use "0" 
t o denote the weakest degree) wh ich means t h a t the cor responding propo-
s i t i on is ne i ther bel ieved nor not believed. Moreover, by de f in i t i on o f com-
p u t a t i o n func t ions and cons t ruc t ion of con junc t ive re lat ions, the node value 
of a con junc t ive expression 屯 w i t h i ts sub-expressions a^ is the m i n i m u m 
of deg[ai]. Therefore, the node value of a con junct ive expression is at least 
equal t o one of i ts sub-expressions and obeys (EE3) . 
A l l p ropos i t ions are defeasible and no tau to logy is represented by a N L B N 
so t h a t we do no t have (EE5) . N L B N uses I F - T H E N ru le to mode l some be-
liefs are jus t i f i ca t ions of other beliefs. A rule " I F a T H E N b (cer ta in ty of 
the rule)，，，written as a M- b{deg[a ^ 6]), means i f we believe a (cond i t ion) , 
then we derive b (conclusion) w i t h respect t o the rule degree-of-belief value. 
I t does no t require t h a t deg[condition] < deg[conclusion]. (EE2) is no t sat-
isfied. 
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T h e persistence charac ter is t i c o f N L B N ensures t h a t t he degree-of -bel ie f 
values o f nodes w i l l n o t be changed i f i t is n o t af fected by any n e t w o r k u p d a t e 
ope ra t i on , a n d i t is n o t re la t ive t o a p a r t i c u l a r be l ie f s tate. The re is a lways a 
un ique degree-of-bel ief values o rde r i ng between p ropos i t i ons for t he rev ised 
be l ie f s tate. There fore , N L B N can easi ly hand le i t e ra ted be l ie f change. 
5.4 Cons is tency Preserva t ion 
Removal 
¢ 0 G Z ) 
Old Belief State New Belief State 
Logical Consistent K ^ * Ot Logical Inconsistent 
Assumption: OC I “ P 
F igu re 5.3: Rev is ion of a Bel ie f State 
Consis tency is an i m p o r t a n t cons iderat ion when we t a l k abou t the dy -
namic changes of a bel ie f state. I n A G M Logic , the pos tu la te {K * 5): 
K\ = K j _ i f and on l y i f I ^A guarantees t h a t the consistency o f bel ie f 
sets is preserved af ter a "consistent" revis ion. For example, i n F igu re 5.3, i f 
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we w a n t t o revise K w i t h a , ^a mus t be t aken o u t so t h a t K^ is consis tent . 
T h i s is also t r u e for c o n t r a c t i o n ope ra t i on as c o n t r a c t i o n a n d rev is ion can be 
in te rchangeab le l ike F i gu re 5.4 i n w h i c h a a n d j3 mus t be t aken ou t . 
Removal 
A ^ ^ ^ 
y ^ “ ) v ^ ^ ^ “ ] 
Removal o id Belief State New Belief State 
Logical Consistent K _ Q^ Logical Consistent 
F igu re 5.4: C o n t r a c t i o n o f a Be l ie f S ta te 
However , T h e de f i n i t i on of expans ion m a y lead t o an inconsis tency o f a 
be l ie f s tate as shown i n F igu re 5.5. I n i t i a l l y , ] | 3 is i n the be l ie f state. W h e n 
we expand i t w i t h a , the new bel ie f s tate shou ld con ta in a i tse l f and i ts 
consequence. I f a h 0, the final bel ie f is inconsistent as b o t h j3 and ]f3 are 
present i n the same state. Therefore, expansion may produce an inconsis tent 
state. 
I n Chap te r 7, we w i l l show t h a t A G M Logic is sequence dependent so 
t h a t the final bel ie f state may be d i f ferent i f the o rde r ing o f the operat ions 
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^ v ^ ^ > ^ 
0 ^ c ^ 
Old Belief State New Belief State 
Logical Consistent K + O C Logical Inconsistent 
Assumption: OC I ~ 3 
F igu re 5.5: Expans ion o f a Be l ie f Sta te 
changes. W h e n we use N L B N w i t h W-Cons is tency , we can a lways reach a 
un ique W-Cons i s tency f ina l s tate f r o m a r b i t r a r y i n i t i a l be l ie f s ta te and W -
Consis tency is sequence independent . T h e deta i ls are descr ibed i n Chap te r 7. 
5.5 Classical vs. Non-classical Log ica l Con-
sistency 
A G M Log ic models a bel ie f state by represent ing i t as a be l ie f set. I t no t on l y 
conta ins the sentences t h a t are exp l i c i t l y p u t i n t o the bel ie f s tate, b u t also the 
log ica l consequences o f these beliefs. T h e unde r l y i ng logic governs the beliefs 
inc ludes classical propositional logic. I f K log ica l ly entai ls $ we w r i t e th i s as 
K 卜 ¢ . W h e r e K is a set of sentences, we shal l use the n o t a t i o n Cn{K) for 
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t he set o f a l l l og ica l consequences o f K , i.e. Cn{K) = {$ : K 卜 ^ } . U n d e r 
t he classical log ic , whenever K is inconsistent, t h e n K 卜少 fo r every sentence 
¢ . 
N L B N w i t h W-Cons i s t ency employs th ree-va lued logic: ^ ( t rue ) , / ( f a l s e ) 
a n d i ^ (uncer ta in ) . C o n t r a d i c t o r y i n f o r m a t i o n can be present i n a be l ie f s tate. 
W - C o n s i s t e n c y is a weaker vers ion o f consistency t h a n the classical log ica l 
consistency. B y Tab le 3.1, we see t h a t there are more cases t h a t a be l ie f s ta te 
is consistent under W-Cons i s tency t h a n the classical log ica l consistency. A l -
t h o u g h W-Cons i s t ency is no t the on l y possible way, i t opens and prov ides a 
way towards a more human- l i ke consistency reasoning for be l ie f representa-
t i on . 
5.6 R e t r a c t i o n vs. Suppression 
A G M Log ic and W-Cons i s tency use d i f ferent s t ra tegy t o deal w i t h the bel iefs 
w h i c h are inconsis tent w i t h the revised bel ie f state. T h i s can be i l l u s t r a ted 
i n F i g 5.6. T h e i n i t i a l bel ief s tate S^ conta ins a, b, c, d. W h e n a new in fo r -
m a t i o n e is added t o So, we have t o revise So i f a and d are inconsis tent w i t h e. 
I n A G M Logic , a and d are taken ou t f r o m So so t h a t the new bel ie f s tate 
S i do no t con ta in t hem. Due to the re t rac t i on o f inconsistent beliefs, the 
p r inc ip le of recovery (pos tu la te { K - 5 ) ) i n Sect ion 5.1.1 is a controvers ia l one 
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/ ‘ ^ ^ - r : S ^ 
VL_V V : _ y 
SO S1 
a) AGM Logic with epistemic entrenchment 
r ^ ^ ^ ^ ^ " ^ r " ^ ^ ~ ^ 
V ^ _ J ^ v ^ ^ _ ^ ^ ^ 
so si 
b) NLBN with L-Consistency 
F igu re 5.6: D i f fe ren t S t ra tegy t o Dea l w i t h Incons is tent Bel iefs 
i n t he l i t e ra tu re ( [12]). I n W-Cons is tency , these inconsis tent bel iefs are o n l y 
suppressed t o a unce r ta in state and they are kept i n the be l ie f state. We can 
always restore these inconsistent beliefs la ter i f i t is requi red. Therefore , i t 
obeys the p r inc ip le o f m i n i m a l change t h a t unnecessary losses o f i n f o r m a t i o n 
are avoided. 
5.7 Founda t i on vs. Coherence Theor ies 
There are two approaches of mode l i ng beliefs: the f o u n d a t i o n and coherence 
theo ry [6]. T h e f ounda t i on theory (e.g. T M S ) states t h a t one mus t always 
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keep t he reason for bel iefs. A l l bel iefs t h a t do no longer have a j u s t i f i c a t i o n 
m u s t be g iven up . I f a be l ie f s ta te c o n t a i n i n g A is rev ised so t h a t t he nega t i on 
o f A becomes accepted, n o t o n l y shou ld A be g iven u p i n t he revise s tate, 
b u t also a l l bel iefs t h a t depends on A for t he i r j u s t i f i ca t i on . T h e coherence 
t h e o r y (e.g. A G M ) is concerned a b o u t log ica l coherence a n d consis tency o f 
bel iefs and bel iefs do no t requi re any j us t i f i ca t i on . Moreover , w h e n chang ing 
bel iefs i n response t o new evidence, we shou ld con t inue t o bel ieve as m a n y 
o f t he o l d bel iefs as possible. 
A G M Log ic is a t y p i c a l sys tem based on the coherence theory . T h e pos tu -
lates cap tu re some general p roper t ies o f m i n i m a l changes o f bel iefs. However , 
t he closure o f log ica l consequence o f A G M Log ic makes i m p l e m e n t a t i o n o f 
a be l ie f rev is ion system imprac t i ca l . For example , i t is d i f f i cu l t t o use i n 
database app l i ca t i on i n w h i c h a finite representa t ion o f knowledge base is 
needed. 
N L B N is ne i ther pu re ly coherence nor f ounda t i on . I t imposes log ica l 
consistency (W-Cons is tency ) t o a l l log ica l expressions when consistency rea-
son ing is car r ied ou t (coherence character is t ic ) , b u t on the o ther hand , a l l i t s 
I F - T H E N rules [18] can be v iewed as j us t i f i ca t i on ne twork ( f ounda t i on char-
acter is t ic ) t o suppo r t reasoning, i nc l ud ing suppor ts t o log ica l expressions. 
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Chapter 6 
Comparison of W-Consistency 
with other Systems 
Prev ious chapter has rev iewed a famous bel ie f rev is ion theory , AGM Logic 
with Epistemic Entrenchment and compared i t w i t h W-Cons i s tency w i t h 
N L B N . I n th i s chapter , we cont inue our reviews and compar ison. F i r s t , 
we w i l l take a look on G-Cons is tency [18] w h i c h is an another consistency 
def ined i n N L B N . B y the way, S-Consistency [17], a consistency close t o 
G-Cons is tency, is also reviewed. T h i r d , we w i l l rev iew Truth Maintenance 
System [3] w h i c h is a pa r t o f the reasoning system. I t is used t o keep records 
o f log ica l dependencies of p ropos i t ions and m a i n t a i n the consistency o f the 
reasoning system. 
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6.1 G-Cons is tency 
6.1.1 Overview of G-Consistency 
G-Cons i s tency [18] is a weaker t h a n s t r i c t log ica l consistency def ined i n 
N L B N . For any log ica l expression ¢ , i t receives b o t h d i rec t i n p u t s a n d a com-
b ined i n p u t node value f r o m i ts expressions. F r o m Sect ion 3.1, we k n o w t h a t 
a log ica l expression is sa id t o be supported by a set o f i ts sub-expressions i f 
and o n l y i f t he c o m p u t e d i n p u t p ropos i t i on -va lue f r o m these sub-expressions 
is n o t (0, 0) and i t has the same p ropos i t i ona l -va lue as the log ica l expression. 
A log ica l expression is opposed by a set o f i t s sub-expressions i f and on l y i f 
t he comb ined i n p u t p ropos i t i ona l -va lue of the set o f sub-expressions is nei-
t he r (0 ,0 ) nor s u p p o r t i n g the log ica l expression. G-Cons is tency is based on 
the above def in i t ions : 
Definition G-Cons is tency 
G i ven a log ica l expression, when the combined i n p u t value f r o m a l l i ts sub-
expressions opposes i t , i t is G-Inconsistent ( w i t h i ts sub-expressions)； o ther -
wise, i t is G- Consistent 
T h i s means t h a t a log ica l expression is G-Cons is ten t on l y i f t he i npu t s o f 
i ts sub-expressions are u or the node value has t o agree w i t h the inpu ts . I f 
i t is G- incons is ten t , the weakest degree-of-bel ief value sub-expressions need 
on l y t o be suppressed t o (0 ,0 ) t o restore consistency. 
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Based on the n o t i o n o f G-Cons is tency , the consistency reason ing process 
us ing i t i n N L B N is def ined. T h e deta i ls are i n [18:. 
6.1.2 Comparison of W-Consistency with G-Consistency 
B o t h W - C o n s i s t e n c y and G-Cons is tency are m o t i v a t e d by h u m a n c o m m o n -
sense reasoning t h a t c o n t r a d i c t o r y i n f o r m a t i o n are no t as d ras t i ca l l y resolved 
as those i n classical logic based systems. There fore , un l i ke classical log ica l 
consistency, t hey a l low pos i t i ve and negat ive i n f o r m a t i o n o f t he same be l ie f 
present i n t he same be l ie f state. D u r i n g the consistency reasoning def ined us-
i n g these t w o consistencies, no i n f o r m a t i o n is d iscarded and the be l ie f s ta te is 
restored t o consistent by suppressing the weaker bel iefs us ing n o n - s u p p o r t i n g 
log ica l suppressions. 
For any log ica l expression 少 i n a N L B N , there are n ine p e r m u t a t i o n s o f 
the p ropos i t i on -va lue of 屯 versus the comb ined i n p u t p ropos i t i on -va lue f r o m 
a set o f i ts sub-expressions. Tab le 6.1 shows a l l p e r m u t a t i o n s and we can see 
t h a t G-Cons is tency is the most general consistency among three and clas-
sical log ica l consistency is the most res t r ic t ive one. W-Cons i s tency imp l ies 
G-Cons is tency b u t G-Cons is tency does no t i m p l y W-Cons is tency . 
T h e y do no t a l low modus ponens a l t hough the methods o f h a n d l i n g i t 
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The proposition-value of The combined input proposition-value Classical Logical W-Consistency G-Consistency 
the logical expression proposition-value computed from Consistency 
a set of sub-expressions 
(0,0) (0,0) c c c 
(1,0) (1,0) c c c 
(0,1) (0,1) c c c 
(1,0) (0,0) I C o r I C 
(0,1) (0,0) I C o r I C 
(0,0) (0,1) I I I 
(0,0) (1,0) I I I 
(1,0) (0,1) I I I 
(0,1) (1,0) I I I 
Tab le 6.1: A l l p e r m u t a t i o n s o f the p ropos i t ion -va lue o f a log ica l expression 
vs t he comb ined i n p u t p ropos i t ion-va lue 
Note: C = Consistent, I = Inconsistent 
are d i f ferent . Unde r G-Cons is tency reasoning, modus ponens does no t exist . 
For example , i f we have the fo l l ow ing two log ica l expressions i n a be l ie f s tate 
S represented by a N L B N : ~ia and ~>a ~^ b. Since b ^S and ~>6 ^S, i t is 
G-cons is tent w i t h ~>a — b (equ iva lent ly a V b) • There is no change t o the 
bel ie f s tate S. However, W-cons is tency reasoning avoids modus ponens by 
suppressing i t o a con t rad i c to ry state so t h a t b w i l l no t be i n t roduced i n to 
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t he be l ie f s ta te S i f a V b is a s t ronger be l ie f t h a n ^ a . O n t he o the r hand , 
i f ^a is a s t ronger bel ief , i t canno t be suppressed by a V b. I n t h i s case, 
W - C o n s i s t e n c y accepts i t as consistent l ike G-Cons is ten t . 
Example: Who is the killer ？ Suppose d u r i n g an i nves t i ga t i on o f a 
m u r d e r , th ree persons are invo lved: John, Peter and Ann. T o beg in w i t h , 
a l l o f t h e m are assumed no t t o be the k i l l e r and the detect ive has t o col lect 
evidence t o find w h o the k i l l e r is. F r o m the i r past records, he believes t h a t 
i t is weak l y the case where Not-“John is the killer”, i t is p r o b a b l y t h a t N o t -
“Peter is the killer”, and i t is usua l ly t h a t N o t - " A n n is the killer", t h e n he 
has the f o l l ow ing bel iefs i n his be l ie f state: 
(1) ~i John is the killer (weak ly ) . 
(2) ~i Peter is the killer ( p robab ly ) . 
(3) ~> Ann is the killer (usua l ly ) . 
To s i m p l i f y the propos i t ions , let a denotes the p ropos i t i on “John is the 
killer” i n (1), b denotes the p ropos i t i on “Peter is the killer” and c denotes 
the p ropos i t i on ''Ann is the killer”. I f a piece o f evidence shows t h a t John 
and Peter,s t es t imony con t rad ic t each o ther and b o t h o f t h e m cannot prove 
any a l ib i . I t is s t rong ly bel ieved t h a t e i ther one of t h e m is the k i l l e r or b o t h 
of t h e m are k i l lers, t hen we w i l l have the fo l l ow ing bel ief: 
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(4) John is the killer V Peter is the killer (s t rong ly ) . 
O r , i r i the s imp l i f ied f o rm , a V b. I f f u r t he r evidence shows t h a t Ann^s 
sta tements suppor t very s t rong ly w h a t John says, i t is t hen bel ieved def-
i n i t e l y t h a t N o t - " i 4 n n is the killer” imp l ies N o t - ' ' J o h n is the killer”, i.e. 
~ic — ~ia or equ iva lent ly i n a con junc t ive n o r m a l f o r m ~^a V c: 
(5) ~i John is the killer V Ann is the killer (def in i te ly ) . 
T h e T A O for these beliefs is: weakly < probably < usually < strongly < 
definitely. We use W-Cons is tency and G-Cons is tency to see how they deal 
w i t h th is example. 
F i r s t , i f w e use W-Consis tency, af ter four Add operat ions for beliefs (1) t o 
(4), the detect ive has the bel ief state S i i n the N L B N expressed by the i r rel-
at ive pos i t i on on a T A O scale as shown i n F igure 6.1. Under W-Cons is tency 
reasoning, the consistency checking procedure reveals t h a t a V b is inconsis-
ten t w i t h， a and ~>6. Non-suppor t i ng logical suppressions are in t roduced t o 
the two sub-expressions，a a n d，b and th is is shown i n S2 i n the F igure 
6.1. W h e n bel ief (5) is added to S2, i t is W- Incons is ten t w i t h ~ic because 
deg[^c] is smal ler t h a t d e p [ ^ a V c ] . Ano the r logical suppression is in t roduced 
and the final bel ief state is ^4. The beliefs (1) t o (3) becomes cont rad ic tory , 
i.e. w h a t he knows about is ei ther "John or Peter, or both, are killers" and 
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Si ~\a Hb "ic avb 
e ~ e e e • 
weakly probably usually strongly deg[] 
S 2 ~l a "1 b "1 c avb 
e 0 e e »> 
aJ^^J^|-_^^^^^^^^^^^^^^^^^^^;;::^ deg[] 
53 ~ia ~ib "ic avb iavc 
e e— 0 0 e • 
3 ^ _ ^ ^ deg [] 
a ( ^ ^ J ^ ^ ^ ^ J ~ ~ ~ ~ - ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ； ； ： ： ： ^ ： ^ definitely 
54 Ha ]b Hc avb ""avc  
e— ~e e e e • 
a b c / / / deg[] ^ 5 ； ^ ^ 
F igu re 6.1: E x a m p l e us ing W-Cons i s tency 
“Ann is ignorance implies that John is ignorance”. T h e detect ive cannot 
conc lude w h o the k i l l e r is f r o m the present evidence. He has t o col lect more 
i n f o r m a t i o n t o make the conclusion. 
I f t he detect ive uses G-Cons is tency d u r i n g the consistency reasoning. A f -
te r a d d i n g bel ie f (1) t o (4) as shown i n state S i i n F igu re 6.1.2. Be l ie f aVb is 
G- Incons is ten t w i t h i ts sub-expressions. T h e weaker be l ie f a is suppressed t o 
an unce r ta i n state. A t th is t ime , the detect ive does no t d o u b t the s ta tus o f 
b o t h a and b, instead, he s t i l l considers t h a t Peter is ignorance. W h e n bel ie f 
(5) is added in , i t is s t i l l G-Cons is ten t and no change is needed. As a resul t , 
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Si ">a ^b Ic avb  
e e e e • 
weakly probably usually strongly deg[] 
S2 ">a "ib lc avb 
e e e e • 
, ^ ^ deg[] 
L ^ ^ ^ ^ 
S^ "la ib ">c avb iavc 
e e e e e • 
3 Z deg [] a[^^^^^^^^^^ ^ ^ ^ ^ ^ ^ ^ ^ definitely 
S4 ~ia ""b Hc avb ""avc  
e e e e e • 
_ : A ^ ^ ^ _ ^ ^ deg[] 
F igu re 6.2: E x a m p l e us ing G-Cons is tency 
on l y the s ta tus of John is quest ionable as he has the weakest c red ib i l i t y i n 
his tes t imony. 
F r o m the above example, we see t h a t W-Cons i s tency is very caut ious 
and always prefers the compos i te bel ie f t o i ts sub-expressions so these sub-
expressions mus t be suppressed. I t is s t i l l possible t o reason based on the 
compos i te be l ie f b u t avoid t o make any decisions based on one o f i ts sub-
expressions since they are no t cer ta in . I t is be t te r t o wa i t for much more 
def in i te i n f o r m a t i o n (i.e. deg[sub-expression] > deg[ logical expression]) t o 
clear the uncer ta in ty . 
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I n C h a p t e r 7, we use an examp le t o show t h a t G - C o n s i s t e n c y is se-
quence dependen t a n d d i f fe ren t be l ie f states m a y be p r o d u c e d f r o m a d i f -
fe rent cons is tency reason ing sequence. However , W - C o n s i s t e n c y ensures 
t h a t the re is a un ique final be l ie f s ta te a n d sequence i ndependen t . A s a 
resu l t , W - C o n s i s t e n c y is mo re su i tab le for lazy consis tency reason ing t h a n 
G-Cons is tency . T h e deta i ls w i l l be discussed i n C h a p t e r 7. 
6.2 S-Consis tency 
6.2.1 Overview of S-Consistency 
S-Cons is tency [17] is a s t ronger vers ion o f G-cons is tency w h i c h obeys m o d u s 
ponens inference ru le i n classical logic i n some ex ten t . 
Definition S-Cons is tency 
G i v e n a log ica l expression 少,when there exist a un ique weakest n o n - s u p p o r t i n g 
a n d n o t non - i n te r f e r i ng sub-expression a f r o m 屯 where deg[a] < d e g [ ^ ] , and, 
a l l o the r sub-expressions of 屯 disagree w i t h 屯，it is S- Incons is tent ; o therw ise 
i t is S-Cons is tent . ‘ 
T h i s t y p e o f consistency reasoning demands t h a t i f there exists a non-
s u p p o r t i n g weakest inconsis tent sub-expression, make i t S-consistent by sup-
pressing i t t o suppo r t the log ica l expression us ing a supporting logical suppres-
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5zon(Sect ion 3.2). Basical ly , S-Consistency is a special case of G-Consis tency, 
i f i t is S-Consistent t hen i t is G-Cons is ten t . 
6.2.2 Comparison of W-Consistency with S-Consistency 
Since S-Consistency is a sub-class of G-Consistency, most o f the character-
ist ics o f S-Consistency are s im i la r t o G-Cons is tency except the log ica l sup-
pressions used. Consistency reasoning process us ing S-Consistency is also 
the same as G-Consistency. For example, the weaker beliefs are suppressed 
and no i n f o r m a t i o n is discarded d u r i n g consistency reasoning. 
I n prev ious section, we know t h a t W-Cons is tency does no t a l low modus 
ponens. However, S-Consistency is mo t i va ted by the modus ponens infer-
ence rule. For example, i f we have two logical expressions i n a bel ief state 
S represented by a N L B N : ~>a and a V b and b is the un ique weakest no t 
non- in te r fe r ing bel ief when compared to ^ a . To m a i n t a i n S-Consistency, b 
has t o be suppressed to (1 ,0) t o suppor t a V b. 
W h e n we use S-Consistency to mode l the ''Who is the killer?,, example 
i n the previous section, the update procedures are shown i n F i g 6.3. 
W h e n a V b is inserted, i t is S-Inconsistent w i t h， a and ~ib. Since there 
exist a un ique weakest inconsistent d i s junc t，a , i t is log ica l ly suppressed to 
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Si ~ia ^b "ic avb  
e e e e • 
weakly probably usually strongly deg[] 
n 
S2 ^a ~ib "ic avb 
e e e e • 
' - ^ ' ^ ^ ^ ^ e . deg[] 
^^^,^,^avb^^.,-..-^^^ 
S 2 "• a "I b 1 c avb ~i avc 
e e e e e • 
^ " ^ ^ ^ a deg[] 
^ ^ ^ ^ ^ ^ ^ a definitely 
^ ^ > ^ _ _ ^ eivh^^^^^"^ 
S4 F ^ ""b pT7| avb ""avc 
e e e e e • 
^^^""^\^ ^ ^ K ^ ^ & / c deg[] 
^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ : ^ ^ 
F igu re 6.3: E x a m p l e us ing S-Consis tency 
a w i t h deg[a] 二 deg[a V b]. A f t e r t h a t ,，a V c is added i n t o t he be l ie f state. 
I t is also inconsis tent w i t h i ts d is juncts . Therefore, the un ique weakest be l ie f 
~ic is suppressed t o c w i t h deg[c] 二 d e g [ ^ a V c]. T h e final be l ie f s tate is t h a t 
we can conclude “Charles tells lies”, “Elizabeth tells lies” and “Not Diana 
tells lies”. S-Consis tency reasoning requires t h a t i f possible, find the mos t 
l i ke ly bel ief(s) t h a t suppor ts the bel ie f s tate as a whole. T h i s corresponds 
t o the n o t i o n t h a t there mus t always be an exp lana t i on for a p rob lem. T h e 
resul t is very d i f ferent f r o m W-Cons is tency i n wh i ch we w o u l d l ike t o w a i t 
for more def in i te i n f o r m a t i o n before any decision is made. 
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6.3 T r u t h Ma in tenance Systems 
6.3.1 Introduction of Truth Maintenance Systems 
T r u t h ma in tenance sys tem ( T M S ) [3] is p a r t o f the reasoning sys tem t h a t 
works w i t h a problem solver (PS) t o m a i n t a i n consistency o f t he be l ie f s ta te 
a n d remove con t rad ic t i ons . I t is a f o u n d a t i o n sys tem [6] where a l l bel iefs 
have t o be sound ly j us t i f i ed . I t suppor ts PS's a c t i v i t y i n the f o l l o w i n g ways: 
• T o record and p ropagate log ica l dependencies a m o n g p ropos i t i ons w h i c h 
are m a n i p u l a t e d by a PS. 
• T o answer queries a b o u t whe ther a g iven p r o p o s i t i o n belongs t o the 
cu r ren t set o f beliefs. 
• To detect con t rad ic t ions i n the set of bel iefs and resolve t h e m . 
T M S records and ma in ta ins proofs. T h e proofs are made u p o f justifica-
tions connec t ing nodes. Nodes represents assertions, rules, or o ther p r o g r a m 
beliefs. A node may have several jus t i f i ca t ions , each o f w h i c h represents a 
d i f ferent m e t h o d of de r i v i ng the bel ief i n the node. For each node, T M S 
computes whe ther or no t a bel ief i n the node has well-founded support, t he 
set o f non-c i rcu la r proofs, of the bel ieved nodes. T h e node p is in (or be-
l ieved) , t h a t is p e S where S is the cur rent set o f beliefs, i f a t least one 
of these jus t i f i ca t i ons is va l id ; and i t is out, i.e. p ^S, i f i t is w i t h o u t a 
va l i d j us t i f i ca t i on . There are two basic f o r m of jus t i f i ca t ions . T h e f i rs t is the 
support-list justification, wh i ch is of the f o r m 
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(SL {inlist){oumst)) 
A s u p p o r t - l i s t j u s t i f i c a t i o n is valid i f each node i n i t s i n l i s t is m , a n d each 
node i n i t s outlist is out W h e n b o t h the m l i s t and ow^list are empty , t he 
j u s t i f i c a t i o n fo rms a premise w h i c h is a lways va l i d so the node i t jus t i f ies w i l l 
a lways be bel ieved. A node t h a t has an e m p t y outlist represents monotonic 
justification w h i c h is j u s t i f i ed by the bel iefs i n the nodes o f the m l i s t . M o n o -
t on i c j u s t i f i c a t i o n means t h a t the v a l i d i t y o f a p r o o f is n o t af fected by the 
a d d i t i o n o f new beliefs. Assumptions are nodes w i t h n o n - e m p t y cmdist and 
t h e y can be re t rac ted by j u s t i f y i n g any nodes i n the outlist. These jus t i f i ca -
t i o n can be i n te rp re ted by v i e w i n g the nodes o f the m l i s t as t he reasons for 
m a k i n g the assumpt ion ; the node o f the oz/dist represent the incompleteness 
o f knowledge a u t h o r i z i n g the assumpt ion . No te t h a t T M S does no t take the 
log ica l meanings o f the node i n t o cons iderat ion. 
T h e log ica l i n te rp re ta t i ons of p ropos i t ions are lost i n T M S representa-
t i on . Therefore , the two v iews (bel ie f or d isbe l ie f ) o f a p ropos i t i on p mus t 
be represented by two d i f ferent nodes p and，p ( the negat ion o f p). A node 
represent ing be l ie f p i n the state out does no t ind ica te t h a t ~ip is i n the cur -
rent set o f bel ief . I t may happen t h a t ~>p is i n the cur ren t set o f bel ief , ou t 
o f the cur ren t set, or even no node represent ing ^ p is i n the be l ie f set. T h e 
i m p l i c i t inconsistency oip and，p i n any log ica l system is no t p a r t o f T M S , 
and i t is the d u t y of PS t o h igh l i gh t any such k i n d of con t rad i c t i on to T M S . 
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T h e second is t he conditional-proofjustification, w h i c h is o f t he f o r m 
( C P (consequent) (mhypotheses) (oiA^hypotheses)) 
A j u s t i f i c a t i o n o f t h i s f o r m is va l i d i f t he consequent node is in whenever each 
node o f t he mhypotheses is in and each node o f the o?/^hypotheses is out. A 
node j u s t i f i e d by th i s f o r m represents an i m p l i c a t i o n . 
6.3.2 Comparison of TMS between W-Consistency with 
NLBN 
T M S is a dependency ne twork management sys tem [3] w h i c h is i n tended t o 
s u p p o r t the p r o b l e m solver 's ac t i v i t y . I t on l y keeps t rack o f dependencies 
a m o n g propos i t ions . T h e y w o r k w i t h p r o b l e m solvers t o m a i n t a i n be l ie f con-
sistency. A Neura l -Log ic Be l ie f Ne two rk ( N L B N ) is a general be l ie f rev is ion 
and reasoning system, w h i c h has b o t h t r u t h ma in tenance and p r o b l e m solv-
i ng pa r t s w i t h i n a un i f ied f ramework . 
U n l i k e T M S where each bel ief can on ly be i n the states o f e i ther i n or 
o u t , any be l ie f i n N L B N can e i ther be t ( t rue) , f (false), or u (uncer ta in ) . 
A c c o r d i n g t o the basic set inc lus ion in te rp re ta t ions , we have classif ied a node 
p i n t o be t , wh i l e p out t o be e i ther f or u . No te t h a t i n N L B N , w h i c h 
fo l lows basic log ica l semantics, b o t h p and ^p are represented as a single base 
node, whereas i n a T M S , p and ^p have to be represented separately and 
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w h e t h e r t h e i r co-existence is c o n t r a d i c t o r y w i l l depend on how t he p r o b l e m 
solver v iews the case. 
B o t h systems recognize the i m p o r t a n c e o f m i n i m a l change t o ex i s t i ng be-
l iefs w h e n u p d a t i n g the cu r ren t set o f bel iefs. T M S achieves the p r i nc i p l e 
by f i n d i n g the m a x i m a l assumpt ions w h i c h con ta in those assumpt ions w h i c h 
are nearest t o c o n t r a d i c t i o n node and i ts f ounda t i ons and none o f w h i c h are 
i n t he f ounda t i ons o f ano ther e lement o f the set [9]. R e t r a c t i o n o f a m a x i m a l 
assump t i on makes sure t h a t the m i n i m a l change t o ex i s t i ng bel iefs. N L B N 
employs the W-cons is tency reasoning t o resolve knowledge con t rad i c t i ons i n 
t he first case. T h i s process fo l lows the p r inc ip le o f m i n i m a l change t o t he 
bel iefs and on l y the weakest re levant bel iefs are affected. T h i s avoids unnec-
essary removals o f assumpt ions. Indeed, N L B N on l y suppresses the weakest 
bel ief (s) and does no t expel t h e m f r o m the bel ie f state. T h e y r e m a i n as be-
l iefs and w i l l come ou t aga in when the suppression is re laxed [19]. However, 
i n T M S , the assumpt ions re t rac ted is removed f r o m the bel ie f set and i t w i l l 
no t be added back aga in unless the p rob lem solver does i t la ter . O n the o ther 
hand , w h e n the con t rad i c t i on node is in t roduced , i t w i l l r ema in i n the be l ie f 
s tate u n t i l t he p r o b l e m solver removes i t . 
B y a d o p t i n g T M S - s t y l e t r u t h maintenance, i t also inher i t s the r isk o f 
r u n n i n g i n t o unsat is f iable c i r cu la r i t y (i.e. c i rcu lar j us t i f i ca t i on ) [9]. Fo r tu -
nate ly , i n a N L B N , such s i t ua t i on w i l l end u p as hav ing con t rad i c t i on i n the 
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af fected nodes a n d c o n t r a d i c t i o n does no t s u p p o r t o the r pa r t s o f reasoning. 
T h e unsat is f iab le c i r c u l a r i t y s i t u a t i o n canno t happen i n a N L B N w i t h t he 
consis tency reason ing process, a n d i t a lways t e rm ina tes w i t h a def in i te , a n d 
s tab le be l ie f s tate. 
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Chapter 7 
Lazy Consistency Reasoning 
using W-Consistency 
I n t h i s chapter , we describe the process o f Lazy Consis tency Reason ing m o d -
eled i n N L B N and use one example t o show the effect o f u p d a t e sequence on 
knowledge systems w i t h d i f ferent consistency res to r ing methods . 
A l t h o u g h m a n y beliefs i n h u m a n m i n d are cor re la ted and dependent , t hey 
can be g rouped i n t o clusters o f independent sets of knowledge. For exam-
ple, let us consider knowledge of m a k i n g f ood and the knowledge o f so lv ing 
m a t h e m a t i c s prob lems. Each of these knowledge doma ins consists o f m a n y 
beliefs. T h e y are m o s t l y non- re la ted and a change o f a be l ie f i n one know l -
edge d o m a i n does no t affect the other . As a resul t , the inconsis tency o f one 
set of knowledge has no inf luence on the o ther doma in . 
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Cons is tency reason ing process is a p o t e n t i a l l y t i m e a n d resource consum-
i n g task . W h a t we usua l l y do is j u s t register t he be l ie f changes a n d t h e n get 
on w i t h t he mo re i m p o r t a n t and i m m e d i a t e reasoning tasks. T h i s imp l i es 
t h a t t he who le be l ie f s ta te m a y n o t be consistent - or more co r rec t l y t e rmed : 
p a r t i a l l y incons is tent . I t is acceptable w h e n the incons is tent set o f knowledge 
does n o t af fect those w h i c h are needed i n i m m e d i a t e reasoning. 
T h i s t y p e o f cogn i t i ve behav io r can be mode led by a N L B N w i t h W -
Cons is tency reasoning. We shal l f i rs t a l low be l ie f upda tes t o be car r ied o u t 
w i t h o u t a consistency reasoning process. T h e resu l t i ng N L B N and i t s asso-
c ia ted be l ie f s tate m a y t h e n be p a r t i a l l y W- incons i s ten t a f ter be l ie f changes. 
W h e n a ce r ta in p a r t o f t he N L B N (a set o f knowledge) is requ i red for rea-
soning, a lazy consistency reasoning process is t h e n car r ied ou t s t a r t i n g f r o m 
the mos t sought -a f te r be l ie f ( the o u t p u t ) sequent ia l ly t o de te rm ine w h a t are 
t he cu r ren t coherent bel iefs w i t h respect t o the p o r t i o n o f bel iefs requ i red for 
reasoning. 
G i ven a node i n N L B N , we can get a set of nodes w h i c h is re la ted t o i t . 
A node i is re la ted t o another node j i f there is a d i rec t connect ion between 
each o ther or i nd i r ec t l y connected t h r o u g h o ther nodes by comb ina t i ve l inks. 
Therefore, we can always ex t rac t a p o r t i o n of the ne twork Sp f r o m S w h i c h 
conta ins the m a x i m u m number o f nodes t h a t are re la ted and we cal l i t max-
imal related sub-network. Obv ious ly , d i f ferent m a x i m a l re la ted sub-network 
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represents d i f fe ren t k inds o f knowledge and t hey are i ndependen t . W h e n 
a N L B N is used for reasoning, some sub-ne tworks m a y be W - i n c o n s i s t e n t 
w h i l e some are W-cons i s ten t as t he t i m e passes a n d those incons is ten t do 
n o t af fect t he reason ing us ing consistent po r t i ons . W h e n a W - i n c o n s i s t e n t 
sub -ne twork is needed for reasoning, the lazy W-cons is tency reason ing p ro -
cess is p e r f o r m e d on i t . 
Since N L B N o n l y accepts log ica l expression i n C o n j u n c t i v e N o r m a l F o r m 
a n d W-cons is tency reasoning process te rm ina tes finitely i n a consistent s tate, 
as a resu l t , lazy W-cons is tency reasoning appl ies t o any m a x i m a l re la ted 
sub -ne twork w i l l p roduce a consistent s tate on t h a t sub-ne twork . Moreover , 
t he consistency reasoning process deals w i t h each log ica l expression loca l l y 
and a log ica l suppression on any sub-expression does no t affect o ther sub-
expressions. As a resu l t , the f i na l be l ie f s tate is un ique. De ta i l ed proofs are 
g iven i n nex t sect ion. 
7.1 P r o o f o f Lazy Charac ter is t i c o f W-Cons i s tency 
To show t h a t there is a un ique f ina l bel ief s tate o f a N L B N no m a t t e r when 
the lazy W-cons is tency reasoning process is app l ied i f the i n i t i a l be l ie f s tate 
o f the N L B N and the upda te operat ions are the same. We need the fo l lwo ing 
lemmas. 
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T h r o u g h o u t t h i s sect ion, we use Si {i > 0) t o represent be l ie f states o f a 
N L B N , Uj { j > 0) t o represent an u p d a t e ope ra t i on on a be l ie f s ta te. S i + Uj 
represents an u p d a t e ope ra t i on car r ied ou t on a be l ie f s ta te Si w i t h o u t per -
f o r m i n g any consistency reasoning process. Si ^ 5 j + i denotes consistency 
reason ing process is ca r r ied o u t on a be l ie f s ta te Si and generates a new be l ie f 
s ta te <Si+i. A be l ie f s ta te o f a N L B N mus t have e i ther no suppressions or a t 
least one suppression and we ca l l t he fo rmer a non-suppressed state, deno ted 
as Si , a n d the la te r a suppressed state, denoted as Si . 
Lemma 7 G i ven a N L B N w i t h a pure d i s junc t i ve log ica l expression 屯 
and i ts sub-expressions ai {i > 0) , the f i na l be l ie f s ta te mus t be un ique no 
m a t t e r w h e n the lazy W-cons is tency reasoning process is app l ied i f t he i n i t i a l 
be l ie f s ta te and the upda te opera t ions are the same. 
Proof: Since bel ie f states o f a N L B N mus t be e i ther suppressed or non-
suppressed. The re are four cases we have t o consider: 
1. A l l be l ie f states are non-suppressed states, t h a t is, a l l o f the be l ie f states 
do no t have log ica l suppressions i n t hem. 
There are no log ica l suppressions i n a bel ief s tate i f and on l y i f a f ter 
the be l ie f change, i t is s t i l l W-cons is ten t . B y the de f i n i t i on o f consis-
tency main tenance, i t does no t make any changes t o the bel ie f s tate i f 
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i t is a l ready consis tent . There fore , consistency reason ing process can 
be app l i ed a t any t i m e as i t does no t have any effect on t he be l ie f s ta te. 
Moreover , t he s ta te o f each node is j u s t the s t rongest i n p u t f r o m d i f -
ferent i n p u t s (d i rec t i n p u t s and comb ina t i ve i n p u t ) . T h e sequence o f 
u p d a t e opera t ions have no effect. There fore , the final s ta te m u s t be 
un ique . 
2. A l l be l ie f states are suppressed states. 
O n l y several u p d a t e opera t ions are a l lowed i n order t h a t a l l sequence 
o f be l ie f states are suppressed: 
• U p d a t e one suppressed sub-expression, a i o f a log ica l expression 
屯 say, such t h a t the node value is ( ( 0 , 1 ) , deg [a j ] ) where deg[o;/ 
< deg[ logical expression], the node is s t i l l suppressed. 
參 U p d a t e one suppressed node, a i say, such t h a t the node value is 
( ( 0 , 1 ) , deg[ofj]) where deg[a j ] > deg[ logical expression], the sup-
pression can be removed p rov ided t h a t there is a t least one o ther 
sub-expression be ing suppressed. 
• U p d a t e one suppressed node, a i say, such t h a t the node value 
is ( ( 0 , 0 ) , deg[t t i ] ) or ( ( l , 0 ) , deg[a j ] ) , the suppression can be re-
moved p rov ided t h a t there is at least one o ther sub-expression 
be ing suppressed. 
• U p d a t e the log ica l expression 少 such t h a t i t is ((0, 0), d e g [ ^ ] ) , a l l 
sub-expressions w i t h degree smal ler t h a n or equal t o d e g [ ^ ] mus t 
106 
be suppressed t o (0，0) w i t h t he i r o r i g ina l degree. 
• U p d a t e the log ica l expression ^ such t h a t i t is ( (1 ,0)，deg[^ ] ) , a l l 
sub-expressions w i t h ( ( 0 ,1 ) , deg[ofj]) where deg[o^j] < d e g [ ^ ] are 
suppressed t o ( ( 0 , 0 ) , deg[o;i]). 
F r o m the above upda te operat ions, we see t h a t as l ong as there is at 
least one node be ing suppressed, a l l o ther sub-expressions are changed 
f r o m suppressed t o non-suppressed or vice versa w i t h the degree-of-
be l ie f values rema in the strongest ones for the nodes local ly . Therefore, 
the final be l ie f state depends on ly the strongest bel ie f o f each node. 
Under the de f in i t i on of W-consis tency, a sub-expression is suppressed 
i f and on ly i f i t is a weak ly disagreeing i n p u t or in f luenc ing i n p u t t o the 
log ica l expression. T h e suppression is no t affected by the node values 
o f o ther sub-expressions. A lso, a suppression t o a sub-expression is re-
laxed i f and on ly i f the node value of t h a t sub-expression suppor ts the 
log ica l expression or i t becomes s t rong ly disagreeing i n p u t t o the log ica l 
expression af ter any upda te operat ion. A f t e r the re laxa t ion , the sub-
expression restores the o r ig ina l node value wh ich is the strongest bel ief 
among di f ferent i npu ts to the sub-expression. Moreover, on ly non-
s u p p o r t i n g logical suppression is al lowed i n W-cons is tency wh ich on ly 
suppresses the requi red nodes t o ( (0 ,0 ) , deg[sub-expression]) where 
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deg[sub-express ion] is t he s t rongest degree-of -be l ie f va lue o f t h e sub-
express ion. A s a resu l t , t h e final be l ie f s ta te m u s t be u n q i u e no m a t t e r 
w h e n t h e lazy W - c o n s i s t e n c y reason ing process is app l i ed . 
3. T h e i n i t i a l s ta te So a n d t he final s ta te Sn are non-suppressed states. 
However , t he re is a t least one i n t e r m e d i a t e s ta te Si w h i c h is a sup-
pressed s ta te . 
A s s u m e the re is o n l y one suppressed s ta te be tween S^ a n d Sn- T h a t is, 
So + UQ — 5 i , . . • , Si-i + Ui-i ^ Si, Si + Ui ~> Si+i, • . • , Sn-l + Un-l ^ 
Sn' 
B y (1) , we can a p p l y t he cons is tency reason ing a t any t i m e before t he 
be l ie f s ta te Si a n d a f te r Si . There fo re , we m a y o b t a i n 
So+Uo+Ui^. • .+Ui-i ~> Si, Si+Ui ~^ Si+i, Si+i^Ui+i^. . .+Un-l ~^ Sn. 
T h a t is, we a p p l y o n l y one consis tency reason ing process a f te r u p d a t e 
o p e r a t i o n f r o m Uo t o Ui—i a n d ano the r a f te r ope ra t i ons f r o m U i ^ i t o 
Un. W e w a n t t o show t h a t an i n t e r m e d i a t e s ta te Si is indeed n o t a 
r e s t r i c t i o n t o a p p l y t he lazy W-cons i s tency reason ing process. 
U n d e r W-cons i s tency ma in tenance , t he n o n - s u p p o r t i n g suppress ion o n l y 
makes t he suppressed node change t o (0,0) w i t h o r i g i n a l degree o f t h a t 
node. There fo re , t he degrees o f a l l t he nodes i n 瓦 are s t i l l m a x i -
m u m . A f t e r t h a t , Ui makes s ta te Si change t o non-suppressed s ta te 
a n d remove the suppressed l inks. T h e suppressed nodes are restored 
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t o p r e v i o u s t r u t h va lue w i t h t h e degrees u n c h a n g e d loca l l y . T h e r e f o r e , 
d u r i n g t r a n s i t i o n f r o m s ta te S i - i t o 5 j + i , each node can m a i n t a i n t h e 
m a x i m u m degree a n d t h e c o r r e s p o n d i n g t r u t h va lue o r (0,0) i f sup-
pressed. A s l o n g as t h e u p d a t e o p e r a t i o n s are t h e same, t h e m a x i m u m 
degree-o f -be l ie f va lue o f each node m u s t be u n i q u e a n d t h e cons is tency 
reason ing process can be a p p l i e d a t any t i m e w i t h o u t a f f ec t i ng t h e final 
s ta te . 
4. T h e i n i t i a l s ta te So a n d t h e f i n a l s ta te Sn are suppressed states. H o w -
ever, t he re is a t least one i n t e r m e d i a t e s ta te S i w h i c h is a non-suppressed 
s ta te . 
A s s u m e the re is o n l y one non-suppressed s ta te be tween 5 ^ a n d 5 ^ . 
T h a t is, 
So+Uo — Si, . . . , Si-i+Ui^i ~^ Si, Si+Ui ~> 5j+i, . . •，Sn-l^-Un-l ^ Sn 
B y (2) , we can a p p l y t he cons is tency reason ing a t any t i m e before t he 
be l i e f s ta te Si a n d a f te r Si . There fo re , we m a y o b t a i n 
So^Uo^. . .^Ui-i — Si,Si~\~Ui ~^ Si^i, ^ + 1 + Ui^i + . . . + Un-l ^ S^. 
T h a t is, we a p p l y o n l y one cons is tency reason ing process a f te r u p d a t e 
ope ra t i ons f r o m u^ t o Ui—i a n d ano the r a f te r ope ra t i ons f r o m U i+ i t o 
Un. W e w a n t t o show t h a t an i n t e r m e d i a t e s ta te Si is i ndeed n o t a 
r e s t r i c t i o n t o a p p l y t he lazy W-cons i s tency reason ing process. 
S i m i l a r l y t o (3) , any b e l i e f s t a t e s ta r t s f r o m suppressed t o non-suppressed, 
a n d t h e n back t o suppressed again , each node can s t i l l m a i n t a i n t he 
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m a x i m u m degree-of-bel ief value among d i f ferent i npu t s o f t h a t node. I f 
t he upda te operat ions are the same, a l l the nodes mus t have the same 
final states as the on ly strongest beliefs are shown as the states. More -
over, by de f i n i t i on of W-consistency, whether a node is suppressed or 
no t depends on the compar ison of i ts degree w i t h i ts log ica l expression 
and no t on o ther factors. As a resul t , the f ina l bel ief state mus t be 
un ique also i n th is case. 
C o m b i n a t i o n of (1) t o (4), g iven an i n i t i a l bel ief state and given a se-
quence of upda te operat ions, we can always app ly the lazy W-cons is tency 
reasoning process at any t i m e w i t h o u t affect the final bel ief state for the 
pure ly d is junc t ive logical expression. 
• 
Lemma 8 G iven a N L B N w i t h a pure con junct ive logical expression 少 
and i ts sub-expressions ai {i > 0)，the final bel ief state must be un ique no 
m a t t e r when the lazy W-consis tency reasoning process is app l ied i f the i n i t i a l 
bel ief state and the update operat ions are the same. 
Proof: Since connective A N D is logical ly symmet r i ca l t o O R in bel ief 
networks, the p roo f is carr ied out i n the same ways as t h a t of L e m m a 7 by 
sw i tch ing context f r o m dis juncts to conjuncts, and, replac ing (1,0) for (0,1) 
and (0,1) for (1,0) respectively. 
110 
• 
O n l y con junc t i ve n o r m a l f o r m o f log ica l expressions are a l lowed i n N L B N . 
There fo re , we can see t h a t the general s t r uc tu re o f a N L B N consists o f th ree 
layers o f nodes: t he first layer inc ludes a l l l i te ra ls or t he name of s imp le 
p ropos i t i ons w i t h o u t any log ica l connect ives a t tached, represented by a^. T h e 
second layer inc ludes d i s junc t i ve log ica l expressions, deno ted by 伐 a n d the 
t h i r d layer inc ludes con junc t i ve log ica l expressions w i t h i t s sub-expressions 
can be d i s j unc t i ve log ica l expressions, denoted by 7^. 
Theorem 10 (The uniqueness of final belief state for lazy W -
consistency resaoning) 
T h e final be l ie f s tate o f a m a x i m u m re la ted p o r t i o n o f a N L B N mus t be 
un ique and W-cons is ten t w h e n lazy W-cons is tency reasoning is app l ied t o 
t h a t p o r t i o n at any t i m e , i f the i n i t i a l be l ie f s tate and the upda te opera t ions 
are the same. 
Proof: consistency reasoning process always s tar ts a t the r i gh t mos t 
nodes ( the t h i r d layer first),if present, and transverse backward . F i r s t , i t 
checks whe the r the sub-expressions /¾ ( the second layer) are consistent w i t h 
the log ica l expression 7^ ( the t h i r d layer) . I f no t , necessary log ica l suppres-
sions are requ i red t o restore the consistency. Second, the sub-expressions a^ 
( the first layer) are checked t o see whether they are consistent w i t h ^¾. I f 
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n o t , t he same consis tency ma in tenance is ca r r ied ou t . T h e n t h a t m a x i m u m 
re la ted p o r t i o n o f n e t o w r k is p ropaga ted f o r w a r d f r o m the first layer once 
aga in a n d the consistency reasoning process is p e r f o r m e d aga in u n t i l t h a t 
re levant p o r t i o n is consistent . 
W h i l e N L B N can o n l y accept con junc t i ve n o r m a l f o r m o f log ica l expres-
sion, o n l y t he con junc t i ve and d i s junc t i ve log ica l expressions can be rep-
resented i n a be l ie f state. A lso , any log ica l suppressions t o t he nodes on 
second layer can be considered as the u p d a t e opera t ions on those nodes i n 
t h a t layer w h i c h w i l l need consistency reasoning t o check the consistency. B y 
L e m m a 7 and 8, we have shown t h a t lazy W-cons is tency reasoning process 
can be app l i ed a t any t i m e for d i s junc t i ve and con junc t i ve log ica l expressions 
respect ively. B y T h e o r e m 6, W-cons is tency reasoning process always t e r m i -
na te finitely i n a consistent state. C o m b i n a t i o n o f these, we can see t h a t 
lazy W-cons is tency reasoning can be car r ied ou t a t any t i m e t o a m a x i m u m 
re la ted p o r t i o n o f the ne twork and final s tate of t h a t p o r t i o n mus t be un ique 
and W-cons is ten t . 
• 
7.2 Examp le o f Lazy Consistency Reasoning 
I n t h i s sect ion, we use an example to show the effect of upda te sequence us ing 
A G M logic, G-consis tency and W-consistency. We adopt the same no ta t ions 
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o f node va lue o f N L B N i n t he example , (e.g. ( (1 ,0)，probab ly ) means t he 
p r o p o s i t i o n is be l ieved w i t h degree o f p r o b a b l y ) . 
Example 
Suppose t h a t an inspec to r ho lds t w o bel iefs; "Peter p r o b a b l y is n o t t he 
k i l l e r " and，，John n o r m a l l y is n o t t he k i l l e r " : 
• a: Peter is t he k i l l e r ( (0 ,1) , p r o b a b l y ) . 
• b: J o h n is t he k i l l e r ( (0 ,1) , n o r m a l l y ) . 
A f t e r mo re evidence is ob ta ined , there are t w o u p d a t e opera t ions on the 
be l ie f s ta te o f t he inspector . 
1. A d d a new be l ie f "Peter was the k i l l e r O R J o h n was t he k i l l e r ((1,0)， 
strongly)，，. 
2. Change t he degree o f be l ie f " no t J o h n was the k i l l e r " f r o m n o r m a l l y t o 
weakly . 
F i r s t , we use G-cons is tency w i t h N L B N [19] for reasoning. I n F i g 7.1(a) , 
we do ope ra t i on (1) fo l lowed by (2). W h e n a V b: ( ( l , 0 ) , s t r ong l y ) is added, 
t he be l ie f s ta te is G- incons is ten t and a log ica l suppression is app l i ed t o t he 
weaker b e l i e f a : ( ( 0 , l ) , p robab l y ) . T h e n the degree o f be l ie f b is changed f r o m 
normally t o weakly does no t affect the consistency. A s a resu l t , t he final 
be l ie f s ta te o f F i g 7.1(a) is: 
• a: ( (0 ,0) , p r o b a b l y ) 
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a ((0,1 )，probably) a ((0,1), probably) 
0^^"^^^^-^^^ aVb ((0,l),probably) " " ^ ^ " \ ^ V b ((0,l),probably) 
^ 0 0 ¾ ¾ 
b ((0,1), n o r m a l l y ) ^ ^ ^ ^ b ((0,1), normally) ^ ^ 
< ^ 
~~^7 logical a((0,l),probably) 
a ((0,1)，pr^ablyQA suppression Q 
((0.0), probably) ^""^>_^^^^^^ aVb((l,0),strongly) 、、\>~>__^ ^^ Vb((l’0)，strongly) 
$ ^ Op(2) K X ) 
b ((0,1), n o r m a l l y ) ^ ^ \ _ ^ ^ 
Q r ^ Op(i)V b((o,i) ,90maiiyQK^ 
t( ；, b((0,l), weakly) 
((l,0),strongly) W a((0,l), probably) • 
a ( ( 0 , l ^ b a b l y Q / suppression ^ ^ ^ " ^ ^ 
((0,0)，probably) ^ ^ " " " ^ ^ ^ aVb(( 1,0),strongly) ^ S ^ ^ 
O R ^ b ( ( a i ) , ; ^ d y h ^ ^ ^ ^ ^ ^ C^K1) 
b ( ( 0 , l ) , ^ m a l l y ) ^ ^ ^ , . ^ ^ Q ^ ,、^ 、 
b ((0,1 )，weakly) ^KjT ,丄、、 ((0,0), weakly) logical '、_ } 
Qn(2) '、-乂 suppression ((l,0),strongly) 
^^ , ((l,0),strongly) 
final belief state final belief state 
� (b) 
F i g u r e 7.1: I l l u s t r a t i o n o f t he e x a m p l e us ing G-cons i s tency 
• b: ( (0 ,1 ) , w e a k l y ) 
• a V 6 : ( ( l , 0 ) , s t r o n g l y ) 
I n F i g 7 .1 (b ) , we reverse t he order a n d u p d a t e t he degree o f b f i r s t . A f t e r 
t h a t , w h e n a V b: ( ( l , 0 ) , s t r o n g l y ) is inser ted, i t is G - i ncons i s ten t . T h e 
cons is tency m a i n t e n a n c e procedures also suppress t he weaker bel ie f . B u t 
i n t h i s t i m e , t h e weaker be l ie f is b r a t h e r t h a n a, so b is suppressed t o an 
u n c e r t a i n s ta te . T h e f i na l s ta te o f F i g 7 .1(b) is: 
• a: ( (0 ,1) , p r o b a b l y ) 
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• b: ((0,0)，weakly) 
• aWb: ( ( l , 0 ) , s t rong ly ) 
We see t h a t the sequence of G-consistency reasoning process is d i f fer -
ent i n the example and the final states of t h e m are d i f ferent . Therefore 
G-cons is tency is sequence dependent. 
I f we use A G M Logic w i t h an Ep is temic En t renchment o rder ing adopted 
d i rec t l y f r o m the T A O of N L B N [5], the s ta r t i ng bel ief set S shal l inc lude 
， a (p robab ly ) and ^ h (no rma l l y ) and the i r log ica l consequences. A f t e r the 
first upda te opera t ion , ~>b ( no rma l l y ) and aVb (s t rong ly ) are i n the resu l t ing 
bel ief set b u t， a (p robab ly ) w i l l be expel led and a ( f r om the closure of the 
bel ie f set) w i l l be in. A f t e r the second opera t ion where the bel ief degree of 
b has been changed f r o m no rma l l y to weakly, the resu l t ing bel ief set shal l 
inc lude ~ib (weak ly) , a V b (s t rongly) and a. 
I f the sequence is reversed, the bel ief set af ter the second upda te shal l in -
clude ~>a (p robab ly ) , ^ b (weakly) , and the i r logical consequences. I f we then 
pe r fo rm upda te (1)，then the resu l t ing bel ief set shal l inc lude ~>a (p robab ly ) , 
a V b (s t rong ly) and b (der ived f r o m the closure of the bel ief set) and the i r 
logical consequences. These results are stronger as new beliefs are b rought i n 
by the logical closure bu t s imi lar t o the G-Consistency reasoning i n a N L B N , 
wh ich are upda te sequence dependent. 
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However , u s i n g W - c o n s i s t e n c y reasoning, we can j u s t r eco rd t h e be l i e f 
change a n d do n o t a p p l y t he cons is tency reason ing i m m e d i a t e l y . T h e be l i e f 
s ta te becomes W - i n c o n s i s t e n t as i n F i g 7 .2(a) . W h e n t h i s set o f know ledge 
is r e q u i r e d fo r reason ing, we t h e n a p p l y t he lazy cons is tency reason ing t o i t . 
Since t w o sub-expressions (a a n d b) are weak l y d isagree ing expressions t o t h e 
l og i ca l express ion {aVb). B o t h o f t h e m m u s t be suppressed t o (0,0) . W e can 
see t h a t t h e lazy cons is tency reason ing process ensures a un ique final be l ie f 
s ta te as s h o w n i n F i g 7 .2(b) no m a t t e r w h a t t he sequence o f upda tes is. 
a ((0,1), p m b a b ] j ^ \ ^ V b ((1,0)，strongly) 
^^^><^U W-Consistency 
Op(2) / / ^ \ reasoning 
^ 7 〇 、、、” 
b((0,y/normally) ,'、；, Op(l) 
b ((0,1), weakly) aVb ((l,0), strongly) 
(a) Before lazy consistency reasoning 
7 , ^ logical 
a ((0,l),m^5bab^OX^^^ suppression 
( _ ’ P r o _ y ) ^ ^ a V b ( ( l ， 0 )， s t r o n g l y ) 
b ( ( o , i ) ! ^ ^ i i Q . 、、、 
((0,0), weakly) ‘、-) 
aVb ((l,0), strongly) 
(b) After lazy consistency reasoning 
F i g u r e 7.2: T h e examp le w i t h W-cons is tency reason ing 
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7.3 Discuss ion and A p p l i c a t i o n 
T h e r e are t w o m a i n cons iderat ions w h i c h m o t i v a t e us t o s t u d y t h i s k i n d o f 
behav io r . F i r s t , i n knowledge systems, especial ly for r ea l - t ime app l i ca t i ons 
or i n te rac t i ve robo ts , t he ava i l ab i l i t y o f resources (space, t i m e , etc.) are o f t en 
n o t fu l f i l l ed . M a n y c r i t i ca l decisions have t o made by sacr i f i c ing consistency 
o f overa l l bel iefs as l ong as t hey are no t used for i m m e d i a t e reasoning needs. 
Second, i n A I , m o d e l i n g h u m a n reasoning is one o f the u t m o s t i m p o r t a n t 
tasks. H u m a n begins show the character is t ic o f lazy eva lua t ion i n d a i l y rea-
soning. 
I n t h i s chapter , I use N L B N w i t h W-Cons i s tency for lazy consistency 
reasoning. T h e resul t is t h a t we always have a un ique final be l ie f s ta te w i t h 
t w o a d d i t i o n a l respects. F i r s t , we do no t need t o check for consistency each 
t i m e a be l ie f s tate is changed. We can app l y consistency reasoning a t any 
t i m e on l y w h e n i t is requi red. Second, we do no t need t o record the sequence 
o f u p d a t e opera t ions as i t does no t affect the final bel ie f state. 
T h e d i rec t app l i ca t i on of Lazy W-Cons is tency reasoning is me rg ing m u l -
t i p l e knowledge bases. Knowledge bases can be sets of two-va lued or three-
va lued p ropos i t i ona l expressions i n C N F . W h e n p r o d u c i n g the final consistent 
knowledge base, the log ica l expressions f r o m the knowledge bases are added 
i n t o the N L B N . T h i s opera t ion is equivalent t o a b ig un ion (U) opera t ion 
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on a l l log ica l expressions f r o m di f ferent knowledge bases. We do no t need t o 
concern abou t the sequence of knowledge base updates and no consistency 
check is requi red. A f t e r t h a t , a Lazy W-Cons is tency reasoning is app l ied 
and a un ique W-Cons is ten t knowledge set w i l l be formed. For example, 
there are 2 knowledge bases w i t h 3-valued {t, f , u)\ A = {a : ( / , weakly), 
b : {u, 0) , at\b : ( / , strongly), ^a V c : {t, definitely), c : {t, normally), 
d : ( n , 0 ) } , B = {a : {u, 0), b : ( / , normally), a A b : ( / , weakly), ~>a V c : 
( / , definitely)}. W h e n we i n p u t t h e m in to a N L B N , the i n i t i a l bel ie f state 
5o = A U B = {a : ( / , weakly), b : {t, normally), a A b : ( / , strongly), 
~ia V c : {u, definitely), c : ( t , normally), d : {u, 0 ) } . We have the order ing: 
0 < weakly < normally < definitely < strongly. A f t e r W-Cons is tency 
reasoning process, the f ina l W-Cons is ten t knowledge base is formed: {a : 
{u,weakly), b : ( / , normally), a A 6 : ( / , strongly), " > a V c : [u, definitely), 
c : {u^ normally), d : (ix,0)}. 
I f a two-va lued final set of knowledge base is required, we can ex t rac t f r o m 
the f ina l N L B N those proposi t ions w i t h state as (1,0) or (0,1) and discard 
those w i t h (0,0). For example, 2-valued m o d e ( ( / ) knowledge base w i t h no 
degree-of-bel ief values is very common in real wo r ld appl icat ions. We can 
mode l i t w i t h propos i t ion-va lue (1,0) and (0,1) and polar ize degree-of-bel ief 
values to “0” and " t r ue " . I f we have two knowledge bases: A = {^a,aVb, c] 
and B 二 { a , ^ 6 , a V 6 ,c } , we have A U B = { !a , ^b,a V b, c] where la = 
{ a ,，a } . W h e n W-Cons is tency reasoning is appl ied, we get a bel ief state of 
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{!a，lb, l(a V b),cj. I f t he f i na l set o f knowledge base has t o be represented i n 
two -va lued mode , W e d iscard those c o n t r a d i c t o r y knowledge f r o m the be l ie f 
s ta te a n d finally get a consistent knowledge base: { c } . 
I n t he f r a m e w o r k o f 2-va lued mode(^ , / ) w i t h 2 degree-of-bel ief values: 
"0 " a n d " t r ue "，W-Cons i s tency reasoning is very caut ious i n the sense t h a t 
as l o n g as there is an inconsis tency i n a sub-expression, i t s log ica l expression 
(少)a n d o the r sub-expressions f o r m i n g (少)may also set t o " u n k n o w n " a n d 
expe l led o u t t o the knowledge base. For example , i f we have {a ,，b ,a 八 6 } , 
t he comb ined p r o p o s i t i o n value is ((0, l),true) wh i l e the log ica l expression 
is ( ( 1 , 0 ) , true). As a resu l t , t he final s tate o f the log ica l expression is 
( (0, 0),true). Unde r W-Cons i s tency reasoning, the sub-expressions a and 
b mus t be suppressed t o ( ( 0 , 0 ) , t r w e ) because they are in f luenc ing i n p u t s t o 
t he log ica l expressions. Since a l l three expressions are set t o " u n k n o w n " s tate 
a n d ex t rac ted f r o m the f ina l state. T h e f ina l knowledge base is empty . 
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Chapter 8 
Integration of Different 
Consistency Reasoning 
Methods 
I n t h i s chapter , we t r y t o i nco rpora te and in tegra te d i f ferent approaches o f 
consistency ma in tenance i n t o one un i f ied f r amework so t h a t we cou ld al-
low each be l ie f represented t o adhere t o app rop r ia te approach o f consistency 
main tenance. F i r s t , we w i l l t r y t o m i x W-Cons is tency and G-Cons is tency 
i n t o a N L B N so t h a t e i ther one of t h e m can be used for a be l ie f depend ing 
on w h i c h consistency is more su i tab le i n i ts own r i gh t . We w i l l l ook at the 
behav io r o f the N L B N when these two consistencies are m ixed . Second, we 
w i l l show t h a t besides the i ts own style of reasoning, N L B N can be used t o 
m o d e l the T M S ' s style of main tenance strategy. 
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8.1 M i x i n g W - C o n s i s t e n c y and G-Cons i s tency 
i n t o a N L B N 
I n a l l p rev ious chapters, we see t h a t there are two k inds of consistency: W -
Cons is tency and G-Cons is tency used i n N L B N . We assume t h a t e i ther o f 
t h e m is u n i f o r m l y used d u r i n g consistency reasoning. T h i s is no t necessari ly 
the case. W e can easi ly in tegra te these two consistencies i n the same N L B N . 
A s each node i n N L B N represents a log ica l expression, we can app l y e i ther 
G - or W-Cons i s tency t o each node as requi red. T h e m e t h o d is t o assign a 
flag t o each log ica l expression i n d i c a t i n g whether the G - or W-Cons i s tency 
is t o be used d u r i n g consistency reasoning process. A general p i c tu re of a 
N L B N w i t h m i x i n g two consistencies is shown i n F igu re 8.1. 
A N L B N has a finite number of base nodes, i t on l y accepts log ica l expres-
sion i n C N F and on ly three layers of base nodes and two layers of combina t i ve -
l inks are necessary for represent ing a l l log ical expressions. Each node is as-
signed le t te r ' G ' or ' W ' represent ing t h a t the node uses G-Cons is tency or 
W-Cons is tency for consistency reasoning process respectively. 
For a given logical expression base node 少, { S U B x i f } is the set o f sub-
expressions of ^ . { G } is the set of a l l nodes marked 'G ' , {W} is the set 
of a l l nodes marked ' W ' . Nodes marked 'G ' are cal led G-nodes and those 




^ ^ AND 
A ^ ^ ^ ^ 
° v ^ ® ^ ^ 
^ ® > ^ CVD y ^ ^ ^ ^ ^ (BVC )A(CVD) 
: 麥 
； layer 1 layer 2 
layer 0 
F i g u r e 8.1: M i x i n g W - a n d G - C o n s i s t e n c y i n a N L B N 
a l l suppressed nodes due t o 少. 
W h e n we l o o k a t t he behav io r o f a N L B N w i t h t w o consistencies ( G & 
W ) , s t a b i l i t y a n d uniqueness o f be l ie f s ta te are t w o m a i n concerns. F i r s t , we 
expec t t h a t t h e cons is tency reason ing process s t i l l t e r m i n a t e s f i n i t e l y a n d t h e 
final be l i e f s ta te is cons is tent . I n t he f o l l o w i n g d iscussion, we have t h e as-
s u m p t i o n t h a t cons is tency reason ing process m u s t be ca r r i ed o u t i m m e d i a t e l y 
w h e n the re is a be l ie f change on a G - n o d e a n d lazy cons is tency reason ing can 
be a p p l i e d w h e n W - n o d e is changed. For examp le , i n F i g u r e 8.1, w h e n we 
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have an u p d a t e o p e r a t i o n on node C v D , t he consistency reason ing s ta r t s a t 
once on t he m a x i m a l re la ted sub-ne twork o f C V D. However , we can s t a r t 
cons is tency reason ing a t any t i m e w h e n the u p d a t e ope ra t i on is app l i ed on 
W - n o d e , e.g. one ope ra t i on on B V C and ano ther on C before consis tency 
reasoning. 
N o m a t t e r w h e n the consistency reasoning begins, t he same procedures 
are used a n d t hey are g rouped i n t o a f u n c t i o n i n inference engine o f X H O P E S 
ca l led “ c o n s i s t e n c y - r e a s o n i n g , process(),, (refer t o Sect ion 4.3) shown as be-
low: 
Begin{ 
Consistency Reasoning starts at a node, say ^; 
Collect all sub-expressions of ^ and form { 5 t / B ^ } ; 
Consistency Check to see whether ^ is consistent with its sub-expressions 
based on the type of consistency specified on %• 
If Consistent, stop; 
IfInconsistent, suppress the required nodes andput them in {SUPPRESS*Y, 
For each a^ G {SUPPRESS^、 




F r o m above procedures, we see t h a t check ing whe the r a log ica l expres-
s ion is consis tent or n o t is based on the t y p e o f consis tency speci f ied on 
t h a t log ica l expression. I t is no t af fected by the types o f consis tency on i t s 
sub-expressions. There fore , i t is car r ied o u t f o l l ow ing the d e f i n i t i o n o f t h a t 
t y p e o f consis tency a n d suppress those requ i red t o do so t o resolve any in -
consistencies between the log ica l expression and i ts sub-expressions. B o t h 
W - a n d G-Cons is tency requires on l y n o n - s u p p o r t i n g suppressions (suppres-
s ion t h a t makes a be l ie f become (0,0)) . W h e n consistency reasoning con-
t inues w i t h t he suppressed nodes, i t s i m p l y t rea ts t he suppressed nodes as 
be ing u p d a t e d t o (0,0) and uses the i r specif ic consistency types t o check w i t h 
t h e i r co r respond ing sub-expressions ( i f present) . As a resu l t , consistency rea-
son ing in t roduces more and more n o n - s u p p o r t i n g suppressions on a N L B N . 
G i v e n the loca l character is t ics of consistency reasoning i n N L B N and on l y 
n o n - s u p p o r t i n g suppressions are used, comb ined w i t h the fact t h a t a N L B N 
conta ins a finite number o f nodes, consistency reasoning te rm ina tes finitely 
w h e n a l l nodes are consistent or t hey are exhaust ive ly suppressed w h i c h are 
also consistent . T h e assumpt ion of i m m e d i a t e consistency reasoning on G -
node does no t con t r i bu te any suppor t on the s tab i l i t y o f a N L B N , we can 
re lax i t w i t h o u t a f fec t ing the s tab i l i t y and i t mus t t e r m i n a t e and consistent 
even a l l nodes ( b o t h G - and W-nodes) are lazy evaluated. 
T h e second concern is the uniqueness of bel ief s tate o f a N L B N . I n Chap-
ter 7, we see t h a t i f G-Cons is tency is used for lazy consistency reasoning, the 
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final be l ie f s ta te m a y no t be un ique. There fore , w h e n we use a N L B N m i x -
i n g t w o consistencies for lazy consistency reasoning, t he s ta te o f each node 
is dependent on the sequence o f u p d a t e opera t ions . Even worse, t he un ique-
ness character is t ics is no t also preserved w h e n the assump t i on o f i m m e d i a t e 
consis tency reasoning on G - n o d e is app l ied i n a m i x e d N L B N . W e can show 
t h i s w i t h an example i n F igu re 8.2. 
I n F i g u r e 8.2(a) , t he i n i t i a l be l ie f s tate consists o f th ree nodes A, B and 
A V B. T h e i n i t i a l be l ie f s tate is shown i n Tab le 8.1. 
Nodes I n p u t values State 
A - ((0,0),0) 
B ( ( 0 , 1 ) , normally) ( ( 0 , 1 ) , normally) 
A V B ( ( 1 ,0 ) , strongly) ( (1, 0), strongly) 
Table 8.1: I n i t i a l Be l ie f State i n E x a m p l e 
W e have two upda te operat ions on th i s N L B N : 
1. A d d an i n p u t value ( (0 ,1 ) , probably) t o A. 
2. Revise the state of B to ( ( 0 , 1)，w e a k l y ) . 
I n F igu re 8.2, we app ly consistency reasoning i m m e d i a t e l y af ter each 
ope ra t i on even the upda ted nodes are W-nodes , the final bel ie f state is i n 
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AvB ((l,0), strongly) 
A ((0,0),0) . ' - ‘ 
© \ ^ 仰 .‘‘ 
^ > G T 
^ ^ AvB (( l ,0), strongly) 
B((0,1), normally).；. » ^ 2 ^ ^ ^ 口’丄⑵ 
B ((0,1), normally) 
(a) 
AvB ((1,0), strongly) 
C^erati。<Uisap~g；^ 八 _ ) , 口漏丫） ‘ '-'' 
A ((0,1)，probably) ‘ ' / ^ X , ‘ 
‘ V ^ ^ ^ ^ / 2 ) ,‘ 
> © " 
^ ^ AvB (( l ,0), strongJ^  
, r~^ ^ ^ ^ ^ (2’ 1/2) 
B ((0,1), normally) ‘ — " V v ^ 
"^•^ ^ • combinadve links 
B ((0,1), normally) ^ ；叩遍 
(b ) ^ suppress links 
C^ |^COTsistency Reasonj^ ^ AvB ((l,0), Strongly) 
A ((0,0), probably) 、:• 
- ^ ^ . _ - (^1,1), probably , ' 
A((0,l),probably) '. .{w)k；^^ 、、 / 
^"^«4^2) V •‘‘ 
^ > ^ ' 
^ ^ AvB ((1，0)，strongly) 
Bmi), weakly) ^ ^ 2 1/2) 
B Wl;t^ormally) ' \ »^w)^ 
<fflOperation 2 is a p j g > B ((0,1), WCakly) 
(C) 
F i g u r e 8.2: E x a m p l e show ing m i x i n g o f t w o consistencies: 1 
Tab le 8.2. 
O n t h e o the r hand , i n F i gu re 8.3, we a p p l y lazy consis tency reason ing 
a f te r t w o u p d a t e opera t ions , the final be l ie f s ta te is d i f fe ren t f r o m prev ious 
resu l t (Tab le 8.3): 
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Nodes I n p u t values Sta te S ta tus 
A ( ( 0 , 1 ) , probably) ( ( 0 , 0 ) , probably) suppressed 
B ( ( 0 , 1 ) , weakly) ( ( 0 , 1 ) , weakly) -
A V B ( (1, 0) , strongly) ( ( 1 , 0 ) , strongly) -
Tab le 8.2: F i n a l Be l ie f S ta te i n example 
AvB ((1,0), strongly) 
CU^ra t ion1 isagd> A((0,l),probably) : ' : . 
A ((0,1), probably) - ； . K ^ ^ \ ‘ ‘ 
‘ U ^ ^ " ^ > t t 4 ^ ^ , ' 
^ / ^ A v B ((1,0) , strongly) 
^ ^ (2’ 1/2) 
B((0,1), normally) ' ) * Q ^ 
B ((0,1) , normally) 
(a) 
AvB ((l,0), strongly) 
A ((0,1) , probably) 
A ((0,1), probably) '_>" " ^ w V _ ' ' 
W ^-\_^^2> ,‘ 
e r^ation2isapiiiSD> ^ ^ A ^ ( ( 1 , 0 ) , Strongly) -combinativelinks 
B((0,1), weakly) ^ ^ 
B((0,T^Hurnally) '； > Q r ^'' '^^ “ inputlinks 
B ((0,1) , weakly) ^ supprssion links 
(b)  
AvB ((l,0), strongly) 
A ( ( 0 , 1 ) , probably) / ' - ' 
A ((0,1), proWbijr) - - - _K5^"^^_^^^^^ ‘ ‘ ‘ 
^ ^ ^ ^ A v B ( ( l , 0 ) , strongly) 
(2’ \ m ^ ^ ！ 
B ((0,1)’ weakly) ^ ^ , / 
B ((0,T)>a(mally) ' > " ^ ¾ ^ - " ' ' (i.i).weakiy 
B {{Q,Vy^ tdkXy) <g^ nsistency Reasoning 
B ((0,0), weakly) ( c ) 
F igu re 8.3: E x a m p l e showing m i x i n g of two consistencies: 2 
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Nodes I n p u t values Sta te S ta tus 
A ( ( 0 , 1 ) , probably) {{0,l),probably) -
B ( ( 0 , 1 ) , weakly) ( ( 0 , 0 ) , weakly) suppressed 
A V B ( (1, 0) , strongly) ( (1, 0 )， s t r o n g l y ) -
Tab le 8.3: F i n a l Be l ie f S ta te for Lazy Consis tency Reason ing i n examp le 
F r o m the example , we can conc lude t h a t even t h o u g h t w o consisten-
cies fo l l ow t he i r de f in i t ions t o restore consistency loca l l y fo r each log ica l -
expression, t he f i na l be l ie f s tate o f each node m a y no t be un ique w h e n two 
consistencies m i x e d i n a N L B N . T h i s is no t w h a t we wan t as we have t o make 
more e f for t t o keep t rack o f t h e sequence o f opera t ions on a knowledge system. 
A l t h o u g h we cannot f reely app l y lazy consistency reasoning i n a m i x e d 
N L B N , we can s t i l l have a un ique final be l ie f s tate w i t h a special procedures 
on N L B N . W h e n there is an upda te ope ra t i on on a node, say A , we have 
t o look i n t o the m a x i m a l re la ted sub-network o f A. I f there is a G -node 
i n i t , we app l y the consistency reasoning process at once no m a t t e r w h a t 
k i n d o f consistency A used. T h e states of a l l nodes i n th i s sub-ne twork are 
un ique. I f there is no G-node i n i t , we guarantee t h a t the lazy consistency 
reasoning process can be app l ied w i t h o u t a f fect ing the final bel ie f state. I n 
conclus ion, w i t h th is ar rangement , G - and W-Cons is tency can be in tegra ted 
i n t o a N L B N wh i ch s t i l l preserves the uniqueness o f final bel ie f s tate when 
128 
l azy consis tency reason ing is used. 
8.2 U s i n g a N L B N for T r u t h Ma in tenance 
8.2.1 TMS's Truth Maintenance Strategy 
I n t h i s sect ion, I t u r n t o look at T M S and N L B N . F i r s t , how T M S deals 
w i t h incons is tency is rev iewed us ing an example . T h e n N L B N is used t o 
hand le t h i s examp le us ing i t own way. F ina l l y , I t r y t o m o d e l T M S - s t y l e 
t r u t h ma in tenance us ing a N L B N . 
T h e truth maintenance process i n T M S [3] makes any necessary revis ions 
i n the cu r ren t set o f bel iefs when a j u s t i f i c a t i o n is added or de leted f r o m the 
be l ie f set. R e t r a c t i n g jus t i f i ca t i ons presents no i m p o r t a n t p r o b l e m beyond 
those o f a d d i n g jus t i f i ca t ions , so we shal l concent ra te on the procedure for 
j u s t i f i c a t i o n add i t i on . T h e t r u t h main tenance process is invoked when a new 
j u s t i f i c a t i o n is added. I f the new j us t i f i ca t i on is i nva l i d or i f i t is va l i d b u t 
the node is a l ready m, T M S j u s t adds th i s new j u s t i f i c a t i o n w i t h o u t o ther 
changes. I f t he new j us t i f i ca t i on is va l i d and the node is out, T M S records 
and ma rks th i s node and those affected by th is node as no we l l - founded sup-
p o r t . These nodes are checked t o see whether any o f t h e m are va l i d pu re ly 
on basis o f the unmarked nodes. I f i t f inds any, t hey are b rough t in. T h e 
ma rked nodes w h i c h may be affected are checked t o see i f t hey t oo can now 
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be g iven we l l - f ounded suppo r t . A f t e r th is , T M S checks for con t rad i c t i ons 
a n d CP- j us t i f i ca t i ons . F i na l l y , T M S signals t he PS of t he changes o f t he 
s ta tus o f t he node. 
A node i n t he T M S mus t be declared t o be c o n t r a d i c t i o n by the PS t o sig-
na l any inconsistency. D u r i n g t r u t h ma in tenance, nodes are checked t o see i f 
t h e y are m a r k e d as con t rad i c t i ons w h i c h mean t h a t there are inconsistencies 
i n t he set o f bel iefs. To restore consistency, T M S invokes a procedure ca l led 
dependence directed backtracking ( D D B ) . D D B first t races backwards t o find 
a l l t he we l l - founded suppo r t o f con t r ad i c t i on nodes t h a t cause the inconsis-
tencies. One p o i n t mus t be no t i f i ed is t h a t D D B cannot re t rac t premises 
of m o n o t o n i c j us t i f i ca t i on . I t presumes t h a t a l l con t rad i c t i ons are due t o 
the presence o f assumptions, and searches on l y for set o f assumpt ions. One 
o f t he assumpt ions, cal led culprit, u n d e r l y i n g the con t r ad i c t i on have t o be 
re t rac ted t o remove the con t rad ic t i on . I t is accompl ished by p r o v i d i n g new 
j u s t i f i c a t i o n t o any node, cal led elective i n the out l i s t o f culprit t o make 
the culprit out I n essence, the f i rs t step o f D D B finds the founda t ions o f 
t he c o n t r a d i c t i o n node C t o make u p the set S — {A1,A2,..., An), w h i c h are 
assumpt ions con t r i bu te to the con t rad i c t i on node C. I t t hen creates a new 
node N G , cal led nogood, t o represent the inconsistent set S. I t t hen jus t i f ies 
N G w i t h 
(CP C S ( ) ) 
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A f t e r t h a t , i t selects an Ai^ t he culprit, f r o m S a n d chooses Dj f r o m the set 
( jD i , . . .Dk) w h i c h is t he set o f t he o u t nodes i n t he out l i s t o f A i , a n d j u s t i f y 
D j w i t h 
(SL ( N G y l i . . . ^ _ i A + i 〜 _ A J ( D i " . . i ^ _ i Z ^ + i 〜 i ^ ) ) 
T h i s w i l l ensure t h a t A i w i l l no longer be v a l i d w h e n N G a n d o the r 
assumpt ions are bel ieved. As a resu l t , C w i l l become out due t o lack o f 
enough j us t i f i ca t i ons . Le t ' s l ook a t an examp le f r o m [3]. Cons ider a p r o g r a m 
schedu l ing a mee t ing , t o be he ld p re fe rab ly a t 10am i n e i ther r o o m 813 or 
801. A t f i rs t , t he bel iefs i n T M S are : 
Node Jus t i f i ca t i on S ta tus 
N1: T i m e ( M ) = 1000 (SL ( ) ( N 2 ) ) i n 
N2: T i m e ( M ) + 1000 ou t 
N3: R m ( M ) = 8 1 3 (SL ( ) ( N 4 ) ) i n 
N4: R m ( M ) = 8 0 1 ou t 
Suppose p rev ious ly scheduled mee t i ng f r o m PS rules o u t t he c o m b i n a t i o n 
o f t i m e and r o o m for the meet ing . T M S adds a new node and declared i t as 
c o n t r a d i c t i o n t o represent th is : 
N5: C O N T R A D I C T I O N (SL ( N 1 N 3 ) ( ) ) — i n 
To resolve the con t rad i c t i on , T M S invokes the D D B process. D D B finds 
t h a t N 1 and N 3 are two m a x i m a l assumpt ions causing the inconsistency. I t 
creates N6, cal led the nogood node: 
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N6: N o g o o d N 1 N 3 ( C P N 5 ( N 1 N 3 ) ( ) ) — i n 
A s the re are t w o assumpt ions , T M S a r b i t r a r i l y selects one o f t h e m , say 
N 3 , as t he c u l p r i t a n d jus t i f i es N3 's o n l y node i n i t s outMst, t h a t is N4 : 
N4 : R m ( M ) = 8 0 1 (SL (N6 N 1 ) ( ) ) — i n 
N 4 is in because N 6 a n d N 1 are in. A s a resu l t , N 3 becomes out a n d the 
c o n t r a d i c t i o n node N 5 is removed. T h e new be l ie f s ta te o f T M S w i l l be: 
N o d e Jus t i f i ca t i on S ta tus 
N1 : T i m e ( M ) - 1000 (SL ( ) ( N 2 ) ) i n 
N2 : T i m e ( M ) + 1000 o u t 
N3 : R m ( M ) = 8 1 3 (SL ( ) ( N 4 ) ) o u t 
N4: R m ( M ) = 8 0 1 (SL (N6 N 1 ) ( ) ) i n 
N5 : C O N T R A D I C T I O N (SL ( N 1 N 3 ) ( ) ) o u t 
N6 : N o g o o d N 1 N 3 ( C P N 5 ( N 1 N 3 ) ( ) ) i n 
A t t h i s m o m e n t , ano ther ru le f r o m PS determines t h a t R o o m 801 canno t 
be used a f te r a l l and creates another c o n t r a d i c t i o n node t o force a d i f fe rent 
choice o f r o o m : 
N7: C O N T R A D I C T I O N (SL (N4) ( ) ) — i n 
N8: N o g o o d N 1 ( C P N 7 (N1) ( ) ) — i n 
D D B traces backward t o find the assumpt ions and N 1 is the on l y one. I t 
creates the nogood node N 8 and jus t i f ies node N 2 w h i c h is the on l y node o f 
out l is t o f N1 . T h e loss of bel ie f i n N 1 car r ied N5 away as wel l . T h e f ina l 
s ta te o f t he be l ie f set is: 
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•;;‘.:•. 
Node Jus t i f i ca t i on S ta tus 
N1: T i m e ( M ) = 1000 (SL ( ) ( N 2 ) ) o u t 
N2: T i m e ( M ) + 1000 (SL ( N 8 ) ( ) ) i n 
N3: R m ( M ) = 8 1 3 (SL ( ) ( N 4 ) ) i n 
N4: R m ( M ) = 8 0 1 (SL (N6 N 1 ) ( ) ) ou t 
N5: C O N T R A D I C T I O N (SL ( N 1 N 3 ) ( )) o u t 
N6: N o g o o d N 1 N 3 ( C P N5 ( N 1 N 3 ) ( ) ) i n 
N7: C O N T R A D I C T I O N (SL ( N 4 ) ( ) ) ou t 
N8: N o g o o d N 1 ( C P N 7 (N1) ( ) ) i n 
8.2.2 Consistency Reasoning style of NLBN 
Us ing the t w o pr inc ip les o f consistency reasoning o f N L B N i n Chap te r 3 and 
the de f i n i t i on o f G-Cons is tency, we look at the prev ious schedul ing p r o b l e m 
and examine how N L B N reasons abou t the prev ious schedul ing p r o b l e m us-
i ng the consistency reasoning process. 
A t first, we have t o add node N 1 t o N4 i n t o N L B N (For s imp l i c i t y , we 
use N 1 t o N4 t o represent the i r respective propos i t ions) . We in te rp re t the 
jus t i f i ca t ions for N 1 and N3 as two rules as shown i n f igure 8.4a. Now, N 1 
and N3 are bel ieved because N 2 and N 4 are i n the state of unknown respec-
t ive ly . A f t e r t h a t , we know t h a t b o t h N 1 and N3 cannot be b o t h bel ieved 
at the same t i m e and N L B N creates th is con t rad i c t i on node ( N 1 A N3) w i t h 
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a node value o f ( ( 0 , l ) , t r u e ) by us ing a i n p u t l i nk . T h e i n i t i a l s ta te o f the 
N L B N is shown i n figure 8.4a. 
N-1 /s N-3 
((0,l),truc) 
:....、 ((l,l),true)  
_.....•• '• 
Is_Not_Believed_N-2 N-1 
N-2 /^"^ ((l,0),true) ^J^^ 
* ， * ‘ I I I I I I I I I I I I • • • • I • I I ^ * 1 j 
C _ y " ' ' ^ ((l,0),true) ((l,0).true)X^/2,2). 
((0,0),0) \ ^ 
\ ^ ^ N-1 A N-3 
\^"~^^ ((0,l),true) 
N-4 Is_Not_Believed_N-4 N-3 ^ y ^ 
0 ~ K 3 , | , , | ,,((,:6),rue^  • . z > Q ^ ( l ' 2 ' 2 ) 




::....._、 ((l,l),true)  
' • • . . . • • ' 
Is_Not_Believed_N-2 N-1 , , 、、（((), i ),true) 
N-2 jr\ --丄(1皇此」_>r^' 、、  
C y ^ ((U>Xtrue) ( (mW^Xn/2 ,2 ) .； 
((0’_ ((O OXtrue) \ • ； ,., ^ ,, 
r " ^ ((0,l),true) 
N-4 Is_Not_Believed_N-4 N-3 ^/"^^ 、、 
0 ~ ~ < 3 ,.,,,, ((i,6)i,ue)' ' < 3 c " ' ' 2) /I(((U)'_ 




I ^ combinative link ' 
I . • I 11>- rule link 會 
I > input link ‘ 
i ^ suppression I  
I 
Figure 8.4: Bel ie f states of N L B N of example 1 
W h e n the con t rad ic t i on node is added, the consistency reasoning checks 
t h a t i t is G- Incons is tent because the combined p ropos i t i on value of (N1 八 
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N 3 ) is ( ( l , 0 ) , t r u e ) w h i c h opposes the ex te rna l d i rec t i n p u t va lue ( ( 0 , l ) , t r u e ) . 
A s a resu l t , b o t h N 1 a n d N 3 w i l l be log ica l l y suppressed t o ( (0 ,0 ) , t rue ) by 
us ing an i n p u t o f (0,1) f r o m ( N 1 八 N3 ) w i t h the same degree-of-bel ief va lue 
o f N 1 a n d N3. F ina l l y , the be l ie f s tate is consistent and we conc lude t h a t 
" T i m e ( M ) = 1 0 0 0 ( N 1 ) " and " R m ( M ) = 8 1 3 ( N 3 ) " are con t rad ic to ry . T h e be-
l ie f s ta te a f ter r e m o v i n g c o n t r a d i c t i o n is as shown i n F igu re 8.4b. We can 
see t h a t the s ta tus o f b o t h N 2 and N 4 r e m a i n unchanged at an unknown 
state. As a resu l t , t he second c o n t r a d i c t i o n occur red i n example 1 is no t an 
issue w h e n i t is reasoned w i t h an N L B N . 
8.2.3 Using NLBN for TMS-style Truth Maintenance 
T h i s sect ion uses N L B N t o m o d e l the t r u t h ma in tenance process i n the f rame-
w o r k o f T M S . [21] T h e basic s ta tus o f a bel ie f (node) p i n T M S is e i ther i n 
or o u t (i.e. p G S or p ^S respect ively, where S is the be l ie f s ta te) . Le t us 
i n te rp re t p in as a t for node p and p out as a t for Is_Not_Bel ieved_p (i.e. 
p is e i ther f or u ) i n a N L B N . 
For a SL - j us t i f i ca t i on i n T M S , P (SL ( z i , ^ , " . ) ( 0 i , 0 2 , • " ) ) , i t has the i m -
p l ied mean ing t h a t " I f i i , i 2 , . " are bel ieved and 01,02,.. . are no t bel ieved, 
t hen i m p l y t h a t P is bel ieved." We can mode l i t as the fo l l ow ing general 
f o r m w i t h a I F - T H E N ru le i n N L B N : 
{ii 八《2 八…八 k -No t_Be l i eved_o iA k_Not_Bel ieved_02 八…）^~> P 
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I n T M S , c o n t r a d i c t i o n be tween any t w o bel ie fs has t o be e x p l i c i t l y i n d i c a t e d 
u s i n g a C O N T R A D I C T I O N node by t h e p r o b l e m solver (PS) . T h e D D B 
process o f T M S w i l l t h e n c o n s t r u c t a " n o g o o d " node w i t h C P - j u s t i f i c a t i o n 
t o he lp resolve ( u n j u s t i f y ) some incons is ten t nodes. A C P - j u s t i f i c a t i o n i n 
T M S can be i n t e r p r e t e d as a be l i e f w h i c h is a lways t r u e (i .e. in) a n d i t 
is used t o j u s t i f y a n o t h e r be l i e f t o remove t h e c o n t r a d i c t i o n . T h i s can be 
m o d e l e d b y c r e a t i n g a T R U E node i n N L B N w i t h node va lue ( ( l , 0 ) , t r u e ) 
t h a t w i l l a lways m a k e t h e n o g o o d node t. 
‘ . . . . 
N-1 A N-3 
((0,l),tnie) 
Is_Nol_Believed_N-2 ^ ^ 
- _ J ^ , , . , . • ( ' , 。 ) . . ^ ^ ^ C X ^ _ ^ \ . 
( V " ^ " " " ^ ((l,0),Uoie) ^ ^ ^ ((1.0),mie) ( l / 2 . 1 r - - y ^ N-1 A N-3 
V _ y ^ - ^ - ^ ( ) ((0,l),tnie) ((o,o),o) ^ ^ _ ^ ^ " ^ y_y 
^ ^ ^ - " ' " " ^ / l / 2 , 2 ) 
< ^ N-1 A N-6 / 
; ; ; ^ > ^ _ ) 八 - " - - ^ 
\ ) . … U : 。 ) … , . < J 0 (1:0)………<J 
/ ( p 0 ) , 0 ) ((l,0),ttiie) ((l,0),true) 
/ (1/2,2) ((l,0),true) ^ ^ 
/ <(o,i),_ ((o,o),o) r — ; ； 
. : . . . ( 1 ' ” . s ^ ) I " combinative link ] 
V _ y I ° - rule link ] 
N-6 ,,,Nn? I > input link I 
((l,0),tnie) ((l,0),_ 丨 j 
F i g u r e 8.5: G r a p h i c a l rep resen ta t i on a f te r r e m o v i n g t he c o n t r a d i c t i o n ( N 1 A 
N 3 ) 
W e sha l l f o l l ow t he procedures i n T M S for o the r pa r t s o f t r u t h m a i n t e -
nance. Since there is no degree-of-bel iefs i n T M S , we po la r i ze i t t o a b i n a r y 
"0 " a n d " t r u e " i n N L B N for T M S - s t y l e t r u t h ma in tenance . 
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N o w , le t us use the same examp le t o show how N L B N m o d e l t he p ro -
cess i n T M S . T h e i n i t i a l s ta te o f N L B N is the same as before as shown i n 
figure 8.4a. T h e T M S - s t y l e j us t i f i ca t i ons for N 1 and N 3 are mode led by ru le -
l i nks a n d ' Is_Not_Bel ieved ' re la t ions i n N L B N . T h e bel iefs “ T i m e ( M ) = 1 0 0 0 
( N 1 ) " a n d " T i m e ( M ) + 1000 ( N 2 ) " are represented by two nodes i n N L B N . 
T h e same appl ies t o N 3 and N4. W h e n we k n o w t h a t there is a conf l i c t 
between N 1 and N 3 f r o m the p r o b l e m solver, a c o n t r a d i c t i o n node ( N 1 A 
N 3 ) w i t h node value ( ( 0 , l ) , t r u e ) is created w h i c h means ~ > ( T i m e ( M ) = 1 0 0 0 
八 R m ( 8 1 3 ) ) . T h e inconsis tency occurs w h e n the comb ined p ropos i t i on -va lue 
o f ( N 1 八 N3) f r o m i ts sup-expression N 1 and N 3 (i.e. a p ropos i t i on -va lue 
o f ( ( l , 0 ) , t r u e ) ) opposes t h a t o f the log ica l expression. I t t races backward 
and finds t h a t b o t h N 1 and N3 are assumpt ions. I t r a n d o m l y selects one o f 
t h e m ( the T M S s t ra tegy) t o be the c u l p r i t , say N3. T h e nogood node, N6, 
is created w i t h node value ( ( l , 0 ) , t r u e ) (i.e. i n ) . T h i s nogood node ( i n ) and 
another assumpt ion N 1 are used t o j u s t i f y N4. Since b o t h N 1 and N6 are t 
(i.e. i n ) , N 4 becomes t by the I F - T H E N rule. Is_Not_Bel ieved_N4 becomes f 
and th i s makes N 3 u ( o u t ) . A t th i s stage, N L B N is consistent as we l l as G -
Consis tent . F igu re 8.5 shows the bel ie f state af ter res to r ing the consistency. 
T h e resul t is t h a t we choose r o o m 801 at 10am instead of us ing r o o m 813, 
wh i ch is exac t l y the same resul t as T M S i n Sect ion 8.2.1. 
A f t e r t h a t , i f we know t h a t R m 801 cannot be used and N 4 causes a con-
t rad i c t i on . We create the con t rad i c t i on node N 7 w i t h node value ( ( 0 , l ) , t r u e ) 
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a n d a d d a ru le l i n k between i t and N4. A f t e r a d d i n g the l i n k , t he consis tency 
reasoning process f inds t h a t i t is incons is tent . N L B N traces b a c k w a r d a n d 
finds t h a t N 6 is no t an assump t i on because i t is a lways bel ieved. N 1 is the 
o n l y assumpt ion . To disbel ieve N1 , we add the nogood node N 8 w i t h node 
va lue ( ( l , 0 ) , t r u e ) (i.e. i n ) . T h i s makes N 2 t ( i n ) and N 1 becomes u ( o u t ) . 
F i gu re 8.6 shows how t o resolve the inconsis tency w h e n N 7 is created. F i -
na l ly , N L B N makes N 4 u ( o u t ) t o restore the consistency. T h e resu l t is t h a t 
we have t o choose r o o m 813 again b u t the t i m e cannot be lOam, w h i c h is 
the same as Sect ion 8.2.1. 
N-1 A N-3 
((0,l),true) 
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:_ ^ (l,l) =>O iq iO-" "^^"^" " " " " "^" "^^^ ^ ^ ^ ^ l ^ ^ ^ ^^i^C^^^^ N]AN-3 
^ ^ \ ^ - « 0 , l ) , t r ^ ^ U ^ > ^ ((0^),0) ( ) ((0.>),tnie) 
((l,0),true) ((l,0),true) (⑴押：。） ^ ^ ^ ^ J ^ | ^ ^ > ^ ^ > ^ \ J ((l^),tfue^ .^,,..--^ '^  / 
^ ^ ^ ^ ^ ^ / l / 2 , 2 ) 
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F igure 8.6: G raph i ca l representat ion af ter remov ing the con t rad i c t i on N 7 
B y mode l i ng SL- jus t i f i ca t ions as I F - T H E N rules, and by resolv ing C O N -
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T R A D I C T I O N nodes by j u s t i f y i n g nogood nodes, N L B N can achieve T M S -
sty le t r u t h ma in tenance. 
8.2.4 Discussion 
I n t he prev ious sect ion, i t has been shown t h a t i n a d d i t i o n t o N L B N ' s o w n 
incons is tency reasoning, we cou ld also m o d e l T M S - s t y l e t r u t h ma in tenance 
w i t h i n t he same f ramework . W h e n us ing N L B N ' s consistency reasoning sty le 
t o resolve inconsistency, as i nd i ca ted by the example i n Sect ion 8.2.2, we have 
t o accept resul ts t h a t m a y con ta in con t rad i c t o r y bel iefs i n the be l ie f states. 
T h i s is due t o the suppressing approach adop ted i n a N L B N . I f we do no t 
prefer t o lose i n f o r m a t i o n a rb i t r a r i l y , t h e n th i s con forms w i t h h u m a n rea-
son ing t h a t we do no t always wan t t o der ive any conc lus ion at a p a r t i c u l a r 
m o m e n t w h e n there are inconsistencies. I f we cast N L B N i n T M S - s t y l e t r u t h 
main tenance, as discussed i n Sect ion 8.2.3, we cou ld w o r k ou t for some ways 
o f i n v a l i d a t i n g the assumpt ions o f a j us t i f i ed be l ie f t o resolve the cont rad ic -
t i on . I n the example, on l y a b i na r y 0 - t r u e degree-of-bel ief values are used 
and an a r b i t r a r y select ion process (adopted f r o m T M S [3]) is employed t o 
p ick the c u l p r i t be l ie f t o be sacrif iced. I f we a l low the f u l l spec t rum of degree 
values i n N L B N , the T M S - l i k e t r u t h main tenance process cou ld use th i s as 
a guide i n p i ck ing the c u l p r i t bel ief f r o m the weakest one(s) accord ing t o the 
T A O . 
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G i v e n a N L B N , i t is now clear t h a t we cou ld use e i ther t he consis tency 
reason ing ( G a n d / o r W ) or T M S - s t y l e t r u t h ma in tenance t o resolve incon-
sistencies. As N L B N is a flexible and accommoda t i ve be l ie f system, we cou ld 
a l low each be l ie f represented t o adhere t o e i ther approach o f consistency 
ma in tenance. T h a t is, w h e n a c o n t r a d i c t i o n occurs, i f a consistency ma in te -
nance approach has been designated, the sys tem on l y invokes t h a t p a r t i c u l a r 
process t o resolve the inconsistency. T h i s flexibility is ce r ta i n l y t r ue i n h u m a n 
commonsense reasoning where s t r i c t log ica l consistency reasoning is app l ied 
t o more res t r i c t i ve and we l l def ined doma ins such as ma thema t i cs , b u t a 




I t is bel ieved t h a t h u m a n beings resolve c o n t r a d i c t o r y bel iefs by c o m p a r i n g 
the re la t ive s t rengths o f the bel iefs and re ta i n i ng the weaker ones ( in the 
knowledge bases by some k i n d o f suppression) i n order t o achieve knowledge 
consistency. Incons is tent be l ie f s tate does no t h inder us t o reason i n a ra t i o -
na l way. I t is also bel ieved t h a t flexible h u m a n t h i n k i n g does no t on l y have 
one k i n d o f consistency reasoning t o resolve a l l inconsis tent bel iefs and do 
no t always i m m e d i a t e l y m a i n t a i n consistencies o f our bel ie f states i n v iew of 
a bel ie f change. Based on th i s phi losophy, th is thesis defines a weak n o t i o n o f 
consistency (W-Cons is tency ) and proposes a way of reasoning abou t incon-
sistencies i n an inference ne twork cal led N L B N . T h i s n o t i o n o f consistency is 
a three-va lued representat ion and i t is weaker f o r m t h a n the classical log ica l 
consistency. I t to lerates con t rad i c to ry i n f o r m a t i o n i n the same bel ie f set. 
T h e consistency reasoning process fo l lows the pr inc ip les of m i n i m a l change 
t o the beliefs. 
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U n d e r t he f o r m a l i s m o f N L B N , t he u p d a t e ope ra t i ons a n d t h e consis-
t ency reason ing are c lear ly t w o independen t processes. W e can m o d e l t h e 
charac te r i s t i c o f lazy consis tency reason ing by i n c o r p o r a t i n g W - C o n s i s t e n c y 
i n t o N L B N . T h e end resu l t is t h a t we need n o t do any consis tency reason-
i n g i m m e d i a t e l y a f te r a be l ie f change. W e can a p p l y i t a t any t i m e as i t is 
requ i red because we can a lways o b t a i n t he same f i na l consis tent be l ie f s tate. 
T h e sequence independen t charac ter is t i c o f W - C o n s i s t e n c y makes i t su i t -
able t o comb ine m u l t i p l e poss ib ly c o n t r a d i c t o r y knowledge bases t o f o r m a 
consis tent knowledge base. T h i s is ca r r ied o u t by a d d i n g a l l bel iefs i n these 
knowledge bases i n t o a N L B N , p e r f o r m i n g a Lazy W - C o n s i s t e n c y reasoning, 
a n d t h e n ex t rac t the set o f consistent knowledge base f r o m the be l ie f s ta te 
o f t he resu l t i ng N L B N . One o f the advantage o f us ing W - C o n s i s t e n c y is t h a t 
the final knowledge base mus t be un ique. T h i s is achieved by suppressing 
those p o t e n t i a l l y incons is tent knowledge so t h a t t hey do no t have effect on 
the knowledge base. However , i f any decisions made heav i l y depends on the 
t i m i n g of the u p d a t e sequences ( dynam ic i n f o r m a t i o n ) o f the knowledge base 
(e.g. a r o b o t moves and in te rac ts w i t h i t s su r round ing , i t mus t react i m m e -
d ia te l y when new i n f o r m a t i o n is r ece i ved )， l a zy W-Cons i s tency reasoning 
is no t su i tab le for me rg i ng these knowledge bases because i t ignores any in-
f o r m a t i o n abou t t i m i n g of upda te opera t ions ,and, decisions or conclusions 
may no t be su i tab le w i t h respect t o the upda te sequence. O n the o ther hand, 
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lazy W - C o n s i s t e n c y reasoning is very useful fo r knowledge bases i n w h i c h any 
conclus ions depends on the states (s ta t ic i n f o r m a t i o n ) o f knowledge or t he 
u p d a t e sequence does no t have i m p o r t a n t i m p a c t on those conclus ions (e.g. 
several databases i n d i f fe rent depa r tmen ts o f a c o r p o r a t i o n are comb ined t o 
p roduce a final database) . 
A f t e r several rev iews and compar isons o f W-Cons i s tency w i t h o ther sys-
tems ( A G M Log ic w i t h ep is temic en t renchment , G-Cons is tency, S-Consis tency 
and T M S ) , we have succeeded i n b lend ing b o t h G - and W - Consis tency for a 
knowledge base i n a N L B N . However, the pr ice is t h a t we loose the f u l l Lazy 
consistency reasoning capab i l i t y and consistency reasoning has t o be car r ied 
ou t a f ter each be l ie f change i f any G-Cons isent be l ie f is invo lved. A lso , we 
cou ld use e i ther the consistency reasoning or T M S - s t y l e t r u t h ma in tenance 
t o resolve inconsistencies. 
We can foresee t h a t no t on ly these approaches o f consistency main tenance 
can be i nco rpo ra ted i n t o N L B N , o ther modes o f consistency main tenance, 
p rov ided t h a t t hey can be mode led by N L B N , shal l be able t o co-exist . T h i s 
deserves f u r t he r studies. O n the o ther hand, we can ex tend N L B N t o f i rs t -
order pred icate level wh i ch al lows us to l i f t knowledge f r o m p l a i n p ropos i t ions 
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Test Case for Merging 
Knowledge Bases Using 
XHOPES 
T h e ob jec t i ve o f t h i s test case is t o show t he uniqueness o f final s ta te by 
m e r g i n g m u l t i p l e knowledge bases regardess o f t he sequences o f m e r g i n g a n d 
how lazy the cons is tency reason ing process is ca r r i ed ou t . I n t h i s test case, we 
use X H O P E S , descr ibed i n C h a p t e r 4，as a t o o l for m e r g i n g th ree knowledge 
bases: A, B a n d C. T h e consis tency t y p e used is W-Cons i s tency . Each 
knowledge base con ta ins a b o u t 40-50 facts ( log ica l expressions), w h i c h are 
a r b i t r a r i l y genera ted (Tab le A . 1 ) . Moreover , we po la r i ze the degree-of-bel ie f 
values t o "0 " a n d “true,, o n l y since s p e c t u r m o f degree-of-bel ie f values do 
no t af fect t he a l g o r i t h m o f m e r g i n g a n d consis tency reason ing process. A s 
a resu l t , a l l facts l i s ted i n t he knowledge bases have degree-of-bel ie f values 
“true”. 
A f t e r genera t ing 3 knowledge bases, we comb ine t h e m i n several d i f fe rent 
ways: 
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1. {{A + B) + C) 
2. ((J5 + C ) + ^ ) 
3.⑷ + {B) + (C) 
4. {A + B + C) 
where A + B means A and B are comb ined (un ion o f A and B), {A) means 
t h a t W-Cons i s tency reasoning has been app l ied t o knowledge base A and i t 
mus t be W-Cons i s ten t . 
For example , for ( (y l + B) + C), We can use ADD c o m m a n d t o inser t 
facts i n t o X H O P E S . A + B can be achieved by a d d i n g a l l facts i n A and B. 
A f t e r t h a t , W-Cons i s tency reasoning is app l ied t o p roduce {A^B). Facts i n 
C is t hen inser ted fo l lowed by another W-Cons i s tency reasoning and finally 
{ [ A + B) + C) is ob ta ined . A f t e r tes t ing 4 cases, the final knowledge bases 
are the same as shown i n Tab le A .2 . 
F r o m Tab le A .2 , we see t h a t most of the facts i n the final knowledge base 
have states o f “unknonm”. I t is reasonable as facts i n three knowledge bases 
are a r b i t r a r i l y generated. M a n y of t h e m are inconsistent so t h a t af ter W -
Consistency reasoning, those inconsistent knowledge w i l l become “unknoum” 
(or “contmdictory,,). 
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I n t h i s test case, we see t h a t a un ique final knowledge base can be ob-
t a i n e d w h e n we change the sequences o f m e r g i n g and the t i m e W - C o n s i s t e n c y 
reasoning app l ied . 
• 
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K B A K B B I K B C |[ K B A K B B K B C 
a �a m V ~ib 
，b 一 ，b — _ nAt _ — 
c c c k V w Vp 
d d d — ^x A 1 A e 
e ">e ~ib V ^w 
^ ^ ^ �q A，m 
2^ ，e V，m 
h h ~ih z A ~>i  
2¾ i i ~is V c 
，j 22 zi P V i 
k k — t A ~ic A b 
1 2^  1 n A g A / 
m i V e V � y 
n 1 V � q V ~>i 
2£ o 0 ~iO A ^Q 
~ip p ^ L V ^W 
q q “ — H V E 
r r “ r ，_D V Z~  
s 2£ £ — ^Y A X 
— ] t . t - . — ^WA~^r~ 
u u ^ ^D V F 
V V ^v J V ~iP 
~^w ~iw ~iw Q 八 N 
X X X ~iO V R 
y y ~iW A�P 
z “ — F V ^1 ~ 
— ^ D . ^D _ — L V M 
— �E ‘ E 一 — PVW 
F — F ~ MA^P _ — 
— - ^ H '~ ~ ^SWU — 
— J . ^J _ — 
— ，L ，L _ — 
— M - - — 
N — 
— ^ o . ^o _ — 
^P — �P - — — — 
Q — ^Q “ 
R — - - — 一 
— �S — — 
— �U - — 
— V — — 
^w — ^w ~ ^ i T ^ 
— . X -. — 
— “ ^ Y — — — 
— Z _ — 
~<(~id A ^z) ~i(~id A ^ z) 
^w A s ">("iti) A s) 
a V ~iu 
h A i h A i 
~ib V ^w 
t k �c '" _ 一 
, _ s V i / ~ ，sV，/ — — — 
~ic V t V 0 ~ic V t V o “ — 
^g V / V ~ � ( � z V f V o) ~ — 
p A i 八->b 
Table A.1: I n i t i a l Facts i n Three Knowledge Bases 
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Proposition State Proposition State 
a u �d A ~i2 / 
b u ^w A s u 
c u a V �u u 
d t h A i u 
e u �b V ~>w u 
/ u t A ~>c u 
g / ~>s V ">/ u 
h u ~<c V t V o u 
i u ~>2 V f V o u 
j / p A i A ~ib u 
k k m V ^b u 
l_ u nr\t u 
m u k V wveep t 
n u ^x 八 1 八 e u 
0 u ~ib V ^w u 
p u �q A ~im u 
q u ~ie V ~im u 
r r z A ~<i u 
s u ~>s V c u 
t u p V i u 
u u t 八，e 八 b u 
V u n A q A f u 
w u i V e V ~<y u 
X u 1V�q V ~ii it 
y u ~>0 八�Q u 
z u — L V ^W~ t — 
D 一 f HVE — u 
E u — ^D V Z t — 
F — t ^Y A X ~ t 
H u — ^W A ^ L ~ u — 
J — u ^D V F — t 
L u ~ J V �P u — 
M u — Q A N u — 
N u — ^0 V R~ t ~ 
0 — u ^W 八，P— u 
P — u Fy^J — t 
Q u — L V M u 
R — t _ P V W u 
S — f MA^P ~ u 
u — / ^svu — t 
V — t 一  
W 一 u 一  
X — t — 
i^ 一~ 7 
. z t 
where t represents "true", / represents “false”, u represents ^^unknown" 
Table A .2 : T h e F i n a l Resul t A f t e r M e r g i n g Three Knowledge Bases 
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