This paper contains the results of a design optimization study performed on the steady-casting operation of the Columbus Stainless single-strand stainless steel caster tundish. Residence Time Distribution (RTD) data such as minimum residence time (or plug flow volume fraction) and dead volume are used as objective functions in the mathematical optimization process. Water is used in the first two case studies as modeling fluid to allow for comparison with water model results. Liquid steel is used in the last case study to investigate the effect of temperature and buoyancy on the resulting flow patterns and the optimum design. Two separate tundish configurations are considered. The first has one dam and one weir, while the second comprises a baffle with angled holes and an impact pad. Significant improvements of up to 34 % in minimum residence time are obtained for the second configuration.
Introduction
The tundish plays an important role in the quality and productivity of a continuous caster. Extensive research has been performed to improve tundish flow. 1, 2) The flow improvements are normally achieved using dams, weirs and striker or impact pads (collectively called flow control devices) . In these studies, water modeling and Computational Fluid Dynamics (CFD) have been used to investigate the flow and the influence of these flow control devices on the flow field. These kinds of studies mainly involve trailand-error designs of flow control configurations. E.g. in Ref. 1) , mathematical modeling is used to investigate a baffle arrangement and a single and double weir-and-dam arrangement with the aim of reducing transition slabs, or, in other words, mixing between two grades in the tundish. The effect of different tundish operating levels are also studied. Reference 2), on the other hand, investigates the effect of different tundish impact pads on turbulence suppression through water modeling, and compares this to plant trial results. Three distinctly different impact pads are studied, but no attempt is made so systematically vary the design of these pads through a mathematical process. In contrast, the current study uses CFD combined with mathematical optimization to perform a systematic design optimization process for tundish furniture design. This is achieved in an automatic fashion in this study, by linking the commercial CFD code FLUENT 3) and its pre-processor GAMBIT 4) to the DYNAMIC-Q algorithm of Snyman et al., 5) in which a gradient method for constrained optimization is applied to successive approximate quadratic subproblems. 6, 7) When injecting a pulse of tracer element at the shroud (inlet) of a tundish, this tracer is detected at the Submerged Entry Nozzle (SEN) (outlet of the tundish) after a certain amount of time. The concentration at the outlet increases to a maximum where after it decreases. This time history of the tracer concentration as measured at the outlet is called the Residence Time Distribution (RTD). The shape of the curve is of interest since it correlates with the ratio of plug flow volumes versus mixed flow and dead flow volumes in the tundish. It is desirable to have high a plug flow volume compared to the mixed flow and dead flow volumes when mixing in the tundish is to be kept to a minimum. Various studies have linked RTD data with cleanliness and transition slab length, and therefore this study also concentrates on the use of RTD data in the design process as a first step in introducing this methodology.
The optimization problems are defined in the next section, giving the necessary background on the flow inside the tundish. This is followed by a brief presentation of the theoretical model of the tundish flow as well as the optimization method used here. The results of the CFD analysis and of the optimization procedure are discussed next. The paper ends with conclusions drawn from the study and a brief discussion of future work.
Problem Definition and Formulation
The standard mathematical optimization problem concerns the minimization of an objective function with respect to design variables subject to certain constraints. When defining a mathematical optimization design problem, the choice of objective function and constraint function(s) is crucial to the success of the design optimization process. The selection of design variables also requires some insight into the possible sensitivity of parameters defining the design. Some of these parameters become variables in the design if they are deemed to influence the quality parameter or objective function significantly, in other words, if their variation would improve the design.
Selection of Objective Function
In the continuous casting steelmaking industry, the definition of quality is not straightforward, mainly because it depends largely on the type of product being cast and the manufacturing practices being followed. E.g., if long sequences of the same grade are being cast, the influence of the transition practice becomes an important consideration in conjunction with the steady casting practices due to the possible entrainment of inclusions. When grade changes are being made often during the same cast, then mixing in the transition period is important to limit the resulting mixedgrade length or transition slabs. If steels with high quality surface properties, like automotive exposed, are being manufactured, then cleanliness becomes the overriding quality parameter. Obviously, the tundish designer would like to produce a design that provides a clean product that conserves heat to maintain a constant temperature in the tundish, that has minimum dead zones, and that has pure plug flow. The art in the design is to select a combination of these ideal quantities in order to provide a well-balanced design. The mathematical specification of these quantities is required when using mathematical optimization techniques to remove some of the black art aspects of this design process.
Traditionally, RTD data have been used to quantify design quality, as this distribution is readily available from a well-instrumented water model, and because it can also be obtained from plant trails through e.g. Cu tracers and from CFD simulations. Different quantities have been described by e.g. Sahai and Ahuja 8) from the RTD. Refer to Fig. 1 for an example of an RTD. These quantities include the Minimum Residence Time (MRT), Peak Residence Time (PRT), dead volume fraction, plug flow volume fraction and mixed flow volume fraction. Some of these parameters also correlate with inclusion-related measurements like metallurgical sampling and e.g. oxygen measurements that relate to alumina size distribution in the product. E.g., increasing the MRT allows more time for inclusions of particularly small sizes to float out, therefore a high MRT may correlate with a low inclusion count in the mold of the caster.
As a first effort, this paper uses RTD data for the optimization process. Concurrent research is also being performed by the authors on using inclusion-related data as quality parameters for the design.
9)
2.2. Selection of Design Variables 2.2.1. Case 1-One Dam One Weir Tundish Configuration A dam and weir can be characterized by three variables each: position, height and thickness. The latter is usually fixed by the manufacturing method of the lining (e.g. concrete or bricks) and is not varied in this study. In addition, in this first study, the height of both devices is also kept constant. This leaves the position of the dam and weir as the two design variables used. Refer to Fig. 2 for the definition of the design variables x 1 and x 2 for Case 1.
Cases 2 and 3-Baffle and Impact Pad-Water and
Liquid Steel as Modeling Fluid Refer to Fig. 3 for the configuration used in Cases 2 and 3. The tundish contains a baffle and an impact pad. Possible design variables for the baffle are baffle position, baffle height, baffle hole diameter, maximum hole angle, and number of holes. For the impact pad, dimensions like the height, radii, depth, geometry of the lip, etc., can be used. The methodology described in this paper would be applicable to all these variables with the proviso of the extra computational time required to obtain the sensitivities of all these variables. As two variables illustrate the optimization process sufficiently, only two baffle variables are used: that of baffle position and baffle maximum hole angle. The flow rate in the tundish is controlled by the position of the stopper. For the steady casting scenarios used in this paper, the stopper is held fixed. The zero position of the baffle is chosen as the current plant position, i.e. 1.2 m from the bottom corner of the tundish. The ratio of the hole angles, i.e. the angle of each row of holes, with respect to the angle of the bottom holes, was determined from the existing baffle and this ratio is kept constant throughout the optimization process. This implies that only the bottom angle has to be specified and that the other angles would then be determined by the ratios, e.g.
The shroud is modeled as offset by 80 mm from its centered position. This is a typical average position during steady casting for the Columbus tundish. The position of the shroud varies during casting, as it is connected to a twoplate gate valve between the shroud and the ladle. During operation, the position of the gate valve is controlled by measuring the weight of the tundish, and varies as a result of the resulting control system input.
Definition of Optimization Problem-Case 1
The complete mathematical formulation of the optimization problem for Case 1, in which the inequality constraints are written in the standard form g j (x)Յ0, where x denotes the vector of the design variables (x 1 , x 2 ) T , is as follows:
where d is the minimum allowable distance between the dam and the weir and t -ϭ2.73V/Q where Vϭtundish volume, and Qϭflow rate through tundish. The time t -is given in Table 1 .
Definition of Optimization Problem-Cases 2 and 3
As Cases 2 and 3 differ only in the use of the modeling fluid (water as opposed to liquid steel), and the addition of solving for heat transfer in Case 3, their optimization problem definitions are the same and are therefore given here without repetition. The minus sign in f implies that the MRT is effectively maximized. The MRT is defined as the time when the outlet concentration reaches 1% of the inlet concentration. 
CFD Modeling
To provide values of the objective function for each base design and perturbations, functional evaluations have to be performed. In this study, this is done through CFD analyses of the tundish flow and thermal behavior, as well as the convection of a scalar tracer. To ensure that the accuracy of these evaluations is reliable enough for design decisions to be based upon, care has to be taken with the theoretical modeling accuracy and assumptions.
As mentioned above, the commercial CFD code, FLU-ENT and its pre-processor GAMBIT are used in this study. This software is used to solve the Reynolds-Averaged Navier-Stokes equations with turbulent closure provided by the realizable k-e turbulence model. In Cases 1 and 2, the liquid steel is modeled as water because of the similarity in terms of Reynolds and Froude numbers for steel and water. This is also done in order to verify the results with those obtained in a water model of the tundish (not reported here).
In Case 1, because of symmetry, only half the tundish is solved by applying a symmetry plane boundary condition on the center plane of the tundish. As the shroud is modeled as offset in Cases 2 and 3, no symmetry exists, and therefore full 3D simulations have to be performed. In all cases, a mass flow inlet is used at the shroud and an outflow boundary is used at the outlet of the SEN. A slip surface is used on the top boundary of the steel to model the slag layer.
The tundish grid is automatically generated for all the design iterations using GAMBIT, the pre-processor of FLUENT. A fully unstructured grid is generated using tetrahedron and hexahedron elements. As representative, the mesh of the starting design configuration for Case 1 is shown in Fig. 4 and consists of approximately 180 000 cells. The high-density grid near the expected high gradient areas (i.e. at the inlet and outlet of the tundish) can clearly be seen.
For each design iteration, the CFD model is first converged to a steady-state solution. During this convergence process, solution adaption is used to ensure correct implementation of the wall functions in the k-e turbulence model, and to reduce the error in mass imbalance in order to speed up convergence. Second-order discretization of the equations is also used. An unsteady solution is then obtained by solving a step input of a tracer element at the inlet. This transient calculation (second-order accurate in time) prosubject to: For Case 3, heat transfer is solved and therefore thermal boundary conditions must be supplied. The tundish construction and refractory lining's thermal characteristics (heat capacity and thermal conductivity) are used to determine effective heat transfer coefficients through an analogous resistance derivation. The values used for the effective heat transfer coefficients for this case are given in Table 2 .
Mathematical Optimization

Optimization Algorithm
The optimization method used in this study is the DY-NAMIC-Q method of Snyman et al. 5) This approach involves the application of a dynamic trajectory method for unconstrained optimization, 10, 11) adapted to handle constrained problems through appropriate penalty function formulations. 12, 13) This DYNAMIC method is applied to successive approximate Quadratic subproblems 6, 7) of the original problem (here problems (1 and 2) ). The successive subproblems are constructed from sampling, at relative high computational expense, the behavior of the objective functions at successive approximate solution points in the design space. The subproblems, which are analytically simple, are solved quickly and economically using the adapted dynamic trajectory method. A brief outline of the DYNAMIC-Q methodology now follows.
Consider the typical inequality constrained optimization problem of the following form: (5) where For simplicity the penalty parameters, r i , iϭ1, 2, … , m take on some positive value, r i ϭm. The unconstrained minimum of p(x) tends to the constrained minimum of problem (3-4) as m tends to infinity. The choice of m has received a lot of attention. For m very large, high accuracy is obtained, although the unconstrained minimization problem can become ill-conditioned. For this reason, the penalty is usually increased gradually, thereby allowing a controlled approach to the solution with limited violation of the inequality constraints in the initial design steps. In the application of the dynamic trajectory method used here, the penalty parameter m is introduced at a certain specified value, here mϭ10 2 , and then increased to mϭ10 4 when the intersection of active constraints is found. The dynamic trajectory method is applied to approximate subproblems as follows.
Successive approximate quadratic subproblems, P[k] : kϭ 1, 2, … , are formed at successive design points x (k) . Since the constraint function to be considered here is assumed to be a simple and analytically known function, only objective function approximations are required, with approximation f~(x) to f (x) given by:
............... (6) where ٌf denotes the gradient vector. The approximate Hessian matrix is given by:
The initial value c (1) depends on the specific problem being considered. Here a value of 0.0 was used for the first subproblem. Thereafter, the c As a further aid in controlling convergence, intermediate move limits are imposed on the design variables during the minimization of the subproblem. These constraints are described by:
where d i is a user-specified move limit for each variable. For this study d i ϭd except where indicated otherwise in the results section. The gradient vector of the objective function at a specific design point x, with respect to each of the design variables x i , is approximated by the first-order forward differencing scheme:
................. (10) where
, Dx i is a suitable step size determined from a sensitivity study and f (x) represents the objective function. It is clear that a maximum of nϩ1 CFD simulations are required at each design point x to determine the objective function gradient vectors. The computational solution time of these nϩ1 CFD simulations can be reduced for small Dx i if a restart feature can be employed with success. The DYNAMIC-Q algorithm has been applied with success by the authors to a number of problems in fluid flow and heat transfer. [14] [15] [16] [17] 
Results and Discussion
Case 1
The parameters used in Case 1 are given in Table 1 above. The limits on the design variables and move limits are shown in Table 3 .
Concentration Results
The outlet concentration as well as the RTD curve for the initial design iteration (x 1 ϭ0.9, x 2 ϭ1.5) as obtained with a transient simulation are shown in 
Optimization Results
The results of the optimization for Case 1 are shown in Fig. 6 . The history of the objective function is shown in Fig. 6(a) while the history of the design variables is shown in Fig. 6(b) . A graphical representation of the optimum configuration is also shown in Fig. 6(b) . It can be seen that the first potential optimum is found in iteration 4, where after the optimizer diverges, but then recovers to find a slightly better minimum. At iteration 4, the constraint on x 1 is only just not active, whereas from iteration 5 onwards, it remains active, with x 1 at its lowest allowable value. Physically, this means that the design pushes the weir as close to the inlet as possible, while it searches for the optimum position of the dam, relatively close to the outlet. The main deduction that can be made from the current optimization results for this two-dimensional design problem, is that the dead volume is relatively insensitive to the position of the dam and weir. Although the dead volume has been reduced to nearly half its value in the initial design, the dead volume was very small to begin with.
Cases 2 and 3
The parameters used in the modeling in Case 2 are given in Table 4 . The side constraints and move limits are given in Table 5 . The parameters used in the modeling in Case 3 are given in Table 6 . The side constraints and move limit are the same as that given above in Table 5 . The initial designs for the two cases are also given in this table. Table 3 . Upper and lower limits and move limits on the design variables-Case 1. 
Flow Results
To give an indication of the type of flow patterns that result in the concentration curves shown in this paper, path lines are shown for the initial configuration (x 1 ϭ0 mm, x 2 ϭ45°) in Fig. 7 for Case 3, i.e., with heat transfer. Note how the flow is directed upwards by the baffle holes leading to a large recirculation zone behind the baffle. This upward deflection is obtained by both the baffle holes being slanted upwards, and the backward-stepped bottom of the tundish at the outlet location.
Optimization Results
The optimization results for Cases 2 and 3 are given in Figs. 8 through 10 . Shown are the optimization histories of the objective function (Fig. 8), design variables (Fig. 9) , as well as the locus of the design variables (Fig. 10) for both cases. The MRT is increased by 34% when considering water as modeling fluid, and by 26% when considering liquid steel with heat transfer. In both cases the baffle angles are made zero by the optimizer, while different baffle positions are found for the optima (about Ϫ100 mm for Case 2 and 10 mm for Case 3). The designs are not very sensitive for baffle position close to the optima. The fact that the optimum baffle position has shifted to the right for Case 3 from the value obtained in Case 2 can be explained by the extra buoyancy provided by the solution of temperature effects in Case 3. The hotter (less dense) steel entering through the shroud has a tendency to float upwards after passing through the baffle holes because of the cooling of the surrounding recirculating liquid steel. 
Conclusions and Future Work
This paper illustrated the power of mathematical optimization when combined with CFD. The DYNAMIC-Q algorithm of Snyman proved to be very robust. FLUENT was easily incorporated into an automatic loop for the optimization. In all the optimization cases the optimizer was able to produce a better design by automatically finding the combination of design variables that minimizes the chosen objective function.
In the first case, the optimum design gave an improvement of 43% in the reduction of dead volume from the initial design. As the initial dead volume was already small (1.45%), this reduction represents only a decline of 0.63% in the dead volume as defined.
In the second case, when modeling water as tundish fluid, an improvement of 34% in the minimum residence time was obtained. The baffle hole angles were all made zero degrees by the optimizer.
In the third case, when modeling liquid steel with heat transfer, an improvement of 26% in minimum residence time over the initial design was obtained. The optimum location for the baffle moved towards the outlet when compared to the second case, mainly due to the added buoyancy of the liquid steel entering the tundish.
Future work includes the investigation of additional constraints (e.g. on the maximum velocity at the top surface to reduce the amount of slag that is entrained into the molten steel). The optimum configurations obtained by the optimizer in Case 2 will also be verified experimentally. Initial work in using inclusion modeling as part of the optimization process has shown that completely different tundish configurations from those obtained above result. This suggests that multi-objective optimization would have to be performed in order to allow engineers to decide on the relative importance of different quality parameters, e.g. transition slab length versus cleanliness.
