Abstract: This paper introduces random versions of successive approximations and multigrid algorithms for computing approximate solutions to a class of finite and infinite horizon Markovian decision problems (MDPs). We prove that these algorithms succeed in breaking the "curse of dimensionality" for a subclass of MDPs known as discrete decision processes (DDPs). 1 Keywords: dynamic programming, curse of dimensionality, Bellman operator, random Bellman operator, computational complexity, maximal inequalities, empirical processes how maximal inequalities for empirical processes can be used to derive such a bound, and to J. Traub and H. Woźniakowski for their comments on the relationship between these results and the theory of information-based complexity.
Introduction
This paper introduces random versions of successive approximations and multigrid algorithms for computing approximate solutions to Markovian decision problems (MDPs). An MDP is a mathematical model of a decision maker who is in state s t at time t = 1 ; : : : ; T ( T 1 ) and takes an action a t that determines current utility u(s t ; a t ) and affects the distribution of next period's state s t+1 via a Markov transition probability p(s t+1 js t ; a t ) . The problem is to determine an optimal decision rule that solves V (s) max E n P T t=0 t u(s t ; a t ) j s 0 = s o where E denotes expectation with respect to the controlled stochastic process fs t ; a t g induced by the decision rule f 1 ; : : : ; T g , and 2 (0; 1) denotes the discount factor. The method of dynamic programming (a term coined by Richard Bellman in his (1957) text) provides a constructive, recursive procedure for computing using the value function V as a "shadow price" to decentralize a complicated stochastic/multiperiod optimization problem into a sequence of simpler deterministic/static optimization problems. 2 As is well known, (Blackwell, (1965) , Denardo, (1967) ) a stationary, infinite horizon MDP can be viewed as multidimensional generalization of a geometric series whose solution is mathematically equivalent to the solution to a particular functional equation known as Bellman's equation.
Unfortunately, it is quite rare that one can explicitly solve Bellman's equation and derive analytical or "closedform" solutions for either the optimal decision rule or the value function V so most DP problems must be solved numerically on digital computers. From the standpoint of computation, there is an important distinction between discrete MDPs where the state and control variables can assume only a finite number of possible values and continuous MDPs where the state or control variables can assume a continuum of possible values. Discrete MDP problems can be solved exactly (modulo rounding error in arithmetic operations), whereas the solutions to continuous MDP problems can only be approximated to within some arbitrarily small solution tolerance . There is a well developed literature on solution algorithms for discrete MDPs. Although a large number of algorithms have been proposed, simple backward induction and variations of the method of successive approximations and policy iteration (Newton's method) are the most commonly used solutions methods. 3 The most commonly used numerical methods for solving continuous MDPs is to solve a "nearby" discrete MDP problem. The key restriction is that the "nearby" problem lives in a finite-dimensional space so it can be solved on a digital computer. 4
2 In finite horizon problems V actually denotes an entire sequence of value functions, V f V 0 ; : : : ; V T g , and denotes the corresponding sequence of decision rules. In the stationary infinite-horizon case, T = 1, and the solution (V;)reduces to a pair of functions of the current state s.
3 See Puterman, (1990 for a survey, and Puterman and Brumelle (1979) for a proof that the Howard/Bellman policy iteration algorithm is equivalent to the Newton/Kantorovich method.
4 Discretization is not the only way to do this, however. See Rust (1996) and Judd (1996) for a survey of "parametric approximation" and "projection" methods that include the Bellman et. al. (1963) approach of approximating V by polynomials or Daniel's (1976) suggestion of using spline functions to approximate V .
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A minimum requirement of any sensible approximation procedure is that it be consistent: i.e. an approximate solution V N ought to converge to the true solution V as N ! 1 , where N is some parameter indexing the accuracy of the solution. There is a large theoretical literature analyzing the convergence of various deterministic discretization and parametric approximation algorithms for the approximate solution of various operator equations (see, Anselone (1971) , Anselone and Ansorge (1981) , Krasnosel'skii et. al. (1972) ), as well as a more specialized literature on the approximate solution of Bellman's equation for MDP problems (see, e.g. Fox, (1973) , Bertsekas, (1975) , Santos and Vigo, (1996) ). However except for a recent numerical study by Keane and Wolpin (1994) there is relatively little theoretical literature analyzing the convergence of random algorithms for solving the Bellman equation in either finite or infinite horizon MDPs. 5 There is an important practical limitation to one's ability to solve continuous MDPs arbitrarily accurately,
Bellman's curse of dimensionality. 6 This is the well-known exponential rise in the time and space required to compute an approximate solution to an MDP problem as the dimension (i.e. the number of state and control variables) increases.
Although one typically thinks of the curse of dimensionality as arising from the discretization of continuous MDPs, it also occurs in discrete MDPs that have many state and control variables. An important unresolved question is whether we can somehow circumvent the curse of dimensionality through a clever choice of solution algorithm, perhaps for a restricted class of problems exhibiting special structure. Nemirovsky (1976a), (1977) were the first to prove the negative result that the static nonlinear optimization problem (a special case of the MDP problem when = 0 and the state space S contains a single element)
is subject to an inherent curse of dimensionality irregardless of whether deterministic or random algorithms are used.
However Yudin and Nemirovsky (1976b) showed that it is possible to break the curse of dimensionality for certain subclasses of problems such as convex optimization problems. They showed that the number of function evaluations required to approximate a solution to a d-dimensional convex optimization problem only increases linearly in d on a worst case basis. A number of important developments in theoretical computer science in the last twenty years has enabled formal proofs of lower bounds on the computational complexity of solving various continuous multivariate mathematical problems including nonlinear optimization, numerical integration, function approximation, and recently, MDP problems. There are two main branches of complexity theory, corresponding to discrete and continuous problems.
5 There is a recent literature analyzing the convergence of stochastic reinforcement learning algorithms such as "real time dynamic programming" (Barto, Bradtke and Singh, (1995) ) and "Q-learning" (Tsitsiklis, (1994) ). The latter paper shows that Q-learning is a type of stochastic approximation algorithm. Some of these methods are actually being used in applications, see e.g., Pakes and McGuire (1996) . Hammersley and Handscombe (1992) describe a number of applications of monte carlo methods including solution of large linear systems. Although such methods would seem to have a direct application to solving the large linear systems arising from policy iteration methods, to our knowledge nobody has ever actually used or advocated this approach for solving infinite horizon MDPs. 11 See Anderson, Hansen, McGratten and Sargent, (1996) .
12 Formally, we say that f() = ( g ( )) if f() = O ( g ( )) and f() = ( g ( )). This implies that there exist positive constants c 1 and c 2 such that c 1 jg()j j f ( ) j c 2 j g ( ) j for sufficiently small .
integration problem. However randomization does not always succeed in breaking the curse of dimensionality: Yudin and Nemirovsky (1977) showed that randomization doesn't help in solving general multivariate nonlinear programming problems, Traub, Wasilkowski and Woźniakowski (1988) showed that randomization doesn't help in multivariate function approximation and interpolation, and Werschulz (1991) showed that randomization doesn't help in solving multivariate elliptic partial differential equations or Fredholm integral equations of the second kind. Indeed, the fact that the general nonlinear optimization problem is a special case of the general MDP problem implies that randomization cannot break the curse of dimensionality for general MDP problems with an action space A that contains a continuum of possible choices.
We prove that randomization does succeed in breaking the curse of dimensionality for a particular subclass of MDPs known as Discrete Decision Processes (DDP's). These are MDPs with a continuous multi-dimensional state space S, but a finite action set A. DDP's arise frequently in economic applications such as optimal replacement of durable goods, optimal retirement behavior, optimal search, and many other situations (for a review of empirical applications of DDP's see Rust, (1994) ). The fact that DDP's have finite action sets implies that the main work involved in carrying out the backward induction process is the numerical integration of the value function at each given point in the state space. Since randomization succeeds in breaking the curse of dimensionality of numerical integration, it seems plausible that it might also be able to break the curse of dimensionality for this class of problems. However rather than calculating a single multivariate integral, the DDP problem requires calculation of an infinite number of multivariate integrals at each possible conditioning state s 2 S. The DDP problem is also nonlinear in the sense that the current value function V equals the maximum of the conditional expectation of the future value function. 14 While randomization can be shown to break the curse of dimensionality in certain classes of linear problems such as integration or solution of ODE's, it generally is not able to break the curse of dimensionality in nonlinear problems.
So it is perhaps not immediately obvious that randomization really can succeed in breaking the curse of dimensionality of DDP problems.
A recent study by Keane and Wolpin (1994) used monte carlo integration to find approximate solutions to large scale DDP problems that would be computationally intractable using standard deterministic algorithms. Their computational results are quite encouraging, suggesting that random algorithms might have considerable promise in a wide range of applications. However apart from computer simulations, Keane and Wolpin did not provide any theoretical analysis of the convergence properties of their algorithm. We do not provide any computer simulations of the random algorithms we propose, although we do provide a fairly complete mathematical characterization of the convergence properties of our algorithms.
Although the particular algorithms we analyze here are quite different from the one Keane and Wolpin proposed, our hope is that the tools we introduce will be useful for analyzing a wider class 6 of random algorithms including the Keane-Wolpin algorithm. In particular, one can show (see Rust (1996) ) that the Keane-Wolpin algorithm does not succeed in breaking the curse of dimensionality for DDP problems. The reason is that their algorithm involves a multivariate function approximation subproblem but as we noted above multivariate function approximation is subject to a curse of dimensionality regardless of whether deterministic or random algorithms are used. We are able to avoid the curse of dimensionality inherent in multivariate function approximation since the random algorithm we propose is self-approximating in a sense that will be made precise in section 3.
Section 2 provides a brief review of MDPs, and presents the main inequalities and convergence bounds that will be used in subsequent sections. The random algorithms analyzed in this paper are all based on the random Bellman multigrid algorithms depends on the error in using the random Bellman operator~ N to approximate the true Bellman operation . We appeal to a maximal inequality for empirical processes due to Pollard (1989) to show that:
where ( (1:4)
Since the Chow-Tsitsiklis complexity bound implies that the deterministic worst case complexity of the DDP problem is given by
(1:5)
it follows that randomization succeeds in breaking the "curse of dimensionality" for this class of problems. 15 Section 5 presents concluding remarks and some conjectures and suggestions for further research in this area.
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Bellman Operators
This section reviews some basic facts about MDPs and defines the Bellman operator . We also define the subclass of DDP's and provide some key inequalities involving the Bellman operator that will be used in our subsequent analysis.
Definition 2.1: A Markovian Decision Process consists of the following objects:
A time index t 2 f 0 ; 1 ; 2 ; : : : ; T g ; T 1
A state space S,
A utility function u(s; a),
A Markov transition density p(s 0 js; a),
A discount factor 2 [0; 1).
We will impose explicit topological structure on S and A and smoothness conditions on u and p in section 3 so we refrain from adding any measure-theoretic qualifications at this point. The agent's optimization problem is to find an optimal decision rule = f 0 ; : : : ; T g given by:
= argmax ( 0 ;:::
p(ds t js t 1 ; t 1 ( s t 1 ) p 0 ( ds 0 );
where p 0 is a probability distribution over the initial state s 0 . 16
In finite-horizon problems (T < 1 ) , dynamic programming amounts to calculating the optimal decision rule = ( 0 ; : : : ; T ) by backward induction starting at the terminal period, T. The backward recursion must be done for each time period t = T;T 1 ; : : : ; 0 and for each possible state s t using the following recursions. In the terminal period V T and T are defined by: Using the definition of the Bellman operator, we can write the recursion (2.5) more compactly as:
V T t = t ( V T ) ;t = 0 ; : : : ; T : (2:7)
In the infinite horizon case T = 1 so there is no "last" period from which to start the backward induction to carry out the dynamic programming algorithm described above. However if the per period utility functions u are uniformly bounded and the discount factor is in the [0; 1) interval, then we can approximate the solution to the infinite horizon problem arbitrarily closely by the method of successive approximations. This is equivalent to using the solution to a long, but finite horizon MDP problem to approximate the solution to the infinite horizon problem. Removing time subscripts from equation (2.4), we obtain the following equation for the optimal stationary decision rule :
where V is the solution to Bellman's equation:
Bellman's equation can be re-written more compactly as a fixed point condition on the Bellman operator:
There is a standard approach to establishing the existence and uniqueness of a solution to Bellman's equation due to Denardo 1967 , that recognizes that is a contraction mapping on a Banach space B. This immediately implies the existence and uniqueness of the fixed point V to the Bellman operator. It also follows that the the method of successive approximations is globally convergent from any initial starting value. The contraction property of the Bellman operator holds under the following regularity conditions: We impose these regularity conditions in the subsequent analysis, so hereafter B will denote the Banach space C(S) of all continuous, bounded functions f: S ! R under the supremum norm, kfk = sup s2S jf(s)j. We now state a few key inequalities that will be useful in the subsequent analysis. The first inequality provides bounds on the difference between the fixed point V to a contraction mapping and the fixed point V N to a slightly perturbed contraction mapping N . We say a contraction mapping has modulus if k (V ) (W )k k V W k for all V;W 2B. 
The proof of this lemma is a simple application of the triangle inequality:
(2:13)
The next lemma provides some additional inequalities bounding the rate of convergence of the method of successive approximations. ju(s; a)j:
Lemma 2.2: Let be a contraction mapping on a Banach space B with fixed point V = ( V )
(2:17)
The final lemma of this section extends Lemma 2.1 to provide a simple sufficient condition guaranteeing that in the finite horizon case the sequence of value functions resulting from backward induction using an approximate Bellman operator N will be uniformly close to the true value functions produced by backward induction using the true Bellman operator .
Lemma 2.4: Let f N g be a family of contraction mappings that converge pointwise to a contraction mapping . Suppose there exists an integer N(; ) such that for all N N(; ) we h a v e: The proof of Lemma 2.4 is given in the appendix. We conclude this section with a definition of the class of DDPs, the subclass of MDPs which will be the focus of the remainder of the paper:
Definition 2.2: A Discrete Decision Process (DDP) is an MDP with the following property:
There is a finite set A such that A(s) A for each s 2 S.
For simplicity, section 3 will make the further assumption that A(s) = A for all s 2 S. This apparent restriction actually does not involve any loss of generality, since we can mimic the outcome of a problem with state-dependent choice sets A(s) by a problem with a state-independent choice set A by choosing the utility function u(s; a) so that the utility of any "infeasible" action a 2 A \ A(s) c is so low that it will never be chosen.
Random Bellman Operators
This section derives bounds on the approximation error of using a "random Bellman operator",~ N in place of the true Bellman operator defined in equation (2.6) of section 2. Since evaluation of the true Bellman operator involves multivariate integration, it generally can only be approximated whereas the random Bellman operator we propose requires only a finite number of algebraic operations and is thus quite simple to evaluate. In section 4
we propose random versions of successive approximations and multigrid algorithms that simply involve replacing iterations of the true Bellman operator by the random Bellman operator~ N . Using the error bound derived in Lemma 2.1 of section 2, we will be able to derive a bound on the expected error between the true value function V (the fixed point to the true Bellman operator ) and the random value functionṼ N (an approximation to the fixed point to the random Bellman operator~ N ) in terms of the expected error of k~ N (V ) (V )k. This bound, which holds uniformly for all V 2 B(0; K ) for some constant K, is the key to the derivation of the complexity bounds in section 4. We begin by presenting some preliminary definitions and inequalities and establishing the asymptotic properties of the random Bellman operator. Section 3.2 uses a maximal inequality of Pollard (1989) to derive a uniform bound on Efk~ N (V ) (V )kg. Proofs of all results are given in the appendix. where the maximization on the right hand side of (3.3) is performed pointwise for each s 2 S.
Preliminary Definitions and
Note that~ N is not guaranteed to be a contraction mapping with probability 1 since P N i=1 p(s k js; a)=N does not necessarily sum to 1. However a simple application of the uniform strong law of large numbers shows that the sum converges 1 with probability 1 uniformly for s 2 [0; 1] d , so that~ N will be a contraction for N sufficiently large for any 2 [0; 1). However since we want error bounds that hold for all N, we show that by using a simple normalization we can construct a closely related random Bellman operator,^ N that is guaranteed to be a contraction mapping for all 
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The following lemma is the key to the subsequent analysis. It bounds the approximation error in the nonlinear operator k~ N (V ) (V )k by the maximum of the approximation errors in the linear operators k~ a;N (V ) a (V )k. Notice that inequality (3.6) holds everywhere i.e. for any N 1 and any set of sample points fs 1 ; : : : ; s N g 2 [0; 1] dN , and not just with probability 1. It is easy to verify that inequality (3.6) also holds for the normalized operators^ N and a;N .
Before we can proceed further, we need to specify the regularity conditions defining the subclass of DDP problems for which our subsequent results apply. The regularity conditions amount to the requirement that u and p are Lipschitz continuous functions of s. Definition 3.2 Let BL(K)Bdenote the set of uniformly Lipschitz functions with Lipschitz bound K, i.e.
(3:8)
The Arzelà-Ascoli theorem implies that BL(K)is a compact subset of B. Compactness is a key to the error bounds derived below. The next lemma shows that the random Bellman operator maps elements of B into the compact set BL(K)for some K < 1 . Lemma 3.2 implies that the random elements~ N (V ) and~ a;N (V ) are concentrated with probability 1 on the compact subset BL(K u +kVkK p )B.
Error Bounds for Random Bellman Operators
In this section we show that the expected error in using the random Bellman operator~ N to approximate the true Bellman operator decreases at rate 1= p N independent of the dimension d. To gain some insight into why this might be so, note that by Lemma 3.1, the approximation error k~ N (V ) (V )k is bounded above by the sum of the approximation errors in the random linear operatorsZ a;N (V ) defined bỹ To establish the latter bound, we appeal to a maximal inequality for empirical processes due to Pollard (1989) . The reason empirical processes play a role in this problem is due to the fact that the random linear operators The maximal inequality provides a bound on the expectation of the supremum norm ofZ a;N (V ), i.e. a bound on EfkZ a;N (V )kg which holds for all N 1. Since these maximal inequalities are derived from somewhat simpler maximal inequalities for Gaussian processes (e.g. Theorem 3.2 in Pollard, (1989)), it is convenient to derive the bound in two steps: we first derive a bound on EfkZ a (V )kg whereZ a (V ) is the limiting Gaussian process, and then use Pollard's "symmetrization method" to show that this bound also applies to EfkZ a;N (V )kg at the cost of a slight increase in the bounding constant. The maximal inequality can be defined in terms of a covering integral similar to (3.10), except that we replace N() by N(=2) and the covering number N() is defined in terms of a metric (t; s)
(3:14)
In order to define (s; t) and the implied bound on EfkZ a (V )kg, it is helpful to have an explicit representation for the limiting Gaussian processZ a (V ). As is well known from the literature on empirical processes,B N converges weakly toB, whereB is the Brownian bridge process on [0; 1] d (see, e.g. Gänßler (1983) ). This implies that the Gaussian stochastic processZ a (V ) also has a representation as a stochastic integral with respect to the limiting Brownian Bridge Using this representation, it is easy to see that the metric (s; t) = K p kVkks tk satisfies (3.14) and the corresponding covering integral satisfies: where C is a universal constant independent o f Z a ( V ) .
Corollary:
The bound in Theorem 3.3 holds uniformly for all p 2 BL(K p )and all kV k 2 B (0; K v ) :
(3:18)
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The next step is to apply the symmetrization method of Pollard (1989) to show that a version of the inequality (3.18) not only holds in the limit as N ! 1 , but also for all N 1 at the cost of a slight increase in the bounding constant -by a factor of p =2. Corollary For each n 1 the following uniform bound holds: (3:20) where the constant (d) is given by:
(3:21)
Using inequality (3.20) and inequality (3.6) from Lemma 3.1, we obtain the main result of this section. Corollary The expected error in the normalized Bellman operator^ N satises: (3:23) where the bounding constant (d) is given in equation (3.21).
Complexity Bounds for Random Successive Approximations and Random Multigrid Algorithms
Using the error bound in Theorem 3.4, it is now straightforward to show that the random Bellman operator succeeds in breaking the curse of dimensionality for finite and infinite horizon DDP problems. We begin by considering the complexity of the random version of the successive approximations algorithm. Given a desired solution tolerance
we choose a number of simulations N sufficiently large that the expected error in the solution will be less than .
Then we draw IID uniform random sample points fs 1 ; : : : ; s N g which will subsequently remain fixed in each of T backward induction steps. Backward induction begins with a value functionV T 2 R N given by: Recall from the introduction that the total work involved in carrying out this backward induction is O (TjAjN   2   ) .
Thus, the solution the algorithm produces are approximations to the (T + 1 ) value functions V t , t = 0 ; : : : ; T We now consider a random extension of the oneway multigrid algorithm introduced by Chow and Tsitsiklis (1991) . We show that for infinite horizon DDPs, this "random multigrid algorithm" reduces the upper bound on the worst case randomized complexity of infinite horizon DDP problems by a factor log(1= (1 )). The random multigrid algorithm consists of a number of "outer" iterations k = 1 ; 2 ; : : : , where a number N k of uniform random sample points fs 1 ; : : : ; s N k g is drawn at each iteration k independently of the sample points drawn at previous iterations k 1; k 2 ; : : : of the multigrid algorithm. The basic idea is to start at iteration k = 0 with a relatively small number of sample points N 0 and successively increase the number of sample points drawn at each iteration by a factor of 4:
Within each outer iteration k, a number T(k) of inner successive approximation steps are taken using the random Bellman operator^ N k . LetV k denote the value function produced at the termination of the T(k) successive approximation steps at outer iteration k. The starting point for successive approximations in outer iteration k is the value functionV k 1 produced at outer iteration k 1. Thus we have the recursion:
where the starting point for iteration 0 of the multigrid algorithm is given by (4.1). Since the expected error between N k and is given by:
(4:7)
we choose the following stopping rule for the inner successive approximation steps: T(k) is the smallest integer t satisfying:
(4:8)
Given a desired solution tolerance of > 0 the stopping criterion for the outer iterations is the smallest value k satisfying:
(1 ) 4 2 : (4:9)
Since N k is increasing by a factor of 4 at each outer iteration, (and therefore the expected error is being halved at each outer iteration of the multigrid algorithm), it is clear that the multigrid algorithm will terminate after a finite number of iterations k. LetV N k denote the fixed point of the operator^ N k at the final iteration of the multigrid algorithm. Inequality (2.15) and the stopping rules for T(k ) given in equation (4.8) imply the following bound:
(4:10)
Inequality (2.12) and the stopping rule for k given in inequality (4.9) imply that the expected error betweenV N k and the true fixed point V = ( V ) is given by:
:
(4:11)
Using the triangle inequality and inequalities (4.10) and (4.11) we have:
(4:12)
Thus, the multigrid algorithm terminates after a finite number of iterations k with an expected error of 2. The next lemma shows that the stopping rule (4.8) for the successive approximation steps guarantees that T(k) = O (1=j log()j) independent of , and k. 
Extensions and Conjectures
This paper has established upper bounds on the randomized complexity of finite and infinite horizon DDP problems. We showed that randomization succeeds in breaking the curse of dimensionality for a subclass of DDP problems satisfying a Lipschitz condition. We assumed, for simplicity, that the Lipschitz bounds K u and K p on (u; p) are constants independent of the problem dimension, d. It is easy to show that all our results go through provided that K u and K p increase polynomially in d. A much more difficult problem is to establish tight upper and lower bounds on the randomized complexity of the DDP problem. We conjecture that an integration algorithm similar to
Bakhvalov's 1959 algorithm will be an optimal random algorithm for the DDP problem, with a complexity exponent equal to the square of the exponent m = d=r (where r denotes the highest degree of differentiability of u and p), indicating that smoother DDP problems enjoy faster rates of convergence. However since m = d=r, the gain in using more sophisticated randomization schemes over the simple monte carlo algorithm will be small when the problem dimension d is large relative to the degree of smoothness r. An important open question is whether one can break the curse of dimensionality of the DDP problem on an average case basis: i.e. when the error in the algorithm is evaluated relative to a prior distribution over the space (u; p) of possible DDP problems (for details on how average case complexity is defined, see see Traub, Wasilikowski and Woźniakowski, 1988) . Certain problems including multivariate integration have been shown to be tractable on an average case basis even though they are intractable on a worst case basis. The difficulty in applying an average case analysis to the DDP problem is to find a reasonable prior over the space of admissible transition probabilities. The typical prior used in multivariate integration problems, folded Wiener sheet measure, does not ensure that the transition probabilities p are nonnegative and integrate to 1.
Recent research has shows that the sample average integration algorithm (3.7) based on deterministic sample points such as the Hammersley, Halton, and Sobol' points, approaches the lower bound on the average case complexity of numerical integration (see, e.g. Woźniakowski, 1991 who showed that a shifted version of the Hammersley points actually attains the lower bound on average case complexity). We can gain some insight into why these deterministic integration methods work well from the Koksma-Hlwaka inequality: 
This means that multivariate integration using deterministic sequences such as Hammersley points do much better than random samples since the rate of decrease in the expected error in the latter is at the slower rate 1= p N. Recent numerical experiments comparing the accuracy of numerical integration using deterministic integration points such as the Halton and Sobol' points versus standard monte carlo integration in Paskov (1996) and Paskov and Traub (1996) confirms that for certain classes of functions, the deterministic algorithms provide more accurate estimates in less cpu time. The intuitive reason for the superior performance of deterministic, low discrepancy sequences over pseudo-random sequences is that the former are more evenly distributed about the unit cube, with fewer "gaps" and "clusters". This is visually apparent in figures 5.1 and 5.2 which compare successive points generated by Sobol's sequences to those generated by a linear congruential pseudo random number generator. In future work we plan the Sobol' points and other low discrepancy sequences. Our conjecture is that the deterministic versions of these algorithms could significantly outperform the "random" versions for a wide variety of DDP problems.
Appendix: Proofs of Propositions
Proof of Lemma 2.4: We prove the result by induction on t. Starting at t = T 1 suppose we choose N andV T satisfying (2.18), (2.19), and (2.20). Then we have:
+ ( 1 ) = :
This argument can be repeated for each t = T 1; T 2 ; : : : ; 1 provided we can show that for each t we have kV t k K=(1 ). However this follows follows from Lemma 2.3 and the assumption that the approximate Bellman operator N is a contraction mapping with modulus .
Proof of Lemma 3.1: Fix s 2 S. Define the decision rules and N by: 
(6:4)
Using an identical argument when (V )(s) ~ N (V )(s) we get the following inequality:
(6:6)
In either case we have:
j~ N (V )(s) (V )(s)j max a2A j~ a;N (V )(s) a (V )(s)j:
(6:7) where the second inequality follows from (6.29) and the fact thatV k 1 =^ N k 1 (V ). If we choose t so that 5 t 1
it is easy to see from (6.30) that the stopping criterion (4.8) is satisfied. Thus it follows that the stopping rule T(k) satisfies:
T(k) log(5) j log()j :
(6:31)
Proof of Theorem 4.2: By Lemma 4.1 at most T(k) = log(5)=j log()j successive approximation steps are performed at any iteration of the multigrid algorithm so the total work at step k of the multigrid algorithm is of order O(jAjN 2 k =j log()j). It follows that the complexity of the multigrid algorithm is bounded by: Since N k is chosen to satisfy (4.9) where the constant K is given in equation (4.7) simple substitution yields the form of the complexity bound in equation (4.14).
