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Abstract—This paper proposes a cross-layer control mechanism to
stream efficiently scalable videos to mobile receivers. Its goal is to
maximize the quality of the received video while accounting for the
variations of the characteristics of the transmitted content and of the
channel. The control problem is cast in the framework of Markov
Decision Processes. The optimal actions to apply to the system are learned
using reinforcement learning. For that purpose, the quality of the decoded
frames at receiver is inferred by an observation (i) of the quality of the
various scalability layers and (ii) of the level of queues at the Application
and Medium Access Control layers of the transmitter only. Delayed
as well as absence of information on the channel state are considered.
Experiments show that the performance of the proposed solution is only
slightly degraded with delayed or missing channel state information. The
performance degradation is larger when considering a basic bitstream
extractor, which serves as reference1.
Index Terms—Cross-layer optimization, learning, QoE estimation,
stochastic control, video streaming
I. INTRODUCTION
Efficient video streaming is an important application for next gen-
eration wireless networks [1]. Current mobile internet architectures
were not designed to meet Quality of Experience (QoE) constraints
on the received video, such as playout quality, limited delivery delay,
or small zapping time. Efficient streaming over wireless networks
is difficult due to the scarce radio resource and to the dynamic
characteristics of the video contents and of the channel.
This paper proposes a cross-layer control mechanism to stream
scalable videos to mobile receivers. Its goal is to maximize the
quality of the received video while accounting for the variations of
the characteristics of the transmitted content and of the channel. This
control problem is addressed in the framework of Markov Decision
Processes (MDPs) [2]. The optimal actions to apply to the system are
learned via Reinforcement Learning (RL). Due to buffering delays,
the quality of the decoded frames at receiver has to be inferred via an
observation (i) of the quality of the various scalability layers and (ii)
of the level of queues at the Application (APL) and Medium Access
Control (MAC) layers of the transmitter only.
The control consists in filtering the scalability layers of the encoded
video. The considered model is more general than that considered
in [3], since layers of one or several frames may be transmitted in
each time slot. This allows to change the speed at which encoded
frames are transmitted depending on the channel conditions and on
the state of the buffers. To cope with the dynamic characteristics of
the multimedia contents and of the wireless channel, as in [4], RL
techniques are employed to dynamically update the optimal policy.
Encoded packet scheduling has been investigated in recent years
to maximize the quality of the decoded multimedia streams given
resource constraints. In [5], the problem of delay-sensitive rate control
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for transmission of real-time video over burst-error wireless channels
is considered using constrained optimization of the encoding rate.
The quantization parameters of the source coder are optimized dy-
namically to maximize the average quality while satisfying expected
rate constraints using an accurate model of the rate-distortion (R-D)
characteristics of the source.
In [6], a cross-layer scheduler for video transmission is presented.
The time-varying characteristics of the channel are modeled by a
Markov model, which state is fed back to the controller. Scalable
video coders have been considered in [3], [7], focusing on the APL
layer. A control policy is evaluated in the framework of MDPs. The
level of the playback buffer at receiver side is exploited to help
optimizing the performance of the system.
A QoE-based optimization framework for multi-user wireless video
delivery is proposed in [8]. Transcoding and packet dropping are
used in the rate adaptation scheme by investigating their impact on
the perceived video quality in presence of constrained transmission
resources. In [9], [10], and [11], focus is more on the MAC layer,
since buffer management problems within the Radio Access Network
(RAN) are considered. Video packets may be dropped depending on
their priority and on the level of the MAC buffers.
In most of these papers, the channel and the receiver buffer states
are used by the control process. Nevertheless, in real networks this in-
formation may reach the controller with a certain delay. When consid-
ering unicast transmission, various feedbacks may be obtained from
the receiver. For example, RTCP [12] provides information on the
level of buffers at APL layer. At MAC layer, HARQ ACK/NACK [13]
may be used to infer the channel conditions. The associated delay
may be of the order of tens to hundreds of milliseconds for HARQ
ACK/NACK messages, and of one to several seconds for RTCP
packets. Optimization of the video delivery in presence of delayed
information may cause stability issues. MDP and learning in presence
of delayed information with constant delay has been addressed in
several paper, see, e.g., [14], [15]. Learning with constant reward
delay is considered in [15]. A model-based RL algorithm is used in
discrete- and continuous-valued state. Nevertheless, in the considered
context, the scheduler is allowed to transmit more than one data unit
(frames or GoPs) at each time slot leading to a time-varying delay
between transmission and display.
Without channel state information, [16] shows that the observation
of the level of the MAC buffer provides a satisfying estimate of the
channel state. This prevents using delayed measurements. Moreover,
the evaluation of the optimal layer filtering policy is performed off-
line. A way to tackle the problem of time-varying characteristics of
the encoded videos and of the channel, is to learn and update on-line
the optimal layer filtering policy. RL techniques are well-suited to
update periodically the state-value function and the policy.
The remainder of the paper is organized as follows. Section II
introduces the considered unicast video streaming. Section III recalls
basic concepts linked to MDPs and RL. The model of the system is
cast in the framework of MDPs in Section IV. Section V presents
the performance of the proposed on-line layer filtering process and
evaluates its robustness to variations of the characteristics of the
wireless channel and of the transmitted content.
II. SYSTEM DESCRIPTION
Consider the video streaming system to mobile receivers sketched
in Figure 1. The core network consists of a streaming server hosting
a scalable video coder, a proxy, and a base station. Packets are
transmitted through a wireless channel to a mobile client. Among the
components of the base station (eNodeB [13]), we consider mainly
the MAC buffer. The MAC scheduler of eNodeB, as well as its
physical layer, its radio front-end, the wireless channel, the physical
layer of the receiver, and the part of the MAC layer at receiver side
managing ACK/NACK procedures are considered as belonging to the
channel. Focusing on SNR scalability, our goal is to design a layer
filtering algorithm to maximize the QoE of the decoded video at
receiver side.
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Figure 1. Scalable video transmission system to a mobile receiver
Streaming server: The video sequence is segmented into frames
and encoded into L layers: a base layer and L−1 enhancement layers.
Frames are generated with a constant period of time T . The encoding
parameters (quantization steps, frame rate, etc.) are controlled by the
streaming server, independently of the remainder of the chain.
Proxy: The L SNR layers are packetized and fed, via a lossless
network, to the Post-Encoding (PE) buffer. The controller performs
layer filtering within the proxy: for each frame, SNR layers may
be sent, kept, or dropped. Layer filtering may also be performed
in the base station (PDCP layer [13]). The layer filtering process
should maximize the QoE at receiver side by taking into account
most factors impacting it: frame type, number of SNR layers, lost
packets due to PE and MAC buffer overflow, and effect of error and
loss concealment.
Base station and channel: The base station contains a buffer
dedicated to each user to perform rate and bandwidth allocation
(MAC scheduling, see [17], [18]) among users. Packets transmitted by
the layer filtering are fed from the PE buffer to the MAC buffer of the
base station after being segmented into Packet Data Units (PDUs).
One has to control the MAC buffer to avoid overflow in order to
prevent PDUs from being dropped. PDUs are then transmitted to the
mobile receiver via a wireless channel. When the channel state is
used to control the layer filtering process, it has to be inferred, e.g.,
using some feedback from the mobile client or using the level of the
MAC buffer at transmitter side.
Receiver: The mobile receiver stores correctly received PDUs in
its own MAC buffer. Packet de-encapsulation and buffering in the
buffer at APL layer is done as soon as all corresponding PDUs have
been received. Complete or incomplete frames are then processed
by the video decoder. Outdated packets are dropped, without being
decoded. Some packet loss concealment may be put at work at the
receiver side. Handover issues are not addressed: the streaming server
is assumed to transmit video to a mobile receiver considered linked
to the same base station during the whole streaming session.
III. MDP AND LEARNING
The video streaming system is modeled in the MDP framework.
Time is slotted into discrete-time intervals of length T . The t-th time
slot is the time interval [t, t + 1)T . T may be equal to the frame
period, corresponding to the cadence of the encoder, or to the period
at which the MAC scheduler delivers PDUs.
An MDP is a 4-tuple (S,A, P, r), where S is the set of states
of the considered system, A is the set of actions, P (st+1|st, at)
is the transition probability from st ∈ S at time t to st+1 ∈ S at
time t + 1, when the action at ∈ A is applied. Finally r (st, at)
is a reward function indicating the immediate reward obtained when
applying at in state st. Provided that all components of the MDP
are clearly defined, the optimum policy may be evaluated, e.g., by
value or policy iteration. Alternatively, when some components of
the MDP are difficult to obtain, or are time-varying, a good policy
may be obtained on-line by RL, see [2].
In the context of wireless video streaming, the characteristics of the
video sequence and of the channel are time-varying. The policy that
would be obtained via policy or value iteration for some transition
probability matrix and some reward function under some source
and channel conditions would probably not be well suited to other
conditions. RL aims at estimating a good policy without requiring an
accurate knowledge of the P (st+1|st, at). There are several classes
of on-line RL algorithms. This paper focuses on Temporal Difference
(TD) learning [2], which aims at directly estimating the action-value
function (or Q-function) Q(s, a), indicating the expected long-term
reward starting from s, taking the action a. The optimal policy is
then derived by selecting the action maximizing Q(st, at). Popular
on-line algorithms in this category are SARSA and Q-learning [2].
With Q-learning, considered in what follows, the Q-function is
updated at each time slot according to
Q(st, at)← Q(st, at) + αtδTD,t (1)
with δTD,t = rt (st, at) + γmaxa′∈AQt(st+1, a′t) − Q(st, at),
where a′t is the greedy action in state st+1, which maximizes the
current estimate of the Q-function; α ∈ [0, 1] is a time-varying
learning rate parameter and γ is a discount factor indicating the
relative importance of present and future rewards. Q(s, a) can be
initialized arbitrarily for all (s, a) ∈ S ×A. At the beginning of the
learning process, the controller should go through the states many
times in order to learn the optimal actions. During the exploration
steps, the Q-learning rule in (1) is performed by executing actions in
each state several times until Q converges.
IV. MODEL OF THE STREAMING SYSTEM
The states of the system consists of the frame type sf, the level of
the PE buffer se, that of the MAC buffer sm, and the channel state
sh. All state components are gathered in s = (sf, se, sm, sh) ∈ S. The
actions indicate the number of scalability layers to transmit, keep or
drop from the PE buffer.
A. States
The frame type sf (I, P, or B) is useful to describe the impact of
a frame losses on the video quality. In a GoP, transitions between
frame types may be described by a stationary Markov process [19].
In what follows, the structure of the GOP is assumed constant for
the whole video sequence.
The state of the PE buffer is se ∈ Se and that of the MAC buffer is
sm ∈ Sm. Here, se describes the number of encoded frames stored;
this helps controlling the delay introduced within the system. The
state of the MAC buffer indicates the number of PDUs or of bits
(PDUs are assumed to have the same size) in the buffer.
The channel state sht describes the time-varying channel conditions,
such as the rate, probability of error, capacity, etc., assumed constant
in [t, t + 1). Here, sht corresponds to the channel rate modeled as
the realization of an Nh-state Markov chain as in [20]. At time t,
the state sht ∈ H = {1, . . . , Nh} represents a rate within the set
Rc = {Rc0, . . . , RcNh}. The transition probability pk,` = p(sht =
` |sht−1 = k) from state ` ∈ {1, . . . , Nh} to state k ∈ {1, . . . , Nh}
has usually to be estimated on-line.
Three scenarii concerning the knowledge of the state of the channel
are considered: (i) instantaneously available, sht is available at time
t, which requires feedback with very short delay; (ii) delayed, only
sht−δ is available at time t, with δ > 0 some feedback delay, which is
more realistic; (iii) unknown, no channel state feedback is available.
B. Actions
In the proposed model, several frames may be transmitted in each
time slot, allowing to speed up or slow down the frame scheduling
according to the channel and buffer conditions. The layer filtering
process has to determine the number of layers among the F oldest
frames stored in the PE buffer to send to the MAC buffer.
The vector of actions at = (a`,f )t ∈ AL×F with ` ∈ {1, . . . , L}
and f ∈ {1, . . . , F} taken in [t, t+ 1) represents the filtering
decisions. For the `-th SNR layer and the index f of the frame in
the PE buffer (f = 1 is the oldest one and f = F the earliest),
a`,f = 1 indicates a transmitted layer, a`,f = −1 a dropped layer,
and a`,f = 0 indicates that the layer is temporarily kept in the buffer.
A layer may be decoded only if the corresponding higher-
importance layers have already been decoded. When some layer is
dropped from the PE buffer, the actions are designed in such a way
that all refinement layers of the dropped layer belonging to the same
frame are also dropped.
C. Estimation of the reward
RL requires for each time slot some reward rt (st, at) provided
by the system to update Q(st, at). Ideally, rt (st, at) should be (i)
related to the user QoE (level of satisfaction) after applying action at
when the state is st and (ii) fed back instantaneously by the receiver.
QoE information may be obtained considering the PSNR, the SSIM,
or other metrics [21], [22], [23]. Automatic QoE measurement tools
[24] may be particularly useful in this context. Unfortunately, even
with such tools, due to buffering, the action at will have an impact
on the user QoE only after some delay δt. This reward evaluation
delay is time-varying, since the PE buffer is allowed to temporarily
keep frames or to transmit several frames in the same time slot. Let
rδtt (st, at) be the reward provided by the receiver after a delay δt
when the state at time t is st and the action at.
To address the problem of delayed rewards, the QoE (and the
reward) rδtt (st, at) obtained by the receiver at time t+δt is predicted
at time t at transmitter side r̂t (st, at). To facilitate prediction, we
assume that the QoE can be evaluated frame by frame (which is
not true for a video, since the motion plays an important role). We
assume further that an overflowed MAC buffer drops all entering
frames and that an overflowed PE buffer drops its oldest frame (the
drop action is forced for that frame). Finally, retransmissions and
adaptive modulation and coding schemes are used at MAC layer to
ensure the delivery of all PDUs from the MAC buffer to the receiver.
Several cases have now to be considered.
1) Transmission/drop of a single frame: Consider that layers from
a single frame are transmitted from the post-encoding buffer to the
MAC buffer. In absence of overflow or empty buffers, the reward
evaluation delay remains constant δt = δt−1 and the QoE evaluated
at the encoder is equal that evaluated at the decoder
r̂t (st, at) = r
δt
t (st, at) =
L∑
`=1
max(0, a`,1,t)qt(s
f
t, `) (2)
where q
(
sf, `
)
is the additional QoE measure provided by the
transmission of layer ` from a frame of type sf.
Assume now that a single frame is still transmitted and that layers
are dropped either by the layer filtering process, or due to buffer
overflow. When the base layer remains, (2) is still valid. When it is
dropped, concealment is performed at receiver side, and δt = δt−1.
Several concealment techniques may be used. Here frame copy [25]
is considered and the QoE of the current frame is assumed to be equal
to that of the previous frame reduced by a factor λ(sf) depending on
the type of the lost frame (lost I frames will have more impact on
the next frames than lost P frames). One then gets
r̂t (st, at) = r̂t−1 (st−1, at−1)− λ(sft). (3)
2) Temporarily kept frames: When frames are neither transmitted
to the MAC buffer, nor dropped (intentionally or as a consequence of
post-encoder buffer overflow), the reward evaluation delay decreases
δt = δt−1 − 1 for the next frame transmitted from the PE buffer to
the MAC buffer. As a consequence, estimating rδtt (st, at) is quite
difficult, since no frame is transmitted at time t. The impact of the
QoE at the receiver will be via the next transmitted frames, for which
no decision has been considered at time t. Thus, we consider that the
reward is the average QoE of the next frame, i.e.,
r̂t (st, at) =
r̂t−1 (st−1, at−1)− λ(sIt) +
∑L
L′=1
∑L′
`=1 qt(s
I
t, `)
L+ 1
.
(4)
The first term in (4) corresponds to a dropped next frame and is equal
to (3), the second term corresponds to a number of layers transmitted
going from 1 to L with rewards as in (2).
3) Transmission of several frames: When layers of several frames
are transmitted from the PE buffer to the MAC buffer during the
same time slot, the reward evaluation delay increases δt = δt−1 + 1
for the next frame transmitted, since more frames are put in the MAC
buffer. This decision will impact the QoE of several frames at receiver
side. It is again quite difficult to evaluate precisely rδtt (st, at). The
transmission of layers of several frames should not lead to jitter in the
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Figure 2. PSNR of the decoded Foreman sequence, control policy obtained
by RL and that of the BBSE, considering 3 channel scenarii.
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Figure 3. PSNR of the decoded Mother&Daughter sequence, control policy
obtained by RL and that of the BBSE, considering 3 channel scenarii.
quality of the decoded frames. Thus, the estimated reward is taken as
the minimum among the rewards obtained for each individual frames
r̂t (st, at) = min
f∈{1,...F}
(
L∑
`=1
max(0, a`,f,t)qt+f−1(s
I
t, `)
)
. (5)
This prevents sending during a time slot all layers from the first frame
and only a single layer from the next frames.
V. EXPERIMENTAL RESULTS
The performance of the proposed layer filtering process has
been evaluated on the Foreman.qcif and Mother & Daughter.qcif
sequences at 30 fps using the H.264/SVC encoder (JSVM 9.19) [26]
with three MGS scalability layers per frame (L = 3). The period at
which the controller is operating is T = 1/30 s. IPPP GoPs of 16
frames are considered. To avoid the drift due to SNR layer filtering,
all frames are encoded as key pictures for which motion compensation
is performed using only the base layer of the previous frames.
A. Reference Basic BitStream Extractor (BBSE)
The BBSE provided in the JSVM [26] serves as reference. It
extracts SVC layers according to a specific priority and accounting for
the level of the MAC buffer. The priorization is done according to
high-level syntax elements: dependency, temporal, and quality ids.
Here, NAL units are ordered based on their quality level and are
stored in the MAC buffer provided that it does not overflow.
B. Simulation conditions
The channel is described by a two-state Markov model, with
a bad (B) state with channel rate RcB and good (G) state with
a(1) = (0, 0, 0, 0, 0, 0) a(7) = (1, 1, 1, 1, 1, 1)
a(2) = (1,−1,−1, 0, 0, 0) a(8) = (1,−1,−1, 1,−1,−1)
a(3) = (1, 1,−1, 0, 0, 0) a(9) = (1, 1,−1, 1,−1,−1)
a(4) = (1, 1, 1, 0, 0, 0) a(10) = (1, 1,−1, 1, 1,−1)
a(5) = (1, 1, 1, 1,−1,−1) a(11) = (−1,−1,−1, 0, 0, 0)
a(6) = (1, 1, 1, 1, 1,−1)
Table I
CONSIDERED ACTIONS WHEN L = 3 AND F = 2.
channel rate RcG. The state transitions occur with a period T and
with probabilities P (G|G) = 0.9 and P (B|B) = 0.8, leading
to the stationary probabilities P (G) = 0.66 and P (B) = 0.33.
As indicated in Section IV-A, the state of the channel may be
instantaneously available, delayed, or unknown, depending on the
considered scenario.
The PE and MAC buffers contain at most Be = 25 frames and
Bm = 500 PDUs respectively. The PDUs are assumed to be static
with size 336 bits, which is consistent with the 3GPP radio link
control protocol specification [27]. To get a model with reduced state
space and accelerate the convergence of RL, the state of the PE buffer
is quantized to two intervals [0, 22[ represented by se = 1, indicating
a satisfying occupancy and [22, 25], represented by se = 2, indicating
a buffer close to overflow. As the MAC state transitions depend on the
encoded frame size contrary to the PE buffer state, a finer quantization
is considered for the state of the MAC buffer. Moreover, when the
channel state is unknown, the control has to rely on the observation
of the state of the MAC buffer only. MAC buffer states are quantized
into five intervals. The fifth is smaller than the others to anticipate
overflow and prevent PDUs from being dropped.
The number of possible actions is kept small to limit the learning
complexity. The layers of at most two frames in the PE buffer
may be fed to the MAC buffer, i.e., F = 2. The action for each
layer is organized as at = (a1,1,t, . . . , a3,1,t, a1,2,t, . . . , a3,2,t) ∈ A
with a`,f,t = {−1, 0, 1}. When only the base layer of a frame is
transmitted, the other layers are dropped, see Table V-B. For example
a(9) indicates the transmission of two layers of the oldest frame and
of the highest priority layer of the next frame.
The reward involves the PSNR of the two last frames, but any other
video quality metric may be used in the proposed learning process.
The value of the PSNR reduction λ(sIt) depends on the frame type.
Off-line measurements are performed using different sequences with
frame copy concealment leading to λ(I) = 15 dB when an I frame
is lost and λ(P) = 8 dB when a P frame is lost.
C. Results
On-line Q-learning is performed over 5000 time slots (on Foreman
and Mother&Daughter sequences by repeating the sequences from the
beginning after 300 frames). Q(s, a) is initialized to zero for each
state-action pair. The discount factor is set to γ = 0.9.
Considering the three level of knowledge of the channel state,
Figures 2 and 3 compare the performance of the streaming server
using the policy obtained by RL and that of the BBSE. Different
channel rates are considered form 50 to 500 kbit/s for Foreman and
from 40 to 250 kbit/s for Mother&Daughter. In Figures 2 and 3, a
separate learning is performed for each value of the rate.
As shown in Figures 2 and 3 and in Table II when the channel
state is instantaneously known, the proposed RL-based scheme out-
performs the BBSE in most cases for both video sequences. The
gain of the proposed scheme compared to the BBSE is mainly due
to more accurate SNR layer selection, which better accounts for the
Channel state Foreman Mother & Daughter
PSNR Rate PSNR Rate
Known 0.4 60 0.39 22
Delayed 0.54 70 0.43 33
Unknown 0.91 120 0.84 42
Table II
AVERAGE GAIN IN PSNR (DB) AND RATE (KBIT/S) OF THE POLICY
OBTAINED BY RL COMPARED TO THE BBSE.
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contribution of each layer to the video quality, and for the foresighted
policy obtained by RL.
To evaluate the robustness of the proposed approach to variations
of the characteristics of the system, the policy obtained by learning
with a video sequence, here coastguard.qcif is used, and applied to
Foreman when the channel state is unknown, as illustrated by the red
dashed curve in Figure 4. The behavior in presence of rate variations
is similar to that observed using only Foreman for learning, showing
the robustness to variations of the transmitted content.
To evaluate the robustness to variations of the channel rate, the
policy learned for Rc = 250 kbps is applied for different channel
rates when the channel state is unknown for the Foreman sequence,
see Figure 4. The results obtained when the policy is learned at each
channel rate and when it is learned using only Rc = 250 kbps are
very close, except when the channel rate becomes very different from
that used for the learning process. The RL based control process is
thus quite robust to moderate variations of the channel characteristics.
VI. CONCLUSION
A RL solution for scalable video transmission over a time-varying
wireless channel is proposed. Experiments show that with delayed or
without channel state information, the performance obtained with the
policy obtained by RL is only slightly degraded compared to a case
where the channel state information is available. The performance
degradation is larger using a BBSE.
The robustness to variations of the characteristics of the channel
and of the video sequence has been shown experimentally. The QoE
metric considered in this paper is the PSNR, but other quality metrics
could readily be used in the learning process, provided that they
allow the QoE of the receiver to be predicted at the transmitter.
Implementation of the proposed layer filtering process in a prototype
LTE network including a functional eNodeB and UE is planed.
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