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Abstract
We study an inverse problem of the stochastic control of general diffusions with
performance index having the quadratic penalty term of the control process. Under
mild conditions on the drift, the volatility, the cost functions of the state, and under
the assumption that the optimal control belongs to the interior of the control set,
we show that our inverse problem is well-posed. Then, with the well-posedness,
we reduce the inverse problem to some root finding problem of the expectation of a
random variable involved with the value function, which has a unique solution. Based
on this result, we propose a numerical method for our inverse problem by replacing
the expectation above with arithmetic mean of observed optimal control processes
and the corresponding state processes. Several numerical experiments show that the
numerical method recover the unknown weight parameter with high accuracy.
Key words: Inverse problems, stochastic control, stochastic maximum principle,
Hamilton-Jacobi-Bellman equations, Kernel-based collocation methods.
1 Introduction
The inverse optimal controls refers to the problem of determining the performance index
that makes a given control law optimal. Bellman and Kalaba [2] derives some equations
for cost functions using the feedback function of the optimal control for finite horizon
problems. Kalman [12] analyses the case of linear quadratic models in infinite horizon
in details. We also refer to Thau [21] and Casti [6] for another early contributions. Dvi-
jotham and Todorov [8] works under a linearly solvable class of stochastic optimal control
in continuous-time, where explicit forms of the optimal feedback laws are available. In
literature of reinforcement learning, the inverse problems are studied by, e.g., Ng and
Russell [18], Abbeel and Ng [1], and Ziebart et.al [23].
In this paper, we are concerned with the inverse problem of optimal stochastic con-
trols of general diffusion processes. Consider the d-dimensional controlled stochastic
differential equation
(1.1) dXptq “ bpt,Xptq, uptqqdt` σpt,Xptq, uptqqdW ptq
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with initial condition X0, where tW ptqutě0 is an m-dimensional standard Brownian mo-
tion on a complete probability space pΩ,F ,Pq. We assume that the random variable X0
is independent of tW ptqutě0. The functions b and σ are assumed to be measurable and
satisfy suitable conditions for ensuring the existence and uniqueness of (1.1), which will
be precisely described in Section 2 below. The control processes tuptqu0ďtďT are assumed
to take values in a closed set U of Rk. Denote by tFptqutě0 the augmented filtration
generated by tW ptqutě0 and X0. The class U of controls is then defined by the set of all
U -valued tFptqu-adapted processes tuptqu0ďtďT satisfying
E
ż T
0
|uptq|2dt ă 8.
We are concerned with the following optimal control problem:
Problem pCθq. Minimize
Jrus :“ E
„
gpXpT qq `
ż T
0
 
fpt,Xptqq ` θ|uptq|2( dt
over u P U .
Here we have assumed that the running cost is decomposed into that for the state and
that for the penalty of the control input with weight parameter θ ą 0. Then, we consider
the inverse problem with respect to θ given an optimal control and the corresponding
state trajectory, i.e., our problem is to recover θ from a solution tu˚ptqu P U for Cpθq
and the corresponding state process tX˚ptqu under the assumption that b, σ, g and f
are known.
Our first aim is to study Hadamard’s well-posedness for the inverse problem above.
Namely, we investigate the existence, the uniqueness, and the stability of θ given optimal
tu˚ptqu P U for Cpθq and the corresponding state process tX˚ptqu. The existence is trivial.
That is, for any observed control policy there exists θ ą 0 that makes the control process
is optimal for pCθq, since, in our framework, observed controls are assumed to be optimal
for pCθ1q for some θ1 ą 0. As one might predicted, the uniqueness and the stability do
not hold in general. We will give such an example. On the other hand, under additional
mild conditions on b, σ, g, f , and the optimal control process, we will show that the
uniqueness and the stability do hold using the stochastic maximum principle.
Our second aim is to propose a numerical method for the inverse problem above.
The problem is, given N independent samples tpupjqptiq, Xpjqptiqquni“0, j “ 1, . . . , N , of
tpu˚ptiq, X˚ptiqquni“0 for Cpθq, to determine θ computationally, where 0 “ t0 ă t1 ă . . . ă
tn “ T . Our approach is based on the simple optimally condition Jpu˚q “ infuPU Jpuq
and is a reduction to some root-finding problem. This of course involves the value
function computations, and so we rely on the recent progress of numerical analyses
of Hamilton-Jacobi-Bellman equations. Thanks to the uniqueness result of the inverse
problem, in our numerical experiments performed in Section 3, the positive root θ’s are
recovered with high accuracy.
The present paper is organized as follows: Section 2 is devoted to the issue of the
well-posedness. In Section 3, we propose a numerical method for our inverse problems
and validate it. Section 4 concludes.
2
2 Well-posedness
First we shall discuss Hadamard’s well-posedness of the inverse problem of the stochastic
optimal control. As stated in Section 1, the existence is trivial. Then, as in many other
inverse problems, the uniqueness and the stability do not hold in general for continuous-
time optimal controls.
Example 2.1. Consider the state equation
dXptq
dt
“ uptqXptqdt,
with nonrandom initial condition X0. The control processes tuptqu are taken from the
class of r0, 1s-valued Borel function on r0, T s. The objective function Jrus is assumed to
be given by
Jrus “ XpT q ` θ
ż T
0
uptqdt,
where θ ą 0. Since XpT q “ X0e
şT
0 uptqdt, we obtain infu Jrus “ min0ďγďT tX0eγ ` θγu.
Thus, if X0 ě 0 then γ ” 0, i.e., u ” 0, is optimal for any problem pCθq with θ ą 0.
Denote by intpUq the interior of U . Denote also by Dxϕ and D2xϕ the gradient vector
and the Hessian matrix of ϕ with respect to x, respectively. To discuss the uniqueness,
we impose the following:
Assumption 2.2. (i) The random variable X0 is a constant.
(ii) The set intpUq is nonempty.
(iii) The functions b, σ, f , and g are of C2-class in x.
(iv) There exists a constant C0 ą 0 and a modulus of continuity ρ : r0,8q Ñ r0,8q
such that for ϕpt, x, uq “ bpt, x, uq, σpt, x, uq, fpt, xq, gpxq, we have
|ϕpt, x, uq ´ ϕpt, x1, u1q| ď C0|x´ x1| ` ρp|u´ u1|q,
|ϕpt, 0, uq| ď C0,
|Dxϕpt, x, uq ´Dxϕpt, x1, u1q| ď C0|x´ x1| ` ρp|u´ u1|q,
|D2xϕpt, x, uq ´D2xϕpt, x1, u1q| ď ρp|x´ x1| ` |u´ u1|q,
for t P r0, T s, x, x1 P Rd, and u, u1 P U .
It should be noted that Assumption 2.2 (i) means that the filtration tFptqutě0 is
generated by the Brownian motion only. Assumption 2.2 (ii) excludes the case where
U is countable. The first two conditions in Assumption 2.2 (iv) are standard ones for
stochastic optimal control problems. Under these two requirements, there exists a unique
strong solution tXptqu0ďtďT of (1.1) for each u P U . See Fleming and Soner [11].
Denote by Duϕ the gradient of ϕ with respect to u. We write Sd for the totality of
symmetric dˆ d real matrices, and aT for the transpose of a vector or matrix a. Under
Assumption 2.2, we have the following:
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Theorem 2.3. Let Assumption 2.2 hold. Suppose that tu˚ptqu0ďtďT P U be optimal both
for the problem pCθ1q and pCθ2q for some θ1, θ2 ą 0. Moreover, suppose that Ppu˚pt0q P
intpUqzt0uq ą 0 for some t0 P r0, T s. Then θ1 “ θ2.
Proof. Our basic tool is a stochastic maximum principle as described in Yong and Zhou
[22]. Since pX˚ptq, u˚ptqq is optimal both for pCθ1q and pCθ2q, for each θ “ θ1, θ2, there
exists a unique solution ppptq, qptqq, 0 ď t ď T , of the backward stochastic differential
equation (BSDE)
(2.1)
dpptq “ ´
"
Dxbpt,X˚ptq, u˚ptqqTpptq `
mÿ
j“1
Dxσjpt,X˚ptq, u˚ptqqTqjptq
´Dxfpt,X˚ptqq
*
dt` qptqdW ptq,
ppT q “ ´DxgpX˚pT qq,
as well as there exists a unique solution pP ptq, Qptqq, 0 ď t ď T , of the BSDE
(2.2)
dP ptq “ ´
"
Dxbpt,X˚ptq, u˚ptqqTP ptq ` P ptqDxbpt,X˚ptq, u˚ptqqT
`
mÿ
j“1
Dxσjpt,X˚ptq, u˚ptqqTP ptqDxσjpt,X˚ptq, u˚ptqq
`
mÿ
j“1
!
Dxσjpt,X˚ptq, u˚ptqqTQjptq `QjptqDxσjpt,X˚ptq, u˚ptqq
)
`D2xH0pt,X˚ptq, u˚ptq, pptq, qptqq
*
dt`
mÿ
j“1
QjptqdW ptq,
P pT q “ ´D2xgpX˚pT qq,
where qptq “ pq1ptq, . . . , qmptqq, Qptq “ pQ1ptq, . . . , Qmptqq, σjpt, x, uq P Rd for each
j “ 1, . . . ,m such that σpt, x, uq “ pσ1pt, x, uq, . . . , σmpt, x, uqq, and
H0pt, x, u, p, qq :“ pTbpt, x, uq ` trpqTσpt, x, uqq ´ fpt, xq ´ θ|u|2.
In particular, pptq, q1ptq, . . . , qmptq are Rd-valued and Q1ptq, . . . , Qmptq are Sd-valued, all
of which are adapted processes satisfying
E
ż T
0
|ϕptq|2dt ă 8
for ϕ “ p, q1, . . . , qm, Q1, . . . , Qm. Moreover, with the generalized Hamiltonian
Hpt, x, uq :“ H0pt, x, u, pptq, qptqq ´ 1
2
tr
”
σpt,X˚ptq, u˚ptqqTP ptqσpt,X˚ptq, u˚ptqq
ı
` 1
2
tr
!
rσpt, x, uq ´ σpt,X˚ptq, u˚ptqqsTP ptqrσpt, x, uq ´ σpt,X˚ptq, u˚ptqqs
)
4
we have
(2.3) Hpt,X˚ptq, u˚ptqq “ max
uPU Hpt,X
˚ptq, uq.
See Chapter 3 in [22]. Now, we write ppiptq, qiptq, Piptq, Qiptqq for the corresponding
ppptq, qptq, P ptq, Qptqq for θ “ θ1, θ2. Similarly, we write Hi for the corresponding H for
θ “ θ1, θ2. By the optimality condition (2.3) and our assumptions, we obtain
DuHipt0, X˚pt0q, u˚pt0qq “ 0, i “ 1, 2,
with positive probability. So,
0 “ Kpt0, X˚pt0q, u˚pt0q, p1ptq, P1ptqq ´ 2θ1u˚pt0q
“ Kpt0, X˚pt0q, u˚pt0q, p2ptq, P2ptqq ´ 2θ2u˚pt0q
where for t P r0, T s, x, p P Rd, and P P Rdˆd,
Kpt, x, u, p, P q “ Du
„
1
2
tr
´
σpt, x, uqTPσpt, x, uq
¯
` pTbpt, x, uq

.
Since the uniqueness of the BSDEs immediately leads to p1 “ p2 and P1 “ P2, the
equalities above yield θ1 “ θ2, as claimed.
To guarantee the stability, we need to impose additional conditions.
Assumption 2.4. The functions b, σ, f , and g are of C1-class in u. Further, for
ϕpt, x, uq “ bpt, x, uq, σpt, x, uq, fpt, xq, gpxq, we have
|σpt, x, uq| ` |Duσpt, x, uq| ď C0,
|Duϕpt, x, uq ´Duϕpt, x1, u1q| ď ρp|x´ x1| ` |u´ u1|q, x, x1 P Rd, u, u1 P U,
where C0 and ρ are as in Assumption 2.2.
Then we have the following:
Theorem 2.5. Let Assumptions 2.2 and 2.4 hold. Suppose that tu˚ptqu0ďtďT P U and
tunptqu0ďtďT P U are optimal for the problems pCθ˚q and pCθnq for some θ˚, θn ą 0,
respectively, n P N, such that
E
ż T
0
|unptq ´ u˚ptq|2dtÑ 0, nÑ8.
Moreover, suppose that there exists a measurable set E Ă r0, T sˆΩ with positive measure
such that
lim
nÑ8unpt, ωq “ u
˚pt, ωq P intpUqzt0u, pt, ωq P E.
Then we have limnÑ8 θn “ θ˚.
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Proof. By C we denote positive constants that may vary from line to line. Since un
converges to u˚ P intpUq pointwise on E, it follows that un P intpUq for any sufficiently
large n. Thus by (2.3),
(2.4) 2θnunpt, ωq ´ 2θ˚u˚pt, ωq “ Lnpt, ωq ´ L˚pt, ωq, pt, ωq P E,
where Lnpt, ωq “ Kpt,Xnpt, ωq, unpt, ωq, pnpt, ωq, Pnpt, ωqq with Xn being the state pro-
cess corresponding to un, and ppn, qnq and pPn, Qnq the solutions of the BSDE (2.1)
and (2.2) with u “ un and X “ Xn, respectively. L˚ is similarly defined. The usual
arguments with Gronwall’s lemma yield
(2.5) sup
0ďtďT
E|Xnptq ´X˚ptq|2 ď CE
ż T
0
ρp|unptq ´ u˚ptq|q2dt.
Since ρ is a modulus of continuity for D2xbpt, ¨, uq uniformly in t and u, we may assume
that ρ is bounded. Hence, for any ε ą 0 there exists δ ą 0 such that ρprq ď ε`δr, r ě 0.
From this and the L2-convergence of un we obtain
(2.6) sup
0ďtďT
E|Xnptq ´X˚ptq|2 Ñ 0, nÑ8.
Furthermore, by the a priori estimates for the BSDE (see, e.g., [22, Theorem 3.3, Chapter
7]),
E
ż T
0
|pnptq ´ p˚ptq|2dt
ď CE|DxgpXnpT qq ´DxgpX˚pT qq|2
` CE
ż T
0
|Dxbpt,Xnptq, unptqq ´Dxbpt,X˚ptq, u˚ptqq|2|p˚ptq|2dt
` CE
ż T
0
|Dxσpt,Xnptq, unptqq ´Dxσpt,X˚ptq, u˚ptqq|2|q˚ptq|2dt
` CE
ż T
0
|Dxfpt,Xnptq, unptqq ´Dxfpt,X˚ptq, u˚ptqq|2dt.
By Assumption 2.2 (iv) and (2.5),
E|DxgpXnpT qq ´DxgpX˚pT qq|2 ` E
ż T
0
|Dxfpt,Xnptq, unptqq ´Dxfpt,X˚ptq, u˚ptqq|2dt
ď CE
ż T
0
ρp|unptq ´ u˚ptq|q2dtÑ 0, nÑ8.
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Using Assumption 2.2 (iv) again, for ε ą 0, we observe
E
ż T
0
|Dxbpt,Xnptq, unptqq ´Dxbpt,X˚ptq, u˚ptqq|2|p˚ptq|2dt
ď E
ż T
0
|Dxbpt,Xnptq, unptqq ´Dxbpt,X˚ptq, u˚ptqq|2|p˚ptq|2
ˆ 1t|Xnptq´X˚ptq|`ρp|unptq´u˚ptq|qąεudt
` E
ż T
0
|Dxbpt,Xnptq, unptqq ´Dxbpt,X˚ptq, u˚ptqq|2|p˚ptq|2
ˆ 1t|Xnptq´X˚ptq|`ρp|unptq´u˚ptq|qďεudt
ď CE
ż T
0
|p˚ptq|21t|Xnptq´X˚ptq|`ρp|unptq´u˚ptq|qąεudt` CεE
ż T
0
|p˚ptq|2dt.
Thus, letting nÑ8 and then εÑ 0, we have
lim
nÑ8E
ż T
0
|Dxbpt,Xnptq, unptqq ´Dxbpt,X˚ptq, u˚ptqq|2|p˚ptq|2dt “ 0.
Similarly,
lim
nÑ8E
ż T
0
Dxσpt,Xnptq, unptqq ´Dxσpt,X˚ptq, u˚ptqq|2|q˚ptq|2dt “ 0.
Therefore,
(2.7) lim
nÑ8E
ż T
0
|pnptq ´ p˚ptq|2 “ 0.
By the same way, we obtain
(2.8) lim
nÑ8E
ż T
0
|Pnptq ´ P ˚ptq|2 “ 0.
For notational simplicity we denote Dubnptq “ Dubpt,Xnptq, unptqq. Analogously we use
the notation Dub
˚ptq, σnptq, and Duσnptq. With this notation, by Assumption 2.4 we see
|Lnptq ´ L˚ptq|
ď |Dubnptq||pnptq ´ p˚ptq| ` |p˚ptq||Dubnptq ´Dub˚ptq|
` C|σnptq||Pnptq||Duσnptq ´Duσ˚ptq| ` C|Duσ˚ptq||Pnptq||σnptq ´ σ˚ptq|
` |Duσ˚ptq||σ˚ptq|q|Pnptq ´ P ˚ptq|
ď Cp1` |Xnptq| ` |unptq|qp|pnptq ´ p˚ptq| ` |Pnptq ´ P ˚ptq|q
` Cεp1` |p˚ptq| ` |pnptq|qpε` |Xnptq ´X˚ptq| ` |unptq ´ u˚ptq|q
for any ε ą 0 with constant Cε depending on ε. Thus, by Cauchy-Schwartz inequality
and (2.6)–(2.8),
lim
nÑ8E
ż T
0
|Lnptq ´ L˚ptq|dt “ 0.
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From this and (2.4) it follows that
2|θn´θ˚|
ż
E
|un|dtˆdP ď 2|θ˚|E
ż T
0
|unptq´u˚ptq|dt`E
ż T
0
|Lnptq´L˚ptq|dtÑ 0, nÑ8.
On the other hand,
lim
nÑ8
ż
E
|un|dtˆ dP “
ż
E
|u˚|dtˆ dP ą 0.
Therefore, θn Ñ θ˚, as claimed.
Next we consider the case of the linear quadratic regulator problems. We need a
special treatment since Assumptions 2.2 and 2.4 (iii) exclude the case where the state
processes are affine in controls taking values in unbounded sets.
Assumption 2.6. (i) The random variable X0 satisfies E|X0|2 ă 8.
(ii) The set U is given by U “ Rk.
(iii) The functions b, σ, f , and g are given respectively by
bpt, x, uq “ b0ptqx` b1ptqu, σpt, x, uq “ σ0ptq,
fpt, x, uq “ xTP ptqx, gpxq “ xTRx,
for t P r0, T s, x P Rd, and u P Rk, where b0 is Rdˆd-valued, b1 is Rdˆk-valued, σ0 is
Rdˆm, and P is Rdˆd-valued, all of which are continuous on r0, T s, and R P Rdˆd.
Further R and P ptq are positive semidefinite for any t P r0, T s.
Theorem 2.7. Let Assumption 2.6 hold. Suppose that tu˚ptqu0ďtďT P U is optimal both
for the problem pCθ1q and pCθ2q for some θ1, θ2 ą 0. Moreover, suppose that Ppu˚pt0q P
intpUqzt0uq ą 0 for some t0 P r0, T s. Then θ1 “ θ2.
Proof. For each θ “ θ1 and θ2, an optimal control for pCθq uniquely exists and we
necessarily have
(2.9) u˚ptq “ ´1
θ
b1ptqTF ptqX˚ptq, 0 ď t ď T,
where tF ptqu0ďtďT is a unique solution of the matrix Riccati equation
(2.10)
d
dt
F ptq ` bT0 ptqF ptq ` F ptqb0ptq ´ 1θF ptqb1ptqb1ptq
TF ptq ` P ptq “ 0, F pT q “ R.
We refer to, e.g., Bensoussan [3] for this result. A simple application of Itoˆ formula then
yields
dF ptqX˚ptq “ ´pb0ptqTF ptq ` P ptqqX˚ptqdt` F ptqσ0ptqdW ptq.
Let F1 and F2 be the solution of the Riccati equation (2.10) corresponding to θ1 and
θ2, respectively. Then we have
dpF1ptq ´ F2ptqqX˚ptq “ ´b0ptqTX˚ptqdt` pF1ptq ´ F2ptqqσ0ptqdW ptq.
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From F1pT q “ F2pT q it follows that
pF1ptq ´ F2ptqqX˚ptq “ E
„ż T
t
b0psqTpF1psq ´ F2psqqX˚psqds
ˇˇˇˇ
Fptq

,
whence
E|pF1ptq ´ F2ptqqX˚ptq|2 ď C
ż T
t
E|pF1psq ´ F2psqqX˚psq|2ds
for some positive constant C ą 0. Therefore we have F1 “ F2 and so θ1 “ θ2. Thus the
theorem follows.
Theorem 2.8. Let Assumption 2.6 hold. Suppose that tu˚ptqu0ďtďT P U and tunptqu0ďtďT P
U are optimal for the problems pCθ˚q and pCθnq for some θ˚, θn ą 0, respectively, n P N,
such that
lim
nÑ8E
ż T
0
|unptq ´ u˚ptq|2dt “ 0.
Moreover, suppose that there exists a measurable set E Ă r0, T sˆΩ with positive measure
such that
lim
nÑ8unpt, ωq “ u
˚pt, ωq P intpUqzt0u, pt, ωq P E.
Then, limnÑ8 θn “ θ˚.
Proof. Let X˚ptq and X˚ptq be the state processes corresponding to u˚ and un, respec-
tively. Further, let F ˚ and Fn be the solution of the Riccati equation (2.10) corresponding
to θ˚ and θn, respectively, n P N. Then, as in the proof of Theorem 2.7,
F ˚ptqX˚ptq ´ FnptqXnptq
“ E
„
RpX˚pT q ´XnpT qq `
ż T
t
b0psqTpF ˚psqX˚psq ´ FnpsqXnpsqqds
ˇˇˇˇ
Fptq

,
whence by Gronwall inequality,
sup
0ďtďT
E|F ˚ptqX˚ptq ´ FnptqXnptq|2 ď CE|X˚pT q ´XnpT q|2 Ñ 0, nÑ8.
Thus,
|θn ´ θ˚|
ż
E
undtˆ dP ď |θ˚|E
ż T
0
|unptq ´ u˚ptq|dt
` E
ż T
0
|F ˚ptqX˚ptq ´ FnptqXnptq|dtÑ 0, nÑ8.
Consequently, θn Ñ θ˚, as required.
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3 Numerical method
Here we propose a method for determining the weight parameter θ given observed data
of optimal controls. To this end, recall that the value function V for the problem pCθq is
given by
(3.1) V pt, x; θq “ inf
uPUt
E
„
gpXpT qq `
ż T
t
pfps,Xpsqq ` θ|upsq|2qds
ˇˇˇˇ
Xptq “ x

,
for pt, xq P r0, T s ˆ Rd, where Ut is the set of all U -valued tFpsqu-adapted processes
tupsqutďsďT satisfying
E
ż T
t
|upsq|2ds ă 8.
It is well-known that under Assumption 2.2 the value fuction V pt, xq ” V pt, x; θq is a
unique continuous viscosity solution of the Hamilton-Jacobi-Bellman (HJB) equation
(3.2)
# BtV pt, xq `Hpt, x,DxV pt, xq, D2xV pt, xqq “ 0, pt, xq P r0, T q ˆ Rd,
V pT, xq “ gpxq, x P Rd,
where
Hpt, x, p,Mq “ inf
uPU
„
bpt, x, uqTp` 1
2
trpσpt, x, uqσpt, x, uqTMq ` fpt, x, uq

for pt, x, p,Mq P Rd ˆ Rd ˆ Sd (see, e.g., [11]). Under Assumption 2.6, i.e., the case of
the linear quadratic regulator problems, the value function V is given by
(3.3) V pt, xq “ xTF ptqx`Gptq, pt, xq P r0, T s ˆ Rd,
where F is as in (2.10) and G is the unique solution of
d
dt
Gptq ` trpσ0ptqTF ptqσ0ptqq “ 0, GpT q “ 0.
Then we have the following basic result:
Theorem 3.1. Let tu˚ptqu0ďtďT P U solves pCθ˚q for some θ˚ ą 0, and tX˚ptqu0ďtďT
the corresponding state trajectory. Suppose that Assumption 2.4 holds and Ppu˚pt0q P
intpUqzt0uq ą 0 for some t0 P r0, T s. Then, θ˚ is a unique positive root of the equation
(3.4) Φpθq :“ E
„
gpX˚pT qq `
ż T
0
pfpt,X˚ptqq ` θ|u˚ptq|2qdt´ V p0, X0; θq

“ 0.
Proof. Since X0 is a constant and tu˚ptqu is optimal, clearly we have V p0, X0; θ˚q “
infuPU Jrus “ Jru˚s, whence Φpθ˚q “ 0. If θ1 ą 0 satisfies Φpθ1q “ 0, then tu˚ptqu is also
optimal for pCθ1q. By Theorem 2.3, we obtain θ1 “ θ˚.
We have the same result in the case of the linear quadratic regulator problems.
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Theorem 3.2. Let tu˚ptqu0ďtďT P U solves pCθ˚q for some θ˚ ą 0, and tX˚ptqu0ďtďT
the corresponding state trajectory. Suppose that Assumption 2.6 holds and Ppu˚pt0q P
intpUqzt0uq ą 0 for some t0 P r0, T s. Then, θ˚ is a unique positive root of the equation
Φpθq “ 0, defined as in (3.2).
Proof. Since tu˚ptqu is necessarily given by (2.9), it is clear that the process tu˚ptq|X0“xu
is optimal for any x P Rd. Moreover, the process tX˚ptq|X0“xu is the state process
corresponding to tu˚ptq|X0“xu. Thus,
Jru˚s “ E
„
X˚pT qTRX˚pT q `
ż T
0
´
X˚ptqTP ptqX˚ptq ` θ˚|u˚ptq|2
¯
dt

“ E
„
E
„
X˚pT qTRX˚pT q `
ż T
0
´
X˚ptqTP ptqX˚ptq ` θ˚|u˚ptq|2
¯
dt
ˇˇˇˇ
X0

“ ErV p0, X0; θ˚qs.
The rest of the proof can be done by the same way as in the proof of Theorem 3.1.
Now, suppose that the N independent samples tupjqptiq, Xpjqptiqu, i “ 0, . . . , n, j “
1, . . . , N , of optimal control process for Ppθ˚q at time ti and the corresponding state at
time ti are available, where 0 “ t0 ă ¨ ¨ ¨ ă tn “ T . An inverse control problem is then
to determine the unknown θ˚ from the observations. Our approach is to focus on the
following problem:
Problem pIq. Find a positive root of the equation
1
N
Nÿ
j“1
#
gpXpjqpT qq `
n´1ÿ
i“0
pfpti, Xpjqptiqq ` θ|upjqptiq|2qpti`1 ´ tiq ´ V p0, Xpjqp0q; θq
+
“ 0.
In views of the strong law of large number and Theorems 3.1 and 3.2, we can obtain
an approximate solution of the inverse problem by solving the problem pIq for sufficiently
large N and n.
Example 3.3. Consider the case where the state is described by the one-dimensional
equation
dXptq “ uptqdt` 1
10
dW ptq
with initial condition X0 having the standard normal distribution, and the control ob-
jective Jrus is given by
Jrus “ E
ż 1
0
`
10|Xptq|2 ` θ|uptq|2˘ dt,
where U “ R. This problem is of course a particular case of the linear quadratic regulator
ones. The value function V is explicitly given by V pt, x; θq “ F pt; θqx2 ` Gpt; θq, where
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F pt; θq “ ?10θ tanhpp1 ´ tqa10{θq and Gpt; θq “ pθ{100q logpcoshpp1 ´ tqa10{θqq. The
unique optimal control u˚ptq is given by
u˚ptq “ ´
c
10
θ
tanh
˜c
10
θ
p1´ tq
¸
X˚ptq.
To test our approach, we independently generate the samples pXpjqptiq, upjqptiqq, j “
1, . . . , 10000, i “ 0, . . . , 1000, of the optimal state and control for θ “ 1, where ti “
i{1000, and consider these samples as observed data. We solve the root-finding problem
by minimizing
1
10000
ˇˇˇˇ
ˇ10000ÿ
j“1
999ÿ
i“0
´
10|Xpjqptiq|2 ` θ|upjqptiq|2
¯
∆t´ V p0, Xpjq0 ; θq
ˇˇˇˇ
ˇ
over θ P r0.0001, 10s. The estimated θ over 100 trials has the mean 0.9971 and the
standard deviation 4.4181ˆ 10´4.
In most of nonlinear problems, analytical solutions of HJB equations are rarely avail-
able. So we need to numerically solve (3.4) to approximate the value functions. Existing
numerical methods applicable to (3.4) include the finite difference methods (see, e.g.,
Kushner and Dupuis [15] and Bonnans and Zidani [4]), the finite-element like methods
(see, e.g., Camilli and Falcone [5] and Debrabant and Jakobsen [7]), the kernel-based
collocation methods (see, e.g., Kansa [13, 14] and Nakano [17]), and the regression-based
methods (see, e.g., Fahim et al. [10], E et al. [9], Sirignano and Spiliopoulos [20], and
the references therein). It is well-known that the use of the finite difference methods is
limited to low dimensional problems since the number of the spatial grids points has an
exponential growth in dimension. In the kernel-based collocation methods, we seek an
approximate solution of the form of a linear combination of a radial basis function (e.g.,
multiquadrics in the Kansa’s original work) by solving finite dimensional linear equations.
In general, this procedure allows for a simpler numerical implementation compared to
the finite-element like methods and the regression-based methods. The regression-based
methods, in particular the ones with neural networks, are prominent in high dimensional
problems although they are computationally expensive.
In Example 3.4 below, we will deal with some population control problem having a
3-dimensional state space. We adopt the kernel-based collocation methods to compute
the value function for that problem since they are useful in multi but relatively low
dimensional problems.
The kernel-based collocation methods are obtained by the interpolations with pos-
itive definite kernels applied backward recursively in time. Given a points set Γ “
txp1q, . . . , xpNqu Ă Rd such that xpjq’s are pairwise distinct, and a positive definite func-
tion Φ : Rd Ñ R, the function
Nÿ
j“1
pA´1ψ|ΓqjΦpx´ xpjqq, x P Rd,
12
interpolates ψ on Γ. Here, A “ tΦpxpjq ´ xp`qquj,`“1,...,N , ψ|Γ is the column vector
composed of ψpxjq, j “ 1, . . . , N , and pzqj denotes the j-th component of z P RN . Thus,
with time grid tt0, . . . , tnu such that 0 “ t0 ă ¨ ¨ ¨ ă tn “ T , the function V˜ ptn, ¨q defined
by
V˜ ptn, xq “
Nÿ
j“1
pA´1V˜nqjΦpx´ xpjqq, x P Rd
approximates g, where V˜n “ g|Γ. Then, for any k “ 0, 1, . . . , n ´ 1, with a vector
V˜k`1 P RN of an approximate solution at ttk`1u ˆ Γ, we set
V˜ ptk`1, xq “
Nÿ
j“1
pA´1V˜k`1qjΦpx´ xpjqq, x P Rd,
V˜k “ V˜k`1 ` ptk`1 ´ tkqHk`1pvhk`1q,
where Hk`1pV˜k`1q “ pHk`1,1pV˜k`1q, . . . ,Hk`1,N pV˜k`1qq P RN with
Hk`1,j “ Hptk`1, xpjq, DV˜ ptk`1, xpjqq, D2V˜ ptk`1, xpjqqq.
The method above can be described in a matrix form. See Nakano [16] for details.
Example 3.4. Consider the following simple SIR (Susceptible-Infectious-Recovery) epi-
demic model with vaccination studied in Rachah and Torres [19]:
dSptq
dt
“ ´βSptqIptq ´ uptqSptq,
dIptq
dt
“ βSptqIptq ´ µIptq,
dRptq
dt
“ µIptq ` uptqSptq,
with initial conditions Sp0q “ 0.95, Ip0q “ 0.05, Rp0q “ 0, where β “ 0.2 and µ “ 0.1.
The control objective is given by
Jrus “
ż 10
0
p10Iptq ` θ|uptq|2qdt.
We assume that θ “ 1 is a true parameter and solve the corresponding control problem by
the kernel-based collocation method to obtain an approximate value function V˜ , nearly
optimal trajectories S˚ptiq, I˚ptiq, R˚ptiq, and a nearly optimal control u˚ptiq, where
ti “ i{1000, i “ 0, 1, . . . , 10000. Specifically, the kernel-based method is performed with
the following ingredients: the Gaussian kernel with α “ 1 and the collocation points
Γ consisting of 83 uniform grids points in rSp0q ´ 0.5, Sp0q ` 0.5s ˆ rIp0q ´ 0.5, Ip0q `
0.5s ˆ rRp0q ´ 0.5, Rp0q ` 0.5s including the boundary. With this method, we generate
100 independent copies Xpjqptiq, j “ 1, . . . , 100, of pS˚ptiq, I˚ptiq, R˚ptiqq ` 0.01 ˆ Zi,
i “ 0, 1, . . . , n, where Z “ pZ0, . . . , Znq is an pn ` 1q ˆ 3-dimensional Gaussian vector
with all components being independent of each other and having zero mean and unit
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variance. Then we consider these samples with noises as observed data. As in Example
3.3, we solve the root-finding problem pIq by minimizing
1
100
ˇˇˇˇ
ˇ100ÿ
j“1
9999ÿ
i“0
´
10|Xpjqptiq|2 ` θ|upjqptiq|2
¯
∆t´ V˜ p0, Xpjq0 ; θq
ˇˇˇˇ
ˇ
subject to θ P r0.0001, 10s. The estimated θ over 100 trials has the mean 0.9496 and the
standard deviation 0.0558.
4 Conclusion
We study the inverse problem of the stochastic control of general diffusions with perfor-
mance index
gpXpT qq `
ż T
0
`
fpt,Xptqq ` θ|uptq|2˘ dt.
Precisely, we formulate the inverse problem as the one of determining the weight pa-
rameter θ ą 0 given the dynamics, g, f , and an optimal control process. Under mild
conditions on the drift, the volatility, g, and f , and under the assumption that the opti-
mal control belongs to the interior of the control set, we show that our inverse problem
is well-posed. It should be noted that whether the latter assumption holds true or not
is easily confirmed in practice. Then, with the well-posedness, we reduce the inverse
problem to some root finding problem of the expectation of a random variable involved
with the value function, which has a unique solution. Based on this result, we propose a
numerical method for our inverse problem by replacing the expectation above with arith-
metic mean of observed optimal control processes and the corresponding state processes.
Several numerical experiments show that the numerical method recover the unknown θ
with high accuracy. In particular, with the help of the kernel-based collocation method
for Hamilton-Jacobi-Bellman equations, our method for the inverse problems still works
well even when an explicit form of the value function is unavailable.
Possible future studies include the well-posedness when the function g or f is also
unknown, and numerical methods under non-uniqueness of the inverse problems. In the
latter issue, we may need to use an additional criterion to determine unknowns from
multiple candidates such as the maximum entropy principle adopted in [23].
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