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A matrix A of finite degree f over a field F is said to be. unipotent if 
A-Z, is nilpotent; the matrix is said to be projectively unipotent if some 
multiple is unipotent. I f  x(F) > 0 then A is unipotent if and only if A is an 
element of#)-power order of GLcf, F). A new proof of Kolchin’s theorem 
stating that the identity group of degree 1 is the only irreducible linear 
group of unipotent matrices over F is given. If  f  > 2 then a nilpotent sub- 
group G of GL(f, F’) for which the cf- l)-st term of the descending central 
series contains an element the order of which is divisible by x(F) consists 
entirely of projectively unipotent matrices and 3/-l(G) consists of trans- 
vections. Conversely every transvection is obtainable in this way, using the 
conjugates of the triangular subgroup with only 1 in the diagonal. A 
t&potent matrix is characterized as a matrix which is contained in some 
nilpotent linear group which is generated by transvections. 
The case f  = 2 also is cleared up. 
An element a of a unital ring is said to be unipotent if a- 1 is nilpotent. 
If (a- 1)” = 0, then the inverse of a is obtained as a geometric series 
II-1 
a -I =P&c(l-a)l. 
Unipotent matrices of finite degree f over a field F are characterized as 
matrices with 1 as its only characteristic root. 
Which abstract properties distinguish the unipotent matrices of Ff ‘/ 
from other matrices? They must belong to the group of units of I;/ xf i.e. 
the group GLcf, F) formed by the nonsingular matrices of degree f over F. 
If a is a unipotent matrix of degree f over F, then (a- l)f = 0. We see 
easily : 
THEOREM 1. A matrix offinite degree over afield of prime characteristic 
p is unipotent if and only ifit is of p-power order. 
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But what happens if the characteristic of the field F is zero? 
The order alone of a unipotent matric, being either 1 or 0, does not 
distinguish it from the other matrices of order 0. 
We observe, however, that a unipotent matrix X of Ff ‘/ is conjugate 
to a triangular matrix 
(l*. . . * 
1 . I 
y= - * 
. . I 
. * 
\ 1 J 
and that all triangular matrices with diagonal elements equal to 1 form a 
subgroup DT(f, F) which is nilpotent of class f and which is the com- 
mutator subgroup of the group Tcf, F) of all nonsingular upper triangular 
matrices a1 * * . * 
I 
a2 . . . * * * . * 
aJ I 
@m. . .cc/#O) 
r
of degree f over F. 
According to .a theorem of Kolchin we have: 
THEOREM 2. Any subgroup of unipotent matrices of finite degree f over 
the field F is conjugate to a subgroup of the subgroup DTCf f) of all upper 
triangular matrices with only l’s in the diagonal. 
The subgroup DTcf, F) is a maximal unipotent subgroup of GL(f, F) 
and all maximal unipotent subgroups of GLcf, F) are conjugate under 
GLcf, F) to DTcf, F). 
Here another proof of Theorem 2 is given, based on the remark that 
Theorem 2 is implied by: 
THEOREM 3. The only irreducible unipotent group of matrices of finite 
degree over a jield F is the unit group of degree 1. 
We call a matrix of finite degree over F projectively unipotent if it has 
only one characteristic root. For example the multiples #O of unipotent 
matrices are projectively unipotent and these are the only examples in 
case x(F) = 0 or F is perfect. A linear group is said to be projectively 
unipotent if all its elements are projectively unipotent. 
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Let FX be the multiplicative group formed by the nonzero elements 
of F. The groups Fx DTcf, F) and their conjugates are maximal pro- 
jectively unipotent subgroups of GLcf, J’). They are nilpotent of class J 
The subgroup 3/- l(Fx DTcf, F)) is f ormed by the transvection matrices 
If+(U1i8fk). If x(F) = 0 or if F is perfect then every projectively uni- 
potent subgroup of GLcf, F) is conjugate to a subgroup of Fx DT(J; F). 
In any case projectively unipotent subgroups of GL(f, F) are nilpotent of 
class not greater thanf. 
It is the possibility of embedding a generalized unipotent matrix of 
degree f  over a field F of characteristic zero into a torsion-free nilpotent 
subgroup of GLcf, F) of class f  which distinguishes it from other matrices 
of infinite order, in case f > 2. More precisely, we have 
THEOREM 4. Any nilpotent linear group S of degree f  > 2 over thefield F 
and of class greater than f  - 1 either is projectively unipotent or, else, every 
element X of 3/- ,(S) is of an order that is not divisible by the characteristic 
of F such that every prime divisor of the order of X is not greater than f .  
Forf = 2 we have 
THEOREM 5. If the field F is of characteristic zero then the projectively 
unipotent subgroups of GL(2, F) are characterized as the only subgroups 
of GL(2, F) that are contained in an abelian subgroup of GL(2, F) which 
is its own centralizer and which is of index 2 in its normalizer. 
TIBOREM 6. The non-abelian nilpotent subgroups of SL(2, F) are 2- 
subgroups. They only exist tf x(F) # 2. 
A useful theorem in carrying out the proof of Theorem 4 is: 
THEOREM 7. Any indecomposable locally nilpotent linear group ofjinite 
degree over a field F has all its irreducible constituents equivalent one to 
another. 
Both Theorem 3 and Theorem 7 are group theoretical analoga of 
corresponding theorems about Lie algebras and their representations viz: 
(1) Every irreducible linear nil Lie algebra of finite degree over F is 
null of degree 1, and (2) the irreducible constituents of an indecomposable 
linear Lie algebra of finite degree over F are equivalent one to another. 
But the proofs of the group theoretical analoga are quite different from 
the proofs of the Lie-algebraic theorem. 
We wonder whether this needs to be so. 
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Proof of Theorem 3. Let G be an irreducible group of unipotent linear 
transformation of the finite dimensional linear space M over the field F. 
The linear hull H is a simple hyper complex system over F. Its center E 
is a field. The group G is an irreducible group of unipotent linear trans- 
formations of the finite dimensional linear space M over the field E. The 
linear hull of G over E is the normal simple algebra G over E. 
The linear hull of the elements g-jM (g E G) is a subalgebra of H 
because 
for any two elements g,, g, of G. Since it is irreducible, it is simple. 
Hence it contains 1, and coincides with H. The dimension of H over E 
is the square of the degree of the principal polynomial P(u, x) defined as 
a manic polynomial in x for each element a of H such that P(u,a) = 0 
and that P(a, x) divides a power of the minimal polynomial of a. The 
negative second coefficient of P(u, x) is the reduced trace of a. It is not 
always zero. On the other hand the reduced trace is a linear function on 
H over E. Hence there is some element g of G for which the reduced 
trace of g-AM is not zero. But since g-lM is nilpotent, the minimal 
polynomial of g-lM is a power of x. The same is true for the principal 
polynomial. Hence the reduced trace is zero, a contradiction. 
Proof of Theorem 7. Let A be an indecomposable representation of the 
nilpotent group G of finite degree over a field F. Since every representa- 
tion of G is the sum of a zero representation and a proper representation 
either A is zero or proper. If A is zero then it is of the first degree and we 
are done. Let A be proper. The linear hull of A is a hyper-complex system 
H over F with 1 as its only central idempotent. Hence all irreducible 
constituents of A belong to the same block. If there be two inequivalent 
over F then there would be also an indecomposable representation r of 
H of the form 
with two inequivalent irreducible constituents ri, TZ over F. Of course r 
would be generated by an indecomposable representation Y of G such 
that JJ(Ag) = Yg (g E G) and Y would be reducible with Y’i = TiA 
(i = 1, 2) being complementary irreducible constituents such that Y,, Y, 
would not be equivalent. It suffices to deal with the case that Y is faithful 
and to demonstrate a contradiction. 
Furthermore we may assume that the minimum of the degrees of the 
irreducible constituents Y r , Y 2 is minimal. 
If ker Y1 n ker Y2 # 1 then there would be a center element go # 1 in 
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ker Y, n ker YZ. Hence 
y&3 = 
when fi is the degree of Yi (i = 1, 2) and X is a nonzero rectangular 
matrix satisfying the equations Yr(g)X = XY,(g) (g E G). But these 
equations, according to Schur’s proof of his lemma imply the existence 
of a common irreducible constituent of Yr, YZ. Since Yr, Y2 are 
irreducible they must be equivalent. 
Hence 
ker Y’, n ker Y’, = 1. 
If Y’, (ker Y,) # 1 then there is an element g, of ker Yr that is 
mapped on a center element of Y,G district from II,. It follows from 
Schur’s lemma that the linear hull of the center of Y’,G is a field such that 
the elements distinct from I,, do not have 1 as characteristic root. Hence 
Y’,g, does not have 1 as characteristic root. Hence, upon transformation 
of Y with a matrix of the form 
I /i * 
( > If2 
we obtain a new form of Y for which 
For any element g of G the commutator of g and g, is both in ker Yr 
and in ker Y,. Hence it is 1. 
Hence Ygr commutes elementwise with YG. This means that all 
matrices YG are of the decomposable form 
(y;g ;,> (gEG) 
which is a contradiction. 
It follows that Y, (ker YJ = If2. In other words ker Y’, c ker Y’,. 
Similarly ker Y’, c ker Y’,. Hence 
ker Yr = ker YZ = ker Y’, n ker Y, = 1. 
Let A be a maximal abelian normal subgroup of G and let Y il,. . . , Y imi 
be the inequivalent irreducible constituents of Y&4. From Clifford’s 
theory it follows that they form a class of conjugate representations 
under G. 
If these two classes would not be the same then the representation 
Y 1‘4 of the abelian group A would fully decompose so that we can assume 
YlA to be of the form Y/A = Y’,IA+Y&t. 
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Moreover, since each element Yg of YG transforms YA into itself 
such that the Y ii only are transformed among themselves (i tked, j = 1,2, 
. . ., mi) it would follow that Y itself is decomposable, a contradiction. 
We may assume that m, = mz = m and Y,j = Y’,j (j = 1,2,. . ., m). 
If m > 1 then both Y1, YZ are induced by irreducible representations 
@I) & of the stabilizer S of Y’, in G for which ailA is multiple of Y, i. 
It follows upon inspection of the action of A on a representation space 
M of G that Y is induced by a representation @ of S with al, QZ as 
complementary irreducible constituents. Since Y is indecomposable the 
same applies to Cp. 
Because of the minimal property of Y it follows thatQ1,@, are equiva- 
lent. Hence Yr, Y’, are equivalent. Again a contradiction. 
Thusm = 1. 
Proof of Theorem 5. Any projectively nilpotent subgroup A of GL(2, F) 
is conjugate to a subgroup of Fx DT(2, F) (F:” the multiplicative group 
of F). 
The group FX DT(2, F) is abelian, it is its own centralizer. Its normalizer 
is T(2, F) and the factor group of T(2, F) over Fx DT(2, F) is isomorphic 
to F”. 
Conversely, let A be an abelian subgroup of GL(2, F) that is not 
projectively unipotent. It follows that there is an element X of A with 
two distinct eigenvalues. Hence X is diagonalizable over F or over a 
quadratic extension of F and the only matrices of F2x2 commuting 
with X are the linear combinations of Z,,X over F. They form a two 
dimensional linear algebra C over F which coincides with the linear hull 
of A. This algebra either is the algebraic sum of two fields isomorphic 
to For it is a field. 
In either case it follows from representation theory that there is a 
member Y of GL(2, F) transforming C into itself according to the non- 
identity automorphism over FZ2. Hence A is embedded into the abelian 
subgroup C n GL(2, F) that is its own centralizer and of index 2 in 
( Y, C n GL(2, F)) its normalizer. 
Note that even for any subgroup S of GL(2, F) containing A the index 
of the centralizer of A in the normalizer is not greater than 2. 
Proof of Theorem 6. Let G be a non-abelian nilpotent subgroup of 
X(2, F). It contains a maximal abelian normal subgroup A. Since G is 
nilpotent it follows that A is its own centralizer in G. Since G is non- 
abelian, it follows that A is a proper subgroup of G. Hence A does not 
merely consist of scalar matrices. If A would be projectively unipotent 
then it can be assumed without restriction of the generality of the 
argument that A is a subgroup of F x DT(2, F). The centralizer of A in 
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GL(2, F) would coincide with F DT(2, F). The normalizer of A in 
GL(2, F) would be contained in T(2, F). The subgroup generated by A 
and any element Y of T(2, F) not belonging to F” DT(2, F) would be 
nonnilpotent. This is because we would find that ,( Y, A) = A. But that 
consequence would contradict the construction of A. Hence A is not 
projectively unipotent. 
Upon replacement of F by a suitable quadratic extension of F, if 
necessary, we may assume even that A consists only of diagonal matrices 
and that any element Y of G which is not in A transforms each element 
of A into its inverse. Hence G: A = 2. Because of the nilpotency of G 
we find that G is a 2-group and that x(F) # 2. 
Proof of Theorem 4. If Theorem 4 would be false then there would be 
a counter example, i.e. a nilpotent linear group G of finite degree f > 2 
over some field F such that G is not projectively unipotent but that 
31-,(G) would contain an element X of order x divisible by x(F) or by 
a prime number greater thanf. 
Let us note that due to Theorem 6 for any nilpotent linear group H 
of degree 2 the order of each element of 3f-,(H) is a power of 2. If 
x(F) = 2 then 3/-,(H) = 1. If G would be decomposable then also one 
of the component groups would form a counter example. 
Let us begin with a counterexample of minimum degree f > 2. It 
follows that G is indecomposable. 
Let E be an algebraic closure of F. The group Ex G also is a counter- 
example. It is indecomposable over E. It follows from Theorem 7 that 
after suitable transformation we will have 
/I-,* . . . *I 
r . i7* 
9= -** (9 E G) . . . 
. * 
\ rd 
when l? is an irreducible representation of G. The degree of I is a divisor 
fO off. Since G is not projectively unipotent it follows that 
fo > l,f=fof& 1 Ifi <f-l. 
The elements of G for which the determinant of l? is 1 form a normal 
subgroup H. For every element Y of G we can find an element q(Y) which 
belongs to the algebraically closed field E and satisfies the condition 
Q$ Y)‘e = det (r(Y)). Hence q( Y)-l Y belongs to H and E x G = E” H. 
Also H is a counterexample which contains X in 3/-,(H) such that the 
restriction of r to H is irreducible. It follows from Schur’s lemma that 
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the center of TH consists of scalar matrices. Since they are of determinant 1 
it follows that 3(IYH) is cyclic of order dividing the maximum divisor 
fi of& that is not divisible by x(F). Since His nilpotent it follows that l?H 
is nilpotent. Hence the exponent of I-H is a divisor offf when c is the class 
of nilpotency of H. Since H is a counter example it follows that the order 
of I’X is a divisor d of ff such that Xd # I,. Hence 3,--,(H) contains 
the element 
‘If0 * . . . * \ 
If0 * * 
xd= ** - #If. . . . 
. * 
\ I fol 
If x(F) > 0 then H is periodic and nilpotent. Hence it is the direct 
product of ker (TIH) and a group of exponent dividing ff. Hence Xd 
belongs to 3f- ,(ker (r]H)). But the elements of ker (TIH) are of the 
form 
therefore the elements of 3i(ker (TIH)) are of the form 
& 
. . . o*. . . * 
. . . . . 
. . . * 
. . 0 
. . . 
. . . 
. 0 
Ifof 
for i=2,3,. . . , fO. Thus 3&ker (TIH)) = 1 contradicting the fact that 
3.4ker OW) contains the element Xd # Z/ 
Let X(E) = 0. There are finitely many elements X1,. . . , X, such that 
the restriction of r to the group J which is generated by the matrices 
Xl,. * -, X, is irreducible and that Xd is contained in J. Hence also J is 
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a counter example. After suitable transformation J contains an element Y 
for which 
/al*. . . *\ 
a2 . 
l-y= -- * 
. . . 
. * 
\ afa) 
such that a1 # az. 
The coefficients of the matrices X,, X,, . . . , X, generate a ring R 
containing every coefficient of every element of J. There is a maximal 
ideal A of R containing neither a1 -a, nor one of the nonzero off-diagonal 
coefficients of Xd (see proof of Lemma 9 in 121) and such that the residue 
class ring R/A is a finite field. Replacing every coefficient of every element 
of J by its residue class module A we obtain a counter example of 
Theorem 7 with x(R/A) > 0, contrary to what was shown above. 
Thus Theorem 7 is established. 
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