Abstract-It is known that, for large user word lengths, the auxiliary data can be used to recover most of the redundancy losses of Knuth's simple balancing method compared with the optimal redundancy of balanced codes for the binary case. Here, this important result is extended in a number of ways. First, an upper bound for the amount of auxiliary data is derived that is valid for all codeword lengths. This result is primarily of theoretical interest, as it defines the probability distribution of the number of balancing indices that results in optimal redundancy. This result is equally valid for particular non-binary generalizations of Knuth's balancing method. Second, an asymptotically exact expression for the amount of auxiliary data for the ternary case of a variable length realization of the modified balanced code construction is derived, that, in all respects, is the analogue of the result obtained for the binary case. The derivation is based on a generalization of the binary random walk to the ternary case and a simple modification of an existing generalization of Knuth's method for the non-binary balanced codes. Finally, a conjecture is proposed regarding the probability distribution of the number of balancing indices for any alphabet size.
I. INTRODUCTION

B
INARY balanced codes consist of balanced sequences which contain an equal number of the two binary symbols. Such codes have found applications in magnetic and optical storage media [1] , [2] . A naive approach to the encoding and decoding of balanced codes is simply to use look-up tables. While this approach can result in optimal codes in terms of redundancy, since the size of such tables grows exponentially with codeword length, this method is only appropriate for short codeword lengths. An alternative approach was proposed by Knuth [3] , which is conducive to the encoding and decoding of long codeword lengths. The simplicity and elegance of Knuth's balancing method does come at the cost of greater redundancy. For a user word length m, the number of required redundant symbols is approximately log 2 m, whereas the redundancy of the full binary balanced set of words of length m is approximately (see [4, p. 1673] ). Therefore, the redundancy of Knuth's balancing method is approximately a factor of two greater than that of the full balanced set.
Knuth's first binary balancing method consists of converting a user sequence of length m to a balanced sequence of equal length by inverting (complementing) each bit from the beginning of the user sequence, one at a time, until a balanced sequence is obtained. Knuth showed that at least one index exists such that the initial complemented segment and the subsequent non-complemented segment result in a balanced sequence. This index is encoded as a balanced sequence which is concatenated, as a prefix or suffix, to the altered user word to form a balanced codeword. An alternative approach, also proposed by Knuth, does not require the altered user word and the prefix/suffix to be balanced, but does require the "unbalance" of the two parts to cancel, so that the concatenation thereof is balanced. Knuth's binary balancing methods can then be succinctly classified into two types:
1) The two constituent components (prefix/suffix and altered user word) are both balanced, 2) The two constituent components (prefix/suffix and altered user word) need not be balanced.
The latter type has the potential of having lower redundancy, as the former type is more restrictive than the latter. Results and improvements relating to the former type are contained in [4] and [5] , while those relating to the latter are contained in [6] - [9] . The result of [10] is pertinent to both types. Weber and Immink [4] introduced the concept of auxiliary data for Knuth's simple balancing scheme, whose attractiveness stems from its retention of the simplicity of Knuth's balancing method whilst recovering most of the redundancy loss as compared to the redundancy of the full balanced set for large user word lengths. This technique utilizes the degrees of freedom offered in selecting from potentially multiple balancing indices and exploiting this to transmit additional user data per codeword, thereby reducing the overall redundancy. Generalizations of Knuth's binary balancing methods for non-binary alphabets have been proposed in [11, Sec. 5.2] and [12] - [16] . As stated by Weber et al. [17, , within the context of defining and presenting results related to various classes of non-binary balanced codes, "It is an interesting research challenge to investigate whether such techniques (viz. auxiliary data [note by authors of this article]) are also applicable in non-binary cases". In this respect, our main contribution is the derivation of the asymptotic amount of 0018-9448 © 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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auxiliary data for a variable length realization of a modification of the ternary code construction of Pelusi et al. [16] . The importance of this result is that, as in the binary case, the use of auxiliary data allows for the definition of ternary balanced codes that are capacity approaching for large user word lengths. Furthermore, this result allows us to formulate a conjecture regarding the asymptotic amount of auxiliary data, and the corresponding asymptotic probability distribution of the number of balancing indices, for any non-binary alphabet size. Although we were not able to prove this conjecture formally, it is supported by simulation results. An attractive feature of this conjecture is that it reduces to our result for the ternary case and to the result of Weber and Immink [4] for the binary case.
In this article, we aim to contribute further aspects regarding auxiliary data and to extend this approach to non-binary generalizations of Knuth's method. In particular, after a short overview of Knuth's method, auxiliary data and existing pertinent non-binary generalizations of Knuth's method (Section II), we derive an upper bound for the amount of auxiliary data for the binary and non-binary cases (Section III), present a generalized random walk as applicable to ternary sequences (Section IV), and derive an asymptotic expression for the amount of auxiliary data for the ternary case based on a variable length realization of a modification of the construction by Pelusi et al. [16] , that is parallel to that for the binary case derived by Weber and Immink [4] (Section V). The results and open problems are summarized in Section VI. Finally, we note that, like Weber and Immink [4] for the binary case, we limit ourselves to non-binary generalizations of Knuth's method of the first type, i.e. where both the prefix/suffix and altered user word are balanced.
II. OVERVIEW OF KNUTH'S METHOD, AUXILIARY DATA
AND NON-BINARY BALANCED CODES This section serves as an introduction to the pertinent concepts and known results and to establish some of the notation used in this article. We denote by x = (x 1 , x 2 , . . . , x m ) ∈ {0, 1} m a binary sequence of length m, where m is even. Then, the sequence x is said to be balanced if
A. Knuth's Binary Balancing Method
Let x (k) denote x with the first k bits complemented, i.e.
is balanced is referred to as a balancing index. It is guaranteed that for any sequence x there exists at least one balancing index k [3, pp. 51-52] (see also [4, Sec. II] ). In fact, there may be multiple balancing indices k, but Knuth's method does not exploit this possibility. The auxiliary data approach [4] uses these degrees of freedom in selecting the balancing index to transmit additional user data per codeword.
To retrieve the original user word x from x (k) , it is sufficient to know the value of the balancing index k. This information is encoded by means of a balanced prefix/suffix p ∈ {0, 1} p (i.e. ρ (p) = p/2) of even length p. With each balancing index k, 1 ≤ k ≤ m, is associated a unique balanced prefix/suffix p k . Therefore, it follows that the number of possible balancing indices m must be less or equal to the number of balanced sequences of length p, i.e.
In the rest of this article, we assume that the balancing index is encoded using a suffix. Therefore, subsequently, depending on implementation, each reference to suffix can be replaced by prefix.
B. Auxiliary Data
As mentioned previously, auxiliary data can be used to recover most of the rate loss of Knuth's balancing method by exploiting the degrees of freedom in selecting the balancing index.
Denote by the random variable V m the number of balancing indices of binary sequences of length m, m even. Using combinatorial arguments and assuming that all user words are equiprobable and independent, Weber and Immink [4, Th. 3] have derived the explicit expression
. If a user word provides v balancing indices, the option of selecting amongst these v indices allows for an additional log 2 v bits to be transmitted. Since the number of balancing indices is user word dependent, the average amount of auxiliary data is given by
Using (2) 
where (y) is the standard normal cumulative distribution.
A consequence of this result is that the approximation of H aux (m) as used by Weber and Immink [4, eq. (10) ]
2m log 2 v dv is also asymptotically exact. In particular, since
is exact as m → ∞ in the sense that the ratio of the two sides of (4) tend to unity as m → ∞. By setting u v √ m, it follows that the right side of (4) is equivalent to 2 πm
which is the same as [4, eq. (11) 
where
Furthermore, the redundancy of Knuth's method, p, is minimized when (1) is satisfied as an equality. Then, by using Stirling's formula
we obtain that
The above equation implies that p = log 2 m + (log log m) (see [16, Sec. IV] ). And, so
On the other hand, let r denote the redundancy of the full balanced set consisting of words of length n. Then, using Stirling's formula, it follows that
From (9), it is evident that r = O(log 2 n), and since r < m for sufficiently large m, it follows from (10) that r = O(log 2 m). Then, it is easily shown that
Using the right-hand side of (6) as an approximation of the amount of auxiliary data for large user word lengths and comparing (8) and (11), we conclude that, for large user word lengths, auxiliary data is able to recover approximately 1 2 log 2 m information bits, which is most of the redundancy loss of Knuth's method as compared to the optimal redundancy.
C. Non-Binary Balanced Codes
We use a q-ary alphabet Z q = {0, 1, . . . , q − 1}, where q ≥ 2. Then, a q-ary sequence
As in [15] , we disregard the case where q is even and m is odd, as in this case (12) Swart and Weber [15] base their generalization on the observation that Knuth's binary complementation scheme can be equivalently described as the binary addition of the user word with a binary sequence of equal length consisting of an all '1's segment followed by an all '0's segment. If
where ⊕ 2 denotes modulo 2 integer addition and (., .) denotes the concatenation of two sequences. The generalization to the non-binary case follows as
where 
which complements each symbol x ∈ Z q in l stages, where l = q − 1 + (q mod 2). Then φ must satisfy the following properties [16, eqs. (4)- (6)]:
For further details regarding this construction, including the bidirectional mappings between k and (i, j ) and the optimal properties of φ, the reader is referred to [16, Sec. II] . The following example illustrates the complementation process.
Example 1: Consider the ternary word x = (2102) ∈ Z 4 3 . Using φ from [16, eq. (8) 
Balanced words (ρ (x (k) ) = 4), which are shown in bold, are obtained for k = 2, 3, 5, 8. These two non-binary balancing schemes can be seen, in a certain sense, as orthogonal to each other. Whereas the scheme by Pelusi et al. [16] processes completely a symbol at a given index before moving to the next index, the scheme by Swart and Weber [15] processes a given "level" (corresponding to some symbol in Z q ) for all indices before moving on to the next level, effectively returning to the same symbol index multiple times. In their own way, both these schemes are generalizations of Knuth's binary balancing method.
While the results of the next section are applicable to both these schemes, further results expounded thereafter relate only to the construction by Pelusi et al. [16] and seem to have no apparent analogue for the construction by Swart and Weber [15] .
III. UPPER BOUND FOR AVERAGE AMOUNT
OF AUXILIARY DATA As demonstrated by Weber and Immink [4] , the auxiliary data technique is able to recover the major part of the redundancy loss of Knuth's binary balancing method. As already indicated, this is achieved by exploiting the multiplicity of balancing indices of certain user words to transmit auxiliary data. This potentially implies that the set of all balanced words obtained by Knuth's method for all balancing indices is equivalent to the full balanced set consisting of sequences of length m + p, where the sub-sequences of length m and p are also balanced. This is precisely what we prove in this section. This result leads naturally to an upper bound for H aux (m) valid for all m ≥ 2, which in turn identifies the probability distribution of the number of balancing indices
Before presenting the proofs, we set the stage with additional notation. By B(m) we denote the set of all binary balanced words of length m, m even, i.e.
B(m)
In this article we follow the convention of denoting sets by calligraphic upper case letters and their cardinality by the non-calligraphic counterpart. Similarly, we define B(m, p)
B(m) × B( p), m and p even, and hence B(m, p) |B(m, p)| = B(m) · B( p)
, and note that balanced codewords resulting from Knuth's simple balancing scheme must be from B(m, p). The set of m balanced suffixes of length p is denoted by P, i.e.
Furthermore, ψ is a bijective mapping between possible balancing indices and corresponding balanced suffixes
It is easy to see that any balanced sequence obtained using Knuth's simple balancing method must be from B (P) (m) .
Denote by D v (m) the set of binary sequences of length m, m even, that have v balancing indices,
We aim to show that
We first outline the approach for the binary case before formalizing the results for the general case of Z q . To prove (16) , it suffices to show that each unique pair of x ∈ Z m 2 and balancing index k i for x, 1 ≤ k i ≤ m and 1 ≤ i ≤ v, results in a unique balanced sequence using Knuth's balancing method and that all balanced words in B (P) (m) can be obtained from some x ∈ Z m 2 using Knuth's method. To demonstrate the first part, consider an arbitrary
where (a, b) denotes the concatenation of two words a and b. Furthermore, consider arbitrary words x and x , x = x , where
Therefore, we conclude that a unique pair of user word and balancing index guarantee uniqueness of the balanced word under Knuth's method. On the other hand, the words in B (P) (m) are obtained by juxtaposing all combinations of words from B(m) and P. Consider an arbitrary balanced word y ∈ B(m). Then, for each k, 1 ≤ k ≤ m, there exists a user word x = y (k) , which results in the balanced word (y, p k ). Therefore, for a given y ∈ B(m), all suffixes ψ(k) ∈ P, 1 ≤ k ≤ m, can be obtained. Since this is true for any y ∈ B(m), all balanced words in B (P) (m) can be obtained using Knuth's method. Combining these two observations, we conclude that (16) is true.
In traversing to the non-binary domain, the above definitions remain valid with the appropriate substitution of Z 2 with Z q . Then, we have
where the balancing indices k run from 0 to μ(q, m), and the maximum balancing index μ is a function of q and m and its value is dependent on the non-binary balancing scheme (μ(q, m) = qm − 1 for [15] and μ(q, m) = (q − 1)m + (q mod 2) for [16] ). For the alphabet Z q , we denote the "complementation" of the user word at position k(i, j ) by the function
, where x (k) is given by (13) for the scheme by Swart and Weber [15] and by (15) for the scheme by Pelusi et al. [16] . The inverse of β q is similarly defined, so that x = β −1 q (y, k). We are now in a position to
The following lemma applies to any non-binary generalization of Knuth's method of type 1 (defined in Section I) with a "complementation" function β q .
where ν(q, m) is the maximum number of balancing indices for a specific user word length m and alphabet size q. Proof: To prove (18) , it suffices to show that a unique pair of user word x ∈ Z m q and balancing index To demonstrate the first part, consider an arbitrary where (a, b) denotes the concatenation of two words a and b. Furthermore, consider arbitrary words x and x , x = x , where
. Therefore, we conclude that a unique pair of user word and balancing index guarantee uniqueness of the balanced word under the operation of β q and ψ q provided that
On the other hand, the words in B (P q ) (q, m) are obtained by juxtaposing all combinations of words from B(q, m) and P q . Consider an arbitrary balanced word y ∈ B(q, m). Then, for each k, 0 ≤ k ≤ μ(q, m), there exists a user word x = β −1 q (y, k), which results in the balanced word (y, p k ). Therefore, for a given y ∈ B(q, m), all suffixes ψ q (k) ∈ P q , 0 ≤ k ≤ μ(q, m), can be obtained. Since this is true for any y ∈ B(q, m), all balanced words in B (P q ) (q, m) can be obtained under the operation of β q and ψ q . These two results combined yield (18) .
It is straightforward to demonstrate that the condition of Lemma 1 is satisfied by both the schemes of Swart and Weber [15] and Pelusi et al. [16] . For the first scheme,
For the latter scheme
Here we introduce the random variable V
m denotes the number of balancing indices of q-ary sequences of length m as obtained by some non-binary generalization of Knuth's method. Then, the average amount of auxiliary data achievable is
where ν(q, m) is the maximum number of balancing indices for a given q and m and P(V
/q m for some non-binary generalization of Knuth's method defined by the functions β q and ψ q . The following theorem is valid for any non-binary generalizations of Knuth's method of type 1 (defined in Section I) whose function β q satisfies the condition of Lemma 1.
Theorem 1: For q ≥ 2 and m ≥ 2,
Proof:
Furthermore, H aux (q, m) can be stated equivalently as
The well known weighted arithmetic-geometric mean inequality [22, Sec. This upper bound admits a simple interpretation. Noting that m + p − log q B (P q ) (q, m) represents the redundancy of the set consisting of the juxtaposition of all balanced words of length m with all balanced suffixes of length p necessary to represent all balancing indices and that m + p − logm represents the redundancy of any non-binary generalized form of Knuth's method, the upper bound on the average auxiliary data H aux (q, m) from (21) is the difference between these two redundancies. Stated alternatively, it is the maximal redundancy gain achievable over a generalized version of Knuth's method without auxiliary data by using a balanced code consisting of all balanced words from B (P q ) (q, m).
Example 2: Consider the case q = 2 and m = 4. For each user word, the corresponding balanced words obtained using Knuth's method are (underlining denotes complemented bits): 
Therefore, the probability distribution P(V
For q = 2 and Knuth's binary balancing method, this distribution is impossible for m > 2 as can be deduced from (2), and so (21) in this case is a strict inequality. Furthermore, for q = 2, the upper bound from (21) 
, it follows that
for the scheme from [15] and
for the scheme from [16] .
IV. GENERALIZED RANDOM WALK FOR TERNARY BALANCED CODES
Before considering a generalized random walk for the ternary case, we define a one-dimensional random walk for binary sequences and demonstrate its link with balanced sequences and the number of balancing indices. For the binary case, a random walk can be defined as a discrete stochastic process [23, p. 74 
where P(X i = 0) = P(X i = 1) = 1/2 and m ≥ 0. We will call the index i of a random walk epoch i . Clearly, a binary sequence 
where A plot of a random walk corresponding to some binary word allows for the application of a simple technique to determine the number of balancing indices for that word. We introduce = l. This is equally true for all subsequent balancing indices. Then, the number of balancing indices for that word is the number of times the random walk S j , 1 ≤ j ≤ m, equals l, i.e. |{ j : S j = l, 1 ≤ j ≤ m}|. The following example illustrates this.
Example 3: Consider the binary word (1000111011). The random walk of this word and its complement is depicted in Fig. 1 . The segment denotes the symbol '1' (equivalently '+1' when determining S j ), while denotes the symbol '0' (equivalently '−1' when determining S j ). By complementing the bits as in Knuth's balancing procedure, we find that the smallest epoch at which a balanced word is attained is k 1 = 1 (as can be verified from Fig. 1 by noting that the word with the first bit complemented starts and ends at the same level, i.e. S (1) 10 = 0). Note that S 1 = 1. By continuing the complementation process, we find that the next epoch that results in a balanced word is k 2 = 7, i.e. S (7)
10
= 0. This also occurs at level l = 1, i.e. S 7 = 1. The last balanced word is at k 3 = 9 (i.e. S (9) 10 = 0), l = 1 (i.e. S 9 = 1). It is easy to see, that once the first balancing epoch k 1 is reached, the next balancing epoch k 2 is attained only if the complemented random walk (dashed line) returns to level l = 1. This is true for all subsequent balancing epochs.
This observation is important, as the formula in (2) derived by Weber and Immink is based on the decomposition of a binary word of given length having v balancing indices into sub-words which are balanced, but whose random walks have no internal balancing indices/epochs and the remainder of the word having a single balancing index/epoch [4, p. 1678] . This is equivalent to the situation depicted in Fig. 1 , where the balanced sub-words with no internal balancing indices/epochs are the sub-words from epoch k 1 to k 2 and from epoch k 2 to k 3 .
In attempting to generalize the binary random walk to the ternary case, the aim is to retain the properties and characteristics described above. As we demonstrate hereafter, this can be achieved using a one-dimensional random walk of length 2m. This generalization is based on the non-binary balancing scheme by Pelusi et al. [16] , as this construction proved conducive to such a generalization. The idea is to decompose a ternary word in Z m 3 into two binary words of equal length so that the ternary word is the sum of the constituent binary words. The random walks of the binary constituent words are combined in a particular manner to yield the generalized random walk corresponding to the ternary word. Before formalizing these ideas, we give the following example as an introduction to the idea. 
As usual, underlining denotes complemented symbols, while non-binary balanced words are represented in bold. Therefore, the word (2102) has four balancing indices (k = 1, 4, 5, 7) under this complementation scheme. Notice that at stages k = 1, 5, 7 (corresponding to the first complementation stage of symbols from {0, 2}), it is irrelevant in which of the two binary constituent words the next symbol is complemented first, as both options produce the same ternary symbol. For the symbol '1', as represented by stages k = 3, 4, we complement the corresponding symbol in one constituent binary word and then, at the next stage, uncomplement the symbol from the previous stage and complement the corresponding symbol of the other binary constituent word. The order in which this is done is irrelevant, so stages k = 3, 4 could be reversed. Finally, at stage k = 8, where both constituent binary words have been fully complemented, we obtain (0120), which is the ternary complement of the original word. Here, k = 9 is not needed (cf. k = 9 from Example 1) as the complement of the ternary symbol is obtained after two, and not three, stages. It is easily seen that both complementation schemes produce the same sequences, albeit in a different order. Based on the ideas espoused in the above example, we formalize the complementation process based on binary decomposition for each symbol in Z 3 = {0, 1, 2} as follows:
• 2:
• 0:
• 1:
Above, we have also depicted the random walk segments corresponding to the symbols. Each ternary symbol is composed of two bars each corresponding to a binary symbol. The definitions for {0, 2} are self-explanatory, while that of {1} shows a significant deviation in that it introduces discontinuity into the random walk. We deliberately introduce this discontinuity to signify the different behavior of {1}, which deviates from the other symbols {0, 2} in requiring, after the complementation of the first binary symbol, the reversion to the original state, before the complementation of the second binary symbol.
Then, the random walk of a ternary word is defined as the concatenation of the random walk segments corresponding to (27)-(29). Formally, we define the random walk over the ternary alphabet Z 3 as a discrete stochastic process
based on the random variable X 2m , which is defined as in (30) with the replacement of X
The ternary random walk of (2102) from Example 4 and its complement are depicted in Fig. 2 . Four balancing indices can be identified: For k = 4, since it corresponds to the symbol '1', we have to uncomplement the previous segment before complementing the next segment, resulting in 2 = 1 + 1 as the second symbol, giving (0202). The same process is continued for the last two ternary symbols. It should be obvious that this representation of the complementation process for the ternary case shows close affinity with Knuth's binary balancing process. Furthermore, note the parallels of the ternary random walk with the binary random walk (cf. Fig. 1 ), in particular, the manner in which the number of balancing indices can be identified by locating the first balancing epoch k 1 and thereafter, determining the number of times the random walk of the original word (solid line) intersects the random walk of its appropriately shifted complement (dashed line).
We would be amiss if we did not make explicit the following subtle point. In the binary case, knowledge of the balancing index k, 1 ≤ k ≤ m, which indicates the number of initial bits complemented, is sufficient to decode the original user word. It may, therefore, seem logical that with the generalized ternary random walk, knowledge of the balancing index k, 0 ≤ k ≤ 2m+1, is sufficient to decode the original ternary user word by complementing the first k values of the ternary random walk corresponding to the received word. However, this is not true. The reason is that the complementation procedure is different for symbols {0, 2} with respect to that of {1} [cf. (27)- (29)], so that in order to properly decode the received word (i.e., to reverse the complementation procedure), it is necessary to know whether the corresponding original symbol belonged to {0, 2} or {1}. This information cannot be extracted from the received word, so that unique decoding is not possible. However, this is not of any consequence for our purposes, as we do not need an invertible complementation scheme, but rather a complementation scheme which is equivalent to that of Pelusi et al. [16] in the sense that the words resulting from the complementation process are the same as those resulting from the application of β 3 from (19), irrespective of the order of such words. If this is the case, then the number of balancing indices is the same under both complementation schemes for any user word. Since we wish to determine the amount of auxiliary data, which is dependent on the probability distribution of the number of balancing indices, this is of consequence for our purposes.
It is readily apparent that any ternary word x = (x 1 , x 2 , . . . , x m ) ∈ Z m 3 can be decomposed into two binary (not necessarily unique) words
y (1) , y (2) ∈ Z m 2 , as
so that
Without loss of generality, we assume that y
. . , 2. Then, we define the following complementation function
andφ
for 1 ≤ i ≤ m and 1 ≤ j ≤ 2. The reader should convince themselves that the complementation procession as defined byφ is equivalent to that defined in (27)-(29). This approach can be easily extended to the general non-binary case where q > 3. By analogy with β q (x, k) from (19) we definê
where 0 ≤ k ≤ 2m + 1 and
Example 5: Consider again the ternary word x = (2102) ∈ Z 4 3 from Examples 1 and 4. According to (33), ⎛
and therefore (the values of k in square brackets after k denote the complementation stage of the balancing scheme by Pelusi et al. [16] from Example 1 which produce the same ternary word):
As in Example 4, balanced words, which are shown in bold, are obtained for k = 1, 4, 5, 7.
V. AUXILIARY DATA FOR TERNARY CASE
In this section, we derive an asymptotically exact expression for the amount of auxiliary data for a variable length modified version of the ternary balancing scheme by Pelusi et al. [16] . This is achieved by modifying the ternary random walk from the previous section and recycling known results regarding auxiliary data for the binary alphabet. This result shows that in this scenario, as in the binary case, it is possible to regain almost all of the redundancy loss (as compared to optimal redundancy) of the balancing scheme without auxiliary data.
We start with the modification of the ternary random walk. We have seen in the previous section that 1 ∈ Z 3 leads to discontinuity in the ternary random walk. If
for the original word. Since '1' is its own complement, the same logic also applies to the random walk of the complemented word. This means that all symbols '1' can be removed from the ternary random walk without affecting the rest of the random walk for the original and complemented word, meaning that the validity of the complementation process for balancing purposes is retained. Stated alternatively, we can ignore the symbol '1' during the complementation process and only apply the complementation process to balance the sub-word consisting of symbols from {0, 2}. In particular, consider any x ∈ {0, 2} m , then, since
for any ternary word x ∈ Z m 3 of length m, if x {0,2} denotes the sub-word of x of length m consisting only of symbols from {0, 2} and x {1} the sub-word of x of length m − m consisting of only the symbols {1}, it follows that for at least one k,
Therefore any ternary word can be balanced by only balancing the sub-word consisting of symbols from {0, 2}.
The corresponding random walk as a discrete stochastic process is denoted by S Proof: For any x ∈ {0, 2} m ,
Hence ρ (x) is even, irrespective of whether m is even or odd.
for 1 ≤ k ≤ 2m . By repeated application of (38), it follows that ρ (
is even only if k is even and odd only if k is odd.
The above lemma demonstrates that for x ∈ {0, 2} m , m even, the balancing index k can only occur at the symbol boundaries. This is exemplified in Fig. 3 , where the random walk and balancing indices for (2202) ∈ {0, 2} 4 are illustrated. , then it follows that
It is assumed that all ternary user words are equiprobable and independent so that P(x i = 0) = P(x i = 1) = P(x i = 2) = 1/3. Consider the balancing procedure for (33) only to symbols x i ∈ {0, 2}, i.e. the balancing procedure is only applied to the sub-word x {0,2} . This procedure produces the same balanced words as those by the balancing scheme of Pelusi et al. [16] for any user word, except for those words that result during the complementation of {1}. This means that such a balancing procedure, which results in the same or fewer number of balancing indices for all ternary user words, provides less auxiliary data on average. On the other hand, since this procedure does not include {1} during the complementation process, its range for balancing indices k, which is user word dependent, is equal or smaller, allowing for shorter average balanced suffix lengths. The gain in suffix length is offset by the reduction in the amount of auxiliary data.
This balancing approach, which is of fixed length, can be reformulated equivalently as the following variable length scheme. Consider a theoretically infinite sequence of ternary symbols x 1 , x 2 , . . . , x i , . . ., where x i ∈ Z 3 . One may also consider this sequence as a concatenation of an infinite number of fixed length words x ∈ Z m 3 . Then, partition this sequence into variable length words such that each word consists of m symbols x i ∈ {0, 2}, where m is even. The average length is denoted by m. The effect of this formulation is that the number of possible balancing indices k is fixed per variable length word. We denote byĤ aux (3, m) the achievable amount of auxiliary data for such a variable length scheme.
Note that, sinceβ 3 (x, 0) = x andβ 3 (x, 2m ) =x for any x ∈ {0, 2} m and x is balanced if, and only if,x is balanced, the range of k can be adjusted to 1 ≤ k ≤ 2m without affecting the validity of the balancing procedure. as x 1 , x 2 , x 3 , . . ., then
Note that x 1 is partitioned as (221012) and not (221012111) and x 2 as (11102120) and not (02120). To encode this sequence, apply the complementation functionβ 3 to the subwords x 1,{0,2} = (2202), x 2,{0,2} = (0220) and x 3,{0,2} = (0020) of x 1 , x 2 and x 3 , respectively. Then, balanced words are obtained asβ To decode y, partition it into variable length segments, such that each segment contains exactly m = 4 symbols from {0, 2}. Again, as with encoding, the partitioning stops as soon as m = 4 symbols from {0, 2} are obtained. If such segments are denoted as y 1 , y 2 , y 3 , . . ., and noting that each segment is followed by a suffix of length p = 4, then 
and hence
From the above equation, it follows that p ({0,2}) = O(log 3 m ). Dividing both sides of (41) by log 3 m and taking the limit as m → ∞, it can be seen that the limit of the last three terms on the right-hand side are all zero (the first by L'Hôpital's rule). Therefore,
Theorem 2:
Proof: construction based on simulations with 10 million samples, and the fact that (48) reduces to (6) for q = 2 and the difference between log 3 m and (47) for q = 3. 
VI. CONCLUSION
We have investigated various topics related to auxiliary data for non-binary balanced codes. Previous results on this topic have been meager to non-existent. First, we derived an upper bound on the average amount of auxiliary data for non-binary balanced codes and demonstrated that known nonbinary generalizations of Knuth's balancing method satisfy this bound. The power of this result lies in its generality and its ability to explain why auxiliary data as applied to Knuth-like balancing schemes, binary and non-binary alike, is able to recover nearly all of the redundancy loss as compared to that of the full balanced set.
The main result is the derivation of an asymptotically exact expression of the average amount of auxiliary data for a variable length manifestation of a modified ternary balanced code by Pelusi et al. [16] . The derivation is based on a generalized ternary random walk, which allows for the definition of a complementation process that is dependent on a decomposition of a ternary word to a pair of binary words, and so is analogous to Knuth's binary balancing scheme. A modification of the general complementation procedure is proposed that simplifies various facets of the problem, leading to the main result. This result is in all respects the ternary counterpart to the binary result achieved by Weber and Immink [4] .
Finally, we conjecture the convergence in distribution for the probability distribution of the number of balancing indices for the non-binary, q ≥ 3, balancing construction by Pelusi et al. [16] . Based on this conjecture, an asymptotically exact expression is obtained for H aux (q, m) which reduces to the proven expression when q = 2 and to the derived approximation when q = 3. While this conjecture is supported by simulation results, a formal proof is still an open problem.
We hope that our contribution to this understudied topic may lead to a comprehensive solution of auxiliary data for non-binary balanced codes. APPENDIX ASYMPTOTIC PROBABILITY DISTRIBUTION OF THE NUMBER OF BALANCING INDICES FOR KNUTH'S BINARY METHOD For the sake of completeness, here we give a formal proof that the probability distribution of the number of balancing indices using Knuth's binary balancing method converges in distribution to a half-normal distribution. This result is used during the proof of Theorem 2. As shown in Section IV, there exists an intimate relationship between the number of balancing indices and the number of returns to the origin of a one-dimensional binary random walk. We exploit this relationship to prove the result.
The binary random walk as a discrete stochastic process S m is defined in (25) . Let the random variable R m , m even, denote the number of times that a random walk S m returns to the origin, i.e. |{ j : S j = 0, 1 ≤ j ≤ m}|. Then, it is known that [23, p. Using (2) and (49), a trite computation shows that 
