ABSTRACT This paper deals with the problem of parity space-based fault diagnosability analysis for linear discrete time systems. The main contribution lies in the design of the fault diagnosability evaluation indexes by combining the distance difference information with the direction difference information between the residuals in different cases. Under the assumption that the unknown inputs are random white noises, the residual generation is achieved by the parity space-based fault diagnosis approach. Based on this, the problem of fault diagnosability analysis is formulated as a bank of evaluation problems of the difference information between two residuals in fault-free case or in different faulty cases. Then, the fault diagnosability evaluation indexes are proposed based on the integrated design of the distance similarity function and the direction similarity function between different residuals, and the improved fault isolation conditions are constructed to provide an auxiliary index for fault diagnosability analysis. A simulation is carried out on a fixed-wing unmanned aerial vehicle flight control system, and the results demonstrate that the proposed method can achieve fault diagnosability analysis accurately for the linear discrete time systems.
I. INTRODUCTION
Due to the increasing demand for the improvement of system safety and reliability, model-based fault diagnosis has attracted much attention and many results have been obtained during the past four decades, see e.g. [1] - [7] and the references therein. Fault diagnosability, the foundation on which fault diagnosis can be realized, indicates the degree to which faults can be confidently and efficiently identified, i.e., the difficulty level of fault diagnosis. Generally, fault diagnosis contains fault detection and isolation, thus fault diagnosability can be divided into fault detectability and fault isolability [8] - [10] . To achieve fault diagnosis with desired performance, it is necessary to take the fault diagnosability evaluation indexes into consideration on the stage of system design. As a result, the problem of fault diagnosability analysis is receiving considerable attention.
As one of the most common model-based fault diagnosability analysis approaches, the basic idea of the transfer function-based approach was to adopt the transfer functions from different faults to output vector and the possible corresponding linear dependence among these transfer functions to decide whether the fault diagnosis can be realized [1] , [2] . The problem of fault diagnosability analysis can be also achieved based on the incidence matrix from fault vector to measurement vector [11] . Relatively speaking, the two abovementioned approaches are easy to understand and implement, but cannot evaluate quantitatively the difficulty level of fault diagnosis. Based on the transfer function-based approach, the overall quantitative evaluation indexes of fault diagnosability for a certain system were proposed by applying the sets of detectable faults, isolable fault pairs and all the faults [12] , [13] .
With respect to the quantitative evaluation problem of fault detectability for a certain fault or the fault isolability analysis for a certain fault pair, different variety of similarity functions between the residuals in two different cases were generally adopted to evaluate the difficulty level of fault diagnosis. In [14] , the sine function of the angle between any two residuals in different faulty cases was selected as the quantitative evaluation index of fault isolability, but this method did not take the unknown inputs into consideration. Under the assumption that the unknown inputs were random white noises, the minimal Kullback-Leibler divergence (K-L divergence) between the any two residuals in faultfree case or in different faulty cases was selected as the distance similarity function to evaluate quantitatively the fault diagnosability [9] , [10] , [15] . However, it may be difficult to evaluate the direction difference information of residuals by using the above-described approach. In addition, [16] dealt with the design of the fault detectability evaluation indexes by combining the mean with the covariance matrices between the residuals in fault-free case and in a certain faulty case, but it was difficult to describe the practical significance of these indexes. Based on the direction difference between the residuals in different faulty cases, the fault isolation conditions were constructed in [17] - [19] for systems subject to white noises and the fault isolation thresholds were proposed, but the fault isolability analysis can be hardly achieved directly by these thresholds. It is notable that the quantitative evaluation of both the distance and direction difference information for different residuals cannot be achieved by the existing fault diagnosability analysis methods, and thus fault diagnosability analysis remains a highly challenging topic.
Motivated by the above observations, this note addresses the problem of fault diagnosability analysis for linear discrete time systems subject to white noises. The parity spacebased residual generators are taken as examples, and then the problem of fault diagnosability analysis is formulated as a group of quantitative evaluation problems of different residuals in fault-free case or in different faulty cases. Based on the difference information of residuals in both distance and direction, the improved fault diagnosis conditions and the quantitative evaluation indexes of fault diagnosability are proposed as an alternative approach to evaluate the difficulty level of fault diagnosis. This paper is organized as follows. After reviewing the parity space-based fault diagnosis approaches, the problem of fault diagnosability analysis is formulated in Section II. Section III is dedicated to the fault diagnosability analysis based on both the distance and the direction difference information of residuals in different cases. The simulation on an unmanned aerial vehicle (UAV) flight control system is applied to demonstrate the effectiveness of the proposed scheme in Section IV.
Notation: The superscript 'T ' stands for the transpose of a matrix. R n denotes the n dimensional Euclidean space and R n×m is the set of all n × m real matrices. I is the identity matrix with appropriate dimension and 0 is the null matrix or null vector with appropriate dimension.
II. PROBLEM FORMULATION
Consider the following linear discrete time system
where Setting the order of parity space s > σ min , where σ min is the minimum observability index in the system, we can construct the relationship among the input, output, unknown input, fault vectors over the time window of s and the state vector x(k −s) at the time step (k −s) [1] . Then the following parity equation is considered [2] 
where
The matrices H ds and H fs are constructed by replacing (B, D)
Denote the parity space of order s by P and its basis matrix by N os ∈ R η×m(s+1) , which satisfies N os H os = 0. We define
It is reasonable to assume thatH ds is of full row rank because of the existence of both process and measurement noises. We assume the unknown inputs are random white noises, i.e., d s ∼ N (0, ds ) with the corresponding covariance matrix denoted by ds , and then the residual generators can be constructed as follows [20] 
where (VH ds ) ds (VH ds ) T = I . The residual evaluation function and the corresponding threshold can be then selected as J (k) = r T (k)r(k) and J th = χ 2 ε (η), where ε is the false alarm rate of fault detection. Thus the following fault detection logic can be built [2] .
With respect to fault isolation, denote the i th fault component of f (k) as f i (k), where 1 ≤ i ≤ p, and then f i is a variable, where f i = 0 shows an actuator or sensor faulty case. To describe the dynamic information of the fault f i over the time window of s, let
Consider the fault isolation between the faults f i and f j , and to get the fault isolation logic based on χ 2 test, the structured residuals are generated with the sensitivity to the fault f i and robustness against the fault f j , given by
where F i is constructed by replacing (B, D) with the ith column vector of B f and the ith column vector of
The fault isolation can be also achieved based on the direction difference between the residuals in faulty cases f i = 0 and f j = 0. Denote the mean of residual r(k) in the faulty case f i = 0 by r fi = VN os F i f si , and it is reasonable to assume r fi to be known based on both priori information and experiences. Thus, the residual r(k) in the faulty case f i = 0 can be rewritten as
The residual evaluation function can be chosen as
where α i (k) is the angle between the vectors r(k) and r fi .
When a fault is detected, the following fault isolation logic can be get [18] :
In addition, [7] took the distance similarity or the direction distance similarity functions between the residuals r(k) and r fi as the evaluation functions to achieve fault diagnosis, which will not be discussed in detail.
According to the above-mentioned fault diagnosis approaches, fault diagnosis can be achieved based on either the distance difference or direction difference information between residuals in fault-free case and in different faulty cases. Thus the problem of fault diagnosability analysis can be formulated as a bank of quantitative evaluation problems of difference information between two different residuals. The basic idea of the existing fault diagnosablity analysis approaches is to adopt either distance similarity function or direction similarity function between residuals in different cases as the quantitative evaluation indexes of fault diagnosablity.
For an unknown multivariate vector ϑ, consider two hypothesis tests, i.e., H 1 : ϑ = ϑ 1 , H 2 : ϑ = ϑ 2 , and the probability density functions of ϑ 1 , ϑ 2 are p 1 (ϑ), p 2 (ϑ), respectively. The K-L divergence between ϑ 1 and ϑ 2 is defined as [21] KL(ϑ 1 :
The quantitative evaluation indexes of fault diagnosability were selected as the minimal K-L divergence between the residuals in different cases in [9] , [10] , and [15] , which is given by
In addition, the sine function of the angle between r fi and r fj , denoted by sinα ij , was taken as the fault isolability evaluation index in [14] .
It is worth noting that the index (8) is in the similar form to the structured residuals r i,j in (4), and thus it may be difficult to evaluate the difficulty level of fault isolation approach in (5) . In addition, the second evaluation method in [14] did not take the unknown inputs into consideration. Motivated by the above observations, we intend to present an alternative fault diagnosability analysis approach, which is achieved by the comprehensive evaluation of both the direction and the distance difference information between different residuals. To this end, alternative fault diagnosability analysis indexes will be proposed by combining the distance similarity function with the direction similarity function to evaluate the difference information between different residuals in both distance and direction.
III. FAULT DIAGNOSABILITY ANALYSIS
In this section, based on the difference information between residuals in the fault-free case and in a certain faulty case, the fault detectability evaluation indexes are first proposed. Then, the improved fault isolation conditions are presented to provide auxiliary indexes for fault isolability analysis and the fault isolability evaluation indexes are designed by combining the distance similarity function with direction similarity function between residuals in different faulty cases.
A. FAULT DETECTABILITY ANALYSIS
Considering the faulty case f i = 0, it is obvious from the fault detection approach in [2] that the difficulty level of fault detection for the fault f i depends on the difference information between the residual r d in fault-free case and the residual r i in the faulty case. Thus the fault detectability analysis problem for the fault f i can be then reformulated as the quantitative evaluation problem of the difference information between the residuals r d and r i . It can be get that r i (k) = r fi + r d (k), and thus the above fault detectability analysis problem can be also achieved by evaluating the difference information between the residuals r d and r fi . Based on this, the fault detectability evaluation index is proposed as follows
With the residual r(k) in (2) adopted to detect the fault f i , the indexes r fi and √ J th in (9) can be applied to measure quantitatively the sensitivity to the fault f i and the robustness against the unknown inputs d, respectively. As a result, the index D i = 0 shows that the fault f i cannot be detected by the residual r(k). In addition, the fault detection for the fault f i will be achieved more easily with the increase of the index D i . Thus the fault detectability evaluation index D i can evaluate quantitatively the difficulty level of fault detection for the fault f i .
B. FAULT ISOLABILITY ANALYSIS
With respect to fault isolation, it is reasonable to assume r fi = 0 in the faulty case f i = 0 because the fault detection for the fault f i is the foundation on which the fault isolation between the fault f i and another fault can be achieved. Consider the fault isolation problem from the fault f j in the faulty case f i , and define
With the false alarm rate of fault isolation ζ , the fault isolation condition based on the fault isolation logic (5) can be converted into [18] r fi ≥ r fij c , r fij c =
where ρ ij is the upper limit of standard Gaussian distribution confidence interval with the confidence level 1 − ζ . To provide auxiliary indexes for fault isolability analysis, let n fi = f si / f si , r fi,1 = VN os F i n fi , and then the residual r fi can be rewritten as
Due to the assumption of r fi = 0 in the faulty case f i = 0, it is easy to get r fi,1 = 0 in the faulty case f i . Substituting (11) into (10), we can convert the fault isolation condition into
It is worth noting that the threshold f si,j c may be unequal to the index f sj,i c , and the index f si,j c can act as an auxiliary index to decide whether the fault isolation from the fault f j in the faulty case f i can be achieved with the false alarm rate of fault isolation less than ζ . If the fault isolation can be hardly achieved, it is meaningless to evaluate the fault isolability. With the index f sj,i c obtained, the fault isolability evaluation index remains to be designed. Generally, the fault isolation problem for the faults f i and f j can be considered as a binary decision problem, i.e., the faulty cases f i and f j . Based on the two fault isolation methods in [2] and [18] , it is obvious that the difficulty level of fault isolation depends on both the distance and direction difference information between the two residuals r i and r j in different faulty cases f i and f j . According to the above observations, we intend to design a fault isolability evaluation index for the faults f i and f j in the form of the product of distance difference evaluation index and direction difference evaluation index between the residuals r i and r j .
Compared with traditional distance difference evaluation approaches, K-L divergence between two multivariate random vectors is characterized by the integrated evaluation of both the difference of the means and the difference of the covariance matrices. To achieve the evaluation of the distance difference between the residuals r i and r j without direction difference into consideration, the following quantitative evaluation index is applied.
Because of the assumption r fi = 0 in the faulty case In addition, it is easy to get that the residuals r i and r j are random vectors, and thus the quantitative evaluation problem of the direction difference information between the residuals r i and r j can be reformulated to measure the direction difference information between the residuals r fi and r fj . The evaluation index can be then chosen as
where α ij is the angle between the residuals r fi and r fj .
We have D ij,2 = 0 if the faults f i and f j cannot be isolated from each other, i.e., the angle α ij is 0 or π. The index D ij,2 will raise as the direction difference between the residuals r i and r j increases. Based on the above-mentioned analysis, the index D ij,2 can evaluate the direction difference information between the residuals r i and r j .
To illustrate the rationality of the choice of the indexes D ij,1 and D ij,2 , let r max and r min be the residual vectors with larger and smaller Euclidean norm between the residuals r fi and r fj , respectively. We can get
In geometry, because α ij is the angle between the residuals r fi and r fj , i.e., the angle between the residuals r max and r min , r max · sin(α ij ) is the projection of r max in the null space of r min . As a result, the index D ij,1 · D ij,2 represents the energy difference information between the projection vector of r max in the null space of r min and the vector r min , and thus can measure quantitatively the energy difference information between the residuals r fi and r fj . Based on this, the index D ij,1 · D ij,2 can evaluate the difficulty level of fault isolation between the faults f i and f j from the point of energy.
Consider the design of the fault isolability evaluation index in the form of the sum between the distance and direction distance difference evaluation indexes, i.e., D ij,1 + D ij,2 . In the situation that the angle α ij is 0 or π , if there exists large distance difference information between the residuals r i and r j , a big evaluation index D ij,1 + D ij,2 will be get. However, the faults f i and f j cannot be isolated from each other. Thus this form of fault isolability evaluation indexes may not evaluate accurately the difficulty level of the fault isolation. As a result, we design the fault isolability evaluation index in form of
It is obvious that the fault information in the residual may be overwhelmed for systems subject to white noises with larger covariance matrix. In addition, the index D ij,1 focuses on the distance difference evaluation between the residuals r i and r j , rather than the difference information between the residuals in faulty case and in fault-free case. Thus it is necessary to introduce the fault detectability evaluation index to measure the sensitivity of residual to the faults f i , f j and the robustness to the unknown inputs d, and then the evaluation index is selected as
√ J th (14) According to the above analysis, the fault isolability evaluation index between the faults f i and f j can be proposed as follows
We can get the fault isolability evaluation index D i,j ≥ 0, where D i,j = 0 represents the faults f i and f j cannot be isolated from each other, and the larger index D i,j shows it is easier to achieve the fault isolation between the faults f i and f j . The index D i,j is designed by combining the distance with direction difference information between the residuals r i and r j to measure accurately the difficulty level of fault isolation between the faults f i and f j .
Consider the case when there exists linear dependence between transfer functions from the faults f si and f sj to the residual r, and the residuals r fi and r fj can be rewritten in the following form. It is easy to get the angle between r fi and r fj , i.e., α ij , is 0 or π . We further have
which shows that the two faults f i and f j cannot be isolated from each other. This result conforms to the qualitative evaluation approach of fault isolability in [1] .
Based on the above analysis, the proposed fault diagnosability analysis approach can be achieved based on the evaluation indexes D i , f si,j c and D i,j , which can provide an alternative scheme to measure the difficulty level of fault diagnosis.
IV. SIMULATION RESULTS
A simulation of a fixed-wing UAV flight control system at H 0 = 200 m, V 0 = 24 m/s is used to verify the effectiveness of the proposed method.
as the velocity, angular rate, position and Euler angle vectors, respectively. δ x , δ y , δ z and δ p are the aileron, elevator, rudder deflections and throttle setting, respectively. d 1 ∈ R 12 , d 2 ∈ R 7 and d 3 ∈ R 3 are the process noises, the measurement noises and the wind velocity vector, respectively. Define
where ω x , ω y , ω z are measured by the roll, yaw and pitch gyros, H is measured by the altimeter, γ , ϑ are measured by vertical and directional gyros, and V x is measured by the pitot tube.
Consider the four actuator faults and seven sensor faults, and then f = [f 1 f 2 · · · f 11 ] T . This simulation proceeds with a sample period T = 0.01s and the parameters of the UAV flight control system are set according to the values used in [22] - [25] , resulting in the system as follows:
where In the fault-free case, i.e., over the time windows 0s ≤ t < 20s and 30s < t ≤ 50s, a false alarm of fault detection occurs when the evaluation function J i (k) exceeds the threshold J th . And in the faulty case f i over the time window 20 s ≤ t ≤ 30s, a missed alarm happens if J i (k) is less than J th . It can be seen from FIGUREs 1-3 that the fault f 8 can hardly be detected, and the fault f 3 can be detected but the missed alarm rate is higher than the one in faulty case f 10 .
To improve the fault detectability of the fault f 8 , we add an altimeter as a sensor, and thus the matrix C is With respect to fault isolation, it can be get from TABLE 2 that f s3,1 c = 1.67 < f s3 = 2.29 < f s3,10 c = 4.65, which implies the fault isolation from f 1 in the faulty case f 3 can be achieved within the false alarm rate ε = 0.025, but the fault isolation from f 10 can be hardly accomplished. Choose the evaluation function as J ci (k) = |cos(α i (k))|, the fault isolation threshold J cth = 0.3, and then the fault isolation from the faults f 1 and f 10 in the faulty case f 3 is shown in FIGURE 5. The simulation reveals better fault isolability from the fault f 1 than fault f 10 in the faulty case f 3 , which demonstrates the effectiveness of the indexes f si,j c . In addition, based on the fault isolability analysis method used in [10] , it is easy to get D KL (r 3 : r 9 ) = 7.19 J th = χ which shows it is difficult to isolate the fault f 3 from f 9 . However, the index D 3,9 = 16.44 shows the fault isolation can be achieved. The simulation results of fault isolation based on the evaluation functions J 3,9 (k) = r T 3,9 (k)r 3,9 (k) and J c3 , J c9 are depicted in FIGUREs 6-7. In the faulty case f i = 0 over the time window 20 s ≤ t ≤ 30s, a false alarm of fault isolation occurs when the evaluation functions satisfy J ci (k) ≤ J cj (k). From the simulations, the fault isolation from f 9 in the faulty case f 3 based on structured residual r 3,9 can be hardly achieved, but the fault isolation based on J c3 , J c9 can be achieved with the false alarm rate of fault isolation less than ε = 0.025, which demonstrates the fault isolability index D i,j can provide an alternative reference for fault isolability analysis. According to the analysis above, the proposed fault diagnosability analysis approach can measure quantitatively the difficulty level of fault diagnosis and provide an alternative scheme to existing fault diagnosability analysis approach.
V. CONCLUSION
This paper proposes an alternative parity space-based fault diagnosability analysis scheme for systems subject to white noises. Instead of using the conventional distance or direction similarity functions as evaluation indexes, the fault diagnosability analysis problem is formulated as a group of quantitative evaluation problems of both the distance difference information and the direction difference information of residuals in different cases. Then the new quantitative evaluation indexes of fault diagnosability are proposed based on the integrated design of the distance similarity function and the direction similarity function, which is an appealing feature compared with the traditional fault diagnosability analysis scheme. The simulation results on a UAV flight control system verify that the proposed quantitative evaluation indexes of fault diagnosability can evaluate accurately the difference information of residuals in fault-free case or in different faulty cases and offer alternative references for system performance.
