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We investigate charge densities around the vortex cores of an s-wave and a chiral p-wave su-
perconductor (SC) in two dimension within quasiclassical theory. We consider contributions of
particle-hole asymmetry through gradient expansions in first order of a quasiclassical parameter
using augmented quasiclassical theory. The chiral p-wave SC has two inequivalent vortices: one is
charged and the other is uncharged on the basis of Bogoliubov–de Gennes (BdG) equation. We
explain this qualitatively distinct charges also by the augmented quasiclassical theory. In addition,
we find that much larger charge is induced for the charged vortex of the chiral p-wave SC compared
with the vortex of the s-wave SC in the clean system. We also confirm this enhancement through
quantitative comparison with results based on the BdG theory. We also study effects of Born-type
impurities using self energy formalism and find that the larger charge density is rather suppressed in
contrast to the s-wave’s one. Furthermore we study the local density of states as another equilibrium
property of particle-hole asymmetry.
I. INTRODUCTION
Properties of vortices in a rather clean superconduc-
tor (SC) are dominated by electronic bound states in the
vortex core, called Caroli–de Gennes–Matricon(CdGM)
mode1 or Andreev bound states2,3. For example, the
scattering of the bound states dominantly contributes
to the viscous flow of the vortex, while the particle-hole
asymmetry of the CdGM mode is one of the origins of
the Hall effect in the flux flow states3–6. The charging
effect of the vortex core is another consequence of the
particle–hole asymmetry of the CdGM mode. Recently
vortex core states have been attracting another great deal
of attraction since the vortex of topological SCs such as a
two-dimensional (2D) spinless chiral p-wave SC possesses
a stable zero energy state called the Majorana state7,8.
Majorana bound states obey the non-Abelian statistics
and enable a fault tolerant quantum computation9, which
will be done by exchanging the vortices adiabatically10.
Deeper understanding of vortex properties of topological
SCs is thus highly required from both fundamental and
applicational viewpoints.
The charging effects are mainly caused by particle-
hole asymmetry, particularly, in the following two as-
pects. One is the finite slope of the density of states
in the normal states at the Fermi level. It results in the
chemical potential difference between the normal and su-
perconducting states. The charging effects in this as-
pect were phenomenologically studied by Khomskii and
Freimuth11 and Blatter et al.12. Recently Ueki et al.
confirmed this mechanism in the quasiclassical theory
with quantum correction of order 1/(kFξ), a quasiclas-
sical parameter denoted by the combination of the Fermi
momentum kF and the coherence length of the supercon-
ductivity ξ.13 On the other hand, Hayashi et al. showed
that the charging effects occurred even when the nor-
mal state was particle-hole symmetric for example in
the case of electron gas in two dimensions14. They ar-
gued using the microscopic Bogoliubov–de Gennes (BdG)
equation as follows: the charging effects are due to
the difference between the amplitude of the particle-like
wave function |ul(r)|
2 and that of the hole-like wave
function |vl(r)|
2: the quasiparticle state with angular
momentum l in the presence of a single vortex is de-
scribed by the mixture of particle and hole wave func-
tions (ul(r)e
i(l+1/2)θ , vl(r)e
i(l−1/2)θ) with the cylindrical
coordinate (r, θ). After the work Ref. [14], the vortex-
core-charges for the chiral p-wave SCs were calculated by
Matsumoto and Heeb by taking the screening effects into
account15. The chiral p-wave SCs have chirality, which is
an angular momentum of the Cooper pair. Hence there
are two non-equivalent single vortices defined by the rel-
ative directions between the vorticity and the chirality
of the Cooper pair. Andreev bound states of these two
vortices exhibit remarkably different properties on im-
purity effects by Born-type scatters16–19, nuclear mag-
netic relaxation rates20, chiral optical absorptions21, and
charging effects15. In particular, the Anderson’s theorem
is locally recovered because the phase windings of the
quasiparticles owing to the vorticity and chirality around
the vortex core center cancel with each other17,22. As a
result, the core of the antiparallel is similar to that of an
s-wave SC. This cancelation leads to robustness against
the Born-type scatterers. It also leads to the particle-
hole symmetry of the low energy CdGM modes and thus
the charging effects at the origin are strongly suppressed.
A quasiclassical theory is powerful tool to describe elec-
tronic structures in the system with slowly varying po-
tentials such as type-II SCs with large kFξ, though a con-
ventional Eilenberger equation is automatically particle-
hole symmetric23,24. The particle-hole asymmetry inher-
ent to the microscopic electronic structure in the vor-
tex core, which is of order 1/(kFξ), can be described in
quasiclassical theory with a gradient expansion13,25,26.
The augmentation of the quasiclassical theory is basi-
cally done through the gradient expansion to take ac-
count of the quantum correction including particle-hole
asymmetry27–29, but it should be performed carefully for
2charged systems. In order to introduce the gauge invari-
ant distribution function, a phase factor was introduced
for the Green’s function in the normal state by Levanda
and Fleurov, otherwise a complicated Gauge transforma-
tion remains in the Wigner representation30–33. In the
superconducting state, Kopnin developed the convenient
kinetic theory using a similar phase factor to performing
the Wigner transformation34 and subsequently Kita has
improved the form of the phase transformation35.
In the augmented quasiclassical theory, the quantum
correction of order 1/(kFξ) is treated as a perturbation
and we retain the gradient expansion up to the first or-
der. Hence it is non-trivial whether the augmented the-
ory can describe behaviors unique to the non-zero quan-
tum corrections. In this paper, we apply the augmented
quasiclassical theory to the s-wave SC and the chiral p-
wave SC36,37, and study their charging effect. Although
they are accessible also by the BdG theory, the advan-
tage of the quasiclassical theory is that we can study
systems with large kFξ, and effects of randomness using
the self energy, and extend to the non-equilibrium phe-
nomena. We demonstrated in Ref. 26 that the striking
difference between two types of vortices in the chiral p-
wave SC, known by BdG theory15, was obtained also in
this framework. Here we study these strikingly differ-
ent vortices through the temperature dependence of the
vortex charges and the impurity effects on them within
the self-consistent Born approximation. We also compare
our results with calculations based on the BdG theory.
The local density of states with asymmetric spectra are
studied as another equilibrium property originating from
the quantum correction. We demonstrate through these
phenomena that effects of discrete spectrum do not ap-
pear, and the validity is limited up to the first order of
1/kFξ.
The paper is structured as follows: In Sect. 2, we sum-
marize the formulation to calculate the charging effects
in Matsubara frequency formalism. In Sect. 3, we show
the numerical results on vortex charges. In Sect. 4, we
briefly mention the real frequency formalism and show
the asymmetric spectra in LDOS. In the following part,
we use the unit kB = 1 in addition to ~ = 1 for conve-
nience.
II. FORMULATION
In this paper, we consider only equilibrium cases of 2D
SCs and charge densities in the Matsubara formalism.
The Cooper pairs are described by the pair of electrons
with spin ↑ and ↓ respectively. We first define the Mat-
subara Green’s functions with Nambu spinors ~Ψ(r, τ) =
t[ψ↑(r, τ), ψ
†
↓(r, τ)] and
~Ψ†(r, τ) = [ψ†↑(r, τ), ψ↓(r, τ)] as
ĜM(r1, r2; iωn) =
[
GM(r1, r2; iωn) F
M(r1, r2; iωn)
−F¯M(r1, r2; iωn) G¯
M(r1, r2; iωn)
]
=
∫ β
0
dτeiωnτ τ̂3
〈
~Ψ(r1, τ)~Ψ
†(r2, 0)
〉
.
(1)
Here ωn is the fermion Matsubara frequency at temper-
ature T , and β is the inverse temperature defined by
β = 1/T . We use the symbol ·̂ to describe a 2 by 2 ma-
trix, and τ̂3 is the third component of the 2 by 2 Pauli
matrices. We consider the equilibrium case, and Green’s
function is no longer dependent upon the center-of-mass
imaginary-time, while it depends on the center-of-mass
coordinate R = (r1 + r2)/2 for inhomogeneous systems.
The phase transformation of the Green’s function in real
space is convenient to take account of the gauge invari-
ance in the mixed representation.
First of all we formulate the augmented quasiclassi-
cal theory following the earlier works in the Matsubara
formalism25,26,38. The Green’s function in the mixed rep-
resentation is introduced as the Fourier transform with
respect to the relative coordinate r = r1 − r2 of the
phase transformed Green’s function Ĝ
M
(r1, r2; iωn) =
eiI(R,r1)τ̂3ĜM(r1, r2; iωn)e
−iI(R,r2)τ̂3 :
ĜM(k,R; iωn) =
∫
dre−ik·rĜ
M
(r1, r2; iωn), (2)
where I(R, r1) =
e
c
∫R
r1
ds ·A(s) is defined as a contour
integral of the vector potential A along the line between
r1 andR, electron charge e = −|e|, and the speed of light
c. We consider the gauges where the vector potential is
independent of the imaginary time, namely, the electric
field is described by the scalar potential.
The quasiclassical Green’s function is defined by the
energy integral of ĜM(kF,R; iωn), where the energy ξk
stands for the single particle excitation energy in the nor-
mal state and is measured from the Fermi level ξF ≡
ξkF = 0.
ĝM(kF,R; iωn) =
∮
Cqc
dξk
iπ
ĜM(k,R; iωn) (3)
with ĝM =
[
gM fM
−f¯M g¯M
]
, (4)
where Cqc stands for the mean of two-contour contribu-
tions: one is the counterclockwise contour in the half
upper ξk-plane, and the other is the clockwise contour in
the half lower ξk-plane. The transport equation for the
quasiclassical Green’s function can be obtained through
the following steps. (i) Expand the left- and right-sided
Gor’kov equations up to the second order in the gra-
dient expansion. (ii) Subtract the right equation from
the left equation, which is the transport equation for the
Gor’kov Green’s function. (iii) Integrate the obtained
3equation along the above contour while approximating
the momentum dependence of the self energy and the
pair potential at the Fermi momentum kF. We finally
obtain the augmented Eilenberger equation
[iωnτ̂3 + σ̂
M, ĝM]⋆ + ivF · ∂Rĝ
M
+
e
2
(vF ×B) ·
(
i
∂
∂kF
){
τ̂3, ĝ
M
}
= 0, (5)
where vF := kF/m is the Fermi velocity. The third term
including magnetic field B = rotA = Beˆz is called a Hall
term, in which {τ̂3, ĝ
M} is the anticommutation of τ̂3 and
ĝM. Note that eˆµ stands for the unit vector along the
µ-direction, and we take the z-direction perpendicular
to the 2D system. In the cylindrical coordinate (R, θ),
eˆR = R/R and eˆθ = eˆz × eˆR. The self energy matrix in
the commutation relation consists of the pair potential
∆ and the impurity self energy σ̂Mimp:
σ̂M(kF,R; iωn) =
[
σMd σ
M
od
σ¯Mod σ¯
M
d
]
(kF,R; iωn)
=
[
0 ∆(kF,R)
−∆∗(kF,R) 0
]
+ σ̂Mimp(kF,R; iωn). (6)
The details of ∆ and σ̂Mimp are discussed later. The sym-
bol used in the first term is defined as
[A,B]⋆ ≡ A ⋆ B −B ⋆ A, (7)
and
A ⋆ B ≡ lim
R′→R
lim
k′
F
→kF
exp
[
i
2
(
∂
∂k′F
· ∂R −
∂
∂kF
· ∂R′
)]
A(kF,R; iωn)B(k
′
F,R
′; iωn). (8)
This expression itself includes the higher contribution in
the gradient expansion, but we retain only the terms up
to the first order. The spatial derivative is defined as
∂R =

∇ on g, g¯, σd, σ¯d
∇−
2ie
c
A(R) on f, σod
∇+
2ie
c
A(R) on f¯, σ¯od.
(9)
The impurity self energy is treated within the self con-
sistent Born approximation (SCBA), which is given by
σ̂Mimp(kF,R; iωn) = iΓn 〈ĝ
M(k′F,R; iωn)〉F′ (10)
with the scattering rate in the normal state Γn. The
angle bracket on the right-hand side stands for the
average on the Fermi surface defined as 〈o(kF)〉F =
(2π)−1
∫ 2π
0 dαo(kF). We define α as the angle between
kF and eˆx. The pair potential is complemented by the
gap equation
∆(kF,R) = gνn(ξF)iπT
∑
n
〈
V Lz
kF,k′F
fM(k′F,R; iωn)
〉
F′
.
(11)
The type of pairing interactions is characterized by
V Lz
kF,k′F
; The superscript specifies the type of pair poten-
tials with a single vortex and corresponds to the total
angular momentum of the Cooper pair consisting of chi-
rality and vorticity. We fix the vorticity +1, i.e., along
the z-axis, and label the s-wave pair potential as Lz = 1,
and chiral p-wave pair potential with plus and minus chi-
rality as Lz = 2 and 0, respectively. The explicit forms of
pairing interactions are given by V Lz
kF,k′F
= 1 for Lz = 1,
and V Lz
kF,k′F
= 2 cos(α − α′) for Lz = 2 or 0. Here g and
νn(ξF) are the coupling constant and the density of states
in the normal state at the Fermi level, which are related
to transition temperature Tc as
1
gνn(ξF)
= ln
T
Tc
+ 2π
∑
0≤n≤Nc
1
2n+ 1
(12)
with cut-off Nc. The integer Nc is defined as the largest
integer n satisfying ωn ≤ ωc and we set ωc to 40Tc in this
paper. For a chiral p-wave SC, there are induced com-
ponents in addition to the dominant component and the
pair potential with an axisymmetric vortex is described
by
∆(kF,R) = ∆+(R)e
i(α−θ)+iLzθ +∆−(R)e
−i(α−θ)+iLzθ.
(13)
Here ∆+(R→∞) 6= 0 and ∆−(R→∞) = 0 for Lz = 2,
while ∆+(R→∞) = 0 and ∆−(R→∞) 6= 0 for Lz = 0.
We call the component which is zero for R → ∞ the
induced component.
We write down the augmented Eilenberger equation
order by order in quasiclassical parameter 1/(kFξ0), the
small parameter of the gradient expansion. We introduce
a coherence length ξ0 ≡ vF/∆0, where vF = |vF| and ∆0
is the energy gap in the bulk at T = 0. The self-energy
form (10) and gap equation (11) hold the same form order
by order. We expand a quantity O as O0 + O1 + · · · ,
and O can be any of ĝ, σ̂,39 and ∆. The augmented
Eilenberger equation of the zeroth order is reduced to
the conventional Eilenberger equation:
2iωnf
M
0 + ivF · ∂Rf
M
0 + 2(σ
M
d,0f
M
0 − σ
M
od,0g
M
0 ) = 0. (14)
4We solve this equation using Riccati transformation
and the normalization condition is given by gM0 =
sgn(ωn)
[
1− fM0 f¯
M
0
]1/2
.40–42 The first order equation
consists of two closed parts: One is an equation for
gM1 + g¯
M
1 , and the other is a coupled equation for g
M
1 − g¯
M
1 ,
fM1 , and f¯
M
1 . The charging effect, as we see next, is de-
scribed by gM1 + g¯
M
1 , which obeys
1
2
ivF
∂(gM1 + g¯
M
1 )
∂s
=i
evFB
kF
∂gM0
∂α
+
ieˆb
2kF
·
[
2
(
∂Rg
M
0
∂σMd,0
∂α
− ∂Rσ
M
d,0
∂gM0
∂α
)
+ ∂Rσ
M
od,0
∂f¯M0
∂α
− ∂Rσ¯
M
od,0
∂fM0
∂α
−
∂σMod,0
∂α
∂Rf¯
M
0 +
∂σ¯Mod,0
∂α
∂Rf
M
0
]
. (15)
Here eˆb := eˆz × eˆs with eˆs := vF/vF, and s is the coordi-
nate along eˆs. In the following, we neglect the Hall term,
which is valid when the system is in the type-II limit.
We see that there is a solution satisfying the boundary
condition that g1(R → ∞) = g¯1(R → ∞) = 0, i.e., the
integration of Eq. (15) over s from −∞ to∞ is zero. We
obtain (g1+ g¯1)/2 by integrating Eq. (15) from a point at
infinity along the trajectory specified by α and an impact
parameter b, the coordinate along eˆb.
Next we see the form of charge density ρ(R) in 2D
given by28,43
ρ(R) := e(n(R)− nn)
= −eνn(ξF)iπT
∑
n
Tr
[〈
ĝM
〉
F
−
〈
ĝMn
〉
F
]
− 2νn(ξF)e
2Φ(R). (16)
Here gMn and nn describe, respectively, the quasiclas-
sical Green’s function and particle density in normal-
state without electromagnetic fields, and the Matsub-
ara sum of gMn vanishes. The scalar potential Φ in the
last term, whose gradient leads to the electric field, is
a high-energy contribution. In other words, the ori-
gin of the scalar potential is in the limiting procedure
that chemical potential µ is taken to infinity, which is
accordingly equivalent to the exchange of the order of
the energy integral and the Matsubara frequency sum,
as seen explicitly in the following: In the mixed rep-
resentation with the gradient expansion, the Gor’kov
Green’s function in the normal state but in the pres-
ence of the scalar potential is given by GMn,Φ(k,R;ωn) =
(ξk+eΦ(R)−iωn)
−1. The momentum integration can be
reduced to
∫
dk/(2π)2o(k) =
∫∞
−µ→−∞ dξνn(ξ) 〈o(k)〉ξ
with 〈o(k)〉ξ = (νn(ξ))
−1
∫
dk/(2π)2o(k)δ(ξ − ξk). Note
the lower limit of the integral. In this case the momen-
tum average is trivial, and we approximate the density
of state as the value at the Fermi level. We can calculate
the following quantity:
[∫ ∞
−∞
dξk
iπ
(iπT )
∑
n
−(iπT )
∑
n
∫ ∞
−∞
dξk
iπ
] (
GMn,Φ(k,R; iωn)−G
M
n (k,R; iωn)
)
≃
∫ ∞
−∞
dξk
2
[
tanh
(
ξk + eΦ(R)
2T
)
− tanh
(
ξk
2T
)]
≃ eΦ(R). (17)
Equation (16) includes the scalar potential which
should be determined through the complementary Pois-
son equation given by ∇2Φ(R) = − 4πρ(R)d .
44 The com-
bination of this and Eq. (16) gives us the inhomogeneous
differential equation for Φ as follows:[
∇2 − λ−2TF
]
Φ(R) = −
4π
d
ρ0(R), (18)
ρ0(R) ≡
dT
4λ2TFe
∑
ωn>0
〈
Im
[
TrĝM1 (kF,R; iωn)
]〉
F
, (19)
where λTF ≡ (d/(8πνn(ξF)e
2))1/2 is the Thomas–Fermi
length. Note that ρ0 is linear order in 1/(kFξ0).
III. NUMERICAL RESULTS
In this section we show the numerical results of charge
densities in vortex cores. We normalize the 2D charge
density by 2|e|νn(ξF)Tc, and introduce the notation for
the normalized charge density as ρ¯ = ρ/(2|e|νn(ξF)Tc).
5s-wave (Lz = 1) p-wave (Lz=2) p-wave (Lz=0)
FIG. 1. Charge density profiles for (a) the s-wave SC and the chiral p-wave SCs with (b) the parallel vortex and (c) the
antiparallel vortex. The inset of each panel shows the radial profile of the pair potential.
In the first subsection, we show the typical properties of
vortex charge-densities and that there are charged and
uncharged vortices.
A. charged and uncharged vortices
First of all, we investigate typical behaviors of charging
effects. Figures 1(a), (b), and (c), respectively, show that
the profiles of charge densities of vortices for s-wave SC
(Lz = 1) and chiral p-wave SCs (Lz = 2 and 0 ). Temper-
ature is set to 0.1Tc and impurity is absent. The s-wave
SC and the chiral p-wave SC of Lz = 2 have charged
vortices, while that of Lz = 0 has an uncharged vortex.
The spatial derivative has two contributions: eˆb ·
eˆR∂/∂R and eˆb · eˆθR
−1∂/∂θ. We call the former radial
part and the latter angular part. We can show through
an explicit calculation that the angular part is propor-
tional to the total angular momentum Lz. Thereby the
angular part vanishes when Lz = 0. This is equivalent to
the cancelation of phases from chirality and vorticity.
The radial part includes the impact parameter b in
its numerator, which stands for the angular momentum
of the quasiparticle, and the contribution from the core
center becomes small. The contribution from the angular
part for non-zero Lz is dominant over that from the radial
part since the radial part vanishes when the quasiclassical
trajectory passes through the origin b = 0; Note that
the charge density at the origin of Lz = 0 is due to the
screening effect. Thus the vortex is charged for nonzero
Lz and (almost) uncharged for Lz = 0.
In addition, we discuss the magnitude of the charge
densities for the two charged vortices. We see from Fig. 1
that the charge density of the vortex with Lz = 2 is one
order of magnitude, rather than twice, greater than that
with Lz = 1. If we neglect the induced component of
the pair potential for Lz = 2, we see that the charge
of the vortex with Lz = 2 is almost twice as much as
that with Lz = 1 in Ref. 26. The induced component
drastically changes the quasiclassical Green’s function,
which enhances the charge density. This holds also for
T = 0.2Tc.
To confirm this validity, we study the enhancement
caused by the induced component of the pair potential
also using microscopic BdG equation for T = 0.2Tc in the
left part of this subsection. We first review the scheme
of BdG equation15,45. We use the following approxima-
tions since the direct numerical calculation has consid-
erable computational cost: (A) We apply the profiles of
pair potential obtained within the quasiclassical theory
to those in the BdG equation and do not perform the
self-consistent calculation using the gap equation. (B)
We neglect the magnetic field B = 0, which is the same
situation as in the present quasiclassical theory. (C) We
consider the linear response for the charge density within
the local (Thomas–Fermi) approximation. Using the lo-
cal approximation we write down the charge density as
e(n(R)) = 2e
∑
ν
|u0ν(R)|
2f(E0ν) +
∫
dR′χ(R,R′)Φ(R′)
∼ en0(R) −
d
4π
λ−2TFΦ(R), (20)
where χ(R,R′) is the density-density correlation
function45. We use the eigenfunctions u0ν(R) and the
eigenenergies E0ν of the BdG equation in the absence of
the scalar potential given by
ĤBdG(R)
(
u0ν(R)
v0ν(R)
)
= E0ν
(
u0ν(R)
v0ν(R)
)
(21)
with
∫
dR[u0∗ν′ (R)u
0
ν(R) + v
0∗
ν′ (R)v
0
ν (R)] = δν′ν ,
ĤBdG(R) =
(
H0(R) D(R)
−[D(R)]∗ −[H0(R)]
∗
)
, (22)
h0(R) =
−∇2 − k2F
2m
, (23)
D(R) =
∑
s=±
1
ikF
[
1
2
∂∆s(R)
∂Rs
+∆s(R)
∂
∂Rs
]
, (24)
∆±(R) = ∆±(R)e
(2∓1)iθ, (25)
∂
∂R±
= (eˆx ± ieˆy) ·
∂
∂R
. (26)
Here the spatial profiles ∆±(R) are obtained in the qua-
siclassical scheme. When we neglect the induced com-
ponent of the pair potential, we consider only the con-
tribution s = + in Eq. (24). Note that ∆+(R) exhibits
6difference between profiles in the cases with and without
the induced component ∆−(R), as shown in Fig. 2(a).
The BdG Hamiltonian is block-diagonalized with respect
to the angular momentum of quasiparticles l. We use
the Fourier–Bessel expansion to obtain the eigenener-
gies and eigenstates from the differential equations along
the radial direction. An eigenfunction takes the form
(u0ν(R), v
0
ν (R)) = (u
0
l,n(R)e
i(l+1)θ, v0l,n(R)e
i(l−1)θ) and ν
is specified by l and radial index n. Concerning the first
term of Eq. (20), the summation index runs over eigen-
states with positive and negative eigenenergies. We intro-
duce an energy cut-off Ec which restricts the summation
range as |Eν | < Ec. In Eq. (20), we have approximated
χ(R,R′) ∼ − d4πλ
−2
TFδ(R − R
′) to obtain the last form.
The scalar potential in Eq. (20) is determined using the
complementary Poisson equation as in the quasiclassical
theory:
(∇2 − λ−2TF)Φ(R) = −
4π
d
e(n0(R) − n∞)
≡ −
4π
d
ρ0(R) (27)
with n∞ ≡ lim
R→∞
n0(R). (28)
These quantities are independent of the direction and we
omit θ from their arguments in the following. The Pois-
son equation requires two boundary conditions. They are
usually given by Dirichlet-type conditions at two bound-
aries, and thus it is desirable to have the source term for
sufficiently large range of the radial coordinate. However
there is enormous numerical cost to calculate the charge
density n0(R) since contributions from eigenstates with
high angular momentum becomes larger in the further
region from the vortex core. Thus we introduce an ad-
ditional approximation44, in which we solve the Poisson
equation and obtain the charged density as
Φ(R) ∼ −
4πλ2TF
d
ρ0(R), (29)
ρ(R) = −
d
4π
∇2Φ(R) ∼ λ2TF∇
2ρ0(R). (30)
The approximation is justified when λTF is sufficiently
small compared with the characteristic length scale of the
charge density, and it is the slope of the dominant compo-
nent of the pair potential ξ1 ≡ limR→0∆+(R)/R. Partic-
ularly we focus on the charge density at the origin, which
allows us to evaluate it as ρ(R = 0) ∼ 2λ2TF∂
2ρ0(R =
0)/∂R2. In the BdG scheme, we calculate the charge
density only in this way, i.e., it is in the limit λTF → 0.
On the other hand, we consider both ρ(R) itself and
λ2TF∇
2ρ0(R) in the quasiclassical theory to study the ef-
fects of finite λTF.
In Fig. 2(b), we show as a function of the quasiclas-
sical parameter 1/(kFξ0) the ratios of the charge den-
sity at the origin with the induced component ∆− to
that without the absence of ∆−, which is described as
∆ρ ≡ ρw/(R = 0)/ρw/o(R = 0). We distinguish the way
of calculation of ∆ρ by using subscript and superscript
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FIG. 2. (a) The profiles of pair potentials. The red line is
∆+ in the absence of ∆−, while the blue solid line is ∆+ in
the presence of ∆−, which is shown by the blue dashed line.
(b) [1/(kFξ0)]-dependence of the charge-density-ratios defined
in the text. R-dependence is seen from ∆ρqc0 , and ∆ρ
qc for
λTF/ξ0 = 0.01. The sequence of the blue symbols represents
that their limiting value is ∆ρqc0 displayed by the red square.
of ∆ρ. The subscript takes blank or 0 corresponding to
whether we use ρ or λ2TF∇
2ρ0(R), while the superscript
takes qc or BdG corresponding to the framework. There
are several remarks: (1) We do not calculate ∆ρBdG in
this paper as mentioned above. (2) ∆ρqc and ∆ρqc0 are
independent of kFξ0 when B = 0, because we calcu-
late the charge density up to the first order in 1/(kFξ0)
within the quasiclassical theory, and thus we display it at
1/(kFξ0) = 0. (3) ∆ρ
qc/BdG
0 is independent of λTF and
we corroborate limλTF→0 ∆ρ
qc = ∆ρqc0 in Fig. 2(b). We
then find limkFξ0→∞∆ρ
BdG
0 = ∆ρ
qc
0 in Fig. 2(b) and con-
firm our finding about the enhancement of charge density
for Lz = 2 compared with that for Lz = 1. We will com-
ment on the validity of the quasiclassical approach in the
next subsection. The kFξ0-dependence of ∆ρ
BdG
0 stems
from higher order contributions in 1/(kFξ0) to the charge
densities, and it cannot be described by the augmented
quasiclassical theory.
B. temperature dependence
Next we discuss the temperature dependence of charge
densities. In the s-wave case, the temperature depen-
dence of the charge density at the origin is studied in
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FIG. 3. (a) Temperature dependence of the charge density
at the origin. (b) Temperature dependence of the energy gap
in the bulk and the coherence length as the slope of the pair
potential at the origin, ξ1.
Ref. 25. In a similar way, we study the dependence of
chiral p-wave cases. Figure 3(a) shows the temperature
dependence of the charge density at the origin. The de-
crease in low temperature is quite drastic for Lz = 1
and 2, which suggests that the low energy bound states
are essential, as studied in the earlier work using the
BdG equation15. Such kind of contribution is absent for
Lz = 0 and thus the difference between charged and un-
charged vortices is present for lower temperature. The
reductions for the higher temperature are similar for all
the cases and we speculate that the charge densities for
high temperatures are due to the spatial modulation of
extended states and the screening effects via the Poisson
equation.
Note that temperature dependence in low-temperature
side is different from that obtained by the BdG equa-
tion in the case of the s-wave SC14. In Ref. 14, the
charge density increases with decreasing temperature and
suddenly saturates at the temperature around the mini-
gap, which is the level spacing of the bound states lo-
calized in the vortex core. This saturation cannot be
obtained by the quasiclassical theory up to the first or-
der in 1/(kFξ0). Our results of ρ/(2eνn(ξF)Tc) linearly
depend on 1/(kFξ0) for the whole region of the temper-
ature. On the other hand, the charge density by the
BdG equation has two regimes: 1/(kFξ0)-dependence of
ρ0(R = 0)/n∞, where n∞ ≃ nn, is linear at low temper-
atures and quadratic at high temperatures. By noting
that 2eνn(ξF)Tc/nn = O(1/(kFξ0)), we see that our re-
sults on temperature dependence is consistent with the
charge density obtained using the BdG equation at high
temperature compared with the minigap. Even though
the scalar potential and the charge density are not self-
consistently determined, this physical picture will not be
changed.
The Kramer-Pesch effect is important because the
charge density strongly depends on the slope of the pair
potential around the vortex core. In the pure system,
the vortex core radius ξ1 goes to zero linearly as the
temperature does in the quasiclassical theory, while the
radius suddenly saturates in the low temperature region
in the framework of the BdG equation46–48 (We should
remark that the gap profiles are calculated using the con-
ventional quasiclassical theory in this paper). The sat-
urated value of ξ1 is about 1/kF, reflecting the minigap
structure. Thus at low temperatures compared with the
minigap, the Kramer–Pesch effect is inconsistent between
the quasiclassical theory and the BdG theory in the pure
system. We discuss the Kramer–Pesch effects later in the
presence of impurities.
The inconsistency in the Kramer–Pesch shrinking
can be related to the inconsistency in the (1/(kFξ0))-
dependence of the charge density at low temperatures.
The energy gap in the bulk region is almost saturated
in the low temperature region and its value hardly de-
pends on the 1/(kFξ0), while kFξ0-dependence appears
in the core region. The core radius which we roughly
estimate as ξ1/ξ0 ∼ 1/(kFξ0) contributes to the gradient
term, and an effective quasiclassical parameter is of order
O(1). The charge density ρ/(2eνn(ξF)Tc) is independent
of 1/(kFξ0) when the Kramer–Pesch shrinking is satu-
rated as ξ1 ∼ 1/kF, namely ρ/nn ∼ O(1/(kFξ0)). Since
the saturation of the Kramer–Pesch shrinking is not in-
corporated in our perturbative approach, the augmented
quasiclassical theory cannot describe the saturation of
the charge density at low temperatures.
We briefly comment on the validity of calculation in the
end of the previous subsection. The temperature is 0.1Tc,
while the 1/(kFξ0) is used down to 0.005 in the BdG equa-
tion. For such 1/(kFξ0), we can estimate ξ1/ξ0 ∼ T/Tc
and the practical parameter 1/(kFξ1) ∼ 0.05. Therefore
our calculation using the BdG equation gives values close
to the value obtained by the quasiclassical theory.
C. impurity effects
In this subsection, we study the impurity effects using
the quasiclassical theory. The large charge density results
from the large energy gap in the bulk and the sharp slopes
of the pair potential around the core. The scattering of
the bound states in the core leads to a gentle slope, while
the scattering in the bulk destroys the phase coherence
and reduces the energy gap, which correspondingly leads
to the longer healing length of the pair potential. In the
case of Lz = 2 has both effects and its vortex charge
is drastically reduced. For Lz = 0, scattering effects on
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FIG. 4. (a) Γn dependence of the charge density at the origin, and corresponding changes of the initial slopes of the pair
potential at the origin T = 0.2Tc. (b) Γn dependence of the charge density and the initial slopes for the pair potential of the
s-wave SC at the origin for T = 0.8Tc. (c) Temperature dependence of the charge density and the slope at the origin for s-wave
SCs with and without impurities.
bulk quasiparticles appear for relatively large Γn/∆0.
In the case of Lz = 1, the charge density is reduced
because of the suppression of the Kramer–Pesch effect
by the scattering of the core states for weak Γn, which
is up to Γn . ∆0. The energy gap in the bulk is robust
against the impurity and the decrease of the charge den-
sity is different from Lz = 2. For strong Γn, the mean
free path becomes shorter than the coherence length and
the practical coherence length analogous to the Pippard
coherence length becomes shorter as well49,50. This re-
sults in the sharp slope of the pair potential at the core,
and leads to the enhancement of the vortex charge.
The recovery of the charge density can be seen also
at T = 0.8Tc in Fig. 4(b). In this case the initial slope
monotonically increases as an impurity concentration of
Born-type scatters and correspondingly the charge den-
sity increases, although these enhancement are less than
one order of magnitude.
In Fig. 4(c), we show how impurities affect the tem-
perature dependence of the charge density. Here we set
1/(kFξ0) = 0.1 and λTF/ξ0 = 0.01. For high temper-
ature T & 0.5Tc, impurity does not affect very much.
This is because the charge density and the coherence
length are dominated by the bulk quasiparticles, and
they are robust because of Anderson’s theorem. On
the other hand, enhancement of the charge density and
the initial slope are suppressed by impurity scattering at
low temperatures as a result of the suppression of the
Kramer–Pesch shrinking49. In the low temperature, the
initial slope is dominated by the Andreev bound states,
which are affected by the Born-type scatterers. When
Γn > ∆/(kFξ0), the Kramer–Pesch shrinking are not de-
termined by the discreteness of the spectra but by impu-
rity scattering, and thus the quasiclassical approximation
can be valid. This is also essential to discuss the local
density of states in the next section.
D. Local density of states
We finally investigate the local density of states.
The retarded Green’s function suffices for this pur-
pose but it is fully phase transformed as Ĝ
R
(~x1, ~x2) ≡
eiI(
~X,~x1)τ̂3ĜR(~x1, ~x2)e
−iI( ~X,~x2)τ̂3 for gauge invariant den-
sity of states. Its Wigner representation is given by
ĜR(k,R;ω, T ) =
∫
d~xeiωt−ik·rĜ
R
(~x1, ~x2), (31)
where ~x = (r, ct) = ~x1 − ~x2 and ~X = (R, cT ) =
(~x1 + ~x2)/2. The phase factor is defined by I( ~X, ~x1) =
e
c
∫ ~X
~x1
d~s· ~A(~s) with ~A(~s) = (−A(~s),Φ(~s)). The quasiclas-
sical Green’s function is defined by the ξk-integration of
ĜR(k,R;ω, T ):
ĝR(kF,R;ω, T ) =
∮
Cqc
dξk
iπ
ĜR(kF,R;ω, T ). (32)
The augmented Eilenberger equation is derived as fol-
lows:[
ωτ̂3 + σ̂
R, ĝR
]
⋆
+ ivF · ∂Rĝ
R +
e
2
[
(vF ·E)
(
−i
∂
∂ω
)
+ (vF ×B)
(
i
∂
∂kF
)]{
τ̂3, ĝ
R
}
= 0, (33)
The Moyal product in the first term does not have to be
changed since we consider the equilibrium case and the
time derivative does not affect. Note that the third term
appears for the phase factor in Eq. (31), which is absent
in the Matsubara formalism. We use the perturbative
way to solve Eq. (33),30,35 where we obtain gR1 using the
assumption that gR1 = g¯
R
1 . The difference between them
does not contribute to the asymmetry of the local density
of states if it is finite. The electronic local density of
states are defined by
νe(R, ω) = νn(ξF) 〈(g
R − gA)(kF,R;ω)〉F
= 2νn(ξF)Re 〈(g
R)(kF,R;ω)〉F (34)
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FIG. 5. Local density of states of an s-wave SC with a sin-
gle vortex at R = 0. Here g1 is assumed to be g¯1, and the
parameters are shown in the main text.
By defining the hole local density of states as νh(R, ω) =
−νn(ξF) 〈(g¯
R − g¯A)(kF,R;ω)〉F, we obtain the charge
density as
ρ(R) =
∫
dω
2
[
νe(R, ω) tanh
ω + eΦ(R)
2T
−νh(R, ω) tanh
ω − eΦ(R)
2T
]
(35)
=
∫
dωνe(R, ω) tanh
ω + eΦ(R)
2T
, (36)
where we use νe(R, ω) = νh(R,−ω) in the last line.
We show asymmetric local density of states νe(R, ω).
This asymmetry causes the charged vortices, and the re-
maining origin of the charging effects is the frequency
shift by eΦ in Eq. (36). We use the following param-
eters: T = 0.4Tc, Γn = 0.05∆0, 1/(kFξ0) = 0.01, and
λTF/ξ0 = 0.01. We also use the smearing factor to make
Green’s functions retarded, i.e., ω → ω + iη, which is
0.001Tc for Lz = 1 and 2, and 0.05Tc for Lz = 0. This
large smearing factor is necessary for finite spectral width
of Lz = 0 because its low energy Andreev bound states
hardly broaden against Born-type impurities16–19. Fig-
ure 5 shows that the energy spectrum at the origin for
Lz = 1 as an example, and it is clear that the spec-
tral shift should be smaller than the spectral width of
the zeroth order quasiclassical Green’s function when we
use the perturbative ways for the Green’s functions. For
vanishingly small spectral width, the zeroth order spec-
trum is given by the delta function and the first order
one is proportional to the derivative of the delta func-
tion. Hence the perturbative approach does not work
and even leads to negative LDOS.
For those parameters, we show the local densities of
states for an s-wave SC and chiral p-wave SCs with a
parallel and am antiparallel vortex in Figs. 6(a)-(c), re-
spectively. Spectral asymmetry with respect to ω appears
explicitly for Lz = 1 and 2. Slightly larger spectral shift
for Lz = 2 than for Lz = 1 is obtained by the follow-
ing reasons: (i) the larger total angular momentum. (ii)
larger Kramer–Pesch effects because of the presence of
the induced component and smaller scattering rate than
that for Lz = 1 although the scattering rate in the bulk is
larger. As we mentioned, the perturbative approach for
spectral functions can be guaranteed whether the spec-
trum has sufficiently large width compared with the spec-
tral shift due to the quantum corrections. Therefore the
validity of perturbative approach in a clean system at low
temperature for Lz = 2 is somewhat restricted compared
with Lz = 1. Although we have introduced the quasiclas-
sical parameter 1/(kFξ0) as a perturbation parameter, it
is modified owing to the Kramer–Pesch effects: The core
shrinking of the pair potentials causes the larger gradi-
ent expansion terms since 1/ξ1 > 1/ξ0. The quantum
corrections are larger in lower energy regions and thus
the robustness of weakly bound states for Lz = 1 with
energy near the superconducting gap does not matter.
On the other hand, the perturbative conditions become
more severe in chiral p-wave superconducting vortices.
For Lz = 0, the impurity scattering rates are extremely
suppressed in the vortex core. In this case, quantitative
discussions are difficult because a relatively large smear-
ing factor is introduced, but we have a qualitative feature
of no spectral shift at the origin.
We should remark on the relation between the real fre-
quency formalism and the Matsubara frequency formal-
ism regarding the validity of the perturbative approach.
When we focus on the quasiclassical Green’s function de-
scribing the Andreev bound states, low Matsubara fre-
quencies at low temperatures stands for the small width
in the real frequency formalism. Thus the limitation in
the Matsubara formalism in low temperature is related to
the validity of the perturbative method in real frequency
formalism, in which the validity is determined by whether
the spectral width is sufficiently large at the vortex core.
IV. SUMMARY
We have investigated the charging effects of single vor-
tices for an s-wave SC and a chiral p-wave SC, and ob-
tained the following results: (I) We have reproduced the
distinct two vortices for the chiral p-wave SC, which was
first found using the BdG equation. We have calculated
their temperature dependence and found that the dis-
tinction is noticeable at low temperatures. In addition,
we have clarified that the charging effect for Lz = 2 is
much larger than that for Lz = 1 for the clean systems.
The validity is confirmed by comparing it with numeri-
cal results based on the BdG theory. (II) We have also
studied the impurity effects on the charge densities. The
larger charge for Lz = 2 is strongly suppressed because
the energy gap in the bulk is reduced and correspond-
ingly the coherence length becomes longer. This is in
contrast to Lz = 1 because of the Anderson’s theorem:
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FIG. 6. Local density of states around the single vortex with (a) Lz = 1, (b) Lz = 2, and (c) Lz = 0. Impurity strength
Γn/(pi∆0) = 0.05 for Lz = 1 and Lz = 2, while we utilize a larger smearing factor η/Tc = 0.05 for Lz = 0.
The small Γn scatters the core states for Lz = 1 and
reduces the charge density as well as for Lz = 2. The co-
herence length of the quasiparticles for Lz = 1 becomes
shorter for large Γn in contrast to that for Lz = 2, which
determines the spatial scale in the core region and re-
sults in recovery of the charge density. (III) The local
densities of states have been calculated using the elec-
tric field obtained in the Matsubara formalism. We have
found that the perturbative approach is valid when the
spectral shift is smaller than the spectral width. After
all, our perturbative approach using the augmented qua-
siclassical theory effectively describes effects of quantum
corrections with caution about the validity of the pertur-
bation. Particularly the broadening of the bound-state-
spectra caused by such as impurities is necessary, which
stands for the difficulty for Lz = 0.
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Appendix A: Force balance in asymptotic region
The validity of our calculation can be seen from a force
balance relation. For simplicity we consider the force bal-
ance in the asymptotic region from the vortex core where
the London equation holds. We develop the balance re-
lation from the London equation and the Euler equation
by regarding superelectrons as an ideal fluid at T = 0,
which are given by51,52
vs = −
e
mc
A+
∇χ
2m
, (A1)
dvs
dt
=
e
m
[E + vs ×B] . (A2)
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FIG. 7. Force balance relation. The solid line is the Bernoulli
potential. The scalar potential is shown for four set of pa-
rameters (Rmax, λTF) by dashed lines, where Rmax and λTF
represent the system radius used when we solve the Poisson
equation and the Thomas–Fermi length. The purple dotted-
dashed line shows the behavior of x−2 for eye guide.
Equation (A1) stands for the gauge-invariant velocity of
superelectrons using the superconducting phase χ and
vs forms a velocity field. We utilize the vector identity
(vs ·∇)vs =∇(v
2
s /2)− vs × (∇× vs) and obtain
∂vs
∂t
=
eE
m
−∇
(
v2s
2
)
+ vs ×
[
eB
mc
+∇× vs
]
. (A3)
The third term gives the delta function resulting from
the rotation of the second term in Eq. A1, and it does
not matter in the asymptotic region. We consider the
equilibrium case, and let the time derivative be zero for
the stationary condition. Therefore we derive the balance
relation between the Bernoulli potential and the scalar
potential:
∇
mv2s
2
− eE =∇
[
mv2s
2
+ eΦ
]
= 0. (A4)
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For R →∞, both the Bernoulli potential and the scalar
potential are zero, and we find
mv2s
2
= −eΦ. (A5)
Figure 7 shows these two potentials, which balance
with each other in the asymptotic region 100 . R/ξ0 .
101. We set T = 0.4Tc and Γn = 0.05∆0. The energy gap
is reduced by no more than 2% from ∆0, and the impurity
does not affect in the asymptotic region of an s-wave SC.
Here we approximately estimate vs ≃ j/(enn) with cur-
rent density j = −eνn(ξF)iπT
∑
n 〈vF(g0 − g¯0)〉F. The
scalar potential have finite size effects near the outer
boundary R = Rmax. It also depends on λTF/ξ0 in the
core region R/ξ0 . 10
−1, but effects of λTF does not ap-
pear in the asymptotic region as expected from the above
argument. Since we do not consider the magnetic field,
the power-law decay of these two potentials are obtained.
The R dependence is given by R−2 because the velocity
induced by the phase winding is vs ∝ ∇χ = eˆθR for
χ = θ. We also show the behavior of 1/(R/ξ0)
2, which
agrees with the decay of the two potentials. Therefore we
conclude that the charge density obtained by our pertur-
bative approach is consistent with the physical picture
obtained by the simple argument on the force balance
relation in the asymptotic region.
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