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Abstrat
In this paper we investigate renormalisation group ows of supersymmet-
ri minimal models generated by the boundary perturbing eld Gˆ−1/2φ1,3.
Performing the Trunated Conformal Spae Approah analysis the emerging
pattern of the ow struture is onsistent with the theoretial expetations.
Aording to the results, this pattern an be naturally extended to those ases
for whih the existing preditions are unertain.
∗
kormosgeneral.elte.hu
1 Introdution
Conformal eld theories with boundary attrated muh interest reently, due to
their relevane in ondensed matter physis, e. g. in the Kondo problem [1℄ and their
appliations in desribing D-branes in string theory [2, 3℄. In terms of string theory
the renormalisation group ow generated by a boundary perturbing eld orresponds
to tahyon ondensation and exploring these ows an help in understanding the
deay of D-branes.
Many papers appeared in the literature about the boundary perturbations and
the orresponding renormalisation ows of unitary minimal models [4, 5, 6, 7, 8℄.
Up to now, a systemati harting of the boundary ows of the unitary superon-
formal minimal models has been missing. Although there may be ows within the
perturbative domain, for a general study a nonperturbative tool is neessary. We
hoose the Trunated Conformal Spae Approah (TCSA), originally proposed in
the paper [9℄ and applied to boundary problems in [10℄ and [7℄. The essene of the
TCSA is to diagonalise the Hamiltonian of the system on a subspae of the innite
dimensional Hilbert spae.
The paper is organised as follows. In setion 2 we reall the basi fats that
we need about superonformal minimal models, inluding the ommutation rules of
various elds. After briey summarizing in setion 3 some main properties of these
models in the presene of boundaries, we turn to determining the Hamiltonian of the
system and dening the boundary ows in setion 4. We also motivate our hoie for
the perturbing operator in this setion. Setion 5 an be regarded as the main part
of the paper: we introdue the TCSA method and give the details of the alulation
of matrix elements. The theoretial expetations are briey summarized in setion 6,
while our results are listed and ompared to these expetations in setion 7. Finally,
in setion 8 we summarize the onlusions of the paper. Some numerial data in
tables and gures an be found in the Appendix.
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2 Superonformal minimal models
2.1 The N = 1 superonformal algebra
The algebra of superonformal transformations in the plane are generated by two
elds, T (z) and G(z) whose mode expansions read
T (z) =
∑
n
Lnz
−n−2 , (2.1a)
G(z) =
∑
r
Grz
−r−3/2 . (2.1b)
T (z) is a spin 2 eld, while G(z) has spin 3/2. Beause of its fermioni harater
two kinds of boundary onditions are possible for G(z):
G(e2piiz) = G(z) → NeveuShwarz setor, (2.2)
G(e2piiz) = −G(z) → Ramond setor. (2.3)
The N = 1 supersymmetri extension of the Virasoro algebra is dened by the
following (anti)ommutation relations:
[Ln, Lm] = (n−m)Ln+m +
c
12
n(n2 − 1)δn,−m , (2.4a)
{Gr, Gs} = 2Lr+s +
c
3
(
r2 − 1/4
)
δr,−s , (2.4b)
[Ln, Gr] =
(n
2
− r
)
Gn+r . (2.4)
Here n, m denote integers, while aording to the boundary onditions for G(z)
the indies r, s an take half-integer (NeveuShwarz setor) or integer (Ramond
setor) values.
The highest weight representations of the algebra are dened by highest weight
states |h〉 satisfying
Ln|h〉 = 0 n > 0 , (2.5a)
L0|h〉 = h , (2.5b)
Gr|h〉 = 0 r > 0 . (2.5)
The Verma module is generated by operators having a nonpositive index. The
vetors
Ln1 . . . LnkGr1 . . . Grl|h〉 , n1 ≤ · · · ≤ nk < 0 , r1 < · · · < rl ≤ 0
onstitute a basis for the Verma module. Note that the inequalities for the ri-s are
strit sine G2r = L2r −
c
12
δr,0 by equation (2.4b).
The full operator algebra of the NeveuShwarz and Ramond primary elds is
nonloal. However, there exist projetions that give loal operator algebras. One of
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them is the so-alled fermion model, in whih one keeps only the NeveuShwarz
setor.
In this paper we onsider the so-alled spin model whih is obtained in the
following way. In both setors a fermion parity operator Γ an be introdued with
algebrai relations [Γ, Ln] = {Γ, Gr} = 0. Thus every level of a Verma module
onsists of Γ = ±1 eigenstates. The projetion onto the even parity (Γ = +1) states
in the NeveuShwarz setor and onto either the even (Γ = +1) or the odd (Γ = −1)
parity states in the Ramond setor yields a well dened loal theory.
2.2 The minimal series
The irreduible highest weight representations are the quotients of the Verma
modules by their maximal invariant submodules. In this paper we deal with the su-
peronformal minimal models whih ontain only a nite number of Verma modules.
In these models the Verma modules turn out to be highly reduible. The superon-
formal minimal models are indexed by two positive integers, p and q (we hoose the
onvention p < q). Their entral harge is given by
c(p, q) =
3
2
(
1− 2
(p− q)2
pq
)
,
(
p ,
q − p
2
)
= 1 . (2.6)
Within a superonformal minimal model the highest weights are also haraterized
by two integers, r and s:
h(r, s) =
(ps− qr)2 − (p− q)2
8pq
+
1− (−1)r+s
32
, 1 ≤ r ≤ p− 1, 1 ≤ s ≤ q − 1 .
(2.7)
The sum r + s is even for a NeveuShwarz state and odd for a Ramond state.
Setting q = p+2 gives the one parameter family of unitary superonformal minimal
models.
The fusion rule for the supersymmetri minimal models is
φ(r1,s1) ⊗ φ(r2,s2) =
min(2p−r1−r2−1r1+r2−1 )∑′
r′=|r1−r2|+1
min (2q−s1−s2−1s1+s2−1 )∑′
s′=|s1−s2|+1
φ(r′,s′) , (2.8)
where the prime on the sums means that r′ and s′ jump by steps of 2. Sine no eld
an appear on the right hand side more than one, the fusion rule oeients are 1
for the elds appearing on the right hand side and 0 otherwise.
2.3 Field representations
Sine we will be interested in orrelation funtions, we have to investigate how
elds transform. Our disussion follows referene [11℄. We denote the eld orre-
sponding to the state |h〉 by φh(z). By denition φh(z)|0〉 = exp(zL−1)|h〉, where |0〉
is the superonform invariant vauum state.
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2.3.1 Virasoro properties
The mode expansion (2.1a) and the dening relations (2.5a, 2.5b) lead to the
following operator produt expansion:
T (z)φ(w) =
hφ(w)
(z − w)2
+
∂φ(w)
z − w
+ . . . (2.9)
Using standard ontour integration tehnique one obtains the ommutation relation
Lnφ(z) = z
n[(n+ 1)h+ z∂]φ(z) + φ(z)Ln . (2.10)
Combining the relations for n = m and n = 0 one arrives at
[Lm − z
mL0, φ(z)] = hmz
mφ(z) . (2.11)
2.3.2 NeveuShwarz ase
From equations (2.1b), (2.5) and (2.4b) we onlude
G(z)φ(w) =
(Gˆ−1/2φ)(w)
z − w
+ . . . , (2.12a)
G(z)(Gˆ−1/2φ)(w) =
2hφ(w)
(z − w)2
+
∂φ(w)
z − w
+ . . . , (2.12b)
where limz→0(Gˆ−1/2φ)(z) = G−1/2|h〉.
The ommutation relations in this ase turn out to be
Grφ(z) = z
r+1/2(Gˆ−1/2φ)(z) + ηφφ(z)Gr , (2.13a)
Gr(Gˆ−1/2φ)(z) = z
r−1/2((2r + 1)h+ z∂)φ(z) − ηφ(Gˆ−1/2φ)(z)Gr (2.13b)
with ηφ = ±1 for elds of even and odd fermion number, respetively.
2.3.3 Ramond ase
There is a ut in the operator produt of G(z) and a Ramond eld and thus
a Ramond eld hanges the moding of G(z) from integral to half-integral and vie
versa. So it is impossible to obtain a ommutation relation of Gr with a Ramond
eld for xed r. Fortunately, we an avoid using any (anti)ommutation relation
for Ramond elds in our alulations. All we need is formally generalizing relations
(2.13) for integral r. Then, just like in the Virasoro ase in setion 2.3.1, ombining
the (2.13b) equations for r = m and r = 0 yields
Gm(Gˆ−1/2φ)(z) = z
mG0(Gˆ−1/2φ)(z) + 2mhz
m−1/2φ(z)
+ ηφ(Gˆ−1/2φ)(z)(z
mG0 −Gm) . (2.14)
We will ome bak to these issues later in setion 5.2.1.
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3 Superonformal eld theory on the upper half
plane
The upper half plane (UHP) is the prototype of geometries having nontrivial
boundaries. The superonformal transformations then have two roles. Firstly they
onnet the orrelation funtions on general geometries to those on the UHP. On the
other hand the transformations that leave the geometry invariant put onstraints
on the orrelation funtions on the UHP.
In the following we give a lightning review of the superonformal boundary on-
ditions and onsistent boundary states based on paper [12℄.
The derivation of the Ward identity on the UHP leads to a new onstraint on
the operators of the hiral algebra. For the ordinary stress energy tensor one obtains
Txy(x, 0) = 0, whih means that there is no energy ow aross the boundary (the
real axis). In omplex oordinates this translates to the ondition
T (z, z¯) = T¯ (z¯, z) for Re z = 0. (3.1)
A strip of width L with boundary onditions α and β on the left and the right
boundary, respetively, an be mapped to the UHP by the exponential mapping,
under whih the boundaries of the strip are mapped to the negative and positive part
of the real axis. The boundary onditions on the strip beome onformal boundary
onditions on the plane. The disontinuity of the boundary ondition along the real
axis an be desribed by a boundary ondition hanging eld ψab. These elds are
in one to one orrespondene with the operator ontent of the theory on the strip.
Looking at the strip from the side (losed hannel) and letting the time ow
in the diretion of L the boundary onditions turn into initial and nal boundary
states. Then the onformal invariane of the boundary onditions translate to the
following ondition on these boundary states:
(Ln − L¯−n)|B〉 = 0 (B = α, β) . (3.2)
For a general hiral eld W of spin s one nds
(Wn − (−1)
sW¯−n)|B〉 = 0 , (3.3)
whih in our ase means
(Gr ± iG¯−r)|B〉 = 0 . (3.4)
This implies that the left-hiral and right-hiral part of the theory are linked to-
gether. Only one opy of the supersymmetri Virasoro algebra remains and all the
alulations are hiral. It is also neessary to arry out the projetion desribed in
setion 2.1.
The equations for the state |B〉 are solved in terms of the so-alled Ishibashi states
[13℄, whose linear ombinations give the physially onsistent boundary states. The
further onstraints for these states, generalizations of the Cardy-equations [14℄, ome
from the modular properties of the partition funtion.
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Now let us list the main results of this analysis. In the Ramond setor the onsis-
tent boundary states are in one-to-one orrespondene with the irreduible highest
weight representations of the algebra, so they an be labeled by the same index set:
we will denote them by |kR〉. In the NeveuShwarz setor there are two physial
boundary states for every irreduible representation, they are denoted by |kNS〉 and
|kN˜S〉.
For the SM(p, p+ 2) models (with p odd) the state ontent of the Hilbert spae
of the theory on the strip with boundary onditions α and β is given by
tr
NS
e−RHαβ =
∑
i∈∆
NS
niαβχ
NS
i (q) , (3.5a)
tr
NS
Γe−RHαβ =
∑
i∈∆
NS
n˜iαβχ
N˜S
i (q) , (3.5b)
tr
R
e−RHαβ =
∑
i∈∆
R
miαβχ
R
i (q) , (3.5)
tr
R
Γe−RHαβ = 0 , (3.5d)
where q = e−piR/L and the haraters are
χNSi (q) = tri q
L0−c/24 , i ∈ ∆
NS
, (3.6a)
χN˜Si (q) = triΓ q
L0−c/24 , i ∈ ∆
NS
, (3.6b)
χRi (q) = tri q
L0−c/24 , i ∈ ∆
R
. (3.6)
Using a generalised Verlinde formula the oeients niαβ and m
i
αβ an be identied
with the fusion rule oeients in the fusion Φα × Φβ → Φi. Partiularly,
ni
0
NS
k
NS
= n˜i
0
NS
k
NS
= δik , m
i
0
NS
k
NS
= 0 , (3.7a)
ni
0
NS
k
N˜S
= −n˜i
0
NS
k
N˜S
= δik , m
i
0
NS
k
N˜S
= 0 , (3.7b)
ni
0
NS
k
R
= n˜i
0
NS
k
R
= 0 , mi
0
NS
k
R
= 2δik . (3.7)
The eld ontent of the (projeted) theory is thus given by
Z = tr
NS
1
2
(1 + Γ) e−RHαβ + tr
R
1
2
(1 + Γ) e−RHαβ =
1
2
∑
i∈∆
NS
(
niαβχ
NS
i (q) + n˜
i
αβχ
N˜S
i (q)
)
+
1
2
∑
i∈∆
R
miαβχ
R
i (q) . (3.8)
If we hoose β orresponding to |0NS〉 and α to |kNS〉 (or |0N˜S〉 and |kN˜S〉) then the
right hand side beomes
Z =
1
2
(
χNSk (q) + χ
N˜S
k (q))
)
= trNSk
1
2
(1 + Γ) qL0−c/24 . (3.9)
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In ase we hoose β orresponding to |0NS〉 and α to |kN˜S〉 (or |0N˜S〉 and |kNS〉) we
get
Z =
1
2
(
χNSk (q)− χ
N˜S
k (q))
)
= trNSk
1
2
(1− Γ) qL0−c/24 . (3.10)
Finally, if we hoose β orresponding to |0NS〉 (or |0N˜S〉) and α to |kR〉 the result is
Z = χRk (q) . (3.11)
The ase of even p is more ompliated due to the speial supersymmetri represen-
tation (
p
2
, p+2
2
).
4 Boundary renormalisation group ows
In this paper we examine RG ows of superonformal minimal models with
boundary, generated by a boundary eld. Sine no bulk perturbing eld is allowed
and the boundary perturbation preserves supersymmetry, the RG ow takes plae
in the spae of possible supersymmetri boundary onditions, in whih the xed
points are the superonformal ones.
To study ows starting from a Cardy boundary ondition it is onvenient to
hoose the boundary ondition on one of the edges of the strip to orrespond to
the h = 0 primary eld, that is β ∼ |0NS〉 or |0N˜S〉. Then (3.9) implies that if α
and β are both NS or N˜S type boundary onditions, the Hilbert spae ontains
only the bosoni half of a single NeveuShwarz module, the one orresponding to
α. Similarly, aording to (3.10), if α is a NS type and β is a N˜S type boundary
ondition (or vie versa), the Hilbert spae onsists of the fermioni half of a single
α module. Finally, as (3.11) shows, if α is a R type boundary ondition, the Hilbert
spae ontains a single Ramond module.
At the endpoint of the ow the nal boundary ondition an be read o in
a similar way simply from the spetrum of the Hamiltonian. Sine the boundary
ondition β does not hange along the ow (it is not perturbed), if we start with the
bosoni half of a NS Verma module (NSNS or N˜SN˜S) and at the end of the ow
we nd bosoni part(s) of Verma module(s) then this is a NS→NS (or N˜S → N˜S)
type ow. Similarly, if we identify fermioni part(s) then this indiates a NS→ N˜S
(or N˜S→NS) type ow.
We have to hoose the perturbing eld on the boundary α. We would like a
perturbation that preserves supersymmetry o-ritially. Ramond operators do not
spoil supersymmetry but they are boundary ondition hanging operators, so they
annot live on a boundary. NeveuShwarz elds of the form (Gˆ−1/2φpert) also pre-
serve supersymmetry and they an be loated on the boundary, so we hoose this
kind of perturbation. The perturbing operator should be relevant, that is its saling
dimension must be less than one. Finally, sine the Hamiltonian is bosoni, φ
pert
must be fermioni. The hoie φ
pert
= φ1,3 satisfy all these onditions. (Gˆ−1/2φ1,3)
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has onformal weight p/q < 1 and φ1,3 is fermioni. The latter an be seen from the
fat that in the free fermion limit p, q →∞ (q − p = onst.) h1,3 → 1/2.
Our hoie also has the advantage that this operator an live on every boundary
that has supersymmetri relevant perturbations. This an be seen from the following.
An operator ψ living on the boundary of the strip is mapped under the exponential
map to an operator living on the real axis. We want this operator to leave the
boundary ondition unhanged along the axis, whih means that the oeients
in (3.5) for α = β should be nonzero. Sine they an be related to the fusion
oeients this means that the representation hψ should appear in the fusion of φα
with itself
1
. The eld φ1,3 appears in the self fusion of all elds exept for the ones in
the rst and the last olumn of the superonformal Ka table (φ(1,s), φ(p−1,s)), but the
orresponding boundaries do not have any relevant supersymmetri perturbations
at all. Also note that being a bosoni eld, the fusion with (Gˆ−1/2φ1,3) maps the
projeted subspaes onto themselves.
The perturbation (Gˆ−1/2φ1,3) is an integrable one [15℄, but we shall not use this
property in our analysis.
The Hamiltonian of the perturbed superonformal eld theory takes the form
H = H
CFT
+H
pert
, (4.1)
where H
CFT
is the Hamiltonian of the unperturbed theory
H
CFT
= Hα0 =
pi
L
(L0 −
c
24
) (4.2)
and H
pert
omes from the perturbation on the strip:
Hstrip
pert
= λ (Gˆ−1/2φ1,3)(0, 0) . (4.3)
The loation of the left boundary is at x = 0 and we are free to hoose t = 0 for
alulating the spetrum. By the exponential map this on the z-plane beomes
H
pert
= λ
(pi
L
)h1,3+1/2
(Gˆ−1/2φ1,3)(1)z . (4.4)
Thus the omplete Hamiltonian on the plane an be written as
H =
pi
L
[
L0 −
c
24
+ λ
(
L
pi
)1/2−h1,3
(Gˆ−1/2φ1,3)(1)
]
. (4.5)
Sine during a numerial alulation one works with dimensionless quantities we
have to measure the volume (L) and the energies in some typial mass or energy
1
The oeients n˜iαβ are not fusion oeients themselves, but this does not hange the argu-
ment essentially.
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dierene of the model, M . In other words, we use the dimensionless quantities
l =ML, ε = E/M , κ = λ/M1/2−h1,3 and h = H/M :
h =
pi
l
[
L0 −
c
24
+ κ
(
l
pi
)1/2−h1,3
(Gˆ−1/2φ1,3)(1)
]
. (4.6)
The renormalisation group ow an be implemented by varying the volume l
while keeping the oupling onstant κ xed. Equivalently  and we hoose this way
 one an keep l xed and vary κ on some interval. Starting from κ = 0, whih is
the ultraviolet (UV) limit, the matrix h an be diagonalised at dierent positive and
negative values of κ. In both diretions the ow approahes a xed point, that is
a new supersymmetri onformal boundary ondition. By (3.5) we should observe
the eigenstates rearranging themselves into a diret sum of super Verma modules
(see the gures in the Appendix). Sine by (3.7) the oeients in this sum an
only take values 0 and 1, we expet a simple sum of super Verma modules at the
end of the ows. From the degeneray pattern of the eigenvalues we an identify the
modules (the boundary onditions) using the haraters and weight dierenes of
the supersymmetri minimal model in question.
5 The Trunated Conformal Spae Approah
The method we use for organising the boundary ows is the so-alled trun-
ated onformal spae approah, or TCSA. In this approah the innite dimensional
Hilbert spae is trunated to a nite dimensional vetor spae by using only those
states whose energy is not greater than a threshold value, E
ut
. This is equivalent to
trunating the Hilbert spae at a given level. The Hamiltonian is then diagonalised
on this trunated spae. One an think of this proedure as being equivalent to the
variational method: the Ansatzes for the energy eigenstates of the perturbed Hamil-
tonian are nite linear ombinations of the eigenstates of the onformal Hamiltonian.
It is important that the errors of the TCSA diagonalisation are not under ontrol.
For example, it may happen that before the ow reahes the saling region the
trunation errors start to dominate. If we use various uts and nd that the ow
piture does not hange drastially (only the preision of the result gets higher with
higher uts), then it means that the unpleasant ase mentioned above does not
happen.
Of ourse establishing the endpoint of the renormalisation group ow by TCSA
annot be regarded as a onlusive proof. What one an see is that the ow goes in
the viinity of some superonformal boundary ondition. The exat infrared xed
point an never be reahed by TCSA beause of the trunation (this an be observed
in gure 3(a)). We are looking for the range where the TCSA trajetory is losest
to the xed point.
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5.1 The matrix elements of the Hamiltonian
There are two ways for determining the eigenvalues of the total Hamiltonian.
The rst is to use an orhonormal basis for alulating the matrix elements, whih
requires an orthogonalisation proess. We an avoid this by hosing the seond way,
in whih the basis is not orhogonal. But then the numerial matrix to be diagonalised
is
hij = 〈fi|h|ej〉 , (5.1)
where {fi} are the elements of the reiproal basis, that is
〈fi|ej〉 = δij . (5.2)
This amounts to alulating the matrix element
hij = (M
−1)ik〈ek|h|ej〉 , (5.3)
where M is the inner produt matrix:
Mij = 〈ei|ej〉 . (5.4)
Using the notation
Bij = 〈ei|(Gˆ−1/2φ1,3)(1)|ej〉 (5.5)
it an be expressed as
hij =
pi
l
[
(hi −
c
24
)δij + κ
(
l
pi
)1/2−h1,3
(M−1B)ij
]
. (5.6)
Here we made use of the fat that the basis elements {ei} are eigenvetors of H0.
5.2 Computing the matrix elements of the perturbing eld
between desendant states
The task is now to alulate the matries M and B and then to determine
the eigenvalues of the resulting matrix h. The Hilbert spae onsists of the Verma
module of φα (see eq. (3.5)) and as mentioned above, we hoose the following basis
elements:
Ln1 . . . LnkGr1 . . . Grl|h〉 , n1 ≤ · · · ≤ nk < 0 , r1 < · · · < rl ≤ 0 . (5.7)
Due to the singular vetors, not all of these are linearly independent. One an obtain
a basis for the irreduible submodule by requiring the nonsingularity of the inner
produt matrix level by level. In the Ramond setor we kept the states whih had
even number of Gr operators. Chosing the odd parity setor instead gives exatly
the same result: the spetrum of the Hamiltonian falls into two idential opies.
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The alulation of h is now a question of algebrai manipulations. We use the
basi algebrai relations (2.4), (2.5) and the denition of adjoint operators
L†n = L−n , (5.8)
G†n = G−n . (5.9)
In the Ramond ase during the alulation of the inner produt matrix M we also
demand that 〈α|G0|β〉 = 0 (α and β are primary), beause the inner produt of
states with opposite Γ-parity must vanish.
The alulation of the matrix B is more diult beause it requires the usage of
some ommutation rules for reduing the matrix elements. However, these ommu-
tation rules are dierent for the Ramond and the NeveuShwarz ase. Let us deal
with the two ases in turn.
5.2.1 Ramond ase
In the Ramond ase we an use the already mentioned ommutational rules
(2.11), (2.13a) and (2.14). We reall them beause they lie at the heart of the algo-
rythm. For the modes Ln we saw (f. (2.11))
Lnφ(z) = z
nL0φ(z) + φ(z)(nhz
n − znL0 + Ln) , (5.10a)
φ(z)Ln = z
nφ(z)L0 + (−nhz
n − znL0 + Ln)φ(z) . (5.10b)
Similarly
Ln(Gˆ−1/2φ)(z) = z
nL0(Gˆ−1/2φ)(z)
+ (Gˆ−1/2φ)(z)(n(h + 1/2)z
n − znL0 + Ln) , (5.11a)
(Gˆ−1/2φ)(z)Ln = z
n(Gˆ−1/2φ)(z)L0
+ (−n(h + 1/2)zn − znL0 + Ln)(Gˆ−1/2φ)(z) . (5.11b)
We make use of these formulae in reduing the three point funtions. Here is an
example of the appliation of rule (5.10a):
〈L−nO1α|φ1,3(1)|O2α〉 = 〈O1α|Lnφ1,3(1)|O2α〉
= (hα + nh1,3 − hα)〈O1α|φ1,3(1)|O2α〉+ 〈O1α|φ1,3(1)|LnO2α〉 , (5.12)
where O1 and O2 are arbitrary strings of lowering operators.
The ounterpart of these relations for the modes Gr are (see (2.13a))
Grφ(z) = z
r+1/2(Gˆ−1/2φ)(z) + ηφφ(z)Gr , (5.13a)
φ(z)Gr = −ηφz
r+1/2(Gˆ−1/2φ)(z) + ηφGrφ(z) , (5.13b)
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and (f. (2.14))
Gm(Gˆ−1/2φ)(z) = z
mG0(Gˆ−1/2φ)(z) + 2mhz
m−1/2φ(z)
+ ηφ(Gˆ−1/2φ)(z)(z
mG0 −Gm) , (5.14a)
(Gˆ−1/2φ)(z)Gm = z
m(Gˆ−1/2φ)(z)G0 + ηφ2mhz
m−1/2φ(z)
+ ηφ(z
mG0 −Gm)(Gˆ−1/2φ)(z) . (5.14b)
These rules an be used in a similar way to (5.12), but only if φα is a Ramond
eld (G0φα is not dened for NeveuShwarz elds). Iteratively applying the rules
(5.11) and (5.13), (5.14) to a matrix element leads to a linear ombination of the
following orrelation funtions:
〈α|(Gˆ−1/2φ1,3)(1)|α〉, (5.15a)
〈α|φ1,3(1)|α〉, (5.15b)
〈G0α|φ1,3(1)|α〉, (5.15)
〈α|φ1,3(1)|G0α〉. (5.15d)
The seond of these always equals to zero in our ase, beause φ1,3 is a fermion-like
operator. This also means that ηφ1,3 = −1.
Due to (5.13a)
〈G0α|φ1,3(1)|α〉 = 〈α|(Gˆ−1/2φ1,3)(1)|α〉+ ηφ〈α|φ1,3(1)|G0α〉. (5.16)
Sine G†0 = G0
〈G0α|φ1,3(1)|α〉 = 〈α|φ1,3(1)|G0α〉, (5.17)
whih implies for ηφ1,3 = −1
〈G0α|φ1,3(1)|α〉 =
1
2
〈α|(Gˆ−1/2φ1,3)(1)|α〉. (5.18)
We see that every matrix element an be traed bak to the three point funtion
〈α|(Gˆ−1/2φ1,3)(1)|α〉 = 〈φα(∞), (Gˆ−1/2φ1,3)(1), φα(0)〉 (5.19)
whih simply equals to a struture onstant. However, we do not need the numerial
value of this onstant, beause it an be absorbed into the oupling onstant κ. The
physial sale is xed by the value of κ where the rossover takes plae. Sine we
are interested only in the asymptoti behaviour of the ows (the xed points), we
do not need to x the real physial sale.
13
5.2.2 NeveuShwarz ase
In the NeveuShwarz ase we an derive the rules for reduing the three point
funtions using ontour integration tehnique. From
〈LnA(∞)|B(0)〉 = 〈A(∞)|L−nB(0)〉 = 〈A(∞)|
∮
0
dz
2pii
z−n+1T (z)B(0)〉
= 〈−
∮
∞
dz
2pii
z−n+1T (z)A(∞)|B(0)〉 (5.20)
we obtain
LnΦ(∞) = −
∮
∞
dz
2pii
z−n+1T (z)Φ(∞) . (5.21)
Then for a three point funtion:
〈L−nA(∞)|B(1)|C(0)〉 = −
∮
∞
dz
2pii
zn+1〈T (z)A(∞)|B(1)|C(0)〉
=
∮
1
dz
2pii
n∑
k=−1
(
n + 1
k + 1
)
(z − 1)k+1〈A(∞)|T (z)B(1)|C(0)〉
+
∮
0
dz
2pii
zn+1〈A(∞)|B(1)|T (z)C(0)〉
= 〈A(∞)|B(1)|LnC(0)〉+
n∑
k=−1
(
n+ 1
k + 1
)
〈A(∞)|LkB(1)|C(0)〉 . (5.22)
With similar manipulations one an obtain rules for the remaining two initial po-
sitions of L−n and their ounterparts for the modes G−r. These formulae an be
obtained from the algebrai ommutation relations as well. Now they an be applied
iteratively to the three point funtion in the following manner.
First we throw down all operators from the rst eld to the others:
〈L−nA|B(1)|C〉 = 〈A|B(1)|LnC〉+
n∑
k=−1
(
n+ 1
k + 1
)
〈A|LkB(1)|C〉 , (5.23a)
〈G−nA|B(1)|C〉 = ηB〈A|B(1)|GnC〉+
n∑
k=−1/2
(
n+ 1
2
k + 1
2
)
〈A|GkB(1)|C〉 . (5.23b)
Then, exploiting that A is now primary we throw everything from the rightmost
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eld to the middle one:
〈A|B(1)|L−nC〉 = −
∞∑
k=−1
(
−n + 1
k + 1
)
〈A|LkB(1)|C〉 , (5.24a)
〈A|B(1)|G−nC〉 = −ηB
∞∑
k=−1/2
(
−n+ 1
2
k + 1
2
)
〈A|GkB(1)|C〉 . (5.24b)
Certainly, in pratie the sums trunate at the level of B. Finally we eliminate the
operators from the eld B (A and C are now primary):
〈A|L−nB(1)|C〉 = (−1)
n〈A|B(1)|L−1C〉+ (−1)
n(n− 1)〈A|B(1)|L0C〉 , (5.25a)
〈A|G−nB(1)|C〉 = ηB(−1)
n+1/2〈A|B(1)|G−1/2C〉 . (5.25b)
Now we an throw this L−1 and G−1/2 bak onto the middle eld using (5.24)
and repeat step (5.25). Eventually some L−1 and possibly one G−1/2 an aumu-
late on the middle eld. The eet of operators L−1 is simply dierentiating. Sine
onformal symmetry determines the funtional form of the three point funtion of
quasi-primary elds we obtain:
〈A|Lm−1B(1)|C〉 = (hA − hB − hC)(hA − hB − hC − 1) . . .
. . . (hA − hB − hC −m+ 1)〈A|B(1)|C〉 . (5.26)
The nal result is  like in the Ramond ase  a linear ombination of matrix
elements (5.15a), (5.15b) where the seond one gives zero again.
The reason for not using ontour integral tehnique in the Ramond ase is the
presene of the ut in the operator produt of G(z) with a Ramond eld.
It is interesting to note that albeit G0φα is not really well-dened for φα being a
NeveuShwarz eld, the Ramond method explained in setion 5.2.1 still works in
the NeveuShwarz ase and gives the same result as the ontour integral method.
6 Previous results and expetations
Before turning to the result of the TCSA let us summarize the theoretial predi-
tions for the boundary ows found in the literature. Our main resoure is the paper
of Fredenhagen [16℄, where the author gives some preditions for boundary ows in
general oset models. Here we only summarize the onsequenes for the speial ase
of superonformal minimal models.
The SM(p, p+ 2) unitary superminimal models are realized by the
su(2)k ⊗ su(2)2
su(2)k+2
(6.1)
oset models with p = k+2. Let us label the setors of su(2)k by l = 0, 1, . . . , k, the
setors of su(2)2 by m = 0, 1, 2 and the setors of su(2)k+2 by l
′ = 0, 1, . . . , k + 2.
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The setors of the diret produt are thus labeled by the pairs (l, m). These setors
split up with respet to the su(2)k+2 subalgebra,
Vl,m =
⊕
l′
Wl,m,l′ ⊗ Vl′ , (6.2)
where Wl,m,l′ are the setors of the oset theory. Only those oset setors are allowed
for whih
l +m+ l′ is even. (6.3)
Furthermore, there are identiations between these admissible representations:
(l, m, l′) ∼= (k − l, 2−m, k + 2− l′) . (6.4)
Using the p = k + 2 rule and the new variables (the Ka-indies)
r = l + 1 r = 1, 2, . . . , p− 1 ,
s = l′ + 1 s = 1, 2, . . . , p+ 1
the preise relations with the superminimal elds are (see [17℄):
(r, s)
NS
= (r − 1, 0, s− 1)⊕ (r − 1, 2, s− 1) , (6.6)
(r, s)
R
= (r − 1, 1, s− 1) . (6.7)
In the NeveuShwarz setor the diret sum in (6.6) orresponds to the sum of the
Γ-projeted subspaes. The identiation (6.4) translates to
(r, s) ∼= (p− r, p+ 2− s) , (6.8)
whih is the well-known symmetry relation of the Ka table of the superminimal
models.
In the A-series of superminimal models the boundary onditions α are labeled by
triplets (l, m, l′) taking values in the same range as the setors inluding seletion
and identiation rules. The NS and N˜S boundary onditions orrespond to the
m = 0, 2 hoies. The agreement between our results and the preditions for the
ows justies this orrespondene.
The boundary ows are predited in the following way. First we have to nd a
boundary ondition α and a representation S so that
(0, S+|su(2)k+2)× α = (l, m, l
′) , (l +m+ l′ is even) . (6.9)
Then a boundary ow is predited between the following oset boundary ongura-
tions:
X := (0, S+|su(2)k+2)× α −→ (S, 0)× α =: Y . (6.10)
If we want to study ows starting from the boundary ondition (l, m, l′) with 0 ≤
l′ ≤ k we an set α = (l, m, 0) and S = (l′, 0). This hoie orresponds to the ow
(l, m, l′) −→
⊕
J
N
(k)J
l,l′ (J,m, 0) , (6.11)
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where the N
(k)J
l,l′ are the fusion oeients in su(2)k.
Similarly, in the ase of 2 ≤ l′ ≤ k + 2 the hoie α = (k − l, 2 − m, 0) and
S = (k + 2− l′, 0) leads to the ow
(l, m, l′) −→
⊕
J
N
(k)J
l,l′−2(J, 2−m, 0) . (6.12)
The boundary onditions whih are not overed by these rules are
2
for l′ = k+1, 1.
These orrespond to the (r, p) and (r, 2) states. (The boundary onditions (r, p+ 1)
and (r, 1) do not have relevant supersymmetri perturbations.)
For l′ = k + 1 the suitable hoie is S = (0, 1) and α = (l, m, k + 2). Then
(l, 0 or 2, k + 1) −→ (l, 1, k + 2) ∼= (k − l, 1, 0) , (6.13)
(l, 1, k + 1) −→ (k − l, 0, 0)⊕ (k − l, 2, 0) . (6.14)
Finally, for l′ = 1 one should hoose S = (0, 1) and α = (l, m, 0), whih yields the
ows
(l, 0 or 2, 1) −→ (l, 1, 0) , (6.15)
(l, 1, 1) −→ (l, 0, 0)⊕ (l, 2, 0) . (6.16)
Let us summarize the l = 0 ase, when these results give
(0, m, l′) −→ (l′, m, 0) 0 ≤ l′ ≤ k , (6.17)
(0, 0 or 2, k + 1) −→ (k, 1, 0) l′ = k + 1 , (6.18)
(0, 1, k + 1) −→ (k, 0, 0)⊕ (k, 2, 0) , (6.19)
(0, m, l′) −→ (l′ − 2, 2−m, 0) 2 ≤ l′ ≤ k + 2 , (6.20)
(0, 1, 1) −→ (0, 0, 0)⊕ (0, 2, 0) . (6.21)
Multiplying both sides of these rules by (l, 0, 0) we get bak the rules for general l.
In the Ka index language this is the disorder line rule, disussed in paper [18℄:
if there is a ow between boundary onditions α and β, then there exists a ow
between α × γ and β × γ where × denotes the fusion produt. For the boundary
states of N = 1 superminimal models the fusion rule (2.8) should be used together
with the rules
3
NS× NS = N˜S× N˜S = NS , (6.22a)
NS× N˜S = N˜S , (6.22b)
R× NS = R× N˜S = R , (6.22)
R× R = NS⊕ N˜S . (6.22d)
2
The author is thankful to S. Fredenhagen for the private disussion on these ases.
3
These are orret with the hoie m = 0 ⇐⇒ NS and m = 2 ⇐⇒ N˜S. In ase of the other
hoie a NS↔ N˜S swap is needed.
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This means that we only need to determine the ows starting from states in the rst
row of the Ka table, all the other ows are given by the fusion rules of the operator
algebra.
The authors of paper [19℄ have also derived the ows for some NeveuShwarz
states in the rst row of the Ka table, but only for even p.
7 TCSA results
We were searhing the answers for the following questions.
1. Does our TCSA analysis arm or disprove the preditions of the Fredenhagen
rules?
2. Do all the ows obey the disorder line rule?
3. What happens in the p even models, where both these rules and the lassi-
ation of onsistent boundary onditions are somewhat ertain?
We have positive answers for the rst two questions. Namely, the following rules
an be read out from the TCSA analysis of the boundary ows of the unitary
superonformal minimal model SM(p, p + 2) perturbed by the operator Gˆ−1/2φ1,3
(see also the Appendix):
1. For κ > 0:
(a) For 2 ≤ s ≤ p− 1
(1, s)
NS
−→ (s, 1)
NS
, (7.1a)
(1, s)N˜S −→ (s, 1)N˜S , (7.1b)
(1, s)
R
−→ (s, 1)
R
. (7.1)
This agrees with the Fredenhagen result (6.17). Aording to the disorder
line rule we found (f. (6.11)):
(r, s)→ (|s−r|+1, 1)⊕ (|s−r|+3, 1)⊕· · ·⊕ (min
(
s+r−1
2p−(s+r)−1
)
, 1) . (7.2)
These ows do not hange the type of the boundary ondition so on the
right hand side all the boundary onditions are of the same type. Thus, if
two of them have dierent fermion parity, then the half-integer levels of
one should ombine with the integer levels of the other. That is exatly
what we observed.
(b) For s = p
(1, p)
NS
−→ (p− 1, 1)
R
, (7.3a)
(1, p)N˜S −→ (p− 1, 1)R , (7.3b)
(1, p)
R
−→ (p− 1, 1)
NS
⊕ (p− 1, 1)N˜S . (7.3)
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Note that if the initial boundary ondition is of NeveuShwarz type,
then the result of the ow is a Ramond type boundary ondition and
vie versa. We also identied the ows related to the ow (7.4) by the
disorder line rule:
(r, p)
NS
−→ (p− r, 1)
R
, (7.4a)
(r, p)N˜S −→ (p− r, 1)R , (7.4b)
(r, p)
R
−→ (p− r, 1)
NS
⊕ (p− r, 1)N˜S . (7.4)
2. For κ < 0:
(a) For 3 ≤ s ≤ p
(1, s)
NS
−→ (s− 2, 1)N˜S , (7.5a)
(1, s)N˜S −→ (s− 2, 1)NS , (7.5b)
(1, s)
R
−→ (s− 2, 1)
R
. (7.5)
This again gives bak the Fredenhagen ow (6.20). We found that the
disorder line rule applies: we identied the ows
(r, s)→ (|r−s+2|+1, 1)⊕ (|r−s+2|+3, 1)⊕· · ·⊕ (min
(
s+r−3
2p−(s+r)+1
)
, 1) .
(7.6)
In the NeveuShwarz ase these ows, just like their anestors, hange
the type of the boundary onditions. The omment given in ase 1a is
true here as well.
(b) For s = 2
(1, 2)
R
−→ (1, 1)
NS
⊕ (1, 1)N˜S . (7.7)
This is another example for a ow starting from a Ramond boundary
ondition running to a NeveuShwarz one. The disorder line rule is on-
sistent with the ows
(r, 2)
NS
−→ (r, 1)
R
, (7.8a)
(r, 2)N˜S −→ (r, 1)R , (7.8b)
(r, 2)
R
−→ (r, 1)
NS
⊕ (r, 1)N˜S . (7.8)
It is interesting that despite the lak of a omplete lassiation of onsistent
boundary states for p even, our results indiate the same rules for these ases.
The only exeption is the boundary ondition orresponding to the supersymmetri
(p
2
, p+2
2
) representation whih ould not be investigated diretly by TCSA.
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It is also interesting to note that via the symmetry transformation of the Ka
table (r → p− r, s→ p+ 2− s) the rules (7.2), (7.4) are mapped to the rules (7.6)
and (7.8), respetively. This means that the two groups of rules (κ < 0, κ > 0) are
not independent.
We note that although one an only approah and never reah the xed point, the
endpoints are (r, 1) type boundary onditions that have no relevant supersymmetri
perturbations, so it is reasonable to take our observations to be strong indiations
for the real result.
8 Conlusions
In this work we investigated the renormalisation group ows of boundary on-
ditions in N = 1 superonformal minimal models. Starting from a pure Cardy-
type boundary ondition, the (supersymmetry preserving) perturbating operator
Gˆ−1/2Φ1,3 indues a renormalisation group ow whose infrared xed points are again
superonformal invariant boundary onditions. As we have shown, the Fredenhagen
rules [16℄ for boundary ows in general oset theories predit the IR xed points of
our ows. The predited ows obey a produt rule alled disorder line rule [18℄.
In this paper we used the TCSA method to hek the Fredenhagen rules. We
found that these rules held in every ase that we investigated. It is interesting to
note that there are ows whih go from a NeveuShwarz type boundary ondition
to a Ramond type, and vie versa. Finally, we showed that all the ows obey the
disorder line rule.
Although for p even both these preditions and the desription of boundary
states are awed by the presene of the supersymmetri representation, our analysis
implies that a natural extension of the rules are valid for these models.
There are several possibilities for ontinuing this work. One of them is its ex-
tension to the study of the more ompliated spae of ows of non-Cardy type
boundary onditions. Another possibility is to onsider N = 2 models, whih have
diret relevane in string theory. However, although the TCSA analysis should be
straightforward in priniple, we expet too many states for reasonably high uts,
whih an spoil the appliability of TCSA in pratie. It would be interesting to
inlude non-unitary models, too. The energies typially beome omplex in these
models (like for ordinary minimal models, as reported in [10℄), whih makes the
identiation of the endpoint rather diult.
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A Appendix
In the appendix we present the results of the TCSA for the rst unitary models
in detail. In the subsetions we follow the lassiation of the ows given in setion 7.
In the tables the level entry indiates the level up to whih the agreement between
the harater and the alulated degeneray pattern in the IR holds. In the fourth
eld of every row the dimension of the trunated Hilbert spae is shown. The last
eld ontains the number of the orresponding gure.
In the gures olleted at the end of the Appendix we plotted the energy lev-
els against the dimensionless oupling parameter κ. In these gures the starting
boundary ondition is unprojeted for the NeveuShwarz ones (i.e. NS ⊕ N˜S), so
these ows go to unprojeted NS or R boundary onditions. In gure 1(a) the en-
ergy itself is plotted, while in all the other gures we plotted the normalised energy
(ε− ε0)/(εi − ε0) for some appropriate i (usually 1).
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A.1 First group of ows: κ > 0
A.1.1 Flows starting from b. . (r, s) when s ≤ p− 1
These ows are predited by the Fredenhagen rules and our results agree with
these preditions.
(r, s)→ (|s− r|+ 1, 1)⊕ (|s− r|+ 3, 1)⊕ · · · ⊕ (min
(
s+r−1
2p−(s+r)−1
)
, 1)
model ow level dim g.
SM(3, 5) (1, 2)→ (2, 1) 11 302 1()
SM(4, 6) (1, 3)→ (3, 1) 16 454 2(a)
(2, 2)→ (1, 1)⊕ (3, 1) 17,15 536 2(b)
(1, 2)→ (2, 1) 11 414
SM(5, 7) (1, 3)→ (3, 1) 13 388
(2, 2)→ (1, 1)⊕ (3, 1) 13,11 311
(2, 4)→ (3, 1) 12 601 3(b)
(1, 2)→ (2, 1) 11 341
(1, 4)→ (4, 1) 7 357 3()
(2, 3)→ (2, 1)⊕ (4, 1) 8,6 303 3(d)
SM(6, 8) (1, 3)→ (3, 1) 14 396
(1, 5)→ (5, 1) 8 540 4(a)
(2, 2)→ (1, 1)⊕ (3, 1) 13,11 316
(2, 4)→ (3, 1)⊕ (5, 1) 12,8 440 4(b)
(1, 2)→ (2, 1) 10 344
(1, 4)→ (4, 1) 7 385
(2, 3)→ (2, 1)⊕ (4, 1) 8,6 318
(2, 5)→ (4, 1) 6 367 4(d)
(3, 2)→ (2, 1)⊕ (4, 1) 9,8 317 4(e)
A.1.2 Flows starting from b. . (r, s) when s = p
These ows are not predited by the Fredenhagen rules. Based on the TCSA
data we propose:
(r, p) −→ (p− r, 1)
model ow level dim g.
SM(3, 5) (1, 3)→ (2, 1) 6 407 1(b)
SM(4, 6) (1, 4)→ (3, 1) 18 490 2()
SM(5, 7) (1, 5)→ (4, 1) 7 298 3(a)
SM(6, 8) (1, 6)→ (5, 1) 14 289 4(f)
(2, 6)→ (4, 1) 7 426 4()
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A.2 Seond group of ows: κ < 0
A.2.1 Flows starting from b. . (r, s) when s ≥ 3
These ows are again overed by the Fredenhagen rules. The TCSA results ver-
ied these rules.
(r, s)→ (|r − s+ 2|+ 1, 1)⊕ (|r − s+ 2|+ 3, 1)⊕ · · · ⊕ (min
(
s+r−3
2p−(s+r)+1
)
, 1)
model ow level dim g.
SM(3, 5) (1, 3)→ (1, 1) 12 407 1(b)
SM(4, 6) (1, 3)→ (1, 1) 18 454 2(a)
(1, 4)→ (2, 1) 10 490 2()
SM(5, 7) (1, 3)→ (1, 1) 12 388
(1, 5)→ (3, 1) 14 298 3(a)
(2, 4)→ (1, 1)⊕ (3, 1) 15,13 601 3(b)
(1, 4)→ (2, 1) 9 357 3()
(2, 3)→ (2, 1) 8 303 3(d)
SM(6, 8) (1, 3)→ (1, 1) 14 396
(1, 5)→ (3, 1) 14 540 4(a)
(2, 4)→ (1, 1)⊕ (3, 1) 13,11 440 4(b)
(2, 6)→ (3, 1)⊕ (5, 1) 17,13 426 4()
(1, 6)→ (4, 1) 9 289 4(f)
(1, 4)→ (2, 1) 9 385
(2, 3)→ (2, 1) 7 318
(2, 5)→ (2, 1)⊕ (4, 1) 7,5 367 4(d)
A.2.2 Flows starting from b. . (r, s) when s = 2
Finally, we present the seond type of exeptional (unpredited) ows:
(r, 2) −→ (r, 1)
model ow level dim g.
SM(3, 5) (1, 2)→ (1, 1) 9 302 1()
SM(4, 6) (2, 2)→ (2, 1) 9 536 2(b)
(1, 2)→ (1, 1) 22 414
SM(5, 7) (2, 2)→ (2, 1) 7 311
(1, 2)→ (1, 1) 20 341
SM(6, 8) (2, 2)→ (2, 1) 7 316
(1, 2)→ (1, 1) 20 344
(3, 2)→ (3, 1) 16 317 4(e)
23
Figures
-4 -3 -2 -1 1 2 3 4
1
2
3
4
5
6
(a) Flows starting from b.. (1, 3) in SM(3,5)
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(b) Flows starting from b.. (1, 3) in SM(3,5)
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() Flows starting from b.. (1, 2) in SM(3,5)
Figure 1: Flows in SM(3,5)
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(a) Flows starting from b.. (1, 3) in SM(4,6)
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(b) Flows starting from b.. (2, 2) in SM(4,6)
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() Flows starting from b.. (1, 4) in SM(4,6)
Figure 2: Flows in SM(4,6)
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(a) Flows starting from b.. (1, 5) in SM(5,7)
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(b) Flows starting from b.. (2, 4) in SM(5,7)
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() Flows starting from b.. (1, 4) in SM(5,7)
-0.3 -0.2 -0.1 0.1 0.2 0.3
1
2
3
4
5
6
(d) Flows starting from b.. (2, 3) in SM(5,7)
Figure 3: Flows in SM(5,7)
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(a) Flows starting from b.. (1, 5) in SM(6,8)
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(b) Flows starting from b.. (2, 4) in SM(6,8)
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() Flows starting from b.. (2, 6) in SM(6,8)
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(d) Flows starting from b.. (2, 5) in SM(6,8)
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(e) Flows starting from b.. (3, 2) in SM(6,8)
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(f) Flows starting from b.. (1, 6) in SM(6,8)
Figure 4: Flows in SM(6,8)
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