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Introduction 
Grids include heterogeneous resources, which are based on different hardware and software architectures 
or components. In correspondence with this diversity of the infrastructure, the execution time of any single 
job, as well as the total grid performance can both be affected substantially, which can be demonstrated by 
measurements. 
 
Approach 
In order to see this heterogeneity of the grid we send a simple script job over some sites of the Grid using 
the SEE V.O. The script had 2 parts. The first part was taking  information from the worker node that the 
script was running, such as Kernel Version, Linux Distribution, Environment Variables, Packages and Kernel 
Messages  and  also Hardware  Information  concerning Cpu Model  / Vendor  /  Speed, Memory  Size, Hard 
Disks and other Media Details. The second part of the script was downloading / compiling and running the 
Lmbench Benchmarking Suite that it was analyzing the performance of the current node. 
The  job was send several times over different worker nodes of each site. Based on the fact that we have 
homogeneity inside each site, which it was true in almost all the sites, we were able to get some statistical 
information and compare those sites.  
 
Results And Comparison Tables From LMBench. 
All  the  results  from  the  script  and  the  lmbench  can  be  downloaded  from 
http://www.kouvakis.gr/lang_en/projects/grid.html  .  Also  you  can  download  the  script  and  excel 
worksheets that were used to get all the pies and the statistical tables. 
The information we got from the first part of the script, helped us make the following pies concerning cpu 
models that a job can run into and the numbers of cpu each worker node has. That information is per Node 
meaning  that  the  total numbers of worker nodes were added and each  slice  is  the percentage of  those 
nodes that using this model of processor or cpu numbers. We are pleased to see that a great percentage 
use 4 cpu hyper threaded or not. We also see only a small number of nodes are based on AMD processors.  
   
Also we can  see  the cpu model per  site, meaning  that after counting  the  total  sites what percentage of 
them use each model.  In the Cpu Speed per cpus (in GHz) pie we can see the percentage of the speed that 
each job can theoretically use. 
 
  
Based on the total cpu of each site from GSTAT website we were able to make those pies concerning each 
job that running on a worker node how much system memory can consume and also the total size of the 
swap memory of that node. We have a major percentage of 4096MB and 2048. The swap memory is very 
confusing if we consider that not all the nodes are following the 2:1 Swap/Ram rule. 
 
 
The following pies are showing the Linux Distribution and kernel version per site. The majority of the sites 
have Latest linux Kernel  and a great percentage use take advantage of the smp technology of the cpu using 
the smp kernel version. 
 
   
Final  the  following  two  tables  are  showing  the  number  of  users  for  those  sites  for  known  VOs  and  a 
combined with GSTAT information about hard disks. 
 
 
From  the  second part of  the  script we have  the  results of  the  lmbench, which  it was  compiled  in every 
worker node to take advantage of the full capabilities of it. The results were exported on a csv format and 
imported on an excel worksheet so that it can be more analyzed and compared among the different sites. 
One of the most critical benchmarks is the numerical operations measurements. Most researches are based 
on number  results and operations between  those numbers. The  time needed  for  those operations has a 
major role on the grid. The lmbench tests four types of numbers such ass integer, float, double, and 64bit 
integers and many  kind of operations  such as add, multiply, division and  for  integers an additional,  the 
mod.  
In the following table we can see the average of float and double number operations which are the result of 
running the  lmbench on 3 different nodes on each site. The times are measured  in nanoseconds and the 
smaller times are the better. Also we can see the best times with green color and the worst with red. 
 
 
 
 
 
 
 
The same tables with averages for integer and 64bit integer numbers are shown below. 
 
One of  the most  important  tasks of  an operating  system  kernel  is  to manage processes  and  threads. A 
process  is a program  in execution and a  thread  is a CPU state  stored within a process. A CPU context  is 
either a process or a thread. A context switch occurs when processes are switched on the CPU. During this 
process the state of the old process  is saved and the state of the new process  is  loaded. This means that 
context switching is pure overhead because the system does no work when a switch occurs.  
 
The lmbench program measures context switching times. A number of processes are created, and they are 
linked by pipes  into a ring. Each process writes  to  the next process down  the ring a chunck of data. The 
benchmark times how long it takes to go from one process to another when the context switch is done by 
reading and writing data. Our benchmark gave results for the time it takes 2, 8, or 16 processes each using 
0k, 16k, or 64k read and writes to make the results.  
 
 
 
 
   
In the first columns of “The File & VM system latencies” table we see the times that needed by the worker 
node to create and delete some sample files. This is a good benchmark if we consider of large file creation 
and deletion. Also we have the mmap latencies which is how fast a mapping can be made and unmade. This 
is useful because  it  is a fundemental part of processes that use SunOS style shared  libraries (the  libraries 
are mapped in at process start up time and unmapped at process exit). The lmbench maps in and unmaps 
the first \fIsize bytes of the file repeatedly and reports the average time for one mapping/unmapping. 
 
 
 
   
In the next table in the first column we see the time needed to create a Unix pipe between two processes 
and move 50MB  through  the pipe  in 64KB chunks. Most Unix systems  implement  the  read/write system 
calls  as  a  bcopy  from/to  kernel  space  to/from  user  space.  Bcopy  will  use  2‐3  times  as  much  memory 
bandwidth.The write usually results  in a cache  line read and then a write back of the cache  line at some 
later point. 
 
 
 
 
   
Below we see the times for simple system calls. The null I/O benchmark measures the average of the times 
for a one‐byte read from /dev/zero and a one‐byte write to /dev/null. The stat benchmarks measures the 
time to  invoke the stat system call on a temporary file. The open/close test measures the time to open a 
temporary  file  for  reading  and  immediately  close  it.  The  fork,  exec,  and  sh  benchmarks measure  three 
increasingly expensive forms of process creation: fork and exit, fork and execve, and fork and execlp of the 
shell with the new program as a command to the shell.  
 
 
   
In the next table we see measures about memory read  latency for varying memory sizes and strides. The 
results are reported in nanoseconds per load. The entire memory hierarchy is measured, including onboard 
cache latency and size, external cache latency and size, main memory latency, and TLB miss latency. 
 
