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boundary surfaces. The main diﬃculties are to show the free boundary surfaces to be
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1. Introduction
This paper concerns an investment project that yields payoff at a rate depending on its installed capacity level and an
underlying economic indicator such as the price of or the demand for the project’s unique output commodity, which we
model by a geometric Brownian motion. The project’s capacity level can be increased or decreased at any time and at given
proportional costs. The objective is to determine the capacity level that maximizes the associated expected, discounted
payoff ﬂow at the ﬁnite time horizon (parabolic case). Speciﬁcally, we study the following parabolic variational inequality
with parameter y and gradient constraints{
min
{
∂tu − Lsu − h˜(s, y), ∂yu − K1,−∂yu + K2
}= 0, in Ω,
u(s, y,0) = K1 y, s ∈R, y ∈R+,
(1.1)
where u(s, y, t) is an unknown function, Ω =R×R+ × (0, T ],
Lsu = σ 2∂ssu +
(
b − σ 2)∂su − ru,
h˜(s, y) = eαs yβ (1.2)
with α > 0, 0< β < 1 and K1, K2, σ , b, r are positive constants with K1 < K2.
In Appendix A we present the formulation of the problem (1.1) and its background.
Note that there is no derivatives w.r.t. y in the operator (1.2), so we call (1.1) a parabolic variational inequality involving
parameter y and gradient constraints which leads to two time-dependent free boundary surfaces. The stationary counterpart
of (1.1) was discussed in [19] where a free boundary problem of ODE with parameter and gradient constraints was studied
and explicit solution was obtained.
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into a double obstacle problem. According to this idea we will transform the problem (1.1) into a double obstacle problem
with parameter. Speciﬁcally, we set
V (s, y, t) = ∂yu(s, y, t), (1.3)
H(s, y) = ∂yh˜(s, y) = β yβ−1eαs. (1.4)
Formally, we take the derivative w.r.t. y in Lsu, then
∂
∂ y
(Lsu) = σ 2∂ss(∂yu) +
(
b − σ 2)∂s(∂yu) − r(∂yu)
= σ 2∂ssV +
(
b − σ 2)∂sV − rV = LsV .
Following the idea in [6], we then require that V (s, y, t) satisﬁes the following parabolic double obstacle problem⎧⎪⎪⎨⎪⎪⎩
∂t V − LsV = H(s, y), if K1 < V < K2,
∂t V − LsV  H(s, y), if V = K1, in Ω,
∂t V − LsV  H(s, y), if V = K2,
V (s, y,0) = K1, s ∈R,
(1.5)
where K1 and K2 correspond to lower and upper obstacles respectively. We stress that ∂t V − LsV  H(s, y) on the lower
obstacle and ∂t V − LsV  H(s, y) on the upper obstacle. Moreover, in terms of Fichera condition in [21], we know we
should not put the boundary condition on y = 0.
Once we get solution V (s, y, t) to problem (1.5), we will apply (1.3) to obtain the solution to problem (1.1) in Section 4
where we prove problem (1.1) and problem (1.5) are equivalent.
Fortunately, there is no derivatives w.r.t. y involved in (1.5), so we can see y as a parameter. In fact for any ﬁxed y > 0,
problem (1.5) is an one-dimensional parabolic double obstacle problem. We can obtain the existence and uniqueness of
W 2,1p,loc(R× (0, T )) solution to the problem (1.5) and analyze the monotonicity and smoothness of two free boundaries for
any ﬁxed y > 0, where
W 2,1p,loc
(
R× (0, T ))= {V (s, y, t) ∣∣ V , ∂sV , ∂ssV , ∂t V ∈ Lp(Q ), ∀Q R× [0, T ], for any ﬁxed y > 0}.
There are thousands of literatures with respect to free boundary problems. The pioneering works on Stefan problems and
Stefan like problems were shown in [8–10]. The monotonicity and regularity of the free boundary are important to the free
boundary problem. Particularly, monotonic increasing (decreasing) behavior for the difference of solution and upper obstacle
(lower obstacle) is crucial to investigate the regularity of free boundary for parabolic variational inequality. Based on this
behavior it can be deduced that ∂t V is continuous across the free boundary and C∞ regularity of the free boundary follows
(in one-dimensional case see [12] and in higher dimension see [4]). Without this condition, the newest progress is that
∂t V is continuous for almost time in one-dimensional case (see [3]) and the free boundary possesses C∞ regularity locally
around some points which are energetically characterized (see [5]). These results manifest that the analysis for regularity of
the free boundary is not thoroughly solved.
In the next section, we prove the existence and uniqueness of W 2,1p,loc solution to the parabolic double obstacle prob-
lem (1.5) for any ﬁxed y > 0. Section 3 is devoted to the analysis of the behaviors of disinvestment boundary s = Sd(y, t)
and investment boundary s = Si(y, t). Both of them are strictly increasing w.r.t. y, strictly decreasing w.r.t. t (Theorem 3.4)
and continuous on (0,+∞) × (0, T ] (Theorem 3.5). Moreover Sd(y, ·) ∈ C∞(0, T ] (Theorem 3.2) and Si(y, ·) ∈ C∞(0, T ]
(Theorem 3.3). We construct the solution to the problem (1.1) in Section 4. In Appendix A we present the formulation of
the model.
The main diﬃculties are to show investment boundary Si(y, ·) ∈ C∞(0, T ] (Theorem 3.3) and to ﬁnd the properties of
free boundaries with respect to parameter y (Theorem 3.4 and 3.5). The method used in this paper can be generalized to
deal with HJB equation with parameter and gradient constrains.
2. The existence and uniqueness of W 2,1p,loc solution to problem (1.5)
For any ﬁxed y, problem (1.5) is a parabolic double obstacle problem in one-dimensional case. We ﬁrst aim to prove the
existence and uniqueness of W 2,1p,loc solution to problem (1.5) with y ﬁxed, where y is any constant in (0,+∞).
Since the interval (−∞,+∞)× (0, T ] is unbounded, we conﬁne our attention to (1.5) in a ﬁnite domain QN = (−N,N)×
(0, T ], namely,
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∂t V N − LsV N = H(s, y), if K1 < V N < K2,
∂t V N − LsV N  H(s, y), if V N = K1, (s, t) ∈ QN ,
∂t V N − LsV N  H(s, y), if V N = K2,
V N(s, y,0) = K1, −N < s < N,(
∂t V N − ∂sV N
)
(−N, y, t) = 0, 0< t  T ,
∂sV N(N, y, t) = 0, 0< t  T ,
(2.1)
where the boundary conditions on s = ±N for the above problem (2.1) are imposed. The boundary condition on s = −N
is called dynamic boundary condition [23,26,27], which is well posed as well as other boundary conditions. This boundary
condition is helpful for the estimate of the upper bound of ∂t V N(s, y, t) in Lemma 2.1.
Lemma 2.1. For any y > 0 and N > 0, problem (2.1) has a unique solution V N(·, y, ·) ∈ W 2,1p (QN ) for any 1< p < +∞, and
0 ∂t V N(s, y, t) ekt H(s, y), (s, t) ∈ QN , (2.2)
0 ∂sV N(s, y, t) ekt H(s, y), (s, t) ∈ QN , (2.3)∣∣V N(·, y, ·)∣∣W 2,1p (QM )  C, (2.4)
where k = σ 2α2 + αb + α + 1, M < N and C depends on M, but is independent of N.
Proof. For any y > 0, following [12,13], we consider a penalty approximation of problem (2.1),⎧⎪⎪⎪⎨⎪⎪⎪⎩
∂t V N,ε − LsV N,ε + βε
(
V N,ε − K1
)+ γε(V N,ε − K2)= H(s, y), (s, t) ∈ QN ,
V N,ε(s, y,0) = K1, −N < s < N,(
∂t V N,ε − ∂sV N,ε
)
(−N, y, t) = 0, 0< t  T ,
∂sV N,ε(N, y, t) = 0, 0< t  T ,
(2.5)
where βε(ξ) and γε(ξ) satisfy (see Fig. 1)
βε(ξ) < 0 for ξ < ε, γε(ξ) > 0 for ξ > −ε,
βε(ξ) = 0 for ξ  ε, γε(ξ) = 0 for ξ −ε,
βε(0) = −C1 (C1 > 0), γε(0) = C2 (C2 > 0),
β ′ε(ξ) 0, γ ′ε(ξ) 0,
β ′′ε (ξ) 0, γ ′′ε (ξ) 0,
where constants C1 and C2 are to be chosen later. For any ε > 0, it is not hard to show by the ﬁxed point theorem that the
above problem has a solution V N,ε(·, y, ·) ∈ W 2,1p (QN ). The proof of uniqueness is a standard way as well.
Next we want to prove
K1  V N,ε(·, y, ·) K2, (s, t) ∈ QN . (2.6)
Notice
(∂t − Ls)K2 + βε(K2 − K1) + γε(K2 − K2) = rK2 + βε(K2 − K1) + γε(0).
Since K2 − K1 > 0, βε(K2 − K1) = 0 when ε is suﬃciently small. Take C2 = γε(0) = H(N, y), combining with the initial and
boundary conditions, we know K2 is a supersolution to the problem (2.5), and thus V N,ε(s, y, t) K2.
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(∂t − Ls)K1 + βε(K1 − K1) + γε(K1 − K2) = rK1 + βε(0) + γε(K1 − K2) = rK1 + βε(0).
We can choose C1 = −βε(0) = rK1 − H(−N, y), then
(∂t − Ls)K1 + βε(K1 − K1) + γε(K1 − K2) = H(−N, y) H(s, y), (s, t) ∈ QN
by (1.4). Hence K1 is a subsolution to the problem (2.5). So we obtain (2.6).
Due to (2.6), we get
−C1  βε
(
V N,ε − K1
)
 0 and 0 γε
(
V N,ε − K2
)
 C2, (s, t) ∈ QN .
We can deduce from (2.5) that |V N,ε(·, y, ·)|W 2,1p (QN )  C , where C is independent of ε because C1 and C2 are independent
of ε. Letting ε → 0, we get that problem (2.1) has a solution V N(·, y, ·) ∈ W 2,1p (QN ) for any 1< p < +∞.
Now we aim to prove (2.2). From (2.5), we notice that
∂t V
N,ε
∣∣
t=0 = Ls(K1) − βε(0) − γε(K1 − K2) + H(s, y)
= −rK1 + rK1 − H(−N, y) + H(s, y)
= H(s, y) − H(−N, y) 0, −N < s < N,(
∂t
(
∂t V
N,ε)− ∂s(∂t V N,ε))∣∣s=−N = ∂t(∂t V N,ε − ∂sV N,ε)∣∣s=−N = 0, 0< t  T ,
∂s
(
∂t V
N,ε)∣∣
s=N = ∂t
(
∂sV
N,ε)∣∣
s=N = 0, 0< t  T . (2.7)
It is clear that for ﬁxed ε, N > 0, V N,ε(s, y, t) ∈ C∞(QN ) by interior regularity theorem of parabolic equation. On the other
hand, from (2.7) we have ∂t V N,ε(−N, y,0) = 0, and we know that ∂sV N,ε(−N, y,0) = 0. These two facts tell us that the
system (2.5) satisﬁes consistency condition at the point (s, t) = (−N,0). It is obvious that ∂sV N,ε(N, y,0) = 0 shows the
system (2.5) satisﬁes consistency condition at the point (s, t) = (N,0) as well. Therefore V N,ε(s, y, t) ∈ C2+α,1+α/2(Q N )
(see [18]). Based on these regularity we differentiate the equation in (2.5) w.r.t. t and denote W1 = ∂t V N,ε , then⎧⎪⎪⎨⎪⎪⎩
T W1(s, y, t) = 0, (s, t) ∈ QN ,
W1(s, y,0) = H(s, y) − H(−N, y), −N < s < N,
(∂tW1 − ∂sW1)(−N, y, t) = 0, 0< t  T ,
∂sW1(N, y, t) = 0, 0< t  T ,
(2.8)
where
T W1 = ∂tW1 − LsW1 + β ′ε(·)W1 + γ ′ε(·)W1
= ∂tW1 − σ 2∂ssW1 −
(
b − σ 2)∂sW1 + (r + β ′ε(·) + γ ′ε(·))W1.
Applying the maximum principle, we then obtain
∂t V
N,ε(s, y, t) 0, (s, t) ∈ QN , (2.9)
which yields the ﬁrst inequality in (2.2) by letting ε → 0.
Next, we prove the rest part of (2.2). Since k = α2σ 2 + αb + α + 1, β ′ε(·) 0 and γ ′ε(·) 0, we have
T (ekt H(s, y))= T (ektβ yβ−1eαs)
= kektβ yβ−1eαs − α2σ 2ektβ yβ−1eαs − α(b − σ 2)ektβ yβ−1eαs + (r + β ′ε(·) + γ ′ε(·))ektβ yβ−1eαs
= ektβ yβ−1eαs[k − α2σ 2 − α(b − σ 2)+ r + β ′ε(·) + γ ′ε(·)]
 ektβ yβ−1eαs
[
α2σ 2 + αb + α + 1− α2σ 2 − αb]
 αβ yβ−1eαs = ∂sH(s, y) 0, (s, t) ∈ QN . (2.10)
On the other hand,
ekt H(s, y)
∣∣
t=0 = H(s, y)W1(s, y, t)|t=0, −N < s < N,
∂s
(
ekt H(s, y)
)∣∣
s=N  0 = ∂sW1|s=N , 0< t  T ,
∂t
(
ekt H(s, y)
)∣∣
s=−N − ∂s
(
ekt H(s, y)
)∣∣
s=−N = kektβ yβ−1e−αN − αektβ yβ−1e−αN
= (k − α)ektβ yβ−1e−αN  0 = (∂tW1 − ∂sW1)|s=−N , 0< t  T .
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∂t V
N,ε(s, y, t) ekt H(s, y), (s, t) ∈ QN , (2.11)
which yields the second inequality in (2.2) by letting ε → 0.
In the following, we want to prove (2.3). Since ∂sV N,ε(−N, y, t) = ∂t V N,ε(−N, y, t) by (2.5), we infer 0  ∂sV N,ε(−N,
y, t) ekt H(−N, y) by (2.9) and (2.11). Differentiate the equation in (2.5) w.r.t. s and denote W2 = ∂sV N,ε , then we have⎧⎪⎪⎨⎪⎪⎩
T W2(s, y, t) = ∂sH(s, y) 0, (s, t) ∈ QN ,
W2(s, y,0) = 0, −N < s < N,
0W2(−N, y, t) ekt H(−N, y), 0< t  T ,
W2(N, y, t) = 0, 0< t  T .
(2.12)
Applying the maximum principle, we then obtain
∂sV
N,ε(s, y, t) 0, (s, t) ∈ QN ,
which yields the ﬁrst inequality in (2.3) by letting ε → 0.
Moreover we have obtained T (ekt H(s, y))  ∂sH(s, y) in (2.10), so it is not hard to ﬁnd ekt H(s, y) is a supersolution
to (2.12), we thus get
∂sV
N,ε(s, y, t) ekt H(s, y), (s, t) ∈ QN , (2.13)
which yields the second inequality in (2.3) by letting ε → 0 in (2.13).
Now we will prove (2.4). Problem (2.1) can be rewritten as⎧⎪⎪⎪⎨⎪⎪⎪⎩
∂t V N − LsV N = f (s, y, t), (s, t) ∈ QN ,
V N(s, y,0) = K1, −N < s < N,(
∂t V N − ∂sV N
)
(−N, y, t) = 0, 0< t  T ,
∂sV N(N, y, t) = 0, 0< t  T ,
(2.14)
where
f (s, y, t) = χ{K1<V N<K2}H(s, y) +χ{V N=K2}rK2 +χ{V N=K1}rK1,
and χA is the indicator function on set A.
Using W 2,1p interior estimate, we have for any M < N ,∣∣V N(·, y, ·)∣∣W 2,1p (QM )  C,
where C depends on M but is independent of N .
Eventually we will prove uniqueness. For any ﬁxed y > 0, suppose v1 and v2 are two W
2,1
p solutions to problem (2.1).
We denote
Ny =
{
(s, t)
∣∣ v1(s, y, t) < v2(s, y, t), |s| < N, 0< t  T }.
Suppose Ny is not empty. Then if (s, t) ∈ Ny , we have{
v1(s, y, t) < K2, ∂t v1 − Ls v1  H(s, y),
v2(s, y, t) > K1, ∂t v2 − Ls v2  H(s, y).
Denote v = v2 − v1, then v satisﬁes⎧⎪⎪⎪⎨⎪⎪⎪⎩
∂t v − σ 2∂ss v −
(
b − σ 2)∂s v + rv  0, (s, t) ∈ Ny,
v(s, y, t) = 0, ∂pNy ∩ {−N < s < N, 0 t  T },
(∂t v − ∂s v)(s, y, t) = 0, ∂pNy ∩ {s = −N},
∂s v(s, y, t) = 0, ∂pNy ∩ {s = N},
where ∂pNy is the parabolic boundary of the domain Ny , applying maximum principle [25], we have v  0 in Ny , which
contradicts the deﬁnition of Ny . 
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1< p < +∞, and we have
0 ∂t V (s, y, t) ekt H(s, y), (s, t) ∈R× (0, T ), (2.15)
0 ∂sV (s, y, t) ekt H(s, y), (s, t) ∈R× (0, T ). (2.16)
Moreover, for any 0< γ < 1, V (·, y, ·) ∈ Cγ ,γ /2((−∞,M] × [0, T ]), and∣∣V (·, y, ·)∣∣Cγ ,γ /2((−∞,M]×[0,T ])  CM , (2.17)
where CM is a positive constant depending on M.
Proof. In Lemma 2.1, we let N go to +∞, which immediately leads to the existence of solution to the problem (1.5).
(2.15) and (2.16) are consequences of (2.2) and (2.3).
Now we prove (2.17). Note that (1.5) can be rewritten as{
∂t V (s, y, t) − LsV (s, y, t) = F (s, y, t), (s, t) ∈R× (0, T ),
V (s, y,0) = K1, s ∈R,
where
F (s, y, t) = χ{K1<V<K2}H(s, y) +χ{V=K2}rK2 + χ{V=K1}rK1.
We can see that, for any ﬁxed y > 0, |F (·, y, ·)|L∞((−∞,M)×(0,T )) is bounded, the bound of which depends on M . Hence (2.17)
follows from the standard Cα theory of parabolic equation.
The proof of the uniqueness is the same as that in the proof of Lemma 2.1. 
In fact, the capacity y can vary in (0,+∞). Next we want to study the properties of V (s, y, t) w.r.t. y.
Lemma 2.3. V (s, y, t), the solution to (1.5), is decreasing and continuous w.r.t. y.
Proof. For any y2 > y1 > 0, denoting V1(s, t) = V N,ε(s, y1, t) and V2(s, t) = V N,ε(s, y2, t), from (2.5), we have⎧⎪⎪⎨⎪⎪⎩
∂t V i − LsV i + βε(Vi − K1) + γε(Vi − K2) = H(s, yi), (s, t) ∈ QN , i = 1,2,
Vi(s,0) = K1, −N < s < N,
(∂t V i − ∂sV i)(−N, t) = 0, 0< t  T ,
∂sV i(N, t) = 0, 0< t  T .
(2.18)
Set V (s, t) = V1(s, t) − V2(s, t), by (2.18), then we know V (s, t) satisﬁes⎧⎪⎪⎨⎪⎪⎩
T V (s, t) = H(s, y1) − H(s, y2), (s, t) ∈ QN ,
V (s,0) = 0, −N < s < N,
(∂t V − ∂sV )(−N, t) = 0, 0< t  T ,
∂sV (N, t) = 0, 0< t  T .
(2.19)
From the deﬁnition of H(s, y), we get
H(s, y1) − H(s, y2) = βeαs
(
yβ−11 − yβ−12
)
 0, −N < s < N.
By maximum principle, we obtain
V (s, t) = V N,ε(s, y1, t) − V N,ε(s, y2, t) 0, (s, t) ∈ QN .
Letting ε → 0+ , N → +∞, we therefore get
V (s, y1, t) − V (s, y2, t) 0, (s, t) ∈R× (0, T ), (2.20)
which implies V (s, y, t) is decreasing w.r.t. y.
Next we aim to prove V (s, y, t) is continuous w.r.t. y. Set ϕ(s, t) = βeαsekt(yβ−11 − yβ−12 ) 0, where k was determined
in Lemma 2.1, then
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− (b − σ 2)αβeαsekt(yβ−11 − yβ−12 )+ (r + β ′ε(·) + γ ′ε(·))ϕ(s, t)

(
k − σ 2α2 − αb)βeαsekt(yβ−11 − yβ−12 )
 βeαs
(
yβ−11 − yβ−12
)= T V (s, t), (s, t) ∈ QN ,
ϕ(s,0) = βeαs(yβ−11 − yβ−12 ) 0 = V (s,0), −N < s < N,
∂sϕ(N, t) = αβeαNekt
(
yβ−11 − yβ−12
)
 0 = ∂sV (N, t), 0< t  T ,
∂tϕ(−N, t) − ∂sϕ(−N, t) = kβe−αNekt
(
yβ−11 − yβ−12
)− αβe−αNekt(yβ−11 − yβ−12 )
= (k − α)βe−αNekt(yβ−11 − yβ−12 )
 0 = ∂t V (−N, t) − ∂sV (−N, t), 0< t  T .
As a consequence, by comparison principle, we obtain
V (s, t) βeαsekt
(
yβ−11 − yβ−12
)
, (s, t) ∈ QN ,
i.e.,
0 V N,ε(s, y1, t) − V N,ε(s, y2, t) βeαsekt
(
yβ−11 − yβ−12
)
, (s, t) ∈ QN .
Thus ∣∣V (s, y1, t) − V (s, y2, t)∣∣ ∣∣β(β − 1)eαsektξβ−2∣∣|y1 − y2|, (s, t) ∈R× (0, T ), (2.21)
by letting ε → 0+ , N → +∞, where ξ ∈ (y1, y2). 
3. Characterization of free boundaries in problem (1.5)
Problem (1.5) is a double obstacle problem, which usually gives rise to two free boundaries. We will ﬁrst show that each
free boundary can be expressed as a single-valued function of y and t , then we will examine the properties of the free
boundaries. For later use, we deﬁne
D 
{
(s, y, t) ∈ Ω ∣∣ V (s, y, t) = K1} (disinvestment region),
I 
{
(s, y, t) ∈ Ω ∣∣ V (s, y, t) = K2} (investment region),
W 
{
(s, y, t) ∈ Ω ∣∣ K1 < V (s, y, t) < K2} (waiting region).
Theorem 3.1. There are two functions Sd(y, t) and Si(y, t) :R+ × (0, T ] → R, both are increasing w.r.t. y and decreasing w.r.t. t,
such that
D = {(s, y, t) ∈ Ω ∣∣ s Sd(y, t), y > 0, t ∈ (0, T ]},
I = {(s, y, t) ∈ Ω ∣∣ s Si(y, t), y > 0, t ∈ (0, T ]}.
Moreover,
Sd(y, t) < Si(y, t) for all y > 0, t ∈ (0, T ]. (3.1)
Proof. Notice ∂sV (s, y, t)  0 by (2.16). If (s1, y, t) ∈ D , i.e., V (s1, y, t) = K1, then for any s2 < s1, K1  V (s2, y, t) 
V (s1, y, t) = K1, from which we infer V (s2, y, t) = K1, i.e., (s2, y, t) ∈ D . The existence of Sd(y, t) (as a single-valued func-
tion) follows. The same arguments yield the existence of Si(y, t).
The monotonicity of Sd(y, t) and Si(y, t) w.r.t. y and t can be deduced by virtue of
∂t(V − K2) = ∂t(V − K1) = ∂t V  0, (s, t) ∈R× (0, T ),
∂s(V − K2) = ∂s(V − K1) = ∂sV  0, (s, t) ∈R× (0, T ),
∂y(V − K2) = ∂y(V − K1) = ∂yV  0, (s, t) ∈R× (0, T ),
where the ﬁrst two inequalities follow from Lemma 2.2 and the last one from Lemma 2.3. (3.1) is clear because D∩ I = ∅. 
In ﬁnance, Sd(y, t) and Si(y, t) stand for the optimal disinvestment and investment boundaries, respectively. In what
follows we study their behaviors. To begin with, we assume y ∈ (0,+∞) is ﬁxed, then study the disinvestment boundary
Sd(y, ·). Since Sd(y, t) is decreasing w.r.t. t , then we can deﬁne Sd(y,0) limt→0+ Sd(y, t).
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Theorem 3.2. Let Sd(y, t) (see Fig. 2) be the optimal disinvestment boundary from Theorem 3.1, denote S∗d(y) = 1α ln rK1 y
1−β
β
, then
−∞ < Sd(y, t) S∗d(y), y > 0, t ∈ (0, T ], (3.2)
Sd(y,0) = S∗d(y), y > 0. (3.3)
Sd(y, t) is continuous w.r.t. t ∈ [0, T ], moreover, Sd(y, ·) ∈ C∞(0, T ].
Proof. For any (s, y, t) ∈ D , from (1.5),
H(s, y) (∂t − Ls)(K1) = rK1. (3.4)
Notice (1.4), then s 1α ln
rK1 y1−β
β
, which implies the second part of (3.2).
Next we will utilize the ﬁrst part of (2.15) many times. Noticing Sd(y, t) is monotonically decreasing w.r.t. t , to prove
the left part of (3.2), we only need to prove that for any y0 > 0, Sd(y0, t) > −∞ in (0, T ]. If it is not true, then there exists
t0 ∈ (0, T ], such that
V (s, y0, t0) > K1, s ∈
(−∞, Si(y0, t0)).
Hence, by (1.5), we get
∂t V (s, y0, t0) = LsV (s, y0, t0) + H(s, y0), s ∈
(−∞, Si(y0, t0)).
Since ∂t V  0, thus for A > 0 which is large enough,
0
−A∫
−2A
[LsV (s, y0, t0) + H(s, y0)]ds
=
−A∫
−2A
[
σ 2∂ssV +
(
b − σ 2)∂sV − rV + β yβ−10 eαs]ds
= σ 2∂sV (−A, y0, t0) − σ 2∂sV (−2A, y0, t0) +
(
b − σ 2)V (−A, y0, t0)
− (b − σ 2)V (−2A, y0, t0) + β yβ−10
α
(
e−αA − e−2αA)− r −A∫
−2A
V (s, y0, t0)ds.
In view of (2.16) and K1  V (s, y, t) K2 we see that
0 σ 2ekt0H(−A, y0) + 2
∣∣b − σ 2∣∣K2 + β yβ−10
α
e−αA − r
−A∫
−2A
K1 ds
= σ 2ekt0β yβ−10 e−αA + 2
∣∣b − σ 2∣∣K2 + β yβ−10
α
e−αA − rK1A
→ −∞ (A → +∞),
which comes to a contradiction. We then obtain the ﬁrst inequality of (3.2).
Now let us consider (3.3). Suppose it is not true, then we have Sd(y,0) < S∗d(y) by (3.2) and strict inequality in (3.4) for
any s0 ∈ (Sd(y,0), S∗d(y)). Applying the equation ∂t V − LsV = H(s, y) at t = 0 yields
∂t V |t=0, s=s0 = LsV + H(s, y)|t=0, s=s0 = −rK1 + H(s0, y) < 0.
This, however, contradicts (2.15).
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Sd(y∗, ·) is discontinuous. Then
V
(
s, y∗, t∗
)= K1, s ∈ [Sd(y∗, t∗+), Sd(y∗, t∗−)].
Applying the equation ∂t V − LsV = H(s, y∗) at t = t∗ , s ∈ (Sd(y∗, t∗+), Sd(y∗, t∗−)), we have
∂t V
(
s, y∗, t∗
)= Ls(K1) + H(s, y∗)< 0,
which is again in contradiction with (2.15). We therefore obtain the continuity of Sd(y, t) w.r.t. t . Thanks to the ﬁrst in-
equality in (2.15) and K1 is the lower obstacle, we can take advantage of the same arguments as that in [12] to get
Sd(y, ·) ∈ C∞(0, T ]. We complete the proof of Theorem 3.2. 
Now we take into account the investment boundary Si(y, ·).
Theorem 3.3. Let Si(y, t) (see Fig. 2) be the optimal investment boundary from Theorem 3.1, denote S∗i (y) = 1α ln rK2 y
1−β
β
, then
S∗i (y) Si(y, t) < +∞, y > 0, t ∈ (0, T ], (3.5)
lim
t→0+
Si(y, t) = +∞, y > 0. (3.6)
Si(y, t) is continuous w.r.t. t ∈ (0, T ], moreover, Si(y, ·) ∈ C∞(0, T ].
Proof. For any (s, y, t) ∈ I , from (1.5),
H(s, y) (∂t − Ls)K2 = rK2,
then s 1α ln
rK2 y1−β
β
, which implies the ﬁrst part of (3.5).
Next we will prove the second part of (3.5). In fact, we only need to prove for any ﬁxed y0, Si(y0, t) < +∞ for any
t ∈ (0, T ]. Suppose not. There exists t0 ∈ (0, T ] such that V (s, y0, t0) < K2 for s ∈R. Applying the ﬁrst part of (2.15) we have
V (s, y0, t) < K2, s ∈R, t ∈ (0, t0], (3.7)
by (1.5), V (s, y0, t) satisﬁes{
∂t V − σ 2∂ssV −
(
b − σ 2)∂sV + rV  β yβ−10 eαs, (s, t) ∈R× (0, t0],
V (s, y0,0) = K1, s ∈R.
(3.8)
We will ﬁnd w(s, t) which satisﬁes{
∂t w − σ 2∂ssw −
(
b − σ 2)∂sw + rw = β yβ−10 eαs, (s, t) ∈R× (0, t0],
w(s,0) = 0, s ∈R. (3.9)
Set w(s, t) = f (t)β yβ−10 eαs , from (3.9), we know f (t) satisﬁes{
f ′(t) − [σ 2α2 + α(b − σ 2)− r] f (t) = 1,
f (0) = 0. (3.10)
When σ 2α2 + α(b − σ 2) − r = 0, we can solve the ODE (3.10) to obtain f (t) = t , thus
w(s, t) = β yβ−10 eαst.
When σ 2α2 + α(b − σ 2) − r 
= 0, we can solve (3.10) to get
f (t) = 1
σ 2α2 + α(b − σ 2) − r
[
e(σ
2α2+α(b−σ 2)−r)t − 1],
which is always positive, thus
w(s, t) = β y
β−1
0 e
αs
σ 2α2 + α(b − σ 2) − r
[
e(σ
2α2+α(b−σ 2)−r)t − 1].
Therefore, when σ 2α2 + α(b − σ 2) − r = 0, we have
w(s, t) > K2, if s >
1
α
ln
K2
β yβ−1t
.0
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= 0, we have
w(s, t) > K2, if s >
1
α
ln
[
K2(σ 2α2 + α(b − σ 2) − r)
β yβ−10 (e(σ
2α2+α(b−σ 2)−r)t − 1)
]
.
In view of (3.8) and (3.9), applying comparison principle, we have V (s, y0, t)  w(s, t) in R × (0, t0]. Thus for any
0< t  t0, there exists an s which is large enough, such that
V (s, y0, t) w(s, t) > K2,
but this contradicts (3.7). Hence, (3.5) is proved.
We can deduce (3.6) from the facts that for any y > 0, V (s, y,0) = K1 < K2 and V (·, y, ·) is continuous on R× [0, T ].
Now we will prove the continuity of Si(y, t) w.r.t. t . Suppose not. Then there exist y0 and s1, s2, t1 ∈ (0, T ), such that{
∂t V (s, y0, t) − LsV (s, y0, t) = H(s, y0), (s, t) ∈ (s1, s2) × (0, t1),
V (s, y0, t1) = K2, s ∈ (s1, s2).
Since H(s, y0) ∈ C∞((s1, s2) × (0, t1]), so V (s, y0, t) ∈ C∞((s1, s2) × (0, t1]), then W (s, t) ∂sV (s, y0, t) satisﬁes{
∂tW (s, t) − LsW (s, t) = ∂sH(s, y0), (s, t) ∈ (s1, s2) × (0, t1),
W (s, t1) = 0, s ∈ (s1, s2). (3.11)
Since W (s, t) = ∂sV (s, y0, t)  0 by (2.16) and W (s, t) achieves its non-positive minimum on t = t1, by the maximum
principle, we deduce W ≡ 0 in the domain (s1, s2) × (0, t1). Then the left-hand side of equation in (3.11) is zero, it is not
possible.
Hence, what remains is to prove Si(y, ·) ∈ C∞(0, T ]. We will apply the method presented in [28]. In the following, we
ﬁrst construct function ψ(s, t) which will be used in our proof.
For any ﬁxed y > 0, s0 ∈R, we deﬁne
ψ(s, t) = k1ek2t
(
e2α|s−s0| − 2α|s − s0| − 1
)
,
where k1 = 2T ekTβ yβ−1, k2 = 16σ 2α2 + 8αb + 8ασ 2 and k was determined in Lemma 2.1. Then
∂sψ(s, t) =
{
2αk1ek2t(e2α|s−s0| − 1), s s0,
−2αk1ek2t(e2α|s−s0| − 1), s < s0,
∂ssψ(s, t) = 4α2k1ek2te2α|s−s0|,
and from ψ(s, t) 0, we obtain
T ψ(s, t) = k1k2ek2t
(
e2α|s−s0| − 2α|s − s0| − 1
)− 4α2σ 2k1ek2te2α|s−s0|
± (b − σ 2)2αk1ek2t(e2α|s−s0| − 1)+ (r + β ′ε(·) + γ ′ε(·))ψ(s, t)
 k1k2ek2t
(
1
2
e2α|s−s0| − 2α|s − s0| − 1
)
+
(
1
4
k2 − 4α2σ 2 − 2αb − 2ασ 2
)
k1e
k2te2α|s−s0|
+
(
1
4
k2e
2α|s−s0| − 2αb − 2ασ 2
)
k1e
k2t, (s, t) ∈R× (0, T ),
where T ψ was deﬁned in Lemma 2.1. Since k2 = 16σ 2α2 + 8αb + 8ασ 2, and
1
2
e2α|s−s0| − 2α|s − s0| − 1
{
1
2e
2 − 3> 0, |s − s0| 1α ,
− ln2, |s − s0| < 1α ,
thus
T ψ(s, t)
{
0, |s − s0| 1α ,
−k1k2ek2t ln2, |s − s0| < 1α .
(3.12)
On the other hand, for any C  0 and N > s0, noticing ∂sV N,ε(N, y, t) = 0 and ∂t V N,ε(N, y, t) ekt H(N, y) by (2.11), we
have
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ψ(N, t) − e−αs0tekt H(N, y)
= k1ek2t
(
e2α|N−s0| − 2α|N − s0| − 1
)− tektβ yβ−1eα(N−s0)
= k1ek2t
(
1
2
e2α|N−s0| − 2α|N − s0| − 1
)
+
(
1
2
k1e
k2teα(N−s0) − tektβ yβ−1
)
eα(N−s0).
Since k1 = 2T ekTβ yβ−1, if N > |s0| + 1α , then
ψ(N, t) + Ce−αs0∂sV N,ε(N, y, t) − e−αs0t∂t V N,ε(N, y, t) 0, 0< t  T . (3.13)
Noticing ∂sV N,ε(−N, y, t) − ∂t V N,ε(−N, y, t) = 0, we also have
ψ(−N, t) + Ce−αs0∂sV N,ε(−N, y, t) − e−αs0t∂t V N,ε(−N, y, t)
= ψ(−N, t) + Ce−αs0[∂sV N,ε(−N, y, t) − ∂t V N,ε(−N, y, t)]
+ (C − t)e−αs0∂t V N,ε(−N, y, t) 0, 0< t  T , (3.14)
when C  T .
Next, we aim to prove that for any ﬁxed y > 0,
C∂sV (s, y, t) − t∂t V (s, y, t) 0, (s, t) ∈R× (0, T ), (3.15)
where C > 0 is independent of s, t .
In fact, for any (s0, t0) ∈R× (0, T ), we choose N > |s0| + 1α . Deﬁne
φ(s, y, t) = ψ(s, t) + Ce−αs0∂sV N,ε(s, y, t) − e−αs0t∂t V N,ε(s, y, t),
where C > 0 is determined later.
Reminding we denoted W1 = ∂t V N,ε and W2 = ∂sV N,ε in the proof of Lemma 2.1, from (2.8), (2.11), (2.12), (3.12), when
|s − s0| 1α ,
T φ(s, y, t) = T ψ + Ce−αs0T W2 − e−αs0T (tW1)
 Ce−αs0∂sH(s, y) − e−αs0W1
 Ce−αs0∂sH(s, y) − e−αs0ekt H(s, y)
= (Cα − ekt)e−αs0β yβ−1eαs,
we can choose C large enough, which is independent of ε, N , s0, t0, such that T φ  0. When |s − s0| < 1α ,
T φ(s, y, t) = T ψ + Ce−αs0T W2 − e−αs0T (tW1)
−k1k2ek2t ln2+ Ce−αs0∂sH(s, y) − e−αs0W1
−k1k2ek2t ln2+ Ce−αs0∂sH(s, y) − e−αs0ekt H(s, y)
−k1k2ek2t ln2+ Ce−αs0αβ yβ−1eαs0−1 − e−αs0ektβ yβ−1eαs0+1
−k1k2ek2t ln2+
(
1
2
Cαe−1 − ekte
)
β yβ−1 + 1
2
Cαβ yβ−1e−1,
we can also choose C large enough, which is independent of ε, N , s0, t0, such that T φ  0. Moreover,
φ(s, y,0) = ψ(s,0) + Ce−αs0∂sV N,ε(s, y,0) = ψ(s,0) 0, −N < s < N.
Combining with (3.13) and (3.14), we therefore get
φ(s, y, t) 0, s ∈ (−N,N), t ∈ (0, T ],
by the maximum principle. Particularly
φ(s0, y, t0) = ψ(s0, t0) + Ce−αs0∂sV N,ε(s0, y, t0) − e−αs0t0∂t V N,ε(s0, y, t0)
= Ce−αs0∂sV N,ε(s0, y, t0) − e−αs0t0∂t V N,ε(s0, y, t0)
 0.
Since C is independent of ε, N , s0, t0, let ε → 0+ , N → +∞, we know that for any (s, t) ∈R× (0, T ], (3.15) holds.
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In view of ∂t V (s, y, t) 0, ∂sV (s, y, t) 0, we have an important cone property
C∂sV (s, y, t) ± t∂t V (s, y, t) 0, (s, t) ∈R× (0, T ]. (3.16)
From this property we see that V (·, y, ·) is monotonic increasing in the directions (C,±t), therefore Si(y, ·) ∈ C0,1(0, T ] [20].
Moreover, from (2.15) and (3.15) we obtain
0 ∂t V (s, y, t)
C
t
∂sV (s, y, t), (s, t) ∈R× (0, T ],
hence for ﬁxed y > 0, ∂t V is continuous across the free boundary s = Si(y, t) when t > 0. Applying the argument in Stefan
problem [17], we eventually get Si(y, ·) ∈ C∞(0, T ]. We complete the proof of Theorem 3.3. 
Next, we will consider the strict monotonicities of Sd(y, t) and Si(y, t) w.r.t. y and t .
Theorem 3.4. Both Sd(y, t) and Si(y, t) are strictly increasing w.r.t. y and strictly decreasing w.r.t. t.
Proof. We ﬁrst want to prove Sd(y, t) is strictly decreasing w.r.t. t . Suppose not. Then there exists y∗ and s∗ , such that
Sd(y∗, t) = s∗ , t ∈ (t1, t2). Denote Γ = {(s, t) | s = s∗, t1 < t < t2} (see Fig. 3), then we have
V |Γ = K1, ∂sV |Γ = 0, (∂t − Ls)V = H(s, y), s∗ < s < s∗ + δ, t1 < t < t2,
where δ > 0 is small enough. Hence V ∈ C∞([s∗, s∗ + δ) × (t1, t2)) and
∂t V |Γ = 0, ∂st V |Γ = 0. (3.17)
Since ∂t V  0, and we know
(∂t − Ls)(∂t V ) = 0, s∗ < s < s∗ + δ, t1 < t < t2.
By strong maximum principle [7], we have ∂st V |Γ > 0 or ∂t V ≡ 0 in (s∗, s∗ + δ) × (t1, t2), but both come to contradiction.
In fact ∂st V |Γ > 0 is impossible by (3.17). And if ∂t V ≡ 0 for (s, t) ∈ (s∗, s∗ + δ) × (t1, t2), it means that ∂t V obtains its
minimum value at interior point of waiting region W . Note that
(∂t − Ls)(∂t V ) = 0, (s, t) ∈ W ,
strong maximum principle points out ∂t V ≡ 0 for (s, t) ∈ W , it follows that V ≡ K1 for (s, t) ∈ W , it is a contradiction with
the deﬁnition of waiting region W .
In a similar way, we can prove Si(y, t) is strictly decreasing w.r.t. t .
Next we want to prove Sd(y, t) is strictly increasing w.r.t. y. Suppose not. Then there exists t0 ∈ (0, T ] and 0 < y1 < y2
such that Sd(y1, t0) = Sd(y2, t0) s0.
Since Sd(y, t) is strictly decreasing w.r.t. t , there exists a domain Ω˜ = {Sd(y2, t) < s < s0 + δ, t  t0} (see Fig. 4), where
δ > 0 is small. By (1.5) and Lemma 2.3, we know in Ω˜, V˜ (s, t) V (s, y1, t) − V (s, y2, t) satisﬁes{
∂t V˜ − σ 2∂ss V˜ −
(
b − σ 2)∂s V˜ + r V˜ = H(s, y1) − H(s, y2) 0, in Ω˜,
V˜  0, on ∂pΩ˜,
then from Hopf principle and the fact that Sd(y2, t) is smooth in (0, T ], we know that ∂s V˜ (s0, t0) > 0, where V˜ (s0, t0) =
V (s0, y1, t0)− V (s0, y2, t0) = 0. It is in contradiction with ∂sV (s0, y1, t0) = ∂sV (s0, y2, t0) = 0. We thus proved that Sd(y, t)
is strictly increasing w.r.t. y. In the same way, we can prove Si(y, t) is strictly increasing w.r.t. y. 
Theorem 3.5. Both Sd(y, t) and Si(y, t) are continuous on R+ × (0, T ].
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Proof. We ﬁrst prove that Sd(y, t) is continuous w.r.t. y. Suppose not. Then there exist t0, y0, such that s1  Sd(y0−, t0) <
Sd(y0, t0)  s2. Since for any y > 0, Sd(y, t) is strictly decreasing w.r.t. t , then there exists δ > 0, for any open domain
Q ⊂ (s1, Sd(y0, t)) × (t0, t0 + δ) (see Fig. 5), for any 0< y < y0, we have
∂t V − σ 2∂ssV −
(
b − σ 2)∂sV + rV = H(s, y), (s, t) ∈ Q .
Thus for any ψ(s, t) ∈ C∞0 (Q ), we have∫
Q
(
∂t V − σ 2∂ssV −
(
b − σ 2)∂sV + rV )ψ dsdt = ∫
Q
H(s, y)ψ dsdt, y ∈ (0, y0).
Then for any y < y0∫
Q
(−∂tψ − σ 2∂ssψ + (b − σ 2)∂sψ + rψ)V dsdt = ∫
Q
H(s, y)ψ dsdt. (3.18)
Since V (s, ·, t) is continuous w.r.t. y and V (s, y0, t) = K1, letting y → y0− in (3.18), for any ψ ∈ C∞0 (Q ), we get∫
Q
(−∂tψ − σ 2∂ssψ + (b − σ 2)∂sψ + rψ)K1 dsdt = ∫
Q
β yβ−10 e
αsψ dsdt,
it means that∫
Q
rK1ψ dsdt =
∫
Q
β yβ−10 e
αsψ dsdt,
so β yβ−10 eαs = rK1 for (s, t) ∈ Q , but this is impossible. Hence Sd(y, t) is continuous w.r.t. y.
Recalling Sd(y, t) is continuous w.r.t. t as well as it is monotonic w.r.t. t and y, respectively, so Sd(y, t) is continuous on
R
+ × (0, T ].
In a similar way, we can prove Si(y, t) is also continuous on R+ × (0, T ]. 
4. The solution of problem (1.1)
This section is devoted to the equivalence between problem (1.5) and the original problem (1.1).
In order to apply (1.3) to obtain the solution u(s, y, t) of the problem (1.1), we need that the free boundary s = Sd(y, t)
can be expressed by y = Yd(s, t).
Theorem 4.1. There are two functions Yd(s, t) and Yi(s, t) :R× (0, T ] → [0,+∞), both of which are continuous on R× (0, T ] and
increasing w.r.t. s and t (see Fig. 6 and Fig. 7), such that
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D = {(s, y, t) ∈ Ω ∣∣ y  Yd(s, t), s ∈R, t ∈ (0, T ]},
I = {(s, y, t) ∈ Ω ∣∣ y  Yi(s, t), s ∈R, t ∈ (0, T ]}.
Moreover,
Yi(s, t) < Yd(s, t), (s, t) ∈R× (0, T ], (4.1)
Yd(s,0) lim
t→0+
Yd(s, t) =
(
rK1
βeαs
)β−1
, s ∈R (Fig. 9). (4.2)
Proof. From the second inequality of (3.2), we know
lim
y→0+
Sd(y, t) = −∞. (4.3)
Due to (3.2) we also obtain
−∞ < Sd(y, t) < +∞, y > 0. (4.4)
On the other hand, V = K1 is a solution to problem (1.5) when y → +∞, i.e.,
lim
y→+∞ Sd(y, t) = +∞. (4.5)
Thanks to Theorems 3.4 and 3.5, we know there exists a function Yd(s, t) which is the inverse function of s = Sd(y, t) such
that
Yd(s, t) = S−1d (y, t), s ∈R, t ∈ (0, T ].
Moreover, in view of (4.3), (4.5) and Theorem 3.5, we know for any ﬁxed t ∈ (0, T ], Yd(s, t) is continuous w.r.t. s and
0< Yd(s, t) < +∞, s ∈R. (4.6)
Since Sd(y, t) is increasing w.r.t. y and decreasing w.r.t. t , it is easy to show that Yd(s, t) is increasing w.r.t. s and t ,
respectively. (4.1) and (4.2) are consequences of (3.1) and (3.3).
Now we will prove Yd(s, t) is continuous w.r.t. t . If it is not true, then there exist s0, t0 such that
y1  Yd(s0, t0) < Yd(s0, t0+) y2,
i.e.,
Sd(y1, t0) = s0,
V (s0, y, t) > K1, y < y2, t > t0.
Thus for any y < y2, t > t0, we have Sd(y, t) < s0. Since Sd(y, t) is continuous on R+ × (0, T ], then Sd(y2, t0) s0, which
contradicts the fact that Sd(y, t) is strictly increasing w.r.t. y. Hence Yd(s, t) is continuous w.r.t. t . Combining with the
monotonicity of Yd(s, t) w.r.t. s and t , we can infer Yd(s, t) is continuous on R× (0, T ]. We completed the proof for Yd(s, t).
Now we denote
Si(0, t) = lim
y→0+
Si(y, t) (Fig. 8),
then deﬁne
Yi(s, t) =
{
S−1i (y, t), s ∈ (Si(0, t),+∞), t ∈ (0, T ],
0, s ∈ (−∞, Si(0, t)], t ∈ (0, T ].
As we did for Yd(s, t), we can get the corresponding result for Yi(s, t). 
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Theorem 4.2. Let V (s, y, t) be the solution to the double obstacle problem (1.5). Deﬁne
u(s, y, t) = K1 y + ϕ(s, t) +
y∫
Yd(s,t)
[
V (s, ξ, t) − K1
]
dξ, (s, y, t) ∈ Ω, (4.7)
where ϕ(s, t) satisﬁes{
∂tϕ − Lsϕ = −rK1Yd(s, t) + h˜
(
s, Yd(s, t)
)
, (s, t) ∈R× (0, T ],
ϕ(s,0) = 0, s ∈R, (4.8)
then u(s, y, t) is the solution to the problem (1.1). Moreover, for any ﬁxed y > 0, for any 1< p < +∞,
u(·, y, ·) ∈ W 2,1p,loc
(
R× (0, T )), (4.9)
∂yu(·, y, ·) ∈ W 2,1p,loc
(
R× (0, T )), (4.10)
u(s, y, t), ∂yu(s, y, t) ∈ C
(
R×R+ × [0, T ]). (4.11)
Proof. Since V (s, y,0) = K1 and ϕ(s,0) = 0, then u(s, y,0) = K1 y by (4.7), so u(s, y, t) satisﬁes the initial condition in (1.1).
Therefore, to prove that u(s, y, t) is the solution to the problem (1.1), it suﬃces to show{
∂tu − Lsu − h˜(s, y) 0, in D and I,
∂tu − Lsu − h˜(s, y) = 0, in W .
(4.12)
We ﬁrst want to get
∂tu − Lsu − h˜(s, y) = 0, on y = Yd(s, t). (4.13)
According to (4.7), applying V (s, Yd(s, t), t) = K1 and ∂sV (s, Yd(s, t), t) = 0, we see that
∂tu = ∂tϕ(s, t) +
y∫
Yd(s,t)
∂t V (s, ξ, t)dξ, (4.14)
∂su = ∂sϕ(s, t) +
y∫
Yd(s,t)
∂sV (s, ξ, t)dξ, (4.15)
∂ssu = ∂ssϕ(s, t) +
y∫
Yd(s,t)
∂ssV (s, ξ, t)dξ. (4.16)
By the deﬁnition (4.8) of ϕ(s, t), we have
∂tu − Lsu =
y∫
Yd(s,t)
(
∂t V − σ 2∂ssV −
(
b − σ 2)∂sV + rV )(s, ξ, t)dξ
+ ∂tϕ(s, t) − σ 2∂ssϕ(s, t) −
(
b − σ 2)∂sϕ(s, t) + rϕ(s, t) + rK1Yd(s, t)
=
y∫
Yd(s,t)
(
∂t V − σ 2∂ssV −
(
b − σ 2)∂sV + rV )(s, ξ, t)dξ + h˜(s, Yd(s, t)), (4.17)
when Yi(s, t) < y < Yd(s, t),
∂t V − σ 2∂ssV −
(
b − σ 2)∂sV + rV = H(s, y), (4.18)
when y > Yd(s, t),
∂t V − σ 2∂ssV −
(
b − σ 2)∂sV + rV = rK1. (4.19)
Let y → Yd(s, t) in (4.17), applying (4.18) and (4.19), we obtain (4.13).
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∂y
(
∂tu − Lsu − h˜(s, y)
)
 0, if y  Yd(s, t) (i.e. in D),
∂y
(
∂tu − Lsu − h˜(s, y)
)= 0, if Yi(s, t) < y < Yd(s, t) (i.e. in W ),
∂y
(
∂tu − Lsu − h˜(s, y)
)
 0, if y  Yi(s, t) (i.e. in I).
Combining with (4.13), we obtain (4.12). Therefore u(s, y, t) is the solution to the problem (1.1).
Now we will prove (4.9). From the continuity of Yd(s, t) and the regularity theorem of parabolic equation, we know
ϕ(s, t) ∈ W 2,1p,loc
(
R× (0, T )), 1< p < +∞.
Since V (·, y, ·) ∈ W 2,1p,loc(R × (0, T )), in view of (4.14)–(4.16), we obtain (4.9). From the deﬁnition (4.7) of u(s, y, t),
(4.10) and (4.11) are true. 
Appendix A. Formulation of the model
Following [11], we ﬁxed a ﬁltered probability space (Ω,F , {Ft}t0, P ). We assume F = F∞ , the ﬁltration {Ft}t0 is
right-continuous and each Ft contains all null sets of F∞ . We denote by Yt the project’s capacity at time t , namely its rate
of output, which is given by
Yt = y + ξ+t − ξ−t , Y0 = y  0, (A.1)
where y  0 is the project’s initial capacity, ξ+t and ξ−t are right-continuous, nonnegative, and nondecreasing {Ft}t0-
adapted process with ξ+0 = ξ−0 = 0, representing the cumulative capacity increase and decrease, respectively.
We denote by Xt the price of one unit of output commodity or an economic indicator, which is given by
dXt = bXt dt +
√
2σ Xt dWt, X0 = x> 0, (A.2)
here b, σ are positive constants and the process {Wt | t ∈ [0, T ]} is a standard one-dimensional Brownian motion on the
ﬁltered probability space (Ω,F , {Ft}t0, P ).
We make assumption that the project’s management controls only the project’s capacity level. A strategy (ξ+s , ξ−s ) is
admissible for y starting from s ∈ [0, T ) if Yt given by (A.1) with Ys = y satisﬁes Yt  0 for all t ∈ [s, T ]. We denote by∏
s(y) the set of all admissible decision strategies.
The objective is to choose an admissible strategy so as to maximize expected, discounted payoff ﬂow, that is,
sup
(ξ+0 ,ξ
−
0 )∈
∏
0(y)
J x,y,0
(
ξ+0 , ξ
−
0
)
, (A.3)
where
J x,y,t
(
ξ+t , ξ−t
)= E[( T∫
t
e−r(s−t)h(Xs, Ys)ds − K+
T∫
t
e−r(s−t) dξ+s − K−
T∫
t
e−r(s−t) dξ−s
)∣∣∣Ft
]
.
Here, r > 0 is the discounting factor, h(x, y) is a given function, which models the running payoff resulting from the project’s
operation, and K+ > 0, K− are constants, representing the costs associated with increasing and decreasing the project’s
capacity level. Throughout this paper, we take into account the case K+ + K− > 0 and h(x, y) is the so-called Cobb–Douglas
production function that has been widely considered in the literature such as [1,2] given by
h(x, y) = xα yβ, (x, y) ∈R+ ×R+, (A.4)
for some constants α > 0 and β ∈ (0,1).
We deﬁne the value function by
U (x, y, t) = sup
(ξ+t ,ξ−t )∈
∏
t(y)
J x,y,t
(
ξ+t , ξ
−
t
)
, x> 0, y > 0, t ∈ [0, T ).
Then the dynamic programming principle takes the form
U (x, y, t) = sup
(ξ+t ,ξ−t )∈
∏
t(y)
{
E
[( δ∫
t
e−r(s−t)h(Xs, Ys)ds − K+
δ∫
t
e−r(s−t) dξ+s
− K−
δ∫
e−r(s−t) dξ−s + e−r(δ−t)U (xδ, yδ, δ)
)∣∣∣Ft
]}
, (A.5)t
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discontinuous. In the following we try to derive the HJB equation that the value function U (x, y, t) satisﬁes.
Assume ξ+t and ξ
−
t are absolutely continuous, then there exist C
+
t  0 and C−t  0 such that
dξ+t = C+t dt, dξ−t = C−t dt.
Then (A.5) turns out to be
U (x, y, t) = sup
(ξ+t ,ξ−t )∈
∏
t(y)
{
E
[( δ∫
t
e−r(s−t)
(
h(Xs, Ys) − K+C+s − K−C−s
)
ds + e−r(δ−t)U (xδ, yδ, δ)
)∣∣∣Ft
]}
. (A.6)
From Itô Formula, we obtain
e−r(δ−t)U (xδ, yδ, δ) − U (x, y, t)
= e−r(δ−t)U (xδ, yδ, δ) − e−r(t−t)U (x, y, t)
=
δ∫
t
e−r(s−t)
[−rU + ∂tU + bXs∂xU + σ 2X2s ∂xxU + (C+s − C−s )∂yU]ds + δ∫
t
√
2σ e−r(s−t)Xs∂xU dWs. (A.7)
Combining (A.6) and (A.7), we formally get
sup
C+t ,C−t
[
∂tU + σ 2x2∂xxU + bx∂xU + C+t
(
∂yU − K+
)+ C−t (−∂yU − K−)− rU + h]= 0.
From the deﬁnition of U (x, y, t), it is clear that, for any ε > 0,
U (x, y, t) U (x, y + ε, t) − K+ε,
U (x, y, t) U (x, y − ε, t) − K−ε,
which imply
∂yU − K+  0, −∂yU − K−  0.
When ∂yU − K+ < 0, −∂yU − K− < 0, we should not change the project’s capacity, correspondingly,
∂tU + σ 2x2∂xxU + bx∂xU − rU + h = 0.
Due to K+ + K− > 0, we cannot increase and decrease the project’s capacity at the same time. That is
when ∂yU − K+ = 0, −∂yU − K− < 0,
when −∂yU − K− = 0, ∂yU − K+ < 0.
When ∂yU − K+ = 0, we should increase the capacity at this moment. If we still keep y unchanged in [t, δ], for δ small
enough, then
U (x, y, t) > E
[ δ∫
t
e−r(s−t)h(Xs, y)ds + e−r(δ−t)U (Xδ, y, δ)
]
.
It follows
∂tU + σ 2x2∂xxU + bx∂xU − rU + h 0.
In the same way, when −∂yU − K− = 0, we can deduce
∂tU + σ 2x2∂xxU + bx∂xU − rU + h 0.
The above arguments tell us U (x, y, t) satisﬁes the following HJB equation
min
{−∂tU − LxU − h(x, y), ∂yU + K−,−∂yU + K+}= 0, in Ω1, (A.8)
where Ω1 = (0,+∞) × (0,+∞) × [0, T ) and
LxU = σ 2x2∂xxU + bx∂xU − rU . (A.9)
X. Chen et al. / J. Math. Anal. Appl. 385 (2012) 928–946 945Now we will determine U (x, y, T ). Since at time T we get nothing from the projects operation, at the same time, we
should not increase the capacity otherwise we will get a negative payoff due to the fact that K+ > 0. If K− > 0, we should
not also decrease the capacity, thus
U (x, y, T ) = 0, if K− > 0. (A.10)
If K− < 0, we should decrease the capacity to get a positive payoff, as a result
U (x, y, T ) = −K− y, if K− < 0. (A.11)
Now we denote K2 = K+ > 0, K1 = −K− , then K2 > K1 and the HJB equation (A.8) with terminal conditions (A.10)
and (A.11) can be rewritten as⎧⎪⎨⎪⎩
min
{−∂tU − LxU − h(x, y), ∂yU − K1,−∂yU + K2}= 0, in Ω1,
U (x, y, T ) =
{
0, K1  0,
K1 y, K1 > 0,
(x, y) ∈R+ ×R+. (A.12)
The above arguments are formal. A much more complicated method provided by Fleming [11] veriﬁes that the value func-
tion U (x, y, t) is indeed a viscosity solution to the above HJB equation.
In the following, let us conﬁne our attention to the case K1 > 0. Speciﬁcally, we will ﬁnd U (x, y, t) satisfying{
min
{−∂tU − LxU − h(x, y), ∂yU − K1,−∂yU + K2}= 0, in Ω1,
U (x, y, T ) = K1 y, (x, y) ∈R+ ×R+.
(A.13)
Irreversible capacity expansion models were studied in many literatures (see [22,24]). A model for reversible investment
capacity expansion which is similar to ours over inﬁnite time horizon was formulated in [19], and the authors directly
solved the HJB equations (ODE) for the value function to provide explicit solutions for the special case where the payoff
is of Cobb–Douglas type. The same problem as in [19] was considered in [16] where the problem was transferred into
a system of quasi-variational inequalities (QVI) and explicit solution was obtained. In [15], the authors addressed same
problem and presented a complete solution with explicit expressions of the value function and the optimal controls. In [14]
the authors examined a ﬁrm’s capacity expansion and contraction policy with ﬁxed adjustment costs and formulated the
reversible investment as an impulse control problem. Observe that these existing literature focused on inﬁnite horizon.
In view of problem (5.13) is a backward PDE problem and the degeneracy of the operator Lx at x = 0, we set
s = ln x, u(s, y, t) = U (x, y, T − t),
h˜(s, y) = h(x, y) = xα yβ = (es)α yβ = eαs yβ,
thus
LxU = σ 2∂ssu +
(
b − σ 2)∂su − ru  Lsu.
Therefore, u(s, y, t) satisﬁes{
min
{
∂tu − Lsu − h˜(s, y), ∂yu − K1,−∂yu + K2
}= 0, in Ω,
u(s, y,0) = K1 y, (s, y) ∈R×R+.
(A.14)
This is just the problem (1.1).
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