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Abstract. Mobile wireless communication systems often need to maxi-
mize their network lifetime (defined as the time until the first node runs
out of energy). In the broadcast network lifetime problem, all nodes are
sending broadcast traffic, and one asks for an assignment of transmit
powers to nodes, and for sets of relay nodes so that the network lifetime
is maximized. The selection of a relay set consisting of a single node (the
‘master’), can be regarded as a special case of this problem. We provide
a mean value analysis of algorithms controlling the selection of a master
node with the objective of maximizing the network lifetime. The results
show that already for small networks simple algorithms can extend the
average network lifetime considerably.
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1 Introduction
Mobile wireless networks are often battery powered which makes it im-
portant to maximize the network lifetime: batteries are (relatively) heavy,
large, and sometimes difficult to replace. Here, the network lifetime is de-
fined as the time until the first node runs out of energy. The broadcast
network lifetime problem asks for settings of transmit powers and (node-
dependent) sets of relay nodes, that maximize the network lifetime, while
all nodes originate broadcast traffic.
Literature in this area considers the lifetime maximization in mobile
ad-hoc networks (MANETs). Often, the complexity is reduced by assum-
ing transmissions originate from a single source (Kang and Poovendran
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[1], Pow and Goh [2] and Park and Sahni [3]). The related problem of min-
imizing the total energy consumption for broadcast traffic has also been
widely studied, because it provides a crude upper bound to the lifetime
of the network. Liang [4] and Cagalj et al. [5] have proven independently
that minimizing the total transmitted power is NP-hard. Another way to
reduce the complexity of the general problem is to allow for transmissions
from multiple sources but ask for a fixed (i.e., a node independent) set of
relay nodes to maximize the network lifetime. This leads to lower bounds
for the general network lifetime problem.
The contribution of this paper is a mean value analysis of a special
case of this problem, where we ask for a single relay node (the master).
We describe four algorithms controlling the selection of the master, while
taking into account remaining battery capacity and transmit powers, and
allowing transmission from multiple sources. For these algorithms, we
provide a framework for calculation of the probability distribution and
expectation of the network lifetime.
The results provide insight in the lifetime that can be gained by master
selection which is directly relevant for some specific (military) VHF/UHF
radio networks. For example IEEE 802.11 in infrastructure mode (where
the access point has the master role). A more general interest lies in
applications to Wireless Personal Area Networks (WPANs), and sensor
networks. Here one could envisage a distinction between very simple de-
vices (clients), and more powerful devices (eligible masters). Implement-
ing the described master selection imposes little memory requirements
while providing limited relaying capabilities. From a theoretical viewpoint
this analysis provides a stepping stone for further generalizations: fixed
relay sets of arbitrary size (leading to hierarchical trees) and dynamic
master selection over time. Work on these extensions, involving a.o. an
implementation of a dynamic master selection algorithm, is currently in
progress. In the practical setting the transmit powers are dynamically
adapted based on the RSSI (Relative Signal Strength Indications).
2 General model and notation
We only consider potential master nodes in a network. For a set V ⊆ Rd
of potential master nodes, a power assignment is a function p : V → R.
Following the notation of [6], to each ordered pair (u, v) of transceivers we
assign a transmit power threshold, denoted by c(u, v), with the following
meaning: a signal transmitted by transceiver u can be received by v only
when the transmit power is at least c(u, v). We assume that c(u, v) are
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known, and that these are symmetric, i.e., c(u, v) = c(v, u) for all pairs
{u, v} ∈ V . For a node m ∈ V , let pm denote the power assignment
pm : V → R defined as:
pm(v) =
{
c(v,m) for v = m,
maxv∈V c(v,m) for v = m.
(1)
Note that with power assignment pm the resulting graph has m as a
master. Each vertex is equipped with battery supply bv, which is reduced
by amount λpm(v) for each message transmission by v with transmit
power pm(v). Similarly, bv is reduced by amount μr(v) for each message
reception by v.
Let T1, T2, T3, . . . denote the time periods under consideration. Let
node i transmit ai(Tj) times during time period Tj . (Note, that as we
focus on the network lifetime, we assume there is enough space between
transmissions, so that collisions do not occur.) We assume that the ai(T )
are constant for all time periods Ti, (i = 1, . . . , ), and define ai = ai(T ).
We call a series of transmissions were each node i transmits ai times a
round. Suppose node m is master. Based on these assumptions, we obtain
after one round:
bv =
{
bm − λpm(m)
∑
v∈V av − μr(m)
∑
v =m av for v = m,
bv − λavpm(v)− μr(v)
∑
v∈V av for v = m.
Note that this notion of rounds allows us to disregard the order in
which the transmissions take place. Suppose that a master m is chosen
which is kept for the whole lifetime of the network. The lifetime L(m),
expressed in the number of rounds, when node m is master can now be
found as:
L(m) = minv∈V {ρm, ρv} , (2)
where ρm = bm/(λpm(m)
∑
v∈V av + μr(m)
∑
v =m av) indicates that the
lifetime is determined by the master node.
The expression ρv = bv/(λavpm(v)+ μr(v)
∑
v∈V av) indicates that
the lifetime may be determined by nodes that are ‘far’ from the master,
and have too low battery capacity to reach the master, or have high
reception powers.
In the general formulation, this paper is concerned with the following
problem: given a graph G = (V,E, c, b, a), c : E → R denotes the trans-
mit power thresholds, and b : V → R denotes the initial battery levels
bv, v ∈ V , and the relative frequencies a1, . . . , an, one asks for a master
m, maximizing the network lifetime: L(m) = maxv∈V L(v).
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In our simplified analysis, we assume μ = 0 (receive power is negli-
gible), λ = 1 (by scaling), V ⊆ Rd, E corresponds to a complete graph,
c(u, v) = ‖u − v‖2, and relative message transmission frequencies ai = 1
for i = 1, . . . , n. In this case the only variables are the node locations and
the initial battery levels: G = (V, b). Note, however, that the methods
used in this paper extend to other power attenuation laws. Moreover, if
receive power is approximately equal to transmit power (i.e., if μ ≈ λ
and r(m) ≈ pm(m) ) then the relative performance of various selection
algorithms will be the same as for the analysis below.
3 Master selection algorithms
For a graph G = (V, b), and a given master m, we say that b satisfies
condition (*) if
bv
bm
≥ 1
n
for all v ∈ V . condition (*)
It immediately follows that
Proposition 1 Suppose G = (V, b) with vertex m as a master satisfies
condition (*). Then the lifetime L(m) is given by:
L(m) =
bm
npm(m)
(3)
Proof. Suppose condition (*) is satisfied. The lifetime L(m) is determined
by (2). By condition (*) and the fact that power is symmetric it follows
for all v ∈ V pm(m) ≥ pm(v) so that bv/pm(v) ≥ bm/(npm(m)). So the
minimization in (2) is obtained as in (3).
Note that condition (*) is satisfied for all masters m ∈ {1, . . . , n} if
the ratio between the minimal and maximal element of b is at least 1/n.
This is particularly true if bi ∼= U(1/n, 1). Note also that if condition (*)
is not satisfied, then (3) provides an upper bound to the network lifetime.
This upper bound can be far away from the network lifetime as there can
be nodes v for which the ratio bv/pm(v) could be very low.
Assuming condition (*) is satisfied, in view of (3) we define the mes-
sage lifetime as the total number of messages that is transmitted during
the lifetime. So:
M(m) =
bm
pm(m)
(4)
Below we perform a mean value analysis of the message lifetime of the
following algorithms.
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– Random Master Selection (RND). Select a master node m ∈ V
at random. We include this for reference purposes.
– Central Master Selection (CEN). Select a master node m which is
central in the sense that it minimizes the maximum power (distance)
to reach the other nodes in the network.
– Maximum Battery Master Selection (BAT). Select a master
node m in such a way that bm is maximal among b1, . . . , bn.
– Optimal Master Selection (OPT). Select a master node m in such
a way that M(m) ≥ M(v), for all v ∈ V , as defined in (4).
4 Analysis of master selection algorithms
First, we present a common approach for the algorithms RND, BAT and
CEN to find the expected lifetime of the network. For OPT, we need a
more sophisticated analysis. In Section 4.2 we approximate the general
d-dimensional case via the one-dimensional model. Sections 4.3 and 4.4
focus on uniform distributions in one- and two dimensions, respectively.
4.1 The one-dimensional case: a general approach
We consider the following scenario: nodes Y1, . . . , Yn are randomly dis-
tributed on [0, 1]. Let Y(i) denote the i-th order statistic of the random
sample Y1, . . . , Yn. That is, Y(1) denotes the smallest of these Yi, Y(2) the
next Yi in order of magnitude and Y(n) the largest Yi. So, Y(1) < Y(2) <
· · · < Y(n).
Let R = (Y(n) − Y(1))/2, the radius of the shortest interval containing
the nodes. With a = Y(1), there are nodes at point a and point a + 2R
and the other n − 2 nodes are located on (a, a + 2R). Let X denote the
distance from one of the n − 2 nodes in between the endpoints, to the
midpoint a + R (a + R need not be an element of {Y1, . . . , Yn}).
Denote the distance of node i to the midpoint by Xi and its battery
capacity by Bi; the distance to the midpoint will be called location. Note
that location and battery capacity are independent. Assume that Bi is
U(c, 1) distributed with 0 ≤ c ≤ 14 , so P(B < b) = (b − c)/(1 − c) for
b ∈ (c, 1). For c ≥ 1n condition (*) is satisfied.
Under condition (*) the message lifetime of the network only de-
pends on how long the master node works. For a master node at position
X ∈ [0, R] and battery capacity B, the lifetime M = B/(X + R)2. Note
that the distributions of battery capacity and location depend on the
algorithm. We will use the notation Malg, Xalg and Balg to denote the
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dependence of the message lifetime, distribution of master location, and
master battery capacity on the algorithm. For the algorithms RND, BAT
and CEN the battery capacity and the position of the master are inde-
pendent. Therefore the expectation of E[Mrnd,bat,cen] can be expressed
as:
E[Malg] = E[Balg]E[1/(Xalg + R)2],where alg = bat, cen, rnd (5)
We easily find, E[Brnd] = E[Bcen] = (c + 1)/2. As Bbat is the maximum
of n independent random variables, we get E[Bbat] = (n + c)/(n + 1) .
For the OPT algorithm, the battery capacity and the position of the
master are no longer independent. Therefore we focus on the distribution
function of the lifetime. To simplify the analysis we assume R = 1/2. In
[8] we present a general method to calculate P (Mopt < t) without this
assumption. However, this does not lead to insightful exact results. Define
Mi to be the lifetime of the network if node i would be the master. Under
R = 1/2, the lifetimes Mi are independent. Assuming that the nodes at
the endpoints have index i = 1 and i = n we obtain that
P (Mopt ≤ t)=P (max{Mi, i = 1, . . . , n} ≤ t) (6)
=P (M1 ≤ t)P (Mn ≤ t)
n−1∏
i=2
P (Mi ≤ t),
where the lifetime distribution at the boundary points M1 and Mn is
given by P(M{1,n} ≤ t) = P(B ≤ t) = t for t ∈ [0, 1]. For the points
i = 2, . . . , n− 1 we find that
P(Mi ≤ t)=
∫ 1/2
0
P(B ≤ (x + 1/2)2t)f(x)dx (7)
=
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
0 for t < c,∫ 1√
c
t
− 1
2
(x+1/2)2t−c
1−c f(x)dx for c ≤ t < 4c,∫ 1
2
0
(x+1/2)2t−c
1−c f(x)dx for 4c ≤ t < 1,∫ 1√
t
− 1
2
0
(x+1/2)2t−c
1−c f(x)dx +
∫ 1
2
1√
t
− 1
2
f(x)dx for 1 ≤ t < 4,
1 for t ≥ 4
where f denotes the density function of the location of an arbitrary point.
4.2 The d-dimensional case: reduction to one dimension
Via a simple construction the d-dimensional case can, in approximation,
be reduced to the one-dimensional case. Consider the following scenario,
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for some d > 1, nodes Y1, . . . , Yn are randomly distributed on the ball
B(0, 1/2) = {x ⊂ Rd| ‖x‖ ≤ 1/2} with unit diameter . Let R denote
the radius of the smallest ball B(0, R) containing Y1, . . . , Yn, i.e., R is the
maximum distance to the origin. Again, let Xi (the location) denote the
distance of node i to the origin, and let Bi denote its battery capacity.
Next, we make the simplifying assumption that the master node has to
cover B(0, R). With the squared power attenuation law, this means that
for a master node Y ∈ B(0, R) with corresponding distance X and battery
capacity B, the lifetime M = B/(X+R)2. In other words: for each master
node Y , we assume there is always a node Yj , j = 1, . . . , n which is
diametrically opposite. As this in general not true, this overestimates the
power assignment, leading to lower bounds for the network lifetime. This
way a reduction to the one-dimensional case of Section 4.1 is obtained.
Now (5), (6) and (7) can be applied, with minor modifications to account
for the fact that now there is a only one endpoint.
4.3 One-dimensional case: uniform distribution
In this section, we specialize to the case where the distribution of the
nodes is uniform on U [0, 1] ⊂ R1.
Theorem 1 Let Y1, . . . , Yn be U [0, 1] distributed with Bi ∼= U [c, 1]. Then
we have
(a) E[Mrnd] =
(1+c)(n−1)2
(n−3)(n−2) ,
(b) E[Mbat] =
2(n+c)(n−1)2
(n+1)(n−2)(n−3) ,
(c) E[Mcen] = 2(c + 1)φ1(n)
n(n−1)
(n−3) ,
(d) E[Mopt] ≥ 4− 1n+1
(
7
12
)n−2 − ∫ 4t=1
(
2− 43 1√t − t12
)n−2
dt
with
φ1(n) =
∫ 1
y=0
(1− y)n−3
(y + 1)2
dy =
1
n− 2 + O(n
−2). (8)
Proof. Let D = Y(n) − Y(1). Note that D has the following probability
density function: fD() = n(n− 1)n−2(1− ),  ∈ [0, 1]. So, for R = D/2,
we find,
fR() = 2fD(2) = 2n(n− 1)(2)n−2(1− 2). (9)
Without loss of generality we assume Y(1) = 0. First assume R is known,
so there are nodes at 0 and at 2R and that the remaining n − 2 nodes
are uniformly on [0, D]. Also, the distance X from one of the remaining
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n− 2 nodes to the midpoint has a U(0, R) distribution. This implies for
the algorithms alg = RND and alg = BAT, using (9):
E[
1
(Xalg + R)2
]=
n− 2
n
∫ 1/2
=0
∫ 
u=0
fR()
(u + )2
dud +
2
n
∫ 1/2
=0
fR()
42
d
=
2(n− 1)2
(n− 3)(n− 2) .
Where we condition on R = . Clearly, with B ∼= U [c, 1] we have:
E[Brnd] = (1 + c)/2 and E[Bbat] = (n + c)/(n + 1), and (a) and (b)
follow from (5). To see (c), we note that for the central algorithm, un-
der the condition R = , the master has probability density fcen() =
(n − 2)( − x)n−3/n−2. (This follows from the observation that now
the master is the node that minimizes the distance to the center. So
P (Xcen ≤ u) = 1−
(
−u

)(n−2)
). So we obtain, using (9):
E[
1
(Xcen + R)2
]=(n− 2)
∫ 1/2
=0
∫ 
u=0
fR()
(− u)n−3
n−2(u + )2
dud
=4φ(n)
n(n− 1)
(n− 3) .
As E[Bcen] = (c + 1)/2, we can again apply (5) to conclude (c). We
observe that (n− 2)φ1(n) = 2F1(2, 1, n− 1,−1) where 2F1(2, 1, n− 1,−1)
denotes Gauss’s hypergeometric function (see [9], pp. 4-5). To see the
righthandside of (8), we note that 2F1(2, 1, n− 1,−1) = 1 + O(n−1).
(d) For the optimal algorithm we only describe a lower bound. Clearly,
Mopt with B ∼= U [c, 1] is bounded from below by Mopt with B ∼= U [0, 1].
In its turn, this is bounded from below when we assume there are nodes at
the boundary, i.e., R = 1/2. Using E[Mopt] =
∫ 4
0 (1−P (Mopt ≤ t))dt, (6),
and (7), we find with c = 0 and f(x) = 1, corresponding to the uniform
distribution:
E[Mopt] ≥ 4− 1
n + 1
(
7
12
)n−2
−
∫ 4
t=1
(
2− 4
3
1√
t
− t
12
)n−2
dt
Note that 0 <
(
2− 43 1√t − t12
)
< 1, for 1 ≤ t < 4.
unionsq
Corollary 1 Let Y1, . . . , Yn be U [0, 1] distributed with Bi distributed ac-
cording to U [c, 1]. Then we have
(a) limn→∞Mrnd = 1 + c
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(b) limn→∞Mbat = 2
(c) limn→∞Mcen = 2(1 + c)
(d) limn→∞Mopt = 4
Proof. Directly from Theorem 1. unionsq
4.4 Two-dimensional case: uniform distribution
In this section, we specialize to the case that the n nodes are uniformly
distributed on a disk with unit diameter in R2. We use the approach of
Section 4.2 to derive lower bounds for the message lifetime.
Theorem 2 Let Y1, . . . , Yn be uniformly distributed on a disk with unit
diameter in R2, with Bi ∼= U [c, 1]. Then we have, with ‘log’ denoting the
natural logarithm,
(a) E[Mrnd] ≥ (1+c)(1+4(n−1)(2 log(2)−1))2(n−1) ,
(b) E[Mbat] ≥ (n+c)(1+4(n−1)(2 log(2)−1))(n2−1) ,
(c) E[Mcen] ≥ 4n(c + 1)φ2(n),
(d) E[Mopt] ≥ 4− 1n+1
(
17
24
)n−1 − ∫ 4t=1
(
−48+64√t+t2
24t
)n−2
dt
with
φ2(n) =
∫ 1
u=0
u(1− u)n−2(1 + u)n−4du.
Proof. Since Y1, . . . , Yn are uniformly distributed, the distribution of the
locations Xi is given by P(Xi ≤ y) = 4y2 for y ∈ [0, 1/2] and i = 1, . . . , n.
Let n = argmax{Xi|i = 1, . . . , n}, so Xn has maximum distance to the
center, say Xn = R. Now R has distribution function P(R ≤ y) = (2y)2n,
so
fR(y) = 4n(2y)2n−1. (10)
Given R, X1, . . . , Xn−1 are uniformly distributed on the disk with radius
R. For the conditional location distribution of node i, it then follows that
P(Xi ≤ y|R) = (y/R)2 for y ∈ [0, R] and i = 1, . . . , n − 1. This implies
for the algorithms alg = RND and alg = BAT, using (5),
E[
1
(Xalg + R)2
] =
1 + 4(n− 1)(2 log(2)− 1)
n− 1 .
Now (a) and (b) follow from E[Brnd] and E[Bbat]. For (c) we find noting
that fcen = 2(n− 1) y2 (1− y
2
2
)n−2 and with fR() as in (10)
E[
1
(Xcen + R)2
]=
∫ 1/2
0
∫ 
0
1
(y + )2
fcen(y)fR()dyd
=8nφ2(n),
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where a change of variables y = u is applied.
(d) Analogous to the one-dimensional case we focus on a lower bound
for E[Mopt]. Evaluating (7) with R = 1/2, c = 0 and f(x) = 8x yields
the bound presented in the theorem.
Corollary 2 For the expected lifetime of the system the following limits
hold:
(a) limn→∞Mrnd = 2(1 + c)(2 log(2)− 1)
(b) limn→∞Mbat = 4(1 + c)(2 log(2)− 1)
(c) limn→∞Mcen = 2(1 + c)
(d) limn→∞Mopt = 4
Proof. (a), (b) and (d) follow directly from Theorem 2. To see (c) note
that
∫ 1
0 u(1 − u2)du ≥ φ2(n) ≥
∫ 1
0 u(1 − u2)n−4du so 12(n−1) ≥ φ2(n) ≥
1
2(n−3) . unionsq
5 Simulation results
We present simulation results for the two-dimensional case. The network
lifetime was evaluated for number of potential masters n, ranging from
4 to 20. The nodes were uniformly distributed in a disk of unit diam-
eter. Battery levels were drawn from a U(0, 1)- distribution. For each
algorithm, the average network lifetime was evaluated over 10000 simu-
lations. Confidence intervals of one standard deviation were calculated.
Note that for Bi ∼= U(0, 1), i = 1, . . . , n, condition (*) of Section 3 does
not hold. To investigate the impact of this, in Figure 1(a) two simulated
curves are drawn, for each algorithm. The uninterrupted line (indicated
with ‘algo ALG’) shows the evaluation of the network lifetime accord-
ing to nL(m), with L(m) as in (2), where m depends on the algorithm.
The dotted line (indicated with ‘algo ALG∗’) shows the message lifetime
M(m) according to (4). As for this parameter choice, condition (*) does
not hold, the message lifetime M(m) provides an upper bound to the ac-
tual message lifetime. The figure shows that this upper bound is 10-20 %
higher than the actual lifetime. This is caused by the fact that slave nodes
may run out of energy before the master does. However, for increasing
values of n the quality of the approximation improves. The simulations
for OPT also shows two effects: for small n, the length of the interval is
small, increasing the network lifetime. When n increases, the interval size
grows, but also the battery capacity does.
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Figure 1(b) show how the simulations compare to the theory. Here
‘algo ALG∗ (sim)’ displays the message lifetime M(m) according to (4).
The curves corresponding to ‘algo ALG∗ (theory)’ show the lower bounds
corresponding to Theorem 2. The difference between theory and simula-
tion results is explained by the fact that we the theoretical analysis was
based on a worst-case situation: the situation where the master and the
node furthest away from the master are diametrically opposite. In simu-
lations, this is not always the case. For the case of ‘algo OPT∗ (theory)’,
the result provided in Theorem 2 (d) additionally assumed that R = 1/2.
Note that if condition (*) holds, then the the results of Theorem 2
provide a lower bound to the actual network lifetime nL(m), with L(m)
as in (2). If condition (*) does not hold (as in the simulations), then
the network lifetime nL(m) is bounded from above by M(m), which is
bounded from below by lower bounds of Theorem 2. As a result, these
provide only an indication of nL(m).
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Fig. 1. Simulation results for the two-dimensional case.
6 Conclusions and future work
In this paper we describe and provide preliminary quantitative insight in
four algorithms controlling the selection of master radios while aiming at
maximizing the network lifetime. The algorithms take into account re-
maining battery capacity and transmit powers. We provide a framework
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for calculation of the probability distribution of the network lifetime for
the various algorithms. The results show that already for small networks
(i.e., networks with a low number of potential masters) simple algorithms
can extend the average network lifetime considerably. For large networks
this effect is even stronger. For n → ∞, OPT has the best performance
as expected, then CEN which slightly outperforms BAT (especially when
Bi ∼= U(c, 1) with c > 0), the performance of RND is (as expected) the
worst of the analyzed algorithms. Future research includes extensions of
the presented model to: (1) more general power laws and other distribu-
tions of locations; (2) variations of the master over time (dynamic selec-
tion) [7]; (3) extension of the model to a fixed set of relay nodes (instead of
only one). In order to validate the results in practice, an implementation
of this algorithm in a sensor network is currently in progress.
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