We examine the out-of-sample forecast performance of high-yield credit spreads regarding employment and industrial production in the US, using both a point forecast and a probability forecast exercise. Our main findings suggest the use of few factors obtained by pooling information from a number of sector-specific high-yield credit spreads. This can be justified by observing that there is a substantial gain from using a Dynamic Factor model fitted to credit spreads compared to the prediction produced by benchmarks, such as an AR, and ARDL models that use either the term spread or the aggregate high-yield spread as exogenous regressor.
Introduction
Previous literature that relates predictions of proxies for real economic activity to financial variables has focused mainly on the information from the government debt market, the corporate debt market and the stock market 1 . The prominent financial leading indicators for policy makers are the inverse of the slope of the nominal yield curve (e.g., term spread, defined as the difference between the 10-year Treasury bill rate and the 3-month Treasury bill rate), the paper-bill spread (defined as the difference between yields on the commercial paper and the Treasury bill) and the return on stock market indices.
It has been documented that these financial indicators have lost considerable forecasting power in recent years. More specifically, a worsening in the term spread predictive content regarding the US recession in the early 1990s has been documented by Haubrich and Dombrosky (1996) and Dotsey (1998) . More recently, Stock and Watson (2003b) find that although the term spread did turn negative in advance of the 2001 recession, this inversion, however, was small by historical standards. Furthermore, the study of Friedman and Kuttner (1998) shows a poor forecasting performance of the paper-bill spread. Finally, Fama (1981) and Harvey (1989) show that the linkage between stock market indicators and output growth is unclear, while Stock and Watson (1989, 1999) and Estrella and Mishkin (1998) find evidence of little marginal forecasting content in stock prices.
In this paper, in line with Gertler and Lown (1999) , Mody and Taylor (2003, 2004) and Stock and Watson (2003b) , we explore the leading indicator properties of highyield corporate bond spreads regarding US employment and industrial production growth. Gertler and Lown (1999) , and Mody and Taylor (2004) present evidence of strong in-sample predictive power of the aggregate high-yield credit spread. Mody and Taylor (2003) , and Stock and Watson (2003b) find good out-of-sample forecasting performance of the aggregate high-yield corporate spread relative to the term spread and to an AR, respectively.
This paper contributes to the small but fast growing literature on the leading indicator properties of credit spreads in the following two ways.
First, we are interested in assessing whether it is better to forecast economic activity using the aggregate high-yield spread (as previously done in this literature) or there is forecasting gain from pooling the information in a number of sector-specific high-yield spreads. For this purpose, we use the approximate Dynamic Factor (DF) method developed by Stock and Watson (1998, 2002) to model the dynamics of various highyield credit spreads through a relatively small set of common factors. These factors are then used to produce point forecasts for the US real economic activity by using the hstep-ahead projection method. Other related applications of h-step-ahead forecast using the DF model include those by Stock and Watson (2002) and by Forni, Hallin, Lippi and Reichlin (2003) , among others.
Secondly, we are not only interested in point forecast accuracy (as the existing literature has done), but we also focus on forecast accuracy regarding a contraction in the US economy. For this purpose, we use Monte Carlo simulation to produce probability forecasts of a contraction and we evaluate their accuracy. This probability forecast exercise is related to the work by Anderson and Vahid (2001) , Garratt et al. (2003) and Galvão (2006) . In these studies, the probability forecasts are obtained from a dynamic forecasting exercise. Our study makes a contribution to the above literature by being the first to produce probability forecasts using the h-step-ahead projection method.
Our main findings suggest that the use of a DF model fitted to a number of US sector-specific high-yield credit spreads improves upon various benchmark models in forecasting (out-of-sample) the US industrial production and employment growth. This can be explained by interpreting the common component to sector-specific high-yield corporate spreads (obtained via DF method) as a good proxy of the "systemic" default risk, enhancing the forecasting capabilities of the model relative to different benchmarks under investigation.
The outline of the paper is as follows. In Section 2, we describe the dynamic factor method and the point forecast exercise. Section 3 shows how to obtain probability forecasts by stochastic simulation and how to evaluate their accuracy. Section 4 presents the empirical analysis. Finally, Section 5 summarises the main findings of this paper and concludes them.
Empirical Methodology
For the purpose of forecasting, we use the h-step-ahead projection based upon the following autoregressive distributed lag (ARDL) model 2 :
2 Notice that the h-step-ahead projection approach contrasts with the iterated approach of estimating a one-step ahead model, then iterating that model forward to obtain h-step ahead predictions. The latter can be either the employment or the industrial production series (in logs).
Therefore, the l.h.s of equation (1) As for the predictor variable t x we choose to work on either the term spread or on a single credit spread, or on r common factors to credit spreads. The latter are obtained by estimating the following factor model fitted to the standardised N dimensional vector x t of credit spreads:
where Λ is an N r × matrix of factor loadings and F t describes the r dimensional vector of static factors. The factors estimates are obtained by principal component analysis (see impact of specification error in the iterated model (including the equation of t x ) by using the same horizon for estimation as for forecasting. Stock and Watson, 1998, 2002 Stock and Watson, 1998, 2002) , where the i th series entering in the vector x t given in equation (2) is described as follows: It is important to point out that there are also alternative methods to the estimation of the static factors proposed by Forni et al. (2000) and by Kapetanios and Marcellino (2003) . The former base its analysis on the frequency domain, whereas the latter is based upon a state space model. . All parameters, factors, and so forth are then re-estimated, information criteria are re-computed, and models were selected using data from 1993:m8 through 2000:m3, and forecasts from these models are then The maximum order for r and for the lag polynomial ) (L h γ is set to 6 and 12, respectively.
To produce h-step-ahead forecasts through an ARDL model with either the term spread or individual credit spreads as predictors t x , we use the estimated regression,
. The lag orders p and s for the polynomials in (1) are selected using the recursive BIC criterion assuming 12 = = s p as the maximum lag length.
Point Forecast Evaluation Criteria
In this section we describe how to evaluate the accuracy of point forecasts. First, we consider the Mean Square Forecast Error (MSFE), given by: 
Note that we include the intercept α to account for a forecast bias.
Finally, we compare the sign of the forecasts with that of the actual realizations. We report the Success Ratio, which is the fraction of times the sign of the actual values is correctly predicted. Also, we calculate the Pesaran and Timmermann (1992) nonparametric test (PT) of directional change.
Probability Forecasts
The point forecast exercise described in the previous section is useful for model selection, but it does not address directly the interests of forecast users. Policy makers are typically more interested in forecasts of future turning points or prediction of events such as recessions. In this section, we compare models according to their ability to outof-sample forecast bad outcomes related to contractionary periods in the real economic activity. Contractionary periods in real activity can be identified by using rules based on those employed in the algorithms to identify turning points of classical business cycles.
Previous related work includes that by Anderson and Vahid (2001) , Garratt et al. (2003) and Galvão (2006) .
In particular, we focus on scenarios described as at least two consecutive negative quarterly growth rates in employment (or industrial production) over the next five quarters. For this purpose we use probability forecasts obtained by Monte Carlo simulation. In subsection 3.1 we explain the artificial generation of scenarios through stochastic simulation using the Dynamic Factor, ARDL and AR models. Then, in subsection 3.2 we describe the indicators used to assess the accuracy of probability forecasts.
Stochastic Simulation of Models
Before describing the simulation experiment associated with the Dynamic Factor model, we explain how to account for the impact of the dynamic factors f t on the h-step ahead projections. This is done following the suggestion by Forni, Lippi, Reichlin (2003) who use an eigenvalue-eigenvector decomposition of Σ . The latter is the covariance matrix of the r reduced form residuals ν obtained by fitting a VAR(1) on the r principal components. The eigenvalue-eigenvector decomposition is a factorisation of Σ that gives an r×q matrix R. The latter allows to measure the impact of the q dynamic factors (common shocks) on the r principal components. Any choice of q would imply a different coefficient matrix R such that the reduced form disturbances ν are unchanged.
Therefore, given that the focus of this paper is on forecasting, what matters is the r (e.g., the dimension of the static factor space). Given r (obtained through recursive BIC), we fix q, the number of dynamic factors (common shocks) describing a specific scenario, to 1. This will allow us to keep the computational intensity of the Monte Carlo experiment limited to 10000 replications.
We now describe the artificial generation of scenarios using the Dynamic Factor model. After estimating the principal components * t F and after fitting a VAR(1) on the principal components, we use the point estimates for the coefficients α h , β h , γ h and the impact multiplier matrix R to produce the out-of-sample forecasts under a large number of scenarios. For this purpose, we use the following specification:
Equation (6) describes the h-step ahead forecast conditional on the information set at time t, associated with a specific scenario. The specific scenario is described by the joint realisations of the dynamic factor (common shock) f t+h and of the idiosyncratic shock ε t+h . Both shocks are assumed to be orthogonal to each other and they are obtained using random draws from an iid standardised Gaussian distribution. In particular, the number of replications (draws) is 10000 which gives 10000 forecasts corresponding to each scenario.
We implement the method described above to artificially generate scenarios using the AR model or the ARDL specification with x t either being the term spread or any of the individual credit spreads. More specifically, after estimating recursively the coefficients of the models used to produce the point forecast conditional on the information set at time t, an artificially scenario generated using the ARDL model is given by:
The stochastic simulation of the AR model is obtained from:
Therefore, the only shock producing the various scenarios corresponding to models (7) and (8) is the idiosyncratic innovation ε t+h .
Given monthly observations, the actual realisations for a contraction in employment (or industrial production) are identified by at least two consecutive periods of negative quarterly growth rates in employment (or industrial production) over the next five quarters, and this is the case when 5 :
a) the 3-month differences y t+3 -y t and y t+6 -y t+3 are both negative, or if: b) the 3-month differences y t+6 -y t+3 and y t+9 -y t+6 are both negative, or if: c) the 3-month differences y t+9 -y t+6 and y t+12 -y t+9 are both negative, or if:
d) the 3-month differences y t+12 -y t+9 and y t+15 -y t+12 are both negative
To our knowledge, probability forecasts regarding a recession so far have been obtained from a dynamic forecasting exercise (see, for instance, Anderson and Vahid, 2001 , Garratt et al., 2003 and Galvão, 2006 . In this paper, we show how to produce probability forecasts using the h-step-ahead projection method.
In order to compute the probability forecast of a contraction in employment (or industrial production) over the next five quarters conditioning on the information set dated 2000:m2, we first produce the following five forecasts under a specific scenario u: Given that the long horizon differences are all annualised, we introduce scaling factors before the brackets in order to let the long differences, defining a quarterly growth rate, share the same constant. For instance, before forecasting the quarterly growth rate six months ahead, we need to multiply by 2 the prediction of the six month difference, We assign score one to a prediction of contraction in scenario u and zero otherwise. We repeat the exercise for each of the 10000 draws, and finally, we divide the sum of the scored ones by the total number of scenarios. This number gives the probability forecast regarding a contraction in employment (or industrial production) over the next year, conditioning on the information set at 2000:m2. Then, we add one observation and repeat the same exercise to obtain the probability forecast regarding a contraction in employment over the next five quarters, conditioning on the information set at 2000:m3.
We carry on until we reach the information set dated 2004:m1. This exercise will give 45 probability forecasts. This is due to the 60 observations describing the evaluation 
Assessing Accuracy of Probability Forecasts
To evaluate these probabilities, we employ the quadratic probability score (QPS), and the log probability score (LPS), as suggested by Diebold and Rudebusch (1989) . Let P t be the probability forecast for the "contraction in employment (or industrial production)" by the model for the next five quarters conditional on the information set at time t. The variable R t is binary and it takes value 1 if the contraction occurs in the actual data within the five quarters ahead period of time t, and it is equal to 0 otherwise.
Then the QPS and LPS are written as
The QPS score ranges from 0 to 2, with 0 being perfect accuracy. The second one ranges from 0 to ∞. LPS and QPS imply different loss functions with large mistakes more heavily penalized under LPS.
Empirical Analysis
The analysis was carried out using monthly data for the period 1993:m8-2005:m4 6 . All the series including data on the high-yield corporate spreads, term spread, the US nonfarm payroll employment and industrial production were obtained from Datastream.
The point forecast results for the employment growth are reported in detail in Tables   1a-1d and those for the industrial production growth are in Tables 2a-2d . In these tables we report the 3-, 6-, 9-, and 12-month-ahead forecasts for the period 2000:m5-2005:m4.
A careful inspection suggests the following results.
First, the Dynamic Factor model for credit spreads improves substantially upon the AR. In particular, as for the employment growth, the 3-, 6-, 9-, and 12-month-ahead MSFE values indicate a 32%, 48%, 61% and 66% improvement, respectively. For industrial production growth, the corresponding figures are 28%, 48%, 62% and 64%, respectively. Also, the Diebold-Mariano test suggests that, for employment, the forecast improvements are significant at 1% level for the 3-and 6-month horizons, and at 10% level for the 9-month horizon. As for the industrial production, the improvements are more modest (at 10% level for the 3-, 6-and 9-month horizons). Furthermore, the Dynamic Factor forecast encompasses the AR whereas the latter does not forecast encompass the former (the only exception is the 9-month horizon for employment growth). As for the Success Ratio, the results show that the Dynamic Factor model provides more accurate predictions than those corresponding to the AR.
Second, a number of sector-specific high-yield spreads (such as automotive, consumer cyclical, capital goods, finance, insurance, packaging, supermarkets, conglomerates) very often improve upon the AR and upon the term spread. However, the forecast performance of the individual spreads is not superior to the one associated with the Dynamic Factor. In particular, at 9-and 12-month horizons the Dynamic Factor model considerably improves upon the individual spreads in terms of the relative MSFEs and the Success Ratio.
Third, the aggregate high-yield corporate spread shows good leading indicator properties relative to the AR and to the term spread. This result is in line with Stock and
Watson (2003b) and Mody and Taylor (2003, 2004) . Interestingly, the Dynamic Factor model still has the best forecasting performance. For instance, it delivers substantially lower relative MSFEs than those corresponding to the aggregate high-yield spread at all horizons.
Fourth, the forecasting performance of the term spread is of particular interest, given its prominence in the literature. It is possible to observe that the term spread forecasts (at the different horizons) are particularly poor relative to those of the Dynamic Factor in terms of all criteria and for both industrial production and employment growth. Also, even though the MSFEs produced by the term spread are lower than those associated with AR, the Diebold-Mariano test suggests that this improvement is not significant.
Moreover, according to the Success Ratio, only the 3-month-ahead forecast of employment, and the 3-, 9-, and 12-month-ahead forecasts of industrial production are more accurate than those of the AR. According to the encompassing test, the term spread outperforms clearly the AR in five cases, except for 3-and 6-month-ahead forecasts of employment and for 12-month-ahead forecasts of industrial production.
This is consistent with the recent empirical studies reviewed in the introduction, which found a deterioration of the forecasting performance of the term spread as a predictor of output growth in the US since 1985.
Notice that the Diebold-Mariano and the forecast encompassing tests can be used to compare non-nested models. However, in our work the evidence is mixed since the recursive BIC criterion used for model selection suggests the choice of a benchmark AR, which in some periods is nested but in other periods is not nested in the various ARDL candidate models 7 . We argue that, even though, we should interpret with caution the Diebold-Mariano and encompassing tests results, the relative MSFEs and the directional changes support a number of candidate ARDL, particularly, the Dynamic Factor model.
We now turn our focus on the accuracy of probability forecasts. Tables 3a-3b report the QPS and LPS scores to evaluate the accuracy of the probability forecasts regarding a contraction in employment and industrial production over the next five quarters.
Overall, the results are consistent with the point forecast findings. More specifically, there are substantial gains when using an ARDL model with Dynamic Factors. For instance, for a contraction in employment the probability forecasts obtained from the Dynamic Factor model are 21% and 24% (in terms of QPS and LPS, respectively) more accurate than those of the AR; while for a contraction in industrial production there is a 20% and 46% improvement relative to the AR.
7 See also Stock and Watson (2003b) for a similar argument.
Also, there are gains when the Dynamic Factor model is compared to the term spread. For example, for employment, the scores obtained from Dynamic Factor are 22% and 10% lower than those from the term spread; while, for industrial production, there is 13% and 40% improvement upon the AR.
Furthermore, the Dynamic Factor for credit spreads is more accurate than the aggregate high-yield credit spread in predicting contraction events. In particular, for employment the accuracy gains are of 22% and 21%, while for industrial production the there are of 32% and 46%. In this light, it is believed that the present work contributes to the literature by suggesting that to test the financial accelerator mechanism it is better to build forecasting models for economic activity based on a small number of factors that effectively summarise large amount of information about the high-yield corporate bond market.
Finally, even though some sector-specific high-yield spreads forecasts are more accurate than those corresponding to the AR and the term spread, overall the Dynamic Factor model is the best in predicting contraction events in employment and industrial production.
The empirical finding can be interpreted as follows. First, the high predictive content in high-yield credit spreads can be explained only if the latter are largely determined by default risk. It is important to observe that, the assumption of the spreads measuring default risk has been questioned by the study of Elton et al. (2001) cit.) find that the default risk accounts for a small fraction of the observed corporate-Treasure yield spread only for investment grade bonds, whereas it accounts for a much higher fraction of yield spreads for high-yield corporate bonds. Second, in order to predict the future state of the economy, we need to retrieve the "systemic" default risk component in the spreads. Our empirical findings suggest that it is not the aggregate high-yield, but the common component to a number of sector-specific high-yield corporate spreads (obtained via DF method), that could be a good proxy of "systemic" default risk. Consequently, this is expected to enhance the forecasting capabilities of the DF model relative to the different benchmarks, including the one using the aggregate high-yield spread as a predictor.
Conclusions
The focus of this paper is on investigating (out-of-sample) the leading indicator properties of high-yield corporate spreads regarding the level of real economic activity.
Our empirical analysis leads to the following conclusions. In line with Gertler and Lown (1999) and Mody and Taylor (2003, 2004) we find that high-yield credit spread spreads have a good predicting performance regarding US industrial production and employment growth. Our work, however, goes one step further and suggests that rather using the aggregate high-yield spread (as in the previous studies aforementioned), it is better to use few factors extracted from a number of disaggregated high-yield credit spreads. As shown, there is a substantial improvement in the forecasting performance of the Dynamic Factor compared to the one corresponding to AR models or to ARDL models where the exogenous regressor is either the term spread or the individual credit spread. Also, we focus on the prediction of average, using a point forecast analysis, but also of "adverse" scenarios, computing probability forecasts regarding a contraction in the real economic activity. To our knowledge, the present study is the first attempt in the literature to produce probability forecasts using the h-step-ahead projection method.
Finally, the superior forecasting performance of the Dynamic Factor model can be explained by recognizing that the factor extraction is obtained by averaging out noisy idiosyncratic information contaminating the empirical observed sector-specific credit spreads. The DF method, then, allows us to obtain a "systemic" default risk proxy, which can enhance the capabilities of the DF model in forecasting the future real economic activity level in the US. 
