here ξ = ξ 1 . . . ξ n , η = η 1 . . . η n are row-matrices; ξ j , η j , η j are anti-commuting variables. 4, 5 The integral in the right-hand side is the Berezin integral, see Section 1.
In fact, Berezin in his book 6 declared that there is the analysis of Grassmann variables parallel to our human analysis. The book contains parallel exposition of the boson Fock space (usual analysis in infinite number of variables) and the fermion Fock space (Grassmann analysis in infinite number of variables), this parallel looks completely mysterious. However, the strangest elements of this analogy were the formulae (0.1) and (0.2). The mysterious analogy pushed him at the end of 60s -beginning of 70s to the invention of the 'super analysis', 'supergroups', 'Lie superalgebras' 7 , which mix even (complex or real) variables and odd (Grassmann) variables.
The crucial step that made a reality from shadow projects was the paper of F. A. Berezin and G. I. Kac [5] , 1970, where formal supergroups were discovered. In 1971-73 Lie superalgebras appeared in the quantum field theory.
0.2. Purposes of the paper. Orthosymplectic spinors. We wish to unite the formulae (0.1)-(0.2) and to write explicitly the representation of the supergroup 8 OSp(2p|2q), the operators of the representation have the form
3. Purposes of the paper. Gauss-Berezin integral operators. In [18] , [19] , [20] it was shown that spinor representations are actually representations of categories. We obtain a (non perfect) super analog of these constructions. Let us explain this in more detail.
First, let us consider the 'boson' case. Consider a symmetric (n+n)×(n+n)-matrix,
S =
A B B t C . It can be readily checked that bounded Gaussian operators form a semigroup, which includes the group Sp(2n, R); its algebraic structure is described below in Section 2.
Consider a Gaussian integral operator
On the other hand, we can introduce Berezin operators that are fermion analogs of Gaussian operators. Namely, consider a skew-symmetric matrix A B −B is contained in the pseudo-unitary group U(n, n).
For Berezin operators in general position, a product of Berezin operators is a Gaussian operator. But sometimes this is not the case. However, it is possible to improve the definition (see our Section 1), and to obtain a semigroup of Berezin operators.
In the paper we introduce 'Gauss-Berezin integral operators', which unify boson 'Gaussian operators' and fermion 'Berezin operators'. Our main result is a construction of a canonical bijection between set of Gauss-Berezin operators and a certain domain in Lagrangian super-Grassmannian; also we propose a geometric interpretation of products of Gauss-Berezin operators.
Formula (0.3) for super-spinor representation of the supergroup OSp(2p|2q) is a byproduct of the geometric construction.
0.4. Purposes of the paper. Universality. The spinor representation and Weil representations, in particular, are important for two following reasons.
The first reason is the Howe duality, see, for instance, [12] , [13] , [1] . Second, they are universal in the representation theory of infinite-dimensional groups, see [21] .
Certainly, the orthosymplectic spinors furnishes us with the same tools for supergroups. But actual applications are beyond purposes of this work. 0.5. Structure of the paper. I tried to write a self-contained paper, no preliminary knowledge of the super-mathematics or representation theory is pre-assumed. But this implies a necessity of various preliminaries.
We start with an exposition of orthogonal and symplectic spinors in Sections 1 and 2. These sections contain also a discussion of Gaussian integral operators and Berezin (fermion Gaussian) operators.
In Sections 5 -7 we discuss supergroups, super-Grassmannians, superlinear relations. I am trying to use minimally necessary tools, these sections are not an introduction to super-science. For generalities of super-mathematics, see [4] , [17] , [15] , [28] , [10] , [27] , [7] .
Section 3 contains a discussion of super analogs of the Gaussian integral, this is a simple imitation of the well-known formula
Apparently, these calculations are written somewhere, but I do not know references.
The Gauss-Berezin operators are introduced in Section 4. Our main construction is the canonical one-to-one correspondence between super-linear relations and Gauss-Berezin operators, which is obtained in Section 8. This immediately produces a representation of supergroups OSp(2p|2q). For g being in an 'open dense' subset in the supergroup, the operators of the representation has form (0.3).
In the last section we discuss some details and unsolved problems.
A survey of orthogonal spinors. Berezin operators and Lagrangian linear relations
This Section is subdivided into 3 parts. In Part A we develop the standard formalism of Grassmann algebras Λ n and define Berezin operators Λ n → Λ m , which are in a some sense morphisms of Grassmann algebras (but generally they are not morphisms in the category of algebras).
In Part B we describe the 'geometrical' category GD, which is equivalent to the category of Berezin operators. Morphisms of the category GD are certain Lagrangian subspaces.
In Part C we desribe explicitly the correspondence between Lagrangian subspaces and Berezin operators.
In some cases we present proofs or explanations, for a coherent treatment see [21] , Chapter 2.
A. Grassmann algebras and Berezin operators.
1.1. Grassmann variables and Grassmann algebra. We denote by ξ 1 , . . . , ξ n the standard Grassmann variables,
Denote by Λ n the algebra of polynomials in these variables, evidently, dim Λ n = 2 n . The monomials
where α = 0, 1, . . . , n and
form a basis of Λ n . Below we call elements of Grassmann algebra by functions. 1.2. Derivatives. We define left differentiations in ξ j as usual. Exactly, if f (ξ) does not depend on ξ j , then
1.3. Exponentials. Let f (ξ) be an even function, i.e., f (−ξ) = f (ξ). We define its exponential as always,
Even functions f , g commute, f g = gf , therefore exp{f (ξ) + g(ξ)} = exp{f (ξ)} · exp{g(ξ)}.
Berezin integral.
Let ξ 1 , . . . , ξ n be Grassmann variables. The Berezin integral
is a linear functional on Λ n defined by
The integral of all other monomials is zero.
The following formula for integration by parts holds
1.5. Integrals with respect 'to odd Gaussian measure'. Let ξ 1 , . . . , ξ q be as above. Let ξ 1 , . . . , ξ q be another collection of Grassmann variables,
We need the following Gaussian expression
and the integral is zero for all other monomials. For instance,
Evidently,
1.6. Integral operators. Now consider Grassmann algebras Λ p and Λ q consisting of polynomials in Grassmann variables ξ 1 , . . . , ξ p and η 1 , . . . , η q respectively. For a function K(ξ, η) we define an integral operator 
Then a ... are the matrix elements 9 of A K in the standard basis (1.1).
9 up to signs
1.7. Berezin operators in the narrow sense. A Berezin operator Λ q → Λ p in the narrow sense is an operator of the form
Let us explain the notation.
1. ξ η denotes the row-matrix
Respectively, ξ t η t denotes the transposed column-matrix.
is skew-symmetric. The whole expression for the kernel has the form exp 1 2
where
The symbol Pfaff(·) denotes the Pfaffian, see the next subsection.
A calculation is not difficult, see Subsection 3.9.
1.9. Pfaffians. Let R be a skew-symmetric 2n × 2n matrix. Its Pfaffian Pfaff(R) is defined by the condition
In other words,
Recall that Pfaff(R) 2 = det R. , where s ranges in C. Certainly, the cone C is not closed. Indeed,
This suggests the following definition.
Berezin operators are operators Λ q → Λ p , whose kernels have the form
3. m ranges in the set {0, 1, . . . , p + q};
is a skew-symmetric (p + q) × (p + q)-matrix.
The space of Berezin operators.
10 A cone is a subset invariant with respect to homotheties z → sz, where s ∈ C. They are closures of Ber [0] and Ber [1] respectively. Also, in these cases, the kernel K(ξ, η) satisfies
respectively. Remark. A kernel K(ξ, η) of an operator Λ q → Λ p is canonically defined. However the expression (1.6) for a kernel of a Berezin operator is non-canonical if the number m of linear factors is 1. For instance,
Examples of Berezin operators.
a) The identity operator is a Berezin operator. Its kernel is exp ξ j η j }. b) More generally, an operator with kernel exp ij b ij ξ i η j is the natural substitution operator Λ q → Λ p ,
c) The operator with kernel ξ 1 exp{ ξ j η j } is the operator f → ξ 1 f .
e) The operator with kernel η 1 exp{ ξ j η j } is the operator f → ∂ ∂ξ1 f . f) The operator corresponding to the kernel (ξ 1 + η 1 )(ξ 2 + η 2 ) . . . is the Hodge * -operator.
g) The operator with kernel K(ξ, η) = 1 is the projection on the vector f (ξ) = 1.
h) The operator B with the kernel
is the multiplication operator 
If g, h do not depend on ξ j , then
In the same way, we define the operators
where -B is a Berezin operator in the narrow sense, -α ranges in the set {0, 1, . . . , p} and β ranges in {0, 1, . . . , q} By (1.8) we can assume Remark. Usually a Berezin operator admits many representations in the the form (1.9). In fact the space of all Berezin operators is a smooth cone, and formula (1.9) determines 2 p+q coordinate systems on this cone.
1.14. Category of Berezin operators. Groups of automorphisms. Theorem 1.6 Let
By Theorem 1.6 we get a category, whose objects are Grassmann algebras Λ 0 , Λ 1 , Λ 2 , . . . and whose morphisms are Berezin operators.
Denote by G n the group of all invertible Berezin operators Λ n → Λ n . By the definition, it contains the group C * of all scalar operators.
Here O(2n, C) denotes the usual group of orthogonal transformations in C 2n . Moreover, this isomorphism is nothing but the spinor representation of O(2n, C).
Our next purpose is to describe explicitly the category of Berezin operators. In fact, we intend to clarify the strange matrix multiplication (1.5). Now we present a formal definition. The product QP is a linear relation
In fact, the multiplication of linear relations extends the usual matrix multiplication.
1.17. Imitation of some standard definitions of matrix theory. 1
• . The kernel ker P consists of all v ∈ V such that v ⊕ 0 ∈ P . In other words, ker P = P ∩ (V ⊕ 0).
2
• . The image im P ⊂ W is the projection of P onto 0 ⊕ W .
3
• . The domain dom P ⊂ V of P is the projection of P onto V ⊕ 0.
The definitions of a kernel and an image extend the corresponding definitions for linear operators. The definition of a domain extends the usual definition of the domain of an unbounded operator in an infinite-dimensional space. For an actual operator, indef = 0.
1.18. Lagrangian Grassmannian and orthogonal groups. First, let us recall some definitions. Let V be a linear space equipped with a non-degenerate symmetric (or skew-symmetric) bilinear form M . A subspace H is isotropic with respect to the bilinear form
A Lagrangian subspace 11 is an isotropic subspace whose dimension is precisely Equip the space V 2n ⊕ V 2m with the symmetric bilinear form L ⊖ given by
where v, v ′ ∈ V 2n and w, w ′ ∈ V 2m .
This is obvious.
1.19. Imitation of orthogonal groups. Category GD. Now we define the category GD. The objects are the spaces V 2n , where n = 0, 1, 2, . . . . There are two types of morphisms
; we regard them as linear relations.
b) a distinguished morphism 12 null 2n,2m .
Now define a product of morphisms.
-Product of null and any morphism is null.
Then QP is the product of linear relations.
-If the condition (1.11) is not satisfied, then QP = null.
Theorem 1.9 The definition is self-consistent, i.e., a product of morphisms is a morphism and the multiplication is associative.
The appearance of null seems strange; however its necessity will be transparent immediately (null correspond to zero operators in the next theorem). Also, null will be the source of some our difficulties below.
Theorem 1.10 The category of Berezin operators defined up to scalar factors and the category GD are equivalent.
In fact, there is a map that takes each Lagrangian linear relation P : V 2n ⇉ V 2m to a nonzero Berezin operator spin(P ) : Λ n → Λ m such that for each
where λ(Q, R) is a constant. Moreover
We describe the correspondence between the category of Berezin operators and the category GD explicitly in Theorems 1.16, 1.17. First, we need some auxiliary facts concerning Lagrangian Grassmannians (for detailed introduction to Lagrangian Grassmannians see [2] , [22] ).
C. Explicit correspondence.
1.20. Coordinates on the Lagrangian Grassmannian. We write
The following conditions are equivalent -the matrix T H is skew-symmetric; -the subspace H is Lagrangian
Proof. We write the bilinear form L as
Now the statement becomes obvious. Lemma 1.11 defines a coordinate system on Lagr(V 2n ). Certainly, this coordinate system does not cover the whole space Lagr(V 2n ).
1.21. Atlas on the Lagrangian Grassmannian. Denote by e + j , e − l the standard basis in C 2n . Let J be a subset in {1, 2, . . . , n}. Denote by J its complement. We define the subspaces
cover the whole Lagrangian Grassmannian Lagr(V 2n ).
1.22. Atlas on the Lagrangian Grassmannian. Elementary reflections. We can describe the same maps in a slightly different way. For i = 1, 2, . . . , n define the elementary reflection σ i : V 2n → V 2n by
( 1.13) 1.23. Components of Lagrangian Grassmannian.
Observation 1.14 The Lagrangian Grassmannian in the space V 2n consists of two connected components. 13 We propose two proofs to convince the reader.
The group O(n, C) is dense in Lagr(V 2n
). This group has two components.
2. It can be readily checked that Lagr(V 2n ) is a homogeneous space
The group O(2n, C) consists of two components and the group GL(n, C) is connected.
Remark. Two components of the Lagrangian Grassmannian correspond to two components of the space of Berezin operators.
1.24.
Coordinates on the set of morphisms of GD. We can apply the reasoning of Section 1.20 to the Lagr(V 2n ⊕ V 2m ). Due to the minus in formula (1.10) we must take care of the signs in Lemma 1.11.
is a graph of an operator
Then the following conditions are equivalent 13 Recall that V 2n is equipped with a symmetric bilinear form. The usual Lagrangian Grassmannian discussed in the next section is connected. The orthosymplectic Lagrangian Grassmannian (see Section 6) consists of two components.
14 We emphasis that the initial space V 2n and the target space V 2m are mixed in the next row.
-P ∈ Lagr(V 2n ⊕ V 2m ); -P is a graph of an operator having the form
(1.14)
1.25. Creation-annihilation operators. Let V 2n be as above. Decompose
Let us write elements of V 2m as 
Sketch of proof. 1. First, let us consider a Berezin operator in the narrow sense. We write the equation (1.15)
or, equivalently,
We differentiate the exponential and get
Therefore,
By Lemma 1.15, P is a Lagrangian subspace in V 2q ⊕ V 2p . 2. Next, let C be a Berezin operator having the form (1.9),
We note that
where σ i is the elementary reflection (1.12). Let the operator B satisfy
where v ⊕ w ranges in P [B]. Then the operator C satisfies
Therefore the corresponding linear relation is
and is Lagrangian. This proves a). 3. By Proposition 1.12, the sets (1.18) sweep the whole Lagrangian Grassmannian. This proves b).
and this proves c).
We omit a proof of d), which is not completely obvious. 
The boson Fock space F n is the space of entire functions on C n satisfying the condition
We define the inner product in F n by 
Theorem 2.3 For each bounded operator
(the integral absolutely converges for all f ).
Product formula.
Theorem 2.5 Let
to the * -multiplication. Moreover G n is isomorphic to the group Sp(2n, R).
However, the formula (2.1) almost coincides with the formula (1.5). Again, it hides a product of linear relations.
First, we define analogs of the spaces V 2n from the previous section. 
-the indefinite Hermitian form
Remark. I wish to explain the origin of the definition. Consider a real space R 2n equipped with a nondegenerate skew-symmetric bilinear form {·, ·}. Consider the space C 2n ⊃ R 2n . We can extend {·, ·} to C 2n in the following two ways. First, we can extend it as a bilinear form,
Next, we extend {·, ·} as a sesquilinear form
Thus we get a space endowed with two forms. To achieve a complete correspondence with the space W 2n , we put Λ := i Λ, M := i M . 2.6. The category Sp. Objects of the category Sp are the spaces W 2n , where n = 0, 1, 2, . . . .
We equip the direct sum W 2n ⊕ W 2m with two forms,
A morphism W 2n → W 2m is a linear relation P : W 2n ⇉ W 2m satisfying the following conditions.
1. P is Λ ⊖ -Lagrangian.
The form M
⊖ is non-positive on P .
3. The form M = M W2n is strictly negative on ker P and the form M = M W2m is strictly positive on indef P .
A product of morphisms is the usual product of linear relations 15 .
Observation 2.7
The group of automorphisms of W 2n is the real symplectic group Sp(2n, R).
This follows from the remark given in the previous subsection. The group of operators preserving the both forms Λ, M on C 2n preserves also the real subspace R 2n .
Construction of Gaussian operators from linear relations.
Recall that W 2n is C 2n = C n ⊕ C n . Denote this decomposition by
Represent a linear relation P as graph of an operator
This is possible, because P is negative semi-definite and W 
Theorem 2.9 For each morphisms
the corresponding Gaussian operators
where QP is a product of linear relations and λ(Q, P ) is a nonzero scalar.
As formulated, the theorem can be proved by direct force.
Construction of linear relations from Gaussian operators.
For
we define the differential operator (a creation-annihilation operator)
For a given Gaussian operator B[S] : F n → F m we consider the set P of all v ⊕ w ∈ W 2n ⊕ W 2m such that
Theorem 2.10 The linear relation P is a morphism of the category Sp.
2.9.
Details. An analog of the Schwartz space. We define by SF n the subspace in F n consisting of all 
The Olshanski semigroup is a subsemigroup in the semigroup of endomorphisms of the object W 2n .
Gauss-Berezin integrals
Here we discuss super analogs of Gaussian integrals. Final formulae actually are not used, but their structure is important for us.
Apparently these integrals are evaluated somewhere, but I do not know a reference. Calculations in the fermion case are contained in [26] .
3.1. Phantom algebra. Phantom generators a 1 , a 2 , . . . are anti-commuting variables, a k a l = −a l a k .
We define a phantom algebra A as the algebra of polynomials in the variables a j .
For the sake of simplicity, we assume that the number of variables is infinite. We also call elements of A phantom constants.
The phantom algebra has a natural Z-gradation by degree of monomials,
Therefore, A admits a Z 2 -gradation, namely
We define the automorphism µ → µ σ of A by the rule
(equivalently, a σ j = −a j ). The algebra A is supercommutative in the following sense:
Next, represent µ ∈ A as µ = j 0 µ j , where µ j ∈ A j . We define the map
Take ϕ ∈ A such that π ↓ (ϕ) = 0. Then ϕ N = 0 for sufficiently large N . Therefore,
(1 + ϕ)
actually, the sum is finite. In particular, if π ↓ (µ) = 0, then µ is invertible.
A comment for super-experts.
The purpose of this paper is a specific construction and I use a minimal language necessary for this purpose. I think that a translation to the common super language is easy for an expert.
Certainly we need not specify a supecommutative algebra A. However, A is not completely arbitrary; in particular we need well-defined exponentials of even elements of A.
Berezinian. Let
P Q R T be a block (p + q) × (p + q)-matrix, let P , T be composed of even phantom constants, and Q, R be composed of odd phantom constants. Then the Berezinian (or Berezin determinant) is
We note that P and T − QP −1 R are composed of elements of the commutative algebra A even , therefore their determinants are well-defined. The Berezinian satisfies the multiplicative property of the usual determinant ber(A) ber(B) = ber(AB).
Functions. We consider 3 types of variables:
-human (boson) variable, we denote them by x i , y j (if they are real) and z i , u j (if they are complex); -Grassmann (fermion) variables, we denote them by ξ i , η j or η j ; -phantom generators a j as above.
Boson variables x l commute with the fermion variables ξ j and phantom constants µ ∈ A. We also assume that the fermion variables ξ j and the phantom generators a l anticommute, ξ j a l = −a l ξ j .
Fix a collection of boson variables x 1 , . . . , x p and a collection of fermion variables ξ 1 ,. . . ξ q . A function is an expression of the form
where µ are phantom constants and h are smooth functions of a real variable x ∈ R p .
We say, that a function f is even (respectively odd) if it is an even expression in the total collection {ξ i }, {a k }.
Remark. The reader can observe that the fermion variables and phantom variables have equal rights in our definition. However, below their roles are rather different; ξ j serve as variables and elements of A serve as constants (see (3.4) ). More precisely, we regard 'functions' as maps
For a given f , we define the function
3.5. Integral. Now we define the symbols
The integration in x is the usual termwise integration in (3.2),
The integration in ξ is the usual termwise Berezin integral.
3.6. Exponential. Let f (x, ξ) be an even expression in ξ, a, i.e., f (x, ξ) = f (x, −ξ) σ . We define its exponential as usual, it satisfies the usual properties. Namely,
Since f 1 f 2 = f 2 f 1 , the identity
holds.
Observation 3.1 The series (3.3) converges.
This is obvious, however we present explanations. We represent f as a polynomial in a, ξ
here I is a finite subset i 1 < i 2 < · · · < i l in N and J is a subset j 1 < · · · < j s in {1, 2, . . . , q}. Since f is even, only terms with even |I| + |J| := l + s are present. Then
Opening brackets, we get a polynomial in a j , ξ k .
Gauss-Berezin integrals.
A special case. Take p real variables x i and q Grassmann variables ξ j . Consider the expression
The notation t denotes the transpose as above, also x ξ is the row-matrix composed of symbols
The matrices A and C are composed of even phantom constants, A is symmetric, C is skew-symmetric, and B is a matrix composed of odd phantom constants.
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Observation 3.2 The integral converges iff the matrix Re π ↓ (A) is negative definite.
This is evident. Indeed, the integrand exp{. . . } is a finite sum of the form
where P (x) are polynomials. Under the condition of Re π ↓ (A) < 0, a term-wise integration is possible.
Evaluation of the Gauss-Berezin integral.
Theorem 3.3 Let Re A < 0. Then
Recall that q is the number of Grassmann variables.
Remark. The matrix C + B t A −1 B is skew-symmetric and composed of even phantom constants. Therefore, the Pfaffian is well defined.
Remark. Thus, for even q we get a hybrid of a Pfaffian and a Berezinian (see also [14] ),
Proof. First, we integrate in x,
We substitute and come to the usual Gaussian integral (0.6).
Integrating the result, we get
and come to the Pfaffian. We must justify the substitution (3.5). Let Φ be a function on R p , let ν be an even expression in a, ξ, assume that the constant term is 0. Then
Actually, the summation is finite. A termwise integration in x gives zero for all j = 0.
3.9. A preliminary remark. Grassmann Gaussian integral. 
where s ∈ C, Q is a skew-symmetric matrix, and h j are row-matrices; m = 0, 1, 2, . . . .
Indeed, one can find a linear substitution ξ = ηS such that
Then the integral can be reduced to
where ν j are linear expression in ζ k . We get
Recall that ν m are certain linear expressions 19 in ζ i . .
More general Gauss-Berezin integrals.
Consider an expression
here A, B, C are as above and h t , g t are column-vectors, h j ∈ A even , g k ∈ A odd .
We propose two ways of evaluation of this integral.
3.11. The first way of evaluation. Substituting The necessity is evident; to prove the sufficiency, we note that the matrix
is composed of nilpotent elements of A. We write out (1+T )
The matrix A is invertible, because Re A < 0. But the matrix C is skew-symmetric.
-If q is even, then a q × q skew-symmetric matrix C in a general position is invertible. For noninvertible C we have a chance to remove uncertainty. This way leads to an expression of the form (3.8).
-If q is odd, then C is non-invertible; our approach is not suitable.
3.12. Second way of evaluation of Gauss-Berezin integrals. First, we integrate in x,
Substituting y = x + h − ξB t A −1 and integrating in y, we get
Next, we must integrate in ξ, the integral has a form
where a matrix D is composed of even phantom constants and a vector r is odd.
If D is invertible, we shift the argument again η t := ξ t + D −1 r t and get
the last integral is a Pfaffian. This way is equivalent to the approach discussed in the previous subsection. Now consider an arbitrary D. The calculation of Subsection 3.9 does not survive 20 . However, we can write (3.7) explicitly as follows. For any subset I : i 1 < · · · < i 2k in {1, . . . , q} we consider the complementary subset J : j 1 < · · · < j q−2k . Define the constant σ(I) = ±1 as follows
Recall that d pq ∈ A even and r ∈ A odd .
20 Let D be a skew-symmetric matrix over Aeven. If π ↓ (D) is degenerate, then we can not reduce D to a canonical form.
Gauss-Berezin integral operators
Here we define super hybrids of Gaussian operators and Berezin operators.
4.1. Fock-Berezin spaces. Fix p, q = 0, 1, 2, . . . . Let z 1 , . . . , z p be complex variables, ξ 1 , . . . , ξ q be Grassmann variables. We consider expressions
where h are entire functions in z.
We define the map f → π ↓ (f ) as above. Expand f as above,
We define the Fock-Berezin F p,q as the space of all functions f (z, ξ) satisfying the condition: for each I, J, the function r I,J (z) is in the Schwartz-Fock space SF p , see Subsection 2.9.
Remark. This definition admits some variations, our choice is volitional.
-We can assume that all the r I,J are in the Hilbert-Fock space F p . But some Gauss-Berezin operators defined below are unbounded in this space; therefore this point of view requires explanations of domain of definition of operators, meaning of products of operators, etc..
-We can assume that all r I,J are in the space dual to SF p , see [22] , Chapter 5. This is more-or-less equivalent to our approach, but requires more comments.
Another form of Gauss-Berezin integral. Consider the integral
where two matrices are as above, row-vectors α, κ are even, the vectors β, λ are odd. Since C n ≃ R 2n , this integral is a special case of the Gauss-Berezin integral. We get
where the scalar factor is a hybrid of a Pfaffian and a Berezinian mentioned above.
Integral operators.
We write operators F p,q → F r,s as
4.4. Linear and antilinear operators. We say that an operator A :
A(λf ) = λAf, where λ is a phantom constant, and antilinear if
where λ is a phantom constant.
In fact, the operators
are antilinear. An integral operator (4.3) is linear if the kernel K(z, ξ, u, η) is an even function in the totality of Grassmann variables ξ, η, a.
σ .
An operator is antilinear iff the function K is odd. Below we meet only linear and antilinear operators. We define also the (antilinear) operator S of σ-conjugation,
4.5. Gauss-Berezin vectors in the narrow sense. A Gauss-Berezin vector (in the narrow sense) in F p,q is a vector of the form
where A, B, C are as above, see Subsection 3.7.
4.6. Gauss-Berezin operators in the narrow sense. A Gauss-Berezin integral operator in the narrow sense is an integral operator
whose kernel is a Gauss-Berezin vector. In other words, a Gauss-Berezin operator has the form
where λ is an even phantom constant, A ij is composed of even constants if (i + j) is even, otherwise A ij is composed of odd constants. They also satisfy the natural conditions of the symmetry for a matrix of a quadratic form in the variables z, ξ, u, η. Remark. On the other hand, a Gauss-Berezin vector can be regarded as a Gauss-Berezin operator F 0,0 → F p,q .
For Gauss-Berezin operators
evaluation of their product is reduced to the Gauss-Berezin integral (4.1). For operators in general position, we can apply formula (4.2). Evidently, in this case the product is a Gauss-Berezin operator again. However, our final Theorem 8.4 avoids this calculation. Also, considerations of Section 1 suggest an extension of the definition of Gauss-Berezin operators.
4.7. General Gauss-Berezin operators. As above, we define first order differential operators
If a function f is independent on ξ j , then
These operators are antilinear.
A Gauss-Berezin operator F p,q → F r,s is an operator of the form
where the operator S is given by (4.4) and -B is a Gauss -Berezin operator in the narrow sense; -i 1 < i 2 < · · · < i k , m 1 < m 2 < · · · < m l , and k, l 0; -λ is an even invertible phantom constant. Note that a Gauss-Berezin operator is linear. Remark. We define the set of Gauss-Berezin operators as a union of 2 p+q sets. These sets are not disjoint. Actually, we get a (super)manifold consisting of two connected components (according the parity of k + l). Each set (4.7) is open and dense in the corresponding component. This will be obvious below.
Remark. Operators π ↓ (B)
. Let K(z, ξ, u, η) be the kernel of a Gauss-Berezin operator. Then the formula
Evidently, this operator is a tensor product of a Gaussian operator
For instance, for an operator B given by the standard formula (4.6), we get the Gaussian operator
and the Berezin operator
4.9. Products of Gauss-Berezin operators.
Theorem 4.2 For each Gauss-Berezin operators
their product B 2 B 1 is either a Gauss-Berezin operator or
for all f .
A proof is in Section 8. We also present an interpretation of a product in terms of linear relations.
Remark. In the case (4.9) the kernel of the product has the form (3.8) but it is not a Gauss-Berezin operator in our sense. Possibly this requires to change our definitions.
General Gauss-Berezin vectors. A Gauss-Berezin vector is a vector of the form
where b is a Gauss-Berezin vector in the narrow sense. Remark. We write S k for a correspondence with (4.7). However omitting this factor, we get the same definition.
Super-groups OSp(2p|2q)
Here we define a super analog of the groups O(2n, C) and Sp(2n, C). For a general discussion of supergroups and super-Grassmannians, see books [4] , [17] , [15] , [10] .
5.1. Modules A p|q . Let
be a direct sum of (p+q) copies of A. We regard elements of A p|q as row-vectors (v 1 , . . . , v p ; w 1 , . . . , w q ).
We define a structure of A-bimodule on A p|q . The addition in A p|q is natural. The left multiplication by λ ∈ A is also natural λ • (v 1 , . . . , v p ; w 1 , . . . , w q ) := (λv 1 , . . . , λv p ; λw 1 , . . . , λw q ).
The right multiplications by
where σ is the involution of A defined above. We define the even part of A p|q as (A even ) p ⊕ (A odd ) q and the odd part as (A odd ) p ⊕ (A even ) q .
Matrices.
Denote by Mat(p|q) the space of (p + q) × (p + q) matrices over A, we represent such matrices in the block form
We say that a matrix Q is even if all matrix elements of A, D are even and all matrix elements of B, C are odd. A matrix is odd if elements of A, D are odd and elements of B, C are even.
A matrix Q acts on the space A p|q as v → vQ.
Such transformations are compatible with the left A-module structure on A p|q , i.e.,
However, even matrices also regard the right Λ-module structure,
(we use the rule (3.1)).
Super-transposition.
The supertranspose of Q is defined by
for even Q 1 and odd Q 2 .
The following identity holds
Below we use only the first row.
The supergroups GL(p|q)
. The supergroup GL(p|q) is the group of even invertible matrices. The following lemma is trivial. Here π ↓ (A) denotes the matrix composed of elements π ↓ (a kl ). Also, the map Q → π ↓ (Q) is a well-defined epimorphism The supergroup OSp(2p|2q) is the subgroup in GL(2p|2q) consisting of matrices g satisfying s(u, v) = s(ug, vg).
Equivalently, gJg st = J (for this conclusion, we use (5.1); since g ∈ GL(p|q) is even, a sign does not appear).
For an element g = A B C D , 
Super-Grassmannians
This section is a preparation to the definition of superlinear relations. 6.1. Super-Grassmannians. Let u 1 ,. . . , u r be even vectors and v 1 ,. . . , v s be odd vectors in A p|q . We suppose that
A subspace of dimension {r|s} is a left A-module generated by such vectors. Subspaces also are right A-submodules. 
We define the (super-)Grassmannian Gr
Then L ∩ M is a subspace and its dimension is (r + ρ − p)|(s + σ − q).
Remark. If the transversality conditions are not satisfied, then incidentally L ∩ M is not a subspace. For instance, consider A 1|1 with a basis e 1 , e 2 and subspaces L := A(e 1 + ξ 1 e 2 ),
Then L ∩ M = Aξ 1 e 1 is not a subspace.
Proof. Denote by I ⊂ A the ideal spanned by all a j , i.e., A/I = C. Evidently,
p|q . However, I ·L + I ·M = I ·A p|q , therefore we can represent Now let us vary a phantom algebra A. If A is an algebra in finite number of Grassmann constants a 1 ,. . . , a n , then this completes a proof, since (6.2) gives the same dimension of the intersection over C.
Thus, for any vector
Otherwise, we choose a basis in L and a basis in M . Expressions for basis vectors contain only finite number of Grassmann constants a 1 , . . . , a k . After this, we apply the same reasoning to algebras A[l] generated by Grassmann constants a 1 , . . . , a l for all l k and observe that L ∩ M does not contain extra vectors.
6.3. Atlas on the super-Grassmannian. Define an atlas on the Grassmannian Gr r|s p|q as usual. Namely, consider the following complementary subspaces
in A p|q . Let S : V + → V − be an even operator. Then its graph is an element of the Grassmannian.
Permutating coordinates is A p and A q , we get an atlas that covers the whole Grassmannian Gr 
The graph of S is a Lagrangian subspace iff
Remark. This statement is a super imitation of Lemma 1.11.
Proof. We write out a vector h ∈ Λ 2p|2q as
Let h be in the graph of S. Then
We emphasis that the matrices A, B, C, D are even 21 ; for this reason, we write (u + A) st = A st (u + ) st etc., see (5.1). We come to
Therefore we convert our expression to the form
This expression is zero iff the conditions (6.4) are satisfied. 6.6. Atlas on the Lagrangian Grassmannian. Now we imitate the construction of Subsection 1.21.
Denote by e i , e
, where i p, j q, the natural basis in A 2p|2q . Consider subsets I ⊂ {1, 2, . . . , p}, J ⊂ {1, 2, . . . , q}.
We define
We denote by O[I, J] the set of all the Lagrangian subspaces that are graphs of even operators
In fact, these operators satisfy the same conditions as in Proposition 6.3 (our initial map is O[∅, ∅]). Thus we get an atlas on the Lagrangian super-Grassmannian. 8) in the first row we have an extra change of a sign because we want to preserve the symplectic form. Then
Superlinear relations
Gauss-Berezin integral operators are enumerated by contractive Lagrangian superlinear relations. These objects are defined in this section. 7.1. Superlinear relations. We define superlinear relations P : A p|q ⇉ A r|s as subspaces in A p|q ⊕ A r|s . Products are defined as above, see Subsection 1.16.
Next, for a superlinear relation we define complex linear relations
in the natural way, we simply project the Grassmannian in A p|q ⊕ A r|s onto the product of the complex Grassmannians.
7.2. Transversality conditions. Let V , W , Y be complex linear spaces. We say that linear relations
We met these conditions in Section 1, in what follows they are even more important.
Proof. We rephrase the definition of the product QP as follows. Consider the space V ⊕ W ⊕ W ⊕ Y and the following subspaces -P ⊕ Q, -the subspace H consisting of vectors v ⊕ w ⊕ w ⊕ y, -the subspace T ⊂ H consisting of vectors 0
By the first transversality condition (7.1),
therefore we know the dimension of the intersection S := (P ⊕ Q) ∩ H. By the second condition (7.2) the projection H → V ⊕ W is injective on S. 
Proof. We watch the proof of the previous theorem. Proof. Let v ⊕ w, v ′ ⊕ w ′ ∈ P and w ⊕ y, w ′ ⊕ y ′ ∈ Q. By definition,
therefore QP is isotropic. By the virtue of Theorem 7.2, we know dim QP .
Components of Lagrangian super-Grassmannian.
As we observed in Subsection 1.23, the orthogonal Lagrangian Grassmannian in the space C 2n consists of two components. The usual symplectic Lagrangian Grassmannian is connected. Therefore, the Lagrangian super-Grassmannian consists of two components.
Below we must distinguish them. Decompose V = V + ⊕ V − , W = W + ⊕ W − as above (6.3) . We say that the component containing the linear relation (V + ⊕ W − ) : V ⇉ W is even; the another component is odd.
7.6. Contractive Lagrangian linear relations. Now we again (see Section 2) consider the Hermitian form M on C 2p , it is defined by a matrix 1 0 0 −1 . Then C 2p becomes an object of the category Sp.
We say that a Lagrangian super-linear relation P : V ⇉ W is contractive iff π + ↓ (P ) is a morphism of the category Sp.
7.7. Positive domain in the Lagrangian Grassmannian. We say that a Lagrangian subspace P in C 2p|2q is positive if the form M is positive on π + ↓ (P ). Moreover, this operator is unique up to a scalar factor ∈ A even .
b) The operators B(P ) are Gauss-Berezin operators and all Gauss-Berezin operators arise in this context. produce numerous representations from spinors by the Howe duality. However, the Howe duality exists for supergroups, see [25] , [8] , [9] , [16] .
Therefore, there arise two questions.
-Which infinite-dimensional representation of classical Lie superalgebras can be integrated to supergroups using our construction?
-We extend the spinor representation to the Grassmannian. For which representations of supergroups such extensions are possible?
