ABSTRACT Gene expression is controlled primarily by transcription factors, whose DNA binding sites are typically 10 nt long. We develop a population-genetic model to understand how the length and information content of such binding sites evolve. Our analysis is based on an inherent trade-off between specificity, which is greater in long binding sites, and robustness to mutation, which is greater in short binding sites. The evolutionary stable distribution of binding site lengths predicted by the model agrees with the empirical distribution (5-31 nt, with mean 9.9 nt for eukaryotes), and it is remarkably robust to variation in the underlying parameters of population size, mutation rate, number of transcription factor targets, and strength of selection for proper binding and selection against improper binding. In a systematic data set of eukaryotic and prokaryotic transcription factors we also uncover strong relationships between the length of a binding site and its information content per nucleotide, as well as between the number of targets a transcription factor regulates and the information content in its binding sites. Our analysis explains these features as well as the remarkable conservation of binding site characteristics across diverse taxa.
M
UCH of the phenotypic divergence between species is driven by changes in transcriptional regulation, and especially by point mutations at transcription factor binding sites (Stern 2000; Carroll 2005; Ihmels et al. 2005; Prud'homme et al. 2006 Prud'homme et al. , 2007 Tsong et al. 2006; Wray 2007; Lemos et al. 2008; Tuch et al. 2008a,b) . Such mutations can increase or decrease the affinity of a transcription factor protein to its binding sites, which in turn modifies the expression of regulated genes. Binding sites are typically $10 nt in length, in both eukaryotes and prokaryotes, although this number varies from as few as 5 to .30 nt (Figure 1 ). Binding sites are also characterized by their information content (D'haeseleer 2006) , which is determined by the number of different bases that can occur at each nucleotide and still produce functional binding. The average information content varies from a maximum 2 bits per nucleotide (each nucleotide must assume a specific base to produce functional binding) to ,0.25 bits (each nucleotide can assume one of several bases and still produce functional binding).
What determines the length and information content of a transcription factor binding site? Biophysical factors provide some constraints, and numerous studies have explored their effects on the function of individual transcription factor binding sites Berg et al. 2004; Bintu et al. 2005; Shultzaberger et al. 2007; Mustonen et al. 2008; Gerland and Hwa 2009) . Natural selection also plays an important role because, to produce the correct patterns of gene expression, transcription factors must correctly bind to some sites in the genome and avoid binding elsewhere (Sengupta et al. 2002; Shultzaberger et al. 2012; . If binding sites are too short, transcription factors bind too readily to nondesirable genomic locations, which disrupts gene expression and depletes the pool of transcription factors available to bind where they are needed. If binding sites are too long, on the other hand, sites where binding is favored are too easily disrupted by mutation. This inherent trade-off between specificity and robustness is the focus of our analysis. We adopt an evolutionary perspective and explore the effects of mutations that alter the length or information content of binding sites.
Much previous work has focused on biophysical aspects of transcription factor binding, such as how the binding energy changes with individual nucleotide substitutions and with the concentration of free transcription factor proteins in a cell. By specifying binding site fitness in terms of binding energy, these models are able to reconstruct quantitative fitness landscapes that can be used to study the evolution of transcription regulation. This has led to remarkable success in explaining such important features of transcription factor binding as the total binding energy associated with a functional binding site Berg et al. 2004) and the average change in binding energy with individual mutations as well as some features of position weight matrices (PWMs) Sengupta et al. 2002; Moses et al. 2003; Lusk and Eisen 2008; Shultzaberger et al. 2012) . It has also led to estimates for the strength of selection on functional binding sites (Hahn et al. 2003; Mustonen et al. 2008; He et al. 2011) . We make use of much of this information to construct our model. However, we are principally concerned with the population genetics of transcription factor binding across a large number of sites. Therefore we specify our model in terms of aggregate properties of transcription factor binding sites derived from biophysical models, without specifying the mechanistic biophysical details that give rise to the selection coefficients we use. Nonetheless, we also verify the results of our simplified evolutionary models by comparison with simulations of detailed, biophysical models of transcription factor binding.
Materials and Methods

Biophysical model
We begin by introducing a biophysical model of transcription factor (TF)-DNA binding, derived from the literature. Detailed models of this type have been used extensively to study the properties and evolution of small numbers of binding sites Moses et al. 2003; Berg et al. 2004; Bintu et al. 2005; Sella and Hirsh 2005; Lässig 2007 ). These models focus on the probability that a binding site is bound by a transcription factor, which is given in terms of the properties of the binding site and in terms of the number of free transcription factor proteins available to bind to it in the cell. A binding site is assumed to consist of n contiguous nucleotides. Indexing the nucleotide positions by i 2 {1, 2, . . . , n} and the bases by a 2 {A, C, G, T}, the contribution to the binding energy of the site by a base a at nucleotide i is e a i , and the total binding energy of the site is E ¼ P n i¼1 e a i (units of k B T ) Lässig 2007) . Typically there are "preferred" bases at each position i that contribute 0 to binding energy (and hence make it more likely that the site is bound by a transcription factor). The number of different preferred bases, r i , is called the degeneracy at position i. All other, nonpreferred bases increase binding energy by an amount e between 1 and 3 k B T Lässig 2007) . The total binding energy of a binding site that contains m preferred bases is given to good approximation by E = e(n 2 m).
A combination of empirical studies and basic thermodynamic principles has shown that, in a cell containing P free transaction factors, the probability that a binding site containing m preferred bases is bound, p m , is given by
Using Equation 1, the evolution of a single binding site can be studied by making the natural assumption that the fitness of a site is a linear function of the probability that it is bound. At a genome position where selection favors transcription factor binding, the fitness, w m , of a site containing m preferred bases is given by w m = 1 2 s + (1 2 p m ), where s + is the fitness penalty associated with the site being unbound. Similarly, at a genome position where selection disfavors transcription factor binding, the fitness of a site containing m preferred bases is given by w m = 1 2 s 2 p m , where s 2 is the fitness penalty associated with the site being bound.
A simplified model
In this article we are interested in the whole set of genome positions associated with a given transcription factor that are under selection either to promote binding (true targets) or to prevent it (false targets). Such a view takes in hundreds of thousands of genome positions at once, and this makes keeping count of the number of correctly matched, preferred nucleotides at each site impractical. Therefore, to gain insight, we make a number of simplifying assumptions to reduce the complexity of the detailed biophysical model, while still retaining its essential properties. The probability that a site with m preferred nucleotides is bound, given by Equation 1, is a sigmoidal function with threshold-like behavior, where the threshold occurs at m th ¼ n 2 log½P=e. This means that binding sites with m . m th tend to have high binding probability (i.e., close to 1) and binding sites with m , m th tend to have low binding Figure 1 The lengths of binding sites range from 5 nt to $30 nt, in both eukaryotes (left, 454 curated transcription factor motifs) and prokaryotes (right, 79 motifs). The information content per nucleotide ranges from $0.25 bits to 2 bits (see Figure S1 ). probability (i.e., close to 0). Our first simplifying assumption is to approximate the sigmoidal function given in Equation 1 by a step function with threshold at m th . For parameter values in the empirical range P = 10 0 210 3 and taking e % 2 (Table 1) , this gives an approximate range for log½P=e of 023. Given this, and to facilitate ease of comprehension in what follows, we take log½P=e ¼ 1 in our simplified model, which corresponds to the case in which a single mismatched nucleotide results in a nonfunctional binding site. The results of our simplified analysis are later confirmed by detailed simulations using the full biophysical model outlined in this previous section.
Mutation rates
In the detailed biophysical model outlined above, mutations are simple to describe. For a per-nucleotide mutation rate m, the rate of mutations from a preferred base to a nonpreferred base at a nucleotide i is ðm=3Þð4 2 r i Þ, where r i is the degeneracy at position i. Similarly, the rate of mutations from a nonpreferred base to a preferred base is ðm=3Þr i . In our simplified model, we treat binding sites as either functional or nonfunctional. As described above, a functional binding site is rendered nonfunctional when one of its n nucleotides mutates to one of the disallowed bases. At true targets, where binding is favored, functional sites are rendered nonfunctional at a rate u 2 , given by u 2 ¼ P n i¼1 ðm=3Þð4 2 r i Þ. Writing this in terms of the average degeneracy r ¼ ð1=nÞ P n i¼1 r i , the rate at which a functional true target experiences a deleterious mutation, which results in loss of binding, can be written as
The relationship between this rate and the PWM for a given transcription factor binding site is described in Figure 2 . Next we compute the rate of mutations that render nonfunctional binding sites functional at true targets, u + . The rate at which nonfunctional true targets experience gain-of-function mutations is proportional to the probability that a nonfunctional sequence is one mutation away from functional. Assuming Ns + . 1, this probability is $1 for true targets, and the average rate of mutations from a nonpreferred base to a preferred base at such sequences is ðm=3Þr. Thus
For false targets, where binding is disfavored, functional sites are rendered nonfunctional at a rate v 2 that is identical to that for true targets; i.e.,
However, the rate at which nonfunctional sites are rendered functional at false targets, v + , differs from the rate at true targets. Because they are typically under weak selection, Ns 2 # 1, evolution at false targets is nearly neutral. Under neutral evolution the probability that a nonfunctional sequence is one mutation away from functional is approximately given by nðr=4Þ n 2 1 ð1 2 r=4Þ, while the rate of mutations at such sequences that result in a functional binding site is ðm=3Þr. Thus
2 rÞ:
Note that v + depends on the geometric mean of the degeneracy r i at each nucleotide i across the binding site. For simplicity we have assumed that all nucleotides have the same degeneracy r, so that the geometric and arithmetic means are identical. This assumption is relaxed in simulations of the full biophysical model below. Using these rates, we construct a population-genetic model for the evolution of a large number of true and false targets, in terms of the properties of a transcription factor binding site. Lässig 2007) Parameters of the population genetic model
We describe the evolution of binding-site properties, for a given transcription factor, using the Wright-Fisher model from population genetics. We consider a population of N individuals with a per-nucleotide mutation rate m. We characterize the transcription factor by the number of its "true targets" (genomic positions at which binding by the factors is selectively favored), denoted K, and the number of its "false targets" (genomic positions at which binding is selectively disfavored), denoted L. There is some fitness detriment to an individual, s + , that results from nonfunctional binding at a true target, and there is another fitness detriment, s 2 that arises from functional binding at a false target. The binding motif of the transcription factor is described by its length n and the average degeneracy per nucleotide, r (see Table 1 ). Functional binding occurs when each one of n consecutive nucleotides assumes one of the r allowed bases. Thus if r . 1, more than one base is allowed at some nucleotide positions, corresponding to a PWM for which multiple sequences give rise to functional binding ( Figure  2 ). The associated information content per nucleotide, I ¼ log 2 ½4=r, provides an intuitive way to quantify the specificity of each nucleotide: greater degeneracy corresponds to lower information per nucleotide. In addition to our analytical results for this model (presented below), we performed Monte Carlo simulations of the full Wright-Fisher model for populations of N individuals. Each individual is described by the number of functional true targets i and false targets j it harbors. Code for all simulations was written in C or C++. Parameter values were chosen from the empirical ranges given in Table 1 . Functional true targets mutated to nonfunctional at rate u 2 and nonfunctional true targets mutated to functional at rate u + . Similarly, functional false targets mutated to nonfunctional at rate v 2 and nonfunctional false targets mutated to functional at rate v + . The number of mutations assigned to an individual each generation, at its true and false targets, is Poisson distributed with the mutation rates described above.
Our analytical and simulation results are compared to systematic data sets on the properties of transcription factor binding sites, primarily in yeast and Escherichia coli, but also including data from a number of multicellular eukaryotes, from Drosophila to humans.
Data sets
To investigate the relationships between binding-site length and per-nucleotide information content we employ systematic data sets of transcription factors and their associated motifs from a wide range of eukaryotic and prokaryotic species. For binding-site lengths and information content in eukaryotes we used the JASPAR CORE database, which contains binding motifs from 454 eukaryotic transcription factors (Bryne et al. 2008) . The JASPAR CORE database is a curated, nonredundant set of binding profiles from published articles. Binding motifs are derived from published collections of experimentally defined transcription factor binding sites for multicellular eukaryotes. Binding sites were determined either in SELEX experiments or by the collection of data from the experimentally determined binding regions of actual regulatory regions. Some of the data also arise from high-throughput techniques, such as ChIP-seq. We used data from all eukaryotes together, as well as from vertebrates and fungi separately (as shown in Figure 3 ).
For the binding site lengths and information content in prokaryotes we used data from the binding motifs of 79 prokaryotic transcription factors contained in the PRODORIC database (Münch et al. 2003) . PRODORIC contains information on .2500 transcription factor binding sites identified from direct experimental evidence extracted from the scientific literature. We computed binding motifs based on multiple instances of a given transcription factor binding site, including only transcription factors with .10 known binding sites in the data set, to provide a meaningful estimate of the information content per nucleotide. The distributions of binding-site lengths for both prokaryotes and eukaryotes are shown in Figure 1 and the distributions of information content per nucleotide are shown in Supporting Information, Figure S1 .
For two species we also studied relationships involving the number of true targets of each transcription factor. In this case, for Saccharomyces cerevisiae we derived the number of true targets associated with individual transcription factors from a genome-wide study of regulatory interactions (Lee et al. 2002; Harbison et al. 2004 ) (in Lee et al. 2002 , using a cutoff P , 0.001). For E. coli true targets were assigned based on regulatory interactions taken from the curated database RegulonDB (Gama-Castro et al. 2011), which pools published data on transcription regulation in E. coli. Figure 2 The rate of deleterious mutations at a binding site can be calculated directly from a PWM. An arbitrary PWM logo is shown, for a binding site of length n = 8. The x-axis shows nucleotide position, and the y-axis shows the total information contained in that nucleotide. The relative heights of the different letters (A, C, G, or T, corresponding to the different DNA bases) correspond to the relative frequency with which they occur in functional binding sites. The value of r i at each position gives the degeneracy, i.e., the average number of different bases that occur at that nucleotide in a functional binding site, calculated from the relative frequency with which each base is found in a functional site at that position. A deleterious mutation occurs when a disallowed nucleotide occurs at one of these positions. The total rate of deleterious mutations for the PWM, u 2 , can be determined by counting the total number of deleterious mutations that can occur at each nucleotide; i.e., u 2 ¼ ðm=3Þ P n i¼1 ð4 2 r i Þ ¼ nðm=3Þð4 2 rÞ, where r ¼ P n i¼1 ðr i =nÞ is the average degeneracy across the PWM.
Results
Equilibrium distributions for true and false targets
We analyze the evolution of binding-site length and information content by considering the fate of mutations to the transcription factor that alter n or r, introduced into a population at equilibrium. Using the mutation rates u + , u 2 , v + , and v 2 for true and false targets, we can calculate the equilibrium number of functional binding sites, for a transcription factor of given length n and degeneracy per nucleotide r.
Several previous studies have looked at the population genetics of individual transcription factor binding sites (Moses et al. 2003; Berg et al. 2004; Sella and Hirsh 2005) . Because binding sites are typically short (n $ 10), and per-nucleotide mutation rates are typically low (m $ 10 28 ), the evolution of a single binding site in isolation can be analyzed under the weak mutation limit; i.e., Nu 2 ( 1. In this limit, a population is generally monomorphic, and evolution proceeds by a series of selective sweeps, with each mutation going to fixation with a probability given by Kimura's famous equation (Kimura 1962) . However, in this study we are concerned with the evolution of a large ensemble of transcription factor binding sites, and as a result the weak selection limit does not typically hold (i.e., the conditions Nu 2 K ( 1 and Nv + L ( 1 do not hold in general).
To calculate the equilibrium distribution of functional binding sites we assume that fitness is multiplicative across binding sites, and we apply standard methods (Woodcock and Higgs 1996; Krakauer and Plotkin 2002) to derive the equilibrium number of functional true targets, denoted a + K, and the equilibrium number of functional false targets, denoted a 2 L. These results are derived, following previous studies (Woodcock and Higgs 1996) , using a finite N approximation to a quasi-species-type model. This allows us to consider the regimes Nu 2 K . 1 and Nv + L . 1, in which a large number of genome positions are under selection.
Under the assumption of independent fitness effects across sites, the fitness of an individual with i functional true targets and j functional false targets is equilibrium proportion of true targets that have functional binding:
The first term in Equation 2 can be understood as being due to genetic drift and the second term as due to selection. In the limit N / N, the frequency of functional binding sites at true targets is 1 2 u 2 =s þ , which agrees with the standard mutation-selection balance (Ewens 2004) . A similar computation, valid in the regime Ns 2 # 1 (see Hahn et al. 2003) , provides the equilibrium proportion of false targets that are functional:
The mean population fitness is then w % 1 2 ð1 2 a þ ÞKs þ 2 a 2 Ls 2 (see Appendix for full derivations and complete expressions in other regimes), where the first term reflects the fitness detriment due to true targets that lack functional binding and the second term reflects the fitness detriment due to false targets that have functional binding.
Invasibility of mutants with an altered PWM
We determined whether a mutation that changes bindingsite length or information content can invade a population in equilibrium. A new mutant that alters n or r can invade a population only if its fitness exceeds the mean population fitness w . Because n and r are properties of the transcription factor protein itself, mutations that alter them have the potential to effect transcription factor binding at all true and false targets simultaneously. We consider the fitness associated with each of the following types of mutations: mutations that increase binding-site length, n; mutations that decrease binding-site length, n; mutations that increase the degeneracy per site, r; and mutations that decrease the degeneracy per site, r.
Mutations that increase n or decrease r will destroy a functional binding site with some probability, p. Therefore, the expected fitness of such a mutant is given by
Likewise, mutations that decrease n or increase r will convert a nonfunctional binding site into functional with some probability, q. Therefore the expected fitness of such a mutant, w* 2 , is given by
Invasibility criteria for the different types of mutations are determined by finding values of n and r such that w* þ $ w and w * 2 $ w. Note that the invasibility criteria are independent of p and q. The result is a stable region in which mutations that change n or r are deleterious. Outside this region selection favors mutations that bring n and r closer to the stable region ( Figure S2 ).
Region of stable binding site lengths Figure 3 shows the invisibility criteria for mutations that alter binding-site length, for fixed information content. We find that mutations that increase binding-site length can invade only when n is small, whereas mutations that decrease n can invade only when n is large. Thus there is an intermediate, evolutionarily stable region in which mutations that neither increase nor decrease n can invade.
Remarkably, the size and position of the stable region depends very weakly on the number of true and false targets, the mutation rate, the strength of selection on each site, and the population size. In fact, Figure 3 shows that varying each of these parameters over three orders of magnitude consistently produces a stable region centered at $10 nt and ranging from a minimum of 5 nt to a maximum of 20 nt-in close agreement with the range of motif lengths observed in a systematic data set of 454 eukaryotic transcription factors and 79 prokaryotic transcription factors ( Figure  1 ). Thus, our simple population-genetic model for the tradeoff between specificity and promiscuity explains the range of binding-site lengths observed in nature, largely independent of the underlying genomic and population parameters.
We performed simulations to confirm that our analytical results on the invasibility criteria are accurate. The fitness effects for mutations that increase or decrease binding-site length in a population at equilibrium were determined for a range of n through detailed simulations of the WrightFisher model. Populations were evolved according to the Wright-Fisher model for a fixed binding-site length, n, and degeneracy, r, until they reached equilibrium (typically 10 6 210 8 generations). The evolved populations were then subjected to mutations that altered their binding-site length or degeneracy, and the fitness of the mutants was determined and compared to the equilibrium mean fitness of the population. The mean and variance of fitness effects of such mutations were determined for a range of values of n and r and used to numerically determine the invasibility criteria for different parameter choices. The resulting numerically determined stable regimes were compared to our analytical results (Figure 3 ).
Skew toward long binding sites
The empirical distribution of binding-site lengths (Figure 1) is further characterized by a long tail of transcription factors with large binding sites (several factors have motifs of length .20 nt), but a sharp cutoff at the minimum size of 5 nt. To understand this empirical observation we investigated the strength of selection on binding sites that are too short (i.e., below the stable region) and on binding-site lengths that are too long (i.e., above the stable region), finding that selection against overly short binding sites is much stronger (typical selective coefficient ,0.1) than selection against overly long binding sites (typical selective coefficient $0.9, see Figure S2 ). Figure S2 shows the values of n at which mutations that increase n, or decrease n, become deleterious. Figure S2 also shows the magnitude of the fitness effects of mutations that alter binding-site lengths: changes to binding-site length have a much greater impact on fitness when binding sites are too short than when they are too long. Thus, both the shape of the evolutionary stable region under our model and the selection pressures on motifs outside this region help to explain the skew toward long binding motifs observed in eukaryotes and prokaryotes.
Information content and binding-site length
We also discovered other important relationships in the data set of empirical binding-site motifs, including a strong negative correlation between the length of a binding site and its information content per nucleotide (Figure 4 , P , 2 · 10 216 in eukaryotes and P , 2 · 10 23 in prokaryotes). To understand this trend, we used our model to compute the region of stability when both binding-site length, n, and degeneracy, r, are allowed to mutate and coevolve. The resulting stable region agrees closely with the empirical data ( Figure 4) . In other words, even though both n and r are independent variables, they coevolve such that the predicted region of stability and empirical data both exhibit an inverse relationship between binding-site length and information per nucleotide. This result can be understood intuitively: for any binding site, the same degree of overall specificity can be achieved by simultaneously increasing binding-site length n and decreasing information content per nucleotide I. Hence there is a negative correlation between information content per nucleotide and binding-site length, although the predicted relationship is not simply linear (Figure 4) .
Our results on the stable region of n and r are remarkably insensitive to parameter choice, as shown in Figure 3 . We estimated parameters from empirical data (Table 1) and then allowed each parameter to vary by an order of magnitude to either side of the empirically estimated value. Here we show the behavior of the stable region under further variation in these parameters. Figure S3 shows the stable region when we alter the ratio of false to true targets, L/K, from those otherwise assumed. This is expected to alter the invasibility criteria of the system as described above. Although it does alter the position of the stable region, there is still good agreement with the empirical data on binding-site length and information content. Figure S3 also shows the stable region when we vary the strength of selection on true and false targets. Even when both true and false targets are under weak selection or when they are both under strong selection, the predicted stable region is still in good agreement with the empirical data.
Transcription factor specificity and number of true targets
We also analyzed systematic data on the transcription networks of S. cerevisiae and E. coli and discovered that transcription factors with a larger number of true targets tend to have less total information content (I Á n) in their binding sites (Figure 4 , P , 2 · 10 23 for S. cerevisiae and P , 2 · 10 24 for E. coli). In other words, factors that serve as important master regulators of many genes achieve this by increased promiscuity of binding. We compared these empirical trends to the region of stability predicted by our model, for a range of values K, and once again found good agreement ( Figure 5 ). This result can also be understood intuitively in the context of our population-genetic analysis: when there are more genomic positions at which selection favors transcription factor binding (i.e., more true targets), there are a greater number of nonfunctional true targets present in the equilibrium population. As a result, the mutational load due to nonfunctional true targets is increased relative to the load arising from functional false targets (Equations 4 and 5). This in turn favors binding sites with lower total information content.
Evolutionary simulations
We performed evolutionary simulations to confirm our analytical results on the stable region of binding-site lengths and information content. We performed Wright-Fisher simulations in which binding-site length n and degeneracy r were themselves allowed to evolve and reach equilibrium: i.e., both quantities were heritable and subject to mutation. We first performed simulations with fixed r and allowed n to evolve. We chose values of p and q for mutations that alter n as outlined above. A typical set of simulation results is shown in Figure S4 . Figure S4 shows that populations that start with binding-site lengths either above or below the stable region do indeed evolve binding-site lengths inside the stable region. These results also show that, as expected from Figure S2 , short binding sites increase in length much more rapidly than long binding sites decrease in length, due to stronger selection toward the stable region. The results also show that populations evolve binding sites inside the stable region, rather than at the edge, as might be expected. This is because the invasibility criteria are derived for the effects of mutations in a population at equilibrium; however, in simulations populations experience deviations from equilibrium as their binding-site lengths evolve. Nonetheless the stable region determined by the invasibility criteria provides a good estimate of the binding-site length that will eventually evolve.
We also performed simulations in which both n and degeneracy r were allowed to evolve simultaneously. We chose values of p and q for the invisibility criteria as outlined above. The results of these simulations are shown in Figure  S5 . These results show that, for a range of initial conditions, populations outside the stable region will evolve toward a binding-site length and information content per nucleotide inside the predicted stable region. Figure S5A shows sample trajectories (averaged over 10 2 simulations) for a range of different starting conditions. Figure S5B shows the resulting distribution of binding-site length and information content per nucleotide for 10 2 simulations each with an initial condition chosen uniformly from the range 1 # n # 20 and 1 # r , 4. The distribution qualitatively matches that seen in empirical data and matches the predicted stable region well.
Sexual reproduction
We performed modified Wright-Fisher simulations with limited sexual reproduction. A new offspring was produced by sexual reproduction with probability r and as the result of asexual reproduction with probability 1 2 r. When an offspring was produced through sexual reproduction, a pair of parent individuals were chosen according to their fitness. The offspring then inherited a binding site from either parent with equal probability. Thus the expected Hamming class of the offspring was the average of the Hamming classes of its two parents. We determined the invasibility criteria for different values of r ( Figure S6 ). These show that increasing the rate of sexual reproduction tends to increase the range of stable binding-site lengths, compared to the asexual case.
Simulations of the biophysical model
Our results up to this point have been presented for a simplified model based on aggregate properties of an ensemble of transcription factor binding sites across a genome. However, to test the validity of our results, it is important to verify them in the context of the more detailed biophysical model of transcription factor binding, from which our model is derived Sengupta et al. 2002; Berg et al. 2004; Bintu et al. 2005; Mustonen et al. 2008; Gerland and Hwa 2009 ). Because it is not possible to determine analytically the equilibrium distribution of mutations for this complicated model, we determined the invasibility criteria from Monte Carlo simulations. Populations of N individuals were evolved according to a Wright-Fisher process with fitness function and mutation process as described above. Populations were evolved until they reached equilibrium (typically 10 6 210 8 generations) with fixed n and r. The populations were then subjected to mutations that alter n and r, as in the simple model, to determine their fitness effect compared to the equilibrium mean fitness of the population. The resulting numerically determined invasibility criteria for n (with fixed r) are shown in Figure S7 . Figure S7 shows good qualitative agreement with the results of the simple model ( Figure  3) . The detailed TF-DNA binding model with parameter choices within the empirically observed range continues to produce a stable region in good agreement with the observed distribution of binding-site lengths in prokaryotes and eukaryotes (Figure 1 ). This suggests that our results are largely insensitive to the details of the fitness landscape associated with a particular binding site, and it justifies our use of an aggregate model to describe the evolution of an ensemble of transcription factor binding sites.
To further test the validity of our results under the full biophysical binding model we ran Wright-Fisher simulations in which n and r were allowed to evolve. The fitness effects of such mutations were determined as follows. Mutations that increased n were assumed to add a random nucleotide to each binding site, such that each binding site gained a mismatched nucleotide with probability p ¼ 1 2 r=4. The expected number of true targets that suffered a decrease in fitness was Kp and the expected number of false targets that suffered an increase in fitness was Lp.
Mutations that decreased n were assumed to delete a random nucleotide from each binding site, such that a binding site with i matched nucleotides lost a mismatched nucleotide with probability q ¼ 1 2 i=n. The expected number of true targets that suffered an increase in fitness was Kq and the expected number of false targets that suffered a decrease in fitness was Lq. Similarly mutations that decreased r at a given nucleotide by 1 caused a binding site with i correctly matched nucleotides to gain a mismatched nucleotide with probability p ¼ ð1=rÞði=nÞ and mutations that increased r at a given nucleotide by 1 caused a binding site with i correctly matched nucleotides to lose a mismatched nucleotide with probability q ¼ ð1=ð4 2 rÞÞð1 2 i=nÞ. Figure S8 shows the fitness effects of mutations that increase or decrease n for fixed r and shows that, just as for the simple model, such mutations have a greater impact on the fitness of short binding sites than on that of long ones. Figure S9 shows the results of 10 2 replicate simulations each with an initial condition chosen uniformly from the range 1 # n # 20 and 1 # r , 4. The distribution qualitatively matches that seen in empirical data and matches the stable region predicted by the simple model well.
Discussion
This study reveals that a simple trade-off-the need for transcription factors to be neither too specific nor too promiscuous-can explain the distribution of transcription factor binding-site lengths observed in both eukaryotes and prokaryotes. Our analysis also explains correlations observed among the characteristic features of transcription factors, such as the number of desired target genes, binding-site length, and information content. Our model considers the evolution of binding motifs through mutations that affect transcription factor proteins and change their binding-site length or information content. Other kinds of mutations at the level of the transcription factor can also occur, for example changes to the binding energy per nucleotide, e, or to the number of proteins per cell, P . However, such mutations are not subject to the same trade-off that is the focus of this article.
Our results are derived for an aggregate model, in which binding sites mutate between functional and nonfunctional and selection favors functional sites at true targets and nonfunctional sites at false targets. Although this approach neglects many of the fine details of protein-DNA binding, simulations using a more detailed biophysical model confirm our results, perhaps further reflecting the insensitivity of our results to underlying model parameters (Figure 3) .
Among other parameters, our model was phrased in terms of a single fitness detriment incurred when a transcription factor binds to a false target in the genome. There are, in reality, two distinct sources of such a fitness deficit. On the one hand, binding at false targets can be deleterious because it disrupts gene expression at that target gene. On the other hand such binding can also deplete the pool of free transcription factor proteins available to bind at true targets and thereby disrupt the expression at other target genes (Lässig 2007) . Although these two mechanisms of deleterious transcription factor binding are clearly distinct, the ultimate effects are similar: some target genes have their expression disrupted. Nonetheless, these two sources of fitness detriment might be studied separately in more complicated models that account for the cellular abundance of the transcription factor protein.
In reality different binding sites have a wide range of occupancies across the genome. In our model binding sites with intermediate binding strength are assumed to have intermediate fitness, since maximum fitness occurs for maximum binding strength at true targets and for minimum binding strength at false targets. Depending on the strength of selection and population size, our model predicts binding sites with a range of occupancies will coexist across the genome. However, it may be that in many cases the optimal binding strength of a true target (which gives maximum fitness) is less than the maximum achievable binding strength. Our model does not account for such a case. It is reasonable to think that when intermediate binding strengths are favored, the central trade-off studied in this article (between specificity and robustness) will still be important. Figure 5 Transcription factors that regulate a greater number of target genes exhibit less total information content in their binding motifs, in both S. cerevisiae (116 factors) and E. coli (60 factors). This empirical relationship is predicted by the stable region under our model, as we vary the number of true targets. Lines denote analytic equations (Equations 4 and 5), and arrows indicate the direction of selection on I · n outside the stable region.
However, the size and positions of the stable regions predicted by our model (Figure 3) will likely be different, if selection for intermediate binding strengths were included.
Our model does a reasonably good job of explaining the ranges of binding-site lengths and specificities found in both prokaryotes and eukaryotes. However, there are noticeable differences in these distributions between prokaryotes and higher eukaryotes; in particular, prokaryotic binding sites tend to be longer on average (Figure 1) . The reason for this difference is likely due to the frequent use of complex regulatory modules and cooperative binding in eukaryotes, which tend to favor shorter transcription factor binding sites (Lässig 2007 ). Although we consider the ensemble of binding sites associated with a particular transcription factor, we do not make any attempt to treat the coevolution of sets of binding sites for different transcription factors that occurs in a functional module. The results of our model therefore relate most directly to the simple, unicellular organisms such as yeast and E. coli, where binding sites tend to act more independently. These are also the species for which we have the most complete data. However, it is interesting that, despite the major differences in the regulatory structure of higher eukaryotes, the trade-off between specificity and robustness still appears to constrain the distribution of transcription factor binding sites in these species, as they still fall within our predicted stable regions. This may be a further reflection of the insensitivity of our results to the underlying details of the fitness landscape associated with individual binding sites. However, the underlying fitness landscape still has important effects not accounted for by our model, which is likely reflected in the tendency of eukaryotes to have shorter, lower information content binding sites than prokaryotes have.
Higher eukaryotes also undergo sexual reproduction and recombination, which were excluded from most of our simulations. Sexual reproduction may be expected to have an impact on our results, since it acts to purge deleterious mutations from the genome and hence mitigate the effects of both low specificity and low mutational robustness, the trade-off that is the focus of this article. As shown in Figure  S6 , we ran limited simulations in which organisms reproduced asexually with probability 1 2 r and outcrossed, to reproduce sexually, with probability r. The impact of frequent outcrossing was to broaden the range of stable binding-site lengths, compared to the case of asexual reproduction. This was even true for the low rates of outcrossing, r % 10 23 associated with yeast (Tsai et al. 2008) . It is particularly interesting that sexual reproduction allows for shorter binding-site lengths. Although our model does not predict that sexual reproduction directly favors shorter binding-site lengths, it may be that recombination is a necessary condition for the evolution of the shorter binding sites used in the complex regulatory modules of higher eukaryotes.
Higher eukaryotes enjoy a rich array of mechanisms for transcriptional and post-transcriptional control that singlecellular organisms typically lack. Nonetheless, the basic characteristics of transcription factor binding sites are remarkably conserved across life (Figure 1 and Figure S1 ), despite vast differences in population size, genome size, regulatory complexity, and selective regimes. Our analysis helps to explain this conservation, because the predicted characteristics of binding sites are robust to the underlying mechanistic parameters. As this explanation illustrates, natural selection acts not only on the loss or gain of individual binding sites in the genome, but also on the statistical properties of the binding motif across the genome.
Calculation of Equilibrium Mean Fitness and Invasibility Criteria
We focus on a transcription factor with K true targets and L false targets. Each binding site is n nucleotides in length and has an average degeneracy r per nucleotide. Each nonfunctional true target harbored by an individual reduces its fitness by an amount s + . Likewise, each functional false target harbored by an individual reduces its fitness by an amount s 2 . We use the Wright-Fisher model from population genetics, in which a population of N individuals reproduces according to its fitness. The fitness of an individual is assumed to be multiplicative across all the K + L true and false targets. Thus if an individual has i true targets that are functional and j false targets that are functional, it has fitness w ij ¼ ð1 2 s þ Þ K 2 i ð1 2 s 2 Þ j . The number of mutations experienced by each individual in each successive discrete generation is Poisson distributed, with the probability that a given nucleotide suffers a mutation given by the per-nucleotide mutation rate m. We derive analytic equations to describe under what conditions a mutation that changes n or r can invade a population initially at equilibrium. To do this we must calculate the equilibrium mean fitness of the population.
Equilibrium mean fitness
Given the mutation rates u + , u 2 , v + , and v 2 , we apply standard results (Higgs and Woodcock 1995; Woodcock and Higgs 1996; Krakauer and Plotkin 2002) for the Wright-Fisher model on a multiplicative fitness landscape to determine the equilibrium number of functional true targets, a + K, and equilibrium number of functional false targets, a 2 L. The proportions a + and a 2 are given, to good approximation, by Higgs and Woodcock (1995; Woodcock and Higgs 1996) :
We can further simplify the expression for a + by making two empirical observations. The strength of selection on true targets is typically strong (Mustonen and Lässig 2005; Mustonen et al. 2008; He et al. 2011 ), e.g., Ns + $ 10, whereas the populationscaled per-nucleotide mutation rate is less than one for virtually all organisms, Nm , 1. As a result, in realistic regimes, s + must exceed u 2 . We can therefore expand the expression for a + to first order in (Ns + ) 21 to obtain
which is the approximation given in Results. We can likewise approximate the expression for a 2 by noting that false targets experience weak selection (Hahn et al. 2003) , Ns 2 # 1. Expanding the expression for a 2 to first order in Ns 2 gives
The equilibrium mean fitness of the population is then w ¼ ð1 2 s þ Þ Kð1 2 a þ Þ ð1 2 s 2 Þ La 2 , which we can now calculate in terms of the model parameters N, s + , s 2 , m, K, L, n, and r. Because s + , s 2 ( 1, the equilibrium mean fitness is well approximated by w % 1 2 ð1 2 a þ ÞKs þ 2 a 2 Ls 2 ;
which is the approximation given in Results.
Invasibility criteria
To determine whether a mutation that changes n or r can invade a population at equilibrium we calculate the fitness of such a mutant relative to the population as a whole. This is simple to do. A mutant that changes n or r will destroy a functional binding site with some probability p. Such a mutation is deleterious for true targets but advantageous for false targets. The expected number of functional true targets following such a mutation is a + K(1 2 p) and the expected number of false targets following such a mutation is a 2 L(1 2 p). Thus the fitness of such a mutant, w*, is
Such a mutation can invade the population only if w* . w. This occurs when a 2 Ls 2 . a + Ks + , which is our invasibility criterion. What determines the probability p? In our model we assume that mutations that increase binding-site length n or decrease degeneracy r tend to destroy functional binding sites. Therefore p is the probability that, following such a mutation, a transcription factor no longer binds to a site that was functional prior to the mutation. This will in general depend on biophysical factors relating to how the binding affinity of the protein for DNA is altered by mutation, and it may be very difficult to determine. However, as noted above, the invasibility criteria do not depend on the specific value of p. Therefore the equation above provides the invasibility criteria for mutations that increase biding-site length, n, or decrease degeneracy, r. In our evolutionary simulations we set p ¼ 1 2 r=4 for mutations that increase binding-site length n. This choice reflects the probability that the new nucleotide added to the binding site does not match any of the r bases that promote functional binding. For mutations that decrease average degeneracy, r, we set p ¼ 1=r. This choice reflects the probability that the nucleotide at which r is decreased no longer contributes to functional binding following mutation.
Similar to the argument above, there is also some chance q that mutations that change n or r will render a nonfunctional binding site functional. Such mutations are advantageous for true targets but deleterious for false targets. The expected number of functional true targets following such a mutation is qK(1 2 a + ) + a + K and the expected number of functional false targets following such a mutation is qLð1 2 a 2 Þðr=4Þ n 2 1 ð1 2 r=4Þn þ a 2 L, where Lð1 2 a 2 Þðr=4Þ n 2 1 ð1 2 r=4Þn is the number of false targets that are one mutation away from functional. Thus the fitness of such a mutant, w*, is
Such a mutation can invade the population only if w* . w. This occurs when ð1 2 a þ ÞKs þ . ð1 2 a 2 Þðr=4Þ n 2 1 ð1 2 r=4ÞnLs 2 , which is our invasibility criterion. In our model we assume that mutations that decrease binding-site length n or increase degeneracy r tend to destroy functional binding sites. This means that q is the probability that, following a mutation that decreases binding-site length or increases degeneracy, a transcription factor binds to a site that was nonfunctional prior to the mutation. Just as for p, the probability q will in general depend on biophysical factors but again the invasibility criteria do not depend on the value of q and the equation above gives the invasibility criteria for mutations that decrease n or increase r.
In our evolutionary simulations we set q ¼ ðr=4Þ n 2 1 ð1 2 r=4Þ for mutations that decrease binding-site length n. This choice reflects the probability that a binding site with only one mismatched nucleotide has zero mismatched nucleotides (and therefore becomes functional) following mutation. For mutations that increase average degeneracy, r, we set q ¼ ð1=4Þðr=4Þ n 2 1 . This choice reflects the probability that a binding site with only one mismatched nucleotide has zero mismatched nucleotides (and therefore becomes functional) following a mutation that increases r. Figure S2 When binding site length n is too small (compared to the stable region), selection to increase n is strong (top). When binding site length n is large (compared to the stable region), selection to decrease n is much weaker (bottom). Points show the average of 10 Figure S4 Binding sites with lengths that start above (light gray line) or below (dark gray line) the stable region (dashed black lines) both evolve towards values inside the stable region. Due to selection being stronger on binding site length below the stable region than above it, as shown in Fig. S3 , binding sites that are too short increase in length much more quickly than binding sites that are too long decrease in length. Time series show evolution of n with fixed information content per site r = 1.6 and a rate of mutations to binding site length of u n = 10 8 . All other parameters are the default values given in Table 1 Figure S6 Sexual reproduction increases the range of stable binding lengths. Points show invasibility criteria for mutations that change binding site length n, with fixed r = 1.6. Above the black points a mutation that decreases n is advantageous. Below it is disadvantageous. Below the red points a mutation that increases n is advantageous. Above it is disadvantageous. In the region between the two sets of points neither increasing or decreasing n is advantageous. Binding sites with lengths in this region are stable. Parameter values are the default values given in Table 1 . Results show averages from 10 Figure S7 The more complex biophysical model produces stable regions that show good qualitative agreement with those produced by the more simple model (Fig. 2) . Points show invasibility criteria for mutations that change binding site length n, with fixed r = 1.6. Above the black points a mutation that decreases n is advantageous. Below it is disadvantageous. Below the red points a mutation that increases n is advantageous. Above it is disadvantageous. In the region between the two sets of points neither increasing or decreasing n is advantageous. Binding sites with lengths in this region are stable. Parameter values are the default values given in Table 1 , with ✏ = 2 and P = 10 Figure S8 In the more complex model, just as in the more simple model, when binding site length n is short (compared to the stable region), selection to increase n is strong (top). When binding site length n is long (compared to the stable region), selection to decrease n is much weaker (bottom). Points show average of 10 5 replicate Monte-Carlo simulations and error bars show ±2SD about the mean. Parameter values are the default values derived from empirical data given in Table 1 with ✏ = 2 and P = 10 Figure S9 The distribution of n and r for 10 2 binding sites after n and r have been allowed to evolve to equilibrium. Rates of mutations to n and r used in both plots are u n = u r = 10 8 . All other parameter values are the default values given in Table 1 with ✏ = 2 and P = 10
