Large graphs can be found in a wide array of scientific fields ranging from sociology and biology to scientometrics and computer science. Their analysis is by no means a trivial task due to their sheer size and complex structure. Such structure encompasses features so diverse as diameter shrinking, power law degree distribution and self similarity, edge interdependence, and communities. When the adjacency matrix of a graph is considered, then new, spectral properties arise such as primary eigenvalue component decay function, eigenvalue decay function, eigenvalue sign alternation around zero, and spectral gap. Graph mining is the scientific field which attempts to extract information and knowledge from graphs through their structural and spectral properties. Graph modeling is the associated field of generating synthetic graphs with properties similar to those of real graphs in order to simulate the latter. Such simulations may be desirable because of privacy concerns, cost, or lack of access to real data. Pivotal to simulation are low-and high-level software packages offering graph analysis and visualization capabilities. This survey outlines the most important structural and spectral graph properties, a considerable number of graph models, as well the most common graph mining and graph learning tools.
selecting graph models will be provided.
This work is organized as follows. Sections 2, 2.2, and 2.3 introduce the scale-free graphs and their spectral and structural properties respectively. In section 2.4 the driving reasons behind graph modeling as well as its principles are outlined. Sections 3 to 7 present a number of graph models. Where appropriate, important variants are also mentioned. Table 5 contains the graph models included in this survey. Section 8 outlines software for graph generation and manipulation. Finally, section 9 summarizes this report and enumerates possible future research directions.
Throughout this survey the following symbols are used. Their meaning is listed in table 1.
Scale-free graphs

Definition
Mathematically a graph G = (V, E) is an ordered pair of vertices 2 which may or may not be pairwise connected by edges. V is the set of vertices of a given graph while E is the set of edges expressing the connectivity pattern.
Between any given pair of vertices there is at most one edge, therefore it is totally legitimate for a vertex not to be connected with any other vertex. Often one is interested in patterns and structural regularities within E, which can be the mere edge existence between a given vertex pair, or the discovery of connected components and complete subgraphs, or the check whether a partition of V satisfies certain conditions or constraints. Historically Euler was the first to establish in 1735 a graph pattern seeking algorithm in his seminal paper regarding the Königsberger Brückenproblem.
A graph is well suited for representing relations through patterns of vertices or edges. Graph mining is the associated pattern discovery field. When either E or V or both vary with time, then the graph is termed time evolving or dynamic.
Otherwise, the graph is called static.
The important class of scale-free graphs can be defined in two equivalent ways [23] [15] . The first is based on the vertex degrees and the second relies on the notion of graph growth. The vertex degrees are distributed according to a power function. Specifically, the number g (k) of vertices whose degree equals k
where α 0 and γ 0 are fixed constants. For most real large graphs γ 0 lies in [2, 3] .
α 0 is a constant depending on the given graph.
Alternatively, if f (n) is the graph growth function in terms of vertices indexed by the discrete time variable n, then
where β 0 is an arbitrary constant andf (s) is a fixed function of the continuous variable s.
Note that [1] and [17] examine an alternative degree distribution, called the power-cutoff law, which is described by the equation
This alternative form will not be further examined in this survey.
Spectral properties
This section illustrates certain important aspects regarding the properties of the graph adjacency matrix spectrum. Recall that any graph can be represented in at least five different matrices, namely the adjacency matrix [30] , the incidence matrix [2] , and the normalized Laplace matrix [8] . Of these possibilities, the adjacency matrix is by far the most common choice because of its simplicity and the rich properties of its spectrum as defined in equation (7) . For completeness, the definitions of the three matrices will be given. However, only the properties of the adjacency matrix will be outlined. Table 2 lists the scale free graph spectral properties.
The adjacency matrix A definitions of an undirected graph is defined as
The definition for a directed graph is analogous. The main difference is that the adjacency matrix of an undirected graph is symmetric and, hence, its spectrum is real. When the underlying graph is weighted, namely there is a function
h : E → R mapping edges to real values, then the values of h appear at the appropriate matrix entries.
The incidence matrices G d and G u in the directed and undirected cases respectively are defined as 
Note now that index j runs over E instead of V as in the adjacency matrix.
G d and G u codify the relations between vertices and edges, while the adjacency matrix captures the relations between vertices.
The normalized Laplace matrix L is derived from the adjacency matrix A as follows
When examining the graph adjacency matrix, of primary interest are its
and particularly its spectrum
The convention that λ is ranked in descending absolute value order will be assumed throughout this survey. Recently, considerable research focuses on λ,
as it can reveal significant graph information without resorting to extensive graph structure examination.
The primary eigenpair of a graph is defined as
and it contains information regarding information flow along the graph. The primary eigenvector components are indicative, subject to weighing by the primary eigenvalue, of the each vertex centrality or value within the graph structure. According to the Perron-Frobenius theorem [44] [29], λ 1 is always positive.
λ 2 is a measure of graph capacity, namely how quickly or easily can an idea or a meme can spread through a social network. A meme was defined by Dawkins as the cultural equivalent of the gene and it is considered by some authors the basic unit of cultural information, although it is in practice difficult to isolate [11] . Similar definitions exist for messages and packets in computer networks and for viruses in biological ones.
λ |V | always equals zero. If there are µ 0 zero eigenvalues other than λ |V | , then the corresponding graph consists of exactly µ 0 connected components. Consequently, if only λ |V | equals zero, then the corresponding graph is connected.
Undirected graphs have real spectra as their adjacency matrices are symmetric. Therefore, computations are simplified and their intuitive interpretation is easier.
Permutations of rows or columns do not have any effect on λ, implying that isomorphic graphs have the same spectrum. The inverse is not true, as certain graphs which are not isomorphic have been shown to have the same spectrum [32] . Such graphs are called isospectral. Two graphs are defined to be isomorphic when there is a bijection between their vertex sets.
Graph eigenvalues indicate also whether there is a set of vertices S ⊂ V , |V | ≥ 2|S| acting as a connection hub for the rest of the graph. More formally, the Cheeger number C defined as
is an indicator of how easy it is to find a relatively large subgraph that has many connections to the remaining graph. The connection with the graph spectrum comes through the Cheeger inequality [35] which states that
The quantity ∆ △ = λ 1 − λ 2 is termed the spectral gap and it can be interpreted as follows: A large ∆ indicates the existence of a relatively small subset S which is well connected with the rest of the graph while a small ∆ indicates that no matter how large S becomes, it remains poorly connected with the rest of the graph through a few edges. In other words, when ∆ is large, the "central" part of the graph can be located and analyzed with a fairly good chance that any local results holding in S will also be valid for V . Moreover, a large ∆ indicates the existence of short or quick paths, as most of vertex pairs can efficiently connect through S.
The smaller in absolute value eigenvalues tend to alternate in sign around zero [35] . This has been determined experimentally and as yet it is not known how many are actually the sign alternating eigenvalue pairs. At any rate, it is an indication that leading eigenvalues are suitable for low rank adjacency matrix representation.
The quantities
which depend heavily on the adjacency matrix spectrum are frequently employed to determine the importance of a vertex subset S within the graph. 
where the approximation which is based on the p largest absolute value eigenvalues is justified in light of the eigenvalue sign alternation and by the eigenvalue absolute value descrease according to a power function [35] . The selection of p is of no concern in this report, although graph centrality measure approximation is a very significant research area.
Finally, centrality measures have been recently used in visualizing social networks [10] .
Structural properties
Despite the linear-algebraic light shed upon graphs, they remain mostly combinatorial objects. As such, their structure is significant. Real large scale graphs across a variety of scientific fields ranging from biology and botanology to social sciences and computer science appear to share a common structure rich with properties [30] [29] [32] . The most important structural properties are listed in the following paragraphs and are also summarized in table 3.
The primary observation is that vertex degree ranking decays according to a Zipf function. The degree of a vertex v k , denoted by deg (v k ), is the number of vertices whose one end lies in v k . As a Zipf function decays much slower than an exponential one, there are relatively many vertices with a large number of neighbors, which intuitively serve as hubs within the graph. The number of vertices whose degree equals an integer k is
It is conjectured that a given Zipf exponent γ 0 characterizes an entire subclass within the class of Kronecker graphs [30] , but as yet it is unknown whether additional information is required in order to specify a graph subclass. α 0 is a normalization constant which can be used to count, depending on its value, either the actual number or the relative appearance frequency of vertices of a given degree k.
The adjacency matrix eigenvalues in absolute value ranking is also a Zipf function and the same is true for the g 1 components, which is termed the primary eigenvector.
The number of triangles a given vertex participates to is also a Zipf function.
A triangle is defined as any triplet of vertices where each one is directly connected with an edge to the other two. In graph theoretic terms it is a complete graph of order three. Its significance is more evident in social graphs, as a friend of any given person is especially likely to also know that person's other friends [45] .
Community formation is another main trait of real graphs. Using the number of triangles each vertex participates to, clustering coefficients can be constructed to indicate how well connected a vertex is to its neighbors and how compact the graph is locally. Moreover, similar communities tend to further form larger communities, where each original community remains distinguished. This is especially apparent to social graphs, where an automobile and a motorcycle community can be grouped in a larger community, as they both are quite distinct from a hiking community. Nonetheless, both original communities remain discernible from each other. This hierarchical structure allows multilevel graph mining which is in some ways reminiscent of the multiresolution wavelet analysis in signal processing and of the hierarchical clustering in data mining.
Self similarity in scale free graphs derive almost immediately from the scaling property. In fact, [30] suggests that self similarity is a major tool in achieving scaling as the graph progressively connects to some transformed copies of itself.
Furthermore, self similarity is known to be related to fractal dimensions [38] and, therefore, certain graphs contain fractals or are fractals themselves.
Real large graphs become denser over time [34] . Specifically the graph density measures [29] [30]
increase in each time step. In fact, ρ 0 increases according to a power function and, consequently, ρ ′ 0 increases linearly, implying that the graph becomes denser with time.
The above is related to the fact that real world graphs diameters and effective diameters shorten over time, leading thus to a more compact and robust structure. In social sciences this is termed the small world phenomenon, which is a more general case of the six degrees of separation phenomenon observed in social sciences [47] . The graph diameter is defined as the maximum shortest path length whereas the effective diameter refers to the maximum shortest path length required for any vertex to reach a fraction of the total graph vertices.
The rationale behind the effective diameter definition is that the diameter is prone to outliers, resulting frequently in unnaturally high results for compact graphs.
Finally, it should be noted that in a scale free graph edges the do not exist independently of each other. Although the way edges interact, mainly through incidence to the same vertex or through common participation to shortest paths and circles, may be difficult to capture, it plays a crucial role with the self similarity mechanism to the emergence of power laws. If complete edge independence were to apply, exponential laws would instead hold as the Erdös-Rényi model demonstrates. A static model run results in a single graph instance, whereas a dynamic model initializes a graph and control its evolution over time, often in discrete time steps as the graphs are themselves discrete in nature. Graph instances from an evolving sequence can be studied as if they were isolated instances.
Graph models
Thus, in this sense, static models form a proper subset of the dynamic ones.
In undirected graphs, the existence of edge (u, v) always implies the existence of (v, u) or, alternatively, the graph semantic rules make no distinction between the edge endpoints. In a physical sense, an edge represents a connection which can be crossed both ways. As a result, the adjacency matrix of an undirected graph is symmetric by definition and, consequently, its spectrum is real. On the contrary, in directed graphs existence of (u, v) and (v, u) must be tested separately. The adjacency matrix spectrum of a directed graph is in general complex with the eigenvalues forming conjugate pairs. Directed graphs are a more general case than the undirected ones but are also more difficult to generate. Most often models create either directed or undirected graphs and conversion of a synthetic directed graph to undirected or vice versa may actually yield erroneous results. A deterministic model generates the same graph instance or the same graph sequence each and every time it is invoked. In contrast, a probabilistic model is based on random input in order to create more realistic graphs or to decrease computation time and, therefore, the graph structure, at least partially, is a random variable. Perhaps the most well known probabilistic graph model is the G n,p , where there are n vertices and each of the possible n 2 edges exist independently with probability p. Notice that a probabilistic graph need not be a static one; on the contrary, probabilistic techniques are mostly needed in dynamic models. Naturally a different kind of analysis is required in the probabilistic case and almost always the model runs in some equivalent of batch mode generating many graph instances, depending on the underlying ergodic assumptions.
Top-down models at least one real graph property chosen in advance and then a graph satisfying this set of properties is constructed. Bottom-up models have the complementary guiding principle that a graph is carefully constructed in a way that most or all of the known real graph properties are satisfied to a varying extent. Bottom-up models are usually more flexible and easier to design and analyze, however it should be tested whether a property of interest is actually satisfied in a graph constructed by such a model. Top-down models generate graphs which are guaranteed to possess certain properties, although usually this is done at the expense of other real graph properties resulting thus in a less realistically looking graph. A typical top-down model for instance is the deterministic Kronecker model variant where the vertices are guaranteed to be distributed according to a Zipf function at the expense of an artificially looking adjacency matrix spectrum, whereas its probabilistic variant is a true bottom-up model as the vertex degrees and the adjacency matrix spectrum are both close to a Zipf distribution with some outliers.
Structural models work by manipulating the combinatorial graph structure, mostly by adding or deleting vertices or edges. On the contrary, spectral models operate indirectly on the graph by adjusting its adjacency matrix or, less frequently, its spectrum. The G n,p model is the prime example of a structural graph model while both the deterministic and the probabilistic Kronecker model variants follow the spectral design paradigm.
Probabilistic graph evolution models represent the next logical step in large scale-free graph modeling. Typically they are considered more flexible when compared to the deterministic evolution model class, since under a probabilistic model it is in principle easier for a graph with certain desired properties, either structural or spectral, to be generated. In practice though, it may be hard for the necessary model parameters to be determined. Also probabilistic evolution models are capable of generating more graphs given the same parameter size with deterministic models, as the former produce either a graph distribution or a graph whose structure is at least partially stochastic in nature. Thus, a number of graphs can be generated by obtaining realizations of either the distribution or the graph stochastic structure.
In light of the above, a graph or adjacency matrix sequence G[n] generated by a probabilistic graph evolution model can have three interpretations. G [n] can describe the stochastic characteristics of a single time evolving graph. In this case, only one instance of each G[n] is generated and yields an instance of the time evolving graph at time step n. This is the probabilistic equivalent of the single time evolving growth case. G[n] can also describe the stochastic characteristics of a single evolving graph sequence. In this case, only one instance of each G[n] is generated. This is the probabilistic counterpart of the deterministic graph sequence generation case. Finally, G[n] can describe the probability matrix of multiple evolving graph sequences, each generating an arbitrary number of graphs. In this case, many instances of G[n] can be generated. There is no deterministic graph evolution model interpretation for this case, the reason being that each deterministic G[n] is a fixed matrix, which most often cannot be subject to further manipulation without compromising some or all of its desired characteristics. Table 5 summarizes the models presented in this survey.
Erdös-Rényi model
Historically the first working random graph model [13] producing static graphs is the Erdös-Rényi model. There are two variants of this model, which are essentially equivalent and can be used interchangeably.
G n,p variant
An interesting feature is that the number of triangles in the G n,p model can be estimated given the model parameters. Using Janson inequality, the probability that under the G n,p a given vertex v belongs to a triangle, in other words the probability that property T v is valid, can be shown to satisfy the relationship [6] lim
where
The G n,p model generates static graphs, which may be undesired in certain cases. However, its worst drawback is that the expected degree follows an exponential law instead of a power law, rendering this G n,p unsuitable for modeling real, large scale graphs such as the Web graph.
Algorithm 1 G n,p model. Require: Number of vertices n and edge probability p.
Ensure: G is a random graph.
1: Read n and p. for all u ∈ G \ {v} do
5:
Select (u, v) independently with probability p.
6:
end for 7: end for
The G n,m selects among all possible graphs with n vertices and m edges one with uniform probability. G n,m is described in algorithm 2.
Algorithm 2 G n,m model. Require: Number of vertices n and edges m.
1: Read n and m.
2: Construct all graphs with n vertices and m edges.
3: G ←K n 4: Select one with equal probability. 
For every node v i every edge (v i , v j ) with i < j is examined, and a new endpoint is selected with probability β 0 . Rewiring is done by replacing the edge (v i , v j ) with the edge (v i , v k ) where k is chosen with uniform probability from all possible values that avoid self loops and link duplication.
Algorithm 3 Watts-Strogatz model
Require: Parameters n,d, and β 0 as described.
Ensure: G is a small world graph.
1: Read n,d, and β 0 .
2: Construct regular ring lattice G.
3: for i ← 0 to n − 1 do
4:
for j ← i to n − 1 do
Select a random k uniformly.
7:
Replace (v i , v j ) with (v i , v k ) with probability β 0 . 
Albert-Barabási model
The network begins with an initial connected graph of m 0 vertices [3] . New vertices are added to the graph one at a time. Each new node is connected to m ≤ m 0 existing vertices with a probability that is proportional to the number of edges that the existing vertices already have. Formally, the probability p k that the new vertex is connected to existing vertex k is
Higher degree vertices tend to quickly accumulate more neighbors, while vertices with only a few edges are unlikely to be chosen as the destination for a new edge. The new vertices tend to link to the already heavily connected vertices. This is termed the preferential attachment or the rich-get-richer phenomenon.
The degree distribution of the Albert-Barabási model follows a power law, in particular it is a power law of the form
where k is the vertex degree.
The average pathl length of the Albert-Barabási model increases approximately logarithmically with the graph size as
which is systematically shorter than that of a random graph.
Algorithm 4 Albert-Barabási model.
Require: An initial graph G 0 and m.
Ensure: G[n] is a scale-free graph.
1: Read G 0 and m.
Create a new vertex v ′ .
5:
for s ← 1 to m do
6:
Select a vertex v ∈ G[k − 1] as described in (21).
7:
Create (v ′ , v) 
Aiello models
Aiello models have been introduced in [1] in an effort to model primarily telephone networks. Model C is derived from model B, while model B is based on model A. Model D is a version of model C generating undirected graphs. All four models generate power law graphs but are unable to capture edge deletion.
Model A
Model A is a variant of the Albert-Barabási model where at each time step there are now two possible evolution options. Either with probability α 0 the directed edge (u, v) is added to the existing graph, or with probability 1 − α 0 a new vertex with in-and out-degree of 1 will be added to the graph as in the Albert-Barabási model. The only exception to this evolution rule is at the first time step where a new vertex with in-and out-degree of 1 is added to the graph in order to be used as the basic building block for subsequent graph evolution.
Notice that for α 0 = 1 the model becomes the Albert-Barabási one with m = 1.
It should be highlighted that whenever the edge (u, v) is to be added to the current graph, the tail u is chosen with probability proportional to the weight w out which is the vertex out-degree plus one. In a similar fashion, the head v is chosen with with probability proportional to the weight w in which is the vertex in-degree plus one. Thus, two parallel preferential attachment mechanisms are running, one for the out-degree and one for the in-degree.
At time k both the sum of the in-weights and the sum of the out-weights are equal to k. So, the probability p u→v that the new edge (u, v) will be added is
Notice that in-and out-degrees are time-variant quantities and need to be indexed by time k.
Model B
Aiello model B improves over model A in the sense that different power laws can be generated for the in-and out-degrees and that edge density can be also parameterized. These two additional functions are controlled through the combined effect of a parameter α 0 as in model A and two new parameters, γ in and γ out .
Algorithm 5 Aiello model A.
Require:
is a power law graph.
1: Create a single vertex.
Sample the uniform distribution to obtain δ ∈ [0, 1] As in model A, model B starts with an empty graph. At the first step a single vertex with in-weight γ in and out-weight γ out is added. At time k, k > 1 with probability 1 − α 0 a new vertex with in-weight γ in and out-weight γ out is added to the graph, whereas with probability α 0 a new directed edge is added to the graph. Both its head and tail are selected with probability proportional to the total in-and the total out-weight of each vertex respectively. The total in-weight of a vertex equals the sum of the original in-weight γ in and of the in-degree of that vertex. The out-degree of a vertex is similarly defined. The procedure is described in algorithm 6.
Algorithm 6 Aiello model B.
Require: α 0 , γ in , γ out , and n Ensure: G[n] is a scale free graph.
Sample the uniform distribution to obtain δ ∈ [0, 1]
Compute the in-weight of each degree.
6:
Assign probabilities proportional to total in-weights.
7:
Select head v
8:
Repeat analogous steps to 5-7 to select tail u
9:
Add edge (u, v)
10:
Add a new vertex. Their heads are selected also according to a preferential attachment mechanism.
In contrast to other models, multiple edges between vertices may exist and are neither fused nor deleted. Similarly, there are m e,n edges from the rest of the graph to v ′ with the tails selected in a manner analogous to the previous case.
Finally, m n,n self loops are added to v ′ . Notice that, the longer the model runs, the less the original component affects the final graph properties.
Algorithm 7 Aiello model C.
Require: Number of steps n and distribution f .
Ensure: G[n]
is a directed scale free graph.
1: Read original graph component.
Add a new vertex v
Draw m e,e , m n,e , m e,n , and m e,e from f .
5:
Ensuring preferential attachment conditions:
Add m e,e edges to
Add m e,n edges from
Add m n,e edges from v 
Algorithm 8 Aiello model D.
is an undirected scale free graph.
5:
Add m n,n loops to v 7. Kronecker models
Deterministic variant
The deterministic Kronecker graph evolution model supersedes the earlier R-MAT model [7] and it is based on direct adjacency matrix handling through the Kronecker matrix product. The latter derives from descriptive group theory.
Although straightforward and rather simplistic looking, both the deterministic Kronecker graph evolution model and its probabilistic counterpart have been proven [29] to be important tools in synthetic graph creation, the main reason being that most important real large graph properties, including those outlined earlier, are present in graphs generated by this model, termed Kronecker graphs for short. The model is outlined in algorithm 9.
The Kronecker product is a matrix operation different than both classical matrix multiplication and Hadamard or entrywise multiplication. For matrices A ∈ R m1×n1 and B ∈ R m2×n2 the Kronecker product denoted by A⊗B ∈ R m1m2×n1n2 is defined as
where A[i, j] denotes the entry of A at row i and column j. Notice that the Kronecker product can be computed in a straightforward manner in MATLAB or in NetworkX Python package.
Kronecker product has a number of interesting properties that are useful in theoretical or computational problems. First and foremost, like ordinary matrix multiplication, the Kronecker product is non commutative.
However, there exist permutation matrices P r and P c such that
Unlike matrix multiplication, the fact that
does imply that either A 1 or A 2 equals zero.
For symmetric matrices A 1 ∈ R n1×n1 and A 2 ∈ R n2×n2
Note that, contrary to the standard transposition rule, the order of A 1 and A 2 is preserved under the Kronecker product.
For invertible matrices
Again the order of A 1 and A 2 is preserved under the Kronecker product.
For any matrices A 1 , A 2 , B 1 , and B 2 of compatible dimensions
Therefore, if A 1 and A 2 are diagonalizable as
Thus, when the spectra of A 1 and A 2 are known, then the spectrum of A 1 ⊗A 2 is also known automatically. Note that the factor G 1 ⊗G 2 needs to be constructed only when it is explicitly required. Moreover, if only a part of G 1 ⊗ G 2 is required, then it can be constructed on demand easily.
For rectangular matrices
Notice that det (A 1 ) is raised to the n 2 -th power while det (A 2 ) is raised to the n 1 -th power.
For any given matrix A ∈ R m×n whose columns are the n vectors {a k } n k=1 ∈ R m×1 , the vec (·) operator is defined as:
That is, vec (A) is a vector with the elements of A stacked in column-major order, which is the way matrices are stored internally in MATLAB. Combining the vec (·) with the Kronecker product yields the following identity:
where I ⊗ A 1 when I ∈ R mI ×mI and A 1 ∈ R mA×nA equals the block diagonal matrix
where O mA,nA denotes a m A × n A block of zeros.
The primary advantage of Kronecker graphs is that they capture many of 
It is conjectured that a given Zip exponent γ 0 characterizes an entire subclass within the class of Kronecker graphs [30] , but as yet it is unknown whether additional information is required in order to specify a graph subclass. α 0 is a normalization constant which can be used to count, depending on its value, either the actual number or the relative appearance frequency of vertices of a given degree k.
A triangle is defined as any triplet of vertices where each one is directly connected with an edge to the other two. In graph theoretic terms it is a complete graph of order three. Its significance is more evident in social graphs, as a friend of any given person is especially likely to also know that person's other friends.
Kronecker graphs become denser over time, with ρ 0 increasing in each time step according to a power law.
The above implies that Kronecker as well as real world graphs have diameters and effective diameters which shorten over time, leading thus to a more compact and robust structure. In social sciences this is termed the small world phenomenon, which is a more general case of the six degrees of separation.
Given a graph generator 
The above relationship states that G 0 is employed as the building block, initially directly and subsequently indirectly, upon the entire Kronecker graph is constructed at the left-hand side of Kronecker operator and simultaneously as the rules, at each time step, according to which the graph evolves. The twofold role of G 0 is in fact the key to self-similarity of a Kronecker graph. Depending on the application, this adjacency matrix sequence can represent either the evolution of the same graph, where each adjacency matrix is a snapshot when the graph has n, n 2 . . . or n m vertices, or a sequence of related graphs.
Assuming that
is the spectral factorization of A 0 , which is easily obtained as |V 0 | is small, typically less than a few hundred numbers long in each size, employing the Kronecker product properties yields
is known once the spectrum of G 0 is known. Another consequence is that the spectrum of G [n] follows the multinomial distribution. As stated in [30] , this is a discrete distribution which, although behaves like a Zipf function, has gaps which may hinder easy Kronecker graph parameterization. This has been addressed in the probabilistic Kronecker model.
Algorithm 9 Deterministic Kronecker model.
Require: G 0 is a valid adjacency matrix.
Ensure: G
[n] will be a valid adjacency matrix.
1: Read G 0 and n.
Probabilistic variant
It is the probabilistic counterpart of the deterministic Kronecker graph evolution model. While the latter captures with a remarkable simple mechanism the self-similar aspects of large scale-free graphs, it does still possess certain disadvantages. The primary one is that, even under row and column permutations, the Kronecker graph adjacency matrix may look random to the casual human observer but its artificial nature is at least partially visible to a field expert or, in case of very large instances, to a computer. This is mainly attributed to the high adjacency matrix eigenvalue clustering, which becomes clearer as the Kronecker graph grows. This is a direct consequence of the Kronecker product nature and, hence, an inherent Kronecker graph charachteristic. Another major drawback of the deterministic variant is that, like virtually any other deterministic graph evolution model, there can be only one Kronecker graph of a certain size for a particular generator graph, which may be limiting in certain scenaria.
The probabilistic Kronecker graph evolution model addresses both problems elegantly and efficiently. Instead of generating a Kronecker graph instance at each time step, it generates edge existence probabilities. Therefore, for a given graph size there is a number of Kronecker graphs that can be generated whose edge existence probabilities follow the same distribution. The probabilistic Kronecker graph evolution model requires an initial symmetric probability matrix P 0 whose entry P 0 [i, j] specifies the edge existence probability between v i and v j . Then the following matrix sequence is generated:
When the desired adjacency matrix size is reached, usually the nearest power of |V 0 |, then a graph is constructed where an edge between v i and v j exists with
Note that, edge existence probabilities may need to be normalized such that P [n] will be a stochastic or a doubly stochastic matrix.
Thus multiple adjacency matrices can be constructed as realizations of the same
. This way the spectrum of A [n] can be shown [30] to be smoother. Naturally, in this case, the number of triangles and the elements of g 1 are random
variables, requiring thus a number of experiments in order to approximate the stochastic quantities of interest with the corresponding ensemble averages. The probablistic Kronecker model is outlined in algorithm 10.
Algorithm 10 Probabilistic Kronecker model. Require: P 0 is a symmetric, doubly stochastic matrix.
Ensure: P
[n] will be a valid edge distribution.
1: Read P [0] and n.
3: for k ← 2 to n do 4: 8. Software, data structures, and benchmarks
Recently, a novel data structure based on splay trees and skip lists has been proposed offering efficient persistency operations on graphs [27] . Persistent graphs are significant as they store not only information regarding their current state but also information capable of reverting the graph to previous states. In a graph database context persistency enables rollback operations, enhancing thus database durability.
Currently, the most common benchmark for assessing the performance of large scale graph software and algorithms is Graph 500 [18] . It is operated by a steering committee comprised by a large number of software and hardware companies.
Regarding low level graph mining software, there are many choices. GraphLab [19] is a parallel machine learning framework developed in CMU that supports a number of machine learning paradigms [33] . It contains algorithms such as Bayesian inference and Expectation-Maximization. Giraph [42] 
is the Apache
Foundation open large graph processing system. It is currently being employed, among others, by Facebook in order to support the social graph search functions.
High level software for graph handling also abounds. Graph Magics [9] is a tool for graph theory focusing mostly on graph structure. Similar packages include iGraph [43] , Pajek [4] , and Gephi [16] . Finally, NetworkX [39] is a popular Python package for generating and handling graphs. It contains a large array of synthetic graph generators as well as of graph processing algorithms.
Conclusions and future work
This survey started with an outline of the large-scale, real graph characteristics and properties such as the Web graph and biological graphs. These properties have been employed in turn in order to derive criteria for a number of synthetic graph generators. Developing such a generator is by no means a trivial task, as rigorous mathematical analysis is required in order to ensure that many graph aspects such as the number of triangles or the graph spectrum obey a power law or a power-cutoff law. Finally, this survey concluded with a brief introduction to graph generation and manipulation software as well as to the benchmarks used to evaluate this software.
Parallel graph generation is currently an important challenge [20] [21]. Although it is straightforward to locally create subgraphs possessing some or even all the properties of the real world graphs such as the shrinking diameter or the vertex degree power law distribution, doing so along many distributed processors poses certain organizational and communications challenges.
Data streams and online algorithms are very promising research directions in graph mining, as incremental graph generating and pattern detection tend to become prevalent in the big data era. New algorithms utilizing probabilistic methods and external memory as well as distributed systems techniques [21] need to be develop in order to successfully address these challenges. λ 2 is an information diffusion metric.
λ |V | always equals zero.
Number of zero eigenvalues equals the connected components minus one.
∆ is a metric of graph growth capability.
The spectrum of unidrected graphs is always real.
Smaller eigenvalues tend to alternate around zero.
The spectrum is unaltered under isomorphisms.
Eigenvalues come from a Zipf function.
g 1 components come from a Zipf function. Communities.
Diameter and effective diameter shorten over time.
Graph densifies over time.
Number of triangles comes from a Zipf function.
Vertex degree comes from a Zipf function.
Edge existence interdependence. 
