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ABSTRACT
The analysis of diffusion processes in real-world propagation
scenarios often involves estimating variables that are not di-
rectly observed. These hidden variables include parental re-
lationships, the strengths of connections between nodes, and
the moments of time that infection occurs. In this paper, we
propose a framework in which all three sets of parameters are
assumed to be hidden and we develop a Bayesian approach
to infer them. After justifying the model assumptions, we
evaluate the performance efficiency of our proposed approach
through numerical simulations on synthetic datasets and real-
world diffusion processes.
Index Terms— Information Diffusion, MCMC Infer-
ence, Gibbs Sampling
1. INTRODUCTION
Propagation of information has been widely studied in various
domains. Despite different applications [1], all of the diffu-
sion models have three main components in common: Nodes,
i.e., the set of separate agents; Infection, i.e., the change in
the state of a node that can be transferred from one node to
the other; and Causality, i.e., the underlying structure based
on which the infection is transferred between nodes. The term
cascade is usually used to refer to the temporal traces left by
a diffusion process. One of the main goals of studying the
diffusion process is to infer the causality component using
observations related to the cascades. While the majority of
studies (e.g. [2–5]) assume that the cascades are perfectly ob-
served, some studies ([6–10]) investigate scenarios in which
the cascade trace is not directly observable or is at least par-
tially missing. Two important examples of such scenarios are
the outbreak of a contagious disease (with nodes being ge-
ographical regions) and the impact of external events on the
stock returns of different assets. These studies either assume
that some portion of the cascade data is observable and try to
infer the causality structure from this portion (e.g. [8–10]) or
infer the structure using some other observable property of the
cascade without inferring the cascade trace itself (e.g. [6]). In
this paper, we assume that the cascade or more precisely the
infection times cannot be directly observed. Instead, we ob-
serve time series with statistics that change as a function of
the true infection times. As opposed to the previous works,
we intend to not only infer the causality structure but also es-
timate the unobserved infection times.
Another related body of literature addresses time series
segmentation and investigates the techniques of detecting sin-
gle ([11]) and multiple ([12]) changepoints in univariate ([13,
14]) and multivariate ([15, 16]) time series. Some of these
methods involve an underlying graphical model that captures
the correlation structure between the time series, but there is
no notion of an infection network. In this paper, we develop
a framework in which the infection times, parental relation-
ships and link strengths can be estimated by simultaneously
modeling the network structure and performing time series
segmentation.
The paper is organized as follows. In the rest of this sec-
tion, we briefly review related work. In Section 2, we describe
our system model and formulate the diffusion problem. We
present our proposed inference approach and discuss its mod-
eling assumptions. We evaluate the performance of our sug-
gested approach using both synthetic and real world datasets
and present the simulation results in Section 3. The conclud-
ing remarks are made in Section 4.
Related Work: Most of the earlier work exploring tech-
niques for inferring the structure of an infection or diffusion
network assumed that cascades were perfectly observed. [2]
proposes a generative probabilistic model of diffusion that
aims to realistically describe how infections occur over time
in a static network. The infection network and transmission
rates are inferred by maximizing the likelihood of an observed
set of infection times. [3] investigates the diffusion problem
in an unobserved dynamic network for the case when the dy-
namic process spreading over the edges of the network is ob-
served. Stochastic convex optimization is employed to infer
the dynamic network. [4] proposes a Bayesian framework
to estimate the posterior distribution of connection strengths
and information diffusion paths given the observed infection
times. [5] studies the creation of new links in the diffusion
network and proposes a joint continuous-time model of infor-
mation diffusion and network evolution.
In contrast to the work described above, some studies fo-
cus on the problem where cascades are not perfectly observed.
In [6], it is assumed that the partially observed probabilistic
information about the state of each node is provided, but the
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exact state transition times are not observed. These transition
times are related to the observed trace via the noise dynamics
function. The underlying network is inferred by minimizing
the expected loss over all realizations of the observable trace.
[8] studies the theoretical learnability of tree-like graphs in
a setting where only the initial and final states are observed.
The goal in [9] is to reconstruct the so called node couplings
using dynamic message-passing equations when the cascade
observations are only partially available. [10] develops a two-
stage framework to identify the infection source when the
node infections are only partially observed and the diffusion
trace is incomplete. This paper is categorized in this second
group of studies by proposing an approach to simultaneously
infer the structure and casacade trace of a diffusion process.
2. SYSTEMMODEL AND INFERENCE
PROCEDURE
We consider a set of N nodes N = {1, . . . , N} and assume
that node s ∈ N is the source of a contagionC which is trans-
missible to other nodes of the network. WhenC is transferred
from node j to node i (i, j ∈ N ), we say node i is infected by
node j. In this case, we refer to node j as the parent of node
i, and denote it by zi. We model this infection process by a
directed, weighted graph G = (N , E ,αN×N ) where E is the
set of weighted edges, and α is a N ×N link strength matrix.
Component αij of this matrix denotes the strength of the link
between two nodes i and j. A directed edge j → i exists if
and only if zi = j. The set of potential parents for node i is
denoted by pii (i.e. zi ∈ pii). The definitions of parents and
candidate parents simply implies that ∀j ∈ pii : tj < ti and
∀j /∈ pii : αij = 0.
As mentioned in Section 1, we focus on the scenarios
where none of the main infection parameters (link strengths,
parents, and infection times) are directly observed. We as-
sume that the only observation we get from an arbitrary node
i ∈ N is a discrete time signal of length T denoted by di =
{dni }n=1:T . We denote the set of all observed time signals
by d = (d1, . . . ,dN ). The goal is to infer the infection pa-
rameters (z, t,α) that best explain the received signal vector
d where z = (z1, . . . , zN ) and t = (t1, . . . , tN ). More pre-
cisely, we aim to find the most probable set of parameters
(z∗, t∗,α∗) conditioned on the received signals d, i.e.
(z∗, t∗,α∗) = arg max
(z,t,α)
f(z, t,α|d) (1)
In order to solve (1), we need to first derive the joint con-
ditional distribution f(z, t,α|d). Using Bayes’ rule we have,
f(z, t,α|d) = f(d|t, z,α)f(t|z,α)f(z|α)f(α)
f(d)
(2)
We consider proper prior distributions for components of
equation (2). As justified in [4], we assume that link strengths
αij are independent and model their probability distribution
by a Gamma distribution with parameters aij and bij i.e.
αij ∼ Γ(aij , bij). Therefore,
f(α) =
∏
i∈N ,j∈pii
f(αij) =
∏
i∈N ,j∈pii
xaij−1e
− xbij
Γ(aij)b
aij
ij
(3)
We also assume that conditioned on the link strengths, the
nodes’ parents are independent and follow multinomial dis-
tributions i.e.
f(z|α) =
∏
i∈N
f(zi|αijj∈pii ) =
∏
i∈N
αizi∑
j∈pii αij
(4)
The next step is to consider a proper prior conditional distri-
bution for infection times. As proposed in [17], we assume
ti follows an exponential distribution with parameter αizi .
Without loss of generality, we can assume that t1 ≥ t2 ≥
· · · ≥ tN . Therefore,
f(t|z,α) =
∏
i∈N
f(ti|z,α, ti+1:N ) =
∏
i∈N
αizie
−αizi (ti−tzi )
(5)
Finally, we assume that node i’s observed data, di, is indepen-
dent of the observations from other nodes and that it follows
two different distributions before and after being infected at
ti. Hence,
f(d|z, t,α) =
∏
i∈N
f(di|ti) (6)
With the proposed distributions in (3)-(6), we can calcu-
late the probability of any arbitrary set (z0, t0,α0) up to a
constant 1f(d) using (2). Since the optimization problem of
(1) cannot be easily solved, we use MCMC methods to sam-
ple from a probability distribution f(z, t,α|d). We use Gibbs
sampling to generate samples of this posterior distribution. In
other words, we use full conditional distributions for each of
the infection parameters ti, zi, αij (i, j ∈ N ) to generate
samples. We denote the parents and infection times of all
the nodes in the network except node i respectively by zi, ti.
Also, the link strength of all the possible links except the link
between nodes i and j is denoted by αij . Using Bayes’ rule,
the full conditional probablities for Gibbs sampling are:
(a) For parent of an node i,
f(zi|d, zi, t,α) ∝ f(ti|zi, αizi , tzi)f(zi|αijj∈pii ) (7)
(b) For infection time of an node i,
f(ti|d, z, ti,α) ∝ f(di|ti)f(ti|zi, αizi , tzi)
∏
k∈Ci
f(tk|αki, ti)
(8)
(c) For link strength between nodes i and j ∈ pii,
f(αijj∈pii |d, z, t,αij) ∝ f(ti|zi, αizi , tzi)f(zi|αijj∈pii )f(αij)
(9)
We evaluate the proficiency of the proposed inference ap-
proach in Section 3.
3. SIMULATION RESULTS
3.1. Synthetic Data
We generate a dataset based on the model (3)-(6). We first
randomly choose piis (for all i ∈ N ) and an underlying di-
rected tree T with adjacency matrix A = [Aij ], where Aij =
1 if and only if there is a directed edge from i to j. The link
strength value αij (j ∈ pii) is generated using the gamma dis-
tribution Γ(a1, b1) if Ai,j = 1 and Γ(a2, b2) if Ai,j = 0.
We refer to these α values as true alphas and denote them
by αR = [αRij ]N×N . Then, we choose the parent of node i
i.e. zi from all the nodes j ∈ pii based on a random sam-
pling with weights αij . These parents are called true par-
ents and are denoted by zR = (zR1 , . . . , z
R
N ). Knowing the
values of zi and αizi , we then generate the true infection
times tR = (tR1 , . . . , t
R
N ) based on the exponential distri-
butions described in (5). Finally, we generate the data di
based on two different Gaussian distributions with parame-
ters (µ1i, σ1i) and (µ2i, σ2i) for all nodes i ∈ N , i.e.
f(di|ti) = e
−[
∑ti−1
n=1 (d
n
i −µ1i)2
2σ2
1i
+
∑T
n=ti
(dni −µ2i)2
2σ2
2i
]
√
2pi
T
σti1iσ
T−ti
2i
(10)
We generate M samples using full conditional distribu-
tions of equations (7)-(9) to infer the network parameters
(zR, tR,αR). We denote the set of all generated samples by
M and refer to the mth sample as Sm. The parent vector,
infection time vector, and strength matrix of the mth sample
are respectively denoted by Smz , S
m
t , and S
m
α . Denoting
the most observed parent-infection time pair (i.e. the pair
that has been repeated the most among the M generated
samples) by (zˆ, tˆ), we estimate the components of the link
strength αˆ = [αˆij ]N×N by αˆij = 1|S|
∑
k∈S [S
k
α]ij where
S = {m ∈ M|Smz = zˆ, Smt = tˆ}. In order to evaluate the
performance of our proposed inference approach, two main
questions should be answered: (1) Does the network structure
improve detection of infection times? (2) How much accu-
racy is lost in terms of detecting the parents and estimating
link strengths when time series are observed instead of the
actual infection times?
The first question can be answered by comparing the
accuracy of infection time estimates for two cases. In the
first case, we detect the infection time of each node in-
dependently (i.e. tˆi
′
= arg maxti f(ti|di)), while in the
second case we exploit the network structure to find the
infection times as explained in Section 2. We denote the
vector of all tˆi
′
s by tˆ′ and define the infection time devi-
ation function Dt(t1x, t
2
x) as the average number of sam-
ples that are different in the arbitrary infection time vec-
tors t1x = (t
1
x1, . . . .t
1
xN ) and t
2
x = (t
2
x1, . . . .t
2
xN ) i.e.
∀t1x, t2x ∈ R1×N : Dt(t1x, t2x) , 1N
∑N
i=1 |tx1i − tx2i |.
Figure 1 shows the average and 95% confidence intervals of
deviation values for t1x = tˆ, tˆ
′ and t2x = t
R in 100 networks
Sce-
nario
µ2 b2
A 100 0.9
B 100 0.6
C 11 0.9
D 11 0.6
Table 1:
Test Scenarios
A B C D
0
1
2
3
4
5
6
Dt(tˆ, t
R)
Dt(tˆ
′, tR)
Fig. 1: Infection Time Deviations
of N = 20 nodes using four extreme sets of parameters
described in Table 1. In all these scenarios, µi1 = 10 ,
µi2 = µ2, σi1 = σi2 = 1 for all i ∈ N and a1 = 9, b1 = 0.5
, a2 = 10. M = 105 samples are generated and the first 103
generated samples are discarded. As we see in Figure 1, in
scenarios A and B, infection times can be detected with high
likelihood thus both performance metrics are zero. However,
in scenarios C and D, we see that exploitation of the network
structure results in smaller deviation from the true values.
The infection time estimates are in average more accurate.
We now compare our proposed framework with a more
idealized situation in which the ti values are known. We
denote the parents and link strengths estimated with knowl-
edge of the infection times by zˆ′ and αˆ′ and define devia-
tion functions Dz(z1x, z
2
x) and Dα(α
1
x,α
2
x). The parent devi-
ation function Dz(z1x, z
2
x) is defined as the number of nodes
whose parents are different in z1x = (z
1
x1, . . . , z
1
xN ) and z
2
x =
(z2x1, . . . , z
2
xN ) i.e. ∀z1x, z2x ∈ R1×N : Dz(z1x, z2x) ,∑N
i=1 I(z
1
xi − z2xi) , where I(x) = 1 if x 6= 0 and I(x) = 0
otherwise. Finally, for the deviation of link strengths we have,
∀α1x,α2x ∈ RN×N : Dα(α1x,α2x) , 1N
∑
αˆij>0
|α1xij −
α2xij |.
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Fig. 2: Deviations in Detection of z and α
Figure 2 shows the values of the defined performance met-
rics for z1x = zˆ, zˆ
′ and z2x = z
R. We see that in scenarios
C and D (where the noise is greater and infection times are
more difficult to estimate), not knowing the exact infection
times results in larger deviations in estimating the network
parameters. Overall, however, the deterioration in estimation
accuracy is not dramatic.
3.2. Real Data
We study the outbreak of Avian Influenza (H5N1 HPAI) [18].
Figure 3 shows the observed locations of reported infections
for both domestic and wild bird species for the period of Jan-
uary 2004 to February 2016. We divide the observation points
to eight main regions using K-means clustering and generate
a time series di to the ith region. The value of this time series
at day n (dni ) denotes the number of separate locations within
the region i in which the disease was reported on that day. We
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Fig. 3: H5N1 HPAI outbreak in 2004-2016
model the number of observations in each region by a Poisson
distribution:
f(di|ti) =
ti−1∏
n=1
λ1i
dni e−λ1i
dni !
T∏
n=ti
λ2i
dni e−λ2i
dni !
(11)
where λ1i =
∑ti
n=t1
dni
ti−1 and λ2i =
∑T
n=ti+1
dni
T−ti+1 . The link
strength parameters aij and bij of equation (3) are derived
by fitting a gamma distribution to the inverse of distances be-
tween observation points of regions i and j. Figure 4 shows
the time series for the eight regions. Regions R5 and R8 are
the first regions in which the disease is observed. The first
infections for these regions were reported on the same day,
so we assume that they were both sources of the infection.
We infer the infection parameters for the period 2004-2007
by generating M = 106 samples and discarding the first 104
ones. The green line in Figure 4 shows the end of the study
period. Region R4 has almost no reported infections for this
period so we exclude it when estimating the underlying infec-
tion graph. The detected infection times are shown in Figure
4 by red vertical lines. Figure 5 shows the four most probable
configurations of the infection network and their percentages
among generated samples. The edge weights in these graphs
are estimated link strengths.
4. CONCLUSION
In this paper, we have proposed a framework for inferring the
underlying graph based on which an infection is diffused in a
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Fig. 4: Observed Time Series in the Impacted Regions
(a) Configuration 1, Weight= 48% (b) Configuration 2, Weight= 23%
(c) Configuration 3, Weight= 17% (d) Configuration 4, Weight= 10%
Fig. 5: Most Possible Network Configurations
network structure. We designed the model to address scenar-
ios where the infection times are unknown. We evaluated the
performance using synthetic datasets, demonstrating that (i)
the incorporation of the model could improve the estimation
of infection times compared to univariate changepoint esti-
mation when the data match the model; and (ii) the absence
of exact knowledge of infection times does not lead to sig-
nificant deterioration in performance. We illustrated how the
model and inference methodology could be applied to analyze
the outbreak of a virus. Incorporating multiple changepoint
detection approaches can be studied as a future work.
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