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In the past decade, swarm intelligence-inspired optimization methods have become more 
and more promising. A wide variety of optimization algorithms based on swarm 
intelligence are well known, such as cuckoo search algorithm (CSA), particle swarm 
optimization (PSO), firefly algorithm(FA), artificial bee colony (ABC), and ant colony 
optimization (ACO). Meanwhile, the research on artificial neural networks (ANNs) has 
also developed rapidly in recent years. Applying swarm intelligence to artificial neural 
networks will be a promising research direction. My recent research on swarm 
intelligence and artificial neural networks is as follows: 
 
Firstly, cuckoo search algorithm (CSA) is a meta-heuristic algorithm by imitating the 
parasitic behavior of cuckoo birds, and it has demonstrated excellent performance in 
dealing with optimization problems. Chaotic mechanisms have been incorporated into 
CSA to take advantage of the dynamic characteristics of chaos and improve its 
performance in dealing with optimization problems. However, in the previously proposed 
chaotic cuckoo search algorithms (CCSA), only one chaotic map is utilized in a single 
search iteration which limited the exploitation ability of the search. In this study, we 
consider to utilize multiple chaotic maps concurrently to carry out the local search in the 
vicinity of the current global best object obtained from CSA. To realize this, three kinds 
of multiple chaotic cuckoo search algorithms (MCCSA) are proposed by incorporating 
several chaotic maps into the chaotic local search parallelly, randomly or selectively. We 
verified the performance of MCCSA on 48 common benchmark optimization functions. 
According to the experimental results, MCCSAs generally perform better than CCSAs, 
and the MCCSA-P which parallelly utilizes chaotic maps performs the best among all 16 
compared variants of CSAs. 
 
On the other hand, with the rapid development of the application of ANNs, recent studies 
have shown that dendrites play a vital role in neural computations. We developed a novel 
dendritic neuron model called approximate logic dendritic neuron model (ALDNM) to 
solve classification problems. The ALDNM can be divided into four layers: the synaptic 
layer, the dendritic layer, the membrane layer, and the soma body. Considering the 
limitation of the back-propagation (BP) algorithm, we employ a heuristic optimization 
called the social learning particle swarm optimization algorithm (SL-PSO) to train the 
ALDNM. In order to investigate the effectiveness of SL-PSO for training the ALDNM, 
we compare this training method with BP and four other typical heuristic optimization 
methods. Moreover, the proposed ALDNM is also compared with seven classifiers to 
verify its performance. The experimental results and statistical analysis on four 
classification problems indicate that the proposed ALDNM trained by SL-PSO can 
provide a competitive performance for solving the classification problems. It is worth 
noting that the structure of the trained ALDNM can be greatly simplified owing to the 
unique pruning operations. Furthermore, the simplified ALDNM for a specific problem 
can be transformed into an affirmatory logic circuit classifier for a fast classification. 
This thesis is organized as follows: Chapter 1 is an introduction to the research content. 
Chapter 2 presents a multiple chaotic cuckoo search algorithm. Chapter 3 introduces 
training an approximate logic dendritic neuron model using social learning particle swarm 


























学習方法と組み合わせた ALDNM は BP 法の欠点を克服し、ALDNM のパフォーマン
スを大幅に向上させた。実験は、SL-PSOが BPと他の典型的な発見的学習方法よ
りも効果的であることを検証した。さらに、他の 7 種類の分類器と比較して、
SL-PSOと結合した ALDNM分類器は非常に強い競争結果を得た。 
以上の業績により、当博士論文審査委員会は本申請論文が博士の学位を授与
することに十分に値するものと認め、合格と判断した。 
 
