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The thinning is an iterative layer by layer erosion until only the ‘‘skeletons’’ of the objects
are left. This paper presents a thinning algorithm for extracting medial surfaces from 3D
binary pictures. The strategy which is used is called fully parallel, which means that the
same parallel operator is applied at each iteration. An efficient implementation of the
proposed algorithm on conventional sequential computers is given and the topological
correctness for (26, 6) binary pictures is proved.
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1. Introduction
Skeletons are region-based shape descriptors which summarize the general form of objects/shapes. An illustrative
definition of the skeleton is given using the prairie-fire analogy: the object boundary is set on fire and the skeleton is formed
by the loci where the fire fronts meet and extinguish each other [8]. Thinning is a frequently used method for making
an approximation to the skeleton in a topology-preserving way [14]. It is based on a digital simulation of the fire front
propagation: the border points of a binary object that satisfy certain topological and geometric constraints are deleted in
iteration steps. The entire process is then repeated until only the ‘‘skeleton’’ is left.
Note that thinning is not the only method for extracting 3D ‘‘skeletons’’ from voxel objects. The four main classes of
skeletonization approaches are: thinning, Voronoi-based [30], distance-based [9,45], and general-field methods [1,41].
A 3D binary picture [14,15] is a mapping that assigns a value of 0 or 1 to each point with integer coordinates in the 3D
digital space denoted by Z3. Points having the value of 1 are called black points, and those with a zero value are calledwhite
ones. Black points form theobjects of a picture.White points form thebackground and the cavities of thepicture.We consider
(26, 6)-pictures, where 26-adjacency and 6-adjacency are, respectively, used for the objects and their complementary [14].
It is assumed that any picture contains finitely many black points.
A reduction operator transforms a binary picture only by changing some black points to white ones (which is referred to
as the deletion of 1’s). A parallel reduction operator deletes all points satisfying its condition simultaneously. The support of
a reduction operator applied to a black point p is the minimal set of points whose values determine whether p is deleted by
the operator [13]. A reduction operator does not preserve topology [15] if
• any object in the input picture is split (into several objects) or is completely deleted,
• any cavity in the input picture is merged with the background or another cavity, or
• a cavity is created where there was none in the input picture.
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There is an additional concept called hole in 3D pictures. A hole (which doughnuts have) is formed from 0’s, but it is not
a cavity [14]. Topology preservation implies that eliminating or creating any hole is not allowed.
A simple point is an object point whose deletion does not alter the topology of the picture [28]. Simple points can be
locally characterized; the support of the operator which deletes a (26, 6)-simple point is 3× 3× 3 [26].
Thinning algorithms use operators that delete some simple points which are not end points, since preserving end
points provides important geometrical information relative to the shape of the objects. There are two types of 3D thinning
algorithms. The curve-thinning type is used to extract medial lines or centerlines, while a surface-thinning type produces
medial surfaces. Curve-thinning preserves line end points while surface-thinning does not delete surface end points [34].
This paper presents a new topology-preserving 3D surface-thinning algorithm. The strategy which is used is called fully
parallel: the same parallel reduction operator is applied at each iteration.
The rest of this paper is organized as follows. Section 2 gives an outline of parallel thinning strategies. Then in Section 3
we propose a new 3D fully parallel surface-thinning algorithm. In Section 4 the proposed algorithm is discussed and results
on some test pictures produced by our algorithm are given. Section 5 presents an efficient implementation of the new
algorithm. Finally, the topology preservation for (26, 6) binary pictures is proven in Section 6.
2. Parallel thinning methodologies
Most of the existing thinning algorithms are parallel as the fire front propagation is by nature parallel. These algorithms
delete a set of simple points simultaneously and this can alter the topology. However there are three different strategies
available to overcome this problem [13]:
• In subiteration-based or directional algorithms, the thinning operator is changed from iteration to iteration with a period
of k ≥ 2 according to the k deletion directions. The support of these parallel reduction operators is generally 3× 3× 3.
Since there are six kinds of major directions in 3D cases, 6-subiteration algorithms were generally proposed [4,11,16,
22,29,31,46,48]. Note that 3-subiteration [35,38,39], 8-subiteration [33], and 12-subiteration [34] algorithms have also
been developed for this task.
• In subfield-based algorithms, the 3D digital space Z3 is partitioned into k ≥ 2 (disjoint) subfields that are alternatively
activated. At a given iteration step, only border points in the active subfield are designated to be deleted. The support of
the parallel reduction operators of subfield-based algorithms is generally 3× 3× 3, but the end-point characterizations
of some algorithms need a 5×5×5 support. Existing 3D subfield-based thinning algorithms use k = 2, 4, and 8 subfields
[3,23–25,36,42]. We should add that subfield and subiteration methods can be mixed as well [12,32].
• Fully parallel algorithms do not divide an iteration step into subiterations; the same parallel reduction operator is applied
at each phase of the thinning process [20,21,27,47]. In order to preserve topology, the supports of the operators used are
larger than 3×3×3; some additional points are needed that are in the 5×5×5 neighbourhood but not in the 3×3×3
neighbourhood. Note that some existing fully parallel thinning algorithms use asymmetric supports [20,21,47].
Once Bertrand proposed the notion of P-simple points [5]. This leads one to a general two-phase thinning scheme with
5×5×5 support: in the first phase, a certain subset P of object points ismarked (simultaneously), and in the second step, the
P-simple marked points are deleted (simultaneously) [6]. Some subiteration-based and fully parallel thinning algorithms
based on this scheme were also proposed [17–19].
3. The new thinning algorithm
In this section, a new fully parallel thinning algorithm is presented for extracting medial surfaces from 3D (26, 6) binary
pictures.
In order to get the surface end points to be preserved by our algorithm, border points and interior points have to be
defined first. A black point is called a border point in (26, 6) pictures if it is 6-adjacent to at least one white point. A border
point p is called a U-border point if the point marked by U = u(p) in Fig. 1a is white. We can define N-, E-, S-, W-, and D-
border points in the same way. A black point p is called an interior point if it is not a border point (i.e., u(p), n(p), e(p), s(p),
w(p), and d(p) are all black points; see Fig. 1a).
Our new algorithm uses the following characterization of the surface end points: A black point is a surface end point in
a picture if it is a border point and it is not 6-adjacent to any interior point. Note that the same characterization has been
applied as well in other thinning algorithms [2,27,38,39].
The new value of a black point depends on the values of 26+ 6 = 32 points (i.e., six additional points that are not in the
3×3×3 neighbourhood are also considered). The symmetric support of the applied parallel reduction operator is presented
in Fig. 1b. Our new algorithm basically does the following:
Input: picture X
Output: picture Y
Y = X;
repeat
Delete simultaneously all ‘‘deletable’’ points from Y .
until no points are deleted
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Fig. 1. Frequently used adjacencies in Z3 (a). The set N6(p) of the central point p ∈ Z3 contains the central point p and the 6 points marked U = u(p), N
= n(p), E= e(p), S= s(p), W= w(p), and D= d(p). The set N18(p) contains the set N6(p) and the 12 points marked ‘‘’’. The set N26(p) contains the set
N18(p) and the 8 points marked ‘‘•’’. The symmetric local neighbourhood used in our algorithm (b). The new value of a black point p depends on N26(p)
(marked ‘‘’’) and six additional points (marked ‘‘F’’).
Fig. 2. Base templatesU1–U6 and their rotations around the vertical axis form the set of templates TU . Notations: each positionmarked ‘‘p’’, ‘‘•’’, ‘‘’’, or ‘‘♣’’
matches a black point; each position marked ‘‘◦’’ matches a white point; at least one position marked ‘‘’’ (in template U2) matches a white point; each
‘‘·’’ (‘‘don’t care’’) matches either a black or a white point. (Note that using different symbols for black template positions helps us to prove the topological
correctness of the algorithm.)
Deletable points (i.e., black points to be deleted simultaneously in an iteration step) are given by a set of matching
templates. A point is deletable if at least one template in the set of templates T = TU ∪ TD ∪ TN ∪ TE ∪ TS ∪ TW matches it.
The (sub)set of templates TU that deletes someU-border points is shown by Fig. 2. Note that Fig. 2 shows only the six base
templates U1–U6. Furthermore, all their rotations around the vertical axis belong to TU, where the rotation angles are 90◦,
180◦, and 270◦. The remaining five sets of templates TD, TN, TE, TS, and TW which delete some D-, N-, E-, S-, and W-border
points, respectively, can be obtained by proper rotations of the templates in TU. It is easy to see that the complete set of
templates T will contain (1 + 4 + 4 + 4 + 4 + 2) · 6 = 114 templates. This set of templates was constructed for deleting
some simple points which are neither surface end points nor extremities of surfaces.
Our new algorithm terminates when there are nomore black points to be deleted. Since all the input pictures considered
contain a finite number of black points, the algorithm will always terminate.
4. Discussion
All thinning algorithms need to take the following four aspects into account:
(1) force the ‘‘skeleton’’ to retain the topology of the original object (i.e., the topology has to be preserved);
(2) provide ‘‘shape preservation’’ (i.e., significant features of the original object are to be produced);
(3) force the ‘‘skeleton’’ to be in its geometrically correct position (i.e., in the ‘‘centre’’ of the object);
(4) produce ‘‘maximal’’ thinning (i.e., the desired ‘‘width’’ of the ‘‘skeleton’’ is one point).
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Fig. 3. The 3D image of a 45× 45× 45 cube (left); and its ‘‘skeleton’’ produced by our algorithm (right).
Fig. 4. The 3D image of a 45× 45× 45 cube with a hole (left); and its ‘‘skeleton’’ produced by our algorithm (right).
The topological correctness (the first requirement) of the proposed algorithm is proven in Section 6.
Shape preservation (the second requirement) is a fairly important requirement too. For example, an object having the
same shape as the letter ‘‘b’’ should not be thinned to an object like an ‘‘o’’. The aim of our algorithm is not to produce the
topological kernel (i.e., a minimal structure that is topologically equivalent to the original one) [3,7]. This is why an end-
point criterion is used. A black point p can be deleted by a template in the set of templates TU if it is border point (u(p) is
white), but d(p) is an interior point, hence p is not a surface end point (see Fig. 2). It is easy to see that no surface end points
are deleted.
Geometrical correctness (the third requirement) of the extracted skeleton ismostly achieved by the fully parallel thinning
approach. An object ought to be shrunk uniformly from the six major directions. Note that the proposed algorithm uses a
symmetric support and any reflected and rotated version of a matching template is also in T , where the rotation angle is
k · pi/2 (k = 0,±1,±2, . . .). Hence, our algorithm is invariant by reflections and k · pi/2 rotations. As far as we know, there
are only two existing thinning algorithms that have this property [7,27].
It is rather difficult to show that the fourth requirement aboutmaximal thinning is satisfied. Due to the surface end-point
criterion used, the skeleton produced may contain 2-point thick surface patches [2,27,38,39]. Fortunately it is not hard to
overcome this problem here (e.g. by applying the final thinning step [2]). Note that 1-voxel wide medial surfaces cannot be
guaranteed, even using an asymmetric post-processing step, as it was shown in [10].
A number of configurations around a point are classified as deletable, but they form only a proper subset of simple points.
One may think that our set of templates T is pulled out of thin air. Therefore, we will try to show the reason for using it in
Section 6.
Note that some skeletonization approaches (including thinning) are rather sensitive to coarse object boundaries. As a
result, the ‘‘skeleton’’ produced generally includes false segments that must be removed by a pruning step [43,44]. Note that
incorporated regularization/pruning has also been proposed [40].
In experiments our algorithm was tested on objects of different shapes. Here we present some illustrative examples
below (Figs. 3–10).
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Fig. 5. The 3D image of a 45× 45× 45 cube with two holes (left); and its ‘‘skeleton’’ produced by our algorithm (right).
Fig. 6. The 3D image of a 45× 45× 45 cube with three holes in it (left); and its ‘‘skeleton’’ produced by our algorithm (right).
Fig. 7. A 348× 130× 215 3D image of a dolphin (left); and its ‘‘skeleton’’ produced by our algorithm (right).
5. Implementation
This sectionwill present amethod for implementing any 3D fully parallel thinning algorithmon a conventional sequential
computer. A fairly general framework is proposed, as similar schemes can be used for the other classes of parallel algorithms
and some sequential 3D thinning algorithms [37] as well.
The proposed method uses a pre-calculated look-up-table to encode the deletion rule of the thinning algorithm to be
implemented. In addition, two lists are used to speed up the process: one for storing the border-points in the current picture
(since thinning can only delete border-points, thus the repeated scans/traverses of the entire array storing the picture are
avoided); the other list is to store all deletable points in the current phase of the process. At each iteration, the deletable
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Fig. 8. A 300× 239× 83 3D image of a horse (left); and its ‘‘skeleton’’ produced by our algorithm (right).
Fig. 9. A 217× 304× 98 3D image of a biplane (left); and its ‘‘skeleton’’ produced by our algorithm (right).
Fig. 10. A 174× 103× 300 3D image of a hand (left); and its ‘‘skeleton’’ produced by our algorithm (right).
points are found and deleted, and the list of border points is updated accordingly. The algorithm terminates when no further
update is required. The pseudocode of the proposed fully parallel thinning algorithm is given by the following:
procedure FULLY_PARALLEL_THINNING ( A, LUT )
/* collect border points */
border_list =< empty list >
for each p = (x, y, z) in A do
if A[x, y, z] = 1 and p is border point then
add node with p to border_list
A[x, y, z] = 2
endif
endfor
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/* thinning process */
repeat
deleted = ITERATION( border_list, A, LUT )
until deleted> 0
/* reset border points */
for each p = (x, y, z) in border_list do
A[x, y, z] = 1
remove node with point p from the list border_list
endfor
The two parameters of the procedure FULLY_PARALLEL_THINNING are the array A which stores the input picture to be
thinned and the array LUT which contains a pre-calculated look-up-table (LUT). Thus LUT has to encode the deletion rule
of the implemented algorithm and it is described soon. In input array A, the value ‘‘1’’ corresponds to black points and the
value ‘‘0’’ denotes white ones.
First, the input picture is scanned and all the border points are inserted into the list border_list. We should mention
here that it is the only time consuming scanning. Since only a small part of voxels in a usual binary picture belong to the
objects, the thinning procedure is much faster if we just deal with the set of border points in the actual picture. This subset
of the object points is stored in border_list (i.e., a dynamic data structure). The border_list is then updated: if a border point
is deleted, all interior points that are 6-adjacent to it become border points. These brand new border points of the actual
picture are added to the border_list. In order to avoid storing more than one copy of a border point in border_list, the array A
represents a tricolour picture during the thinning process: a value of ‘‘0’’ corresponds to the white points, the value of ‘‘1’’
corresponds to (black) interior points, and a value of ‘‘2’’ is assigned to all (black) border points in the actual picture (added
to border_list). We should add that if the 3D binary picture to be thinned is stored in a 1 bit per voxel format, an additional
binary array has to be allocated to indicate the border points.
The kernel of the repeat cycle corresponds to one iteration step of the thinning process. The procedure named
FULLY_PARALLEL_THINNING calls the function ITERATION. It returns the number of deleted points by the actual iteration
step. This number is then stored in the variable called deleted. The thinning process terminates when no more points can be
deleted (i.e., no further changes occur). After the thinning, all voxels having a value of ‘‘2’’ (i.e., points in border_list belonging
to the ‘‘skeleton’’) are reset and border_list is emptied.We should remark that arrayA contains the resultant ‘‘skeleton’’, hence
the input and output pictures can be stored in the same array (i.e., no double storage space in memory is required).
The key part of the proposed method is the organization of function called ITERATION. It has three parameters, namely
the list of border points in the actual picture (border_list), the actual tricolour array (A), and the look-up-table (LUT ). The
function ITERATION uses an additional auxiliary data structure called deletable_list. Let us see its pseudocode:
function ITERATION ( border_list, A, LUT )
/* collect deletable points */
deleted= 0
deletable_list =< empty list >
for each point p in border_list do
if IS_DELETABLE ( p, A, LUT ) then
add node with point p to the list deletable_list
remove node with point p from the list border_list
deleted = deleted+1
endif
endfor
/* deletion */
for each point p = (x, y, z) in deletable_list do
A[x, y, z] = 0
remove node with point p from the list deletable_list
/* update list of border points */
for each point q = (x′, y′, z ′) being 6-adjacent to p do
if A[x′, y′, z ′] = 1 then
add node with point q to the list border_list
A[x′, y′, z ′] = 2
endif
endfor
endfor
return deleted
The processing task of function ITERATION is composed of two basic parts. First, deletable points of the actual iteration
step are transferred from border_list to deletable_list. Second, all the points in deletable_list are deleted from picture A and
border_list is updated. Fig. 11 shows one iteration step.
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Fig. 11. An iteration step of an imaginary 2D fully parallel thinning algorithm. Array ‘‘A’’ contains 14 border points and 12 of them are deletable points
(left). There are 10 border points in the resultant array ‘‘A’’ after this iteration, because 8 interior points turn into border points (right).
The pseudocode of the function IS_DELETABLE is given by the following:
function IS_DELETABLE ( p, A, LUT )
/* UD test */
if ( (A[u(p)]=0 and A[d(p)] = 1) or (A[u(p)]=1 and A[d(p)]=0) ) then
config_code = INDEX_UD ( p, A )
if LUT [config_code]=1 then
return true
endif
endif
/* NS test */
if ( (A[n(p)]=0 and A[s(p)]=1) or (A[n(p)]=1 and A[s(p)]=0) ) then
config_code = INDEX_NS ( p, A )
if LUT [config_code]=1 then
return true
endif
endif
/* EW test */
if ( (A[e(p)]=0 and A[w(p)]=1) or (A[e(p)]=1 and A[w(p)]=0) ) then
config_code = INDEX_EW ( p, A )
if LUT [config_code]=1 then
return true
endif
endif
return false
The basic task of the function IS_DELETABLE is comprised of three testing parts. A point p passes the UD test if at least
one template in the set of templates TU∪TD matches it. Similarly, theNS and EW tests deal with the sets of templates TN∪TS
and TE ∪ TW, respectively.
It can be readily seen that if a black point p can be deleted by the set of templates TU (see Fig. 2), then p is aU-border point
(A[u(p)] = 0) and d(p) is an interior point (A[d(p)] = 1). Therefore if a black point p can be deleted by the set of templates
TU, it cannot be deleted by the set of templates TD (and vice versa). The same can be said for the other two opposite direction
pairs (N,S) and (E,W). Consequently, if we apply the condition
(A[u(p)] = 0 and A[d(p)] = 1) or (A[u(p)] = 1 andA[d(p)] = 0)
as a pre-filter, then the templates in the sets of templates TU and TD can be replaced by the joint set of templates T ′UD shown
in Fig. 12. Note that Fig. 12 shows just the twelve base templates U1’–U6’, D1’–D6’. Furthermore, all their rotations around
the vertical axis belong to T ′UD, where the rotation angles are 90◦, 180◦, and 270◦. The remaining two sets of joined templates
T ′NS and T ′EW can be obtained by proper rotations of the templates in T ′UD.
If the pre-filter condition is satisfied by the point p in question, then d(p) = u(p) (i.e., one of them is black and the other
is white). Hence the mask position corresponding to d(p) can be ignored (see Fig. 12). The dependence described by the
set of templates T ′UD can be represented as a Boolean function of 25 variables, that is fUD : {0, 1}25 → {0, 1}. We label the
individual variables by assigning indices to them, as illustrated in Fig. 13a. Since the templates in T ′NS and T ′EW can be derived
from rotations of the templates in T ′UD, Boolean functions assigned to the derived sets of templates can bewritten as follows:
fNS(x0, x1, . . . , x24) = fUD(ΠNS(x0, x1, . . . , x24)),
fEW(x0, x1, . . . , x24) = fUD(ΠEW(x0, x1, . . . , x24)),
whereΠNS andΠEW are the proper permutations of 26 variables, as illustrated in Fig. 13.
K. Palágyi / Theoretical Computer Science 406 (2008) 119–135 127
Fig. 12. Base templates U1’–U6’, D1’–D6’ and their rotations around the vertical axis form the set of templates T ′UD . Notations: each position marked ‘‘p’’
or ‘‘•’’, matches a black point; each position marked ‘‘◦’’ matches a white point; at least one position marked ‘‘’’ matches a white point; each ‘‘·’’ (‘‘don’t
care’’) matches either a black or a white point; the template position marked ‘‘x’’ is ignored.
Fig. 13. Indices of the 25 variables (i.e., the points considered in N26(p)) of the Boolean function fUD(x0, x1, . . . , x24) (a). The indexing schemes correspond
to the permutationsΠNS (b) andΠEW (c). Note that the point marked ‘‘’’ and the central point p are ignored here.
The reference Boolean function fUD : {0, 1}25 → {0, 1} can be replaced by the function FUD : {0, 1, . . . , 225−1} → {0, 1},
that is
FUD(config_code) = FUD(20 · x0 + 21 · x1 + · · · + 224 · x24) = fUD(x0, x1, . . . , x24),
where config_code ∈ {0, 1, . . . , 225 − 1} is the index (serial number) of a possible configuration. The local variable of the
function IS_DELETABLE is a 32-bit integer in which the upper 7 bits are all 0’s and the lower 25 bit positions are found by the
indexing schemes illustrated in Fig. 13. Functions INDEX_UD, INDEX_NS, and INDEX_EW (called by function IS_DELETABLE)
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Table 1
Computation times for the given eight kinds of test objects (see Figs. 3–10)
Test object Size No. original object points No. skeletal points No. iteration steps Comp. time (s)
45× 45× 45 91 125 5 985 22 0.032
93× 93× 93 804 357 25 761 46 0.323
141× 141× 141 2803 221 59 361 70 1.259
45× 45× 45 81 000 7 864 9 0.029
93× 93× 93 714 984 33 384 20 0.289
141× 141× 141 2491 752 76 916 31 1.071
45× 45× 45 74 250 8 150 9 0.029
93× 93× 93 655 402 35 342 20 0.275
141× 141× 141 2284 106 81 662 31 1.007
45× 45× 45 67 500 8 844 11 0.028
93× 93× 93 595 820 38 204 25 0.264
141× 141× 141 2076 460 88 204 39 0.939
348× 130× 215 1202 772 59 174 37 1.556
300× 239× 83 1099 920 67 858 38 0.989
217× 304× 98 656 424 78 961 21 0.378
174× 103× 300 865 941 56 065 35 0.953
Our algorithm was run on a PC under Linux, using a 2.80 GHz Intel Pentium 4 CPU. (Note, that just the thinning itself was considered here; reading the
input volume, the 4 MB look-up-table, and writing the output image were not taken into account but the processing involved is not excessive.)
find the indices of the given configuration (i.e., the 3 × 3 × 3 neighbourhood of the point p in question excluding p itself
and d(p)).
Function FUD was evaluated for each possible configuration and the results were stored in the array LUT having 225 entries
of 1 bit in size. It is not hard to see that our pre-calculated look-up-table requires just 4 megabytes of storage space in
memory.
The proposed method is fairly straightforward and makes possible a computationally efficient implementation. Its
efficiency is illustrated in Table 1. Here we find that the time complexity depends just on the number of object points and
the compactness of the objects (i.e., volume to area ratio); but it does not depend on the size of the volume which contains
the objects to be thinned.
6. Verification
6.1. Basic notions and results
Now we will show that our new surface-thinning algorithm is topology preserving. But first some concepts of digital
topology and their key results will be given below as they will be needed later on.
The sequence of distinct points 〈x0, x1, . . . , xn〉 is called a j-path (for j = 6, 18, 26) of length n from point x0 to point xn in
a non-empty set of points X if each point of the sequence is in X and xi is j-adjacent to xi−1 for each 1 ≤ i ≤ n (see Fig. 1a).
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Note that a single point is a j-path of length 0. Two points are said to be j-connected in the set X if there is a j-path in X
between them. A set of points X is j-connected in the set of points Y ⊇ X if any two points in X are j-connected in Y .
The 3D binary (m,n) digital picture P is a quadruple P = (Z3,m, n, B) [14]. Each element of Z3 is called a point of P .
Each point in B ⊆ Z3 is called a black point and has a value of 1 assigned to it. Each point in Z3\B is called a white point and
has a value of 0 assigned to it. Adjacencym is associated with the black points and adjacency n is associated with the white
points. A black component is a maximal m-connected set of points in B, while a white component is a maximal n-connected
set of points in Z3\B.
Here we handle (26, 6) pictures, and here it is assumed that a picture contains finitely many black points. A black point
is called a simple point if its deletion does not alter the topology of the picture. Now we will make use the following result:
Theorem 1 ([26]). A black point p is simple in picture (Z3, 26, 6, B) if and only if all of the following conditions hold:
(1) The set (B\{p}) ∩ N26(p) contains exactly one 26-component.
(2) The set (Z3\B) ∩ N6(p) is not empty.
(3) Any two points in (Z3\B) ∩ N6(p) are 6-connected in the set (Z3\B) ∩ N18(p).
Based on Theorem 1, the simplicity of a point p can be decided by examining the set N26(p).
Parallel reduction operators delete a set of black points and not just a single simple point. Next, we need to consider what
is meant topology preservation when a number of black points are deleted simultaneously. The following theorem provides
sufficient conditions for 3D parallel reduction operators to preserve topology.
Theorem 2 ([34]). Let T be a parallel reduction operator. Let p be any black point in any picture P = (Z3, 26, 6, B) such that
p is deleted by T . LetQ be the family of all the sets of Q ⊆ (N18(p)\{p})∩ B such that q1 ∈ N18(q2), for any q1 ∈ Q and q2 ∈ Q .
The operator T is topology preserving for (26, 6) pictures if all of the following conditions hold:
(1) p is simple in the picture (Z3, 26, 6, B\Q ) for any Q inQ.
(2) No black component contained in a 2× 2× 2 cube can be deleted completely by T .
6.2. Properties of the deletable points
In order to prove the topological correctness of our algorithm, we shall classify the elements of the templates in the set
of templates T (see Fig. 2). The element in the centre of a template is called central (marked ‘‘p’’). A noncentral template
element is called black if it is marked ‘‘•’’, ‘‘’’, or ‘‘♣’’. A noncentral template element is calledwhite if it is marked ‘‘◦’’. Any
other noncentral template element which is neither white nor black, is called potentially black (marked ‘‘’’ and ‘‘·’’). A black
or a potentially black noncentral template element is called nonwhite. A black point p is deletable if it can be deleted by at
least one template in T ; otherwise p is nondeletable. A black point p isU-deletable if it can be deleted by at least one template
in TU. We can define D-, N-, E-, S-, andW-deletable points in much the same way.
Now let us state some properties of the set of templates T (see Fig. 2).
Proposition 3. Each deletable point p is a border point.
This holds as position u(p), d(p), n(p), s(p), e(p), orw(p) is white in any template in T .
Proposition 4. In each template, position ‘‘ ’’ marks a nondeletable point.
This holds as the position corresponds to an interior point (i.e., a point that is not a border point). Hence, it is nondeletable
by Proposition 3.
Lemma 5. Each deletable point is simple.
Proof. The first thingwe need to verify is that there exists a 26-path between any two potentially black positions (condition
1 of Theorem 1). Here it is sufficient to show that any potentially black position is 26-adjacent to a black position and any
black position is 26-adjacent to another black position. This is really apparent from a careful examination of the templates
in T .
To prove that conditions 2 and 3 of Theorem 1 hold, it is sufficient to show that, for each template in T ,
(1) there exists a white position 6-adjacent to the central position,
(2) for any potentially black or white position 6-adjacent to the central position p, there exists a 6-adjacent white 18-
neighbour which is 6-adjacent to a white position 6-adjacent to p.
The two points are obvious by a careful examination of the templates in T and Proposition 3. 
Proposition 6. The simplicity of a deletable point does not depend on any point coinciding with a potentially black template
position. (In other words, a deletable point remains simple after the deletion of any (sub)set of points coinciding with potentially
black template positions.)
It is obvious by careful examination of the templates in T .
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Fig. 14. Possible configurations if p is deleted by U2 and q is U-deletable.
Fig. 15. The possible configuration if p is deleted by U2 and q is E-deletable (a). The possible configuration if p is deleted by U2 and q is W-deletable (b).
The possible configuration if p is deleted by U3 and q is E-deletable (b).
Proposition 7. The simplicity of a deletable point does not depend on any point coinciding with a template position marked ‘‘♣’’
(see Fig. 2). (In other words, a deletable point remains simple after the deletion of any (sub)set of points coinciding with potentially
black or ‘‘♣’’ template positions.)
It is obvious by careful examination of the templates in T .
Proposition 8. The simplicity of a point depends only on points that coincide with template positions marked ‘‘’’, ‘‘ •’’, and ‘‘◦’’
(see Fig. 2). (In other words, the simplicity of a deletable point can only be altered by the deletion of a set of points where at least
one point coincides with a template position denoted by ‘‘ •’’.)
This follows directly from Propositions 6 and 7.
6.3. Proof of condition 1 of Theorem 2 — #(Q ) = 1
Lemma 9. Let p and q be any two black points in a picture (Z3,m, n, B) such that q ∈ N18(p), If both points p and q are deletable,
then p is simple in picture (Z3,m, n, B\{q}).
Proof. Since point p is deletable, by Lemma 5 it is simple. To prove this lemma, we must show that p remains simple after
the deletion of q.
Without loss of generality, we can assume that p is U-deletable and that it can be deleted by a base template (see Fig. 2).
Actually it is sufficient to investigate the template positions denoted by ‘‘•’’ in Proposition 8. Let us recall that each point
pwhich coincideswith a template positions denoted by ‘‘•’’ is 6-adjacent to p. Since there is no template position denoted by
‘‘•’’ in U1, only the remaining five base templates U2–U6 need to be investigated. Without loss of generality, we can assume
that q = s(p).
Because p is U-deletable, q = s(p) can be U-, E-, orW-deletable. (Since s(d(p)) = d(q) is black, q cannot be D-deletable.
As p = n(q) is black, q cannot be N-deletable. Since p = n(q) is not an interior point, q cannot be S-deletable.)
Let us see the five base templates of U2-U6:
• If p can be deleted by U2, then q can be U-, E-, orW-deletable.
(1) It is clear that N26(p) could be one of the three configurations shown in Fig. 14 if q is U-deletable.
(2) It is obvious that N26(p) could be the configuration depicted in Fig. 15a if q is E-deletable.
(3) It is easy to see that N26(p) could be the configuration shown in Fig. 15b if q isW-deletable.
• If p can be deleted by U3, then q can be U- or E-deletable. (Since s(p) = e(s(q)) is white, q cannot beW-deletable.)
(1) It is obvious that N26(p) could be one of the three configurations shown in Fig. 16 if q is U-deletable.
(2) It is quite apparent that N26(p) could be the configuration depicted in Fig. 15c if q is E-deletable.
• If p can be deleted by U4, then q can be U-, E-, orW-deletable.
(1) It is clear that N26(p) could be one of the three configurations depicted in Fig. 17 if q is U-deletable.
(2) It is obvious that N26(p) could be the configuration shown in Fig. 18a if q is E-deletable.
(3) It is easy to see that N26(p) could be one of the two configurations depicted in Fig. 18b if q isW-deletable.
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Fig. 16. Possible configurations if p is deleted by U3 and q is U-deletable.
Fig. 17. Possible configurations if p is deleted by U4 and q is U-deletable.
Fig. 18. The possible configuration if p is deleted by U4 and q is E-deletable (a). The possible configuration if p is deleted by U4 and q is W-deletable (b).
The possible configuration if p is deleted by U5 (and q is U-deletable) (c).
Fig. 19. Possible configurations if p is deleted by U6 (and q is U-deletable).
• If p can be deleted by U5, then q can only be U-deletable. (Since e(q) is black, q cannot be E-deletable. Sincew(q) is black,
q cannot beW-deletable.) It is clear that N26(p) could be the configuration shown in Fig. 18c.
• If p can be deleted byU6, then q can only beU-deletable. (Sincew(q) is not an interior point, q cannot be E-deletable. Since
e(q) is not an interior point, q cannot beW-deletable.) It is quite plain thatN26(p) could be one of the three configurations
depicted in Fig. 19.
Let us examine the 18 possible configurations shown in Figs. 14–19, where the following notations are used: each point
marked ‘‘1’’ is black; ‘‘1’’ is interior; ‘‘0’’ is white; ‘‘.’’ can be black or white; ‘‘x’’ or ‘‘y’’ is 26-adjacent to q and it can be black
or white; ‘‘z’’ is black.
To prove that conditions of Theorem 1 hold, it is sufficient to show for each possible configuration that
(1) for any two points marked ‘‘1’’, ‘‘1’’, ‘‘x’’, ‘‘y’’, or ‘‘z’’ is 26-adjacent to a black or interior point that is 26-adjacent to the
interior point d(p).
(2) there exists a white position 6-adjacent to the central position, and
(3) white points u(p) and q = s(p) are 6-connected in the set (Z3\B) ∩ N18(p).
Here (1) simply follows from a careful examination of the configurations shown in Figs. 14–19. Since u(p) and q = s(p)
are white, (2) holds. And since thick lines provide a required 6-path in each configuration, (3) is satisfied as well. 
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Fig. 20. Configurations associated with Proposition 11. Note that configuration (a) corresponds to the configurations shown in Figs. 14b, 16b, 17b, 18c, and
19b; configuration (b) corresponds to the configurations shown in Figs. 14c, 16c, 17c, 18c, and 19c.
6.4. Proof of condition 1 of Theorem 2 — #(Q ) = 2
Proposition 10. Let us consider the two configurations shown in Fig. 20. If the black point z is deletable, then point y= u(z) is
white or v= n(z) is an interior point.
This follows from a careful examination of the templates in T .
Proposition 11. Let us consider the configurations depicted in Figs. 14–19. If black point ‘‘z’’ is deletable, then p remains simple
after the deletion of ‘‘z’’.
This simply follows from Proposition 10 and an examination of the configurations shown in Figs. 14–19.
Lemma 12. Let p, q, and r be three black points in picture (Z3,m, n, B) such that q, r ∈ N18(p) and r ∈ N18(q). If all the three
points p, q, and r are deletable, then p is simple in picture (Z3,m, n, B\{q, r}).
Proof. Since point p is deletable, by Lemma 5 it is simple. To prove this lemma, it is necessary to show that p remains simple
after the deletion of the set {q, r}.
Without loss of generality, we can assume that p is U-deletable and it can be deleted by a base template (see Fig. 2). We
can also assume that at least one point in {q, r} (say q) is coincides with a template positions denoted by ‘‘•’’ in Proposition 8.
We should add that each point that coincides with a template position denoted by ‘‘•’’ is 6-adjacent to p.
Since there is no template position denoted by ‘‘•’’ in U1 just the remaining five base templates U2–U6 need to be
examined. Without loss of generality, let us assume that q = s(p).
It is sufficient to check the 18 possible configurations shown in Figs. 14–19. There are two cases to consider:
(1) r ∈ N6(q) ( r ∈ N18(p)\N6(p) ):
We can say that deletable point r can be one of the points marked ‘‘1’’, ‘‘x’’, or ‘‘z’’. The simplicity of p does not depend
on any points marked ‘‘1’’ or ‘‘x’’ by Lemma 9. Point p remains simple after the deletion of ‘‘z’’ by Proposition 11. The
simplicity of p does not depend on q by Lemma 9. Therefore, p remains simple after the deletion of the set {q, r}.
(2) r ∈ N18(q)\N6(q) ( r ∈ N6(p) ):
In this case, the following two points are to be investigated:
• Point r coincides with a template position denoted by ‘‘•’’ as well.
It is assumed that p is U-deletable and it can be deleted by a base template (see Fig. 2). Here only the base template
U3 contains two template positions denoted by ‘‘•’’ which are 18-adjacent. Hence r = w(p) (and q = s(p), as we
assumed).
It is clear that q can be U- or E-deletable and that r can be U- or N-deletable. It is obvious after a careful examination
of the templates in T that N26(p) could be one of the four configurations depicted in Fig. 21, where the following
notations are used: each point marked ‘‘1’’ is black; ‘‘1’’ is interior; ‘‘0’’ is white; ‘‘.’’ can be black or white; ‘‘x’’ can
be black or white and 26-adjacent to q and r; ‘‘ai’’ is white or ‘‘bi’’ is black (i = 1, 2, 3). To prove that conditions of
Theorem 1 hold, it is sufficient to show for each possible configurations that
(a) for any two points marked ‘‘1’’, ‘‘1’’, ‘‘x’’, ‘‘ai’’ or ‘‘bi’’ (i = 1, 2, 3) is 26-adjacent to a black or interior point what
is 26-adjacent to the interior point d(p).
(b) there exists a white position that is 6-adjacent to the central position, and
(c) white points u(p), q = s(p), and r = w(p) are 6-connected in the set (Z3\B) ∩ N18(p).
Actually, (a) is obvious after a careful examination of the configurations shown in Fig. 21. Since u(p), q = s(p), and
r = w(p) are white, (b) holds. Since thick lines give a required 6-path for each configuration, (c) is satisfied as well.
• Point r coincides with a potentially black or a ‘‘♣’’ template position.
In this case, deletable point r can be one of the points labelled ‘‘1’’ or ‘‘x’’. On the one hand, by Lemma 9 the simplicity
of p does not depend on any points marked ‘‘1’’ or ‘‘x’’. On the other hand, by Lemma 9 p remains simple after the
deletion of q. Thus p remains simple after the deletion of the set {q, r}. 
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Fig. 21. The possible configuration if p is deleted by U3, q is U-deletable, and r is U-deletable (a). The possible configuration if p is deleted by U3, q is
U-deletable, and r is N-deletable (b). The possible configuration if p is deleted by U3, q is E-deletable, and r is U-deletable (c). The possible configuration if
p is deleted by U3, q is E-deletable, and r is N-deletable (d).
6.5. Proof of condition 1 of Theorem 2 — #(Q ) = 3
Proposition 13. Consider the configurations shown in Fig. 21a. Point p remains simple after the deletion of ‘‘ b1’’.
First notice that ‘‘b1’’ can only be U-deletable. Hence ‘‘a1 = u(b1)’’ is white. Then it is obvious that p is simple after the
deletion of ‘‘b1’’.
Lemma 14. Let p, q1, q2, and q3 be four black points in picture (Z3,m, n, B) such that qi ∈ N18(p) and qi ∈ N18(qj)
(i, j = 1, 2, 3, i 6= j). If all the four points are deletable, then p is simple in picture (Z3,m, n, B\{q1, q2, q3}).
Proof. Since point p is deletable, by Lemma 5 it is simple. To prove this lemma, we have to show that p remains simple after
the deletion of the set {q1, q2, q3}.
Without loss of generality, we can assume that p is U-deletable and that it can be deleted by a base template (see Fig. 2).
We can also assume that at least one point in {q1, q2, q3} by Proposition 8 marks a template positions denoted by ‘‘•’’.
The following cases need to be considered:
(1) There is exactly one point in {q1, q2, q3} (say q1) which coincides with template positions denoted by ‘‘•’’.
In this case, the remaining two points q2 and q3 coincide with potentially black or ‘‘♣’’ template positions. Hence by
Proposition 8 the deletion of {q2, q3} does not alter the simplicity of p. Therefore this lemma holds of Lemma 9.
(2) There are exactly two points in {q1, q2, q3} (say q1 and q2) which coincide with template positions denoted by ‘‘•’’.
It is obvious that only the base template U3 contains two template positions denoted by ‘‘•’’ which are 18-adjacent.
Without loss of generality, we can assume that q1 = q = s(p) and q2 = r = w(p), see Fig. 21. Then q3 = w(q1) = s(q2),
because qi ∈ N18(qj) (i, j = 1, 2, 3, i 6= j).
Actually, by Lemma 12 p remains simple after the deletion of {q1, q2}. Now let us examine the third point q3. It must
be an interior (nondeletable) point in the configurations (b), (c), and (d) in Fig. 21. This is a contradiction as q3 is deletable.
Hence the only possible configuration is (a) like that in Fig. 21. In this case p remains simple after the deletion of q3 = b1
by Proposition 13. Thus p remains simple after the deletion of {q1, q2, q3}.
(3) All the three points in {q1, q2, q3} coincide with template positions denoted by ‘‘•’’.
Since there is no such base template in TU (see Fig. 2), this case will be ignored. 
6.6. Proof of condition 2 of Theorem 2
Lemma 15. No black component contained in a 2× 2× 2 cube can be deleted completely from a (26, 6) picture.
Proof. Each deletable point is 6-adjacent to an interior point and by Proposition 4 this interior point is nondeletable. Hence
the smallest black component with a deletable point is contained in a box of size 3× 3× 4, 3× 4× 3, or 4× 3× 3. As there
is no deletable point in a small component contained in a 2× 2× 2 cube, it cannot be deleted completely. 
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Fig. 22. The simplified template U245 (a). A configuration in which (the U-deletable point) p can be deleted by U245 and (the E-deletable point) q can be
deleted by a rotated version of U245 (b). It is easy to see that (simple point) p is not simple after the deletion of q since Condition 3 of Theorem 1 is not
satisfied (i.e. there is no white 6-path from u(p) to q = s(p) in white points 18-adjacent to p). Note that the connectivity is preserved, but a brand new hole
is created (see thick lines).
6.7. Main theorem
We are now ready to state our main theorem.
Theorem 16. Our fully parallel surface-thinning algorithm is topology preserving.
Proof. It is sufficient to prove that the parallel reduction operator given by the set of templates T is topology preserving.
If an iteration step of the algorithm is topology preserving, then the entire algorithm composed of topology-preserving
reductions is topology preserving as well.
Next we need to show that both conditions of Theorem 2 are satisfied:
(1) Let us examine the simplicity of a deletable point p in the picture (Z3, 26, 6, B\Q ). It is clear that set Q ∪ {p} (with
mutually 18-adjacent elements) is contained in a box of size 2 × 2 × 1, 2 × 1 × 2, or 1 × 2 × 2, thus the number of
elements in Q (denoted by #(Q )) is less than or equal to 3.
The following points have to be checked:
• #(Q ) = 0 (Q = ∅):
Condition 1 of Theorem 2 is satisfied by Lemma 5.
• #(Q ) = 1 (Q = {q}):
Condition 1 of Theorem 2 is satisfied by Lemma 9.
• #(Q ) = 2 (Q = {q, r}):
Condition 1 of Theorem 2 is satisfied by Lemma 12.
• #(Q ) = 3 (Q = {q1, q2, q3}):
Condition 1 of Theorem 2 is satisfied by Lemma 14.
(2) Condition 2 of Theorem 2 (i.e., no black component contained in a 2× 2× 2 cube can be deleted completely) is satisfied
by Lemma 15. 
Finally, wewill attempt to explain how the set of templates T is designed. The base templatesU2,U4, andU5 at first seem
rather strange (see Fig. 2). One might think that they can be replaced by the single template U245 depicted in Fig. 22a. It is
quite apparent that the simplified algorithm with the modified set of templates T ′U containing just the four base templates
U1, U245, U3, and U6 is not topology preserving (see Fig. 22b). Actually, a new hole is created.
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