Chromosome organization plays a key role in controlling biological processes such as responses to hormones, cell differentiation, and inactivation of the X Chromosome in mammalian systems, which indicates its importance for gene transcription regulation (Nora et al. 2012; de Laat and Duboule 2013; Le Dily et al. 2014; Lupiáñez et al. 2015; Bonev et al. 2017) . Hi-C and related techniques have emerged as powerful tools for addressing chromosome folding genome-wide and have revealed different levels of chromatin organization. Initially, low-resolution maps allowed the definition of A and B compartments as regions spanning several megabases that are related to active and inactive transcriptional regions, respectively (Lieberman-Aiden et al. 2009 ). Later on, enhanced-resolution maps enabled the identification of topologically associating domains (TADs) (Dixon et al. 2012; Nora et al. 2012) that are proposed to be one of the basic units of chromosomal organization and are important for transcription regulation and replication (Pope et al. 2014; Lupiáñez et al. 2015) . TADs are discrete units that exhibit a high frequency of interactions within each domain and contain sharp boundaries that isolate them from adjacent domains. Subsequent studies with higher resolution defined sub-TAD structures such as loops (Phillips-Cremins et al. 2013; Rao et al. 2014) . TAD boundaries as well as loop anchors are enriched with architectural proteins such as the transcription factor CCCTC-binding factor (CTCF) and the ring-shaped multiprotein complex cohesin. Moreover, both CTCF and cohesin play key roles in establishing TADs and loops, as degradation of either CTCF or a member of the cohesin complex (RAD21) resulted in the disappearance of these structures (Nora et al. 2017; Rao et al. 2017) . In contrast, CTCF degradation had no effect on compartment organization, whereas cohesin has been shown to antagonize compartment segregation (Schwarzer et al. 2017 ).
In the context of stress and chromosome organization, a study in Drosophila described that, upon heat-stress, architectural proteins are redistributed from TAD borders to intra-TAD regions, which facilitates long inter-TAD promoter-enhancer interactions of heat-stress response genes. Moreover, polycomb-group proteins play an important role in this reorganization by establishing new long-range interactions that propagate transcription silencing upon heat-stress (Li et al. 2015) . However, the dynamics of these changes in chromatin structure in mammals in response stimuli and its reversibility remain unexplored. In mammalian cells, hyperosmotic stress impinges on different aspects of cellular physiology such as the cell cycle and transcription modulation and is therefore a suitable model for studying corresponding cellular responses such as transcription regulation (Ferreiro et al. 2010b; de Nadal et al. 2011) . Moreover, microscopy studies revealed that hyperosmotic shock promotes rapid and reversible chromatin condensation (Albiez et al. 2006; Irianto et al. 2013 ) and a reduction in nuclear volume (Finan et al. 2009; Finan et al. 2011 ) and inhibits both RNA and DNA synthesis (Albiez et al. 2006) . Thus, both adaptive transcription regulation and chromatin condensation occur 6 concomitantly upon hyperosmotic stress. Here, we aimed to unravel the effect of osmostress on chromosome folding dynamics and its impact on transcription.
Results

Hyperosmotic stress perturbs A/B compartment organization
We initially tested the effects of hyperosmotic stress (60 min in 110 mM NaCl, 488 mOsm; conditions with maximal activation of stress-responsive kinases and still maximal cell survival; see Methods) (Supplemental Fig. S8A ) on the nucleus by immunofluorescence on G 0/1 arrested T47D cells. Staining of DNA with 4 ′ ,6-diamidino-2-phenylindole (DAPI) or H3K9me3 using antibodies indicated a condensation of chromatin and shrinking of the nuclei upon stress; however, osmostress did not compromise nuclear integrity as the nuclear lamina remained intact (Fig. 1A) . Thus, an increase of osmolarity has a rapid strong effect on chromatin organization. To assess chromosome organization, we harvested T47D cells that were maintained in isotonic medium or were exposed to mild hyperosmotic stress (110 mM NaCl) for 1 h, and performed in situ Hi-C. We used arrested T47D cells to eliminate possible effects of stress on cell cycle progression that could lead to indirect differences in chromosome organization (Reyes et al. 2014; Clare et al. 2016; Nagano et al. 2017) . Of note, exposure to mild hyperosmolarity did not affect cell viability even at higher NaCl doses (up to 200 mM) and a longer exposure (Supplemental Fig. S1A ). We processed two independent biological Hi-C replicates and obtained more than 100 million valid contacts in each (Supplemental Fig. S1B ). Compartment segregation and putative changes due to stress were examined using a principal component analysis (PCA) of normalized Hi-C matrices, which allows identification of the A and B compartments, corresponding to active and inactive transcriptional regions, respectively (Lieberman-Aiden et al. 2009; Rao et al. 2014) . Comparing PCA-derived eigenvalues revealed that hyperosmotic stress changed the compartment organization of most, if not of all, chromosomes (Supplemental Fig. S1C ). Taking Chromosome 6 as an example, the correlation of eigenvalues between both control samples was high (0.947) but was clearly lower when comparing the control to a NaCl-treated sample (0.813) ( Fig. 1B;  Supplemental Fig. S1D ). Further analysis of the eigenvalues indicated that hyperosmotic stress promoted an increase in the amount of genomic sequences defined as B-like compartments as well as lower eigenvalues overall ( Fig. 1B; Supplemental Fig. S1C,D) . These changes could be confirmed quantitatively by calculating the compartment strength (Supplemental Fig. S1E ) and were also visible as a shift from A-A to B-B interactions in saddle plots (Supplemental Fig. S1F ; Nora et al. 2017; Schwarzer et al. 2017; Wutz et al. 2017) . Representation of the Hi-C data of the control sample in a contact matrix displayed the classical plaid pattern as described by others (Lieberman-Aiden et al. 2009 ); however, this pattern was strongly affected by, and showed less segregation upon, hyperosmotic stress ( Fig. 1C; Supplemental Fig. S1G ). Of note, in regions where an A compartment spanned several megabases in control conditions, NaCl treatment promoted B-like insertions, leading to an increase in segregation (Fig. 1D, highlighted region) . These changes in compartment organization were also reflected in an analysis of contact probability that was dependent on genomic distance (Fig. 1E) . In this analysis, medium-to long-range interactions were increased
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Chr 6 Figure 1 . Hyperosmotic stress has a strong impact on A/B compartment organization. (A) Representative immunofluorescence images of no stress or 1 h NaCl-treated cells for lamin B1 and H3K9me3, as well as stained with DAPI. (B) Correlation of eigenvalues obtained from Hi-C data for Chromosome 6 (Chr 6), comparing the two nonstressed replicates (R1 and R2) and comparing the nonstressed (R1) with the NaCl-treated (1 h 110 mM NaCl; R1) cells. (C,D) Eigenvalues and Hi-C maps from different regions of Chromosome 6 of nonstressed or NaCl-treated cells. (E) Contact probability of pairs of 100-kb-bin-dependent genomic distance on Chromosome 6, with or without NaCl treatment.
under stress compared with nonstress conditions, while short-range contacts, corresponding to local chromatin organization, were diminished upon stress. This dual effect was also evident in a representation of a matrix in which the signal obtained under nonstressed conditions was subtracted from that obtained under NaCl treatment (Supplemental Fig. S2A ). Therefore, hyperosmotic stress induces changes in compartment segregation, promoting B-like compartments and increasing interactions between them. Importantly, these changes occur rapidly (within 1 h) and in a nonrandom fashion as both biological replicates exhibited very similar eigenvalues ( Fig. 1B ; Supplemental Fig. S1D ).
Stress leads to a decrease in the insulation and the number of TADs, and to a disappearance of loops
We next analyzed the effects of osmostress on a more local level of chromatin organization. By using TADbit (Serra et al. 2017) , we identified around 2600 TADs in each of the nonstressed replicates, whereas only around 2100 TADs were detected upon hyperosmotic stress ( Fig. 2A) . The decrease in TAD number was accompanied by a significant reduction in their insulation level as was evident from an inspection of the insulation score around TAD borders ( Fig. 2B ; Crane et al. 2015) . Likewise, an aggregated peak analysis revealed a marked decrease of interactions between the two borders of the same TAD (Supplemental Fig. S2B ).
To visualize and better understand these effects, we pooled the two Hi-C replicates and generated a reference contact matrix for a region in which fewer TADs were called upon hyperosmotic stress (Fig. 2C) . As predicted by TADbit, some TADs disappeared when cells were exposed to NaCl, although some borders were conserved, leading to bigger TADs (Fig. 2C) . Indeed, both mean and median TAD size increased upon NaCl addition (Supplemental Fig. S2C ). These effects were also evident following subtraction of the two contact matrices, which showed that TADs that were clearly defined in control conditions vanished upon stress (Fig. 2C, right panel) . Of note, this Hi-C contact map also revealed that stress reduced intra-TAD interactions while promoting inter-TAD contacts (Fig. 2C) , in accordance with the contact probability/genomic distance analysis ( Fig. 1E; Supplemental Fig. S2D ). We then investigated the effect of osmostress on local chromatin organization and found that osmostress completely abolished loop structures, indicating drastic osmostress-induced alterations on the short-range chromatin interactions (Fig. 2D) . In summary, hyperosmotic stress strongly affected local chromatin organization by decreasing short-range interactions and weakening TAD borders, leading to a disappearance and/or fusion of TADs and loops.
Hyperosmotic stress significantly changes the transcriptome
Since local chromatin structures were less defined and the segregation profile of compartments was changed upon hyperosmotic shock, we next investigated transcriptional modulation upon osmostress. First, we assessed global transcription by performing time-course experiments followed by RNA-seq. In these experiments, the mRNA levels of many genes were observed to change rapidly after osmostress, with 913 genes being up-regulated and 1100 down-regulated after 1 h of NaCl treatment ( Fig. 3A ; Supplemental Table S1 ). These numbers increased to 4224 and 4568 genes after 6 h of NaCl exposure (Supplemental Fig. S3A ; Supplemental Table S1 ).
To gain a more direct view of transcription regulation beyond RNA-steady state levels, we assessed RNA polymerase II (Pol II) distribution genome-wide in the absence or after 1 h of osmostress using ChIP (using antibodies against the largest subunit, POLR2A) followed by deep sequencing (ChIP-seq). These experiments showed that genes that have been previously linked to stress and have been described as immediate early genes showed a significant increase in Pol II binding at their transcription start site (TSS) and gene body upon stress (e.g. NR4A1, FOS, FOSB, and ID2) (Supplemental Fig. S3B ). Nevertheless, in clear contrast, osmostress strongly reduced Pol II binding genome-wide (Fig. 3B ).
We further observed genomic regions with an increase in Pol II signals in response to stress that did not present the prototypical profile of Pol II distribution in mammalian cells, namely, high levels at the TSS, lower levels in the gene body, and a pause at the transcription end site (TES) (Jonkers et al. 2014 ). These Pol II-enriched genomic regions were found downstream from genes that showed a clear loss of a Pol II signal at their TSS and along most of the 5 ′ region of the gene body following osmostress ( Fig. 3C ; Supplemental Fig.  S3C ). Instead, an increase in the Pol II signal at ∼150-200 kb downstream from the TSS was observed after 60 min of stress ( Fig. 3C ; Supplemental Fig. S3C ), which fits with the expected Pol II progression based on the in vivo transcription elongation rates (Ardehali and Lis 2009; Fuchs et al. 2014; Jonkers et al. 2014 ). We identified around 1500 genes that showed a similar profile ( Fig.  3D ; Supplemental Fig. S3D ; Supplemental Table S2 ). Therefore, our data suggested a global Pol II run-off from transcribing genes upon stress. To confirm this possibility, we performed time-course experiments in which we osmostressed cells for different times and then assessed Pol II binding using ChIP-qPCR at different regions of two representative gene loci (PRLR and MED13L) ( Fig. 3E ; Supplemental Fig. S3E ) and also a control locus (FOS) (Supplemental Fig. S3F ), which is actually up-regulated due to osmostress and shows constant recruitment of Pol II at the TSS as long as stress is present.
To estimate Pol II progression, we assumed an elongation rate between 2-3 kb/sec (Fuchs et al. 2014; Jonkers et al. 2014) , which means that Pol II would travel around 37, 75, and 150 kb in samples stressed for 15, 30, and 60 min, respectively. As expected, the Pol II signal dramatically dropped at the TSS of both genes in all stressed compared with nonstressed samples, indicating that the loading of Pol II is impaired upon stress.
In contrast, in a region 100 kb downstream from the PRLR TSS, we detected similar levels of Pol II in control, 15-and 30-min-stressed cells but lower levels than controls in 60-min-stressed cells, since Pol II would have already traveled further at this time point (>150 kb). When Pol II was monitored in a region 60 kb downstream from the TES, we only detected a signal in samples stressed for 30 or 60 min, whereas in a region 100 kb downstream, we only detected a signal at the 60-min time point (Fig.  3E ). These findings were identical for MED13L ( Supplemental Fig. S3E ); are in line with the distances expected for the traveling of Pol II; and confirm that hyperosmotic stress indeed causes a lack of recruitment of Pol II to the TSS, except for osmostress-responsive genes such as FOS (Supplemental Fig. S3F ), and induces Pol II to run-off beyond the TES. To determine whether Pol II located beyond the termination site was actively transcribing, we generated cDNA by a reverse transcriptase reaction using random hexamers and thereby detected stress-induced transcripts from downstream regions of PRLR and MED13L (Supplemental Fig. S3G ) as described previously (Vilborg et al. 2015) . These combined results indicate that hyperosmotic stress dramatically changes the transcriptome profile and induces widespread transcription beyond the TES due to Pol II readthrough. Pol II read-through coincides with changes in local chromatin organization Next, we investigated whether the observed relocalization of Pol II upon osmostress might reflect local chromatin organization changes. We therefore selected two genes, PRLR and TRPS1, in which Pol II traveled far beyond the TES following osmostress, and assessed Pol II position and the insulation score metric (Crane et al. 2015) . The most negative values of this insulation score corresponded to a TAD border domain that shifted after hyperosmotic shock, overlapping with osmostress-induced Pol II redistribution (Fig. 4A) . Local chromatin organization changes were also clearly observed at 10-kb resolution in contact matrices from the same regions (Fig. 4B) , suggesting that the presence of Pol II at the coding regions under normal conditions prevented interactions with neighboring regions that were consequently established upon Pol II run-off. To further investigate the interplay between TAD borders and Pol II, we visualized the effect of osmostress on Pol II distribution within 500 kb upstream of and downstream from each border (Fig. 4C) . Two out of three groups of genes presented high levels of Pol II on one side of the TAD border and a dramatic drop in the signal following crossing of the border (dark and light blue) in the absence of stress. However, upon hyperosmotic stress, these profiles were markedly different as the reduction in the Pol II signal when crossing the border was much less pronounced and the signal progressively faded rather than dropping abruptly (Fig. 4C ). These data indicated that, in the absence of stress, Pol II terminates close to the border in many TADs. In contrast, when cells are challenged with hyperosmotic stress, Pol II crosses those borders, which coincides with TAD border weakening. Thus, hyperosmotic Pol II redistribution and read-through correlates with changes in local chromatin organization.
Chromatin binding profiles of architectural proteins are significantly altered upon hyperosmotic stress CTCF has been shown to be responsible for establishing loop domains and TADs in conjunction with cohesin, and degradation of CTCF or a component of the cohesin complex was shown to lead to the disappearance of such structures (Nora et al. 2017; Rao et al. 2017) . We therefore sought to investigate whether CTCF binding to chromatin regions was affected by osmostress. Initially, we used qPCR to assess CTCF binding at sites close to genes such as PRLR and TRPS1 that had shown Pol II read-through and local organization rearrangements. A strong reduction in CTCF binding to these regions was observed upon osmostress (Fig. 5A ). Of note, this decrease in CTCF binding was independent of ongoing transcription, as transcription inhibition did not prevent CTCF disengagement (Fig. 5A) . Importantly, transcription inhibition per se did not influence CTCF binding (Fig. 5A) .
We then extended the analysis of CTCF binding to a genomewide scale by performing CTCF ChIP-seq in the absence or presence of stress for different time periods (7.5 and 60 min). Overall, CTCF binding was strongly reduced when cells were exposed to hyperosmotic shock; ∼50% of CTCF peaks showed a 
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decrease in their signal when the cells were stressed (Fig. 5B) . Moreover, this effect occurred rapidly, within 7.5 min (Supplemental Fig. S4A) , and a longer treatment only slightly enhanced the CTCF dissociation (Supplemental Fig. S4B ). Of note, we did not find newly established CTCF peaks at either of the stress time points. Additional analyses of sites in which the CTCF signal was reduced in stressed compared with control samples revealed an equal distribution of such sites throughout the genome (Supplemental Fig. S4C ). However, these sites tended to be located more often within TADs rather than at TAD borders compared to unaffected peaks (Supplemental Fig. S4D ). Since signal reduction coincided with loop disappearance, a direct link between a decrease in CTCF binding and local chromatin structure can be anticipated.
In addition, peaks that displayed a decrease in CTCF binding also exhibited a lower strength of their CTCF binding motif, which was evident on a genomewide scale. Specifically, a HOMER analysis (Heinz et al. 2010) found a consensus CTCF motif in only 36.31% of affected sites compared with 53.52% of unaffected sites. Similarly, the de novo identified CTCF binding motif for unaffected peaks exhibited a clearer nucleotide preference than that of affected peaks as demonstrated by lower information content per base pair compared with sites without significant change in signal (Supplemental Fig.  S4E,F) . Moreover, unaffected peaks were more likely to overlap with basal RAD21 peaks and constitutive CTCF binding sites as defined by public data compared with peaks showing a significant decrease in the CTCF binding signal (Supplemental Fig. S4G ). These combined results indicated that the CTCF that is recruited to weaker CTCF binding sites is more prone to dissociate upon hyperosmotic shock than is CTCF that is recruited to higher-affinity CTCF binding sites.
We then integrated the contact data with CTCF localization by aggregating the Hi-C signals for all short-range (<2 Mb) CTCF-CTCF combinations in control and stressed samples. This analysis revealed a strong decrease in Hi-C signals between pairs of CTCF sites upon NaCl treatment, whereas the contacts between CTCF sites and sites with random sequences did not differ from those of controls upon osmostress (Fig. 5C) . Thus, osmostress-induced CTCF dissociation from its binding sites correlates with a prominent loss of contacts caused by hyperosmotic stress. To complement our sequencing-based results, we visualized CTCF localization by immunofluorescence. We observed that hyperosmotic stress promoted the formation of speckles as well as a strong perinuclear relocalization, indicating dissociation of CTCF from the chromatin, in line with our ChIP-seq results (Fig. 5D) .
Next, we examined whether osmostress might also affect cohesin occupancy by performing ChIP analysis of the cohesin component RAD21 in several reference genes (i.e., PRLR, TRPS1). NaCl treatment reduced RAD21 levels at the selected sites (Fig.  5E ), and the reduction was similar to those seen in similar experiments using CTCF. We then assessed genome-wide RAD21 localization by ChIP-seq in the absence of stress or in cells exposed to hyperosmotic stress for an hour. In accordance with the qPCR data, RAD21 association strongly diminished upon stress, with 25.6% of peaks exhibiting a significantly lower signal (Fig. 5F ). Furthermore, we observed a significant association between sites with lower RAD21 signal and sites with lower CTCF occupancy, in line with current models of chromatin organization that propose CTCF as an anchor protein needed to fixate the cohesin ring to the chromatin (Supplemental Figs. S4H, S8B,C) . Our combined data support the notion that hyperosmotic stress causes a rapid displacement of key architectural proteins from binding sites occupied in basal conditions, which might explain the weakening/disappearance of TADs and loops.
Re-establishment of nonstress conditions restores the "default" genome structure A key biological question is whether cells maintain the capacity to restore their "default" chromosome configuration when shifted back to nonstress conditions after stress treatment. To assess this possibility, we stressed cells with NaCl for 60 min and then let them recover for a further 60 min in an isotonic medium before performing Hi-C as well as ChIPs of CTCF and Pol II followed by qPCR. DAPI staining indicated that DNA condensation was fully recovered after this period of time (Supplemental Fig. S5A ). To decipher the contribution of ongoing transcription to these processes, we included the transcription initiation inhibitor triptolide in our experimental set up (Supplemental Figs. S5B,C, S8D ). The eigenvalues obtained in this new set of Hi-C experiments came from at least 100 million valid contacts per sample (Supplemental Fig. S1B ). These experiments confirmed the effect of hyperosmotic stress on compartment organization ( Fig. 6A; Supplemental Fig.  S5D ). Changing the cells back to isotonic conditions for 1 h was sufficient to restore their initial chromosome A/B compartment organization ( Fig. 6A ; Supplemental Fig. S5E,F, S6A ). The inhibition of transcription initiation did not have a major impact on this level of chromosome organization by itself (Supplemental Figs. S5D, S6B,C), but recovery in the presence of triptolide was not complete ( Fig. 6A; Supplemental Figs. S5F, S6C) . Indeed, some chromatin regions did not recover their initial compartment organization ( Fig. 6A; Supplemental Fig. S5F arrows). This phenomenon was also seen genome-wide; thus, although the correlation of eigenvalues between recovery plus transcription inhibition and control was high, it was virtually always lower than the correlation between recovery samples without inhibitor and control (Supplemental Fig.  S6A ). These differences were not as obvious when visualized as saddle plots; however, recovery of compartment strength with Data are presented as the log 2 ratio of observed and expected contacts in 10-kb bins. (E) CTCF binding at the indicated CTCF binding site; red box indicates amplified region in the qPCR, as analyzed using qPCR in control, NaCl, and recovery samples (SEM of N = 3). ( * * * ) P < 0.005; Student's t-test. (F) Pol II binding at the PRLR TSS (red box indicates amplified region in the qPCR) was analyzed using ChIP-qPCR in control, NaCl, or recovery samples (SEM of N = 3). ( * * * ) P < 0.0001; Student's t-test.
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Next, we analyzed TAD and loop organization when cells were shifted back to isotonic conditions after osmostress. Assessing TAD borders indicated that a 60-min recovery time after osmostress was sufficient to restore insulation scores to their nonstressed levels (Fig. 6B) . Moreover, recovery of TADs and loops was observed when analyzing the contact matrix of a previously studied region in which hyperosmotic stress had promoted the disappearance of both. Notably, transcription inhibition per se did not have much influence on either the insulation score or the contact matrices. Thus, recovery of TADs and loops after stress occurred regardless of transcription inhibition and was almost indistinguishable to recovery without a transcription inhibitor (Fig. 6C,D;  Supplemental Fig. S6D) .
Consistent with the recovery of local chromatin organization following the removal of osmostress, qPCR analyses of ChIPs and immunofluorescence imaging confirmed that CTCF binding was also restored to preosmostress levels ( Fig. 6E; Supplemental Figs.  S7A ,B,C, S8E). Moreover, NaCl-induced dissociation and de novo recruitment of CTCF during recovery were transcription independent and occurred rapidly, as increased ChIP-qPCR signal could be measured after 2.5 min (Supplemental Fig. S7C,D) . As shown for CTCF, RAD21 localization and ChIP signal also recovered globally after 60 min (Supplemental Fig. S7E,G) , while an additional ChIP-seq experiment confirmed that displacement and recovery of both CTCF and RAD21 were largely transcription independent (Supplemental Fig. S7C ). Furthermore, we did not observe changes of overall RAD21 chromatin association as assessed by chromatin fractionation, indicating that cohesin mostly remains chromatin bound during osmostress (Supplemental Fig. S7F ). Finally, we asked whether Pol II was recruited back to the TSS when cells were regrown in isotonic conditions after osmostress. Indeed, under these conditions, Pol II levels at the TSS of PRLR were indistinguishable from its levels under nonstressed (Fig. 6F) . These data show that cells can restore their default chromosome organization and the initial distribution of CTCF and Pol II within 1 h after hyperosmotic stress removal. Transcription initiation does not seem to have major effects on the recovery of local organization of the genome but might be necessary for full compartment recovery.
Discussion
Nuclear architecture is decisive for transcription regulation in mammalian cells (Lupiáñez et al. 2015; Dekker and Mirny 2016) . However, how chromosome organization is dynamically modulated to permit rapid and transient changes in transcription in response to environmental challenges remains unclear. Here, we show that hyperosmotic stress induces dynamic changes in chromosome organization at different levels that affect gene expression and Pol II distribution. Importantly, while a number of studies have described changes in compartment organization during differentiation or across cell types (Dixon et al. 2015; Bonev et al. 2017; Stadhouders et al. 2018) , as well as during cell cycle progression (Nagano et al. 2017) , our findings represent the first evidence of dynamic large-scale compartment reorganization that is triggered by an extracellular stimulus.
Osmostress strongly reduced TAD and loop-like structures, as would be expected if chromatin binding of architectural proteins was perturbed (Haarhuis et al. 2017; Nora et al. 2017; Rao et al. 2017; Schwarzer et al. 2017; Wutz et al. 2017) . Indeed, osmostress promoted the dissociation of two key architectural proteins involved in local organization, CTCF and RAD21, from their respective chromatin binding sites. Neither of these proteins showed evidence of osmostress-induced post-translational modifications (Supplemental Figs. S7F, S8F ). Although ablation of either CTCF or RAD21 did not appear to have much an effect on compartment organization (Nora et al. 2017; Rao et al. 2017) , another study showed increased interactions between B compartments when the cohesin loading factor Nipbl was deleted (Schwarzer et al. 2017) . Since this reported phenotype partially resembles the one we observed upon hyperosmotic stress, it might suggest that perturbations of the cohesin complex contribute to compartment organization. However, the compartment changes reported by Nipbl depletion were weaker than the ones induced upon osmostress, while Nipbl depletion simultaneously caused a total loss of TADs and loops, which we did not observe upon stress. Moreover, our chromatin fractionation experiment showed that the majority of cohesin seemed to remain chromatin-bound, indicating an unspecific distribution due to the lack of available CTCF anchors and the drastically altered Pol II landscape (Busslinger et al. 2017 ). Therefore, cohesin-chromatin binding and the resulting loopextrusion model seem to be insufficient to explain all our observations, and it is reasonable to assume that other mechanisms participating in chromatin organization are perturbed due to osmostress. Such mechanisms could include the influence of histone marks on compartment segregation (Lieberman-Aiden et al. 2009; Rao et al. 2014 ) and/or changes in phase separation due to the efflux of water, which in turn increases intracellular protein and ion concentrations, altering phase separation (Keating 2012; Larson et al. 2017; Strom et al. 2017) . Lastly, recent simulations suggested that compartment organization is determined by phase separation, while local chromatin structures depend on loop extrusion via CTCF and cohesin (Nuebler et al. 2018) . In light of our findings, such a model appears to be plausible to explain the effects we observe on different levels of chromatin organization, although further research is required to clarify this hypothesis.
Our study also addressed the dynamics of the structural changes promoted by hyperosmotic stress and the relevance of transcription for these processes. Recovery of all levels of chromosome organization from compartments to loops occurred within a narrow window of time when cells were regrown in isotonic conditions after osmostress, in line with previous microscopybased results (Albiez et al. 2006; Irianto et al. 2013) . Thus, these changes represent a transient state until cells sense a favorable environment and restore their original 3D conformation, which could be driven by an underlying mechanism encoded within the chromatin. It is worth noting that transcription inhibition per se did not influence any of the chromatin levels tested. This result is in contrast with previous studies in Drosophila in which transcription inhibition decreased TAD insulation. Thus, transcription could play a different role in local chromatin organization in Drosophila and humans (Hug et al. 2017; Nora et al. 2017; Rao et al. 2017; Rowley et al. 2017) . Here, we found that inhibition of transcription initiation did not have a major effect either on recovery of TAD and loop formation after reversal of osmostress or on de novo recruitment of architectural proteins. Thus, transcription might, for the most part, be dispensable for these levels of chromosome organization, and this notion is in accordance with previous studies (Hug et al. 2017; Ke et al. 2017) . In contrast, compartments did not fully recover after reversal of osmostress when transcription initiation was inhibited, indicating that transcription participates in the re-establishment of these compartments.
These effects of inhibition of transcription initiation on compartments were rather modest.
The reorganization of chromatin interactions coincides with massive changes in mRNA transcript levels and Pol II distribution as was indicated by previous microscopy results (Albiez et al. 2006 ). Following osmostress, many genes showed a clear reduction on Pol II loading, and moreover, Pol II traveled beyond the TES and actively transcribed those regions. The observed Pol II run-off is in accordance with a previous paper, which reported the production of long noncoding RNAs that were linked to upstream genes upon osmotic shock (Vilborg et al. 2015) . Since, Pol II run-off and transcriptional read-through coincided with TAD border weakening and loss of intra-TAD domains, it is tempting to speculate that the observed aberrant transcription might have been a consequence of loss of chromatin structure. Consistent with this idea, a potential link between these two phenomena was outlined by the work of Schwarzer et al. (2017) , which described an increase in exogenic transcription when Nipbl was deleted. Thus, TAD borders and other intra-TAD structures that are established by architectural proteins might play a role in containing widespread transcription.
In the context of stress, chromatin organization, and environmental insults, it has been shown that heat-shock in Drosophila cells causes TAD border weakening and an increase in inter-TAD interactions, similar to our observations using osmostress (Li et al. 2015) . Despite these phenotypical similarities, we expect that the underlying mechanisms of these changes to differ. Specifically, heat-stress promoted a reorganization of several architectural proteins, whereas we observed a clear dissociation of architectural proteins from chromatin as our ChIP-seq data indicated no newly formed CTCF peaks after stress. Moreover, it was shown that depletion of Rad21 in Drosophila increased TAD border strength (Li et al. 2015) , while our data indicated a decrease in TAD border strength following RAD21 delocalization due to hyperosmotic shock. However, although the mechanisms underlying chromosome reorganization following stress might differ between these two organisms, it is still possible that chromosome reorganization through changes in architectural proteins will be a common feature by which cells respond to dramatic changes in the environment.
Overall, our study highlights how different levels of chromosome conformation can undergo dramatic changes while retaining the ability to restore their initial status. These changes occur within minutes following exposure to abrupt alterations in the environment that are within a physiological range in the human body. This phenomenon would suggest that many cells of the human organism might undergo constant rearrangements of nuclear organization; in particular, kidney and gastrointestinal tract cells as well as chondrocytes (Irianto et al. 2013 ) are constantly challenged by changes in osmolarity. Lastly, given that an increasing number of studies have correlated hyperosmolarity with inflammation and other related diseases (Brocker et al. 2012) , our results encourage further study of the possible contribution of chromatin rearrangements to such conditions.
Methods
Cell culture T47D cells were grown for 48 h with RPMI containing charcoaltreated FBS as described previously (Reyes et al. 2014; Clare et al. 2016) . Cells were then switched to a medium without serum (288 mOsm) for 18 h prior to treatment. Subsequently, NaCl (110 mM) was added directly to the medium (final osmolality, 488 mOsm), and the cells were harvested at the indicated times. Transcription inhibitors (500 nM of triptolide or 200 nM of flavopiridol) were added 2 h prior to stress. In the recovery experiments, cells were stressed for 1 h with NaCl and were then shifted to isotonic medium for a further hour.
Cell viability in response to stress was assessed by labeling living cells with propidium iodide (PI) followed by FACS analysis. The 1-h time point was chosen for the bulk of our experiments because the stress-induced kinase p38 (MAPK14) is at peak activity (Ferreiro et al. 2010a,b) and effects on transcription can be reliably followed.
ChIP and ChIP-seq
ChIPs were performed as previously described . For specific details, see the Supplemental Methods. Antibodies used for ChIP experiments were as follows: anti-CTCF antibody (Millipore no. 07-729), anti-Rad21 (Abcam no. Ab992), anti-POLR2A (Millipore no. 05-623; Santa Cruz N-20 no. SC-899 discontinued; Cell Signaling no. 2629).
RNA and RNA-seq
RNA from control or NaCl-treated T47D cells was extracted at the indicated times using the RNeasy Plus Mini Kit (Invitrogen no. 74134). The qPCR analysis reverse transcriptase reaction was performed using 0.5-1 µg of RNA and the RevertAid first strand cDNA synthesis kit (Fermentas no. K1622). Expression of the indicated genes was assessed using qPCR and was referenced to GAPDH expression.
For RNA-seq experiments, stranded poly(A) selected libraries were prepared using the TruSeq stranded mRNA library prep kit (Illumina, RS-122-2101) according to the manufacturer's standard protocol. Libraries were subjected to 50-bp paired-end sequencing.
In situ Hi-C library preparation
In situ Hi-C experiments were performed as previously described (Rao et al. 2014 ) with some modifications. Briefly, adherent cells were crosslinked in 1% formaldehyde, quenched with glycine, and washed in 2 mL of PBS containing protease inhibitors. Cross-linked cells were incubated for 30 min on ice in 3C lysis buffer (10 mM Tris-HCl at pH 8, 10 mM NaCl, 0.2% NP-40), centrifuged for 5 min at 3500g, resuspended in 190 µL of NEBuffer2 1× (New England BioLabs [NEB] ) and 10 µL of 10% SDS, and were then incubated for 10 min at 65°C. After the addition of Triton X-100 and 15-min incubation at 37°C, nuclei were centrifuged for 5 min at 3500g and were resuspended in 300 µL of NEBuffer2 1×. Nuclei were digested overnight using 400 U of the MboI restriction enzyme (NEB). Before fill-in with bio-dATP, nuclei were pelleted and resuspended in fresh 1× repair buffer (1.5 µL of 10 mM dCTP, 1.5 µL of 10 mM dGTP, 1.5 µL of 10 mM dTTP, 37.5 µL of 0.4 mM biotin-dATP, 50 U of DNA Polymerase I large [Klenow] fragment in 300 µL NEBuffer2 1×). Ligation was performed for 4 h at 16°C using 10,000 cohesive end units of T4 DNA ligase (NEB) in 1.2 mL of ligation buffer (120 µL of 10× T4 DNA ligase buffer, 100 µL of 10% Triton X-100, 12 µL of 10 mg/mL BSA, 963 µL of H 2 O). After reversion of the cross-link, DNA was purified using phenol/chloroform/isoamyl. Purified DNA was sonicated to an average size of 300-400 bp using a Bioruptor Pico (Diagenode; eight cycles of 20 sec on and 60 sec off), and 3 µg of sonicated DNA was used per in situ Hi-C library preparation. Briefly, biotinylated DNA was pulled down using 20 µL of Dynabeads MyOne T1 streptavidin beads in binding buffer (5 mM Tris-HCl at pH 7.5, 0.5 mM EDTA, 1 M NaCl). End-repair, A-tailing and Illumina adaptors ligation were performed on the beads using NEBNext library preparation end-repair and A-tailing modules (NEB). Libraries were amplified using eight cycles of PCR and were controlled for quality by low sequencing depth on a NextSeq 500 prior to higher sequencing depth on HiSeq 2000.
Normalization of Hi-C contact matrices
Hi-C data were processed using an in-house pipeline based on TADbit (Serra et al. 2017) and is available as Supplemental Code.
Processing of RNA-sequencing data RNA-sequencing reads were mapped against hg38 (obtained via UCSC golden path) using TopHat2 v2.1.0 (settings: --max-multihits 1 --library-type fr-firststrand --b2 --very-sensitive --no-coverage-search) (Kim et al. 2013 ) and supplying a transcriptome index based on GENCODE v24 (Harrow et al. 2012 ; https://www. gencodegenes.org). Reads covering GENCODE v24 features were counted using featureCounts v1.5.1 in stranded paired-end fashion (-s 2 -p) (Liao et al. 2014) . Differential expression analysis was performed using DESeq2 (v1.14.1) (Love et al. 2014 ) comparing treated and untreated samples per time point, while results were visualized using ggplot2 (v2.2.1) (Wickham 2016) .
Processing of CTCF, RAD21, and Pol II ChIP-sequencing data ChIP-sequencing reads were mapped against hg38 (obtained via UCSC golden path) using Bowtie 2 v2.2.6 (settings: --very-sensitive) (Langmead and Salzberg 2012) . Narrow CTCF and RAD21 peaks were called using MACS2 (Zhang et al. 2008 ) callpeak (-g hs -B --SPMR), supplying the sequenced corresponding input DNA as background control. Differential binding of CTCF and RAD21 was assessed using DiffBind v2.4.6 (Zhang et al. 2008; Ross-Innes et al. 2012) .
Since Pol II exhibits a broad binding pattern, broad Pol II peaks were called MACS2 callpeak and were later used to identify Pol II run-off regions (-g hs -B --SPMR --broad --broad-cutoff 0.1 --P-value 0.01). However, since multiple peaks can be called per gene, we assessed differential Pol II binding by calculating its occupancy of regions 5 kb downstream from the TSS and by subsequently supplying these raw counts to DESeq2. To focus on potentially interesting gene loci, we filtered the GENCODE v24 genes for the following categories prior to occupancy quantification: "protein coding, lincRNA, antisense, transcribed_unprocessed_pseudo-gene, transcribed_processed_pseudogene, processed_pseudogene, processed_transcript, macro_lncRNA, unitary_pseudogene, transcribed_unitary_pseudogene, translated_unprocessed_pseudo-gene, unprocessed pseudogene." As the RAF2 sequencing sample had been sequenced to a significantly greater depth compared with the other Pol II ChIP-seq samples, we used "samtools view -s 0.5" to subsample reads from the BAM file and prevent sequencing depth-related biases (Li 2011) .
Other relevant information such as protein extraction, chromatin fractionation, ChIP details, and detailed bioinformatics analysis such as Hi-C or identification of Pol II run-off locations can be found in the Supplemental Methods.
Data access
All Hi-C and RNA-sequencing data from this study have been submitted to the NCBI Gene Expression Omnibus (GEO; http://www. ncbi.nlm.nih.gov/geo/) under accession number GSE111904. The ChIP-seq data from this study have been submitted to GEO under accession number GSE111923. The pipeline for Hi-C data analysis is available as Supplemental Code.
