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た中で，2007年に Freyらによって Affinity Propagation [1]と
呼ばれる手法が提案された．この手法は，k-means 法 [2] 等の
ようなこれまで提案されてきた手法と比較してクラスタリン
グ精度が良いことや初期値依存がないことなどから，画像デー





る手法である．X = {x1, x2, · · · , xN}を与えられたデータポイ
ント，s(xi, xj) をデータポイント xi, xj 間の類似度，e(xi) を
データポイント xi の exemplarとした時，Affinity Propagation
では，∑Ni=1 s(xi, e(xi)) を最大化するように exemplar を決定
する．しかしながら，exemplar の数は未定であることから，∑N
i=1 s(xi, e(xi))を最大化する exemplarの選択は NP-hardと
なる．ゆえに Affinity Propagation では，各データポイント間
でメッセージと呼ばれる実数値の値を収束するまで再帰的に送
り合うことで∑Ni=1 s(xi, e(xi)) を準最大化する exemplar を自
動的に決定する．ところがこの計算は，データ数を N，反復回






































本節では Freyらによって提案された Affinity Propagation [1]
について説明する．Affinity Propagationは，与えられたデータ
から各データポイント間の類似度 S = {s(xi, xj)|xi, xj ∈ X}を





次に Affinity Propagation は，∑Ni=1 s(xi, e(xi)) を最大化す









availability は a(xi, xj) と表記されたとき，データポイント xi
が X に含まれる全てのデータポイントから受信する実数値で
あり，xj が xi の exemplar として選択された場合にどれだけ∑N
i=1 s(xi, e(xi)) の最大化に貢献するかという情報を表してい
る．responsibility と availability はそれぞれ以下の式で定義さ
れている．
r(xi, xj) = (1− λ)ρ(xi, xj) + λr(xi, xj) (1)
a(xi, xj) = (1− λ)α(xi, xj) + λa(xi, xj) (2)
ここで，λ はダンピングファクタであり，0 から 1 までの値を
とる．実際には λ = 0.5 と設定するのが一般的である．上記の





{a(xi, xk) + s(xi, xk)} (xi |= xj)
s(xi, xj)− max
xk |=xj
{s(xi, xk)} (xi = xj)
(3)
α(xi, xj) =
min{0, r(xj , xj)+
∑
xk |=xi,xj
max{0, r(xk, xj)}} (xi |= xj)
∑
xk |=xi
max{0, r(xk, xj)} (xi = xj)
(4)
反復計算を行う前に responsibility と availability の初期値
r0(xi, xj)，a0(xi, xj) はそれぞれ以下のように設定し，全て
のデータポイントペアに対して式 (1)・式 (2)が収束するまで再
帰的に responsibilityと availabilityを計算する．
r0(xi, xj) = s(xi, xj)− max
xk |=xj
{s(xi, xk)} (5)
a0(xi, xj) = 0 (6)
すべてのデータポイント間における responsibility と avail-
abilityが収束した後，データポイント xi の exemplarは以下の
式で決定する．
e(xi) = arg max
xj






を T とすると，計算にかかる計算量は O(N2T )である．つまり，
実行時間はデータ数の 2乗に比例する．ゆえに，サイズの大き
なデータを扱う際に膨大な処理時間を必要とする．





























定義 3.1 (responsibilityの上限値と下限値) responsibiltiyの
上限値 r(xi, xj)と下限値 r(xi, xj)は以下の式で計算する．
r(xi, xj) =
λr0(xi, xj)+ρ(xi, xj) (r0(xi, xj) > 0, ρ(xi, xj) > 0)
λr0(xi, xj)+(1− λ)ρ(xi, xj) (r0(xi, xj) > 0, ρ(xi, xj) <= 0)
ρ(xi, xj) (r0(xi, xj) <= 0, ρ(xi, xj) > 0)
(1− λ)ρ(xi, xj) (r0(xi, xj) <= 0, ρ(xi, xj) <= 0)
(8)
r(xi, xj) =
(1− λ)ρ(xi, xj) (r0(xi, xj) > 0, ρ(xi, xj) > 0)
ρ(xi, xj) (r0(xi, xj) > 0, ρ(xi, xj) <= 0)
λr0(xi, xj)+(1− λ)ρ(xi, xj) (r0(xi, xj) <= 0, ρ(xi, xj) > 0)
λr0(xi, xj)+ρ(xi, xj) (r0(xi, xj) <= 0, ρ(xi, xj) <= 0)
(9)




s(xi, xj)− s(xi, xi) (xi |= xj)
s(xi, xj)− max
xk |=xj





{a(xi, xk) + s(xi, xk)} (xi |= xj)
s(xi, xj)− max
xk |=xj





定義 3.2 (availabilityの上限値と下限値) availability の 上
限値 a(xi, xj) と下限値 a(xi, xj) はそれぞれ以下の式で計算
する．
a(xi, xj) =α(xi, xj) (α(xi, xj) > 0)(1− λ)α(xi, xj) (α(xi, xj) <= 0) (12)
a(xi, xj) =(1− λ)α(xi, xj) (α(xi, xj) > 0)α(xi, xj) (α(xi, xj) <= 0) (13)




min{0, r(xj , xj)+
∑
xk |=xi,xj
max{0, r(xk, xj)}} (xi |= xj)
∑
xk |=xi
max{0, r(xk, xj)} (xi = xj)
(14)
α(xi, xj) =
min{0, s(xi, xj)− max
xk |=xj
{s(xi, xk)}} (xi |= xj)
0 (xi = xj)
(15)







できるため，従来の Affinity Propagation と同じ結果を出力す
ることができる．本稿では例として図 1のようなデータポイン
ト xi，xj とそれぞれを含むセル c，c′ について考える．
まずは，responsibilityの反復計算が不要なポイントペアの枝
刈りを行う条件を示す．
補題 3.1 (responsibilityで枝刈りを行う条件) 以下の条件
を満たす 2 つのセル c，c′ に含まれるすべてのデータポイン
ト同士の responsibilityは反復計算を必要としない．
xa |= xb and s(xa, xb)− s(xa, xa) <= 0 (16)
ここで xa，xb は，図 2のように，データポイント xi，xj を含
むそれぞれのセル c，c′間の最短距離をとる格子点のペアを指す．
証明 任意のデータポイントペア xi，xj に対して Fujiwara
ら [8]は，xi = xj or r(xi, xj) > 0を満たさない場合，respon-
sibilityの反復計算は不要であることを証明した．
式 (8)，(10) より，xi |= xj and r(xi, xj) <= 0 となると
き，xi |= xj and ρ(xi, xj) <= 0 となっていることは明らか
である．ここで xi |= xj の時，距離の公理が成り立つと仮定
していることから s(xa, xb) >= s(xi, xj) であることを利用し
て，ρ(xi, xj) = s(xi, xj) − s(xi, xi) <= s(xa, xb) − s(xi, xi) =
s(xa, xb)− s(xa, xa) = ρ(xa, xb)となる．よって，ρ(xa, xb) <= 0
を満たす時，ρ(xi, xj) <= 0となる． □
続いて，availabilityの反復計算が不要なポイントペアの枝刈
りを行う条件を示す．
補題 3.2 (availabilityで枝刈りを行う条件) 以下の条件を満
たす 2つのセル c，c′ に含まれるすべてのデータポイント同士の
availabilityは反復計算を必要としない．
min{a(xa, xb) + s(xa, xb)} < max{a(xc, xd) + s(xc, xd)} (17)
ここで xa，xb はそれぞれ xa ∈ c，xb ∈ c′ となるデータポイ
ントである．また，xc は xc ∈ c となるデータポイントであり，
xd は，あるデータポイント xi について a(xi, x′′) + s(xi, x′′)を
2番目に大きくするようなデータポイント x′′ である．
証明 任意のデータポイントペア xi，xj に対して Fujiwara
ら [8] は，以下の式を満たさない場合，availability の反復計算
は不要であることを証明した．
図 1 データポイントとセルの例 図 2 セル c とセル c′ 間の最短距離
a(xi, xj) + s(xi, xj) >= a(xi, x
′′) + s(xi, x′′) (18)









定理 3.1 (提案手法の正確性) 提案手法は従来のAffinity Prop-
agationと同一の exemplarを出力する．
証明 式 (7)で示したように，従来の Affinity Propagationで
は exemplarを特定するために，全てのデータポイントに対して




affinity Propagation と同様に r(xi, xj) + a(xi, xj) を最大化す
るデータポイント xj を特定することが可能である． □
3. 5 アルゴリズム




各データポイント間でで responsibility の上限値 r(xi, xj) と下







Algorithm 1 Proposed Algorithm
Require: S, similarities between each data point pair; ϵ, size of the cell
Ensure: exemplar of each data point
1: for each point pair do
2: compute similarities between each point
3: for each data point pair do
4: compute r(xi, xj),r(xi, xj),a(xi, xj),a(xi, xj) from equation (8)
- (15)
5: for each cell pair including data points do
6: if satisfy lemma 3.1 or lemma 3.2 then
7: perform pruning judgment by F-AP algorithm
8: repeat
9: for each linked data point pair (xi, xj) do
10: compute r(xi, xj) and a(xi, xj) from equation (1) and (2)
11: until all messages updated by iterative computation are converge
12: for each unlinked data point pair (xi, xj) do
13: compute r(xi, xj) = ρ(xi, xj) and a(xi, xj) = α(xi, xj)
14: for each data point xi do
15: compute exemplar from equation (7)
して，既存手法である Graph-AP [7]や F-AP [8]で示されてい
るように収束後のメッセージはそれぞれ r(xi, xj) = ρ(xi, xj)と
a(xi, xj) = α(xi, xj)であるという特性を用いて枝刈りしたポイ
ントペアの responsibility と availability を計算する（12,13 行
目）．これによってすべてのデータポイント間のメッセージが
計算されるので最終的に，従来の Affinity Propagation と同じ
exemplarを出力できる（14,15行目）．
4. 評 価 実 験
本節では，実データに対して提案手法，従来の Affinity Prop-
agation [1]，Graph-AP [7], F-AP [8]を実行し，提案手法の高
速性とクラスタリング精度を検証する．本節において，Original
APは従来の Affinity Propagation [1]，Proposedは提案手法を
表している．本実験では以下のデータセットを使用した．
• Perfume Data：このデータセットは，UCI Ma-
chine Learning Repository(https://archive.ics.uci.edu/
ml/index.php) [9] で公開されているものであり，20 種類の
香水の匂いで構成されている．データは 28秒の間，毎秒ハンド
図 3 実行時間 (Perfume Data) 図 4 実行時間 (Geo Data) 図 5 実行時間 (Synthetic Data)
ヘルド臭気計 (OMX-GR sensor)を用いて得られた．データ数












数は 2であり，提案手法におけるパラメータ ϵは 2,500とした．
ダンピングファクタ λ は全て 0.5 に設定し，メッセージの反
復回数は 1,000回に固定した．また，各データ間の類似度は全て
負のユークリッド距離を用いて計算した．全てのプログラムは
C++で実装し，実験は CPUが 3.3GHz Intel Core i7でメモリ
が 16GBのMac OSで行なった．
4. 1 高 速 性
3種類のデータセットに対して，提案手法，Graph-AP，F-AP
を実行した時の実行時間を図 3–5 に示す．図中で Original AP
の実験結果は示していないが，実行時間は Perfume Data で
は 441.039[sec]，Geo Dataでは 9564.676[sec]であった．また，




















































図 6 枝刈り判定を行うエッジ数の比較 図 7 提案手法と F-AP の実行時間の差 図 8 枝刈り判定を行うエッジ数の比較 (スケーラビリティ)
図 9 適合率と再現率 (Perfume Data) 図 10 適合率と再現率 (Geo Data)



































で Affinity Propagation を高速化した手法がこれまでいくつか
提案されてきた．
Jia らは K-最近傍を用いて疎なグラフを構築し，2 段階に分
けて反復計算を行うことで Affinity Propagation を高速化する
FSAP [6]を提案した．しかしこの手法はパラメータによって結
果が異なるため，従来の Affinity Propagation と同一の結果を
出力する事ができない可能性がある．
Fujiwaraらは，反復計算が不要なエッジを枝刈りすることで
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