This communication gives a short proof of the NP-and MAX-SNP hardness of the multiple sequence tree alignment problem. As such, it gives the rst available proof of the NP-hardness result claimed in (Warnow 1993) and greatly simpli es the MAX SNP-hardness proof given in . Though there are many types of multiple sequence alignment (see (Chan et al. 1994) and references), tree alignment is preferable because it takes evolutionary descent into account in creating the alignment (Altschul and Lipman 1989; Sanko and Cedergren 1983). The best known algorithms for this problem require time exponential in the length of the longest given sequence (see ) and references). The NP-and MAX SNP-hardness results below are important because they imply that, unless P = NP, there are no polynomialtime algorithms for deriving exact solutions or polynomial-time approximation schemes which guarantee approximate solutions of cost arbitrarily close to optimal for the multiple sequence tree alignment problem (see (Garey and Johnson 1979; Johnson 1992) for details).
alignment as a maximal sequence of indels in a row r of T A that is matched against non-indels in at least one of the rows of T A corresponding to the vertices adjacent to the vertex corresponding to r in T. The Multiple sequence tree alignment (MSTA) Instance: A set X of k strings on alphabet , a ? ? symmetric matrix M, and an integer m. Question: Is there a tree-alignment T of X such that c TA (T; M) m?
Problem MSTA was claimed to be NP-hard in (Warnow 1993) , and was shown to be MAX SNPhard in .
Consider the following alternate proof that yields both NP-and MAX SNP-hardness for MSTA via a reduction from the Unweighted binary Wagner phylogeny problem. Let Problem UBW is NP-complete by (Day et al. 1986; Graham and Foulds 1982) , and was shown to be MAX SNP-hard by the former reduction in (Wareham 1993) . The biological interpretation of the problem is that each dimension of the binary hypercube corresponds to an unordered twostate character, each member of S is a species de ned by its values for each of the d characters, and each edge fu; vg in the binary hypercube corresponds to an evolutionary change, i.e., 0 ! 1 or 1 ! 0, in a single character for the species corresponding to vertices u and v. As each edge encodes a single character-state change, the tree on S that has the minimum number of edges accounts for the distribution of characteristics of the species in S by the fewest total number of evolutionary changes, and is hence preferred under the criterion of phylogenetic parsimony (see (Wareham 1993) , Chapter 3.1 and references).
Our proof uses the following convenient property. We can assume by this lemma that we are only interested in solution trees of length < (n ? 1)d. Theorem 1 MSTA is NP-complete. Proof: As any solution tree alignment matrix for an instance I of MSTA has at most 2k ?1 rows and kl columns, where l is the length of the longest string in X, and the cost associated with that alignment can be computed in time polynomial in the size of I, MSTA is in NP. To show that MSTA is NP-hard, we will reduce UBW to MSTA. Given an instance of UBW, construct the following instance of MSTA: Let = f0; 1g, X = S, k = n, m = B, and M be the cost matrix in Table 1 . A cost-matrix that satis es conditions (1) { (3) is a semi-metric; if condition (4) is also satis ed, the matrix is a metric. A metric that also satis es condition (5) is an ultrametric. Any ultrametric is thus also a metric and a semi-metric. Though metricity has on occasion been considered a requirement for cost matrices, it is ultimately only a desirable mathematical property which may not be relevant to the underlying biology (see (Fitch 1993; Wheeler 1993 ) and references). The signi cance of the NP-completeness of this restricted case is that it trivially proves NPcompleteness for the more general cases typically encountered in practice, in which j j > 2 or the cost matrix is only a semi-metric.
The reduction above is unrealistic because it proposes an indel cost that is dependent on n and d. We can reduce the indel cost from (n ? 1)d to some constant c, c > 2, if we adopt a more biologically relevant gap weighting that adds a \start-up" cost for each gap in the alignment { in particular, we add for each gap (regardless of length) the cost (((n ? 1)d)=2) ? c. The reader can verify that under this cost function, the cost of adding the minimum number of gaps to T A , i.e., a single indel somewhere in each string of the alignment such that all indels are not in the same column, will be at least (n?1)d, allowing the logic of Theorem 1 to be applied again (under a new cost matrix that is still an ultrametric). Such a gap-cost scheme which assigns constant weight to each gap is known as a ne gap cost, and is the simplest and most commonly used of a variety of gap-weighting schemes (see (Altschul 1989 ) and references). As a ne gap cost schemes are restricted cases of many more complex and biologically useful gap cost schemes, the reduction given above also shows that MSTA is NP-complete under these other schemes.
The reduction in Theorem 1 also su ces to show the MAX SNP-hardness of MSTA. To show MAX SNP-hardness, we need the following more sophisticated form of reducibility between optimization rather than decision problems. Theorem 2 MSTA is MAX SNP-hard. Proof: The arguments for the two implications in Theorem 1 show that a solution to an instance of UBW can be easily transformed into an solution of the same cost to the constructed instance of MSTA, and that a solution to a constructed instance of MSTA can be easily transformed into a solution of equal or lesser cost to the corresponding instance of UBW. Hence, these arguments encode the required algorithms f and g in the de nition above, showing that UBW L-reduces to MSTA with = = 1. To complete the proof, note that the reduction from Vertex cover to UBW given in (Day et al. 1986) for NP-hardness also shows that UBW is MAX SNP-hard (see (Wareham 1993 ), Section 5.3).
2
This result gains further interest in light of the following. Given a problem X and an instance I of X, let OPT X (I) be the cost of an optimal solution for I and A X (I) be the cost of the solution found for I by algorithm A for X. Problem X has a relative approximation c, c > 0, if there is a polynomial-time algorithm A such that for all instances I of X, jOPT X (I)?A X (I)j c OPT X (I) (Garey and Johnson 1979) . By these results, the L-reduction from UBW to MSTA given above ties the relative approximability of MSTA to the relative approximability of UBW in two ways. First, this reduction establishes upper bounds for relative approximations for UBW by showing how relative approximations for MSTA can be applied directly to UBW. For example, as MSTA has a relative approximation of :747 by a variant of the algorithm in (Berman and Ramaiyer 1994) ; see also Gus eld 1993), so does UBW; this betters the previous best known result of 1 derived via the techniques in (Kou et al. 1981 ) (Wareham 1993) . Second, this reduction establishes lower bounds for relative approximations for MSTA by showing how certain such approximations would induce improbable relative approximations for UBW.
Note Added In Proof: Since this paper was submitted, the manuscript cited in (Warnow, 1993) has appeared (Sweedyk and Warnow, 1995) . Contrary to previous citations Jiang et al., 1994) , the problem shown to be NP-complete in their paper is not MSTA as de ned here, but rather Multiple Sequence Tree Alignment With a Given Topology, when the topology is a star. Note that at present, there is no reduction from either of these problems to the other; hence, neither of the results in this paper and in (Sweedyk and Warnow, 1995) imply the other. As such, the result in (Sweedyk and Warnow, 1995) answers an open question posed in .
