In what follows we will use the shorthand x ≪ y for x, y ∈ Z to mean 0 < x < y and nx < y for all n ∈ Z >0 . If a is a finite tuple and x ∈ Z r then a ≪ x means max i |a i | ≪ x 1 ≪ x 2 ≪ · · · ≪ x r . And a bit more generally a ≪ π x means max i |a i | ≪ x π(1) ≪ · · · ≪ x π(r) for the permutation π of {1, . . . , r}. We shall call a x ∈ Z divisible if x ∈ nZ for all n ∈ Z >0 . More generally for p ∈Ẑ r and x ∈ Z r define x ≡ p orx = p iff x i ≡ p i mod N for every N ∈ Z >0 , under the isomorphism Z/N Z ∼ =Ẑ/NẐ ∼ = Z/N Z.
We shall make use of cell decomposition for Z, see [2] . We will state this theorem next. Definition 1. This is an inductive definition. If t ∈ T are some parameters in a a-definable set T and C t ⊂ Z n are a a-definable family of cells, then D t ⊂ Z n+1 are said to be a-cells if D t = {(x, y) ∈ Z n × Z | f (x, t) < y < g(x, t), y ≡ k mod N } for a N ∈ Z >0 and k ∈ Z/N Z, and f, g : ⊔ t C t → Z given by f (x, t) = A 1 x + B 1 t + c 1 and g(x, t) = A 2 x + B 2 t + c 2 , for A i , B i rational matrices, c i a a-definable constants, and ⊔ t C t satisfying conditions of divisibility that make the image of f and g belong to Z, and also such that g(x, t) − f (x, t) > N always (so that D t is nonempty). We also accept as cells those were f or g do not appear.
This definition is somewhat different from the usual one, which requires f − g to be unbounded, or equal to 2. This has the disadvantage that one can not read the dimension of the cell so readily, but has the advantage that it depends definably on the parameters. Proposition 2. If A 1,t , . . . , A r,t are a-definable families which form a partition of B t and f t : B t → Z n is a a-definable family of definable functions, everything indexed by t ∈ T , then there exists a a-cell decomposition of T such that in each cell there exists a partition of B t into a-definable families of cells C 1,t , . . . , C s,t such that C i,t refine A j,t and f t restricted to each C i,t is of the form x → Ax + Bt + c for A, B matrices with rational coefficients and c an a-definable constant.
The point is that ⊔ t C i,t form a cell decomposition in the usual sense.
Start by defining an invariant r = ubd(X) for every definable set X, the "degree of unboundedness" to be the greatest r ∈ N such that there exists f : Z r → X injective. We prove later that X is bounded iff ubd(X) = 0.
Proof. Assume first ubd(X) ≤ r. Without loss X is a cell. We see that there exists a partition X = X 1 ∪ · · · ∪ X n such that X i is isomorphic to a set of the form Z r ≥0 × B with B a bounded cell contaning 0 and contained in Z
, z ≡ r mod n}, as in the definition of a cell. Taking classes mod N of a, b, z (with isomorphisms a → N a + r, etc.) we assume that g and f have integer coefficients and n does not appear. If f and g do not appear one decomposes C into those with z ≥ 0 and those with z ≤ −1 and make the affine transformation z → −1 − z for the last one. If one of the f or g does not appear but the other does then translating z, and making the transform z → −z if necessary the result follows. If both f and g appear, then after translation we assume g = 0. Then f (a, b) = na + mb + c. At this point there are two possibilities. If f (a, b) is bounded, then necesarily n = 0, so
is unbounded then one of the coefficients of n is positive, say
is a bijection and is affine after breaking the z factor in its mod n 1 classes.
is the projection, then πf (x) = mx + b for c ≪ x divisible. But as it has a bounded image, then necessarily m = 0. So f is constant on a cell containing such x which we saw already contains an injective image of Z r+1 . We obtain an injective g : Z r+1 → Z r . This is not possible for dimension reasons. Directly, g(x) = mx+b for c ≪ x divisible. After a change of basis m = diag(m 1 , . . . , m r ) and g(x) = mx + b for c ≪ π x divisible, which is clearly not injective. 1. X ⊂ Z r has ubd 0, iff X is bounded.
2. ubd(X) ≤ dim(X). Also ubd(Z r ) = r.
Proof. 1) If X is not bounded, by the existence of definable Skolem functions there is definable f : Z → X such that f (t) ∈ X \ [−|t|, |t|] r . By cell decomposition there are a ∈ Z and N ∈ Z >0 such that if x > a and N |x, then f (x) = mx + b. If m = (m 1 , . . . , m n ) then m i = 0 for all i. Then g(x) = f (a + N x) is injective from Z ≥0 → X. As Z ≥0 is in definable bijection with Z (by considering even and odd numbers), we are done.
The other items are are either easy or corollaries of the previous proposition. For 4) we just mention that by existence of definable Skolem functions G ∼ = H ×G/H as a definable set.
As motivation for the next Lemma recall that a nonempty compact Hausdorff topological semigroup has an idempotent, (this is the Ellis-Nakamura Lemma, see [3] Lemma 1), and because having an idempotent is first order expressible a nonempty definable semigroup in (Z, +, <) which is bounded also has one. The next hypothesis includes both situations.
For the next Lemma we recall some terminology. An A-prodefinable set is an inverse limit of A-definable sets X = lim
Lemma 5. Suppose T is a 0-definable set in an extension of (Z, +, <). Suppose G is a profinite group. Suppose given Y t ⊂ Z r × G for t ∈ T , Y t a nonempty semigroup. Suppose also X t ⊂ Z r is a 0-definable family of bounded sets. We consider G as a 0-prodefinable set via G ∼ = lim ← −U G/U where U ⊳ G are the open normal subgroups. Assume:
Then Y t has an idempotent.
for 0-definable functions f r,s . I shall give the set Z nr the topology given by basic closed sets the t-definable subsets, in other words it is the topology initial with respect to Z nr → S nr (t). Then ((b, c), x, y) → g(t, b, c, x, y) is continuous.
For every U ⊳G open take a formula without parameters
But then X t ′ is finite, so Y t ′ is a compact topological semigroup, so it has an idempotent. This shows that Y t has a U -idempotent, say (b U , x U ). There is r such that π U1 (x U ) = r for cofinally many U , say U ∈ I. Take (b, x) and accumulation point of (
We remark that this works also for G a profinite topological space replacing U by finite partition of clopens. Note that for a 0-prodefinable family (as in 1) and 2)) the set of t such that Y t is a semigroup is 0-type-definable. That it contains a 0-definable set around the point of interest is part of the hypothesis.
Lemma 6. If w ∈Ẑ
r and π is a permutation of {1, . . . , r}, then the global type determined by z ≪ π x and x ≡ w, is complete and 0-definable. In fact if {E t } t∈D is a 0-definable family, there exists a finite 0-definable
Proof. For w ∈Ẑ, we have to see that the existence of x with t ≪ π x and x ≡ w such that φ(x, t) does not depend on x and is 0-definable in t. We may assume π = 1. By quantifier elimination we may assume φ(x, t) is atomic. If φ(x, t) is of the form f (x) + g(t) > 0 for linear function f : Z r → Z and linear plus constant function g : Z s → Z, then notice that the size of f (x) + g(t) is dominated by the last nonzero coefficient of f (x). So f (x) + g(t) > 0 does not depend on f (x) and is equivalent to a definable formula in t (which in fact does not depend on t unless f = 0). If φ(x, t) is of the form f (x, t) ≡ 0 mod N , then notice that (x, t) → (x,ŷ) from the (x, t) with t ≪ x has imageẐ r+s and considering the continous functionf :Ẑ r+s →Ẑ, then φ(x, w) becomes equivalent to a finite disjunction of mod N classes of (x, w). The previous arguments show the stronger condition too.
Lemma 7. If f : Z r → G is a definable group morphism such that f is injective in X = {x ∈ Z r | t ≪ π x, x ≡ p} (for some t ∈ Z and p ∈Ẑ), then f is injective.
Proof. If K is the kernel of f and K = 0, then by compactness there is y ∈ K nonzero and divisible. If x ∈ X and |y| ≪ π x then x, x + y ∈ X which is a contradiction.
Proposition 8. If G is an abelian group definable in (Z, +, <), then G has a subgroup H isomorphic as a definable group to Z n such that G/H is bounded.
We shall prove now that the semigroup Y t satisfies the hypothesis of Lemma 5. This is just cell decomposition, but we write it in detail. Take a cell decompo-
s is defined by c ∈ C t,b iff there exists y such that (b, y) ∈ G t , then after refinement C t,b = ∪ l C t,b,l is a cell decomposition. If U t,b,c ⊂ Z r is defined by x ∈ U t,b,c iff (b, x) ∈ G t , then after refinement U t,b,c = ∪ j U t,b,c,j is a cell decomposition. If D t,b,c,x is defined as y ∈ D t,b,c,x iff (c, y) ∈ G t , then after refinement D t,b,c,x = ∪ e D t,b,c,x,e is a cell decomposition. After further refinement for (b, x, c, y) ∈ D t,b,x,e (b, x) ⊕ t (c, y) = (A 0 t+A 1 b+A 2 c+A 3 x+A 4 y+A 5 , B 0 t+B 1 b+B 2 c+B 3 x+B 4 y+B 5 ) for matrices with rational entries A i = A i,e , B i = B i,e . After further refinement we asume that there is N ∈ Z >0 such that for every t ≪ π x ≪ ρ y, t
, and y ∈ D t,b,c,x,e iff y ′ ∈ D t ′ ,b ′ ,c ′ ,x ′ ,e , where we are using Lemma 6. Now fix i, k, l; π, ρ, and w 0 , w 1 ∈ Z/N Z. If j and e are the indices that contain the t ≪ π x ≪ ρ y, x ≡ w 0 , y ≡ w 1 mod N , then for the corresponding matrices A i , B i we have clearly A 3 = A 4 = 0, and
Also from the choices we made the set {(t, b, π) : (b, π, p) ∈ Y t } is constant for p on each N 0Ẑ coset, an equals a finite union of (t, b)-cells. That is to say ⊔ t Y t is 0-relatively definable.
Consider the continous function (t,b,ĉ,x,ŷ) → B 0t +B 1b +B 2ĉ +B 3x +B 4ŷ +B 5 , say denoted h. And take any N 1 multiple of N 0 . Then there is N 2 such that if (t, b, c, x, y) Then Y = Y t has an idempotent (b, π, p) ∈ Y . We shall give a definable function i : C → G defined on a cell containing the t ≪ x, and such that i(x + y) = i(x) ⊕ i(y). Start with i : C → G, i(x) = (b, x) for x in a t-definable cell containing the 0
2 x+nmy +mz 2 +nd+d = nx+mny +m 2 +md+d. Then n 2 = n, m 2 = m, mn = nm, nd = md. As remarked before n and m are nonsingular rational matrices so n = m = 1. Reducing modẐ obtain d ≡ −p. Replacing i by i
and all the 0 ≪ π x ≪ π y,N |x, y. Taking i ′ (x) = i(N x π (1) , . . . , N x π(n) ), we get the required function.
One has to prove j is a well defined group morphism. Suppose |z| ≪ x, y ≪ w. Then i(x + z + w) ⊖ i(x + w) = i(x + z) ⊖ i(x) and as y ≪ x + w without loss x ≪ y. If w + x = y, the previous argument shows well definedness. If |z|, |w| ≪ x ≪ y then j(z)⊕j(w) = i(x+z)⊕i(y +w)⊖(i(x)⊕i(y)) = i(x+y +z +w)⊖i(x+y) = j(z + w). j restricts to i on 0 ≪ x, so j is injective, by Lemma 7. Then G/j(Z r ) is bounded.
The next lemma is implicit in [4] , but for convenience we include a proof.
By a ∨-definable group we mean a ∨-definable sets G with a group operation G × G → G such that the for every X, Y ⊂ G definable the image of X × Y is definable and the product restricted to X × Y is definable. In other words the product is a map of ind-definable sets.
Lemma 9. In an arbitrary theory. Let G be a ∨-definable abelian group and T ⊂ G a type-definable subgroup. Let H be a definable group and φ : T → H a type-definable group morphism. Suppose given a surjective group morphism π : G → R s with kernel T . Assume that:
Then φ extends to a unique group morphism φ : G → H such that the restriction of φ to a definable subset is definable.
Proof. First uniqueness. If T ⊂ U 0 ⊂ G is definable and φ 1 , φ 2 : G → H extend φ, then φ i | U0 are definable and equal when restricted to T . By compactness
Now existence. Choose U definable symmetric such that φ extends to a function φ : U → H such that φ(x + y) = φ(x)φ(y) for all x, y ∈ U . Replacing H by the centralizer of φ(U ) we may assume H is abelian, and we denote it additively.
Take 0 ∈ B a convex open such that π −1 B ⊂ U . For N ∈ Z >0 define A n = {x ∈ G | there exists y ∈ U, z ∈ T, N y + z = x}. Then A n ⊂ (N + 1)U and by compactness A n is type-definable. Define φ N : A n → H by φ N (x) = N φ(y)+ φ(z). We see this is well defined, if N y
Finally if X is definable and 1 N π(X) ⊂ B, then φ = φ N on X so we have the definability.
We recall now the result of [4] . For a ∈ Z with 1 ≪ a denote O(a) = {x ∈ Z | there exists n ∈ Z >0 , |x| < na} and o(a) = {x ∈ Z | for all n ∈ Z >0 , n|x| < a}. Indeed, π(X) is compact and X 0 is any such that o(a) ⊂ X 0 and π(X 0 ) contains a parallelogram for π(Λ). This implies that we can consider O(a)/Λ as a definable group. Indeed in X 0 there is the equivalence relation given by the fibers of X 0 → O(a)/Λ which is definable by 1. By definable Skolem functions there is X 1 ⊂ X 0 definable such that the restriction of O(a) → O(a)/Λ to X 1 is bijective. The sum on X 1 which makes this bijection a group isomorphism is definable by 1.
The group O(a)/Λ considered as a definable group is denoted C(a, b) (for Λ = i Zb i ).
In [4] it is proven that every bounded definable group has a definable finite index subgroup isomorphic to C(a, b) for some a, b as before.
Proposition 10. If G is a group definable in (Z, +, <), then G has a finite index definable subgroup isomorphic as a definable group to
Before continuing we note that we consider
Proof. As mentioned before, in [4] it is proven that G is abelian-by-finite, so without loss G is abelian. By Proposition 8 we have a short exact sequence 0 → Z r → G → B → 0, with B bounded. Denote i : Z r → G, q : G → B. By the result mentioned before this Proposition we may assume B = C(a, b). By the existence of definable Skolem functions we may take B → G a settheoretic definable section. Denote s the composition O(a) → B → G. From this we obtain a definable inhomogeneous 2-cocycle g : O(a) 2 → Z r defined by i(g(x, y)) = s(x + y) − s(x) − s(y). This function satisfies g(x, y) = g(y, x) and g(x, y) + g(x + y, z) = g(y, z) + g(x, y + z).
Suppose everything is defined over t. We may assume that o(a 1 ) = · · · = o(a n1 ) o(a n1+1 ) = · · · = o(a n2 ) · · · o(a n l−1 +1 ) = · · · = o(a s ), with n 0 = 0 < n 1 < · · · < n l−1 < n l = s. If x ∈ o(a) then denote x i = (x ni−1+1 , · · · , x ni ) for i = 1, · · · , l. Define W to be x ∈ W iff x ∈ o(a) and t ′ ≪ x i for every t ′ t-definable in o(a i ), in particular a j ≪ x i for j ≤ n i−1 , and 1 ≪ x. Take Y to be the elements (x, y), x, y ∈ o(a) such that x, y ∈ W , and x i ≪ y i . As an aside Y comes from a tensor product of invariant types. We take X ⊂ o(a) × o(a) a complete t-type of elements determined by (x, y) ∈ X iff (x, y) ∈ Y and x, y are divisible.
Note that g(x, y) = mx + ny + d for (x, y) ∈ X. Take x, y, z ∈ o(a) with (x, y), (y, z) ∈ X. From the cocycle condition obtain nx = mz from which one gets n = 0 = m. Replacing s by s − i(d) we may assume d = 0. By compactness there is N such that if N |x, y and (x, y) ∈ Y then s(x + y) = s(x) + s(y). Replacing G by q Then there is unique dotted arrow which makes the diagram commute and a diagram chase proves that the left square is cocartesian, which is what we had to prove.
