In this article, we consider estimation of the structural change point in the nonparametric model with dependent observations. We introduce a maximum CUSUM estimation procedure, where the CUSUM statistic is constructed based on sum-of-squares aggregation of the difference of two Nadaraya-Watson estimates using the observations before and after a specific time point. Under some mild conditions, we prove that the statistic tends to zero if there is no change, and is larger than a threshold otherwise. Furthermore, we demonstrate the almost surely convergency of the change point estimator. In the simulation, we discuss the selection of bandwidth and threshold used in the estimation, and show the robustness of our method in the long memory scenario. We implement our method to Nasdaq 100 index data and find that the relation between the realized volatility and the return exhibits several structural changes in 2007-2009. 
Introduction
Structural change is a dramatic variation of a system over time, which is usually unexpected but can lead to a huge estimation and prediction error when we specify a time-invariant model. To deal with this, one can divide the sample set into two sub-samples on two time intervals, and model each sub-sample separately. The key issue here is how to detect the changes. More specifically, one should judge whether the change point exists, and if it exists, where it is located. Change point detection methods are divided into two main branches: on-line methods, which aim to detect changes as soon as they occur in a real-time setting, and off-line methods that retrospectively detect changes when all samples are received. The former task is often referred to as event or anomaly detection, while the latter is sometimes called signal segmentation. In this paper, our research core is off-line problem with all samples already collected.
Structural change, as suggested by the name, is always related to a specific structure. When a parametric model is specified, the parameters in the model may change over time. More general, the mean, variance and some other characteristics of a time series can exhibit changes. Readers can refer to the excellent literature published recently such as Eichinger and Kirch (2018) , Wang, Wang and Zi (2019) and Enikeeva and Harchaoui (2019) for mean changes, Xu, Wu and Jin (2019) for variance changes, Zhang and Lavitas (2018) for other quantities of interest, and Zou, Yin, Feng and Wang (2014) for distributional changes. Regression function, which describes the relationship between regressand and regressors, of course, can change over time. It is of great interest for researchers to detect the structural change of the regression function, especially the linear one. For example, Brown, Durbin and Evans (1975) focused on the instability of the change of regression parameter based on the maximum of partial sums of the recursive residuals, and Ploberger and Krämer (1992) studied CUSUM tests based on OLS (instead of recursive) residuals. Also, Vexler and Gurevich (2006) studied the structural change of the logisitic regression. More recently, Wu, Zhang, Zhang and Ma (2016) used jackknife empirical likelihood method. Chen and Nkurunziza (2017) studied the multiple change point problem with change point numbers known. Besides, Kaul, Jandhyala and Fotopoulos (2019) considered a high-dimension case without grid search.
The most researches are devoted to the structural change of parametric model, resulting in relatively few results and literature in the field of structural change of nonparametric models. What's worse, two existing relevant topics are more popular, and attract the remaining attention of the researchers to the nonparametric models. It is important to make it clear that the problem we focus on is totally different. One of the relevant topic is time-varying coefficient models. These models assume that the parameters in the model evolve gradually over time and thereby nonparametric estimation is involved. Whether a system changes gradually or abruptly is a heat debate, not only in econometrics and statistics but also in different research areas. To implement which assumption or which kind of model can be determined before the model establishment as well as after the hypothesis tested on data. Readers can refer to Huhšková and Steinebach (2002) for the gradual change hypothesis test, but we will only focus on the abrupt change. The other relevant topic to ours is called regression discontinuity (RD), which is prevailing in treatment effect analysis, for reviews see Choi and Lee (2017) . Müller (1992) discussed the fix design regression with discontinuity, assuming the mean of regressand depends nonparametrically on time, i.e., scaling time t/n is the only regressor. Qiu, Zi and Zou (2018) considered a generalized likelihood ratio test in such setting. Comparatively, Huh and Park (2004) investigated the random design case. Wu and Chu (1993) and Braun and Müller (1998) studied multiple discontinuity points detection problem and established estimation for the number of discontinuity points. However, the regression function in the random design case does not change over time. The main difference between RD and our research is that we assume that the regressor is a random variable and meanwhile the regression function changes at a specific time. We allow the discontinuity in the regression functions before and after the change point. After the change point is located, the discontinuity problem can be solved easily on each sub-sample using existed methods, thus, the discontinuity is not what we are going to investigate.
We will investigate the following nonparametric model with structural change,
ϕ 2 (X t ) + t , k < t ≤ n,
where Y t is the regressand and X t is the regressor, ϕ 1 (x) and ϕ 2 (x) are two different regression functions, and k is an unknown change point. We emphasize that such setting is a complement to the detection of changes in mean and variance. Let ϕ 1 (x) = √ 2−10+2x and ϕ 2 (x) = √ 2(x−5) 2 , and X t ∼ N (5, 1), t ∼ N (0, 1). It is easy to see that in this constructional example the mean and variance of Y t do not change, so it is impossible to detect structure change by detecting the changes in unconditional mean or unconditional variance of Y t . Several paper discuss the testing problem for structural change in the similar setting. Su and Xiao (2008) proposed some tests and researched the asymptotic distribution of their statistics under strongly mixing process. Maria and Natalie (2019) further modified their tests to achieve consistency. However, the literature of locating a change point in dynamic nonparametric regression models is rare. The only published paper, as far as we know, was given by Wang (2008) , who studied the weak consistency of the change point estimator under the long-memory process.
We make the following contributions. Firstly, we construct a CUSUM statistic to detect the structural change in nonparametric regression model. The CUSUM statistic is constructed using sum of squares which does not focus on only one point like Wang (2008) . Secondly, we not only establish the consistency of the change point estimator but also derive an upper bound of the CUSUM statistic when there is no change point and a lower bound when there is a change point. This result helps us to construct a threshold method, which can judge whether there is a change point. Although we mainly focus on the estimation of the location of a change point, we note that the threshold method is consistent in distinguishing the change point, whilst other testing methods always make Type I and Type II errors. Last but not least, we will show a surprising result that the CUSUM statistic constructed by Nadaraya-Watson (N-W) estimator performs better than that constructed by local linear estimator, because the N-W estimator is more sensitive to observations or outliers which do not belong to the same stable period.
In Section 2, we introduce the basic preliminary and state our CUSUM statistic constructed to detect whether the regression function changes over time. Under strongly mixing assumption, some asymptotic results are proposed in Section 3. In Section 4, we do some simulations and show how the bandwidth and threshold in the estimation can be selected. We show that our method has a superb performance in compare with Wang (2008) 's method and the method of local linear estimation. Section 5 is an application of our method to reality. Section 6 concludes. To keep fluency, we relegate all proofs in appendix.
For convenience, we unify the notations in the rest part of this paper as below:
1. Denote the largest integer not greater than a by a . 2. Let π ψ be a bivariate function π(x 1 ) · ψ(x 2 ). 3. Denote the support of a variable X by supp[X], and X • means the set composed by interior points of a set X . 4. Suppose that {a n } ∞ n=1 , {b n } ∞ n=1 are two scalar sequences and define a n ∼ b n when lim n→∞ a n /b n = c, where c is some nonzero constant. 5. Let π ∞ := inf {c : µ(|π(x)| > c) = 0}, and π p := ( |π(x)| p dµ(x)) 1/p , where π is a measurable function, p is any positive constant, and µ denotes the one-dimension Lebesgue measure. 6. Suppose that {A n } ∞ n=1 , {B n } ∞ n=1 are two random variable sequences and define A n = O a.s. (B n ) when there exists a positive constant M satisfying that |A n | ≤ M · B n almost surely for any positive integer n, and A n = o a.s. (B n ) when lim n→∞ A n /B n = 0 almost surely.
Besides, all asymptotics are discussed when the sample size n → ∞ unless clarifying in particular.
Preliminary and Methodology
To introduce the basic concept, we write the conventional nonparametric regression model without change as follow,
Let p(x, y) and f (x) be the joint density of (X t , Y t ) and density of X t , respectively. We can rewrite the conditional mean as ϕ(x) = g(x)/f (x), where g(x) = yp(x, y)dy. Choosing a kernel function K(·) and a bandwidth h n , and specifying K hn (X t − x) = 1/h n · K((X t − x)/h n ), then one can construct the classical N-W kernel regression estimator at x (refer to Nadaraya (1964) and Watson (1964) ) as follows,
4)
In fact, we can thinkφ(x; h n ),ĝ(x; h n ) andf (x; h n ) as the estimators of ϕ(x), g(x) and f (x), respectively.
If the regression function is not invariant in the whole time period but changes after time k, we can create a model as below:
5)
where ϕ 1 = ϕ 2 . Inspired by the statistic in Wang (2008) , which is defined by
we define a CUSUM statistic using sum of squares as follows,
where {x 1 , · · · , x m } ⊆ supp[X 1 ] are m chosen grid points on which the function ϕ(·) is estimated to detect whether a change point exists. The reason we use sum of squares is that, when the change of ϕ(·) is tiny, the supremum of absolute difference of the two nonparametric estimates can be too tiny for us to detect the change, while the sum of squares of the difference can be accumulated to a relatively large value, and thereby makes the detection possible.
Maximising W 1,n (t) with respect to t, we obtain the estimator of change point k:
where ∆ n ≤ k ≤ n − ∆ n . In fact, when t is closed to 1 or n, ϕ 1,t (x i ; h n ) or ϕ t+1,n (x i ; h n ) has an undesirable estimation result because of inadequate sample size. It may result in that the maximizer of W 1,n (t) is around 1 or n, so the weight t(n − t)/n 2 is introduced as in Wang (2008) for adjusting to the edge effect. Similarly, the setting ∆ n ≤ k ≤ n − ∆ n is also introduced for this purpose to avoid detecting a change point at the time edge .
Asymptotics
Before introducing the related theorems, we shall make the following assumptions for the purpose of asymptotic analysis.
Assumption 1 (PSM) The process {X t , t } n t=1 is strictly stationary and {X t , Y t } n t=1 is strongly mixing dependent with the mixing coefficient α(t) (see Bosq (1998) ) decaying to zero at a polynomial rate, i.e, α(t) ≤ C 1 |t| −γ with some γ > 11/2 and C 1 > 0.
Assumption 2 (GSM) The process {X t , t } n t=1 is strictly stationary and {X t , Y t } n t=1 is strongly mixing dependent with the mixing coefficient α(t) decaying to zero at a geometric rate, i.e., α(t) ≤ C 1 ρ t with some 0 < ρ < 1 and C 1 > 0.
Assumption 3 Suppose that h n ∼ n −ω and log 2 n √ nhn → 0, where ω satisfies that 0 < ω < γ/2−11/4−δ1 γ/2+3/4 for PSM with δ 1 a tiny positive constant, and 0 < ω < 1 for GSM.
Assumption 4 Let kernel function K be a symmetric nonnegative function satisfying that 0 < K 1 < ∞ and 0 < K ∞ < ∞.
Assumption 5 Suppose that f and g defined in model (2.1) are uniformly bounded and denote f (t) as the joint density of (X t , X 0 ). Define the bivariate function F (t) = f (t) − f f , and
where p(y t , y 0 , x t , x 0 ), p(y t , x t ) are the joint densities of (Y t , Y 0 , X t , X 0 ), (Y t , X t ). Assume that for some p F > 2 and p G > 2, sup t∈Z+ F (t) p F < C 2 and sup t∈Z+ G (t) p G < C 3 . We define q F := 1 − 2/p F and q G := 1 − 2/p G satisfying that q F (γ − 1) > 1 and q G (γ − 1) > 1, where γ is defined in Assumption 1.
Assumption 7 Let a time-scaled change point locates at k = θn with ∆ n ≤ k ≤ n − ∆ n and ∆ n = δn , where the two constants satisfy 0 < θ < 1 and 0 < δ < 1 . Let X be a compact set such that X ⊆ supp[X 1 ] and inf x∈X f (x) > C 7 > 0.
Define
where {x 1 , · · · , x m } ⊆ X • , ϕ 1 , ϕ 2 are the regression functions before and after change, and Ω n is bounded away from zero.
The assumption of mixing dependence on {X t , Y t } n t=1 in Assumption 1 (or 2) is very common and covers some commonly-used time series models such as ARMA process (Bosq (1998) ) and GARCH process (Basrak, Davis, and Mikosch (2002) ). Bosq (1998) investigated the nonparametric N-W estimation for GSM and Johannes and Rao (2011) extended it to PSM. The assumption that {X t , t } n t=1 is stationary guarantees that {X t , Y t } n t=1 is stationary before and after change, respectively. Assumptions 3 is some restrictions on bandwidth. In fact, the condition on log 2 n/(nh n ) for GSM has been used in Chapter 2 of Bosq (1998) . The condition on kernel function in Assumption 4 is very mild, which is satisfied for commonly-used kernels. Assumption 5 is a technique requirement which refers to the same assumption in Bosq (1998) or Johannes and Rao (2011) , and it is used by us to bound the variance and covariance of K hn (X t − x) and Y t K hn (X t − x) together with Assumption 6, which guarantees the uniform bound of f − E[ f ] and g − E[ g] further if there is no change point. In Assumption 7, the condition inf x∈X f (x) > C 7 > 0, which has been used in many papers such as the Condition 8 of Masry (1996) , can be applied to many distributions such as normal, uniform, gamma, beta distribution. What one should note is that we do not have to require that f , g or ϕ are differentiable that many researchers require. Instead, we adopt the condition on Ω n , which is used to get the nonzero lower bound of Λ n defined in Theorem 2, and get the nonzero lower bound of max W 1,n (t) (see Theorem 2) further when a change happens. Note that the idea that E Nadaraya (1964) , although under different regularity conditions with ours, heuristically, that Λ n is bounded away from zero can be seen as a condition of nonzero lower bound on
In other word, we need the structural change is not too tiny (Λ n has nonzero lower bound).
Theorem 1 Suppose that the process {X t , Y t } n t=1 is PSM (or GSM) and Assumptions 3-6 are satisfied. Let W 1,n (t) be defined as in (2.7). Then we have under the model (2.1) Theorem 2 Suppose that the process {X t , Y t } n t=1 is PSM (or GSM) and Assumptions 3-7 are satisfied. Assume that there is a change point k and let W 1,n (t) be defined as in (2.7). Then we have under model (2.5)
2)
almost surely when n → ∞, where θ is defined in Assumption 7 and
On one hand, we can know from Theorem 1 that the maximum of W 1,n (t) tends to 0 when ϕ(x) does not change, noting that log 4 n/(nh n ) = o(1). On the other hand, once the change appears, max t W 1,n (t) is larger than a constant based on Theorem 2, noting that Λ n is bounded away from zero as we demonstrate in proof. Thus, if max t W 1,n (t) is larger than a threshold which is grater than M log 4 n/(nh n ) with a positive constant M , we can determine that there is a change point at k which is defined as (2.8).
Finally, we give the strong consistency of θ = k/n as Theorem 3 shows.
Theorem 3 Suppose that the conditions in Theorem 2 are satisfied, then we have under model (2.5)
4)
where θ = k/n, k is defined in (2.8) and θ is defined in Assumption 7.
In fact, if we suppose that f, g are differentiable as many researchers do, we can eliminate Ω n condition and also get the strong consistency as Corollary 1 shows. At this moment, we only require that ϕ 1 (x i ) is not equal to ϕ 2 (x i ) for some 1 ≤ i ≤ n. That is, it is enough for our detection as long as the two functions have difference at one grid point. The detectable change can be more small than before.
Corollary 1 Suppose that the process {X t , Y t } n t=1 is PSM (or GSM), Assumptions 3-6 are satisfied and f (x), g(x), p(x, y) are differentiable. Let change point be k and W 1,n (t) be defined as in (2.7). Then we have under model (2.5)
defined in Assumption 7.
Practicalities and simulation studies
In Section 4.1, we discuss the choice of the bandwidth h n and the threshold ξ n . We compare the estimation precision of several detection methods in Section 4.2. The Epanechnikov kernel function K(u) = 3/4(1 − u 2 )I(|u| ≤ 1) is used in Nadaraya-Watson estimation. In terms of the grid points, which are related to X in the Assumption 7, we choose 100 equidistant points between 5th percentile and 95th percentile of {X t } n t=1 as the grid points to construct the CUSUM statistic in (2.7). We emphasize that, N-W estimator tends to have big estimation bias around the boundary of support of regressor X t (see Härdle, Müller, Sperlich and Werwatz (2004) ), which may result in the large value of W 1,n (t) even if there is no change point, thus, we trim the two intervals around boundary and use the interval from 5th percentile to 95th percentile of {X t } n t=1 . Two data generation processes (DGP), the ARMA process and the ARFIMA process, are used throughout our simulation. The former is a strongly mixing process, see the argument in S.4 of Bosq (1998) , which matches the Assumption 2 in Section 3. The latter is not a strongly mixing process but a long-memory one which Wang (2008) has studied, which helps to show the robust application of our proposed method. The long memory assumption together with ARFIMA DGP (see Hosking (1981) for detail) is introduced to the nonparametric change point detection problem by Wang (2008) . Because Wang (2008)'s method is based on Nadaraya-Watson estimation as we do but uses supremum to construct the CUSUM statistic, we denote it by "nwsup". In contrast, our method is denoted by "nwss", where "ss" means "sum of squares". During our research, we ever planed to change the classical N-W estimator to the local linear estimator of better fit performance to ϕ, i.e.,
where φ is estimated by local linear estimation. Nevertheless, compared with our current method, we find it does not promote performance in reality which we will see later. We replace Nadaraya-Watson estimators in "nwsup" or "nwss" by local linear estimators in the change point detection procedure to get new methods which we denote by "llsup" and "llss", respectively. We will compare these methods in our simulation.
Two nonparametric structural changes are considered. To show the detectable property of our method even if E[Y t ] does not change and it can be a complement to unconditional mean detection, the first one is
(4.1)
The relation between X t and Y t changes from a linear pattern to a quadratic one. To show the extent of detectable structural change, the second model allows different scales of change of ϕ(x), which is given by
where ∆ ϕ determines the amount of change of the regression function. For each model, we simulate X t by an ARMA(1,1) process or an ARFIMA(0,0.15,0) process. The ARMA(1,1) process is given by
where L is the time-shifting operator, u t is generated from an independent normal distribution with mean 0 and variance 3/7, and t is generated from an independent normal distribution with mean 0 and variance 0.25. Note that in this case E[X t ] = 0 and E[X 2 t ] = 1, therefore E[Y t ] in model (4.1) does not change over time t. The ARFIMA(0,0.15,0) process is given by
where u 1t is generated from an independent normal distribution with mean 0 and variance Γ 2 (0.85)/Γ (0.7) = 0.9534417. In the meantime, t is generated from an ARFIMA(0,0.35,0) process as follows,
where u 2t is generated from an independent normal distribution with mean 0 and variance 0.01. The setting of variance still leads to E[X t ] = 0 and E[X 2 t ] = 1 (one can refer to the statement about variance of ARFIMA process in Hosking (1981) ). Thus E[Y t ] in model (4.1) does not change over time t, while it changes slightly in model (4.2).
Before exhibiting our simulation, we introduce some notations. Let the change point estimate of the i-th experiment be k i , for i = 1, · · · , N , where N is the number of experiments. We show the consistency of the estimator by using "Bias", which is defined by
. We compare different methods by using absolute bias (ABias), which is defined by
The sample standard deviations of k i − k and | k i − k| are denoted by "BiasSd" and "ABiasSd", respectively. Besides, we denote PDC as the percentage of experiments determining a change happens.
Selection of bandwidth and threshold
The bandwidth used in change point detection can be different from that used in nonparametric regression. Our aim is not to find a better regression curve, say in the sense of least MSE or some other criteria, but to make the change most detectable. We may find some clues from Theorem 1 and 2. When there is no change point, the order of max t W 1,n (t) is log 4 n/(nh n ). When there is a change point, however, the relation between max t W 1,n (t) and h n is not clear because of Λ n .
In the case when the unconditional mean of Y t changes, one can always benefit from choosing a large h n . This is because the nonparametric curve degenerates to a horizonal line when h n tends to infinity, and detecting change point in conditional mean is actually a parametric problem which naturally has better solution in the sense of the asymptotics. We want to find a data-driven procedure to select a bandwidth before knowing whether the unconditional mean of Y t changes. The first idea one could think of is to find the h that maximize max t W 1,n (t). However, when there is no change point, this criterion leads to a tiny bandwidth, which can be seen form Theorem 1. To fix it, we maximize F (h) = max t W 1,n (t) · h to find a bandwidth. We have F (h) ≤ M · log 4 n/n a.s. from Theorem 1, where M is a positive constant, showing that the order of F (h) is no longer dependent on h. Indeed, the procedure can be seen as trying to find the potential M for the inequality. We avoid using too large h and only consider h smaller than (max 1≤t≤n (X t ) − min 1≤t≤n (X t ))/2. In Figure 1 and 2, we show how the maximum point of F (h) and the minimum point of "ABias" matches each other. We set sample size n = 500 and the relative position θ = 0.4, and replicate experiments N (= 500) times for each h and ∆ ϕ = 0.5 in model (4.2). The average max t W 1,n (t) · h of N experimental results is considered as F (h) for each h. Note that we do not consider threshold temporarily and determine the maximizer of W 1,n (t) as the change point.
In most cases, the maximizer of F (h) is near the minimizer of ABias. Particularly, when F (h) increases monotonically, ABias tends to decrease monotonically or be maintained in a range of low ABias. That is, we can take the maximizer of F (h) as the bandwidth to ensure the least or low ABias, which we cannot compute in reality. It seems to justify our bandwidth choosing strategy. Thus, we use this method to determine bandwidth of real data demonstrated. in the next section. In our simulation, without of generality, we take h = 1 to proceed our simulation since each method has a relatively low ABias. Now, we use bootstrap to determine the threshold ξ n of our method "nwss". Specifically, we resample 200 sets of sample without replacing and compute the 200 values of max t W 1,n (t). Then we define the 99th percentile of max t W 1,n (t)s as the threshold. To show the performance of our detection and threshold determination, we replicate 500 detection experiments for each specification defined in Section 4.1. For each case, the PDC is showed in Table 1 , which is defined before Section 4.1.
From the table, we can see that (1) When the structural change is large, e.g., model (4.1) and model (4.2) with ∆ ϕ = 0.3 or 0.5, our method can detect nearly all the changes. (2) When there is no change point, the Type I error is approximately 2%. (3) The accuracy increases with the sample size. (4) When the change point is not around the center (θ = 0.2), the power is slightly inferior than that when θ = 0.4 but remains good as long as the sample size is relatively large. Note that the results are same for θ = 0.4 and θ = 0.2 when ∆ ϕ = 0.
These results are in compliance with the theoretical result. The larger the sample size is, the more accuracy our method is. Note that our method still shows approximately 2% of Type I error. It is possible to repeat bootstrap procedures more times and select a larger threshold, for example 99.9th percentile. When sample size is large enough, we are able to find a proper threshold. According to Theorem 1 and 2, max t W 1,n (t) should be less than the threshold if there is no change and exceeds the threshold when the change point exists. We conclude that, although our research core is accurate estimation rather than testing, our method still has a nice power and low Type I error to distinguish whether there is a change point. 
Because the threshold strategies of other methods, which are not our theoretical research core, are not clear, we just want to claim that our method has a nice power and a low Type I error. Moreover, as shown in Section 4.2, the estimation precision of the other three methods are obviously inferior to "nwss" and we had better use the method "nwss". Thus, we do not consider the powers and Type I errors of other methods naturally.
ARMA and ARFIMA processes with change point
After judging whether there is a change point, to compare the estimation precision of the four methods,"nwss", "nwsup", "llss" and "llsup", we do additional simulations under different model settings as below.
Firstly, we generate ARMA DGP with change point at θ = 0.2 and 0.4, and the sample size n = 200, 500 and 1000. We replicate 500 experiments for each case. The Bias and ABias of the estimators are showed in Table 2 . For saving space and because of similarity, we select the case when n = 500 with model (4.1) and model (4.2)(∆ ϕ = 0.5), respectively, and plot the box-plots of change point estimates for visualization in Figure 3 . Note that the estimates outside 1.5 · IQR from the median are marked by void circle as outliers, where IQR means interquartile range.
We can see from the table that "nwss" performs best among all cases. "nwss" estimator has far smaller "Bias" and "ABias" than other three methods. When the change point is near time boundary (θ = 0.2), the performance is still not bad as long as the structural change or sample size is not too small, despite it is inferior to that when change point is about central position.
Intuitively, local linear estimation may be superior to N-W estimation. However, the result is opposite when they are introduced in the change point detection procedure. Large "Bias", "BiasSd","ABias" and "ABiasSd" are witnessed in most cases. We may call it as the local linear paradox phenomenon.
It is well known that the local linear fit is less influenced by outliers than N-W fit, that is, N-W estimation is more sensitive to outliers than local linear estimation. Thus, we suspect that, if we use local linear estimation, when t = k, ϕ 1,t − ϕ t+1,n decreases not obviously and W 1,n (t) probably reaches the maximum at other time when some stochastic errors exist. Thus, we will get the wrong estimate of change point. While using N-W estimation, ϕ 1,t − ϕ t+1,n decreases quickly because of it's sensitivity property, and we can get the maximum at change point k. The stability advantage of local linear fit develops disadvantage in this change point detection and the local linear regression cannot be applied well to our detection in practice. To compare our method "nwss" with "nwsup" in Wang (2008) , we consider the long-memory DGP given by (4.4) and (4.5). The results are showed in Table 3 and Figure 4 . Even for the long-memory data,"nwss" still has a superb performance with few big deviations as long as the structural change is not too tiny. While the method "nwsup" has a relatively big bias and standard deviation. Also, the local linear paradox phenomenon remains exist. In conclusion, our method is superior to other methods in each case and it performs well as long as the structural change is not too tiny and the change point is not too closed to the edge, even if the mean of Y t does note change. "nwsup" tends to have a relatively bad performance. Besides, "llss" does not promote the effect and even results in big deviation in most cases, which pushes us only to use the simple N-W estimation. 
Real data analysis
Finally, we apply our method to the Nasdaq 100 index for finding the structural change between return volatility and return. It is widely agreed that, although daily and monthly financial asset returns are approximately unpredictable, return volatility is highly predictable. Of course, volatility is inherently unobservable and we use realized volatility as the proxy of return volatility (see Andersen, Bollerslev, Diebold and Labys (2001) ). So we take the three-year Nasdaq 100 index data from 2007-2009 as the sample ( reader can acquire the data from the site https://realized. oxford-man.ox.ac.uk/data ), and set its realized volatility as Y t and return as X t .
In the beginning, we plot the curve F (h) on interval (0, max(X t ) − min(X t )) in Figure 5 . It can be seen that F (h) increases monotonously, so we choose the bandwidth h = 0.12. Then we plot the sequence Y t and X t in Figure 6 , and think there probably exists multiple change points. Note that the dotted blue lines denote the change point positions computed later. Similarly, we get the threshold by bootstrap as stated before. Then, we get the change point 2007-12-31 by which we split the original sample to two sub-samples. Repeating the same steps for the left and right two sub-samples, we get the second change point 2007-07-23 and third one 2009-06-02, noting that the threshold is always changing because of the change of the chosen sample. Keep the binary segmentation until the maximum of W 1,n (t) of each sub-sample is less than the threshold or the sub-sample sizes are too few, we totally find 16 change points (dates), and investigate the corresponding big financial events resulting in stock market to fluctuate just near the date in Table 4 . It can be seen that, although the variance of X t changes dramatically once, X t keeps stable approximately in local range. However, in the local range, Y t often changes dramatically, which is probably caused by the structural change of ϕ(x). In fact, they appeared closed to the global financial crisis. To know the structural change visually, choosing the first three detected change points 2007-07-23, 2007-12-31 and 2009-06-02 as the split points, we plot the four corresponding classical N-W kernel regression curves in Figure 7 with the bandwidth h = 0.01. Note that now we seek for the perfect fit of regression curves and not use the detection bandwidth. It is clear to find the obvious differences betweenφ 1 andφ 2 ,φ 2 andφ 3 ,φ 3 andφ 4 , respectively. So, we think our method is not bad when it is applied in real data. 
Conclusion and discussion
In this paper, firstly, we construct a CUSUM statistic to detect the structural change in nonparametric regression model. The CUSUM statistic is constructed using sum of squares but not supremum like Wang (2008) so that we can find the relatively small structural change. Secondly, we derive an upper bound of the CUSUM statistic when there is no change point as well as a lower bound when there is a change point, and establish the strong consistency of the change point estimator. Although we mainly focus on the estimation of the location of the change point, we still show that our method has a low Type I error and high power even if E[Y t ] does not change or the structural change of ϕ(x) is not obvious. Last but not least, we demonstrate a surprising result that the CUSUM method constructed by N-W estimator performs better than that constructed by local linear estimator, because the N-W estimator is more sensitive to observations or outliers which do not belong to the same stable period.
Although we only focus on the case of one regressor and one change point, our method can be extended without difficulties to the multivariate regression with multiple change points.
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Appendix: Proofs
In this section, we provide the detailed proofs of the main theoretical results in Section 3. Before proving the main theorems, we state and prove some lemmas. The following lemma plays a crucial role in deriving some uniform bounds of an α-mixing process.
Lemma 1 (Bosq (1998) ) Let (X t , t ∈ Z) be a zero-mean real-valued process such that sup 1≤t≤n X t ∞ ≤ b. Let S n = n t=1 X t . Then (i) For each integer q ∈ [1, n 2 ] and each ε > 0,
(ii) For each integer q ∈ [1, n 2 ] and each ε > 0,
with v 2 (q) = 2 p 2 σ 2 (q) + bε 2 , p = n 2q ,
The following lemma demonstrates the bounds to the auto-covariances of K hn (x − X i ) and Y i I (|Y |≤T ) K hn (x − X i ), i.e., a truncated version of Y i K hn (x − X i ), which facilities the applying of Lemma 1 for the N-W estimator.
t=1 is an α-mixing process, and Assumptions 4-6 are satisfied. Then we have (i)
uniformly over 1 ≤ i = j ≤ n and x ∈ R, where c 1 and c 2 are positive constants, q F is defined in Assumption 5.
and
uniformly over 1 ≤ i = j ≤ n, T > 0, and x ∈ R, where c 3 and c 4 are positive constants, and δ 2 is a tiny positive constant.
Proof of Lemma 2
(i) Noting that f , the density function of X, is uniformly bounded and K 2 < ∞, we can prove that
with variable substitution z = (u − x)/h n and selecting c 1 = f ∞ K 2 2 . In terms of the covariance, we have
where F (|i−j|) is defined in Assumption 5. Lettingp F satisfy p −1 F +p F −1 = 1 and using Hölder inequality, we can prove that (6.5) by noting that K p F < ∞, implied by K 1 < ∞ and K ∞ < ∞ in Assumption 4, where c 2,1 is equal to K 2p F · C 2 . Besides, by using the Billingsley's inequality (c.f. Chapter 1 of Bosq (1998)), we have
where c 2,2 = 4 K 2 ∞ , and using α(|i − j|) ≤ C 1 ρ |i−j| in Assumption 2 or α(|i − j|) ≤ C 1 |i − j| −γ in Assumption 1, combing (6.5) and (6.6), and taking c 2 = max{c 2,1 , c 2,2 C 1 }, we can prove (6.2).
(ii) We denote I (|Yi|≤T ) by I i for simplicity. Noting that K 2 < ∞, f ∞ < ∞ and sup x∈supp[X1] E Y 2 i |X i = x < C 4 by Assumptions 4, 5 and 6, respectively, we have
where c 4,1 = C 3 K 2p G and C 3 is defined in Assumption 5. Note that the last step follows the Hölder inequality similarly to (6.5) withp G satisfy p −1 G +p G −1 = 1.
Next we prove the second part in the minimization function in (6.4). Note that, for any m ≥ 1 and i = 1, · · · , n,
and e C5(E[|Yi| m ]) 1/m ≤ E e C5|Yi| ≤ C 6 by Assumption 6 and Jensen inequality. By the Corollary 1.1 in Bosq (1998) together with (6.8), we have, for m > 2,
. By taking m large enough, we have c 4,2 (m) < (4 + δ 2 ) · (log(C 6 )/C 5 ) 2 K 2 ∞ := c 4,2 by Assumption 6, and thus
where δ 2 is a tiny positive constant. Using α(|i − j|) ≤ C 1 ρ |i−j| in Assumption 2 or α(|i − j|) ≤ C 1 |i − j| −γ in Assumption 1, and taking c 4 = max{c 4,1 , c 4,2 C 1−δ2 1 }, we can prove (6.4).
The following lemma show the uniform bound to the local constant (N-W) estimator of a PSM process. Note that the bandwidth is based on sample size n, but the estimator f l,u (x; h n ) is only based on samples {X t , Y t } u t=l , for 1 ≤ l ≤ u ≤ n, and the uniform bound is considered with respect to time t.
Lemma 3 Suppose the process {X t , Y t } n t=1 is PSM and Assumptions 3-6 are satisfied. Let f 1,t (x; h n ) and f t+1,n (x; h n ) be defined as in (2.4). Then we have for ∀x ∈ R, under model (2.1)
log n √ nh n , (6.10) and max ∆n≤t≤n−∆n
where h n ∼ n −ω , for some 0 < ω < ν/2−11/4−δ1 ν/2+3/4 , and δ 1 is a tiny constant.
Proof of Lemma 3
It is clear that if for some η > 0,
we can show (6.10) by using the Borel-Cantelli lemma. Next we prove (6.12). Actually,
for large n, noting that log n/ √ n > δ log t/ √ t because of δn − 1 < t < n, so we only need to prove that for some η > 0 (we still use η for ηδ)
when n is large enough, where c 5 is a positive constant.
Next we prove (6.13) by Lemma 1(ii). Let Z 1,s,n = K hn (x − X s ) − E [K hn (x − X s )] for s = 1, · · · , n and denote the partial sum of Z 1,s,n as S t = t s=1 Z 1,s,n . Taking ε = ε t = (th n ) −1/2 log t and q = q t = t 1/2 h −1/2 n . Firstly, we derive the order of σ 2 (q) and v 2 (q) defined in Lemma 1 with the sequences {X t } n t=1 replaced by the sequences {Z 1,s,n } t s=1 , noting that |Z 1,s,n | ≤ K ∞ · h −1 n and q t ≤ t/2 for large n (noting that the relationship ∆ n ≤ t ≤ n − ∆ n ). Using the partition method similar to the proof of Theorem 3.3 in Johannes and Rao (2011) , we have (define p = p + 2)
Then using Lemma 2, we can get for large n
where the term B 1−γ is induced by substituting the sum with an integral and the last row follows from q F (γ − 1) > 1 in Assumption 5. So for v 2 (q), we have v 2 (q) = 2σ 2 (q)/p 2 + K ∞ · h −1 n ε t /2 6.15) for n large enough by noting that p /(p 2 ε t ) ∼ 2/ log t = o(1) when δn ≤ t ≤ n − δn . Then using Lemma 1(ii) and (6.15), we have for η > 0
Because q t ∼ t 1/2 h −1/2 n and thereby ε t q t h n ∼ (log t). By selecting η > 8
when h n ∼ n −ω , for some 0 < ω ≤ ν/2−11/4−δ1 ν/2+3/4 . The proof of (6.11) is similar to the proof of (6.10) by considering the sequence {Z 1,s,n } n s=t+1 . Thus we omit the proof. Then we complete the proof of the lemma.
Lemma 4 Suppose the process {X t , Y t } n t=1 is GSM and Assumptions 3-6 are satisfied. Let f 1,t (x; h n ) and f t+1,n (x; h n ) be defined as in (2.4), then we have for ∀x ∈ R, under model (2.1) 
Proof of Lemma 4
We only prove (6.18). The proof of this lemma is similar to the proof of Lemma 3. Similarly, we need to prove (6.13) by Lemma 1(ii). Using the same notation in Lemma 3, we have σ 2 (q) = O(p h −1 n ), hence v 2 (q) ≤ K ∞ · h −1 n ε t for n large enough (see Lemma 2.1 of Bosq (1998) ). Then we still have (6.16). By selecting η > 8
In terms of A 2,t , note that log t/ √ th n → 0, implying that th n → ∞ and log t − log h −1 n → ∞, and therefore log t and log h −1 n can be bounded by √ th n . We have
where c 7 and c 8 are two positive constants, noting that ε t → 0. Combing (6.16), (6.20) and (6.21), we can prove (6.13), thus completing the proof of this lemma.
Lemma 5 Suppose the process {X t , Y t } n t=1 is PSM and Assumptions 3-6 are satisfied. Let g 1,t (x; h n ) and g t+1,n (x; h n ) be defined as in (2.3). Then we have for ∀x ∈ R, under model (2.1) (6.22) and max ∆n≤t≤n−∆n | g t+1,n (x; h n ) − E g t+1,n (x; h n )| = O a.s. log 2 n √ nh n , (6.23)
Proof of Lemma 5
The proof of this lemma is similar to that of Lemma 3. The only difference is that Y i may not be bounded, and we need to adopt the idea of truncation before using Lemma 1(ii). Analogously, our goal is to prove for some η > 0 (6.24) which can be proved by (6.25) where ε t = log 2 t/ √ th n and δ 1 is a tiny positive constant.
For s = 1, · · · , n , defineȲ s = Y s I (|Ys|≤Tt) and Y s = Y s I (|Ys|>Tt) with T t = c 9 log t, where c 9 is a positive constant which will be determined later. Then
=:Z 2,s,n + Z 2,s,n .
(6.26)
Denote the partial sums in (6.26) asS t,n = t s=1Z 2,s,n and S t,n = t s=1 Z 2,s,n . To use Lemma 1(ii), set q = q t = t 1/2 h −1/2 n . Then (6.25) can be written as follows,
so we can prove this lemma by showing that
For (6.27), before using the similar method by inequality in Lemma 1(ii) like before, we need to show the bound of σ 2 (q). Together with Lemma 2(ii), it immediately follows that, like (6.14) by using B = h −q G n , for large n
when q G ((1 − δ 2 )γ − 1) − 1 > 0 and δ 2 is a tiny positive constant defined in Lemma 2. Hence (6.29) when n is sufficiently large. Then we can use Lemma 1(ii) like the proof before and get for η > 0
For A 3,t , we have
Then we have proved (6.27), noting that the order of h n .
In terms of (6.28), using Cauchy-Schwarz and Markov inequality, we have
by letting c 9 > (5 + 2δ 1 )/C 5 and noting that K 2 < ∞, f is uniformly bounded, sup
E Y 2 |X = x < ∞, and E e C5|Y | < ∞ in Assumption 6. Hence the proof is completed.
Lemma 6 Suppose the process (X t , Y t ) is GSM and Assumptions 3-6 are satisfied. Let g 1,t (x; h n ) and g t+1,n (x; h n ) be defined as in (2.3). Then we have for ∀x ∈ R, under model (2.1) 
Proof of Lemma 6
We still use the notation in Lemma 5. Together with Lemma 2(ii), it still holds that
(1−δ2) → 0. So here we only need to show the part containing mixing-coefficient, 
Thus we complete the proof of the theorem.
Proof of Theorem 2
Considering the special point t = k, it is obvious that
where Λ n is defined as (3.3), so we only need to prove the right side in (6.44) noting that E[ f k+1,n (x i ; h n )] is bounded away from zero. Combining (6.48) and (6.50) to get (1), (6.52) thus we complete the proof of this theorem.
Proof of Theorem 3
From the statement in the proof of Theorem 2, we have max ∆n≤t≤k W 1,n (t) Λ n ≥ θ(1 − θ), (6.53) almost surely when n → ∞. Let ε ∈ (0, k/n), if we show that max ∆n≤t≤k−nε W 1,n (t) Λ n < θ(1 − θ), (6.54) almost surely when n → ∞, then (6.53) and (6.54) imply that k ≥ k − nε almost surely when n → ∞. Using the same method for the right side k + nε ≤ t ≤ n − ∆ n , we obtain k ≤ k + nε almost surely which shows that | k−k| n = o a.s. (1) by letting ε → 0, this will complete the proof of this theorem. Next we prove (6.54). As the proof of (6.46), we consider the medium E[ g 1,t (x i ; h n )]/E[ f 1,t (x i ; h n )] in the following proof.
When t ≤ k − nε, on one hand, it is not difficult to get by Lemma 7 that On the other hand, + O a.s. (| g k+1,n (x i ; h n ) − E[g k+1,n (x i ; h n )]| 2 (n − k) 2 (n − t) 2 ), (6.57)
Obviously, the second part tends to 0 almost surely by Lemma 5. For the first part, we know that nε ≤ k−t < θn, using the same method like Lemma 5, we have g t+1,k (x i ; h n )−E[g t+1,k (x i ; h n ) → 0 almost surely, and (k−t) 2 /(n−t) 2 ≤ θ 2 /δ 2 , then | ϕ t+1,n (x i ; h n ) − E[ g 1,t (x i ; h n )] E[ f 1,t (x i ; h n )] − B 4 | 2 = o a.s. (1). (6.58)
Combining (6.55) and (6.58) to get
(1), (6.59) it follows immediately that 
we can get (6.54), noting that √ t(n−k) n √ n−t increases monotonously with respect to t. Here we complete the proof of this theorem.
because n ≤ k − t ≤ θn, we can get g t+1,k (x i ) → E[ g t+1,k (x i )] almost surely like Lemma 5 and E[ g t+1,k (x i )] → g 1 (x i ) by Taylor expansion, so B 7 → 0 a.s., i.e., | ϕ t+1,n (x i ) − ϕ 1 (x i ) − B 8 | 2 = o a.s. (1).
(6.73) noting thatĝ k+1,n (x i ) → g 2 (x) a.s. by Lemma 5.
Combining (6.71) and (6.73) to get
(1), (6.74) it follows immediately that 
and (6.64) is proved, this completes the desired result.
