Abstract-The perturb and observe (P&O) algorithm is one of the most commonly utilized maximum power point tracking (MPPT) control schemes for photovoltaic (PV) generators. However, the operation of this algorithm at high perturbation frequencies, when the system response to MPPT perturbations is never allowed to settle, has not been given adequate attention in the literature. This paper characterizes system behavior in this mode of operation for standalone PV systems feeding resistive loads and motor-pump loads. Simulation and experimental results show that the P&O algorithm operating at a high perturbation frequency may offer higher energy utilization efficiency and better system performance, despite the resulting nonperiodic waveforms of the system. Index Terms-DC-DC power conversion, maximum power point tracking (MPPT), photovoltaic (PV) power systems, PV pumping.
I. INTRODUCTION
A NUMBER of maximum power point tracking (MPPT) algorithms with different levels of complexity, efficiency, and implementation costs, have been proposed in the literature for standalone and grid-connected photovoltaic (PV) applications. Most of these algorithms have been comprehensively reviewed in a number of review papers [1] - [5] . The simplest and cheapest MPPT method maintains the PV array operation at a constant voltage [6] equal to its standard test conditions maximum power point (MPP) voltage provided by the manufacturer. At a small increase in implementation cost, the energy utilization efficiency can be significantly improved by employing the perturb and observe (P&O) MPPT technique. This is a simple algorithm that does not require previous knowledge of the PV generator characteristics or the measurement of solar intensity and cell temperature and is easy to implement with analog and digital circuits. The algorithm regularly perturbs the operating point of the PV generator by increasing or decreasing a con-trol parameter by a small amount (step size) and measures the PV array output power before and after the perturbation. If the power increases, the algorithm continues to perturb the system in the same direction; otherwise, the system is perturbed in the opposite direction [7] - [21] .
Three techniques have been proposed for implementing the P&O algorithm: reference voltage perturbation [7] - [14] , reference current perturbation [15] , [16] , and direct duty ratio perturbation [8] , [12] , [17] - [19] . In reference voltage perturbation, the PV array output voltage reference is used as the control parameter in conjunction with a controller (usually a PI controller) to adjust the duty ratio of the MPPT converter. Similarly, the reference current perturbation approach uses the PV array output current reference as the control parameter. For direct duty ratio perturbation, the duty ratio of the MPPT converter is used directly as the control parameter.
Due to the continuous perturbations of the P&O algorithm, system waveforms fluctuate around their MPP values even if solar irradiance and cell temperature are constant. These usually fluctuate between three levels in the steady state when the perturbation frequency is low and the step size is high [8] , [18] . The use of high step sizes results in high steady-state oscillations in the array voltage, decreasing the energy utilization efficiency of the system. The steady-state oscillations can be reduced by using lower step sizes. However, this slows down the starting transient of the MPPT algorithm as well as the response of the system to irradiance and temperature changes [7] - [10] .
The slow transient response can be mitigated by using an adaptive step size scheme. This has already been investigated by many authors [9] , [10] , [12] , [13] , and [20] . However, adaptive step size schemes may require higher computational complexity and/or need system dependent constants [9] . The slow transient response can also be compensated for by using a higher perturbation rate. In this case, if the perturbation sampling period becomes shorter than the settling time of the system response, the system will never reach a steady state. The local stability of the system at the operating point can frequently be lost and the interaction between system dynamics and the MPPT perturbations results in irregular system waveforms. This may be the reason why most researchers to date have avoided operation in this mode.
The loss of local stability at the operating point does not necessarily mean that the system is globally unstable. With reference voltage perturbation and reference current perturbation, this loss of local stability may result in PI controller instability and thus loss of MPPT. However, with direct duty ratio perturbation, global stability is maintained when higher perturbation rates up to the pulse-width modulation (PWM) rate or up to the analog to digital conversion (ADC) rate (if this is lower than the PWM rate) are used [8] . At high perturbation rates, although system waveforms are irregular and nonperiodic, they are always bounded by two levels and hence the system is globally stable.
When the P&O algorithm is employed in its conventional three-level operation mode, there is always a tradeoff between the magnitude of steady-state oscillations and the speed of the transient response. Even when the irradiance is constant, steadystate oscillations cannot be reduced beyond certain limits. This is because the use of very small step sizes (to reduce steady-state oscillations) will lead to algorithm confusion due to noise. When operated with high perturbation rates, however, the system will benefit from small steady-state oscillations and a fast transient response. The use of very small step sizes is not a significant problem in this case because even if the algorithm is confused due to noise, the perturbation direction would be corrected after a very short time.
This paper investigates the operating characteristics of the P&O algorithm when employed with the direct duty ratio perturbation technique at a high perturbation rate. Standalone PV systems with a resistive load and with a motor-pump load are considered in this study. The qualitative behavior of the systems is evaluated by numerical simulations and experimental results using a 1080-Wp PV installation. The quantitative behavior of the system is also assessed by calculating the energy utilization efficiency of the experimental system for different weather conditions. The results presented in this paper show that the algorithm may give better energy utilization when operated at high perturbation frequencies.
II. SYSTEM DESCRIPTION
A PV system employing switching converters for MPPT control is a nonlinear time-varying system [8] . It comprises different sources of nonlinearity including the I-V characteristic of the PV generator, the switching action of the power electronic converter, the operation of the MPPT algorithm, and the characteristics of the nonlinear load (if any). Under constant and uniform irradiance and cell temperature conditions, the system should operate within a narrow interval around the MPP. It is then possible to develop a linearized analytical model to characterize system behavior around that equilibrium point. This can be accomplished by taking the averages of different variables over a switching cycle and linearizing any nonlinear function about the equilibrium point using Taylor's series. The Taylor series expansion of a nonlinear function f(x) in the neighborhood of an operating point (x = a) is given by
For the standalone PV system shown in Fig. 1 , the Taylor series expansion can be applied to the nonlinear torque equa- tion [6] of the motor-pump set to give the following linear relationship:
where k 1 and k 2 are constants that can be calculated from the Taylor series approximation of the summation of load and friction torques about the equilibrium point. At maximum power transfer, the PV generator can be replaced by a current source with parallel resistance R MPP and the circuit can be modeled by [8] 
where lower case symbols represent the quantities as function of time. Replacing each quantity by a dc term (represented by an upper case symbol) plus a small perturbation (represented by a lower case symbol with a circumflex), the small signal state space equations for the system are ⎛
The aforementioned model can be solved analytically to predict the response of the system to a single MPPT perturbation, i.e., a small perturbation in duty ratio. At low perturbation rates, the sampling interval is long enough to allow the response to settle before the next perturbation is applied, resulting in a new equilibrium point. The analytical model can be used again for the next perturbation after updating the initial conditions and so on. A full derivation of the analytical solution and a comprehensive stability analysis of the system have already been presented by the authors in previous publications [8] , [21] .
At high perturbation rates, however, the sampling interval is very low and the system is never allowed to reach an equilibrium point and the linearized model is no longer valid. In this paper, system operation with a high perturbation rate is characterized based on experimental and simulation results. The numerical simulation of the system is developed using the measured characteristics of each individual component of the experimental system as described in [6] . The constructed experimental prototype comprised of six 180-Wp SANYO HIP-J54BE2 solar modules divided into two parallel branches of three series connected modules. The system also includes a step down dc-dc converter, a resistive load and a dc motor-pump load (see Fig. 2 ). A simplified circuit diagram of this system with the motor-pump load is shown in Fig. 1 . For the resistive load, only one branch of the PV array is connected to avoid exceeding the current rating of the resistors. The measured characteristics of the PV array show slightly higher maximum power at lower MPP voltage than the nameplate values. The load resistance was fixed at 40 Ω and fed through a 2.2 mH-100 μF LC low-pass filter. The PV array current and voltage were measured with Hall effect sensors. For experimental flexibility and ease of programming, a Texas Instruments TMS320F2812 DSP based eZdsp kit was used for control and data acquisition. Meteorological parameters were recorded at a 1-s sampling rate utilizing a weather station installed on the same roof on which the PV array is installed. Motor armature resistance and inductance were measured at 1.25 Ω and 3.5 mH, respectively. The converter PWM switching frequency was fixed at 10 kHz, an appropriate choice for the IGBT switch used in the MPPT converter based on converter efficiency considerations. A link capacitance of 470 μF was employed, which is a commercially available size high enough to store generated energy during the off period of the converter switch with the required current ripple. At these parameter values, the converter operates in continuous current mode throughout the full range of duty ratio variations.
To study the starting and steady-state performance of the algorithm, the experimental system was initially run at constant solar intensity and cell temperature for 30 s, ignoring varia- tions in solar irradiance within 1%. System parameters were recorded with a sampling rate of 2 K samples/s. A longer experimental test duration of 20 min was used to study the effects of weather variations on system behavior and to calculate the energy utilization efficiency for different weather conditions. In this test, parameters were recorded with a low acquisition rate of 10 samples/s to limit the host computer buffer size and the storage memory required for the acquisition files. Simulations were used to study the effects of the variations in step size and irradiance level on the behavior of the algorithm as these cannot be accomplished with a site installed PV array. Due to the similarity in system behavior with the two types of load, the discussion below will be limited to the motor-pump load except where stated otherwise.
III. SYSTEM WAVEFORMS
A PV system operating with P&O MPPT algorithm has two types of transients: one originates from variations in solar irradiance/cell temperature and the other from the perturbation of the tracking algorithm. Even under steady-state solar irradiance and temperature conditions, the system is still subjected to continuous step changes in duty ratio at the chosen perturbation frequency.
A. Time Waveforms
The continuous perturbations of the P&O algorithm result in steady-state fluctuations in system waveforms. At low perturbation rates, the sampling interval is long enough to allow the response to settle before the next perturbation. In this case, system response can be predicted using a linearized analytical model and the waveforms fluctuate between three levels around their MPP values as shown in Fig. 3 . A detailed description of such an analytical model and system operation with three-level mode has been presented in [7] , [8] , and [18] . At high perturbation rates, the system is never allowed to reach a steady state. The P&O algorithm cannot distinguish between the power variations due to the perturbations and those resulting from system dynamics. The response to each individual MPPT perturbation depends on the conditions at the perturbation instant which vary continuously. The sensitivity of the system to initial conditions and the repeated confusion of the MPPT algorithm by system dynamics result in chaotic system behavior. As a result, the duty ratio and consequently the other parameters of the system oscillate around their MPP value in a chaotic manner. Fig. 4 shows the chaotic array voltage, current, power and the duty ratio waveforms of the simulated system. These waveforms were obtained for operation at 1000 W/m 2 solar irradiance and 25°C cell temperature with a perturbation rate of 2 kHz (the same as the ADC rate) and a step size of 0.05%. The duty ratio oscillates around its optimum value (83.61%) crossing the MPP forward and backward on each side of the MPP. At such a high perturbation rate and low step size, the P&O algorithm may easily be confused due to system dynamics and noise. The PV array voltage fluctuates around the MPP voltage (157.6 V) and the array current fluctuations around the MPP current (6.93 A) causing the array power to drop slightly below the maximum possible power (1091.6 W). Despite the local instability of the operating points, the waveforms of the system are always bounded by two levels hence the system is globally stable. Similar system waveforms are obtained from the experimental system for low perturbation rate operation (see Fig. 5 ) and high perturbation rate operation (see Fig. 6 ). The tests presented in these figures were carried out under different solar irradiance and cell temperature conditions since weather conditions cannot be controlled in a site PV installation.
To better understand the dynamic behavior of the P&O algorithm, a 0.05-s period of the power and duty ratio plots of Fig. 6 (T = 14.2 − 14.25 s) is magnified in Fig. 7 . If the power is decreasing (periods A in Fig. 7) , the P & o algorithm assumes that the power reduction is a result of the last MPPT perturbation and reverses the perturbation direction accordingly. Because of the slower response time of the motor-pump load (compared to the speed of the algorithm), the PV array output power may continue to decrease even after the direction of perturbation has been reversed. The algorithm will therefore be confused, reversing its perturbation direction forward and backward until the power begins to increase (the end of the A periods). During periods B and C, the output power is increasing and the perturbation direction is maintained until the power begins to decrease. If the direction of perturbation just before the power increase was to decrease the duty ratio, the P&O algorithm continues to decrease it (periods B). If, however, the direction of perturbation just before the power increase was to increase the duty ratio, the algorithm continues in the same direction (periods C).
Figs. 8-10 show three phase portraits of the experimental system waveforms shown in Fig. 6 . All three phase portraits show bounded trajectories that never close onto themselves. These are typical responses for irregular, nonperiodic waveforms, but do not by themselves prove that the system is chaotic. In order to test whether the system is chaotic, its sensitivity to initial conditions is quantified by calculating the Lyapunov exponents [22] - [24] of system waveforms to identify whether nearby trajectories diverge or converge with time. For a system with n state space variables, Lyapunov spectrum consists of n average exponents (λ 1 λ 2 . . . λ n ) where λ 1 is the largest and λ n is the smallest. If the sign of λ 1 is positive, this is normally sufficient for diagnosing chaos and local instability at the operating points [22] - [24] . In this paper, λ 1 is calculated from the measured state variables of the system by utilizing Rosenstein's algorithm [25] . For the array voltage waveform (see Fig. 6 ), a segment of 20 000 samples of the steady-state part is examined by Rosenstein's algorithm. A positive largest Lyapunov exponent of about 3.7 is obtained indicating that the array voltage is chaotic. When motor current and speed waveforms were examined, λ 1 was calculated at 103 and 19.2, respectively. Similar system waveforms were obtained with the resistive load when the P&O algorithm is employed with a high perturbation rate. Fig. 11 shows the waveforms of the experimental system at a perturbation rate of 2 kHz and a step size of 0.1%. As shown, system waveforms oscillate around the MPP values in chaotic patterns. Again, despite the local instability of the operating points, the system waveforms are bounded hence the system is globally stable. For operation with a resistive load, a positive value of the largest Lyapunov exponent λ 1 of 2.6 was calculated for the array voltage time series waveform shown in Fig. 11 .
B. Frequency Spectrum
Figs. 12 and 13 show the normalized frequency spectrum of motor current for the three-level operation and the high frequency operation, respectively. With three-level operation, system waveforms repeat every four perturbation samples as the middle level repeats twice. This produces frequency components at one-fourth and one-half of the perturbation frequency as shown in Fig. 12 . The oscillation in the transient response to an MPPT perturbation results in frequency components around the natural frequency of the system which was calculated at about 100 Hz in [8] . There is also a frequency component at the switching frequency of the converter (10 kHz). The frequency spectrum of the motor current is made up of these components and their multiples. At high perturbation rates, the low frequency harmonics have lower amplitudes and a wider frequency spread compared to those with three-level operation, as shown in Fig. 13 . The 2-kHz perturbation frequency results in frequency components at 1 and 2 kHz, but these are not significant due to the small step size used at high perturbation rates. Operation at 2 kHz also offers slightly lower harmonic amplitudes at the switching frequency and its side bands.
Usually, when comparing two MPPT algorithms the energy losses in the system are assumed to be the same for the same current level. When the frequency spectra of the current waveforms are not similar, this assumption needs to be reexamined. In the system under consideration, the frequency content of the motor current affects the ohmic losses of the converter and the motor, taking into consideration that the current through the switch during the on-time is the same as motor current (see Fig. 1 ). Ohmic losses are proportional to the square of the rms current which is higher than the average dc current when high frequency ripple is included. An ohmic loss increase factor (F OLI ) can be defined as
A value of F OLI of about 0.04% is calculated when operating at the high perturbation frequency compared to 0.15% at threelevel operation. This means that at high perturbation rates there is a smaller increase in ohmic losses when compared to the threelevel operation case. In any case, the increase in ohmic losses in both cases is very small and may be assumed negligible.
IV. CHOICE OF ALGORITHM PARAMETERS
For three-level operation, the perturbation period must be chosen higher than the settling time of the system response to a single MPPT perturbation. The step size is then chosen so that low steady-state oscillations are achieved with good transient characteristics [7] , [8] , [18] . For high perturbation rate operation, the perturbation frequency can be set at its maximum possible value equal to the ADC rate of the array voltage and current. This will facilitate the control as the duty ratio will be updated at the same rate of the measured parameters. Once the perturbation frequency has been chosen, there remains only one parameter of the P&O algorithm to be selected: the step size at which the duty ratio of the MPPT converter is perturbed.
In this paper, we are proposing that the duty ratio/array voltage bifurcation diagram (see Fig. 14) should be calculated and used as a design tool for defining the appropriate step size of the P&O algorithm. The term "bifurcation" represents a qualitative change in system dynamics which occurs as a system parameter is varied [22] - [24] . The diagram in which the varying parameter is plotted against a sampled variable is referred to as a bifurcation diagram. Bifurcation diagrams give a global view of the effect of the bifurcation parameter on system performance and can thus be used to identify the appropriate range of that particular parameter during the design stage.
Herein, the duty ratio-array voltage bifurcation diagram is obtained by taking 300 samples of the steady-state array voltage at the perturbation rate (2 kHz) for each value of the step size. The 300 samples of the array voltage at each step size value are spread around the maximum power point voltage (157.6 V) in a chaotic pattern (see Fig. 14) . At very low step sizes, the P&O algorithm is not able to track the MPP. Instead, the system runs at equilibrium points near the initial operating point. The tracking algorithm begins to work at about 0.01% step size. The optimum operating step size range is between 0.02% and 0.07%. In this range, the array voltage ripple is low and the tracking speed is high.
Step sizes above 0.1% cause higher swings in the duty ratio around the MPP duty ratio and thus low tracking efficiency and undesired motor operation.
The aforementioned bifurcation diagram is calculated for an irradiance level of 1000 W/m 2 . For lower irradiance levels, the optimum step sizes will be slightly higher so that the perturbation results in measurable change in array power. For this reason, a step size of 0.05% was chosen for the experimental system under consideration which is suitable for the full irradiance range experienced at the installation site. The earlier discussion regarding the choice of step size is verified by measuring the array voltage of the experimental system at three different step sizes (see Fig. 15 ). A larger step size (0.2% in Fig. 15 ) increases the algorithm speed compared to the speed of the system response resulting in faster recovery of the MPP but with a larger ripple magnitude in the array voltage and the other waveforms of the system, and vice versa. If the step size is low (0.02% in Fig. 15 ), the system may not respond to the variations in duty ratio and will spend long periods away from the MPP reducing the utilization efficiency of the algorithm.
V. ALGORITHM CONFUSION DUE TO IRRADIANCE CHANGES
The P&O algorithm may be confused during solar irradiance changes. The MPP recovery time depends on the rate and magnitude of the irradiance change, and on the step size and the perturbation rate of the algorithm [8] . At high perturbation rates, the fast transient response of the P&O algorithm results in faster recovery of the MPP compared to the three-level operation mode. For example, for a step change in solar irradiance from 500 to 1000 W/m 2 , the P&O algorithm reaches the new MPP in less than 1 s despite being confused many times by system dynamics (see Fig. 16 ). In fact, the continuous changes in the perturbation direction caused by system dynamics do not allow the algorithm to continue in the wrong perturbation direction for any length of time. With three-level operation, the response of the algorithm to the same step irradiance increase is much slower (see Fig. 16 ). The duty ratio remains at values lower than the new optimum for a longer period. The PV array, therefore, operates at voltages higher than the MPP voltage, reducing the energy utilization efficiency of the system.
Similarly, for a ramp change in solar irradiance, a high perturbation rate offers faster recovery of the MPP. For example, if the irradiance increases from 500 to 1000 W/m 2 in 0.75 s (see Fig. 17 ) the algorithm takes about 0.6 s to recover the MPP when operated at a low perturbation rate of 10 Hz. Using a 2-kHz perturbation rate, however, array voltage and power follow their optimum values almost instantaneously. The delay in duty ratio response to the irradiance change is due to the effect of the dc motor electrical time constant (L a /R a ).
A step irradiance decrease can be experimentally emulated by disconnecting one of the two branches of the PV array while the system is running. This mimics a step decrease in solar irradiance to 50% of its original value. Fig. 18 shows how the algorithm moves the operating point to oscillate around the new MPP in a relatively short time (about 1 s) when an array branch is disconnected at an irradiance level of 885.3 W/m 2 and a cell temperature of 41.2°C. At low perturbation rates, the algorithm takes much longer to respond to a branch disconnection [8] . A step irradiance increase cannot be emulated in a similar way, as the two branches of the PV array are at different voltages before connection (the open-circuit voltage for the disconnected branch and the operating voltage for the one in service).
VI. ENERGY UTILIZATION
At a particular set of algorithm parameters, the energy utilization efficiency of an MPPT algorithm depends on weather conditions and converter design in terms of noise immunity. Higher energy utilization efficiencies can be achieved at higher irradiance levels since the MPPT perturbations produce higher array power change magnitudes and consequently less algorithm confusion. At lower irradiance levels, the array power-voltage curve becomes flatter. In this case, the change in array power due to an algorithm perturbation becomes comparable to that caused by noise. This confuses the algorithm resulting in a lower energy utilization efficiency. Cell temperature changes have a less significant effect on the output power of the PV array and consequently reduced impact on the tracking efficiency of the P&O MPPT algorithm. Higher energy utilization efficiencies are expected for systems with better noise immunity as this reduces algorithm confusion.
The maximum energy utilization efficiency can be obtained with a noise-free system when irradiance is constant at a high level. This can be accomplished in simulation ignoring the effects of noise. For three-level operation, the maximum energy utilization efficiency of the system is calculated at 99.6%. This efficiency is achieved for three-level operation at 1000 W/m 2 solar irradiance and 25°C cell temperature. In this case, the step size and perturbation rate of the P&O algorithm were set to their optimum values, calculated using the method detailed in [8] . Perhaps surprisingly, a higher energy utilization efficiency of 99.9% is obtained at the same weather conditions for operation with a high perturbation rate. Almost the same values of energy utilization efficiency are obtained when the simulation is run at a cell temperature of 60°C (and 1000 W/m 2 solar irradiance) for both operation modes of the P&O algorithm.
The energy utilization efficiency for rapidly changing irradiance conditions varies depending on irradiance level and its rate of change. It was calculated for the 4-s duration shown in Fig. 16 which includes a step irradiance increase from 500 to 1000 W/m 2 , for both low and high perturbation rate operation. A higher energy utilization efficiency of 99.8% was achieved with the high perturbation rate compared to 94.7% with three-level operation.
Slightly lower energy utilization efficiencies are obtained for practical systems where noise cannot be avoided. With high perturbation rates, algorithm operation is more sensitive to noise due to the use of lower step sizes at which noise may have a comparable effect to the MPPT perturbations. In this case, the degree to which the system benefits from operation at a high perturbation frequency depends on weather conditions. A system operating at a high perturbation rate gives higher energy utilization efficiencies compared to one operating at three voltage levels at high irradiance values and rapidly changing irradiance and comparable energy utilization efficiencies at low irradiance levels.
For a site PV installation such as the one used in this investigation, the irradiance levels cannot be controlled as would be the case in simulation or under laboratory conditions. This precludes the use of MPPT algorithm evaluation standards that require measurements at specific controlled irradiance values and rates of change such as the European standard EN50530 [26] . For the experimental system under investigation, the energy utilization efficiency of the MPPT algorithm was calculated by dividing the integral of the PV array power by the integral of the maximum possible power output calculated at the same weather conditions [6] , [8] , [21] . This was calculated for a 20-min operation period and the test was repeated many times at different weather conditions. Results are shown to demonstrate the performance of the MPPT algorithm during periods of slow changing irradiance (see Fig. 19 ) and rapidly changing irradiance conditions (see Fig. 20 ). At slow changing irradiance, the energy utilization efficiency was about 98.8% for the 20-min period operating with a step size of 0.05% and a perturbation frequency of 2 kHz (see Fig. 19 ). At low step sizes, the P&O algorithm can be easily confused due to solar irradiance changes, system dynamics and/or noise. It recovers the correct perturbation direction quickly at high irradiance level where the change in duty ratio has a considerable effect on array power. At low irradiance levels, the system spends a longer time away from the MPP, as demonstrated in Fig. 20 during the period from 950 to 1200 s. This did not have a significant effect on the energy utilization efficiency since the maximum energy that can be drawn from the PV array is low under these conditions. The calculated energy utilization efficiency for the rapidly changing irradiance conditions shown in Fig. 20 is 96.6%.
For three-level operation, the algorithm is more confused at rapidly changing irradiance, as can be seen from the array voltage waveform in Fig. 21 . This figure also shows wider variations in array voltage during low irradiance periods. However, the calculated overall energy utilization efficiency (97.9%) is higher than that obtained with high perturbation rate operation (see Fig. 20 ). This is due to the presence of long intervals of high-level irradiance shown in Fig. 21 . Although the above tests cannot be repeated to give a direct comparison between the two modes of operation (as irradiance levels cannot be controlled in a site PV installation), they however give an indication of the energy utilization efficiencies at different weather conditions. It is also important here to mention that the power supplies used to emulate PV arrays cannot be used to evaluate the high perturbation rate case due to the relatively slow response of these emulators [27] , [28] .
Similarities and differences between three-level operation and operation at high perturbation rate of the P&O algorithm are summarized in Table I . 
VII. CONCLUSION
The paper presents a comprehensive analysis and evaluation of the performance of standalone PV systems employing the P&O MPPT algorithm when operating at a high perturbation frequency. Simulation and experimental results obtained from a 1080-Wp PV system are presented and the performance characteristics of the MPPT algorithm examined. A design criterion for selection of the algorithm parameters is proposed and the energy utilization efficiency of the experimental system calculated for both slow and rapidly changing weather conditions. At high perturbation rates, the system is never allowed to reach a steady state. It often loses the local stability at the operating point and becomes very sensitive to the initial conditions producing chaotic system waveforms. However, the different waveforms are always bounded and the system is globally stable. When operated at a high perturbation frequency of 2 kHz (the ADC rate of the system), the P&O algorithm offered a faster transient response and a higher energy utilization efficiency during rapidly changing irradiance conditions when compared with conventional three-level operation. Similar energy utilization figures were obtained for both modes of operation during slowly changing weather conditions.
