Human survival depends on our ability to predict future outcomes so that we can make informed decisions. Human cognition and perception are optimized for local, short-term decision-making, such as deciding when to fight or flight, whom to mate, or what to eat. For more elaborate decisions (e.g., when to harvest, when to go to war or not, and whom to marry), people used to consult oracles-prophetic predictions of the future inspired by the gods. Over time, oracles were replaced by models of the structure and dynamics of natural, technological, and social systems. In the 21st century, computational models and visualizations of model results inform much of our decision-making: near real-time weather forecasts help us decide when to take an umbrella, plant, or harvest; where to ground airplanes; or when to evacuate inhabitants in the path of a hurricane, tornado, or flood (1). Long-term weather and climate forecasts predict a future with increasing torrential rains, stronger winds, and more frequent drought, landslides, and forest fires as well as rising sea levels, enabling decision makers to prepare for these changes by building dikes, moving cities and roads, and building larger water reservoirs and better storm sewers (2).
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Power of Forecasts
Computational models are particularly useful if they are combined with high-quality data and if they are widely used and understood. As early as 1960, Buckminster Fuller proposed the "World Game" to address the world's problems through a holistic and anticipatory systems approach (3, 4) . The game used Fuller's Dymaxion Map to visualize resources, trends, and scenarios. It was meant to be accessible to everyone (not just experts); therefore, decisions could be made collectively, and results could be used by anyone. In the 1970s, "The limits to growth: A report to the club of Rome" (5) used simulations to forecast future states of the world; a 30-y update was published in 2004 (6) . Today, computers and the internet provide the technological infrastructure for universal access to data and compute power. Advances in mathematics, computer science, engineering, and other disciplines have made it possible to implement scalable, empirically validated computational models that render data into actionable insights. Because datasets are huge and multidimensional and models are complex, both tend to exceed human comprehension. Data visualizations and novel interfaces are being developed to help communicate the inner workings of computational models as well as model results to diverse stakeholder groups, including public audiences. For example, the Places & Spaces: Mapping Science exhibit (scimaps. org) features more than 100 large-scale maps of science and 18 interactive data visualizations designed by more than 230 authors. Elsewhere, the Data & Network Science in K-20 Education initiative (www.bu.edu/networks) gives students an entry point to understand and make meaning of science and technology (S&T) network models, data visualizations, and the role of forecasting.
Diverse Forecasts for Different Stakeholders
Most decision makers prefer orderly, predictable conditions; little disruption; and sufficient resources (e.g., money, talent, compassion) to pursue desirable futures. Many realize that, in the knowledge age, scientific progress, technological innovation, and affordable highquality education are of central importance to the success of individuals, regions, and nations. Hence, decision makers have a deep interest in-and are willing to pay for-easy to use, near real-time access to data and models that help them make sense of, communicate with, and proactively manage science, technology, and education. Global operation rooms that provide visualizations of current data and predictions of possible futures are already commonplace in meteorology, finance, epidemiology, and defense. Science, technology, and education "observatories" for experts and novice users are actively being researched and developed.
The Sackler Colloquium "Modeling and Visualization of Science and Technology Developments" held December 4 and 5, 2017 brought together power users, designers, and early adopters of this new type of observatory. The papers in this special issue review existing research and introduce recent developments regarding computational models and visualizations for use in academia, government, and industry, with a special focus on innovation in science, technology, and education.
Academia: Understanding Science. Recent reviews of studying science using the scientific approach, also called "science of science" (7, 8) , and policy forum vignettes (9) provide an overview of existing methods, tools, and insights. Prevailing metrics and models use large-scale datasets (e.g., publications, patents, funding, clinical trials, stock market, social media data) to simulate the structure and evolution of the S&T landscape. They aim to quantify and predict scientific research, impact, and outcomes; help support the selection of candidate faculty members by universities; identify the best reviewers; prioritize the development of research fields in which a country should invest; or evaluate the scientific impact of scholars, journals, academic institutions, or nations. There exist models of the structure and dynamics of the whole S&T system at diverse geographic and temporal scales (8, 10, 11) as well as many different ways to communicate the structure and dynamics of S&T (12, 13) . As new datasets become available, such as the Institute for Research on Innovation and Science (IRIS) database (https://iris.isr.umich.edu) that tracks university-sponsored project expenditures at the transaction level for 26 research universities over the period from 2001 to the present (14) , new models can be designed and validated [e.g., models on scientific productivity (15) , economic impact (16) , or workforce development (17) ].
Government: Data-Driven Policy Making. "Report of the Commission on Evidence-Based Policymaking" from 2017 (18) opens with this statement: "The American people want a government that functions efficiently and responsibly addresses the problems that face this country. Policymakers must have good information on which to base their decisions about improving the viability and effectiveness of government programs and policies. Today, too little evidence is produced to meet this need." The report argues for a future in which "rigorous evidence is created efficiently, as a routine part of government operations, and used to construct effective public policy." Improved access to data will make it possible to improve the quantity and the quality of evidence that informs important program and policy decisions-without decreasing data security or significantly increasing privacy risks. At the colloquium, Azer Bestavros presented "Sharing knowledge without sharing data" (19) , showing how cryptographic approaches can be used to facilitate secure multiparty computation in accessible and scalable ways. The privacypreserving approach has been used to assess and address economic inequalities (20) and to perform analytics in health care (21) .
Existing models of S&T have been used to simulate the impact of population explosion and aging (22) , alternative funding schemas (23), or the probable outcomes of different policy decisions (24) while being fully aware of the limits of predictive models (25) .
In 2011, Helbing and Balietti (26) led a 10 billion Euros proposal effort to create an "Innovation Accelerator" meant to "identify new ways of publishing, evaluating, and reporting scientific progress; promote ICT (information and communications technology) solutions to increase the awareness of new emerging trends; invent tools to enhance Europe's innovation potential;
develop new strategies to support a sustainable technological development; and lay the foundations for new ways to reach societal benefits and respond to industrial needs using ICT" (26, 27) . While the proposal was not funded, it presented a possible blueprint and showcased the value of an infrastructure that supports evidence-based decision-making in government.
Industry: Predicting Innovation. Invention is the creation of a new process or device, and innovation is the creation of change in the marketplace. Innovation may or may not rely on one or more inventions, and technology has been adopted when it has transitioned from invention to innovation. Patented inventions and high-impact scientific works frequently build on unconventional combinations of existing knowledge (28, 29) . Decision makers in industry must determine how to utilize limited resources to increase innovation, labor productivity, inventory turnover, and asset utilization (30) . Research collaboration and workforce development decisions require knowing where the most productive research is being done and the best experts are trained as well as how that production has changed over time and across individuals and institutions (31) . Such knowledge will foster and allow for better strategic planning, hiring, and resource allocation.
All Together Now: Population Health. Government, academia, industry, and the public are involved in efforts that aim to improve the health of an entire human population. Health challenges are due to urbanization, epidemiologic shifts, aging, and climate change. With more than one-half of the population living in urban environments, there is an increase in density, diversity, complexity, and inequality. Today, people's ZIP codes are a better predictor of health than their genetic code (32) ( Fig. 1 ).
Global maps of health monitor, predict, visualize, and communicate health. An example is Predict: HealthMap (https://www. healthmap.org/predict) created by USAID's Emerging Pandemic Threats program (33) , which aims to increase capacity in the developing world for early detection of viruses from wildlife with pandemic potential.
Health observatories could provide access to data, research results and funding, and new cures. Analogous to weather forecasts, they would analyze and visualize data to identify outliers and trends and broadcast "Health News" to communicate key developments to expert and lay audiences. They would make it possible to quantify and make visible the relationships between scientific discoveries and health advances, increasing public understanding and funding support (34) .
Envisioning and Implementing Desirable Futures
Analytical and predictive computational data models can help us understand the past and present and predict and implement desirable futures. While many of us use data models on a daily basis (e.g., online games or shopping recommendations), few truly understand how these models work, and even fewer are able to use models to answer new questions.
The Sackler Colloquium brought together academic, industry, and government experts from more than 30 different disciplines. Resulting papers are grouped here in four major development trusts, and key insights are discussed to show their contribution to an evolving understanding of innovations in science, technology, and education that is larger than the sum of parts.
Integrated Systems Models. In the industrial age, task specialization, respect for authority, and predictability were important, and divide-and-conquer strategies widely applied. In the innovation age, agility, team work, and thriving in uncertainty are more valuable, and a holistic, system science approach to problem solving is beneficial. However, most ecosystems are fragmented (i.e., the organization of production and service delivery across different stages of production and service are provided, managed, and governed by different, independent, and often geographically dispersed organizational entities) ( Fig. 2, Left) . This fragmentation creates barriers to developing holistic solutions and even greater barriers to implementing them. Examples are health care, where critical processes are managed by providers but also by payers and regulators at local, state, and federal levels; education, with responsibilities distributed over local control motivated and constrained by state and federal funding; or government, with a separation of powers at local, state, and federal levels. In all three organizational systems, "workflows become a complex series of handoffs between functions, jobs, and information systems. Each handoff represents an opportunity to introduce error, delay, and added cost. When organizations become fragmented, it requires more work to deliver value to the customer and the ability of the organization to adapt to environmental changes is diminished. In extreme cases, the loss of value is deadly and (organizations) go extinct" (35) . Fig. 2 , Right introduces an integrated system that supports innovations across different levels involving services, processes, capacities, consumables, and information and that facilitates modular changes (i.e., "plug and play") without major disruption. The three system models featured in this special issue each present an integrated approach in support of evidence-based policy (36) .
"Modeling research universities: Predicting probable futures of public vs. private and large vs. small research universities" by Rouse et al. (37) extends the computational model of research universities presented in ref. 38 using three strategic scenarios: (i) status quo, (ii) steady decline in foreign graduate student enrollments, and (iii) downward tuition pressures from high-quality online professional master's programs. Robust data are used to project four types of research universities (large public and private and small public and private) into the future. Computations show that, while research requires high subsidies, it serves to create reputation; research investments create "brand value" that can be converted into tuition income. The model was validated by applying it to different types of institutions and inviting feedback from over 20 domain experts. Model results predict the rise and decline of institutions and suggest possible revisions in business strategies (e.g., restricting research activities to avoid the inherent subsidies that these activities require) to address competitive forces.
"Twin-Win Model: A human-centered approach to research success" by Shneiderman (39) expands on ref. 40 and presents a model that encourages teams of researchers, academic leaders, business managers, and government funding policy makers to embrace a problem-oriented approach to research. It argues that teams should aim to pursue "breakthrough theories in published papers and validated solutions that are ready for widespread dissemination" simultaneously to increase the number of foundational discoveries and to speed up the translation of innovations into practice. The work shows that working on real-world problems with partners deeply invested in the solutions accelerates (and helps fund) both applied and basic research. Evidence is provided by means of citation analysis that compares six US public universities with six US private universities for the years 2012-2016, all of which show increased citation impact for papers that list authors from offcampus partners from business, government, and nongovernmental organizations. Researcher interviews provide deeper insights as to why such collaborations can advance basic and applied research.
"Vision for a systems architecture to integrate and transform population health" by Madhavan et al. (41) presents a perspective combining expertise from the National Academies of Sciences, Engineering, and Medicine with that of academia and industry to propose a visionary model for harmonizing programs, policies, regulations, legal arrangements, and practices to understand and improve the state of population health. As the paper notes, everyone is involved in population health, but no one is in charge of it. Hence, the specific focus is on a system architecture for real-time "situation awareness" that uses rich global data, a suite of computational models, and visualizations (providing different views, alerts, and scenarios) to improve proactive planning, monitoring, exploration, and decision support. The paper also reflects on the necessary changes in education, research, and joint action in support of greater coordination and better synergies of population health efforts.
Models of Academic Networks, Impact, and Awards. Two papers aim to quantify the impact of scientific apprenticeship, mentorship, and coauthorship on scientific excellence (Academia: Understanding Science).
"The chaperone effect in scientific publishing" by Sekara et al. (42) shows the critical importance of acquiring the expertise needed to publish in prestigious journals. It studies the impact of experienced authors on teaching young scientists to ask "the right question" and to acquire high-level scientific communication skills. The paper defines and quantifies this "chaperone effect" by computing how scientists transition into senior status given multiple publications within the same journal; shows that the effect is stronger in medical and biological sciences and weaker in natural sciences, with effect sizes growing over the last decade; and discusses implications on long-term citation patterns of papers, with chaperoned authors tending to have higher long-term impact than nonchaperoned authors. Their findings shed light on the role played by experience and skills required to publish in prestigious venues.
"Scientific prize network predicts who pushes the boundaries of science" by Ma and Uzzi (43) shows the critical link between the worldwide and transdisciplinary scientific prize network and the dynamics of reward stratification and prizewinning in science. The study uses original data collected on 3,000 different scientific prizes in diverse disciplines and the career histories of 10,455 worldwide prizewinners covering more than 100 years of science. Their work uncovers (i) the relatively small and densely clustered number of ideas and scholars who lead scientific thinking (e.g., 64 .1% of prizewinners have won two prizes, and 13.7% have won five or more prizes); (ii) the interlocks among different prizes within and between disciplines, which are formed by multiple prizes being won by the same scientist whose ideas then gain credit and spread through the prize network; and (iii) the genealogical and coauthorship networks that predict who wins multiple prizes. Whereas scientific prizes were once mainly thought to be measures only of personal acclaim, they can now be recognized as performing multiple functions in science regarding the legitimation (44), spread, and stratification of ideas and having a network structure that reveals the "high level of interconnectedness among acclaimed scientists and their path breaking ideas."
Models of Job Market Needs and Educational Offerings →
Training the Workforce of Tomorrow. There is no progress in science and no research and development (R&D) innovation without education. Most of today's jobs require at least a high school diploma and in many cases, a college degree or higher education. Workers change jobs frequently and need to upskill continuously-particularly in science, technology, engineering, and math (STEM) fields. Training the workforce of the future requires a deep understanding of how people learn (45) .
In the United States, higher education is a major investment that a decreasing number of students can afford. While much data exist for other types of major long-term expenses and commitments (e.g., purchasing a home or a car), there is a major debate about the true value of a college education. Some equate value with the earning power that comes with a particular college degree; others value job satisfaction and/or the social skills and networks or intellectual rewards gained from the college experience. Many stakeholders are interested in ensuring that universities remain key creators of intellectual capital and economic growth (46) while competition among institutions grows.
Industry is concerned about the continuous high-quality training needed to keep engineers and others up to date when "products and processes are constantly changing due to technology, innovation, economic factors, and the encompassing influences of society and culture" (47) . Learning scientists from Microsoft Corporation and The Boeing Company presented at the Sackler Colloquium, showcasing the urgent need for well-trained employees and efficient workforce development. STEM industries in general are fiercely competing for the best and brightestoffering high salaries, flexible work time, and much freedom. The aerospace industry and NASA have a disproportionately large percentage of workers aged 50 years old and older compared with the national average (48) , and up to one-half of the current workforce will be eligible for retirement within the coming 5 years. Hence, many corporations have developed extensive in-house training programs or are partnering with institutions of higher education. Personalized, contextualized (just-in-time) learning tailored to a student's individual needs is the ultimate goal (49) . For example, The Boeing Company supports the National Academy of Engineering Grand Challenge of Advancing Personalized Learning through competency-based learning, leveraging online learner analytics to develop metrics and approaches that support efficient experiential learning by doing that is social (i.e., facilitated by peers, mentors, coaches) and has a measurable return on investment (50) .
The rise of artificial intelligence will lead to the displacement of millions of blue collar as well as white collar jobs in the coming decade (51) (52) (53) (54) . Jobs that require capabilities that are easy to automate (e.g., recognizing and analyzing pictures, voice, and video; parsing, translating, and generating natural language; driving vehicles within well-defined environments; or retrieving and summarizing all data on a topic) will soon be fully automated, while essentially human capabilities (e.g., taking on responsibility for unforeseen tasks, having consciousness and being capable of reflection, having feelings) might not be realized in the foreseeable future (55) .
Research on "convergent technologies" argues that the synergistic combination of nanoscience and nanotechnology, biotechnology and biomedicine, information technology, and cognitive and neuroscience will make it possible to substantially augment human mental, physical, and social abilities (56) . Exemplarily, the bottom level of Fig. 3 depicts the technologies on which we have come to depend. These are rapidly evolving, providing new, more powerful capabilities. The middle level depicts how these technologies are exploited in the context of research, design, manufacturing, production, and supply chains. The top level depicts the range of users, including people who create and communicate new knowledge and technologies; people who use knowledge and technologies to design new products and services; and people who operate, maintain, and manage the resulting capabilities. All of these levels and users are becoming increasingly integrated and interdependent.
Those humans who remain in the workforce will soon have AIsupported robotic coworkers (Fig. 3 ). They will become part of the internet-of-things via wearable outfits, virtual reality glasses, robotic companions, and smart environments. Given this outlook, how do we best train today's students for future jobs in academia, industry, or government?
"Changing demographics of scientific careers: The rise of the temporary workforce" by Milojević et al. (57) models academic success, defined as the ability to maintain a long, active career in science. Using bibliographic data for astronomy, ecology, and robotics extracted from the full Clarivate Analytics Web of Science database spanning the years 1900-2015, the authors find a dramatic shortening of careers of scientists across all disciplines studied. The half-life of a cohort went from 35 years for scientists who started their careers in the 1960s to only 5 years in the 2010s, reflecting the rise of the phenomenon the authors call the "expendable scientist." In addition, they show a rapid rise (from 25 to 60% since 1960s) of scientists who spend their entire career as supporting authors rather than lead authors. Cohort attrition is successfully modeled by a hazard probability function; however, neither an author's early productivity or citation impact nor the level of initial collaboration reliably predict ultimate survivability.
"How science and technology developments impact employment and education" by Martinez (58) details how the Bureau of Labor Statistics uses data sources from the US federal government to publish 10-y employment projections that are widely used by students, jobseekers, and policy makers. Since 1960, the projections have been computed every 2 years-the October 2017 projection covers over 300 different industries and 800 occupations for the period 2016-2026. The perspectives paper "argues for a better understanding of how developments in science and technology influence the creation of new occupations and how subsequent changes in educational programs can help decision makers at all levels of our society. . .it discusses several data sources that might help us to explore the relationship between advancements in industry, emerging occupations, and educational changes over time" (58) .
"Skill discrepancies between research, education, and jobs reveal the critical need to supply soft skills for the data economy" by Börner et al. (59) explores the gap between S&T developments, educational offerings, and job market needs. Using millions of publications, course syllabi, and job advertisements published between 2010 and 2016, they present visualizations and causal models that quantify the dynamic skill (mis-)alignment between academic push, industry pull, and educational offerings; reveal the increasing importance and demand for uniquely human skills, such as communication, negotiation, and persuasion, in a data-driven economy; and present results from a survey that asked 20 labor market and academic experts to examine the readability of the visualizations. Results show a substantial gap between the centrality of uniquely human "soft" skills for technical jobs and their relative peripherality to technical coursework and research publications.
Importance of Intangibles → Ecosystems Go Beyond Institutions and Laboratories. Haskel and Westlake (60), in their book Capitalism Without Capital: The Rise of the Intangible Economy, argue for the importance of intangible assets (e.g., skills, design, branding, research, or software) for understanding the rise and fall of corporations and major economic change. While most economists still count and report tangible assets (e.g., land, buildings, machinery, and computers), intangible assets are what drives economic progress today.
Understanding the world in which we live as a network of networks is beneficial. Batty (61) was among the first to argue that, to understand cities, we must model them not just as places in space but as systems of networks and flows. He and others combined theory and methods from network science, social physics, transportation theory, urban geography, and urban economics to reveal how cities function and inform decision-making.
"Opportunities to observe and measure intangible inputs to innovation: Definitions, operationalization, and examples" by Keller et al. (62) aims to quantify the value of intangibles using administrative data and repositories captured on web pages. They strongly argue for the development of accurate and repeatable measures to estimate the value of a company's ownership of databases and software, the tacit knowledge of their workers, and the investments in R&D and design. By means of two case studies, they exemplify processes to discover, acquire, profile, clean, link, and explore the fitness for use and methods to statistically analyze and visualize data about intangible assets, demonstrating the feasibility of different approaches.
"The role of industry-specific, occupation-specific, and location-specific knowledge in the growth and survival of new firms" by Jara-Figueroa et al. (63) introduces new measures of knowledge based on the work history of individuals to understand the impact of different forms of tacit knowledge on industrial diversification and growth. The authors look at the growth and survival rates of pioneer firms, which are the first firms to operate in an industry that was not present in a region. They find that the growth and survival of pioneer firms increase significantly when their first hires are workers with experience in a related industry (but not with experience in a related occupation) in the same geolocation. To address endogeneity concerns, the authors use Bartik instruments, which leverage national fluctuations in the demand for an activity, as shocks for local labor supply. This instrumental variable supports the finding that industry-related knowledge is a predictor of the survival and growth of pioneer firms. Results can help decision makers understand the micromechanisms that drive regional economic diversification and entrepreneurial success.
"Macroscopic dynamics and the collapse of urban traffic" by Olmos et al. (64) aims to inform planning and infrastructure interventions. Many workers-scholars included-endure long commute times (and long-distance relationships). Traffic routes affect commute times, which affect location and employment decisions. Using traffic data from multiple cities, this work studies changes in the travel time of individual drivers under various conditions of demand. Keeping road capacity and travel origins and destinations unchanged, the model is used to study the effects of increasing the volume of cars in the traffic network. Three general states are identified that are separated by two phase transitions: the appearance of bottlenecks and collapse of the system.
Actionable Models
The economic and political (in some cases, violent) turmoil of recent years adds an urgency to the development of models and visualizations that will help humans make informed decisions. In 2052: A Global Forecast for the Next Forty Years, Randers (2) argues that human response is too slow to adapt humanity to the limits of planet Earth and "catastrophic overshoot and collapse" or "well-managed peak and decline" are more likely. Part of the problem is in the fact that, even with easy access to high-quality modeling results, making the right decision and implementing the right action are rather challenging for human beings as follows.
Humans often act based on emotions, not evidence (e.g., individuals will vote against their own economic interests if there is a strong emotional appeal made to a contentious cultural issue).
Most of our organizational systems favor short-term return on investment. The nature of the voter-expecting results within 4 y, not decades or hundreds of years-makes long-term investments nearly impossible. There is no effective spokesperson for those who are unborn.
Most people and nations react (i.e., action is often taken only after disaster has struck and lives have been lost) instead of acting in a systematic, proactive manner based on rich global data.
However, humans now do have a global impact on Earth, and connectivity has replaced the old divide-and-conquer approach as the new paradigm of global organization (65) . The global environment, transportation, health, and other systems are best understood using a network science approach; networks and activity patterns are used to redraw existing maps. For example, data on commuter trajectories help redraw state boundaries, suggesting that new kinds of geographic categories are necessary if we wish to accurately describe the functional network of flows and relationships that shape our lives in the modern world (66) (Fig. 4) . Highways, railways, and air traffic routes transport people and other tangibles, and pipes supply water, energy, air, and remove waste; radio waves and internet cables diffuse intangibles, such as ideas, news, and innovations. Geopolitical competition is changing from war over territory to competition over consecutiveness (e.g., global supply chains; energy markets; hubs for traffic, trade, finance, innovation, talent) (65) . Trade, manufacturing, education, and politics are all global. We need to understand this system of systems, learn to manage and use feedback cycles, and identify and implement pathways to collective resilience.
Computational models and associated visualizations make it possible to externalize, run, and compare different mental models of how biological, technological, and/or social systems might function. Many of us hold bits and pieces of the overall puzzle in our heads and hands, and these were developed using different questions, datasets, and methods and are relevant for different levels of abstraction. Combining these different views into a more holistic world view-one that is greater than the sum of its partsis challenging.
"The limits to growth: A report to the club of Rome" (5) and the Google Flu Trends predictive model that went bad (67) tell important lessons: caution is required in an age when computational models are being used in disgraceful ways, producing bias and harm as described by Cathy O'Neil (68) in Weapons of Math Destruction: How Big Data Increases Inequality and Threatens Democracy.
For computational experiments and models to be useful, they must be properly designed and well documented (69) . The ability to reproduce experiments, rerun computation models, or reexamine model results to get the same insight is one of the hallmarks of science. However, the different cultures and approaches used by those that develop models-mathematicians, physicists, computer scientists, economists, and social scientists to name just a few-make it hard to agree on a shared language to represent models or a uniform process to share those models. Harris (70) in Rigor Mortis: How Sloppy Science Creates Worthless Cures, Crushes Hope, and Wastes Billions elaborates the sources and implications of the reproducibility crisis in research.
Colloquium speakers and authors of this special issue were strongly encouraged to develop and present models that answer well-defined research questions (e.g., make sure that optimality criteria are stated clearly) or real-world questions that matter; collaborate closely with industry, government agencies, or other academics to gain access to relevant datasets; consult and conform to the manifesto for reproducible science (71) ; and obey the 10 rules for credible practice of computational modeling detailed in ref. 72 . It is our hope that future modeling and visualization efforts will aim to follow and advance those guidelines and rules.
Open code and data, visualizations of models that can be understood and explored by many, and stories that highlight key insights of different scenarios all provide an exciting opportunity to combine existing models from different areas of research (e.g., physics, economics, social sciences, information sciences). They have the power to inspire novel collaborations that overcome scientific boundaries and synergistically combine expertise and results from different domains.
Ultimately, it will be important that all humans be able to read and develop their own computational models and associated visualizations. In fact, in a world filled with data, data literacy is becoming as important as textual and math literacy. The larger the number of people who can make data-driven global decisions, the better futures we can implement together.
