Due to the (at least) exponential growth of the underlying combinatorial search space, dimensions d > 7 are unlikely to be tractable by computational methods. In fact we are convinced that the goal of computer proofs is to provide mathematicians with additional (examples supporting their) intuition and insight, thus enabling them to eventually solve the problem under consideration based on mathematical logic and insight. To this end, we present in Section 2 a computer-free proof that there are exactly 13 non-isomorphic 3-coverings for the 3-cube. This theorem not only confirms our computational results. A clear understanding of 3-coverings in the 3-cube will also play an important role in any combinatorial problem that involves 3 hyperplane cuts in higher dimensions and in particular, as has been pointed out in [6] , for the remaining and challenging open problem of a short and computer-free proof that the cut number of the 5-cube equals 5. Such a solution could in turn be useful for the higher dimensions.
Geometric Characterization of Non-isomorphic 3-Coverings of the 3-Cube
A maximal set of edges that can be sliced by a hyperplane, called a maximal sliceable set, can only include 3, 4, 5, or 6 edges of the 3-cube. A 3-covering for the 3-cube is a set of 3 maximal sliceable sets that cover all the edges of the 3-cube. Two coverings are isomorphic if there is a symmetry of the cube that takes one covering to the other one. These symmetries are of course permutation of coordinate variables and their complementations. Here in this paper we prove that there are exactly 13 non-isomorphic 3-coverings for the 3-cube. In the 3-dimensional cube, a maximal set of edges that can be sliced by a single hyperplane can only include 3, 4, 5, or 6 edges of the 3-cube. As a matter of fact, it can easily be verified that the cuts of Figure 1 shows all the maximal sliceable edge sets, where S i denotes the maximal sliceable edge set of i edges, i ∈ {3, 4, 5, 6, 4 }. A set of edges is called sliceable if it is contained in a maximal sliceable set, it is S i -sliceable if it is a subset of a copy of S i for some i ∈ {3, 4, 5, 6, 4 }. 
Fig. 2. Examples of nonsliceable edges sets that are graph isomorphic to sliceable ones
An edge is S i sliceable for all S i , and a path of length 2, say P 2 , is S i -sliceable for i = 3, 4, 5, 6.
Here, we will not distinguish between a set of edges or the subgraph induced by these edges. In any set S i , a vertex of degree 1 is called a leaf, a vertex that is equidistance from 2 (or 3) leaves is called a center of S i . For instance S 3 and S 5 have unique centers, but S 4 has two centers. For a given S i , a vertex of degree zero in the 3-cube is called an isolated vertex. In S 5 , the two vertices of degree 2, different from the center, are said to be side vertices. An edge that connects a side vertex and a leaf is called leg of S 5 , and evidently it has two legs.
In study of sliceable edge sets, a partition of these sets into non-isomorphic classes will be very useful, however, the usual isomorphism from graph theory does not work here. In fact, subgraphs isomorphic to sliceable sets are not in general sliceable sets. In the case of maximal sliceable sets, this is also true except for S 3 . When the sliceable set is S 3 or a single edge, or a P 2 there will not be any problem with graph isomorphism. However, there are examples of nonsliceable edge sets that are graph isomorphic to S 4 , S 4 , S 5 and S 6 , Figure 2 .
This led us to the definition of isomorphic sliceable sets, that is, two sliceable sets are isomorphic if there is a symmetry of the cube that takes one set to the other. It is well-known that three maximal sliceable edge sets are sufficient to cover all the edges of C 3 . Recall that, a 3-covering in C 3 is any set {G, G , G } consisting of 3 maximal sliceable sets such that G ∪ G ∪ G covers all the edges of the 3-cube. Geometric structure of the "3-coverings" for the 3-cube will be a basic factor in the 5-dimensional problem and many related higher dimensional problems.
To characterize all the distinct geometric realizations of 3-coverings, the notion of isomorphism must be extended from sliceable sets to 3-coverings. Let {G, G , G } and {H, H , H } be two 3-coverings of C 3 . They are called isomorphic if there is a symmetry ϕ of the cube such that H = ϕ(G), H = ϕ(G ), and H = ϕ(G ). Here in the following theorem, we characterize the geometric structures of all the possible solutions to the covering problem.
Theorem 1 There are 13 non-isomorphic 3-coverings for the 3-cube.
To obtain an idea regarding the size of this enumeration problem, it is easy to check that: There are 8 distinct S 3 's, 12 distinct S 4 's, 3 distinct S 4 's, 24 distinct S 5 's, and 4 distinct S 6 's. Consequently, there exist a total of 51 distinct sliceable sets. Thus in the covering problem the total number of distinct cases to be considered is 51 3 = 20 825.
In the characterization of 3-coverings, overlapped edges play an important rule. For a 3-covering {G, G , G } of the 3-cube, the set {|G|, |G |, |G |} is called an edge number set. Considering a 3-covering of the 3-cube, an edge e of the cube may be covered by one sliceable set or two or three of them, then e is said to have zero, one or two overlaps respectively. For instance the edge number set {5, 5, 4} must generate exactly 2 overlaps over the 3-cube. An edge with one overlap is said to have a simple overlap, where an edge with two overlaps is said to have a double overlap. Observe that any square (2-dimensional face) that contains a simple overlap must have another simple overlap. On the other hand, the squares with one double overlaps can not have any other overlap.
To prove the main result of this section, we combine the basic properties of overlaps above and a combinatorial characterization of edge number sets. To begin with the geometric characterization, a combinatorial characterization of edge number sets will be useful and can easily be obtained. Let {m, n, l} be an edge number set of the 3-cube. Clearly m, n, l ∈ {3, 4, 5, 6} and
By a basic search and branching method we show that the following is set of all solutions to Equation (1): {3, 6, 3},{3, 4, 5}, {4, 4, 4}, {4, 5, 5}, {4, 6, 6}, {5, 5, 5}, {5, 5, 6}, {6, 6, 5},{6, 6, 6}, and {3, 4, 6}, {3, 5, 5}, {4, 4, 5}, {3, 5, 6}, {4, 4, 6}, {3, 6, 6}, {4, 5, 6}.
In the following sequence of lemmas, we shall show that the first group of 9 edge number sets have 13 distinct geometric realization and the last 7 have none. This will conclude the proof of Theorem 1.
Lemma 2 There are no edge number sets with only 1 or 2 simple overlaps, that is, {3, 4, 6}, {3, 5, 5}, and {4, 4, 5} are ruled out to be an edge number set.
PROOF.
Suppose e is an edge with one simple overlap, then any of the 2 squares containing e must be covered by 3 sliceable sets. Hence, this will generate 2 overlaps on each square, or at least a total of 3 overlaps, that is impossible. 2
Lemma 3
The sets {3, 5, 6} and {3, 6, 6} can not be edge number sets for any 3-covering.
PROOF. Consider S 5 in the possible edge number set {3, 5, 6} and its unique isolated vertex v. Either all three edges or exactly one edge incident to v must be covered by S 3 , since any P 2 is contained in exactly one unique S 3 . Then, in either case, the remaining edges of the 3-cube can not be covered by S 6 . For {3, 6, 6}, we also repeat the same argument for one of the two isolated vertices of S 6 . 2
Lemma 4
The sets {4, 4, 6},{4 , 4 , 6}, {4, 4 , 6},{4, 5, 6} and {4 , 5, 6} are not valid edge number sets.
PROOF. Fixing one S 6 , we claim that S 4 is ruled out for the remaining cuts. Consider the two isolated vertices and the two S 3 's containing them. Suppose S 4 covers two parallel edges from these two S 3 's. Then what is left is the union of two disjoint opposite P 2 's that is not sliceable by any of S 4 , S 4 or S 5 . Second we claim that S 4 is also ruled out. Again fixing S 6 , we choose any P 2 ( or a single edge e) from the remaining two disjoint S 3 's. Any S 4 that covers the P 2 ( or e) must have at most one edge in common with the other S 3 . However, this is impossible since the remaining edges are not sliceable by any of S 4 , S 4 or S 5 . 2
To prove that two 3-coverings are isomorphic, in practice, we don't need to construct an isomorphism between them. For instance, consider any P 2 , then there exist a unique S 6 that includes this P 2 . The following lemma states the latter in a more general context.
Lemma 5
Let S and S be two isomorphic copies of S 6 . Suppose e 1 , e 2 are two adjacent edges of S and let e 1 , e 2 be two adjacent edges in S . Then there exist a unique symmetry ϕ of the 3-cube such that ϕ(S) = S , ϕ(e 1 ) = ϕ(e 1 ), and ϕ(e 2 ) = e 2 .
Lemma 6
The edge number set {6, 6, 6} has a unique, up to isomorphism, geometric realization.
PROOF. Let {G, G , G } be a covering of C 3 such that all the sets G, G and G are isomorphic to S 6 . We claim that there exists some S 3 all of whose edges admit only a simple overlap from the 3-covering, that is, this S 3 is covered by all the three copies of S 6 . Otherwise, applying Lemma 5, each vertex is incident to 4 edges from two sliceable sets (including repeatitions), that is, at most a total of 4×8 2 = 16 edges (with repeatitions) have been used by the three sliceable sets of 6 edges, where this number must be 18. Now, let {e 1 , e 2 , e 3 } and {e 1 , e 2 , e 3 } be the two copies of S 3 that each presents 3 overlaps from two 3-coverings given by {6, 6, 6} respectively. Now we choose a symmetry ϕ of C 3 such that ϕ(e i ) = e i i = 1, 2, 3, that is the desired isomorphism by Lemma 5. 2
Lemma 7
There are only two non-isomorphic 3-coverings corresponding to {6, 5, 5}.
PROOF. First we claim that these 3-coverings admit only double overlaps and the two double overlaps are either opposite edges or they are adjacent to a third edge.
Case a) Suppose there are 4 simple overlap edges. Since each edge is contained in 2 squares and each square has exactly 2 simple overlaps, then there are exactly 4 squares containing them, that is, either they form an S 4 or an S 4 . In the latter case, two opposite edges of S 4 must be covered by one S 6 , and one S 5 while the other two must be covered by both two copies of S 5 's. This will generate extra overlaps on the other opposite 2-cubes. A similar argument works for S 4 . Case b) Another possible case, that is, one double and two simple overlaps is ruled out by Lemma 2.
The two cases a) and b) show that the only possibility is two double overlaps, and since they can not lie on the same square, the two overlap must be opposite or adjacent to a third edge. Finally, we show that any of the two cases above will determine only one geometric structure for {5, 5, 6}. When the double overlaps are parallel, clearly there are only two possible S 6 's that cover these two edges. We choose one of the S 6 's (the other is omitted by symmetry) and consider two S 5 's to cover the remaining 6 edges. Each S 5 must also cover the two parallel opposite overlap edges. Thus, they are forced to have geometric realization as Figure 4 . Second, suppose the double overlaps are adjacent to another edge, and consider two such edges e 1 and e 2 . Clearly, there is a unique S 6 covering e 1 and e 2 . Moreover, there is a unique pair of S 5 's that can cover e 1 , e 2 and the remaining two S 3 's and at the same time avoiding the other edges of S 6 . 2
Lemma 8
The edge-number set {5, 5, 5} has two non-isomorphic solutions.
PROOF. Counting those squares containing the overlaps and an application of Lemma 2 show that the 3 overlaps of {5, 5, 5} must be simple and incident to a vertex v. A vertex of degree 2 from each S 5 must coincide with v to start the embedding of each copy of S 5 in C 3 . Depend upon that the degree 2 vertices are centers or side vertices, we must consider 4 cases: When all of them are centers of S 5 or when only one center is chosen, corresponds to two non-isomorphic solutions given in Figure 5 . Finally, it is straight forward to show that the other two cases do not provide any solutions and the proof is complete. 2 The three isometries of Figure 5 over C 3 will be useful in the proof of Lemma 9. In this lemma, according to Lemma 2, a 3-covering of the 3-cube can not have exactly 2 simple overlaps, and hence one single double overlap is the only possibility for {5, 5, 4} and {5, 5, 4 }.
Lemma 9
The edge numbers {5, 5, 4} and {5, 5, 4 } each admit a unique geometric realization.
PROOF.
Case a) {5, 5, 4 } Let us fix one S 5 . According to the existence of only one double overlap, S 4 must include exactly 3 edges that are not in this S 5 .
There are two such options that are isomorphic by a diagonal reflection. The first S 5 , S 4 and the unique overlap uniquely determine the other S 5 . Case b) {5, 5, 4} Let us again fix one S 5 . According to the one double overlap hypothesis, there are only 4 edges that could be the connecting edge for the S 4 . All the 4 cases are isomorphic. In fact, in all the cases a leg for one of S 5 is the unique double overlap. one S 5 and one S 4 that has a leg of that S 5 in common uniquely determine the last S 5 . 2
Lemma 10
There is only one geometric realization for the edge number set {6, 6, 5}.
PROOF. Let one S 6 be the first fixed set. The second S 6 must cover two edges, incident to any of the two isolated vertices. There are three possible cases that are isomorphic by a rotation that leaves the isolated vertex fixed. Now, fix the second S 6 . There are two parallel opposite edges left to be covered by S 5 . There are 4 choices for this S 5 , but all lead to isomorphic 3-coverings either by a diagonal reflection or by a facial one. 2
Lemma 11
There is only one geometric realization for the edge number set {6, 6, 4 } and there is none for {6, 6, 4}.
PROOF. Let us fix two copies of S 6 , that is unique by the same argument as Lemma 10. The two remaining parallel edges can not be covered by S 4 and there is only one S 4 that can cover these two edges. 2
Lemma 12
There are unique geometric realization for the edge number sets {3, 6, 3}, {3, 4, 5}, {4, 4 , 4} and {4 , 4 , 4 }. Moreover the last two are the only realization for a 3-covering that includes a maximal sliceable set of 4 edges.
PROOF.
(a) {3, 6, 3}. Observe that all the edge number sets above have zero overlaps. Now, fix one S 6 and one of its isolated vertices. The 3 edges incident to this vertex must be covered by only one S 3 , otherwise some overlaps will be produced. So, the other remaining 3 edges must be covered by the second S 3 and the unique realization is obtained. > 2 · 10 17 cases, that is too large a search space for naive exhaustion. Instead we extend the algorithm described in [9, Section 4] by devising a hierarchy of dynamic programming approaches which, together with the Radix Tree as an efficient data structure for Subset Queries and in addition to other obvious simplifications like symmetry considerations, allows for a computational characterization of (up to isomorphism)
• all 4-coverings of the 4-cube (Section 3.1)
• all 4-coverings of 78 edges of the 5-cube (Section 3.2)
It is known [9, Section 3] that four cuts can slice already (and at most) 78 out of the 80 edges of the 5-cube. The number of 5-coverings is therefore exceedingly large and a complete enumeration thus bears low information theoretic contents. On the other hand, the number of
• all 5-coverings of the 6-cube is expected to be relatively small (≈ 10 5 ) and according enumeration currently in progress.
Algorithmic Enumeration of all 4-Coverings of the 4-Cube
The cuts of the 4-cube had already been characterized in [4] : There are 14 nonisomorphic ones. Based on an extension of the methods from [9, Section 4], we have now obtained a complete enumeration of all ways (up to symmetries, that is, isomorphism of cuts and permutation of cuts) of slicing all 32 edges of the 4-cube using 4 cuts.
Theorem 13
There are exactly 7598 non-isomorphic 4-coverings of the 4-cube.
Computer-PROOF. See the complete enumeration, available from http://www.upb.de/cs/cubecuts/4cube
Observe that the proof of Theorem 1 in Section 2 reveals that each cut 3, 4, 4 , 5, 6 of the 3-cube can be extended by two additional ones to form a 3-covering. Inspection of the above enumeration yields the same to hold in dimension 4: Corollary 14 Every cut in the 4-cube can be extended to a 4-covering.
Algorithmic Enumeration of all 4-Cuts of the 5-Cube covering 78 Edges
The 5-cube admits exactly 62 non-isomorphic cuts http://www.upb.de/cs/cubecuts/5cube/cuts.html. It has furthermore been shown (although only computationally yet) in [19] that the cut number of the 5-cube is 5; that is, any four cuts will necessarily miss at least one edges. This has been strengthened in [9] in that 4 cuts in the 5-cube can slice 78 but no more out of the total of 80 edges. 
Similarly, cuts PROOF. The cut "x 5 = 0" slices the Type ii)-pair of edges from Example 16 so that it extends (3) to a 5-covering. All other 61 cuts in the 5-cube are easily verified to slice at least one adjacent (i.e., Type i) pair of edges. By symmetry, these edges can be arranged to coincide with e 79 and e 80 from Example 16. Since the four cuts (2) cover all but these two edges, the claim follows. 2
Algorithms
Obtaining all (combinatorially different and non-isomorphic) cuts in the dcube is well-known to be practically tractable by manual calculation for d ≤ 5 and by computers for d ≤ 8 based on the algorithmic enumeration of cut complexes [4, 5, 7, 8] . Specifically for the 5-cube, the approach was to iteratively calculate the list L k of all non-equivalent subsets S of its edges {e 1 , e 2 , . . . , e 79 , e 80 } slicable by k = 2, 3, 4 cuts, respectively by combining each entry from L k−1 with each of the 47, 285 possible cuts (top-level dynamic programming).
Symmetry considerations in the above sense mean the following immediate observation generalizing Figure 3 in Section 2: If the set {H 1 , . . . , H k } of hyperplanes slices all edges of the cube {±1} d , the so does -the set {H 1 , . . . , H k } obtained by jointly applying a coordinate permutation π : {1, . . . , d} → {1, . . . , d} to each hyperplane:
-the set {H 1 , . . . , H k } obtained by jointly applying to each hyperplane a reflection
. . , k; -any combination of the above.
It therefore suffices to consider, for each of these at most d!2 d equivalent kcuts, only one representative. Furthermore, the above dynamic programming approach carries over to respect these symmetry considerations in the following way: a list L k of representatives of k-cuts can be obtained by combining all elements from a list L k−1 of representatives of (k − 1)-cuts with all (!) possible single cuts and then eliminating from resulting entries possible equivalent ones.
Since, for a collection of edges slicable by k cuts, any subset is also slicable by the very same cuts, it furthermore suffices to consider only maximal subsets of edges. The removal of non-maximal entries from list L k+1 after each dynamic programming phase k → k+1 turned out out to allow for a tremendous further reduction of search space. L 3 for instance had 13, 194 , 628 maximal entries but L 4 , instead of being 47, 285 times larger, had only 182, 920. On the other hand, this removal of non-maximal entries would take far too long itself if performed in by a naive comparison of all pairs S 1 , S 2 ∈ L 3 with quadratic running time. Instead, we implemented a Radix Tree data structure [3] . For a fixed list L of N subsets of {1, 2, . . . , n} and after modest preprocessing time, such a tree would answer, for each given set S and within both linear space and sublinear time of order roughly O( √ N ), the Subset Query "∃S ∈ T : S ⊆ S ?". (The recently developed algorithms in [2] for this problem require more memory and more expensive preprocessing and have turned out impractical for our application with n = 80 and N ≈ 10 7 .) Such queries in turn allow to convert a listL k into another one L k with maximal entries only by starting with L k := ∅ and, successively for each = n − 1, n − 2, . . . , 2, 1, including those entries S fromL k of cardinality |S| = not covered by S ∈ L k , that is, for which the Subset Query is answered negatively. This, again, constitutes an application of dynamic programming.
Further acceleration was achieved by distributing computations to up to 100 computers simultaneously 2 , facilitated by the structure of the above second level of dynamic programming which readily turned into a bulk synchronous parallel (BSP) program [11] . In this paradigm, a distributed algorithm consists of alternating (possibly empty) phases of A) purely local computation on all machines, entirely independent of each other; B) synchronized all-to-all broadcast for data exchange.
The small number n N of supersteps attained by our implementation implies high communication efficiency and well scalability with the number p of processors employed. Indeed within each round = n − 1, n − 2, . . . , 2, 1, the list L k can be kept fixed because negatively answered Subset Queries S of cardinality |S| = are neither sub-nor supersets of any other set of cardinality . They thus do not affect the result of future queries within this round and so that the latter may proceed independently without any further inter-communication.
From the entries S in L 4 , none had cardinality |S| ≥ 79 (thus revealing the cut number of the 5-cube to be 5; cf. [19] ); and only two had cardinality |S| = 78 (thus re-establishing the 4th slicing number to be 78; cf. [9] ). Moreover, the two edges missed by these two entries were of the form claimed in Theorem 15c).
In order to conclude Claims a) and b) therein, we had to re-engineer which (tuples of) cuts have had led to these two entries. This was accomplished by proceeding, reversely, from the list L 4 ⊆ L 4 of those (only two) maximal subsets of edges slicable by 4 cuts of cardinality 78, to the list L 3 ⊆ L 3 of those slicable by 3 cuts which extend to elements from L 4 , and so forth down to L 1 (third level of dynamic programming).
Well aware of the dangers of faulty computer proofs, we have taken particular precaution to minimize the sources of possible errors. In particular, the above algorithms were implemented in modular form as several individual C-programs; this allowed for extensive testing of each one separately. The various desired functionalities were then obtained by simple shell-scripts executing combinations of these programs connected to each other via pipes on standard PCs running the Linux operating system. Intermediate results, such as the above lists L k , were regularly counter-checked by backup PCs and are available to external verification from http://www.upb.de/cs/cubecuts.
Algorithmic Enumeration of all 5-Coverings of the 6-Cube
Already Paterson constructed in [18, Example 3.72 ] an example of 5 cuts slicing all edges of the 6-dimensional cube {−1, +1} 6 : 0 = 1x 1 + 1x 2 + 1x 3 − 2x 4 − 2x 5 − 4x 6 0 = 2x 1 + 2x 2 + 2x 3 + 1x 4 + 1x 5 − 3x 6 0 = 2x 1 + 2x 2 + 2x 3 − 3x 4 − 3x 5 + 1x 6 (4) 0 = 2x 1 + 2x 2 + 2x 3 + 1x 4 + 1x 5 + 5x 6 0 = 1x 1 + 1x 2 + 1x 3 + 3x 4 + 3x 5 − 4x 6 .
Our goal lies in a complete enumeration of all such 5-coverings. This is currently in progress of computation based on the above method and has so far yielded the list L 2 of all maximal subsets of edges {e 1 , e 2 , . . . , e 192 } of the 6-cube slicable by two cuts. Based on that list, we were already able to find computationally (but easy to verify manually) some first new ways of slicing the 6-cube:
Example 18 The five cuts 0 = 2x 1 + 2x 2 + 2x 3 + 1x 4 + 1x 5 + 5x 6 0 = 2x 1 + 2x 2 + 2x 3 + 1x 4 − 3x 5 − 3x 6 0 = 2x 1 + 2x 2 + 2x 3 − 1x 4 + 3x 5 − 3x 6 0 = 1x 1 + 1x 2 + 1x 3 − 3x 4 + 2x 5 + 3x 6 1 = 2x 1 + 2x 2 + 2x 3 + 5x 4 − 6x 5 + 7x 6 slice all 192 edges of the 6-cube yet involve, as opposed to (4), also a nonhomogeneous hyperplane. L 2 has also been successfully exploited to find the following
Example 19
The four cuts
slice 184 of all 192 edges and thus improve the lower bound 181 on the 4th slicing number of the 6-cube from [9, Table 3 .4]. L 2 contains roughly 350 million entries. We expect, as in the 5-dimensional case from Section 3.2, L 3 to be the largest one and compared to which L 4 again decreases in size. The remaining computation time is estimated to about 200 CPU years on a 3GHz machine with 1GB main memory. This may sound a lot but, regarding the efficient parallelization (Section 3.3) and in times of abundant home PCs mostly just idling or 'busy' displaying screen savers, it remains more a matter of coordination to make them available to our problem and have it solved within merely weeks; compare the computationally much larger seti@home-project [20] or distributed.net. A promising and convenient corresponding environment for such purposes has been developed very recently [1] .
Towards the Cut Number of the 7-Cube and Beyond
As pointed out in the introduction, dimension 7 is the first where the cube cut number is currently still open. Once a complete enumeration of all 5-coverings of the 6-cube (cf. Section 3.4) is at hand, the following simple observation becomes a promising strategy for deciding which of the two cases "S(7) = 5" and "S(7) = 6" holds: A putative 5-covering of the 7-cube induces a 5-covering of each of its 14 facets, i.e. of the 6-cube and is thus contained in the aforementioned enumeration. This suggests to proceed reversely and try all possibilities of pasting 5-coverings of the 6-cube to 7-dimensional cuts slicing all facets. The dynamic programming paradigm makes the approach computationally feasible by first combining pairs of 5-coverings of the 6-cube to two facets of the 7-cube, then joining these to triples slicing three facets, and so forth.
In higher dimensions, the parameters of the Set Cover problem underlying hypercube cut numbers are related as follows:
Lemma 20 The d-dimensional cube has n = d · 2 d−1 edges. Its cut number (cover size) is of order k = S(d) ≤ d = O(log n). The number N of (possibly equivalent) cuts is bounded from above by O(2 d·(d+1) ) = n O(log n) .
Meaningful estimates on the asymptotic number of non-equivalent cuts in the d-cube seem to be unknown [16] .
PROOF. Recall, e.g. from [15] , the theory of range spaces. The range space 
Conclusion
The present work continues the authors' joint research on hypercube cut numbers. Having realized that a characterization of the covering cuts of the d-cube is the most promising key towards the (d + 1)-or even (d + 2)-dimensional cut number, sections 2 and 3 provide such characterizations: mathematically for the case of d = 3, and computationally for the cases d = 4, 5 with prospects towards d = 6. In future, we intend to use these results to settle the cut number problem of the 7-cube computationally and to obtain a mathematical proof of S(5) = 5.
