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Abstract
Effective encoding and indexing of audiovisual docu-
ments are two key aspects for enhancing the multimedia
user experience. In this paper we propose the embed-
ding of low-level content descriptors into a scalable video-
coding bit-stream by jointly optimizing encoding and index-
ing performance. This approach provides a new type of
bit-stream where part of the information is used for both
content encoding and content description, allowing the so
called ”Midstream Content Access”. To support this con-
cept, a novel technique based on the appropriate combi-
nation of Vector Quantization and Scalable Video Coding
has been developed and evaluated. More speciﬁcally, the
key-pictures of each video GOP are encoded at a ﬁrst draft
level by using an optimal visual-codebook, while the resid-
ual errors are encoded using a conventional approach. The
same visual-codebook is also used to encode all the key-
pictures of a video shot, which boundaries are dynamically
estimated. In this way, the visual-codebook is freely avail-
able as an efﬁcient visual descriptor of the considered video
shot. Moreover, since a new visual-codebook is introduced
every time a new shot is detected, also an implicit temporal
segmentation is provided.
1. Introduction
The efﬁcient encoding and indexing of audiovisual se-
quences are both important aspects for improving the us-
ability and capability of modern multimedia systems. Tra-
ditionally, content coding and content indexing have been
mainly studied as separate problems. At our best knowl-
edge, the only relevant joint approach is described in the
part of the MPEG-4 standard dealing with media object.
Anyway its application is limited to synthetic content due
to the difﬁculties of automatically and precisely identify
foreground/background audiovisual objects and their rela-
tionship. Image and video coding approaches address the
problem of Rate-Distortion (RD) optimization, trying to ob-
tain the maximum quality (in terms of SNR) at a given bit-
rate. An evolution of these coding schemes tries to obtain
the scalability of the coded bit-stream without affecting too
much the coding performance in terms of RD [16], [18], [2].
Scalable Image Coding (SC) methods, such as for exam-
ple JPEG2000 (JP2K) [17], generate a bit-stream with the
possibility of extracting decodable sub-streams correspond-
ing to a scaled version, i.e., with a lower spatial resolution
and/or a lower quality, of the original image. Moreover, this
is achieved providing coding performance comparable with
those of single point coding methods and requiring a very
low sub-stream extraction complexity, actually comparable
with read and write operations.
Beside, the main objective of content based analysis is
to extract indexes, at different semantic level, which can
be used for ﬁlling the semantic gap between the user ex-
pectance and the actual results provided by fast content
browsing and content retrieval applications. In this context,
particular attention is given to the extraction of low-level
descriptors of the considered audio-visual information [9],
[5], [10] which, for example, can be used in query by exam-
ple operation or as a base for building higher level semantic
descriptors [3]. Usually low-level descriptors are extracted
“ad hoc” from the considered signal, independently from
the adopted coding scheme, which requires therefore addi-
tional computation at the expense of a more complex end-
user system. The effectiveness of the low-level descriptors
in terms of retrieval capabilities is usually measured con-
sidering the Recall and Precision (RP) indicators which can
the be used as objective function in the optimal design of
descriptors and the associated metrics.
To jointly consider the problem of content coding and
content analysis, i.e., to produce a unique compressed
stream embedding the content and description information,
could provide additional advantages, namely:
• Descriptors are freely and immediately available to the
decoder and there is no need to reprocess the content
to extract them.
• The content and its description are in the same data
ﬂow which avoid the need to use additional tools suchas for example MPEG-21 [4] to create a consistent link
between the content and its description.
• The total rate, compressed bit-stream plus description,
should decrease, by removing possible information re-
dundancies.
The concepts underlying this problem have been formu-
lated in a seminal paper by R.W. Picard [12] by including
in the overall coding objectives also the “Content access
work” (in the cited paper, the so called “Fourth criterion”)
added to the three classic criterion, “Bit-rate”, “Distortion”,
“Computational cost”. This basic idea was then further de-
veloped in [8], where an image Codec providing an easy
access to the spatial image content was proposed and eval-
uated. Another example of application of this idea can be
found in [15, 13], where an image coding method explic-
itly designed to ease the task of content access has been in-
troduced. Speciﬁcally in [13] the proposed coding method
uses quite sophisticated approaches such as Segmentation-
Based Image Coding, Vector Quantization, Coloured Pat-
tern Appearance Model, and leads the possibility to access
image content descriptors with reduced computational com-
plexity.
Other works, such as the one presented in [11], try to re-
duce the access work needed to generate a content descrip-
tion, by adopting the ”Rough Indexing” paradigm. Follow-
ing this approach, low resolution/level descriptors are ex-
tracted requiring only a partial decoding.
Following this directions, in [1] the case of scalable joint
dataanddescriptorencodingofimagecollectionshavebeen
considered.
In this paper we propose an extension of the previ-
ous works to video sequences. The proposed technique is
based on the appropriate combination of Vector Quantiza-
tion (VQ) and wavelet based scalable video coding (SVC).
More speciﬁcally, the key-pictures of each video GOP are
encoded at a ﬁrst draft level by using an optimal visual-
codebook, while the residual errors are encoded using a
JPEG2000 approach. The same visual-codebook is also
used to encode all the key-pictures of a given video shot
which boundaries are dynamically estimated. In this way,
the visual-codebook is freely available as an efﬁcient visual
descriptor of the considered video shot, and also a rough
temporal segmentation is implicitly provided.
2. Content descriptions and Midstream Infor-
mation
According to MPEG-7 standard [10], a content descrip-
tion is formed by a set of instantiated Descriptions Schemes
(DS) and their associated Descriptors (D). Broadly speak-
ing, we can say that Descriptors represent metadata ex-
tracted from a given content, at different semantic level,
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Figure 1. Content Access: a) content descrip-
tion based access; b) midstream based ac-
cess.
while Description Schemes are used to specify the spatio-
temporal and logical/semantic relationship among Descrip-
tors, and to associate them to the described content.
Content descriptions are mainly intended to facilitate the
task of content browsing and retrieval which can be per-
formed following the logical operation chain described in
Fig.1.a. For example, if we want to retrieve all the scenes
in a video containing red colors, a query can be performed
through the content description and successively the re-
trievedcontentcanbeaccessedbydecodingthecorrespond-
ing part of the bit-stream.
A different scenario is described in Fig.1.b, where the
content description is encapsulated in the bit-stream, specif-
ically in the midstream. Assuming that the costs of ac-
cessing to content description and to midstream informa-
tion are comparable, the previous goal of scene retrieval can
be achieved by searching for a speciﬁc content through the
midstreaminformationaspreviouslydescribed. Then, since
the midstream is an integral part of the content bit-stream,
only a partial decoding will be required to fully access the
retrievedcontent, improvingthereforetheoverallefﬁciency.
The midstream construction can be performed, at least
in principle, following different approaches. Assuming, for
example, that a coding method and a content description
are given, an embedding procedure could determine a
bilateral correspondence between description elements and
bit-stream elements. This operation is clearly difﬁcult, and
it is not guaranteed that a suitable transformation could
always be found. While this approach provides backward
compatibility with existing coding methods, it requires a re-
verse transformation prior decoding, needed to recover the
proper compressed bit-stream format. A more convenient
approach requires to jointly deﬁne both the coding method
and the content descriptors. This is some how similar to
what have been done in the context of MPEG-4 standardHD  Full HD
stream truncation
HD  Full HD Color Shape
a)
b)
Figure 2. a) Spatial and quality scalable bit-
stream; b) Spatial and quality scalable bit-
stream and midstream.
for what concern the Media Object Based coding part. The
main difference is that while in MPEG-4 the identiﬁcation
of objects in video frames where mainly intended as a way
to improve the compression performance, in the present
work the main objective is twofold. To add a midstream
layer containing meaningful content descriptors and to
optimize rate distortion performance.
Scalable bit-stream and content descriptions
The scalable approach to content coding is the natural
context to embed also scalable descriptions. In image/video
scalable coding, the bit-stream is mainly organized into dif-
ferent layers which fragment the whole content along the
scalability axes, as described in Fig.2.a, where, to simplify
the explanation, only spatial and quality scalability have
been considered. The full quality HD resolution of the sig-
nal is recovered decoding only the part labeled with HD.
Adding the enhancement information (Full HD) allow to
extract also the higher resolution. If the stream is cut in a
speciﬁc point, it is also possible to decode the signal at a
lower quality. Descriptors can be potentially embedded in
each layer of the bit-stream producing at least a spatially
scalable description. For example the lower spatial reso-
lution, which correspond (see Fig.2.b) to a low resolution
version of the encoded content, could embed color and tex-
ture information, while the enhancement layers, which cor-
respond to details information at higher resolution, could
embed shape/contour descriptors.
A scalable bit-stream with embedded descriptors (mid-
stream) can therefore be scaled by an extractor operating on
the content and/or the descriptions, as reported in Fig. 3.
The scaled bit-stream can then be decoded considering
the content and/or the description at the desired resolution.
In this work only low-level descriptors have been consid-
ered. This choice was guided by two reasons. First, the
semantic of the information related to low-level descriptors
is closer to that carried out by the conventional compressed
bit-stream elements, and therefore it is quite easy its embed-
ding in the bit-stream. Second, low-level descriptors can be
successfully used to generate higher semantic level descrip-
tions which would be hardly encapsulated in the midstream
without increasing the overall bit-rate. Another relevant as-
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Figure 3. Scalable coding and description ra-
tionale.
pect to be taken into account is the increase of complexity at
the decoder side. When a piece of content is encoded (com-
pressed) as a descriptor, a certain amount of operations need
to be performed. While this augmented complexity could
not be a big deal at the encoder side, it is relevant for a de-
coder which usually has to be taken as simple as possible
in order to reduce the amount of computational resources,
including power consumption.
3. Scalable Video Coding and description em-
bedding
As an example of the concepts presented in the previous
sections, a scalable video codec which embeds low-level
visual descriptors is proposed. Although pure Vector Quan-
tization (VQ) based coding method have been in some way
surpassed, in terms of coding performance, by hybrid cod-
ingmethods(MotionCompensationandDCT/wawelet), the
code-book provided by VQ methods have been recognized
as good low-level descriptor of visual content [14]. Starting
from this consideration, a new hybrid video codec architec-
ture has been designed which properly combines the use of
vector quantization and classic hybrid video coding.
In conventional video encoder, the sequences of frames
are initially subdivided into Group of Pictures (GOP), as
shown in Fig. 4. Each key-picture is then independently en-
coded in Intra mode, while B and P pictures are encoded by
exploiting temporal redundancy. Fig. 4 speciﬁcally refers
to a Hierarchical B-predicted Picture decomposition which
provides dyadic temporal decomposition.
With respect to a conventional video codec, the method
proposed in this paper uses a different approach to key-
picture encoding. More speciﬁcally, as it can be seen in
Fig.5, all the key-pictures belonging to a given shot are
encoded by using a vector quantization based predictiveKey 
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Figure 5. The proposed video encoder.
scheme. In more detail, each key-picture is initially decom-
posed into rectangular blocks which are transformed into
code-vectors. When a new shot begins, an optimal visual
codebook is generated for the blocks of the ﬁrst key-picture.
All the key-pictures of the GOP are then vector quantized
by using the previously calculated visual codebook, and the
residual signals are generated by subtracting the quantized
frames form the original ones. The visual codebook is then
quantized and placed at the beginning of the shot. The
shot boundary detection is then performed by dynamically
evaluating the VQ error. When the quantization of a new
key-picture produces a reconstruction error higher than a
predeﬁned threshold, this means that the used visual code-
book can not represent the incoming visual content with
sufﬁcient precision. Consequently a shot-cut is declared,
and a new visual codebook is estimated. All the B frames
of a given GOP are then encoded applying a conventional
motion estimation and compensation method.
Vector Quantization Training
The algorithm used to train the vector quantizer is the
accelerated k-means described in [6]. The input images are
initially decomposed into a set of vectors which are used
as training data. A certain number of Visual Codebooks
V C(l,k) is generated varying the block size l and the num-
ber of codewords k in order to jointly ﬁnd the best set of
image blocks predictor, and the best set of image block
descriptors for the whole set of key-pictures. This can be
achieved by ﬁnding the pair (¯ l,¯ k) which minimize the fol-
lowing cost function:
J(l,k) = V Qcost(l,k) + PRcost(l,k) (1)
where V Qcost(l,k) is the cost function associated
to the vector quantization of all the key-pictures in the
considered video shot, and PRcost(l,k) expresses how
the codebook V C(l,k) allows for a good discrimination
of the considered shot with respect to those already
encoded. The function is given by the weighted sum
V Qcost(l,k) = αRV C(l,k) + βDV C(l,k) where RV C(l,k)
and DV C(l,k)) are the rate and the distortion associated
to the vector quantization process. The second term of
Equation (1) is given by PRcost(l,k) = γ(1 − Prec(l,k))
where Prec(l,k) is the precision of inter-shot classiﬁca-
tion, i.e., the percentage of correctly classiﬁed key-pictures
with respect to the shots already encoded.
VC based similarity
Traditionally employed for coding purposes [7], Visual
Codebooks (VC) have been successfully proposed in [14]
as an effective low-level feature for video indexing. As-
suming to quantize the visual content by using a VC, the
similarity between two images and/or two shots can be esti-
mated by evaluating the distortion introduced if the role of
two VCs is exchanged. More formally, let Ci, i = 1,..,n
be an image (or a shot), Ni the number of Visual Vectors
(VV) obtained after its decomposition into blocks, and let
V Cj be a generic visual codebook generated by a vector
quantizer. The reconstruction error can then be measured
by evaluating the average distortion DV Cj(Si), deﬁned as:
DV Cj(Si) =
1
Ni
Ni X
p=1
kvvi(p) − vcj(q)k2 , (2)
where vcj(q) is the codeword V Cj with the smallest eu-
clidean distance from the visual vector vvi(p), i.e.:
q = argmin
z
kvvi(p) − vcj(z)k2 . (3)
Now, given two codebooks V Ch and V Cj, the value:
|DV Ch(Ci) − DV Cj(Ci)| (4)
can be interpreted as the similarity between the two code-
books, when applied to the same visual content Ci. A sym-
metric form, used in [14] to estimate the similarity measure
between different images Ci and Cj can, thus, be deﬁned
as:
φ(Ci,Cj) = |DV Cj(Ci) − DV Ci(Ci)| ++|DV Ci(Cj) − DV Cj(Cj)| (5)
where V Ci and V Cj are in this case the optimal code-
books for the shot Ci and Cj, respectively. The smaller
φ(.) is, the more similar the images (or shots) are. Note that
the proposed similarity measure is based on the cross-effect
of the two codebooks on the two considered shots. In fact,
it may be possible that the majority of blocks of one shot
(for example Ci), can be very well represented by a subset
of the codewords of the codebook V Cj. Therefore V Cj
can represent Ci with a small average distortion, even if
the visual-content of the two shots is only partly similar.
On the other hand, it is possible that codebook V Ci does
not lead to a small distortion when applied to Cj. So the
cross-effect of codebooks on the shots can generally reduce
the number of wrong classiﬁcations.
Joint Coding-Indexing optimization
Obviously, the optimization of the cost function J(.) is
a computationally intensive task, since it is needed to com-
pute the RD function cost associated to the vector quan-
tization for several values of (l,k). Concerning inter-
classiﬁcation precision, it is required to previously estimate
its average behaviors by using a ground truth. Examples of
the V Qcost(l,k) and PRcost(l,k) function. For some com-
binations of l and k there are possible saturation effects and
if this is the case, at least one of the two members of Eq.1
can be removed from the optimization procedure. Given
the best VC, all codewords are arranged in order to store
the VC in an encoded image. Basically this task is the op-
posite process used to generate the visual vector set from
an input image. The VC image is then encoded, lossless
or lossy, by using JP2K. The compressed bit-stream is sent
to the multiplexer, while the decoded version of this signal
( ˆ V C) is provided to the next coding stage.
4. System evaluation
In this section the coding performance, in term of rate-
distortion, and the access content functionalities provided
by the embedded content midstream are presented and
discussed.
Coding effectiveness
Figure 6 reports the average Rate-Distortion curves, ob-
tained for a video composed by the concatenation of four
codingtestsequences, namely, MobileCalendar, City, Crew
and Harbor. As it can be seen, the RD values provided by
the proposed encoder are lower than that obtained using the
pure JP2K intra coding method but anyway higher than the
values given by the JPEG method. The cause of this loss are
the artiﬁcial high frequencies introduced by the blockiness
that characterize the quantized image (predictor).
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Figure 6. Rate-Distortion curve using JP2K
and the proposed VQ based encoding (l = 16
and k = 8).
Video Browsing
In Fig. 7 it is shown an example of the different levels of
quality at which the video shot can be browsed. The lowest
level corresponds to the representation of a shot only by us-
ing the associated visual codebook. It is interesting to note
that this minimal representation gives a quick idea of the
color patterns that characterize the visual content. It is also
possible to visualize a video through the vector quantized
version of the ﬁrst key-picture (second and third columns in
Fig. 7) or in more detailed views according to the available
quality layers in the compressed bit-stream.
Rate = 0.003 bpp Rate = 0.03 bpp Rate = 0.1-2 bpp
Figure 7. Examples of possible browsing res-
olution levels and the associated rates.Video Shot clustering
Beyond coding and fast browsing, the VC can be used to
efﬁciently cluster video shots having similar visual content.
As example, a shot clustering has been performed by using
the similarity estimation measure, described in Section 3,
which relies on the cross comparison of visual codebooks.
The results, obtained by applying the above procedure to
a movie trailer, are shown in Fig. 8, where each shot in a
given cluster has been represented by the ﬁrst key-picture.
Figure 8. Shot clustering based on Visual-
Codebook distances.
5. Conclusion
This paper proposes an efﬁcient method for scalable
video coding with embedded low-level descriptors. The
main contribution concern the ability to embed in the com-
pressed bit-stream also some low-level descriptors allowing
for a new scalability dimension. It has been shown that this
embedding can be performed with relatively small RD per-
formance loss, and how this low-level descriptors could be
used effectively in content based browsing and clustering
applications. Although the presented results are in some
way preliminary, they adequately demonstrate the idea of
jointly perform video coding and content analysis, produc-
ing a compressed bit-stream embedding also relevant infor-
mation for content based description.
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