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3
1 Introduction
In physics folklore, going from d dimensions to d+ 1 dimensions can often be interpreted as
some sort of K-theoretic uplift. For example, Donaldson/Seiberg-Witten theory in twisted
four-dimensional N = 2 supersymmetric theories becomes a K-theoretic analogue [1] in a
five-dimensional N = 1 supersymmetric theory.
Another such uplift has recently attracted attention: quantum K theory [2–9] arises in
descriptions of three-dimensional supersymmetric gauge theories, ‘uplifting’ Gromov-Witten
invariants of two-dimensional (2,2) supersymmetric theories. In particular, physics compu-
tations of the quantum K theory invariants, analogues of Gromov-Witten invariants, have
been discussed in [10–15] (see also [16–29]).
The three-dimensional gauge theories in question are three-dimensional gauged linear
sigma models, and they have a few complications relative to their two-dimensional counter-
parts. The most important is the existence of possible Chern-Simons terms. In order to
match the ordinary quantum K theory arising in mathematics, one must, for example, pick
Chern-Simons levels carefully. (Other values of the levels may correspond to twisted quan-
tum K theories described in [9].) A precise dictionary for such choices has been worked out
for three-dimensional N = 2 supersymmetries theories without a superpotential; however,
as we shall see in this paper, that dictionary breaks down in theories with a superpotential,
and one of our results will be a proposed extension to some examples with a superpotential.
Now, computing quantum K theory rings from GLSMs, much as with quantum coho-
mology rings [30], relies on being able to work over a nontrivial Coulomb branch, which is
often complicated in theories with a superpotential. However, there do exist some clean ex-
amples of theories with superpotential in which it is known that one can compute quantum
cohomology rings. Low-degree hypersurfaces in projective spaces are one set of examples,
and another are symplectic Grassmannians, as discussed in [31, 32]. In this paper, using
the Chern-Simons level ansatz mentioned above, we will compute quantum K theory rings
arising from physics for low-degree hypersurfaces in projective spaces and Lagrangian Grass-
mannians, and compare to known mathematics results.
One point that may be of interest for mathematicians is that in these cases, the quantum
K theory relations arise as derivatives of a universal function, known in physics as the twisted
one-loop effective superpotential. We will discuss this in detail later.
Another point that may be of interest for mathematicians is that we provide two new
descriptions of the quantum K theory rings of ordinary and symplectic Grassmannians, in
bases of shifted Wilson lines and λy classes, both of which are motivated by physics. We
plan to address the mathematical details in [33].
We begin in section 2 with a review of basics, including the quantum K theory ring of
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ordinary Grassmannians, in order to make this paper self-contained. In section 3 we describe
the quantum K theory ring of Grassmannians in a basis of shifted Wilson lines, as motivated
by physical considerations, and anticipating a rigorous presentation in [33]. In section 4
we describe the quantum K theory ring of Grassmannians in another basis, of λy classes of
universal subbundles and quotient bundles on the Grassmannian, also motivated by physics,
which we intend to describe rigorously in [33].
In section 5 we briefly review the physical derivation of quantum K theory rings for
hypersurfaces in projective spaces, as a warm-up exercise for symplectic Grassmannians.
In section 6 we finally turn to quantum K theory rings of symplectic Grassmannians.
After reviewing basics of GLSM descriptions of symplectic Grassmannians, and checking
that physics correctly predicts known mathematics results for the case of LG(2, 4), we give
predictions for quantum K theory rings of symplectic Grassmannians in a shifted Wilson
line basis, and λy class relations for Lagrangian Grassmannians, which we intend to address
mathematically in [33]. In section 7 we check these descriptions of the quantum K theory
ring in the cases of LG(2, 4) and LG(3, 6). Finally, in appendix A we list some results for
the quantum K theory ring of LG(3, 6).
Much of this paper focuses on Lagrangian and symplectic Grassmannians. GLSMs for
orthogonal Grassmannians were also discussed in [31, 32]; however, many of those GLSMs
do not have nontrivial Coulomb branches, and others have mixed Higgs/Coulomb branches,
making it impossible to apply the analysis of this paper.
2 Review and ordinary Grassmannians
2.1 Basics
Briefly, quantum K theory arises in physics from N = 2 supersymmetric gauged linear sigma
models in three dimensions. Consider a GLSM on a three-manifold of the form S1 × Σ, for
Σ a Riemann surface. This theory admits half-BPS Wilson lines, that are independent of
motions along Σ. Briefly, quantum K theory arises as the OPE algebra1 of Wilson loops
about the S1.
Such OPE algebras can be computed by reduction to two dimensions. One can build an
effective two-dimensional (2,2) supersymmetric GLSM with a Kaluza-Klein tower of fields.
Using zeta function regularization, one can sum the contributions to the twisted one-loop
1 In passing, although a full topological twist of the three-dimensional theory does not exist, one can
(partially) twist, along Σ. See [17] for details.
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effective action, and obtain [19, equ’n (2.33)]
W (u, ν) =
1
2
kab (ln xa) (ln xb) +
1
2
kaF (ln xa) (ln yF )
+
∑
a
(ln qa) (lnxa) +
∑
a
(
iπ
∑
µ pos′
αaµ
)
(lnxa)
+
∑
i
[
Li2 (x
ρiyi) +
1
4
(ρi(ln x) + ln yi)
2
]
. (2.1)
In the expression above, i indexes fields, yi = exp(2πiνi) encodes flavor symmetries, ua = Rσa
for R the radius of the three-dimensional S1 and σa the eigenvalues of the diagonalized
adjoint-valued σ in the two-dimensional vector multiplet, xa = exp(2πiua), and
xρi ≡
∏
a
x
ρa
i
a = exp (2πiρi(u)) . (2.2)
Because of their three-dimensional origins, the σ’s are periodic, with periodicity which we
will take to be
σa ∼ σa + 1/R, (2.3)
under which the xa = exp(2πiRσa) are invariant. (In passing, note that in the limit R→ 0,
this becomes the ordinary non-periodic scalar of a two-dimensional supersymmetric theory.)
Also, in principle the (ln q)(lnx) term could be recast as a (ln x)(ln y) term, but we have
kept it separate for clarity.
The αaµ on the second line are root vectors, contributing a phase to qa (much as in e.g. [37]
and references therein). The resulting phase could be absorbed into a shift of q, but we have
chosen to work in conventions in which they are kept explicit, so as to match conventions of
other sources. For the case of gauge group U(k), it can be shown that
iπ
∑
µ pos′
αaµ = iπ(k − 1) (2.4)
for all a, so the effect will be to multiply q by the phase (−)k−1.
For later use, a handy identity is
x
∂
∂x
Li2(x) = Li1(x) = − ln(1− x). (2.5)
For three-dimensional N = 2 theories without a superpotential, the Chern-Simons levels
describing the ordinary quantum K theory rings are determined by starting with an N = 4
theory in three dimensions and integrating out fields to build the given N = 2 theory. For
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an abelian gauge theory in which Qia denotes the charge of the ith chiral superfield under
the ath U(1) factor,
kab = −
1
2
∑
i
QiaQ
i
b. (2.6)
(In a U(1) gauge theory, this coincides with U(1)−1/2 quantization [22, section 2.2].)
Mixed gauge-flavor levels are determined in the same fashion. If the ith chiral superfield
has R-charge ri,
kaR = −
1
2
∑
i
Qia(ri − 1). (2.7)
(See also [12, section 2.2] for a discussion of windows of levels for which one recovers quantum
K theory.) For a nonabelian simple gauge group G with matter in representation R,
kG = −(1/2)T2(R), (2.8)
where T2(R) is the quadratic index of the representation R, normalized so that, in SU(k),
T2(fundamental) = 1.
The expression for the twisted one-loop effective superpotential has been written in terms
of an abelianization of the gauge group. Let us now consider a nonabelian gauge theory.
Specifically, consider a U(k) gauge theory. Here, there are two levels, one for the overall
trace U(1), another for SU(k). Using the facts that
trU(k)σ
2 =
∑
a
σ2a, (2.9)
trU(1)σ
2 =
1
k
(∑
a
σa
)2
, (2.10)
trSU(k)σ
2 = trU(k)σ
2 − trU(1)σ
2, (2.11)
where σ is adjoint-valued and the σa its eigenvalues, we see that kU(1) couples to
1
k
(∑
a
lnxa
)2
, (2.12)
and kSU)k) couples to ∑
a
(lnxa)
2 −
1
k
(∑
a
ln xa
)2
. (2.13)
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As a result, we take
kabuaub = kSU(k)

∑ u2a − 1k
(∑
a
ua
)2 + kU(1)
k
(∑
a
ua
)2
, (2.14)
= kSU(k)
∑
a
u2a +
kU(1) − kSU(k)
k
(∑
a
ua
)2
. (2.15)
Furthermore, we take
1
4
∑
i
(ρi(lnx))
2 =
1
4
∑
i
∑
a
[∑
b
ρbia ln xb
]2
. (2.16)
For example, for n copies of the fundamental representation of U(k),
ρbia = δ
b
a (2.17)
(independent of the flavor index i), and so
1
4
∑
i
(ρi(ln x))
2 =
n
4
∑
a
(lnxa)
2 (2.18)
in this case.
So far, we have discussed the Chern-Simons levels that one should pick in a three-
dimensional N = 2 supersymmetric theory without superpotential, so as to reproduce ordi-
nary quantum K theory (as we will verify in examples shortly). In principle, there is one
other matter about which we should also be careful, namely the ‘topological vacua’ [24,25,34].
These are closely related to discrete Coulomb vacua in two-dimensional GLSMs [35, 36]. If
they are present in a given GLSM phase, then they should be considered part of the geometry
of that phase, a modification of the target space, which would complicate efforts to derive
quantum K theory relations from physics. As a result, to hope for a derivation of quantum
K theory, one must require that there are no topological vacua in that phase, which typically
constrains possible Chern-Simons levels.
Next, let us consider the operators. In the reduction to two dimensions, the Wilson line
operators become two-dimensional operators of the form
Tr exp (2πiRσ) , (2.19)
where σ denotes the adjoint-valued scalar in the two-dimensional (2,2) supersymmetric vector
multiplet, and then derive OPE relations from the equations of motion for σ derived from
the twisted-one-loop effective action, in the same fashion as one ordinarily derives quantum
cohomology relations in two-dimensional theories [30].
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Mathematically, those Wilson line operators correspond in K theory to locally-free sheaves.
The quantum K theory relations are typically stated as relations between varieties – for
Grassmannians, Schubert varieties.
For later use, in two-dimensional nonabelian theories, it is important to take into account
the excluded loci when deriving quantum cohomology relations. For example, in a U(k) gauge
theory, on the Coulomb branch, σa 6= σb for a 6= b. The x fields obey analogous relations,
in this case xa 6= xb for a 6= b. This is not a stronger constraint, because the σa descending
from three dimensions are cylinder-valued, and so σa 6= σb if and only if xa 6= xb.
If R denotes the radius of the three-dimensional S1, then the ordinary quantum coho-
mology relations are obtained as the R → 0 limit of the relations amongst the Schubert
varieties. (In fact, in this limit, the operators corresponding to the Schubert varieties reduce
to Schur polynomials in the σ’s, which are precisely the operators describing quantum coho-
mology rings in GLSMs.) In such limits, it is important to distinguish the three-dimensional q
(henceforward q3d) from the ordinary two-dimensional q (q2d) arising in quantum cohomology
computations in GLSMs. In three dimensions, q is dimensionless, but the two-dimensional
version is not. Instead, it is related by dimensional-transmutation, giving a factor Λb0 , where
b0 is determined by the two-dimensional beta function (axial R-symmetry anomaly). For ex-
ample, for a U(k) theory with n fundamentals, b0 = n. Absorbing dimensions into R, in
that case we have
q3d = R
nq2d. (2.20)
The ordinary quantum cohomology ring admits a grading, which in the two-dimensional
theory corresponds to the axial R-symmetry or BRST grading. In three dimensions, there
is no such symmetry, and indeed, the quantum K theory products are not consistent with
such a symmetry. We shall see this in examples later in this paper.
2.2 Review of projective spaces
For projective spaces, the quantum K theory ring is identical to the quantum cohomology
ring. In this section, we will establish that fact in terms of the twisted one-loop effective
superpotential and its dilogarithms for the three-dimensional theory.
In the physical realization of the quantum cohomology ring, we identify cohomology
classes with Young tableaux, which are identified with Schur polynomials. For projective
spaces, this dictionary takes the following form:
= σ, (2.21)
= σ2, (2.22)
= σ3, (2.23)
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and so forth. On Pn, there is the relation σn+1 ∼ q.
In the physical realization of quantum K theory, we identify K theory classes with Young
tableaux, which are identified with Chern characters exp(2πiσ) as discussed in section 2.1.
In the case of a GLSM for the projective space Pn, the two-dimensional twisted one-loop
effective superpotential derived from equation (2.1) is
W =
1
2
(
k +
n + 1
2
)
(ln x)2 + (ln q) (lnx) +
n+1∑
i=1
Li2(x). (2.24)
(The (n+1)/4(lnx)2 term arises from the (1/4)ρ(lnx)2 term in equation (2.1).) In U(1)−1/2
quantization in this theory,
k = −
n + 1
2
, (2.25)
so we see that the first term in the superpotential W drops out, leaving
W = (ln q) (ln x) +
n+1∑
i=1
Li2(x). (2.26)
From this one derives the equations of motion
(1− x)n+1 = q. (2.27)
In terms of K theory, we identify the operatorW = x with S = O(−1) in the Grothendieck
group of Pn, and so we have the relation
(1− S)n+1 = q. (2.28)
In terms of Schubert varieties, the hyperplane class O is the cokernel of an inclusion S →֒ O:
0 −→ S −→ O −→ O −→ 0, (2.29)
hence in terms of K theory,
S + O = 1, (2.30)
or simply W = 1−O , so we have the quantum K theory relation
(O )n+1 = q. (2.31)
Now, for completeness, let us consider the R → 0 limit, to recover ordinary quantum
cohomology. In this limit, the Schubert varieties reduce to Schur polynomials in σ’s:
O = 1−W = 1− exp (2πiRσ) , (2.32)
7→ 1− (1 + 2πiRσ) = −2πiRσ. (2.33)
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The quantum K theory relation (2.31) becomes
(−2πiR)n+1σn+1 = q3d, (2.34)
and since from section 2.1 we know that q3d = R
n+1q2d in this case, we have
σn+1 ∝ q2d, (2.35)
as both sides are at the same (leading) order in the radius R. This is, of course, the well-
known quantum cohomology ring relation for Pn.
2.3 Review of ordinary Grassmannians and Schubert class bases
Physical realizations of quantum K theory rings for ordinary Grassmannians have recently
been discussed in detail in [12, 21], so our overview in this section will be brief, focused
on setting up some ideas for use in later sections. In particular, we include this discussion
because in subsequent sections we will give novel alternative descriptions of the quantum K
theory ring of Grassmannians (in terms of the shifted Wilson line basis and λy classes), which
will themselves later be used to describe the quantum K theory of Lagrangian Grassmannians
and to compare to physics predictions.
Briefly, a Grassmannian G(k, n) is realized by a U(k) gauge theory with n fundamentals.
The levels are as follows:
kU(1) = −n/2, (2.36)
kSU(k) = k − n/2 (2.37)
(see for example [12, equ’n (2.5)], [21, equ’n (4.15)]). (In kSU(k), for example, if we think of
deriving the N = 2 action from a three-dimensional N = 4 theory, the term k arises from
integrating out the extra N = 2 chiral multiplet needed to build the N = 4 vector multiplet,
and the −n/2 from integrating out half of the N = 4 hypermultiplets.)
Assembling the details from section 2.1, we see that the two-dimensional twisted one-loop
effective superpotential is
W =
1
2
kSU(k)
∑
a
(ln xa)
2 +
kU(1) − kSU(k)
2k
(∑
a
lnxa
)2
+
(
ln(−)k−1q
)∑
a
lnxa + n
∑
a
Li2 (xa) +
n
4
∑
a
(ln xa)
2 , (2.38)
=
k
2
∑
a
(ln xa)
2 −
1
2
(∑
a
ln xa
)2
+
(
ln(−)k−1q
)∑
a
lnxa + n
∑
a
Li2 (xa) . (2.39)
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The equations of motion are then
(−)k−1qxka = (1− xa)
n
(∏
b
xb
)
. (2.40)
In this theory, we can interpret permutation-invariant (Schur) polynomials in the xa as either
Wilson lines or, equivalently, as Schur functors in the universal subbundle S → G(k, n), a
perspective we will utilize later.
A two-dimensional nonabelian gauge theory typically has an ‘excluded’ locus on its
Coulomb branch (see e.g. [37] for details). For a U(k) gauge theory, that excluded locus
forbids vacua in which σa = σb for a 6= b, which means in the present case that we can
always take xa 6= xb, and algebraically cancel out factors of xa − xb. In addition, since each
x is an exponential of σ, we see that x can never vanish for any finite value of σ, so we can
always take xa 6= 0.
To make this concrete, and to set up later computations, we will work through the details
for the example of the Grassmannian G(2, 4). This is perhaps the simplest example in which
the quantum K theory ring differs from the quantum cohomology ring. Both the quantum
cohomology ring and the quantum K theory ring have additive generators counted by Young
tableaux fitting inside a 2× 2 box, but they differ in their product structures.
First, we compute the quantum K theory of G(2, 4) determined by physics. Here, each
WR is given by a Schur polynomial (determined by the representation R) in the xa. For
example,
W = x1 + x2, (2.41)
W = x21 + x
2
2 + x1x2, (2.42)
W = x1x2, (2.43)
W = x21x2 + x1x
2
2, (2.44)
W = x21x
2
2, (2.45)
where xa = exp(2πiRσa). The equations of motion (2.40) become
− qx1 = (1− x1)
4(x2), −qx2 = (1− x2)
4(x1) (2.46)
(where we have used the fact that xa 6= 0, since they are exponentials, to cancel out common
factors). This implies
x22(1− x1)
4 = x21(1− x2)
4, (2.47)
and cancelling out a common factor of x1 − x2 (due to the excluded locus condition), the
difference is
− q = −1 + 6x1x2 − 4x1x2(x1 + x2) + x1x2(x
2
1 + x1x2 + x
2
2). (2.48)
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Similarly,
− 2qx1x2 = x
2
2(1− x1)
4 + x21(1− x2)
4. (2.49)
After factoring out x1 − x2 (which can never vanish since x1 = x2 is on the excluded
locus), equation (2.47) becomes
W ·W = W − 4W + 4W (2.50)
equation (2.48) becomes
− q = −1 + 6W − 4W +W ·W , (2.51)
and equation (2.49) becomes
W ·W = qW +W − 4W + 6W . (2.52)
The OPEs for the Wilson line operators WT can now be derived algebraically, using the
relations above:
W ·W = W +W , (2.53)
W ·W = W , (2.54)
W ·W = 4(−q + 1)− 6W + 4qW + 4W + (−q + 1)W , (2.55)
W ·W = −q + 1− 6W + 4W +W , (2.56)
W ·W = W − 4W + 4W , (2.57)
W ·W = W , (2.58)
W ·W = −q + 1− 6W + 4W , (2.59)
W ·W = W − 4W + 4W = W ·W , (2.60)
W ·W = qW +W − 4W + 6W , (2.61)
W ·W = (−q + 1)2 + 15(−q + 1) + 4(−q − 5)W + 10W
−(−22q + 6)W + 4(−q + 1)W + (−q + 1)W , (2.62)
W ·W = 4(−q + 1) + (−q + 1)W − 24W + 10W + 4W , (2.63)
W ·W = (−q − 15)W + 4W + 10W , (2.64)
W ·W = 4W +W − 15W − 4W + 16W , (2.65)
W ·W = 4qW + 4W − 15W + 20W , (2.66)
W ·W = −q + 1− 4W + (10 + 6q)W + 6W − 20W
+(20 + q)W . (2.67)
13
Now, let us compare to Schubert varieties. Let OT denote the Schubert variety corre-
sponding to a Young tableau T . From [38, chapter 1.5], O corresponds to a hyperplane in
the Plu¨cker embedding, hence the codimension-one Schubert variety O is resolved by
0 −→ detS −→ O −→ O −→ 0. (2.68)
Taking Chern characters, this implies
ch (O) = ch (detS) + ch (O ) . (2.69)
Now, ch(O) = 1, and for G(2, n), ch(detS) =W , hence we have
1 = W + ch (O ) . (2.70)
Other cases are analogous, but considerably more complicated in general. We simply list the
result below:
O = 1−W , (2.71)
O = 1−W +W , (2.72)
O = 1− 3W +W , (2.73)
O = 1−W +W −W , (2.74)
O = 1− 2W +W + 3W − 2W +W . (2.75)
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After changing basis to the Schubert varieties above, it is straightforward to show that
O · O = O +O −O , (2.76)
O · O = O , (2.77)
O · O = O , (2.78)
O · O = O + q − qO , (2.79)
O · O = qO , (2.80)
O · O = O , (2.81)
O · O = q, (2.82)
O · O = qO , (2.83)
O · O = qO , (2.84)
O · O = O , (2.85)
O · O = qO , (2.86)
O · O = qO , (2.87)
O · O = qO + qO − qO , (2.88)
O · O = qO , (2.89)
O · O = q2. (2.90)
These match the quantum K theory relations known to mathematics, see e.g. [5, example
5.9], and have also been previously derived in physics, see e.g. [12, table (4.8)], [21, table
(4.30)].
Now, let us compare the R → 0 limit to quantum cohomology relations. The quantum
cohomology of G(2, 4) is described by Schur polynomials
= σ1 + σ2, (2.91)
= σ21 + σ
2
2 + σ1σ2, (2.92)
= σ1σ2, (2.93)
= σ21σ2 + σ1σ
2
2 , (2.94)
= σ21σ
2
2 . (2.95)
Each of these generators cohomology of degree determined by the total number of boxes.
From the twisted one-loop effective superpotential, we have
σ4a = −q, (2.96)
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and the excluded locus condition is σ1 6= σ2. Since
σ41 − σ
4
2 = (σ1 − σ2)
(
σ31 + σ
2
1σ2 + σ1σ
2
2 + σ
3
2
)
, (2.97)
and we know σ1 6= σ2, we therefore derive the condition
σ31 + σ
2
1σ2 + σ1σ
2
2 + σ
3
2 = 0. (2.98)
By algebraically manipulating the equations above, we find that the relations defining
quantum cohomology of G(2, 4) include
( )2 = + , (2.99)
· = , (2.100)
· = , (2.101)
· = + q, (2.102)
· = q , (2.103)( )2
= , (2.104)
· = q, (2.105)
· = q , (2.106)
· = q , (2.107)
( )2 = , (2.108)
· = q , (2.109)
· = q , (2.110)( )2
= q
(
+
)
, (2.111)
· = q , (2.112)( )2
= q2. (2.113)
The Schur polynomials above arise as the R→ 0 limit of the operators OT corresponding
to Schubert varieties (up to irrelevant factors). For example,
O = 1−W = 1− exp(R(σ1 + σ2)), (2.114)
7→ 1− (1 +Rσ1 +Rσ2) = −Rσ1 − Rσ2 = −R , (2.115)
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and similarly,
O 7→ R2σ1σ2 = R
2 , (2.116)
O 7→ R2
(
σ21 + σ
2
2 + σ1σ2
)
= R2 , (2.117)
O 7→ −R3σ21σ2 −R
3σ1σ
2
2 = −R
3 , (2.118)
O 7→ +R4σ21σ
2
2 = R
4 , (2.119)
where for simplicity we have suppressed most factors multiplying σ’s.
If we take the limit R→ 0 of the productsOTOT ′ above, then we can recover the products
of ordinary quantum cohomology; however, some subtleties regarding the difference between
scalings of q in three dimensions and two dimensions must be taken into account, as discussed
in section 2.1. Specifically, for G(2, 4), since there are four fundamentals, equation (2.20)
becomes
q3d = R
4q2d. (2.120)
This becomes important when determining which terms survive the R→ 0 limit.
For example, in the multiplication tables above, the quantum K theory relation
O · O = O + q3d − q3dO (2.121)
becomes
R4
(
·
)
= R4 + R4q2d − R
5q2d (2.122)
for small R, where again we have suppressed irrelevant factors. In the limit R → 0, the
last term, proportional to R5, is subleading, and we are left with the quantum cohomology
relation (2.102), as expected. For another example, for small R, the quantum K theory
relation
O · O = O + O − O (2.123)
becomes
R2 ( · ) = R2
(
+
)
− R3 . (2.124)
In the R → 0 limit, the last term is suppressed, and we recover the ordinary quantum
cohomology relation (2.99), as expected. (Ultimately this is due to a global U(1) symmetry
present in two dimensions, but not three, resulting in a grading respected by the quantum
cohomology ring, but not the quantum K theory ring.) Proceeding in this fashion, it is
straightforward to check that the R→ 0 limit of the quantum K theory relations reproduces
the quantum cohomology relations.
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3 Shifted Wilson line basis for Grassmannians
So far we have discussed bases consisting of Wilson lines (Schur polynomials in the xa) and
Schubert classes (which must be computed on a case-by-case basis for each geometry). In
this section, we will briefly discuss another basis, shifted Wilson lines, which we will use for
computational efficiency later.
3.1 Proposal
Briefly, shifted Wilson lines (denoted SW ) are Schur polynomials in za ≡ 1 − xa, instead
of the xa. They can be related to a basis of Wilson lines with relatively straightforward
algebra. For example, for a U(2) gauge theory, one has Wilson lines
W = x1 + x2, (3.1)
W = x21 + x
2
2 + x1x2, (3.2)
W = x1x2. (3.3)
In such a gauge theory, the shifted Wilson lines are defined by
SW = z1 + z2 = 2−W , (3.4)
SW = z21 + z
2
2 + z1z2 = 3− 3W +W , (3.5)
SW = z1z2 = 1−W +W . (3.6)
We propose that that the quantum K theory relations for G(k, n) can be described in
a basis of shifted Wilson lines as follows. (We plan to address the mathematical details
in [33].) First, let ei(z) denote the elementary symmetric polynomials in z, i.e.,
ei(z) = SW1i , (3.7)
where SW1i denotes the shifted Wilson line associated to a Young tableau consisting of one
column with i boxes, for example:
e1(z) =
∑
a
za, e2(z) =
∑
a<b
zazb, e3(z) =
∑
a<b<c
zazbzc, (3.8)
and so forth. (See e.g. [31, appendix A] for more information.) Furthermore, in a basis of
variables v1, · · · , vn−k, we write
ei(v) = (−)
iOi, (3.9)
where Oi is the Schubert class associated to the Young tableau with one row of i boxes.
(We will see that the vℓ can be identified with roots distinct from the zi of a characteristic
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polynomial arising from physics.) Define Zi, Vi for 1 ≤ i ≤ n as follows:
Zi =
{
ei+1(z)− ei+2(z) + · · ·+ (−)k−1−iek(z) 1 ≤ i ≤ k − 1,
0 k ≤ i ≤ n,
(3.10)
Vi =


0 1 ≤ i ≤ n− k,
(−)n−k
(
k − 1
n− i
)
q n− k + 1 ≤ i ≤ n.
(3.11)
Then,
∑
a+b=i
(−)bSW1a ⋆Ob = Vi +
{
SW1i+1 − SW1i+2 + · · ·+ (−)
k−1−iSW1k 1 ≤ i ≤ k − 1,
0 else.
(3.12)
Rather than try to give a rigorous proof of this description (see instead [33]), we will give a
few examples, plus a derivation from the physical chiral ring relations, demonstrating that
this basis is very natural for physics.
To be clear, the shifted Wilson line variables have appeared previously in e.g. [12]; how-
ever, we are not aware of previous work giving a presentation of the quantum K theory ring
in a basis of this form.
3.2 Example: projective space Pn
First, let us confirm that this gives the expected result for the quantum K theory ring of
a projective space Pn = G(1, n + 1). From the proposal above, we have e1(z) = SW1 = z,
SW1a = 0 for a > 1, all Zi = 0, and
Vi =
{
0 1 ≤ i ≤ n,
(−)nq i = n+ 1.
(3.13)
Furthermore, as noted in section 2.2, for a projective space,
O1 = O = O − S = 1− x = z = SW1, SW0 = 1, (3.14)
and
Om = (O1)
m = zm. (3.15)
The quantum K theory ring is then predicted to have the relations (3.12)
SW1 ⋆O − SW0 ⋆O1 = 0, (3.16)
since SW12 = 0, hence O1 = SW1, then for 2 ≤ i ≤ n,
SW1 ⋆Oi−1 − SW0 ⋆Oi = 0, (3.17)
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hence Oi = SW1 ⋆Oi−1, and finally
(−)nSW1 ⋆On = (−)
nq, (3.18)
or more simply,
SW1 ⋆On = q, (3.19)
which algebraically is just zn+1 = q. (We have used standard conventions in which the
Schubert class On+1 = 0 on Pn.) This is precisely the expected quantum K theory relation
for Pn, so we see that the prediction (3.12) does indeed work in this case.
3.3 Example: G(2, 4)
Next, let us turn to the case of G(2, 4). Here, we will begin by rewriting the physical ring
relations in a way that will help link the details of the mathematics proposal above, and
then at the end we will give a detailed computational verification of (3.12) in this case.
In the case of G(2, 4), we can rewrite the physical ring relations (2.46) in terms of these
variables as follows:
− q(1− z1) = z
4
1(1− z2), −q(1− z2) = z
4
2(1− z1), (3.20)
or more simply,
z4a − e2(z)z
3
a − qza + q = 0. (3.21)
Note that z1,2 are two of the roots of the corresponding polynomial
t4 − e2(z)t
3 − qt + q = 0. (3.22)
Let wℓ denote the four roots of this polynomial, then by comparing coefficients with
4∏
ℓ=1
(t− wℓ) = t
4 − e1(w)t
3 + e2(w)t
2 − e3(w)t+ e4(w), (3.23)
we have
e1(w) = e2(z), (3.24)
e2(w) = 0, (3.25)
e3(w) = q, (3.26)
e4(w) = q. (3.27)
(This is often known more formally as Vieta’s theorem.) Without loss of generality we can
identify w1,2 with z1,2, then from the equations above, we have
w3 + w4 = e1(w)− e1(z) = e2(z)− e1(z), (3.28)
w3w4 = e2(w)− e2(z)− (z1w3 + z1w4 + z2w3 + z2w4) , (3.29)
= −e2(z)− e1(z)(w3 + w4) = −e2(z)− e1(z) (e2(z)− e1(z)) , (3.30)
= −e2(z)− e1(z)e2(z) + e1(z)
2. (3.31)
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In passing, note that if we identify w3, w4 with the vℓ in the statement of the quantum
K theory ring in shifted Wilson lines, then
e1(v) = w3 + w4 = e2(z)− e1(z) = − (1− e2(x)) , (3.32)
= −O , (3.33)
e2(v) = w3w4 = −e2(z)− e1(z)e2(z) + e1(z)
2, (3.34)
= 1− 3e2(x) + e1(x)e2(x) = 1− 3W +W , (3.35)
= O , (3.36)
using the expressions for Schubert classes in equations (2.71), (2.73). This confirms the
dictionary (3.9) for G(2, 4).
Plugging into equations (3.26), (3.27), we have
e1(z)
3 − 2e1(z)e2(z)− e1(z)
2e2(z) + e2(z)
2 = q, (3.37)
e1(z)
2e2(z)− e2(z)
2 − e1(z)e2(z)
2 = q. (3.38)
These are the implications of the physical ring relations for G(2, 4), in the shifted variables.
It is straightforward to check that equation (3.37) matches equation (2.48) from our previous
analysis of the GLSM for G(2, 4). For later comparisons, note that the difference between
these two equations is
(e1(z)− e2(z))
(
e1(z)
2 − 2e2(z)− e1(z)e2(z)
)
= 0. (3.39)
In x variables, this becomes
W ·W = W − 4W + 4W , (3.40)
which matches the product (2.60) derived earlier.
Now, to close our discussion of G(2, 4), let us give a detailed verification of the pro-
posal (3.12) in this example. Briefly, that proposal predicts the following relations:
1.
SW1 ⋆O − SW0 ⋆O1 = SW12 , (3.41)
or more simply,
O = e1(z)− e2(z). (3.42)
2.
SW12 ⋆O − SW1 ⋆O1 + SW0 ⋆O2 = 0, (3.43)
or more simply,
O = O2 = e1(z)O − e2(z). (3.44)
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3.
− SW12 ⋆O1 + SW1 ⋆O2 = q, (3.45)
or more simply,
− e2(z)O + e1(z)O = q, (3.46)
4.
SW12 ⋆O2 = q. (3.47)
or more simply,
e2(z)O = q. (3.48)
The first two equations are equivalent to the definitions of O and O . The second two
equations, match the Vieta theorem implications (3.37), (3.38). Thus, we see that the
proposal (3.12) correctly reproduces the physics predictions for quantum K theory relations
in shifted Wilson line variables for G(2, 4).
3.4 Derivation for general cases
Now that we have seen how the proposal works in a few examples, we will give a general
argument for why the proposal (3.12) arises from physics.
The equations of motion are given in equation (2.40),
(−)k−1qxk−1a = (1− xa)
n
(∏
b6=a
xb
)
(3.49)
(after a cancellation following from the fact that the xa 6= 0). In shifted Wilson line variables
za = 1− xa, this is
(−)k−1q(1− za)
k−1 = zna
(∏
b6=a
(1− zb)
)
, (3.50)
= zna
[
1 −
(∑
b6=a
zb
)
+
( ∑
b<c,b,c 6=a
zbzc
)
− · · ·
]
. (3.51)
We can rewrite the left-hand side in terms of Weyl-invariant combinations by multiplying
in factors of za, and successively adding/subtracting terms. For example, for G(3, 6), for
a = 1, the left-hand side is
z61 [1− (z2 + z3) + (z2z3)] = z
6
1 − z
5
1(z1z2 + z1z3) + z
5
1(z1z2z3), (3.52)
= z61 − z
5
1e2(z) + z
5
1z2z3 + z
5
1e3(z), (3.53)
= z61 − z
5
1 (e2(z)− e3(z)) + z
4
1e3(z). (3.54)
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Proceeding in this fashion, it is straightforward to demonstrate that
zna
(∏
b6=a
(1− zb)
)
= zna − z
n−1
a
(
e2(z)− e3(z) + e4(z)− · · ·+ (−)
k−2ek(z)
)
+ zn−2a
(
e3(z)− e4(z) + e5(z)− · · ·+ (−)
k−3ek(z)
)
− zn−3a
(
e4(z)− e5(z) + e6(z)− · · ·+ (−)
k−4ek(z)
)
+ · · · + (−)n−k+1zn−k+1a ek(z). (3.55)
Thus, the physics equations of motion become
(−)k−1q(1− za)
k−1 = zna − z
n−1
a
(
e2(z)− e3(z) + e4(z)− · · ·+ (−)
k−2ek(z)
)
+ zn−2a
(
e3(z)− e4(z) + e5(z)− · · ·+ (−)
k−3ek(z)
)
− zn−3a
(
e4(z)− e5(z) + e6(z)− · · ·+ (−)
k−4ek(z)
)
+ · · · + (−)n−k+1zn−k+1a ek(z). (3.56)
Since this holds for all values of a, we can think of the a as roots of the following polynomial,
which we will refer to as a characteristic polynomial:
(−)k−1q(1− t)k−1 = tn − tn−1
(
e2(z)− e3(z) + e4(z)− · · ·+ (−)
k−2ek(z)
)
+ tn−2
(
e3(z)− e4(z) + e5(z)− · · ·+ (−)
k−3ek(z)
)
− tn−3
(
e4(z)− e5(z) + e6(z)− · · ·+ (−)
k−4ek(z)
)
+ · · · + (−)n−k+1tn−k+1ek(z). (3.57)
In passing, although we have used the term ‘characteristic polynomial,’ it is important
to note that it is not unique. For example, the polynomial z1(z1 + z2) can be interpreted as
either z21 + e2 or z1e1, which lead to t
2 + e2 or te1, respectively. Regardless of choices, the
desired za will still emerge as some of the roots. That said, the interpretation of the ei(v)
(for v denoting the remaining roots) may change.
The characteristic polynomial above has degree n, but there are only k za’s. We will
denote the other n − k roots by vℓ, for 1 ≤ ℓ ≤ n− k. Let {wi} denote the collection of all
roots {za, vℓ}. Since the coefficient of tn in the characteristic polynomial is 1, we can write
it as∏
i
(t− wi) = t
n − e1(w)t
n−1 + e2(w)t
n−2 − e3(w)t
n−3 + · · · + (−)nen(w). (3.58)
Clearly, the coefficient of tn−i is (−)iei(w). Comparing to the characteristic polynomial
above, the coefficient of tn−i in the right-hand-side is (−)iZi, in the notation of the pro-
posal (3.12), and similarly the coefficient of tn−i in
− (−)k−1q(1− t)k−1 (3.59)
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is (−)iVi. Putting this together, from comparing the coefficients of tn−i, and cancelling out
the common (−)i factor, we have
ei(w) = Zi + Vi. (3.60)
Now, it is straightforward to see that
e1(w) = e1(z) + e1(v), (3.61)
e2(w) = e2(z) + e1(z)e1(v) + e2(v), (3.62)
e3(w) = e3(z) + e2(z)e1(v) + e1(z)e2(v) + e3(v), (3.63)
and so forth. Furthermore,
ei(w) = SW1i , (3.64)
and, as proposed in section 3.1,
ej(v) = (−)
jOj , (3.65)
hence
ei(w) =
∑
a+b=i
(−)bSW1a ⋆Ob. (3.66)
Assembling these pieces, we have∑
a+b=i
(−)bSW1a ⋆Ob = Vi + Zi, (3.67)
which is the proposal (3.12) for the quantum K theory ring of G(k, n).
3.5 Useful identities
Finally, let us close this subsection with some identities that will be helpful later. Let ei(x)
denote the ith elementary symmetric polynomial in the xa, as before. Then, for gauge group
U(k) (so that there are k xa’s),
e1(x) =
∑
a
xa =
∑
a
(1− za) = k − e1(z), (3.68)
e2(x) =
∑
a<b
xaxb =
(
k
2
)
−
(
k − 1
1
)
e1(z) + e2(z), (3.69)
e3(x) =
∑
a<b<c
xaxbxc, (3.70)
=
(
k
3
)
−
(
k − 1
2
)
e1(z) +
(
k − 2
1
)
e2(z) − e3(z), (3.71)
and more generally, for n ≤ k,
en(x) =
(
k
n
)
−
(
k − 1
n− 1
)
e1(z) +
(
k − 2
n− 2
)
e2(z) + · · · + (−)
nen(z). (3.72)
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4 λy class relations for ordinary Grassmannians
In this section we will give another description of the quantum K theory ring of Grassman-
nians, in a basis determined by the exterior powers of the universal subbundle and universal
quotient bundle. An analogous description will play an important later in relating the quan-
tum K theory of Lagrangian Grassmannians to physics computations.
To this end, for any vector bundle E → X of rank r, define
λy(E) = 1⊕ yE ⊕ y
2 ∧2 E ⊕ · · · ⊕ yr ∧r E (4.1)
as an element of K theory. One of the basic properties of this construction is that
λy(E ⊕ F) = (λyE)⊗ (λyF) . (4.2)
(See e.g. [39, appendix A] for other useful identities satisfied by this and the related sym-
metrization map.) In particular, applying the splitting principle, if (formally) we write E as
a sum of line bundles
E = L1 ⊕ · · · ⊕ Lr, (4.3)
then
λyE =
⊗
a
(1 + yLa) . (4.4)
Now, let us apply this to give a description of the quantum K theory ring of a Grassman-
nian. Begin with the canonical short exact sequence on a Grassmannian G(k, n) relating the
(rank k) universal subbundle S to the (rank n− k) universal quotient bundle Q:
0 −→ S −→ On −→ Q −→ 0. (4.5)
Classically, this implies that
λy(S)λy(Q) = (1 + y)
n, (4.6)
where we identify 1 = O.
We propose that the quantum K theory relations for G(k, n) are given by
λy(S) ⋆ λy(Q) = (1 + y)
n − q
k−1∑
i=0
yn−i ∧i S∗, (4.7)
= (1 + y)n − q(detQ)⊗ yn−k (λy(S)− 1) , (4.8)
λy(Q
∗) ⋆ λy(S
∗) = (1 + y)n − q
n−k−1∑
i=1
yn−i ∧i Q, (4.9)
∧kS = ∧n−kQ∗, (4.10)
∧kS∗ = ∧n−kQ, (4.11)
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where ⋆ denotes the product in quantum K theory, and ⊗ is the classical tensor product.
(We intend to address the mathematical details in [33].) The reader should note that the
relations are exchanged by the duality G(k, n) = G(n − k, n), which exchanges S∗ and Q.
The quantum K theory ring of G(k, n) is then
Z[q][X1, X1, X2, · · · , Xk, Y1, Y 1, · · · , Y n−k]/J, (4.12)
where J is the ideal generated by(
1 + yX1 + y
2X2 + · · ·+ y
kXk
) (
1 + yY1 + y
2Y2 + · · ·+ y
n−kYn−k
)
= (1 + y)n − q
k−1∑
i=0
yn−iX i, (4.13)
(
1 + yY 1 + y
2Y 2 + · · ·+ y
n−kY n−k
) (
1 + yX1 + y
2X2 + · · ·+ y
kXk
)
= (1 + y)n − q
n−k−1∑
i=0
yn−iYi, (4.14)
Xk = Y n−k, (4.15)
Xk = Yn−k, (4.16)
corresponding to the λy relations (4.7)-(4.11) above.
This description of the quantum K theory ring is motivated by an analogous description
of the ordinary quantum cohomology of a Grassmannian G(k, n), given in e.g. [40, section
3.2] as
c(S∗)c(Q∗) = 1 + (−)n−kq, (4.17)
where q is taken to have cohomological degree n. In particular, the q correction itself is
encoded in
ck(S
∗)cn−k(Q
∗) = (−)n−kq. (4.18)
In fact, we can derive the quantum cohomology relation (4.18) as a two-dimensional limit
of the quantum K theory relation (4.7), as follows. To do this, set y = −1, for which
lim
R→0
λ−1(S) ∼ (−)
kRkck(S), lim
R→0
λ−1(Q) ∼ (−)
n−kRn−kcn−k(Q), (4.19)
lim
R→0
detQ = lim
R→0
∏
ℓ
x˜ℓ = 1, (4.20)
where without loss of generality we have suppressed factors of 2πi, and use equation (2.20)
to relate q3d to R
nq2d, so that the quantum K theory relation (4.7) reduces in the limit R→ 0
to
(−)nRnck(S)cn−k(Q) = 0− R
nq2d(−)
n−k
(
−1 + (−)kRkck(S)
)
. (4.21)
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Dividing out common Rn factors and suppressing subleading terms which vanish in the limit,
we have
ck(S)cn−k(Q) = (−)
−kq2d, (4.22)
or equivalently
ck(S
∗)cn−k(Q
∗) = (−)n−kq2d, (4.23)
which matches (4.18).
Now, let us examine this quantum K theory relation in detail for a projective space
Pn = G(1, n+ 1). The relation (4.7) reduces to
λy(S) ⋆ λy(Q) = (1 + y)
n+1 − qyn+1, (4.24)
since classically S ∼= (detQ)−1. We can expand this out by coefficients of y as follows:
S +Q = n+ 1, (4.25)
S ⋆ Q+ ∧2Q =
(
n+ 1
2
)
, (4.26)
S ⋆ ∧2Q+ ∧3Q =
(
n+ 1
3
)
, (4.27)
and so forth, culminating in
S ⋆ ∧n−1Q+ ∧nQ =
(
n + 1
n
)
, (4.28)
S ⋆ ∧nQ = 1− q, (4.29)
where we have identified 1 with O. Solving these equations iteratively, we find
Q = n + 1− S, (4.30)
∧2Q =
(
n+ 1
2
)
− (n+ 1)S + S ⋆ S, (4.31)
∧3Q =
(
n+ 1
3
)
−
(
n+ 1
2
)
S + (n + 1)S ⋆ S − S ⋆ S ⋆ S, (4.32)
and so forth, with the last equation, arising from the coefficient of yn+1, implying
q = 1− S ⋆ ∧nQ, (4.33)
= 1− S
(
n+ 1
1
)
+ S2
(
n+ 1
2
)
+ · · ·+ (−)n+1Sn+1, (4.34)
= (1− S)n+1, (4.35)
where we have used Sn to denote the quantum (⋆) product of n copies of S. This coincides
with the quantum K theory relation (2.27) for Pn, where we identify x with S.
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Before going on, let us recast these conventions in a slightly different notation which will
make more explicit the connection to gauged linear sigma models. If we apply the splitting
principle to formally write S = ⊕axa, then we can write
λy(S) = 1 + yS + y
2 ∧2 S + y3 ∧3 S + · · · , (4.36)
= 1 + ye1(x) + y
2e2(x) + y
3e3(x) + · · · , (4.37)
where the ea(x) are the elementary symmetric polynomials in the xa, for example:
e1(x) =
∑
a
xa, e2(x) =
∑
a<b
xaxb, e3(x) =
∑
a<b<c
xaxbxc, (4.38)
and so forth, as before. These xa’s associated to S can be identified with the quantities
appearing in the GLSM twisted one-loop effective superpotential, the exponentials of the σa.
Similarly, applying the splitting principle we can formally write Q = ⊕ℓx˜ℓ, so that similarly
λy(Q) = 1 + ye1(x˜) + y
2e2(x˜) + y
3e3(x˜) + · · · , (4.39)
but in general the x˜ℓ are not directly connected to GLSM variables. (One prominent excep-
tion we will discuss later will be LG(n, 2n), for which Q = S∗, so we can choose x˜ℓ to be
x−1a , as we will discuss.)
Now, let us turn to G(2, 4). Here, the relation (4.7) reduces to
λy(S) ⋆ λy(Q) = (1 + y)
4 − q(detQ)⊗
(
y3S + y4 ∧2 S
)
, (4.40)
= (1 + y)4 − q
(
y3S ⊗ (detQ) + y4
)
, (4.41)
using the fact that classically ∧2S ∼= (detQ)−1. Expanding in powers of y, we get the
relations
S +Q = 4, (4.42)
∧2S + S ⋆ Q+ ∧2Q = 6, (4.43)
∧2S ⋆ Q+ S ⋆ ∧2Q = 4− q S ⊗ (detQ) = 4− qS∗, (4.44)
∧2S ⋆ ∧2Q = 1− q, (4.45)
or equivalently, in terms of elementary symmetric polynomials,
e1(x) + e1(x˜) = 4, (4.46)
e2(x) + e1(x)e1(x˜) + e2(x˜) = 6, (4.47)
e2(x)e1(x˜) + e1(x)e2(x˜) = 4− q e1(S
∗), (4.48)
e2(x)e2(x˜) = 1− q, (4.49)
where we have used the fact that classically S⊗ detQ = S∗ for the case of G(2, 4), and that
e1(S
∗) = 2 + O +O = 4− 4e2(x) + e1(x)e2(x). (4.50)
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(In particular, S∗ 6= Q, as they have different c2’s.)
In passing, the reader may find it helpful to note that for any vector bundle E, which by
the splitting theorem E = ⊕axa formally,
em(x) = em(E) = e1(∧
mE). (4.51)
Now, let us simplify the expressions above. We can use the first two equations to eliminate
e1(x˜) and e2(x˜):
e1(x˜) = 4− e1(x), (4.52)
e2(x˜) = 6− e2(x)− 4e1(x) + e1(x)
2, (4.53)
or equivalently,
Q = 4O − S, (4.54)
∧2Q = 6O − ∧2S − 4S + S2. (4.55)
Plugging into the second two equations, we have
6e1(x) + 4e2(x)− 2e1(x)e2(x)− 4e1(x)
2 + e1(x)
3
= 4− 4q + 4qe2(x)− qe1(x)e2(x), (4.56)
6e2(x)− e2(x)
2 − 4e1(x)e2(x) + e1(x)
2e2(x) = 1− q. (4.57)
So far, we have merely made explicit the implications of the λy class relations. We still
need to compare to physics predictions. To do so, we will first move to the shifted Wilson
line basis of section (3. Using the dictionary
e1(x) = 2− e1(z), e2(x) = 1− e1(z) + e2(z), (4.58)
the λy class relations (4.56), (4.57) become
2e1(z)e2(z)− e1(z)
3
= −q
(
2 + e1(z) + e1(z)
2 − 2e2(z)− e1(z)e2(z)
)
, (4.59)
−e2(z)
2 − e1(z)
3 + 2e1(z)e2(z) + e1(z)
2e2(z) = −q. (4.60)
Now, let us compare these equations to physics. The reader should first note that the
second equation above, (4.60), is the same as the first of the shifted Wilson line expres-
sions (3.37). Next, if we eliminate q, we can write the first equation as[
−e2(z)
2 − e1(z)
3 + 2e1(z)e2(z) + e
2
1(z)e2(z)
] [
2 + e1(z) + e1(z)
2 − 2e2(z)− e1(z)e2(z)
]
= 2e1(z)e2(z)− e1(z)
3
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or more simply
(e1(z)− e2(z))
[
e1(z)
2 − 2e2(z)− e1(z)e2(z)
] [
−1 − e1(z)e1(z)
2 + e2(z)
]
= 0. (4.61)
The first two factors were shown to vanish from the physics relation (3.39), hence we see
that the physics relations imply the λy class relations for G(2, 4).
5 Hypersurfaces in projective space
So far, we have reviewed how physical Coulomb branch considerations yield mathematical
quantum K theory rings in three-dimensional theories without a superpotential. In this sec-
tion we will outline some of the complications that ensue when one adds a superpotential, in
the case of hypersurfaces in projective spaces, as a warm-up before considering the quantum
K theory ring of symplectic Grassmannians. (See also [10, section 2.1] for a related discussion
in terms of I-functions.)
5.1 Generalities
Consider U(1) gauge theories describing hypersurfaces of degree d in a projective space Pn.
If there were no superpotential, if we were describing the total space of the line bundle
O(−d)→ Pn, then we would use the ansatz described earlier and take
k = −
1
2
(
n+ 1 + d2
)
. (5.1)
The twisted one-loop effective superpotential is then
W =
k
2
(ln x)2 + (ln q)(lnx) + (n + 1)Li2(x) + Li2
(
x−d
)
+
n + 1
4
(lnx)2 +
1
4
(−d ln x)2, (5.2)
= (ln q)(ln x) + (n+ 1)Li2(x) + Li2
(
x−d
)
. (5.3)
The physical chiral ring relation for this noncompact model is
(1− x)n+1 = q
(
1− x−d
)d
. (5.4)
When we add a superpotential, so as to describe the compact hypersurface, we take
instead
k = −
1
2
(
n+ 1 + d2
)
+ d2 = −
1
2
(
n+ 1− d2
)
. (5.5)
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The twisted one-loop effective superpotential is then
W =
d2
2
(ln x)2 + (ln q)(ln x) + (n + 1)Li2(x) + Li2
(
x−d
)
, (5.6)
from which one derives the the chiral ring relation
(1− x)n+1 = (−)dq
(
1− xd
)d
. (5.7)
(See also [10, equ’n (2.24)]. The corresponding quantum cohomology ring arising in the
R→ 0 limit also agrees with that appearing in [41, equ’n (1.1)].) In effect, the x appearing
in the p field factor has been replaced by 1/x.
We observe that for U(1) theories, a more general formula that encompasses such cases
is
k = −(1/2)
∑
i
Qi|Qi|. (5.8)
Next, let us briefly consider the possibility of topological vacua. If these exist, they are
located at the vanishing locus of a function. In the notation of [34] (see also [24]), for massless
chirals, that function is
F (σ) = ζ + kσ +
1
2
(∑
i
Qi|Qi|
)
|σ|, (5.9)
where ζ is the Fayet-Iliopoulos parameter. For the k above, this simplifies to
F (σ) = ζ + k (σ − |σ|) . (5.10)
Note that for ζ > 0, this theory has no topological vacua, since F never vanishes.
Before going on, let us elaborate on why we chose the level above for the compact hy-
persurface. One way to motivate this is through comparing the K-theoretic I functions, as
in [4, parts 4, 5], [11, section 2]. The I function for a degree ℓ hypersurface in Pn has the
form ∑
d≥0
∏ℓd
k=1(1− x
ℓQk)∏d
k=1(1− xQ
k)n+1
qd, (5.11)
where Q = exp(−β~), β determined by the radius of the S1, and x an exponential of σ. This
corresponds to a chiral ring relation
(1− x)n+1 = q(1− xℓ)ℓ. (5.12)
The I function for the corresponding V+ model, the total space of the line bundle O(−ℓ)→
P
n, is given by ∑
d≥0
∏ℓd−ℓ
k=0 (1− x
−ℓQk)∏d
k=1(1− xQ
k)n+1
qd, (5.13)
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and the corresponding chiral ring relation is
(1− x)n+1 = q(1− x−ℓ)ℓ. (5.14)
The difference between them is the power of x appearing in the numerator, which in a GLSM
corresponds to the R-charge 2 p field. This suggests that to describe a compact hypersurface
instead of the noncompact total space of a vector bundle, we need to add a contribution to the
level that algebraically inverts the x’s corresponding to the p field, which is mechanically the
difference between the Chern-Simons levels for a noncompact V+ model and a corresponding
compact hypersurface in a projective space. We will use the same method to arrive at a
proposal for Chern-Simons levels suitable for symplectic Grassmannians later.
5.2 Degree one hyperplanes
Mathematically, a linear hypersurface in Pn is just Pn−1. We can see this in physics as
follows. Consider a supersymmetric U(1) gauge theory with n + 1 chiral multiplets xi of
charge +1, and one chiral multiplet p of charge −1, with superpotential
W = pxn+1. (5.15)
The superpotential acts as a mass term, removing both p and xn+1, leaving at lower energies
a U(1) gauge theory with n chiral multiplets of charge +1 and no superpotential, describing
Pn−1.
The ordinary quantum cohomology rings behave similarly. The ring relation has the form
σn+1σ−1 = q, (5.16)
from which one immediately reads off σn = q, as expected.
Now, let us consider the quantum K theory relations. From the general formula (5.7) for
Pn[d] for the case d = 1, we get
(1− x)n+1 = −q(1− x) (5.17)
or more simply,
(1− x)n = −q, (5.18)
which is the quantum K theory ring relation for Pn−1.
5.3 Degree two hypersurfaces
Let us first recover the ordinary quantum cohomology ring of Pn[2] from a GLSM, from
Coulomb branch considerations. The GLSM has gauge group U(1), with n+1 chiral super-
fields φi of charge 1, one chiral superfield p of charge −2, and a superpotential
W = pQ(φ), (5.19)
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where Q is a degree-two polynomial. This theory has a mixed Coulomb-Higgs branch. The
Coulomb vacua are solutions of
σn+1 = (−2σ)2q, (5.20)
or σn−1 ∝ q, which has n− 1 solutions. In addition, there is a Landau-Ginzburg orbifold, a
Z2 orbifold of a theory with superpotential of the form
W = Q(φ). (5.21)
The φ fields are massive, and there are n + 1 of them. If n + 1 is odd, then taking the Z2
orbifold results in a single vacuum, whereas if n + 1 is even, then taking the Z2 orbifold
results in a pair of vacua [42–44]. Combining the Coulomb and Landua-Ginzburg vacua, we
see that if n + 1 is odd, there are n total vacua, and if n + 1 is even, there are n + 1 total
vacua, which matches the Euler characteristic of Pn[2], as expected.
Now, let us turn to quantum K theory rings. From the general formula (5.7) for Pn[d],
we have for d = 2 the ring relation
(1− x)n+1 = q
(
1− x2
)2
, (5.22)
or more simply,
(1− x)n−1 = q(1 + x)2. (5.23)
Mathematically, the quantum K theory ring in this case is
C[y][q]/
〈
yn − qy(y − 2)2
〉
, (5.24)
where y is the divisor class, e.g. O . This matches the relations above if we identify y = 1−x.
6 Symplectic Grassmannians
In this section, we will make some general remarks on physical predictions for quantum
K theory rings of symplectic Grassmannians. Mathematically, quantum K theory rings
are known for the Lagrangian Grassmannians, but not necessarily for the other symplectic
Grassmannians. We will compare our predictions to known results for LG(2, 4) in a basis
of Schubert classes, make some predictions for quantum K theory rings of more general
symplectic Grassmannians in a shifted Wilson line basis, and also propose the quantum K
theory rings of Lagrangian Grassmannians in terms of λy classes, which we intend to address
mathematically in [33].
In section 7 we will compare those mathematical results and physical predictions, in
concrete examples of Lagrangian Grassmannians for which mathematical results are known.
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6.1 General remarks
As discussed in [31, 32], the GLSM for a symplectic Grassmannian SG(k, 2n) is a U(k)
gauge theory with 2n fundamentals Φ±i (i ∈ {1, · · · , n}), one chiral superfield q in the
representation ∧2V ∗ (for V the fundamental), and superpotential
W =
n∑
i=1
∑
a,b
qabΦ
a
iΦ
b
−i. (6.1)
In the special case k = n, SG(k, 2n) is also referred to as a Lagrangian Grassmannian, and
denoted LG(n, 2n).
From the general expressions in section 2.1, the twisted one-loop effective superpotential
for this theory has the form
W =
1
2
kSU(k)
∑
a
(ln xa)
2 +
kU(1) − kSU(k)
2k
(∑
a
ln xa
)2
+
(
ln(−)k−1q
)∑
a
ln xa + 2n
∑
a
Li2 (xa) +
∑
a<b
Li2
(
x−1a x
−1
b
)
+
2n
4
∑
a
(ln xa)
2 +
1
4
∑
a<b
(ln xa + ln xb)
2 , (6.2)
=
1
4
(
2kSU(k) + (k − 2) + 2n
)∑
a
(ln xa)
2 +
(
2
(
kU(1) − kSU(k)
)
+ k
)
4k
(∑
a
ln xa
)2
+
(
ln(−)k−1q
)∑
a
ln xa + 2n
∑
a
Li2 (xa) +
∑
a<b
Li2
(
x−1a x
−1
b
)
. (6.3)
If there were no superpotential, if we were describing the total space of a vector bundle
on G(k, 2n), we would take
kU(1) = −(2n)/2− k − 1 = −n− k + 1, (6.4)
kSU(k) = k − (2n)/2− (1/2)T2(R), (6.5)
for R = ∧2k, k the fundamental of SU(k). (We take the dual of the representation appearing,
as this is the contribution from the integrated-out N = 2 chiral that formed half of an N = 4
hypermultiplet in three dimensions.) In the expression above, we used the identity
∑
a<b
(ln xa + ln xb)
2 = (k − 2)
∑
a
(lnxa)
2 +
(∑
a
ln xa
)2
. (6.6)
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(We take the dual of the representation appearing, as this is the contribution from the
integrated-out N = 2 chiral that formed half of an N = 4 hypermultiplet in three dimen-
sions.) For any representation R of SU(k),
T2(R) =
1
k
dimR
dimSU(k)
C2(R), (6.7)
and in this case,
T2(∧
2k) = k − 2. (6.8)
However, we do have a superpotential, and in this case, following the observations in
section 5.1, we conjecture the following levels
kU(1) = k − n− 1, (6.9)
kSU(k) = (3k − 2n− 2)/2 = (3/2)k − n− 1, (6.10)
for a symplectic Grassmannian SG(k, 2n). (We will justify this choice by comparing the
resulting physical predictions against known mathematics. That said, quantum K theory is
only known for Lagrangian Grassmannians (k = n), not more general cases, so as a result,
our checks on these proposed levels are necessarily limited.)
Plugging in, we have the superpotential
W = (k − 1)
∑
a
(ln xa)
2 +
[
ln
(
(−)k−1q
)]∑
a
ln xa
+ 2n
∑
a
Li2(xa) +
∑
a<b
Li2
(
x−1a x
−1
b
)
, (6.11)
from which we derive the physical ring relations (as derivatives of W ):
(−)k−1q x2k−2a
(∏
c 6=a
(
1− x−1a x
−1
c
))
= (1− xa)
2n. (6.12)
In much of this section, we will focus on Lagrangian Grassmannians LG(n, 2n), for which
the ring relations above reduce to
(−)n−1q x2n−2a
(∏
c 6=a
(
1− x−1a x
−1
c
))
= (1− xa)
2n. (6.13)
Now, in the gauge theory, the excluded loci are
σa 6= ±σb (6.14)
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for a 6= b (σa 6= σb is typical for a U(k) gauge theory, and the condition σa 6= −σb is a
consequence of the presence of the antisymmetric two-tensor [37, section 7], [31, appendix
C]. As a result,
xa 6= x
±1
b (6.15)
for a 6= b, and so we can divide out factors of xa− xb, 1− xaxb from the equations of motion
above.
In passing, let us also take a moment to compare the R → 0 limit to the quantum
cohomology ring of a symplectic Grassmannian, as a consistency check. To this end, we
rewrite (6.12) as
(−)k−1q3d x
k−1
a
(∏
c 6=a
(
xa − x
−1
c
))
= (1− xa)
2n. (6.16)
Now, for small R,
xk−1a 7→ 1, (6.17)
xa − x
−1
c 7→ R (σa + σc) , (6.18)
1− xa 7→ Rσa, (6.19)
q3d 7→ R
2n−(k−1)q2d, (6.20)
where we have suppressed factors of 2πi, and in relating q3d to q2d, the power of R is
determined by the axial anomaly. Plugging these in, we see that (6.12) becomes
(−)k−1q2dR
2n
∏
c 6=a
(σc + σa) = R
2nσ2na . (6.21)
Thus, cancelling out factors of R, we recover the quantum cohomology relation for SG(k, 2n)
given in [31, section 2.3], as expected.
6.2 LG(2, 4) and Schubert classes
As a consistency check (for example, on our choices of Chern-Simons levels), in this section we
will explicitly compute the physics predictions for the quantum K theory ring and compare to
existing mathematical results in terms of Schubert classes. Starting from physics, expressing
everything in a Schubert basis is computationally intensive, so in the next two sections
we will propose a description of the quantum K theory ring of symplectic and Lagrangian
Grassmannians in terms of two new bases, of shifted Wilson lines and λy classes. We will
compare those new rings to existing results in section 7, and intend to address the matter
mathematically in [33].
From equation (6.11) we have the superpotential
W =
∑
a
(ln xa)
2 + (ln(−q))
∑
a
lnxa + 2n
∑
a
Li2 (xa) +
∑
a<b
Li2
(
x−1a x
−1
b
)
.(6.22)
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From this one derives the critical locus equations (6.13), which for LG(2, 4) are
(1− x1)
4 = −qx21
(
1− x−11 x
−1
2
)
, (6.23)
(1− x2)
4 = −qx22
(
1− x−11 x
−1
2
)
. (6.24)
These critical locus equations imply
x22(1− x1)
4 = x21(1− x2)
4, (6.25)
and after factoring out x1 − x2, 1− x1x2, this becomes
4x1x2 = (x1 + x2)(1 + x1x2). (6.26)
Taking the difference of x2 times (6.23) and x1 times (6.24), and factoring out x1 − x2
(which is nonzero because of the excluded locus condition), we find
− 1 + 6x1x2 − 4x1x2(x1 + x2) + x1x2
(
x21 + x1x2 + x
2
2
)
= −q(x1x2 − 1). (6.27)
Twice this plus
− (−2 + x1 + x2)
(
x1 + x2 − 4x1x2 + x
2
1x2 + x1x
2
2
)
(6.28)
(which vanishes from (6.26), and factoring out x1x2 − 1 (which is nonzero because of the
excluded locus condition), we have
2− 2(x1 + x2) + x
2
1 + x
2
2 = −2q. (6.29)
For ordinary Grassmannians, we discussed Wilson lines associated to various represen-
tations of SU(2) (or, if the reader prefers, to the Schur functor applied to the universal
subbundle S). In principle, the same Wilson lines arise here, e.g., W = x1 + x2. However,
because of e.g. equation (6.26), not all the Wilson lines are independent. In particular,
equation (6.26) implies that
4W = W +W . (6.30)
As a result, since they are not independent, we will not consider either W or W = W 2 .
Mathematically, this corresponds to the fact that there are fewer Schubert cycles in LG(2, 4)
than the ordinary Grassmannian G(2, 4).
Classically, the Schubert classes and (the remaining) Wilson loop operators (Schur func-
tors) are related mathematically by
W = 2−O −O , (6.31)
W = 3 = 3O − 2O +O , (6.32)
W = 2− 3O +O , (6.33)
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or equivalently,
O = 1−
1
4
W −
1
4
W , (6.34)
O = 1−
3
4
W +
1
4
W , (6.35)
O = 2−
9
4
W +W −
1
4
W . (6.36)
For ordinary Grassmannians, those classical mathematical relationships also hold in quan-
tum K theory. In the quantum K theory of Lagrangian Grassmannians, however, these
relations receive quantum corrections. Specifically, the quantum-corrected relationship for
LG(2, 4) is given by
O = 1−
1
4
W −
1
4
W , (6.37)
O = 1−
3
4
W +
1
4
W , (6.38)
O = 2−
9
4
W +W −
1
4
W + q. (6.39)
Note that O has a term proportional to q, so we are positing that the relations between
Schubert classes and Wilson loop operators are not solely determined classically. In fact, we
expect that this should be true in general, and that ordinary Grassmannians represent an
unusual special case.
Using the Wilson line operators (same as for G(2, 4))
W = x1 + x2, (6.40)
W = x21 + x
2
2 + x1x2, (6.41)
W = x21x2 + x1x
2
2, (6.42)
we find
O = 1 − 1− (1/4)
(
x1 + x2 + x
2
1x2 + x1x
2
2
)
, (6.43)
= 1− x1x2, (6.44)
O = 1− (3/4)(x1 + x2) + (1/4)x1x2(x1 + x2), (6.45)
= 1− (x1 + x2) + x1x2, (6.46)
O = 2− (9/4)(x1 + x2) + (x
2
1 + x
2
2 + x1x2)− (1/4)x1x2(x1 + x2) + q, (6.47)
= −2q + q = −q, (6.48)
where we have used equations (6.26), (6.29).
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Using equations (6.26), (6.29), it is straightforward to show that
O · O = q − qO + 2O −O , (6.49)
O · O = −q + qO +O , (6.50)
O · O = −qO , (6.51)
O · O = −qO , (6.52)
O · O = −qO , (6.53)
O · O = q2. (6.54)
which matches known mathematical results for the quantum K theory ring [5–7, 45].
As a minor point of interest, the reader should note that classically, the Schubert cycle
O has vanishing products with all other Schubert cycles, reflecting the fact that O ∼
−q. To be clear, this does not imply that the Schubert class O vanishes classically, and
in fact, it does not. Instead, that Schubert class should be understood as a subvariety of the
Higgs branch, whereas all computations in this section take place on the Coulomb branch,
and so are akin to merely an index of the Higgs branch subvariety.
6.3 Shifted Wilson line basis for symplectic Grassmannians
In this section, we will derive from physics a shifted Wilson line basis for the quantum K
theory ring of symplectic Grassmannians SG(k, 2n). Now, so far as we are aware, quantum
K theory is only known in mathematics for Lagrangian Grassmannians, corresponding to the
special cases k = n. Thus, in this section we will in principle be making a physical prediction
for the quantum K theory ring of general symplectic Grassmannians, and in later sections,
we will check that prediction2 against known results for Lagrangian Grassmannians, as well
as against λy class relations for Lagrangian Grassmannians which will be described next.
First, we rewrite the physical ring relation (6.12) in the form
(−)k−1q (1− za)
k−1
∏
b6=a
(zazb − za − zb) = z
2n
a
∏
c 6=a
(1− zc) , (6.55)
where za = 1− xa.
2 To be clear, our prediction for general symplectic Grassmannians SG(k, 2n) will only be as good
as our choice of Chern-Simons levels, which we have only been able to check in the case of Lagrangian
Grassmannians, for which k = n.
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We can write∏
b6=a
(zazb − za − zb) =
∏
b6=a
(zb(za − 1)− za) , (6.56)
=
n−1∑
ℓ=0
(−)n−1−ℓzn−1−ℓa (za − 1)
ℓeℓ(z
′), (6.57)
where z′ denotes the collection of zb 6= za.
Next, we use the following identities:
ei(z
′) =
i∑
j=0
(−)jzjaei−j(z), 1 ≤ i ≤ n− 1, (6.58)
zaei(z
′) = ei+1(z)− ei+1(z
′), (6.59)
zj2ei(z
′) = zj−1a ei+1(z)− z
j−2
a ej+2(z) + · · ·+ (−)
j−1ei+j(z) + (−)
jei+j(z
′), (6.60)
where the last identity is established inductively.
With these identities, we can write∏
b6=a
(zazb − za − zb)
=
k−1∑
p=1
zk−1−pa

k−1∑
i=1
min{p,k−i}∑
m=max{p+1−i,1}
(−)k−i+p
(
i
p−m
)
ei+m(z) +
k−1∑
i=p
(−)k−1−i+pep(z)


+ zk−1a (1/2)
(
(−)k−1 + 1
)
. (6.61)
In particular, the left-hand-side of the physical chiral ring relation (6.55) can be written
(−)k−1q (1− za)
k−1
∏
b6=a
(zazb − za − zb)
= (−)k−1q
2k−2∑
ℓ=1
z2k−2−ℓa
[
k−1∑
p=1
(−)ℓ−p
(
k − 1
ℓ− p
)( k−1∑
i=1
min{p,k−i}∑
m=max{p+1−i,1}
(−)k−i+p
(
i
p−m
)
ei+m(z)
+
k−1∑
i=p
(−)k−1−i+pep(z)
)]
+ (−)k−1q(1/2)
(
(−)k−1 + 1
) k−1∑
ℓ=0
(−)ℓ
(
k − 1
ℓ
)
z2k−2−ℓa . (6.62)
For the right-hand-side of the physical chiral ring relation (6.55), we can use equa-
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tion (3.55), namely
zna
∏
c 6=a
(1− zc)
= zna − z
n−1
a
(
e2(z)− e3(z) + e4(z)− · · ·+ (−)
n−2en(z)
)
+ zn−2a
(
e3(z)− e4(z) + e5(z)− · · ·+ (−)
n−3en(z)
)
− zn−3a
(
e4(z)− e5(z) + e6(z)− · · ·+ (−)
n−4en(z)
)
+ · · · − zaen(z). (6.63)
= zna −
n−1∑
p=1
(−)pzn−pa
k−1∑
ℓ=1
(−)ℓep+ℓ(z), (6.64)
in conventions in which ep(z) = 0 for p < 0 or p > k.
Putting this together, and replacing za with the indeterminate t, we get a characteristic
polynomial associated with this theory:
t2n −
k−1∑
p=1
(−)pt2n−p
k−1∑
ℓ=1
(−)ℓep+ℓ(z) + (−)
kq(1/2)
(
1− (−)k
) k−1∑
ℓ=0
(−)ℓ
(
k − 1
ℓ
)
t2k−2−ℓ
+(−)kq
2k−2∑
ℓ=1
t2k−2−ℓ
[
k−1∑
p=1
(−)ℓ−p
(
k − 1
ℓ− p
)(k−1∑
i=1
min{p,k−i}∑
m=max{p+1−i,1}
(−)k−i+p
(
i
p−m
)
ei+m(z)
+
k−1∑
i=p
(−)k−1−i+pep(z)
)]
= 0. (6.65)
Next, we write this as ∏
ℓ
(t− wℓ) = 0, (6.66)
where the wℓ are all 2n roots of the characteristic polynomial (6.65) (of which k < 2n
correspond to the za), and comparing coefficients (i.e. using Vieta’s formula), we find
em(w) =
k−1∑
ℓ=1
(−)ℓ+1em+ℓ(z) + (−)
kq(1/2)
(
1− (−)k
)( k − 1
m− 2− 2n+ 2k
)
+(−)kq

k−1∑
p=1
(−)p
(
k − 1
m− 2− 2n+ 2k − p
)k−1∑
i=1
min{p,k−i}∑
m=max{p+1−i,1}
(−)k−i+p
(
i
p−m
)
ei+m(z)
+
k−1∑
i=p
(−)k−1−i+pep(z)
)]
, (6.67)
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in conventions
ep(z) = 0, for p < 0 or p > k,(
k
ℓ
)
= 0, for ℓ < 0 or ℓ > k.
Proceeding as for shifted Wilson line bases for ordinary Grassmannians in section 3, and
writing em(w) in terms of ei(z) and ej(v) for another 2n− k variables v, we can use the first
2n− k equations above to solve for the ej(v) in terms of the ei(z), and then the remaining
equations are constraints on the ei(z).
To perform consistency checks, we will compare against known results for Lagrangian
Grassmannians LG(n, 2n). To that end, below we give the specialization of the general
formulas above to Lagrangian Grassmannians.
For the Lagrangian Grassmannian LG(n, 2n), a characteristic polynomial is
t2n −
n−1∑
p=1
(−)pt2n−p
n−1∑
ℓ=1
(−)ℓep+ℓ(z) + (−)
nq(1/2) (1− (−)n)
n−1∑
ℓ=0
(−)ℓ
(
n− 1
ℓ
)
t2n−2−ℓ
+(−)nq
2n−2∑
ℓ=1
(−)ℓt2n−2−ℓ

n−1∑
p=1
(−)p
(
n− 1
ℓ− p
)n−1∑
i=1
min{p,n−i}∑
m=max{p+1−i,1}
(−)n−i+p
(
i
p−m
)
ei+m(z)
+
n−1∑
i=p
(−)n−1−i+pep(z)
)]
= 0, (6.68)
and applying Vieta’s formula as before implies
em(w) =
n−1∑
ℓ=1
(−)ℓ+1em+ℓ(z) + (−)
nq(1/2) (1− (−)n)
(
n− 1
m− 2
)
+(−)nq

n−1∑
p=1
(−)p
(
n− 1
m− 2− p
)n−1∑
i=1
min{p,n−i}∑
m=max{p+1−i,1}
(−)n−i+p
(
i
p−m
)
ei+m(z)
+
n−1∑
i=p
(−)n−1−i+pep(z)
)]
, (6.69)
where the wℓ are the 2n roots of the characteristic polynomial, which include the n za, in
the conventions
ep(z) = 0, for p < 0 or p > n,(
n
ℓ
)
= 0, for ℓ < 0 or ℓ > n.
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As before, in principle one can write the elementary symmetric polynomials em(w) in
terms of elementary symmetric polynomials in the n za and another n v’s, use the first n
equations above to solve for the ei(v)’s in terms of the ej(z)’s, and then use the remaining
equations to constrain the values of ej(z). We will see this explicitly in examples later, but
for the moment, for later use, we write out the first few values of em(w) explicitly:
• m = 1
e1(w) =
n−1∑
ℓ=1
(−)ℓ+1e1+ℓ(z), (6.70)
• m = 2
e2(w) =
n−1∑
ℓ=1
(−)ℓ+1e2+ℓ(z) + (−)
nq(1/2) (1− (−)n) , (6.71)
• 3 ≤ m ≤ n− 1
em(w) =
n−1∑
ℓ=1
(−)ℓ+1em+ℓ(z) + (−)
nq(1/2) (1− (−)n)
(
n− 1
m− 2
)
+(−)nq

n−1∑
p=1
(−)p
(
n− 1
m− 2− p
)n−1∑
i=1
min{p,n−i}∑
m=max{p+1−i,1}
(−)n−i+p
(
i
p−m
)
ei+m(z)
+
n−1∑
i=p
(−)n−1−i+pep(z)
)]
, (6.72)
• m = n, n + 1
em(w) = (−)
nq(1/2) (1− (−)n)
(
n− 1
m− 2
)
+(−)nq

n−1∑
p=1
(−)p
(
n− 1
m− 2− p
)n−1∑
i=1
min{p,n−i}∑
m=max{p+1−i,1}
(−)n−i+p
(
i
p−m
)
ei+m(z)
+
n−1∑
i=p
(−)n−1−i+pep(z)
)]
, (6.73)
• m > n + 1
em(w) = (−)
nq

n−1∑
p=1
(−)p
(
n− 1
m− 2− p
)n−1∑
i=1
min{p,n−i}∑
m=max{p+1−i,1}
(−)n−i+p
(
i
p−m
)
ei+m(z)
+
n−1∑
i=p
(−)n−1−i+pep(z)
)]
, (6.74)
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Finally, we should elaborate on how this shifted Wilson line basis is related to e.g. Schu-
bert classes, much as we did for ordinary Grassmannians. We provide the dictionary in some
special cases below. This dictionary was derived using the program “Equivariant Schubert
Calculator” [45] to compute multiplications in the classical and quantum K theory rings.
For LG(2, 4), we compute that the dictionary is
ei(z) = SW1i , (6.75)
e1(v) = −O , (6.76)
e2(v) = O . (6.77)
We will confirm this dictionary explicitly later in section 7.1.
For LG(3, 6), we compute that the dictionary is
ei(z) = SW1i, (6.78)
e1(v) = −O , (6.79)
e2(v) = O − q, (6.80)
e3(v) = −O − q. (6.81)
We will discuss this example explicitly later in section 7.2.
For LG(4, 8), we compute that the dictionary is
ei(z) = SW1i , (6.82)
e1(v) = −O , (6.83)
e2(v) = O , (6.84)
e3(v) = −O + q, (6.85)
e4(v) = O4 + q. (6.86)
For LG(5, 10), we compute that the dictionary is
ei(z) = SW1i , (6.87)
e1(v) = −O , (6.88)
e2(v) = O − q, (6.89)
e3(v) = −O − 3q, (6.90)
e4(v) = O4 − 4q, (6.91)
e5(v) = −O5 − 2q. (6.92)
We shall study in detail how these are applied in examples later. Next, however, we
will present a λy-class description of the quantum K theory ring relations for Lagrangian
Grassmannians.
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6.4 λy class relations for LG(n, 2n)
In this section we will propose a description of the quantum K theory ring of LG(n, 2n) in
terms of the λy class of the universal subbundle, much as we did for ordinary Grassmannians
in section 4. We refer the reader to that section for notation.
On the ambient ordinary Grassmannian G(n, 2n), there is the canonical exact sequence
0 −→ S −→ O2n −→ Q −→ 0, (6.93)
which one can restrict to LG(n, 2n). In the rest of this section, we will use S, Q to denote
the restrictions of S and Q on the ambient G(n, 2n) to LG(n, 2n). Along the restriction to
LG(n, 2n), Q ∼= S∗. Then, in terms of λy classes, we have classically that
λy(S)λy(Q) = (1 + y)
2n, (6.94)
where y is a formal variable.
We propose that quantum corrections can be incorporated by writing
λy(S) ⋆ λy(Q) = (1 + y)
2n + F (y, q), (6.95)
where
F (y, q) = −(−)n−1q
2n∑
i=0
Riy
i, (6.96)
with the Ri determined as follows:
• R0 = 0, R1 = 0,
• Ri = R2n+2−i for all 2 ≤ i ≤ n+ 1,
• For any 2 ≤ i ≤ n+ 1,
Ri = ∧
i−2Q+ ∧i−4Q+ · · ·+ ∧i−2[i/2]Q, (6.97)
in conventions in which ∧0S∗ = 1 and ∧−iS∗ = 0.
(We intend to address this mathematically in [33].)
For LG(2, 4), we have R2 = R4 = 1, R3 = Q, hence
F (y, q) = +qy2(1 + yQ+ y2). (6.98)
Formally writing, from the splitting principle, S = ⊕axa, Q = ⊕ax˜a, we have
λy(S) = 1 + y(x1 + x2) + y
2(x1x2) = 1 + ye1(x) + y
2e2(x), (6.99)
λy(Q) = 1 + y(x˜1 + x˜2) + y
2(x˜1x˜2) = 1 + ye1(x˜) + y
2e2(x˜), (6.100)
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where ei denote the elementary symmetric polynomials. As a result, the coefficients of powers
of y in equation (6.95) are
e1(x) + e1(x˜) = 4, (6.101)
e2(x) + e1(x)e1(x˜) + e2(x˜) = 6 + q, (6.102)
e2(x)e1(x˜) + e1(x˜)e2(x) = 4 + qe1(x˜), (6.103)
e2(x)e2(x˜) = 1 + q. (6.104)
We will explicitly verify that these predictions match physics and existing mathematics in
section 7.1.2.
For LG(3, 6), we have R2 = R6 = 1, R3 = R5 = Q, R4 = ∧2Q + 1, hence
F (y, q) = −qy2
(
1 + yQ+ y2(1 + ∧2Q) + y3Q + y4
)
. (6.105)
We will compare this to physics predictions and to existing mathematics in section 7.2.2.
For LG(4, 8), we have R2 = R8 = 1, R3 = R7 = Q, R4 = R6 = ∧2Q + 1, R5 = ∧3Q+ Q,
hence
F (y, q) = +qy2
(
1 + yQ+ y2(1 + ∧2Q) + y3(Q + ∧3Q) + y4(1 + ∧2Q) + y5Q + y6
)
.
(6.106)
Next, we will apply these bases to specific examples.
7 Examples of Lagrangian Grassmannians
In this section we will check the descriptions of quantum K theory given in the previous sec-
tion, in terms of shifted Wilson lines and λy classes, in some specific examples of Lagrangian
Grassmannians.
7.1 LG(2, 4)
In this section we will describe the quantum K theory ring of LG(2, 4) in bases of shifted
Wilson lines and λy classes, comparing to existing results as a consistency check.
7.1.1 Shifted Wilson line basis
In terms of the variables za = 1− xa, the critical locus equations for LG(2, 4) are (6.13),
− q(1− za)
∏
b6=a
(zbza − za − zb) = z
4
a
∏
b6=a
(1− zb), (7.1)
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which imply a characteristic polynomial, as in section 6.3,
t4 − t3e2(z)− tq (e2(z)− e1(z)) + q (e2(z)− e1(z)) = 0. (7.2)
Letting wℓ denote the roots of this polynomial, and matching against∏
ℓ
(t− wℓ) = 0, (7.3)
we find
e1(w) = e2(z), (7.4)
e2(w) = 0, (7.5)
e3(w) = q (e2(z)− e1(z)) , (7.6)
e4(w) = q (e2(z)− e1(z)) . (7.7)
Letting v denote the two roots which are different from the za, we have
e1(w) = e1(z) + e1(v), (7.8)
e2(w) = e2(z) + e1(z)e1(v) + e2(v), (7.9)
e3(w) = e2(z)e1(v) + e1(z)e2(v), (7.10)
e4(w) = e2(z)e2(v), (7.11)
hence
e1(v) = e2(z)− e1(z), (7.12)
e2(v) = −e2(z)− e1(z) (e2(z)− e1(z)) , (7.13)
and the constraint equations
e2(z)
2 − 2e1(z)e2(z)− e1(z)
2e2(z) + e1(z)
3 = q (e2(z)− e1(z)) , (7.14)
−e2(z)
2 − e1(z)e2(z)
2 + e1(z)
2e2(z) = q (e2(z)− e1(z)) . (7.15)
Combining these we get the q-independent expression
2e2(z)
2 − 2e1(z)e2(z)− 2e1(z)
2e2(z) + e1(z)
3 + e1(z)e2(z)
2 = 0. (7.16)
Using the identities in section 3.5, in xa variables these expressions are
1− 6e2(x) + 4e1(x)e2(x)− e1(x)
2e2(x) + e2(x)
2 = q (e2(x)− 1) , (7.17)
− (e1(x)− e2(x)− 1) (1− 3e2(x) + e1(x)e2(x)) = q (e2(x)− 1) , (7.18)
e1(x)− 4e2(x) + e1(x)e2(x) = 0, (7.19)
47
where we have used the excluded locus condition
e2(x)− 1 6= 0 (7.20)
to remove factors in simplifying the above. Equation (7.17) is identical to equation (6.27)
derived in the previous subsection, and equation (7.19) is identical to equation (6.26). We
used those two equations previously to derive all the Schubert products from physics. The
remaining equation above, (7.18), is not independent, but instead is determined by the other
two.
Thus, in a nutshell, we have confirmed that the results produced by the algorithm above
do indeed match the physics predictions used earlier, as expected.
Furthermore, in the x variables, it is straightforward to show that
e1(v) = e2(x)− 1 = −O , (7.21)
e2(v) = 1− 3e2(x) + e1(x)e2(x), (7.22)
= 1− e1(x) + e2(x) = O , (7.23)
where in the last line we have used the identity (7.19). This confirms the general statement
made earlier in section 6.3. .
7.1.2 λy classes
In section 6.4 the quantum K theory relations for LG(2, 4) are given from the y coefficients
of
λy(S) ⋆ λy(Q) = (1 + y)
4 − qy2(1 + yQ+ y2) (7.24)
as
e1(x) + e1(x˜) = 4, (7.25)
e2(x) + e1(x)e1(x˜) + e2(x˜) = 6 + q, (7.26)
e2(x)e1(x˜) + e1(x)e2(x˜) = 4 + qe1(x˜), (7.27)
e2(x)e2(x˜) = 1 + q. (7.28)
where the ei denote elementary symmetric polynomials in the splitting principle factors
S = ⊕axa, Q = ⊕ax˜a, for S and Q the restrictions to LG(2, 4) of the universal subbundle
and universal quotient bundle, respectively, on the ambient G(2, 4).
In this section we will argue that these are equivalent to the physical ring relations of the
previous subsection.
We can write
e1(x) = x1 + x2, e2(x) = x1x2, (7.29)
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where each xa = exp(2πiRσa). Similarly, since for LG(n, 2n), classically Q = S
∗, we can
take each x˜a = x
−1
a , and write
e1(x˜) =
1
x1
+
1
x2
, e2(x˜) =
1
x1x2
. (7.30)
Then, the y coefficient, equation (7.25), can be written as
x1 + x2 +
1
x1
+
1
x2
= 4, (7.31)
or more simply,
x1 + x2 + x
2
1x2 + x1x
2
2 = 4x1x2, (7.32)
which immediately coincides with equation (6.26), one of the two equations of motion we
derived physically from the twisted one-loop superpotential. For later use, in z variables,
this is
e1(z)
2 − 2e2(z)− e1(z)e2(z) = 0. (7.33)
Solving the constraint equations (7.25), (7.26), we have
e1(x˜) = 4− e1(x), (7.34)
e2(x˜) = 6 + q − e2(x)− e1(x) (4− e1(x)) , (7.35)
so the remaining two equations (7.27), (7.28) become
−4e1(x)
2 + e1(x)
3 + 4e2(x) + 6e1(x)− 2e1(x)e2(x) = 4 + q (4− 2e1(x)) , (7.36)
e2(x)
(
6− 4e1(x) + e1(x)
2 − e2(x)
)
= 1 + q (1− e2(x)) . (7.37)
In terms of shifted Wilson line z variables, these can be written
−e1(z)
3 + 2e1(z)e2(z) = +2qe1(z), (7.38)
−e1(z)
3 + 2e1(z)e2(z) + e1(z)
2e2(z)− e2(z)
2 = −q (e2(z)− e1(z)) . (7.39)
Equation (7.39) matches equation (7.14), which was derived from physics.
Equation (7.38) can be obtained from equations (7.39) and (7.33) as the combination
(e1(z) + 2) (7.39) +
(
e1(z) + e1(z)
2 − e2(z) + q
)
(7.33). (7.40)
Since both equations (7.39) and (7.33) are the same as earlier physics predictions, we see
that so too is the remaining equation (7.38), and so the λy class predictions are in agreement
with the physics predictions for the quantum K theory ring of LG(2, 4).
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7.2 LG(3, 6)
7.2.1 Shifted Wilson line basis
From equation (6.13), the ring relations predicted by physics for LG(3, 6) are
qx4a
(∏
c 6=a
(
1− x−1a x
−1
b
))
= (1− xa)
6 . (7.41)
In a basis of shifted Wilson lines za = 1−xa, using the same algebraic tricks as described in
section 3, this can be written as
q(1− za)
2
(
z2a − za (e2(z)− e3(z)) + (e2(z)− e3(z))
)
= z6a − z
5
a (e2(z)− e3(z)) + z
4
ae3(z), (7.42)
hence the za are three of the roots of the polynomial
q(1− t)2
(
t2 − t (e2(z)− e3(z)) + (e2(z)− e3(z))
)
= t6 − t5 (e2(z)− e3(z)) + t
4e3(z), (7.43)
Writing this polynomial as∏
ℓ
(t− wℓ) = t
6 − e1(w)t
5 + e2(w)t
4 + · · · + e6(w) (7.44)
and comparing coefficients, we find
e1(w) = e2(z)− e3(z), (7.45)
e2(w) = e3(z)− q, (7.46)
e3(w) = −q (e2(z)− e3(z) + 2) , (7.47)
e4(w) = −q (3(e2(z)− e3(z)) + 1) , (7.48)
e5(w) = −3q (e2(z)− e3(z)) , (7.49)
e6(w) = −q (e2(z)− e3(z)) . (7.50)
Letting the first three roots wℓ be the za, and letting the remaining three by denoted v1,2,3,
we have the relations
e1(w) = e1(z) + e1(v), (7.51)
e2(w) = e2(z) + e1(z)e1(v) + e2(v), (7.52)
e3(w) = e3(z) + e2(z)e1(v) + e1(z)e2(v) + e3(v), (7.53)
e4(w) = e3(z)e1(v) + e2(z)e2(v) + e1(z)e3(v), (7.54)
e5(w) = e3(z)e2(v) + e2(z)e3(v), (7.55)
e6(w) = e3(z)e3(v). (7.56)
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We can use the first three relations to solve for e1,2,3(v):
e1(v) = e2(z)− e3(z)− e1(z), (7.57)
e2(v) = e3(z)− e2(z)− e1(z)e2(z) + e1(z)e3(z) + e1(z)
2 − q, (7.58)
e3(v) = −e3(z)− e2(z)
2 + e2(z)e3(z) + 2e1(z)e2(z)− e1(z)e3(z)
+e1(z)
2e2(z)− e1(z)
2e3(z)− e1(z)
3
−q (e2(z)− e3(z)− e1(z) + 2) , (7.59)
Plugging back in, the remaining three equations (7.54)-(7.56) become
e41 − 3e
2
1e2 − e
3
1e2 + e
2
2 + 2e1e
2
2 + 2e1e3 + e
2
1e3 + e
3
1e3 − 2e2e3 − 2e1e2e3 + e
2
3
= q
(
1− 2e1 + e
2
1 + 2e2 − e1e2 − 3e3 + e1e3
)
, (7.60)
e31e2 − 2e1e
2
2 − e
2
1e
2
2 + e
3
2 − e
2
1e3 + 2e2e3 + 2e1e2e3 + e
2
1e2e3 − e
2
2e3 − e
2
3 − e1e
2
3
= q
(
e2 + e1e2 − e
2
2 − 4e3 + e2e3
)
, (7.61)
e31e3 − 2e1e2e3 − e
2
1e2e3 + e
2
2e3 + e
2
3 + e1e
2
3 + e
2
1e
2
3 − e2e
2
3
= q
(
e2 − 3e3 + e1e3 − e2e3 + e
2
3
)
. (7.62)
It will also be useful to derive a q-independent combination of these expressions. Let Pa
denote the difference
Pa = qx
4
a
(∏
c 6=a
(
1− x−1a x
−1
b
))
− (1− xa)
6 , (7.63)
which vanishes from the equation of motion (7.41). Then, consider the difference
x23
P1x
3
2 − P2x
3
1
(x1x2 − 1)(x1 − x2)
− x22
P1x
3
3 − P3x
3
1
(x1x3 − 1)(x1 − x3)
= 0. (7.64)
Factoring out factors such as (xa − xb) and (1 − xaxb) (which are nonzero because of the
excluded locus), we are left with the q-independent constraint
e2(x)− 6e3(x) + e3(x)e1(x) = 0, (7.65)
which can be written in terms of shifted Wilson line variables as
e1(z)
2 − 2e2(z)− e1(z)e2(z) + 3e3(z) + e1(z)e3(z) = 0. (7.66)
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7.2.2 Comparison to λy relations
For LG(3, 6), we have the relations
λy(S) ⋆ λy(Q) = (1 + y)
6 − qy2
(
1 + yQ+ y2(1 + ∧2Q) + y3Q+ y4
)
, (7.67)
as given earlier in equation (6.105). From the coefficients of powers of y, we have
e1(x) + e1(x˜) = 6, (7.68)
e2(x) + e1(x)e1(x˜) + e2(x˜) = 15− q, (7.69)
e3(x) + e2(x)e1(x˜) + e1(x)e2(x˜) + e3(x˜) = 20− qe1(x˜), (7.70)
e3(x)e1(x˜) + e2(x)e2(x˜) + e1(x)e3(x˜) = 15− q (1 + e2(x˜)) , (7.71)
e3(x)e2(x˜) + e2(x)e3(x˜) = 6− qe1(x˜), (7.72)
e3(x)e3(x˜) = 1− q, (7.73)
where we have, formally, applied the splitting principle to write S = ⊕axa and Q = ⊕ℓx˜ℓ.
Using the first three relations to eliminate e1,2,3(x˜), and plugging back in, the remaining
three equations become
20e1(x)− 15e1(x)
2 + 6e1(x)
3 − e1(x)
4 + 15e2(x)− 12e1(x)e2(x) + 3e1(x)
2e2(x)
−e2(x)
2 + 6e3(x)− 2e1(x)e3(x)
= 15− 16q + 12e1(x)q − 3e1(x)
2q + 2e2(x)q + q
2, (7.74)
20e2(x)− 15e1(x)e2(x) + 6e1(x)
2e2(x)− e1(x)
3e2(x)− 6e2(x)
2 + 2e1(x)e2(x)
2
+15e3(x)− 6e1(x)e3(x) + e1(x)
2e3(x)− 2e2(x)e3(x)
= 6− 6q + e1(x)q + 6e2(x)q − 2e1(x)e2(x)q + e3(x)q, (7.75)
20e3(x)− 15e1(x)e3(x) + 6e1(x)
2e3(x)− e1(x)
3e3(x)− 6e2(x)e3(x)
+2e1(x)e2(x)e3(x)− e3(x)
2
= 1− q + 6e3(x)q − 2e1(x)e3(x)q. (7.76)
In addition, there is also a relation we can derive classically from equation (7.68). Since
S∗ ∼= Q, we can take x˜ℓ = x−1a , hence
e3(x)e1(x˜) = e2(x). (7.77)
Multiplying equation (7.68) by e3(x), we then get
e1(x)e3(x) + e2(x) = 6e3(x). (7.78)
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Using the dictionary of section 3.5, we can rewrite the three relations (7.74)-(7.76) above
in a basis of shifted Wilson lines, as
e1(z)
4 − 3e1(z)
2e2(z) + e2(z)
2 + 2e1(z)e3(z)
= q − 2qe1(z) + 3qe1(z)
2 − 2qe2(z)− q
2, (7.79)
2e1(z)
4 − 6e1(z)
2e2(z)− e1(z)
3e2(z) + 2e2(z)
2 + 2e1(z)e2(z)
2
+4e1(z)e3(z) + e1(z)
2e3(z)− 2e2(z)e3(z)
= 2q − 4qe1(z) + 4qe1(z)
2 − qe2(z)− 2qe1(z)e2(z) + qe3(z), (7.80)
e1(z)
4 − 3e1(z)
2e2(z)− e1(z)
3e2(z) + e2(z)
2 + 2e1(z)e2(z)
2 + 2e1(z)e3(z)
+e1(z)
2e3(z) + e1(z)
3e3(z)− 2e2(z)e3(z)− 2e1(z)e2(z)e3(z) + e3(z)
2
= q − 2qe1(z) + 2qe1(z)
2 − 2qe1(z)e2(z) + 2qe1(z)e3(z), (7.81)
and equation (7.78) becomes
e1(z)
2 − 2e2(z)− e1(z)e2(z) + 3e3(z) + e1(z)e3(z) = 0. (7.82)
This last equation matches the physics prediction (7.66). Using this last equation, it is
straightforward to see the λy-class prediction (7.81) above is equivalent to the physics pre-
diction (7.60).
8 Conclusions
In this paper we have discussed various predictions for quantum K theory from physics. We
first discussed some new bases for the quantum K theory of ordinary Grassmannians, in terms
of shifted Wilson lines and λy classes, which are naturally related to physics computations.
We then turned to symplectic Grassmannians, where we used physics to make propose de-
scriptions for the quantum K theory of symplectic Grassmannians (in terms of shifted Wilson
lines) and another basis for the quantum K theory of Lagrangian Grassmannians (in terms
of λy classes), which we intend to study mathematically in [33].
9 Acknowledgements
We would like to thank M. Bullimore, C. Closset, and H. Kim for many useful conversations
and collaboration on early versions of this paper. We would also like to thank R. Donagi,
H. Jockers, S. Katz, and Y.-P. Lee for useful discussions. E.S. was partially supported by
NSF grant PHY-1720321.
53
A Tables of LG(3, 6) results
In this appendix we collect several pertinent facts concerning the quantum K theory of
LG(3, 6).
Classically, Wilson linesWT (Schur polynomials in x) and Schubert cycles OT are related
as follows:
W = 3−O −O −O , (A.1)
W = 6− 4O − 3O +O − 3O +O +O , (A.2)
W = 10−O − 6O − 10O − 5O + 5O + 4O + 3O , (A.3)
W = 8 +O − 8O − 2O +O , (A.4)
W = 15 + 3O − 20O + 5O −O −O , (A.5)
W = 15 +O + 12O − 25O + 10O − 10O − 3O , (A.6)
W = 8− 3O − 16O + 14O − 5O +O +O , (A.7)
and shifted Wilson lines SWT (Schur polynomials in 1 − x) are related to Schubert cycles
OT classically as follows:
SW = O +O +O , (A.8)
SW = O +O +O +O +O , (A.9)
SW = O +O + 2O +O , (A.10)
SW = O +O + 2O + 2O , (A.11)
SW = O + 3O + 2O , (A.12)
SW = O + 2O , (A.13)
SW = O . (A.14)
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This relations can be inverted as
O1 = SW1 − SW2 + SW2,1 − SW3 + SW3,2 − SW3,2,1, (A.15)
O2 = SW2 − SW2,1 + SW3,1 − 2SW3,2 + 2SW3,2,1, (A.16)
O3 = SW3 − SW3,1 + SW3,2 − SW3,2,1, (A.17)
O2,1 = SW2,1 − SW3 − SW3,1 + 3SW3,2 − 3SW3,2,1, (A.18)
O3,1 = SW3,1 − 3SW3,2 + 4SW3,2,1, (A.19)
O3,2 = SW3,2 − 2SW3,2,1, (A.20)
O3,2,1 = SW3,2,1, (A.21)
where for notational brevity we have indicated Young tableau by the number of boxes in
each row.
The (quantum-corrected) products of Schubert classes arising in mathematics are given
by
O1
2 = −O3 + 2O2 +O3,1 −O2,1, O1 · O2 = −q + qO1 + 2O3 +O2,1 − 2O3,1, (A.22)
O1 · O3 = q − qO1 +O3,1, O1 · O2,1 = −qO1 + qO2 + 2O3,1 −O3,2, (A.23)
O1 · O3,1 = qO1 − 2qO2 + qO2,1 O1 · O3,2 = qO2 − qO2,1 +O3,2,1, (A.24)
+ 2O3,2 −O3,2,1,
O1 · O3,2,1 = qO2,1, O2
2 = q − 2qO1 + qO2 + 2O3,1 −O3,2, (A.25)
O2 · O3 = qO1 − qO2 +O3,2, O2 · O2,1 = qO1 − 2qO2 + qO2,1 + 2O3,2 −O3,2,1,
(A.26)
O2 · O3,1 = 2qO2 − qO3 − 2qO2,1 O2 · O3,2 = qO3 + qO2,1 − qO3,1, (A.27)
+ qO3,1 +O3,2,1,
O2 · O3,2,1 = qO3,1, O2,1
2 = 2qO2 − qO3 − qO2,1 + qO3,1, (A.28)
O2,1 · O3,1 = −q
2 + q2O1 + 2qO3 O2,1 · O3,2 = q
2 − q2O1 + qO3,1, (A.29)
+ qO2,1 − 2qO3,1,
O2,1 · O3,2,1 = q
2O1, O3
2 = qO2, (A.30)
O3 · O2,1 = qO2 − qO2,1 +O3,2,1, (A.31)
O3 · O3,1 = qO3 + qO2,1 − qO3,1, O3 · O3,2 = qO3,1, (A.32)
O3 · O3,2,1 = qO3,2, O3,1
2 = q2 − 2q2O1 + q
2O2 + 2qO3,1 − qO3,2, (A.33)
O3,1 · O3,2 = q
2O1 − q
2O2 + qO3,2, O3,1 · O3,2,1 = q
2O2, (A.34)
O3,2
2 = q2O2, O3,2 · O3,2,1 = q
2O3, (A.35)
O3,2,1
2 = q3. (A.36)
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