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Solitary zonal structures have recently been identified in gyrokinetic simulations of subcritical
drift-wave (DW) turbulence with background shear flows. However, the nature of these structures
has not been fully understood yet. Here, we show that similar structures can be obtained within a
reduced model, which complements the modified Hasegawa–Mima equation with a generic primary
instability and a background shear flow. We also find that these structures can be qualitatively
reproduced in the modified Hasegawa–Wakatani equation, which subsumes the reduced model as
a limit. In particular, we illustrate that in both cases, the solitary zonal structures approximately
satisfy the same “equation of state”, which is a local relation connecting the DW envelope with
the zonal-flow velocity. Due to this generality, our reduced model can be considered as a minimum
model for solitary zonal structures in subcritical DWs.
I. INTRODUCTION
Shear flows in magnetically confined plasmas have long
been a subject of extensive research due to their ability
to regulate turbulence and transport [1]. In the presence
of a background shear flow, linear modes may transiently
grow but ultimately decay, so the plasma is formally sta-
ble to small perturbations. Nonetheless, perturbations
with sufficiently large amplitudes can still develop nonlin-
early into what is called subcritical turbulence. Interest-
ingly, radially propagating coherent structures are often
observed in gyrokinetic simulations of subcritical drift-
wave (DW) turbulence. Examples include the so-called
avalanches [2, 3], and the recently reported solitary zonal
structures [4–6]. [Here, “solitary” means propagating at
a (roughly) constant speed while maintaining a (roughly)
constant shape.] These structures are important in that
they can induce transport that is not diffusive but ballis-
tic; yet their nature has not been fully understood. This
calls for development of reduced models that can eluci-
date the underlying basic physics.
In Ref. [7], a reduced model for solitary zonal struc-
tures in subcritical turbulence is developed based on a
plasma interchange model. However, its direct relevance
to DW turbulence is unclear since its modes do not have
a real diamagnetic frequency, which is an essential fea-
ture of DWs [8]. One might expect that a more relevant
model could be based on the modified Hasegawa–Mima
equation (mHME) [9, 10], which is usually considered to
be the simplest DW model. This is endorsed by the fact
that the mHME can indeed support solitary zonal struc-
tures, which are inherently nonlinear Schro¨dinger (NLS)
solitons [11–13]. Nevertheless, these NLS solitons deteri-
orate when a background shear flow is imposed, since the
mHME does not have a primary instability to counteract
its effect. Hence, the mHME needs further adaptation in
order to describe subcritical DWs and the solitary zonal
∗ yaozhou@princeton.edu
structures therein.
In this paper, we propose a reduced model for subcrit-
ical DWs, by complementing the mHME with a generic
primary instability and a background shear flow. Within
this model, we readily obtain solitary zonal structures
resembling those identified in gyrokinetic simulations [6].
While these subcritical solitons have smaller widths and
larger amplitudes than the NLS solitons, they approx-
imately satisfy the same “equation of state”, which is
a local relation connecting the DW envelope with the
zonal-flow (ZF) velocity. In addition, we find that these
results can be qualitatively reproduced in the modified
Hasegawa–Wakatani equation (mHWE) [14], which sub-
sumes our reduced model as a limit. Therefore, our re-
duced model can be considered as a minimum model for
studying solitary zonal structures in subcritical DWs.
This paper is organized as follows. In Sec. II, we briefly
review the NLS solitons in the mHME. In Sec. III, we
discuss how the NLS solitons deteriorate in the presence
of background shear flows. In Sec. IV, we introduce our
minimum model and describe the features of the subcrit-
ical solitons that it supports. These are the main results
of this paper. In Sec. V, we show that these results can
be qualitatively reproduced in the mHWE. Our results
are summarized and discussed in Sec. VI.
II. NLS SOLITONS IN THE MHME
A. mHME and quasilinear approximation
First, let us consider DWs within the mHME [9, 10],
which is the simplest yet useful two-dimensional slab
model that captures many basic effects of interest. In
a dimensionless form, the mHME can be written as
∂tw + v · ∇w − β∂yφ = 0, (1a)
w
.
= ∇2φ− φ˜, (1b)
where the functions w and φ (and φ˜ too; see below)
are considered on the plane with coordinates x ≡ (x, y).
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2(The symbol
.
= denotes definitions.) A uniform magnetic
field B is applied perpendicularly to this plane. The gra-
dient of the plasma density n0 is in the radial (x) di-
rection, and is parameterized by a (positive) constant
β
.
= a/Ln, where a is some system size (e.g., the minor
radius of a tokamak) and Ln
.
= (−d lnn0/dx)−1 is the lo-
cal scale length of the density gradient. The ZF velocity
is in the poloidal (y) direction. Time t is normalized by
the transit time a/cs, where cs is the sound speed. Space
is normalized by the ion sound radius ρs
.
= cs/Ωci, where
Ωci is the ion gyro-frequency. The electrostatic potential
φ(t,x) is normalized by Teρs/(ea), where e is the unit
charge and Te is the electron temperature. Accordingly,
v
.
= (−∂yφ, ∂xφ) is the E×B velocity.
In the mHME, the definition of the generalized vortic-
ity w (1b) involves separating the total φ into the zonal
component 〈φ〉 and non-zonal component φ˜. The former
is the “zonal average” of φ, 〈φ〉 .= ∫ dy φ/Ly (where Ly
is the system length in y), and corresponds to the ZF.
The latter is the fluctuating component, φ˜
.
= φ − 〈φ〉,
and corresponds to DWs. The same notations apply to
w and v as well. The mHME differs from the original
Hasegawa–Mima equation [15] in that the adiabatic elec-
tron response in w contains only the non-zonal potential
φ˜ rather than the total potential φ. The need for this
modification was first identified in Refs. [16, 17].
In studies of DW–ZF interactions, it is common to
invoke the so-called quasilinear approximation, which
amounts to neglecting eddy–eddy interactions, i.e., the
direct coupling between DWs (as opposed to their indi-
rect coupling via ZFs). The non-zonal and zonal compo-
nents of Eq. (1a) then become, respectively,
∂tw˜ + U∂yw˜ − (β + U ′′)∂yφ˜ = 0, (2a)
∂tU − ∂x〈∂xφ˜∂yφ˜〉 = 0. (2b)
For convenience, we introduce the ZF velocity U(t, x)
.
=
〈vy〉 = ∂x〈φ〉 here, with U ′′ .= ∂2xU .
The poloidal wavenumber ky of a DW with form w˜ =
Re[$(t, x)eikyy] is a constant of motion in the quasilinear
mHME (2). Hence, we can further restrict our scope to
such DWs that are monochromatic in y. By denoting
φ˜ = Re[ϕ(t, x)eikyy] such that $ = (∂2x − k2y − 1)ϕ, we
obtain the one-dimensional (1D) quasilinear mHME:
∂t$ + ikyU$ − iky(β + U ′′)ϕ = 0, (3a)
∂tU − kyIm(ϕ∗∂2xϕ)/2 = 0. (3b)
Here, ϕ∗ is the complex conjugate of ϕ, and the factor
1/2 is due to zonal averaging. Equation (3) represents
the basic model that our study builds upon.
B. NLS equation and DW–ZF solitons
Equations (1), (2), and (3) allow monochromatic DWs
$ = ψ0e
ikxx−iΩt as exact nonlinear solutions, where ψ0
is a constant, kx is the radial wavenumber, and Ω
.
=
βky/k¯
2 is the DW frequency, with k¯2
.
= 1 + k2x + k
2
y.
Now, let us consider a quasi-monochromatic DW with
slow radial modulation only, i.e., $ = ψ(t, x)eikxx−iΩt
with |∂x lnψ|  |kx|. Assuming also that |ψ| is small,
one can show that U and |ψ| are connected by a simple
“equation of state” [13]
U ≈ |ψ|2/(4β) = 〈w˜2〉/(2β), (4)
and furthermore, the governing equation for ψ is [9, 18]
i(∂t + vg∂x)ψ ≈ −(χ/2)∂2xψ + ky|ψ|2ψ/(4β). (5)
Here, vg
.
= ∂Ω/∂kx is the radial group velocity and χ
.
=
∂2Ω/∂k2x. More explicitly, vg = −2βkxky/k¯4 and χ =
(2βky/k¯
6)(4k2x− k¯2). Detailed derivations of Eqs. (4) and
(5) can be found in Ref. [13] and the references therein.
Since Eq. (5) has the form of a NLS equation, a DW
packet can be considered as an effective quantum particle
(“drifton”), for which ψ serves as a state function. Also,
as a NLS equation, Eq. (5) has the usual soliton solution
ψ(t, x) = 2η
√
−βχ
ky
exp (iχη2t/2)
cosh[η(x− vgt)] . (6)
Here, the soliton inverse width η is a free parameter, to
which the soliton amplitude is also proportional. The cor-
responding DW–ZF soliton in the mHME is then given by
w˜ = Re[ψeikxx+ikyy−iΩt] and Eq. (4). For clarity, we refer
to this approximate solution to the mHME as the NLS
soliton in this paper. In Ref. [13], numerical simulations
of both the quasilinear and the nonlinear mHME confirm
the NLS solitons as solutions, and show that they can
be generated via the modulational instability of (quasi-)
monochromatic DWs.
Although η  |kx| is assumed when the NLS soliton
solution is derived, in practice, its solitary behavior per-
sists even when η ∼ |kx|. This can be seen in the quasi-
linear mHME simulation shown in Fig. 1(1-a), which is
initialized with a NLS soliton with kx = η = 0.5. [A
snapshot of the envelope of this soliton can be found in
Fig. 5, which verifies the equation of state (4).] However,
when η is sufficiently larger than kx, the solitary behavior
of the zonal structure eventually breaks down [13].
Within the quantum analogy, the NLS solitons can be
regarded as quasi-monochromatic drifton condensates. A
particularly transparent way to illustrate this is to use the
Wigner function [19]
W (t, x, px)
.
=
∫
ds e−ipxs$
(
t, x+
s
2
)
$
(
t, x− s
2
)
,
(7)
where px is the coordinate in the DW radial momentum
(wavenumber) space. The Wigner function W can be
considered as a quasi-probability distribution of driftons
(DW quanta) in phase space. (The prefix “quasi” denotes
the fact that, as a quantumlike particle, a drifton has well
3FIG. 1. Quasilinear mHME simulations initialized with the
NLS soliton (6) (β = 5, kx = 0.5, ky = −1, η = 0.5). The
columns correspond to various values of the background flow
shear: (a) S = 0, (b) S = 0.02, and (c) S = 0.04. Row 1 shows
the spatial-temporal evolution of the DW envelope
√〈w˜2〉.
Row 2 shows the Wigner function W (x, px) at t = 30.
defined phase-space coordinates only in the geometrical-
optics limit, while the definition of W extends also be-
yond this limit.) In Fig. 1(2-a), a snapshot of the Wigner
function is shown, and it can be seen that the DW quanta
are localized in both the coordinate space and the mo-
mentum space (specifically, at px ∼ kx). In this paper,
we will use the Wigner function only as a visualization
tool. However, we remark that it can also be directly
used to model the (statistical) dynamics of DWs within
the so-called Wigner–Moyal formulation [20], as is done
in Refs. [13, 21–24].
III. DEGRADATION OF DW PACKETS DUE
TO SHEAR FLOW
In this section, we consider the effect of background
shear flows on the NLS solitons. To proceed, let us intro-
duce a poloidal flow U0 = Sx, with some constant shear
S, into the 1D quasilinear mHME (3). The non-zonal
component (3a) then becomes
∂t$ + iky(U + Sx)$ − iky(β + U ′′)ϕ = 0, (8)
while the zonal component (3b) stays the same. It is easy
to find that the exact monochromatic DW solution now
takes the form
$ = ψ0 exp
[
ikx(t)x− i
∫
Ω(t) dt
]
, (9)
where
kx(t) = Kx − Stky, (10a)
Ω(t) = βky/[1 + kx(t)
2 + k2y]. (10b)
Here, Kx is the initial radial wavenumber. The fact that
the radial wavenumber kx(t) changes linearly with time
while the poloidal wavenumber ky stays constant is a typ-
ical effect of the background shear flow, and also applies
to other systems including the nonlinear mHME (1) (see
Appendix A).
It turns out that this effect of background shear flows
on monochromatic DWs also applies to weakly nonlinear
quasi-monochromatic DW packets, such as the NLS soli-
tons. In Fig. 1, we show results from quasilinear mHME
simulations initialized with a NLS soliton (6) for different
values of the flow shear S. (The implementation of these
simulations is described in Appendix A.) The snapshots
of the Wigner function in row 2, which are taken at the
same t for various S, demonstrate that the background
shear flow does change the characteristic radial wavenum-
ber kx of the DW packet, and the change increases with
S. As t increases, the group velocity vg = ∂Ω/∂kx de-
creases, and hence the propagation slows down. More-
over, while the background shear flow itself does not dis-
sipate the DW quanta, it keeps increasing |kx| such that
the dissipation excluded in Eq. (2) eventually becomes
non-negligible. (A small amount of hyper-viscosity is in-
cluded in the simulations in Fig. 1.) Meanwhile, there is
no source in the mHME to replenish the DW quanta, so
the DW packet inevitably deteriorates [Fig. 1(b-c)]. That
is, the NLS solitons cannot survive when a background
shear flow is imposed in the mHME.
IV. SUBCRITICAL SOLITONS SUSTAINED BY
PRIMARY INSTABILITY
Following Ref. [11], we introduce source (and sink) to
the 1D quasilinear mHME (3) by complementing it with
a generic primary instability (including explicit dissipa-
tion). Also keeping the background shear flow in Eq. (8),
we obtain a reduced model for subcritical DWs:
∂t$ + iky(U + Sx)$ − iky(β + U ′′)ϕ = γˆ$, (11a)
∂tU − kyIm(ϕ∗∂2xϕ)/2 = γˆU. (11b)
Here, the operator γˆ = γ(kˆx, ky), with kˆx
.
= −i∂x be-
ing the radial momentum (wavenumber) operator and
γ(kx, ky) the linear growth rate of a monochromatic DW.
In general, γ should be positive at small |kx| and nega-
tive at large |kx|, such that a linear perturbation may
grow transiently but ultimately decays as |kx| increases.
The system is therefore linearly stable, but perturbations
with sufficient amplitudes can still develop nonlinearly
into turbulence.
In practice, we adopt the following simple ad hoc model
of γ (in this section only):
γ(kx, ky) = σ|ky| −Dk2, (12)
where σ and D are positive constants and k2
.
= k2x + k
2
y.
We do not expect the specific form of γ to qualitatively
impact our results. For example, the mHWE that we
study in Sec. V has a growth rate different from Eq. (12),
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FIG. 2. Results from simulations of the reduced model (11)
(β = 5, D = 0.02) with various σ and S. The initial condition
is given by Eq. (6) (kx = 0, ky = −1, η = 0.5). The maximum
(dotted) and minimum (dashed) values of σ for the solutions
to be solitary are plotted vs. S. The points (a)-(c) correspond
to the three columns in Fig. 3, respectively.
yet the results obtained therein are qualitatively similar
to those here.
We perform series of simulations of the reduced model
(11) with various σ and S, while fixing D and the ini-
tial condition for $ (ψ). The results of the simulations
are summarized in Fig. 2. Note that if S = 0, the ini-
tial condition we use would correspond to a stationary
zonal structure with kx = 0. However, the background
shear flow changes kx such that the zonal structure starts
propagating. For a given S, when the primary instabil-
ity is moderate (σmin ≤ σ ≤ σmax), the zonal structure
becomes and remains solitary for the duration of the sim-
ulations (up to t = 1000). When the the primary insta-
bility is too strong (σ > σmax), the zonal structure keeps
growing and starts avalanching, and eventually the sys-
tem becomes turbulent. When the primary instability is
too weak (σ < σmin), the zonal structure cannot be sus-
tained and ultimately deteriorates, similar to the cases
in Fig. 1(b-c). Both σmin and σmax are shown to scale
roughly linearly with S in Fig. 2.
Initial conditions, their amplitudes in particular, typi-
cally play an important role in subcritical systems. Nev-
ertheless, the qualitative features of Fig. 2 depends only
weakly on the specific initial condition used therein. This
is shown in Fig. 3, where we choose three representative
points from Fig. 2 and then vary the amplitude of the ini-
tial condition η. In Fig. 3(a), for a sizable range of η, the
system settles into (almost) the same final stage with a
solitary DW; only when η is sufficiently large (small) does
the system become turbulent (laminar). In Fig. 3(b), the
system tends to become turbulent unless η is really small,
in which case the system turns laminar. Here, no robust
solitary solution could be found, except maybe transient
ones near the fine edge between the turbulent and lam-
inar states, similar to the “edge of chaos” scenarios dis-
cussed in Refs. [6, 7]. In Fig. 3(c), even for initial condi-
tions with reasonably large η, the DW packets still decay,
and the system ends up laminar.
In Fig. 4, we present examples of solitary zonal struc-
tures obtained with different pairs of (σ, S). By compar-
ing the spatial-temporal evolution of the DW envelope
and the snapshots of the Wigner function, we can see that
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FIG. 3. The time history of the DW enstrophy ZDW
.
=∫
dx 〈w˜2〉/2 for different pairs of (σ, S): (a) (0.07, 0.08); (b)
(0.07, 0.04); and (c) (0.05, 0.08). The simulations have the
same setup as those in Fig. 2, except that the amplitude of
the initial condition η is varied in each column. Consequently,
not all structures in (a) are solitary and not all structures in
(b) are unstable.
FIG. 4. Examples of solitary zonal structures obtained from
selected simulations in Fig. 2. The columns correspond to
different pairs of (σ, S): (a) (0.05, 0.04), (b) (0.06, 0.06), and
(c) (0.07, 0.08). Row 1 shows the spatial-temporal evolution
of the DW envelope
√〈w˜2〉. Row 2 shows the Wigner function
W (x, px) at t = 200.
these structures are quite similar among themselves. For
clarity, we refer to these structures as subcritical solitons
in this paper, since they are visibly different from the
NLS soliton in Fig. 1(a). That is, the subcritical solitons
have smaller widths, and in turn, larger amplitudes than
the NLS solitons. Accordingly, the Wigner function of a
subcritical soliton is more localized in coordinate space
while spread out in momentum. Note that in the mHME
without primary instability and background shear flow,
a NLS soliton (6) with an inverse width η so large could
not stay solitary [13].
Meanwhile, the subcritical solitons and the NLS soli-
tons still share the similarity that they are both nonlin-
early sustained by DW–ZF interactions, in which the ZF
acts as a self-trapping potential. Also, perhaps surpris-
ingly and remarkably, the subcritical solitons also satisfy
the equation of state (4) of the NLS solitons, as found
numerically. This can be seen in Fig. 5, where snapshots
of the ZF velocity are shown to agree well with those cal-
culated from Eq. (4), even though the subcritical solitons
530 35 40 45 50
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FIG. 5. Snapshots of the ZF velocity U (solid) and that cal-
culated from the equation of state (4) [UEOS
.
= 〈w˜2〉/(2β),
dashed] at the end of various simulations: the NLS soliton
in the mHME [Fig. 1(a)], and the subcritical solitons in the
reduced model [Fig. 4(b)-(c)] and the mHWE [Fig. 6(b)-(c)].
have smaller widths and larger amplitudes. In this sense,
we argue that both the NLS solitons and the subcritical
solitons can be categorized as DW–ZF solitons.
V. SUBCRITICAL SOLITONS IN THE MHWE
In order to show the physical relevance of the reduced
model (11), let us examine whether its results can be
reproduced with more complex models that subsume it
as a limit. One such model is the mHWE [14], in which a
modification similar to the one in the mHME (see Sec. II)
is applied to the original Hasegawa–Wakatani equation
[25]. The mHWE reads
∂tw + v · ∇w − β∂yφ = D∇2w, (13a)
∂tn+ v · ∇n+ β∂yφ = α(φ˜− n˜) +D∇2n. (13b)
Here, w
.
= ∇2φ − n is the generalized vorticity, α is the
adiabaticity parameter, and the form of dissipation is
chosen to be the same as that in Sec. IV. In the so-called
adiabatic limit, where D → 0 and α → ∞, we should
have n˜→ φ˜. Accordingly, one can deduce that ∂t〈n〉 → 0
and hence adopt 〈n〉 → 0. Then, with w → ∇2φ− φ˜, the
mHWE (13) formally converges to the mHME (1). No-
tably, while the results presented in this section corrob-
orate this correspondence between the mHWE and the
mHME, the robustness of such convergence in general
can be a subtle issue and may not be guaranteed [26].
Close to the adiabatic limit, one branch of the disper-
sion relation of the mHWE reads Ω ≈ βky/k¯2 + iγ, with
its real part converging to the mHME case. The imagi-
nary part reads
γ(kx, ky) = β
2k2yk
2/(αk¯6)−Dk2, (14)
which differs from the simple model (12) used in Sec. IV.
However, as we impose background shear flows in simula-
tions of the mHWE (13) (the implementation is described
in Appendix A), we can still obtain solitary zonal struc-
tures (Fig. 6), which resembles those obtained with the
reduced model (Fig. 4). Due to this similarity, we will
denote these structures also as subcritical solitons.
FIG. 6. Examples of solitary zonal structures in mHWE sim-
ulations with background shear flows (β = 5, D = 0.02). The
columns correspond to different pairs of (α, S): (a) (55, 0.06),
(b) (50, 0.08), and (c) (45, 0.1). The initial condition is given
by Eq. (6) (kx = 0, ky = −1, η = 0.6, n = φ˜). Row 1 shows
the spatial-temporal evolution of the DW envelope
√〈w˜2〉.
Row 2 shows the non-zonal potential φ˜(x, y) at t = 250.
We emphasize that these mHWE simulations are non-
linear (with self-consistent spectra in ky) rather than
quasilinear as in the reduced model (with single ky).
Nonetheless, the snapshots in Fig. 6 (row 2) clearly show
that the structures remain quasi-monochromatic in y,
which in turn justifies the quasilinear approximation. In
fact, the same feature is also displayed by some solitary
zonal structures identified in gyrokinetic simulations [6]
[Fig. 3(b) therein]. Deviations of the mHWE from its
quasilinear approximation does affect the applicability of
the equation of state (4) slightly. In Fig. 5, the agreement
between the ZF velocity and that calculated from Eq. (4)
is not as good in the mHWE simulations as those with the
reduced model. [In quasilinear mHWE simulations (not
shown), by contrast, the agreement is as good.] Still, the
equation of state roughly captures the local relation be-
tween the DW envelope and the ZF velocity, qualifying
these structures also as DW–ZF solitons. The fact that
the results obtained with the reduced model (11) can be
qualitatively reproduced with the more complex mHWE
suggests that the former can be considered as a minimum
model for solitary zonal structures in subcritical DWs.
One might wonder whether the subcritical solitons can
naturally emerge from random perturbations rather than
the carefully chosen initial conditions used so far. The
answer appears to be affirmative. In Fig. 7, we show an
example of spontaneous subcritical solitons obtained in
mHWE simulations. Here, the initial perturbation needs
to be of sufficient amplitude because the system is sub-
critical. This is different from Ref. [13], where small per-
turbations are applied on primary DWs to form NLS
solitons in the mHME. While the solitary structure in
Fig. 7(b) exhibits some weak poloidal modulation as well,
its clear resemblances to those in Fig. 6 (row 2), such as
having a dominant poloidal wavenumber, suggest that
they are all essentially the same structures.
6FIG. 7. An example of spontaneous solitary zonal structures
obtained in a mHWE simulation with background shear flow
(β = 5, D = 0.02, α = 50, S = 0.08): (a) the spatial-temporal
evolution of the DW envelope
√〈w˜2〉; (b) the non-zonal po-
tential φ˜(x, y) at t = 210. The initial condition is given by
random perturbation with sufficient amplitude.
VI. SUMMARY AND DISCUSSION
In this paper, we propose a minimum model for study-
ing solitary zonal structures in subcritical DWs, which
complements the mHME with a generic primary instabil-
ity and a background shear flow. The subcritical solitons
supported by this model have smaller widths and larger
amplitudes than the NLS solitons, which are known so-
lutions to the mHME. Nevertheless, we find that these
subcritical solitons satisfy the same “equation of state”
as the NLS solitons, which is a local relation that con-
nects the DW envelope with the ZF velocity. Moreover,
we show that these results can be qualitatively repro-
duced in the the more complex mHWE, which subsumes
our minimum model as a limit.
It could be of interest to pursue future research in
the following directions. First, since the subcritical soli-
tons appear to be coherent DW packets with dominant
wavenumbers, it might be possible that an analytical so-
lution can be derived, similar to the NLS solitons. How-
ever, the slow-envelope assumption, which enables the
NLS reduction of the mHME, is far from applicable to the
subcritical solitons. It is likely that a different analytical
approach may be required. Second, more careful and sys-
tematic comparisons between the subcritical solitons in
the minimum model and those found in gyrokinetic simu-
lations could be useful. Third, by gradually going beyond
the adiabatic limit of the mHWE, one could investigate
the connection and perhaps transition between the sub-
critical solitons and the radially propagating structures
seen in the avalanching and spreading of turbulence.
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Appendix A: Implementation of shearing-box
simulations
In this appendix, we describe the implementation of
numerical simulations with background shear flows, us-
ing the nonlinear mHME (1) as an example. The cases
with the quasilinear mHME (2) and the mHWE (13) are
similar and hence can be straightforwardly inferred.
When a poloidal flow U0 = Sx with constant shear S
is imposed, the mHME (1) becomes
∂tw + (Sx+ ∂xφ)∂yw − (β + ∂xw)∂yφ = 0, (A1a)
w = ∇2φ− φ˜. (A1b)
Let us change the coordinates from (x, y) to (x, Y ), where
Y
.
= y − Stx is a Lagrangian coordinate, and denote
w0(x, Y, t) = w(x, y, t) and φ0(x, Y, t) = φ(x, y, t). The
mHME (A1) then becomes
∂tw0 + ∂xφ0∂Y w0 − (β + ∂xw0)∂Y φ0 = 0, (A2a)
w0 = [(∂x − St∂Y )2 + ∂2Y ]φ0 − φ˜0. (A2b)
In the so-called “shearing-box” geometry, the simulation
domain is a doubly periodic box in (x, Y ), with (Lx, Ly)
being the box size. Then, Eq. (A2) can naturally be
solved using Fourier-based pseudo-spectral methods (for
which we use the Dedalus code [27]). As discussed in
Sec. III, the radial wavenumber of a monochromatic wave
will change linearly in time, i.e., kx = Kx−Stky. In fact,
the spectral coordinates of Eq. (A2) exactly corresponds
to (Kx, ky). In this sense, this approach essentially uses
a spectral grid that constantly shifts in kx.
A drawback of this Lagrangian approach is that as t
increases, the physical grid becomes heavily distorted in
(x, y). Accordingly, the spectral grid becomes increas-
ingly shifted in kx, such that eventually, waves with
kx ∼ 0 cannot even be resolved. We circumvent this issue
by periodically remapping the solutions to a regular grid
in (x, y), using
w = F−1y [FY (w0)e−ikyxLy/Lx ], (A3)
where FY denotes discrete Fourier transform in Y and
F−1y denotes inverse discrete Fourier transform in y.
The remapping needs to be performed whenever LxSt
mod Ly = 0, that is, when the system happens to also
be periodic in (x, y). This approach can then be consid-
ered as semi-Lagrangian due to the periodic remapping.
More detailed discussions on such semi-Lagrangian spec-
tral methods to shearing-box simulations can be found
in Ref. [28].
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