Abstract-We consider the problem of robust face recognition in which both the training and test samples might be corrupted because of disguise and occlusion. Performance of conventional subspace learning methods and recently proposed sparse representation based classification (SRC) might be degraded when corrupted training samples are provided. In addition, sparsity based approaches are time-consuming due to the sparsity constraint. To alleviate the aforementioned problems to some extent, in this paper, we propose a discriminative low-rank representation method for collaborative representation-based (DLRR-CR) robust face recognition. DLRR-CR not only obtains a clean dictionary, it further forces the sub-dictionaries for distinct classes to be as independent as possible by introducing a structural incoherence regularization term. Simultaneously, a low-rank projection matrix can be learned to remove the possible corruptions in the testing samples. Collaborative representation based classification (CRC) method is exploited in our proposed method which has a closed-form solution. Experimental results obtained on public face databases verify the effectiveness and robustness of our method.
I. INTRODUCTION
In the construction of smart city, it is necessary to use information technology to enhance the level of modern city management and public service. Among these technologies, face recognition (FR) has caught a lot of attentions because of its wide applications in card identification, access control and security monitoring. So the improvement of FR technology can make a contribution to the development of smart city. It is well-known that face images have high dimensionality. Techniques such as Eigenfaces [1] , Fisherfaces [2] , or Laplacianfaces [3] were developed to reduce the dimensionality of face images because face images usually reside on a low dimensional subspace. These subspace learning methods have been successfully used in FR when the face images are taken under a well controlled setting. However, they are not robust to the large variability in variance, illumination, pose, occlusion and even disguise.
Recently, a new robust FR framework, namely sparse representation-based classification (SRC) [7] , has been presented. SRC represents each test image as a sparse linear combination of the training samples by solving an l 1 -minimization optimization problem [13] . SRC showed good robustness to test images with occlusion or corruption by introducing an identity matrix as occlusion dictionary. But the sparse coding procedure would be computationally expensive due to the high dimensionality of the identity matrix. An extended SRC (ESRC) was proposed by Deng et al. [24] which used an intraclass variant matrix as occlusion dictionary with much smaller dimensionality. However, the occlusion dictionary might not depict the corruption accurately and the l 1 -minimization optimization problem was also needs to be solved.
In order to enhance the performance of methods based on SRC, most literatures, including [7] , reported that SRC emphasizes too much on the role of l 1 -norm sparsity in face classification. The role of collaborative representation (CR), i.e., using the training samples from all classes to represent the query sample, is much ignored. What is more, the l 1 -norm makes the sparsity based classification schemes such as SRC very computationally expensive [25] . So, is l 1 -norm-based sparsity really necessary to improve the performance of face recognition? Several recent works directly or indirectly examined this problem. Rigamonti et al. [8] compared the discrimination of two different data models. One is the l 1 -normbased sparse representation, and the other model is produced by passing input into a simple convolution filter. Their results showed that two models achieve a similar recognition accuracy. Therefore, l 1 -norm-based sparsity is actually not as essential as it seems in the previous claims. Moreover, we have noted that Zhang et al. [9] proposed a very simple yet much more efficient face classification scheme named CRC with regularized least square.
CRC considers the role of collaboration between different classes in representing the query sample, it measures the representation fidelity by l 2 -norm instead of l 1 -norm and has very competitive FR accuracy but significantly lower complexity. However, if all the training samples are undercontrolled, i.e., under reasonable pose and illumination, no corruption and occlusion, CRC is robust to test sample with occlusion and corruption, and achieves a high face recognition accuracy. Unfortunately, the performance of CRC might be dropped when some training and test samples are both corrupted [10] . Some recent works on low-rank matrix recovery (LRMR) have been proposed to alleviate the aforementioned problems [5, 6] . Among them, Wright et al. [17] presented the robust PCA (RPCA) method, it assumed that all the data residing on a single subspace, and then recovered a low-rank data matrix from the corrupted data matrix. This method might not work well when the data samples come from multiple subspaces. Therefore, a low-rank representation (LRR) method was proposed by Liu et al. [14, 15] under the assumption that data samples are drawn from multiple subspaces. Although LRR can work well to remove noises from the training data, the local structure of data was ignored which might make the recovery performance degraded. There are also some works proposed to improve the performance of LRMR, e.g., Zhao et al. [26] presented a generative RPCA model under the Bayesian framework, it modeled the data noise as a mixture of Gaussians to fit a wide range. However, these methods are not appropriate for classification purpose, as the discriminative information of the training samples is not fully explored.
In this paper, we propose a discriminative low-rank representation recovery method to address the problem of Collaborative representation-based (DLRR-CR) for robust face recognition, in which both training and test samples might be corrupted. Our method first constructs a discriminative LRR method to recover the clean training samples from the corrupted training samples. Unlike the LRR method presented by Liu et al. [11] merely imposes the low-rank constraint on the representation matrix of the training samples, a regularization term is added to the LRR formulation to reflect incoherence between different classes. The introduction of such incoherence extracted from different classes would provide additional discriminating ability to our framework. It is worth noting that our work uses CRC for testing phase, thus having a significantly lower complexity and competitive FR accuracy.
The rest of this paper is organized as follows. Section 2 briefly reviews some related works on CRC and LRR for face recognition. In Section 3, we present the proposed model for FR in detail. Experimental results on real-world face image data are presented in Section 4. Finally, Section 5 concludes this paper.
II. RELATED WORKS

A. Collaborative representation-based classification (CRC)
Suppose there are n original training samples X=[x 1 , x 2 , ..., x n ] R m×n belong to N classes, which are denoted as X=[X 1 , X 2 , ..., X N ] for simplicity, where the columns of X i are composed of the training samples of the ith class. Given a test sample y R m , the SRC method uses a sparse linear combination of the training samples X to represent y, i.e. y=Xα, in which α R n is the representation coefficient vector and can be calculated by solving the l 1 -norm minimization problem. So the objective function of SRC is given as follows:
where λ is scalar constant. The above problem (1) can be solved by many algorithms, such as basis pursuit [27] , Homotopy [28] (2) Although SRC shows good robustness to face occlusion and corruption, it still has some problems. For one thing, since face recognition is a typical small-sample-size problem and SRC also needs the training samples are available under normal circumstances. If we use X i to represent y in linear combination, the representation error e i might be big. In this case, the effectiveness of SRC will be degraded. For another thing, the importance of sparsity is over emphasized in SRC. The l 1 -minimization makes the sparsity based classification schemes have high complexity.
To solve this problem, considering the role of collaboration between different classes in representing the query sample, Zhang et al. [9] used more samples to represent y. Since face images of different classes share similarities, samples from the other classes can be helpful to represent y. In order to collaboratively represent y using X with low computational burden, a regularized least square method is developed as follows:
where λ is a balance factor. l 2 -norm-based models can achieve competitive classification accuracy and have lower computational load, compared with SRC. The main reason for the advantage is that CRC has closed-form solution Û is the coefficient vector associated with class i, and choose which class leads to the minimal residuals.
B. Low-rank Representation (LRR)
Since our proposed method involves low-rank matrix recovery techniques, it is necessary to briefly review some related works. RPCA [17] seeks to decompose a data matrix X into D+E, in which D is the clean data matrix and E is the associated sparse error matrix. RPCA minimizes the rank of matrix D while reducing ||E|| 0 to derive the low-rank approximation of X. The optimization problem is formulated as follows.
Since the aforementioned optimization problem is NP-hard and highly nonconvex, it is common to relax the optimization problem by replacing the l 0 -norm with the l 1 -norm, and the rank function with the nuclear norm. The optimization problem (4) is changed to the following optimization problem.
RPCA assumes that data X are derived from a single subspace [11] . However, Liu et al. [14, 15] presented a more general rank optimization problem in LRR which copes with the situation that data reside on a union of multiple subspaces, defined as follows:
where Z is the representation matrix of data matrix X, λ is a tuning parameter, and l || || denotes a certain regularization criterion for characterizing different corruptions. The above optimization problem (6) can be solved by the inexact augmented Lagrange multipliers (ALM) algorithm [16] . After obtained the optimal solution Z * ,the clean data matrix can be recovered from data matrix X by AZ * .
III. COLLABORATIVE REPRESENTATION-BASED CLASSIFICATION BY DISCRIMINATIVE LOW-RANK REPRESENTATION
To solve the problem of robust FR that training samples might be corrupted, we propose a discriminative low-rank representation method to recover the clean training samples from the corrupted training samples. To solve the problem that test samples might be corrupted, we learn a low-rank projection matrix to correct corrupted test samples by projecting them onto their corresponding underlying subspaces. Finally, CRC method is employed to classify testing images.
A. Discriminative low-rank representation for matrix recovery
Given a corrupted training data matrix X=[X 1 ,X 2 , ..., X N ], where X i is the training data matrix for subject i. By performing low-rank matrix recovery based on the LRR formulation in (6) , the data matrix X will be decomposed into a dictionary 
where λ and η are scalar parameters. The last term sums up the Frobenius norms between each pair of the low-rank matrices D i and D j , which is penalized by the parameter η to balance the low-rank matrix approximation and matrix incoherence.
B. Optimization via ALM
In this section, ALM [16] is used to solve our proposed optimization problem (7) . We first convert the problem (7) to the following equivalent optimization problem by introducing an auxiliary variable J i .
The augmented Lagrangian function is constructed as follows: 
The complete algorithm for solving the optimization problem (10) is described in Algorithm 1. To update the variables Z i J i E i alternately, we fix the other two variables at each step. The updating schemes are presented as follows in each iteration
Algorithm1
Solving Problem (8) by ALM Input: Training data matrix X for N classes, and parameters >0, >0 1: for i =1; i<N; i++ 2: Initialize:Z i = J i = E i = Y 1 = Y 2 = 0, Z j = I, μ=10 -6 , ρ=1.1,k k i i k k k i i E Z X X Y Y P ); ( 1 1 2 1 2 k k i k k k i J Z Y Y
1) Updating Z i
Updating Z i by minimizing 
which has the following closed-form solution
2) Updating J i
To update the error matrix J i for class i, we derive (10) with fixed Z i , E i , Y 1 and Y 2 and solve the following problem accordingly:
By calculating the partial derivatives of L w.r.t. J i and setting it to be zero, then the solution to the above problem can be solved as:
3) Updating E i
To update the error matrix E i for class i, we derive (10) with fixed Z i , J i , Y 1 and Y 2 and obtain the following form:
By applying DLRR for matrix recovery, the corrupted samples are successfully separated into two parts. In Figure 1 , we give an example to intuitively display the recovery results of DLRR. Figure 1 
C. Low-rank projection matrix
To improve the performance of CRC, we should consider removing possible corruptions from the test samples. Motivated by Bao et al. [12] , a low-rank projection matrix can be applied to project corrupted samples into their corresponding underlying subspaces.
After we obtain the recovery results Y=[X 1 Z 1 , ..., X N Z N ] R m n from the original training samples X=[X 1 , ..., X N ] R m n , a linear projection P can be learned which is a low-rank projection between X and Y. Then we can use the projection P to get accurate recovery results Px by projecting any data point x onto its underlying subspace. We could assume that P is a low-rank matrix because the recovery result is considered to have been drawn from a union of multiple low-rank subspaces. The optimization problem is formulated as follows:
rank( min (14) As discussed in Section 2, it is appropriate to relax the optimization problem (14) by substituting the nuclear norm for the rank function due to the expensive computation. The new convex optimization problem is formulated as follows: (15) Suppose P 0 and Y=PX has feasible solution(s). Then the unique solution of problem (15) We outline the detailed procedures of collaborative representation-based classification by discriminative low-rank representation in Algorithm 2.
IV. EXPERIMENTS
We perform experiments on the AR [19] and the Extended Yale B [21] databases to prove the effectiveness of our proposed DLRR-CR methods. State-of-the-art methods are compared, including SRC [7] , LRC (linear regression classification) [22] , CRC [9] and NN. We implement the LRR-CRC by removing the additional item in (7). We also implement the DLRR-based SRC algorithm, denoted by DLRR-SRC which uses SRC for testing. In our experiments, since the face images are typically with high dimensionality, PCA is used to reduce the dimensionality before training and testing. The subspace is spanned by the eigenvectors of the covariance matrix of the LR matrix D with structural incoherence. The feature dimensions of the face images are selected as 25, 50, 75, 100, 200 and 300. The ALM [20] is used to solve the l 1 -norm problem, and the regularization parameter in ALM is set as 0.001. 
A. AR database
The AR database [19] includes over 4,000 frontal images for 126 individuals. For each person, there are 26 face images available , and the images are taken under different variations, including illumination, expression, and facial occlusion/disguise in two divided sessions. In each session, there are 13 images contain three with sunglasses, another three with scarves, and the remaining seven are simply with illumination and expressions variations. The face images are cropped to 165 120 pixels and converted into gray scale. In the experiment, we choose a subset of the AR database that contains 50 male subjects and 50 female subjects and both neutral and corrupted images taken at session 1(of a portion of it) are used for training. Figure 2(a) shows the whole images of one subject in the AR database. We consider three scenarios as in [10] to evaluate the performance of our method.
1) Sunglasses:
We use a training set of 7 non-occluded images and one image with sunglasses from session 1 for each person, and the remaining neutral images from session 2 plus the rest of the images with sunglasses for testing. In total, we train with eight training images and twelve test images. The presence of sunglasses occludes about 20% of the frontal face image.
2) Scarf: We consider the training images are corrupted by disguise due to scarf, which occludes about 40% of the frontal face image. We apply a similar training/testing set choice, and have seven neutral plus one with scarf from session 1 for training. The twelve test images consist of the seven neutral images from session 2 and five images containing scarves from session 1 and 2.
3) Sunglasses+Scarf: Finally, we choose all seven neutral images at session 1 and two corrupted images(one with sunglasses and the other with a scarf) from session 1 for training. Seven neutral images from session 2 plus the remaining occluded images from session 1 and 2 for testing.
The feature dimensions of the face images are selected as 25, 50, 75, 100, 200, and 300 for the purpose of fair comparison with the other approaches. The regularization parameters in our method are set as β=1.1,η=0.001 and λ = 0.02. Table  - gives the recognition results of the three different scenarios. We can see that our method achieves the best performance for images occluded by sunglasses and scarves. The results demonstrate that DLRR-CR has an improvement in performance over the other algorithms. 
B. Extended Yale B database
The extended Yale B database [21] consists of 2414 frontal face images for 38 individuals. Each individual contains about 64 images, captured under various laboratory-controlled lighting conditions. In this experiment, we use the cropped and normalized face images of size 192 168 pixels. Figure 2(b) shows several sample images for one individual. We randomly select 16 images per individual for training, and the remainder for testing. Then we repeat our experiments with 32 randomly selected training images per person, and the rest images are used for testing. The eigenface feature dimensions are set as 25, 50, 75, 100, 200 and 300 for the 32 training samples per individual. We select the DLRR-CR regularization parameters as β=1.1,η=0.001. The parameter λ ranges from 0.004 to 0.1 depending on the feature dimension for the two cases. All experiments run 5 times and the averaged results are shown in Table - . From the experiments above, our method almost achieves a higher recognition rate than the other methods for each dimension. In the step 5 of Algorithm 2, it should be noted that the original training samples are used for dimensionality reduction and have a good performance. The reason is that we have already used DLRR to derive clean training samples with discrimination, and used them to learn a good PCA subspace which would not be too sensitive to sparse errors. The other reason is that CRC uses the training samples from different classes to represent test sample, when a small proportion of training samples are corrupted in each class, then there are also a large number of images taken under well controlled settings which can make a contribution to the representation of y. So the recovered clean images are not so essential for testing phase in our method.
V. CONCLUSIONS
As one of the most popular face recognition techniques, CRC has caught attention of many researchers in recent years. In this paper, we address the problem of robust face recognition, in which both training and test image data are corrupted, and we do not have the prior knowledge on the type of corruptions.To solve this challenging problem, we propose a discriminative low-rank representation method for collaborative representation-based (DLRR-CR) method with application to robust face recognition. The introduction of structural incoherence promotes the discrimination between different classes, and CRC has very competitive FR accuracy and has low complexity. Our experiments confirmed that DLRR-CR is robust to severe illumination variations or corruptions, and has been shown to outperform state-of-the-art face recognition algorithms.
