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Abstract 
The all-pairs-shortest-length (APSL) prohlem has been quite rigorously studied on various 
graphs. On general graphs, solutions are known for both the unweighted and weighted cases. 
Recently Seidel (1992) showed that the APSL problem on unweighted graphs can be solved 
in O(M(n)logn) time with O(n*) space. IIere M(n) denotes the complexity of multiplying two 
matrices of small integers, which is currently 0(n2.376). 
The APSP problem has been solved on the class of permutation graphs (a subclass of co- 
comparability graphs) with the complexity O(n + T) where T is the sum of the lengths of all 
the shortest paths (Mahesh, 1989). On the classes of interval and circular-arc graphs, an optimal 
solution to the APSL problem is available for the weighted case (Atallah et al; 1993). 
In this paper, we discuss the APSL problem on the class of stronyly chordal graphs. There 
is no algorithm known for the APSL problem on this class of graphs. We present an O(n’) 
algorithm to compute the lengths of the shortest-paths that also enables us to retrieve the paths 
in optimal time. The solution is for unweighted strongly chordal graphs. 
Keywords: Shortest path; Strongly Chordal graph and Chordal graphs 
1. Introduction 
Let G = (V, E) be an undirected, simple graph with no self-loops. Let 1 VI = n and 
IEl = m. The following are some of the common shortest-path problems. 
The single-source shortest-length (SSSL) problem is to find the length of the shortest- 
path from a given source vertex u to all other vertices. The single-source shortest-path 
(SSSP) problem is to find shortest paths from a given source vertex u to all other ver- 
tices. The all-pairs-shortest-Zength (APSL) problem is to find the length of the shortest 
path between all pairs of vertices. The all-pairs-shortest-path (APSP) problem is to 
find shortest paths between all pairs of vertices. 
Table 1 presents the status of the APSL problem on a variety of graphs. M(n) 
denotes the complexity of multiplying two IZ x n matrices of small integers, which is 
currently 0(n2.376). 
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Table 1 
Restrictions on the graph Time complexity Reference 
Without negative cycles 
Non-negative cycles 
Unweighted 
Unweighted 
DAG 
Planar 
Planar, non-negative weights 
Unweighted Trapezoidal 
Interval 
Circular-arc 
O(n2m) [51 
O(n3 1 [lOI 
O(mn + n2 log n) 1111 
O(n3 1 [71 
O(mn + n2 log n) 191 
O(M(n)log n) 1181 
o(mn) 1141 
O(mn + n2) [I21 
O(d.5 log n) [I51 
O(nJGG) PI 
o(n2 j PI 
0(n2) t11 
O(n2) 111 
The APSP problem has been solved on the class of permutation graphs (a subclass 
of cocomparability graphs) with the complexity O(n + T) where T is the sum of the 
lengths of all the shortest paths [ 131. 
In this paper, we discuss the APSL problem on the class of strongly chordal graphs. 
There is no algorithm known for the APSL problem on this class of graphs. We present 
an O(n’) algorithm to compute the lengths of the shortest paths that also enables us 
to retrieve the paths in optimal time. 
The length of a path is denoted by the number of edges in the path. We use the 
notation IP] to denote the number of vertices in the path P. NG(u) for a given vertex v 
in G denotes the open neighborhood of v in G. NG[v] denotes the closed neighborhood 
of v in G. When the context is clear, the subscript G can be dropped. 
An edge is a chord of a cycle if it connects two vertices of the cycle but is not itself 
an edge within the cycle. A graph is chordal if and only if every cycle of length greater 
than three has a chord. Assume that an even cycle is numbered as (~1, vz,, . . , u2k) in 
the clockwise direction where 2k denotes the length of the cycle. Then, an edge (vi, vi) 
is an odd chord of an even cycle if i-j is odd. A graph is strongly chordal if it is 
chordal and every even cycle of length six or more has an odd chord. Some more 
useful properties that characterize these graphs are given below. 
A vertex v is called simplicial if the subgraph induced by N[v] is a clique. Rose 
[ 171 showed that a graph G is chordal if and only if it is possible to order the vertices 
(Ul>U2,..., v,) in such a way that, for each i E { 1, 2, . , n}, vi is a simplicial vertex 
of Gi, where Gi is the subgraph induced by the vertex set {vi, Ui+l, . , II,,}. Such an 
ordering is called a perfect elimination ordering (also referred as the PE ordering). 
Let Ni[V] denote the closed neighborhood of u in Gi. The ordering of vertices 
(vi,vz,. . ., v,) is called a strong elimination ordering (also referred as the SE or- 
dering), if it is a perfect elimination ordering and for each i < j < k, if Vj, uk E Ni[ui], 
then Ni[Vj] 2 Ni[vk]. In other words, for each vertex ai, we not only require that it 
be simplicial in Gi, but in addition insist that the ordering of the vertices in Ni[Vi] 
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Fig. 1. A strongly chordal graph. 
be consistent with the ordering of the corresponding cliques on increasing cardinality. 
Farber [6] defines a graph as being strongly chordal if it admits a strong elimination 
ordering and then shows that this is in fact equivalent to the previous definition in 
terms of odd chords. 
The class of strongly chordal graphs is an interesting subclass of chordal graphs 
which properly includes trees, powers of trees and directed path graphs. Farber de- 
signed an 0(n5) algorithm to recognize a strongly chordal graph which constructs the 
strong elimination ordering if one exists. Moreover, the ordering can be found in linear 
time for trees, powers of trees (when the underlying tree is known) and directed path 
graphs (given an appropriate path representation). To date, the best known algorithm to 
recognize a strongly chordal graph takes O(mlog n) time. This algorithm additionally 
determines a strong elimination ordering [ 161. 
We assume that the given graph is connected and that a strong elimination ordering 
is available for the given graph. In this paper, we use i to denote v,, and henceforth 
i < j iff c, comes before vj in the strong elimination ordering. 
Example. Fig. 1 gives a strongly chordal graph, in which the vertices have been num- 
bered according to a strong elimination ordering of the graph. For example, consider 
the vertex 2 in the graph. We have 3, 4 E &[2] and hence (3,4) E E. From the figure 
N2[3] = (2, 3. 4, 7) and N2[4] = {2,3.4,7}. S’ mce Nl[3] CN2[4], it satisfies the spe- 
cial property of the strong elimination ordering. Here 2 is a simplicial vertex as N2[2] 
induces a clique in the original graph. 
2. Some properties of the shortest paths 
Definition 2.1. Let NEXT[i] denote the largest vertex that is adjacent to i. Let S,, 
denote the set of all vertices reachable from i by a path of length j - 1. That is 
S,, = {x/3 a path P[i,x]with lP( = j} 
Let t, be the smallest j such that S, contains the vertex n. We define 
MAWi, A = 
mUX(tYlj) if j < t,, 
NULL otherwise. 
Intuitively, MAx[z’,j] denotes the largest vertex that is reachable from i by a 
path of length j - 1 with the additional condition that there exists no shorter path from 
i to n. 
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Table 2 
The array NEXT for the graph in Fig. 1 
Vertex I 2 3 4 5 6 7 8 9 10 
NEXT 3 4 7 7 6 8 9 10 10 
Table 3 
The array MAX for the graph in Fig. I 
MAX 1 2 3 4 5 
1 1 3 7 9 10 
2 2 4 7 9 10 
3 3 7 9 10 
4 4 7 9 10 
5 5 6 8 10 
6 6 8 10 
7 7 9 10 
8 8 10 
9 9 10 
10 10 
Tables 2 and 3 respectively give the NEXT and MAX arrays for the graph of Fig. 1. 
Lemma 2.1. Let P be any shortest path from i to j, i < j. Let x, y and z be any three 
consecutive vertices in P in that order. Then neither (y < z < x) nor (y < x < z). 
That is, y will never be the smallest of the three vertices. 
Proof. Assume that x, y, z occur in that order in a shortest path P from i to j, with 
either y < z < x or y < x < z. Recall that NY[y] denotes the closed neighborhood of 
y in the subgraph induced by G, = {y, y + 1,. . . , n}. Since the SE ordering is also a 
PE ordering, x,z E NY[y]. We can see that (x,z) E E since NY[y] is clique. This implies 
that P/(y) is a shorter path from i to j, a contradiction. Hence the lemma. 0 
Lemma 2.2. For all i < n, there exists a j such that j > i and (i, j) E E. 
Proof. Assume that there exists no j > i such that (i, j) E E. Let i’ > i. Since the graph 
is connected, there exists a path between i and i’. Let P be a shortest path from i to 
i’. Now we prove that every vertex v in P is greater than i. 
If there are vertices smaller than i in P, consider the smallest among them, say y. 
Consider the two neighbors x and z of y in P. 
Clearly x, y, z satisfy the condition that (y < x < z) or (y < z < x), a contradiction 
to Lemma 2.1. Hence no vertex in the shortest path P from i to i’ is smaller than i. 
Thus i has a larger neighbor, which proves the lemma. 0 
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Lemma 2.3. For all i,j, zf MAX[i, j] and MAX[i, j + 1] are non-NULL, then 
MAX[i, j] < MAX[i, j + 11. 
Proof. From Lemma 2.2 we have a vertex k such that k > MAx[i, j] and (k,MAX[i.j]) 
t E. From the definition of MAX, MAx[i, j + l] > k > MAX[i, j]. Hence the lemma. 
Lemma 2.4. For all i, M?hen MAX[i,j] and MAX[i,j + l] are both non-NULL, MY 
have (MAX[i,j],MAX[i, j + 11) E E. 
Proof. We prove the lemma by induction on the length of the shortest paths from i. 
We use the notation zj to denote the jth vertex in the path under consideration. 
Induction base: Let 2 d j < 4 and x be a vertex satisjyiny MAX[i, j - I] < x d 
MAX[i,j]. Let there exist a shortest path of length j - 1 from i to x, 
There e.xists a shortest path from i to x, Mlith the qth vertex in the path, zy= 
MAX[i,q] for all q <j - 1. 
There cannot exist a shortest path from i to x such that zq < MAX[i,q - I] ,for 
anyqdj-1. 
(MAX[i, j - l],MAx[i, j]) E E. 
The proof for the basis clause is given as follows. 
Case 1: .j = 2. Condition 1 is satisfied, since zr = i. Conditions 2 and 3 are trivially 
satisfied. 
Case 2: j = 3. Here MAX[i,2] <x < MAX[i,3]. If z2 < i, as (422)~ E and 
Nz, [zz] induces a clique in the given graph, we have (x,Mfi[i, 11) E E, a contradiction. 
Hence Condition 2 is satisfied. Condition 1 is satisfied for the following reasons. If 
z2 = MAx[i, 21, Condition 1 is trivially satisfied. Hence let i < z2 < MAX[i, 21. Since 
(i,MAx[i,2]) g E, we have (z2,MAx[i,2]) E E. This implies that (MAx[i,2],x) E E. 
The above facts are evident from the properties of the SE ordering. We see that, once 
Condition 1 is satisfied, Condition 3 is also satisfied, as x can be MAX[i, j]. Hence the 
basis clause stands validated. 
Induction hypothesis: Let j < k and x he a vertex satisjying [i, j- l] < x < MAX[i. j]. 
Let there e.uist a shortest path of length j - 1 from i to x, 
1. There exists a shortest path jrom i to x, lijith the qth vertex in the path, z’, = 
MAX[i,q] ,for all q <j - 1. 
2. There cannot exist a shortest path ,from i to x such that zq < MAX[i,q - l] ,fin 
any q <,j- 1. 
3. (MAX[i, j - I], MAX[i, j]) E E. 
Induction: Now we prove the above three statements jar the case j = k t 1. 
From the induction hypothesis, it is clear that (MAX[i, j - l],MAX[i, j]) E E, where 
j < k. Now consider some vertex x > MAx[i, k], such that there exists a shortest path 
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of length k from i to X. Clearly MAX [i, k] < x < MAX [i, k + I] from the definition of 
MAX. 
If the penultimate vertex, i.e. zk is such that zk < Mfl[i, k-21, then zk__1 < MM[i, 
k - 21 from lemma 2.1, a contradiction to the induction hypothesis, since for no q,z, 
can be such that z4 < MAX[i,q - 11. Hence Zk > MAx[i, k - 21. 
Ifzk=Mfi[i,k-2],Mfi[i,k-l] 2 x, a contradiction. Hence zk > Mfl[i, k - 21. 
Let MAX[i,k-21 < zk d MAX[i,k- 11. If z&i > MAX[i,k-21 (as z&i < MAX[i, 
k - 21 is ruled out), we see that (z&i, MAX[i,k - 21) E E from the induction hypoth- 
eSiS. Since MAX[i,k - 21 < zk_1 < zk < MAX[i,k - l](zk = MAX[i,k - l] is out 
of question as we are considering a shortest path), and (MAX[i, k - 21, MAX[i, k - 
11) E E, we have (&!__I, MAX[i, k - 11) E E. This is because N,[~]I=M,M[~~--~I induces 
a clique. We now observe that (zk, MAX[i, k - I]) E E. Since (zk,x) E E, we can see 
that (MAX[i, k - 11,x) E E. This implies that MAX[i, k] 3 x, a contradiction. Hence 
MAX[i, k - I] < zk d MAX[i, k]. See Fig. 3 for this case. In the figure, [i,j] repre- 
sents MAX[i, j], and an edge between vertices x and y is given by a curve with the 
end-points at x and y. 
From the induction hypothesis, (MAX[i, k - l],Zk) E E, and so (Zk, MAX[i, k]) E E. 
Hence (MAx[i, k],x) E E, as Nz, [Zk] induces a clique. Since the above argument holds 
for any x such that MAX[i, k] < x < MAX[i, k+l], it follows that (MAX[i, k], MAX[i, 
k+ I])EE. 
From the above, we conclude that three conditions stated in the induction hypothesis 
hold for any arbitrary j. 
The above proof can be very much simplified by considering the special property 
of the SE ordering, i.e. for i < j < k, if Uj, uk E Ni[vi], then Ni[Vj] C Ni[Vk]. But then 
such a proof does not apply to the class of chordal graphs. We have endeavored to 
show that most of the important properties observed on the class of strongly chordal 
graphs with respect to this problem, also hold on the class of chordal graphs. Such a 
general approach may contribute to subsequent attempts to solve the same problem on 
the class of chordal graphs, for which efficient solutions are not known till now. 
The above lemma is illustrated by Table 3, where (MAX[i, j], MAX[i, j + 11) E E 
for all valid j. 
Lemma 2.5. Let P be any shortest path from i to j,i < j. Let j’ be the jirst vertex 
in P greater than j. The path from i to j’ in P, denoted by P’, has its vertices in 
the increasing order of the SE ordering. 
Proof. We shall consider the vertices in P’ in the order of its traversal from i to i’. 
Thus, we can talk of next and previous with respect to a vertex in P’ unambiguously. 
Now, we have to show that x > previous(x) for all x in P’. It is easily seen that 
j’ > j > x for any x in P’. 
Let if possible, x’ be the first vertex with x’ < previous(x’). Let P” denote the path 
from previous(x’) to j’ in P’. Since x’ < j’, PI’ should contain a vertex y such that 
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y < next(v). Let x” be the first vertex in P”, such that x” < next(x”). Now, clearly. 
either (x” < previous(x”) < next(x”)) or (x” < next(x”) < previous(x”)), which con- 
tradicts Lemma 2.1, as P is a shortest path. Thus there does not exist any vertex x’ in 
P’, such that x’ < preaious(x’). Hence the lemma. 0 
Lemma 2.6. Let i < j und k he the integer satisfying MAX[i, k] < j < MAX [i, k + I], 
Then there exists a shortest path from i to j containing MAx[i, k]. 
Proof. Let 1 be the first vertex greater than MAX [i, k] in some shortest path P from 
i to j. Note that the vertex j may serve as a candidate for 1. From Lemma 2.5, the 
path P’ from i to 1 in P is a shortest path with the vertices in the increasing order of 
the SE ordering. 
Assume that the length of P’ is k. From the inductive proof for Lemma 2.4, WC 
note that the rth vertex in P’,z,, is such that z, > MAX[i,r - I] and (z,,il/lAX[i,r - 
l])U, where Y < k + 1. We can see that (MAX[i,k],zk)g E, when A4AX[i,k ~ 
I] < Zk < MAX[i,k], since MAX[i,k],zk ENq[q], where q= MAX[i, k - I]. Otherwise 
zk = MAX[i,k]. In the latter case, the lemma is true trivially. In the former case since 
(zk+l, zk) E E, we have (MAX[i,k],zk_.l ) E E and hence there is a shortest path from 
i to ,j containing MAX[i, k]. Now it is also clear that zk+, = 1 since otherwise, P’ IS 
not a shortest path from Lemma 2.1. 
The other case to be handled is when the length of P’ is greater than k. Clearly, there 
exists a q such that zq < MAX[i,q- 11, where z4 denotes the qth vertex in the path P’. 
Let z, be the first vertex in P’, such that z, < MAX[i, Y - I]. Since P’ monotonically 
increases according to the SE ordering, z,_, < z,. Clearly MAX[i,r-21 < zr- I < z,- < 
MAX[i, Y - 11. From the definition of zI, there exists a path of length Y - 2, from i to 
3,--l. From the inductive proof of Lemma 2.4, we see that (MAX[i,r - 2].z,_2) E E. 
Since (MAX[i,r - 2],MAX[i,r - ~])EE, we have (z,_l,MAX[i,r - ~])EE. This 
implies that (z,,MAX[i,r - ll)~E. Now. as z, <z,+,, we have (z,.+~,MAX[i,r ~~~ 
I]) E E. This in turn implies that z,.+i can be reached by a path of length r ~ I, a 
contradiction to the fact that P’ is a shortest path from i to I. 
Hence we see that for all q, MAX[i, q - l] < zq < MAX[i,q]. This implies that the 
length of P’ is k, in which case we have already proved that there exists a shortest 
path from i to j containing MAX[i, k]. ‘TI 
Example. Consider the shortest path { 1,3,7,9,8,6,5} from vertex 1 to vertex 5 in 
the graph of Fig. 1. The first vertex that is greater than vertex 5 in the path is 7. The 
path { 1,3,7} is one where the vertices are in the increasing order of the SE ordering. 
This illustrates Lemma 2.5. Note that MAX[l, 21 < 5 < MAX[l,3]. We see that the 
above shortest path contains the vertex 3. illustrating the above Lemma. 
Note 2.1. We observe that the class of chordal graphs, a superset of this class, has 
similar properties as specified by Lemmas 2.2-2.6, since we have avoided using any 
attribute of strongly chordal graphs which does not hold for chordal graphs. 
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Lemma 2.7. Let i < j, and j satisfy the condition that MAX[i, k] < j < MM[i, kfl]. 
If (MAX[i, k], j) 4 E, there exists a shortest path from i to j containing MAX[i, k+ 11. 
Proof. From Lemma 2.6, there exists a shortest path P from i to j containing MM[i, k]. 
Since (MAx[i, k], j) $ E, P contains some v > MAX[i, k], such that v is next to 
MAX [i, k] in P. Note that v > MAX [i, k] from Lemma 2.1. It is clear that v d MAX [i, 
k + 11. If v = MAX[i, k f 11, the Lemma is proved. Otherwise, when v, MAX[i, k + 
l] EN~[I] where I= MAX[i, k]. Hence from the property of the SE ordering, iVl[v] c 
Nl[MAX[i, k + I]. Hence MAX[i, k + l] can be substituted for v in P to get P’ which 
is also a shortest path from i to j. 0 
Note 2.2. We observe that Lemma 2.7 does not hold for the class of chordal graphs. 
Example. In the illustrative example given for Lemma 2.6, note that (MAX [i, 2],5) 
$! E and hence MAX [i,3] is in the shortest path { 1,3,7,9,8,6,5} from vertex 1 to 
vertex 5. 
3. Design of the algorithm 
We begin by computing a shortest path between j and MAX[i, k+ l] where MAX[i, 
k] < j < MAX[i, k+ 11, for all possible values of i, j and k. Then according to Lemmas 
2.6 and 2.7, either the shortest path between i and j has MAX[i,k] as the penultimate 
vertex or is the shortest path between i and MAX[i, k] followed by the shortest path 
between MAX[i, k + l] and j. 
Let Mi denote the ith largest vertex such that NExT[v] = Mi for some vertex v. 
Clearly Ml = IZ. Let Li denote the smallest vertex such that NEXT[Li] = M;:, with 
Lj = NEXT[u] for some vertex U. Table 3 gives the arrays M and L for the graph of 
Fig. 1. Note that the vertices 1, 2 and 5 are not Mi for any i. 
Let j be a vertex such that MAx[i, k] < j < MAX[i, k + l] = Mq for some q. 
Case 1: ((Mq, j) E E). Any shortest path between j and Mq is of length one. 
Case 2: (NEXTlj] < i$). A shortest path between j and Mq is any shortest path 
between NEXT[j] and Mq preceded by the vertex j. 
Case 3: (NEXTb] > IV,). 
Table 4 
The arrays M and L for the graph of Fig. 1 
Index 1 2 3 4 5 6 7 
M 10 9 8 7 6 4 3 
L 8 7 6 3 5 2 1 
V. Balachandhran, C. Pandu Ranganl Discrete Applied Mathematics 64 (1996) IV-182 117 
If case 1 is not applicable, the shortest path is defined as in case 2. Here NExr~] 
is some A4,, where p -c q. 
The above analysis suggests a method of computing a shortest path between j and 
MAX[i, k + 11. To handle case 3, we compute the shortest path between j and Ml, in 
the ascending order of q, such that L, < j < Mq. To handle case 2, we compute a 
shortest path between j and M4 such that j takes values in the descending order of the 
SE ordering. 
Algorithm shortest-length 
Iq~t: Some representation of a given strongly chordal graph with the vertices num- 
bered in accordance with an SE ordering. 
Output: LSP[i, j], denoting the length of a shortest path from i to j and S[i, j] de- 
noting the vertex next to i in some shortest path from i to j. 
I* If A and B are paths, A.B denotes the concatenation of the paths. *I 
I* SP[I’, j] denotes a shortest path between i and j. */ 
I* The arrays NEXT, M and L are assumed to be available. *I 
begin 
q= 1; 
while (M, # NULL) 
begin 
u=Mq - 1; 
while (a > Lq) 
begin 
if (u, M4 ) E E then 
begin 
LSP[a,MJ = 1; 
, S[wWJ = Mq; 
/* SP[o,M,] = {u,M4} */ 
end 
else 
begin 
I* Lemmas 2.6 and 2.7 applied here *I 
LSZ’[v,M,] = LSP[NEXT[v],M,] + 1; 
S[u,M,] = NEXT[v]; 
/* SP[v,M,] = (u).SP[NEXT[V],M,] */ 
end 
z’=L’- 1; 
end 
q==q+ 1; 
end 
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for i = 1 to n - 1 
begin 
k=2;j=i+l; 
while (MAX[i,k] # NULL) 
begin 
while (j ,< MAx[i, k]) 
begin 
if j=MAX[i,k]or(j,MAX[i,k - ~])EE then 
begin 
L,SP[i,j] = k - 1; 
S[i,j] = NEXT[i]; 
I* SP[i,j] = SP[i,MAx[i, k - I]].(j) * / 
end 
else 
begin 
LSP[i,j] = LSP[i,MAX[i, k]] + LSP[MAx[i, k],j]; 
S[i,j]= NEXfli]; 
i* SP[i,j] = SP[i,MAX[i, k]].(SP[MAX[i, k],j]/MAX[i, k]) * / 
end 
j=j+ 1; 
end 
k=k+l; 
end 
end 
end 
An example showing the execution details of the algorithm 
Consider the graph of Fig. 1. 
1. Ml = 10; L1 =9; 
There are no vertices between Ml and Ll. 
2. A& = 9; L2 = 7; 
There is the vertex 8 between vertices 7 and 9. 
LSP[8,9] = 1; S[8,9] = 9; 
3. k& = 8; L3 = 6; 
The only intermediate vertex is the vertex 7. 
(7,8) 6 E. Hence LSP[7,8] = LSP[7,NEXT[7]] + LSP[NEXT[7], 81; 
=LSP[7,9] + LSP[B, 8]= LSP[7,9] + LSP[8,9] = 1 + 1 = 2; 
5[7,8] = 9; 
4. h/i4 = 7; Lq = 3 
The intermediate vertices are (4, 5, 6) 
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Table 5 
The array LSP for the graph of Fig. 1 
LSP 1 2 3 4 5 6 7 8 9 IO 
I I 1 2 6 7 2 4 3 4 
2 I I 6 5 2 4 3 4 
3 I 5 4 I 3 2 3 
4 5 4 I 3 2 3 
5 I 4 2 3 3 
6 3 I 2 2 
7 2 I 2 
8 I I 
‘2 I 
IO 
Table 6 
The array S for the graph of Fig. I 
s I 2 3 4 5 6 7 8 9 IO 
I 2 3 3 3 3 3 3 3 3 
2 3 4 4 4 4 4 4 4 
3 4 7 7 7 7 7 7 
3 7 7 I 7 7 7 
5 6 6 6 6 6 
6 8 8 8 8 
7 9 9 9 
8 9 10 
9 IO 
IO 
(6,7) $! E and similarly as in step 3 LSP[6,7] = LSP[6,8] + LSP[7,8] 
Hence LSP[6,7] = 1 + 2 = 3; S[6,7] = 8; 
($7) @ E. So LSP[5,7] =LSF’[5,6] + LSP[6,7] = 1 + 3 = 4; S[5,7] = 6; 
LSP[4,7] = 1 and S[4,7] = 7; 
M5 = 6; L5 = 5; 
We have no intermediate vertices. 
M6 = 4; L6 = 2; 
Vertex 3 is the only intermediate vertex. 
LSP[3,4] = 1; S[3,4] = 4; 
M7=3 and L,=1; 
The only intermediate vertex is vertex 2. 
LSP[2,3] = 1; S[2,3] = 3; 
Using the above computation, the rest of the shortest paths can easily be found out 
and hence they are not worked out here. Table 5 and Table 6 give respectively, the 
arrays LSP and S for the graph of Fig. 1. 
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Fig. 2. 
Fig. 3 
It is clear that Fig. 1 gives an example of a typical strongly chordal graph in which 
all the cases occurring in the algorithm are put to use. Fig. 2 gives an extreme example 
in which there exists only one shortest path between consecutive vertices 1 and 2 and 
the path is { 1,3,4,7,8,10,9,6,5,2}. In this example too, the numbering of the vertices 
is according to a strong elimination ordering of the graph. Hand-simulating the above 
algorithm on the graph of Fig. 3, we can see more clearly as to why the computation 
proceeds in the ascending order of the Mi’s and then in the descending order of the 
vertices between any Lj and M,. 
4. Correctness and complexity analysis of algorithm shortest length 
The arrays NEXT, M and L can be easily computed in O(n2) time, It is clear that 
by the time the algorithm sees a shortest path as being made of two shortest paths, 
both the shortest paths would have been computed, since the algorithm follows the 
observation in the previous section. Because of this, the time taken for the second 
while loop (U > L4), to execute once is constant. It is evident that less than n2 pairs 
are considered by the first two while loops. Each execution of the innermost while loop 
inside the for loop takes only constant time again. Since for every i, only R - i values 
are taken by j, each execution of the for loop takes a maximum of n - i steps. Hence 
the time complexity of the algorithm is 0(n2). The space complexity is dictated by 
the arrays MAX, S and LSP which again is O(n2). The computed shortest paths can 
be retrieved using the array S. This way any shortest path can be retrieved instead 
of computing all the O(n2) shortest paths at the same time. Consequent to the above 
discussion, we state the following theorem. 
Theorem 4.1. Given a strongly chordal graph and a strongly elimination ordering 
of the graph, the all-pairs-shortest-length problem can be solved in 0(n2) time and 
space. 
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5. Conclusion 
This paper developed a solution to the APSL problem on the class of strongly 
chordal graphs. The task that we set out to achieve is a solution to the shortest-length 
query problem. To this end, we tried to apply the same paradigm that runs through 
the solutions to the problem on the classes of interval, circular-arc and permutation 
graphs [4, 31. In other words, our stress was on constructing some kind of a path-tree 
where the shortest paths are embedded, such that the problem is reduced to that of 
level-ancestor queries on the path-tree. It is still possible to embed the shortest paths 
in a path-tree using the NEXT function, but we found the task of finding the length of 
the shortest paths with constant number of level-ancestor queries, a very difficult one, 
as the following example will illustrate. 
Consider the strongly chordal graph of Fig. 2. Let the SE ordering used by our 
algorithm be in the increasing order of the vertices. Clearly this is an SE ordering 
of the given graph. Assume that we want to find the length of any shortest path 
between vertices 1 and 2, which are consecutive vertices according to the SE ordering. 
Let SP[i,j] denote any shortest path from i to j. From Lemma 2.7, there exists an 
SP[l, 21 with vertex 3 coming after vertex 1, as NEXT[l] = 3. Hence SP[ 1,2] can 
be expressed as SP[1,3] followed by SP[3,2]. Since NEXT[2] = 5, SP[2,3] can be 
expressed as SP[2,5] followed by SP[3,5] and so on. If a path-tree is constructed with 
the NEXT function, as in the case of the other solutions, then a single path-query may 
result in more path-queries thereby preventing a constant time answer to the query. 
In fact it is quite obvious that a single query could result in O(n) queries, since we 
can construct SE orderings in which the only edges are between vertices separated by 
a single vertex in the SE ordering. It is to be noted that all these observations are 
important only if there is a way of marking off the first vertex that is greater than ,j. 
in the path from i to the root of the path-tree, when we want to find a shortest path 
between i and j with i < j. We can easily see that another SE ordering for the graph 
in Fig. 2 is {1,3,4,7,8,10,9,6,5,2}, which does not have any “problematic” paths. 
as in the previous SE ordering. So, preprocessing the given SE ordering to eliminate 
the “problematic” paths and trying for a solution to the shortest path query problem 
might be a promising venture. 
We showed that Lemmas 2.1 to 2.6 apply to the class of chordal graphs as well. 
However, it is Lemma 2.7 that has resulted in the algorithm on strongly chordal graphs. 
In the light of the above, future research on the APSL problem on chordal graphs might 
need to adopt a different perspective from the one presented here. 
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