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The network design process today remains ad-hoc and largely com-
plexity agnostic, often resulting in suboptimal networks charac-
terized by excessive amounts of dependencies and commands in
device configurations. The unnecessarily high configuration com-
plexity can lead to a huge increase in both the amount of manual
intervention required for managing the network and the likelihood
of configuration errors, and thus must be avoided. In this paper
we present an integrated top-down design approach and show how
it can minimize the unnecessary configuration complexity in re-
alizing user reachability control, a key network design objective
that involves designing three distinct network elements: VLAN,
IP address, and packet filter. Capitalizing on newly-developed ab-
stractions, our approach integrates the design of the three elements
into a unified framework by systematically modeling how the de-
sign of one element may impact the complexity of other elements.
Our approach goes substantially beyond the current “divide-and-
conquer” approach that designs each element in complete isolation,
and enables minimizing the combined complexity of all elements.
Specifically, two new optimization problems are formulated, and
novel algorithms and heuristics are developed to solve the formu-
lated problems. Evaluation on a large campus network shows that
our approach can effectively reduce the packet filter complexity and
VLAN trunking complexity by more than 85% and 70%, respec-
tively, when compared to the ad-hoc approach currently used by
the operators.
Categories and Subject Descriptors
C.2.3 [Computer-Communication Networks]: Network Opera-
tions—Network management
Keywords
Network complexity; Top-down design; Reachability control; VLAN;
IP address allocation
1 Introduction
Recent research [7,22,31] and vendor documents [1,27] reveal that
multiple, distinct routing designs are possible to meet the same set
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of enterprise network operational requirements (e.g., security pol-
icy represented by a reachability matrix [35]). Moreover, the con-
figuration complexity of these designs can vary greatly. In other
words, some designs may incur much higher configuration com-
plexity than others while accomplishing the same objectives. The
unnecessarily high configuration complexity is highly undesirable
as it can lead to a huge increase in both the amount of manual in-
tervention required for managing the network and the likelihood of
configuration errors. For example, a research report [20] discloses
that 80% of enterprise IT budget is devoted to maintaining the sta-
tus quo. Despite this investment, configuration errors account for
50-80% of network outages [18, 20] and enable 65% of all suc-
cessful cyber-attacks [28]. There is a general perception that com-
plexity is the primary cause of high human costs, and interviews
and anecdotal evidence suggest that an operator’s ability to run a
network decreases as the network becomes more complex [7].
Thus, an important open research question arises: Is it possible
to systematically identify, among all designs that can meet given
operational requirements, the one(s) with the minimum amount of
configuration complexity?
The current state of network design practice by operators is mostly
ad hoc and, in particular, does not rigorously formulate the goal of
minimizing network complexity. As a result, a large number of
existing production networks may not be optimal in terms of con-
figuration complexity [22, 33], likely causing a huge increase in
operational costs. Having recognized the importance of the prob-
lem and associated challenges, researchers have recently begun to
investigate this problem in the specific context of enterprise net-
work design [32, 33]. These approaches focus primarily on meet-
ing the specific objective of user reachability control (essentially
implementing a subnet-level reachability matrix). They enable an
operator to formulate an individual design task, such as grouping
hosts of his/her network into different VLANs, into a model of opti-
mizing a desired performance metric subject to a set of correctness
and feasibility constraints.
While these recent advances in systematic network design cre-
ate a major opportunity to address the complexity problem, the
current approaches suffer from a critical limitation: they employ
a “divide-and-conquer” (i.e., stage-by-stage) strategy that simply
models individual design steps in complete isolation even when the
steps together implement a common goal. For example, totally in-
dependent formulations and optimality criteria are used for VLAN
design and packet filter design [33] even though the two design
steps share a common objective of user reachability control. While
these formulations can potentially minimize the complexity of con-
figuration at each design stage in isolation, the overall complexity
may still be unnecessarily high. This is because the design choices
made at an early stage (e.g., VLAN design or IP address allocation)
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can significantly impact the available design space of a later stage
(e.g., packet filters), potentially resulting in a substantial amount of
unnecessary complexity.
We observe that in practice, in addition to reachability control,
many other common and important operational objectives are also
achieved through designing multiple networking elements at differ-
ent stages. Two prominent examples are (i) quality of service (QoS)
which involves end-to-end traffic engineering, source policing, and
per link bandwidth management; and (ii) resiliency which requires
planning of both physical and logical topologies. For these impor-
tant objectives, the current “divide-and-conquer” design approach
is incapable of eliminating all the unnecessary complexity.
In this paper, we investigate a novel integrated top-downmethod-
ology that jointly designs multiple networking elements involved
in achieving a common objective. The key components of our ap-
proach include: (i) for a given design objective, identifying all the
networking elements that may be involved in its implementation,
and their interactions (i.e., how the design of one element could
affect the design of others); (ii) characterizing the source of com-
plexity in each element, leveraging recently-developed complexity
metrics; (iii) formulating the design problem as one of minimizing
the total complexity of all involved elements, subject to correct-
ness and feasibility constraints; and (iv) developing specific algo-
rithms and heuristics to solve the formulated problems. As such,
this new approach goes substantially beyond the state-of-the-art
“divide-and-conquer” approaches. It requires not only entirely new
formulations and algorithms, but also fundamentally new abstrac-
tions and models in order to integrate multiple design steps into a
unified framework.
Our integrated design methodology is general and can be applied
to a variety of network design objectives and scenarios. In order to
demonstrate its feasibility and power at sufficient depths, in this pa-
per we focus on one concrete application of the methodology: user
reachability control. We choose reachability control because (i)
security is of vital importance to virtually every enterprise network,
and (ii) the design involves at least three networking elements, and
as such it is both highly challenging and at the same time may ben-
efit greatly from the new approach.
Similarly, while our approach is agnostic to the type of network
complexity metric used1, the focus of this paper is on minimizing
the configuration complexity, specifically the amount of command
dependencies [7] in the router configurations of the resulting net-
work. According to recent studies [7, 31, 32], these dependencies
are directly linked to the operational cost as they require substan-
tial manual effort to configure correctly in the initial implemen-
tation and manage in subsequent evolutions, and if not maintained
properly, can lead to serious issues such as application performance
degradation and security breaches.
We evaluate the benefits of the new approach in the context of
the heuristics we have developed for solving the formulated design
problem of user reachability control. The evaluation is conducted
on a large university campus network with a few thousand user
hosts. The results show that our approach can effectively reduce
the number of packet filter rules and the number of VLAN trunk
ports by more than 85% and 70%, respectively, when compared to
the ad-hoc approach currently used by the operators.
The rest of the paper is organized as follows. In Section 2, we
briefly survey the state of the art. In Section 3, we first substan-
tiate the need for the integrated design approach using a detailed
example of reachability control design. We then demonstrate how
the integrated approach can be applied to reachability control, and
1Section 7 provides a brief discussion of other potential complexity
metrics.
formally introduce an integrated design framework for this prob-
lem. In Sections 4 and 5, we present new formulations and novel
heuristics to accomplish the two design problems identified by the
framework: joint design of VLAN and packet filter, and joint de-
sign of IP allocation and packet filter. Section 6 describes a through
evaluation of our heuristics in a large campus network setting. Pos-
sible extensions and open issues are discussed in Section 7. Finally,
we conclude the paper and briefly outline our plan for future work
in Section 8.
2 State of Art of Network Design
In this section, we overview the current state of the art of enter-
prise network design, specifically focusing on the more recent de-
velopments in top-down design techniques. Our aim is to not only
discuss related work, but also provide a historical perspective of
the proposed integrated design approach before we present detailed
examples to substantiate how the new approach may reduce com-
plexity in the next section.
2.1 Operational Practice and Tools
The operational community has a rich history of crafting the art
of network design and reconfiguration. Nonetheless, the state of
the practice by operators is still defined predominantly by ad-hoc,
manual decision making. Notable efforts to simplifying network
design involve template-based approaches that codify and promote
best practices [1, 2, 3, 4] and abstract languages to specify configu-
rations in a vendor-neutral fashion [12]. There are also tools such
as PRESTO [13] to convert a network design into device-vendor-
specific configuration commands. These approaches merely model
the low-level mechanisms and their configuration. They do not
model network-wide operator intent such as reachability and man-
ageability. A logic-based approach to configuration generation based
on model-finding is presented in [25]. The focus is on the gener-
ation of configuration parameters conforming to correctness rules
distilled from best practices, and the system does not take complex-
ity into consideration. Many works have approached the problem
of minimizing the number of rules in a single access control list
(ACL) (e.g., [23]). In contrast, we focus on minimizing the total
number of packet filter rules required for a given network to meet
all its reachability control requirements.
Finally, various design guidelines including those for a top-down
network design approach [27] can be found in the literature. These
guidelines provide practical insights into the trade-offs of different
design choices regarding topology, hardware and protocols. How-
ever, considerable manual effort is required to determine how to
apply these guidelines to the design of a network of medium to
large size.
2.2 Systematic Multi-Stage Design
Systematic network design, characterized by the use of a formal
model to generate configuration that is provably correct and ad-
ditionally optimizes certain performance metrics, has emerged as
a potential solution to the challenges facing the operational com-
munity. Early efforts on this front focus on tasks encountered in
carrier networks, such as configuring BGP policies [9, 14, 16, 17],
optimizing OSPF weights [29], and redundancy planning.
More recent studies [32, 33] target enterprise networks specif-
ically. They employ a “divide-and-conquer” strategy and perform
network design in a stage-by-stage fashion, e.g., effectively treating
VLAN design and packet filter design as two completely indepen-
dent tasks. While these studies have advanced the state of the art of
systematic network design, their models may produce designs with
unnecessarily high configuration complexity, as we will elaborate
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in Section 3. It is this unnecessary complexity that this work seeks
to expose and minimize.
It should be noted that the recent progress in systematic network
design owes largely to new abstractions from related work in sev-
eral areas, including (i) characterization of the designs of produc-
tion networks (e.g., [22]), (ii) static analysis of network properties
(e.g., [21, 35]), and (iii) the formulation of new configuration com-
plexity metrics [7].
2.3 Software Defined Networking
To combat network complexity, researchers have started investigat-
ing new software-defined networking (SDN) architectures based on
logically centralized controllers and declarative configuration lan-
guages (e.g., Frenetic [15]). These approaches have the potential
to simplify network design by shifting complexity away from con-
figuration of many individual devices to programming of few cen-
tralized controllers. While SDN has shown potential, challenging
problems such as the need to update network devices in a consistent
fashion [30] must be resolved before it can be widely deployed.
More importantly, SDN operators must carry out a similar de-
sign task of translating high-level reachability control requirements
into flow rules. Since these flow rules will be installed on demand
in the Ternary Content Addressable Memory (TCAM) of switches
and once installed, checked for each packet passing through, it is
desirable to minimize the number of such rules required. In this
way, the design methodology and heuristics presented in this paper
also apply to an SDN setting, as further discussed in Section 7.
3 An Integrated Design Framework for
Reachability Control
We now apply the integrated top-down approach as described in
Section 1 to the user reachability control problem. With an illus-
trative example scenario, we identify the networking elements that
are involved in realizing this important design objective, understand
the source of configuration complexity of each element, and cap-
ture how the designs of individual elements may interact with each
other and impact the overall complexity. We then present a frame-
work for achieving an integrated design of user readability control.
3.1 An Illustrative Example Scenario
Our example is based on the toy network shown in Fig. 1a. There
are two departments: Engineering and Financial. Each department
has users in multiple locations as shown. In addition, there is a
set of servers. The reachability control policy is that the servers
should only be accessed by Financial users. The following design
steps are needed to implement the policy: (i) grouping the hosts
into VLANs; (ii) assigning subnet addresses to VLANs; and (iii)
installing a filter restricting access to the servers. We are given the
following design constraints: at most three VLANs can be created;
and the available IP blocks are 10.0.1/24, 10.0.2/24 and 10.0.3/24.
Fig. 1b illustrates a first possible design, where hosts are grouped
into VLANs solely based on their physical locations. Unfortu-
nately, this grouping scheme makes configuring the filter difficult:
it is not possible to express the rules at the level of subnet pre-
fixes for VLAN 10 or VLAN 20, because they both contain hosts
from both departments. As such, we have to write filter rules at the
level of IPs to permit individual Financial hosts, which results in
an explosive growth of rules. We note that each packet filter is a
sequential collection of filter rules, and each filter rule contains a
pattern to be matched against packet headers, and an action (i.e.,
permit or deny) to be applied to packets whose header matches the
corresponding pattern. The pattern part may be configured to match
specific values of all or any subset of the five header fields: source
and destination IPs and ports, and protocol; and thus creates static
dependencies on those filed values. Such dependencies must be
manually configured and maintained and thus are a major source of
configuration complexity.
Fig. 1c depicts a different design, where hosts in the same VLAN
belong to the same department. This design enables expressing fil-
ter rules at the level of subnet prefixes, which significantly reduces
the number of rules and thus simplifies the filter configuration.
However, this design suffers from a different kind of configuration
complexity: it requires configuring a large number of VLAN trunk
ports, as denoted by the bold lines in the figure. Trunk ports are
the switch ports that connect to another switch. Since each VLAN
constitutes a separate broadcast domain, it is important to properly
constrain broadcast traffic to eliminate unnecessary broadcast traf-
fic for increased performance and security. More specifically, ev-
ery switch-to-switch link (called “trunk link”) must be configured
to only allow traffic of appropriate VLANs. This is achieved by
manually configuring the corresponding trunk ports to permit those
specific VLANs. VLAN trunk ports configuration is widely con-
sidered a major source of complexity, as operators must manually
identify and configure the correct set of VLANs to allow for each
port. (Readers are referred to Sec.II-A of [32] for a more detailed
explanation of trunk ports).
Fig. 1d shows a third design. The design still enables expressing
filter rules at the subnet prefix level, but also significantly reduces
the amount of trunk port configuration by requiring fewer VLAN
trunk ports. Furthermore, the IP allocation scheme of this design
is better than the previous one as it facilitates prefix aggregation
when expressing rules, i.e., it allows aggregating the two original
filter rules (“permit 10.0.1/24” and “permit 10.0.2/24”) into a single
/23 rule (“permit 10.0.1/23”) as shown.
We make two observations from this example. First, for the same
target network, there exist multiple designs that are all correct. For
our example network, there are at least 6 different designs (three
different VLAN grouping schemes coupled with two different ad-
dress allocation schemes.) However, different designs have differ-
ent levels of configuration complexity. Second, the complexity of
the resulting network is determined by both the VLAN configura-
tion complexity (characterized by the number of trunk ports) and
the packet filter complexity (characterized by the number of filter
rules). Furthermore, the packet filter design is directly impacted
by both the VLAN grouping scheme and the IP address allocation
scheme. Thus, a design approach clearly will not work well if it
treats VLAN grouping and IP allocation as total independent tasks
and ignore their inherent interactions. For example, current top-
down design approaches (e.g., [32, 33]) consider VLAN design as
an isolated task, and thus they will solely seek to minimize the num-
ber of trunk ports without considering how doing so will impact
the packet filter design, i.e., they will pick the first design shown in
Fig. 1b for our toy example, which is clearly not the best.
3.2 Elements of Reachability Control and Their Interactions
Realizing a host-level reachability control consists of designing
the following networking elements: VLAN, IP address allocation,
routing, and packet filters. We discuss below the role of each of
these elements, their impact on configuration complexity, and their
inherent interactions.
First, the VLAN design directly determines the number of trunk
ports that need to be configured and maintained in the resulting net-
work, a major source of operational complexity. Furthermore, the
VLAN design also significantly impacts the packet filter complex-
ity, as it determines how hosts are grouped into subnets. Intuitively,



























(b) Design #1: Purely location-based VLAN grouping leads to













(c) Design #2: This VLAN grouping leads to fewer filter rules but
an excessive number of trunk ports. Also, this address allocation













(d) Design #3: A better VLAN grouping scheme that reduces the
sum of filter rules and trunk ports. Also a better address alloca-
tion scheme that facilitates aggregation of filter rules.
Figure 1: multiple designs with different complexity characteristics exist for one network.
hosts in the same VLAN are subject to the same policies), then
policies may be efficiently expressed at the level of subnet prefixes,
resulting in the minimal number of filter rules. On the other hand, if
VLANs are ill-aligned with policy boundaries (e.g., a single VLAN
contains hosts with completely different policy requirements), then
filter rules may have to be expressed at the level of individual IP
addresses, leading to a large number of rules.
Second, the IP allocation scheme determines how packet filter
rules may be aggregated and thus impacts the number of filter rules
in the resulting network. Intuitively, a good IP allocation scheme
can minimize the number of filter rules by assigning aggregatable
IP blocks to VLANs/subnets that are subject to similar reachability
policies, so that a single filter rule can cover multiple subnets by us-
ing an aggregated prefix. In contrast, a naive IP allocation scheme
that assigns IP prefixes solely based on the physical location of the
subnets is not likely to minimize complexity. As another real-world
example, we have observed that some operational networks employ
an IP allocation scheme that matches the third octet of every sub-
net prefix address to the corresponding VLAN ID, e.g., VLAN 100
will be assigned prefix x.y.100/24. Such naive approaches treat IP
allocation as an isolated design task and try to simplify the alloca-
tion scheme itself, but they fail to systematically consider how the
IP allocation will impact the aggregation of filter rules.
Third, the routing design also impacts packet filter complexity.
As a principle to ensure the correctness of design, if traffic be-
tween two subnets Si and Sj is subject to filtering, then a filter
must be placed on every possible layer-three path between the two
subnets [33]. Routing design determines the layer-three topology,
and thus impacts the number of packet filters needed and where
they should be installed.
Finally, packet filters implement the reachability control pol-
icy, and is another major source of configuration complexity. As
discussed above, its configuration complexity is impacted by the
VLAN design, IP address allocation scheme, and routing design.
Scope of this work: We observe that in practice, packet filters
are typically only placed at the network edge, i.e., on the gate-
way routers of subnets. This design pattern has two major bene-
fits. First, it guarantees that traffic to/from a subnet will always be
filtered while simplifying the filter placement. That is, it relieves
operators from having to find out all the possible layer-three paths
between subnets. Second, all policies regarding a particular subnet
are implemented in a single location (i.e., its gateway router), which
maximizes the opportunity to compress the filter rules through pre-
fix aggregation, and thus simplifies the configuration of filter rules.
Given this observation, in this paper we assume that packet filters
can only be placed on the gateway routers of subnets. This assump-
tion gives the additional benefit that we no longer need to consider
routing design further, since the filter placement is now fixed and
independent of the layer-three topology. We do wish to acknowl-
edge that systematic routing design is a challenging research prob-
lem on its own. We leave a more comprehensive investigation of
designs where filters may be placed anywhere in the network to fu-
ture work, and focus on VLAN design, IP allocation, and packet
filter design in this paper.
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3.3 Formulating the Reachability Control Design Problem
Following the integrated design methodology described in Section 1,
we now present a design framework for reachability control, which
integrates the design of the individual elements identified above. In
doing so, our goal is to enable the design process to be fully au-
tomated, and require only high-level specifications from operators.
We first present a new abstraction that facilitates specifying and
modeling reachability policy, and then present the framework.
3.3.1 A New Abstraction for Specifying Reachability Policies
An essential input to our framework is the reachability control poli-
cies, and it is important to consider how they should be specified.
The current “divide-and-conquer” design approach [33] requires
reachability policies to be specified at the VLAN/subnet level, i.e.,
it requires operators to specify a reachability matrix where each
cell (i, j) denotes the reachability between VLAN i and VLAN
j. This abstraction works for the “divide-and-conquer” approach
which assumes that the VLAN design has already been completed
before designing packet filters. However, it does not work for our
approach which integrates the design of VLANs and packet filters,
i.e., our framework cannot use such a VLAN-level reachability ma-
trix as input because VLANs themselves are to be determined by
the solution. In addition, we believe that the VLAN-level reacha-
bility matrix is too low level as a policy abstraction, and it is tedious
for operators to specify reachability policy using it.
In this work, we introduce a new abstraction for specifying reach-
ability policy: a reachability matrix at “user role” level. We define
a user role as a logical category that a set of users or servers belong
to. Example user roles include faculty users, Computer Science
users, financial servers, etc. Note that a user may have multiple
roles, e.g., a CS professor can have both roles of CS users and
faculty users. Each cell (i, j) of the reachability matrix specifies
reachability policy between a user role i and another user role j.
The advantage of this abstraction is that it allows policies to be
specified at a high level and independent of any design details.
3.3.2 Formulating Reachability Control Design
We formulate the design problem of reachability control as follows.
We assume we are given the physical topology of the network,
and the set of users/servers and their network locations. For each
user/server, we are given its user roles. We are given the reacha-
bility matrix at the user-role level as described above. In addition,
we are given the maximum number of VLANs that can be created
(denoted by N ), and the available IP blocks. The design frame-
work includes tasks of (i) mapping the set of users to at most N
VLANs, (ii) assigning IP blocks from the available IP space to the
created VLANs, and (iii) configuring packet filters to enforce the
reachability policies. Our goal is to minimize the total configura-
tion complexity of the resulting network. As discussed above, the
configuration complexity (denoted as Ctotal ) includes both VLAN-
related complexity (denoted by Cv), measured by the number of
trunk ports, and filter-related complexity (denoted by Cf ), mea-
sured by the number of filter rules. Formally, we model the total
configuration complexity as:
Ctotal = Wv ∗ Cv +Wf ∗ Cf (1)
whereWv andWf are the weight factors given to the two complex-
ity categories, and can be customized by operators. For example, if
the operators of a network consider VLAN trunk ports more diffi-
cult to configure and maintain than filter rules, they can assignWv
a higher value thanWf .
We notice that, while the VLAN grouping scheme and the IP al-
location scheme both impact the packet filter complexity, VLAN
design and IP allocation scheme are completely independent of
each other, i.e., the design choices made in VLAN grouping won’t
affect the available design space of the IP allocation scheme, and
vice versa. Given this insight, we are able to formulate the design of
reachability control as two joint design problems in order to make
it more tractable:
• Joint design of VLANs and packet filters;
• Joint design of IP allocation scheme and packet filters.
The output of the first joint design includes the VLAN grouping
scheme, and an intermediate representation of packet filter rules ex-
pressed in terms of individual VLANs and hosts. This intermediate
representation of packet filters then becomes part of the input to the
second joint design. The output of the second joint design includes
the IP allocation scheme, and complete packet filters expressed in
terms of IP address blocks. In the next two sections, we formulate
and solve the two joint design problems.
4 Joint Design of VLANs and Packet Filters
We first present models for formulating the joint design problem,
and then develop heuristics for solving the formulated problem.
4.1 Formulating the Joint Design Problem
This design task is to map hosts to a set of VLANs and to de-
rive packet filter rules expressed in terms of individual VLANs and
hosts. There are several important considerations in doing so, as
we detail below.
VLAN count: The total number of VLANs that can be created
in the design is determined by the hardware used in the network.
This is because each VLAN runs its own instance of spanning tree,
which consumes the memory and CPU resource of the switches.
For example, a Cisco Catalyst 2950 switch can only support up
to 64 spanning tree instances [11]. To model this constraint, we
simply assume that operators will specify the maximum number of
VLANs that can be created, which is denoted byN .
VLAN size: A VLAN becomes a separate subnet at layer three,
and thus the number of hosts that a VLAN can have is bounded
by the size of the IP address block assigned to the corresponding
subnet (assuming NAT is not used). For example, it is a common
practice to limit the maximum size of a VLAN to that of a /24
subnet, i.e., at most 254 hosts. We assume the operators will specify
the maximum VLAN size, denoted byMAX-VLAN-SIZE.
Correctness criteria: To ensure the correctness of the design, the
following two conditions must be satisfied. First, the given reacha-
bility policies must be correctly implemented through packet filters.
Second, all hosts in the same VLAN must have full reachability to-
ward each other, since they are all in the same broadcast domain.
Configuration complexity: This design will determine the VLAN
configuration complexityCv (i.e., the total number of VLAN trunk
ports in the resulting network). Further, it will also impact the
packet filter configuration complexity. Note that the filter rules gen-
erated by this design are expressed in terms of individual VLANs
and hosts. The VLANs and hosts will be assigned IP addresses in
the second joint design, and thus the filter rules could be further
aggregated when converted to the IP representation in that design.
Thus, we model the total configuration complexity introduced by
this design (denoted by C ′total ) as follows:
C
′
total = Wv ∗ Cv +Wf ∗ C
′
f (2)
Wv ,Wf and Cv have been defined for Equation (1). C
′
f is the con-
figuration complexity of the packet filters generated by this design
task, measured as the total number of filter rules. ClearlyC ′f ≥ Cf
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as the joint design of IP allocation and packet filters may further
reduce the number of filter rules through prefix aggregation.
Now we can formally formulate this joint design problem as:
Minimize: C ′total
Subject to:
- the correctness criteria, and
- the constraints on VLAN number and size.
4.2 Heuristic for Solving the Joint Design Problem
We present the details of our heuristic that works in a step-by-step
fashion. For ease of understanding, we use a running example to
illustrate the various algorithmic operations. The example network
setup is shown in Fig. 2a. There are eight user roles: Biology,
Computer Science, IT, Faculty, Students, managers, operators, and
servers. The reachability policies are also shown in the graph. We
are given that N = 6, and MAX-VLAN-SIZE = 254. For simplic-
ity, we assume that the operator has chosen to setWv = Wf = 1.
4.2.1 Step 1: Map Policy Groups to VLANs
As illustrated in Section 3.1, it is often desirable for a VLAN to
contain hosts subject to the same reachability policy, because doing
so enables filter rules to be written at the level of an entire VLAN.
To capture this insight in the design process, we leverage the ab-
straction of “policy groups” introduced by recent works [7, 31] in-
cluding our own for network modeling. A policy group abstracts
the set of hosts that are (i) subject to the same reachability policy to-
wards other hosts and (ii) have full reachability among themselves.
Clearly the set of policy groups forms a partition of all hosts. It is
easy to see that a policy group is an atomic unit in deriving filter
rules, i.e., if a packet filter allows traffic from one host in a pol-
icy group, it must also allow traffic from all the other hosts of the
same policy group. Thus, the use of policy groups in the design
process simplifies the reasoning of reachability control by allowing
us to reason about groups of hosts together instead of individual
ones. We believe the set of policy groups can be straightforwardly
derived from the inputs of user roles and the role-level reachability
matrix, but omit the details due to lack of space.
As a reasonable starting point of the design, we initially let each
policy group become a separate VLAN. We then derive the filter
rules. As mentioned in Sec.3.2, we have assumed that packet fil-
ters can only be placed on the gateway routers of the VLANs to be
protected. Thus the filter rules can be determined in a straightfor-
ward way: for each VLAN, the corresponding packet filter permits
all other VLANs (i.e., policy groups) that can communicate with
this VLAN, according to the reachability matrix. We assume an
implicit deny in the end of a packet filter, following the vendor
convention. Filters that simply permit all traffic are omitted.
Fig. 2b illustrate the design after this step. Seven policy groups
are identified straightforwardly from the inputs: CS faculty (shown
as CS-F on graph) which resides in two different locations, CS stu-
dents (CS-S), Biology faculty (Bio-F), Biology students (Bio-S),
IT managers (IT-M), IT operators (IT-O) and servers (SVR). Each
policy group has been placed in a separate VLAN. For example,
the entire CS-Faculty policy group becomes VLAN V4. The corre-
sponding VLAN trunk ports to be configured are shown by the bold
links connecting those ports. The packet filters are also shown, and
as expected all filter rules are expressed at the VLAN level. Finally,
the amount of configuration complexity in terms of filter rules and
trunk ports after this step is also shown.
4.2.2 Step 2: Selectively Partition VLANs with Large Span
For each VLAN created in Step 1, we now evaluate whether it is
beneficial (i.e., leading to smaller C ′total ) to partition it into two
smaller VLANs. If so, we will execute the partitioning, and iter-
atively evaluate for the resulting two smaller VLANs. We repeat
this step for every VLAN until we cannot further reduce C ′total by
partitioning existing VLANs. Our insight for this step is as follow.
On one hand, partitioning a VLAN that has a large span could
potentially reduceC ′total as it could significantly reduce the number
of trunk ports (i.e, Cv). Consider V4 (CS-Faculty policy group) in
Fig. 2b as an example. By partitioning it into two smaller VLANs,
i.e., the new V4 and V8 in Fig. 2c, we eliminate the need for any
trunk port for this VLAN, and thus reduce Cv . On the other hand,
partitioning a VLAN could also potentially increase C ′total as it
could lead to more filters and/or filter rules required, i.e., an in-
crease in C ′f . There are two reasons for this. First, after the parti-
tioning it may be necessary to install a new packet filter to protect a
newly created VLAN. For example, in Fig. 2c there is a new packet
filter that protects the newly created V8, which introduces 6 new
rules. Second, it may be necessary to add additional rules in the
existing filters, to permit a newly created VLAN. For example, in
Fig. 2c a rule “permit V8” is added to four existing filters.
More specifically, we employ the K-means clustering algorithm
(with K=2) to decide how a VLAN should be partitioned into two,
such that the reduction inCv is maximized. In configuring the clus-
tering algorithm, we let each host in the VLAN be a node, and the
distance between two nodes be the length of the shortest layer-two
path between the corresponding hosts. The clustering algorithm
then groups nearby hosts into the same VLAN and thus minimizes
the need of trunk ports.
For our running example, we find that by partitioning the old
VLAN V4 in Fig. 2b into two smaller VLANs V4 and V8 in fig.2c,
we reduces Cv (i.e., the number of trunk ports) by 12, but in-
creases C ′f (i.e., the number of filter rules) by 10. As we assume
Wv = Wf = 1, the total complexity is reduced by 2, according to
Equation (2). Hence, we execute the partitioning since it is benefi-
cial to do so. We also find that it is not beneficial to partition any
other VLAN. Fig. 2c shows the resulting design after this step.
4.2.3 Step 3: Partition VLANs with Too Many Hosts
This step ensures that the constraint on VLAN size is met. It checks
each VLAN in the current design to see whether it contains more
hosts than the specified MAX-VLAN-SIZE. If so, it again uses the
K-means clustering algorithm described in the previous step to par-
tition the VLAN into two. This process iterates until all VLANs
have been reduced to a size no larger than theMAX-VLAN-SIZE.
For our running example, Since none of the VLANs contains
more than 254 hosts, this step will not partition any VLAN.
4.2.4 Step 4: Selectively Combine Multiple VLANs
This step has two purposes: further reducing the total complexity
C ′total , and also ensuring that the constraint on the VLAN count is
met. It achieves both by selectively combining pairs of VLANs in
an iterative process as described below.
For every eligible pair of VLANs, the heuristic evaluates the
complexity impact of combining them. A pair of VLANs is eligi-
ble to be combined if (i) the sum of the hosts in both VLANs is not
greater than MAX-VLAN-SIZE, and (ii) the hosts in both VLANs
have full reachability toward each other. For every eligible VLAN
pair, we calculate the potential change in C ′total if the two were
combined into a single new VLAN. We then select the pair with
the maximum reduction in C ′total to execute the combining. We
repeat this process until the following two conditions are both met:
• The total number of VLANs is not greater than N (i.e., the
maximum number of VLANs that can be created); and,
• It is not possible to further reduce C ′total by combining any













































































(b) After step 1, each policy group becomes a VLAN. Packet filters






















































(c) After step 2, the original V4 is partitioned into two VLANs: the
new V4 and V8. This reduces C ′total by 2, by eliminating all the 12




































































(d) In step 4, the heuristic chooses to combine the old V2 and V3 to
form the new V9, as doing so reduces C ′total by 3.
Figure 2: An running example for illustrating the operations of our heuristics of our heuristics for joint design of VLAN and packet filters.
To understand why combining VLANs could possibly lead to
reduction in C ′total , consider V2 and V3 in Fig. 2c as an example.
If we combine those two VLANs into the new V9 as illustrated in
Fig. 2d, then for all packet filters that need to permit both V2 and
V3 by using two separate rules, they now only need to permit the
new V9 using a single rule, leading to a reduction of rules.
However, this benefit does not come without potential penalty.
The penalty is two-fold. Fist, if there is any packet filter that per-
mits only one of the two original VLANs, then it cannot permit
the combined new VLAN. For example, in Fig. 2c the packet fil-
ter protecting V1 (i.e., the servers) only permits V3 but not V2. So
after V2 and V3 are combined to form the new V9 as shown in
Fig. 2d, the filter cannot simply change to permit V9 instead, be-
cause doing so would wrongfully grant access to hosts in the orig-
inal V2. Hence, the filter now has to permit individual hosts in V3
as shown in Fig. 2d, leading to an increase in the number of filter
rules. Second, combining two VLANs could also require configur-
ing additional VLAN trunk ports, if the two VLANs are in different
locations. Though in our example this is not the case as V2 and V3
connect to the same switch.
For our running example, the heuristics will choose to first com-
bine V2 and V3 to form the new V9, because doing so results in a
reduction in C ′f by 3 while keeping Cv unchanged. This is illus-
trated in Fig. 2d. In fact this is the only pair of VLANs that will
result in a reduction in C ′total if combined. All other VLAN pairs
when combined will cause C ′total to increase. However, since the
total number of VLANs after combining V2 and V3 is 7, which is
greater than the given limit of N = 6, another pair of VLANs has
to be combined. The heuristic will again evaluate all eligible pairs
and then choose to combine V1 and V4 to form the new VLAN
V10, as doing so results in the least increase in C ′total (Cv and C
′
f
will be increased by four and two respectively). After that, both
conditions listed above are met and this step stops.
5 Joint Design of IP Allocation and Packet
Filters
We first formulate the joint design problem, and then present a
heuristic solution based on finding the maximum weighted match-
ing on a graph. In describing the heuristic, we continue to use the
same running example from the previous section.
5.1 Formulating the Joint Design Problem
This design task is performed after the joint design of VLANs and
packet filters that is presented in the previous section. The inputs
are: (i) the VLAN grouping scheme; (ii) the packet filters in the
intermediate representation (i.e., expressed in terms of individual
VLANs and hosts); and (iii) available IP blocks. The goal of this
design is to find the optimal scheme of allocating IP prefixes to
VLANs such that the resulting number of filter rules is minimized.
For example, in Fig. 3a, the packet filter that protects V6 contains
four rules to separately permit V5, V8, V9 and V10. However, if two
aggregatable prefixes (say 10.0.1/24 and 10.0.2/24) are assigned to
V5 and V8, then the two VLANs can be permitted together in one
rule that permits the aggregated prefix 10.0.1/23. Even better, if
prefixes 10.0.3/24 and 10.0.4/24 are also assigned to V9 and V10,
then further aggregation can be achieved and the filter will need
only a single rule “permit 10.0.1/22” to permit all four VLANs.


















































































































































































































(d) The final prefix allocation scheme based on the maximum
weighted matching on both G23 and G24.
Figure 3: The example continued from previous section for illustrating operations of our heuristic for assigning IP prefixes to VLANs.
dress allocation scheme should prioritize the assignment of aggre-
gatable prefixes based on how frequently the candidate VLANs ap-
pear together and receive the same treatment (i.e., permit or deny)
in all filters, in order to minimize the total number of filter rules.
Our focus in designing the address allocation scheme is on the
VLAN/prefix level, i.e., we focus on assigning IP prefixes to VLANs.
We do not consider how IPs should be assigned to individual hosts
inside each VLAN. Even though carefully assigning IPs to indi-
vidual hosts could potentially enable intra-VLAN IP aggregation
and reduce the number of filter rules concerning individual hosts,
we believe this may be too low level that it is impractical to re-
quire operators to configure and track individual IP assignment. In
practice, DHCP is often used so that hosts will receive their IPs
automatically from the IP blocks assigned to their VLANs/subnets.
Thus, we simply assume that individual IP assignment to hosts is
done randomly, and do not consider possible aggregation of indi-
vidual host IPs. We do wish to note that the heuristic presented
below can be directly applied to finding the optimal individual host
IP assignment, if the operators wish to do so.
Correctness criteria: To ensure the correctness of the design, the
following two conditions must be satisfied. First, the prefixes as-
signed to VLANs must be chosen from the pool of available IP
blocks. Second, when aggregating filter rules, the given reachabil-
ity control policies must be correctly implemented.
Configuration complexity: This design will determine the final
packet filter complexity Cf (i.e., the total number of filter rules in
the resulting network).
Formally, the joint design of prefix allocation and packet filters
can be formulated as follows:
Minimize: Cf
Subject to: the correctness criteria.
5.2 Heuristic for Solving the Joint Design Problem
The key idea for solving the problem is to model it as finding the
maximum weighted matching on a graph. Our solution works in
iterations over the prefix lengths, starting from /32, then /31, then
/30, and so on (i.e., in each iteration the prefix length is decreased
by 1). In the iteration that concerns prefix length l, we construct a
graph Gl whose vertices are prefixes of length l that are available
and can be assigned to VLANs. There is an edge between two
vertices, if the corresponding VLANs appear together and receive
the same treatment in at least one filter. The weight of an edge
is defined as the number of filters in which the two corresponding
VLANs appear together and receive the same treatment.
To illustrate, Fig. 3a shows our running example continued from
the previous section. Note that only rules concerning an entire
VLAN are shown here, and rules concerning individual hosts are
omitted, as the focus here is on assigning prefixes to VLANs. The
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graph Gl is empty for iterations concerning prefix length from /32
to /25, as the VLANs in this particular example are all of /24. In the
iteration concerning /24, the corresponding graph G24 is shown in
the lower left part of Fig. 3a. The numbers shown on the edges are
the weights. For example, the weight of the edge (V9, V10) is 3, as
the two VLANs being permitted together in three packet filters.
Now the design problem of finding the best allocation scheme of
prefixes of length l can be solved by finding the maximumweighted
matching on Gl. A matching on a graph is defined as a subset of
edges such that none of them share a common vertex. The max-
imum weighted matching is defined as a matching for which the
sum of the weights of the matched edges is as large as possible.
We note there exist algorithms (e.g., [5]) that take O(n3) to find the
maximumweighted matching on a general undirected graph, where
n is the number of vertices. Now in our context, for each edge
included in the maximum weighted matching, the corresponding
two VLANs should be assigned aggregatable prefixes. It is easy to
see that by maximizing the weight of the selected matching on Gl,
we maximize the opportunity to reduce the number of filter rules
through prefix aggregation.
We leverage the algorithm described in [5] to find the maxi-
mum weighted matching for our running example, and the result
is marked in red on the G24 graph shown in Fig. 3b. According to
the result, we should assign aggregatable prefixes to V9 and V10,
to V6 and V7, and to V5 and V8. Doing so will reduce the number
of filter rules by 6 as illustrated in Fig. 3b.
The process of constructingGl and finding the maximumweighted
matching on it continues for larger prefixes. It stops when Gl does
not have any edge. For our example, after the above iteration of /24,
we are left with three /23 prefixes, which are aggregated prefixes of
the corresponding pairs of VLANs as specified by the maximum
weighted matching in the previous iteration of /24. So the new
graph G23 can be constructed as shown in Fig. 3c. G23 has three
vertices, which are the three VLAN pairs each receiving aggregat-
able prefixes in the previous iteration. There is an edge between
two vertices, if all four involved VLANs appear together and re-
ceive the same treatment in at least one filter. The weight of an edge
is the number of filters in which all four involved VLANs appear
together and receive the same treatment. For the running example,
either edge could be the maximum weighted matching for G23,
and our heuristic will randomly pick one, say the edge ({V9,V10},
{V6,V7}) as shown in Fig. 3d. This means that aggregatable /23
prefixes will be assigned to the two pairs of VLANs {V9,V10} and
{V6,V7}, so that they can be further aggregated to a /22 prefix. As
a result, whenever a filter needs to permit all those four VLANs, it
can simply permit the aggregated /22 prefix in a single rule. The
process stops after /23 for the example network.
Based on these results, for our running example it is best to as-
sign 10.0.1/24 to V9, 10.0.2/24 to V10, 10.0.3/24 to V6, 10.0.4/24
to V7, 10.0.5/24 to V5, and 10.0.6/24 to V8. This prefix allocation
scheme reduces the number of filter rules by 7, which is the max-
imum reduction that can be achieved through prefix aggregation.
The final design is shown in Fig. 3d.
6 Evaluation
We evaluate our integrated design framework for reachability con-
trol on a large university campus network. The network has a
few thousand hosts and is assigned a /16 IP space. Our dataset
includes configuration files of all devices (most are layer-2 and
layer-3 switches), as well as the complete physical topology data
obtained through the Cisco Discovery Protocol (CDP).
VLANs are extensively used in this network, with a total number
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Figure 5: CDF on the number of switches that a policy group spans.
mum number of hosts a VLAN can contain is 254. A large num-
ber of packet filters (i.e., access-control-list, or ACLs) is present.
The vast majority of filters are installed on the gateway routers of
VLANs, and there is no filter in the network core. This matches
our assumption of filter placement (Section 3.2) very well.
6.1 Characterizing Policy Groups
Although our design framework allows operators to specify reach-
ability policies using the user-role-level reachability matrix (Sec-
tion 3.3.1), unfortunately for the campus network under study a
complete and up-to-date documentation of all reachability policies
is not available. Thus, we take an alternative approach and reverse
engineer all the policy groups based on the device configuration
files, using the methodology presented in [8]. We are able to iden-
tify a total of 116 policy groups in this network and, furthermore,
make the following interesting observations about them.
First, the majority of policy groups are small, many with fewer
than 10 hosts. However, the largest policy group includes 264 hosts
which is larger than any single VLAN. 23 policy groups contain 10
hosts or more, and 10 of them contains 50 hosts or more. The size
distribution of the policy groups is shown in Fig. 4. Further in-
vestigation shows that many of the small policy groups are servers,
special purpose (e.g., VoIP) boxes, and management hosts (e.g., op-
erators granting their own office desktops special privilege so that
they can log on to remote switches and routers right from their of-
fice). The two largest policy groups consist of student dorm hosts
and computers in classrooms, respectively. These two groups of
hosts are of large volume and span many buildings, but hosts in
each group are subject to the same reachability policies.
Second, we investigate the footprint of these policy groups, by
measuring the number of switches they span. More specifically, for
each policy group we measure the number of switches that one or
more of its hosts directly connect to. The results are summarized in
Fig. 5. We see that, while half of the policy groups connect to only
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Figure 7: Comparing the number of filter rules and the number
of VLAN trunk ports produced by our joint VLAN/filter design
heuristic to those by the ad-hoc design approach.
them span 10 or more switches. The largest policy group spans 32
switches, which turns out to be the dorm machines. Next, We mea-
sure for every switch the number of policy groups that connect to
the switch. The results are summarized in Fig. 6. We see that, while
40% of the switches connect to only a single policy group, 20% of
the switches connect to 4 or more policy groups, and 10% of the
switches connect to 7 or more policy groups. The maximum num-
ber of policy groups that a switch connects to is 18. These results
show that the “divide-and-conquer” approach [32, 33] that solely
seeks to minimize the number of VLAN trunk ports will not work
well for minimizing the overall configuration complexity. This is
because that approach will group hosts purely based on their physi-
cal locations (i.e., the switches they connect to) and thus will likely
place multiple policy groups connecting to the same switch in the
same VLAN. This is particularly true when the number of VLANs
that can be created is smaller than the number of policy groups,
which is the case here. As a result, many filter rules will have to be
expressed at the individual IP level, leading to an explosion in the
number of rules as illustrated by the example design in Fig. 1b.
6.2 Evaluating the Joint Design of VLANs and Packet Filters
We now evaluate the effectiveness of our heuristic for a joint design
of VLANs and packet filters. In the current campus network, packet
filters are placed on over 70 layer-3 switches and routers, with more
than 6000 rules in total. It is surprising to find that the majority of
those rules are at the individual IP level. On the other hand, the
current network also has a large number (2500+) of VLAN trunk
ports, needed to connect hosts in different physical locations into
the same VLAN. Due to these facts, the current network has a high
degree of configuration complexity. We do wish to note that the
campus network is well managed by a dedicated team of highly


























Figure 8: Sensitivity of the results to theWf andWv parameters.
spent on finding a solution to reachability control. We believe that
these observations confirm that for a large-scale network with fine-
grain reachability control requirements, it is just too difficult for
any operators to manually search for the optimal design that min-
imizes the complexity. This highlights the need for our integrated
top-down design approach.
To execute our design heuristic, we set N (the maximum num-
ber of VLANs allowed in the design) to be 69, the same number
of VLANs used in the current network. The MAX-VLAN-SIZE is
set to 254, which also matches the current network design. We set
the weight factors Wf and Wv (for packet filter complexity and
VLAN trunk port complexity, respectively) to be 1.0. We then run
our heuristic (implemented by a set of Perl scripts) on our dataset.
The heuristic runs sufficiently fast and completes the design in less
than two minutes on a PC with a quad-core i7 CPU. The resulting
configuration complexity is shown in Fig. 7. There are two clus-
ters of bars, corresponding to the ad-hoc design approach operators
used to produce the current network and our integrated top-down
design approach, respectively. In each cluster, the first bar shows
the total number of filter rules in the resulting design, and the sec-
ond bar shows the total number of VLAN trunk ports. The results
show that (i) our heuristic effectively reduces the total number of
filter rules down to 1809, which is only 30% of the number of filter
rules in the current network; and (ii) our heuristics also reduces the
number of VLAN trunk ports down to 716, which is only 29% of
the number of trunk ports in the current network.
We next study the sensitivity of the results to the Wf and Wv
values. For this purpose, we consider two alternative design sce-
narios. In the first scenario, the complexity of configuring VLAN
trunk ports is considered four times higher than that of configuring
filter rules, and thus we set Wf = 1 and Wv = 4. In the second
scenario, the complexity of configuring filter rules is considered
four times higher than that of configuring VLAN trunk ports, and
thus we setWf = 4 andWv = 1. We run the heuristics with these
two additional setups on the same dataset, and Fig. 8 summarizes
the results. Each cluster of bars corresponds to a specific choice of
Wf andWv . In each cluster, the first bar shows the total number of
filter rules in the resulting design, and the second bar shows the to-
tal number of VLAN trunk ports. We make two observations. First,
For all settings, the total configuration complexity is substantially
lower than that of the current network. This shows that our heuris-
tic effectively reduces the complexity regardless of the choice of
Wf or Wv values, and thus can be applied to a wide range of de-
sign scenarios. Second, the results also show that our heuristic can
intelligently trade off the two complexity factors for different de-
sign scenarios, and produce the best design for each scenario. For
example, when VLAN trunk ports are given a higher complexity
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Figure 9: The number of filter rules produced by the current ad-hoc
design, the joint design of VLANs and filters alone, and the full
integrated design framework including the prefix allocation step.
using more filter rules. In contrast, when packet filters are given
a higher complexity weight, the produced design uses fewer filter
rules, at the cost of more VLAN trunk ports.
6.3 Evaluating the Joint Design of IP Allocation & Filters
We next evaluate the effectiveness of our heuristic for a joint de-
sign of IP address allocation and packet filters. Our heuristic takes
as input the packet filters produced in the joint design of VLANs
and filters, and those filters are expressed in terms of individual
VLANs and hosts. Note that the focus of this paper is on allocat-
ing prefix addresses to VLANs, and the heuristic only designs the
IP allocation scheme at the prefix level (Section 5.1). Again our
heuristic runs relatively fast and completes the design in less than
one minute. The result is shown in Fig. 9. This figure shows the
number of filter rules in three designs: (i) the current network, (ii)
the joint design of VLANs and packet filters alone, withWf =Wv
= 1, and (iii) the full integrated design including the IP prefix al-
location step. (We do not show the VLAN trunk port data in this
figure since they are not impacted by the prefix allocation heuris-
tic.) We see that by integrating the prefix allocation design and the
packet filter design, our heuristic is able to further reduce the total
number of filter rules down to 841. This halves the total number of
filter rules (including both VLAN-level and host-level rules) pro-
duced by the joint design of VLANs and packet filters alone, and
is only 14% of the number of filter rules in the current network.
Together, the total amount of configuration complexity (including
both filter rules and VLAN trunk ports) incurred by our integrated
top-down design approach is only 18% of that incurred by the cur-
rent ad-hoc design approach. Overall, these results demonstrate the
effectiveness of our integrated design approach in reducing network
configuration complexity.
7 Discussion and Open Issues
Applying the integrated approach to other operation objectives:
We consider the presented design methodology as briefly outlined
in Section 1 an important contribution in its own right. Even though
the problem formulations, algorithms and heuristics developed in
this paper are specific to the objective of user reachability control,
the integrated design methodology is general, neither limited nor
tied to that specific context. In fact, we observe that virtually every
network operation objective involves designing multiple network-
ing elements; therefore, we expect our integrated methodology to
have wide applicability in top-down network design.
Take QoS for instance. A QoS solution typically involves end-
to-end traffic engineering (e.g., through routing) and per-link traffic
management (e.g., through policing, marking and shaping of pack-
ets on routers) [34]. Intuitively, a more sophisticated routing de-
sign such as routing traffic of different QoS classes over different
paths, which has its own complexity to implement and maintain,
can achieve a more predictable and simpler traffic pattern at each
router, and subsequently simplify the per-link traffic management
requirement. On the other hand, a simplistic routing design that
allows all classes of traffic on all links would likely complicate the
traffic management task. Thus, when designing a QoS solution, it
is important to jointly consider routing and traffic management in
order to minimize the overall complexity.
Considering other aspects of network complexity: Our integrated
design methodology is not tied to the configuration complexity
metric used in this paper. In principle, the approach will work with
any complexity metric that is quantifiable based on design param-
eters. For example, Chun et al. [10] have proposed to measure
the amount of dependencies between states maintained at differ-
ent routers. Conceivably, the collection of states required at each
networking device can be inferred from the choices of protocols
and other such decisions at design time. If that is indeed the case,
one may use the state-centric metric in place of the configuration-
centric metric in formulating new optimization problems similar to
those presented in Sections 4 and 5. An interesting open question
is how much the set of optimal design choices would vary from
metric to metric.
It is noteworthy that our literature search is unable to identify
additional complexity metrics subject to the criteria of being (i) ob-
jectively quantifiable and (ii) directly linked to design choices. On
a positive note, the networking community is increasingly aware of
the importance of developing formal models and metrics for defin-
ing and quantifying network complexity. A new group has been
formed within the Internet Research Task Force (IRTF) to specif-
ically promote research in this direction. Particularly of interest
is the call by this group to develop high-level complexity metrics
to help design networks with more predictable behaviors and less
resembling of complex nonlinear systems where a small local per-
turbation may lead to a cascading system wide failure [6].
Applying the integrated approach to optimize SDN flow rule
generation: Recent research [19, 24, 26] on SDN advocates that
the controller platform should provide a “one big switch” abstrac-
tion to the applications running on it. This abstraction enables the
application programmers to specify policies at a high level (i.e.,
network level) and let the controller translate those policies into
low-level (i.e., switch-level) flow rules and install them on individ-
ual switches. In doing so, a fundamental constraint is the limited
TCAM space on the commodity switches where the rules will be
stored. Thus, it is desirable to minimize the number of flow rules
required. Existing proposals on this front again take a “divide-
and-conquer” approach and assume that the IP allocation scheme
has been decided before generating and distributing the rules, even
though how the IP addresses are assigned can have a significant
impact on how flow rules may be aggregated. We believe that our
integrated methodology can be applied to jointly design IP alloca-
tion and rule generation and distribution to minimize the resulting
number of rules. The heuristics presented in this paper may be
leveraged in that context as well. We leave a thorough investiga-
tion in this direction to future work.
Optimality vs. tractability: We consider the formulations and al-
gorithms presented in this paper only one candidate solution of a
spectrum of possible integrated design frameworks for reachabil-
ity control. For example, it may be feasible to formulate VLAN
design, IP address allocation and routing design into a single opti-
mization problem. Broadly speaking, we observe that two compet-
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ing factors, optimality (in terms of how many networking elements
are unified) and tractability (whether a practical solution can be
found), are at play with the integrated approach. An interesting
open question is whether a class of design points (“sweet spots”)
exists that strikes the right balance between the two factors.
8 Conclusions and Future Work
We have shown the importance and effectiveness of an integrated
top-down network design methodology for systematically identi-
fying, among all designs that meet a given operational objective,
the one(s) with the minimum configuration complexity. The ap-
proach enables us to rigorously formulate two new optimization
problems as part of a design framework for accomplishing a net-
work’s reachability control policy while avoiding unnecessary con-
figuration complexity. The power of the new formulations comes
from a unified model that captures the intricate interplays between
design decisions concerning VLANs, IP addresses, and packet fil-
ters. While this paper focused on reachability control as an appli-
cation, we believe that the integrated design methodology is appli-
cable not only to a variety of design objectives and tasks for today’s
networks, but also to the emerging SDN paradigm.
To the best of our knowledge, this is the first work that inves-
tigates systematically reducing network complexity through top-
down design. Our work builds on top of, but goes fundamentally
beyond, prior research on network complexity [7, 10, 31], which
focused on complexity measurement, quantification and modeling.
Furthermore, this work is the first to reveal a fundamental limita-
tion of the commonly accepted “divide-and-conquer” design ap-
proach [32,33] in containing network complexity. We consider this
insight a major advance in the state of the art in top-down network
design.
For future work, we will seek to (i) extend the unified reachabil-
ity control design framework by modeling also the task of routing
design, (ii) evaluate the framework on additional datasets of enter-
prise networks, (iii) validate the generality of the integrated design
methodology by applying it to other operation objectives such as
QoS and resiliency, as well as to the “one big switch” model of
SDN, (iv) incorporate other types of network complexity metrics,
including those with a higher level semantics about network behav-
iors than the configuration driven metrics, and last but not the least,
(v) investigate how the presented approach, currently targeting new
(“green-field”) networks, can be adapted to support evolving and
redesigning existing (“brown-field”) networks.
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