Abstract-In this paper, two resource allocation schemes for energy efficient cognitive radio systems are proposed. Our design considers resource allocation approaches that adopt spectrum sharing combined with soft-sensing information, adaptive sensing thresholds, and adaptive power to achieve an energy efficient system. An energy per good-bit metric is considered as an energy efficient objective function. A multi-carrier system, such as, orthogonal frequency division multiplexing, is considered in the framework. The proposed resource allocation schemes, using different approaches, are designated as sub-optimal and optimal. The sub-optimal approach is attained by optimizing over a channel inversion power policy. The optimal approach utilizes the calculus of variation theory to optimize a problem of instantaneous objective function subject to average and instantaneous constraints with respect to functional optimization variables. In addition to the analytical results, selected numerical results are provided to quantify the impact of soft-sensing information and the optimal adaptive sensing threshold on the system performance.
I. INTRODUCTION
G REEN communication is a major contributor to the global greenness. Therefore, a high demand on reducing the mobile phones power consumption while achieving high throughput is noted. It is found that the radio's power consumption reaches up to 50 percent of the mobile device's power consumption [1] . Cognitive radio (CR) technology is a potential candidate to achieve greenness communication [2] . There are many proposals to achieve greenness for CR technology under both MIMO and SISO environment [3] - [9] . Recall that CR has been proposed to overcome the inefficient use of frequency spectrum and its resulting scarcity. In CR, secondary user (SU) may share the bands of the primary user (PU) through various schemes [10] , [11] . Combining the knowledge of PU's existence into the SU's transmission scheme results in an improved performance. Therefore, existing work utilizes the PU's soft-sensing information in single-input single-output systems to maximize the system performance [12] - [14] .
It is well known that the transmission power is one of the main factors in deciding the system communication rate, reliability, and power consumption [4] . Therefore, researchers have been working toward achieving an optimal energy efficient system, i.e., minimizing the system energy while preserving its quality of service (QoS) parameters, in terms of rate, delay, etc. There are several approaches to handle the problem by optimizing either the rate or the overall energy. Some researchers consider optimizing the total transmission power consumption while forcing the rate constraint to be above a certain threshold [15] , while others consider maximizing the rate under a total power budget [16] , [17] . The authors of [7] considered a downlink, multi-casting, SU system under MIMO environment. The transmission power subject to primary interference constraint is minimized as a quadratic constraint quadratic problem under imperfect channel state information (CSI). Since the problem is not a convex one, two randomization schemes have been proposed. It is argued that minimizing the energy per goodbit (EPG) outperforms both categories in-terms of system energy efficiency [18] , [19] . The EPG function describes the energy consumption per successfully received bit. The authors of [14] considered an average EPG as their energy efficiency metric. They proposed a joint design of the optimal sensing duration and optimal power allocation, to maximize their system efficiency. They enforced a detection probability threshold and an average interference constraint to protect the PU.
In this paper, an energy efficient spectrum sharing system is analyzed and designed by utilizing the sensing information about PU. Two resource allocation schemes have been proposed to show the impact of adaptive optimal power, adaptive sensing threshold, and soft-sensing information on the system performances. A description of our settings is as follows,
• The SU network is a delay intolerant network, such as, Voice over IP, Video over IP, and the legacy phone networks. On the other hand, the PU network, which appears in our problem through the average constraint, is assumed to be delay tolerant network, such as, file sharing network, ftp, and http.
• A temporal database that describes the presence of PU for certain periods of time is assumed. The database acts as a source for the prior hypotheses of PU existence, not as a sensing source (it is accessed by SU in a daily or weekly basis). This database has been developed through learning algorithms or experiments and measurements which have been done by a spectrum organization via exploiting a cognitive radio engine [20] , [21] .
• Under the proposed system, a spectrum sensor, which collects real-time information about PU signal, is available at the SU. This assumption allows us to enforce and adjust the prior probability of PU existence which was obtained from the database. Furthermore, this sensor improves the accuracy of the probability of PU existence at the database. Most importantly, the sensing metric, resulted from the SU sensor, gives a relative measurement on how much a SU can aggregate on the corresponding sub-channel. Large SU power aggregation is allowed when the sensing metric indicates that the corresponding long-term effect on PU is small. Whereas, power aggregation is not allowed when the sensing metric indicates a high long-term effect on PU. • The energy detection scheme is adopted at the SU sensor, which attains the soft-sensing information. This choice is justified by the fact that it is hard to obtain PU CSI beforehand.
• In the benchmark system, an on-board spectrum sensor is not available. This assumption highlight the gain of utilizing the adaptive sensing threshold and the soft-sensing information.
• Three more benchmark systems are developed, in Section IV, to further evaluate the performance of the proposed systems.
• Both the EPG cumulative density function (CDF) and the outage metrics (formally defined later) are considered to evaluate the system performance.
The proposed approaches are designated as sub-optimal and optimal approaches. The sub-optimal one is achieved via optimizing the EPG metric using a channel inversion power policy (thus noted as sub-optimal). Whereas, the optimal one utilizes the calculus of variation to minimize an instantaneous EPG subject to average and instantaneous constraints (thus noted as optimal). In our analysis, the pseudo-convexity structure of the objective function (EPG) and the quasi-convexity of the corresponding constraints are proved. This facilitate the finding of a global optimal solution. Our numerical results confirm that the optimal approach achieves better performance compared to the sub-optimal one. Analytical results are provided for both the proposed and benchmark systems. Numerical results show the improvement of the proposed schemes compared to the benchmark ones.
Unlike [18] , which minimizes the EPG metric without considering the CR environment, our work protects the PU and utilizes the sensing information to minimize the EPG metric. In addition to the difference in the system model assumptions, the utilization of quasi-convexity and pseudo-convexity analysis of the targeted problem is distinct from that in [22] , [23] .
The organization of the paper is as follows. Section II describes our system model with a related background on PU sensing approach. Section III discusses the problem formulation and analyzes of both the benchmark (optimal and sub-optimal schemes) and proposed (optimal and sub-optimal schemes) systems. Finally, selected numerical results are presented in Section IV. 
II. SYSTEM MODEL AND RELATED BACKGROUND

A. System Model
In this system, a CR multi-carrier system is considered, where all terminals have a single antenna, i.e., single-input single-output (SISO) system. Fig. 1 shows the system model of sub-channel i, where i is the index of a sub-carrier in the orthogonal frequency-division multiplexing (OFDM) system, i ∈ {1, . . . , N}. In Fig. 1 , the fading channels between primary transmitter (PT) and secondary receiver (SR), ST and SR are designated by h psi , h spi , h si , and their corresponding squared modulus γ psi = |h psi | 2 , γ spi = |h spi | 2 , γ si = |h si | 2 , respectively. The previously mentioned channels gains are assumed to be independent. The corresponding channel vector is expressed as γ ps = {γ ps1 , γ ps2 ,..., γ psN }, γ sp = {γ sp1 , γ sp2 ,..., γ spN }, and
It is assumed that the sensor is on the SR side. Additionally, both ST and SR share the knowledge about the sensing information (ζ i , as defined later), the SU channel γ si , and the average value of γ spi (γ spi ) through a feedback channel. It is assumed that PT transmits with a fixed P p . This is justified by the fact that PT may not know the instantaneous value of its channel, and thus it is using a constant power policy. On the other hand, ST has an adaptive power allocation policy (to be described later) denoted as P si , per sub-carrier. SU decodes the PU interference as noise, since it does not know γ psi . Hence, it is unable to perform any interference mitigation technique. Considering that our system adopt a CR environment, it is a must to protect the PU from the SU interference. Therefore, an average constraint on the ST interference toward the PR is enforced.
B. Sensing Background
In this section, the necessary background for incorporating the sensing information in the proposed system is provided. The sensing information is associated with the optimization problem through the average constraint on the interference from ST to PR. Fig. 2 shows the sensing framework, where the radio senses the channels for a period of time T s , then transmits for a period of time T c . In this work, it is assumed that T c T s , such that T s does not affect the system performance. Furthermore, it is assumed that the channel coherence time is large enough so that it does not change within two periods of sensing. In this system, an energy detection scheme is used, because the SU does not have a prior knowledge about the PU CSI. Recall that the output of the energy detector is expressed as follows,
The vector expression of the sensing information is ζ = {ζ 1 , ζ 2 , . . . , ζ N }, and N s is the number of sensing samples. The received signal at SR sensor, y i (n), which corresponds to subcarrier i, is expressed as follows,
(PU is idle)
where, x i (n) is the transmitted symbol from the PT at subcarrier i, η i (n) is the Additive White Gaussian Noise (AWGN) at the sensor side at sub-carrier i. The authors of [24] have done a thorough investigation on the probability density function (PDF) of ζ i (N s ) for both cases H 0 and H 1 . Following the same general approach, the PDFs of both H 0 and H 1 are obtained, and designated as h 0 (ζ i ) and h 1 (ζ i ), and their corresponding means µ 0 , µ 1 , and variances δ 2 0 , δ 2 1 , respectively. Deciding whether PU is active or idle requires an optimal decision mechanism. The likelihood function of the PDFs of the two hypotheses is expressed as follows,
where, γ ui is the sensing threshold which identifies the absence of PU if (3) is satisfied. By solving the inequality in (3), we obtain a set of ζ i that lies within a region Z 0 and satisfies (3), meaning that PU is idle. On the other hand, if (3) is not satisfied, then the set of the resulting values of ζ i lie within a region Z 1 , where Z 1 = Z 0 , and the PU is declared to be active, thus, SU refrains from transmitting.
III. PROBLEM FORMULATION AND SYSTEMS' ANALYSIS
This section is divided into two sub-sections. The first one discusses the sub-optimal analysis of both the benchmark and proposed systems, whereas, the second sub-section considers the optimal analysis of both systems. Before proceeding with the mentioned sub-sections, a common problem formulation that is shared by all systems and schemes is illustrated.
The EPG metric is a common objective function among all schemes. Furthermore, there are three common constraints, namely, peak power constraint, minimum rate constraint, and average PU interference constraint (CR constraint). The formulation of the common problem, called P 0 , is expressed as follows,
The EPG objective function is defined as the power to rate ratio, as in (4a). The power profile P si (γ) and P p are the transmission powers of SU and PU, respectively, at sub-carrier i, N is the total number of sub-carriers. The power profile P si (γ) is defined individually for the benchmark and proposed systems in each of the following sub-sections. The corresponding vector of the power profile is expressed as P s (γ) = {P s1 (γ), P s2 (γ),..., P sN (γ)}. The parameters P max and R min are assigned constants for the SU's instantaneous power budget per sub-carrier and minimum fixed rate of the SU, respectively. The constants k t and k c refers to the power amplifier and circuit operation constant powers, respectively. The variable γ i is defined separately in the proposed systems and the benchmark ones. In the proposed systems γ i consists of γ si , γ spi , and the sensing metric variable ζ i , whereas, under the benchmark systems γ i consists only of γ si and γ spi only. The vector notation of γ i is expressed as γ = {γ 1 ,..., γ N }. P ave is the average power constraint on the received interference by PR from ST, and it is defined as,
Recall that Pr{PU is ON} and Pr{PU is OFF} are the probabilities of PU being active and idle, respectively, obtained prior from the database. The objective is to tune the interference threshold P ave depending on the sensing information and the prior information. Intuitively, if PU is ON, then P ave is set to the lowest value, otherwise, P ave can be arbitrary high. It is then clear that Q int ≤ P. In case the sensing information about PU existence is not available (as in the benchmark cases) the worst case is considered (to protect the PR) and use P ave = Q int . It is also worth mentioning that in case
< γ ui SU stops transmitting, i.e., P si = 0, therefore, in this case it is not necessary to enforce an interference constraint. Constraint (4b) is the peak power constraint over each sub-carriers, constraint (4c) is the minimum required SU rate constraint, and (4d) is the average power and interference constraint. This formulation of an instantaneous objective function with an average interference constraint is justified by the earlier assumption, i.e., the PU system operate under a delay tolerant constraints, whereas, the SU is intolerant toward the delay.
The structure of problem (4) is complicated to solve for several reasons as follows. The objective function (4a) is an instantaneous function, whereas constraint (4d) is an average constraint. This is a difficult problem if the optimization variables are a functional of functions, P s (γ s ). In Section III-B, we solve this problem through a series of steps and using the calculus of variation theory. Furthermore, the objective function (4a) is clearly a fractional non-convex function on P si . Therefore, it is essential to show a technique that provide a global optimal solution to the problem. It is known that by satisfying the Karush-Kuhn-Tucker (KKT) conditions a global optimal solution can be obtained for a convex problem, i.e., convex objective function with convex constraint. A generalized version of this result is stated in the theorem below [25, Sec. 4.4] . Prior to Theorem 1 it is necessary to define the following.
Definition: Problem P is defined as follows,
Theorem 1: Consider problem P with x 0 as a feasible point.
Let f be pseudo-convex at x 0 ∈ S and that g i are differentiable and quasi-convex at x 0 . If there exist
then x 0 is a global minimum point for P .
Proof:
The proof is stated in [25, Sec. 4.4] . Theorem 1 is utilized to solve problem (4). The following lemma is deducted to show that problem (4) satisfies the pseudo-convexity and quasi-convexity settings stated in Theorem 1.
Lemma 1: Let P * s (γ) be an optimal solution, of problem P 0 , that satisfies the KKT conditions. It follows that P * s (γ) is a global optimal solution for problem P 0 .
Proof: The proof is in Appendix A
A. Sub-Optimal Approach: Channel Inversion
In this section, we address the analysis of the benchmark system through the sub-optimal approach. Then, we proceed with the analysis of the proposed system through the suboptimal approach.
1) Benchmark System Analysis:
In this section, we analyze the benchmark system, which does not consider the sensing information, using the sub-optimal approach. The benchmark problem formulation is similar to the one described in problem P 0 , where (4d) is now expressed as,
In the benchmark case, we do not have sensing information about PU existence, hence, we consider the worst case (to protect the PR) scenario where we let P ave = Q int . Let us call the new problem after changing (4d) into (8) as P 1 , formulated as follows,
Now, we focus on the channel inversion power policy, which is defined for the benchmark system as follows,
where γ vi is a SU's channel quality threshold (to be optimized) and σ i is the power inversion coefficient (to be optimized). The corresponding vector notation is σ = {σ 1 ,..., σ N }. The variable γ vi gives an indication about the SU channel γ si ; whether it is in deep fade, so we stop transmission, or in good condition, so we continue transmission. This power policy is defined in this form to preserve a fair comparison to the proposed scheme in Section III-A2.
To solve problem P 1 , we begin by solving the expectation in (8) . Since both γ si and γ spi are independent variables, while taking into account the assumed power policy in (10), we can separate both integrals as follows,
The first integral results in a function of
, which depends on the PDF of γ si . The second integral results in γ spi , the average value of the γ spi . Thus, (11) might be written as,
To utilize Theorem 1, in obtaining a global optimal solution to the benchmark problem, it is necessary to verify that constraint (12) is jointly quasi-convex with respect to both σ and γ v . This can be verified via two steps. The first step is to show that the function G(γ vi ) is a non-increasing function with respect to γ vi . This is deducted by using Leibniz rule on G(γ vi ), i.e.,
In the second step, we show that the product of a non-increasing function and a quasi-convex function results in a quasi-convex function, as in the following lemma. Note that, in the following lemma, the notation of all optimization variables is replaced by a vector x, for notation generality.
Lemma 2: Let f (x) be a quasi-convex function and g(x) be a non-increasing function. Define a function z(x) as the product between f (x) and g(x), such that,
is a quasi-convex function with respect to x.
Proof: The proof is given in Appendix B Knowing that G(γ vi ) is a non-increasing function and γ spi σ i is a quasi-convex function, hence, it is verified that constraint (12) is jointly quasi-convex. Thus, satisfying the KKT conditions is enough to obtain a global optimal solution to the corresponding problem.
The benchmark problem, P 1 , is reformulated by introducing a new optimizing variable t. Let us note the new problem, after introducing t, as P 1 . Hereafter, we use the definition of equivalency between two problems as in [26] , (i.e., "Two problems are equivalent if from a solution of one, a solution of the other is readily found, and vice versa"). Problem P 1 is expressed as follows,
Note that constraints (13c), (13d), (13e), and (13f) are equivalent to constraints (4b), (4c), (8) and the inequality condition in (10), respectively.
Proposition 1: Problem P 1 is equivalent to problem P 1 .
Proof:
The proof is presented in Appendix C.
Note that problem P 1 is also called the epigraph form of P 1 .
The global optimal solution is found by utilizing the Lagrangian multiplier method, i.e., constructing the Lagrangian function and satisfying the KKT conditions. The solution of problem (13) is stated in the following theorem.
Theorem 2:
The optimal values of the three optimization variables of problem P 1 are obtained as follows,
• The optimal value of σ i has two distinct expressions depending on the value of λ 2i , which is the Lagrangian multiplier of constraint (13e), and they are obtained as follows,
where λ 1 and λ 3 are the Lagrangian multipliers of constraint (13b) and (13d), respectively.
, and,
• The optimal value of γ vi is found by solving the following differential equation, which depends on G(γ vi ),
where λ 4i is the Lagrangian multiplier associated with constraint (13f) • The optimal value of t is found numerically for general N by solving the following equation,
Proof: The proof is presented in Appendix D. The analytical results of Theorem 2 for the optimization variable σ i takes either a water-filling shape (if λ 2i = 0) or a quadratic form (if λ 2i = 0). It is observed from (14) that the SU channel quality threshold γ vi depends on how critical both the constraints (13e) and (13f) are, which affect the values of λ 2i and λ 4i , respectively. Furthermore, the value of γ vi depends on the transmit power variable (σ i ). The Lagrangian multipliers λ 1 , λ 2i , λ 3 , λ 4i are obtained via numerically solving the corresponding KKT conditions.
2) Proposed System Analysis: In this section, we formulate and analyze the proposed problem, using the sub-optimal approach. To show the sensing effect, we consider the general case where PU is OFF (idle) and PU is ON (active), while considering the two sensing hypotheses,
problem follows a similar formulation as problem P 0 , where constraint (4d) is now expressed as,
The parameter P ave is included in the expectation because the choice of P ave is based on the sensing metric ζ i , recall (5). We call the new problem that substitutes (4d) in P 0 by (16) as P 2 .
Our optimization variables of P 2 are: SU transmission power (P si (γ)), sensing metric threshold (γ ui ), and SU channel quality threshold (γ vi ). Since P si is a function of three random variables, γ s , γ sp , and ζ, and the expectation in (16) is a function of P si , it is clear that we are dealing with a functional of functions. Therefore, for simplicity in solving inequality (16), we utilize the channel inversion power policy as follows,
It is seen that the power policy in (17) reduces to that of the benchmark system in (10) if the sensing constraint
≥ γ ui is ignored. To solve P 2 , we reformulate (16) into a convenient form, as summarized in lemma 3. Lemma 3: Considering the power policy mentioned in (17) and the three averaging variables γ si , γ spi , and ζ i , constraint (16) is reformulated as follows, (18) where
Proof: Utilizing (17) the first term of constraint (16) is rewritten as,
where, for the ease of notation, α = Pr[PU is ON] and α = Pr[PU is OFF]. The notation Pr[.] is the probability of the inbracket event. We begin by solving the first term of (19) , which consists of two unknown quantities and one known probability α. The second term can be solved similarly. We utilize the independence among γ si , γ spi , and ζ i to solve the expectation in (19) as in (20) , shown at the bottom of the page where, Z 0 is as defined in Section II-B. Both the first and the second integrals can be solved in a similar way as solving (11) to obtain (12) . As for the third integral, it can be represented as a function of
The other two terms in (19) are expressed as follows,
The second term of constraint (16) is rewritten by considering (5) as follows,
Finally, (18) in Lemma 3 can be deducted by combining (19) , (22), (20) , and (21).
Comparing (18) and (12) the difference between the proposed system and the benchmark system is observed. In (18) a sensing related function appears in P and Q int , which allows us to aggregate more on the PU channel. It is observed that the function K 00 (γ ui ) acts as the complement probability of the false alarm, i.e., correctness probability. Whereas, K 01 (γ ui ) acts as a miss detection probability, i.e., errorness probability. Note that increasing
results in increasing the ζ region Z 0 . Thus, increasing K 00 (γ ui ), which increasees the feasibility region of constraint (18) . On the other hand, increasing γ ui results in decreasing both K 00 (γ ui ) and K 01 (γ ui ) which reduces the the feasibility region of constraint (18) up to a certain level depending on the values of the parameters Q int and P.
To utilize Theorem 1 in solving problem P 2 , it is necessary to verify that constraint (18) is a jointly quasi-convex with respect to σ i , γ vi , γ ui . Earlier, in Lemma 2, it is shown that, without introducing the sensing variable γ ui , the original constraint is a quasi-convex one. The quasi-convexity property of constraint (18) is verified in two steps, in a similar line with the quasiconvexity proof of (12) . The first step is to show that the sensing information part of the constraint, depends on γ ui , is non-increasing. The second step is to show that the product of (σ i γ spi G(γ vi )) and
[αK 01 (γ ui )Q int +αK 00 (γ ui )P] has a quasi-convex structure. It is proved, earlier, that (σ i γ spi G(γ vi )) has a quasiconvex structure. Furthermore, it is shown in Appendix E that
[αK 01 (γ ui )Q int +αK 00 (γ ui )P] is a non-increasing function with respect to γ ui . Thus, Lemma 2 verifies the quasi-convex structure of constraint (18) . Hence, problem P 2 , including constraint (18), satisfies Theorem 1. Therefore, satisfying the KKT conditions is enough to obtain the global optimal solution.
Problem P 2 is converted to P 2 in a similar way to the conversion of P 1 to P 1 . Furthermore, we follow similar steps of Theorem 2's proof in constructing the Lagrangian function of P 2 and satisfying the KKT conditions. It follows that the optimal value of σ i is derived in the following Proposition.
Proposition 2: Considering the power policy mentioned in (17), the optimal value of
, of the proposed system formulated in P 2 , is derived as follows,
where,
, P max , and
Proof: The proof of Proposition 2 is done in a similar way to the one of Theorem 2, except that we use constraint (18) instead of constraint (13e) to construct our Lagrangian function.
The first term of the minimum function in (23) can be interpreted as in the water-filling power policy with the addition of the sensing information effect, expressed in [αK 01 (γ ui ) + αK 00 (γ ui )], and the SU's channel quality effect, expressed in G(γ vi ). The effect of sensing reduces the power when constraint (18) is critically satisfied. On the other hand, the allocated power is increased when the term [αK 01 (γ ui ) + αK 00 (γ ui )] is decreased; we know that this term is inversely proportional to γ ui . Taking into consideration that increasing the soft-sensing information parameter,
, results in increasing the correctness probability and reducing the errorness probability. Thus, the optimal γ u is also controlled by
. To obtain the optimal expression for the other two variables, γ vi and t, we follow similar procedures as in (14) and (15), respectively. It is difficult to obtain an analytical expression for γ ui , because of the structure of both functions K 00 (γ ui ) and K 01 (γ ui ). Therefore, the global optimal value of γ ui is obtained through a numerical method, such as, bisectional method. This is easily done, and guaranteed, since constraint (18) , which contains the non-convex complicated function of γ ui , is a quasiconvex constraint, as proven earlier.
B. Optimal Approach
In this section, the systems are analyzed through the optimal approach. We begin by introducing a common system analysis, through an optimal approach, for both the benchmark and the proposed systems. Then, we tackle the analysis of the benchmark system. Finally, we proceed with the analysis of the proposed system.
1) Common Problem Formulation & Analysis Under an Optimal Approach:
In Section III-A2, we utilized the suboptimal approach to avoid dealing with an optimization problem that involves a functional of functions variables under instantaneous objective function with an average constraint. However, in this section, we directly tackle this problem through the calculus of variation principle. A necessary background on the calculus of variation is explained in Appendix F. We begin the common problem analysis by manipulating our problem, P 0 , to be suitable for the usage of Euler-Lagrange theorem (Appendix F). The main difference between our problem and the framework of Euler-Lagrange formula is the structure of the objective function and some constraints. Our problem, P 0 , has an expectation (integration) in the averaged interference constraint (4d), thus, we need to introduce the integral in the objective function. Considering a similar approach to the one used in converting P 1 into P 1 , our objective function is equivalent to
with (24b) as additional constraint. Similar to Section III-A2 and Section III-A1 the variable γ is substituted by γ s and γ sp in the benchmark system case, and it is substituted by γ s , γ sp , and ζ in the proposed system case. The integration is incorporated to the objective function as follows. Fortunately, the new objective function (24a) is not a function of the averaging random variables γ si , γ spi , and ζ i , thus, the expectation of t w.r.t. them is still t. After some manipulations based on Appendix F the original problem is rewritten as, P 3 :
where, v 2 0 and v 2 2 are dummy variables defined in Appendix F.
Problem P 3 is easily solved through the Lagrangian method, in a similar way as P 1 and P 2 .
2) Benchmark System Analysis:
This section shows the derivation of the optimal resource allocation of the benchmark system under the optimal approach. The optimization problem of the benchmark case is expressed as in (25), where we substitute γ i by both γ si and γ spi . The construction of the corresponding Lagrangian function is done in a similar way to the previously solved problems. The expression of the optimal P si (γ) and t is shown in Proposition 3 and (28), respectively.
Proposition 3: The optimal value of the allocated power P si (γ) for the benchmark system under the optimal approach is derived as follows,
where λ 1 , λ 2 , and λ 3 are the Lagrangian multipliers corresponding to (25b), (25d), and (25c), respectively.
Proof: Following similar approach of generating the Lagrangian function in Theorem 2 and utilizing the calculus of variation techniques in Appendix F, our new modified Lagrangian function is expressed as,
Following similar steps as in the previous sections, ∂L ∂P si = 0, we obtain the optimal power allocation as in (26) It is seen that the solution in (26) has a water-filling solution form. However, it does not depend either on the sensing threshold (γ ui ) or on the SU channel quality threshold (γ vi ). This is due to the fact the the optimal benchmark scheme does not exploit either the sensing information or a channel inversion power policy.
The optimal value of variable t is found numerically for general N as in (15) , whereas, for N = 1, it is found explicitly as follows,
This can be shown by solving the equation ∂L ∂t = 0, using (27) . It is observed that the t in (28) does not depend directly on other optimization variables, but indirectly through the Lagrangian multipliers.
3) Proposed System Analysis:
In this section, the analysis of the proposed system using the optimal approach is presented. We take into account both ON (active) and OFF (idle) hypotheses of PU with the associated probability α and α, respectively. Furthermore, the sensing information is considered through
γ ui . Our targeted problem is equivalent to P 3 while replacing γ i by three random variable γ si , γ spi , and ζ i . To obtain the optimal solution of the problem, we analyze the average interference constraint in (25d) in a similar way to the one in (18) while utilizing the Euler-Lagrange theorem, Appendix F. The analytical solution of our problem is stated in Proposition 4, as follows.
Proposition 4: The optimal allocated power for the proposed system, (25), using the optimal approach is derived as follows,
where, P + w = min(P w , P max ), and
.
Proof:
Following the same approach of generating the Lagrangian function in Theorem 2 and utilizing (19) , (22) and the calculus of variation techniques in Appendix F, the new modified Lagrangian function is expressed in (30) , shown at the bottom of the page.
Similar to Section III-A2, it can be shown that the optimal solution (29) resulted from differentiating the Lagrangian function (30) and satisfying the KKT conditions is a global solution.
Note that the structure of (29) is similar to the one in (23) . However, (29) does not depend on γ vi , as in (23) . This is because the channel inversion power policy is not adopted in the optimal approach. In addition to the effect of the optimized sensing threshold, γ ui , the impact of the soft-sensing information parameter
appears in (29) . As stated earlier, in the explanation of (18), increasing
leads to larger feasibility region of the interference constraint. Thus, enlarging the feasible set of the optimal P si . Furthremore,
directly decreases P si , but, increases P w , which also affect P si indirectly.
The optimal value of the variable t is derived for general N as in (15) . In particular, for N = 1, t is derived as follows,
Note that (31) has a similar structure as (28), except for the effect of the sensing threshold γ ui .
IV. SIMULATION RESULTS
In this section we begin by finding the expressions of the previously derived formulas based on specific distribution. Furthermore, we numerically evaluate both the sub-optimal and the optimal proposed resource allocation schemes in comparison with the benchmark ones.
A. Application on Specific Distributions
The fading channels γ si , γ spi , and γ psi are assume independent and identically distributed random variables that follow an exponential distribution. Furthermore, although ζ i is not a Gaussian random variable, the central limit theorem is used to approximate it as a Gaussian distributed random variable, which simplifies the analysis without loss of generality. This approximation is done for both hypotheses H 0 and H 1 , with means µ 0 , µ 1 , and variances δ 2 0 , δ 2 1 , respectively, and can be calculated as in [13] , [27] . Since a sufficiently large number of samples for ζ i are obtained, it is reasonable to use the Gaussian approximation in our analysis. The corresponding PDF of both hypotheses are h 0 (ζ i ) and h 1 (ζ i ), and expressed as,
, and
. Following the same assumption on ζ i 's PDF, we can find that the region Z 0 ∈ [ρ 1 (γ ui ), ρ 2 (γ ui )], which can be found as,
where
, and b =
. Following similar assumptions, (14) 
where W is the principal branch of the Lambert function [28] , which is the solution of x exp(x) = y, i.e., x = W (y). Furthermore, exact values can be found for the mentioned general functions of both γ vi and γ ui , as follows,
where E 1 (.) is the exponential integral function given by
t dt. Also, we find that K 01 (γ ui ) can be expressed as follows,
where Q(.) is the Q-function, defined as Q(x) = 1 2π
, and f 12 (γ ui ) =
, and f 02 (γ ui ) = ρ 2 (γ ui )−µ 0 δ 0 . In the next sub-section, numerical evaluation of all systems are presented under the assumptions mentioned in this sub-section.
B. Numerical Evaluation of Both the Proposed and Benchmark Systems
In this section we numerically evaluate the performance of the proposed systems (optimal and sub-optimal schemes) versus the corresponding benchmark systems (optimal and suboptimal scheme without sensing information). Two metrics are considered for the system evaluation. One is the secondary minimum achievable EPG. The second is the outage metric, which is defined as the event where there is no feasible solution of the corresponding optimization problem. The simulation parameters are mentioned in Table I .
It is known that the minimum EPG is resulted from minimizing the secondary transmission power and the corresponding rate. However, note that we have a minimum rate constraint R min . Therefore, we define the EPG outage probability as follows, Fig . 3 shows the EPG outage performance of all proposed and benchmark schemes versus P max . It is observed that both proposed schemes outperform the benchmark ones. We also note that the difference in performance between the proposed optimal scheme and the proposed sub-optimal scheme depends on other parameters, such as, d s and N, where, d s is the distance between the ST and SR. Note that at low d s = 5 m both scheme achieve almost similar performance. Increasing d s up to 12 m increases the gap between both schemes such that the optimal scheme achieves 0.1 lower outage performance. Fig. 4 shows the CDF performance of the EPG metric for different P max . We note the slight improvement of the optimal scheme compared to the sub-optimal scheme. It is observed that by increasing P max , up to a certain value, the CDF performance of the EPG metric improves for both proposed schemes. Fig. 5 shows the EPG outage performance of both the proposed schemes, optimal and sub-optimal, versus the number of subcarriers (N) for two values of maximum power threshold (P max ). It is observed that the optimal scheme outperforms the sub-optimal one under both P max = 27 dBm and P max = 29 dBm. However, we note that by decreasing the power threshold (P max ) the difference in performance increases between both schemes. Such that by decreasing P max from 29 dBm to 27 dBm, the difference in outage performance, between both schemes, increases from 0.02 up to 0.22. This means that the performance improvement of the optimal schemes is better highlighted at low power thresholds. As expected, the performance of both schemes improves by increasing the number of sub-carriers N. Fig. 6 shows the CDF performance of the EPG metric for both proposed schemes, optimal and sub-optimal, under N = 36 and N = 46. It is observed that the optimal CDF performance of the EPG metric outperforms the performance of the sub-optimal scheme in all cases. It is noted that the gap in the performance improvement increases by increasing N from 36 to 46. Fig. 7 shows the EPG outage performance of the optimal scheme, proposed and benchmark, versus α for N = 4 and N = 6. It is observed that the outage performance of the proposed scheme degrades by increasing α, as expected. On the other hand, the outage performance of the benchmark scheme does not change by changing α. Note that the outage performance does not reach zero at α → 0 because of the sensing metric effect in the optimal scheme. This occurs because we always have error in the sensing performance. Fig. 8 shows the CDF performance of the EPG metric for different values of α under the optimal proposed scheme. It is observed that the CDF performance improves by decreasing the value of α. We note that at low values of α the CDF performance does not achieve a large improvement gap as in the case of large α. For example, at high values of α the improvement is noticeable, about 15 EPG units by decreasing α from α = 1 to α = 0.9. However, decreasing α from α = 0.1 to α = 0 does not achieve high improvement. Fig. 9 shows the EPG outage performance of the optimal schemes, proposed and benchmark, versus the number of sensing samples (N s ). It is seen that by increasing N s the outage performance of the proposed scheme improves until it saturates on a certain value. It is observed that changing N s does not affect the benchmark schemes. Note that the improvement gap increases by increasing N, which is observed for N = 4 and N = 8.
EPG Outage
Three new systems, other than the benchmark and proposed systems, have been developed to extensively evaluate the proposed system. The evaluation of these systems are shown in Fig. 10 and their assumptions are described as follows. The first system minimizes the EPG metric with a fixed sensing threshold. This system does not optimize over the sensing threshold, γ ui , it is noted in Fig. 10 as "Min EPG, FST". The second system minimizes the power metric under similar constraints. It is noted in Fig. 10 as "Min Ps". The third system considers the cognitive radio network with the PU being ideal all the time. This system is noted in Fig. 10 as "Min EPG, PI". Finally, the original proposed system, optimal approach, with soft-sensing information is noted Fig. 10 as "Min EPG, SS". Note that all systems utilize the onboard sensor. Fig. 10 shows the EPG CDF of the normalized EPG. The normalization is done with respect to the maximum EPG value. It is observed that the "PI" achieves a slightly better results compared to the "SS" system. Note that for the same probability (around 0.95) the proposed system, "SS", outperforms the other two schemes "FST" and "Min Ps" by about 0.05 and 0.25 normalized EPG units, respectively.
V. CONCLUSION
In this paper we proposed two energy efficient resource allocation schemes that utilize the sensing information. The sub-optimal scheme is proposed based on the channel inversion power policy, whereas the optimal scheme is based on the calculus of variation principle. We analyzed both schemes, and derived their performances. Also, we analyzed the benchmark systems where no sensing is used, for both schemes to evaluate the improvement of the proposed ones. In addition to our analysis, we showed the superiority of the proposed systems over the benchmark systems through numerical results. This improvement reaches up to 20 Joules/bit reduction under the proposed system case compared to the benchmark one. The proposed optimal scheme reaches a reduction of up to 5 Joules/bit in comparison with the sub-optimal proposed scheme. Utilizing numerical simulations, we compared the optimal scheme with three other benchmarks and showed the relative improvements.
APPENDIX A PROOF OF LEMMA 1
To proof this lemma, it is necessary to verify that the objective function of problem P 0 is pseudo-convex function with respect to the optimization variables, P s (γ). The corresponding constraints must be verified to be quasi-convex ones with respect to the optimization variables, P s (γ). It is clear that all the constraint are convex ones. Consequently, they are quasiconvex constraints. To show that E(P s (γ)), (4a), is pseudoconvex, two conditions must be satisfied [25] , 1) E(P s (γ)) is a quasi-convex function on its domain S.
The definition of a quasi-convex function is stated as fol-
To show the quasi-convexity structure of E(P s (γ)), we divide it into numerator and denominator terms as, E(P s (γ)) =
. Convexity and concavity properties of each E n and E d are utilized to show the quasi-convexity of E, as follows (for notation simplicity we alternately use equivalent notations as P s (γ) = P s , E(γ) = E, E n (γ) = E n , and
where (37c) results from the fact that E(P
is valid because of the concave property of E d .
The second step, in of proving the pseudo-convexity of E(P s ), is to show that ∇E(P *
where (38a) follows from the convex property of E n and (38c) is due to the concave structure of E d (P s ).
By combining (37) and (38), it is clear that the function E(P s ) is pseudo-convex. Utilizing Theorem 1, the global optimal solution of problem P 0 is obtained by satisfying the KKT conditions.
APPENDIX B PROOF OF LEMMA 2
Without loss of generality, we select
To prove the quasi-convexity we need to show that z(λx 1 + (1 − λ)x 2 ) < z(x 1 ) as follows,
, where (39a) follows from the quasi-convex definition, and (39b) results from the fact that g(x) is a non-increasing function.
Therefore, we adopt different approach as follows,
Then, z(λx
, where (40b) follows from the definition of f (x).
Combining both case 1 and case 2,
. This verifies that z(x) is a quasiconvex function.
APPENDIX C THE EQUIVALENCE BETWEEN TWO PROBLEMS
The equivalence between problem P 1 and problem P 1 is proved in two steps, one is showing that the optimal solution of P 1 is optimal for P 1 , whereas, the other is showing that the optimal solution of P 1 is optimal for P 1 . First, let P * s be an optimal solution of P 1 that minimizes E = and the corresponding objective function t, which contradicts with the above assumption. Finally, we conclude from the first and the second steps that problem P 1 is equivalent to P 1 .
APPENDIX D PROOF OF THEOREM 2
We will separate the proof into three parts corresponding to each of the optimization variables σ i , γ vi , and t respectively.
The first part is to prove part (1) of Theorem 2, we generate the Lagrangian function of problem P 1 [26] , [30] , by including both (13)'s objective function and inequalities constraint, as part of the Lagrangian function. We leave the maximum power constraint (13c) to the end as an upper-bound, which can also be called clipping policy, just like in the case of iterative waterfilling algorithm, as follows,
Differentiating the Lagrangian function w.r.t. σ i and equating to zero, ∂L ∂σ i = 0, we obtain the following general solution for σ i ,
where, utilizing the Complementary Slackness conditions for constraint (12) we have two cases to solve for σ i :
• λ 2i = 0, then we obtain
• λ 2i = 0, from the slackness conditions we know that (12) becomes equality, then G(
, and σ i is obtained by solving the following quadratic equation
where, σ * i = min(σ i, * , σ mn ). where σ mn is defined as in Theorem 2.
Then, to prove the second part of Theorem 2, it is direct to see that the optimal γ vi can be found by taking partial derivative of (41) w.r.t. γ vi and equating it to zero, as follows,
from which (14) is immediate. Finally, the third part of Theorem 2, optimal value of t, can be derived using the same Lagrangian function in (41) and finding the zeros of ∂L ∂t = 0.
APPENDIX E STRUCTURE OF THE INTERFERENCE CONSTRAINT
We begin by proving the monotonicity of constraint (18) on the variable γ ui . Then, the non-increasing property of (18) is verified with respect to variable γ ui .
It is enough to prove that the function H(γ ui ), defined below, is a monotonic function, on γ ui , to guarantee that constraint (18) is a monotonic one, on γ ui .
H(γ ui ) =
αK 01 (γ ui ) + αK 00 (γ ui ) αQ int K 01 (γ ui ) + αPK 00 (γ ui ) .
We ignored both σ i and G(γ vi ) from the constraint because both of them does not depend on γ ui , so they are just a scaling factor. Note that both K 01 (γ ui ) = Z 0 h 1 (ζ i )dζ i and K 00 (γ ui ) = 
Then,
We begin by assuming that (47) is satisfied and then prove that this assumption contradict with our original assumptions. Taking one term of (47) to the right hand side and taking integration for both sides results by the following,
∂K 00 (γ ui )
=⇒ log (K 01 (γ ui )) = log (K 00 (γ ui )) .
Since K 01 (γ ui ) and K 00 (γ ui ) has distinct variance and mean parameters, then (48) cannot be true. By contradiction we prove that ∂H(γ ui ) ∂γ ui = 0, which end the monotonicity proof of constraint (18) .
To verify the non-increasing property of H n (γ ui ) we consider that both h 0 (ζ) and h 1 (ζ) follows Gaussian distribution with mean and variance as mentioned in Section IV-A. Note that γ ui ≥ δ 2 1 Q −1 (P D ) + µ 1 is a lower bound on the sensing threshold γ ui to guarantee a certain quality of detection probability. Therefore, it is clear that γ ui is lower bounded by 1, since µ 1 ≥ 1. Recall that Z 0 is defined such that h 0 (ζ) h 1 (ζ) ≥ γ ui . Thus, increasing γ ui results in decreasing the part of Z 0 (ζ) under h 1 (ζ) and increasing the part of Z 0 (ζ) under h 1 (ζ). It follows that, ∀ γ (1) ui ≤ γ (2) ui , then,
where, Z
0 corresponds to γ (2) ui and Z (1) 0 corresponds to γ
ui . It is clear from (49) that H n (γ ui ) is a non-increasing function with respect to γ ui .
APPENDIX F BACKGROUND ON THE CALCULUS OF VARIATION
In this section, we provide the necessary background on the calculus of variation methodology. The reason for using channel inversion technique as a power policy is to avoid facing the difficult triple integrals in the sensing (average interference) constraint (16) . However, we found that calculus of variation with some adjustments can solve the problem. It is known that calculus of variation is a powerful tool to solve optimization problems, which has integrals in their objective function. There are many books that deal with the theory of calculus of variations, as [33] , [34] , thus, we are not going to mention the proofs of the next mentioned theorems.
Suppose we want to find the function y(x) that maximize or minimize the integral 
F(y, y
• , x) = F(y, y
Finally, to get y, we solve the Euler-Lagrange equation,
where, the second term is zero in case F does not depend on y • . To apply Euler-Lagrange equation on the inequality constraint instead of the equality, we add a new variable v 2 to the inequality constraint as follows, 
Considering the above integral problem, we adjust EulerLagrange as follows,
∀ i = 1, 2, . . . , p and ∀ j = 1, 2, . . . , n, where, y i j ≡ ∂y i ∂x j .
