Abstract. An adaptive control problem for the boundary or the point control of a linear stochastic distributed parameter system is formulated and solved in this paper. The distributed parameter system is modeled by an evolution equation with an infinitesimal generator for an analytic semigroup. Since there is boundary or point control, the linear transformation for the control in the state equation is also an unbounded operator. The unknown parameters in the model appear affinely in both the infinitesimal generator of the semigroup and the linear transformation of the control. Strong consistency is verified for a family of least squares estimates of the unknown parameters. An It6 formula is established for smooth functions of the solution of this linear stochastic distributed parameter system with boundary or point control. The certainty equivalence adaptive control is shown to be self-tuning by using the continuity of the solution of a stationary Riccati equation as a function of parameters in a uniform operator topology. For a quadratic cost functional of the state and the control, the certainty equivalence control is shown to be self-optimizing; that is, the family of average costs converges to the optimal ergodic cost. Some examples of stochastic parabolic problems with boundary control and a structurally damped plate with random loading and point control are described that satisfy the assumptions for the adaptive control problem solved in this paper.
1.
Introduction. An important family of controlled linear, distributed parameter control systems are those with boundary or point control. Perturbations or inaccuracies in the mathematical model can often be effectively modeled by white noise. Since in many control situations there are unknown parameters in these linear, stochastic distributed parameter systems, it is necessary to solve a stochastic adaptive control problem. We now give a brief summary of each of the sections in this paper. In 2 the unknown linear stochastic distributed parameter system is described by an evolution equation where the unknown parameters appear in the infinitesimal generator of an analytic semigroup and the unbounded linear transformation for the boundary control. The noise process is a cylindrical, white noise. Some properties of the optimal control for the infinite-time quadratic cost functional for the associated deterministic system are reviewed, especially the stationary Riccati equation. These results are given in [8] , [11] , [12] , [18] . In 3 an It6 formula is obtained for smooth functions of the solution of a linear or semilinear stochastic distributed parameter system with an analytic semigroup. This result is verified using the Yosida approximation of the infinitesimal generator of the semigroup. While some other It6 formulas in infinite dimensions are available (e.g., [6] , [15] ), none seems to be appropriate for our applications. In 4 a family of least squares estimates are constructed from the observations of the unknown stochastic system. This family of estimates is shown to be strongly consistent under verifiable conditions. A stochastic differential equation is given for the family of estimates. This verification of the strong consistency of a family of least squares estimates is a generalization of the results in [9] , [10] . In 5 the self-tuning and the self-optimizing properties of an adaptive control law are investigated. If an adaptive control is self-tuning, then it is shown that the system satisfies some stability properties and the adaptive control is self-optimizing. The certainty equivalence adaptive control, that is, using the optimal stationary control with the estimates of the parameters, is shown to be self-optimizing; that is, the optimal ergodic cost is achieved. In 6 some examples are given that satisfy the various assumptions used in this paper. 2 . A boundary control model. The unknown linear stochastic distributed parameter system with boundary or point control is formally described by the following stochastic differential equation: (2.1) dX(t; a) (A(a)X(t; a) + B(a)U(t))dt + ( dW(t), (2.6) with T +x assuming (A5), the optimal cost is (V(a)Xo, Xo) [8] , [12] , [18] , where V satisfies the formal stationary Riccati equation [8] , [12] , [18] that, if (A5) is satisfied, then V is the unique, nonnegative, selfadjoint solution of (2.10) and V (H, DA-.e). The solution of (2.9) is understood to be the solution of (2.10).
For adaptive control, the control policies (U(t), t For the verification of the strong consistency of a family of least squares estimates of the unknown parameter vector, the following assumption is used.
(AS) For each admissible adaptive control law, ((t), t _> 0) satisfies
3. An Itb formula. In this section, an It5 formula is verified for a smooth function of the solution of (2.1). While some It5 formulas are available for evolution equations (e.g., [6] , [15] ), apparently no result is available for an equation of the form (2.1).
Since the parameter vector c is fixed in this section, the dependence of (2.1) on a is suppressed throughout this section. The It6 equation obtained here is verified by an approximation of (2.1) using the resolvent. For , >/3, let R() be defined by 
Wa(t) W(t)O*R*()),
where W (1) has the nuclear covariance R(,k) (I,* R* (,). Consider the stochastic differential (3.14) This infinite series converges to zero as A c because
for n E N, and the series is dominated by
Thus the right-hand side of (3.13) 
for (t, x) E (0, T) H, A >_ fl where k > 0 and p > O. Then (3.5) . Since (X) (t), t [0, T]) is a strong solution of (3.5), the It6 formula [6] can be applied to (Y(X(t)), t e [0, T]) to obtain
It suffices to assume that (U(t), t [0, T]) is uniformly bounded, almost surely. Lemma 3.2 verifies that (3.20) lim V(t,X(t))-V(t,X(t)) a.s., (3.9) , (3.17) and the dominated convergence theorem (3.27) lirn
The right-hand side of (3.28) (ii) V is nuclear,
Then,for all 0 <_ 7-<_ t <_ T, 
dA-' (t) -A-' (t) dA(t) A-' (t),
the differential of (4.11) satisfies (4.12) 
d&(t) A-'(t)(P(t)X(t), dPX(s) PA(&(t))(I + [3K(t))X(t) dt).
5. Optimality for an adaptive control. In this section, the certainty equivalence, optimal ergodic control law is shown to be self-tuning and self-optimizing. The self-tuning property is obtained by using the continuity of the solution of a stationary Riccati equation with respect to parameters in the topology induced by a suitable operator norm. Since the unbounded operator B(a) appears in the linear transformation of the control in (2.1), this operator topology is more restrictive than for bounded linear transformations on the Hilbert space. This continuity property is also used to show that the certainty equivalence control stabilizes the unknown system in a suitable sense. The self-optimizing property is verified for this adaptive control.
The solution V of the stationary Riccati equation (2.9) satisfies the assumptions of Corollary 3.5 if one of the following three conditions is satisfied: (i) (b is Hilbert-Schmidt, (ii) V is nuclear, or (iii) A is strictly negative. By (A5), V E(H, D-) (see [12] , [18] Proof. Apply the It6 formula (3.31)of Corollary 3.5 to (VX(t),X(t)) again to obtain (5.6). Let (P(t), t > 0) satisfy
and use the stationary Riccati equation (2.10) to obtain P(t)
By (2.7), (2.8) and the boundedness of (I,* V, there are constants c0, C1, C2, and e3 such that To give a precise meaning to (6. dyz (L(x, D) fl)yz dt + e-Zt dW(t), (6.8) Ou
where o/ (t) y(t) [3u(t). For (6.7), the formula for the mild solution is (6.9) wz(t) Sz An elementary example of a boundary control problem with a vector parameter c is described that satisfies (A8). It is a specialization of (6.5 
