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Resumen: Este art´ıculo presenta la extensio´n automa´tica del sistema TERSEO a
otras lenguas combinada con el uso de te´cnicas basadas en Aprendizaje Automa´tico
(AA). En concreto, en este art´ıculo se trabaja en el reconocimiento de expresio-
nes temporales para el italiano y se han probado dos te´cnicas diferentes de AA: un
modelo de Ma´xima Entrop´ıa y modelos ocultos de Markov. Cada sistema ha sido
evaluado tanto de manera independiente como de manera combinada con la ﬁnalidad
de analizar si el sistema combinado mejora los resultados de los sistemas indepen-
dientes sin incrementar el nu´mero de expresiones erro´neas en el mismo porcentaje.
El sistema TERSEO fue combinado previamente con te´cnicas de AA para el ingle´s,
obteniendo en ese caso buenos resultados. En este art´ıculo, la combinacio´n del reco-
nocimiento de TERSEO con el reconocimiento del sistema de AA ha sido evaluada
para el italiano. La combinacio´n de TERSEO con diferentes te´cnicas de AA ha sido
evaluada obteniendo resultados satisfactorios, sobre todo, teniendo en cuenta que la
extensio´n automa´tica de TERSEO al italiano no ha sido supervisada manualmente
y el proceso se ha realizado de manera completamente automa´tica.
Palabras clave: informacio´n temporal, reconocimiento de expresiones temporales,
aprendizaje automa´tico, adquisicio´n automa´tica del conocimiento
Abstract: This paper presents the automatic extension of TERSEO system to
other languages combined with the use of Machine Learning (ML) techniques. In
particular, in this paper, Italian temporal expression recognition is treated and two
diﬀerent ML techniques have been proven: Maximum Entropy Model and Hidden
Markov Model. Every system has been evaluated independently and combined after-
wards in order to analyze if the system is improving the results in the combination
without increasing the number of erroneous expressions in the same percentage.
TERSEO system was previously combined with ML techniques for English obtai-
ning good results. In this paper, TERSEO plus ML has been evaluated for Italian.
When TERSEO system is combined with diﬀerent ML techniques, the results are
quite successful, taking into account that the automatic extension of TERSEO sys-
tem for Italian has not been manually supervised and the whole process has been
automatically performed
Keywords: temporal information, temporal expression recognition, machine lear-
ning, automatic acquisition of knowledge
1. Introduccio´n
Dentro del campo del Procesamiento de
Lenguaje Natural (PLN), existe una tarea
que cobra cada d´ıa ma´s importancia: el reco-
nocimiento y resolucio´n de expresiones tem-
porales en textos escritos. La razo´n de su im-
∗ Esta investigacio´n ha sido parcialmente financiada
bajo el proyecto CICyT nu´mero TIC2003-07158-C04-
01. Agradecemos al grupo del IRST su ayuda con el
italiano (M. Negri, M. Speranza y R. Sprugnoli).
portancia es que el ana´lisis de la informa-
cio´n temporal puede ser utilizado en mu´lti-
ples aplicaciones ﬁnales como son la Bu´sque-
da de Respuestas Temporal, la realizacio´n de
resu´menes, la ordenacio´n de eventos, etc.
Adema´s, otro factor que tambie´n se con-
sidera fundamental en el PLN es que los sis-
temas sean capaces de trabajar a un nivel
multilingu¨e, siendo de esta forma sistemas
independientes de la lengua. El intere´s por
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la multilingualidad se puede ver claramente
en la gran cantidad de conferencias y foros
internacionales dedicados a la misma, entre
los cuales destacamos the European Cross-
Language Evaluation Forum1 (CLEF).
A la hora de reconocer y normalizar expre-
siones temporales existen dos posibles apro-
ximaciones a aplicar: sistemas basados en co-
nocimiento o reglas y sistemas basados en
aprendizaje automa´tico. Una clara perspec-
tiva de la situacio´n nos la ofrecio´ la pri-
mera competicio´n relacionada directamente
con este tema y celebrada en 2004: Time
Expression Recognition and Normalization
Workshop (TERN 20042). Al observar los
resultados de dicha competicio´n se aprecia
claramente que los sistemas de Aprendizaje
Automa´tico (AA) obtienen muy buenos re-
sultados para el reconocimiento de las expre-
siones, pero, sin embargo, la tarea de la nor-
malizacio´n utilizando te´cnicas de AA es to-
dav´ıa materia pendiente de resolucio´n, sien-
do, en este caso los sistemas basados en reglas
una solucio´n eﬁciente.
Sin embargo, la diﬁcultad de migrar los
modelos de una lengua a otras lenguas o do-
minios es una de las principales desventa-
jas de las aproximaciones basadas en reglas
con respecto a las aproximaciones basadas
en corpus. E´stas u´ltimas se pueden extender
muy fa´cilmente a otras lenguas simplemen-
te aprendiendo de un nuevo corpus, mientras
que los sistemas basados en reglas necesitan
redeﬁnir el conjunto de reglas manualmente,
adapta´ndolas a la nueva lengua. Esto es una
tarea muy costosa y que requiere la deﬁnicio´n
de una gran cantidad de reglas partiendo de
cero. Debido a esto, en trabajos previos, se
ha presentado una aproximacio´n que permite
extender de forma automa´tica un sistema ba-
sado en reglas capaz de reconocer y resolver
expresiones temporales para una determina-
da lengua. Para ello se ha utilizado el sis-
tema TERSEO como base (Saquete, Mun˜oz,
y Mart´ınez-Barco, 2005), do´nde el modelo de
reconocimiento de expresiones es dependiente
de la lengua, mientras que el modelo de nor-
malizacio´n de expresiones es completamente
independiente de la lengua. La aproximacio´n
propuesta es capaz de aprender automa´tica-
mente el modelo de reconocimiento para la
nueva lengua y ajustar posteriormente las re-
glas de normalizacio´n adecuadas para cada
1http://www.clef-campaign.org/
2http://timex2.mitre.org/tern.html
elemento del modelo de reconocimiento.
El objetivo ﬁnal de este art´ıculo es des-
cribir como se ha combinado esta extensio´n
automa´tica del sistema con te´cnicas de AA
para el reconocimiento de expresiones, y de
esta forma obtener mejores resultados de pre-
cisio´n y cobertura en la tarea de reconoci-
miento. Se muestra la evaluacio´n realizada
para la extensio´n del sistema al italiano y se
comparara´ con los resultados obtenidos pa-
ra el ingle´s. La diferencia en las extensiones
de ambas lenguas radica en que la extensio´n
automa´tica del sistema TERSEO para el in-
gle´s fue posteriormente supervisada de mane-
ra manual, mientras que para el italiano no ha
sido supervisada. Por ello, se obtienen unos
resultados algo menores que para el ingle´s,
pero, a pesar de esto, altamente satisfacto-
rios.
El art´ıculo se estructura de la siguiente
manera: en la Seccio´n 2 se describe brevemen-
te el proceso de extensio´n del sistema TER-
SEO a otras lenguas, la Seccio´n 3 explica el
procedimiento de combinacio´n de TERSEO
con AA, la siguiente seccio´n deﬁne la evalua-
cio´n de las diferentes combinaciones de TER-
SEO con las te´cnicas de AA, as´ı como la com-
paracio´n de los resultados de F-Medida obte-
nidos para el ingle´s y para el italiano, y ﬁ-
nalmente se presentan las conclusiones y el
trabajo futuro que se pretende desarrollar en
esta l´ınea de investigacio´n.
2. Experimentos para el
reconocimiento temporal
2.1. TERSEO Multilingu¨e
El sistema TERSEO fue desarrollado en
un primer momento como un sistema basado
en reglas, espec´ıﬁco para el castellano y ca-
paz de reconocer expresiones temporales en
textos escritos y posteriormente normalizar
dichas expresiones de acuerdo a un modelo
temporal propuesto (Saquete, 2005), y que
adema´s es compatible con el esta´ndar de ano-
tacio´n deﬁnido por ACE para las expresiones
temporales (Ferro et al., 2005).
La arquitectura del sistema TERSEO se
muestra en la Figura 1. El primer paso sera´ el
reconocimiento de las expresiones de los tex-
tos, para ello, los textos son anotados con in-
formacio´n le´xica y morfolo´gica por medio de
un PoS-tagger (Carmona et al., 1998) y es-
ta informacio´n es la entrada de un analizador
temporal. Este analizador esta´ implementado
utilizando una te´cnica ascendente (analizador
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chart) (Saquete, Mart´ınez-Barco, y Mun˜oz,
2002) y esta´ basado en una grama´tica tem-
poral propia deﬁnida dentro del modelo tem-
poral. Una vez que el analizador reconoce las
expresiones temporales en el texto, e´stas son
introducidas en la unidad de resolucio´n para
el proceso de normalizacio´n, la cual actualiza
el valor de la misma con una fecha o periodo
concreto de acuerdo a la fecha de referencia
de dicha expresio´n y con esta informacio´n se
genera una etiqueta XML con la que se anota
la expresio´n en el texto. Finalmente, usando
estas etiquetas como la entrada de la unidad
de ordenacio´n de eventos, el texto ordenado
sera´ devuelto como salida del sistema.
Es importante destacar que la unidad de
resolucio´n utiliza un motor de inferencia pa-
ra resolver las expresiones temporales. Este
motor explota una unidad central (la unidad
TER-ILI), que contiene el conjunto de reglas
de resolucio´n. A diferencia de lo que ocurre
en la fase de reconocimiento, las reglas de re-
solucio´n son independientes de la lengua y
sera´n comunes para los diferentes conjuntos
de reglas de reconocimiento que contenga el
sistema TERSEO multilingu¨e.
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Figura 1: Representacio´n gra´ﬁca de la arqui-
tectura de TERSEO
Posteriormente, TERSEO fue extendido a
otras lenguas mediante un proceso automa´ti-
co de creacio´n de modelos temporales para
dichas lenguas, utilizando como base los mo-
delos deﬁnidos previamente, evitando de esta
forma el costoso trabajo de la deﬁnicio´n ma-
nual de un modelo basado en reglas escrito
desde el principio.
El primer paso de la extensio´n de TER-
SEO fue la extensio´n del sistema al ingle´s,
y el modelo para esta lengua fue obtenido
automa´ticamente del modelo en castellano,
a trave´s de la traduccio´n automa´tica de las
reglas del castellano al ingle´s. La traduccio´n
automa´tica se realizo´ desarrollando una pla-
taforma que utilizaba diversos traductores
automa´ticos disponibles para el ingle´s y aso-
ciaba a la traduccio´n la misma regla de re-
solucio´n que ten´ıa la expresio´n en la lengua
origen. Para depurar las traducciones se uti-
lizo´ Google, de forma que, si la expresio´n co-
locada como cadena exacta de bu´squeda en
Google no devolv´ıa ningu´n resultado, la ex-
presio´n traducida era considerada erro´nea y
eliminada. El sistema resultante fue evaluado
y obtuvo buenos resultados tanto de precisio´n
(P) como de cobertura (R) para las tareas
de reconocimiento y normalizacio´n (Saquete,
Mart´ınez-Barco, y Mun˜oz, 2004). Posterior-
mente, se realizo´ una supervisio´n manual del
modelo temporal para el ingle´s.
Para el caso de la extensio´n al italiano, se
desarrollo´ un nuevo procedimiento ma´s com-
pleto que era capaz de explotar, por un la-
do los modelos ya existentes para el ingle´s y
para el castellano, y por otro lado, un cor-
pus en italiano en el que estaban anotadas
las expresiones temporales. Estas dos fuen-
tes fueron combinadas y utilizadas para ob-
tener el modelo temporal para el italiano. La
razo´n de considerar tanto el modelo previo en
castellano como el modelo en ingle´s para la
extensio´n del sistema fue el hecho de que am-
bos modelos se complementan mutuamente.
Por un lado, el modelo en espan˜ol fue deﬁni-
do de manera manual, y obten´ıa muy buenos
resultados de precisio´n para el reconocimien-
to (88%), y por otro lado, los traductores
automa´ticos disponibles ingle´s-italiano reali-
zan traducciones ma´s precisas que los exis-
tentes para castellano-italiano. Es importan-
te destacar que la extensio´n del sistema TER-
SEO al italiano no ha sido supervisada ma-
nualmente, por lo que la comparacio´n de los
resultados ﬁnales de los sistemas de ingle´s
e italiano es interesante para determinar si
la extensio´n completamente automa´tica es lo
suﬁcientemente eﬁciente como para su utili-
zacio´n.
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2.2. Aproximaciones de AA para
el Reconocimiento Temporal
La tarea de reconocimiento de expresiones
temporales, tambie´n puede ser desarrollada
usando te´cnicas de AA consiguiendo buenos
resultados. En esta seccio´n, presentamos dos
aproximaciones de AA utilizadas en nuestros
experimentos.
El primer paso que tuvimos que realizar
para poder aplicar las te´cnicas de AA al re-
conocimiento de expresiones temporales fue
adaptar los corpus para el aprendizaje de los
algoritmos. El corpus en italiano utilizado pa-
ra el entrenamiento y la posterior evaluacio´n
de los sistemas ha sido el corpus I-CAB, crea-
do como parte del proyecto ONTOTEXT3.
En el corpus, las expresiones temporales
esta´n etiquetadas con estilo xml mediante
etiquetas TIMEX2, como puede verse en el
siguiente ejemplo:
Che <TIMEX2> ieri </TIMEX2> e`
rientrato in Italia dopo <TIMEX2>
4 mesi </TIMEX2> in Iraq.
Para nuestra adaptacio´n, las frases
han sido representadas token a token y
a su vez, las expresiones temporales se
han etiquetado usando el conocido modelo
BIO. Este modelo consiste en asignar a
cada token una etiqueta dependiendo de
si corresponde al inicio de una expresio´n
temporal (etiqueta B), se encuentra dentro
de la expresio´n temporal (etiqueta I) o
por el contrario no es considerado como
una expresio´n temporal (etiqueta O). El
siguiente ejemplo muestra la trasformacio´n
de la frase del ejemplo anterior al esquema
BIO utilizado por nuestros algoritmos de AA:
Che O ieri B-TE e` O rientrato O
in O Italia O dopo O 4 B-TE
mesi I-TE in O Iraq O . O
Modiﬁcado y adaptado el corpus para
nuestros algoritmos de AA, el siguiente pa-
so es aplicar los algoritmos de clasiﬁcacio´n.
Para nuestros experimentos, hemos utilizado
dos algoritmos: Ma´xima Entrop´ıa y Modelos
Ocultos de Markov. En los siguientes pa´rrafos
se comentan con ma´s detalle cada algoritmo
individualmente.
3http://tcc.itc.it/projects/ontotext
2.2.1. Modelo de Ma´xima Entrop´ıa
Los modelos basados en el principio de
Ma´xima Entrop´ıa (ME) deﬁnen funciones de
clasiﬁcacio´n a partir de un conjunto de ejem-
plos de entrenamiento previamente etiqueta-
dos. Un modelo de ME estima las probabi-
lidades basa´ndose en el principio de hacer
las menos suposiciones posibles. La distribu-
cio´n de probabilidad que satisface la propie-
dad anterior es aquella con mayor entrop´ıa
(Ratnaparkhi, 1998).
Un clasiﬁcador obtenido por medio de una
te´cnica de Ma´xima Entrop´ıa consiste en un
conjunto de para´metros o coeﬁcientes los cua-
les son estimados usando un procedimiento
de optimizacio´n. Cada coeﬁciente es asocia-
do con una de las caracter´ısticas observadas
en el corpus de entrenamiento. El principal
objetivo es obtener la distribucio´n de proba-
bilidad que maximice la entrop´ıa.
El modelo de Ma´xima Entrop´ıa utilizado
hace uso de predicados contextuales y atri-
butos. Dado un conjunto de posibles contex-
tos B y un conjunto de clases A, el conjunto
de entrenamiento aparecer´ıa como el siguien-
te: T = (a1, b1), ..., (aN , bN ) estando ai ∈ A
y bi ∈ B. Los predicados contextuales tie-
nen la siguiente forma cp : B → 0, 1 y los
atributos muestran valores booleanos (cierto
o falso) para los pares de clase y contexto:
f : AxB → 0, 1. Para tal objetivo, se deﬁne
la fo´rmula 1.
fcp,a′(a, b) =
{
1 : if a=a’ and cp(b)=1
0 : otherwise
(1)
Para el conjunto de probabilidades, se usa un
modelo exponencial con para´metros αj para
cada caracter´ıstica fj , como se muestra en la
fo´rmula 2.
p(a|b) = 1
Z(b)
K∏
j=1
α
fj(a,b)
j (2)
En nuestros experimentos, hemos utiliza-
do el algoritmo de ME desarrollado en la
aplicacio´n ACOPOST4 (Schro¨der, 2002). Es-
ta aplicacio´n consta de cuatro de los ma´s po-
pulares algoritmos de AA, y aunque original-
mente los algoritmos implementados poseen
funcionalidad de PoS-tagger han sido adap-
tados para el reconocimiento de expresiones
temporales.
4http://acopost.sourceforge.net/
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2.2.2. Modelos Ocultos de Markov
Un Modelo Oculto de Markov (HMM), es
deﬁnido como un modelo estad´ıstico donde
el sistema es modelado mediante un proceso
de Markov con para´metros desconocidos. El
reto del modelo es encontrar dichos para´me-
tros desconocidos a partir de los para´metros
observados previamente.
Podr´ıamos considerar un HMM como un
auto´mata ﬁnito con una funcio´n probabil´ısti-
ca, en el que cada estado posee una distribu-
cio´n de probabilidad sobre los posibles s´ımbo-
los de un determinado alfabeto que puede
emitir. Por lo tanto, observando la secuencia
de s´ımbolos que es generada por un HMM
nos ser´ıa imposible deducir cua´l ha sido la
secuencia de estados por la que el modelo ha
transitado, de ah´ı su denominacio´n de oculto.
El modelo nos maximiza la probabilidad de
haber emitido la secuencia de s´ımbolos ob-
servada en funcio´n de las distribuciones de
probabilidad de cada estado, esto lo consigue
mediante el algoritmo de Viterbi. En nuestro
caso, sea T deﬁnido como el conjunto de to-
das las etiquetas, y
∑
el conjunto de todas
las expresiones temporales. Dada una secuen-
cia de expresiones temporales W = w1 . . . wk
∈∑∗ , es buscada una secuencia de etiquetas
T = t1 . . . tk ∈ T ∗ que maximice la probabili-
dad condicional p(T |W ), por lo tanto consiste
en encontrar
arg ma´x
T
p(T |W ) = arg ma´x
T
p(T )p(W |T )
p(W )
(3)
como p(W) es independiente de la secuen-
cia de etiquetas elegida, entonces es suﬁciente
con
arg ma´x
T
p(T )p(W |T ). (4)
Para nuestros experimentos hemos utiliza-
do el modelo de Markov tal y como esta´ im-
plementado en la aplicacio´n mencionada an-
teriormente ACOPOST (Schro¨der, 2002).
3. TERSEO combinado con AA
Como experimento ﬁnal y con el princi-
pal objetivo de mejorar los resultados actua-
les de la extensio´n automa´tica de TERSEO
en la tarea de reconocimiento de expresiones
temporales, se ha realizado la combinacio´n
del reconocimiento de dicha extensio´n con el
reconocimiento realizado por un sistema de
AA. Con ello, se pretende obtener un mayor
nu´mero de expresiones correctas (CORR) y
un menor nu´mero de expresiones no recono-
cidas (MISS). Sin embargo, es necesario eva-
luar a su vez que los errores introducidos por
el sistema de AA (INCO y SPUR) no son mu-
cho mayores que las mejoras, puesto que en
ese caso, la combinacio´n no tendr´ıa sentido.
La integracio´n del nuevo reconocedor de
expresiones en el sistema TERSEO se mues-
tra en la Figura 2. Ambos reconocedores tra-
bajan en paralelo y las expresiones reconoci-
das por ambos son combinadas en el resulta-
do ﬁnal del sistema. Adema´s, la arquitectura
es completamente modular, lo que permite
la utilizacio´n de reconocedores de AA imple-
mentados usando diferentes te´cnicas, sin que
ello afecte al resto de mo´dulos de TERSEO.
TEXTO
POS 
TAGGER
ANALIZADOR 
RECONOC.
Expresiones 
Temporales 
reconocidas por 
TERSEO
UNIDAD 
TER-ILI
COMBINACIÓN 
EXPRESIONES 
TEMPORALES 
TERSEO-AA
BD 
Documental
RECONOCEDOR TERSEO
RECONOCEDOR 
APRENDIZAJE 
AUTOMÁTICO
Expresiones 
Temporales 
reconocidas por 
AA
NORMALIZACIÓN 
EXPRESIONES 
TEMPORALES
Todas las Expresiones 
Temporales
Anotación TIMEX2
TEXTO
Figura 2: Representacio´n gra´ﬁca entre TER-
SEO y AA
La unidad de combinacio´n esta´ basada en
las siguientes reglas:
Si la expresio´n es anotada u´nicamente
por TERSEO o por AA, esta´ expresio´n
sera´ anotada con una etiqueta TIMEX2
en el resultado ﬁnal.
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Si la expresio´n es anotada por ambos re-
conocedores, esta´ expresio´n sera´ tambie´n
anotada con una etiqueta TIMEX2 en el
resultado ﬁnal.
Por u´ltimo, si se da el caso en que am-
bos sistemas anotan una expresio´n pero
la longitud de la expresio´n es diferente,
el sistema que combina los dos recono-
cedores elige la expresio´n ma´s larga y la
anota en el resultado ﬁnal con una eti-
queta TIMEX2.
La unidad de combinacio´n fue desarrolla-
da para el ingle´s y ha sido utilizada para el
italiano sin necesidad de realizar ningu´n ti-
po de cambio en la misma, puesto que dicha
unidad es totalmente independiente de la len-
gua.
4. Evaluacio´n
4.1. Proceso de evaluacio´n para
italiano
El corpus en italiano que se ha utilizado
para el entrenamiento y evaluacio´n de los sis-
temas se denomina I-CAB y fue creado como
parte de un proyecto de tres an˜os denomina-
do ONTOTEXT5.
La anotacio´n del corpus I-CAB esta´ to-
dav´ıa en proceso, pero hasta el momento se
han anotado tanto las expresiones tempora-
les como las entidades de tipo persona. Por
ello, ha podido utilizarse para la realizacio´n
de los experimentos de extensio´n de TER-
SEO a otras lenguas.
El corpus I-CAB esta´ formado por 525 do-
cumentos de noticias extra´ıdos del perio´dico
local L’Adige6. El corpus consiste en 182500
palabras y un nu´mero total de 4553 expresio-
nes anotadas en todo el corpus. La anotacio´n
se ha llevado a cabo siguiendo los esta´ndares
del programa ACE (Automatic Content Ex-
traction7) para la tarea de Reconocimiento
y Normalizacio´n de Expresiones Temporales
(Ferro et al., 2005).
Se han llevado a cabo las siguientes eva-
luaciones para el reconocimiento:
Sistema TERSEO
Aproximacio´n de ME
Combinacio´n de TERSEO y la aproxi-
macio´n de ME (TERSEO-ME)
5http://tcc.itc.it/projects/ontotext
6http://www.adige.it
7http://www.nist.gov/speech/tests/ace
Aproximacio´n de HMM
Combinacio´n de TERSEO y la aproxi-
macio´n de HMM (TERSEO-HMM)
En la evaluacio´n de las diferentes aproxi-
maciones se han obtenido valores para las me-
didas que se presentan a continuacio´n:
CORR: este valor es incrementado cuan-
do dos elementos son ide´nticos.
INCO: este valor es incrementado cuan-
do dos elementos no son ide´nticos.
MISS (no detectada): este valor se in-
crementa cuando una expresio´n tempo-
ral existente no es detectada por el sis-
tema.
SPUR (spurious): este valor se incremen-
ta cuando el sistema devuelve como ex-
presio´n temporal una expresio´n que no
se encuentra anotada como tal en el Gold
Standard.
POS: nu´mero de referencias que contri-
buyen al resultado ﬁnal.
POS = CORR + INCO +MISS
ACT: nu´mero de referencias que el siste-
ma trata y devuelve.
ACT = CORR + INCO + SPUR
UND: porcentaje de expresiones no de-
tectadas por el sistema.
UND=MISS/POS
OVG: porcentaje de expresiones SPUR
devueltas por el sistema.
OVG=SPUR/ACT
ERR: porcentaje de expresiones erro´neas
devueltas por el sistema.
ERR=INCO+SPUR+MISS/ACT+MISS
La evaluacio´n de los resultados de recono-
cimiento de expresiones temporales para el
italiano se muestran en el Cuadro 1.
Como se puede observar en los valores
del Cuadro 1, cuando se combina TERSEO
con un reconocedor de expresiones tempora-
les que usa una te´cnica de AA, los resultados
de la F-Medida son mejores que utilizando
u´nicamente TERSEO.
Adema´s, cuando se combinan ambos siste-
mas, es necesario analizar si el nuevo sistema
esta´ perdiendo menos expresiones que si u´ni-
camente se utiliza TERSEO, pero sin un gran
incremento de las expresiones incorrectas. El
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Sistema pos act corr miss spur und ovg err P R F
TERSEO 1652 1437 1198 454 239 0.275 0.166 0.366 0.834 0.725 0.776
ME 1652 1002 749 903 253 0.547 0.252 0.607 0.748 0.453 0.564
TERSEO+ME 1652 1499 1247 405 252 0.245 0.168 0.345 0.832 0.755 0.791
HMM 1652 1007 880 772 127 0.467 0.126 0.505 0.874 0.533 0.662
TERSEO+HMM 1652 1581 1275 377 306 0.228 0.194 0.349 0.806 0.772 0.789
Cuadro 1: Resultados del sistema para Reconocimiento en italiano (TIMEX2)
nu´mero de expresiones incorrectas sera´ mayor
al combinar TERSEO con una aproximacio´n
de AA, pero este incremento no debe ser de-
masiado alto para que compense la utiliza-
cio´n del sistema combinado. Los valores de
las expresiones MISS y SPUR se muestran
en la Figura 3.
TIMEX2
0
100
200
300
400
500
TERSEO TER-ME TER-HMM
SISTEMAS
N
º
T
E
´s
MISS SPUR
Figura 3: Comparacio´n de los valores MISS
y SPUR entre las diferentes combinaciones
para reconocimiento en italiano
Para el caso de los valores de CORR e IN-
CO, el razonamiento debe ser el mismo. El
nu´mero de expresiones correctas cuando se
combinan ambos sistemas sera´ mayor, pero el
nu´mero de expresiones incorrectas debe cre-
cer en un porcentaje menor al de expresio-
nes correctas. Los valores de estas medidas
se muestran en la Figura 4 y efectivamente
se comportan tal y como se esperaba.
4.2. Comparacio´n ingle´s-italiano
La comparacio´n de los resultados de la F-
Medida para los diferentes sistemas tanto pa-
ra el ingle´s como para el italiano puede verse
en la Figura 5.
Tal y como nos muestra el gra´ﬁco compa-
rativo, para el caso del italiano, los resulta-
dos son un poco menores que para el ingle´s
en F, tal y como se esperaba, puesto que la
extensio´n al ingle´s, posteriormente a su ex-
tensio´n automa´tica, fue supervisada manual-
mente mientras que la del italiano es comple-
TIMEX2:TEXT
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200
400
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800
1000
TERSEO ME TER-ME HMM TER-HMM
SISTEMAS
CORR INCO
Figura 4: Comparacio´n de los valores de
CORR y INCO para las diferentes combina-
ciones en italiano
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TIMEX2
Figura 5: F-Medida en TIMEX2 para las di-
ferentes aproximaciones en ingle´s e italiano
tamente automa´tica. Au´n as´ı, los resultados
son muy satisfactorios teniendo en cuenta el
bajo coste en tiempo que tiene la extensio´n
del sistema TERSEO al italiano. Los valores
concretos de precisio´n, cobertura y F-Medida
de cada uno de los sistemas para el ingle´s se
muestran en el Cuadro 2.
5. Conclusiones y trabajo futuro
TERSEO es un sistema capaz de recono-
cer y normalizar expresiones temporales. Es-
te sistema fue desarrollado en un primer paso
como un sistema basado en reglas para el cas-
tellano. Posteriormente, se realizo´ la exten-
sio´n automa´tica del sistema a otras lenguas:
ingle´s e italiano. Para dichas extensiones se
utilizaron como base los modelos temporales
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Sistema pos act corr miss spur und ovg err P R F
TERSEO 838 708 654 184 54 0.220 0.076 0.267 0.924 0.780 0.846
ME 838 717 639 199 78 0.237 0.109 0.302 0.891 0.763 0.822
TERSEO+ME 838 797 728 110 69 0.131 0.087 0.197 0.913 0.869 0.891
HMM 838 778 676 162 102 0.193 0.131 0.281 0.869 0.807 0.837
TERSEO+HMM 838 882 748 90 134 0.107 0.152 0.230 0.848 0.893 0.870
Cuadro 2: Resultados del sistema para Reconocimiento en ingle´s(TIMEX2)
existentes.
En la tarea de reconocimiento, en la que
se centra el art´ıculo, TERSEO obtiene bue-
nos resultados en precisio´n para el italiano,
pero se pretende mejorar los resultados obte-
nidos para la cobertura, y por ello se combina
el reconocimiento obtenido por TERSEO con
el reconocimiento obtenido por un sistema de
AA utilizando diferentes aproximaciones. Al
combinar ambos reconocimientos, el resulta-
do de cobertura del sistema ﬁnal se ve incre-
mentado sin decrementar demasiado la pre-
cisio´n, como se puede observar en los valores
de F-Medida obtenidos.
Para el reconocedor basado en AA se han
probado para el italiano dos aproximaciones
diferentes: el modelo de Ma´xima Entrop´ıa y
los modelos ocultos de Markov. Cada combi-
nacio´n ha sido evaluada para el italiano con el
corpus I-CAB, obteniendo ambas aproxima-
ciones valores muy similares de F-Medida al
combinarlos con TERSEO (79% F-Medida),
y que en comparacio´n con el ingle´s son muy
satisfactorios, ya que en ese caso se obtuvo
un 89% de F-Medida.
Como trabajo futuro, al igual que se ha
hecho para el ingle´s, sera´ necesario realizar
una supervisio´n manual del sistema extendi-
do para el italiano. Por otro lado, tambie´n se
pretende realizar en esta l´ınea de investiga-
cio´n, el estudio de la aplicacio´n de diferentes
te´cnicas de AA para la resolucio´n de la ta-
rea de normalizacio´n, completando as´ı el es-
tudio de todas las posibilidades en el campo
del reconocimiento y resolucio´n de expresio-
nes temporales multilingu¨e.
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