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Abstract
A long-standing conjecture on the structure of renormalized, gauge
invariant, integrated operators of arbitrary dimension in Yang-Mills
theory is established. The general solution of the consistency condition
for anomalies with sources included is also derived. This is achieved by
computing explicitely the cohomology of the full unrestricted BRST
operator in the space of local polynomial functionals with ghost num-
ber equal to zero or one. The argument does not use power counting
and is purely cohomological. It relies crucially on standard properties
of the antifield formalism.
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The antifield formalism [1] is well known to be extremely useful in the
study of theories with a complicated off-shell gauge structure like super-
gravity or string field theory. Much less appreciated is the fact that the
ideas underlying the antifield construction -in particular the central feature
that the antifields implement the equations of motion in cohomology [2]- are
actually quite helpful already in the analysis of the Yang-Mills field. An il-
lustration of this property has been given in [3], where the demonstration of
an old theorem by Joglekar and Lee [4] on the renormalization of local gauge
invariant operators was streamlined using concepts from the antifield formal-
ism. In this letter, we extend the analysis of [3] by proving a long-standing
conjecture originally due to Kluberg-Stern and Zuber [5, 6, 7] concerning the
structure of renormalized, integrated, gauge invariant operators (like trF 2µν
at zero momentum, i.e.,
∫
trF 2µν d
4x). We also provide the general solution
of the anomaly equation with sources included. Our approach does not use
power counting and is purely cohomological. Hence, it is valid for operators
of arbitrarily high physical dimension, for which our results control both the
possible counterterms and the anomalies.
Thanks to the effort of various people over many years, it has been shown
that most questions about the quantum properties of Yang-Mills models can
be reformulated as algebraic questions involving graded differential algebras.
It would be out of place to review here the huge body of work that has gone
into that problem. We shall rather refer to the recent historical survey given
in reference [8].
As recalled there, the analysis of renormalized, integrated, gauge invariant
operators and of anomalies ultimately boils down to the calculation of the
cohomology of the BRST differential s in the space of integrated polynomials
in the Yang-Mills potential Aaµ, the ghosts C
a, the matter fields yi (belonging
to some representation of the gauge group), the antifields A∗µa , C
∗
a , and y
∗
i
(also called “sources for the BRST variations”), as well as their spacetime
derivatives. More precisely, the question is to find the general solution of the
equation
sA = 0, (1)
where s is the BRST differential and where A is the integral of a polynomial
in Aaµ, C
a, yi, A∗µa , C
∗
a , y
∗
i and their derivatives of ghost number zero or one,
A =
∫
a d4x, gh A = 0 or 1. (2)
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We shall allow for the presence of abelian factors in the gauge group but we
shall assume, however, that each abelian gauge field is coupled to at least one
charged matter field (no free abelian gauge field). The following theorems
are the central results reported in this letter.
Theorem 1 : the general solution of (1) with ghost number zero is given
by
A =
∫
a¯ d4x+ s
∫
b d4x (3)
where a¯ is an invariant polynomial in the field strengths, the matter fields,
and their covariant derivatives. If the gauge group has abelian factors, there
are in addition extra solutions given by
A = k∆A
∫
(jµ
∆
AAµ + t
a
∆µA
∗µ
a C
A + ti
∆
y∗iC
A) d4x (4)
where: (i) k∆A are arbitrary constants ; (ii) A
A
µ are the abelian gauge fields and
CA the abelian ghosts ; and (iii) jµ
∆
are gauge invariant conserved currents
(for each ∆),
∂µj
µ
∆ = t
a
∆µ
δL
δAaµ
+ ti
∆
δL
δyi
(5)
Theorem 2 : the general solution of (1) with ghost number one is given
by
A =
∫
c1 d
4x+ s
∫
b d4x (6)
with
c1 = tr(C∂µAν∂λAρ +
3
2
C∂µAνAλAρ)ε
µνλρ, (7)
(Adler-Bardeen-Bell-Jackiw anomaly). Again, if there are abelian factors,
there are further solutions and one must replace (6) by
A =
∫
c1 d
4x+
∫
µAC
A d4x+
∫
c2 d
4x+
∫
c3 d
4x+ s
∫
b d4x (8)
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where (i) µA are invariant polynomials in the field strengths, the matter fields
and their covariant derivatives ; (ii) c2 does not depend on the antifields
c2 = kAF
A
µνtr(C∂λAρ)ε
µνλρ ; (9)
and (iii) c3 is given by
c3 = k
∆
AB(j
µ
∆A
A
µC
B +
1
2
ta∆µA
∗µ
a C
ACB
+
1
2
ti
∆
y∗iC
ACB), k∆AB = −k
∆
BA. (10)
As in (4), the jµ∆ are conserved currents.
The solution (3) is BRST-trivial if and only if a¯ vanishes on-shell (the
antifields enable one to rewrite a polynomial that vanishes on-shell as a s-
variation). The solutions (4) and (10) are trivial if and only if the conserved
current jµ∆ is trivial, i.e., equal on-shell to an identically conserved total
divergence. The conjecture of Kluberg-Stern and Zuber mentioned above
follows from a direct inspection of the solutions given in theorems 1 and 2:
Corollary 1 : for a semi-simple gauge group, the general solution of
s
∫
a d4x = 0 with ghost number zero is, up to s-boundaries (i.e., s-exact
terms), equal to the integral of a gauge invariant polynomial in the field
strengths, the matter fields and their covariant derivatives.
Corollary 2 : similarily, the only possible anomaly for a semi-simple
gauge group is of the Adler-Bardeen-Bell-Jackiw type.
Thus, the conjecture holds for QCD or grand unified models. However, if
the gauge group has abelian factors, like in the standard model with U(1)×
SU(2)× SU(3), then there are further non-trivial solutions to s
∫
a d4x = 0
besides (3) and (6), (7). The anomaly solution (9), which does not depend
on the antifields, has been known for some time. The other extra solutions
depend explicitly on the antifields and deserve some comments.
(i) All the antifield dependent solutions are completely determined (in
cohomology) by their antifield independent component A0, which is a so-
lution of sA0 ≈ 0 where ≈ means equal modulo the equations of motion).
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This is a standard result of homological perturbation theory, which indicates
how the antifield dependent components follow recursively from the antifield
independent ones (see e.g. [9], chapter 8). Thus, all the information about
(4) or (10) is respectively contained in k∆A j
µ
∆A
A
µ or k
∆
ABj
µ
∆A
A
µC
B.
(ii) The solutions (4) and (10) involve explicitly conserved currents. An
example of (10) has been given in [10]. While (10) needs at least two abelian
factors, the solution (4) exists already with a single U(1) provided there are
non trivial conserved currents. By the Noether theorem, a non trivial con-
served current exists for each non trivial rigid symmetry (e.g., rigid SU(N)
flavor symmetry). If all exact symmetries are gauge symmetries, however,
all the conserved currents are trivial and the solutions (4) and (10) are also
trivial. If the spacetime symmetries are not gauged, one may take for jµ
∆
the
energy momentum tensor T µν (but the solution is then non covariant). It is
not surprising that the solutions of sA = 0 contain information about the
dynamics through the appearance of conserved currents, since the role of the
antifields is just to implement the equations of motion in cohomology ([2, 9]).
(iii) Antifield dependent solutions of sA = 0 exist for simple gauge
groups but only in ghost degree ≥ 2. For instance,
∫
jµtr(AµC
2) d4x +
antifield dependent terms is such a solution -which involves again a con-
served current.
(iv) Although of mathematical interest, it is not known whether the so-
lutions (4) and (10) do arise in practice in the renormalization of integrated,
gauge invariant operators. An example where an antifield-independent solu-
tion of the type µAC
A in (8) occurs is given in [11].
(v) If there are free abelian gauge fields, the equation (1) admits further
solutions. This case is rather academical in the present context but is of
interest when one considers the problem of introducing consistent couplings
among free, spin 1 gauge fields [12]. The extra solutions correspond to non-
abelian deformations of the abelian theory. They are not written here for
the sake of brievity but will be discussed elsewhere [13].
We now pass to the demonstration of the theorems. The BRST differen-
tial in Yang-Mills theory is a sum of two differentials,
s = δ + γ (11)
Since both δ and γ are derivations and commute with ∂µ, it is enough to
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define δ and γ on the generators Aaµ, C
a, yi, A∗µa , C
∗
a and y
∗
i [14]. One has
δAaµ = 0, δC
a = 0, δyi = 0 (12)
δA∗µa =
δL
δAaµ
, δC∗a = DµA
∗µ
a − T
j
aiy
∗
j y
i, δy∗i =
δL
δyi
(13)
and
γAaµ = DµC
a, γCa =
1
2
CabcC
bCc, γyi = T iajy
jCa (14)
γA∗µa = −A
∗µ
c C
c
abC
b, γC∗a = −C
∗
cC
c
abC
b,
γy∗i = −T
j
aiy
∗
jC
a, (15)
where the Ta’s are the generators of the representation to which the y
i belong.
This implies
δ2 = 0, γ2 = 0, γδ + δγ = 0. (16)
The decomposition (11) of s is quite standard from the point of view of the
antifield formalism [2, 9]. It corresponds to the introduction of a further grad-
ing besides the ghost number,which is called the “antighost” (or “antifield”)
number and is denoted by antigh,
antigh Aaµ = 0, antigh C
a = 0, antigh yi = 0
antigh A∗µa = 1, antighC
∗
a = 2, antigh y
∗
i = 1 (17)
antigh δ = −1, antigh γ = 0
(One has also, of course, gh Aaµ = 0, gh C
a = 1, gh yi = 0, gh A∗µa = −1,
ghC∗a = −2, gh y
∗
i = −1, gh δ = gh γ = gh s = 1). The differential s is
sometimes called the full, unrestricted BRST differential, while the differ-
ential γ acting on the polynomials in Aaµ, C
a and their derivatives (but no
antifields), is called the restricted BRST differential [15]. The differential δ
is the “Koszul-Tate differential” and provides a resolution of the algebra of
functions on the stationary surface where the equations of motion hold [2, 9].
The first step in the proofs of theorems 1 and 2 amounts to rewriting
the condition s
∫
a d4x = 0 in terms of the integrand a. To that end, it is
convenient to adopt form notations and to replace the polynomial a by the
4-form a dx0 ∧ . . . ∧ d3x, which we still denote by a. We shall call B the
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algebra of spacetime exterior forms with coefficients that are polynomials in
Aaµ, C
a, yi, A∗µa , C
∗
a , y
∗
i and their derivatives ; and we shall call E the algebra
of spacetime exterior forms with coefficients that are polynomials in Aaµ, C
a,
yi and their derivatives (no antifields).
Because of Stokes theorem (
∫
db = 0 -we assume as it is usual in this
context, that all surface terms are zero), one can remove the integral sign
at the price of allowing for the presence of a total exterior derivative. The
condition s
∫
a = 0 is equivalent to
sa+ db = 0. (18)
And
∫
a is exact if and only if
a = sc+ de. (19)
Thus, the problem of computing the cohomology of s in the space of inte-
grated polynomials becomes that of computing the cohomology ofH∗,4(s|d,B)
of s modulo d in the algebra of polynomial forms of degree 4. Note that the
exterior derivative d anticommutes with δ and γ since [∂µ, δ] = [∂µ, γ] = 0.
A number of cohomologies related to H∗,4(s|d,B) have already been com-
puted explicitely in the literature. These are H∗(d,B), H∗(δ,B), H∗(γ, E),
H∗(γ,B), H∗(s,B), H∗(d,H∗(γ, E)) and H∗(γ|d, E). Of particular impor-
tance for the sequel is H∗(γ|d, E) because any solution a of sa+db = 0 which
does not involve the antifields is automatically a solution of γa+db = 0. And
if it is trivial in H∗(γ|d, E) (i.e., of the form γc + de where c and e do not
involve the antifields), then it is also trivial in H∗(s|d,B) (γc = sc) [16]. The
strategy for computing H∗(s|d,B) adopted here is to relate as much as pos-
sible elements of H∗(s|d,B) to the known elements of H∗(γ|d, E) [15, 17, 18]
by eliminating the antifields. This is not always possible. But the equiva-
lence classes of H∗(s|d,B) with no representative in E are easily exhibited
and correspond precisely to (4) and (10) above.
In order to control the antifield dependence of the solutions of (18), one
needs two intermediate results.
Lemma 1 : let b be a γ-closed form with degree < 4 and antighost num-
ber > 0. If db is γ-exact, then b is trivial, i.e., b = γm + dn where n is
γ-closed. In other words,
H
l,j
k (d,H
∗(γ,B)) = 0 for j < 4 and k ≥ 1. (20)
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Here and in the sequel, the first upper index l is the ghost number, the second
index j is the form degree and the lower index k is the antighost number.
The lemma is proved exactly as the proposition on page 363 of [18].
The second intermediate result deals with H l,jk (δ|d). It is well known that
H
l,j
k (δ) vanishes for k ≥ 1 in B [19]. It turns out that the cohomological
groups H l,jk (δ|d) with k ≥ 1 are not zero, but only for k = 1 and j = 4. More
precisely, one has
Lemma 2 : The group H−1,41 (δ|d) is isomorphic to the space of non
trivial conserved currents. The other groups H l,jk (δ|d) with k ≥ 1 all vanish.
This lemma will be proved in [13].
We can now demonstrate the theorems. Let a be a 4-form solution of
sa + db = 0 with ghost number equal to 0 or 1. Expand a and b according
to the antighost number,
a = a0 + . . .+ ak, b = b0 + . . .+ bk. (21)
Assume k ≥ 1. The equation sa + db = 0 implies, at antighost number k,
γak + dbk = 0. By the standard descent argument, this equation yields the
chain of equations γbk + db
′
k = 0, γb
′
k + db
′′
k = 0, γb
′′
k + db
′′′
k = 0, γb
′′′
k = 0
for some 2-form b′k, 1-form b
′′
k and 0-form b
′′′
k . By lemma 1, b
′′′
k is trivial,
b′′′k = γρk. But then one can make redefinitions so that it vanishes. Repeating
the argument for b′′k, b
′
k and bk shows that bk can be assumed to be equal
to zero. Thus, ak is γ-closed. The general solution of γak = 0 is known
[15, 17, 18, 20, 3] and reads, up to inessential γ-exact terms
ak = ΣaJω
J(C) (22)
where ωJ(C) form a basis of the cohomology of the Lie algebra of the gauge
group (invariant cocycles) and where aJ are invariant polynomials in the field
strengths, the matter fields, the antifields and their covariant derivatives.
The last but one equation in sa + db = 0 reads γak−1 + δak + dbk−1 = 0.
Since γδak = −δγak = 0, one gets again a descent for bk−1, which reads
γbk−1 + db
′
k−1 = 0, γb
′
k−1 + db
′′
k−1 = 0, γb
′′
k−1 + db
′′′
k−1 = 0, γb
′′′
k−1 = 0. Two
cases must be considered:
(i) k − 1 ≥ 1. Repeated applications of lemma 1 show again that b′′′k−1,
b′′k−1 and b
′
k−1 can be chosen to vanish so that bk−1 is γ-closed,
bk−1 = ΣbJω
J(C). (23)
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Inserting the respective forms (22) and (23) of ak and bk−1 in γak−1 + δak +
dbk−1 = 0 yields the condition that Σ(δaJ+dbJ)ω
J(C) should be γ-exact. But
then, (δaJ + dbJ) must vanish. Lemma 2 implies that aJ is δ-closed modulo
d, aJ = δpJ + dqJ (where pJ and qJ may be chosen to fulfill γpJ = 0 = γqJ
[13]). Straightforward redefinitions enable one to set aJ -and thus ak- equal
to zero. One can similarily set successively ak−1, ak−2, . . . equal to zero, until
one reaches a1.
(ii) k = 1. If the gauge group is semi-simple, then a1 = 0. Indeed, there
is no Lie algebra cohomology in degree 1 or 2. The equation sa + db = 0
reduces to γa0 + db0 = 0, which is precisely the equation studied and solved
in the literature [15, 17, 18]. The coresponding solutions are (3), (7) and
(9). If the gauge group has abelian factors, there are additional solutions
because the Lie algebra cohomology is non trivial in degree 1 or 2. The
invariant cocycles are k∆AC
A in degree 1 and k∆ABC
ACB in degree 2. For
each of these cocycles, one may form an element a1 by taking the product
with an element of H−1,41 (δ|d), which is isomorphic to the space of non trivial
conserved currents (lemma 2). The corresponding solutions are (4) and (10).
This completes the proof of the theorems.
In this letter, we have settled down some old problems on the pertur-
bative renormalization of the Yang-Mills field with a simple or semi-simple
gauge group. We have shown that the inclusion of the antifields (sources for
the BRST variations) does not modify the BRST cohomology in the space of
integrated polynomials with ghost degree equal to 0 or 1, except for making
trivial BRST invariant objects that vanish on-shell. The BRST cohomology
in higher ghost degree is modified, however. We have also analyzed the case
with abelian factors and have exhibited all BRST invariant integrated poly-
nomials. These may now depend non trivially on the antifields, as in [10].
The new solutions are of mathematical interest in the sense that their under-
standing involve many ingredients (conserved currents, Koszul-Tate resolu-
tion ...) but we have not investigated whether they actually occur. Finally,
the same techniques can be applied to the calculation of H l,j(s|d,B) for any
ghost number l or form degree j and in any number of spacetime dimensions.
A fuller account of our work will be reported elsewhere [13].
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C.M. Viallet are gratefully acknowledged. G.B. is Aspirant au Fonds National
de la Recherche Scientifique (Belgium). This work has been partly supported
by a FNRS research grant and by a research contract with the Commission
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