Abstract. After recalling the definition of codes as modules over skew polynomial rings, whose multiplication is defined by using an automorphism and a derivation, and some basic facts about them, in the first part of this paper we study some of their main algebraic and geometric properties. Finally, for module skew codes constructed only with an automorphism, we give some BCH type lower bounds for their minimum distance.
Introduction
In the framework of linear codes, the introduction of the cyclic codes has been important due to the fact that for the first time some special linear codes could be treated by polynomials rings via a vector space isomorphism. The use of Ore polynomial rings in the non-commutative setting emerged only recently in Coding Theory as source of generalizations of the cyclic codes. The skew polynomial rings have found applications in the construction of many algebraic codes of good parameters with respect to the commutative case. In particular, the research on codes in this setting has resulted in the discovery of many new codes with better Hamming distance than any previously known linear code with same parameters (see for instance Tables 1, 2 and 3 of [2] ).
Inspired by the recent works [2] and [3] , in §1 we give a background material and the notion of skew generalized cyclic (GC) codes, that is, linear codes invariant by a pseudo-linear transformation (see Definition (△)). In §2, we introduce some basic properties of skew GC codes and we give a result (Theorem 2.6) about duals of skew GC codes that improves Theorem 23 in [8] . Moreover, in Theorem 2.8 we show a fundamental geometric property of these codes which becomes a useful tool to find codes through the factorization of polynomials. In the commutative case (θ = id), the same result delivers more geometric consequences described in Corollary 2.10. Furthermore, assumption (#) and its properties allow us to extend to the non-commutative case some of the main results of [7] (see Propositions 2.15 and 2.19). In §3 we consider the cases with trivial derivation (δ θ β = 0) by studying the minimal polynomial of a semi-linear transformation in Theorem 3.3 and some BCH lower bounds which generalize known results of [2] and [4] in the non-commutative case (see Theorems 3.9, 3.12, 3.15 and Corollary 3.17). Finally, in §4 we give some Magma programs and examples as immediate applications of some previous results.
Notation and background material
Denote by θ : F q → F q an automorphism of the finite field F q . Let us recall here that if q = p s for some prime number p, then the mapθ : F q → F q defined byθ(a) = a p is an automorphism on the field F q which fixes the subfield with p elements. This automorphismθ is called the Frobenius automorphism and it has order s. Moreover, it is known that the cyclic group it generates is the full group of automorphisms of F q , i.e. Aut(F q ) =<θ >. Therefore, any θ ∈ Aut(F q ) is defined as θ(a) :=θ t (a) = a p t , where a ∈ F q and t is an integer such that 0 ≤ t ≤ s. Furthermore, when θ will be the identity automorphism id : F q → F q , we will write simply θ = id. Finally, a θ-derivation must be of the form β(θ(a) − a) for any a ∈ F q and some β ∈ F q .
A pseudo-linear map (or a pseudo-linear transformation) T : F Consider the ring structure defined on the following set:
R := F q [X; θ, δ θ β ] = {a s X s + ... + a 1 X + a 0 | a i ∈ F q and s ∈ N} .
The addition in R is defined to be the usual addition of polynomials and the multiplication is defined by the basic rule X · a = θ(a)X + β(θ(a) − a) for any a ∈ F q and extended to all elements of R by associativity and distributivity. The ring R is known as skew polynomial ring and its elements are skew polynomials. Moreover, it is a left and right Euclidean ring whose left and right ideals are principals. From now on, fix a polynomial
and denote by π f : F n q → R/Rf the linear transformations which sends a vector (c 0 , . . . , c n−1 ) ∈ F n q to the polynomial class
With an abuse of notation, a polynomial c ∈ R and its class [c] ∈ R/Rf will be denoted sometimes with the same letter c for simplicity. Let us introduce here a generalization of the skew cyclic codes.
Finally, when θ = id, a (f, Θ, δ θ β )-skew generalized cyclic (GC) code is called an f -generalized cyclic (GC) code, or simply a GC code. Remark 1.2. Suppose that θ = id and f = X n − f n−1 X n−1 . . . − f 1 X − f 0 is the minimal polynomial of an n × n matrix M . Then by [5, Lemma 6.7.1] there is a basis { r 1 , . . . , r n } of F n q such that
where S = r 1t · · · r nt . Therefore the n×n matrix M is similar to its rational canonical form A, i.e. there exists a non-singular matrix S such that
Let C M ⊆ F n q be a linear code invariant by the matrix M . Define
Then by (•) we obtain
i.e. C A is invariant by A. Since S is an invertible matrix, this shows that we can construct a one-to-one correspondence between the set of linear codes invariant by
A and the set of linear codes invariant by M .
Basic properties of skew GC codes
In this section, we give some algebraic and geometric properties of skew generalized cyclic (GC) codes.
From Remarks 2.1 and 2.2, we deduce the following characterization of a (f, Θ, δ Therefore, we will write C = (g)
for every a ∈ C ⊥ and c ∈ C . Definition 2.7. A polynomial p ∈ R is invariant if Rp = pR. Moreover, the set of all invariant polynomials in R will be denoted by N (R).
Let us prove now the following Theorem 2.8. Let f ∈ R be as in (*) and let T f be its associated pseudo-linear transformation as in (**). Then the following properties hold:
Proof.
(1) Assume that h ∈ N (R). If a ∈ Rg/Rf then a = αg and
Then we have
f (v) = 0. Hence hv = βf for some β ∈ R and this gives
This shows that there exists an element q ∈ R such that hαg = qf = qhg, i.e. hα = qh. Hence h ∈ N (R).
This shows that
. . .
From the above result, we can deduce the following consequences.
Corollary 2.9. Suppose that the same hypothesis as in Theorem 2. (
Proof. Note that by Theorem 2.8(1) and Corollary 2.9 we get cases (1), (3) and (2) respectively. Let C be an f -GC code such that π f (C ) = (g). Then from (1) it follows that C = ker h(A), where f = h · g. Since rkh(A) = n − dim ker h(A) = n − dim C , we deduce that n − dim C linearly independent columns of h(A) form a basis of C ⊥ . Finally, assume that C ⊆ ker b(A) for some b ∈ F q [X] with smallest degree. Then h = bq + r for some q, r ∈ F q [X] such that deg r < deg b. Since h(A) = b(A)q(A) + r(A), we see that C ⊆ ker r(A). Thus r = 0 and h = bq. Hence f = b · q · g and this gives (g) = π f (C ) ⊆ π f (ker b(A)) = (qg). Therefore, we have g = αqg + βf for some α, β ∈ F q [X], i.e. 1 = (αq + βb)q. This shows that q ∈ F * q and that b = ah with a = q −1 .
The next useful result is related to polynomials in N (R).
Proof. Assume that a = bc for some c ∈ R. Then for any d ∈ R we have
Similarly, one can prove that for any e ∈ R there exists e ′ ∈ R such that c ′ e = e ′ c ′ . This shows that c, c
From now on, assume that
is a factorization of f as in ( * ) into monic polynomials f k ∈ N (R) which are irreducible in N (R) and such that Rf i = Rf j for any i = j. for some h ∈ R. Since f and all the f j 's are polynomials in N (R), from Lemma 2.11 it follows that h ∈ N (R). Then f = f ′ h for some f ′ ∈ R and this gives that
Hence Rh is a two sided ideal containing Rf and from [6, p.38] we deduce that Rh = Rf γ1 1 · ... · Rf γs s , where γ i ∈ Z ≥0 and γ i ≤ β i for every i = 1, ..., s. Therefore we get that
and since the factorization of Rf is unique, we conclude that γ i = 0 for any i = 1, ..., s, i.e. Rh = R. Hence h ∈ F θ q and since f is a monic polynomial, we obtain that h = 1.
Lemma 2.14. Assume that (#) holds. Then for any a m , b m ∈ Z >0 we have the following two properties:
Proof. (a) For simplicity of notation write
Since Rg i + Rg j = Rd ij , we deduce that there exist a, b ∈ N (R) such that g i = ad ij and g j = bd ij . Thus Rg i ⊆ Rd ij and Rg j ⊆ Rd ij . By [6, p.38] we deduce that
From the uniqueness of the decomposition, we deduce that c k = 0 and d h = 0 for k = 1, ..., r and h = 1, ..., s. Hence
Since all the f k 's are monic polynomials, we see that u = 1.
In line with [7] , consider now the following subsets of F n q (1) ∈ N (R), from Corollary 2.9 we know that Kerf (1) and Lemma 2.14 we have R f f
(c) Since R is a principal ideal domain and the sum of two sided ideal is a two sided ideal, write Rm = R f 1 + · · · + R f t for some m ∈ N (R), where f i := f f α i i for every i = 1, ..., t. Moreover, by Lemma 2.11 note that f i = a i m for some a i ∈ N (R) and every i = 1, ..., t. Since
and by Theorem 9 of [6, p. 38] we deduce that Rm = R, i.e.
for some a ∈ N (R) by Lemma 2.11. Therefore, M ij = af and we conclude that
Then by Proposition 2.3 and Theorem 2.8(1) we know that there exists a right divisor
Since f 1 is irreducible in R, we conclude that either deg q = 0 or q = f 1 . Therefore, we have either
Proof. Assume that f ∈ N (R). Then for every v = π
i.e. there exists k ∈ R such that f · g = k · f . On the other hand, if deg f ≤ deg g then there are q, r ∈ R such that g = qf + r with deg r < deg f . Thus by the above argument, we can conclude that f ·g = f ·(qf +r) = f qf +f r = f qf +r ′ f = (f q+r ′ )f for some r ′ ∈ R. This shows that f ∈ N (R). Let f be as in (#) and write f = f αi i · f i . By Lemma 2.14 we know that lgcd(f
Therefore by Lemma 2.7 of [3] and Corollary 2.18 we deduce that
As in [7] , define e i (T f ) :
In the same spirit of [7] and for the convenience of the reader, we give and prove the following result. (A) 1 , . .., e i (A) n >, where e i (A) j is the j th row of e i (A).
Proposition 2.19. Under assumption (#), we get the following properties:
(a) e i (T f ) 2 = e i (T f ); (b) e i (T f )e j (T f ) = 0 for i = j; (c) e i (T f )( v j ) = 0 for every v j ∈ U j with j = i; (d) v ∈ U i ⇐⇒ e i (T f )( v) = v; moreover, if T is an idempotent endomorphism of F n q such that v ∈ U i ⇐⇒ T ( v) = v, then T = e i (T f ); (e) t i=1 e i (T f ) = id; (f ) If θ = id, then U i =< e i
Proof. (a) It follows from the definition of e i (T f ).
(b) By [3, Lemma 2.7] we deduce that
for some c ∈ R.
(c) Let u j ∈ U j . Then there is a t ∈ R such that
where v − T ( v) ∈ ker T and T ( v) ∈ Im(T ). Note that Im(T ) ∩ ker(T ) = 0 since T 2 = T . Thus by Proposition 2.15 we see that
Then for any v ∈ F n q we have v = v 1 + ... + v t , with v j ∈ U j , and by (c) we can conclude that
(e) For every v ∈ F n q , we have v = v 1 + ... + v t with v i ∈ U i for any i = 1, ..., t. Thus by (c) and (d) we obtain that
is, all the rows of e i (A) belong to U i . Hence < e i (A) 1 , ..., e i (A) n >⊆ U i , i.e. U i =< e i (A) 1 , ..., e i (A) n >.
Further properties of skew GC codes with
In this last section, we give some further results when the derivation δ θ β is zero, e.g., when either β = 0, or θ = id.
3.1.
The minimal polynomial of a semi-linear transformation. From Proposition 2.16 we know that f ∈ N (R) if and only if f (T f ) = 0. In this subsection we show how to construct the minimal polynomial of any semi-linear transformation
Proof. Take a vector v ∈ F n q and an element λ ∈ F q . Then
Note that by Lemma 3.1 one can consider the surjective ring homomorphism 
where
This gives a polynomial m : 
By the minimality of m T , we deduce that r = 0. Then
Since M is an invertible n × n matrix, we deduce that T is an invertible map. 
Moreover, when θ = id, from Theorem 3.3 we deduce that there exists a ring isomorphism
is the monic minimal polynomial of the n × n matrix M .
BCH lower bounds for the minimum distance.
In this subsection we show some results which give lower bounds for the distance of a skew GC-code.
Assume that
where f n−1 , . . . , f 1 , f 0 ∈ F q and f 0 = 0.
Lemma 3.5. In R/Rf we have
Proof. It is sufficient to note that in R/Rf we have the following equivalences:
Let v ∈ F n q . We will denote by wt(v) the Hamming weigth of v, where π f ( v) = v ∈ R/Rf . Lemma 3.6. Let C ⊂ F n q be a skew GC code, and consider a polynomial c ∈ π f (C ) with weight wt(c) = w. Then, there exists h ∈ R such that
where c i ∈ F * q and a i ∈ N with a i ≤ n − 1 for i = 1, . . . , w − 1. Furthermore,
Proof. Since wt(c) = w, we can write
, where i 0 < . . . < i w−1 and b ij = 0 for j = 0, . . . , w − 1. Hence
Since C is a skew GC code, we can conclude that
The statement follows by putting h = α i0 b
Remark 3.8. Consider an element β in F q such that p(β k ) = 0, for some p ∈ R and k ∈ Z >0 . Then, from [8] it follows that there exists q ∈ R such that
i.e. β m = 1 for some m ∈ N * . Hence, ord(β) < +∞, where ord(β) denotes the order of β.
Inspired by [4] , the following results provide lower bounds on the minimum Hamming distance for a skew GC code.
Proof. Suppose there exists a polynomial c ∈ π f (C ) with wt(c) = w < δ. By Lemma 3.6, we can assume that c is the following type
where c i ∈ F * q and a i ∈ Z >0 with a i < n for i = 1, . . . , w − 1. Define
and
Since by hypothesis Y c i = N ai (β c ) = 1, we deduce that p(1) = 0.
By arguing as in [4] , we have the following equalities: has distance 2 < 3.
The following result is a generalization of the above theorem and in some circumstances gives a better lower bound than that of Theorem 3.9. Proof. By Theorem 3.9 it follows that, d C ≥ δ. Suppose there exist an element c ∈ π f (C ) with wt(c) = w such that δ ≤ w < δ + s. By Lemma 3.6, as in the Proof of Theorem 3.9 write
where c i ∈ F * q and a i ∈ Z >0 with a i < n for i = 1, . . . , w − 1. Similary to Theorem 3.9, define again
, we see that r(1) = 0.
On the other hand, we have the following equalities:
Since c ∈ π f (C ) we know that c(β l+c1i1+c2i2 ) = 0. Hence
for i 1 = 0, . . . , δ − 2, i 2 = 0, . . . , s and δ ≤ w < δ + s. Therefore from the above equation and the inequalities, we can conclude
i.e. r(1) = 0, but this give a contradiction. Hence d C ≥ δ + s.
Remark 3.13. The condition rk V n (N 0 (β cj ), N 1 (β cj ), ..., N n−1 (β cj )) = n for j = 1, 2 implies the hypothesis of Theorem 3.12.
Remark 3.14. Assume that θ = id. Then the assumptions ord(β) ≥ n and gcd(ord(β), c j ) = 1 for j = 1, 2 imply the hypothesis β aicj = 1 of Theorem 3.12 for every i = 1, ..., n − 1 and j = 1, 2. Furthermore, we get the following properties:
(a) Let X m − 1 = qf be as in [8, Lemma 26] . If gcd(m, Char(F q )) = 1, then there exist a primitive root β ∈ F q of X m − 1 such that ord(β) = m ≥ n. Moreover, if g(α) = 0 then α = β h for some h ∈ Z≥ 0.
(b) Let f = X n − 1. Suppose there exists a primitive root β of f . Then all roots α of g are of type α = β h for some h ∈ Z ≥0 . Moreover, the hypothesis of Theorem 3.9 reduce to that of Theorem 1 in [4] when θ = id.
Let us give now a natural extension of Theorem 3.12, which can be proved by an inductive argument. Proof. Since deg(g) ≤ n − k, by the Singleton bound we know that
On the other hand, from Theorem 3.15 it follows that d C ≥ n − k + 1, i.e. d C = n − k + 1.
Magma Programs and some examples
The following MAGMA [1] program can be used to produce MDS codes with q ≥ n + 1 when θ = id: The following table is made in the case θ = id by using the command MDS(q,n); of the above Magma Program for 2 ≤ n ≤ q − 1 ≤ 6: 
Conclusion
In this paper, we consider codes invariant by a pseudo-linear transformation of F n q for n ≥ 2, called skew generalized cyclic (GC) codes, where F q is a finite field with q elements. We study some of their main algebraic and geometric properties and when the derivation is trivial, we find the minimal polynomial of a pseudolinear transformation and we give some lower bounds for the minimum Hamming distance of a skew GC code. Finally, examples and Magma programs are given as applications of some theoretical results.
