Abstract. The Hermitian Lanczos method for Hermitian matrices has a wellknown connection with a 3-term recurrence for polynomials orthogonal on a discrete subset of R. This connection disappears for normal matrices with the Arnoldi method. In this paper we consider an iterative method that is more faithful to the normality than the Arnoldi iteration. The approach is based on enlarging the set of polynomials to the set of polyanalytic polynomials. Denoting by d the number of elements computed so far, the arising scheme yields a recurrence of length bounded by √ 8d for polyanalytic polynomials orthogonal on a discrete subset of C. Like this slowly growing length of the recurrence, the method preserves, at least partially, the properties of the Hermitian Lanczos method. We employ the algorithm in least squares approximation and bivariate Lagrange interpolation.
Introduction
The set of normal matrices N ⊂ C n×n , i.e., those N ∈ C n×n that satisfy the algebraic condition
is a rich class of matrices particularly well suited to numerical computations. This is largely due to the fact that normal matrices are unitarily diagonalizable. However, many algorithms are aimed exclusively at Hermitian matrices, that is, for a subset of N . The most famous among them is probably the Hermitian Lanczos method yielding a unitary similarity transformation tridiagonalizing a given Hermitian matrix. At the same time there arises a connection with a 3-term recurrence for discrete orthogonal polynomials; see, e.g., [12] .
If one does not consider the Toeplitz decomposition [17, 18] , all the interesting properties of the Hermitian Lanczos method vanish for non-Hermitian normal matrices, as then the Arnoldi method [1] is the scheme yielding a unitary similarity. With this similarity transformation the tridiagonal structure cannot be preserved anymore, as the process yields (full) Hessenberg matrices in general. Simultaneously, the 3-term recurrence relation disappears for the resulting sequence of orthogonal polynomials as the length of the recurrence grows linearly with the iteration number.
MARKO HUHTANEN
In this paper we construct an appropriate structure around the condensed form for normal matrices of Elsner and Ikramov [10] to partially preserve the properties of the Hermitian Lanczos method. We obtain an iterative scheme for normal matrices which can be used to generate orthogonal functions with better recurrence properties than does the Arnoldi method. The set of polynomials P is simply not a sufficiently large class of functions to this end. An appropriate enlargement of P is the set of polyanalytic polynomials. Denoting by P k the set of polynomials of degree k at most, polyanalytic polynomials are functions of the form
with h j ∈ P k−j and k ∈ N 0 = {0} ∪ N. If, for some j, we have deg(h j ) = k − j for p in (1.2), then the degree of p is defined to be k. We use the notation PP k for polyanalytic polynomials of degree k at most, and we set PP = k∈N0 PP k . Because of the commutativity relation (1.1), p(N ) is well-defined for any p ∈ PP by identifying z and z with N and N * respectively. Polyanalytic polynomials of the form z j z l are called polyanalytic monomials. To get a method with properties resembling more the Hermitian Lanczos than the Arnoldi method, we set an order > among them as follows. Let . Using this order, we define the minimal polyanalytic polynomial of N ∈ N to be the monic, i.e., its leading term is z j z l , of the least possible degree annihilating N . A property of the minimal polyanalytic polynomial of N is that its zero set contains the spectrum of N yielding, thereby, a spectral exclusion set for N . Furthermore, by employing this order, an Arnoldi type of iterative method can be introduced for normal matrices.
Recall that in the Arnoldi method, for a matrix A ∈ C n×n and a vectorq 0 ∈ C n , a monic polynomial P k (z) = z k − p(z) of degree k is computed realizing
while, simultaneously, an orthonormal basis of C n is generated. Now, for a normal N ∈ C n×n and for j + l = k, we set analogously
by using the order introduced. The corresponding monic polyanalytic polynomial of interest equals
The computation of the P j,l 's can be carried out iteratively by generating an orthonormal basis of C n . This is achieved by multiplying an already computed vector with either N or N * in a particular order. Then a new vector is obtained by orthogonalizing the vector obtained against the vectors computed so far. This yields a realization of the canonical form for N of Elsner and Ikramov. Simultaneously, by identifying multiplications by N and N * with z and z respectively, the process gives rise to a sequence of orthogonal polyanalytic polynomials. The length of the recurrence to this end is not fixed three, nor does it grow linearly with the iteration number as is the case with the Hermitian Lanczos and the Arnoldi method respectively. Denoting by d the number of the orthogonal polyanalytic polynomials computed so far, the length of the recurrence is bounded by √ 8d; see Theorem 3.8
for the exact statement. Although a very modest growth, this is the worst case estimate. If the spectrum of N is a subset of an algebraic curve of degree k, then the length of the recurrence reaches at most 2k. The case of the spectrum of N being a subset of an algebraic curve of degree k, for a reasonably small k, is of particular interest on its own. Namely then, after at most
steps, zero is attained in the minimization problem (1.4) and the process has yielded the minimal polyanalytic polynomial of N . However, as opposed to the Arnoldi method, the described orthogonalization process is designed to continue beyond having zero in (1.4) . This is realized in such a way that none of the generated orthogonal polyanalytic polynomials vanish on the eigenvalues of N . More precisely, the algorithm discards elements annihilating the spectrum giving rise, in this manner, to a subclass of PP. To give an example, if N is Hermitian, then the scheme reduces to the Hermitian Lanczos method yielding discrete orthogonal polynomials satisfying a 3-term recurrence relation. This property can be employed in a number of classical problems of numerical analysis. In this paper we consider least squares approximation and bivariate Lagrange interpolation. As opposed to univariate interpolation, it is well-known that bivariate interpolation is a far more complicated problem; see, e.g., [3, 4, 25] and references therein.
Start with n interpolation nodes belonging to R 2 . By identifying them with the corresponding points of C, form a diagonal matrix N ∈ N with the interpolation nodes on the diagonal. Then generate with N a sequence of orthogonal polynanalytic polynomials as just described. Computing Fourier coefficients simultaneously yields least squares approximations in a straightforward manner to any set of values associated with the interpolation nodes. If n is very large, then this may suffice before completing the iteration process. After n steps the method yields an interpolant whose uniqueness in the generated subclass of polyanalytic polynomials is guaranteed by the fact that the algorithm does not generate nonzero elements of PP vanishing on the interpolation nodes. Like being of minimal degree, this subclass has all the relevant properties needed in bivariate Lagrange interpolation.
The paper is organized as follows. In Section 2 we introduce the minimal polyanalytic polynomial of a normal matrix. Based on a local version of this, in Section 3 we consider an Arnoldi type of minimization problem and the corresponding iterative scheme for normal matrices. This gives rise to a realization of the canonical form for normal matrices of Elsner and Ikramov. The realization is carried out in such a way that there arises a connection with a slowly growing recurrence for orthogonal polyanalytic polynomials. This is considered in Section 4, and in Section 5 we apply the algorithm to least squares approximation and bivariate interpolation.
The minimal polyanalytic polynomial of a normal matrix
As described in the introduction, the Hermitian Lanczos method cannot be executed with a general normal matrix N . Then a standard approach is to employ the Arnoldi method, which, being a general method, does not use the normality in any reasonable way. As a consequence, no short term recurrence relation for discrete orthogonal polynomials arises. A way to circumvent this problem is to consider an enlargement of the set of polynomials to have an appropriate structure that is more faithful to the normality. Namely, since N commutes with its adjoint, the set of polynomials is not the largest class of functions that can be associated with N . Identifying multiplications by N and N * with z and z respectively renders the usage of the polyanalytic polynomials (1.2) equally natural. The set PP is a subset of polyanalytic functions extensively studied in [2] by Balk. Although P ⊂ PP, these two classes of functions obviously have quite different properties. In contrast to polynomials, equations involving polyanalytic polynomials can have none, a discrete set, or an infinite number of solutions.
Example 2.1. By the fundamental theorem of algebra, for any non-constant p ∈ P, the equation p(z) = 0 has at least one solution and the number of solutions is less than or equal to deg(p), the degree of p. Consider the polyanalytic polynomial q(z) = zz + 1. Obviously, the equation q(z) = 0 has no solutions. On the other hand, if w(z) = zz − 1, then the solution set of w(z) = 0 is the unit circle, i.e., a continuum. Another example of a polyanalytic polynomial having a large zero-set is v(z) = z + z, which annihilates the whole imaginary axis.
Among the polyanalytic monomials we use the order defined in the introduction. Then the leading term LT(p) of a polyanalytic polynomial p is defined in the natural way. Let us illustrate this with an example.
With an order on PP we define p ∈ PP to be monic if LT(p) = z j z l , that is, if the leading term of p is a polyanalytic monomial. For instance, p in Example 2.2 is a monic polyanalytic polynomial. Recall that the minimal polynomial of (a not necessarily normal) A ∈ C n×n is the monic polynomial of least degree annihilating A. For normal matrices it is completely natural to define the following. Proof. Let p(z) = z j z l + lower terms and q(z) = z j z l + lower terms be two minimal polyanalytic polynomials of N ∈ N . Then subtracting them yields either a zero polyanalytic polynomial or a smaller nonzero polyanalytic polynomial than p or q. In the latter case this p−q would yield an annihilating polyanalytic polynomial of N as well, which contradicts the minimality of p and q.
If N 1 and N 2 are unitarily similar, say
where p 2 is the minimal polyanalytic polynomial of N 2 . Thus the minimal polyanalytic polynomial of N 2 is also the minimal polyanalytic polynomial of N 1 , and conversely.
An algorithm for finding the minimal polyanalytic polynomial of N will be presented in the following section.
We denote the minimal polyanalytic polynomial of a given N ∈ N by p j,l , where
The following is obvious.
The degree of p j,l can be bounded as follows, where we denote by deg(A) the degree of the minimal polynomial of a square matrix A.
Proof. See the proof of Theorem 3.1 in Section 3.
By σ(A) we denote the spectrum of a square matrix A. The zero set of the minimal polynomial of a matrix equals its spectrum, whereas with the minimal polyanalytic polynomial we only have an inclusion.
Proof. A simple way to see this is to recall that, since N is normal,
See also [21, Section 2.10] for this concept when p is polynomial. Since for normal matrices the norm equals the specral radius, we have the following. Consequently, consider those N ∈ N whose eigenvalues lie on a given algebraic curve. Then the polyanalytic polynomial corresponding to the algebraic curve annihilates N regardless of the number of the distinct eigenvalues of N . In contrast, the degree of the minimal polynomial of a normal matrix N is always the cardinality of σ(N ).
Example 2.11. Assume the spectrum of a normal matrix N is contained in the parabola y = x 2 , i.e., in the zero set of
. Thus the minimal polyanalytic polynomial of N is p 2,0 (z) = z 2 + 2zz + z 2 + 2iz − 2iz as long as σ(N ) has at least 5 separate points. Example 2.12. Assume the spectrum of a normal matrix N is contained in the set defined by the limacon r = 1 − cos(θ). Then
is the minimal polyanalytic polynomial of N (as long as σ(N ) has sufficiently many points).
Thus, finding the minimal polyanalytic polynomial of N ∈ N yields a spectral exclusion set after solving for the zero set. Recall that, in Bauer's terminology, an exclusion set for the eigenvalues of N contains no eigenvalues, hence, its complement contains all the eigenvalues of N ; see, e.g., [16, Chapter 19] . As we have seen in Examples 2.11 and 2.12, this can be a continuum, so that the difference can be genuine. This does not mean that the information cannot be far more precise. In Examples 2.11 and 2.12 the imaginary part of the minimal polyanalytic polynomial vanishes. Obviously, if the minimal polyanalytic polynomial has linearly independent real and imaginary parts, then the intersection of their zero sets contains the spectrum.
Its real part can be factored as (x − y)(x + y − 1), for which the zero set is the union of the lines y = x and y = −x + 1. The zero set of the imaginary part is clearly the union of the real and imaginary axes. Intersecting these yields the set {0, 1, i}, which equals σ(N ). Thus, exact information was obtained by considering second degree bivariate polynomials. The degree of the minimal polynomial of N is 3.
Denote by Γ(N ) the zero set of the minimal polyanalytic polynomial of N ∈ N . First, Γ(N ) cannot have interior points in C. Although the length of Γ(N ) may be infinite, a relevant portion of it can be bounded as follows. Proof. This is a consequence of Poincaré's formula [24] , proved in [5] by Borwein, which we apply to the case Γ(N ) ∩ D. Since the degree of an algebraic curve annihilating σ(N ) is d, the claim follows.
Theorem 2.14. Let N ∈ N and assume a disk D of radius R contains σ(N ). Let
Note the significance of the square root in Theorem 2.7 giving d ≤ √ 2n, which is a very modest growth (as a function of the dimension n) for the length of Γ(N )∩D.
An Arnoldi type of minimization problem for normal matrices
The classical Arnoldi method for eigenvalue approximation starts from the construction of a Krylov subspace and the corresponding orthonormal basis with (a not necessarily normal) A ∈ C n×n and a vectorq 0 ∈ C n . Then a monic polynomial P k of degree k is computed with the property that P k (A)q 0 is minimized over all monic polynomials of degree k, that is,
The underlying idea of the Arnoldi method is that P k yields, in a sense, an approximation to the minimal polynomial of A. Since the zero set of the minimal polynomial equals the spectrum of A, the zero set of this approximation is used in eigenvalue approximation. For more information concerning the computational aspects of the Arnoldi method for eigenvalue problems, see, e.g., [23] .
An order among the polyanalytic monomials is needed for defining an Arnoldi type of iterative method for normal matrices such that the normality is genuinely employed. This is achieved by considering a minimization problem analogous to (3.1) as follows. For a normal N and for j + l = k compute
for a vectorq 0 ∈ C n . Herep < z j z l means that the leading term ofp is strictly less than z j z l . The resulting monic polyanalytic polynomial equals P j,l (z) = z j z l − p(z), whose zero set can be taken to approximate the spectrum of N by the same reasoning as P k can be taken in (3.1).
Since N is normal, N x = N * x holds for all x ∈ C n . Consequently, the chosen order does not have any effect on the behavior of the minima (3.
Let us now demonstrate how to compute (3.2) as well as the P j,l 's in practice. To this end the multiplications by N and N * need to be ordered appropriately to take all the vectors of the form N j N * lq 0 , for j, l ∈ N 0 , into account. Also, the corresponding orthogonalization process must be realized in a numerically stable way while, simultaneously, keeping track of the resulting polyanalytic polynomials. For that purpose, with aq 0 ∈ C n of unit length, form a table
which is read from left to right. The first row indicates the multiplying matrix. The second row indicates the numbering of the vector which is multiplied by the matrix in the first row above. And the third row indicates, after orthogonalizing against all the previous vectors in the third row and scaling by its length, the numbering of the resulting new vector. The purpose of the over-braces is to make the proposed rule more clear, as there are several ways to arrange the orthogonalizations. For k ≥ 1 each "cycle" indicated by the over-braces consists of k + 1 vectors. The rule is such that, to obtain the k th cycle, the first vector produced in the (k − 1) th cycle is multiplied once by N * . Then all the vectors of the (k − 1) th cycle are multiplied once by N starting from the first vector. Consequently, after k cycles have been completed there are
vectors in all. With the ordering (3.3) all the powers N j N * lq 0 get covered in a numerically stable way, and we have obtained an Arnoldi type of iterative method for normal matrices. We stress that we have not ruled out the possibility of having zero vectors amongq j 's. For instance, if N is Hermitian, then many of these vectors equal zero. In this manner we can readily keep track of the generated polyanalytic polynomials. Obviously, if each cycle produces k + 1 new linearly independent vectors, then the number of cycles is bounded according to
≤ n. A pseudo-code for the process (3.3) for computing the orthogonalizations as well as all the relevant quantities is below. This particular implementation is from [19] .
Algorithm 1.
Assume N ∈ N , andq 0 ∈ C n , is of unit length.
We state a number of basic properties of the orthogonalization process (3.3) and the corresponding Algorithm 1. First of all, the reason for arranging the orthogonalizations as suggested is to be able to control the leading terms of the polyanalytic polynomials yieldingq j 's.
Proof. We identify multiplications by N and N * with z and z respectively. Then, by using the ordering of the table (3.3), the recurrence can be written as
etc., where the constants α = 0. This also proves Theorem 2.7. Namely, assumeq 0 is supported by every spectral subspace of N . Then the first coefficient c j that equals zero implies that the minimal polyanalytic polynomial of N has been found. As long as all the c j 's are nonzero, the vectorsq j produced so far are orthonormal. For 1, . . . , n denote by
the Krylov subspaces of N atq 0 . As N is normal, the dimension of K n (N ;q 0 ) equals deg(N ). Since eachq j ∈ K n (N ;q 0 ), there can be at most deg(N ) linearly independent vectorsq j . Therefore, after finishing the k th cycle for which < deg(N ), containing the spectrum of N , then this can be detected with Algorithm 1 as follows. By a genericq 0 ∈ C n for N ∈ N we mean a vector that is supported by every spectral subspace of N . by underlining the monomials that can be expressed in terms of lower degree polyanalytic polynomials on σ(N ). The leading terms of the non-vanishing polyanalytic polynomials are not underlined. In particular, the number of new nonzero vectors in every cycle remains constant whereas the number of zero vectors increases linearly.
A straightforward application of the proof of Theorem 3.1 yields the following. Krylov subspaces were defined in (3.11).
Proof. For 1 ≤ t ≤ k we haveq t(t+1)

Proposition 3.7.
Assume N ∈ N andq 0 ∈ C n . Then the number of nonzero vectors generated by the process (3.3) equals dim (K n (N ;q 0 ) ). Then the k th cycle is obtained by multiplying, for
− 1, the vectorsq s by either N * or N . However, the inner products
are zero forq j ∈ span p∈PP k−3 {p(N )q 0 }. The property that the new iterates spanning the k th cycle are orthogonal against the previous span, modulo a small portion of vectors, has been employed by Elsner and Ikramov [10] to compute condensed forms for normal matrices. All in all, (3.16) means that, to finish the k th cycle, explicit orthogonalization is made against (k − 1) + k + (k + 1) = 3k vectors at most, which therefore equals the number of vectors that needs to be stored. This is an overestimate, and the precise statement resulting from the ordering of the orthogonalizations according to (3.3) is as follows. 
+1
, since
and N * q 
+2
). (3.19) Now (3.17) is zero by the same argument as (3.18) was, and (3.19) is zero by the following arguments. By Theorem 3.1, the leading term ofq (k−2)(k−1)
2
+1
is zz
multiplied by a constant. Therefore the leading term of N * q
is zz the number of vectors at the end of the k th cycle, this means that the number of the stored vectors 2k + 1 is bounded by √ 8d. This is a very modest growth, as shown in Table 1 .
Remark 3. If the minimal polyanalytic polynomial of N ∈ N is of degree k, then zero vectors will occur amongq j 's according to Corollary 3.2. As their number increases in every cycle, these zero vectors should not be saved in practice. As a result, the need for storage and the length of the recurrence do not increase, but remain fixed at 2k from there on.
With the ordering (3.3) of the orthogonalization process the canonical form Q * NQ of Elsner and Ikramov has the nonzero structure  . . . 3.20) under the assumptions that the starting vector is generic and no p ∈ PP k \{0} vanishes on σ(N ) having cardinality n. This is the table (3.3) written in matrix form for the action of N . The first column results from the first cycle, i.e., how N mapsq 0 . Then the second and third columns result from the second cycle, i.e., how N mapsq 1 andq 2 . Then the 4 rd , 5 th and 6 th columns result from the third cycle, i.e., how N mapsq 3 ,q 4 andq 5 ; and so on. Note that the k th cycle gives rise to k new columns in (3.20) . For clarity, the diagonal has been bold faced.
A portion of the computed inner products with Algorithm 1 are actually redundant. Namely, since we also compute at the beginning of each cycle how N * maps the first vector of the preceding cycle, we could employ this information to recover the corresponding row in the canonical form (3.20) . For the sake of clarity we do not consider a minimum complexity version of Algorithm 1.
We illustrate with an example how the minima (3.2) are realized while computing the canonical form of Elsner and Ikramov with Algorithm 1. 
Then a simple computation yieldŝ Thus, the polyanalytic polynomials realizing (3.2) are P 0,0 (z) = 1, P 0,1 (z) = z, P 1,0 (z) = z, P 0,2 (z) = z 2 and P 1,1 (z) = zz − 1. Obviously P 1,1 is also the minimal polyanalytic polynomial of N .
Discrete orthogonal polyanalytic polynomials
Generating polynomials orthogonal with respect to a measure on a subset of R is a classical problem; see, e.g., [11, 12, 9, 22] . See also [7] for analytic polynomials orthogonal with respect to a measure on a discrete subset of C. For orthogonality on an algebraic curve, see [6] and references therein. For polynomials of two variables orthogonal with respect to a measure on a plane region, see [28, 27, 26] and references therein.
The process described in the previous section yields orthogonal polyanalytic polynomials on discrete subsets of C with respect to the following measure. Let N = U ΛU * be a diagonalization of a normal N ∈ C n×n by a unitary matrix U . Denote by q 1 , . . . , q n the columns of U and by λ 1 , . . . , λ n the corresponding eigenvalues. Without loss of generality, assume that the eigenvalues of N are distinct. For a given vectorq 0 ∈ C n of unit length we define an inner product on PP via
for polyanalytic polynomials p and q. In particular, for j = 1, . . . , n, attaching to λ j the mass m j = |(q 0 , q j )| 2 yields a discrete measure on the spectrum of N . , the obtained set of orthonormal functions clearly spans only a small subspace of PP n−1 . This is always the case if the minimal polyanalytic polynomial of N is of low degree. Let us illustrate this with another example.
Proof. Assume p ∈ PP\{0} vanishes on σ(N
(1, . . . , 1), i.e., the starting vector has equal weights at the eigenvalues. Since N is unitary, the unit circle is an algebraic curve of degree 2 containing the spectrum of N . For this N andq 0 Algorithm 1 produces zero vectorsq 4 =q 7 =q 8 = 0, so that
, which span only a small portion of PP 4 .
Orthogonal polynomials satisfying a 3-term recurrence with respect to a measure on R give rise to Jacobi matrices; see, e.g., [11] . In the same way a discrete measure on C gives rise to a unique matrix with the sparsity pattern (3.20).
Least squares approximation and bivariate Lagrange interpolation
Vandermonde-like systems arise when polynomials (of one complex variable) are used to approximate analytic functions on subsets of the complex plane; see, e.g., [14, 22] . However, in numerous problems the function f : C → C, with f (x, y) = f 1 (x, y) + if 2 (x, y), being approximated is not analytic. Real problems belong to this category, that is, when g : R 2 → R is identified with a function f : C → C by setting f (x, y) = g(x, y) + i0. For these types of problems, using (analytic) polynomials is obviously not the most natural choice. On the other hand, it is well-known that bivariate least squares approximation and interpolation cannot be handled with a straightforward extension of the univariate techniques; see, e.g., [20, 3, 4, 25] .
Denote by P k (R 2 ) the set of bivariate polynomials of degree k at most. Regarding the uniqueness of multivariate Lagrange interpolation, there arise the following problems. First, P k (R 2 ) is (k+2)(k+1) 2 dimensional, so that exactly (k+2)(k+1) 2
interpolation nodes seem to be needed. However, even if this was the case, the uniqueness does not follow. Namely, if the interpolation nodes belong to an algebraic curve of degree less than k, then the solution is not unique, as the equation defining the algebraic curve can be added to an interpolant without affecting the interpolation. To avoid these problems, different ways of constructing polynomial problem into a problem of linear algebra, this can be remedied, at least partially, by employing either full or selective orthogonalization methods with Algorithm 1. These tools are now standard in numerical linear algebra and therefore quite well understood; see, e.g., [8] and references therein. Of course, even if this can improve approximations dramatically, the work and storage will increase accordingly.
An equally problematic issue in finite precision multivariate interpolation arises when there is a need to decide whether the nodes lie on a low dimensional algebraic curve or not. In our approach this can be done by monitoring the size of (3.2). More precisely, if (3.2) is tiny, then one needs to judge whether to set the corresponding vector identically zero and, thus, discard the corresponding polyanalytic polynomial from the basis.
As a final comment, in practical implementation there arises the question whether it is always reasonable to strive for minimal degree interpolation. If the nodes X n lie almost on a low degree algebraic curve, then large coefficients will be introduced into the interpolation process. For obvious reasons this is not desirable. One option is to discard the associated vector and the corresponding polyanalytic polynomial and continue to expand the basis from the step that follows. A drawback of this is that then the inner products in (3.16) will be nonzero and, as a result, a linear growth of the length of the recurrence and storage must be accepted.
Conclusions
In this paper we have considered an iterative method for normal matrices that partially preserves the properties of the Hermitian Lanczos method for generating discrete orthogonal polynomials. This is based on employing both N and N * in a particular order during the iteration. With the algorithm a sequence of orthogonal polyanalytic polynomials can be computed such that the length of the recurrence to this end is bounded by √ 8d, where d denotes the number of elements computed so far. The scheme extends the standard Hermitian Lanczos method, as for a Hermitian matrix N the method yields orthogonal polynomials satisfying a 3-term recurrence. We have applied the algorithm to least squares approximation and bivariate interpolation.
