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Abstract
Colorectal cancer is one of the most common forms of cancer, and
it is widely accepted that it is initiated in the colon crypts. Con-
sequently, a lot of work has been put into understanding the cell
dynamics of intestinal crypts. In rodents, circadian oscillations have
been observed in the three different cell populations at whole gut
level. The goal of this thesis is to capture this phenomenon and
draw biological conclusions. First, we look at previous models of a
single intestinal crypt. The first two lay the groundwork by intro-
ducing a compartmental approach, and the second two introduce
methods for maintaining homeostasis. We capture the circadian
phenomenon by introducing time delays to these older models. The
time delays represent the time it takes the cell populations to send,
receive, and respond to signals. In our models we observe that
longer delays for the stem cell population lead to periodic solutions
for all three cell populations. We conclude that the response of
the stem cell population is delayed, and that this is related to the
circadian oscillations.
iii
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Chapter 1
Background Information
1.1 Colorectal Cancer
Cancer is a term used to describe a broad range of diseases that involve abnormal
and uncontrolled cell divisions. These uncontrolled cell divisions can form tumors
and spread to other parts of the body. One of the most common and deadly forms
of cancer is colorectal cancer or bowel cancer. Colorectal cancer is any uncontrolled
growth of cells and tumor formation originating in the colon. According to the CDC,
142,672 people were diagnosed with colorectal cancer in the United States, and 53,219
died from it in 2007 [21]. Given the high incidence rate of colorectal cancer, a lot
of research has been put into trying to understand its origins. One of the widely
accepted hypotheses about it is that it is caused by genetic mutations in the colonic
crypts [12].
1.2 Biology of Colon Crypts
These crypts, also called glands of Lieberkuhn, are tiny tube-like glands in the
lining of the small intestine and the colon [8]. The cells in the lining of the crypt are
known as the epithelium, and they regulate nutrient absorption and glandular secre-
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tion [7]. By creating a larger surface area the crypts help absorb nutrients efficiently
[3]. Given the large amount of activity in the intestines the outer layer of cells, known
as the epithelium, is worn away every few days. The cell dynamics of the crypts work
to ensure that these cells are renewed regularly. At the bottom of the crypts are
intestinal stem cells which divide to create transit-amplifying cells (also called semid-
ifferentiated cells) [16]. These transit-amplifying cells spend approximately two days
in the crypt in which they divide 4 - 5 times before they terminally differentiate into
the specialized intestinal epithelial cell types. During this process some of them mi-
grate up the crypt wall towards the luminal surface.
There are several different types of differentiated cells: paneth cells, goblet cells,
enteroendocrine cells and enterocytes [12]. Paneth cells reside at the crypt base and
have a function in innate immunity. Goblet cells secrete protective mucins and trefoil
proteins that are required for the movement and effective expulsion of gut contents,
and provide protection against shear stress and chemical damage. Enteroendocrine
cells coordinate gut functioning through specific peptide hormone secretion. Entero-
cytes also called columnar cells, are highly polarized cells carrying an apical brush
border that is responsible for absorbing and transporting nutrients across the epithe-
lium. Enterocytes make up more than 80% of all intestinal epithelial cells. These cells
eventually reach the surface and either undergo apoptosis or are shed into the lumen
and transported away [8]. Figure 1.1 shows the position of the different types of cells
in the crypt, Figure 1.2 shows some details of the crypt, and Figure 1.3 summarizes
the dynamic process in the crypt.
2
Figure 1.1: A schematic representation of crypts and the positions of each cell population in a crypt [22].
Figure 1.2: A schematic representation of a crypt.
3
Figure 1.3: A schematic representation of the intestinal cell lineage dynamics in the crypt [23].
1.3 Human vs Murine System
The vast majority of data currently available on crypt cell dynamics comes from
two species. The first comes from tests done on mice; these tests are generally focused
on data from the small intestine. Testing done on humans differs from mice in that
it focuses on adenomas in the colon [12]. Both sets provide equally valuable research
opportunities and have similar merit. The two sets of data can actually be used
in conjunction with each other, as the crypt cell dynamics are observed to be very
similar [16].
1.4 Circadian vs Ultradian Oscillations
In this thesis we deal extensively with periodic oscillations. We are primarily
concerned with circadian oscillations, which are biological processes that have periods
of about twenty-four hours. We also look at ultradian oscillations which have periods
that are less than twenty-four hours. To observe circadian oscillations there needs to
be an entraining signal or an entrained internal oscillator. These “biological clocks”
4
maintain circadian oscillations throughout the body. Inside each cell, biological clocks
can be entrained by melatonin or by the timing of feeding (see [2], [9], and [17]).
1.5 Circadian Oscillations in Whole Gut
Beginning in the 1970s, experimental data has been accumulated on intestinal cell
proliferation at all levels. At the single crypt level, experiments have identified in-
testinal stem cells and their lineages (see Flier and Clevers [4], or Crosnier and Lewis
[1]). At the whole gut level, experiments have observed some important phenomena.
One interesting phenomenon is that cell proliferation at the whole gut level shows a
circadian rhythm in rodents while at a single crypt level shows no such fluctuation
(see Wong and Wright [20]). Figure 1.4 shows a circadian rhythm in the crypt cell
populations and Figure 1.5 which shows a circadian rhythm in the crypt cell pro-
duction rate in different parts of the gut. The observations at the single crypt level
and the whole gut level seem to conflict. It is possible that this phenomenon is not
observed at the single crypt level due to the small magnitude of the cell populations.
A single crypt is believed to have four to sixteen stem cells so it would be difficult
to observe a circadian rhythm in a population this small. However, from the table
below, we can see that the entire stem cell population in the gut would be on the
order of 106 for mice and about 108 for humans [15]. For a population this large the
daily variations can easily form a circadian rhythm.
Population Mice Humans
Small Intestine Stem Cell Population 4× 106 2.5× 108
Large Intestine Stem Cell Population 2.3× 106 1× 108
A recent discovery in stem cell research could be a possible explanation for this
circadian rhythm. According to this discovery, haematopoietic stem cell release is
regulated by a circadian oscillator in the brain [14]. Haematopoietic stem cells respond
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to the ultimate integrating system in the body, the nervous system. So it is possible
that the stem cell release is affected by light-entrainable or food-entrainable circadian
rhythms; both of which are important circadian oscillators that have some effect on
the mammalian brain. We may assume that the circadian oscillation of intestinal cell
proliferation originates from a food-entrainable oscillator in the brain (see Fuller et
al. [5], Furuya et al. [6], Iwakiri et al. [11], and Rose et al. [18]).
We will try to capture the circadian phenomenon in the models we introduce in
Chapter 3. To do this we will generalize a couple of older differential equation models
to the entire gut and introduce a time delay. From a biological perspective this makes
sense. Cells have to communicate with each other to know what to do, and it would be
impossible for them to do so instantly. Therefore there must be some delay between
when cells send, receive and respond to signals.
Figure 1.4: Mean number of epithelial cells in crypts and villi of small intestine [10].
6
Figure 1.5: Crypt cell production rates for sites A, B, C, and D. A=25% of the length of small intestine; B=50% of
the length of the small intestine; C=75% of the length of colon; D=50% of the length of the colon [10]
1.6 Aims of this Work
The motivation for this work has three aspects: colorectal cancer, the biology and
cell dynamics of individual intestinal crypts, and the circadian phenomenon observed
in the cell population of the entire gut. The goals of this thesis are to capture the
circadian phenomenon by adding time delays to a couple of existing models, and to
make relevant biological conclusions using numerical simulations. In the next chapter
we look at four previous models. The first two serve as a starting point and help us
to establish the reasoning behind the other two models. The last two are the models
that we are going to modify. In Chapter 3 we introduce new models, and we use
numerical simulations to observe the circadian phenomenon and look for biological
meaning. Finally, in Chapter 4, we discuss the results from this thesis and future
work that needs to be done.
7
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Chapter 2
Previous Models
2.1 Tomlinson and Bodmer
One of the earliest models of crypt cell dynamics was developed by Tomlinson
and Bodmer [19]. It is a difference equation model and assumes that cells can be sep-
arated into one of three compartments. There is a compartment for each cell type:
stem cells, transit-amplifying cells, and differentiated cells. At the end of every cell
cycle the stem cells will die, differentiate into transit-amplifying cells, or renew with
probabilities a1, a2, and a3 respectively. Similarly the transit-amplifying cells will
die, differentiate into fully differentiated cells, or renew with probabilities b1, b2, and
b3 respectively. Fully differentiated cells will die with probability c. In this model
N0 represents the stem cells, N1 represents the transit-amplifying cells, and N2 rep-
resents the fully differentiated cells. The system of difference equations (where G is
the number of stem cell divisions) is given by
9

N0(G+ 1) = 2a3N0(G),
N1(G+ 1) = 2b3N1(G)
t0
t1
+ 2a2N0(G),
N2(G+ 1) = 2b2N1(G) + (1− ct0
t2
)N2(G).
(2.1)
The authors analyzed this model and made several conclusions about it. First of
all, the stem cell population can only be in equilibrium if a3 = .5. This implies that the
model is structurally unstable since infinitesimal changes to a3 will cause exponential
growth or decay. The steady states for transit-amplifying and fully differentiated cells
are given by:
N∗1 =
2a2
1−2b3t0/t1N
∗
0 and N
∗
2 =
2b2
c
t2
t1
N∗1 (where N
∗
0 , N
∗
1 , and N
∗
2 represent steady
states). So transit-amplifying cells are in equilibrium when the stem cells are also
in equilibrium and 2b3t0/t2 < 1. Finally, whenever the transit-amplifying cells are in
equilibrium the differentiated cells will be too.
Since this model is structurally unstable it is unrealistic in a biological sense.
Nevertheless, the authors were able to draw several conclusions by changing individual
parameters. They found that changes to a1, a2, b1, or b2 could lead to exponential
growth in one or more of the cell populations and that changes to c would cause
new equilibriums at higher values. They also found that changes to a1, a2, a3, b1,
b2, or b3 would always lead to either exponential growth or a new equilibrium state.
They concluded that failure of apoptosis (programmed cell death) or differentiation
could lead to exponential growth (cancer) or higher equilibrium states equivalent to
a benign tumor.
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2.2 Continuous Model
The second model we look at is a continuous model in terms of ordinary differen-
tial equations (ODEs). The major advantage of this model over the previous one is
that it allows for continuous cell division, which makes it more realistic. As in the pre-
vious model N0 represents the stem cells, N1 represents the transit-amplifying cells,
and N2 represents the differentiated cells. The per-capita rates for stem cell death,
differentiation, and proliferation are α1, α2, and α3 respectively. The per-capita rates
for the transit-amplifying cell death, differentiation, and proliferation are β1, β2, and
β3 respectively. Finally, the per-capita death rate of differentiated cells is γ. The
system of equations is given by:

dN0
dt
= (α3 − α1 − α2)N0,
dN1
dt
= (β3 − β1 − β2)N1 + α2N0,
dN2
dt
= −γN2 + β2N1.
(2.2)
Given initial cell populations Ni = nˆi these equations can be solved. To simplify
let α = α3 − α1 − α2 and β = β3 − β1 − β2. The solutions are as follows:

N0(t) = nˆ0e
αt,
N1(t) = A
αt + (nˆ1 − A)eβt,
N2(t) = Be
αt + Ceβt + (nˆ2 −B − C)e−γt,
(2.3)
where the constants A, B, and C are given by:
11
A =
α2nˆ0
α− β , B =
β2A
γ + α
, and C =
β2(nˆ1 − A)
γ + β
.
Some analysis of this model leads to several conclusions. A nontrivial steady state
occurs only if α3 = .5. This intuitively makes sense because it corresponds to α = 0
or a zero net stem cell growth rate. For α3 > .5 there is an exponential growth and
for α3 < .5 there will be an exponential decay. Because this model requires α3 = .5
in order for it to behave in a reasonable fashion it is structurally unstable. Therefore
this model is not biologically realistic. In order for the system to be in a nontrivial
steady state, it can be shown that we also need β < 0 and γ > 0. When all three
conditions are met the steady states are given by
N∗0 = nˆ0, N
∗
1 = −
α2nˆ0
β
, and N∗2 = −
α2β2nˆ0
βγ
, as t→∞.
Johnson et al. recognized that they needed some type of feedback to stabilize this
model against infinitesimal changes in the parameters [13]. Each of the next two
models introduce a possible feedback mechanism that could maintain equilibrium for
a wider range of parameter values.
Figure 2.1: Diagram of the compartmental approach used by Tomlinson and Bodmer (includes parameters for their
model and the continuous model) [13].
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2.3 Linear Feedback Model
This model builds on the previous one and introduces a method for it to maintain
homeostasis [13]. This is done by altering the proportion of cells differentiating as the
cell populations change in size. In equation form: α2 and β2 are replaced, respectively,
by α2 + k0N0 and β2 + k1N1, where ki > 0 are constants. Thus we end up with
dN0
dt
= (α3 − α1)N0 −N0(α2 + k0N0),
dN1
dt
= (β3 − β1)N1 −N1(β2 + k1N1 +N0(α2 + k0N0),
dN2
dt
= −γN2 +N1(β2 + k1N1).
(2.4)
Let α = α3 − α1 − α2 as before. We can see that the stem cells in this model
display logistic growth with a carrying capacity of N∗0 = α/k0. The authors observed
that for α > 0 the stem cell population approaches that stable steady state and for
α < 0 the stem cell population goes to zero. There is one positive, stable steady state
for the transit-amplifying cells. Letting β = β3−β1−β2, the steady state is given by
N∗1 =
1
2k1
[β +
√
β2 + 4k1N∗0 (α2 + k0N
∗
0 )].
For this model a change of the parameter values will lead to a change of the value
of the steady states, but it cannot cause unbounded growth. The authors concluded
that in order for unbounded growth to occur some type of genetic change that removes
the new feedback would have to occur. Since the new form of feedback corresponds to
the rate at which the stem and transit-amplifying cells differentiate, their conclusion
implies that some genetic mutation to the way cells control differentiation could lead
to tumor formation.
2.4 Saturating Feedback Model
A second possible solution for maintaining homeostasis also appears in [13]. Once
again the proportion of stem and transit-amplifying cells differentiating increases as
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the populations increases. However, in this model the authors assume that there is
a maximum per-capita rate of differentiation instead of a linear relationship. To do
this they replaced α2 and β2 with α2 + k0N0/(1 +m0N0) and β2 + k1N1/(1 +m1N1)
respectively, where ki > 0 and mi > 0 are constants. Thus we have

dN0
dt
= (α3 − α1 − α2)N0 − k0N
2
0
1 +m0N0
,
dN1
dt
= (β3 − β1 − β2)N1 − k1N
2
1
1 +m1N1
+ α2N0 +
k0N
2
0
1 +m0N0
,
dN2
dt
= −γN2 + β2N1 + k1N
2
1
1 +m1N1
.
(2.5)
As with the previous two models, the authors performed some analysis and were
able to draw several conclusions. Starting with the stem cells, they found that if
α < 0 the population will go to zero, so α must be greater than zero for the model
to be appropriate. This makes sense from a biological perspective. An α < 0 implies
that more stem cells are dying and differentiating than proliferating. So eventually
the stem cells would die out. They found a nontrivial steady state for the stem cell
population at N∗0 = α/(k0 −m0α) for 0 < α < k0/m0. For α > k0/m0 the stem cell
population will grow unboundedly. They concluded that genetic changes to α could
gradually increase the steady state until it hits some critical level at which unbounded
growth will occur. This means that tumors would form when the net proliferation
rate of the stem cell population became too great.
Next the authors looked at the behavior of the transit-amplifying cell population.
While the stem cell population is at its steady state and β < k1/m1, there exists
a steady state given by N∗1 =
1
2(k1−βm1) [β + m1D +
√
(β −m1D)2 + 4Dk1]. For
β > k1/m1, the cell population will grow unboundedly. The authors concluded that
genetic changes could cause unbounded growth. This implies that tumors will start
to form when the net proliferation rate for the transit-amplifying cells becomes too
great.
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2.5 Discussion
In this chapter we looked at four different models. The first was a difference
equation model which separated the crypt cell populations into three compartments.
While this model is biologically unrealistic since it does not allow for continuous
growth and is structurally unstable, it serves a good starting point. The next model
we discussed built upon the first and changed the difference equations to ordinary
differential equations in order to allow for continuous growth. This model is an
improvement on the last one, but it is still unrealistic since infinitesimal changes
in parameter values can cause exponential growth or decay in crypt cell populations.
The last two models introduce two possible ways that could maintain homeostasis. In
the linear feedback model, the per-capita rates of differentiation are linear functions
of the stem and transit-amplifying cell populations. The saturating feedback model
is modified slightly to allow for maximum per-capita rates of differentiation. Both of
these models are structurally stable, which biologically means that homeostasis can
occur for a wider range of net proliferation rates.
The linear and saturating feedback models serve as the basis for the models in-
troduced in Chapter 3. As stated earlier, our goal will be to capture the observed
circadian phenomenon in the crypt cell populations for the entire gut. To model this
behavior we introduce some time delays. We note that this approach will result in
cell population levels with similar magnitudes to that of a single crypt. Therefore,
we are only modeling the behavior of the cell populations.
15
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Chapter 3
New Models
3.1 Linear Feedback Model with Time Delay
The first model that we will introduce is based on the model in (2.4). We introduce
a constant time delay, and for simplicity we will use the same delay for all three
variables. As stated in Chapter 1, the time delay represents the period of time that
it takes crypt cells to send, receive, and respond to signals. This gives us:

dN0
dt
= (α3 − α1)N0(t− τ)−N0(t− τ)(α2 + k0N0(t− τ)),
dN1
dt
= (β3 − β1)N1(t− τ)−N1(t− τ)(β2 + k1N1(t− τ)) +N0(t− τ)(α2 + k0N0(t− τ)),
dN2
dt
= −γN2(t− τ) +N1(t− τ)(β2 + k1N1(t− τ)).
(3.1)
As in the previous models, α1 + α2 + α3 = 1 and β1 + β2 + β3 = 1.
We will now use dde23, which solves delay differential equations with constant
delays, in MATLAB to run numerical simulations. The goal will be to determine
whether the model can capture the circadian phenomenon, and if this model is bio-
logically viable. To do this we will adjust the value of τ with several different sets of
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parameters. We will only adjust the values of α, α2, β, and β2. The rest will stay
constant at the following values: k0 = .04, k1 = .005, and γ = .4 . The parameter
values that we use are loosely based off of those used by Johnston et al. [13].
When τ = 0 this model is exactly the same as Equation (2.4). So equilibrium states
will occur as discussed in Chapter 2. As we increase the value of τ , the solutions
should begin to oscillate around these equilibrium points until we reach a critical
delay τ ∗ which will change with every new set of parameters. This makes sense if
we think about it from a biological perspective. With a delay of zero the model
assumes that the cells instantly send and receive signals. So, using this assumption,
it is logical to assume that each cell population level would hit their equilibrium
state and stay constant under normal conditions. This is indeed what happens for
this model. As the time delay increases the cells take longer to respond, so the
population levels will increase or decrease past their equilibrium states found without
a delay. To make up for this, the cells will respond accordingly and the population will
oscillate. If the delay is large enough this process will continue indefinitely. Otherwise,
the cells populations will reach their equilibrium states. If the cell populations do
reach equilibrium it will be at the same level as the linear feedback model without a
delay. When there are periodic solutions, they will oscillate about the aforementioned
equilibrium states.
3.1.1 Numerical Simulations
The blue lines represent the stem cell population, the green lines represent the
transit-amplifying cell population, and the red lines represent the differentiated cell
population for all the figures in this chapter. The first set of simulations, Figures
3.1-3.5, have the following parameter values: α = .1, α2 = .25, β = .4, and β2 = .2.
Figures 3.1-3.4 show the model without periodic solutions. We observe, as expected,
that as the value of τ increases the populations levels begin to oscillate. In Figure 3.5
when the delay reaches its critical value τ ∗ = 3.733, the differentiated cell population
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exhibits a periodic solution.
For the second set of simulations, Figures 3.6-3.8, we increase α and β, and de-
crease α2 and β2. The values are: α = .4, α2 = .2, β = .6, and β2 = .1. As expected
from the analysis of Equation 2.4 the equilibrium level of all three populations in-
creased. For this set of parameter values the critical delay is τ ∗ = 2.272, shown in
Figure 3.8. This time the differentiated cells and the transit-amplifying cells displayed
periodic solutions.
For the third set of simulations, Figures 3.9-3.16, we decrease α and α2. β and
β are the same as in the last set. The values are: α = .5, α2 = .15, β = .6, and
β2 = .1. In this case we get a critical delay at τ
∗ = 2.178, shown in Figure 3.12. Once
again the differentiated and transit-amplifying cells display circadian oscillations. We
tried several more sets of parameters but the solutions were all similar to these three
sets. From these simulations we can make a couple of observations. First, we know
that the basic behavior of this model is not changed by including a delay. That is,
the equilibrium states will be the same as the model without a delay or will oscillate
around it in the case of periodic solutions. This implies that in order for unbounded
growth (cancer) to occur a genetic mutation must get rid of the linear feedback.
We can also observe how genetic or environmental factors on cell signaling can
affect the behavior of the intestinal cell populations. If the signals are slowed down
then there should be a longer delay. As this delay gets longer the cell populations
begin to oscillate. At some critical value the transit-amplifying and differentiation cell
populations become periodic. Increasing the delay further causes the amplitude of the
population levels to oscillate even more. We can observe this by comparing Figures
3.12 and 3.13. If the delay becomes large enough we observed that the differentiated
cell population oscillates below zero (see Figure 3.14). When this happens the values
for the differentiated cell population are no longer biologically realistic. However, this
implies that if cell signaling slows down to a certain point the differentiated cells will
periodically die out and then be replenished by the other populations differentiating.
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Increasing the delay further causes the transit-amplifying cells to also drop below
zero. This can be seen in Figure 3.15.
Interestingly, in Figure 3.15 it also appears that the stem cells are finally close
to a circadian rhythm. Increasing the delay even more we finally observe the stem
cell population dropping below zero (see Figure 3.16). From these observations we
conclude that a genetic or environmental factor that dramatically slows down cell
signaling will cause the crypt cell populations to die out.
Figure 3.1: τ = 2
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Figure 3.2: τ = 3
Figure 3.3: τ = 3.5
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Figure 3.4: τ = 3.7
Figure 3.5: τ∗ = 3.733
22
Figure 3.6: τ = 1
Figure 3.7: τ = 2.2
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Figure 3.8: τ∗ = 2.272
Figure 3.9: τ = 1
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Figure 3.10: τ = 2
Figure 3.11: τ = 2.1
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Figure 3.12: τ∗ = 2.178
Figure 3.13: τ = 2.3
26
Figure 3.14: τ = 2.5
Figure 3.15: τ = 3.21
27
Figure 3.16: τ = 4.8
3.1.2 Linear Feedback Model with Multiple Time Delays
From our numerical simulations we observe a disparity in the volatility of the crypt
cell populations. This results in negative population values for the transit-amplifying
and differentiated cells before the stem cells display periodic oscillations, so capturing
the circadian phenomenon in that model is unrealistic. One possible solution would
be to add some other term or differential equation to increase the volatility of the
stem cells. For example, we could add a differential equation capturing the food-
entrainable circadian oscillator and then a term to make the stem cell population
dependent on it. Another possibility is to relax the assumption that the delays are
the same for each cell population. We follow the second approach. This gives us

dN0
dt
= (α3 − α1)N0(t− τ0)−N0(t− τ0)(α2 + k0N0(t− τ0)),
dN1
dt
= (β3 − β1)N1(t− τ1)−N1(t− τ1)(β2 + k1N1(t− τ1)) +N0(t− τ1)(α2 + k0N0(t− τ1)),
dN2
dt
= −γN2(t− τ2) +N1(t− τ2)(β2 + k1N1(t− τ2)).
(3.2)
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For the numerical simulations of this model we used the same parameter values as
the last set. Earlier, we observed that the differentiated cell population was the most
volatile, the stem cell population was the least volatile, and the transit-amplifying
cell population was in-between. Consequently, to make all three cell populations
display circadian oscillations the stem cells will need the longest delay, followed by the
transit-amplifying cells, and then the differentiated cells. Using this idea we observed
periodic solutions in all three cell populations (see Figure 3.17). After running a
few more simulations we observed, as expected, that periodic solutions were present
for all three populations whenever the stem cell population had a sufficiently large
delay (see Figure 3.18). These observations seem to imply a direct link between the
circadian oscillations and a relatively large time delay for the stem cell population.
Figure 3.17: τ0 = 4, τ1 = 2, τ2 = 1
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Figure 3.18: τ0 = 4, τ1 = .01, τ2 = .01
3.2 Saturating Feedback Model with Time Delay
The next model that we introduce is based off of the model in (2.5). Again, we
assume one constant delay for all three populations. This gives us:

dN0
dt
= (α3 − α1 − α2)N0(t− τ)− k0N
2
0 (t− τ)
1 +m0N0(t− τ) ,
dN1
dt
= (β3 − β1 − β2)N1(t− τ)− k1N
2
1 (t− τ)
1 +m1N1(t− τ) + α2N0(t− τ) +
k0N
2
0 (t− τ)
1 +m0N0(t− τ) ,
dN2
dt
= −γN2(t− τ) + β2N1(t− τ) + k1N
2
1 (t− τ)
1 +m1N1(t− τ) .
(3.3)
Again we perform several numerical simulations to determine whether the model can
capture the circadian phenomenon, and if it is biologically viable. We will only adjust
the values of α, α2, β, and β2. The constant parameters will be: k0 = .1, m0 = .1,
k1 = .01, and m1 = .01 [13]. See the last paragraph before Subsection 3.3.1 for an
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explanation of how we expect the delay to affect the model. The equilibrium states
discussed at the end are derived from the saturating feedback model in this case.
3.2.1 Numerical Simulations
Figure 3.19 and Figure 3.20 show the results from the first set of simulations. The
parameter values are α = .3, α2 = .25, β = .4, and β2 = .3. Figure 3.19 looks like
we expect it to. The transit-amplifying and differentiated cell populations show some
oscillation before settling at an equilibrium value. We then increased the value of τ
to try to find periodic solutions. However, as we increased τ and before a periodic
solution was found, the population of differentiated cells began to oscillate below zero
(see Figure 3.20). This does not make sense, so the model does not appear to be
biologically viable.
For the second set of simulations, Figures 3.21-3.23, the parameter values are:
α = .3, α2 = .25, β = .6, and β2 = .2. Once again the simulations start off behaving
as we would expect. This can be seen in Figure 3.21 and Figure 3.22. Unfortunately in
Figure 3.23 it can be seen that, similar to last time, the differentiated cell population
dips below zero before we found a periodic solution.
For the third set of simulations, Figures 3.24-3.27 we have parameter values: α =
.5, α2 = .2, β = .6, and β2 = .2. For this set we actually found a critical delay
at τ = 4.8645. Seen in Figure 3.26, only the differentiated cells display a periodic
population level. From Figure 3.27 we observe that increasing τ just a small amount
to τ = 4.9 causes the differentiated cell population to oscillate below zero. Once again
it appears that there is a disparity in volatility between the cell populations.
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Figure 3.19: τ = 3
Figure 3.20: τ = 4.7
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Figure 3.21: τ = 3
Figure 3.22: τ = 4
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Figure 3.23: τ = 4.7
Figure 3.24: τ = 4
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Figure 3.25: τ = 4.8
Figure 3.26: τ∗ = 4.8645
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Figure 3.27: τ = 4.9
3.2.2 Saturating Feedback Model with Multiple Time Delays
Similar to the last model, we need to adjust for the disparity in volatility. We
proceed in the same fashion by using a different delay value for each cell population.
This gives us:

dN0
dt
= (α3 − α1 − α2)N0(t− τ0)− k0N
2
0 (t− τ0)
1 +m0N0(t− τ0) ,
dN1
dt
= (β3 − β1 − β2)N1(t− τ1)− k1N
2
1 (t− τ1)
1 +m1N1(t− τ1) + α2N0(t− τ1) +
k0N
2
0 (t− τ1)
1 +m0N0(t− τ1) ,
dN2
dt
= −γN2(t− τ2) + β2N1(t− τ2) + k1N
2
1 (t− τ2)
1 +m1N1(t− τ2) .
(3.4)
For the numerical simulations we used the same parameter values as the previous
set. Once again we found periodic solutions for all three cell populations (see Figure
3.28). Further simulations showed periodic solutions whenever there is a sufficiently
large time delay on the stem cells (see Figure 3.29). Again, a large delay on the
stem cell population seems to be linked to the circadian oscillations of intestinal cell
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proliferation.
Figure 3.28: τ0 = 7, τ1 = 5, τ2 = 3
Figure 3.29: τ0 = 7, τ1 = .01, τ2 = .01
37
38
Chapter 4
Discussion and Conclusions
4.1 Summary and Conclusion
Colorectal cancer is a deadly disease that has been studied extensively due to its
high incidence rate. A lot of time has been spent studying and modeling the cell
dynamics of the colon crypts because it is believed that colorectal cancer originates
there. In recent studies, empirical data suggest that crypt cell proliferation rates and
populations for the whole gut display a circadian rhythm. In this thesis we have
attempted to capture this phenomenon by building on previous models. One of the
first attempts at modeling the cell dynamics was done by Tomlinson and Bodmer
using a compartmental approach. This model is far from perfect, and it is only
stable for special cases. Nevertheless it still predicted that failure of apoptosis or
differentiation could lead to tumor growth.
The next model that we looked at allowed for continuous growth by switching
from difference equations to a system of ODEs. Unfortunately, this model is biologi-
cally unrealistic since it is structurally unstable. To fix this problem, Johnson et al.
proposed two new models, each with a new type of feedback. The linear feedback
model that they proposed assumes that when the population of stem or differentiated
cells increases, the rate at which they differentiate increases in proportion. For all
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parameter values the cell populations reach a steady-state. This implies that it would
take a genetic hit to the new feedback to cause unbounded growth. The saturating
feedback model also assumes that when the population of stem or differentiated cells
increases the rate at which they differentiate increases. However, this time, instead
of using a linear relationship, they assume that there is a maximum per-capita rate
of differentiation. This model allows for both steady-states and unbounded growth.
Unbounded growth occurs when the net proliferation rates (α and β) become too
large. Once again this led to the conclusion that genetic mutations could lead to
tumor growth.
The models that we have proposed were created by adding a time delay to the
linear feedback and the saturating feedback models. The goal of these models was
to capture the circadian rhythm found in crypt cell populations. We argued that
the time delay is biologically reasonable because cells cannot send and receive signals
instantly. The original models assumed the same constant time delay for all three cell
populations. To test the validity of these models we ran numerical simulations and
adjusted the value of the time delay. For the linear feedback model with a delay our
observations led us to the unsurprising conclusion that interference with cell signals
could cause the crypt cell populations to die out. In both models we observed that
as we traveled up the crypt the cell populations became more volatile. That is, stem
cells barely had any oscillation, transit-amplifying cells had some oscillation, and the
differentiated cells had the most. To correct for this we removed our earlier assump-
tion that the time delay was the same for all three populations. We tested these new
models using different time delays, in descending order, for: the stem cells, transit-
amplifying cells, and differentiated cells. Both models displayed periodic solutions for
all three cell populations. Finally, we observed for both models that there were pe-
riodic solutions whenever the time delay on the stem cell population was sufficiently
large.
We have shown numerically that a sufficiently large time delay on the stem cell
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population can lead to periodic oscillations of intestinal cell proliferation rates. We
conclude that the stem cell population’s response is delayed significantly more than
the other two populations. Earlier, we made the assumption (based on evidence
from several sources) that circadian oscillations in the gut originate from the food-
entrainable oscillator in the brain. In addition, there is also evidence that the in-
testinal cell response to eating is delayed several hours [10]. Given this evidence, it
seems plausible that the food-entrainable oscillator is causing the delayed response of
the stem cell population. It has been verified that haematopoietic stem cell release
is regulated by a circadian oscillator in the brain. Our observations support the idea
that circadian oscillators in the brain regulate stem cell release in general, not just
for haematopoietic stem cells.
The last observation that we make is related to the length of the periodic oscilla-
tions. The previous models that we based ours off of used hours as the unit of time.
Assuming that this still holds, we are observing ultradian oscillations, rather than
true circadian oscillations. We believe that this could be dealt with by adding an-
other differential equation that directly takes the food-entrainable oscillator or some
other biological clock into account.
4.2 Future Work
There are several ways in which the work in this thesis can be extended. First
of all, we did not do a formal analysis of the new models. This would be difficult
since there are three delays, but it is necessary to truly understand their behavior.
There is a large amount of empirical data related to the circadian oscillations in
intestinal crypts. Our models took a step by capturing this phenomenon, but it is
hard to interpret since the actual population levels and times do not match the data.
Matching the crypt cell population levels and time with empirical data would be a
large improvement. Finally, further biological experiments could be done to confirm
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and explain our observations.
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