Abstract. In this paper we introduce a class of generalized Morrey spaces associated with Schrödinger operator L = −∆ + V. Via a pointwise estimate, we obtain the boundedness of the operators V β 2 (−∆ + V)
. Suppose that V ∈ B s , s ≥ n 2 , α ∈ (−∞, +∞), λ ∈ (0, n) and 1 < q < ∞. We prove that
• If 1 < β 2 ≤ β 1 < Remark 1.1. Unlike the setting of the Lebesgue spaces, it is well-known that the dual of L p,λ (R n ) is not L p ′ ,−λ (R n ). Hence, after obtaining Theorem 4.10, we can not deduce Theorem 4.11 via the method of duality used by Guo-Li-Peng [5] .
Preliminaries
In this paper, we consider the Schrödinger differential operator L = −∆ + V on R n , n ≥ 3, where V(x) is a nonnegative potential belonging to the reverse Hölder class B s for s ≥ 
|B| B Vdx
holds for every ball B in R n , see [14] .
Remark 2.1. Assume V ∈ B s , 1 < s < ∞. Then V(y)dy is a doubling measure. Namely, there exists a constant C 0 such that for any r > 0 and y ∈ R n , B (x,2r) V(y)dy C 0
B(x,r)
V(y)dy.
Definition 2.2. For x ∈ R n , the function m(x, V) is defined by 1 m(x, V)
= sup r > 0 : 1 r n −2 B(x,r) V(y)dy ≤ 1 .
Remark 2.3. The function m(x, V) reflects the scale of V essentially, but behaves better. It is deeply studied in Shen [14] and will play a crucial role in our proof. We list a property of m(x, V) which will be used in the sequel and refer the reader to Guo-Li-Peng [5] for the details.
We state some notations and properties of m V (x). For k ∈ Z, let E k = B(x 0 , 2 k r)\B(x 0 , 2 k−1 r) and χ k = χ E k is characteristic function of the set E k . 
where B = B(x 0 , r) denotes a ball centered at x 0 and with radius r.
Proposition 2.6.
We say that an operator T taking
(c) the kernel K(x, y) satisfies the Calderón-Zygmund estimate
for x, y ∈ R n , |h| < |x−y| 2 and for some δ > 0. Shen [14] showed the Schrödinger operators ∇(−∆ + V) −1 ∇, ∇(−∆ + V) − 1 2 and (−∆ + V) − 1 2 ∇ are the standard Calderón-Zygmund operators provided that V ∈ B n . In particular, the kernels K of above operators satisfy the following inequality
Some notations.Throughout the paper, c and C will denote unspecified positive constants, possibly different at each occurence. The constants are independence of the functions. U ≈ V represents that there is a constant c > 0 such that c −1 V ≤ U ≤ cV whose right inequality is also written as U V. Similarly, if V ≥ cU, we denote V U.
3. Riesz transform associated with Schrödinger operator on L p,q,λ α,θ,V (R n ) Throughout this paper, for p ∈ (1, ∞), denote by p ′ the conjugate of p, that is,
In this section, we assume T is one of the Schrodinger type operators
Proof. Pick any x 0 ∈ R n and r > 0 ,fix B = B(x 0 , r).White
where E j = B(x 0 , 2 j r)\B(x 0 , 2 j−1 r). Hence, we have
For E 2 , by the L p -boundedness of T , we have
.
For E 1 by Lemma 2.4 and John-Nirenberg's inequality as well as (2.1) and note that when x ∈ E k ,y ∈ E j and j ≤ k − 2 then |x − y| ∼ 2 k r.
For E 3 , note that when x ∈ E k , y ∈ E j and j ≥ k + 2, then |x − y| ∼ 2 j r similar to E 1 we have
and its associated semigroup:
Lemma 4.1. ([4]) Let K t (x, y) be as in (4.1). For every nonnegative integer k,there is a constant C k such that
The L-fractional integral operator is defined by
Denote by
Then for any N > log 2 C 0 + 1, there exists a constant C N such that for any x ∈ R n and r > 0,
loc (R n ) and denote by |B| the Lebesuge measure of the ball B ⊂ R n . The Hardy-Littlewood fractional maximal operator M σ,γ is defined by
A similar proof can be found in [16] , but we use different method to the kernel and expend the scope.
. Then
Proof. Let r = 1/m V (x). By Lemma 4.2 and Hölder's inequality, we have
For k ≥ 1, because V(y)dy is a doubling measure, we have
Take N large enough. We can get
Proof. Pick any x 0 ∈ R n and r > 0, fix B = B(x 0 , r). Write
where
We first estimate E 2 . By (2) of Corollary 4.9, for 1 < p 2 <
For E 1 , note that if x ∈ E k , y ∈ E j and j ≤ k − 2, then |x − y| ∼ 2 k r. By Lemmas 4.2 and 4.4, we can obtain
, and
, we obtain
For E 3 , note that when x ∈ E k , y ∈ E j and j ≥ k + 2, then |x − y| ∼ 2 j r. Similar to E 1 , we have
Let N large enough, we finally get
n . Then
Hence, we have
For E 2 , by Corollary 4.
For E 1 , by Lemmas 4.2 and 4.4 and note that when x ∈ E k ,y ∈ E j and j ≤ k − 2, then |x − y| ∼ 2 k r. By Hölder's inequality and the fact that V ∈ B s , we can deduce that
n , we obtain
Let N large enough. We finally get
. [15] ). We define the commutator of T by
Boundedness of the commutators on
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For E 1 by lemma 2.4 and John-Nirenberg inequality as well as (2.1) and note that when x ∈ E k ,y ∈ E j and j ≤ k − 2 then |x − y| ∼ 2 k r.
For E 1 , by Lemmas 4.2 and 4.4 and note that when x ∈ E k , y ∈ E j and j ≤ k − 2 then |x − y| ∼ 2 k r.
For E 1 , by lemma 4.2 and 4.4 and note that when x ∈ E k ,y ∈ E j and j ≤ k − 2, then |x − y| ∼ 2 k r. By Hölder's inequality and the fact that V ∈ B s , we can deduce that .
For E 3 , note that when x ∈ E k , y ∈ E j and j ≥ k + 2, then |x − y| ∼ 2 j r similar to E 1 we have (1 + 2 j rm V (x 0 ))
Let N large enough, we finally get .
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