We construct a sequence of processes that converges strongly to fractional Brownian motion uniformly on bounded intervals for any Hurst parameter H , and we derive a rate of convergence, which becomes better when H approaches 1/2. The construction is based on the Mandelbrot-van Ness stochastic integral representation of fractional Brownian motion and on a strong transport process approximation of Brownian motion. The objective of this method is to facilitate simulation.
Introduction
Fractional Brownian motion (fBm) with Hurst parameter H ∈ (0, 1), W = (W t ) t≥0 , is a centered Gaussian process with covariance function E(W t W s ) = (1/2)[s 2H + t 2H − |t − s| 2H ]. It is standard Brownian motion (Bm) for H = 1/2 (we exclude this case). The covariance of its increments on intervals decays asymptotically as a negative power of the distance between the intervals. W is the only finite-variance process which is self-similar (with index H ) and has stationary increments. See [1, [17] [18] [19] for general background. This process is employed in many areas of application (see e.g. [5, 11] ), and therefore it is useful to have strong approximations that provide simple methods for simulating its paths. The purpose of the present paper is to propose such an approximation. We prove strong and uniform convergence theorems for H > 1/2 and H < 1/2, by means of the Mandelbrot-van Ness stochastic integral representation of W with respect to Bm [16] (formula (2.1) below), and a strong approximation of Bm with transport processes [8] . The approximation of W improves when H approaches 1/2 (described more precisely in the next paragraph). The nth approximation step requires generating three sequences of i.i.d. exponentially distributed random variables with parameter n 2 , in order to construct corresponding transport processes X (n) i , i = 1, 2, 3, which are used to define the approximations W (n) andŴ (n) to W for H > 1/2 and H < 1/2, respectively (formulas (2.9) and (2.10) below).
There are many methods for simulating fBm paths in the literature (see e.g. [6, 19] , and references in there). Different weak approximations of fBm have been given (e.g. [4, 7, 10, 14, 15, 20, 23] ), some of them based on random walks. Szabados [22] , using his approach to Bm [21] and the Mandelbrot-van Ness representation of fBm, gave a strong random walk approximation of fBm for H ∈ ( 1 4 , 1), with convergence rate O(n − min(H −1/4,1/4)2 log 2 log n) at the nth approximation step. We obtain convergence rate O(n −|1/2−β| (log n) 5/2 ) for 0
2 . This rate becomes better when H approaches 1 2 , it becomes worse when H approaches 0 or 1, and it is better than that of [22] for H ∈ ( 1 4 , 0.653). On the other hand, the construction in [22] is more elaborate than ours and it converges to some fBm, whereas ours converges to the given fBm, since it is constructed only from the Bm in the Mandelbrot-van Ness representation of the fBm.
In Section 2 we describe the approximating processes and state the convergence theorems, and in Section 3 we give the proofs.
Approximation of fractional Brownian motion
For each n = 1, 2, . . ., let (X (n) (t)) t≥0 be a process such that X (n) (t) is the position on the real line at time t of a particle moving as follows. It starts from 0 with constant velocity +n or −n, each with probability 1/2. It continues until a random time τ 1 which is exponentially distributed with parameter n 2 , and at that time it switches from velocity ±n to ∓n and continues for an additional independent random time τ 2 − τ 1 which is again exponentially distributed with parameter n 2 . At time τ 2 it changes velocity as before, and so on. This process is called a (uniform) transport process. Griego, Heath and Ruiz-Moncayo [9] showed that X (n) converges strongly and uniformly on bounded time intervals to Brownian motion, and later a rate of convergence was derived in [8] . The result of [8] is the following: Theorem 2.1. There exist versions of the transport processes X (n) on the same probability space as a given Brownian motion (B(t)) t≥0 such that for each q > 0,
where C is a positive constant depending on a, b and q.
Remark 2.1. A better rate of convergence is proved in [3] (Theorem 2.2) for a sequence of Brownian motions (which is suitably defined) and a corresponding sequence of transport processes, using the KMT approximation [13] . (Regarding the KMT approximation, see also [2] .) However the construction in the approximation of [12, 13] is intricate, as explained in [22] (Section 2), and therefore is not practical. On the other hand, in our setup we need to approximate a single given Brownian motion by transport processes, therefore the convergence rate of [3] is not applicable for our objective.
Let (W t ) 0≤t≤T be fBm with Mandelbrot-van Ness representation
where C H is a positive constant, and B = (B(t)) t∈R is Bm on whole real line. We fix T > 0 and a < 0, and we define the following Brownian motions:
By Theorem 2.1, there are three transport processes
such that for each q > 0, 
We define the following functions, which will be used throughout,
and
and for 0 < β < 1 2 we put
Now we define two different approximating processes, the first one for H > 1/2 and the second one for H < 1/2 (the case H = 1/2 is given by Theorem 2.1). 9) and for
is defined aŝ
The following theorems give the convergence and the rates of convergence of the processes W (n) andŴ (n) to fBm for H > 1/2 and H < 1/2, respectively.
and let W and W (n) be the processes defined by (2.1) and (2.9), respectively. Then for each q > 0 and each β such that
Theorem 2.3. Let H < 1 2 and let W andŴ (n) be the processes defined by (2.1) and (2.10), respectively. Then for each q > 0 and each β such that 0
For the proofs we will use repeatedly the pathwise Hölder continuity of Brownian motion:
Proposition 2.4. Let (B t ) t≥0 be Brownian motion. For each T > 0 and each 0 < γ < 1/2 there is a positive random variable Y = Y γ with E(Y n ) < ∞ for all n = 1, 2, 3, . . ., such that
Proofs
The proofs are based on the following series of lemmas.
Lemma 3.1. For each fixed t > 0, the function f t given by (2.6) has the following properties:
, so the sign of the derivative depends on the sign of
. By the mean value theorem, for some r ∈ [−s, t − s],
and using the l'Hôpital rule, 
and we obtain
In the following lemmas 0 < β < 1/2, ε n defined by (2.8), and α n = n −(1/2−β) (log n) 5/2 .
2 be the process defined by (2.2). Then for each q > 0 there is C 1 > 0 such that
Proof. Since
By (2.4), putting C 1 such that C 1 C T > C (2) we have the result. 1 be the process defined by (2.2). Then for each q > 0 there is C 2 > 0 such that
Proof. By integration by parts,
Analogously (using that X (n)
Consequently,
and we obtain the result from (2.4) taking C 2 such that C 2 C T /5 > C (1) .
Lemma 3.4. Let X (n)
2 be the process defined by (2.2). Then for each q > 0 there is C 3 > 0 such that
and (using that X (n)
Thus,
and the result follows from (2.4) taking C 3 such that C 3 C T /5 > C (2) .
3 be the process defined by (2.2). Then for each q > 0 there is C 4 > 0 such that
Proof. By Fubini's theorem we have
Then, using (3.2) we obtain
Hence,
and the result follows from (2.3) taking C 4 such that C 4 C T /5 > C (3) .
Lemma 3.6. Let H − 1/2 < β < 1/2. Then for each q > 0
Proof. From Proposition 2.4 with γ < 1 − H , and (3.2),
By Chebyshev's inequality, for r > 0,
Proof of Theorem 2.2. From (2.1) and (3.5) we have
which together with (2.9) yields
Therefore, taking β such that 0 < H − 1/2 < β < 1/2, and putting C = max{C 1 , C 2 , C 3 , C 4 }, by Lemmas 3.2-3.6,
and the proof is finished.
Case H < 1/2
In the following lemmas β, ε n and α n are similar as in case H > 1/2.
2 be the process defined by (2.2). Then for each q > 0 there isĈ 1 > 0 such that
Proof. By similar arguments as in the proof of Lemma 3.2, with (2.4) puttingĈ 1 such that
, we have the result.
Lemma 3.8. Let X (n)
1 be the process defined by (2.2). Then for each q > 0 there isĈ 2 > 0 such that
Proof. By integration by parts, 6) and
Note that
Therefore, from (3.6)-(3.9), we obtain
by (2.5), takingĈ 2 such that (2C H ) −1Ĉ 2 /7 > C (1) we have the result.
Lemma 3.9. For 1/2 − H < β < 1/2 and each q > 0,
Then, from (3.10)-(3.13),
the result follows by (2.5) takingĈ 3 such that 2Ĉ 3 /7 > C (1) .
Lemma 3.11. Let X (n) 2 be as in (2.2). Then for each q > 0 there isĈ 4 > 0 such that
Proceeding similarly as in Lemma 3.7 we have
Thus, (3.15) and (3.16) together with (2.5) allow to see that (3.14) holds.
Lemma 3.12. For 1/2 − H < β < 1/2 and each q > 0,
, then κ > 0, and the proof ends as that of Lemma 3.9.
Lemma 3.13. Let X (n)
3 be the process given by (2.2). Then for each q > 0 there isĈ 5 > 0 such that
Proof. By (3.2) we can apply Fubini's theorem, [g t (s) − g t (ε n + s)]dB 1 (s)
g t (ε n + s)dX 
