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HIGH-DIMENSIONAL INFERENCE BASED ON THE
LEAVE-ONE-COVARIATE-OUT LASSO PATH
XIANGYANG CAO, KARL GREGORY, AND DEWEI WANG
Abstract. We propose a new measure of variable importance in
high-dimensional regression based on the change in the LASSO so-
lution path when one covariate is left out. The proposed procedure
provides a novel way to calculate variable importance and conduct
variable screening. In addition, our procedure allows for the con-
struction of P-values for testing whether each coefficient is equal
to zero as well as for testing hypotheses involving multiple regres-
sion coefficients simultaneously; bootstrap techniques are used to
construct the null distribution. For low-dimensional linear models,
our method can achieve higher power than the t-test. Extensive
simulations are provided to show the effectiveness of our method.
In the high-dimensional setting, our proposed solution path based
test achieves greater power than some other recently developed
high-dimensional inference methods.
1. Introduction
We consider the linear regression model
Y = Xβ + , (1)
where X = [XT1 , X
T
2 , . . . , X
T
n ]
T with Xi ∈ Rp, Y ∈ Rn,  ∼ N (0, σ2 In),
where In is the n×n identity matrix, and β ∈ Rp is a vector of unknown
regression coefficients. We consider both the cases p > n and p ≤ n.
We propose a measure of variable importance based on the change in
the LASSO solution path due to removing a covariate from the model.
Regarding the LASSO solution path
βˆ := βˆ(λ) = argmin
β∈Rp
(||Y −Xβ||22 + λ||β||1), λ > 0 (2)
as a function of λ taking values in (0,∞) and returning values βˆ(λ)
in Rp, we propose to measure the importance of covariate Xj, for any
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j ∈ {1, . . . , p}, by comparing the path βˆ to the path
βˆ(−j) := βˆ(−j)(λ) = argmin
β∈Rp,βj=0
(||Y −Xβ||22 + λ||β||1), λ > 0, (3)
which is the LASSO solution path when the covariate Xj is removed
from the model. Herein, for a vector v = (v1, . . . , vK)
T , ||v||22 =∑K
k=1 v
2
k and ||v||1 =
∑K
k=1 |vk|. We will refer to βˆ(−j) as the leave-
one-covariate-out solution path, or the LOCO path of the LASSO. It is
important to note that for a given j, βˆ
(−j)
j (λ) = 0 for all λ. We reason
that if covariate Xj is important, its importance will be reflected in
a large difference between the paths βˆ and βˆ(−j), whereas if it is not
important, the difference between the paths βˆ and βˆ(−j) will be small.
The measure of variable importance we propose, which we shall call
the LOCO path statistic, can be used for variable selection and variable
screening; moreover, we suggest that it can be used as a test statistic
for testing the hypotheses H0: βj = 0 versus H1: βj 6= 0. We also use
the LOCO solution path idea to construct a test statistic for testing
more complicated hypotheses involving several coefficients, specifically
hypotheses of the form
H0: βj = βj,0, for all j ∈ A versus H1: βj 6= βj,0 for some j ∈ A,
for some {βj,0, j ∈ A}, where A ⊂ {1, . . . , p}. We propose a bootstrap
procedure to calibrate the rejection regions of hypothesis tests based
on the LOCO solution path.
We now place our ideas in the literature: the LASSO was introduced
in 1996 in [20], and has since been one of the most popular estimators
for the linear regression model of (1), particularly in the p > n case. It
belongs to a class of penalized estimators designed to promote sparsity
among the estimated regression coefficients in order to achieve simul-
taneous variable selection and estimation. Implementing the LASSO
requires choosing a value, usually via cross validation, of the tuning
parameter λ, which governs the sparsity and shrinkage towards zero of
the estimated regression coefficients. Although the LASSO is a pow-
erful tool, the LASSO estimator has a very complicated sampling dis-
tribution, so that statistical inference based on LASSO estimators is
problematic.
Other estimators for model (1) with p > n have been proposed which
have, under some conditions, limiting normal distributions, such as the
desparsified LASSO estimator introduced by [21] and [23] as well as
the estimator introduced by [13]; these methods enable inference, but
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a downside is that they require the choice of an additional tuning pa-
rameter and inferences may be very sensitive to the choice of tuning pa-
rameter. The adaptive LASSO estimator of [24], under some conditions
and with tuning parameters appropriately chosen, has a limiting nor-
mal distribution (for non-zero coefficients), though convergence seems
to be slow; a bootstrap procedure has been shown to be consistent for
the adaptive LASSO in [5]. A bootstrap method for the LASSO is
proposed in [4] and [3], which is consistent for a modified LASSO and
adaptive LASSO estimator. A sequential significance testing procedure
for variables entering the model along the LASSO solution path was
proposed in [16]. Inferential methods for the high-dimensional linear
model based on sample splitting, for example in [22] and [18], have also
been proposed and implemented with success.
As variable selection methods, sure independence screening (SIS)
and iterative sure independence screening (ISIS) are proposed in [9]
for ultra-high dimensional linear regression. Ultra-high dimensional
regression focuses on the settings with log(p) = O(nζ). It has been
extended to GLM [10], GAM [8] and multivariate regression models
[14]. Although these methods enjoy the sure screening property [9],
SIS only considers the marginal contribution of each variable to the
response.
To our knowledge, however, not much work has focused on analyzing
and summarizing the information contained in the entire solution path
of the LASSO with respect to the importance of each variable. We
propose to consider the LASSO solution path in its entirety, and then
measure how it changes when we leave one covariate out.
The idea of leave-one-covariate-out (LOCO) inference is not new.
The following LOCO-based procedure for measuring variable impor-
tance is described in [15]: Let µˆ be an estimate of E(Y |X) based on
some training data (X, Y ), and let µˆ(−j) be the same estimator based
on the training data (X(−j), Y ), where X(−j) is the matrix X with col-
umn j removed. Then we measure the excess prediction error on new
data (Xnew, Ynew) as
|Ynew − µˆ(−j)(Xnew)| − |Ynew − µˆ(Xnew)|,
where the “new” data can come from crossvalidation testing sets or
from a separate testing data set. The larger the above quantity, the
greater importance we assign to covariate Xj, as it measures how much
worse our predictions become due to removing covariate Xj.
Permutation feature importance, introduced by [1] and generalized
by [11], is a similar to the LOCO approach to measuring variable impor-
tance; instead of removing covariate Xj from the model, the observed
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values of covariate Xj are randomly permuted. By this permutation,
the association between covariate Xj and the response is broken and
the resulting model is different from the one fit to the original data.
What we propose falls into the framework of LOCO variable impor-
tance and inference; however, rather than measuring the change in the
prediction error due to removing a covariate, we consider the change
in the LASSO solution path.
This paper is organized as follows: Section 2 defines our measure of
variable importance based on the change in the LASSO solution path
due to the removal of a covariate and discusses its use as a variable
selection and variable screening tool. Section 3 explains how we propose
to use the LOCO solution path idea to construct test statistics for
testing hypotheses about the regression coefficients. We also describe a
bootstrap procedure for estimating the null distribution of our LOCO
path-based test statistics. Section 4 presents simulation results and
Section 5 illustrates the method on a real data set. Section 6 provides
additional discussion.
2. The leave-one-covariate-out path statistic
To formulate our metric for the difference between the LASSO solu-
tion path βˆ defined in (2) and the LOCO solution path of the LASSO
defined in (3), we define a quantity for functions taking values in (0,∞)
and returning values in Rp. Firstly, for any function g taking values in
(0,∞) and returning values in R, let
‖g‖s =
(
∫∞
0
|g(λ)|sdλ)1/s, 0 < s <∞
sup
λ>0
|g(λ)|, s =∞.
Secondly, for a vector x ∈ Rp, let
||x||t =
{
(
∑p
j=1 |xj|t)1/t, 0 < t <∞
max
1≤j≤p
|xj|, t =∞.
Now, for a function f taking values in (0,∞) and returning values in
Rp such that f(λ) = (f1(λ), . . . , fp(λ))T , define the quantity ‖f‖s,t as
‖f‖s,t = ‖(‖f1‖s, . . . , ‖fp‖s)T‖t.
Having defined a quantity for functions taking values in (0,∞) and
returning values in Rp, we define the LOCO path statistic for covariate
Xj as
Tj(s, t) = ||βˆ − βˆ(−j)||s,t,
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which measures the change in the LASSO solution path due to remov-
ing covariate Xj from the model.
In practice, it is convenient to use s = t; if s = t = q, we have
Tj(q, q) =

(
p∑
k=1
∫ ∞
0
|βˆk(λ)− βˆ(−j)k (λ)|qdλ
) 1
q
q <∞
max
1≤k≤p
sup
λ>0
|βˆk(λ)− βˆ(−j)k (λ)| q =∞.
We recommend using q = 1 or q = 2 in practice. We have found that
under q =∞ our hypothesis test tend to have lower power, so we do not
recommend this setting. We illustrate this in the simulation section.
We posit that the quantity Tj(s, t) will be large if βj 6= 0 and small
if βj = 0, for j = 1, . . . , p, so that Tj(s, t) may serve as a measure of
variable importance for covariate Xj. Since the LASSO solution path
is piecewise linear, we can calculate Tj(s, t) exactly. More details about
the calculation can be found in the section S.1 of the Supplementary
Material.
2.1. The LOCO path statistic as a measure of variable impor-
tance. For the sake of illustration, let us consider one special case of
Tj(s, t), with s = t = 1. We have
Tj(1, 1) = ||βˆ − βˆ(−j)||1,1 =
p∑
k=1
∫ ∞
0
|βˆk(λ)− βˆ(−j)k (λ)|dλ,
which is equal to the sum of all the areas under the curves |βˆk(·) −
βˆ
(−j)
k (·)|, k = 1, . . . , p. We depict this for the following simple example:
We generate one dataset from the linear regression model (1) with n =
100, p = 4 and β = (1, 1, 0, 0)T , and compute the test statistics T1(1, 1)
and T3(1, 1). The left and right panels of Figure 1 show the original
LASSO solution path as well as the solution path after removing the
first and third covariates, respectively, from the model. In each panel,
the sum of the areas of the shaded regions is the value of the test
statistic.
We propose to summarize the importance of the variables measured
by the LOCO path statistic in the following way. After standardizing
the values of Tj(s, t), j = 1, . . . , p, so that they sum to one, for example
by defining
T j(s, t) = Tj(s, t)
(
p∑
k=1
Tk(s, t)
)−1
, j = 1, . . . , p,
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β1=1, T1(1, 1)= 4.56
λ
N
A
β3=0, T3(1, 1)= 0.18
λ
Figure 1. Shaded areas show how Tj(1, 1) measures the
change in LASSO path. Black solid line depicts the so-
lution path before removal. Black dotted line depicts
the solution path of the covariates being removed. Red
dashed line depicts the solution path after removal. Left:
T1(1, 1). Right: T3(1, 1).
we can make a plot such as the one in Figure 2, which shows the
values of T 1(1, 1), . . . , T 12(1, 1), expressed as percentages. This is based
on a single dataset simulated from (1) with n = 100, p = 12, β =
(1, 1, 1, 0, . . . , 0)T , for the sake of illustration. The first three covariates
are seen to have the highest importance according to the LOCO path
statistic.
Furthermore, we consider attaching to the variable importance a
measure of uncertainty. The LOCO path βˆ
(−j)
k (λ) could be fitted by
permuting variable j in X. By permuting variable j in X, we break the
association between Xj and Y , which has an effect similar to removing
variable j. By permuting the observed values of covariate j multiple
times we can obtain an interval for the variable importance. Figure
2 also shows the permutation interval calculated for the importance
measure of each variable.
2.2. Variable screening in ultra-high dimensional settings. The
so-called ultra-high dimensional setting was discussed in [9], where the
dimensionality p grows exponentially (log(p) = O(nζ)) as n grows.
For ultra-high dimensional problems, preliminary variable screening is
often done to reduce the dimension of the data.
Our method naturally adapts to ultra-high dimensional settings. By
calculating how the removal of each variable will alter the LASSO so-
lution path, we have a simple way to screen out variables which are
likely to be irrelevant. Our method uses the information contained in
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Figure 2. Variable importance for all variables based on
the LOCO path statistic. The error bar is our permutation
interval. The variable importance is also shown as percent-
ages on top of the error bar.
the LASSO solution path, which utilizes both joint and marginal in-
formation. One interesting result of LASSO in the high-dimensional
setting is that some variables never enter the model. If we take a closer
look at the solution path of such variables, they are equal to 0 for all
values of λ. If we were to use cross validation to select the LASSO
tuning parameter and obtain the final selection results, these variables
would never be selected. This means we can safely screen out these
variables at the beginning.
Based on this intuition, we suggest the following screening proce-
dure: Compute the solution path with all variables in the model. Then
remove one variable at a time and compute the LOCO solution path;
compute the values T1(s, t), . . . , Tp(s, t), which compare the solution
path based on the full set of covariates to the LOCO solution paths.
Then screen out variables for which Tj(s, t) ≤ , where  is a user-
specified threshold. Choosing  = 0 discards only those variables which
never enter the solution path. We can also rank Tj(s, t) and only select
the top K variables, where we might choose K to be n−1 and n is the
sample size.
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3. Hypothesis testing using the LOCO path idea
We now consider using the LOCO path idea to test hypotheses of
the form
H0: βj = βj,0 for all j ∈ A versus H1: βj 6= βj,0 for some j ∈ A, (4)
for some {βj,0, j ∈ A}, where A ⊂ {1, . . . , p}. We first calculate the
LASSO solution path with all variables included. Next, we compute the
solution path subject to the constraint specified by the null hypothesis,
which is given by
βˆ0 := βˆ0(λ) = argmin
β∈Rp,βj=0∈A
(||(Y −XAβ0,A)−Xβ||22 + λ||β||1), (5)
where β0,A = (βj,0, j ∈ A)T and XA is the matrix constructed out of
the columns of X with indices in A.
We then suggest as a test statistic for testing H0 versus H1 the
quantity
T0(s, t) = ‖βˆ − βˆ0‖s,t, (6)
which compares the solution paths βˆ0 and βˆ. For testing the hypotheses
H0: βj = 0 versus H1: βj 6= 0,
for some j ∈ {1, . . . , p}, we have βˆ0 = βˆ(−j), so that the test statis-
tic T0(s, t) is equal to the LOCO path variable importance statistic
Tj(s, t) = ‖βˆ − βˆ(−j)‖s,t.
3.1. A bootstrap estimator of the null distribution. In order to
test the hypotheses in (4) using the test statistic T0(s, t) in (6), we need
to know the distribution of T0(s, t) under H0. We propose estimating
this null distribution using a residual bootstrap procedure.
In order to obtain residuals from which to resample, we propose
obtaining an initial estimator β˜, which we will discuss at the end of
this section, of the vector β from which we can obtain residuals
˜ = Y −Xβ˜.
Let Y˜ ∗ be the n×1 random vector with entries given by Y˜ ∗i = XTi β˜+˜∗i ,
for i = 1, . . . , n, where ∗1, . . . , 
∗
n are sampled with replacement from
the entries of the residual vector ˜ = (˜1, . . . , ˜n)
T .
For testing the hypotheses in (4), the bootstrap versions βˆ∗ and βˆ∗0
of βˆ and βˆ0 are constructed as
βˆ∗ := βˆ∗(λ) = argmin
β∈Rp
(||(Y˜ ∗ −XA(β˜A + β0,A))−Xβ||22 + λ||β||1) (7)
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and
βˆ∗0 := βˆ
∗
0(λ) = argmin
β∈Rp,βj=0,j∈A
(||(Y˜ ∗ −XA(β˜A + β0,A))−Xβ||22 + λ||β||1),
(8)
respectively. Then the bootstrap version of T0(s, t) = ‖βˆ − βˆ0‖s,t is
given by
T ∗0 (s, t) = ‖βˆ∗ − βˆ∗0‖s,t.
Given a large number B of Monte-Carlo replicates of T ∗0 (s, t), de-
noted by, say, T
∗,(1)
0 (s, t) < · · · < T ∗,(B)0 (s, t), when ordered, our
bootstrap-based test of H0 at significance level α has decision rule
Reject H0 if and only if T0(s, t) > T
∗,(bB(1−α)c)
0 ,
where T
∗,(bB(1−α)c)
0 is the Monte-Carlo approximation to the bootstrap
estimator of the upper α-quantile of the null distribution of T0(s, t),
and b·c is the floor function. We could also obtain a bootstrapped
P-value by
B−1
B∑
i=1
I{T ∗,(i)0 (s, t) > T0(s, t)},
where I(·) is the indicator function.
For the simpler hypotheses H0: βj = 0 versus H1: βj 6= 0 for any
j = 1, . . . , p, we need to construct a bootstrap version of the LOCO
path statistic Tj(s, t) = ‖βˆ− βˆ(−j)‖s,t. The bootstrap versions of βˆ and
βˆ(−j), following (7) and (8), are
βˆ∗ := βˆ∗(λ) = argmin
β∈Rp
(||(Y˜ ∗ −Xjβ˜j)−Xβ||22 + λ||β||1)
and
βˆ∗(−j) := βˆ∗(−j)(λ) = argmin
β∈Rp,βj=0
(||(Y˜ ∗ −Xjβ˜j)−Xβ||22 + λ||β||1),
respectively, where Xj is column j of the matrix X. Then the bootstrap
version of Tj(s, t) is given by
T ∗j (s, t) = ‖βˆ∗ − βˆ∗(−j)‖s,t.
Regarding the choice of the initial estimator β˜ of β, which is used only
to obtain residuals suitable for resampling, we suggest, when p ≥ n,
the adaptive LASSO estimator
βˆAda = argmin
β∈Rp
(||Y −Xβ||22 + γ
p∑
j=1
wˆj|βj|),
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where the tuning parameter γ is selected via 10-fold cross validation
and the weights wˆ1, . . . , wˆp are given by
wˆj = 1/|βˆLj |, j = 1, . . . , p,
where βˆL1 , . . . , βˆ
L
p are the LASSO estimates of β1, . . . , βp from (2) under
the 10-fold cross validation choice of λ. This is the initial estimator we
have used in our simulation studies, and it appears to work well. For
the p < n case the least-squares estimator could be used, though even
in the low-dimensional case, we still recommend using the adaptive
LASSO estimator when p is close to n.
3.2. Justification of the bootstrap for a simple case. Finding the
sampling distribution of T0(s, t) in general is a very hard problem which
we do not attempt to solve. However, we do provide in this section
an argument for why the bootstrap method described in the previous
section will work in a simple case: the low-dimensional case, with p < n,
with a design matrix having orthonormal columns. We focus on the
null distribution of the test statistic Tj(1, 1) = ‖βˆ− βˆ(−j)‖1,1 for testing
H0: βj = 0 versus H1: βj 6= 0 for some j ∈ {1, . . . , p}.
In low-dimension, if the design matrix X satisfies XTX = Ip, where
In is the n× n identity matrix, the LASSO solution path βˆ has entries
given by
βˆk(λ) = Sλ(βˆ
LS
k ), k = 1, . . . , p,
where βˆLS = (XTX)−1XTY = XTY is the least-squares estimator of β
and Sλ(·) is the soft-thresholding operator defined by
Sλ(x) =

x− λ, x > λ
0, −λ < x < λ
x+ λ, x < −λ
for λ ≥ 0. The solution path βˆ(−j) has entries given by
βˆ
(−j)
k (λ) =
{
0 k = j
Sλ(βˆ
LS
k ) k 6= j
for k = 1, . . . , p.
In this case, the LOCO path statistic Tj(1, 1) is given by
Tj(1, 1) = ‖βˆ − βˆ(−j)‖1,1 =
p∑
k=1
∫ ∞
0
|βˆk(λ)− βˆ(−j)k (λ)|dλ
=
∫ |βˆLSj |
0
(|βˆLSj | − λ)dλ =
1
2
|βˆLSj |2.
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So, our test statistic is merely a 1-to-1 mapping of the least-squares
estimator. Hence, under H0: βj = 0,
nTj(1, 1) =
n
2
|βˆLSj |2 ∼ W
σ2
2
,
where W ∼ χ21.
Now consider the bootstrap version T ∗j (1, 1) of Tj(1, 1) in the p < n
and orthonormal design case; we assume that the least-squares esti-
mator is used as the initial estimator from which the residuals are
obtained. Let βˆ∗,LS = XT Y˜ ∗ be the bootstrap version of βˆLS. Now, we
can write the entries of
βˆ∗(λ) = argmin
β∈Rp
(||(Y˜ ∗ −XjβˆLSj )−Xβ||22 + λ||β||1)
as
βˆ∗k(λ) =
{
Sλ(βˆ
∗,LS
k − βˆLSk ), k = j
Sλ(βˆ
∗,LS
k ), k 6= j
for k = 1, . . . , p,
using the fact that
XTk (Y˜
∗ −XjβˆLSj ) =
{
βˆ∗,LSk − βˆLSk , k = j
βˆ∗,LSk k 6= j,
for k = 1, . . . , p.
In addition, we can write the entries of
βˆ∗(−j)(λ) = argmin
β∈Rp,βj=0
(||(Y˜ ∗ −XjβˆLSj )−Xβ||22 + λ||β||1)
as
βˆ
∗(−j)
k (λ) =
{
0, k = j
Sλ(βˆ
∗,LS
k ), k 6= j
for k = 1, . . . , p.
So we have
T ∗j (1, 1) = ‖βˆ∗ − βˆ∗(−j)‖1,1 =
p∑
k=1
∫ ∞
0
|βˆ∗(−j)k (λ)− βˆ∗k(λ)|dλ
=
∫ |βˆ∗,LSk −βˆLSk |
0
(|βˆ∗,LSk − βˆLSk | − λ)dλ =
1
2
|βˆ∗,LSj − βˆLSj |2.
It can be established that
sup
x∈R
∣∣∣P∗ (n
2
|βˆ∗,LSj − βˆLSj |2 < x
)
− P
(n
2
|βˆLSj − βj|2 < x
)∣∣∣ p−→ 0,
as n → ∞, where P∗ denotes probability conditional on the observed
data [17]. This means our bootstrap works in the low-dimensional
orthonormal design case. In the high-dimensional case, or even in the
low-dimensional case without the assumption of an orthogonal design,
(2) does not admit a simple solution, and in this setting the derivation
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of the distribution of the test statistic would be very difficult. Our
simulation studies, however, suggest that our bootstrap procedure can
consistently estimate the null distributions of the test statistics in the
non-orthogonal design and high-dimensional cases.
4. Simulation studies
We now study via simulation the effectiveness of the LOCO path
statistic as a variable screening tool as well as the properties of our
proposed LOCO-path-based tests of hypotheses which use the residual
bootstrap to estimate the null distributions of the test statistics. An
R package LOCOpath that implements all of our proposed methods is
publicly available at http://github.com/devcao/LOCOpath. We first
present the variable screening results.
4.1. Variable screening. To assess the performance of the LOCO-
path-based variable screening procedure described in Section 2, we fol-
low the simulation example in [9], generating data from the model
Y = βX1 + βX2 + βX3 + ,
where  ∼ N (0, 1), with a total of p predictors X1, . . . , Xp in the model.
The rows of the design matrix are generated as independent multivari-
ate normal random vectors with covariance matrix Σ = (ρ|i−j|)1≤i,j≤p,
where ρ = 0, 0.1, 0.5 and 0.9. Models with β = 1, 2, 3, p = 100, n = 20,
and p = 1000, n = 50 are considered. We simulated 200 data sets for
each model. To compare with SIS and ISIS, we utilized the R package
SIS [19]. We simulated 200 data sets and for each model we calculate
Tj(1, 1) and Tj(2, 2) for j = 1, 2, . . . , p and select the top n− 1 covari-
ates, selecting the same number of covariates with SIS and ISIS in order
to make a fair comparison. For our method, we utilized the R package
lars [12] with LASSO modification to calculate our test statistic.
In Table 1 we show the proportion of times that the true model is
contained in the set of selected covariates for our method and for the SIS
and ISIS variable screening methods. In most cases, the model selected
by our LOCO-path-based method contains the true model with greater
frequency than that of the SIS and ISIS methods. We note that our
method achieves this without any need for selecting tuning parameters,
whereas the ISIS methods involves iterated LASSO fits for which the
strength of the sparsity penalty must be chosen.
4.2. Study of power and size of LOCO path tests of hypothe-
ses.
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Setting β Tj(1, 1) Tj(2, 2) SIS ISIS
p = 1000, n = 50,Σ = Ip 1 0.995 0.995 0.900 0.945
2 1 1 0.945 1
3 1 1 0.990 1
p = 1000, n = 50,Σ = (0.1|i−j|)1≤i,j≤p 1 0.990 0.990 0.960 0.960
2 1 1 0.995 1
3 1 1 0.990 1
p = 1000, n = 50,Σ = (0.5|i−j|)1≤i,j≤p 1 1 1 1 0.890
2 1 1 1 1
3 1 1 1 1
p = 1000, n = 50,Σ = (0.9|i−j|)1≤i,j≤p 1 0.980 0.975 1 0.535
2 1 1 1 0.825
3 1 1 1 0.965
p = 100, n = 20,Σ = Ip 1 0.630 0.630 0.560 0.440
2 0.915 0.920 0.700 0.860
3 0.955 0.955 0.710 0.905
p = 100, n = 20,Σ = (0.1|i−j|)1≤i,j≤p 1 0.705 0.700 0.685 0.495
2 0.960 0.965 0.810 0.890
3 0.970 0.970 0.845 0.970
p = 100, n = 20,Σ = (0.5|i−j|)1≤i,j≤p 1 0.940 0.940 0.945 0.505
2 1 1 0.990 0.940
3 1 1 0.995 0.975
p = 100, n = 20,Σ = (0.9|i−j|)1≤i,j≤p 1 0.745 0.74 1 0.465
2 0.995 0.995 1 0.635
3 1 1 1 0.805
Table 1. Proportion of times SIS, ISIS and our method
selected a set of covariates containing {X1, X2, X3}.
4.2.1. Test involving a single coefficient. We first study the size and
power of the LOCO path test for testing the hypotheses H0: βj =
0 versus H1: βj 6= 0 for some j ∈ {1, . . . , p}, where the rejection
region of the test is calibrated using the residual bootstrap procedure
described in Section 3. We consider the test statistics Tj(1, 1), Tj(2, 2),
and Tj(∞,∞). In high-dimensional (p ≥ n) settings, we compare the
empirical size and power of our test based on these statistics with the
test based on the desparsified LASSO estimator of [21]. We use the R
package hdi [6] to obtain the P-value based on the desparsified LASSO
estimator using default settings [7]. And we utilize the R package
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lars [12] with lasso modification to implement our method. In low-
dimensional (p < n) settings, we compare the performance of our tests
to that of the classical t-test.
We generate data according to the model
Y = Xβ + ,
where  ∼ N (0, In) and consider three cases with n = 100, p = 80 and
p = 1000. For p = 1000, we set β = (β1, . . . , βp)
T such that β2 = · · · =
β10 = 1, β11 = · · · = β1000 = 0. For p = 80, we set β2 = β3 = 1, β4 =
· · · = β80 = 0. To simulate the power curve, we take different values
of β1 ∈ {0/10, 1/10, . . . , 1}. Each row of X is generated independently
from the multivariate normal distribution N (0,Σ), where we consider
different choices of the p × p covariance matrix Σ. For each choice of
Σ and for each value of β1 ∈ {0/10, 1/10, . . . , 1}, we generate N = 500
data sets and with each data set we test H0: β1 = 0 versus H1: β1 6= 0.
For each data set, we draw B = 500 bootstrap samples to estimate the
null distribution. We record the proportion of rejections of H0 at the
α = 0.05 significance level.
The empirical size of the simulation for H0: β1 = 0 under p = 1000,
is given in Table 2 under different choices of Σ. We also recorded the
empirical size of the test based on the desparsified LASSO estimator.
It is clear that our method nicely controlled the size under different
choices of Σ and different quantities T1(1, 1), T1(2, 2) and T1(∞,∞).
The desparsified LASSO does not control the size in many cases.
The empirical power curves of our test based on the LOCO path
statistics T1(1, 1) and T1(∞,∞) as well as of the test based on the
desparsified LASSO under settings n = 1000 and p = 80 over the
values β1 ∈ {0/10, 1/10, . . . , 1} are depicted in Figures 3 and 4. For
most cases, T1(1, 1) have the highest power, while T1(∞,∞) loses a
lot of power under the correlated design. Under different designs, our
method outperformed desparsified LASSO using quantity T1(1, 1). It is
interesting to see that the desparsified LASSO appears to outperform
our method under the design Σ = (0.9|i−j|)1≤i,j≤p. However, since its
size is inflated in that case, we dismiss its power curve. Overall, our
methods achieves comparable or higher power, with size well-controlled,
compared to the desparsified LASSO method.
For the p = 80 case, we will compare our method to the classical
t-test. From the power curve in Figure 4, it is clear that our method
achieved considerably greater power than the t-test using both T1(1, 1)
and T1(∞,∞), while controlling the size at the same time.
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Figure 3. Empirical power for testing H0: β1 = 0 vs H1:
β1 6= 0 under different correlation design with n = 100, p =
1000 (from top to bottom: Σ = Ip, Σ = (0.5
|i−j|)1≤i,j≤p, and
Σ = (0.9|i−j|)1≤i,j≤p).
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Figure 4. Empirical power for testing H0: β1 = 0 vs H1:
β1 6= 0 under different correlation design with n = 100, p =
80 (from top to bottom: Σ = Ip, Σ = (0.5
|i−j|)1≤i,j≤p, and
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Design Method α = 0.20 α = 0.10 α = 0.05 α = 0.01
Σ = Ip T1(1, 1) 0.194 0.106 0.048 0.008
T1(2, 2) 0.186 0.110 0.056 0.016
T1(∞,∞) 0.230 0.140 0.078 0.012
Desparsified 0.138 0.058 0.030 0.010
Σ = (0.5|i−j|)1≤i,j≤p T1(1, 1) 0.226 0.110 0.054 0.018
T1(2, 2) 0.192 0.084 0.040 0.004
T1(∞,∞) 0.196 0.090 0.042 0.008
Desparsified 0.222 0.138 0.084 0.020
Σ = (0.9|i−j|)1≤i,j≤p T1(1, 1) 0.214 0.116 0.086 0.024
T1(2, 2) 0.238 0.124 0.076 0.030
T1(∞,∞) 0.264 0.160 0.086 0.018
Desparsified 0.274 0.162 0.102 0.054
Σ = (0.51(i 6=j))1≤i,j≤p T1(1, 1) 0.194 0.126 0.064 0.018
T1(2, 2) 0.212 0.098 0.050 0.008
T1(∞,∞) 0.180 0.102 0.050 0.014
Desparsified 0.126 0.048 0.028 0.004
Σ = (0.81(i 6=j))1≤i,j≤p T1(1, 1) 0.242 0.116 0.056 0.010
T1(2, 2) 0.182 0.086 0.040 0.010
T1(∞,∞) 0.198 0.084 0.050 0.008
Desparsified 0.070 0.022 0.010 0.002
Table 2. Empirical size of the test under different Σ
with n = 100, p = 1000.
4.2.2. Test involving multiple coefficients. For the simultaneous test,
we consider similar settings. For p = 1000, We will test
H0: β1 = 1, β11 = 0, β12 = 0 vs H1: β1 6= 1 or β11 6= 0 or β12 6= 0.
and for p = 80, we will test
H0: β1 = 1, β4 = 0, β5 = 0 vs H1: β1 6= 1 or β4 6= 0 or β5 6= 0.
We generate data according to the model
Y = Xβ + ,
where  ∼ N (0, In) with n = 100 and β = (β1, . . . , βp)T . For p =
1000, we set β2 = · · · = β10 = 1, β11 = · · · = β1000 = 0, and β1 ∈
{1, 11/10, . . . , 2}. For p = 80, we set β2 = β3 = 1. Other settings
remain the same as those under which we tested H0: β1 = 0 versus H1:
β1 6= 0.
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For the p = 1000 case, Figure 5 shows the power curves of the tests
under different choices of Σ. The size is well controlled when H0 is true,
and T1(1, 1) achieved higher power than T1(∞,∞) as the correlation
increases..
For the p = 80 case, we will compare our method to the classical F-
test. From the power curve in Figure 6, it is clear our method achieved
considerably greater power than the F-test both T1(1, 1) and T1(∞,∞),
while controlling the size at the same time.
5. Real data analysis
To provide a concrete example, we consider a dataset about riboflavin
(vitamin B2) production in Bacillus subtilis with 71 observations and
4088 variables [2] [7] [21]. The response variable measures the logarithm
of the riboflavin production rate and the predictors are logarithm of
the expression level of 4088 genes. We will model the data with a
high-dimensional linear model and carry out variable screening and
inferences with the LOCO path statistic.
We use T (1, 1) in this part and obtained bootstrap P-values for
each gene after variable screening. We screened in 342 genes with
Tj(1, 1) > 0, j = 1, . . . , 4088. Based on our bootstrapped P-values,
our method found the following 9 significant genes at 0.05 significance
level: ARGF at, XHLA at, XHLB at, XTRA at, YCKE at, YEBC at,
YOAB at, YXLD at and YYBG at. Using the P-values based on the
desparsified LASSO results in 0 significant genes [7]. Figure 7 shows the
variable importance for a small portion of genes. We will see only a few
genes have large variable importance, while most genes have variable
importance less than 1%.
Table 3 shows all variables with importance 1%, where YXLD at
and YOAB at have the largest variable importance. Both genes are
also tested significant using our bootstrap procedure.
6. Discussion
Our LOCO path statistic provides a new way to do variable screen-
ing and statistical inference in linear models. For variable screening,
our method does not require the selection of tuning parameters and can
achieve a greater probability of selecting a set of covariates that con-
tains the true model than both SIS and ISIS. For statistical inference,
our method provides reliable P-values in both high and low-dimensional
settings. Overall, the proposed bootstrap method controls the size and
in some cases achieves higher power than the desparsified LASSO of
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tom: Σ = Ip, Σ = (0.5
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20 XIANGYANG CAO, KARL GREGORY, AND DEWEI WANG
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
Index
N
A
l
l
l
l
l
l
l l l l l
l
l
l
l
l
l
l
l
lΣ = Ip 
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
Index
N
A
l
l
l
l
l
l
l l l l l
l l
l
l
l
l
l
l
l
lΣ = (0.5|i−j|)1≤i,j≤p 
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
Index
N
A
l
l
l
l
l
l
l
l
l
l l
l l l l
l l l
l
l
l
l
Σ = (0.9|i−j|)1≤i,j≤p 
β1
Em
pi
ric
al
 p
ow
e
r
l lT1(1, 1) T1(∞, ∞) F−test
Figure 6. Multiple testing empirical power under different
correlation design with n = 100, p = 80 (from top to bottom:
Σ = Ip, Σ = (0.5
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Figure 7. Top: The first 100 most important genes. The
vertical dotted line marks the variable importance at 1%.
Bottom: All genes with variable importance > 1%.
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Genes Importance P-value
YOAB at 10.7% 0.0084
YXLD at 10.3% 0.0084
ARGF at 5.8% 0.0168
LYSC at 5.2% 0.0924
YEBC at 5.2% 0.0616
XHLA at 5.1% 0.0140
YCKE at 5.1% 0.0084
YDDK at 4.4% 0.0560
SPOVAA at 2.9% 0.1482
XHLB at 2.7% 0.0194
Table 3. The first 10 most important genes.
[21]. Moreover, our method can be used to test hypothesis simultane-
ously involving multiple coefficients. We believe the LOCO path idea
can be readily extended to other settings.
Consider the regularization optimization problem
βˆ = βˆ(λ) := argmin
β∈Rp
L(Y,Xβ) + λJ(β), (9)
where L(·) is a pre-defined loss function, λ > 0 is a tuning parameter
which controls the level of regularization, and J(·) is a penalty function
on β. The solution path βˆ(λ) could be viewed as a 1-to-p mapping
λ 7→ βˆ(λ) taking values in (0,∞) and returning values in Rp. Since
our measure of feature importance and variable screening procedure
relies on the solution path only, we can easily adapt our method to (9),
which includes logistic regression, Poisson regression and Cox models.
Appropriate bootstrap methods for calibrating hypothesis tests would
have to be worked out under each setting, which we leave to future
work.
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