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EQUIDISTRIBUTION RATE FOR FEKETE POINTS ON SOME REAL MANIFOLDS
DUC-VIET VU
ABSTRACT. Let L be a positive line bundle over a compact complex projective manifold
X and K ⊂ X be a compact set which is regular in a sense of pluripotential theory. A
Fekete configuration of order k is a finite subset of K maximizing a Vandermonde type
determinant associated with the power Lk of L. Berman, Boucksom and Witt Nystro¨m
proved that the empirical measure associated with a Fekete configuration converges to
the equilibrium measure of K as k →∞. Dinh, Ma and Nguyen obtained an estimate for
the rate of convergence. Using techniques from Cauchy-Riemann geometry, we show that
the last result holds when K is a real nondegenerate C5-piecewise submanifold of X such
that its tangent space at any regular point is not contained in a complex hyperplane of
the tangent space of X at that point. In particular, the estimate holds for Fekete points on
some compact sets in Rn or the unit sphere in Rn+1.
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1. INTRODUCTION
The aim of this paper is to obtain an estimate on the rate of convergence of Fekete
points on some compact sets toward the equilibrium state. In the view of possible ap-
plications, the class of compact sets that we consider is large enough and the required
conditions for our compact sets are simple to check. Before introducing the general com-
plex setting, let us discuss a simple but already important case of Fekete points for a
compact K of the unit sphere Sn of Rn+1.
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For each k ∈ N, let Pk(K) be the real vector space of all real polynomials of degree
at most k in (n + 1) variables restricted to K. Let Nk be the dimension of Pk(K). Given
a basis S = {s1, · · · , sNk} of Pk(K), consider the Vandermonde determinant detS of S
defined by assigning each point x = (x1, · · · , xNk) ∈ (Sn)Nk to
detS(x) := det[sj(xl)]1≤j,l≤Nk .
A Fekete point of order k for K is a point x ∈ KNk maximizing the absolute function
|detS| on KNk . It is easy to see that this definition does not depend on the choice of the
basis S. The study of Fekete points is motivated by the fact that they are good choices of
points for the interpolation problem of functions by polynomials, see, e.g., [3, 11] and
references therein for more information. For any Fekete point x = (x1, · · · , xNk) of order
k, the probability measure δx on K, defined by
δx :=
1
Nk
Nk∑
j=1
δxj ,
is called the Fekete measure of order k associated with x. We are interested in the distri-
bution of Fekete points of order k as k →∞. A natural way to formulate this question is
to study the limit points of Fekete measures in the space of probability measures on K.
Let µeq be the equilibrium measure of (K, 0) which is defined in Section 2. When K =
S
n, the measure µeq is simply the normalized volume form on S
n induced by the Euclidean
metric on Rn+1. In this case, J. Marzo and J. Ortega-Cerda` in [8] prove that Fekete
measures of order k converge weakly to µeq as k → ∞. In general, a recent result of R.
Berman, S. Boucksom and D. Witt Nystro¨m in [2] shows that the weak convergence also
holds for any compact K of Sn which is non-pluripolar in the natural complexification Sn
C
of Sn. In fact, this result holds in a general setting of Fekete points associated with a big
line bundle over a compact complex manifold. Also in this general setting, Dinh, Ma and
Nguyen [4] introduced a notion of (Cα, Cα′)-regularity and obtained a precise estimate
on the speed of convergence of Fekete points when the compact K satisfies this property.
We will show that such a property holds for the closures K of open subsets of Sn with
nondegenerate piecewise smooth boundary (see Definition 1.3). As a consequence, we
will have the following.
Theorem 1.1. Let K be the closure of an open subset of Sn with nondegenerate piecewise
smooth boundary. For every ǫ ∈ (0, 1), there is a positive constant cǫ independent of k ∈ N
such that for any Fekete measure µk of order k of K, we have
dist1(µk, µeq) ≤ cǫk−1/72+ǫ.(1.1)
Recall that for any two probability measures µ, µ′ on a compact differentiable manifold
X and a real number γ > 0, define
distγ(µ, µ
′) := sup
‖v‖Cγ≤1
∣∣〈µ− µ′, v〉∣∣,
where v is a smooth real-valued function. This distance induces the weak topology on
the space of probability measures on X. For two positive numbers γ, γ′ with γ < γ′, the
distances distγ and distγ′ are related by the inequalities
distγ′ ≤ distγ ≤ c distγ/γ
′
γ′ ,
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for some positive constant c, see [5, 12]. Note that dist1(µ, µ
′) is equivalent to the
Kantorovich-Wasserstein distance. We have a better estimate when K = Sn.
Theorem 1.2. For every ǫ ∈ (0, 1), there is a positive constant cǫ depending only on (n, ǫ)
such that for any Fekete measure µk of order k of S
n, we have
dist1(µk, µeq) ≤ cǫk−1/36+ǫ.(1.2)
It is worth mentioning also that when K is the closure of an open subset of Rn with
nondegenerate piecewise smooth boundary, one can define the Fekete points in K and
Fekete measures in the same way as above. The analogue of the inequality (1.1) also
holds for this case. This is implied from our general result by using the compact com-
plexification Pn of Rn, where Pn is the complex projective space of dimension n.
In order to prove Theorem 1.1, we will work in the following context of complex
geometry. Let X be a compact n-dimensional complex projective manifold admitting an
ample line bundle L. Fix a smooth Hermitian metric h0 on L with positive curvature.
Let ω0 be the first Chern form of (L, h0) which is a Ka¨hler form on X. For k ∈ N, let
H0(X,Lk) be the complex vector space of global holomorphic sections of Lk. We also
use Nk to denote the dimension of H
0(X,Lk). This will cause no ambiguity because we
discuss essentially the general case from now on. Consider a basis
S = (s1, s2, · · · , sNk)
of H0(X,Lk) which can be seen to be a section of the vector bundle Lk× · · ·×Lk of rank
Nk over X
Nk . The determinant
detS(p) := det[si(pj)]1≤i,j≤Nk
with p = (p1, · · · , pNk) ∈ XNk defines a section of the determinant line bundle L⊠Nk of
the last bundle. The metric h0 induces naturally a metric on L
⊠Nk . Denote by | detS| the
norm of detS measured by this natural metric on L⊠Nk .
Let K be a compact subset of X. Let φ be a continuous function on K. The weighted
Vandermonde determinant | detS|φ at a point p = (p1, · · · , pNk) ∈ KNk , by definition, is
| detS|φ(p) := | detS(p)|e−kφ(p1)−···−kφ(pNk ).
A Fekete configuration of order k associated with (K, φ) and (L, h0) is a point in K
Nk max-
imizing the above weighted Vandermonde determinant on KNk . The associated proba-
bility measure
1
Nk
Nk∑
j=1
δpj
on K is called a Fekete measure of order k.
Recall that a convex polyhedron K ′′ in RM with M ∈ N∗ is the intersection of a finite
number of closed half-spaces in RM . Its dimension is defined to be the one of the smallest
vector subspace of RM containing it. Such subspace is said to support K ′′. We define the
complementary polyhedron of K ′′ to be the complement of K ′′ in the vector subspace
supporting it. That complementary polyhedron is clearly a finite union of convex ones.
Definition 1.3. A subset K of a real M -dimensional smooth manifold Y is called a nonde-
generate C5-piecewise submanifold of dimension m if for every point p ∈ K, there exists a
local chart (Wp,Ψ) of Y such that Ψ is a C5-diffeomorphism fromWp to the unit ball of RM
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and Ψ(K ∩Wp) is the intersection with the unit ball of a finite union of convex polyhedra
of the same dimension m. In particular, when Ψ(K ∩Wp) is the intersection with the unit
ball of a convex polyhedron of dimensionm or of the complementary polyhedron of a convex
one of dimension m, we say that K is a C5 submanifold of dimension m with nondegenerate
piecewise boundary.
Let K be a nondegenerate C5-piecewise submanifold of dimension m of some smooth
manifold Y. A regular point of K is a point of K such that there exists an open neigh-
borhood of it diffeomorphic to an open subset of Rm. The regular part of K is the set of
regular points of K. The singularity of K is the complement of the regular part of K in
K.
Now let K be a nondegenerate C5-piecewise submanifold of X. Since X is a complex
manifold, its real tangent spaces have a natural complex structure. We say that K is
generic in the sense of Cauchy-Riemann geometry if the tangent space at any regular
point p of K does not contain in a complex hyperplane of the (real) tangent space at p of
X. One can see without difficulty that the dimension of a generic K is at least n. Here is
our second main result.
Theorem 1.4. Let α be a real number in (0, 1). Let K be a compact generic nondegenerate
C5-piecewise submanifold of X. Let φ be a function of Ho¨lder class Cα on K. Then for every
0 < γ < 2, there is a constant c > 0 such that for every integer k ≥ 1 and for every Fekete
measure µk of order k associated with (K, φ), we have
distγ
(
µk, µeq(K, φ)
) ≤ ck−βγ(log k)3βγ,(1.3)
where µeq(K, φ) is the equilibrium measure of (K, φ) (see Definition 2.1) and β = α/(48 +
24α). When K has no singularity, the constant β can be chosen to be α/(24 + 12α).
In general, when K is an arbitrary non-pluripolar compact subset of X and φ ∈ C0(K),
Boucksom, Berman and Witt Nystro¨m in [2] proved that µk converges weakly to µeq.
Using a different technique, Lev and Ortega-Cerda` in [7] obtained an optimal speed for
the dist1 provided that K = X and φ is smooth ω0-strictly p.s.h. and the metric e
−2φh0
is strictly positive. Very recently, Dinh, Ma and Nguyen in [4] introduced the notion of
(Cα, Cα′)-regularity and proved an estimate for the rate of convergence for every compact
K satisfying this property, see Theorem 2.2. In particular, they showed that the closure
of an open subset of X with smooth boundary enjoys such regularity.
In this work, we will prove that the compact K in Theorem 1.4 satisfies the regularity
mentioned above. Hence Theorem 1.4 will follow immediately. For the proof, we develop
ideas from [4, Th. 2.7]. The key point is to construct families of analytic discs partly
attached to K in X with useful properties. These families will allow us to reduce the
question to the case of dimension one. Although there are plenty of works concerning
families of analytics discs, it seems that there is no result which can be used directly for
our problem. We will establish a Bishop-type equation and prove that it has a (unique)
solution which suits our purposes. For the reader’s convenience, a self-contained proof
will be given. The construction is inspired by the work of Merker and Porten in [9, 10].
We also underline that the case where the singularity of K is nonempty requires much
more sophisticated technical arguments than the case without singularity although the
ideas used in the both situations are similar.
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In Section 2, we prove the aforementioned regularity property of K by admitting the
existence of special families of analytic discs whose proof is postponed until Section 3
and 4. In Section 3, we prove the existence of the above families of analytic discs in the
simplest case by constructing special analytic discs partly attached to Rn or (R+)n in Cn.
In Section 4, we show that the required families can be obtained as small deformations
of the previous ones constructed in Section 3.
Acknowledgement. The author would like to thank Tien-Cuong Dinh for his valuable
help during the preparation of this paper. He also would like to express his gratitude to
Junyan Cao and Joe¨l Merker for fruitful discussions.
2. (Cα, Cα′)-REGULARITY OF GENERIC SUBMANIFOLDS
We first recall some definitions. A function ψ : X → R ∪ {−∞} is called quasi-
plurisubharmonic (quasi-p.s.h. for short) if it is locally the sum of a plurisubharmonic
function and a smooth one. A quasi-p.s.h. function is called ω0-p.s.h. if dd
cψ + ω0 ≥ 0.
Let K be a compact subset of X and φ be a real-valued continuous function on K. The
pair (K, φ) is called a weighted compact subset of X and φ is called a weight on K. The
equilibrium weight associated with (K, φ) is the upper semi-continuous regularization φ∗K
of the function
φK := sup{ψ(z) : ψ ω0-p.s.h., ψ ≤ φ on K}.
Since the constant function −maxK |φ| is a ω0-p.s.h. and bounded above by φ on K, we
have φK ≥ −maxK |φ|. It follows that φK is bounded from below. Recall that K is said
to be pluripolar if it is locally contained in {ψ = −∞} for some (local) p.s.h. function
ψ, otherwise we say that K is non-pluripolar. It is well-known that φK is bounded from
above if and only if K is non-pluripolar. In this case, φ∗K is a bounded ω0-p.s.h. function.
The Monge-Ampe`re measure (ω0 + dd
cφ∗K)
n is hence well-defined. Its mass on X equals∫
X
ωn0 by Stokes’ theorem. The equilibrium measure of (K, φ) is the normalized Monge-
Ampe`re measure defined by
µeq(K, φ) :=
(
ddc(φ∗K) + ω0
)n
∫
X
ωn0
·(2.1)
Recall that µeq(K, φ) is a probability measure supported on K. When K is an arbitrary
compact generic nondegenerate C5-piecewise submanifold of X, it is a direct conse-
quence of Theorem 2.3 below that K is non-pluripolar.
Fix a Riemannian metric on X. For p ∈ X and r > 0, let BX(p, r) be the ball centered
at p of radius r of X. Put B∗X(p, r) := BX(p, r)\{p}. Recall that for 0 < α < 1, Cα(X) is
the space of real functions of Ho¨lder class Cα on X with the norm defined by
‖φ‖Cα(X) := sup
p∈X
|φ(p)|+ sup
p 6=p′,p,p′∈X
|φ(p)− φ(p′)|
dist(p, p′)α
,
where dist denotes the distance on X. The space Cα(K) is defined similarly.
Definition 2.1. For α ∈ (0, 1) and α′ ∈ (0, 1), a non-pluripolar compact K is said to be
(Cα, Cα′)-regular if for any positive constant C, the set {φK : φ ∈ Cα(K) and ‖φ‖Cα(K) ≤ C}
is a bounded subset of Cα′(X).
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By definition, if K is (Cα, Cα′)-regular, for any Ho¨lder continuous function φ of order
α > 0 on K, we have φ∗K = φK because the latter is also Ho¨lder continuous. The notion
of (Cα, Cα′)-regularity is essential in our work. The reason is the following result.
Theorem 2.2. ([4, Th. 1.5]) LetK be a non-pluripolar compact subset of X. Let α ∈ (0, 1),
α′ ∈ (0, 1) and γ ∈ (0, 2]. Assume that K is (Cα, Cα′)-regular. Let φ be a Cα real-valued
function on K. Then, there is c > 0 such that for every k > 1, we have
distγ
(
µk, µeq(K, φ)
) ≤ ck−βγ(log k)3βγ,
with β = α′/(24 + 12α′).
Theorem 1.4 is a direct consequence of Theorem 2.2 and Theorem 2.3 below.
Theorem 2.3. Let α be an arbitrary number in (0, 1). Then any compact generic nonde-
generate C5-piecewise submanifold of X is (Cα, Cα/2)-regular. Particularly, when K has no
singularity, K is (Cα, Cα)-regular.
When K is of maximal real dimension, the regularity of K can be improved, see Re-
mark 2.7 for more details.
Remark 2.4. Consider the case where dimRK = n. This is the case of our great interest.
Then, the regularity of K obtained in Theorem 2.3 is optimal. For simplicity, let take n = 1
and X = P1 = {[z0 : z1] : (z0, z1) ∈ C2\{0}}. Let ω0 be the Fubini-Study form on P1.
Using the local coordinates [z : 1], P1 can be seen as the compactification of C with a point
at infinity. An ω0-p.s.h. functions is equal to ψ(z) − 12 log(1 + |z|2) on C, where ψ is a
subharmonic function on C, such that the last difference is bounded above.
Let K = [−1, 1]. Choose φ ≡ 0 on K. Using [6, Cor. 5.4.5], we get φK(z) = log |z +√
z2 − 1| on C, where the square root is chosen such that
|z +
√
z2 − 1| ≥ 1.
Comparing φK(z) with 0 when z is close to 1, one sees that φK ∈ C1/2(X)\C1/2+ǫ(X) for any
ǫ > 0. In higher dimension, the same arguments also work for X = Pn, K = [−1, 1]n ⊂ Cn
and φ ≡ 0.
Before giving the proof of Theorem 2.3, we need to recall the definition of analytic
discs partly attached to a subset of X. Let D be the open unit disc in C. An analytic disc
f in X is a holomorphic mapping from D to X which is continuous up to the boundary
∂D of D. For an interval I ⊂ ∂D, f is said to be I-attached to a subset E ⊂ X if f(I) ⊂ E.
In particular, we say that f is half-attached to E if f(∂+D) ⊂ E, where ∂+D = {ξ ∈ ∂D :
Re ξ ≥ 0}. The crucial ingredient in the proof of Theorem 2.3 is Proposition 2.5 below
which shows the existence of special families of analytic discs partly attached to K in X.
Its proof will be given in Section 4.
Proposition 2.5. There are positive constants c0, r0 and θ0 ∈ (0, π/2) such that for any p0 ∈
K and any p ∈ B∗X(p0, r0), there exist an open neighborhood Wp0 of p0 in X independent
of p which is biholomorphic to the unit ball of Cn and a C1 analytic disc f : D → Wp0 such
that f is [e−iθ0 , eiθ0]-attached to K, dist(f(1), p0) ≤ c0δ with δ = dist(p, p0), ‖f‖C1 ≤ c0 and
there is z∗ ∈ D so that |1 − z∗| ≤ √c0δ and f(z∗) = p. When K has no singularity, z∗ can
be chosen so that |1− z∗| ≤ c0δ.
We will also need the following lemma in complex dimension one.
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Lemma 2.6. Let θ0 ∈ (0, π/2), β ∈ (0, 1) and let c > 0. Let ψ be a subharmonic function on
D and continuous on D. Assume that
ψ(eiθ) ≤ c|θ|β for θ ∈ (−θ0, θ0) and sup
θ∈[−π,π]
ψ(eiθ) ≤ c.(2.2)
Then, there exists a constant C depending only on (θ0, β, c) so that for any z ∈ D, we have
ψ(z) ≤ C|1− z|β.
Proof. Observe that the function |θ|β is Ho¨lder continuous of order β in θ. By using this
fact and suitable cut-off functions in C∞(∂D), we see that there exists a function ψ1 in
Cβ(∂D) so that
ψ1(e
iθ) = c|θ|β for θ ∈ (−θ0/2, θ0/2)
and
ψ1(e
iθ) ≥ c for θ ∈ [−π,−3θ0/4] ∪ [3θ0/4, π].
By (2.2), we have ψ(eiθ) ≤ ψ1(eiθ) on ∂D. Extend ψ1 harmonically to D. Denote also by
ψ1 its harmonic extension. It is classical that ψ1 ∈ Cβ(D), see (3.4) for details. Since ψ is
subharmonic on D and ψ ≤ ψ1 on ∂D, we have ψ ≤ ψ1 on D. As a result,
ψ(z) ≤ ψ1(z) ≤ ψ1(1) + ‖ψ1‖Cβ |1− z|β ,
for any z ∈ D. The desired inequality follows because ψ1(1) = 0. The proof is finished. 
Proof of Theorem 2.3. By [4, Th. 2.7], the compact set X is itself (Cβ , Cβ)-regular for any
β ∈ (0, 1). Let φ˜ be the function on X defined by
φ˜(p) := min
p′∈K
[φ(p′) + A dist(p, p′)α/2]
for p ∈ X and A ≫ ‖φ‖Cα is a fixed big constant. It is not difficult to see that φ˜ is Cα/2
and φ˜ = φ on K. Namely, we have
|φ˜(p)− φ˜(p′)| ≤ A dist(p, p′)α/2
for all p, p′ ∈ X. By (Cα/2, Cα/2)-regularity of X, we have φ˜X = φ˜∗X which is ω0-p.s.h. and
of Ho¨lder class Cα/2. Hence, the proof of Theorem 2.3 is finished if we can show that
φ∗K = φ˜X .(2.3)
Clearly, by definition of φ∗K and φ˜X , we have φ
∗
K ≥ φ˜X . Thus, to prove (2.3), it is enough
to prove that
φK ≤ φ˜
on X because this implies φ∗K ≤ φ˜ thanks to the continuity of the last function. Since A
is big enough and φK is bounded on X, we only need to check that
φK(p) ≤ φ˜(p),(2.4)
for p close to K. This inequality is clear for p ∈ K.
Fix a p 6∈ K close to K. Let p0 be a point in K such that
dist(p, p0) = min
p′∈K
dist(p, p′).
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Put δ = dist(p, p0). It is shown in the proof of [4, Th. 2.7] that φ˜(p) ≥ φ˜(p0) + A′δα/2 for
some big constant A′ independent of p (A′ → ∞ if A → ∞). Hence, in order to prove
(2.4), it suffices to prove that
φK(p) ≤ φ˜(p0) + A′δα/2 = φ(p0) + A′δα/2.(2.5)
As already said above, we only need to consider δ small. Precisely, we will suppose that
δ < r0, where r0 is the constant in Proposition 2.5. Let f , Wp0 ,c0, θ0 be the analytic disc
corresponding to (p0, p), the open neighborhood of p0 and the constants respectively in
that proposition. There is z∗ ∈ D with |1− z∗| ≤ √c0δ so that f(z∗) = p.
Let ψ be an ω0-p.s.h. function on X so that ψ ≤ φ on K. SinceWp0 is biholomorphic to
the unit ball of Cn, there exists a smooth potential ψω0 of ω0 onWp0 , i.e, we have
ddcψω0 = ω0 on Wp0.
Hence, ψ0 := ψ + ψω0 is a p.s.h. function on Wp0 and ψ0 ≤ φ0 := φ + ψω0 on Wp0 ∩ K.
By the smoothness of ψω0 , the function φ0 is also Ho¨lder continuous of order α on any
compact subset ofWp0, hence on f(D). Define ψ1 := ψ0 ◦ f, and φ1 := φ0 ◦ f. Observe that
ψ1 is a p.s.h. function on D and continuous on D. We also have
ψ1(z
∗) = ψ0(p) and φ1(1) = φ0
(
f(1)
)
.(2.6)
Since ‖f‖C1 ≤ c0, the function φ1 is Ho¨lder continuous of order α with a Ho¨lder constant
independent of p, p0 and f. On the other hand, since the disc f is [e
−iθ0 , eiθ0 ]-attached to
K, we have ψ1(e
iθ) ≤ φ1(eiθ) for θ ∈ [−θ0, θ0]. This together with the Ho¨lder continuity of
φ1 yield that
ψ1(e
iθ) ≤ φ1(1) + c|θ|α,
for θ ∈ [−θ0, θ0] and for some positive constant c. Applying Lemma 2.6 to the subhar-
monic function
(
ψ1 − φ1(1)
)
gives
ψ1(z
∗) ≤ φ1(1) + C|1− z∗|α for some positive constant C.(2.7)
Combining (2.6), (2.7) and the definitions of ψ0, φ0, one obtains
ψ(p) ≤ φ0
(
f(1)
)
+ C|1− z∗|α,
for every ω0-p.s.h. ψ on X with ψ ≤ φ on K. Taking the supremum over all such ψ in the
last inequality and using the definition of φK give
φK(p) ≤ φ0
(
f(1)
)
+ C|1− z∗|α ≤ φ(p0) + ‖φ‖Cα|1− z∗|α + C|1− z∗|α ≤ φ(p0) + A′δα/2
because φ ∈ Cα and |1− z∗| ≤ √c0δ. Now consider the case where K has no singularity.
Define
φ˜′(p) := min
p′∈K
[φ(p′) + A dist(p, p′)α]
for p ∈ X and some fixed big constant A≫ ‖φ‖Cα. By using the same argument as above
with φ˜′ in place of φ˜ and the fact that |1 − z∗| ≤ c0δ, we get the desired conclusion. The
proof is finished. 
Proof of Theorems 1.1 and 1.2. We first prove Theorem 1.1. Recall that we have canoni-
cal inclusions: Rn+1 ⊂ Cn+1 ⊂ Pn+1. Let Sn
C
be the complexification of Sn in Pn+1 defined
by the equation
z20 + · · ·+ z2n = z2n+1,
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where [z0 : · · · : zn+1] are the homogeneous coordinates on Pn+1. We see that Sn is
a compact generic submanifold of Sn
C
. Choose X = Sn
C
, K = Sn, φ = 0 and L =
O(1)|X is the restriction of the hyperplane line bundle of Pn+1 to X. Observe that the
restriction H0(X,Lk)|Sn of H0(X,Lk) to Sn is a complex vector space of (complex) di-
mension dimR Pk(Sn). As K is non-pluripolar in SnC, any nonzero holomorphic func-
tion on an open subset of Sn
C
can not annihilate on the whole K. As a result, we have
dimRPk(Sn) = dimR Pk(K). This allows one to choose a common basis for the two vector
spaces H0(X,Lk)|Sn and Pk(K) when defining Fekete points. Therefore, Fekete points in
the complex case are those defined on K as in Introduction. Theorem 1.1 is now a direct
corollary of Theorem 1.4 with the choice of (X,L,K, φ) as above, γ = 1 and α = 1 − ǫ,
for ǫ > 0.
Consider the case where K = Sn, the equilibrium measure µeq(K, 0) coincides with
the normalized volume form on Sn induced by the Euclidean metric on Rn+1 because
µeq(K, φ) is preserved by the actions of the orthogonal matrix group on S
n. Theorem 1.2
is hence obtained in a similar way by using the fact that Sn has no boundary. The proof
is finished. 
Remark 2.7. We discuss here very briefly the case where dimRK = 2n in which the regu-
larity of K can be improved. For simplicity, we consider the following simple model in the
complex dimension 1. Let X = P1 = C ∪ {∞} as in Remark 2.4. Let K be the compact con-
vex polygon in C. Denote by S1, S2, · · · , Sm the consecutive vertices of K. Let π < γj < 2π be
the exterior angle at Sj of K, for 1 ≤ j ≤ m. Put γ = max1≤j≤m γj. Then, K is (Cα, Cαπ/γ)-
regular. When γj = π for all j, we re-obtain [4, Th. 2.7]. The idea for the proof is as
follows. Let φ ∈ Cα(K). In order to get the above regularity of K, it is enough to show
that given any p.s.h. function ψ on C so that ψ ≤ φ on K, then for every j, we have
ψ(z) ≤ φ(Sj) + A|z − Sj|απ/γ for every z close to Sj and for some fixed big constant A.
Let L1 be the open domain of C limited by the two rays S1Sm and S1S2 which does not
contain K. Using an affine change of coordinates, we can suppose that S1 = 0, the ray S1S2
is {z = (x, 0) : x ≥ 0} and L1 ⊃ H := {Im z > 0}. Using the map (z − i)/(z + i) sending
H biholomorphically to D, one easily sees that the map Ψ(z) := (zπ/γ − i)(zπ/γ + i) is a
biholomorphism from L1 to D. Clearly, Ψ is Ho¨lder continuous of order π/γ on an open
neighborhood of S1 in L1. An application of Lemma 2.6 to ψ ◦Ψ−1 gives the desired result.
3. TWO SPECIAL FAMILIES OF ANALYTIC DISCS
3.1. Hilbert transform. Denote by z = x+ iy the complex variable on C and by ξ = eiθ
the variable on ∂D. For any m ∈ N and r > 0, let Bm(0, r) be the Euclidean ball centered
at 0 of radius r of Rm and let B∗m(0, r) = Bm(0, r)\{0}. Denote by | · | the Euclidean norm
on Rm. The same notations will be used for Cn that we sometimes identify with R2n.
Let Z be a submanifold of Rm. The Euclidean metric on Rm induces a metric on Z. For
β ∈ (0, 1) and k ∈ N, let Ck,β(Z) be the space of real-valued functions on Z which are
differentiable up to the order k and whose kth derivatives are Ho¨lder continuous of order
β. This is a Banach space with the Ck,β-norm given by
‖v‖k,β,Z := ‖v‖k,Z + sup
ξ 6=ξ′,ξ,ξ′∈Z
‖Dkv(ξ)−Dkv(ξ′)‖
|ξ − ξ′|β ,
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where ‖ · ‖k,Z := ‖ · ‖Ck(Z) and Dkv denotes the kth-differential of v. In the proof, we
will only use this norm for Z = D or ∂D. When Z is clear from the context, we will
remove the subscript Z from the above notation of norm. For any tuple v = (v0, · · · , vm)
consisting of functions in Ck,β(Z), we define its Ck,β-norm to be the maximum of the ones
of its components.
Recall that an arbitrary continuous function u0(ξ) on ∂D can be extended uniquely to
be a harmonic function on D which is continuous on D. Since this correspondence is
bijective, without stating explicitly, we will freely identify u0 with its harmonic extension
on D. We will write u0(z) = u0(x+ iy) to indicate the harmonic extension of u0(e
iθ). It is
well-known that the Cauchy transform of u0, given by
Cu0(z) := 1
2π
∫ π
−π
u0(e
iθ)
eiθ + z
eiθ − zdθ,
is a holomorphic function on D whose real part is u0. Decomposing the last formula into
the real and imaginary parts, we obtain that
u0(z) =
1
2π
∫ π
−π
(1− |z|2)
|eiθ − z|2 u0(e
iθ)dθ.(3.1)
and
T u0(z) = 1
2π
∫ π
−π
(ze−iθ − z¯eiθ)
i|eiθ − z|2 u0(e
iθ)dθ.
The function T u0 is harmonic on D but is not always continuous up to the boundary of D.
Let k be an arbitrary natural number and let β be an arbitrary number in (0, 1). A result
of Privalov (see [9, Th. 4.12] or [1, Sec. 6.1]) implies that if u0 belongs to Ck,β(∂D), then
T u0 is continuous up to ∂D and ‖T u0‖k,β,∂D is bounded by ‖u0‖k,β,∂D times a constant
independent of u0. Hence, the linear self-operator of Ck,β(∂D) defined by sending u0 to
the restriction of T u0 onto ∂D is bounded and called the Hilbert transform. For simplicity,
we also denote it by T . In the method of analytic discs, it is convenient to use a modified
version T1 of T defined by
T1u0 := T u0 − T u0(1).
Hence we always have T1u0(1) = 0 and
∂θT1u0 = ∂θT u0 = T ∂θu0,(3.2)
see [9, p.121] for a proof. The boundedness of T on Ck,β(∂D) implies that there is a
constant Ck,β > 1 such that for any v ∈ Ck,β(∂D) we have
‖T1v‖k,β,∂D ≤ Ck,β‖v‖k,β,∂D.(3.3)
Extending u0, T1u0 harmonically to D. By construction, the function f(z) := −T1u0(z) +
iu0(z) is holomorphic on D and continuous on D provided that u0 is in Cβ(∂D) with
0 < β < 1. By [10, Th. 4.2], ‖f‖k,β,D is bounded by ‖f‖k,β,∂D times a constant depending
only on (k, β). Since ‖u0‖k,β,D ≤ ‖f‖k,β,D and ‖f‖k,β,∂D ≤ (1 +Ck,β)‖u0‖k,β,∂D by (3.3), we
have
‖u0‖k,β,D ≤ C ′k,β‖u0‖k,β,∂D,(3.4)
for some constant C ′k,β depending only on (k, β). A direct consequence of the above
inequalities is that when u0 is smooth on ∂D, the associated holomorphic function f is
also smooth on D.
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3.2. Analytic discs half-attached to Rn in Cn. The goal of this subsection is to construct
a special family of analytic discs half-attached to Rn in Cn. The main result is Proposition
3.4 presented at the end of the subsection. The reader should keep in mind that the idea
that we use below will be constantly applied later.
In what follows, we identify Cn with Rn + iRn. Let z ∈ B∗2n(0, 1). Let u = (u1, · · · , un)
be a vector with components uj ∈ Ck,β(∂D) for 1 ≤ j ≤ n such that u ≡ 0 on ∂+D.
Then, T1u := (T1u1, · · · , T1un) is a vector in
(
Ck,β(∂D)
)n
. As above, extend u and T1u
harmonically to D. By the last subsection, u and T1u belong to
(Ck,β(D))n. It follows that
the map
f := −T1u+ iu
is a Ck,β mapping from D to Cn which is holomorphic on D and f |∂+D ⊂ Rn. In other
words, f is a Ck,β analytic disc half-attached to Rn in Cn with f(1) = 0. We are going to
choose u depending on the parameter z in a small enough ball centered at 0 such that
there exist z∗ ∈ D and a constant c0 independent of z for which
‖f‖3,D ≤ c0,(3.5)
and
f(z∗) = z and |1− z∗| ≤ c0|z|.(3.6)
Recall that we will systematically identify continuous functions on ∂D with their har-
monic extension to D. Hence, for any continuous function u on ∂D, we can speak of its
derivatives in (x, y) as the ones of its harmonic extension, where z = x+ iy ∈ D.
Lemma 3.1. There exists a function u ∈ C∞(∂D) vanishing on ∂+D so that ∂xu(1) = −1.
Proof. Differentiating (3.1) gives
∂xu(1) =
1
2π
∫ π
−π
u(eiθ)
cos θ − 1dθ.
Note that the last integral is well-defined because u vanishes on ∂+D. It is easy to choose
a smooth u so that the above integral is equal to −1 and u ≡ 0 on ∂+D. The proof is
finished. 
Lemma 3.2. Let u be a functions as in Lemma 3.1. Then there exist two smooth functions
g1, g2 defined on [0, 1] so that u(1− s+ is) = s+ s2g1(s) and −T1u(1− s+ is) = s+ s2g2(s),
for every s ∈ [0, 1].
Proof. On the other hand, the Cauchy-Riemann equations imply −∂xT1u(1) = ∂yu(1) = 0
(because u vanishes on ∂+D) and −∂yT1u(1) = −∂xu(1) = 1. Define
g1(s) :=
1
2
∫ 1
0
(∂2x − 2∂x∂y + ∂2y)u
(
t(1− s+ is) + (1− t))dt
and
g2(s) := −1
2
∫ 1
0
(∂2x − 2∂x∂y + ∂2y)T1u
(
t(1− s+ is) + (1− t))dt.
A direct application of Taylor’s expansions to u and −T1u shows that g1 and g2 satisfy the
desired property. 
We will repeatedly use the following known version of the inverse function theorem.
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Lemma 3.3. Let m ∈ N∗. Let Φ0 be a function from Bm(0, 1) to Rm. Assume that there are
a nondegenerate square matrix A of order m and a M -Lipschitz function g on Bm(0, 1) for
some constant M > 0 such that
Φ0(z) = Az+ g(z),
for every z ∈ Bm(0, 1) and g(0) = 0, |A−1|lnM < 1, where |A−1|ln is the norm of the
linear self-map of Rm associated with A−1. Then, for every 0 < r < 1 and every z˜ ∈
Bm
(
0, 1−|A
−1|lnM
|A−1|ln
r
)
, there exists a unique point z∗ ∈ Bm(0, r) such that Φ0(z∗) = z˜.
Proof. Since g isM -Lipschitz on Bm(0, 1), we have
|g(z)− g(z′)| ≤M |z− z′|,
for all z, z′ ∈ Bm(0, 1). In particular, we have |g(z)| ≤ M |z| because g(0) = 0. Let z˜ be a
point in Bm
(
0, 1−|A
−1|lnM
|A−1|ln
r
)
. The equation Φ0(z) = z˜ is equivalent to z = A
−1
(
z˜ − g(z)).
Let r ∈ (0, 1). Define
R(z) := A−1
(
z˜− g(z)),
for z ∈ Bm(0, r). Then R is a self-map of Bm(0, r). Indeed, we have
|R(z)| ≤ |A−1|ln|z˜− g(z)| ≤ |A−1|ln
(|z˜|+M |z|) ≤ |A−1|ln(1− |A−1|lnM|A−1|ln r +Mr
)
= r,
for any z ∈ Bm(0, r). Additionally, similar estimates also gives
|R(z)−R(z′)| ≤ |A−1|lnM |z− z′|.
Since |A−1|lnM < 1, R is a contraction of Bm(0, r). Since the last metric space is com-
pact, the fixed point theorem applied to R implies that R has a unique fixed point z∗ ∈
Bm(0, r). Equivalently, there is a unique point z
∗ ∈ Bm(0, r) for which Φ0(z∗) = z˜. 
For any two vectors vj = (vj1, · · · , vjn) ∈ Rn with j = 1 or 2, we denote by v1 · v2 the
vector in Rn whose lth component is v1l v
2
l for 1 ≤ l ≤ n. Let u be a function as in Lemma
3.1. By abuse of notation, denote also by u the vector of C∞(∂D)n whose components are
all equal to u.We define
uz,t(e
iθ) := tu(eiθ) · Im z|z| ,(3.7)
for any z ∈ B∗2n(0, 1) and t ∈ (0, 1]. Extend uz,t harmonically to D. Define
F (z, z, t) := t(Re z− Im z)− T1(uz,t)(z) + iuz,t(eiθ),(3.8)
for any z ∈ D, z ∈ B∗2n(0, 1) and t ∈ (0, 1].We have following properties of F.
Proposition 3.4. The map F : D×B∗2n(0, 1)×(0, 1]→ Cn is smooth and the three following
conditions hold:
(i) for any z ∈ B∗2n(0, 1) and t ∈ (0, 1], the mapping F (·, z, t) is a smooth analytic disc
half-attached to Rn in Cn, and F (1, z, t) = t(Re z− Im z) ∈ Bn(0, 2t) ⊂ Rn,
(ii) there exists a constant r0 > 0 so that for any z ∈ B∗2n(0, r0) and t ∈ (0, 1], there exists
z
∗ ∈ B∗2n(0, 1) for which
F (1− |z∗|+ i|z∗|, z∗, t) = tz
and |z∗| ≤ 2|z|,
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(iii) there exists a constant c0 > 1 so that for any z ∈ B∗2n(0, 1) and t ∈ (0, 1], we have
‖F (·, z, t)‖3 ≤ tc0 and ‖DzF (·, z, t)‖2 ≤ tc0|z|−1,(3.9)
where Dz is the differential with respect to z.
Proof. The properties (i) and (iii) automatically hold by our construction. It remains to
prove (ii). Fix t ∈ (0, 1]. For every z ∈ B∗2n(0, 1), define Φ(z) := F (1 − |z| + i|z|, z, t) and
Φ(0) := 0. Applying Lemma 3.2 to each component of uz,t and s = |z|, using (3.7) and
(3.8), there exists a smooth map g0 : [0, 1]→ Rn such that
Φ(z) = t(Re z− Im z) + t Im z+ t|z|2g0(|z|) · ImT (z)|z| = tz+ t|z|g0(|z|) · ImT (z).
Put
g(z) := t|z|g0(|z|) · ImT (z).
Let r0 < 1/16min{‖g0‖−11 , 1}. Observe that g(0) = 0 and
‖g‖1,B∗
2n(0,2r0)
≤ t/4 < t/2
Thus, g is t/2-Lipschitz on B2n(0, 2r0). Applying Lemma 3.3 to Φ in place of Φ0, A = tId
and g as above shows that for any z ∈ B∗2n(0, r0), there exists z∗ ∈ B∗2n(0, 2r0) for which
Φ(z∗) = tz. Moreover, the last equation implies that
t|z| ≥ t|z∗| − |g(z∗)| ≥ t|z∗| − t/2|z∗|.
Hence, |z∗| ≤ 2|z|. The proof is finished. 
For each z ∈ B∗2n(0, r0), define f(z) := F (z, z∗, 1) and z∗ := 1 − |z∗| + i|z∗|. It is clear
that f and z∗ satisfy the two conditions (3.5) and (3.6).
3.3. Analytic discs partly attached to (R+)n in Cn. The goal of this subsection is to
construct a family F ′ of analytic discs which somewhat resembles the one in Proposition
3.4 and partly attached to (R+)n in Cn, where R+ is the set of nonnegative real numbers.
The arguments used in the last subsection do not permit us to control the position of the
part of the boundary of the disc in Rn. The idea is to construct discs which look like the
image of F under the map (z1, · · · , zn) 7−→ (z21 , · · · , z2n), this image is half-attached to
(R+)n, where F is the family in the last subsection.
At the end of this subsection, we also introduce an another family F ′
τ
of discs half-
attached to Rn parametrized by τ ∈ Bn(0, 2) which contains F ′ as a subfamily. Let us
explain why we need such F ′
τ
. In the general case considered in Section 4, the required
analytic discs in Proposition 2.5 can be obtained as a small perturbation of F ′. Due to the
nonsmoothness of (R+)n (or the submanifoldK with singularity in the general case), any
family of discs partly attached to (R+)n is generally no longer so when being perturbed.
Hence, in order to control the perturbed family, one should embed F ′ in the bigger family
F ′
τ
which is more stable under perturbation.
Define
ρ1(θ) :=
1
2π(cos θ − 1) and ρ2(θ) := −
sin θ
2π(cos θ − 1)2 ,(3.10)
for θ ∈ [−π, π].
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Lemma 3.5. Let u be harmonic function on D and smooth on D. Assume that u vanishes on
∂+D. Then, we have ∂yu(1) = 0, ∂
2
yu(1) = ∂xu(1), ∂
2
xu(1) = −∂xu(1) and
∂xu(1) =
∫ π
−π
u(eiθ)ρ1(θ)dθ and ∂x∂yu(1) =
∫ π
−π
u(eiθ)ρ2(θ)dθ.
Proof. Firstly, observe that for an arbitrary C2 function u(x+ iy) on D, we have
∂θu(e
iθ)|θ=0 = ∂yu(1) and ∂2θu(eiθ)|θ=0 = ∂2yu(1)− ∂xu(1).(3.11)
Now let u be the function in the statement. The last two equalities combined with the
fact that u|∂+D ≡ 0 imply that
∂yu(1) = 0, ∂
2
yu(1) = ∂
2
θu(1) + ∂xu(1) = ∂xu(1).(3.12)
Since ∆u(z) = 0, we get ∂2xu(1) = −∂2yu(1) = −∂xu(1). On the other hand, it is computed
in the proof of Lemma 3.1 that ∂xu(1) =
∫ π
−π
u(eiθ)ρ1(θ)dθ. Differentiating the Poisson
kernel at (1, 0) gives
∂x|x=1∂y|y=0 1− |z|
2
2π|eiθ − z|2 = 2∂x|x=1
−y|eiθ − z|2 + (1− x2 − y2) sin θ − y(1− |z|2)
2π|eiθ − (x+ iy)|4
∣∣∣∣
y=0
= 2 sin θ ∂x|x=1 1− x
2
2π(x2 − 2x cos θ + 1)2
= 4 sin θ
−x
2π(x2 − 2x cos θ + 1)2
∣∣∣∣
x=1
= − sin θ
2π(cos θ − 1)2 = ρ2(θ).
Combining this with (3.1) shows that ∂x∂yu(1) =
∫ π
−π
u(eiθ)ρ2(θ)dθ. The proof is finished.

Corollary 3.6. Let u be a function as in Lemma 3.5. There are smooth functions g1, g2
defined on [0, 1] and g3 defined on [−π/2, π/2] so that for any s ∈ [0, 1], we have
u(1− s) = −s∂xu(1)− s2∂xu(1)
2
+ s3g1(s) and − T1u(1− s) = s2∂x∂yu(1)
2
+ s3g2(s),
and
−T1u(eiθ) = −∂xu(1)θ − ∂x∂yu(1)
2
θ2 + θ3g3(θ),
for any θ ∈ [−π/2, π/2]. Moreover, there is a constant c independent of u for which ‖gj‖0 ≤
c‖u‖4,∂D for j = 1, 2, 3.
Proof. This is an analogue of Lemma 3.2. Recall that we have
−∂xT1u(1) = ∂yu(1) = 0 and − ∂xT1u(z) = ∂yu(z).
Thus, −∂2xT1u(z) = ∂x∂yu(z). Letting z = 1 in the last equality gives −∂2xT1u(1) =
∂x∂yu(1). Using the last equalities and (3.12) and Taylor’s expansions at s = 0 for u(1−s)
and for −T1u(1− s), we get g1, g2 and the first two equalities. By (3.11), we have
−∂θT1u(eiθ) = −∂yT1u(1) = −∂xu(1)
and
−∂2θT1u(eiθ) = −∂2yT1u(1)− ∂xT1u(1) = −∂2yT1u(1) = −∂x∂yu(1).
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This combined with Taylor’s expansion at θ = 0 of −T1u(eiθ) gives g3 and the third
equality. Since gj are the remainder in Taylor’s expansions up to the order 2, we also see
that there is a constant c independent of u so that for 1 ≤ j ≤ 3,
‖gj‖0 ≤ max{‖u‖3,D, ‖T1u‖3,D} ≤ c‖u‖4,∂D,
by (3.4) and (3.3). The proof is finished. 
Let z˜ ∈ D, δ ∈ (0, 1] and γ ∈ (0, 1]. We want to construct a function u on ∂D which
is differentiable enough such that ∂xu(1) and ∂x∂yu(1) equal to prescribed values. Note
that we always identify u with its harmonic extension on D. Precisely, we want to choose
u so that
−δ∂xu(1)− δ2∂xu(1)
2
= Im z˜ and δ2
∂x∂yu(1)
2
= Re z˜ − γ.(3.13)
The last system is equivalent to
∂xu(1) = − 2 Im z˜
δ(2 + δ)
and ∂x∂yu(1) = −2(γ − Re z˜)
δ2
·(3.14)
In order to construct a such u satisfying the last property, we will need the following
lemma.
Lemma 3.7. Letm be a positive integer. Let {aj}1≤j≤m be real smooth functions on ∂D such
that they are linearly independent in C∞(∂D). Then there exist bj ∈ C∞(∂D) with 1 ≤ j ≤ m
so that ∫ π
−π
bj(e
iθ)aj′(e
iθ)dθ = δjj′,
for all 1 ≤ j, j′ ≤ m, where δjj′ is the Kronecker delta.
Proof. Let Lj : C∞(∂D)→ R be the linear functional defined by
Lj(v) =
∫ π
−π
aj(e
iθ)v(eiθ)dθ,
for v ∈ C∞(∂D) and 1 ≤ j ≤ m. The linear independence of aj and the density of smooth
functions in L2(∂D) imply that {Lj}1≤j≤m are linearly independent. A basic result of
linear algebra says that for any 1 ≤ j ≤ m,
( ⋂
j′ 6=j
KerLj′
)\KerLj 6= ∅.
In the other words, there is bj ∈ C∞(∂D) satisfying Lj′(bj) = δjj′. The proof is finished. 
Lemma 3.8. There exist two functions u1(e
iθ), u2(e
iθ) ∈ C∞(D) vanishing on ∂+D such that
∂xu1(1) = ∂x∂yu2(1) = 1 and ∂xu2(1) = ∂x∂yu1(1) = 0.(3.15)
Proof. By Lemma 3.5, the condition (3.15) is equivalent to∫ π
−π
u1ρ1dθ =
∫ π
−π
u2ρ2dθ = 1 and
∫ π
−π
u1ρ2dθ =
∫ π
−π
u2ρ1dθ = 0.
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Put ∂−D = ∂D\∂+D. Let χ ∈ C∞(∂D) with suppχ ⊂ ∂−D and χ 6≡ 0. Let a1 = χρ1(θ), a2 =
χρ2(θ). Observe that these functions are linearly independent in C∞(∂D). This allows us
to apply Lemma 3.7 to a1, a2. Hence, we obtain b1, b2 ∈ C∞(∂D) with∫ π
−π
bjaj′dθ = δ
j
j′.
Let u1 := χb1 and u2 := χb2. One easily checks that u1 and u2 satisfies the desired property.
The proof is finished. 
Define
uz˜,δ,γ(e
iθ) = −u1(eiθ) 2 Im z˜
δ(2 + δ)
− u2(eiθ)2(γ − Re z˜)
δ2
·(3.16)
We deduce from Lemma 3.8 and (3.14) that uz˜,δ,γ enjoys the property (3.13). The fol-
lowing explains our choice of uz˜,δ,γ.
Lemma 3.9. Let (z˜, δ, γ) ∈ D× (0, 1]2 so that
γ ≥ 2|z˜| and 2√γ ≥ δ ≥
√
γ
2
.(3.17)
Then, there are a positive constant θc independent of (z˜, δ, γ) and a smooth function gz˜,δ,γ(s)
defined on [0, 1] depending smoothly on the parameter (z˜, δ, γ) such that ‖gz˜,δ,γ‖1 is bounded
independently of (z˜, δ, γ) and the analytic disc
fz˜,δ,γ := γ − T1uz˜,δ,γ + iuz˜,δ,γ
is [e−iθ0 , eiθ0]-attached to R+ in C and fz˜,δ,γ(1− δ) = z˜+ δ3gz˜,δ,γ(δ).Moreover, the quantities
δ‖Dδ gδ(·)‖0 and ‖D(z˜,γ)gz˜,δ,γ(·)‖0
are bounded independently of (z˜, δ, γ), where g is considered as a function of (s, z˜, δ, γ) and
D(z˜,δ,γ) is the differential with respect to (z˜, δ, γ).
Proof. Corollary (3.6), (3.16) and (3.13) show that there exist smooth functions g1, g2
defined on [0, 1] depending smoothly on (z˜, δ, γ) for which
f(1− δ) = γ + Re z˜ − γ + δ3g1(δ) + i
(
Im z˜ + δ3g2(δ)
)
= z˜ + δ3
(
g1(δ) + ig2(δ)).
Hence, it is immediate to see that the function
gz˜,δ,γ(δ) := g1(δ) + ig2(δ)
satisfies f(1− δ) = z˜ + δ3g(δ). By the hypothesis on (z˜, δ, γ), we have
∣∣ 2 Im z˜
δ(2 + δ)
∣∣ ≤ 2, 1
4
≤ 2(γ − Re z˜)
δ2
≤ 12.(3.18)
This yields that ‖g1‖1 and ‖g2‖1 are bounded independently of (z˜, δ, γ), hence, so is ‖g‖1.
Estimating δ‖Dδ gz˜,δ,γ(·)‖0 and ‖D(z˜,γ)gz˜,δ,γ(·)‖0 is done similarly.
Now we prove that fz˜,δ,γ is partly attached to R
+. To this end, it suffices to check the
sign of the real part of fz˜,δ,γ. Using again Corollary (3.6), (3.16) and (3.13) implies that
for θ ∈ [−π/2, π/2], we have
Re fz˜,δ,γ(e
iθ) = γ +
2 Im z˜
δ(2 + δ)
θ +
2(γ − Re z˜)
δ2
θ2 + θ3g3(θ),
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where g3(θ) is a smooth function on [−π/2, π/2] whose supnorm is bounded indepen-
dently of (z˜, δ, γ). Let c be a such upper bound of ‖g3‖0. Put
f˜1(θ) := γ +
2 Im z˜
δ(2 + δ)
θ +
γ − Re z˜
δ2
θ2
and
f˜2(θ) :=
γ − Re z˜
δ2
θ2 + θ3g3(θ).
We have Re fz˜,δ,γ(e
iθ) = f˜1(θ) + f˜2(θ). By the second inequality of (3.18), one sees that
f˜2(θ) ≥ θ2/8 + θ3g3(θ) ≥ θ2
(
1/8− |θ|‖g3‖0) ≥ 0
provided that |θ| ≤ min{π/2, 1/(8c)}. Observe that f˜1(θ) is a quadratic polynomial in θ.
Its discriminant equals to
1
δ2
[
Im2 z˜
(2 + δ)2
− γ(γ − Re z˜)
]
≤ 1
δ2
[
Im2 z˜ − γ2/2] ≤ 0,
because δ ≥ 0 and γ ≥ 2|z˜|. This means that f˜1(θ) ≥ 0 for all θ. Hence, Re fz˜,δ,γ(eiθ) ≥ 0
for |θ| ≤ θ0 := min{π/2, 1/(8c)}. The proof is finished. 
Now let z = (z1, · · · , zn) ∈ B∗2n(0, 12n) and let t ∈ (0, 1]. In the formula (3.16), let
γ = 2|z|, δ =
√
|z| and z˜ = zj ,
where zj is the j
th component of z, denote by u′
z;j the function uz˜,δ,γ with the above choice
of (z˜, δ, γ).
Define u′
z,t to be the vector of C∞(D)n whose jth component is equal tu′z;j, for 1 ≤ j ≤ n.
Extend u′
z,t harmonically to D. Define
F ′(z, z, t) := 2t(|z|, · · · , |z|)− T1(u′z,t)(z) + iu′z,t,(3.19)
for z ∈ D, where (|z|, · · · , |z|) ∈ Rn. Then, F ′ is a family of analytic discs half-attached
to Rn and F ′(1, z, t) = t(|z|, · · · , |z|) ∈ (R+)n. The following is just a reformulation of
(3.14).
∂xu
′
z,t(1) = −
2t Im z√|z|(2 +√|z|) and ∂x∂yu
′
z,t(1) = −
2t(2|z| − Re z)
|z| ,(3.20)
where we wrote |z| for (|z|, · · · , |z|) in the last equality.
Proposition 3.10. The map F ′ : D × B∗2n(0, 12n) × (0, 1] → Cn is smooth and there exists
two constants r′0 ∈ (0, 1/4) and c0 > 1 such that the three following conditions hold:
(i) for any z ∈ B∗2n(0, 12n) and t ∈ (0, 1], the mapping F ′(·, z, t) is a smooth analytic disc
[eic
−1
0 , eic
−1
0 ]-attached to (R+)n in Cn, and
F ′(1, z, t) = 2t(|z|, · · · , |z|) ∈ Bn(0, 1) ∩ (R+)n,
(ii) for any z ∈ B∗2n(0, r′0) and t ∈ (0, 1], there exists an z∗ ∈ B∗2n(0, 2r′0) for which
F ′(1− |z∗|, z∗, t) = tz
and |z∗| ≤ 2|z|,
(iii) for any z ∈ B∗2n(0, 12n) and t ∈ (0, 1], we have
‖F ′(·, z, t)‖5 ≤ tc0 and ‖DzF ′(·, z, t)‖4 ≤ tc0|z|−1,(3.21)
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where Dz is the differential with respect to z.
Proof. Since F ′(z, z, t) = tF ′(z, z, 1), it is enough to verify the three above conditions for
t = 1. It is clear that (γ, δ, z˜) = (2|z|,√|z|, zj) satisfies the condition (3.17) for 1 ≤ j ≤ n.
Hence, direct consequences of Lemma 3.9 and (3.19) show that there exists a constant
c0 > 1 for which the property (i) and (iii) hold. It remains to verify (ii). We will use the
same idea as in the proof of Proposition 3.4.
Fix t ∈ (0, 1]. Let Φ′(z) := F ′(1 − |z|, z, t) for z ∈ B∗2n(0, 12n) and Φ′(0) := 0. By the
above reason and Lemma 3.9, there exists a smooth map gz(s) : [0, 1] → Rn depending
smoothly on z ∈ B∗2n(0, 12n) such that
Φ′(z) = tz + t|z|3/2gz(
√
|z|).
Note that the homogeneity of F ′ in t implies that gz is independent of t. Put
g′(z) := t|z|3/2gz(
√
|z|).
Observe that g′(0) = 0 and
Dzg
′(z) =
3t|z|1/2
2
gz(|
√
|z|) + t|z|3/2{Dzgz(√|z|) +Dsgz(√|z|)Dz√|z|}.
Lemma 3.9 for (γ, δ, z˜) = (2|z|,√|z|, zj) implies that√|z|Dzgz(√|z|) and Dsgz(√|z|) are
bounded independently of z. As a consequence, we have
|Dzg′(z)| ≤ c|z|1/2t,
for some constant c independent of (z, t). Let r′0 := (2c)
−2/3. The last inequality yields
that |Dzg′(z)| ≤ t/2 for z ∈ B∗2n(0, 3r′0). Thus, g′ is t/2-Lipschitz on B2n(0, 2r′0). Applying
Lemma 3.3 to Φ′ in place of Φ0, A = tId and g
′ as above shows that for any z ∈ B∗2n(0, r′0),
there exists z∗ ∈ B∗2n(0, 2r′0) for which Φ′(z∗) = tz. Moreover, the last equation implies
that
t|z| ≥ t|z∗| − |g(z∗)| ≥ t|z∗| − t/2|z∗|.
Hence, |z∗| ≤ 2|z|. The proof is finished. 
As explained at the beginning, let us now introduce a new parameter τ ∈ Bn(0, 2) and
a family F ′
τ
of analytic discs half-attached to Rn contains F ′ as a subfamily.
Lemma 3.11. Let u1 be the function in Lemma 3.8. Then, the function u˜ := 10u1 is smooth
on ∂D and vanishes on ∂+D and
∂xu˜(1) = 10, ∂x∂yu˜(1) = 0.(3.22)
Proof. This is obvious by the properties of u1. The proof is finished. 
Let z and t be as above. Put
u′
z,t,τ (z) := u
′
z,t(z) + tτ · u˜(z),(3.23)
where τ ∈ Bn(0, 2). The parameter τ will play a role as a control parameter. Define
F ′
τ
(z, z, t) := 2t(|z|, · · · , |z|)− T1u′z,t,τ (z) + iu′z,t,τ (z),(3.24)
for z ∈ B∗2n(0, 12n), t ∈ (0, 1] and τ ∈ Bn(0, 2). By construction, F ′τ is a family of discs half-
attached to Rn and when τ = 0 we have F ′0 ≡ F ′ which is the family constructed earlier.
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By choosing the constant c0 in Proposition 3.10 big enough, for any z ∈ B∗2n(0, 12n), t ∈
(0, 1] and τ ∈ Bn(0, 2), we have
‖Dj
τ
F ′
τ
(·, z, t)‖4 ≤ tc0 and ‖DjτDzF ′τ (·, z, t)‖3 ≤ tc0|z|−1,(3.25)
for j = 0, 1 and
D2
τ
F ′
τ
(1, z, t) ≡ 0, Dτu′z,t,τ (1) = 10t,(3.26)
where the right-hand side of the last equality denotes the diagonal matrix of order n
whose coefficients on the diagonal are all equal to 10t.
4. ANALYTIC DISCS PARTLY ATTACHED TO K
Fix a smooth Riemannian metric on X. Let p0 be an arbitrary point of K. Our goal is to
construct special families of analytic discs partly attached to K in a small neighborhood
of p0 in X. Since K is a generic submanifold, its dimension is at least n.We first study the
case where dimRK = n. Then we deduce the case of higher dimension by considering
(local) generic submanifolds of K. In what follows, the notations & and . respectively
mean ≥ and ≤ up to a positive constant depending only on the geometry of (K,X).
4.1. The case where K has no singularity. In this subsection, we consider the case
where K has no singularity and dimRK = n. The C3-differentiability of K is enough
for our proof. The local coordinates described in Lemma 4.1 below are used widely in
the Cauchy-Riemann geometry. Since we need to use concrete estimates uniform in p0,
a complete proof will be presented. We refer to the beginning of Subsection 3.1 for the
notation of the norms of maps below.
Lemma 4.1. There exist constants c1, rK > 1 depending only on (K,X) and a local chart
(Wp0,Ψ) around p0, where Ψ : Wp0 → B2n(0, rK) is biholomorphic with Ψ(p0) = 0 such
that the two following conditions hold:
(i) we have
‖Ψ‖1 ≤ c1, ‖Ψ−1‖1 ≤ c1,
(ii) there is a C3 map h from Bn(0, 1) to Rn so that h(0) = Dh(0) = 0, where Dh denotes
the differential of h, and
Ψ(K ∩Wp0) ⊃ {(x, h(x)) : x ∈ Bn(0, 1)},
where the canonical coordinates on Cn = Rn + iRn are denoted by z = x + iy, and
‖h‖3 ≤ c1.(4.1)
Proof. We cover X by a finite family of charts (Wj ,Ψj), where Wj is an open subset
of X and Ψj is a biholomorphic map from Wj to the ball B2n(0, 2). We choose these
charts so that Ψ−1j
(
B2n(0, 1)
)
also cover X. This choice is independent of p0. Consider
a chart (Wj0,Ψj0) such that p0 belongs to Ψ
−1
j0
(
B2n(0, 1)
)
. Define Wp0 := Wj0 and Ψ :=
Ψj0 − Ψj0(p0). Let z = (z1, · · · , zn) be the coordinates on Cn. Identify K ∩ Wp0 with
Ψ(K ∩Wp0) for convenience. By the hypothesis on K, we have
TR
z
K + iTR
z
K = Cn.
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This implies that there are a positive constant c1 independent of p0 and a linear change
of coordinates Ψ′ = (Ψ′1, · · · ,Ψ′n) of Cn such that
‖Ψ′‖1 ≤ c1, ‖Ψ′−1‖1 ≤ c1(4.2)
and
Ψ′(p0) = 0 and Ψ
′(TRp0K) = {ImΨ′k = 0, 1 ≤ k ≤ n},
where TR
z
K is considered naturally as an affine subspace of Cn. Replacing Ψ by Ψ′ ◦ Ψ,
we can suppose that Ψ(p0) = 0 and
Ψ∗(T
R
p0K) = {Im zk = 0, 1 ≤ k ≤ n} = {z = x+ i0} ≡ Rn.
By rescaling Ψ (by a constant independently of p0) if necessary, the submanifold
K ∩Wp0 ∩ {z ∈ Cn : Re z ∈ Bn(0, 1)}
is the graph of a C3 map h = (h1, · · · , hn) over Bn(0, 1) of Rn. By construction, we have
h(0) = Dh(0) = 0. The compactness ofK and (4.2) insure that there is a positive constant
c1 independent of p0 such that ‖h‖3 ≤ c1. The proof is finished. 
From now on, we only use the local coordinates introduced in Lemma 4.1 and identify
points in Wp0 with those in B2n(0, rK) via Ψ. Property (i) of Lemma 4.1 implies that the
distance on X is uniformly comparable with the Euclidean distance measured by the
local coordinates given in Lemma 4.1. Hence, in what follows, we make no distinction
between these two distances. The estimate (4.1) implies that
|h(x)| ≤ c1|x|2, |Dh(x)| ≤ c1|x| for |x| ≤ 1.(4.3)
For each z ∈ B∗2n(0, 1) and t ∈ (0, 1], let uz,t be the map defined in (3.7). Let F and c0
be the family of analytic discs and the constant respectively in Proposition 3.4. In order
to construct an analytic disc half-attached to K, it suffices to find a map
U : ∂D → Bn(0, 1) ⊂ Rn,
which is Ho¨lder continuous, satisfying the following Bishop-type equation
Uz,t(ξ) = t(Re z− Im z)− T1
(
h(Uz,t)
)
(ξ)− T1uz,t(ξ),(4.4)
where z and t are parameters in B∗2n(0, 1) and (0, 1) respectively. Indeed, suppose that
(4.4) has a solution. For simplicity, we use the same notation Uz,t(z) to denote the
harmonic extension of Uz,t(ξ) to D. Let Pz,t(z) be the harmonic extension of h
(
Uz,t(ξ)
)
to
D. Define
F h(z, z, t) := Uz,t(z) + iPz,t(z) + iuz,t(z)
which is a family of analytic discs parametrized by (z, t). For any ξ ∈ ∂+D, the defining
formula of F h and the fact that uz,t ≡ 0 on ∂+D imply that
F h(ξ, z, t) = Uz,t(ξ) + iPz,t(ξ) = Uz,t(ξ) + ih
(
Uz,t(ξ)
) ∈ K
by Property (ii) of Lemma 4.1. In other words, F h is half-attached to K. Moreover we
have
F h(1, z, t) = t(Re z− Im z) + ih(tRe z− t Im z).
In what follows, it is convenient to regard Uz,t(z) as a function of three variables (z, z, t).
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Proposition 4.2. There is a small positive number t1 ∈ (0, 1) independent of (z, p0) so that
for any t ∈ (0, t1] and any z ∈ B∗2n(0, 1), the equation (4.4) has a unique solution Uz,t such
that Uz,t(ξ) is C2, 12 in ξ, the partial derivative DzUz,t exists and is C1, 12 in ξ ∈ ∂D. Moreover,
the two following estimates hold:
‖Uz,t(·)‖2, 1
2
≤ 4c0t, ‖DzUz,t(·)‖1, 1
2
≤ 4c0t|z|−1.(4.5)
Proposition 4.2 except (4.5) is a direct corollary of a more general result due to Tu-
manov, see [10, Th. 4.19]. Since we do not need the optimal regularity for Uz,t (whereas
it is the case for Tumanov’s result), the proof is simpler. We will follow the presentation
in [10]. Firstly, we need the following preparatory lemma on the norms of the Ho¨lder
spaces.
Lemma 4.3. Let g1 and g2 be functions defined on ∂D with suitable differentiability. Then
we have
‖g1g2‖ 1
2
≤ ‖g1‖ 1
2
‖g2‖ 1
2
(4.6)
and
‖g1g2‖1, 1
2
≤ 4‖g1‖1, 1
2
‖g2‖1, 1
2
.(4.7)
Moreover, there exists a positive constant c(n) such that for any maps g1, g2 from ∂D to
Bn(0, 1) and any function f on Bn(0, 1), we have
‖f ◦ g1 − f ◦ g2‖1, 1
2
≤ c(n){1 + ‖g2‖1, 1
2
}‖f‖2‖g1 − g2‖1, 1
2
(4.8)
and
‖f ◦ g1‖1, 1
2
≤ c(n){‖Df ◦ g1‖0‖g1‖1, 1
2
+ ‖f‖2‖g1‖21, 1
2
}
.(4.9)
and
‖f ◦ g1‖1, 1
2
≤ c(n){1 + ‖g1‖1, 1
2
}‖f‖2‖g1‖1, 1
2
.(4.10)
Proof. Write
g1(ξ)g2(ξ)− g1(ξ′)g2(ξ′) = g1(ξ)
(
g2(ξ)− g2(ξ′)
)
+
(
g1(ξ)− g2(ξ′)
)
g2(ξ
′),
for any ξ, ξ′ ∈ ∂D. Using the last equality and the definition of the C 12 , one easily gets
(4.6). Since D(g1g2) = (Dg1)g2 + g1Dg2, using (4.6) and the definition of C1, 12 gives
‖g1g2‖1, 1
2
≤ ‖g1g2‖1 + ‖D(g1g2)‖ 1
2
≤ ‖g1‖1‖g2‖1 + ‖Dg1‖ 1
2
‖g2‖1 + ‖g1‖1‖Dg2‖ 1
2
≤ 4‖g1‖1, 1
2
‖g2‖1, 1
2
.
Hence, (4.7) follows.
Now we prove (4.8). Let g1, g2, f be as in the hypothesis of (4.8). We have
D
(
f(g1)−f(g2)
)
= Df(g1)Dg1−Df(g2)Dg2 = Df(g1)(Dg1−Dg2)+
(
Df(g1)−Df(g2)
)
Dg2.
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Applying (4.6) to the last sum shows that there exists a positive constant c′(n) depending
only on n so that
‖f(g1)− f(g2)‖1, 1
2
≤ ‖f(g1)− f(g2)‖1 + ‖D
(
f(g1)− f(g2)
)‖ 1
2
≤ c′(n)
{
‖f‖1‖g1 − g2‖1 + ‖f‖2‖g1 − g2‖0‖g2‖1+
+ ‖Df(g1)‖ 1
2
‖Dg1 −Dg2‖ 1
2
+ ‖f‖2‖g1 − g2‖ 1
2
‖g2‖1, 1
2
}
≤ c′(n){1 + 3‖g2‖1, 1
2
}‖f‖2‖g1 − g2‖1, 1
2
.
Hence, (4.8) follows by choosing c(n) = 3c′(n). The inequality (4.9) is deduced by using
the same method and (4.10) is a direct consequence of (4.9). The proof is finished. 
Proof of Proposition 4.2. Let C1,1/2 and C2,1/2 be the constants Ck,β appearing in (3.3)
with k = 1, 2 and β = 1/2. Let c(n) be the constant in Lemma 4.3. Define
t1 :=
(
40c0c1c(n)max{C1,1/2, C2,1/2}+ 4c0
)−2
.
Fix t ∈ (0, t1) and z ∈ B∗2n(0, 1). Let A be the set of C1,
1
2 maps
U : ∂D → Bn(0, 4c0t)
such that ‖U‖1, 1
2
≤ 4c0t. Endow A with the C1, 12 -norm making it become a closed subset
of a suitable Banach space. Define
G(U) := t(Re z− Im z)− T1
(
h(U)
)− T1uz,t.(4.11)
We will show that G is a well-defined self-map of A and is a contraction.
Let U ∈ A. Note that since z ∈ B∗2n(0, 1), we have |Re z − Im z| ≤ 2. By (3.3) and
Proposition 3.4, we get
‖G(U)‖1, 1
2
≤ 2t+ ‖T1‖1, 1
2
‖h(U)‖1, 1
2
+ ‖F (·, z, t)‖2 ≤ C1,1/2‖h(U)‖1, 1
2
+ 3c0t(4.12)
because we chose c0 > 1. The inequality (4.9) for f = h and g1 = U combined with (4.3)
yields that
‖h(U)‖1, 1
2
≤ 2c(n)c1‖U‖21, 1
2
.(4.13)
We deduce from (4.13) and (4.12) that
‖G(U)‖1, 1
2
≤ 2c1c(n)C1,1/2‖U‖21, 1
2
+ 3c0t ≤ 4c0t(4.14)
and similarly using (4.11) gives
‖G(U)−G(U ′)‖1, 1
2
≤ 2c1c(n)C1,1/2‖U − U ′‖21, 1
2
(4.15)
≤ 16c0c1c(n)C1,1/2t‖U − U ′‖1, 1
2
≤ t1/2‖U − U ′‖1, 1
2
,
for any U, U ′ ∈ A. The inequality (4.14) shows that G is well-defined. And the contrac-
tivity of G follows from (4.15). By the fixed point theorem, G has a unique fixed point
Uz,t ∈ A. In other words, the equation (4.4) has a unique solution Uz,t ∈ C1, 12 (D) and
‖Uz,t‖1, 1
2
≤ 4c0t.
Now we explain why Uz,t ∈ C2, 12 (∂D). Define A′ to be the subset of A consisting of U
with ‖U‖2, 1
2
≤ 4c0t. Since A′ is a closed subset with respect to the C2, 12 -norm in a suitable
Banach space and h, F ∈ C3, similar arguments as above applied to the C2, 12 -norm show
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that for t small enough, precisely t ∈ (0, t1), G is a self-contraction of A′ and Uz,t is the
unique fixed point of G. Note that in this argument, we need to use the constant C2,1/2
which explains its presence in the definition of t1. Therefore, Uz,t ∈ C2, 12 and it satisfies
‖Uz,t‖2, 1
2
≤ 4c0t.
Now we investigate the dependence of Uz,t on the parameter z. Observe that if Uz,t is
differentiable in z and DzUz,t is at least Cβ in ξ for some β ∈ (0, 1), then by (4.4) and
Cβ-boundedness of T1 we must have
DzUz,t = −T1
(
Dh(Uz,t)DzUz,t
)− T1Dzuz,t.(4.16)
This leads us to study the equation
V = −T1
(
H · V )− T1Dzuz,t,(4.17)
where H(ξ) = Dh(Uz,t(ξ)) is a C2 matrix function in ξ ∈ ∂D. This equation is of the same
type as (4.4). Since
‖Dzuz,t(·)‖2 ≤ tc0|z|−1 (see (3.9)),(4.18)
and H ∈ C2, the same arguments as above show that the equation (4.17) has a unique
solution Vz,t in C1, 12 (∂D) with
‖Vz,t‖1, 1
2
≤ 4c0|z|−1t.(4.19)
Furthermore, if we define V ′0
z,t = Dzuz,t and
V ′k+1
z,t = −T1
(
H · V ′k
z,t
)− T1Dzuz,t
for k ∈ N∗, then
‖V ′k
z,t − Vz,t‖1, 1
2
≤ tk/2|z|−1(4.20)
thanks to the t1/2-contractivity of the self-map defining the recurrence relation of V ′k
z,t.
We now relate Vz,t to Uz,t. Note that by (3.9), uz,t ∈ A for t ∈ (0, t1). Let {Ukz,t}k∈N be
the sequence in A defined by
U0
z,t = uz,t, U
k
z,t = G(U
k−1
z,t ) for k ≥ 1.
Since uz,t is C4 in (z, z) and h ∈ C3 and T1 is a linear C2, 12 -bounded operator, the functions
Uk
z,t are C2,
1
2 in (z, z) for all k ≥ 0. Define
V k
z,t := DzU
k
z,t ∈ C1,
1
2 in (z, z),
for k ∈ N. By definition of Uk
z,t, the sequence V
k
z,t is defined by the induction relation
V k+1
z,t = −T1
(
Dh(Uk
z,t)V
k
z,t
)− T1Dzuz,t,
for k ≥ 0. Using (4.18), the induction on k and the above technique in the proof of
(4.19), we obtain that
‖V k
z,t‖1, 1
2
≤ 4c0t|z|−1.(4.21)
Since G is t1/2-contraction, we have
‖Uk
z,t − Uz,t‖1, 1
2
≤ tk/2.(4.22)
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We now compare V ′k
z,t and V
k
z,t. Their difference is
V k+1
z,t − V ′k+1z,t = −T1
[(
Dh(Uk
z,t)−Dh(Uz,t)
)
V k
z,t
]− T1[Dh(Uz,t)(V kz,t − V ′kz,t)].(4.23)
Applying (4.7) and (3.3) to each term in the right-hand side of (4.23) gives
‖V k+1
z,t − V ′k+1z,t ‖1, 1
2
≤ 4C1,1/2‖Dh(Ukz,t)−Dh(Uz,t)‖1, 1
2
‖V k
z,t‖1, 1
2
+(4.24)
+ 4C1,1/2‖Dh(Uz,t)‖1, 1
2
‖V k
z,t − V ′kz,t‖1, 1
2
.
The second term of the right-hand side of (4.24) is less than or equal to
8c1c(n)C1,1/2‖Uz,t‖1, 1
2
‖V k
z,t − V ′kz,t‖1, 1
2
thanks to (4.10) and (4.1). By the first inequality of (4.5) and (4.21), the last quantity
is less than or equal to
32c0c1c(n)C1,1/2t|z|−1‖V kz,t − V ′kz,t‖1, 1
2
.
In a similar way, the first term of the right-hand side of (4.24) is less than or equal to
8c1C1,1/2‖Ukz,t − Uz,t‖1, 1
2
‖V k
z,t‖ 1
2
thanks to (4.8) and (4.1). By (4.21) and (4.22), the last quantity is also less than or
equal to
32c0c1c(n)C1,1/2t
(k+2)/2|z|−1.
Hence, we just proved that
‖V k+1
z,t − V ′k+1z,t ‖1, 1
2
≤ 32c0c1c(n)C1,1/2
[
t(k+2)/2|z|−1 + t‖V k
z,t − V ′kz,t‖1, 1
2
]
.
By induction on k and the last inequality, one easily deduces that
‖V k+1
z,t − V ′k+1z,t ‖1, 1
2
≤ tk/2|z|−1
for all k ∈ N. Combining with the fact that V ′k
z,t → Vz,t, we get V kz,t → Vz,t. Integrating the
last limit with respect to z, one sees that Uz,t is differentiable on z and DzUz,t = Vz,t. In
particular, DzUz,t belongs to C1, 12 (∂D). The proof is finished. 
Let t be a real number in (0, t1) as in Proposition 4.2. Define the map
Φh : B2n(0, 1)→ Cn
by putting Φh(0) = 0 and Φh(z) = F h(1 − |z| + i|z|, z, t) for z 6= 0. Let Φ and g be the
maps defined in the proof of Proposition 3.4. Recall that Φ(z) = F (1− |z|+ i|z|, z, t) and
Φ(z) = tz+ g(z) and
‖g‖1,B∗
2n(0,2r0)
≤ t/4, g(0) = 0.
We want to prove that Φh
(
B2n(0, 1)
)
contains an open neighborhood of 0 just as what we
did for Φ. To this end, we compare below these two maps and their derivatives.
Lemma 4.4. There is a positive constant c2 independent of z, p0 and of t such that for all
z ∈ B∗2n(0, 1), we have ∣∣Φh(z)− Φ(z)∣∣ ≤ c2t2|z|,(4.25)
and ∣∣DzΦh(z)−DzΦ(z)∣∣ ≤ c2t2.(4.26)
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Proof. Let z ∈ B∗2n(0, 1). Let z∗ := 1 − |z|+ i|z|. We deduce from (4.4) and the definition
of F h that
E(z, z, t) := F h(z, z, t)− F (z, z, t) = −T1(Pz,t)(z) + iPz,t(z)
is a holomorphic map in z. Substituting z by z∗ in the last equality gives
Φh(z)− Φ(z) = E(z∗, z, t).(4.27)
Recall that Pz,t(ξ) = h
(
Uz,t(ξ)
)
, for ξ ∈ D. By (4.13), (4.5) and (3.4), we have
‖Pz,t(·)‖1, 1
2
,D . ‖Pz,t(·)‖1, 1
2
,∂D . t
2.
This yields that
‖E(·, z, t)‖1, 1
2
,D . ‖T1(Pz,t)‖1, 1
2
,D + ‖Pz,t‖1, 1
2
,D . ‖Pz,t‖1, 1
2
,D . t
2.(4.28)
We have
E(1, z, t) = ih
(
Uz,t(1)
)
= ih(tRe z− t Im z)
which is of modulus less than or equal to t2|Re z − Im z|2 ≤ 2t2|z|2 by (4.3). Using the
last inequality and (4.28), one has
|E(z∗, z, t)| ≤ |E(z∗, z, t)−E(1, z, t)|+ |E(1, z, t)| ≤ ‖E(·, z, t)‖1,D|1− z∗|+2t2|z|2 . t2|z|.
Using this and (4.27), one gets (4.25).
Differentiating (4.27) gives
DzΦ
h(z)−DzΦ(z) = DzE(z∗, z, t) +DzE(z∗, z, t)
[−Dz|z|
Dz|z|
]
.(4.29)
By (4.28), we have ∣∣DzE(z∗, z, t)Dz|z|∣∣ . t2∣∣Dz|z|∣∣ . t2.
Hence it remains to estimate the first term in the right-hand side of (4.29). Observe that
DzE(z, z, t) = −T1
(
DzPz,t
)
(z) + iDzPz,t(z),
for all z ∈ D. Let H(ξ) = Dh(Uz,t(ξ)) the function defined in the proof of Proposition 4.2.
By definition of Pz,t, we have
DzPz,t(ξ) = H(ξ)DzUz,t(ξ).
Using (4.7) together with (4.5) gives
‖DzPz,t‖1, 1
2
,D ≤ ‖DzPz,t‖1, 1
2
,∂D ≤ 4‖H‖1, 1
2
,∂D‖DzUz,t‖1, 1
2
,∂D . t
2|z|−1.
We have DzE(1, z, t) = iDzh(tRe z − t Im z) which is clearly of absolute value . t2 by
(4.3). Combining this with (3.3) yields that
|DzE(z∗, z, t)| = |DzE(z∗, z, t)−DzE(1, z, t)|+ |DzE(1, z, t)|
≤ |1− z∗|‖DzE(·, z, t)‖1,D + t2 . |1− z∗|‖DzPz,t‖1,D + t2 . t2.
The proof is finished. 
Lemma 4.5. Let r0 be the constant in Proposition 3.4. There is a positive number t2 < t1
independent of p0 and of z such that for any t ∈ (0, t2], the set Φh
(
B2n(0, r0)
)
contains the
ball B2n(0, r0t/2).
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Proof. Define gh(z) := Φh(z) − tz. We have gh = Φh − Φ + g. By Lemma 4.4, Φh − Φ
is t/4-Lipschitz for t ≤ t2 := min{t1, (4c2)−1}. Combining with the fact that g is t/4-
Lipschitz on B2n(0, 2r0) implies that g
h is t/2-Lipschitz on B2n(0, 2r0) for t ∈ (0, t2). Now,
an application of Lemma 3.3 to Φh = tId + gh gives the desired result. The proof is
finished. 
Proof of Proposition 2.5 for the case without singularity. In our chosen local coordinates
around p0, we have p0 = 0 and p = z. Let t ∈ (0, t2) be as in Lemma 4.5. For any
z ∈ B∗2n(0, r0t/2), there is z∗ ∈ B2n(0, r0) for which Φh(z∗) = z. We deduce from (4.25)
that
|z− Φ(z∗)| ≤ c2t2|z∗| ≤ t|z
∗|
4
·
At the end of the proof of Proposition 3.4, we proved that |Φ(z∗)| ≥ t|z∗|/2. This implies
that |z∗| ≤ 4|z|/t. Let f(z) := F h(z, z∗, t2) and z∗ = 1 − |z| + i|z|. The last inequality
implies that
|1− z∗| ≤ 2|z∗| ≤ 8|z|/t.
The analytic disc f clearly satisfies all requirements in Proposition 2.5.
Now, we explain how to obtain the desired analytic discs when dimRK > n. Since we
only consider small discs nearK, it is enough to work in a small chart and identifyK with
a submanifold of B2n(0, 1)with 0 ∈ K. Choose a real linear space A through 0 such that A
intersects K ∩B2n(0, 2r) transversally at a generic manifold of dimension n, where r > 0
is a positive number. We can choose r small enough such that this property also holds for
any linear subspace A′ parallel to A which intersectsK∩B2n(0, 2r). Let p0 ∈ K∩B2n(0, r)
and p ∈ B2n(0, 1) close to p0. Let K ′ be the intersection of K ∩ B2n(0, 2r) with the linear
space A′ through p0 and parallel to A. The construction in the last subsections can be
applied to (K ′, X, p0, p) without changes. We obtain analytic discs half-attached to K
′,
hence half-attached to K, with the properties described in Proposition 2.5. The proof is
finished. 
4.2. The case whereK has singularity. We treat the case whereK is a compact generic
nondegenerate C5-piecewise submanifold of X. Actually, C4-differentiability is enough
for our proof but in order to avoid some involvedly technical points, we will use C5-
differentiability.
The case of higher dimension will be treated at the end of this subsection also by
considering generic submanifolds of K. The following is an analogue of Lemma 4.1.
Lemma 4.6. There exist constants c1, rK > 1 depending only on (K,X) and a local chart
(Wp0,Ψ) around p0, where Ψ : Wp0 → B2n(0, rK) is biholomorphic with Ψ(p0) = 0 such
that the two following conditions hold:
(i) we have
‖Ψ‖1 ≤ c1, ‖Ψ−1‖1 ≤ c1,
(ii) there is a C5 map h defined on Bn(0, 1) with h(0) = Dh(0) = 0, so that
Ψ(K ∩Wp0) ⊃
{
(x, h(x)) : x ∈ (R+)n ∩Bn(0, 1)
}
and
‖h‖5 ≤ c1.(4.30)
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Proof. Firstly, observe that by definition of K, through every point p on the singularity of
K, there exist a local chart W of p in X so that K ∩W is the intersection of W with a
finite union of convex polyhedra of dimension n in R2n. Here we identifiedW andK∩W
with their images in R2n. Let K ′′ be one of these convex polyhedra containing p. Let K ′
be the intersection ofW with the linear subspace of R2n supporting K ′′. Since K ′′ ∩W is
a generic submanifold of W (because K ∩W is so), K ′ is a generic smooth submanifold
without boundary of W by shrinking W if necessary. Note that p ∈ K ′′ ⊂ K ∩W ∩ K ′
and dimK ′′ = dimK ′ = n.
The above observation shows that we can cover K by a finite number of holomorphic
charts (Wj ,Ψj) of X such that there are generic n-dimensional submanifolds K
′
j without
boundary of Wj and subsets K
′′
j of K
′
j ∩K ∩Wj diffeomorphic to the intersection of Wj
with a convex polyheron of dimension n via suitable local charts of X. Without loss of
generality, we can suppose that Ψj are biholomorphisms from Wj to B2n(0, 2) and the
open sets Ψ−1j
(
B2n(0, 1)
)
also cover K.
Consider a chart (Wj0,Ψj0) such that p0 ∈ Ψ−1j0
(
B2n(0, 1)
)
. As above, we can suppose
that p0 ∈ K ′′j0. PutWp0 := Wj0. Using the fact that K ′j0 is a generic n-dimensional smooth
submanifold of Wj0 and arguing as in Lemma 4.1, we see that by replacing Ψj0 by the
composition of Ψj0 with a suitable affine linear map of C
n, one obtain Ψj0(p0) = 0 and
K ′j0 contains the graph of a C5 map h(x) over Bn(0, 1) and h(0) = Dh(0) = 0.
By the choice ofK ′′j0 and rescalingΨj0 if necessary, there exist C5 functions τj(x) defined
on an open neighborhood of Bn(0, 1) with 1 ≤ j ≤ n such that
K ∩Wp0 ⊃ K ′′j0 ⊃ {(x, h(x)) : τj(x) ≥ 0 for all 1 ≤ j ≤ n}
and the JacobianD(τ1, · · · , τn)/Dx is of maximal rank inBn(0, 1). Write x = (x1, · · · , xn).
Since every linear change of coordinates in Rn can be extended naturally to be a complex
linear change of Cn, using a suitable complex linear change of coordinates in Cn allows
one to assume that tangent space of {τj = 0} at 0 is {xj = 0} for 1 ≤ j ≤ n. Notice that
the distortion caused by the change of coordinates is bounded independently of p0. For
x ∈ Bn(0, 1), write
τj(x) = τj(0) +
n∑
l=1
∂xlτj(0)xl +O(|x|2) ≥ xj − ‖τj‖2
n∑
l=1
|xl|2.(4.31)
Put C = sup1≤j≤n ‖τj‖2. Define
Qn =
{
x ∈ Rn : xj ≥ 1
3n
n∑
l=1
xl ∀ 1 ≤ j ≤ n
} ⊂ (R+)n.
For x ∈ Qn with |x| ≤ 13nC , the inequality (4.31) yields that
τj(x) ≥ xj − C 1
3nC
n∑
l=1
xl ≥ xj − 1
3n
n∑
l=1
xl ≥ 0,
for all 1 ≤ j ≤ n. We deduce that
K ∩Wp0 ⊃
{
(x, h(x)) : x ∈ Qn ∩ Bn(0, 1
3nC
)
}
.
The composition of a suitable linear change of coordinates in Rn with a dilation in Rn
will map Qn onto (R
+)n and map Bn(0,
1
3nC
) onto a neighborhood of Bn(0, 1). This map
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can be extended to be a holomorphic change of coordinates Ψ′ in Cn. Composing Ψj0
with Ψ′, we get the desired change of coordinates and the property (ii). The proof is
finished. 
Let Kh :=
{
(x, h(x)) : x ∈ Bn(0, 1)
}
which is a C5 submanifold of B2n(0, 1). Property
(ii) of Lemma 4.6 implies that
|h(x)| ≤ c1|x|2, |Dh(x)| ≤ c1|x|, for |x| ≤ 1.(4.32)
To establish the desired family of analytic discs in this context, we follow the same
strategy as in the previous case. Let F ′
τ
, u′
z,t,τ , c0 be the maps and the constant defined in
(3.24), (3.23) and (3.25). As in the last subsection, consider the following Bishop-type
equation
U ′
z,t,τ (ξ) = 2t(|z|, · · · , |z|)− T1
(
h(U ′
z,t,τ )
)
(ξ)− T1u′z,t,τ (ξ),(4.33)
for z ∈ B∗2n(0, 12n), t ∈ (0, 1] and τ ∈ Bn(0, 2). For simplicity, we use the same notation
U ′
z,t,τ (z) to denote the harmonic extension of U
′
z,t,τ (ξ) to D. Let P
′
z,t,τ (z) be the harmonic
extension of h
(
U ′
z,t,τ (ξ)
)
to D. If U ′
z,t,τ is a solution of (4.33) which is at least Ho¨lder
continuous, then
F ′h
τ
(z, z, t) := U ′
z,t,τ (z) + iP
′
z,t,τ (z) + iu
′
z,t,τ (z)
is clearly a family of analytic discs half-attached to Kh and
F ′h
τ
(1, z, t) = 2t(|z|, · · · , |z|) + ih(2t|z|, · · · , 2t|z|) ∈ (R+)n.
Our goal is to obtain a stronger property that F ′h
τ
is I-attached to K ⊂ Kh, for some
interval I ⊂ ∂D containing 1. In view of (ii) of Lemma 4.6, it suffices to prove that
U ′
z,t,τ (ξ) ≥ 0 for ξ ∈ I.
Here for any r ∈ R and v ∈ Rn, we write v ≥ r to indicate that each component of v is
greater than or equal to r. A similar convention is applied to v ≤ r.
Proposition 4.7. There is a positive number t1 ∈ (0, 1) independent of (p0, z, τ ) so that for
any t ∈ (0, t1) and any z ∈ B∗2n(0, 12n), the equation (4.33) has a unique solution U ′z,t,τ such
that U ′
z,t,τ (ξ) is C4,
1
2 in ξ, for 1 ≤ j ≤ 4 the differential Dj(z,τ )U ′z,t,τ exists and is C4−j,
1
2 in
ξ ∈ ∂D. Moreover, the following estimates hold:
‖U ′
z,t,τ (·)‖4, 1
2
≤ 4c0t, ‖Dj′τ U ′z,t,τ (·)‖4−j, 1
2
≤ 4c0t, ‖DjτDzU ′z,t,τ (·)‖3−j, 1
2
≤ 4c0|z|−1t,
(4.34)
for j = 0, 1, 2, 3 and j′ = 1, 2, 3, 4.
Proof. By (3.23)-(3.26), we see that the arguments in the proof of Proposition 4.2 still
work for this case. Hence, the proof is finished. 
From now on, let t1 be the constant in Proposition 4.7 and let t ∈ (0, t1). Let U ′z,t,τ
be the solution of (4.33) described in Proposition 4.7. For ξ ∈ ∂D, write ξ = eiθ with
θ ∈ [−π, π).
Lemma 4.8. There exists a constant c2 independent of (p0, z, t, τ ) so that for any (z, t, τ ),
we have
‖P ′
z,t,τ (·)‖4, 1
2
,D ≤ c2t2, ‖DjτP ′z,t,τ (·)‖4−j, 1
2
,D ≤ c2t2,(4.35)
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for j = 1, 2, 3, 4 and
‖Dj
τ
DzP
′
z,t,τ (·)‖3−j, 1
2
,D ≤ c2t2|z|−1,(4.36)
for j = 0, 1, 2, 3.
Proof. In view of (3.4), it is enough to estimate the norms of P ′
z,t,τ and D
j
(z,τ )P
′
z,t,τ on ∂D,
for j = 1, 2. Since P ′
z,t,τ (ξ) = h
(
U ′
z,t,τ (ξ)
)
on ∂D, we have
∂ξP
′
z,t,τ (ξ) = Dh
(
U ′
z,t,τ (ξ)
)
∂ξU
′
z,t,τ (ξ).
This combined with (4.32) and (4.34) yields that
|∂ξP ′z,t,τ (ξ)| ≤ c1|U ′z,t,τ (ξ)| |∂ξU ′z,t,τ (ξ)| ≤ 4c0c1t2.
By similar arguments, we also have |∂jξP ′z,t,τ (ξ)| . t2 with j = 1, 2. Hence, we obtain
the first inequality in (4.35). For the proofs of the remaining inequalities, observe that
Dj(z,τ )P
′
z,t,τ is the harmonic extension of D
j
(z,τ )h
(
U ′
z,t,τ (·)
)
to D. Hence, analogous reason-
ing gives the desired result. The proof is finished. 
Lemma 4.9. We always have
|∂xU ′z,t,τ (1)| . t2|z|, |Dτ∂xU ′z,t,τ (1)| . t2|z| and |Dz∂xU ′z,t,τ (1)| . t2.
Proof. By (3.11), one has
∂yP
′
z,t,τ (1) = ∂θh
(
U ′
z,t,τ (e
iθ)
)|θ=0 = Dh(U ′z,t,τ (1))∂θU ′z,t,τ (1).
Since U ′
z,t(1) = 2t(|z|, · · · , |z|), using (4.32) and (4.34), we get
|∂yP ′z,t,τ (1)| . t2|z|.
The Cauchy-Riemann equations for F ′h
τ
give
∂xU
′
z,t,τ (z) = ∂yP
′
z,t,τ (z) + ∂yu
′
z,t,τ (z),
for all z ∈ D. Substituting z by 1 in the last equation, we obtain
∂xU
′
z,t,τ (1) = ∂yP
′
z,t,τ (1) + ∂yu
′
z,t,τ (1) = ∂yP
′
z,t,τ (1) = O(t
2|z|).
Hence, the first desired inequality follows. As to the second one, by differentiating the
last inequality with respect to τ , we get
Dτ∂xU
′
z,t,τ (1) = Dτ∂yP
′
z,t,τ (1)
(4.37)
= Dh
(
U ′
z,t,τ (1)
)
Dτ∂θU
′
z,t,τ (1) +D
2h
(
U ′
z,t,τ (1)
){
DτU
′
z,t,τ (1), ∂θU
′
z,t,τ (1)
}
.
On the other hand, differentiating (4.33) with respect to τ gives
DτU
′
z,t,τ (ξ) = −T1
(
Dτh(U
′
z,t,τ )
)
(ξ)− T1Dτu′z,t,τ (ξ).
In particular, this implies that
DτU
′
z,t,τ (1) = 0.(4.38)
A similar equation for DzU
′
z,t,τ (ξ) and (4.38) shows that DzU
′
z,t,τ (1) = O(t) (note that
Dz|z| = O(1)). Now using the same reason as above, (4.37) and (4.38) implies the
second desired inequality. The third one is proved in the same way. The proof is finished.

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Lemma 4.10. There exist a positive constant t2 < t1 independent of (p0, z, τ , t) and a C1
function
τ (z, t) : B∗2n(0,
1
2n
)× (0, t2)→ Bn(0, 1)
so that for any (z, t) ∈ B∗2n(0, 12n)× (0, t2), we have
∂θU
′
z,t,τ (z,t)(e
iθ)|θ=0 = 2t Im z√|z|(2 +√|z|)(4.39)
and ∣∣∣∣∂2θU ′z,t,τ (z,t)(eiθ)|θ=0 − 2t(2|z| − Re z)|z|
∣∣∣∣ ≤ c2t2.(4.40)
Proof. The Cauchy-Riemann equations for F ′h
τ
give
∂yU
′
z,t,τ (z) = −∂xP ′z,t,τ (z)− ∂xu′z,t,τ (z).(4.41)
Combining this with (3.11) gives
∂θU
′
z,t,τ (1) = ∂yU
′
z,t(1) = −∂xP ′z,t,τ (1)− ∂xu′z,t,τ (1).(4.42)
Fix z and t. Define Φ0(τ ) := ∂θU
′
z,t,τ (1). By definition of u
′
z,t,τ (1) and (3.20), we have
Φ0(0) = −∂xP ′z,t,0(1) +
2t Im z√|z|(2 +√|z|) ·(4.43)
The first inequality of (4.35) implies that
∣∣Φ0(0)− 2t Im z√|z|(2 +√|z|)
∣∣ ≤ c2t2 ≤ t3/2,(4.44)
for t small enough. Differentiating (4.42) with respect to τ gives
Dj
τ
Φ0(τ ) = −Djτ∂xP ′z,t,τ (1)−Djτ∂xu′z,t,τ (1),
for j = 1 or 2. By (3.26) and (4.35), we see that
‖D2
τ
Φ0‖0 ≤ c2t2 ≤ t3/2,(4.45)
and
1
ct
≥ ∣∣[DτΦ0(0)]−1∣∣ln ≥ c[10t+ c2t2]−1 ≥ c11t ,(4.46)
for t small enough and some constant c > 0 independent of (z, t, τ ), where we recall
that the norm | · |ln of a square matrix is the one of its associated linear map. Taylor’s
expansion for Φ0 at τ = 0 gives
Φ0(τ ) = Φ0(0) +DτΦ0(0)τ + g0(τ ),(4.47)
where g0(τ ) is t
3/2-Lipschitz by (4.45) and g0(0) = 0. A direct application of Lemma 3.3
to Φ0 with A = DτΦ0(0) and M = t
3/2 implies that for t small enough, Φ0 is an injection
on Bn(0, 1) and
Φ
(
Bn(0, 1)
) ⊃ Bn(Φ0(0), ct)
Note that when t is small, we see that
2t Im z√
|z|(2 +
√
|z|) ∈ Bn
(
Φ0(0), ct
)
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thanks to (4.44). This yields that there exists a unique τ (z, t) ∈ Bn(0, 1) such that
Φ0
(
τ (z, t)
)
= − 2t Im z√|z|(2 +√|z|) ·
The differentiability of τ (z, t) is implied directly from the implicit function theorem for
Φ0(τ , z, t), where we recovered the variable (z, t) to indicate the dependence of Φ0 on
them. By definition of Φ0, (4.39) follows.
Recall that u′
z,t,τ = u
′
z,t + tτ · u˜ and ∂x∂yu˜(1) = 0. Now differentiating (4.41) with
respect to y and using (3.11) and Lemma 4.9 yield
∂2θU
′
z,t,τ (1) = ∂
2
yU
′
z,t,τ (1) +O(t
2) = −∂y∂xP ′z,t,τ (1)− ∂y∂xu′z,t,τ (1) +O(t2)
= −∂y∂xP ′z,t,τ (1) +
2t(2|z| − Re z)
|z| +O(t
2) (by (3.20)).
This combined with (4.35) implies (4.40). The proof is finished. 
Corollary 4.11. There exists a positive constant t3 < t2 so that for any t ∈ (0, t3) we
can find a positive number θt such that such that for any z ∈ B∗2n(0, 12n) the analytic disc
F ′h
τ (z,t)(·, z, t) is [e−iθt , eiθt ]-attached to K.
Proof. Write U ′
z,t,τ = (U
′
z,t,τ ;1, · · · , U ′z,t,τ ;n). We only need to prove that U ′z,t,τ (z,t);j(eiθ) ≥ 0
for |θ| small enough and 1 ≤ j ≤ n. Fix 1 ≤ j ≤ n. Put
(z˜, δ, γ) := (zj ,
√
|z|, 2|z|)
which satisfies the condition (3.17). We will mimic the proof of Lemma 3.9. By Lemma
4.10 and Taylor’s expansion of U ′
z,t,τ ;j(e
iθ) at θ = 0, we have
t−1U ′
z,t,τ (z,t);j ≥ γ +
2 Im z˜
δ(2 + δ)
θ +
2(γ − Re z˜)
δ2
θ2 − c2tθ2 + θ3g′z(θ),
where g′
z
(θ) is a function on [−π/2, π/2] whose supnorm is bounded by t−1‖U ′
z,t,τ (z,t)‖3 ≤
4c0 by (4.34). Put
f˜1(θ) := γ +
2 Im z˜
δ(2 + δ)
θ +
γ − Re z˜
δ2
θ2
and
f˜2(θ) :=
γ − Re z˜
δ2
θ2 − c2tθ2 + θ3g′z(θ).
We have
t−1U ′
z,t,τ (z,t);j = f˜1(θ) + f˜2(θ).
Arguing as in Lemma 3.9 shows that f˜1(θ) ≥ 0 for all θ ∈ [−π/2, π/2] and f˜2(θ) ≥ 0
provided that t is small enough and |θ| ≤ θt for some θt > 0 independent of z. Hence,
U ′
z,t,τ (z,t);j(e
iθ) ≥ 0 for all 1 ≤ j ≤ n and t small enough and |θ| ≤ θt. The proof is
finished. 
We will need the following estimates on the function τ (z, t).
Lemma 4.12. Let t, z and τ (z, t) be as in Lemma 4.10. Then, there exist positive constants
c3 and t4 < t3 which are both independent of (p0, z, t) so that for any (z, t) ∈ B∗2n(0, 12n) ×
(0, t4), we have
|τ (z, t)| ≤ c3t and |Dzτ (z, t)| ≤ c3t|z|−1.(4.48)
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Proof. We reuse the notation in the proof of in Lemma 4.10. Recall that Φ0(τ , z, t) =
∂θU
′
z,t,τ (1). Thus, (4.34) implies that
|DzDτΦ0(τ , z, t)| ≤ 4c0t|z|−1.(4.49)
Since
Φ0
(
τ (z, t), z, t
)
=
2t Im z√|z|(2 +√|z|) ,
using (4.47) and (4.43), we have
−∂xP ′z,t,0(1) = DτΦ0(0, z, t)τ (z, t) + g0
(
τ (z, t)
)
.(4.50)
Since g0 is c2t
2-Lipschitz (see (4.45)) and g0(0) = 0, we deduce from (4.46) that
|∂xP ′z,t,0(1)| ≥ ct|τ (z, t)| − c2t2|τ (z, t)| ≥ t|τ (z, t)|(c− c2t).
This combined with (4.35) implies that
|τ (z, t)| ≤ t
c− c2t . t,(4.51)
for t small enough. Hence, the first inequality of (4.48) follows.
We now prove the second one. Differentiating the equality (4.50) with respect to z
and using (4.36) give[
DτΦ0
(
0, z, t
)
+Dτg0
(
τ (z, t)
)]
Dzτ (z, t) +DzDτΦ0
(
τ (z, t), z, t
)
τ (z, t) = O(t2|z|−1).
This together with (4.51) and (4.49) yields that[
DτΦ0
(
0, z, t
)
+Dτg0
(
τ (z, t)
)]
Dzτ (z, t) = O(t
2|z|−1).
Multiplying the two sides of the last equality by DτΦ0
(
0, z, t
)−1
and using (4.46) and
|Dτg0
(
τ (z, t)
)|ln = O(t2) (by (4.45)),
we get
|Dzτ |ln . t−1t2|z|−1 . t|z|−1.
The proof is finished. 
Let t ∈ (0, t4). Define the map
Φ′h : B2n(0,
1
2n
)→ Cn
by putting Φ′h(0) = 0 and Φ′h(z) = F ′h
τ (z,t)(z
∗, z, t) for z 6= 0, where z∗ := 1 −√|z|. Our
goal is to obtain similar estimates for Φ′h as in Lemma 4.4. However, due to the presence
of τ , direct comparisons between Φ′h and Φ′ do not work efficiently as in the case without
singularity. In order to get the expected results, we will use the technique in Corollary
3.6.
Lemma 4.13. There is a positive constant c4 independent of z, p0 and t such that for all
z ∈ B∗2n(0, 12n), we have
|Φ′h(z)− tz| ≤ c4|z|(t2 + t
√
|z|),(4.52)
and ∣∣DzΦ′h(z)− tId∣∣ ≤ c4(t2 + t√|z|).(4.53)
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Proof. We want to study the behavior of F ′
τ (z,t)(z) near z = 1. By using Taylor’s expan-
sions, it is sufficient to estimate its partial derivatives at 1. Put
F˜ ′(z, z, t) := F ′
τ (z,t)(z, z, t).
Differentiating the last equality and using the second inequality of (4.48) and (4.34),
one has
‖DzF˜ ′(·, z, t)‖3 . ‖DzF ′τ (z,t)(·, z, t)‖3 + ‖DτF ′τ (z,t)(z, z, t)‖3 |Dzτ (z, t)| . t|z|−1.(4.54)
Lemma 4.10 implies that
∂x Im F˜
′(1, z, t) = −∂yU ′z,t,τ (z,t)(1) = −
2t Im z√|z|(2 +√|z|) .
On the other hand, we have
Im F˜ ′(z, z, t) = P ′
z,t,τ (z,t)(z) + u
′
z,t,τ(z,t)(z).
Hence,
∂2x Im F˜
′(1, z, t) = ∂2xP
′
z,t,τ (z,t)(1) + ∂
2
xu
′
z,t,τ (z,t)(1)
= ∂2xP
′
z,t,τ (z,t)(1) + ∂
2
xu
′
z,t(1) + tτ (z, t) · ∂2xu˜(1)
= ∂2xP
′
z,t,τ (z,t)(1) +
2t Im z√
|z|(2 +
√
|z|) + tτ (z, t) · ∂
2
xu˜(1),
by (3.20). By Taylor’s expansion for Im F˜ ′(·, z, t) at z = 1 up to the order 3 and using
(4.35) and the first inequality of (4.48), there is a function g′′
z,t;1 defined on [0, 1] so that
g′′
z,t;1(s) is C1,
1
2 in (s, z) and for any s ∈ [0, 1], we have
Im F˜ ′(1− s, z, t) = s 2t Im z√|z|(2 +√|z|) + s
2 2t Im z
2
√
|z|(2 +
√
|z|)(4.55)
+ ts2τ (z, t) · ∂2xu˜(1) + s3g′′z,t;1(s),
and
‖g′′
z,t;1‖1 . ‖F ′τ (z,t)(·, z, t)‖4 . t.
Additionally, (4.54) also imply that
‖Dzg′′z,t;1‖0 . ‖DzF˜ ′(·, z, t)‖3 . t|z|−1.
Define
g′
z,t;1(s) := t
−1sg′′
z,t;1(s) + τ (z, t) · ∂2xu˜(1).
Thus,
|g′
z,t;1|1 . s + t, ‖Dzg′z,t;1‖0 . t|z|−1 + s|z|−1.
Letting s =
√|z| in (4.55) and using (3.13), (3.14), we obtain
Im F˜ ′(1−
√
|z|, z, t) = t Im z+ tg˜′t;1(z),(4.56)
where g˜′t;1(z) := |z|g′z,t;1(
√|z|). Direct computations give
|g˜′t;1(z)| . (t+
√
|z|)|z| and ‖Dzg˜′t;1‖0 . t +
√
|z|.(4.57)
Analogous arguments and Lemma 4.9 also show that
∂xRe F˜
′(1, z, t) = ∂xU
′
z,t,τ (z,t)(1) = O(t
2|z|),
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Dz∂xRe F˜
′(1, z, t) = Dz∂xU
′
z,t,τ (z,t)(1) +Dτ∂xU
′
z,t,τ (z,t)(1)Dzτ (z, t) = O(t
2),
and
∂2x Re F˜
′(1, z, t) = −∂2y Re F˜ ′(1, z, t) = −∂2θU ′z,t,τ (z,t)(1) +O(t2) = −
2t(2|z| − Re z)
|z| +O(t
2)
by (4.40). Hence, as above there exists a C1 function g˜′t;2(z) on B∗2n(0, 12n) such that
Re F˜ ′(1−
√
|z|, z, t) = tRe z+ tg˜′t;2(z)(4.58)
and
|g˜′t;2(z)| . (t+
√
|z|)|z| and ‖Dzg˜′t;2‖0 . t +
√
|z|.(4.59)
By (4.56) and (4.58), we get
Φ′h(z) = F˜ ′(1−
√
|z|, z, t) = tz+ t(g˜′t;2 + ig˜′t;1).
Using (4.59) and (4.57), we get the desired results. The proof is finished. 
The proof for the following lemma is similar to Lemma 4.5.
Lemma 4.14. There are positive constant t5 < t4 and r
′
0 < 1/(2n) independent of (p0, z)
such that for any t ∈ (0, t5] and any z ∈ B∗2n(0, r′0), the set Φ′h
(
B2n(0, r
′
0)
)
contains the ball
B2n(0, r
′
0t/2).
Proof of Proposition 2.5 for the case with singularity. In our chosen local coordinates around
p0, we have p0 = 0 and p = z. Let t ∈ (0, t5] and z ∈ B∗2n(0, r′0) as in Lemma 4.14. Without
loss of generality, we can suppose that
t5 +
√
r′0 ≤ 1/(2c4).
For any z ∈ B∗2n(0, r′0t/2), there exists z∗ ∈ B2n(0, r′0) for which Φ′h(z∗) = z. We deduce
from (4.52) that
|z− tz∗| ≤ c4|z∗|(t2 + t
√
|z|∗) ≤ |tz
∗|
2
.
Let f(z) := F ′h(z, z∗, t5) and z
∗ := 1−
√
|z∗|. The last inequality implies that
|1− z∗|2 ≤ 2|z|/t.
As in the case without singularity, the analytic disc f satisfies all properties in Proposition
2.5.
Now, we explain how to obtain the desired analytic discs when dimRK > n. In the
last subsection, we slicedK by generic n-dimensional submanifoldsK ′ in a uniform way.
Then, one just applied the previous result for K ′ to get discs partly attached to K. In
our present case, such slicing does not always work due to the fact that a hypersurface
passing an edge of K may only intersect K at that point. Hence, we do not get a such
a family K ′ as above. We will use the same idea with some additional caution. As just
mentioned, we only need to take care of the edges of K. Let pe be an edge of K. By
definition of K, there exists a local chart (W˜pe, Ψ˜) of pe in X such that Ψ˜ is a diffeomor-
phism from W˜pe to B2n(0, 2) and Ψ˜(K∩W˜pe) is the intersection of a finite union of convex
polyhedra with B2n(0, 2). For simplicity, we identify K with Ψ˜(K) and suppose that K is
just a convex polyhedron. Hence, it is easy to choose a (3n − dimK)-dimensional sub-
space Hpe of R
2n such that the affine subspace pe +Hpe intersects K at a n-dimensional
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convex polyhedron K ′pe which is generic at pe in the sense of the Cauchy-Riemann ge-
ometry: K ′pe + JK
′
pe = R
2n where J is the complex structure of X, we identified TpeX
with R2n. Since pe is an edge, the last property implies that the same thing also holds
for any p0 ∈ R2n close enough to pe, i.e, (p0 +Hpe) ∩K = Kp0 and Kp0 generic at p0. To
summarize, we just get a family of generic n-dimensional local submanifolds K ′p0 of K
uniformly in p0. Now apply the above result for each Kp0, we get the desired conclusion.
The proof is finished. 
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