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On rencontre très fréquemment, en chimie physique, des systèmes évolutifs composés de deux 
phases S et M séparées par une interface 1. S étant un solide, la seconde phase M peut être : 
• gazeuse: c'est le cas, par exemple, de l'évaporation et de la vapo-déposition ; 
• liquide: comme dans la dissolution ou le dépôt à partir d'une solution sursaturée ; 
• solide : si le corps solide S change de phase, ou réagit avec une phase gazeuse ou liquide 
pour fonner à sa surface un composé solide (oxyde, sulfure, etc.). 
Cette configuration se retrouve dans des processus aussi variés que la dissolution (chimique ou 
électrochimique), la fusion, l'oxydation, la cristallisation, etc ... 
Dans tous les cas, l'interface évolue d'un point de vue géométrique, sous l'influence de différentes 
causes internes ou externes au système S-I-M: non-homogénéités du matériau, gradients de 
concentration ou de température, contraintes mécaniques, etc ... Cette évolution se traduit par une 
modification de la morphologie en surface du solide, qui est souvent à l'origine de problèmes 
rencontrés dans des procédés comme ceux de l'anti-corrosion, la réalisation de dépôts unifonnes par 
électrodéposition ou encore le polissage électrolytique. 
Le travail qui a été réalisé au cours de cette thèse aborde un aspect de ces problèmes d'interface à 
travers l'étude d'un système électrochimique. TI s'appuie sur un corps théorique unitaire qui, à partir 
des phénomènes physico-chimiques se déroulant dans le système, aboutit à l'expression d'un 
paramètre dit "paramètre d'instabilité" dont le signe et la valeur absolue sont caractéristiques du type 
d'évolution de la morphologie de l'interface solide-liquide. Nous avons adapté cet outil 
morphologique à l'étude du comportement d'une interface séparant une électrode métallique d'un 
électrolyte liquide dans l'intention de comparer les évolutions morphologiques observées 
expérimentalement à celles prédites par la théorie. 
Les systèmes électrode solide-électrolyte ont des applications évidentes : la dégradation des métaux ou 
alliages par des processus de corrosion est un problème très répandu, par ailleurs beaucoup de 
matériaux sont préparés par dépôt électrolytique. C'est pourquoi, en particulier, la compréhension des 
6 
" phénomènes à l'origine des diverses évolutions morphologiques interfaciales a pu justifier le présent 
travail. 
Le système électrochimique choisi est constitué d'une électrode de cuivre et d'un électrolyte contenant 
de l'acide sulfurique et de sulfate de cuivre. Ce métal intervient dans de multiples applications et son 
comportement électrochimique dans un tel milieu a déjà fait l'objet de nombreuses études. 
Ainsi nous allons dans un premier temps, reprendre la démarche analytique de l'étude relative au 
paramètre d'instabilité (noté p), pour l'appliquer à notre système. Nous pourrons déterminer, à 
partir du mécanisme d'interface cité dans la littérature, l'expression de p dans les divers régimes 
cinétiques possibles, aussi bien dans des situations de dépôt que de dissolution. Ensuite, nous 
examinerons dans quelle mesure ce mécanisme peut être validé par des mesures d'impédances 
électrochimiques. Puis, nous étudierons l'évolution morphologique d'un échantillon de cuivre soumis 
à une dissolution anodique, à la fois par microscopie électronique et microrugosimétrie. Cette dernière 
technique nous permettra d'obtenir des informations quantitatives sur l'état de surface au cours de la 
dissolution, informations nécessaires pour établir une comparaison avec la théorie utilisant le 
paramètre d'instabilité p. 
n nous a semblé enfin, qu'à l'issue de ces travaux, une étude par simulation numérique de 
l'évolution morphologique d'une interface, pour différents régimes cinétiques, nous permettrait 
d'affiner notre compréhension de ces phénomènes, en précisant le rôle de certaines causes 
d'instabilité et de divers paramètres. 
En préambule, nous allons présenter globalement l'étude qui est à l'origine de ces travaux, afm de 
fixer le cadre de nos recherches et d'introduire de façon plus explicite le paramètre p. Nous ferons 
ensuite une synthèse des différentes études se rapportant à ce sujet. 
Une liste de notations est donnée en annexe J. 
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CADRE DE L'ETUDE 
, Les instabilités interfaciales morphologiques ont fait l'objet de nombreuses études [1 à 10]. Parmi 
elles, celle qui est à l'origine de nos travaux, a été réalisée par G. Santarini [9,10]. Sa particularité est 
d'utiliser un paramètre permettant de caractériser l'évolution morphologique d'une interface, à partir 
de la connaissance des phénomènes physiques ou chimiques provoquant l'instabilité. En fixant les 
bases de son étude, l'auteur précise que l'expression "instabilité interfaciale morphologique" 
caractérise l'évolution de l'interface, dans les cas où un profil, initialement irrégulier, s'aplanit ou au 
contraire voit ses irrégularités augmenter en taille (ces deux cas étant opposés à celui de la stabilité 
morphologique, pour lequel la forme de l'interface est conservée). G. Santarini répertorie ensuite les 
différentes causes d'instabilité interfaciale morphologique en les classant en deux groupes: 
• le premier rassemble toutes celles dont l'action est locale sur l'interface et se situe au niveau des 
hétérogénéités ou anisotropies volumiques intrinsèques des milieux séparés par l'interface l ; 
• le second comprend celles dont l'action est globale: tension interfaciale, gradients de 
concentration, gradients de température, inhomogénéités ou anisotropies produites par des 
champs externes ou induites par le déplacement de l'interface. 
Si les instabilités locales ont donné lieu à des modélisations [11 à 16], la diversité de leurs causes 
rend cependant difficile une approche théorique. C'est pourquoi l'étude de G. Santarini aborde 
uniquement les instabilités interfaciales morphologiques globales. 
Le modèle considère un système solide(S)-interface(I)-milieu liquide(M) situé dans un repère 
orthogonal (Ox,Oy,Oz). Ce dernier est lié au plan moyen de l'interface l et l'axe Ox. est orienté 
perpendiculairement à ce plan (voir figure n01). Dans un souci de simplification, on a choisi une 
interface de section sinusoïdale: 
x = 0 + b sin (2~Y) 
8 
o\~tant une constante, b l'amplitude de l'ondulation et Â. sa longueur d'onde. G. Santarini introduit 
de plus un repère (OX,ilY,OZ) lié au solide S, d'axes parallèles respectivement à Ox, Oy, Oz : dans 
ce repère, le plan moyen de 1 est animé d'un mouvement de translation dans la direction !lX. 
A partir de ce schéma, l'auteur établit l'expression du paramètre d'instabilité p : 
u .(y) étant la vitesse de déplacement d'un point de l'interface dans le repère (!lX, ilY, OZ) à 
Xl 
l'instant t. Ce paramètre d'instabilité représente l'augmentation relative d'amplitude de l'ondulation 
pour une avance (ou un recul) de son plan moyen égale à une unité de longueur. 





fi~ nO! : représentation du système S-I-M. 
TI qualifie l'instabilité interfaciale : 
• s'il est nul, l'interface est morphologiquement stable; 
• s'il est positif, les irrégularités de profil tendent à s'accentuer au cours du temps. Ce type 
d'instabilité globale est dit "positif'; 
• s'il est négatif, l'interface a tendance à s'aplanir au cours du temps. L'expression 
"instabilité négative" est employée. 
La valeur absolue de p caractérise l'efficacité de la cause d'instabilité considérée; l'interface 
sinusoidale s'aplanit ou se perturbe à une vitesse d'autant plus grande que cette valeur absolue est 
plus élevée. De par sa défmition, p permet uniquement de prévoir l'évolution de l'interface au cours 
9 
-~es premiers instants. En aucun cas il ne peut donner des informations sur un changement éventuel 
du sens de l'instabilité à moyen ou long terme. 
"L'outil" de caractérisation de révolution morphologique étant défmi, G. Santarini détermine 
analytiquement l'expression de p pour un processus de dissolution-dépôt chimique incluant une étape 
interfaciale et une étape de diffusion de matière en phase liquide. Selon les lois cinétiques retenues, 
les régimes limitants et les valeurs des divers paramètres du problème, révolution morphologique est 
stable ou instable. Nous reprendrons cette démarche pour l'adapter au cas des réactions 
électrochimiques entre le cuivre métallique et un électrolyte. 
Lorsque l'on examine les différentes approches expérimentales concernant les phénomènes de 
dissolution-dépôt électrochimiques, on s'aperçoit que l'on peut les regrouper en deux catégories en 
fonction de l'échelle à laquelle les phénomènes cinétiques sont considérés. 
L'une comprend toutes celles pour lesquelles les instabilités d'interface se situent au niveau 
microscopique. Les solides utilisés sont pour la plupart des cristaux et sont l'objet d'expériences de 
dissolution ou de croissance [17,18,19]. Le but de ces études est aussi de comprendre révolution 
morphologique d'un solide en fonction de causes d'instabilités d'origine cinétique. Cest ainsi que D. 
Kônneke et R. Lacman [17], dans le cas de la dissolution électrochimique d'une sphère de cuivre 
monocristalline, distinguent deux domaines de potentiel pour lesquels la morphologie évolue 
différemment. Pour les faibles surtensions, la vitesse du processus étant limitée par la diffusion en 
surface, la dissolution se fait par pans entiers de plans monocristallins. Dans le cas des fortes 
surtensions, le transfert de charges qui régit la cinétique d'interface, impose un processus de 
dissolution isotrope ne dépendant pas de l'orientation cristallographique. C. Nanev [18] attribue, à 
partir de travaux portant sur la croissance de cristaux en mode de diffusion limitante, un rôle 
important au transport par diffusion et au phénomène de migration, dans la stabilité morphologique: 
les distributions non homogènes d'une part de la concentration autour du cristal en formation et 
d'autre part des lignes de champ électrique sur le cristal sont les initiatrices de défauts 
morphologiques apparaissant sur celui-ci. Dans la plupart de ces études, la nature du solide utilisé 
permet aux auteurs de rattacher les processus cinétiques et l'évolution morphologique qui leur 
correspond, à la structure du matériau. C'est ainsi que D. Kônneke et coll. [17] concluent que la 
vitesse de dissolution à faible surtension est liée essentiellement à la densité de dislocations du cristal 
de cuivre, alors que C. Nanev et coll. [19] rappellent que l'orientation cristallographique détermine le 
front d'avancement du cristal. 
La deuxième catégorie regroupe les travaux pour lesquels l'étude de révolution morphologique est 
faite à un niveau macroscopique. Ces travaux, pour un grand nombre d'entre eux, traitent des dépôts 
métalliques et de leur rugosité. Ainsi certains comme ceux de K. 1. Popov et coll. [20 et 21] étudient 
l'influence de différents modes de polarisation sur la morphologie des dépôts obtenus. Ils démontrent 
que l'envoi de pulsations en potentiel est meilleur qu'un maintien potentiostatique, pour diminuer la 
rugosité d'un dépôt de cuivre. Dans une étude plus récente, K. 1. Popov et M. D. Maksimovic [22] 
affinent ce résultat en montrant que la rugosité de surface peut être encore réduite en faisant varier 
certains paramètres comme le rapport temps de pause/temps de polarisation. Ces différents auteurs 
[20, 21 et 22] s'appuient pour réaliser leurs études expérimentales sur des démarches théoriques [23 
et 24, 25], qui définissent chacune l'expression d'un paramètre caractérisant l'augmentation de 
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;,rugosité d'un dépôt au cours d'un processus de polarisation. L'une de ces démarches [23] utilise 
comme paramètre de rugosité, l'amplitude d'un profll considéré comme constamment sinusoïd~. 
L'autre démarche [24, 25] définit comme paramètre de rugosité, la hauteur à laquelle un point s'élève 
par rapport à un plan de référence. Les 2 démarches partent de l'hypothèse que l'accroissement de 
rugosité est dû aux différences de flux de diffusion existant en surface [26]. Elles établissent les 
expressions des deux paramètres de rugosité en fonction du temps de polarisation, de la densité de 
courant et des constantes du système électrochimique (épaisseur de la couche de diffusion ou 
concentration de l'espèce qui se dépose). Il est possible ainsi de caractériser l'évolution de la 
morphologie tout au long du processus électrochimique. 
Panni les autres études abordant ce sujet à l'échelle macroscopique, certains auteurs se penchent sur 
l'influence de la concentration d'espèces participant d'une façon directe ou indirecte au dépôt 
métallique. Ainsi 1. Bimaghra et J. Crousier [27] montrent que le mécanisme de croissance de la 
couche de cuivre déposée et donc l'évolution de la morphologie, dépendent de la concentration en 
ions Cu2+. N. Kaneko, H. Nezu [28] déterminent l'influence de certaines espèces adsorbées sur la 
morphologie de surface: selon l'espèce considérée, ce rôle peut rendre le dépôt d'épaisseur unifonne, 
affiner les grains ou encore niveler la surface. 
La caractérisation morphologique des dépôts obtenus au cours de ces expériences reste 
essentiellement qualitative. Celle-ci est faite à partir de la description de clichés obtenus par 
microscopie électronique ou des spectres de diffraction des rayons X lorsque ces dépôts présentent un 
ordre cristallin .. Lorsque cette morphologie possède une structure particulière comme là structure 
dendritique, elle peut faire l'objet d'une caractérisation différente avec le calcul de sa dimension 
fractale qui traduit le caractère plus ou moins lisse de l'interface, comme G. Kahanda et M. 
Tomkiewicz l'on fait pour l'électrodéposition du zinc [29]. Cette approche particulière de la 
. morphologie fait d'ailleurs l'objet de nombreuses investigations dans le domaine de l'électrochimie, à 
partir de mesures d'impédance [30, 31]. 
En plus des approches analytiques et expérimentales, ce sujet a donné lieu à plusieurs études par 
simulation numérique, celles-ci portant essentiellement sur le nivellement anodique d'une interface 
[32 à 39]. Les résultats de ces travaux ont mis en évidence l'influence d'une part des conditions de 
distribution de courant, d'autre part des paramètres géométriques, électriques et hydrodynamiques 
des systèmes considérés. 
L'ensemble de ces recherches nous permet ainsi d'avoir un aperçu des différentes façons d'aborder 
un sujet aussi vaste que celui des instabilités interfaciales morphologiques. La connaissance des 
résultats acquis constitue un premier stade dans la compréhension de ces problèmes d'interface. Nous 
allons cependant proposer une démarche qui va se démarquer de celles que nous avons analysées 
jusqu'à présent pour plusieurs raisons: 
• d'abord, parc~ que la théorie qui est à l'origine de nos recherches, n'a pas donné lieu jusqu'à 
présent à des investigations expérimentales" ayant pour but de vérifier ses conclusions; 
1 1 
-, • ensuite, parce que l'une des méthodes de caractérisation de la morphologie que nous 
. allons employer, à savoir la microrugosimétrie, n'a jamais été utilisée à notre 
connaissance, pour ce type de problèmes ; 
• enfm, parce que le modèle mathématique servant à nos études de simulation numérique, 





Cette démarche va consister à caractériser par l'intermédiaire du paramètre d'instabilité p, l'évolution 
morphologique d'une surface de cuivre soumise à une réaction classique d'oxydo-réduction. La 
connaissance des prévisions données par le signe de p, nous servira de support théorique pour 
aborder ensuite, les instabilités interfaciales morphologiques d'un point de vue expérimental. 
Nous allons reprendre d'une part le modèle de G. Santarini pour décrire le système électrode de 
cuivre-électrolyte, et d'autre part le raisonnement que celui-ci a utilisé lors du calcul de p [10]. Par 
rapport à cet auteur qui avait adopté une démarche globale en prenant l'expression générale d'une 
réaction de dissolution-dépôt, nous calculerons le paramètre p dans le cas particulier de la réaction 
électrochimique du cuivre. Après l'obtention des résultats, nous établirons une équivalence entre les 
différents termes employés de part et d'autre, afin de replacer le cas de la réaction électrochimique du 
cuivre dans un contexte plus général. Cette extension s'applique au cas d'un schéma de réactions 
électrochimiques. Elle prend en considération l'influence du potentiel d'électrode sur les vitesses. Par 
contre, le seul mode de transport de matière en solution considéré est la diffusion. Cette hypothèse est 
vérifiée lorsque la migration est assurée par un électrolyte support en concentration suffisante. 
Ainsi nous allons commencer par déterminer l'expression de la densité de courant de cette réaction. 
Puis nous établirons l'expression du paramètre d'instabilité p dans le cas du régime mixte de 
transfert-diffusion. Nous déterminerons son signe en fonction du potentiel appliqué à l'électrode. 
Ensuite nous déduirons à partir de ce cas général, les expressions de p ainsi que son signe, pour les 
régimes purs de diffusion et de transfert. 
1 - Expression de ]a densité de courant de ]a réaction d' oxydo réduction 
du cuivre. 
Un grand nombre d'auteurs [40, 41 et 42] s'accorde à dire que le mécanisme global de la réaction 
d'oxydo-réduction du cuivre 
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(1) 
se décompose en deux étapes élémentaires: 
Cu2+ + e- = Cu+ (étape lente) (2) 
Cu + + e - = Cu (étape à l'équilibre) (3) 
pour les solutions acides de sulfate de cuivre. 
L'étape (2) gouverne la vitesse du processus global, et son intensité s'exprime en fonction de la loi de 
Butler-Volmer : 
avec: 
ICu. +1 : concentration des ions Cu + à l'interface; 
1 
Ci : concentration des ions Cu2+ à l'interface ; 
k : constante de vitesse de la réaction anodique; 
k
oxy de' de 1 ,. thodi 'red : constante VIteSse a reactlon ca que; 
a : coefficient de transfert de la réaction anodique; 
Ji : coefficient de transfert de la réaction cathodique; 
E : potentiel d'électrode; 
F : constante de Faraday; 
R : constante des gaz parfaits ; 
T : température du système électrode-électrolyte ; 
(4) 
A l'inverse, la réaction (3) étant extrêmement rapide, la concentration ICu.+1 s'exprime en fonction du 
1 
potentiel par l'équation de Nernst: 
F(E-~) 
ICu11 = e RT 
EO 3 : tension normale standard du couple Cu/Cu + ; 
(5) 
A l'état stationnaire, l'étape en quasi-équilibre se déroule avec une vitesse égale à celle de l'étape 
limitante. L'expression de la densité de courant global i, étant la somme des intensités élémentaires 
(réactions 2 et 3), elle se traduit par: 
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-,~n remplaçant dans l'équation (4), 1 Cut 1 par l'égalité (5), nous obtenons une nouvelle expression 
de la densité de courant i : 
( F«CX+l)E-Eg) ~FE ) i ( E, c.) = 2F koxy e RT - kred q e- RT (6) 
Lorsque la réaction globale d'oxydo-réduction est à l'équilibre (i=O), la densité du courant d'échange 
iO est égale à : 
. F( (cx+l)Et., - Eg ) 
l(} = 2Fkoxy e RT 
Eth = Eg + RT ln ( Cokred ) 
2 2 F koxy 
Eth : potentiel d'équilibre ; 
Co : concentration des ions eu2+ dans la solution; 
En introduisant io dans (6), nous obtenons l'expression finale de la densité de courant: 
( 
F(cx+l)r1 C. ~F1l) 
i {TI ,Ci) = io e RT - C~ e- RT (7) 
où 11 est égal à E_Eo 3. 
D -Expressions du· paramètre d'instabilité p. 
11-1 -Position du problème. 
Pour décrire le système électrode solide-électrolyte, nous reprenons celui utilisé dans l'article [9]. TI 
est composé de deux corps, l'un solide S, l'autre liquide M et s'inscrit dans le repère (Ox, Oy, Oz) 
(voir figure n02). Le profil dans le plan xOy de l'interface 1 qui sépare ces deux phases a pour 
équation à l'instant t : 
x = Ô + b sin (2~Y) 
Le repère (OX, OY, OZ) dans lequel le plan moyen de l'interface a un mouvement de translation 
suivant OX, a été introduit précédemment. La constante Ô représente l'épaisseur de la couche de, 
diffusion. 
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figure n02: représentation du système solide-liquide 
II-2 -Hypothèses 
Dans le schéma réactionnel, les étapes cinétiques prises en considération sont les deux réactions 
" électrochimiques (2) et (3) et la diffusion des ions Cu2+. La diffusion des ions Cu+ sera négligée du 
fait de leur faible concentration à l'interface. Cette hypothèse est vérifiée lorsque le potentiel reste 
voisin du potentiel d'équilibre du système. 
Pour effectuer le calcul du paramètre d'instabilité dans le cas de la réaction globale d'oxydo-réduction 
du cuivre, nous adoptons les mêmes hypothèses simplificatrices que celles de G. Santarini [9] dans 
son modèle. Nous en rappelons certaines: 
. l'épaisseur 8 de la couche limite de diffusion est très supérieure à la longueur d'onde Â. 
ainsi qu'à l'amplitude b de l'ondulation; 
. le flux de courant transporté par diffusion dans la couche limite est: J = -2FD grade 
C(x,y) : concentration de l'espèce Cu2+ dans la couche de diffusion; 
0: coefficient de diffusion de l'espèce Cu2+ . 
. il s'établit dans le système électrode de cuivre-électrolyte, un régime quasi-stationnaire 
des points de vue chimique, diffusionnel et thermohydraulique. Les concentrations 
C(x,y) en tous points de la couche limite sont indépendantes du temps. La seconde loi de 
Fick 1?ermet d'écrire: 
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DY' 2 C(x,y)=O 
. la couche limite, d'épaisseur 0, se déplace par rapport au 'solide S à la vitesse constante: 
* M étant la masse molaire du cuivre, et p sa masse volumique. C est la concentration des 
s s 
ions Cu2+ à l'interface J dans le cas où cette interface est plane. Quant à l'ensemble de 
l'électrolyte situé au delà de la couche limite, il,présente une vitesse moyenne de composante 
. suivant nx, égale à : 
_l_(Ms _ v) i(T\,C*) 
2F Ps 
v étant le volume molaire partiel du cuivre dans la solution, à la concentration CO' 
Nous ajouterons l' hypothèse supplémentaire que seule la diffusion de l'espèce Cu2+ dans la solution 
intervient. 
11-3 - Calcul du paramètre d'instabilité dans le cas du régime mixte de transfert-
diffusion 
Rappelons la défmition du paramètre d'instabilité p : 
p = 
uxi (t) -Uxi (0) 
1 Uxi (0) 1 
u .(y) est la vitesse de déplacement suivant nx d'un point de l'interface J. Son expression est: 
Xl 
M 
Uxi(O) = - 2 F ~s Jxi(y) (8) 
avec J . le flux de courant transporté par diffusion au niveau de l'interface suivant Ox. Celui-ci 
Xl 
s'exprimant en fonction de la concentration, il nous faut résoudre l'équation ci-dessous pour 
déterminer p : 
(9) 
Les conditions aux limites sont les suivantes : 
. à l'interface: J .. n.= -i (11, C.) 
1 1 1 
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quel que soit y, pour x = Ô + b Sin(2:y) = Ô + b f(y) 
Ce bilan peut encore s'écrire: 
(10) 
. à la limite externe de la couche de diffusion: C(x,y)=CO quel que soit y, pour x=O 
La forme générale de la solution de l'équation (9) est: 
C(x,y) = Co + C* ~ Co x + b e sin (2~Y) exp [~ (x - Ô)] 
* où C et e sont des constantes à déterminer à partir des conditions aux limites. 
Les composantes du vecteur flux de diffusion dans la couche limite sont: 
JX = - 2 F D ( C* ~ Co + be sin (2~Y) î- exp [ ~x - Ô) ] 1 
Jy = - 2 F D { be ~ cos ( 2~y ) exp [ ~1t (x - Ô)] } 
(11) 
A l'interface, c'est à dire pour x= ô+b f(y), et en ne retenant que les termes d'ordre 0 et 1 en b, les 
" composantes du flux de diffusion deviennent : 
(12) 
Jyi = -2 F D { be~ cos (2~Y) } (13) 
On peut remarquer dés maintenant que les vitesses u .(0) et u .(À./4) peuvent s'écrire d'après 
Xl Xl 
l'équation (8) : 
Uxi(O) =D Ms C* - Co 
Ps Ô (14) 
Â, DM C* - Co + be 21t u .(_)= __ s (15) Xl 4 Ps Ô Â, 
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d'où l'expression du paramètre d'instabilité p : 
(16) 
L'équation (10) se simplifie avec la disparition des termes en b d'ordre supérieur à 1. TI en résulte: 
J .= - i (1'\, C.) 
Xl 1 
(17) 
L'expression de la concentration à l'interface est: 
(18) 
En reportant l'équation (18) dans (7) et après identification des tennes constants et des termes en 
sinus à partir de (17), nous obtenons: 
C* - Co . [F(a+l)Tl C* - pF1'\ 1 2FD =l() e RT - -e RT a Co 
2FDs21t = _ .& (C* -Co + el exp(J3F1'\ ) 
Â. Co a RT 
.Nous en déduisons ainsi l'expression de chaque constante: 
F(a+l)Tt _ ("n 
ioe RT +2F~ 
c*= a 




_ jQ c* - Co -'3FTl 
Co BeRT 








\A partir de l'équation (16), et en remplaçant u . (0) et E par leurs expressions détaillées, nous 
Xl 
obtenons une nouvelle expression du paramètre d'instabilité p : 
p= 
- H (C* - Co) , 
(24) 
où H est la fonction de Heaviside. 
* Nous constatons que le signe de p dépend de la différence C - Co' qui est elle-même fonction de la 
surtension 11. Ainsi le signe de p est lié à la nature de la réaction d'oxydo-réduction : 
* • Pour une dissolution anodique (11 >0 et C - Co>O), p est négatif. L'évolution de la 
morphologie tend vers une diminution de l'amplitude des irrégularités, donc un aplanissement 
de la surface (l'instabilité globale est négative) ; 
* 
• Pour un dépôt cathodique (11 < 0 et C - Co <0), p est positif. Dans ce cas, les irrégularités de 
surface ont tendance à s'accentuer (l'instabilité globale est positive). 
Le cas où 11 est nulle ne peut être pris en compte, car le paramètre p n'est pas défini. 
II-4 - Cas du régime pur de diffusion 
" La diffusion joue le rôle de l'étape limitante dans le processus global, et la réaction électrochimique 
est considérée comme étant à l'équilibre (i
o 
~ 00). Dans ces conditions, l'expression (24) du 
paramètre d'instabilité devient: 
p = - 21t H (C* - Co) 
Â. 
* Comme pour le régime mixte, le signe du paramètre d'instabilité dépend de la différence (C - Co). 
Avec la densité de courant d'échange infInie, l'expression de cette différence est modifiée: 
F(a+l)T} 13FT} 
* ---C - Co _ e RT - e RT 
Ô Ô 13FT} 
-e RT Co 
* Cependant, on constate que la différence C ':" Co dépend de la même façon de la surtension 11 que 
dans le cas précédent. Les résultats de p sont donc identiques à ceux du régime mixte. 
On notera que l'ampleur de p est inversement proportionnelle à la longueur d'onde de la sinusoïde. 
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11-5 -Cas du régime pur de transfert 
L'étape limitante est celle de la réaction de transfert et la diffusion est considérée comme un processus 
infIniment rapide (D..J)OO). Dans ce cas, les égalités (22) et (24) montrent que l'on a : 
c* - Co = 0 et p=O 
o 
Quelle que soit la valeur de la surtension, la morphologie de la surface est stable. Ce phénomène est 
lié à l'absence de gradients de concentration à l'interface. 
III Correspondance entre les 2randeurs chimiques et électrochimiques 
dans un processus 2énéral de dissolution-dépÔt 
De façon à situer notre démarche par rapport à celle de G. Santarini, nous allons établir des 
équivalences entre les termes se rapportant à la réaction globale d'oxydo-réduction du cuivre, et ceux 
de la vitesse de dissolution-dépôt, dont l'expression générale est: 
avec: 
kd : constante de vitesse de la réaction de dissolution; 
k : constante de vitesse de la réaction de dépôt; 
r 
C. : concentration à l'interface de l'espèce dissoute ou déposée; 
1 
d,r : ordres des réactions partielles. 
"Par rapport à v dr' la vitesse de la réaction du cuivre s'écrit: 
. F ( (a+l)E - Eg ) ~FE 2~ =vdr=koxye RT - kred qe- RT 
Par identifIcation des différents termes relatifs aux constantes de vitesse et à la concentration, nous 
obtenons: 
d = 0 dissolut:ion d'ordre 0 
F ( (a+l)E - Eg ) 
~=koxye RT 
r=l dépôt d'ordre 1 
Les réactions partielles de dissolution et de dépôt sont respectivement d'ordre 0 et 1. 
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-,~a fonnule (17) de la publication de G. Santarini, donnant l'expression de p, est encore applicable: 




D : coefficient de diffusion chimique de S dans M ; 
s : solubilité de S dans M ; 
V : vitesse d'échange du processus de dissolution-dépôt; 
e 
Les expressions de s et V ,en fonction des tennes employés pour le processus électrochimique, sont: 
e 
1 0 
k d-r kd kox F (X;+~+l)E - E3 
s=_r_=_= __ Y e RT kd kr kred 
_...L A. F (cx+l)E - Eg 
Ve = k d-r k d-r = ~ = koxye RT d r 
Les résultats concernant le signe de p, que nous trouvons dans le cas de la réaction électrochimique 
du cuivre, sont identiques à ceux obtenus dans le cas général d'une réaction de dissolution-dépôt de 
nature chimique. En particulier, dans tous les cas traités ci-dessus la valeur absolue de p est une 

















































RESUL T ATS ET INTERPRÉTATIONS 
Cette étude va consister, dans un premier temps, à vérifier que le processus d'interface de notre 
système expérimental est bien celui retenu lors du calcul du paramètre p. Nous étudierons ensuite 
l'évolution morphologique de l'électrode de cuivre au cours d'une dissolution anodique afin de 
comparer les résultats obtenus aux prévisions du paramètre p. Pour cela, nous allons utiliser 
essentiellement les deux techniques d'analyse que sont les impédances électrochimiques et la 
microrugosimétrie. 
1 T h o d' 1 ° 'tO ) ° 'd ') t hO ° -ec nique ana yse cine IQueies Impe ances e ec roc IIDIQues 
Cette méthode d'analyse pennet de détenniner les processus cinétiques se déroulant à l'interface d'un 
système électrochimique. Son principe consiste à envoyer des perturbations en potentiel fonctions de 
la fréquence à une électrode métallique. A partir des réponses en courant, des valeurs d'impédance 
sont détenninées; elles caractérisent un type de système électrique dont la configuration pennet par 
analogie de déduire les processus cinétiques existant à l'interface. Pour établir les correspondances 
entre mécanismes réactionnels et éléments d'un circuit électrique, il est nécessaire avant tout de 
passer en revue les principaux phénomènes intervenant à l'interface électrode-électrolyte. 
1-1- Les processus d'interface [43] 
1-1.1 - La double couche électrochimique (dce). 
Considérons d'abord un métal électriquement isolé plongeant dans un solvant ionisant non solvatant 
et électroinactif. Nous supposerons d'abord qu'il n'y a pas d'ions pré-existant dans ce solvant. Les 
ions superficiels Mn+ du métal en contact avec une phase où leur potentiel chimique vaut - 00 tendent à 










figure n03 : Couche de Helmoltz et couche diffuse de Gouy-Chapman. 
lf: couche ~couche de 
de solvatation sotvatation 
cation so'vaté 
adsorbe 
figure n04 : Structure de la double couche. 
27 
Y.passer mais, comme ils doivent abandonner leurs électrons dans le métal, il apparait à la surface de 
cé dernier une distribution de charges négatives qui retient les ions métalliques à courte distance de 
l'interface. 
L'ensemble de ces deux distributions de signes contraires est assimilable à un condensateur plan. 
C'est la double couche de Helmholtz. Son épaisseur est de l'ordre de grandeur des dimensions 
ioniques, c'est à dire de quelques angstroems. 
En fait, cette description qui assimile cette zone d'espace à un condensateur rigide, est insuffisante car 
les ions Mn+ qui constituent son armature externe sont soumis à l'agitation thermique et peuvent donc 
s'éloigner plus ou moins de l'interface. Ainsi la double couche de Helmholtz se prolonge au sein de 
l'électrolyte par une autre zone appelée couche diffuse de Gouy-Chapman (voir figure n03). 
Le modèle étudié ci-dessus reste évidemment très théorique puisque nous avons supposé que seuls 
les ions métalliques de l'électrode Mn+ étaient présents dans le solvant qui par ailleurs n'intervenait en 
aucune façon dans les processus aux électrodes. Cependant la réalité est beaucoup plus complexe. 
D'une part l'ion Mn+ ne se forme pas nécessairement (cas d'une électrode idéalement polarisable). 
D'autre part tous les ions existant en solution, même électroinactifs, sont soumis à l'influence, de 
nature électrostatique, des charges portées par l'électrode. Ces ions modifient évidemment la 
répartition de la charge d'espace dans la couche diffuse et peuvent en outre s'adsorber sur l'électrode. 
Enfin, le solvant, même inactif, possède notamment s'il est fortement ionisant, un moment dipolaire 
qui entraîne une attraction entre ions et molécules du solvant ainsi qu'entre solvant et charges 
superficielles de l'électrode. 
Cette structure a été beaucoup étudiée, essentiellement pour des électrodes idéalement polarisables, 
dans les domaines de tension où ne se produit aucune réaction électrochimique. On évite ainsi la 
complication qu'introduirait le passage d'un courant à travers l'interphase. 
En défmitive, la structure de la dce est alors la suivante : 
Au contact de la surface métallique existe une couche de molécules du solvant avec leurs dipôles 
orientés perpendiculairement à cette surface, dans un sens ou dans l'autre selon les charges portées 
par l'électrode. 
Outre les molécules du solvant, certains ions peuvent également s'adsorber sur l'électrode. C'est le 
phénomène que l'on appelle adsorption spécifique, pour lequel seuls les ions dépourvus de molécules 
solvatantes (ions dits "secs" ou "nus") peuvent évidement subir une telle adsorption. On nomme 
souvent plan de Helmholtz interne (PIn) le lieu des centres des ions ainsi adsorbés. Ce plan coïncide 
approximativement avec celui des pôles extérieurs des dipôles adsorbés. 
C'est seulement au-delà de cette première couche de solvatation et d'adsorption de l'électrode que l'on 
rencontre les cations solvatés. Les plus rapprochés de l'électrode sont situés dans un plan parallèle à 
celle-ci et constituent le plan de Helmholtz externe (PHE). D'autres sont répartis dans la masse de 
l'électrolyte en même temps que les autres ions de la solution et des molécules de solvant non 
orientées ; ils forment la couche diffuse de Gouy-Chapman. En outre, un certain nombre de 
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-smolécules du solvant peuvent également exister entre les deux plans de Helmholtz. Elles sont peu 
orientées et constituent une deuxième couche de solvatation, faiblement liée, de l'électrode. 
I -1 .2- Ul réaction de trans/en. 
Si l'on considère maintenant une électrode non isolée, c'est à dire reliée à un générateur, celle-ci 
fonctionnera comme anode si le générateur lui extrait ses électrons, comme cathode s'il lui en fournit 
Dans le premier cas, les ions Mn+ situés dans la zone de Helmholtz sont libres de s'éloigner dans 
l'électrolyte. On observe donc la réaction: 
(oxydation anodique) 
Dans le deuxième cas, les électrons s'accumulant au contraire à la surface de l'électrode, les ions Mn+ 
de la solution passent à travers la double couche pour être réduits à l'état métallique (réduction 
cathodique). 
Dans tous les cas la dce existe mais sa structure se modifie. 
1-2 - Schéma électrique équivalent 
On appelle circuit équivalent d'une électrode, le circuit électrique (comprenant résistances et capacités) 
qui se comporte comme l'électrode au voisinage d'un point de fonctionnement, c'est à dire réagit 
comme elle à une tension alternative imposée en laissant passer dans le circuit extérieur au système 
" électrode-électrolyte la même intensité alternative. 
1-2.1- Condensateur et capacité de double couche électrochimique. 
Comme nous l'avons vu précédemment pour une électrode non traversée par un courant, l'interphase 
électrode-solution peut être assimilée à un ensemble de charges comprenant: 
• une distribution plane de charges portées par l'électrode ; 
• une distribution plane de dipôles orientés perpendiculairement à la surface; 
• une distribution plane de charges résultant des ions secs adsorbés spécifiquement dans le 
plan de Helmholtz interne; 
• une distribution plane de charges correspondant aux ions solvatés adsorbés dans le plan 
de Helmholtz externe, prolongée par la distribution diffuse de Gouy-Chapman ; 
Au total l'électrode prend une charge +0', compensée par une charge opposée -0' dans l'électrolyte 
pour respecter la neutralité de ce système. Comme il existe une différence de potentiel entre l'électrode 
et la masse de la solution, l'ensemble est formellement équivalent à un condensateur de capacité C de. 
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Qn POUITait donc penser que le circuit équivalent à l'électrode se réduit à ce condensateur (figure 
~o5.a).En fait cela n'est vrai qu'en l'absence d'adsorption spécifique. Dans le cas contraire, des ions 
(non solvatés) pouvant traverser la zone de Helmholtz, le véritable circuit équivalent est constitué 
comme l'indique la figure n05.b [43]. 
-
® 
figure n05 : circuit équivalent d'une électrode non traversée par un courant; (a) sans adsorption 
spécifique; (b) avec adsorption spécifique. 
I -2.2- Résistance de transfert de charge. 
Lorsque une électrode est traversée par un courant, la vitesse du processus électrochimique de 
transfert est définie à partir de la loi de Butler-Volmer. Celle-ci relie l'intensité i du courant à la 
surtension 11 appliquée à l'électrode. Lorsque cette surtension est faible, cette loi peut se développer 
en série en se limitant au premier ordre. n vient alors l'expression suivante de l'intensité : 
. . nF11 
1 = l() RT 
Si on fait apparaître dans cette équation l'intensité totale 1 (1 = i S ) traversant l'électrode de surface 
e 
S, on a la relation : 
e 
11 = RT 1 
nFioSe 
identique à une loi d'Ohm si on pose : 
R - RT t- nF· S 10 e 
La grandeur Rt analogue à une résistance, constitue la résistance de transfert. 
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-:\En s'affranchissant de cette approximation faite à l'origine, on peut généraliser cette notion pour une 
valeur quelconque de la surtension. Dans ce cas Rt dépendra de la surtension 11. 
I-2. 3-Circuit équivalent d'une électrode soumise à une réaction de trans/en (figure nCij). 
D'un point de vue électrique, une électrode qui est le siège d'une réaction électrochimique, peut être 
considérée comme équivalente à un circuit comprenant: 
· la capacité de double couche électrochimique, en supposant, pour une question de 
simplification, qu'il n'y a pas d'adsorption spécifique; 
· une résistance de polarisation Rt en parallèle avec la capacité, puisque le courant peut 
traverser le système. 
· une résistance R en série, importante seulement si l'électrolyte est peu conducteur et 
s 
surtout s'il se dépose un solide à la surface de l'électrode. 
figure n0 6 : circuit équivalent d'une électrode traversée par un courant. 
1-2.4- Validité du modèle. 
Ce premier modèle traduit un régime cinétique appelé régime pur de transfert de charges: l'étape de 
transfert règle seule la vitesse du processus global. toutes les autres étapes étant considérées à 
l'équilibre. TI est évident cependant que dans une majorité de cas, ces dernières qui se déroulent soit à 
l'interphase électrode-électrolyte, soit dans la solution, ont des constantes de vitesse du même ordre 
de grandeur que celles de la réaction électrochimique. Par conséquent elles influent aussi sur le 
déroulement du processus global. Parmi ces étapes aussi nombreuses que variées, on distingue: 
.le transport en volume de matière qui résulte de trois phénomènes physiques : 
* la convection (libre ou forcée); 
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* la migration d'espèces chargées due à un gradient de potentiels électriques qui règne au 
sein de 1'électrolyte ; 
* la diffusion due à un gradient de concentration qui s'établit du fait de l'enrichissement 
ou de 1'appauvrissement d'une espèce au voisinage de 1'interface . 
.le transfert de charges qui peut s'effectuer en plusieurs étapes élémentaires; 
. les réactions chimiques en volume ou en surface ; 
. les phénomènes de surface tels que 1'adsorption-désorption, la diffusion, etc. 
Ces processus ont, dans le cas général, des cinétiques très différentes. Certains interviennent dans la 
formation de la structure de la dce, ou au contraire la modifient. D'autres dépendent de la réaction de 
transfert. Dans tous les cas leurs effets respectifs se traduisent dans les circuits électriques équivalents 
par des impédances supplémentaires. Par exemple, l'influence de la diffusion dont la couche est 
d'épaisseur infmie, se traduit par une impédance, appelée impédance de Warburg, qui est en série 
avec celle de transfert [44]. 
Le modèle initial pourrait être ainsi complété (et compliqué) pour qu'il tienne compte de tous les 
processus. Cependant, dans le cas d'une présentation globale et simplifiée de l'impédance 
électrochimique, nous considérerons la réaction de transfert de charges comme le 'seul processus se 
produisant à 1'interface. 
1-3 - La mesure d'impédance électrochimique [44 et 45] . 
.Le principe de la mesure consiste à surimposer au potentiel de polarisation de l'électrode une 
perturbation sinusoïdale de potentiel ôE = ôEo sin(rot), dont l'amplitude ÔEo est suffisamment 
faible pour que le système puisse être assimilé à un circuit électrique linéaire. La réponse induite en 
courant .M = Ôlo sin( rot+<!» présente un déphasage <1> par rapport à la perturbation. 
L'impédance Z(ro) de l'interface électrochimique est un nombre complexe qui peut être représenté soit 
en coordonnées polaires, soit en coordonnées cartésiennes : 
avec 1 Z 1 = ôE/ôl 
Z(ro)=Re Z + j lm Z avec Re Z = 1 Z 1 cos<l> et lm Z = 1 Z 1 sin<l> 
La représentation en coordonnées polaires et cartésiennes, dans le plan complexe de repère (Z' , - j 
Z"), se traduit par le diagramme de la figure n07. 
La validité de la mesure d'impédance rend nécessaire d'effectuer cette dernière pour un couple 
courant-tension stationnaire. Si cette condition. n'est pas respectée, cela entraîne une distorsion de la 









figure n07 : représentation d'une impédance complexe. 
1.4-Diagramme d'impédance théorique d'une électrode à interface plane, soumise 
à un processus de transfert 
Considérons une électrode dont l'interface est le siège d'une réaction de transfert. Appliquons lui une 
tension sinusoïdale de faible amplitude, de pulsation co (co=21tf) autour de son potentiel de 
polarisation. Sa réponse en intensité donnera une valeur de l'impédance identique à celle du circuit 
électrique décrit précédemment Calculons cette impédance à partir du schéma équivalent: 
Soient: 
.Zc l'impédance de la capacité de la dce : 
Zc= 1 jCicco 
Zt l'impédance de la résistance de transfert: Zt=Rt ; 
Z l'impédance de la résistance de la solution: Z =R ; 
s s s 
Z l'impédance de l'électrode: 
Z=Z + ZcZt 
S Zc+Zt 
Après calcul, on obtient: 
(25) 
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Dans le repère (Z' , -j Zif), les coordonnées cartésiennes de Z sont: 
On peut écrire : 
donc: 
En remplaçant (j} par son expression dans l'équation (26), on obtient: 
ReZ- Rs= Rt 
1 + (ImZ)2 
{ReZ-Rsf 
ou encore: R (Re Z-R )=(Re Z-R )2+ (lm Z)2 
t s s 
Ceci peut s'écrire (Re Z-R ) [(Re Z-R )-R 1+ (lm Z)2=0 
s s t' 
et en posant Re Z=Ze +R/2, cette expression devient: 
Finalement, on obtient l'équation suivante: 




On représente généralement en électrochimie l'impédance Z( co) dans le repère (Z' , -j Zif). Cette 
représentation porte le nom de diagramme de Nyquist. Pour ce processus cinétique, la courbe de Z(co) 
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~présente un demi-cercle (voir figure n08). Celui-ci est placé dans la partie correspondant aux axes 
positifs de ce repère, puisque l'impédance est de nature capacitive (la partie imaginaire de Z( 0) est 
négative quelle que soit la valeur de 0). 
La constante de temps R Cd du circuit équivalent caractérise ce demi-cercle. 
t c 
TI existe d'autres modes de représentation des valeurs d'impédance, comme le diagramme ~e Bode: 
logIZI=f(log( 0)). 
A partir du diagramme de Nyquist, on retrouve certaines caractéristiques du circuit électrique 
équivalent selon la valeur de 0). 
l -4 . 1- Résistance de l'électrolyte Rs 
Rapvelons que: 
Alors limO)~ 00 Re Z=Rs et limO)~ 00 lm Z=Û. 




figure nog : diagramme de Nyquist traduisant le comportement d'une interface plane soumise à un 
processus de transfert. 
35 
I -4 -2- Capacité de double couche électrochimique C de 
Au sommet du cercle: 
En simplifiant, on obtient: 
R 2 C 2 co 2= 1 
t dc 0 
Finalement l'expression de la capacité de double couche est: Cdc= 1/ (R.co ), O}o étant la pulsation au t 0 
sommet du cercle). 
En diminuant la fréquence de sollicitation de l'électrode, il est ainsi possible d'obtenir la valeur de 
Cdc• 
I -4-3- Résistance de polarisation de transfert Rt 
Lorsque 0} devient nulle, la sollicitation en tension est continue. Alors: 
Une telle sollicitation nous permet, connaissant la résistance de l'électrolyte R , d'accéder à la 
s 
résistance de transfert Rf 
1-5 -Aspect général de l'impédance électrochimique. 
En réalité, comme nous l'avons précisé précédemment, un certain nombre de réactions chimiques ou 
électrochimiques constituent le processus global. Chaque étape peut être définie par une impédance et 
caractérisée par une constante de temps qui lui est propre. Sa réponse à une perturbation sinusoïdale 
est fonction de la fréquence utilisée. Ainsi en faisant varier la fréquence dans un large domaine, il est 
possible de distinguer les différents processus qui se déroulent à l'interphase, sur la base de leur 
temps de relaxation. A basse fréquence (et à la limite à fréquence nulle), tous les processus sont 
sollicités. Avec l'augmentation de f, la contribution des processus lents (diffusion, réactions 
chimiques ... ) disparaît : ils n'ont plus le temps de faire varier le système avant le changement de 
polarité du signal alternatif. Dans le domaine des hautes fréquences, la réponse ne dépend plus que 








figure n09.a: exemple d'un diagramme d'impédance; électocristallisation de l'argent dans 
AgN03 lM + HN03 0, 5M ; vitesse de rotation de l'électrode :2600 tr.min-
1 
: 
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figure n09.b : exemple d'un diagramme d'impédance; (a) + acide tartrique 5.10-2 M, 1=20 mA, aire 
du disque=1,77 cm2. 
Les diagrammes peuvent avoir des fonnes assez compliquées. TI est fréquent que ceux-ci soient 
constitués de plusieurs arcs de cercle, capacitifs ou inductifs (partie imaginaire de l'impédance 
positive) pouvant se superposer ou se situer dans des domaines de fréquences très différents (voir 
figure n09.a et 9.b). 
Pour ajouter à la complexité des diagrammes, ces arcs qui sont en général des demi-cercles, peuvent 
avoir leur centre qui ne soit pas situé sur l'axe des réels. Ce phénomène s'explique par une répartition 
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dys constantes de temps autour d'une valeur centrale, qui est due à la rugosité de la surface de 
l'électrode impliquant une répartition non uniforme de la densité de courant sur cette surface. 
11- Technique d'analyse morpholo2ique:la microru2osimétrie [46] 
Cette méthode d'analyse va nous permettre de suivre l'évolution morphologique d'une électrode de 
cuivre au cours de sa dissolution anodique. A côté des informations qualitatives de la microscopie 
électronique, la microrugosimétrie offre la possibilité d'obtenir des résultats quantitatifs au sujet de 
l'évolution morphologique de l'interface puisque les différents profils de surface donnent lieu à des 
traitements numériques qui en dégagent un certain nombre de paramètres statistiques caractéristiques. 
Nous présentons maintenant la technique de rugosimétrie et ses différentes possibilités. 
II-I-Présentation générale 
L'analyse morphologique de la surface d'un matériau par microrugosimétrie se divise en deux parties: 
· la première est liée à l'acquisition. Elle consiste en un déplacement d'une pointe diamant à la 
surface d'un échantillon (d'où l'autre nom donné à cette méthode: microscopie mécanique à 
balayage (M.M.B)). Avec les oscillations du bras du capteur, soumis aux irrégularités de la 
morphologie, se produit un signal v(t) représentant le profil de rugosité z(x) palpé sur une 
longueur L. Ce signal v(t) est échantillonné puis digitalisé. L'obtention de tous les points 
z(x,y) caractérisant la surface analysée, est réalisée en suivant plusieurs profils régulièrement 
espacés et parallèles entre eux ; 
· la deuxième partie se rapporte a~ différents traitements du fichier constitué des points z(x,y). 
Ces traitements sont effectués à partir d'un logiciel et permettent d'une part de visualiser les 
zones analysées en une, deux ou trois dimensions, d'autre part d'obtenir des résultats 
quantitatifs sur leur morphologie. 
II-2-Matériel utilisé 
Le système d'acquisition et de traitement est développé autour d'un micro-ordinateur compatible IBM 
PC/AT possédant une carte haute défmition (640 x 350 en 16 couleurs). 
L'ensemble d'acquisition se divise en deux parties: 
· la chaîne de mesure constituée par un capteur rugosimétrique tactile, une chaîne d'amplification 
des signaux issus du capteur et une carte de conversion analogique/numérique ainsi qu'un 
amplificateur gain-offset; 
· l'ensemble de déplacement, constitué de deux moteurs pas à pas croisés (Microcontrôle) 
co~andés par une carte logique adaptée, reliée à un translateur réalisant l'amplification des 




















Cil" lNE DE ~'Eru IlE 
SIgnai analogiqup 
AMPLlF ICATBJ R 
1 
TRllNSru CTEU R 
t 
Carte de conversion 
Ana log ltlue/Num6r lque 






tRéglOgeS manuels 1 >1 Platine Porte t<;k<:--------I 
Echantillon 
EltSEMIlLE DE DEPLACEMEtiT 
-
lNDEXBJIl 
(ensemhle logique de 
commande et de contrôle 
Cartes puIssance 
ACT1G1HBJ RS des 
déplacements de la platIne 
porte échontillon 
(2 moteurs pas à pas croisés) 
39 
~s différents résultats des traitements sont édités sur deux périphériques: une imprimante laser 
et une imprimante couleur. Un schéma du système est illustré en figure nOlO. 
11-3-Fonctions du logiciel 
Avec l'obtention du signal z(x,y), il s'avère souvent nécessaire d'effectuer des traitements 
préliminaires de filtrage dans le but soit de redresser la direction générale des profils, soit de séparer 
les défauts de haute fréquence caractérisant "la rugosité" proprement dite de ceux de faible fréquence 
caractérisant "l'ondulation". Ainsi le logiciel propose des prétraitements qui permettent soit de 
redresser la surface, soit d'éliminer une partie de l'infonnation non désirée. Dans notre cas, et compte 
tenu de la nature morphologique des surfaces à analyser, seul le redressement des profils sera 
appliqué aux acquisitions. 
Les différents traitements proposés par le logiciel permettent d'accéder à deux types d'informations: 
• le premier d'ordre qualitatif, avec la visualisation de plusieurs façons d'une zone analysée: cela 
permet ainsi d'avoir une perception de la morphologie beaucoup plus précise avec une meilleure 
notion du relief (images en trois dimensions), une meilleure visualisation de la répartition des 
irrégularités en surface (images en deux dimensions représentant les courbes de niveau) et une 
meilleure évaluation de ces irrégularités à partir de profils sélectionnés. Des exemples sur ces 
différents modes de visualisation sont donnés figure n011 . 
• le second d'ordre quantitatif, avec l'obtention de résultats caractérisant les hauteurs, la surface et 
les fréquences liées à la morphologie. Le traitement des amplitudes offre la possibilité, à partir du 
calcul de paramètres statistiques, de quantifier la rugosité et de qualifier l'histogramme des hauteurs 
de la zone analysée. Le traitement de ~urface permet de calculer l'aire vraie de cette zone par rapport à 
son aire géométrique. Cela donne ainsi une évaluation du niveau de rugosité globale de la surface. 
L'analyse en fréquence consiste à calculer la densité spectrale de puissance et la fonction 
-d'autocorrélation d'une zone acquise par microrugosimétrie. Ces deux fonctions mathématiques 
permettent respectivement d'une part de déceler certaines longueurs caractéristiques des différents 
profils, d'autre part de déterminer s'il existe une corrélation entre la nature des irrégularités et leur 
répartition en surface. 
L'utilité de ces différents traitements est liée de toute évidence à la nature morphologique de la 
surface étudiée et aux informations que l'on veut faire ressortir d'une analyse en M.M.B. Dans 
notre cas, et après utilisation de toutes ces fonctions, il s'avère que seules les images en trois 
dimensions des zones analysées (couplées avec les clichés de microscopie électronique à balayage), 
et seul le traitement des amplitudes, seront utiles à cette étude. Les autres fonctions n'apportent soit 
aucun autre résultat, soit des informations à caractère redondant 
11-4- Traitement des amplitudes 
Après traitement numérique des profils, le logiciel du microrugosimétre calcule deux paramètres de 
rugosité et trois moments centrés de l'histogramme des hauteurs qui permettent notamment la 
(b) 
(a) 
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Figure n011 : Exemples devisualisation d'une surface analysée par niicrorugosimétrie : (a) image en 
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coefficient de dissymétrie (skewness) : 
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cofficient de finesse (kurtosis) : 
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Figure n012: Paramètres caratérisant l'état morphologique d'une surface analysée par 
microrugosimétrie. 
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-çomparaison à une distribution gaussienne. Nous emploierons ces mêmes paramètres dans la 
simulation numérique. Les deux paramètres de rugosité, utilisés par cette méthode d'analyse, sont 
(voir figure n012) : 
• la rugosité totale Rt dont l'expression est: Rt= Z - Z . max mm 
• la rugosité moyenne, qui est l'écart arithmétique moyen, et dont l'expression est la 
suivante: 
Ra = ~ 1 z(x, y} - Rp 1 
n 
où R est la hauteur moyenne et n le nombre total de points à la surface. p 
A la vue de ces deux expressions, on constate que le paramètre le plus représentatif de la mmphologie 
est R , puisqu'il est calculé à partir de tous les points de la zone analysée. C'est pourquoi nous 
a 
l'utiliserons préférentiellement dans notre étude. 
La caractérisation de 1'histogramme des hauteurs se fait en fonction de paramètres statistiques dont les 
valeurs sont calculées à partir des moments centrés d'ordre 2,3 et 4. L'expression générale de ces 
moments est la suivante: 
M(m) = ~ (z(x, y) - Rp yn 
n 
m étant l'ordre du moment. 
La racine carrée du moment centré d'ordre 2, notée R , est l'écart type de l'histogramme des 
hauteurs. TI pennet, ainsi que les moments centrés d'ordre 3 et 4, de calculer les paramètres Sk et Ek' 
dont les valeurs caractérisent la fonne de l'histogramme des hauteurs p(z). fis sont appelés 
respectivement coefficient de dis symetrie et coefficient de finesse et sont définis de la façon suivante : 
et 
La connaissance de ces coefficients pennet de comparer l'histogramme à une distribution gaussienne 
dont les valeurs de Sk et Ek' sont connues et respectivement égales à 0 et 3. Tout écart à ces valeurs 
se traduit de la façon suivante (voir figure nO 12) : 
• pour le paramètre Sk' par une dissymétrie de p(z). Ainsi lorsque Sk est supérieur à 0, 
l'histogramme des hauteurs possède un nombre plus important de points au dessus du 
plan moyen (à la cote R ) qu'au dessous. Cela peut se traduire aussi par un nombre plus p 
important de pics que de creux. Le raisonnement est inversé pour une valeur négative de 
Sk ; 
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-, • pour le paramètre ~, par un affinement de p(z). Ainsi pour une valeur de ~ supérieure à 
3, tous les points sont regroupés dans une classe des hauteurs plus étroite que celle liée à 
une distribution gaussienne (et inversement lorsque E.k <3~. 
III-Expériences et résultats expérimentaux 
Les techniques d'analyse étant présentées, nous allons maintenant essayer d'identifier les processus 
interfaciaux de dissolution anodique par des mesures d'impédance électrochimique, puis, l'évolution 
morphologique d'une surface de cuivre sera suivie par microrugosimétrle. 
III-I-Détermination du processus d'interface par mesures d'impédance 
électrochimique 
III -l.l-Conditions expérimentales 
Les échantillons utilisés sont issus d'un cuivre commercial, polycristallin (diamètre moyen des grains 
égal à 7 ~m) et dont la pureté est supérieure à 99,99 %. L'électrode de travail est constituée d'une 
éprouvette cylindrique (diamètre de 10 mm), fIxée dans une enveloppe creuse de Plexiglas, avec une 
résine époxy (EPOFI Struers) (voir fIgure n013). 
Avant chaque expérience, la surface de l'électrode est polie mécaniquement au papier SiC jusqu'au 
grade 1200. Elle est ensuite nettoyée aux ultra-sons, rincée à l'alcool puis à l'eau, et enfm séchée à 
l'air chaud. 
L'électrode de référence est une éleCtrode au sulfate mercureux en solution saturée de K2SO 4' 
L'électrode auxiliaire est une plaque de platine de grande surface (2 cm2). La solution utilisée est 
composée de ~SO 4 (0,5 mOl.r1), de CUS04 (0,01 mol.r1) et de ~SO 4 (0,5 mol.r1) dans l'eau 
millipore. Le pH est de 1,5. 
La concentration en ions Cu2+ etant cent fois plus faible que celle des autres ions ces conditions 
pennettent de négliger la migration de Cu2+ conformément à l'hypothèse adoptée. 
L'immersion de l'échantillon se fait juste après le séchage, dans une solution initialement désaérée par 
un bullage d'azote d'une durée de 30 minutes. Une fois immergée, l'électrode est animée d'une 
vitesse de 200 tr.min-1 par l'intermédiaire d'un dispositif EDI Tacussel, alors qu'une surpression 
d'azote est maintenue en pennanence dans le réacteur. La polarisation galvanostatique du matériau est 
assurée par une interface 1286 Solartron Schlumberger. 
Les mesures d'impédances sont faites pour des densités de courant comprises entre 0,1 et 
20 mA.cm-2• Pour chaque échantillon et pour un couple densité de courant-tension stationnaire, un 
diagramme est obtenu à l'aide d'un analyseur de fonction de transfert 1253 Solartron Schlumberger. 
Le domaine des fréquences balayé lors de l'acquisition est compris entre 10 mHz et 10 kHz. 
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résine époxy 
figure n013 : COUpe de l'électrode de travail. 
III -1.2 -Résultats et discussion 
Lors de cette étude, nous avons fait varier séparément plusieurs paramètres de l'expérience afin de 
détenniner leurs effets respectifs sur la fonne des diagrammes d'impédance et ainsi d'écarter ou de 
proposer certaines étapes susceptibles de participer au processus d'interface. 
Le premier paramètre dont l'influence a été étudiée est la vitesse de dissolution. Les diagrammes 
d'impédance que nous obtenons ont été réalisés dans les conditions de polarisation des différents 
" points de la courbe densité de coura,nt-tension de la figure nO 14. Ces diagrammes sont représentés sur 
le schéma nO 15. 
En les examinant en fonction de la densité de courant, on constate une évolution de leur fonne. En 
effet d'une courbe capacitive très quelconque, obtenue pour une densité de 0,1 mA.cm-2, se 
dégagent, avec l'augmentation de cette dernière (0,5 et 1 mA.cm -2), deux arcs de cercle capacitifs. 
Pour les fortes valeurs de la vitesse de réaction, il apparait un troisième arc de nature inductive (i = 5 
mA.cm -2). Pour des densités de courants supérieures, la fonne des diagrammes se stabilise. Elle 
comprend deux arcs capacitifs correspondant aux fréquences extrêmes du domaine balayé, et un 
troisième se rapportant aux fréquences intermédiaires. 
Le même type d'expérience a été reconduit pour une vitesse de rotation 00 de 1000 tr min- l • Les 
résultats sont comparés aux diagrammes précédents (00 = 200 tr.min-l ) pour trois densités de 
courant. Ds sont présentés sur la figure n016. 
Nous constatons que ces diagrammes d'impédance sont identiques à ceux obtenus au cours de la 
première expérience. Avec l'augmentation de la densité de courant, apparaissent dans un premier 
temps les deux arcs capacitifs, puis celui inductif des fréquences intennédiaires. Ainsi, l'absence de 


















FifMl< n014 : Partie anodique de la courbe densité de courant-tension d'une électrode de cuivre à 
disque tournant 
Le deuxième paramètre dont l'influence a été étudiée est le pH de la solution. Nous avons diminué 
l'acidité de la solution en flXant le pH à 2,5. Les résultats obtenus sont présentés avec ceux servant 
de référence sur la figure nO 17. 
~ous remarquons que les diagrammes relatifs à chaque pH sont identiques entre eux pour une même 
valeur de la densité de courant. Ce pâramètre n'a donc pas un rôle-clef dans le processus d'interface, 
ce qui pennet d'écarter le phénomène de recouvrement de la surface de l'électrode par l'espèce 
adsorbée CuOH, phénomène qui aurait pu expliquer l'existence de la boucle inductive. 
Le dernier paramètre dont nous avons fait varier la valeur a été la concentration des ions Cu 2+ dans 
l'électrolyte. Nous avons ainsi réalisé des mesures d'impédance dans deux solutions dont l'une ne 
contenait pas initialement d'ions Cu2+ (sa force ionique étant conservée par addition de sulfate de 
potassium). Les diagrammes correspondants aux deux concentrations (0 et 0,01 mol.l-1) sont 
représentés sur la figure nO 18. 
Comme lors des comparaisons précédentes, nous constatons que les résultats sont globalement 
identiques pour une densité de courant donnée. La seule différence qui existe se situe au niveau de la 
taille des boucles inductive et capacitive qui est plus importante aux basses fréquences pour la 
concentration nulle. Cette différence s'accentue pour les densités de courant plus faibles. 
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Figure n° 15 : Diagrammes d'impédance de la dissolution anodique du cuivre. Influence de la vitesse de 
dissolution. 
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Figure n° 17 : Diagrammes d'impédance de la dissolution anodique du cuivre. Influence du pH de 
l'électrolyte. 
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Figure nO 18 : Diagrammes d'impédance de la dissolution anodique du cuivre. Influence de la présence 
des ions Cu2+ . 
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-,;L'explication que l'on peut avancer est liée à la contribution cathodique des ions cuivriques. La part 
cathodique du processus électrochimique étant plus importante au voisinage du potentiel de corrosion 
libre (densité de courant nulle), ce résultat confirme le rôle non négligeable des ions cuivriques dans 
le processus global. 
Une recherche bibliographique nous a permis de constater que certains auteurs comme F. Wenger et 
R. Wiart obtenaient aussi expérimentalement trois constantes de temps avec les diagrammes 
concernant l'électrodissolution du cuivre [47]. S'ils admettaient sans aucun doute que l'arc de cercle 
des hautes fréquences correspondait au transfert de charge, l'attribution des boucles capacitive et 
inductive pour les basses fréquences restait plus délicate. Ils concluaient dans ce cas-là à l'existence 
possible d'intermédiaires adsorbés et à la relaxation de leur taux de recouvrement lors de mesures 
d'impédances. 
Dans une étude plus récente [48], un modèle d'impédance, basé sur l'électrocristallisation de l'argent 
et applicable à tout système métal-ions parfaitement réversible, a permis d'obtenir des diagrammes 
présentant trois boucles dont une inductive aux basses fréquences. Ce modèle basé sur l'hypothèse de 
la croissance de monocouches successives, générées par une vitesse moyenne de nucléation et 
affectées d'une même loi de vieillissement, introduit deux constantes de temps : 
• la première, liée à la relaxation de la nucléation et à tout événement retardant ce processus, 
comme la désorption d'espèces inhibitrices; 
• la deuxième, définie comme la période de croissance des mono-couches au cours de 
l'électrocristallisation. 
La ressemblance frappante entre les diagrammes obtenus d'une part avec ce modèle, d'autre part avec 
" une étude sur le dépôt du cuivre, et la concordance entre valeurs théoriques et expérimentales des 
paramètres cinétiques [49 et 50], ont permis à R. Wiart et col. [48] de supposer que ce mécanisme 
relatif à l'électrocristallisation de l'argent pouvait aussi s'appliquer à la réduction du cuivre. Ainsi 
* l'existence de la boucle inductive serait due à la relaxation des sites de croissance Cu ,partagés entre 
l'inhibition et la nucléation et la boucle capacitive des basses fréquences serait liée à la croissance de 
monocouches obéissant à une même loi de vieillissement 
Une étude récente [51], portant sur des mesures d'impédances de la réaction d'électrodéposition du 
cuivre, vient conflrmer ce modèle. Les conclusions sont: 
• d'une part, que la réduction des ions cuivriques se fait bien par le mécanisme classique 
des deux étapes intermédiaires, comme le traduit l'arc capacitif des hautes fréquences ; 
• d'autre part, que les caractéristiques des diagrammes d'impédance dans le domaine des 
basses fréquences, dépendent du mode de croissance des dépôts. 
Pour revenir à l'étude qui nous concerne, on peut se demander si le mécanisme proposé dans le cas 
du dépôt cathodique se vérifle aussi pour une dissolution anodique. Le modèle de l'argent [48], qui 
est à l'origine de ces investigations, s'applique d'après ses auteurs à des systèmes hautement 
réversibles. Dans le cas du cuivre, les diagrammes obtenus dans notre étude et dans celle de F. Lenoir 
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-~t R. Wiart [49] présentent les mêmes caractéristiques que ceux concernant l'électrocristallisation 
[47] : trois arcs dont deux, inductif et capacitif, situés dans le domaine des basses fréquences. Ces 
ressemblances nous permettent d'attribuer au mécanisme ·du cuivre un caractère réversible, et 
d'avancer que les conclusions énoncées par E. Chassaing et R. Wiart [51] s'appliquent aussi pour la 
dissolution anodique. 
Le mécanisme global pour le cuivre cuivre comprendrait donc les deux étapes élémentaires utilisées 
dans notre démarche analytique: 
Cu2+ +e = Cu+ (2) 
= Cu (3) 
l'étape (2) gouvernant le processus de transfert, l'étape (3) étant à l'équilibre au cours de la réaction. 
L'apparition, sur les diagrammes des boucles capacitive et inductive des basses fréquences serait due, 
non pas à des réactions supplémentaires intervenant dans le processus global, mais au mode de 
dissolution. Pour un cas idéal (le monocristal), ce mode utiliserait un mécanisme inverse de celui du 
dépôt, à savoir une dissolution partielle de mono-couches successives, contrôlée par une vitesse 
moyenne de nucléation et affectée d'une même loi de vieillissement. 
III-l.3-Conclusion. 
Cette étude expérimentale nous a pennis de confirmer que le processus d'interface de notre système 
. électrochimique était bien la réaction d'oxydo-réduction exprimée par la loi de Butler-Volmer et 
décrite dans de nombreux articles. 
Même si les mesures d'impédance suggèrent l'existence d'un processus de dissolution localisé, ce 
dernier ne peut être pris en compte dans notre démarche analytique qui ne concerne que les instabilités 
morphologiques globales. 
m-2 Etude par microrugosimétrie et microscopie électronique à balayage, de 
l'évolution morphologique d'une surface de cuivre soumise à une dissolution 
anodique. 
III-2.1-Conditions expérimentales. 
Cette série d'expériences a pour but d'étudier les instabilités morphologiques éventuellement 
provoquées par une réaction électrochimique à la surface d'un matériau. Cela va consister à suivre 
l'évolution de cette surface au cours de la dissolution anodique de l'électrode pour différentes 
vitesses de réaction. Pour chaque expérience, le mode opératoire utilisé pour les mesures 
d'impédance est repris. L'échantillon de cuivre est polarisé à une valeur constante de la densité de 
courant pendant un temps déterminé. A la fin de la polarisation, l'électrode est rincée à l'eau millipore 
puis séchée à l'air chaud La surface est ensuite observée en microscopie électronique à balayage 
.3...8 ":LarCIns Z:J4.Q 
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Figure n019: Images en relief obtenues par microrugosimétrie de zones d'échantillons de cuivre: 
(a) juste après polissage, (b) pour un temps de polarisation de 38 minutes correspondant à une 






Figure n~O : images de zones 
d'échantillons de cuivre obtenues 
par M.E.B (i = 0,632 mA.cni-2) : 
(a) t = 38 min, m = 0,4 mg. 
(b) t = 5 h 4 min, m = 3,0 mg. 
(c) t = 40 h 29 min, m = 23,8 mg. 
(b) 
54 
, (MEB), puis analysée par rugosimétrie. Pour cette dernière technique, les pas d'acquisition en X et Y 
sont pris égaux à 1 J.Un afin d'obtenir la meilleure résolution possible de l'état de surface. Le nombre 
de points d'échantillonnage sur les deux axes est de 256 ce qui nous donne une aire de surface 
analysée (6,55 10-4 cm2) relativement faible par rapport à celle de l'électrode (0,785 cm2). C'est 
pourquoi l'analyse est répétée en quatre endroits différents; les résultats de chaque zone servent 
ensuite à établir une moyenne pour l'échantillon étudié. 
Les expériences ont été réalisées pour des valeurs de la densité de courant égales à 0,2 , 0,632 et 2 
mA.cm-2. 
1II-2-2- Analyse qualitative de l'évolution morphologique 
L'évolution de l'interface étant globalement identique pour les trois vitesses, l'analyse des résultats se 
fera essentiellement à partir de ceux obtenus pour la vitesse intermédiaire. 
Lorsque l'on regarde l'image en relief d'un échantillon de cuivre juste poli (voir figure nO 19.a), on 
distingue les raies de polissage dont la périodicité et les amplitudes respectives paraissent très 
inégales. Avec l'action de la dissolution à l'interface, on constate, pour des temps de polarisation 
assez courts, que les raies de polissage constituent toujours l'essentiel de la morphologie (voir figure 
nO 19 b). Cette dernière observation est d'ailleurs confirmée par les microphotographies qui montrent 
que la morphologie a une orientation bien marquée (figure nO 20 a). On remarque cependant que des 
piqûres se sont formées au cours de la polarisation (taches noires sur les clichés). 
Avec l'augmentation du temps de polarisation, il ressort sur les clichés de M.E.B que les raies de 
. polissage disparaissent (voir figure'no20.b). Les piqûres augmentent en taille et en nombre, certaines 
résultant de la réunion de plusieurs. L'observation de la surface par microrugosimétrie (voir figure 
n021.a), montre que l'orientation de la morphologie a pratiquement disparu. La profondeur des 
piqûres est facilement observable sur les bords de la zone d'acquisition. 
Pour des temps d'expérience plus longs, les résultats obtenus par microscopie électronique montrent 
que la surface des échantillons est extrêmement tourmentée (voir figure n020.c). L'augmentation en 
volume des piqûres a provoqué d'une part l'isolement de certaines parties résiduelles de la surface 
peu affectées par la dissolution (vestiges), d'autre part la formation de nouvelles piqûres résidant au 
fond des plus anciennes. L'image obtenue par microrugosimétrie (voir figure n021.b) confmne ce 
caractère tourmenté de la surface. Les vestiges évoqués précédemment se distinguent nettement. 
Cependant, on constate que la représentation en relief des parties inférieures de l'interface est 
différente de celle observée au M.E.B. Les bords de ces zones semblent assez uniformes, et 
présentent même une certaine orientation. Les piqûres formées sur le fond ne sont pas représentées 
sur l'image. Ces différences mettent en évidence les limites de résolution du M.M.B, liées au fait que 
les irrégularités de surface sont trop abruptes pour la géométrie du palpeur. Ainsi lorsque les piqûres 
sont trop importantes l'acquisition n'est plus réalisée à partir du contact entre le sommet de cette 
pointe et le fond de la piqûre, mais entre un coté du palpeur et le bord de celle-ci. 
(a) 
a.a Mic:rons 255.a 
(b) 







Figure n'21 : Images en relief de zones d'échantillons du cuivre, obtenues par microrugosimétrie: (a) 
t = 5 h 4 min, m = 3,0 mg (b) t = 40 h 29 min, m = 23,8 mg (i = 0,632 mA.cm-2). 
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-,\Cette description de l'évolution de la morphologie montre que la dissolution anodique de la surface se 
fait de deux façons: 
- la première, qualifiée de globale, qui provoque la disparition progressive des raies de 
polissage; 
- la deuxième, dite locale, qui permet la formation et le développement des piqûres à 
l'interface; ce deuxième mode est d'ailleurs amplifié avec l'augmentation de la densité de courant 
(figures n ° 22 et 23). 
Ces deux modes de dissolution engendrent ainsi deux types d'instabilité morphologique: rune qui 
tend à aplanir la surface, l'autre qui favorise au contraire l'augmentation des irrégularités. Selon leurs 
parts respectives dans la réaction d'interface, elles peuvent modifier le sens d'évolution 
morphologique générale de la surface. 
Ainsi, avec l'existence de ce processus local, ces expériences ne s'inscrivent pas totalement dans la 
démarche du paramètre d'instabilité. En effet, le paramètre p est un outil de caractérisation globale de 
l'évolution morphologique, car sa définition même découle de l'hypothèse que la réaction est de 
nature identique en tout point de la surface. La comparaison entre résultats expérimentaux et 
prévisions théoriques s'avère donc délicate a priori. 
Cependant, si l'on se limite aux premiers instants de la polarisation pendant lesquels la part du 
processus global est prépondérante, on constate que la surface tend à s'aplanir par dissolution des 
raies de polissage (figures nO 20 a et b), l'instabilité négative prévue par la théorie du paramètre p (p < 
0) est bien confinnée dans ce cas-là. 
. Avec l'augmentation du'temps de polarisation, l'action du processus local devient de plus en plus 
importante. L'évolution de la morphologie résulte alors d'une somme d'instabilités locales rendant la 
surface de plus en plus irrégulière. Aussi, l'instabilité négative qui était apparue au cours des premiers 
instants ne peut plus être discernée. 
A partir de l'analyse quantitative de l'évolution morphologique, nous allons évaluer plus précisément 
les parts respectives des deux modes de dissolution dans l'évolution morphologique de l'interface. 
III-23-Analyse quantitative de l'évolution de la morphologie. 
De façon à pouvoir étudier à partir des mêmes graphiques, l'influence de la durée de polarisation et 
celle de la vitesse de dissolution, les courbes des différents paramètres statistiques sont représentées 
en fonction du déplacement d du plan moyen de la surface (voir figure nO 25). 
Le premier examen des différents graphiques montre que l'évolution de chaque paramètre peut se 




Figure n022 : images obtenues par 
. , 
. M.E.B, de zones d'échantillons de 
cuivre polarisés pour des temps 
correspondant à une masse 
dissoute de 0,4 mg : 
Ca) i = 0,2 mA.cm-2. 
Cb) i = 0,632 mA.cm-2. 






Figure n~3 : images obtenues par 
MEB, de zones d'échantillons de 
cuivre polarisés pour des temps 
correspondant à une masse 
dissoute de 23,8 mg : 
(a) i = 0,2 mA.cm-2. 
(b) i = 0,632 mA.cm-2. 










Figure n~4 : Image en relief d'une zone d'un échantillon de cuivre, obtenue par 
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Figure n025 : évolution des différents paramètres statistiques relatifs aux états de surface des 
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dissolution plus active du creux : 
- augmentation de l'écart arithmétique moyen Ra ; 
- élargissement de la classe des hauteurs (Ekt <3) ; 
- nombre de points plus important en-dessous qu'en-dessus du plan moyen (Skt<O) . 
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dissplution plus active de la bosse: 
- diminution de l'écart arithmétique moyen Ra ; 
- affinement de la classe des hauteurs (Ekt > 3) ; 
- nombre de points plus important en-dessous qu'en-dessus du plan moyen (Skt<O). 
Figure n"26 : étude de l'évolution des paramètres statistiques en fonction de l'activité préférentielle de la 
dissolution sur les parties inférieure et supérieure d'une raIe de polissage. 
(-: instant initial to ; .. -: instant t > to) 
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Les valeurs initiales de Sk et Ek, respectivement égales à ° et 3 traduisent le fait que la distribution 
des hauteurs de la surface polie est de type gaussien. Au c<;>urs de la première étape, l'évolution de 
l'interface est essentiellement due à la dissolution des raies de polissage puisque d'une part, l'écart 
arithmétique moyen Ra diminue et que d'autre part, l'augmentation de Ek traduit un affinement de la 
classe des hauteurs. Nous en déduisons que le mode global de la dissolution est prédominant au 
cours des premiers instants. 
La variation du paramètre Sk nous renseigne sur l'action du mode global à.l'échelle d'une raie de 
polissage. En effet, son évolution révèle qu'une dissymétrie de la classe des hauteurs apparaît au 
cours de la dissolution: la diminution de Sk signifiant que l'interface présente un nombre de points 
plus important en dessous du plan moyen qu'au dessus. Cela indique que depuis l'instant initial, une 
partie de l'interface s'est déplacée plus rapidement que le reste de la surface, ce qui implique une 
redéfmition du plan moyen. Dans le cas d'une raie de polissage, la dissolution se traduit par le 
déplacement de chacun de ses points et en particulier le point le plus "haut" (sommet) et le plus "bas" 
(fond). TI y a compétition entre deux phénomènes qui sont la diminution de la hauteur de la bosse et 
l'augmentation de la profondeur du creux. Si, lors de l'expérience, le second phénomène est le plus 
intense, l'amplitude de la raie augmente ainsi que le paramètre Ra; on observe en fait un résultat 
contraire(voir figure nO 26). Par conséquent, l'action du mode global de dissolution est plus intense 
au niveau de la partie supérieure que de la partie inférieure de la sinusoïde. 
Avec la seconde partie de l'expérience (changement du sens de variation de chaque paramètre), 
. apparaît l'autre type de dissolution . lié à la formation de piqûres et à l'importance croissante de leur 
rôle au cours du temps. Ainsi l'augmentation du nombre des instabilités locales rend la morphologie 
beaucoup plus irrégulière, traduisant ainsi l'accroissement de R (augmentation de l'amplitude des 
a 
irrégularités). La diminution de Ek (élargissement de la classe des hauteurs) et l'augmentation de Sk 
(redistribution des points de part et d'autre du plan moyen de l'interface), rendent compte du fait que 
le développement des piqûres se fait aussi bien en profondeur qu'en largeur, ce qui tend à uniformiser 
les irrégularités et à les redistribuer au niveau de la surface de façon plus homogène. Cela se traduit 
ainsi par un histogramme des hauteurs dont la forme tend vers celle d'une distribution gaussienne. 
En ce qui concerne maintenant l'influence de la vitesse de dissolution anodique, la différence 
d'évolution des courbes, pour chaque paramètre morphologique, confmne que l'influence de la 
vitesse sur les parts respectives des deux types d'action est prépondérante. L'écart arithmétique 
moyen Ra montre de façon très claire les résultats de l'analyse qualitative: la formation des piqûres 
est plus importante pour les fortes densités de courant. Cette interprétation est complétée par la 
comparaison, à travers les paramètres Sk et Ek' de la courbe correspondant à i égale à 0,2 mA.cm -2 à 
celles où i vaut 0,632 et 2 mA.cm-2. En effet pour la densité de courant la plus faible, l'évolution des 
courbes est plus lente, présentant un changement de pente moins abrupt Cela signifie que l'action de 
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1& dissolution est plus homogène à la surface, et par conséquent que la part de la réaction liée aux 
instabilités locales est plus faible. 
III.2 . .4-Conclusion. 
Au cours de cette étude, nous avons mis en évidence que l'action de la dissolution se faisait sous 
deux fonnes différentes et que par conséquent la cinétique morphologique était le résultat de deux 
types d'instabilités: 
. l'un global, produit par la dissolution des raies de polissage et qui tend à aplanir la 
surface; 
. l'autre local dont la formation de piqûres est à l'origine, et qui augmente les irrégularités 
de surface. Il confmne l'interprétation que nous avons donnée des diagrammes 
d'impédance. 
Lorsque l'on vérifie la prévision donnée par le paramètre d'instabilité par rapport aux résultats 
expérimentaux, on constate que celle-ci n'est valable que pour les premiers instants de la réaction. 
Ensuite, avec l'importance croissante des instabilités locales, la cinétique morphologique devient 
différente. 
Cette constatation met en évidence certaines limites de notre modèle qui ne prend pas en compte les 
phénomènes locaux d'interface. Celles-ci traduisent de façon plus générale les difficultés rencontrées 
en cinétique hétérogène pour aborder ces problèmes. Le manque de connaissances concernant à la 
fois l'apparition de réactions locales, leur part dans le processus global, et leurs types d'action est un 
obstacle à l'introduction de tels processus dans une démarche analytique globale. 
Cependant, ces travaux expérimentaux ont constitué une première approche des problèmes relatifs 
aux instabilités interfaciales morphologiques. La réalisation de travaux de simulation numérique nous 
pennettra certainement d'approfondir nos connaissances sur ce sujet, en précisant le rôle de chaque 




























































SIMULATION NUMERIQUE DE 
L'ÉVOLUTION MORPHOLOGIQUE 
D'UNE INTERFACE 
I-Position du problème. 
Cette étude par simulation numérique va nous pennettre de traiter au plan théorique, les instabilités 
interfaciales morphologiques plus complètement que ne le pennettait l'utilisation du seul paramètre p. 
En effet, certaines hypothèses prises pour rendre la résolution analytique possible ou pour simplifier 
les calculs, ne sont plus nécessaires avec l'approche numérique. C'est ainsi par exemple que la 
diffusion suivant le plan moyen de l'interface sera prise en compte et que la courbure en chaque point 
de la surface sera introduite dans l'expression de la vitesse de la réaction électrochimique. 
·Cette étude nous donnera aussi la possibilité de suivre l'évolution de la morphologie tout au long du 
processus Elle nous pennettra ainsi de savoir d'une part si l'instabilité morphologique peut changer 
de signe au cours de l'évolution, et d'autre part vers quels types de profil peut tendre une interface 
initialement sinusoïdale. 
Enfin la simulation numérique va nous pennettre de préciser l'influence de plusieurs paramètres tels 
que la courbure K, la nature de la réaction électrochimique, ou encore le régime cinétique limitant. 
Les outils de caractérisation morphologique disponibles n'étant pas adaptés à une étude de l'influence 
de la longueur d'onde Â, ce point important ne sera pas traité dans le cadre de ce travail. 
Le modèle que nous allons utiliser, découle en majeure partie de celui du paramètre d'instabilité. TI 
introduit cependant d'une façon plus explicite l'équation relative au déplacement de l'interface, qui est 
nécessaire à la simulation. Ce modèle, proposé par F. Conrad, M. Cournil et G. Santarini, sous 
une fonne générale, pour un processus de dissolution-croissance, a été conservé dans son ensemble; 
seule l'expression de la vitesse de la réaction. a été adaptée à un système électrochimique et plus 
particulièrement à la réaction d'oxydo-réduction du cuivre qui constitue notre référence expérimentale. 
Les démonstrations conduisant aux équations de bilan et de déplacement sont données en annexe n02. 
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_Nous allons rappeler ces équations dans chaque cas cinétique, en précisant la méthode de calcul 
:numérique employée et les particularités liées à la résolution. 
1.1 Régime mixte de transfert-diffusion. 
II-I.I-Description du modèle. 
Le système étudié est identique à celui utilisé par G. Santarini [9]. li est constitué de deux phases, 
l'une solide, l'autre liquide, dont l'interface est représentée par la fonction f(y,t) sur une longueur L 
(voir figure n027). 
Le régime cinétique mixte fait intervenir à la fois un processus de diffusion déterminant les profils de 
concentration à l'intérieur de la couche limite et une réaction électroc~que à l'interface. 





fiIDJre n027 : système solide-liquide étudié par simulation numérique. 
L'équation donnant la valeur de la concentration en chaque point de la couche de diffusion est celle 
correspondant à la 2eme loi de Fick. Son expression est la suivante: 
de ~d2C d2C) t> 0, y e [0, L[ et xe]O, f(y, t)[, ':\.. .= -2 +-
QL dX dy2 
Le bilan à l'interface s'exprime de la façon suivante: 




L'équation du déplacement de l'interface s'écrit: 
t> 0, y E [0, L[ et x = f(y, t), ~ = ~ 1 + (~~r h(T\, C, K) (31) 
L'expression de la loi cinétique h(T\,C,K) est donnée en annexe n03. 
- Conditions aux limites: 
t > 0, y E [O,L] , C(O,y,t) = Co 
- Conditions de périodicité: 
t > 0, X E [0, f(O, t)], C(x,O,t) = C(x, L, t) et f(O,t)=f(L, t) 
- Conditions initiales : 
t=O, Y E [O,L] et x E [0, f(y, 0)], C(x, y, O)=CO et f(y, 0)= 8+b sin(21ty fA) 
I.l.2-Problèmes liés à la résolution d'un tel système. 
La résolution numérique de ce système rend nécessaire l'utilisation d'un maillage. Dans notre cas, ses 
limites sont fIxées, suivant l'axe des ordonnées, par les droites d'équation y=O, y=L et, suivant l'axe 
des abscisses, par la couche supérieure de la zone de diffusion et l'interface. Avec le déplacement de 
cette dernière, dû à l'évolution morphologique, nous sommes confrontés à un problème à frontière 
libre. Ce qui pose deux problèmes, quant à la résolution. 
Le premier, d'ordre numérique, concerne le déplacement des points du maillage avec celui de 
l'interface. Il rend difficile la simulation par une méthode autre que celle des éléments fmis dont 
nous ne disposons pas. D'où la nécessité d'effectuer un changement de variables approprié, afin de 
travailler dans un repère pour lequel le maillage est fixe. Celui que nous avons utilisé, est le suivant: 
<l>x 
X = 1 - e- f(Y.t) 
1- e- <l> 
Y=yet T=t 
Ce changement de variables permet de ramener le système d'équations à un problème à 
frontières fixes, mais aussi d'améliorer la discrétisation avec un maillage plus serré de la région 
située près de l'interface. Il suffit d'ajuster pour cela la valeur du paramètre <1> (<1> > 0) (voir 
annexe n06); 
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- ,Le second problème, d'ordre cinétique, se rapporte à l'épaisseur moyenne de la couche de 
diffusion. Pour conserver cette épaisseur constante lors du déplacement de l'interface , il est 
nécessaire, après chaque itération, de soustraire l'avancée ou le recul moyen de l'interface en 
chaque point 
Les équations, relatives au nouveau repère (0, X,Y), sont données en annexe n04. Leurs dérivées 
partielles sont exprimées à l'aide des différences finies. 
Afm d'améliorer la stabilité des algorithmes de résolution, nous avons introduit un paramètre 
d'implicitation 9 dans l'expression des dérivées premières et secondes par rapport aux coordonnées 
d'espace, ce qui par exemple conduit à remplacer iPC/iJ X2(t) par : (1-9) ëPC/iJX2 (t) + 9 iPC/iJX2 
(t+dt) avec 9 e ]O,I](voir annexe n04). Les valeurs de 9, pour ce régime cinétique, ont été prises 
respectivement égales à 0.5 et 1 dans les équations (29) et (30). 
Avec cette amélioration, le calcul des concentrations dans la couche de diffusion n'est plus explicite. 
Celles-ci sont solutions d'un système matriciel linéaire dont la résolution se fait par la méthode de 
Gauss. 
/./3-Description générale de la procédure de résolution. 
L'algorithme général de résolution comporte les étapes suivantes: 
(i) Au temps t=O : 
. assignation d'une même valeur de la concentration à tous les points du maillage; 
. échantillonnage de n points de l'interface. 
(ii) Passage de t à t+dt : 
(a) calcul de àflldt pour chaque point échantillonné avec l'équation (31) ; 
(b) calcul de fI : 
fI =f(t)+dt(dfl _.11:dfl ) dt n dt 
(c) calcul des concentrations en chaque noeud du maillage avec les équations (29) et (30) ; 
(d) calcul de df,jdt avec l'équation (31), avec les valeurs de fI et celles de la concentration 
calculées au temps t+dt ; 
(e) calcul de f2 : 
f2 = f(t) + dt (dfl 1 àf2 _.11: (dfl + df2)) 
2dt dt n dt dt 
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(iji) Test de convergence du calcul des points de l'interface au temps t+dt, en définissant 
1 1 ri 1 = Max( 1 fI): 
si Il f l -f2 111 1 1 fi Il > E àfl!dt = f2 - f puis retour à l'étape (lib); 
si 1 1 f l -f2 1 Il 1 1 fi 1 1 < E sortie de la boucle d'itération; incrémentation de dt (t ~ t+dt) et 
retour à l'étape (li). 
I.2-Régime pur de diffusion. 
12.1-Description du modèle. 
Pour ce régime cinétique, la diffusion est l'étape limitante du processus d'interface. La vitesse de la 
réaction électrochimique est considérée comme extrêmement rapide. 
Les équations de diffusion (29) et de bilan à l'interface (30) restent inchangées. L'équation de 
déplacement (31) disparaît. La concentration en chaque point de la sinusoïde s'exprime en fonction de 
la courbure K du point où elle s'applique, par l'intermédiaire de la relation de Gibbs-Thompson: 
2vyK 
t> 0, y E [0, L[ et x = f(y, t), C(x, y, t) = so e RT (32) 
La concentration So en un point de courbure nulle est fonction du potentiel de la réaction globale 
d'oxydo-réduction du cuivre (1). Son expression, issue de la loi de Nernst, est la suivante: 
2F (E- ~) 
so=e RT 
Les conditions initiales, aux limites et de périodicité sont identiques à celles du cas précédent. 
Le changement de variables et la procédure permettant de garder constante l'épaisseur de la couche de 
diffusion, sont utilisées (voir annexe n0 4). Le paramètre d'implicitation e qui intervient dans 
l'équation (29), a une valeur de 0,5 . 
1-2-2-Description générale de la procédure de résolution. 
L'algorithme général de résolution comporte les étapes suivantes: 
(i) Au temps t=O : 
• assignation d'une même valeur de la concentration à tous les points du maillage; 
• échantillonnage de n points de l'interface. 
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- \, (ii) Passage de t à t+dt : 
(a) calcul de af/at pour chaque point échantillonné av.ec l'équation (30) ; 
(b) calcul de fI : 
fI = f(t) + dt (afl _1- ~afl) 
at n dt 
(c) calcul des concentrations en chaque noeud du maillage avec l'équation (32) puis l'équation 
(29) ; 
(d) calcul de af/dt avec l'équation (30), avec les valeurs de fI et celles de la concentration 
calculées au temps t+dt ; 
(e) calcul de f2 : 
f2 = f(t) + dt (afl 1 af2 _1- ~ (afl 1 af2)) 
2at at n dt dt 
(iii) Test de convergence du calcul des points de l'interface au temps t+dt,: 
si 1 1 f l -f2 1 1/1 1 f l 1 1 > ê afl/dt = f2 - f puis retour à l'étape (li b) ; 
si 1 1 f l -f2 1 1/1 1 f l 1 1 < ê sortie de la boucle d'itération; incrémentation de dt (t ~ t+dt) et 
retour à l'étape (ii). 
I-3-Régime pur de transfert. 
1.3 .1-Description du modèle. 
Ce régime cinétique est régit uniquement par le processus de transfert. La diffusion étant 'infmiment 
rapide, la concentration dans la phase liquide est uniforme et donc constante sur toute l'interface. 
Le système d'équations se trouve fondamentalement modifié par rapport au cas mixte, puisqu'il se 
résume en une seule équation qui se rapporte au déplacement de l'interface: 
af AI (af)2 t> 0, Y E [0, L[ et x = f(y, t), at = -V 1 + ay h(l1, C, K) (33) 
L'expression de h(l1,K) est donnée en annexe n03. 
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.~ Conditions aux limites : 
t>o et y e [O,L[, C(f(y,t),y,t) = Co 
- Conditions de périodicité : 
t>O, f(O,t) = f(L,t) 
- Conditions initiales : 
t = ° et y e [O,L[, f(y,O) = a+b sin(21ty/Â.) 
Pour ce régime, il n'est plus nécessaire de réaliser un maillage et d'utiliser un changement de variable. 
Nous emploierons la méthode de Runge-Kutta d'ordre 4 pour résoudre l'équation (33) (voir annexe 
n04). 
1.32-Description générale de la procédure de résolution. 
L'algorithme général de résolution comporte les étapes suivantes: 
Au temps t=O: 
· assignation d'une même valeur de la concentration à tous les points de l'interface; 
• échantillonnage de n points de l'interface . 
. Passage de t à t+dt : 
· calcul de chaque point à partir de l'équation (33); 
· assignation des valeurs de l'interface au temps t+dt à celles au temps t Retour à : Passage de t à 
t+dt. 
II-Résultats de la simulation. 
Les programmes, correspondant à ces trois régimes cinétiques, ont été développés en langage Pascal. 
Les calculs ont été réalisés sur un mini-ordinateur VAX 8530. 
II-I-Régime pur de transfert. 
Nous présentons d'abord les résultats de ce modèle car le régime cinétique met en jeu uniquement une 
réaction électrochimique. Cela va nous permettre de déterminer l'influence des paramètres de cette 
réaction sans qu'interviennent les paramètres de la diffusion absente ici. 
Le choix des constantes cinétiques et des paramètres de simulation s'est fait en fonction: 
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• d'une part, d'un des objectifs que nous nous étions fIXés, à savoir la comparaison des résultats 
théoriques et expérimentaux. Ainsi de façon à simuler la même réaction de transfert que celle de 
nos expériences, les coefficients cinétiques a et k ' ont été calculés à partir de la courbe de 
oxy 
polarisation anodique. Les valeurs des coefficients P et kred ont été déterminées ensuite, à partir 
d'une recherche bibliographique [42], en tenant compte des constantes a et k
oxy trouvées 
précédemment; 
. d'autre part, d'un compromis entre le temps de calcul et la précision des résultats obtenus. Ce 
compromis s'est fait premièrement, par le choix d'un pas de temps relativement grand 
(dt=10 s), (celui-ci influant sur la valeur moyenne de l'avancée ou du recul de l'interface) et 
deuxièmement, par celui d'un pas d'espace sur la sinusoïde suffisamment petit, afin 
d'améliorer la validité des solutions. 
La liste des différents paramètres utilisés est donnée en annexe n05. 
La valeur maximale de l'avancée d ou du recul d de l'interface a été fixée en tenant compte à la fois 
a r 
des expériences électrochimiques et de la nature des résultats obtenues. Ainsi, à partir des premiers 
essais, nous avons pris comme valeur limite : 70 Jl.m. Cette condition sera reprise dans les deux 
autres régimes. 
2.1-1-Dissolution anodique: résultats et discussion 
Nous avons repris dans notre modèle les mêmes valeurs de densité de courant i utilisées lors des 
expériences électrochimiques 0,2, 0,632 et 2 mA.cm -2. Cependant, comme i est différent en tout 
point de l'interface puisqu'il dépend entre autre de la courbure (voir description du modèle), nous 
avons choisi arbitrairement d'assigner ces valeurs au point d'abscisse nulle. Le potentiel E appliqué à 
l'électrode est référencé à ce point. n a été calculé en prenant une valeur de K égale à O. L'énergie 
interfaciale y, pour ces trois densités, est la même, et sa valeur de 50 J.m-2 permet d'accroître 
l'influence de K. 
La figure n028 représente trois interfaces en évolution pour des vitesses différentes de dissolution. 
Chaque schéma est constitué de plusieurs profùs entre lesquels la valeur du déplacement est 
constante. (M=8.5 Jl.ID, cette valeur sera reprise dans les autres régimes cinétiques). n est à noter que 
l'échelle de ce déplacement et celle des irrégularités d'interface (bosse et creux), ne sont pas 
identiques. A coté de chaque graphique, sont représentées les courbes de la vitesse de déplacement V d 
du sommet et du fond de l'interface. 
A la vue générale de cette figure, on constate que pour une réaction de dissolution anodique et cela 
quelle que soit la vitesse, l'instabilité de l'évolution conduit à une forme plane de l'interface. Cette 
tendance d'aplanissement est due essentiellement à l'action prépondérante de la courbure K. Dans 
chaque simulation, celle-ci impose une vitesse de déplacement plus importante des points situés sur la 
bosse que sur le creux de l'interface. Cela contribue ainsi à tasser les profils qui tendent vers un 
aplanissement total. 
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b;~~ustration de cette analyse est donnée par les courbes de la vitesse de déplacement V d des points 
extrêmes de la sinusoïde. Ainsi au cours des premiers moments de la dissolution, la vitesse du 
sommet est relativement plus importante que celle du fond, ce qui provoque un tassement des 
hauteurs. Puis avec la disparition progressive de l'effet de K, liée à la diminution des amplitudes de la 
bosse et du creux, l'écart entre ces deux vitesses devient de plus en plus petit, pour devenir totalement 
nul. 
Lorsque l'on compare les trois schémas, l'influence de la vitesse se traduit par une dissolution plus 
ou moins rapide de la bosse et du creux de l'interface. On constate aussi que l'écart entre les 
sommets des deux premiers profils est plus important pour la vitesse la plus faible. Pour le fond de 
l'interface, la constatation est inverse. Cela montre que la diminution de l'amplitude de la bosse est 
d'autant plus rapide que la vitesse est faible (et inversement pour le creux). 
L'explication de cette influence est liée à la tension d'équilibre thermodynamique Eth' dont dépend la 
surtension Tl (Tl = E - Eth) (voir annexe n03). Nous rappelons son expression: 
o RT (kred ) v yK Eth = 0,5 E3 +-ln -Co ---2F koxy F (34) 
Lorsque la densité de courant i diminue pour tendre vers une valeur telle que la surtension Tl appliquée 
à l'électrode devienne voisine de vyKIF, alors le rôle joué par la courbure dans le processus 
électrochimique devient proportionnellement plus important. Cela explique que l'aplanissement de 
l'interface est plus rapide pour une vitesse de dissolution faible et cela pour une valeur de déplacement 
donnée. 
çette influence se traduit d'ailleurs de deux façons différentes sur les graphiques : 
. la comparaison des tableaux représentant les courbes V d montre que pour la densité de 
courant la plus faible, l'écart entre les vitesses de déplacement du sommet et du fond 
devient nul plus rapidement; 
. l'évolution des courbes relatives à l'écart arithmétique moyen Ra (figure n030.a) fait 
apparaître une diminution plus rapide de ce paramètre pour une vitesse faible. 
Le rôle de la courbure ayant une importance considérable dans l'évolution de l'interface, nous avons 
fait deux simulations supplémentaires pour des valeurs différentes de l'énergie interfaciale y. Le but 
est de faire varier l'effet de la courbure K afin de mieux cerner son action sur l'évolution des 
profils.Pour tous les calculs, nous avons choisi d'imposer à l'interface la vitesse de dissolution 
intermédiaire de 0,632 mA.cm-2. Tous les résultats sont présentés sous une forme identique à celle de 
la première étude (voir figure n029 et 30.b). 
A la vue des trois graphiques représentant l'évolution de l'interface, on constate que seules deux 
simulations ont pu être menées à termes. La troisième (y=0 J.m-2), ayant présenté au cours de son 
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Figure n'28 : Régime pur de transfert. Evolution morphologique d'une interface sinusoïdale soumise à 
une dissolution anodique. Influence de la vitesse de réaction: (a) 2, (b) 0,632, (c) 0,2 mA.cm-2• Vitesse 


























































Figure n~9 : Régime pur de transfert. Evolution morphologique d'une interface sinusoïdale soumise à 
une dissolution anodique. Influence de l'énergie interfaciale: (a) 50, (b) 0,5, (c) ° J.m-2. Vitesse de 
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(b) Régime pur de transfert. Dissolution. 
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Figure n030 : Courbes des différents paramètres morphologiques, relatives à l'évolution de l'interface 
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Figure n031 : Régime pur de transfert. Influence du rayon de courbure K et du terme /1 + (8f/8y)2 sur 
l'évolution de la morphologie d'une bosse et d'un creux soumis à une dissolution anodique. 
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-,~éroulement, des instabilités numériques situées sur le sommet de l'interface, les calculs ont été 
arrêtés. Seuls les premiers profIls, pour cette valeur de y, ont donc été tracés. 
Contrairement au graphique (a) où la forme finale de l'interface est plane (avec y = 50 J.m-2), il 
apparaît, pour la valeur de l'énergie interfaciale égale à 0,5 J.m-2, que le dernier des profIls n'est pas 
une droite. Ainsi on constate qu'avec l'affaiblissement du rôle de la courbure, l'aplanissement est 
moins important. Cependant, ce dernier est toujours présent même lorsque le paramètre K ne joue 
aucun rôle dans le processus électrochimique (y=0 J.m-2). On constate en effet une déformation de 
l'interface, comme le traduit l'évolution de la courbe Ra avec la diminution de ce paramètre (voir 
figure n0 30.b). Cela signifie qu'un autre terme de l'équation (33) intervient dans l'évolution de la 
morphologie. L'expression de cette équation est rappelée : 
df il / (df)2 t> 0, y E [0, L[ et x = f(y, t), dt =·V 1 + dy h(", c, K) (33) 
avec h(", K) = 2~ i(", K) 
Pour qu'il y ait déformation de l'interface, il faut obligatoirement que la valeur de df/at soit différente 
au moins en certains points de l'interface. Nous avons vu précédemment que, pour une valeur de 
l'énergie interfaciale non nulle, l'expression de la densité de courant i (et par conséquent celle de h) 
était différente pour chaque point de la sinusoïde. C'est l'un des termes qui contribue à l'évolution 
morphologique de l'interface. L'autre dont l'influence avait été masquée jusque là par le rôle 
prépondérant de K, est le facteur (1+(df/ay)2)1/2 . TI confère des valeurs différentes de af lat en 
. chaque point du profil et ce quelle que soit la valeur de y. 
Afm d'étudier l'influence respective de ces deux termes, nous avons représenté schématiquement 
dans le tableau de la figure n0 31, l'évolution morphologique d'une bosse et d'un creux soumis à 
l'influence des expressions h(y:;a!: 0) et (1 +(af/dy )2) 1/2 h(y = 0). Le déplacement imposé 
respectivement par ces deux termes, aux deux irrégularités, est représenté par une flèche de longueur 
variable selon le point où elle s'applique, et indiquant le sens et l'intensité de celui-ci. On constate 
que, si leurs effets sont identiques dans le cas du creux (aplanissement), ils s'opposent dans celui de 
la bosse: K a tendance à diminuer l'amplitude de cette dernière, (1 +(af/dy)2 )1/2 au contraire à 
l'augmenter. 
On conçoit facilement qu'au cours de l'évolution de l'interface, existe une compétition entre ces deux 
effets. Si l'on regarde l'évolution de la courbe V d du sommet, pour la valeur intermédiaire de y 
(0,5 J.m-2) (voir figure 29), on s'aperçoit que celle-ci est à peu près constante au début de 
l'expérience, puis ensuite augmente, avant de diminuer à partir d'une masse dissoute d'environ 20 
mg . Ces variations ont leur origine dans la prépondérance de l'un ou l'autre effet lors de l'évolution. 
Ainsi au début de l'expérience, la morphologie de l'interface et la faible valeur de y, rendent 
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l~uence de K inexistante. L'écart entre les vitesses du sommet et du fond est pratiquement nul. 
S~ule l'influence de (1 +(iJfjay)2)l/2 se fait sentir avec l'amincissement de la bosse. Les pentes de 
cette dernière devenant plus importantes, le rôle de la courbure est renforcé. A cet instant, on assiste à 
une période de transition, où l'action des deux paramètres est du même ordre. TI y a dissolution active 
du pic (influence du rayon de courbure), mais aussi affinement continu de ce dernier (influence de 
(1 +(af(iJy)2)1!2, ce qui permet à K de conserver sur la partie supérieure de l'interface, une valeur 
assez importante. Cette phase de transition se traduit ainsi par l'augmentation de la vitesse de 
déplacement V d du sommet ce qui entraîne forcément une diminution de l'amplitude de la bosse 
tendant à rendre moins abruptes les pentes de celle-ci. L'influence du terme en racine s'estompe d'une 
façon plus importante que celle du rayon de courbure. La variation de V d s'inverse. Seule l'action de 
K persiste avec l'aplanissement de l'interface. 
On peut remarquer que la prédominance du rôle de (1 +(af/ay)2)1/2 (y=O J.m-1 impose à la bosse une 
évolution qui rend son sommet de plus en plus anguleux (voir figure n029). Si l'influence de K n'est 
pas suffisante pour infléchir cette tendance, les pentes de cette singularité prennent des valeurs très 
importantes, de signes opposés de chaque coté du sommet, ce qui provoque un changement brutal à 
cette extrémité. La méthode de Runge-Kutta d'ordre 4 dont l'algorithme nécessite de prendre en 
compte 9 points (le point dont on désire calculer l'avancement plus 4 à droite et 4 à gauche) devient 
alors instable. Un exemple d'instabilités numériques est donné en annexe n07. 
Cette étude nous a permis ainsi de mettre en évidence les effets respectifs des paramètres K et 
(1 + (af/ay )2) 1/2 sur la morphologie pour une dissolution anodique. Dans tous les cas, l'évolution 
tend vers un aplanissement total de l'interface, même si parfois ce dernier est retardé à cause des 
influences contraires des deux paramètres au niveau de la bosse. Avec le changement de réaction 
électrochimique, nous allons redéfmir les influences de K et (1 +(af(iJy)2)1!2 et voir vers quel type de 
morphologie tend cette interface. 
II-1-2-Dépôt cathodique: résultats et discussion 
Pour cette partie, nous avons repris le même plan de simulation que dans le cas de la dissolution, à 
savoir, pour une valeur de l'énergie interfaciale 'Y égale à 50 J.m-2, trois valeurs de la densité de 
courant ont été utilisées lors de la simulation. Elles sont identiques en module à celles de la 
dissolution, mais de signe opposé. Les résultats obtenus sont présentés exactement sous la même 
forme que précédemment, sur les figures n032 et 36.a. 
Ce que l'on constate à la vue de l'évolution des profus, et cela pour les trois vitesses, c'est que 
contrairement à la dissolution, nous n'obtenons pas de profus plans. D'ailleurs, pour une valeur de i 
égale à -2 mA.cm-2, la simulation a été arrêtée à cause d'instabilités numériques apparues sur le fond 
du creux. TI semblerait ainsi que l'effet de la courbure, c'est à dire l'aplanissement, se fasse beaucoup 
80 
-moins ressentir dans le cas du dépôt que dans celui de la dissolution. et cela pour une même valeur de 
l'énergie interfaciale y. En contrepartie, le terme (l +(df(ay)2)112 semblerait beaucoup plus influent. 
L'interprétation de cette observation est donnée par la courbe théorique intensité-potentiel de la 
réaction électrochimique. Cette courbe est représentée sur la figure n033 pour le point d'abscisse y 
égale O. (La tension d'équilibre thermodynamique Eth est calculée avec une valeur nulle de la 
courbure K). On constate que la variation de la densité de courant, en fonction du potentiel E appliqué 
à l'électrode, est beaucoup moins importante dans la zone de dépôt (E < Eth) que dans celle de la 
dissolution (E > Eth)' Ainsi pour des intensités i de même valeur absolue, mais de signe opposé, la 
valeur absolue de la surtension 11 est plus grande pour le dépôt. 
Par conséquent l'influence de la courbure est proportionnellement moins important pour cette réaction 
que pour une dissolution anodique: l'effet d'aplanissement sera toujours plus faible pour une réaction 
cathodique. Cette analyse nous permet d'ajouter que, comme dans le cas précédent, plus la surtension 
est voisine de -vyKIF, plus l'effet d'aplanissement est important. L'évolution des trois interfaces 
l'illustre de façon très nette. 
En ce qui concerne l'influence des paramètres K et (1+(df/dy)2)l/2 sur l'interface, nous avons 
représenté leurs actions respectives sur une bosse et un creux dans la tableau de la figure nO 34. On 
remarque que si pour la bosse ces deux actions sont de même sens et contribuent à l'aplanissement de 
la bosse, elles sont de sens opposé dans le cas du creux. Alors que le paramètre K a tendance à 
diminuer l'amplitude de cette irrégularité, le facteur (1+(df/dy)2)1/2 a tendance, au contraire, à 
~ l'augmenter. 
Leur part respective dans le processus global se traduit exactement de la même façon sur les courbes 
d'évolution de la vitesse V d' que dans le cas de la dissolution: 
· un écart assez important entre les vitesses du sommet et du fond, au début de la simulation, 
traduit l'action prépondérante de la courbure, qui a tendance à accélérer le dépôt au niveau du 
creux (figure n032.a) ; 
· au contraire, une différence très faible signifie que cette action est minime (figure n032.b); 
· l'augmentation de la vitesse V d' concernant le creux (figure n032.b), montre qu'alors, l'action 
du paramètre K et celui du terme en racine sont du même ordre. Le rétrécissement du creux 
favorise le renforcement de l'influence de ces deux paramètres, jusqu'à ce que K atteigne une 
valeur critique et provoque l'inversion de la variation; 
· la diminution de V d' toujours pour la même irrégularité, traduit un rôle prépondérant de la 
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Figure nOJ2 : Régime pur de transfert. Evolution morphologique d'une interface sinusoïdale soumise à 
un dépôt cathodique. Influence de la vitesse de réaction: (a) -0,2, (h) -0,632, (c) -2 mA.cm-2. Vitesse de 
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Figure n~4 : Régime pur de transfert. Influence du rayon de courbure K et du terme J1 + (8fj8y)2 sur 
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Figure n035 : Régime pur de transfert. Evolution morphologique d'une interface sinusoïdale soumise à 
un dépôt cathodique. Influence de l'énergie interfaciale'1 : (a) 50, (h) 0,5, (c) ° J.m-2. Vitesse de 
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(b) Régiœ pur de tl"ansfert. Dépôt. 
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Figure n036 : Courbes des différents paramètres morphologiques, relatives à l'évolution de l'interface 





































A.,vec des valeurs de l'énergie interfaciale beaucoup plus faibles (y = 0 et 0,1 J.m-2) le rôle du 
paramètre K ne se fait plus sentir sur la morphologie. Les simulations (voir figure n035 et 36b) qui 
n'ont pu être menées à leur terme, traduisent le fait que l'évollltion morphologique est le résultat de . 
l'influence de (1 +(dfldy)2)1/2 qui rend le fond du creux de plus en plus anguleux. 
II-l.3 -Conclusion 
Les simulations de l'évolution d'une interface sinusoidale soumise à des réactions de dissolution et de 
dépôt en régime pur de transfert nous ont permis: 
- premièrement de déterminer les différents facteurs responsables de l'instabilité morphologique, en 
précisant leurs actions respectives sur les irrégularités que sont la bosse et le creux. il est à noter que 
le terme (1+(dfldy)2)1/2 dépend de la forme de l'interface qui conditionne son évolution; 
- ensuite de mettre en évidence que l'aplanissement de l'interface se fait plus rapidement d'une part 
pour des vitesses de réaction proches des conditions d'équilibre (action de la courbure relativement 
plus importante), d'autre part pour une dissolution plutôt que pour un dépôt dans le cas du cuivre; 
- enfin de montrer que l'interface est morphologiquement instable dans tous les cas puisqu'elle tend à 
s'aplanir; cette instabilité ne change pas de sens au cours du processus électrochimique et conduit, 
dans les cas où le rayon de courbure a une faible influence, au profil plat qui présente une 
morphologie stationnaire pour notre modèle et ce type de régime. 
Par rapport à la démarche analytique du chapitre 1 qui prévoit la stabilité des profils pour ce régime 
cinétique cette étude apporte les compléments suivants: 
. la courbure K, facteur d'aplanissement est prise en considération; 
. les termes d'ordre supérieurs à un relatifs à l'amplitude de la sinusoïde b ne sont plus 
négligés, en particulier, le terme (1 +(df/dy)2)1/2 , ce qui conduit à un déplacement non-uniforme de 
l'interface en tout point, c'est à dire à une valeur non nulle de p pour ce régime cinétique. 
En ce qui concerne le problème des instabilités numériques apparues lors des simulations, il semble 
que l'algorithme de Runge-Kutta ne soit pas adapté aux profils anguleux. Des schémas numériques 
plus robustes sont en cours d'application. 
11-2 -Régime pur de diffusion. 
Cette étude va nous permettre de déterminer les causes d'instabilité liées uniquement au processus de 
diffusion. 
88 
-'.four ce régime cinétique, la résolution d'un système matriciel par la méthode de Gauss nous impose 
plusieurs obligations dont celle de réduire les temps de calcul. Ainsi le nombre de points sur 
l'interface et perpendiculairement au plan moyen sont-ils pris égaux respectivement à 141 et 10. De 
plus, les simulations pour les vitesses de dissolution et de dépôt égales respectivement à 0,2 et -0,2 
mA.cm -2, n'ont pas été reconduites, l'avancée ou le recul de la sinusoïde pendant un intervalle de 
temps correspondant à une itération étant beaucoup trop faible. Enfin les calculs pour la valeur de 
l'énergie interfaciale égale à 50 J.m -2 ne seront pas effectués. Celle-ci confère en effet un rôle trop 
important à la courbure. 
De façon à utiliser les mêmes vitesses de réaction que lors du régime pur de transfert, nous avons 
. déterminé les valeurs de Co et de E à partir des quantités dissoutes ou déposées lors de chaque 
itération. Ces valeurs sont données en annexe nO 5. 
II-2.1-Dissolution anodique: résultats et discussion 
Les résultats présentés sur la figure n038 et 4O.a, ont été obtenus pour des densités de courant égales à 
0,632 et 2 mA.cm-2, et pour une valeur de l'énergie interfaciale 'Y de 0,5 J.m-2. 
On constate, à la vue de la figure n038, que le nombre de profIls représentés sur chaque schéma est 
assez faible. Cela correspond, comme pour les simulations précédentes, à l'apparition d'instabilités 
numériques provoquant l'arrêt des calculs. Ces profils nous montrent de façon catégorique que 
l'interface s'aplanit au cours de la dissolution. Pour comprendre l'action de la dissolution sur la 
morphologie, nous allons déterminer les actions respectives de chacun des termes contenus dans 
l'équation du déplacement (30). Celle-ci est constituée: 
- d'une part du gradient oC/i)x, représentant la variation de concentration suivant l'épaisseur de la 
couche de diffusion; 
- d'autre part , du produit oC/i)y of/i)y du gradient de concentration suivant le plan moyen et de la 
pente de la tangente à l'interface. 
n est évident que le gradient àClàx a le rôle le plus important dans le déplacement de l'interface. Pour 
illustrer ce point nous avons choisi une représentation schématique (figure nO 44.a.l) de son influence 
en deux points caractéristiques de la sinusoïde: le sommet d'une bosse et le fond d'un creux 
d'ordonnées respectives Xs et Xf (xs < Xf). Pour une valeur non nulle de l'énergie interfaciale, la 
concentration est plus importante au niveau du sommet qu'au niveau du fond (Cs> Cf). La 
concentration Co à la limite de la couche de diffusion étant inférieure à Cf dans le cas de la 
dissolution, le gradient 'dC/i)x est plus important sur la partie supérieure de l'interface. Son action est 
représentée dans le tableau de la figure nO 44.a2. Elle est schématisée par une flèche qui indique son 
intensité et le sens du déplacement de l'interface. On constate que pour les deux singularités, 
l'évolution morphologique se traduit par un aplanissement. Cela permet ainsi d'expliquer, par l'action 
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Figure nOJ8 : Régime pur de diffusion. Evolution morphologique d'une interface sinusoïdale, soumise à 
une dissolution anodique. Influence de la vitesse de réaction : (a) 2, (b) 0,632 mA.cm-2. Vitesse de 
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Figure nOJ9 : Régime pur de diffusion. Evolution morphologique d'une interface sinusoïdale soumise à 
une dissolution anodique. Influence de l'énergie interfaciale'1 : (a) 0,5 , (b) 0 J.m-2. Vitesse de 
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Figure n040 : Courbes des différents paramètres morphologiques, relatives à l'évolution de l'interface 






-intense de i)Cfàx. au niveau de la bosse, est confinnée par l'écart entre les vitesses V d du sommet et du 
fond (voir figure n038). 
Ce tenne, seul, suffit à expliquer la tendance d'évolution globale de l'interface. Cependant, si l'on 
examine les profils de plus près, et notamment le dernier de chaque simulation, on s'aperçoit que se 
fonne au niveau du creux un point anguleux qui traduit, comme cela a été démontré pour le régime 
cinétique précédent, que la vitesse du fond est légèrement supérieure à celle des points situés au 
voisinage. Ce type d'instabilité ne peut donc pas s'expliquer par l'action de oC/ox sur l'interface. n 
est probable que le second tenne de l'équation (30), (i)f/dy )(oC/ox), soit responsable de cette 
évolution. 
Nous avons représenté schématiquement sur la figure n045.al, les courbes représentatives des deux 
composants de cette expression, et de leur produit. Le premier tableau montre simplement la variation 
de l'interface initiale, par rapport à l'abscisse y. Le second traduit que le gradient oC/dy est nul sur le 
sommet et sur le fond, alors qu'il est de même valeur absolue mais de signe opposé pour deux points 
symétriques par rapport à ces points singuliers. Le résultat du produit (OffiJy )(oC/dy), est négatif ou 
nul quel que soit y et plus faible en valeur absolue au voisinage des points extrêmes. Son action sur 
les irrégularités est illustrée sur le tableau de la figure n045.a.2. On constate que le sens du 
déplacement de l'interface correspond à un dépôt, à cause du signe de (offi)y )(oC/dy). Ce processus 
impose un aplanissement de la bosse et une augmentation d'amplitude du creux. En situant ces 
évolutions dans le processus général, seule la dernière est contraire à celle imposée par le gradient de 
"concentration oC/ox, et explique la tendance inverse que l'on constatait pour le creux. Elle nous 
pennet de montrer, avec les résultats de la simulation, que le produit (Offi)y )(oC/dy) a un rôle non 
négligeable dans le processus d'évolution globale lorsque le rôle de aCfi)x devient négligeable. 
En ce qui concerne l'influence de la vitesse de dissolution sur l'évolution morphologique, la 
comparaison des deux simulations (figure nO 38) montre que les profils obtenus sont pratiquement 
identiques. Seules les courbes des paramètres statistiques Ek et Sk traduisent une légère différence 
(voir figure nO 4O.a) 
Comme nous l'avons vu avec le régime précédent, l'évolution morphologique dépend de la variation 
de la vitesse en chaque point de l'interface. Plus celle-ci est grande et plus la défonnation des profils 
est importante. Dans le cas de régime pur de diffusion, le gradient de concentration assurant 
l'essentiel du déplacement, c'est de sa variation que dépendra en majorité la défonnation de 
l'interface. Celle-ci est fonction, d'une part de l'épaisseur de la couche de diffusion, d'autre part de la 
concentration à l'interface. En première approximation, l'expression du gradient de concentration est 
la suivante: 
93 
àC _ C(x, y, t) - Co 
àx - x avec x = f(y, t) 
f(y,t) représente la fonne de l'interface, mais aussi l'épaisseur de la couche de diffusion au point x. 
Sachant que l'épaisseur moyenne 5 est 28,5 10-6 m et que l'amplitude initiale b de la sinusoïde est de 
0,4 10-6 m, la variation de àC{dx due à la couche de diffusion est faible et risque d'être négligeable 
devant celle liée au changement de concentration tout au long du profil. 
Si l'on fait cette approximation, la variation du gradient àC/i)x suivant y s'écrit: 
1jàC) = 1 àC(x, y, t) 
ay\àx 5 ày 
2vyK [2F(E -E?>] 
avec C(x, y, t) = So e'RT et so = e RT 
Celle-ci dépend dans ce cas-là uniquement de la courbure K qui est le seul paramètre à être fonction 
dey: 
1jàC) _ 2 v 'Y à K 2 v 'Y K 
ay\àx - So RT à y e RT 
Lorsque la valeur de l'énergie interfaciale 'Y est plus faible, alors la variation de àC/àx est 
pratiquement nulle. Quelle que soit la valeur du potentiel de dissolution, l'évolution morphologique 
de l'interface est à peu près unifonne. 
Cette explication qualitative se vérifie dans le cas des deux simulations de la figure nO 38, puisque la 
valeur de 'Y est de 0,5 J.m-2. La différence d'évolution que traduisent les paramètres Ek et Sk provient 
alors de la variation de àC!dx due à l'épaisseur de la couche de diffusion et de celle de àf{ày àC{ày. 
L'influence de ce dernier tenne est mise en évidence avec la simulation de la figure nO 39(b). En effet 
dans ce cas, la valeur de 'Y est nulle. Par conséquent àf/i)y àC{i:)y prend une part plus importante dans 
la défonnation de l'interface. Cela se traduit par la fonnation plus rapide, au niveau du creux, d'un 
point anguleux qui est à l'origine des instabilités numériques apparues dans ce cas. 
11 2.2-Dépôt cathodique: résultats et discussion 
Les simulations ont été réalisées pour des densités de courant égales à -0,632 et -2 mA.cm-2 et pour 
une valeur de 'Y de 0,5 J.m-2. Les résultats présentés sur les figures n041 et 42 montrent que, comme 
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- èPOur la dissolution, les deux simulations ont été arrêtées à cause d'instabilités numériques. Celles-ci 
commencent à apparaître au sommet des profils. 
L'évolution des sinusoïdes, contrairement à tous les autres cas étudiés jusqu'à maintenant, ne traduit 
pas clairement une tendance d'aplanissement de l'interface. En effet si l'on examine les courbes 
représentant le paramètre Ra (voir figure n042), on constate une augmentation de ce coefficient lors 
d'une première phase du processus de dépôt. 
Pour comprendre l'action du dépôt sur la morphologie, nous avons repris la même démarche que 
dans le cas de la dissolution. Nous avons d'abord étudié le rôle du gradient 'dC/i)x lors de l'évolution 
de l'interface. Le tableau b.l de la figure n044 montre d'une façon schématique les profus de la 
concentration sur le sommet et sur le fond (les notations utilisées sont exactement celles du cas 
pré~édent). On constate que pour le profil (CO' Cs) peuvent correspondre, selon les valeurs de Cf et 
de xr deux types de profil dont le gradient est, soit supérieur, soit inférieur, à celui du sommet. 
Ainsi, l'action du dépôt, sous l'influence de 'dC/'dx, peut conduire à deux sortes d'évolution de la 
bosse et du creux. L'illustration en est donnée par les schémas b.2 et b.3 de la figure nO 44. On 
constate que lorsque le module de 'dC/i)x en Xs est plus grand que celui en xf ' l'amplitude de la bosse 
et du creux tendent à s'accroître. (On notera que c'est le premier cas où les singularités voient leur 
amplitude augmenter simultanément). A l'inverse, pour une valeur absolue inférieure, alors la bosse 
et le creux s'aplanissent. 
En examinant l'évolution des profils (figure n041), on constate, pour les deux densités de courant, un 
amincissement de la partie supérièure de l'interface et une augmentation assez prononcée de son 
amplitude. Cette évolution correspond à celle décrite sur la figure nO 44.b.2, c'est-à-dire au cas où le 
gradient 'dC/'dx, au sommet, est supérieur en module à celui du fond. Par contre, l'évolution du creux 
n'est pas semblable à celle décrite par son schéma puisque celui-ci s'aplanit. TI est probable que le 
produit (dffày)('dC/i)y) est à l'origine de cette divergence. TI est intéressant de constater que pour ces 
simulations, l'influence de (df(iJy)('dC/'dy) est prépondérante par rapport à celle de 'dC(iJx. Cette 
constatation se vérifie facilement dans le cas du creux, avec son aplanissement. Cela signifie que les 
variations du gradient 'dC/i)x le long du profll sont relativement faibles et que la cause est comme dans 
le cas de la dissolution, la faible valeur de l'énergie interfaciale. En conséquence, l'influence de la 
vitesse est quasiment nulle pour ces réactions de dépôt. 
II-2-3.Conclusion. 
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Figure n041 : Régime pur de diffusion. Evolution morphologique d'une interface sinusoïdale, soumise à 
un dépôt cathodique. Influence de la vitesse de réaction: (a) -0,632, (b) -2 mA.cm-2• Vitesse de 
déplacement V d : sommet (~), fonde 0). 
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Figure n042 : Courbes des différents paramètres morphologiques, relatives à l'évolution de l'interface 
soumise à un dépôt: influence de la vitesse de la réaction. 
Figure n043 : Régime pur de diffusion. Evolution morphologique d'une interface sinusoïdale soumise à 
un dépôt cathodique. Influence de l'énergie interfaciale "1 : Ca) 0,5, Ch) 0 J.m-2. 
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Figure n044 : Régime pur de diffusion. Influence du gradient de concentration 8f/fJx sur l'évolution 
morphologique d'une bosse et d'un creux, soumis à : (a) une dissolution, (b) un dépôt. Dans chaque cas, 
une réprésentation des profils de concentration est donnée: sur le sommet (Xg,Cs) et sur le fond (xf,Cr). 
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Figure n045 : Régime pur de diffusion. Influence du terme 8f/fJy 8C/8y sur l'évolution morphologique 
d'une bosse et d'un creux, soumis à : (a) une dissolution, (b) un, dépôt. 
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lL'étude qualitative de ce régime cinétique nous a donc pennis de déterminer le rôle exact des 
différents tennes de l'équation de bilan matière (30) dans l'évolution morphologique d'une sinusoïde. 
Nous retiendrons: 
- d'une part, que le gradient oC/ox, dans le cas du dépôt, peut conduire à deux sortes d'évolutions 
instables, pour la bosse et le creux : l'une, que nous avons pu constater grâce aux simulations, et qui 
conduit à l'augmentation des irrégularités, l'autre pour laquelle il serait intéressant d'examiner ces 
conditions d'apparition, et qui provoque l'aplanissement; 
- d'autre part, que l'expression (of(i)y )(oC(i)y) est à l'origine d'une réaction de nature inverse à 
celle du processus global: par exemple, pour une dissolution de l'interface, elle produit une réaction 
de dépôt. 
En ce qui concerne l'évolution globale de la sinusoïde, celle-ci tend vers un aplanissement total pour 
une dissolution anodique alors que pour un dépôt la tendance de l'évolution est moins nette. En effet, 
pour ce dernier cas, on a d'abord une augmentation des irrégularités de surface puis une inversion de 
cette évolution comme le traduit le paramètre Ra. 
Si l'on établit une comparaison avec les prévisions de la démarche analytique, on constate que celles-
ci sont vérifiées puisqu'au début des simulations, le paramètre d'instabilité p est négatif pour la 
dissolution et positif pour le dépôt. La concordance de ces résultats provient du fait que, même si 
dans la partie analytique, le flux de diffusion est imputable uniquement au gradient oC/ê)x, celui-ci 
joue un rôle suffisamment prépondérant dans les premiers instants des simulations pour que 
l'évolution globale des profils soit en accord avec les prévisions de p. Par contre, à des instants 
ultérieurs, son influence s'efface devant celle du tenne (offoy )(àC/oy) non pris en compte dans 
l'approche analytique qui, au contraire, prend un rôle grandissant dans la simulation et provoque une 
inversion du sens de l'évolution, comme cela est constaté pour le dépôt. 
Pour toutes les simulations de ce régime cinétique, nous avons mis en évidence que le gradient àC/ê)x 
n'avait pas une influence aussi importante qu'on pouvait le supposer sur l'évolution de la 
morphologie. L'explication provient de la faible valeur de l'énergie interfaciale qui rend la variation de 
oC(i)x le long du profil très faible et qui par conséquent affaiblit le rôle de ce gradient dans la 
déformation de l'interface. TI serait intéressant de prendre une valeur plus importante de 'Y et de voir 
vers quel type d'interface tend une sinusoïde surtout dans le cas du dépôt où les premiers profils 
laissent entrevoir une forme fmale de l'interface non triviale. 
II.3-Régime mixte de transfert-diffusion. 
Avec l'étude de ce régime cinétique, toutes les causes d'instabilité dues à la diffusion et à la réaction 
d'interface sont réunies. Cela va nous pennettre de détenniner leur part respective dans l'évolution 
morphologique de la sinusoïde. 
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Figure n046 : Régime mixte de transfert-diffusion. Evolution morphologique d'une interface sinusoïdale, 
soumise à une dissolution anodique. Influence de la vitesse de réaction: (a) 2, (b) 0,632 mA.cm-2. 
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Figure n047 : Régime mixte de transfert-diffusion. Evolution morphologique d'une interface sinusoïdale 
soumise à une dissolution anodique. Influence de l'énergie interfaciale '1: (a) 0,5, (b) 0 J.m-2. Vitesse de 
déplacement Vd: sommet (~), fond(o). 
- (a) Régime mixte de transfert-diffusion. 
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Figure n048 : Courbes des différents paramètres morphologiques, relatives à l'évolution de l'interface 






























Figure n049 : Régime mixte de transfert-diffusion. Evolution morphologique d'une interface sinusoïdale, 
soumise à un dépôt cathodique. Influence de la vitesse de réaction: (a) -0,632, (b) -2 mA.cm-2. Vitesse 





























Figure n050 : Régime mixte de transfert-diffusion. Evolution morphologique d'une interface sinusoïdale 
soumise à un dépôt cathodique. Influence de l'énergie interfaciale'1: (a) 0,5 , (b) 0 J.m-2• Vitesse de 
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Figure n051 : Courbes des différents paramètres morphologiques, relatives à l'évolution de l'interface 
soumise à un dépôt cathodique: (a) influence de la vitesse de la réaction, (b) influence de l'énergie 
interfaciale "(. 
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PPur résoudre le système d'équations caractérisant ce régime, la méthode utilisée est identique à celle 
dû cas précédent . Cependant, avec la variation de la concentration à l'interface due à la diffusion, 
nous avons créé une procédure de "régulation galvanostatiqu~", ceci afm d'utiliser des valeurs de la· 
densité de courant identiques aux régimes précédents. Ainsi, après chaque avancée de la sinusoïde, le 
potentiel de l'électrode est de nouveau calculé au point d'abscisse nulle pour une nouvelle valeur de la 
concentration. 
II-3 .1- Résultats et discussion 
Les simulations numériques ont été effectuées en reprenant la démarche utilisée pour le régime pur de 
diffusion ainsi que les valeurs de densité de courant et de l'énergie interfaciale. Les résultats sont 
présentés sur les figures nO 46 à 51. 
Nous constatons à la vue des différents proflls, que leurs évolutions correspondent à celles déjà 
obtenues pour le régime pur de transfert: pour la dissolution, l'interface tend vers un aplanissement 
total et pour le dépôt le fond du creux devient de plus en plus anguleux. De plus les courbes des 
paramètres statistiques et de la vitesse de déplacement V d sont identiques pour les deux régimes. 
L'explication résulte de l'équation de déplacement de l'interface qui est pratiquement identique dans 
les deux cas. Seule la concentration à l'interface varie pour le régime mixte. Cependant cette 
variation étant très faible (inférieur à 0,5%), elle ne modifie en rien les actions de la courbure K et du 
facteur (1 +(àf/CJy)2)1!2. Leurs influences respectives sont ressenties de la même façon que dans le 
cas du régime pur de transfert, comme le traduisent les courbes de la vitesse de déplacement V d pour 
la dissolution. Enfin, pour une valeur nulle de l'énergie interfaciale "(, les formes anguleuses de la 
bosse ou du creux apparaissent plus nettement sous l'influence de (1 +(àf/dy)2)1!2 
II-3.2- Conclusion 
L'étude du régime mixte a montré que l'instabilité morphologique était due à l'influence de la 
courbure K et à celle du terme (1 +(àflày)2)l/2. La variation de la concentration à l'interface n'a pas 
modifié les actions des deux paramètres précédents. 
Aussi bien en dissolution qu'en dépôt, la simulation révèle l'aplanissement des profils, alors que la 
démarche analytique présentée au chapitre l prévoit un aplanissement en dissolution et une 
augmentation des irrégularités en dépôt 
Ces différences peuvent s'expliquer de deux manières: 
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- dans le calcul analytique, l'effet d'aplanissement de la tension interfaciale n'est pas pris en 
compte. L'instabilité de l'évolution est uniquement créée par la diffusion et notamment le gradient 
dC{i)x. qui varie le long de la sinusoïde; 




















































































Ces travaux sur les instabilités interfaciales morphologiques se sont révélés riches d'enseignements. 
Ils nous ont permis en effet, par l'interprétation des résultats analytiques, expérimentaux et 
numériques, d'arriver à une meilleure compréhension des problèmes d'instabilité. De plus, ils ont 
défini plus clairement le domaine de nos investigations et indiqué des ouvertures qui pourraient être 
proposées pour la suite de cette thèse. 
En adaptant la théorie du paramètre d'instabilité au mécanisme d'oxydo-réduction du cuivre, nous 
avons déterminé pour chaque régime cinétique le signe de p en fonction du potentiel imposé à 
l'électrode. Nous avons vu que selon la nature de la réaction, dissolution ou dépôt, l'instabilité 
morphologique change de sens pour des régimes mixte ou de diffusion alors qu'elle est nulle dans le 
cas de régime pur de transfert. Ainsi ces résultats ont-ils constitué un plan de référence pour la suite 
de nos travaux. 
Avec l'étude expérimentale, nous avons pu constater que le signe prévu pour p dans le cas d'une 
dissolution anodique à régime mixte était vérifié aux premiers instants de la polarisation de l'électrode 
de cuivre. Avec l'apparition de piqûres à la surface du matériau, ce système électrochimique ne nous a 
pas permis de suivre l'évolution de l'instabilité globale au cours du temps. il aurait été intéressant 
cependant de voir si le sens de cette instabilité restait le même ou au contraire s'inversait au cours de 
l'évolution ultérieure. C'est pourquoi l'une des suites à donner à cette thèse serait d'utiliser un 
système électrochimique sans instabilités locales de type piqûres afin d'étudier dans des conditions 
plus favorables l'évolution de la morphologie globale. Néanmoins la démarche mise au point dans ce 
travail est à conserver: à savoir une étude expérimentale par rugosimétrie des profils obtenus pour 
différentes valeurs des paramètres expérimentaux (potentiel, concentration, ... ) et une modélisation de 
type analytique (paramètre p) pour les premiers instants de l'évolution et de type numérique sur tout le 
déroulement du processus. 
Par rapport à la démarche purement analytique du paramètre p, la simulation numérique a permis 
d'utiliser un modèle plus complet Ainsi différents facteurs responsables des instabilités ont été 
identifiés, des comportements nouveaux comme l'apparition de points anguleux ont été observés. 
Dans l'apparition des instabilités morphologiques, les contributions des termes en (1 +Càffày)2)1/2 et 
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\ (iJf{i)y )(aC{i)y) sont souvent non négligeables par rapport aux effets de la courbure et du gradient 
aC{i)x. 
Dans un bon nombre de cas, l'évolution de la morphologie n'a pu être simulée sur une longue période 
du fait de l'apparition d'instabilités numériques aisément explicables par l'existence locale de points 
singuliers. Un schéma numérique plus robuste est donc à trouver pour disposer d'une gamme plus 
large de simulations prenant en compte un plus grand nombre de situations expérimentales. 
L'un des objectifs de cette thèse concernait la validation à partir de resultats expérimentaux d'un outil 
de prédiction et de caractérisation des instabilités morphologiques, à savoir le paramètre p. Cet 
objectif a été atteint puisque l'examen microrugosimétrique de la surface des échantillons de cuivre a 
confmné le type de comportement prevus par le paramètre p. Cependant, il est apparu que cette 
démarche analytique était certainement trop simplificatrice et négligeait parfois certaines causes 
d'instabilité. Cest à ce niveau-là que la simulation numérique prend tout son intérêt et peut devenir, 















































ANNEXE N" 1 : NOTATIONS. 





ce symbole placé en indice supérieur, ca+actérise une valeur re.lative au plan moyen de 
l'interface L 
ce symbole placé en indice inférieur, caractérise une valeur relative à l'interface L 
repère orthogonal fixe par rapport au métal 5, l'axe nx. est dirigé vers le métal 
repère orthogonal lié au pian moyen de Pinterface 1, d'axes parallèles à OX, OY, OZ 
et de même sens. . 
b amplitude de l'ondulation de Pinterface L 
C(x,y) concentration molaire des ions Cu2+ en solution en un point de coordonnées (x,y). 
Co concentration molaire des ions Cu2+ en un point situé hors de la couche de diffusion. 
1 ~ + 1 concentration molaire des ions Cu + en un point de l'interface. 
1 ~ + 1 K concentration molaire des ions Cu + en un point de Pinterface de courbure K-
I CtIï + 1 0 concentration molaire des ions Cu + en un point de Pinterface de courbure nulle. 
D coefficient de diffusion des ions Cu2+ dans la solution. 
E tension appliquée à l'électrode métallique. 
Eth tension d'équilibre thennodynamique. 
E03 tension normale standard du couple Cu/Cu + • 
F constante de Faraday. 
H(tII) = 2Y(tII) - 1,Y(w) étant la fonction d'Heaviside: 
1 
H(tù) = -1 pour tù<O; 
H (tù) = +1 pour tII>O. 
densité de courant de la réaction de transfert. 
densité de courant d'échange. 
interface entre M et 5. 
vecteur flux de courant transporté par diffusion. 
composantes de J dans le repère (Ox,Oy,Oz). 
(d2x/dy2)i 
K(x,y) = -------------- rayon de courbure de l'interface en 
(1 + (dx/dy) r) 3/2 un point de coordonnées (x,y). 
constante de vitesse de la réaction anodique. 
constante de vitesse de la réaction cathodique. 
milieu liquide. 
masse molaire du solide S (cuivre). 
nombre d'électrons participant à la réaction de transfert. 
vecteur unitaire normal à l'interface 1, de composantes 1/ J1 + (dx/ dy) r 
suivant Ox et - (dx/dy) /'/1+ (dx/dy) r suivant Oy. 
Un 0/4) - Un ( 0 ) 











composante suivant {lX de la vitesse de déplacement d'un point de l'interface L 
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x = 0 + b sin (21fy lÀ) = 0 + f (y) équation de l'interface l dans le repère (Ox,Oy,Oz). 
a coefficient de transfert de la réaction anodique. 
, p coefficient de transfèrt de la réaction cathodique. 
S épaisseur de la couche de diffusion. 
! coefficient du terme en b exp() sin() dans l'expression de C(x,y). 
TI surtension appliquée à l'électrode, égale à: -E -":E
th À longueur d'onde de l'ondulation. 
Ps masse voLumique du soLide S (cuivre), 
±u charge prise par l'électrode ou l'électrolyte. 
Notations utilisées par G. Santarini:' 
ordre de la réaction de dissolution. 
coefficient de diffusion chimique de S dans M. 
constante de vitesse de la réaction de dissolution. 
constante de vitesse de la réaction de dépôt. 
ordre de la réaction de dépôt. 
solubilité de S dans M. 
vitesse du processus de dissolution-dépôt. 
vitesse d'échange du processus de dissolution-dépôt. 




















capacité de double couche électroch.imique. 
perturbation sinusoïdale du potentiel. 
amplitude de la perturbation en potentiel. 
réponse sinusoïdale en courant. 
amplitude de la ,réponse en courant. 
fréquence de la pulsation. 
partie .imaginaire de l'.impédance Z. 
partie réelle de l'.impédance Z. 
résistance de l'électrolyte. 
résistance de polarisation de transfert. 
surface de l'électrode. 
impédance de l'interface électrochimique. 
impédance de la capacité de la double couche électrochimique. 
impédance égale à Re Z - R/2. 
impédance de la résistance de la solution. 
impédance de la résistance de transfert. 
déphasage de la réponse /::;.I par rapport à AE. 
pulsation de la perturbation (x = 2xf). 
module de l'impédance. 
Notations utiliséeS pour la rugosimétrie : 
Ek = M(4)/Rq4 coefficient de finesse (Kurtosis). 
M(m) = R (z(x,y) - ~)m/n moment centré d'ordre m. 
n nombre total de points de la surface analysée. 
p(z) rapport entre le nombre de points à la hauteur z et le nombre total de points. 
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:Ra = Il z(x,y) -~ 1 /n rugosité moyenne. 
~ cote moyenne de la surface. 
~ = Zmax -~ rugosité totale. 
Rq =~) écart type de l'histogramme des hauteurs. 
Sk = M(3)/Rq3 coefficient de dissymétrie (Skewness). 
z(x,y) cote d'un point de la surface de coordonnées (x,y). 
cote maximum de la surface. 
cote minimum de la surface. 


















repère lié au plan moyen de l'interface. 
repère correspondant au changement de variables. 
tension normale standard du couple Cu/Cu2+ • 
équation de l'interface à l'instant t. 
première valeur calculée de f(y) au temps t+dt. 
seconde valeur calculée de f(y) au temps t+dt 
loi cinétique relative à la densité de courant de la réaction électrochimique. 
indice du temps. 
indice des ordonnées. 
indice des abscisses. 
longueur de l'interface égale à la longueur d'onde k. 
nombre de points suivant l'axe des ordonnées. 
nombre de points suivant l'axe des abscisses. 
solubilité électrochimique du cuivre en un point de courbure nulle. 
nouvelle variable du temps. 
volume molaire du 'cuivre. 










~ - exp(-rp) 
nouvelle variable des abscisses. 
énergie interfaciale . 
paramètre d'optimisation de la discrétisation. 
coefficient du test de convergence du calcul des points de l'interface au temps t+dt 
coefficient utilisé dans le changement de variables. 
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ANNEXE N°2 : PROBLEMES D'ÉVOLUTION DE LA MORPHOLOGIE 
D'UNE INTERFACE AU COURS DU PROCESSUS DE DISSOLUTION-
CROISSANCE. 
2-1-Description du problème physique. 
On représente dans le repère fIXe xOy (voir figure n055), le système constitué d'une phase solide et 
d'une solution liquide séparées par une interface d'équation x=f(y,t). 
o L y 
o 
liquide 
couche de diffusion 
f(y,t).--..-
x solide 
fi~ n055 : schéma du système solide-liquide étudié . 
. 
L'évolution de ce système, dans le cas d'un régime cinétique mixte, fait intervenir un processus de 
dissolution-dépôt à l'interface et un processus de diffusion de matière dans la couche de diffusion ; 
celle-ci est l'ensemble des points M de coordonnées (y,x) (y E [O,L] et x E [x - S , f(y,t)]) où 
moy 




Xmoy = limj...,.o L L' f(y, 1) dt 
2 
x est l'ordonnée moyenne de l'interface, et 0 est l'épaisseur de la couche de diffusion. Au cours 
moy 
d'une évolution, l'interface progresse, entraînant sa couche de diffusion vers les x positifs dans un 
cas de dissolution, vers les x négatifs en dépôt 
On s'intéresse particulièrement à la morphologie de l'interface, c'est à dire à son profil, dans un 
repère entraîné XQY avec nx et QY parallèles respectivement à !lx et ily (il étant situé à la limite 
externe de la couche de diffusion). 
2.2-Equations générales du problème d'évolution. 
Le flux J de diffusion de matière est donné par la 1 ere loi de Fick. La vitesse de dissolution-dépôt 
s'exprime par une loi cinétique h dont les expressions sont données en annexe n03. 
On suppose que la phase liquide est un fluide parfait incompressible, mis en mouvement par 
l'avancée de l'interface avec une vitesse v. 
2-2.1-Bilan dans la phase liquide. 
En tout point de la couche de diffusion, l'écriture du bilan matière donne: 
~C =-div(Cv+J) 
ot . 
C : concentration de l'espèce dissoute ou déposée dans la phase liquide. 
En remplaçant J, par son expression issue avec la 1 ere loi de Fick ( J = -0 V C ), l'équation 
précédente devient: 
ae = _ div (Cv) + DôC 
at 
0: coefficient de diffusion de l'espèce en solution. 
Comme l'incompressibilité s'exprime par div v =0, le bilan précédent se simplifie en : 
ac 
-+vVC= OôC at 
De façon à aborder le problème dans sa globalité, il faudrait sans aucun doute traiter l'équation 
(3) sous cette forme. Cependant, afm de simplifier la résolution de ce problème et compte tenu des 
priorités qui ont été fixées initialement (l'aspect cinétique étant privilégié par rapport à l'aspect 
hydrodynamique), nous supposerons que la vitesse du fluide est nulle. Nous obtenons ainsi 




On considère les schémas de l'interface à t et t+dt : 
t Y t+dt Y 
dy dy 
~ 
~ 1 C B 1 X fi 1 a x if 
a 
La variation du nombre de moles dans l'élément ABCD entre t et t+dt est: df dy (C-l/v) (v étant le 
volume molaire de l'espèce dissoute ou déposée). Cette variation est donc égale à la somme des 
nombres de moles entrant et sortant de ABCD. Les termes correspondant au côté AD traduisent 
l'action de deux phénomènes physiques qui sont: 
- le flux de diffusion (moles sortant de ABCD) : J.n AD dt; 
- le mouvement v de vitesse du fluide dû au déplacement de l'interface (moles entrant dans ABCD) : 
C V.D AD dt. 
La somme de ces deux expressions donne par rapport au repère xOy : 
(Jn + C vn) (dy/cosa)dt 
Les termes dûs aux cotés AB et CD sont négligés car ils sont globalement d'ordre supérieur: 
(aJ/ay)dy df dt 
En faisant le bilan, on obtient l'égalité suivante: 
af (C ~) = Jn + Cvn 
at v cosa 
En faisant intervenir la condition d'imperméabilité de l'interface (v = (aflat) cosa), le bilan interfacial 
n 
se réduit à : 
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L'expression de J n par rapport au vecteur normal à l'interface n est: D 
J
n
= -D V C.D 
Celle-ci devient dans le repère xOy : 
Jn = - D (~~ sina + ~; cosa) 
En remplaçant J n par cette expression dans l'équation de bilan, on obtient: 
avec tga=af/dy, l'égalité devient: 
1-2.3 -Déplacement de l'interface. 
La vitesse dM Idt de déplacement de l'interface est égale à la loi cinétique h : 
n 
~n =h(C,K) 
M : point de l'interface de coordonnées (y,x). 
(30) 
Essayons d'exprimer cette vitesse en fonction de f(y,t). Soit MM' le déplacement de l'interface 










s-l distance entre les points M et M' , par rapport au vecteur nonnal n. 
Les coordonnées (y' ,x') du point M' s'expriment en fonction de y et x de la façon suivante : 
y'=y+s nI 
x'=x+s n2=f(y',t+dt) (n1,n2) : coordonnées du vecteur n dans le repère (xOy). 
Le développement limité au 1 erordre de f(y',t+~t) est le suivant: 
f(y+sn l , t +~t) = x + (iJf(dy)s nI +df/dt ~t 
ainsi 
Nous en déduisons que: 
df 
dt At s = ---.==;::;;::::::::::;:;;;= u ~ 1 + (::r 
df 
tdMn-lim s _ ai" 
e T- At->°àt - V 1+(~r . 
Enfin, l'expression de la vitesse de déplacement de l'interface s'écrit: 
df 
h(C,K) = V 1 ~~r 
La forme de cette égalité sera reprise dans les équations (31) et (33) de la partie simulation. Seule 




































ANNEXE N°3 : EXPRESSIONS DE LA LOI CINÉTIQUE h POUR LES 
REGIMES MIXTE ET PUR DE TRANSFERT. 
Dans les travaux de simulation numérique, nous allons considérer que la vitesse de la réaction de 
transfert, dépend de la courbure K du point où elle s'applique. Pour introduire ce paramètre, nous 
allons faire comme hypothèse que la concentration en ions Cu + à l'interface, s'exprime en fonction de 
celui-ci. Ainsi 1 Cut 1 K est reliée à la concentration 1 Cut 10 en un point de courbure nulle par la 
relation de Gibbs-Thompson. 
Pour établir l'expression de h, nous allons reprendre le mécanisme de la réaction globale d'oxydo-
réduction du cuivre décrit précédemment Nous suivrons sensiblement le même raisonnement qui 
nous a conduit à l'expression de la densité de courant dans la partie théorique, cela pour les deux 
régimes cinétiques concernés. Les termes employés seront ceux utilisés auparavant. 
3-1-Régime mixte. 
Le mécanisme global de la réaction d'qxydo-réduction du cuivre: 
2+ -Cu + 2e = Cu (1) 
se décompose en deux étapes élémentaires: 
eu2+ + e - = Cu + (étape lente) (2) 
Cu + + e- = Cu (étape à l'équilibre) (3) 
L'étape (2) s'exprime en fonction de la loi de Butler-Volmer: 
( aFE ~FE) i2 = F koxy ICutlK e RT - kred q e- RT (35) 
L'étape (3) étant infiniment rapide, la concentration 1 Cut 1 0 en un point de courbure nulle 
s'exprime en fonction du potentiel par l'équation de Nernst: 
F(E- ~) 
ICutlo = e RT 




nous en déduisons une expression générale de 1 CUi + 1 K : 
1 
RE- ~) 2vy 
Cu{1 = e RT eRT (38) 
La densité de courant global i s'écrit: 
(39) 
En remplaçant dans l'équation (39), 1 Cui+ 1 K par l'égalité (38), nous obtenons une nouvelle 
expression de la densité de courant i : 
( R(a+l)E - ~) 2vyK ~FE) (40) i(E, Cï,K) =2F koxye RT e RT - kred Ci e- RT 
Lorsque la réaction globale d'oxydo-réduction est à l'équilibre (i=O), la densité du courant d'échange 
io est égale à : 
R(a+l)Es!,.- ~) 2vyK 
io =2Fkoxy e RT e RT 
En introduisant iO dans (40), nous obtenons l'expression fmale de la densité de courant: 
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avec 11 =E - Eth . 
La loi cinétique h(11,Ci,K) s'écrit en fonction de la densité de courant: 
L'expression de h sera utilisée dans l'équation (31). 
3-2-Régime pur de transfert. 
La seule différence intervenant dans ce cas cinétique est liée à la concentration qui est constante dans 
la couche de diffusion et à l'interface. Celle-ci est égale à CO' L'expression de la densité de courant se 
réduit à: 
(42) 
Les expressions de io et Eth sont identiques à celles du cas précédent. 

















































ANNEXE N"4 : ASPECTS MATHEMATIQUES DES DIFFERENTS CAS nE SIMULATION. 
4.1-Régimemixte. 
4.1.1-Description du problème. 
Toutes les équations se réfèrent au système composé de deux phases, l'une solide, l'autre liquide, 
séparées par une interface d'équation f(y,t) (voir figure n"S5 de l'annexe n"2). 
Le processus de diffusion est donné par la 2eme loi de Fick : 
t>o, yE[O,L[ et x€]O,f(y,t)], 8C/8t = Diff (82C/8x2 + 82C/8y2). (29) 
Le bilan à l'interface s'exprime de la façon suivante: 
t>o, yE[O,L[ et x = f(y,t), DiIrC8C/8y 8f/8y + 8C/8x) = l/v 8f/8t. (30) 
L'équation du déplacement de l'interface s'écrit: 
t>O, yE[O,L[ et x = f(y,t), af/at = /1 + (af/8y)2 h(7],C,K). (31) 
La résolution de ce système se fait pour les conditions suivantes: 
Conditions aux limites: 
t>O, yE[O,L] et x = 0, C(x,y,t) = Co. 
Conditions de périodicité : 
t>o, XE [O,f(O,t)], C(x,O,t) = C(x,L,t)et f(O,t) = f(L,t). 
Conditions initiales : 
t = 0, yE[O,L] et XE[O,f(y,O)], C(x,y,O) = Co et f(y,O) = 0 + b sin(21fY/À). 
4.1.2-Changement de variables. 
Ce changement est rendu obligatoire par la méthode de calcul qui nécessite l'utilisation d'un maillage 
fixe pour résoudre un tel système. TI concerne les variables d'espace et de temps: 
x = 
1 - exp(-~x/f(y,t» 
1 - exp(-~) 
Y=yetT=t. 
Les modifications apportées aux différentes équations sont les suivantes: 
L'équation (29) devient: 
8e 82e 8e 82c a2c 
= A -- + B -- + D --- + Diff--









(1 - exp(-rp»2 
qil 2rpx a f2 rpx a2f qilx2 a f2 rpx af exp ( -rpxj f) 
B =(Diff(- - + -- -- - - - - - -) + -- ) 
f2 f3 ay2 f2 ay2 f4 8y2 f2 at l-exp (-rp) 
D = -2 0üf 
Ip X 
f2 
af exp (-Ipxjf) 
ay 1 - exp ( -Ip) 
L'équation (30) s~rit : 
ac 8c 
E -- + F -- = G, 
·ax ay 
avec 
Ip x af2 Ip exp (-Ipxjf) 
E = Düf - ----
f f2 ay2 1 - exp(-rp) 
af 1 af 
F = Düf -- et G = ----
ay v at 
L'équation (31) garde une fonne identique puisque seule la variable Y intervient (de même pour la 
courbure K): 
afjaT = J1 + (afjay)2 h(7],C,K). 
4.1.3-Discrétisation des équations obtenues. 
Les indices j et k que nous allons utiliser dans la discrétisation, se rapportent à la représentation indicée 
du maillage de ce système, qui est donnée sur la figure n056. 
Le nombre total de points échantillonnés en Y est égal à N + 1, l'indice des abscisses étant k 
(0 ~ k ~ N). 
Le nombre total de points échantillonnés en X est égal à M + 1, l'indice des ord(~mnées étant j 
(0 ~j ~M). 
l'indice correspondant à la discrétisation du temps est l'indice i. 
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figure n056 : représentation schématique du maillage de la couche de diffusion dans le repère 
(O,Y,X). 
Equation (29) (1 ~ j ~ M et 0 ~ k ~ N - 1) 
Ci +' j , 1: 
6T 
D 
4 ~ 6Y C}+"k+' + 
Diff 
+ (!::.y)2 cj, k+' 
D 
4 ~ 6Y C}_"k+' 
Equation (30) 0 = M et 0 ~ k ~ N -1) 
(A B ) 
l(,6X)2 + 2 ~) CJ +, , 1: D . __ -Cl 4 6X 6Y j+l,k-' 
Ci Ci . 
2 Diff) Diff 
• le + J·,Ie-' (6Y)2 J, (6y)2 
B) . D. 
2 AV) CJ! - l ,k + C! 1 le 1 '-:.A. 4 6X 6Y J - , -
E. F. 
G - 2 6X CI+', k + "2"iii CL k+, F . __ Cl 2 AY Lk-l E . --C! 2 6X J-l,1: 
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-~quation (31) G = M et 0 ~ k ~ N - 1) 
1 + ri +'2 :1 -1 ' ôf h(CJ,k,KJ,~J ot 
f~+, + f~ _ 1 - 2 f~ 
(~y)2 
K! k - --------------------------------------------J, .. 2 3 / 2 . (l + r:+'2 ~::-,) 1 
Tous les coefficients A,B,D,E,F et G des équations discrétisées sont indicés j,le. 
4.1.4-Amélioration de la discrétisation. 
L'introduction du coefficient 0 dans les équations (29) et (30), permet de rendre le calcul des 
concentrations implicite et donc d'améliorer la précision des résultats. 
Après transformation, les expressions des deux équations sont les suivantes : 
équation (29) (1 ~j ~ M et 0 ~k ~N-l) 
w i ... 1 + N cf + 1 C i + 1 Cj + 1 ,k+' - W J + 1 , k j+',k-, 
+ M c i +' j, k+ 1 + P c i +' LI: + M c i +' i, k - , 
avec: 
(A B ') 
N - 8 ~(&)2 + 2 6.X-J 
1 ( 2 A 2 Diffi 
p - - -+ e l- - (tsl)2 J LYr (&)2 
Q - e 
( A 
- 2 :x) l(~)2 
D 
W - 8 4 & /Si 
L'expression de Rij,k est semblable à celle· du membre gauche de l'égalité. Deux changements 
interviennent cependant: le coefficient 8 est remplacé par 8 - 1, et les concentrations sont indicées i 
équation (30) G = M et 0 ~ k ~ N - 1) 
Z Ci+' K c i +' 
J'+1,"'+ ''''1 '" J , ,,+ K cf + 1 Z ci +, J,I:-' - )-1,1: s! k J , 
avec: 
., 







L'expression de Sij,k se compose des termes du membre gauche de cette égalit~ auxquels est additionné 
G. Les modifications apportées sont identiques à celles intervenant dans Rij,k. 
Ces deux équations constituent un système matriciel dont la résolution est effectuée par la méthode de 
Gauss. 
4.2-Régime pur de diffusion. 
4.2.1-Description du problème. 
Par rapport au régime mixte, les équations de diffusion (29) et de bilan à l'interface (30) sont 
conservées. L'équation de déplacement (31) disparaît. La concentration en chaque point de la sinusoïde 
s'exprime en fonction du potentiel d'équilibre de la réaction globale d'oxydo-réduction du cuivre (1) et 
de la courbure K. Son expression est la suivante: 
t>O, yé[O,L[ et x = f(y,t), C(x,y,t) = So exp(2vyK/RT) (32) 
avec So = exp(2F(E - E01)/RT) 
Les conditions initiales, aux limites et de périodicité sont identiques à celles du cas précédent. 
En appliquant le même changement de variables que précédemment, nous obtenons: 
d'une part des expressions de (29) et (30) similaires à celles du régime mixte. Cependant 
avec le changement de la procédure de résolution, l'équation (30) s'écrit différemment: 
af ac ac 
- = v (E -- + F -- ) 
at ax ay 
les coefficients E et F sont conservés. 
d'autre part une expression de (32) qui garde sa forme originelle puisque seule la courbure 
K est concernée par ce changement. 
La discrétisation et la prise en compte du coefficient 8 conduisent à une expression de l'équation (1) 
identique à celle obtenue pour le régime précédent. Avec le changement de procédure de résolution, 
seul le terme de gauche est discrétisé dans (30). Quant à l'expression (32), cette transformation n'affecte. 
que la courbure K. 
La méthode de Gauss est employée pour résoudre le système matriciel construit uniquement à partir de 
l'équation (29). 
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-A3-Régime pur de transfert: description du problème. 
4.3.1-Description du problème. 
Pour ce régime cinétique, l'équation à résoudre est : 
t>O, yf[O,L[ et x = f(y,t), af/at = /1 + (8f/8y)2 h(71,K) (33) 
La résolution de cette équation se fait avec les conditions suivantes : 
Conditions aux limites : 
t> 0 et yE[O,L], C(f(y,t),y,t) = Ct! 
Conditions de périodicité : 
t>O, f(O,t) = f(L,t) 
Conditions initiales : 
t = 0 et yE[O,L], f(y,O) = 0 + b sin(21rY/À) 
Comme dans les deux cas précédents, il est nécessaire d'évaluer les dérivées premières et secondes de 
l'équation princip~par la méthode des différences fmies. Ainsi l'expression (33) s'écrit: 
ôi 1 + (f~ + 1 - f~. 1 ) 2 
l 2 ~Y J ôt: 
L'expression de K est identique à celle utilisée pour le régime mixte. 
On peut écrire l'équation (33) sous une autre forme: 
avec 
g(fi fi fi) 1 + (f~+1 - f~-1J2 k-1' k' k+l -
2 I::..Y 
En utilisant la méthode de Runge-Kutta d'ordre 4, le calcul des points de l'interfaèe au temps i+ 1 est 
obtenu à partir de l'équation suivante: 
1::..1: • - ...... . 
fi+1 fi + _ (a (fi fi -Fi ) + 2 g(f/i"'1/2 f/i+1/2 f/iTl/2) 
k - 1: 6 '" 1: - l' 1:' -1: + 1 1: - 1 '1: ' 1: Tl 
+ 2 (:JI i ... 1 1 2 ..," i + 1 12 fil i + 1 12). (:1 i ... 1 fi i ... 1 :' i • 1 ) ) g J..II; _ 1 ' .1..1: ' le + 1 .... g J..1e - 1 1 1: ' .1..\(, ... 1 
avec: .1 i ... 112 -i I::..t: (. ") 
:1:1: - :l:k + T g f~ - l' f~, f~ + 1 



























































































ANNEXE N°S: CONSTANTES ET PARAMETRES UTILISES LORS DE LA SIMULATION. 
S.l-Constantes. 
Sous ce tenne, nous avons regroupé à la fois les constantes physiques, et les paramètres que nous avons 
déterminés à partir de nos résultats théoriques et expérimentaux et qui gardent la même valeur dans 
tous les cas de simulation. 
5.1.1-Constantes physiques. 
Ce sont les suivantes : 
constante de Faraday F : F = 96500 C.mol-I 
constante des gaz parfaits R: R = 8,3143 J.mol-l.K-l 
tension nonnale standard du couple Cu/Cu2+ : Elo = 0,337 V 
tension nonnale standard du couple Cu/Cu + : E30 = 0,520 V 
volume molaire du cuivre: v = 7,092.10-6 m3.mol-1 
5.1.2-Constantes de simulation. 
Elles sont classées en trois catégories: 
S.I.2.I-Constantes cinétiques. 
température: T = 298 K 
coefficient de transfert de la réaction anodique: cr = 0,63 
coefficient de transfert de la réaction cathodique: f3 = 0,49 
constante de vitesse de la réaction anodique: koxy = 7,61.10-6 m.s-l 
constante de vitesse de la réaction cathodique: kTed = 1,69.10-4 m.s-l 
coefficient de diffusion des ions Cu2+: Dif[ = 5,23.10-10 m2.s-1 
5.1.22-Constantes relatives à la morphologie de l'interface. 
amplitude initiale de la sinusoïde: b = 0,4.10-6 m 
longueur d'onde de l'interface: .À = 15.10-6 m 
5.1.2.3-Constantes relatives aux calculs numériques. 
valeur de la constante cp lié au changement de variable: cp = 3 
valeur de la constante l/J liée au test de convergence du calcul des valeurs de l'interface: 1jJ = 10-3 
intervalle de temps entre deux itérations: dt =10 s 
5.2-Paramètres. 
Ces paramètres prennent des valeurs différentes selon la nature du régime cinétique. 
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5.2.1-Régime mixte de transfert-diffusion: 
La liste se décompose en trois groupes en fonction de la nature des paramètres: 
5.21.1-Paramètres cinétiques. 
épaisseur de la couche de diffusion: fi = 28,5.10-6 m 
concentration dans la solution : Co = 1 mol.m-3 
valeurs initiales du potentiel E correspondant respectivement aux valeurs de la densité de courant dans 
l'ordre décroissant: 0,2705 , 0,2506 , 0,2040 , 0,1463 en V. 
5.21.2-Paramètres du maillage de la couche de diffusion. 
nombre de points correspondant à l'échantillonnage de l'interface: Dy = 141 
nombre de points correspondant à l'échantillonnage de la couche de diffusion: nx = 10 
5.21.3-Paramètres relatifs aux calculs numériques. 
valeur du pararp.ètre d'optimisation de la discrétisation: 
équation (1) : 8 = 0,5 
équation (2) : 8 = 1 
5.2.2-Régime pur de diffusion: 
Comme précédemment; la liste des paramètres se décompose en trois groupes en fonction de leur 
nature. 
5.221-Paramètres cinétiques. 
épaisseur de la couche de diffusion: 0 = 28,5.10-6 m 
concentration dans la solution: Co = 1,5.10-3 mol.m-3 
valeurs initiales du potentiel E correspondant respectivement aux valeurs de la densité de courant dans 
l'ordre décroissant: 0,1716 ,0,1674 , 0,1616 , 0,1496 en V. 
5.222-Paramètres du maillage de la couche de diffusion. 
nombre de points correspondant à l'échantillonnage de l'interface: Dy = 141 
nombre de points correspondant à l'échantillonnage de la couche de diffusion: Ilx = 10 
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5.22.3-Paramètres relatifs aux calculs numériques. 
'Valeur du paramètre d'optimisation de la discrétisation: 
équation (1) : e = 0,5 
5.2.3-Régime pur de transfert: 
Pour ce régime cinétique, la liste se réduit à : 
épaisseur de la couche de diffusion: 0 = 0 m 
concentration dans la solution: Co = 10 mol.m-3 
valeurs initiales du potentiel E correspondant respectivement-aux valeurs de la densité de courant dans 
l'ordre décroissant: 0,2705,0,2560,0,2470,0,2320,0,2040,0,1463 en V. 

























































ANNEXE N° 6 : INFLUENCE SUR LE MAILLAGE DU CHANGEMENT DE VARIABLE. 
Exemple de maillage de la couche de diffusion suivant l'axe des ordonnées : influence du coefficient !p 
sur la densité du maillage près de l'interface (!p = 3, l1x = 10, l'interface correspond à X = 1, la limite 
externe de la couche de diffusion à X = 0). 
1.0 
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ANNEXE N° 7 : EXEMPLE D'INSTABILITES NUMERIQUES. 
IDstabilités numériques apparues au cour:.s de la simulation pour une dissolution anodique, dans le cas 
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Problème à frontière libre 
L'étude de l'évolution morphologique d'une surface de cuivre plongée dans un 
électrolyte liquide est soumise à une dissolution anodique a été abordée selon les trois angles 
suivants. 
La modélisation du problème et sa résolution analytique simplifiée ont permis 
d'introduire un outil de caractérisation et prédiction des instabilités morphologiques globales en 
fonction des constantes cinétiques associées à l'évolution du système. 
Un modèle numérique a permis de préciser les rôles respectifs de la réaction 
d'interface, de la diffusion en phase liquide et de certains paramètres comme le rayon de 
courbure. 
Enfin, l'évolution de la forme de l'interface cuivre-électrolyte a été caractérisée par 
microrugosimétrie à différentes échéances de temps pour des expériences de dissolution menées 
dans des conditions électrochimiques contrôlées. 
Si les résultats expérimentaux obtenus ont permis de valider globalement la démarche 
analytique, les résultats numériques ont montré qu'elle ne pouvait pas rendre compte de toute la 
complexité des comportements observés. Ainsi, il apparait que la simulation numérique peut 
constituer une aide précieuse pour la description des aspects morphologiques de l'évolution 
d'un système. 
