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Abstract 
We study random walks on undirected graphs with weighted edges. Our main result shows 
that any spanning tree defined by the edges corresponding to a first visit of a vertex, appears 
with a probability proportional to its weight, which is the product of the weight of its edges. 
This provides an algorithm for generating non uniform random spanning trees in a weighted 
graph. The technique used here is based on linear equations over regular expressions and finite 
automata theory. @ 1999 Elsevier Science B.V. All rights reserved. 
RCsumC 
Nous ttudions les marches altatoires sur les graphes pond&s non orient&s. Nous dkmontrons, 
en particulier, que la probabilitt d’engendrer un arbre couvrant est proportionnelle B son poids, 
qui est le produit de poids de ses a&es. Ce rksultat foumit un algorithme pour gkntrer des 
arbres couvrants non uniformes dans un graphe pond& Les techniques utiliskes sont fondles 
sur les systtmes d’kquations sur les langages rationnels et la thkorie des automates finis. @ 1999 
Elsevier Science B.V. All rights reserved. 
1. Introduction 
Random walks have been studied extensively, and have many applications such as 
generation of random spanning trees [I, 2, 121, token management schemes [8, 111, 
effective resistance of electrical networks [3,5, lo], and on-line algorithms [4]. 
In this paper, we consider a connected simple undirected graph G = (V,E) together 
with a positive real-valued map w over E, w(e) being called the weight of e. A discrete 
time random walk (or Markov chain) on G is defined as follows. At each step, 
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a particle, located on a vertex x, moves to a neighbour vertex y with a probability 
proportional to the weight of the edge (x, v), that is, the probability of the transition 
from x to a neighbour y is w((x, y))/ CrENCxj w((x,z)), where N(x) is the set of 
neighbours of x. The generated spanning tree by the random walk is the spanning 
tree consisting of those edges which correspond to the first entrance to an arbitrary 
vertex of G, other than the starting vertex. The main goal of this paper is to introduce 
syntactic tools to study specific problems in random walks. More applications of these 
techniques, such as mean cover time and mean hitting time computation are available 
in [9], in which we provide methods based on syntactic approach to compute the 
mean cover time, i.e. the expected number of necessary transitions for the particle to 
visit all vertices, and the mean hitting time, i.e. the expected necessary transitions for 
reaching a given vertex from another one. Another interesting feature of this approach, 
discussed in [9], is that it allows to distinguish explicitly easy problems from difficult 
ones according to their syntactic complexities. 
In the case of uniform random walks (where w(e) = 1, for any e E E), Aldous and 
Broder proved that all spanning trees of G have the same probability of being generated, 
whatever is the starting vertex. 
For non uniform random walks, the set of walk behaviours providing a given span- 
ning tree, for a fixed starting vertex, can be modeled by a regular expression, char- 
acterized by a linear system of equations. Translating this system into an arithmetic 
system of equations over the corresponding probabilities, we prove that the probability 
of generating a tree is proportional to the product of the weights of its edges. We also 
find the stationary probability of a vertex, i.e. the probability that a random walk is 
currently at such a vertex. This probability is proportional to the weight of this vertex 
(i.e. the sum of the weights of the incident edges to the vertex). 
We consider the case of a weighted cycle. A random walk can be viewed as a 
particle that goes randomly from a vertex to one of its two neighbours. Once the 
particle has visited all vertices, it has gone across all edges of the cycle except one, 
which has been left out. We prove that the probability of an edge to be left out does 
not depend on the starting vertex. Its probability is proportional to the inverse of its 
weight. 
The paper is organized as follows. In Section 2, we introduce some notations and 
definitions related to words and random walks. The probability of a generated span- 
ning tree is discussed in Section 3. In this section, we also investigate the stationary 
probability of a vertex. Section 4 deals with the class of cycle graphs. In particular we 
compute the probability for an edge of a cycle to be left out during a random walk. 
Section 5 presents some open problems and further extensions of this work. 
2. Notations and definitions 
We denote by G = (V, E) a simple undirected connected weighted graph. Weights 
are positive reals. 
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A jinite walk over G is a finite sequence w = il, iz,. . . , i, of vertices of G such 
that {ik,ik+l}EE, i= l,..., m - 1. An injinite walk over G is an infinite sequence 
11,12,. . . , with {ik, ik+l} E E. A walk may also be viewed as a sequence of directed 
edges (il,iz),(iz,i3),(&,id). . . . Thus, if we introduce an alphabet A whose letters are 
elements of E on which we consider two possible directions, a finite (infinite) walk, 
according to this view, is a word (infinite word) over A. The set of infinite walks on 
G starting with vertex i will be denoted by V$. The generated tree z(w) by the walk 
w is the set of all edges corresponding to the first entrance of the walk into a vertex 
of G [ 1,2]; it is easy to see that r(w) is an undirected tree. For a given vertex i and 
a tree T containing i, the language L;(T) denotes the set of shortest finite walks (in 
the prefix order) starting with i and generating T, i.e. 
Li(T) = {w 1 w is a finite walk starting with i, such that r(w) = T 
and for no proper left factor w’ of w, r(w’) = T}. 
We sketch in the next subsection the construction of a finite automaton &i(T), which 
recognizes Li(T). Thus Li(T) is a regular language. The elements of Li(r) can be 
extended into infinite walks in a natural way, more precisely 
G(T) = {ww’ ( w E Li( T), W’ E Wj where j is the last vertex of w}. 
Intuitively, Li(r) consists of infinite walks starting with i and generating T. 
2.1. A recognizing automaton 
Consider in G = (V, E) a given vertex i E V taken as the starting vertex and a span- 
ning tree T. For a nonempty subset X of V, let GX =(X, Ex) denote the subgraph 
of G induced by X, i.e. Ex = {(x, y) ] x E X, y E X}. The finite deterministic automaton 
JZ!~(T), recognizing &(T), is introduced as follows. The set Q of states is the set of 
all ordered pairs (X,j), with j EX, where X is any set of vertices containing i such 
that the induced subgraph Gx is connected. Roughly speaking, in a walk over G, the 
state (X,j) corresponds to the fact that j is the currently visited vertex and that X 
is the set of already visited vertices. The initial state of di(T) will be ({i}, i). The 
terminal states of &i are those of the form (V,j), Yj E V. These states correspond to 
the event that all vertices of G have been visited, and thus as we shall see, no transi- 
tions are defined for them. We now define the transition (partial) function 0 over Q as 
follows. 
1. For any pair of states Y = (X,j) and s = (X, k), with X # V, such that j and k 
are neighbours in G, we let O(r, a) = s (resp. O(s, b) = r), where a E A (resp. b E A) 
identifies the directed edge (j, k) E E, (resp. (k,j)). 
2. For a pair of states r = (X,j) and s = (X U {k}, k) with k @X, such that {j, k} E T, 
we let O(r,a) = s, where a E A identifies the the directed edge (j, k). 
Let us notice that it is possible to reduce the set of terminal states into a unique 
finite state 
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Fig. 1. A graph. 
Fig. 2. An automaton recognizing z(T). 
Example 1. Consider the graph of Fig. 1. Let T be the tree ((4, l}, (4,2}, {4,3}}. 
For the starting vertex 1, the automaton .di( T) is given by Fig. 2. Dashed transitions 
correspond to first entrances. Edges containing arrows in both directions can be scanned 
by the walk following these directions. Bold edges belong to the tree T. Vertex 2 on 
the left side is the last visited vertex before generating T. Similarly for vertex 3 on 
the right side. Li(T) is the set of all finite paths beginning at the starting arrow and 
ending with one of the exit arrows. L,(T) is the set of all infinite paths beginning with 
the starting arrow and going infinitely many times through one of the vertices of the 
bottom rectangles labeled with 2. It is clear that the language of infinite words G(T) 
is recognizable [6, Chap. XIV]. L;(T) and its recognizing automaton can be used to 
compute the cover time (i.e. the expected necessary time to visit all vertices of G), 
see [9]. 
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We now introduce useful definitions related to probability measures on the walks. 
For a vertex i, let w(i), called the weight of i, be the sum of the weights of the incident 
edges to i. The weight of a tree T is defined by the product of the weights of its edges. 
The probability measure associated with the directed edge (i,j) is pij = w(i,j)/w(i); it 
is the probability of a transition from i to j, and we have obviously xjENcr) pij = 1, 
where N(i) is the set of neighbour vertices of i. The probability of a finite walk 
w = (io,i])(il,i2),. . . ,(im-I,&,,) is the product of the probability of its directed edges 
and it will be denoted by p(w). 
We have thus a finite state Markov chain whose set of states is V and whose 
transition (stochastic) matrix is given by pij = w(i,j)/w(i), i, j E V. For a given walk 
w = (ia, ii )(il, i2), . . . , (im_l, i,), its probability p(w) is the conditional probability Pr(Xi 
=i,,...,Xn=inIX~=i~). 
Finally, for a vertex i and a tree T, we define pi(T) = CwGL,cr) p(w) = p(Li(T)). 
It is easy to see that, for a spanning tree T, pi(T) is the probability of generating T, 
whenever the walk starts at i. For so, it suffices to see that words of L,(T) correspond to 
pairwise disjoint events which generate T, and that T cannot be generated by anything 
else than these events. Since the elements of z are obtained from those of L by 
adding all possible extensions, 1 and L are of the same probability and therefore 
p,(T) = p(z(T)). This probability can be interpreted in the Markov chain as follows. 
Any orbit of the random process generates a tree T in G, which is the set of edges 
corresponding to a the first entrance into some state. According to this interpretation, 
pi(T) is the probability of generating T, conditioned by the event that the initial state 
is i. 
3. Random spanning trees 
In the sequel, the set of trees which are subgraphs of G is denoted by F and the 
set of spanning trees of G by 9’. 
Lemma 3.1. For any uertex i, we hue 
g Pi(T) = 1. 
Proof. Starting from i, all vertices of G will finally be visited with probability 1, 
because there is only one class of states (see for instance [7, Chap. XV]). On the 
other hand, the languages Li(T), T E Y, are pairwise disjoint sets. 0 
Let i be a vertex and T a spanning tree in G. For a neighbour vertex of j such 
that {i,j} 6 T, the set T U {{i,j}} contains a unique cycle. In the following lemma, 
we denote by J the unique vertex such that {i,T} belongs to T and the cycle, and 
Tj= T U {{~~~>>\{{~~J>}~ 
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Lemma 3.2. For i and T as above, we have 
z(T)= C (i,j)Lj(T) + C 
.j:(i.j)ET jEN(i):(i,j)@T 
(i,JP&Ti) + Ki(T>, 
where Ki(T) = 0 if the degree of i is greater than 1 in T, otherwise Ki( T) = (i, j)q( T’) 
with T’ = T\{{i,j}}, where j is the unique adjacent vertex to i in T. 
Proof. It is clear that the left member of the equation is a subset of the right one. 
A simple verification case-by-case allows to show that the right member is also a 
subset of the first one. 0 
Example 2. Consider again the graph given in Example 1. 
Let T={{1,2},{2,4},{4,3}}, then 
~(T)=(2,l)~(T) +(2,4%(T) +(2,4)~4({{1,2},{2,3},{3,4}}), 
since clearly: 
K2(T)=0. 
For the initial vertex 1 and the same tree T, we have 
We now state the main result. 
Proposition 3.1. The probability of generating a given spanning tree is proportiona/ 
to its weight. 
Proof. The previous lemma provides 1 VI x 191 equations over elements of A” 
(A” is the set of infinite words over A). Since the terms of the sum are pairwise 
disjoint, the equations on the languages can be transformed into equations on proba- 
bilities. Using the fact that for a non spanning tree U, the probability p(z( U)) = 0, 
we get Vif V, VTEY 
Now, by Lemma 3.1, we must have also 
‘JiE V, C pi(T)= 1. 
TE.Y 
Clearly, the vector pi(T) = w(T)/ CT,E.Y w(T’) is a solution of the above system of 
linear equations. It remains, therefore, to prove that the solution is unique. Let us 
consider the finite Markov chain with the set of states {(i, T) 1 i E V, T E 9’) whose 
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stationary probabilities are a solution of the above system of linear equations. For 
showing the uniqueness of the solution, it suffices to prove that the Markov chain 
is irreducible [7, Chap. XV]. The first terms of the first equations show that, for a 
fixed 7’, a k-step transition between two states (i, T) and (i’, T) is possible for any pair 
of vertices i and i’. The second terms of the first equations correspond to a transition of 
the type (i, T) t O_, Tj) and show that a transition (., TI ) +- (., T2) is possible whenever 
Tl and T2 differ only by one edge. Since any spanning tree may be obtained from any 
other one by a sequence of insertion-deletion, the introduced chain will be irreducible 
and the theorem follows. 0 
During a random walk, a vertex can be visited many times. The question that we 
shall answer now, is what is the probability that the current visited vertex is actually 
a given vertex i? We shall show that this probability is proportional to the weight 
of i. Let rc be the stationary distribution over the set of vertices. That is, n(i) is the 
probability that a random walk, that has begun at any other vertex, is currently at 
vertex i. 
Proposition 3.2. The stationary probability of any vertex i is proportional to its 
weight. Indeed, 
?r(i) = w(i) 
CjEY w(j)’ 
Proof. The vector rr, satisfies the system 
n(i) = C pjin(j), ‘diE V. 
jEN(i) 
We also have the equation CiEv z(i) = 1. Using similar techniques as above, we can 
show that the vector z(i) = w(i)/ ciEV w(j), i E Y, is the unique solution of the sys- 
tem. This ends the proof. 0 
Note that, for the particular case where the weight of any edge is 1, the stationary 
probability of vertex i is d(i)/Z/El where d(i) is the degree of i and /El is the cardinal@ 
of the set of edges. 
4. Cycle graph 
Let G be an undirected connected cycle, called also a ring. Consider a particle that 
moves on G. At each step, the particle goes from the current vertex to one of its 
two neighbours, with a probability proportional to the weights of the two incident edg. 
Starting at a vertex, it is clear that once the particle has visited all vertices, it has gone 
through all edges in the cycle except one, called the left-out edge [2]. Surprisingly, 
even for weighted graphs, the probability of an edge to be the left-out one, does not 
depend on the starting vertex; indeed it is proportional to the inverse of its weight. 
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Proposition 4.1. Let G = (V, E) be a cycle graph, and let e be an edge in G. Then, 
the probability p(e) for e to be left-out is 
P(e)= 
1 1 
c f~Ei&j"O' 
Proof. This is a consequence of the main proposition. In fact, the probability of an 
edge e to be left-out is the same as that of the spanning tree containing all other edges. 
Writing the probability of generating such a tree, we obtain the result. q 
Note that for the particular case where the weight edge is 1, the left-out edge induced 
by a random walk is uniformly distributed over the edges of the cycle. 
5. Conclusion 
In this paper we used regular expressions and automata to deal with random walks 
on weighted graphs. The advantage of using automata is to memorize already visited 
vertices. A transition is created as soon as a new vertex is visited. Therefore, the 
execution of the automaton generates a random spanning tree. An interesting extension 
of this work is to use this technique to compute the cover time of a random walk on 
a weighted graph, i.e. the expected time to visit all vertices at least once, which is 
also the expected time to generate a random spanning tree. One other useful extension 
would be to investigate cover time of random walks on particular classes of weighted 
graphs. For example, trees, cycles, chains and cliques are classes of graphs for which 
the cover time seems to be efficiently computable, (see [9] for more details). 
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