Motivation: MicroRNAs (miRNAs) are endogenous non-coding small RNAs (of about 22 nucleotides), which play an important role in the post-transcriptional regulation of gene expression via either mRNA cleavage or translation inhibition. Several machine learning-based approaches have been developed to identify novel miRNAs from next generation sequencing (NGS) data. Typically, precursor/genomic sequences are required as references for most methods. However, the nonavailability of genomic sequences is often a limitation in miRNA discovery in non-model plants. A systematic approach to determine novel miRNAs without reference sequences is thus necessary. Results: In this study, an effective method was developed to identify miRNAs from non-model plants based only on NGS datasets. The miRNA prediction model was trained with several duplex structure-related features of mature miRNAs and their passenger strands using a support vector machine algorithm. The accuracy of the independent test reached 96.61% and 93.04% for dicots (Arabidopsis) and monocots (rice), respectively. Furthermore, true small RNA sequencing data from orchids was tested in this study. Twenty-one predicted orchid miRNAs were selected and experimentally validated. Significantly, 18 of them were confirmed in the qRT-PCR experiment. This novel approach was also compiled as a user-friendly program called microRPM (miRNA Prediction Model). Availability and implementation: This resource is freely available at http://microRPM.itps
Introduction
MicroRNAs (miRNAs) are small non-coding RNA molecules that function in the post-transcriptional regulation of gene expression. Recently, various computational approaches have been developed to investigate miRNAs from genomes. In the early stages of such work, homology searches were used to identify orthologs and paralogs of known miRNA genes among phylogenetically close species.
For example, homologs of lin-4 and let-7 were found in different species using a homology search that depended on sequence similarity with known miRNA genes in Caenorhabditis elegans (LagosQuintana, 2001; Lau, 2001; Lee and Ambros, 2001; Pasquinelli et al., 2000) . However, a systematic analysis of miRNomes in phylogenetically close species, Arabidopsis thaliana and Arabidopsis lyrata, was conducted using both whole genomes and small RNA sequencing comparisons. As a result, it was found that even closely related species do not have highly overlapping miRNomes (Chavez Montes et al., 2014; Fahlgren et al., 2010) . Accordingly, the effectiveness of homology searches is limited when applied to novel miRNA identification.
Therefore, some machine learning-based approaches have focused on identifying miRNA precursors. For example, Mireval (Ritchie et al., 2008) and MirPara (Wu et al., 2011) predicted miRNA by folding an input sequence to determine whether the folding structure could be a potential miRNA precursor. Moreover, miR-BAG (Jha et al., 2012) and miRDeep (Friedlander et al., 2008) used next generation sequencing (NGS) data to recognize miRNAs by mapping the NGS reads back to the miRNA potential precursor and filtering based on the differences in read counts between guiding and passenger strands. However, a reference genome sequence is usually required for the identification of miRNA precursors, and this process is inefficient for non-model plants. Recently, a method devised by Jha et al. was used to determine mature miRNAs based only on NGS data (Jha et al., 2013) . Nevertheless, their dataset for model training and testing was selected from the same data pool, and this caused an overfitting problem. In addition, only 100 positive and negative duplexes, respectively, retrieved from Arabidopsis were used for model training. The performance of the model might thus be affected negatively when this approach is applied to other plants. In this study, a system called the microRPM (miRNA Prediction Model) is developed to identify mature miRNAs from small RNA sequencing reads with several structurally related features of miRNA duplex, such as minimum free energy, triplet elements and the read count difference between pairing strands. Reference genome/precursor sequences are not required in our approach, and it can be broadly applied in non-model plants. Due to the differences in system running time, three miRNA prediction models (not-reference-required, dicot-reference-required and monocot-reference-required) are provided in the microRPM.
Therefore, miRNAs can be discovered from small RNA sequencing data with or without a reference genome/transcriptome in this userfriendly system.
Materials and methods

Data collection and processing
Small RNA sequencing reads were required to develop a miRNA prediction model in this study. The data from Arabidopsis and rice were applied in model training and testing. As shown in Figure 1 , the data processing steps included pre-processing with or without a reference sequence, positive and negative set identification and feature extraction.
Training data collection
Eight Arabidopsis (GSM118372, GSM118373, GSM118374, GSM118375, GSM253622, GSM253623, GSM253624 and GSM253625, total reads: 874 226) and one rice small RNA sequencing dataset (GSM816689) listed in the miRBase dataset (Kozomara and Griffiths-Jones, 2014) were used for training and testing sets and downloaded from NCBI's Gene Expression Omnibus database (Barrett et al., 2013) , respectively. Sequencing reads were then defined as miRNAs or protein-coding genes depending on their genome mapping results (the details for which are provided in Section 2.1.2 positive and negative sets). Sequences of known miRNA precursors were obtained from miRBase (release 21), and the Arabidopsis and rice genome sequences were obtained from TAIR (The Arabidopsis Information Resource) and RGAP (Rice Genome Annotation Project), independently (Kawahara et al., 2013; Rhee, 2003) .
Pre-processing without reference sequence
After combining all small RNA sequencing reads from the different datasets into one file, reads that perfectly mapped to structure RNAs (i.e. rRNA, tRNA and snoRNA) from the Rfam database Fig. 1 . Workflow for constructing the miRNA prediction model (v11.0) (Burge et al., 2013) were discarded using Bowtie (Langmead et al., 2009) . In order to reduce the read pairing time from the whole dataset, all 874 226 retained reads were filtered according to the sequence length. The reads with lengths between 20 to 24 nt were mimicked as miRNA guide strands; those with lengths between 18 to 25 nt were mimicked as passenger strands. All selected reads were paired with each other using the program RNAcofold in the ViennaRNA Package (Lorenz et al., 2011) . Considering the paired structure of the miRNA duplex, read pairs with a 5'-overhang, more than five mismatches, or more than five bases with a 3'-overhang were dropped. The paired structure of each duplex was then separated into positive and negative sets and used to calculate several index values of structural features, including minimum free energy, the triplet element and the read count differences between two paired strands.
2.1.3 Pre-processing with the reference sequence For the case 'with reference sequences,' the Rfam-filtered small RNA reads (874 226 retaining reads) were mapped to the reference sequences. If the distance between two mapped reads was less than 200 nt, they were then folded using the RNAfold program in the ViennaRNA Package, as illustrated in Supplementary Figure S1 (see the Supplementary Material). As described in Section 2.1.2, read pairs with a 5'-overhang, more than five mismatches, or more than five bases with a 3'-overhang were dropped. The retained read pairs were divided into positive and negative sets and utilized to calculate the index values of the structural features.
Positive and negative sets
In order to separate the sequencing reads into positive and negative sets, small RNA sequencing reads of Arabidopsis and rice were mapped to their genome using the Bowtie short read aligner (v1.0.1). No gaps or mismatches were allowed during this step. The read pairs matched to the following rules were defined as positive sets: (1) both reads of a read pair were mapped to the same miRNA precursor; (2) the read count number of one strand was bigger than 10 and (3) the read length was between 20 to 24 nt. On the other hand, the negative set included those read pairs with both strands mapped to a protein-coding gene or one mapped to an miRNA precursor and the other mapped to a protein-coding gene, and one of them having read counts more than 10 ( Supplementary Fig. S2 ).
Feature extraction
One sequence feature of mature miRNA (5'-uracil) and four structure-related features of the miRNA duplex including the read count difference between guiding and passenger strands, minimum free energy, the triplet elements and the Dicer cutting site were used to construct the miRNA prediction model based only on NGS data.
The score of the 5'-uracil was immediately obtained from the sequence. The read count difference between the paired strands ('read count difference' in the following) was measured from the mapped reads of the NGS data. The minimum free energy and triplet elements were evaluated using the ViennaRNA Package and the methods mentioned in Xue et al. (Xue et al., 2005) , respectively. Supplementary Figure S3 illustrates the concept used for the triplet elements calculation (see the Supplementary Material). Accurate cutting of the miRNA precursor using Dicer is important for the functionality of miRNA. Previous studies indicate that Dicer anchors and select cleavage sites not only at the 3' end but also at the 5' end of a double-stranded RNA terminus (Park et al., 2011; Tsutsumi et al., 2011) . In order to estimate the significant structure of the Dicer cutting site, de novo assembly of small RNA reads was employed to extend read sequences referring to the Dicer cutting site by Trinity (trinityrnaseq_r20140717) (Friedlander et al., 2008) . Five pairing structures of the Dicer cutting sites containing match, mismatch, insertion, deletion and no base are shown in Supplementary Figure S4 (see the Supplementary Material) and are described in the 'Model training' Section.
Model training
LIBSVM (Chang and Lin, 2011) was used to construct the miRNA prediction model in this study. Firstly, all the processed data were separated into training and testing datasets and were confirmed as compatible with LIBSVM. Ninety percent of the reads from the positive and negative sets were used to train the miRNA prediction model with the selected features. The remaining 10% of the reads were prepared to test the performance of the prediction model. A total of 185 attribute values implied for five features were utilized in LIBSVM. Supplementary Figure S5 demonstrates the attributes encoded from different features. Only one attribute of the 5'-uracil, the read count difference and minimum free energy, was used to encode their index values. For the 5'-uracil, values of 1 and 0 indicated the existence or absence of the 5'-uracil, respectively. Moreover, the read count difference (fold change) and the minimum free energy were used to represent their attribute values. Furthermore, 32 attributes were utilized for the appearance frequency of all triplet elements. For the Dicer cutting site, five pairing states (match, mismatch, insertion, deletion and no base) in three different 10-bp-long regions of mature miRNA sequences (stem-side region, middle region and loop-side region), 150 attributes (5 pairing states x 10 bp x 3 regions) were applied for this feature ( Supplementary Fig. S4 ). Totally, 185 vectors of each read pair were recorded ( Supplementary Fig. S5 ). All data sets encoded with this format were then used for model training with a 5-fold cross validation.
Since support vector machine (SVM) models are very sensitive to irrelevant features, appropriate feature subset selection is a critical process to enhance prediction performance. For the feature selection, different combinations of all five features were tested.
Model evaluation
The validation testing set and independent test mentioned above were utilized to test the performance of the miRNA prediction model. The total population of training set is pairing-filtered reads (details in Sections 2.1.2 and 2.1.3). The true positive is those read sequence in consensus with known mature miRNA and also predicted as miRNA. The true negative is those read sequences different from known mature miRNA and also not predicted as miRNA. The false negative is those read sequences in consensus with known mature miRNA, but not predicted as miRNA. The false positive (FP) is those read sequence different from known mature miRNA, but predicted as miRNA. Sensitivity, specificity, precision and accuracy were used to evaluate model performance, respectively, as defined below: Additionally, the receiver operating characteristic (ROC) curve was also utilized to access the discriminative performance of each model.
Experimental validation
The details of the plant materials, RNA preparation and small RNA sequencing are illustrated in the Supplementary Material and Method Section. We used the experimental methods to examine the predicted novel Phalaenopsis miRNAs. To confirm that the predicted novel miRNAs are ubiquitously expressed in Phalaenopsis, we detected the novel miRNAs in another two batches of biological replicates other than the samples used for small RNA sequencing. Stem-loop RT-PCR primers were designed following the described protocol (Chen et al., 2005; Varkonyi-Gasic et al., 2007) . In brief, cDNA was selectively reverse-transcribed with miRNA-specific RT primer containing a fixed stem-loop sequence (5'-GTTGG CTCTGGTGCAGGGTCCGAGGTATTCGCACCAGAGCCAAC-3') with 6 nucleotides (nts) extension at the 3'-end. The extension sequence is the reverse complement of the last 6 nts of a specific miRNA. For quantitative PCR (qPCR), specific amplification against a single miRNA was conferred by specific forward primers and a universal reverse primer annealing to the stem-loop sequence. The forward primer sequence is identical to the 5'-end 15-18 nts (full-length of the miRNA excluding the last 6 nts at its 3'-end) of the corresponding miRNA. A randomly arranged CG-rich sequence (5'-GCGGCGG-3') was added at the 5'-end to increase the melting temperature of the forward primers. RT and qPCR reactions were performed using the SuperScript V R III First-Strand Synthesis System (THERMO Fisher Scientific Inc., New York, NY, USA) and the SYBR V R Green-based QuantStudio V R 12 K Flex Real-Time PCR System (THERMO Fisher Scientific Inc.), respectively. The primers are listed in Supplementary Table S1 .
To compare the miRNA expression levels between mock and virus-infected tissues, sample cycle threshold (Ct) values were standardized according to an ubiquitin control reaction. The comparative Ct method (2 -DDCT ) was then used to determine the relative abundance of each miRNA (Livak and Schmittgen, 2001 ). The end-point PCR products were examined using 3% agarose gel electrophoresis.
Results
Dataset collection and pre-processing
As described above, genomic sequences are needed to identify mature miRNAs via pre-miRNA prediction in most of the existing tools. Eight Arabidopsis small RNA sequencing datasets from miRBase were used to develop a miRNA prediction model only based on NGS data without a reference genome sequence. Based on the sequence alignment and annotation, 349 known mature miRNA sequences were found in 874 226 reads. Following the read pairing step using the RNAcofold program, 130 606 read pairs were identified. However, only 234 mature miRNA sequences could be paired with other strands (reads) in the NGS dataset. In order to understand why 115 mature miRNAs could not be paired with other reads, 325 Arabidopsis mature miRNA with known precursors in miRBase (v21) were used to estimate their pairing structures. Unfortunately, there were 89 miRNA precursors without a duplex structure. As shown in Supplementary Table S2, 191 (176 þ 15) of 236 (325-89) known miRNA duplexes had less than 5 nt 3'-overhang and five mismatched pairings. Interestingly, most miRNAmiRNA* duplexes have less than 2 nt 3'-overhang. On the other hand, there were 45 miRNA duplexes with a 5'-overhang or more than 5 nt 3' overhang and over five mismatched pairs (Supplementary Table S2 ). With regard to minimizing the FP rate, pairing reads with a 5' overhang, more than 5 nt 3'-overhang and five mismatches were discarded. The results outlined above might explain why only 234 mature miRNA could be paired with other reads. Based on the pairing criterion, 130 606 read pairs, including 234 mature miRNA sequences, were applied in the following processes (reference-not-required model). However, the data processing at the reads pairing step via RNAcofold was time-consuming, and thus, reference sequences were used to decrease the number of reads. Consequently, small RNA sequencing reads were first mapped to the reference sequences. If reads were mapped to the same reference sequence, and the distance between the two reads was less than 200 nt, then they were selected for pairing using RNAfold. The data processing time thus rapidly decreased from 2156 to 36 h (Supplementary Table S3 ). A total of 38 954 read pairs filtered by reference sequences were utilized in the further steps (for the dicotreference required model). The 130 606 and 38 954 read pairs were then utilized to define as pairs of miRNA:: miRNA* (positive set), miRNA:: protein-coding genes (negative set) and protein-coding gene:: protein-coding genes (negative set) ( Supplementary Fig. S2 ). Therefore, miRNA prediction models with and without reference genome/transcriptome sequences were both developed in this research.
Feature extraction
After read pairing and filtering, the scores of five different features were extracted and used to construct the miRNA prediction model. Based on a previous study, the first nucleotide at the 5'-end of small RNA guide strands determined the preferences of the recruited AGO proteins (Voinnet, 2009 ). In the eight small RNA sequencing data of Arabidopsis, the proportion of 5'-uracil in reads belonging to miRNA genes was higher than those mapping to protein-coding genes ( Supplementary Fig. S6 ). During the biogenesis of miRNA, the hairpin structures of pre-miRNAs are processed by DCL and release three products. As part of this process, the loop of the hairpin is degraded as a by-product. The other two products form a duplex, which is subsequently unwound by helicase activity. The passenger strand is typically degraded, whereas the guide strand is taken up into the RISC complex (Friedlander et al., 2008; Leuschner et al., 2006; Matranga et al., 2005; Siomi and Siomi, 2009; Vermeulen et al., 2005; Zamore et al., 2000) . This suggests that the guide strand might exist more frequently than the passenger strand in small RNA sequencing reads. Previously, the sequencing reads were mapped to the hairpin structure of the miRNA precursor, and the guide strand had more abundant mapping reads than the other two types of Dicer products (Friedlander et al., 2008) . This finding was considered for the real pre-miRNA prediction in miRDeep (Friedlander et al., 2008) . Here, we also showed that the read count difference between paired miRNA reads was higher than other paired duplexes in the small RNA sequencing data from Arabidopsis ( Supplementary Fig. S7 ). Park et al. proposed that the structure of the miRNA precursor is important for the efficient and accurate processing of Dicer in humans (Park et al., 2011) . Moreover, Tsutsumi et al. showed that fly Dicer-1 recognizes the single-stranded terminal loop structure of pre-miRNAs through its N-terminal helicase domain, checks the loop size and measures the distance between the 3' overhang and the terminal loop. This mechanism allows fly Dicer-1 to strictly inspect the authenticity of pre-miRNA structures (Tsutsumi et al., 2011) . In order to extract the paired structures of the Dicer cutting site of the paired reads from small RNA sequencing data, the flanking sequences of each read were required. Raw reads from small RNA sequencing data were first assembled using Trinity, and then the flanking sequences of both strands in read pairs could be obtained. According to the paired structures determined by either the RNAcofold or RNAfold program, five different states (Match, Mismatch, Insertion, Deletion and No Base) of every pair on each base can be identified. The paired patterns of 10 bp near the first base, the 11th base and the last base of the read were extracted for the 'Dicer cutting site' feature ( Supplementary Fig. S4 ). Moreover, the minimum free energy calculated using RNAcofold was also considered as a feature for miRNA identification. The triplet element, 32 features of local contiguous structure-sequence information, was proposed for distinguishing the hairpins of real and pseudo pre-miRNAs (Xue et al., 2005) . In order to examine the significance of triplet elements for identification of miRNA:: miRNA* pairs, all read pair types (miRNA:: miRNA*, miRNA:: proteincoding gene and protein-coding gene:: protein-coding gene) from the small RNA sequencing data were used to calculate their average vector values for 32 dimensions (features from the triplet elements). Significantly, the angular degree between the vectors of miRNA:: miRNA* and miRNA:: protein-coding was much bigger than those between the protein-coding gene:: protein-coding gene and miRNA:: protein-coding (Supplementary Table S4 ). Furthermore, the triplet elements of the miRNA: miRNA* pairs were notably different from other pairing types when analysed using a Student's t-test (Supplementary Table S5 ). As mentioned above, five features were significantly recognized in the real miRNA: miRNA* pairs, and were utilized in model training.
Accordingly, 1286 and 7025 read pairs were determined to be the positive datasets for the model training with and without reference sequences, respectively. The other retaining read pairs were applied to the negative datasets. Because the number of positive and negative datasets was highly unbalanced, the same number of read pairs were randomly selected from the negative pool. The balanced datasets were then utilized for the model construction. Among the balanced datasets, 90% were used for the training set, and the remaining 10% was used for the validation testing set.
Feature selection and model evaluation
In order to select efficient features for miRNA prediction model, different combinations of five features were tested. The numbers of positive and negative read pairs in each testing set were illustrated in Supplementary Table S6 respectively. First, five features were independently used in model training. The validation accuracy and the area under ROC plot curve (AUC) are listed in Supplementary Table  S7 . The result indicates that the structure-related features such as 'minimum free energy,' 'triplet element' and 'Dicer cutting site' provide good performance in the model with or without reference sequences, as the validation accuracy of these were over 90%. Notably, the validation accuracy and AUC reached 97.27% and 0.99, respectively, when combining all features in the model trained with reference (Supplementary Table S7 and Supplementary Fig.  S8 ). The 'Dicer cutting site' and 'triplet element' seemed to dominate the accuracy in the model trained without a reference. We are interested in whether different combinations of these structural features could improve the prediction performance. Therefore, various testing sets listed in Supplementary Table S6 , including 10% test sets and independent test sets were applied to evaluate the model's efficiency. However, the prediction accuracy of the model trained using 'minimum free energy' was not good in all six testing sets (data not shown). Therefore, only two structural features with various combinations were tested. As shown in Table 1 , the model trained without a reference sequence provided good performance in all testing sets based on only 'Dicer-cutting sites' and 'Dicer-cutting sitesþ triplet elements.' This suggests that both structure-related features were effective. Surprisingly, the model trained without references based on the 'triplet elements' feature achieved the highest accuracy in the Ind 1 and Ind 2 testing sets, but the lowest accuracy in Test 2, Ind 3 and Ind 4. This indicates that the pairing structure of read pairs might be different when pairing with or without a reference sequence. The coordinates of the SVM vectors of 'triplet elements' would be totally different even if only one paired base were to shift. Conversely, similar results were obtained in Test 1, Ind 1 and Ind 2, in the model trained with reference sequences based on only the 'triplet elements' feature (Table 1 ). This could explain why the model trained without a reference genome based on 'triplet elements' had the lowest performance when the testing sets were processed using reference sequences. Nevertheless, this model had over 90% accuracy in the independent test, not only in Arabidopsis (Ind 1), but also in the rice dataset (Ind 2). Furthermore, in the group of models trained with reference sequences, the one with 'triplet elements' had the highest accuracy (93.86%) in Arabidopsis (Ind 3), but only 80.14% in rice (Ind 4) ( Table 1 ). This demonstrates that the model trained with a reference sequence performs better if applied in the same species, even though other models can achieve acceptable performance. In order to extend the application of our miRNA prediction models, a model trained with a reference sequence for monocot plants would Testing data were preprocessed based on 'with reference' method. Test 2 and Ind 3 are from Arabidopsis. Ind 4 is from rice.
be required. The rice small RNA sequencing data (GSM816689) was utilized for model training. As shown in Supplementary Table  S8 and Supplementary Figure S9 , the rice miRNA prediction model (reference-required) achieved excellent validation accuracy (98.39%) and AUC value (0.9961) based on the 'triplet elements' feature. Furthermore, this rice prediction model showed very good performance in the independent test (accuracy ¼ 92.60% in the Ind 4 testing set) (Table 2) . Moreover, an additional dicot plant (Populus trichocarpa) small RNA sequencing data (Ind 5 and Ind 6) were employed to test whether the reference-required model (trained by either Arabidopsis or rice data) had a species preference. As shown in Supplementary Table S9 , the dicot (Populus trichocarpa) data shown better performance when testing in the models trained using the Arabidopsis (dicot) dataset as compared to those trained using rice (monocot) data. Surprisingly, the prediction accuracy reached 97.34% based on the 'triplet elements þ Dicer cutting site' features in the referencerequired models. This demonstrates that there was no over-fitting problem in our models. Interestingly, the test accuracy could reach up to 89.14% when testing in Populus trichocarpa based on the rice model trained using the 'triplet element þ Dicer cutting site' features. It is also worth mentioning that the prediction accuracy achieved 90.11% when testing using the reference-not-required (without reference) model. Accordingly, the models trained without a reference sequence can efficiently predict miRNA across various species when the testing data is also processed using the 'without a reference sequence' method (Table 1 and Supplementary Table S9 ). The highest accuracy was 96.61%, while the lowest was 85.19% when testing using independent test sets (Table 1) . Therefore, our miRNA prediction method will be useful for non-model plants, and novel miRNAs can be identified based only on NGS data. On the other hand, the reference-required models showed very good performance in recognizing miRNAs in the same class of plants (Tables 1-2 and  Supplementary Table S9) .
The data processing time required for the reference-not-required model is much greater than for those with a reference sequence (Supplementary Table S2 ). Although the system working time is more efficient when using a reference-required model, the reference sequences are usually unavailable for most non-model plants. Fortunately, the model developed in this study that does not need references has high prediction accuracy (> 90%), even when testing with different species (Table 1 and Supplementary Table S9) . Therefore, two kinds of models (reference-required and notrequired) are provided in our microRPM system that can be used with more applications. For the reference-not-required model, the model trained with the 'triplet elements' had the best performance, and thus was selected as the default model in microRPM. In addition, two more prediction models were constructed to reduce the data processing time if the reference sequence is available. For the reference-required models, both those models trained with the 'triplet elements þ Dicer cutting site' from Arabidopsis and rice had the best performance in the case of Populus trichocarpa and were thus selected as the prediction model for the dicots and monocots in our online resource, respectively. The sensitivity, specificity and precision of these models are shown in Table 3 .
Experimental validation of putative novel miRNAs in orchids
In order to validate the miRNA prediction performance based on experimental methods, small RNA sequencing data from Phalaenopsis were used in this study. The small RNA reads were processed following the methods described in Section 2.1.2. The paired reads were then encoded to SVM index values based on the methods Testing data were pre-processed based on 'with reference' method. Ind 3 is from Arabidopsis. Test 3 and Ind 4 are from rice. Reference-not-required model (trained using the Arabidopsis dataset). Feature: Triplet element.
described above. The reference-not-required model provided on the microRPM website was utilized to predict miRNAs in orchids. Following the prediction processes, the reads with SVM scores > ¼ 0.5, read counts > ¼ 24 in the CymMV and ORSV co-infected samples and not mapped to a virus genome were selected as putative miRNAs. According to the criteria, 21 predicted miRNAs were selected for further experimental confirmation. To verify the existence of the putative Phalaenopsis miRNAs, we carried out stem-loop RT-PCR and end-point PCR product analyses. Among the 21 predicted novel miRNAs (Pm-1 to Pm-21, Supplementary Table S10), we detected expressions of 18 miRNAs from another two biological replicates of the infection assays. Most of the detected novel miRNAs showed constant expression between mock and infected tissues and were consistent with read frequencies whereas Pm-1, Pm-2 and Pm-20 showed decreased accumulation in response to viral infection (Fig. 2) . The results supported the premise that microRPM is an efficient tool for discovering novel miRNAs. In addition, it could be applied to studies focused on identification of differentially expressed novel miRNAs under variable treatments.
Discussion
MiRNAs are important gene regulators in different biological pathways and species, and a growing number of studies are thus focusing on identifying miRNAs from non-model organisms. However, miRNA precursors and reference sequence are required in most of the existing miRNA identification tools. Consequently, they cannot be applied in organisms that lack whole genome/transcriptome sequences. An effective miRNA prediction model was, therefore, developed in this study for non-model plants. Only a small RNA sequencing dataset is required in microRPM for novel miRNA identification. As we known, miR-BAG (Jha et al., 2012) , miRDeep2 (Friedlander et al., 2008; Mackowiak 2011) and miReader (Jha et al., 2013) are three miRNA prediction methods that currently discover miRNA from NGS data. Among them, miReader (Jha et al., 2013) is the only algorithm that does not need a sequenced genome to predict miRNAs. However, the program of miR-BAG provided on the web is crashed. Therefore, Table 3 only illustrates the comparisons among miReader, miRDeep2 and microRPM. Due to the fact that the model running time of miReader was time-consuming, and the performance was bad (accuracy ¼ 56.95%) when using the Arabidopsis dataset, we did not test Populus trichocarpa and rice on miReader. Notably, not only 'reference-required' but also 'reference-not-required' model of microRPM shown better performance when comparing with other tools. Significantly, microRPM shown the best performance among all datasets under consideration. The sensitivity, specificity, precision and accuracy reached 98.15%, 95.07%, 95.22% and 96.61% when using the Arabidopsis dataset based on the reference-not-required model of microRPM, respectively (Table 3) . Additionally, microRPM displayed high performance when testing on orchids for which there was experimental evidence (Fig. 2) . In this work, we also found that the pairing structure of miRNA duplexes is the most important feature for miRNA recognition. In particular, the triplet elements and pairing structure at Dicer cutting sites are more significant for miRNA prediction, compared to the read count difference between read pairs. It is thus not surprising that the feature of 'read count difference' is not efficient to discover novel miRNAs. In a previous study, NGS reads were equally mapped to both strands of pre-miRNA in some cases, such as miR822 and miR839 (Rajagopalan et al., 2006) . Rajagopalan et al. also suggest that several passenger strands of miRNA might play critical roles in gene regulation. Therefore, prediction bias might have been an issue in miReader (Jha et al., 2013) , due to the fact that their model was constructed based only on read count differences. Furthermore, the reference-required model trained using Arabidopsis is suitable for dicots as well as rice for monocots, and this might also explain the evolutionary differences with regard to miRNAs between these two classes. However, these models might not be suitable for animal system due to the pairing structure of miRNA:: miRNA* between plant and animal are slightly different. The three effective models (not-reference-required, dicot-reference-required and monocot-reference-required) are provided in microRPM and are freely available at http://microRPM.itps.ncku. edu.tw. It is hoped that these models can advance miRNA research. 
