Unit Root Testing in a Central Bank by Lavan Mahadeva and Paul Robinson
    
 
 



































Series editors:  Andrew Blake & Gill Hammond 
 
Issued by the Centre for Central Banking Studies, 
Bank of England, London EC2R 8AH 
E-mail:  ccbsinfo@bankofengland.co.uk 
 July 2004 
 
© Bank of England 2004 
ISBN 1 85730 138 2 Unit Root Testing to Help Model Building
Lavan Mahadeva and Paul Robinson1
Centre for Central Banking Studies, Bank of England
1This handbook results from collaboration with many of our colleages over several years. With-
out their input, help and advice it would be a much poorer document. In particular we would
like to thank Andy Blake, Emilio Fernandez-Corugedo, Gill Hammond, Dan Huynh and Gabriel
Sterne. All errors and ommissions are, of course, ours.Contents
1 Unit root testing in a central bank 3
1 . 1 W h yu n i t - r o o tt e s t i n gi si m p o r t a n t ....................... 4
1.1.1 Spurious Regressions . . ......................... 4
1.1.2 Stationarity . ............................... 6
1 . 2 T h ea p p r o p r i a t et r e a t m e n to fv a r i a b l e st h a ta p p e a rt oh a v eu n i tr o o t s.... 9
1.2.1 ‘Statistical’ ................................ 9
1.2.2 ‘Economic’ ................................. 9
1.3 Unit Root Tests .................................. 1 0
B o xA :S i z ea n dp o w e ro fat e s t ......................... 1 1
1.4 Limitations of unit root tests . . ......................... 1 2
Box B: Structural and reduced-form equations ................. 1 3
2T h e E x e r c i s e s 1 3
2.1 Summary of exercis e s............................... 1 3
2 . 1 . 1 An o t eo nE V i e w sc o m m a n d s ...................... 1 4
2.2 Diﬀe r e n c es t a t i o n a r y ,n e a ru n i tr o o ta n dt r e n ds t a t i o n a r yv a r i a b l e s ...... 1 5
2 . 2 . 1 E x e r c i s e.................................. 1 5
2.2.2 Instructions . ............................... 1 5
2.3 Dangers in interpreting simple summary statistics of non-stationary variables 16
2 . 3 . 1 E x e r c i s e.................................. 1 6
2.3.2 Instructions . ............................... 1 6
2 . 3 . 3 A n s w e r ................................... 1 6
2.3.4 Discussion ................................. 1 6
2 . 4 T h es a m p l ec o r r e l o g r a ma n dn o n - s t a t i o n a r i t y .................. 1 6
2 . 4 . 1 E x e r c i s e.................................. 1 6
2.4.2 Instructions . ............................... 1 8
2 . 4 . 3 A n s w e r ................................... 1 8
2.4.4 Discussion ................................. 1 8
2.5 The Dickey-Fuller Te s t.............................. 1 8
2 . 5 . 1 E x e r c i s e.................................. 1 8
2.5.2 Instructions . ............................... 2 0
2 . 5 . 3 A n s w e r ................................... 2 0
2 . 6 T h eA u g m e n t e dD i c k e y - F u l l e r( A D F )T e s t................... 2 0
2 . 6 . 1 E x e r c i s e.................................. 2 2
2.6.2 Instructions . ............................... 2 2
2.6.3 Discussion ................................. 2 2
2.6.4 Determining the order of diﬀe r e n c e - s t a t i o n a r i t y ............ 2 3
2 . 6 . 5 Q u e s t i o n.................................. 2 3
2.6.6 Instructions . ............................... 2 3
2 . 6 . 7 A n s w e r ................................... 2 3
2.6.8 Discussion ................................. 2 3
2.7 Allowing for more general time-series processes using the ADF test ..... 2 4
2.7.1 Time-trends in the Dickey-Fuller regression ............... 2 4
2 . 7 . 2 E x e r c i s e.................................. 2 5
12.7.3 Instructions . ............................... 2 5
2 . 7 . 4 A n s w e r ................................... 2 5
2.7.5 Discussion ................................. 2 5
2 . 8 S o m eo t h e ru n i tr o o tt e s t sa u t o m a t i c a l l yg i v e ni nE V i e w s........... 2 8
2 . 8 . 1 D i c k e y - F u l l e rG L S ............................ 2 9
2.8.2 Phillips-Perron .............................. 2 9
2 . 8 . 3 K w i a t k o w s k i - P h i l l i p s - S c h m i d t - S h i n( K P S S ) .............. 2 9
2 . 9 A nI n s t r u m e n t a lV a r i a b l et e s tb a s e do nt h eB h a r g a v af o r m u l a t i o n...... 2 9
Box C: The Bhargava formulation ........................ 3 0
2 . 9 . 1 E x e r c i s e.................................. 3 1
2.9.2 Instructions . ............................... 3 1
2 . 9 . 3 A n s w e r ................................... 3 1
2.9.4 Discussion ................................. 3 1
2 . 1 0T h es t r u c t u r a lt i m e - s e r i e sm e t h o d........................ 3 2
Box D: The univariate structural time series model .............. 3 3
2 . 1 0 . 1E s t i m a t i n gt h es t r u c t u r a lt i m es e r i e sm o d e l .............. 3 4
2.10.2 Comparing non-stationary models in terms of in-sample forecasting . 37
2 . 1 1M u l t i v a r i a t eu n i tr o o tt e s t i n g .......................... 3 9
2 . 1 1 . 1E x e r c i s e.................................. 3 9
2.11.2 Instructions . ............................... 4 0
2 . 1 1 . 3A n s w e r ................................... 4 0
2.11.4 Discussion ................................. 4 0
Box E: Nonlinear unit root testing ........................ 4 2
A Lag Operators and Time Series 46
A . 1 U n i tR o o t s ..................................... 4 6
A.2 Systems of Equatio n s............................... 4 7
21 U n i tr o o tt e s t i n gi nac e n t r a lb a n k
Central bank economists have to understand and forecast macroeconomic time series. A
serious problem that they face is that those series are often trended or aﬀected by persistent
innovations to the process. To try to get round this problem, or at least to understand
i t sp o s s i b l ee ﬀects, it is common to test whether series are stationary. These tests are often
called unit-root tests.1 In this handbook we discuss such testing. A model-builder should use
appropriate econometric techniques. In order to choose between alternative estimators, the
model-builder needs to think carefully about the relevant theory and the available data. But
economic theory is rarely unambiguous in its implications for the data generating process.
Subjecting the data to pre-estimation testing can help to gauge the relevance of diﬀerent
theories and possible data problems
Stationarity is important for estimation: applying least squares regressions on non-
stationary variables can give misleading parameter estimates of the relationships between
variables. Checking for stationarity can also be important for forecasting: it can tell us
about what kind of processes we will have to build into our models in order to make accu-
rate predictions (Diebold and Kilian (1999)).
The purpose of this handbook is not to convey the message that unit root testing should
be seen as a mandatory exercise to be carried out prior to modelling.2 But it is crucial to
think about the dynamic properties of variables and the data that measure them before we
estimate and forecast. Unit root tests can be useful in this respect, but there are alternative
tests and robust estimators that might on occasion better suit the model-builder’s needs.
The bulk of the handbook consists of computer exercises intended to deepen the reader’s
understanding of the issues with diﬀerent unit root tests and with modelling non-stationary
series. The exercises are written with the EViews econometric package in mind but most
econometrics packages have the necessary functions and with relevant changes to commands
a reader should be able to follow them using a diﬀerent package. The focus of the handbook is
to help central bank economists, but others who are interested should also ﬁnd the exercises
useful–non-stationarity is a pervasive problem in econometrics. The data used is available
from the CCBS website.
This is not a textbook. There are no proofs and little algebra. There are many ex-
cellent textbooks available on econometrics, time series and unit root testing. Cochrane
(2002), Phillips and Xiao (1999), Smith (1999), Maddala and Kim (1998), Harvey (1997),
Stock (1994), McCallum (1993), Campbell and Perron (1991), Cochrane (1991a), Cochrane
(1991b), The New Palgrave dictionary, Dolado et al. (1990) all oﬀer surveys and useful opin-
ions on unit root testing. Other surveys are listed in ‘the survey of surveys’ given in the
bibliography to Phillips and Xiao (1999). Many econometric text books tackle time series,
including Enders (1995), Harvey (1997), Hamilton (1994), Patterson (2000), Favero (2001)
and Hayashi (2000). These all contain material on root testing.3
1See Appendix A for a deﬁnition of a unit root process and Section 1.1.2 for a discussion of stationarity.
2For discussions on the relevance of unit root testing for modelling, see Cochrane (1991b), Harvey (1997)
p. 196, Maddala and Kim (1998) p. 146, Smith (1999), and Favero (2001).
3In addition there are many other aspects of unit root testing that not discussed in either the text or the
boxes. Some of the most important gaps are the testing for structural breaks alongside testing for unit roots;
second or higher-order diﬀerence stationarity, discussed in Haldrup (1999); panel unit root tests, discussed
in Maddala and Kim (1998) pp. 133-39; stochastic unit roots; seasonal unit roots, discussed in Maddala and
Kim (1998) pp. 362-83 and bound procedures for testing unit roots inference.
31.1 Why unit-root testing is important
It is common for macroeconomic variables to increase or, less frequently, decrease over time.
Output increases as technology improves, the population grows and inventions occur; prices
and the money stock increase as central banks target a positive rate of inﬂation, and so on.
An example of a variable that might decrease over time is the stock-output ratio. Many
economic theories posit causal relations between economic series that increase over time. An
example close to many central bankers’ hearts is that the price level is a function of the money
supply. Variables that increase over time are examples of non-stationary variables. There
a r ea l s os e r i e st h a tm a yn o ti n c r e a s eo v e rt i m eb u tw h e r et h ee ﬀects of innovations do not
die out with time. These are also non-stationary. There is a major problem with regressions
that involve non-stationary variables as the standard errors produced are biased. The bias
means that conventional criteria used to judge whether there is a causal relationship between
the variables are unreliable. In too many cases a signiﬁcant relationship is found when none
really exists. A regression where this takes place is known as a spurious regression.4
A core issue for many central bank economists is to understand inﬂation and how its
history can be used to help us forecast future inﬂation. The ﬁr s ts t e pi ns u c ha ni n v e s t i g a t i o n
is to think about the economics, the institutional setting and so on. Once a clear framework
is chosen it is important to investigate whether the data support your theoretical analysis.
In order to forecast you need to obtain the coeﬃcients for the model in some way, typically
by estimation. To do this successfully you need to be conﬁdent that the estimation method
you choose is appropriate.
To demonstrate how unit root testing can help a modeler we consider South African
inﬂation. Figure 1 plots the price level and rate of inﬂation in South Africa from 1980.
It shows that South African prices have increased over time, but at a diminishing rate:
inﬂation fell and then stabilised. Suppose you postulate that South African inﬂation is
caused by world commodity prices. Figure 2 shows that a regression of South African prices
on the Rand price of commodities yields a signiﬁcant coeﬃcient as predicted by your theory.
But so does the spurious regression of South African consumer prices on the proportion of
UK GDP accounted for by the service sector! The ﬁrst seems plausible, the second does
not. But in both cases you ﬁnd a signiﬁcant relationship. How are we to know whether the
relationship between the South African price level and the Rand price of commodities is true
or simply a spurious regression?
1.1.1 Spurious Regressions
An econometrician generally wishes to test or quantify causal relationships between variables.
She has to infer these from noisy data with imperfect theory and statistical techniques. One
thing she needs to avoid is regressions that seem to give a good ﬁt and predict a statistically
signiﬁcant relationship between variables where none really exists. This is known as the
‘spurious regression’ problem.
A simple, though unrealistic, example might help explain the problem. Suppose that
the price level increases at a constant rate given by an inﬂation target and that real output
also increases at a constant rate, driven by technical progress. The two growth rates are
4This problem has been noted in various studies over the years but the most inﬂuential article analysing
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Figure 1: South African prices and inﬂation
unconnected and the forces driving the processes are completely distinct. For simplicity,
assume the growth rates (g) are the same and index both series to the same initial value
(this changes nothing). Then we can write
yt = y0 + gt
pt = p0 + gt
y0 = p0.
This implies that yt = pt for all time periods, t. A regression of either variable on the other
would ﬁnd a perfect correlation, standard errors of zero (so t-statistics would not be deﬁned,
b u tw ec a nl o o s e l yt h i n ko ft h e ma sb e i n gi n ﬁnitely large) and report an R2 of 1. But there
is no causal relationship here! This is obviously an unrealistic example but regressing one
trending variable on another typically results in a very high R2 and extremely signiﬁcant
t-statistics, albeit with a low Durbin-Watson statistic. The problem is that the regression
is picking up the deterministic trend in each variable and attributing it to the independent
variable. Diﬀerence-stationary series also suﬀer this problem. They tend to ‘wander’ so end
up away from their initial value.5 The regression interprets that ‘wandering’ as being a true
relationship. So, the series might be negatively correlated and thus have a negative β if one
s e r i e se n d su pa b o v ei t si n i t i a lv a l u ea n dt h eo t h e rb e l o w ,o rap o s i t i v eβ if they both move
in the same direction. Figure 3 shows a typical situation. We generated two random walks,
x and y, in EViews. The sample is 300 periods. We then split it into 10 equal-length sub-
samples and regressed y against x and a constant. The correct result would have been that
5For the classic treatment of random walks (and probabalistic processes in general) see Feller (1968).
5Independent Constant  (t-stat) Coefficient  (t-stat)
variable
WCP -6.38  (-47.95) 1.07  (43.97)
   (DW: 0.26, R²: 0.96, No Obs.: 88)
UKSERV 8.53  (14.69) 21.45  (15.71)
   (DW: 0.05, R²: 0.74, No Obs.: 88)
Figure 2: Regressions ‘explaining’ South African inﬂation
neither x nor the constant (c)w e r es i g n i ﬁcantly diﬀerent from zero. But as Figure 3 shows,
in most of the subsamples and the overall sample both the constant and the coeﬃcient on x
were signiﬁcantly diﬀerent from zero. But their estimates varied suggesting that there was
no genuine relationship.
The ‘spurious regression’ problem was highlighted in Granger and Newbold (1974). They
used Monte-Carlo techniques to show that regressions between completely independent non-
stationary series typically resulted in coeﬃcients that were statistically signiﬁcantly diﬀerent
from zero.
1.1.2 Stationarity
A time series, {xt}
T
t=1,i sd e ﬁned to be strongly (sometimes called strictly or completely)
stationary if its joint distribution is time invariant. This means that all the cross-sectional
moments of the distribution–the mean, variance and so on–do not depend on time, but also
that correlations across time do not change. For example, the ﬁrst-order serial correlation
(the relationship between two successive periods’ expected values) does not change.
In practical terms it is impossible to test for this, especially with the short runs of data
available to many countries (or indeed most economic time series). A more useful concept is
that of covariance stationarity: this only requires that the mean, variance and covariances
a r ei n d e p e n d e n to ft i m e .Ay e tw e a k e rd e ﬁnition is that the mean should be independent of
time.
The paradigm example of a non-stationary series is the simple random walk
xt = xt−1 + εt,ε t ∼ iid(0,σ
2)
Note that although for all n, Etxt+n = xt, Et+mxt+m+n = xt+m 6= xt = Etxt+n in general. In
w o r d st h i si ss a y i n gt h a tt h es e r i e sh a sa ni n d eterminate mean. In addition the variance of
xt+n conditional on information known at time t is dependent on time: Etσ2
t+n = nσ2 where
σ2 is the unconditional variance of xt.B o t hb r e a c ht h ed e ﬁnition of a stationary series.
1.1.2.1 Trend stationarity Non-stationary series are very common in macroeconomics.
They may occur for various reasons and the underlying reason may have important impli-
cations for the appropriate treatment of the series. For example, consider a country whose





2 31 2.23** -0.28
32 61 3.35 0.01*
62 91 7.15** -0.31**
92 121 2.64** 0.28
122 151 -4.67** 1.58**
152 181 3.75** 0.23*
182 211 15.78** -1.03**
212 241 8.67** -0.33
242 271 5.17** -0.04
272 301 -2.28** 2.84**
2 301 1.99** 0.52**
Note 1: The regression equations were of the form y=c+bx.  They were estimated over
non-overlapping 30 periods using OLS.
Note 2: ** indicates statistically different from zero at the 5% level














Figure 3: Regression results for two unrelated random walks
7rate (i.e. in the absence of shocks, inﬂation would be constant). Assuming monetary policy
is eﬀective, although shocks will take the price level away from target, such deviations will be
temporary. For simplicity also assume that the mean deviation is zero. The price level will
not be stationary in this case but we will be able to extract a stationary series by detrending
it. Such a series is called trend-stationary. Symbolically we have
pt = p0 + τt+ ηt (1)
where pt is the log of the price level, τ is the constant increase in the target and ηt is a shock
term. Detrending this series amounts to no more than subtracting τtfrom each observation.
Typically, although not in this case, the diﬃculty is in identifying the trend.
1.1.2.2 Diﬀerence stationarity Life would be relatively simple if macroeconomic series
were only trend-stationary. But another common situation is one where the series is subject
to shocks whose eﬀects do not die away with time. A possible example is GDP. Suppose,
simplistically, that the GDP growth comes about purely because of inventions and gains in
knowledge. Further suppose that these innovations are not a function of time and that they
are not forgotten. In each period GDP is equal to its previous period’s value plus an increase
due to that period’s innovations.
We can write this as
yt = yt−1 + ξt
This is another random walk. Note that yt+n = yt−1+
Pn
i=0 ξt+i and therefore the eﬀects of ξt
will never die out. If we take the ﬁrst diﬀerence of yt we have ∆yt = ξt where ∆yt = yt−yt−1
and ξt is a random shock term representing the innovations. This is now a stationary series.
In this case we are able to make the series stationary by taking the ﬁrst diﬀerence but there
are occasions where we may need to take the second (or third, fourth etc.) diﬀerence of a
series to make it stationary. We call variables that need to be diﬀerenced n times to achieve
stationarity I(n) variables and say that they are integrated of order n.
1.1.2.3 Incorrect identiﬁcation of the type of non-stationarity We have seen that
the ﬁrst diﬀerence of an I(1) series is a stationary series and that detrending a trend-
stationary series results in a stationary series. Unfortunately diﬀerentiating between the
two is not easy (a long-running debate is whether US GDP is trend-stationary or diﬀerence-
stationary) and it is quite possible for a series to have both a deterministic trend and a unit
root (often called a stochastic trend). What happens if we mistakenly detrend a diﬀerence-
stationary series or take the ﬁrst diﬀerence of a trend-stationary series? Unfortunately,
problems arise. If we detrend a diﬀerence-stationary series the eﬀects of errors will still be
persistent. Essentially all that will have happened is that the errors will be de-meaned. If we
take the ﬁrst diﬀerence of a trend-stationary series we will induce moving average errors. As
an example take the ﬁrst diﬀe r e n c eo f( 1 )a tt i m ep e r i o d st and t+1 giving ∆pt = t+(εt−εt−1)
and ∆pt+1 = t+(εt+1 −εt). The presence of εt in both results in the moving average errors.
1.1.2.4 Summary To summarise, many series of interest to researchers and policy mak-
ers are not stationary. We may be able to achieve stationarity by subtracting a trend or
possibly by taking one or more diﬀerence. In practice it is often very diﬃcult to know
whether a series should be detrended or diﬀerenced or both. We discuss this in the main
part of this handbook.
81.2 The appropriate treatment of variables that appear to have
unit roots
1.2.1 ‘Statistical’
A frequent response to the problem of unit roots is to ensure that all the variables used in
a regression are stationary by diﬀerencing or detrending them and then to use the resulting
stationary processes to estimate the equation of interest. Because the variables will then be
stationary, the dangers of reporting ‘spurious’ regressions will be minimsed.
But the spurious regression problem might haunt our estimates even if the variables in
our regression were stationary but highly autoregressive. The shorter the sample period,
the more likely it is that spurious regressions will occur with near-unit root processes. Unit
root tests perform a check as to whether the variable is diﬀerence-stationary compared to
stationary, and so may help avoid the spurious regression problem.
Though much time and eﬀort are often spent trying to identify exactly why a variable
is non-stationary, diﬀerences between alternative forms of non-stationarity need not always
matter. For example, although in very large samples the distribution and hence the fore-
casting performance of models estimated with a unit root process is discontinuously diﬀerent
from that of models estimated with a near unit root processes, in smaller samples–the ones
that central bank economists have to use–these diﬀerences can be slight (Cochrane (2002),
p. 193).
1.2.2 ‘Economic’
However, there is a problem with this statistical approach. Economic theory often predicts
that a variable should be stationary but tests suggest that it is not. Inﬂation is a good
example. A central bank economist will normally be studying policy or making a forecast
under the assumption that monetary policy works, and it is diﬃcult to think of successful
monetary policy resulting in a non-stationary inﬂation rate in the steady state.6 But over
t h ep e r i o dt h a tt h ed a t ac o v e r ,i n ﬂation may be non-stationary and fail the unit root test.
This raises the danger of basing policy on a model estimated on data that are inconsistent
with the conditioning assumptions of the policy environment. A frequent response to this
dilemma is to cite the low power of unit root tests and the theoretical justiﬁcation for the
‘true’ stationarity of the series and so include the data in the regressions even though they
failed the unit root tests. But a more sophisticated approach might be to try to model the
disequilibrium path of inﬂation. In any case, the econometrician should bear in mind the
issue and potential consequences.
Given the low power of unit root tests, an acceptance of the null that a variable is
diﬀerence-stationary compared to stationary could be taken as an indication of a spurious
r e g r e s s i o nr a t h e rt h a na sﬁrm evidence of diﬀerence stationarity itself (Blough (1992)). In
the light of the dangers of spurious regression and the limited capacity of unit root tests, we
6The initial conditions and horizon matter here. If the current rate of inﬂation is (say) 10% and the
desired long-run rate is 2%, then there must be a period of disinﬂation. Depending on the rigidities in the
economy, that period might be longer than the forecast horizon. So the forecast might be dealing with
temporarily non-stationary inﬂation. But this will be temporary: any sensible policy will have stationary
inﬂation as an aim of monetary policy.
9would suggest that this should be seen as part of the diagnosis of unhealthy equations for
model-building.
1.3 Unit Root Tests







ciεt−i + ϕ(t) (2)
where πt is the inﬂation rate and εt a random error at time t.W em a yi n c l u d eo t h e rv a r i a b l e s
that are purely a function of time (such as a time trend or dummy variables to try to account
for structural breaks) which we lump together in ϕ(t).
Equation (2) is the ‘time series representation’ of inﬂation, describing inﬂation as a
function of its own lagged values, stationary ARMA (auto-regressive, moving average) errors
and time-dependent processes only. A standard unit root test is based on inferring whether
inﬂation is a diﬀerence-stationary process through estimating equation (2). In our ﬁrst
exercise we show how to carry out such a test. These tests can be unreliable, especially
on data sets with a small span7 so we then highlight the main circumstances under which
these tests fail. In particular, it is diﬃcult to use standard tests to accurately distinguish
between diﬀerent forms of non-stationary economic behaviour - trend stationarity, diﬀerence
stationary, structural breaks and even near unit root processes.
We go on to demonstrate a later generation of tests designed to cope with these problems.
These tests are less general: each applies to a diﬀerent set of assumptions about equation
(2). This raises the separate issue of how to proceed with unit root testing when we have
limited information about the other properties of the time series.
More specialised unit root tests can help to distinguish between diﬀerent time-series
processes. That can be particularly helpful in distinguishing between alternatives that matter
for forecasting. For example, a temporary exogenous adjustment would lead to a change in
the long-run forecast for world GDP if it were a diﬀerence stationary process, whereas if it
were a trend-stationary process its long-run forecast would be unaﬀected. Forecasts may be
more helpfully thought of as a sequence of probability distributions rather than of numbers.
In addition to the central projection the conditional uncertainty can also vary depending on
how non-stationarity is modelled (Clements and Hendry (1998)).
Neither does a variable having a unit root necessarily mean that the regression is spurious–
it could be that the variables are diﬀerence-stationary but related in the long run and hence
co-integrated. As our ultimate goal is to build correctly speciﬁed structural models, this
means that we need to understand how variables interact by employing multivariate tech-
niques.
7The span of a time series is the length of time covered by that series. To see why it matters consider
the unemployment rate in the UK. From the early 1970s to the early 1990s it increased markedly (though
with oscillations due to the business cycle). If we had tested it we would probably have found that it was
non-stationary no matter how many observations we had during that period (though it may be easier to
identify if we have many observations). But the unemployment rate since then has fallen back to its 1960s
levels. If we had used a longer time series we may well have concluded that it was a stationary process, as
suggested by theory.
10Box A: Size and power of a test
A problem with unit root tests is that they suﬀer from low power and distorted size.
This box deﬁnes what we mean by these terms.
In the classical hypothesis testing framework, we specify our ‘null’ and ‘alternative’
hypotheses–the two competing conclusions that we may infer from the data. We then
examine the data to see if we are able to reject the null hypothesis and thus accept the
alternative. Typically, we are interested in rejecting the null so, to be safe, we require
that we are very conﬁdent that it is incorrect before we reject it. We therefore use
signiﬁcance levels such as 90% or 95%. This means that using the data we are more
than 90% (or 95%) conﬁdent that the null hypothesis is wrong.
We can make two types of mistake here: we can incorrectly reject a true null (this
is often called a type I error) or we can accept a false null (a type II error). The
consequences of the errors depend on the circumstances and the researcher should
choose the level of signiﬁcance accordingly. For example, if in testing a new cosmetic
a drug company was worried that it could cause a serious illness it would want to be
very conﬁdent that it does not before selling it. You would expect the null to be that it
does cause illness and a very high conﬁdence level to be used. But if they were trying
to ﬁnd a cure for an otherwise incurable illness that resulted in quick death then they
may accept a lower conﬁdence level–the costs of getting it wrong are lower and the
beneﬁts higher.
The size of a test is the probability of making a type I error–which should be the
signiﬁcance level you choose. The size is distorted if the true probability is not the
one you think you are testing with. This will happen if the true distribution of the
test statistic is diﬀerent from the one you are using. A major problem with unit root
tests in general, and particularly the Dickey-Fuller test, is that the distribution of the
test statistics is both non-standard and conditional on the order of integration of the
series, the time series properties of the errors, whether the series is trended and so on.
This means that problems of size distortion are common. For example, you may wish
to test at a 95% level but you don’t know the correct distribution. Suppose that the
v a l u eo ft h et e s ts t a t i s t i ca tt h e9 5 t hc e n t i l ei sα for the distribution you are using but
α occurs at the 90th centile in the true distribution. In this case you will be rejecting
more hypotheses than you are expecting and thus reducing your probability of making
at y p eI error.
The reduction comes at a cost though–because the probability of making a type II
error is inversely related to that of making a type I error. The power of a test is the
probability of rejecting a false null hypothesis, i.e. one minus the probability of making
at y p eII error. Unit root tests have notoriously low power.
Note that the size of the test and its power are not equal because they are conditional
probabilities that are based on diﬀerent conditions - one is based on a true and the
other on a false null.
When running unit root tests the null is normally that the variable has a
unit root. The low power of unit root tests means that we are often unable
to reject the null, wrongly concluding that the variable has a unit root.
111.4 Limitations of unit root tests
At this point it is important to step back and remind ourselves why, as central bankers and
model-builders, we are interested in unit root testing. Our focus is on what we can infer
from an estimation of equation (2) about the appropriate technique to estimate a structural
model of inﬂation (or any other variable). The time series representation is necessarily a
reduced-form model of inﬂation. This means that we have taken what we think is the way
inﬂation is really generated and rewritten it so that inﬂation is purely a function of past
values of itself and other variables. We need to remember that the two representations
should be consistent with each other but are not the same. We lose some information about
the process by moving from the structural system to the reduced-form representation so
there is only a limited amount we can learn about the structural system by just looking at
the reduced form (in this case our unit root tests).
Another weakness with unit root tests is that, practically speaking, it is close to impossible
to diﬀerentiate a diﬀerence-stationary series from a highly autoregressive one. Similarly, the
diﬀerences between a trended series and a diﬀerence-stationary series may be extremely
diﬃcult to see in small samples. So we would urge users to think of unit root tests as useful
but not deﬁnitive information. Statistical tests are best used together with economic theory
and an understanding of the economy in question.
12Box B: Structural and reduced-form equations
By a structural equation or model we mean a description of the process that is writ-
ten in terms of the parameters or variables that we care about. But in many cases
we are unable to estimate a model in its structural form so we need to rearrange it
in such a way that it can be estimated. (Typically, a structural model has current
endogenous variables contemporaneously aﬀecting other endogenous variables. If we
naively estimate the equations using OLS we will generally get biased estimates). So
we rearrange the model in such a way that the endogenous variables are functions of
exogenous variables or predetermined endogenous variables. We call the rearranged
model the reduced form. A very common issue for applied economists is that theoret-
ical papers model economic processes in a way that is impossible (or very diﬃcult) to
estimate directly. The applied economist must then rewrite the model, estimate the
reduced form and use an appropriate identiﬁcation scheme to recover the parameters
of interest.
An important example in monetary economics is the ‘Taylor rule’. Monetary policy
makers use a huge array of information when setting policy but Taylor (1993) suggested
that the Federal Reserve’s policy reaction function could be approximated by a simple
rule which modelled policy as feeding oﬀ the current output gap and divergence of
inﬂation from its (implicit in the Fed’s case) target.
This is a reduced-form relationship because the policy maker’s reactions to all relevant
information are summarised by their reaction to the output and inﬂation ‘gaps’. We
can validly estimate a Taylor rule using OLS if a change in the policy interest rates has
no contemporaneous aﬀect on inﬂation or output and there are no other variables that
simultaneously aﬀect the policy rate (in a way that is not simply via current inﬂation
or output) and at least one of inﬂation or output.
2 The Exercises
2.1 Summary of exercises
We begin by artiﬁcially generating a unit root variable and two near-unit root variables, one
of which is trended, and comparing their properties. In very large samples, the diﬀerences
between the distributions of these series are clear, but it is extremely diﬃcult to distin-
guish with simple statistical summaries–such as sample estimates of the mean, variance, or
autocorrelations–in a typical macroeconomic time series with a short sample of noisy data.
The standard Dickey-Fuller test was designed to provide a direct test of diﬀerence sta-
tionarity versus stationarity. We discuss the conditions under which the test reports the
correct result in each case for these three series. We show that either a distorted size (an
incorrect probability of rejecting a true null) or a low power (a high probability of accepting a
false null) can arise in these tests because critical values are sensitive to the other time-series
properties of the data.
As a consequence, many diﬀerent tests have been proposed, each applicable to a diﬀerent
13set of circumstances. We demonstrate four useful variations on the theme: tests that are
intended to be eﬀective when the series may have lagged dynamics and/or ARMA errors;
when the series could have a time trend and when the series could have a smooth changing
trending process. But when we carry out these tests we often do not know which is the
appropriate model to use. Testing for time series properties is complicated because our
i n f e r e n c eo nu n i tr o o t si so f t e np r e d i c a t e do no ther aspects of the model, and our inference
about the rest of the model depends on whether or not there is a unit root.
Despite the variety of tests now available, the consensus remains that in the small-span
samples that are typically available for model building unit root tests might be able to
distinguish between unit roots and very stationary variables but are less able to distinguish
between diﬀerent forms of non-stationary or similar forms of non-stationary behaviour. As
we show, there are new tests that are designed to be robust to individual forms of non-
stationarity, in particular to diﬀerent types of deterministic trends, but no one general test
is dominant (Stock (1994)). Hence it is important to think about the underlying processes
determining the series even before applying unit root tests.
We show how to implement the ‘structural time-series modelling approach’ to estimating
non-stationary variables, as discussed in Harvey (1989). This approach allows us to encom-
pass near stationarity and diﬀerence-stationarity with diﬀerent forms of deterministically
trending behaviour within a state-space framework. The structural time-series modelling
approach could be a useful way to understand how to model the behaviour of a strongly
exogenous variable for our monetary policy forecasts, when we are sure that the variable is
non-stationary on the sample but not sure about what form of non-stationarity it exhibits.8
We also ask when diﬀerences between non-stationary models matter, and when they can
be ignored. Using our South African data, we compare the in-sample forecasts from diﬀerent
types of non-stationary behaviour that are encompassed in the structural time series set-
up. At least in terms of two-year ahead mean forecast errors, some models describe similar
forecasts. On the grounds of these robustness checks, we can conclude that there is not
always much to gain from pursuing precision in univariate time series modelling. The more
important thing is to identify and test between the most plausible contenders to describe
the non-stationarity exhibited by the data.
We ﬁnish our exercises by carrying out a multivariate unit root test developed in Hansen
(1995) on our South African data and compare the result to that from a standard unit root
test.9
2.1.1 A note on EViews commands
There are three main ways of using EViews: you can use the drop-down menus, you can
type commands in the ‘command window’ or you can use programs. The commands for the
programs are the same as those in the command window. We will use both the commands
8Loosely speaking, if a variable x is weakly exogenous with respect to the estimation of a coeﬃcient in
a regression explaining y it means that the values of x are unaﬀected by those of y in that period. x is
strongly exogenous with respect to that coeﬃcient if it is weakly exogenous and y does not Granger cause
x. Strong exogeneity is an important concept when thinking about forecasts because it implies a lack of
feedback eﬀects.
9In a ﬁnal box, Box D, a brief introduction to non-linear unit root tests is given. This is a relatively
recent part of the literature on unit root testing and seems very promising. It may lead to signiﬁcant gains
in the power of unit root tests in the near future.
14and the menus in the instructions that accompany the exercises. We diﬀerentiate these from
other text by writing them in typeface font, and diﬀerentiate commands from menus by
using inverted commas. So "genr x=x(-1)+nrnd" is a command which you need to type
into the command window or a program while click on Quick, Sample... denotes a series of
menus to select.
2.2 Diﬀerence stationary, near unit root and trend stationary vari-
ables
A series is autoregressive if it depends on its previous values. It is trended if it either increases
or decreases deterministically over time.10 The general form of the example we use in this
exercise is
xt = αxt−1 + βt+ εt.
The trend is given by β and the autoregressive element by α.I fw es u b t r a c tβt from each
observation we detrend the series which becomes
xt = αxt−1 + εt.
This is stationary as long as |α| < 1. An important example of a non-stationary series
is when α =1 , the random walk. In this exercise we investigate the diﬀerences between
stationary but highly autoregressive variables and non-stationary variables.
2.2.1 Exercise
Generate data on three series: a random walk (xt), a stationary but highly auto-regressive
process (yt), and a trended variable with a strong auto-regressive element (zt)
xt = xt−1 + e1t
yt =0 .9yt−1 + e2t
zt =0 .005t +0 .9zt−1 + e3t
where the three error series, e1t, e2t,a n de3t, are independent and randomly generated from
a normal distribution with a zero mean and standard deviation of 0.02. If the variables are
in logs, this means that the unpredictable component of their time-series representations
have a standard deviation of approximately 2% at this frequency (quarterly in this case).
We choose 88 observations to be similar to a typical monetary policy data set.
2.2.2 Instructions
To generate x, y and z, type the following in the workﬁle window
"smpl 1979:4 2001:4"
"genr x=0"
10The trend may be far more complex than those considered here. Many models have been developed to
try to recover the trend from noisy data. Canova (1998) discusses how use of diﬀerent ﬁlters can change the
results markedly. He also discusses the diﬀerence between the detrended part of a series and the cyclical







nrnd is a randomly generated, normally distributed error with variance 1. We ﬁrst clear the
values of the variables by setting them all equal to zero. Then we need to move the sample
period forward by one period because the variables are functions of their previous periods’
values. This means that they need an initial condition in order to be deﬁned. If you do not
follow the above sequence the series will contain no numbers.
2.3 Dangers in interpreting simple summary statistics of non-
stationary variables
2.3.1 Exercise
Plot x, y and z from 1980:1 to 2001:4. What are the sample estimates of their means and
variances during this period? What are the sample estimates of their mean and variance for
1990:1 to 2001:4?
2.3.2 Instructions
Highlight x, y and z a n dt h e no nt h eW o r k ﬁle menu choose Quick, Group Statistics,
Common Sample and press OK. To change the sample, click on Sample in the Group window
and change the sample range.
2.3.3 Answer
Figure ?? shows the series we generated and Figure 5 the answers obtained from a typical
realisation of the experiment. Your answers will be diﬀerent but the underlying picture–as
discussed below–should be the same.
2.3.4 Discussion
The mean, variance and auto-covariance of a diﬀerence-stationary variable are always time-
dependent no matter how large your sample. So there will be no reason why the sample
estimates of the mean and variance should be the same across the diﬀerent sub-samples.
As the mean, the variance and the auto-covariance of a stationary series are asymptotically
i n d e p e n d e n to ft i m ew es h o u l dﬁnd similar numbers for these statistics for y and z (once
allowing for the trend term) across diﬀerent sub-samples providing that data set that has a
large enough span.
2.4 The sample correlogram and non-stationarity
2.4.1 Exercise
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Figure 4: Representative realisation of x, y and z
XYZ XYZ
Mean -0.21 -0.03 1.776 -0.289 -0.031 2.726
Median -0.227 -0.03 1.735 -0.304 -0.024 2.675
N o .  O b s 8 88 88 8 4 84 84 8
Sample 1980:1 - 2001:4 Sample 1990:1 - 2001:4
Figure 5: Summary statistics for one realisation of x, y and z
172.4.2 Instructions
Highlight x, then choose menu Quick, Series Stats, Correlogram.R e p e a tf o ry.
2.4.3 Answer
Figure 6 shows the autocorrelation and partial autocorrelation functions of generated x and
y series.
2.4.4 Discussion
The analytical asymptotic autocorrelation function of a diﬀerence-stationary series is equal
to one for all lags and leads.11 B u tt h a to fy, the near unit root, should be always less than
one and declining with both lags and leads. However, in ﬁnite samples this estimate of the
auto-correlation function of a unit root process is biased to be less than one and decline
towards zero as we increase lags and leads, resembling that of a near unit root process
(Cochrane (1991a)). Hence it can be diﬃcult from our OLS-based measures of persistence
to distinguish between the two. You may wish to experiment with diﬀerent sample sizes to
see that the autocorrelation functions of diﬀerence-stationary and non-diﬀerence stationary
series become much clearer as the sample increases.
2.5 The Dickey-Fuller Test
As we have previously discussed, a simple autoregressive variable has the form xt = αxt−1+εt.
Subtracting xt−1 from both sides gives,
∆xt =( α − 1)xt−1 + εt. (3)
E q u a t i o n( 3 )i st h eb a s i sf o rt h eD i c k e y - F u l l e rt e s t .T h et e s ts t a t i s t i ci st h et-statistic on the
lagged dependent variable. If α>1 the coeﬃcient on the lagged dependent variable will be
positive. If α is unity, (α − 1) will equal zero. In both cases xt will be non-stationary. The
null hypothesis in the Dickey-Fuller test is that α equals 1. The alternative hypothesis is
that α<1,i . e .t h a t(α−1) is negative, reﬂecting a stationary process.12 In this exercise, we
assume that we have accurate a priori knowledge about the process determining each series.
A l lw eh a v et ot e s tf o ri sw h e t h e rt h ev a r i a b l eh a sau n i tr o o t ,g i v e nt h a t ,i ne a c hc a s e ,w e
know what else determines the series.
2.5.1 Exercise
Test x, y and z for ﬁrst-order diﬀerence stationarity using the Dickey-Fuller test. Assume
that you know that none of three processes contain either a constant or lagged diﬀerence
values. You know that there is no time trend in x and y,o n l yi nz.
11The sample auto-correlation function is the sample estimate of the correlation between the current value
of a variable and its j-th lag. The m-th partial auto-correlation is the last coeﬃc i e n ti na nO L Sr e g r e s s i o n
of the variable on its m lags (see Hamilton (1994), pp. 110-1).
12We assume that α>−1 so do not have to worry about the possibility that (α − 1) < −2.
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Partial autocorrelation of Y
Figure 6: Correlogram and partial correlogram for realisations of x and y
192.5.2 Instructions
T os e tt h es a m p l et o1 9 8 0 : 1t o2 0 0 1 : 4t y p e"smpl 1980:1 2001:4" in the workﬁle window.
Double click on x, and choose the menu View, Unit Root test.T h e nc h o o s eAugmented
Dickey-Fuller Test, No lagged difference, No intercept and then click OK.
Test y for diﬀerence-stationarity in the same way. To apply the test for z,c h o o s eno
lagged difference, trend and intercept.
2.5.3 Answer
We report the results from one such experiment below in Figure 7. In this case, the Dickey
Fuller test is correct for all three variables at the 95% level of conﬁdence. However, repeating
the experiment for 10,000 diﬀerent generations of x and y and z,w ef o u n dt h a tt h et e s t
incorrectly accepts the null of non-stationarity 33% of the time in the case of y and 10% of
the time for z at a 95% level as shown in Figure 8.
It correctly accepts the null of non-stationarity in the case of x 95% of the time at the
same level, conﬁrming that when the variable is a unit root, the critical values are a good
approximation at this sample size but that the test suﬀers from low power.
In small and noisy samples, the standard Dickey-Fuller unit root test can incorrectly
accept near-unit root variables and trend-stationary variables as unit root variables.13 One
problem is that the critical values are sensitive to small changes in the time-series properties
of the underlying process. In exercise 2.10.2, we explore the forecasting implications of the
misclassiﬁcation of a trend-stationarity or near-unit root process as a unit root.
A n o t h e rp r o b l e m ,a s s u m e da w a yi ne x e r c i s e2 . 5 . 1 ,i st h a ti np r a c t i c ew ed on o tk n o w
the other time-series properties of the process before we carry out any test–usually we only
have suspicions to work with. In the next exercise, we discuss how to determine the order of
diﬀerence stationarity. In exercise 2.7 we go on to try out some common adaptations to deal
with the possibility of the time series representation also being characterised by stationary
auto-regressive elements, ARMA errors, time-trend or structural breaks.
2.6 The Augmented Dickey-Fuller (ADF) Test
The presence of serial correlation in the residuals of the Dickey-Fuller test biases the results.
For that reason the ADF test was developed. The idea is to include enough lagged dependent
variables to rid the residuals of serial correlation. There are several ways of choosing how
many lags need to be added. You can use one of the lag selection criteria that EViews
automatically calculates, start with a reasonably large number of lags and test down until
they are all signiﬁcant or test the residuals each time to see whether they contain any
serial correlation. The simplest way is to use the selection criteria by ticking the automatic
selection criteria box. There are several diﬀerent criteria you can choose from. A reliable
13Many stationarity tests are subject to the same scale of low power and distorted size as the Dickey-Fuller
tests (Gonzalo and Lee (1995)). And although examples of near stationary or trend stationary processes
that are arbitrarily close to any diﬀerence-stationary process can always be generated by a judicious choice
of parameters, that does not necessarily mean that unit root tests are poor tests. The distrust with the
standard unit root tests arises because trend stationary, near unit roots and diﬀerence-stationary processes
that are close enough to resemble each other, all seem plausible characterisations of much macroeconomic
data but may have very diﬀerent forecasting implications.
20X
ADF Test Statistic: 0.844 1% Critical Value*: -2.601
5% Critical Value: -1.946
10% Critical Value: -1.619
*MacKinnon critical values for rejection of hypothesis of a unit root.
Variable Coefficient Std. Err t-Statistic Prob.
X(-1) 0.008 0.009 0.931 0.354
R-squared: -0.03 Mean dependent var: -0.004
Adjusted R-squared: -0.03 S.D. dependent var: 0.019
S.E. of regression: 0.02 Akaike info criterion: -4.999
Sum squared resid: 0.034 Schwarz criterion: -4.971
Log likelihood: 221 Durbin-Watson stat: 1.811
Y
ADF Test Statistic: -2.148 1% Critical Value*: -2.601
5% Critical Value: -1.946
10% Critical Value: -1.619
*MacKinnon critical values for rejection of hypothesis of a unit root.
Variable Coefficient Std. Err t-Statistic Prob.
Y(-1) -0.102 0.047 -2.148 0.035
R-squared: 0.05 Mean dependent var: 0
Adjusted R-squared: 0.05 S.D. dependent var: 0.021
S.E. of regression: 0.02 Akaike info criterion: -4.95
Sum squared resid: 0.036 Schwarz criterion: -4.922
Log likelihood: 218.8 Durbin-Watson stat: 1.758
Z
ADF Test Statistic: -4.365 1% Critical Value*: -4.065
5% Critical Value: -3.461
10% Critical Value: -3.156
*MacKinnon critical values for rejection of hypothesis of a unit root.
Variable Coefficient Std. Err t-Statistic Prob.
Z(-1) -0.115 0.026 -4.365 0
C -0.004 0.009 -0.43 0.669
@'TREND(1980:1) 0.006 0.001 4.58 0
R-squared: 0.172 Mean dependent var: 0.045
Adjusted R-squared: 0.153 S.D. dependent var: 0.023
S.E. of regression: 0.021 Akaike info criterion: -4.874
Sum squared resid: 0.037 Schwarz criterion: -4.79
Log likelihood: 217.5 F-statistic: 8.828
Durbin-Watson stat: 2.3 Prob(F-statistic): 0
Figure 7: Results from ADF tests on x, y and z
21% of rejection out of 10,000 replications
Proportion reject X has unit root * 5.20%
Proportion reject Y has unit root * 67.30%





Sample period: 1980:1 2001:4
* ADF test for the presence of unit root based on a 95 % significance level. 
 No constant, no time trend and no lags
** ADF test for the presence of unit root based on a 95 % significance level.
  Constant, time trend but no lags
Figure 8: Monte Carlo study of ADF tests using 10,000 realisations of x, y and z
and often-used criterion is the Schwartz criterion. In this exercise however, we use a testing
down strategy. Unless there is a good reason to believe that the series has a higher order
auto-correlation, one could begin with 12 lags for monthly data and 4 lags for quarterly data.
2.6.1 Exercise
Test the series dsacpi for non-stationarity in an augmented Dickey-Fuller test with 4 lags of
the diﬀerence in inﬂation rates (the dependent variable in the test) and test down until you
only have signiﬁcant lags. Then carry out the Dickey-Fuller test for diﬀerence stationarity.
2.6.2 Instructions
Highlight the series dsacpi and choose menu View, Unit Root test.C h o o s e Augmented
Dickey-Fuller Test with four lagged diﬀerences, No intercept a n dt h e nc l i c kOK.I ft h e
fourth lag is insigniﬁcant, using standard t critical values, then drop it by carrying out the test
with three lags of diﬀerences in inﬂation. Repeat until the last lagged diﬀerence in inﬂation
is signiﬁcant. Then you can carry out the Dickey-Fuller test for diﬀerence stationarity as
above.
2.6.3 Discussion
The reason why we use this test is that both the asymptotic and the ﬁnite sample distribution
of the unit root tests statistics (such as the t-statistic) in a Dickey-Fuller regression depend on
the correlation structure of the errors. The Augmented Dickey-Fuller regression is designed to
correct for residual autocorrelation but it can also apply to moving average errors, providing
we begin with a large enough number of lags, (Said and Dickey (1984)). But many lags
may be needed especially if the moving average error coeﬃc i e n ti sv e r ys i g n i ﬁcant or large
22(Schwert (1989)). In exercise 2.9, we try out other tests that are designed to be robust to a
wider variety of types of serial correlation of residuals.
It is important to try to understand why there is serial correlation in the data. For
example, the data may be seasonal. That would be likely to result in positive m-th order
s e r i a lc o r r e l a t i o n ,w h e r em is the number of periods in a year. The process is circular to an
extent: if we could establish that any serial correlation was due to seasonality, that would
be useful in determining the appropriate test.
2.6.4 Determining the order of diﬀerence-stationarity
Most economic series are either ﬁrst-order diﬀerence-stationary (I(1))o rs t a t i o n a r y( I(0)).
But some may have a higher order of integration especially during relatively short periods.
To take the example of South African inﬂation used in the introduction, South African
monetary policy could have been targeting a gradual disinﬂation that followed a unit root
and thus made inﬂation diﬀerence-stationary and the price level I(2).14 But the target could
equally have followed a time trend, making the inﬂation process trend-stationary and the
price level ﬁrst-order stationary. We show how to establish the order of diﬀerence-stationarity
of South African prices empirically using a testing down procedure recommended by Dickey
a n dP a n t u l a( 1 9 9 1 ) .I ti se v e np o s s i b l ef o ras e r i e st ob eI(∞) -c o n t a i nau n i tr o o tn om a t t e r
how many times you diﬀerence it. However, such series are rare and short-lived. The price
level during a period of hyper-inﬂation is one possibility.
2.6.5 Question
Test dsacpi to ascertain the order of integration.
2.6.6 Instructions
Type "adf d(d(sacpi))". This should bring the Dickey-Fuller test up. Tick the automatic
selection criterion and both a trend and intercept box in the "Include in test equation"
box. If the test rejects this do the same for d(sacpi) and sacpi until you are unable to
reject the null hypothesis.
2.6.7 Answer
In this test EViews suggests that South African CPI is I(1) around a trend.
2.6.8 Discussion
We start with testing for a high order of integration and work down until we are able to
reject the null hypothesis of a unit root. EViews only tests a series for a unit root in either
its level or diﬀerence but if we create the diﬀerence of a series (or diﬀerence of the diﬀerence)
and then see if that has a unit root in its level we are testing for higher orders of integration.
So by testing if d(d(sacpi)) has a unit root we are testing whether sacpi is I(3).
14Mahadeva and Sterne (2002) suggest that during the disinﬂationary periods, inﬂation series and series
on the announced inﬂation target path exhibit diﬀerence-stationary behaviour rather than deterministic
trending, because central banks cannot commit to or defend a pre-determined target path.
23We should test down rather than test up (i.e. start with too high an order of integration
rather than a too low one) because the ADF test is based on a maximum of one unit root
in the process being tested. So if the series was in fact I(2) and we were testing between
it being I(1) and I(0) the test would be invalid. Fortunately, that problem does not arise
when testing down.
It can be diﬃcult to establish the degree of stationarity of a series, and it is not uncommon
to ﬁnd debates raging among the central bank economists as to whether their country’s
inﬂation rate is I(0) plus trend or I(1).
The ﬁrst problem is where to begin testing from. The procedure above follows the ‘general
to speciﬁc’ strategy in beginning with a large number of lags and testing down.
Another problem is that testing for the order of stationarity has to be combined with
testing for a constant, a time trend, structural breaks, the degree of auto-regression and
presence of serial correlated errors at each stage. Exercise 2.7 shows how to test for these
elements separately or sequentially. But, as we explain in the discussion to that question, a
j o i n tp r o c e d u r ei sw h a ti sr e a l l yn e e d e d .
A ﬁnal problem is that although at each stage we are testing the null of kth-order against
(k − 1)th-order diﬀerence stationarity, the series may exhibit an intermediate non-integer
order of integration. We should be careful that the test for I(k) versus I(k − 1) may be
distorted by the presence of an intermediate order in the true series (Maddala and Kim
(1998), p. 346).15
2.7 Allowing for more general time-series processes using the ADF
test
The time series process we are testing for unit roots may be aﬀected by stationary autoregres-
sive components; it may contain ARMA errors; and may also be aﬀected by time-dependent
processes such as trends or breaks. Typically, we do not know whether these other factors
play a role or not before we commence testing for unit roots. How can we test for unit roots
in these cases?
2.7.1 Time-trends in the Dickey-Fuller regression
South African prices could in general be aﬀected by a time trend, a constant and a unit root.
We need a procedure to accurately test for all these possibilities. But one problem here is
that tests for unit roots are conditional on the presence of the deterministic regressors and
15In this handbook we work with ARIMA (auto-regressive integrated moving average) models which have
the general form A(L)yt = εt, where A(L) is a polynomial in the lag operator (see Appendix A for an
explanation of use of the lag operator). In this framework there is a clear distinction between I(1) and I(0)
processes. However, many processes appear to have autocorrelations that die away too slowly to be stationary
and yet taking their ﬁrst diﬀerence appears to over-diﬀerence them. For that reason some researchers have
s u g g e s t e dt h eA R F I M Am o d e l ,w h e r et h eF Is t a n d sf o rf r a ctionally integrated. In this model a series has the
general form, (A(L)yt)d = εt, where d need not be an integer. If 0 < |d| < 1 the autocorrelations die away
more slowly than in the ARIMA model but die away nonetheless, in contrast to an I(1) series. Indeed, if
0.5 < |d| < 1 the series is non-stationary in the (rather technical) sense that the sum of its aurocorrelations
is unbounded.
The simplest example of a fractionally integrated series is (1 − L)dyt = εt.I f d =0 , yt is simply white
noise, if d =1it is the familiar random walk. For further details on fractionally integrated processes see
Baillie (1996).
24Critical values
for 95% and 99%
Hypothesis Test Statistics Conﬁdence Intervals
γ =0 τ -3.45 and -4.04
a0 =0given γ =0 τατ 3.11 and 3.78
a2 =0given γ =0 τβτ 2.79 and 3.53
γ = a2 =0 φ3 6.49 and 8.73
a0 = γ = a2 =0 φ2 4.88 and 6.50
γ =0 τµ -2.89 and -3.51
a0 =0given γ =0 ταµ 2.54 and 3.22
a0 = γ =0 φ1 4.71 and 6.70
γ =0 τ -1.95 and -2.60
Table 1: Summary of the Dickey Fuller Tests
the tests for the presence of deterministic regressors are conditional on the presence of unit
roots.
This circularity means that a sequential testing procedure might be appropriate, and we
show how one such procedure from Dolado et al. (1990) (taken from Enders (1995), p. 127)
can be implemented.
2.7.2 Exercise
W en e e dt ou s em o r et h a nt h et-statistic from by the Dickey-Fuller regression in our testing.
We also may need to implement joint F-tests of the righthand-side variables. Hence we need
to implement the Dickey-Fuller regression direc t l y .W ea s s u m et h a tt h es e r i a lc o r r e l a t i o ni s
of the form of a third-order autoregression only and we begin with testing with the most
general form that contains a constant and a time trend.
2.7.3 Instructions
In the workﬁle window, type
"ls d(dsacpi) c dsacpi(-1) @trend(90:1) dsacpi(-1) dsacpi(-2)"
Working with this equation, use the ﬂowchart in Figure ?? and Table 1 of critical values to
direct our testing down to a restricted form (Enders (1995)).
2.7.4 Answer
The above procedure indicates that South African inﬂation has no constant or time trend
b u th a sau n i tr o o t .F i g u r e?? shows the steps that we took.
2.7.5 Discussion
A problem with any sequential procedure is that although it provides us with a clear answer,
it does not provide us with overall critical values for the ﬁnal outcome. Our ﬁnal test was
25Figure 9:
26Figure 10:
27conditional on the various other stages of testing and decision-making (including our decisions
about serial correlation of the errors). Bayesian procedures for testing unit roots described
in Sims (1988), Maddala and Kim (1998), chapter 8, and Hamilton (1994) p. 532, oﬀer one
possible solution to this problem.16 Another potential solution is to work with lower levels
of signiﬁcance than the usual 95% or 99% levels. This may seem questionable but there are
justiﬁcations for working with lower signiﬁcance levels in the statistical literature.
A ﬁnal option is the Bhargava testing procedure outlined in question 2.9. It is intended
to make the distributions of the constant and the coeﬃcient on the time trend invariant to
shifts between the null of a unit root and the alternative of a stationary process.
But more generally, we need to recognise that unit root testing is only part of the general
search for the true form of the data generating process that drives the structural model.
Determining the role of a constant and time trend is only one aspect of a search for the
model that produces the best policy forecasts (Hamilton (1994), p. 501) and we need to refer
to this objective in evaluating the conﬁdence interval of our tests.
We also need to determine the form of the time-dependent process: there is no reason for
it to always be a simple linear trend; other trending processes are frequently more plausible.
But the asymptotic distributions for non-stationary time series estimates with more compli-
cated deterministic trend processes have not yet been derived, although the consensus seems
to be that the distribution of test statistics would be highly sensitive to diﬀerences in these
processes (Cochrane (1991b)). Exercise 2.10 provides us with an example of how to imple-
ment the ‘structural time series approach’ to modelling a broader variety of time-dependent
inﬂuences (Harvey (1989)).
2.8 Some other unit root tests automatically given in EViews
EViews 4 gives six diﬀerent types of unit root test as standard. One is the ADF test (and
therefore the DF test if you use zero lags) which we have already covered. This section
brieﬂy summarises three of the others that are commonly used.
16Bayesian statistical inference aims to use information that the researcher may have about the statistic
of interest other than the data itself in a consistent way. Put simply, the researcher starts by assuming a
‘prior’ distribution (which may be extremely simple such as a uniform distribution) for the statistic. She
then combines that with the observed data to produce a ‘posterior’ distribution which includes information
from both the data and the prior distribution. The procedure can be used sequentially: the posterior
distribution can become the new prior when more data become available. A ‘diﬀuse prior’ means that the
prior distribution is assumed to be uniform. This corresponds to the researcher having no strong ex ante
view about the properties of the distribution.
This may seem like cheating–you are imposing your view on the problem. But we always impose some
prior assumptions in econometrics. For example, we assume that the variables that we do not include
in a regression are justiﬁably excluded. Our results are always conditional on the assumptions (possibly
unconscious) that we make.
Another way that Bayesian methods have been used is to assess how much information the data contain.
Suppose you have theoretical reasons for supposing that the value of a parameter lies in a certain interval,
say (0,1).T h e n r u n 11 diﬀerent tests with your prior distributions being centred at 0,0.1,0.2,... If your
posterior distribution is close the prior each time (i.e. when your prior was centred at 0 your posterior was
centred close to 0 and similarly for the other priors) then you may conclude that there is little information
in the data that can help pin down the value of the parameter. However, if all the posterior distributions
are close to each other then you could reasonably conclude that the data is giving you a strong steer about
the parameter’s true value.
282.8.1 Dickey-Fuller GLS
This is an adaptation of the ADF test proposed by Elliott et al. (1996). It uses generalised
least squares (GLS)17 to detrend the data before testing whether the series has a unit root.
They claim that their test has very similar power to the standard Dickey-Fuller test in the
absence of a deterministic trend and considerably improved power in the case when there is
an unknown deterministic trend. (If the form of the trend were known it would be trivial to
detrend it and then use a Dickey-Fuller test).
2.8.2 Phillips-Perron
Phillips and Perron (1988) is perhaps the most frequently used alternative to the ADF test.
It modiﬁes the test statistic so that no additional lags of the dependent variable are needed
in the presence of serially-correlated errors. An advantage with the test is that it assumes no
functional form for the error process of the variable (i.e. it is a ‘non-parametric’ test) which
m e a n st h a ti ti sa p p l i c a b l et oav e r yw i d es e tof problems. A disadvantage for our purposes
is that it relies on asymptotic theory. That means that in large samples the test has been
shown to perform well. Unfortunately large samples are a rare luxury for monetary policy
makers in any country and particularly in developing and transitional economies. For that
reason it may not be the most appropriate test to use. However, a frequent strategy is to
test the series for a unit root using several diﬀerent tests and seeing if they give the same
answer.
2.8.3 Kwiatkowski-Phillips-Schmidt-Shin (KPSS)
The Kwiatkowski et al. (1992) (KPSS) test is a test where the null is the other way around:
it tests to see if a series can reject stationarity. It assumes that the process for y can be
written
yt = δt+ ζt + εt
with an auxiliary equation for ζt
ζt = ζt−1 + ut, with ut ∼ iid(0,σ
2
u)
such that it follows a random walk. A test of σ2
u =0is a test for stationarity. See Maddala
and Kim (1998) pp. 120-2 for further details and discussion.
In general there are still size and power problems with this test in common with the
Phillips-Perron test. However it represents a useful alternative hypothesis and may conﬂict
with tests that assume non-stationarity as the null, thus indicating that there may be real
doubt as to the properties of the data.
2.9 An Instrumental Variable test based on the Bhargava formu-
lation
Box C shows that under the Dickey-Fuller testing framework, two diﬀerent sets of interpre-
tations of the constant and deterministic coeﬃcients are implied depending on whether the
17Generalised least squares is a method of dealing with residuals that do not have constant variance or are
serially correlated.
29series has a unit root or not. The Bhargava formulation implies no such shifts in interpreta-
tion and so we show how to implement a test based on this formulation.
Maddala and Kim (1998), p. 105, show that in order to implement the Lee and Schmidt
(1994) version of this test, we need the initial value (y1), the ﬁnal value (yT)a n dt h es a m p l e
size (T).
We then generate the series
ut = yt − y1 − (t − 1) ×
(yT − y1)
T − 1







is then used to test for the unit root. The critical values of z (k) for k =2are given in Table
2.7.3.
The intuition behind the test is that z(k) is essentially the t-statistic of the coeﬃcient
on the lagged value of a regression of the detrended series, ut, on its ﬁrst diﬀerence–as in
the Dickey-Fuller test.18 But here the regression is carried out using the kth lag of ut as an
instrument because of serial correlation.
k should be at least as high as the degree of moving average errors. Maddala and Kim’s
suggestion is to calculate k by assuming that the likely extent of possible moving average
error in the error term is k − 1.
Box C: The Bhargava formulation
Bhargava (1986) outlined the following general model of a times series process
yt = γ0 + γ1t + ut (4)
where
ut = α0 + ρut−1 + εt, (5)
where εt is a stationary ARMA process. Substituting (5) into (4) and taking the ﬁrst
diﬀerence gives
∆yt = β0 + β1t +( ρ − 1)yt−1 + εt, (6)
where
β0 = γ0(1 − ρ)+ργ1
and
β1 = γ1(1 − ρ).
Equation (6) is the Dickey-Fuller test including a trend. Note that if the null hypothe-
sis is true, i.e. the variable is trended (γ1 6=0 )and has a unit root (ρ =1 ) ,t h e nβ1 =0
but β0 6=0 . But if the alternative is true, i.e. (γ1 6=0 )and (ρ<1), β1 6=0 .S o t h e
coeﬃcients β1 and β0 have diﬀerent interpretations under the null and the alternative
hypotheses: the presence of the trend comes through in β0 under the null and β1 under
the alternative. This complicates model selection and interpretation.







Implement the test for our South African inﬂation series, assuming that k =2 .
2.9.2 Instructions
In the case of South African inﬂation, y1 =0 .020508, yT =0 .011756,a n dT =8 8 .W ec h o o s e
k to be 2.I nt h ew o r k ﬁle window, set the sample and generate the series by typing
"smpl 1980:1 2001:4"
"genr u=dsacpi-0.020508-(@trend(80:1)-1)*( 0.011756-0.020508)/87".
To create the statistic, type
"genr z3n=u(-2)*d(u)"
"genr z3d=u(-1)∧2"
then readjust the sample by typing
"smpl 1980:1+2 2001:4"
and create the test statistic by typing
"scalar z3=87*@sum(z3n)/@sum(z3d)".
2.9.3 Answer
The value of z3 is −4.8. If the null of diﬀerence stationarity is not rejected, then this should
be at least as positive as the critical value. From table 11 reproduced from Lee and Schmidt
(1994), p. 454, the value is more positive than the critical values given for samples of either
50 or 100 observations, at a 95% level of signiﬁcance, (−12.8)o r( −13.2) respectively, and
h e n c ew ec o n c l u d et h a tS o u t hA f r i c a ni n ﬂation is diﬀerence-stationary.
2.9.4 Discussion
When dealing with serial correlation in unit root tests, a priori information about the nature
of errors seems to be especially valuable. There are various reasons why serially-correlated
errors can arise in monetary policy data, for example if the central bank smooths its interest
r a t e s .T h i n k i n ga b o u tt h e s er e a s o n sm a yh e l pi d e n t i f yt h en u m b e ro fl a g sa n dt h et y p eo f
serial correlation.
Speaking more generally, the time series representation of a variable admits many pos-
sibilities: stationary auto-regressive elements; diﬀerent orders of diﬀerence stationarity; dif-
ferent types of time—dependent inﬂuences and error processes, etc. These properties need to
be tested simultaneously, partly because the critical values for our testing of one particular
hypothesis are often dependent on other properties of the process. In any case our ultimate
goal in unit root testing is to determine the underlying nature of the variable–to extract
information to help us provide policy forecasts.
We could follow the general-to-speciﬁcr u l et oc h o o s ew h e r et os t a r tf r o m . W ew o u l d
begin with the most general process admissible by the degrees of freedom, i.e. with a high
order of integration, a constant, serially-correlated errors, a large variety of autoregressive
components and a broad range of time-dependent processes. For example, one possible
approach is to begin with a high order of diﬀerence-stationarity and testing ﬁrst for structural













Source: Lee and Schmidt (1994)
Figure 11: Critical values for the Bhargava test
breaks; second, the degree of autoregression; then serially correlated errors; and ﬁnally for
the presence of a constant or a time trend. The testing can then commence for a lower order
of stationarity.
If we knew the asymptotic distribution of this sequence of nested forms this would be an
optimal strategy. Unfortunately it does not seem that critical values for many of the nested
forms are available: there is no clear basis in econometric theory as to the appropriate order
of testing down. There are many conditional decisions to make in this strategy and the ﬁnal
outcome has no clear level of signiﬁcance associated with it; hence the outcome can be to
some extent arbitrary.
A practical way of proceeding is to use diﬀerent testing strategies and hope that the
results are similar, or at least that any diﬀerences in the results are understandable. It is
also important to understand the economic content of the ﬁndings: explanations of the time-
series properties can give useful information for estimating structural models. Also discussed
in the next section is the use of robust methods for estimating structural equations: methods
that are not too sensitive to a broad range of time-series properties.
2.10 The structural time-series method
The ‘structural time series’ approach to modelling a univariate time series begins by estimat-
ing a general form that encompasses the alternatives of a stationary process; a diﬀerence-
stationary process; a linear trend-stationary process as well as a continuum of less smooth
deterministic trend series.19
19Multivariate structural time-series methods are also available as demonstrated by Harvey and Koopman
(1997) and Harvey (2002).
32Box D explains the general form of the ‘structural time series’ approach and how the
other processes can be derived as restricted versions of this general model.
The procedure for constructing a structural time series requires us to estimate time-
varying unobserved components. Hence structural time series models are estimated in state-
space form. In this exercise we shall show how to estimate such a model for South African
inﬂation, and how this model can be used to discriminate among diﬀerent forms of non-
stationarity.
Box D: The univariate structural time series model
McCallum (1993), Proietti (2002), and Harvey (1997) all explain the structural time
series approach and discuss its applicability to unit-root testing.
The essence of the general form that is used in structural time series approach can be
understood by considering the potentially trending series, µt, described by
µt = βµt−1 + γ0 + ηt (7)
where ηt is a normally distributed mean-zero process with a variance of σ2
η.T h i sm o d e l
generalises the three time series processes that standard unit root tests ﬁnd hard to
discriminate between. If 0 <β<1 but is close to 1, then µt will be a stationary,
near-unit root process; if β =1 , γ0 6=0and σ2
η =0 ,t h e nµt will be a linear time trend
and if β =1and σ2
η 6=0 ,t h e nµt w i l lb eau n i tr o o tp r o c e s s .
Model 0
The general form of a structural time series model can thus be described by the fol-
lowing three equations
yt = µt + ut (8)
µt = βµt−1 + γt−1 + ηt (9)
and
γt = βγt−1 + ςt (10)
where ςt, ηt and ut are normally distributed white noise processes, with means of zero




Using (8), (9) and (10) the process determining µt, the possible source of non-stationarity
in yt,c a nb ew r i t t e na s




t−1−kςk + ηt. (11)
This can be diﬀerenced to give
µt − βµt−1 = µt−1 − βµt−2 + ςt−1 + ηt − ηt−1. (12)
Using (11) and (12) we can show that how the general model 0 admits the diﬀerent
possibilities.
33Model I
If γ0 = σ2
η = σ2
ς =0and β<1, then we can write the model for µt as a non-
autoregressive stationary process
yt = µ0 + ut. (13)
Model II
If γ0 6=0 , σ2
η = σ2
µ =0and β =1then we can write the model for µt as a trend-
stationary process
yt = µ0 + γ0t + ut. (14)
Model III
If σ2
η 6=0 , σ2
ς =0and 0 <β<1 then we can write the trending process as an
auto-regressive but stationary
µt = βµt−1 + γ0 + ηt. (15)
Model IV
If σ2
η 6=0 , σ2
ς =0and β =1then we can write the trending process as a ﬁrst-order
diﬀerence-stationary
µt = µt−1 + γ0 + ηt. (16)
Model V
If σ2
η =0 , σ2
ς 6=0and 0 <β<1 then we can write the diﬀerence in the trending
process as an auto-regressive stationary







η =0 , σ2
ς 6=0and β =1 , then we can write the trending process as second-order
diﬀerence-stationary, also called an integrated random walk
µt − µt−1 = µt−1 − µt−2 + ςt−1. (18)
Note that this last, integrated random walk model, is equivalent to the Hodrick-Prescott







2.10.1 Estimating the structural time series model
2.10.1.1 Exercise Try estimating a general structural time series model as described in
Box D for our South African inﬂationary series and test down to one of the nested forms.
342.10.1.2 Instructions We need to ﬁrst write the general form of the structural time
series model in state space form. In the workﬁle window, type "sspace ssm1".A s t a t e
space object will open up. In this window, we type a model of the form described in Box D,
equations (8), (9) and (10), in EViews code
"@signal dsacpi= sv1+[var=c(1)∧2]"
"@state sv1 = c(4)*sv1(-1)+sv2(-1)+[var=c(2)∧2]"
"@state sv2 = c(4)*sv2(-1)+[var=c(3)∧2]"
"@param c(1) 0.001 c(2) 0.001 c(3) 0.001 c(4) 1".
The dependent variable in the @signal equation is something that we can observe, such as
inﬂation. It is modelled as a function of one or more unobservable variables, such as the
output gap. These are the ‘state’ variables and are modelled as being AR(1) processes in
the ‘state’ equation(s). The variable of interest is entered as the dependent variable in the
‘signal’ equation. sv1 and sv2 are the unobserved state variables, µt and ηt, respectively
from Box D. The parameters, c(1)∧2, c(2)∧2 and c(3)∧2 are the variances of the error
terms in the model, the parameters σ2
u, σ2
η and σ2
ς respectively from Box D. We have entered
some initial values for parameters with the last line using the @param command.
1. Estimate the general model for 1980:1 to 2001:4.
2. Go to the SSPACE object menu and click on estimate,c h e c kt h a tt h es a m p l es i z ei s
appropriate, and then press OK.
3. We can test that the estimate of the coeﬃcient c(4) is close to 1. This can be tested
by a Wald test by clicking on View, Wald coefficient tests and typing "c(4)=1".
4. If it is, and the null is accepted, then the value of c(4) can be imposed at one and the
model re-estimated. Click on Spec in the State Space Menu, and rewrite the model
with c(4) set equal to 1.
"@signal dsacpi= SV1+[var=c(1)∧2]"
"@state sv1 = sv1(-1)+sv2(-1)+[var=c(2)∧2]"
"@state sv2 = sv2(-1)+[var=c(3)∧2]"
"@param c(1) 0.001 c(2) 0.001 c(3) 0.001 c(4) 1".
The model can then be re-estimated as in step 2.
5 . T h en e x ts t e pi st ot e s ti ft h ev a r i a n c e sc(2)∧2 and c(3)∧2 are individually and jointly
diﬀerent from zero. Go to View, Wald coefficient tests and type "c(2)∧2=0" for
example. If a restriction is accepted that any variance is zero, this can be imposed by
rewriting the model without that error term, and re-estimating.
6. The z-statistic tests separately the hypothesis that the ﬁnal state values are 0. Our
interest here is to test whether the ﬁnal state vector of sv1 is zero, given that the
variance terms c(2)∧2 and c(3)∧2 are zero, as that would distinguish a stationary
process from a trend stationary process (see models I and II in Box D).
7. The estimation can be repeated using a diﬀerent maximum likelihood algorithm, or a
diﬀerent set of initial and parameter values.
35Sspace: SSMF1
Method: Maximum likelihood (Marquardt)
Included observations: 88
User prior mean: M
Convergence achieved after 15 iterations
Variable Coefficient Std. Error z-Statistic Prob.
C(1) 0.007 0.007 0.917 0.359
C(2) 0.002 0.002 0.919 0.358
C(3) 0 0.158 0 1
C(4) 1.003 0.038 26.672 0
Final State Root MSE z-Statistic Prob.
SV1 0.014 0.004 3.272 0.001
SV2 0 0 -1.111 0.267
Log likelihood 275.48 Akaike info criterion -6.17
Parameters 4 Schwarz criterion -6.057
Diffuse priors 2 Hannan-Quinn criter. -6.125
Figure 12: Estimation results for the structural time series model
2.10.1.3 Answer The estimates of the state-space model are reported in Figure 12.
They indicate that c(4) is extremely close to one. A Wald test accepts this null: the test
statistic is 0.005 and at one degree of freedom, this is only signiﬁcantly diﬀerent from one at
a 94% level.
We hence proceed by re-estimating with c(4) imposed as one, and test if the variance
t e r m si nt h es t a t ev a r i a b l ee q u a t i o n sa r ed i ﬀerent from zero. The Wald test of c(3)∧2=0 is
accepted at a 95% level, whilst that of c(2)∧2=0 is accepted only at a 31% level.20 Looking
at Box D, we conclude that South African inﬂation is ﬁrst-order diﬀerence-stationary with
no time trend.
2.10.1.4 Discussion There are many diﬀerent types of possible time-dependent processes,
many of which are not covered by the structural time series approach. If we suspect the
presence of these types of structural change, then a speciﬁc modelling procedure or robust
estimation procedure may be called for. These techniques are increasingly available.
The structural time series approach is estimated in state-space form using a maximum
likelihood procedure. When estimating state-space models it is important to make explicit
decisions about the choice of initial state values, variances and other parameter values, and
the numerical method used to maximise the log-likelihood. In our example, although the
ﬁnal parameter values were consistent across diﬀerent experiments, the procedure in EViews
only converged for some initial values. At the very least, some simple robustness checks
should be carried out.
20Harvey (2001) provides a formal means of testing these hypothesis.
36Here we can specify initial values for the state variables by adding the line "@mprior
M" at the end of the text speciﬁcation of the model, prior to estimation and pre-preparing
a vector M in the workﬁle with the initial state values entered in order. We can specify
initial values for the parameters by adding a expression " @ p a r a mc ( 2 )0c ( 3 )0 "to the
speciﬁcation of the model for example. These priors would be appropriate if we had some
information on these initial values, as opposed to ‘diﬀuse priors’21 or no information. If we
do not specify any values, EViews will set the initial values of the states and parameters to
be zero and the initial values of the state variances to be large.
2.10.2 Comparing non-stationary models in terms of in-sample forecasting
We have shown how the structural time series approach, by encompassing a variety of non-
stationary forms, can help us determine the form of non-stationarity.
Do the diﬀerences between these forms of non-stationary matter? To test this we are
going to estimate several restricted variants of the structural time series models on the same
South African data and compare the in-sample forecasts and residuals from each. Forecasts
can be compared in terms of average outcomes as well as distributional outcomes.
2.10.2.1 Exercise Starting from the state space model in question 2.10.1, estimate the
6 restricted variants, each corresponding to options 0, I, II, III, IV and V in Box D. In each
case write down the values for the estimated parameters and ﬁnal states. Then compare the
in-sample, 8-step ahead forecasts of the models from 1995:1 to 2001:4.
2.10.2.2 Instructions Follow the procedures outlined in question to estimate the gen-
eral model.
1. Having estimated the state space model, Go to Procs, Forecast.C h o o s ea nn-step
ahead forecast, where n is 8.
2. Solve for the sample 1995:1 2001:4.
3. Choose the initial states to be determined by EViews.
4. Let the solution name be "*_f".
5. Press OK.
6. To compare the 8-step ahead forecasts with actual inﬂa t i o ni ns a m p l e ,t y p e"plot
dsacpi dscapi_f" for the sample 1995:1 to 2001:4.
7. Then use Box D to describe how to impose in each restriction on the sspace window
test. Estimate the restricted model and then repeat the in-sample forecast exercise.
2.10.2.3 Answer Figure 13 compares the estimates of the diﬀerent nested forms in the
state-space model. The table conﬁrms that there is very little diﬀerence between models 0,
III and IV but the other models (I, II and VI) would be rejected against the most general
form III.
21See the footnote above on Bayesian methods and an explanation of diﬀuse priors.
37General General non- Trend Difference Stationary non- Integrated
stationary stationary stationary stationary autoregressive random walk
Model (Box F) III 0 II IV I VI
C(1) 0.0066 0.0064 0.0084 0.0066 0.0107 0.0069
C(2) 0.0022 -0.0026 * 0.0018 * *
C(3) 0 0 * * * -0.0005
C(4) 1.0027 * * * * *
Final State Final State Final StateFinal State Final State Final State
SV1 0.0139 0.0139 0.0158 0.0144 0.0274 0.0138
SV2 -0.0003 -0.0002 -0.0003 -0.0002 -0.0006
* coefficients restricted to be c(4)=1, c(.)=0 otherwise.
Figure 13: Results for the diﬀerent nested models in the state space estimation
The graphs will show that the 8 step-ahead forecasts produced by these models diﬀer
markedly. The linear time trend and non-autoregressive stationary model produce very
smooth forecasts. The integrated random walk could in principle also be smooth but is not
on this data set, as the variance of the state series is low relative to that of the signal, making
this forecast look like that of a Hodrick-Prescott ﬁlter with low smoothness.22 The random
walk model and the more general forms provide, not surprisingly very similar forecasts, as
the random walk model is accepted by the data as an admissible restriction of the general
model.
2.10.2.4 Discussion In this exercise we compared the mean in-sample forecast errors
from a set of univariate models at a two-year horizon. The forecasts diﬀered between the
models, but the very diﬀerent forecasts came from those that were empirically rejected.
There are many aspects to comparing forecast performance, even if, as in this section,
we are only concerned about the best univariate model on the basis of mean two-year ahead
outcomes. In particular we should assess models in terms of the variance and skewness in
errors as well as the mean, the eﬀects of estimation uncertainty, the appropriate horizons
and robustness to possible structural breaks.
A common practice in policy forecasting is to interpret the recent residuals of models as
evidence about the changing structure of the economy. In general this seems to work well, in
the sense that it reduces forecast errors. But we should be careful. The in-sample forecast
residuals of these models show that the residuals depend on estimation biases. For example,
inappropriately diﬀerencing a very stationary series can induce spurious cycles, as Nelson
and Kang (1981, 1984) showed. We should thus be careful that the shock identiﬁcation of
22A Hodrick-Prescott (HP) ﬁlter separates the cyclical component from the trend of a series by minimising
a weighted combination of the squared cyclical term (which moves around zero) and the squared change in
the slope of the trend term. The ‘smoothness’ increases with the relative weight on changes in the slope.
An advantage with them is that they have a stochastic but smooth trend which seems consistent with most
economists’ intuition. See Canova (1998) for further discussion.
38our models does not depend on an inappropriate treatment of possible non-stationarity in
estimating.
2.11 Multivariate unit root testing
Before we conclude this handbook, it is worth touching on a relatively underdeveloped but
potentially useful area of unit root testing: the multivariate approach to unit roots, as
explored by Hansen (1995). The motivation is that if we have data on a weakly exogenous
variable that aﬀects our variable of interest, then it could be eﬃcient to use this data in
testing the time series properties of our variable of interest in addition to working with
constants and time trends. In this exercise, we use world interest rates to help explain the
degree of stationarity of South African exchange rate depreciation.
Following Hansen, we can amend the standard Dickey-Fuller regression by allowing for
a strongly exogenous variable, xt, whose ﬁrst diﬀerence aﬀects the ﬁrst diﬀerence of our
variable of interest (yt). The tests available so far only apply if xt is weakly exogenous and
ﬁrst-order diﬀerence stationary.
The model can in general be written as
4yt = δyt−1 + c1 + c2t + c3 4 xt + c4 4 yt−1 + ... + et
and
4xt + et = b0 + b1 4 xt−1 + b2 4 xt−2 + vt.
In the more general covariate case, the distribution of the Augmented Dickey-Fuller statistic
depends crucially on the relationship between et and vt. The test therefore begins by calcu-
lating a sample measure of ρ, the correlation between the sample measures of the residuals
et and vt. Given this correlation, the second step is to choose the appropriate asymptotic
critical values of the covariate Dickey-Fuller statistic.
However before calculating the correlation coeﬃcient, the residuals need to be ﬁltered for
s e r i a lc o r r e l a t i o n .W ec a nu s ea ne s t i m a t o ro ft h ev a r i a n c ec o v a r i a n c em a t r i xt h a ta t t e m p t s
to correct for serial correlation of an unknown form by creating a weighted sum of past and
current residual covariances. To implement this we need to choose the distribution of the
weights on the lagged covariances, and the truncation lag beyond which weights are zero.
Newey and West (1987) suggest we choose the truncation lag on the basis of the (ﬁxed)
formula as the integer ﬂoor23 of (4( T
100)
2
9)w h e r eT is the sample size. One possible choice
for weights is the Bartlett kernel which weights the estimate from the jth previous lag by
1 −
j
q, with q being the truncation lag.24
2.11.1 Exercise
Carry out the multivariate test on the rate of rand depreciation versus the dollar (dexdolld)
since 1990. Use the lagged interest rate diﬀerential of South African bonds of three month
23The integer ﬂoor of a number is the largest integer that is not greater than it. For example the integer
ﬂoor of both 4.1 and 4 is 4. The integer ﬂoor of -3.2 is -4.
24Although these formulae seem complicated, the numbers they imply are straightforward. The ﬁxed
trunctation lag formula gives a truncation of 3 for samples of 28 to 54 observations, and 4 for 55 to 170
observations. For samples of 55 to 170 observations, the Bartlett weights are then 1, 0.75, 0.5, 0.25 and 0
for lags of 0 down to 4.
39maturity with respect to US bonds of the same maturity (usprmi(-1)-escomi(-1))a st h e
explanatory exogenous variable.
2.11.2 Instructions
1. Set the sample as 1990:1 2001:4, by typing "Smpl 1990:1 2001:4" in the workﬁle
window.
2. Regress dexdolld on log(exdolld), a constant, a time trend and the interest rate
diﬀerential, (usprmi(-1)-escomi(-1)) for the sample, by typing
"ls dexdolld log(exdolld(-1)) c @trend(90:1) (usprmi(-1)-escomi(-1))"
as the next line.
3. Generate the residual and call it e with the command "genr e=resid".
4. The second step is to take the residual and use this in a regression of the interest rate
diﬀerential on a constant and its lagged values.
5. Type "ls (e+usprmi(-1)-escomi(-1)) c (usprmi(-2)-escomi(-2))".
6. Generate the residual and call it v with the command "genr v=resid".
7. Then open and run the program, cadftest.prg, which applies the ﬁlter to the two
residual series and calculates the correlation coeﬃcient as rhosqrd.
8. After noting the value of rhosqrd, run the covariate Augmented Dickey-Fuller Regres-
sion by typing "ls dlog(exdolld) c (usprmi(-1)-escomi(-1)) log(exdolld(-1))
@trend(90:1)".
9. The Dickey-Fuller t-statistic, the t-statistic on log(exdolld(-1)), can be compared to
the appropriate critical value from Table 14.
2.11.3 Answer
The calculated value of rhosqrd is 0.105. Looking at Table 14, the appropriate critical value
for a detrended Augmented Dickey-Fuller regression is −2.31 at 5% level of signiﬁcance. The
sample t-statistic is −2.25,i n d i c a t i n gt h a tw ew o u l dn a r r o w l ya c c e p tt h en u l lo fu n i tr o o ti n
South African exchange rate depreciation on the basis of this test.
2.11.4 Discussion
The results indicate that the depreciation of the South African Rand is ﬁrst-order diﬀerence
stationary, even when we allow for a time trend. Information on the previous quarter’s
interest rates were used to make this test more eﬃcient, and for the critical values to be
a p p r o p r i a t ew eh a dt oa s s u m et h a ti n t e r e s tr a t ed i ﬀerential was stationary and weakly ex-
ogenous to current depreciation.
40Rhosqrd 1% 5% 10% 1% 5% 10% 1% 5% 10%
1 -2.57 -1.94 -1.62 -3.43 -2.86 -2.57 -3.96 -3.41 -3.13
0.9 -2.57 -1.94 -1.61 -3.39 -2.81 -2.5 -3.88 -3.33 -3.04
0.8 -2.57 -1.94 -1.6 -3.36 -2.75 -2.46 -3.83 -3.27 -2.97
0.7 -2.55 -1.93 -1.59 -3.3 -2.72 -2.41 -3.76 -3.18 -2.87
0.6 -2.55 -1.9 -1.56 -3.24 -2.64 -2.32 -3.68 -3.1 -2.78
0.5 -2.55 -1.89 -1.54 -3.19 -2.58 -2.25 -3.6 -2.99 -2.67
0.4 -2.55 -1.89 -1.53 -3.14 -2.51 -2.17 -3.49 -2.87 -2.53
0.3 -2.52 -1.85 -1.51 -3.06 -2.4 -2.06 -3.37 -2.73 -2.38
0.2 -2.49 -1.82 -1.46 -2.91 -2.28 -1.92 -3.19 -2.55 -2.2
0.1 -2.46 -1.78 -1.42 -2.78 -2.12 -1.75 -2.97 -2.31 -1.95
Source: Hansen (1995), page 1155.
No constant, no trend Constant only Constant and trend
Figure 14: Critical values for the Dickey-Fuller tests
It is possible that xt may be related yt in levels; in our example that the interest rate
diﬀerential is ﬁrst order diﬀerence stationary but still related to the exchange rate depreci-
ation. In this case the test can be rewritten to relate to the cointegration between the two
series.
We can write the covariate augmented Dickey-Fuller regression with the new dependent





4zt = δzt−1 +b b 4 xt + et.
T h em u l t i v a r i a t eu n i tr o o tt e s tc a na p p l yh e r ep r o v i d i n gt h a txt is cointegrated with yt with a
known coeﬃcient β, and as long as xt remains weakly exogenous with respect to the long-run
parameters in the equation of interest. In this case, interpretation is more complicated, in
that we are testing the null that the relationship between xt and yt with a given coeﬃcient is
I(1) rather than I(0). Acceptance of the null would only indicate that yt is not cointegrated
with xt for that coeﬃcient.
41B o xE :N o n l i n e a ru n i tr o o tt e s t i n g
One possible problem for unit root testing is nonlinearity. This can manifest itself in
m a n yw a y s ,b u tt h em o s to b v i o u sa r et i m es e r i e sp r o c e s s e sw h i c ha r es u b j e c tt os o m e
sort of threshold eﬀect. Perhaps the exchange rate is allowed by the monetary authority
to vary without intervention until it reaches some level at which they feel uncomfortable
and therefore act. This could mean that the exchange rate could locally display unit
root behaviour, but is bounded–or at the very least behaves diﬀerently–above or
below some given level. There is clearly no unit root for a time series where such
interventions occur. As the sample period increases, the probability of the bounds
being reached goes to 1. However, in ﬁnite samples the bound may not have been
reached, or rarely reached, in which case a unit root test might be dominated by
stretches of observed data apparently consistent with the null.
It is therefore natural to generalise the testing framework to include possible nonlinear
eﬀects. A modiﬁed DF test statistic is
∆yt = −αf(yt−1) (19)
where f(·) is some appropriate nonlinear function. A signiﬁcant value of α would reject
the null of no unit root. There are two immediate diﬃculties.
The ﬁrst is what is an appropriate nonlinear function? Blake and Kapetanios (2003)
appeal to a very diﬀerent literature, the neural network literature, to ﬁnd one. Neural
networks often use the logistic function
f(yt−1)=1 /(1 + e
−βyt−1) (20)
for some value of β. This turns out to be very powerful, and it can be shown that
networks of this type of function can approximate nonlinear functions arbitrarily well
(see Cybenko, 1989). Many other functions are equally good, and Blake and Kapetanios
(2003) discuss others that turn out to be more convenient in practice. The second
problem is the familiar one that critical values are non-standard, but that appropriate
ones can be found by a variety of analytic and statistical techniques.
It remains to be seen how important nonlinearities are for unit root testing. Blake and
Kapetanios (2003) show that for a variety of models, unit roots are too often accepted
when the underlying process is actually nonlinear. Much more emprirical work needs
to be done: we need to establish conditions where we really have found a unit root
instead of one where we should actually use a nonlinear model.
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45A Lag Operators and Time Series
The lag operator, L,t a k e st h eﬁrst lag of a time series, i.e. it is deﬁned as Lxt = xt−1.W ec a n
use higher ‘powers’ of it in a natural way. For example, L2xt = L(L(xt)) = L(xt−1)=xt−2
and more generally, Lnxt = xt−n. These powers behave in the same way that we are used
to in basic algebra, so we can deﬁne polynomials in the lag operator (deﬁning, as you would
expect, L0 =1 , i.e. L0xt = xt).25 As an example, consider the univariate ARMA(2,2) model
yt = αyt−1 + βyt−2 + γεt−1 + δεt−2 + εt
where {yt} is a time series, α, β, γ and δ are (scalar) coeﬃcients and {εt} is a series of
shocks. In lag operator notation this can be written as
A(L)yt = B(L)εt (21)
where
A(L)=1− αL − βL
2 and B(L)=1+γL+ δL
2
are polynomials in L. A useful property of these polynomials is that we can manipulate
them algebraically, in particular we can divide one polynomial by another. So, we can
represent (21) as either an MA process: yt = A−1(L)B(L)εt or an autoregressive process:
B−1(L)A(L)yt = εt.26
A.1 Unit Roots
We have yet to deﬁn ew h a tw em e a nb yau n i tr o o to rt h ei n v e r s eo fap o l y n o m i a li nt h el a g
operator. We can factorise the equation B(L)yt =0into (1−λ1L)(1−λ2L)...(1−λnL)yt =0
where n is the order of B(L) and the λi’s are the roots of B(L). If the polynomial is of degree
2 or higher some of the roots may be complex. If some of them are, yt will exhibit a cycle.
If any of the roots have a modulus less than one, yt will explode and if any have a modulus
equal to one shocks to yt will persist for ever. The situation where one of the roots equals
o n ei sw h e r et h et e r m‘ u n i tr o o t ’c o m e sf r o m .I ns u m m a r y ,i fa l lt h er o o t sa r eg r e a t e rt h a n
one in modulus, the series is stationary, otherwise it is not. If it has n r o o t sl e s st h a no r
equal to one we say that it is integrated of order n and write yt ∼ I(n).I nt h a tc a s ew ew i l l
need to diﬀerence it n times to achieve stationarity.
25It is instructive to think about the lag operator as the ‘rule’ of a function. A function requires two sets
and a rule. The rule maps each element of one set (the domain) onto a single element of the other set (the
range or co-domain). Frequently the two sets are the same, indeed the term ‘operator’ usually means that
the function maps a set on to itself, but they do not need to be. A time series is a sequence of observations
(typically of a variable or a vector of variables), indexed by time, which we denote by {xt}.T h el a go p e r a t o r
maps one time series onto another. When we think about time series as practical economists, we almost
always think of them as eﬀectively stretching inﬁnitely far into the past and the future. Essentially, we are
assuming that any initial and terminal conditions are too far away to have any inﬂuence on the series. But
when creating time series in EViews, we have to be more careful. That is why in some of the questions we
need to move the sample forward in order to have a correctly deﬁned domain. (See for example, question 1
in this handbook). For much more complete and rigorous discussions of lag operators see Sargent (1987) or
Hamilton (1994).
26This may seem unfamiliar but note that it can be rewritten as yt+(B−1(L)A(L)−1)yt = εt.S u b t r a c t i n g




,d e m o n s t r a t i n g
that yt is a function of its past values.
46Inverting B(L) is possible for a stationary series. In that case B−1(L)=( 1−λ1L)−1(1−
λ2L)−1...(1−λnL)−1. We can do this because, if the λi’s all have a modulus of greater than
1 (which is necessary for stationarity) this is equal to an inﬁnite order polynomial. We do
n o th a v et h es p a c et og oi n t om o r ed e t a i l s ,b u tS a r g e n t( 1 9 8 7 )a n dH a m i l t o n( 1 9 9 4 )b o t h
provide full details.
Use of lag operators may become clearer with an example. Consider the AR(2) process
yt =0 .7yt−1 +0 .3yt−2 + εt
or, in lag operator notation
A(L)yt = εt with A(L)=1− 0.7L − 0.3L
2.
Now 1 − 0.7λ − 0.3λ
2 = −(λ − 1)(0.3λ +1 )and therefore has roots of λ =1and λ = −31
3.
The λ’s are the roots of the polynomial.27 One of the roots is equal to one, so the series is
an I(1) variable. (You can easily check that it is a non-stationary variable by experimenting
in EViews.)
A.2 Systems of Equations
We can generalise univariate times series into multivariate settings. So an AR process be-
comes a VAR, an ECM a VECM etc. In the same way we can generalise lag polynomials
into multivariate settings. In this case, the variables become vectors of variables and the
coeﬃcients become matrices of coeﬃcients. Take a simple VAR with one lag as an example
xt = αxt−1 + βyt−1 + εxt
yt = γxt−1 + δyt−1 + εyt.



















We can manipulate the matrix polynomials in much the same way as the scalar polynomials
discussed above. However, we will not go into further details here.
27We need to go via the λ’s rather than simply saying 1 − 0.7L − 0.3L2 =0because this would only hold
if L were a number, whereas it is an operator.
47dsacpi lsacpi sacpi dsacpi lsacpi sacpi dsacpi lsacpi sacpi
1970 Q1 4.60517 100 1981 Q1 0.026748 5.712658 302.6744 1991 Q4 0.042576 7.179868 1312.736
1970 Q2 0.011091 4.616261 101.1152 1981 Q2 0.021904 5.734562 309.3774 1992 Q1 0.032911 7.21278 1356.658
1970 Q3 0.010708 4.626969 102.2038 1981 Q3 0.047857 5.782419 324.5434 1992 Q2 0.03507 7.247849 1405.08
1970 Q4 0.008528 4.635497 103.0791 1981 Q4 0.031892 5.814311 335.0605 1992 Q3 0.032465 7.280314 1451.444
1971 Q1 0.008969 4.644466 104.0078 1982 Q1 0.02718 5.841491 344.2924 1992 Q4 0.017757 7.298071 1477.447
1971 Q2 0.026433 4.670899 106.7937 1982 Q2 0.041351 5.882843 358.8278 1993 Q1 0.022164 7.320234 1510.558
1971 Q3 0.015531 4.68643 108.4653 1982 Q3 0.027791 5.910634 368.94 1993 Q2 0.042177 7.362412 1575.632
1971 Q4 0.013606 4.700036 109.9511 1982 Q4 0.033271 5.943905 381.4215 1993 Q3 0.017261 7.379673 1603.065
1972 Q1 0.010084 4.71012 111.0655 1983 Q1 0.029867 5.973772 392.9853 1993 Q4 0.016428 7.396101 1629.618
1972 Q2 0.014938 4.725058 112.737 1983 Q2 0.027392 6.001164 403.8986 1994 Q1 0.022465 7.418565 1666.641
1972 Q3 0.024411 4.749469 115.5229 1983 Q3 0.019813 6.020977 411.9809 1994 Q2 0.017938 7.436503 1696.807
1972 Q4 0.020685 4.770154 117.9374 1983 Q4 0.021945 6.042922 421.1217 1994 Q3 0.035685 7.472189 1758.451
1973 Q1 0.028213 4.798367 121.3122 1984 Q1 0.023659 6.066581 431.2039 1994 Q4 0.013868 7.486056 1783.006
1973 Q2 0.021343 4.81971 123.9292 1984 Q2 0.036107 6.102688 447.0578 1995 Q1 0.019927 7.505983 1818.892
1973 Q3 0.019564 4.839274 126.3776 1984 Q3 0.028966 6.131654 460.1968 1995 Q2 0.020569 7.526552 1856.693
1973 Q4 0.026257 4.865531 129.7398 1984 Q4 0.030369 6.162023 474.3867 1995 Q3 0.002757 7.529309 1861.818
1974 Q1 0.020088 4.885619 132.3724 1985 Q1 0.04181 6.203833 494.6414 1995 Q4 0.009266 7.538574 1879.149
1974 Q2 0.031096 4.916715 136.5532 1985 Q2 0.043913 6.247746 516.8464 1996 Q1 0.022028 7.560602 1921.002
1974 Q3 0.042554 4.959268 142.4895 1985 Q3 0.032403 6.280149 533.8682 1996 Q2 0.01387 7.574472 1947.831
1974 Q4 0.030732 4.990001 146.9365 1985 Q4 0.045491 6.32564 558.715 1996 Q3 0.023263 7.597735 1993.676
1975 Q1 0.032261 5.022261 151.7541 1986 Q1 0.057595 6.383235 591.839 1996 Q4 0.023 7.620735 2040.062
1975 Q2 0.028883 5.051144 156.2011 1986 Q2 0.033993 6.417228 612.3032 1997 Q1 0.021053 7.641788 2083.467
1975 Q3 0.028072 5.079216 160.6481 1986 Q3 0.043251 6.460478 639.3669 1997 Q2 0.017924 7.659712 2121.147
1975 Q4 0.020449 5.099665 163.967 1986 Q4 0.042012 6.50249 666.7999 1997 Q3 0.016387 7.676099 2156.192
1976 Q1 0.022297 5.121963 167.6641 1987 Q1 0.039315 6.541805 693.5371 1997 Q4 0.011784 7.687883 2181.751
1976 Q2 0.035737 5.1577 173.7644 1987 Q2 0.036051 6.577856 718.9963 1998 Q1 0.017598 7.705481 2220.485
1976 Q3 0.027284 5.184984 178.5706 1987 Q3 0.033492 6.611348 743.4845 1998 Q2 0.021483 7.726964 2268.705
1976 Q4 0.021506 5.20649 182.4526 1987 Q4 0.045435 6.656782 778.0435 1998 Q3 0.01921 7.746175 2312.708
1977 Q1 0.027974 5.234464 187.6285 1988 Q1 0.035572 6.692354 806.2182 1998 Q4 0.01313 7.759304 2343.274
1977 Q2 0.029128 5.263592 193.1742 1988 Q2 0.023049 6.715403 825.0165 1999 Q1 0.016395 7.775699 2382.008
1977 Q3 0.026442 5.290034 198.3502 1988 Q3 0.026414 6.741817 847.0988 1999 Q2 0.018956 7.794655 2427.593
1977 Q4 0.016636 5.30667 201.6776 1988 Q4 0.027384 6.769202 870.6165 1999 Q3 0.016898 7.811553 2468.962
1978 Q1 0.020098 5.326769 205.772 1989 Q1 0.028334 6.797535 895.637 1999 Q4 0.012726 7.824279 2500.581
1978 Q2 0.016029 5.342798 209.0969 1989 Q2 0.035566 6.833102 928.0648 2000 Q1 0.020856 7.845134 2553.281
1978 Q3 0.052485 5.395283 220.3644 1989 Q3 0.030291 6.863393 956.6073 2000 Q2 0.025171 7.870305 2618.364
1978 Q4 0.01745 5.412732 224.2435 1989 Q4 0.026445 6.889838 982.2422 2000 Q3 0.018545 7.88885 2667.375
1979 Q1 0.024411 5.437144 229.7849 1990 Q1 0.035315 6.925153 1017.55 2000 Q4 0.010515 7.899365 2695.569
1979 Q2 0.028487 5.46563 236.4248 1990 Q2 0.031687 6.95684 1050.309 2001 Q1 0.019074 7.918439 2747.478
1979 Q3 0.058461 5.524091 250.6583 1990 Q3 0.03105 6.98789 1083.433 2001 Q2 0.015228 7.933667 2789.637
1979 Q4 0.021161 5.545252 256.019 1990 Q4 0.038555 7.026445 1126.02 2001 Q3 0.014348 7.948015 2829.952
1980 Q1 0.020508 5.56576 261.3237 1991 Q1 0.035008 7.061453 1166.139 2001 Q4 0.011756 7.959771 2863.416
1980 Q2 0.032283 5.598042 269.8975 1991 Q2 0.039314 7.100767 1212.897
1980 Q3 0.042931 5.640973 281.7368 1991 Q3 0.036525 7.137292 1258.017
1980 Q4 0.044937 5.68591 294.6859
Figure 15: Example South African dataset





The CCBS has continued to add new titles to this series, initiated in 1996. The first 14 
are available in Russian, and the first eleven in Spanish. 
 
No Title Author 
 
1  Introduction to monetary policy  Glenn Hoggarth 
2  The choice of exchange rate regime  Tony Latter 
3  Economic analysis in a central bank: models 
versus judgement 
Lionel Price 
4  Internal audit in a central bank  Christopher Scott 
5  The management of government debt  Simon Gray 
6  Primary dealers in government securities 
markets 
Robin McConnachie 
7  Basic principles of banking supervision  Derrick Ware 
8  Payment systems  David Sheppard 
9  Deposit insurance  Ronald MacDonald 
10  Introduction to monetary operations – revised, 
2
nd edition 
Simon Gray and 
Glenn Hoggarth 
11  Government securities: primary issuance  Simon Gray 
12  Causes and management of banking crises  Tony Latter 
13  The retail market for government debt  Robin McConnachie 
14  Capital flows  Glenn  Hoggarth and 
Gabriel Sterne 
15  Consolidated supervision  Ronald MacDonald 
16  Repo of Government Securities  Simon Gray 
17  Financial Derivatives  Simon Gray and 
Joanna Place 
18  The Issue of Banknotes*   Peter Chartres 
19  Reserves Management  John Nugee 
20  Basic Bond Analysis  Joanna Place 
21  Banking and Monetary Statistics  John Thorp and 
Philip Turnbull 
22  Unit Root Testing to Help Model Building  Lavan Mahadeva 
and Paul Robinson 
23  Consumption Theory  Emilio Fernandez-
Corugedo  
 
* Withdrawn from publication. An updated version will be released in due course 
 
All CCBS Handbooks can be downloaded from our website 
www.bankofengland.co.uk/ccbshand.htm  
 
Handbooks: Lecture series 
 
As financial markets have become increasingly complex, central bankers' demands for 
specialised technical assistance and training has risen.  This has been reflected in the 
content of lectures and presentations given by CCBS and Bank staff on technical 
assistance and training courses.  In 1999 we introduced a new series of Handbooks: 
Lecture Series.  The aim of this new series is to make available to a wider audience 
lectures and presentations of broader appeal. The following are available: 
 
No Title Author 
 
1  Inflation Targeting: The British Experience  William A Allen 
2  Financial Data needs for Macroprudential Surveillance - 
What are the key indicators of risks to domestic 
Financial Stability? 
E Philip Davis 
3  Surplus Liquidity: Implications for Central Banks  Joe Ganley 
4  Implementing Monetary Policy   William A Allen 
 
 
Handbooks: Research Series 
 
The CCBS begun, in March 2001, to publish Research Papers in Finance.  One is 
available now, and others will follow. 
 
No Title Author 
 





















The CCBS also aims to publish the output from its Research Workshop projects and 
other research.  The following is a list of books published or commissioned by CCBS:- 
 
Richard Brearley, Alastair Clarke, Charles Goodhart, Juliette Healey, Glenn Hoggarth, 
David Llewellyn, Chang Shu, Peter Sinclair and Farouk Soussa (2001):  Financial 
Stability and Central Banks – a global perspective, Routledge. 
 
Lavan Mahadeva and Gabriel Sterne (eds) (October 2000):  Monetary Frameworks in a 
Global Context, Routledge.  (This book includes the report of the 1999 Central Bank 
Governors symposium and a collection of papers on monetary frameworks issues 
presented at a CCBS Academic Workshop). 
 
Liisa Halme, Christian Hawkesby, Juliette Healey, Indrek Saapar and Farouk Soussa 
(May 2000):  Financial Stability and Central Banks:  Selected Issues for Financial 
Safety Nets and Market Discipline, Centre for Central Banking Studies, Bank of 
England*. 
 
E. Philip Davis, Robert Hamilton, Robert Heath, Fiona Mackie and Aditya Narain (June 
1999):  Financial Market Data for International Financial Stability, Centre for Central 
Banking Studies, Bank of England*. 
 
Maxwell Fry, Isaack Kilato, Sandra Roger, Krzysztof Senderowicz, David Sheppard, 
Francisio Solis  and John Trundle (1999):  Payment Systems in Global Perspective, 
Routledge. 
 
Charles Goodhart, Philipp Hartmann, David Llewellyn, Liliana Rojas-Suárez and Steven 
Weisbrod (1998): Financial Regulation; Why, how and where now?  Routledge. 
 
Maxwell Fry, (1997):  Emancipating the Banking System and Developing Markets for 
Government Debt, Routledge. 
 
Maxwell Fry, Charles Goodhart and Alvaro Almeida (1996):  Central Banking in 
Developing Countries; Objectives, Activities and Independence, Routledge. 
 
Forrest Capie, Charles Goodhart, Stanley Fischer and Norbert Schnadt  (1994):  The 
Future of Central Banking;  The Tercentenary Symposium of the Bank of England, 
Cambridge University Press. 
 
 
*These are free publications which are posted on our web site and can be 
downloaded. 