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Abstract
This paper consider a two-stage (or inner/outer) strategy for waveform relaxation (WR) iterations, applied
to initial value problems for linear systems of ordinary di3erential equations (ODEs) in the form y˙(t) +
Qy(t)=f(t). Outer WR iterations are de:ned by y˙ k+1(t)+Dyk+1(t)=N1yk(t)+f(t), where Q=D−N1, and
each iteration yk+1(t) is computed using an inner iterative process, based on an other splitting D =M − N2.
Each ODE is then discretized by means of Theta method. For an M -matrix Q we prove that the method
converges under the assumption that the whole splitting Q = M − N1 − N2 is an M -splitting, independently
of the number of inner iterations. Moreover, some comparison results are given in order to relate the ratio
of convergence of the whole inner/outer process both to the number of inner iterations actually done and to
discretization parameters h and 
. Finally numerical experiments are presented.
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Keywords: Waveform relaxation; Two-stage; Inner/outer; Theta method; Convergence analysis; Comparison theorems
1. Introduction
In the early 1980s waveform relaxation (WR) methods were developed in order to numerically
solve systems of ordinary di3erential equations (ODEs) of huge dimensions, originally in the :eld
of simulation of very large scale integrated (VLSI) circuits. Due to the sti3 nature of these systems,
the aim of the introduction of WR methods was that of keeping computational e3ort at a lower level
by decoupling the original system in smaller and simpler subsystems.
Similarly to iterative methods for linear algebraic systems, WR methods decouple the origi-
nal system in smaller subsystems or single components (continuous-time waveforms), solve them
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numerically by means of some integration scheme (discrete-time waveforms), and then improve
accuracy by iterating solutions (relaxation) [16].
Due to the iterative nature of WR methods, much attention has been devoted to convergence
analysis of continuous-time [7–10] and discrete-time [1,3,4,13] WR iterations.
Consider, for instance, an initial value problem (IVP) for a linear system of ODEs in the form
{
y˙(t) + Qy(t) = f(t);
y(t0) = y0;
(1)
where t ∈ [t0; T ], Q is an m×m nonsingular matrix and f(t) : [t0; T ]→ Rm is supposed continuous.
A very attractive way for studying convergence of discretized WR iterations applied to (1) makes
use of the same theory for convergence of iterative methods for a linear algebraic system
Qx = b: (2)
In [4,13] this kind of analysis was held for the case in which Q is M -matrix, whereas in [3] the
analysis was restricted to consistently ordered matrices.
Given a splitting Q=M −N , an iterative method for the solution of (2) is obtained by repeatedly
solving the simpler systems Mx(k+1) = Nx(k) + b. These outer iterations can be themselves solved
iteratively, by using an other splitting M = D − C, and inner iterations are generated in the form
Dz(v+1) = Cz(v) + Nx(k) + b in order to compute x(k+1). This procedure is often called two-stage or
inner/outer iterative method [11]. In [5] convergence of two-stage iterative methods has been inves-
tigated, and some important relationships between the number of inner iterations and convergence
properties of the global iterative process have been found.
A two-stage strategy can be easily adapted to WR methods: after a :rst decoupling (outer), each
subsystem of continuous-time WR iterations is decoupled again (inner) and solutions are iterated and
solved numerically, in a resulting method that we call two-stage (or inner/outer) waveform relaxation
(TSWR).
In order to investigate e3ectiveness of a two-stage approach for WR methods it is necessary to
set up some techniques for evaluating convergence rates for TSWR methods.
In Section 2 TSWR continuous-time iterations are de:ned and formulas for discretized iterations
resulting from application of Theta method are derived. By means of some manipulations, it is
derived an extremely compact recurrence relation for the sequence of approximations {ykn}k=0;1; :::
supplied by the method in each point tn of a grid in [t0; T ].
After recalling, in Section 3, some basic issues from the theory of iterative methods for linear
algebraic systems, Section 4 concerns analysis of convergence for discretized TSWR iterations;
suJcient conditions on inner and outer splittings are given in order to the whole process converges.
As main result of this section we prove that, under general conditions, the inner/outer iterative
process converges independently of the number of inner iterations actually computed.
In Section 5 we analyze the way in which the ratio of convergence depends both on the number
of inner iterations and on some discretization parameters, and comparison results are given. Finally
in Section 6 some numerical experiments are presented in order to show some of the theoretical
results.
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2. Two-stage waveform relaxation methods
Assume the matrix Q in (1) be partitioned in q× q blocks
Q =


Q1;1 Q1;2 : : : Q1; q
Q2;1 Q2;2 : : : Q2; q
...
...
. . .
...
Qq;1 Qq;2 : : : Qq;q


with square diagonal blocks Qi; i. Given nonsingular matrices Di of the same dimensions of the
corresponding Qi; i, consider the block diagonal matrix
D = diag(D1; D2; : : : ; Dq)
and the splitting Q=D−N1, with N1 partitioned as Q. Based on this splitting, WR continuous-time
iterations for (1) are de:ned as{
y˙ k+1(t) + Dyk+1(t) = N1yk(t) + f(t);
yk+1(t0) = y0;
(3)
for k =0; 1; : : : and t ∈ [t0; T ], where y0(t) is a starting solution (usually it is y0(t) ≡ y0, t ∈ [t0; T ]).
Iterations (3) are sometimes called dynamic iterations, as opposed to corresponding static iterations
involved in the solution of (2).
By considering the solution vector y(t) partitioned into the same manner as Q, i.e., y(t) =
(y(1)(t); y(2)(t); : : : ; y(q)(t)), with the vector y(i)(t) be the i –th block of y(t), WR continuous-time
iterations (3) can be rewritten as{
y˙k+1(i) (t) + Diy
k+1
(i) (t) = (N1y
k(t) + f(t))(i);
yk+1(i) (t0) = y(i)(t0);
(4)
i=1; 2; : : : ; q; k=0; 1; : : : and t ∈ [t0; T ]. In order to solve each (outer) subsystem in (4) and compute
continuous-time waveforms yk+1(i) (t), some other (inner) iterative WR processes, based on splittings
Di = KMi − KNi, i = 1; 2; : : : ; q, can be started and inner iterations are de:ned in the form{
z˙v+1(i) (t) + KMiz
v+1
(i) (t) = KNiz
y
(i)(t) + (N1y
k(t) + f(t))(i);
zv+1(i) (t0) = y
k
(i)(t0)
(5)
i=1; 2; : : : ; q; v=0; 1; : : : ; k=0; 1; : : : ; where z0(i)(t)=y
k
(i)(t) for t ∈ [t0; T ], and yk+1(i) (t) is taken as the
last member of the sequence of waveforms {zv(i)(t)}v=0;1; ::: (for notational convenience we suppressed
the dependence of zv(i)(t) on the outer iteration index k).
Inner iterations (5) can be carried out in the mode of correcting to convergence, i.e., until the
di3erence of two consecutive iterations is in some norm less than a given tolerance , or for a :xed
number of iterations. In the latter case the number of iterations may di3er for di3erent blocks i and
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for di3erent outer iterations k (nonstationary case). For simplicity, in this paper we will con:ne
ourselves to the case of a :xed number  of inner iterations (stationary case).
The aim of the introduction of two-stage strategy in WR methods is to enhance performance of
algorithms when executed on computer with parallel architecture. For instance, the whole system
could be :rst splitted in blocks by means of a pure parallel splitting (e.g., block Jacobi) in order to
assign each subsystem to a processor, and then resulting subsystems could be solved, each on their
own processor, by means of a more rapidly convergent splitting (e.g. Gauss–Seidel). Communication
needs result reduced with respect to the use of a complete parallel splitting such as Jacobi, with
advantage in the global eJciency of the method.
By considering block partitioned matrices M=diag( KM 1; KM 2; : : : ; KMq) and N2=diag( KN 1; KN 2; : : : ; KNq),
and by taking zv(t) = (zv(1)(t); z
v
(2)(t); : : : ; z
v
(q)(t))
, outer (4) and inner (5) iterations can be written
together in a more compact form as
Two-stage waveform relaxation continuous-time iterations
for k = 0; 1; : : :
z0(t) = yk(t)
for v= 0; 1; : : : ; − 1
z˙v+1(t) +Mzv+1(t) = N2zv(t) + N1yk(t) + f(t)
zv+1(t0) = yk(t0) = y0
end for
yk+1(t) = z(t)
end for
(6)
Given a stepsize h and an equally spaced grid {t0; t1; : : : ; tN} on [t0; T ], solve numerically each ODEs
system in (6) by applying the Theta method, which leads to discretized iterations
zv+1n+1 + h
Mz
v+1
n+1 = h
N2z
v
n+1 + h
N1y
k
n+1 + h
f(tn+1)
+zv+1n − h(1− 
)[Mzv+1n − N2zvn − N1ykn − f(tn)]; (7)
where zvn and y
k
n are approximations for z
v(tn) and yk(tn), respectively. Discretized iterations (7) can
be written in a more compact formulation as
zv+1n+1 =BMz
v+1
n + h(1− 
)(I + h
M)−1[N2zvn + N1ykn + f(tn)]
+h
(I + h
M)−1[N2zvn+1 + N1y
k
n+1 + f(tn+1)]];
where I is the identity matrix and BM = (I + h
M)−1(I − h(1 − 
)M). By putting bn(v; k) = (I +
h
M)−1[N2zvn + N1ykn + f(tn)], TWSWR Theta (TSWR-Theta) iterations can be formulated as the
discrete analogue of continuous-time TSWR iterations (6) in the form
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Two-stage waveform relaxation theta method iterations
for k = 0; 1; : : :
z0n = y
k
n; n= 0; 1; : : : ; N
for v= 0; 1; : : : ; − 1
zv+10 = y
k
0 = y0
for n= 0; 1; : : : ; N − 1
zv+1n+1 = BMz
v+1
n + h(1− 
)bn(v; k) + h
bn+1(v; k)
end for
end for
yk+1n = z

n; n= 0; 1; : : : ; N
end for
(8)
For each v (and k), the solution of the di3erence equation, with respect to the index n, generating
in (8) the sequence of inner approximations {zv+10 ; zv+11 ; : : : ; zv+1N } at grid points {t0; t1; : : : ; tN}, can
be given by means of the following lemma [4].
Lemma 1. Given an m×m real matrix B and a sequence {bn}n∈N of vectors in Rm, for any h¿ 0
and 
¿ 0 the solution of the di9erence equation
an+1 = Ban + h(1− 
)bn + h
bn+1
can be expressed in the form
an = Bna0 + h(1− 
)Bn−1b0 + h
n−1∑
j=1
Bj−1Pbn−j + h
bn;
where P = (1− 
)I + 
B.
By putting PM = (1 − 
)I + 
BM = (I + h
M)−1, and applying Lemma 1 to (8), sequence
{zv+1n }n=1;2; :::;N results to be generated from
zv+1n = B
n
Mz
v+1
0 + h(1− 
)Bn−1M b0(v; k) + h
n−1∑
j=1
Bj−1M PMbn−j(v; k) + h
bn(v; k):
Since zv+10 =y
k
0 =y0, by replacing each b‘(v; k) with its expression, and reordering some terms, we
are able to write each zv+1n in terms of the previously computed value z
v
n, according to the recurrence
relation
zv+1n = Gz
v
n + Ly
k
n + h
n−1∑
j=1
Bj−1M P
2
M (N2z
v
n−j + N1y
k
n−j) + gn; (9)
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where G and L are matrices given by
G = (I + h
M)−1h
N2; L= (I + h
M)−1h
N1 (10)
and
gn = (BnM + h(1− 
)Bn−1M PM (N1 + N2))y0 + h
n−1∑
j=1
Bj−1M P
2
Mf(tn−j)
+h(1− 
)Bn−1M PMf(t0) + h
PMf(tn):
By writing Kz vn =[z
vT
1 ; z
vT
2 ; : : : ; z
vT
n ]
T, Kykn=[y
kT
1 ; y
kT
2 ; : : : ; y
kT
n ]
T and Kgn=[gT1 ; g
T
2 ; : : : ; g
T
n ]
T, and by putting
Gn =


G
hP2MN2 G
hB1MP
2
MN2 hP
2
MN2 G
...
...
...
. . .
hBn−2M P
2
MN2 hB
n−1
M P
2
MN2 : : : hP
2
MN2G


and
Ln =


L
hP2MN1 L
hB1MP
2
MN1 hP
2
MN1 L
...
...
...
. . .
hBn−2M P
2
MN1 hB
n−1
M P
2
MN1 : : : hP
2
MN1L


we can write (9) in the more compact form
Kz v+1n = Gn Kz
v
n +Ln Ky
k
n + Kgn: (11)
For a :xed number  of inner iterations, the solution of (11) is given by
Kz n = G

n Kz
0
n +
−1∑
v=0
GvnLn Ky
k
n +
−1∑
v=0
Gvn Kgn
from which we can easily extract the last block component of Kzn in order to obtain a general
expression for approximations zn at tn in the form
zn = G
z0n +
n−1∑
j=1
G[]n; jz
0
j +
−1∑
v=0

GvLykn + n−1∑
j=1
n∑
‘=1
G[v]n;‘L‘; jy
k
j

+ −1∑
v=0

Gvgn + n−1∑
j=1
G[v]n; jgj

 ;
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where with G[v]n; j and Ln; j we indicated the (n; j)-blocks of G
v
n and Ln, respectively. Since z
0
n = y
k
n
and yk+1n = z

n, by putting
T = G +
−1∑
v=0
GvL; S =
−1∑
v=0
Gv; (12)
we can write a general recurrence relation, on index k, for the computation of the sequence of the
outer approximations {ykn}k=0;1; :::, at the same grid point tn, as
yk+1n = Ty
k
n + Sgn + p;n(k); (13)
where p;n(k) depends on values ykj only at previous grid points {t0; t1; : : : ; tn−1} according
p;n(k) =
n−1∑
j=1
G[]n; jy
k
j +
−1∑
v=0
n−1∑
j=1
n∑
‘=1
G[v]n;‘L‘; jy
k
j +
−1∑
v=0
n−1∑
j=1
G[v]n; jgj:
The above manipulations change the way in which TSWR-Theta method is described and imple-
mented. While in (8) discrete approximations {yk+10 ; yk+11 ; : : : ; yk+1N } for the continuous-time wave-
form yk+1(t) are computed on the whole grid {t0; t1; : : : ; tn−1} based only on numerical approxima-
tions for yk(t), in (13) an iterative process is carried out at each grid point tn in order to compute the
sequence of the approximated iterations {y0n; y1n; : : : ; ykn} at the same grid point tn. Once convergence
has been reached at tn, the whole process is then moved to the next grid point tn+1.
Representation (13) of TSWR-Theta method, which is mathematically equivalent to (8), is not
useful from a computational point of view since it requires, in order to compute the sequence of
approximations {y0n; y1n; : : : ; ykn} at a grid point tn, the storing of all the old values y‘j , for j =
0; 1; : : : ; n− 1 and ‘ = 0; 1; : : : ; k. However it is useful for theoretical reasons, since it makes easier
to carry out convergence analysis for TSWR-Theta method in each grid point tn, based on the study
of convergence properties of the matrix T.
3. Regular, weak regular and M -splittings
In order to study convergence properties of dynamic iterations, we :rst recall some basics from
the theory of static iterations. In the following we will say that a matrix A is nonnegative (A¿ 0)
if each entry aij of A is aij¿ 0, and A is inverse nonnegative (A−1¿ 0) if A−1 is nonnegative.
A is called M -matrix if it can be written in the form A=sI−B, for B¿ 0, s¿ 0 and '(B)6 s [2].
For nonsingular M -matrices (in this case it is '(B)¡s) this de:nition agrees with the one given in
[15] according which an M -matrix is a nonsingular matrix A with aij6 0, for i 	= j, and A−1¿ 0.
Some auxiliary results (e.g., see [2]), involving nonnegative and M -matrices, will be useful later.
Lemma 2. Let T be a nonnegative matrix. T is convergent, i.e., '(T )¡ 1, if and only if (I −T )−1
exists and (I − T )−1¿ 0.
Lemma 3. If A is a nonsingular M-matrix and )¿ 0, then I + )A is an M-matrix.
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Given a linear algebraic system Ax= b and a splitting A=M −N , in order to study convergence
properties of the iterative method Mx(k+1)=Nx(k)+b, k¿ 0, it is very useful to characterize in some
way the splitting A=M − N .
De#nition 4. For nonsingular matrices A and M , we say that A=M − N is
(a) a weak regular splitting if M−1¿ 0 and M−1N¿ 0;
(b) a regular splitting if M−1¿ 0 and N¿ 0;
(c) an M -splitting if M is M -matrix and N¿ 0.
Concepts of regular, weak regular and M -splittings have been :rstly introduced in [12,14,15],
respectively. Clearly, an M -splitting is also regular and a regular splitting is also weak regular,
but converse is not always true. A fundamental result for convergence of regular and weak
regular splittings can be proved [15].
Theorem 5. Let A = M − N be either a regular or a weak regular splitting of A. Then A is
nonsingular and A−1¿ 0 if and only if '(M−1N )¡ 1.
Two-stage, or inner/outer, iterative methods involve a more complex splitting based on three
matrices instead of two. According [5], A=M − N1 − N2 is referred as a composite splitting if M
is nonsingular. De:nition of M -splitting can be easily extended to composite splittings too.
De#nition 6. Given a nonsingular matrix A, we say that A=M −N1−N2 is a composite M -splitting
if M1 =M − N2 and A=M1 − N1 are both M -splittings, i.e. if M and M − N2 are M -matrices and
N1, N2¿ 0.
The following result generalizes Lemma 2.3 in [5].
Lemma 7. Consider the iterative process
xk+1 = Txk + Sb+ pk; (14)
where S is nonsingular, '(T )¡ 1 and limk→∞ pk = p. There exists a unique non singular matrix
A and a unique splitting A=M − N such that M = S−1, T =M−1N and (14) converges towards
the solution of the system Ax = c, where c = b+ S−1p.
Proof. First observe, by hypotheses, that the sequence generated from (14) converges towards its
:xed point
x? = Tx? + Sb+ p:
Consider now M = S−1; A=M (I − T ) and N =M − A and note that
M−1N =M−1(M − A) = I −M−1A= I −M−1M (I − T ) = T
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and (I − T )−1 = A−1M . Hence
x? = (I − T )−1Sb+ (I − T )−1p= A−1MSb+ A−1Mp= A−1(b+ S−1p)
is the solution of the system Ax= c. For the uniqueness, consider A˜ and a splitting A˜=M − N˜ such
that T =M−1N˜ . Then A˜=M − N˜ =M (I −M−1N˜ )=M (I −T )=A and N˜ =M −A˜=M −A=N .
4. Convergence of discretized two-stage waveform relaxation iterations
Under the assumption that '(T)¡ 1 and S is nonsingular, it is easy to observe, by making
use of Lemma 7 together with some inductive arguments on n, that the recurrence relation (13)
converges. Moreover, by writing with M = S−1 and N = S−1 T the induced matrices of Lemma
7, the sequence of approximations {ykn}k=0;1; ::: for the solution y(t) at each grid point tn, generated
in TSWR-Theta() method, can be reformulated as the sequence given by the iterative method
Myk+1n =Ny
k
n + gn +Mp;n(k)
corresponding to the splitting Q=M−N. Even if this splitting is not actually used for computation,
it is very useful for investigating convergence. By :nding assumption under which Q−1¿ 0
and M − N is weak regular, Theorem 5 can be applied in order to prove convergence of
TSWR-Theta() methods.
Observe that, for 
 = 0; G; L; T and S are null matrices and, hence, the sequence {ykn}k=0;1; ::: is
constant as k varies. So, in this case, studying convergence does not make sense and, therefore, in
the following we will restrict our analysis to 0¡
6 1, i.e. to implicit Theta methods only.
Lemma 8. Let Q=M −N1−N2 be a composite M-splitting and h
¿ 0. Consider matrices G and
L de=ned in (10). Then it is G¿ 0; L¿ 0 and '(G)¡ 1.
Proof. From hypothesis M and M − N2 are M -matrices and, hence, for Lemma 3 it is (I +
h
M)−1¿ 0 and (I + h
(M − N2))−1¿ 0. Moreover N1; N2¿ 0 and then G¿ 0; L¿ 0 and
(I + h
M) − (h
N2) is a regular splitting for I + h
(M − N2). By using Theorem 5 it is '(G) =
'((I + h
M)−1h
N2)¡ 1 which proves the last part of the thesis.
Observe that, under the assumption that '(G)¡ 1; S is nonsingular and
S =
−1∑
j=0
Gj = (I − G)(I − G)−1; T = G + (I − G)(I − G)−1L:
We can therefore express M and N in terms of G and L as
M = (I − G)(I − G)−1; N = (I − G)(I − G)−1G + L (15)
and hence Q =M −N is given by
Q= I − G − L (16)
(this formulation of Q makes clear the reason for the suppression of the subscript  in Q). We are
now able to give the following two results for Q and its splitting Q=M −N.
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Proposition 9. If Q is an M-matrix, Q=M −N1−N2 is a composite M-splitting and h
¿ 0, then
Q= I − G − L is inverse nonnegative.
Proof. By Lemma 8, G; L¿ 0 and hence G + L¿ 0. Thanks to Lemma 3 matrices I + h
Q and
I + h
M are both inverse nonnegative and hence, by Theorem 5, (I + h
M) − h
(N1 + N2) is a
convergent splitting for I + h
Q. Therefore '(G + L) = '((I + h
M)−1h
(N1 + N2))¡ 1 and the
proof descends from Lemma 2.
Proposition 10. If Q =M − N1 − N2 is a composite M-splitting and h
¿ 0, then for each ¿ 1
the splitting Q=M −N, as de=ned in (15–16), is weak regular.
Proof. From Lemma 8 it is G; L¿ 0 and '(G)¡ 1, and hence
M−1 = S =
−1∑
j=0
Gj¿ 0:
Consider now C=(I−G)(I−G)−1G, and observe thatN=C+L andM−1 C=G. Therefore
it is
M−1 N =M
−1
 (C + L) =M
−1
 C +M
−1
 L= G
 +M−1 L¿ 0
which proves the thesis.
Propositions 9 and 10, together with Theorem 5, establish conditions in order to Q=M−N is a
convergent splitting and hence the iterative process (13) converges. As a consequence, convergence
of TSWR-Theta() method (8) can be achieved, independently on the number  of inner iterations,
by simply assuming that Q is M -matrix and Q = M − N1 − N2 is a composite M -splitting, as
summarized in the following result.
Theorem 11. Let Q be an M-matrix and Q=M −N1−N2 a composite M-splitting. If h
¿ 0 and
¿ 1 then '(T)¡ 1, and hence TSWR-Theta() method converges.
5. Dependency of ratio of convergence on  and h
Theorem 11 guarantees convergence of TSWR-Theta() method without restrictions on the number
 of inner iterations. However, it is reasonable to expect the number of outer iterations required to
meet convergence tolerance to decrease as the number of inner iterates increases, i.e., as a more
accurate solution is supplied from inner loops. In other words, the spectral radius of the convergence
matrix T is expected to be a nonincreasing function of , as stated for static two-stage methods
applied to linear algebraic systems [5].
In order to extend results from [5] to dynamic two-stage methods, we :rst recall some concepts
from the Perron–Frobenius theory (see, e.g., [6]) of nonnegative matrices, together with a comparison
statement for weak regular splittings [5].
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Proposition 12. Let A¿ 0.
(i) If there exists a nonnegative nonzero vector x and a positive scalar ) such that Ax¿ )x, then
'(A)¿ ).
(ii) A has a nonnegative real eigenvalue ,¿ 0, with a corresponding nonnegative eigenvector
x¿ 0, such that ,= '(A).
(iii) For any matrix B such that A¿B¿ 0, it is '(A)¿ '(B).
Proposition 13. Let A=M1−N1=M2−N2 be two convergent weak regular splittings of A such that
M−12 ¿M
−1
1 and let x1 and x2 be the nonnegative Perron–Frobenius eigenvectors of T1 =M
−1
1 N1
and T2 =M−12 N2, respectively. If N2x2¿ 0 or N1x1¿ 0 with x1¿ 0, then '(T2)6 '(T1).
The following intermediate result is very important for our investigation.
Lemma 14. Let Q=M − N1 − N2 be a composite M-splitting and h
¿ 0. For ¿ 1 consider the
convergence matrix T =M−1 N corresponding to the weak regular splitting Q =M −N as
de=ned in (15–16). If x is the Perron–Frobenius eigenvector of T =M−1 N, then Nx¿ 0.
Proof. Denote with ) the Perron–Frobenius eigenvalue of T and with x¿ 0 the corresponding
eigenvector. By Proposition 12(ii-iii), and since 06G6T, it is '(G)6 '(T) = ). If )=0 then
it is Nx = 0 and the Lemma is true. Suppose now ) 	= 0 and, since M−1 Nx = )x, we have that
Mx =
1
)
Nx:
From de:nition (15) of M and N we have
Nx = (I − G)(I − G)−1Gx + Lx =MGx + Lx
and by observing that M and G commute, it is
Nx = GMx + Lx =
1
)
GNx + Lx
from which we obtain
1
)
()I − G)Nx = Lx:
By Lemma 8 G; L¿ 0. Moreover, since '(G)6 ); )I −G is M -matrix and then ()I −G)−1¿ 0.
Therefore
Nx = )()I − G)−1Lx¿ 0
which completes the proof.
We are now able to make a comparison for convergence properties of dynamic two-stage methods
as the number of inner iterations  varies. The following theorem states the nonincreasing character,
with respect to , of '(T).
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Theorem 15. Let Q be an M-matrix, Q =M − N1 − N2 a composite M-splitting and h
¿ 0. Let
us indicate with T1 and T2 the matrices of convergence of TSWR-Theta() method with 1 and
2 inner iterations, respectively. If 16 26 1, then it is
'(T1)6 '(T2)¡ 1:
Proof. Consider the two couples of matrices (M1 ;N1) and (M2 ;N2) as de:ned in (15) with
= 1 and 2, respectively. Since it is
M−11 =
1−1∑
j=0
Gj; M−12 =
2−1∑
j=0
Gj
and G¿ 0, we have that M−12 6M
−1
1 . By Lemma 14, Q =M1 −N1 and Q =M2 −N2 are
both convergent weak regular splittings and, denoted with x2 the Perron–Frobenius eigenvector of
T2 , it is N2x2¿ 0. Therefore, by Proposition 13, it is '(T1)6 '(T2)¡ 1.
It is worthwhile to study the behavior of '(T) as  goes to ∞. Under previous hypotheses, since
it is
M−1∞ ≡ lim→∞M
−1
 = lim→∞
−1∑
j=0
Gj = (I − G)−1;
and hence M∞= I−G andN∞=M∞−Q=L, we observe that the limit splitting of Q=M−N,
as →∞, is the natural splitting Q=(I −G)−L with convergence matrix T∞=(I −G)−1L. Since
it is
(I − G)−1L= (I − (I + h
M)−1h
N2)−1(I + h
M)−1h
N1
= (I + h
D)−1h
N1;
it is easy to note that this limit splitting corresponds to apply Theta method directly to outer iterations
(3), without any inner loop. We can conclude that, as  → ∞, TSWR-Theta() method converges
to standard discretized WR.
An additional comparison result for TSWR-Theta() method can be given in order to analyze the
inOuence of h and 
 on convergence properties. The following is a preliminary result.
Lemma 16. Let Q = M − N1 − N2 be a composite M-splitting and h1; h2; 
1; 
2¿ 0 such that
h1
16 h2
2. If G1; G2; L1 and L2 are the matrices de=ned in (10) with h
 = h1
1 and h2
2,
respectively, then G16G2 and L16L2.
Proof. Put, for shortness, x1 = h1
1 and x2 = h2
2 and consider
G2 − G1 = (I + x2M)−1x2N2 − (I + x1M)−1x1N2
= (I + x1M)−1[x2(I + x1M)− x1(I + x2M)](I + x2M)−1N2
= (x2 − x1)(I + x1M)−1(I + x2M)−1N2¿ 0;
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where the last inequality holds since M is M -matrix, and hence (I + x1M)−1¿ 0; (I + x2M)−1¿ 0;
N2¿ 0 and x2 − x1¿ 0. In a very similar way the same relationship between L1 and L2 can be
proved.
We are now able to show the nonincreasing character of the convergence ratio of TSWR-Theta()
methods at varying h and 
.
Theorem 17. Let Q be an M-matrix, Q=M−N1−N2 a composite M-splitting, and h1; h2; 
1; 
2¿ 0
such that h1
16 h2
2. Let us indicate with T
(1)
 and T
(2)
 the matrices of convergence of TSWR-
Theta() methods (13) with h
=h1
1 and h
=h2
2 respectively and the same =xed number ¿ 1
of inner iterations. Then it is
'(T (1) )6 '(T
(2)
 )¡ 1:
Proof. Since hypotheses, we know that
T (1) = G

1 +
−1∑
j=0
Gj1L1
and given w¿ 0 the Perron–Frobenius eigenvector of T (1) , by Lemma 16 it is
'(T (1) )w = T
(1)
 w = G

1w +
−1∑
j=0
Gj1L1w6G

2w +
−1∑
j=0
Gj2L2w = T
(2)
 w
and then, thanks to Proposition 12(i), it is '(T (1) )6 '(T
(2)
 )¡ 1.
6. Numerical experiments
We provide here an example of system (1) in which Q is a block tridiagonal matrix partitioned
in q× q blocks of equal dimension m× m
Q =


Q˜ −)Im
−)Im Q˜ −)Im
−)Im Q˜ −)Im
. . . . . . . . .
−)Im Q˜


∈Rmq×mq
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Table 1
Values of '(T) for two-stage Jacobi/Jacobi splittings
 h
 = 0:1 h
 = 0:3 h
 = 0:5 h
 = 0:8 h
 = 1:0
1 0.2741408 0.5233598 0.6396620 0.7310423 0.7675944
2 0.1746470 0.3986326 0.5244147 0.6327325 0.6783978
3 0.1610094 0.3659941 0.4875551 0.5967982 0.6441643
4 0.1591400 0.3574532 0.4757662 0.5836635 0.6310257
5 0.1588838 0.3552182 0.4719958 0.5788625 0.6259831
6 0.1588487 0.3546334 0.4707899 0.5771076 0.6240477
7 0.1588439 0.3544803 0.4704042 0.5764662 0.6233050
...
...
...
...
...
...
∞ 0.1588431 0.3544261 0.4702228 0.5760966 0.6228423
with constant diagonal blocks given by
Q˜ =


. −/
−/ . −/
−/ . −/
. . . . . . . . .
−/ .


∈Rm×m;
where ), / and . are three nonnegative coeJcients and Im indicates the m × m identity matrix.
Matrix Q can be, equivalently, written in terms of the Kronecker product
Q = .(Iq ⊗ Im)− [/(Iq ⊗ Rm) + )(Rq ⊗ Im)];
where Rn is a tridiagonal n × n matrix with ones on the :rst diagonal above and below the main
diagonal and zeros elsewhere.
Form analysis of eigenvalues of Rn it is easy to verify that Q is an M -matrix if ); / and . verify
.¿ 2
[
) cos
(
1
q+ 1
)
+ / cos
(
1
m+ 1
)]
:
Case 1 (Outer : Jacobi–Inner : Jacobi). First consider TSWR-Theta method with an outer splitting
of block Jacobi type and inner splitting of Jacobi type. Composite splitting Q = M − N1 − N2 is
given by
M = .(Iq ⊗ Im); N1 = )(Rq ⊗ Im); N2 = /(Iq ⊗ Rm)
and it is easy to verify that M −N1−N2 is M -splitting. Numerical results given in Table 1 con:rm
the monotonicity of '(T) at varying of  and h
.
Here, and in the subsequent case, numerical experiments have been performed for )=1:0, /=1:0,
. = 4:0, m = 10 and q = 10. The values of '(T) as  → ∞ have been computed by using the
convergence matrix T∞ = (I + h
(M − N2))−1h
N1 of WR method.
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Table 2
Values of '(T) for two-stage Jacobi/Gauss–Seidel splittings
 h
 = 0:1 h
 = 0:3 h
 = 0:5 h
 = 0:8 h
 = 1:0
1 0.1980744 0.4340888 0.5589450 0.6631883 0.7063605
2 0.1623422 0.3668029 0.4871616 0.5953952 0.6424356
3 0.1591150 0.3562825 0.4733804 0.5802832 0.6273431
4 0.1588605 0.3546777 0.4707704 0.5769558 0.6238259
5 0.1588441 0.3544576 0.4703118 0.5762638 0.6230469
6 0.1588432 0.3544298 0.4702365 0.5761276 0.6228830
7 0.1588431 0.3544265 0.4702248 0.5761021 0.6228501
...
...
...
...
...
...
∞ 0.1588431 0.3544261 0.4702228 0.5760966 0.6228423
Case 2 (Outer : Jacobi–Inner : Gauss–Seidel). As a further example consider an outer splitting of
block Jacobi type and an inner splitting of standard Gauss–Seidel type. By indicating with Fn the
lower part of Rn, it is easy to see that this composite M -splitting Q =M − N1 − N2 is de:ned by
matrices
M = Iq ⊗ (/Fm + .Im); N1 = )(Rq ⊗ Im); N2 = /(Iq ⊗ (Rm − Fm)):
Also for this TSWR-Theta method we can observe the monotonicity of '(T) with respect to 
and h
, as reported in Table 2.
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