Abstract-Our primary goal in this paper is to better understand and extend the achievable tradeoffs between the throughput and decoding delay performance of network coded wireless broadcast. To this end, we traverse the performance gap between two linear network coding schemes: random linear network coding (RLNC) and instantly decodable network coding (IDNC). Our approach is to appropriately partition a block of partially received data packets into subgenerations and broadcast them separately using RLNC. Through analyzing the factors that affect the performance of a generic partitioning scheme, we are led to develop a coding framework in which subgenerations are created from IDNC coding sets in an IDNC solution. This coding framework consists of a series of coding schemes, with classic RLNC and IDNC identified as two extreme schemes. We develop two basic partitioning guidelines, including disjoint partitioning and even partitioning. We design various implementations of this coding framework, such as partitioning algorithms and generation scheduling strategies, to further improve its throughput and decoding delay, to manage feedback frequency and coding complexity, or to achieve in-block performance adaption. Their effectiveness is verified through extensive simulations, and their performance is compared with an existing work in the literature.
I. INTRODUCTION
N ETWORK coding allows senders or intermediate nodes of a network to mix different data packets/flows and can enhance the throughput of many network setups [1] , [2] . But this is often at the price of large decoding delay, because mixed data needs to be network decoded before delivery to higher layers [3] , [4] . Motivated by the requirements of high throughput and delay sensitive applications, understanding the tradeoff between throughput and decoding delay in network coded systems has been the subject of research in recent years [3] - [6] November 18, 2014 . The associate editor coordinating the review of this paper and approving it for publication was T. Ho.
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In this paper, we study this question under the erasure-prone wireless broadcast scenario, where a sender wishes to broadcast a block of data packets to a set of receivers and the receivers can inform the sender of their packet reception state at an appropriate frequency through feedback. The general answer to this question would require identifying the complete spectrum of the throughput-delay tradeoffs, together with the network coding schemes that can offer them. However, this has been a very challenging problem. First, to the best of our knowledge, only limited explicit results exist on the throughput-delay relationship of certain network coding schemes [6] , [7] . Moreover, it is not clear how the throughput and decoding delay of different network coding techniques relate to each other. Finally, only a limited number of network coding schemes exist in the literature and finding the complete tradeoff spectrum for network coding remains an open problem.
In this paper, we partially address this problem by characterizing the spectrum between the throughput-delay tradeoffs of random linear network coding (RLNC) [8] and instantly decodable network coding (IDNC) [9] - [11] . The reason of our choice is their good throughput and decoding delay performance, respectively. On one hand, RLNC is asymptotically optimal in terms of block completion time [4] , which is the time it takes to successfully broadcast all data packets in a block to all receivers, and is a fundamental measure of throughput. However, RLNC can suffer from large decoding delays, because a receiver needs to collect enough linear combinations of all data packets to perform full block decoding. On the other hand, IDNC aims at reducing decoding delay. By carefully choosing the set of data packets to be coded together in each transmission, it guarantees a subset of (or if possible, all) receivers to instantly decode one of their wanted data packets upon successful reception of the coded packet [9] , [11] . However, IDNC is generally not optimal in terms of block completion time, as there might exist a subset of receivers who cannot instantly decode any of their wanted data packets from the received coded packet and thus discard the received packet.
II. PROBLEM DESCRIPTION AND CONTRIBUTIONS
At a high level, we characterize the spectrum between the throughput-delay tradeoffs of RLNC and IDNC. Our approach is to develop variations of RLNC to reduce its decoding delay while maintaining a reasonably good throughput performance, and to explore their relationship with IDNC.
The key to reducing the decoding delay of RLNC is to avoid the full block decoding. In the literature, there are three main approaches to achieve this. The first one is to initiate the 0090-6778 © 2014 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
broadcast with a systematic transmission phase, in which all data packets are broadcast uncoded once. This approach can reduce the decoding delay without sacrificing on throughput [12] , and thus will also be applied in this work. The second approach is to reduce the finite field size to promote early decodings. One such scheme is systematic binary RLNC (SB-RLNC) proposed in [12] . However, there is no explicit result on its decoding delay performance. The third approach, which is more promising, is to apply generation-based RLNC techniques [13] - [17] . The idea is to evenly partition a block of data packets into sub-generations and broadcast them separately using RLNC, so that data packets in earlier sub-generations can be decoded earlier. However, such partitioning does not take into account the reception state of the data packets after the systematic transmission phase, and thus becomes inefficient when such knowledge is available at the sender through feedback from the receivers. Hence, the following question arises:
• When the reception state of the data packets is available at the sender, are there better block partitioning schemes?
We positively answer this question by showing that, under certain constraints, the throughput and decoding delay performance of a generic partitioning scheme can be improved without sacrificing on each other. We then establish the link between partitioning solutions that can achieve such improvement and the IDNC solution. Consequently, at the core of this work, we construct a new generation-based coding framework in which sub-generations are created from IDNC coding sets in an IDNC solution. This coding framework consists of a series of coding schemes, with RLNC and IDNC recognized as two extreme schemes. We characterize its throughput and decoding delay properties, develop its partitioning guidelines, and design various implementations. Our main results are summarized below 1 :
1) We prove that for a given generic partitioning solution, there exists an optimal ordering of sub-generations that minimizes its minimum average packet decoding delay while keeping throughput unchanged. We then prove that sub-generations of a given order-optimized partitioning solution may be merged and subsequently reordered to jointly optimize the decoding delay and throughput of the reduced solution. In a specific scenario, this leads us to the optimal IDNC solution, which we will use as the basis for our proposed coding framework; 2) We prove that the throughput and decoding delay performance of the proposed coding framework are bounded between that of IDNC and RLNC, and can be effectively adapted by varying the sub-generation sizes; 3) We develop two partitioning guidelines for the proposed coding framework. Specifically, we first show that it suffices to apply disjoint partitioning when receiver feedback is available. We then prove that even partitioning generally provides a better decoding delay than uneven partitioning whenever their throughput is the same. We then numerically verify our assumptions; 1 Preliminary results of our work have been partly published in [18] . 
4)
We design implementations such as partitioning algorithms and generation scheduling strategies to improve the performance of the proposed coding framework, to control the feedback frequency and computational complexity, or to achieve in-block performance adaption; 5) We verify the effectiveness of the proposed coding framework and its implementations through extensive simulations. Its performance is also numerically confirmed to be better than SB-RLNC in most of the cases.
III. SYSTEM MODEL

A. Transmission Setup
We consider the wireless broadcast of a block of K data packets, denoted by
Time is slotted. In each time slot, a packet (either original data or network coded) is sent. Wireless channels between the sender and the receivers are subject to random packet erasures throughout the broadcast. We further assume that the channels are memoryless, which means that future erasure patterns are unknown by the sender.
In this scenario, K data packets are first sent uncoded once using K time slots. This phase is known as the systematic transmission phase and is commonly applied in IDNC [9] , [19] . Applying this phase in RLNC reserves the throughput optimality of full RLNC, and also introduces extra benefits such as smaller packet decoding delay and lower computational complexity. Such RLNC scheme is known as systematic RLNC [12] .
The complete packet reception state of all receivers after this phase are collected by the sender through lossless feedback channels. They can be summarized in an N × K binary state feedback matrix (SFM) [9] , [20] , denoted by A = [a n,k ], where a n,k = 1 means receiver R n has missed p k due to packet erasure and thus still wants it, and a n,k = 0 otherwise. An example of a 4 × 8 SFM is given in Fig. 1(a) . The subset of P K wanted by receiver R n is called the Wants set of this receiver, denoted by W n . Its size is denoted by W n . The subset of receivers that want p k is called the Target set of p k , denoted by T k . Its size is denoted by T k . We further denote by W max the largest W n across all receivers.
Based on the SFM, the sender initiates a coded transmission phase which is also subject to erasures. In this phase, the sender sends network coded packets to efficiently complete the broadcast of the data block. This two-phase broadcast is illustrated in Fig. 2 . The throughput and decoding delay of network coding schemes can be measured by the block completion time and average packet decoding delay, respectively. Their definitions are as follows.
Definition 1: The block completion time, denoted by U T , is the total number of time slots spent in the coded transmission phase for all the receivers to decode all the original data packets.
Definition 2: Denote by u n,k the time slot in the coded transmission phase when original data packet p k is decoded by receiver R n , and let u n,k = 0 if a n,k = 0. We thus have
The average of {u n,k } across all data packets and all receivers is the average packet decoding delay, denoted by D T . It is calculated as:
Here T = K k=1 T k is the total number of decodable data packets at the receiver side. Note that the same data packets decoded at different receivers are treated as different decodable data packets and thus are counted separately. We further introduce the notions of minimum block completion time and minimum average packet decoding delay of a network coding solution:
Definition 3: A set of coded packets generated by a network coding scheme is a solution if: 1) upon the reception of all these coded packets, every receiver can decode all its wanted data packets; 2) removing any coded packet from this set violates condition 1 for at least one receiver. In other words, there are no redundant coded packets in a network coding solution.
Definition 4: The cardinality of a network coding solution is the minimum block completion time that it can achieve, which is denoted by U .
Definition 5: Let u n,k be the first possible time slot when original data packet p k can be decoded by receiver R n through broadcasting a solution. We thus have u n,k ∈ [0, U]. The average of this {u n,k } calculated using (1) is called the minimum average packet decoding delay of the solution, which is denoted by D.
We now review IDNC and RLNC schemes and discuss their throughput and decoding delay.
B. Coded Transmissions Using IDNC
An IDNC coded packet is the binary XOR of a subset of data packets in P K . This subset is denoted by M u and is called an IDNC coding set. M u is instantly decodable 2 if it does not Fig. 3 . The first possible time slot, u n,k , that p k can be decoded by Rn if IDNC/RLNC is applied to the SFM in Fig. 1(a) .
contain any pair of conflicting data packets [9] , [11] [11] . Fig. 1(b) is the IDNC graph of the SFM in Fig. 1(a) . An IDNC coding set is thus equivalent to a clique 3 of G. A clique/coding set is maximal if it is not a subset of a larger clique/coding set. A collection of IDNC coding sets is called an IDNC solution [11] if it satisfies Definition 3. It has been proved that the smallest minimum block completion time of IDNC, which is denoted by U IDNC , is equal to the chromatic number 4 of the complementary IDNC graph G [11] , [23] . Here G has the opposite vertex connections to G. An IDNC solution of cardinality U IDNC is called an optimal IDNC solution and is denoted by S. The minimum average packet coding delay of S can be computed using (1) and is denoted by D IDNC . Below is an example.
Example 1: The optimal IDNC solution for the SFM in Fig. 1(a) 5 , and X 4 = p 1 ⊕ p 6 are sent using four time slots. A list of the first possible time slots when the data packets can be decoded by the receivers is presented in Fig. 3 . Then using (1) D IDNC is calculated to be 2.3.
C. Coded Transmissions Using RLNC
RLNC coded packets are random linear combinations of all K data packets. When the coding coefficients are chosen from a sufficiently large finite field, its minimum block completion time, denoted by U RLNC , is equal to W max , the information theoretical lower bound of the block completion time. Its minimum average packet decoding delay is denoted by D RLNC . For the SFM given in Fig. 1(a) , U RLNC = W max = 4. A list of the first possible time slots when the data packets can be decoded by the receivers is presented in Fig. 3 . Then by using (1) it is computed that D RLNC = 3.6, which is almost 60% larger than IDNC with D IDNC = 2.3. Note that here we ignore early decoding chances of RLNC.
Remark 1: It is always true that U RLNC ≤ U IDNC . However, it is not always true that D IDNC ≤ D RLNC . The opposite happens when U IDNC is much larger than U RLNC . To see this, consider the SFM in Fig. 4 . We have U RLNC = W max = 2 and D RLNC = 2. On the other hand, U IDNC = 4 because all data packets conflict with each other. Consequently, {u n,k } could be as large as 4 in the calculation of D IDNC using (1), resulting in a larger decoding delay of 2.5.
In general, RLNC and IDNC trade decoding delay and throughput off for one another, respectively. It is interesting to find new coding schemes with moderate throughput-delay tradeoffs in the sense that their throughput and decoding delay lie between that of RLNC and IDNC.
IV. A NEW CODING FRAMEWORK
In this section, we motivate a new coding framework with the aim to obtain more operating points on the throughput-delay tradeoff curve, other than those achieved by RLNC and IDNC. By achieving such an aim, the average packet decoding delay of RLNC can be reduced with graceful degradation of its throughput.
As mentioned in Section II, a promising approach is to avoid RLNC's full block decoding by appropriately partitioning the complete packet block into sub-generations and broadcasting them separately using RLNC. To this end, we will first analyze important factors that affect the throughput and decoding delay performance of a generic sub-generation based RLNC scheme and then use it to guide the development of our new coding framework. At the core of this framework, we design RLNC sub-generations such that 1) they specifically take into account the reception state of the data packets after the systematic transmission phase and 2) they use IDNC coding sets to effectively control the throughput and decoding delay of each subgeneration and ultimately the throughput and decoding delay of the whole block.
A. Important Factors
We start with some general notations. We assume that the packet block P K is partitioned into M sub-generations after the systematic transmission phase. The sub-generations are denoted by {G 1 , · · · , G M } and will also be referred to as
. Together, they form a partitioning solution such that all packets in the block appear in at least one sub-generation (block cover condition). We denote by W m max the largest number of data packets in G m wanted by any receiver across all receivers. W m max is also the minimum number of coded transmissions that G m requires such that it is decoded at all receivers. The minimum block completion time of this partitioning solution is denoted by U . We further denote by T (m) =
T k the total number of decodable data packets that G m provides to all receivers. The following equalities hold:
We now inspect the factors that determine the throughput and decoding delay of a generic partitioning scheme. For throughput, in addition to the minimum block completion time U , we are also interested in the mean block completion time E[U T ], as the transmissions are subject to random packet erasures. However, under wireless broadcast scenario where there are several receivers, computation of E[U T ] is very complicated [24] - [26] . A common alternative in the literature is to approximate it by its lower bound, namely, the mean block completion time at the worst receiver [25] , [26] who wants the largest number of data packets and has the worst channel quality. Following this approach, the mean block completion time of each sub-generation G m is approximated by W m max /(1 − P e ) in the considered system. Then, E[U T ] can be approximated as:
Consequently, instead of directly minimizing E[U T ], we can investigate how to minimize the minimum block completion time U in (3). A more conservative approximation in the literature is to declare a failed transmission if the coded packet is not received by all receivers [25] . Following this approach, the mean block completion time is approximated as U/(1 − P e ) N , which also requires minimizing U .
For decoding delay, we first note that it depends on the block completion time according to (1) . Thus, similar to U , we are interested in the minimum average packet decoding delay D. In addition, since D cannot be expressed as a closed-form function of system parameters, for a closed-form approximation we also consider an upper bound of it, namely, the worst minimum average packet delay. When sub-generations are broadcast sequentially, data packets in G m can only be decoded after the decoding of all previous m − 1 sub-generations. Hence, the worst case minimum decoding delay of data packets in G m is m n=1 W n max , which occurs when all packets in G m are decoded at the end of that sub-generation. The minimum average packet decoding delay of this partitioning solution is thus approximated as: of the subgenerations, and the number of sub-generations M . However, the interaction among these factors is rather complicated. For instance, let us consider M . First we note that decreasing M will monotonically decrease U due to the following property.
Property 1: Consider three sub-generations: G 1 , G 2 , and their union G (1, 2) 
Hence, a smaller number of sub-generations M is better for throughput as expected, with the extreme case of M = 1 being equivalent to a single-partition block-based RLNC with U = W max .
On the other hand, it is difficult to predict the overall impact of reducing M on delay D. Reducing M will generally increase the number of packets in each sub-generation, and thus is likely to increase both {W 
B. A New Coding Framework
We first note that classic partitioning of packets based on their sequential indices ignores the packet reception state at the receivers, and thus becomes inefficient when this state is available at the sender. Moreover, it is unrealistic to exhaustively search a desirable partitioning solution for a given M because the total number of different solutions is prohibitively large with a value of
K , known as the Stirling number of the second kind [27] . Furthermore, an exhaustive search cannot provide any insight to the considered problem. Therefore, an intermediate partitioning scheme that can effectively and efficiently controls throughput and decoding delay is desired.
As a step towards this goal, let us consider the problem under the following specific scenarios. 
where max(m, n) outputs the larger value between indices m and n. Since both {α m } M m=1 and {T (m)} M m=1 are fixed, the second term on the right hand side of (8) unchanged and such search can be computationally complex too. Let us consider a special case of the above scenario where W m max = 1 for all possible m = 1, · · · , M . That is, receivers want at most one packet in any sub-generation, which according to Definition 6 is equivalent to an IDNC coding set. The finding above leads us to conclude that the optimal IDNC solution with its U IDNC maximal coding sets sorted in non-increasing order of T (m) achieves both the best throughput and decoding delay performance for this special case.
For other cases we do not have an explicit answer to how to reach the best throughput and delay point. However, inspired by the interesting property of IDNC, we propose the following coding framework in which IDNC coding sets are the building blocks of sub-generations. Then in the next subsection, we will prove that this coding framework ensures certain performance bounds of the throughput and delay.
Proposition 2: We partition an optimal IDNC solution with U IDNC coding sets into M objects, each of which is called a sub-generation. Therefore, a sub-generation G m is a collection of g(m) IDNC coding sets of an IDNC solution, where g(m) is defined as the sub-generation size of G m .
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Example 2: Consider the SFM in Fig. 1(a) , whose optimal IDNC solution is:
C. Throughput and Decoding Delay Bounds of the Coding Framework
We first prove that the throughput performance of the proposed coding framework lies between that of IDNC and RLNC, under the mild condition that each IDNC coding set belongs to exactly one sub-generation, i.e., that sub-generations are disjoint, and thus
In the next section, we will justify this condition.
Lemma 1: For a given partition of optimal IDNC solution with M disjoint sub-generations, the minimum block completion time, denoted by U M , follows
Proof: It is evident that U RLNC U M . Thus, we only need to prove that U M ≤ U IDNC . Since every receiver wants at most g(m) data packets from the g(m) IDNC coding sets in
We note that when there is only one sub-generation (M = 1 and g(1) = U IDNC ), the coding becomes classic RLNC with the minimum block completion time of U RLNC = W max . When there are M = U IDNC sub-generations and {g(m)} M m=1 = 1, the coding becomes classic IDNC with the minimum block completion time of U RLNC .
These bounds are also useful benchmarks for the throughput performance of other network coding schemes in the considered system. While U RLNC is unsurpassable, schemes that require a minimum block completion time of greater than U IDNC can be treated as inefficient.
Remark 2: The fact that W m max ≤ g(m) also ensures low computational complexity of the proposed coding framework. In classic generation-based techniques, even a moderately large number of data packets in a sub-generation can result in high computational complexity [16] because it requires solving the same number of linear equations. However, in the proposed coding framework, the number of linear equations to be solved is at most W m max , which is upper bounded by g(m) and is usually much smaller than the number of data packets in G m . Moreover, decoding a smaller number of linear equations also implies a reduction in the finite field size q that promotes linear independence among coded packets. Specifically, q is reduced 5 Although we propose to use optimal IDNC solution, this framework is general and can be applied to sub-optimal IDNC solutions as well. We now turn to the decoding delay. It is clear that the minimum average packet decoding delay of our framework lies between D IDNC and D RLNC . However, as we have discussed in Remark 1, there is no guarantee that D IDNC < D RLNC . Hence, instead of considering D IDNC or D RLNC , we provide the following upper bound of the decoding delay of our coding framework, under the condition that the coding sets in the optimal IDNC solution are evenly partitioned into sub-generations. In the next section, we will justify this condition.
Lemma 2: Assume that U IDNC coding sets of an optimal IDNC solution are evenly partitioned into M sub-generations, each with g = U IDNC M coding sets. The minimum average packet decoding delay under sub-generation size g, denoted by D g , satisfies
Proof: Denote by D g (m) the minimum decoding delay of data packets in G m , which is equal to 
where the second inequality holds because, due to the optimal order in Proposition 1, we must have
are all equal. Consequently, the maximum decoding delay takes place when {T (m)} M m=1 = T M . This bound also justifies the application of the systematic transmission phase. Initially, we have an all-one SFM A of size N × K. Thus, while U IDNC = U RLNC = K, (9) indicates that g = 1 minimizes the average packet decoding delay, which requires all K data packets to be sent uncoded once.
In summary, our coding framework provides a systematic way for partitioning packets of a block into RLNC subgenerations, with RLNC and IDNC identified as two extreme coding schemes. Furthermore, the performance is guaranteed to stay between that of RLNC and IDNC in terms of throughput and decoding delay.
V. PARTITIONING GUIDELINES
With the framework constructed, the next fundamental question is: how to allocate the IDNC coding sets into the subgenerations? To be able to answer this question, the following two problems first need to be addressed: 1) Should an IDNC coding set be allocated to only one sub-generation or not? In other words, should the subgenerations be disjoint or overlapped? 2) Should even or uneven partitioning be applied? In other words, should {g(m)} M m=1 be a constant or not? A sketch of the even and uneven partitioning is presented in Fig. 5 . In the uneven version, the IDNC solution is partitioned into three sub-generations with g(1) = 2, g(2) = 1, and g(3) = U IDNC − 3, respectively. The first problem was initially considered under the classic generation-based techniques [15] , [17] . Without intermediate receiver feedback, a receiver may receive unnecessarily more coded packets of one sub-generation than other subgenerations. Applying overlapped sub-generations can reduce such waste by allowing the receiver to use the coded packets of a sub-generation to decode other sub-generations. However, in our considered system, redundant coded packets can be mitigated by designing feedback-assisted generation scheduling strategies. Moreover, applying overlapped sub-generations may increase U , and also complicate the decoding algorithm. (More details will be discussed in Sections VI-B and C.) Hence, we consider disjoint sub-generations in this work, and thus have The immediate consequence of this assumption is that all the partitioning solutions have the same minimum block completion time with a value of U = βU IDNC . This result will be verified numerically in Section VII-B. An identical U reduces the comparison objective to only decoding delay. Otherwise, it is hard to compare two solutions that may outperform each other in terms of throughput and decoding delay, respectively.
For decoding delay, (8) can be simplified as:
Under the constraint that (12) is minimized when all elements in {g(m)} M m=1 are identical, i.e., when even partitioning is applied.
Moreover, even partitioning is the simplest and most systematic way of partitioning. It also enables theoretical analysis on the relation between the sub-generation size and throughputdelay tradeoffs presented in Section IV-C.
We note that there exist, albeit unusual, IDNC solutions whose coding sets are significantly different in their sizes. For such IDNC solutions, our assumption no longer holds, as T (m) is highly non-linear in g(m). Uneven partitioning may thus be more preferable in these cases. However, characterizing uneven partitioning is highly nontrivial both theoretically and algorithmically. Thus, we will only numerically evaluate the performance of uneven partitioning in Section VII-B. More explicit analysis on uneven partitioning can be the topic of future research.
In conclusion, we consider disjoint and even partitioning under the proposed coding framework. Guided by them, we now design the implementations of the coding framework.
VI. IMPLEMENTATIONS
There are two steps in the coded transmission phase: 1) partitioning IDNC coding sets into sub-generations; and 2) broadcasting these sub-generations following a scheduling strategy. In this section, we will first optimize these two steps, and then seek further performance improvements.
A. Partitioning Algorithms
Motivated by the analysis on the two scenarios in Section IV-B, we propose the following two selection criteria when adding an IDNC coding set to a sub-generation G m : C-1: The selected coding set should not increase W m max after the addition; C-2: The selected coding set should offer the smallest α m after the addition. C-1 has a higher priority because our observation is that in most of the cases IDNC coding sets that satisfy C-1 offer smaller α m than those who don't. When there is a tie in satisfying C-1, C-2 will select the coding set that maximizes T (m). Following these two criteria, we design an iterative partitioning scheme in Algorithm 1 and call it Smart Partitioning (SP). By filling the M sub-generations sequentially using M iterations, SP ensures that α m increases monotonically with m as required by Proposition 1. find the coding sets in S that do not increase W We note that SP is not necessarily optimal, partly because sequentially minimizing {W We also note that exhaustive search could be computationally expensive. On the other hand, although some light extra computations are involved in SP, its performance is better than the simple Direct Partitioning (DP), which overlooks the above selection criteria and partitions the U IDNC coding sets according to their sequential indices, i.e.,
Example 3: In the matrix in Fig. 6 , an entry of one at row n and column i means receiver R n wants one data packet in coding set M i . Suppose the sub-generation size is g = 3.
Then, according to DP, we have
With all sub-generations generated, we are ready to broadcast them through erasure-prone channels.
B. Generation Scheduling Strategies
In this subsection, we propose two generation scheduling strategies, called Sequential and Semi-online strategies, respectively, and analyze their advantages and disadvantages.
1) Sequential Strategy: Given all M sub-generations, the coded transmission phase is segmented into M rounds. In each round, RLNC coded packets of a sub-generation are broadcast until all its targeted receivers have decoded it and informed the sender.
2) Semi-Online Strategy: We first note that W Example 4: Assume there are three receivers, R 1 to R 3 . They want two, three, and four data packets from subgeneration G 1 , respectively. Therefore, W 1 max = 4 coded packets of G 1 are broadcast in the first round, along with coded packets of other sub-generations. Assume that after the first round, R 1 to R 3 have received two, one, and three coded packets of G 1 , respectively. Then they still want zero, two, and one coded packets to decode G 1 , respectively. W 1 max is thus updated to two. In the second round, two coded packets of G 1 will be broadcast, along with coded packets of other subgenerations.
3) Analysis and Comparisons: Due to feedback, both Sequential and Semi-online strategies never waste any transmissions on sub-generations that have been decoded by all receivers. Hence, they are optimal generation scheduling strategies in terms of block completion time. In contrast, random or roundrobin generation scheduling [16] , [17] become sub-optimal in terms of block completion time when feedback is available.
The two strategies statistically offer the same block completion time. This is because, from a statistical point view, Semionline strategy only "swaps" the coded transmissions for each sub-generation in the Sequential strategy.
However, such swaps significantly reduces the decoding delay of Semi-online strategy compared with Sequential strategy. This is because, in Sequential strategy, all the targeted receivers of a sub-generation G m have to wait until the round for G m−1 is complete, even if this round is hindered by only one receiver that experiences a bad channel.
The primary advantage of Sequential strategy over Semionline strategy is that it offers tunable throughput and decoding delay even during the broadcast of a data block. The principle here is the same as uneven partitioning as in Fig. 5 , but the difference is that here g(m) is adaptively changed during the broadcast. This operation will not affect the decoding of other sub-generations due to their independence in decoding. For example, when the decoding delay becomes the primary concern, the system can easily switch to IDNC by setting g = 1 in all remaining rounds. Such switching was impossible before because RLNC generally applies a larger field size than IDNC.
Sequential strategy requires at most M ACK feedback from every receiver. The sub-generation size can also be adjusted to fit the system's specific feedback frequency if there is any. On the other hand, the amount of feedback in Semi-online strategy cannot be predetermined.
Hence, there is no clear winner between Sequential and Semi-online strategies. Which one to adopt depends on the application. In the next subsection, we will discuss the concept and impacts of packet diversity on these two strategies.
C. Packet Diversity
The diversity of a data packet is defined as the number of sub-generations in which it appears. In the proposed coding framework, data packets may have diversities of greater than one if overlapped IDNC coding sets are allocated to different sub-generations, or if overlapped partitioning mentioned in Section V are applied. Our motivation of studying packet diversity is the fact that, by removing data packet(s) from a subgenerations G m , its W m max can possibly be reduced, and thus the minimum block completion time U g . Below is an example.
Example 5: Assume that there are two sub-generations. The first sub-generation G 1 contains p 1 and some other data packets. The second sub-generation G 2 contains {p 1 , p 2 , p 3 } and some other data packets. Here p 1 has a diversity of 2. Also assume that receiver R 1 wants {p 1 , p 2 , p 3 }, which means W 2 max is at least 3. By removing p 1 from G 2 , W 2 max can be reduced to 2, and p 1 can still be decoded from G 1 .
We now study the benefits and problems that packet diversities of greater than one bring to Sequential and Semi-online generation scheduling strategies, and then decide whether they should be reduced to one or not.
1) Packet Diversity in Sequential Strategy:
A packet diversity of greater than one is redundant in Sequential strategy regardless of the sub-generation size, because by the end of the transmission round for a sub-generation G m , all data packets in it will have been decoded by all receivers, and thus do not need to be included in later sub-generations.
2) Packet Diversity in Semi-Online Strategy: Unlike in Sequential strategy, the impacts of packet diversity in Semi-online strategy is much more complicated. Since every data packet is broadcast in every coded transmission round, a higher packet diversity can be translated into a higher probability of being received and decoded, and thus can reduce the number of coded transmissions in the next round. However, besides a large U g , a high packet diversity also incurs complicated coding and decoding decision makings. This drawback can be illustrated by the following example.
Example 6: Assume that receiver R 1 wants {p 1 , p 2 } from G 1 , and wants {p 2 , p 3 } from G 2 . Here p 2 has a diversity of 2. Imagine a case that, after the first coded transmission round, R 1 has received one coded packet of G 1 and one coded packet of G 2 . In the next round, R 1 only needs one coded packet of either G 1 or G 2 to decode all three data packets. Thus the sender needs to decide whether to send a coded packet of G 1 or G 2 or both. This case is referred to as Case-1. Imagine another case that, after the first coded transmission round, R 1 has received one coded packet of G 1 and two coded packets of G 2 . R 1 can thus directly decode {p 2 , p 3 } from G 2 . After that, R 1 can substitute p 2 into the received coded packet of G 1 to decode p 1 . This case is referred to as Case-2.
When Case-1 in the above example is extended to all receivers, decision making by the sender may become very complicated. When Case-2 in the above example is extended to all sub-generations, decoding by the receiver may become complicated, because once it has decoded some data packets from a sub-generation, it has to look up all other sub-generations for more decoding opportunities. The only exception happens when g = 1, i.e., IDNC. In this case, since there are no linear equations to solve, such search is unnecessary.
In conclusion, we suggest to reduce the diversities of all the data packets to one in both strategies unless g = 1. This reduction is applied to the optimal IDNC solution by removing data packets from a maximal coding set if they have already been covered by the previous coding sets. The resulting solution is denoted by S. For example, applying diversity reduction to the optimal IDNC solution in Example 1 results in S = {{p 2 , p 3 , p 7 }, {p 4 , p 8 }, {p 1 , p 5 }, {p 6 }}, in which the diversity of p 6 has been reduced. One of the partitioning algorithms discussed before can then applied to S. Every coding set is partitioned to only one sub-generation.
It is noted that our performance bounds and partitioning algorithms are not affected by the diversity reduction. Throughput bounds is not affected because both U IDNC and U RLNC remain the same and the relationship between U g and {W m max } always holds. The decoding delay bound is not affected because in the calculation of minimum average packet decoding delay we use the first possible time slot when a data packet is decoded by a receiver. The packet's later decoding(s) due to its high diversity are not considered. Partitioning algorithms are not affected because they work for any valid IDNC solution.
D. Sub-Generation Merging
In this subsection, we further improve the throughput and decoding delay after the first coded transmission round when Semi-online strategy is applied. The approach is to break the independence among the decodings of different sub-generations by allowing sub-generation merging. We use a simple example to introduce it.
Example 7: Assume that after a Semi-online coded transmission round, there are two uncompleted sub-generations and two receivers. As shown in Fig. 7 , R 1 only wants two coded packets of G 1 and R 2 only wants three coded packets of G 2 . When the decoding of the sub-generations are independent, we have W 1 max = 2 and W 2 max = 3, and thus U g = 5. R 1 can decode after two coded transmissions, but R 2 can only decode after five coded transmissions.
Alternatively, we break the independence by merging G 1 and G 2 together, that is, by combining data packets in G 1 and G 2 together to form a new sub-generation G . R 1 wants two and R 2 wants three coded packets of G . Thus W max = 3 and U g is reduced from 5 to 3, i.e., throughput is improved. Moreover, while R 1 can still decode after two coded transmissions, R 2 can decode after only three coded transmissions rather than five, thus decoding delay is also reduced.
In general, merging together sub-generations that are not jointly wanted by any single receiver can improve both the throughput and decoding delay. Inspired by the notion of non-conflicting data packets in Definition 6, we call such sub-generations as non-conflicting sub-generations. Deciding which sub-generations to merge together is the same as finding an IDNC solution, and thus shares the same optimal and heuristic algorithms such as those proposed in [11] . Fig. 8 is a flow chart summarizing the proposed implementations of our coding framework. 
VII. SIMULATIONS
We carry out five sets of simulations in this section. In the first one, we illustrate that the throughput and decoding delay of the proposed coding schemes are bounded between that of IDNC and RLNC. In the second one, we compare the throughput-delay tradeoffs provided by even and uneven partitioning schemes when there are M = 2 sub-generations. In the third and the fourth ones, we verify the effectiveness of the proposed generation scheduling strategies and the subgeneration merging operation, respectively. Based on the results, we decide the best configuration of implementations and apply it to coding schemes with various sub-generation sizes to reveal their best performance. The first two sets of simulations are concerned with the minimum block completion time U g and minimum average packet decoding delay D g after the systematic transmission phase, while the remaining three simulate complete instances of packet broadcast, and thus present the block completion time U T and average packet decoding D T .
We simulate the broadcast of K = 20 data packets to a set of receivers. Wireless channels between the sender and the receivers are subject to i.i.d. memoryless packet erasures. In the first four sets of simulations, the packet erasure probability is P e = 0.2 and the number of receivers is N ∈ [5, 50] . In the fifth one, the number of receivers is N = 15 and the packet erasure probability is P e ∈ [0.05, 0.35].
A. Bounded Throughput-Delay Tradeoffs
In this subsection, we evaluate the minimum block completion time and minimum average packet decoding delay of the proposed coding schemes with various values of sub-generation size g, including g = U IDNC (RLNC scheme), U IDNC /2, U IDNC /3, U IDNC /4, and g = 1 (IDNC scheme). Smart Partitioning is applied. The results are plotted in Fig. 9 . We observe that the throughput and decoding delay of the intermediate coding schemes with g ∈ (1, U IDNC ) are bounded between that of IDNC and RLNC. They offer moderate throughput-delay tradeoffs and fill the performance gap between IDNC and RLNC. 
B. Even and Uneven Partitioning Schemes
In this subsection, we compare even and uneven partitioning schemes. For simplicity we choose M = 2, with g(1) ∈ [1, U IDNC /2] and g(2) = U IDNC − g (1) . To construct uneven sub-generations, the two selection criteria for Smart Partitioning in Section VI-A are applied. The results are presented in Fig. 10 .
We first observe that uneven partitioning provides new operational points that fill the throughput-delay spectrum between g = U IDNC (i.e., classic RLNC with M = 1) and g = U IDNC /2 (i.e., M = 2 with even partitioning). Specifically, for throughput, the performance of even and uneven partitioning solutions are very close. The difference between their minimum block completion time is always less than 5%, and is marginal when the number of receivers is small. This result verifies our assumption made for the fair comparison between even and uneven partitioning in Section V. For decoding delay, as we have proved in Section V, the performance of uneven partitioning is always worse than even partitioning. Moreover, the performance deteriorates with the increasing difference between g(1) and g (2) .
C. Generation Scheduling Strategies
In this subsection, we evaluate Sequential and Semi-online generation scheduling strategies. We use Smart Partitioning and apply three sub-generation sizes, g = U IDNC /3, g = U IDNC /2 and g = U IDNC . Simulation results are shown in Fig. 11 . Our first observation is that the two strategies always have the same throughput performance. This result matches our statistical claim in Section VI-B. The second observation is that the decoding delay of Semi-online strategy successfully outperforms Sequential strategy when g < U IDNC . When g = U IDNC , since there is only one sub-generation, both strategies become equivalent to RLNC and thus have the same decoding delay performance. 
D. Sub-Generation Merging
In this subsection, we compare the performance of Semionline strategy with and without sub-generation merging. We apply Smart Partitioning with two sub-generation sizes, g = U IDNC /4 and g = U IDNC /2. The results are shown in Fig. 12 , from which it is clear that sub-generation merging improves both throughput and decoding delay under all parameter settings. We also observe that the improvements under a smaller g are more significant. This is because a smaller g implies more sub-generations for merging. For the same reason, we expect that there will be no improvements when g reaches its maximum (U IDNC ).
E. The Best Performance of the Coding Schemes
According to our theoretical and numerical results, the best configuration in terms of performance is Smart Partitioning combined with Semi-online strategy with sub-generation merging.
Therefore in this subsection, we apply the above configuration to the coding schemes with sub-generation sizes of g = 1 (IDNC scheme), U IDNC /4, U IDNC /3, U IDNC /2, and U IDNC (RLNC scheme). We set a moderate number of receivers (N = 15), and evaluate the best performance of these coding schemes under different values of packet erasure probabilities (P e ∈ [0.05, 0.35]). The performance of systematic binary RLNC (SB-RLNC) is also evaluated as an example of nongeneration based techniques. The results are plotted in Fig. 13 , from which we observe that, under a moderate number of receivers, coding schemes with smaller g always outperform those with larger g in terms of decoding delay, but always fall below in terms of throughput. We also observe that, although SB-RLNC enables early decodings, its inefficiency in throughput performance makes its decoding delay performance worse than classic RLNC. Last, all the coding schemes have similar robustness to increasing packet erasure probabilities.
At a high level, our results show that throughput and decoding delay do not have to be improved by trading each other off, but have coordination in our framework. By applying proposed implementations and choosing a proper sub-generation size, a large range of throughput-delay tradeoffs can be achieved.
VIII. CONCLUSION
For wireless network coded broadcast, we showed that it is possible to build upon an IDNC solution to obtain a series of more general linear network coded solutions with varying throughput-delay tradeoffs, as well as varying implementation complexity and feedback frequency. The core of our work was introducing a novel way of partitioning a partially-received data block into sub-generations based on the coding sets in a given IDNC solution. Consequently, when an IDNC solution is used unaltered for coded transmissions, we are at one end of the spectrum, namely IDNC with sub-generation size g = 1. When all IDNC coding sets are combined, we reach the other end of the spectrum, namely RLNC with sub-generation size g = U IDNC .
The primary advantage of our coding framework is that the throughput and decoding delay of all intermediate coding schemes with different sub-generation sizes are bounded between those of IDNC and RLNC. With this crucial advantage, we showed that we are able to further improve the throughput and decoding delay of intermediate coding schemes through advanced partitioning algorithms and optimal generation scheduling strategies, such as Smart partitioning combined with Semi-online strategy and sub-generation merging for the best performance, or Smart partitioning with Sequential strategy for in-block switching between IDNC and RLNC and thus real-time performance adaption.
Constructing sub-generations based on IDNC coding sets is an efficient way of using an existing coding technique and the packet reception state information for better system performance. However, it also has a rather limited flexibility in moving individual data packets between the sub-generations, for it starts off with a given IDNC coding solution. An interesting and widely open future research topic is to find out what other throughput-delay tradeoffs are possible using other types of network coding schemes. Another interesting topic is to define the notion of optimal throughput-delay tradeoff and find ways of achieving it.
