Recently, Stewart gave an algorithm for computing a rank revealing URV decomposition of a rectangular matrix. His method makes use of a refinement iteration to achieve an improved estimate of the smallest singular value and its corresponding singular vectors of the matrix. Here, a new proof is given for the convergence of the refinement iteration. This analysis is carried out under slightly weaker assumptions than those of Mathias and Stewart.
Introduction.
In [4] , Stewart gave an updating algorithm for subspace tracking. His algorithm makes use of a refinement iteration, called URV refinement in the literature, to achieve an improved estimate of the smallest singular value and its corresponding singular vectors of a nonsingular upper triangular matrix. The URV refinement can be briefly described as follows.
Consider a real n×n nonsingular upper triangular matrix R. Let R (0) = R be partitioned as
where S (0) is an (n − 1) × (n − 1) upper triangular matrix, h (0) is an (n − 1)-vector, and e (0) is a scalar. Then a sequence of orthogonal matrices, Q (1) , Q (2) , · · · , Q (2k−1) , Q (2k) , each determined as products of Givens rotations, is constructed such that, for k ≥ 1,
where
The URV refinement is identified by Chandrasekaran and Ipsen [1] as an incomplete version of the QR algorithm for computing the singular value decomposition of an upper triangular matrix. Stewart and Mathias [5, 3] discussed the URV refinement in a broader framework of block QR iterations, where S (l) are allowed to be k × k (1 ≤ k < n) matrices, not necessarily upper triangular, and the e (l) are then (n − k) × (n − k) matrices. They established error bounds and derived convergence properties for the singular values of S (l) and e (l) . In particular, for the special case considered in this paper, they proved that, if
then the URV refinement computes the smallest singular value. We have used σ min (·) to denote the smallest singular value of a matrix. We will also use σ i (·) to denote the ith largest singular value of a matrix and · to denote the 2-norm of a matrix throughout the paper.
To facilitate comparison with the new convergence proof given here, we restate a theorem from [3] for the case k = n − 1.
Theorem 1 (Mathias and Stewart, 1993 ) Let S (l) , e (l) , and h (l) be defined as in (1)- (3) .
For l ≥ 1, we have
and if
The assumption ρ (0) < 1 is needed for the method of proof used to establish parts 4 − 5 of the above theorem, but is not a necessary condition for the convergence of the algorithm.
An example which illustrates this fact is
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For this example, a MATLAB implementation of the URV refinement yields an approximation to the smallest singular value of R after 14 iterations as e (28) = 9.9 · · · 948e−01 in double precision. This is very close to the smallest singular value of R, s 3 = 9.9 · · · 950e−01 computed using the MATLAB SVD routine.
Convergence Analysis.
The singular value decomposition (SVD) of R (l) 's provides a basis for our convergence
and
Then R (2k−1) and R (2k) have SVD's:
and 
nn converges to σ n monotonically;
The condition σ n−1 > σ n in part 2 of the theorem says that the smallest singular value σ n is not repeated, that is, it is simple. Therefore it has unique left and right singular vectors associated with it. To prove this theorem, we need the following lemmas. . . .
. . . 
Proof. Write the SVD of R (0) as
Equating the corner elements at the (n, n)-position on both sides (8) gives
Also, SVD (6) can be written as
Since R (2k−1) is of form (2), it is easy to see that
Similarly, writing (7) as
we have
Since we have assumed that r (l) nn > 0 and σ n > 0, the conclusions are easily drawn using equations (9), (11), and (13). Proof. We first assume v (0) nn > 0. According to Lemma 3 , u (2k) nn are also positive for k ≥ 1. By manipulating (11) and (13) we obtain
By
nn . It follows that the right hand side of (14) is less than or equal to one. Therefore, {u 
Taking the 2-norm of the above equation and then squaring both sides gives (r
Rewriting the above equation and considering the ordering of σ i 's we get (r
Taking the limit on both sides of the above equation yields
Since we have assumed σ n−1 > σ n , the only way that this inequality can hold is if a = ±1. Proof. Since σ min (S) = σ min (R 1 ), it follows by Lemma 5 that σ n is simple. To prove the second part, we will show that v nn = 0 implies σ min (S) = σ n . First, since σ min (S) = σ min (R 1 ), the inequality σ min (S) ≥ σ n follows from Lemma 5. We now establish the reverse inequality. Let R have the SVD R = UΣV T . Let u be the last column of U, r the last column of R. Write the SVD of R as
Conclusions
In this paper we have shown that v (0) nn = 0 is sufficient for the convergence of the sequence {r nn → σ min (R (0) ).
