For a function f : X × Y → Z, the m-fold direct sum is the function
where
is the the k-round private coins communication complexity of f m and R k,pub (f ) is the k-round public coin complexity of f . In particular for constant round protocols it implies R const (f m ) = Θ(mR const,pub (f )).
Introduction
Direct sum problem which studies the communication complexity of computing m-copies of a function as compared to the communication complexity of computing one copy, is an important and central problem in communication complexity. It has been extensively studied in the past (see Kushilevitz and Nisan [KN97] ). Let C(f ) denote the deterministic communication complexity of computing f . In the two-party model, Feder, Kushilevitz, Naor and Nisan [FKNN95] showed that there exists a partial function f with C(f ) = Θ(log n), whereas solving m copies takes only C(f m ) = O(m + log m · log n). They also showed a lower bound C(f m ) ≥ m( C(f )/2 − log n − O(1)) for total functions f . For one-round model, they showed that C(f m ) ≥ m(C(f ) − log n − O(1)) even for partial functions. For two-round model, Karchmer, Kushilevitz and Nisan [KKN92] showed that C(f m ) ≥ m(C(f ) − O(log n)) for any relation f . For the private coin randomized model, [FKNN95] showed that for the equality problem R(EQ m n ) = O(m + log n). Recently [JRS03] had shown a similar result which related the randomized complexity of f m to the distributional complexity under product distributions of f . We improve on their result to relate the randomized complexity of f m to the randomized complexity of f . The tools we use are information theoretic and the proof idea is very much in line with [JRS03] .
Organization of paper
In section 3 we discuss some information theoretic and communication complexity background. In section 4 we prove a few lemmas that will be used later in the proof of the direct sum theorem which we prove in section 5. We conclude with some related open problems in section 6.
Preliminaries

Information theoretic background
In this paper log denotes logarithm to base 2. All random variables will have finite range. Let
Let X be a random variable. We often let X also denote the distribution of X. The Shannon entropy of X is defined as H(X)
. Suppose X, Y, Z are random variables with some joint distribution. The mutual information of X and Y is defined as I(X : Y )
denotes the mutual information of X and Y conditioned on the event Z = z i.e. the mutual information arising from the joint distribution of X, Y conditioned on
For a good introduction to information theory, please see e.g. [CT91] .
The following sub-additivity property of mutual information follows easily from the definitions. We now recall the definition of an important information theoretic quantity called relative entropy, also known as information divergence or the Kullback-Leibler divergence. Definition 3.1 (Relative entropy) Let P and Q be probability distributions on a set [n] . The relative entropy of P and Q is given by
The following fact follows easily from the definitions.
Fact 3.2 Let (X, M ) be a pair of random variables with some joint distribution. Let P be the (marginal) probability distribution of M , and for each x ∈ range(X), let P x be the conditional distribution of M given X = x. Then I(X :
, where the expectation is taken by choosing X = x according to its marginal distribution.
Let X, S be finite sets. Let D be the set of all distributions on S. An encoding over X is a function E : X → D. For a distribution µ over X let X E µ be the joint random variable taking values X × S such that its marginal distribution on X is µ and conditioned on the value in X being x, its distribution on S is E(x). When the encoding is known, we often let D x represent E(x). Let I E µ (X) be the mutual information between the two random variables in
We recall the definition of the following information theoretic quantity considered in [Jai05] . Intuitively it can be thought of as a measure of the goodness of an encoding.
Definition 3.2 (Maximum possible information) Maximum possible information in an encoding
Following is an easy consequence of the definition.
Fact 3.3 Let E : X → D be an encoding where D is the set of distributions over a set S of size
Following fact is shown in [Jai05] .
Communication complexity background
In the two-party private coin randomized communication complexity model [Yao79] , two players Alice and Bob are required to collaborate to compute a function f : X × Y → Z. Alice is given x ∈ X and Bob is given y ∈ Y. In a private coins protocol Alice and Bob use their individual random strings to generate messages. In a public coin protocol Alice and Bob can use shared random strings. Let M xy be the random variable denoting the entire transcript of the messages exchanged by Alice and Bob by following the protocol P on input x and y. We say P is a δ-error protocol if for all x and y, the answer determined by the players is correct with probability (taken over the coin tosses of Alice and Bob) at least 1−δ. The communication cost of P is the maximum length of M xy over all x and y, and over all random choices of Alice and Bob. The k-round δ-error
, is the communication cost of the best private (public) coin k-round δ-error protocol for f . When δ is omitted, we mean that δ = 1 3 . It is known that as long as 0 < δ 1 , δ 2 < 1/2, R k
Below we define the notion of T cost of a protocol. 
Useful lemmas
In this section we prove a few lemmas that will help us prove our direct sum result later.
We first show a sub-additivity property of T . It is similar to the sub-additivity property of mutual information. Let E : xy → D xy be an encoding from X × Y to D
Lemma 4.1 (Sub-additivity of T)
Let µ be the distribution on X × Y such that the marginal distribution on X is µ X and conditioned on X = x, distribution on Y is µ x . From fact 3.1 we note that
Hence we have the lemma.
We will also need the following sub-additivity property of the relative entropy,
be joint random variables taking values in the set
For a random variable A we denote by p A (s) the probability of s in A. Then,
We use the following lemma implicit in [JRS03] which follows from the substate theorem [JRS02] and a rejection sampling argument [JRS03] .
Lemma 4.3 Let 0 < ǫ < 1. Let P be a distribution over a set S known to Alice. Let Q be another distribution over S known to both Alice and Bob. Using public coins, if they can sample from the distribution Q as many times they want, then they can sample from a distribution P ′ , such that P − P ′ 1 ≤ ǫ, by Alice communicating O(S(P ||Q)/ǫ) bits to Bob. In fact the distribution P ′ is such that for all s ∈ S, p P (s) = p P ′ (s) except for a dummy message 0 which is sent with probability less than ǫ. This we call the * -property.
We will also use the following lemma about ℓ 1 distances of distributions.
Lemma 4.4 Let
Proof: Follows easily from triangle inequality of the ℓ 1 norm.
Direct sum theorem
Let us consider a k-round private coins communication protocol P for f : X × Y → Z with Alice communicating first. Let S be the set of messages of the protocol. Let M xy be the distribution of the complete transcript of the messages of P when Alice gets input x and Bob gets input y. Let M be some other distribution on S. We show the following, Lemma 5.1 Let 0 < kǫ < 1. Let distribution M be known to both Alice and Bob. Assume using public coins they can sample from the distribution M as many times as they want. On input (x, y) they can sample, using public coins and k-rounds, according to a distribution M ′ xy such that M xy − M ′ Proof: Let M xy represent the random variable corresponding the transcript of P on input (x, y).
Since T -cost of P is less than c, from fact 3.4, there exists a distribution
. InP we assume that using public coins, Alice and Bob can sample from M , which is known to both, whenever required. Following corollary is immediate from fact 3.5 and above theorem, Corollary 5.2 Let 0 < δ + 2ǫ < 1/2. Let f : {0, 1} n × {0, 1} n → Z. Then,
Remark The above direct sum results hold for relations too.
Conclusions
It will be interesting to see if the round dependence on the direct sum result can be reduced or even eliminated. If not then it will be interesting to find a function which exhibits the tightness of the dependence on rounds. Recently [JRS05] have shown an optimal direct sum result for one round and simultaneous messages quantum communication protocols. It will be interesting to see a similar multiple round direct sum result for quantum communication protocols too.
