Summary. For the two-sample problem with the common location and possibly different scale parameters, a general class of M-estimators for the common location and the scale-ratio is considered. Along with a general linearity theorem, the asymptotic distribution of the estimators is derived. An algorithm for the computation of the estimators is also suggested.
Some attempts have been made (mostly, in the one-sample case)
to provide simultaneous M-estimators of location and scale parameters [viz., Huber (1964) , Maronna (1976) and Carroll (1978) , where other references are cited]. However, unlike the location case, where the parameter is uniquely defined by restricting to symmetric distributions, there is no natural and unique scale parameter over a large class of distributions. In the two-sample case, if both the distributions have the same shape, the ratio of the scale parameters can be defined uniquely and we may try as well to estimate the same. The model (1.1)
is not uncommon in practice. For example, in combining the estimators of location from two independent samples, we may be aware of the differences in the variability of the observations (due to different instruments/ investigators or other plausible sources of variations), and hence, it may be more meaningful to eliminate the same. Another point in which our approach differs from the previous ones, mentioned before, is that we use a (rather natural) reparameterization 
The proposed estimators
Referred to the model (1.1), we assume that the d.f. F has an absolutely continuous density function f which has finite Fisher's information with respect to both location and scale, i.e.,
where f'(x) (d/dx)f(x). Note that by the assumed sYmmetry of F,
f(x) and F(x) + F(-x) miN and assume that 1, V X E R . Note that~(-x) ( 2 . 5) and ( 2 . 6) ,
Let~N be any estimator of 
·e
In particular, if we put~(x) =-(f'(x)/f(x» and On the other hand,like the likelihood equations, (2.10) has to be generally solved by an iterative procedure. This is presented in Section 5.
In this context and for the study of the asymptotic properties of Also, let Proof. Note that by (3.1) and (3.2), for a given t 2 ,~l(tl' t 2 ) is \ in t 2 and for given t l ,~2(tl' t 2 ) is \ in t 2 • Also, for a given t l ,~l(tl' t 2 ) can be expressed as a difference of two terms, each of which is \ in t 2 and a similar case holds for~2 (t 1 , t z ) when t 2 is fixed. These properties provide the necessary tool for replacing the "sup" by "max" over a finite number of grid -points which, in turn, enables one to use a simpler way to prove (3.6). We only prove the case of~1(£)' i.e. 
so that by (3.13) and (3.14), (3.13) (3.14)
For any C >°and n > 0. there exists a finite number K (= K(n. C» of grid-points~i' i = 1 •.
•.
• K, such that any two consecutive grid-points are not apart by more than n. Using then (3.15) for each grid. to prove (3.11) . it then suffices to show that under ft = Q and the regularity conditions of Section 2. as N + 00. The proof of (3.17) also follows by using the degenerate convergence criterion (of central limit theorem) and (3.12). where. for any and < n.
the independent summands in (3,11) satisfy the needed .,..10-
(4.6) (4.7) and by (2.5) and (2.6), both 0Il and are finite.
Secondly, (4.5) insures that under 8, ·e
