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Abstract
Many engineering plants are highly nonlinear, experience time varying behavior and unknown
exogenous disturbances. As result, the models for controller design involve parameters with
unknown varying behavior and some modelling error. This may lead to poor closed loop per-
formance in practical applications, if a naive controller is used. Several control techniques may
serve to handle the parameter variation: on line identification, parameter adjustment, robust
control and adaptive control. The model used to formulate the controller must describe the
dynamical behavior of the plant with adequate accuracy and have a simple structure. A basic
type of model is the physical model, which may serve for testing the closed loop performance
by simulation. Nevertheless, its complex structure renders difficult the rejection of parameter
variation, such that the black box regression models are more suitable. We dealt with the men-
tioned problems in this thesis work, according to the following two parts.
In the first one, we present a novel methodology of adaptive control for plants undergoing local
smooth bifurcations. The aim is to handle the effect of the nonlinear behavior and unknown
plant parameters. The essential element of the methodology is to establish a plant regression
model on the basis of the normal form associated to the local bifurcation. To that purpose, we
combine bifurcation theory with control techniques. The normal form has several restrictions:
i) it is only valid on a tight neighborhood of the bifurcation point, ii) the bifurcation point is
assumed to be located at the origin of the state-parameter plane, and iii) it consists of a first
order differential equation if the bifurcation is either fold, pitchfork, transcritical or cusp. To
overcome this, we propose the insertion of additional linear and nonlinear terms, and the use of
an adequate relative degree. As result, a plant in Brunovsky form is obtained, which includes
modelling error terms and is linearly parameterizable. Assuming that the modelling errors
have known upper bounding functions, a robust adaptive controller may be designed upon this
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model.
In the second part, we develop a MRAC scheme for plants with state dependent switching
whose switching instants are known, using the multiple update law approach of [1]. The mul-
tiple update law approach of [1] is stated in terms of the Passivity formalism, for linear plants
and requires special theory for switched systems. We develop a surface sliding MRAC using
this approach, in terms of the classic Lyapunov Theory for time variable systems (direct Lya-
punov method), without using special theory for switched systems. Important benefits of [1]
are retained: i) the tracking error converges asymptotically to zero, ii) the convergence of the
tracking error or the sliding surface to some residual set during the time elapsed between suc-
cessive switching instants is not required. In addition, a modern robust technique is introduced
to the developed scheme, in order to handle the external disturbances and the case that the ap-
proach of [1] is to be used at at minimum level.
Keywords: nonlinear plants, switching plants, adaptive control, robust control, nonlinear con-
trol.
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Resumen
Muchos sistemas considerados en ingenierı´a son altamente no lineales, experimentan com-
portamiento con variacio´n temporal, y perturbaciones externas. Como resultado, los modelos
para disen˜o del controlador involucran parametros con comportamiento variable desconocido
y algu´n error de modelado. Esto puede dar lugar a un desempen˜o de lazo cerrado inadecuado
en aplicaciones pra´cticas, si se usa un controlador que no tenga en cuenta estos factores. Varias
te´cnicas de control pueden servir para manejar la viariacio´n de para´metros: identificacio´n en
lı´nea, ajuste de para´metros, control robusto y control adaptativo. El modelo usado para for-
mular el controlador debe describir el comportamiento dina´mico de la planta con adecuada
exactitud y tener una estructura simple. Un tipo ba´sico de modelo es el modelo fı´sico, el cual
puede servir para probar el desempen˜o en lazo cerrado mediante simulacio´n. Sin embargo,
su estructura compleja hace difı´cil el manejo de la variacio´n de para´metros, de manera que se
deben usar modelos de regresion de caja negra. Nosotros tratamos los problemos mencionados
en este trabajo de tesis, de acuerdo con las siguientes dos partes.
En la primera parte, presentamos una nueva metodologı´a de control adaptativo para plantas
que presentan bifurcaciones locales suaves. La idea es manejar el efecto del comportamiento
no lineal y los para´metros desconocidos de la planta. El elemento esencial de la metodologı´a
es establecer un modelo de regresio´n de la planta sobre la base de la forma normal asociada a
la bifurcacio´n local. Para este propo´sito, combinamos teorı´a de bifurcaciones con te´cnicas de
control. La forma normal tiene varias restricciones: i) es so´lo va´lida para una vecindad pequen˜a
alrededor del punto de bifurcacio´n, ii) se asume que el punto de bifurcacio´n esta´ ubicado en el
origen del plano estado-para´metro, y iii) consiste de una ecuacio´n diferencial de primer orden si
la bifurcacio´n es fold, pitchfork, transcrı´tica o cusp. En vista de estas dificultades, proponemos
la insersio´n de te´rminos adicionales, tanto lineales como lineales, y un grado relativo adecuado.
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Como resultado se obtiene una planta en forma Brunovsky que incluye te´rminos de error de
modelado y es linealmente parameterizable. Asumiendo que los errores de modelado tienen
funciones de acotamiento superiores conocidas, es posible disen˜ar un controlador adaptativo
robusto sobre la base de este modelo.
En la segunda parte, formulamos un esquema MRAC para plantas con conmutacio´n dependi-
ente de los estados e instantes de conmutacio´n conocidos, usando la ley de adaptacio´n mpultiple
de [1]. El enfoque de ley de adaptacio´n mu´ltiple de [1] utiliza el me´todo de Pasividad, consid-
era plantas lineales y requiere teorı´a especial para sistemas conmutados. Nosotros formulamos
un MRAC de superficie deslizante sobre la base de este enfoque, pero en te´rminos de la teorı´a
de Lyapunov cla´sica para sistemas variantes en el tiempo (me´todo directo de Lyapunov), sin
usar ninguna teorı´a especial para sistemas conmutados. Se preservan beneficios importantes
del me´todo de [1]: i) el error de seguimiento converge asinto´ticamente a zero, y ii) no se re-
quiere la convergencia del error de seguimiento o la superficie deslizante hacia ningu´n conjunto
residual durante el tiempo transcurrido entre instantes de conmutacio´n sucesivos. Adicional-
mente, se introduce una te´cnica de robustez moderna en el esquema formulado, con el fin de
manejar las perturbaciones externas y reducir el uso del enfoque de [1] a un nivel mı´nimo.
Palabras clave: plantas no lineales, plantas con conmutacio´n, control adaptativo, control ro-
busto, control no lineal
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Introduction
In this chapter we give basic knowledge on adaptive control, necessary to understand the work
presented in the document. We present basic notions on adaptive control in section (1.1),
according to the following topics: i) basic problems in the control of real systems, ii) the
Brunovsky form, which is a basic and useful representation for many real systems, and iii)
the bifurcation analysis, which is a method for analyzing dynamic and nonlinear systems. We
give an outline of some MRAC schemes in section (1.2), focusing on their properties, goals
and benefits. We present a literature review of these schemes, in order to determine the most
adequate schemes (section 1.3). We indicate the contributions and the organization of the thesis
in sections (1.5,1.4).
1.1 Fundamental notions on adaptive control
In this section we give the basic notions of the following topics, addressed them throughout
the thesis: i) The effect of external disturbances, parametric uncertainties and nonlinear be-
havior, ii) bifurcation analysis, and iii) the Brunovsky form representation and the function
approximation techniques.
Basic problems for control
The following are common problems that may lead to uncertain or inexact models and to de-
terioration of the controlled system performance: i) parametric uncertainties, ii) strong non
linearities, iii) only output measurement, iv) unmeasured external disturbances, and v) uncer-
tain dynamics, e.g. those caused by actuator dynamics.
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Parametric uncertainties. It can be related to either i) unknown constant coefficients associated
to known linear or nonlinear terms, and ii) parameters with unknown time varying behavior.
Highly nonlinear behavior. The strong nonlinearities are often related to friction, ripple forces,
control input nonlinearities caused by actuators, e.g. hysteresis, saturation and dead zones.
In turn, this may lead to the following effects: i) adverse nonlinear phenomena in the open
loop system, e.g., bifurcations, oscillations, chaotic behavior; ii) modelling error: the strong
nonlinearities are difficult to model accurately so that they are ignored or inexactly modelled.
This may be remedied by means of complex models at the expense of a cumbersome controller
design.
Noisy measurements. In many plants the noisy output measurement and the absence of re-
liable instruments imply inaccurate computation of the plant states, so that output feedback
techniques must be used, e.g. state observers. Let us now comment each case. I) noisy out-
put measurement: a basic controller for a plant of relative degree higher than two usually
requires output derivatives, but noisy measurements render inaccurate its computation. There-
fore, diverse problems arise in real implementation and in closed loop system performance. II)
Difficult state measurement: the states of the plant model may be difficult to measure, due to
the absence of reliable instruments. Consider for instance a multiple axis flexible spacecraft,
where it is difficult to measure the variables describing the flexible motion, the modal position,
and the velocity (cf. [52, 23, 148, 65, 130]).
The Brunovsky form representation and function approximation techniques
The Brunovsky form model is nowadays useful to describe the behavior of many plants [116]:
x˙1 = x2 (1.1)
x˙2 = x3 (1.2)
.
.
. (1.3)
x˙n = ϕ>θ + bu (1.4)
2
Chapter 1. Introduction
where ϕ = ϕ(x1, · · · , xn) is a regression vector, θ is an unknown parameter vector, x =
[x1, · · · , xn]> is the state vector and u is the control input. Plants with highly nonlinear
behavior can be approximated to this form by means of the so called “function approximation
techniques”, e.g. neural networks, fuzzy systems, series expansions and parametric models.
These techniques learn the unknown nonlinear behavior using a given identification method
according to the universal approximation theorem. Furthermore, it is possible to assume un-
known constant coefficients associated to the basis functions, so that the resulting plant is in
Brunovsky form with additional nonlinear functions whose coefficients are unknown, and with
the following features: i) the basis functions are identified by some learning method, such that
the approximation error is small or negligible if a sufficient number of basis functions are used;
ii) the effect of unknown constant coefficients may be tackled by means of adjusted parameters
provided by a suitable adjustment law. It is well known that classic MRAC with sliding sur-
faces (cf. [131], pp. 351) may be used for plants in Brunovsky form with nonlinear terms and
full state measurement.
Let us discuss some examples. In [110], a composite adaptive controller is designed using lo-
cally weighted statistical learning of the nonlinear basis functions. Herein, the basis functions
are approximated by piecewise linear models using a nonparametric regression technique and
a composite projection type adaptive law instead of a simple Lyapunov based law. In [141],
an adaptive robust fuzzy control scheme is developed for a class of nonlinear MIMO plants.
In [54], a finite combination of orthonormal basis function is used. In particular, they use the
finite-term Fourier series. We refer the reader to [161], [53], [92], [94], [51], [84] for more
examples.
It is worth to notice that some plants may be described by the Brunovsky form with addi-
tional nonlinear terms and state dependent switching terms (cf. [116]). Consider the plants
in [111], [112], for which n = 3 and nonlinear terms are absent, the linear plant of second
order in [1], and the plant of second order in [51] which comprises nonlinear terms, where the
term |x| may be regarded as a switching term.
3
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Bifurcation analysis
The bifurcation analysis is useful to analyze the existence of nonlinear phenomena of dynam-
ical systems, e.g. oscillations, bifurcations, chaotic behavior. A bifurcation is a qualitative
change of system properties under quantitative parameter variation [87]. It is characterized
by a change in nature, either stability or number of the equilibrium points. The bifurcation
analysis involves the definition of the regions delimiting different nonlinear phenomena, in
terms of the state variables and parameters. Furthermore, it allows the definition of adequate
regions for the manipulated parameters. If the system under study is in closed loop, adequate
intervals for the external command signal and controller parameters may be defined. The bi-
furcation analysis method has attracted a great deal of research during the last decades, and
is still an active research area. There have been many applications to science and engineer-
ing systems, such as power electronics, biological systems and motors. Herein, the analysis
of limit cycles, quasi-periodicity and local bifurcations are of major concern [119]. Different
mathematical techniques such as reduction to the center manifold and the normal form theory
allows a deeper study of the local bifurcations [87].
1.2 A survey on basic MRAC schemes
In this section we present an overview on the basic schemes of model reference adaptive control
(MRAC), including robust MRAC schemes and adaptive backstepping schemes. The MRAC
method is commonly used for control of plants with unknown constant coefficients, inducing
the asymptotic convergence of the tracking error. The stability properties are guaranteed by a
proper choice of the update and control laws. Rich signals are not required, what is consid-
ered a major advantage of the MRAC with respect to the STR methods. We refer the reader
to [131], [5], [64] for a thorough discussion on basic notions and theory on adaptive control,
including the MRAC method.
MRAC using the sliding surface method (cf. [131], pp 351) . This method is suitable for plants
in Brunovsky form with linearly parameterizable nonlinear terms and full state measurement.
The use of sliding surfaces allows one to obtain a SPR transfer function between the adjust-
4
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ment error and an output term. The SPR-Lyapunov theorem may then be applied to define
the control and update laws such that the time derivative of the Lyapunov function be negative
semi-definite. This implies the boundedness of the Lyapunov function and therefore of all the
closed loop signals. The drawback of the method in its simple form is the assumption of the
full state measurement.
Adaptive backstepping. The adaptive backstepping is a Lyapunov based adaptive controller
intended for nonlinear plants transformable into the parametric pure feedback form: the case
of full state measurement is presented in ( [74]) and the case of only output measurement in
( [75]). The procedure is recursive, since a sequence of “virtual” subsystems of relative de-
gree one is recursively derived, involving the definition of a “virtual” input and a “virtual”
output at each step. The procedure can be described as follows. i) The dynamic equations for
(z1, · · · , zn) are derived in a sequential manner by differentiating each zi with respect to time.
The adjustment errors, the stabilizing and tuning functions are defined for each of these dy-
namic equations, and also the time derivative of a Lyapunov partial function Vzi is computed.
ii) At the step n, the input u appears explicitly in the equation for zn, so the corresponding
control law is formulated. iii) The control law, the update law, the tuning and the stabilizing
functions are formulated such that the time derivative of the Lyapunov function be negative
semi-definite. iv) The boundedness and convergence is established according to properties of
the Lyapunov time derivative and invoking the Barbalat’s Lemma. v) Unlike the state feedback
case, the output feedback case employs virtual estimates which are defined on the basis of input
and output filters and provide an estimate of the unmeasured states.
Robust control techniques. Model uncertainties come from unmeasured external disturbances,
unmodelled nonlinearities and uncertain parameter variation, yielding deterioration of the closed
loop system performance, that is: i) slow convergence of the tracking error, ii) convergence of
the tracking error to a residual set of undesired size, iii) parameter drifting. This effects may be
handled by means of robust control techniques, which have attracted a great deal of research
during last three decades [6], including real applications such as motors and robust manipula-
tors. Herein, the variable structure (VS) techniques, also called sliding techniques, have proven
be effective, showing the following properties: i) proper transient and steady state properties,
5
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ii) convergence of the tracking error to a residual set whose size is of the user choice, iii)
boundedness of the adjusted parameters (parameter drifting is avoided), iv) the convergence of
the tracking error to zero when the model inaccuracies are absent.
Now, we discuss the VS technique, when it is not used within MRAC schemes. The VS tech-
nique is in principle useful for disturbances defined in compact sets. It comprises an auxiliar
input, also referred to as robust or pseudo input, which is additional to the current input and may
be defined as a switching signal or a continuous approximation. Its goal is to drive the tracking
error to a sliding surface, attenuating the effect of model inaccuracies. The basic approach is to
use a signum type auxiliar input (see e.g. [53], [135]), which achieves the convergence of the
tracking error to zero. Nevertheless, its discontinuity across the sliding surface leads to a chat-
tering effect in the control input. It may be remedied by using a continuous approximation of
the signum function, at the expense of a nonzero steady state error (see e.g. [149,131,158]). In
turn, the residual set may be chosen small at the expense of a higher control effort. Therefore,
a trade off must be considered between the control effort and the steady state tracking error [53].
The VS techniques are often used within MRAC schemes, leading to the so-called variable
structure MRAC (VS-MRAC) (see for example [155]) or adaptive sliding controller (see for
example [53], [54]). We refer the reader to [131, 149, 158] for fundamental theory. When a
continuous approximation of the signum signal is used, a projection update law must also be
used in order to avoid the parameter drifting phenomena. The projection technique requires the
knowledge of an upper bound for each of the coefficients to be estimated. The major features
of the basic VS-MRAC schemes with continuous approximations of the signal function are:
i) the closed loop signals remain bounded, avoiding parameter drifting, ii) the tracking error
converges to a residual set of pre-specified size, iii) upper bounds of the plant parameters are
required for the projection update laws, and iv) high enough gains are not needed.
Variable structure adaptive backstepping. The VS techniques can be combined with adaptive
backstepping, for either the state or the output feedback schemes of [75, 74], respectively. A
major difficulty for this is the fact that discontinuous stabilizing functions and discontinuous
adjusted parameters may lead to discontinuous states zi [158,156], [71], [72]. The rationale for
6
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this is as follows. At each step of the backstepping scheme, the new state variable zi+1 must
be derived with respect to time in order to obtain dynamics of the subsequent state equation
z˙i+1. Since the new state variable zi+1 depends on the stabilizing function αi, a discontinuous
αi implies a discontinuous state zi+1. In contrast, discontinuous projection type update laws
do not imply discontinuity on the states zi+1, so that they may be used straightforwardly.
1.3 Literature review on MRAC schemes
In the following we present a literature review on “adaptive backstepping”, “MRAC for mul-
tivariable plants” and “variable structure MRAC”. There are two standard adaptive control
schemes commonly used as framework to deal with plant models in Brunovsky form with
full state measurement: the sliding surface MRAC (SSMRAC) scheme stated in [131] pp.
350− 353, and the SAB scheme of [74]. The SAB of [74] was developed developed for plants
in parametric-pure feedback form. The Brunovsky form is a simple case of that form. The
reason for using SAB instead of SSMRAC schemes as basic framework is to give a first step
before considering plants in the parametric-pure feedback form.
Adaptive backstepping. The so-called adaptive backstepping was originally introduced in
[74, 75]. It may be regarded as a Lyapunov based adaptive controller for SISO plants with
arbitrary relative degree, transformable into the “parametric-pure-feedback form”: in [74] the
scheme for plants with full state measurement and in [75] for plants with only output measure-
ment are presented. See [81], [82] for a complete discussion of both schemes, and [85, 77, 86]
for further modifications of the output feedback backstepping. In comparison with the MRAC
based on error augmentation and normalization presented in [60], this scheme is applicable to
a wider class of plants, with a large class of nonlinearities. Nowadays, a lot of modifications
have been proposed, introducing robustness techniques and control for multivariable plants to
name a few.
Robust MRAC based on dead zone update law. To the best of our knowledge, the update
laws involving dead zone were originally introduced into the MRAC schemes in the work
of [122]. Herein, a MRAC is designed for a SISO linear plant with only output measure-
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ment and bounded disturbances, using the augmented error and normalization approach of the
MRAC. The disturbance is only counteracted by the dead zone update law without using aux-
iliar inputs in the control input. The definition of the dead zone depends on the size of the
disturbance, such that i) large disturbances imply large residual sets to which the tracking error
converges and ii) upper bounds of the disturbance and the plant parameters are required to be
known. This dead zone induces a non positive time derivative of the Lyapunov function, so
that i) the closed loop signals are bounded and ii) the tracking error converges to a residual set.
The main features of the MRAC in [122], [105] are: i) all the closed loop signals are bounded
(parameter drifting is avoided, ii) the tracking error converges to a residual set whose size de-
pends on the disturbance size, iii) upper bounds of the disturbance and plant parameters must
be known in order to define the dead zone.
In [97], a MRAC is designed for a Lorenz system using dead zone update law. The Lorenz
system is composed of three differential equations of first order, each one with a different con-
trol input and external disturbances. The effect of the disturbances is partially counteracted by
means of the dead zone update law without using auxiliar inputs. The size of the dead zone de-
pends on a known upper bound of the system disturbances, so that this bound must be known.
The main features of the scheme are: i) all the closed loop signals are bounded (parameter
drifting is avoided), ii) the tracking errors converge to a residual set whose size depends on the
disturbance size, iii) upper bounds on the disturbances are required, whereas upper bounds on
the plant parameters are not.
In [29], the assumption of known upper bounds of the disturbance is relaxed. Herein, the
MRAC scheme and the plant are both similar to those considered in [122], except that the
upper bounds of the disturbance are assumed to be unknown and an update law of recursive
least squares type is used. Additional adjusted parameters are used in order to cope with the
unknown bounds of the disturbance, such that the time derivative of the Lyapunov function be
non positive. The main features of the MRAC are: i) all the closed loop signals are bounded
(parameter drifting is avoided), ii) the identification error converges to a residual set whose
size depends on the value of the additional adjusted parameters but not on the size of the dis-
turbance, iii) known upper bounds of the disturbance or plant parameters are not required for
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the definition of the dead zone.
In [84], a rigorous proof of the convergence of the tracking error to the residual set is stated
by means of the Barbalat’s Lemma. Herein, a sliding surface MRAC is designed for a plant in
Brunovsky form with nonlinear terms, using fuzzy method for function approximation. A dead
zone update law is used in order to counteract the effect of the approximation error, whose
upper bounds are assumed to be unknown. Additional adjusted parameters are used to cope
with the unknown bounds. Thus, the robustness relies on the dead zone update law and the
additional adjusted parameters, without using auxiliar inputs. The dead zone depends on the
additional adjusted parameters and on the control input, such that upper bounds for the approx-
imation error and for the plant parameters are not required. The main features of the MRAC
are: i) all the closed loop signals are bounded (parameter drifting is avoided, ii) the tracking
error converges to a residual set whose size depends on the additional adjusted parameters and
on the control input, but not on the disturbance size, iii) the knowledge on upper bounds of
the disturbance or plant parameters is not required. Clearly, the absence of the assumption of
known upper bounds for the plant parameters is an advantage with respect to the projection and
the σ− update laws (cf. [61], [62], [64]). Nevertheless, the convergence of the tracking error
to a residual set of undesired size is a drawback with respect to the projection update laws.
In [30], an auxiliar input is combined with a dead zone update law, such that i) the tracking
error converges to a residual set whose size is of the user choice, ii) upper bounds on the plant
parameters or the bounded part of the disturbance are not required to be known. Herein, a SISO
nonlinear system preceded by unknown hysteresis is considered, which is in Brunovsky form.
The hysteresis effect implies a term that can be treated as a disturbance whose bounded part
has unknown upper bounds. It is worth to notice that the dead zone of the update law is defined
by means of a truncation of the sliding surface instead of a truncation of Vs, although both
dead zones are equivalent. The main features of the scheme are: i) all the closed loop signals
are bounded, ii) upper bounds of the disturbance and the plant parameters are assumed to be
unknown, ii) the tracking error converges to a residual set whose size is of the user choice. The
convergence of the tracking error to a residual set of desired size is achieved by using auxiliar
input.
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Variable structure MRAC. In [53] a sliding surface MRAC is proposed for nonlinear plants with
uncertainties whose upper bounds are unavailable, representing the uncertainties as finite-term
Fourier series. The plant considered is in Brunovsky form with additional nonlinear functions
and external disturbances. The uncertainties are assumed to be piecewise continuous functions
of time and satisfy the Dirichlet conditions, so that they may be represented by finite-term
Fourier series, associated to constant and unknown coefficients, involving also a small approx-
imation error. This representation is the key element to handle the uncertainties. A sliding
surface MRAC similar to that in ( [131], pp 351) is derived for the plant. In [54], a robust
state adaptive backstepping (SAB) is proposed for a single input single output nonlinear plant
with mismatched uncertainties whose variation bounds are unknown. The plant is assumed
to be in “semi-strict feedback form” with full state measurement and external disturbances in
each of the dynamics. The function approximation technique is used to approximate each of
the disturbance terms as a finite combination of orthonormal basis functions with unknown
constant coefficients, and a small approximation error. Thus, the state adaptive backstepping
of (cf. [74]) is developed for this plant, introducing auxiliar inputs at each step of the back-
stepping procedure, in order to account for the basis functions and counteract the effect of the
approximation errors. High enough gains are used for these auxiliar inputs so as to achieve a
non-positive time derivative of the Lyapunov function. In [155], a VS-MRAC is proposed for
linear plants with relative degree one and input disturbances. A saturation type auxiliar input
is introduced, composed by a time increasing function and a signum element which switches
according to the evolution of the tracking error. Convenient transient and steady state behavior
is attained, i.e., pre-specified values of the transient time, overshoot and steady state error, are
guaranteed. In addition, detrimental effects of the high switching control gain are avoided, giv-
ing improved results with respect to conventional VS-MRAC where chattering effects appear.
Variable structure adaptive backstepping. In [158], the VS technique is introduced to the full
state feedback adaptive backstepping scheme of [74]. An hyperbolic tangent type auxiliar in-
put and a smooth projection type update law are used for robustness, what implies that upper
bounds of the plant parameters must be known. In [156], the plant and the controller of [158]
are considered, except that discontinuous type update laws are used instead of smooth pro-
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jection ones. In [154], VS techniques are combined with the output feedback backstepping
scheme of [75] for the case of a second order plant. A proportional feedback type auxiliar
input and a discontinuous projection type update law are used in the same way as in [156].
In [45], a VS-adaptive backstepping is designed for a second order nonlinear plant with input
disturbances. They developed the full state feedback adaptive backstepping of [74] for the sec-
ond order plant, replacing the time derivative of the output with that of the desired output, in
order to account for the assumption of only output measurement. In addition, a tanh type aux-
iliar input and a discontinuous projection type update law are used for robustness. A drawback
of the schemes in [158], [156], [154], [45] is that upper bounds of the plant parameters are
required to be known, what is necessary to define the projection type update law.
1.4 Outline of the thesis
The thesis work consists of a basic part that contains the chapters 1 and 2, and other three
parts that contain the schemes developed by us. Each of the last three parts is distinguished
by the kind of plant considered and the methods used, as we explain at what follows. The first
part involves the chapter 3. The plant considered is highly nonlinear, exhibits a local smooth
bifurcation, and there is full state measurement. In section 3.6, “Robust MRAC for plants in
Brunovsky form with full state measurement”, we develop a control scheme for this plant. We
handle the modelling error and the possible disturbances-like terms by means of a robustness
technique. The second part comprises the chapters (4, 5, 6). The plants considered involve
some coefficients with switching behavior, and there is full state measurement. To handle the
switching, we use a multiple update law approach, on the basis of the work of [1] and robust-
ness techniques. There are two major kind of plants: i) a plant in Brunovsky form, with full
state measurement, whose coefficients experience switching behavior with known switching
instants, in section 4.2, “MRAC for a plant in Brunovsky form with state dependent switching,
full state measurement”, and ii) a plant in Brunovsky form, with full state measurement, where
the control gain b experiences switching, with known switching instants, whereas the behavior
of the other coefficients is unknown, varying, upper bounded, in section 5.1, “Robust MRAC
for a plant in Brunovsky form with state dependent switching, full state measurement”. The
third part comprises the chapter 7. The plant is of second order, the coefficient associated to
11
Chapter 1. Introduction
the output experiences switching behavior, and there is only output measurement. To handle
the switching, we use a robustness technique.
We remark the four main kind of plants considered in the thesis work: i) a nonlinear plant that
involves a local smooth bifurcation, and with full state measurement, in section 3.6, “Robust
MRAC for plants in Brunovsky form with full state measurement”, ii) a plant in Brunovsky
form, with full state measurement, whose coefficients experience switching behavior with
known switching instants, in section 4.2, “MRAC for a plant in Brunovsky form with state
dependent switching, full state measurement”, iii) a plant in Brunovsky form, with full state
measurement, where the control gain b experiences switching, with known switching instants,
whereas the behavior of the other coefficients is unknown, varying, upper bounded, in section
5.1, “Robust MRAC for a plant in Brunovsky form with state dependent switching, full state
measurement”, iv) a plant of second order, with only output measurement, where the coeffi-
cient c of the term cy experiences switching, with unknown switching instants, in chapter 7,
“Output adaptive backstepping for a second order plant with output dependent switching”.
The schemes in sections (5.2, 5.3) are modifications of the scheme in (5.1). The scheme in sec-
tion (6.1) is similar to that of section (4.2), but it uses the state adaptive backstepping (SAB) as
the basis framework, instead of the SSMRAC. It is possible to use the SAB instead of the SSM-
RAC as the basis framework for the controller design when the plant model is in Brunovsky
form. The aim of this is to give a first step towards the plants in parametric pure feedback
form described in [74]. Nevertheless, in the case of the scheme (6.1) it seems not possible to
evolve from a plant in the Brunovsky form onto the plant in parametric pure feedback form.
The reason is that the multiple update law approach implies discontinuous behavior of the sta-
bilizing functions, what is not acceptable. As far as we know, this problem is still unsolved.
The scheme in section (6.2) is a robust modification of the scheme of section (6.1), considering
the presence of a bounded external disturbance. In the following, we give a discussion of each
chapter:
Basic tools for MRAC design (chapter 2). In this chapter we show basic theory for MRAC
design, including some mathematical tools and properties, and basic MRAC schemes. This
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theory will be used in the development of the MRAC schemes throughout the thesis.
Controller using normal form based regression models (chapter 3). We propose a novel control
methodology for highly nonlinear systems undergoing a local smooth bifurcation, being the
key element the definition of the regression model on the basis of the bifurcation normal form.
The aim is to overcome the deterioration effect of the strong nonlinearities and uncertain pa-
rameters. We state that a regression model based on the bifurcation normal form may provide
an accurate description of the plant dynamic nonlinear behavior, if some terms are introduced
and an adequate relative degree is defined. Moreover, we assume that upper bounding functions
are known for the modelling error. Provided that the regression model is linearly parameteriz-
able, a robust adaptive controller can be straightforwardly formulated upon this model. To give
some instances of adaptive controllers that can be used within this methodology, we derive a
robust sliding surface MRAC for plants in Brunovsky form with modelling errors. We apply
the methodology to an upflow anaerobic fixed bed reactor and to the speed control of a PMSM,
achieving adequate tracking in both cases.
The robustness technique involves the combination of an auxiliar input with a dead zone update
law. An additional update law is used to adjust the magnitude of the auxiliar input. The use of
dead zone implies that each of the update laws is inactive when Vs decreases and enters into
a region Dvs. We redefine the expression for V˙ so that it is non-positive in terms of V¯s. We
establish the convergence of Vs to the region Dvs by means of the Barbalat’s Lemma, and the
convergence of the sliding surface S and the tracking error e.
A sliding surface MRAC for plants in Brunovsky form, with full state measurement and state
dependent switching § (chapter 4). In this scheme we consider a plant with arbitrary relative
degree, arbitrary number of subsystems, arbitrary switching coefficients, nonlinear terms and
known switching instants. We develop the approach of [1] for this kind of plants, using the di-
rect Lyapunov method instead of the Passivity formalism. We use the sliding surface approach
of the MRAC (cf. [131], pp 351) as the basis framework for the controller design, upon which
we introduce the multiple update law of [1]. As result, many benefits of the approach of [1] are
inherited and special theories for switched systems are not required.
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In the plant model considered, all the coefficients undergo switching at the same time. Equiva-
lently, the switching instants of all the coefficients are the same. Therefore, one of the following
cases is possible: i) all the coefficients experience switching at the same time, or ii) some co-
efficients are constant, whereas the other coefficients experience switching at the same time.
The robust surface sliding MRAC for plants in Brunovsky form, full state measurement and
state dependent switching §§ (chapter 5). In this chapter we introduce robustness techniques to
the precedent scheme. We use Lyapunov function with truncation, incorporating elements of
the schemes in [122], [165] and [30]. In section (5.1) we use a multiple update law technique
based on the approach of [1] to handle the switching behavior of the control gain b, and robust-
ness techniques to handle the switching behavior of other plant coefficients. This reduces the
use of the approach of [1] to a minimum level. The plant considered has the following features:
i) the control gain b undergoes switching and its switching instants are known, otherwise it
remains bounded, ii) the switching instants of the coefficients different from b are not required
to be known, iii) upper or lower bounds of the plant coefficients or the control gain b are not
required to be known.
In section (5.2) we consider additive disturbances with unknown upper bounds, and in section
(section 5.3) the switching manifold is unknown and consequently the switching instants of the
plant parameters different from b are also unknown.
The adaptive backstepping for plants in Brunovsky form with state dependent switching and full
state measurement ‡ (chapter 6). In this chapter we develop two state adaptive backstepping
schemes for switched plants in Brunovsky form. In the first one, we modify the state adaptive
backstepping of [74] by introducing the multiple update law approach of [1]. Since we con-
sider a plant in Brunovsky form, the switching terms appear in the dynamics of z(n), at the step
n of the backstepping procedure, being thus the only step to be modified. The scheme in the
second section is similar to that in the first section, but we consider the presence of an additive
bounded disturbance, and we reject it by means of robustness techniques. We use a robustness
technique that involves the combination of an auxiliar input whose magnitude is adjusted, with
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a dead zone update law. This techniques has elements of the schemes [122], [165], [30]. The
adaptive backstepping procedure imposes the problem that the states z1, · · · , zn appear in the
time derivative of the Lyapunov function, rendering difficult the rejection of the disturbance.
To cope with this, we attenuate the effect of the disturbance by introducing an ideal input at the
n-th step, so that V˙ is non-positive when Vz is outside the region Dv.
The output adaptive backstepping for plants of second order with output dependent switch-
ing (chapter 7). In this scheme we introduce a robustness technique to the output backstep-
ping of [85], for the case of a second order plant with output dependent switching. The aim
of the robustness techniques is to handle the effect of the plant switching. Some elements
of [122], [165], [30] are incorporated. There are auxiliar inputs whose magnitude is adjusted,
and dead zone update laws. The auxiliar inputs are added to α1 and u. To carry out the stability
analysis, we use a truncation in both the quadratic form for the virtual states and the quadratic
form for the states zi. Important benefits are obtained: i) the tracking error converges to a resid-
ual set whose size is of the user choice, ii) known upper bounds of the plant parameters are not
required, iii) all the closed loop signals are bounded, iv) high enough gains are not needed, iv)
special theories for switched systems are not required.
1.5 Contributions of the thesis
In the following, we discuss the importance and contributions of the thesis work on the basis
of its relationship with current literature.
Chapter 3. Adaptive control using normal form models. A great deal of model reference adap-
tive control (MRAC) schemes for nonlinear plants use the Brunovsky form model to describe
the basic dynamic behavior, and incorporate some function approximation technique to de-
scribe the nonlinear behavior (cf. [110], [141], [84], [88], [161], [53], [54], [51], [28], [14],
[92], [94]). The approximation error is usually assumed to be bounded and rejected by means
of some robustness technique. The neural networks and the fuzzy sets are the most common
approximation techniques. An essential element is the basis functions, which capture the non-
linear behavior of the system. The parameters of the basis functions must be tuned by means
15
Chapter 1. Introduction
of an off line training task, which is carried out before initiating the operation of the controller
(cf. [55], [110]). We discuss these techniques what follows.
In the case of the neural networks, the training procedure comprises the following steps (cf.
[55], [110]): i) generate sufficient and representative data sets from the system, ii) preprocess
the data sets, iii) train the network, and iv) validate the network. Therefore, the drawbacks of
neural networks are (cf. [162], [110], [129]): i) they require off-line training, ii) they cannot be
used if there are not sufficient measurement data, iii) they increase the computational time if
they are also trained in closed loop.
The fuzzy logic systems are based on linguistic information provided by human experts (cf.
[84], [141], [24], [143], [144], [90], [91]). A fuzzy systems comprises four major components:
i) fuzzifier, ii) fuzzy rule base, iii) fuzzy inference engine, iv) defuzzifier. The fuzzy rule base
is a set of linguistic statements that relates an input space to an output space of plant variables.
Therefore, the drawbacks of fuzzy systems are: i) they require off-line training, in order to tune
its parameters, ii) they cannot be used if there is not linguistic information provided by human
experts.
Therefore, the neural networks and fuzzy sets comprise a previous training task whose aim is
to tune the parameters of the basis functions. The information provided by the bifurcation anal-
ysis is not taken into account. The bifurcation analysis indicates the dependence of the system
states in equilibrium with respect to system coefficients, by means of equilibrium branches [87]
pp. 61. These branches may undergo local bifurcations for some values of the parameters. The
dynamic and static behavior of the systems in a tight neighborhood of the bifurcation point is
quantified by means of normal form. The normal form is developed on the basis of the Taylor
series (cf. [87], pp. 65, 82, 174, [4] pp. 83), which is a polynomial approximation around the
bifurcation point. The normal form gives an accurate prediction in a tight neighborhood of the
bifurcation point. Far from the bifurcation point the prediction is only qualitative.
In contrast to the neural networks and the fuzzy sets, we use polynomial terms, based on
the normal form of the bifurcations, to capture the nonlinear behavior. We formulate a con-
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trol methodology, comprising the establishment of a regression model, on the basis of the
Brunovsky form model and the mentioned polynomials. With this regression model, we devise
a robust MRAC scheme, using the sliding surface model reference control (SSMRAC) scheme
of [131], pp. 350-353 as the basic framework. We incorporate a robust technique to handle
both the approximation error and the disturbance-like terms. The control input comprises a
robust compensator with adjusted magnitude. The update law involves a dead zone type modi-
fication, on the basis of the approach of [122]. In this way, the contribution of the work is the
development of a scheme for nonlinear plants, using the information provided by the bifurca-
tion analysis.
Chapter 4. Sliding surface MRAC for switched systems. The contributions of this scheme can
be drawn on the basis of the approach of [1] and related works in the literature. Many MRAC
schemes have been developed for switched systems since the early 1990. The Multiple Model,
Switching and Tuning ( [111], [115], [116], [117], [109]), comprises several control-identifier
pairs operating in parallel, and the one with the lowest value of the identification criterion will
be used for the control law. The approach of [51] consists of a robust MRAC using approxi-
mation techniques. Thus, the effect of the switching is rejected by means of both robustness
techniques and function approximation. Many other MRAC schemes appear in the literature,
but, to the best of our knowledge, none of them take advantage of the known switching instants.
In contrast, the MRAC approach of [1] considers known switching instants. The plant model
considered is in Brunovsky form, without nonlinear terms, and only two subsystems, i.e., there
are only two switching modes. The passivity theory for hybrid systems of [164] is used to
develop the MRAC scheme. The controller comprises: i) multiple update laws, which are acti-
vated or inactivated according to the switching instants, such that only one update law is active
at each time instant, ii) a control law that uses the adjusted parameter vector that is provided
by the active update law. The following benefits are achieved: i) the tracking error converges
asymptotically to zero, ii) the closed loop states are globally bounded, iii) the convergence of
the tracking error of the sliding surface to some residual set, during the time elapsed between
successive switching instants, is not required, iv) upper bounds of plant coefficients are not
required to be known. The items i, iii) and iv) are important differences with respect to current
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works in the literature.
We develop the MRAC approach of [1] in terms of the direct Lyapunov method instead of the
Passivity formalism. We consider a plant model in Brunovsky form, and use the SSMRAC
of [131], pp. 350-353 as the basic framework for the design of the controller. The major
features of the devised control and update laws are: i) each update law involves an activation-
inactivation operation that depends on the switching instants of the plant and the location of
the output in the different regions. Thus, there are several vectors of adjusted parameters, but
only one is active at each time instant. Therefore, at each time instant one vector of adjusted
parameters evolve while the other remain constant. ii) The control law uses the vector of ad-
justed gain provided by the active update law, with the consequence that it experiences abrupt
changes when a new switching instant appears. These control and update laws have some sim-
ilarity with respect to those of [1].
The resulting scheme inherits benefits i to iv mentioned ahead. The main differences of our
scheme with respect to that of [1] is that we consider wider conditions of the plant, and we
develop a simpler procedure: i) we consider nonlinear terms with switching coefficients, ii)
we consider arbitrary number of subsystems, iii) special theory for switched systems is not re-
quired. We achieve the item iii by defining a different quadratic form for each vector of updated
parameters, giving as result a common Lyapunov function and an adequate time derivative of
the Lyapunov function.
Section 5.1. Robust MRAC for switched systems. The switching of control gain is important
in real applications. A typical example of system with switching control gain is a system with
actuator nonlinearity, e.g. backlash (see [168]) and dead zone (see [167], [147]). The switching
behavior of the control gain implies more difficulties in the design of adaptive controllers, in
comparison with the switching of other plant coefficients. Indeed, the switching of additive
plant coefficients may be handled by means of robust techniques (cf. [30]), achieving adequate
stability properties with minimal requirements of plant model knowledge. Some adaptive con-
trol works consider varying control gain, not restricted to the case of switching behavior, han-
dling it by means of either robustness techniques (cf. [147], [53], [8], [96]) or the Nussbaum
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gain technique (cf. [136], [30], [28], [34]). In [147], a system with dead zone is considered,
assuming that the values of both dead zone slopes are the same. The input term is rewritten
as the sum of an input term with constant control gain plus a bounded disturbance-like term.
Then, the disturbance term is rejected by means of the robust technique based on [131] pp.
309. Nevertheless, this strategy does not work for different values of the slopes. Other robust-
ness techniques comprise control law with compensating terms in the control input and either
projection (cf. [53]) or σ (cf. [8], [96]) modifications of the update laws. The drawback is that
some lower or upper bounds of the plant coefficients are required to be known. In summary,
the main drawback of using robust techniques to handle unknown varying control gain is that
upper or lower bounds of some plant coefficients are required to be known. The Nussbaum
gain technique relaxes the requirement on the knowledge about upper or lower bounds of the
plant coefficients. The Nussbaum gain technique is valid for any varying but bounded control
gain. See [136], [30], [28], [34]. As can be noticed from [30] and [34], the drawback of the
method is that the value of the upper bound for the transient evolution of the tracking error is
significantly altered in comparison with that of classical schemes: this value depends on the
time integral of terms that involve the Nussbaum gains. As a consequence, this bound may get
high values and thus lead to large values of the tracking error in transient time.
In contrast to the classic robustness and the Nussbaum gain methods, we take advantage of the
known switching instants of the control gain, and develop a MRAC scheme, using the SSM-
RAC of [131], pp. 350-353 as the basic framework. We consider a plant model in Brunovsky
form with the following features: i) the control gain b experiences switching behavior, being its
switching instants required to be known, ii) the other plant coefficients experience switching
behavior but its switching instants are not required to be known, iii) the scheme is also valid for
the case that the coefficients different from b experience an unknown varying behavior, and are
upper bounded by unknown constants. We handle the switching of the control gain by means
of the approach of [1], and the switching of the remaining plant coefficients by means of ro-
bustness techniques. The controller comprises a robust control input and a multiple update law,
with the following features: i) the control input is composed by the product of a robust com-
pensator and an a vector of adjusted gains, ii) the role of the robust compensator is to handle
the switching of the plant coefficients different from the control gain b, iii) the adjusted gain
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is provided by the active update law, iv) the multiple update law involves a basic activation-
inactivation schedule that is stated on the basis of the approach of [1], v) in addition, the update
laws involve an inactivation schedule on the basis of the approach of [122]: all the update laws
are inactivated if the sliding surface converges to a target residual set.
The strongest requirement of the scheme is knowledge of the switching instants of the control
gain. The scheme has the following benefits: i) the number of the switching modes of the con-
trol gain are arbitrary, ii) upper or lower bounds of the plant coefficients are not required to be
known, iii) an adequate upper bound of the transient evolution of the tracking error is achieved,
iv) the tracking error converges to a residual set whose size is of the user choice.
Sections 5.2, 5.3. The schemes in these sections are modifications of the scheme of section 5.1.
Chaper 7. Output adaptive backstepping for a second order plant with switching. The de-
velopment of robust adaptive control schemes for plants with only output measurement, of
second or higher order, has attracted significant interest. Different kinds of disturbance-like
terms may appear owed to i) actuator nonlinearity (cf. [168], [167], [28], [30], [146]), un-
known time varying behavior of plant coefficients (cf. [34]), complex nonlinear behavior of the
plant model terms (cf. [157], [156], [68], [67]). Common disadvantages of output feedback
adaptive controllers are: i) upper bounds of some plant coefficients are required to be known
(cf. [154], [68], [56]) in order to ensure the convergence of the tracking error to a residual set
whose size is of the user choice, ii) the Lyapunov function and its time derivative involve a sig-
nificant modification, altering the transient performance of the tracking error (cf. [168], [167]),
iii) the disturbance-like terms are transformed to unknown and time varying but bounded terms
(cf. [168], [167]), so that other types of disturbance-terms are not considered.
In contrast, we devise a OAB based scheme, for the case of a second order plant, where the
coefficient c in the term cy is unknown, bounded and experiences switching, and upper or
lower bounds of the plant coefficients are not known. The term cy cannot be transformed into a
bounded disturbance-like term, what implies higher complexity of the design. The varying be-
havior of the coefficient c in the term cy alters a basic and naive version of the output adaptive
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bacsktepping (OAB) scheme, disrupting the following elements: i) the dynamics of the obser-
vation error ε, ii) the time derivative of the quadratic form concerning the observation error,
i.e. V˙ε, such that its negative nature is not ensured anymore, and it can take positive values, iii)
the expression for y˙ drawn from the dynamics of ε, such that this expression comprises now a
first order filter on the term cy, iv) the expression for the dynamics of the states generated in
the backstepping procedure, i.e. z1 and z2, v) the negative expression for the time derivative of
the Lyapunov function, i.e. V˙ , such that it can now take positive values, what is not acceptable
and can lead to parameter drifting.
In view of these facts, we treat the term cy as an external disturbance. We develop the OAB
of [85] for the case of the second order plant, carrying out the following tasks: i) modify the
quadratic form concerning the observation error, i.e. Vε: we introduce a truncation of the type
of [122] in order to ensure negative values of V˙ε for certain values of Vε, ii) incorporate robust
compensators into both the stabilizing function α1 and the input u. The compensators do not
rely on upper or lower bounds of any plant coefficient. Instead, they involve adjusted gains. iii)
Formulate a dead zone modification of the update law according to the approach of [122]. In
fact, these update laws are inactivated when the states z1, z2 converge to some target residual
set.
One effect of the above tasks is to establish an adequate expression for V˙ . This expression is
negative, and allows the prooof of the convergence of the tracking of the tracking error into
a residual set whose size is user-specified. The main benefits of the developed scheme are:
i) upper bounds of plant coefficients are not required to be known, including the switching
coefficient; ii) the tracking error converges to a residual set whose size is of the user choice,
iii) the modification of the Lyapunov function and its time derivative is minimal, such that the
transient performance of the tracking error is preserved.
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Basic tools for MRAC design
2.1 Some common definitions and basic notation
We use part of the notation and definitions used in [64,46,43] for the MRAC design all over the
chapter (2). A matrix M is said to be stable if all its eigenvalues lie in the open left half plane.
A matrix M is symmetric if M = MT . A symmetric positive definite matrix M is usually
denoted as M = MT > 0 or symmetric p.d. M . We define the following time differentiation
operators: p(·) = ddt(·), p2(·) = d
2
dt2
(·) and so on.
Let us define the leading principal minors of a square matrix. Consider a matrixM of sizem×
m and entries [mij ]. The leading principal minors ofM are defined as [13]: (41, 42, · · · , 4m) ,
m11, m11m22−m12m21, · · · , det(M). For example, the leading principal minors of a 3× 3
matrix M are: (41, 42, 43) = m11, m11m22 −m12m21, det(M).
As in [64], the notations (·) ∈ L∞, (·) ∈ Lp where p ∈ [1∞) and (·) is a scalar, means that
(·), ‖(·)‖p are bounded, respectively.
2.2 Review of vector and matrix properties
There are some vector and matrix properties commonly used in the design of MRA controllers.
We take the matrix transpose, inverse and positive properties from [43], [46], [134], [64], [131],
[132].
Properties of matrix transpose. Consider the matrices A of size m× n and B of size n× p.
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Then, the following transpose properties hold:
(AB)T = BTAT (2.1)
Now, let A and B be two real matrices of the same size, and r be a scalar. Then, the following
transpose properties hold:
(AT )T = A, (A+B)T = AT +BT , (rA)T = r(AT ) (2.2)
Now, consider a matrix A of size m × m and vectors x1, x2 of size m × 1. Then, from the
property (2.1) and from the property xT1 x2 = xT2 x1, it is verified:
(Ax1)T = xT1A
T , (xT1Ax2) = x
T
2A
Tx1 (2.3)
Properties of matrix inverse. Consider the nonsingular matrices and of the same size A and
B. Then, the following inverse properties hold: i) (AB)−1 = B−1A−1, ii) (AT )−1 = (A−1)T .
Positive definite properties. A symmetric positive definite matrix M is usually denoted as
M = MT > 0. Now, consider a symmetric and with real entries matrix M . One may guaran-
tee that M is positive definite if any one of the following conditions holds: i) every principal
minor ofM is strictly positive; ii) all the eigenvalues ofM are strictly positive. In addition, the
following properties, adapted from [46], [132] are useful to identify symmetric positive defi-
nite matrices. First, let M be a symmetric positive definite matrix with real entries. Then, the
following holds for M : i) the trace, the determinant and the diagonal entries of M are positive
real numbers, ii) MT and M−1 are positive definite too, iii) if M is in addition either diagonal,
upper triangular or lower triangular, its diagonal entries are positive, since the eigenvalues of a
diagonal, upper triangular or lower triangular matrix are its diagonal entries. For example, the
diagonal l × l matrix M = diag{m11,m22, · · · ,mll} where m11,m22, · · · ,mll are constant
positive scalars, is positive definite. Second, the sum of any two symmetric positive definite
matrices of the same size is positive definite. Third and last, the sum of a symmetric positive
definite and a symmetric positive semidefinite matrix, being both of the same size, is positive
definite.
We illustrate the use of vector and matrix properties in the design of MRA controllers through
some very common examples.
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Example 1. Consider the following non autonomous system:
x˙ = Amx+ b1(t) (2.4)
where x ∈ Rn× 1, b1 ∈ Rn× 1. It is required to find the time derivative of f1(x) = xTMx,
where M =MT , along the trajectory (2.4). We have:
f˙1(x) = x˙TMx+ xTMx˙
= (Amx+ b1(t))TMx+ xTM(Amx+ b1(t))
= (xTATm + b1(t)
T )Mx+ xTMAmx+ xTMb1(t)
= xTATmMx+ b
T
1Mx+ x
TMAmx+ xTMb1
= xT (ATmM +MAm)x+ b
T
1Mx+ x
TMb1
= xT (ATmM +MAm)x+ 2x
TMb1
(2.5)
where it was used the property that a scalar number is equal to its transpose, so that: bT1Mx =
(bT1Mx)
T = xTMT b1 = xTMT b1.
Example 2. Consider the following non autonomous system:
x˙2 = −sgn(bo)M2f3(t)f4(t), M =MT (2.6)
where x2 ∈ Rl× 1, f1(t) ∈ R1, f3(t) ∈ Rl× 1, f4(t) ∈ R1. It is required to find the time
derivative of f1(t) = |bo|xT2M−1x2 along trajectory (2.6). We have:
f˙1(x) = |bo|(x˙T2M−1x2 + xT2M−1x˙2)
= |bo|((−sgn(bo)Mf3(t)f4(t))TM−1x2 + xT2M−1(−1)sgn(bo)Mf3(t)f4(t))
= |bo|(−1)sgn(bo)(f4(t)fT3 MTM−1x2 + xT2M−1Mf3f4)
= −bof4(fT3 x2 + xT2 f3) = −2bof4fT3 x2
(2.7)
Example 3. Consider the following non autonomous system:
x˙1 = Amx1 + b[bofT3 x2]
x˙2 = −sgn(bo)M2f3(t)x3, M2 =MT2
(2.8)
where x1 ∈ Rn× 1, x2 ∈ Rl× 1, x3 ∈ R1, b ∈ Rn× 1, M2 ∈ Rl× l, x3 ∈ Rl× l, bo ∈ Rl× l.
It is required to find the time derivative of f1(x) = xT1M1x1, f2 = |bo|xT2M−12 x2 and f3 =
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f1 + f2 along the trajectories (2.8). By using the results of examples (1) and (2), we have:
f˙1(x) = x˙T1M1x1 + x
T
1M1x˙1 (2.9)
= xT1 (A
T
mM1 +M1Am)x1 + 2x
T
1M1b[bof
T
3 x2] (2.10)
f˙2 = |bo|(x˙T2M−12 x2 + xT2M−12 x˙2) = |bo|(−1)sgn(bo)x3(fT3 x2 + xT2 f3) (2.11)
= −2box3fT3 x2 (2.12)
the time derivative of f3 is:
f˙3 = f˙1 + f˙2
= xT1 (A
T
mM1 +M1Am)x1 + 2x
T
1M1b[bof
T
3 x2]− 2x3fT3 x2bo
= xT1 (A
T
mM1 +M1Am)x1 + 2bo(x
T
1M1b− x3)fT3 x2
(2.13)
Example 4. Consider the following non autonomous system:
z˙ = Acz + bk(t) (2.14)
e = cT z (2.15)
where z ∈ Rn× 1, e ∈ R1, Ac ∈ Rn×n, b, c ∈ Rn× 1, k(t) is a time varying scalar.
Moreover, (Ac, b, c) satisfy the following equation:
AcP + PAc = −Q
Pb = c
(2.16)
where P = P T , Q = QT . Consider the scalar function V1 = zTPz. It is required to find V˙1
along trajectory (2.14). To that end we use properties (2.2) and (2.3):
V˙1 = z˙TPz + zTP z˙
= (Acz + bk(t))TPz + zTP (Acz + bk(t))
= (zTATc + b
Tk(t))Pz + zTPAcz + zTPbk(t)
= zTATc Pz + b
Tk(t)Pz + zTPAcz + zTPbk(t)
= zT (ATc P + PAc)z + k(t)(b
TPz + zTPb)
(2.17)
By using the properties (2.3), Pb = c (from equation 2.16), P = P T and e = cT z (from
equation 2.15), we have:
bTPz = zTP T b = zTPb = zT c = cT z = e
zTPb = zT c = cT z = e
(2.18)
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Now, by using the above result, e = cT z (from equation 2.15) and ATc P + PAc = −Q (from
equation 2.16), we have:
V˙1 = zT (ATc P + PAc)z + c
T zk(t) + cT zk(t)
= zT (−Q)z + 2ek(t)
(2.19)
Example 5. Consider the following non autonomous system:
z˙ = Acz + b[kϕT θ˜] (2.20)
˙˜
θ = −sgn(k)Γϕe, Γ = ΓT (2.21)
e = cT z (2.22)
where z ∈ Rn× 1, θ˜ ∈ Rl× 1, e ∈ R1, Ac ∈ Rn×n, b, c ∈ Rn× 1, Γ ∈ Rl× l, k is a scalar
constant and ϕ(t) ∈ Rl× 1 is time varying. The state e is the tracking error, θ˜ is the adjustment
error, and z is an state that depends on the tracking error. Moreover, (Ac, b, c) satisfy the
following equation:
AcP + PAc = −Q
Pb = c
(2.23)
where P = P T , Q = QT . Consider the scalar function V = V1 + V2, where V1 = zTPz,
V2 = |k|θ˜TΓ−1θ˜. It is required to find V˙ along the trajectories (2.20, 2.21). From the latter
example, we have V˙1 = zT (−Q)z + 2e[kϕT θ˜]. Considering the property (2.3), Γ = ΓT , and
the dynamics for ˙˜θ (from equation 2.21), we have the following expression for V˙2:
V˙2 = |k|( ˙˜θTΓ−1θ˜ + θ˜TΓ−1 ˙˜θ)
V˙2 = |k|(−sgn(k)e(Γϕ)TΓ−1θ˜ + θ˜TΓ−1(−1)sgn(k)Γϕe)
V˙2 = −ke(ϕTΓTΓ−1θ˜ + θ˜TΓ−1Γϕ)
= −ke(ϕT θ˜ + θ˜Tϕ) = −2keϕT θ˜
(2.24)
Finally, we have V˙ = V˙1 + V˙2 = −zTQz.
2.3 Some theorems and lemmas for the MRAC design
Now, we discuss some theorems and lemmas necessary to design MRAC schemes, analyze the
boundedness of the closed loop signals and analyze the convergence of the tracking error.
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Strictly positive real (SPR) transfer functions. Let G(s) be a rational transfer function with
real coefficients. Then G(s) is SPR if and only if the following holds: i) the poles of G(s) lie
in the open LHP, ii) the zeros of G(s) do not lie on the imaginary axis, iii) Re(G(iw)) > 0.
For a G(s) expressed as G(s) = cT (sI − Am)−1b, the poles of G(s) lie in the open LHP if
Am is stable. Thus, if there are zero-pole cancellations they occur in the LHP.
The Meyer Kalman Yakubovich (MKY) Lemma. Consider a LTI system with transfer func-
tion Gc(s) = cT (sI − Am)−1b. The Kalman Yakubovich Popov (KYP) and the Lefschetz
Kalman Yakubovich (LKY) Lemma may be applied if Am is stable and (A, b) is controllable.
This controllability requirement is absent in the MKY Lemma. As it is well known, if G(s)
has zero pole cancellations, the realization (Am, b, c) is either uncontrollable or unobservable.
Thus, in this case one uses the MKY Lemma in place of the LKY Lemma.
Now, we adapt the MKY Lemma from [64]. Consider a stable matrix Am, the vectors b, c and
the SPR transfer function G(s) = cT (sI −Am)−1b. Then, for any symmetric positive definite
matrix L, there exists a positive scalar ν, a vector q and a symmetric positive definite matrix P
such that the following equation holds:
ATmP + PAm = −qqT − νL
Pb = c
(2.25)
The Barbalat’s lemma. The Barbalat’s lemma is useful to show the convergence of signals to
zero, when certain conditions are fulfilled. It is specially useful to analyze asymptotic stability
of non autonomous systems. In these systems the invariant set theorems cannot be applied
and it is difficult to find Lyapunov functions that satisfy the requirements, being the negative
definite time derivative of the Lyapunov function one of them. We recall the Barbalat’s Lemma
from [64, 131, 132]. Let f(t) be a function of time only. Then the following modifications of
the Barbalat’s Lemma hold:
i) If (f(t), f˙(t)) ∈ L∞ and f(t) ∈ Lp for some p ∈ [0, ∞), then |f(t)| → 0 as t→∞.
ii) If f˙(t) ∈ L∞ and f(t) ∈ L2, then |f(t)| → 0 as t → ∞. In this case it is not necessary to
assume that f(t) ∈ L∞.
When using Lyapunov’s stability theorem for non autonomous systems on MRAC design, of-
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ten the time derivative of the Lyapunov function is usually negative semi definite in place of
negative definite. This is remedied by using Barbalat’s lemma. The results of the Lyapunov’s
stability theorem for non autonomous systems and the Barbalat’s lemma may be summarized
in the following lemma, adapted from [131], [64]:
Lemma 1. Consider the non autonomous system x˙ = f(x, t) where f(x, t) is smooth and
xe = 0 is the equilibrium point. Consider also the function V (x, t) : R+ × B(r) → R for
some r > 0 with continuous first order partial derivatives with respect to x, t and V (0, t) =
0 ∀ t ∈ R+. Consider also some continuous class κ functions ϕ1, ϕ2 ∈ κ. Moreover,
V (x, t) satisfies the following statements ∀x ∈ B(r) and some r > 0:
1. V (x, t) ≥ ϕ1(|x|) > 0∀ t ∈ R+ (V (x, t) is positive definite).
2. |V (x, t)| ≤ ϕ2(|x|)∀ t ≥ 0 (V (x, t) is decrescent).
3. V˙ (x, t) ≤ 0 (V˙ is negative semi definite).
Then, the equilibrium point 0 is uniformly stable. Furthermore, if V¨ exists and is bounded,
then V˙ is uniformly continuous and:
lim
t→∞ V˙ = 0 (2.26)
Remark 1. A scalar function V (x, t) that satisfies the conditions 1, 2, 3 of Lemma 1, regard-
less the uniformly continuity of V˙ or the boundedness of V¨ , is said to be a Lyapunov function
for the non autonomous system x˙ = f(x, t) where f(x, t) is smooth. The equation (2.26) is
obtained by application of the Barbalat’s Lemma. In the design of simple MRAC schemes, the
term V˙ involves the tracking error e , so that equation (2.26) implies the asymptotic conver-
gence of the tracking error e to zero. .
Remark 2. In some cases, the scalar function V (x, t) fails to be positive definite in Rn, the
space of x, being only positive semi definite and satisfying the other conditions of Lemma 1.
Then it is said that V is a Lyapunov-like function instead of Lyapunov function. Moreover,
the stability of the equilibrium point and consequently the boundedness of all the states are
not guaranteed. Therefore, the boundedness of only some states may be guaranteed. Namely,
V ∈ L∞, and if in addition V¨ is bounded, it follows from the Barbalat’s Lemma that V˙ → 0
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as t → ∞.
2.4 The SPR-Lyapunov approach for the design of MRAC
In this section, we discuss the SPR - Lyapunov approach for the design of MRAC, with spe-
cial focus on the stability and boundedness analysis. In the design of continuous time MRA
controllers, the choice of the adaptation law is such that the following stability properties are
accomplished: i) the tracking error asymptotically converges to zero, ii) the parameter errors
remain bounded, iii) the control input remains bounded. A commonly used method for devel-
oping adaptive laws is the so called SPR-Lyapunov approach, also known as positive Lyapunov
approach. The method is based on the direct method of Lyapunov, the properties of strictly pos-
itive real (SPR) transfer functions jointly with the Kalman Yakuvobich (KY) Lemma and the
Barbalat’s Lemma. In this approach, the design of the adaptive law turns out to be a stability
problem. Namely, the adaptive law is formulated such that certain stability constraints dictated
by the aforementioned techniques must be satisfied. The Kalman Yakuvobich Popov (KYP)
and the Meyer Kalman Yakuvobich (MKY) Lemmas are useful to choose the appropriate Lya-
punov functions and to analyze the stability properties. In this section we present a discussion
of the SPR-Lyapunov approach adapted from [64, 131], including the KY and the Barbalat’s
Lemma, and its application to the MRAC design.
The main steps of the SPR-Lyapunov approach may be organized as follows:
• 1. Obtain the equation of the closed loop tracking error, which express the tracking error
in terms of the parameter error through an state space representation. The corresponding
transfer function must be SPR.
• 2. The LKY or the MKY lemma is used to chose an appropriate Lyapunov function V
for the system.
• 3. An appropriate adaptation law is chosen such that the Lyapunov time derivative V˙ is
non positive, i.e., V˙ ≤ 0.
• 4. It is verified that V¨ is bounded, according to the Barbalat’s lemma.
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• 5. It is concluded that the parameter error vector is bounded and the tracking error
converges to zero in the large, i.e., e(t) → 0 as t → ∞.
Often, the control law is stated before the first step.
When using the SPR-Lyapunov approach, it is often necessary that the tracking error be re-
lated to the parameter error through a SPR transfer function in order to apply the LKY or the
MKY Lemma. In many situations, there are stable zero-pole cancellations in the transfer func-
tion Gc(s) that relates the error to the parameter error. Thus, it is necessary to use the MKY
Lemma instead of the LKY Lemma.
Now, we illustrate the the use of the SPR-Lyapunov approach in the MRAC design for single
input plants. Indeed, it indicates the choice of the adaptation law that guarantees e(t) → 0 as
t → ∞ and the boundedness of controller parameters. It also indicates other stability proper-
ties of the system. The following lemma is adapted from [131], [64].
Lemma 2. Consider the following non autonomous system
x˙ = Amx+ b[kθ˜Tϕ]
e = cTx
˙ˆ
θ = −sgn(k)Γeϕ(t)
(2.27)
where Γ = diag{γ1, · · · , γl}, γ1, · · · , γl are positive constants, k is a constant, ϕ(t) is a func-
tion of time. The sizes of some vector and matrix quantities are: e(t) ∈ R1, θ ∈ Rm× 1,
x ∈ Rn× 1, ϕ ∈ Rm× 1, b, c ∈ Rn× 1. If the transfer function H(p) = cT (sI − Am)−1b is
strictly positive real, then e(t), θ˜(t) ∈ L∞. Furthermore, if ϕ(t) ∈ L∞, then ˙ˆθ ∈ L∞ ∩ L2
and (x(t), e(t), ˙ˆθ(t))→ 0 as t→ ∞.
Proof. The system equilibrium is ee, θ˜e = 0. From (2.27), e(t) may be expressed as e(t) =
H(p)[kθ˜Tϕ(t)]. If H(p) is SPR, it follows from the Kalman Yakuvobich Lemma that for
symmetric positive definite matrix Q, there exists another symmetric positive definite matrix
P , such that:
ATmP + PAm = −Q, Pb = c (2.28)
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Consider the Lyapunov function candidate:
V = V1 + V2
where V1 = xTPx, V2 = |k|θ˜TΓ−1θ˜
(2.29)
where P and Γ are symmetric positive definite matrices. Furthermore, V is positive definite
and decrescent in Rn+m, the space of x, θ˜. The time derivative of V1, V2, V along trajectories
( 2.27), are:
V˙1 = xT (ATmP + PAm)x+ 2[kθ˜
Tϕ(t)]xTPb = xT (−Q)x+ 2[kθ˜Tϕ(t)]e (2.30)
V˙2 = |k|( ˙˜θTΓ−1θ˜ + θ˜TΓ−1 ˙˜θ) = −ke(ϕ(t)T θ˜ + θ˜Tϕ(t)) = −2keϕ(t)T θ˜ (2.31)
V˙ = V˙1 + V˙2 = −xTQx ≤ 0 (2.32)
where V˙1 is obtained by using (2.28), so that Pb = c, xTPb = xT c = cTx = e. Let us apply
Lemma 1. The equilibrium e, θ˜ is uniformly stable, so that e(t) and θ˜ are globally bounded:
x, e, θ ∈ L∞. From (2.32), x ∈ L2. If ϕ(t) ∈ L∞, then ˙ˆθ ∈ L∞ ∩ L2 and x˙, e˙ ∈ L∞. In
addition, V¨ = −2xTQx˙, which is bounded since x, x˙ ∈ L∞. The Barbalat’s Lemma indicates
that e(t)→ 0 as t → ∞ and the proof is complete .
Remark 2. In the design of MRAC systems for single input plants, the dynamics of the closed
loop tracking error and the adaptation law usually take the form ( 2.27), where the parameter
error is defined as θ˜ = θˆ − θ∗. Usually, ϕ(t) is the regression vector, which contains a refer-
ence input r(t) or a desired output yd(t), rendering the system ( 2.27) non-autonomous. The
constant k is assumed to be unknown but of known sign. Since the function V satisfies the
properties (1), (2), (3) of the Lemma 1, it is said to be a Lyapunov function for the system
(2.27).
In this section, we have presented a brief review of the procedure for the SPR-Lyapunov ap-
proach, including some theorems and lemmas. In the next section, we formulate an indirect
MRAC for a first order nonlinear plant, using a saturation input in order to counteract model
non structured error. The method guarantees the asymptotic convergence of the tracking error
to a pre-specified residual set, instead to the convergence to zero.
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2.5 Direct MRAC for a second order nonlinear plant with full state
feedback
In this section we formulate a direct MRAC for a second order nonlinear plant in the case of
full state feedback, i.e., it is assumed that the output derivative is known. We use the procedure
in [131], where a combined error is used so that a SPR transfer function is obtained between
the combined error and the parameter error. Consider the second order nonlinear plant:
y¨ = a1y˙ + a0y + a00 + aϕ1ϕ1 + aϕ2ϕ2 + · · ·+ aϕlϕl + bu (2.33)
where y is the system output, u is the input, a1, a0, a00, aϕ1, aϕ2, · · · , aϕl , b are plant pa-
rameters. We make the following assumptions: i) the output y and the output derivative y˙ are
available for measurement, ii) the nonlinearities can be cancelled stably by the control input if
the parameters are known, iii) the plant parameters are constant but unknown, and the sign of b
is known, iv) the nonlinear functions ϕ1, · · · , ϕl, are known functions of the output.
The desired behavior of the output with respect to an external command r(t) is specified by a
second order model, agreeing with the causality conditions [5].
ym(t) =M(p)r(t) (2.34)
where
M(p) =
Bm
Am(p)
=
am0
p2 + am1p+ am0
(2.35)
so that ym(t) can be rewritten as:
y¨m = −am1y˙m − amoym + amor (2.36)
where Am(p) is Hurwitz, and r(t) is a bounded reference signal. The purpose of the MRAC
design is to formulate a control law and an adaptation law, so that all the system signals remain
bounded and the tracking error e(t) , y(t)− ym(t) asymptotically converges to zero.
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Control and update laws
We first find the control law for the case of known plant parameters, and then for unknown
parameters. If the plant parameters were known, we could use the ideal control u∗ defined as:
u∗ = C∗py1y˙ + C∗yy + C∗0 + C∗ϕ1ϕ1 + · · ·+ C∗ϕlϕl + C∗r r (2.37)
with ideal controller parameters:
C∗py1 =
−(am1+a1)
b , C
∗
y =
−(amo+a0)
b
C∗0 =
−a00
b , C
∗
ϕ1 =
−aϕ1
b , · · · , C∗ϕl =
−aϕl
b , C
∗
r =
amo
b
(2.38)
The tracking error equation for the case of known plant parameters is obtained by applying
the controller (2.37) to the plant model (2.33), and then subtracting the reference model (2.36)
from the resulting equation:
y¨ = −am1y˙ − amoy + amor
e¨ = −am1e˙− amoe
or equivalently Am(p)e(t) = 0
(2.39)
So that exponentially convergence of the tracking error is achieved. For the further case of
unknown plant parameters, it is necessary to factorize Am(p) and use the combined error S(t),
as in the variable structure techniques:
Am(p) = Ama(p)Amb(p), Ama(p) = p+ ama, Amb(p) = p+ amb (2.40)
S(t) , Amb(p)e(t) (2.41)
where ama, amb are positive constants. Using the definition (2.41), the tracking error dynamics
(2.39) can be expressed as Ama(p)S(t) = 0, so that S(t) exponentially convergences to zero.
Since the plant parameters are unknown, we use the following control law in place of the
control law (2.37):
u = Cˆpy1y˙ + Cˆyy + Cˆ0 + Cˆϕ1ϕ1 + · · ·+ Cˆϕlϕl + Cˆrr (2.42)
where Cˆpy1, Cˆy, Cˆ0, Cˆϕ1, · · · , Cˆϕl, Cˆr are estimated parameters, to be provided by the pa-
rameter update law. In order to establish the parameter update law we express the tracking
error in terms of the parameter error. We define the parameter errors as C˜py1 = Cˆpy1 − C∗py1,
C˜y = Cˆy − C∗y , C˜0 = Cˆ0 − C∗0 , C˜ϕ1 = Cˆϕ1 − C∗ϕ1, · · · , C˜ϕl = Cˆϕl − C∗ϕl. The dynamics
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of the tracking error in terms of the parameter errors may be found by adding and subtracting
the term bu∗ to the model (2.33), and then using the ideal and the actual control laws defined
in (2.37,2.42):
y¨ = Cpy1y˙ + Cyy + C0 + Cϕ1ϕ1 + Cϕ2ϕ2 + · · ·+ Cϕlϕl + bu+ bu∗ − bu∗
= −am1y˙ − amoy + amor + b(u− u∗)
= −am1y˙ − amoy + amor + b(ϕT θ˜)
(2.43)
where ϕ = [y˙ y 1 ϕ1 · · · ϕl r]T , θ˜ = [C˜py1 C˜y C˜o C˜ϕ1 · · · C˜ϕl C˜r]T . By subtracting
the reference model (2.36) from (2.43), we arrive at the tracking error dynamics:
e(t) = (1/Am(p))[bϕT θ˜] (2.44)
Notice that the transfer function 1/Am(p) is not SPR, because its relative degree is two. There-
fore, we use the factorization of Am(p) and the combined error S(t), defined in the equations
(2.40, 2.41) so that (2.44) becomes:
S(t) = H(p)[bϕT θ˜], H(p) , 1/Amb(p) (2.45)
where H(p) is a SPR transfer function. Thus, we propose the following parameter update law:
˙ˆ
θ = −Γsign(b)Sϕ, Γ = diag{γ1, γ2, · · · , γl} (2.46)
where γ1, γ2, · · · , γl > 0 are positive scalar constants. For the sake of comprehension, the
above adaptation law can be rewritten as ˙ˆθi = −γisign(b)Sϕi, i = 1, 2, · · · , l.
Tracking convergence theorem. When applied to the plant (2.33), the control law (2.42), with
parameters provided by adaptation law (2.46), ensure the boundedness of all closed loop signals
and the asymptotic convergence of the tracking error e(t) to zero. The proof is presented in the
tracking convergence analysis.
Tracking convergence analysis
With the control law and adaptation law formulated above, we analyze the convergence and
stability of the states θ˜ and e, by using the Lyapunov direct method. Accounting for the defi-
nition of the combined error S, we can take the tracking error e(t) as a filtered combined error
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e = 1p+ambS. Thus, the tracking error is a time function instead of a state variable. Moreover,
if S is bounded, e is also bounded, and if S converges to zero, e also converges to zero. There-
fore, equations (2.45) and (2.46) constitute a non autonomous system, since ϕ(t) is a function
of r(t) and of e(t), which are functions of the time. Then, we choose a Lyapunov function
candidate with states S and θ˜:
V = V1 + V2
where V1 = (1/2)S2, V2 = (1/2)|b|θ˜TΓ−1θ˜
(2.47)
and Γ, Γ−1 are symmetric positive definite matrices. Let us find the time derivatives of
V1, V2, V along the trajectories (2.45), (2.46):
V˙1 = SS˙ = S(−ambS + [bϕT θ˜]) = −ambS2 + S[bϕT θ˜]
V˙2 = (1/2)|b|2 ˙˜θTΓ−1θ˜ = |b|θ˜TΓ−1(−Γ−1)sgn(b)Sϕ = −bS θ˜Tϕ
V˙ = V˙1 + V˙2 = −ambS2 ≤ 0
(2.48)
which is negative semi definite. Thus, S, θ˜ ∈ L∞ and S ∈ L2. From the control law
(2.42), u ∈ L∞ and ϕ ∈ L∞ and from (2.45) S˙ ∈ L∞. Thus, from Barbalat’s lemma,
S → 0 as t → ∞, which in turn leads to e → 0 as t → ∞.
The presented controller is an instance of a basic, non-robust MRAC scheme. The aim is to
gain clarity for the development of the control schemes in the thesis work, which use a similar
procedure.
2.6 Adaptive backstepping for a second order linear plant with
only output feedback
In this section we develop the output adaptive backstepping (OAB) method of [85] for the case
of a second order linear plant with only output feedback. The aim is to give a deep understand-
ing of the method, necessary to understand the OAB based schemes in the thesis work. The
design in [85] employs filters over the output and input signals, and ”virtual estimates”, which
are estimates of the plant states, constructed with the aforementioned filters.
Consider the following plant:
y¨(t) = −a1y˙ − aoy + bou (2.49)
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where y(t) ∈ R1 is the system output, u(t) ∈ R1 is the input, a1, ao, bo are the plant parame-
ters. We make the following assumptions:
i) The above representation is valid on a region Ωx in the state space.
ii) The plant parameters are constant, unknown and different from zero.
iii) The output y(t) is available for measurement, but not its time derivative y˙.
iv) There are not model inaccuracies.
v) The sign(b) is known.
vi) The reference input r(t) is bounded.
The desired behavior of the output with respect to the external command r(t) is specified by
the second order plant:
y¨d = −am1y˙d − amoyd + amor(t) (2.50)
where am1, amo are such that Km(p) = p2+am1p+amo is Hurwitz, and r(t) is bounded. The
objective of the MRAC design is to formulate a control law u(t) such that the tracking error
e(t) = y(t)− yd(t) asymptotically converges to zero.
Estimated states
The procedure in [85] employs the so called ”integrator backstepping”, where the problem of
only output measurement is tackled by means of filters of the output and input signals, and a
virtual state ε which is defined as the difference between the plant states and the filtered signals
with some plant constants. The plant (2.49) can be represented as:
x˙1 = x2 − a1y
x˙2 = −aoy + bou
y = x1
(2.51)
which can be rewritten in vectorial form as:
x˙ = Ax+ ay + [0 bo]Tu, A =
 0 1
0 0
 , y = x1 (2.52)
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where a = [−a1 − ao]T . Now, we proceed to construct the filters. Let
k = [k1 k2]T (2.53)
Ao = A− k[1 0] =
 −k1 1
−k2 0
 (2.54)
where (k1, k2) > 0 so that Ao is Hurwitz. We define the output and input filters as:
ξ˙2 = Aoξ2 + ky (2.55)
ξ˙o = Aoξo + [0 1]T y (2.56)
ξ˙1 = Aoξ1 + [1 0]T y (2.57)
v˙o = Aovo + [0 1]Tu (2.58)
The estimation state ε is defined as:
ε = x− (ξ2 − aoξo − a1ξ1 + bovo) (2.59)
using equations (2.52, 2.55-2.58), we can verify that ε satisfies the following equation:
ε˙ = Aoε (2.60)
Thus, ε converges exponentially to zero. Nevertheless, it is not implementable because the
state x is partially unknown, so that the equation (2.59) can not be used to find either ε nor
ε(t = 0).
Outline of the procedure
At each step, a state equation for a new state zi, also called the error variable, is derived. It
is achieved by deriving zi with respect to time, and on the basis of the resulting differential
equation, a virtual input is designed, and the estimation error terms are generated. This process
is guided by means of Lyapunov like functions, which are different for each step, and its time
derivative. Thereby, in the first step a state equation is generated for z1, while for the second
step the state equation is generated for z2. At the last step, the control input and the update laws
are designed so that the time derivative of the Lyapunov function has a negative semidefinite
time derivative. Finally, the boundedness of the signals is established from the expression for
the Lyapunov time derivative, and the convergence properties are established by means of the
Barbalat’s Lemma. The reason for defining the update and control laws at the last step is the
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fact the control input u appears explicitly only at the last step, whereas filtered input appears
in the intermediate steps. Now, we apply the procedure in [85] to the relative degree two plant
(2.49). Since ρ = n = 2, the procedure comprises only two steps.
Proof of equation (2.60)
Now, we prove that the equation (2.60) is true. We derive the equation (2.59) with respect to
time, using the dynamic equation of x (2.52) and the dynamic equation of ξo, ξ1, ξ2, υo in
(2.55-2.58):
ε˙ = x˙− (ξ˙2 − aoξ˙o − a1ξ˙1 + bov˙o) (2.61)
= Ax+ ay + [0 bo]Tu− (Aoξ2 + ky (2.62)
−ao(Aoξo + [0 1]T y)− a1(Aoξ1 + [1 0]T y) + bo(Aoυo + [0 1]Tu)
) (2.63)
= Ax+ ay + [0 bo]Tu−Aoξ2 − ky + aoAoξo + ao[0 1]T y + a1Aoξ1 (2.64)
+a1[1 0]T y − boAoυo − bo[0 1]Tu (2.65)
we regroup the terms associated to y and u:
ε˙ = Ax− ky + (ay + ao[0 1]T y + a1[1 0]T y) + ([0 bo]Tu− bo[0 1]Tu)
−Aoξ2 + aoAoξo + a1Aoξ1 − boAoυo
(2.66)
where the term (Ax− ky) satisfies the following:
Ax− ky =
 0 1
0 0
x− [k1 k2]T y =
 −k1 1
−k2 0
x = Aox (2.67)
and
ay + ao[0 1]T y + a1[1 0]T y = 0
[0 bo]
T u− bo [0 1]T u = 0
(2.68)
By virtue of the equations (2.67, 2.68), the equation (2.66) becomes:
ε˙ = Ax− ky −Aoξ2 + aoAoξo + a1Aoξ1 − boAoυo (2.69)
= Aox−Aoξ2 + aoAoξo + a1Aoξ1 − boAoυo (2.70)
= Ao(x− ξ2 + aoξo + a1ξ1 − boυo) (2.71)
= Aoε (2.72)
and we have completed the proof.
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Step 1
Define z1 = e(t) = y(t)− yd(t). According to equation (2.51) its time derivative is:
z˙1 = y˙ − y˙d, y˙ = x2 − a1y (2.73)
From equation (2.59), we can express x2 as:
x2 = ξ2,2 − a1ξ1,2 − aoξ0,2 + bovo,2 + ε2 (2.74)
so that
y˙ = ξ2,2 + (−a1ξ1,2 − aoξ0,2 + bovo,2) + ε2 − a1y = ξ2,2 + ωT θ + ε2 (2.75)
Since the coefficients a1, ao, bo are unknown, they shall be estimated, thus we organize them
into a parameter vector θ:
y˙ = ξ2,2 + (−a1ξ1,2 − aoξ0,2 + bovo,2) + ε2 − a1y = ξ2,2 + ωT θ + ε2 (2.76)
z˙1 = ξ2,2 + ωT θ − y˙d + ε2 (2.77)
= bov0,2 + ξ2,2 + ω¯T θ − y˙d + ε2 (2.78)
where
ω = [ξ1,2 + y, ξ0,2, v0,2]T (2.79)
θ = [−a1 − ao bo]T (2.80)
ω¯ = [ξ1,2 + y, ξ0,2, 0]T (2.81)
we introduce the new variable z2 = v0,2−α1, which is measurable, and we must choose α1 so
that (2.78) be stabilized. Thus, we express the term bov0,2 in terms of z2 as bov0,2 = boz2+boα1
and we add and subtract the term c1z1 + d1z1 to equation (2.78), where c1, d1 are positive
constants:
z˙1 = −c1z1 − d1z1 + boz2 + bo(α1 + p(c1z1 + d1z1))
+ξ2,2 + ω¯T θ − y˙d + ε2
= −c1z1 − d1z1 + boz2 + bo(α1 + p(c1z1 + d1z1 + ξ2,2 − y˙d))
+bopω¯T θ + ε2 (2.82)
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where p = b−1o . Next we replace the unknown values in θ with estimated values θˆ and we
define:
ϕ = c1z1 + d1z1 + ξ2,2 − y˙d + ω¯T θˆ (2.83)
so that equation (2.82) becomes
z˙1 = −c1z1 − d1z1 + boz2 + bo(α1 + p(c1z1 + d1z1 + ξ2,2 − y˙d + ω¯T θˆ))
−bopω¯T θˆ + bopω¯T θ + ε2
= −c1z1 + boz2 + bo(α1 + pˆϕ) + bo(p− pˆ)ϕ+ ω¯T (θ − θˆ)− d1z1 + ε2 (2.84)
We choose the Lyapunov function to be
V1 = Vz1 + Vθ + Vp +
1
d1
V (2.85)
Vz1 = (1/2)z21 , Vθ = (1/2)θ˜
TΓ−1θ˜, Vp =
|bo|
2γ
p˜2, Vε = εTPoε (2.86)
θ˜ = θ − θˆ, p˜ = p− pˆ (2.87)
Po is a symmetric positive definite matrix, which can be obtained from PoAo + ATo Po = −I .
The time derivative of V1 is:
V˙1 = V˙z1 + V˙θ + V˙p +
1
d1
V˙ (2.88)
where the time derivative of Vz1 along trajectory (2.84) is:
V˙z1 = z1z˙1 = −c1z21 + boz1z2 + boz1(α1 + pˆϕ) + bo(p− pˆ)ϕz1 (2.89)
+(θ − θˆ)T ω¯z1 − d1z21 + z1ε2 (2.90)
The time derivatives of Vθ, Vp, and of Vε along trajectory (2.60) are:
V˙θ = (1/2)(
˙˜
θTΓ−1θ˜ + θ˜TΓ−1 ˙˜θ) = θ˜TΓ−1 ˙˜θ = −θ˜TΓ−1 ˙ˆθ (2.91)
V˙p =
|bo|
γ
p˜ ˙˜p = −|bo|
γ
p˜ ˙ˆp (2.92)
V˙ε = ε˙TPoε+ εTPoε˙ = εT (ATo Po + PoAo)ε (2.93)
= −εT ε (2.94)
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so that
V˙1 = −c1z21 + boz1z2 + boz1(α1 + pˆϕ) + θ˜TΓ−1(Γω¯z1 − ˙ˆθ) +
|bo|
γ
p˜(sgn(bo)γϕz1 − ˙ˆp)
− 1
d1
(ε21 + ε
2
2)− d1z21 + z1ε2
= −c1z21 + boz1z2 + boz1(α1 + pˆϕ) + θ˜TΓ−1(τ1 − ˙ˆθ) +
|bo|
γ
p˜(sgn(bo)γϕz1 − ˙ˆp)
− 1
d1
Ω(ε)− 1
4d1
(2d1z1 − ε2)2 (2.95)
where τ1 = Γω¯z1, Ω(ε) = ε21 + (3/4)ε22 (2.96)
The term containing p˜ can be rewritten as:
|bo|
γ
(p− pˆ)(sgn(bo)γϕz1 − ˙ˆp) = |bo|(pˆ− p)(γ−1 ˙ˆp− sgn(bo)ϕz1) (2.97)
we eliminate the terms containing p˜ by choosing the following update law:
˙ˆp = γpsgn(bo)ϕz1 (2.98)
we can eliminate the term containing pˆϕ by choosing α1 to be:
α1 = −pˆϕ (2.99)
where α1 defined in equation (2.99) is the first stabilizing function, and we still do not define ˙ˆθ
because v0,2 is not the control input so that z2 6= 0. Thus, equation (2.95) becomes:
V˙1 = −c1z21 + boz1z2 + θ˜TΓ−1(τ1 − ˙ˆθ)−
1
d1
Ω(ε)− 1
4d1
(2d1z1 − ε2)2 (2.100)
Moreover, by virtue of the expression for α1 in equation (2.99), the state equation for z1 (
equation 2.84) becomes:
z˙1 = −c1z1 + boz2 + bo(p− pˆ)ϕ+ ω¯T (θ − θˆ)− d1z1 + ε2 (2.101)
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Step 2
We obtain the dynamics of the state z2 by deriving it with respect to time, for what we use the
expression (2.76) for y˙ and (2.58) for υ˙0:
z˙2 = v˙0,2 − α˙1, v˙0,2 = −k2v0,1 + u (2.102)
α˙1 =
∂α1
∂y
ξ2,2 +
∂α1
∂yd
y˙d +
∂α1
∂y˙d
y¨d +
∂α1
∂ξ2,2
ξ˙2,2 +
∂α1
∂ξ1,2
ξ˙1,2 +
∂α1
∂ξ0,2
ξ˙0,2 +
∂α1
∂pˆ
˙ˆp
+
∂α1
∂y
ωT θ +
∂α1
∂y
ε2 +
∂α1
∂θˆ
˙ˆ
θ (2.103)
= −β0 + ∂α1
∂y
ωT θ +
∂α1
∂y
ε2 +
∂α1
∂θˆ
˙ˆ
θ (2.104)
where ∂α1∂y ,
∂α1
∂yd
,
∂α1
∂y˙d
,
∂α1
∂ξ2,2
,
∂α1
∂ξ1,2
,
∂α1
∂ξo,2
,
∂α1
∂pˆ ,
∂α1
∂θˆ
may be obtained from equation (2.99):
∂α1
∂y
= −pˆ
(
c1 + d1 + θˆ1
)
(2.105)
∂α1
∂yd
= −pˆ (−c1 − d1) (2.106)
∂α1
∂y˙d
= pˆ (2.107)
∂α1
∂ξ2,2
= −pˆ (2.108)
∂α1
∂ξ1,2
= −pˆθˆ1 (2.109)
∂α1
∂ξo,2
= −pˆθˆ2 (2.110)
∂α1
∂pˆ
= −ϕ (2.111)
∂α1
∂θˆ
= −pˆω¯T (2.112)
and the term β0 retains the known terms of α˙1 except for ∂α1∂θˆ
˙ˆ
θ:
β0 = −
(
∂α1
∂y ξ2,2 +
∂α1
∂yd
y˙d + ∂α1∂y˙d y¨d +
∂α1
∂ξ2,2
ξ˙2,2 + ∂α1∂ξ1,2 ξ˙1,2 +
∂α1
∂ξ0,2
ξ˙0,2
+∂α1∂pˆ ˙ˆp
) (2.113)
Thus, z˙2 in equation (2.102) can be expressed as:
z˙2 = u+ β2 − ∂α1
∂y
ωT θ − ∂α1
∂y
ε2 − ∂α1
∂θˆ
˙ˆ
θ (2.114)
β2 = −k2v0,1 + β0 (2.115)
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where β2 retains the known terms except for ∂α1∂θˆ
˙ˆ
θ. Since in the above equation it appears the
control input u, we can design it to stabilize the (z1, z2) system. We replace θ with its estimated
value, so that:
z˙2 = u+ β2 − ∂α1
∂y
ωT θˆ − θ˜T ∂α1
∂y
ω − ∂α1
∂y
ε2 − ∂α1
∂θˆ
˙ˆ
θ (2.116)
We design u to stabilize the above system with respect to the Lyapunov function:
V2 = V1 + Vz2 + Vε|2, Vz2 = (1/2)z22 , Vε|2 =
1
d2
Vε (2.117)
The time derivative of Vz2 along the trajectory the (2.116) is:
V˙z2 = z2z˙2 = z2
(
u+ β2 − ∂α1
∂y
ωT θˆ − ∂α1
∂θˆ
˙ˆ
θ
)
− θ˜TΓ−1Γ∂α1
∂y
ωz2 − z2∂α1
∂y
ε2(2.118)
we compute V˙ε|2 using equation (2.94):
V˙ε|2 = −
1
d2
εT ε = − 1
d2
Ω(ε)− 1
4d2
ε22 (2.119)
thus, we compute V˙2 by adding equations (2.100, 2.118, 2.119):
V˙2 = V˙1 + V˙z2 + V˙ε|2
= −c1z21 + z2
(
boz1 + u+ β2 − ∂α1∂y ωT θˆ − ∂α1∂θˆ
˙ˆ
θ
)
+θ˜TΓ−1
(
τ1 − Γ∂α1∂y ωz2 −
˙ˆ
θ
)
−z2 ∂α1∂y ε2 −
(
1
d1
+ 1d2
)
Ω(ε)− 14d1 (2d1z1 − ε2)2 − 14d2 ε22
(2.120)
The term z1z2bo can be rewritten as:
z1z2bo = z1z2bˆo + θ˜TΓ−1(−1)Γ[0 0 − z1]T z2 (2.121)
where bˆo is the last entry of θˆ. Using this expression of z1z2bo, equation (2.120) becomes:
V˙2 = −c1z21 + z2
(
u+ z1bˆo + β2 − ∂α1
∂y
ωT θˆ − ∂α1
∂θˆ
˙ˆ
θ
)
+θ˜TΓ−1
(
τ1 − Γ(∂α1
∂y
ωT + [0 0 − z1])T z2 − ˙ˆθ
)
−
(
1
d1
+
1
d2
)
Ω(ε)− z2∂α1
∂y
ε2 − 14d1 (2d1z1 − ε2)
2 − 1
4d2
ε22 (2.122)
where the term containing θ˜ may be rewritten as:
θ˜TΓ−1
(
τ1 − Γ(∂α1
∂y
ωT + [0 0 − z1])T z2 − ˙ˆθ
)
= (θˆ − θ)T (Γ−1 ˙ˆθ + τo) (2.123)
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where
τo = −ω¯z1 +
(
∂α1
∂y
ω + [0 0 − z1]T
)
z2 (2.124)
Since the control u appears in the equation (2.122), we eliminate the term containing θ˜, by
choosing the following update law:
˙ˆ
θ = −Γτo (2.125)
with this update law the equation (2.123) becomes zero. In order to use the same notation as
in [85], we define:
τ2 =
˙ˆ
θ (2.126)
and we choose the control law to be:
u = −c2z2 − d2
(
∂α1
∂y
)2
z2 − β2 + ∂α1
∂y
ωT θˆ − bˆoz1 + ∂α1
∂θˆ
τ2 (2.127)
using the above control law and because the expression (2.123) is zero by virtue of adaptation
law (2.125), the equation (2.122) becomes:
V˙2 = −c1z21 − c2z22 − d2
(
∂α1
∂y
)2
z22 −
(
1
d1
+
1
d2
)
Ω(ε)− 1
4d1
(2d1z1 − ε2)2
−z2∂α1
∂y
ε2 − 14d2 ε
2
2
= −c1z21 − c2z22 −
1
4d1
(2d1z1 − ε2)2 − 14d2
(
2d2
∂α1
∂y
z2 + ε2
)2
−
(
1
d1
+
1
d2
)
Ω(ε) (2.128)
Thus,
V˙2 ≤ −c1z21 − c2z22 −
(
1
d1
+
1
d2
)
Ω(ε) (2.129)
Moreover, the dynamic equation for z2 is obtained by replacing the control law (2.127) into the
equation (2.114):
z˙2 = −c2z2 − d2
(
∂α1
∂y
)2
z2 − bˆoz1 − θ˜T ∂α1
∂y
ω − ∂α1
∂y
ε2 (2.130)
The control algorithm. In order to facilitate the implementation of the controller, we summa-
rize the signals involved in the control and update laws: the control law (2.127), the tracking
error is defined as z1 = e(t) = y(t) − yd(t), the signal z2 is defined as z2 = v0,2 − α1, the
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signals ξ2, ξo, ξ1, vo may be obtained from (2.55 to 2.58), , ω (2.79), ω¯ (2.81), ϕ (2.83), ˙ˆp
(2.98), α1 (2.99), the terms ∂α1∂y , ∂α1∂yd ,
∂α1
∂y˙d
,
∂α1
∂ξ2,2
,
∂α1
∂ξ1,2
,
∂α1
∂ξo,2
,
∂α1
∂pˆ ,
∂α1
∂θˆ
may be obtained from
equations (2.105 to 2.112), β0 (2.113), β2 (2.115), τo (2.124), ˙ˆθ (2.125), τ2 (2.126).
Tracking convergence theorem. When the above controller is applied to the plant (2.49), all
closed loop signals are bounded and the tracking error e(t) converges asymptotically to zero.
The proof is presented in the tracking convergence analysis.
Tracking convergence analysis
In this section we demonstrate that z1 converges to zero by the Lyapunov’s direct method and
the Barbalat’s Lemma. According to equation (2.129) the following is true:
0 ≤ V2(t) ≤ V2(to) (2.131)
0 ≤ V2(to)− V2(t) ≤ V2(to) (2.132)
so that V2(t) ∈ L∞ and consequently (z1, θ˜, p˜, ε1, ε2, z2, y1) ∈ L∞. Now we show that u ∈
L∞. From equations (2.55 - 2.57) and y ∈ L∞ we conclude that (ξ, ξ˙) ∈ L∞; from equation
(2.81) we conclude that ω¯ ∈ L∞; from equation (2.83) we conclude that ϕ ∈ L∞; from
equation (2.101) we conclude that z˙1 ∈ L∞; from equation (2.99) we conclude that α1 ∈ L∞;
from the definition z2 = υ0,2 − α1 and z2 ∈ L∞ we conclude that υ0,2 ∈ L∞; because
z˙1 = y˙ − y˙d and y˙d ∈ L∞, then y˙ ∈ L∞; from equation (2.51) and y˙ ∈ L∞ we conclude that
x2 ∈ L∞, so that x ∈ L∞; from equation (2.59) we conclude that υo ∈ L∞; from equation
(2.79) we conclude that ω ∈ L∞; from equation (2.105) we conclude that (∂α1/∂y) ∈ L∞;
from equation (2.98) we conclude that ˙ˆp ∈ L∞; from equations (2.105 - 2.112), we conclude
that (∂α1∂y , ∂α1∂yd ,
∂α1
∂y˙d
,
∂α1
∂ξ2,2
,
∂α1
∂ξ1,2
,
∂α1
∂ξo,2
,
∂α1
∂pˆ ,
∂α1
∂θˆ
) ∈ L∞; from equation (2.113) we conclude
that βo ∈ L∞; from equation (2.124) we conclude that τo ∈ L∞; from equation (2.127) we
conclude that u ∈ L∞. Let us now use the Barbalat’s Lemma. By arranging the equation
(2.129) and integrating both sides, we have:
c1
∫ t
to
z21dτ + c2
∫ t
to
z22dτ +
(
1
d1
+
1
d2
)∫ t
to
(ε21 +
3
4
ε22)dτ (2.133)
≤ −
∫ t
to
V˙2dτ = −V2(t) + V2(to) ≤ V2(to) (2.134)
Thus, (z1, z2, ε1, ε2) ∈ L2 and due to z1 ∈ L∞ ∩ L2, z˙1 ∈ L∞, then according to Barbalat’s
Lemma z1 → 0 as t→∞.
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Example 2.1
We choose the plant to be:
y¨ = −1.6y˙ − 0.64y + 1.1u (2.135)
The control and update laws, and the signals required for his computation are discussed in the
control algorithm proposition, presented after equation (2.130). Nevertheless, we present some
of the controller signals, and we refer the reader to the control algorithm proposition for the
remaining signals. We choose the reference model to be:
y¨d = −2y˙d − yd + r (2.136)
we have:
z1 = e = y − yd (2.137)
Ao =
 −k1 1
−k2 0
 (2.138)
(2.139)
where k1, k2 are positive constants of the user choice. The signals ξ2[1], ξ2[2], ξo[1], ξo[2], ξ1[1],
ξ1[2], vo[1], vo[2] are obtained from the following filters:
ξ˙2[1] = −k1ξ2[1] + ξ2[2] + k1y
ξ˙2[2] = −k2ξ2[1] + k2y
ξ2 = [ξ2[1], ξ2[2]]>
,

ξ˙o[1] = −k1ξo[1] + ξo[2]
ξ˙o[2] = −k2ξo[1] + y
ξo = [ξo[1], ξo[2]]>
(2.140)

ξ˙1[1] = −k1ξ1[1] + ξ1[2] + y
ξ˙1[2] = −k2ξ1[1]
ξ1 = [ξ1[1], ξ1[2]]>
,

v˙o[1] = −k1vo[1] + vo[2]
v˙o[2] = −k2vo[1] + u
vo = [vo[1], vo[2]]>
(2.141)
the terms ω, ω¯, ϕ are defined as follows:
ω = [ξ1[2] + y, ξ0[2], vo[2]]
> (2.142)
ω¯ = [ξ1[2] + y, ξ0[2], 0]
> (2.143)
ϕ = c1z1 + d1z1 + ξ2[2] − y˙d + ω¯>θˆ (2.144)
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where c1, d1 are positive constants of the user choice.
α1 = −pˆϕ (2.145)
z1 = e = y − yd (2.146)
z2 = vo[2] − α1 (2.147)
˙ˆp = γpsgn(bo)ϕz1 (2.148)
˙ˆ
θ = −Γτo (2.149)
Γ = diag{γ1, γ2, γ3} (2.150)
where γp, γ1, γ2, γ3 are positive constants of the user choice.
τo = −ω¯z1 +
(
∂α1
∂y
ω + [0, 0, −z1]>
)
z2 (2.151)
u = −c2z2 − d2
(
∂α1
∂y
)2
z2 − β2 + ∂α1
∂y
ω>θˆ − bˆoz1 + ∂α1
∂θˆ
(−1)Γτo (2.152)
where bˆo is the last entry of θˆ, i.e. bˆo = θˆ[3]. The simulation results are shown in figures (2.1(a),
2.1(b), 2.1(c)). Notice that fast convergence of both z1 and z2 is achieved for i) regulation, in
the time interval t ∈ [30 80] seconds, and ii) tracking, in the time interval t > 80 seconds.
The convergence of the tracking error e seems exponential, although the scheme guarantees
asymptotic rather than exponential convergence. The evolution of the adjusted parameters is
slow, and continues after t = 50 seconds, although z1 and z2 have almost converged to zero at
t = 50 sec. The control input u experiences excessive values at the instant t = 30 seconds, due
to the high values of z1 and z2 at that moment.
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(a) Performance of the output. (b) tracking error and control input u .
(c) Adapted parameters
Figure 2.1: Simulation results
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Adaptive control using normal form models
In this chapter we propose a control methodology for highly nonlinear systems undergoing a
local smooth bifurcation, with the aim of overcoming the detrimental effect of the strong non-
linearities and uncertain plant parameters. The essential part is the definition of the regression
model on the basis of the dynamics of the normal form of the local bifurcation. The methodol-
ogy combines bifurcation analysis with control techniques, and can be summarized as follows:
i) define the regression model on the basis of the normal forms corresponding to the local bifur-
cation exhibited by the system, ii) taking into account the assumption that the modelling error
can be described by a term with known upper bounding function, formulate a suitable robust
adaptive controller. We apply the methodology to the control of an anaerobic upflow fixed bed
reactor and the speed control of a PMSM, achieving adequate tracking results.
3.1 Introduction
Many engineering plants have strong nonlinearities, e.g. plants with hysteresis or friction,
which yield nonlinear phenomena and imply complex nonlinear models. We discuss both facts
at what follows. First, the nonlinear phenomena are currently analyzed by means of nonlinear
dynamic techniques. These techniques involve the definition of different regions and curves
on the state-parameter plane, associated to different dynamic behaviors and nonlinear phenom-
ena of the plant states. Furthermore, these planes serve to define parameter values that induce
adequate behavior of the states. The limit cycles, quasi-periodicity and local bifurcations are
some of the main nonlinear phenomena encountered in real plants. Different mathematical
techniques, e.g., reduction to the center manifold and normal form theory, allow a thorough
study of the bifurcations.
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Second, the nonlinear behavior is difficult to model accurately, rendering the controller design
cumbersome. A first approach to handle this is to use complex physical models, which are
nonlinear, do not allow linear parametrization, involve unavailable states, and lead to small
modelling errors at the expense of cumbersome identification tasks. A second approach is to
use linear models, which have local validity in the state space, so that different values of the
parameter set would be required for each region of the state space. A third approach is to use
the so-called function approximation techniques, e.g. neural networks, fuzzy sets and Fourier
series expansion techniques, which can approximate nonlinear continuous functions with arbi-
trary accuracy.
The neural networks must be trained before incorporating them into some control scheme
(cf. [55], [110]). The procedure comprises the following steps: i) generate sufficient and rep-
resentative data sets from the system, ii) preprocess the data sets, iii) train the network, and iv)
validate the network. Therefore, the drawbacks of neural networks are (cf. [162], [110], [129]):
i) they require off-line training, ii) they cannot be used if there are not sufficient measurement
data, iii) they increase the computational time if they are also trained in closed loop.
The fuzzy logic systems are based on linguistic information provided by human experts (cf.
[84], [141], [24], [143], [144], [90], [91]). A fuzzy systems comprises four major components:
i) fuzzifier, ii) fuzzy rule base, iii) fuzzy inference engine, iv) defuzzifier. The fuzzy rule base
is a set of linguistic statements that relates an input space to an output space of plant variables.
Therefore, the drawbacks of fuzzy systems are: i) they require off-line training, in order to tune
its parameters, ii) they cannot be used if there is not linguistic information provided by human
experts.
In contrast to the three mentioned approaches, we derive a control methodology for plants with
local bifurcations, where a reliable regression model of the plant is defined on the basis of the
bifurcation normal form. The methodology is intended for continuous time plants with highly
nonlinear behavior and undergoing a local bifurcation, with the aim to improve the detrimental
effect of the nonlinear behavior and unknown plant parameters. The information provided by
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the normal form is rarely used for control design of this kind of plants. We combine bifurcation
with control techniques to establish the regression model. Accounting for the fact that the re-
gression model is linearly parameterizable, and assuming a modelling error with known upper
bounding function, a robust adaptive controller may be derived upon this regression model.
The normal form theory is an important tool for the thorough analysis of local bifurcations:
it indicates the states behavior in the neighborhood of the bifurcation point, by means of a
simplified differential equation referred to as the normal form. The normal form has several
restrictions: i) it is only valid on a tight neighborhood of the bifurcation point coordinates, ii)
the bifurcation point is assumed to be located at the origin of the state-parameter plane, and iii)
it consists of a first order equation if the bifurcation type is either fold, pitchfork, transcritical
or cusp, or a couple of two differential equations of first order in the case of Hopf bifurcation.
Nevertheless, we propose that it can serve as the regression model of the plant after inserting
additional linear and nonlinear terms of the Taylor expansion, and choosing an appropriate rela-
tive degree. Moreover, the approximation error can be assumed to have known upper bounding
functions and be rejected by robustness techniques. The resulting model is simple and with an
adequate accuracy.
General description and organization of the chapter
The work is organized as follows. In section (3.2), we present an overview of the theory for
local bifurcations, including normal form theory. In the section (3.3), we give a detailed de-
scription of the control strategy for any system with highly nonlinear behavior and undergoing
a local bifurcation. In section (3.4) we present the definition of the regression models on the
basis of the normal form equations, taking into account the facts that many bifurcations do not
occur at the origin and the plants currently operate in a region far from the bifurcation point.
To give some instantes of controllers that can be used with the developed methodology, we
develop i) a surface sliding MRAC for plants in Brunovsky form, of second order, with full
state measurement, without modelling errors nor disturbances, in section (3.5), and ii) a robust
sliding surface MRAC for plants in Brunovsky form with full state measurement, arbitrary rel-
ative degree, involving modelling error and additive disturbances in section (3.6). We apply the
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strategy of section (3.3) to an anaerobic upflow fixed bed reactor in section 3.7 and to a PMSM
in section 3.8. In section (3.9) the conclusions and future research are presented.
3.2 Generic n-dimensional systems and normal forms
In this section we present some basic theory on conventional bifurcation analysis, according
to [87]. We include the local smooth bifurcations, genericity conditions and normal forms. For
a deeper understanding we refer the reader to [87] and [150]. A bifurcation is a qualitative
change of system properties under quantitative parameter variation. It is characterized by a
change in nature, either stability or number of the equilibrium points. The presence of a lo-
cal bifurcation and its classification are defined by the jacobian eigenvalues at the equilibrium
points and the genericity conditions. A major feature of a bifurcation is the presence of a crit-
ical eigenvalue. For a fold bifurcation, there is one zero eigenvalue, i.e., λi = 0, for some
i ∈ [1 n]. For a Hopf bifurcation there is a pair of complex eigenvalues with zero real part,
i.e., λ1,2 = ±ωi.
Certain characteristics of the bifurcation, e.g., the super or sub criticality in the pitchfork and
Hopf bifurcations can be found by using the so called normal form method, which we describe
briefly. Consider a n-dimensional system given by the following set of nonlinear differential
equations:
x˙ = f(x, α), x ∈ Rn, α ∈ Rk (3.1)
where f = (f1, ..., fn) is a nonlinear smooth vector field, x = (x1, ..., xn) is the state
vector, and α is a parameter. Assume that this system has an equilibrium point that depends on
the parameter α: xeq = xeq(α). If we vary α in a certain interval [α1 α2], it is possible that
for a certain value α = αc a local bifurcation appears associated to a critical eigenvalue, with
coordinates (α, x) = (αc, xc). The fold, pitchfork and Hopf are common local bifurcations.
The system is called “generic” if it satisfies the so-called genericity conditions at α = αc
and exhibit one critic eigenvalue [87]. These conditions comprise some partial derivatives of
f(x, α) with respect to x and α evaluated at (x, α) = (xeq, αc). If the system (3.1) undergoes a
local bifurcation and is generic, it can be described by a simplified differential equation, called
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the normal form:
η˙ = g(η, β, σ), η ∈ Rn, β ∈ Rk, σ ∈ Rl (3.2)
which is polynomial in ηi, has an equilibrium η = 0 at β = 0, which satisfies l bifurcation
conditions and undergoes a codimension k bifurcation. The normal form is representative for
all the systems undergoing such bifurcation, and undergoes the bifurcation in the same way as
the original system, but its expression is considerably simplified. Moreover, the normal form
(3.2) and the system (3.1) are topologically equivalent near the origin [87] pp. 65. Nevertheless,
the normal form is valid only near the origin and it can be constructed only if the system is
generic. The parameter β is obtained from the original system and σ is determined on the
basis of the genericity conditions. For example, the normal form of the Hopf bifurcation is two
dimensional:
x˙1 = βx1 − x2 ± (x21 + x22)x1
x˙2 = x1 + βx2 ± (x21 + x22)x2
(3.3)
where x1, x2 are the new state variables, β the new parameter. The parameter β and the signum
+ or − depend on the original system. For the case of fold bifurcation, the normal form is one
dimensional:
x˙1 = β ± x21 (3.4)
where x1 is the new state variable, and β the new parameter. As before, β and the signum + or
− depend on the original system. For the case of pitchfork bifurcation, the normal form is also
one dimensional:
x˙1 = βx1 ± x31 (3.5)
where x1 is the new state variable, and β the new parameter, and for the transcritical and the
cusp bifurcation, the normal form are also one dimensional:
x˙1 = βx1 − x21
x˙1 = β1 + β2x1 ± x31
(3.6)
where x1 is the new state variable, and β, β1, β2 are the new parameters. Using the above
guidelines, one may find the local bifurcations of a given system, verify the accomplishment
of the genericity conditions and establish the normal form.
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3.3 Description of the general control methodology
We propose a control methodology for engineering systems with strong inherent nonlinear be-
havior and local smooth bifurcations. The essential part is the establishment of the regression
model on the basis of the normal form of the bifurcation, for which we use the basic con-
cepts of the section (3.2). Taking into account the fact that the regression model is linearly
parameterizable and considering a modelling error term with known upper bounding function,
a suitable robust adaptive controller may be designed upon it. The rationale of the method is as
follows. Given a plant with a local bifurcation, the normal form gives an accurate representa-
tion of its dynamic behavior in the neighborhood of the bifurcation point. This representation
is quite inaccurate in regions far from the bifurcation point. In addition, it is assumed that the
bifurcation point is located at the origin, i.e., (βc, xc) = (0, 0). With the aim to circumvent
these drawbacks, we propose the introduction of additional linear and nonlinear terms. We as-
sume that the modelling error may be described as a term bounded by a known function of the
system states. This gives a regression model that provides an accurate description of the plant
dynamic behavior, far from the bifurcation point and in non-equilibrium operation. Moreover,
it is linearly parameterizable and in Brunovsky form, such that a robust adaptive controller can
be derived upon it.
Thus, we propose the following steps of the control methodology: i) carry out a bifurcation
analysis on the plant physical model. ii) Formulate a regression model on the basis of the bi-
furcation normal form, according to section 3.3. iii) Formulate an adaptive controller upon the
proposed model, verifying the assumptions of the control method. To give some instances, we
derive two MRAC for the following plants: i) a second order plant with complete state mea-
surement and no modelling error, in section 3.5, and ii) a plant in Brunovsky form with full
state measurement and modelling errors with known upper bounding functions, in section 3.6.
Remark. We want to emphasize that the advantage of the normal form is that it captures the
nonlinear behavior of the plant. We use this normal form to construct the regression model of
the plant. The methodology may be applied to many engineering plants, but the details depend
on the results of the bifurcation analysis for the specific plant. We only give a general presen-
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tation.
3.4 Definition of the bifurcation based plant model
We derive the regression models by modifying the standard bifurcation normal forms, to cope
with the following facts: i) the bifurcation point is currently different from the origin, ii) the
plants currently operate in regions far from the bifurcation point and in non-equilibrium con-
ditions, iii) the normal form has relative degree one and does not take into account the control
input.
The bifurcation point is different from the origin
In this case we have (βc, xc) 6= (0, 0), assuming that the plant operates in a neighborhood of the
bifurcation point. We depart from the normal forms (3.4) and (3.5), into which we introduce
the coordinate transformation y˜ = y − yc, and add the term u˜ = u − uc corresponding to
the control input. It results in the following regression models for the fold, the pitchfork, the
transcritical and the cusp bifurcations, respectively:
y˙ = ao ± (y − yc)2 + b(u− uc)
y˙ = ao(y − yc)± (y − yc)3 + b(u− uc)
y˙ = ao(y − yc)− (y − yc)2 + b(u− uc)
y˙ = ao + ao(y − yc)± (y − yc)3 + b(u− uc)
(3.7)
where y is the plant output, u is the control input, ao, ao, b are constant plant parameters, to be
estimated by the adaptive law.
The plant operates in regions far from the bifurcation point and in non-equilibrium con-
ditions
We add some linear and nonlinear terms to the plant model (3.7), and treat the bifurcation coor-
dinates yc, uc as unknown constants. Recall that both the fold and the transcritical bifurcations
have a third order term, while the pitchfork and the cusp bifurcations have both a second or-
der term. As result, we obtain a common regression model for the fold and the transcritical
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bifurcations, and a common model for the pitchfork and the cusp bifurcations:
y˙ = ao + a1y + a2y2 + bu+ d
y˙ = ao + a1y + a2y2 + a3y3 + bu+ d
(3.8)
where ao, a1, a2, a3, b are unknown constant plant parameters, to be adjusted by the adaptive
law, and d represents modelling error and external disturbances. Notice that models (3.7,3.8)
are linear with respect to the coefficients ao, a1, a2, a3, b, so that a MRAC may be straight-
forwardly derived after verifying the accomplishment of the corresponding assumptions. In-
deed, we can rewrite the plant model (3.7) in the factorized form:
y˙ = ϕT θ + d, ϕ = [(y − yc)2 (u− uc)]T , θ = [ao b]T
y˙ ∓ (y − yc)3 = ϕT θ + d, ϕ = [(y − yc) (u− uc)]T , θ = [ao b]T
y˙ = ϕT θ + d, ϕ = [(y − yc) − (y − yc)2 (u− uc)]T , θ = [ao 1 b]T
y˙ ∓ (y − yc)3 = ϕT θ + d, ϕ = [1, (y − yc) (u− uc)]T , θ = [ao, ao b]T
(3.9)
and similarly the model (3.8):
y˙ = ϕT θ + d, ϕ = [1 y y2 u]T , θ = [ao a1 a2 b]T (3.10)
y˙ = ϕT θ + d, ϕ = [1 y y2 y3 u]T, θ = [ao a1 a2 a3 b]T (3.11)
The normal form has relative degree one and does not take into account the control input
One approximate way to define the order of the plant is the step response analysis. To take into
account the effect of the control input, we suggest to include it as an additive term, multiplied
by the constant b. We consider the specific case the behavior of the output y is approximately
of second order with respect to the input u. We propose the following modification of the
equations (3.8):
y¨ = ad1y˙ + ao + a1y + a2y2 + bu+ d (3.12)
y¨ = ad1y˙ + ao + a1y + a2y2 + a3y3 + bu+ d (3.13)
whose factorized form is:
y¨ = ϕ>θ + d, ϕ = [y˙, 1, y, y2, y3, u]>, θ = [ad1, ao, a1, a2, a3, b]> (3.14)
A suitable adaptive controller may be derived upon this model, assuming that ad1, ao, a1, a2,
a3, b are constant and unknown. We assume that upper bounding functions are known for the
modelling error, so that robustness techniques may be used. If the modelling error is negligible,
a surface sliding MRAC suffices.
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3.5 Design of a MRAC for plants of second order and full state
measurement
In this section we present a MRAC for plant of second order in Brunovsky form with full sate
measurement, which is valid for the case that the plant response is of second order and there
is a local bifurcation, either a fold, pitchfork, transcritical or cups. We apply the procedure
in [131]. The plant model is:
y¨ = a1y˙ + aoy + aϕϕ¯+ bu+ co (3.15)
we make the following assumptions:
i) the plant parameters a1, ao, b, co are constant, unknown and different from zero.
ii) the value of sgn(b) is known.
iii) the (y, y˙) are available for measurement
iv) there are not model errors nor external disturbances.
v) the reference signal r(t) is bounded.
vi) the term ϕ¯ is a known nonlinear function of the output.
we choose yd(t) to be specified by the following reference model:
y¨d + am1y˙d + amoyd = amor(t) (3.16)
where r(t) is bounded, am1, amo are chosen so that the polynomial K(p) has negative real
roots, which is defined as K(p) = p2 + am1p+ amo. The objective of the design is to defined
the control law for u such that the tracking error e = y(t)− yd(t) converges to zero asymptot-
ically, despite the uncertainty on the plant parameters.
Let us now find the control and the update laws. Let
u∗ =
1
b
[(−a1 − am1)y˙ + (−ao − amo)y − aϕϕ¯− amor − co] = ϕT θ∗, (3.17)
ϕ = [−y˙, −y, −ϕ¯, −r, −1]T , (3.18)
θ∗ =
[
a1 + am1
b
,
ao + amo
b
, aϕ, aϕ, amo,
co
b
]T
(3.19)
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we add and subtract the term bu∗ to the plant model (3.15):
y¨ = a1y˙ + aoy + aϕϕ¯+ bu+ bu∗ − bu∗ = −am1y˙ − amoy − amor + b(u− u∗)(3.20)
we subtract the reference model (3.16) to obtain the error equation in terms of the input error
u− u∗, and we reorganize:
e¨ = −am1e˙− amoe+ b(u− u∗) (3.21)
(p+ ama)(p+ amb)e = b(u− u∗) (3.22)
Let S = (p+ amb)e. Substituting this expression in the above equation gives:
(p+ ama)S = b(u− u∗), S˙ = −amaS + b(u− u∗) = −amaS + b(u− ϕT θ∗) (3.23)
we choose the following control and update laws:
u = ϕT θˆ, (3.24)
˙ˆ
θ = −Γsgn(b)Sϕ (3.25)
where Γ is a diagonal matrix whose diagonal elements are user-specified positive constants.
Substituting the above control law in equation (3.23) gives the error equation in terms of the
updating error θ˜:
S˙ = −amaS + b(ϕT θ˜), θ˜ = θˆ − θ∗ (3.26)
Now, we proceed to ensure the boundedness of (S, θ˜, e, u) and the convergence of the tracking
error e to zero. We choose the following Lyapunov function:
V = Vs + Vθ, Vs = (1/2)S2, Vθ = (1/2)|b|θ˜TΓ−1θ˜ (3.27)
Now, we proceed to determine the time derivative of V along the trajectories (3.26,3.25). The
time derivative of Vθ along trajectory (3.25) is:
V˙θ = |b|θ˜TΓ−1 ˙˜θ = −bSϕT θ˜ (3.28)
The time derivative V˙s along trajectory (3.26) is:
V˙s = −amaS2 + bSϕT θ˜ (3.29)
the time derivative V˙ is obtained by adding V˙θ and V˙s in equations (3.28,3.29), respectively:
V˙ = V˙s + V˙θ = −amaS2 ≤ 0 (3.30)
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Thus, V ∈ L∞ and the following boundedness properties are true: i) (Vs, Vθ,S, θ˜) ∈ L∞
follows from the definitions of V, Vs, Vθ; ii) (e, e˙) ∈ L∞ follows from S ∈ L∞ and the
definition of S; iii) (y, θˆ) ∈ L∞ because (e, θ˜) ∈ L∞, iv) y˙ ∈ L∞, because (e˙, y˙d) ∈ L∞; v)
ϕ¯ ∈ L∞ because y ∈ L∞; vi) ϕ ∈ L∞ follows from (y˙, y, ϕ¯, r) ∈ L∞ and the definition of ϕ;
vii) S˙ ∈ L∞ follows from (S, ϕ, θ˜) ∈ L∞ and the equation (3.26). Now, we proceed to ensure
the convergence of the tracking error by means of the Barbalat’s Lemma. We reorganize the
equation (3.30) and integrate as follows:
amaS2 ≤ −V˙ , (3.31)∫ t
to
amaS2dτ ≤ −
∫ t
to
V˙ dτ = V (to)− V (t),
∫ t
to
amaS2dτ + V (t) ≤ V (to)(3.32)
thus, S ∈ L2, and due to S ∈ L∞, S˙ ∈ L∞, we have S → 0 as t → ∞ by invoking the
Barbalat’s Lemma. According to the definition of S, the following is true: e→ 0 as t→∞.
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3.6 Robust MRAC for plants in Brunovsky form with full state
measurement
In this section we develop a surface sliding MRAC for plants in Brunovsky form with full
state measurement. To handle the effect of external disturbances and modelling error, we use
a robust technique that involves an auxiliar input whose magnitude is adjusted, with a dead
zone update law. The scheme has the following benefits: i) unknown upper bounds of the
plant parameters or the external disturbances are not required, ii) the tracking error converges
to a residual set whose size is of the user choice, iii) chattering effects are avoided, iv) high
enough gains are not needed, v) all the closed loop signals remain bounded (parameter drifting
is avoided).
The robust technique has elements of the schemes in [122], [165], [30]. We define the quadratic
form V¯s, which is truncated in terms of the sliding surface S. This function is such that V does
not satisfy standard assumptions of the Lyapunov theory for time variable systems, shown
in [131] pp 106-109, or [5], pp 204-206. Nevertheless, its validity to demonstrate the bound-
edness of the closed loop signals is stated in [122] and widely accepted.
In the following, we discuss how the conditions for the Lyapunov functions are not satisfied.
The truncation of the function V¯s generates a dead zone with respect to Vs, such that many
conditions are not satisfied: i) V is not continuously differentiable and ii) V¯s(0) 6= 0, so that
V (0) 6= 0. Consequently, the function V (x¯) is not locally positive definite, according to the
definitions in [131], pp 106. Nevertheless, V (x¯) is time invariant and dominates a time invari-
ant class κ function α(‖x‖), as follows: α(‖x‖) ≤ V (x¯). This implies that if V is bounded,
The state vector x¯ is also bounded. By other hand, V (x¯) is not globally decrescent, according
to the definition in [131] pp 108. There are two reasons for this: V (0) 6= 0 and there is not
a class κ function γ(‖x‖) such that V ≤ γ(‖x‖). The time derivative of V is not negative
semi-definite, but it is non-positive. This implies that V is globally bounded. The radially
unboundedness of V implies that the equilibrium x¯ is globally stable, so that the states in x¯
are globally bounded. By other hand, V¨ may take infinite values, because V˙ is discontinuous
depending on the value of S. In turn, this implies that dV/dt is not uniformly continuous. To
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circumvent this effect, we express V˙ as an inequality in terms of the truncated function V¯s, and
we apply the Barbalat’s Lemma upon V¯s instead of V˙ . This is possible by virtue of the fact that
˙¯V is always bounded, in turn allowed by the continuity of V¯s with respect to S. The L2 prop-
erties, usually achieved in classical MRAC design, are not achieved in this case. Instead, L1
properties are achieved for (V¯s−Cbvs). Fortunately, the Barbalat’s Lemma has many variants,
see [5] pp 205 and [64], pp 76.
The procedure combines elements of [122], [165], [30]. The magnitude of the auxiliar input is
adjusted by means of an additional update law. The truncated form V¯s implies the inactivation
of each update law when Vs decreases and enters into a region Dvs. We redefine the expres-
sion for V˙ so that it is non-positive in terms of V¯s. Then we establish the convergence of Vs
to the regionDvs by means of the Barbalat’s Lemma, and the convergence of the tracking error.
The used robust technique encompasses several desirable features: i) the magnitude of the aux-
iliar input is adjusted to cope with the unknown upper bounds of the plant parameters. ii) The
auxiliar input is proportional to some continuous function of the sliding surface S, in order to
avoid the chattering effect induced by discontinuous signals. Hyperbolic tangent, saturation
and proportional S are some examples of functions that can be used. iii) An inactivation based
on the dead zone is introduced in all the update laws. If we compare this with the projection
type update laws, it has the advantage that upper bounds of the plant parameters are not re-
quired.
We use the sliding surface MRAC method stated in [131] pp 351, as the basis framework for
the design of the control and update laws. The first step is to add and subtract an ideal term u∗,
such that the nth order transfer function between y and the input error u− u∗ becomes similar
to that of the reference model. Then we subtract the reference model, leading to a nth order
equation with e as its state. Then we carry out a coordinate transformation from e to S, so as
to obtain a first order equation with S as the state.
For robustness, we add and subtract a term u∗a to the error equation, whose goal is to handle the
effect of the external disturbance and the modelling error. The control input u involves a term
61
Chapter 3. Adaptive control using normal form models
similar to u∗a but with adjusted magnitude.
We define the update laws departing from the classical ones (see [131], pp. 351,352), but intro-
ducing an inactivation which holds during the time that Vs < Cbvs. Therefore, when Vs ≥ Cbvs
the closed loop dynamics behave as in the classical design, so that we get V˙ ≤ −amS2. In
contrast, when Vs < Cbvs, we get V˙θ = 0 and ˙¯Vs = 0, so that V˙ = 0, what implies that V is
bounded.
Then we redefine V˙ in terms of V¯s, in order to establish the convergence of Vs, S, e to the
residual sets Dvs, Ds, De, respectively. The convergence of S to Ds implies that the sliding
surface converges to a region instead of a line. As in classic sliding surface (see [131], pp 279,
280), the tracking error and the sliding surface S are related by n−1 filters and the convergence
of S implies that of e.
Problem statement
Consider the following plant in Brunovsky form:
y(n) + cn−1y(n−1) + · · ·+ coy = bu+ θ>a φ+ d (3.33)
where y(t) ∈ R1 is the system output, u(t) ∈ R1 is the input, d is either an additive exter-
nal disturbance or a modelling error, with known upper bounding function, so that it satisfies
d ≤ cdfd, where cd is an positive constant and fd is a positive upper bounding function. In the
case that d represents a bounded disturbance, we get fd = 1. The constants cn−1, · · · , co, b1
and the entries of θa are the plant parameters. We make the following assumptions:
i) The plant parameters are constant, unknown and different from zero.
ii) The value of sign(b) is known.
iii) The values of y(n−1), y(n−2), · · · , y are available for measurement.
iv) The entries of the vector φ are known functions of y(n−1), · · · , y, and time.
v) The constant cd is unknown whereas fd is a known function of y(n−1), y(n−2), · · · , y.
vi) The value of the desired trajectory yd(t) and its derivatives y(n−1)d , · · · , y˙d are bounded.
62
Chapter 3. Adaptive control using normal form models
The desired output yd is specified in terms of a bounded external command r(t) as follows:
y
(n)
d + am,n−1y
(n−1)
d + · · ·+ am,oyd = am,or (3.34)
where am,n−1, · · · , am,o are constant coefficients pre-specified by the user, such that the
polynomial K(p) is Hurwitz with at least one real root, being K(p) defined as K(p) =
p(n) + am,n−1p(n−1) + · · · + am,o. The external reference signal r(t) must be bounded. The
objective of the MRAC design is to formulate a control law u(t) such that the tracking error
e(t) = y(t)− yd(t) asymptotically converges to the residual set De, defined as follows:
De = {e : |e| ≤ Cbe} (3.35)
The control and update laws
Define
u∗ = (cn−1 − am,n−1)y(n−1) + · · ·+ (co − am,o)y − θ>a φ+ am,or = ϕ>θ∗ (3.36)
θ∗ = [(cn−1 − am,n−1), · · · , (co − am,o), θ>a , am,o]> (3.37)
ϕ = [y(n−1), · · · , y,−φ>, r]> (3.38)
we add and subtract u∗ to the equation (3.33) as follows:
y(n) + cn−1y(n−1) + · · ·+ coy = bu+ θ>a φ+ u∗ − u∗ (3.39)
y(n) + am,n−1y(n−1) + · · ·+ am,oy = am,or + bu− u∗
= am,or + b(u− ϕT θ∗b )
(3.40)
We subtract the reference model (3.34) from the above equation:
e(n) + am,n−1e(n−1) + · · ·+ am,oe = b
(
u− ϕT θ
∗
b
)
(3.41)
as K(p) has at least one real root, we can use the following factorization:
K(p)e = (p+ ama)Ka(p)e = (p+ ama)S = S˙ + amaS, (3.42)
S , Ka(p)e, ama > 0 (3.43)
where the higher order term of Ka(p) is pn−1 and ama is a positive constant. Substituting this
factorization into equation (3.41) gives:
S˙ + amaS = b
(
u− ϕ> θ
∗
b
)
, S˙ = −amaS + b
(
u− ϕ> θ
∗
b
)
(3.44)
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Let
u∗s = −
cd√
2Cbvs
Sfd (3.45)
u∗s satisfies the following property:
S(u∗s + d) ≤ 0 if Vs ≥ Cbvs, Cbvs , (1/2)(Ka(0)Cbe)2 (3.46)
we reorganize equation (3.44) and add and subtract u∗s:
S˙ = −amaS + bu− ϕ>θ∗ + d+ u∗s − u∗s (3.47)
= −amaS + b
(
u− ϕ> θ
∗
b
− u
∗
s
b
)
+ d+ u∗s (3.48)
= −amaS + b
(
u− ϕ> θ
∗
b
+
cd
b
√
2Cbvs
Sfd
)
+ d+ u∗s (3.49)
Thus, we choose the following control law:
u = ϕ>θˆ − cˆSfd (3.50)
where cˆ and the entries of the vector θˆ are updated parameters whose update law will be defined
later. Substituting this control law into equation (3.49) gives:
S˙ = −amaS + bϕ>θ˜ − bc˜Sfd + (u∗s + d) (3.51)
c˜ = cˆ− cd
b
√
2Cbvs
, θ˜ = θˆ − θ
∗
b
(3.52)
we choose the following update laws:
˙ˆ
θ =
 −sgn(b)ΓϕS if Vs ≥ cbvz0 otherwise (3.53)
˙ˆc =
 sgn(b)γS2fd if Vs ≥ cbvz0 otherwise (3.54)
where the diagonal entries of Γ and γ are positive constant of the user choice, being Γ a diago-
nal matrix.
The control algorithm
For the ease of exposition, we proceed now to recall the equations corresponding to the con-
troller and establish the tracking convergence theorem. The control law is given by equation
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(3.50) and the update laws are given by equations ( 3.53, 3.54), where ϕ is defined in equation
(3.38) and S in equation (3.43). Recall that Cbvs = (1/2)(Ka(0)Cbe)2 .
Tracking convergence theorem. If the above controller is applied to the plant (3.33), the
tracking error e(t) converges toDe asymptotically and the closed loop signals remain bounded.
The proof is presented in the stability analysis.
The stability analysis
Now, we proceed to analyze the stability of the controlled system using the direct Lyapunov
method and the Barbalat’s Lemma. The closed loop dynamics is given by trajectories (3.51,
3.53, 3.54). Let x¯ = [S, θ˜>, c˜]>, where θ˜, c˜ are defined in equation (3.52). Let
Vs = (1/2)S2, V¯s =
 Vs if Vs ≥ CbvsCbvs if Vs < Cbvs (3.55)
where V¯s has the following properties:
V¯s − Cbvs ≥ 0 (3.56)
−V¯s + Cbvs < 0 if Vs > Cbvs (3.57)
−V¯s + Cbvs = 0 if Vs = Cbvs (3.58)
−V¯s + Cbvs = 0 if Vs < Cbvs (3.59)
−Vs < −V¯s + Cbvs < 0 if Vs > Cbvs (3.60)
−Vs < −V¯s + Cbvs = 0 if Vs = Cbvs (3.61)
−Vs ≤ 0 = −V¯s + Cbvs = 0 if Vs < Cbvs (3.62)
We define the Lyapunov function as follows:
V (x¯(t)) = V¯s + Vθ + Vc, Vs = (1/2)S2 (3.63)
Vθ = (1/2)|b|θ˜>Γ−1θ˜, Vc = (1/2)|b|γ−1c˜2 (3.64)
First, it is worth to notice that V (x¯) is not continuously differentiable with respect to the state
vector x¯, nor positive definite nor lower bounded. The time derivative of Vs along the trajectory
(3.51) is:
V˙s = SS˙ = −amaS2 + bSϕ>θ˜ − bc˜S2fd + S(u∗s + d) (3.65)
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and the time derivative of V¯s can be obtained using the above equation and equation (3.55) :
˙¯Vs =
 V˙s = −amaS2 + bSϕ>θ˜ − bc˜S2fd + S(u∗s + d) if Vs ≥ Cbvs0 if Vs < Cbvs (3.66)
the time derivative of Vθ along trajectory (3.53) is:
V˙θ = |b|θ˜>Γ−1 ˙˜θ =
 −bθ˜>ϕS if Vs ≥ Cbvs0 otherwise (3.67)
and the time derivative of Vc along trajectory (3.54) is:
V˙c = |b|c˜γ−1 ˙˜c =
 bc˜S2fd if Vs ≥ Cbvs0 otherwise (3.68)
thus, V˙θ + V˙c is:
V˙θ + V˙c =
 −bθ˜>ϕS + bc˜S2fd if Vs ≥ Cbvs0 otherwise (3.69)
The expression for V˙ may be determined using equations (3.66, 3.69):
V˙ = ˙¯Vs + V˙θ + V˙c =
 V˙s + V˙θ + V˙c = −amaS2 + S(u∗s + d) if Vs ≥ Cbvs0 if Vs < Cbvs (3.70)
according to the definition of Vs and the property (3.46), the above equation can be rewritten
as follows:
V˙ ≤ −2amaVs if Vs ≥ Cbvs
V˙ = 0 if Vs < Cbvs
(3.71)
we express this equation in terms of V¯ , according to the properties (3.60, · · · , 3.62):
V˙ ≤ −2amaVs < −2amaV¯s + 2amaCbvs ≤ 0 if Vs ≥ Cbvs (3.72)
V˙ = 0 = 2ama(−V¯s + Cbvs) = 0 if Vs < Cbvs (3.73)
or equivalently,
V˙ ≤ −2amaV¯s + 2amaCbvs ≤ 0 (3.74)
Thus, V ∈ L∞. In order to analyze the stability of e, we express e in terms of S using the the
equation (3.43):
e =
1
Ka(p)
S (3.75)
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From this and the expression for V˙ , the following boundedness properties hold: i) (V¯s, Vs,
Vθ, Vc) ∈ L∞ because V ∈ L∞; ii) (S, θ˜, c˜) ∈ L∞ because (Vs, Vθ, Vc) ∈ L∞, according
to the definitions of Vs, Vθ, Vc; iii) (e, e˙, · · · , pn−1e) ∈ L∞ because S ∈ L∞ according to
equation (3.75); iv) (y, θˆ, cˆ) ∈ L∞ because (e, θ˜, c˜) ∈ L∞, v) (y˙, · · · , y(n−1)) ∈ L∞, because
(e˙, · · · , e(n−1), y˙d, · · · , y(n−1)d ) ∈ L∞; vi) (φ, fd) ∈ L∞ because (y, y˙, · · · , y(n−1)) ∈ L∞;
vii) ϕ ∈ L∞ because (y, y˙, · · · , y(n−1), r) ∈ L∞, according to the definition of ϕ; viii)
S˙ ∈ L∞ because (S, ϕ, fd, θ˜, c˜) ∈ L∞, according to equation (3.51); ix) V˙s ∈ L∞, because
(S, S˙) ∈ L∞, x) ˙¯Vs ∈ L∞, because V˙s ∈ L∞. In the following we establish the convergence
of the tracking error by means of the Barbalat’s Lemma. We reorganize the equation (3.74) and
integrate as follows:
2ama(V¯s − Cbvs) ≤ −V˙ (3.76)
2ama
∫ t
to
(V¯s − Cbvs)dτ ≤ −
∫ t
to
V˙ dτ = V (to)− V (t), (3.77)
2ama
∫ t
to
(V¯s − Cbvs)dτ + V (t) ≤ V (to) (3.78)
Thus, (V¯s − Cbvs) ∈ L1. Recall that (V¯s, ˙¯Vs) ∈ L∞. Thus, (V¯s − Cbvs) ∈ L∞ ∩ L1,
d
dt(V¯s − Cbvs) ∈ L∞. By invoking the Barbalat’s Lemma, we obtain (V¯s − Cbvs) → 0 as
t→∞. In turn, this implies that Vs → Dvs, defined as:
Dvs = {Vs : Vs ≤ Cbvs} (3.79)
According to equation (3.75) and the definition of Vs, the tracking error can be expressed in
terms of Vs as follows:
|e| = 1
Ka(p)
√
2Vs (3.80)
Since Cbvs = (1/2)(Ka(0)Cbe)2, the convergence of the tracking error is:
lim e
t→∞ = De, De = {e : |e| ≤ Cbe} (3.81)
In the following we analyze the convergence of S. The convergence of S is:
lim
t→∞S = Ds, Ds = {S : |S| ≤ Cbs} , Cbs = Ka(0)Cbe (3.82)
The value ofCbs is obtained from the definitions Vs = (1/2)S2 andCbvs = (1/2)(Ka(0)Cbe)2.
The boundary layer to which S converges is delimited by the lines xeu and xel, defined as fol-
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lows:
xeu =
{
[e(n−1), · · · , e]> : Ka(p)e = Ka(0)Cbe
}
(3.83)
xel =
{
[e(n−1), · · · , e]> : Ka(p)e = −Ka(0)Cbe
}
(3.84)
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3.7 Application to an anaerobic digester
Now, we consider an upflow fixed bed anaerobic digester, which undergoes a fold bifurca-
tion associated to the washout phenomena. We refer the reader to [128], [9] for a thorough
discussion of the reactor. The dynamical model of the digester is:
X˙1 = (µ1 − αD)X1
X˙2 = (µ2 − αD)X2
S˙1 = (Sin1 − S1)D − k1µ1X1
S˙2 = (Sin2 − S2)D + k2µ1X1 − k3µ2X2
(3.85)
where µ1 = µmx1 S1KS1+S1 , µ2 = µo
S2
KS2+S2+(
S2
KI
)2
(3.86)
where α is the fraction of biomass in the liquid phase. The state variables of the model are
X1, X2, S1, S2, which correspond to the concentration of acidogenic bacteria, concentration
of methanogenic bacteria, concentration of COD and concentration of VFA, respectively. D is
the dilution rate, which is defined as the ratio of the influent flowrate to the volume occupied
by the liquid inside the reactor. Thus, the variation of D is equivalent to the variation of the
influent flowrate.
In the following, we apply the control method of section (3.3) to the above digester, which
is adequate due to the highly nonlinear behavior, the presence of the fold bifurcation and the
uncertain parameters.
The control problem. As in [128], we take S1, D as the output and the control input, respec-
tively, i.e.: y = S1, u = D. Although the measurement of S1 requires expensive and inaccu-
rate sensors, we assume it to be exactly measured. According to the step response analysis, the
input-output behavior of the plant is of first order. Nevertheless, in large scale applications a
dead time appears which may associated to measurement. A small dead time can be approx-
imated by a first order filter. Thus, we impose a first order filter to the input D, leading to a
second order response in the step response analysis.
Due to the presence of a fold bifurcation and the second order behavior in the step response
analysis, the regression model for the plant is that of equation (3.12). We use the robust surface
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sliding MRAC scheme of section (3.6). We consider the modelling error as a bounded additive
disturbance, that is, d ≤ cd, so that fd = 1. The control law and the equations and parameters
necessary for its computation are :
u = ϕ>θˆ − cˆSfd (3.87)
n = 2, sgn(b) = +1, y = S1, e = y − yd, (3.88)
yd =
1
p2 + 2p+ 1
r, so that Ka(p) = p+ 1, Ka(0) = 1 (3.89)
S = (p+ 1)e, Cbvs = (1/2)C2be (3.90)
ϕ = [y˙, y, r, 1, y2]>, fd = 1, (3.91)
Cbe = 0.1 so that Cbs = 0.1, Cbvs = (1/2)(0.1)2 = 0.005, (3.92)
Γ = diag{0.4, 0.4, 0.4, 0.4, 0.4}, γ = 0.4 (3.93)
being yd the desired output, r(t) is a bounded external reference chosen by the user. Moreover,
the boundary layer is defined by the lines xeu, xel, defined as follows:
xeu =
{
[e˙, e]> : (p+ 1)e = 0.1
}
(3.94)
xel =
{
[e˙, e]> : (p+ 1)e = −0.1
}
(3.95)
that is, the lines e˙ = −e + 0.1 and e˙ = −e − 0.1. The results are shown in figures (3.1(a),
3.1(b), 3.1(c)). The convergence of S is shown in figures 3.2(a),3.2(b) where the straight lines
represent the bounds of the boundary layer.
3.8 Application to a PMSM
Now, we consider a permanent magnet synchronous motor (PMSM), which undergoes a pitch-
fork bifurcation for high values of the mutual flux linkage λaf . We present some basic concepts
and a literature review focused on control of PMSM, the description of the device including
the dynamical model, and at last, the control strategy and simulation results.
Basic concepts on adaptive control of PMSM
A permanent magnet synchronous motor (PMSM) is a kind of high efficient and high powered
motor. It is widely used for electrical motor drives when fast torque control responses are re-
quired [108]. It is important for electric drive applications due to the large torque to inertia
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(a) Performance of the output. (b) Control input u .
(c) Adapted parameters: a) θˆ1, b) θˆ2, c) θˆ3, d) θˆ4, e) θˆ5, f) cˆ.
Figure 3.1: Simulation results
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(a) The convergence of S. (b) The convergence of S.
(c) The high frequency oscillation in the control input for the case
Cbe = 0.04.
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Figure 3.2: The high frequency oscillation of D for Cbe = 0.04
ratio, high power density, high torque capability, high speed. Moreover, it has higher efficiency
compared with induction motors and DC motors [93, 166, 100]. These facts are beneficial in
various servo systems and household appliances, robotics, aerospace, electric ship propulsion
systems. The commercial availability of high field strength neodymium iron boron (NdFeB)
magnets have increased the attention in sinusoidal back EMF PMSM [95].
A major difficulty for controlling the PMSM is the inaccuracy of the electromechanical model.
This is problem is common in many physical models, not only that of the PMSM. The phys-
ical model of a plant captures the dominant dynamic behavior, but there is often a mismatch
between the physical model and the true system, owed to a number of reasons [132] pp. 01
−03: i) there may be a change of plant dynamics or plant parameters over time, ii) the physical
model gives a good description for a particular operating region, but the accuracy significantly
degrades for other regions, iii) if a controller shall be applied to a mass-produced system, a
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first approach to obtain adequate performance of each control system is to determine the exact
parameter values for each plant, but it may not be practical, iv) it may not be cost-effective to
produce a model that closely represents the dynamics of the plant.
In the specific case of the PMSM, its electromechanical model has the drawback that the iden-
tification of its parameters is overly difficult and the parameters may vary with the state space,
time and temperature [100], [101], [166], [106], [107], [17]. First, the nonlinearities and the
coupling terms in the model lead to complex identification. Second, the operation of the PMSM
in many applications comprises a wide region of the state space with several disturbances and
parameter variations that are unavoidable and unmeasurable. For instance, the value of the
stator resistance R depends on the motor operating temperature. In fact, its value varies due
to heating during operation, reaching up to twice of its nominal value. The moment of inertia
J , the friction coefficient B and the flux linkage λaf may also vary. The consequence is the
inaccuracy of off-line identifications, so that the data-sheet parameters of the model, provided
by the motor suppliers, are only accurate in a small operating region. This leads to significative
degradation of the closed loop performance in high performance applications.
The difficulties for controlling a PMSM can be summarized as follows: i) unknown parameter
variation: the exact values of the stator resistance R and the friction coefficient B are usually
unknown; ii) unknown disturbances: the load torque disturbance TL is usually unknown and
experiences mechanical vibration (ripples) that leads to ripples in the torque dynamics and in
the speed; iii) nonlinear behavior: the dynamic model of the PMSM is highly nonlinear due to
the coupling between speed and electrical currents of the d− q axis [162], [108], what leads to
inexact model. The above facts lead to response deterioration and inexact cancellation in the
case that a simple feedback linearization controller is used, specially for high speed and high
precision tasks in real applications [38]. For instance, considering a time varying parameter as
constant may lead to poor performance [140].
The design of a speed controller for a PMSM must take into account the above facts and guar-
antee stability and tracking performance [66]. Many robust control strategies and identification
methods have been used in the design of PMSM drive, such as adaptive control, genetic al-
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gorithms and state observers. The identification methods may be used to handle the effect of
parameter uncertainty, unknown load torque and complex nonlinear behavior. The nonlinear
identification methods, such as the neural networks and nonlinear Kalman filter have proven
effective in this facts, even better than linear identification methods [100]. It is remarkable its
ability for modelling the effect of mechanical vibration. In the identification of the plant it is
assumed that the phenomenological model is unknown and a model based on basis functions is
used. Then, an identification method is used to define the basis functions assuming negligible
approximation errors. The reason for the use of the function approximation methods instead of
the electromechanical model is the inaccuracy of the last. As already discussed, the variations
of the parameters with temperature and operating conditions leads to significant deterioration
of the closed loop performance.
When using some function approximation method, it is possible to assume that the nonlin-
ear basis functions are associated to constant unknown coefficients and then devise a MRAC
scheme to handle the unknown coefficients. The model reference adaptive control (MRAC) has
attracted a great deal of research, due to its simple implementation: it does not require persis-
tent excitation of the system signals to achieve convergence, being this an important advantage
in comparison with the Self tuning regulator (STR) methods. The MRAC employs the direct
Lyapunov method to derive the control and update laws and ensure stability and convergence
properties.
In motor control, state observers are commonly used to reject the effect of load torque dis-
turbance. The state observers enable the estimation of the unknown disturbances, so that the
control input can cancel the adverse effect.
The nonlinear behavior of PMSM in open loop exhibits bifurcations, and its analysis is impor-
tant to establish the effect of the parameters in the equilibrium states and adequate intervals of
values. The indirect Lyapunov method is usually used to perform this analysis.
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Literature review
Now, we present an overview of the literature works on the following: i) control for motors ac-
counting for the effect of model uncertainties, disturbances, parameter variation; ii) bifurcation
analysis for PMSM.
Controllers using state observers for estimating the load torque. In [69], a KF plus LQ based
controller is designed for speed control of a 2-mass motor drive system. Herein, the Kalman
filter is used to estimate the states and load torque disturbance. The experimental results show
that the torsional vibration is cancelled and parameter variation is handled effectively. In [80],
a linear quadratic controller (LQC) is proposed for the speed control of a PMSM, where the
load torque disturbance is estimated by a dead beat observer.
Controllers using MRAC. In [21], a field oriented control (FOC) is proposed for an induction
motor (IM), using a rotor flux state observer. The iron loss is represented by an equation re-
sistance, defined as the stator frequency multiplied by an unknown constant. Then, a MRAC
scheme is designed which includes the state observer. In [83] a position controller for a DC
motor is presented. A linear transfer function is assumed for the input output behavior and a
MRAC is derived upon it. All excessive load parameter variations are overcame and output
tracking is achieved. In [166] an adaptive backstepping control is proposed for the speed con-
trol of a PMSM. It is assumed that the stator resistance R, the friction coefficient B and the
load torque TL are unknown but constant.
Controllers using identification methods. In [161] an adaptive fuzzy controller for a multivari-
able (MIMO) induction motor (IM) is presented. The regression model of the plant is composed
of nonlinear fuzzy basis functions with constant unknown coefficients, so that fuzzy identifi-
cation and MRAC techniques are used. In [17] a direct torque control (DTC) is designed for
an interior permanent magnet synchronous motor using neural networks. The neural network
is used to emulate the state selector of the DTC. Fast torque tracking is achieved. In [162],
a conventional PI controller is designed for the speed control of a permanent magnet linear
synchronous motor (PMLSM). Herein, recurrent neural network is used to model and compen-
sate the mechanical vibration of the load, and the Kalman filter method is used to estimate the
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system states. In [24], a neuro-fuzzy controller (NFC) is proposed for the speed control of a
PMSM. Output tracking is proposed with no overshoots nor oscillations. In [100], a particle
swarm optimization (PSO) is used for the model identification of a PMSM. The stator resis-
tance and the load torque are identified despite its time varying behavior.
Bifurcation analysis of PMSM. In [95] the dynamic characteristics of a smooth air gap PMSM
are studied. Limit cycles, chaotic behavior and strange attractors are encountered, upon the
variation of the permanent magnet flux and the direct stator induction, and under constant val-
ues of the stator voltage components and external load torque. In [70] the dynamics of a PMSM
with non-smooth air gap are studied. The motor angular frequency exhibits pitchfork and fold
bifurcations.
PMSM description
The permanent magnet synchronous motor (PMSM) is a constant speed motor that rotates at
synchronous speed depending on the supply frequency and on the number of poles. It involves
an stator which is composed of based mounted permanent magnets, and a translator composed
of a number of iron-core coils. We refer the reader to [124] for a complete description of the
PMSM dynamic model, including experimental results. We use the model in [124]:
did
dt
=
1
Ld
(υd −Rid + ωsLqiq) (3.96)
diq
dt
=
1
Lq
(υq −Riq − ωsLdid − ωsλaf ) (3.97)
dωr
dt
=
1
J
(Te − TL −Bωr) (3.98)
Te = 3P (λaf iq + (Ld − Lq)idiq)/2 (3.99)
ωs = Pωr (3.100)
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We use the nomenclature in [124]:
B = damping constant, N ·m
rad/s
(3.101)
id, iq = d and q axis stator currents, A (3.102)
J = moment of inertia, kg ·m2 (3.103)
Ld, Lq = stator d,q inductances, H (3.104)
P = number of pole pairs (3.105)
R = stator resistance, Ω (3.106)
Te = electric torque, N ·m (3.107)
TL = load torque, N ·m (3.108)
υd, υq = d and q axis stator voltages, V (3.109)
ωr = rotor speed, rad/s (3.110)
ωs = synchronous speed, rad/s (3.111)
λaf = mutual flux linkage between rotor and stator due to magnet,
V
rad/s
(3.112)
t = time, seg (3.113)
we use the values from [124]:
Lq = 0.0058 H, Ld = 0.0066 H, R = 1.4 Ω, J = 0.00176, kgm2 (3.114)
B = 0.00038818
Nmseg
rad
, λaf = 0.1546
V seg
rad
, P = 6 poles, (3.115)
TL = 0− 2.2 Nm (3.116)
We refer the reader to [70] for a complete bifurcation analysis of a similar PMSM, performed
by varying the permanent magnet flux ψr.
Application of the controller to the PMSM
Now, we apply the aforementioned control method presented in section (3.3) to the PMSM
described in [124], as it exhibits a highly nonlinear behavior including local bifurcations and
uncertain parameters. We apply the aforementioned strategy as was stated in section (3.3), so
that we perform the following steps: i) we establish the regression model based on the normal
forms of the system bifurcations, ii) we design an adaptive controller on the basis of this re-
gression model. The controller must handle disturbances in the load torque (TL) and variations
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in both the stator current resistance R and the friction coefficient B.
The control problem. In [166], a controller is formulated for a PMSM, taking the motor angular
frequency ω as the output to be controlled and the d-axis voltage ud as the control input, i.e.
y = ω, u = ud. For the PMSM with model (3.96, · · · , 3.100), the manipulable inputs are ud,
uq and one can assume that id, iq, ω are measurable outputs. After performing a step response
analysis, the variable ω exhibits a second order behavior when a step change is introduced in
ud. This second order behavior was already noticed in [125].
Thus, we have the following information about the dynamic behavior of the PMSM: i) the state
ω undergoes a pitchfork bifurcation as λaf is varied, according to [70]; ii) the input-output
relationship between ud − ω is of second order according to he step response analysis. Thus,
the regression model (3.14) is adequate to describe the behavior of the PMSM. We choose the
following control strategy:
y = ωr, u = υq, υd = 0 (3.117)
disturbances : TL (3.118)
we use the controller of section (3.5). In the following we show the control law, the parameters
necessary for its computation, including the user-specified ones:
u = ϕ>θˆ (3.119)
ϕ = [y˙, y, 1, r, y2, y3]> (3.120)
yd =
1
p2 + 2p+ 1
r, so that ama = 1, amb = 1, S = (p+ 1)e (3.121)
Γ = diag{1, 1, 1, 1, 1, 1} (3.122)
The simulation results are shown in figures (3.3(a), 3.3(b), 3.3(c)). At the instant 30 seconds,
the controller is started and the reference r is changed from zero to 30 rad/s. As was expected
from the design of the controller, the output ωr converges asymptotically towards the desired
output yd, represented by a green dashed line. Notice the boundedness of the adjusted param-
eters θˆ1, · · · , θˆ6.
In practical applications, the value of yd must change between constant values during time in-
tervals of less than 0.4 seconds (see [166], [93], [162], [107]), whereas the voltage must remain
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(a) Performance of the output. (b) Control input u .
(c) Adapted parameters: a) θˆ1, b) θˆ2, c) θˆ3, d) θˆ4, e) θˆ5, f) θˆ6.
Figure 3.3: Simulation results
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in the interval [−200 200] V [123]. To achieve this, we must use the following expression for
yd:
yd =
142
p+ 142
(3.123)
Results are not shown. Surprisingly, the convergence of the tracking error seems exponen-
tial. This behavior is not normal, because the MRAC scheme developed guarantees asymptotic
rather than exponential convergence of the tracking error. Nevertheless, non-exponential be-
havior may appear if other values of the adjusted parameters at time zero or the gains of the
update laws are used. In that case, the presence of the oscillations would reduce as r expe-
riences new step changes. In practical applications, a training period would be necessary to
avoid undesired oscillatory behavior. On the other hand, the control input remains in a low
region u ∈ [0 3]V, which is inside the limit permissible region [−200 200] V. This is a low
control effort. Furthermore, we considered the case of step changes in R, varying from 1.4 to
1.8 Ω, and changes in B from 0.00038818 to 0.0004658 (N m)/(rad s), although simulation
results are not shown. The asymptotic convergence of S to Ds defined in equation (3.82), im-
plies a sequential activation and inactivation of the update law with overly high frequency. As
consequence, the control input experiences high frequency oscillations, similar to those of the
chattering effect. To avoid this, we use low values for the gains of the update laws, i.e. γ and
the diagonal entries of Γ.
3.9 Conclusions and further research
In this chapter, we stated a control methodology for plants with highly nonlinear behavior and
local bifurcations, based on the structure of the normal forms associated to the bifurcation of
the system. We draw the following conclusions: i) the regression models constructed on the
basis of the bifurcation normal forms are in Brunovsky form. Although this form is quite sim-
ple, it gives an adequate accuracy in describing the states motion in different regions of the
state space, even far from the bifurcation point and in non-equilibrium conditions. ii) This is
achieved by virtue of the additional linear, nonlinear and modelling error terms introduced.
This means that few nonlinear terms capture a large part of the nonlinear behavior. The con-
sideration of modelling error with known upper bounding functions is enabled by the modern
robustness techniques. Moreover, it can lead to a lower number of approximation terms. iii)
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The control strategy may be combined with many adaptive controllers, e.g. self tuning regula-
tors (STR), including different kinds of update laws and robust techniques.
In the following, we present some conclusions related to the MRAC derived in section (3.6).
When using robustness techniques, the sliding surface MRAC procedure is not omitted. In-
stead, it is treated as a basis framework that is modified to achieve robustness features. The
main modifications are: i) the introduction of auxiliar input to handle the effect of disturbance
or modelling errors, ii) the introduction of truncation in the definition of Vs, which yields an
inactivation of the update laws, and iii) the redefinition of the time derivative of V , so as to
establish the convergence of the sliding surface S.
The time varying behavior of the parameters in θ∗ can occur in real applications, see [5]pg
36,37. To consider this case, one can assume that the entries of θ∗ have constant upper bounds,
and handle its variation by means of the robust technique.
From the definition of e in terms of S, we conclude that the convergence of e to De is slower
than the convergence of S to Ds. Thus, the state vector xe = [e(n−1), · · · , e]> converge to
the boundary layer and then e converges to De.
The use of small values of Cbe has the advantage of a smaller steady state value of the tracking
error, but at the expense of a high frequency oscillation of u and other effects. Although the
control law for u does not involve signum type signals, this oscillation appears, associated to
the oscillatory convergence of S. As shown in figure 3.2, the simulations on the anaerobic
digestion reactor indicate that smaller values of Cbe may lead to more extreme values of D: for
Cbe with the values 0.26, 0.1, 0.04, D converges to the intervals [0.27 0.353], [0.3 0.414],
[0.3176 0.4], respectively. Moreover, a high frequency oscillation appears in u, which is sim-
ilar to chattering. After analyzing the time evolution of e˙ and S, we found a high frequency
oscillation of e˙ around zero and of S around the values Cbs and −Cbs, simultaneous to the
oscillation of u. In addition, this occurs when the S reaches its extreme values. In turn, the
state vector xe reach an extremum of the boundary layer. Since u depends on y˙ and S, the high
frequency oscillation of S and e˙ induce that of u.
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4.1 Adaptive control for switched systems
Generalities on adaptive control for switched systems
In many applications, environment (physical) changes imply changes in the system dynamics
and parameters. In particular, abrupt changes in plant parameters may lead to large transient of
the tracking error before convergence [117]. Hence, the controller must be designed to detect
rapidly the new behavior of the system and induce the boundedness of the signals, fast conver-
gence and small steady state of the tracking error [113, 115]. Research on control of systems
with either time or state dependent switching has been very active since the early 1990, see
e.g. [3], [1], [111, 113, 115, 117], [25, 27], [72]. Herein, guaranteing the stability and conver-
gence is of major importance.
New tools have been developed for the stability analysis of hybrid systems, e.g. the Lyapunov
stability theory on the basis of multiple Lyapunov functions, the passivity based stability for
switched systems and the stability for systems with discontinuous states. In the Lyapunov sta-
bility based on multiple Lyapunov functions, a different Lyapunov function is considered for
each of the subsystems (cf. [12], [20], [98]). The passivity based stability is stated on the basis
of the passivity theory for smooth systems, and uses the concept of multiple Lyapunov func-
tions (cf. [163], [164]). The stability for systems with discontinuous states (i.e. systems with
impulses) is currently based on the decrease of the Lyapunov function as the impulse occurs,
see [121], [159], [12] for basic theory and [25], [71, 72] for some applications.
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If the switching is simple enough such that a common Lyapunov function may be found for
the system, the classical Lyapunov theory for time variable systems (direct Lyapunov method)
may be used to show stability, giving a simpler analysis in comparison with the multiple Lya-
punov functions approach of [11]. For instance, in the robust MRAC schemes the closed loop
system involves state dependent switching, and a common Lypaunov function is used to show
stability: i) the MRAC schemes based on update laws with switching, ( we refer the reader
to [61, 62, 63, 60, 64], [105], [114] for the diverse modifications of the update laws, including
the σ - modification and the projection update laws), ii) the MRAC schemes with signum type
auxiliar inputs (cf. [53] ), and iii) the MRAC schemes based on dead zone update law, which
involves a truncated form of the Lyapunov function ( cf. [122]).
In the design of adaptive controllers for switched plants, ensuring the stability of the closed
loop systems is of major importance. This includes the boundedness of the signals, the tran-
sient behavior and the steady state of the tracking error. The stability must be ensured for
both i) the transient between two successive switching instants, and ii) when many switching
instants have occurred and time tends to infinity. In many cases in the literature, the switching
instants of the plant parameters and the number of subsystems are assumed to be unknown. As
a consequence, if the controller has some class of switching, its switching instants are different
to those of the plant. By other hand, the switching of either the controller or the plant may
lead to discontinuous state variations. In this case, the increase of the Lyapunov function at
these jumps must be analyzed, and theory for systems with impulse effects may be used. For
instance, the parameter resetting technique involves a discontinuous change in the adjustment
error states, and implies a discontinuity in the states z2, · · · , zn in the case of adaptive back-
stepping schemes.
The major works in adaptive control for switched system are discussed at what follows. Many
of the controllers in this vein aim at tackling abrupt changes of the system parameters. The
so-called “ Multiple Model, Switching and Tuning” was introduced in the early 1990s for that
purpose (cf. [111, 115, 116, 117], [109]). It comprises several control-identifier pairs operating
in parallel, and the one with the lowest value of the identification criterion will provide the con-
trol law for the plant. The identification criterion is usually a cost function or some measure of
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the identification error. In [71], parameter resetting technique is introduced into the adaptive
backstepping method: several fixed identification are operated in parallel, and the one that gives
the lowest jump of the Lyapunov function is chosen to provide the values to reset the current
update law. In [25] a discontinuous leakage update law was introduced to the classical MRAC.
A time dependent switching is imposed to the leakage term of the update law, and stability
properties are then proven. In [51], a state adaptive backstepping is derived for a second order
nonlinear plant, using a wavelet neural network (WNN) to approximate the highly nonlinear
behavior and an auxiliar input to tackle the approximation error. The procedure is applied to a
plant with state dependent switching. The WNN approximation implies that the effect of the
switching would appear in the modelling error term, and then rejected by the robustness tech-
nique. We conclude that in the MMST, and in the schemes proposed in [71], [25], systems with
either state or time dependent switching are considered, but the switching instants of the plant
are assumed to be unknown or no advantage is taken from their knowledge. As consequence,
the switching instants of the controller are different to those of the plant. In [51] the switching
is state dependent and the switching instants of the plant may be known, but the effect of the
switching is handled by robustness techniques. In contrast to those schemes, systems with state
dependent switching and known switching instants are considered in [1]. Further, the scheme
takes advantage of this fact since multiple update laws are proposed, whose switching instants
are the same as those of the plant.
Literature review on adaptive control for switched systems
In the following we detail the major works on adaptive control for switched systems. For the
ease of comparison, we consider the following aspects to analyze:
R i) the kind of switching of the plant: state or time dependent.
R ii) the knowledge about the number of subsystems and the switching instants of the plant.
R iii) The switching criterion and the switching instants of the controller. Specially, is impor-
tant to notice whether the switching instant of the controller is different or not to that of the
plant.
R iv) The existence of identification tasks and its role, and the type of update law.
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We use the capital letter R before enumeration, i.e. Ri, · · · , Riv, in order to facilitate cite local-
ization. We consider that the work in [111,113,115,116,117], is one of the most complete and
mature among those for switched systems. The basic architecture of this work is completely
discussed in [113] under the name of “Multiple model, switching and tuning (MMST)”. Now,
we proceed to explain it. The controller comprises a given number of identification models
with identical structures, operating at the same time. The parameters of each of these models
may be either adapted on line by an update law or kept constant. In this way, each identifica-
tion model provides an estimated output, from which the output identification error, defined as
the difference between the output and the estimated output, is computed. In addition, there is
a different control law associated to each identification model. The decision making strategy
for the choice of the control law and the identification model consists on defining the model
associated to the lowest identification criterion at each time instant. The identification criterion
is dependent on the magnitude of the identification error ei, e.g. a normed square of it. The
control law associated to this model is used to determine the value of the control input to the
plant. The intuitive reasoning behind the decision making strategy is as follows: the identifi-
cation model whose identification error is the smallest, is the most approximated to the plant
model in a given time instant. Thus, the control law associated to that model would yield the
best behavior of the tracking error. The main features of the MMST can be summarized as
follows:
NB i) The switching of the plant parameters is time dependent.
NB ii) it is assumed that the number of subsystems and the switching instants of the plant are
unknown, so that the switching instants of the controller and those of the plant are different.
NB iii) It is assumed that the time between successive switchings is large enough so that the
identification errors and the tracking error converge both to a small residual set between suc-
cessive switching instants .
NB iv) The switching criterion is based on a performance index, which depends on the identi-
fication error of the model.
NB v) Different identification models are operated at the same time.
NB vi) The update laws are driven by the identification error of the model.
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The controller in [109], referred to as supervisory control, has a similar methodology to the
one in [111,116]. Indeed, in [3,40], the control methods in [109,115] are all termed “Multiple
Model Adaptive Control” (MMAC) and in [102] the intuitive concepts of the “Multiple Model
Adaptive Control” are discussed, considering the works in [109, 113]. In [117], a MMST is
proposed for nonlinear plants in semi strict - feedback form, using the classical adaptive back-
stepping as the basis scheme for the design on the controller. Both the case of complete state
measurement and the case of only output measurement are considered.
In [3], the existence of a finite controller family is demonstrated for the MMAC schemes. They
consider the control system architecture and the switching rule of the controllers in [115, 109].
The possibility to determine i) a finite set of controllers and ii) a manner to found that con-
troller set, is proven under the assumption of satisfactory performance for each plant in the
uncertainty set. In [39], the detectability is proven for the case of adaptive controllers compris-
ing a certainty equivalence control and estimation of the output. In particular, they demonstrate
the statement that for any certainty equivalence control, the controlled system is detectable
through the estimator’s output error. To that end, concepts of input to state stability and de-
tectability for nonlinear systems are used. As can be noticed from the examples in [41], the
switched plants may be included in this category. In [41] it was demonstrated that the state-
ment about detectability may be used to ensure boundedness and asymptotic convergence in
adaptive supervisor control systems. They consider the general architecture and the decision
making strategy of estimated based supervisor of the type in [115, 109], which comprises a
multi-estimator, a performance signal generator and a switching logic block. Thus, the analysis
of this work holds for the adaptive controllers that use the MMST approach of [113,115], [109].
In [72], the estimator resetting technique is introduced into the adaptive backstepping proce-
dure on the basis of multiple models. As is common in adaptive backstepping, they consider
nonlinear plants of arbitrary relative degree, in parameter strict-feedback form. They reset the
updated parameters of the classical adaptive backstepping, to a value that is chosen such that
the jump of the Lyapunov function be as negative as possible. To that end, several candidate
parameter vectors with fixed entries are used to compute a predicted output, a prediction error,
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a Lyapunov function and its jump. The rationale for this is as follows. The set of adapted pa-
rameters generating the most negative jump, provides the “ best” fit of the plant at the instant of
the resetting, in face of the switched behavior of the plant. The main features of the scheme are:
Ki) the plant may exhibit either time or state dependent switching.
Kii) the switching instants of the plant parameters are unknown.
Kiii) the resetting of the updated parameters depends on an identification criterion.
Kiv) parameter identification tasks are not performed, but predicted outputs and prediction er-
rors are computed on the basis of multiple models comprising constant parameter vectors.
Kv) the update law is driven by the tracking error.
In [25], a robust MRAC with switching update law is derived for a SISO switched plant. They
consider a bounded disturbance with unknown bounds. The effect of the uncertainties and
disturbances is only tackled by means of the switched update law. The update law is similar
to the classical Lyapunov based ones, except that it involves an additional term of the type
−L(aˆ − a∗), being aˆ the adjusted parameter. This update law is similar to the leakage update
laws, except that the term a∗ is chosen to have an abrupt time varying behavior. The stability
analysis shows that the closed loop system is BIBS stable, considering the uncertainties as in-
put and the tracking error as output. In addition, a small steady state error may be achieved by
using high enough values of adaptation gain Γ. The main features of the scheme are:
Ei) The switching of the plant parameters may be either state or time dependent.
Eii) The switching instants of the plant and the number of plant subsystems are assumed to be
unknown, so that the switching instants of the update law and those of the plant are different.
Eiv) The update laws are driven by the tracking error and identification tasks are not carried out.
In [26], the scheme in [25] is modified by considering the leakage term −q(t)(aˆ− a∗) instead
of −L(aˆ − a∗). Herein, the behavior of the term q(t) is chosen to be piece-wise continuous,
taking values of the vector [0 1], so that the leakage term is inactivated according to the choice
of q(t). The steady state value of the tracking error may be rendered small by choosing small
values of the time intervals during which q(t) is active. In [27], the above technique is intro-
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duced into the standard adaptive backstepping technique.
In [127], a variable structure adaptive backstepping (VS-ABC) is derived for plants with rela-
tive degree one and only output measurement, using non-integral switching type update laws
instead of the standard integral update laws. These update laws involve the signum of the prod-
uct of the regression vector and the error signal. The effect of this law is to avoid parameter
drifting caused by parameter variation. The switching of the plant is not taken into account
in the design, but on the simulation application, where an unstable plant of second order with
time dependent switching is considered. The main features of the scheme are:
Qi) A not-switching plant is considered in the design.
Qii) Identification tasks are not performed, and identification errors are not considered.
Qiii) The update law is non-integral and involves a state dependent switching.
In [51] a robust state adaptive backstepping is derived for a second order nonlinear plant with
available output derivative. They approximate the highly nonlinear behavior of the plant by
means of Wavelet Neural Network techniques. The resulting model involves nonlinear basis
functions and some approximation error. The state adaptive backstepping is developed upon
this model, introducing an auxiliar input to handle the approximation error. An example is
given, using the physical model of a wing-rock motion system, which involves state dependent
switching. This suggests us that some plants of second order with state dependent switching
could also be considered. The main features of the scheme are:
i) the switching of the plant is state dependent.
ii) The update laws are of the classical MRAC type, driven by the tracking error and the regres-
sion vector.
iii) The controller and the update laws do not involve switching.
iv) the effect of the plant switching is captured in the approximation error and handled by ro-
bustness techniques, without using any switching strategy.
In [1] a MRAC scheme is proposed for plants with state dependent switching and known
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switching instants, using multiple update laws, on the basis of the Passivity formalism. In
contrast to the current MRAC schemes for switched systems, this scheme takes advantage of
the known plant switching instants in the sense that the switching instants of the controller are
chosen to be the same as those of the plant. Thus, identification indexes or indexes based on
the decrease of the Lyapunov function are not required. The switching strategy of the multiple
update laws is as follows: a different update law is activated for each value of the switching
signal, and is the one that provides the adjusted parameters to be used by the control input. As
consequence, the control input experiences abrupt changes in the switching instants.
We draw the following conclusions from the literature review on MRAC schemes for switched
plants: i) the schemes that assume and take advantage of known switching instants are scarce;
ii) as consequence, an identification criterion is currently necessary for the switching criterion
of the controller, and iii) to the best of our knowledge, the MRAC scheme in [1] is the only
one where known switching instants are considered and this knowledge is used such that the
switching instants of the controller are the same as those of the plant.
Description of the controller switching strategy of the MRAC for systems with
state dependent switching proposed in ( di Bernardo et al., 2008)
The MRAC for switched systems of [1] employs multiple update laws and is based on the
Passivity approach. A SISO linear plant with complete state measurement, state dependent
switching, known switching instants and known number of subsystems, is considered. The
controller strategy is as follows. A different update law is defined for each subsystem, so that
several vectors of estimated parameters will exist instead of only one. When a given subsystem
is active, (with a corresponding value of the switching signal), only its corresponding update
law is active, and is the one that provides the vector of estimated parameters to be used by
the control input. This strategy implies that i) there will be as many vectors of estimated pa-
rameters as the number of subsystems, ii) for each value of the switching signal, only one
estimation vector evolves with time while the other remain constant, iii) the control input will
exhibit abrupt changes in the switching instants, iv) identification tasks and indexes based on
identification or on the decrease of the Lyapunov function are not required. The following are
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importante benefits of the scheme: i) the convergence of the tracking error or some closed loop
signal to some residual set, during the time elapsed between successive switching instants is
not required, ii) the tracking error asymptotically converges to zero. The main features of the
scheme are:
R i) the switching of the plant is state dependent.
R ii) the number of subsystems and the switching instants of the plant are assumed to be known.
R iii) The switching instants of the controller are the same as those of the plant.
R iv) The update law is driven by the tracking error.
R v) identification tasks and indexes based on identification or on the decrease of the Lyapunov
function are not required.
R vi) The convergence of the tracking error to a given residual set between successive switch-
ing instants is not required.
Let us now compare the MRAC in [1] with the adaptive controllers considered in the literature
review. By comparing the facts NB i) - NB v) of the schemes in [111, 116], with the facts R i)
- R iv), it is clear that the main differences rely on the following: i) the knowledge about the
switching instants and the number of subsystems of the plant: in [1] they are assumed to be
known, while in [111, 116] the are not; ii) the use of identification models and errors: in [1]
identification tasks are not performed, while in [111, 116] several identification models oper-
ating at the same time are used; iii) the switching criterion and the switching instant of the
controller: in [1], the controller switches at the same time the plant does, while in [111, 116]
the controller switches according to the performance indices, which depend on the estimation
error associated to the different estimation models. Let us now compare the MRAC in [50]
with the MRAC in [1]. Firstly, it is worth to notice that in [50] the state matrix uncertainty
admits any bounded time varying behavior, so that switched plants are included. In [50] the
changing behavior of the plant is treated as a disturbance so that it is tackled by means of vari-
able structure techniques without using switching in the control or the update laws. In contrast,
in [1] switched update laws is used to tackle the plant switching.
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4.2 MRAC for a plant in Brunovsky form with state dependent
switching, full state measurement
MRAC for systems in Brunovsky form, with full state measurement and state dependent switch-
ing §. In this section we propose a sliding surface MRAC for a plant with state dependent
switching, using the multiple update law approach of [1]. We assume that the plant is in
Brunovsky form with arbitrary relative degree, arbitrary number of subsystems, full state mea-
surement, arbitrary switching coefficients and exactly known switching instants. We consider
this kind of plant because many plants are described in Brunovsky form, and environmental
changes would imply changes in its coefficients. In particular, in [1], [51] second order plants
with state dependent witching are presented. We use the sliding surface MRAC of [131] as the
basis framework for the design of the control and update laws. This method (see also [53])
is suitable for plants in Brunovsky form with nonlinear terms and full state measurement. An
important feature of the procedure is that a first order equation is obtained with the sliding sur-
face S as state, and the adjustment error as the input, so that the SPR-Lyapunov method may
be applied. We use the multiple update law of [1] instead of the standard update law, in order
to handle the state dependent switching of the plant parameters. The convergence of [1] is in-
herited: the tracking error converges asymptotically to zero, without requiring its convergence
to any residual set between successive switching instants.
The use of the direct Lyapunov method with a common Lyapunov function has the following
advantages with respect to the Passivity approach: i) it overly simplifies the stability analysis,
such that special theories for switched systems are not necessary; ii) many MRAC schemes and
tools are defined on the basis of the direct Lyapunov method, which could be inserted in order
to deal with a larger variety of plants and situations. Consider for instance the existence of ex-
ternal disturbances, the partial state measurement and the case of multivariable plant, which are
dealt with by means of variable structure techniques, adaptive backstepping, and multivariable
control techniques, respectively.
The procedure can be organized as follows: i) we develop the sliding surface MRAC of [131]
(pp. 351) for the switched plant to give a first order differential equation with the sliding surface
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S as its state and the input error as its input, ii) we define multiple update laws giving rise to
multiple vectors of updated parameters, as many as the number of plant subsystems; iii) there is
a different update law associated to each of the subsystems, such that when a given subsystem
is active, only the corresponding update law is activated; iv) the control law uses the vector
of updated parameters provided by the active update law, so that it exhibits abrupt changes in
the switching instants; v) we perform the stability analysis using the direct Lyapunov method
instead of the Passivity method, defining a different quadratic form corresponding to each of
the vectors of updated parameters, vi) since the closed loop is switched with continuous states
and a common Lyapunov function is used, the stability may be ensured in the same manner as
in robust MRAC schemes (cf. [53], [84]): the negative semi-definite time derivative of the Lya-
punov function implies bounded closed loop signals and the convergence of the tracking error.
The steps ii)-iv) are taken from the approach of [1], while the facts v) and vi) are modifications
with respect to it. It is worth to notice that the determination of a common Lyapunov function
is made possible by defining a different quadratic form for each vectors of updated parameter.
Problem statement
Consider the following switched plant:
y(n) + cn−1|1y(n−1) + · · ·+ co|1y = b1u+ c1φ, if y ∈ Ω1
y(n) + cn−1|2y(n−1) + · · ·+ co|2y = b2u+ c2φ, if y ∈ Ω2
.
.
.
y(n) + cn−1|ly(n−1) + · · ·+ co|ly = blu+ clφ, if y ∈ Ωl
(4.1)
where y(t) ∈ R1 is the system output, u(t) ∈ R1 is the input, and cn−1|1, · · · , cn−1|l, · · · ,
co|1, · · · , co|l, · · · , c1, · · · , cl, b1, · · · , bl are the plant parameters. We make the following
assumptions:
Ai) The plant parameters are constant, unknown and different from zero.
Aii) The value of sign(b1), · · · , sign(bl) are known.
Aiii) The values of y(n−1), y(n−2), · · · , y are available for measurement.
Aiv) The term φ is a known function of y(n−1), · · · , y, and time.
Av) There is not modelling error nor external disturbances.
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Avi) The value of the desired trajectory yd(t) and its derivatives y(n−1)d , · · · , y˙d are bounded.
Avii) The switching instants are exactly known.
The desired output yd is specified in terms of a bounded external command r(t) as follows:
y
(n)
d + am,n−1y
(n−1)
d + · · ·+ am,oyd = am,or (4.2)
where am,n−1, · · · , am,o are constant coefficients pre-specified by the user, such that the
polynomial K(p) is Hurwitz with at least one real root, being K(p) defined as K(p) =
p(n) + am,n−1p(n−1) + · · · + am,o. The external reference signal r(t) must be bounded. The
objective of the MRAC design is to formulate a control law u(t) such that the tracking error
e(t) = y(t)− yd(t) asymptotically converges to zero.
The control and update laws
Define
u∗ =

(cn−1|1 − am,n−1)y(n−1) + · · ·+ (co|1 − am,o)y − φc1 + am,or = ϕ>θ∗1, if y ∈ Ω1
.
.
.
(cn−1|l − am,n−1)y(n−1) + · · ·+ (co|l − am,o)y − φcl + am,or = ϕ>θ∗l , if y ∈ Ωl
(4.3)
θ∗1 = [cn−1|1 − am,n−1, · · · , co|1 − am,o, c1, am,o]> (4.4)
· · · (4.5)
θ∗l = [cn−1|l − am,n−1, · · · , co|l − am,o, cl, am,o]> (4.6)
ϕ = [y(n−1), · · · , y,−φ, r]> (4.7)
we add and subtract u∗ to the equation (4.1) as follows:
y(n) + cn−1|1y(n−1) + · · ·+ co|1y = b1u+ φc1 + u∗ − u∗, if y ∈ Ω1
.
.
.
y(n) + cn−1|ly(n−1) + · · ·+ co|ly = blu+ φcl + u∗ − u∗, if y ∈ Ωl
(4.8)

y(n) + am,n−1y(n−1) + · · ·+ am,oy = am,or + b1u− u∗ = am,or + b1(u− ϕT θ
∗
1
b1
), if y ∈ Ω1
.
.
.
y(n) + am,n−1y(n−1) + · · ·+ am,oy = am,or + blu− u∗ = am,or + bl(u− ϕT θ
∗
l
bl
), if y ∈ Ωl
(4.9)
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We subtract the reference model (4.2) from the above equation:
e(n) + am,n−1e(n−1) + · · ·+ am,oe =

b1(u− ϕT θ
∗
1
b1
), if y ∈ Ω1
.
.
.
bl(u− ϕT θ
∗
l
bl
), if y ∈ Ωl
(4.10)
as K(p) has at least one real root, we can use the following factorization:
K(p)e = (p+ ama)Ka(p)e = (p+ ama)S = S˙ + amaS, (4.11)
S , Ka(p)e, ama > 0 (4.12)
where the higher order term of Ka(p) is pn−1 and ama is a positive constant. Substituting this
factorization into equation (4.10) gives:
S˙ + amaS =

b1(u− ϕ> θ
∗
1
b1
), if y ∈ Ω1
.
.
.
bl(u− ϕ> θ
∗
l
bl
), if y ∈ Ωl
, S˙ =

−amaS + b1(u− ϕ> θ
∗
1
b1
), if y ∈ Ω1
.
.
.
−amaS + bl(u− ϕ> θ
∗
l
bl
), if y ∈ Ωl
(4.13)
Thus, we choose the following control law:
u =

ϕT θˆ1, if y ∈ Ω1
.
.
.
ϕT θˆl, if y ∈ Ωl
(4.14)
where θˆ1, · · · , θˆl are updated parameters whose update law will be defined later. Substituting
this control law into equation (4.13) gives:
S˙ =

−amaS + b1ϕ>θ˜1, if y ∈ Ω1
.
.
.
−amaS + blϕ>θ˜l, if y ∈ Ωl
(4.15)
θ˜1 = θˆ1 − (1/b1)θ∗1, · · · , θ˜l = θˆl − (1/bl)θ∗l (4.16)
we choose the following update law:
˙ˆ
θ1 =
 (−1)Γ1sgn(b1)Sϕ, if y ∈ Ω10 otherwise (4.17)
.
.
. (4.18)
˙ˆ
θl =
 (−1)Γlsgn(bl)Sϕ, if y ∈ Ωl0 otherwise (4.19)
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where Γ1, · · · , Γl are diagonal matrices whose diagonal entries are positive constants of the
user choice.
The control algorithm
For the ease of exposition, we proceed now to recall the equations corresponding to the con-
troller and establish the tracking convergence theorem. The control law is given by equation
(4.14) and the multiple update law is given by equations (4.17, · · · , 4.19) where ϕ is defined in
equation (4.7) and S in equation (4.12).
Tracking convergence theorem. If the above controller is applied to the plant (4.1), the tracking
error e(t) converges to zero asymptotically and u, θˆ1, · · · , θˆl remain bounded. The proof is
presented in the stability analysis.
The stability analysis
Now, we proceed to analyze the stability of the controlled system using the direct Lyapunov
method and the Barbalat’s Lemma. The closed loop dynamics is given by trajectories (4.15,
4.17, · · · , 4.19). Let x¯ = [S, θ˜1, · · · , θ˜l]>. We define the Lyapunov function as follows:
V (x¯(t)) = Vs + Vθ, Vs = (1/2)S2, Vθ = VθI + · · ·+ Vθl, (4.20)
VθI = (1/2)|bI |θ˜>I Γ−11 θ˜I , · · · , Vθl = (1/2)|bl|θ˜>l Γ−1l θ˜l (4.21)
First, it is worth to notice that V (x¯) is continuously differentiable with respect to the state
vector x¯, positive definite and lower bounded. The time derivative of Vs along the trajectory
(4.15) is:
V˙s = SS˙ =

−amaS2 + b1Sϕ>θ˜1, if y ∈ Ω1
.
.
.
−amaS2 + blSϕ>θ˜l, if y ∈ Ωl
(4.22)
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The time derivatives of Vθ1, · · · , Vθl, Vθ along trajectories (4.17, · · · , 4.19) are:
V˙θI = |bI |θ˜>I Γ−11 ˙˜θI =
 (−1)bISϕ>θ˜I , if y ∈ Ω10 otherwise (4.23)
.
.
. (4.24)
V˙θl = |bl|θ˜>l Γ−1l ˙˜θl =
 (−1)blSϕ>θ˜l, if y ∈ Ωl0 otherwise (4.25)
V˙θ = V˙θI + · · ·+ V˙θl =

(−1)b1Sϕ>θ˜1, if y ∈ Ω1
.
.
.
(−1)blSϕ>θ˜l, if y ∈ Ωl
(4.26)
The expression for V˙ may be found by adding the expressions for V˙s and V˙θ:
V˙ = V˙s + V˙θ = −amaS2 (4.27)
Thus, V ∈ L∞. In order to analyze the stability of e, we express e in terms of S using the the
equation (4.12):
e =
1
Ka(p)
S (4.28)
From this and the expression for V˙ , the following boundedness properties hold: i) (Vs, Vθ,
S, θ˜I , · · · , θ˜l) ∈ L∞ follows from the definitions of V, Vs, Vθ; ii) (e, e˙, · · · , sn−1e) ∈ L∞
follows from S ∈ L∞ and equation (4.28); iii) (y, θˆ1, · · · , θˆl) ∈ L∞ because (e, θ˜) ∈ L∞, iv)
(y˙, · · · , y(n−1)) ∈ L∞, because (e˙, · · · , e(n−1), y˙d, · · · , y(n−1)d ) ∈ L∞; v) φ ∈ L∞ because
(y, y˙, · · · , y(n−1)) ∈ L∞; vi) ϕ ∈ L∞ follows from (y, y˙, · · · , y(n−1), r) ∈ L∞ and the
definition of ϕ; vii) S˙ ∈ L∞ follows from (S, ϕ, θ˜1, · · · , θ˜l) ∈ L∞ and the equation (4.15).
Now, we proceed to ensure the convergence of the tracking error by means of the Barbalat’s
Lemma. We reorganize the equation (4.27) and integrate as follows:
amaS2 ≤ −V˙ , (4.29)∫ t
to
amaS2dτ ≤ −
∫ t
to
V˙ dτ = V (to)− V (t),
∫ t
to
amaS2dτ + V (t) ≤ V (to)(4.30)
thus, S ∈ L2, and due to S ∈ L∞, S˙ ∈ L∞, we have S → 0 as t → ∞ by invoking the
Barbalat’s Lemma. According to the definition of S, the following is true: e→ 0 as t→∞.
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Example 4.1. MRAC for a switched plant of first order
For the sake of brevity we will use the following notation:
(·)σ =
 (·)[1] if y ≥ 1(·)[2] if y < 1 (4.31)
(·) = [(·)[1], (·)[2]]> (4.32)
Consider the plant:
y˙ = cσy + bσu (4.33)
where
cσ =
 c1 = 2.5 if y ≥ 1c2 = 2.6 if y < 1 , bσ =
 b1 = 3.1 if y ≥ 1b2 = 3.2 if y < 1 (4.34)
such that the switching instants are known, but the values of c1, c2, b1, b2 are unknown. We
use a constant value of the desired output and define the sliding surface as follows:
yd = 2, ⇒ y˙d = 0 (4.35)
⇒ S = e = y − yd, S˙ = e˙ = y˙ (4.36)
The control and update laws
we begin by defining e˙:
e˙ = y˙ = cσy + bσu = −e+ bσ
(
u+ y
cσ
bσ
+ e
1
bσ
)
(4.37)
i.e., e˙ =
 −e+ b1
(
u+ y c1b1 + e
1
b1
)
if y ≥ ao
−e+ b2
(
u+ y c2b2 + e
1
b2
)
if y < ao
(4.38)
we choose the following control law:
u =
 −yθˆa1 − eθˆb1 if y ≥ ao−yθˆa2 − eθˆb2 if y < ao (4.39)
i.e., u = −yθˆaσ − eθˆbσ (4.40)
where θˆaσ, θˆbσ are adjusted parameters to be defined later. Substituting the control law (4.39)
into equation (4.38) gives:
e˙ =
 −e+ b1
(
−yθˆa1 − eθˆb1 + y c1b1 + e 1b1
)
if y ≥ ao
−e+ b2
(
−yθˆa2 − eθˆb2 + y c2b2 + e 1b2
)
if y < ao
(4.41)
98
Chapter 4. MRAC for switched plants
e˙ =
 −e− b1(yθ˜a1 + eθ˜b1) if y ≥ ao−e− b2(yθ˜a2 + eθ˜b2) if y < ao (4.42)
i.e., e˙ = −e− bσ(yθ˜aσ + eθ˜bσ) (4.43)
θ˜aσ = θˆaσ − cσ
bσ
, θ˜bσ = θˆbσ − 1
bσ
(4.44)
ee˙ = −e2 − bσe(yθ˜aσ + eθ˜bσ) (4.45)
thus, we choose the following update laws:
˙ˆ
θa1 =
 γsgn(b1)ye if y ≥ ao0 otherwise , ˙ˆθa2 =
 0 if y ≥ aoγsgn(b2)ye if y < ao (4.46)
˙ˆ
θb1 =
 γsgn(b1)e2 if y ≥ ao0 otherwise , ˙ˆθb2 =
 0 if y ≥ aoγsgn(b2)e2 otherwise (4.47)
where γ is a positive constant of the user choice.
Remark. The controller comprises the control law (4.39) and update law (4.46, 4.47).
Stability analysis
Now, we prove the boundedness of the closed loop signals and the convergence of the tracking
error. Let
V = Ve + Vθa + Vθb, Ve = (1/2)e2, Vθa = (1/2)γ−1(|b1|θ˜2a1 + |b2|θ˜2a2) (4.48)
Vθb = (1/2)γ−1(|b1|θ˜2b1 + |b2|θ˜2b2) (4.49)
the time derivative of Vθa along equation (4.46) is:
V˙θa = γ−1
(
|b1|θ˜a1 ˙˜θa1 + |b2|θ˜a2 ˙˜θa2
)
=
 θ˜a1b1ye if y ≥ aoθ˜a2b2ye if y < ao (4.50)
or equivalently, V˙θa = bσ θ˜aσye (4.51)
similarly, we obtain the time derivative of Vθb along equation (4.47):
V˙θb = bσ θ˜bσe2 (4.52)
⇒ V˙θa + V˙θb = bσ θ˜aσye+ bσ θ˜bσe2 (4.53)
the time derivative of Ve is:
V˙e = ee˙ = −e2 − bσe(yθ˜aσ + eθ˜bσ) (4.54)
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and the time derivative of V is obtained by adding equations (4.82, 4.54):
V˙ = V˙e + V˙θa + V˙θb = −e2 ≤ 0 (4.55)
Thus, all the closed loop signals are bounded. Arranging, integrating, applying the Barbalat’s
Lemma, we obtain:
lim
t→∞ e = 0 (4.56)
The simulation results are shown in figure (4.1).
Figure 4.1: Behavior of the tracking error and Lyapunov function
Example 4.2. MRAC for a switched plant of second order
For the sake of brevity we will use the following notation:
(·)σ =
 (·)[1] if y ≥ 1(·)[2] if y < 1 (4.57)
(·) = [(·)[1], (·)[2]]> (4.58)
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Consider the plant:
y¨ = c1σy˙ + coσy + bσu (4.59)
where
c1σ =
 c11 = 0.517 if y ≥ 1c12 = 0.517 if y < 1 , coσ =
 co1 = −25 if y ≥ 1co2 = −1 if y < 1 (4.60)
bσ =
 b1 = 1 if y ≥ 1b2 = 1 if y < 1 (4.61)
such that the switching instants are known, but the values of c11, c12, co1, co2, b1, b2 are
unknown. We use the following reference model:
yd =
λ2r
(p+ λr)2
r (4.62)
i.e., y¨d = −2λry˙d − λ2ryd + λ2rr (4.63)
where λr is a positive constant of the user choice. The goal of the control design is to keep the
closed loop signals bounded and to drive the tracking error to zero in asymptotic manner:
lim
t→∞ e = 0 (4.64)
The control and update laws
The procedure is similar to that of section (4.2). We begin by defining S:
S = (p+ λ)e = e˙+ λe, e = y − yd (4.65)
we obtain S˙ on the basis of the above equation and (4.59):
S˙ = e¨+ λe˙ = y¨ − y¨d + λe˙ (4.66)
= c1σy˙ + coσy + bσu− y¨d + λe˙ (4.67)
= −S + bσ
(
u+ y˙
c1σ
bσ
+ y
coσ
bσ
+ (−y¨d + λe˙+ S) 1
bσ
)
(4.68)
we choose the following control law:
u = −y˙θˆ1σ − yθˆoσ − (−y¨d + λe˙+ S)θˆbσ (4.69)
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where θˆ1σ, θˆoσ, θˆbσ are adjusted parameters to be defined later. Substituting the control law
(4.69) into equation (4.68) gives:
S˙ = −S − bσy˙θ˜1σ − bσyθ˜oσ − bσ(−y¨d + λe˙+ S)θ˜bσ (4.70)
where θ˜1σ = θˆ1σ − c1σ
bσ
, θ˜oσ = θˆoσ − coσ
bσ
, θ˜bσ = θˆbσ − 1
bσ
(4.71)
SS˙ = −S2 − bσSy˙θ˜1σ − bσySθ˜oσ − bσ(−y¨d + λe˙+ S)Sθ˜bσ (4.72)
we choose the following update law:
˙ˆ
θ11 =
 γsgn(b1)y˙S if y ≥ ao0 otherwise , ˙ˆθ12 =
 0 if y ≥ aoγsgn(b2)y˙S otherwise (4.73)
˙ˆ
θo1 =
 γsgn(b1)yS if y ≥ ao0 otherwise , ˙ˆθo2 =
 0 if y ≥ aoγsgn(b2)yS otherwise (4.74)
˙ˆ
θb1 =
 γsgn(b1)(−y¨d + λe˙+ S)S if y ≥ ao0 otherwise , ˙ˆθo2 =
 0 if y ≥ aoγsgn(b2)(−y¨d + λe˙+ S)S otherwise(4.75)
where γ is a positive constant of the user choice.
Remark. The controller comprises the control law (4.69) and update law (4.73, 4.74, 4.75).
Stability analysis
Now, we prove the boundedness of the closed loop signals and the convergence of the tracking
error. Let
V = Vs + Vθ1 + Vθo + Vθb, Vs = (1/2)S2, (4.76)
Vθ1 = (1/2)γ−1(|b1|θ˜211 + |b2|θ˜212) (4.77)
Vθo = (1/2)γ−1(|b1|θ˜2o1 + |b2|θ˜2o2), Vθb = (1/2)γ−1(|b1|θ˜2b1 + |b2|θ˜2b2) (4.78)
the time derivative of Vθ1 along equation (4.73) is:
V˙θ1 = γ−1
(
|b1|θ˜11 ˙˜θ11 + |b2|θ˜12 ˙˜θ12
)
=
 θ˜11b1y˙S if y ≥ aoθ˜12b2y˙S if y < ao (4.79)
or equivalently, V˙θ1 = bσ θ˜1σy˙S (4.80)
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similarly, we obtain the time derivative of Vθo along equation (4.74) and the time derivative of
Vθb along equation (4.75):
V˙θo = bσ θ˜oσyS, V˙θb = bσ θ˜bσ(−y¨d + 2e˙+ S)S (4.81)
⇒ V˙θ1 + V˙θo + V˙θb = bσ θ˜1σy˙S + bσ θ˜oσyS + bσ θ˜bσ(−y¨d + 2e˙+ S)S (4.82)
the time derivative of Vs is given in equation (4.72):
V˙s = SS˙ = −S2 − bσSy˙θ˜1σ − bσySθ˜oσ − bσ(−y¨d + λe˙+ S)Sθ˜bσ (4.83)
and the time derivative of V is obtained by adding equations (4.82, 4.83):
V˙ = V˙s + V˙θ1 + V˙θo + V˙θb = −S2 ≤ 0 (4.84)
Thus, all the closed loop signals are bounded. Arranging, integrating, applying the Barbalat’s
Lemma, we obtain:
lim
t→∞S = 0, ⇒ limt→∞ e = 0 (4.85)
The simulation results are shown in figure (4.2).
Example 4.3
Now, we consider the plant (4.1) with the following values: c1|1 = −0.517, c0|1 = 25, c1|2 =
−0.517, c0|2 = 1, b = 1, Ω1 = (0 ∞), Ω2 = (−∞ 0])i.e.:
y¨(t) =
 0.517y˙ − 25y + u if y > 00.517y˙ − y + u if y ≤ 0 (4.86)
The control law and the equations and parameters necessary for its computation are :
u = ϕ>θˆ (4.87)
n = 2, sgn(b) = +1, e = y − yd, (4.88)
yd =
1
p2 + 2p+ 1
r, so that Ka(p) = p+ 1, Ka(0) = 1, S = (p+ 1)e, (4.89)
ϕ = [y˙, y, r]>, (4.90)
Γ1 = diag{1, 1, 1}, Γ2 = diag{1, 1, 1} (4.91)
In the figures (4.3(a), 4.3(b),4.3(c)) the results are shown. The plant output y is given by the
blue line and the output of the reference model is given by a green dashed line. The controller
is inactive for t ∈ [0 20).
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Figure 4.2: Behavior of the tracking error and Lyapunov function
Example 4.4
Now, we consider the plant (4.1) with the following values: c1|1 = −0.517, c0|1 = 25, c1|2 =
−0.517, c0|2 = 1, b = 1, Ω1 = (1 ∞), Ω2 = (−∞ 1], i.e.:
y¨(t) =
 0.517y˙ − 25y + u if y > 10.517y˙ − y + u if y ≤ 1 (4.92)
In the figures (4.5(a), 4.5(b),4.5(c)) the results are shown.
As can be seen, the output y converges rapidly to the desired output yd. The control input
u experiences oscillations, that lead to oscillations in the output y before the instant t = 50
seconds. On the other hand, the adjusted parameters experience significant variation before
t = 50 sec. Moreover, they experience a not common variation, owed to the switching behavior
of the system. In fact, the evolution of the adjusted parameters is carried out when y is in one
region, but stops when the output y reaches a different region, and continues when y comes
back to the first region. Nevertheless, the direction of the evolution changes when y comes
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(a) Performance of the output. (b) Control input u .
(c) Adapted parameters: a) θˆI|1, b) θˆI|2, c) θˆI|3, d) θˆII|1, e) θˆII|2, f) θˆII|3.
Figure 4.3: Simulation results
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(a) The Lyapunov function.
Figure 4.4: Simulation results
back to the former region. After t = 50 sec. we note the following facts: i) the output y
converges towards the desired output yd with high accuracy, ii) the oscillations in both u and y
disappear, iii) the adjusted parameters experience negligible variation.
Conclusions
The major conclusion is that the multiple update law in [1] can be straightforwardly introduced
into a sliding surface MRAC if the plant is in Brunovsky form with full state measurement.
The use of the classical direct Lyapunov method (Lyapunov method for time-variable systems)
is possible due to the following facts: i) the method is valid for systems with continuous states
and piecewise continuous vector fields, ii) the switching of the closed loop system is so simple
that a common and not cumbersome Lyapunov function can be found by defining a quadratic
form for each of the vectors of updated parameters. If the closed loop system were too complex
to find a common Lyapunov function, the theory for switched systems stated in [11] would be
necessary. That theory is based on multiple Lyapunov functions.
The developed scheme has the following benefits, which are inherited from [1]: i) The adjusted
parameters θˆi are continuous whereas u experiences discontinuous changes. As consequence,
the states θ˜i are continuous and theory for impulse systems is not necessary. ii) The tracking
error and the sliding surface S are not required to converge to any residual set between suc-
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(a) Performance of the output. (b) Control input u .
(c) Adapted parameters: a) θˆI|1, b) θˆI|2, c) θˆI|3, d) θˆII|1, e) θˆII|2, f) θˆII|3.
Figure 4.5: Simulation results
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cessive switching instants. iii) The tracking error converges asymptotically to zero, what is a
weak advantage with respect to robust schemes. Notice that robust techniques may be used to
handle the switching of the plant (4.1), as in [51], with the consequence that the tracking error
converges to a residual set whose size is of the user choice but different from zero.
The rationale of the controller switching schedule is as follows. The control input u switch at
the same time that the plant parameters do, what is possible due to the known switching instants
of the plant. It introduces a new vector of updated parameters θˆi, such that a new adjustment
error θ˜i appears on the equation for S˙, and there is a different update law associated to it. This
effect and the inactivation of the remaining update laws leads to a negative semi-definite V˙ .
The assumption of a plant in Brunovsky form with nonlinear terms, arbitrary relative degree,
number of subsystems, number of switched parameters and nonlinear terms, allows a possible
and straightforward modification of the scheme to involve function approximation techniques.
Although not shown, we applied the developed scheme to a first order plant. According to the
simulations, y chatters across the switching manifold co = 0, for values of yd near to zero.
In this case, the requirement of piecewise continuous vectorial field imposed by the Lyapunov
method is not fulfilled. Moreover, the uniqueness of the trajectories of the closed loop system
is lost. It is thus necessary to analyze and avoid this phenomena. We can obtain an intuitive
reasoning of the chattering by analyzing the equation for y˙, obtained from the equation (4.15)
with S = e and using y˙ = e˙+ y˙d:
y˙ = −amae+ bϕ>θ˜σ + y˙d (4.93)
Since the chattering occurs when the value of yd is near to 0, |e| takes small values. Since the
control input u switches at the same time that the plant does, the chattering is caused by its
abrupt change, that is, the use of ϕ>θˆI or ϕ>θˆII as y changes between y > 0 and y < 0. When
y changes from y < 0 to y > 0, u uses ϕ>θˆII , which value yields a negative value of y˙. As
consequence, y evolves to give y < 0. At his point, u uses ϕ>θˆI , yielding a positive value of y˙,
and y evolves to give y > 0. Likewise, a cyclic behavior appears, yielding the chattering. The
phenomena finishes when |e| is so large that the values of −amae and θ˜ change enough and y˙
takes appropriated values to the convergence of y to yd. Thus, the chattering may be avoided
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by giving adequate initial values to the adjusted parameters.
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Robust MRAC for switched plants
Consider the plant (4.1) under assumptions Ai)-Avii), being the control objective the asymp-
totic convergence of the tracking error e to a residual set De whose size is user-defined. The
following question arises when this plant is to be controlled: Is it possible to design a controller
for this plant, using robust techniques without using the approach of [1]. The answer to this
question has two parts: i) If the controller gain bo is piecewise continuous instead of constant,
the answer is not, according to our knowledge. The reason is that Vθ, the quadratic form as-
sociated to the vector of updated parameters, contains |bo|, such that a piecewise continuous
bo would lead to infinite values of V˙θ. Thus, in the case that bo is piecewise continuous and
upper bounds of the plant parameters and the switching instants of bo are unknown, it seems
not possible to design an adequate MRAC. The case of piecewise continuous b is possible in
real applications, see [99], [5] pp. 14,15. ii) If the control gain bo is constant, the answer is yes.
Thus, the approach of [1] can be used at a minimum level, as follows: i) if bo is piecewise
continuous, it is possible to use the approach of [1] to handle the switching of bo and robust
techniques to handle the switching of other plant parameters, and ii) if bo is constant, one may
handle the effect of the switching of other plant parameters by means of robust techniques.
Therefore, regardless whether bo is constant of piecewise continuous, it is possible to handle
the effect of the switching of plant parameters different from b by means of either i) robust tech-
niques, or ii) the approach of [1]. One may wonder which option must be chosen. According
to simulation results, which will be shown later, it seems that the advantage of the robustness
technique is a lower number of parameters to be adjusted, implying a lower computational ef-
fort, but at the expense of larger control effort in u, associated to a large value of the adjusted
gain of the auxiliar input. The approach of [1] has the contrary effect: a lower control effort
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at the expense of adjusting a larger number of parameters. Then, the choice relies on the user-
requirements related to control and computational effort.
Further, the approach of [1] is essential in the following cases: i) the high frequency gain b
is piecewise continuous, and ii) robust techniques are used to handle the effect of piecewise
continuous behavior of plant parameters different from b, giving rise to excessive and abrupt
behavior of the control input u. In turn, this leads to frequent actuator saturation, large energy
costs and valve deterioration.
Recall that the design of robust MRAC schemes of the type of [122], [30] do not satisfy the
conditions of the classical Lyapunov theory for time variable systems in a strict sense. The
reason for this is the truncation of the quadratic form V¯s, as in [122], such that the properties of
V and V˙ do not satisfy classical conditions. Moreover, the expression of V˙ must be rewritten
to establish the convergence of Vs, S and e. In spite of this, the following benefits are achieved:
i) the tracking error converges to a residual set whose size is of the user choice, ii) the closed
loop signals are globally bounded (parameter drifting is avoided), iii) known upper bounds of
the plant parameters or the external disturbance are not required, iv) high enough gains are not
required, v) chattering effects in the input or the output are avoided.
Recall also that the design of the MRAC scheme for switched plants, stated in chapter (4),
uses a positive definite and decrescent Lyapunov function V (x¯), such that V˙ is negative semi-
definite, and the classical Lyapunov theory for time variable systems (see [5] pp 204-206,
and [131] pp 106-109) can be applied for the stability analysis of the closed loop system.
Moreover, the following benefits are achieved: i) the tracking error converges asymptotically
to zero, ii) the closed loop signals are globally bounded, iii) known upper bounds of the plant
parameters are not required, iv) special theories for switched or impulse systems are not re-
quired, v) the convergence of the tracking error or the sliding surface to a residual set of some
size between successive switching instants is not required.
When using the approach of [1] and the robust techniques, many benefits of both schemes are
inherited. The tracking error converges asymptotically to a residual set of user-specified size
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instead of zero. This is an insignificant disadvantage that can be accepted because external dis-
turbances or modelling errors are common and imply the use of robust techniques. Moreover,
it may be partially remedied by choosing a small size of the residual set.
5.1 Robust MRAC for a plant in Brunovsky form with state de-
pendent switching, full state measurement
In this section we propose a surface sliding MRAC, for plant in Brunovky form with state de-
pendent switching: we use the multiple update law approach of [1] to handle the effect of the
piecewise continuous behavior of bo, and robust techniques to handle the effect of the switch-
ing of other plant parameters. In introducing robustness techniques, we treat the switching
parameters as additive disturbances with known upper bounding functions, and we use auxiliar
inputs with adjusted magnitude, and dead zone update laws. The scheme has the advantage
of adjusting a low number of parameters, as many as the number of subsystems of the control
gain b. In addition, upper bounds of the plant parameters are not required and the tracking error
converges to a residual set whose size is of the user choice.
Problem statement
Consider the following switched plant:
y(n) + cn−1|1y(n−1) + · · ·+ co|1y = b1u+ c1φ, if y ∈ Ω1
y(n) + cn−1|2y(n−1) + · · ·+ co|2y = b2u+ c2φ, if y ∈ Ω2
.
.
.
y(n) + cn−1|ly(n−1) + · · ·+ co|ly = blu+ clφ, if y ∈ Ωl
(5.1)
where y(t) ∈ R1 is the system output, u(t) ∈ R1 is the input, and cn−1|1, · · · , cn−1|l, · · · ,
co|1, · · · , co|l, · · · , c1, · · · , cl, b1, · · · , bl are the plant parameters. We make the following
assumptions:
i) The plant parameters are constant, unknown and different from zero.
ii) The value of sign(b1), · · · , sign(bl) are known.
iii) The values of y(n−1), y(n−2), · · · , y are available for measurement.
iv) The term φ is a known function of y(n−1), · · · , y, and time.
v) There is not modelling error nor external disturbances.
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vi) The value of the desired trajectory yd(t) and its derivatives y(n−1)d , · · · , y˙d are bounded.
vii) The switching instants of the high frequency gain b are exactly known.
The desired output yd is specified in terms of a bounded external command r(t) as follows:
y
(n)
d + am,n−1y
(n−1)
d + · · ·+ am,oyd = am,or (5.2)
where am,n−1, · · · , am,o are constant coefficients pre-specified by the user, such that the
polynomial K(p) is Hurwitz with at least one real root, being K(p) defined as K(p) =
p(n) + am,n−1p(n−1) + · · · + am,o. The external reference signal r(t) must be bounded. The
objective of the MRAC design is to formulate a control law u(t) such that the tracking error
e(t) = y(t)− yd(t) asymptotically converges to the residual set De, defined as follows:
De = {e : |e| ≤ Cbe} (5.3)
The control and update laws
Define
u∗ =

(cn−1|1 − am,n−1)y(n−1) + · · ·+ (co|1 − am,o)y − φc1 + am,or = ϕ>θ∗1, if y ∈ Ω1
.
.
.
(cn−1|l − am,n−1)y(n−1) + · · ·+ (co|l − am,o)y − φcl + am,or = ϕ>θ∗l , if y ∈ Ωl
(5.4)
θ∗1 = [cn−1|1 − am,n−1, · · · , co|1 − am,o, c1, am,o]> (5.5)
.
.
. (5.6)
θ∗l = [cn−1|l − am,n−1, · · · , co|l − am,o, cl, am,o]> (5.7)
ϕ = [y(n−1), · · · , y,−φ, r]> (5.8)
we add and subtract u∗ to the equation (5.1) as follows:
y(n) + cn−1|1y(n−1) + · · ·+ co|1y = b1u+ φc1 + u∗ − u∗, if y ∈ Ω1
.
.
.
y(n) + cn−1|ly(n−1) + · · ·+ co|ly = blu+ φcl + u∗ − u∗, if y ∈ Ωl
(5.9)

y(n) + am,n−1y(n−1) + · · ·+ am,oy = am,or + b1u− u∗ = am,or + b1(u− ϕT θ
∗
1
b1
), if y ∈ Ω1
.
.
.
y(n) + am,n−1y(n−1) + · · ·+ am,oy = am,or + blu− u∗ = am,or + bl(u− ϕT θ
∗
l
bl
), if y ∈ Ωl
(5.10)
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We subtract the reference model (5.2) from the above equation:
e(n) + am,n−1e(n−1) + · · ·+ am,oe =

b1(u− ϕT θ
∗
1
b1
), if y ∈ Ω1
.
.
.
bl(u− ϕT θ
∗
l
bl
), if y ∈ Ωl
(5.11)
as K(p) has at least one real root, we can use the following factorization:
K(p)e = (p+ ama)Ka(p)e = (p+ ama)S = S˙ + amaS, (5.12)
S , Ka(p)e, ama > 0 (5.13)
where the higher order term of Ka(p) is pn−1 and ama is a positive constant. Substituting this
factorization into equation (5.11) gives:
S˙ + amaS =

b1(u− ϕ> θ
∗
1
b1
), if y ∈ Ω1
.
.
.
bl(u− ϕ> θ
∗
l
bl
), if y ∈ Ωl
, S˙ =

−amaS + b1(u− ϕ> θ
∗
1
b1
), if y ∈ Ω1
.
.
.
−amaS + bl(u− ϕ> θ
∗
l
bl
), if y ∈ Ωl
(5.14)
Let
u∗b = −c∗aS‖ϕ‖1, c∗a =
c∗b√
2cbvs
, c∗b = maxσ‖θ∗σ‖1 (5.15)
u∗b satisfies the following property:
S(u∗b − θ∗σϕ) ≤ 0 if Vs ≥ Cbvs, Cbvs , (1/2)(Ka(0)Cbe)2 (5.16)
we reorganize equation (5.14) and add and subtract u∗b :
S˙ = −amaS + bσu− ϕ>θ∗σ + u∗b − u∗b (5.17)
= −amaS + bσ
(
u+
c∗a
bσ
S‖ϕ‖1
)
− ϕ>θ∗σ + u∗b (5.18)
Thus, we choose the following control law:
u = −cˆσS‖ϕ‖1 (5.19)
where cˆσ is an updated parameter whose update law will be defined later. Substituting this
control law into equation (5.18) gives:
S˙ = −amaS − bσS‖ϕ‖1c˜σ + (u∗b − θ∗>σ ϕ), c˜σ = cˆσ −
c∗a
bσ
(5.20)
we choose the following update law:
˙ˆcσ =
 γσsgn(bσ)‖ϕ‖1S2 if Vs ≥ cbvz0 otherwise (5.21)
where γσ is a positive constant of the user choice.
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The control algorithm
For the ease of exposition, we proceed now to recall the equations corresponding to the con-
troller and establish the tracking convergence theorem. The control law is given by equation
(5.19) and the multiple update law is given by equations (5.21), where ϕ is defined in equation
(5.8) and S in equation (5.13). Recall that Cbvs = (1/2)(Ka(0)Cbe)2.
Tracking convergence theorem. If the above controller is applied to the plant (5.1), the tracking
error e(t) converges to De asymptotically and all the closed loop signals remain bounded. The
proof is presented in the stability analysis.
The stability analysis
Now, we proceed to analyze the stability of the controlled system using the direct Lyapunov
method involving truncation, similar to that in [122], and the Barbalat’s Lemma. The closed
loop dynamics is given by trajectories (5.20, 5.21). Let x¯ = [S, c˜1, · · · , c˜l]>. Let
Vs = (1/2)S2, V¯s =
 Vs if Vs ≥ CbvsCbvs if Vs < Cbvs (5.22)
where V¯s has the following properties:
V¯s − Cbvs ≥ 0 (5.23)
−V¯s + Cbvs < 0 if Vs > Cbvs (5.24)
−V¯s + Cbvs = 0 if Vs = Cbvs (5.25)
−V¯s + Cbvs = 0 if Vs < Cbvs (5.26)
−Vs < −V¯s + Cbvs < 0 if Vs > Cbvs (5.27)
−Vs < −V¯s + Cbvs = 0 if Vs = Cbvs (5.28)
−Vs ≤ 0 = −V¯s + Cbvs = 0 if Vs < Cbvs (5.29)
We define the Lyapunov function as follows:
V (x¯(t)) = V¯s + Vθ, Vs = (1/2)S2, Vθ = Vθ1 + · · ·+ Vθl, (5.30)
Vθ1 = (1/2)|b1|γ−11 c˜21, · · · , Vθl = (1/2)|bl|γ−1l c˜2l (5.31)
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First, it is worth to notice that V (x¯) is not continuously differentiable with respect to the state
vector x¯, nor positive definite nor lower bounded. The time derivative of Vs along the trajectory
(5.20) is:
V˙s = SS˙ = −amaS2 − bσS2‖ϕ‖1c˜σ + S(u∗b − θ∗>σ ϕ) (5.32)
and the time derivative of V¯s follows from the above equation and equation (5.22) :
˙¯Vs =
 V˙s = −amaS2 − bσS2‖ϕ‖1c˜σ + S(u∗b − θ∗>σ ϕ) if Vs ≥ Cbvs0 if Vs < Cbvs (5.33)
The time derivatives of Vθ1, · · · , Vθl, Vθ along trajectories (5.21) are:
V˙θ1 = |b1|γ−11 c˜1 ˙˜c1 =
 b1c˜1‖ϕ‖1S2, if Vs ≥ Cbvs0 otherwise (5.34)
.
.
. (5.35)
V˙θl = |bl|γ−1l c˜l ˙˜cl =
 blc˜l‖ϕ‖1S2, if Vs ≥ Cbvs0 otherwise (5.36)
V˙θ = V˙θ1 + · · ·+ V˙θl =
 bσ c˜σ‖ϕ‖1S2, if Vs ≥ Cbs0 otherwise (5.37)
The expression for V˙ may be found by adding the expressions for ˙¯Vs and V˙θ:
V˙ = ˙¯Vs + V˙θ =
 −amaS2 + S(u∗b − θ∗>σ ϕ) if Vs ≥ Cbvs0 if Vs < Cbvs (5.38)
according to the definition of Vs and the property (5.16), the above equation can be rewritten
as follows:
V˙ ≤ −2amaVs if Vs ≥ Cbvs
V˙ = 0 if Vs < Cbvs
(5.39)
this equation can be expressed in terms of V¯ according to the properties (5.27, · · · , 5.29):
V˙ ≤ −2amaVs < −2amaV¯s + 2amaCbvs ≤ 0 if Vs ≥ Cbvs (5.40)
V˙ = 0 = 2ama(−V¯s + Cbvs) = 0 if Vs < Cbvs (5.41)
or equivalently,
V˙ ≤ −2amaV¯s + 2amaCbvs ≤ 0 (5.42)
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Thus, V ∈ L∞. In order to analyze the stability of e, we express e in terms of S using the the
equation (5.13):
e =
1
Ka(p)
S (5.43)
From this and the expression for V˙ , the following boundedness properties hold: i) (V¯s, Vs, Vθ) ∈
L∞ because V ∈ L∞; ii) (S, c˜I , · · · , c˜l) ∈ L∞ because (Vs, Vθ) ∈ L∞, according to the def-
initions of Vs, Vθ; iii) (e, e˙, · · · , sn−1e) ∈ L∞ follows from S ∈ L∞ and equation (5.43);
iv) (y, cˆ1, · · · , cˆl) ∈ L∞ because (e, c˜1, · · · , c˜l) ∈ L∞, v) (y˙, · · · , y(n−1)) ∈ L∞, because
(e˙, · · · , e(n−1), y˙d, · · · , y(n−1)d ) ∈ L∞; vi) φ ∈ L∞ because (y, y˙, · · · , y(n−1)) ∈ L∞; vii)
ϕ ∈ L∞ follows from (y, y˙, · · · , y(n−1), r) ∈ L∞ and the definition ofϕ; viii) S˙ ∈ L∞ follows
from (S, ϕ, θ˜1, · · · , θ˜l) ∈ L∞ and the equation (5.20); ix) V˙s ∈ L∞, because (S, S˙) ∈ L∞,
x) ˙¯Vs ∈ L∞, because V˙s ∈ L∞. In the following we establish the convergence of the tracking
error by means of the Barbalat’s Lemma. We reorganize the equation (5.39) and integrate as
follows:
2ama(V¯s − Cbvs) ≤ −V˙ (5.44)
2ama
∫ t
to
(V¯s − Cbvs)dτ ≤ −
∫ t
to
V˙ dτ = V (to)− V (t), (5.45)
2ama
∫ t
to
(V¯s − Cbvs)dτ + V (t) ≤ V (to) (5.46)
Thus, (V¯s − Cbvs) ∈ L1. Recall that (V¯s, ˙¯Vs) ∈ L∞. Thus, (V¯s − Cbvs) ∈ L∞ ∩ L1,
d
dt(V¯s − Cbvs) ∈ L∞. By invoking the Barbalat’s Lemma, we obtain (V¯s − Cbvs) → 0 as
t→∞. In turn, this implies that Vs → Dvs, defined as:
Dvs = {Vs : Vs ≤ Cbvs} (5.47)
According to equation (5.43) and the definition of Vs, the tracking error can be expressed in
terms of Vs as follows:
|e| = 1
Ka(p)
√
2Vs (5.48)
Since Cbvs = (1/2)(Ka(0)Cbe)2, the convergence of the tracking error is:
limt→∞e(t) =
1
Ka(0)
√
2Cbvs = Cbe (5.49)
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Example 5.1. Robust MRAC for a switched plant of second order
y¨ = c1σy˙ + coσy + bσu (5.50)
where
c1σ =
 c11 = 0.517 if y ≥ 1c12 = 0.517 if y < 1 , coσ =
 co1 = −25 if y ≥ 1co2 = −1 if y < 1 (5.51)
bσ =
 b1 = 1 if y ≥ 1b2 = 1 if y < 1 (5.52)
such that the switching instants are known, but the values of c11, c12, co1, co2, b1, b2 are
unknown. We use the following reference model:
yd =
λ2r
(p+ λr)2
r (5.53)
i.e., y¨d = −2λry˙d − λ2ryd + λ2rr (5.54)
where λr is a positive constant of the user choice. The goal of the control design is to keep the
closed loop signals bounded and to obtain the asymptotic convergence of the tracking error:
lim
t→∞ e = Ωe, Ωe = {e : |e| ≤ Cbe} (5.55)
where Cbe is a positive constant of the user choice.
The control and update laws
We begin by defining S:
S = (p+ λ)e = e˙+ λe, e = y − yd (5.56)
where λ is a positive constant of the user choice. We compute S˙ and SS˙ using the above
equation and (5.50):
S˙ = e¨+ λe˙ = y¨ − y¨d + λe˙ (5.57)
= c1σy˙ + coσy + bσu− y¨d + λe˙ (5.58)
SS˙ = −S2 + S (c1σy˙ + coσy + (−y¨d + λe˙+ S)) + bσSu (5.59)
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Let
cmx = max{|c1σ|, |coσ|, 1} (5.60)
Cbvs = (1/2)(λCbe)2 (5.61)
the following property holds for the second term of the right hand side of equation (5.59):
S (c1σy˙ + coσy + (−y¨d + λe˙+ S))
≤ |S||c1σy˙ + coσy + (−y¨d + λe˙+ S)|
≤ |S|cmx (|y˙|+ |y|+ | − y¨d + λy˙ − λy˙d + S|) ,
(5.62)
cmx|S| (|y˙|+ |y|+ | − y¨d + λe˙+ S|)
≤ cmxCbs S2 (|y˙|+ |y|+ | − y¨d + λe˙+ S|) if |S| ≥
√
2Cbvs
(5.63)
S (c1σy˙ + coσy + (−y¨d + λe˙+ S))
≤ cmxCbs S2 (|y˙|+ |y|+ | − y¨d + λe˙+ S|) if |S| ≥
√
2Cbvs
(5.64)
where (5.64) is obtained by substituting (5.63) into (5.62). Substituting (5.64) into equation
(5.59) gives:
SS˙ ≤ −S2 + Sbσ
(
u+
cmx
Cbsbσ
S (|y˙|+ |y|+ | − y¨d + λe˙+ S|)
)
if |S| ≥
√
2Cbvs(5.65)
we choose the following control law:
u = −θˆσS (|y˙|+ |y|+ | − y¨d + λe˙+ S|) (5.66)
substituting this control law into equation (5.65) gives:
SS˙ ≤ −S2 − bσ θ˜σS2 (|y˙|+ |y|+ | − y¨d + λe˙+ S|) if |S| ≥
√
2Cbvs (5.67)
θ˜σ = θˆσ − cmx√2Cbvsbσ
(5.68)
we choose the following update law:
˙ˆ
θ1 =
 γsgn(b1)S2 (|y˙|+ |y|+ | − y¨d + λe˙+ S|) if y ≥ ao and |S| ≥
√
2Cbvs
0 otherwise
(5.69)
˙ˆ
θ2 =
 0 if y ≥ ao or |S| <
√
2Cbvs
γsgn(b2)S2 (|y˙|+ |y|+ | − y¨d + λe˙+ S|) if y < ao and |S| ≥
√
2Cbvs
(5.70)
where γ is a positive constant of the user choice.
Remark. The controller comprises the control law (5.66) and the update law (5.69, 5.70).
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Stability analysis
Now, we prove the boundedness of the closed loop signals and the convergence of the tracking
error. Let
V = V¯s + Vθ (5.71)
V¯s =
 (1/2)S2 if Vs ≥ CbvsCbvs if Vs < Cbvs (5.72)
Vs = (1/2)S2 (5.73)
Vθ = (1/2)γ−1
(
|b1|θ˜21 + |b2|θ˜22
)
(5.74)
due to the relationship between Vs and S (equation 5.73), we can establish the following equiv-
alence for the convergence of Vs and S:
Vs ≥ Cbvs ⇔ |S| ≥
√
2Cbvs (5.75)
Vs < Cbvs ⇔ |S| <
√
2Cbvs (5.76)
The time derivative of Vθ along trajectories (5.69, 5.70) is:
V˙θ = γ−1
(
|b1|θ˜1 ˙ˆθ1 + |b2|θ˜2 ˙ˆθ2
)
(5.77)
=

b1θ˜1S
2(|y˙|+ |y|+ | − y¨d + λe˙+ S|) if y ≥ ao and |S| ≥
√
2Cbvs
b2θ˜2S
2(|y˙|+ |y|+ | − y¨d + λe˙+ S|) if y < ao and |S| ≥
√
2Cbvs
0 if |S| < √2Cbvs
(5.78)
or equivalently, V˙θ =
 bσ θ˜σS2(|y˙|+ |y|+ | − y¨d + λe˙+ S|) if Vs ≥ Cbvs0 if Vs < Cbvs (5.79)
we obtain the time derivative of V¯s using equation (5.72) and then we insert equation (5.67):
˙¯Vs =
 SS˙ if Vs ≥ Cbvs0 otherwise (5.80)
⇒
 ˙¯Vs ≤ −S2 − bσ θ˜σS2 (|y˙|+ |y|+ | − y¨d + λe˙+ S|) if Vs ≥ Cbvs˙¯Vs = 0 otherwise (5.81)
We find the time derivative of V on the basis of equations (5.71, 5.79, 5.81):
V˙ = ˙¯Vs + V˙θ,
 V˙ ≤ −S2 if Vs ≥ CbvsV˙ = 0 otherwise (5.82)
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thus, V˙ ≤ 0, so that all the closed loop signals are bounded. To establish the convergence, we
rewrite the above equation as follows: V˙ ≤ −S2 = −2V¯s ≤ −2
(
V¯s − Cbvs
)
if Vs ≥ Cbvs
V˙ = 0 = −2 (V¯s − Cbvs) otherwise (5.83)
⇒ V˙ ≤ −2 (V¯s − Cbvs) (5.84)
Applying the Barbalat’s Lemma gives:
lim
t→∞ V¯s − Cbvs = 0 ⇒ limt→∞ e = Ωe, Ωe = {e : |e| ≤ Cbe} (5.85)
The simulation results are shown in figure (5.1).
Figure 5.1: Behavior of the tracking error and Lyapunov function
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Example 5.2
Now, we consider the plant (5.1) with the following values: n = 2, aoa = 25 (y > 0), aob = 1,
(y ≤ 0), a1 = −0.517, bo = 1, Ω1 = (1 ∞], Ω2 = [−∞ 1], i.e.:
y¨(t) =
 0.517y˙ − 25y + u if y > 10.517y˙ − y + u if y ≤ 1 (5.86)
Thus, the regression vector isϕ = [y˙, y, r]>. We use the following constants for the controller:
am,1 = 2, am,o = 1, so that am,a = 1, Ka(p) = 1, Ka(0) = 1; Cbe = 0.1 so that Cbvs =
0.005. Moreover, since the control gain b is constant, we use an unique cˆb. We use γ = 1. The
results are shown in figures (5.2(a), 5.2(b), 5.2(c)). Notice that the convergence of the output
y to the desired output yd is quite fast, and the adjusted parameter cˆ remains bounded. The
different behavior of y in the regions y > 1 and y ≤ 1 is hardly noticeable. The convergence
of Vs to the region (5.47) is faster when y ≤ 1, and slower when y > 1. The reason is that the
reference signal, and consequently y, remain with values lower than 1 during more time than
with values higher than 1. Hence, the information that the update law takes from y in the region
y > 1 is more scarce and it takes time to achieve proper convergence in both regions. Notice
also that the adjusted parameter cˆ experiences a larger change at the beginning, from 0 to 35,
due to the large value of the tracking error e and the value of Vs. As Vs converges to the target
region Dvs(5.47), the change of cˆ is also slower. If we compare the evolution of u in figures
4.5(b) and 5.2(b), one can notice a lower control effort for u in figure 4.5(b) in comparison with
figure 5.2(b), due to the fact that robust auxiliary input gives larger control effort. We extended
the simulation for a time interval [0 400], so that the convenience of the approach of [1] is
more evident. In figures 5.3(a), 5.3(b) the results for the scheme based on [1] and the robust
scheme are shown. Notice that the control input u for the robust scheme exhibits excessive
values when the plant switches, e.g. the value −21.2 at the time instant 391.5. Although not
shown, at this moment the adjusted parameter cˆ reaches the value 95.6, what explains the high
control effort.
Conclusions
The approach of [1] is critical for the case that the high frequency gain bo is piecewise con-
tinuous. To handle the effect of the switching of the plant parameters different from bo, it is
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(a) Performance of the output. (b) Control input u .
(c) Adapted parameters: a) cˆ.
Figure 5.2: Simulation results.
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(a) Control input u for the scheme based on [1] . (b) Control input u for the robust scheme .
Figure 5.3: Comparison of the control inputs
possible to use either i) the approach of [1] or ii) robustness techniques. The choice depends
on the importance of the control and computational effort. If robust techniques are used, im-
portant properties are retained: i) the tracking error converges to a residual set whose size is
user-specified, ii) all the closed loop signals are bounded and parameter drifting is avoided, iii)
known upper bounds of the plant parameters are not required, iv) high enough gains are not
needed.
The use of robust techniques implies that the classical Lyapunov theory for time variable sys-
tems can not be applied in a strict sense: modifications as those in [122], [165] must be consid-
ered. The robust techniques and the approach of [1] can be inserted into the classical sliding
surface MRAC of [131], pp 351, with some modifications. The simulations show that the ad-
justed parameter c˜ takes too long to converge, and the value of its steady state is overly large.
As consequence, the control input u experiences excessive effort at the switching instants.
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5.2 MRAC for a plant in Brunovsky form with state dependent
switching, full state measurement, bounded disturbance
Robust surface sliding MRAC for plants in Brunovsky form, with full state measurement, state
dependent switching and bounded disturbance whose bounds are unknown.
In this chapter we use robustness techniques to reject additive disturbances, which we introduce
to the scheme of section 4.2, that is, the sliding surface MRAC for plants in Brunovsky form
with state dependent switching. Thus, role of the robust technique is to reject the disturbance
while the role of the multiple update law approach of [1] is to handle the effect of the state
dependent switching. The robust technique consists of the combination of an auxiliar input of
hyperbolic tangent type, whose magnitude is adjusted, with a dead zone type update law. Some
elements of this scheme are similar to that of [30]. The developed scheme has the following
features: i) A dead zone is defined for the partial Lyapunov function Vs in a similar way to that
in [122], except that it depends on user-specified bounds and not on the disturbance. ii) The
role of the hyperbolic tangent type auxiliar input is to reject the effect of the terms associated
to the bounded disturbance. Its magnitude is adjusted to cope with the unknown bounds of the
disturbance. iii) The combination of the auxiliar input and the dead zone update law is such
that parameter drifting is avoided, the tracking error converges to a residual set whose size is
of the user choice and the requirement of upper bounds on the plant parameters is relaxed. iv)
We rewrite the time derivative of the Lyapunov function so that it be negative semi-definite
in terms of a truncation of Vs. Then, the Barbalat’s Lemma may be invoked to establish the
convergence of Vs to the dead zone, and thus the convergence of |S| and the tracking error to
pre-specified residual sets.
Problem statement
Consider the following switched plant:
y(n) + cn−1|1y(n−1) + · · ·+ co|1y = b1u+ φc1 + d, if y ∈ Ω1
y(n) + cn−1|2y(n−1) + · · ·+ co|2y = b2u+ φc2 + d, if y ∈ Ω2
.
.
.
y(n) + cn−1|ly(n−1) + · · ·+ co|ly = blu+ φcl + d, if y ∈ Ωl
(5.87)
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where y(t) ∈ R1 is the system output, u(t) ∈ R1 is the input, d is the external disturbance and
cn−1|1, · · · , cn−1|l, · · · , co|1, · · · , co|l, c1, · · · , cl, b1, · · · , bl are the plant parameters. We make
the following assumptions:
i) The plant parameters are constant, unknown and different from zero.
ii) The values of sign(b1), · · · , sign(bl) are known.
iii) The values of y(n−1), y(n−2), · · · , y are available for measurement.
iv) There is not modelling error.
v) The value of the desired trajectory yd(t) and its derivatives y(n−1)d , · · · , y˙d are bounded.
vi) The term φ is a known function of y(n−1), · · · , y, and time.
vii) The switching manifold defining Ω1, · · · , Ωl is known, so that the controller knows the
switching instants.
viii) The external disturbance d is bounded: |d| ≤ µo.
The desired output yd is specified in terms of a bounded external command r(t) as follows:
y
(n)
d + am,n−1y
(n−1)
d + · · ·+ am,oyd = am,or (5.88)
where am,n−1, · · · , am,o are constant coefficients pre-specified by the user, such that the
polynomial K(p) is Hurwitz with at least one real root, being K(p) defined as K(p) =
p(n) + am,n−1p(n−1) + · · · + am,o. The external reference signal r(t) must be bounded. The
objective of the MRAC design is to formulate a control law u(t) such that the tracking error
e(t) = y(t)− yd(t) asymptotically converges to De, where
De = {e : |e| ≤ cbe} (5.89)
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The control and update laws
Define
u∗ =

(cn−1|1 − am,n−1)y(n−1) + · · ·+ (co|1 − am,o)y − φc1 + am,or = ϕ>θ∗1, if y ∈ Ω1
· · ·
(cn−1|l − am,n−1)y(n−1) + · · ·+ (co|l − am,o)y − φcl + am,or = ϕ>θ∗l , if y ∈ Ωl
(5.90)
θ∗1 = [cn−1|1 − am,n−1, · · · , co|1 − am,o, c1, am,o]> (5.91)
.
.
. (5.92)
θ∗l = [cn−1|l − am,n−1, · · · , co|l − am,o, cl, am,o]> (5.93)
ϕ = [y(n−1), · · · , y,−φ, r]> (5.94)
we add and subtract u∗ to the equation (5.87) as follows:
y(n) + cn−1|1y(n−1) + · · ·+ co|1y = b1u+ φc1 + d+ u∗ − u∗, if y ∈ Ω1
.
.
.
y(n) + cn−1|ly(n−1) + · · ·+ co|ly = blu+ φcl + d+ u∗ − u∗, if y ∈ Ωl
(5.95)

y(n) + am,n−1y(n−1) + · · ·+ am,oy = am,or + b1u+ d− u∗ = am,or + b1(u− ϕT θ
∗
1
b1
) + d, if y ∈ Ω1
.
.
.
y(n) + am,n−1y(n−1) + · · ·+ am,oy = am,or + blu+ d− u∗ = am,or + bl(u− ϕT θ
∗
l
bl
) + d, if y ∈ Ωl
(5.96)
We subtract the reference model (5.88) from the above equation:
e(n) + am,n−1e(n−1) + · · ·+ am,oe =

b1(u− ϕT θ
∗
1
b1
) + d, if y ∈ Ω1
.
.
.
bl(u− ϕT θ
∗
l
bl
) + d, if y ∈ Ωl
(5.97)
as K(p) has at least one real root, we can use the following factorization:
K(p)e = (p+ ama)Ka(p)e = (p+ ama)S = S˙ + amaS, (5.98)
S , Ka(p)e, ama > 0 (5.99)
where the higher order term of Ka(p) is pn−1 and ama is a positive constant. Substituting this
factorization into equation (5.97) gives:
S˙ + amaS =

b1(u− ϕ> θ
∗
1
b1
) + d, if y ∈ Ω1
.
.
.
bl(u− ϕ> θ
∗
l
bl
) + d, if y ∈ Ωl
, S˙ =

−amaS + b1(u− ϕ> θ
∗
1
b1
) + d, if y ∈ Ω1
.
.
.
−amaS + bl(u− ϕ> θ
∗
l
bl
) + d, if y ∈ Ωl
(5.100)
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Now, we proceed to establish the control and update laws. If there were not disturbance d, the
following control and update laws would be used:
u =

ϕT θˆ1, if y ∈ Ω1
.
.
.
ϕT θˆl, if y ∈ Ωl
(5.101)
˙ˆ
θ1 =
 (−1)Γ1sgn(b1)Sϕ, if y ∈ Ω10 otherwise (5.102)
.
.
. (5.103)
˙ˆ
θl =
 (−1)Γlsgn(bl)Sϕ, if y ∈ Ωl0 otherwise (5.104)
Substituting this control law into equation (5.100) gives:
S˙ =

−amaS + b1ϕ>θ˜1 + d, y ∈ Ω1
.
.
.
−amaS + blϕ>θ˜l + d, y ∈ Ωl
(5.105)
θ˜1 = θˆ1 − θ
∗
1
b1
, · · · , θ˜l = θˆl − θ
∗
l
bl
(5.106)
In view of the disturbance d, we modify the control law (5.101) by adding an auxiliar input us
to the input u, and a dead zone update law in order to avoid parameter drifting. Namely, we
choose the control law:
u =

ϕT θˆ1 + us, if y ∈ Ω1
.
.
.
ϕT θˆl + us, if y ∈ Ωl
(5.107)
or equivalently,
u = ϕT θˆσ + us (5.108)
and the update law:
˙ˆ
θ1 =
 (−1)Γ1sgn(b1)Sϕ, if y ∈ Ω1 and |S| ≥ cbs0 otherwise (5.109)
.
.
. (5.110)
˙ˆ
θl =
 (−1)Γlsgn(bl)Sϕ, if y ∈ Ωl and |S| ≥ cbs0 otherwise (5.111)
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where cbs = |Ka(0)|cbe. Substituting this control law into equation (5.100) gives:
S˙ =

−amaS + b1ϕ>θ˜1 + b1us + d, if y ∈ Ω1
.
.
.
−amaS + blϕ>θ˜l + blus + d, if y ∈ Ωl
(5.112)
we add and subtract the term µotanh(cS):
S˙ =

−amaS + b1ϕ>θ˜1 + b1us + µotanh(cS)− µotanh(cS) + d, if y ∈ Ω1
.
.
.
−amaS + blϕ>θ˜l + blus + µotanh(cS)− µotanh(cS) + d, if y ∈ Ω1
(5.113)
Define
T1 = −µotanh(cS) + d (5.114)
which satisfies the following property:
ST1 ≤ 0, if |S| ≥ cbs (5.115)
substituting T1 into equation (5.113) gives:
S˙ =

−amaS + b1ϕ>θ˜1 + b1
(
us + µob1 tanh(cS)
)
+ T1
.
.
.
−amaS + blϕ>θ˜l + bl
(
us + µobl tanh(cS)
)
+ T1
(5.116)
we choose the following expression for us:
us =

−cˆ1tanh(cS), if y ∈ Ω1
.
.
.
−cˆltanh(cS), if y ∈ Ωl
(5.117)
substituting this us into the equation (5.116) gives:
S˙ =

−amaS + b1ϕ>θ˜1 − b1c˜1tanh(cS) + T1
.
.
.
−amaS + blϕ>θ˜l − blc˜ltanh(cS) + T1
(5.118)
c˜1 = cˆ1 − µo/b1, · · · , c˜l = cˆl − µo/bl (5.119)
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thus, we choose the following update law for cˆ1, · · · , cˆl:
˙ˆc1 =
 γ1sgn(b1)Stanh(cS), if y ∈ Ω1 and |S| ≥ cbs0 otherwise (5.120)
.
.
. (5.121)
˙ˆcl =
 γlsgn(bl)Stanh(cS), if y ∈ Ωl and |S| ≥ cbs0 otherwise (5.122)
where γ1, · · · , γl are positive constants to be defined by the user. As will be needed for the
stability analysis, the expression for SS˙ is:
SS˙ =

−amaS2 + b1Sϕ>θ˜1 − b1c˜1Stanh(cS) + ST1
.
.
.
−amaS2 + blSϕ>θ˜l − blc˜lStanh(cS) + ST1
(5.123)
The following property follows from property (5.115):
SS˙ ≤ −amaS2 + b1Sϕ>θ˜1 − b1S c˜1tanh(cS), if y ∈ Ω1 and |S| ≥ cbs
.
.
.
SS˙ ≤ −amaS2 + blSϕ>θ˜l − blS c˜ltanh(cS), if y ∈ Ωl and |S| ≥ cbs
(5.124)
The control algorithm
For the ease of exposition, we proceed now to recall the equations corresponding to the con-
troller and establish the tracking convergence theorem. The control law is given by equation
(5.107) and the multiple update law is given by equations (5.109, · · · , 5.111) where ϕ is de-
fined in equation (5.94), S in equation (5.99), us in equation (5.117), cbs = |Ka(0)|cbe, the
update laws for cˆ1, · · · , cˆl are given by equation (5.120, · · · , 5.122).
Tracking convergence theorem. If the above controller is applied to the plant (5.87), the
tracking error e(t) converges to the residual set De defined in equation (5.89) and u, θˆ1, · · · , θˆl
remain bounded. The proof is presented in the stability analysis.
The stability analysis
Now, we proceed to analyze the stability of the controlled system using the direct Lyapunov
method and the Barbalat’s Lemma. The closed loop dynamics is given by trajectories (5.118,
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5.109, · · · , 5.111,5.120, · · · , 5.122). Let x¯ = [S, θ˜1, · · · , θ˜l, c˜1, · · · , c˜l]>. We define the
Lyapunov function as follows:
V (x¯(t)) = V s + Vθ + Vc, V s =
 (1/2)S2, if |S| ≥ cbs(1/2)c2bs if |S| < cbs , (5.125)
Vθ = Vθ1 + · · ·+ Vθl, Vθ1 = (1/2)|b|θ˜>1 Γ−11 θ˜1, · · · , Vθl = (1/2)|b|θ˜>l Γ−1l θ˜l(5.126)
Vc = Vc1 + · · ·+ Vcl, Vc1 = (1/2)|b1|γ−11 c˜21, · · · , Vcl = (1/2)|bl|γ−1l c˜2l (5.127)
First, it is worth to notice that V (x¯) is continuously differentiable with respect to the state
vector x¯, positive definite and lower bounded. Now, we must obtain the time derivative of V s.
By virtue of the property (5.124) the following is true:
V˙ s ≤ −amaS2 + b1Sϕ>θ˜1 − b1S c˜1tanh(cS), if y ∈ Ω1 and |S| ≥ cbs
.
.
.
V˙ s ≤ −amaS2 + blSϕ>θ˜l − blS c˜ltanh(cS), if y ∈ Ωl and |S| ≥ cbs
(5.128)
V˙ s = 0 if |S| < cbs (5.129)
the time derivative of Vθ1, · · · , Vθl along trajectories (5.109, · · · , 5.111) is:
V˙θ1 = |b1|θ˜>1 Γ−11 ˙˜θ1 =
 (−1)b1Sϕ>θ˜1, if y ∈ Ω1 and |S| ≥ cbs0 otherwise (5.130)
.
.
. (5.131)
V˙θl = |b1|θ˜>l Γ−1l ˙˜θl =
 (−1)blSϕ>θ˜l, if y ∈ Ωl and |S| ≥ cbs0 otherwise (5.132)
and
V˙θ = V˙θ1 + · · ·+ V˙θl (5.133)
=

(−1)b1Sϕ>θ˜1 if y ∈ Ω1 and |S| ≥ cbs
.
.
.
(−1)blSϕ>θ˜l if y ∈ Ωl and |S| ≥ cbs
0 if |S| < cbs
(5.134)
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the time derivatives of Vc1, · · · , Vcl along the trajectories (5.120, · · · , 5.122) are:
V˙c1 = |b1|γ−11 c˜1 ˙˜c1 =
 b1Stanh(cS)c˜1, if y ∈ Ω1 and |S| ≥ cbs0 otherwise (5.135)
.
.
. (5.136)
V˙cl = |bl|γ−1l c˜l ˙˜cl =
 blStanh(cS)c˜l, if y ∈ Ωl and |S| ≥ cbs0 otherwise (5.137)
and
V˙c = V˙c1 + · · ·+ V˙cl (5.138)
=

b1Stanh(cS)c˜1 if y ∈ Ω1 and |S| ≥ cbs
.
.
.
blStanh(cS)c˜l if y ∈ Ωl and |S| ≥ cbs
0 if |S| < cbs
(5.139)
Thus, V˙ is obtained by adding equations (5.128, 5.129, 5.134, 5.139):
V˙ (x¯(t)) = V˙ s + V˙θ + V˙c (5.140)
⇒
 V˙ (x¯(t)) ≤ −amaS2, if |S| ≥ cbsV˙ (x¯(t)) = 0, otherwise (5.141)
Thus, V (x¯(t)) ∈ L∞. In order to analyze the stability of e, we express e in terms of S using
the equation (5.99):
e =
1
Ka(p)
S (5.142)
From this and the expression for V˙ , the following boundedness properties hold: i) (Vs, Vθ, Vc,
S, θ˜I , · · · , θ˜l, c˜1, · · · , c˜l) ∈ L∞ follows from the definitions of V, Vs, Vθ, Vc ; ii) (e, e˙, · · · ,
sn−1e) ∈ L∞ follows from S ∈ L∞ and equation (5.142); iii) (y, θˆ1, · · · , θˆl, cˆ1, · · · , cˆl) ∈ L∞
because (e, θ˜1, · · · , θ˜l, c˜1, · · · , c˜l) ∈ L∞, iv) (y˙, · · · , y(n−1)) ∈ L∞, because (e˙, · · · , e(n−1),
y˙d, · · · , y(n−1)d ) ∈ L∞; v) φ ∈ L∞ because (y, y˙, · · · , y(n−1)) ∈ L∞; vi) φ ∈ L∞ follows
from (y, y˙, · · · , y(n−1), r) ∈ L∞; vi) ϕ ∈ L∞ follows from (y, y˙, · · · , y(n−1), r) ∈ L∞ and
the definition of ϕ in equation (5.157); vii) us ∈ L∞ follows from equation (5.117) and due
to (S, cˆ1, · · · , cˆl) ∈ L∞; ix) T1 ∈ L∞ follows from (S, d) ∈ L∞ and equation (5.114); x)
S˙ ∈ L∞ follows from (S, ϕ, θ˜1, · · · , θ˜l, T1) ∈ L∞ and the equation (5.118). Now, we proceed
to ensure the convergence of the tracking error by means of the Barbalat’s Lemma, using a
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truncated form of the Lyapunov function, similarly to that in [122]. This approach allows the
proof of the convergence of S to a pre-specified residual set. Let
V
∮
s =
 S2 − c2bs, if |S| ≥ cbs0 otherwise (5.143)
Thus, V
∮
s ∈ L∞ follows from this definition and S ∈ L∞. We can rewrite the equation (5.141)
in terms of V
∮
s an integrate both sides as follows:
V˙ ≤ −amaV
∮
s (5.144)∫ t
to
amaV
∮
s dτ + V (t) ≤ V (to) (5.145)
Thus, V
∮
s ∈ L1. We compute V˙
∮
s using the definition (5.143):
V˙
∮
s =
 2SS˙, if |S| ≥ cbs0, if |S| < cbs (5.146)
Thus V˙
∮
s ∈ L∞ due to (S, S˙) ∈ L∞. Furthermore, V
∮
s → 0 as t → ∞ follows from the
Barbalat’s lemma and V
∮
s ∈ L1 ∩ L∞, V˙
∮
s ∈ L∞. In turn, this implies that S → Ds as
t→∞, where
Ds = {S : |S| ≤ cbs} (5.147)
Furthermore, e → De as t → ∞, owed to the fact that cbs = |Ka(0)|cbe and according to
equation (5.142) as follows:
|e| → 1
Ka(0)
Ds as t→∞, implies |e| → De as t→∞ (5.148)
Example 5.3
Now, we consider the plant (5.87) with the following values: c1|1 = −0.517, c0|1 = 25,
c1|2 = −0.517, c0|2 = 1, b = 1, i.e.:
y¨(t) =
 0.517y˙ − 25y + u+ d if y > 00.517y˙ − y + u+ d if y ≤ 0 (5.149)
where d = 0.41sin( 2pi2.9 t). We use the following constants for the controller: cbs = 0.1,
cht = 8/cbs, Γ1 = Γ2 = diag[1, 1, 1], γ1 = 1, γ2 = 1. In the figures (5.4(a), 5.4(b),5.4(c))
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(a) Performance of the output. (b) Control input u .
(c) Adapted parameters: a) θˆI|1, b) θˆI|2, c) θˆI|3, d) θˆII|1, e) θˆII|2, f) θˆII|3, g) cˆ1, h) cˆ2 .
Figure 5.4: Simulation results.
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the results are shown. The plant output y is given by the blue line and the output of the reference
model is given by a green dashed line. The controller is inactive for t ∈ [0 20).
Notice that the output y experiences severe oscillations before the instant 20 seconds, owed
to the sinusoidal character of the disturbance like term d. At t = 20 sec., the control input u
experiences a significant variation, i.e. u ≈ −700, owed to the fact that the tracking error e is
overly large, i.e. e ≈ 2.5, what leads to a large value of S. From t = 20 to t = 50 sec. we
observe the following: i) the adjusted parameters experience significant variation, ii) the control
input u experiences high frequency oscillations, iii) the output y converges towards the desired
output yd. After t = 50 sec. we observe the following: i) the adjusted parameters experience
negligible variation, ii) the control input u does not exhibit high frequency oscillations, iii) the
output y is near to yd, with a high accuracy.
Conclusions
The main conclusion is that an auxiliar input and a dead zone update law may be straight-
forwardly introduced into the multiple update law approach of [1], with the surface sliding
MRAC of [131] pp 351 as the basis framework for the controller design, for the case of a plant
in Brunovsky form with state dependent switching. Other conclusions are: i) the convergence
properties of the auxiliar input and the dead zone update law are retained, i.e, the convergence
of the tracking error to a residual set whose size is of the user choice. ii) An important property
of the scheme of [1] is retained: the convergence of the tracking error or S to a pre-specified
residual set between successive switching instants is not required. iii) The properties of the
combination of the auxiliar input with the dead zone update law, independently of the MRAC
scheme, are generated as follows: the auxiliar input induces the convergence of the tracking
error to a residual set whose size is of the user choice, whereas the dead zone update law avoids
the requirement of known upper bounds of the plant parameters. iv) It is possible to consider
a dead zone defined in terms of Vs, as is the original definition (cf. [122]). Recall that in [165]
the dead zone of the update law is defined in terms of the states zi instead of Vs. v) To obtain
the convergence of the surface S, it is essential to convert the expression of the time derivative
of the Lyapunov function in terms of a truncated form of Vs, so that the Barbalat’s Lemma may
be invoked to conclude the convergence.
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5.3 MRAC for a plant in Brunovsky form with state dependent
switching, full state measurement, uncertain switching mani-
fold
The robust MRAC for plants with state dependent switching and uncertain switching manifold
§§§
. In this section we propose a robust sliding surface MRAC using the multiple update law
approach of [1]. In this scheme we introduce robustness techniques to the scheme §, in order to
deal with the case that the switching manifold is uncertain. We use the κ-type auxiliar inputs
of [77], [73], and a combination of auxiliar input with dead zone update law, similarly to the
scheme in [30]. When the switching manifold is uncertain and the controller does not account
for this uncertainty, the terms associated to the parameter adjustment error are not properly can-
celled by the update law. This is owed to the fact that an incorrect update law is activated and
thus the control law uses an incorrect vector of estimated parameters. Consequently, the time
derivative of the Lyapunov function may unfortunately become positive. To avoid that effect
we use robustness techniques: two auxiliar inputs and dead zone update laws, as we explain
next. i) The first auxiliar input us1 is a κ-type term, as that defined in [77], [73], whose aim is to
attenuate partially the effect of the parameter adjustment error. It modifies the adjustment error
term that appears in the error equation, by reducing it to a remaining term that depends only
on the plant parameters. The magnitude of us1 depends on the regression vector entries, and
the effect of the remaining term is handled by the second auxiliar input. ii) The second auxiliar
input us2 is of hyperbolic tangent type, being its amplitude adjusted by an additional update
law, in order to cope with the unknown bounds of the plant parameters. iii) The combination of
the aforementioned auxiliar inputs and the dead zone update law is such that parameter drift-
ing is avoided and the tracking error converges to a residual set whose size is of the user choice.
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Problem statement
Consider the following switched plant:
y(n) + cn−1|1y(n−1) + · · ·+ co|1y = bu+ φc1, if y ∈ Ω1
y(n) + cn−1|2y(n−1) + · · ·+ co|2y = bu+ φc2, if y ∈ Ω2
.
.
.
y(n) + cn−1|ly(n−1) + · · ·+ co|ly = bu+ φcl, if y ∈ Ωl
(5.150)
where y(t) ∈ R1 is the system output, u(t) ∈ R1 is the input, and cn−1|1, · · · , cn−1|l, · · · , co|1,
· · · , co|l, c1, · · · , cl, b, are the plant parameters. We make the following assumptions:
i) The plant parameters are constant, unknown and different from zero.
ii) The value of sign(b) is known.
iii) The values of y(n−1), y(n−2), · · · , y are available for measurement.
iv) The term φ is a known function of y(n−1), · · · , y, and time.
v) There is not modelling error nor external disturbances.
vi) The value of the desired trajectory yd(t) and its derivatives y(n−1)d , · · · , y˙d are bounded.
vii) The switching manifold defining Ω1, · · · , Ωl may be uncertain, such that the controller
does not known some of the switching instants.
The desired output yd is specified in terms of a bounded external command r(t) as follows:
y
(n)
d + am,n−1y
(n−1)
d + · · ·+ am,oyd = am,or (5.151)
where am,n−1, · · · , am,o are constant coefficients pre-specified by the user, such that the
polynomial K(p) is Hurwitz with at least one real root, being K(p) defined as K(p) =
p(n) + am,n−1p(n−1) + · · · + am,o. The external reference signal r(t) must be bounded. The
objective of the MRAC design is to formulate a control law u(t) such that the tracking error
e(t) = y(t)− yd(t) asymptotically converges to De, where
De = {e||e| ≤ cbe} (5.152)
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The control and update laws
Define
u∗ =

(cn−1|1 − am,n−1)y(n−1) + · · ·+ (co|1 − am,o)y − φc1 + am,or = ϕ>θ∗1, if y ∈ Ω1
· · ·
(cn−1|l − am,n−1)y(n−1) + · · ·+ (co|l − am,o)y − φcl + am,or = ϕ>θ∗l , if y ∈ Ωl
(5.153)
θ∗1 = [cn−1|1 − am,n−1, · · · , co|1 − am,o, c1, am,o]> (5.154)
· · · (5.155)
θ∗l = [cn−1|l − am,n−1, · · · , co|l − am,o, cl, am,o]> (5.156)
ϕ = [y(n−1), · · · , y,−φ, r]> (5.157)
we add and subtract u∗ to the equation (5.150) as follows:
y(n) + cn−1|1y(n−1) + · · ·+ co|1y = bu+ ϕc1 + u∗ − u∗, if y ∈ Ω1
.
.
.
y(n) + cn−1|ly(n−1) + · · ·+ co|ly = bu+ ϕcl + u∗ − u∗, if y ∈ Ωl
(5.158)

y(n) + am,n−1y(n−1) + · · ·+ am,oy = am,or + bu− u∗ = am,or + b(u− ϕT θ
∗
1
b ), if y ∈ Ω1
.
.
.
y(n) + am,n−1y(n−1) + · · ·+ am,oy = am,or + bu− u∗ = am,or + b(u− ϕT θ
∗
l
b ), if y ∈ Ωl
(5.159)
We subtract the reference model (5.151) from the above equation:
e(n) + am,n−1e(n−1) + · · ·+ am,oe =

b(u− ϕT θ∗1b ), if y ∈ Ω1
.
.
.
b(u− ϕT θ∗lb ), if y ∈ Ωl
(5.160)
as K(p) has at least one real root, we can use the following factorization:
K(p)e = (p+ ama)Ka(p)e = (p+ ama)S = S˙ + amaS, (5.161)
S , Ka(p)e, ama > 0 (5.162)
where the higher order term of Ka(p) is pn−1 and ama is a positive constant. Substituting this
factorization into equation (5.160) gives:
S˙ + amaS =

b(u− ϕ> θ∗1b ), if y ∈ Ω1
.
.
.
b(u− ϕ> θ∗lb ), if y ∈ Ωl
, S˙ =

−amaS + b(u− ϕ> θ
∗
1
b ), if y ∈ Ω1
.
.
.
−amaS + b(u− ϕ> θ
∗
l
b ), if y ∈ Ωl
(5.163)
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Now, we proceed to establish the control and update laws, accounting for the fact that the
manifolds defining Ω1, · · · , Ωl may be uncertain, such that that the control and update laws
switch according to the regions Ω1, · · · , Ωl, where it may be possible that Ω1 6= Ω1, · · · ,
Ω2 6= Ω2. If there were not uncertainty on the switching manifold, one could use the following
control and update laws:
u =

ϕT θˆ1, if y ∈ Ω1
.
.
.
ϕT θˆl, if y ∈ Ωl
(5.164)
˙ˆ
θ1 =
 (−1)Γ1sgn(b1)Sϕ, if y ∈ Ω10 otherwise (5.165)
.
.
. (5.166)
˙ˆ
θl =
 (−1)Γlsgn(bl)Sϕ, if y ∈ Ωl0 otherwise (5.167)
Define:
Nl = [1, 2, · · · , l] (5.168)
σ(t) , {km ∈ Nl| y(t) ∈ Ωkm}, σ(t) , {km ∈ Nl| y(t) ∈ Ωkm} (5.169)
Due to the uncertainty on the witching manifold, the control input u and the update laws use
a value σ(t) where it is possible that σ(t) 6= σ(t). Substituting this control law into equation
(5.163) gives:
S˙ = −amaS + bϕ>
(
θˆσ − θ
∗
σ
b
)
, y ∈ Ωσ (5.170)
Thus, we modify the control law (5.164) by adding an auxiliar input us = us1 + us2 to the
input u, and a dead zone update law in order to avoid parameter drifting. Namely, we choose
the control law:
u =

ϕT θˆ1 + us1 + us2, if y ∈ Ω1
.
.
.
ϕT θˆl + us1 + us2, if y ∈ Ωl
(5.171)
or equivalently,
u = ϕT θˆσ + us1 + us2 (5.172)
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and the update law:
˙ˆ
θ1 =
 (−1)Γ1sgn(b1)Sϕ, if y ∈ Ω1 and |S| ≥ cbs0 otherwise (5.173)
.
.
. (5.174)
˙ˆ
θl =
 (−1)Γlsgn(bl)Sϕ, if y ∈ Ωl and |S| ≥ cbs0 otherwise (5.175)
where cbs = |Ka(0)|cbe. Substituting this control law into equation (5.163) gives:
S˙ = −amaS + bϕ>
(
θˆσ − θ
∗
σ
b
)
+ bus1 + bus2, y ∈ Ωσ (5.176)
= −amaS + bϕ>θ˜σ + bϕ>
(
θ∗σ − θ∗σ
)
+ bus1 + bus2 (5.177)
we add and subtract the term (−1)|b|c∗ustanh(cS):
S˙ = −amaS + bϕ>θ˜σ + bϕ>
(
θ∗σ − θ∗σ
)
+ bus1 + bus2 (5.178)
+(−1)|b|c∗ustanh(cS) + |b|c∗ustanh(cS) (5.179)
= −amaS + bϕ>θ˜σ + bϕ>
(
θ∗σ − θ∗σ
)
+ bus1 + (−1)|b|c∗ustanh(cS)
+bus2 + |b|c∗ustanh(cS)
(5.180)
Define
T1 , bϕ>
(
θ∗σ
b
− θ
∗
σ
b
)
+ bus1 (5.181)
T2 , T1 + (−1)|b|c∗ustanh(cS) (5.182)
T3 = bus2 + |b|c∗ustanh(cS) (5.183)
c∗us =
1
2cbs
(‖θ∗σ − θ∗σ‖1
b
)2
(5.184)
substituting the above terms into equation (5.180) gives:
S˙ = −amaS + bϕ>θ˜σ + T1 + (−1)|b|c∗ustanh(cS) + T3 (5.185)
= −amaS + bϕ>θ˜σ + T2 + T3 (5.186)
we choose the following expressions for us1, us2:
us1 = (−1)sgn(b)S‖ϕ‖22, us2 = −cˆtanh(cS), (5.187)
˙ˆc =
 sgn(b)γcStanh(cS), γc > 0, if |S| ≥ cbs0 if |S| < cbs (5.188)
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with this expression of us1, us2 the following property holds for T1, T2, T3:
i) ST1 ≤ |b|2
(‖θ∗σ − θ∗σ‖1
b
)2
(5.189)
ii) ST2 ≤ 0, if |S| ≥ cbs (5.190)
iii) ST3 = −Sbc˜tanh(cS) (5.191)
iv) SS˙ ≤ −amaS2 + bSϕ>θ˜σ − Sbc˜tanh(cS) if |S| ≥ cbs (5.192)
the property (5.192) follows from the properties (5.190,5.191) and the expression for SS˙ which
can be obtained from equation (5.186) as follows:
SS˙ = −amaS2 + bSϕ>θ˜σ + ST2 + ST3 (5.193)
The control algorithm
Now, we recall the equations comprising the controller and establish the tracking convergence
theorem, in order to gain understanding. The control law is given by equation (5.171) and the
multiple update law is given by equations (5.173, · · · , 5.175) where ϕ is defined in equation
(5.157), S in equation (5.162), us1, us2 in equation (5.187), cbs = |Ka(0)|cbe, the update law
for cˆ is given by equation (5.188).
Tracking convergence theorem. If the above controller is applied to the plant (5.150), the
tracking error e(t) converges to the residual setDe defined in equation (5.152) and u, θˆ1, · · · , θˆl
remain bounded. The proof is presented in the stability analysis.
The stability analysis
Now, we proceed to analyze the stability of the controlled system using the direct Lyapunov
method and the Barbalat’s Lemma. The closed loop dynamics is given by trajectories (5.186,
5.173, · · · , 5.175,5.188). Let x¯ = [S, θ˜1, · · · , θ˜l, c˜]>. We define the Lyapunov function as
follows:
V (x¯(t)) = V s + Vθ + Vc, V s =
 (1/2)S2, if |S| ≥ cbs(1/2)c2bs if |S| < cbs , (5.194)
Vc = (1/2)|b|γ−1c c˜2, c˜ = cˆ− sgn(b)c∗us, Vθ = Vθ1 + · · ·+ Vθl, (5.195)
Vθ1 = (1/2)|b|θ˜>1 Γ−11 θ˜1, · · · , Vθl = (1/2)|b|θ˜>l Γ−1l θ˜l (5.196)
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First, it is worth to notice that V (x¯) is continuously differentiable with respect to the state
vector x¯, positive definite and lower bounded. Now, we must obtain the time derivative of V s.
By virtue of the property (5.192) the following is true:
V˙ s ≤ −amaS2 + bSϕ>θ˜σ − Sbc˜tanh(cS), if |S| ≥ cbs
V˙ s = 0 if |S| < cbs
(5.197)
Since at each time instant the update law for θˆσ is the only one active, the update laws (5.173,
5.175) can be rewritten as follows:
˙ˆ
θσ =
 (−1)sgn(b)ΓσSϕ, if |S| ≥ cbs0 , if |S| < cbs (5.198)
and the V˙θ is :
V˙θ = V˙θσ = |b|θ˜>σ Γ−1σ ˙˜θσ =
 (−1)bSϕ>θ˜σ, if |S| ≥ cbs0 if |S| < cbs (5.199)
The time derivative of Vc along the trajectory (5.188) is:
V˙c =
 bc˜Stanh(cS), if |S| ≥ cbs0 otherwise (5.200)
Thus, V˙ is obtained by adding equations (5.197, 5.199, 5.200):
V˙ (x¯(t)) = V˙ s + V˙θ + V˙c (5.201)
⇒
 V˙ (x¯(t)) ≤ −amaS2, if |S| ≥ cbsV˙ (x¯(t)) = 0, otherwise (5.202)
Thus, V (x¯(t)) ∈ L∞. In order to analyze the stability of e, we express e in terms of S using
the equation (5.162):
e =
1
Ka(p)
S (5.203)
From this and the expression for V˙ , the following boundedness properties hold: i) (Vs, Vθ, Vc,
S, θ˜I , · · · , θ˜l, c˜) ∈ L∞ follows from the definitions of V, Vs, Vθ, Vc ; ii) (e, e˙, · · · , sn−1e) ∈
L∞ follows from S ∈ L∞ and equation (5.203); iii) (y, θˆ1, · · · , θˆl, cˆ) ∈ L∞ because (e, θ˜1,
· · · , θ˜l, c˜) ∈ L∞, iv) (y˙, · · · , y(n−1)) ∈ L∞, because (e˙, · · · , e(n−1), y˙d, · · · , y(n−1)d ) ∈ L∞;
v) φ ∈ L∞ because (y, y˙, · · · , y(n−1)) ∈ L∞; vi)ϕ ∈ L∞ follows from (y, y˙, · · · , y(n−1), r) ∈
L∞ and the definition of ϕ; vii) us1 ∈ L∞ follows from equation (5.187) and due to (S, ϕ) ∈
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L∞; viii) us2 ∈ L∞ follows from equation (5.187) and due to (cˆ,S) ∈ L∞; ix) (T1, T2, T3) ∈
L∞ follows from (ϕ, us1, us2,S) ∈ L∞ and equation (5.183); x) S˙ ∈ L∞ follows from
(S, ϕ, θ˜1, · · · , θ˜l, c˜) ∈ L∞ and the equation (5.186). Now, we proceed to ensure the conver-
gence of the tracking error by means of the Barbalat’s Lemma, using a truncated form of the
Lyapunov function, similarly to that in [122]. This approach allows the proof of the conver-
gence of S to a pre-specified residual set. Let
V
∮
s =
 S2 − c2bs, if |S| ≥ cbs0 otherwise (5.204)
Thus, V
∮
s ∈ L∞ follows from this definition and S ∈ L∞. We can rewrite the equation (5.202)
in terms of V
∮
s an integrate both sides as follows:
V˙ ≤ −amaV
∮
s (5.205)∫ t
to
amaV
∮
s dτ + V (t) ≤ V (to) (5.206)
Thus, V
∮
s ∈ L1. We compute V˙
∮
s using the definition (5.204):
V˙
∮
s =
 2SS˙, if |S| ≥ cbs0, if |S| < cbs (5.207)
Thus V˙
∮
s ∈ L∞ due to (S, S˙) ∈ L∞. Furthermore, V
∮
s → 0 as t → ∞ follows from the
Barbalat’s lemma and V
∮
s ∈ L1 ∩ L∞, V˙
∮
s ∈ L∞. In turn, this implies that S → Ds as
t→∞, where
Ds = {S||S| ≤ cbs} (5.208)
Furthermore, e → De as t → ∞, owed to the fact that cbs = |Ka(0)|cbe and according to
equation (5.203) as follows:
|e| → 1
Ka(0)
Ds as t→∞, implies |e| → De as t→∞ (5.209)
Example 5.4
Now, we consider the plant (5.150) with the following values: c1|1 = −0.517, c0|1 = 25,
c1|2 = −0.517, c0|2 = 1, b = 1, i.e.:
y¨(t) =
 0.517y˙ − 25y + u if y > 00.517y˙ − y + u if y ≤ 0 (5.210)
143
Chapter 5. Robust MRAC for switched plants
We use the following constants for the controller: co = 0.7, cbs = 0.1, cht = 8/cbs, γc = 1,
Γ1 = Γ2 = diag[1, 1, 1]. In the figures (5.5(a), 5.5(b),5.5(c)) the results are shown. The plant
output y is given by the blue line and the output of the reference model is given by a green
dashed line. The controller is inactive for t ∈ [0 20).
The control and update laws experience switching when y changes from y ≤ 0.7 to y > 0.7,
whereas the switching of the plant model occurs when y changes from y ≤ 0 to y > 0. This
implies an error of 0.7 in the switching manifold. Notice that there is a rapid convergence of y
towards yd after the instant t = 20 sec. The control effort is not excessive, i.e. the values of u
are not excessive with respect to those of a non robust scheme. Indeed, the use of hyperbolic
tangent in the compensating term us2 avoids chattering effect and excessive control efforts.
The adjusted parameter cˆ reaches significant values, what indicates its importance to achieve
adequate tracking. The rapid convergence of y towards yd may be due to the following: i) the
adjusted parameters carry out a fast variation during the time interval t ∈ [20 50] seconds, ii)
the error of the switching manifold is low, i.e. of 0.7 as already mentioned.
Conclusions
The main conclusion is that it is possible to use the couple of auxiliar input and dead zone
update law, to reject the effect of uncertain switching manifold. Other conclusions are: i) the
effect of a uncertain switching manifold is the fact that the adjustment error terms appearing
on the error equation are not conveniently handled by the standard update laws, so that the
expression of V˙ is not negative semi-definite anymore. This may lead to parameter drifting and
ill behaved tracking error. ii) This effect may be handled by means of robustness techniques,
at the expense of the fact that the convergence of the tracking error to zero is lost, what is a
common feature of the robustness techniques where signum type auxiliar inputs are not used.
iii) The the couple of auxiliar input and dead zone update law can be introduced inheriting its
advantages, i.e. iiia) convergence of the tracking error to a residual set whose size is of the user
choice, but is different from zero, iiib) high enough gains of the auxiliar input or the update
laws are not required, iiic) upper bounds of the plant parameters are not required to be known.
iv) The κ - type auxiliar inputs of [77], [73] can be introduced in this scheme without deterio-
rating the mentioned advantages of the coupling auxiliar input and dead zone update law. V)
The role of the κ - type auxiliar inputs of [77], [73] is to attenuate partially the effect of the
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(a) Performance of the output. (b) Control input u .
(c) Adapted parameters: a) θˆI|1, b) θˆI|2, c) θˆI|3, d) θˆII|1, e) θˆII|2, f) θˆII|3, g) cˆ.
Figure 5.5: simulation results.
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terms associated to the adjustment error, giving as result a term that depends only on the plant
parameters, whose effect must be rejected by the second auxiliar input. If there are bounded
external disturbances in addition of the uncertain manifold, the κ - type auxiliar inputs imply
the advantage of a lower number of adjustment parameters.
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Adaptive backstepping for switched plants
In this chapter we present two state adaptive backstepping schemes for switched plants in
Brunovsky form. In the first one we introduce the approach of [1], by means of a modification
of the n-th step of the backstepping procedure. The scheme in the second section is similar to
that in the first section, but we consider the presence of an additive bounded disturbance, and
we reject it by means of robustness techniques.
6.1 Adaptive backstepping for plants with full state measurement
and state dependent switching
The adaptive backstepping for plants in Brunovsky form with state dependent switching and
full state measurement §§§§ . In this section we propose a state adaptive backstepping combined
with the multiple update law of [1]. We develop the n steps of the backstepping procedure
of [74], and we introduce the multiple update law approach of [1] at the n-th step. Since the
plant is in Brunovsky form, the switching terms appear in the dynamics of z(n), at the n-th step
of the backstepping procedure without implying the former n−1 steps nor the definition of the
states zi+1, for i ∈ [1 n − 1]. Then, we introduce multiple update law approach of [1] at the
step n: the switching update laws provide the parameters ϑˆ1, · · · , ϑˆl, to be used by the control
input u, which is thus discontinuous. To develop the stability analysis, we define a different
quadratic form for each of the vectors of adjusted parameters. The boundedness and conver-
gence analysis is similar to that of the standard state adaptive backstepping, so that a negative
semi-definite Lyapunov function implies bounded closed loop states and the convergence of
the states z1, · · · , zn.
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The model of a switched plant
Consider the following plant with state dependent switching:
y(n) + cn−1|1y(n−1) + · · ·+ co|1y = b1u+ c1φ, if y ∈ Ω1
y(n) + cn−1|2y(n−1) + · · ·+ co|2y = b2u+ c2φ, if y ∈ Ω2
.
.
.
y(n) + cn−1|ly(n−1) + · · ·+ co|ly = blu+ clφ, if y ∈ Ωl
(6.1)
where y(t) ∈ R1 is the system output, u(t) ∈ R1 is the input, and cn−1|1, · · · , cn−1|l, · · · ,
co|1, · · · , co|l, · · · , c1, · · · , cl, b1, · · · , bl are the plant parameters. We make the following
assumptions:
i) The plant parameters are constant, unknown and different from zero.
ii) The value of sign(b1), · · · , sign(bl) are known.
iii) The values of y(n−1), y(n−2), · · · , y are available for measurement.
iv) The φ is a known function of y(n−1), · · · , y, and time.
v) There is not modelling error nor external disturbances.
vi) The value of the desired trajectory yd(t) and its derivatives y(n−1)d , · · · , y˙d are bounded.
vii) The switching instants of the plant are exactly known.
Let
σ =

1 if y ∈ Ω1
.
.
.
l if y ∈ Ωl
(6.2)
Since the plant (6.1) is in Brunovsky form, with additional input terms, it can be rewritten as
follows:
y(n) = ϕ¯>ϑ∗σ + bu (6.3)
ϕ¯ = [y(n−1), · · · , y]>, (6.4)
ϑ∗σ =

[−cn−1|1,−cn−2|1, · · · ,−c0|1]> if y ∈ Ω1
.
.
.[−cn−1|l,−cn−2|l, · · · ,−c0|l]> if y ∈ Ωl
(6.5)
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or in the semi strict feedback form as follows:
x˙1 = x2 (6.6)
x˙2 = x3 (6.7)
.
.
. (6.8)
x˙n = bu+ ϕ¯>ϑ∗σ (6.9)
x1 = y, x2 = y˙, · · · , xn = y(n−1) (6.10)
or
x˙1 = x2 + θ>γ1 (6.11)
x˙2 = x3 + θ>γ2 (6.12)
.
.
. (6.13)
x˙n = θ>γn + bu+ ϕ¯>ϑ∗σ (6.14)
γ1 = [0, 0, · · · ]>, γ2 = [0, 0, 0, · · · ]>, · · · , γn = [0, · · · , 0]>, (6.15)
θ = [0, 0, · · · , 0]>, γ1, γ2, · · · , γn, θ ∈ Rn (6.16)
Problem statement
Consider the following plant:
x˙i = xi+1 + θ>γi(x1, · · · , xi), 1 ≤ i ≤ n− 1 (6.17)
x˙n = θ>γn(x1, · · · , xn) + bu+ ϕ¯>ϑ∗σ (6.18)
y = x1 (6.19)
where y(t) ∈ R1 is the system output, u(t) ∈ R1 is the input, θ is a vector of unknown constant
entries, b is an unknown constant. We make the following assumptions:
i) The plant parameters θ, b, ϑ∗ are constant, unknown and different from zero.
ii) The value of sign(b) is known.
iii) The term ϕ¯ = ϕ¯(x1 · · · , xn) and the entries of the vectors γ1(x1), · · · , γn(x1, · · · , xn) are
known linear or nonlinear smooth functions.
iv) The terms y(t) , y˙, · · · , y(n−1) are available for measurement.
v) The desired trajectory yd(t) and its derivatives y˙d(t), · · · , y(n−1)d are bounded.
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vi) The switching instants of the plant are exactly known.
The desired output yd is specified in terms of a bounded external command r(t) as follows:
y
(n)
d + am,n−1y
(n−1)
d + · · ·+ am,oyd = am,or (6.20)
where am,n−1, · · · , am,o are constant coefficients pre-specified by the user, such that the
polynomial K(p) is Hurwitz with at least one real root, being K(p) defined as K(p) =
p(n) + am,n−1p(n−1) + · · · + am,o. The external reference signal r(t) must be bounded. The
objective of the MRAC design is to formulate a control law u(t) such that the tracking error
e(t) = y(t)− yd(t) asymptotically converges to zero.
Outline of the procedure
We develop an MRAC for the plant (6.20), by following the procedure of the “adaptive back-
stepping for plants with full state measurement ” in [74], but we use the multiple update law
approach in [1] instead of the standard update law. The procedure of the adaptive backstepping
method comprises only n steps because the plant (6.20) is of n order, and we develop it as
follows: i) we develop the dynamic equations for (z1, · · · , zn) in a sequential manner, i.e., in
each step we obtain the dynamics for a state zi by deriving it with respect to time; ii) at the
final step, i.e. the step n, we formulate the control law for u and the multiple update law so
that the time derivative of the Lyapunov function be negative semi-definite, iii) we establish
the boundedness and convergence according to the properties of the Lyapunov functions and
the Barbalat’s Lemma, iv) each step is performed according to a partial Lyapunov function,
so that at the final step the total Lyapunov function has a negative time derivative. As we use
the multiple Lyapunov approach in [1], we propose l update laws instead of only one, and the
resulting scheme retains the following features: i) l update laws are defined which provide the
estimation vectors ϑˆI , · · · , ϑˆl, each one corresponding to one subsystem, such that when a sub-
system is active, only the corresponding update law is activated; ii) the control input u uses the
estimation vector provided by the active update law, so that it exhibits abrupt changes during
the switching instants. A remarkable difference with respect to the work in [1] is that we use
the direct Lyapunov method instead of the Passivity method. This comprises the definition of
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a common Lyapunov function where a quadratic form is defined corresponding to each of the
estimation vectors.
The control and the update laws
At each i th step, we obtain the dynamics for the state zi by deriving it with respect to time, and
using the definitions of x˙i+1 from equation (6.20). We refer the reader to [74] for a thorough
discussion of the adaptive backstepping used.
Step 0. Define
z1 = x1 − yd = y − yd (6.21)
Step 1. We obtain the dynamics for z1 by deriving it with respect to time as follows:
z˙1 = x2 + θ>γ1 + ϕ1 = x2 + θ>ω1 + ϕ1, (6.22)
ϕ1 = ϕ1(y˙d), ω1 = ω1(z1, yd) (6.23)
which can be rewritten as:
z˙1 = −c1z1 − θ˜>1 ω1 + z2 (6.24)
z2 = x2 + c1z1 + θˆ>1 ω1 − y˙d, θ˜1 = θˆ1 − θ (6.25)
where c1 is a positive constant of the user choice, such that c1 ≥ 2. We choose the following
update law:
˙ˆ
θ1 = Γ1z1ω1 (6.26)
where Γ1 is a diagonal matrix whose diagonal entries are positive constants of the user choice.
Step i (2 ≤ i ≤ n − 1) . By following the same sequence we obtain the following expression
for z˙i:
z˙i = xi+1 + θ>ωi + ϕi, (6.27)
ϕi = ϕi(z1, · · · zi, θˆ1, · · · , θˆi−1, yd, y˙d, · · · , y(i)d ), (6.28)
ωi = ωi(z1, · · · zi, θˆ1, · · · , θˆi−1, yd, y˙d, · · · , y(i−1)d ) (6.29)
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which can be rewritten as
z˙i = −cizi − θ˜>i ωi + zi+1, (6.30)
zi+1 = xi+1 + ϕi + cizi + θˆ>i ωi, θ˜i = θˆi − θ (6.31)
where ci is a positive constant of the user choice such that ci ≥ 2. We choose the following
update law:
˙ˆ
θi = Γiziωi (6.32)
where Γi is a diagonal matrix whose diagonal entries are positive constants of the user choice.
Step n . Using the definitions of z1, · · · , zn−1, we obtain z˙n as follows:
z˙n = bu+ θ>ωn + ϕn + ϕ¯>ϑ∗σ (6.33)
ϕn = ϕn(z1, · · · , zn, θˆ1, · · · , θˆn−1, yd, · · · , y(n)d ) (6.34)
ωn = ωn(z1, · · · , zn, θˆ1, · · · , θˆn−1, yd, · · · , y(n−1)d ) (6.35)
which can be rewritten as follows:
z˙n = −cnzn − θ˜>n ωn + bu+ ϕ¯>ϑ∗σ + zn+1, (6.36)
θ˜n = θˆn − θ, zn+1 = ϕn + cnzn + θˆ>n ωn (6.37)
where cn is a positive constant of the user choice such that cn ≥ 2. Let
u∗ = −(1/b)zn+1 − (1/b)ϕ¯>ϑ∗σ (6.38)
we add and subtract the term bu∗ to the equation (6.36) :
z˙n = −cnzn − θ˜>n ωn + b(u− u∗) (6.39)
= −cnzn − θ˜>n ωn + b
(
u− (−1/b)zn+1 − (−1/b)ϕ¯>ϑ∗σ
)
(6.40)
we choose the following control law for u:
u = −pˆzn+1 − ϕ¯>ϑˆσ (6.41)
substituting this expression into equation (6.40) gives:
z˙n = −cnzn − θ˜>n ωn + b(−p˜zn+1 − ϕ¯>ϑ˜σ), (6.42)
p˜ = pˆ− (1/b), ϑ˜σ = ϑˆσ − (1/b)ϑ∗σ (6.43)
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we choose the following update laws:
˙ˆ
θn = Γnznωn (6.44)
˙ˆp = sgn(b)cpznzn+1 (6.45)
˙ˆ
ϑ1 =
 sgn(b)Υ1znϕ¯ if y ∈ Ω10 otherwise (6.46)
.
.
. (6.47)
˙ˆ
ϑl =
 sgn(b)Υlznϕ¯ if y ∈ Ωl0 otherwise (6.48)
where cp and the diagonal entries of Γn, Υ1, · · · , Υl are positive constants of the user choice,
being Γn, Υ1, · · · , Υl diagonal matrices.
The stability analysis
Now, we proceed to analyze the stability of the controlled system using the direct Lyapunov
method and the Barbalat’s Lemma. The closed loop dynamics is given by trajectories (6.24,6.30,
6.42, 6.26, 6.32, 6.44, 6.48). Let x¯ = [z1, · · · , zn, θ˜>1 , · · · , θ˜>n , p˜, ϑ˜>1 , · · · , ϑ˜>l ]>. We define
the Lyapunov function as follows:
V (x¯(t)) = Vz + Vθ + Vp + Vsw (6.49)
Vz = Vz1 + · · ·+ Vzn, Vz1 = (1/2)z21 , · · · , Vzn = (1/2)z2n, (6.50)
Vθ = Vθ1 + · · ·+ Vθn, Vθ1 = (1/2)θ˜>1 Γ−11 θ˜1, · · · , Vθn = (1/2)θ˜>n Γ−1n θ˜n (6.51)
Vsw = Vsw1 + · · ·+ Vswl, Vsw1 = (1/2)|b|ϑ˜>1 Υ−11 ϑ˜1, · · · , Vswl = (1/2)|b|ϑ˜>l Υ−1l ϑ˜l(6.52)
Vp = (1/2)|b|c−1p p˜2 (6.53)
First, it is worth to notice that V (x¯(t)) is continuously differentiable with respect to the state
vector x¯, positive definite and lower bounded. The time derivative of Vz, Vz1, · · · , Vzn along
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trajectories (6.24,6.30, 6.42) are:
V˙z1 = z1z˙1 = −c1z21 − z1θ˜>1 ω1 + z1z2, (6.54)
.
.
. (6.55)
V˙zn = znz˙n = −cnz2n − znθ˜>n ωn − bznp˜zn+1 − bznϕ¯>ϑ˜σ (6.56)
V˙z = V˙z1 + · · ·+ V˙zn (6.57)
= −c1z21 + z1z2 − c2z22 + z2z3 + · · · − cnz2n
−z1θ˜>1 ω1 − z2θ˜>2 ω2 − · · · − znθ˜>n ωn − bznp˜zn+1 − bznϕ¯>ϑ˜σ
(6.58)
where the following holds by virtue of c1, c2, · · · , cn ≥ 2:
− c1z21 + z1z2 − c2z22 + z2z3 · · · − cnz2n ≤ −z21 − (3/4)z22 + · · · − (3/4)z2n (6.59)
The time derivative of Vθ1, · · · , Vθn along trajectories (6.26, 6.32, 6.44) are:
V˙θ1 = θ˜>1 Γ
−1
1
˙˜
θ1 = θ˜>1 z1ω1, · · · , V˙θn = θ˜>n Γ−1n ˙˜θn = θ˜>n znωn, (6.60)
V˙p = |b|c−1p p˜ ˙˜p = bp˜znzn+1 (6.61)
V˙sw1 = |b|ϑ˜>1 Υ−11 ˙˜ϑ1, · · · , V˙swl = |b|ϑ˜>l Υ−1l ˙˜ϑl (6.62)
since only the update law for ϑ˜σ is active among ϑ˜1, · · · , ϑ˜l, the following holds:
V˙sw = V˙sw1 + · · ·+ V˙swl = V˙swσ = |b|ϑ˜>σΥ−1σ ˙˜ϑσ = bϑ˜>σ znϕ¯ (6.63)
thus,
V˙θ + V˙sw + V˙p = θ˜>1 z1ω1 + · · ·+ θ˜>n znωn + bznϑ˜>σ ϕ¯+ bp˜znzn+1 (6.64)
we obtain V˙ using the equations (6.58, 6.59, 6.64):
V˙ = V˙z + V˙θ + V˙sw + V˙p = −c1z21 + z1z2 − c2z22 + z2z3 + · · · − cnz2n (6.65)
≤ −z21 − (3/4)z22 + · · · − (3/4)z2n ≤ 0 (6.66)
From the above equation, the following holds:
0 ≤ V (x¯(t)) ≤ V (x¯(to)), 0 ≤ V (x¯(to))− V (x¯(t)) ≤ V (x¯(to)) (6.67)
Thus, V (x¯(t)) ∈ L∞ and the following boundedness properties hold:
i) (Vz, Vθ, Vp, Vsw) ∈ L∞;
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ii) (Vz1, · · · , Vzn) ∈ L∞;
iii) (Vθ1, · · · , Vθn) ∈ L∞;
iv) (Vsw1, · · · , Vswl) ∈ L∞;
v) (z1, · · · , zn) ∈ L∞;
vi) (θ˜1, · · · , θ˜n) ∈ L∞;
vii) (ϑ˜1, · · · , ϑ˜n) ∈ L∞;
viii) p˜ ∈ L∞;
ix) y ∈ L∞ because (z1, yd) ∈ L∞;
x) γ1 ∈ L∞ because y ∈ L∞;
xi) x2 ∈ L∞ by virtue of the definition of z2 in equation (6.25) and (z1, z2, θˆ1, y˙d) ∈ L∞;
xii) z˙1 ∈ L∞ by virtue of equation (6.24) and (z1, z2, θ˜1, ω1) ∈ L∞;
xiii) (ϕi, ωi) ∈ L∞ according to the definitions in equations (6.28, 6.29) and (z1, · · · , zi) ∈
L∞, (θˆ1, · · · , θˆi−1) ∈ L∞, (yd, . . . , y˙i−1d ) ∈ L∞;
xiv) (ϕn, ωn) ∈ L∞ according to equations (6.34, 6.35) and (z1, · · · , zn, θˆ1, · · · , θˆn−1, yd, · · · , y(n)d ) ∈
L∞;
xv) xi+1 ∈ L∞ according to the equation (6.31) and (zi+1, ϕ, ωi, θˆi) ∈ L∞;
xvi) xn ∈ L∞ according to equation (6.31) and (zn, zn−1, ϕn−1, ωn−1, θˆn−1) ∈ L∞;
xvii) (γn, ϕ¯) ∈ L∞ because (x1, · · · , xn) ∈ L∞;
xviii) zn+1 ∈ L∞ according to the definition of zn+1 in equation (6.37) and (ϕn, ωn, θˆn, zn) ∈
L∞;
xix) u ∈ L∞ according to equation (6.41) and (zn+1, ϕ¯, pˆ, ϑˆσ) ∈ L∞;
xx) z˙i ∈ L∞ according to equation (6.30) and (zi, θ˜i, ωi) ∈ L∞;
xxi) in particular, x˙n−1 ∈ L∞ according to equation (6.20) and (x1, · · · , xn−1) ∈ L∞;
xxii) z˙n ∈ L∞ according to equation (6.42) and (zn, zn+1, ωn, ϕ¯, θ˜n, p˜, ϑ˜1, · · · , ϑ˜l) ∈ L∞ .
Let us now prove the convergence of z1, · · · , zn using the above boundedness properties and
the Barbalat’s Lemma. By arranging the equation (6.66) and integrating both sides, we have:∫ t
to
z21dτ +
∫ t
to
(3/4)z22dτ + · · ·+
∫ t
to
z2ndτ + V (x¯(t)) ≤ V (x¯(to)) (6.68)
Thus, (z1, · · · , zn) ∈ L2, and owed to (z1, · · · , zn) ∈ L∞, we have (z1, · · · , zn) ∈ L∞ ∩ L2.
In addition, we have (z˙1, · · · , z˙n) ∈ L∞, so that we obtain that (z1, · · · , zn) → 0 as t → ∞,
by invoking the Barbalat’s Lemma.
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Example 6.1.
Consider the plant:
y¨ = c1σy˙ + coσy + bσu (6.69)
where
c1σ =
 c1[1] = −2.5 if y ≥ 1c1[2] = −2.6 if y < 1 , bσ =
 b1 = 3.1 if y ≥ 1b2 = 3.2 if y < 1 (6.70)
coσ =
 co[1] = −1.5 if y ≥ 1co[2] = −1.6 if y < 1 (6.71)
such that the switching instants are known, but the values of c1[1], c1[2], b1, b2, co[1], co[2] are
unknown. The plant model can be rewritten as follows:
x˙1 = x2 (6.72)
x˙2 = c1σx2 + coσx1 + bσu (6.73)
x1 = y, x2 = y˙ (6.74)
we use a constant value of the desired output:
yd = 2, ⇒ y˙d = 0 (6.75)
Step 0. Define
z1 = y − yd = x1 − yd (6.76)
Step 1.
z˙1 = x˙1 − y˙d = x˙1 = x2 (6.77)
= −2z1 + x2 + 2z1 = −2z1 + z2 (6.78)
where z2 = x2 + 2z1 (6.79)
Moreover,
z1z˙1 = −2z21 + z1z2 (6.80)
156
Chapter 6. Adaptive backstepping for switched plants
Step 2. We obtain the time derivative of z2 using equation (6.79):
z˙2 = x˙2 + 2z˙1 = c1σx2 + coσx1 + bσu+ 2x2 (6.81)
= −2z2 + c1σx2 + coσx1 + bσu+ 2x2 + 2z2 (6.82)
= −2z2 + c1σ(z2 − 2z1) + coσ(z1 + yd) + bσu+ 2(z2 − 2z1) + 2z2 (6.83)
= −2z2 + bσ
[
u+
c1σ
bσ
(z2 − 2z1) + coσ
bσ
(z1 + yd) +
4
bσ
(z2 − z1)
]
(6.84)
we choose the following control law:
u = −θˆaσ(z2 − 2z1)− θˆbσ(z1 + yd)− θˆcσ4(z2 − z1) (6.85)
substituting this control law into equation (6.84) gives:
z˙2 = −2z2 − bσ
[
θ˜aσ(z2 − 2z1) + θ˜bσ(z1 + yd) + θ˜cσ4(z2 − z1)
]
(6.86)
θ˜aσ = θˆaσ − c1σ
bσ
, θ˜bσ = θˆbσ − coσ
bσ
, θ˜cσ = θˆcσ − 1
bσ
(6.87)
moreover:
z2z˙2 = −2z22 − bσz2[θ˜aσ(z2 − 2z1) + θ˜bσ(z1 + yd) + θ˜cσ4(z2 − z1)] (6.88)
thus, we choose the following update law:
˙ˆ
θa1 =
 γsgn(b1)(z2 − 2z1)z2 if y ≥ ao0 otherwise , ˙ˆθa2 =
 0 if y ≥ aoγsgn(b2)(z2 − 2z1)z2 otherwise(6.89)
˙ˆ
θb1 =
 γsgn(b1)(z1 + yd)z2 if y ≥ ao0 otherwise , ˙ˆθb2 =
 0 if y ≥ aoγsgn(b2)(z1 + yd)z2 otherwise(6.90)
˙ˆ
θc1 =
 γsgn(b1)4(z2 − z1)z2 if y ≥ ao0 otherwise , ˙ˆθc2 =
 0 if y ≥ aoγsgn(b2)4(z2 − z1)z2 otherwise(6.91)
where γ is a positive constant of the user choice.
Remark. The controller comprises the control law (6.85) and the update law (6.89, 6.90, 6.91).
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Stability analysis
Now, we prove the boundedness of the closed loop signals and the convergence of the tracking
error. Let
V = Vz + Vθa + Vθb + Vθc (6.92)
Vz = (1/2)z21 + (1/2)z
2
2 (6.93)
Vθa = (1/2)γ−1
(
|b1|θ˜2a1 + |b2|θ˜2a2
)
(6.94)
Vθb = (1/2)γ−1
(
|b1|θ˜2b1 + |b2|θ˜2b2
)
(6.95)
Vθc = (1/2)γ−1
(
|b1|θ˜2c1 + |b2|θ˜2c2
)
(6.96)
the time derivative of Vθa along trajectories (6.89) is:
V˙θa = γ−1
(
|b1|θ˜a1 ˙˜θa1 + |b2|θ˜a2 ˙˜θa2
)
(6.97)
=
 θ˜a1b1(z2 − 2z1)z2 if y ≥ aoθ˜a2b2(z2 − 2z1)z2 otherwise (6.98)
or equivalently, V˙θa = bσ θ˜aσ(z2 − 2z1)z2 (6.99)
likewise, we obtain:
V˙θb = bσ θ˜bσ(z1 + yd)z2 (6.100)
V˙θc = bσ θ˜cσ4(z2 − z1) (6.101)
⇒ V˙θa + V˙θb + V˙θc = bσ θ˜aσ(z2 − 2z1)z2 + bσ θ˜bσ(z1 + yd)z2 + bσ θ˜cσ4(z2 − z1)z2(6. 02)
the time derivative of Vz (6.93) is:
V˙z = z1z˙1 + z2z˙2
= −2z21 + z1z2 − 2z22 − bσz2
(
θ˜aσ(z2 − 2z1) + θ˜bσ(z1 + yd) + θ˜cσ4(z2 − z1)
)
≤ −z21 − z22 − bσz2
(
θ˜aσ(z2 − 2z1) + θ˜bσ(z1 + yd) + θ˜cσ4(z2 − z1)
)
(6.103)
we obtain the time derivative of V using equations (6.92, 6.103, 6.102):
V˙ = −2z21 + z1z2 − 2z22 ≤ −z21 − z22 ≤ 0 (6.104)
thus, all the closed loop signals are bounded. Arranging, integrating and applying the Barbalat’s
Lemma gives:
lim
t→∞ z1 = 0 (6.105)
The simulation results are shown in figure (6.1).
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Figure 6.1: Behavior of the tracking error and Lyapunov function
Example 6.2
Now, we consider the plant (6.1) with the following values: c1|1 = −0.517, c0|1 = 25, c1|2 =
−0.517, c0|2 = 1, b = 1, i.e.:
y¨(t) =
 0.517y˙ − 25y + u if y > 00.517y˙ − y + u if y ≤ 0 (6.106)
which is equivalent to the plant model (6.11, · · · , 6.14) with the following: ϕ¯ = [y˙, y]>,
γ1 = [0, 0]>, γ2 = [0, 0]>, θ = [0, 0]>, and
ϑ∗σ =
 [−c1|1,−c0|1]>, if y ∈ Ω1[−c1|2,−c0|2]> , if y ∈ Ω2 (6.107)
The parameters necessary for the adaptive controller are:
ω2 = 0, ϕ2 = c1(x2 − y˙d)− y¨d, z2 = x2 + c1z1 − y˙d, z3 = ϕ2 + c2z2, (6.108)
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We use the following constants for the controller: c1 = 2, c2 = 2, Γ1 = Γ2 = diag[1, 1].
In the figures (6.2(a), 6.2(b),6.2(c)) the results are shown. The plant output y is given by the
blue line and the output of the reference model is given by a green dashed line. The controller
is inactive for t ∈ [0 20). The parameter pˆ is unique instead of switched, owed to the fact
that the control gain b does not experiences switching. Nevertheless, it is possible to devise the
scheme for the case that b experiences switching, without implying significant modification of
the scheme. On the other hand, we only considered the switching of the last equation of the
plant (6.20). In the case that the remaining equations also comprise switching terms, it seems
not possible to apply the approach of [1], because the stabilizing functions and the states zi
must be differentiable until certain extent. The application of a multiple update law strategy
based on [1] would lead to non-differentiable signals. If the plant is in Brunovsky form, i.e.
x˙1 = x2, · · · , x˙n−1 = xn, the sliding surface MRAC of (4.2) can be used instead of the state
adaptive backstepping. The difference between the two approaches is the transient of the track-
ing error e and the transient of other signals, e.g. y˙.
As can be seen from the figures, there is a rapid convergence of y towards yd, owed to the fact
that the adjusted parameters vary rapidly, favored by adequate values of the gains of the update
laws. In addition, the desired output yd and consequently y remain a long time at each region,
i.e. at the region y > 0 and at the region y ≤ 0.
Conclusions
The main conclusion is that the presence of the switching terms in the plant in Brunovsky form
imply a modification of adaptive backstepping in the n-th step, since the switching terms ap-
pear in the n-th dynamics. Thus, the multiple update law approach of [1] may be introduced in
this step without implying any modification in the dynamics for z1, · · · , zn−1. The scheme has
the following benefits: i) the tracking error converges asymptotically to zero. ii) The conver-
gence of the tracking error to a pre-specified residual set between successive switching instants
is not required. This is a major benefit inherited from the scheme [1]. iii) Special theories
for switched systems are not required. iv) The scheme is a first step in developing the output
adaptive backstepping for the same plant.
160
Chapter 6. Adaptive backstepping for switched plants
(a) Performance of the output. (b) Control input u .
(c) Adapted parameters: a) θˆI|1, b) θˆI|2, c) θˆII|1, d) θˆII|2, e) pˆ.
Figure 6.2: Simulation results.
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Since the plant (6.1) is in Brunovsky form, a surface sliding MRAC can be used instead of the
state adaptive backstepping method, with the advantage of a simpler design. In spite of this,
the developed scheme is a first step before considering the following plants: i) plants that are
not in Brunovsky form, e.g., plants in semi strict feedback form, ii) plants in Brunovsky form
with only output measurement, for which the output adaptive backstepping is necessary. In
any of both cases, continuous forms of the update laws are necessary to avoid the presence of
discontinuous states zi. Thus, the dead zone considered for Vzi must be modified.
We conjecture that certain modifications of the quadratic forms Vz1, · · · , Vzn would allow us to
retain the advantages of the combination of auxiliar input with dead zone update laws, that is,
the convergence of z1 to a residual set of user-specified size, and the absence of the requirement
on known bounds for the plant parameters or the external disturbances. Further, we propose
that adequate quadratic forms must satisfy the following properties:
i) V¯z1 = 0 if|z1| ≤ cbz1 (6.109)
ii) V¯z1 > 0 if |z1| > cbz1 (6.110)
iii)
∂V¯z1
∂z1
defined for z1 = cbz1 (6.111)
where cbz1 is a positive constant defined by the user.
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6.2 Robust state adaptive backstepping for plants with full state
measurement and state dependent switching
Robust state adaptive backstepping for plants in Brunovsky form with state dependent switch-
ing, full state measurement §,§,§,§,§. In this section we propose a robust state adaptive backstep-
ping using the multiple update law approach of [1]. We consider a plant in Brunovsky form
with state dependent switching, full state measurement and bounded external disturbances with
unknown bounds. We use the state adaptive backstepping of [74] as the general framework for
the design of the control and update laws, into which we introduce the multiple update law
approach of [1], and a robust technique. The resulting scheme has the following benefits: i) the
tracking error converges to a residual set whose size is of the user choice, ii) upper bounds of
the plant parameters or the disturbance are not required, iv) all the closed loop signals are glob-
ally bounded (parameter drifting is avoided), v) the system states are not required to converge
to any residual set during the time elapsed between successive switching instants, vi) chattering
effect is avoided.
As is well known, the introduction of robustness techniques to the state adaptive backstepping
is difficult because discontinuous update laws, e.g. discontinuous projection, yield discontinu-
ous states zi (cf. [156]), so that stability theory for impulse systems must be used. Nevertheless,
this problem disappears if the plant is in Brunovsky form. In this case, the terms γ1, · · · , γn−1
are zero, and corresponding update laws are not necessary (see the scheme developed in [165]).
In addition, the Brunovsky form implies that the switching terms appear in the dynamics z˙n at
the step n of the backstepping procedure, without involving the former n − 1 steps. Thus, in
step n we introduce i) the multiple update law approach of [1], which implies a switching of
the control input u, and ii) an ideal auxiliar input, so that u will contain an additional term with
adjusted magnitude.
The robust technique has elements of [122], [165], [30]. It is based on truncated Lyapunov
function, so that the requirements of the Lyapunov theory for time variable systems, shown
in [5] pp 204-206 and in [131] pp 106-109, are not satisfied. Instead, Lyapunov theory of [122]
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is applied. Further, it involves the combination of auxiliar input and dead zone update law. The
introduction of robustness is difficult because the adaptive backstepping procedure poses the
problem that many states z1, · · · , zn are implied in Vz and in V˙z . Thus, ensuring a non-positive
V˙ is more difficult. We circumvent this as follows. First, we propose a truncation of the Lya-
punov function Vz that encompasses the states z1, · · · , zn. Second, we use an auxiliar input
in the step n of the adaptive backstepping procedure to attenuate the effect of the disturbance.
This induces a non-positive time derivative of the Lyapunov function when Vz is outside the
region Dvz .
The model of a switched plant
Consider the following plant with state dependent switching:
y(n) + cn−1|1y(n−1) + · · ·+ co|1y = b1u+ c1φ+ d, if y ∈ Ω1
y(n) + cn−1|2y(n−1) + · · ·+ co|2y = b2u+ c2φ+ d, if y ∈ Ω2
.
.
.
y(n) + cn−1|ly(n−1) + · · ·+ co|ly = blu+ clφ+ d, if y ∈ Ωl
(6.112)
where y(t) ∈ R1 is the system output, u(t) ∈ R1 is the input, and cn−1|1, · · · , cn−1|l, · · · ,
co|1, · · · , co|l, · · · , c1, · · · , cl, b1, · · · , bl are the plant parameters. We make the following
assumptions:
Ai) The plant parameters are constant, unknown and different from zero.
Aii) The value of sign(b1), · · · , sign(bl) are known.
Aiii) The values of y(n−1), y(n−2), · · · , y are available for measurement.
Aiv) The φ is a known function of y(n−1), · · · , y, and time.
Av) The term d is a bounded external disturbance whose upper bounds are unknown.
Avi) The value of the desired trajectory yd(t) and its derivatives y(n−1)d , · · · , y˙d are bounded.
Avii) The switching instants of the plant are exactly known.
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since this plant is in Brunovsky form, with additional input terms, it can be rewritten as follows:
y(n) = ϕ¯>ϑ∗σ + bu+ d (6.113)
ϕ¯ = [y(n−1), · · · , y]>, (6.114)
ϑ∗σ =

[−cn−1|1,−cn−2|1, · · · ,−c0|1]> if y ∈ Ω1
.
.
.[−cn−1|l,−cn−2|l, · · · ,−c0|l]> if y ∈ Ωl
(6.115)
or in the semi strict feedback form as follows:
x˙1 = x2 (6.116)
x˙2 = x3 (6.117)
.
.
. (6.118)
x˙n = bu+ θ>γn + ϕ¯>ϑ∗σ + d (6.119)
x1 = y, x2 = y˙, · · · , xn = y(n−1) (6.120)
Problem statement
Consider the following plant:
x˙i = xi+1, 1 ≤ i ≤ n− 1 (6.121)
x˙n = θ>γn(x1, · · · , xn) + bu+ ϕ¯>ϑ∗σ + d (6.122)
y = x1 (6.123)
where y(t) ∈ R1 is the system output, u(t) ∈ R1 is the input, θ is a vector of unknown constant
entries, b is an unknown constant. We make the following assumptions:
i) The plant parameters θ, b, ϑ∗σ are constant, unknown and different from zero.
ii) The value of sign(b) is known.
iii) The term ϕ¯ = ϕ¯(x1 · · · , xn) and the entries of the vector γn(x1, · · · , xn) are known linear
or nonlinear smooth functions.
iv) The terms y(t) , y˙, · · · , y(n−1) are available for measurement.
v) The desired trajectory yd(t) and its derivatives y˙d(t), · · · , y(n−1)d are bounded.
vi) The term d is a bounded external disturbance whose upper bounds are unknown.
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vii) The switching instants of the plant are exactly known.
The desired output yd is specified in terms of a bounded external command r(t) as follows:
y
(n)
d + am,n−1y
(n−1)
d + · · ·+ am,oyd = am,or (6.124)
where am,n−1, · · · , am,o are constant coefficients pre-specified by the user, such that the
polynomial K(p) is Hurwitz with at least one real root, being K(p) defined as K(p) =
p(n) + am,n−1p(n−1) + · · · + am,o. The external reference signal r(t) must be bounded. The
objective of the MRAC design is to formulate a control law u(t) such that the tracking error
e(t) = y(t)− yd(t) asymptotically converges to the residual set De, defined as:
De = {e : |e| ≤ cbe} (6.125)
Outline of the procedure
Provided the plant (6.124), which involves a bounded external disturbance, we develop the
state adaptive backstepping of [74], using the multiple update law approach of [1] instead of
the standard update law, and a robust techniques that involves a combination of auxiliar input
an dead zone update law.
The procedure of the adaptive backstepping method comprises only n steps because the plant
(6.124) is of n order, and can be organized as follows: i) we develop the dynamic equations
for (z1, · · · , zn) in a sequential manner, by deriving each state zi with respect to time. This
is developed under the guidelines of a partial Lyapunov function Vzi, such that V˙ is negative
semi-definite when Vz is outside the region Dvz . ii) At the final step, i.e. the step n, we formu-
late the control law for u and the update laws, according to the multiple update law approach
of [1] and a robustness technique that involves a combination of auxiliar input and dead zone
update law.
In the following we detail the step n. Firstly, we introduce an ideal input that reduces the effect
of the additive disturbance, such that V˙ is negative semi-definite when Vz is outside the region
Dvz . According to the ideal input and the switching terms of the plant terms, we choose the
control law, which involves i) an auxiliar term with adjusted magnitude aimed at rejecting the
166
Chapter 6. Adaptive backstepping for switched plants
disturbance, and ii) a piecewise continuous term that handles the switching of the plant pa-
rameters. Agreeing with the approach of [1], we define l update laws corresponding to the l
switching terms of the plant model, such that only one update law is active for each value of
the switching signal. The control law uses the vector of adjusted parameters provided by the
active update law, so that it experiences abrupt changes at the switching instants. As a result,
V˙ is negative semi-definite when Vz is outside the region Dvz , i.e., when the update laws are
active.
In the stability analysis, we define a different quadratic form for each of the vectors of updated
parameters, to take into account the presence of multiple update laws. This makes possible
the definition of a common Lyapunov function. Agreeing with the robustness technique of
[122], we introduce a truncation in Vz which encompasses all the states zi. We establish the
boundedness and convergence from the properties of V , V˙ and the Barbalat’s Lemma. In doing
so, we consider the Lyapunov theory of [122] instead of the classic Lyapunov theory for time
variable systems. As a result, the convergence of e to a residual set of user-specified size is
achieved.
The control and update laws
At each i th step, we obtain the dynamics for the state zi by deriving it with respect to time, and
using the definitions of x˙i+1 from equation (6.124). We refer the reader to [74] for a thorough
discussion of the adaptive backstepping used.
Step 0. Define
z1 = x1 − yd = y − yd (6.126)
Step 1. We obtain the dynamics for z1 by deriving it with respect to time as follows:
z˙1 = x2 + ϕ1 = x2 + ϕ1, (6.127)
ϕ1 = ϕ1(y˙d), ω1 = ω1(z1, yd) (6.128)
which can be rewritten as:
z˙1 = −c1z1 + z2 (6.129)
z2 = x2 + c1z1 − y˙d (6.130)
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where c1 is a positive constant of the user choice, such that c1 ≥ 2.
Step i (2 ≤ i ≤ n − 1) . By following the same sequence we obtain the following expression
for z˙i:
z˙i = xi+1 + ϕi, (6.131)
ϕi = ϕi(z1, · · · zi, yd, y˙d, · · · , y(i)d ), (6.132)
ωi = ωi(z1, · · · zi, yd, y˙d, · · · , y(i−1)d ) (6.133)
which can be rewritten as
z˙i = −cizi − cszi + zi+1, (6.134)
zi+1 = xi+1 + ϕi + cizi (6.135)
where ci is a positive constant of the user choice such that ci ≥ 2.
Step n . Using the definitions of z1, · · · , zn−1, we obtain z˙n as follows:
z˙n = bu+ θ>ωn + ϕn + ϕ¯>ϑ∗σ + d (6.136)
ϕn = ϕn(z1, · · · , zn, yd, · · · , y(n)d ) (6.137)
ωn = ωn(z1, · · · , zn, yd, · · · , y(n−1)d ) (6.138)
which can be rewritten as follows:
z˙n = −cnzn − θ˜>n ωn + bu+ ϕ¯>ϑ∗σ + zn+1 + d, (6.139)
zn+1 = ϕn + cnzn + θˆ>n ωn, θ˜n = θˆn − θ, (6.140)
where cn is a positive constant of the user choice such that cn ≥ 2. Let
u∗a = −c∗azn, c∗a =
µ2o
4CcCbvz
(6.141)
which satisfies the following properties:
i) znu∗a + znd ≤
(
µo
2
√
c∗a
)2
(6.142)
ii) − CcVz + zn(u∗a + d) ≤ 0 if Vz ≥ Cbvz (6.143)
we add and subtract the term u∗a to the equation (6.139) :
z˙n = −cnzn − θ˜>n ωn + bu+ ϕ¯>ϑ∗σ + zn+1 + d+ u∗a − u∗a, (6.144)
z˙n = −cnzn − θ˜>n ωn + b
(
u+
c∗a
b
zn
)
u+ ϕ¯>ϑ∗σ + zn+1 + (d+ u
∗
a), (6.145)
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Let
u∗b = −(1/b)zn+1 − (1/b)ϕ¯>ϑ∗σ (6.146)
we add and subtract the term bu∗b to the equation (6.145) :
z˙n = −cnzn − θ˜>n ωn + b
(
u+ c
∗
a
b zn
)
u+ ϕ¯>ϑ∗σ + zn+1 + (d+ u∗a)
+bu∗b − bu∗b ,
(6.147)
z˙n = −cnzn − θ˜>n ωn + b
(
u+
c∗a
b
zn − u∗b
)
u+ (d+ u∗a), (6.148)
z˙n = −cnzn − θ˜>n ωn + b
(
u+
c∗a
b
zn +
1
b
zn+1 +
1
b
ϕ¯>ϑ∗σ
)
u+ (d+ u∗a), (6.149)
we choose the following control law for u:
u = −pˆzn+1 − ϕ¯>ϑˆσ − cˆszn (6.150)
substituting this expression into equation (6.149) gives:
z˙n = −cnzn − θ˜>n ωn + b(−p˜zn+1 − ϕ¯>ϑ˜σ − c˜szn) + (d+ u∗a), (6.151)
p˜ = pˆ− (1/b), ϑ˜σ = ϑˆσ − (1/b)ϑ∗σ, c˜s = cˆs −
c∗a
b
(6.152)
we choose the following update laws:
˙ˆcs =
 cusnsgn(b)z2n if Vz ≥ cbvz0 otherwise (6.153)
˙ˆ
θn =
 Γnznωn if Vz ≥ cbvz0 otherwise (6.154)
˙ˆp =
 sgn(b)cpznzn+1 if Vz ≥ cbvz0 otherwise (6.155)
˙ˆ
ϑ1 =
 sgn(b)Υ1znϕ¯ if y ∈ Ω1 and Vz ≥ cbvz0 otherwise (6.156)
.
.
. (6.157)
˙ˆ
ϑl =
 sgn(b)Υlznϕ¯ if y ∈ Ωl and Vz ≥ cbvz0 otherwise (6.158)
where Cbvz = (1/2)C2be, and cp, cusn and the diagonal entries of Γn, Υ1, · · · , Υl are positive
constants of the user choice, being Γn, Υ1, · · · , Υl diagonal matrices.
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The control algorithm
The controller involves the control law (6.150) and the update laws ( 6.153, · · · , 6.158). Fur-
ther, the states z1, · · · , zn are defined in equations (6.126, 6.130, 6.135), the functions ϕ1,
· · · , ϕn are defined in equations (6.128, 6.132, 6.137), the functions ω1, · · · , ωn are defined in
equations (6.128, 6.133, 6.138). Recall that the constants c1, · · · , cn, necessary to define the
states z2, · · · , zn, zn+1, must satisfy c1 ≥ 2, · · · , cn ≥ 2 and that Cbvz = (1/2)C2be.
Tracking convergence theorem. When this controller is applied to the plant (6.112), all the
closed loop states remain bounded and the tracking error e(t) converges asymptotically to the
residual set De. The proof is presented in the stability analysis.
The stability analysis
Now, we proceed to analyze the stability of the controlled system using the direct Lyapunov
method and the Barbalat’s Lemma. The closed loop dynamics is given by trajectories (6.129,6.134,
6.151, 6.153, · · · , 6.158). Let x¯ = [z1, · · · , zn, θ˜>n , p˜, ϑ˜>1 , · · · , ϑ˜>l , c˜s]>. We define the Lya-
punov function as follows:
V (x¯(t)) = V¯z + Vθn + Vp + Vsw + Vus, (6.159)
V¯z =
 Vz if Vz ≥ cbvzcbvz if Vz < cbvz (6.160)
Vz = Vz1 + · · ·+ Vzn, Vz1 = (1/2)z21 , · · · , Vzn = (1/2)z2n, (6.161)
Vθn = (1/2)θ˜>n Γ
−1
n θ˜n (6.162)
Vsw = Vsw1 + · · ·+ Vswl (6.163)
Vsw1 = (1/2)|b|ϑ˜>1 Υ−11 ϑ˜1, · · · , Vswl = (1/2)|b|ϑ˜>l Υ−1l θ˜l (6.164)
Vus = (1/2)|b|c−1us c˜2s (6.165)
Vp = (1/2)|b|c−1p p˜2 (6.166)
The quadratic form V¯z defined in equation (6.160) has the following properties:
i) 0 ≤ V¯z − Cbvz ≤ Vz (6.167)
ii) V¯z − Cbvz = 0 if Vz < Cbvz (6.168)
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from which the following holds:
iii)
 −(3/4)V¯z + (3/4)Cbvz ≤ 0 if Vz ≥ cbvz−(3/4)V¯z + (3/4)Cbvz = 0 if Vz < cbvz (6.169)
iv) − (3/4)Vz ≤ −(3/4)V¯z + (3/4)cbvz (6.170)
First, it is worth to notice that V (x¯(t)) is continuously differentiable with respect to the state
vector x¯, positive definite and lower bounded. The time derivative of Vz, Vz1, · · · , Vzn along
trajectories (6.129,6.134, 6.151) are:
V˙z1 = z1z˙1 = −c1z21 − z1θ˜>1 ω1 + z1z2, (6.171)
.
.
. (6.172)
V˙zn = znz˙n = −cnz2n − znθ˜>n ωn − bznp˜zn+1 − bznϕ¯>ϑ˜σ
+zn(d+ u∗a)− bc˜sz2n
(6.173)
V˙z = V˙z1 + · · ·+ V˙zn (6.174)
= −c1z21 + z1z2 − c2z22 + z2z3 + · · · − cnz2n
−znθ˜>n ωn
−bc˜sz2n
−bznp˜zn+1 − bznϕ¯>ϑ˜σ + zn(d+ u∗a)
(6.175)
where the following holds by virtue of c1, c2, · · · , cn ≥ 2:
−c1z21 + z1z2 − c2z22 + z2z3 · · · − cnz2n
≤ −z21 − (3/4)z22 + · · · − (3/4)z2n ≤ −(3/2)Vz
(6.176)
Taking into account the properties (6.143) and (6.176), the equation (6.175) gives:
V˙z ≤ −znθ˜>n ωn − bc˜sz2n − bznp˜zn+1 − bznϕ¯>ϑ˜σ
−(3/4)Vz − (3/4)Vz + zn(d+ u∗a)
(6.177)
V˙z ≤ −znθ˜>n ωn − bc˜sz2n − bznp˜zn+1 − bznϕ¯>ϑ˜σ − (3/4)Vz if Vz ≥ cbvz (6.178)
˙¯Vz =

V˙z ≤ −znθ˜>n ωn − bc˜sz2n − bznp˜zn+1 − bznϕ¯>ϑ˜σ
−(3/4)Vz, if Vz ≥ cbvz
0 if Vz < Cbvz
(6.179)
The time derivative of Vθn along trajectory (6.154) is:
V˙θn = θ˜>n Γ
−1
n
˙˜
θn =
 θ˜>n znωn if Vz ≥ cbvz0 otherwise (6.180)
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the time derivative of Vus along trajectory (6.153) is:
V˙us = |b|c−1us c˜s ˙˜cs =
 bc˜sz2n, if Vz ≥ cbvz0 otherwise (6.181)
the time derivative of Vp along trajectory (6.155) is:
V˙p = |b|c−1p p˜ ˙˜p =
 bp˜znzn+1 if Vz ≥ cbvz0 otherwise (6.182)
the time derivative of Vsw1, · · · , Vswl along trajectories (6.156, · · · , 6.158) are:
V˙sw1 = |b|ϑ˜>1 Υ−11 ˙˜ϑ1 =
 bznϑ˜>1 ϕ¯ if y ∈ Ω10 otherwise (6.183)
.
.
. (6.184)
V˙swl = |b|ϑ˜>l Υ−1l ˙˜ϑl =
 bznϑ˜>l ϕ¯ if y ∈ Ωl0 otherwise (6.185)
since only the update law for ϑ˜σ is active among ϑ˜1, · · · , ϑ˜l, the following holds:
V˙sw = V˙sw1 + · · ·+ V˙swl = V˙swσ = |b|ϑ˜>σΥ−1σ ˙˜ϑσ =
 bϑ˜>σ znϕ¯, if Vz ≥ cbvz0 otherwise (6.186)
thus,
V˙θn + V˙sw + V˙p + V˙us = (6.187) znθ˜>n ωn + bznp˜zn+1 + bznϑ˜>σ ϕ¯+ bc˜sz2n, if Vz ≥ cbvz0 otherwise (6.188)
we obtain V˙ using equations (6.179, 6.188):
V˙ = ˙¯Vz + V˙θ + V˙p + V˙sw + V˙us (6.189)
thus
 V˙ ≤ −(3/4)Vz if Vz ≥ cbvzV˙ = 0 if Vz < cbvz (6.190)
From the above equation, the following holds:
0 ≤ V (x¯(t)) ≤ V (x¯(to)), 0 ≤ V (x¯(to))− V (x¯(t)) ≤ V (x¯(to)) (6.191)
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Thus, V (x¯(t)) ∈ L∞ and the following boundedness properties hold:
i) (V¯z, Vz, Vθn, Vp, Vsw, Vus) ∈ L∞,
ii) (Vz1, · · · , Vzn, Vsw1, · · · , Vswn) ∈ L∞,
iii) (z1, · · · , zn, θ˜n, p˜, ϑ˜1, · · · , ϑ˜l, c˜s) ∈ L∞, according to the definitions in equations (6.159,
· · · , 6.166).
v) y ∈ L∞ because (z1, yd) ∈ L∞;
γ1 ∈ L∞ because y ∈ L∞, according to equation (6.128);
ω1 ∈ L∞ because (z1, yd) ∈ L∞
x2 ∈ L∞ because (z1, z2, y˙d) ∈ L∞, according to the definition of z2 in equation (6.130);
z˙1 ∈ L∞ because (z1, z2, ω1) ∈ L∞, according to equation (6.129);
(ϕi, ωi) ∈ L∞ because (z1, · · · , zi, yd, . . . , y(i)d ) ∈ L∞, according to the definitions in equa-
tions (6.132, 6.133);
(ϕn, ωn) ∈ L∞ because (z1, · · · , zn, yd, · · · , y(n)d ) ∈ L∞ according to equations (6.137,
6.138);
xi+1 ∈ L∞ because (zi, zi+1, ϕ, ωi) ∈ L∞, that implies (x3, · · · , xn) ∈ L∞, according to the
equation (6.135) and ;
xn ∈ L∞ because (zn, zn−1, ϕn−1, ωn−1) ∈ L∞, according to equation (6.135) with i = n−1;
(γn, ϕ¯) ∈ L∞ because (x1, · · · , xn) ∈ L∞;
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˙¯Vz ∈ L∞ because (z1, · · · , zn, zn+1, θ˜n, c˜s, p˜, ϑ˜1, · · · , ϑ˜l, ω1, · · · , ωn, ϕ¯) ∈ L∞, according to
equation (6.179);
zn+1 ∈ L∞ because (ϕn, ωn, θˆn, cˆsn, zn) ∈ L∞, according to the definition of zn+1 in equa-
tion (6.140);
u ∈ L∞ because (zn, zn+1, ϕ¯, pˆ, ϑˆσ, cˆs) ∈ L∞, according to equation (6.150) ;
z˙i ∈ L∞ because (zi, zi+1, ωi) ∈ L∞, according to equation (6.134) ;
in particular, x˙n−1 ∈ L∞ because (x1, · · · , xn) ∈ L∞, according to equation (6.121) ;
z˙n ∈ L∞ because (zn, zn+1, ωn, ϕ¯, θ˜n, c˜sn, p˜, ϑ˜σ) ∈ L∞, according to equation (6.151) .
Let us now prove the convergence of z1, · · · , zn using the above boundedness properties and
the Barbalat’s Lemma. In view of the properties iii), iv) in equations (6.169, 6.170), equation
(6.190) can be rewritten as follows:
V˙ ≤ −(3/4)V¯z + (3/4)cbvz ≤ 0 (6.192)
Arranging and integrating both sides gives:
(3/4)
∫ t
to
(V¯z − cbvz)dτ + V (t) ≤ V (to) (6.193)
Thus, (V¯z − cbvz) ∈ L1. We recall that V¯z satisfies V¯z ∈ L∞, ˙¯Vz ∈ L∞. Thus, (V¯z − cbvz) has
the following properties: (V¯z− cbvz) ∈ L∞∩L1, ddt(V¯z− cbvz) ∈ L∞. Then, (V¯z− cbvz)→ 0
as t→∞ follows from the Barbalat’s Lemma. In turn, this implies V¯z → Dvz and Vz → Dvz
as t → ∞, where Dvz = {Vz : Vz ≤ cbvz}. According to the definition of Vz , the inequality,
Vz ≤ cbvz implies |z1| ≤
√
2cbvz . Since cbvz = (1/2)c2be, e(t) = z1(t), thus Vz ≤ cbvz implies
|e(t)| ≤ cbe. Consequently, e(t)→ De as t→∞.
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Example 6.3
Consider the plant:
y¨ = ct1y˙ + ctoy + bσu+ d (6.194)
|d| ≤ µdfd, |ct1| ≤ µ1, |cto| ≤ µo (6.195)
where µd, µ1, µo are unknown positive constants, and fd = fd(y, y˙) is a known positive
function. In the case that d is bounded, we get fd = 1. Moreover:
bσ =
 b1 = 3.1 if y ≥ 1b2 = 3.2 if y < 1 (6.196)
such that the switching instants of bσ are known but the values of b1, b2 are unknown. The
goal of the design is to ensure the boundedness of all the closed loop signals and to ensure the
asymptotic convergence of the tracking error, i.e.
lim
t→∞ e = Ωe, Ωe = {e : |e| ≤ Cbe} (6.197)
where Cbe is a positive constant, of the user choice. The plant model can be rewritten as
follows:
x˙1 = x2 (6.198)
x˙2 = ct1x2 + ctox1 + bσu+ d (6.199)
x1 = y, x2 = y˙ (6.200)
we use a constant value of the desired output:
yd = 2, ⇒ y˙d = 0 (6.201)
Step 0. Define:
z1 = y − yd = x1 − yd (6.202)
Step 1. We obtain the time derivative of z1:
z˙1 = x˙1 − y˙d = x˙1 = x2 (6.203)
= −2z1 + x2 + 2z1 = −2z1 + z2 (6.204)
where z2 = x2 + 2z1 (6.205)
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Moreover:
z1z˙1 = −2z21 + z1z2 (6.206)
Step 2. We obtain the time derivative of z2:
z˙2 = x˙2 + 2z˙1 = ct1x2 + ctox1 + bσu+ d+ 2x2 (6.207)
= −2z2 + bσu+ d+ ct1x2 + ctox1 + 2x2 + 2z2 (6.208)
moreover:
z2z˙2 = −2z22 + bσz2u+ z2 (ct1x2 + ctox1 + d+ 2x2 + 2z2) (6.209)
where
z2(ct1x2 + ctox1 + d+ 2x2 + 2z2) (6.210)
≤ |z2| (|ct1||x2|+ |cto||x1|+ µdfd + 2|x2|+ 2|z2|) (6.211)
≤ |z2| (µ1|x2|+ µo|x1|+ µdfd + 2|x2|+ 2|z2|) (6.212)
≤ |z2|max(µ1 + 2, µo, µd, 2) (|x2|+ |x1|+ fd + |z2|) (6.213)
=
√
Cbvz
max(µ1 + 2, µo, µd, 2)√
Cbvz
(|x2|+ |x1|+ fd + |z2|) |z2| (6.214)
≤ Cbvz + (max(µ1 + 2, µo, µd, 2))
2
Cbvz
(|x2|+ |x1|+ fd + |z2|)2 |z2|2 (6.215)
Cbvz = (1/2)C2be (6.216)
in the last equation we applied the property ab ≤ a2 + b2. We summarize the above inequality
as follows:
z2(ct1x2 + ctox1 + d+ 2x2 + 2z2) ≤ Cbvz + cafaz2 (6.217)
fa = (|x2|+ |x1|+ fd + |z2|)2 z2 (6.218)
ca =
(max(µ1 + 2, µo, µd, 2))
2
Cbvz
(6.219)
substituting this inequality into equation (6.209) gives:
z2z˙2 ≤ −2z22 + bσz2u+ Cbvz + cafaz2 (6.220)
= −2z22 + bσz2
(
u+
ca
bσ
fa
)
+ Cbvz (6.221)
we choose the following control law:
u = −θˆσfa (6.222)
176
Chapter 6. Adaptive backstepping for switched plants
where θˆσ will be defined later. Replacing the above control law into equation ( 6.221) gives:
z2z˙2 ≤ −2z22 − bσz2faθ˜σ + Cbvz (6.223)
θ˜σ = θˆσ − ca
bσ
(6.224)
we choose the following update law:
˙ˆ
θ1 =
 γsgn(b1)faz2if y ≥ ao and Vz ≥ Cbvz0 otherwise (6.225)
˙ˆ
θ2 =
 0 if y ≥ ao or Vz < Cbvzγsgn(b2)faz2 otherwise (6.226)
Remark. The controller comprises the control law (6.222) and update law (6.225, 6.226). The
term fa is defined in equation (6.218) and z2 in equation (6.205).
Stability analysis
In the following we prove the boundedness of the closed loop signals and the convergence of
the tracking error to a residual set whose size is of the user choice. Let
V = V¯z + Vθ (6.227)
V¯z =
 (1/2)(z21 + z22) if Vz ≥ CbvzCbvz otherwise , Vz = (1/2)(z21 + z22) (6.228)
Vθ = (1/2)γ−1(|b1|θ˜21 + |b2|θ˜22) (6.229)
the time derivative of Vθ along trajectories (6.225, 6.226) is:
V˙θ = γ−1(|b1|θ˜1 ˙˜θ1 + |b2|θ˜2 ˙˜θ2) =

θ˜1b1faz2 if y ≥ ao and Vz ≥ Cbvz
θ˜2b2faz2 if y < ao and Vz ≥ Cbvz
0 if Vz < Cbvz
(6.230)
or equivalently, V˙θ =
 bσ θ˜σfaz2 if Vz ≥ Cbvz0 otherwise (6.231)
the time derivative of V¯z is:
˙¯Vz =
 z1z˙1 + z2z˙2 if Vz ≥ Cbvz0 otherwise (6.232)
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where V˙z can be obtained on the basis of equations (6.206, 6.223):
V˙z = z1z˙1 + z2z˙2 ≤ −2z21 − 2z22 + z1z2 + Cbvz − bσz2faθ˜σ (6.233)
where
−2z21 + z1z2 − 2z22 ≤ −z21 − z22 = −2Vz = −Vz − Vz = −Cbvz
Vz
Cbvz
− Vz(6.234)
−2z21 + z1z2 − 2z22 ≤ −Cbvz − Vz if Vz ≥ Cbvz (6.235)
substituting inequality (6.235) into equation (6.233) gives:
z1z˙1 + z2z˙2 ≤ −Vz − bσz2faθ˜σ if Vz ≥ Cbvz (6.236)
substituting this into equation (6.232) gives:
˙¯Vz =
 z1z˙1 + z2z˙2 ≤ −Vz − bσz2faθ˜σ if Vz ≥ Cbvz0 otherwise (6.237)
adding equations (6.231, 6.237) gives: V˙θ + ˙¯Vz ≤ −Vz if Vz ≥ CbvzV˙θ + ˙¯Vz = 0 otherwise (6.238)
We find V˙ using equations (6.227, 6.238):
V˙ = ˙¯Vz + V˙θ,
 V˙ ≤ −Vz if Vz ≥ CbvzV˙ = 0 otherwise (6.239)
we rewrite the above in terms of V¯z as follows: V˙ ≤ −Vz < −V¯z + Cbvz if Vz ≥ CbvzV˙ = 0 = −V¯z + Cbvz otherwise (6.240)
⇒ V˙z ≤ −(V¯z − Cbvz) (6.241)
rewriting, taking time integral and applying the Barbalat’s Lemma, gives:
lim
t→∞ V¯z − Cbvz = 0, limt→∞Vz = Ωvz, Ωvz = {Vz : Vz ≤ Cbvz} (6.242)
lim
t→∞ z1 = Ωz, Ωz = {z1 : |z1| ≤
√
2Cbvz = Cbe} (6.243)
where we used the definition Cbvz = (1/2)C2be to obtain the last equation, which is the same
as (6.197). The simulation results are shown in figure (6.3).
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Figure 6.3: Behavior of the tracking error and Lyapunov function
Example 6.4
Now, we consider the plant (6.112) with the following values: c1|1 = −0.517, c0|1 = 25,
c1|2 = −0.517, c0|2 = 1, b = 1, i.e.:
y¨(t) =
 0.517y˙ − 25y + u if y > 00.517y˙ − y + u if y ≤ 0 (6.244)
which is equivalent to the plant model (6.116, · · · , 6.120) with the following: ϕ¯ = [y˙, y]>,
θ = [0, 0]>, γ2 = [0 0]>, x1 = y, x2 = y˙, and:
θ∗σ =
 [−c1|1,−c0|1]>, if y ∈ Ω1[−c1|2,−c0|2]> , if y ∈ Ω2 (6.245)
The parameters necessary for the adaptive controller are:
ω2 = 0, ϕ2 = c1(y˙ − y˙d)− y¨d, z2 = y˙ + c1z1 − y˙d, z3 = ϕ2 + c2z2, (6.246)
u = −pˆz3 − ϕ¯>ϑˆσ − cˆsz2 (6.247)
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We use the following constants for the controller: Cbe = 0.2, so that Cbvz = 0.02, c1 =
2, c2 = 2, cus = 1, cp = 1, Υ1 = Υ2 = diag[1, 1]. In the figures (6.4(a), 6.4(b),6.4(c)) the
results are shown. The plant output y is given by the blue line and the output of the reference
model is given by a green dashed line. The controller is inactive for t ∈ [0 20). Notice that the
adjusted parameters experience significant variation during the time interval t ∈ [20 50] sec-
onds, but after that its variation is negligible. The control input u does not experience excessive
efforts in comparison with its final evolution. The high values of cˆs indicate the importance of
the rejection of external disturbances.
Conclusions
The main conclusion is that the robustness technique used, which involves the combination of
an auxiliar input with a dead zone update law, can be introduced to the state adaptive back-
stepping scheme if the plant is in Brunovsky form. Since the plant is in Brunovsky form, the
problem of discontinuous update laws is avoided.
The explicit appearance of the disturbance and the switching terms in the n-th differential equa-
tion of (6.116, · · · , 6.120), implies that the n-th step of the state adaptive backstepping is the
only one to be modified. Although the quadratic form Vz involves the multiple states z1, · · · ,
zn, the dead zone can be defined in terms of Vz instead of defining it for each Vz1, Vz2, · · · ,
Vzn. This is made possible by introducing an auxiliar input that attenuates the effect of the dis-
turbance d, leading to a residual term with adequate magnitude, according to equation (6.142),
such that the term −(3/4)Vz can cancel its effect and lead to a non-positive V˙ , according to
equations (6.143, 6.177, 6.178). This effect implies that all the update laws are inactivated
when Vz enters into the dead zone. The dependence of Vz and z1 implies that the convergence
of Vz forces the convergence of z1. From the simulation it can be seen the convergence of
the tracking error to the residual set De, the boundedness of the adjusted parameters and the
continuity of the control input u.
Although the scheme in [165] does not consider a switched plant, the state adaptive back-
stepping and robust techniques are used, so that we can compare some elements. The main
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(a) Performance of the output. (b) Control input u .
(c) Adapted parameters: a) θˆI|1, b) θˆI|2, c) cˆs, d) θˆII|1, e) θˆII|2, f) pˆ.
Figure 6.4: Simulation results
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difference is that we define the truncation in terms of Vz instead of each Vz1, · · · , Vzn, what
implies a significant simplification of the algorithm.
Consider the plant (6.112) under assumptions Ai)-AVii). If the mentioned robustness technique
will be used, the same benefits are achieved regardless if a surface sliding (section 5.1)or a
state adaptive backstepping is used. Indeed, the procedures have many similarities. The main
difference of the procedures is that the backstepping involves n steps, and V , V˙ involve n
states zi, which must be encompassed in the truncation. Accordingly, we define the truncated
form V¯z to be function of the states zi, instead of V¯s, which is function of the state S. The
redefinition of V˙ is also similar in both cases. The properties of the truncation on V¯z allow us
to express the time derivative of V in terms of V¯z − Cbvz , such that the Barbalat’s Lemma can
be applied to establish the convergence.
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Output adaptive backstepping for a second
order plant with output dependent switching
In this scheme we introduce robustness techniques to the output adaptive backstepping of [85]
for the case of a second order plant with only output measurement. We reject the effect of
the output dependent switching by means of the combination of auxiliar inputs and dead zone
update laws. The piece continuous behavior of the output dependent term of the vectorial field
of the plant model implies an error term in the dynamic equations for the virtual states ε. Then,
the cancellation of the effect of the terms ε in the equation for V˙z , z˙1, z˙2 is deteriorated. In or-
der to handle this, we introduce auxiliar inputs in α1 and u, and dead zone in Vz , achieving the
following properties: i) convergence of the tracking error e(t) to a residual set of user-defined
size, and ii) the boundedness of all the closed loop states, avoiding parameter drifting, iii) upper
bounds of the plant parameters are not required.
The dependence of V on ε and the possible positive values of V˙ε imply the adverse effect that
V˙ may become positive when Vz decreases and enters into the region Dvz . The reason for this
is the possible increase of Vε. To handle this, we introduce a truncation in the quadratic form
related to ε, so as to achieve a non-positive V˙ when Vz enters the region Dvz .
Notice that the dead zone update law implies the continuity of θˆ, pˆ, but the discontinuity of ˙ˆθ,
˙ˆp. Since z2 depends on θˆ, pˆ, it will be continuous, whereas its time derivative will be discon-
tinuous, such that impulse effects are avoided. Nevertheless, further extension for the case of
plants with order higher than two would imply impulse effects.
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The primary aim of the scheme was to introduce the multiple update law approach of [1],
but the following obstacle appears: the use of different update laws implies discontinuous
behavior of the stabilizing functions αi, and consequently discontinuous states zi. Recall that
the adaptive backstepping has the drawback that a discontinuous behavior of the stabilizing
functions αi yields discontinuous states zi and consequently impulse effects in the expression
of z˙i. The reason for this is that the states zi are defined on the basis of αi, and their dynamics
are obtaining by deriving αi with respect to time.
7.1 Problem statement
Consider the following plant:
y¨(t) =
 −a1y˙ − aoay + bou if y ∈ Ω1−a1y˙ − aoby + bou if y ∈ Ω2 (7.1)
where y(t) ∈ R1 is the system output, u(t) ∈ R1 is the input, a1, aoa, aob, bo are the plant
parameters. We make the following assumptions:
i) The plant parameters are constant, unknown and different from zero.
ii) The output y(t) is available for measurement, but not its time derivative y˙.
iii) There are not model inaccuracies nor external disturbances.
iv) The value of sign(b) is known.
v) The reference input r(t) is bounded.
vi) The switching instants are exactly known.
The desired behavior of the output with respect to the external command r(t) is specified by
the second order plant:
y¨d = −am1y˙d − amoyd + amor(t) (7.2)
where am1, amo are such that Km(p) = p2+am1p+amo is Hurwitz, and r(t) is bounded. The
objective of the MRAC design is to formulate a control law u(t) such that the tracking error
e(t) = y(t)− yd(t) asymptotically converges to the residual set De, defined as:
De = {e : |e| ≤ Cbe} (7.3)
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The plant equation
The plant model 7.1 can be rewritten as follows:
x˙1 = x2 (7.4)
x˙2 = −a1x2 − aoa + aob2 x1 + bu+ δ (7.5)
y = x1, y˙ = x2, δ = ±−aoa + aob2 y (7.6)
δ = Cδy, Cδ =
−aoa + aob
2
(7.7)
when Vz enters into the dead zone, the following holds:
y ≤ mx{yd}+
√
2Cbvz, δ2 ≤ C2δ
(
mx{yd}+
√
2Cbvz
)2
(7.8)
Estimated states
In the so called ”integrator backstepping”, the problem of only output measurement is tackled
by means of filters of the output and input signals, and a virtual state ε which is defined in
terms of the plant states and the filtered signals. The plant (7.1) can be represented as:
x˙1 = x2 − a1y
x˙2 = −aoy + bou+ δ
y = x1, ao = (aoa + aob)/2, δ = ±(1/2)(aob − aoa)y, Cδ = (1/2)(aob − aoa)
(7.9)
which can be rewritten in vectorial form as:
x˙ = Ax+ ay + [0 bo]Tu+ [0 δ]>, (7.10)
A =
 0 1
0 0
 , y = x1, a = [−a1 − ao]> (7.11)
Now, we proceed to construct the filters. Let
k = [k1 k2]T (7.12)
Ao = A− k[1 0] =
 −k1 1
−k2 0
 (7.13)
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where (k1, k2) > 0 so that Ao is Hurwitz. We define the output and input filters as:
ξ˙2 = Aoξ2 + ky (7.14)
ξ˙o = Aoξo + [0 1]T y (7.15)
ξ˙1 = Aoξ1 + [1 0]T y (7.16)
v˙o = Aovo + [0 1]Tu (7.17)
The estimation state ε is defined as:
ε = x− (ξ2 − aoξo − a1ξ1 + bovo) (7.18)
using equations (7.10, 7.14 - 7.17), we can verify that ε satisfies the following equation:
ε˙ = Aoε+ [0 δ]> (7.19)
The equation for Vε
Let
Vε = ε>ε (7.20)
Vεtot =
(
1
d1
+
1
d2
)
ε>Poε (7.21)
Cεa =
29
33
(1/d1 + 1/d2)
λ2mx(Po)
λmn(Po)
(mx{|Po12|, |Po22|})2 (7.22)
Cδ = ±aob − aoa2 (7.23)
where Po is a symmetric positive definite matrix, which can be obtained from PoAo+A>o Po =
−I . Using equation (7.19), we obtain:
V˙ε = −ε>ε+ ε>Po[0 δ]> (7.24)
V˙εtot = −
(
1
d1
+
1
d2
)
ε>ε+ 2
(
1
d1
+
1
d2
)
ε>Po[0 δ]> (7.25)
the term ε>Po[0 δ]> satisfies the following equations:
ε>Po[0 δ]> ≤ mx{|Po12|, |Po22|}‖ε‖1|δ| (7.26)
ε>Po[0 δ]> ≤
√
2mx{|Po12|, |Po22|}‖ε‖2|δ| (7.27)
(1/d1 + 1/d2)ε>Po[0 δ]> ≤
√
2(1/d1 + 1/d2)
λmn(Po)
mx{|Po12|, |Po22|}
√
Vεtot|δ|(7.28)
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Thus, we can write the equation for Vεtot as follows:
V˙εtot ≤ −(1/4)(1/d1 + 1/d2)ε22 −
9
16λmx(Po)
(
Vεtot − Cεa|δ|2
) (7.29)
7.2 The equations for z˙1, z˙2, V˙z
Step 1
Define z1 = e(t) = y(t)− yd(t). According to equation (7.9) its time derivative is:
z˙1 = y˙ − y˙d, y˙ = x2 − a1y (7.30)
From equation (7.18), we can express x2 as:
x2 = ξ2,2 − a1ξ1,2 − aoξ0,2 + bovo,2 + ε2 (7.31)
Let
θ = [−a1, −ao, bo]>, p = b−1o (7.32)
ω = [ξ1,2 + y, ξ0,2, v0,2]T , ω¯ = [ξ1,2 + y, ξ0,2, 0]>, (7.33)
ϕ = c1z1 + d1z1 + ξ2,2 − y˙d + ω¯>θˆ (7.34)
z2 = ν0,2 − α1 (7.35)
the expression for y˙ can be written as:
y˙ = x2 − a1y = ξ2,2 + (−a1ξ1,2 − aoξ0,2 + bovo,2) + ε2 − a1y
= ξ2,2 + ωT θ + ε2
(7.36)
by following the standard procedure in [85], we obtain the following equation:
z˙1 = −c1z1 + boz2 + bo(α1 + pˆϕ) + bo(p− pˆ)ϕ+ ω¯>(θ − θˆ)− d1z1 + ε2 (7.37)
Let
α∗1 = −sgn(bo)α¯z1, α∗2 = −α¯z2 (7.38)
α¯ =
1
2min{|bo|, 1}Cbvz
[
9
16λmx(Po)
Cεa|Cδ|2y2 + 14
(
1
d1
+
1
d2
)
C2b|ε2|
]
(7.39)
Cbvεtot = CεaC2δ
(
mx{yd}+
√
2Cbvz
)2
(7.40)
Cb|ε2| =
(
Cbvεtot
λmn(Po)(1/d1 + 1/d2)
)1/2
(7.41)
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Cbz = (1/2)C2be (7.42)
The term α∗1 can be expressed as:
α∗1 = −c∗ay2z1 − c∗bz1 = −c∗ay2z1 − c∗bz1 + cˆay2z1 + cˆbz1 − cˆay2z1 − cˆbz1 (7.43)
= c˜ay2z1 + c˜bz1 − cˆay2z1 − cˆbz1, c˜a = cˆa − c∗a, c˜b = cˆb − c∗b (7.44)
we add and subtract the term −boα∗1 to the equation (7.45):
z˙1 = −c1z1 + boz2 + bo(α1 + pˆϕ+ cˆay2z1 + cˆbz1)− bo(pˆ− p)ϕ− boc˜ay2z1
−boc˜bz1 − ω¯>(θˆ − θ)− d1z1 + ε2 + boα∗1
(7.45)
we choose the following expression for α1:
α1 = −pˆϕ− cˆay2z1 − cˆbz1 (7.46)
Thus,
z˙1 = −c1z1 + boz2 − bo(pˆ− p)ϕ− boc˜ay2z1 − boc˜bz1 − ω¯>(θˆ − θ)− d1z1
+ε2 + boα∗1
(7.47)
and
V˙z1 = −c1z21 + boz1z2 − bop˜ϕz1 − boc˜ay2z21 − boc˜bz21 − θ˜>ω¯z1 − d1z21
+z1ε2 + boz1α∗1,
(7.48)
p˜ = pˆ− p, θ˜ = θˆ − θ (7.49)
Step 2
We obtain the dynamics of the state z2 by deriving it with respect to time. In doing so, we use
the expression (7.36) for y˙ and (7.17) for υ˙0:
z˙2 = v˙0,2 − α˙1, v˙0,2 = −k2v0,1 + u (7.50)
α˙1 =
∂α1
∂y
ξ2,2 +
∂α1
∂yd
y˙d +
∂α1
∂y˙d
y¨d +
∂α1
∂ξ2,2
ξ˙2,2 +
∂α1
∂ξ1,2
ξ˙1,2 +
∂α1
∂ξ0,2
ξ˙0,2 +
∂α1
∂pˆ
˙ˆp
+
∂α1
∂cˆa
˙ˆca +
∂α1
∂cˆb
˙ˆcb +
∂α1
∂y
ωT θ +
∂α1
∂y
ε2 +
∂α1
∂θˆ
˙ˆ
θ (7.51)
= −β0 + ∂α1
∂y
ωT θ +
∂α1
∂y
ε2 +
∂α1
∂θˆ
˙ˆ
θ (7.52)
where
β0 = −
(
∂α1
∂y ξ2,2 +
∂α1
∂yd
y˙d + ∂α1∂y˙d y¨d +
∂α1
∂ξ2,2
ξ˙2,2 + ∂α1∂ξ1,2 ξ˙1,2 +
∂α1
∂ξ0,2
ξ˙0,2
+∂α1∂pˆ ˙ˆp+
∂α1
∂cˆa
˙ˆca + ∂α1∂cˆb
˙ˆcb
) (7.53)
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the terms ∂α1∂y ,
∂α1
∂yd
,
∂α1
∂y˙d
,
∂α1
∂ξ2,2
,
∂α1
∂ξ1,2
,
∂α1
∂ξo,2
,
∂α1
∂pˆ ,
∂α1
∂θˆ
may be obtained from equation (7.46):
∂α1
∂y
=
∂(−pˆϕ)
∂y
+
∂(−cˆay2z1 − cˆbz1)
∂y
(7.54)
= −pˆ
(
c1 + d1 + θˆ1
)
− 3cˆay2 + cˆayd − cˆb (7.55)
∂α1
∂yd
=
∂(−pˆϕ)
∂yd
+
∂(−cˆay2z1 − cˆbz1)
∂yd
= −pˆ (−c1 − d1) + cˆay + cˆb (7.56)
∂α1
∂y˙d
= pˆ,
∂α1
∂ξ2,2
= −pˆ, ∂α1
∂ξ1,2
= −pˆθˆ1, ∂α1
∂ξo,2
= −pˆθˆ2, ∂α1
∂pˆ
= −ϕ, (7.57)
∂α1
∂θˆ
= −pˆω¯T , ∂α1
∂cˆa
= −y2z1, ∂α1
∂cˆb
= −z1 (7.58)
by following the standard procedure of the state adaptive backstepping, we obtain:
z˙2 = u+ β2 − ∂α1
∂y
ω>θˆ − ∂α1
∂θ
˙ˆ
θ − θ˜>∂α1
∂y
ω − ∂α1
∂y
ε2, (7.59)
β2 = −k2ν0,1 + β0 (7.60)
The equation for Vz
We obtain V˙z using equations (7.48, 7.59):
V˙z = V˙z1 + V˙z2 = z1z˙1 + z2z˙2 = −c1z21 − bop˜ϕz1 − boc˜ay2z21 − boc˜bz21 + θ˜>τo
+z2
(
bˆoz1 + u+ β2 − ∂α1∂y ω>θˆ − ∂α1∂θˆ
˙ˆ
θ
)
− d1z21 + z1ε2 + boz1α∗1 − z2 ∂α1∂y ε2
(7.61)
τo = −ω¯z1 +
(
[0, 0, −z1]> + ∂α1
∂y
ω
)
z2 (7.62)
where bˆo is the last entry of the vector θˆ. The term −α∗2z2, with α∗2 defined in equation (7.38),
can be expressed as:
− α∗2z2 = z2(cˆcy2z2 + cˆdz2)− c˜cy2z22 − c˜dz22 , c˜c = cˆc − cc, c˜d = cˆd − cd (7.63)
we add and subtract the term −α∗2z2 to the equation (7.61):
V˙z = V˙z1 + V˙z2 = z1z˙1 + z2z˙2 = −c1z21 − bop˜ϕz1 − boc˜ay2z21 − boc˜bz21 + θ˜>τo
+z2
(
bˆoz1 + u+ β2 − ∂α1∂y ω>θˆ − ∂α1∂θˆ
˙ˆ
θ + cˆcy2z2 + cˆdz2
)
− d1z21
+z1ε2 + boz1α∗1 − z2 ∂α1∂y ε2 − c˜cy2z22 − c˜dz22 + α∗2z2
(7.64)
We choose
u = −c2z2 − d2
(
∂α1
∂y
)2
z2 − β2 + ∂α1
∂y
ω>θˆ − bˆoz1 + ∂α1
∂θˆ
˙ˆ
θ − cˆcy2z2 − cˆdz2 (7.65)
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Thus,
V˙z = −c1z21 − c2z22 − p˜boϕz1 + θ˜>τo − 14d1 (ε2 − 2d1z1)
2 − 14d2
(
ε2 + 2d2z2 ∂α1∂y
)2
+14
(
1
d1
+ 1d2
)
ε22 + boz1α
∗
1 + α
∗
2z2 − boc˜ay2z21 − boc˜bz21 − c˜cy2z22 − c˜dz22
(7.66)
The terms α∗1, α∗2 defined in equation (7.38) satisfy the following:
boα
∗
1z1 + z2α
∗
2 ≤ −2mn{|bo|, 1}α¯Vz (7.67)
with the above property, the equation (7.66) can be rewritten as follows:
V˙z ≤ −c1z21 − c2z22 − bop˜ϕz1 − boc˜ay2z21 − boc˜bz21 + θ˜>τo − 14d1 (ε2 − 2d1z1)
2
− 14d2
(
ε2 + 2d2z2 ∂α1∂y
)2
+ 14
(
1
d1
+ 1d2
)
ε22 − 2α¯mn{|bo|, 1}Vz
−c˜cy2z22 − c˜dz22
(7.68)
The update laws
We choose the following update laws:
˙ˆp =
 sgn(bo)γpϕz1 if Vz ≥ cbvz0 otherwise (7.69)
˙ˆ
θ =
 −Γτo if Vz ≥ cbvz0 otherwise (7.70)
˙ˆca =
 sgn(bo)γcay2z21 if Vz ≥ cbvz0 otherwise (7.71)
˙ˆcb =
 sgn(bo)γcbz21 if Vz ≥ cbvz0 otherwise (7.72)
˙ˆcc =
 γccy2z22 if Vz ≥ cbvz0 otherwise (7.73)
˙ˆcd =
 γcdz22 if Vz ≥ cbvz0 otherwise (7.74)
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where Cbvz = (1/2)C2be, γp, γca, γcb, γcc, γcd and the diagonal elements of the matrix Γ are
positive constants of the user choice, being Γ a diagonal matrix. Now, we define the quadratic
forms concerning the updated parameters. Let:
Vθ = (1/2)θ˜>Γ−1θ˜, Vp = (1/2)|bo|γ−1p p˜2 (7.75)
Vca = (1/2)|bo|γ−1ca c˜2a, Vcb = (1/2)|bo|γ−1cb c˜2b (7.76)
Vcc = (1/2)γ−1cc c˜
2
c , Vcd = (1/2)γ
−1
cd c˜
2
d (7.77)
The time derivatives of Vθ, Vp along trajectories (7.69, 7.70) are:
V˙θ = θ˜>Γ−1
˙˜
θ =
 −θ˜>τo if Vz ≥ Cbvz0 otherwise (7.78)
V˙p = |bo|p˜γ−1p ˙ˆp =
 bop˜ϕz1 if Vz ≥ Cbvz0 otherwise (7.79)
and the time derivatives of Vca, Vcb, Vcc, Vcd along trajectories (7.71, 7.72, 7.73, 7.74) are:
V˙ca = |bo|c˜aγ−1ca ˙ˆca =
 boc˜ay2z21 if Vz ≥ Cbvz0 otherwise (7.80)
V˙cb = |bo|c˜bγ−1cb ˙ˆcb =
 boc˜bz21 if Vz ≥ Cbvz0 otherwise (7.81)
V˙cc = c˜cγ−1cc ˙ˆcc =
 c˜cy2z22 if Vz ≥ Cbvz0 otherwise (7.82)
V˙cd = c˜dγ−1cd ˙ˆcd =
 c˜dz22 if Vz ≥ Cbvz0 otherwise (7.83)
7.3 Analysis of the equation for Vεtot
5 The equation for V˙εtot can be rewritten as follows:
V˙εtot = −(1/4)(1/d1 + 1/d2)ε22 −
9
16λmx(Po)
(
Vεtot − Cεa|δ|2
) (7.84)
V˙εtot = −(1/4)(1/d1 + 1/d2)ε22 −
9
16λmx(Po)
Vεtot +
9
16λmx(Po)
Cεa|δ|2 (7.85)
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According to the definition of Cb|ε2| in equation (7.41), we have:
If Vεtot < Cbvεtot, then ε2 < Cb|ε2| (7.86)
From the equation (7.84) we obtain the following properties:
V˙εtot ≤ −(1/4)(1/d1 + 1/d2)ε22 if Vεtot ≥ Cεaδ2 (7.87)
V˙εtot ≤ −(1/4)(1/d1 + 1/d2)ε22, if Vz < Cbvz, Vεtot ≥ Cbvεtot (7.88)
7.4 Analysis of the equation for Vεtot + Vz
The equation for V˙z + V˙εtot can be obtained from equations 7.68, 7.84:
V˙z + V˙εtot ≤ −c1z21 − dz1tanh(cz1)− c2z22 − bop˜ϕz1 − boc˜ay2z21
−boc˜bz21 + θ˜>τo − 2α¯mn{|bo|, 1}Vz
− 916λmx(Po)
(
Vεtot − Cεa|δ|2
)− c˜cy2z22 − c˜bz22
(7.89)
The term α¯ defined in equation (7.39) yields the following properties:
i) − 2α¯mn{|bo|, 1}Vz + 916λmx(Po)Cεa|δ|
2 ≤ 0, if Vz ≥ Cbvz (7.90)
and
ii)
1
4
(
1
d1
+
1
d2
)
ε22 − 2α¯mn{|bo|, 1}Vz ≤ 0, if Vεtot < Cbvεtot, Vz ≥ Cbvz (7.91)
and consequently:
V˙z + V˙εtot ≤ −c1z21 − dz1tanh(cz1)− c2z22 − bop˜ϕz1 − boc˜ay2z21 − boc˜bz21
+θ˜>τo − 916λmx(Po)Vεtot − c˜cy2z22 − c˜bz22 ,
if Vz ≥ Cbvz, Vεtot ∈ (Cbvεtot, Cεa|δ|2)
(7.92)
and
V˙z ≤ −c1z21 − dz1tanh(cz1)− c2z22 − bop˜ϕz1 − boc˜ay2z21 − boc˜bz21 + θ˜>τo (7.93)
−c˜cy2z22 − c˜bz22 , if Vz ≥ Cbvz, Vεtot < Cbvεtot (7.94)
7.5 The control algorithm
The controller involves the control law for u (equation 7.65) and update laws (7.69, · · · , 7.74).
The following constants and parameters are necessary for its computation: τo (7.62), ω, ω¯
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(7.33), ϕ (7.34), z2 (7.35), α1 (7.46), β2 (7.60), βo (7.53). Recall that bˆo is the last entry of θˆ,
Cbvz = (1/2)C2be, and Po is obtained from the equation PoAo +A>o Po = −I .
Tracking convergence analysis. If the above controller is applied to the plant (7.1), all the
closed loop signals remain bounded and the tracking error z1 converges to the residual set De.
The proof is shown in the analysis of the equations for the truncated quadratic forms.
7.6 Analysis of the equations for the truncated quadratic forms
Let
V = V¯z + V¯ε + Vθ + Vp + Vca + Vcb + Vcc + Vcd (7.95)
V¯z =
 Vz if Vz ≥ CbvzCbvz otherwise (7.96)
V¯εtot =
 Vεtot if Vεtot ≥ CbvεtotCbvεtot otherwise (7.97)
The quadratic form V¯z has the following property:
− V¯z + Cbvz =
 −Vz + Cbvz ∈ (−Vz 0] if Vz ≥ Cbvz0 if Vz < Cbvz (7.98)
We consider different cases:
Case I: Vz ≥ Cbvz and Vεtot ≥ mx{Cbvεtot, Cεa|δ|2} . We have the following:
V¯z = Vz, V¯ε = Vεtot (7.99)
˙¯Vz = V˙z, ˙¯Vε = V˙εtot (7.100)
˙¯Vz + ˙¯Vε = V˙z + V˙εtot ≤ −c1z21 − dz1tanh(cz1)− c2z22 − bop˜ϕz1
−boc˜ay2z21 − boc˜bz21 + θ˜>τo − 2α¯mn{|bo|, 1}Vz
−c˜cy2z22 − c˜dz22
(7.101)
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Case II: Vz ≥ Cbvz and Vεtot ∈ (Cbvεtot, Cεa|δ|2) . We have the following:
V¯z = Vz, V¯ε = Vεtot (7.102)
˙¯Vz = V˙z, ˙¯Vε = V˙εtot (7.103)
˙¯Vz + ˙¯Vε = V˙z + V˙εtot ≤ −c1z21 − dz1tanh(cz1)− c2z22 − bop˜ϕz1
−boc˜ay2z21 − boc˜bz21 + θ˜>τo − 916λmx(Po)Vεtot
−c˜cy2z22 − c˜dz22
(7.104)
Case III: Vz ≥ Cbvz and Vεtot < Cbvεtot . We have the following:
V¯z = Vz, V¯ε = Cbεtot, V¯z + V¯ε = Vz + Cbεtot (7.105)
˙¯Vz = V˙z ≤ −c1z21 − dz1tanh(cz1)− c2z22 + bop˜ϕz1 − θ˜>τo (7.106)
˙¯Vε = 0 (7.107)
˙¯Vz + ˙¯Vε = V˙z ≤ −c1z21 − dz1tanh(cz1)− c2z22 − bop˜ϕz1 − boc˜ay2z21
−boc˜bz21 + θ˜>τo − c˜cy2z22 − c˜dz22
(7.108)
Case IV: Vz < Cbvz and Vεtot ≥ Cbvεtot . We have the following:
V¯z = Cbvz, V¯ε = Vεtot, V¯z + V¯ε = Cbvz + Vεtot (7.109)
˙¯Vz = 0 (7.110)
˙¯Vε = V˙εtot ≤ −(1/4)(1/d1 + 1/d2)ε22 (7.111)
˙¯Vz + ˙¯Vε = V˙εtot ≤ −(1/4)(1/d1 + 1/d2)ε22 (7.112)
Case V: Vz < Cbvz and Vεtot < Cbvεtot . We have the following:
V¯z = Cbvz, V¯ε = Cbvεtot, V¯z + V¯ε = Cbvz + Cbvεtot (7.113)
˙¯Vz = 0 (7.114)
˙¯Vε = 0 (7.115)
˙¯Vz + ˙¯Vε = 0 (7.116)
From cases I , II , III we obtain:
˙¯Vz + ˙¯Vε ≤ −c1z21 − c2z22 − bop˜ϕz1 − boc˜ay2z21 − boc˜bz21 (7.117)
+θ˜>τo − c˜cy2z22 − c˜dz22 if Vz ≥ Cbvz (7.118)
From cases IV , V we obtain:
˙¯Vε ≤ 0, ˙¯Vz + ˙¯Vε ≤ 0, if Vz < Cbvz (7.119)
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have:
V˙ = V˙θ + V˙p + V˙ca + V˙cb + V˙cc + V˙cd + ˙¯Vz + ˙¯Vε (7.120)
Inserting the equations ( 7.78, · · · , 7.83, 7.118, 7.119) into the above equation, gives:
V˙ ≤ −c1z21 − c2z22 if Vz ≥ Cbvz (7.121)
V˙ ≤ 0 if Vz < Cbvz (7.122)
Or equivalently,
V˙ ≤ −2mn{c1, c2}Vz < 0 if Vz ≥ Cbvz (7.123)
V˙ ≤ 0 if Vz < Cbvz (7.124)
According to the property (7.98), the above equation can be rewritten as follows:
V˙ ≤ −2mn{c1, c2}(V¯z − Cbvz) ≤ 0 (7.125)
Thus, V ∈ L∞ and all the closed loop signals are bounded according to the standard procedure.
The convergence of the tracking error is analyzed at what follows. Arranging and integrating
the equation (7.125) gives:
V (t) + 2mn{c1, c2}
∫ t
to
(V¯z − Cbvz)dτ ≤ V (to) (7.126)
Thus, (V¯z − Cbvz) ∈ L1 and we have the following properties: (V¯z − Cbvz) ∈ L1 ∩ L∞,
d
dt(V¯z −Cbvz) ∈ L∞, so that we obtain (V¯z −Cbvz)→ 0 as t→∞ by invoking the Barbalat’s
Lemma. In turn, this implies Vz → Dvz as t→∞, where
Dvz = {Vz : Vz ≤ Cbvz} (7.127)
Since Cbvz = (1/2)C2be, thus |z1| → De as t→∞, where De is defined in equation (7.3).
Example 7.1
Now, we consider the plant (7.1) with the following values: aoa = 25 (y > 0), aob = 1,
(y ≤ 0), a1 = −0.517, bo = 1, i.e.:
y¨(t) =
 0.517y˙ − 25y + u if y > 00.517y˙ − y + u if y ≤ 0 (7.128)
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we have:
z1 = e = y − yd (7.129)
Ao =
 −k1 1
−k2 0
 (7.130)
(7.131)
where k1, k2 are positive constants of the user choice. The signals ξ2[1], ξ2[2], ξ1[1], ξ1[2], ξo[1],
ξo[2], vo[1], vo[2] are obtained from the following filters:
ξ˙2[1] = −k1ξ2[1] + ξ2[2] + k1y
ξ˙2[2] = −k2ξ2[1] + k2y
ξ2 = [ξ2[1], ξ2[2]]>
,

ξ˙o[1] = −k1ξo[1] + ξo[2]
ξ˙o[2] = −k2ξo[1] + y
ξo = [ξo[1], ξo[2]]>
(7.132)

ξ˙1[1] = −k1ξ1[1] + ξ1[2] + y
ξ˙1[2] = −k2ξ1[1]
ξ1 = [ξ1[1], ξ1[2]]>
,

v˙o[1] = −k1vo[1] + vo[2]
v˙o[2] = −k2vo[1] + u
vo = [vo[1], vo[2]]>
(7.133)
ω = [ξ1[2] + y, ξ0[2], vo[2]]
> (7.134)
ω¯ = [ξ1[2] + y, ξ0[2], 0]
> (7.135)
ϕ = c1z1 + d1z1 + ξ2[2] − y˙d + ω¯>θˆ (7.136)
where c1, d1 are positive constants of the user choice.
Cbvz = (1/2)C2be, α1 = −pˆϕ− cˆay2z1 − cˆbz1 (7.137)
z1 = e = y − yd (7.138)
z2 = vo[2] − α1 (7.139)
Γ = diag{γ1, γ2, γ3} (7.140)
where γp, γ1, γ2, γ3 are positive constants of the user choice.
τo = −ω¯z1 +
(
∂α1
∂y
ω + [0, 0, −z1]>
)
z2 (7.141)
u = −c2z2 − d2
(
∂α1
∂y
)2
z2 − β2 + ∂α1∂y ω>θˆ − bˆoz1 + ∂α1∂θˆ
˙ˆ
θ
−cˆcy2z2 − cˆdz2
(7.142)
where bˆo is the last entry of θˆ, i.e. bˆo = θˆ[3]. The remaining signals of the controller can be
computed according to section (7.5).
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We use the following constants for the controller: c1 = 2, c2 = 2, d1 = 2, d2 = 2, Cbe =
0.2, so that Cbvz = 0.02, γp = 0.5, γca = 0.1, γcb = 0.1, γcc = 0.1, γcd = 0.1, Γ =
diag{0.5, 0.5, 0.5}. The results are shown in figures (7.1(a), 7.1(b), 7.1(c), 7.1(d)). The time
required by the computer to carry out the simulation is remarkably larger than the time required
for an adaptive control scheme that assumes measured y˙. The reason for this is that the control
algorithm comprises many filters over the input, over the output, and the partial derivatives of
α1. For t < 15 seconds, the desired output yd increases and then reaches a constant value
of 0.05. Notice the following facts: i) the output y converges towards the desired output yd,
achieving a final error lower than Cbe = 0.2, ii) the adjusted parameters remain bounded.
The convergence of the y towards yd shows an oscillatory behavior, due to the asymptotic
convergence guaranteed by the developed scheme. At the instant t = 15 seconds, yd increases
until it reaches a sinusoidal behavior. For t > 15 seconds, the convergence of y towards yd
seems exponential rather than asymptotic, evolving always in the direction towards yd. The
reason for this is that during t < 15 seconds, the adjusted parameters changed so as to reduce
the tracking error, and then they remain constant until t = 15. Notice also that from t = 15 to
t = 20, the tracking error increases significatively, and takes too long to reach the residual set
De defined in equation (7.3). The reason is that the adjusted parameters have not finished its
adjustment, and the values of γp, γca, γcb, γcc, γcd, and the diagonal entries of Γ are overly low,
leading to slow variation of the adjusted parameters. Notice also that the values of the control
input u are not very far from its steady values, what implies a low control effort. As can be seen
from figure (7.1(e)), the convergence of the signal z2 is overly fast, whereas the convergence
of z1 is overly slow.
7.7 Conclusions
The switching of the plant affects the dynamics ε˙, affecting also the expression for V˙ε and de-
teriorating the non-positive feature of V˙ , according to the following facts:
i) V˙ε may take positive values, what is more disastrous when Vz enters into its dead zone, be-
cause V˙ only depends on V˙ε, so that it takes positive values too. ii) The terms related to ε
appearing in the expression for V˙z are not canceled by the terms of V˙ε, so that V˙ may become
positive. To handle factor i), we introduced a dead zone for Vε, by defining V¯ε. This implies a
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(a) Performance of the output. (b) Control input u .
(c) Adapted parameters: a) θˆ1, b) θˆ2, c) θˆ3, d) pˆ. (d) Adapted parameters: a) cˆa, b) cˆb, c) cˆc, d) cˆd.
(e) The signals z1 and z2
198
Chapter 7. Output adaptive backstepping for a second order plant with output
dependent switching
non-positive expression of ˙¯Vε, even when Vz enters into a dead zone. To handle the factor ii),
we use auxiliar inputs additive to α1, and u to tackle the effect of the terms related to ε in the
expressions for V˙z , inducing thus a non-positive V˙ .
Discontinuous expression for ˙ˆθ, ˙ˆp can be used in the case of schemes based on output adaptive
backstepping for plants with n = 2, m = 1, because z2 depends on θˆ, pˆ and not on ˙ˆθ, ˙ˆp, so that
z2 is continuous. Nevertheless, continuous expressions are necessary for ˙ˆθ, ˙ˆp for the case of
n ≥ 3. Although continuous forms of the projection type update laws have been used, [154],
dead zone type update laws with a continuous approximation would be also valid. The benefit
of that would be the fact that known bounds of the plant parameters are not required.
199
Chapter 8
Conclusions and future work
8.1 Conclusions
In the following we give general conclusions on the work developed in the document. At the
end of the chapters and sections in-depth conclusions are shown.
Controller using normal form based regression models, chapter 3
The regression models based on the normal form of the bifurcation gives adequate accuracy for
systems with strong nonlinear behavior, if a sufficient number of nonlinear terms is used. This
can be verified from the application to the anaerobic reactor and the PMSM. The presence of
time varying parameters, modelling error and external disturbances may be handled by means
of robustness techniques in a simple manner. The only requirement is that the upper bounding
function must be known. As can be seen in [32], pp. 74, 196, many nonlinearities are sector
bounded. This nonlinearities may be taken into account with the sector bound as the known
upper bounding function. If we compare our methodology with the function approximation
techniques, ours uses polynomial functions instead of basis functions to represent the nonlin-
ear behavior. Therefore, our methodology implies lower computational load because compu-
tation associated to the nonlinear terms is lower than computation associated to basis functions.
The Lyapunov function. The classical direct Lyapunov method for time variable systems in-
volves too many restrictions: i) the Lyapunov function V (x) must be positive definite and de-
crescent, ii) V¨ must be bounded, and iii) the vectorial field of the plant, f(x, t) must be contin-
uous or piecewise continuous. This method has been very useful in the development of MRAC
schemes. Nevertheless, significant relaxation of these conditions are necessary to achieve ro-
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bust performance, as can be concluded from the robust MRAC schemes in [122], [165], [30].
In particular, the truncated Lyapunov function was introduced in [122]. Herein, the MRAC
scheme involves piecewise continuous behavior of the closed loop vectorial field, caused by
the inactivation of the adjustment law. Moreover, some conditions on V , V˙ are given, but the
proof of the convergence of the tracking error is qualitative and based on simulation. Strict
proofs of convergence can be found in [165], [30].
The convergence of S. The boundedness of the sliding surface S implies that xe = [e(n−1),
· · · , e˙, e]> remains bounded. Likewise, the convergence of S to the region Ωs implies that xe
converges to a region bounded by the surfaces xel, xeu. This means that e(n−1), · · · , e˙, will
reach small values, and therefore u will reach acceptable values.
Since e and S are related through a filter of order and relative degree n− 1, the convergence of
e to De is slower that the convergence of S to Ds. If disturbances and modelling errors are not
taken into account adequately, S may get out from the region Ds.
Small values of S in transient time and rapid convergence may be achieved by setting adequate
values of the adjustment gains, i.e. the diagonal entries of Γ. To the best of our knowledge, trial
and error, and simulation are necessary, and there is not a manner to find out adequate values
analytically. Nevertheless, equation (3.78) can give us insight on the effect of Γ. The equation
(3.78) gives:
V¯s + Vθ + Vc ≤ (1/2)|b|θ˜>Γ−1θ˜|t=0 + (1/2)|b|γ−1c˜2|t=0 + V¯s|t=0 (8.1)
The above equation indicates that the values of Vs depend on the values of θ˜|t=0 and Γ−1.
Large values of the entries of Γ would imply small values of (1/2)|b|θ˜>Γ−1θ˜|t=0 and conse-
quently of Vs. Therefore, small values of e in transient time may be achieved by setting large
values of the entries of Γ.
The use of a reference model implies that discontinuous behavior of yd and consequently infi-
nite derivative of e are avoided. In fact, if abrupt changes are specified in r, yd gives smooth
signal. This effect is similar to the I − PD methodology in classic linear control. Recall that
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I − PD controller is equivalent to a PID controller where the reference is filtered before com-
puting the tracking error.
As can be seen in [131], pp. 285 - 300, pioneer robust techniques in surface sliding MRAC
involved several drawbacks: i) if the control gain b is adjusted, it must be lower bounded to
avoid excessively large values of u; ii) if signum signals are used, chattering occurs in u, iii)
there is not a strict way to ensure V˙ ≤ 0 if S takes small values and continuous signals are used
to avoid chattering. To overcome this, it is often assumed that V˙ ≈ 0 for small values of S.
iv) It is not possible to take into account the presence of disturbances or modelling errors with
known upper bounding functions. v) When the magnitude of the auxiliar input is not adjusted,
it must be high enough to cover the worst case of the disturbance term. The drawback of this
is the excessive control effort and actuator saturation. vi) In some schemes [145], the tracking
error converges to zero if the approximation error ω satisfies ω ∈ L2. Otherwise, it achieves
smallness in the mean square sense (m.s.s), i.e.:
∫ t
to
e2dτ ≤ a+ b
∫ t
to
ω2dτ (8.2)
This convergence does not mean the strict convergence of the tracking error to some residual
set.
The robust techniques [165], [30] overcome all the above drawbacks. The use of truncation is
a key element to achieve V˙ ≤ 0, ∀t ≥ to. The use of ideal inputs implies that the adjustment
of the control gain b is not necessary. The intuitive reasoning for this is that b is merged into
the other plant parameters. The redefinition of the expression for V˙ allows one to establish the
convergence of e and S in a strict sense without requiring convergence in the mean square sense
nor the L2 property of the modelling error. In addition, modelling errors or disturbances with
known upper bounding functions may be taken into account without altering the convergence
properties and assumptions. According to simulation we conclude that the following choices
of the upper bounding function are adequate for the anaerobic reactor: fd = 1 and fd = |y|.
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A sliding surface MRAC for plants in Brunovsky form, with full state measure-
ment and state dependent switching, chapter 4
The technique of [1] takes advantage of the known switching instants of the plant in the sense
that the switching instants of the controller are chosen to be the same as those of the plant.
Thus, the control input u cancels exactly the effect of the switching of the plant parameters.
Indeed, the ideal input in the error equation carries out a perfect cancellation of the plant pa-
rameters that experience switching. It is worth to notice that we stated the scheme of [1] in
terms of the direct Lyapunov method for time variable systems, without requiring special theo-
ries for switched systems. The key element to achieve this is to define a quadratic function for
each of the vectors of adjusted parameters.
The robust surface sliding MRAC for plants in Brunovsky form, full state mea-
surement and state dependent switching, chapter 5
In certain cases the plant switching may be handled by means of robustness techniques instead
of the approach of [1]. One may wonder which of both options one must choose. To the best
of our knowledge, the approach of [1] is necessary when the high frequency gain b experiences
switching, in which case the switching instants of b are required to be known. If the switching
instants of b are unknown, it seems not possible to formulate an adequate MRAC scheme such
that V˙ ≤ 0. Therefore, measurement devices or off line experiments are required to find out
the switching instants.
It is possible to use a scheme based on [1] to handle the switching of b and robust techniques to
handle the switching of other plant parameters. Nevertheless, the use of robust techniques may
induce excessive control efforts and frequent actuator saturation. In this case, a scheme based
on [1] is more adequate.
The design of the control input of section (5.1) implies benefits and drawbacks. The effect of all
the plant parameters is handled by means of a robustness auxiliary input, and only one param-
eter is adjusted. To that purpose, all the plant terms are merged into one unique term ‖ϕa‖1,
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ϕa = [y(n−1), · · · , y, r]>. This has the advantage of lower computational effort because
only one parameter is adjusted. Nevertheless, the control input u may undergo abrupt changes.
The rationale for this is as follows. The adjusted parameter cˆ reaches high values to handle
the effect of all the entries of ϕa. In turn, u may become oversized in some instants, leading
to frequent actuator saturation. Let us now analyze the simulation results of the final exam-
ple. See figures 5.3(a), 5.3(b), where we considered a time interval [0 400]. At the beginning,
tracking errors of −0.3 appear. The adjustment parameter cˆ evolves from 0 to 95.6 during the
time interval [0 400]. As result, at the instant 400 the control effort undergoes abrupt behavior
but induces low values of the tracking error.
In section 5.3 we used the κ terms to tackle the effect of a residual term associated to the
uncertainty of the switching manifold. As noticed in [77], [73], the effect of the κ terms is to
maintain the boundedness of the states when the adjustment law is inactivated. In our scheme,
we inactivate the adjustment law when Vs enters into the region Dvs, so that S is bounded
during that time interval. When Vs leaves the region Dvs, the adjustment law activates, so that
V˙ ≤ 0, and the stability is preserved.
Robust state adaptive backstepping for plants with full state measurement and
state dependent switching, section 6.2
Although a similar plant was considered in sections 5.1, 5.2, the importance of the scheme is to
set an intermediate step before considering plants in the “semi-strict feedback form”. The use
of a plant in Brunovsky form implies an important simplification of the backstepping proce-
dure, mainly in the steps 1, · · · , n−1. On the one hand, it is not necessary to define adjustment
laws in the steps 1, · · · , n − 1. On the other hand, the problem of discontinuous states z1,
· · · , zn disappears because there are not adjustment parameters in the intermediate steps 1,
· · · , n − 1. A major difficulty in introducing robustness is the fact that the states z1, · · · , zn
influence the expression for V˙ . Thus, those states must be taken into account in the definition
of the truncated form V¯s and the inactivation of the update laws. If not, V˙ may take positive
values. The boundedness of the states z1, · · · , zn implies that the tracking error z1 = e and y˙,
· · · , y(n−1) are bounded. Likewise, the convergence of Vz to Dvz implies that y˙, · · · , y(n−1)
converge to a small region.
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Although the sliding surface MRAC scheme of section (3.6) is not intended for switched plants,
it considers the presence of disturbances and modelling error, so that we can make a comparison
for the case that there is not switching. The similarities are: i) it is assumed that the values of
y, y˙, · · · , y(n−1) are available, ii) the tracking error converges to a residual setDe whose size is
of the user choice, iii) known upper bounds of the plant parameters are not required, iv) known
upper bounds of the disturbance or the modelling error are not required. The main difference
is the convergence of the states.
The output adaptive backstepping for plants of second order with output depen-
dent switching, chapter 7
It is very difficult to introduce the multiple update law approach of [1] into the output backstep-
ping of [85]. The reason is that the input u and the stabilizers αi, and consequently the states
zi would experience discontinuous behavior. In fact, we used robust techniques instead of the
approach of [1]. Thus, a continuous behavior of u, αi and zi was achieved.
The effect of the switching terms of the plant model appears explicitly in the dynamic equation
for the states ε, but not on the dynamics for zi. This fact motivated us to introduce a dead zone
in the definition of the quadratic form for the virtual states, i.e. Vεtot. Adequate properties were
achieved, some of which are: i) the tracking error converges to a residual set whose size is of
the user choice, ii) known upper bounds for the plant parameters are not necessary.
8.2 Future work
In the following we give some ideas of future research to continue the work developed. A
major fact to consider is the unavailability of the derivatives of the output, i.e. y˙, · · · , y(n−1), in
the scheme of section 3.6. One way to deal with this is to sue sliding observers. The robustness
features of the scheme must be preserved in the resulting scheme. The truncation must be such
that V˙ ≤ 0 when Vs enters into the residual set Dvs. We conjecture that a dead zone must be
also introduced in the definition of the quadratic form for the observer states.
Other way to deal with that is to use the output backstepping of [85]. We propose that an
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scheme similar to that of section 7 would be adequate. Recall that in that scheme a truncation
is used for the quadratic form related to the states z1, · · · , zn and for the quadratic form related
to the virtual states ε. Nevertheless, the truncation must be modified to avoid discontinuity in
the states z1, · · · , zn.
A more realistic description of the plant can be achieved with the following model instead of
the Brunovsky form:
y =
N(p)
D(p)
(u+ ϕ>θ + d) (8.3)
where N(p), D(p) are linear polynomial of p whose relative degree are m, n and m ≤ n;
u is the control input; y is the plant output; ϕ = ϕ(x, t) is ta known regression vector;
x = [y, y˙, · · · , y(n−1)]> is the state vector; d represents exogenous disturbances or modelling
error with known upper bounding function. One way to deal with this plant is to assume com-
plete state measurement and use the state backstepping of [74] and robustness techniques. In
this case, the steps 1, · · · , n − 1 of the procedure would involve the definition of adjustment
laws, so that care must be taken with the appearance of discontinuities in the states z1, · · · ,
zn. Other way is to assume that only the output is measured, and use the output backstepping
of [85].
The influence of friction is important in many engineering systems (cf. [32]). The friction is
difficult to model and to handle. It induces the following effects: i) hangoff: the tracking error
in steady state becomes different from zero, ii) limit cycling: the tracking error oscillates or
hunts about zero in steady state. In both cases, the residual set to which the tracking error
converges may have an undesired size. Adequate robust MRAC schemes have been achieved,
e.g. [30].
Hysteresis. The hysteresis is a nonlinear phenomenon, due to which the output depends on the
input and on whether the input is increasing or decreasing. As result, the vectorial field of the
plant involves switching.
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