Abstract. We introduce general weighted surface algebras of triangulated surfaces with arbitrarily oriented triangles and describe their basic properties. In particular, we prove that all these algebras, except the singular disc, triangle, tetrahedral and spherical algebras, are symmetric tame periodic algebras of period 4.
Introduction and main results
We are interested in the representation theory of tame self-injective algebras. In this paper, all algebras are finite-dimensional associative, indecomposable as algebras, and basic, over an algebraically closed field K of arbitrary characteristic.
Tame self-injective algebras of polynomial growth are currently well understood (see [34, 35] ). For non-polynomial growth, much less is known. It would be interesting to describe the basic algebras of arbitrary tame self-injective algebras of non-polynomial growth. Our present project is a step in this direction.
In the modular representation theory of finite groups representation-infinite tame blocks occur only over fields of characteristic 2, and their defect groups are dihedral, semidihedral, or (generalized) quaternion 2-groups. In order to study such blocks, algebras of dihedral, semidihedral and quaternion type were introduced and investigated, over algebraically closed fields of arbitrary characteristic (see [11] ). In particular, it was shown in [13, 25] that every algebra of quaternion type is a tame periodic algebra of period 4.
Recently cluster theory has led to new directions. Inspired by this, we study in [15] a class of symmetric algebras defined in terms of surface triangulations, which we call weighted surface algebras. They are tame and we show that they are periodic as algebras, of period 4 (with one exception, which we call the singular tetrahedral algebra). We observe that many algebras of quaternion type as described in [11] occur in this setting but the construction in [15] only produces algebras whose Gabriel quiver is 2-regular (that is, at each vertex, two arrows start and two arrows end).
In this paper we extend and improve the results of [15] . We generalize the previous definition slightly, and obtain a larger class of algebras. This new version also includes algebras whose Gabriel quiver is not 2-regular, in particular we obtain now almost all algebras of quaternion type. As well, we obtain the endomorphism algebras of cluster tilting objects in the stable categories of maximal Cohen-Macaulay modules over minimally elliptic curve singularities, as discussed in [3] .
An important further motivation for the generalisation is the study of idempotent algebras. In [18] we show that any Brauer graph algebra occurs as an idempotent algebra of some weighted surface algebra. Analysing an arbitrary idempotent algebra of a weighted surface algebra, we discovered that it is natural to extend the original definition. In a subsequent paper we will give a complete description of all idempotent algebras of weighted surface algebras.
The main result in this paper shows that, with four exceptions, a general weighted surface algebra is periodic as an algebra, of period 4. The exceptions are the singular tetrahedral algebra which already occured in [15] , and three others, which we call singular disc algebra, singular triangle algebra, and singular spherical algebra.
Let A be an algebra. Given a module M in mod A, its syzygy is defined to be the kernel Ω A (M ) of a minimal projective cover of M in mod A. The syzygy operator Ω A is a very important tool to construct modules in mod A and relate them. For A self-injective, it induces an equivalence of the stable module category mod A, and its inverse is the shift of a triangulated structure on mod A [22] . A module M in mod A is said to be periodic if Ω n A (M ) ∼ = M for some n ≥ 1, and if so the minimal such n is called the period of M . The action of Ω A on mod A can effect the algebra structure of A. For example, if all simple modules in mod A are periodic, then A is a self-injective algebra. Sometimes one can even recover the algebra A and its module category from the action of Ω A . For example, the self-injective Nakayama algebras are precisely the algebras A for which Ω 2 A permutes the isomorphism classes of simple modules in mod A. An algebra A is defined to be periodic if it is periodic viewed as a module over the enveloping algebra A e = A op ⊗ K A, or equivalently, as an A-A-bimodule. It is known that if A is a periodic algebra of period n then for any indecomposable non-projective module M in mod A the syzygy Ω n A (M ) is isomorphic to M .
Finding or possibly classifying periodic algebras is an important problem, because of interesting connections with group theory, topology, singularity theory, cluster algebras, cluster tilting theory (we refer to [14, 27] and the introduction of [15] for some details).
The following three theorems describe basic properties of the general weighted surface algebras. This paper is organized as follows. In Section 2 we introduce the algebras. This is slightly more general as needed for weighted surface algebras, in order to show how they fit into a more general context of tame symmetric algebras; as well it will be needed for the study of idempotent algebras. We review much as needed from [15] , this is done in Section 2, and discuss the modifications of the definition needed. Section 3 introduces the algebras which play a special role: the disc algebras, the tetrahedral algebras, the triangle algebras, and the spherical algebras. In Section 4 we prove some general results, in particular we show that weighted surface algebras are symmetric (except for a few small cases which we identify). Section 5 proves the periodicity result. The final section proves tameness, and also classifies polynomial growth. For general background on the relevant representation theory we refer to the books [1, 11, 32, 36] .
Weighted surface algebras, and the general context
Recall that a quiver is a quadruple Q = (Q 0 , Q 1 , s, t) where Q 0 is a finite set of vertices, Q 1 is a finite set of arrows, and where s, t are maps Q 1 → Q 0 associating to each arrow α ∈ Q 1 its source s(α) and its target t(α). We say that α starts at s(α) and ends at t(α). We assume throughout that any quiver is connected.
Denote by KQ the path algebra of Q over K. The underlying space has basis the set of all paths in Q. Let R Q be the ideal of KQ generated by all paths of length ≥ 1. For each vertex i, let e i be the path of length zero at i, then the e i are pairwise orthogonal, and their sum is the identity of KQ. We will consider algebras of the form A = KQ/I where I is an ideal of KQ which contains R m Q for some m ≥ 2, so that the algebra is finite-dimensional and basic. The Gabriel quiver Q A of A is then the full subquiver of Q obtained from Q by removing all arrows α which belong to the ideal I.
The setting for weighted surface algebras and the algebras occuring in [17] and [18] (and also in future work) has unified description, which we will now present.
A quiver Q is 2-regular if for each vertex i ∈ Q 0 there are precisely two arrows starting at i and two arrows ending at i. All quivers we consider will be 2-regular. Such a quiver has an involution on the arrows, α →ᾱ, such that for each arrow α, the arrowᾱ is the arrow = α such that s(α) = s(ᾱ).
A biserial quiver is a pair (Q, f ) where Q is a (finite) connected 2-regular quiver, with at least two vertices, and where f is a fixed permutation of the arrows such that t(α) = s(f (α)) for each arrow α. The permutation f uniquely determines a permutation g of the arrows, defined by g(α) := f (α) for any arrow α. Let (Q, f ) be a biserial quiver. We say that (Q, f ) is a triangulation quiver if f 3 is the identity. That is, all cycles of f have length 3 or 1.
In this paper we will focus on triangulation quivers. As we have proved in [15] , these are precisely the quivers (Q(S, T ), f ) constructed from a triangulation T of a compact connected (real) surface, with or without boundary, and where the orientation T in each triangle can be chosen arbitrarily. For details we refer to [15] , we will not repeat this since we will not use the geometric version in any essential way.
We fix an algebraically closed field K, and we introduce some notation. This will be used throughout. For each arrow α, we fix m α ∈ N * a multiplicity, constant on g-cycles, and c α ∈ K * a weight, constant on g-cycles, and define n α := the length of the g-cycle of α, B α := αg(α) . . . g nα−1 (α) the path along the g-cycle of α of length m α n α A α := αg(α) . . . g nα−2 (α) the path along the g-cycle of α of length m α n α − 1.
For the algebras of the form A = KQ/I, we will fix relations such that:
(1) Each paths αf (α) of length 2 occurs in some distinguished element in I.
(2) We will ensure that in the algebra, c α B α = cᾱBᾱ, and that the elements B α span the socle of A. (3) We will ensure that A has a basis consisting of initial subwords of elements B α and Bᾱ. That is, the cycles of f describe minimal relations, and the cycles of g describe a basis for the algebra. There are two types of distinguished relations, (Q) αf (α) = cᾱAᾱ in Λ, only when f 3 (α) = α ('quaternion' relations); (B) αf (α) = 0 in Λ ('biserial' relations). In addition, one needs zero relations so that (2) is satisfied.
This includes Brauer graph algebras: Take an algebra R = KQ/I where (Q, f ) is a biserial quiver and where I is generated by biserial relations, for all arrows α, together with relations B α = Bᾱ, for all arrows α, taking as the weight function has c α = 1 for all α. For details we refer to [18] . This includes Brauer tree algebra, and motivated by this we think of the cycles of f as 'Green walks'.
In [15] and [17] we have studied biserial weighted surface algebras, these are the Brauer graph algebras where in addition f 3 = 1, that is, (Q, f ) is a triangulation quiver. These occur for blocks with dihedral defect groups. In this case, the Green walks are in bijection with tubes of rank 3 in the stable Auslander-Reiten quiver. In fact, this suggests that the condition f 3 = 1 should play a special role. On the other extreme, if all distinguished relations are quaternion relations, we get weighted surface algebras, which we will study in detail in this paper.
To deal with tameness, we use special biserial algebras, and we only need those which are symmetric, for the general definition we refer to the literature. It is known that special biserial symmetric algebras are precisely the Brauer graph algebras as described above, for a detailed discussion see [18] . We have the following (proved in this generality in [37] , see also [4, 8] for alternative proofs).
Proposition 2.1. Every special biserial algebra is tame.
For a positive integer d, we denote by alg d (K) the affine variety of associative K-algebra structures with identity on the affine space K d . Then the general linear group GL d (K) acts on alg d (K) by transport of the structures, and the GL d (K)-orbits in alg d (K) correspond to the isomorphism classes of d-dimensional algebras (see [26] for details). We identify a d-dimensional algebra A with the point of alg d (K) corresponding to it. For two d-dimensional algebras A and B, we say that B is a degeneration of A (A is a deformation of B) if B belongs to the closure of the GL d (K)-orbit of A in the Zariski topology of alg d (K).
Geiss' Theorem [20] shows that if A and B are two d-dimensional algebras, A degenerates to B and B is a tame algebra, then A is also a tame algebra (see also [5] ). We will apply this theorem in the following special situation. Proposition 2.2. Let d be a positive integer, and A(t), t ∈ K, be an algebraic
A family of algebras A(t), t ∈ K, in alg d (K) is said to be algebraic if the induced map A(−) : K → alg d (K) is a regular map of affine varieties.
An important combinatorial and homological invariant of the module category mod A of an algebra A is its Auslander-Reiten quiver Γ A . Recall that Γ A is the translation quiver whose vertices are the isomorphism classes of indecomposable modules in mod A, the arrows correspond to irreducible homomorphisms, and the translation is the Auslander-Reiten translation τ A = D Tr. For A self-injective, we denote by Γ s A the stable Auslander-Reiten quiver of A, obtained from Γ A by removing the isomorphism classes of projective modules and the arrows attached to them. By a stable tube we mean a translation quiver Γ of the form ZA ∞ /(τ r ), for some r ≥ 1, and we call r the rank of Γ. We note that, for a symmetric algebra A, we have τ A = Ω 2 A (see [36, Corollary IV.8.6] Therefore, we conclude that, if A is an indecomposable, representation-infinite, symmetric, periodic algebra (of period 4) then Γ s A consists of stable tubes (of ranks 1 and 2). We also note that, if A is a representation-infinite special biserial symmetric algebra, then Γ s A admits an acyclic component (see [12] ), and consequently A is not a periodic algebra.
Let A be an algebra over K and σ a K-algebra automorphism of A. Then for any A-A-bimodule M we denote by 1 M σ the A-A-bimodule with the underlying K-vector space M and action defined as amb = amσ(b) for all a, b ∈ A and m ∈ M .
The following has been proved in [21 
e for some K-algebra automorphism σ of A such that σ(e)A ∼ = eA for any primitive idempotent e of A. Moreover, if A satisfies these conditions, then A is self-injective.
The Cartan matrix C A of an algebra A is the matrix (dim K Hom A (P i , P j )) 1≤i,j≤n for a complete family P 1 , . . . , P n of a pairwise non-isomorphic indecomposable projective modules in mod A. The following main result from [10] shows why the original class of algebras of quaternion type is very restricted compared with the algebras which we will study in this paper. In [15] we define a weighted surface algebra, where the quiver is constructed in terms of a triangulation T of a surface S, with arbitrarily oriented T triangles, and such a quiver is denoted by Q(S, T ). Such a quiver is a triangulation quiver (Q, f ) as we have defined above. Moreover, it was proved that triangulation quivers are the same as quivers of the form Q(S, T ). We have also at that stage distinguished between weighted surface algebras (which use Q(S, T )) and weighted triangulation algebra (which use (Q, f )).
In the present paper we will almost entirely use triangulation quivers, but we will refer to weighted surface algebras for the algebras constructed. We will now give the general definition, and we use the notation which we have introduced earlier.
Roughly speaking, the modification of the definition consists of (i) allowing quivers with ≥ 2 vertices (previously we excluded the case of two vertices), (ii) allowing m α n α ≥ 2 (previously we assumed m α n α ≥ 3). We require socle conditions as described in part (3) of the notation, as well since m α n α = 2 we have to modify the zero relations, and exclude a few degenerate cases. Definition 2.6. We say that an arrow α of Q is virtual if m α n α = 2. Note that this condition is preserved under the permutation g, and that virtual arrows form g-orbits of sizes 1 or 2.
Assumption 2.7. For the general weighted surface algebra we assume that the following conditions are satisfied: (1) m α n α ≥ 2 for all arrows α, (2) m α n α ≥ 3 for all arrows α such thatᾱ is virtual andᾱ is not a loop, (3) m α n α ≥ 4 for all arrows α such thatᾱ is virtual andᾱ is a loop. Condition (1) is a general assumption, and (2) and (3) are needed to eliminate two small algebras, see below. In particular we exclude the possibility that both arrows starting at a vertex are virtual, and also that both arrows ending at a vertex are virtual.
The definition of a weighted surface algebra is now as follows. 
Note that the ideal is not admissible in general. Namely if an arrowᾱ (say) is virtual then by (1) it lies in the square of the radical. In fact, we can see from the relations that the Gabriel quiver Q Λ of Λ is obtained from Q by removing all virtual arrows.
As long as we do not have any special conditions on other scalars, we can assume that for a virtual arrow α, the weight c α is equal to 1, namely we may replace α (and g(α)) by c α g(α)), the g-orbit of α has length two, and this scalar does not occur anywhere else. In the first part of this paper we will keep c α since it will clarify proofs. On the other hand, in the last part we will take c α = 1 for a virtual arrow α since it will simplify the formulae.
We recall some elementary consequences of the definition, which we will use freely throughout.
Lemma 2.9. Let α be an arrow in Q. We have in Λ the identities:
This is the same as Lemma 5.3 in [15] . 
(ii) B is a symmetric sperical biserial algebra.
In particular, B is a tame algebra.
Let T be a triangulation of a surface S, T an orientation of triangles in T , (Q(S, T ), f ) the associated triangulation quiver, and m • and c • weight and parameter functions of (Q(S, 
Exceptional weighted surface algebras
In this section we present several families of weighted surface algebras, which have exceptional properties, and explain also the assumptions 2.7, and show why some algebras must be excluded. For the examples we will use surface triangulations, but only to motivate the names for the algebras. The background is explained in [15] and we will not repeat this. 
An algebra D(a, b), with a, b ∈ K * , is said to be a disc algebra. We note that the algebra D(a, b) is isomorphic to the algebra D(ab, 1). Indeed, there is an isomorphism of algebras ϕ :
. A disc algebra D(λ) with λ ∈ K \ {0, 1} is said to be a non-singular disc algebra, and D(1) the singular disc algebra. 
Then Λ is isomorphic to the algebra A given by the quiver
and the relations: βσ = 0, σγ = 0, σ 2 = γβ. Hence Λ is a 7-dimensional symmetric representation-finite algebra of Dynkin type A 4 . Observe that we have m β n β = 3 and mβnβ = m α n α = 2. Therefore, we do not consider such an algebra Λ, by the general assumption 2.7. 
Observe that Λ(λ) is given by the quiver Q and the relations:
Moreover, by [15, Lemma 6.2] , the algebra Λ(λ) is isomorphic to the trivial extension algebra T(B(λ)) of the algebra B(λ) given by the quiver 
and the relations:
We note that, for λ ∈ K \ {0, 1}, B(λ) is a tubular algebra of type (2, 2, 2, 2) in the sense of [31] , and hence it is an algebra of polynomial growth. On the other hand, B(1) is the tame minimal non-polynomial growth algebra (30) from [29] . Following [15] , an algebra Λ(λ) with λ ∈ K * is said to be a tetrahedral algebra. Further, an algebra Λ(λ) with with λ ∈ K \ {0, 1} is called to be a non-singular tetrahedral algebra, while the algebra Λ(1) the singular tetrahedral algebra.
There is a natural connection between the disc algebra D(λ) and the tetrahedral algebra Λ(λ), for any λ ∈ K * . Namely, the cyclic group H of order 3 acts on Λ(λ) by cyclic rotation of vertices and arrows of the quiver Q = Q(T, T ):
Then D(λ) is the orbit algebra Λ(λ)/H. Example 3.3. We introduce triangle algebras, and also describe an algebra which we must exclude. Let T be the triangulation
of the sphere S 2 in R 3 given by two unfolded triangles and T the coherent orientation (1 2 3) and (2 1 3) of the triangles in T . Then the associated triangulation quiver
* be an arbitrary parameter function and
is given by the quiver Q and the relations:
An algebra T (c 1 , c 2 , c 3 ), with c 1 , c 2 , c 3 ∈ K * , is said to be a triangle algebra. We note that the algebra T (c 1 , c 2 , c 3 ) is isomorphic to the algebra T (c 1 c 2 c 2 3 , 1, 1). Indeed, there is an isomorphism of algebras ϕ :
For λ ∈ K * , we set T (λ) = T (λ, 1, 1). A triangle algebra T (λ) with λ ∈ K \ {0, 1} is said to be a non-singular triangle algebra, and T (1) the singular triangle algebra.
The triangle algebra T (λ) is isomorphic to the algebra T (λ) 0 given by the Gabriel quiver Q T (λ)
of T (λ) and the induced relations:
We also note that T (1) 0 is not a symmetric (even self-injective) algebra. Indeed, if λ = 1, then β 1 α 1 − β 2 α 2 and β 1 α 1 β 1 α 1 = β 2 α 2 β 2 α 2 are independent elements of the indecomposable projective module P 2 at the vertex 2, which are annihilated by the radical of T (λ) 0 , and hence are in the socle of P 2 . Therefore,
(2) It follows from our general assumption that if m α3 n α3 = 2 then m α1 n α1 ≥ 3 and m α2 n α2 ≥ 3, and hence m α1 n α1 ≥ 4 and m α2 n α2 ≥ 4. The reason for such restriction is as follows: if we would allow that two or three of the numbers m α1 n α1 , m α2 n α2 , m α3 n α3 , are equal to 2 then the associated triangulation algebra Λ(Q, f, m • , c • ) would be infinite dimensional.
Example 3.4. The following example will give another construction of some triangle algebras, as well it is related to algebras of quaternion type in [11] . Consider the triangulation T
given by two self-folded triangles, and the canonical orientation T of triangles of T . Then the associated triangulation quiver
with f -orbits (α β γ) and (η δ σ). Then O(g) consists of the g-orbits:
Observe now that there is an isomorphism of algebras ψ :
For λ ∈ K * , we set Σ(λ) = Σ(1, λ, 1). We observe that Σ(λ) is isomorphic to the algebra Σ(λ) 0 given by the Gabriel quiver Q Σ(λ)
of Σ(λ) and the induced relations:
We note that for any λ ∈ K * , there is an isomorphism of algebras θ :
We have the following lemma.
Lemma 3.5. For each λ ∈ K * , the algebras T (λ −2 ) and Σ(λ) are isomorphic.
Proof. Fix λ ∈ K * . Then there is an isomorphism of algebras ϕ :
In particular, we conclude that Σ(1)
0 are not symmetric (even self-injective) algebras. Hence Σ(1) and Σ(−1) are excluded here. ( 1 2 5), (2 3 5), (3 4 6), (4 1 6).
Then the associated triangulation quiver (Q, f ) = (Q(S 2 , where the four shaded triangles denote the f -orbits. Then g has four orbits
An algebra S(a, b, c, d) with a, b, c, d ∈ K * is said to be a spherical algebra. We observe now that the algebra S(a, b, c, d) is isomorphic to the algebra S(abcd, 1, 1, 1). Indeed, there is an isomorphism of algebras ϕ :
For λ ∈ K * , we set S(λ) = S(λ, 1, 1, 1). A spherical algebra S(λ) with λ ∈ K \{0, 1} is said to be a non-singular spherical algebra, and S(1) the singular spherical algebra.
We observe now that a spherical algebra S(λ) is isomorphic to the algebra S(λ) 0 given by the Gabriel quiver Q S(λ)
of S(λ) and the induced relations:
Moreover, a minimal set of relations defining S(λ) 0 is given by the above eight commutativity relations and the four zero relations:
We also note that S(1) 0 , and hence S (1), is not a symmetric (even self-injective) algebra. Indeed, if λ = 1, then αβ −̺ω and αβνδ = δωγσ are independent elements of the indecomposable projective module P 1 at the vertex 1, which are annihilated by the radical of S (1) 0 , and hence are in the socle of P 2 . Therefore, we exclude S(1).
For each λ ∈ K \ {0, 1}, we denote by C(λ) the K-algebra given by the quiver 2 β y y r r r r r r r 5 δ y y r r r r r r r 3 1
α e e ▲ ▲ ▲ ▲ ▲ ▲ ▲ ̺ y y r r r r r r r 6 ω e e ▲ ▲ ▲ ▲ ▲ ▲ ▲ 4 σ e e ▲ ▲ ▲ ▲ ▲ ▲ ▲ and the relations: δαβ = δ̺ω and δ̺ω = λσαβ. We note that C(λ) is the double one-point extension algebra of the path algebra H = K∆ of the quiver ∆ 2 β y y r r r r r r r 3 1 α e e ▲ ▲ ▲ ▲ ▲ ▲ ▲ ̺ y y r r r r r r r 6 ω e e ▲ ▲ ▲ ▲ ▲ ▲ ▲ of Euclidean type A 3 by two indecomposable modules
lying on the mouth of stable tubes of rank 1 in Γ H . For λ ∈ K \ {0, 1}, the modules R 1 and R λ are not isomorphic, and then C(λ) is a tubular algebra of type (2, 2, 2, 2) in the sense of [31] , and consequently it is an algebra of polynomial growth. On the other hand, C(1) is a tame algebra of non-polynomial growth (see [29] ). Lemma 3.7. For any λ ∈ K\{0, 1}, the algebras S(λ) and T(C(λ)) are isomorphic.
Proof. By general theory (see [35] ), the trivial extension algebra T(C(λ)) is isomorphic to the orbit algebra C(λ)/(ν C(λ) ) of the repetitive category C(λ) of C(λ) with respect to the infinite cyclic group (ν C(λ) ) generated by the Nakayama automorphism ν C(λ) of C(λ). One checks directly that C(λ) contains the full convex subcategory given by the quiver e e ▲ ▲ ▲ ▲ ▲ ▲ ▲ γ y y r r r r r r r
f f ▲ ▲ ▲ ▲ ▲ ▲ ▲ and the relations:
where ν C(λ) (i) = i ′ for any vertex i ∈ {1, 2, 3, 4, 5, 6} and ν C(λ) (θ) = θ ′ for any arrow θ ∈ {α, β, ω, ̺, δ, σ}. We conclude that T(C(λ)) is isomorphic to the algebra S(λ) 0 , and hence to the spherical algebra S(λ).
We also note that there is a natural action of the cyclic group G of order 2 on S(λ) 0 given by the cyclic rotation of vertices and arrows of the quiver Q S(λ) :
Then the orbit algebra S(λ) 0 /G is isomorphic to the basic algebra T (λ) 0 of the triangle algebra T (λ), for any λ ∈ K \ {0, 1}.
We describe now some special properties of the exceptional weighted surface algebras introduced above. 
where B(λ) and C(λ) are tubular algebras of type (2, 2, 2, 2), and G and H are cyclic groups of orders 2 and 3, respectively. Then the fact that Λ is of polynomial growth follows from [34, Theorem] .
(ii) It follows from general theory of self-injective algebras of type (2, 2, 2, 2) that all simple modules in mod Λ lie in stable tubes of rank 2 in Γ s Λ (see [28, Section 3] and [34, Section 3] ). Since Λ is a symmetric algebra, we conclude that all simple modules in mod Λ are periodic of period 4.
(iii) It has been proved in [2, Proposition 7.1] that D(λ) is a periodic algebra of period 4. Then, applying [9, Theorem 3.7] , we concluded in [15, Proposition 5.8] that Λ(λ) is a periodic algebra of period 4. Further, it follows from [24] (see also [31, 5.2(5) ]) that the tubular algebras B(λ) and C(λ) are derived equivalent, and hence their trivial extension algebras T(B(λ)) and T(C(λ)) are derived equivalent, by [30, Theorem 3.1] . Then, since Λ(λ) ∼ = T(B(λ)) is a periodic algebra of period 4, we conclude that S(λ) ∼ = T(C(λ)) is also a periodic algebra of period 4 (see [14, Theorem 2.9] ). Finally, applying again [9, Theorem 3.7], we infer that T (λ) ∼ = S(λ)/G is also a periodic algebra of period 4. . We note that for the indecomposable projective Λ-modules P 1 and P 2 at vertices 1 and 2, we have rad P 1 /S 1 ∼ = rad P 2 /S 2 , and hence the simple modules S 1 and S 2 are non-periodic. Part (iii) follows from (ii) and general theory (see Theorem IV.11.19 of [36] .
Properties of general weighted surface algebras
We will first discuss the assumptions, and special cases, and then analyse positions of virtual arrows. We determine a basis of a weighted surface algebra. Then we prove that a weighted surface algebra is, other than the singular triangle, or spherical algebra, is symmetric.
Let Λ = Λ(Q, f, m • , c • ) be a weighted triangulation algebra. (ii) In Example 3.3 we have that arrows α 3 , β 3 are virtual and m α n α = 4 for any arrow α = α 3 , β 3 . If one would allow (say) m α2 = 1 then by Lemma 4.4 (below) the algebra would not be finite-dimensional. Therefore we exclude it, which is done by condition (2) of Assumption 2.7.
(iii) There are some special cases when certain parameters must be excluded: For the triangle algebra, we exclude 1. In Example 3.4, we must exclude parameters ±1. For the spherical algebra, we also exclude 1. For these parameters the algebras are not symmetric, this will be proved in Proposition 4.9.
Remark 4.2. We analyse possible configurations near some virtual arrow. As we have already seen, conditions (2) and (3) of 2.7 show that it is not possible that α,ᾱ are both virtual, and using that g takes virtual arrows to virtual arrows, also f 2 (α) and f 2 (ᾱ) cannot be both virtual.
(i) Assumeᾱ is a virtual loop. Then by the above, no other f j (α) or f j (ᾱ) is virtual. In fact, the g-cycle of α has length at least three. (If it has length three so that Q has two vertices then we have by condition (3) of 2.7, m α ≥ 2.) The arrows g(α) and g −1 (f 2 (ᾱ) are therefore not virtual. We may have that f (g(α)) is virtual. If it is a loop then Q is the quiver as in Example 3.4. Otherwise |Q 0 | ≥ 5.
(ii) Now assumeᾱ is virtual but not a loop, then g has cycle (ᾱ f 2 (α)) and also f 2 (α) is virtual. By conditions (2) and (3) 
Also none of these arrows can be a loop since otherwise Q would not be 2-regular. So Q has a subquiver j
where j and y could be equal. If j = y then |Q 0 | = 3 and there are no further virtual arrow. If j = y there may or may not be loops at j or/and y but they cannot be virtual, for example by part (i).
(iii) We note that ifᾱ is a loop fixed by g, then in any case n α ≥ 3.
We mention a few consequences.
Lemma 4.3. Let i ∈ Q 0 and let α,ᾱ be the arrows starting at i.
virtual thenᾱ is virtual and g(f (α)) = f (ᾱ). (iii) If α,ᾱ are double arrows then they are both not virtual.
Proof. (i) We know that f 2 (α) is not virtual and then g(f 2 (α)) =ᾱ also is not virtual.
(ii) Let j = t(ᾱ), then g(f (α), f (ᾱ) start at j and also f 2 (α) starts at j. Now, f 2 (α) is virtual but g(f (α)), f (ᾱ) are not virtual, so they must be equal.
(iii) Assume α,ᾱ are double arrows. Assume for a contradiction thatᾱ (say) is virtual. Recallᾱ = g(f 2 (α)), so g has a 2-cycle (ᾱ f 2 (α)). It follows that f (α) is a loop at t(α). It is necessarily fixed by g and we have a contradiction to 4.2 part (iii).
The following, already announced, explains why condition (2) of Assumption 2.7 is necessary.
Lemma 4.4. Suppose there exists a pair of virtual arrows
Proof. By 4.2 and 4.3, the arrows α,ᾱ are not loops or double arrows. Then using Remark 4.2(ii), we see that Q has a subquiver
Since g(f 2 (α)) =ᾱ, it follows that f (α) is an arrow 1 → 3, and similarly f (ᾱ) is an arrow 3 → 1. The subquiver with vertices 1, 2, 3 is 2-regular and hence it is equal to Q. This is the triangulation quiver as in Example 3.3, and we use the labelling from 3.3, and with this we have Assume (say) α 2 , β 2 and α 3 , β 3 are virtual. If α 1 , β 1 are also virtual then we do not have any zero relations and the algebra is not finite-dimensional. Suppose now that α 1 , β 1 are not virtual. Then the zero-relations are
Hence α 1 , β 1 do not occur in a zero relation. We have other relations, in particular
(where m = m α1 ), and one checks that they are consistent with the other relations, and do not cause a zero relation for β 1 α 1 . It follows that the powers (β 1 α 1 ) r for r = 1, 2, . . . are linearly independent in Λ and the algebra is not finite-dimensional.
We note that directly imposing nilpotence relations for α 1 , β 1 would not produce an algebra as we wish. Namely, suppose we add the relations
Then the resulting algebra has Gabriel quiver consisting of one isolated vertex together with 1 G G 2 o o and the algebra is the product of an algebra of finite type with a 1-dimensional simple algebra. In order to study properties of Λ, and modules, we work towards specifying a suitable basis of the algebra Λ, defined in terms of cycles of g. In the following, we will as usual identify an element of KQ with its residue class in Λ = KQ/I. In addition to the elements A α occuring in the definition, we will also use monomials of length m α n α − 2(≥ 0). If α is an arrow, define A ′ α by αA
α is the idempotent e t(α) . Lemma 4.5. Let α be an arrow in Q. Then the following hold:
Proof. (i) We must show that B αᾱ = 0 and B α α = 0 in Λ. It follows from (i) and (iv) of Lemma 2.9 and the relations in Λ that
α is a loop αg(α)ᾱ else.
In the first case, α = g(α) and f (α) =ᾱ, and
noting that f (α) =ᾱ cannot be virtual (by the general assumption). In the second case, g(α) = f 2 (ᾱ) which is virtual, and then f (α) is not virtual since there would be otherwise two virtual arrows starting at the same vertex. Therefore
Furthermore, by interchanging the roles of α andᾱ we obtain also c α B α α = cᾱBᾱα = 0.
(ii) This follows from the relations defining Λ.
(iii) We have A α f 2 (ᾱ) = B α which is in the socle by the previous. It remains to show that A α g(f (ᾱ)) = 0. By the relations this is a non-zero scalar multiple of αf (ᾱ)g(f (ᾱ)). Since f 2 (ᾱ) is in the g-orbit of α, it is not virtual by the assumption. Hence by the relation (2) of the definition we haveᾱf (ᾱ)g(f (ᾱ)) = 0 as required. Remark 4.6. We can motivate the zero relations of Definition 2.8, and also see that the relations give rise to zero conditions.
(
and A α is non-zero, because B α is non-zero. Sinceᾱ is virtual, α is not virtual (see Assumption 2.7). So A α rad 2 Λ = 0, by Lemma 4.5.
(ii) In the original version, the relation αg(α)f (g(α)) = 0 in Λ is a consequence of the definition. This is now not the case, and we must add but not always. Suppose f (α) is virtual. By relation (1) we have
and Aᾱ is non-zero, because Bᾱ is non-zero. We knowᾱ is not virtual (since f (α) is virtual, see Lemma 4.3). So again Aᾱ rad 2 Λ = 0.
Lemma 4.5 only shows that B α ⊆ soc Λ. We will now prove that equality holds. On the way, we see that for some of the algebras certain parameters need to be excluded. Proof. (i) Let α be a virtual arrow starting at i, thenᾱ is not virtual (see 2.7). Since virtual arrows are unions of g-cycles, no virtual arrow occurs as a factor of Bᾱ. We express B α in terms of arrows of the Gabriel quiver. If α is a loop then we get
Otherwise we get
We claim that e i Λ has basis {e i ,ᾱ,ᾱg(ᾱ), . . . , Aᾱ, Bᾱ,ᾱf (ᾱ)}.
Assume first α is a loop. Then
and it follows that the set spans e i Λ. Suppose α is not a loop then αf (ᾱ)f (α) = c α αf (α) = c α cᾱAᾱ and the set spans e i Λ. One checks that the set is linearly independent.
(ii) The set is a spanning set, by the relations. Using the assumption on the socle, one checks that it is linearly independent.
We will now show that the condition on the socle in part (b) is satisfied except for those algebras which we have excluded anyway, in particular this will give us the required basis. For the proof, we use the following preparation. Proof. Assume (for a contradiction) that for some t ∈ K we have ( * )
A α + tAᾱ ∈ I.
We have cᾱAᾱ − αf (α) ∈ I and c α A α −ᾱf (ᾱ) ∈ I. Note that arrows along A α , Aᾱ are not virtual. If an identity (*) exists, and given that α,ᾱ are not virtual, it follows that at least one of f (α) or f (ᾱ) is virtual. The last arrows of A α and Aᾱ end at t(f (ᾱ)) and t(f (α)), which must be the same (by (*)). Suppose (say) f (α) is virtual, then also g(f (α)) is virtual. The arrows starting at t(f (α)) are f 2 (α) and f 2 (ᾱ), and
is virtual, and then also g(f 2 (ᾱ)). But g(f 2 (ᾱ)) = α and α is not virtual by assumption, a contradiction. Similarly f (ᾱ) cannot be virtual. Hence there is no identity (*).
Proposition 4.9. Assume e i Λe j has an element ζ with ζJ = 0 but ζ ∈ B α . Then Λ is isomorphic to the singular triangular algebra T (1) or the singular spherical algebra S(1). Conversely, T (1) and S(1) have this property.
We split the proof into three parts, first a reduction, and then two lemmas.
For the reduction, if one of the arrows starting at i is virtual, then no such ζ exists, we can see this from the basis of e i Λ. So assume the arrows α andᾱ starting at i are both not virtual. Then there are no virtual arrows occuring in B α , Bᾱ and we get a spanning set of e i Λ consisting of initial subwords of B α , Bᾱ (in particular the last arrows which are f 2 (ᾱ) and f 2 (α) are also not virtual). Then we can write ζ in terms of the spanning set as
with a ∈ K and ζ 1 a linear combination of paths along B α and ζ 2 a linear combination of paths along Bᾱ. Then the lowest terms of ζ 1 , ζ 2 satisfy the same property, so we may assume that the ζ i are monomials. They are then two paths from i to j, and are linearly independent in Λ. Proof. Write δ i for the last arrow in ζ i . Let β = g(δ 1 ), this is not virtual and it starts at j. Then ζ 1 β is an initial submonomial of B α and it occurs in some relation. Therefore ζ 1 β = A α or possibly B α . Claim:
(ii) Suppose β = f (δ 2 ), then δ 2 = f (ᾱ) and we have
Claim: g(δ 2 ) =β (and is not virtual). Assume not, then g(δ 2 ) = β. This means that ζ 2 β is an initial submonomial of Bᾱ and occurs in a relation. So it must be Aᾱ or Bᾱ, and then by using the previous argument it must be Aᾱ. But it is also a scalar multiple of A α , and this contradicts Lemma 4.8. So g(δ 2 ) =β.
We can now use the previous argument again, and get that ζ 2β = Aᾱ. As well β = f (δ 2 ). Therefore
We claim thatδ 2 (andδ 1 ) are virtual. Supposeδ 2 is not virtual, then Aδ 2 is in the second socle. It follows that ζ ′ 2 = e i and ζ 2 =ᾱ, and β = f (ᾱ). This implies f (β) = f 2 (ᾱ). On the other hand, β is the last arrow of A α and therefore g(β) = f 2 (ᾱ), that is f (β) = g(β), a contradiction. The same reasoning using ζ 1 andβ = f (δ 1 ) shows thatδ 1 is virtual.
Let
Aη and this is a scalar multiple of A α = ζ 1 β.
The arrowη is not virtual. Ifδ 2 is a virtual loop then g has cycle (η δ 2η . . .) and η is not virtual. Ifδ 2 is virtual but not a loop, we see that f has cycle (ηδ 2 f 2 (η)) and f 2 (η) is not virtual. In this caseη = g(f 2 (η)) and hence it is not virtual. Now Aη is in the second socle, and therefore ζ ′′ 2 = e i and η = g −1 (δ 2 ) =ᾱ, and δ 2 = g(ᾱ). We have proved ζ 2 =ᾱg(ᾱ), and it follows that f (ᾱ) =δ 2 and we have proved that it is virtual.
The same reasoning, for ζ 1 andβ shows ζ 1 = αg(α) and it follows that f (α) =δ 1 , so it is virtual. Lemma 4.11. Assume ζ = ζ 1 + aζ 2 with ζJ = 0 but ζ ∈ B α . Assume ζ 1 = αg(α) and ζ 2 =ᾱg(ᾱ), and moreover f (α) and f (ᾱ) are virtual, and A α , Aᾱ have length three. Then Λ is isomorphic to T (1) or S(1).
Proof. Since A α and Aᾱ have length 3, we have m α n α = 4 = mᾱnᾱ. Case 1. Assume i = j. Then the arrows ending at i are {g(α), g(ᾱ)} = {f 2 (α), f 2 (ᾱ)}. So we have two cases to consider.
(a) Assume g(α) = f 2 (ᾱ) and g(ᾱ) = f 2 (α). Let x = t(ᾱ) and y = t(α). Then f (ᾱ) is an arrow x → y and f (α) is an arrow y → x. The full subquiver with vertices i, x, y is 2-regular and hence is equal to Q. Moreover we have g = (α f 2 (ᾱ))(ᾱ f 2 (α))(f (α) f (ᾱ)) and hence m α = 2 and mᾱ = 2. Also f = (α f (α) δ 2 )(ᾱ f (ᾱ) δ 1 ), so these are precisely the data for the triangle algebra (Example 3.3), with the quiver
Moreover, it follows from Example 3.3 that we may take (up to algebra isomorphism) cᾱ = λ, c α = 1, c f (α) = 1, for some λ ∈ K * . Since ζJ = 0, we obtain the equalities
and hence a = −1 and λ = 1. In particular, we conclude that Λ is isomorphic to T (1). (b) Assume g(α) = f 2 (α) and g(ᾱ) = f 2 (ᾱ). Then f (α) and f (ᾱ) are virtual loops and again Q has three vertices, and moreover g = (α f 2 (α)ᾱ f 2 (ᾱ))(f (α))(f (ᾱ)) and m α = 1. These are the data which determine the algebra Σ introduced in Example 3.4, with the quiver
Moreover, it follows from Example 3.4 that we may take (up to algebra isomorphism) c α = λ, c f (α) = 1, c f (ᾱ) = 1, for some λ ∈ K * , that is Λ is isomorphic to Σ(λ). Since ζJ = 0, we obtain the equalities
and hence a = −λ −1 and λ 2 = 1. In particular, we conclude that Λ is isomorphic to Σ(1) ∼ = Σ(−1), and consequently to T (1) (see Example 3.4). Case 2. Assume i = j. Note first that α, f 2 (α) andᾱ, f 2 (ᾱ) cannot be loops by 4.2 and 4.3.
We claim that arrows α, g(α), f (α) and f 2 (α) are pairwise distinct. Clearly f (α) is different from the other three since it is the only one of these which is virtual. If α = g(α) then α ends at j and g(α) is a loop, and α is a loop, a contradiction. Clearly α = f 2 (α) since otherwise f (α) = α. Finally f 2 (α) ends at i and g(α) does not end at i. We observe that f (α) is not a (virtual) loop. Otherwise we would have f 2 (α) = g(α) which we had excluded. Similarly f (ᾱ) is not a loop. Similarly, we show thatᾱ, g(ᾱ), f (ᾱ) and f 2 (ᾱ) are pairwise distinct. Let x = t(f (α)) and y = t(f (ᾱ)). Since m α n α = 4 we have the arrow g 2 (α) : j → y. Similarly g 2 (ᾱ) : j → x. It follows that g 2 (α) = f (g(ᾱ)) and g 2 (ᾱ) = f (g(α)), and f (g 2 (α)) = g(f (ᾱ)) is virtual, and f (g 2 (ᾱ)) = g(f (α)) is virtual. By 4.2 and 4.3, the arrows g 2 (α) and g 2 (ᾱ) are not loops. Hence Q is the quiver
x xj
of a spherical algebra, with two pairs of virtual arrows, and in fact the data are those for the spherical algebra, namely m α = 1 and mᾱ = 1. Moreover, it follows from Example 3.6 that we may take (up to algebra isomorphism) c α = λ, cᾱ = 1, c f (α) = 1, c f (ᾱ) = 1, for some λ ∈ K * . Now, since ζJ = 0, we obtain the equalities
and hence a = −1 and λ = 1. In particular, we conclude that Λ is isomorphic to S(1).
Since we exclude these algebras, Lemma 4.7 shows that we have a basis of e i Λ in terms of initial submonomials of B α and Bᾱ. Hence we get the expected formula for the dimension. 
(ii) Λ is a symmetric algebra, except when Λ is the singular triangle, or spherical algebra.
Proof. Let I = I(Q, f, m • , c • ).
(i) It follows from Corollary 4.12 that, for each vertex i of Q, the indecomposable projective right Λ-module P i at the vertex i has the dimension dim K P i = m α n α + mᾱnᾱ, where α,ᾱ are the two arrows in Q with source i. Then we get
(ii) For each vertex i ∈ Q 0 , we denote by B i the basis of e i Λ consisting of e i , all initial subwords of A α and Aᾱ, and ω i = c α B α = cᾱBᾱ (see Lemma 4.7 and Corollary 4.12). We know that ω i generates the socle of e i Λ. Then B = i∈Q0 B i is a K-linear basis of Λ. We defined a symmetrizing K-linear form ϕ : Λ → K which assigns to the coset u + I of a path u in Q the element in K ϕ(u + I) = c
and extending linearly.
Periodicity of weighted surface algebras
In this section we will prove that every weighted surface algebra with at least two simple modules, not isomorphic to a disc, triangle, tetrahedral, spherical algebra, is a periodic algebra of period 4.
We recall briefly what we need from [15] , for proofs and details we refer to [15] . Let A = KQ/I be a bound quiver algebra, and let A e be the enveloping algebra. Then the (e i ⊗ e j )A e = A(e i ⊗ e j )A for i, j ∈ Q 0 , form a complete set of pairwise non-isomorphic indecomposable projective modules in mod A e (see [ 
A(e i ⊗ e j )A for any n ∈ N.
We will need details for the first three differentials. We have
The homomorphism d 0 : P 0 → A in mod A e defined by d 0 (e i ⊗e i ) = e i for all i ∈ Q 0 is a minimal projective cover of A in mod A e . Recall that, for two vertices i and j in Q, the number of arrows from i to j in Q is equal to dim K Ext 1 A (S i , S j ) (see [1, Lemma III.2.12] ). Hence we have
Then we have the following known fact (see [2, Lemma 3.3] for a proof). For the algebras A we will consider, the kernel Ω
2
A e (A) of d will be generated, as an A-A-bimodule, by some elements of P 1 associated to a set of relations generating the admissible ideal I. Recall that a relation in the path algebra KQ is an element of the form µ = mr are paths in Q of length m r ≥ 2, r ∈ {1, . . . , n}, having a common source and a common target. The admissible ideal I can be generated by a finite set of relations in KQ (see [1, Corollary II.2.9] ). In particular, the bound quiver algebra A = KQ/I is given by the path algebra KQ and a finite number of identities n r=1 c r µ r = 0 given by a finite set of generators of the ideal I. Consider the K-linear homomorphism ̺ : KQ → P 1 which assigns to a path α 1 α 2 . . . α m in Q the element
in P 1 , where α 0 = e s(α1) and α m+1 = e t(αm) . Observe that ̺(α 1 α 2 . . . α m ) ∈ e s(α1) P 1 e t(αm) . Then, for a relation µ = n r=1 c r µ r in KQ lying in I, we have an element
where i is the common source and j is the common target of the paths µ 1 , . . . , µ r . The following lemma shows that relations always produce elements in the kernel of d 1 ; the proof is straightforward. For an algebra A = KQ/I in our context, we will define a family of relations µ (1) , . . . , µ (q) such that the associated elements ̺(µ (1) ), . . . , ̺(µ (q) ) generate the A-A-bimodule Ω 2 A e (A) = Ker d 1 . In fact, using Lemma 5.3, we will show that
Ae s(µ (j) ) ⊗ e t(µ (j) ) A, and the homomorphism d 2 :
for j ∈ {1, . . . , q}, defines a projective cover of Ω
A e (A) in mod A e . In particular, we have Ω
e . We will denote this homomorphism d 2 by R. The differential S := d 3 : P 3 → P 2 will be defined later. Now we fix a weighted surface algebra Λ = Λ(Q, f, m • , c • ) for a triangulation quiver (Q, f ) with at least two vertices, a weight function m • and a parameter function c • . Moreover, we assume that Λ is not a (non-singular) tetrahedral, or disc, or triangle, or spherical algebra (they are already dealt with in Proposition 3.8).
We fix a vertex i of Q, and we show that the simple module S i is periodic of period four. Let α andᾱ be the arrows starting at i.
Proposition 5.4. Assume that the arrows α,ᾱ are not virtual. Then there is an exact sequence in
which give rise to a minimal projective resolution of S i in mod Λ. In particular, S i is a periodic module of period 4.
If the arrows α andᾱ are both not virtual then this is Proposition 7.1 of [15] . Now assume thatᾱ is a virtual loop, then α is not virtual. Note that by Assumption 2.7 we have m α n α ≥ 4. The quiver Q contains a subquiver
and f has a cycle (ᾱ α f (α)). Let γ be the other arrow starting at vertex j, and δ be the other arrow ending at j.
Lemma 5.5. There is an exact sequence of Λ-modules
which gives rise to a periodic minimal projective resolution of S i in modΛ. In particular S i is periodic of period 4.
Proof. We have Ω(S i ) = αΛ, and we take Ω 2 (S i ) as
We have the following relations in Λ:
α αf (α)α and if we set
We will now show that ϕΛ has the same dimension which will give equality.
(1) First we observe that ϕf (α) = 0. Namely (1) and (2) the radical of ϕΛ is generated by ϕγ = f (α)αγ + u, for an element u in the socle. Now f (α)αγ is a monomial along B f (α) which has length ≥ 4 and hence f (α)αγ is not in the socle. It follows that ϕΛ has basis {ϕ, ϕγ, ϕγg(γ) = f (α)αγg(γ), . . . , B f (α) } of size m α n α − 1. Hence ϕΛ = Ω 2 (S i ). Note that this is not simple.
(4) We identify Ω 3 (S i ) with {x ∈ e j Λ | ϕx = 0}, which has dimension m α n α − 1. By (1) we know that this contains f (α)Λ. Moreover f (α)Λ is isomorphic to Ω −1 (S i ) which has the same dimension. Hence we have Ω 3 (S i ) ∼ = Ω −1 (S i ) and S i has period 4. Now assumeᾱ is virtual but not a loop. Then α is not virtual, and it cannot be a loop (see 4.2 and 4.3). We have the following diagram:
There is an exact sequence of Λ-modules
which gives rise to a minimal projective resolution of period 4.
Proof. We identify Ω(S i ) = αΛ and then Ω 2 (S i ) = {x ∈ e j Λ | αx = 0}. We have the following relations in Λ:
We want to show that ϕΛ has the same dimension. Assume first that j = y. Let γ = g(f (ᾱ)) and δ = f −1 (γ).
(1) First we observe that ϕf 2 (ᾱ) = 0: Namely
The first term is
and the second term is the same since A ′ α f 2 (ᾱ) = A g(α) and c α = c g(α) , and c f 2 (α) = cᾱ. So we get zero. Hence ϕ rad Λ is generated by ϕγ.
(2) We analyse A ′ α γ and compute the dimension of ϕΛ.
(2a) Assume m α n α = 3. Then we claim that A ′ α γ is in the second socle, and moreover m f (α) n f (α) ≥ 5.
With this assumption, A α = αδ where δ = g(α), so A ′ α γ = δγ = c f (α) A f (α) which is in the second socle. Consider the g-orbit of f (α), it is (f (α) f (ᾱ) γ . . .) and the last arrow in this orbit is the arrow g −1 (f (α)) = α ending at j. We know that γ cannot end at j since then the f -cycle of g(α) would not have length three. Let z = t(γ). Since γ = f (g(α)), the arrow f (γ) is an arrow z → j and this is then the last arrow in the g-cycle in question. This cannot be g(γ) since it is f (γ). At best, g(γ) is a loop at z and then the g-cycle of f (α) has length 5, and in general it has length ≥ 5.
In this case ϕγ = f (α)f (ᾱ)γ + v, for an element v in the second socle. We postmultiply by g(γ)g 2 (γ) and get
and this is a non-zero monomial along B f (α) . We deduce using also (1) that dim ϕΛ = m f (α) n f (α) − 1, and we are done in this case.
α is in the square of the radical and the other factor is at least in the second socle.
It follows that the dimension of ϕΛ is equal to
. This is zero if f (g(α)) is not virtual. We are left with the case where f (g(α)) is virtual, and then g(α)δf (δ) is a scalar multiple of
for a non-zero scalar λ. Because Λ is not a spherical algebra, we have m f (α) n f (α) ≥ 5, then it follows as before that dim ϕΛ = m f (α) n f (α) − 1.
(3) By (1) we know Ω 3 (S i ) contains f 2 (ᾱ)Λ and this is isomorphic to Ω −1 (S i ). One sees that they have the same dimension and hence are equal. This completes the proof in the case i = j.
Assume now that i = j, then Q has three vertices. Then g is the product of three 2-cycles, namely
By Assumption 2.7, we have m α ≥ 2 and m f (α) ≥ 2. Moreover, since Λ is not a triangle algebra, we have m α + m f (α) ≥ 5. One sees similarly as before that ϕΛ has dimensionm f (α) n f (α) − 1, and then it follows again that S i has period four.
To identify the projective P 2 of a minimal bimodule resolution, we need Ext Proof. This follows from the calculation of syzygies of the simple modules. Now we construct the first steps of a minimal projective bimodule resolution of Λ. Then we will show that Ω 4 Λ (Λ) ∼ = Λ in mod Λ e . We shall use the notation introduced in earlier in this section. Recall the first few steps of a minimal projective resolution of Λ in mod Λ e ,
Λe i ⊗ e i Λ,
Λe s(α) ⊗ e t(α) Λ, the homomorphism d 0 is defined by d 0 (e i ⊗ e i ) = e i for all i ∈ Q 0 , and the homomorphism d :
for any arrow α of the Gabriel quiver Q Λ . In particular, we have Ω We define now the homomorphism R : P 2 → P 1 . For each arrow α of Q which is not virtual, that is, it is an arrow of the Gabriel quiver Q Λ , consider the element in KQ
Since we work with the Gabriel quiver, we must make substitutions. Note first that since α is not virtual, no arrow in the g-cycle of α is virtual and therefore A α is a path in Q Λ . Ifᾱ is virtual then we substituteᾱ = αf (α) (using that cᾱ = 1 by assumption). Note that ifᾱ is virtual then f (α) is not virtual (see 4.2 and 4.3). Similary we substitute f (α) = g(α)f (g(α)) if f (α) is virtual. Recall that α, f (α) cannot be both virtual.
Note also that µ α = e s(ᾱ) µ α e t(f (ᾱ)) . It follows from Proposition 5.1 and Lemma 5.7 that P 2 is of the form
We define the homomorphism R :
for any arrow α of the Gabriel quiver of Λ, where ̺ : KQ → P 1 is the K-linear homomorphism defined earlier this section. It follows from Lemma 5.3 that Im R ⊆ Ker d.
Lemma 5.8. The homomorphism R :
Proof. We know that rad Λ e = rad Λ op ⊗Λ+Λ op ⊗rad Λ (see [36, Corollary IV.11.4] ). It follows from the definition that the generators ̺(µ α ) of the image of R are elements of rad P 1 which are linearly independent in rad P 1 / rad 2 P 1 , provided both α,ᾱ are not virtual. Suppose (say)ᾱ is virtual, then we consider S i ⊗ Λ ̺(µ α ). This is precisely the generator of the module Ω 2 (S i ) as constructed in Lemmas 5.5 and 5.6. Therefore ̺(µ α ) is a generator for the image of R. We conclude that ̺(µ α ), α ∈ Q 1 , form a minimal set of generators of the right Λ e -module Ω 2 Λ e (Λ). Summing up, we obtain that R :
By Proposition 5.1, and the result that simple modules have Ω-period four, we have that P 3 is of the form
For each vertex i ∈ Q 0 , we define an element in P 2 . If both arrows α,ᾱ starting at i are not virtual (so that also the arrows f 2 (α), f 2 (ᾱ) ending at i are not virtual) then we define (as in [15] )
Supposeᾱ is virtual and then also f 2 (α) is virtual, and α, f 2 (ᾱ) are not virtual. In this case, we take the same formula but omit the terms which have virtual arrows (and idempotents which do not occur in P 2 ). That is we define
Similarly, if α is virtual and then f 2 (ᾱ) is virtual, and thenᾱ, f 2 (α) are not virtual, we define
We define now a homomorphism S :
S(e i ⊗ e i ) = ψ i for any vertex i ∈ Q 0 .
Lemma 5.9. The homomorphism S :
e . In particular, we have Ω 4 Λ e (Λ) = Ker S. Proof. We will prove first that R(ψ i ) = 0 for any i ∈ Q 0 . Fix a vertex i ∈ Q 0 . If both arrows starting at i are not virtual, this is identical with the calculation in [15] , we will not repeat this (note that only arrows in g-orbits occur which are not virtual). Suppose now that α is not virtual andᾱ is virtual. Then we have, in P 1 , that
and αf (α)f (ᾱ) =ᾱf (ᾱ) = c α A α . Similarly one shows that R(ψ i ) = 0 if α is virtual andᾱ not virtual. Hence Im S ⊆ Ker R. Further, it follows from the definition that the generators ψ i , i ∈ Q 0 , of the image of S are elements of rad P 2 which are linearly independent in rad P 2 / rad 2 P 2 . We conclude from the form of P 2 that these elements form a minimal set of generators of Ker R = Ω Proof. This is very similar to the proof of [13, Theorem 5.9] . Let ϕ be the symmetrizing K-linear form as defined in Proposition 4.13. Then, by general theory, we have the symmetrizing bilinear form (−, −) : Λ × Λ → K such that (x, y) = ϕ(xy) for any x, y ∈ Λ. Observe that, for any elements x ∈ B i and y ∈ B, we have (x, y) = the coefficient of ω i in xy, when xy is expressed as a linear combination of the elements of e i B over K. Consider also the dual basis B * = {b * | b ∈ B} of Λ such that (b, c * ) = δ bc for b, c ∈ B. Observe that, for x ∈ e i B and y ∈ B, the element (x, y) can only be non-zero if y = ye i . In particular, if b ∈ e i Be j then b * ∈ e j Be i . For each vertex i ∈ Q 0 , we define the element of P 3
We note that ξ i is independent of the basis of Λ (see [13, part (2a) on the page 119]). It follows from [13, part (2b) on the page 119] that, for any element a ∈ e i (rad Λ)e j \ e i (rad Λ) 2 e j , we have
Consider now the homomorphism
in mod Λ e such that θ(e i ) = ξ i for any i ∈ Q 0 . Then θ(1 Λ ) = i∈Q0 ξ i , and consequently we have a i∈Q0 ξ i = θ(a) = i∈Q0 ξ i a for any element a ∈ Λ. We claim that θ is a monomorphism. It is enough to show that θ is a monomorphism of right Λ-modules. We know that Λ = i∈Q0 e i Λ and each e i Λ has simple socle generated by ω i . For each i ∈ Q 0 , we have
Hence the claim follows. Our next aim is to show that S(ξ i ) = 0 for any i ∈ Q 0 , or equivalently, that Im θ ⊆ Ker S = Ω 4 Λ e (Λ). Applying arguments from [13, part (3) on the pages 119 and 120], we obtain that
for all integers r, s ≥ 0 and any element a = e p ae q in rad Λ, with p, q ∈ Q 0 . In particular, for each arrow α in Q 1 , we have
and hence
for any i ∈ Q 0 . We note that every arrow β in Q occurs once as a left factor of some ψ j (with negative sign) and once a right factor of some ψ k (with positive sign), because β = f 2 (α) for a unique arrow α. Then, for any i ∈ Q 0 , the following equalities hold
bS(e j ⊗ e j )b * = b∈Bi j∈Q0
Hence, indeed Im θ ⊆ Ker S = Ω Proof. This follows from Theorems 2.5 and 5.10.
The representation type
The aim of this section is to prove Theorem 1.2. We start by describing the general strategy. We are given a weighted triangulation algebra Λ = Λ(Q, f, m • , c • ) of dimension d. We aim to define an algebraic family of algebras Λ(t) for t ∈ K in the variety alg d (K) such that for every arrow α of Q we have (i) αf (α) = cᾱt v(α) Aᾱ with v(α) a natural number ≥ 1, (ii) c α B α = cᾱBᾱ, and (iii) the zero relations as in Definition 2.8 hold.
Then the algebra A(0) is the biserial weighted triangulation algebra associated to Λ. Theorem 1.2 for Λ will follow if we can make sure that A(t) ∼ = A(1) for any non-zero t ∈ K. We will define a map ϕ t : A(1) → A(t) such that ϕ t (α) = t u(α) α ∈ A(t) where u(α) ≥ 1 is a natural number, and extend to products and linear combinations. This will define an algebra isomorphism A(1) → A(t) if and only if for all arrows α the following identity holds:
where we define u(µ) = r i=1 u(α i ) for a monomial µ = α 1 . . . α r in KQ. We deal first with some of the exceptions, in Proposition 6.6 it will be clear why these need to be treated separately. where f is the permutation of arrows of order 3 described by the shaded subquivers. Then g has four orbits
Let r ≥ 2 be a natural number and let m 
. For each t ∈ K, consider the algebra A(t) given by the quiver Q and the relations:
Note that 3r − 4 ≥ 1 because r ≥ 2. Then A(t), t ∈ K, is an algebraic family in the variety alg d (K), with d = 4r + 36. Observe also that A(1) = S(r, c • ) and
Then there exists an isomorphism of K-algebras ϕ t : A(1) → A(t) given by Let (Q, f ) be the triangulation quiver
(as in Example 3.4) with f -orbits (α β γ) and (η δ σ). Then g has orbits
Let r ≥ 3 be a natural number and m (1) Assume r = 3. For each t ∈ K, we denote by Λ(t) the algebra given by the quiver Q and the relations:
Then Λ(t), t ∈ K, is an algebraic family in the variety alg 21 (K), with Λ(1) = Σ(3, c • ), and Λ(0) = B(Q, f, m 3
• , c • ). Moreover, for each t ∈ K \ {0}, there exists an isomorphism of K-algebras ϕ t : Λ(1) → Λ(t) given by
Therefore, it follows from Proposition 2.2 that Σ(3, c • ) degenerates to B(Q, f, m 3
• , c • ), and Σ(3, c • ) is tame.
(2) Assume r ≥ 4. For each t ∈ K, we denote by A(t) the algebra given by the quiver Q and the relations:
We note that 2r − 6 ≥ 1, because r ≥ 4. Then A(t), t ∈ K, is an algebraic family in the variety alg d (K), with d = r + 18. Observe also that A(1) = Σ(r, c • ) and
Further, for each t ∈ K \ {0}, there exists an isomorphism of K-algebras ψ t : A(1) → A(t) given by Let (Q, f ) be the triangulation quiver (as in Example 3.1)
with f -orbits (α β γ) and (σ), so that the g-orbits are (α) and (β σ γ). We fix a natural number r ≥ 4, and we take m • to be the weight function m α = r and m β = 1. Moreover, for c • we take an arbitrary parameter function. We consider the weighted triangulation algebra Proof. We abbreviate a = c α and b = c β . We consider two cases.
(1) Assume r = 4. For each t ∈ K, we denote by Λ(t) the algebra given by the quiver Q and the relations:
Then Λ(t), t ∈ K, is an algebraic family in the variety alg 13 • , c • ). Moreover, for each t ∈ K * , there exists an isomorphism of K-algebras ϕ t : Λ(1) → Λ(t) given by
Therefore, it follows from Proposition 2.2 that Ω(4, c • ) degenerates to B(Q, f, m 4
• , c • ), and Ω(4, c • ) is a tame algebra.
(2) Assume r ≥ 5. For each t ∈ K, we denote by A(t) the algebra given by the quiver Q and the relations:
Then A(t), t ∈ K, is an algebraic family in the variety alg d (K), with d = 9 + r. Observe also that A(1) = Ω(r, c • ) and A(0) = B(Q, f, m r
• , c • ). Further, for each t ∈ K \ {0}, there exists an isomorphism of K-algebras ψ t : A(1) → A(t) given by Let (Q, f ) be the triangulation quiver
with f -orbits (α ξ δ), (β σ η), (γ ω ν) and (ε). Then g has orbits
* be an arbitrary parameter function. We consider the weighted triangulation algebra Proof. We write a = c O(α) , b = c O(δ) , c = c O(ξ) . For each t ∈ K, consider the algebra A(t) given by the quiver Q and the relations:
and in addition
Then A(t), t ∈ K, is an algebraic family in the variety alg 38 (K), with A(1) = Φ(c • ) and A(0) = B(Q, f, m • , c • ). Moreover, for each t ∈ K * , there exists an isomorphism of K-algebras ϕ t : A(1) → A(t) given by Let (Q, f ) be the triangulation quiver
Let r ≥ 2 be a natural number and m 
consider the algebra A(t) given by the quiver Q and the relations: αξ = bt r ωεµνσ, ξδ = at r βγ, δα = ct r η, ηβ = bt r δωεµν, ση = at r γα, βσ = ct r ξ, γω = bt 2r σδωεµ, ων = at r αβ, νγ = bt 2r εµνσδ,
In addition we have the relations
We note that 8r − 12 ≥ 1, because r ≥ 2. Then A(t), t ∈ K, is an algebraic family in the variety alg n (K), with n = r + 49. Observe also that A(1) = Ψ(r, c • ) and
Further, for each t ∈ K \ {0}, there is an isomorphism of K-algebras ϕ t : A(1) → A(t) given by Towards the general case, let Λ = Λ(Q, f, m • , c • ) be an arbitrary weighted triangulation algebra. We define
for any α ∈ Q 1 . We will see in Proposition 6.7 that as long as v(α) ≥ 1 for all arrows α, we can define algebraic family of algebras and show that Λ degenerates to the associated biserial triangulation algebra. First we determine quivers which have arrows α with v(α) ≤ 0. Proof. We have v(α) ≤ 0 if and only if
is one of the triples: (2, 2, n), n ≥ 2, (2, 3, 3), (2, 3, 4) , (2, 3, 5) , (2, 3, 6) , (2, 4, 4) , and (3, 3, 3) .
(1) The case (2, 2, n) does not occur: Suppose we have α = f (α) and they are both virtual. Then g(α) and f (α) are virtual starting at the same vertex, which contradicts Assumption 2.7.
(2) We determine when q(α) = 2 and v(α) ≤ 0 when α is a loop. Then (Q, f ) has a subquiver of the form
with f -orbit (α β γ) and g(α) = α. Moreover, m α = 2. Further, O(β) = O(γ) has length at least 3. Hence we have q(β) = m β n β = m γ n γ = q(γ) ≥ 3, and since v(α) ≤ 0, it is equal to 3 or 4, and then m β = 1. By Assumption 2.7 we can only have m β n β = 4. Then (Q, f ) is the quiver
with f -orbits (α β γ) and (η δ σ), and g-orbits
. Then Λ is isomorphic to one of the algebras T (λ), for some λ ∈ K * , or Σ(r, c • ) for some r ≥ 3.
(3) We determine when q(ξ) = 2 and v(ξ) ≤ 0 where ξ is not a loop. Then (Q, f ) contains a subquiver of the form
t t t t t t t t t t t t t t •
. Therefore, Λ is isomorphic to one of the algebras S(λ), for some λ ∈ K * , or S(r, c • ) for some r ≥ 2.
(4) Assume now that there is a loop σ ∈ Q 1 with f (σ) = σ and v(σ) ≤ 0, and hence q(σ) = 3 and v(σ) = 0. Then (Q, f ) is the triangulation quiver
with f -orbits (α β γ), (σ), and the g-orbits (α), (β σ γ). Moreover, we have m β n β = m γ n γ = m σ n σ = 3 and m α = m α n α = r for some r ≥ 3 (by Assumption 2.7). Therefore, Λ is isomorphic to one of the algebras D(λ), for some λ ∈ K * , or Ω(r, c • ) for some r ≥ 4.
(5) The last case to consider is where (η γ δ) is an f -orbit in Q 1 of lenght 3 with v(η) ≤ 0 and q(η) ≥ q(γ) ≥ q(δ) ≥ 3. Then q(η) = q(γ) = q(δ) = 3. We have two cases. Assume first that none of η, γ, δ is a loop. Then by some basic combinatorics, one sees that (Q, f ) is the triangulation quiver with f -orbits described by the shaded triangles and g-orbits described by the white triangles, and the weight function m • : O(g) → N * taking value 1. Then Λ is isomorphic to a tetrahedral algebra Λ(λ), for some λ ∈ K * . This leaves the case, where one of the three arrows is a loop. We label the arrows now as α, β, γ and we assume α is a loop, and f has the cycle (α β γ) and we have q(α) = q(β) = q(γ) = 3. Then g(β) must be a loop, σ say, which then has to be fixed by f . Hence Q has two vertices, and the algebra be isomorphic to D(λ) for some λ ∈ K * . Proof. Let M, q, v : Q 1 → N * be the functions defined above. We set now u(α) := M q(α) , this is an integer. It follows from Proposition 6.6 and the assumption that v(α) ≥ 2 for any arrow α ∈ Q 1 . For each t ∈ K, consider the algebra Λ(t) given by the quiver Q and the relations:
• αf (α) = cᾱt v(α) Aᾱ for any arrow α ∈ Q 1 , • c α B α = cᾱBᾱ for any arrow α ∈ Q 1 , • αf (α)g(f (α)) = 0 for any arrow α ∈ Q 1 with f −1 (α) not virtual, • αg(α)f (g(α)) = 0 for any arrow α ∈ Q 1 with f (α) not virtual.
Then Λ(λ), λ ∈ K, is an algebraic family in the variety alg d (K), with d = O∈O(g) m O n 2 O . Observe also that Λ(1) = Λ and Λ(0) = B. Further, we claim that for any t ∈ K * , we have an isomorphism of K-algebras ϕ t : Λ(1) → Λ(t) given by ϕ t (α) = t u(α) α for any arrow α ∈ Q 1 , and extension to products. Indeed, it follows from definition of the function u that ϕ t (B σ ) = t M B σ for any arrow σ ∈ Q 1 , and hence ϕ t (A σ ) = t M−u(f 2 (σ)) A σ , because B σ = A σ g nσ−1 (σ) and g nσ−1 (σ) = f 2 (σ). Then, for any arrow α ∈ Q 1 , we have the equalities ϕ t αf (α) = t u(α)+u(f (α)) αf (α) = t u(α)+u(f (α)) t v(α) cᾱAᾱ = t M−u(f 2 (α)) cᾱAᾱ = ϕ t (cᾱAᾱ), and hence ϕ t is a well-defined isomorphism of K-algebras. Therefore, by Proposition 2.2, Λ degenerates to B, and Λ is a tame algebra.
We shall prove now that every weighted surface algebra non-isomorphic to a disc algebra, triangle algebra, tetrahedral algebra, or spherical algebra is of nonpolynomial growth. We consider first two distinguished cases. Observe that the algebra D(a, b) (2) is isomorphic to the algebra D(ab, 1) (2) . Indeed, there is an isomorphism of algebras ϕ : D(ab, 1) (2) → D(a, b) (2) given by ϕ(α) = α, ϕ(ξ) = bξ, ϕ(δ) = δ, ϕ(̺) = ̺, ϕ(β) = β, ϕ(γ) = γ, ϕ(ν) = ν, ϕ(η) = bη. For λ ∈ K * , we set D(λ) (2) = D(λ, 1) (2) . We see now that D(λ, 1) (2) is given by its Gabriel quiver Q We consider also the orbit algebra D(a, b) (1) = D(a, b) (2) /H of D(a, b) (2) with respect to action of the cyclic group of order 2 on D(a, b) (2) given by the cyclic rotation of vertices and arrows of the quiver Q:
( 1 2 (1) is isomorphic to the algebra D(ab, 1) (1) . For λ ∈ K * , we set D(λ) (1) = D(λ, 1) (1) . Further, the Gabriel quiver Q (1) of D(λ) (1) is the orbit quiver Q (2) /H of the Gabriel quiver Q (2) of D(λ) (2) with respect to the induced action of H, and is of the form
Hence, D(λ) (1) is given by the quiver Q (1) and the relations: αβα = λγαβγα, βαβ = λβγαβγ, γ 2 = λαβγαβ, αβαβα = 0, βαβγ = 0, γ 2 α = 0, βαβαβ = 0, γαβα = 0, βγ 2 = 0.
Lemma 6.9. For each λ ∈ K * , the algebras D(λ) (1) and D(λ) (2) are of nonpolynomial growth.
Proof. We fix λ ∈ K * and consider the quotient algebra A (2) of D(λ) (2) given by its Gabriel quiver Q (2) and the zero-relations: αβν = 0, βνδ = 0, νδα = 0, δαβ = 0, ̺ 2 = 0, γ 2 = 0, ̺αβγν = 0, αβγνδ = 0, βγνδ̺ = 0, γνδ̺α = 0, νδ̺αβ = 0, δ̺αβγ = 0.
Then A (2) admits the Galois covering
where R is the locally bounded category given by the infinite quiver . . . and the relation γ 2 = 0, which is a minimal non-polynomial growth algebra of type (1) in [29, Theorem 3.2] . Hence, by general theory (see [6, 7, 19] ), A (2) is an algebra of non-polynomial growth.
Similarly, consider the quotient algebra A (1) of D(λ) (1) given by its Gabriel quiver Q
(1) and the relations: αβα = 0, βαβ = 0, γαβγα = 0, αβγαβ = 0, βγαβγ = 0.
Then A (1) admits the Galois covering
where R is the locally bounded category considered above and G (1) is the free abelian group of rank 2 generated by the obvious horizontal and vertical shifts such that G (2) is a subgroup of G (1) and G (1) /G (2) is the Klein group (Z/2Z) ⊕ (Z/2Z). Then we conclude as above that A
(1) is of non-polynomial growth, and consequently D(λ) (1) is of non-polynomial growth. The algebras D(λ) (1) and D(λ) (2) , for λ ∈ K * , are tame algebras (see Proposition 6.7). Proof. We have the presentation Γ = KQ Γ /I Γ , where Q Γ is the Gabriel quiver of Γ and I Γ = L(Q, f, m • , c • ) ∩ KQ Γ . Observe that I Γ is the ideal in the path algebra KQ Γ generated by paths αf (α) and A α for all non-virtual arrows α in Q 1 . By general theory, in order to prove that Γ is of non-polynomial growth, it is sufficient to indicate two primitive walks v and w of the bound quiver (Q Γ , I Γ ) such that vw and wv are also primitive walks (see the proof of [33, Lemma 1] . We consider several cases.
( , and g(β) = g −1 (γ). In particular, we have n β ≥ 4. In the special case m β n β = 4, (Q, f ) is the quiver
with f -orbits (α β γ) and (η δ σ), and g-orbits (α), (β σ δ γ), (η). Since Λ is not isomorphic to a triangle algebra T (λ), we conclude that η is not virtual, and hence m η ≥ 4. Then we may take v = δβ −1 γ −1 σ and w = δβ −1 γ −1 ση −1 . We also note that, if (Q, f ) is the above quiver and m β ≥ 2, then we may take v = δβ −1 γ −1 σ
