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Abstract
One of the dominant noise sources of modern Ultra High Bypass Ratio (UHBR) engines is the interaction
of the rotor wakes with the leading edges of the stator vanes in the fan stage. While the tonal components of
this noise generation mechanism are fairly well understood by now, the broadband components are not. This
calls to further the understanding of the broadband noise generation in the fan stage. This article introduces
the cyclostationary stochastic hybrid (CSH) method, which accommodates in-depth studies of the impact
of cyclostationary wake characteristics on the broadband noise in the fan stage. The Random Particle Mesh
(RPM) method is used to synthesize a turbulence field in the stator domain using a URANS simulation
characterized by time-periodic turbulence and mean flow. The rotor-stator interaction noise is predicted by
a two-dimensional CAA computation of the stator cascade. The impact of cyclostationarity is decomposed
into various effects investigated separately. This leads to the finding that the periodic turbulent kinetic
energy (TKE) and periodic flow have only a negligible effect on the radiated sound power. The impact of
the periodic integral length scale (TLS) is, however, substantial. The limits of a stationary representation of
the TLS are demonstrated making the CSH method indispensable when background and wake TKE are of
comparable level. Good agreement of the CSH method with measurements obtained from the 2015 AIAA
Fan Broadband Noise Prediction Workshop are also shown.
Keywords:
Isotropic Turbulence, Fan Broadband Noise Simulation, Computational Aeroacoustics, Cyclostationary
Turbulence, Fast Random Particle Mesh Method
1. Introduction
Current and future engines used in civil aviation have large bypass ratios meaning that the fan plays an
ever increasing role as a noise source. Fan noise, in particular rotor-stator-interaction (RSI) noise, is one of
the most dominant noise sources of an ultra-high bypass ratio (UHBR) engine. It has the largest contribution
during the approach phase and is only surpassed by jet noise during the take-off phase. Its prediction is of
an increasing importance for the development of new technologies in light of the overall growth in air traffic
and progressively more stringent noise regulations.
The tonal components of this noise generation mechanism have been researched extensively. As a
result, different methods were successfully applied to reduce the tonal RSI noise. These approaches include
reducing the tip circumferential speed to subsonic speeds, using acoustic liners in the engine duct, increasing
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the rotor-stator gap, choosing certain blade counts to strategically use acoustic cut-off effects, and modifying
the blade geometry to e.g. reinforce destructive radial interferences. Due to a reduction of tonal noise, the
relative contribution of the broadband noise has significantly increased. Hence, a greater understanding of
the broadband noise generation mechanism in the fan stage is required to further reduce the RSI noise.
However, the prediction of fan broadband noise is still considered to be a challenge: On one hand,
analytical models are restrictive as they require strong assumptions. On the other hand, CFD computations
that fully resolve turbulent scales are exceedingly demanding in computational resources. To advance the
current understanding of broadband noise generation in a fan stage, methods are needed that are both fast
and affordable without being overly restrictive.
Hybrid approaches fill the gap, if it is deemed possible to divide the physical problem into individ-
ual phenomena which can be calculated sequentially. This results in a process chain where every task is
completed by the most efficient method respectively. Hybrid approaches can combine numerical, analyti-
cal and empirical methods. In broadband noise predictions the two most prominent ones are Large Eddy
Simulations (LES) coupled to an acoustic analogy and stochastic methods coupled to a Computational
AeroAcoustics (CAA) method. This paper focuses on the latter method. Allan and Darbyshire [1] com-
pared the two mentioned methods and concluded that the hybrid approach relying on a stochastic method
yields satisfactory noise results at a fraction of the cost of LES.
For RSI noise, a hybrid approach can be divided into three main tasks: Firstly, the sound generation
mechanisms are modeled either directly or by synthesizing a turbulent field which impinges on the blade
row. Secondly, the sound is propagated considering complex duct geometries and flow. Lastly, the sound
is radiated into the far field, i.e. to an observer. The two last mentioned parts can be realized by a CAA
simulation applying the Linearized Euler Equations (LEE). The first part, however, has proven to be the crux
of the matter. For many years, the only way of modeling the sound sources was to use discrete harmonic
gusts to generate the turbulent field [2, 3, 4, 5]. This method is still in use to model RSI noise. In fact, Lau
et al. [6] have recently investigated the impingement of harmonic gusts in a three-dimensional (3D) CAA
simulation to investigate the influence of wavy leading edges.
Aside from this analytically motivated method, two classes of stochastic methods are used to model
broadband noise: the Stochastic Noise Generation and Radiation (SNGR) method and the Random Particle
Mesh (RPM) method.
The SNGR methods apply a random set of superposed Fourier modes to realize a target model spectrum,
e.g. a von Kármán or a Liepmann spectrum. The SNGR methods can be traced back to the work of
Kraichnan [7], who proposed the theoretical framework, and to Bechara et al. [8], who was the first to
apply it to predict noise generated by free turbulence. Clair et al. [9] predicted the effects of wavy leading
edges (LE) of isolated airfoils, while Gill et al. [10] investigated real symmetric airfoils at zero angle of
attack. To predict RSI noise Polacsek et al. [11] have presented an approach simulating only one stator
vane with periodic boundary conditions in circumferential direction. The far-field signature is obtained by
extrapolating the instantaneous pressure on the blade surface.
The RPM method by Ewert et al. [12] synthesizes the turbulent fluctuations by spatially filtering white
noise. The mean turbulent quantities are taken from a preceding RANS simulation. This method is now es-
tablished and has been successfully applied to model different sources such as jet noise [13], slat noise [14],
haystacking [15] or airfoil self noise [16]. For the prediction of fan noise, the method is also applied.
Kim and Haeri [17] applied it to investigate the turbulence interaction with a flat plate in two- and three-
dimensional space. They generated a von Kármán model spectrum by an optimization technique utilizing
a set of Gaussian and Mexican hat filters. The divergence-free turbulence is coupled into a CAA domain
by a sponge-layer technique. For centrifugal fans Heo et al. [18] have applied the RPM method to time-
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periodic flow with cyclostationary turbulence. The synthetic fluctuations are used as sources in an acoustic
analogy solved by a boundary element method. A sufficient agreement with measurements is only achieved
if cyclostationarity is considered.
To compare the results to experimental data, it is crucial to use realistic model spectra. Dieste and
Gabard [19] have derived complex filter stencils to model von Kármán spectra directly. This turns out to be
computationally intensive. A more efficient solution consists in empirically weighting Gaussian filters with
different length scales and amplitudes [17, 20]. Wohlbrandt et al. [21] have derived analytical weighting
functions in order to realize typical isotropic turbulence spectra by superposition of Gaussian spectra. They
also showed that the reconstruction with five discrete realizations is sufficiently accurate to cover a frequency
range with a change of one order of magnitude when the spectra are logarithmically distributed. The current
article will show how this technique can be used to simulate length scales varying in space and time while
realizing temporally and spatially constant Gaussian filtered fields.
Broadband noise in the fan stage is caused by the interaction of the turbulence in the rotor wakes with
the surfaces at the leading edges of the stator vanes in the presence of a time-periodic mean flow. The first
objective of the current paper is to utilize the RPM method to develop the cyclostationary stochastic hybrid
(CSH) method to include time-periodic turbulence variations and mean flow, which are essential in studying
broadband noise generation of rotating parts. This method allows for an in-depth study of cyclostationary
turbulence and therefore contributes to a greater understanding of broadband noise generation in fans. This
is especially important for the development and improvement of analytical tools. The second objective is
to separately study the impact of the different effects due to cyclostationarity. A preliminary study utilizing
this method was presented by Wohlbrandt et al. [22]. This article consolidates the method and applies it to
another fan, for which measurement data have been made available.
This paper is structured as follows: The used hybrid approach, the extensions for including cyclostation-
arity, the general procedure for the setup of such a computation as well as evaluation methods are discussed
in Section 2. In Section 3, the CSH method is demonstrated by applying it to the NASA Source Diagnostic
Test (SDT) fan. The effects of cyclostationary wake characteristics on the fan broadband noise are dis-
cussed in Section 4. Additionally, the numerical sound power spectra are compared to experimental data.
Key features of the method as well as significant findings are summarized in Section 5.
2. Method
2.1. Cyclostationarity
”A cyclostationary signal is a random signal whose statistical characteristics vary periodically in time”
[23]. This is especially relevant in a fan. Although the stochastic signal is different at each revolution of the
fan, its characteristics reappear periodically. This is valid for rotor-triggered mean values but also for the
turbulent statistics.
By replacing the ensemble average with a cycle average [24], the subsequently used hybrid method is
expanded to reproduce cyclostationary processes. Hence, the mean flow and stationary turbulent character-
istics are extended to a periodically changing background flow and cyclostationary turbulence. This method
is referred to as cyclostationary stochastic hybrid (CSH) method. Although the changes to the underly-
ing governing equations are small as discussed in subsection 2.2, the resulting level of complexity is very
much increased. The combination possibilities are shown in subsection 2.3. The influence of periodically
changing background flow, variance and length scale is investigated in section 3.
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Figure 1: Overview of the tools involved in the hybrid approach.
2.2. Hybrid approach
The cyclostationary stochastic hybrid approach, which simulates broadband RSI noise using both sta-
tionary and cyclostationary turbulence, is depicted in Fig. 1. It consists of three methods: The (U)RANS
method computes the background flow and turbulence statistics. The RPM method synthesizes the turbu-
lence in the time domain. The CAA method convects the synthetic turbulence into the source region and
radiates the resulting broadband noise to the sensor positions.
Solely the geometry and operating condition of the turbomachine and the shape of the correlation func-
tion are needed as inputs for this hybrid approach. It outputs broadband time signals at the desired micro-
phone positions, which are converted into sound power levels (PWL) in an equivalent duct.
Next, the separate methods of the hybrid approach and the post-processing are explained.
2.2.1. (U)RANS: background flow and turbulence statistics
The in-house Computational Fluid Dynamics (CFD) solver TRACE was used [25]. The mean flow and
mean turbulent statistics were predicted by a Reynolds-Averaged Navier Stokes (RANS) simulation, while
the periodic flow, periodic turbulent statistics and the tonal noise were predicted by an unsteady RANS
(URANS) simulation.
In this investigation, the (U)RANS calculations were performed on a quasi-3D (q3D) domain. A q3D
computational domain consists of a few cells in the radial direction and its radial boundaries follow stream-
lines of a preliminary 3D RANS simulation. In most cases, the aerodynamic results of such a q3D compu-
tation closely resemble the 3D results at the same position [26].
2.2.2. Random Particle Mesh (RPM) method: synthesized turbulence
The Random Particle Mesh method [12] allows to synthetically realize the time-space-dependent turbu-
lent fluctuations based on the background flow, the local variance, and the local length scales provided by
the (U)RANS simulation. In general, the RPM method is able to generate anisotropic, evolving synthetic
turbulence of local integral turbulence length scale Λ realizing arbitrary model spectra. The turbulence is
generated by spatially filtering a random stochastic field with a Gaussian filter of the aforementioned length
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scale. The turbulence is scaled with the local variance, which corresponds to the turbulent kinetic energy kt
for this particular application, and convects with the local background velocity u0.
The derivation of the RPM method is neither restricted to a spatially constant variance or length scale
nor to a constant background mean flow. The statement of separating velocity u = u0 +u′ into a background
flow u0 and a fluctuating part u′ is still valid if the background flow u0 is also fluctuating in time. In this
manner, u′ can be understood as the fluctuation in a moving frame of reference. The only requirement is that
u0 has to be known in advance. Therefore, u0 cannot be influenced by the fluctuating velocity components
u′.
A fast Random Particle Mesh (fRPM) method was implemented by Siefert and Ewert [15] utilizing
recursive filters on a Cartesian grid to speed up the computation. This implementation was used in this
investigation to synthesize the turbulent field.
The method has been extended to arbitrary spectra by Wohlbrandt et al. [21] by deriving analytical
weighting functions f (l,Λ). Thus, a von Kármán spectrum with an integral length scale Λ can be realized
by superposing Ni Gauss spectra of various length scales li:
E(k,Λ) ≈
Ni∑
i=1
f (li,Λ)EG(k, li)∆l. (1)
By using spatially and temporally constant length scales li, it is possible to use the recursive Young-van-
Vliet Filter [27], which is restricted to constant length scales but beneficial in terms of computational time
and robustness. The realization of spatially and temporally varying length scales Λ(x, t) with this filter
necessitates appropriate weighting functions:
E(k,Λ(x, t)) ≈
Ni∑
i=1
f (li,Λ(x, t))EG(k, li)∆l. (2)
This approach allows for arbitrarily high spatial and temporal gradients in the integral length scale.
2.2.3. Computational Aeroacoustics (CAA): convection of turbulent disturbances, generation and propa-
gation of acoustic waves
The turbulent and acoustic fluctuations are resolved in the time domain by the CAA solver PIANO [28].
In this study, it was used to solve the linearized Euler equations. The well-known dispersion-relation-
preserving finite difference scheme by Tam and Webb [29] was utilized for the spatial discretization and the
low-dispersion low-dissipation Runge-Kutta method [30], for time-integration. The LEE for time-varying
Navier-Stokes background flow can be derived by neglecting the turbulent stresses, viscous effects, heat
fluxes and non-linear terms in the non-linear Navier-Stokes equations in perturbation form [31] without
limitations to slow changes of u0. Using the tensor notation u0 = u0i ei, it reads:
∂ρ′
∂t
+
∂
∂xi
(
ρ′u0i + ρ0u
′
i
)
= 0 (3a)
∂u′i
∂t
+ u0j
∂u′i
∂x j
+ u′j
∂u0i
∂x j
+
1
ρ0
(
∂p′
∂xi
− ρ
′
ρ0
∂p0
∂xi
)
= 0 (3b)
∂p′
∂t
+ u0i
∂p′
∂xi
+ u′i
∂p0
∂xi
+ γ
p′ ∂u0i
∂xi
+ p0
∂u′i
∂xi
 = 0. (3c)
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It can be taken advantage of the periodicity in the fan by setting all flow field variables, represented by φ0(t),
to
φ0(t) =
∞∑
k=0
φ0ke
−ikωt, (4)
where φ0k is the k
th harmonic of the base frequency ω and k = 0 represents the steady part φ00 = φ0(t). That
way, only the complex Fourier coefficients need to be stored to reconstruct the flow at each time step.
2.3. Coupling of fRPM and CAA methods
Fluctuating vorticity as generated by the fRPM method over a given background flow is coupled with
the CAA solver PIANO by applying the LEE-relaxation formulation [31]. This method adds a relaxation
term to the impulse equations,
∂u′i
∂t
+ · · · = i jk ∂
∂x j
[
σ
(
Ω′k −Ωrefk
)]
, (5)
where σ is the forcing parameter, Ω′i is the vorticity given by the left hand side of this equation as
Ω′i = i jk
∂u′k
∂x j
, (6)
and Ωrefi is the externally imposed fluctuating reference vorticity. This reference vorticity is determined
by the fRPM method by applying the so called ’source A’ model [12]. In short, this means that a stream
function is modeled to realize the divergence-free turbulent velocity fluctuations, from which the vorticity
is derived.
In this paper, the turbulence is coupled into the CAA domain in a region upstream of the blades. There-
fore, only frozen Taylor vortices but no de-correlation effects or local turbulent characteristics can be mod-
eled. To enable a coupling with negligible energy loss, the forcing parameter σ must be as high as the
stability limit permits. This stability limit behaves similarly as that for viscous equations as discussed by
[32]. In fact, the forcing parameter has the unit of viscosity. The approach during this study was to itera-
tively increase the forcing parameter, while keeping the simulation stable without changing the initial linear
stability time step given by the CFL number.
There are several advantages of using a LEE-relaxation formulation rather than a modified Tam and
Dong [33] radiation boundary condition (BC) or an additional sponge zone. While the results of all methods
are identical, the LEE-relaxation formulation is invisible to acoustic pressure waves and can be placed
anywhere inside the computational domain. Thus, a smaller region of the grid upstream of the blade has
to resolve small turbulent structures, which requires less computational effort. Lastly, it can locally and
noiselessly cancel out vorticity waves by setting Ωref = 0 where needed.
2.4. Types of cyclostationarity realized by the CSH method
The possible cases offered by the CSH method are discussed in this subsection. A summary and the
hereafter used abbreviations are listed in Table 1 and Figure 2. The investigated configurations are detailed
in Section 3.2.
For the sake of clarity and comparability, all subsequent cases realize the sources in the stator frame of
reference using a patch at the same position and of the same size. There is also the possibility to model the
sources in the rotor frame of reference with a so-called moving patch. This has been discussed in [22] and
is not brought up again as it does not give any additional physical insight.
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Table 1: Four simulation configurations aimed at investigating the impact of cyclostationarity in RSI broadband noise.
configurations background mean flow turbulence
TKE TLS
P-PP time-Periodic time-Periodic
C-PP Constant time-Periodic
C-PC Constant time-Periodic Constant
C-CC Constant Constant
ls = f(t)
kt = f(t)
u0 = f(t)
(a) P-PP: Periodic back-
ground flow, TKE and TLS.
ls = f(t)
kt = f(t)
u0 = const
(b) C-PP: Constant back-
ground flow, periodic TKE
and TLS.
ls = const
kt = f(t)
u0 = const
(c) C-PC: Constant back-
ground flow, periodic TKE
but constant TLS. Inflow tur-
bulence assumed small and
not shown.
ls = const
kt = const
u0 = const
(d) C-CC: Constant back-
ground flow, TKE and TLS.
Figure 2: Varying complexity for coupling cyclostationary turbulence into the CAA domain. The red box depicts the fRPM domain
and the blue line indicates the flow path. The inflow turbulence between the rotor wakes is only schematically shown in (a) and (b)
to emphasize the difference due to the TLS.
P-PP: Time-periodic mean flow, TKE and TLS,. see Fig. 2(a). This variant most closely resembles reality
since it fully accounts for the periodicity in the background flow and turbulence statistics as prescribed by
the URANS. As in Eq. (4) the Fourier coefficients of the harmonics are used to reproduce the flow and
statistics at each time step. This accounts for the mean wake velocity deficit, the periodicity of the turbulent
kinetic energy statistics, and the variation of the integral length scale across the blade passage. The turbu-
lence generation in fRPM and the background mean flow in fRPM and CAA domains are synchronized. It
could mistakenly be assumed that this configuration generates the tones produced by the mean wake deficit
impingement on the stator, even without the stochastic sources. However, this is not the case. The pure
tones are part of the URANS simulation and appear as part of the time-varying background flow in the
CAA domain. But since the CAA realizes the fluctuations on top of the background flow, there are no tones
in the CAA simulation itself. Only the superposition of CAA and URANS data contains these tones.
C-PP: Constant mean flow with time-periodic TKE and TLS,. see Fig. 2(b). The complexity can be re-
duced by neglecting the periodic background flow in both the fRPM patch and the CAA domain. This is
accomplished by using only the 0th harmonic of the flow, i.e. the steady part. Compared to the P-PP case,
the influence of the periodic background flow can be studied. To guarantee consistency in the input data for
all considered cases, the TKE and TLS are extracted directly from the URANS simulation. Since a TLS
cannot be expressed in terms of Fourier coefficients, the Fourier coefficients of the TKE and the specific
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Table 2: Fan characteristics and operating points of the NASA-SDT fan. Design point is not used, but shown here for reference.
Fan diameter 0.56 m
Rotor blade count NB 22
Stator vane count NV 54
Design Approach
Fan-Pressure ratio Π 1.48 1.15
Axial Mach number Mx in rotor plane 0.59 0.31
Relativ tip Mach number Mtip,rel 1.39 0.80
dissipation rate ωt are used instead. Then, the TLS can be computed for each time step as follows:
Λ =
CRe
Cµ
√
kt
ωt
. (7)
A model parameter Cµ = 0.09 and a Reynolds-number dependent scaling parameter CRe ≈ 0.4 [34] were
used. Note that for this case and subsequently discussed cases, it would be sufficient to use a RANS
simulation. In this respect, the Fourier coefficients result from the transformation of the stationary wake in
the rotor frame of reference to the stator frame of reference.
C-PC: Constant mean flow with time-periodic TKE but uniform constant TLS,. see Fig. 2(c). By addition-
ally averaging the time-periodic TLS, e.g. by replacing it by its 0th harmonic, only the periodicity of the
turbulent kinetic energy statistics remains. Dieste and Gabard [19] have investigated this case analytically.
C-CC: Constant mean flow with uniform constant TKE and TLS,. see Fig. 2(d). This configuration corre-
sponds to homogeneous stationary turbulence impinging on a stator blade. This approach uses the datum
fRPM method without cyclostationarity, which has been validated before [35]. It is very similar to the
approach used by the authors for predicting the FC1 benchmark case presented at the fan broadband noise
workshop of AIAA Aviation 2014. The CFD solution could come from a steady-state RANS calculation,
but for consistency the 0th harmonic of a URANS is used here.
3. Application
The CSH method described in the previous section was applied to NASA’s 22-in Source Diagnostic Test
(SDT) fan at approach condition. The effects of cyclostationary parameters were examined and the numer-
ical data were compared to experimental data presented at the Fan Broadband Noise Prediction Workshop
organized in the framework of the AIAA 2014 and 2015 Aeroacoustics Conferences. The experimental
setup of the Realistic Test Case 2 (RC2) was described in detail by Nallasamy and Envia [36]. The operat-
ing conditions are given in table 2 and the input specifications, in the workshop problem statement [37].
3.1. Description of applied procedure
The CAA simulations were performed on two-dimensional cascade mesh at midspan of the annular
duct at the stator leading edge. It is computed in two-dimensional space to reduce simulation cost and to,
therefore, allow for parameter variations. The solidity of the vanes is greater than one. Thus the cascade
effect cannot be neglected [38] and all stator vanes had to be considered to correctly predict the sound
propagation.
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1 2
3 4 5
Figure 3: Transfomation of the fan geometry (1) into a two-dimensional cascade. Instantaneous axial component of the background
flow in [m/s] is shown.
To prepare the two-dimensional cascade domain for the CAA, a series of steps was followed as illus-
trated in Figure 3. The numbers in the subsequent description correspond to the numbers in the figure. Text
that appears in italics refers to topics which are further explained below the enumeration.
1. Firstly, the CAD geometry of the SDT fan with the baseline stator configuration has to be obtained.
For this case, the number of stator vanes was increased from 54 to 55. The new number of vanes
allowed for a reduced computation with fully periodic boundary conditions using only two rotor
blades and five stator vanes. This made the URANS and CAA computations more efficient. The
increase in the number of stator vanes was not expected to significantly change the broadband noise
characteristics of the fan stage.
2. Secondly, the CAD geometry was used to set up a three-dimensional RANS simulation for one blade
passage.
3. A q3D domain was generated by extracting streamlines at 49%, 50%, and 51% of the duct height
at the stator leading edge from the RANS computation. From that a q3D URANS computation
was set up with two cells in the radial direction for two rotor and five stator passages to achieve
circumferential periodicity.
4. In the next step, the streamline at 50% of the duct radius was extracted from the q3D URANS in the
stator domain only and expanded to either the full annular duct or to a fraction of the annular duct.
The rotor was ignored. The Fourier coefficients of flow and turbulent variables were then interpolated
from this extracted and expanded CFD mesh onto the CAA mesh and the fRPM patch. In areas where
the CAA mesh lay outside of the CFD stator domain, an extrapolation was applied.
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Figure 4: Turbulent characteristics determined through hotwire measurements by Podboy et al. [39] for the benchmark testcase [37]
at two axial positions: (1) half-way between rotor and stator and (2) in front of the stator LE. The dashed vertical line indicates the
position of CAA simulation 50%. (Reproduced with permission)
5. Lastly, a transformation into stream-surface coordinates was applied to the flow and geometry to
produce a 2D cascade.
Now the keywords in italics are detailed.
Using a streamline at 50% of the duct radius for the q3D simulation is considered representative for the
whole duct. For fan acoustic power measurements with omnidirectional microphones, this position
is representative according to ISO 5136:1990 [40, 41]. Repeating the simulation at differing duct
heights would increase the accuracy. The hotwire measurements reproduced in Fig. 4 show small
variations of the turbulent characteristics in a considerably large area. The maximum at the outer rim
is due to a flow detachment in the rotor tip region. This effect cannot be accounted for here.
The rotor was ignored as its consideration is computationally expensive. The error in sound radiation
must be kept in mind but seems acceptable for subsonic flow without shocks [42]. The main effect of
the rotor is to block the acoustic waves propagating in the upstream direction. This shielding effect
increases with the relative Mach number of the rotor.
The Extrapolation of the flow quantities is used to allow for the use of a larger CAA domain, especially for
the damping zones at the inflow and outflow boundaries. A nearest-neighbor interpolation was used.
For the complex coefficients of the non-stationary flow data of the P-PP configurations, the phase
cannot be considered as can be seen in the time-reconstructed flow at Steps 4 and 5 of Fig. 3. The
solution is nevertheless continuous and does not have a noticeable influence on the acoustic radiation.
A stream-surface coordinate transformation from the q3D-grid into 2D-grid coordinates m′ and ϑ was ap-
plied as described in the Appendix A.1. The benefits are that the flow quantities are transformational
invariants and the circumferential distance is independent of the axially changing duct radius of the
streamline. The latter allows for the application of periodic boundary conditions. For convenience,
we use for the 2D grid coordinates
x = RLEm′, y = RLEϑ, (8)
with the radius at the leading edge RLE. Hence, the chord length and pitch are invariant to the trans-
formation.
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Table 3: Test matrix of simulated configurations
type specifications
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P-PP 5 yes yes yes
C-PP 5 no yes yes
C-PC 5 no yes no
C-CC 5 no no no
C-CC-tls alternative TLS 5 no no no
se
co
nd
ar
y C-CC-55 full cascade 55 no no no
C-CC-red patch with reduced damping area 5 no no no
C-CC-double double patch 5 no no no
3.2. Definition of test matrix
Eight different configurations were realized. An overview of those configurations is given in Table 3.
The abbreviations used to denote the test cases were introduced in Section 2.4. The shown test matrix
consists of five primary test cases investigating the effect of cyclostationarity and three secondary test cases
confirming supplementary aspects. The same CAA grid resolution was used for all test cases.
The five primary test cases were simulated with only five stator vanes in order to reduce simulation
times. The boundary conditions for the reduced number of blades were still fully periodic, since the number
of total vanes was increased to 55. For the primary test cases, the fRPM patch remained unchanged so
that the influence of every parameter could be investigated. The cases have been described in section 2.4.
Figures 5(a) and (b) show the instantaneous vorticity fields for the P-PP and the C-CC cases, respectively.
The P-PP case is the most realistic test case realizing full cyclostationarity. The structure of the wake is
reproduced in the mean flow, as shown by the contour of the axial velocity, and in the wake turbulence, as
shown by the contour of the vorticity magnitude. The primary C-CC case uses a constant TKE, a constant
TLS in fRPM domain, the so-called patch, and a constant mean flow in the CAA and fRPM domains.
Figure 5(b) shows that the rotor wake structures are neglected and averages are used. The C-CC-tls case
also uses constant turbulent and flow variables but the TLS was determined using a different technique,
which will be discussed in detail in Section 4.
The three secondary test cases were done in order to substantiate the findings of the four primary test
cases. The C-CC-55 simulation was done using a full cascade with 55 vanes. Furthermore, two test cases
were simulated with modified patches and constant cyclostationary characteristics. The seeding area of the
patches remained unchanged. Details regarding the fRPM patch generation can be found in subsection 3.4.
For case C-CC-red, the initial patch was modified by significantly reducing the safety margins in the lateral
direction. In these safety margins, the turbulent kinetic energy was set to zero. This test case confirmed
that the Young-Van-Vliet filter does not require safety margins. For case C-CC-double, the seeding area
was increased to span two pitches instead of one. This was performed in order to confirm that the acoustic
radiation of all blades can be assumed to be uncorrelated.
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(a) P-PP test case (b) C-CC test case
Figure 5: CAA domain of P-PP and C-CC test cases. Contours show background axial velocity and turbulence vorticity magnitude.
3.3. Setup of CFD computation
TRACE was used to perform the q3D URANS simulation at 50% of the stator height of the baseline
SDT fan. Periodic boundary conditions were used for a reduced duct consisting of two rotor blades and five
stator vanes. The investigated operating condition was approach. However, the static pressure at the stator
outlet needed to be slightly modified in order to avoid a separation of flow.
In the stator domain, unsteady solutions of the first 15 harmonics of the rotor blade passing frequency
were used to accurately reconstruct the rotor wakes in the absolute frame of reference. The number of
harmonics required mainly depends on the flow gradients in the wake. The higher the gradients, the more
harmonics are required for an accurate representation of the wake. At mean flow, i.e. at the 0th harmonic,
the rotor wakes were averaged via flux averaging at the mixing plane between the moving frame of reference
in the rotor block and the absolute frame of reference in the stator block. When constant turbulence and
flow characteristics were considered, the 0th harmonic of the URANS computation rather than a RANS
computation was used in order to guarantee consistency.
The Hellsten explicit algebraic Reynolds stress model as implemented by Franke et al. [43] was used to
sufficiently reproduce the turbulent characteristics in the leading edge and wake regions. The turbulence in
the blade boundary layer was fully resolved by the used mesh.
The spatial discretization was done via a MUSCL (Monotonic Upstream Scheme for Conservation
Laws) method of second order accuracy based on Fromm’s scheme, while the time discretization was done
using an Euler Backward scheme of second order accuracy. The grid contained nearly 900,000 cells.
3.4. fRPM patch generation and setup of CAA computation
Figure 6 displays the typical CAA setup for the computation of fan broadband noise with the fRPM
method for a reduced duct containing only five stator vanes. The setup for the full cascade case C-CC-55
was done analogously. The vortex source was generated via a fRPM patch. In the vortex sink region, the
vorticity is filtered out. Sponge zones were applied at the in- and outlet boundaries of the CAA domain and
the white dots indicate the positions of the used sensors. In this subsection, the CAA mesh generation will
discussed before examining the italic keywords in detail.
For high-order spatial discretization schemes, a high grid quality of the CAA domain is essential. The
used grid resolution was determined by two factors: acoustics and turbulence. The CAA mesh was designed
to enable the propagation of sound waves up to a frequency f of 20 kHz without significant dissipation. The
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Figure 6: CAA setup for five stator vanes showing the sponge zones, the vortex source, and the vortex sink. The white dots indicate
sensor positions and the contour shows the pressure of the background flow, i.e. the mean flow.
lowest acoustic grid resolution was chosen to be 10 points per wavelength (PPW), which is approximately
twice the theoretical resolution limit of 5.4 PPW for a DRP scheme [44]. This leads to the following acoustic
grid resolution: dx f ≤ λPPW = 1.7 × 10−3 m. In regions of the CAA domain, where synthesized turbulence
is injected into and convected in the domain, a smaller grid resolution is required. To fully resolve this
turbulence, vortical structures have to be resolved with at least 4 points per length scale. In this case, the
determined grid resolution was given from the smallest Gaussian length scale needed to reconstruct a von
Kármán turbulence spectrum through a superposition of ten analytically weighted Gaussian spectra. The
analytical weighting function and these best-practice rules are derived by Wohlbrandt et al. [21] to realize
smooth von Kármán spectra. The von Kármán turbulence spectrum was determined from experimental data
of Podboy et al. [39] to realize an integral turbulent length scale of Λ ≈ 5.1 × 10−3 m at 50% of the stator
height at the stator LE. The resulting turbulent grid resolution was dxv ≤ 0.51 × 10−3 m. Furthermore, the
boundary layer of the background flow was considered but not fully resolved in the CAA domain. Previous
studies have shown that artificial sound is generated at a blunt stator trailing edge (TE) if the boundary layer
is neglected. The vortices that move along the blade surface create sound when interacting with a blunt TE.
This is not problematic for pointed TEs but for blunt TEs as is the case for the baseline SDT stator. The
boundary layer prevents the direct interaction between the stator TE and the vortices as it pushes the vortices
further away from the blade surface. The final CAA grid contained 43,324 grid cells per stator passage.
The vortex source produces the synthesized turbulence using inputs from the (U)RANS computation for
TKE, TLS, and mean flow and is coupled into the domain using the LEE-relaxation method. The
LE of the source region was located approximately two chord lengths upstream of the stator LE. The
mesh resolution was kept constant to the CAA mesh resolution and five particles per grid cell were
used. As mentioned in the preceding paragraph, a von Kármán spectrum was chosen to generate the
synthetic turbulence as a von Kármán spectrum closely emulates realistic turbulence spectra found in
turbomachinery.
Assuming uncorrelated vanes, the RSI is only simulated for a single vane. All other vanes ensure the
correct acoustic radiation only. Figure 7(a) shows the initial patch used for the primary test matrix.
The contour shows the TKE levels. The region of the patch containing TKE spans exactly one pitch
in order to interact with exactly one stator vane. The rest of the patch area does not contribute to the
synthesized turbulence but acts as safety margin and accounts for lateral convection. Since the Young-
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(a) Initial patch (b) Patch with reduced safety
margins
(c) Patch spanning two pitches
Figure 7: Used patches for C-CC configuration. The contour shows the TKE of the mean flow.
Van-Vliet filter does theoretically not require safety margin as it works on a ghost layer instead, the
safety margin was significantly reduced for configuration C-CC-red [see Figure 7(b)]. For configura-
tion C-CC-double, the patch spanned two pitches and has no safety margins [see Figure 7(c)].
The vortex sink cancels out vorticity downstream of the stator trailing edge utilizing the LEE-relaxation
method by Ewert et al. [31]. The vortices in the CAA domain downstream of the stator TE interact
with the stator wakes creating hydrodynamic pressure disturbances. To get a clean acoustic pressure
signal at the sensor position, the vortices were removed from the domain and only acoustic perturba-
tions, which are of interest, remained. This was done by setting the target vorticity Ωref to zero in the
whole vortex sink region as marked in Fig. 6 and as alluded to in subsection 2.3.
The sponge zones were needed to avoid reflections at the in- and outlet boundary conditions of the CAA
domain. The sponges were 85 cells deep and a small cell stretching in axial direction - not exceeding
a value of 1.1 - was also introduced.
Sensors were equally spaced up- and downstream of the source region to compute the emitted sound power
P of an equivalent 3D duct from the 2D cascade, as derived in the Appendix A.2. As 2D turbulence
is generated by the 2D RPM method the correction in Eq. (A.7) was used, assuming that the lateral
velocity component is the major noise source. The integration surface S resulted from a line of the
considered 2D cascades discretized in the y-direction by 275 probes for the full-cascade configuration
and 25 probes for the five-vane configuration. As the turbulence only impinged on a single vane, the
sound power was multiplied by the number of vanes to get the overall sound power.
The setup for the different configurations remained exactly the same. Only the number of considered har-
monics for the TKE, TLS, and mean flow varied. Periodic variables were realized by 15 harmonics, while
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Figure 8: Comparison of sound power spectra of the primary test matrix. The greyed-out regions indicate frequencies outside the
range, for which the CAA mesh was designed.
constant variables were realized by the 0th harmonic, i. e. the mean variables. The computation for the
C-CC test case lasted approximately four days on five Intel(R) Xeon(R) CPU E5-2630 v3 CPUs. The same
setup for the P-PP took about eight days to compute. Realizing cyclostationarity is computationally more
expensive as summing up the harmonics at each time step takes more time and more information has to be
stored.
4. Results and discussion
In the following section, the results of the test matrix are discussed. At first, the primary test matrix is
examined to study the effects of cyclostationarity. Next, an analytical test case is analyzed to substantiate
and augment the findings of the first subsection. The comparison to the measurements can be found in
subsection 4.4. In the last two subsections, elemental assumptions made during the design of the primary
test matrix are checked: 1.) The authors assumed that results of a simulation on a reduced duct containing
only five stator blades are equivalent to results of a simulation on the full duct containing all 55 stator blades.
2.) The authors assumed that the RSI noise generation mechanism of each blade is uncorrelated to that of
all other blades in the duct and that it is therefore sufficient to only study one blade.
4.1. Analysis of the primary test cases
The primary test matrix was designed to systematically study the effect of cyclostationarity in the tur-
bulence and in the mean flow on the broadband RSI noise. The study was conducted for a well-known fan,
i.e. the NASA SDT fan in its baseline configuration.
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Figure 9: Upwash velocity spectra shown for constant and fully periodic patches. Comparisons to the respective analytical 2D
velocity spectra computed with Eq. (A.10) and Eq. (A.11) are shown.
In Figure 8 the sound power level LW
LW = 10 log10 (P/ Pref) (9)
are shown for all primary test cases with P in Eq. (A.6) and Pref = 1 × 10−12 W calculated up- and down-
stream of the stator. The grayed-out areas in the graph indicate frequencies outside the range of the target
CAA mesh resolution. As the mesh resolution is twice as high as recommended in the literature, results up
to 40 kHz are deemed to be trustworthy.
When neglecting the periodic nature of the mean flow, the difference seems to be negligible for this
configuration as can be concluded when comparing the P-PP and the C-PP primary test cases. However,
when the TLS is taken to be constant over the stator pitch (C-PC) instead of periodic (C-PP), it results
in a notable offset in sound power. The offset is large at lower frequencies and disappears at very high
frequencies. Lastly, there is little to no difference in the sound power spectra between the C-CC and C-PC
test cases indicating that the cyclostationarity of the TKE does not influence the sound power levels. To
sum up, only the cyclostationarity of the TLS influences the RSI noise for the baseline SDT configuration
at approach conditions.
4.2. Alternative averaging to realize correct TLS
In order to examine the effect of the TLS in more detail, the authors took a closer look at the synthesized
turbulence in the fRPM vortex source patch. In Figure 9, the lateral 2D velocity frequency spectrum S 2D22 ( f ),
which is most relevant for the broadband noise generation at the stator LE, realized by the patches for
configurations C-CC and C-PP along with their respective analytical solutions are shown. For the constant
case, the analytical solutions are calculated using the Eq. (A.10) and Eq. (A.11) for the 2D von Kármán
turbulence spectrum. For this purpose the turbulent kinetic energy, the turbulent specific dissipation rate
and the flow velocity are circumferentially averaged:
kCt =
1
2pi
2pi∫
0
kt(ϑ)dϑ, ωCt =
1
2pi
2pi∫
0
ωt(ϑ)dϑ, uC0 =
1
2pi
2pi∫
0
u0(ϑ)dϑ. (10)
The TLS was determined by Eq. (7). For the fully periodic case (P-PP), the analytical velocity spectrum
results from integrating over the analytical spectra at each circumferential point of the downstream patch
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Figure 10: C-CC test case with adjusted turbulent length scale compared to primary test cases C-CC and P-PP
border:
S Pii( f ) =
1
2pi
2pi∫
0
S ii( f , ϑ)dϑ. (11)
The TLS is then determined by fitting the averaged velocity frequency spectrum to a standard von Kármán
velocity spectrum.
It can be noted that the numerical spectra match the respective analytical spectra well, particularly
at high frequencies. There is an offset at lower frequencies, which may indicate that the turbulence is
lacking energy at those frequencies. The pronounced offset between the fully periodic and fully constant
spectra is most significant. When a fit is performed for the PP spectra, the averaged TLS was 0.0023 m.
In contrast, the averaged TLS for the CC spectra was 0.0039 m, while the averaged TKE and flow velocity
were nearly equivalent. These findings indicate that the method used for averaging plays a significant role in
determining the turbulence characteristics. Averaging the TKE, TLS, and mean flow over the circumference
before calculating velocity frequency spectra (CC) gives different results than calculating spectra for each
TKE, TLS, and mean flow before averaging the spectra over the circumference (PP).
To further test these findings, the C-CC-tls configuration was simulated. Instead of using an averaged
TLS of 0.0039 m, a constant TLS of 0.0023 m as determined by the PP upwash velocity frequency spectrum
was imposed onto the patch. If the hypothesis that the averaging technique is essential when considering
cyclostationary processes is true, the simulation with the modified TLS should produce the same results as
the fully periodic simulation (P-PP). In fact, this is confirmed by the power spectra shown in Figure 10.
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Figure 11: Turbulent kinetic energy of extracted
wake. Background turbulence modified to demon-
strate impact on cyclostationarity.
Figure 12: Analytical 2D velocity spectra calculated for modified wake using
different averaging techniques.
4.3. Impact of cyclostationarity for an analytic test case
In the previous subsection, results of the fully periodic test case were reproduced using a fully constant
simulation with a TLS determined by a different circumferential averaging technique. This finding is con-
venient, since it allows for the use of a less computationally expensive technique granted that the TLS is
chosen accordingly. However, for all we know, this finding is only valid for this particular fan configuration
at this particular operating point. To test this, the authors aimed at finding an analytical test case, for which
the P-PP case cannot be correctly reproduced by a C-CC case.
In order to achieve this, we slightly manipulated the initial TKE. Figure 11 shows the TKE of two
wakes over one rotor passage. The initial wake was extracted from the (U)RANS simulation. The TKE
of the background turbulence was set to a constant value to clearly show the difference between the initial
and modified cases. The constant TKE value of the background turbulence is equivalent to the extracted,
slightly fluctuating values and results in the same velocity frequency spectra as before. For the modified
case, the TKE in the wake remained the same. Only the turbulence intensity of the background turbulence
was increased from 0.1% to 1%. All other variables remained unchanged. The resulting velocity frequency
spectra by applying the different averaging techniques for the modified wake are shown in Figure 12. As
observed in the previous subsection, the periodic variation of the TKE and the mean flow have no impact.
Though the difference in the shape of the velocity frequency spectra due to the periodicity of the TLS
is compelling, particularly when considering the direction perpendicular to the flow. The fully periodic
velocity frequency spectrum now exhibits two pronounced bumps instead of just one. The bump at the
lower frequency is due the background turbulence, while the bump at a higher frequency can be attributed
to the wake turbulence. For this hypothetical case, test cases using a constant value for the TLS will never
be able to reproduce the shape of the spectrum correctly.
The analytical case with an increased background turbulence intensity proved that there are cases for
which the best averaging technique is of no use and cyclostationarity must be simulated in order to synthe-
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Figure 13: Comparison of numerical and experimental sound power level spectra.
size realistic turbulence.
4.4. Comparison to measurements
The fully periodic case (P-PP) most accurately reproduces the actual physics. For this case the sound
power levels are compared to the measurements2 in Figure 13. The overall trend and levels are reproduced.
While the experimental data differs from the numerical results up- and downstream of the fan in regions
below 10 kHz, the high-frequency fall off is well predicted. An under-prediction of the sound power at lower
frequencies has also been shown by Nallasamy and Envia [36], who used a RANS-informed, analytical
method, at both inlet (upstream) and exhaust (downstream).
The differences can be explained twofold: (1) The measurements may have contributions from addi-
tional noise sources (e.g. rotor trailing edge, jet noise). (2) Some simplifications and assumptions were
made in the numerical hybrid approach. The TKE, TLS, and mean flow were taken from a (U)RANS
simulation and a locally isotropic von Kármán spectrum was assumed. The data was used "as is" and no
adjustments were made to achieve a better agreement with experimental results. Additionally, the used
approach is two-dimensional and can only simulate broadband noise resulting from the interaction of turbu-
lence with the blade surfaces. Any other sound sources that may have been captured by the measurements
cannot be considered by this approach. The method also neglects the rotor, i.e. transmission losses or
reflections at the rotor are disregarded.
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Figure 14: Comparison of the reduced and full cascade using the C-CC configuration. Cut-on frequencies for azimuthal modes
m = 1 and m = −1 are shown.
4.5. Comparison of full and reduced duct computations
The first elemental assumption that the authors made in the design of the primary test matrix was to
assume that simulating a reduced, periodic duct is equivalent to simulating the full duct. To test this as-
sumption, the C-CC-55 simulation was performed containing all 55 stator vanes. The resulting narrow-
band sound power spectra are shown in Figure 14. The power spectra are, in fact, nearly equivalent. Only at
lower frequencies, the power spectra of the full cascade is smooth while there are peaks in the power spectra
of the reduced cascade. Peaks in fan power spectra are often indicative of where a new acoustic mode of
azimuthal order m suddenly becomes cut-on. The equations for calculating cut-on frequencies of acoustic
modes are listed in the Appendix A.4. Aside from the azimuthal mode order, the cut-on frequency depends
on the flow speeds and the geometry. In this case, the duct geometries differ: The reduced duct with only
five stator blades has a smaller circumference than the full duct. For these cases, the relevant Mach numbers
are:
upstream Mx = 0.40, My = −0.21, and
downstream Mx = 0.44, My = 0.00.
The resulting characteristic frequencies for the first azimuthal mode orders are:
2The rotor-stator noise contribution was obtained by subtracting the rotor-alone results from the overall noise results (ro-
tor+stator).
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Figure 15: Comparison of different patches to check assumption of uncorrelated blades.
• 5-vane configuration
– upstream
fm=−1 = 3169.6 Hz,
fm=+1 = 1968.7 Hz, and
– downstream
f|m|=1 = 2508.2 Hz,
• 55-vane configuration
– upstream
fm=−1 = 303.9 Hz,
fm=+1 = 178.4 Hz, and
– downstream
f|m|=1 = 237.5 Hz.
For the full cascade, the cut-on frequencies are very low meaning that the acoustic modes of the first
and subsequent azimuthal mode orders are cut-on for most of the frequency range. The determined cut-on
frequencies for the reduced cascade are higher and align well with the peaks in the power spectra - both
up- and downstream of the stator [see Figure 14]. Aside from the peaks due to the cut-on frequencies, the
assumption of the authors was correct and the reduced duct does reproduce the sound power correctly.
4.6. Acoustic correlation of vane blades
The second elemental assumption that the authors made was to assume that the investigated sound
generation mechanism of each blade is uncorrelated to that of the other blades. This therefore allows for
investigating the impingement of turbulence on only one blade and for multiplying the determined sound
power of one blade by the number of blades to receive the total sound power. In order to confirm this
assumption, configuration C-CC-double was investigated with a patch spanning two pitches and therefore
turbulence impinging onto two stator blades.
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An interim step was necessary due to the fact that a patch spanning over two vanes with a lateral safety
margin of the same size as the original patch did not fit into the CAA domain for the reduced cascade.
For this interim step, configuration C-CC-red used a patch without a damping zone in lateral direction [see
subsection 3.4]. Figure 15 shows that the resulting power spectra for the initial patch, used for the primary
test matrix, and this patch are identical. This confirms that the Young-Van-Vliet Filter does, in fact, not
need a safety margin in the lateral direction. Since a different random variable field also had to be used, it
also confirms that the solution is independent of the used random variable field. Since the results were the
same, the initial patch spanning one pitch can directly be compared to the patch spanning two pitches. Both
patches yield exactly the same sound power levels [see Figure 15]. This confirms that there is no significant
acoustic correlation of the vane blades. This result has been anticipated as the TLS is much smaller than the
pitch.
5. Conlusion and Outlook
The cyclostationary stochastic hybrid (CSH) method has been developed based on the RPM method.
It enables to account for the effect of turbulence cyclostationarity in fan broadband noise. Since each
parameter relevant for the wake turbulence description can be activated individually, it is possible to assess
their respective impacts on broadband RSI noise. Those parameters are the turbulence kinetic energy, the
integral turbulence length scale, and the mean flow.
The periodic mean flow and periodic turbulence statistics are extracted from a URANS solution that
makes use of a Hellsten k-ω turbulence model. The values are passed as Fourier-coefficients to the CAA
and fRPM domains. The data can therefore be reconstructed at any arbitrary time step.
The benefit of using the fRPM-method is a local realization of von Kármán spectra of arbitrary integral
length scale and variance in the time domain via analytical weighting of Gaussian spectra. This yields a
stable formulation for time variations, even at the steep spatial gradients of TKE and TLS between wake
and background turbulence.
One main aspect that motivated this study and the development of CSH method was to investigate
which error is made by circumferentially averaging the turbulence and the mean flow before calculating
the aeroacoustic blade response. This averaging technique is commonly used in analytical and most hybrid
approaches. In the investigations presented in this paper, we have observed the following:
• The turbulent length scale is a key parameter. The result depends on the way it is calculated. A
simple averaging is not adequate. We propose an alternative method: averaging of the energy/velocity
spectrum and fitting that averaged spectrum for the determination of the length scale. With this
averaging technique, we can reproduce the results of the fully periodic test case with a constant
assumption.
• The influence of the cyclostationarity of the TKE and of the mean flow on the sound power levels is
negligible for the investigated fan simulation at approach condition.
• An analytical investigation shows that the consideration of cyclostationarity is imperative when in-
creasing the background turbulence intensity from 0.1% to a still realistic 1.0%. The resulting upwash
velocity frequency spectrum differs significantly from a stationary isotropic model spectrum. This
will have a direct impact on the emitted sound.
• Furthermore, we have verified that using a reduced number of vanes (5 instead of 55) is a reasonable
approach to reduce the computational effort without compromising the results. Slight differences in
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the results can only be observed in the low frequency range below the cutoff frequency of the first
higher oder mode. Due to the small length scales, it is sufficient to trigger only one blade and consider
the signal emitted by all blades to be uncorrelated.
The CSH method allows for future, in-depth study of cyclostationary turbulence and will therefore
further the understanding of broadband noise generation in fans. This is especially important for the devel-
opment and improvement of analytical tools.
By using stationary spectral analysis to investigate the cyclostationary signals, interesting features are
removed from the signal. To look at the intermittency or ”noise events” of each wake, a cyclostationary
analysis [24] has to be utilized. This would highlight variations in the lift coefficient and in the pressure
distribution over the time.
The CSH method is currently applied only in two spatial dimensions and uses locally isotropic von Kár-
mán spectra. A 2D-3D correction of the resulting spectra makes it possible to reproduce the measurements
fairly well based on numerical data at 50% duct height at the stator LE. An extension to 3D is contained
inherently in the method and will be in focus of future studies. In addition, modeling anisotropic turbulence
by utilizing higher order turbulence models in the URANS solutions is envisioned.
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A. Appendix
A.1. Stream-surface coordinates
The q3D-grid is transformed into a 2D-grid by means of the stream-surface coordinates m′ and ϑ.
With the turbo-machine axis defined in positive x-direction and the radius defined as r =
√
y2 + z2, the
transformation into stream surface coordinates is given by:
m′ =
∫ √
dx2 + dr2 ϑ = tan−1(z/y) (A.1)
In practice this integral is solved by using m′0 = 0 and
m′i = m
′
i−1 +
2
ri + ri−1
√
(ri + ri−1)2 + (xi + xi−1)2 (A.2)
This transformation leads to non-dimensional coordinates.
A.2. Sound power level
The sound power P is defined as
P =
∫
S
niIidS , (A.3)
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Figure 16: Sketch describing the com-
putation of the sound power from a
2D-cascade simulation. In the top
left corner, the 2D-cascade and the
microphone positions (blue dots) are
shown. By rolling up the cascade of
radially constant acoustic intensities on
each microphone segment ∆S , a sound
power for the whole duct can be deter-
mined.
with S the integration surface, ni the surface normal vector, and Ii the net acoustic intensity defined by
Morfey [45] as
Ii =< pui > +
u0i
ρ0c0
< pp > +
u0i u
0
j
c20
< pu j > +ρ0u0j < uiu j > . (A.4)
Instead of using the rms value indicated by < ab >, the cross-spectral density function S ab is used
< ab >7→ S ab. (A.5)
For the 2D-cascade the integration surface dS is replaced by a discrete segment ∆S . This is shown in
Fig. 16. In the upper left corner, the cascade and the microphone positions are shown. Along a line in the
y-direction, which corresponds to the circumference of the duct rθ, the axial intensity is determined. A
correction of 2D to 3D turbulence must be considered assuming the main sound source is the transversal
velocity component3. For the von Kármán turbulence spectrum it is given by a quotient Q2D→3D of Eq. (A.9)
to Eq. (A.10). Assuming that the intensity at position m is representative for a circle segment ∆S m, the sound
power in a comparable duct can be determined by 2D axial intensities of a cascade as
P = Q2D→3D
Nm∑
m=1
Ix,m∆S m (A.6)
with
Q2D→3D =
E3D22 (k1)
E2D22 (k1)
=
1
10
(
3kˆ−21 + 8
)
. (A.7)
For further definitions refer to the next section.
A.3. Velocity Spectra
In this investigation, the RPM method generates isotropic turbulence of von Karman shape. For val-
idation, the synthesized spectra are compared to the analytical solution. The velocity one-dimensional
3An additional correction for the difference of 2D and 3D propagation does not need to be considered for computations of sound
power
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wavenumber autospectra in flow direction e1 and in the direction perpendicular to the flow e2 are given as:
E11(k1) =
u2t Λ
pi
1
(1 + kˆ21)
5/6
(A.8)
E22(k1) =
u2t Λ
2pi
1 + 83 kˆ
2
1
(1 + kˆ21)
11/6
(A.9)
with the convective wavenumber k1 = ω/u0, the integral length scale (TLS) Λ, the turbulence velocity
variance ut and the reduced wavenumber kˆ = k/ke with ke =
√
piΓ(5/6)
ΛΓ(1/3) . For 2D turbulence the lateral velocity
one-dimensional wavenumber autospectrum differs and is given as:
E2D22 (k1) =
5u2t Λ
3pi
kˆ21(
1 + kˆ21
)11/6 . (A.10)
Using the Taylor hypothesis all these can be transformed into frequency space by
S ii( f ) = 2Eii(k1)
2pi
u0
. (A.11)
A.4. Cut-on frequencies
Often fan spectra calculated with the (linear) wave equations exhibit peaks at frequencies where a new
acoustic mode of azimuthal order m and n suddenly becomes cut-on. This is particularly true in the low
frequency range where the number of cut-on modes is small. The cut-on frequency in a two dimensional
annular duct (infinitely thin) depends on the azimuthal mode order only, the geometry and the flow speed.
For flows including swirl, there is a difference for positive and negative azimuthal mode orders m. The
cut-on frequencies are given by
fc(m < 0) =
|m|c0
NV sV
(
My −
√
1 − M2x
)
, (A.12)
fc(m > 0) =
|m|c0
NV sV
(
My +
√
1 − M2x
)
(A.13)
with c0 the speed of sound and Mx and My the axial and circumferential flow Mach number components,
respectively.
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