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Abstract: We construct representations of the braid groups Bn on n
strands on free Z[q±1, s±1]-modules W n,l using generic Verma modules
for an integral version of Uq(sl2). We prove that the W n,2 are isomor-
phic to the faithful Lawrence Krammer Bigelow representations of Bn
after appropriate identification of parameters of Laurent polynomial rings
by constructing explicit integral bases and isomorphism. We also prove
that the Bn-representations W n,l are irreducible over the fractional field
Q(q, s). †
1. Introduction
In recent years the representation theory of the braid groups Bn on n strands
has attracted attention due to two groundbreaking developments. One of them is in
the work of Bigelow and Krammer [1, 13], who managed to resolve the long stand-
ing problem of the linearity of the braid groups by showing that a two-parameter
generalization of the classical Burau representation is faithful. The second devel-
opment is the emergence of vast families of braid group representations that are
constructed from quantum algebras (see [10] and references therein) and conformal
field theories [15, 12, 20]. Intriguing relationships between these seemingly very
different approaches have been discovered and they remain a fascinating area of
study.
In this article we give an explicit construction and proof of an isomorphism
between the faithful representationHn,2 of Bn considered by Bigelow and Krammer
and the submodule of the R-matrix representations on V ⊗n for the generic Verma
module V of the quantum group Uq(sl2) .
For the purpose of this article we will consider Krammer’s version Hn,2, as
defined in [13] and restated in [3], and refer to it as the Lawrence-Krammer-Bigelow
representation or LKB representation. It is defined over the ring Z[q±1, t±1] of two
variable Laurent polynomials with integral coefficients. The parameters q and t are
associated to Deck transformations of a covering C˜n → Cn, where Cn is the two-
point configuration space on a disc with n-punctures. The natural representation
of Bn on H2(C˜n) as a Z[q
±1, t±1] is isomorphic to Hn,2 over Q(q
±1, t±1) , see
[1]. While these modules are not isomorphic over Z[q±1, t±1] (see [18]), Bigelow
conjectures in [3] that the relative homology H2(C˜n, ν˜) is isomorphic to Hn,2 over
† 2000 Mathematics Subject Classification: Primary 57R56, 57M27; Secondary 17B10, 17B37,
17B50, 20B30, 20C30, 20C20.
2Z[q±1, t±1] , where ν˜ may be understood as a piece in the boundary of a certain
compactification of C˜n .
The first obstacle in finding such an isomorphism is that the braid group repre-
sentations obtained from quantum groups are originally defined over the complex
numbers rather than integral two-variable Laurent polynomials. To this end we
will define Uq(sl2) as an algebra U over Z[q, q
−1], and introduce the generic Verma
module V over L = Z[q±1, s±1] , where smay be thought of as the exponential high-
est weight s = qλ . The braid group action commutes with the U-action so that the
highest weight spaces W n,l ⊂ V
⊗n of U, corresponding to weights sq−2l = qλ−2l,
are again Bn-invariant. We prove in Section 3 that the W n,l are free L-modules,
and construct explicit bases
(1) Wn,l = {w~α | ~α = (αj , . . . , αn) with j > 1 and
n∑
i=j
αi = l − 1}
such that W n,l is the L-span of Wn,l. Specifically, we find
Theorem 1. The highest weight space W n,l ⊂ V
⊗n is a free module over L =
Z[q±1, s±1] with explicitly given basis Wn,l as in (1). Hence, for each l ≥ 0 we ob-
tain a representation of the braid group Bn in n-strands given by a homomorphism
as follows:
(2) ρn,l : Bn −→ GL
((n+l−2
l
)
,L
)
∼= AutL(W n,l)
The identification of the quantum representation on W n,2 from Theorem 1 with
the LKB representationHn,2 further requires an identification of parameters which
we give by the following monomorphism between Laurent polynomials.
(3) θ : Z[q±1, t±1] −→ Z[s±1, q±1] = L :
q 7→ s2
t 7→ −q−2
Consider also the involutive automorphism ι of Bn defined on the generators by
ι(σi) = σ
−1
i (given by switching all crossing or reflection at the plane of projection
of a braid), and denote by H†n,k the representation given by pre-composing the
action on Hn,k with ι. With these conventions the main result of this article,
which we will prove in Section 4, can be formulated as follows:
Theorem 2. For every n > 1 there is a isomorphism of Bn-representations over L
(4) W n,2
∼=
−→ H†n,2 ⊗θ L
which maps the basis Wn,2 to the fork basis from [1].
In [22] Zinno manages to find a different identification of the LKB representa-
tion with a quantum algebraic object, namely the quotient of the Birman-Wenzl-
Murakami algebra similarly defined over Z[q±1, t±1] . This representation can,
by [21], be understood as the one arising from the quantum orthogonal groups
3Uζ(so(k + 1)) acting on the n-fold tensor product of the fundamental representa-
tion. Since the representation in [21] is irreducible this implies thatHn,2 and hence
W n,2 are irreducible for all n > 1.
‡
In Section 7 we generalize this result in our case to obtain
Theorem 3. For all n ≥ 2 and l ≥ 0 the Bn-representation W n,l is irreducible
over the fraction field L = Q(q, s).
Faithfulness of W n,l for l ≥ 3 is still an open question, as are identifications of
these representation with geometrically constructed ones analogous to Theorem 2.
Obvious candidates for a generalization of Theorem 2 are the Bn-representations
constructed by Lawrence in [16]. The starting point there is again the configuration
space Yn,l of l points in the plane with n holes. The braid group action is then
naturally defined on Hn,l = Hl(Y˜n,l), where Y˜n,l is the canonical cover of Yn,l with
covering group Z2. The latter makes the representation spaces into Z[q±1, t±1]-
modules.
Conjecture 4. The spaces Hl(Y˜n,l) are free Z[q
±1, t±1]-modules which carry an
(irreducible) action of Bn as defined in [16]. They are isomorphic to the repre-
sentations of Bn on weight spaces W n,l over L after appropriate identifications of
parameters in the Laurent polynomial rings.
The first obvious piece evidence for this conjecture is that it holds for l ≤ 2.
Indeed, for l = 1 both Hn,1 = H1(Y˜n,1) and W n,1 can be readily identified with
the classical Burau representation of Bn. For more details see the beginning of
Section 4.
It has been observed, both by Lawrence (Section 4 of [16]) and by Bigelow
(Section 6 of [3]), that for l = 2 and the parameter specialization t = −q−1 the
LKB-representation has as a factor the Temperley-Lieb representation associated
to the two-row partition [n − 2, 2]. In the former case it occurs as a quotient and
in the latter setting as a sub-module.
In Section 5 we will explain the occurrence of the Temperley-Lieb factor from the
point of view of quantum-sl2 representations. Particularly, the respective identifi-
cation s = q will correspond to specializing the highest weight of the fundamental
representation of quantum-sl2 within the Verma module. The exact sequence of
Bn-modules we establish in (59) reflects the cohomological picture of [16].
In Lemma 12 we will also identify the irreducible n-dimensional quotient of
the specialized LKB-representation by the Temperley-Lieb sub-representation, and
prove that the sequence in (59) does not split. Consequently, although the represen-
tation becomes reducible in the t = −q−1 specialization it remains indecomposable.
We also discuss in Section 5 the construction of braid elements in the kernel of the
Temperley-Lieb representation in order to underscore the loss of information in the
parameter specialization.
‡Note, however, that in the symmetric group specialization with s = 1 and q = 1 these repre-
sentation are clearly reducible for all l ≥ 2
4Theorem 2 as well as its generalization in Conjecture 4 are inspired by [6] and
[23] where quantum- sl2 actions on the homology of local systems over similar con-
figuration spaces are constructed.
Acknowledgments: The second author thanks Giovanni Felder for very useful
discussions about [6] which motivated this article. We also thank the anonymous
referees for numerous suggestions that helped to improve the article and led to the
addition of Section 5.
2. From Topological to Integral Braid Group Representation
In this section we review the basic definitions and constructions of quantum sl2
which lead to the relevant representations of the braid groups. We will start from
the framework of quasi-triangular topological Hopf algebras due to Drinfeld [5] over
rings of power series. An exposition and further development of Drinfeld’s theory
can be found in Kassel’s textbook [11] which we will use as main reference.
We start with the definition of the algebra U~ over a power series ring P[[~]]
where P is some commutative ring containing the rational numbers Q. The inde-
terminate is related to h used in [11] by ~ = 1
2
h . The generators of U~ are E, F ,
and H with relations
(5)
[H,E] = 2E
[H,F ] = −2F
[E, F ] =
sinh(~H)
sinh(~)
.
The algebra U~ is given by formal power series
∑
n an~
n where each coefficient an
is a finite combination of monomials in the generators E, F , and H over P ⊇ Q. It
is easy to see that the expression for [E, F ] can indeed be written in this way. In
addition, the comultiplication on U~ is defined by
(6)
∆(E) = E ⊗ e~H + 1⊗E
∆(F ) = F ⊗ 1 + e−~H ⊗ F
, and ∆(H) = H ⊗ 1 + 1⊗H
Formally, the coproduct is a homomorphism ∆ : U~ → U~⊗˜U~, where the tensor
completion is described in Section XVI.3 of [11]. We introduce the usual set of
notations for q-numbers, q-factorials, and q-binomial coefficients:
(7)
q = e~
[n]q =
qn − q−n
q − q−1
=
sinh (~n)
sinh (~)
[n]q! = [n]q[n− 1]q . . . [2]q[1]q[n
j
]
q
=
[n]q!
[n− j]q![j]q!
Note that all of these quantities are invertible in P[[~]] for n 6= 0 . A universal
R-matrix for U~ is now given as in Theorem XVII.4.2 of [11] by
(8) R = e
~
2
(H⊗H) ·
( ∞∑
n=0
q
n(n−1)
2
(q − q−1)n
[n]q!
En ⊗ F n
)
∈ U~⊗˜U~
5Drinfeld’s construction from [5] as described in [11] implies that the R-matrix
from (8) makes U~ into a quasi-triangular topological Hopf algebra. Particu-
larly, this implies that R obeys the Yang-Baxter relation given as an equation
in U~⊗˜U~⊗˜U~ by
(9) R12R13R23 = R23R13R12 .
Moreover, R fulfills the usual commutation relation in U~⊗˜U~ given by
(10) R∆(x) = ∆opp(x)R ∀x ∈ U~ .
In order to construct representations of the braid groups we will need to consider
first representations of U~. Instead of distinguishing many representations by their
highest weights we consider only one representation and “absorb” the highest weight
as a parameter in the underlying coefficient ring as follows.
In [11] the coefficient ring was chosen as P = C , yet all calculations and state-
ments there clearly also apply for any other choice of P ⊇ Q . For our purposes we
will choose the coefficient ring to be P = Q[λ], that is, the polynomial ring with
rational coefficients in one indeterminate λ which may be thought of as a generic
highest weight.
U~ is thus an algebra over Q[λ][[~]] – the ring of power series in ~ whose coef-
ficients are rational polynomials in λ. In this setting U~ admits a special highest
weight module over the same ring described as follows.
Consider the Q[λ]-module Q freely generated by an infinite sequence of vectors
denoted by {v0, v1, . . .} . The generic Verma module V~ = Q[[~]] is then the asso-
ciate topologically free module by in the sense of Section XVI.2 of [11]. The action
of U~ on V~ is given by
H.vj = (λ− 2j)vj
E.vj = vj−1(11)
F.vj = [j + 1]q · [λ− j]q vj+1
Note here that indeed [λ − j]q =
sinh(~(λ−j))
sinh(~)
∈ Q[λ][[~]] . The module is simi-
lar to the standard highest weight module obtained as the induced representation
associated to the one-dimensional representation of the Borel algebra generated by
E and H acting on v0. It is, however, not equivalent to this module since the
elements [λ − j]q are not invertible in Q[λ][[~]] . (Ring evaluations λ = m create
additional highest weight vectors for the traditional Verma module, but additional
lowest weight vectors for the representation in (11). The modules are equivalent,
and irreducible, only for evaluations λ 6∈ N.)
As described in the end of Sections XVI.4 any topological U~-module such as
V~ now entails a solution to the Yang-Baxter equation on V~⊗˜V~⊗˜V~ by (9), which
commutes with the action of U~ on the same space by (10). As an endomorphism
on V~⊗˜V~ we define the action of a braid group generator by
(12) R : V~
⊗˜2 → V~
⊗˜2 : v⊗˜w 7→ e−
~
2
λ2T (R.(v⊗˜w))
6Here R acts as an element of U~⊗˜U~ on V~⊗˜V~, and T denotes the usual
transposition T (v ⊗ w) = w ⊗ v. We also multiply the map by the unit e−
~
2
λ2 ∈
Q[λ][[~]] which also yields a solution to the Yang Baxter equation since this relation
is homogeneous.
The braid group Bn = 〈σ1 . . . σn−1 | σiσi+1σi = σi+1σiσi+1, σiσj = σjσi for |i −
j| > 1〉 is now represented on V~
⊗˜n by the assignment
(13) σi 7→ σ˜i = 1l
⊗˜i−1⊗˜R ⊗˜1l⊗˜n−i−1
The goal of the following constructions is to identify a sublattice in V~
⊗˜n which
is invariant under this action of the braid group Bn. This lattice will be a free
module over a subring L ⊂ Q[λ][[~]] which is characterized as follows. Consider
first the following ring homomorphism from the two-variable Laurent polynomials
to the power series ring:
(14) i~ : L = Z[q, q
−1, s, s−1] −→ Q[λ][[~]] :
q 7→ e~
s 7→ e~λ .
It is clear that i~ is well defined by inspection of the power series expansion in
~ , and that i~ is a monomorphism since (~, λ) 7→ (e
~, e~λ) has dense image in C2.
We will thus denote the image of i~ also by L = Z[q
±1, s±1] ⊂ Q[λ][[~]] with the
identification of parameters as prescribed in (14).
In order to find a suitable subalgebra over this ring we define next a set of special
generators in U~ by
(15) K = e~H , K−1 = e−~H , and F (n) =
(q − q−1)n
[n]q!
F n .
The generators F (n) are similar to the divided powers introduced by Lusztig in [17]
but differ by the additional (q− q−1) factors. The following relations readily follow
from the ones given in (5):
KK−1 = K−1K = 1 , KEK−1 = q2E , KF (n)K−1 = q−2nF (n)
F (n)F (m) =
[
n +m
n
]
q
F (n+m) , and [E, F (n+1)] = F (n)(q−nK − qnK−1) .
(16)
Let now U ⊂ U~ be the subalgebra over L generated by the set of elements
{K,E, F (n)}. As a sublattice U is the free L-module spanned by the PBW basis
{K lEmF (n) : l ∈ Z, m, n ∈ N ∪ {0}} . In fact, U is isomorphic to the algebra over
L defined abstractly by generators {K±1, E, F (n)} and the relations given in (16).
7The coproduct and antipode evaluated on the generators of U are readily com-
puted:
∆(K) = K ⊗K ∆(E) = E ⊗K + 1⊗E
∆(F (n)) =
n∑
j=0
q−j(n−j)Kj−nF (j) ⊗ F (n−j)
S(K) = K−1 S(E) = −EK−1 S(F (n)) = (−1)nqn(n−1)KnF (n)
(17)
These formulas immediately imply that the coproduct is in fact a map ∆ : U →
U ⊗ U with ⊗ taken over L. Consequently, U is a Hopf subalgebra of U~, and
thus a Hopf algebra over L by itself.
Next, let V ⊂ V~ be the free L-module generated by the basis vectors {v0, v1, . . .} .
That is, an element in V is given by
∑
j pjvj with pj ∈ L = Z[q
±1, s±1] and only
finitely many pj are non-zero. The actions of the generators of U on the basis
vectors vj are easily worked out from the action of U~ to be the following:
K.vj = sq
−2jvj E.vj = vj−1
F (n).vj =
([
n + j
j
]
q
n−1∏
k=0
(sq−k−j − s−1qk+j)
)
vj+n.
(18)
Observe that all coefficients in these formulae lie in the subring L = Z[q±1, s±1]
and contain only a finite number (one) of vectors. This immediately implies the
following:
Lemma 5. The subspace V ⊂ V~ is invariant under the action of the subalgebra
U ⊂ U~.
This also implies that the natural actions of U as well as U⊗n on V~
⊗˜n map the
respective subspace V ⊗n ⊂ V~
⊗˜n to itself. The main observation of this section is
that the same is true for the braid group action.
Lemma 6. The map R , as defined in (12), maps the subspace V ⊗2 ⊂ V~
⊗˜2 to
itself.
Proof. We first note that the map R can be written as the composite of three maps
(19) R = T ◦ C ◦ P ,
where T is the usual transposition as in (12). The operator C is given by the
action of the factor e
~
2
(H⊗H) from the expression in (8) for the universal R-matrix
multiplied by the extra term e−
~
2
λ2 that occurs in (12). Finally, P is given by
application of the remaining summation in parentheses in (8).
8We prove that each of these three operators in (19) preserves V ⊗2 as a subspace.
This is trivially true for T . For the action of C we compute
C.(vj ⊗ vk) = e
− ~
2
λ2e
~
2
(H⊗H)vj ⊗ vk = e
− ~
2
λ2e
~
2
(λ−2j)(λ−2k)vj ⊗ vk
= e−~λ(j+k)+2~jkvj ⊗ vk = s
−(j+k)q2jkvj ⊗ vk(20)
Thus C.(vj ⊗ vk) ∈ V
⊗2 and the claim follows for C.
For P we first rewrite the summation expression for the universal R-matrix in
(8) in terms of the generators of U.
(21) P =
∞∑
n=0
q
n(n−1)
2
(q − q−1)n
[n]q!
En ⊗ F n =
∞∑
n=0
q
n(n−1)
2 En ⊗ F (n) .
The fact that the action of E on V is locally nilpotent together with the observation
that any finite truncation of the summation in (21) yields an element in U⊗U imply
the claim for P. More specifically, the action of P can be worked out explicitly to
be the following.
(22) P.(vi ⊗ vj) =
i∑
n=0
q
n(n−1)
2
[
n+ j
j
]
q
n−1∏
k=0
(sq−k−j − s−1qk+j) vi−n ⊗ vj+n.
Since the summation is a finite one and all coefficients are in Z[q±1, s±1] we can
now infer that P.(vi ⊗ vj) ∈ V
⊗2 . Consequently, all three operators T , C, and P
map the subspace V ⊗2 to itself, which proves the lemma. 
For future use let us also record the explicit formula for the action of R on V ⊗2 .
R.(vi ⊗ vj) =
s−(i+j)
i∑
n=0
q2(i−n)(j+n)q
n(n−1)
2
[
n+ j
j
]
q
n−1∏
k=0
(sq−k−j − s−1qk+j) vj+n ⊗ vi−n .
(23)
Let us summarize our finding of this section in the following theorem:
Theorem 7. The maps σi = 1l
⊗i−1 ⊗ R ⊗ 1l⊗n−i−1 , with the R as in (23), define
a representation of the braid group Bn on V
⊗n , as a free Z[s±1, q±1]-module. The
maps σi also commute with the action of U on V
⊗n and preserve the natural Z
grading.
Proof. The fact that the maps σi preserve V
⊗n is immediate from Lemma 6. They
fulfill the braid group relations since they are restrictions of the maps σ˜i from (13)
which fulfill these relations by construction. Moreover, these maps commute with
the action of U~ and hence also with the action of U. 
93. Integrality of Highest Weight Spaces
The main purpose of this section is to prove the assertion in Theorem 1, namely,
that the highest weight spaces are free L-modules.
In order to define these highest weight spaces let V n,l = ker(K− s
nq−2l) ⊂ V ⊗n
be the weight space corresponding to the weight snq−2l. Recall that x ∈ U acts
on V ⊗n by ∆(n)x, where ∆(n) : U → U⊗n is defined recursively by ∆(2) = ∆
and ∆(n) = (∆(n−1) ⊗ 1)∆. By (17) and (18), V n,l is the L-span of the vectors
vα1 ⊗ · · · ⊗ vαn where α1 + · · ·+ αn = l. We now define
(24) W n,l = ker(E) ∩ V n,l.
The space W n,l is the so-called highest weight space corresponding to the weight
snq−2l. Since the representation of Bn on V
⊗n commutes with the U-action, we
see that both V n,l and W n,l are also Bn representations.
Let us also define An,l,Bn,l ⊂ V n,l for l ≥ 2 by
An,l = L-span of An,l
with An,l = {vα1 ⊗ · · · ⊗ vαn | ∃k such that αk = 1 and αj = 0 ∀ j < k}
(25)
and
Bn,l = L-span of Bn,l
with Bn,l = {vα1 ⊗ · · · ⊗ vαn | ∃k such that αk > 1 and αj = 0 ∀ j < k}.
(26)
We immediately see that V n,l = An,l⊕Bn,l. Given a multi-index ~α = (αj , . . . , αn)
for some j > 1 such that
∑n
i=j αi = l − 1, we can define an element of An,l by
(27) a~α = v
⊗(j−2)
0 ⊗ v1 ⊗ v~α
where v~α = vαj ⊗ · · · ⊗ vαn ∈ V n−j+1, l−1. Clearly, letting ~α vary among all such
multi-indices gives the basis An,l of An,l.
Lemma 8. For all n ≥ 1 and l ≥ 2, the map E|Bn,l : Bn,l → V n,l−1 is an L-linear
isomorphism.
Proof. To show that E|Bn,l : Bn,l → V n,l−1 is surjective we need to show that for
every v~α = vα1 ⊗ · · · ⊗ vαn ∈ V n,l−1 there is some b ∈ Bn,l such that E.b = v~α.
We proceed by induction on j = l−αk, where αk is the first nonzero entry in the
multi-index ~α = (α1, . . . , αn). The initial case, when j = 1, occurs when αk = l− 1
and is handled simply by observing that E.vl = vl−1. To prove the induction step
let us take v~α = v
⊗(k−1)
0 ⊗ vαk ⊗ · · · ⊗ vαn ∈ Vn,l−1 such that l−αk = j +1. Setting
b = v
⊗(k−1)
0 ⊗ vαk+1 ⊗ · · · ⊗ vαn we see that b ∈ Bn,l and
(28) E.b = (unit) v~α + (other terms)
where the first nonzero index in each of the other terms is αk +1. Hence, the other
terms satisfy the induction hypothesis and so are in the image of E. From this it
follows that v~α is in the image of E.
10
To show that E|Bn,l has no kernel take some 0 6= b ∈ Bn,l. Then b will have
some minimal term in its expression, namely, some vα1 ⊗ · · · ⊗ vαk ⊗ · · · ⊗ vαn
where αi = 0 for all i < k, αk ≥ 2, and if vβ1 ⊗ · · · ⊗ vβn is in the expression for
b then βi = 0 for all i < k and either βk = 0 or βk ≥ αk. Then comparing the
terms in the expression for E.b we see that it is impossible to cancel out the term
vα1 ⊗ · · · ⊗ vαk−1 ⊗ · · · ⊗ vαn . Hence, E.b 6= 0. 
Since E|Bn,l is an isomorphism, we seek a way to parametrize Ker(E) by An,l.
This parametrization is accomplished with an L-linear map Φ : V n,l → V n,l,
constructed in such a way that E ◦ Φ vanishes on An,l (see Lemma 10). Hence, for
l ≥ 2, define Φ on basis elements a~α = v
⊗(j−2)
0 ⊗ v1 ⊗ v~α ∈ An,l and b ∈ Bn,l as
follows:
Φ(a~α) =
l∑
k=0
b~α,k v
⊗(j−2)
0 ⊗ vk ⊗ E
k−1v~α
Φ(b) = b .
(29)
The coefficients are given by
(30) b~α,k = (−1)
k−1s(k−1)(j−n−1)q(k−1)(2l−k−2).
Notice that when k = 0 in (29) we have a multiple of the term v
⊗(j−1)
0 ⊗ E
−1v~α.
By E−1v~α we mean the unique element η ∈ Bn−j+1,l such that Eη = v~α. Such an
element η exists and is unique because of Lemma 8.
Lemma 9. We have (Φ− 1l)2 = 0 so that Φ is an automorphism of V n,l.
Proof. Clearly, we have (Φ− 1l)(b) = 0 for b ∈ Bn,l. For k = 1 we have b~α,1 = 1 so
that (Φ− 1l)(a~α) = Φ(a~α)− a~α ∈ Bn,l and hence (Φ− 1l)
2(a~α) = 0. The nilpotency
relation immediately implies that Φ−1 = 2− Φ is an inverse. 
Under the change of basis on V n,l given by Φ the operator E has a simple form.
Lemma 10. For all n ≥ 1 and l ≥ 2 the composite E ◦ Φ vanishes on An,l and is
injective on Bn,l with
(31) E ◦ Φ = 0 ⊕ E|Bn,l : An,l ⊕ Bn,l −→ V n,l−1 .
This implies that the following is an isomorphism of L-modules:
(32) Φ : An,l
∼=
−→ W n,l .
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Proof. The first half of the action in (31) is to show E ◦ Φ is zero on any element
a~α which we verify by explicit computation:
E ◦ Φ(a~α) = ∆
(n)(E).
∑
k≥0
b~α,k v
⊗(j−2)
0 ⊗ vk ⊗ E
k−1v~α
=
∑
k≥1
sn−j+1q−2(l−k)b~α,k v
⊗(j−2)
0 ⊗ vk−1 ⊗ E
k−1v~α +
∑
k≥0
b~α,k v
⊗(j−2)
0 ⊗ vk ⊗ E
kv~α
=
∑
k≥0
(
sn−j+1q−2(l−k−1)b~α,k+1 + b~α,k
)
v
⊗(j−2)
0 ⊗ vk ⊗E
kv~α = 0 .
Here we use that (30) implies the recursion
sn−j+1q−2(l−k−1)b~α,k+1 = −b~α,k .
Now (31) follows from (29), where Φ is defined to be identity on Bn,l . By Lemma 8
we have that E|Bn,l is injective so that ker(E ◦ Φ) ∩ V n,l = An,l . Since, by
Lemma 9, Φ is an automorphism of L-modules this implies (32). 
Let us also describe the case l = 1 more explicitly. A basis of V n,1 is given by
(33) ci = v
⊗(i−1)
0 ⊗ v1 ⊗ v
⊗(n−i)
0 for i = 1, . . . , n
The subspaces defined in (25) and (26) are defined slightly different for l = 1,
namely
An,1 = L-span of An,1 with An,1 = {ci|i = 1, . . . , n− 1}
Bn,1 = L-span of Bn,1 with Bn,1 = {cn} .
(34)
In this setting we have E−1(v⊗m0 ) = v
⊗(m−1)
0 ⊗ v1 ∈ Bm,1. Formula (29) thus yields
a basis forW n,1 given by vectors
(35) wi = Φ(ci) = ci − s
(n−i)cn with i = 1, . . . , n− 1 .
With these conventions it is easy to see that all previous lemmas in this section
also apply to the case l = 1 (and trivially so to the case l = 0).
We are now in a position to prove Theorem 1, namely, that the highest weight
spaces are free L-modules.
Proof of Theorem 1. Since (32) is an isomorphism of L-modules and An,l is clearly
a free module, also W n,l has to be a free L-module. The rank is given by the
number of vectors in the set of spanning vectors given in (25), which is given by(
n+l−2
l
)
. 
Since the generators σi , as defined in (13), map (by U-equivariance) eachW n,l
subspace to itself, Lemma 10 implies that the conjugate maps σΦj = Φ
−1◦σi◦Φ map
An,l to itself. Thus the representation of Bn over L given by σj |W n,l is equivalent
to the representation given by the maps σΦj |An,l .
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Suppose πA is the projection of V n,l onto An,l along Bn,l. Observe also that
Φ−1|W n,l = πA|W n,l. This yields the basic but useful formula:
(36) σΦj |An,l = πA ◦ σj ◦ Φ .
Implicit to this formula is the method of calculating the action of a braid generator
σΦj on a particular basis vector:
1) For a basis vector a~α ∈ An,l determine Φ(a~α) ∈W n,l by (29).
2) Use (23) and (13) to determine the image σj(Φ(a~α)).
3) Write σj(Φ(a~α)) in the standard basis An,l ∪ Bn,l and eliminate the compo-
nents of Bn,l leaving an L-linear combination of vectors from An,l.
In the following we also consider the action of Bn directly on W n,l ⊂ V n,l. A
natural basis is given by Wn,l = Φ(An,l) = {w~α = Φ(a~α)} . By construction the
explicit action of the braid group generators σj in this basis is exactly the same as
the action of the σΦj in the basis An,l so that the computations remain the same.
4. The Lawrence Krammer Bigelow Representation
Here we prove that the representation of Bn on W n,2 is isomorphic the LKB
representation which was recently shown in [1] and [13] to be faithful. As prepa-
ration let us show first that the representationW n,1 is isomorphic to the classical,
reduced Burau representation over Z[t, t−1] .
The formula for the R-matrix in (23) implies R.(v0⊗v0) = v0⊗v0 , R.(v0⊗v1) =
s−1v1 ⊗ v0 , and R.(v1 ⊗ v0) = s
−1v0 ⊗ v1 + (1 − s
−2)v1 ⊗ v0 . Applied to the basis
{ci} of V n,1 from (33) this implies the following action of Bn on V n,1 :
σi.cj = cj j 6= i, i+ 1
σi.ci = s
−1ci+1 + (1− s
−2)ci
σi.ci+1 = s
−1ci.
(37)
Using the rescaled basis {dj = s
−jcj | 1 ≤ i < n} and with a substitution of
parameter s−2 7→ t the action from (37) turns out to yield exactly the unreduced
Burau representation H˜n,1 of dimension n as described, for example, in (3-23) of
[4]. Thus we have by identification of basis vectors that
(38) V n,1 ∼= H˜n,1 ⊗t=s−2 L .
Now, the basis forW n,1 from (35) may also be rescaled as
(39) uj = s
jwj = s
2jdj − s
2ndn = t
−jdj − t
−ndn with j = 1, . . . , n− 1 .
Recall that the reduced Burau representation Hn,1 of dimension (n− 1) is given
by the kernel of the map H˜n,1 → Z[t
±1] : dj 7→ t
j . Clearly, the basis described in
(39) is thus a basis also of Hn,1 and we obtain the following relation.
Lemma 11. W n,1 ∼=Hn,1 ⊗t=s−2 L .
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Let us now turn to the l = 2 case. The basis An,2 from (27) is given by elements
(40) ai,j = v
⊗(i−1)
0 ⊗ v1 ⊗ v
⊗(j−i−1)
0 ⊗ v1 ⊗ v
⊗(n−j)
0 for 1 ≤ i < j ≤ n .
Correspondingly, the Bn,2 consists of the following elements:
(41) bk = v
⊗(k−1)
0 ⊗ v2 ⊗ v
⊗(n−k)
0 for 1 ≤ k ≤ n .
The basisWn,2 forW n,2 is given by application of the map in (29) to An,2 which
yields the following set of elements:
(42) wi,j = Φ(ai,j) = ai,j − s
j−iq−2bj − s
i−jbi for 1 ≤ i < j ≤ n .
The action of the braid group Bn on these vectors is now computed using the
step by step procedure following (36). In addition to the formulae in the previous
paragraph this also involves calculating expressions for R.(vi ⊗ vj) with i+ j = 2.
In each of these expressions only the coefficients of the v1⊗ v1-term needs to be
considered since the contributions of the v0 ⊗ v2-terms and v2 ⊗ v0-terms will be
projected out by πA . The relevant relations are thus the following:
(43)
R.(v0 ⊗ v2) = 0 mod 〈v2 ⊗ v0, v0 ⊗ v2〉
R.(v1 ⊗ v1) = q
2s−2(v1 ⊗ v1) mod 〈v2 ⊗ v0, v0 ⊗ v2〉
R.(v2 ⊗ v0) = q
2(s−1 − s−3)(v1 ⊗ v1) mod 〈v2 ⊗ v0, v0 ⊗ v2〉
Applying (43) to the elements in (40) and (41), and combining expressions in (42)
we can compute the action of Bn on the basis vectors in Wn,2 according to the
procedure given at the end of the previous section. The resulting formulae for the
generators of Bn are listed next where we assume that {i, i+ 1} ∩ {j, k} = ∅:
(44)
σi.wj,k = wj,k
σi.wi+1,j = s
−1wi,j
σi.wj,i+1 = s
−1wj,i
σi.wi,j = s
−1wi+1,j + (1− s
−2)wi,j − s
i−j−1(1− s−2)q2wi,i+1
σi.wi,i+1 = s
−4q2wi,i+1
σi.wj,i = s
−1wj,i+1 + (1− s
−2)wj,i − s
i−j−1(1− s−2)wi,i+1.
For comparison we consider the explicit Lawrence Krammer Bigelow representa-
tionHn,2 of Bn as given in Section 5.2 of [3]. (Note that the representation given in
[1] contains a sign error which is corrected in [3]). There the spaceHn,2 is described
as the free Z[t±1, q±1]-module spanned by basis elements {Fi,j : 1 ≤ i < j ≤ n} .
From the formulae in [3] the actions of the inverses of the generators of Bn onHn,2
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are readily worked out to be as follows:
(45)
σ−1i .Fj,k = Fj,k
σ−1i .Fi+1,j = Fi,j
σ−1i .Fj,i+1 = Fj,i
σ−1i .Fi,j = q
−1Fi+1,j + (1− q
−1)Fi,j + t
−1(q−1 − q−2)Fi,i+1
σ−1i .Fi,i+1 = −t
−1q−2Fi,i+1
σ−1i .Fj,i = q
−1Fj,i+1 + (1− q
−1)Fj,i − (q
−1 − q−2)Fi,i+1.
Proof of Theorem 2. Let us define the map F : Hn,2 →W n,2 by
F (Fi,j) = s
i+jwi,j and F (pv + qw) = θ(p)F (v) + θ(q)F (w) ,
where p, q ∈ Z[t±1, q±1], v, w ∈ Hn,2, and θ is the ring homomorphism given in
(3). It follows now by direct computation from the equations in (44) and (45) that
Fσ−1i = σiF ∀i ∈ {1, . . . , n} so that F ι(β) = βF ∀β ∈ Bn
where ι is the involution described in the introduction. Hence F : H†n,2 →W n,2
is Bn-equivariant by definition. Since it also maps basis vectors to basis vectors of
free modules and θ is a monomorphism, H†n,2 can be considered a Bn-submodule of
W n,2 whose L-span is againW n,2. This implies the isomorphism in Theorem 2. 
5. The Temperley-Lieb Specialization
In Section 6 of [3] Bigelow considers the parameter specialization qt = −1 for
a version of the LKB-representation, and recovers a sub-module on which the Bn-
action factors through the respective Temperley-Lieb algebra with representation
associated to a two-row Young tableau. The latter, in turn, are closely related to
the representation theory of quantum-sl2 via Schur-Weyl duality.
In this section we will show how the Temperley-Lieb submodule structure nat-
urally follows by extracting finite-dimensional highest or lowest weight modules of
quantum-sl2 from the generic Verma modules used in Theorem 7 for respective pa-
rameter identifications in the ground ring.. The Temperley-Lieb algebra then arises
as the centralizer in the case of the tensor powers of the 2-dimensional fundamental
representation of quantum-sl2.
The topological and representation theoretic derivations of the same submodule
structure in Theorem 6.1 of [3] and Lemma 12 below, respectively, give thus another
insight into the topological content of quantum-sl2 actions. In addition, we will
address in Lemma 12 the splitting property and complementary module structure,
and conclude with general remarks on the loss of information in the Temperley-Lieb
reduction.
In order to construct finite dimensional quantum-sl2 representations we fix a
positive integer ℓ ∈ N and consider the module with ring quotient into Z[s±1, q±1]
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Z[q, q−1] that sends s 7→ qℓ. This yields U-modules over Z[q, q−1] defined as follows:
(46) V˘ ℓ = V ⊗
s= qℓ
Z[q, q−1] .
Clearly, V˘ ℓ is still a free Z[q, q
−1]-module with basis {v0, v1, . . .}. It is immediate
from (18) that
(47) F (n).vj = 0 for j + n > ℓ
Suppose Iℓ ⊂ V˘ ℓ is the free Z[q, q
−1]-submodule spanned by {v0, v1, . . . , vℓ} . It
follows easily from (46) and (18) that Iℓ is also a U-submodule, that is, U.Iℓ = Iℓ.
It may be thought of as the irreducible lowest weight module whose lowest weight
vector vℓ has the properties K.vℓ = q
−ℓvℓ and F
(n).vℓ = 0 for n ≥ 1 . It also
follows readily, for example from (23), that
(48) R.(Iℓ ⊗ Iℓ) ⊆ Iℓ ⊗ Iℓ .
Thus we can specialize and restrict the braid group representations from Theorem 7
to the following finite rank module over Z[q, q−1].
(49) I⊗nℓ ⊆ V˘
⊗n
ℓ = V
⊗n ⊗
s= qℓ
Z[q, q−1] .
These braid group representations are equivalent over Q(q) to the ones obtained
from the standard R-matrix construction for the (ℓ+1)-dimensional representations
of quantum-sl2 (for example, Section VIII.3 in [11]), and also correspond to limits
of solutions to the Yang-Baxter equation given in [14]. As before, the highest
weight constructions yield respective sub-representations of the braid groups. For
the following discussion let us instead consider all relevant modules over the field
of fractions Q(q):
V˘ n,k,ℓ = V n,k ⊗
s= qℓ
Q(q) and W˘ n,k,ℓ =W n,k ⊗
s= qℓ
Q(q)
Ln,k,ℓ = W˘ n,k,ℓ ∩ I
⊗n
ℓ with Iℓ = Iℓ⊗Q(q)
(50)
Of particular interest is the specialization ℓ = 1, that is, s = q, which corresponds
to the fundamental representation of quantum-sl2. In this case I1 = Q(q)v0 ⊕
Q(q)v1 so that the R-matrix acts on a 4-dimensional space spanned by v0 ⊗ v0,
v1⊗ v0, v0⊗ v1, and v1⊗ v1 . The action is more conveniently described in terms of
(51) E := q(R− 1l⊗2)
for which we can compute readily from the explicit formula (23) that
E(v0 ⊗ v0) = 0 = E(v1 ⊗ v1)
E(v0 ⊗ v1) = v1 ⊗ v0 − q(v0 ⊗ v1)
E(v1 ⊗ v0) = v0 ⊗ v1 − q
−1(v1 ⊗ v0)
(52)
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The formulae in (52) can, in turn, be used to verify the following relations:
E
2 = −(q + q−1)E
(E⊗ 1l)(1l⊗ E)(E⊗ 1l) = E⊗ 1l
(1l⊗ E)(E⊗ 1l)(1l⊗ E) = 1l⊗ E
(53)
These relations are easily recognized as those of the Temperley-Lieb algebra An,q .
Over the fraction field Q(q) (or over C with q specialized to a value that is not
a root of unity) it is well known that the images of An,q and U in End(I
⊗n
1 ) via the
obvious representations are semisimple and each others commutants, see [8]. This
implies the quantum analogue of Schur-Weyl duality, namely that the n-fold tensor
product is isomorphic over Q(q) to
(54) I
⊗n
1
∼=
⌊n
2
⌋∑
k=0
F[n−k,k] ⊗ π[n−k,k]
as a U ×An,q -module. Here F[n−k,k] is the representation of highest weight q
(n−2k),
and π[n−k,k] the An,q representation associated to the partition [n−k, k] in analogy
to the symmetric group [9]. The dimensions of the factors are the same as in the
classical theory (see for example Section 9 of [7]):
(55) dim(π[n−k,k]) =
(
n
k
)
−
(
n
k − 1
)
and dim(F[n−k,k]) = n + 1− 2k.
Suppose vk0 is the highest weight vector of F[n−k,k]. It follows readily from (54) that
the space of highest weight vectors of weight q(n−2k)corresponds to 〈vk0〉 ⊗ π[n−k,k].
Thus with definitions from (24) and (50) we obtain the following identification of
An,q-modules:
(56) π[n−k,k] ∼= Ln,k,1 ⊆ W˘ n,k,1 .
In order to apply this to the situation of the LKB representation let us denote by
τ the following ring homomorphism
(57) τ : Z[q±1, t±1] −→ Q(q) :
q 7→ q2
t 7→ −q−2
We also introduce an n-dimensional representation Cn(λ). To this end, let Bn → Z
be the Abelian quotient map (with σi 7→ 1) and Bn → Sn : b 7→ b the symmetric
group quotient. Then let Cn(λ) = 〈e1, . . . , en〉 where elements of Bn acts as
(58) σj .ej = λej+1 , σj .ej+1 = ej , and σj .ei = ei for i 6∈ {j, j + 1} .
We can now state the following relation of the LKB representation with the Temperley-
Lieb representation theory.
Lemma 12. Reducing the ground ring of the LKB representation by τ to Q(q) as
in (57) we obtain for n ≥ 4 the following short exact sequence of Bn-modules
(59) 0 → π[n−2,2] →֒ H
†
n,2⊗
τ
Q(q) ։ Cn(q
−4) → 0
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where the Q(q)[Bn]-action on the first summand factors through An,q and the Bn-
action on the second through the combined quotient Z×Sn. For n ≥ 4 the sequence
in (59) is not split.
Proof. The inclusion given the second map in (59) is the same as the inclusion
in (56) via the identifications π[n−2,2]
(56)
∼= Ln,2,1
(50)
= W˘ n,2,1 ∩ I
⊗n
1 →֒ W˘ n,2,1
(50)
=
W n,2 ⊗
q=s
Q(q)
(4)
∼= (H
†
n,2⊗
θ
Z[s±1, q±1]) ⊗
q=s
Q(q) =H†n,2⊗
τ
Q(q) . The cokernel of this
inclusion naturally maps to the following quotient of weight spaces:
(60) J :
W˘ n,2,1
W˘ n,2,1 ∩ I
⊗n
1
−→
V˘ n,2,1
V˘ n,2,1 ∩ I
⊗n
1
A basis over Q(q) of V˘ n,2,1 is given by the An,2 = {ai,j}1≤i<j≤n and Bn,2 =
{bk}1≤k≤nas defined in (40) and (41). Clearly, the subspace V˘ n,2,1 ∩ I
⊗n
1 is ex-
actly the subspace spanned by An,2 so that the quotient on the right side of (60)
is an n-dimensional space for which a basis is given by the classes bk of the basis
elements bk.
It follows readily that J(wi,j) = −q
j−i−2bj − q
i−jbi where the generators wi,j
are the respective classes of the basis elements from (42). It is a straightforward
exercise in linear algebra to show that every bk can be expressed as a combination
of elements −qj−i−2bj − q
i−jbi over Q(q) if n ≥ 3 .
Thus J is a surjective map. Using the fact that the LKB representation has
dimension
(
n
2
)
, formulae (55) and (56) together imply that the domain of J is also
n-dimensional. Consequently, J is an isomorphism of Bn-modules.
The module structure on the image of J is found by computing the action of the
R-matrix on V˘ n,2,1 modulo I
⊗n
1 . Specializing q = s in (23) we find
R(v2 ⊗ v0) = q
−2v0 ⊗ v2 + (q − q
−1)v1 ⊗ v1
R(v0 ⊗ v2) = q
−2v2 ⊗ v0 and R(v0 ⊗ v0) = v0 ⊗ v0 .
(61)
Thus, the respective action on bk ∈ V˘ n,2/I
⊗n
1 is given by
(62) σk.bk = q
−2bk+1 σk.bk+1 = q
−2bk σk.bj = bj for j 6∈ {k, k + 1} .
Upon setting λ = q−4 and after renormalization of the basis
(63) ej = −q
2jbj
this is precisely the same action as the one described in (58), and hence proves the
exact sequence in (59).
In order to show that this sequence is not split for n ≥ 4 it suffices to show
that 0 → V˘ n,2,1 ∩ I
⊗n
1 → V˘ n,2,1 → Cn(q
−4) → 0 is not split since any splitting
homomorphism for (59) can be composed with the inclusion W˘ n,2,1 →֒ V˘ n,2,1.
Such a splitting would imply the existence of generators ej ∈ V˘ n,2,1 for j = 1, . . . , n
with a Bn action as prescribed in (58) for λ = q
−4 and with ej ≡ −q
2jbj mod I
⊗n
1 .
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The minimal polynomial of σi on V˘ n,2,1 is given by µ(x) = (x
2 − q−4)(x − 1)
since this is the minimal polynomial of R on 〈vi⊗vj | i+j ≤ 2〉. Thus if we consider
actions of ρi = σ
2
i − q
−4 and εi = σi − 1 on V˘ n,2,1 we have im(εi) = ker(ρi)
and ker(εi) = im(ρi) over Q(q) (only if q
−4 6= 1). The action of (58) implies that
e1 ∈ ker(ρ1) = im(ε1). The latter space is spanned by generators r1 = b1 −
q2
[2]
a1,2,
r2 = b2 −
1
[2]
a1,2, as well as rj = a1,j − qa2,j for j = 3, . . . , n . Since e1 has to be
mapped to b1 in the quotient it is thus a linear combinations of the form e1 =
−q2r1 +
∑
i≥3 αiri.
Now the relations in (58) for λ = q−4 also imply that e1 ∈ ker(εi) for i ≥ 2,
which leads to additional constraints that determine the αi and hence e1 uniquely:
(64) e1 = −q
2b1 +
q4
[2]
a1,2 +
q2
[2]
n∑
k≥3
q4−k(a1,k − qa2,k) .
The action of σ1 on Cn(q
−4) now implies that
(65) e2 = q
4σ1.e1 = −q
4b2 +
q4
[2]
a1,2 −
q4
[2]
n∑
k≥3
q4−k(a1,k − qa2,k) .
From this it subsequently follows that
(66) ρ2.e2 =
q4 − q2
[2]
n∑
k≥4
q4−k(qa2,k + a3,k) .
However, by (58) we must have ρ2.e2 = 0 which leads to a contradiction for n ≥ 4
and q4 6= 1 . 
Let us next point out some relations of this lemma to the the topological con-
struction of the Temperley-Lieb representation given in Section 6 of [3].
The identification q = s was motivated in our case by choosing a fundamental
highest weight for quantum-sl2 and translates via (3) directly to the specialization
qt = −1 considered by Bigelow in [3] as well as Lawrence in [16]. In terms of these
variables and pre-composing representations with the involutive automorphism ι on
Bn given by ι(σi) = σ
−1
i we find from Lemma 12 the Temperley-Lieb representation
π[n−2,2] as the kernel of the following map of Bn-modules.
(67) H2,n ⊗
t=−q−1
Q(q) −→ C†n(q
−2) : Fi,j 7→ ei + q
−1ej .
Here the action of Bn on C
†
n(q
−2) is given explicitly by
(68) σj .ej = ej+1 , σj .ej+1 = q
2ej , and σj .ei = ei for i 6∈ {j, j + 1} .
The Temperley-Lieb representation is found as the kernel of the map (67) also by
Lawrence (see page 170 in [16]), however, in the dual or cohomological version of
the Lawrence representation. Consequently, in the homology picture of [16] π[n−2,2]
is described as a quotient by an n-dimensional sub-representation.
Bigelow finds in Theorem 6.3 of [3] the module π[n−2,2] as the image of H2(Y˜n,2)⊗
R in H2(Y˜n,2, ν˜) ⊗ R by the map induced by the inclusion of pairs, where ν˜ is a
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limit of configurations in which one of the points of configuration in Y˜n,2 approaches
a puncture or both points approach each other. This suggests that the module
C
†
n(q
−2) is somehow related to the first homology of ν˜ , although it is not naïvely
obtained from the long exact sequence associated to (Y˜n,2, ν˜).
The sequence of Bn-representations in Lemma 12 fails to split essentially due to
the failure of I1 ⊂ V˘ 1to split off as a quantum-sl2 representation. Again it would
be interesting to understand this as an obstruction in the context of the topological
constructions in [3] and [16] where it contributes to subtle distinctions between var-
ious types of homological and cohomological variants of the LKB-representations.
More generally, the q = s specialization of theW n,k representations will contain
the An,q -representations π[n−k,k] of dimension
(
n
k
)
−
(
n
k−1
)
as summands by the same
arguments used for the case k = 2 above. This reproduces the Temperley-Lieb
representations described at the end of Section 5.2 in [16]. One may expect that
they are again not direct summands as Bn-modules as in the case of k = 2.
The behavior of the representation W n,k is very different if we consider them
over Q(q, s) (where s− qℓ is invertible). In particular, we will show in the following
sections that W n,k ⊗ Q(q, s) is irreducible for all n and k . This indicates that
the 2-parameter representation over Z[q±1, s±1] contains significantly more infor-
mation than the one-parameter specialization discussed above and, especially, the
Temperley-Lieb sub-representation.
The loss of complexity in the specialization to the Temperley-Lieb representation
is exemplified also by the fact thatH2,n is faithful, while the representation π[n−2,2]
has a non-trivial kernel. For π[2,2] elements in the kernel are specified in Section 3
of [2].
More complicated elements in the kernel of the Temperley-Lieb representations
are constructed in [19]. In this article Piwocki and Traczyk represent the Temperley-
Lieb algebra TLn ≡ An,q in terms of Kauffman diagrams, introduce ideals I n,i
generated by diagrams with more than i caps and cups, and consider the kernels of
the composite morphism Jn,i : Bn → TLn → TLn,i = TLn/In,i .
In order to relate this to elements in the kernel of π[n−2,2] note that the generator
from (52) can be written as E = C ◦ C∨ with maps
C : Z[q±1]→ I
⊗2
1 : 1 7→ v1 ⊗ v0 − q(v0 ⊗ v1)
C
∨ : I
⊗2
1 → Z[q
±1] :
C
∨(v1, v1) = C
∨(v0, v0) = 0,
C
∨(v0, v1) = 1, and C
∨(v1, v0) = −q
−1.
(69)
The action of TLn on I
⊗n
1 can now be extended by associating to planar diagrams
with a start and b end points a map from I
⊗a
1 to I
⊗b
1 by assigning the tensors C and
C
∨ to cups and caps in respective tensor positions. Note a diagram in I n,4 must have
either at least three cups or three caps. This corresponds to the application, for
example, of three contractions of pairs of tensor factors in I
⊗n
1 with C
∨ . Restricted
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to I
⊗n
1 ∩W˘ n,2,1
∼= π[n−2,2] all such contractions are zero for degree reasons. Similarly,
insertion of three or more tensors with C cannot have image in π[n−2,2] .
We conclude that the ideal I n,4 acts trivially on π[n−2,2] and hence, as a braid
group representation, the latter factors through Jn,4 : Bn → TLn,4 . In [19] Piwocki
and Traczyk find a non-trivial 380-crossing braid in the kernel of J9,2. Using Theo-
rem 1 in [19] this can be used to construct of a 1520-crossing braid β in the kernel
of J17,4 and hence also in the kernel of π[15,2] .
Once it is verified that β 6= 1 (for example, by evaluating it in the LKB repre-
sentation) this proves that π[15,2] is not a faithful representation of B17. A more
accessible candidate may be the 11-crossing braid in ker(J11,2) which yields a 44-
crossing element in ker(J21,4) ⊆ ker(π[19,2]) . We will not engage in the remaining
computations in this article, however, and leave them for future work.
6. Structure of the Verma representations V n,l
In this section we look more closely at the structure and decomposition of the
Verma module representations V n,l. More specifically, we look at eigenspace decom-
positions of V n,l under the operators E
tF (t). The main purpose of these decompo-
sitions is to allow us to prove the irreducibility of the highest weight representations
in the next section.
Recall that we have previously defined L = Q(q, s), the fraction field of L. In
what follows, we will often speak of V n,l as a vector space over L. Of course what
we really mean is L⊗L V n,l, but we will usually make no distinction. We could, in
the interest of generality, carry out our calculations over a smaller ring, essentially
inverting only those elements of L that are necessary, but this level of generality
adds little to the discussion at hand.
Lemma 13. The weight space V n,l splits as a L[Bn]-module into a direct sum of
highest weight spaces:
(70) V n,l =
l⊕
k=0
F (k)W n,l−k ∼=
l⊕
k=0
W n,l−k.
Proof. We already know that V n,l =W n,l ⊕Bn,l ∼=W n,l ⊕ V n,l−1 as L-modules.
So V n,l does decompose into a direct sum of highest weight spaces
⊕l
k=0W n,l−k.
This decomposition does not preserve the braid group action, however.
To prove the decomposition V n,l =
⊕l
k=0 F
(k)W n,l−k we proceed by induc-
tion on l. For l = 0 we have an obvious identity. Suppose now that V n,l =⊕l
k=0 F
(k)W n,l−k and take v = F
(k)w ∈ V n,l for some w ∈ W n,l−k. We apply
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EtF (t) to v to obtain
EtF (t)v =
[
t+ k
k
]
q
EtF (t+k)w(71)
=
[
t+ k
k
]
q
F (k)
( t∏
j=1
(qj−k−tK − qk+t−jK−1)
)
w
=
[
t+ k
k
]
q
µn,lt,k v
where µn,lt,k ∈ L is the nonzero constant given by
(72) µn,lt,k =
t∏
j=1
(snq−2l+k−t+j − s−nq2l−k+t−j).
Thus, in particular EF (1)v = [k+1]qµ
n,l
1,kv. Since the constants [k+1]qµ
n,l
1,k ∈ L are
distinct for distinct k, we see that the decomposition V n,l =
⊕l
k=0 F
(k)W n,l−k is the
eigenspace decomposition of the transformation EF (1). The eigenvalues [k+1]qµ
n,l
1,k
are each nonzero, so we see that the map F (1) : V n,l → V n,l+1 is injective. The
image of this map (over the fraction field) is Im(F (1)) =
⊕l+1
k=1 F
(k)W n,l+1−k and it
is clear from (71) that Im(F (1)) ∩W n,l+1 = 0. Counting dimensions, we see that
V n,l+1 =
⊕l+1
k=0 F
(k)W n,l+1−k. 
Having obtained a decomposition of V n,l, we would now like to obtain a similar
decomposition of the highest weight spaces W n,l by restricting the braid action.
Consider the Bn+1-action on W n+1,l. The map V
⊗n → V ⊗(n+1) defined by
v~α 7→ v0⊗v~α gives us an inclusionW n,l →֒W n+1,l. In the standard basis ofW n+1,l
the elements of W n,l correspond to the vectors Φ(a~α) where ~α = (αj, . . . , αn) for
j > 2 (see (27) and (29)). We also have the inclusion Bn →֒ Bn+1 that takes
σi ∈ Bn to σi+1 ∈ Bn+1. With this identification the inclusion W n,l →֒ W n+1,l is
Bn-equivariant. The quotient W n+1,l/W n,l is isomorphic to V n,l−1 as an L[Bn]-
module. The isomorphism is given by
(73) Φ(a~α) 7→ v~α.
Let ψ : W n+1,l → V n,l−1 be the composition of the quotient map W n+1,l →
W n+1,l/W n,l with the isomorphism given in (73). We seek a splitting of ψ.
Definition 14. Let ck,j ∈ L be recursively defined by setting ck,0 = 1 and
(74) ck,j+1 =
s−n−1q2l−k+j−1 − sn+1q−2l+k−j+1
snq−2(l−k)
ck,j
For each k = 1, 2, . . . , l we define a map αk :W n,l−k → V n+1,l by
(75) αk : w 7→
k∑
j=0
ck,jF
(k−j)(vj ⊗ w).
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Let us take w ∈W n,l−k and compute the action of E on αk(w):
Eαk(w) =
k∑
j=0
ck,jEF
(k−j)(vj ⊗ w)
=
k∑
j=0
ck,j
(
F (k−j)E + F (k−j−1)(q1−k+jK − qk−j−1K−1)
)
(vj ⊗ w)
=
k∑
j=1
ck,js
nq−2(l−k)F (k−j)(vj−1 ⊗ w)
+
k−1∑
j=0
ck,j
(
sn+1q−2l+k−j+1 − s−n−1q2l−k+j−1
)
F (k−j−1)(vj ⊗ w)
=
k−1∑
j=0
(
ck,j+1s
nq−2(l−k) + ck,j(s
n+1q−2l+k−j+1 − s−n−1q2l−k+j−1)
)
F (k−j−1)(vj ⊗ w)
= 0.
Thus, αk actually maps W n,l−k into W n+1,l ⊂ V n+1,l. Notice, in the last equality
we see the reason behind the definition of the coefficients ck,j in Definition 14.
Namely, they have been defined to allow E ◦ αk to vanish onW n,l−k.
In the standard basis ofW n+1,l the element αkw corresponds, moduloW n,l, to
a multiple of v1 ⊗ F
(k−1)w. To be more precise:
(76) αkw = λkΦ(v1 ⊗ F
(k−1)w) modW n,l
where
λk = s
1−kqk−1(s− s−1) + ck,1s
1−kq2k−2
= s−2n−kq4l−k−3 − s−kqk−1.(77)
Thus, using the identification V n,l−1 =
⊕l−1
k=0 F
(k)W n,l−1−k ∼=
⊕l
k=1W n,l−k given
by Lemma 13 we see that ψ ◦ αk acts on W n,l−k as multiplication by the nonzero
constant λk.
Definition 15. Define a map α : V n,l−1 →W n+1,l by
(78) α =
l⊕
k=1
λ−1k αk.
The previous discussion yields the following:
Lemma 16. The map α defines a Bn-equivariant splitting of the map ψ :W n+1,l →
V n,l−1. This gives a decomposition as Bn-modules
(79) W n+1,l =
l⊕
k=0
W n,l−k.
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7. Irreducibility of the Representations
In this last section we wish to prove Theorem 3, namely that the highest weight
representations W n,l are irreducible over the fraction field L. The proof makes
use of the decompositions of the previous section and proceeds by induction on n.
Notice that, in the general case, if C ⊂W n,l is a Bn-submodule, then as a Bn−1-
module it must decompose into a direct sum of lower degree submodules following
the decomposition
W n,l =
l⊕
j=0
W n−1,j .
By the induction hypothesis, each of these summands is an irreducible representa-
tion of Bn−1 so that C must be a direct sum of some collection of theseW n−1,j (for
more detail see the proof at the end of the section). In what follows we give explicit
computations of the action of σ1 ∈ Bn on certain elements of these components.
These computations show that we must, in fact, have W n−1,j ⊂ C for all j, thus
proving the theorem.
To start, let us suppose that v ∈ V n,l, then by Lemma 13 we have v = w0 +
F (1)w1 + · · ·+ F
(l)wl for some wt ∈W n,l−t. We would like to be able to describe
these vectors wt in terms of v.
For any t ≤ l we apply Et to v to obtain
Etv = EtF (t)wt + E
tF (t+1)wt+1 + · · ·+ E
tF (l)wl(80)
= µn,l−tt,0 wt + µ
n,l−t
t,1 F
(1)wt+1 + · · ·+ µ
n,l−t
t,l−t F
(l−t)wl(81)
so that we can solve recursively for wt:
(82) wt =
1
µn,l−tt,0
(
Etv − µn,l−tt,1 F
(1)wt+1 − · · · − µ
n,l−t
t,l−t F
(l−t)wl
)
.
Proceeding by induction, we see that we must have
(83) wt =
l−t∑
i=0
zn,lt,i F
(i)Et+iv
for some coefficients zn,lt,i ∈ L. We see from (82) that z
n,l
t,0 = 1/µ
n,1−t
t,0 and an induction
argument shows that, in general,
(84) zn,lt,i |q=1 = (−1)
izn,lt+i,0|q=1 = (−1)
i(sn − s−n)−t−i.
In particular, the coefficients zn,lt,i are never zero.
Example 17. Let us define νj = vj ⊗ v
⊗(n−1)
0 ∈ V n,j. Then, as above,
(85) νj = wj,0 + F
(1)wj,1 + · · ·+ F
(j)wj,j
for some wj,i ∈W n,j−i. Let us use (83) to define
(86) ωj
def
= wj,0 =
j∑
i=0
zn,j0,i F
(i)Eiνj.
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In other words, ωj is the first term of νj in the decomposition V n,j =
⊕j
k=0W n,j−k.
Since Eiνj = s
(n−1)iνj−i, we see from (86) that ωj 6= 0 for all j. Also, from (85)
we see that wj,i = s
(n−1)izn,ji,0 ωj−i. Thus, equation (85) can be written as
(87) νj =
j∑
i=0
s(n−1)izn,ji,0 F
(i)ωj−i.
Lemma 18. Let us define νj,k = vj ⊗ F
(k)v
⊗(n−1)
0 ∈ V n,j+k with j + k ≤ l. Then
νj,k =
j+k∑
i=0
Γj,k,iF
(i)ωj+k−i
where Γj,k,i ∈ L such that (1 − s
2n)lΓj,k,i|q=1 is a Laurent polynomial in s with
smallest degree term given by
(88)
{(
j+k−i
k−i
)
si 0 ≤ i ≤ k
(−1)k−i
(
i
i−k
)
si+2(i−k)(n−1) k < i ≤ j + k.
Proof. From the previous example we have νj = νj,0 so that Γj,0,i = s
(n−1)izn,ji,0 and
it is easy to verify the lemma for the case k = 0.
In the general case, we first notice that νj,k can be expressed as follows:
(89) νj,k =
k∑
r=0
γj,k,rF
(k−r)νj+r
where the coefficients γj,k,r are defined recursively by first setting
(90) γj,0,r =
{
1, if r = 0;
0, if r 6= 0
and then defining for k ≥ 1
(91) γj,k,r =
q−2j
[k]q
(
[k − r]qsγj,k−1,r − [j + 1]q(s
2q−j − qj)γj+1,k−1,r−1
)
.
The verification of this fact follows by an induction argument from the identity
(92) νj,k =
sq−2j
[k]q
F (1)νj,k−1 −
q−2j[j + 1]q
[k]q
(s2q−j − qj)νj+1,k−1.
Using the k = 0 case, equation (89) becomes
νj,k =
k∑
r=0
j+r∑
t=0
γj,k,rΓj+r,0,t
[
k − r + t
t
]
q
F (k−r+t)ωj+r−t(93)
=
j+k∑
i=0
Γj,k,iF
(i)ωj+k−i(94)
where
Γj,k,i
def
=
∑
{r,t|k−r+t=i}
γj,k,rΓj+r,0,t
[
i
t
]
q
.
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Now, we would like to know something about these coefficients Γj,k,i. At least
we would like to know that they are nonzero. The relation in (91) along with an
easy induction argument show that γj,k,r|q=1 is a polynomial in s of the form
γj,k,r|q=1 =
(
j + r
r
)
sk−r + (higher degree terms).
Also, from (84) we have
Γj+r,0,t|q=1 = s
(n−1)t(sn − s−n)−t.
So for each r, t with k−r+t = i we see that setting q = 1 in (1−s2n)lγj,k,rΓj+r,0,t
[
i
t
]
q
will indeed give us a Laurent polynomial in s with smallest degree term
(−1)t
(
i
t
)(
j + r
r
)
si+2t(n−1).
Since the degree of this term is positively related to t, the overall smallest degree
term of Γj,k,i will occur when t is as small as possible. For 0 ≤ i ≤ k, the smallest t
may be is 0 and in this case we also have r = k− i. For k < i ≤ j+k the smallest t
may be is i−k and in this case we have r = 0. This proves (88) and the lemma. 
Suppose we take w ∈W n,l−k to be the basis vector given by
w = Φ(v1 ⊗ u)(95)
=
l−k∑
t=0
bt vt ⊗ E
t−1u(96)
for some u ∈ V n−1,l−k−1 and where the coefficients bt are given as in (29). We then
have
αkw =
k∑
j=0
l−k∑
t=0
ck,jbtF
(k−j)(vj ⊗ vt ⊗ E
t−1u).
Let us (temporarily) set
dh,j,t = q
h(h−1)/2s−(j+t)q2(j−h)(t+h).
We act on αkw by σ1 ∈ Bn+1 and compute
(97) σ1(αkw) =
∞∑
h=0
k∑
j=0
l−k∑
t=0
ck,j bt dh,j,tF
(k−j)
(
F (h)vt ⊗E
hvj ⊗ E
t−1u
)
.
Recall that ψ : W n+1,l → V n,l−1 is the map that first mods out by W n,l, then
projects to An+1,l, then removes the leading v1 component in the tensor product.
So applying ψ to σ1(αkw), the only terms to survive are those for which h+ t ≤ 1,
and we obtain
(98) ψ(σ1(αkw)) =
k∑
j=0
F (k−j)(ηj vj ⊗ u+ b0κj vj−1 ⊗ E
−1u).
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where the coefficients ηj and κj are calculated to be
ηj = ck,js
−(k+1)q2k,(99)
κj = s
−kq2(k−1)(s− s−1)
(
ck,j + ck,j−1sq
2−j−k
)
.(100)
Hence we now have formulae for the σ1-action on W n,l in terms of the decom-
position (79). We make use of this in the next lemma which will be our main tool
in proving Theorem 3.
Lemma 19. Let 0 < k < l and consider ωl−k ∈W n,l−k as given in (86). Then in
terms of the decomposition (79), σ1(αkωl−k) has nontrivial components in W n,l−r
for all r = 1, 2, . . . , k + 1.
Proof. Let us take u = F (l−k−1)(v
⊗(n−1)
0 ) ∈W n−1,l−k−1 and define
w =
l−k∑
t=1
btvt ⊗E
t−1u+ x0v0 ⊗ F
(1)u
where
x0 =
b0
[l − k]qµ
n−1,l−k−1
1,l−k−1
.
Then w ∈W n,l−k, which follows by the computations found in (71) and the proof
of Theorem 1, and comparing the expressions of w and ωl−k in the standard basis
we see that ωl−k is a nonzero multiple of w. Hence if we prove the lemma for w
then it will also follow for ωl−k.
Notice that the discussion following Lemma 16 will apply formally to w if we
make the substitutions b0 → x0 and E
−1 → F (1). Thus in the present case (98)
becomes
(101) ψ(σ1(αkw)) =
k∑
j=0
ηj F
(k−j)(vj ⊗ u) +
k∑
j=1
x0κj F
(k−j)(vj−1 ⊗ F
(1)u).
We have
F (k−j)(vj−1 ⊗ F
(1)u) = sq−2(j−1)[k − j + 1]qF
(k−j+1)(vj−1 ⊗ u)
− sq−2(j−1)(sq1−js−1qj−1)[j]qF
(k−j)(vj ⊗ u)(102)
which allows us to write (101) as
(103) ψ(σ1(αkw)) =
k∑
j=0
ΥjF
(k−j)(vj ⊗ u)
where
(104) Υj = ηj + x0sq
−2(j−1)
(
κj+1q
−2[k]q − κj(sq
1−j − s−1qj−1)[j]q
)
which makes sense for all j = 0, 1, . . . , k so long as we define κ0 = κk+1 = 0.
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We apply Lemma 18 to obtain
(105) ψ(σ1(αkw)) =
k∑
j=0
j+l−k−1∑
i=0
ΥjΓj,l−k−1,i
[
k − j + i
i
]
q
F (k−j+i)ωj+l−k−1−i.
Thus, if ψ(σ1(αkw)) =
∑l−1
r=0 F
(r)
wr where wr ∈ W n,l−1−r, then for all r =
0, 1, . . . , k we will have
(106) wr =
r∑
i=0
Υk−r+iΓk−r+i,l−k−1,i
[
r
i
]
q
ωl−1−r.
Thus, to complete the proof we need only show that the coefficient in (106) is
nonzero for all r = 0, 1, . . . , k. But we can check that sn+2(k+1)(sn−1−s−n+1)Υk−r+i|q=1
is a Laurent polynomial in s having smallest degree term
k
l − k
s−(i+k−r)(2n+1).
Compare this to the minimum degree term of Γk−r−i,l−k−1,i given via (88) and we see
that, after multiplying by an appropriate constant not depending on i, the smallest
degree term of Υk−r+iΓk−r+i,l−k−1,i is a strictly decreasing function of i (details are
left to reader). Thus,
∑r
i=0Υk−r+iΓk−r+i,l−k−1,i
[
r
i
]
q
must be nonzero. 
Before we prove the irreducibility ofW n,l we need one last result.
Lemma 20. For any w ∈ W n,l there is a polynomial Pw(x) ∈ L[x] such that
Pw(σ1)w ∈ L · wmax where
wmax = Φ(v1 ⊗ vl−1 ⊗ v
⊗(n−2)
0 ).
Proof. We give the standard basis ofW n,l the following “lexicographical” ordering:
w~α < w~γ if
{
|~α| < |~γ| or
|~α| = |~γ| and ~α < ~γ
where by |~α| we mean the number of components in the multi-index (that is, if ~α =
(αj, . . . , αn) then |~α| = n− j + 1) and by ~α < ~γ we mean the usual lexicographical
ordering on ordered tuples of integers that have the same number of components.
The element wmax is the maximal element in this ordering and the braid σ1 acts
on wmax as the invertible constant
(−1)ls−2lql(l−1).
Now take w~α < wmax. A simple case-by-case analysis shows that there is a polyno-
mial P~α(x) of degree at most 2 such that P~α(σ1)w~α either belongs to L ·wmax or is
a sum of strictly higher order terms.
For instance, suppose |~α| = n− 1 and consider
w = Φ(v1 ⊗ vk ⊗ u)
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for some k > 0 and some u ∈ V n−2,l−k−1. Then we compute
σ1w =
∑
i≥0
Φ(v1 ⊗ vk+i ⊗ ui)
for some ui ∈ V n−2,l−k−i−1. When i = 0 we have u0 = z0u for a nonzero constant
z0 ∈ L so that we will have
(σ1 − z0)w =
∑
i≥1
Φ(v1 ⊗ vk+i ⊗ ui).
Similar arguments apply in the remaining cases.
Thus, we can multiply any basis vector by a polynomial in σ1 and get a sum of
higher order terms. The result now follows by induction and by commutativity of
polynomials in σ1. 
We now come to the main result of this section.
Theorem 21. The Bn representations W n,l are irreducible over the fraction field
L.
Proof. We proceed by induction on n. The base case when n = 2 is trivial since the
dimension ofW 2,l is 1 for all l ≥ 0. Suppose now the theorem is true for all k < n.
Suppose C ⊂W n,l is a Bn-submodule. As a Bn−1-module we have seen thatW n,l
decomposes into a direct sum
W n,l =
l⊕
j=0
W n−1,j .
By the induction hypothesis, each of these summands is an irreducible representa-
tion of Bn−1 and since the dimensions are different they are inequivalent. (Note, in
case n=3 the summands are isomorphic, but the braid action is given by distinct
eigenvalues on distinct summands.) Thus C must be a direct sum of some collection
of these W n−1,j .
It is clear that for any element w ∈ W n−1,l there is a braid β ∈ Bn such that
βw represents a nonzero class inW n,l/W n−1,l. Hence, we can assumeW n−1,j ⊂ C
for some j < l. But Lemma 19 shows that we must, in fact, have W n−1,j ⊂ C for
all j < l.
Hence, to complete the proof all that remains is to show thatW n−1,l ⊂ C. But
by Lemma 20 any w ∈ C can be multiplied by a polynomial Pw(σ1) to obtain a
multiple of wmax. For instance, if we take w to be the image under α of the maximal
basis element in W n−1,l−1, then Pw(σ1)w will be a nonzero multiple of wmax. But
σ−11 σ
−1
2 (wmax) ∈W n−1,l so we see that C must equal W n,l. 
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