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We study the O(N) model in dimension three (3d) at large and infinite N and show that the line
of fixed points found at N =∞ –the Bardeen-Moshe-Bander (BMB) line– has an intriguing origin
at finite N . The large N limit that allows us to find the BMB line must be taken on particular
trajectories in the (d,N)-plane: d = 3 − α/N and not at fixed dimension d = 3. Our study also
reveals that the known BMB line is only half of the true line of fixed points, the second half being
made of singular fixed points. The potentials of these singular fixed points show a cusp for a finite
value of the field and their finite N counterparts a boundary layer.
Thirty five years ago, Bardeen, Moshe and Bander
(BMB) [1] discovered an intriguing phenomenon in the
euclidean O(N) models with (ϕ2)3 interactions. This
has then been intensively studied as a simple toy model
for several field theoretical problems [2–5]. It was shown
that (i) at d = 3 and N =∞, there exists a finite line of
fixed points (FPs), hereafter called the BMB line, that
starts at the gaussian FP G and ends at a special point
that we call the BMB FP [1, 6–9], (ii) although they are
interacting FPs their associated critical exponents are
all identical to the gaussian ones except for the BMB FP
[6, 7], (iii) the FPs are twice unstable in the infrared,
that is, they are tricritical FPs, and are attractive in the
ultraviolet: this is a rare example of asymptotically safe
scalar theories [6–9], (iv) the BMB FP shows a singular
effective potential at small field [6–9], (v) because of this
singularity, dilatation invariance is spontaneously broken
at the BMB FP [1, 8, 10], (vi) this spontaneous break-
down implies the existence of a massless dilaton which is
a bound state[1].
Many aspects and extensions of the BMB phenomenon
have been explored, some involving fermions and super-
symmetry [3, 4, 11–14]. However, despite intensive ef-
forts, at least two major questions have remained open:
Is there a finite N extension of the BMB line of FPs?
How can the presence of a singular FP at the end of the
BMB line be explained from the large N limit? As for the
first question, it is widely believed that the BMB FP has
no counterpart at finite N [6, 7, 9, 15–17] which would
imply that the BMB phenomenon is, at best, a curiosity
of the N = ∞ case. As for the second question, to the
best of our knowledge, no progress has been made these
last decades [6, 7, 9, 15–17].
It is the aim of this article to explain how the finite
N extension of the BMB phenomenon can be obtained
and how the correct N →∞ limit should be taken. One
of the subtle points of this limit is that it should not
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be taken at fixed dimension d but in a correlated way
N →∞ and d→ 3. In turn, this study will show that the
original BMB line is half the full line of FPs at N = ∞
that actually involves singular FPs in its second half.
The reason why the BMB FP is singular (our second
question above) will then be natural: it is the contact
point between the original BMB line made of regular FPs
and the second portion of this line made of singular FPs,
hereafter called the singular BMB line.
Let us first review what is known from perturbation
theory at finite N and let us show that more information
can be extracted from its large N limit than is usually
done. Within perturbation theory, the usual tricritical
behavior is described for all N by the massless (ϕ2)3
theory whose upper critical dimension is 3 [18–20]. The
tricritical FP, that we call A2, is twice unstable in the
infrared –hence its subscript 2– and emerges from the
gaussian FP G below d = 3. It is found for all N in an
 = 3− d expansion [19–22].
It was shown in [21] that the four-loop β-function of
the (ϕ2)3 coupling λ obtained within the -expansion in-
volves all the leading terms at large N . This implies that
the flow of this coupling is known at large N and reads
[21]:
Nβλ˜ = −2αλ˜+ 12λ˜2 − pi2λ˜3/2 +O(1/N) (1)
with the usual rescaling λ = λ˜/N2 and α = N .
In 1982, Pisarski [20] noticed that at large N the root
of βλ˜ that vanishes for  = 0: λ˜− = λ˜
∞
− + O(1/N) with
λ˜∞− = 4/pi
2(3−√9− pi2α/4), exists only on a finite range
of dimensions: d ∈ [dc(N), 3] with dc(N) = 3−αc/N and
αc = 36/pi
2 ' 3.65. Of course, this root corresponds to
the A2 FP. It depends on N and d only through α, see Eq.
(1). The existence of the line dc(N) in the (d,N) plane
was interpreted in [21] as the radius of convergence of the
 = 3− d expansion. However, Pisarski interpreted it as
the location where A2(α) had to coincide with another
FP to disappear for d < dc(N) [20]. This other FP had to
be the second root of βλ˜: λ˜+ = λ˜
∞
+ +O(1/N) with λ˜
∞
+ =
4/pi2(3 +
√
9− pi2α/4) since the two FPs coincide for
d = dc(N) and the β-function (1) is exact to order 1/N .
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2At fixed α < αc, the very existence of this second FP can
be questioned because on one hand it is an unavoidable
consequence of Eq. (1) but, on the other hand, being
nongaussian for  = 0, it could seem out of reach of the
-expansion. We call it A˜3(α) because if it indeed exists,
it has three unstable infrared eigendirections as can be
checked on Eq. (1). A second problem related to A˜3(α)
is that λ˜+ is well-defined for all values of α < αc and
therefore this FP seems to exist for all dimensions d >
dc(N), which is doubtful [20, 23].
To shed some light about what can be reliably ex-
tracted from the 1/N expansion above, Eq. (1), we first
study the N →∞ limit of λ˜±, that is, of the A2(α) and
A˜3(α) FPs. We notice that in Eq. (1), we first have
to set βλ˜ = 0 and then let N → ∞. To get a finite
large-N limit, we also have to take the limit N → ∞
at fixed α = N . Then, we find that each A2(α) FP
with α ∈ [0, αc] has a well-defined limit at N = ∞ and
d = 3 that we call A(α) whose coupling is λ˜∞− [notice:
A(α = 0) = G]. The line of A(α) FPs continues with
the FPs that are the limits of A˜3(α) with α ≤ αc, that
we call A˜(α). Of course, the line made of the A and
A˜ FPs –that we collectively denote by A– must be the
BMB line and we shall prove below that it is indeed so.
This will in turn validate the existence at finite N of
the A˜3(α) FPs. A difficulty shows up here because the
BMB line is known to be finite since it terminates at the
BMB FP. Considering that λ˜+ increases with decreasing
α, there must therefore exist some α = αBMB such that
A˜3 ceases to exist for α < αBMB. The detailed analy-
sis of the BMB line performed in [6–9] shows that the
effective potential of the BMB FP is singular at small
field. This suggests that even at finite N , the (proba-
ble) nonexistence of A˜3 for α < αBMB is not visible on
λ˜+(αBMB) but requires the computation of the effective
potential, that is, requires a functional approach. This is
what we are doing below where we confirm the need of
a functional approach to fully understand the whole pic-
ture of the BMB phenomenon both at finite and infinite
N . This will in particular explain why and how A˜3(α)
disappears at finite N for α < αBMB.
Crucial to our study is the Wilsonian functional and
nonperturbative renormalization group (NPRG). As we
show below, it does not only provide an efficient means
of computing FPs that are out of reach of usual pertur-
bative or 1/N approaches but it also allows us to tackle
problems that cannot even be formulated in the usual
perturbative framework [24–33]. Among them are FPs
whose potential shows a cusp or a boundary layer. We
therefore now give an introduction to the NPRG.
The NPRG is based on the idea of integrating statisti-
cal fluctuations step by step [34]. In its modern version,
it is implemented on the Gibbs free energy Γ which is
the generating functional of one-particle irreducible cor-
relation functions [35–39]. A one-parameter family of
models indexed by a momentum scale k with partition
functions Zk is thus defined, such that only the rapid
fluctuations, with wavenumbers |q| > k, are summed over
in Zk. The decoupling of the slow modes (|q| < k) in Zk
is performed by adding to the original hamiltonian H a
quadratic (mass-like) term which is nonvanishing only for
these modes:
Zk[J ] =
∫
Dϕ exp(−H[ϕ]−∆Hk[ϕ] + J ·ϕ) (2)
where ϕ is a N -component scalar field, H a gen-
eral O(N)-invariant hamiltonian and ∆Hk[ϕ] =
1
2
∫
q
Rk(q
2)ϕi(q)ϕi(−q) where, for instance, Rk(q2) =
Z¯k(k
2 − q2)θ(k2 − q2) with θ the Heaviside function, Z¯k
the field renormalization, and J ·ϕ = ∫
x
Ji(x)ϕi(x). The
k-dependent Gibbs free energy Γk[φ], with φi = 〈ϕi〉, is
defined as the (slightly modified) Legendre transform of
logZk[J ]:
Γk[φ] + logZk[J ] = J ·φ− 1
2
∫
q
Rk(q
2)φi(q)φi(−q). (3)
The exact RG flow equation of Γk reads [36]:
∂tΓk[φ] =
1
2
Tr
[
∂tRk(x− y)
(
Γ
(2)
k +Rk
)
[x, y;φ]−1
]
(4)
where t = log(k/Λ), Λ being the ultra-violet cutoff of
the model (analogous to the inverse lattice spacing for a
lattice model), Tr stands for an integral over x and y and
a trace over group indices and Γ
(2)
k = Γ
(2)
k [x, y;φ] is the
matrix of the second functional derivatives of Γk[φ] with
respect to φi(x) and φj(y). One can show from Eq. (3)
and from the shape of the regulator that in the limit k →
Λ, no fluctuation is taken into account and Γk=Λ = H
while when k → 0, all fluctuations are summed over and
the usual Gibbs free energy Γ is recovered: Γk=0 = Γ.
Thus, at any finite scale k < Λ, Γk interpolates between
the hamiltonian H and the Gibbs free energy Γ.
For the models we are interested in, it is impossible to
solve Eq. (4) exactly and we therefore have recourse to
approximations. The most appropriate nonperturbative
approximation consists in expanding Γk[φ] in powers of
∇φ [26, 27, 40–44]. At lowest order, called the local
potential approximation (LPA), Γk is approximated by:
ΓLPAk [φ] =
∫
x
(
1
2
(∇φi)2 + Uk(ρ)
)
(5)
where ρ = φiφi/2.
When at criticality, the system is self-similar and
the RG flow reaches a FP which is only reachable
when using dimensionless quantities. We proceed as
usual by rescaling fields and coordinates according to
x˜ = kx, and φ˜(x˜) = v
− 12
d k
(2−d)/2Z¯1/2k φ(x) with v
−1
d =
2d−1dpid/2Γ(d2 ). The potential is then rescaled according
to its canonical dimension U˜k(ρ˜) = v
−1
d k
−dUk(ρ). Notice
that there is no field renormalization at the LPA level,
that is, Z¯k = 1, which implies that the rescaling of φ is
performed according to its canonical dimension only and
the anomalous dimension at the fixed point is vanishing.
3In practice, computing the flow of the potential Uk
requires several steps. First, the potential is defined by:
Uk(φ) = Γk[φ] where φ is a constant field. Then, the flow
of Uk(φ) is obtained by acting with ∂t on both sides of
the above definition of Uk and by using Eq. (4). Finally,
Γ
(2)
k in the right hand side of Eq. (4) is computed from
the LPA ansatz, Eq. (5).
It is very convenient for the following to make a change
of variables that simplifies considerably the study of the
large N limit. This change of variables is equivalent to
working with the Wilson-Polchinski flow instead of the
flow of Γk, hereafter called the Wetterich flow. Following
Ref. [45], we define: V˜ (%˜) = U˜(ρ˜) +
(
φ˜i − Φ˜i
)2
/2 with
%˜ = Φ˜iΦ˜i/2 = Φ˜
2/2 and φ˜i−Φ˜i = −Φ˜iV˜ ′(%˜) = −φ˜iU˜ ′(ρ˜).
It is convenient to rescale %˜ and V˜ (%˜) as usual: %¯ =
%˜/N , V¯ = V˜ /N . The FP equation for V¯ (%¯) thus reads
[8, 25, 45]
0 = 1− d V¯ + (d− 2)%¯V¯ ′ + 2%¯V¯ ′2 − V¯ ′ − 2
N
%¯ V¯ ′′ (6)
where the primes mean derivatives with respect to %¯.
Here again, the usual N →∞ limit consists in assuming
that V¯ (%¯) is regular for all %¯ and thus in discarding the
last term in Eq. (6) because of its 1/N prefactor. In d = 3
and N =∞, there are infinitely many solutions to Eq. (6)
in which the last term has been discarded [1, 8, 9, 46].
They are given by the following implicit expression valid
for the physical solutions of interest here:
%¯± = 1 +
V¯ ′
(
5
2 − V¯ ′
)(
1− V¯ ′)2 +
3
2 arcsin
√
V¯ ′ ±√2/τ(
V¯ ′
)−1/2 (
1− V¯ ′)5/2 (7)
where %¯+
(
V¯ ′
)
and %¯−
(
V¯ ′
)
correspond to the two
branches %¯ > 1 and %¯ < 1 respectively, and τ is an in-
tegration constant. A detailed analysis of Eq. (7) shows
that (i) the gaussian FP G for which V¯ ′(%¯) = 0 is ob-
tained for τ = 0, (ii) a well-defined solution V¯ (%¯) ex-
ists for all τ ∈ [0, τ BMB = 32/(3pi)2] which therefore
corresponds to the BMB line of FPs, denoted here by
A(τ), with the BMB FP being the endpoint obtained for
τ = τ BMB as in [1, 6–9], (iii) for τ > τ BMB the solutions
of Eq. (7) are not defined on the whole interval %¯ ∈ [0,∞[
[8], (iv) an isolated solution exists for
√
2/τ = 0 which
corresponds to the Wilson-Fisher FP associated with the
usual second order phase transition of the O(N = ∞)
model (an analytic continuation is needed when V ′ < 0).
All the FPs corresponding to a value of τ ∈ [0, τ BMB[
are twice unstable in the infrared and are tricritical. We
plot their potential in Fig. 1. One observes that, for
all τ < τBMB, the FP potentials V¯τ (%¯) along the BMB
line are regular for all values of the field. Approaching
τBMB, the FP potentials approach a limiting shape which
shows a singularity at a value %¯0 in its second derivative,
see Fig. 1 and a detailed description below (see also Fig.
1 of the Supplemental Material) [47]. Notice that in the
Wetterich version of the flow [36, 40], the potential of the
BMB FP shows a singularity at vanishing field [9].
FIG. 1. Potentials V¯ (%¯) of the tricritical FPs A(τ) of the
BMB line (blue) together with the Wilson-Fisher FP (red).
The BMB FP is the endpoint of the BMB line (purple). All
these potentials are given by Eq. (7) (in the Wilson-Polchinski
version of the LPA flow). The gaussian FP G corresponds to
the horizontal line. The BMB FP potential shows a disconti-
nuity in its second derivative at %¯0.
Let us now look for the finite N origin of the BMB line
within our functional framework. Just as in perturbation
theory, we take the limit N → ∞ and d → 3 at fixed
α = N . Our aim is to show that to each FP A(τ) with
τ ∈ [0, τ BMB] on the BMB line, there is one FP at finite
N , either A2(α) or A˜3(α), that converges to A(τ) when
N → ∞. The problem is therefore to relate admissible
values of τ , that is, values for which a FP on the BMB line
exists, to admissible values of α where A2(α) or A˜3(α)
exist.
Within the LPA, the proof goes as follows. We assume
that at large N , the FP potentials can be expanded as:
V¯α,N (%¯) = V¯α,N=∞(%¯) + V¯1,α(%¯)/N +O(1/N2). (8)
We assume that V¯α,N (%¯), V¯1,α(%¯) and V¯α,N=∞(%¯) are reg-
ular functions of %¯. As such, V¯α,N=∞(%¯) must be the po-
tential of one the FPs on the BMB line. It must therefore
correspond to a solution of Eq. (7) with a definite value
of τ ∈ [0, τ BMB]: V¯α,N=∞(%¯) = V¯τ (%¯). We therefore con-
clude that the regularity of V¯1,α(%¯) together with Eqs.
(6) and (8) determines the relation between τ and α.
It is particularly convenient to impose the analyticity
of V¯1,α(%¯) at %¯ = 1 because all FPs of the BMB line show
an inflection point for this value of %¯ as can be seen on
Fig. 1. Generically, a nonanalytic logarithmic behavior
shows up at this point when substituting Eq. (8) into
Eq. (6). Requiring that its prefactor vanishes imposes
(see Section 3 of the Supplemental Material):
α− 36τ + 96τ2 = 0. (9)
This equation has two solutions τ1(α) and τ2(α) that
we choose such that τ1(α) ≤ τ2(α) for all α, see Fig.
2 of the Supplemental Material. This implies that to
each value of α, that is, to each point on the hyperbola
d = 3−α/N , correspond two FPs on the BMB line that,
as in perturbation theory, are A = A(τ1(α)) and A˜ =
A˜(τ2(α)). According to Eq. (8), for any value of α, these
FPs must be the limits of two different FPs existing at
4finite N : They are nothing but the A2(α) and A˜3(α) FPs
found perturbatively from Eq. (1) with, by definition,
A2(α)→ A(τ1(α)) and A˜3(α)→ A˜(τ2(α)) when N →∞.
Let us first notice that, as expected, A(τ = 0) = G
since A2(α = 0) = G, ∀N . For finite α, the A2(α) FPs
are continuously related to G by continuously decreasing
d at fixed N and their limit at N = ∞ must therefore
also be continuously related to G on the BMB line. This
is the A(τ1(α)) branch of this line. This branch meets the
other one for τ1(α) = τ2(α) ≡ τc, that is, A(τc) = A˜(τc).
At finite N , this indicates that A2(α) = A˜3(α), which,
by definition, occurs for α = αc. Within the LPA, we
find αLPAc = 27/8 = 3.375 instead of the exact result
36/pi2 ' 3.65 obtained from Eq. (1). For values of τ
larger than τc, that is, τ = τ2(α) ∈ [τc, τBMB], the A˜(τ)
FPs on the BMB line are the limits of A˜3(α). Using
Eq.(9) we find for τ that its upper bound τBMB translates
into a lower bound on α: αBMB = α(τBMB). At the LPA,
we find from Eq. (9): αLPABMB ' 0.51.
The first order in the 1/N expansion performed in
Eq. (8) does not allow us to fully understand how A˜3(α)
disappears at finite N for α < αBMB and we therefore
have had recourse to a numerical integration of the flow.
We have checked numerically at finite and large N (typi-
cally N > 75) by directly integrating Eq. (6) that all the
results described previously are indeed correct within the
LPA. More precisely, we have checked the following: ex-
istence of A2 for all N that emerges from G below d = 3,
collapse of A2 with another, three times unstable FP A˜3
on the line dc(N) [24], existence of A˜3 on a finite interval
αBMB ≤ α ≤ αc only, existence of well-defined limits of
A2(α) and A˜3(α) when N → ∞ given by the potentials
of A(τ1(α)) and A˜(τ2(α)) as found in Eq. (7).
Our numerical analysis of Eq. (6) raises two paradoxes
of the 1/N analysis above. The first one is related to
the question: How is it possible that A˜3 disappears at
finite N for α < αBMB? Usually, a FP disappears by
colliding with another one. We have numerically found
that this is again what happens here: there is indeed
another FP, different from A2, with which A˜3 collides at
α = αBMB. We call it SA˜4 where the meaning of the S
will be clarified in the following. A first paradox appears
here: SA˜4 has no counterpart at N = ∞ in the BMB
line although the potentials of Eq. (7) are supposed to
constitute the complete set of solutions of Eq. (6) at N =
∞. The second question is: On which range of values of
α does SA˜4 exist? We have found that at fixed and large
N , it also exists on a finite interval of dimensions d with
d < 3−αBMB/N and that it collides with yet another FP,
that we call SA3 [48]. We have numerically found at very
large N that this collision between SA˜4 and SA3 seems
to occur at the same value α = αc where A2 collides
with A˜3. The second paradox is that again there is no
counterpart of SA3 at N =∞ and d = 3 in the potentials
of Eq. (7). To summarize, we have numerically found for
finite and very large values of N that for αBMB < α <
αc four FPs exist: A2, A˜3, SA˜4, SA3. The remarkable
150
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FIG. 2. N = ∞ and d = 3: Singular potential of SA(τ =
0.33) from the potential of A(τ = 0.33) given by the red
and dashed red curves, Eq. (7). The green and dashed green
curves show V¯ (%¯) = %¯. The potential of SA(τ = 0.33) is made
of the plain green and red curves that meet at %¯0(τ = 0.33).
Inset: zoom of the region around the cusp and its rounding
at finite N within the boundary layer.
values of α correspond to the collision between these FPs:
A2(αc) = A˜3(αc), A˜3(αBMB) = SA˜4(αBMB), SA˜4(αc) =
SA3(αc) and we recall that A2(0) = G.
The two paradoxes described above are solved by re-
alizing that the potentials of both SA˜4 and SA3 become
singular in the N → ∞ limit: Strictly speaking, since
they show a singularity at N =∞, they are not solutions
of Eq. (6) in which the last term has been discarded and
therefore do not belong to the set of solutions given in
Eq. (7). We show below both at finite and infinite N
how these FPs can be fully analytically characterized.
Let us start by the N = ∞ case. Since the potentials
we are interested in are singular, we must enlarge the
space of functions in which Eq. (6) is solved at N =∞.
We consider in the following only solutions that show a
cusp at an isolated value of %¯: They will be obtained by
matching together solutions of Eq. (6), with the 1/N
term discarded, that are piecewise well-defined.
We first notice that the second derivative of the po-
tential of the BMB FP shows a discontinuity at %¯0, as
already mentioned above, see Fig. 1 and Fig. 1 of the
Supplemental Material. This potential is indeed made
of two parts: a linear part V¯ (%¯) = %¯ up to the value
%¯0 and a part for %¯ > %¯0 where V¯
′′(%¯) 6= 0. The value
of %¯0 is determined by the continuity of V¯
′(%¯0), see Fig.
1. From the construction of the BMB FP potential de-
scribed above, it is simple to build a “singular copy” of
the BMB line: Take any FP on this line, either A˜(τ) or
A(τ), and, as shown in Fig. 2, replace the small %¯ part
of the potential by the straight line V¯ (%¯) = %¯ up to the
point %¯0(τ) where the two curves meet. The result is ob-
viously a solution of Eq. (6) at N =∞ for all %¯ 6= %¯0(τ).
It is therefore a FP potential with the peculiarity that
it shows a cusp at %¯0(τ). We call SA˜(τ) and SA(τ) the
resulting FPs which are generically denoted by SA(τ),
the S meaning singular. We thus discover that the usual
BMB line is actually only half of the true line of FPs
at N = ∞. In the construction above, the BMB FP
plays a pivotal role since all singular FPs are obtained
5by continuously deforming its potential.
We now show that the singular FPs SA˜(τ) and SA(τ)
are the limits at N = ∞ and d = 3 of the SA˜4(α)
and SA3(α) FPs in much the same way as A(τ1(α)) and
A˜(τ2(α)) are the limits of A2(α) and A˜3(α). The con-
struction of the potentials of the finite and large N ex-
tensions of SA(τ) relies on the idea that the cusp of these
potentials builds up as N increases, that is, the cusp is
smoothened at finite N and shows up only in the limit
N →∞. In other words, at finite N , there should exist a
boundary layer around the point %¯0(τ), such that inside
the layer the potential varies smoothly – but abruptly
– in order to connect the linear part of the potential
for %¯ < %¯0(τ) to the nontrivial part of the potential for
%¯ > %¯0(τ). Moreover, the boundary layer should be suffi-
ciently thin such that V¯ ′′ varies as N at large N in such
a way that inside the layer it compensates the 1/N factor
in front of it in Eq. (6). This is achieved by a layer of
typical width 1/N . In this case, all the terms of Eq. (6),
including the last one, must be retained in the large N
limit because they are all of the same order in N .
Finding the boundary layer is easier done with V¯ ′(%¯)
rather than with V¯ (%¯) (see section 4 of the Supplemental
Material for details). We define the scaled variable: %˜ =
N (%¯− %¯0) inside the layer. Then, we find that in terms of
this variable, F (%˜) = V¯ ′(%¯) satisfies inside the boundary
layer and at leading order in 1/N : 0 = 1−3 V¯ (%¯0)+%¯0F+
2%¯0
(
F 2 − F ′) − F. The solution of this equation reads:
F (%˜) = V1−V2 tanh (V2 %˜) with 2Vi = V ′ (%¯0−)±V ′ (%¯0+)
where the plus sign goes with i = 1 and the minus sign
with i = 2. It is then straightforward to show that this
solution connects smoothly the two values V¯ ′(%¯−0 ) and
V¯ ′(%¯+0 ) across the boundary layer, as expected. Notice
that the existence of a boundary layer cannot be found by
usual perturbative means that assume that the rescaling
of % and of the potential by a factor of N –which leads
to the usual scaling of λ in Eq. (1)– does not depend on
the value of %.
Now that we have shown that the potentials of the
SA(τ) FPs have a possible extension at finite N , we have
to study on which interval of dimensions d = 3 − α/N
these FPs exist. The crucial remark here is that the
potential of SA(τ) is identical to that of A(τ) for %¯ >
%¯0(τ) and in particular at %¯ = 1. For these values of %¯,
the argument used to connect the FPs A2(α) and A˜3(α)
found at finite N to the FPs A(τ1) and A˜(τ2) at N =
∞ can be repeated for the singular FPs. It yields the
same conclusion: There exists two FPs at finite N whose
limits are SA(τ1) and SA˜(τ2). These FPs are of course
those that were found numerically, that is, SA˜4(α) and
SA3(α) and the relation between α and τ is again given
by Eq. (9). At asymptotically large N , the two FPs
SA3(α) and SA˜4(α) must therefore collide on the same
line dc(N) = 3 − αc/N as A2(α) and A˜3(α). Since for
τ = τBMB, SA˜ = A˜ = BMB FP, we must have at large N :
SA˜4(αBMB) = A˜3(αBMB). Therefore, at largeN , SA˜4(α)
exists only on the interval: α ∈ [αBMB, αc]. All these
results prove analytically what was empirically found in
our numerical analysis. [The numerical analysis makes
easy the determination of the number of infrared unstable
directions for each FP]. As for SA3, we have been able
to follow it up to dimensions significantly larger than 3
where it is no longer related to the BMB phenomenon.
A full study of this FP at finite and infinite N , together
with other nontrivial ones, will be given in a forthcoming
publication.
Finally, let us notice that the exact value of αBMB can
be computed from the N = ∞ analysis. The effective
potentials of the FPs along the BMB line are all regular
at small λ˜ [6, 7, 9] and it is only from the BMB FP
that the potentials start showing a singularity at small
fields. This has been shown to occur for λ˜∞+ = 2 = λBMB
[1, 6, 7, 21]. Provided that Eq. (1) is exact at order 1/N ,
the corresponding exact value of α is αBMB = 12− pi2 '
2.13. Let us notice that whereas the LPA value of αc is
not too far from the exact value – 3.375 instead of 3.65 –
the LPA value of αBMB is quantitatively off by a factor
4: It is 0.51 instead of 2.13.
To conclude, we have found at N =∞ and d = 3 that
the usual, regular, BMB line represents only half of the
full BMB line which is made of both regular and singu-
lar FPs. In the Wilson-Polchinski RG framework, the
singular branch of this line consists of FPs whose poten-
tial V¯ (%¯) starts at small field by a linear part followed
at larger fields by a regular tricritical potential. At the
points %¯0 where these two parts connect, these singular
FP potentials show a cusp. The BMB FP is the pivotal
point between the regular branch of the BMB line and
the singular branch. All FPs of the BMB line, either reg-
ular or singular, are the limits of FPs existing at finite N
with the subtlety that the N →∞ limit should be taken
together with d → 3, letting α = (3 − d)N fixed.More
precisely, the regular branch of the BMB line is obtained
as the limit of two sets of FPs, A2(α) and A˜3(α). The sin-
gular branch is the limit of two other sets of FPs, namely
SA3(α) and SA˜4(α), whose potentials show a boundary
layer at finite N that becomes a cusp at N = ∞. At
large N , all these FPs exist on finite intervals of d.
Our analysis of the BMB phenomenon raises several
questions that we now list. First, the value of αBMB
found at the LPA is quantitatively rather poor compared
to other quantities determined at the same order [42, 49].
A study at the next order of the derivative expansion
shows that it improves as well as αc and that it can be
further improved by studying the dependence of these
numbers on the choice of regulator function Rk(q) [50–
54]: This will be the subject of a forthcoming publication
[55]. Another challenge is to follow all FPs in the whole
(d,N) plane and more precisely at moderate and small
N . This study has been partly done in [25] and will
be fully clarified in a forthcoming publication. It would
also be interesting to know whether the same BMB phe-
nomenon occurs for all multicritical FPs of the O(N)
models around their respective upper critical dimensions
and whether it exists generically for models different from
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1Supplemental Material
I. PLOT OF V¯ ′ AND SINGULARITY OF THE BMB FP POTENTIAL
In Fig.1 of the main text, for τ = τBMB, V¯ (%¯) has a discontinuous curvature that is not very visible. We thus choose
to plot V¯ ′ as a function of %¯:
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FIG. S1. Potentials V¯ ′(%¯) of the tricritical FPs A(τ) = {A(τ), A˜(τ)} of the BMB line (blue). The BMB FP is the endpoint
of the BMB line (purple). The second derivative V¯ ′′(%¯) of the potential of the BMB FP shows a discontinuity in its second
derivative at %¯ = %¯0.
II. PLOT OF τ AS A FUNCTION OF α
We plot here the relation between τ and α as a visual means of understanding how the finite N FPs A2(α) and
A˜3(α) relate to the BMB line A(τ)
τBMB
αBMB αcA
A˜
0.0 0.5 1.0 1.5 2.0 2.5 3.0
α
0.1
0.2
0.3
0.4
0.5
τ
FIG. S2. τ on the BMB line at N =∞ as a function of α = (d− 3)N within the LPA approximation of the NPRG formalism.
The two branches given by A and A˜ give the limits when N → ∞ of the two FPs at finite but large N , namely A2(α) and
A˜3(α). Both branches meet at α = αc = 3.375 and the upper branch A˜ extends to the point (αBMB, τBMB) ' (0.51, 0.36)
2III. DERIVATION OF THE RELATION BETWEEN α AND τ , EQ. (9) OF THE MAIN TEXT
We recall the LPA differential equation in the Wilson-Polchinski formulation ρ:
1− dV¯ + (d− 2) %¯ V¯ ′ + 2 %¯ V¯ ′2 − V¯ ′ − 2
N
%¯ V¯ ′′ = 0. (S1)
Deriving this equation with respect to %¯ and writing v = V¯ ′ and 1/N =  we obtain:
((d− 2)%¯− 2− 1)v′ − 2%¯v′′ + 2v (2%¯v′ + v − 1) = 0. (S2)
We now present two methods to obtain the relation between α and τ given in Eq. (9) of the main text. The first
method is straightforward and requires expanding the potential in powers of  and %¯− 1 [S56]. However, this method
gives information only in the vicinity of %¯ = 1 and does not explain the type of non analytical behaviour obtained
when one refuses to choose the relation between α and τ . Thus, we will also use a fully functional method. This
method has the advantage of yielding the potential at finite and large N up to 1/N2 corrections and is therefore useful
to get the behavior near %¯ = 0 where a divergence appears at N =∞ and τ = τBMB .
The first method consists in Taylor expanding Eq. (S2) about %¯ = 1 (the inflexion point) with v =
∑
ak(%¯ − 1)k.
We moreover expand the couplings ak in powers of  as ak = a
0
k+a
1
k+O(
2) where the a0k’s are the couplings involved
in the expansion of the FP potential given at N =∞ by Eq. (9). The system of equations obtained by independently
setting equal to 0 the coefficients of n(%¯ − 1)p yields the relation between α and τ given in Eq. (9). Notice that in
this method the τ dependence comes from the a0k’s.
The functional method consists in expanding v as v = v0+v1+O(
2) in Eq.(S2). At order , this yields a differential
equation on v1 that depends on %¯, v0, v
′
0 and v
′′
0 . Using Eq.(S2) and its derivative both evaluated at  = 0, v
′′
0 and v
′
0
can be eliminated in terms of v0. This leads to:
32%¯2v40 (α%¯+ 4%¯ (2%¯v
′
1 + v1)− 1) + 16%¯2v30 (−α(%¯+ 1) + 8(%¯− 1) (2%¯v′1 + v1) + 1) +
2v20
(
%¯
(−7α%¯2 + 6(α+ 2)%¯+ α− 6)+ 4(%¯− 1)%¯ (12(%¯− 1)%¯v′1 + (%¯− 5)v1) + 2)
2(%¯− 1)v0
(
%¯(α(−%¯) + α− 4) + 8%¯(%¯− 1)2v′1 +
(−6%¯2 + 4%¯+ 2) v1 + 2)+ (%¯− 1)3 ((%¯− 1)v′1 − 2v1) = 0. (S3)
We then assume that v1 is analytic at h = %¯− 1 = 0. The Taylor expansion of v0 at h = 0 is:
v0 =
h2τ
2
− 2h3τ2 + 5
4
h4τ2(8τ − 1) + h5(13− 56τ)τ3+
7
8
h6τ3(128τ(3τ − 1) + 5) + h7
(
−2112τ6 + 912τ5 − 383τ
4
5
)
+O
(
h8
)
.
(S4)
Inserting Eq.(S4) into Eq.(S3), neglecting terms of order 5, and dividing by h3 gives :
− τh2(α+ 6τ(12τ − 5)) + (8h2τ + h) v1′(x) + (6h2τ(4τ − 1)− 8hτ − 2) v1(x)− hτ(α− 12τ + 4)− 2τ = 0. (S5)
Finally, replacing v1 in Eq. (S5) by its Taylor expansion: v1 = v
(0)
1 + v
(1)
1 h+ v
(2)
1 h
2 +O(h)3 leads to:
v
(0)
1 = −τ (S6a)
v
(1)
1 = τ(−α+ 20τ − 4) (S6b)
α = 36τ − 96τ2. (S6c)
Notice that it is because the v
(2)
1 term cancels in Eq. (S6c) that we can obtain a relation between α and τ only.
Let us finally notice that Eq.(S6c) can be retrieved in a functional way. The solution of Eq.(S3) is:
v1 (%¯) = exp (K (%¯))
(
C −
∫ %¯
1
2e−K(χ)
(
16αχ3v0(χ)
4 − 8αχ3v0(χ)3 − 7αχ3v0(χ)2 − αχ3v0(χ)− 8αχ2v0(χ)3
(4χv0(χ) + χ− 1)4 +
6αχ2v0(χ)
2 + 2αχ2v0(χ) + αχv0(χ)
2 − αχv0(χ)− 16χ2v0(χ)4
(4χv0(χ) + χ− 1)4 +
8χ2v0(χ)
3 + 12χ2v0(χ)
2 − 4χ2v0(χ)− 6χv0(χ)2 + 2v0(χ)2 + 6χv0(χ)− 2v0(χ)
)
(4χv0(χ) + χ− 1)4 dχ
)
(S7)
3where C is an integration constant and
K (%¯) =
∫ %¯
1
−2
(
64χ3v0(χ)
4 + 64χ3v0(χ)
3 + 4χ3v0(χ)
2 − 6χ3v0(χ)− 64χ2v0(χ)3 − 24χ2v0(χ)2
(4χv0(χ) + χ− 1)4 +
10χ2v0(χ) + 20χv0(χ)
2 − 2χv0(χ)− 2v0(χ)− χ3 + 3χ2 − 3χ+ 1
(4χv0(χ) + χ− 1)4 dχ
)
.
(S8)
Replacing v0 in Eq. (S7) by its Taylor expansion (S4) yields:
v1 (%¯) = −τ − hτ(α− 20τ + 4) + h2
(
τ2(8α− 156τ + 37) + τ(α+ 12τ(8τ − 3)) log(h) + C)+O (h3 log(h)) . (S9)
The analyticity of v1 implies that the log term in Eq. (S9) is absent. This requires that its prefactor vanishes, that
is, α = 36τ − 96τ2 which is the same as Eq. (9) of the main text. To all orders checked (up to 5th order) this also
eliminates the following log terms.
Notice that the expression (S7) giving v1(%¯) is ill-conditioned for a numerical plot of this function because of the
poles of the integrands of K in Eq. (S8) and in v1 in Eq. (S7). Although the final expression for v1 is well-defined it is
tricky to get rid of apparent divergencies showing up because of the poles within the integrands: This requires adding
and subtracting divergencies and making some integration by parts. For this reason, it is simpler to numerically
integrate Eq. (S3).
IV. SINGULAR PERTURBATION THEORY AND COMPUTATION OF THE BOUNDARY LAYERS
OF THE SINGULAR FPS SA3 AND SA˜4
We now show how to compute the boundary layers of the singular FPs SA3 and SA˜4. We use the following change
of variables: %¯ = %˜N + %¯0, V¯ =
V˜
N + V¯0, where the point (%¯0, V¯0) corresponds to the location of the cusp on Fig.(2) of
the main text. As we are working here to the lowest order in , one may check that d(N) = 3− α/N can be replaced
in Eq.(S1) by d(N) = 3. Moreover, the potential is linear: V¯ = %¯ on the left of the cusp as in Fig.(2) of the main
text, thus we also have at the position of the cusp: V¯0 = %¯0. Inserting all of these elements in Eq.(S1), we obtain to
leading order in :
0 = 1− 3%¯0 + %¯0 V˜ ′ + 2 %¯0 V˜ ′2 − V˜ ′ − 2 %¯0 V˜ ′′ (S10)
whose solution is
V˜ ′ (%˜) =
(5%¯0 − 1) tanh
(
(1−5%¯0)(%˜−C)
4%¯0
)
− %¯0 + 1
4%¯0
(S11)
where C is some integration constant.
Moreover, using (S1) for 1/N =  = 0 and d = 3 without the previous change of variables %¯ = %˜N + %¯0, V¯ =
V˜
N + V¯0,
we obtain:
V¯ ′(%¯)
(
%¯+ 2%¯V¯ ′(%¯)− 1)− 3V¯ (%¯) + 1 = 0. (S12)
By evaluating Eq. (S12) at %¯ = %¯0 = V¯0, we obtain two possible values for V¯
′(%0):{
V¯ ′−(%¯0) = 1
V¯ ′+(%¯0) =
1
2
(
1
%¯0
− 3
)
.
(S13)
These are the two distinct derivatives at the cusp with V¯ ′−(%¯0) = V¯
′(%¯−0 ) and V¯
′
+(%¯0) = V¯
′(%¯+0 ). Using this we may
rewrite V˜ ′ (%˜) as
V˜ ′ (%˜) =
−(V¯ ′(%¯−0 )− V¯ ′(%¯+0 )) tanh
(
(V¯ ′(%¯−0 )−V¯ ′(%¯+0 ))(%˜−C)
2
)
+ V¯ ′(%¯+0 ) + V¯
′(%¯−0 )
2
. (S14)
Finally we choose C = 0 such that for %¯ = %¯0 (and thus %˜ = 0) we have V˜ ′ (0) =
V¯ ′(%¯+0 )+V¯
′(%¯−0 )
2
