Support of high performance queries on large volumes of scientific spatial data is becoming increasingly important in many applications. This growth is driven by not only geospatial problems in numerous fields, but also emerging scientific applications that are increasingly data-and compute-intensive. For example, digital pathology imaging has become an emerging field during the past decade, where examination of high resolution images of human tissue specimens enables more effective diagnosis, prediction and treatment of diseases. Systematic analysis of large-scale pathology images generates tremendous amounts of spatially derived quantifications of micro-anatomic objects, such as nuclei, blood vessels, and tissue regions. Analytical pathology imaging provides high potential to support image based computer aided diagnosis. One major requirement for this is effective querying of such enormous amount of data with fast response, which is faced with two major challenges: the "big data" challenge and the high computation complexity. In this paper, we present our work towards building a high performance spatial query system for querying massive spatial data on MapReduce. Our framework takes an on demand index building approach for processing spatial queries and a partitionmerge approach for building parallel spatial query pipelines, which fits nicely with the computing model of MapReduce. We demonstrate our framework on supporting multi-way spatial joins for algorithm evaluation and nearest neighbor queries for microanatomic objects. To reduce query response time, we propose cost based query optimization to mitigate the effect of data skew. Our experiments show that the framework can efficiently support complex analytical spatial queries on MapReduce.
INTRODUCTION
Support of high performance queries and analytics of large volumes of spatial data become increasingly important for many applications. This growth is driven by not only geospatial problems in numerous fields but also emerging scientific applications that are increasingly data-and compute-intensive.
Pathology is a medical subspecialty that practices the diagnosis of disease. Microscopic examination of tissue reveals information enabling the pathologist to render accurate diagnoses and to guide therapy. The basic process by which anatomic pathologists render diagnoses has remained relatively unchanged over the last century. However, recent advances in digital pathology imaging, specifically in the arena of whole slide imaging, have initiated the transition to digital pathology practice. Devices that can acquire highresolution images from whole tissue slides and tissue microarrays have become more affordable, faster, and practical, and practices will increasingly adopt this technology and eventually produce an explosion of data to be used in healthcare informatics. In coming decades, results from pathology image analysis will emerge as a new type of healthcare records, and begin to provide diagnostic assistance, identify therapeutic targets and predict patient outcomes and therapeutic responses.
Systematic analysis of large-scale microscopy images can involve many interrelated analyses, generating tremendous amounts of spatially derived quantifications for microanatomic objects such as cells, nuclei, blood vessels, and tissue regions. Analysis results will be archived and frequently queried to support multiple types of studies and diagnosis. Common queries include aggregation of features, traditional "GIS" like queries, and complex spatial queries. For example, there are spatial cross-matching queries of multiple sets of segmented spatial objects for algorithm evaluation, spatial proximity queries between micro-anatomic objects, and global spatial pattern mining in whole images. However, microscopic imaging has been underutilized in healthcare settings. One major obstacle which tends to reduce wider adoption of these new technologies throughout the clinical and scientific communities is managing such enormous amounts of data and querying them efficiently. Major challenges include the "big data" challenge and high complexity of queries. A typical microscopy whole slide image (WSI) can contain 100, 000x100, 000 pixels, and one single image may contain millions of microanatomic objects and hundreds of millions of features. A moderate-size healthcare operation can routinely generate thousands of whole slide images per day, which can lead to several terabytes of derived analytical results. Spatial oriented queries involve heavy geometric computations for spatial filtering and measurements, and require high performance computations to support fast response of queries.
High performance computing capabilities are fundamental to efficient handling of massive spatial datasets and to the short response times required or preferred for many applications. Traditional spatial database management systems (SDBMSs) have major limitations on managing and querying large scale scientific spatial data. SDBMSs are often extended from traditional relational DBMS with a tightly integrated architecture. Scalable spatial data management thus can rely on parallel relational database architectures, such as shared nothing architecture, for managing and querying the data. The SDBMS approach has several limitations on achieving high performance spatial queries. Parallel SDBMSs tend to reduce the I/O bottleneck through partitioning of data on multiple parallel disks and are not optimized for computational intensive operations such as geometric computations. For example, our study shows that for a spatial join query, about 90% of time is spent on computation [35] . SDBMSs also support limited spatial access methods, and it is difficult to efficiently support complex queries which could be more efficiently supported by other types of access methods or query pipelines. Partitioning based parallel DBMS architecture also lacks effective space based partitioning to balance data and task loads across database partitions. The high overhead of data loading is another major bottleneck for SDBMS based solutions [27] . Our experiments show that loading the results from a single whole slide image into a SDBMS can take a few minutes to dozens of minutes. Scaling out spatial queries through a large scale parallel database infrastructure is studied in our previous work [34] , but the approach is highly expensive on software licensing and dedicated hardware [27, 14, 31] , and requires sophisticated tuning and maintenance.
With the rapid advancement of network technologies, and increasingly wide availability of low-cost and high-performance commodity computers and storage systems, large-scale distributed clusters now can be conveniently built to support data-and computeintensive applications. MapReduce provides a highly scalable, reliable, elastic and cost effective framework for storing and processing massive data. Hadoop, an open-source implementation of MapReduce, has been widely used in practice, especially in major Internet applications to support efficient handling of web-scale data. While the "map" and "reduce" programming model fits nicely with large scale problems which are often divided through space partitioning, spatial queries are intrinsically complex which often rely on effective access methods to reduce search space and alleviate high cost of geometric computations. Thus, there is a significant step required on adapting and redesigning spatial query methods to take advantage of MapReduce, and providing a scalable, efficient, expressive, and cost effective spatial querying system.
Our goal is to address the research challenges for delivering a scalable, efficient, expressive spatial query system for efficiently supporting analytical queries on large scale spatial data, and to provide feasible solutions that can be afforded for daily operations. Our main contributions include:
• A new hybrid architecture that combines MapReduce and on demand indexing for efficient large scale spatial query support;
• A parallelization oriented query engine that partitions data and space, dynamically selects query pipelines to support diverse spatial queries with optimal access methods in a MapReduce framework;
• System optimization techniques for efficient query execution and skew-mitigation.
Another major contribution is the support of declarative spatial queries with automated query translation to MapReduce, which will be briefly discussed in this paper. The rest of the paper is organized as follows. In Section 2, we outline common spatial query cases in analytical medical imaging and main research challenges. In Section 3, we describe our proposed system and its architectural components. In Section 4, we provide detailed description of specific query types supported by the system and query processing workflows. In Section 5, we evaluate the system with a set of queries on real world datasets. In Section 6, we discuss data skew and how it is mitigated in our system, followed by related work and conclusion.
BACKGROUND
Systematic analysis of large-scale image data can involve many interrelated analyses, generating tremendous amounts of quantifications such as spatial objects and features, as well as classifications of the quantified attributes. For example, pathology image analysis offers a means of rapidly carrying out quantitative, reproducible measurements of micro-anatomical features in highresolution pathology images and large image datasets [18, 12] . While the analysis pipeline may vary depending on the actual implementation within an institution, the process generally involves following operations.
i) Object Segmentation. Entities such as cell nuclei are detected, and their boundaries are identified. In our query pipelines all spatial data are stored and managed in vector formats such as WKT.
ii) Region Segmentation. Often the entities to be segmented are composed of collections of simple objects and structures which are defined by a complex textural appearance. Examples include identifying the boundaries of blood vessels, lesions, and inflammation.
iii) Feature Extraction. A collection of characteristic features, such as shape and texture, are calculated and extracted for each object such as nucleus to form a feature vector. Classifications are computed based on image features or region classification algorithms.
iv) Data Management & Queries. A data management system is typically utilized to efficiently manage and query the derived data to support data retrieval, analysis and exploration. 
Query Cases
There are many types of queries to be supported on the spatially derived data, summarized as follows: i) selection and feature aggregation over regions; ii) spatial cross-matching or spatial join of objects; iii) spatial proximity between objects; and iv) global spatial pattern discovery. Next we explain the four typical query cases, and in this paper, we will mainly focus on the second and third query cases. Spatial Selection and Feature Aggregation. Aggregation or summary statistics on computed features are frequently calculated for spatial applications. These queries are often implemented with a spatial filtering operation such as spatial containment followed by a feature aggregation query on qualified objects. This query type can be taken as a special case of spatial join combined with traditional structured data queries. Spatial Join or Spatial Cross Matching. There are many types of spatial join operations based on topological relationships, such as contains, within, intersects, touches, which find correlation between multiple datasets of spatial objects. A spatial cross-matching problem involves identification and comparison of spatially derived objects belonging to different observations or analyses. Spatial cross-matching in the domain of digital sky survey aims at performing one-to-one matches in order to combine physical properties or to study the temporal evolution of the source [22] . In the domain of digital pathology, spatial cross-matching of segmented spatial objects (microanatomic objects) from different methods provides a powerful approach for testing, evaluating and iteratively developing high quality algorithms to support biomedical research and computer aided diagnosis, and can be used in the following scenarios: i) Algorithm Validation. Algorithms are tested, evaluated and improved in an iterative manner by validating algorithm results such as segmentations with human annotations made by pathologists. ii) Algorithm Consolidation. Multiple algorithms can be developed in a study to solve the same problem. Different algorithm results are aggregated and combined to generate more confident analysis results. iii) Algorithm Sensitivity Study. An algorithm often includes a set of parameters that can be adjusted to adapt to different types, resolutions, and qualities of images. Exploring the sensitivity of analysis output with respect to parameter adjustments can provide a guideline for the best deployment of algorithms in different scenarios and for rapid development of robust algorithms. Figure 1(a) shows an illustrative example of a cross-matching query in which common area between intersecting polygons from two result sets computed by two different methods from the same image. Cross-matching usually involves millions or billions of spatial objects, making it one of the most challenging spatial queries. Spatial Proximity Between Objects. Objects with spatial proximity often form correlation groups or targets of interests. For example, micro-anatomic objects with spatial proximity often form groups of cells close to blood vessels that are biologically correlated. An example useful query can be like this: for each stem cell, find the nearest blood vessel, compute the variation of intensity of each biological property associated with the cell in respect to the distance, and return the density distribution of blood vessels around each cell. The spatial proximity graph in Figure 1(b) shows an example of blood vessels (in red) and stem cells (small purple spots). This query will involve millions of cells for a single image. Global Spatial Pattern Discovery. The goal of spatial pattern discovery is to detect and quantify patterns that are significant and different from others. An example is the detection of spatial regions with high scores according to some density measures or based on certain statistical testing criteria. Consider the study of brain tumors. The tumor growth comes with necrosis and vascular proliferation which often forms spatial patterns during different stages of tumor growth: pseudopalisades [6] in glioblastoma brain tumors appears as ring-enhancing lesions where the rings have much higher concentration of cells than adjacent cells. By analyzing the spatial distribution patterns of cells, it is possible to automate the identification of tumor subtypes and their characteristics.
Challenges
With the rapid improvement of instrument resolutions and the accuracy of image analysis methods, such spatial queries are increasingly compute-and data-intensive.
High Spatial and Geometric Computation Complexity. Most spatial queries involve geometric computations, which are often compute-intensive. Geometric computations are not only used for returning measurements or generating new spatial objects, but also used in logical operations for topological relationships. For example, cross-matching spatial objects is a typical spatial join which first identifies matching intersecting polygon pairs (topology relationship verification) and then measures the ratio of overlapping areas. A naive brute force approach for such matching is extremely expensive and may take hours or days to compute even for a single image [33] . This is mainly due to the polynomial complexity of common computational geometry algorithms used for verifying intersection of polygon pairs where each shape representation contains hundreds of points. To minimize the computational cost, effective spatial access methods are critical for supporting queries, and high performance architecture is essential to provide parallel processing of spatial queries. The "Big Data" Challenge. High resolution whole slide images generated from high resolution tissue scanners provide rich information about spatial objects and their associated features. Whole slide images at diagnostic resolution are very large: a typical image can contain 100,000x100,000 pixels. One image may contain millions of microanatomic objects, and hundreds of image features could be extracted for each object. A study may involve hundreds to thousands of images obtained from a large cohort of subjects. For large scale interrelated analysis, there may be dozens of algorithms with varying parameters to generate many different result sets to be compared and consolidated. Thus, derived data from images of a single study is often in the scale of tens of terabytes, and petabytes of data are likely when analytical pathology imaging is adopted in the clinical environment in the future. Managing and querying such large volumes of data combined with the complexity of spatial queries poses new research challenges on effective spatial query systems for big spatial data.
ARCHITECTURE OVERVIEW Figure 2: System Architecture
We develop a MapReduce based framework to support expressive and cost effective high performance spatial queries. The framework includes a real-time spatial query engine consisting of a variety of optimized access methods, boundary and density aware spatial data partitioning (under development), a declarative query language interface, a query translator which automatically translates spatial queries into MapReduce program, and an execution engine which parallelizes and executes queries on Hadoop. Figure 2 shows an architectural overview of the system. Data is partitioned and staged on the HDFS system for parallel access. Users interact with the system by submitting jobs in a declarative query language like SQL. The queries are translated into MapReduce codes with special handling of spatial operators and optimized for fast query response. Then it relies on Hadoop for query execution and utilizes a stand-alone spatial query engine for spatial query processing. Next we discuss some core components of the system in detail.
YSmart-S: Spatial Query Translator
The MapReduce framework simplifies distributed application development by providing two simplified data transformation functions -map and reduce. While this low level of programming interface provides flexibility, it requires significant programming effort. Debugging MapReduce code in a distributed environment is slow and inefficient. A declarative query language would greatly simplify the query interface, reduce the programming effort and boost developer productivity. Recently, such SQL-like query languages and their translators [25, 32, 11] have been widely used in industrial production systems. We build a spatial query translator YSmart-S by extending YSmart -an open source SQL-toMapReduce-Translator [20] , with spatial query capabilities. Thus, users can interact with the system by submitting SQL queries for most of their query needs, yet they can write custom MapReduce code whenever they need new query functionality.
RESQUE: Real-Time Spatial Query Engine
To support high performance spatial queries, a stand-alone spatial query engine is developed to efficiently support following infrastructure operations: i) spatial relationship comparison, such as intersects, touches, overlaps, contains, within, disjoint, ii) spatial measurements, such as intersection, union, convexHull, distance, centroid, area, etc; iii) spatial access methods for efficient query processing, such as R * -Tree and Voronoi Diagram building and querying these structures. The engine is compiled as a shared library and can be easily deployed on multiple cluster nodes.
Due to the high computational complexity of spatial queries, spatial query processing techniques traditionally employ a partitionfilter-refine approach without creating an index on input datasets [26, 36] . In RESQUE, we take a hybrid approach in which spatial indexes are created on-the-fly (when needed) and used to accelerate spatial queries. The index creation overhead, as shown in our experiments, only accounts for a small fraction of overall query response time.
Data Partitioning and Staging
Data partitioning with tiling is a standard practice [13] in managing large amounts of spatial data and it can speed up many spatial queries. For example, to process a window query, we may only read the partitions which are relevant to the query window whereas a naive approach would scan the whole data table. In pathology image analysis stage, each image is decomposed into N fixed-size regular tiles (top left in Figure 2 ). By default, each algorithm on one tile of a partitioned image will create one one boundary result file. We propose to merge all small tile based result files for each image as a single large file, and then stage the merged large file onto HDFS, where each spatial object is assigned an internal tile id. While it may be appealing to directly stage the data as individual tiles, there are several problems associated with this approach. First, Hadoop is optimized for batch oriented processing and partitioning the data into large number of small chunks is detrimental to the query performance. Second, in Hadoop each file split location metadata is stored in the main memory of the namenode for fast file access. Large number of small files generate significant amount of metadata which quickly uses up the namenode main memory and affects system stability and performance.
Tiling of pathology images offers a convenient way for managing large scale image sets and it also increases the level of parallelism for query processing. Spatial objects on the boundary of tiles may need special handling in many applications. In our system, we ignore the objects across partitioning boundaries for two reasons. First, boundary objects are discarded during the upstream image analysis steps. Most of the upstream analysis steps such as image segmentation use in-memory algorithms which require the input to be small enough (tiles) to be processed in memory. While it is technically possible to reconstruct boundary objects with additional processing, they are generally discarded due to the extra computational effort and simplification of the analysis pipeline. Second, as there is a large number of microanatomic objects for each image, pathology imaging based studies often take a statistical based method, where the result will not be impacted by the small fraction of boundary objects. Spatial joins play an important role in effective spatial query processing for analytical pathology imaging. A pairwise spatial join or two-way spatial join combines two datasets with respect to some spatial predicates. Multiway spatial joins involve more than two spatial inputs and an arbitrary number of join predicates. For example, in Figure 3 , the spatial relation R0 is joined with three other relations with a predicate of intersects.
QUERY PROCESSING

Complex Query Types
Depending on the actual join condition, the query graph may take different shapes, such as: i) chain ii) star iii) clique and iv) combination of the above. The shape of the query graph dictates the complexity of join processing. Queries with complex topological relationships are more expensive to evaluate. Here, we mainly focus on star and clique joins as shown in Figure 3 . The reason is twofold. First, our experience indicates that star and clique queries are very common in spatial cross-matching and other spatial analytical tasks. Secondly, a complex query graph can be decomposed into a combination of several star and clique query graphs. Thus developing effective query evaluation techniques for these two types of queries can serve as a building block towards more complex query evaluation.
Join Processing
Spatial predicate checking is computationally expensive and spatial objects are generally complex to represent. Reading and writing spatial data incurs significant I/O overhead. Therefore, most of the spatial query processing techniques take a filter-and-refine approach to reduce unnecessary computation and I/O cost. The general processing pipelines are as follows. First, spatial objects are filtered with approximate processing such as MBR (Minimum Bounding Rectangle) based filtering to eliminate object pairs which do not satisfy the join predicate. Next, remaining candidate objects from the filtering step are further refined with accurate geometry computation. Finally, objects which satisfy the join condition are pushed to downstream processing such as aggregation or grouping.
Numerous spatial join algorithms have been developed in the past three decades and we refer interested readers to [16] for a comprehensive overview. One class of algorithms utilize spatial indexing to process the join operation. A representative example from this class is R-Tree based Synchronized Traversal algorithm [7] and it is available in major SDBMSs such as Oracle Spatial, MySQL and PostGIS. Another class of algorithms assume that spatial indexes are not available on the input dataset and utilizes inmemory join algorithms with external data partitioning. Representative examples from this class include PBSM [26] and SSSJ [4] . Due to the space restriction, here we skip detailed description of these algorithms and mainly focus on how they can be adapted to the MapReduce framework to support efficient spatial query processing for analytical pathology imaging. Consider the join query in SQL shown in Figure 4 , where three datasets, generated from different algorithms, are cross-matched to compare the segmentation similarity of different algorithm results on the same set of images. This is a typical multiway star join query with a join cardinality of three. One straightforward way to evaluate this query is to decompose it into two pairwise joins and evaluate them separately. However, in such a left-deep query plan the intermediate results need to be materialized to the HDFS, and it incurs significant I/O cost. Therefore, in our system, we take a different approach in which such a plan is translated into a bushyplan to process multiple datasets at once.
R * -Tree Join Processing
In R*-tree, each non-leaf node of the tree stores pointers to its child nodes and corresponding MBRs, while each leaf node stores pointers to the actual spatial objects and corresponding MBRs. We modify and extend the SpatialIndex library [2] for building R * -Tree indexes. The input data and indexes are read-only and no further update is needed. Therefore we apply bulk-loading techniques [5] in the R * -Tree building process. To join input datasets, we use the synchronized tree traversal algorithm [7] . Given two R * -Trees as input indexes, the algorithm starts from the root nodes and recursively checks each pair of nodes from two indexes. If the MBRs of a pair of nodes intersect, it then continues to join these two nodes and check their child nodes. The process is repeated until the leaf nodes are reached. The algorithm then checks each pair of the polygons indexed in these two leaf nodes to find all the pairs of polygons whose MBRs intersect. Algorithm 1 describes the details. Extension of this algorithm to multiple inputs is straightforward. So far we describe how to process a join of m sets of input data in a single process. Next we describe how this algorithm is adapted to the MapReduce framework to process large scale data.
We implement the spatial join operation as a reduce-side join. Specifically, in the map phase, each Map task processes a chunk of input data and emits each record as output value and the tile id as the key. Thus, after the shuffle phase, spatial objects from different input datasets but belonging to the same tile end up in the same partition which will be processed by the same reducer task. In the Reduce phase, each Reduce task reads a single partition assigned to it, invokes RESQUE to build spatial index for each tile and invokes RESQUE to perform the join operation. Detailed descriptions are shown in Algorithm 2 and 3. 
PBSM-Partition Based Spatial Merge Join
An in memory algorithm is proposed in [26] to process spatial join queries. The first step in this algorithm is to partition the universe of spatial data into tiles such that each tile eventually fits into main memory. Then, corresponding tiles from multiple datasets are brought into memory for processing, where a simple nested loop join algorithm is used in combination with MBR based filtering. The partition step is very important for the efficiency of this algorithm. If spatial data distribution is skewed, some tiles could take much longer time to process than others and the overall runtime is bounded by the finish time of such stragglers. In our case, since input datasets are already tile-partitioned, the algorithm only needs to perform the join operation. The join processing workflow is very similar to Algorithm 2 and 3 except that no index is created in the reduce function.
Nearest Neighbor Query
Nearest neighbor (NN) search has broad applications, and in analytical imaging, it can be computationally expensive. An example query for a pathologist is "for each cell, return nearest blood vessels and the distances". Such queries are helpful in understanding correlations between spatial proximity and cell features and can be answered with a nearest neighbor search algorithm. Nearest neighbor query has been studied in spatial database settings for a long time. However, most of the work focused on point data where spatial objects are approximated or provided as points in space. The points are then stored in a spatial database together with features associated with them for querying. This approach greatly simplifies the problems associated with managing large amounts of complex spatial data, and is applicable in scenarios where such approximation is sufficient. However, the approach does not apply to analytical pathology imaging. Certain objects, such as blood vessels (green markups in Figure 1(b) ), can not be approximated as points as such approximation would lead to loss of critical spatial information. Moreover, nearest neighbor query results would be completely different if we naively approximate blood vessels as points.
Spatial access methods are widely used to support point NN queries and a number of algorithms have been developed. Generally, these algorithms rely on the clustering properties of neighboring points and try to prune search space to quickly arrive at the neighborhood of the query point. In our system, we provide two algorithms for efficient nearest neighbor query support.
NN Search with R * -Tree
In R-Tree, two metrics are defined to speed up the nearest neighbor search process, namely mindist and maxmindist. These metrics are used to prune as much of the R-Tree nodes as possible during both the downward searching process and the upward refining process. Details of the algorithm can be found in [29] .
An approach similar to the R * -Tree join processing can be used to support nearest neighbor queries in MapReduce. However, tile based partitioning is not applicable in this scenario. Specifically, after such a partition, nearest neighbor of one object may reside in another tile. Thus if the nearest neighbors are processed independently we may not get the correct result. There are multiple ways to remedy this problem. One approach is to process the query in multiple passes such that in the first pass, only the index building process is initiated. In the second pass, partial indexes from the first pass are merged and replicated to other nodes. Thus, after several passes, each node would gather enough information to answer the query.
In the analytical pathology imaging setting, generally there are fewer target objects which are returned as the nearest neighbors, than the source objects. Consider the example of querying nearest neighbor blood vessel for each cell. The number of blood vessels (hundreds or thousands) is much smaller compared to the number of cells (millions). In this case, locating the target nearest neighbor is very fast whereas most of the query time is spent on iterating over millions of source objects. Therefore, we take a simple approach in which only the source object set is partitioned, and the target object set is replicated and distributed to cluster nodes. Thus, each partition has a "global view" of the target search space and can carry on the nearest neighbor search without any communication overhead between nodes. In the Map phase, source objects are partitioned and target objects are replicated. The reduce phase of the algorithm is described in Algorithm 4.
Algorithm 4: Reduce Function
Input: ki, vi tile = extract_source_objects(vi); k = get_K(vi); tar = read target objects from HDFS; // build R * -Tree index on target objetcs idx = RESQUE.build_index(tar); // execute queries using spatial indexes result = RESQUE.execute_kNN_query(idx,tile,k); // final output output result to HDFS;
Voronoi Diagram
Voronoi diagram [24] has been extensively studied in computational geometry and spatio-temporal database settings to support nearest neighbor queries. Given a set of input sites, typically points on the plane, Voronoi diagram divides the space into disjoint polygons where the nearest neighbor of any point inside a polygon is the site which has generated this polygon. These polygons are called Voronoi polygons and edges on adjacent Voronoi polygons define equidistance regions between two polygons. A number of algorithms are proposed to compute Voronoi diagrams and the best known algorithm has a lower bound complexity of O(n log n), where n is the number of input line segments needed for computing the Voronoi diagram. To answer the example nearest neighbor query, target objects (blood vessels) are replicated among cluster nodes for index construction. Source objects (cells) are partitioned with tiling and distributed among the nodes participating the computation. Similar to the R * -Tree nearest neighbor query processing, a reducer first builds the Voronoi diagram for blood vessels which are represented as a set of line segments. Then for each cell in a given partition, the reducer queries the nearest blood vessel segments and computes the distance. To efficiently locate the Voronoi polygons, Vornoi diagram is clipped to the size of a tile on each reducer. The clipping coordinates are extracted from the query tile which contains the cells. Figure 5 illustrates the query processing workflow of nearest neighbor query with Voronoi diagram.
The replication of target objects and computation of Voronoi diagram for the same set of objects may seem to cause extra overhead. There are two reasons why we do not also partition the target objects to achieve higher level parallelism. First, construction of Voronoi diagram is fairly fast due to the fact that the number of target objects is much less than the number of source objects. In our current dataset, target objects -blood vessels -roughly account for 0.1% of all spatial objects. In this case, the extra effort to parallelize the Voronoi diagram construction process may not justify itself. Even if the Voronoi diagrams are built in parallel, extra post-processing is needed to merge the partial Voronoi diagrams. Second, it complicates the SQL-to-MapReduce translator. Given these considerations, we do not parallelize the index building process in our current system.
EXPERIMENTAL EVALUATION
Experimental setup
We evaluate query performance and scalability of the system on our in-house cluster, which comes with 10 physical nodes and 192 cores (AMD 6172, 2.1GHz). Cluster nodes are connected with gigabit ethernet and each node is configured with CentOS 5.6 (64 bit) and Cloudera Hadoop-0.20.2-cdh3u2. Boost 1.48.0 and CGAL 3.8 libraries are used to support geometry computation and spatial measurement in RESQUE. We extend the SpatialIndex library 1.6.0 [2] for indexing building and supporting spatial joins. The configuration parameters for Hadoop are: data split size = 64 MB, HDFS replication factor = 3, concurrent maps/core = 1, and main memory/node = 128 GB.
We use two datasets of whole slide images for brain tumor study provided by Emory University Hospital and TCGA (The Cancer Genome Atlas). The dataset for testing join query performance is a set of 18 images with diverse disease stages. The average number of nuclei per image is roughly 0.5 million and each nucleus is represented as a polygon in vector format. The average number of points representing a nucleus is 50. For nearest neighbor query performance test, we use 50 images (42 GB) from TCGA. Both datasets have similar characteristics. The first dataset comes with polygons of nuclei, and the second dataset comes with polygons of nuclei and blood vessels.
Join Query Performance
To test the system performance, we use two types of queries with different numbers of input datasets. For STAR-join, a query similar to Figure 4 is issued with different input cardinalities. However, for CLIQUE-join queries, the WHERE clause is changed to reflect actual clique join predicates. Since both STAR-Join and CLIQUEjoin are implemented as reduce side joins, the number of available reduce nodes in the cluster has significant effect on the query runtime. Therefore to test scalability of the system, the same query is tested with different number of reducers. We do not explicitly manipulate the number processors available for Map phase, as it is dictated by the number of input splits. Figure 6 shows the query performance for star-shaped multiway spatial join with different join cardinalities. The horizontal axis represents the number of reducers and the vertical axis represents query runtime. As the performance numbers show, the system is very efficient. For R * -Tree based join processing, it takes 165 seconds to process two sets of images with 200 reducers -less than 10 seconds per image, whereas the same query takes more than 1000 seconds on a single process PostGIS for a single image [35] . The system also shows good scalability. For both figures, it is noticeable that the query runtime drops linearly as the number of reducers increases. This effect is more pronounced in the region where the number of reducers ranges between 20 and 80. Interestingly, when the join cardinality increases, the linear relationship between runtime and the number of processing units becomes more apparent and it saturates as the number of reducers approaches to the maximal number of available cluster cores.
STAR Query
We can also notice from the figures that, R * -Tree based join has better performance on lower cardinality joins (|join| ≤ 4), whereas PBSM has better performance on higher cardinality joins. This information is useful for query optimization. It can be encoded into the query optimizer as a prior knowledge about the algorithm cost, and during query compilation, the optimizer can select the best algorithm to run the query depending on query predicates at runtime. Many modern RDBMS query optimizers come with such feature, and we are planning to integrate more sophisticated query optimization techniques into the system in the future. We test clique query performance on the same dataset we use for the star query and Figure 7 shows the test results. Again, the system exhibits high performance and good scalability. Surprisingly, R * -Tree based join processing algorithm performs much better than the PBSM algorithm. As the performance numbers show, in most cases R * -Tree based join is faster than PBSM by a factor of 5. This is especially true when fewer reducers are used for query processing.
CLIQUE Query
These experiments indicate that, our design principles -building index on-the-fly and indexed based query processing with implicit parallelization on MapReduce -are well-suited for processing massive spatial data.
Nearest Neighbor Query
To test nearest neighbor query performance, we run the example query "return the distance to the nearest blood vessel from each cell" for each image in the dataset. This query can be parallelized at image level or at tile level. We report results for both levels of parallelism in Figure 8 . Since the number of images used for this test is 50, more than 50 reducers would not help to increase the system performance. As it can be seen from both figures, it is clear that finer level of partition granularity offers higher level of parallelism which translates into better performance. The system also exhibits good scalability for tile level partitioning. In both figures, the execution time is reduced roughly by half when the number of The experiments also show that Voronoi based nearest neighbor search is much faster than R * -Tree based approach. Therefore, the query optimizer can automatically select Voronoi based approach as the least cost algorithm for similar query cases.
PERFORMANCE OPTIMIZATION
Skew Reduction
Shared-nothing parallel processing systems, Hadoop for example, can be easily scaled up by adding more nodes to the system. Ideally, the system performance should increase linearly as more nodes are available for computation. In reality, however, it is hard to achieve such linear speed-up due to load balancing issues, in particular, skew in data partitioning. Performance charts in previous section testify such cases. There are many reasons why skew may arise in parallel processing. For example, some data records may simply be expensive to process or some data partitions may contain significantly more data records than others. In pathology imaging, the density of microanatomic objects differs significantly in different tissue regions. When an image is partitioned into tiles, some tiles may end up having significantly more spatial objects than others. During the query processing stage, nodes processing these dense tiles become "stragglers" and have a drastic effect on query performance.
In Hadoop, a hash partition is used to partition input records into R buckets, where R is the number of processors available for computation in the system. Unfortunately, such hash partitioning is not guaranteed to generate even buckets where each bucket takes roughly equal amounts of time to process. To illustrate the skew problem in analytical pathology imaging, we perform a join performance test where a set of images are processed with 40 reducers and the completion time for each individual reducer is measured. The brown bars in Figure 9 (a) (binned for visualization purpose) show that, without any optimization, the actual task completion time for each reducer differs significantly and the overall system performance is largely affected by the long running tasks.
To remedy the skew problem, we take a cost-based greedy partition approach in which each reducer is assigned roughly equal amount of work to balance the workload. Consider a simplified version of the query 4 where two datasets are join with a predicate intersects, i.e., Q = R intersects ◃▹ S. To process this query Q, our system partitions each image into N tiles indexed by I = {1, 2, ..i..N } and each pair of tiles from R and S will be assigned to a reducer for join processing. After the join processing is done, a final aggregation step will be performed.
Thus, each reducer will process a set P of tiles indexed by ∪ i∈P i which we call the workload of a reducer node. Therefore, the query optimizer should generate a query plan that partitions the tiles indexed by I into k workloads such that I = ∪ k i=1 Pi and the maximal workload is minimized. There are two problems need to be solved here. First, how to estimate the runtime of each workload Wi? Second, assuming that we know the runtime Wi for each workload, how to solve the partition problem? This is a classic set partition problem and it is known to be NPHard. In our case, an approximate solution could be sufficient. Therefore, we take a simple approach in which tiles are greedily assigned to k partitions. However, the question of how to estimate completion time for each tile still remains. Similar to the cost estimation techniques in modern database systems, we use following formula to estimate cost of processing each individual workload.
The coefficients α, β are introduced to reflect individual dataset characteristics. If we make no assumption about the dataset involved in query processing, we can set them to a constant value. The constant cost γ is introduced to account for the cost of transferring the tile contents from other nodes across the network. While it can be tuned to a decent value, we simply set it to zero as in the join processing the predicate checking cost dominates overall runtime.
The performance results with optimization with cost based task partition are shown in Figure 9 . Figure 9(a) shows that the optimized processing is less susceptible to the "straggler" problem. As indicated by the purple bars in the figure, individual partitions finish roughly at the same time. Figure 9 (b) and Figure 9 (c) show a comparison of query performance for different query types on the optimized system and the original system. In those figures, the first horizontal axis represents join cardinality, and the second horizontal axis represents the number of active reducers for that run. While there are still cases where the improvement is not significant, overall, such optimization considerably reduces job completion time and increases query performance.
Index Compression
In R * -Tree based spatial query processing, polygons in the leaf nodes are encoded with additional information for retrieval. Each polygon record is represented as (ID, N, Point1, Point2, ... , PointN) , where id is the markup id, and N is the number of points. The polygons usually consist of hundreds or thousands of vertices, and two adjacent vertices usually have a distance of a couple of pixels in axis parallel directions. For example, a polygon can be represented as (10, 60, 40961 8280, 40962 8280, 40962 8281, ... , 40961 8279) , where markup id is 10, the number of points is 60, and the other number pairs delimited by space represent (x y) coordinates. With a chain code representation, only the offset value between two adjacent points is stored as replacement of original coordinates. For example, the example polygon can be represented as: (10, 60, 40961  8280, 1 0, 0 1, ... , 2 0) . The simple chain code compression approach saves space and reduces I/O. Our experiments show that, by applying such compression schema, the storage cost can be reduced by 42%, a significant reduction of I/O during query processing. (c) Query optimization in clique-join Figure 9 : Skew in spatial query processing and its mitigation through cost-based task partition 7 . RELATED WORK Scientific data often comes with spatial aspects [3] , for example, Large Synoptic Survey Telescope (LSST) generates huge amount of spatially oriented sky image data. Human Atlas project include [1] and others. Digital microscopy is an emerging technology which has become increasingly important to support biomedical research and clinical diagnosis. There are several projects that target creation and management of microscopy image databases and processing of microscopy images. The Virtual Microscope system [10] developed by our group provides support for storage, retrieval, and processing of very large microscopy images on high-performance systems. The Open Microscopy Environment project [15] develops a database-driven system for managing analysis of biological images, which is not optimized for large scale pathology images. Scaling out spatial queries through a large scale parallel database infrastructure is studied in our previous work [34] . That work has demonstrated that although a parallel database architecture can support complex spatial queries -in a limited extent, it is highly expensive to scale and difficult to optimize.
Pig/MapReduce based approach has been studied in [21] for structural queries for astronomy simulation analysis tasks and compared with IDL and DBMS approaches. In [9] , an approach is proposed on bulk-construction of R-Trees and aerial image quality computation through MapReduce. In [36] , a spatial join algorithm on MapReduce is proposed for skewed spatial data, without using spatial indexes. The approach first produces tiles with close to uniform distributions, then uses a strip based plane sweeping algorithm by further partitioning a tile into multiple strips. Joins are performed in memory, with a duplication avoidance technique to remove duplicates across tiles. In our system, tiling is produced at image analysis step, and it is a common practice for pathology imaging to discard objects at tile boundaries, as the final analysis result is a statistical aggregation. We take a hybrid approach on combining partitioning with index, and build spatial indexes on-the-fly for query processing. Our approach is not limited to memory size, provides high efficiency with implicit parallelization through MapReduce.
Partitioning based approach for parallelizing spatial joins is also discussed in [26, 38] where no indexing is used. An R-Tree based spatial join is proposed in [8] with a combined shared virtual memory and shared nothing architecture. Voronoi diagram and its variations are extensively studied in computational geometry for polygon triangulation and nearest neighbor search for stationary query points [28] . In [17] , authors extended Voronoi diagram to support kNN queries for Spatial Network Database and Location Based Services. Orthogonal to our work, focus in these area have been to efficiently support moving and continuous kNN query [23] . More recently, Voronoi diagram is combined with R-Tree to speedup nearest neighbor queries [30] .
Comparisons of MapReduce and parallel databases are discussed in [27, 14, 31 ]. An automatic skew mitigation approach for userdefined MapReduce programs is proposed in [19] . MapReduce systems with high-level declarative languages include Pig [25] , SCOPE [11] , and HiveQL/Hive [32] . YSmart provides an optimized SQL to MapReduce job translation and is recently patched to Hive. Our system takes an approach that marries DBMS's spatial indexing and declarative query language into MapReduce.
The previous research most closest to our work is [37] where a multi-tier distributed index is proposed and used in MapReduce environment. Another related work is [36] , in which authors explored the possibility of performing spatial join with MapReduce and tested their system on a small scale of data.
CONCLUSION AND FUTURE WORK
