I. INTRODUCTION
Predicting who can be more susceptible to have cancer in future and the response to therapy is a challenging field of research. The launch of human genome project has completely changed the way of medical research. A microarray is an efficient tool in the simultaneous study of gene expression of thousands of genes or their RNA product. It gives a clear of up-regulation and downregulation of different genes in different cell or sample under study. Gene expression of disease tissues can be compared to normal tissues for understanding the disease pathology, more accurate diagnosis and clear prognosis. Gene expression can be helpful in determining the type of cancer and also temporal evaluation of tumors. The gene expression patterns from tumors samples derived from different stages of progression can be compared to identify the early and late stage of the disease. Early prediction of cancer can give effective treatment to cancer. We can also predict the chance that a person may be affected by any cancer in future which will help in taking preventive measures to avoid cancer.
Histopathology is not efficient enough for identification of disease progression and clinical outcome in lung adenocarcinoma [32] , [33] . Gene expression profiles based on microarray analysis are efficient method to predict patient survival in early-stage lung adenocarcinomas [34] - [37] . In this paper, we have analyzed gene expression data for the Lung cancer available in the Kent Ridge Bio-Medical Dataset Repository [25] . The microarray gene expression data is analyzed to select and predict the optimal subset of genes which are the most probable causing agent of different type of cancer.
The first step is to select the optimal subset of genes to from a large gene set which requires advanced machine learning method. In this paper, we have used a hierarchical approach to optimal gene subset selection. The next step is to classify the cancers datasets and to know the accuracy of the classifier in predicting the cancerous samples. There are number of papers [1] - [6] which focuses on cancer prediction based on different gene expression technique. But they have not considered environmental factor associated with the genes which cause cancer simultaneously.
In this paper, We have used advanced machine learning classifier for classification tasks. We have also given a comparison of the classification accuracy, precision, and recall value for the different classifier. We have got 72 genes out of 7129 genes in the Lung cancer data which are most probably associated with cancer.
After getting the optimal subset of genes, we have selected top six genes from each cancer type to validate their association with the particular type of cancer and with environmental factors such as heavy metal, air pollutant, ionizing and nonionizing radiations, food habit, smoking habit, using research article published in scientific journals.
Combing huge gene expression date available in cyber space and advanced machine learning technique may bring out the strongest candidate genes, which individually or as a part of complex system, have more accurate prognostic value to determine someones susceptibility towards cancer. When we add an ecological context, it helps us in better understanding the causes of cancer.
II. MACHINE LEARNING MODELS FOR ANALYSIS
In this section, we present a three advanced machine learning classifier for classifying the cancerous sample.
A. ATTRIBUTE SELECTION
Attribute selection is the process of reducing the number of attributes for use in the classifiers. In applications like gene expression analysis, this becomes all the more important owing to the huge number of genes in Human genome. Building a model on so many attributes can incur huge performance overheads and will suffer from the issue of overfitting. Attribute selection involves a combination of search and attribute estimation which in turn is evaluated against certain classifiers. The techniques employed may be supervised or unsupervised with different performance and accuracy values. The attributes in our application refer to gene expression values that we aim to reduce for an effective prediction, techniques for which are listed below. In our paper, we have used Information Gain Attribute Ranking [4] , [17] as a model for selecting a set of most probable genes from a set of vast gene set based on gene expression scores.
1) INFORMATION GAIN ATTRIBUTE RANKING
Information gain [26] , [27] makes use of entropy model to rank the attributes. Let us consider an attribute A.
Let's take C as a class, We can find the entropy of the class as given by these equations. Equation 1 gives entropy before observation and Equation2 gives entropy after observation.
The information gain by the attribute is the amount by which the entropy of the class decreases after addition of the attribute.
B. CLASSIFICATION
After the set of genes have been reduced from the original set, we apply supervised learning on the gene expression data to evaluate the accuracy of prediction. In this paper, we have compared two advanced classifiers on the basis of Accuracy, Precision and Recall.
1) MULTILAYER-PERCEPTRON
Multilayer Perceptron [28] is a feedforward Artificial Neural Network which models the input to output relation through a series of hidden layers which can be supposed to account for individual or a subset of attributes that actively take part in the classification. Each layer has some nodes, and any two consecutive layers form a completely connected bipartite graph with each edge weight representing the probability of transition from one layer to another. It is a supervised learning technique which makes use of error back propagation to correct the edge weights with each new instance. The major parameters that affect the accuracy of an MLP include: 1) Transition weights from one layer to another.
2) The number of hidden layers selected. Higher number leads to deeper learning. 3) Activation function selected, which maps the output from the MLP to response. MLPs have been found to be extremely useful and accurate and have wide applications in multiple domains.
2) RANDOM SUBSPACE
Random subspace [29] classification technique makes use of multiple instances of same or different classifiers each working on the subset of attributes or a subspace. The output of Random Subspace is based on the class results produced by these individual classifiers. This type of classification is also referred to as attribute bagging. 
3) SMO (SEQUENTIAL MINIMAL OPTIMIZATION)
SMO (Sequential Minimal Optimization) [30] is an improvement of the basic support vector machine and is one of the most popular training tool for SVM. The aim of SVM is to find a hyperplane that gives the best accuracy in categorizing the inputs into one of the two classes. The input instances are projected into higher dimensional space and a hyperplane is found that is at maximum distance from the closest inputs to the hyperplane from both the classes. It suffers from a Quadratic Programming problem which is addressed in SMO, explanation of which is beyond scope of this report.
III. DATA COLLECTION
The gene expression data for 86 primary lung adenocarcinomas samples and 10 non-neoplastic lung samples are collected [25] . All the samples contain 7129 genes. Gene expression data for the Lung cancer available in the Kent Ridge Bio-Medical Dataset Repository [25] . The entire dataset is divided into 70 % as training set and 30% as a test set. The result is validated on both training and test dataset. The model which gives more accurate result on test dataset is selected as the most suitable model.
IV. IMPLEMENTATION OF MACHINE LEARNING MODELS
After collecting the gene expression data for 86 primary lung adenocarcinomas samples and 10 non-neoplastic lung samples, the next step is to get an optimal number of genes from a huge gene set.
A. INFO GAIN RANKING BASED ATTRIBUTE SELECTION
We applied the Info gain ranking method for selecting a set of most probable genes from a set of 7129 genes The Info Gain Ranking Method is implemented in Java Environment. The Set of attributes we got after applying the Info Gain Ranking Method is presented in Figure 1 . We have also sorted the attributes based on score based on the information gain. After applying the Info Gain Ranking method, the number of genes reduced to 72 from a huge number of 7129 genes. Here the attribute name corresponds to particular gene in the sample. Among them we have given biological relevance for top six ranked genes.
B. CLASSIFICATION
After getting a set of most probable genes, the next step is to apply advanced classification model for classifying VOLUME 7, 2019 cancerous samples. In this paper, we have applied Multilayer Perceptron and Random Subspace on the set of selected attributes for classifying the cancerous samples. We have also validated our results on both training and test data. The flow diagram of computational modeling of the gene expression data is given in figure 2 . Finally, the classification models are compared on the basis of Accuracy, Precision and Recall. The results of the attribute selection were stored for future reference to establish a biological correlation between expressed gene and the disease. This information may be used to carry out DNA sequence analysis for the gene to find out mutations which may result in genetic defects.
V. EVALUATION AND INTERPRETATION
The models are evaluated on the basis of Accuracy, Precision and Recall [23] . The definition of all these terms is given below.
• Accuracy is the commonly used performance measure.
• Precision is simply the ratio of correct positive observations.
Precision = TP/(TP + FP)
• The recall is also called sensitivity or true positive rate. Recall = TP/(TP + FN ) The definition of TP, FP, TN and FN is given in Table 2 . In Table 3 , we presented the Accuracy, Precision, and Recall after classifying the cancer samples using the Multi-Layer Perceptron and Random Subspace model. From the table, we observe the SMO is the most accurate model for classifying the cancerous samples. The precision and recall value as given by SMO is also much better than Multi-Layer Perceptron and Random Subspace. Hence SMO can be used as a most suitable model for predicting the cancerous samples.
VI. BIOLOGICAL RELEVANCE
From the gene expression data, we have identified the most probable genes associated with cancerous samples. From the computational point of view, these are the genes which are associated the cancerous samples. The next step to validate the genes from a biological point of view and also to find the environmental factor associated with the particular type of cancer. From a set of 73 genes, we have selected the best 6 genes having higher Info Gain Score. The genes with its biological names are presented in Table 4 . We have searched in various research papers to find out the role of these genes in lung cancer patients. We have also searched for the associated environmental factors and their effect on a particular type of gene. We found significant contribution of these genes in lung cancer samples.
• Significant contribution of FABP4 gene is found in lung adenocarcinoma, lung cancer, nonsmall cell lung cancer, normal airway epithelia, non-small cell lung carcinoma [8] . We also found that, under the conditions of fasting and cold stress Fatty acid binding protein 4 and 5 has an important part to play in thrombogenesis [9] . So this thermogenesis can be an environmental factor affecting the expression of FABP4.
• Platelet endothelial cell adhesion molecule-1 1 is found in non-small-cell lung cancer patients [10] , [11] .
In another paper it is found that Platelet Endothelial Cell Adhesion Molecule-1 and Pigment EpitheliumDerived Factor has role in Non-Small-Cell-Lung Cancer. We also found a significant effect of photoactivation, laser light exposure, electrical stimulation, or topical application of caustic chemicals (e.g., ferric chloride) in controlling gene expression of cell adhesion molecule-1 [12] .
• There is evidence of inhibitory role of FHL1 in lung cancer [13] , [14] . A significant contribution of an environmental factor on the gene expression of FHL1 also exists [15] .
• In one paper, it is found that downregulation of Monoamine Oxidase-A in causes cancer in multipler organs [16] . We also found the significant role of environmental exposure on the gene expression of Monoamine Oxidase-A [17] .
• There also exists evidence of Expression of CLEC3B in cancer [18] . Another paper presents a significant effect of High occupational exposure on the gene expression of CLEC3B [19] .
• We also found Significance of selenium levels in nonsmall cell lung cancer patients [20] , [21] . We also found evidence of
• Occupational Exposure on the Selenoprotein P in causing Lung cancer [22] .
VII. CONCLUSION
Cancer has been a potential threat to human eco system as it affects in persons identity, roles and normal functioning in the environment. The solution is early prediction of cancer and also to find out cancer probabilities of an individual in future which will help to avoid cancer. Gene expression of cancerous cells can be compared to normal cells for understanding the pathology of cancer. In this paper we used advanced machine learning technique to analyses the gene expression of cancerous samples to find out the genes which have maximum probability of causing cancer. Combing huge gene expression date available in cyber space and advanced machine learning technique may bring out the strongest candidate genes, which individually or as a part of complex system, have more accurate prognostic value to determine someones susceptibility towards cancer. When we add an ecological context, it helps us in better understanding the causes of cancer. This has changed the cancer research magnificently. Our approach can be considered as an application to Eco-genomics [7] .
