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Introduction
In real-time systems, it is necessary that a task not only generates correct outputs but also finishes by a specific deadline. In order to guarantee that the task meets the deadline, it is essential to analyze the worst-case execution time (WCET) of the task.
WCET analysis has to be accurate and safe [1] . However, accurate analysis of WCET is difficult because a lot of factors influence it. Therefore, the cache memory has not been used in many cases of hard real-time system design since its complex behavior makes it difficult to analyze WCET accurately. However, in recent days, the use of cache memory has been desired in hard real-time systems in order to reduce the memory access time due to the ever increasing gap of speed between processor and memory. To enable it, it is necessary to analyze WCET accurately and safely with considering the cache behavior.
In preemptive multi-task systems, a preempting task may flush a cache block which will be used by a preempted task in future. Thus, the preempted task has to pay an additional cost (i.e., cache-related preemption delay) for reloading the block from the memory to the cache. Besides, the amount of cost varies depending on when the preemption happens. Therefore, in order to analyze WCET, it is necessary to find the worst-case cache flush timing (i.e., preemption timing) which maximizes the cache-related preemption delay. It should be noted that a tack may be preempted multiple times. In that case, we have to find the worst-case combination of cache flush timings.
A large number of algorithms have been proposed which analyze worst-case cache flush cost based on static path analysis [4, 5, 6, 7, 8] or based on even simpler analysis [9, 10, 11] .
However, estimation of WCET with path analysis is often too pessimistic since it may consider a path which is never executed in actual as a worst-case execution path. In this paper we propose another approach to finding the worst-case cache-flush timings. In our method, we use memory access traces which are obtained via simulation. Therefore, the cache flush timings obtained by our method may be optimistic. For a given access trace, however, our method can yield very accurate and safe solution efficiently. In fact, our approach does not conflict with the previous path analysis approaches, but is complementary with them. By using both approaches, we can find more accurate WCET. This paper is organized as follows. In section 2, we describe problem statement. section 3 propose efficient algorithm searching for worst-case timing. In section 4 we evaluate proposed algorithm.
Problem Description
In this paper, we assume that single-level and writethrough cache architectures. Besides, we suppose that there is a cache access 1 trace is given. In this section, we define the worst-case flush timing search problem. First, we explain the concept of effective cache lines and define the flush cost as the cost which is spent for reloading the flushed memory block to the cache. Then, we define the worstcase timing search problem as a combinatorial optimization problem. 
Effective Cache Line
In this paper, we define an effective cache line (or simply an effective line) as a cache line containing the memory block which will be accessed in future. Figure 1 shows the effectiveness of each line visually. In Figure 1 , x-axis denotes time, while y-axis of the upper part and y-axis of the lower part the indexes of cache lines and the number of effective lines, respectively. The circles at upper part represent cache accesses. A circle labeled n indicates the nth access. Besides, in the upper part of the figure, the period during which the cache line is effective is indicated by a solid line. For instance, the first access of the upper part and the sixth access are the accesses to the same cache line, and the two circles are connected with a solid line. This means that the cache line 0 is effective from the first access to the sixth access.
Flush Cost
For simplicity, we assume write-through caches. Therefore, we do not have to take account of the penalty for writing back dirty cache lines to the main memory. Extra cache miss happen only when effective cache lines are flushed by preempting task. In other words, when in-effective lines are flushed, no cache miss increases because data in these lines will not be accessed in future. In order to estimate the flush cost safely, we assume that all the cache line, effective at when a preemption happens, can be considered as flushed. Consequently, flush cost can be considered L×P miss where L is the number of effective line in the preemption point and P miss is cache miss penalty. After this, we explain algorithm on the assumption that cache miss penalty is 1, without less of generality, in the rest of this paper, we assume that. Therefore flush cost is equal to the number of effective cache line. In Figure 2 , if a flush happens at timing A, the flush cost is 3 because cache lines 0, 1 and 2 are effective. 
Worst-Case Timing Search
The worst-case flush timings are the ones such that the total flush cost is maximized. We can count flush cost with the above-mentioned method. When we search for the worst-case timing with assumption that cache is flushed once. However, in case more than one flush happen, it is not easy to search the worst-case flush timings. This is because a flush may decrease effective cache lines after the flush. If the cache is flushed more than once, we need to calculate the sum of flush costs in the following manner. First, we count the flush cost for the first flush timing. Next we find cache lines which are made in-effective by the flush. Then we repeat this procedure for the second flush and later.
In the following section, we formulate the worst-case timing search problem as combinatorial optimization problem.
Search Algorithm
In this section, we propose an efficient algorithm searching for worst-case timings. First, we state search policy. Next, we explain notation and definition to formulate worstcase timing search problem. Finally, we explain search algorithm with pruning.
Search Policy
WCET analysis must be safe. Therefore, we propose not an approximate search algorithm but an exact search algorithm for the problem proposed in section 2.
There is an algorithm which search worst-case timing greedily (Greedy algorithm). This algorithm iterates search for timings whose number of effective cache line is maximum. Assuming that number of access and number of flush are N and F , respectively, this algorithm searches for such a timing, whose computational complexity is O(N ) and iterates F times. Consequently, the complexity of this algorithm is O(N · F ). On the other hand, there is an algorithm which searches all combination of timings (exhaustive search algorithm) and its computational complexity is
Since the number of all combination of timing is N C F . In the point of computational complexity, greedy algorithm is undoubtedly superior to exhaustive search algorithm. However, greedy algorithm might not be able to obtain exact worst-case timings. It is shown that greedy algorithm cannot obtain the exact worst-case timing in Figure 3 . Assuming that the number of flush is 2, timings shown in the figure(timing A and timing B) are worst-case timings, and flush cost for each timing is 3. Therefore, the sum of flush cost is 6. On the other hand, greedy algorithm iterates two times search for the timing whose number of effective cache line is maximum. In first iteration, timing A is selected and its cost is 4. In next iteration, timing B is selected and its cost is 1. Consequently, the sum of flush cost for worst-case timing is 5. In this way, greedy algorithm does not obtain exact worst-case cache flush timings.
Flush cost for each timing is not provided independently, since it is influenced by the flush which is happened in other timing. Therefore, the worst-case timing search problem cannot be solved without exhaustive search algorithm essentially. Accordingly, we take the policy that search for worst-case timing with an algorithm based on exhaustive search algorithm and apply pruning method.
Notation
In the following section, we describes notation on the assumption that the number of accesses and flushes are N and F , respectively.
Flush Timing
We write the timing between tth access and t + 1th access as t and write the timing prior to first access as timing 0. When the number of access is N , we search a set of timing:{t|0 ≤ t < N} to obtain worstcase timing.
Flush Cost
We write the flush cost, where flush is happen in timing t under the condition of having flushing cache line in timingt, as follows.
C(t, t)
This notation assumes that flush was happened in a timing, t which is prior to t. However, we can regard C(0, t) as the flush cost for t in case that no flush happens in a timing which is prior to t, since flush cost for timing 0 is 0, and the flush happened in timing 0 does not influence flush cost for timing t.
Worst-Case Flush Cost
In the following section, we write the summation of the flush cost for the worst-case timings as the worst-case flush cost (worst cost). We assume that after a flush happens in t, flushes happen f times in the timings which are later than t. In this case, worst-cost for each f timings which is later than t is written as Cw(t, f ). Besides, Cw(t, f ) is defined recursively as follows.
We search the worst-case timings with calculating this expression.
Peak-Cost
From the Cw(t,f) definition, when f = 1, we define Cw(t,1) as Cp(t)(peak-cost). Cp(t) is defined as follows.
Exhaustive Search
According to worst-cost definition, the worst-case timings can be obtained with calculating Cw(0, F ). Cw(0, F ) is maximum value of {C(0, t)+Cw(t, F − 1)|0 < t < N}. Therefore, we have to calculate evaluation value, C(0, t) + Cw(t, f ) for t, 0 < t < N sequentially. In the calculation of evaluation value, the computational complexity of term of C(0, t) is O (1) . On the other hand, the calculation of evaluation value again is required to calculate Cw(t, F −1). Therefore, the computational complexity of Cw(t, F − 1) is O(N F −1 ) to calculate the value. Consequently, the computational complexity of Cw(0, F ) is O(N F ). Therefore, it is assumed that search of worst-case timing is difficult only with exhaustive search.
Pruning Method
We can search the worst-case timing effectively with applying pruning method. We basically performs an exhaustive search, but when we calculate Cw(t, f ), we do not have to calculate evaluation value for some t , t < t < N (pruning). This is because it is assured that the evaluation value of particular t is not worst-cost. In the following section, we explain pruning methods.
A Classification of Accesses
In the section 2, we explain worst-case timing search problem visually with Figure 1 . In this figure, each access is classified from the view point of effectiveness before and behind of it into four kinds as shown in Figure 4 . This classification is not determined statically. For example, in Figure 2 , eighth access is classified tail before flush is happen in timing A, and it is classified single after flush is happen in timing A. Which class an access are classified changes during search proceeding. In this section, we explain a pruning method with such a classification of accesses.
To calculate Cw(t, f ), we have to calculate a evaluation value, C(t, t ) + Cw(t , f − 1) for t < t < N, and obtain a ᎺᎰᎵᎮᎳᎬ ᎯᎬᎨᎫ ᎻᎨᎰᎳ ᎴᎰᎫ Figure 4 . Access Classification maximum. However, we can obtain maximum without calculating evaluate value for all timing. Because the relations shown as follows exists between the timing before t th access and the timing behind of t th access by which class t th access is classified.
Case single
The eleventh access is single in Figure 1 . And C(0, 10) = C(0, 11) and Cw(10, f − 1) = Cw(11, f − 1) are obvious fact.
Case head

C(t, t −1) = C(t, t )−1 Cw(t −1, f −1) ≤ Cw(t , f −1)+1 ∴ C(t, t −1)+Cw(t −1, f−1) ≤ C(t, t )+Cw(t , f−1)
The first access is head in Figure 1 . C(0, 0) = C(0, 1) − 1 is obvious and Cw(0, f − 1) ≤ Cw(1, f − 1) + 1 is also obvious because the difference of the number of effective cache line after a flush in timing 0 and the effective cache line after flush in timing 1 is less than two in any timing.
Case tail
C(t, t −1) = C(t, t )+1
Cw(t −1, f −1) = Cw(t , f −1) C(t, t −1)+Cw(t −1, f−1) > C(t, t )+Cw(t , f−1)
The sixth access is tail in Figure 1 . C(0, 5) = C(0, 6)+1 is obvious and Cw(5, f−1) = Cw(6, f−1) is also obvious because the number of effective cache line after flush in timing 6 is equal to the number of effective cache line after flush in timing 7.
Case mid
C(t, t −1) = C(t, t ) Cw(t −1, f −1) ≥ Cw(t , f −1) C(t, t −1)+Cw(t −1, f−1) ≥ C(t, t )+Cw(t , f−1)
The fourth access is mid in Figure 1 . C(0, 3) = C(0, 4) is obvious and Cw(3, f−1) ≥ Cw(4, f −1) is also obvious because the number of effective cache line after flush in timing 3 is larger than the number of effective cache line after flush timing 4 or is equal to it. 
Timing t' with Calculating Evaluation Value
With these relations, we can perform pruning. A timing t is a timing between t th access and t + 1th access. When t th access is classified into tail or mid, we do not have to calculate evaluation value for t because it is always less than the evaluation value for t − 1. And when t + 1th access is classified into single, a evaluation value for t is not necessary to calculate because it is equal to an evaluation value for t + 1. Finally, when t + 1th access is classified to head, we do not have to calculate an evaluation value for t because it is always less than an evaluation value for t + 1. Consequently, we only have to calculate the evaluation value for timing t that a combination of t th access and t + 1 access is the combination shown in Table 1 .
Estimation of Worst-Cost
In this section, we explain pruning method with estimating worst-cost. The worst-cost is Cw(t , f − 1) in evaluation value C(t, t ) + Cw(t , f − 1) and its computational complexity is O(N f −1 ). We show two theorem which determine an upper bound of Cw(t , f − 1) and demonstrate them in this section. Fist of all, we show a lemma to demonstrate these theorem.
Lemma 1 The following lemma is satisfied for timing t, t , t , 0 < t < t < t < N. C(t, t ) ≥ C(t , t )
It is clear that we can prove lemma 1 with proof in the case of t = t + 1. Therefore, we prove following expression.
C(t, t ) ≥ C(t + 1, t ). (2)
It is clear that C(t, t ) = C(t + 1, t ) + 1 is satisfied when the cache line is effective between t + 1th access and an access which is later than t + 1 th access. It is also clear that C(t, t ) = C(t + 1, t ) is satisfied when the cache line is not effective this period. Consequently, equation (2) is satisfied. The first of theorem show that Cw(t, f ) is a monotonic decreasing.
Theorem 1 The following expression is satisfied for timing t, t , t < t .
Cw
It is clear that we can prove equation 3 with proof in the case of t = t + 1. Therefore, we prove following expression.
Consequently, equation (4) is proved. Since when we calculate Cw(t, f ), we calculate C(t, t ) + Cw(t , f − 1) for t , t < t < N sequentially, when we calculate C(t , f − 1), Cw(t, f − 1) wheret is prior to t has already calculated. Therefore we can know an upper bound of Cw(t , f) with theorem 1.
Another theorem shows the relation between worst-cost and peak-cost.
Theorem 2
We prove this theorem with the inductive method for f . When f = 0, Equation (5) is satisfied because Cw(t, 0) = Cp(t) × 0 = 0. When f = k, we assume that equation (5) is satisfied as follows.
With the assumption (6),
Consequently, equation (6) is proved. With this theorem, we can know an upper bound of Cw(t , f−1) from Cp(t ). The computational complexity of Cp(t ) is O(N ), however it is also monotonic decreasing,
Cp(t)
t) for estimation makes the estimation loose. Therefore we do not calculate Cp(t ) for all timing t in consideration of computational complexity of Cp(t ), but calculate it properly to keep accuracy of the estimation.
Experimental Results
We evaluated our approach proposed in section 3 in terms of the execution time and the accuracy.
Experimental Environment
For each benchmark program, we obtained a cache access trace by executing the program with an architecture simulator. We executed the worst-case timing search for the obtained trace and measured the runtime spent on search (search time) and the search rate. The search rate is defined as the percentage of the solution space which is not pruned. The lower the search rate is, the more efficient our pruning method is.
We modified the SimpleScalar tool set [3] and used it to obtain cache access traces. We used the SPEC95 benchmark suites [2] as well as a simple program as benchmark programs. The worst-case timing search is executed on a 2.53GHz Pentium4 processor with 512MB memory.
Exhaustive Search
For comparison, we implemented a simple exhaustive search algorithm and evaluated its runtime. We used a simple program where an array is copied to another array, and measured the runtime time on the assumption that the cache is flushed two times and that the number of accesses is {1000|2000|..|10000}. Figure 5 shows that the runtime changes in O(N 2 ). When the number of accesses is 10000, it takes 400 seconds to search the worst-case timings. From this result, it can be expected that when the number of accesses is one million, the exhaustive worst-case timing search spends about 46 days. Therefore, we can conclude that the exhaustive search is impractical.
Pruning with Access Classification
We evaluated the effectiveness of the pruning method with access classification. First, we measured the runtime of the method for the cache access trace obtained from the simple program above. The access frequency is {10, 000|20, 000|..|100, 000} and the number of cache flushes is two. The results show that the search time is shortened by a factor of 400 compared with the exhaustive search algorithm. Next, we executed the worst-case timing search for the SPEC95 benchmark programs. Figure 6 shows the search time and the search rate where the access frequency and the number of flushes are one million and two, respectively. This result shows that the runtimes are largely different among the benchmark programs. This is because the effectiveness of the pruning method is highly influenced by cache access (memory access) pattern. Since the SPEC95 suites includes various types of programs, their memory access patterns are different. Nevertheless, the search time for any program is less than 100 minutes and the search rate is less than 1%. It shows that this pruning method is effective for any benchmark programs. From the results, it is also observed that there is a strong correlation between the search time and the search rate. 
Pruning with Worst-Cost Estimation
We evaluated the effectiveness of pruning with worstcost estimation in addition to pruning with access classification. Figure 7 compares the search time of the two methods: One uses both access classification and worst-cost estimation, and the other uses only access classification. The number of accesses and the number of flushes are one million and two, respectively. It is shown in this figure that the search time of wave5 is very long compared with that of the other benchmarks. This is because the effectiveness of pruning with worst-cost estimation depends on how the number of effective cache lines changes along with time. Figure 8 shows the graph of the number of effective lines for wave5 and compress. This figure shows that wave5 has no peak point after the first 10,000 accesses, so the pruning based on worst-cost estimation does not work efficiently.
For most of the benchmark programs, worst-cost estimation is effective, and the search time is further reduced by a factor of 100.
Next, we evaluated the search time and the search rate when the access frequency and the number of flushes are 1,000,000 and 4, respectively. Figure 9 shows that the search rate is less than 1.0 × 10 −12 % and the search time is shorter than 1,000 seconds. Thus, pruning with worst-cost estimation significantly reduces the runtime.
We further evaluated the search time when the access frequency and the number of flushes are {1, 000, 000|2, 000, 000|4, 000, 000} and {2|3|4}, respectively, for SPEC95 benchmark suites.
2 Table 2 shows the search time for compress, which took the longest time. This table shows that the larger the flush frequency is, the longer the search time is. For all the benchmark programs, the worst-case timing search method takes less than 100 seconds when the flush frequency is three. It should be noted that, when the flush fre- Table 3 . The error of Greedy Algorithm quency is four, the worst-case timing search was executed within several minutes for most of the programs. If we assume a 100MIPS processor, memory is accessed no more than 4,000,000 times in 20 milliseconds. We believe that our assumption of four flushes within 4,000,000 accesses is realistic. Therefore, we can conclude that our worst-case cache flush timing analysis method is efficient enough for practical use.
Comparison with Greedy Algorithm
Finally, we show that our method yield tighter bound on the cache flush cost than the greedy algorithm described in section 3. We compared the flush cost obtained by our method with one obtained by the greedy algorithm. For each benchmark program in SPEC95, we performed worst-case timing search for 10 different access trace patterns whose access frequency is 1,000,000. Table 3 shows the results of six benchmark programs for which the greedy algorithm failed to find an accurate solution. For the other programs, the greedy algorithm yield the same solution as our method. The table shows that the difference of the flush cost between the two methods is up to 5.7%. This demonstrates the superiority of our method over the simple greedy algorithm.
Conclusion
In this paper, we have proposed a method which searches the worst-case cache flush timings. In the method, two novel techniques are employed which significantly prune solution space to be searched. We have also presented some theorems which theoretically justify the pruning techniques. The experimental results with a set of realistic benchmark programs show the effectiveness of our method over a simple exhaustive algorithm and a greedy algorithm.
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