Abstract-In this paper, we first tackle the problem of pedestrian attribute recognition by video-based approach. The challenge mainly lies in spatial and temporal modeling and how to integrating them for effective and dynamic pedestrian representation. To solve this problem, a novel deep recurrent neural network with hybrid pooling strategy is proposed. Since publicly available dataset is rare, a new large-scale video dataset for pedestrian attribute recognition is annotated, on which the effectiveness of both video-based pedestrian attribute recognition and the proposed new network architecture is well demonstrated.
INTRODUCTION
P EDESTRIAN attribute, such as gender, age and clothing characteristics, has drawn a great attention recently due to its wide range of applications in intelligent surveillance system. It can be used for retrieving pedestrian and assisting other computer vision tasks, such as human detection [1] , person re-identification [2] , [3] , [4] , [5] , [6] , [7] etc.
In the past years, a lot of effort has been made to pedestrian attribute recognition. Layne et al. [2] , Deng et al. [8] and Li et al. [3] use support vector machines to recognize pedestrian attribute, while AdaBoost is utilized by Zhu et al. [9] . Recently, Convolutional Neural Networks (CNN) have been adopted. Sudowe et al. [10] propose a jointly-trained holistic CNN model, while Li et al. [11] investigate CNN for both individual and group attributes. Liu et al. [12] introduce attention model to CNN-based pedestrian attribute recognition. Wang et al. [13] , use recurrent learning for modeling the attribute correlations. Zhao et al. [14] further improve such approach by analyzing intra-group and inter-group correlations. Since clothing attribute is highly relevant to spatial location, Li et al. [15] use pose estimation for assistance.
Although demonstrate good performance, the abovementioned methods are all based on static image. They are trained and evaluated on datasets with only one image per instance [8] , [16] , [17] , [18] , [19] . However, in a realworld surveillance scenario, consecutive image sequence is available. As can be seen from Figure 1 (a), a single shot of pedestrian (dashed rectangle) is not necessarily the most representative one for a specific attribute. Besides that sequential data can also provide strong temporal cues (see Figure 1 (b) ), which are overlook in existing imagebased approaches. It is reasonable that pedestrian attribute recognition should be tackled by video-based approach.
In this paper, A novel deep learning approach for videobased pedestrian attribute recognition is proposed. To our knowledge, it is the first one tackling pedestrian attribute recognition by video. Lack of data is the possible reason why existing approaches are limited to static image. To address this problem, we annotate a large-scale dataset of pedestrian image sequences with rich attribute. Experimental results For a woman in dark color, it is difficult to classify whether she is wearing a skirt or shorts using one single image of limited resolution. However, the difficulty can be mitigated with the swinging of skirt.
clearly demonstrate that the proposed approach is very effective. Detailed contributions of this paper include:
• A large-scale pedestrian video dataset with rich attribute annotation is presented.
• A convolutional and recurrent architecture of deep neural network is proposed for pedestrian attribute recognition.
• We propose a novel pooling strategy for spatialtemporal modeling of the pedestrian.
• Extensive experiments are conducted and the results clearly show the superiority of video-based pedestrian attribute recognition.
The rest of this paper is organized as follows. The next section describes the annotated dataset. Then, Section 3 introduces the proposed video-based pedestrian attribute recognition approach. Experimental results are shown in Section 4 and conclusion is drawn in Section 5.
DATASET
Existing datasets for pedestrian attribute recognition such as PETA [8] , RAP [16] and Market-1501 [17] , [20] ysis and Re-identification Set (MARS) [21] is a newly released dataset, which consists of 20,478 tracklets from 1,261 different people captured by at least two cameras. MARS is an extension of Market-1501, they share the same identity. Although Lin et al. [20] provides identity-level attribute annotation for Market-1501, these annotations cannot be directly adopted to MARS for two reasons: Firstly, the correspondence between Market-1501 and MARS is not oneto-one, since there are more instances in MARS; Secondly, as can be seen from Figure 3 , due to some temporal changes, even for the same people, some attribute appears while some attribute disappears. Therefore the identity-level annotation of Market-1501 is inaccurate for MARS. To address the above-mentioned problem, we build a new dataset by re-annotating MARS using the attribute definition by Lin et al. [20] . As shown in Figure 2 , there are 12 kinds of attributes are labeled for each tracklet in MARS dataset: gender (male, female), length of hair (long, short), length of tops/sleeve (long, short), length of bottoms (long, short), type of bottoms (pants, dress), wearing hat (yes, no), carrying shoulder bag (yes, no), carrying backpack (yes, no), carrying handbag (yes, no), nine bottom colors (black, white, red, purple, yellow, gray, blue, green, complex), ten top colors (black, white, pink, purple, yellow, gray, blue, green, brown, complex) and four kinds of ages (child, teenager, adult, old) which results in a total attribute number of 32. The attribute distributions are given in Figure 4 . The dataset is published on https://github.com/yuange250/MARS-Attribute.
The proposed dataset provides not only a large-scale dataset for video-based pedestrian attribute recognition, but also a benchmark for attribute-assisted person ReID. Because of the same identity and attribute definition, consistent comparison between image and video-based pedestrian attribute recognition can be achieved by directly comparing the performance on Market-1501 and this dataset (MARS). 0  5000  10000  15000  black  gray  purple  green  blue  brown  yellow  red  pink  white  complex  yong  teenager  adult  old  female  male  short  long  skirt  pants wearing not wearing 
APPROACH
In this section, we first describe the overall architecture of our spatial-temporal framework. Then we give a detailed introduction of the pooling strategy of the architecture.
Network Architecture
The overall architecture of our proposed model is illustrated in Figure 5 . At the beginning of the network, we choose ResNet-50 [22] as the backbone model, and the outputs of the last flatten layer are used as the frame-level spatial features, then the network is separated into two channels: Overall architecture of the proposed model. For each pedestrain image sequence, firstly the framework takes the image sequence as input and extract deep spatial features by using the Resnet-50 network, then the spatial features is processed by two saperated channels, one is the temporal channel highlighted in green color which extracts temporal features from the spatial feature sequence and intergrates the temporal features by temporal pooling, the other blow the temporal channel is the spatial pooling channel which intergrates the spatial features, nextly both the intergrated spatial feature and temporal feature will be concatenated into the final spatial-temporal feature, and at last the spatial-temporal feature will be ultilized by N classifiers to predict N attributes.
i.e. the temporal modeling channel and the spatial pooling channel respectively. With the frame-level features, a bidirectional Recurrent Neural Networks (RNN) [23] , [24] with Long Short-Term Memory (LSTM) [24] , [25] is adopted in the temporal modeling channel. Conventional RNN tends to focus on the latter input, however the most representative frame for a specific attribute is not necessarily at the end of a sequence. Since the bi-directional structure of RNN can output relative balanced LSTMs over time, it is adopted as the temporal feature extractor. After the bi-directional LSTM (Bi-LSTM) modeling the feature is further compressed by a temporal pooling layer. The spatial channel is simply a pooling layer, whose results are concatenated with temporal features for consequent attribute classification.
Let I = {I 1 , I 2 , ..., I n } be the input image sequence or a tracklet, where n, w and h are the frame number, image width and height respectively, and we choose w, h = 256 in practice. Using the spatial feature extractor Resnet-50, each frame is represented by a 8,192 dimensional vector. Consequently, the n × w × h × 3 input tensor is converted into a two dimensional matrix S = {S 1 , S 2 , ..., S n }, S ∈ R n×8192 . Then the spatial feature vector is processed by the two channels respectively. The temporal channel first generates LSTMs T = {lstm(S 1 ), lstm(S 2 ), ..., lstm(S n )} for every input frame. Then LSTM feature T ∈ R n×8192 is converged into a vector T pool ∈ R 1×8192 by a temporal pooling layer. Meanwhile, the input feature S is pooled into a vector S pool ∈ R 1×8192 in the spatial channel. The details of pooling strategy will be discussed in Section 3.2. At last, the temporal feature vector T pool and spatial feature vector S pool are concatenated and fed into fully connected layers to achieve the attribute classification results.
We evaluate the influence of both spatial and temporal streams in term of attributes recognition accuracy in Section 4, and the results shows that combining both spatial and temporal features is the best choice for video-based pedestrian attributes recognition.
Two-Stream Pooling Strategy
Although ResNet-50 is able to capture effective spatial information from each single frame, and the following bidirectional LSTM can further extract useful temporal features. However, we find that sole temporal modeling is insufficient for a reliable attribute classifier, since LSTM tends to focus on the inter-frame changes. In other words, discriminative spatial information might be overlook by LSTM. As can be seen from Figure 1 and Figure 2 , visual appearance in some key frame is sufficient for determining the existence of an attribute. The intra-frame spatial feature and the inter-frame temporal feature are complementary for recognizing the pedestrian attribute. Therefore, it is better to integrate them together.
Inspired by the pooling strategy in [26] , we investigate both max-pooling and mean-pooling for aggregating the feature vectors into a more reliable one. Applied them to spatial feature S and temporal feature T respectively, four different combinations can be derived. The experimental comparisons will be presented in Section 4.2.
EXPERIMENTS
In this section, firstly we give a brief description about the train/test partition of the annotated MARS dataset as well as some training settings in the experiments. Then we evaluate the effect of four different pooling strategies and the best pooling strategy is proposed according to the experiment result. Lastly ablation experiment shows the different influence of the spatial channel and the temporal channel in the proposed method, which also prove the effectiveness of the spatial-temporal feature aggregation.
Settings
We follow the origin train/test partition rule of MARS [21] . The training set consists of 8,298 tracklets from 625 people, while the rest 8,062 tracklets corresponding to 626 pedestrians make up the test set. There is no shared identity in the two sets.
The training progress include two stages. Firstly the backbone network resnet-50 is fine-tuned in an image-based way on the annotated MARS dataset. Then the two-channel spatial-temporal modeling network (right part in Figure 5 ) is trained using the feature given by the backbone network. Mean Squared Error (MSE) is chosen as the loss function and Stochastic Gradient Descent (SGD) with a learning rate 0.002 is selected as the optimizer in both stages.
Pooling Strategy
As mentioned in Section 3.2, both max-pooling and meanpooling are investigated, which results in four combinations. The experimental comparisons are shown in Table 1 .
As can be seen, spatial mean-pooling considerably outperforms max-pooling. As to the temporal pooling, when spatial mean-pooling is combined, maximum operation achieve consistent better results on all attributes except for top color.
Considering that max-pooling tends to focus on the salient features and mean-pooling compress the information in a relatively mild way, the results imply that evenly preserving spatial details and abstract salient temporal feature helps improving the performance. The phenomenon is consistent with the observations shown in Figure 1 . The key frames clearly showing the appearance of backpack and skirt flare are the most representative ones. Picking them out is relevant to the maximum pooling operation. It also shows that sole temporal feature is insufficient, highlighting the representativeness of key frames needs necessary spatial cues. The pedestrian attributes annotated in our dataset can be relevant to any part of the body (see Figure 2) . In other words, a region important to some attributes is not necessarily the same important to others. It is reasonable that emphasizing some specific spatial region might lead to detail loss. That is the possible explanation why max-pooling is not as good as mean-pooling for spatial feature.
Comparison with Image-Based Approaches
The key contribution of this work is the introduction of video-based approach to pedestrian attribute recognition. To demonstrate its superiority, two series of experiments are conducted. The spatial channel in our framework actually can be viewed as an image-based attribute recognition approach, which is applied to a set-to-set scenario and uses the average one to represent the whole set. Therefore, the first series of comparison is achieved by comparing the performance of single spatial channel and that of the combined one. Since the combination of spatial mean-pooling and temporal max-pooling achieves the best results, it is adopted in this experiment.
The results of single channels are shown in the middle block of Table 1 . For single channels, although not as good as spatial modeling, temporal modeling can achieve similar performance. It shows that the proposed Bi-LSTM is quite effective. The combined spatial-temporal modeling outperforms the spatial channel on all attribute except for the top length. It demonstrates both the effectiveness of the proposed two-stream architecture and the superiority of video-based approach in recognizing pedestrian attribute.
Because the people in Market-1501 [17] and MARS [21] are the same and we followed the attribute definition of Market-1501 [20] in annotating MARS, comparison between image and video-based approach can be achieved by directly comparing the results reported on Market-1501 and MARS. It should be pointed out that the train/test set partitions of Market-1501 and MARS are different. Since multiple images of an instance are available, MARS can provide more information than Market-1501. However, the image sequence of MARS are obtained by automatic tracking and clustering. Therefore, noisy and low-quality samples are inevitably included in MARS. Although, Market-1501 only has one image per instance, this image is manually selected. In other words, the average quality and representativeness of Market-1501 is far better than MARS.
The Attribute-Person Recognition (APR) Network by Lin et al. [20] is the state-of-the-art on Market-1501. Its results are shown in the bottom row of Table 1 . As can be seen, except for top color and age, our method outperforms APR in all the rest attribute. The overall accuracy is 0.8706 vs 0.8533, which clearly proves the advantage of our method. As above-mentioned, video brings not only adequate information but also the noises and variations. Because of the illumination change, for a video clip or image sequence in MARS, many frames are very dark, which results in low contrast of color. Therefore, it is not surprising that single image based method can get a better results in color-relevant recognition. As to age, pose variations is the possible explanation. With limited resolution, age difference is possibly relevant to the holistic clothing and hair style. The overall appearance of a people is easily affected by pose.
CONCLUSION
In this paper, we first study pedestrian attribute recognition with video-based approach. A new large-scale dataset for video-based pedestrian attribute recognition is presented. We also proposed a novel spatial-temporal modeling network architecture with hybrid pooling strategy. Experiments show that video-based approach is better than imagebased method in recognizing pedestrian attribute and the proposed architecture is very effective.
