Rigorous Explanation of Inference on Probabilistic Graphical Models by Liu, Yifei et al.
Rigorous Explanation of Inference on Probabilistic Graphical Models
Yifei Liu1 , Chao Chen2 , Xi Zhang1 and Sihong Xie2
1Key Laboratory of Trustworthy Distributed Computing and Service
Ministry of Education, BUPT, Beijing, China
2Lehigh University, Bethlehem, PA, USA
liuyifei@bupt.edu.cn, chc517@lehigh.edu, zhangx@bupt.edu.cn, six316@lehigh.edu
Abstract
Probabilistic graphical models, such as Markov
random fields (MRF), exploit dependencies among
random variables to model a rich family of
joint probability distributions. Sophisticated infer-
ence algorithms, such as belief propagation (BP),
can effectively compute the marginal posteriors.
Nonetheless, it is still difficult to interpret the infer-
ence outcomes for important human decision mak-
ing. There is no existing method to rigorously at-
tribute the inference outcomes to the contributing
factors of the graphical models. Shapley values
provide an axiomatic framework, but naively com-
puting or even approximating the values on gen-
eral graphical models is challenging and less stud-
ied. We propose GraphShapley to integrate the de-
composability of Shapley values, the structure of
MRFs, and the iterative nature of BP inference in
a principled way for fast Shapley value compu-
tation, that 1) systematically enumerates the im-
portant contributions to the Shapley values of the
explaining variables without duplicate; 2) incre-
mentally compute the contributions without start-
ing from scratches. We theoretically character-
ize GraphShapley regarding independence, equal
contribution, and additivity. On nine graphs, we
demonstrate that GraphShapley provides sensible
and practical explanations.
1 Introduction
Probabilistic graphical models (PGMs) play an important
role in many real-world applications where dependencies be-
tween entities are essential to describe uncertain and com-
plex interactions and dynamics. For example, frauds in
review and auction networks [Rayana and Akoglu, 2015;
Pandit et al., 2007], and potential interests of users on social
networks [Namata et al., 2016] can be modeled by PGMs and
detected by various inference algorithms. However, the lack
of explanations of the models and inferences limits the prac-
tical utility. For example, compared with “the detection” of
fraudulent accounts, it is equally, if not more, important to ex-
plain “why” the detected accounts are suspicious so the end-
users can opt to be convinced by the detection, or to rectify
the model for more sensible inferences [Ross et al., 2017].
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Figure 1: (I): the probabilistic contribution of the explaining vari-
able X1 to the target X’s belief b(X) depends the prior distribution
φ(X1) and the dependencies ψ(X, X1). (II): the contribution of X1
to b(X) is compounded with the fact that the contributions from X2,
X3, and X4 have to go through X1. The Shapley value of X1 should
reflect both probabilistic and topological contributions of X1.
We focus on explaining the results produced by belief prop-
agation (BP) on Markov Random Fields (MRF). As shown in
Figure 1, an MRF describes the dependencies among random
variables (shown as circles). Each variable is assigned a prior
distribution (e.g., φ(X)), representing prior knowledge with-
out the dependencies. The dependencies among the variables
are represented by the edges, each of which has compatibility
parameters ψ(X, X1)) that describe how one variable can in-
fluence its neighbors. BP computes the beliefs (posteriors) of
the random variables (e.g., b(X)), by passing messages (the
arrows over the edges) between variables until convergence.
When the beliefs are used to make critical decisions, we aim
to find the top salient factors that contribute to the belief of
the target variables (e.g., those representing potential spam-
mer accounts) to aid human decision makings.
The dependencies are a double-edged sword: on the one
hand, the dependencies more accurately capture the interac-
tions between the variables when a variable does depend on
other variables (e.g., in spam detection, an account is more
suspicious if it posts suspicious reviews to dishonest busi-
nesses); on the other hand, when inferring the belief of a tar-
get variable (such as to test if an account is a spammer), the
dependencies compound with many factors so that the infer-
ences cannot be straightforwardly interpreted by the decision-
makers. For example, an account is deemed suspicious since
it posted reviews to some dishonest businesses, whose beliefs
can further depend on thousands of reviews.
Existing explanation algorithms that have been devised for
Explainable AI are not sufficient (see the excellent surveys
of [Du et al., 2019; Guidotti et al., 2018]). The methods in
[Ribeiro et al., 2016; Shrikumar et al., 2017] assign an im-
portance score to each feature without taking into account
the dependencies between the features. On graphs, the au-
thors of [Ying et al., 2019] explain arbitrary graph neural net-
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works using gradients but do not consider PGMs. The meth-
ods proposed in [Darwiche, 2003; Chan and Darwiche, 2005;
Chen et al., 2019a] are more relevant to PGM inference ex-
planations: they use gradients or greedy search to find salient
factors to explain the inference. Unlike Shapley values, these
methods lack a rigorous characterization of the attribution.
On explainable MRF inferences, we argue that a more
principled explanations is necessary to complement the prior
work [Darwiche, 2003; Chan and Darwiche, 2005; Chen et
al., 2019a]. We will adopt Shapley’s framework, which pro-
vides a fair attribution of a total gain to the players in a co-
operative game [Shapley, 1953]. When used to explain a ma-
chine learning model, the explaining variables are the play-
ers and the game is the output of the model. Since an MRF
represents a probability distribution using a graph of random
variables, the desired explanations should reflect the impor-
tance of an explaining variable based on its probabilistic and
topological properties. See Figure 1 for examples. In [Shriku-
mar et al., 2017], multiple explanation methods for classifi-
cation are unified as Shapley value computation. In [Skibski
et al., 2019], they dealt with Shapley and Myerson values for
graph-restricted games rather than PGMs. In [Chen et al.,
2019b], only linear chains and grids are considered. None of
these methods quantify the probabilistic and topological im-
portances of the random variables.
We propose GraphShapley, to compute a Shapley value
SV(Xi; X,G) that measures the topological and probabilistic
contribution of any explaining variable Xi to the belief b(X) of
a target random variable X on a given MRF G. GraphShapley
enumerates all possible subgraphs where Xi and X are con-
nected. We average the contribution of Xi to b(X) on each
subgraph, which is measured by the change in b(X) before
and after Xi is omitted. For example, in Figure 1 (II), by re-
moving X1, the variables X2, X3, X4 can not contribute to b(X),
which can change dramatically, and we can learn about the
topological importance of X1 on this subgraph. This topo-
logical contribution cannot be measured by alternating X1’s
prior [Chen et al., 2019b] only, where X1 and its other con-
nections still play a role in message passing. These subgraphs
also help measure the probabilistic importance of Xi since the
prior φ(Xi) will be removed as Xi is omitted (try removing X1
from the subgraph in Figure 1 (I)).
Conceptually, we provide a novel definition of Shapley
values to quantify the topological and probabilistic contribu-
tion of random variables on an MRF. Computationally, enu-
merating all such subgraphs can be expensive and we pro-
pose to approximate SV(Xi; X,G) on a small neighborhood of
the target X that contains most of the salient explaining vari-
ables. We design a depth-first subgraph search (Algorithm 1)
that avoids duplicated enumeration while including all rele-
vant ones. By exploiting the iterative computations in BP,
we retrieve the cached results from one subgraph to incre-
mentally compute the messages on larger subgraphs during
the DFS search. Theoretically, we prove several properties
that GraphShapley has to deliver deeper insights. Empiri-
cally, on nine MRFs, we conduct experiments to confirm that
GraphShapley can better identify influential explaining vari-
ables, compare to the gradient-based and other explanation
methods.
2 Problem Formulation
An MRF is a graph G = (V,E), whereV is the set of random
variables. As commonly found in multi-class classification
problems [Rayana and Akoglu, 2015], we assume that each
random variable Xi is discrete, taking values Xi = xi from c
classes [c] = {1, . . . , c}. Each random variable Xi ∈ V has
a prior distribution φ(xi) ∈ Rc, and each edge (Xi, X j) ∈ Rc×c
has the compatibility matrix ψ(xi, x j) to encode the likelihood
of Xi and X j taking value (xi, x j) jointly. The graph G factor-
izes the joint distribution P(V) as
P(V) = 1
Z
∑
Xi∈V
φ(Xi)
∏
X j∈N(Xi)
ψ(Xi, X j), (1)
where Z normalizes the product to a probability distribution,
and N(Xi) = {X j|(X j, Xi) ∈ E} is the neighbors of Xi.
Computing the marginal distributions of the variables can
be expensive since there are exponentially many cases to
marginalize. Belief propagation (BP) is an approximation al-
gorithm to compute the marginal distributions b(X) by mes-
sage passing. Specifically, m j→i(xi) is the message from X j to
Xi, formally defined as:
1
Zi
∑
x j∈[c]
ψ(xi, x j)φ(x j) ∏
k∈N(X j)\{i}
mk→ j(x j)
 , (2)
where Zi is a normalization factor. The belief (marginal pos-
terior) of Xi, denoted by b(Xi), can be inferred using:
b(Xi) ∝ φ(Xi)
∏
X j∈N(Xi)
m j→i(Xi). (3)
It can be seen that b(Xi) is not only related to φ(Xi), but
also related to the incoming messages that recursively de-
pend on other priors, edge potentials, and messages. This
makes graph inference less transparent to a human end-
users and calls for explanations of the inference process
or outcomes by providing the causes of the inference out-
comes. Prior MRF explanation methods [Chen et al., 2019a;
Chan and Darwiche, 2005] focused on explaining the internal
computations of the inference algorithm, while we propose
another form of explanations to help the end-users discover
the important factors that lead to the inference outcomes,
without explaining how the belief is computed, which is the
responsibilities of the above prior work.
Consider the BP algorithm as an inference game, where all
variables (or players) fromV form a coalition to collectively
contribute to the computation of the belief b(X). We propose
to compute Shapley values of the players to fairly attribute
b(X) to all variables in the coalitionV. The top few variables
receiving the most attributions can be regarded as a succinct
explanation to why the belief b(X) is as such.
The Shapley value of Xi when contributing to b(X) on G is
defined as the average of Xi’s contributions to b(X) in all pos-
sible subgraphs (or coalitions) S ⊂ G that contains X and Xi,
denoted by S(Xi; X,G). Each subgraph/coalition can be used
as a new MRF where BP can compute a belief b˜(X) to approx-
imate b(X). We define the characteristic function ν : S → R
to evaluate the quality of a coalition S ∈ S in approximat-
ing b(X). As KL-divergence is a well-established measure-
ment of approximating a probability distribution [Chen et al.,
2019a; Suermondt, 1992], we adopt the following symmetric
KL-divergence between the two beliefs b(X) and b˜(X):
ν(S ; X) = −KL(b(X)||b˜(X)) − KL(b˜(X)||b(X)) (4)
= −
∑
x
b(x) log[b(x)/b˜(x)] −
∑
x
b˜(x) log[b˜(x)/b(x)]
= H(b) + H(b˜) − NLL(b, b˜) − NLL(b˜, b),
where H(b) = −∑x b(x) log b(x) is the entropy of the distri-
bution b(X) and NLL(b, b˜) = −∑x b(x) log b˜(x) is the neg-
ative log-likelihood loss when using b˜(X) to predict b(X),
and likewise for H(b˜) and NLL(b˜, b). A higher ν indicates
that b˜(X) can approximate b(X) well without over-committing
to a particular class, similar to the maximum entropy clas-
sifier [McCallum et al., 2000]. The characteristic function
in [Chen et al., 2019b] is just −NLL(b, b˜), which is not sym-
metric and is a lower-bound of −KL(b(X)||b˜(X)). We directly
evaluate the approximation quality of S without further re-
sorting to the lower-bound.
We define the marginal contribution of Xi to b(X) when Xi
works within the coalition S , as the difference in the approx-
imation quality with and without Xi:
µ(Xi; X, S ) = ν(S , X) − ν(S \ {Xi}, X). (5)
The Shapley value of Xi when contributing to b(X) on G
is then obtained by averaging the marginal contributions over
all coalitions in S(Xi; X,G):
SV(Xi; X,G) :=
1
|S(Xi; X,G)|
∑
S∈S(Xi;X,G)
µ(Xi; X, S ) (6)
Note that Eq. (6) is not an approximation but the ex-
act definition of the Shapley values. The steps for eval-
uating SV(X1; X,G) is shown in Figure 2 over a simple
MRF. On larger MRFs in real-world applications, comput-
ing SV(Xi; X,G) is challenging since: 1) S(Xi; X,G) is ex-
ponentially large, 2) the enumeration all coalitions needs a
carefully design search, and 3) the evaluation of the charac-
teristic function ν on each coalition require running BP to es-
timate b˜(X), which is costly. Prior work [Chen et al., 2019b;
Skibski et al., 2019] computes Eq. (6) in a combinatoric man-
ner by enumerating all possible subsets of the random vari-
ables. This is not applicable for MRFs since the same set of
variables can be connected in multiple ways, as shown by the
coalitions S 2 and S 3 in Figure 2.
3 Method
To address the above challenges, we propose GraphShap-
ley (Algorithm 1), for effective and efficient computation of
SV(Xi; X,G). By exploiting the iterative nature of BP in-
ference on an MRF, our algorithm considers the followings:
1) restricting the maximum search distance to approximate
Shapley value, taking into account the variables that truly
contribute, 2) scheduling search algorithm to avoid dupli-
cated enumeration and to ensure the completeness of the enu-
merated subgraphs connected in multiple ways, and 3) re-
using existing outcomes to incrementally measure the con-
tributions, reducing the computational cost.
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X<latexit sha1_base64="kpPTAtGMnO2krFRSnNrra2xDivU=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48t2FpoQ9lsJ+3azSbsboQS+gu8eFDEqz/J m//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMSqE1CNgktsGW4EdhKFNAoEPgTj25n/8IRK81jem0mCfkSHkoecUWOlZqdfrrhVdw6ySrycVCBHo1/+6g1ilkYoDRNU667nJsbPqDKcCZyWeqnGhLIxHWLXUkkj1H42P3RKzqwyIGGsbElD5urviYxGWk+iwHZG1Iz0sjcT//O6qQmv/YzLJDUo2WJRmApiYj L7mgy4QmbExBLKFLe3EjaiijJjsynZELzll1dJu1b1Lqq15mWlfpPHUYQTOIVz8OAK6nAHDWgBA4RneIU359F5cd6dj0VrwclnjuEPnM8ftweM4A==</latexit>
X<latexit sha1_base64="kpPTAtGMnO2krFRSnNrra2xDivU=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48t2FpoQ9lsJ+3azSbsboQS+gu8eFDEqz/J m//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMSqE1CNgktsGW4EdhKFNAoEPgTj25n/8IRK81jem0mCfkSHkoecUWOlZqdfrrhVdw6ySrycVCBHo1/+6g1ilkYoDRNU667nJsbPqDKcCZyWeqnGhLIxHWLXUkkj1H42P3RKzqwyIGGsbElD5urviYxGWk+iwHZG1Iz0sjcT//O6qQmv/YzLJDUo2WJRmApiYj L7mgy4QmbExBLKFLe3EjaiijJjsynZELzll1dJu1b1Lqq15mWlfpPHUYQTOIVz8OAK6nAHDWgBA4RneIU359F5cd6dj0VrwclnjuEPnM8ftweM4A==</latexit>
X2
<latexit sha1_base64="a4gvyF6K9ANoQe6TtWVRrQYuh4s=">AAAB+nicbVDLSsNAFL3xWeur6tLNYBFclaQVH7uiG5cV7QPaUCbTSTt0ZhJmJkKJ/QS3uncnbv0Zt36JSRrEW g9cOJxzL/fe44WcaWPbn9bS8srq2npho7i5tb2zW9rbb+kgUoQ2ScAD1fGwppxJ2jTMcNoJFcXC47Ttja9Tv/1AlWaBvDeTkLoCDyXzGcEmke46/Wq/VLYrdga0SJyclCFHo1/66g0CEgkqDeFY665jh8aNsTKMcDot9iJNQ0zGeEi7CZVYUO3G2alTdJwoA+QHKilpUKb+noix0HoivKRTYDPSf71U/M/rRsa/cGMmw8hQSWaL/IgjE6D0bzRgihLDJwnBRLHkVkRGWGF iknTmtnhiWsxCuUxx9hPBImlVK06tUrs9Ldev8ngKcAhHcAIOnEMdbqABTSAwhCd4hhfr0Xq13qz3WeuSlc8cwBysj28quJRe</latexit>
X<latexit sha1_base64="kpPTAtGMnO2krFRSnNrra2xDivU=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48t2FpoQ9lsJ+3azSbsboQS+gu8eFDEqz/J m//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMSqE1CNgktsGW4EdhKFNAoEPgTj25n/8IRK81jem0mCfkSHkoecUWOlZqdfrrhVdw6ySrycVCBHo1/+6g1ilkYoDRNU667nJsbPqDKcCZyWeqnGhLIxHWLXUkkj1H42P3RKzqwyIGGsbElD5urviYxGWk+iwHZG1Iz0sjcT//O6qQmv/YzLJDUo2WJRmApiYj L7mgy4QmbExBLKFLe3EjaiijJjsynZELzll1dJu1b1Lqq15mWlfpPHUYQTOIVz8OAK6nAHDWgBA4RneIU359F5cd6dj0VrwclnjuEPnM8ftweM4A==</latexit>
X<latexit sha1_base64="kpPTAtGMnO2krFRSnNrra2xDivU=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48t2FpoQ9lsJ+3azSbsboQS+gu8eFDEqz/J m//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMSqE1CNgktsGW4EdhKFNAoEPgTj25n/8IRK81jem0mCfkSHkoecUWOlZqdfrrhVdw6ySrycVCBHo1/+6g1ilkYoDRNU667nJsbPqDKcCZyWeqnGhLIxHWLXUkkj1H42P3RKzqwyIGGsbElD5urviYxGWk+iwHZG1Iz0sjcT//O6qQmv/YzLJDUo2WJRmApiYj L7mgy4QmbExBLKFLe3EjaiijJjsynZELzll1dJu1b1Lqq15mWlfpPHUYQTOIVz8OAK6nAHDWgBA4RneIU359F5cd6dj0VrwclnjuEPnM8ftweM4A==</latexit>
X1
<latexit sha1_base64="p9qLsPMM/IM4urClatRfBR9vyt8=">AAAB+nicbVDLSsNAFL2pr1pfVZdugkVwVRIrPnZFNy4r2ge0oUymk3bozCTMTIQS+wlude9O3Pozbv0SJ2kQaz1w4 XDOvdx7jx8xqrTjfFqFpeWV1bXiemljc2t7p7y711JhLDFp4pCFsuMjRRgVpKmpZqQTSYK4z0jbH1+nfvuBSEVDca8nEfE4GgoaUIy0ke46fbdfrjhVJ4O9SNycVCBHo1/+6g1CHHMiNGZIqa7rRNpLkNQUMzIt9WJFIoTHaEi6hgrEifKS7NSpfWSUgR2E0pTQdqb+nkgQV2rCfdPJkR6pv14q/ud1Yx1ceAkVUayJwLNFQcxsHdrp3/aASoI1mxiCsKTmVhuPkERYm3Tmtvh8Ws pCuUxx9hPBImmdVN1atXZ7Wqlf5fEU4QAO4RhcOIc63EADmoBhCE/wDC/Wo/VqvVnvs9aClc/swxysj28pJJRd</latexit>
X2
<latexit sha1_base64="a4gvyF6K9ANoQe6TtWVRrQYuh4s=">AAAB+nicbVDLSsNAFL3xWeur6tLNYBFclaQVH7uiG5cV7QPaUCbTSTt0ZhJmJkKJ/QS3uncnbv0Zt36JSRrEW g9cOJxzL/fe44WcaWPbn9bS8srq2npho7i5tb2zW9rbb+kgUoQ2ScAD1fGwppxJ2jTMcNoJFcXC47Ttja9Tv/1AlWaBvDeTkLoCDyXzGcEmke46/Wq/VLYrdga0SJyclCFHo1/66g0CEgkqDeFY665jh8aNsTKMcDot9iJNQ0zGeEi7CZVYUO3G2alTdJwoA+QHKilpUKb+noix0HoivKRTYDPSf71U/M/rRsa/cGMmw8hQSWaL/IgjE6D0bzRgihLDJwnBRLHkVkRGWGF iknTmtnhiWsxCuUxx9hPBImlVK06tUrs9Ldev8ngKcAhHcAIOnEMdbqABTSAwhCd4hhfr0Xq13qz3WeuSlc8cwBysj28quJRe</latexit>
X2
<latexit sha1_base64="a4gvyF6K9ANoQe6TtWVRrQYuh4s=">AAAB+nicbVDLSsNAFL3xWeur6tLNYBFclaQVH7uiG5cV7QPaUCbTSTt0ZhJmJkKJ/QS3uncnbv0Zt36JSRrEWg9cOJxzL/fe44WcaWPbn9bS8srq2npho7i5tb2zW9rbb+kgUoQ2ScAD1fGwppxJ2jTMcNoJFcXC47Ttja9Tv/1AlWaBvDeTkLoCDyXzGcEmke46/Wq/VLYrdga0SJyclCFHo1/66g 0CEgkqDeFY665jh8aNsTKMcDot9iJNQ0zGeEi7CZVYUO3G2alTdJwoA+QHKilpUKb+noix0HoivKRTYDPSf71U/M/rRsa/cGMmw8hQSWaL/IgjE6D0bzRgihLDJwnBRLHkVkRGWGFiknTmtnhiWsxCuUxx9hPBImlVK06tUrs9Ldev8ngKcAhHcAIOnEMdbqABTSAwhCd4hhfr0Xq13qz3WeuSlc8cwBysj28quJRe</latexit>
X<latexit sha1_base64="kpPTAtGMnO2krFRSnNrra2xDivU=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48t2FpoQ9lsJ+3azSbsboQS+gu8eFDEqz/J m//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMSqE1CNgktsGW4EdhKFNAoEPgTj25n/8IRK81jem0mCfkSHkoecUWOlZqdfrrhVdw6ySrycVCBHo1/+6g1ilkYoDRNU667nJsbPqDKcCZyWeqnGhLIxHWLXUkkj1H42P3RKzqwyIGGsbElD5urviYxGWk+iwHZG1Iz0sjcT//O6qQmv/YzLJDUo2WJRmApiYj L7mgy4QmbExBLKFLe3EjaiijJjsynZELzll1dJu1b1Lqq15mWlfpPHUYQTOIVz8OAK6nAHDWgBA4RneIU359F5cd6dj0VrwclnjuEPnM8ftweM4A==</latexit>
Coalitions without X1
<latexit sha1_base64="p9qLsPMM/IM4urClatRfBR9vyt8=">AAAB+nicbVDLSsNAFL2pr1pfVZdugkVwVRIrPnZFNy4r2ge0oUymk3bozCTMTIQS+wlude9O3Pozbv0SJ2kQaz1w4XDOvdx7jx8xqrTjfFqFpeWV1bXiemljc2t7p7y711JhLDFp4pCFsuMjRRgVpKmpZqQTSYK4z0jbH1+nfvu BSEVDca8nEfE4GgoaUIy0ke46fbdfrjhVJ4O9SNycVCBHo1/+6g1CHHMiNGZIqa7rRNpLkNQUMzIt9WJFIoTHaEi6hgrEifKS7NSpfWSUgR2E0pTQdqb+nkgQV2rCfdPJkR6pv14q/ud1Yx1ceAkVUayJwLNFQcxsHdrp3/aASoI1mxiCsKTmVhuPkERYm3Tmtvh8WspCuUxx9hPBImmdVN1atXZ7Wqlf5fEU4QAO4RhcOIc63EADmoBhCE/wDC/Wo/VqvVnvs9aClc/swxysj28pJJRd</latexit>
Coalitions with X1
<latexit sha1_base64="p9qLsPMM/IM4urClatRfBR9vyt8=">AAAB+nicbVDLSsNAFL2pr1pfVZdugkVwVRIrPnZFNy4r2ge0oUymk3bozCTM TIQS+wlude9O3Pozbv0SJ2kQaz1w4XDOvdx7jx8xqrTjfFqFpeWV1bXiemljc2t7p7y711JhLDFp4pCFsuMjRRgVpKmpZqQTSYK4z0jbH1+nfvuBSEVDca8nEfE4GgoaUIy0ke46fbdfrjhVJ4O9SNycVCBHo1/+6g1CHHMiNGZIqa7rRNpLkNQUMzIt9WJFIoTHaEi6hgrEifKS7NSpfWSUgR2E0p TQdqb+nkgQV2rCfdPJkR6pv14q/ud1Yx1ceAkVUayJwLNFQcxsHdrp3/aASoI1mxiCsKTmVhuPkERYm3Tmtvh8WspCuUxx9hPBImmdVN1atXZ7Wqlf5fEU4QAO4RhcOIc63EADmoBhCE/wDC/Wo/VqvVnvs9aClc/swxysj28pJJRd</latexit>
⌫(S1 \ {X1})
<latexit sha1_base64="5gduw+15kVbhllhfY+mz3V35p74=">AAACEnicbVDLSgMxFM3UV62vUVfiJliEuikzVnzsim5cVrQP6JQhk2ba0CQzJBm hDMWf8Bfc6t6duPUH3Polpu0g1nrgwsk593JzTxAzqrTjfFq5hcWl5ZX8amFtfWNzy97eaagokZjUccQi2QqQIowKUtdUM9KKJUE8YKQZDK7GfvOeSEUjcaeHMelw1BM0pBhpI/n2nieS0q3veopoTkWioJe2zHN05NtFp+xMAOeJm5EiyFDz7S+vG+GEE6ExQ0q1XSfWnRRJTTEjo4KXKBIjPEA90jZUIE5UJ 52cMIKHRunCMJKmhIYT9fdEirhSQx6YTo50X/31xuJ/XjvR4XknpSJONBF4uihMGNQRHOcBu1QSrNnQEIQlNX+FuI8kwtqkNrMl4KPCJJSLMU5/IpgnjeOyWylXbk6K1cssnjzYBwegBFxwBqrgGtRAHWDwAJ7AM3ixHq1X6816n7bmrGxmF8zA+vgGBOmdgQ==</latexit>
⌫(S1)
<latexit sha1_base64="y65nC1No8vlH57pIEwNpZbx3nKg=">AAAB/3icbVDLSsNAFL2pr1pfVZduBotQNyWx4mNXdOOyon1AG8pkOmmHzkz CzEQopQt/wa3u3YlbP8WtX2KSBrHWAxcO59zLvfd4IWfa2PanlVtaXlldy68XNja3tneKu3tNHUSK0AYJeKDaHtaUM0kbhhlO26GiWHictrzRdeK3HqjSLJD3ZhxSV+CBZD4j2MRSuyuj8l3POe4VS3bFToEWiZOREmSo94pf3X5AIkGlIRxr3XHs0LgTrAwjnE4L3UjTEJMRHtBOTCUWVLuT9N4pO oqVPvIDFZc0KFV/T0yw0HosvLhTYDPUf71E/M/rRMa/cCdMhpGhkswW+RFHJkDJ86jPFCWGj2OCiWLxrYgMscLExBHNbfHEtJCGcpng7CeCRdI8qTjVSvX2tFS7yuLJwwEcQhkcOIca3EAdGkCAwxM8w4v1aL1ab9b7rDVnZTP7MAfr4xtac5Ya</latexit>
b˜
(1)
 X1(X)
<latexit sha1_base64="Xdss9Ab58JWAhhK0KrhG1yGM704=">AAACEnicbVDLSsNAFJ3UV62vqCtxM1iEdmFJrPjYFd24rGDbQBvDZDJph04ezEyEEoI/4S+41b07cesPuPVLTNIg1nrgwuGce7n3HjtkVEhN+1RKC4tLyyvl1cra+sbmlrq90xVBxDHp4IAF3LCRIIz6pCOpZMQIOUGezUjPHl9lfu+ecEED /1ZOQmJ6aOhTl2IkU8lS9waSMofEdnIX1/R6YsVHhqUnNaNuqVWtoeWA80QvSBUUaFvq18AJcOQRX2KGhOjrWijNGHFJMSNJZRAJEiI8RkPST6mPPCLMOH8hgYep4kA34Gn5Eubq74kYeUJMPDvt9JAcib9eJv7n9SPpnpsx9cNIEh9PF7kRgzKAWR7QoZxgySYpQZjT9FaIR4gjLNPUZrbYXlLJQ7nIcPoTwTzpHjf0ZqN5c1JtXRbxlME+OAA1oIMz0ALXoA06AIMH8ASewYvyqLwqb8r7tLWkFDO7YAbKxzeUJJ03</latexit>
b˜
(2)
 X1(X)
<latexit sha1_base64="YytESeq3f/VTeBCisgbkAbMcGnA=">AAACEnicbVDLSsNAFJ34rPUVdSVuBovQLixJKz52RTcuK9g20MYwmUzaoZMHMxOhhOBP+Atude9O3PoDbv0SkzSItR64cDjnXu69xw4ZFVLTPpWFxaXlldXSWnl9Y3NrW93Z7Yog4ph0cMACbthIEEZ90pFUMmKEnCDPZqRnj68yv3dPuKCB fysnITE9NPSpSzGSqWSp+wNJmUNiO7mLq41aYsXHhqUnVaNmqRWtruWA80QvSAUUaFvq18AJcOQRX2KGhOjrWijNGHFJMSNJeRAJEiI8RkPST6mPPCLMOH8hgUep4kA34Gn5Eubq74kYeUJMPDvt9JAcib9eJv7n9SPpnpsx9cNIEh9PF7kRgzKAWR7QoZxgySYpQZjT9FaIR4gjLNPUZrbYXlLOQ7nIcPoTwTzpNup6s968Oam0Lot4SuAAHIIq0MEZaIFr0AYdgMEDeALP4EV5VF6VN+V92rqgFDN7YAbKxzeVxJ04</latexit>
b˜
(3)
 X1(X)
<latexit sha1_base64="oOdU1qUHU55NSkXt2NxB0UgKYOY=">AAACEnicbVDLSsNAFJ3UV62vqCtxM1iEdmFJrPjYFd24rGDbQBvDZDJph04ezEyEEoI/4S+41b07cesPuPVLTNIg1nrgwuGce7n3HjtkVEhN+1RKC4tLyyvl1cra+sbmlrq90xVBxDHp4IAF3LCRIIz6pCOpZMQIOUGezUjPHl9lfu+ecEED /1ZOQmJ6aOhTl2IkU8lS9waSMofEdnIX15r1xIqPDEtPakbdUqtaQ8sB54lekCoo0LbUr4ET4MgjvsQMCdHXtVCaMeKSYkaSyiASJER4jIakn1IfeUSYcf5CAg9TxYFuwNPyJczV3xMx8oSYeHba6SE5En+9TPzP60fSPTdj6oeRJD6eLnIjBmUAszygQznBkk1SgjCn6a0QjxBHWKapzWyxvaSSh3KR4fQngnnSPW7ozUbz5qTauiziKYN9cABqQAdnoAWuQRt0AAYP4Ak8gxflUXlV3pT3aWtJKWZ2wQyUj2+XZJ05</latexit>
b˜
(4)
 X1(X)
<latexit sha1_base64="6KSlxusFzrvwNAE6eKXOLQdzan0=">AAACEnicbVDLSsNAFJ34rPUVdSVugkVoF5bEFh+7ohuXFWwbaGOYTCbt0MmDmYlQQvAn/AW3uncnbv0Bt36JkzSItR64cDjnXu69x4ko4ULXP5WFxaXlldXSWnl9Y3NrW93Z7fIwZgh3UEhDZjqQY0oC3BFEUGxGDEPfobjnjK8yv3ePGSdh cCsmEbZ8OAyIRxAUUrLV/YEg1MWJk94l1WYttZNj0zbSqlmz1Ype13No88QoSAUUaNvq18ANUezjQCAKOe8beiSsBDJBEMVpeRBzHEE0hkPclzSAPuZWkr+QakdScTUvZLICoeXq74kE+pxPfEd2+lCM+F8vE//z+rHwzq2EBFEscICmi7yYaiLUsjw0lzCMBJ1IAhEj8lYNjSCDSMjUZrY4flrOQ7nIcPoTwTzpntSNRr1x06y0Lot4SuAAHIIqMMAZaIFr0AYdgMADeALP4EV5VF6VN+V92rqgFDN7YAbKxzeZBJ06</latexit>
b˜
(5)
 X1(X)
<latexit sha1_base64="99XxYUnO0zsi0EZ3xAfHPPJmjB0=">AAACEnicbVDLSsNAFJ34rPUVdSVugkVoF5bE+twV3bisYNtAG8NkMmmHTh7MTIQSgj/hL7jVvTtx6w+49UucpEGs9cCFwzn3cu89TkQJF7r+qczNLywuLZdWyqtr6xub6tZ2h4cxQ7iNQhoy04EcUxLgtiCCYjNiGPoOxV1ndJX53XvMOAmD WzGOsOXDQUA8gqCQkq3u9gWhLk6c9C6pntRSOzk0bSOtmjVbreh1PYc2S4yCVECBlq1+9d0QxT4OBKKQ856hR8JKIBMEUZyW+zHHEUQjOMA9SQPoY24l+QupdiAVV/NCJisQWq7+nkigz/nYd2SnD8WQ//Uy8T+vFwvv3EpIEMUCB2iyyIupJkIty0NzCcNI0LEkEDEib9XQEDKIhExtaovjp+U8lIsMpz8RzJLOUd1o1Bs3x5XmZRFPCeyBfVAFBjgDTXANWqANEHgAT+AZvCiPyqvyprxPWueUYmYHTEH5+AaapJ07</latexit>
b˜(5)(X)
<latexit sha1_base64="zk/63Dmyh28kojR8CmD2QyOPaP8=">AAACC3icbVDLSsNAFJ3UV62vWJduBovQbkpife6KblxWsA9oY5lMJu3QyYO ZiVhCPsFfcKt7d+LWj3DrlzhJg1jrgQuHc+7lXI4dMiqkYXxqhaXlldW14nppY3Nre0ffLXdEEHFM2jhgAe/ZSBBGfdKWVDLSCzlBns1I155cpX73nnBBA/9WTkNieWjkU5diJJU01MsDSZlDYju5i6sntaTaqw31ilE3MsBFYuakAnK0hvrXwAlw5BFfYoaE6JtGKK0YcUkxI0lpEAkSIjxBI9JX1 EceEVac/Z7AQ6U40A24Gl/CTP19ESNPiKlnq00PybH466Xif14/ku65FVM/jCTx8SzIjRiUAUyLgA7lBEs2VQRhTtWvEI8RR1iquuZSbC8pZaVcpDj9qWCRdI7qZqPeuDmuNC/zeopgHxyAKjDBGWiCa9ACbYDBA3gCz+BFe9RetTftfbZa0PKbPTAH7eMbjUCaiQ==</latexit>
b˜(4)(X)
<latexit sha1_base64="ktnsrV0tmQk798SklemZzV/WYrY=">AAACC3icbVDLSsNAFJ3UV62vWJduBovQbkpii49d0Y3LCvYBbSyTyaQdOpm EmYlYQj7BX3Cre3fi1o9w65eYpEGs9cCFwzn3ci7HDhiVyjA+tcLK6tr6RnGztLW9s7un75e70g8FJh3sM1/0bSQJo5x0FFWM9ANBkGcz0rOnV6nfuydCUp/fqllALA+NOXUpRiqRRnp5qChzSGTHd1G1WYur/dpIrxh1IwNcJmZOKiBHe6R/DR0fhx7hCjMk5cA0AmVFSCiKGYlLw1CSAOEpGpNBQ jnyiLSi7PcYHieKA11fJMMVzNTfFxHypJx5drLpITWRf71U/M8bhMo9tyLKg1ARjudBbsig8mFaBHSoIFixWUIQFjT5FeIJEgirpK6FFNuLS1kpFylOfypYJt2TutmoN26aldZlXk8RHIIjUAUmOAMtcA3aoAMweABP4Bm8aI/aq/amvc9XC1p+cwAWoH18A4unmog=</latexit>
b˜(3)(X)
<latexit sha1_base64="H7M1RQGlifvP0NVTbaAZcdDEv7E=">AAACC3icbVDLSsNAFJ34rPUV69LNYBHaTUmt+NgV3bisYB/QxjKZTNqhM5M wMxFLyCf4C251707c+hFu/RKTNIi1HrhwOOdezuU4AaNKW9ansbS8srq2Xtgobm5t7+yae6WO8kOJSRv7zJc9BynCqCBtTTUjvUASxB1Gus7kKvW790Qq6otbPQ2IzdFIUI9ipBNpaJYGmjKXRE58F1Ua1bjSqw7NslWzMsBFUs9JGeRoDc2vgevjkBOhMUNK9etWoO0ISU0xI3FxECoSIDxBI9JPq ECcKDvKfo/hUaK40PNlMkLDTP19ESGu1JQ7ySZHeqz+eqn4n9cPtXduR1QEoSYCz4K8kEHtw7QI6FJJsGbThCAsafIrxGMkEdZJXXMpDo+LWSkXKU5/KlgkneNavVFr3JyUm5d5PQVwAA5BBdTBGWiCa9ACbYDBA3gCz+DFeDRejTfjfba6ZOQ3+2AOxsc3ig6ahw==</latexit>
b˜(2)(X)
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⌫(S3)
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⌫(S4)
<latexit sha1_base64="oT+0wVpkJ1uqIZhruX3+w3nCgto=">AAAB/3icbVDLSsNAFL3xWeur6tLNYBHqpqS2+NgV3bisaB/QhjKZTtqhM5M wMxFK6MJfcKt7d+LWT3Hrl5ikQaz1wIXDOfdy7z1uwJk2tv1pLS2vrK6t5zbym1vbO7uFvf2W9kNFaJP43FcdF2vKmaRNwwynnUBRLFxO2+74OvHbD1Rp5st7MwmoI/BQMo8RbGKp05Nh6a5fO+kXinbZToEWSSUjRcjQ6Be+egOfhIJKQzjWuluxA+NEWBlGOJ3me6GmASZjPKTdmEosqHai9N4pO o6VAfJ8FZc0KFV/T0RYaD0RbtwpsBnpv14i/ud1Q+NdOBGTQWioJLNFXsiR8VHyPBowRYnhk5hgolh8KyIjrDAxcURzW1wxzaehXCY4+4lgkbROy5VquXpbK9avsnhycAhHUIIKnEMdbqABTSDA4Qme4cV6tF6tN+t91rpkZTMHMAfr4xtfMpYd</latexit>
⌫(S5)
<latexit sha1_base64="rXbM72aHnmkJCEAXohIj8fnoczk=">AAAB/3icbVDLSsNAFL3xWeur6tJNsAh1UxLrc1d047KifUAbymQ6aYfOTML MRCilC3/Bre7diVs/xa1f4iQNYq0HLhzOuZd77/EjRpV2nE9rYXFpeWU1t5Zf39jc2i7s7DZUGEtM6jhkoWz5SBFGBalrqhlpRZIg7jPS9IfXid98IFLRUNzrUUQ8jvqCBhQjbaRWR8Slu+7pUbdQdMpOCnueuBkpQoZat/DV6YU45kRozJBSbdeJtDdGUlPMyCTfiRWJEB6iPmkbKhAnyhun907sQ 6P07CCUpoS2U/X3xBhxpUbcN50c6YH66yXif1471sGFN6YiijUReLooiJmtQzt53u5RSbBmI0MQltTcauMBkghrE9HMFp9P8mkolwnOfiKYJ43jslspV25PitWrLJ4c7MMBlMCFc6jCDdSgDhgYPMEzvFiP1qv1Zr1PWxesbGYPZmB9fANgx5Ye</latexit>
⌫(S5 \ {X1})
<latexit sha1_base64="n2h5/3fWenoLBVww0htayPBLRJ0=">AAACEnicbVDLSsNAFJ34rPVVdSVuBotQNyWxPndFNy4r2gc0IUymk3bozCTMTIQ Sij/hL7jVvTtx6w+49UtM0iDWeuDC4Zx7ufceL2RUadP8NObmFxaXlgsrxdW19Y3N0tZ2SwWRxKSJAxbIjocUYVSQpqaakU4oCeIeI21veJX67XsiFQ3EnR6FxOGoL6hPMdKJ5JZ2bRFVbt0TWxHNqYgUtOOOa9njQ7dUNqtmBjhLrJyUQY6GW/qyewGOOBEaM6RU1zJD7cRIaooZGRftSJEQ4SHqk25CBeJEO XH2whgeJEoP+oFMSmiYqb8nYsSVGnEv6eRID9RfLxX/87qR9s+dmIow0kTgySI/YlAHMM0D9qgkWLNRQhCWNLkV4gGSCOsktaktHh8Xs1AuUpz+RDBLWkdVq1at3RyX65d5PAWwB/ZBBVjgDNTBNWiAJsDgATyBZ/BiPBqvxpvxPmmdM/KZHTAF4+MbC4GdhQ==</latexit>
⌫(S4 \ {X1})
<latexit sha1_base64="DoIGmEL5Dhtk6fYwKfVDxxcFywA=">AAACEnicbVDLSsNAFJ34rPUVdSVuBotQNyWxxceu6MZlRfuAJoTJdNoOnZmEmYl QQvEn/AW3uncnbv0Bt36JSRrEWg9cOJxzL/fe44eMKm1Zn8bC4tLyymphrbi+sbm1be7stlQQSUyaOGCB7PhIEUYFaWqqGemEkiDuM9L2R1ep374nUtFA3OlxSFyOBoL2KUY6kTxz3xFR+darOYpoTkWkoBN3PNuZHHtmyapYGeA8sXNSAjkanvnl9AIccSI0Zkiprm2F2o2R1BQzMik6kSIhwiM0IN2ECsSJc uPshQk8SpQe7AcyKaFhpv6eiBFXasz9pJMjPVR/vVT8z+tGun/uxlSEkSYCTxf1IwZ1ANM8YI9KgjUbJwRhSZNbIR4iibBOUpvZ4vNJMQvlIsXpTwTzpHVSsauV6k2tVL/M4ymAA3AIysAGZ6AOrkEDNAEGD+AJPIMX49F4Nd6M92nrgpHP7IEZGB/fCdudhA==</latexit>
⌫(S3 \ {X1})
<latexit sha1_base64="z2NRzcKsGxwTiZOZOm2eLDINQpI=">AAACEnicbVDLSsNAFJ3UV62vqCtxM1iEuimJFR+7ohuXFe0DmhIm02k7dGYS5iG UEPwJf8Gt7t2JW3/ArV9i2gax1gMXDufcy733BBGjSjvOp5VbWFxaXsmvFtbWNza37O2dhgqNxKSOQxbKVoAUYVSQuqaakVYkCeIBI81geDX2m/dEKhqKOz2KSIejvqA9ipFOJd/e84Qp3foVTxHNqTAKenHLd73kyLeLTtmZAM4TNyNFkKHm219eN8SGE6ExQ0q1XSfSnRhJTTEjScEzikQID1GftFMqECeqE 09eSOBhqnRhL5RpCQ0n6u+JGHGlRjxIOznSA/XXG4v/eW2je+edmIrIaCLwdFHPMKhDOM4DdqkkWLNRShCWNL0V4gGSCOs0tZktAU8Kk1Auxjj9iWCeNI7LbqVcuTkpVi+zePJgHxyAEnDBGaiCa1ADdYDBA3gCz+DFerRerTfrfdqas7KZXTAD6+MbCDWdgw==</latexit>
⌫(S2 \ {X1})
<latexit sha1_base64="ygs7wgIlxJ4jQKoEF7it+M5jtpY=">AAACEnicbVDLSsNAFJ34rPUVdSVuBotQNyVpxceu6MZlRfuAJoTJdNoOnZmEmYl QQvEn/AW3uncnbv0Bt36JSRrEWg9cOJxzL/fe44eMKm1Zn8bC4tLyymphrbi+sbm1be7stlQQSUyaOGCB7PhIEUYFaWqqGemEkiDuM9L2R1ep374nUtFA3OlxSFyOBoL2KUY6kTxz3xFR+darOopoTkWkoBN3PNuZHHtmyapYGeA8sXNSAjkanvnl9AIccSI0Zkiprm2F2o2R1BQzMik6kSIhwiM0IN2ECsSJc uPshQk8SpQe7AcyKaFhpv6eiBFXasz9pJMjPVR/vVT8z+tGun/uxlSEkSYCTxf1IwZ1ANM8YI9KgjUbJwRhSZNbIR4iibBOUpvZ4vNJMQvlIsXpTwTzpFWt2LVK7eakVL/M4ymAA3AIysAGZ6AOrkEDNAEGD+AJPIMX49F4Nd6M92nrgpHP7IEZGB/fBo+dgg==</latexit>
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Sub-graph enumeration and incremental evaluation.
SV(X1;X,G) =
5X
i=1
[⌫(Si)  ⌫(Si \ {X1})]
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Figure 2: An example of calculating Shapley value
SV(X1; X,G) on G with subgraph enumeration and incremen-
tal evaluation.
DFS Subgraph Enumeration Depth-first search makes full
use of the topology of graphical models to explore all pos-
sible connected subgraphs recursively. Due to the expensive
cost of enumerating all subgraphs on a large scale graph, we
consider maximum search distance D from the target vari-
able, beyond which the variables will not be involved, where
d(a, b) is used to obtain the shortest path distance from a to
b, and maximum subgraph complexity C to limit the size of
the enumerated subgraph. A divide-and-conquer technique is
applied to enumerate acyclic subgraphs connected in multi-
ple ways, where edges are considered instead of nodes. The
enumeration is divided into two parts: in the first one, start-
ing from the target variable, we explore the subgraphs con-
taining further edges through depth-first search; in the second
one, we expand the subgraphs from other variables on the
subgraph recursively. Forbidden edges are used to record the
edges, which DFS has completed and will not visit in the fu-
ture search. A newly explored edge will not be added to the
subgraph Sub if: 1) the edge has already in forbidden edges,
or 2) its addition will lead to a cycle, or 3) its addition will
make the subgraph larger than the capacity C, or 4) the new
node is D hops away. We do not process another edge until
the edge from the previous one is fully-processed. The enu-
meration of subgraphs will not be completed until all edges
Algorithm 1: GraphShapley
Input : Graph G = (V,E), a target variable X ∈ V to be
explained with its belief b(X), maximum search
distance D from X to Xi, maximum subgraph
complexity C
Output: Shapley Value SV(Xi; X,G) for each explaining
variable Xi
1 Function GraphShapley():
2 Sort N(Xi) by degree for each Xi ∈ G
3 DFSEnumerate(G, (X), X, ∅)
4 SV(Xi; X,G) = 1|S(Xi;X,G)|
∑
S∈S(Xi;X,G) µ(Xi; X, S )
5 End Function
6 Function DFSEnumerate(G, Sub, v, Forbidden):
7 // S ub:current subgraph; v:current node to explore
8 foreach u ∈ N(v) do
9 if (v, u) < Fobidden ∧ u < Sub ∧ // keep acyclic
10 len(S ub) < C ∧ d(u, x) < D then
11 IncrementalEvaluation(S ub, (v, u))
12 DFSEnumerate(G, S ub ∪ {(v, u)}, u, Forbidden)
13 Forbidden←− Forbidden ∪ {(v, u)}
14 end
15 foreach m ∈ S ub \ {v} do
16 // expand from other variables
DFSEnumerate(G, S ub,m, Forbidden)
17 end
18 End Function
19 Function IncrementalEvaluation(S, (v, u), X):
20 b˜(X) =AdaptiveBP(S ub, (v, u), X)
21 foreach Xi ∈ S do
22 if S \ {Xi} not visited then
23 Find the largest subgrpah of S \ {Xi} that has BP
results.
24 Start from that subgraph and use Adaptive BP to
find b˜−Xi (X) for Xi ∈ S .
25 Evaluate and record
µ(Xi; X, S ) = ν(S , X) − ν(S \ {Xi}, X).
26 end
27 End Function
28 Function AdaptiveBP(S, (v, u), X):
29 // S :current MRF with converged messages;
30 // v: variable in S ; u: a new variable to be added to S
31 S ← S ∪ (v, u)
32 Use Adaptive BP to compute the new belief b˜(X).
33 Return b˜(X)
34 End Function
have been processed.
We briefly analyze the example in Figure 2 of calculating
Shapley value SV(X1; X,G) on a small graph G. Starting from
the subgraph containing only the target variable {X}, S 1 and
S 2 are obtained through adding X1 and X2 respectively (line
12). Since the addition of edge (X2, X) to S 2 will lead to a
cycle (line 9), S 2 is back-tracked to S 1 and (X1, X2) is added
to forbidden edges (line 13). X1 in S 1 has been explored and
S 3 is obtained by extending X in S 1 (line 16). Exploration
can not proceed from S 3, so the algorithm returns from the
recursive call at line 11 and adds (X, X1) to forbidden edges
(line 13). By getting to X2 from X, S 4 and S 5 will be obtained
in order. Note that the same set of variables can be connected
in multiple ways, resulting in different coalitions/subgraphs,
such as S 2 and S 5 in Figure 2. Perform a rollback and com-
plete the search after S 5.
Adaptive Belief Propagation The marginal contributions of
explaining variables need to be measured over all enumer-
ated subgraphs, and usually each subgraph is modeled as an
MRF separately where BP infers marginal distribution, re-
gardless of the connections between the graphs. We consider
adaptive belief propagation [Georgios and John, 2015] that
recycles the converged messages on a smaller MRF (S ub in
line 10 of Algorithm 1) to speed up the convergence of the
message computations on a larger MRF (S ub ∪ (v, u) in line
28), thus avoiding running BP from scratches whenever a new
edge is added. For example, considering two MRFs S 1 and
S 2 in Figure 2 that S 2 is visited by DSFEnumerate right after
S 1, the belief b(2)(X) on S 2 can be computed using the con-
verged messages on S 2, starting from the already converged
messages on S 1. Prior [Georgios and John, 2015] and our
experiments show that Adaptive BP is faster.
Shapley Values Calculation The calculation of Shapley
value is accompanied by subgraph enumeration, while the
contributions of the variables will be incrementally measured
once a subgraph is enumerated. Shapley values SV(Xi; X,G)
for each explaining variable Xi for the target variable X will
be obtained (line 4), when the subgraph enumeration on
G is completed. For example, SV(X1; X,G) is the average
marginal contribution of X1 to X over all enumerated sub-
graphs (line 4), and SV(X2; X,G) can be obtained together
with SV(X1; X,G)).
4 Theoretical Analysis of GraphShapley
We first confirm that GraphShapley conforms with the inde-
pendence between the target and explaining variables.
Theorem 1. (Independence) If X and Xi are disconnected
in G so that X y Xi, then SV(Xi; X,G) = 0. Further, if Xi is
connected to X but blocked by the Markov Blanket B ⊂ V of
X so that X y Xi|B, then SV(Xi; X,G) = 0.
The first statement in the theorem is obvious based on
the definition of SV(Xi; X,G) and Algorithm 1. The second
statement can be proved using the definition of SV(Xi; X,G)
and the definition of Markov Blanket [Koller and Friedman,
2009]. As an example, in Figure 1 (II), if X1 is in the Markov
blanket of X, then X2 will have zero contribution of b(X). On
the other hand, in the MRF G in Figure 2, even if X1 is in the
Markov blanket of X, X2 can still contribute to b(X) through
the path (X, X2).
Theorem 2. (Equal contribution) Given any two variables
Xi and X j, if ν(S ∪ {Xi}; X) = ν(S ∪ {X j}; X) for any coalition
S , then SV(Xi; X; G) =SV(X j; X; G).
Theorem 3. (No Additivity) There exists an MRF G =
(V,E) and a random variable X ∈ V, such that∑
i SV(Xi; X,G) , ν(V) − ν(∅)
The lack of additivity is due to the removal of random vari-
ables and the associated edges. Additivity is satisfied by the
Shapley values in [Chen et al., 2019b], as they don’t alter the
MRF topology. It is future work to show whether additivity
and topological importance measurement are compatible.
5 Experiments
Datasets and MRF setups
We drew datasets from three applications. The statistics of
the datasets are shown in Table 1 (left panel). First, in col-
lective classification, we construct an MRF for each of the
three citation networks (Citeseer, Cora, PubMed), with the
research area that a paper belongs to as a random variable
(node), and a paper citation as an undirected edge [Namata
et al., 2016]. We assume a homophily relationship over the
edges, meaning two papers are likely to be in the same area
if one cites the other. The beliefs inferred by BP are the pos-
terior class distributions of the papers. We randomly select
80% of the variables with class-biased priors and the remain-
ing 20% have uniform priors. The explanations are computed
on the 20% portion. Second, we adopt the Yelp review net-
works for spam detection. We represent reviewers, reviews,
and products and their relationships by an MRF and set node
priors and compatibility matrix following the state-of-the-art
MRF-based spam detector proposed in [Rayana and Akoglu,
2015]. There Lastly, we represent users (Blogcatalog, Flickr
and Youtube) as nodes and behaviors including subscription
and tagging as edges [Tang and Liu, 2009]. BP infers the
preferences of users. The experimental setups are the same
as the citation networks.
Baselines
Random generates an importance score of each explaining
variable for each target variable randomly, ignoring the mes-
sages in BP.
Embedding utilizes DeepWalk [Perozzi et al., 2014] to ob-
tain embedded representation of variables based on node
proximity on the MRFs, and variable importance scores are
assigned based similarity of explaining nodes to the target
node.
PageRank [Page et al., 1999] is a global ranking of the im-
portances of the variables, regardless of the target node to be
explained. It also fails to consider the beliefs and messages
generated by BP.
Sensitivity Analysis [Chan and Darwiche, 2005] is a
gradient-based approach that measures output changes due
to input changes. We approximate the gradient of the tar-
get beliefs with respect to an explaining variable’s prior by
comparing the beliefs before and after setting the explaining
variable’s prior to the uniform distribution. It fails to consider
topological contribution as the gradients are estimated using
perturbations in the priors rather than the graph topology.
LIME [Ribeiro et al., 2016] fits a logistic regression model
on node features to predict the beliefs on the target variables,
(see [Chen et al., 2019a] for the details).
MC-sampling Monte Carlo simulation can approximate
Shapley values [Castro et al., 2009; Sˇtrumbelj and
Kononenko, 2014]. We follow Eq. (6) as in GraphShapley but
replace the DSF-enumerated subgraphs with randomly sam-
pled spanning trees rooted at the target nodes.
We do not compare GraphShapley with GraphEXP [Chen
et al., 2019a], since the form of explanation is different (a
ranking of explaining variables vs. a subgraph for each tar-
get). The evaluations are also different, we retain all the edges
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Figure 3: Symmetric KL-divergence (the smaller the better)
on Cora and Citeseer as the percentage of explaining variables in-
creases.
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Figure 4: Left: Speed-up by Adaptive BP. Right: Parameters sen-
sitivity of maximum search distance D.
but keep the priors of the top explaining variables while they
evaluate on the extracted subgraphs.
5.1 Overall Performances
Unlike classification tasks, MRF explanations can not be eas-
ily evaluated due to the lack of ground truth variable con-
tributions. After all, there exist multiple explanations of the
same observation [Ross et al., 2017]. We propose a practi-
cal experimental protocol to confirm that GraphShapley can
identify the probabilistically and topologically influential ex-
plaining variables. All priors on the given MRF are set to the
uniform distribution, and the priors (class-biased or uniform)
of the top 25% of the explaining variables are put back. Then
we compute the approximated b˜(X) on the “masked” MRF. If
the priors of the top variables that making genuine contribu-
tions are put back, b(X) should be approximated well by b˜(X),
measured by the symmetric KL-divergence (Eq. (4)). All
baselines except for LIME generate a ranking of explaining
variables for node selection whose priors are to be put back.
LIME is trained to approximate b(X). The mean symmetric
KL-divergences are shown in Table 1, with t-tests conducted
between GraphShapley and the runner-ups.
We can conclude that: 1) GraphShapley performs best
overall, due to the consideration of probabilistic and topolog-
ical contributions. 2) MC-sampling is frequently the runner-
up. However, due to random sampling, the calculated Shap-
ley values have high variance. 3) LIME has the worst perfor-
mance, as it is not designed for graphs and cannot take into
account the connections on graphical models.
We also change the percentage of top explaining variables
for prior assignments. Figure 3 shows that as more and
more priors are retained, the symmetric KL-divergences of
all methods go down, with GraphShapley having the fastest
decrease, indicating that GraphShapley mostly put the more
Datasets Data Property Performance
Classes Nodes Edges edge/node Random Embedding PageRank Sensitivity LIME MC-sampling GraphShapley
Cora 7 2,708 10,556 3.90 0.831 0.344 0.891 0.729 1.401 0.218 ± 0.03 ◦ 0.119 •
Citeseer 6 3,321 9,196 2.78 0.495 0.301 0.589 0.512 0.921 0.179 ± 0.03 ◦ 0.078 •
PubMed 3 19,717 44,324 2.25 1.043 0.706 1.118 0.941 1.519 0.431 ± 0.14 ◦ 0.092 •
YelpChi 2 105,659 269,580 2.55 0.296 0.058 0.035 0.011 ◦ 0.691 0.038 ± 0.01 0.001 •
YelpNYC 2 520,200 1,436,208 2.76 0.297 0.058 0.043 0.018 ◦ 0.692 0.042 ± 0.01 0.001 •
YelpZip 2 873,919 2,434,392 2.79 0.204 0.084 0.031 0.012 ◦ 0.693 0.027 ± 0.01 0.001 •
Blogcatalog 39 10,312 333,983 32.39 6.673 6.285 3.903 5.944 - 3.323 ± 1.17 ◦ 2.397 •
Flickr 195 80,513 5,899,882 73.28 3.695 3.082 2.789 2.650 ◦ - 2.833 ± 0.31 1.622 •
Youtube 47 31,703 96,361 3.04 0.077 0.061 0.074 0.070 - 0.044 ± 0.01 ◦ 0.031 •
Table 1: Left: Statistic of Datasets. Right: Overall symmetric KL performances (◦ indicate the runner-up methods and •
indicate significance in t-test). LIME does not apply to the last three datasets since there are no node features.
salient variables before the less relevant ones.
Speed-up by Adaptive BP. We compare the average running
time without and with adaptive BP. Figure 4 (Left panel) plots
the running time of the two approaches. It can clearly be seen
that running BP from scratches increases the running time
exponentially as the number of variables searched by the DFS
enumeration algorithm. On the other hand, Adaptive BP only
leads to a near-linear increases in running time.
Parameters Sensitivity The maximum distance of the ex-
plaining variables D affects the approximation of the Shapley
values, with D = ∞ leading to the most accurate Shapley val-
ues. On the other hand, a larger D can increase the subgraph
search space exponentially. Figure 4 shows the explanation
faithfulness against different D values.
Case Study We empirically verify that GraphShapley can
capture the probabilistic and topological contribution to the
target beliefs and satisfies the Equal contribution property
(Theorem 2). In Figure 5, we extract two subgraphs from the
MRF for Citeseer and show the Shapley values on the nodes.
For the details, see the caption. The general conclusion is that
the probabilistic contributions due to variable prior distribu-
tion and the topological contributions due to connectivities
can both be captured by GraphShapley.
6 Related Work
Interpretability and Explanation of Models [Ribeiro et al.,
2016] explains the predictions of a classifier by approximat-
ing it locally with an interpretable model. In [Shrikumar et
al., 2017] they provide a prediction explanation framework
based on Shapley values which encompasses LIME as a spe-
cial case. [Ying et al., 2019] explains arbitrary graph neural
networks using gradients but do not consider PGMs. [Yoon
et al., 2018] uses graph neural networks to learn the message-
passing process in belief propagation while explanations for
target nodes are not provided. The more relevant methods
are proposed in [Darwiche, 2003; Chan and Darwiche, 2005;
Chen et al., 2019a], which use gradients or greedy subgraph
search to find salient variables or subgraphs to explain the
inference. The prominent feature of GraphShapley is that it
can quantify both probabilistic and topological contributions.
Shapley Values as explanations Shapley values have been
applied to the interpretability of machine learning models,
but not for PGMs. Efficient calculation methods of Shapley
value have been studied, such as in [Michalak et al., 2013;
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Figure 5: Blank node are explaining variables and the red
solid nodes are target nodes. The ground truth labels and
the computed Shapley values are attached to each explaining
node. Left: the nodes 1 and 2 have the same labels as node
X and are direct neighbor of X, thus they have positive higher
Shapley values. Node 3 has the same label but negative Shap-
ley value, since many of its connected neighbors are of classes
“IR” and “HCI”. Four nodes labeled as 4 have equal Shapley
values, and the two nodes labeled as 5 have equal Shapley val-
ues, verifying the equal contribution proof. Nodes 4 and 6
have different contributions due their different priors. Nodes
6 are unlabeled nodes and have no contribution. Right: node
9 has positive contribution to the target node, through from a
different class. The reason is that the node serves as a bridge
transporting the “DB” probabilities from distance to the target
node.
Jia et al., 2019]. Two algorithms with linear complexity
for feature importance scoring are developed in [Chen et al.,
2019b]. In [Ghorbani and Zou, 2019] and [Ancona et al.,
2019], they approximate Shapley values for deep networks
via sampling.
Subgraph Enumeration Subgraph enumeration algorithms
have been researched for multiple decades [Yan and Han,
2002]. The most relevant one is proposed in [Skibski et al.,
2019] where they essentially enumerate all subset of vertices
that constitute a connected subgraph for computing Shapley
values for a graph-restricted game rather than for explaining
BP. However, in an MRF, the same subset of nodes can be
connected in different ways and our enumeration algorithm
can address the enumeration of different ways of connection.
7 Conclusion
We propose GraphShaley to provide a novel form of ex-
planations for graphical model inference. The probabilistic
and topological contributions of explaining variables can be
measured by GraphShapley. Theoretically, we prove three
important theorems to characterize the Shapley values ob-
tained by the algorithm. In terms of explanation faithfulness
and speed, we empirically show the superior performance of
the GraphShapley over other baselines, such as the gradient-
based explanations.
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