We determine the joint distribution of the lengths of, and angles between, the N shortest lattice vectors in a random n-dimensional lattice as n → ∞. Moreover we interpret the result in terms of eigenvalues and eigenfunctions of the Laplacian on flat tori. Finally we discuss the limit distribution of any finite number of successive minima of a random n-dimensional lattice as n → ∞.
Introduction
For n ∈ Z ≥1 let X n denote the space of n-dimensional lattices of covolume 1. We realize X n as the homogeneous space SL(n, Z)\SL(n, R), where SL(n, Z)g corresponds to the lattice Z n g ⊂ R n . We further let µ n denote the Haar measure on SL(n, R), normalized so that it represents the unique right SL(n, R)-invariant probability measure on the space X n .
Given a lattice L ∈ X n , we order its non-zero vectors by increasing lengths as ±v 1 , ±v 2 , ±v 3 , . . .. The first several vectors in this list are important objects attached to L. Indeed, from knowledge of a relatively short vector in any given lattice L, one can obtain integer solutions to a variety of different problems, including that of factoring polynomials with rational coefficients; cf., e.g., [6] , [12] . Note also that the shortest non-zero vector of L, i.e. v 1 , determines the density of the sphere packing based on L, so that finding the lattice L ∈ X n which maximizes the length of v 1 is equivalent to the classical problem of finding the maximal density of a lattice sphere packing in R n .
Our purpose in the present paper is to study the distribution of lengths and relative positions of the vectors ±v 1 , . . . , ±v N for a random lattice in large dimension, i.e. an n-dimensional lattice chosen according to the measure µ n on X n , for N fixed and n → ∞.
There exist in the literature many different notions of "random" lattices in R n , cf., e.g., [11] . However, the probability measure µ n used in the present paper is the natural one when viewing the space of lattices, X n , as a homogeneous space. We also note that, in recent years, probabilities defined in terms of µ n -random lattices have appeared in a number of applications in number theory and mathematical physics; cf. [4] , [7] , [8] , [9] , [10] , [18] .
In a previous paper [19] we study, for large n, the distribution of lengths of lattice vectors in a random lattice L ∈ X n . With ±v 1 , ±v 2 , ±v 3 , . . . as above we set j = |v j | Date: December 2, 2010. The research has been supported by the Swedish Research Council, Research Grant 621-2007-6352.
(thus 0 < 1 ≤ 2 ≤ 3 ≤ . . .), and also define V j := π n/2 Γ( n 2 + 1) n j , so that V j is the volume of an n-dimensional ball of radius j . Our main result in [19] states that, as n → ∞, the volumes {V j } ∞ j=1 determined by a random lattice L ∈ X n behave like the points of a Poisson process on the positive real line with constant intensity 1 2 . In the present paper we investigate also the distribution of the angles between v 1 , . . . , v N for a random lattice L ∈ X n . Since the vectors {v j } ∞ j=1 are determined only up to sign, the angles between them are a priori not well-defined. We avoid this ambiguity by introducing a "symmetrized" angle measure ϕ, taking values in the interval [0, π 2 ]. To be more specific, we denote the Euclidean angle between the vectors x 1 , x 2 ∈ R n \ {0} by φ(x 1 , x 2 ) and define
Given L ∈ X n and i, j ∈ Z ≥1 , we let ϕ ij := ϕ(v i , v j ). Our first result states that for a random lattice L ∈ X n the angles {ϕ ij } i<j accumulate to π 2 , as n → ∞, with a rate comparable with n − 1 2 .
√ n tends to 0 as C, n → ∞.
Proposition 1.1 suggests that it is natural to study the normalized variables
. Given an integer N ≥ 2, we study the joint distribution of the random variables V j , 1 ≤ j ≤ N , and ϕ ij , 1 ≤ i < j ≤ N . Our main result is the following theorem, where we use the term positive Gaussian variable to denote a random variable Φ satisfying Φ = |X| for a random variable X ∈ N (0, 1).
The joint distribution of V 1 , . . . , V N and ϕ ij , 1 ≤ i < j ≤ N , converges, as n → ∞, to the joint distribution of the first N points of a Poisson process on the positive real line with intensity 1 2 and a collection of N 2 independent positive Gaussian variables (which are also independent of the first N variables).
As was mentioned above the limit distribution of the volumes {V j } ∞ j=1 alone was determined in [19, Thm. 1] . Let us also point out that the limit distribution of the variables ϕ ij is natural, since it is exactly the same distribution as one gets as the asymptotic distribution of the angles between N independent random unit vectors in R n , chosen from a uniform distribution on S n−1 , as n → ∞; cf. [17, Thm. 4] . We give a new proof of this result using our set-up, in Lemma 3.1 and Theorem 3.2 below.
It is further possible to reformulate Theorem 1.2 in the dual setting of eigenvalues and eigenfunctions of the Laplacian on flat tori R n /L with L ∈ X n . It is well-known that the eigenvalues of the torus R n /L are 4π 2 | | 2 , with belonging to the dual lattice L * , and that the corresponding eigenfunctions are f (x) := e 2πi ,x . Note that, for = 0, the functions f are complex wave functions propagating in the direction of the vector . We also recall that "desymmetrizing" and renormalizing the eigenvalues to have mean spacing 1 yields the sequence { 1 2 V j } ∞ j=1 for the lattice L * . In this setting Theorem 1.2 states:
For a random flat torus R n /L with L ∈ X n , the joint distribution of the N first non-zero eigenvalues ("desymmetrized" and normalized to have mean-spacing 1) and the N 2 properly √ n-normalized angles between the directions of propagation of the corresponding eigenfunctions converges, as n → ∞, to the joint distribution of the first N points of a Poisson process on the positive real line with intensity 1 and a collection of N 2 independent positive Gaussian variables (which are also independent of the first N variables).
We also mention that Proposition 1.1 can be used to determine the limit distribution of any fixed number of successive minima of a random lattice L ∈ X n as n → ∞. In fact we prove that for each N ∈ Z ≥1 , the N -tuple of the first N successive minima, suitably normalized, has the same limit distribution as the N -tuple (V 1 , . . . , V N ) as n → ∞ (cf. Corollary 6.2).
We end the introduction with an outline of the paper. In Section 2 we prove Proposition 1.1 and some related results using Rogers' mean value formula [13] and the estimates in [19, Sec. 3] . In Section 3 we treat the asymptotic distribution of angles between random directions in R n . Although the results here are known (cf. [17, Thm. 4] ), we give a detailed presentation of this topic since it gives us the opportunity to introduce some arguments used also in the more involved context of Theorem 1.2. In Sections 4 and 5 we discuss the proof of Theorem 1.2. In Section 4 we prove, using Rogers' formula, the convergence of the expectation values of certain series of functions, depending on the sequences {V j } ∞ j=1 and { ϕ ij } i<j , as n → ∞. The proof of Theorem 1.2 is then concluded in Section 5 with an inclusion-exclusion argument. Finally, in Section 6 we discuss the application of Proposition 1.1 to successive minima.
2. The angles ϕ ij accumulate to π 2 For V > 0 and 0 ≤ ϕ 1 < ϕ 2 ≤ π 2 we consider the function
where I(·) is the indicator function and B V ⊂ R n is the closed n-ball of volume V centered at the origin. We also set
Recall from the introduction that for any given lattice L ∈ X n , we choose v 1 , v 2 , . . . ∈ L so that 0 < |v 1 | ≤ |v 2 | ≤ . . ., L = {0, ±v 1 , ±v 2 , . . .} and v j = ±v k for j = k. Thus, for given L, the vectors v j are uniquely determined up to sign and permutation of vectors of equal length. It follows that M V,ϕ 1 ,ϕ 2 is the random variable on X n which counts the number of unordered pairs of distinct non-zero lattice vectors m 1 ,
We get our first results by studying the expectation value of M V,ϕ 1 ,ϕ 2 . It follows immediately from Rogers' mean value formula (cf. [13] ) and the estimates in [19, Sec. 3] that, for n ≥ 3,
Here the implied constant depends on V but not on ϕ 1 or ϕ 2 . From the definition of f V,ϕ 1 ,ϕ 2 we get that the two last integrals in (2.1) equal zero. Hence
Proof. By writing the integral in (2.2) as an iterated integral and changing to spherical coordinates in the inner integral we find that
where ω n is the (n − 1)-dimensional volume of the unit sphere S n−1 ⊂ R n and R V is the radius of the ball B V . Recalling that ω n = 2π n/2 Γ(n/2) (2.4) and using Stirling's formula we conclude that
which clearly implies the desired result.
Lemma 2.1 implies that the angles ϕ ij (1 ≤ i < j ≤ N ) accumulate to π 2 (cf. the proof of Proposition 1.1 below). In order to determine the rate of accumulation we also need the following lemma. The statement involves the error function, which is defined by
Then
It follows from (2.4) and a slightly more careful application of Stirling's formula that
By taking the logarithm and then using Taylor expansions we further obtain the pointwise limit
Hence, the lemma follows by the dominated convergence theorem.
Proof. For given V > 0 and C > 0 we have, by (2.2), (2.3) and Lemma 2.2,
as n → ∞. Since
and this limit coincides with the value of lim n→∞ E M V,0, π 2 (·) , the proposition follows.
Proof of Proposition 1.1. We know from [15, Thm. 3] 
as n → ∞. By choosing V large enough we can make the right hand side of (2.8) as close to 1 as we like. The result follows from this and Proposition 2.3.
The distribution of angles between random directions in R n
Let N ≥ 2. In this section we discuss the asymptotic distribution of the angles between N independent random unit vectors u 1 , . . . , u N in R n , chosen from a uniform distribution on S n−1 , as n → ∞. For 1 ≤ i < j ≤ N let α ij = φ(u i , u j ) denote the angle between u i and u j , and set α ij = √ n(α ij − π 2 ). The following well-known result seems to first have been noted (in an equivalent form) by Borel Proof. For all c < c we have
where I(·) is the indicator function, dσ denotes the (n − 1)-dimensional volume measure on S n−1 and ω n is the volume of S n−1 . By first changing to spherical coordinates and then letting φ = π 2 + t √ n we obtain, for all sufficiently large n (depending on c, c ),
Finally, by (2.5), (2.6) and the dominated convergence theorem, we find that
as n → ∞, which completes the proof of the lemma.
We continue by considering the case N ≥ 3. It is clear that for a fixed dimension n the normalized angles α ij , 1 ≤ i < j ≤ N , are dependent as random variables on (S n−1 ) N . Nevertheless, as n → ∞, these variables converge in distribution to a collection of independent normally distributed variables. In precise terms:
as n → ∞. In other words the joint distribution of the variables α ij converges to the joint distribution of N 2 independent Gaussian variables as n → ∞. This theorem follows from [17, Thm. 4] , where in fact it is proved that we even have convergence in total variation. We give a detailed proof of Theorem 3.2 here using our set-up, since it gives us the opportunity to introduce some arguments used also in the more involved context of Theorem 1.2.
Due to rotational symmetry the probability in (3.1) equals (when n ≥ N )
where we only consider unit vectors on the form
By the change of variables
We note that the double product in the first line of (3.3) has N 2 factors. Hence, by (2.5), we obtain
Also, by the same argument as in (2.6), we have the pointwise limit lim n→∞ 1≤i<j≤N
It remains to understand for what values of the variables t ij (1 ≤ i < j ≤ N ) the indicator function in (3.3) is non-zero as n → ∞. Since |u 1 | = · · · = |u N | = 1 we have
Let us first consider the case i = 1. By the form of the vectors in (3.2) it is immediate that
Hence φ 1j = α 1j , and thus t 1j = α 1j , for 2 ≤ j ≤ N . We conclude that a necessary condition for the integrand in (3.3) to be non-zero is that c 1j < t 1j ≤ c 1j for 2 ≤ j ≤ N .
In the general case 1 ≤ i < j ≤ N , it follows from (3.2) that
, then there are some indices 1 ≤ i < j ≤ N such that |t ij | > K but |t i j | ≤ K for all 1 ≤ i < j < j and |t i j | ≤ K for all 1 ≤ i < i. Then, by Taylor expansions in (3.8), we get u i · u j = − sin(t ij / √ n) + O(n −1 ), and thus
where the implied constant depends only on K and N . For n sufficiently large (as only depends on K, N ) this implies | α ij | > K − 1 ≥ max(|c ij |, |c ij |), so that the integrand in (3.3) vanishes. Hence we have proved that for n large, we may restrict the domain of integration in (3.3) to [−K, K] ( N 2 ) . But for any (t 12 , . . . , t (N −1)N ) ∈ [−K, K] ( N 2 ) , it follows from (3.6) and Taylor expansions in (3.8) that α ij = t ij + O(n −1/2 ), where the implied constant depends only on K and N . Hence, for any fixed ε > 0 and large enough n, we get an upper (lower) bound for (3.3) by replacing "
). Using also (3.4), (3.5) and the dominated convergence theorem, we conclude:
The proof is now concluded by letting ε → 0.
Convergence of expectation values
We begin this section by fixing some notation concerning the limiting variables in Theorem 1.2. We introduce the Poisson process {N (t), t ≥ 0}, defined on the positive real line with constant intensity 1 2 , and let T 1 , T 2 , T 3 , . . . denote the points of the process ordered in such a way that 0 < T 1 < T 2 < T 3 < . . .. We recall that N (t) denotes the number of points falling in the interval (0, t] and that N (t) is Poisson distributed with expectation value 1 2 t. Furthermore, we let {Φ ij } 1≤i<j<∞ be a family of independent positive Gaussian variables.
Our first approach to trying to prove Theorem 1.2 was to study moments of counting variables of the type discussed in Section 2 (see also [19] ). In particular, for
, and the related random variable on X n defined by
Then M {V j } k j=1 ,{c ij } 1≤i<j≤k (L) equals the number of k-tuples of non-zero pairs of lattice vectors ±m 1 , . . . , ±m k satisfying ±m j ∈ L ∩ B V j and ϕ(m i , m j ) ∈ π 2 − c ij √ n , π 2 . Using a mixture of the methods appearing in this section and [19] it is possible to calculate the limits, as n → ∞, of all moments of M {V j } k j=1 ,{c ij } 1≤i<j≤k (L). Furthermore, these limits can be shown to coincide with the moments of the corresponding counting variable for the limit distribution described in Theorem 1.2. However, for k ≥ 3 it is not clear whether this limiting counting variable is determined by its moments or not. Thus it is also not clear how to find a proof of Theorem 1.2 in this direction.
Our proof of Theorem 1.2, presented in this section and the next, instead follows an approach suggested to us by Svante Janson. For each j ∈ Z ≥2 we let M j denote the set of all j-tuples (n 1 , . . . , n j ) ∈ Z ≥1 j with pairwise distinct entries. 
Proof. Set λ = k+ and fix a bounded Borel measurable function f : (R ≥0 ) λ+( k 2 ) → R with compact support. Given n we define the related function f :
where V n is the volume of the n-dimensional unit ball and ϕ is given by
. Using Rogers' mean value formula (cf. [13, Thm. 4 ] and [19, Sec. 2] for details on the notation and terminology) we find that, for each sufficiently large n,
We will now use the results in [19, Sec. 3] to estimate the size of the sum in the last two lines of (4.2). First we note that all terms coming from (ν, µ)-admissible matrices D having entries d ij ∈ {0, ±1} and exactly one non-zero entry in each column equal zero. This is a consequence of the fact that for such matrices there are repetitions (up to sign) among the arguments in the integrand and thus the indicator function forces the corresponding integrals to be zero.
Let K, M > 0 be such that suppf ⊂ [0, K] λ+( k 2 ) and |f | ≤ M . Then supp f ⊂ (B K ) λ and | f | ≤ M (recall that B K is the closed n-ball of volume K centered at the origin). Let further ρ K be the characteristic function of B K . Then, if the sum over D is restricted to all (ν, µ)-admissible matrices not treated in the previous paragraph, we have
where the implied constant depends on λ, M and K but not on n. Next, changing to spherical coordinates and using the rotational symmetry, we find that
where the vectors u 1 , . . . , u k are given by (3.2) with N = k. We will here take the angles
as new variables of integration. It is clear from (3.2) that if (φ 12 , . . . , φ (k−1)k ) ∈ (0, π) ( k 2 ) then u 1 , . . . , u k are linearly independent unit vectors and in particular −1 < u i · u j < 1 for all 1 ≤ i < j ≤ k; hence (φ 12 , . . . , φ (k−1)k ) → (α 12 , . . . , α (k−1)k ) is a C ∞ map from (0, π) ( k 2 ) into (0, π) ( k 2 ) . This map, which we denote by J, is easily seen to be injective (indeed, φ 12 is uniquely determined from α 12 ; next φ 13 , φ 23 are uniquely determined from φ 12 , α 13 , α 23 ; next φ 14 , φ 24 , φ 34 are uniquely determined from φ 12 , φ 13 , φ 23 , α 14 , α 24 , α 34 , and so on). Note also that ∂α ij ∂φ i j = 0 when j < j , and when j = j and i < i ; thus when properly ordered the Jacobian matrix of J is lower triangular, and we obtain for its determinant:
This is non-zero for all (φ 12 , . . . , φ (k−1)k ) ∈ (0, π) ( k 2 ) . Hence J is in fact a C ∞ diffeomorphism from (0, π) ( k 2 ) onto an open subset Ω ⊂ (0, π) ( k 2 ) , and, letting also s j = V n r n j , 1 ≤ j ≤ λ, it follows that (4.4) equals
Recall that suppf ⊂ [0, K] λ+( k 2 ) . Set p = ( π 2 , . . . , π 2 ) ∈ R ( k 2 ) and note that J(p) = p; hence Ω contains a neighbourhood of p. In particular, for n sufficiently large, we have p + n − 1 2 [−K, K] ( k 2 ) ⊂ Ω, and we thus get, with α ij :=
In this expression we, of course, understand that (φ 12 , . . . , φ (k−1)k ) = J −1 p + n − 1 2 ( α 12 , . . . , α (k−1)k ) when p + n − 1 2 ( α 12 , . . . , α (k−1)k ) ∈ Ω, and we may leave (φ 12 , . . . , φ (k−1)k ) undefined for all other ( α 12 , . . . , α (k−1)k ), since there we anyway have f s 1 , . . . , s λ , | α 12 |, . . . , | α (k−1)k | = 0. As in the discussion below (3.8) we have, for any fixed ( α 12 , . . . , α (k−1)k ),
as n → ∞. Hence, using again the fact that f has compact support, combined with (3.4) and the dominated convergence theorem, we conclude that E (n 1 ,...,n λ )∈M λ f V n 1 , . . . , V n λ , ϕ n 1 n 2 , . . . , ϕ n k−1 n k (4.5)
Finally, we show that the right hand side of (4.1) actually equals the right hand side of (4.5). We have
Now, since f in fact belongs to L 1 (R ≥0 ) λ+( k 2 ) , it is clear that the function F defined by (4.7) belongs to L 1 (R ≥0 ) λ . Hence, by Campbell's Theorem (cf. Lemma 4.2 below), the expectation value in (4.6) (i.e. the right hand side of (4.1)) equals the right hand side of (4.5). This concludes the proof of the theorem.
As we are not aware of a reference giving the precise version of Campbell's Theorem needed above, we state it here as a lemma.
Remark 4.3. It follows from Campbell's Theorem [5, p. 28 ] (cf. also [19, eq. (9) ]) that the identity (4.8) holds for any f ∈ L 1 (R ≥0 ) k which can be factorized as f (x 1 , . . . , x k ) = k j=1 f j (x j ) with some functions f j ∈ L 1 (R ≥0 ). Proof of Lemma 4.2. By basic measure theory it is sufficient to prove (4.8) for characteristic functions f = χ A with A ⊂ (R ≥0 ) k a measurable set of finite measure. However, this follows from Remark 4.3 using standard techniques in the theory of product measures, as in the proof of [16, Thm. 8.6 ].
Proof of Theorem 1.2
We begin this section with a lemma dealing with the probability of repetitions in the sequence {V j } ∞ j=1 .
Proof. For n = 1 the result holds trivially. For every given n ≥ 2 we have
Since there are only countably many possible pairs (m 1 , m 2 ) it suffices to prove that each term in the last sum vanishes. By the explicit formula for the Haar measure on SL(n, R) in terms of the matrix entries (cf. [20, p. 7 , Ex. 3 and p. 23, Ex. 23]), we see that it is enough to prove that, for any m 1 ,
where λ n is the Lebesgue measure on Mat n,n (R) ∼ = R n 2 . However, this follows since M → m 1 M 2 − m 2 M 2 is a non-zero homogeneous quadratic polynomial in the coefficients of M .
It follows from e.g. [1, Thm. 5.3 ] that Theorem 1.2 can be stated in the following equivalent form:
Proof of Theorem 5.2. Let us fix f ∈ C (R ≥0 ) N +( N 2 ) with compact support. Note that without loss of generality we can assume that f is non-negative. We further note that the identity f V 1 , . . . , V N , ϕ 12 , . . . , ϕ (N −1)N = (n 1 ,...,n N )∈M N f V n 1 , . . . , V n N , ϕ n 1 n 2 , . . . , ϕ n N −1 n N (5.1)
holds for all L ∈ Z n , where
We recall from Lemma 5.1 that µ n (Z n ) = 1 for n ≥ 1.
Since the sum in (5.1) is not of the form in Theorem 4.1 we approximate it by combinations of sums that we can handle. In particular we introduce, for each ≥ 0, the random variables
(The sum in the definition of R n (L) is finite with probability 1, since f has compact support. Thus R n (L) is well-defined.) We also introduce the corresponding random variables expressed in terms of the expected limit variables; that is, for ≥ 0, we let
We note that it follows from Using N n (L, x) we can rewrite R n (L) for all L ∈ Z n as
It follows that for L ∈ Z n we also have the identity S n (L) = (n 1 ,...,n N )∈M N f V n 1 , . . . , V n N , ϕ n 1 n 2 , . . . , ϕ n N −1 n N (5.3)
Using N ∞ (x) we also get similar expressions for R ∞ and S ∞ .
By elementary properties of Pascal's triangle we have, for m, ≥ 0:
From this and the relations (5.1) and (5.3) we find that for even , To conclude the proof we determine the limit of E S ∞ as → ∞. We note that (5.3) holds almost surely when n is replaced by ∞. As a consequence, using that f has compact support, we find that S ∞ → (n 1 ,...,n N )∈M N f T n 1 , . . . , T n N , Φ n 1 n 2 , . . . , Φ n N −1 n N × I T n 1 < . . . < T n N and N ∞ (T n N ) = N (5.6) = f T 1 , . . . , T N , Φ 12 , . . . , Φ (N −1)N almost surely as → ∞. Since f is a compactly supported continuous function there exist positive constants K 1 and K 2 such that |f | ≤ K 1 and suppf ⊂ x ∈ (R ≥0 ) N +( N 2 ) |x| ≤ K 2 . Hence, using (5.3) and the binomial theorem, we find that for each , we have almost surely |S ∞ | ≤ K 1 (n 1 ,...,n N )∈M N I T n 1 < . . . < T n N ≤ K 2 2 N∞(Tn N )−N (5.7) ≤ K 1 · N ∞ (K 2 ) N · 2 N∞(K 2 ) 3 N∞(K 2 ) (where the implied constant depends only on K 1 and N ). Using that N ∞ (K 2 ) is Poisson distributed with mean 1 2 K 2 we furthermore find that Finally, it follows from (5.4), (5.5) and (5.9 ) that E f V 1 , . . . , V N , ϕ 12 , . . . , ϕ (N −1)N → E f T 1 , . . . , T N , Φ 12 , . . . , Φ (N −1)N as n → ∞, which is the desired result.
Application to successive minima
For L ∈ X n the i:th successive minimum of L, 1 ≤ i ≤ n, is defined by λ i (L) := min λ ∈ R ≥0 | L contains i linearly independent vectors of length ≤ λ .
Equipped with Proposition 1.1 we are able to describe the behavior of successive minima of random lattices in large dimensions. Theorem 6.1. Let N ∈ Z ≥1 . Then Prob µn L ∈ X n λ i (L) = |v i |, 1 ≤ i ≤ N → 1 as n → ∞.
Proof. We claim that given N ∈ Z ≥1 there exists an ε > 0 such that for all vectors w 1 , . . . , w N ∈ R n \ {0} (n ≥ N ) satifying ϕ(w i , w j ) > π 2 − ε for all i = j, we have dim(Span{w 1 , . . . , w N }) = N . Indeed, given w 1 , . . . , w N ∈ R n \{0}, we can without loss of generality assume that |w 1 | = . . . = |w N | = 1. Recall that the Gram matrix G of the vectors w 1 , . . . , w N is given by G = (g ij ) 1≤i,j≤N = (w i · w j ) 1≤i,j≤N . We have g 11 = . . . = g N N = 1 and |g ij | < sin ε < ε for all i = j. Hence it is clear that, for ε small enough, the matrix G has a non-zero determinant. It follows that w 1 , . . . , w N are linearly independent, which proves our claim. Finally, this observation together with Proposition 1.1 gives the desired result. Corollary 6.2. For any fixed N ∈ Z ≥1 , the N -dimensional random vector V n λ 1 (·) n , . . . , V n λ N (·) n converges in distribution to the distribution of the first N points of a Poisson process on the positive real line with intensity 1 2 as n → ∞.
