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行動選択確率 (s; a) は softmax 選択法を適用し，式 (2) に
よって与えられる。
(s; a) =
exp(Q(s; a)  g(c))P






2c (a = ao)
1 (otherwise)
(3)
g(c)に関して，協調度が 0.5の時は g(0:5) = 1となり，通常の
行動選択となる．一方，協調度が 0.5 より大きい時は g(c) > 1
となり協調が促進され，0.5 より小さい時は g(c) < 1 となり協
調が抑制される．そのため g(c)は cの 2倍の値と設定する．
3 計算機シミュレーション
10× 10の格子状フィールドを用意し，2体のエージェントと
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