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We consider testing the equality of two high-dimensional covari-
ance matrices by carrying out a multi-level thresholding procedure,
which is designed to detect sparse and faint differences between the
covariances. A novel U -statistic composition is developed to estab-
lish the asymptotic distribution of the thresholding statistics in con-
junction with the matrix blocking and the coupling techniques. We
propose a multi-thresholding test that is shown to be powerful in de-
tecting sparse and weak differences between two covariance matrices.
The test is shown to have attractive detection boundary and to at-
tain the optimal minimax rate in the signal strength under different
regimes of high dimensionality and the sparsity of the signal. Simula-
tion studies are conducted to demonstrate the utility of the proposed
test.
1. Introduction. Understanding the dependence among data compo-
nents is an important goal in high-dimensional data analysis as different de-
pendence structures lead to different inference procedures, for instance in the
Hotelling’s test for the mean (Hotelling, 1931) and Fisher’s linear discrimi-
nant analysis, the pooled covariance estimate is used under the assumption
of the same covariance matrix between the two samples. For high dimen-
sional data, the covariance matrices are utilized in the form of its inverse to
enhance the signal strength in the innovated Higher Criticism test for high
dimensional means (Hall and Jin, 2010) and in Gaussian graphical models
(Liu, 2013; Ren et al., 2015). In genetic studies, covariances are widely used
to understand the interactions among genes, to study functionally related
genes (Yi et al., 2007), and to construct and compare co-expression genetic
networks (de la Fuente, 2010).
As a multivariate statistical procedure is likely constructed based on a
specific dependence structure of the data, testing for the equality of two
covariance matrices Σ1 and Σ2 from two populations has been an endur-
ing task. John (1971), Gupta and Giri (1973), Nagao (1973) and Perlman
(1980) presented studies under the conventional fixed dimensional setting;
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see Anderson (2003) for a comprehensive review. The modern high-dimensional
data have generated a renewed interest under the so-called “large p, small
n” paradigm. For Gaussian data with the dimension p and the sample size n
being the same order, Schott (2007) and Srivastava and Yanagihara (2010)
proposed two sample tests based on the distance measure ‖Σ1 − Σ2‖2F ,
the squared Frobenius matrix norm between the two covariances. Bai et al.
(2009) considered a corrected likelihood ratio test via the large dimensional
random matrix theory. For nonparametric settings without explicitly re-
stricting p and the sample sizes, Li and Chen (2012) proposed an ℓ2-test
based on a linear combination of U -statistics which is an unbiased estimator
of ‖Σ1 −Σ2‖2F . Qiu and Chen (2012) studied an ℓ2-test for the bandedness
of a covariance. Cai et al. (2013) proposed a test based on the maximal stan-
dardized differences (an ℓmax-type formulation) between the entries of two
sample covariance matrices. Chang et al. (2017) constructed a simulation
based approach to approximate the distribution of the maximal statistics.
Studies have shown that the ℓ2-tests are powerful for detecting dense and
weak differences in the covariances, while the ℓmax-formulation is powerful
against sparse and strong signal settings.
Detecting rare and faint signals has attracted much attention in high-
dimensional statistical inference. The studies have been largely concentrated
for the mean problems (Fan, 1996; Donoho and Jin, 2004; Delaigle et al.,
2011; Zhong et al., 2013; Qiu et al., 2018), while studies for covariance ma-
trices are much less. Arias-Castro et al. (2012) investigated near optimal
testing rules for detecting nonzero correlations in a one sample setting for
Gaussian data with clustered nonzero signals.
The aim of this paper is on enhancing the power performance in testing
differences between two covariances when the differences are both sparse
and faint, which is the most challenging setting for signal detection and
brings about the issue of optimal detection boundary for covariance matri-
ces. We introduce thresholding on the ℓ2-formulation of Li and Chen (2012)
to remove those non-signal bearing entries of the covariances, which re-
duces the overall noise (variance) level of the test statistic and increases
the signal to noise ratio for the testing problem. The formulation may be
viewed as a parallel development to the thresholding method for detect-
ing differences in the means, for instance the Higher Criticism (HC) test
of Donoho and Jin (2004); Hall and Jin (2010) and Delaigle et al. (2011),
and the ℓ2-thresholding formulation in Fan (1996), Zhong et al. (2013) and
Qiu et al. (2018). However, comparing with the studies on the thresholding
tests for the means, there is few work on the thresholding tests for covari-
ance matrices beyond a discussion in Donoho and Jin (2015), largely due
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to a difficulty in treating the dependence among the entries of the sample
covariance matrices.
To overcome the theoretical difficulty, we adopt a matrix version of the
blocking method to partition the matrix entries to big square blocks sepa-
rated by small rectangular blocks. The coupling technique is used to con-
struct an equivalent U-statistic to the thresholding test statistic based on
the covariance matrix block partition. The equivalent U-statistic formulation
allows establishing the martingale central limit theorem (Hall and Heyde,
1980) for the asymptotic distribution of the test statistic. A multi-thresholding
test procedure is proposed to make the test adaptive to the unknown signal
strength and sparsity. Under the setting of rare and faint differences between
the two covariances, the power of the proposed test is studied and its detec-
tion boundary is derived, which shows the benefits of the multi-thresholding
over existing two sample covariance tests.
The paper is organized as follows. We introduce the setting of the co-
variance testing in Section 2. The thresholding statistic and the multi-level
thresholding test are proposed in Sections 3 and 4, with its power and detec-
tion boundary established in Section 5. Simulation studies and discussions
are presented in Sections 6 and 7, respectively. Proofs and a real data anal-
ysis are relegated to the appendix and the supplementary material (SM).
2. Preliminary. Suppose that there are two independent samples of
p-dimensional random vectors X1, . . . ,Xn1
i.i.d.∼ F1 and Y1, . . . ,Yn2 i.i.d.∼
F2 drawn from two distributions F1 and F2, respectively, where Xk =
(Xk1, . . . ,Xkp)
T, Yk = (Yk1, . . . , Ykp)
T, n1 and n2 are the sample sizes,
and “i.i.d.” stands for “independent and identically distributed”. Let µ1 =
(µ11, . . . , µ1p)
T and µ2 = (µ21, . . . , µ2p)
T be the means of F1 and F2, and
Σ1 = (σij1)p×p and Σ2 = (σij2)p×p be the covariance matrices of F1 and F2,
respectively. Let Ψ1 = (ρij1)p×p and Ψ2 = (ρij2)p×p be the corresponding
correlation matrices. We consider testing
(2.1) H0 : Σ1 = Σ2 vs. Ha : Σ1 6= Σ2
under a high-dimensional setting where p≫ n1, n2.
Let ∆ = Σ1 − Σ2 = (δij) where δij = σij1 − σij2 are component-wise
differences between Σ1 and Σ2, q = p(p + 1)/2 be the number of distinct
parameters and n = n1n2/(n1+n2) be the effective sample size in the testing
problem.
While hypothesis (2.1) offers all possible alternatives against the equal-
ity of the two covariances, we consider in this study a subset of the alter-
natives that constitutes the most challenging setting with the number of
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non-zero δij being rare and the magnitude of the non-zero δij being faint;
see Donoho and Jin (2004) and Hall and Jin (2010) for similar settings in
the context for testing means. Let ma denote the number of nonzero δij for
i ≤ j. We assume a sparse setting such that ma = ⌊q(1−β)⌋ for a β ∈ (1/2, 1),
where β is the sparsity parameter and ⌊·⌋ is the integer truncation function.
We note that β ∈ (0, 1/2] is the dense case under which the testing is easier.
The faintness of signals is characterized by
(2.2) δij =
√
2r0,ij log(q)/n =
√
4r0,ij log(p)/n{1 + o(1)} if δij 6= 0
for r0,ij > 0. As shown in Theorem 3,
√
log(p)/n in (2.2) is the minimum
rate for successful signal detection under the sparse setting. Specifically, our
analysis focuses on a special case of (2.1) such that
H0 : δij = 0 for all 1 ≤ i ≤ j ≤ p vs.
Ha : ma = ⌊q(1−β)⌋ nonzero δij with strength specified in (2.2).
(2.3)
Here, the signal strength r0,ij together with β ∈ (1/2, 1) constitutes the
rare and faint signal setting, which has been used to evaluate tests on
means and regression coefficients (Donoho and Jin, 2004; Hall and Jin, 2010;
Zhong et al., 2013; Qiu et al., 2018). Our proposed test is designed to achieve
high power under Ha of (2.3) that offers the most challenging setting for de-
tecting unequal covariances, as shown in Theorem 3.
Hypotheses (2.3) are composite null versus composite alternative. Under
the null, although the two covariances are the same, they can take different
values; and under the alternative no prior distribution is assumed on the
location of the nonzero δij . This is different from the simple null versus
simple alternative setting of Donoho and Jin (2004). The derivation of the
optimal detection boundary for such composite hypotheses is more difficult
as shown in the later analysis.
Let {πℓ,p}p!ℓ=1 denote all possible permutations of {1, . . . , p} and Xk(πℓ,p)
and Yk(πℓ,p) be the reordering of Xk and Yk corresponding to a permuta-
tion πℓ,p. We assume that there is a permutation πℓ∗,p such that Xk(πℓ∗,p)
and Yk(πℓ∗,p) are weakly dependent, defined via the β-mixing (Bradley,
2005). As the proposed statistic in (3.1) is of the ℓ2-type and is invariant to
permutations of Xk and Yk, there is no need to know πℓ∗,p.
Let {Xk} = {Xk(πℓ∗,p)} and {Yk} = {Yk(πℓ∗,p)} to simplify notation.
Let Fmbma (Xk) = σ{Xkj : ma ≤ j ≤ mb} and Fmbma (Yk) = σ{Ykj : ma ≤ j ≤
mb} be the σ-fields generated by {Xk} and {Yk} for 1 ≤ ma ≤ mb ≤ p.
The β-mixing coefficients are ζx,p(h) = sup1≤m≤p−h ζ{Fm1 (Xk),Fpm+h(Xk)}
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and ζy,p(h) = sup1≤m≤p−h ζ{Fm1 (Yk),Fpm+h(Yk)} (Bradley, 2005), where
for two σ-fields A and B,
ζ(A,B) = 1
2
sup
u1∑
l1=1
u2∑
l2=1
∣∣P (Al1 ∩Bl2)− P (Al1)P (Bl2)∣∣.
Here, the supremum is taken over all finite partitions {Al1 ∈ A}u1l1=1 and{Bl2 ∈ B}u2l2=1 of the sample space, and u1, u2 ∈ Z+, the set of positive
integers.
Let X¯ =
∑n1
k=1Xk/n1 and Y¯ =
∑n2
k=1Yk/n2 be the two sample means
where X¯ = (X¯1, . . . , X¯p)
T and Y¯ = (Y¯1, . . . , Y¯p)
T. Let
Σ̂1 = (σˆij1) =
1
n1
n1∑
k=1
(Xk − X¯)(Xk − X¯)T and
Σ̂2 = (σˆij2) =
1
n2
n2∑
k=1
(Yk − Y¯)(Yk − Y¯)T,
and κ = limn1,n2→∞ n1/(n1+n2). Moreover, let θij1 = var{(Xki−µ1i)(Xkj−
µ1j)}, θij2 = var{(Yki − µ2i)(Ykj − µ2j)}; ρ(1)ij,lm = Cor{(Xki − µ1i)(Xkj −
µ1j), (Xkl−µ1l)(Xkm−µ1m)}, and ρ(2)ij,lm = Cor{(Yki−µ2i)(Ykj−µ2j), (Ykl−
µ2l)(Ykm − µ2m)}. Both θij1 and θij2 can be estimated by
θˆij1 =
1
n1
n1∑
k=1
{(Xki − X¯i)(Xkj − X¯j)− σˆij1}2 and
θˆij2 =
1
n2
n2∑
k=1
{(Yki − Y¯i)(Ykj − Y¯j)− σˆij2}2.
As θˆij1/n1 + θˆij2/n2 is ratioly consistent to the variance of σˆij1 − σˆij2, we
define a standardized difference between σˆij1 and σˆij2 as
Mij = F
2
ij for Fij =
σˆij1 − σˆij2
(θˆij1/n1 + θˆij2/n2)1/2
, 1 ≤ i ≤ j ≤ p.
Cai et al. (2013) proposed a maximum statistic Mn = max1≤i≤j≤pMij
that targets at the largest signal between Σ1 and Σ2. Li and Chen (2012)
proposed an ℓ2-test that aims at ‖Σ1−Σ2‖2F . Donoho and Jin (2015) briefly
discussed the possibility of applying the Higher Criticism (HC) statistic for
testing H0 : Σ = Ip with Gaussian data.
We are to propose a test by carrying out multi-level thresholding on {Mij}
to filter out potential signals via an ℓ2-formulation, and show that such
thresholding leads to a more powerful test than both the maximum test and
the ℓ2-type tests when the signals are rare and faint.
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3. Thresholding statistics for covariance matrices. By the mod-
erate deviation result in Lemma 2 in the SM, under Assumptions 1A (or
1B), 2, 3 and H0 of (2.1), P
{
max1≤i≤j≤pMij > 4 log(p)
}→ 0 as n, p→∞.
This implies that a threshold level of 4 log(p) is asymptotically too large un-
der the null hypothesis, and suggests a smaller threshold λp(s) = 4s log(p)
for a thresholding parameter s ∈ (0, 1). This leads to a thresholding statistic
(3.1) Tn(s) =
∑
1≤i≤j≤p
MijI{Mij > λp(s)},
where I(·) denotes the indicator function.
Statistic Tn(s) removes those small standardized differences Mij between
Σ̂1 and Σ̂2. Compared with the ℓ2-statistic of Li and Chen (2012), Tn(s)
keeps only large Mij after filtering out the potentially insignificant ones. By
removing those smaller Mij’s, the variance of Tn(s) is much reduced from
that of Li and Chen (2012) which translates to a larger power as shown in
the next section. Compared to the ℓmax-test of Cai et al. (2013) whose power
is determined by the maximum of Mij , the thresholding statistic not only
uses the largest Mij, but also all relatively large entries. This enhances the
ability in detecting weak signals as reflected in the power and the detection
boundary in Section 5.
Let C be a positive constant whose value may change in the context.
For two real sequences {an} and {bn}, an ∼ bn means that there are two
positive constants c1 and c2 such that c1 ≤ an/bn ≤ c2 for all n. We make
the following assumptions in our analysis.
Assumption 1A. As n→∞, p→∞, log p ∼ n̟ for a ̟ ∈ (0, 1/5).
Assumption 1B. As n→∞, p→∞, n ∼ pξ for a ξ ∈ (0, 2).
Assumption 2. There exists a positive constant τ such that
τ < min1≤i≤p{σii1, σii2} ≤ max1≤i≤p{σii1, σii2} < τ−1 and(3.2)
mini,j{θij1/(σii1σjj1), θij2/(σii2σjj2)} > τ.(3.3)
Assumption 3. There exist positive constants η and C such that for all
|t| < η,
E[exp{t(Xki−µ1i)2}] ≤ C and E[exp{t(Yki−µ2i)2}] ≤ C for i = 1, . . . , p.
Assumption 4. There exists a small positive constant ρ0 such that
(3.4) max{|ρij1|, |ρij2|} < 1− ρ0 for any i 6= j,
and max{|ρ(1)ij,lm|, |ρ(2)ij,lm|} < 1− ρ0 for any (i, j) 6= (l,m).
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Assumption 5. There is a permutation (πℓ∗,p) of the data sequences
{Xkj}pj=1 and {Ykj}pj=1 such that the permuted sequences are β-mixing with
the mixing coefficients satisfying max{ζx,p(h), ζy,p(h)} ≤ Cγh for a constant
γ ∈ (0, 1), any p ∈ Z+ and positive integer h ≤ p− 1.
Assumptions 1A and 1B specify the exponential and polynomial growth
rates of p relative to n, respectively. Assumption 2 prescribes that θij1 and
θij2 are bounded away from zero to ensure the denominators of Mij being
bounded away from zero with probability approaching 1. Assumption 3 as-
sumes the distributions of Xki and Yki are sub-Gaussian. Sub-Gaussianity is
commonly assumed in high-dimensional literature (Bickel and Levina, 2008a;
Cai et al., 2013; Xue et al., 2012). Assumption 4 regulates the correlations
among variables in Xk and Yk, and subsequently the correlations among
{Fij} where Mij = F 2ij .
The β-mixing Assumption 5 is made for the unknown variable permuta-
tion πℓ∗,p. Similar mixing conditions for the column-wise dependence were
made in Delaigle et al. (2011) and Zhong et al. (2013) for thresholding tests
of means. If {Xkj}pj=1 and {Ykj}pj=1 are both Markov chains (the vector se-
quence under the variable permutation), Theorem 3.3 in Bradley (2005) pro-
vides conditions for the processes being β-mixing. If {Xkj}pj=1 and {Ykj}pj=1
are linear processes with i.i.d. innovation processes {ǫx,kj}pj=1 and {ǫy,kj}pj=1,
which include the ARMA processes as the special case, then they are β-
mixing provided the innovation processes are absolutely continuous (Mokkadem,
1988). The latter is particularly weak. Under the Gaussian distribution, any
covariance that matches to the covariance of an ARMA process up to a
permutation will be β-mixing. Furthermore, normally distributed data with
banded covariance or block diagonal covariance after certain variable permu-
tation also satisfy this assumption. The β-mixing coefficients are assumed
to decay at an exponential rate in Assumption 5 to simplify proofs, while
arithmetic rates can be entertained at the expense of more technical details.
There are implications of the β-mixing on σij1 and σij2 due to Davydov’s
inequality, which potentially restricts the signal level δij =
√
2r0,ij log(q)/n.
However, as the β-mixing is assumed for the unknown permutation πℓ∗,p,
which is likely not the ordering of the observed data, the restriction would
be minimal. In the unlikely event that the observed order of the data matches
that under πℓ∗,p, the β-mixing would imply that the signals would appear
near the main diagonal of Σ1 and Σ2. However, as the power of the test
is determined by the detectable signal strength at or larger than the order√
log(q)/n, the effect of the β-mixing on the alternative hypothesis and the
power is limited as long as there exists a portion of differences with the
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standardized strength above the detection boundary ρ∗(β, ξ) established in
Propositions 3 and 4.
Let µTn,0(s) and σ
2
Tn,0
(s) be the mean and variance of the thresholding
statistic Tn(s), respectively, under H0. Let φ(·) and Φ¯(·) be the density and
survival functions of N(0, 1), respectively. Recall that q = p(p + 1)/2. The
following proposition provides expansions of µTn,0(s) and σ
2
Tn,0
(s).
Proposition 1. Under Assumptions 1A or 1B and Assumptions 2-5,
we have µTn,0(s) = µ˜Tn,0(s){1 +O(λ3/2p (s)n−1/2)} where
µ˜Tn,0(s) = q{2λ1/2p (s)φ(λ1/2p (s)) + 2Φ¯(λ1/2p (s))}.
In addition, under either (i) Assumption 1A with s > 1/2 or (ii) Assumption
1B with s > 1/2 − ξ/4, σ2Tn,0(s) = σ˜2Tn,0(s){1 + o(1)}, where σ˜2Tn,0(s) =
q[2{λ3/2p (s) + 3λ1/2p (s)}φ(λ1/2p (s)) + 6Φ¯(λ1/2p (s))].
From Proposition 1, we see that the main orders µ˜Tn,0(s) and σ˜
2
Tn,0
(s) of
µTn,0(s) and σ
2
Tn,0
(s) are known and are solely determined by p and s, and
hence can be readily used to estimate the mean and variance of Tn(s). The
smaller order term λ
3/2
p (s)n−1/2 in µTn,0(s) is useful in analyzing the perfor-
mance of the thresholding test as in (4.2) later. Compared to the variance of
the thresholding statistic on the means (Zhong et al., 2013), the exact main
order σ˜2Tn,0(s) of σ
2
Tn,0
(s) requires a minimum bound on the threshold levels,
which is due to the more complex dependence among {MijI(Mij > λp(s))}.
More discussion regarding this is provided after Theorem 1.
Next, we derive the asymptotic distribution of Tn(s) at a given s. The
testing for the covariances involves a more complex dependency structure
than those in time series and spatial data. In particular, although the data
vector is β-mixing under a permutation, the vectorization of (Mij)p×p is not
necessarily a mixing sequence, as the sample covariances in the same row
or column are dependent since they share common segments of data. As a
result, the conventional blocking plus the coupling approach (Berbee, 1979)
for mixing series is insufficient to establish the asymptotic distribution of
Tn(s).
To tackle the challenge, we first use a combination of the matrix blocking,
as illustrated in Figure 4 in Appendix, and the coupling method. Due to the
circular dependence of the sample covariances, this only produces indepen-
dence among the big matrix blocks with none overlapping indices, and those
matrix blocks that share common indices are still dependent. To respect this
reality, we introduce a novel U-statistic representation (A.6), which allows
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the use of the martingale central limit theorem on the U-statistic represen-
tation to attain the asymptotic normality of Tn(s).
Theorem 1. Suppose Assumptions 2-5 are satisfied. Then, under the
H0 of (2.1), and either (i) Assumption 1A with s > 1/2 or (ii) Assumption
1B with s > 1/2− ξ/4, we have
σ−1Tn,0(s){Tn(s)− µTn,0(s)}
d→ N(0, 1) as n, p→∞.
As the dependence between Mi1j1I{Mi1j1 > λp(s)} and Mi2j2I{Mi2j2 >
λp(s)} decreases as the threshold level s increases, the restriction on s in
Theorem 1 is to control the dependence among the thresholded sample co-
variances in Tn(s). Under Assumption 1B that prescribes the polynomial
growth of p, the minimum threshold level that guarantees the Gaussian
limit of Tn(s) can be chosen as close to 0 as ξ approaches 2. Compared to
the thresholding statistic on the means (Zhong et al., 2013), the threshold-
ing on the covariance matrices requires a larger threshold level in order to
control the dependence among entries of the sample covariances.
4. Multi-Thresholding test. To formulate the multi-thresholding test,
we need to first construct a single level thresholding test based on Theorem
1. From Proposition 1, we note that σ˜2Tn,0(s)/σ
2
Tn,0
(s) → 1. Let µˆTn,0(s) be
an estimate of µTn,0(s) that satisfies
(4.1) µˆTn,0(s)− µTn,0(s) = op{σ˜Tn,0(s)}.
By Slutsky’s theorem, under (4.1), the conclusion of Theorem 1 is still valid
if µTn,0(s) and σ
2
Tn,0
(s) are replaced by µˆTn,0(s) and σ˜
2
Tn,0
(s), respectively. A
natural choice of µˆTn,0(s) is the main order term µ˜Tn,0(s) given in Proposition
1. According to the expansion of µTn,0(s),
(4.2)
µTn,0(s)− µ˜Tn,0(s)
σ˜Tn,0(s)
= Op{λ5/4p (s)p1−sn−1/2},
which converges to zero under Assumption 1B and s > 1 − ξ/2. Therefore,
we reject the null hypothesis of (2.1) if
(4.3) Tn(s) > µ˜Tn,0(s) + zασ˜Tn,0(s),
where zα is the upper α quantile of N(0, 1). We would call (4.3) the single
level thresholding test, since it is based on a single s.
It is noted that Condition (4.1) is to simplify the analysis on the thresh-
olding statistic. When estimators satisfying (4.1) are not available, we may
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choose µˆTn,0(s) = µ˜Tn,0(s) while the lower threshold bound has to be chosen
as 1− ξ/2 to make (4.2) converge to 0. More accurate estimator of µTn,0(s)
can be constructed by establishing expansions for µTn,0(s) and then correct-
ing for the bias empirically. Delaigle et al. (2011) found that more precise
moderate deviation results can be derived for the bootstrap calibrated t-
statistics, which provides more accurate estimator for the mean.
Existing works (Donoho and Jin, 2004; Delaigle et al., 2011) have shown
that for detecting rare and faint signals in means, a single level thresholding
cannot make the testing procedure adaptive to the unknown signal strength
and sparsity. However, utilizing many thresholding levels can capture the un-
derlying sparse and faint signals. This is the path we take for the covariance
testing problem.
Let Tn(s) = σ˜−1Tn,0(s){Tn(s) − µˆTn,0(s)} be the standardization of Tn(s).
We construct a multi-level thresholding statistic by maximizing Tn(s) over a
range of thresholds. This is in the same spirit of the HC test of Donoho and Jin
(2004) and the multi-thresholding test of Zhong et al. (2013) for the means.
Define the multi-level thresholding statistic
(4.4) Vn(s0) = sup
s∈S(s0)
Tn(s),
where S(s0) = (s0, 1 − η] for a lower bound s0 and an arbitrarily small
positive constant η. From Theorem 1, a choice of s0 is either 1/2 or 1/2−ξ/4
depending on p having the exponential or polynomial growth. Define
(4.5) Sn(s0) = {sij : sij =Mij/(4 log(p)) and s0 < sij ≤ (1− η)}.
Since both µˆTn,0(s) and σ˜Tn,0(s) are monotone decreasing, Vn(s0) can be
attained on Sn(s0) such that
(4.6) Vn(s0) = sup
s∈Sn(s0)
Tn(s).
This reduces the computation to finite number of threshold levels. The
asymptotic distribution of Vn(s0) is given in the following theorem.
Theorem 2. Suppose conditions of Theorem 1 and (4.1) hold, under
H0 of (2.1),
P{a(log(p))Vn(s0)− b(log(p), s0, η) ≤ x} → exp(−e−x),
where a(y) = (2 log(y))1/2 and b(y, s0, η) = 2 log(y)+2
−1 log log(y)−2−1 log(π)
+ log(1− s0 − η).
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This leads to an asymptotic α-level multi-thresholding test (MTT) that
rejects H0 if
(4.7) Vn(s0) > {qα + b(log(p), s0, η)}/a(log(p)),
where qα is the upper α quantile of the Gumbel distribution. The test is
adaptive to the unknown signal strength and sparsity as revealed in the
next section. However, the convergence of Vn(s0) can be slow, which may
cause certain degree of size distortion. To speed up the convergence, we
will present a parametric bootstrap procedure with estimated covariances
to approximate the null distribution of Vn(s0) in Section 6.
5. Power and detection boundary. We evaluate the power perfor-
mance of the proposed thresholding test (4.7) under the alternative hypoth-
esis (2.3) by deriving its detection boundary, and demonstrate its superiority
over the ℓ2-type and ℓmax-type tests.
A detection boundary is a phase transition diagram in terms of the signal
strength and sparsity parameters (r, β). We first outline the notion in the
context of testing for high dimensional means. Donoho and Jin (2004) con-
sidered testing hypotheses for means from p independentN(µj , 1)-distributed
data for
(5.1) H
(m)
0 : µj = 0 for all j vs. H
(m)
a : µ1, . . . , µp
i.i.d.∼ (1− ǫ)ν0 + ǫνµa
where ǫ = p−β, µa =
√
2r log(p), β ∈ (0, 1) and r ∈ (0, 1), ν0 and νµa
denote the point mass distributions at 0 and µa, respectively. The high
dimensionality is reflected by p→∞. Let
(5.2) ρ(β) =
{
max{0, β − 1/2} if 0 < β ≤ 3/4,
(1−√1− β)2 if 3/4 < β < 1.
Ingster (1997) showed that r = ρ(β) is the optimal detection boundary for
hypotheses (5.1) under the Gaussian distributed data setting of Donoho and Jin
(2004), in the sense that (i) for any test of hypothesis (5.1),
(5.3)
P (Reject H
(m)
0 |H(m)0 ) + P (Not reject H(m)0 |H(m)a )→ 1 if r < ρ(β);
and (ii) there exists a test such that
(5.4) P (Reject H
(m)
0 |H(m)0 ) + P (Not reject H(m)0 |H(m)a )→ 0 if r > ρ(β),
as n, p → ∞. Donoho and Jin (2004) showed that the HC test attains this
detection boundary, and thus is optimal. They also derived phase transi-
tion diagrams for non-Gaussian data. See Zhong et al. (2013) and Qiu et al.
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(2018) in other constructions for testing means and regression coefficients
that also have r = ρ(β) as the detection boundary which is not necessarily
optimal under nonparametric data distributions.
Define the standardized signal strength
(5.5) rij = r0,ij/{(1 − κ)θij1 + κθij2} for σij1 6= σij2,
by recognizing that the denominator is the main order term of the variance
of
√
n(σˆij1 − σˆij2). Under Gaussian distributions, θij1 = σii1σjj1 + σ2ij1 and
θij2 = σii2σjj2 + σ
2
ij2. Under the alternative hypothesis in (2.3), since the
difference between σij1 and σij2 is at most at the order
√
log(p)/n, we have
rij = r0,ij/(σii1σjj1 + σ
2
ij1){1 +O(
√
log(p)/n)}.
Define the maximal and minimal standardized signal strength
(5.6) r¯ = max
(i,j):σij1 6=σij2
rij and
¯
r = min
(i,j):σij1 6=σij2
rij .
Let
C(β, r¯,
¯
r) =
{
(Σ1,Σ2) : under Ha of (2.3) such that ma = ⌊q1−β⌋, maximal
and minimal standardized signal strength are r¯ and
¯
r,
respectively, and satisfy Assumptions 2, 4 and 5
}
be the class of covariance matrices with sparse and weak differences. For any
(Σ1,Σ2) ∈ C(β, r¯,
¯
r), let µTn,1(s) and σ
2
Tn,1
(s) be the mean and variance of
Tn(s) under Ha in (2.3), and let
Powern(Σ1,Σ2) = P
[Vn(s0) > {qα + b(log(p), s0, η)}/a(log(p))|Σ1,Σ2]
be the power of the MTT in (4.7). Put SNR(s) =
µTn,1(s)−µTn,0(s)
σTn,1(s)
be the
signal to noise ratio under Ha in (2.3). Note that
Vn(s0) = max
s∈S(s0)
σTn,1(s)
σ˜Tn,0(s)
{
Tn(s)− µTn,1(s)
σTn,1(s)
− µˆTn,0(s)− µTn,0(s)
σTn,1(s)
+SNR(s)
}
.
Thus, the power of the MTT is critically determined by SNR(s).
The next proposition gives the mean and variance of Tn(s) under Ha of
(2.3) with the same standardized signal strength r∗, corresponding to the
cases that rij =
¯
r for all σij1 6= σij2 (r∗ =
¯
r) and rij = r¯ for all σij1 6= σij2
(r∗ = r¯). Let Lp be a multi-log(p) term which may change in context.
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Proposition 2. Under Assumptions 1A or 1B, 2-5 and Ha in (2.3)
with rij = r
∗ for all σij1 6= σij2, µTn,1(s) = µTn,0(s) + µTn,a(s), where
µTn,a(s) = Lpq
(1−β)
I(s < r∗) + Lpq(1−β)p−2(
√
s−√r∗)2
I(s > r∗).
In addition, under either (i) Assumption 1A with s > 1/2 or (ii) As-
sumption 1B with s > 1/2 − ξ/4, σ2Tn,1(s) = Lpq(1−β)p−2(
√
s−√r∗)2
I(s >
r∗) + Lpq(1−β)I(s < r∗) + Lpqp−2s.
From Proposition 2 via the maximal and minimal signal strength de-
fined in (5.6), the detection boundary of the proposed MTT are established
in Propositions 3 and 4 below. As shown in the previous section, a lower
threshold bound s0 is needed to control the dependence among the entries
of the sample covariance matrices. The restriction on the threshold levels
leads to a slightly higher detection boundary as compared with that given
in (5.2). Before proceeding further, let us define a family of detection bound-
aries indexed by ξ ∈ [0, 2] that connects p and n via n ∼ pξ:
(5.7) ρ∗(β, ξ) =


(
√
4−2ξ−√6−8β−ξ)2
8 , 1/2 < β ≤ 5/8− ξ/16,
β − 1/2, 5/8− ξ/16 < β ≤ 3/4,
(1−√1− β)2, 3/4 < β < 1.
It is noted that the phase diagrams ρ∗(β, ξ) are only defined over β ∈
(1/2, 1), the sparse signal range. It can be checked that ρ∗(β, ξ) ≥ ρ(β)
for β ∈ (1/2, 1) and any ξ ∈ [0, 2].
The following proposition considers the case of n ∼ pξ for ξ ∈ (0, 2) as
prescribed in Assumption 1B, a case considered in Delaigle et al. (2011) in
the context of mean testing.
Proposition 3. Under Assumptions 1B, 2-5, (4.1) and the alternative
hypothesis (2.3), for s0 = 1/2− ξ/4, an arbitrarily small ǫ > 0, and a series
of nominal sizes αn = Φ¯((log p)
ǫ)→ 0, as n, p→∞,
(i) if
¯
r > ρ∗(β, ξ), inf(Σ1,Σ2)∈C(β,r¯,
¯
r) Powern(Σ1,Σ2)→ 1;
(ii) if r¯ < ρ∗(β, ξ), sup(Σ1,Σ2)∈C(β,r¯,
¯
r) Powern(Σ1,Σ2)→ 0.
Proposition 3 shows that the power of the proposed MTT over the class
C(β, r¯,
¯
r) is determined by β, and the minimum and maximum standardized
signal strength. More importantly, ρ∗(β, ξ) in (5.7) is the detection bound-
ary of the MTT. The power converges to 1 if
¯
r is above this boundary,
and diminishes to 0 if r¯ is below it. The detection boundaries ρ∗(β, ξ) are
displayed in Figure 1 for three values of ξ. Note that ρ(β) in (5.2) is the de-
tection boundary of the MTT for s0 = 0 that corresponds to ξ = 2, which is
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Fig 1: The detection boundary ρ∗(β, ξ) in (5.7) of the proposed multi-level
thresholding test with s0 = 1/2 − ξ/4 for ξ = 0, 0.75, 1.5 and n = pξ, and
the two pieces (in dashed and dotted curves) that constitute the optimal
detection boundary ρ(β) for testing means given in (5.2).
the lowest one in the family. It can be shown that ρ∗(β, ξ) approaches to ρ(β)
as ξ → 2; namely if n ∼ p2, we have ρ∗(β, 2) = ρ(β), which is the optimal
detection boundary for testing the means with uncorrelated Gaussian data.
Restricting s ≥ s0 = 1/2 − ξ/4 elevates the detection boundary ρ∗(β, ξ) of
the proposed MTT for 1/2 < β ≤ 5/8 − ξ/16 as a price for controlling the
size of the test. Similar results on the influence of the lower threshold bound
on testing means were given in Delaigle et al. (2011).
The following proposition shows that ρ∗(β, 0) is the detection boundary
when dimension p grows exponentially fast with n, which can be viewed as
a degenerated polynomial growth case with ξ = 0.
Proposition 4. Under Assumption 1A, 2-5, (4.1) and the alternative
hypothesis (2.3), for s0 = 1/2, an arbitrarily small ǫ > 0, and a series of
nominal sizes αn = Φ¯((log p)
ǫ)→ 0, as n, p→∞,
(i) if
¯
r > ρ∗(β, 0), inf(Σ1,Σ2)∈C(β,r¯,
¯
r) Powern(Σ1,Σ2)→ 1;
(ii) if r¯ < ρ∗(β, 0), sup(Σ1,Σ2)∈C(β,r¯,
¯
r) Powern(Σ1,Σ2)→ 0.
As ρ∗(β, 0) ≥ ρ∗(β, ξ) for any ξ ∈ (0, 2], the result also shows that a higher
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growth rate of p leads to a higher detection boundary that may be viewed
as a sacrifice of the power due to the higher dimensionality.
From Cai et al. (2013), the power of the ℓmax-test converges to 1 if
max
1≤i≤j≤p
|σij1 − σij2|
(θij1/n1 + θij2/n2)1/2
> 4
√
log p,
which is equivalent to r¯ > 4 in our context. Hence, the signal strength
required by the ℓmax-test is stronger than that rij ∈ (0, 1) required by the
MTT in this paper. Also, the ℓ2-test of Li and Chen (2012) does not have
non-trivial power for β > 1/2. Hence, the proposed MTT is more powerful
than both the ℓ2-tests and ℓmax-tests in detecting sparse and weak signals.
Propositions 3 and 4 indicate that the MTT can detect the differences
between the unequal covariances in Σ1 and Σ2 at the order of ca
√
log(p)/n
for some positive constant ca. We are to show that the order
√
log(p)/n is
minimax optimal.
Let Wα be the collection of all α-level tests for hypotheses (2.1) un-
der Gaussian distributions and Assumptions 2, 4 and 5, namely, P (Wα =
1|H0) ≤ α for any Wα ∈ Wα. Note that (3.2) and (3.4) are sufficient condi-
tions for (3.3) and the second part of Assumption 4 under Gaussian Distribu-
tions, respectively. Define a class of covariance matrices with the differences
being at least of order {log(p)/n}1/2:
C(β, c) = {(Σ1,Σ2) : under Ha of (2.3) such that ma = ⌊q1−β⌋, r0,ij ≥ c
for all σij1 6= σij2, and satisfy Assumptions 2, 4 and 5
}
.
Having Assumptions 4 and 5 in C(β, c0) andWα is for comparing the power
performance of the MTT with the minimax rate. Comparing with the covari-
ance class C(β, r¯,
¯
r), C(β, c) has no constraint on the maximal signal strength.
For Gaussian data, θij1, θij2 ≤ 2τ−2 where τ specifies the bounds in (3.2).
Thus, the standardized signal strength rij ≥ cτ2/2 for all σij1 6= σij2. For the
MTT, from Propositions 3 and 4, inf(Σ1,Σ2)∈C(β,c) Powern(Σ1,Σ2) → 1 as
n, p→∞ for a large constant c. The following theorem shows that the lower
bound {log(p)/n}1/2 for the signal in C(β, c) is the optimal rate, namely
there is no α-level test that can distinguish Ha from H0 in (2.3) with prob-
ability approaching 1 uniformly over the class C(β, c0) for some c0 > 0.
Theorem 3. For the Gaussian distributed data, under Assumptions 1B,
2, 4 and 5, for any τ > 0, 0 < ω < 1− α and max{2/3, (3− ξ)/4} < β < 1,
there exists a constant c0 > 0 such that, as n, p→∞,
sup
Wα∈Wα
inf
(Σ1,Σ2)∈C(β,c0)
P (Wα = 1) ≤ 1− ω.
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As Propositions 3 and 4 have shown that the proposed MTT can detect
signals at the rate of {log(p)/n}1/2 for β > 1/2, the MTT test is at least
minimax rate optimal for β > max{2/3, (3 − ξ)/4}. Compared to Theorem
4 of Cai et al. (2013), by studying the alternative structures in C(β, c0), we
extend the minimax result from the highly sparse signal regime 3/4 < β < 1
to max{2/3, (3 − ξ)/4} < β < 1, which offers a wider range of the signal
sparsity. The optimality under 1/2 < β ≤ max{2/3, (3 − ξ)/4} requires
investigation in a separate effort.
Obtaining the lower and upper bounds of the detectable signal strength
at the rate
√
log(p)/n requires more sophisticated derivation. These two
bounds could be the same under certain conditions for testing one-sample
covariances. However, for the two-sample test, the lower and upper bounds
may not match. This is due to the composite null hypothesis in (2.3). More
discussion on this issue is given in Section 7.
6. Simulation Results. We report results from simulation experiments
which were designed to evaluate the performances of the proposed two-
sample MTT under high dimensionality with sparse and faint signals. We
also compare the proposed test with the tests in Srivastava and Yanagihara
(2010) (SY), Li and Chen (2012) (LC) and Cai et al. (2013) (CLX).
In the simulation studies, the two random samples {Xk}n1k=1 and {Yk}n2k=1
were respectively generated from
(6.1) Xk = Σ
1
2
1Z1k and Yk = Σ
1
2
2Z2k,
where {Z1k} and {Z2k} are i.i.d. random vectors from a common population.
We considered two distributions for the innovation vectors Z1k and Z2k: (i)
N(0, Ip); (ii) Gamma distribution where components of Z1k and Z2k were
i.i.d. standardized Gamma(4,2) with mean 0 and variance 1. To design the
covariances Σ1 and Σ2, let Σ
(0)
1 = D
1
2
0Σ
(∗)D
1
2
0 , where D0 = diag(d1, . . . , dp)
with elements generated according to the uniform distribution U(0.1, 1), and
Σ(∗) = (σ∗ij) was a positive definite correlation matrix. Once generated, D0
was held fixed throughout the simulation. The following two designs of Σ(∗)
were considered in the simulation:
Design 1: σ∗ij = 0.4
|i−j|;(6.2)
Design 2: σ∗ij = 0.5I(i = j) + 0.5I(i, j ∈ [4k0 − 3, 4k0]).(6.3)
for k0 = 1, . . . , ⌊p/4⌋. Design 1 has an auto-regressive structure and Design
2 is block diagonal with block size 4. Matrix D0 created heterogeneity for
different dimensions of the data.
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To generate scenarios of sparse and weak signals under the alternative
hypothesis, we chose
(6.4) Σ
(⋆)
1 = Σ
(0)
1 + ǫcIp and Σ
(⋆)
2 = Σ
(0)
1 +U+ ǫcIp,
where U = (ukl)p×p is a banded symmetric matrix and ǫc is a positive
number to guarantee the positive definiteness of Σ
(⋆)
2 . Specifically, let k0 =
⌊mp/p⌋, where mp = ⌊q1−β/2⌋ is the number of distinct pairs with nonzero
ukl. Let ul+k0+1 l = ul l+k0+1 =
√
4r log p/n for l = 1, . . . , k1 and k1 =
mp−pk0+k0(k0+1)/2, and let ukl =
√
4r log p/n for |k− l| ≤ k0 and k 6= l
if k0 ≥ 1. Set ǫc = |min{λmin(Σ(0)1 +U), 0}| + 0.05, where λmin(A) denotes
the minimum eigenvalue of a matrix A. Since ǫc > 0 and λmin(Σ
(⋆)
2 ) ≥
λmin(Σ
(0)
1 + U) + ǫc > 0, both Σ
(⋆)
1 and Σ
(⋆)
2 were positive definite under
both Designs 1 and 2. Under the null hypothesis, we chose Σ1 = Σ2 = Σ
(0)
1
in (6.1), while under the alternative hypothesis, Σ1 = Σ
(⋆)
1 and Σ2 = Σ
(⋆)
2 .
The simulated data were generated as a reordering of Xk and Yk from
(6.1) according to a randomly selected permutation πp of {1, . . . , p}. Once
πp was generated, it was held fixed throughout the simulation. To mimic the
regime of sparse and faint signals, we generated a set of β and r values. First,
we fixed β = 0.6 and set r = 0.1, 0.2, . . . , 1 to create different signal strengths
utilized in the simulation results shown in Figure 2. Then, r = 0.6 was fixed
while β was varied from 0.3 to 0.9 to show the impacts of sparsity levels on
the tests in Figure 3. We chose the sample sizes (n1, n2) as (60, 60), (80, 80),
(100, 100) and (120, 120) respectively, and the corresponding dimensions p =
175, 277, 396 and 530 according to p = ⌊0.25n1.61 ⌋. We set s0 = 0.5 according
to Theorem 1 and the discussion following (4.4), and η was chosen as 0.05
in (4.5). We chose µˆTn,0(s) = µ˜Tn,0(s). The process was replicated 500 times
for each setting of the simulation.
Since the convergence of Vn(s0) to the Gumbel distribution given in (4.7)
can be slow when the sample size was small, we employed a bootstrap pro-
cedure in conjunction with a consistent covariance estimator proposed by
Rothman (2012), which ensures the positive definiteness of the estimated co-
variance. SinceΣ1 = Σ2 under the null hypothesis, the two samples {Xk}n1k=1
and {Yk}n2k=1 were pooled together to estimate Σ1. Denote the estimator of
Rothman (2012) as Σ̂. For the b-th bootstrap resample, we drew n1 sam-
ples of X∗ and n2 samples of Y∗ independently from N(0, Σ̂). Then, the
bootstrap test statistic V∗(b)n (s0) was obtained based on X∗ and Y∗. This
procedure was repeated B = 250 times to obtain the bootstrap sample
of the proposed multi-thresholding statistic {V∗(1)n (s0), . . . ,V∗(B)n (s0)} under
18 S. X. CHEN, B. GUO AND Y. QIU
the null hypothesis. The bootstrap empirical null distribution of the pro-
posed statistic was F̂0(x) =
1
B
∑B
b=1 I{V∗(b)n (s0) ≤ x} and the bootstrap
p-value was 1− F̂0(Vn(s0)), where Vn(s0) was the multi-thresholding statis-
tic from the original sample. We reject the null hypothesis if this p-value
is smaller than the nominal significant level α = 0.05. The validity of the
bootstrap approximation can be justified in two key steps. First of all, if we
generate the “parametric bootstrap samples” from the two normal distribu-
tions with the true population covariance matrices, by Theorems 1 and 2, the
bootstrap version of the single thresholding and multi-thresholding statistics
will have the same limiting Gaussian distribution and the extreme value dis-
tribution, respectively. Secondly, we can replace the true covariance above
by a consistently estimated covariance matrix Σˆ (Rothman, 2012), which is
positive definite. The justification of the bootstrap procedure can be made
by showing the consistency of Σˆ by extending the results in Rothman (2012).
Table 1 reports the empirical sizes of the proposed multi-thresholding
test using the limiting Gumbel distribution for the critical value (denoted as
MTT) and the bootstrap calibration procedure described above (MTT-BT),
together with three existing methods, with the nominal level 0.05, and the
Gaussian and Gamma distributed random vectors, respectively. We observe
that the MTT based on the asymptotic distribution exhibited some size
distortion when the sample size was small. However, with the increase of
the sample size, the sizes of MTT became closer to the nominal level. At the
meantime, the CLX and SY tests also experienced some size distortion under
the Gamma scenario in smaller samples. It is observed that the proposed
multi-thresholding test with the bootstrap calibration (MTT-BT) performed
consistently well under all the scenarios with accurate empirical sizes. This
shows that the bootstrap distribution offered more accurate approximation
than the limiting Gumbel distribution to the distribution of the test statistic
Vn(s0) under the null hypothesis.
Figure 2 displays the empirical powers with respect to different signal
strengths r for covariance matrix Designs 1 and 2 with n1 = n2 = 80, p = 277
and n1 = n2 = 100, p = 396 under the Gaussian distribution, respectively.
Figure 3 reports the empirical powers under different sparsity (β) levels when
the signal strength r was fixed at 0.6. Simulation results on the powers under
the Gamma distribution are available in the SM. It is noted that at β = 0.6,
there were only 68 and 90 unequal entries between the upper triangles of Σ1
and Σ2 among a total of q = 38503 and 78606 unique entries for p = 277
and 396, respectively. To make the powers comparable for different methods,
we adjusted the critical values of the tests by their respective empirical
null distributions so that the actual sizes were approximately equal to the
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Table 1
Empirical sizes for the tests of Srivastava and Yanagihara (2010) (SY), Li and Chen
(2012) (LC), Cai et al. (2013) (CLX) and the proposed multi-level thresholding test
based on the limiting distribution calibration in (4.7) (MTT) and the bootstrap
calibration (MTT-BT) for Designs 1 and 2 under the Gaussian and Gamma
distributions with the nominal level of 5%.
p (n1, n2) SY LC CLX MTT MTT-BT
Gaussian Design 1
175 (60, 60) 0.048 0.058 0.054 0.088 0.058
277 (80, 80) 0.052 0.052 0.058 0.064 0.056
396 (100, 100) 0.042 0.046 0.058 0.064 0.054
530 (120, 120) 0.056 0.048 0.050 0.056 0.046
Gaussian Design 2
175 (60, 60) 0.060 0.048 0.052 0.094 0.048
277 (80, 80) 0.040 0.060 0.040 0.064 0.052
396 (100, 100) 0.052 0.042 0.044 0.090 0.048
530 (120, 120) 0.050 0.046 0.044 0.060 0.054
Gamma Design 1
175 (60, 60) 0.046 0.060 0.066 0.110 0.056
277 (80, 80) 0.060 0.050 0.044 0.076 0.044
396 (100, 100) 0.046 0.052 0.046 0.066 0.054
530 (120, 120) 0.060 0.056 0.048 0.060 0.048
Gamma Design 2
175 (60, 60) 0.070 0.056 0.066 0.108 0.056
277 (80, 80) 0.060 0.058 0.068 0.112 0.044
396 (100, 100) 0.060 0.050 0.044 0.068 0.046
530 (120, 120) 0.054 0.056 0.048 0.056 0.048
nominal level 5%. Due to the size adjustment, the MTT based on the limiting
distribution and the MTT-BT based on the bootstrap calibration had the
same test statistic, and hence the same power. Here, we only reported the
numerical power results for the MTT-BT.
Figure 2 reveals that the power of the proposed MTT-BT was the high-
est among all the tests under all the scenarios. Even though the powers of
other tests improved as the signal strength r was increased, the proposed
MTT-BT maintained a lead over the whole range of r ∈ [0.1, 1]. The extra
power advantage of the MTT-BT over the other three tests got larger as
the signal strength r increased. We observe from Figure 3 that the proposed
test also had the highest empirical power across the range of β. The pow-
ers of the MTT-BT at the high sparsity level (β ≥ 0.7) were higher than
those of the CLX test. The latter test is known for doing well in the power
when the signal was sparse. We take this as an empirical confirmation to
the attractive detection boundary of the proposed MTT established in the
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theoretical analysis reported in Section 5. The monotone decrease pattern
in the power profile of the four tests reflected the reality of reduction in
the number of signals as β was increased. It is noted that the two ℓ2 norm
based tests SY and LC are known to have good powers when the signals
are dense, i.e. β ≤ 0.5. This was well reflected in Figure 3 indicating the
two tests had comparable powers to the MTT-BT when β = 0.3 and 0.4.
However, after β was larger than 0.5, both SY and LC’s powers started to
decline quickly and were surpassed by the CLX, which were consistent with
the results of Figure 2 that the ℓ2-tests without regularization incorporated
too many uninformative dimensions and lowered their signal to noise ratios.
We also observe that as the level of the sparsity was in the range of [0.4, 0.7],
the extend of the power advantage of the proposed test over the other three
tests became larger, which may be viewed as another confirmation of the
theoretical results of the MTT.
7. Discussion. For establishing the asymptotic normality of the thresh-
olding statistic Tn(s) in (3.1), the β-mixing condition (Assumption 5) can
be weakened. Polynomial rate of the β-mixing coefficients can be assumed
at the expense of more dedicated proofs. Under this case, to prove Theorem
1, the length of the small and big segments of the matrix blocking (b and a
in Figure 4) need to be chosen at polynomial rates of p, where the orders
depend on the decaying rate of the β-mixing coefficients.
Although Theorem 3 provides the minimax rate
√
log(p)/n of the signal
strength for testing hypotheses (2.3), the lower and upper bounds at this rate
may not match due to the composite nature of the hypotheses for the two-
sample test. To illustrate this point, letW ∈ Wα be the critical function of a
test for the hypotheses (2.3). Let E0,Σ1 and EΣ1,Σ2 be the expectation with
respect to the data distribution under the null and alternative hypotheses,
respectively. The derivation of the minimax bound starts from the following
1 + α− sup
W∈Wα
inf
Σ1,Σ2
EΣ1,Σ2(W) ≥ inf
W∈Wα
sup
Σ1,Σ2
{E0,Σ1W+EΣ1,Σ2(1−W)}
≥ sup
Σ1
inf
W
sup
Σ2
{E0,Σ1W+EΣ1,Σ2(1−W)}.
In the last inequality above, the infimum over the test W is taken under
fixed Σ1. This essentially reduces to one-sample hypothesis testing. Then,
a least favorable prior will be constructed on Σ2 given Σ1 is known. As the
test under known Σ1 cannot control the type I error for the two-sample
hypotheses (2.3), the bound on the maxmin power for hypotheses (2.3) is
not tight. It is for this reason that one may derive the tight minimax bound
for the one sample spherical hypothesis H0 : Σ = σI. We will leave this
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Fig 2: Empirical powers with respect to the signal strength r for the tests of
Srivastava and Yanagihara (2010) (SY), Li and Chen (2012) (LC), Cai et al.
(2013) (CLX) and the proposed multi-level thresholding test with the boot-
strap calibration (MTT-BT) for Designs 1 and 2 with Gaussian innovations
under β = 0.6 when p = 277, n1 = n2 = 80 and p = 396, n1 = n2 = 100
respectively.
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(c) Design 1, p = 396, n1 = 100, n2 = 100
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Fig 3: Empirical powers with respect to the sparsity level β for the tests of
Srivastava and Yanagihara (2010) (SY), Li and Chen (2012) (LC), Cai et al.
(2013) (CLX) and the proposed multi-level thresholding test with the boot-
strap calibration (MTT-BT) for Designs 1 and 2 with Gaussian innovations
under r = 0.6 when p = 277, n1 = n2 = 80 and p = 396, n1 = n2 = 100
respectively.
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(c) Model 1, p = 396, n1 = 100, n2 = 100
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(d) Model 2, p = 396, n1 = 100, n2 = 100
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problem as a future work, especially for the unexplored region 1/2 < β <
max{2/3, (3 − ξ)/4} in Theorem 3.
The proposed thresholding tests can be extended to testing for correlation
matrices between the two populations. Recall that Ψ1 = (ρij1)p×p andΨ2 =
(ρij2)p×p are correlation matrices of Xk and Yk. Consider the hypotheses
H0 : Ψ1 = Ψ2 vs. Ha : Ψ1 6= Ψ2.
Let ρˆij1 = σˆij1/(σˆii1σˆjj1)
1/2 and ρˆij2 = σˆij2/(σˆii2σˆjj2)
1/2 be the sample cor-
relations of the two groups. As for Mij , the squared standardized difference
M⋆ij between the sample correlations can be constructed based on ρˆij1 and
ρˆij2 and their estimated variances. Let
T ⋆n(s) =
∑
1≤i≤j≤p
M⋆ijI{M⋆ij > λp(s)}
be the single level thresholding statistic based on the sample correlations.
Similar to the case of sample covariances, the moderate deviation results on
ρˆij1−ρˆij2 can be derived. It can be shown that T ⋆n(s) has the same asymptotic
distribution as Tn(s). The multi-thresholding test can be constructed similar
to (4.6) and (4.7).
8. Appendix. In this section, we provide proof to Theorem 1. The
theoretical proofs for all other propositions and theorems are relegated to the
supplementary material. Without loss of generality, we assume E(X1) = 0
and E(Y1) = 0. Let C and Lp be a constant and a multi-log(p) term which
may change from case to case, respectively.
Proof of Theorem 1. To prove Theorem 1, we propose a novel technique
that constructs an equivalent U-statistic to Tn(s) which is based on a parti-
tion of covariance into a group of big square blocks separated by small strips
as shown in Figure 4. Specifically, the indices {1, . . . , p} are grouped into a
sequence of big segments of length a and small segments of length b:
{1, . . . , a}, {a+1, . . . , a+b}, {a+b+1, . . . , 2a+b}, {2a+b+1, . . . , 2a+2b}, . . .
where b = o(a). Let d = ⌊p/(a + b)⌋ be the total number of pairs of large
and small segments. The sets of indices for the large segments and the small
segments are, respectively,
Sm = {(m− 1)(a + b) + 1, . . . ,ma+ (m− 1)b} and
Rm = {ma+ (m− 1)b+ 1, . . . ,m(a+ b)}
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for m = 1, . . . , d, and a remainder set Rd+1 = {d(a+b)+1, . . . , p}. For a two
dimensional array {(i, j) : 1 ≤ i ≤ j ≤ p}, the above index partition results
in d(d − 1)/2 square index blocks of size a× a: {Im1m2 = Sm1 × Sm2 : 1 ≤
m1 < m2 ≤ d}, colored in blue in Figure 4. They are separated by d smaller
horizontal and vertical rectangles with widths a by b and square blocks of
size b. There are also d residual triangular blocks with a(a + 1)/2 elements
along the main diagonal. The blocking scheme is demonstrated in Figure 4.
Covariance matrix partition
...
...
...
...
.
.
.
.
.
.
.
.
.
.
.
.
a b a
a
b
Fig 4: Matrix partition in the upper triangle of a covariance matrix. The
square sub-matrices (in blue color) of size a are the bigger blocks, which are
separated by smaller size strips of width b (marked by the 45-degree lines).
There are d triangle blocks along the diagonal plus remaining smaller size
blocks in the residual set Rd+1 which are not shown in the diagram.
Let Aij(s) = Lij(s)−µ0,ij(s), where µ0,ij(s) = E(Lij(s)|H0) and Lij(s) =
MijI(Mij > λp(s)). Then, Tn(s) − E{Tn(s)} =
∑
1≤i≤j≤pAij(s) under the
null hypothesis. Here, we drop the threshold level s in the notations Aij(s),
Lij(s) and µ0,ij(s) for simplicity of the statement, when there is no confusion.
Based on the matrix partition in Figure 4, Tn(s)−E{Tn(s)} can be divided
into summation of Aij(s) over the big square blocks of size a× a, the small
strips and the triangular blocks along the main diagonal.
Let R = ∪dm=1Rm be the collection of the indices in the small segments.
From Figure 4, Tn(s)− E{Tn(s)} can be divided into four parts such that
(A.1) Tn(s)− E{Tn(s)} = B1,n +B2,n +B3,n +B4,n,
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where
B1,n =
∑
1≤m1<m2≤d
∑
i∈Sm1 , j∈Sm2
Aij, B2,n =
∑
i∈R or j∈R, i≤j
Aij ,
B3,n =
∑
1≤m≤d
∑
i,j∈Sm, i≤j
Aij, B4,n =
∑
j∈Rd+1, i≤j
Aij ,(A.2)
Here, B1,n is the sum of Aij over the d(d − 1)/2 big a× a square blocks in
Figure 4, B2,n is the sum over all the smaller rectangular and square blocks,
B3,n is over the d triangular blocks along the main diagonal, and B4,n is
over the remaining segments including the residual blocks Rd+1 towards the
right end columns of the matrix, respectively.
For the decomposition of Tn(s)−E{Tn(s)} in (A.2), let Nl be the number
of elements in Bl,n for l = 1, . . . , 4. Note thatN1 = a
2d(d−1)/2 = q(1+o(1)),
N2 ≤ dpb ≤ p2b/(a + b) = o(p2), N3 = da2/2 ≤ pa/2 = o(p2) and N4 ≤
|Rd+1|p ≤ (a + b)p = o(p2). Similar as deriving Var{Tn(s)} in Proposition
1, we have
Var(B2,n) =
∑
i∈R or j∈R, i≤j
Var(Aij)(A.3)
+ Cov
( ∑
i1∈R or j1∈R
i1≤j1
Ai1j1 ,
∑
i2∈R or j2∈R
i2≤j2
Ai2j2
)
,(A.4)
where Var(Aij) = Var(Lij) = v(0, s){1 + o(1)} ∼ Lpp−2s under the null
hypothesis, which is given in Lemma 5 in the SM. Notice that the summa-
tion of the variances on the right side of (A.3) is bounded by Lpp
−2sN2 =
o
(
Var{Tn(s)}
)
.
For the covariance terms in (A.4), let di1j1,i2j2 = min(|i1−i2|, |i1−j2|, |j1−
j2|, |j1−i2|) be the minimum coordinate distance between (i1, j1) and (i2, j2),
and between (i1, j1) and (j2, i2), where i1 ≤ j1 and i2 ≤ j2. For any fixed
(i1, j1) and a large positive constant M , by Assumption 5 and Davydov’s
inequality (Corollary 1.1 of Bosq (1998), p.21), there exists a constant c > 0
such that |Cov(Li1j1 , Li2j2)| ≤ Cγ
di1j1,i2j2
1 ≤ p−M for γ1 ∈ (0, 1) and any
di1j1,i2j2 > c log p. Therefore,∣∣∣∣Cov
( ∑
i1∈R or j1∈R, i1≤j1
Ai1j1 ,
∑
i2∈R or j2∈R, i2≤j2
Ai2j2
)∣∣∣∣
≤
∑
i1∈R or j1∈R, i1≤j1
{
N2p
−M +
∑
di1j1,i2j2≤c log p
i2∈R or j2∈R, i2≤j2
∣∣Cov(Ai1j1 , Ai2j2)∣∣
}
,
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where by Lemmas 5 and 6 in the SM, |Cov(Ai1j1 , Ai2j2)
∣∣ ≤ Lp|ρi1j1,i2j2 |p− 4s2−ǫ+
µ0,i1j1µ0,i2j2Lpn
−1/2 for a small ǫ > 0. It follows that
∑
di1j1,i2j2≤c log p
i2∈R or j2∈R, i2≤j2
∣∣Cov(Ai1j1 , Ai2j2)∣∣ ≤ ∑
|i2−i1|≤c log p
p∑
j2=1
∣∣Cov(Ai1j1 , Ai2j2)∣∣
+
∑
|j2−j1|≤c log p
p∑
i2=1
∣∣Cov(Ai1j1 , Ai2j2)∣∣,
which is bounded by Lp
∑p
j2=1
|ρi1j1,i2j2 |p−
4s
2−ǫ + Lpp
1−4sn−1/2. It has been
shown that
∑p
j2=1
|ρi1j1,i2j2 | ≤ C < ∞ in (S.23) in the SM. By choos-
ing M large, the covariance term in (A.4) is bounded by LpN2p
− 4s
2−ǫ +
LpN2p
1−4sn−1/2, which is a small order term of Var{Tn(s)} if s > 1/2 un-
der Assumption 1A or s > 1/2 − ξ/4 under Assumption 1B. Therefore,
Var(B2,n) = o
(
Var{Tn(s)}
)
.
For B3,n, note that the triangles {(i, j) ∈ Sm, i ≤ j} along the diagonal are
at least b apart from each other, where b ∼ log(p). The covariances between∑
i,j∈Sm1 Aij and
∑
i,j∈Sm2 Aij are negligible for m1 6= m2. It follows that
Var(B3,n) =
∑
1≤m≤d
Var
( ∑
i,j∈Sm, i≤j
Aij
)
{1 + o(1)}
=
∑
1≤m≤d
∑
i1,j1∈Sm, i1≤j1
∑
i2,j2∈Sm, i2≤j2
Cov(Ai1j1 , Ai2j2){1 + o(1)},
which is bounded by Cda4v(0, s) = o(Lpa
3p1−2s). This shows that Var(B3,n) =
o
(
Var{Tn(s)}
)
when a ≪ p1/3. Here, for two positive sequences {c1,n} and
{c2,n}, c1,n ≪ c2,n means that c1,n = o(c2,n). For B4,n, we have
Var(B4,n) ≤ N4v(0, s){1 + o(1)} +
∑
j1∈Rd+1
∑
j2∈Rd+1
|Cov(Ai1j1 , Ai2j2)|
= o(p2−2s) +
∑
j1∈Rd+1
(
N4p
−M +
∑
di1j1,i2j2≤c log p
j2∈Rd+1
|Cov(Ai1j1 , Ai2j2)|
)
.
Similar to the case of Var(B2,n), the last summation term above is equal
to N24 p
−M + LpN4p
− 4s
2−ǫ + LpN4p
1−4sn−1/2, which is a small order term of
Var{Tn(s)}. Meanwhile, sinceN1 = q(1+o(1)), following the same derivation
of Proposition 1, it can be shown that Var(B1,n) = Var(Tn(s)){1 + o(1)}.
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Combining the above results, we see that Var(Bl,n) are at a smaller order
of Var{Tn(s)} for l = 2, . . . , 4. This together with (A.1) imply
(A.5)
Tn(s)− E(Tn(s))√
Var(Tn(s))
=
B1,n√
Var(Tn(s))
+ o(1).
Therefore, to show the asymptotical normality of Tn(s)−E{Tn(s)}, it suffices
to focus on its main order term B1,n.
Let ZSm = {XSm ,YSm} for m = 1, . . . , d, where XSm = {Xki : 1 ≤ k ≤
n1, i ∈ Sm} and YSm = {Yki : 1 ≤ k ≤ n2, i ∈ Sm} are the segments of the
two data matrices with the columns in Sm. Notice that the summation of
Aij in B1,n can be expressed as∑
i∈Sm1 ,j∈Sm2
Aij = f(ZSm1 ,ZSm2 )
for some function f(·, ·).
Let Fmbma (Z) = σ{ZSm : ma ≤ m ≤ mb} be the σ-algebra generated by
{ZSm} for 1 ≤ ma ≤ mb ≤ d. Let ζz(h) = sup1≤m≤d−h ζ{Fm1 (Z),Fdm+h(Z)}
be the β-mixing coefficient of the sequence ZS1 , . . . ,ZSd . By Theorem 5.1 in
Bradley (2005) and Assumption 5, we have
ζz(h) ≤
n1∑
k1=1
ζx,p(hb) +
n2∑
k2=1
ζy,p(hb) ≤ C(n1 + n2)γhb
for some γ ∈ (0, 1). Choosing b = b0 − log(n1 + n2)/ log(γ) leads to ζz(h) ≤
Cγhb0(n1+n2)
1−h ≤ Cγhb0 . By Berbee’s theorem (page 516 in Athreya and Lahiri
(2006)), there exist Z
∗
S2
independent of ZS1 such that P (ZS2 6= Z
∗
S2
) =
ζ{σ(ZS1), σ(ZS2)} ≤ ζz(1) ≤ Cγb0 . By applying this theorem recursively,
there exist ZS1 ,Z
∗
S2
, . . . ,Z
∗
Sd
that are mutually independent with each other,
and P (ZSm 6= Z∗Sm) ≤ Cγb0 for m = 2, . . . , d.
Let D = ∪dm=2{ZSm 6= Z
∗
Sm
}, then P (D) ≤ Cdγb0 . By choosing b0 =
−c0 log(p)/ log(γ) for a large positive number c0, we have P (D) converges
to 0 at the rate p1−c0/(a + b). Notice that Var(B1,n) is at the order p2−2s.
Since E(|B1,nID|) ≤ {Var(B1,n)P (D)}1/2 converges to 0 for a sufficiently
large c0, it follows that B1,nID → 0 in probability by choosing a large c0.
Thus, by letting b = c1max{log(p), log(n1+n2)} for a large constant c1 >
0, there exists an array of mutually independent random vectors Z∗S1 , . . . ,Z
∗
Sd
such that Z∗Sm = ZSm with overwhelming probability for m = 1, . . . , d and
B1,n can be expressed as a U -statistic formulation on a sequence of mutually
independent random vectors as
(A.6) B1,n =
∑
m1<m2
f(Z∗Sm1 ,Z
∗
Sm2
).
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For simplicity of notations, we will drop the superscript ∗ in (A.6) in the
following proof. Now, we only need to establish the asymptotical normality
of B1,n under the expression (A.6).
To this end, we first study the conditional distribution of Mij given the
jth variable, where i ∈ Sm1 , j ∈ Sm2 and m1 6= m2. Recall that
Fij = (σˆij1 − σˆij2)(θˆij1/n1 + θˆij2/n2)−1/2
is the standardization of σˆij1 − σˆij2, where σˆij1 = σ˜ij1 − X¯iX¯j and σˆij2 =
σ˜ij2 − Y¯iY¯j for σ˜ij1 =
∑n1
k=1XkiXkj/n1 and σ˜ij2 =
∑n2
k=1 YkiYkj/n2. Then,
Mij = F
2
ij . Note that the unconditional asymptotical distribution of Fij is
standard normal.
Let Ej(·), Varj(·) and Covj(·) be the conditional mean, variance and
covariance given the jth variable, respectively. From the proof of Lemma 7 in
the SM, we have that Ej(σˆij1) = Ej(σˆij2) = 0, Varj(σ˜ij1) = σii1σ˜jj1/n1 and
Covj(σ˜ij1, X¯iX¯j) = Varj(X¯iX¯j) = σii1(X¯j)
2/n1. It follows that Varj(σˆij1) =
σii1σˆjj1/n1 and Varj(σˆij2) = σii2σˆjj2/n2. In the proof of Lemma 7, it has
also been shown that θˆij1 = σii1σˆjj1 +Op(
√
log(p)/n) and θˆij2 = σii2σˆjj2 +
Op(
√
log(p)/n) given the jth variable. Similar results hold given the ith
variable. Therefore, Fij is still asymptotically standard normal distributed
given either the ith or the jth variable. And, the moderate deviation results
from Lemma 2.3 and Theorem 3.1 in Saulis and Statulevicˇius (1991) for
independent but non-identically distributed variables can be applied to Fij ,
given either one of the variables.
Let F0 = {∅,Ω} and Fm = σ{ZS1 , . . . ,ZSm} for m = 1, 2, · · · , d be
a sequence of σ-field generated by {ZS1 , . . . ,ZSm}. Let EFm(·) denote the
conditional expectation with respect to Fm. Write B1,n =
∑d
m=1Dm, where
Dm = (EFm − EFm−1)B1,n. Then for every n, p, {Dm, 1 ≤ m ≤ d} is a
martingale difference sequence with respect to the σ-fields {Fm}∞m=0. Let
σ2m = EFm−1(D
2
m). By the martingale central limit theorem (Chapter 3
in Hall and Heyde, 1980), to show the asymptotical normality of B1,n, it
suffices to show
(A.7)
∑d
m=1 σ
2
m
Var(B1,n)
p−→ 1 and
∑d
m=1E(D
4
m)
Var2(B1,n)
−→ 0.
By the independence between {ZS1 , . . . ,ZSd}, we have
Dm =
m−1∑
m1=1
f(ZSm1 ,ZSm) +
∑
m2>m
EFmf(ZSm ,ZSm2 )(A.8)
−
m−1∑
m1=1
EFm−1f(ZSm1 ,ZSm),
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where for any m1 < m2,
EFm1 f(ZSm1 ,ZSm2 ) = EFm1
∑
i∈Sm1 ,j∈Sm2
Aij =
∑
i∈Sm1 ,j∈Sm2
EiAij .
For m1 < m2, let
f˜(ZSm1 ,ZSm2 ) =
∑
i∈Sm1 ,j∈Sm2
A˜ij for
A˜ij =MijI(Mij > λp(s))− EFm1{MijI(Mij > λp(s))},
where i ∈ Sm1 and j ∈ Sm2 . We can decompose Dm = Dm,1 +Dm,2, where
(A.9) Dm,1 =
m−1∑
m1=1
f˜(ZSm1 ,ZSm) and Dm,2 =
∑
m2>m
EFmf(ZSm,ZSm2 ).
Let G0 = {maxk1,k2,i(|Xk1i|, |Yk2i|) ≤ c
√
log p} for a positive constant c.
Under Assumption 3, P (Gc0)→ 0 in a polynomial rate of p for a large c. To
study {σ2m}, we focus on the set G0. By Lemma 7 in the SM, we have
Ei{MijI(Mij > λp(s))} = µ0,ij
{
1 +O(Lpn
−1/2)
}
,
which implies EiAij = µ0,ijO(Lpn
−1/2). This leads to EFmf(ZSm ,ZSm2 ) =
LpO(a
2p−2sn−1/2) for m2 > m, and Dm,2 = (d − m)LpO(a2p−2sn−1/2).
From (A.9), we can write D2m = D
2
m,1 + 2Dm,1Dm,2 +D
2
m,2, where D
2
m,2 =
(d−m)2LpO(a4p−4sn−1). Note that EFm−1(Dm,1Dm,2) is equal to
m−1∑
m1=1
∑
m2>m
∑
j1∈Sm1 ,j2∈Sm
∑
j3∈Sm,j4∈Sm2
EFm−1{A˜j1j2EFm(Aj3j4)}.
Similar as applying the coupling method on the big segments ZS1 , . . . ,ZSd
of the variables, the j2th and j3th variables can be effectively viewed as in-
dependent when |j2− j3| > c log p for some constant c > 0. Therefore, given
Fm−1, EFm−1{A˜j1j2EFm(Aj3j4)} is negligible when |j2−j3| > c log p. Mean-
while, notice that
∣∣EFm−1{A˜j1j2EFm(Aj3j4)}∣∣ ≤ O(Lpp−2sn−1/2)EFm−1(|A˜j1j2 |)
and EFm−1(|A˜j1j2 |) ≤ 2EFm−1{MijI(Mij > λp(s))}, which is at the order
Lpp
−2s. Therefore, we have∣∣EFm−1(Dm,1Dm,2)∣∣ ≤ O(Lpd2a3p−4sn−1/2).
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Base on the above results, by choosing a ≪ √n, σ2m = EFm−1(D2m) can be
expressed as σ2m = EFm−1(D
2
m,1) +O(Lpd
2a3p−4sn−1/2), where
(A.10) EFm−1(D
2
m,1) =
m−1∑
m1,m2=1
∑
j1∈Sm1
j2∈Sm
∑
j3∈Sm2
j4∈Sm
EFm−1(A˜j1j2A˜j3j4).
For the above summation in (A.10), note that when j1 = j3, j2 = j4,
EFm−1(A˜
2
j1j2) = Ej1{M2j1j2I(Mj1j2 > λp(s))} − µ20,j1j2(1 + op(1)).
By Lemma 7 in the SM, we have Ej1{M2j1j2I(Mj1j2 > λp(s))} = E(L2j1j2 |H0){1+
op(1)}, which implies EFm−1A˜2j1j2 = Var{Aj1j2 |H0}(1+op(1)), where Lj1j2 =
Mj1j2I(Mj1j2 > λp(s)).
Let ρj1j21 = Cor(Xkj1 ,Xkj2) and ρj1j22 = Cor(Ykj1, Ykj2) be the correla-
tions. Let ρ˜j1j21 = σ˜j1j21/(σ˜j1j11σ˜j2j21)
1/2 and ρ˜j1j22 = σ˜j1j22/(σ˜j1j12σ˜j2j22)
1/2.
For j1 6= j3 and j2 = j4, by Lemma 7 in the SM,∣∣Cor(j1,j3)(σ˜j1j21 − σ˜j1j22, σ˜j3j21 − σ˜j3j22)∣∣ ≤ ρ˜j1j3 ,
where ρ˜j1j3 = max{|ρ˜j1j31|, |ρ˜j1j32|}. By Lemmas 6 and 7 in the SM, we have
|E(j1,j3)(A˜j1j2A˜j3j2)| ≤ Lpρ˜j1j3p
− 4s
1+ρ˜j1j3 {1 + op(1)} +Op(Lpp−4sn−1/2).
Similarly, for j1 = j3 and j2 6= j4, by Lemma 7, we have that
∣∣Corj1(σ˜j1j21−
σ˜j1j22, σ˜j1j41 − σ˜j1j42)
∣∣ ≤ ρj2j4 and
|Ej1(A˜j1j2A˜j1j4)| ≤ Lpρj2j4p−4s/(1+ρj2j4 ){1 + op(1)} +Op(Lpp−4sn−1/2),
where ρj2j4 = max{|ρj2j41|, |ρj2j42|}. For j1 6= j3 and j2 6= j4, we have∣∣Cor(j1,j3)(σ˜j1j21 − σ˜j1j22, σ˜j3j41 − σ˜j3j42)∣∣ ≤ ρ˜j1j3ρj2j4 .
By Assumption 5 and Davydov’s inequality, for any positive constant M ,
there exists a constant c > 0 such that
(A.11) |E(j1,j3)(A˜j1j2A˜j3j4)| ≤ Cγ|j2−j4|2 ≤ p−M
for a constant γ2 ∈ (0, 1) and |j2 − j4| > c log p. For j2 and j4 close, by
Lemmas 6 and 7, it follows that
|E(j1,j3)(A˜j1j2A˜j3j4)| ≤ Lpρ˜j1j3ρj2j4p−4s/(1+ρ˜j1j3ρj2j4 ){1+op(1)}+Op(Lpp−4sn−1/2).
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Combining all the different cases above for the indexes (j1, j2, j3, j4) to-
gether, equation (A.10) can be decomposed as
EFm−1(D
2
m,1) = a
2(m− 1)Var{A12|H0}{1 + op(1)}
+
m−1∑
m1,m2=1
∑
j1∈Sm1 6=j3∈Sm2
∑
j2∈Sm
E(j1,j3)(A˜j1j2A˜j3j2)(A.12)
+
m−1∑
m1=1
∑
j1∈Sm1
∑
j2 6=j4∈Sm
Ej1(A˜j1j2A˜j1j4)(A.13)
+
m−1∑
m1,m2=1
∑
j1∈Sm1 6=j3∈Sm2
∑
j2 6=j4∈Sm
EFm−1(A˜j1j2A˜j3j4).(A.14)
Note that ρj1j3 = 0 for m1 6= m2 due to the independence between ZSm1
and ZSm2 . Under Assumption 3, we also have |ρ˜j1j3 − ρj1j3 | ≤ Lpn−1/2 for
j1 ∈ Sm1 and j3 ∈ Sm2 . The term in (A.12) is bounded by
a3(m− 1)2Lpn−1/2p−4s + a(m− 1)
∑
j1 6=j3∈Sm1
Lpρj1j3p
− 4s
1+ρj1j3 .
By Assumption 5 and Davydov’s inequality, for any M > 0, there exists a
constant c > 0 such that ρj1j3 ≤ p−M for |j1 − j3| > c log p. Therefore, the
summation of Lpρj1j3p
−4s/(1+ρj1j3 ) over j1 6= j3 ∈ Sm1 is bounded by∑
|j1−j3|≤c log p
Lpρj1j3p
−4s/(1+ρj1j3 ) +
∑
|j1−j3|>c log p
Lpp
−M−4s ≤ aLpp−4s/(2−ǫ)
for a small positive constant ǫ > 0. For (A.13), similarly, we have∣∣∣∣
m−1∑
m1=1
∑
j1∈Sm1
∑
j2 6=j4∈Sm
Ej1(A˜j1j2A˜j1j4)
∣∣∣∣ ≤ a3(m− 1)Op(Lpn−1/2p−4s)
+ a(m− 1)
∑
j2 6=j4∈Sm
Lpρj2j4p
−4s/(1+ρj2j4 ),
which is bounded by a3(m − 1)Op(Lpn−1/2p−4s) + a2(m − 1)Lpp−4s/(2−ǫ).
For the last term in (A.14), by choosing M in (A.11) sufficiently large, it is
bounded by a3(m− 1)2Lpn−1/2p−4s + a2(m− 1)Lpp−4s/(2−ǫ).
Notice that σ2m = EFm−1(D
2
m,1) +Op(Lpd
2a3p−4sn−1/2) by choosing a≪√
n. Summing up all the terms in (A.12) – (A.14), up to a multiplication of
1 + op(1), we have that
d∑
m=1
σ2m =
a2d(d− 1)
2
Var{A12|H0}+Op(p3Lpn−1/2p−4s) +O(p2Lpp−
4s
2−ǫ ),
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where a2d(d−1)Var{A12|H0}/2 = Var(B1,n|H0)(1+o(1)). Since Lpp2−
4s
2−ǫ =
o{Var(B1,n|H0)}, it follows that
d∑
m=1
σ2m = Var(B1,n|H0)(1 + o(1)) +Op(p3Lpn−1/2p−4s).
Note that p3Lpn
−1/2p−4s = o(Lpp2−2s) for any n and p when s > 1/2. Given
n = pξ for ξ ∈ (0, 2), p3Lpn−1/2p−4s is at a small order of Var(B1,n|H0) =
Lpp
2−2s if s > 1/2 − ξ/4, which proves the first claim of (A.7).
For the second claim of (A.7), notice that Dm = Dm,1 + Dm,2 where
|Dm,2| ≤ dLpO(a2p−2sn−1/2). Given a≪
√
n, we have
∑d
m=1 d
4a8p−8sn−2 ≪
Var2(B1,n|H0) when s > 1/4 − ξ/8. Since D4m ≤ 8(D4m,1 + D4m,2), to show
the second claim of (A.7), we only need to focus on D4m,1, which is
m−1∑
m1=1
f˜(ZSm1 ,ZSm)
4 + c2
∗∑
m1,m2
f˜(ZSm1 ,ZSm)
2f˜(ZSm2 ,ZSm)
2
+ c3
∗∑
m1,m2,m3
f˜(ZSm1 ,ZSm)
2f˜(ZSm2 ,ZSm)f˜(ZSm3 ,ZSm)(A.15)
+
∗∑
m1,m2,m3,m4
f˜(ZSm1 ,ZSm)f˜(ZSm2 ,ZSm)f˜(ZSm3 ,ZSm)f˜(ZSm4 ,ZSm)
where
∑∗ indicates summation over distinct indices smaller than m, and c2
and c3 are two positive constants.
Note that the expectation of the last term in (A.15) equals to the ex-
pectation of its conditional expectation given ZSm, where the conditional
expectation is bounded by∣∣∣∣
∗∑
m1,m2,m3,m4
{ESm f˜(ZSm1 ,ZSm)}{ESm f˜(ZSm2 ,ZSm)}
× {ESm f˜(ZSm3 ,ZSm)}{ESm f˜(ZSm4 ,ZSm)}
∣∣∣∣
≤
(∑
m1
|ESm f˜(ZSm1 ,ZSm)|
)4
= O{a8(m− 1)4Lpp−8sn−2}.
Note that the summation of this quantity over 1 ≤ m ≤ d is a small order
term of Var2(B1,n|H0) giving s > 1/4 − ξ/8.
Next, following the derivation of σ2m, ESm f˜(ZSm1 ,ZSm)
2 is equal to∑
j1∈Sm1 ,j2∈Sm
∑
j3∈Sm1 ,j4∈Sm
ESm(A˜j1j2A˜j3j4) = O{Lpa2p−2s},
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which leads to
ESm
∗∑
m1,m2
f˜(ZSm1 ,ZSm)
2f˜(ZSm2 ,ZSm)
2 = O{a4(m− 1)2Lpp−4s} and
ESm
∗∑
m1,m2,m3
f˜(ZSm1 ,ZSm)
2f˜(ZSm2 ,ZSm)f˜(ZSm3 ,ZSm)
= O{a6(m− 1)3Lpp−6sn−1}.
The summation of the two terms above over 1 ≤ m ≤ d are at smaller orders
of Var2(B1,n|H0). Also notice that
E
m−1∑
m1=1
f˜(ZSm1 ,ZSm)
4 ≤
m−1∑
m1=1
a6
∑
i∈Sm1 j∈Sm
EA˜4ij = a
8(m− 1)Lpp−2s.
Since
∑d
m=1 a
8(m − 1)Lpp−2s = a6Lpp2−2s ≪ p4−4s if a ≪ p(1−s)/3, the
second claim of (A.7) is valid given a ≪ min{n1/2, p(1−s)/3} and s > 1/4 −
ξ/8. This proves the asymptotical normality of Tn(s) for s > 1/2−ξ/4 under
H0 of (2.1) by choosing a ≪ min{n1/2, p(1−s)/3}, b ∼ max{log(p), log(n1 +
n2)} and b≪ a. 
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