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THE GENERALIZED TAP FREE ENERGY
WEI-KUO CHEN, DMITRY PANCHENKO, AND ELIRAN SUBAG
Abstract. In this paper, we define and compute the generalized TAP correction for the energy of
the mixed p-spin models with Ising spins, and give the corresponding generalized TAP representation
for the free energy. We study the generalized TAP states, which are the maximizers of the generalized
TAP free energy, and show that their order parameter matches the order parameter of the ancestor
states in the Parisi ansatz. We compute the critical point equations of the TAP free energy that
generalize the classical TAP equations for pure states. Furthermore, we give an exact description of
the region where the generalized TAP correction is replica symmetric, in which case it coincides with
the classical TAP correction, and show that Plefka’s condition is necessary for this to happen. In
particular, the generalized TAP correction is not always replica symmetric on the points corresponding
to the Edwards-Anderson parameter.
1. Introduction and main results
In a recent paper [37], the third author suggested a natural way to connect the Parisi ultrametric
ansatz with the TAP free energy representation in a way that generalizes the classical TAP repre-
sentation for pure states to all ancestor states corresponding to all possible values of the overlap, and
computed this correction in the setting of the spherical models. However, in the models with Ising spins
it is not obvious at all that this correction can be computed explicitly. In this paper, we introduce
some new ideas to solve this problem. Moreover, we will study generalized TAP states and show that
their properties are similar to that of the ancestor states in the Parisi ansatz. We obtain the first true
TAP equations for the generalized TAP states (which include the ancestor states) in the setting of all
mixed p-spin models.
In [40], Thouless, Anderson and Palmer derived a representation for the free energy of the SK model
[36], called the TAP free energy, that reduced one difficult problem to another, in their own words “not
much easier”, problem and did not really shed light on the hidden structures inside the model. A couple
of years later, a real breakthrough was made by Parisi in [31, 32], who discovered the correct formula
for the free energy by proposing a very special ansatz within the replica method. The Parisi solution,
which was rather algebraic in nature, was reinterpreted in terms of the geometric structure of the
Gibbs measure in the papers by Mézard, Parisi, Sourlas, Toulouse and Virasoro [18, 19], where it was
understood, for example, that the ultrametricity of the replica matrix corresponds to ultrametricity of
the support of the Gibbs measure in the infinite-volume limit.
The connection between the Parisi ansatz and the TAP free energy at the level of pure states was
well-understood in the physics literature. In the setting of the SK model, the TAP equations for the
ancestor states were derived by Mézard and Virasoro in [21]. However, rigorous mathematical results
beyond the high temperature region (see e.g. [39], [8], and [7]) started appearing only more recently.
For example, it was confirmed in [12] that the TAP representation of the free energy holds at the level
of pure states. Also, the Mézard-Virasoro equations TAP-like equations for mixed p-spin models were
derived in Auffinger and Jagannath [4] (however, see Remark 6 below). Furthermore, recently, Belius
and Kistler [5] developed a new method in the setting of the spherical 2-spin model.
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The results in [12] were based on brute force calculations comparing two different formulas. By
contrast, the point of view developed in [37] is more conceptual and shows how one can utilize the
fine structure of the Parisi ultrametric ansatz to derive a general analogue of the TAP representation
and, at the same time, clarifies the classical representation at the level of pure states. Let us begin
by stating the model and recalling (rather informally) the main features of the Parisi ansatz for the
mixed p-spin models. Then we will state our main results.
1.1. The model. Here we will consider the case of Ising spins when the HamiltonianHN (σ) is indexed
by σ ∈ ΣN = {−1,+1}N , although the main ideas in [37] apply more generally. For N ≥ 1 and p ≥ 1,
a pure p-spin Hamiltonian is defined by
HN,p(σ) =
1
N (p−1)/2
N∑
i1,...,ip=1
gi1,...,ipσi1 · · ·σip ,(1.1)
where gi1,...,ip are i.i.d. standard Gaussian random variables. Given a sequence (βp)p≥1 that decreases
fast enough, for example,
∑
p≥1 2
pβ2p <∞, we define a mixed p-spin Hamiltonian by
HN (σ) =
∑
p≥1
βpHN,p(σ),(1.2)
where we assume that the processes HN,p are independent of each other for p ≥ 1. The covariance of
the Gaussian process HN (σ) equals
EHN (σ
1)HN (σ
2) = Nξ
(
R(σ1,σ2)
)
,(1.3)
where R(σ1,σ2) = 1N
∑N
i=1 σ
1
i σ
2
i is called the overlap of σ
1 and σ2, and where
ξ(s) =
∑
p≥1
β2ps
p.(1.4)
The (random) free energy of the model is given by
FN =
1
N
log
∑
σ∈ΣN
expHN (σ),(1.5)
and the Gibbs measure is
GN (σ) =
expHN (σ)∑
σ∈ΣN expHN (σ)
.(1.6)
One can also add an external field term h
∑
i≤N σi to the Hamiltonian HN (σ) in the above model,
but, for simplicity of notation, we will usually omit it (see also Remark 8 below).
A special role will be played by the so called generic mixed p-spin models that satisfy
Span
{
xp : βp 6= 0
}
= C
(
[−1, 1], ‖ · ‖∞
)
,(1.7)
which means that sufficiently many of the p-spin terms in the Hamiltonian (1.2) are present in the
model.
The limit of the free energy FN is given by the celebrated Parisi formula [31, 32] mentioned above,
which was first proved in a seminal work of Talagrand in [38] (building upon a breakthrough by
Guerra [14]), and later generalized to models with odd spin interactions in [25]. If M0,1 is the space
of probability measures on [0, 1], for ζ ∈ M0,1, let Φζ(t, x) be the solution of the Parisi PDE
(1.8) ∂tΦζ = −ξ
′′(t)
2
(
∂xxΦζ + ζ(t)
(
∂xΦζ
)2)
on [0, 1] × R with the boundary condition Φζ(1, x) = log 2 coshx. Here ζ(s) := ζ([0, s]). Define the
Parisi functional on M0,1 by
(1.9) P(ζ) := Φζ(0, 0)− 1
2
∫ 1
0
sξ′′(s)ζ(s) ds.
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Figure 1.1. Ancestor state m on the infinitary tree of states with self-overlap
1
N ‖m‖2 = q ≤ qEA.
Then, the limit of the free energy is given by
(1.10) lim
N→∞
EFN = inf
ζ∈M0,1
P(ζ).
The minimizer ζ∗ is unique (see [3], also [16]) and is called the Parisi measure. The solution of the
above PDE is usually constructed explicitly for discrete ζ and extended by continuity to all ζ, but one
can also show its uniqueness (see [16]).
1.2. Motivation via infinitary nature of the Parisi tree. The Parisi ansatz, schematically de-
picted in Figure 1.1, states that the Gibbs measure asymptotically decomposes into disjoint pure states,
whose magnetizations (barycenters) are organized ultrametrically (see [20]). For simplicity, we plotted
only a finite-RSB scenario but, in principle, the overlap can take infinitely many values.
The Parisi ansatz holds for any model that satisfies the Ghirlanda-Guerra identities (see [23]) and,
in particular, it holds for generic mixed p-spin models (see Section 3.7 in [24]). Since any mixed p-spin
model can be approximated by generic models at the level of the free energy, all the results below
will apply to non-generic models as well, and the Parisi ansatz for the generic models will be used as
guiding our motivation.
Vertices in the tree in Figure 1.1 below the level of pure states are called ancestor states and they
represent branching points when clusters break into smaller subclusters as we zoom in on individual
configurations. These ancestor states also have the physical meaning of points m inside the cube
(1.11) m ∈ [−1, 1]N .
(In the spherical models the cube is replaced by the ball of radius
√
N .) The key feature of the Parisi
ansatz is that this hierarchical tree of states is infinitary in the thermodynamic limit, which means
that at each branching point there are infinitely many edges (corresponding to subclusters of a bigger
cluster). This infinitary property, in particular, means that all edges in this tree are orthogonal and, for
example, a point m corresponding to an ancestor state is perpendicular to σ−m for any configuration
σ (on the scale 1/N) coming from a pure state which is a descendant of m. This infinitary property of
the Parisi ansatz was used implicitly or explicitly in many applications of ultrametricity (for example,
in the proof of ultrametricity itself as well as chaos in temperature in [23, 27], and in the proof of the
synchronization mechanism in [26, 30]), and it is central to the main idea in [37] as well as the current
paper, which we will explain next.
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For m as in (1.11) and ε > 0, let us consider a narrow band of configurations σ ∈ ΣN close to the
hyperplane perpendicular to m,
(1.12) B(m, ε) =
{
σ ∈ ΣN : |R(σ,m)−R(m,m)| = 1
N
|m · (σ −m)| < ε}.
If ε ≥ 2/√N then all the bands are non-empty, which can be seen, for example, from Bernstein’s
inequality: if σ comes from the product measure on ΣN with mean m then
P
(|m · (σ −m)| ≥ Nε) ≤ e− Nε21+√Nε/3 ≤ e− 41+2/3 < 1.
Given δ > 0 and n ≥ 1, let us consider a set consisting of n configurations in this narrow band
σ1, . . . ,σn ∈ B(m, ε) such that all
(1.13) σ˜i = σi −m
are almost orthogonal to each other,
(1.14) Bn(m, ε, δ) =
{
(σ1, . . . ,σn) ∈ B(m, ε)n : ∀i 6= j,
∣∣R(σi,σj)−R(m,m)∣∣ < δ}.
Here, when n = 1, this is understood as B1(m, ε, δ) = B(m, ε). Heuristically, if m corresponds to
an ancestor state then all the descendant pure states are in the band B(m, ε), so the band carries
some non-negligible weight of the Gibbs measure. Moreover, by the infinitary nature of the tree, we
can choose many nearly orthogonal configurations relative to m with non-negligible Gibbs probability.
This means that, for such m, the inequalities
(1.15) FN ≥ 1
N
log
∑
B(m,ε)
eHN (σ) ≥ 1
nN
log
∑
Bn(m,ε,δ)
e
∑
n
i=1
HN (σ
i)
are approximate equalities. Let us introduce the quantity
(1.16) TAPN,n(m, ε, δ) :=
1
nN
log
∑
Bn(m,ε,δ)
e
∑
n
i=1
[
HN (σ
i)−HN (m)
]
,
which, for simplicity of notation, will often be written with ε and δ omitted,
(1.17) TAPN,n(m) := TAPN,n(m, ε) = TAPN,n(m, ε, δ).
Then the above inequalities can be rewritten as
(1.18) FN ≥ HN (m)
N
+TAPN,1(m, ε) ≥ HN (m)
N
+TAPN,n(m, ε, δ).
Again, for the ancestor states with the self-overlap 1N ‖m‖2 = q corresponding to some q in the support
of the Parisi measure we expect these to be approximate equalities. Moreover, for q in the support of
the Parisi measure, one can show that such ancestor states exist, which will imply that
(1.19) FN ≈ max
1
N ‖m‖2=q
(HN(m)
N
+TAPN,n(m, ε, δ)
)
.
What do we gain by appealing to the infinitary nature of the tree of states in this way?
Given a, b ∈ R, let Ma,b denote the space of probability measures on [a, b], equipped with the
topology of weak convergence. We will always implicitly identify a probability measure µ with its c.d.f.
and, for simplicity of notation, write µ(x) := µ((−∞, x]). For µ, µ′ ∈ Ma,b, we will work with the
metric
(1.20) d1(µ, µ
′) =
∫ b
a
|µ(x)− µ′(x)| dx,
which metrizes weak convergence. We will keep the dependence of d1 on a and b implicit.
Given m ∈ [−1, 1]N , denote by
(1.21) µm =
1
N
∑
i≤N
δmi ∈ M−1,1
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the empirical measure of m = (mi)i≤N . The key point will be that, for small ε and δ and large n, we
can write, with high probability,
(1.22) TAPN,n(m, ε, δ) ≈ TAP(µm)
uniformly over all m in (1.11), for some specific non-random functional TAP: M−1,1 → R. This
functional will be our generalized TAP correction term and
(1.23) FN ≈ max
1
N ‖m‖2=q
(HN (m)
N
+TAP(µm)
)
for q in the support of the Parisi measure is the generalized TAP representation of the free energy.
Moreover, heuristically, the ancestor states m in the Parisi tree are among the TAP states (near
maximizers of the right hand side), and we will show that these states very much resemble the ancestor
states. Let us describe the generalized TAP correction and state our main results precisely.
1.3. Generalized TAP correction and representation. For ζ ∈ M0,1, recall the Parisi PDE
solution Φζ(q, x) from (1.8). Denote the concave conjugate of Φζ(q, ·) by
(1.24) Λζ(q, a) := inf
x∈R
(
Φζ(q, x)− ax
)
, a ∈ [−1, 1].
It is well-known that Φζ(q, x) is a strictly convex function in x and it goes to ±1 as x → ±∞, see
[3]. Hence, for each a ∈ (−1, 1), the variational problem defined in Λζ(q, a) has a unique minimizer
Ψ(q, a, ζ), which satisfies
(1.25) ∂xΦζ
(
q,Ψ(q, a, ζ)
)
= a, a ∈ (−1, 1).
With this notation, we can also write
(1.26) Λζ(q, a) = Φζ
(
q,Ψ(q, a, ζ)
)− aΨ(q, a, ζ), a ∈ (−1, 1).
We will see that the infimum in (1.24) is finite for a ∈ {−1, 1}, so the function Λζ(q, a) is continuous
on [−1, 1]. Moreover, since x→ Φζ(q, x) is even, so is a→ Λζ(q, a).
For µ ∈ M−1,1 such that
∫
a2 dµ(a) = q ∈ [0, 1], we define
(1.27) TAP(µ, ζ) :=
∫
Λζ(q, a) dµ(a) − 1
2
∫ 1
q
sξ′′(s)ζ(s) ds.
Note that, when µ = δ1 (and q = 1), the functional is identically equal to zero. Let
(1.28) TAP(µ) := inf
ζ∈M0,1
TAP(µ, ζ).
Notice that, for a fixed q, this definition depends only on the values of ζ(s) on the interval [q, 1]. This
means that we could, equivalently, write
(1.29) TAP(µ) := inf
ζ∈Mq,1
TAP(µ, ζ),
where Mq,1 is the space of probability distributions on [q, 1]. We will show in Theorem 12 below that
the infimum is achieved and the minimizer is unique in Mq,1. Because of this, whenever we use the
representation (1.28), it will be convenient to use the convention that we minimize over ζ ∈M0,1 such
that
(1.30) ζ(s) = 0 for s ∈ [0, q).
The following is our main result. Recall µm in (1.21).
Theorem 1 (Generalized TAP correction). For any c, t > 0, if ε, δ > 0 are small enough and n ≥ 1
is large enough then, for large N ,
(1.31) P
(
∀m ∈ [−1, 1]N :
∣∣TAPN,n(m, ε, δ)− TAP(µm)∣∣ < t
)
> 1− e−cN .
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In particular, we can let t = tN go to zero slowly with N if we let ε = εN and δ = δN go to zero
and n = nN go to infinity slowly enough. Once we computed the TAP correction, we get the TAP
representation for the free energy.
Theorem 2 (Generalized TAP representation). For any q in the support of the Parisi measure of the
original model (1.2), in probability,
(1.32) lim
N→∞
∣∣∣FN − max
‖m‖2
N =q
(HN (m)
N
+TAP(µm)
)∣∣∣ = 0.
Recall that in [12], it was proved that if qEA is the largest point in the support of the Parisi measure
for the original Parisi formula of FN , then
lim
N→∞
FN = lim
ε↓0
lim
N→∞
sup
m∈[−1,1]N : ‖m‖
2
2
N ∈[qEA−ε,1]
(HN (m)
N
−
∫
I(a)dµm(a) + C(q)
)
,(1.33)
where
(1.34)
I(a) :=
1 + a
2
log
1 + a
2
+
1− a
2
log
1− a
2
,
C(q) :=
1
2
(
ξ(1)− ξ(q)− ξ′(q)(1 − q)).
Under an appropriate condition on the empirical measure µm, we shall see that the variational formula
defined in TAP(µm) is solved by the replica symmetric solution in the sense that the minimizer is the
Dirac measure at the origin and moreover, our TAP correction term coincides with the sum of the
entropy and correction terms in (1.33), that is, TAP(µm) = −
∫
I(a)µm(da)+C(q), see Proposition 13
below. This allows us to conclude the following version of the classical TAP representation for the free
energy from the general representation in Theorem 2. We will explain this in more detail and discuss
the relation with Plefka’s condition [33] in Section 2.5.
Corollary 3 (Classical TAP representation). The following equation holds almost surely
lim
N→∞
FN = lim
ε↓0
lim
N→∞
max
(HN (m)
N
−
∫
I(a)dµm(a) + C(q)
)
,
where the maximum is taken over all m ∈ [−1, 1]N satisfying sup0≤s≤1−q Γµm(s) ≤ ε, where q =
‖m‖22/N and Γµ(s) is defined in (2.44).
In what follows, we call the near maximizers of the functional
HN (m)
N
+TAP(µm)
the generalized TAP states. Our definition of the TAP correction was motivated by the fact that
ancestor states in the Parisi tree of states should be among the TAP states, if 1N ‖m‖2 is close to the
support of the Parisi measure. Next, we will see that the TAP states have the properties one expects
from the ancestors states.
1.4. Properties of generalized TAP states. Let us denote by ζm the minimizer in (1.28) or (1.29)
(recall our convention (1.30)) corresponding to m ∈ [−1, 1]N with q = 1N ‖m‖2. We will see below that
ζm has the meaning of the distribution of the overlap for the model on the narrow band B(m, ε) with
its own random external field removed and with a new non-random external field added that forces
0 in the support of this distribution ζm (see next section for details). We will show that, if m is a
generalized TAP state, then ζm(s) ≈ ζ∗(s) for s ∈ [q, 1], so the order parameters on the band around
TAP state agrees with the Parisi measure of the original model on the interval [q, 1]. To show this, we
will upper bound the TAP correction by
(1.35) TAP(µ) = inf
ζ∈M0,1
TAP(µ, ζ) ≤ TAP(µ, ζ∗),
and obtain the following.
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Theorem 4 (TAP states are ancestral). For any q in the support of the Parisi measure of the original
model (1.2), in probability,
(1.36) lim
N→∞
∣∣∣FN − max
‖m‖2
N =q
(HN (m)
N
+TAP(µm, ζ∗)
)∣∣∣ = 0.
This together with the representation (1.32) implies that, if m is a TAP state with q = 1N ‖m‖2 ∈
supp(ζ∗) then
TAP(µm, ζm) ≈ TAP(µm, ζ∗).
By continuity properties of the Hamiltonian and the functional TAP(µ, ζ) proved below, this also
holds for states with q = 1N ‖m‖2 close to the support of ζ∗. We will see (in the proof of Theorem 12
below) that the functional ζ → TAP(µ, ζ) is d1-Lipschitz uniformly over µ and has a unique minimizer
ζµ ∈Mq,1 if q =
∫
a2dµ(a), which qualitatively means that
(1.37) ζm ≈ ζ∗,
i.e. the order parameter ζm in the TAP states follows the Parisi measure. This approximation can be
quantified, but we do not pursue it here.
Next, in order to describe the critical point equations for the TAP states,
(1.38)
1
N
∇HN (m) = −∇TAP(µm),
we need to compute the gradient of TAP(µm). Recall the definition of Ψ(q, a, ζ) in (1.25) and let
(1.39) Ψ(q, a, ζ) := Ψ(q, a, ζ) + a
∫ 1
q
ξ′′(s)ζ(s) ds.
The gradient is given by the following formula.
Theorem 5 (Gradient of TAP correction). For any m ∈ (−1, 1)N with 1N ‖m‖2 = q, if we denote
(1.40) R(m) := ξ′′(q)
∫ 1
q
ζm(s) ds−
∫ 1
q
ξ′′(s)ζm(s) ds
then
∇TAP(µm) = − 1
N
(
Ψ(q,mi, ζm) +R(m)mi
)
i≤N
= − 1
N
(
Ψ(q,mi, ζm) +miξ
′′(q)
∫ 1
q
ζm(s) ds
)
i≤N
.(1.41)
Remark 6 (Generalized TAP equations). Let us show how (1.38) and (1.41) lead to the generalized
TAP equations. If we combine (1.38) and (1.41), we can write
(∇HN (m))i −miξ′′(q)
∫ 1
q
ζm(s) ds = Ψ(q,mi, ζm).
If we plug both sides into ∂xΦζm(q, ·) and recall the definition of Ψ, we get
(1.42) ∂xΦζm
(
q, (∇HN (m))i −miξ′′(q)
∫ 1
q
ζm(s) ds
)
= mi.
These are the TAP equations for generalized TAP states. To compare them with classical equations,
we can use that TAP states with 1N ‖m‖2 = q ∈ supp(ζ∗) (or close to the support) must have the order
parameter ζm ≈ ζ∗, which yields the approximate TAP equations,
(1.43) ∂xΦζ∗
(
q, (∇HN (m))i −miξ′′(q)
∫ 1
q
ζ∗(s) ds
)
≈ mi.
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We will discuss the replica symmetric case of TAP correction in the next section in much more detail,
but notice that, when ζ∗ = 1 for s ∈ [q, 1], (1.43) reduces to
(1.44) tanh
(
(∇HN (m))i −miξ′′(q)(1 − q)
)
≈ mi.
For the SK model, these are the classical TAP equations, which also appeared in the physics literature
for the pure p-spin model in [34] (see also [13]). The equations (1.42), (1.43) are, thus, an extension of
the classical TAP equations to all generalized TAP states, for all mixed p-spin models.
Let us remark that (1.42), (1.43) above are self-consistent TAP equations in the sense that they
relate state magnetization to itself. They are different from the Mézard-Virasoro equations for the
ancestor states derived rigorously in Theorem 1.4 in [4], which relate magnetization to the local field,
although for the 2-spin SK model considered in Mézard-Virasoro [21] they happen to coincide with
(1.43). The main reason is because, in those results, in place of the term ∇HN (m) in (1.42) one
has the cavity field process at an ancestor state m, which represents the average of ∇HN (σ) over
many mutually orthogonal directions around m. For example, if the entire system is in a pure state,
the cavity field process corresponds to 〈∇HN (σ)〉, which coincides with ∇HN (〈σ〉) = ∇HN (m) only
for the pure 2-spin model, when the gradient ∇HN (σ) does not include interaction terms. This is
why in those results one has the term mi
∫ 1
q
ξ′′(s)ζ∗(s) ds instead of miξ′′(q)
∫ 1
q
ζ∗(s) ds in (1.43), and
correspondingly mi(ξ
′(1)− ξ′(q)) instead of miξ′′(q)(1 − q) in (1.44), which appears in self-consistent
TAP equations, as e.g. in [34]. 
Remark 7 (Spherical gradient). The formula (1.41) implies that in the spherical directions,
(1.45) ∇TAP(µm) · v = − 1
N
(
Ψ(q,mi, ζm)
)
i≤N · v for all v ⊥ m.
There is a physical argument for the formula (1.45) to be satisfied by the ancestor states m in the
Parisi ansatz. We will see below that (Ψ(q,mi, ζm)) has the meaning of the unique external field that
forces the model on the narrow band B(m, ε) (with its own random external field removed) to have
many orthogonal pure states relative to m. On the other hand, ∇HN (m) is the external field of the
original model restricted to the band and, when m is an ancestor state, we know that there exist many
orthogonal states on the band. This suggests that ∇HN (m) · v = (Ψ(q,mi, ζm)) · v for such m and
v ⊥ m, which agrees with (1.38) and (1.45). 
Remark 8 (Model with external field). One can include an external field to the original model and
consider the model with the Hamiltonian
(1.46) HefN (σ) = HN (σ) + h
N∑
i=1
σi.
It will be clear from the discussion below that the TAP correction TAP(µm) is the same whether or
not the external field is present. In fact, this will be, in some sense, a big part of the motivation for
our definition of the generalized TAP correction. The only difference will be at the level of the TAP
representation (1.32), which will become
(1.47) FN ≈ max
‖m‖2
N =q
(HN (m)
N
+ h
N∑
i=1
mi +TAP(µm)
)
,
for q in the support of the Parisi measure of the model with external field h. For simplicity of notation,
we will work without the external field, because only trivial modifications are necessary in the case
with external field. 
In the next section, we will give an outline of the main ideas in the proof and state further results.
For example, we will show that the replica symmetric case of the above generalized TAP correction
(when the minimizer in (1.28) equals δ0) reduced to the classical TAP correction and give a precise
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characterization for when that happens. We will show how this implies the necessity of Plefka’s condi-
tion and, in particular, the generalized TAP correction is not always replica symmetric on the points
corresponding to the Edwards-Anderson parameter (see Remark 15).
2. General outline and further results
2.1. Utilizing many orthogonal directions. Let us explain the main ideas from [37] that allow
us to make the uniform claim (1.31) and at the same time compute things explicitly despite the
dependence on large n. This will also allow us to introduce some necessary definitions and notation.
We will see that for large n and small ε and δ, the following properties hold:
(a) with high probability, TAPN,n(m) in (1.16) is close to its expectation, uniformly over all m in
(1.11);
(b) adding or removing an external field term in ETAPN,n(m) has a negligible effect.
Let us explain what these properties mean and sketch why they hold. First of all, let us compute the
covariance of the process HN (σ)−HN (m) for σ in the narrow band B(m, ε),
1
N
E
(
HN (σ
i)−HN (m)
)(
HN (σ
j)−HN (m)
)
(2.1)
= ξ(R(σi,σj))− ξ(R(σi,m))− ξ(R(σj ,m)) + ξ(R(m,m)).
For (σ1, . . . ,σn) ∈ Bn(m, ε, δ), the covariance for i 6= j is small, by the definition of B(m, ε) and
Bn(m, ε, δ). Therefore, the variance of
∑n
i=1[HN (σ
i) −HN (m)] in (1.16) is roughly of the order nN
and, by the Gaussian concentration, the fluctuations of TAPN,n(m) are of order (nN)
−1/2 (Lemma
18 contains a precise statement). The extra factor n−1/2 with large n will allow us to discretize and
apply a union bound uniformly over m, implying the first property (a).
To explain the second property (b), it is convenient to think of HN (σ) −HN (m) as a new mixed
p-spin model on the narrow band, as follows. If q = R(m,m) = ‖m‖2/N then, for σ1,σ2 ∈ B(m, ε),
(2.2) |R(σ˜j ,m)| = |R(σj ,m)− q| < ε
and
(2.3) |R(σ1,σ2)− (R(σ˜1, σ˜2) + q)| = |R(σ˜1,m) +R(σ˜2,m)| < 2ε.
Therefore, up to the error of order O(ε), the covariance in (2.1) is approximated by
(2.4) ξ(R(σ˜1, σ˜2) + q)− ξ(q) = ξˆq(R(σ˜1, σ˜2)),
where
(2.5) ξˆq(s) := ξ(s+ q)− ξ(q) =
∑
k≥1
βk(q)
2sk
and where
(2.6) βk(q)
2 =
∑
p≥k
(
p
k
)
β2pq
p−k.
As a result, if HˆmN (σ˜) is the mixed p-spin Hamiltonian indexed by σ˜ = σ −m for σ ∈ B(m, ε) with
the covariance given by
(2.7) EHˆmN (σ˜
1)HˆmN (σ˜
2) = Nξˆq(R(σ˜
1, σ˜2)),
one can show that (see Lemma 21 below)
(2.8) ETAPN,n(m, ε, δ) =
1
nN
E log
∑
Bn(m,ε,δ)
e
∑
n
ℓ=1
HˆmN (σ˜
ℓ) +O
( ε√
q
)
uniformly over n, if q = R(m,m) = ‖m‖2/N > 0. The case when q is small and m is close to zero will
be handled slightly differently, by working with the original model with the external field removed,
without any recentering.
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The external field term that we mentioned in the property (b) is present in the model HˆmN (σ˜),
because β1(q) 6= 0 in (2.5). Define the function ξq similarly to (2.5), only with the summation starting
from k = 2,
(2.9) ξq(s) := ξ(s+ q)− ξ(q) − ξ′(q)s =
∑
k≥2
βk(q)
2sk,
and let HmN (σ˜) be the Hamiltonian with the covariance
(2.10) EHmN (σ˜
1)HmN (σ˜
2) = Nξq(R(σ˜
1, σ˜2)),
with q = ‖m‖2/N. Then, in distribution,
HˆmN (σ˜) = H
m
N (σ˜) + β1(q)σ˜ · g,
where g is a standard Gaussian vector. Hence, using the pairwise near-orthogonality of (σ˜1, . . . , σ˜n)
for (σ1, . . . ,σn) ∈ Bn(m, ε, δ), namely
sup
Bn(m,ε,δ)
∥∥∥ 1
n
√
N
n∑
ℓ=1
σ˜ℓ
∥∥∥ ≤ ( 1
n
+ δ
)1/2
,
we get that
1
nN
∣∣∣E log ∑
Bn(m,ε,δ)
e
∑
n
ℓ=1
HˆmN (σ˜
ℓ) − E log
∑
Bn(m,ε,δ)
e
∑
n
ℓ=1
HmN (σ˜
ℓ)
∣∣∣ ≤ β1(q)
( 1
n
+ δ
)1/2
.
Together with (2.8), this shows that
(2.11) ETAPN,n(m, ε, δ) = EFN,n(m, ε, δ) +O
( ε√
q
+
( 1
n
+ δ
)1/2)
,
where we introduce the notation
(2.12) FN,n(m, ε, δ) :=
1
nN
log
∑
Bn(m,ε,δ)
e
∑
n
ℓ=1
HmN (σ˜
ℓ)
for the free energy in the replicated band, with the external field removed.
By the same argument, we may also add a deterministic external field term h = (hi)i≤N , as long as
we keep ‖h‖/√N bounded. Namely, if we define
(2.13) FhN,n(m, ε, δ) :=
1
nN
log
∑
Bn(m,ε,δ)
e
∑n
ℓ=1
[
HmN (σ˜
ℓ)+
∑N
i=1
hiσ˜
ℓ
i
]
then
(2.14)
∣∣FN,n(m, ε, δ)− FhN,n(m, ε, δ)∣∣ ≤ ‖h‖√
N
( 1
n
+ δ
)1/2
.
In other words,
ETAPN,n(m, ε, δ) ≈ EFhN,n(m, ε, δ),
when ε, δ are small, n is large, and ‖h‖/
√
N stays bounded. As with TAPN,n(m), for simplicity of
notation, we will often omit ε and δ and write
(2.15) FhN,n(m) := F
h
N,n(m, ε) = F
h
N,n(m, ε, δ).
Let us sketch how the properties (a) and (b) lead to an explicit calculation of the generalized correction
term TAP(µm), and also contrast what happens in the spherical models vs. models with Ising spins.
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2.2. Spherical vs. Ising spin models. Let us start with an overview of the spherical model that was
considered in [37], where of course ΣN should be replaced by
√
NSN−1 and the sums over configurations
should be replaced by integrals. Using the above heuristics of introducing many orthogonal constraints
(or infinitary nature of the tree of states), we get that, uniformly over m,
(2.16) TAPN,n(m) ≈ ETAPN,n(m) ≈ EFN,n(m).
Since a narrow band on the sphere looks the same for all m with 1N ‖m‖2 = q, the right hand side
depends on m only through q. We can see that the constraints (σ1, . . . ,σn) ∈ B(m, ε, δ) in
(2.17) EFN,n(m) =
1
nN
E log
∫
Bn(m,ε,δ)
e
∑
n
ℓ=1
HmN (σ˜
ℓ)dσ1 . . . dσn
can be expressed by saying that
1
N
‖σ˜i‖2 = 1
N
‖σi −m‖2 ≈ 1− q
and all σ˜1, . . . , σ˜n are almost orthogonal to each other, R(σ˜i, σ˜j) ≈ 0 for i 6= j. Moreover, the narrow
band is, essentially, a sphere in one dimension less, so we can think of HmN (σ˜) as a new spherical
model. The fact that the external field has been removed implies a well-known fact that zero is in the
support of the Parisi measure of this new spherical model and, in particular, the overlap constraints
R(σ˜i, σ˜j) ≈ 0 can not have a free energy cost. In other words, one can show that
(2.18) EFN,n(m) ≈ EFN,1(m),
which is the free energy of a spherical model that can be written as a spherical analogue of the Parisi
formula, the Crisanti-Sommers formula. Thus, the generalized TAP correction has a particularly simple
form in the spherical models, and this has important consequences, as was demonstrated in [37].
In the Ising spin models, the situation is quite different. First of all, the narrow band depends on
m in a complicated way and the constraint σ ∈ B(m, ε) can be viewed as a constraint on σ˜ = σ −m
of the form
(2.19)
σ˜ ∈ B˜(m, ε) := B(m, ε)−m
≈ (ΣN −m)
⋂{ 1
N
‖σ˜‖2 ≈ 1− q}.
So, the first question is: for n = 1, can we compute the analogue of the Parisi formula for the free
energy EFN,1(m) on the narrow band? The answer is yes, but this will require some work. However,
the bigger issue is that, even if we can compute this free energy, removing the external field term will
not result in zero being in the support of the Parisi measure, because of the inherent asymmetry of
the band (2.19), and will not allow us to make the step (2.18). The solution to this will be to add a
new external field to balance out the asymmetry of the band. In other words, using (2.14), we will
introduce an external field h = (hi) at the step (2.16),
(2.20) ETAPN,n(m) ≈ EFN,n(m) ≈ EFhN,n(m),
and, with the right choice of h, we will show that zero is in the support of the Parisi measure of the
model on the band and, therefore,
(2.21) EFhN,n(m) ≈ EFhN,1(m).
The analogue of the Parisi formula for the right hand side will be our TAP correction T(µm). The
ideas behind finding the right choice of h will be explained below.
Remark 9. Notice that the functional a→ Λζ(q, a) in (1.24) is even and, therefore, the functional in
(1.27) has the symmetry
TAP(µm, ζ) = TAP(µ|m|, ζ),
where µ|m| = 1N
∑
i≤N δ|mi|. Under the transformation σi → sgn(mi)σi, the overlap between two
configurations does not change, while the covariance of all the Hamiltonians as well as definition of
the bands depend only on the overlaps. Furthermore, throughout the paper, we will always work with
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external fields of the form hi = sgn(mi)v(|mi|) that depend on the coordinatesmi in an anti-symmetric
fashion, which means that the external field hiσ˜i will also be invariant under this transformation.
Because of this, from now on, we can and will assume that
(2.22) m ∈ [0, 1]N ,
that is, all the coordinates mi ≥ 0. In particular, we assume that
(2.23) µm =
1
N
∑
i≤N
δmi ∈M0,1.
For the rest of the paper, we will work with this definition of M0,1.
2.3. Parisi formula on the band. Let us now state the analogue of the Parisi formula on the band
B(m, ε) for m ∈ [0, 1]N with the general external fields of the form hi = v(mi), for v ∈ C([0, 1]), which
will be sufficient for our purposes. Since the self-overlap of the configurations σ˜ = σ−m on the narrow
band is close to 1− q, it will be natural to work with the spaceM0,1−q of all distributions on [0, 1− q].
Recall the function ξq in (2.9) and, for each a ∈ [0, 1] and ζ ∈M0,1−q, denote by Φa,ζ(t, x) the solution
of the Parisi PDE on [0, 1− q]× R,
(2.24) ∂tΦa,ζ = −
ξ′′q (t)
2
(
∂xxΦa,ζ + ζ(t)
(
∂xΦa,ζ
)2)
with the boundary condition
(2.25) Φa,ζ(1− q, x) = log 2− ax+ log coshx = log
∑
σ=±1
e(σ−a)x.
Let us define the function Ψ(a, ζ) by
(2.26) ∂xΦa,ζ
(
0,Ψ(a, ζ)
)
= 0, a ∈ [0, 1).
Note that Ψ(a, ζ) is well-defined as ∂xΦa,ζ
(
0, ·) is strictly increasing with ∂xΦa,ζ(0,±∞) = ±1 − a.
Also, note that Φa,ζ depends on q, but we will keep this dependence implicit for simplicity of notation.
For µ ∈ M0,1, v ∈ C([0, 1]), and (λ, ζ) ∈ R×M0,1−q, let
(2.27) Pvµ(λ, ζ) =
∫
Φa,ζ(0, λa+ v(a)) dµ(a) − 1
2
∫ 1−q
0
sξ′′q (s)ζ(s) ds.
Set
(2.28) Pvµ := inf
λ∈R, ζ∈M0,1−q
Pvµ(λ, ζ).
This will be the Parisi formula for the limit of EFhN,1(m) when hi = v(mi) and the empirical measure
µm in (2.23) converges weakly to µ.
Theorem 10 (Parisi formula on the band). Assume that v ∈ C([0, 1]) and µ ∈M0,1. Let mN ∈ [0, 1]N
be any sequence so that µmN in (2.23) converges to µ weakly and let hi = v(mi) for i ≤ N . Then
(2.29) lim
N→∞
EFhN,1(m
N , εN) = Pvµ,
provided that εN goes to zero slowly enough.
Remark 11. In Proposition 7.3 below, we will establish a connection between Φa,ζ and Φζ (recall
(1.8)), which states that these PDE solutions are essentially the same up to a transformation. An
important consequence of this connection is that the function Ψ(a, ζ) in (2.26) coincides with the one
defined in (1.39) up to a shift. With a properly chosen external field (see (2.31) below), this allows
us to simplify the above Parisi formula on the band and naturally gives rise to the the desired TAP
correction (defined in (1.27)).
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2.4. Finding effective external field. Next, in order to obtain (2.21), we aim to find an external
field such that the model with the Hamiltonian HmN (σ˜) +
∑N
i=1 hiσ˜i on the band B(m, ε) has zero in
the support of its Parisi measure. Given a function v ∈ C([0, 1]), suppose that (λ∗, ζ∗) is the minimizer
in the Parisi formula (2.28). In the proof, we will deal with cases when λ∗ = +∞, but for the purpose
of this discussion let us assume that it is finite. For zero to be in the support of ζ∗, it is necessary and
sufficient that
(2.30) ∂xΦa,ζ∗(0, λ
∗a+ v(a)) = 0
for all a in the support of µ. We will not prove this (standard) statement, because we will only need
an implication in one direction (that will appear in Theorem 12 (v) below), but, again, let us use it as
a motivation for what we do next. If we include the term λ∗a into the field v(a) then the field must
satisfy ∂xΦa,ζ∗(0, v(a)) = 0 for all a in the support of µ. If we recall the definition (2.26) above, this
means that our only hope to force zero in the support of the Parisi measure is to restrict our attention
to external fields generated by functions of the form
vζ(a) := Ψ(a, ζ)(2.31)
for ζ ∈ M0,1−q, and, moreover, with such choice of vζ , the Parisi measure ζ∗ must coincide with ζ, so
that (2.30) holds
(2.32) ∂xΦa,ζ(0, vζ(a)) = 0.
Actually, this will automatically force λ∗ = 0, so this equation matches (2.30). This raises two issues.
(1) First of all, we will see that Ψ(a, ζ) goes to +∞ as a approaches 1 uniformly over ζ (see Lemma
41) while v in the Parisi formula in Theorem 10 was continuous on [0, 1], so we can not apply
the Parisi formula with v = vζ when 1 ∈ supp(µ).
(2) The minimizer ζ∗ depends on the external field vζ , and we want it to coincide with ζ in the
definition of vζ . How can we find such ‘good’ choice of ζ?
The second issue can be solved via an implicit fixed point problem, using the Schauder fixed point
theorem; however, we will give a more direct and explicit way to find such good ζ. The first issue will be
handled by an approximation argument, which, at a crucial step, will allow us to work with measures
µ with the support separated from 1. Because these two issues present very different obstacles, it will
be convenient to work with two intermediate definitions of the functional TAP(µ) in (1.28), which will
be shown to coincide with it.
Let us consider the following growth condition on functions v : [0, 1]→ R,
(2.33) v(a) ≤ c1 + c2 tanh−1(a) for a ∈ [0, 1),
for some absolute constants c1, c2 > 0 that depend only on the model ξ and can be found explicitly
from the proof of Lemma 41 below. Set
(2.34)
V =
{
v ∈ C([0, 1]) : v ≥ 0, v is non-decreasing, and (2.33) holds},
V =
{
v ∈ C([0, 1)) : v ≥ 0, v is non-decreasing, and (2.33) holds}.
Note that the only difference between V and V is on the right boundary of v. We will prove that
the functions vζ(a) = Ψ(a, ζ) belong to V (see Lemma 40), which is the real reason behind these
definitions. Let us recall the functional Pvµ(λ, ζ) defined in (2.27) for v ∈ V and define a new functional
Pvµ(λ, ζ) for v ∈ V ,
(2.35)
Pvµ(λ, ζ) :=
∫
[0,1]
Φa,ζ(0, λa+ v(a)) dµ(a) − 1
2
∫ 1−q
0
sξ′′q (s)ζ(s) ds, for v ∈ V,
Pvµ(λ, ζ) :=
∫
[0,1)
Φa,ζ(0, λa+ v(a))dµ(a) − 1
2
∫ 1−q
0
sξ′′q (s)ζ(s)ds, for v ∈ V .
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For µ ∈M0,1 such that
∫
a2dµ(a) = q, we define
(2.36)
T(µ) := inf
v∈V, ζ∈M0,1−q
Pvµ(0, ζ),
T(µ) := inf
v∈V , ζ∈M0,1−q
Pvµ(0, ζ).
In the case that supp(µ) ⊂ [0, 1), it is evident that these coincide, and we will in fact show that
they always coincide. The first representation in (2.36) will be convenient when working with the
Parisi formula on the band, and the second representation will be convenient for analytical reasons
and because it allows us to find a good choice of ζ directly. We summarize all these properties in the
following theorem.
We define by
(2.37) θqζ(t) = ζ(t+ q) for t ∈ [0, 1− q]
the shift operator θq : M0,1 →M0,1−q.
Theorem 12. The following statements hold:
(i) If µ ∈M0,1 and q =
∫
x2 dµ(a) then
TAP(µ, ζ′) = Pvζµ (0, ζ)
for all ζ′ ∈M0,1 and ζ = θqζ′, and
(2.38) TAP(µ) = T(µ) = T(µ) = inf
ζ∈M0,1−q
Pvζµ (0, ζ).
(ii) The functional TAP(µ) is continuous on (M0,1, d1).
(iii) The right-hand side in (2.38) has a unique minimizer ζ0.
(iv) The minimizer ζ0 in (iii) satisfies
Pvζ0µ (0, ζ0) = inf
λ∈R,ζ∈M0,1−q
Pvζ0µ (λ, ζ) (=: Pvζ0µ ).
(v) The minimizer ζ0 in (iii) has zero in its support, 0 ∈ supp(ζ0).
(vi) If there exists some ζ1 ∈M0,1−q such that (0, ζ1) is a minimizer of
inf
λ∈R, ζ∈M0,1−q
Pvζ1µ (λ, ζ),
then ζ0 = ζ1.
Notice that if µ = δ1 then q = 1, so Pvµ(λ, ζ) ≡ 0, M0,1−q = {δ0}, and the claims (iii)-(vi) hold
trivially. If supp(µ) ⊆ {0, 1} then Pvµ(λ, ζ) does not depend on λ. In Remark 43 below, we will see
that in all other cases the minimizer (λvµ, ζ
v
µ) exists and is unique. For convenience, we will use the
convention that (λvµ, ζ
v
µ) = (0, δ0) when µ = δ1, and (λ
v
µ, ζ
v
µ) = (0, ζ
v
µ) when supp(µ) ⊆ {0, 1}.
2.5. Classical TAP correction. Finally, let us explain how the generalized TAP correction defined
above leads to the classical TAP correction and the Plefka condition in [33, 40]. In this section, we
will consider non-trivial case µ 6= δ1, and will describe when the minimizer ζ0 in Theorem 12 is replica
symmetric, ζ0 = δ0. Let us denote the corresponding replica symmetric external field by
vRS(a) := vδ0(a) = Ψ(a, δ0), ∀a ∈ [0, 1).(2.39)
Using the Cole-Hopf transformation yields
Φa,δ0(s, x) = log 2 + logE cosh(a+ t(s)g)e
−a(x+t(s)g)
=
1 + a2
2
t2(s)− ax+ log 2 cosh(x− at2(s)),
(2.40)
where g is a standard Gaussian random variable and, for s ∈ [0, 1− q], we denoted
t(s) := (ξ′q(1− q)− ξ′q(s))1/2.
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From this formula, we can express vRS explicitly as
vRS(a) := tanh
−1(a) + aξ′q(1− q), ∀a ∈ [0, 1).(2.41)
By Theorem 12 (iv), if δ0 is the minimizer of the functional in (1.28), we must have
(2.42) PvRSµ (0, δ0) = inf
λ,ζ∈M0,1−q
PvRSµ (λ, ζ).
On the other hand, by Theorem 12 (vi), if this holds then δ0 is the minimizer. Hence, in order to
characterize the replica symmetric TAP correction, it is enough to describe when (2.42) holds. Recall
(2.40) and define
γµ(s) :=
∫
[0,1)
E
[
∂xΦa,δ0(s, ga(s))
2 exp
(
Φa,δ0(s, ga(s))− Φa,δ0(0, ga(0))
)]
dµ(a),(2.43)
where ga(s) = vRS(a) + ξ
′
q(s)
1/2g. For s ∈ [0, 1], define an auxiliary function Γµ by
Γµ(s) =
∫ s
0
ξ′′q (r)(γµ(r) − r)dr.(2.44)
This function is derived through the directional derivative of the functional PvRSµ (0, ·) (see the derivation
in (11.1) below). Recall I(a) and C(q) in (1.34). The following holds.
Proposition 13. Assume that δ1 6= µ ∈ M0,1 and q =
∫
a2 dµ(a). Then δ0 is the minimizer of (1.28)
(i.e. (2.42) holds) if and only if
Γµ(s) ≤ 0, ∀s ∈ [0, 1− q].(2.45)
Furthermore, in this case, TAP(µ) is given by the classical TAP correction,
TAP(µ) = −
∫
I(a)dµ(a) + C(q).(2.46)
The above proposition will be used to conclude Corollary 3 from the general TAP representation
of Theorem 2. The proposition also naturally leads to the so-called Plefka condition in the SK model,
that is, ξ(s) = β2s2/2.
Proposition 14. Let ξ(s) = β2s2/2. Assume that δ1 6= µ ∈ M0,1. If δ0 is the minimizer of (1.28),
i.e. (2.45) holds, then the so called Plefka’s condition holds,
β2
∫
(1 − a2)2dµ(a) ≤ 1.(2.47)
Remark 15. If we consider pure SK model with ξ(s) = β2s2/2 with non-zero external field h, one can
see that the generalized TAP correction is not always replica symmetric on the sphere 1N ‖m‖2 = qEA,
where the Edwards-Anderson parameter qEA is the largest point in the support of the Parisi measure.
Let us now consider (β, h) below the AT line
β2E
2
cosh4(βz
√
q + h)
≤ 1,
where q is the unique solution of q = E tanh2(βz
√
q + h). It is well-known based on simulations, and
in fact proved in some region of parameters in [17], that below the AT line the original model is
replica symmetric, and qEA = q. Let us now take m that has Nq coordinates equal to 1 and N(1− q)
coordinates equal to 0. For such m, Plefka’s condition becomes
β2
∫
(1− a2)2dµm(a) = β2(1− q) = β2E 1
cosh2(βz
√
q + h)
≤ 1.
Clearly, we can choose (β, h) below the AT line such that Plefka’s condition is violated, which means
that the generalized TAP correction does not always coincide with the classical TAP correction on the
sphere 1N ‖m‖2 = qEA.
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In Plefka [33], it was conjectured that in the SK model,
lim
N→∞
FN = lim
ε↓0
lim
N→∞
sup
(HN (m)
N
−
∫
I(a)dµm(a) + C(q)
)
,
where the supremum is taken over all m ∈ [−1, 1]N satisfying that q = ‖m‖22/N and the Plefka
condition, β2
∫
(1 − a2)2dµm(a) ≤ 1. While Plefka obtained this condition through the consideration
of convergence criterion for the series expansion of the SK free energy, we discover the same condition
from an analogous study of the so-called Almeida-Thouless line for the Parisi formula on the band
with external field vRS, namely, it is determined by the second derivative of Γµ at s = 0.We anticipate
that it is not always true that when the Plefka condition is satisfied, (2.45) is automatically valid. In
addition, we mention that it looks possible that one can find a µ such that the Plefka condition is
satisfied, but
PvRSµ (0, δ0) = −
∫
I(a)dµ(a) + C(q)
is strictly larger than TAP(µ). It is however not clear to us how to compare the corresponding TAP
free energy of such µ with our expression (1.27), so the validity of Plefka’s conjecture remains unclear.
Let us describe the structure of the rest of the paper. In the next section we derive the uniform
statement in Theorem 1, conditional on Theorem 12 and a representation of the limiting replicated free
energy on a band at the level of expectation. Using Theorem 1, in Section 4 we prove the generalized
TAP representation in Theorem 2. In Section 5, we reduce the TAP correction to the free energy
of the replicated model on the narrow band, and in Section 6 we prove the Parisi formula for this
model stated in Theorem 10. In Section 7 we prove the properties of various TAP representations in
Theorem 12. Section 8 contains the key step, which combines the Parisi formula with the choice of the
optimal external field from Theorem 12 to derive the first representation T(µ) in (2.36) at the level of
expectations. In Section 9, we prove Theorem 4, and we compute the gradient of TAP(µm) in Theorem
5 in Section 10. In Section 11 we prove Corollary 3 and Propositions 13, 14, about the classical TAP
correction. Finally, in Section 12, we prove various technical results used throughout the paper.
3. Uniform TAP correction
In this section, we will prove our main result in Theorem 1. Our proof is conditional on the continuity
of the mapping µ→ TAP(µ) that we stated in Theorem 12 (ii) above, which we will prove in Section 7,
and the following two lemmas relating the limit of the expectations ETAPN,n(m, ε, δ) to the functional
TAP(µ), which we will prove in Section 8.
Lemma 16. For any sequence m = mN ∈ [0, 1]N such that µm → µ ∈M0,1,
(3.1) inf
ε,δ,n
lim sup
N→∞
ETAPN,n(m, ε, δ) ≤ TAP(µ).
Lemma 17. Take any η ∈ (0, 1). For any sequence m = mN ∈ [0, 1 − η]N such that µm → µ ∈ M0,1
and supp(µ) ⊆ [0, 1− η],
(3.2) inf
ε,δ,n
lim inf
N→∞
ETAPN,n(m, ε, δ) ≥ TAP(µ).
To move from the statements about expectations above to the actual random TAP free energies,
we will need the following basic, but crucial, concentration result. This is another key way in which
we utilize many orthogonal directions.
Lemma 18. For some constant cξ > 0 depending only on ξ,
(3.3) P
{|TAPN,n(m, ε, δ)− ETAPN,n(m, ε, δ)| > t} < 2 exp
(
− Nt
2cξ
1/n+ δ + ε
)
.
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Proof. Note that, up to normalization by n, TAPN,n(m, ε, δ) is the free energy of the Gaussian process
H˜N (σ
1, . . . ,σn) :=
∑n
i=1(HN (σ
i)−HN (m)) on Bn(m, ε, δ), which, using (2.1) and (1.14), has variance
bounded by
1
N
E
(
H˜N(σ
1, . . . ,σn)
)2 ≤ 4nξ(1) + n(n− 1)ξ′(1)(δ + 2ε) ≤ cξ(n+ n2δ + n2ε).
The lemma therefore follows from a canonical Gaussian concentration result, see e.g. [24, Theorem
1.2]. 
We will also need the following consequence of the above concentration.
Lemma 19. For any k ∈ N there exists AN ⊆ (0, 1)N with at most eN log k elements such that letting
η = 1/k, for every m ∈ AN ,
max
1≤i≤N
mi ≤ 1− η
2
,(3.4)
and, for every m ∈ [0, 1]N , there exists m′ ∈ AN such that
max
i≤N
|mi −m′i| ≤
η
2
.(3.5)
Furthermore, there exists a constant cξ > 0 such that for any ε, δ > 0 and t, c > 0 satisfying
−t2cξ
1/n+ δ + ε
+ log
2
η
< −c ,(3.6)
we have that
(3.7) P
(
max
m∈AN
∣∣TAPN,n(m, ε, δ)− ETAPN,n(m, ε, δ)∣∣ > t
)
< 2e−Nc.
Proof. Let P be a regular partition of [0, 1]N using cubes of edge length η, and define AN as the
collection of all center points of the cubes in P . Of course, (3.4) and (3.5) hold, and AN has (1/η)
N =
eN log k elements. Finally, (3.7) follows from Lemma 18 by a union bound. 
3.1. Proof of the upper bound of (1.31). Let t, c > 0 and assume towards the contradiction that,
for some εN , δN → 0 and nN →∞, on some subsequence in N ,
(3.8) P
(∃m ∈ [−1, 1]N : TAPN,nN (m, εN , δN ) ≥ TAP(µm) + t) ≥ e−Nc.
Let us choose ηN ↓ 0 in such a way that
−(t/4)2cξ
1/nN + δN + εN + 3ηN
+ log
2
ηN
< −2c ,(3.9)
Let us take the set AN in Lemma 19, so that
(3.10) P
(
max
m∈AN
∣∣TAPN,nN (m, εN + 3ηN , δN)− ETAPN,nN (m, εN + 3ηN , δN)∣∣ > t/4
)
< 2e−2Nc.
Suppose that m′ satisfies the inequality of (3.8), and let m ∈ AN be such that (3.5) holds. Since
‖m−m′‖2 <
√
NηN , we have
B(m, εN + 3ηN) ⊇ B(m′, εN)
and, moreover, d1(µm, µm′) < ηN . From the (uniform) continuity of µ→ TAP(µ) in Theorem 12 (ii),
TAPN,nN (m, εN + 3ηN , δN ) ≥ TAP(µm′) + t ≥ TAP(µm) + t/2
for large N and, on the subsequence as above,
P
(
∃m ∈ AN : TAPN,nN (m, εN + 3ηN , δN) ≥ TAP(µm) + t/2
)
≥ e−Nc.
From (3.10), (deterministically)
(3.11) ∃m ∈ AN : ETAPN,nN (m, εN + 3ηN , δN) ≥ TAP(µm) + t/4.
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Since (M−1,1, d1) is a compact space, there exists a subsequence m = mN ∈ AN such that µmN → µ
for some µ ∈M−1,1 and (along this subsequence)
(3.12) lim sup
N→∞
ETAPN,nN (m, εN + 3ηN , δN ) ≥ TAP(µ) + t/4.
This contradicts Lemma 16, which finishes the proof of the upper bound. 
3.2. Proof of the lower bound of (1.31). The proof is a variation of that of the upper bound. Let
t, c > 0 and assume towards contradiction that for some ε, δ as small as we wish and n as large as we
wish, there exists a subsequence in N such that
(3.13) P
(∃m ∈ [−1, 1]N : TAPN,n(m, ε, δ) ≤ TAP(µm)− t) ≥ e−Nc.
Let us make sure that ε, δ, n are such that we can choose η < ε/6 satisfying
−(t/4)2cξ
1/n+ δ + ε/2
+ log
2
η
< −2c,
and such that d1(µ, µ
′) ≤ η implies that |TAP(µ) − TAP(µ′)| ≤ t/2. By Lemma 19, there exists AN
such that (3.4) and (3.5) hold and
(3.14) P
(
max
m∈AN
∣∣TAPN,n(m, ε/2, δ)− ETAPN,n(m, ε/2, δ)∣∣ > t/4
)
< 2e−2Nc.
Suppose that m′ satisfies the inequality of (3.13), and let m ∈ AN be such that (3.5) holds. Since
‖m−m′‖2 <
√
Nη and η < ε/6, we have
B(m′, ε) ⊇ B(m′, ε/2 + 3η) ⊇ B(m, ε/2)
and, moreover, d1(µm, µm′) < η. Therefore,
TAPN,n(m, ε/2, δ) ≤ TAPN,n(m′, ε, δ) ≤ TAP(µm′)− t ≤ TAP(µm)− t/2.
This implies that, on the subsequence as in (3.13),
P
(
∃m ∈ AN : TAPN,n(m, ε/2, δ) ≤ TAP(µm)− t/2
)
≥ e−Nc,
and, therefore, from (3.14), (deterministically)
(3.15) ∃m ∈ AN : ETAPN,n(m, ε/2, δ) ≤ TAP(µm)− t/4.
Since (M−1,1, d1) is a compact space, there exists a subsequence m = mN ∈ AN such that µmN → µ
for some µ ∈M−1,1 and (along this subsequence)
(3.16) lim inf
N→∞
ETAPN,n(m, ε/2, δ) ≤ TAP(µ)− t/4.
However, the condition (3.4) implies that supp(µ) ⊆ [0, 1− η/2], and the above inequality contradicts
Lemma 17. This finishes the proof. 
4. Generalized TAP representation
In this section, we prove the generalized TAP representation in Theorem 2 using the concentration
of Theorem 1. The basic idea is similar to the proof of [37, Lemma 17]. We note that our proof of
Theorem 1 in Section 3 is conditional on the results stated in the beginning of that section, and thus
so is the current proof.
Let ε, δ > 0 and n ≥ 1. By definition, for any m,
FN ≥ HN (m)
N
+TAPN,1(m, ε, δ) ≥ HN (m)
N
+TAPN,n(m, ε, δ).
In particular, from the uniform convergence of Theorem 1,
lim
N→∞
P
(
FN > max
‖m‖2
N =q
(HN (m)
N
+TAP(µm)
)
− t
)
= 1.
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Fix some value q that belongs to the support of the Parisi measure of the model (1.2). It is well-
known that the free energy FN concentrates at exponential rate around its mean for large N , see e.g.
[24, Theorem 1.2]. By the Borell-TIS inequality so does the maximum in (1.32). Combining the above
with Theorem 1, we conclude that to complete the proof of Theorem 2 it will be enough to show that
for any small t, ε, δ > 0 and large n ≥ 1,
(4.1)
lim
N→∞
1
N
logP
(
∃m ∈[−1, 1]N , 1
N
‖m‖2 = q :
FN <
HN (m)
N
+TAPN,n(m, ε, δ) + t
)
= 0.
From [28, Lemma 4.8], for any τ, t > 0 and n ≥ 1 we have that
(4.2) lim
N→∞
1
N
logP
(
1
N
logG⊗2nN
{
∀i 6= j,
∣∣R(σi,σj)− q∣∣ < τ} > −t
)
= 0.
By conditioning on σn+1, . . . ,σ2n, we conclude that, with probability not exponentially small in
N , (w.r.t. the disorder only) there exist σ¯n+1, . . . , σ¯2n ∈ ΣN such that for any n + 1 ≤ i 6= j ≤ 2n,∣∣R(σ¯i, σ¯j)− q∣∣ < τ , and such that
(4.3)
1
nN
logG⊗2nN
{
∀i 6= j ≤ 2n,
∣∣R(σi,σj)− q∣∣ < τ ∣∣∣σn+i = σ¯n+i, i = 1, . . . , n}
=
1
nN
log
∑
An(τ)
exp
{ n∑
i=1
HN (σ
i)
}
− FN > −t,
where we define An(τ) as the set of points (σ
1, . . . ,σn) ∈ ΣnN such that |R(σi,σj) − q| < τ and
|R(σi, σ¯k)− q| < τ , for any i, j ≤ n and n+ 1 ≤ k ≤ 2n.
Define σ¯ := n−1
∑2n
i=n+1 σ¯
i and set m = 0 if σ¯ = 0, and m =
√
Nqσ¯/‖σ¯‖ otherwise. Given δ, ε > 0,
it is straightforward to check that An(τ) ⊂ Bn(m, ε, δ), provided that τ > 0 is small enough and n ≥ 1
is large enough. Assuming this inclusion and assuming that (4.3) holds, m is a point as in (4.1), since
HN (m)
N
+TAPN,n(m, ε, δ) =
1
nN
log
∑
Bn(m,ε,δ)
exp
{ n∑
i=1
HN (σ
i)
}
.
This completes the proof. 
5. Reduction to a model on the band
In this section, we will justify approximations of TAPN,n(m, ε, δ) by FN,n(m, ε, δ). We will need the
following technical lemma, which follows from a more general result in [6, Corollary 59], but which we
prove here for convenience.
Lemma 20. For a mixed p-spin model in (1.2),
(5.1) E max
‖σ‖≤√N
‖∇HN(σ)‖ ≤ cξ
√
N,
where one can take cξ = 2(
∑
p≥1 β
2
pp
3)1/2.
Proof. Let us represent the maximum above as
(5.2) max
‖σ‖≤
√
N
‖∇HN(σ)‖ = max‖u‖≤1 max‖σ‖≤√N u · ∇HN (σ)
and denote
G(u,σ) := u · ∇HN (σ) =
∑
p≥1
βp
N (p−1)/2
∑
i1,...,ip
gi1,...,ip(ui1 · · ·σip + . . .+ σi1 · · ·uip).
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Using that (a1+ . . .+ ap)
2 ≤ p(a21+ . . .+ a2p) and the fact that ‖u‖ ≤ 1 and ‖σj‖2 ≤ N , one can easily
check that
E
(
G(u1,σ1)−G(u2,σ2))2 ≤ c2ξ(‖u1 − u2‖2 +N−1‖σ1 − σ2‖),
where c2ξ =
∑
p≥1 β
2
pp
3 <∞. If we define, for i.i.d. standard Gaussian gi and g′i,
G˜(u,σ) := cξ
( N∑
i=1
giui +N
−1/2
N∑
i=1
g′iσi
)
,
then the right hand side above equals E(G˜(u1,σ1)− G˜(u2,σ2))2. By the Sudakov-Fernique inequality,
Emax
u,σ
G(u,σ) ≤ Emax
u,σ
G˜(u,σ) ≤ 2cξ
√
N,
and this finishes the proof. 
Let us start by proving the approximation in the equation (2.8).
Lemma 21. If q = R(m,m) = ‖m‖2/N > 0, the equation (2.8) holds,
(5.3) ETAPN,n(m, ε, δ) =
1
nN
E log
∑
Bn(m,ε,δ)
e
∑
n
i=1
HˆmN (σ˜
i) +O
( ε√
q
)
,
with an implicit constant in the error term that depends only on ξ.
Proof. Given σ and σ˜ = σ −m, define
b˜ = σ˜ − σ˜ ·m
m ·mm, b = σ −
σ˜ ·m
m ·mm = σ˜ −
σ˜ ·m
m ·mm+m.
Notice that b is the projection of σ on the hyperplane perpendicular to m passing through m, and
b˜ = b−m. We view b as a function of σ but, to simplify notation, we will keep the function implicit.
The projections satisfy R(b1, b2) = R(b˜
1
, b˜
2
) + q and the Hamiltonians HN (b) −HN (m) and HˆmN (b˜)
are equal in distribution. As a result,
1
nN
E log
∑
Bn(m,ε,δ)
e
∑n
ℓ=1
[
HN (b
ℓ)−HN (m)
]
=
1
nN
E log
∑
Bn(m,ε,δ)
e
∑n
ℓ=1
HˆmN (b˜
ℓ
).
Since, for σ ∈ B(m, ε),
‖σ − b‖ = ‖σ˜ − b˜‖ = ‖σ ·m−m ·m‖‖m‖ <
ε√
q
√
N,
in order to prove (2.8), it is enough to use that, by the above lemma,
(5.4) E max
‖σ1−σ2‖≤ε
√
N/q
∣∣HN (σ1)−HN (σ2)∣∣ ≤ cξ(ε/√q)N,
and that a similar statement holds for HˆmN , which can be proved in exactly the same way. 
As we explained in the introduction, this implies that
(5.5) ETAPN,n(m, ε, δ) = EFN,n(m, ε, δ) +O
( ε√
q
+
( 1
n
+ δ
)1/2)
.
When q = R(m,m) = ‖m‖2/N is small and the above approximation is not good enough, let us say
when q < ε/2, we will use a more straightforward reduction. We will not add and subtract the term
HN (m), which in this case is small (on the scale 1/N). Instead, the only modification we will make is
to remove the external field in the original model. We will consider the Hamiltonian
H0N (σ) =
∑
p≥2
βpHN,p(σ),(5.6)
which is the original Hamiltonian in (1.2) with external field removed, so that
(5.7) EH0N (σ
1)H0N (σ
2) = Nξ0(R(σ
1,σ2)),
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where ξ0(x) = ξ(x) − ξ′(0)x is defined exactly as ξq(x) in (2.9) for q = 0. If we define
(5.8) F ∗N,n(m, ε, δ) :=
1
nN
log
∑
Bn(m,ε,δ)
e
∑n
ℓ=1
H0N (σ
ℓ)
then the argument leading to (2.11) also gives in this case that
(5.9) ETAPN,n(m, ε, δ) = EF
∗
N,n(m, ε, δ) +O
(( 1
n
+ δ
)1/2)
.
In this case of small q, the analogue of the Parisi formula in Theorem 10 is the following.
Theorem 22. Let mN ∈ [−1, 1]N be any sequence such that µmN → δ0. Then
(5.10) lim
N→∞
EF ∗N,1(m
N , εN ) = inf
ζ∈M0,1
(
Φ0,ζ(0, 0)− 1
2
∫ 1
0
sξ′′0 (s)ζ(s)ds
)
.
provided that εN goes to zero slowly enough.
This is, essentially, a classical Parisi formula for the original model without external field, only now
we have the constraint σ ∈ B(m, εN ). If q = ‖m‖2/N ≤ ε/2 then, denoting u = m/‖m‖,
B(m, ε) ⊇ {σ : |σ · u| ≤√ε/2},
and the last set is a constraint on the magnetization in some direction u. Since the Hamiltonian H0N
does not contain an external field, one can show that this constraint has no free energy cost, which
explains why the above formula coincides with the Parisi formula for the unconstrained model. We
are not going to give a proof of this for two reasons. First reason is that the proof is straightforward.
The second reason is that the proof of Theorem 10 in the next section does this in a more complicated
case, and following the same argument in this case would only significantly simplify the details.
6. Proof of the Parisi formula on the band
We establish the proof of Theorem 10 in this section. The argument is essentially the same as
the treatment for the classical Sherrington-Kirkpatrick model, by utilizing Guerra’s replica symmetry
breaking scheme and the Aizenman-Sims-Starr scheme as implemented, for example, in [24]. The added
complication here is that the spin configurations are re-centered and the external field varies for each
site, depending on the function v ∈ C([0, 1]). These will require extra care of the uniform convergence
of the free energy in the variable m. To this end, in Section 6.1, we first give a version of Theorem
10 in Proposition 23 in terms of the Ruelle probability cascades followed by a set of lemmas that are
devoted to establishing uniform controls of various functionals. Sections 6.2 and 6.3 establish the upper
and lower bounds in Proposition 23.
6.1. Ruelle probability cascades, and continuity results. Let q ∈ [0, 1). Denote by Md0,1−q the
collection of all atomic ζ ∈ M0,1−q satisfying that, for some integer r ≥ 1 and some sequences
0 < ζ0 < . . . < ζr−1 < ζr = 1,(6.1)
0 = q0 < q1 < . . . < qr = 1− q,(6.2)
we have
(6.3) ζ(s) = ζp if qp ≤ s < qp+1 for some 0 ≤ p ≤ r − 1.
Let (vα)α∈Nr be the weights of the Ruelle probability cascade [35] corresponding to the sequence (6.1)
(see e.g. Section 2.3 in [24] for the definition). For α1, α2 ∈ Nr, denote
α1 ∧ α2 = max {0 ≤ p ≤ r : α11 = α21, . . . , α1p = α2p}.
Let f(x) be a function of the form
∑
p≥2 c
2
px
p such that f(x0) <∞ for some x0 > 1. This ensures that
all derivatives of f are well defined on (−x0, x0). The main choice of f we have in mind is ξq, but it is
GENERALIZED TAP FREE ENERGY 22
convenient to keep it as a parameter in the following definitions. Let θf (x) = xf
′(x)− f(x). Let gf ′(α)
be a centered Gaussian process on Nr with the covariance given by
(6.4) Egf ′(α
1)gf ′(α
2) = f ′(qα1∧α2),
and define gθf (α) similarly. For m ∈ [0, 1]N and ζ ∈Md0,1−q, we set
ΨN (m, ε, f, ζ) =
1
N
E log
∑
α∈Nr
vα
∑
σ∈B(m,ε)
exp
∑
i≤N
(gf ′,i(α) + v(mi))σ˜i,(6.5)
where σ˜ = σ −m and gf ′,i are i.i.d. copies of gf ′ . For ζ ∈ Md0,1−q, also set
Υ(f, ζ) =
1
N
E log
∑
α∈Nr
vα exp
√
Ngθf (α)(6.6)
= E log
∑
α∈Nr
vα exp gθf (α) =
1
2
∫ 1−q
0
ζ(s)sf ′′(s) ds.
The second and third equalities in this equation are well-known; see e.g. [24, Eq. (2.60)]. For ζ ∈Md0,1−q
and f = ξq, we will denote
ΨN (m, ε, ζ) := ΨN(m, ε, ξq, ζ)(6.7)
and
Υ(ζ) := Υ(ξq, ζ).(6.8)
Recall that
(6.9) FhN,1(m, ε) =
1
N
log
∑
σ∈B(m,ε)
eH
m
N (σ˜)+
∑
N
i=1
hiσ˜i .
Throughout the section we will assume that
(6.10) hi = v(mi)
for some v ∈ C([0, 1]) fixed once and for all. Recall the notation µm = 1N
∑N
i=1 δmi .
Proposition 23. Given µ ∈ M0,1 and arbitrary sequence m = mN ∈ [0, 1]N such that µmN → µ
weakly, if q =
∫
x2dµ(x) then
(6.11) lim
ε↓0
lim
N→∞
EFhN,1(m
N , ε) = inf
ζ∈Md
0,1−q
(
Ψ(µ, ζ)−Υ(ζ)),
where the limit
Ψ(µ, ζ) := lim
ε↓0
lim
N→∞
ΨN (m
N , ε, ζ)(6.12)
exists and does not depend on the choice of the sequence (mN ).
More precisely, in (6.11) we mean that
lim
ε↓0
lim inf
N→∞
EFhN,1(m
N , ε) = lim
ε↓0
lim sup
N→∞
EFhN,1(m
N , ε),
and both are given by the right hand side of (6.11). In particular, we can choose εN → 0 slowly enough
so that EFhN,1(m
N , εN) converges to the same limit.
Also, it is important to note that in ΨN(m, ε, ζ) the variables m and q are two independent pa-
rameters and we will show that the quantity Ψ(µ, ζ) in (6.12) is well-defined for any µ ∈ M0,1, not
necessarily satisfying the constraint q =
∫
x2 dµ(x). On the other hand, this constraint is crucial in
(6.11), and that is why we minimize over ζ ∈ Md0,1−q.
For the rest of this subsection, we establish the convergence in (6.12), while the proof of (6.11) is
deferred to the next two subsections. We begin with some basic continuity properties of the functionals
defined above.
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Lemma 24. For ζ ∈Md0,1−q and ζ′ ∈ Md0,1−q′ ,
(6.13) |Υ(f, ζ)−Υ(f, ζ′)| ≤ 1
2
f ′′(1)
(∫ 1
0
|ζ(s) − ζ′(s)|ds+ 2|q − q′|
)
.
and
(6.14) |ΨN (m, ε, f, ζ)−ΨN (m, ε, f, ζ′)| ≤ 2f ′′(1)
(∫ 1
0
|ζ(s)− ζ′(s)|ds+ 2|q − q′|
)
.
For any f1 and f2 as above and ζ ∈Md0,1−q,
(6.15) |ΨN (m, ε, f1, ζ) −ΨN(m, ε, f2, ζ)| ≤ ‖f ′1 − f ′2‖∞.
The last sup-norm is defined on [0, 1].
Proof. The first inequality is clear. The proof of the second inequality is almost identical to the one
in the classical SK model (due to Guerra [14]) and will be omitted. We only mention that the factor
2 instead of the usual 1/2 is due to the fact that |σ˜| ≤ 2 instead of 1 and we have the additional term
2|q − q′|, because ζ and ζ′ are defined on different intervals. If q′ < q, we first need to interpolate all
the parameters q′p > 1 − q down to 1 − q before we start the usual argument and one can check that
all error along this interpolation is controlled by 4f ′′(1)|q − q′|.
To prove (6.15), we replace the terms gf ′
1
,i(α) and gf ′
2
,i(α) by the usual Gaussian interpolation
between the two,
√
tgf ′
1
,i(α) +
√
1− tgf ′
1
,i(α). The derivative along the interpolation will be controlled
by the maximum of |f ′1(qα1∧α2)− f ′2(qα1∧α2)|, and this finishes the proof. 
One immediate consequence of the above continuity properties that will be useful is the following.
Lemma 25. If ζ ∈ Md0,1−q and ζ′ ∈ Md0,1−q′ are such that
∫ 1
0
|ζ(s)− ζ′(s)|ds ≤ |q− q′| then, for any
f1, f2,
(6.16) |ΨN(m, ε, f1, ζ)−ΨN(m, ε, f2, ζ′)| ≤ 6f ′′1 (1)|q − q′|+ ‖f ′1 − f ′2‖∞.
Proof. This follows from Lemma 24. 
Next, we will study continuity properties with respect to m. Recall the metric d1 defined in (1.20)
and note that if the coordinates of m,m′ ∈ [0, 1]N are arranged in the non-decreasing order then
(6.17) d1(µm, µm′) =
1
N
N∑
i=1
|mi −m′i| =
1
N
‖m−m′‖1.
The following observation will be convenient.
Lemma 26. If µ, µ′ ∈M0,1 then, for k ≥ 1,
(6.18)
∣∣∫ xkdµ(x) −
∫
xkdµ′(x)
∣∣ ≤ kd1(µ, µ′).
Proof. If µ−1 denotes the quantile transform of µ then
∣∣∫ xkdµ(x) −
∫
xkdµ′(x)
∣∣ = ∣∣
∫
µ−1(x)kdx−
∫
µ′−1(x)kdx
∣∣
≤ k
∫ ∣∣µ−1(x)− µ′−1(x)∣∣dx = k
∫ ∣∣µ(x) − µ′(x)∣∣dx,
which finishes the proof. 
GENERALIZED TAP FREE ENERGY 24
For example, this implies that, for m ∈ [0, 1]N and µ ∈ M0,1,∣∣∣ 1
N
‖m‖22 −
∫
x2dµ(x)
∣∣∣ = ∣∣∣
∫
x2dµm(x) −
∫
x2dµ(x)
∣∣∣ ≤ 2d1(µm, µ).
If σ ∈ B(m, ε), then the self-overlap of the recentered configuration σ˜ = σ −m can be rewritten as
1
N
σ˜ · σ˜ = 1− 1
N
m ·m− 2
N
(σ −m) ·m
and, therefore, if q =
∫
x2dµ(x),
(6.19)
∣∣∣ 1
N
σ˜ · σ˜ − (1− q)
∣∣∣ ≤ 2(ε+ d1(µm, µ)).
In particular, if µm → µ, then the self-overlap on the narrow band is approximately 1 − q, and the
choice of qr = 1− q in (6.2) is designed to match this.
Let us introduce one more notation. For v ∈ C([0, 1]), define
(6.20) ∆v(x) = inf
t>0
(
max
|a−b|≤t
|v(a)− v(b)|+ 2‖v‖∞x
t
)
.
By the uniform continuity of v, limx↓0∆v(x) = 0. We will use this quantity to control
1
N
N∑
i=1
|v(mi)− v(m′i)| ≤ max|a−b|≤t |v(a)− v(b)|+ 2‖v‖∞
1
N
N∑
i=1
I(|mi −mi|′ > t)
≤ max
|a−b|≤t
|v(a)− v(b)|+ 2‖v‖∞ 1
t
1
N
N∑
i=1
|mi −mi|′
= max
|a−b|≤t
|v(a)− v(b)|+ 2‖v‖∞ 1
t
d1(µm, µm′),
which implies that
(6.21)
1
N
N∑
i=1
|v(mi)− v(m′i)| ≤ ∆v(d1(µm, µm′)).
The next lemma contains a key result that will later allow us to approximate general vectors m by
nice ‘discrete’ ones.
Lemma 27. For m,m′ ∈ [0, 1]N , if Nε > 1 and d1(µm, µm′) < ε2/6 then
(6.22)
∣∣ΨN (m, ε, f, ζ)−ΨN (m′, ε, f, ζ)∣∣ < ∆f(d1(µm, µm′), ε)
and
(6.23)
∣∣EFhN,1(m, ε)− EFhN,1(m′, ε)∣∣ < ∆ξ(d1(µm, µm′), ε),
where
(6.24) ∆f (d, ε) := 2∆v(d) +
(
cf + ‖v‖∞
)
2d
(
1 +
3
ε
)
+
3d
ε
log
ε
3d
for some constant cf that depends only on f.
Note that v ∈ C([0, 1]), which implies that limd↓0∆v(d) = 0 and thus, limd↓0∆f (d, ε) = 0 for any
ε > 0. Let us also clarify that we will use cξ to denote various constants that depend on ξq for q ∈ [0, 1].
The reason for this is that ξq = ξ(x+ q)− ξ(q)− ξ′(q)x, and the derivatives of ξq can be controlled in
terms of derivatives of ξ uniformly over q.
Proof. Since the order of the coordinates of m does not affect ΨN , we can assume that they are
arranged in the non-decreasing order. By (6.17) and the triangle inequality, for σ ∈ B(m′, ε)\B(m, ε),
(6.25) ε <
1
N
|σ ·m−m ·m| ≤ 1
N
|σ ·m′ −m′ ·m′|+ 3
N
‖m−m′‖1 < ε+ 3d1(µm, µm′).
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Since ∑
σi=1
mi +
∑
σi=−1
mi = ‖m‖1,
∑
σi=1
mi −
∑
σi=−1
mi = m · σ,
we have that ∑
σi=1
mi = (‖m‖1 +m · σ)/2,
∑
σi=−1
mi = (‖m‖1 −m · σ)/2.
By (6.25), if σ ∈ B(m′, ε) \B(m, ε) then there are two possibilities:
Nε < σ ·m−m ·m < N(ε+ 3d1(µm, µm′)),(6.26)
Nε < m ·m− σ ·m < N(ε+ 3d1(µm, µm′)).(6.27)
In the first case, ∑
σi=1
mi = (‖m‖1 +m · σ)/2 > (‖m‖1 + ‖m‖22 +Nε)/2 ≥ Nε/2
and, in the second case, since ‖m‖1 ≥ ‖m‖22,∑
σi=−1
mi = (‖m‖1 −m · σ)/2 > (‖m‖1 − ‖m‖22 +Nε)/2 ≥ Nε/2.
In both cases, the number of summands on the left hand side is at least Nε/2 and, if we set
d :=
3d1(µm, µm′)
ε
then, by our assumption, d < ε/2. This means that the number of summands is greater than Nd. In
the first case, the sum of the largest Nd values mi corresponding to σi = 1 must be at least
Ndε
2
=
3Nd1(µm, µm′)
2
and, therefore, if we flip the sign of σi corresponding to these largest values from + to −, the value
of m · σ = ∑σi=1mi −∑σi=−1mi will decrease by at least 3Nd1(µm, µm′). By the upper bound in
(6.26), if we flip them consecutively, somewhere along the way we will have a configuration σ′ such
that −Nε < σ′ ·m −m ·m < Nε (since Nε > 1, in one step we can not jump from Nε to −Nε). In
other words, σ′ ∈ B(m, ε) and, by construction, ‖σ− σ′‖1 ≤ 2dN . The second case is similar (we flip
the sign of σi corresponding to the largest values from − to +), and we showed that
(6.28) ∀σ ∈ B(m′, ε), ∃σ′ ∈ B(m, ε) : ‖σ′ − σ‖1 ≤ 2dN.
This implies that
(6.29) ΨN (m
′, ε, f, ζ) ≤ 1
N
E log
∑
α∈Nr
vα
∑
σ∈B(m,ε)
∑
‖σ′−σ‖1≤2dN
exp
∑
i≤N
(gf ′,i(α) + v(m
′
i))σ˜
′
i,
where we denote σ˜′ = σ′ −m′. First of all, using (6.21) and the fact that |σ˜′i| ≤ 2, we can bound this
by
2∆v(d1(µm, µm′)) +
1
N
E log
∑
α∈Nr
vα
∑
σ∈B(m,ε)
∑
‖σ′−σ‖1≤2dN
exp
∑
i≤N
(gf ′,i(α) + v(mi))σ˜
′
i.
The second term is equal to ϕ(1) if we define
ϕ(s) =
1
N
E log
∑
α∈Nr
vα
∑
σ∈B(m,ε)
∑
‖σ′−σ‖1≤2dN
exp
∑
i≤N
(gf ′,i(α) + v(mi))(σ˜i + s(σ˜
′
i − σ˜i)).
When ‖σ′ − σ‖1 ≤ 2dN , we have
‖σ˜′ − σ˜‖1 ≤ ‖σ′ − σ‖1 + ‖m′ −m‖1 ≤ (d1(µm, µm′) + 2d)N.
Therefore, differentiating ϕ(s) and using Gaussian integration by parts, we get
|ϕ′(s)| = ∣∣ 1
N
E
〈∑
i≤N
(gf ′,i(α) + v(mi))(σ˜
′
i − σ˜i)
〉
s
∣∣
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≤ ∣∣ 1
N
E
〈∑
i≤N
gf ′,i(α)(σ˜
′
i − σ˜i)
〉
s
∣∣+ ‖v‖∞(d1(µm, µm′) + 2d)
≤ (cf + ‖v‖∞)(d1(µm, µm′) + 2d),
where 〈 · 〉s denotes the Gibbs average along this interpolation. Lastly, if I(t) is the rate function of a
Rademacher random variable and σ0 is any fixed vector in ΣN then
|ΨN(m, ε, ζ)− ϕ(0)| ≤ 1
N
log card{σ : ‖σ − σ0‖1 ≤ 2dN}
≤ log 2− I(1 − 2d) ≤ d log 1
d
.
Combining the above, we bounded ΨN (m
′, ε, f, ζ) by
ΨN(m, ε, f, ζ) + 2∆v(d1(µm, µm′)) +
(
cf + ‖v‖∞
)(
d1(µm, µm′) + 2d
)
+ d log
1
d
= ΨN (m, ε, f, ζ) + ∆f (d1(µm, µm′), ε).
Since the same inequality holds with m and m′ interchanged, this proves (6.22).
The proof of (6.23) is similar. Using (6.28), we can write
(6.30) EFhN,1(m
′, ε) ≤ 1
N
E log
∑
σ∈B(m,ε)
∑
‖σ′−σ‖1≤2dN
exp
(
Hm
′
N (σ˜
′) +
N∑
i=1
v(m′i)σ˜
′
i
)
.
We can handle the external field term as above and bound this by
2∆v(d1(µm, µm′)) + ‖v‖∞(d1(µm, µm′) + 2d)
+
1
N
E log
∑
σ∈B(m,ε)
∑
‖σ′−σ‖1≤2dN
exp
(
Hm
′
N (σ˜
′) +
N∑
i=1
v(mi)σ˜i
)
.
Next, we will replace Hm
′
N (σ˜
′) by HmN (σ˜) by using the interpolation
Hs(σ˜
′, σ˜) :=
√
sHm
′
N (σ˜
′) +
√
1− sHmN (σ˜).
By Gaussian integration by parts, the error of this interpolation will be controlled by (twice) the
maximum of the covariance
1
N
E
∂Hs(σ˜
′, σ˜)
∂s
Hs(ρ˜
′, ρ˜) =
1
2
(
ξa(R˜
′
1,2)− ξb(R˜1,2)
)
,
where
a =
1
N
‖m′‖22, b =
1
N
‖m‖22,σ,ρ ∈ B(m, ε), ‖σ′ − σ‖1 ≤ 2dN, ‖ρ′ − ρ‖1 ≤ 2dN,
and
R˜′1,2 =
1
N
(σ′ −m′) · (ρ′ −m′), R˜1,2 = 1
N
(σ −m) · (ρ−m).
Let us rewrite this as
1
2
(
ξa(R˜
′
1,2)− ξb(R˜1,2)
)
=
1
2
(
ξa(R˜
′
1,2)− ξa(R˜1,2)
)
+
1
2
(
ξa(R˜1,2)− ξb(R˜1,2)
)
,
and recall that ξq(x) = ξ(x + q)− ξ(q) − ξ′(q)x. The second term can be bounded by
1
2
∣∣ξa(R˜1,2)− ξb(R˜1,2)∣∣ ≤ cξ
2
|a− b| ≤ cξd1(µm, µm′).
To bound the first term, by the triangle inequality,
|R˜′1,2 − R˜1,2| ≤
2
N
(‖σ′ − σ‖1 + ‖ρ′ − ρ‖1 + 2‖m′ −m‖1) ≤ 4(d1(µm, µm′) + 2d).
Therefore, the first term can be bounded by cξ(d1(µm, µm′)+2d). The rest of the argument is identical,
so the proof of (6.23) is complete. 
We prove the following lemma by adapting an idea from Lemma 4 of [30].
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Lemma 28. For any µ ∈M0,1 and m = mN satisfying µmN → µ, the limit
(6.31) Ψ(µ, ε, f, ζ) := lim
N→∞
ΨN (m
N , ε, f, ζ)
exists and does not depend on the choice of the sequence (mN ).
We will denote
(6.32) Ψ(µ, f, ζ) := lim
ε↓0
Ψ(µ, ε, f, ζ).
Consistently with (6.7), for ζ ∈Md0,1−q and f = ξq, we will denote
Ψ(m, ε, ζ) := Ψ(m, ε, ξq, ζ), Ψ(µ, ζ) := Ψ(µ, ξq, ζ).(6.33)
Proof. First, assume that µ is an atomic measure with rational weights. Suppose that for some K,
m1, . . . ,mK is a sequence such that µ =
1
K
∑
i≤K δmi . For i > K, define mi periodically mi = mi−K
and, for any N , define m = mN = (m1, . . . ,mN), so that, clearly, µm → µ.
Let N1, N2 ≥ 1 be multiples of K and set N = N1 +N2. Note that
(6.34) B(mN1 , ε)×B(mN2 , ε) ⊆ B(mN , ε).
Combined with standard properties of Ruelle probability cascades (see pp. 51–52 of [24]), this implies
that
(6.35) NΨN(m
N , ε, f, ζ)
is a super-additive function of N on multiples of K. One can easily verify from this that the limit
limN→∞ΨN(mN , ε, f, ζ) exists.
Since the set of atomic measures with rational weights is dense in M0,1, by Lemma 27, the same
limit exists for general µ and it does not depend on the choice of m. Since (6.35) is decreasing in ε,
the limit in (6.32) is well defined. 
We will combine this result with Lemma 25 to obtain the following.
Lemma 29. If ζ ∈ Md0,1−q and ζ′ ∈ Md0,1−q′ are such that
∫ 1
0
|ζ(s)− ζ′(s)|ds ≤ |q− q′| then, for any
f1, f2 and µ, µ
′ ∈M0,1,
|Ψ(µ, ε, f1, ζ)−Ψ(µ′, ε, f2, ζ′)|(6.36)
≤ ∆f1
(
d1(µ, µ
′), ε
)
+ 6f ′′1 (1)|q − q′|+ ‖f ′1 − f ′2‖∞.
Proof. Combining Lemma 25 with the equation (6.22), we get∣∣ΨN(m, ε, f1, ζ)−ΨN(m′, ε, f2, ζ′)∣∣
≤ ∆f1
(
d1(µm, µm′), ε
)
+ 6f ′′1 (1)|q − q′|+ ‖f ′1 − f ′2‖∞.
Letting µm → µ and µm′ → µ′ and using previous lemma finishes the proof. 
6.2. Proof of the upper bound of Proposition 23. Fix some µ ∈ M0,1 and v ∈ V throughout
this subsection and let m = mN be a sequence with µmN → µ. Take q =
∫
x2dµ(x). In view of Lemma
28, it will be enough to show that for arbitrary ζ ∈ Md0,1−q and εN → 0,
(6.37) lim sup
N→∞
EFhN,1(m
N , εN) ≤ lim sup
N→∞
ΨN(m
N , εN , ζ)−Υ(ζ).
Once we proved this, we can simply choose εN → 0 slowly enough so that
lim sup
N→∞
EFhN,1(m
N , εN ) = lim
ε↓0
lim sup
N→∞
EFhN,1(m
N , ε)
and, simultaneously,
lim sup
N→∞
ΨN(m
N , εN , ζ) = lim
ε↓0
lim
N→∞
ΨN (m
N , ε, ζ),
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which is equal to Ψ(µ, ζ), by Lemma 28. This will finish the proof of the upper bound of Proposition
23.
Our proof of (6.37) uses Guerra’s interpolation method and it is almost identical to the proof of
that for mixed p-spin models on ΣN as in Sections 3.2–3.4 in [24] except that we need to work with the
shifted coordinates σ˜ = σ −m instead of σ and replace the cube ΣN by the band B(m, εN ). Similar
to [24, Eq. (3.45)], we define, for t ∈ [0, 1], the interpolating Hamiltonian
HN,t(σ˜, α) =
√
tHmN (σ˜) +
√
1− t
N∑
i=1
gξ′q,i(α)σ˜i +
√
t
N∑
i=1
gθq,i(α) +
N∑
i=1
v(mi)σ˜i,
indexed by (σ˜, α) ∈ (B(m, εN )−m)×Nr, where the Gaussian processes gξ′q,i and gθq,i are i.i.d. copies
of the processes defined in (6.4). Exactly as in [24, Eq. (3.18)], set
(6.38) g(σ˜) =
∑
p≥1
2−pxpgp(σ˜), gp(σ˜) =
1
Np/2
N∑
i1,...,ip=1
g′i1,...,ip σ˜i1 · · · σ˜ip ,
g′i1,...,ip are i.i.d. standard Gaussian variables, and x = (xp)p≥1 is a sequence of i.i.d. uniform random
variables on [1, 2]. Let sN be a sequence such that sN → ∞ and s2N/N → 0. For t ∈ [0, 1], define the
interpolating free energy by
(6.39) ϕN (t) =
1
N
ExE log
∑
α∈Nr
vα
∑
σ∈B(m,εN )
exp
(
HN,t(σ˜, α) + sNg(σ˜)
)
.
Here and hereinafter, Ex means the expectation with respect to the randomness x only. Denote by
GN,t(σ˜, α) the Gibbs measure and by 〈·〉t the Gibbs average associated to this free energy. Observe
that since s2N/N → 0, the term sNg(σ˜) plays the role as a vanishing perturbation such that
ϕN (1) = EF
h
N,1(m) + Υ(ζ) + o(1),
ϕN (0) = ΨN(m, εN , ζ) + o(1).
(6.40)
In order to compare these two sides, an application of the Gaussian integration by parts (see [24,
Theorem 3.5]) implies that, as N →∞,
ϕ′N (t) = −
1
2
ExE
〈(
ξq(R(σ˜
1, σ˜2))−R(σ˜1, σ˜2)ξ′q(qα1∧α2) + θq(qα1∧α2)
)〉
t
+ o(1).
The term o(1) comes from the bound on the expression involving self-overlaps,
ξq(R(σ˜
1, σ˜1))−R(σ˜1, σ˜1)ξ′q(qα1∧α1) + θq(qα1∧α1).
Indeed, the fact that εN → 0 and µmN → µ ensures, by (6.19), that R(σ˜1, σ˜1) ≈ 1 − q, and by our
choice of qr = 1−q, we have qα1∧α1 = 1−q. Because the self-overlap is nearly constant, the proof of the
extended Ghirlanda-Guerra identities in the average sense, as well as Talagrand’s positivity principle,
in [24] requires no modifications and Theorem 3.4 in [24] implies that
lim
N→∞
ExE〈1(R(σ˜1, σ˜2) ≤ −ε)〉t = 0, ∀ε > 0.
This together with the fact that ξq is a convex function on R+ implies that
lim sup
N→∞
ϕ′N (t) ≤ 0.
Consequently, the asserted inequality follows from (6.40). 
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6.3. Proof of the lower bound of Proposition 23. Let us consider an atomic measure µ with
finitely many jumps and rational weights, and let
q =
∫
x2dµ(x), γ =
∫
x(1− x)dµ(x).
Denote
(6.41) δ(ε, γ) := (cξ + ‖v‖∞)
(
1(γ > 0)
ε
γ
log
γ
ε
+ 1(γ = 0)ε log
1
ε
)
,
for some constant cξ that will be determined in the proof below. Let ε > 0 be such that ε < γ
2/2,
when γ > 0. We will show that if µm → µ then
(6.42) lim inf
N→∞
EFhN,1(m, ε) ≥ inf
ζ∈Md
0,1−q
(
Ψ(µ, ε, ζ)−Υ(ζ)) − ε− δ(ε, γ).
Before we prove this, let us show why this implies the lower bound in Proposition 23.
Lemma 30. If (6.42) holds for atomic measures µ with rational weights then the lower bound in
Proposition 23 holds for all µ ∈ M0,1.
Proof. Take µ ∈M0,1 with γ =
∫
x(1− x)dµ(x) and q = ∫ x2dµ(x). We can find an atomic µ′ ∈ M0,1
with rational weights and d1(µ, µ
′) as small as we wish, but we can also make sure that if γ = 0 then
γ′ =
∫
x(1 − x)dµ′(x) = 0 and if γ > 0 then γ′ > γ/2. Let q′ = ∫ x2dµ′(x). When d1(µ, µ′) < ε2/6,
(6.23) implies that (assuming (6.42))
lim inf
N→∞
EFhN,1(m, ε) ≥ lim inf
N→∞
EFhN,1(m
′, ε)−∆ξ(d1(µ, µ′), ε)
≥ inf
ζ′∈Md
0,1−q′
(
Ψ(µ′, ε, ζ′)−Υ(ζ′))−∆ξ(d1(µ, µ′), ε)− ε− δ(ε, γ).
For any ζ′ ∈Md0,1−q′ we can find ζ ∈ Md0,1−q such that
∫ 1
0
|ζ(s)− ζ′(s)|ds ≤ |q− q′|. Then by Lemma
24,
(6.43) |Υ(ζ) −Υ(ζ′)| = |Υ(ξq, ζ)−Υ(ξq′ , ζ′)| ≤ cξ|q − q′|
and, using Lemma 29 with f1 = ξq and f2 = ξq′ , we can bound the above lower limit from below by
inf
ζ∈Md
0,1−q
(
Ψ(µ, ε, ζ)−Υ(ζ))− 2∆ξq(d1(µ, µ′), ε)− ε− δ(ε, γ)− cξ|q − q′|.
Here we also used that ‖ξ′q − ξ′q′‖∞ ≤ cξ|q− q′|. Letting µ′ → µ (so that q′ → q) and then letting ε ↓ 0
finishes the proof. 
We now proceed with the proof of (6.42). Suppose that for some K, m1, . . . ,mK is a sequence
such that µ = K−1
∑
i≤K δmi . For i > K, define mi periodically mi = mi−K and define m = m
N =
(m1, . . . ,mN), so that µm → µ. Since
‖mN‖2
N
→
∫
x2dµ(x) = q,
we have
EFhN,1(m, ε) =
1
N
E log
∑
σ∈B(mN ,ε)
exp
(
HmN (σ˜) +
∑
i≤N+M
v(mi)σ˜i
)
≈ 1
N
E log
∑
σ∈B(mN ,ε)
exp
(
HqN (σ˜) +
∑
i≤N+M
v(mi)σ˜i
)
where HqN (σ˜) is the Hamiltonian with the covariance Nξq(R(σ˜
1, σ˜2)) with the function ξq defined as
in (2.5). Recall that HmN (σ˜) was defined exactly as H
q
N (σ˜) only with q given by ‖mN‖2/N , and the
standard interpolation argument (as in the proof of Lemma 27) shows that we can replace ‖mN‖2/N
by its limit q to make sure we are working with the ‘same’ Hamiltonian along the entire sequence.
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The proof of the lower bound will be based on a standard cavity computation. Fix ε > 0 and some
integer M ≥ 1 and write
lim inf
N→∞
EFhN,1(m, ε) ≥ lim inf
N→∞
1
M
(
E log
∑
σ∈B(mN+M ,ε)
exp
(
HqN+M (σ˜) +
∑
i≤N+M
v(mi)σ˜i
)
− E log
∑
σ∈B(mN ,ε)
exp
(
HqN (σ˜) +
∑
i≤N
v(mi)σ˜i
))
.(6.44)
Notice that, since the lower limit on the left hand side does not change if we take it over N proportional
to K, we can take the lower limit on the right hand side also over such N . In particular, by periodicity,
(6.45) mN+i = mi and µmN = µ.
By an abuse of notation, let mM = (mMi )i≤M denote the vector with elements m
M
i = mN+i = mi.
The latter are the so-called ‘cavity coordinates’. Note that
B(mN , ε)×B(mM , ε) ⊆ B(mN+M , ε).
Assume henceforth that M is large enough so that all the bands above are non-empty, for large N .
Denoting by HqN+M (σ˜, ρ˜) the value of the HamiltonianH
q
N+M at the vector obtained by concatenation
of σ˜ = σ −mN and ρ˜ = ρ−mM , (6.44) is bounded from below by
lim inf
N→∞
1
M
(
E log
∑
σ∈B(mN ,ε)
∑
ρ∈B(mM ,ε)
exp
(
HqN+M (σ˜, ρ˜) +
∑
i≤N
v(mi)σ˜i +
∑
i≤M
v(mi)ρ˜i
)
− E log
∑
σ∈B(mN ,ε)
exp
(
HqN (σ˜) +
∑
i≤N
v(mi)σ˜i
))
.(6.46)
By replacing B(mN , ε) by B(mN , εN) in the first sum, with some sequence εN → 0, we only reduce
(6.46). To replace B(mN , ε) by B(mN , εN) in the second term, we can argue as in Lemma 27, as
follows. If σ ∈ B(m, ε) \B(m, εN ) then there are two possibilities:
NεN < σ ·m−m ·m < Nε,(6.47)
NεN < m ·m− σ ·m < Nε.(6.48)
Since, by (6.45), µm = µ and, therefore,
1
N
(‖m‖1 − ‖m‖22) =
∫
x(1 − x)dµm(x) = γ.
We will argue differently in the case when γ > 0 or γ = 0.
If γ > 0, (arguing as below (6.26), (6.27) above) in the first case,
(6.49)
∑
σi=1
mi = (‖m‖1 +m · σ)/2 > (‖m‖1 + ‖m‖22 +NεN)/2 ≥ Nγ/2
and, in the second case,
(6.50)
∑
σi=−1
mi = (‖m‖1 −m · σ)/2 > (‖m‖1 − ‖m‖22 +NεN)/2 ≥ Nγ/2.
If NεN > 1, ε < γ
2/2 and d := ε/γ then we can argue exactly as in Lemma 27 that
(6.51) ∀σ ∈ B(m, ε), ∃σ′ ∈ B(m, εN ) : ‖σ′ − σ‖1 ≤ 2dN
and, therefore,
E log
∑
σ∈B(mN ,ε)
exp
(
HqN (σ˜) +
∑
i≤N
v(mi)σ˜i
)
≤ E log
∑
σ∈B(mN ,εN )
exp
(
HqN (σ˜) +
∑
i≤N
v(mi)σ˜i
)
+ (cξ + ‖v‖∞) ε
γ
log
γ
ε
.
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Using this, we can bound (6.46) from below by
lim inf
N→∞
1
M
(
E log
∑
σ∈B(mN ,εN )
∑
ρ∈B(mM ,ε)
exp
(
HqN+M (σ˜, ρ˜) +
∑
i≤N
v(mi)σ˜i +
∑
i≤M
v(mi)ρ˜i
)
− E log
∑
σ∈B(mN ,εN )
exp
(
HqN (σ˜) +
∑
i≤N
v(mi)σ˜i
))− (cξ + ‖v‖∞) ε
γ
log
γ
ε
.(6.52)
Now, let us consider the case γ = 0, when all mi are equal to 0 or 1. Since σ · m − m · m ≤
N(‖m‖1 − ‖m‖22) = 0, the first case (6.47) is not possible. The second case (6.48) can be rewritten as
(6.53) NεN < m ·m− σ ·m = 2
∑
σi=−1
mi = 2
∑
σi=−1
1(mi = 1) < Nε.
First of all, if we flip all σi = −1 corresponding to mi = 1 to +1 then m ·m− σ ·m will become 0. If
we flip them consecutively then somewhere along the way we will find σ′ ∈ B(m, εN ). On the other
hand, the second inequality in (6.53) implies that the number of such mi = 1 is bounded by Nε/2.
Therefore, we need to flip at most Nε/2 coordinates, which proves that
(6.54) ∀σ ∈ B(m, ε), ∃σ′ ∈ B(m, εN ) : ‖σ′ − σ‖1 ≤ εN/2.
Therefore,
E log
∑
σ∈B(mN ,ε)
exp
(
HqN (σ˜) +
∑
i≤N
v(mi)σ˜i
)
≤ E log
∑
σ∈B(mN ,εN )
exp
(
HqN (σ˜) +
∑
i≤N
v(mi)σ˜i
)
+ (cξ + ‖v‖∞)ε log 1
ε
and (6.46) is bounded from below by
lim inf
N→∞
1
M
(
E log
∑
σ∈B(mN ,εN )
∑
ρ∈B(mM ,ε)
exp
(
HqN+M (σ˜, ρ˜) +
∑
i≤N
v(mi)σ˜i +
∑
i≤M
v(mi)ρ˜i
)
− E log
∑
σ∈B(mN ,εN )
exp
(
HqN (σ˜) +
∑
i≤N
v(mi)σ˜i
))− (cξ + ‖v‖∞)ε log 1
ε
.(6.55)
Recalling the notation (6.41), both cases can be combined as
lim inf
N→∞
1
M
(
E log
∑
σ∈B(mN ,εN )
∑
ρ∈B(mM ,ε)
exp
(
HqN+M (σ˜, ρ˜) +
∑
i≤N
v(mi)σ˜i +
∑
i≤M
v(mi)ρ˜i
)
− E log
∑
σ∈B(mN ,εN )
exp
(
HqN (σ˜) +
∑
i≤N
v(mi)σ˜i
))− δ(ε, γ).(6.56)
The advantage of working with (6.56) instead of (6.46) is that the self-overlap R(σ˜, σ˜) converges
uniformly over σ ∈ B(m, εN ) to 1 − q, a fact which will later be important when we invoke the
Ghirlanda-Guerra identities.
Next we use the standard cavity computation, known as the Aizenman-Sims-Starr scheme [1] (see
e.g. [24], or [9]). Consider the Hamiltonian
(6.57) HqN,M (σ˜) :=
∑
p≥2
βp(q)
(N +M)(p−1)/2
∑
1≤i1,...,ip≤N
gi1,...,ip σ˜i1 · · · σ˜ip ,
with the covariance
EHqN,M (σ˜
1)HqN,M (σ˜
2) = (N +M)ξq
( N
N +M
R(σ˜1, σ˜2)
)
and independent Hamiltonians z(σ˜) and y(σ˜) with covariances
Ez(σ˜1)z(σ˜2) = ξ′q
(
R(σ˜1, σ˜2)
)
,
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Ey(σ˜1)y(σ˜2) = θ′q
(
R(σ˜1, σ˜2)
)
,
where θq(x) = xξ
′
q(x)−ξq(x). Let zi(σ˜) be independent copies of z(σ˜) for i ≥ 1.We denote by GM,N (σ˜)
the Gibbs measure proportional to
(6.58) 1B(mN ,εN )(σ) exp
(
HqN,M(σ˜) +
∑
i≤N
v(mi)σ˜i
)
and by 〈 · 〉N,M its average. If we denote
(6.59)
TN,M :=
1
M
E log
〈 ∑
ρ∈B(mM ,ε)
exp
∑
i≤M
(
ρ˜izi(σ˜) + v(mi)ρ˜i
)〉
N,M
− 1
M
E log
〈
exp
√
My(σ˜)
〉
N,M
then a straightforward interpolation argument can be used to rewrite (6.56) as
(6.60) lim inf
N→∞
TN,M − δ(ε, γ).
Recall the perturbation sNg(σ˜) from (6.39). Everywhere above we could have replaced H
q
N by the
perturbed Hamiltonian
(6.61) HpertN,q (σ˜) = H
q
N (σ˜) + sNg(σ˜),
with sN = N
1/3 (here we can take any power strictly between 1/4 and 1/2). Then one can still show
(see Section 3.5 in [24]) that (6.60) still holds uniformly over the choice of (xp) in the perturbation
term g(σ˜), with the Gibbs measure (6.58) modified by
GpertN,M (σ˜) ∼ 1B(mN ,εN )(σ) exp
(
HqN,M(σ˜) +
∑
i≤N
v(mi)σ˜i + sNg(σ˜)
)
.
Moreover, we can choose the parameters in the perturbation term xN,Mp in such a way that the above
Gibbs measure satisfies the Ghirlanda-Guerra identities, asymptotically. This chain of arguments is
standard, and we refer the reader to Section 3.6 of [24] for more details.
Next, consider a subsequence along which the lower limit in (6.60) is obtained, and take a further
subsequence along which the array of overlaps (R(σ˜ℓ · σ˜ℓ′))ℓ,ℓ′≥1 of configurations sampled from GpertN,M
converges in the sense of finite dimensional distributions. By the main result of [23], the Ghirlanda-
Guerra identities imply that the limiting array of overlaps is ultrametric and it can be approximated
(in the sense of finite dimensional distributions) by the overlaps generated by a sequence of Ruelle
probability cascades, say corresponding to a sequence of distribution functions ζn with finitely many
atoms, as in (6.3).
Recall ΨM (m, ε, ζ) and Υ(ζ) from (6.7) and (6.8). Denote
Tζ,M := ΨM (m
M , ε, ζ)−Υ(ζ).
Recall the notation TN,M from (6.59). Note that the covariance function of the Gaussian processes
gξ′q,i, gθq and zi, y used in the definition of Tζ,M and TN,M has the same dependence on the overlap the
variables α and σ˜, respectively. Combining this with a straightforward generalization of [24, Theorem
1.3], we have that, there exists ζM ∈Md0,1−q such that∣∣ lim inf
N→∞
TN,M − TζM ,M
∣∣ < ε/2.
Finally, take a subsequence of (ζM ) that converges to some limit distribution ζ′. By Lemma 24, if we
choose ζ ∈ Md0,1−q such that d1(ζ′, ζ) is small enough, we can ensure that |TζM ,M − Tζ,M | < ε/2 for
large enough M . This together with (6.60) gives that
lim inf
N→∞
EFhN,1(m, ε) ≥ ΨM (mM , ε, ζ)−Υ(ζ)− ε− δ(ε, γ),
for M large enough. Taking the limit M →∞ and using Lemma 28 proves (6.42). 
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6.4. Proof of Theorem 10. Let us recall the definition of ΨN (m, ε, ζ) in (6.7),
ΨN (m, ε, ζ) =
1
N
E log
∑
α∈Nr
vα
∑
σ∈B(m,ε)
exp
∑
i≤N
(gξ′q,i(α) + v(mi))σ˜i,(6.62)
for ζ ∈ Md0,1−q. For a ∈ [0, 1] and (t, x) ∈ [0, 1− q]× R, let Φa,ζ(t, x) be the solution of
∂tΦa,ζ = −
ξ′′q (t)
2
(
∂xxΦa,ζ + ζ(t)(∂xΦa,ζ)
2
)
with the boundary condition
Φa,ζ(1− q, x) = log
∑
σ=±1
e(σ−a)x = log 2− ax+ log coshx.(6.63)
By Proposition 23, in order to finish the proof of Theorem 10, we need to prove the following.
Proposition 31. For any ζ ∈ Md0,1−q, and µ ∈M0,1 with
∫
x2dµ(x) = q,
(6.64) lim
ε↓0
lim
N→∞
ΨN(m, ε, ζ) = inf
λ∈R
∫
Φa,ζ(0, λa+ v(a)) dµ(a)
for any sequence m = mN such that µm → µ.
The infimum in the Proposition 23 is taken over atomic ζ ∈ Md0,1−q, but, since the boundary
condition satisfies
(6.65) |∂xΦa,ζ(1− q, x)| ≤ 2, |∂xxΦa,ζ(1 − q, x)| ≤ 1,
one can show (using the standard argument of Guerra mentioned in Lemma 24 above) that the func-
tional ζ → Φa,ζ(0, x) is uniformly d1-Lipschitz over all parameters, and the infimum can be taken over
all ζ.
Since for the rest of the section ζ ∈ Md0,1−q is fixed, we will omit it and write (6.62) as
ΨN (m, ε) =
1
N
E log
∑
α∈Nr
vα
∑
σ∈B(m,ε)
exp
∑
i≤N
(gξ′q,i(α) + v(mi))σ˜i.(6.66)
For λ ∈ R and A ⊆ ΣN , let us define
ΨN(m;λ,A) =
1
N
E log
∑
α∈Nr
vα
∑
σ∈A
exp
[∑
i≤N
(
gξ′q,i(α) + v(mi)
)
σ˜i + λNR(σ˜,m)
]
=
1
N
E log
∑
α∈Nr
vα
∑
σ∈A
exp
∑
i≤N
(
gξ′q,i(α) + λmi + v(mi)
)
σ˜i.(6.67)
For ε > 0, recall that B(m, ε) = {σ : |R(σ˜,m)| < ε} and let
B+(m, ε) = {σ : R(σ˜,m) ≥ ε}, B−(m, ε) = {σ : R(σ˜,m) ≤ −ε}.
Note that for γ ≥ 0,
(6.68) ΨN(m;λ,B
±(m, ε)) ≤ ΨN (m;λ± γ,ΣN)− γε.
Our strategy to prove Proposition 31 will be to show that, with the choice of λ = λ0 corresponding
to the minimizer in (6.64), for any ε > 0, the quantities ΨN(m;λ,B
±(m, ε)) will be strictly smaller
than ΨN(m;λ,ΣN ), which will imply (via concentration) that ΨN (m;λ0, B(m, ε)) ≈ ΨN(m;λ0,ΣN ).
To achieve this goal, we need two auxiliary lemmas.
Lemma 32. For any λ > 0, we have
(6.69) ΨN(m;λ,ΣN ) =
∫
Φa,ζ(0, λa+ v(a))dµm(a)
and
(6.70)
∣∣ΨN(m, ε)−ΨN(m;λ,B(m, ε))∣∣ ≤ |λ|ε.
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Proof. Recall the notation in (6.63). Then, by the standard properties of the Ruelle probability cas-
cades,
ΨN (m;λ,ΣN ) =
1
N
E log
∑
α∈Nr
vα
∑
σ∈ΣN
exp
∑
i≤N
(
gξ′q,i(α) + λmi + v(mi)
)
σ˜i
=
1
N
E log
∑
α∈Nr
vα
∏
i≤N
∑
σ=±1
exp(σ −mi)
(
gξ′q,i(α) + λmi + v(mi)
)
=
1
N
∑
i≤N
E log
∑
α∈Nr
vα expΦmi,ζ
(
1− q, gξ′q,i(α) + λmi + v(mi)
)
=
1
N
∑
i≤N
Φmi,ζ
(
0, λmi + v(mi)
)
=
∫
Φa,ζ(0, λa+ v(a))dµm(a),
which finishes the proof of the first claim. The second claim is obvious because, for σ ∈ B(m, ε), we
have |R(σ˜,m)| < ε. 
Next, we will show that the minimizer in (6.64) is finite under some assumption on µ. The case
where this assumption is violated will be handled differently.
Lemma 33. If s =
∫
a(1− a) dµ(a) > 0 then
(6.71) lim
|λ|→∞
∫
Φa,ζ(0, λa+ v(a)) dµ(a) = +∞.
If s =
∫
a(1− a) dµ(a) = 0 then
inf
λ∈R
∫
Φa,ζ(0, λa+ v(a)) dµ(a) = Φ0,ζ(0, v(0))µ({0}).(6.72)
Proof. Note that the boundary condition in (6.63) satisfies
Φa,ζ(1 − q, x) = log 2− ax+ log cosh(x) ≥ −ax+ |x|.
Moreover, Φa,ζ(0, x) is non-decreasing in ζ and, therefore, setting ζ to be identically 0 on [0, 1− q) for
the lower bound and letting g ∼ N(0, ξ′q(1− q)), using the Feynman-Kac formula we get
Φa,ζ(0, λa+ v(a)) ≥ E
(−a(λa+ v(a) + g) + |λa+ v(a) + g|)
≥ −|λ|a2 − av(a) + |λ|a− |v(a)| − E|g| ≥ |λ|a(1− a)− c,(6.73)
for some constant c that depends on v and ξ. Integrating over µ finishes the proof in the case when
s > 0.
Let us now consider the case when µ is concentrated on {0, 1}. Then,∫
Φa,ζ(0, λa+ v(a)) dµ(a) = Φ0,ζ(0, v(0))µ({0}) + Φ1,ζ(0, λ+ v(0))µ({1}).
The first term does not depend on λ and, when a = 1, the boundary condition
Φ1,ζ(1− q, x) = log 2− x+ log cosh(x) = log(1 + e−2x)
is decreasing. This means that the infimum will be achieved by letting λ→ +∞ and, since
lim
λ→+∞
Φ1,ζ(1 − q, λ+ v(1) + x) = 0
for all x, by the monotone convergence theorem, limλ→+∞ Φ1,ζ(0, λ+v(1)) = 0. This proves the second
claim. 
Proof of Proposition 31. First of all, note that x 7→ Φa,ζ(0, x) is a twice differentiable convex function
with uniformly bounded first and second derivatives, see Subsection 12.1. As a result, for any µ ∈ M0,1,
λ 7→
∫
Φa,ζ(0, λa+ v(a))dµ(a)
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is twice differentiable with
d
dλ
∫
Φa,ζ(0, λa+ v(a))dµ(a) =
∫
a∂xΦa,ζ(0, λa+ v(a))dµ(a),
d2
dλ2
∫
Φa,ζ(0, λa+ v(a))dµ(a) =
∫
a2∂xxΦa,ζ(0, λa+ v(a))dµ(a).
In addition, the second derivative is uniformly bounded over all choices of λ, v, and µ.
We will first consider the case s =
∫
a(1 − a) dµ(a) > 0. By the previous lemma, the infimum in
(6.64) is achieved at some finite λ = λ0, which satisfies
(6.74)
∫
a∂xΦa,ζ(0, λ0a+ v(a)) dµ(a) = 0.
By (6.68) and Lemma 32, for γ ≥ 0,
(6.75) ΨN (m;λ0, B
±(m, ε)) ≤
∫
Φa,ζ(0, (λ0 ± γ)a+ v(a))dµm(a)− γε.
When γ = 0, the right hand side equals ΨN (m;λ0). Since Φa,ζ(0, (λ + γ)a + v(a)) is bounded and
continuous in a from (12.4) and µm → µ, the right hand side converges to∫
Φa,ζ(0, (λ0 ± γ)a+ v(a))dµ(a) − γε.
Since the derivatives of convex functions converge to the derivative of the limit, the derivative of the
right-hand side of (6.75) in γ at γ = 0 (denote it DN ) converges to
DN → ±
∫
a∂xΦa,ζ(0, λ0a+ v(a)) dµ(a) − ε = −ε,
by (6.74). Finally, from the discussion at beginning of our proof, the second derivative of the right-
hand side of (6.75) in γ is bounded uniformly over all parameters by some constant L. Therefore, using
Taylor’s formula and taking γ = −DN/L > 0,
ΨN(m;λ0, B
±(m, ε)) ≤ ΨN (m;λ0,ΣN ) +DNγ + Lγ
2
2
= ΨN (m;λ0,ΣN )− D
2
N
2L
≤ ΨN (m;λ0,ΣN )− ε
2
4L
,(6.76)
for large N .
Let us define a random analogue of (6.67),
ψN (m;λ,A) =
1
N
log
∑
α∈Nr
vα
∑
σ∈A
exp
∑
i≤N
(
gξ′q,i(α) + λmi + v(mi)
)
σ˜i.(6.77)
Let us recall (see e.g. Chapter 2 of [24]) that the weights vα of the Ruelle probability cascades are
defined as wα/
∑
α wα, where wα are defined as a certain product along the path of the tree of values
of Poisson processes. In particular, we can rewrite ψN (m;λ,A) as
1
N
log
∑
α∈Nr
wα
∑
σ∈A
exp
∑
i≤N
(
gξ′q,i(α) + λmi + v(mi)
)
σ˜i − 1
N
log
∑
α∈Nr
wα =: R1 −R2.
By the Bolthausen-Sznitman invariance property [24, Theorem 2.6] for the Poisson processes Πt on
(0,∞) with the mean measure tx−1−tdx for t ∈ (0, 1), both terms above are equal in distribution (see
the proof of [24, Theorem 2.9]) to
Rj = cj +
1
N
log
∑
x∈Πζ0
x,
GENERALIZED TAP FREE ENERGY 36
for some constants c1, c2 (note, however, that the two terms are not independent of each other). This
implies that
P
(∣∣ψN (m;λ,A) −ΨN(m;λ,A)∣∣ ≥ 2t
N
)
≤ 2P
(∣∣log ∑
x∈Πζ0
x− E log
∑
x∈Πζ0
x
∣∣ ≥ t).
In other words, the fluctuations of ψN (m;λ,A) are of order 1/N . The bound in (6.76) implies that,
with high probability,
ψN (m;λ0, B
±(m, ε)) ≤ ψN (m;λ0,ΣN)− ε
2
8L
.
Since ΣN is a union of B(m, ε), B
+(m, ε) and B−(m, ε), this forces that
ψN (m;λ0, B
+(m, ε) ∪B−(m, ε)) ≤ log 2
N
+ ψN (m;λ0,ΣN )− ε
2
8L
,
where the right-hand side used the bound log(a+b) ≤ log 2+max(log a, log b) for a, b > 0. Consequently,
ψN (m;λ0,ΣN ) +
1
N
log
(
1− 2e−ε2N/(8L)) ≤ ψN (m;λ0, B(m, ε)) ≤ ψN (m;λ0,ΣN),
where the left-hand side used the fact that if 1N log(a+ b) ≤ 1N log(a+ b+ c)− δ for some a, b, c, δ > 0,
then (a+ b)/(a+ b + c) ≤ e−Nδ so that
1
N
log(a+ b+ c) +
1
N
log(1− e−δN ) ≤ 1
N
log c.
Since λ0 was the minimizer, by Lemma 32 we get
(6.78) lim
N→∞
ψN (m;λ0, B(m, ε)) = inf
λ∈R
∫
Φa,ζ(0, λa+ v(a)) dµ(a).
Finally, using the second claim in Lemma 32 and letting ε→ 0 finishes the proof.
It remains to consider the case when µ is concentrated on {0, 1}. By Lemma 28, to compute the
limit of ΨN (m, ε), we can choose any sequence m = m
N such that µm → µ. In particular, we can
choose µm also concentrated on {0, 1}. Let us suppose that the first N1 coordinates are mi = 0 and
the last N −N1 coordinates are mi = 1, and N1/N → µ({0}).
In this case, the condition σ ∈ B(m, ε), or |R(σ˜,m)| < ε, means that
2
N∑
i=1
1(mi = 1, σi = −1) = (m ·m−m · σ) < Nε.
This means that, when mi = 0, there are no constraints on σi and, when mi = 1, we must have σi = 1
with at most Nε/2 exceptions. This means that in the definition of ΨN (m, ε), we can replace the sum
in the exponent by
∑
i≤N1(gξ′q,i(α)+ v(0))σi (for example, using interpolation) and we can replace the
constraint σ ∈ B(m, ε) by (σ1, . . . , σN1) ∈ ΣN1 . This will change ΨN(m, ε) by at most O(ε log ε−1).
This implies that
ΨN (m, ε) ≈ 1
N
E log
∑
α∈Nr
vα
∑
ΣN1
exp
∑
i≤N1
(gξ′q,i(α) + v(0))σ˜i
=
N1
N
E log
∑
α∈Nr
vα2 cosh
(
gξ′q(α) + v(0)
)
=
N1
N
Φ0,ζ(0, v(0)).
Comparing this with the second claim in Lemma 33 finishes the proof in the case when s = 0. 
7. Properties of TAP representations
We present the proof of Theorem 12. To prepare for our proof, Subsection 7.1 first establishes connec-
tions among the Parisi PDEs introduced in the introduction, while Subsection 7.2 derives some uniform
upper bounds for Φa,ζ(0, v(a)). The details of the proof of Theorem 12 are given in Subsection 7.3.
GENERALIZED TAP FREE ENERGY 37
7.1. Relations among Parisi PDEs. Recall that the Parisi PDE Φζ defined in (1.8) has the bound-
ary condition Φζ(1, x) = log 2 + log coshx. For a ∈ R and ζ ∈ M0,1, denote by Θa,ζ(t, x) the solution
of the Parisi PDE on [0, 1]× R,
(7.1) ∂tΘa,ζ = −ξ
′′(t)
2
(
∂xxΘa,ζ + ζ(t)
(
∂xΘa,ζ
)2)
with the boundary condition
(7.2) Θa,ζ(1, x) = log 2− ax+ log coshx = log
∑
σ=±1
e(σ−a)x.
In other words, the two solutions Φζ and Θa,ζ satisfy the same PDE, but with different boundary
conditions. The following proposition shows that these two solutions are indeed connected through an
elementary formula.
Proposition 34. For any x, a ∈ R, t ∈ [0, 1], and ζ ∈ M0,1,
(7.3) Θa,ζ(t, x) = Φζ
(
t, x− a
∫ 1
t
ξ′′(s)ζ(s) ds
)
− ax+ a
2
2
∫ 1
t
ξ′′(s)ζ(s) ds.
Remark 35. Recall Φa,ζ from (2.24). As an immediate consequence of this proposition, by shifting the
measure ζ from [0, 1−q] to [q, 1], we can now unify all Parisi PDEs together. To see this, let a ∈ [−1, 1]
and q ∈ [0, 1]. For any ζ ∈ M0,1, if we recall the shift operator θq in (2.37) and let ζq = θqζ ∈M0,1−q,
defined by
ζq(t) = ζ(q + t), ∀t ∈ [0, 1− q],
then, for any x ∈ R,
Φa,ζq(0, x) = Θa,ζ(q, x) = Φζ
(
q, x− a
∫ 1
q
ξ′′(s)ζ(s) ds
)
− ax+ a
2
2
∫ 1
q
ξ′′(s)ζ(s) ds.(7.4)
Note that since Φa,ζq attains the global minimum at Ψ(a, ζq), taking infimum over x leads to
Φa,ζq(0,Ψ(a, ζq)) = Λζ(q, a)−
a2
2
∫ 1
q
ξ′′(s)ζ(s) ds, ∀a ∈ (−1, 1).(7.5)
Proof of Proposition 34. It suffices to prove (7.3) only for continuous ζ. Denote the right hand side of
(7.3) by f(t, x) and set
b(t, x) = x− a
∫ 1
t
ξ′′(s)ζ(s) ds.
Then
∂tf(t, x) = ∂tΦζ(t, b(t, x)) + aξ
′′(t)ζ(t)∂xΦζ(t, b(t, x)) − a
2
2
ξ′′(t)ζ(t)
and
∂xf(t, x) = ∂xΦζ(t, b(t, x)) − a,
∂xxf(t, x) = ∂xxΦζ(t, b(t, x)).
From this, a direct verification gives
∂tf(t, x) = −ξ
′′(t)
2
(
∂xxf(t, x) + ζ(t)
(
∂xf(t, x)
)2)
.
Note that f(1, x) = log 2 − ax + log coshx = Θa,ζ(1, x). Finally, we recall that it was proved in
Jagannath-Tobasco [16, Lemma 13] that the classical Parisi PDE has a unique solution. The same
proof therein applies to the current setting with no essential changes and yields the uniqueness of the
Parisi PDE solution with boundary condition log 2− ax+ log coshx. 
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7.2. Uniform upper bounds for Φa,ζ(0, v(a)). Note that
sup
a∈[0,1)
(1− a) tanh−1(a) ≤ 1, and lim
a↑1
(1− a) tanh−1(a) = 0.
As a result, for any v ∈ V ∪V , (1−a)v(a) is bounded from above by some absolute constant. Since Φa,ζ
is non-decreasing in ζ ∈ M0,1−q, comparing with ζ ≡ 1, one can see that, with c2 = ξ′q(1− q) ≤ ξ′(1),
Φa,ζ(0, x) ≤ log
∑
σ=±1
exp
(
(σ − 1)x+ 1
2
(σ − a)2c2)
= (1− a)x+ 1
2
(1 − a)2c2 + log(1 + e2a(c2−x)).
In particular, for some constant cξ, for all v ∈ V ∪ V ,
Φa,ζ(0, v(a)) ≤ (1 − a)v(a) + 1
2
(1 − a)2c2 + log(1 + e2a(c2−v(a))) ≤ cξ.(7.6)
Moreover, if we take v(a) = vζ′(a) = Ψ(a, ζ
′) for some ζ′ ∈ Mq′ and use Lemma 41 below, which
states that
c′1 + c
′
2 tanh
−1(a) ≤ vζ′(a) ≤ c1 + c2 tanh−1(a)
for some absolute constants c1, c
′
1 ∈ R, c2, c′2 > 0, we also have
0 ≤ Φa,ζ(0, vζ′(a)) ≤ (1− a)(c1 + c2 tanh−1(a)) + 1
2
(1− a)2c2
+ log
(
1 + exp
(
2ac2 − 2c′1a− 2c′2a tanh−1(a)
))
=:M(a),(7.7)
We can see that lima↑1M(a) = 0, which shows that Φa,ζ(0, vζ′(a)) is small in the neighbourhood of 1
uniformly over the choice of ζ and ζ′. Using (7.5), this implies that
0 ≤ Λζ(q, a)− a
2
2
∫ 1
q
ξ′′(s)ζ(s) ds ≤M(|a|),(7.8)
so the expression in the middle goes to zero as a→ ±1, uniformly over q and ζ.
7.3. Proof of Theorem 12. Our approach relies on the convexity of the Parisi functional Pvµ(·, ·)
on the band (defined in (2.35)) as well as some computations on the directional derivative of this
functional. Let µ be a probability measure on [0, 1].
Proof of (i). First we establish the first equality in (i). To see this, observe that (7.5) and (7.7) together
imply that whenever ζ ∈M0,1 and ζq = θqζ ∈M0,1−q satisfy ζq(t) = ζ(q + t) for all t ∈ [0, 1− q], we
have
Λζ(q, 1) = lim
a→1
Λζ(q, a) =
1
2
∫ 1
q
ξ′′(s)ζ(s)ds.
Using (7.5) and this equation yield that
Pvζqµ (0, ζq) =
∫
[0,1)
(
Λζ(q, a)− a
2
2
∫ 1
q
ξ′′(s)ζ(s) ds
)
dµ(a)− 1
2
∫ 1
q
(s− q)ξ′′(s)ζ(s)ds
=
∫
[0,1]
(
Λζ(q, a)− a
2
2
∫ 1
q
ξ′′(s)ζ(s) ds
)
dµ(a) − 1
2
∫ 1
q
(s− q)ξ′′(s)ζ(s)ds = TAP(µ, ζ),
which implies that
inf
ζ∈M0,1−q
Pvζµ (0, ζ) = inf
ζ∈M0,1
Pvζqµ (0, ζq) = inf
ζ∈M0,1
TAP(µ, ζ) = inf
ζ∈Mq,1
TAP(µ, ζ) = TAP(µ).
GENERALIZED TAP FREE ENERGY 39
This establishes one of the equalities in (i). For the rest of the equalities, they follow immediately if
the following claim is valid: for any ζ ∈ M0,1−q,
inf
v∈V
∫
[0,1]
Φa,ζ(0, v(a)) dµ(a) =
∫
[0,1)
Φa,ζ(0,Ψ(a, ζ)) dµ(a)
= inf
v∈V
∫
[0,1)
Φa,ζ(0, v(a)) dµ(a).
(7.9)
To show this claim, observe that for any a ∈ [0, 1), Φa,ζ(0, ·) is a strictly convex function (see (12.6))
and has a unique global minimum at Ψ(a, ζ) since
∂xΦa,ζ(a,Ψ(a, ζ)) = 0.
These imply that
Φa,ζ(a,Ψ(a, ζ)) ≤ Φa,ζ(a, x), ∀x ∈ R.(7.10)
From this, Lemma 41, and noting that Φa,ζ is always nonnegative, we have∫
[0,1)
Φa,ζ(0,Ψ(a, ζ)) dµ(a) ≤ inf
v∈V
∫
[0,1]
Φa,ζ(0, v(a)) dµ(a),
∫
[0,1)
Φa,ζ(0,Ψ(a, ζ)) dµ(a) = inf
v∈V
∫
[0,1)
Φa,ζ(0, v(a)) dµ(a).
(7.11)
The second line here gives the second equality of (7.9). To show the first equality of (7.9), it remains
to establish the reverse inequality for the first equation of (7.11). To this end, for L > 0, set vL ∈ V
by vL(a) = Ψ(a, ζ) ∧ L for a ∈ [0, 1) and vL(1) = L. Write∫
[0,1]
Φa,ζ(0, vL(a)) dµ(a) =
∫
[0,1)
Φa,ζ(0, vL(a)) dµ(a) + Φ1,ζ(0, L)µ({1}).
Passing to the limit via the bound (7.6) and the dominated convergence theorem gives that
lim sup
L→∞
∫
[0,1]
Φa,ζ(0, vL(a)) dµ(a)
≤
∫
[0,1)
Φa,ζ(0,Ψ(a, ζ)) dµ(a) + lim sup
L→∞
Φ1,ζ(0, L)µ({1}).
Note that Φ1,ζ(1, x) = log(1 + e
−2x) is a strictly decreasing function with Φ1,ζ(1,∞) = 0. These
properties are also valid for Φ1,ζ(0, ·), which can be seen from the representation (12.2). Hence,
lim supL→∞Φ1,ζ(0, L) = 0 and consequently,
inf
v∈V
∫
[0,1]
Φa,ζ(0, v(a)) dµ(a) ≤ lim sup
L→∞
∫
[0,1]
Φa,ζ(0, vL(a)) dµ(a)
≤
∫
[0,1)
Φa,ζ(0,Ψ(a, ζ)) dµ(a).
This completes the proof of our claim. 
Proof of (ii). By part (i), we can work with any of the four representations. We will use the first one,
TAP(µ). If we denote
Dζ(q, a) := Λζ(q, a)− a
2
2
∫ 1
q
ξ′′(s)ζ(s) ds
then, for µ with
∫
a2dµ(a) = q, we can rewrite
TAP(µ, ζ) :=
∫
Dζ(q, a) dµ(a)− 1
2
∫ 1
q
(s− q)ξ′′(s)ζ(s) ds.
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By (7.8), for any ε > 0, we can find η ∈ (0, 1) such that, 0 ≤ Dζ(q, a) ≤ ε for |a| ≥ η. Since, Λζ(q, a)
and Dζ(q, a) are even (and concave), if we let
TAPη(µ, ζ) :=
∫
Dζ(q, |a| ∧ η) dµ(a)− 1
2
∫ 1
q
(s− q)ξ′′(s)ζ(s) ds
then
(7.12)
∣∣TAPη(µ, ζ) − TAP(µ, ζ)∣∣ ≤ ε.
Using the fact that ∂xΦζ(q, ·) is strictly increasing with ∂xΦζ(q,±∞) = ±1, it is easy to check that, for
|a| < η, the infimum in Λζ(q, a) = infx∈R(Φζ(q, x) − ax) is achieved on x ∈ [−L,L], where L depends
on η only. This implies that Λζ(q, a) and Dζ(q, a) are Lipschitz on [−η, η] and Dζ(q, |a|∧η) is Lipschitz
on [−1, 1], uniformly over q and ζ. Therefore,
sup
q,ζ
∣∣∣
∫
Dζ(q, |a| ∧ η) dµ(a)−
∫
Dζ(q, |a| ∧ η) dµ′(a)
∣∣∣ ≤ CdBL(µ, µ′),
where dBL(µ, µ
′) is the bounded Lipschitz metric on M0,1. Moreover, since Φζ(q, x) is Lipschitz in q
and d1-Lipschitz in ζ (with Lipschitz constants that depend only on ξ), these properties are inherited
by Λζ(q, a), Dζ(q, a) and Dζ(q, |a| ∧ η), and, therefore, TAPη(µ, ζ). If µ → µ0 then q =
∫
a2dµ(a) →
q0 =
∫
a2dµ0(a), and all the properties above imply that infζ TAP
η(µ, ζ) is continuous in µ. By (7.12),
this proves that TAP(µ) is continuous in µ. 
From now on we can assume that µ 6= δ1, because all the remaining claims are trivial in this case.
Proof of (iii). Let ζn ∈M0,1−q be a sequence that weakly converges to some ζ0 and satisfies
inf
ζ∈M0,1−q
Pvζµ (0, ζ) = limn→∞P
vζn
µ (0, ζn).
For any δ ∈ (0, 1), write∫
[0,1)
Φa,ζn(0,Ψ(a, ζn))dµ(a) =
∫
[0,δ]
Φa,ζn(0,Ψ(a, ζn))dµ(a)
+
∫
(δ,1)
Φa,ζn(0,Ψ(a, ζn))dµ(a).
Here, the first term converges to ∫
[0,δ]
Φa,ζ0(0,Ψ(a, ζ0))dµ(a)
as a consequence of Lemma 39 and the fact that Φa,ζn(t, x) converges to Φa,ζ0(t, x) uniformly over all
a ∈ [0, 1], t ∈ [0, 1− q], x ∈ R. As for the second term, note that the inequality (7.7) implies
0 ≤
∫
(δ,1)
Φa,ζn(0,Ψ(a, ζn))dµ(a) ≤ sup
δ<a<1
M(a)→ 0
as δ ↑ 1. Hence, we arrive at
lim
n→∞
∫
[0,1)
Φa,ζn(0,Ψ(a, ζn))dµ(a) =
∫
[0,1)
Φa,ζ0(0,Ψ(a, ζ0))dµ(a)
and
lim
n→∞
Pvζnµ (0, ζn) = Pvζ0µ (0, ζ0),
which shows that ζ0 is a minimizer of infζ∈M0,1−q Pvζµ (0, ζ).
Next, we establish the uniqueness of ζ0. Assume that ζ1 is another minimizer and ζ1 6≡ ζ0. For
b ∈ (0, 1), let
ζb = (1 − b)ζ0 + bζ1, vb = (1− b)vζ0 + bvζ1 .
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Since µ 6= δ1, we can use the strict convexity in (12.7) below to get∫
[0,1)
Φa,ζb(0, vb(a))dµ(a) < (1− b)
∫
[0,1)
Φa,ζ0(0, vζ0(a))dµ(a)
+ b
∫
[0,1)
Φa,ζ1(0, vζ1(a))dµ(a).
On the other hand, note that, by (7.10),∫
[0,1)
Φa,ζb(0,Ψ(a, ζb))dµ(a) ≤
∫
[0,1)
Φa,ζb(0, vb(a))dµ(a).
This and the above inequality together lead to a contradiction,
inf
ζ∈M0,1−q
Pvζµ (0, ζ) < (1− b) inf
ζ∈M0,1−q
Pvζµ (0, ζ) + b inf
ζ∈M0,1−q
Pvζµ (0, ζ) = inf
ζ∈M0,1−q
Pvζµ (0, ζ).(7.13)
Hence, the minimizer must be unique when µ 6= δ1. 
Proof of (iv). Note that the minimality of ζ0 implies
inf
ζ∈M0,1−q
Pvζµ (0, ζ) = Pvζ0µ (0, ζ0) ≥ inf
ζ∈M0,1−q
Pvζ0µ (0, ζ) ≥ inf
λ∈R,ζ∈M0,1−q
Pvζ0µ (λ, ζ) = Pvζ0µ .
Also note that from (7.10), for any ζ ∈ M0,1−q and λ ∈ R,
Pvζµ (0, ζ) ≤ Pvζ0µ (λ, ζ),
which leads to
Pvζ0µ (0, ζ0) = inf
ζ∈M0,1−q
Pvζµ (0, ζ) ≤ inf
λ∈R,ζ∈M0,1−q
Pvζ0µ (λ, ζ) = Pvζ0µ .
This completes our proof. 
Proof of (v). Let δ1 6= µ ∈M0,1. Let ζ0 be the minimizer from part (iii). By part (iv), the pair (0, ζ0) is
a minimizer of Pvζ0µ (λ, ζ). Also, by the definition of vζ0 in (2.31) and (2.26), we have ∂xΦa,ζ0(0, vζ0(a)) =
0 for all a ∈ [0, 1).
We follow a similar argument as [10, Theorem 1] (see also [28, Lemma 4.14]). Let c be the smallest
point in the support of ζ0. Assume on the contrary that c > 0. Note that from the optimality of ζ0 in
Pvζ0µ (0, ·), Remark 45 below states that∫
[0,1)
E
(
∂xΦa,ζ0(c, vζ0(a) + z(c))
)2
dµ(a) = c,(7.14)
ξ′′q (c)
∫
[0,1)
E
(
∂xxΦa,ζ0(c, vζ0(a) + z(c))
)2
dµ(a) ≤ 1,(7.15)
where z(c) is a centered normal random variable with variance ξ′q(c). Define an auxiliary function
A : [0, c]→ [0, c] by
A(t) =
∫
[0,1)
E
(
∂xΦa,ζ0(c, vζ0(a) + z1(t)
)(
∂xΦa,ζ0(c, vζ0(a) + z2(t)
)
dµ(a),
where z1(t) and z2(t) are jointly Gaussian random variables with mean zero and variance E(z1(t))
2 =
E(z2(t))
2 = ξ′q(c) and Ez1(t)z2(t) = ξ
′
q(t). From this construction and (7.14), evidently A(c) = c. In
addition, since ∂xΦa,ζ0(0, vζ0(a)) ≡ 0, we also have that
A(0) =
∫
[0,1)
(
E∂xΦa,ζ0(c, vζ0(a) + z(c))
)2
dµ(a)
=
∫
[0,1)
(
E∂xΦa,ζ0(0, vζ0(a))
)2
dµ(a) = 0,
where the second equality holds because ζ0(s) = 0 for s ∈ [0, c) and
Φa,ζ0(0, x) = EΦa,ζ0(c, x+ z(c)).
GENERALIZED TAP FREE ENERGY 42
Next, a direct differentiation using Gaussian integration by parts, the bounds in (12.1), and the dom-
inated convergence theorem gives
A′(t) = ξ′′q (t)
∫
[0,1)
E
(
∂xxΦa,ζ0(c, vζ0(a) + z1(t)
)(
∂xxΦa,ζ0(c, vζ0(a) + z2(t)
)
dµ(a),
from which we see that
0 ≤ A′(t) < A′(c) ≤ 1
for all t ∈ [0, c), where the first inequality is obtained by using conditional expectation and integrating
the independent components of z1(t) and z2(t) first, second inequality is by the Cauchy-Schwarz
inequality, and third inequality follows by (7.15). This contradicts that both A(0) = 0 and A(c) = c.
Hence, the smallest point in the support of ζ0 must be zero and this completes our proof. 
Proof of (vi). We show that if Pvζ1µ (0, ζ1) = infλ,ζ Pvζ1µ (λ, ζ) then ζ1 = ζ0. It suffices to show that
Pvζ1µ (0, ζ1) = T(µ) = inf
v∈V , ζ∈M0,1−q
Pvµ(0, ζ).(7.16)
Indeed, if this holds then, from part (i),
Pvζ1µ (0, ζ1) = inf
ζ∈M0,1−q
Pvζµ (0, ζ).
Then, by part (iii) and the assumption that µ 6= δ1, we get ζ1 = ζ0. To prove (7.16), we can argue as
follows. Notice that from (12.7),
(v, ζ) ∈ V ×M0,1−q 7→ Pvµ(0, ζ)
is a convex function. From the minimality of (0, ζ1) in Pvζ1µ (λ, ζ),
Pvζ1µ (0, ζ1) ≤ Pvζ1µ (0, ζ), ∀ζ ∈ M0,1−q
and, by (7.10),
Pvζ1µ (0, ζ1) ≤ Pvµ(0, ζ1), ∀v ∈ V .
In other words, (vζ1 , ζ1) is a local minimum of Pvµ(0, ζ) in the two coordinates v and ζ separately. From
Lemma 44 below, for any ζ ∈ M0,1−q and v ∈ V satisfying v = vζ1 on [δ, 1) for some δ ∈ (0, 1), the
directional derivative of (v, ζ)→ Pvµ(0, ζ) exists along the direction from (vζ1 , ζ1) to (v, ζ) and is equal
to (12.18). From this, it can be checked that
d
db
P(1−b)vζ1+bvµ (0, (1− b)ζ1 + bζ)
∣∣∣
b=0+
=
d
db
Pvζ1µ (0, (1− b)ζ1 + bζ)
∣∣∣
b=0+
+
d
db
P(1−b)vζ1+bvµ (0, ζ1)
∣∣∣
b=0+
≥ 0,
where the last inequality is a consequence of the previous two displays. With this, for any ε > 0, there
exists some small b > 0 such that
Pvζ1µ (0, ζ1)− bε ≤ P(1−b)vζ1+bvµ (0, (1− b)ζ1 + bζ).
On the other hand, using the convexity on the right-hand side yields
P(1−b)vζ1+bvµ (0, (1− b)ζ1 + bζ) ≤ (1− b)Pvζ1µ (0, ζ1) + bPvµ(0, ζ).
Putting these two inequalities together gives Pvζ1µ (0, ζ1) ≤ ε+ Pvµ(0, ζ), and letting ε ↓ 0, we get
Pvζ1µ (0, ζ1) ≤ Pvµ(0, ζ).(7.17)
Note that we proved this for v ∈ V satisfying v = vζ1 on [δ, 1) for any δ ∈ (0, 1). In what follows, we
show that this implies the same inequality for all v ∈ V and ζ ∈M0,1−q.
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For any δ ∈ (1/3, 1), let a(δ) := (3δ − 1)/2. Then a(δ) ∈ (0, δ). For any v ∈ V , since v is bounded
on [0, 1], we can construct vδ ∈ V so that vδ = v on [0, (3δ − 1)/2] and vδ = vζ1 on [δ, 1) as long as δ
is sufficiently close to 1. From this, write∫
[0,1)
Φa,ζ(0, vδ(a))µ(da) −
∫
[0,a(δ))
Φa,ζ(0, v(a))µ(da)
=
∫
[a(δ),1)
Φa,ζ(0, vδ(a))µ(da)
=
∫
[a(δ),δ)
Φa,ζ(0, vδ(a))µ(da) +
∫
[δ,1)
Φa,ζ(0, vζ1(a))µ(da)
and use the bounds (7.6) and (7.7) to get∣∣∣
∫
[0,1)
Φa,ζ(0, vδ(a))µ(da) −
∫
[0,a(δ))
Φa,ζ(0, v(a))µ(da)
∣∣∣ ≤ cξµ([a(δ), δ)) +M(δ),
Here the second term vanishes as δ → 1−. The first term can be handled as follows. Note that µ([s, 1))
is a nonincreasing function, so lims→1− µ([s, 1)) exists. This implies that
lim
δ→1−
µ([a(δ), δ)) = lim
δ→1−
µ([a(δ), 1)) − lim
δ→1−
µ([δ, 1)) = 0.
Hence,
lim
δ→1−
∣∣∣
∫
[0,1)
Φa,ζ(0, vδ(a))µ(da) −
∫
[0,a(δ))
Φa,ζ(0, v(a))µ(da)
∣∣∣= 0
and, starting with (7.17) for vδ,
Pvζ1µ (0, ζ1) ≤ lim
δ→1−
Pvδµ (0, ζ) = Pv
′
µ (0, ζ) ≤ Pvµ(0, ζ),
where v′ is the restriction of v on [0, 1). This establishes (7.17) for all v ∈ V. Now from (i), we see that
ζ1 minimizes
inf
ζ∈M0,1−q
Pvζµ (0, ζ)
and from (iii), ζ0 = ζ1. This finishes the proof. 
8. Optimizing over the external field
In this section, we will prove the upper and lower bounds of Lemmas 16 and 17 on the limiting
replicated free energy on the band. We will use the representation T(µ) of (2.36), which by Theorem
12 (i) is equivalent to TAP(µ). The upper bound of Lemma 16 will be straightforward to prove, by
introducing an arbitrary continuous external field and then applying the Guerra upper bound. The
lower bound contains the key step, where will need to use the optimal external field found in the last
section (for which the Parisi measure has zero in the support).
8.1. Proof of Lemma 16. Notice that, since
nETAPN,n(m, ε, δ) is increasing in ε and δ and sub-additive in n,
the upper limit in (3.1) is increasing in ε and δ and decreasing in n, so the infimum over ε, δ, n can be
replaced by the limit ε, δ ↓ 0 and n ↑ ∞. Also, we can always choose ε = εN and δ = δN going to zero
and n = nN going to infinity slowly enough so that
(8.1) inf
ε,δ,n
lim sup
N→∞
ETAPN,n(m, ε, δ) = lim sup
N→∞
ETAPN,nN (m, εN , δN).
Using this representation and the equivalence TAP(µ) = T(µ) in Theorem 12, to prove the lemma we
need to show that
(8.2) lim sup
N→∞
ETAPN,nN (m, εN , δN ) ≤ T(µ).
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First, consider the case q =
∫
x2 µ(dx) > 0. Using the approximation in Lemma 21 and (5.5), it is
enough to prove that
lim sup
N→∞
EFN,nN (m, εN , δN ) ≤ T(µ).
For any v ∈ C([0, 1]), let hi = v(mi) be the corresponding external field. Since ‖h‖/
√
N ≤ ‖v‖∞ <∞,
by (2.14), deterministically,
(8.3) lim
N→∞
∣∣FN,nN (m, εN , δN )− FhN,nN (m, εN , δN )∣∣ = 0.
Using that FhN,nN (m, εN , δN) ≤ FhN,1(m, εN ), by Theorem 10,
lim sup
N→∞
EFN,nN (m, εN , δN) ≤ lim sup
N→∞
EFhN,1(m, εN ) ≤ Pvµ.
Taking infimum over v ∈ V yields the assertion.
In the case when q =
∫
x2 µ(dx) = 0, we can use the approximation in (5.9) and, in this case,
Theorem 22 implies the claim without the need to introduce any external field, because the Parisi
formula in Theorem 22 equals T(δ0). 
8.2. Proof of Lemma 17. Similarly to (8.2), to prove the lemma we need to show that
lim inf
N→∞
ETAPN,nN (m, εN , δN) ≥ T(µ),
where εN , δN go to zero and nN goes to infinity slowly enough.
Again, first, consider the case q =
∫
x2 µ(dx) > 0. Using the approximation in Lemma 21 and (5.5),
it is enough to prove that
lim inf
N→∞
EFN,nN (m, εN , δN ) ≥ T(µ).
Consider the external field h defined through
(8.4) hi = vζ0(mi) = Ψ
(
mi, ζ0
)
where ζ0 is the minimizer found in Theorem 12. Since v is bounded on [0, 1− η] and all mi ∈ [0, 1− η],
by (2.14),
lim inf
N→∞
EFN,nN (m, εN , δN ) = lim inf
N→∞
EFhN,nN (m, εN , δN).
The Parisi formula in Theorem 10 implies that
lim
N→∞
EFhN,1(m, εN , δN) = inf
λ,ζ
Pvζ0µ (λ, ζ) = inf
λ,ζ
Pvζ0µ (λ, ζ),
where the second equality holds because supp(µ) ⊆ [0, 1−η] (so the functionals P and P coincide). By
our choice of ζ0, Theorem 12 (iv) implies that the right hand side equals Pvζ0µ , which equals to T(µ)
by Theorem 12 (i). Furthermore, since zero is in the support of ζ0 (Theorem 12 (v)), one can argue
that, for any fixed n ≥ 1,
lim
N→∞
EFhN,n(m, εN , δN ) = lim
N→∞
EFhN,1(m, εN , δN),(8.5)
which, obviously, will finish the proof. This follows from a standard approximation argument by generic
models, exactly as in [37], but, before we sketch it, let us notice that we are in the situation when
0 < q =
∫
x2 µ(dx) < 1 and
∫
x(1 − x)µ(dx) > 0, which implies that:
(1) (λ, ζ)→ Pvζ0µ (λ, ζ) is strictly convex (see e.g. (12.7) below),
(2) by the equation (6.71) and (6.73) in Lemma 33, the infimum infλ,ζ Pvζ0µ (λ, ζ) is achieved on λ
that is uniformly bounded, |λ| ≤ L.
For the specific model ξq we are considering above, vζ0 was chosen in an optimal way, so that the
minimizer is (0, ζ0). However, we will now vary the model ξq while keeping vζ0 , so the two items above
refer to this case. In particular, by continuity and compactness, these items imply that the minimizer
(let us denote it by (λξq , ζξq)) is unique and depends continuously on the model ξq (see e.g. [28,
Corollary 4.2]). The arguments in [24, Section 3.7] require no modifications to show that, for generic
models on the narrow band, the distribution of the overlap converges to some ζ∗ ∈ M0,1−q and the
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limit of the free energy, via the Aizenman-Sims-Starr cavity computation in Section 6 above, is given
by infλ Pvζ0µ (λ, ζ∗). On the other hand, by the Parisi formula in Theorem 10, this limit equals
inf
λ,ζ
Pvζ0µ (λ, ζ) = Pvζ0µ (λξq , ζξq ).
By uniqueness of the minimizer, ζ∗ = ζξq .Moreover, since this is the limiting distribution of the overlap,
there can be no free energy cost of constraining the overlaps between n replicas to some fixed value in
the support of ζξq . On the other hand, in our model above, the external field vζ0 was chosen in such
a way that zero is in the support of the minimizer ζ0, so, when we approximate this model by generic
models, by continuity of ζξq in the model ξq, these generic models will have points in the support very
close to zero. As a result, for our model above, there can be no free energy cost of constraining the
overlaps to be near zero and (8.5) must hold. For more details, see e.g. [28, Lemma 4.8].
In the case when q =
∫
x2 µ(dx) = 0, again, we can use the approximation in (5.9) and Theorem 22.
The argument here is exactly the same, except we do not need to introduce the external field, because
zero is already in the support of the Parisi measure of the original model without external field. 
9. TAP states are ancestral
In this section we will prove Theorem 4, which will follow from the following zero-temperature
formula from [12], which is a generalization to soft spins of the zero-temperature result Jagannath-Sen
[15, Theorem 1.2] for discrete spins, which itself was derived from the positive temperature formulas
with general prior spin distributions [22, 29, 30].
Define a functional Pq on R×M0,q by
Pq(λ, γ) = Φλγ(0, 0)−
1
2
∫ q
0
sξ′′(s)γ(s)ds,(9.1)
where, for a given λ, Φλγ(s, x) is defined as the solution of
∂sΦ
λ
γ = −
ξ′′(s)
2
(
∂xxΦ
λ
γ + γ(s)
(
∂xΦ
λ
γ
)2)
(9.2)
on [0, q)× R, with the boundary condition
Φλγ(q, x) := max
a∈[−1,1]
(
ax+ λ(a2 − q) + Λζ∗(q, a)
)
,(9.3)
where Λζ∗(q, a) was defined in (1.24) (recall that it is bounded and continuous on [−1, 1]). Then [12,
Theorem 5] implies the following.
Theorem 36. For any q ∈ [0, 1], we have that
lim
N→∞
E max
1
N ‖m‖2=q
1
N
(
HN (m) +
N∑
i=1
Λζ∗(q,mi)
)
= inf
(λ,γ)∈R×M0,q
Pq(λ, γ).(9.4)
Proof of Theorem 4. Using this result, (1.35), Theorem 2, and Gaussian concentration, in order to
prove Theorem 4, it is enough to prove that
(9.5) inf
(λ,γ)∈R×M0,q
Pq(λ, γ)− 1
2
∫ 1
q
sξ′′(s)ζ∗(s) ds ≤ P(ζ∗).
We will take γ = ζ∗ (restricted to [0, q]) and take λ = 0. Then the function in the boundary condition
(9.3) is ax+ Λζ∗(q, a) and, since Φζ∗(q, x) is convex, the definition (1.24) implies by conjugation that
max
a∈[−1,1]
(
ax+ Λζ∗(q, a)
)
= Φζ∗(q, x).
Since the PDE in (9.2) with γ = ζ∗ is the Parisi PDE for the original model, we get that
Pq(0, ζ∗) = Φζ∗(0, 0)−
1
2
∫ q
0
sξ′′(s)ζ∗(s)ds.
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Finally,
Pq(0, ζ∗)− 1
2
∫ 1
q
sξ′′(s)ζ∗(s) ds = Φζ∗(0, 0)−
1
2
∫ 1
0
sξ′′(s)ζ∗(s)ds = P(ζ∗),
which finishes the proof. 
10. Generalized TAP equations
In this section, we will prove the formula for the gradient of TAP(µm) in Theorem 5 for all m ∈
(−1, 1)N . For q ∈ [0, 1], and h ∈ RN , define
(10.1) TAP(m, q, ζ, h) :=
1
N
N∑
i=1
(
Φζ(q, hi)−mihi
)− 1
2
∫ 1
q
sξ′′(s)ζ(s) ds.
If 1N ‖m‖2 = q then the definition of TAP(µ) in (1.28) implies that
(10.2) TAP(m) := TAP(µm) = inf
ζ∈M0,1, h∈RN
TAP(m, q, ζ, h).
If m ∈ (−1, 1)N , it is clear that we minimize over h in some cube [−L,L]N , where L depends only
on the largest value of |mi| (we will need this for compactness argument below). It is a standard fact
that the functional TAP(m, q, ζ, h) is strictly convex in h and convex in ζ. The reason it is not strictly
convex in ζ is because the functional depends only on the restriction of ζ to [q, 1]. For this reason, let
us make a convention that, for a given q, we minimize over ζ fixed to be ζ(s) = 0 for s ∈ [0, q). Then
the minimizer of the above functional for m ∈ (−1, 1)N is unique and will be denoted by ζm, hm, so
that, for q = 1N ‖m‖2,
(10.3) TAP(m) = TAP(m, q, ζm, hm).
If m converges to m0 ∈ (−1, 1)N then, by the continuity of TAP(µ) proved in Theorem 12,
lim
m→m0
TAP(m, q, ζm, hm) = TAP(m0, q0, ζm0 , hm0).
Since µm → µm0 , q = 1N ‖m‖2 → q0 = 1N ‖m0‖2, and any subsequential limit of ζm is equal to zero
on [0, q0) (by our convention above), the uniqueness of the minimizer implies that ζm → ζm0 and
hm → hm0 . With this observation, in order to compute the gradient of TAP(m), we will need two
lemmas.
Lemma 37. Consider a metric space D and a function f : (−ε, ε)×D → R. Suppose that there exists
a function d : (−ε, ε)→ D such that
(10.4) f(t, d(t)) = inf
d∈D
f(t, d),
and suppose that d(t) is continuous at t = 0. Also, suppose that the right derivative ∂+t f(t, d) exists
and is continuous at (0, d(0)). Then
(10.5)
d+
dt
f(t, d(t))
∣∣∣
t=0
= ∂+t f(0, d(0)).
The same statement holds for left derivatives.
Proof. Using (10.4), for α > 0,
f(α, d(α)) − f(0, d(α))
α
≤ f(α, d(α)) − f(0, d(0))
α
≤ f(α, d(0))− f(0, d(0))
α
and, therefore,
min
s∈[0,α]
∂+t f(s, d(α)) ≤
f(α, d(α)) − f(0, d(0))
α
≤ max
s∈[0,α]
∂+t f(s, d(0)).
Letting α ↓ 0 finishes the proof. 
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As we discussed above, TAP(m) is obtained by taking infimum over all ζ ∈M0,1 with ζ(s) = 0 on
[0, q) and h ∈ RN . For any such ζ and x ∈ R, define a stochastic process uζ,x on [q, 1] by
uζ,x(s) = ∂xΦζ(s,Xζ,x(s)),
where (Xζ,x(s))q≤s≤1 is the (strong) solution of the SDE
dXζ,x(s) = ζ(s)ξ
′′(s)∂xΦζ(s,Xζ,x(s))ds+ ξ′′(s)1/2dWs
with the initial condition Xζ,x(q) = x.
Lemma 38. We have that
∂xxΦζ(q, x) = 1−
∫
[q,1]
Euζ,x(l)
2 dζ(l).(10.6)
Proof. Recall from [3, Lemma 2] that there are two useful identities associated with the process Xζ,x,
namely, for any q ≤ s ≤ s′ ≤ 1,
Eu2ζ,x(s
′)− Eu2ζ,x(s) =
∫ s′
s
ξ′′(r)E
(
∂xxΦζ(r,Xζ,x(r))
)2
dr,(10.7)
and
∂xxΦζ(s
′, Xζ,x(s′))− ∂xxΦζ(s,Xζ,x(s)) = −
∫ s′
s
ξ′′(r)ζ(r)
(
∂xxΦζ(r,Xζ,x(r))
)2
dr
+
∫ s′
s
ξ′′(r)1/2∂xxxΦζ(r,Xζ,x(r)) dWr .(10.8)
Using these and the Fubini theorem,
E∂xxΦζ(1, Xζ,x(1))− ∂xxΦζ(q, x)
(by (10.8)) = −E
∫ 1
q
ξ′′(r)ζ(r)
(
∂xxΦζ(r,Xζ,x(r))
)2
dr
= −E
∫ 1
q
ξ′′(r)
(
∂xxΦζ(r,Xζ,x(r))
)2(∫
[q,r]
ζ(dl)
)
dr
= −E
∫
[q,1]
∫ 1
l
ξ′′(r)
(
∂xxΦζ(r,Xζ,x(r))
)2
dr dζ(l)
(by (10.7)) = −
∫
[q,1]
E
(
∂xΦζ(1, Xζ,x(1))
)2 − E(∂xΦζ(l, Xζ,x(l)))2 dζ(l)
= −E(∂xΦζ(1, Xζ,x(1)))2 +
∫
[q,1]
E
(
∂xΦζ(l, Xζ,x(l))
)2
dζ(l).
Noting that ∂xxΦζ(1, x) = 1− tanh2(x) = 1− (∂xΦζ(1, x))2, we get
E∂xxΦζ(1, Xζ,x(1)) = 1− E
(
∂xΦζ(1, Xζ,x(1))
)2
.
Combining these together completes our proof. 
Proof of Theorem 5. Take m0 ∈ (−1, 1)N and consider the path mt = m0+ tv for some v ∈ RN , which
lies in (−1, 1)N for t ∈ (−ε, ε) for some small ε > 0, and denote qt = 1N ‖mt‖2. Let D = M0,1 × RN
and, with d = (ζ, h), let f(t, d) := TAP(mt, qt, ζ, h). Let d(t) := (ζt, ht) = (ζmt , hmt) be the minimizers
defined above, so that TAP(mt) = f(t, d(t)). Since ∇TAP(m0) · v is the derivative of f(t, d(t)) at
t = 0, we can apply the above lemma once its assumptions are verified. The continuity of d(t) at t = 0
follows from the discussion above. To compute ∂+t TAP(mt, qt, ζ, h), we need to compute the partial
derivatives of TAP(m, q, ζ, h) with respect to all mi and q, which are the only parameters that depend
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on t for fixed (ζ, h). We will take the derivatives of mt, qt in t only at the end, using that, for t = 0,
we have (m, q, ζ, h) = (m0, q0, ζ0, h0). First, right and left derivatives in q are equal to
∂±q TAP(m, q, ζ, h) =
1
N
N∑
i=1
∂±q Φζ(q, hi) +
1
2
qξ′′(q)ζ(q ± 0),
where ζ(q±0) are the one-sided limits of ζ(q). (Here, we consider both derivatives, because qt = 1N ‖mt‖2
may be increasing or decreasing with t.) Using the Parisi PDE (1.8) for the first term, we can rewrite
∂±q TAP(m, q, ζ, h) = −
1
N
N∑
i=1
ξ′′(q)
2
∂xxΦζ(q, hi)
+
1
2
ξ′′(q)ζ(q ± 0)
(
q − 1
N
N∑
i=1
(
∂xΦζ(q, hi)
)2)
.
The only possible discontinuity on the right hand side is in the c.d.f. ζ(q). However, at t = 0,
(10.9) ∂xΦζ(q, hi)
∣∣
t=0
= ∂xΦζ0(q0, h0,i) = m0,i,
because h0,i is the minimizer and critical point of Φζ0(q0, h)−m0,ih and, therefore,
1
N
N∑
i=1
(
∂xΦζ0(q0, h0,i)
)2
=
1
N
N∑
i=1
m20,i = q0.
This means that the one-sides derivatives above are continuous at (m0, q0, ζ0, h0) and
∂±q TAP(m, q, ζ, h)
∣∣
t=0
= − 1
N
N∑
i=1
ξ′′(q0)
2
∂xxΦζ0
(
q0,Ψ(q0,m0,i, ζ0)
)
,(10.10)
since the minimizer h0,i = Ψ(q0,m0,i, ζ0) was defined in (1.25). The derivative TAP(m, q, ζ, h) in mi
equals −hi, which is continuous and
(10.11) ∂mi TAP(m, q, ζ, h)
∣∣
t=0
= − 1
N
h0,i = − 1
N
Ψ(q0,m0,i, ζ0).
If we denote
C(m0) := ξ
′′(q0)
1
N
N∑
i=1
∂xxΦζ0
(
q0,Ψ(q0,m0,i, ζ0)
)
= ξ′′(q0)
1
N
N∑
i=1
∂xxΦζ0
(
q0, h0,i
)
and use that ddtq|t=0 = 2m0 · v, combining the above we have that
∇TAP(m0) · v = d
dt
q · ∂q TAP(m, q, ζ, h)
∣∣
t=0
+
N∑
i=1
d
dt
mi · ∂mi TAP(m, q, ζ, h)
∣∣
t=0
= − 1
N
(
Ψ(q0,m0,i, ζ0) + C(m0)m0,i
)
i≤N
· v
for all v ∈ RN . To complete the proof, it remains to verify that
C(m0) = ξ
′′(q0)
∫ 1
q0
ζ0(s) ds.(10.12)
For a fixedm0 ∈ (−1, 1)N with q0 = 1N ‖m0‖2, let us find the minimizers ζ0 and h0 of the strictly convex
variational problem (10.2), with the above convention that we optimize over ζ fixed to be ζ(s) = 0
for s ∈ [0, q). Then the directional derivative with respect to ζ at ζ0 in the direction of any other
distributions must be non-negative. If, for a given ζ ∈ M0,1, we consider the path ζb = ζ0 + b(ζ − ζ0)
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parametrized by b ∈ [0, 1], one can compute the directional derivative in a standard way (see [11,
Theorem 2] or [28, Lemma 4.11]) to get
d
db
TAP(m0, q0, ζb, h0)
∣∣∣
b=0+
=
1
2
∫ 1
q
ξ′′(s)
( 1
N
N∑
i=1
Euζ0,h0,i(s)
2 − s
)(
ζ(s) − ζ0(s)
)
ds ≥ 0.
Now, if we vary over all possible ζ, the minimality of ζ0 implies that whenever s ∈ [q, 1] is in the
support of ζ0, we must have that (see, e.g. [11, 17])
1
N
N∑
i=1
Euζ0,h0,i(s)
2 = s.
Plugging this into (10.6) with ζ = ζ0 and initial condition Xζ,x(q) = x = h0,i and averaging over i,
1
N
N∑
i=1
∂xxΦζ0(q, h0,i) = 1−
∫
[q,1]
l dζ(l).
Using that ∫
[q,1]
l dζ(l) =
∫
[q,1]
(∫ l
q
dw
)
dζ(l) + q =
∫ 1
q
∫
[w,1]
dζ(l) dw + q
=
∫ 1
q
(1− ζ(w−)) dw + q = 1−
∫ 1
q
ζ(w) dw
finishes the proof of (10.12). 
11. Classical TAP correction
We proceed to establish Propositions 13 and 14 and Corollary 3.
Proof of Proposition 13. Assume that (0, δ0) is the minimizer to PvRSµ . Let ζ ∈ M0,1−q be fixed. For
b ∈ [0, 1], define
ζb = (1− b)δ0 + bζ.
Then from the minimality of δ0, one gets that (see Remark 45)
d
db
PvRSµ (0, ζb)
∣∣∣
b=0+
=
1
2
∫ 1−q
0
ξ′′q (s)(γµ(s)− s)(ζ(s) − δ0(s))ds ≥ 0.
Next, by Fubini’s theorem, write
0 ≤
∫ 1−q
0
ξ′′q (s)(γµ(s)− s)(ζ(s) − δ0(s))ds
=
∫ 1−q
0
ξ′′q (s)(γµ(s)− s)
(∫ s
0
(ζ(dr) − δ0(dr))
)
ds
=
∫ 1−q
0
∫ 1−q
r
ξ′′q (s)(γµ(s)− s)ds(ζ(dr) − δ0(dr))
=
∫ 1−q
0
∫ 1−q
r
ξ′′q (s)(γµ(s)− s)dsζ(dr) −
∫ 1−q
0
ξ′′q (s)(γµ(s)− s)ds
= −
∫ 1−q
0
Γµ(r)ζ(dr).
(11.1)
Since this inequality holds for all ζ ∈M0,1−q, it follows that Γµ(r) ≤ 0 for all r ∈ [0, 1−q]. Conversely,
if Γµ(r) ≤ 0 for all 0 ≤ r ≤ 1− q, one can reverse the argument to get that
d
db
PvRSµ (0, ζb)
∣∣∣
b=0+
≥ 0
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for all ζ ∈ M0,1−q. Since PvRSµ (0, ·) is a strictly convex functional (using the assumption µ 6= δ1),
this implies that δ0 is the unique minimizer of PvRSµ (0, ·). In order to show that (λvRSµ , ζvRSµ ) = (0, δ0)
we split our discussion into two cases: the support of µ contains a point in (0, 1) and µ is supported
only on {0, 1} with µ({0}) > 0. In the latter case, recall that we defined λvRSµ = 0 and ζvRSµ to be
the (unique) minimizer of PvRSµ (0, ·). Hence, (λvRSµ , ζvRSµ ) = (0, δ0). In the former case, Remark 43
shows that there exists a unique minimizer (λvRSµ , ζ
vRS
µ ) of PvRSµ (·, ·). Since by definition vRS satisfies
Φa,δ0(0, vRS(a)) = 0 for all a ∈ [0, 1), this implies that ∂λPvRSµ (0, δ0) = 0. This together with the fact
that δ0 is the minimizer of PvRSµ (0, ·) implies that (λvRSµ , ζvRSµ ) = (0, δ0). This establishes the equivalence
conditions in the statement of Proposition 13.
Finally, we compute PvRSµ (0, δ0) assuming that either of the conditions in the equivalence holds.
Recall the explicit expression of Φa,δ0 from (2.40) and the particular choice of vRS from (2.41). From
these, it can be checked that
Φa,δ0(0, vRS(a)) =
1− a2
2
ξ′q(1− q)− a tanh−1(a) + log 2 cosh(tanh−1(a))
=
1− a2
2
ξ′q(1− q)− I(a).
From this, ∫
[0,1)
Φa,δ0(0, vRS(a))dµ(a) =
1
2
ξ′q(1− q)
∫
[0,1)
(1− a2)ddµ(a) −
∫
[0,1)
I(a)dµ(a)
=
1
2
ξ′q(1− q)
∫
(1− a2)da−
∫
I(a)dµ(a)
=
1
2
ξ′q(1− q)(1 − q)−
∫
I(a)dµ(a),
where we have used that I(a) is continuous at 1 and I(1) = 0. In addition, using integration by parts∫ 1−q
0
ξ′′q (s)sds = ξ
′
q(1 − q)(1− q)− ξq(1− q).
Therefore,
PvRSµ (0, δ0) =
∫
[0,1)
Φa,δ0(0, vRS(a))dµ(a) −
1
2
∫ 1−q
0
ξ′′q (s)sds
=
1
2
ξ′q(1− q)(1 − q)−
∫
I(a)dµ(a)− 1
2
ξ′q(1− q)(1 − q) +
1
2
ξq(1− q)
= −
∫
I(a)dµ(a) +
1
2
(
ξ(1)− ξ(q)− ξ′(q)(1− q)),
where we used ξq(1−q) = ξ(1)−ξ(q)−ξ′(q)(1−q). This establishes the desired formula for PvRSµ (0, δ0).
Finally, since µ 6= δ1 and (0, δ0) is the minimizer to PvRSµ , it follows from Theorem 12 that T(µ) =
T(µ) = PvRSµ . 
Proof of Corollary 3. For m ∈ [−1, 1]N and µ ∈ M0,1, denote qm = ‖m‖22/N and q =
∫
a2dµ(a).
Recall from [12] that if qEA is the largest point in the support of the original Parisi measure of the
Parisi formula for FN , then almost surely
lim
N→∞
FN = lim
ε↓0
lim
N→∞
sup
m∈[−1,1]N :|qm−qEA|≤ε
(HN (m)
N
−
∫
I(a)dµm(a) + C(qm)
)
.(11.2)
Also recall from Theorem 2 that
lim
N→∞
FN = lim
ε↓0
lim
N→∞
sup
m∈[−1,1]N :|qm−qEA|≤ε
(HN (m)
N
+T(µm)
)
.(11.3)
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Since
T(µm) ≤ P vRSµm (0, δ0) = −
∫
I(a)dµm(a) + C(qm), ∀m ∈ [−1, 1]N ,(11.4)
we see that
lim
ε↓0
lim
N→∞
sup
m∈[−1,1]N :|qm−qEA|≤ε
(
−
∫
I(a)dµm(a) + C(qm)−T(µm)
)
= 0.(11.5)
We claim that for any εN ↓ 0,
lim sup
N→∞
sup
m∈[−1,1]N :|qm−qEA|≤εN
sup
0≤s≤1−qm
Γµm(s) ≤ 0.
If this is not true, then there exists some δ > 0 and a sequence mN with |qmN − qEA| ≤ εN such that
µmN converges to certain µ weakly and
sup
0≤s≤1−q
mN
Γµ
mN
(s) ≥ δ.
From these, passing to the limit gives∫
a2dµ(a) = qEA and sup
0≤s≤1−qEA
Γµ(s) ≥ δ.
Note that qEA < 1 implies µ 6= δ1. From this, the above display, and Proposition 13, we arrive at
T(µ) < PvRSµ (0, δ0) = −
∫
I(a)dµ(a) + C(q).
Since these two sides are uniformly continuous functions of µ, we see that
lim inf
N→∞
(
−
∫
I(a)dµm(a) + C(qmN )−T(µmN )
)
> 0,
which contradicts (11.5). This establish our claim.
Now from the above claim, for any η > 0, there exists an ε > 0 such that as long as N is large
enough, if m ∈ [−1, 1]N satisfies |qm − qEA| ≤ ε, then
sup
0≤s≤1−qm
Γµm(s) ≤ η.
From this, (11.3), and Theorem 2,
lim
N→∞
FN = lim
η↓0
lim
N→∞
sup
m∈[−1,1]N :sup0≤s≤1−qm Γµm (s)≤η
(HN (m)
N
+T(µµm)
)
.
Recall (11.4). Our proof will be completed if it is established that
lim
η↓0
lim
N→∞
sup
m∈[−1,1]N :sup0≤s≤1−qm Γµm (s)≤η
(
−
∫
I(a)dµm(a) + C(qm)−T(µm)
)
= 0.(11.6)
The argument of proving this is essentially the same as the above claim. Assume on the contrary that
there exist ηN ↓ 0, δ > 0 and mN ∈ [−1, 1]N with
sup
0≤s≤1−qmN
Γµ
mN
(s) ≤ ηN
such that µmN weakly converges to some µ and
−
∫
I(a)µmN (da) + C(qmN )−T(µmN ) ≥ δ, ∀N ≥ 1.
From these, we see that by passing to the limit,
sup
0≤s≤1−q
Γµ(s) ≤ 0
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and
−
∫
I(a)µ(da) + C(q) −T(µ) ≥ δ.
If µ 6= δ1, then these contradict Proposition 13. If µ = δ1, then q = 1 and in this case, it can be clearly
checked that
T(µ) = 0 = −
∫
I(a)dµ(a) + C(q),
which again contradict to the above inequality. Hence (11.6) must be valid. 
Proof of Proposition 14. Note that ξq(s) = β
2s2/2 and
Γµ(s) = β
2
∫ s
0
(γµ(s)− s)ds.
Assume that (λvRSµ , ζ
vRS
µ ) = (0, δ0). From Proposition 13, it can be seen that Γµ(s) attains the global
maximum at 0. On the other hand, it can also be checked that ddsΓµ(0) = β
2γµ(0) = 0 by a direct
computation. From these, it follows that the second derivative of Γµ at zero is not positive. Now,
following the same computation as [2, Proposition 3], this second derivative can be computed as
d2
ds2
Γµ(0) = β
2
(
β2
∫
E∂xxΦa,δ0(0, vRS(a))
2dµ(a)− 1
)
≤ 0.
Consequently,
β2
∫
E∂xxΦa,δ0(0, vRS(a))
2dµ(a) ≤ 1.
Finally, since
∂xxΦa,δ0(0, vRS(a)) = 1− tanh2(vRS(a)− at2(0)) = 1− a2, ∀a ∈ [0, 1),
we arrive at the Plefka condition by plugging this equation into the above inequality. 
12. Analytical results
This section is devoted to handling some basic properties of the effective field Ψ(a, ζ) and the Parisi
functional Pvµ(λ, ζ).
12.1. Basic facts about Φa,ζ. Recall that the PDE solutions Φa,ζ and Φζ are connected by (7.4).
In order to state several useful properties of Φa,ζ in the present paper, we first recall some well-
known properties of the PDE solution Φζ . First of all, Φζ satisfies supζ∈M0,1 ‖∂xkΦζ‖∞ < ∞ for all
k ≥ 1, 2, 3. Second, Φζ can be written as a stochastic optimization problem. Third, for any t ∈ [0, 1],
(ζ, x) ∈ M0,1×R 7→ ∂kxΦζ(t, x) for k = 0, 1, 2, 3 is Lipschitz and (ζ, x) ∈M0,1×R 7→ Φζ(t, x) is strictly
convex. Lastly, the directional derivative of Φζ(t, x) in (ζ, x) exists and admits an explicit formula in
terms of the optimal process appearing in the stochastic control representation of Φζ . See [2, 3, 11, 16]
for these results. Due to the equation (7.4), it can be checked immediately that the following statements
are valid for any µ ∈M0,1 with q =
∫
a2dµ(a) :
(I) Regularity: We have that
sup
(a,ζ,t,x)∈[0,1]×M0,1−q×[1−q]×R
{
|∂xΦa,ζ(t, x)|, |∂xxΦa,ζ(t, x)|,
|∂xxΦa,ζ(t, x)|, |∂axΦa,ζ(t, x)|
}
<∞.
(12.1)
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(II) Stochastic optimal control: The quantity Φa,ζ(0, x) can be expressed as a stochastic optimal
control problem, which states that
Φa,ζ(0, x) = sup
u
(
Ef
(
a, x+
∫ 1−q
0
ξ′′q (s)ζ(s)u(s)ds +
∫ 1−q
0
ξ′′q (s)
1/2dWs
)
− 1
2
∫ 1−q
0
ξ′′q (s)ζ(s)Eu(s)
2ds
)
,
(12.2)
where the supremum is over all progressively measurable processes u = (u(s))0≤s≤1−q with respect to
the standard Brownian motion W = (Ws)0≤s≤1−q and with
sup
s∈[0,1−q]
|u(s)| ≤ 2.
Here the optimal process is attained by ua,ζ,x(s) = ∂xΦa,ζ(s,Xa,ζ,x(s)), where Xa,ζ,x is the solution
to the following SDE with initial condition Xa,ζ,x(0) = x,
dXa,ζ,x(s) = ξ
′′
q (s)ζ(s)∂xΦa,ζ(s,Xa,ζ,x(s))ds+ ξ
′′
q (s)
1/2dWs, ∀0 ≤ s ≤ 1− q.(12.3)
(III) Lipschitz property: For any (m,n) ∈ {0, 1} × {0, 1, 2}, (a, ζ, x) ∈ [0, 1] ×M0,1−q × R 7→
∂amxnΦa,ζ(t, x) is Lipschitz in the sense that∣∣∂amxnΦa,ζ(0, x)− ∂amxnΦa′,ζ′(0, x′)∣∣
≤ C
(
|a− a′|+ |x− x′|+
∫ 1−q
0
|ζ − ζ′|ds
)(12.4)
for some universal constant C > 0 depending only on ξ.
(IV) Convexity: For any ζ0, ζ1 ∈M0,1−q and x0, x1 ∈ R, define
ζb = (1− b)ζ0 + bζ1,
xb = (1− b)x0 + bx1(12.5)
for b ∈ [−1, 1]. For any a ∈ [0, 1], we have that
Φa,ζb(0, xb) ≤ (1− b)Φa,ζ0(0, x0) + bΦa,ζ1(0, x1).(12.6)
Furthermore, whenever (ζ0, x0) 6= (ζ1, x1) and b ∈ (0, 1), this inequality is strict,
Φa,ζb(0, xb) < (1− b)Φa,ζ0(0, x0) + bΦa,ζ1(0, x1).(12.7)
(V) Directional derivative: Recall the convex combination in (12.5). The derivative of Φa,·(0, ·)
exists and is equal to
d
db
Φa,ζb(0, xb) =
1
2
∫ 1−q
0
ξ′′q (s)(ζ1(s)− ζ0(s))Eua,ζb,xb(s)2ds
+ (x1 − x0)∂xΦa,ζb(0, xb)
(12.8)
for any a ∈ [0, 1] and b ∈ (0, 1), where ua,ζb,xb is the optimal process of (12.2) with x = xb and ζ = ζb.
Furthermore, the right derivative of Φa,ζb(0, xb) also exists at b = 0 and it is equal to the above formula
with b = 0.
12.2. Basic properties of Ψ(a, ζ). Now we use the properties listed in the above subsection to study
a number of key features of Ψ(a, ζ) defined in (2.26).
Lemma 39. For any q ∈ [0, 1], Ψ is continuous on [0, 1)×M0,1−q.
Proof. Let a0 ∈ [0, 1), ζ0 ∈ M0,1−q be fixed. By definition of Ψ(a0, ζ0), for any ε > 0,
δ := min
x∈I(ε)c
|∂xΦa0,ζ0(0, x)| > 0,
where I(ε)c is the complement of an open interval defined by
I(ε) = (Ψ(a0, ζ0)− ε,Ψ(a0, ζ0) + ε).
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From the Lipschitz property (12.4) with (m,n) = (0, 1), we see that if
|a− a0|+
∫ 1−q
0
|ζ(s)− ζ0(s)|ds < δ
2C
,
then for any x ∈ I(ε)c, we have
|∂xΦa,ζ(0, x)| ≥ |∂xΦa0,ζ0(0, x)| − C
(
|a− a0|+
∫ 1−q
0
|ζ(s)− ζ0(s)|ds
)
≥ δ
2
.
This implies that
min
x∈I(ε)c
|∂xΦa,ζ(0, x)| ≥ δ
2
.
Since ∂xΦa,ζ(0,Ψ(a, ζ)) = 0, it follows that Ψ(a, ζ) ∈ I(ε). Hence, Ψ(a, ζ) is continuous on [0, 1) ×
M0,1−q. 
Recall the definition of the effective field vζ = Ψ(a, ζ) from (2.31).
Lemma 40. Let q ∈ [0, 1]. For any ζ ∈ M0,1−q, vζ is a well-defined strictly increasing function with
vζ(0) = 0. In addition, for any l ∈ (0, 1),
sup
(a,ζ)∈[0,l]×M0,1−q
∂avζ(a) <∞.
Proof. Let q ∈ [0, 1] be fixed. Recall from (7.4) that if ζ ∈ M0,1−q and ζ0 ∈M0,1 satisfy ζ(t) = ζ0(q+t)
for t ∈ [0, 1− q], then for any a ∈ [−1, 1] and x ∈ R,
Φa,ζ(0, x) = Φζ
(
q, x− a
∫ 1
q
ξ′′(s)ζ0(s)ds
)
− ax+ a
2
2
∫ 1
q
ξ′′(s)ζ0(s)ds.(12.9)
Since lim|x|→∞Φζ0(q, x) = ∞, we see that lim|x|→∞Φa,ζ(0, x) =∞ for all a ∈ [0, 1) and ζ ∈ M0,1−q.
On the other hand, we also know that Φa,ζ(0, ·) is a strictly convex function, by (12.7). These imply
that for any a ∈ [0, 1), Φa,ζ(0, ·) has only one critical point, so vζ is well-defined. In particular, when
a = 0, Φa,ζ(0, ·) is an even function so that vζ(0) = 0.
Next, we show that vζ is strictly increasing. First, note that ∂xxΦζ0(q, x) > 0 for all x ∈ R since
Φζ0(q, ·) is strictly convex. From this and (12.9), for any (a, ζ, x) ∈ [0, 1]×M0,1−q × R,
∂axΦa,ζ(0, x) = −
(∫ 1
0
ξ′′(s)ζ0(s)ds
)
∂xxΦζ0
(
0, x− a
∫ 1
0
ξ′′(s)ζ0(s)ds
)
< 0,
∂xxΦa,ζ(0, x) = ∂xxΦζ0
(
0, x− a
∫ 1
0
ξ′′(s)ζ0(s)ds
)
> 0.
(12.10)
Consequently, a direct differentiation of ∂xΦa,ζ(0, vζ(a)) = 0 in a ∈ [0, 1) and using (12.10) yield that
∂avζ(a) = −∂axΦa,ζ(0, x)
∂xxΦa,ζ(0, x)
∣∣∣
x=vζ(a)
> 0.(12.11)
Hence, vζ is strictly increasing on [0, 1).
Finally, we prove the uniform upper bound for ∂avζ(a). Fix l ∈ (0, 1). By Lemma 39, vζ(a) ≤ L for
all a ≤ l and all ζ, for some large enough L. Therefore,
inf
(a,ζ)∈[0,l]×M0,1−q
∂xxΦa,ζ(0, vζ(a)) ≥ inf
(a,ζ,x)∈[0,1]×M0,1−q×[0,L]
∂xxΦa,ζ(0, x) > 0,
by (12.10), continuity (12.4) and compactness. On the other hand, from (12.1),
sup
(a,ζ,x)∈[−1,1]×M0,1−q×R
∣∣∂axΦa,ζ(0, x)∣∣ <∞.
From these inequalities and (12.11), sup(a,ζ)∈[0,l]×M0,1−q ∂avζ(a) <∞. 
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Lemma 41. There exist positive constants c1, c
′
1 ∈ R and c2, c′2 > 0 such that
c′1 + c
′
2 tanh
−1(a) ≤ Ψ(a, ζ) ≤ c1 + c2 tanh−1(a)(12.12)
for all a ∈ [0, 1), q ∈ [0, 1] and ζ ∈M0,1−q.
Proof. Note that f(t, x) := ∂xΦa,ζ(t, x) satisfies the equation
∂tf = −
ξ′′q (t)
2
(
∂xxf + 2ζ(t)(∂xf)(∂xΦa,ζ)
)
with f(1− q, x) = −a+ tanhx. Using the Feyman-Kac formula,
∂xΦa,ζ(0, x) = −a+ E tanhXa,ζ,x(1− q),(12.13)
where Xa,ζ,x is defined through (12.3). Note that since |u(s)| ≤ 2 and |ζ| ≤ 1, we have that x+ z− ≤
Xa,ζ,x(1− q) ≤ x+ z+, where
z− = −2ξ′q(1− q) +
∫ 1−q
0
ξ′′q (s)
1/2dWs,
z+ = 2ξ
′
q(1− q) +
∫ 1−q
0
ξ′′q (s)
1/2dWs.
Using that ξ′q(s) = ξ
′(s+ q)− ξ′(q) and ξ′′q (s) = ξ′′(s+ q), we get
z−
d
= −2(ξ′(1)− ξ′(q)) +
∫ 1
q
ξ′′(s)1/2dWs
d
= −2σ2(q) + σ(q)g,
z+
d
= 2(ξ′(1)− ξ′(q)) +
∫ 1
q
ξ′′(s)1/2dWs
d
= 2σ2(q) + σ(q)g,
where σ(q) = (ξ′(1) − ξ′(q))1/2 and g ∼ N(0, 1). Since ∂xΦa,ζ(0,Ψ(a, ζ)) = 0, the equation (12.13)
with x = Ψ(a, ζ) implies that
E tanh
(
Ψ(a, ζ) + z−) ≤ a ≤ E tanh
(
Ψ(a, ζ) + z+).(12.14)
Note that tanh(x) is nondecreasing on R and is concave on [0,∞), so
a ≤ E tanh(Ψ(a, ζ) + z+) ≤ E tanh(Ψ(a, ζ) + |z+|) ≤ tanh(Ψ(a, ζ) + E|z+|),
which clearly gives the desired lower bound in (12.12).
The upper bound of (12.12) requires a bit more work. From the left-hand side of (12.14), for any
M > 0,
tanh(Ψ(a, ζ)− 2σ2(0)− σ(0)M)P(|g| ≤M)− P(|g| > M)
≤ E tanh(Ψ(a, ζ)− 2σ2(0)− σ(0)|g|)I(|g| ≤M)
+ E tanh(Ψ(a, ζ) − 2σ2(0)− σ(0)|g|)I(|g| > M)
= E tanh(Ψ(a, ζ)− 2σ2(0)− σ(0)|g|) ≤ a.
Hence,
tanh(Ψ(a, ζ)− 2σ2(0)− σ(0)M) ≤ a+ P(|g| > M)
P(|g| ≤M) .(12.15)
From now on, we choose
M = max(8/
√
2pi,
√
−2 log(1 − a)).
First, note that from L’Hôpital’s rule,
lim
a↑1
tanh−1 a√
−2 log(1 − a) = lima↑1
1
1−a2
1
(1−a)
√
−2 log(1−a)
= lim
a↑1
√
−2 log(1− a)
1 + a
=∞.
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This means that there exists a constant c > 0 such that
c tanh−1(a) ≥
√
−2 log(1 − a), ∀a ∈ [0, 1).(12.16)
Second, this choice of M also implies that
P(|g| > M) ≤ 2
M
√
2pi
e−M
2/2 ≤ 1− a
4
,
where the first inequality is the usual tail bound for the Gaussian random variable. From this,
a+ P(|g| > M)
P(|g| ≤M) ≤
1 + 3a
3 + a
< 1
so that from (12.15) and (12.16),
Ψ(a, ζ) ≤ tanh−1
(a+ P(|g| > M)
P(|g| ≤M)
)
+ 2σ2(0) + σ(0)M
≤ tanh−1
(1 + 3a
3 + a
)
+ 2σ2(0) + σ(0)M
≤ tanh−1
(1 + 3a
3 + a
)
+ 2σ2(0) + σ(0)
(
c tanh−1(a) +
8√
2
)
.
(12.17)
To finish our proof, it remains to control the first term. Note that for any 0 ≤ x ≤ y < 1,
tanh−1(y)− tanh−1(x) =
∫ y
x
1
1− w2 dw
≤
∫ y
x
1
1− wdw = − log
1− y
1− x.
In particular, if we take x = a and y = (1 + 3a)/(3 + a), then 0 ≤ x ≤ y < 1 and
tanh−1
(1 + 3a
3 + a
)
− tanh−1(a) ≤ − log 1− y
1− x
= − log
3+a−1−3a
3+a
1− a = − log
2
3 + a
≤ log 2.
This and (12.17) together complete our proof. 
12.3. Convexity and directional derivative of Pvµ(λ, ζ). Finally, we establish two key properties
of the functional (v, λ, ζ) → Pvµ(λ, ζ). Let µ ∈ M0,1 be fixed and let q =
∫
a2µ(da). For any ζ0, ζ1 ∈
M0,1−q, v0, v1 ∈ V , and λ0, λ1 ∈ R, denote, for b ∈ [0, 1],
ζb = (1− b)ζ0 + bζ1,
vb = (1− b)v0 + bv1,
λb = (1− b)λ0 + bλ1.
First, we show that (v, λ, ζ)→ Pvµ(λ, ζ) is convex.
Lemma 42. We have that
Pvbµ (λb, ζb) ≤ (1 − b)Pv0µ (λ0, ζ0) + bPv1µ (λ1, ζ1).
Moreover, if b ∈ (0, 1), this inequality is strict if either ζ0 6= ζ1 or λ0a + v0(a) 6≡ λ1a + v1(a) on
supp(µ) ∩ (0, 1).
Proof. This follows immediately from (12.6) and (12.7). 
Remark 43. From this lemma and the Lipschitz property (12.4), if the support of µ contains a
point in (0, 1) then, for any fixed v ∈ V , the functional (λ, ζ) → Pvµ(λ, ζ) is a strictly convex and
continuous on R ×M0,1−q. This guarantees the existence of the unique minimizer (λvµ, ζvµ) in Pvµ =
inf(λ,ζ)∈R×M0,1−q Pvµ(λ, ζ).
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Next, we show that the directional derivative of (v, ζ)→ Pvµ(0, ζ) exists and write down an explicit
expression under a certain assumption. Recall the optimal process ua,ζ,x from (12.3).
Lemma 44. Let ζ0, ζ1 ∈ M0,1−q and v0, v1 ∈ V . Assume that v0 = v1 on [δ, 1) for some δ ∈ (0, 1).
Then we have that
d
db
Pvbµ (0, ζb)
∣∣∣
b=0+
=
1
2
∫ 1−q
0
ξ′′q (s)(ζ1(s)− ζ0(s))
(∫
[0,1)
Eua,ζ0,v0(a)(s)
2µ(da)− s
)
ds
+
∫
[0,1)
(v1(a)− v0(a))∂xΦa,ζb(0, v0(a))µ(da).(12.18)
Proof. Recall from (12.8) that, for any a ∈ [0, 1) and b ∈ [0, 1),
d
db
Φa,ζb(0, vb(a)) =
1
2
∫ 1−q
0
ξ′′q (s)
(
ζ1(s)− ζ0(s)
)
Eua,ζb,vb(a)(s)
2ds
+ (v1(a)− v0(a))∂xΦa,ζ0(0, vb(a)),
where ua,ζb,vb(a) is the process in (12.2) with x = vb(a) and ζ = ζb. Furthermore, the right derivative
of Φa,ζb(0, vb(a)) also exists at b = 0 and is equal to the right hand side of the above equation with
b = 0. From the assumption v0 = v1 on [δ, 1), we have that from (12.1) and (12.12),
sup
a∈[0,1),b∈[0,1]
∣∣(v1(a)− v0(a))∂xΦa,ζb(0, vb(a))
∣∣∣ <∞.
From this uniform upper bound and the bounded convergence theorem, it follows that
d
db
Pvbµ (0, ζb)
∣∣∣
b=0+
= lim
b↓0
∫
[0,1)
Φa,ζb(0, vb(a))− Φa,ζ0(0, v0(a))
b
µ(da)
− 1
2
∫ 1−q
0
ξ′′q (s)s(ζ1(s)− ζ0(s))ds
=
1
2
∫
[0,1)
(∫ 1−q
0
ξ′′q (s)(ζ1(s)− ζ0(s))Eua,ζ0,v0(a)(s)2ds
)
µ(da)
+
∫
[0,1)
(v1(a)− v0(a))∂xΦa,ζ0(0, v0(a))µ(da)
− 1
2
∫ 1−q
0
ξ′′q (s)s(ζ1(s)− ζ0(s))ds.
Finally, combining the first and third equations together by using Fubini’s theorem, the above uniform
upper bound, and (12.12) completes our proof. 
Remark 45. Suppose that ζ0 is a minimizer of the variational formula infζ∈M0,1−q Pvζ0µ (0, ·). In a
standard manner as [11, Proposition 1], [17, Proposition 1.1], or [28, Lemma 4.13], by using Fubini’s
theorem and the above uniform upper bounds of ∂xΦa,ζ and ∂xxΦa,ζ in (12.1), the directional derivative
(44) and the minimality of ζ0 together yield that we must have∫
[0,1)
E
(
∂xΦa,ζ0(s,Xa,ζ0,vζ0(a)(s))
)2
µ(da) = s,
ξ′′q (s)
∫
[0,1)
E
(
∂xxΦa,ζ0(s,Xa,ζ0,vζ0(a)(s))
)2
µ(da) ≤ 1,
for any s in the support of ζ0.
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