Abstract-An adaptive framework is presented for ultra-wideband ground penetrating radar imaging of shallowly-buried low-contrast dielectric objects in the presence of a moderately rough air-soil interface. The proposed approach works with sparse data and relies on recently developed Gabor-based narrow-waisted quasi-ray Gaussian beam algorithms as fast forward scattering predictive models. First, a nonlinear inverse scattering problem is solved to estimate the unknown coarse-scale roughness profile. This sets the stage for adaptive compensation of clutter-induced distortion in the underground imaging problem, which is linearized via Born approximation and subsequently solved via various pixel-based and object-based techniques. Numerical simulations are presented to assess accuracy, robustness and computational efficiency for various calibrated ranges of problem parameters. The proposed approach has potential applications to antipersonnel land mine remediation.
Moderately Rough Surface Underground Imaging via
Short-Pulse Quasi-Ray Gaussian Beams
I. INTRODUCTION
T HE problem of detecting and localizing buried objects via ground penetrating radar (GPR) has received considerable attention in recent years, with potential applications ranging from nondestructive testing to environmental remediation. In this context, one of the most important and difficult applications is related to the clearance of buried unexploded ordinance, such as plastic antipersonnel land mines [1] . Attacking such a problem requires a judicious blend of efficient physics-based modeling and advanced signal processing. The associated electromagnetic (EM) model involves wave propagation in inho-mogeneous, lossy, dispersive media, and "near-field" scattering from irregularly-shaped objects and interfaces. From a signal processing perspective, the main challenges are related to the limited-viewing geometry, the low permittivity contrast of the target with respect to the background soil (i.e., low signal-tonoise ratio), the imperfect knowledge of geometric and constitutive properties of soil and targets, and the possible presence of clutter which obscures the useful signals. In particular, the effect of the rough air-ground interface, in terms of backscattered clutter and distortion introduced into the interrogating signal on its way to and from the targets of interest, is a key issue from both the EM and signal processing perspectives. In this connection, standard approaches tend to be fully statistical, modeling such effects as additive colored Gaussian noise whose features are typically estimated via full-wave Monte Carlo simulations with many random soil realizations. These approaches have been explored in [2] - [5] , yielding reasonably good results for the detection problem in the presence of small roughness. However, their accuracy and reliability turn out to be not completely satisfactory in underground imaging algorithms aimed at localizing and possibly classifying a target (see, e.g., [6] ).
In an ongoing series of recent investigations, so far restricted to two-dimensional (2-D) geometries and moderate roughness, we have been exploring a novel adaptive framework, based on prior estimation of the unknown coarse scale roughness profile and subsequent compensation for the deterministic features of the related clutter. In a stepwise approach toward constructing the necessary tools, in both the frequency (FD) and time (TD) domains, we first developed physics-based fast forward algorithms for scattering from, and transmission through, moderately rough dielectric interfaces, generalizing previously developed Gabor-based narrow-waisted (NW) quasi-ray Gaussian beam (GB) methods [7] - [9] . The resulting FD/TD Gabor-based GB models in [10] , [11] have subsequently been incorporated in inverse scattering scenarios aimed at enhancing the underground imaging by compensating for the coarse scale deterministic features of the roughness profile. In particular, FD and TD surface estimation algorithms working with sparse data have been explored in [12] and [13] , respectively. These techniques were found to provide reasonably accurate and robust estimations, even with noisy data and imperfect knowledge of soil parameters, requiring modest computational effort. Applications to frequency-stepped GPR subsurface imaging have been explored in [14] .
The present paper is concerned with the application of the Gabor-based physical-optics pulsed-beam (PO-PB) forward scattering model in [11] and the surface estimation technique in [13] to the imaging of shallowly-buried plastic mine-like targets 0018 in the presence of rough air-soil interfaces, working with TD sparse data. Many GPR systems operate with short-pulse excitation. Although one could still process the data in the FD via Fourier transform, a direct approach in the TD offers potential advantages, including the possibility of carrying out selective imaging via suitable time-windowing of the data. Accordingly, in our problem, we shall exploit the (usually small) separation between the rough interface and the target by performing first the surface estimation via early-time response processing (as discussed in [13] ), with subsequent compensation for the roughness effect and eventual target imaging via late-time response processing. In this connection, we shall utilize the weak-scattering Born approximation to linearize the inversion problem, and explore various regularization techniques to cope with its inherent ill-posedness. Fig. 1 shows a schematic flow-chart of the proposed framework, coordinated with the paper layout, which illustrates how the various models and techniques described in the paper are combined to attack the end-to-end problem.
Implementation of the proposed synthetic problem strategy, based on the interactive combination of previously explored model constituents, is subject to particular constraints which are dealt with in detail in Section VI. Loosely speaking, we consider shallowly-buried, low-contrast targets in the presence of moderate interface roughness. The high-frequency asymptotic FD halfspace Green's function in the presence of the moderately rough interface, as well as the interface-transmitted field, are parameterized in terms of a superposition of paraxially approximated Gabor NW-GBs launched by the equivalent PO "currents" on the interface profile. The implied restriction to the "paraxial far zone" of the individual GBs excludes source points and observation points close to the interface which, together with other inherent signal processing limitations, imposes constraints on the minimum allowable depth of a buried target, and therefore on the ability, in the TD, to allow the selective interface/target imaging via early-time and late-time processing, respectively. Although the shallow target depth in our synthetic numerical experiments appears to violate weakly some of these fovsk -9rmal constraints, we have found the final reconstructions to be remarkably insensitive to these and other imperfections over a calibrated range of problem parameters. The same is true when the observation data is corrupted by noise or small errors in the "known" forward model.
Concerning the novelty of our overall problem strategy, we are not aware of direct TD algorithms which address this difficult imaging problem. Fig. 2 . Problem geometry. An aperture-generated, quasi-plane-wave, TM-polarized pulsed field impinges from free space onto a homogeneous dielectric halfspace with known relative permittivity and conductivity , bounded by a moderately rough interface profile z = h(x), wherein a homogeneous dielectric target with relative permittivity and conductivity 0 occupies the region D. In order to image the test domain D , the reflected field is sampled at N time instants at N fixed receiver locations x ; . . . ; x on the observation plane z = z .
The layout of the paper is as follows. Section II introduces the rough surface underground imaging problem with TD GPR sparse data. Section III gives a short review of the surface estimation algorithm in [13] . Section IV describes the linearized forward scattering model in the presence of a known rough interface, and its NW-GB implementation. Section V addresses the underground imaging inversion problem and the various regularization techniques explored. Section VI details the outcomes of numerical experiments to assess the accuracy and reliability of the proposed approach, as well as its computational efficiency. Conclusions follow in Section VII.
II. STATEMENT OF THE PROBLEM
The problem geometry is sketched in Fig. 2 : In an 2-D coordinate space, a homogeneous dielectric target with relative permittivity and negligible conductivity is buried in a lossy homogeneous dielectric halfspace (soil) of known relative permittivity and weak conductivity , bounded by a moderately rough interface with profile . The target region in the halfspace is denoted by . As stated previously, we are mainly interested in shallowly-buried plastic mine-like targets, which are essentially lossless ( ) and may have dielectric properties very close to those of the background soil, i.e.,
. In what follows, the wavenumbers in free space and soil will be denoted by and , respectively, with representing the angular frequency, and , denoting the free-space permittivity and permeability, respectively.
The soil is illuminated by a -directed (TM-polarized) pulsed field generated by a (projected) large truncated aperture field distribution of width at . As typical of many ultra-wideband (UWB) GPR systems, we assume that the incident field is sufficiently well-collimated so that it can be approximated by a pulsed truncated tapered plane wave (1) with FD spectrum (2) In (1) and (2), , is a short pulse of length with FD spectrum , is the free-space wavespeed, is a spatial taper, and are beam centered coordinates (3) with and denoting the tilt angle of the radiated beam relative to the axis and its spatial displacement, respectively. Parameters are chosen so that the illumination tapers to zero for and vanishes for (Fig. 2) . Here and henceforth, capital letters identify FD quantities, whereas lower case letters are used for TD quantities; FD and TD quantities are related through the following Fourier transform pair (4) Apart from the presence of the target, the geometry and notation are the same as in [11] and [13] , to which we shall refer frequently throughout the paper. Notationally, we shall use to denote equation in reference ; for instance, (3.8) means (8) in [3] . As in [11] and [13] , the soil is assumed to be slightly lossy, i.e., , with denoting the effective bandwidth of the pulse . The actual goal of this investigation is the imaging of an underground test domain (e.g., in Fig. 2 ), i.e., the estimation, from sparse TD scattered field observations, of its dielectric properties in order to localize and classify possible anomalies. To this end, the -directed scattered electric field is sampled at time instants at fixed receiver locations on the plane (Fig. 2 ) to obtain a set of observations.
The known term in the problem is this set of samples. In our numerical experiments in Section VI, we shall use synthetic field observation data generated via a rigorous full-wave solution of the forward scattering problem (see Section VI-A), which accounts for all interface/target interactions.
III. ROUGH SURFACE PROFILE ESTIMATION
In principle, the problem of estimating the coarse-scale roughness profile of the air-ground interface can be addressed with various technologies (e.g., acoustics, laser, SAR, etc.). In [13] , we proposed a simple strategy based on the processing of the early-time response of a UWB GPR system sampled at a limited number of receivers. Our approach is based on a compact low-dimensional spline parameterization of the roughness profile, which provides implicit regularization mitigating the inherent ill-posedness of the problem, and on the PO-PB forward scattering model in [11] to generate predictions of the reflected field at the receivers. The estimation problem is thus converted into a nonlinear optimization problem aimed at retrieving the unknown spline coefficients via minimization of a least-square error functional that involves the PO-PB forward scattering prediction and the available observed data. The observation time windows are chosen so as to gate out the late-time response (i.e., causal contributions from regions beyond a critical depth) due to the possible presence there of buried targets which may produce a bias in the surface estimation. The resulting optimization problem is generally nonconvex, and therefore the possible presence of local minima renders its numerical implementation nontrivial. Optimization strategies and computational issues are discussed in [13] . The proposed approach was found to provide accurate and robust estimations (even with noisy data and imperfect knowledge of soil parameters) with mild computational effort (typical computing time 55 secs. on a 700 MHz PC).
Having established the possibility of estimating the coarse shape of the rough air-ground interface via early-time response processing, we now turn to the problem of underground imaging in the presence of a known moderately rough interface. In our investigation, incoherent scattering contributions from finer-scale roughness are not included. These finer-scale contributions are effectively dealt with through the use of additive noise models.
IV. FORWARD SCATTERING MODEL

A. Formulation
Referring to Fig. 2 , the -directed TM-polarized total FD field observed in free space at can be conveniently expressed as a sum of two components-the target scattering contribution and the background field (i.e., the field in the absence of the target) (5) with given by [15] 
In (6), is the total field in the target region, represents the FD Green's function of the rough-interface dielectric halfspace, and (7) is usually referred to as the object function, with and denoting the local relative dielectric permittivity and conductivity, respectively. Since the object function in (7) vanishes outside the target region ,the integration in (6) is limited accordingly. The corresponding TD results, of interest in this paper, are obtained by Fourier inversion of (5) and (6), (8) where (9) (10)
The kernels and in (10) are given by (11) (12) Thus, in the total backscattered field (8) observed at the receivers, is the useful signal carrying the information needed for imaging the target, whereas is the interface-generated clutter. Further distortion introduced in the useful signal by the twice-traversed rough air-ground interface is accounted for in the fields and in (11) and (12) . Assuming that an estimation of the rough interface profile is somehow available, one can use a full-wave forward solver, or the more efficient PO-PB forward scattering model in [11] , to generate a prediction of the clutter in (8) for a given pulsed excitation, and therefore isolate the target contribution . Even removing the background clutter , the relation in (10) between the scattered field at the receivers and the permittivity and conductivity contrasts and is not easily invertible, due to the presence in (11) and (12) of the total field which is itself dependent on and and consequently renders the problem nonlinear. However, for the plastic anti-personnel land mines of interest here, with dielectric properties close to those of the background soil, one can invoke the weak scattering limit via use of the Born approximation [15] , where the total field inside the target is replaced by the transmitted field in , in the absence of the target.
Moreover, we shall neglect the conductivity contrast contribution in (10) , thus arriving at a linear model relating the scattered field at the receivers to the relative permittivity contrast
The robust inversion of this model will be discussed in Section V. The limitations of the Born approximation, which neglects multibounce interactions inside the target, have been thoroughly investigated and are well documented in the technical literature (see, e.g., [16] ). More sophisticated and accurate nonlinear [17] , [18] , iterative [19] and distorted [20] variants could be exploited in principle, but this is outside the scope of the present investigation. For moderately lossy soils, once a first estimate of (and hence of ) is obtained by inverting the linear model in (13) (see Section V), one can iteratively refine this estimate by re-introducing into (13) the neglected (Born-approximated) conductivity contribution in (10) as a known term.
B. Narrow-Waisted Gaussian Beam Implementation
In order to implement, and eventually invert, the TD linear model in (13) for the pulsed excitation in (1) and (2), one needs to compute the TD kernel in (14) at several observation points for a large number of source positions and time instants, with typical total number (see Section VI-D. As a consequence, the availability of a fast forward solver is a key ingredient for the overall computational feasibility of the proposed approach. In this scenario, the computational burdens of typical full-wave solvers (e.g., moment methods or finite differences) tend to be prohibitive, and it is therefore suggestive to resort to approximate approaches. We found that the Gabor-based PO-PB algorithms in [11] are remarkably well-suited for this problem, and that they provide a reasonable tradeoff between accuracy and computational burden. The PO-PB synthesis of plane-wave-excited fields transmitted into a rough-surface homogeneous halfspace detailed in [11] can readily be extended to the deal with the subsequent irradiation from an induced line-source in the dielectric halfspace, thereby yielding a closed form TD expression for the kernel in (14) similar to those in [11] . However, for reasons that will become clear later on (Section IV-B-3), it is computationally cheaper to synthesize the transmitted field and the rough-surface halfspace Green's function in the FD, and then compute the TD kernel in (14) via fast Fourier transform (FFT) algorithms [21] .
1) Transmitted Field:
The computation of the field transmitted into the halfspace in the absence of the target, under the quasi-plane-wave pulsed illumination in (2) , is a problem already addressed in [11] . We therefore merely cite the final results, referring the reader to [11] for theoretical and computational details. The FD PO "equivalent current," which generates the transmitted field, is parameterized in terms of -domain discretized -indexed Gabor basis functions with is the local refraction angle measured from the surface normal; = + is the local refraction angle measured from the z axis.
narrow width , centered on the Gabor lattice points , with denoting the wavelength in soil. These initial conditions generate narrow-waisted (NW) quasi-ray GBs propagating along the local refraction directions (Fig. 3) . One obtains the following FD synthesis [cf. (11.21) and (11.22) ] (15) where the Gabor coefficients can be estimated efficiently by sampling the PO "equivalent current" at the lattice points (16) In (16), denote the lattice points in the incident-beam coordinates (3), is the local surface slope, is the local incidence angle (see Fig. 3 ), and is the local Fresnel TM plane-wave reflection coefficient for incidence from free space (17) In (15), is the complex-source-point (CSP) NW-GB propagator, which can be computed efficiently via CSP paraxial asymptotics [cf. (11.30)-(11.34)] (18) where is the local refraction angle (see Fig. 3 ), related to and via Snell's law , , and denotes the complex distance (19) with (20) (21
In (21), denotes the free-space wavelength. Moreover, the tilde denotes quantities extended into complex coordinate space via the CSP method. Note that the CSP GB paraxial asymptotics restricts the observation range to points located more than a wavelength, or so, away from the interface. In our numerical implementation, we found reasonably accurate syntheses with beam spacing . The resulting computational burden (see Section VI-E) was found to be about 2 times lower than the quasi-real ray-tracing scheme in [10] , and about 4 times lower than standard Kirchhoff-PO implementations.
2) Rough-Surface Halfspace Green's Function: The next step is the Gabor-based NW-GB synthesis of the rough-surface halfspace Green's function , which, in our TD-Born model in (13) and (14) , represents the scattering contribution from a (infinitesimal) pixel in the target region of Fig. 2 . Thus, instead of a quasi-plane-wave pulsed illumination from free space as in Section IV-B-1, we now have cylindrical waves impinging from underground induced source points (22) with denoting the zeroth order Hankel function of the first kind. As in [11, Sec. III-A], the field radiated into the halfspace is generated by an induced PO "surface current" [cf. (11.16) ] (23) where denotes the local Fresnel TM plane-wave reflection coefficient for incidence from soil (24) with being the local slope (Fig. 4) . This asymptotic ray model implies that the virtual line source location must be "sufficiently far" away from the interface. As in , analogous to what is done in (15) . We obtain (see Fig. 4 (34) Note that possible evanescent contributions arising from total reflection are not accounted for in this simple model; in case , the corresponding GB is simply ignored. Also note that, as in (15) , the discretization in (27) is limited to the region , although now the line-source illumination does not necessarily vanish outside. However, in all numerical simulations presented in Section VI, it was verified that possible truncation-induced (late-time) effects were essentially negligible in the useful observation time-window. Concerning computational burden, the same considerations as in Section IV-B-1 apply.
3) Target-Scattered Field: Using the NW-GB syntheses in Section IV-B-and IV-B2, the FD spectra of the transmitted field and the rough-surface halfspace Green's function are evaluated over the bandwidth of interest, and the TD Born kernel in (14) is computed via FFT [21] (see Section VI-B for details). Note that, in order to accommodate the evanescent spectra in the CSP GB propagators (18) and (19) , the analytic signal formulation (one-side Fourier transform) should be used (35) Denoting by and the number of beams used in the GB syntheses (15) and (27) , respectively, the computational burden for evaluating the kernel waveform in (35) , for fixed frequency and fixed observation and source locations, is thus . As mentioned earlier, a direct TD closed-form synthesis could also be obtained in terms of rapidly computable confluent hypergeometric functions, paralleling the procedure in [11, Sec. IV]. However, in order to keep track of the frequency dependence, this would require accounting for the element-by-element interaction between the beams in (15) and those in (27) , resulting in a double beam summation for each space-time sample with a consequent computational burden , which would be considerably more expensive.
V. ROUGH SURFACE UNDERGROUND IMAGING
Based on the linear forward scattering model in (13) and on a number of observations of the scattered field waveforms at the receivers, an inversion scheme can be constructed to retrieve the unknown relative permittivity contrast (object function) in the test domain to be imaged (Fig. 2) . We recall that this problem is inherently ill-posed [22] and that only limitedviewing observations and approximate forward modelings are available, in addition to the unavoidable noise and measurement uncertainty of any practically conceivable implementation. As a consequence, classical linear approaches, such as diffraction tomography (see, e.g., [23] , [24] ), are difficult to apply, and regularization techniques are needed to restore well-posedness and achieve robust reconstructions. This type of problem is analogous to those typically arising in image processing applications such as object boundary detection and image segmentation [25] , so that a whole arsenal of well-established tools is available. In this connection, we have been exploring two popular regularization approaches with edge-preserving capabilities, based on different parameterizations of the region under investigation.
A. Pixel-Based Reconstruction: Norm Regularization
One of the simplest reconstruction approaches is based on the parameterization of the test domain to be imaged into a number of adequately small pixels, wherein the object function is assumed to be uniform. By discretizing the test domain into pixels centered at , with area , the linear model in (13) can be discretized accordingly as (36) Assuming that the scattered field is sampled at receiver locations , and time instants (Fig. 2) , the problem can be cast into matrix form as (37) where the known term is a column vector containing the space-time samples of , is a matrix containing the space-time discretization of the TD kernel in (14) , is a -element column vector containing the unknown object function at each pixel, and the noise vector accounts for measurement uncertainty and unmodeled effects. Specifically (38) . . . . . . . . .
with , , and with denoting the transpose. Typical regularization approaches convert this inverse scattering problem into an optimization problem where a cost functional, containing both data and model information from (37) and possible prior information about the object function, is minimized. Among them, total variation (TV) [26] is well-known for its edge-preserving capabilities and has found several applications in EM inverse scattering scenarios (see, e.g., [6] , [27] , [28] ). Here, we use a more general approach, based on norm regularization (LNR). The inversion of the linear model in (37) is posed as the minimization of the cost functional [29] (41) where is the standard Euclidean norm and is an norm [29] . In (41), the first term penalizes lack of data fidelity, while the other terms introduce some loose a priori knowledge about the object geometry, with and denoting regularization parameters. In particular, the second term highlights the expected piecewise smoothness in the reconstructed object function by penalizing the norm of a spatial gradient operator . In our implementation we chose [6] , [30] (42) where and denote standard first-order finite-difference operators in the horizontal and vertical direction, respectively, and the parameter controls the orientation preference of the smoothness regularization ( yields no orientation preference) [30] . As will be shown, a regularization with orientation preference may give better results, in view of the limited-viewing configuration of the problem, which gives rise to different resolutions achievable in the horizontal and vertical directions. The formulation in (42) reduces to Tikhonov-like regularization [31] for , and to TV-like regularization [26] for . As compared with the norm in the standard Tikhonov regularization [31] , norms with on the spatial gradient term in (42) penalize large jumps less, thus allowing sharper edges to form in the reconstructed object function and yielding visually better (less blurred) reconstructions.
The last term in (41) is related to possible prior information about the object function sign. Assuming, for instance, a negative value for in the target region, the norm of the operator penalizes positive values (or viceversa) of the reconstructed object function , .
In our implementation, the cost functional in (41) is minimized via an iterative procedure based on half-quadratic approximations (see [26] for details). The proper choice of the regularization parameters and in (41) is an important issue, and several strategies have been proposed (see, e.g., [32] ), but this is not the focus here. Our choice of the regularization parameters was done by trial and error.
B. Object-Based Reconstruction: Curve Evolution
Object-based techniques have been widely investigated in image processing, with many important applications in problems like object boundary detection and image segmentation [25] . The basic idea underlying these approaches is to exploit parametric or semi-parametric deformable shape models for the object function which incorporate possible a priori information about the target geometry. Prominent among them are curve evolution (CE) techniques (see, e.g., [33] , [34] ) where a gradient flow is designed which attracts initial closed curves to the target boundary. Applications of such approaches to EM inverse scattering problems have been proposed in [35] - [37] . In particular, in [37] , a CE approach is applied to UWB GPR underground imaging of shallowly-buried low-contrast plastic targets in the presence of a flat air-ground interface. This approach is applied here to the more challenging problem of a rough air-ground interface. The algorithm in [37] is briefly reviewed. Assuming a scenario with a single homogeneous target occupying the region (Fig. 2) bounded by a continuous curve , the unknown object function can be expressed as (44) where , and is the characteristic function of the target region .
(45)
The more general case of multiple connected or unconnected components is addressed in [37] . The parameterization in (44) contains implicit regularization, since the reconstructed object must be homogeneous. In this connection, the reconstruction task consists in estimating the target contour and the permittivity contrast . Using (44), the linear model in (13) can be rewritten as (46) We assume, as in Section V-A, that a set of samples of the scattered field is collected at receiver locations , at time instants (Fig. 2) . The problem of estimating target boundary and permittivity contrast is posed again as an optimization problem involving minimization of the following quadratic functional [37] (47) As in (41), the cost functional in (47) contains a data fidelity term, where and
The second term serves as regularization by penalizing the arclength of the estimated curve, with the choice of the regularization parameter in (47) affecting its smoothness. Again, in our implementation, is empirically selected by trial and error, taking into account prior expectations about target geometry (e.g., convexity).
To minimize the cost functional in (47), we use a CE approach to design a gradient flow that attracts an initial closed curve to the boundary of the target region . Given a family of smooth curves parameterized by , we search for the curve in this family and the contrast value that minimize the cost functional in (47). For a given curve , the contrast must satisfy the following equation [37] (49) Moreover, it can be shown (see [37] for details) that the gradient direction of with respect to the curve is given by
where , denotes points on the curve , and and indicate the outward normal and the signed curvature of the curve at , respectively [37] . To minimize the cost functional in (47), the curve is evolved along the direction of steepest descent, i.e., along the negative gradient of with respect to (51) where, for each , the optimal value of the contrast is given by (49). For numerical implementation, the evolution in (51) is discretized in and stepped forward, alternatively updating the curve and the contrast (via (49)). In our implementation, we use the level set method [38] , [39] which yields a numerically efficient and stable evolution (see [37] ).
As compared with pixel-based reconstruction techniques, object-based approaches like CE offer several computational advantages. First is the natural incorporation of a priori information about target constitutive and geometric features, such as homogeneity and shape smoothness. This allows use of efficient parametric models to describe target shape and permittivity contrast, with consequent implicit regularization which mitigates the ill-posedness of the problem and possibly reduces the data size required. Furthermore, it focuses on the key features of the target, which are estimated directly rather than extracted via postprocessing of a pixel-based image. Finally, the evolution in (51) depends mostly on local properties, and the estimation of the contrast value in (49) is computationally inexpensive, resulting in an overall computational burden that tends to be lower than those of standard pixel-based approaches like LNR.
VI. NUMERICAL RESULTS
A. Reference Solution
The backscattered field data used as observations are simulated via a full-wave solution of the forward scattering problem. As in [11] , this reference solution is based on the time-harmonic multifilament current method in [40] , adapted to moderately rough interfaces. Specifically, the frequency domain (FD) spectrum of the field is evaluated at 100 different frequencies within the pulse bandwidth, without resorting to the plane wave approximation in (1) for the incident field, and with use of the full dispersive permittivity model for the soil. The sampled spectrum is first smoothed through local Padé-approximation [21] and then transformed via standard inverse fast Fourier transform (FFT) routines [21] to obtain the desired TD solution. In our numerical simulation we used a 1024-point FFT; the required TD samples were obtained by linear interpolation of the returned time series.
B. Gaussian Beam Algorithm Parameters
The Born TD kernel in (35) , needed for computing the data fidelity term in both LNR and CE cost functionals, is first synthesized in the FD via NW-GB superposition [cf. (15) and (27) ] and subsequently transformed to the TD via a 512-point FFT. In this case, the spectrum is sampled at 50 frequencies within the pulse bandwidth. All other needed frequency samples, as well as the output time waveform, are obtained via linear interpolation. The GB spacings and in (15) and (27), respectively, are chosen as half a (ambient) wavelength, i.e., , . This configuration was arrived at using a pragmatic stability criterion based on the (in)sensitivity of the outcome to further decreases of the GB spacing (i.e., increases in the number of GBs). To further improve computational efficiency, for a fixed observation point, one can rewrite the CSP GB propagators in (18) and (29) [see, e.g., (11.52)-(11.54)] to isolate frequency-independent parts that need to be computed only once.
C. Simulation Parameters
The numerical simulations that follow are based on the configuration and parameters described in Fig. 5 . In this scenario (Fig. (5a) ), although no specific data model is used for soil, target and roughness, geometric and constitutive parameters were adjusted so as to be consistent with typical moderate roughness (maximum-to-minimum height 4 cm, maximum slope ), slightly lossy soil characteristics [41] ( , ), and shallowly-buried plastic mine-like targets (10 cm 6 cm ellipse with and , and with center at 10 cm below nominal ground). The roughness profile was randomly generated via the quartic spline model in [13, Sec. IV] . The illumination field in (1) was chosen as a vertically incident fourth-order Rayleigh UWB pulse with [ Fig. 5(c) ] and cosine tapering [ Fig. 5(b) ]. This pulse length was found by trial and error to provide a good tradeoff between the contrasting high-frequency requirements for good resolution (for both surface estimation and target localization) and low-frequency requirements for adequate soil penetration. Such UWB pulses typically work well for shallow burial depths and slightly lossy soils, as in our example, but may be not suitable for larger burial depths and/or soil losses.
The test domain to be imaged consists of a 20 cm 20 cm domain surrounding the target, with top side at 5 cm below nominal ground. The backscattered field observation data needed for inversion are collected at receivers at and . Note that the relatively low permittivity contrast in this example , which justifies the Born approximation in (13) , renders the test particularly challenging in view of the weak target scattering as compared with the interface-generated clutter. The burial depth was chosen so as to avoid the relatively clean case where ground-scattered and target-scattered signals are well time-resolved (see Section VI-D).
D. Reconstruction Examples 1) Parameterization Issues:
Before testing the various underground imaging strategies, it is useful to look at the scattered waveforms at the receivers, in order to identify the various contributions and to check the accuracy of the Born-GB forward scattering model. Fig. 6(a) shows the comparison between the total field (soil+target) and the background field (soil only) waveforms at a fixed receiver location, computed via the full-wave technique described in Section VI-A. The two waveforms are practically indistinguishable in the plot scale. Their difference (the target contribution ) is displayed in Fig. 6(b) and is compared with the Born-GB synthesis described in Section VI-B. Reasonably good agreement is observed. Looking at the different scales in the two plots, it is noted that background field removal is crucial for achieving reasonable signal-to-noise ratio in the inverse scattering procedure. For rough interfaces and shallowly-buried targets, as in this example, this cannot usually be accomplished by mere time-windowing of the data since ground-scattered and target-scattered signals are not well time-resolved. In this connection, the availability of rough interface profile estimations (and hence background field predictions) is of great importance.
Another important issue is the choice of the actual number of unknowns in the object parameterization. This requires tradeoff between resolution, robustness and computational burden. Aside from computational considerations, it is understood that beyond a critical level, related to the essential dimension of the available information, any attempt at further refinement in the object discretization will increase the sensitivity to noise, without actually improving the resolution. The essential information entailed in the forward scattering model can be estimated roughly, for instance, via singular value decomposition [21] of the (discretized) scattering kernel in (14) , whereas the prior information introduced with the various regularization techniques cannot be easily quantified. We did not attempt to address optimal strategies for object discretization and data acquisition. The data and unknown configurations used in the examples, though not necessarily optimal, were found to provide a reasonable tradeoff between the above contrasting requirements. In particular, to account for possible redundancy in the observed data, in all examples below we retain a data-to-unknown ratio 3.
For pixel-based reconstruction with norm regularization (LNR), the test domain to be imaged was discretized into 30 30 square pixels (900 unknowns), and we used time samples of the late-time response (causally related to the test domain) at each of the receivers in Fig. 5 . The observation vector in (38) was obtained by subtracting the PO-PB-computed background field (see [11] ) from the fullwave-computed total field at each receiver; the (3300 900) data matrix in (39) was computed via the Born-GB algorithm (see Section VI-B). In all examples below, the various regularization parameters were selected pragmatically via trial and error, and the results reported correspond to the best reconstruction obtained. Reconstruction results, however, were found to be relatively insensitive to variation of these parameters within a calibrated range.
We now move on to presenting various examples of underground imaging results.
2) Perfectly Known Roughness Profile and Soil Parameters, and Noiseless Data: We start with the simplest, though somewhat unrealistic, case of perfectly known roughness profile and soil parameters, and noiseless observation data, on which we test the various reconstruction techniques presented so far. A number of representative pixel-based reconstruction examples are shown in Fig. 7 . Specifically, the true object function (ground truth) is shown in Fig. 7(a) It is observed that all TVL images, though not yielding highly accurate point-wise reconstructions, provide reasonably accurate target localization. Note that the limited-viewing geometry (vertical illumination) renders the problem more ill-posed in the horizontal direction, thus resulting in higher vertical than horizontal resolution in all cases. In this connection, gradient penalty with directional preference turns out to be more effective since the data fidelity term is less sensitive to horizontal than vertical blurring. If the gradient penalty is equally imposed on both directions [as in Fig. 7(b) ], it is possible that the vertical direction is under-regularized while the horizontal direction is over-regularized. Therefore, a gradient penalty with [smaller in the horizontal direction, as in Fig. 7(c) ] may help in compensating for this imbalance, and yield visually better reconstructions. Looking at Fig. 7(d) , it is realized that prior knowledge of the object function sign, and consequent positivity (or negativity) penalty in the cost functional, may further improve the reconstruction.
For more quantitative accuracy assessments, we introduced two simple rms error metrics in both target and background regions (52) Fig. (7d) . [e.g., in Fig. 8(a) ] was found not to yield significant improvement as compared with TVL, and the corresponding results are omitted henceforth. Fig. 9 shows a reconstruction obtained via CE, which provides good estimation of both target boundary and permittivity (only 0.6% error in ). The reconstruction looks visually better than the corresponding TVL one in Fig. 7(d) , as also witnessed by the smaller rms errors, , , computed from (52) with the same pixelization used for LNR. Again, due to the limited-viewing configuration, localization is more accurate vertically than horizontally. For this reconstruction, a reduced data set was used, with only 6 receivers (#1, 3, 5, 7, 9, and 11, in Fig. 5 ) and 100 time samples each, taking ad- vantage of the more compact object parameterization entailed in CE as compared with pixel-based reconstruction techniques.
3) Imperfectly Known Roughness Profile and Soil Parameters, and Noisy Data: We now explore more realistic configurations by removing the assumption of perfect knowledge of the air-soil rough interface as well as soil parameters and observation data. First, to highlight the effect of the air-ground interface roughness, so far assumed to be perfectly known, we show in Fig. 10 a TVL reconstruction obtained by erroneously assuming a flat air-ground interface at in the forward scattering model. Image deterioration, mainly due to poor background field removal, is dramatic and renders the reconstruction practically meaningless. For this configuration, CE likewise gave meaningless results, exhibiting strong sensitivity to initial conditions and regularization parameters. Results can be improved via statistical processing, as shown in [6] , but will not become comparable to those in Figs. 7-9 . Now, we use the algorithm in [13] (see also Section III) to generate estimations of the rough interface to be used in the subsequent underground imaging problem. We also investigate the effect of measurement uncertainty in the observation data as well as soil parameters. Fig. 11 shows the rough interface reconstructions obtained with two different data configurations: i) corruption of the observation data with an additive uniform noise ( 10% in amplitude) that accounts for measurement uncertainty and unmodeled effects (e.g., finer-scale roughness scattering), and ii) assumption of a 5% error in and in the forward scattering model. For these reconstructions, as discussed in [13] , we used time samples of the early-time response at each of the 11 receivers in Fig. 5 ; the observation time-windows were chosen so as to roughly gate out scattering contributions from possible regions deeper than 8 cm below nominal ground , thus minimizing possible bias due to target scattering. Interface estimates are reasonably accurate (see Fig. 11 ), apart from the weakly-illuminated edge regions, as also observed in [13] . Although the 8 cm time window is not perfectly consistent with the early-time constraint for interface-target isolation in the model of Fig. 5 , the interface profile reconstructions obtained in the presence of the target appear to be remarkably insensitive to this pollution. We recall that these model configurations are particularly challenging because the 5% relative permittivity mismatch in the second example is on the same order as the actual contrast to be estimated. The corresponding TVL and CE target reconstructions are shown in Fig. 12 , where a slightly narrower illumination is used in order to de-emphasize the effect of the poorly estimated side regions in Fig. 11 . Specifically, Fig. 12(a) and (b) show TLV and CE reconstructions, respectively, for the case of noisy data (with perfectly known soil parameters), whereas Fig. 12(c) and (d) show the corresponding results for the case of imperfectly known soil parameters (with noiseless data). In these examples, the corresponding estimated air-soil interface profiles in Fig. 11 are used in the forward scattering model. As seen from Figs. 12(a) and (b), reconstructions turn out to be robust with respect to noise in the observation data. In particular, CE still yields good target localization and permittivity estimation (1.7% error in ; , ). For the TVL reconstruction, rms errors ( , ) are still comparable to those obtained in the ideal case [ Fig. 7(d) ]. For the more challenging soil-parameter-mismatch test in Fig. 12(c) and (d) , although the target shape is not as accurately captured as before, localization and permittivity estimation (1.7% error in , and , with CE; , with TVL) are still acceptable for classification purposes. Since the assumed mismatch in the soil parameters reduces the effective visibility of the (already low-contrast) target, this mismatch renders the background field removal more critical. Evidently, for such low-contrast target scattering scenarios, stronger uncertainty in the soil parameters may render the target practically invisible.
4) Calibration and Performance Assessment:
The calibrated range of applicability of the algorithm, obtained through a set of 36 numerical experiments with various roughness profile realizations and soil/target parameters, and for the excitation specified in Fig. 5(b) and (c) , is summarized in Table I . In all simulations, the estimated air-soil interface profiles are used in the forward scattering model. As can be observed from Table I , some of the limitations are related to various utilized field-based approximations (e.g., PO, paraxial far field GB asymptotics, etc.), while others are related to the model-based adaptive data-processing, which breaks down when the interface roughness profile is poorly estimated and/or the interface-target separation is not large enough to allow the sequential (early/late-time) imaging. While the various constraints in our synthetic model legitimize only appropriately tuned narrow windows of applicability, the corresponding physical parameters are reasonable for actual GPR scenarios. As noted earlier, we were encouraged by the observed insensitivity in our end-to-end synthetic model to weak violations of the cited constraints. As with any model-based synthetic algorithm, its performance in the presence of real data remains to be explored.
E. Computational Aspects
The overall computational features of the proposed approach are detailed in Table II for each of the separate tasks required, with specific reference to a 700 MHz PC reference implementation. The computational burdens of the first four tasks are strongly tied to those of the NW-GB forward solvers in [11] and Sections IV-B and VI-B. In this connection, the reported (average) computing times were found to be about four times and two times smaller than those achievable with standard PO implementations and with the quasi-real ray tracing in [10] , respectively. Meaningful comparisons with full-wave forward solvers are not straightforward since computational features may be strongly implementation-dependent. Based on our forward scattering benchmark simulations, rough estimates of full-wave computing times for the air-soil interface reconstruction and for building up the forward model data matrix have been on the order of eight and four hours, respectively.
As seen from Table II , the only memory-demanding tasks are those involving the manipulation of the LNR data matrix in (41) and a similar (but smaller) data matrix used in the CE (51) via the level set method.
Overall, CE tends to be computationally cheaper than LNR. Although the numerical codes are not fully optimized, overall computing times are on the order of a few minutes, thus leaving room for optimism that extensions of the algorithmic approach to more realistic 3-D scenarios will remain computationally affordable for real-world applications.
VII. CONCLUSION
An adaptive approach for underground imaging via ultrawide-band GPR in the presence of a specified moderately rough air-soil interface has been presented. The proposed approach is based on short-pulse Gabor-based narrow-waisted quasi-ray Gaussian beam algorithms as fast forward scattering models, through which the coarse-scale deterministic features of the air-ground interface are first estimated from early-time data and subsequently exploited to compensate for background clutter and distortion in the late-time target-interrogating signal. Preliminary 2-D numerical experiments, carried out so far with synthetic data and restricted to slightly lossy soils and shallowly-buried low-contrast dielectric targets, indicate that, for calibrated ranges of problem parameters, sufficiently accurate and robust target reconstructions can be obtained with reasonable computing times and resources, even with sparse and corrupted data and imperfect knowledge of soil parameters. The proposed approach grants physical insight into the interface/target interaction mechanism, and looks promising from both the computational and accuracy viewpoints, with potential application to antipersonnel land mine clearance. In this connection, the necessary extension to more realistic 3-D configurations, currently under investigation, is fairly straightforward theoretically, but its computational features remain to be explored. Also under investigation are more robust strategies for background field removal. 
