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1. I~VTR~DUCTI~N 
Computations of the (locally free) class group, Picard group and K,, of finite 
groups have made use of Mayer-Vietoris type sequences derived from Cartesian 
squares of ring homomorphisms such as 
ZG---+D 
1 1 
(Z, denotes Z/nZ), 
ZK - Z,G 
where the left map is induced by a group epimorphism from G to K with kernel 
of order rz. The orders D and ZK arise as projections of ZG into direct factors 
of QG. In this paper such squares are generalized, and the K-theory Mayer- 
Vietoris sequence [15, pp. 28, 551 is used to show that SK,ZD, = 1, where 
D, is a dihedral group of order 2n. 
2. DEFINITIONS AND NOTATION 
In this paper all rings are associative with unit. The category of such rings is 
denoted RING. A commutative square in RING is called a surjective pullback 
if it is Cartesian in RING and all four maps are surjective. If R is a subring of S 
they have the same unit. The conductor {s E S: sS C R} from S to R is denoted 
(R : S). The direct product of rings Ri for i E I is denoted x iEI Ri , or just x R, 
when the indexing set is unimportant. A subring R of x Iii is called a subdirect 
product when each projection x Ri ---f Rj restricts to a surjection R ---f Rj . It is 
convenient to identify each Rj with the kernel of the projection from x R, 
* This paper is the essential content of the first four chapters of the author’s disserta- 
tion, submitted in partial fulfillment of the requirements for the Ph.D. degree at North- 
western University (1976). 
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to xi+j Ri, so that R n Rj makes sense. The symbol @ denotes the internal 
direct sum of ideals. 
3. SURJECTIVE PULLBACKS 
LEMMA 3.1. Let S be a direct product of rings x Ri with a subdirect product R. 
Then (R : S) is a two-sided S ideal in R which contains all one-sided S ideals in R, 
and (R : S) = @ (R n RJ. 
Proof. The conductor (R : S) is a right S ideal and lies in R since S has a 
unit. If D is another right S ideal in R, for each d in D, dS C D C R; so D C 
(R : S). If c E (R : S), then for each i, CR, CR n R,; so (R : S) C @ (R n R,: R<). 
Since each Ri has a unit, (R : S) C @ (R n R<). 
Each R n Ri is a two-sided S ideal in R. Indeed, for each s in S there exists for 
every i an element r in R with the same i coordinate. So if x E R n R, , then 
sx = rx, xs = xr, and both of these are in R n Ri . So @ (R n RJ is a two- 
sided S ideal in R. In particular, it is a right S ideal in R, and lies in (R : S). 
The same proof shows that the left conductor {s E S: Ss C R} contains all left S 
ideals in R and also equals @ (R n RJ. 1 
PROPOSITION 3.2. A pair of surjections fi: R + R, (i = 1, 2) in RING may 





R, 02 R’ 
if and only if (fi , fi): R -+ R, x R, is injective. Identifying R with its image, 
R’ is isomorphic to RIG’, where C = (R: R, x R,) = R n RI @ R n R, . 
Proof. If diagram (3.1) is a pullback in RING, (fi , fi) is injective, since the 
standard pullback is {(rl , ra) in R, x R,: gl(rl) = g,(r,)}. Conversely, if 
(fr ,fa) is injective, the image of R is a subdirect product of R, x R, . So 
R n Ri (i = 1,2) are two-sided R, x R, ideals in R, and their intersection is 0. 
Therefore the following is a surjective pullback in RING: 
R --+ R/(R n R,) & R, 
I I I 
(3.2) 
+ + 
R, --+ R,/R n R, 
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where C = R n R, @ R n R, , and the extending isomorphisms are induced 
by the projections: R -+ Ri (i = 1,2). 
A surjective pullback is a pushout in the category of Abelian groups; so R 
is determined up to an isomorphism of additive groups, commuting with the 
maps from R, and R, . This commuting condition forces the isomorphism to lie 
in RING. So R’ is isomorphic to R/C. i 
4. A MAYER-VIETORIS SEQUENCE FOR SK, 
For the study of an integral group ring ZG of a finite group G, every pair, 
e, and e, , of orthogonal central idempotents of QG determines a surjective 
pullback: 
R ---+ e,R 
1 1 
e,R ---+ R/C --% elRlelC, 
(4.1) 
where R = (er + e,) ZG. The following commutative diagram (with exact row 
and columns) relates SK, to a segment of the K-theory Mayer-Vietoris sequence 
for this square: 
1 1 
1 1 
SK,R + SK,R, x SK,R, 
1 1 
“.--+K,R’BK,R----~ K,R, x K,R, ------f K,R’ ----f ‘.., 
1 L 
GE L+ K,E, x K,E, 
where R’ = R/C and A, R, , and R, (respectively, E, El , and E,) denote ZG 
(respectively, QG) multiplied by e, + e2 , e, , and e2 . Therefore the Mayer- 
Vietoris sequence restricts to an exact sequence: 
K,R + K2R1 x KzRz ---t K,R’ --+ SK,R + SK,R, x SKIR, - K,R’ (4.2) 
providing access to SK,R. 
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5. AVERAGES AS CENTRAL IDEMPOTENTS 
If H is a finite group, a useful type of idempotent ofQH is found by “averaging” 
a subgroup K (of order K): 
e(K) = (l/K) c X. 
XGK 
It is central in QH exactly when K is a normal subgroup of H. The group 
homomorphism: H + H/K induces a ring homomorphism: QH + Q[H/K] 
which factors as multiplication by e(K) followed by an isomorphism. Since 
ZH n e(K) ZH = he(K) ZH = (xTEK X) ZH, the surjective pullback obtained 
from e(K) and 1 - e(K) is: 
The seeds of this research were occurrences of this example in the literature 
[H?, 10-12, 201. 
The centrally primitive orthogonal idempotents of QH form a basis of a 
vector space Y over Q containing all central idempotents. Its dimension is the 
number of conjugacy classes of cyclic subgroups of H (see [4, p. 2821). Surjective 
pullbacks such as (5.1) are of greatest use when the averages of normal subgroups 
span V. 
DEFINITION. If K is a cyclic subgroup of H, call e(K) a cyclic idempotent. 
LEMMA 5.1. The set of cyclic idmpotents of QH is Q-linearly independent. 
Proof. Let 2 r,e(K) = 0 f or rK in Q and K ranging over the cyclic subgroups 
of H, and suppose not all rK are zero. Choose K = (x> of maximum order so 
that r, is not zero. Any other cyclic subgroup containing x has larger order 
and coefficient zero. Regarding this as a linear relation in elements of H, the 
coefficient of x is rK (not zero), contradicting the independence of H over (2. i 
Therefore, the central cyclic idempotents span V exactly when the number of 
cyclic normal subgroups is the number of conjugacy classes of cyclic subgroups; 
that is, when every cyclic subgroup of H (hence every subgroup) is normal. 
Non-Abelian examples of such groups are called Hamiltonian (see [3, p. 1131). 
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6. INDUCED SURJECTIVE PULLBACKS 
For arbitrary finite groups G it is useful to know how Abelian or Hamiltonian 
subgroups of G affect the decomposition of QG. Since e(K) is central if and only 
if K is normal, there is the following partial answer: 
PROPOSITION 5.2. If H is an Abelian or Hamiltonian subgroup of a jinite 
group G, the following are equivalent: 
(a) Every subgroup of H is normal in G. 
(b) Every central idempotent of QH is central in QG. 1 
In all that follows, let H be a cyclic normal subgroup of a finite group G, so 
that (a) and (b) hold. Orthogonal central idempotents, e, and e2 , of QH determine 
two surjective pullbacks (as in diagram (4.1)), one on the H level and one on the 
G level. The G level orders R, elR, and e,R, are free modules over the corre- 
sponding H level orders, with the same basis as that for ZG over ZH, namely a 
transversal of G/H. The multiplication in these orders is induced by that in G; 
so on the transversal it is determined by the multiplication in G/H and the factor 
set of G over H (see [23, pp. 600-6011). The kernels of the projections vi: 
R + e,R (i = 1,2) on the G level are extended ideals from those on the H level. 
Since the conductor C = n,(ker v.J @ r.Jker vi), the G level conductor is 
extended from the H level conductor. 
7. PARTITIONING DIVISORS OF THE ORDER OF H 
Suppose H is generated by h of order m. Replacement of h by a primitive d 
root of unity cd , for d a positive divisor of m, is a ring homomorphism: QH -+ 
Q(&). It factors as multiplication by a centrally primitive idempotent ed followed 
by an isomorphism. Combining these maps yields an isomorphism, z+, which is 
the composite: 
where GPd(x) is the irreducible polynomial of Q(&) over Q. 
So each central idempotent of QH has the form 
e, = c ed 
dED 
for D a set of positive divisors of m. Surjective pullbacks on the H level are 
therefore obtained by selecting two disjoint sets, A and B, of positive divisors 
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of m (so that er = e, and e2 = eA). For such an H level surjective pullback use 
the notation: 
o(A u B) “A D(A) 
nBl 1 ’ 
m - @w 
where o(D) = #(e,ZH), rD kills all but the D components, and c, = v,(ker m,J. 
Let #o: ZH -+ o(D) denote multiplication by eD followed by #; so #o sends 
the selected generator h of H to xD(d) cd in each d coordinate (x0 = characteristic 
function of D). Then c, = tG,(ker #,J also. 
Consider the commutative diagram: 
@a(4 -WI - -+I -- ZE5al 
d>,(h) ZH -+ ZH + 
where the vertical maps replace x by h. The top row is exact by Gauss’ lemma, 
so the bottom is also exact. The kernel of Z/J~ is therefore: naEA Q,(h) ZH, the 
image of naPA G,(X) Z[X]. Since Z[X] is a unique factorization domain, the latter 
is generated by nacA D,(x). Therefore cs is principal, generated by 
Y = x n @a(5b)* 
beB asA 
The map Z/ induces a map 4: QG + x djrnQ(<d) o (G/H) (see Sect. 10). Let 
B(D) denote the order $(e,ZG). Th en we may denote the G level square 
associated with the sets A and B by: 
fI(A u B) 2 D(A) 
-4 I 
(7.1) 
W) - W)lr 
or more briefly by sq,(A, B). The Mayer-Vietoris sequence (4.2) for this square 
may be inductively applied as long as K2 of the bottom map is surjective. 
8. SIMPLIFICATION OF QUOTIENTS 
The ring L3(B)/y may often be simplified with the aid of a lemma. 
LEMMA 8.1. Let R be a subring of S (same unit) and suppose t is an element 
of R, central in S, such that tR + (R : S) = R. Then the inclusion: R + S induces 
a ring isomorphism: RItR Fti SjtS. 
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Proof. Multiplying tR + (R :S) = R by S yields: tS + (R : S) = S. 
Since (R : S) C R, this means the composite: R + S + S/tS is surjective. 
Its kernel is tS n R, containing tR. For some r in R and c in (R : S), 1 = tr + c. 
If ts E tS n R, then s = (tr + c)s = trs j- cs = rts + cs, and both terms are 
in R. So tS n R = tR. m 
Remark. More generally, t may be replaced by any contracted ideal of R, 
comaximal with (R : S). 
9. REPLACING y BY AN INTEGER 
Although y may fail to be central in D(B) or an extension, for proper choices 
of A and B, y is associate in o(B) to a rational integer n. 
PROPOSITION 9.1. For y and a rational integer n to be associate in o(B), it is 
necessary and suficient that two conditions hold: 
(a) y and n are associate in x bEB o(b), 
(b) n E Y o(B). 
For the proof, a lemma is required. 
LEMMA 9.2. If R is a subdirect product in a jinite direct product of rings, 
S = x y=, Si , then Units(R) = R n Units(S). 
Proof. The containment Units(R) C R n Units(S) is immediate. If n = 2 
there is a surjective pullback: 
“1 R --+S, 
n2 1 I 91 , 
S, 92 NC 
where (~-i , ?~a): R + S is the inclusion. For (sr , ss) in R n Units(S, x S,) there 
is a two-sided inverse (tl , tz) in S, x S, . Then gi(ti) is a two-sided inverse of 
g<(sJ in R/C (i = 1, 2), and g,(s,) = g,(s,). So gl(tl) = g2(t2). Since the square 
is a pullback, (tl , tz) E R; and (sl , sa) E Units(R). 
Assume the result for n < m - 1. Let S’ denote x :=a Si and let R’ be the 
image of R in s’. Then R’ is a subdirect product in s’ and R is a subdirect 
product in S, x R’. Therefore, R n Units(S) = R n [Units(&) x Units(S)], 
which is contained in R n [Units(&) x (R’ n Units(S’))] = R n [Units(&) x 
Units(R’)] = Units(R). w 
Proof of Proposition 9.1. Necessity is immediate. If (a) and (b) hold, there is a 
u in Units ( xbsB o(b)) and a D in o(B) with yu = yv = n. For disjoint sets A 
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and B, y is not a zero divisor, so u = v. By the lemma, u E Units(o(B)), and y is 
associate to n in o(B). 1 
Remark. Condition (b) is indispensable, since ye(B) is generally not the 
contraction of y[ >: beB o(b)]. 
The next two lemmas assist in the choice of A, B, and n. 
LEMIVLI 9.3. Let a, b, p, and v be positive integers, with a f b and p a prime. 
(i) If a/b = pz’, then O,(&) is associate in z [&I top. 
(ii) If b/a = pV, then [@J[,)]li is associate in Z[iJ to p, where k = 
p’( pU+“)/~( pU), u is the p-adic value of a and p) is Euler’s totient function. 
(iii) Otherwise, @,(Z;,) is a unit in Z[&J. 
Note. This was first proved by F. E. Diederichsen [Hamb. Abha. 13 (1940)]. 
Proof. When the H level surjective pullback sq,(a, 6) is written out in the 
detail of diagram (3.2), the isomorphism in the lower-right corner is: 
The lemma follows from this isomorphism, some standard cyclotomic identities 
[14, p. 2061 and the ramification theory in cyclotomic number fields. i 
LEMMA 9.4. Let H be a cyclic group of order m, and let A and B be nonempty 
sets of positive divisors of m. If no element of A divides the least common multiple 
Icm(B) of elements b in B, then 
9 = Icm(A u B)/lcm(B) E ye(B) 
Proof, Recall that for D a set of positive divisors of m, o(D) is the image of 
#D: ZH - ~$1~ Q(G), which sends a selected generator h of H to Xo(d)& in 
each d coordinate. Identify o(D) with its projection to the D coordinates. 
Suppose t is a multiple of Icm(II) and t divides m. If H is cyclic, generated by 





where I$~ sends h to xo(d) & in each d coordinate (d G 0). So the surjective 
pullback sq,(A, B) is the same as sq&A, B), where 1 ii / = lcm(A u B). So 
we may assume m = lcm(A u B). 
Recall that ye(B) = $,(ker #,J. Let K be the subgroup of H of index lcm(B), 
and let a = H/K. From diagram (9.1) with II = B, +A factors through e(K), 
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an element of (l/p) ZH. If B’ is the set of positive divisors of lcm(B), then 
multiplication by es’ followed by $ is also multiplication by e(K) followed by an 
isomorphism. So e(K) = e,’ . Since no element of A divides lcm(B), qe(K) E 
ker *A . So ~1~ = $&e(K)) is in ye(B). 1 
10. SIMPLIFICATIOPU'S OF D(B)/n 
One kind of simplification derived from Lemma 8.1 is that reduction modulo 
an appropriate rational integer loosens the ties between coordinates in D(B). 
PROPOSITION 10.1. If n is a rational integer relatively prime to every integral 
ratio b,/b, for b, and b, in B, then the inclusion D(B) ---f xbEB D(b) induces an 
isomorphism 
D(B)/n -% x D(b)jn. 
bEB 
Proof. Let h denote lcm{b,/b, E Z; 6, , b, E B}. By Lemma 8.1, it is enough 
to show that some power of X is in the conductor (D(B): x beB D(b)). By Lemma 
3.1, this conductor is 
g [D(B) n WI = FB [ybD(b)l, 
where yb = n @b’(tb) arising from the square sqc(B - {b}, b). By Lemma 9.3, 
each prime of Z[w (= o(b)) dividing Y,, also divides h. So each yb divides a 
power of A, and that power is in ybD(b). The largest of these powers is in the 
conductor. 1 
For certain G and H, D(b)/ n may simplify further. Assume G + G/H is split, 
with splitting image F of order s. Then F acts by conjugation on QH, and thereby 
on each component Q(&) = $(e,QH) of QH. F or each d dividing m, this action 
gives a homomorphism 0,: F + Gal(Q(<JQ). Let T(d) denote the twisted 
group algebra Q(&) o F = $(e,QG) so obtained. When the kernel K of ed is 
central in F, the center of T(d) is F,K, where Fd is the fixed field of B,(F). Let 
wd denote the order of B,(F); so wd divides s. 
Suppose d is chosen so that wd = s (0, is injective). Then we may identify F 
with its image under 0, , and T(d) becomes the crossed product Q(t;J o F with 
trivial factor set. Then D(d) is the twisted group ring Z[{,] o F with center the 
integers R, in F, . For a choice of integral basis of Z[[,] over R,, , the action of 
WI on Q(L), 
1 %fi . B = c di(B)> 
yields a matrix representation p: T(d) ;r Ms(Fd), taking D(d) into M,(R,). 
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PROPOSITION 10.2. If wd = s, and n is a rational integer, the matrix repre- 
sentation p induces an isomorphism, 
provided either D(d) is a maximal Z order or (n, d) = 1. 
Proof. If D(d) is a maximal order, pD(d) is all of M,(R,). Otherwise, if 
(n, d) = 1, it suffices to show that d E (D(d): M(d)) where M(d) is a maximal 
order in T(d) containing B(d). 
Use the isomorphism 1,/5 to identify D(d) with e,ZG and M(d) with a maximal 
order in e,QG. Then (ZG : M(d)) = (ZG n e,QG : M(d)) C (D(d): M(d)). 
From [9], (ZG : M(d)) = (t/Q 9-l(M(d)/Z), where t is the order of G, t, is 
the index of T(d), and 5%-l is the inverse different. Also from [9], 
R, n (ZG : M(d)) = (t/tJ SW(RJZ) = (sd/s) .W(R&), 
which contains d. 1 
11. SPLIT METACYCLIC GROUPS 
DEFINITION. A split metacyclic group is a group with presentation G = 
(h, f; h” = 1 = f S, fhf-l = ha). If H and F denote the subgroups generated 
by h and f, then G is also written H >Q, F. 
Remark. For G = H >q, F, wd is the multiplicative order of N (mod d). 
PROPOSITION 11 .I Let G = H >u, F and wd = s. 
(a) D(d) is a maximal order if and only if for each i = 1, 2,..., s - 1, at 
least two distinct rational primes divide d more than they divide 01~ - 1. 
(b) D(d) is an hereditary order if no prime dividing s is the only prime 
dividing d more than it divides some ai - 1, for i = I, 2 ,..., s - 1. 
Proof. (The following generalizes the proof of Proposition 2 in [ 13, p. 3361.) 
The twisted group ring D(d) is a maximal order if and only if Q(c,)/Fd is un- 
ramified [19, p. 374, Theorem 40.141; it is hereditary if and only if Q(&)/Fd is 
tamely ramified [19, p. 373, Theorem 40.131. 
The orbit of cd under the action of F is: 
(5”,“; i x 0, 1 ,..., s - l}. 
Let g(x) denote the irreducible polynomial of & over Fd: 
S-l 
g(x) == rJ (x - 5;‘) 
i=O 
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The different of Q(&) over Fd is: 
S-l 
g’(L) qLf1 = n (5, - $1 -a,1 
i=l 
s-1 
= $; (1 - 5”,‘-‘) -wJ~ 
Let d(i) = d/(d, 01~ - I), the order of [“,“-l. Then the extension Q([,)/Fd is 
unramified exactly when each factor 1 - tdti) is a unit in Z[&(J. This happens 
exactly when d(i) is divisible by two distinct primes [l, p. 6111. 
A prime P of R, ramifies in Z[&] if and only if it divides the 
discriminant, that is, the norm of the different computed above. Let p be the 
rational prime below such a P. Taking norms down to Q, p divides some 
N,(,,,,,(l - L(i)) = Pdd)lk 
(k = g)(d)/cp(d(i))) as in [I, p. 6111. 
So d(i) is a power of p. Put another way, p is the only prime dividing d more 
than it divides Eli - 1. 
Suppose no such p divides s. Then for any P which ramifies, the characteristic 
p of its residue field Z/P n Z cannot divide its ramification index. So Q(cd)/Fd is 
tamely ramified. 1 
When oi = -1 and s = 2, G is the dihedral group of order 2m. The multi- 
plicative order of -1 (mod d) is 1 only when d is 1 or 2. Otherwise, wd = s 
and the orders fall into three categories listed in Corollary 11.2. 
COROLLARY 11.2. Suppose G is dihedral and d is chosen so that wd = 2. 
Then D(d) is: 
(a) maximal, if d is divisible by two distinct oddprimes or 4 and an oddprime, 
(b) hereditary but not maximal, if d is a power or twice a power of an odd 
prime, 
(c) nonhereditary withQ({,)/F, totally ramified, if d is apower of 2. 1 
12. K, OF RESIDUE RINGS 
Often the simplifications of Propositions 10.1 and 10.2 reduce the computation 
of K,(D(B)/n) to that of K,(R/ ) n , w h ere R is a ring of integers. Let L be an 
algebraic number field with ring of integers 21, let P be a prime of R lying above 
the rational prime p with ramification index e, let & be the p-primary component 
of the roots of unity in the completion of L at P, and let pr be the order of & . 
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THEOREM 12.1. 1.5, p. 225, Theorem 5.11. For any positive integer m, 
K,(RIP”) is a cyclic p-group of order pt, where 
f- m--- [ 
1 
e 1 P - 1 co31 
denoting the integer in the closed interval [0, r] nearest to the integer part of 
We) - (l/( P - 1% I 
COROLLARY 12.2. Let R be a ring of integers in an algebraic number field and n 
a rational integer. If either n is square free or n is odd and no rational prime dividing 
n rami$es in R, then K,(R/n) = 1. 
Proof. By the Chinese remainder theorem, R/n is isomorphic to a product 
of rings R/Pm, and 1(2 commutes with products. If n is square free, each m is 
the ramification e of P over P n 2 = ( p), and as in Theorem 12.1, 
[ 
e 1 
t = e - p - 1 [o,rl = -1 0. 
In the second case, for odd unramified primesp, r = 0 [16, p. 231. a 
13. K, 01; SOME FINITE GROUP RINGS 
If G is a group, let Gab denote the abelianization G/[G, G]. 
THEOREM 13.1. Suppose G = H >-c, F (as in Sect. 1 I), s is prime and n is 
a rational integer not divisible by 4 and relatively prime to m. Then 
K,Z,G = KzZ,Gab. 
Proof. The commutator subgroup [G, G] is generated by hcm+l). As in the 
proof of Lemma 9.4, the cyclic idempotent e([G, G]) is e, , where D is the set of 
positive divisors of (m, 01 - 1). Since wd divides the prime s, wd = s if and 
only if d 6 D. So there is an isomorphism 
QG --E-+ QGab x [ x T(d)] . 
u)*=s 
By Propositions 10.1 and 10.2, there are isomorphisms 
Z,GA Z,Gab x [ X D(d)/n] 3 Z,,Gab x [ x M8(RdIn)] . 
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If n = 2t, 2 f t, there is an isomorphism for each d: R&t ;s R,/2 x Rdlt. By 
Corollary 12.2 and the properties of K, , 
K, [ x M,(R,/n)] = x K4W) = 1. I 
uld=* wd=s 
COROLLARY 13.2. Let D, denote the dihedral group of order 2m. If n is a 
rational integer not divisible by 4 and prime to m, then K,Z,D, = 1. 
Proof. By the previous theorem, K,Z,D, = K,Z,Da,b. Three cases arise: 
(a) If n and m are odd, then there are isomorphisms 
(b) If m is even and n is odd, there are isomorphisms 
Z,D: 4 --% Z,,D, --% Z,[Z,] x Z,[Z,] -% Z, . 
(c) If m is odd and n is even, then n = 2t for odd t, and there are iso- 
morphisms 
Z,,D$’ & ZztP-21 * a-u x ~,[Z,l -% zt x zt x ~@-,I. 
By Corollary 12.2, for odd K, K,[Z,] = 1. By [22], K,F,[Z,] = 1. 1 
14. K2 SURJECTIONS 
Even when K,[O(B)/y] is not trivial, the map K&)(B) -+ D(B)/r] may be 
surjective: 
PROPOSITION 14.1. Let R be the ring of integers in an algebraic numba field 
with real embedding. Any surjective ring homomorphism q: R + R induces (for 
any positive integer n) a surjective group homomorphism K,MJR) -+ KzMn(i?). 
Proof. Let I denote the kernel of q. Then M,(I) is the kernel of the induced 
map: M,(R) + M,(R). There is an exact sequence [15, p. 541 
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and the reduced norm on the relative Kl factors as shown. By exactness, the 
sequence restricts to 
The map, G&JAW,(R)] m G&,(R), which erases brackets inside compound 
matrices, restricts to an isomorphism SL,[II/I,(R), M$)] m X&R, 1). This 
stabilizes to an isomorphism: SL[M,(R), A!,(I)] m SL(R, I), restricting to 
W&(R), Ivr,(~)l - E(R 4, and therefore inducing SK,[MJR), AI@)] * 
SK,(R, I). Since R has a real embedding, the last term is trivial [2, p. 951. 1 
Remark. Unfortunately, the requirement of a real embedding restricts the 
use of this result to the study of dihedral groups. 
15. DIHEDRAL GROUPS 
Let D, denote the dihedral group: (h,f; h* = 1 == f2,fhf = h-i> of order 2n. 
THEOREM 15.1. SK,ZD, = 1 for any positive integer n. 
Proof. If n is a prime power. this result is contained in the separate work of 
M. E. Keating [12, 131 and T. Obayashi [17, 181. Thus it is enough to show that 
if SK,ZD, = 1 and p is an odd prime not dividing m, then SK,ZD, = 1 for 
n = p”m (v any positive integer). 
Let P = {p”,pz;-l,..,, p} and let M be the set of positive divisors of m. The 
rotations of D,, form a cyclic normal subgroup H of order n. In the induced 
surjective pullback, sqo (PM, M), y is associate to p” (by Proposition 9. 
Lemmas 9.3,9.4). So thensquare may be written: 
ZD, = i3(PM u M) - w-f) 
1 1 9 (15. 
Z-D, = X3(M) - D(M)/p” = Z,uD, 
1) 
Since K,Z,,D, = 1 (Corollary 13.2), and by assumption SK,ZD, = 1, the 
Mayer-Vietoris sequence becomes 
1 - SK,ZD, - SK$(PM) = K,[D(M)/p”], (15.2) 
where SK,(g) is the restriction of K,(g) to SK,D(PM). So it is enough to show 
that SK,(g) is injective. 
For each d in A& in the square sqD,(Pd, d), y is associate to p”. There is a 
commutative cube in which sq,,(PM, M) is projected to its “cross section” 
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sqDn(Pd, d). The cross sections g, , of the map g, may be assembled in the 
commutative square: 
(15.3) 
where g is gd in each d coordinate, and the vertical maps are inclusions. 
The surjective pullback sq,“(P, 1) is just the square (15.1) for the case m = 1. 
Since SK,ZD,, = 1, the sequence (15.2) shows that SK,(g,) is injective. 
If 2 divides m, the automorphism of ZDzpv , which fixes f and replaces h by 
--h, induces an isomorphism from sqD,(2P, 2) to sqD,(P, 1). One face of the 
resulting commutative cube is 
Apply Kl and restrict the top to SK, , to see that SK,(g.J is also injective. 
Therefore injectivity of SK,( 2) follows from the next lemma. Let P, = 
( p”, p-l ,..., p”} for 1 < t < ZI. 
LEMMA 15.2. If 1 < t < r~ and d > 2, SK,D(P,d) = 1. 
Proof. Proceed by decreasing induction on t. If c = @d, D(c) is a maximal 
order in the crossed product T(c) (Corollary 11.2). The center of T(c) is the 
real field F, = Q(i& + [;l), with ring of integers R, . Any integral basis of 
Z[[,] over R, determines a matrix representation p: D(c) + M,(R,). It follows 
that SKID(c) = SK,R, , which is trivial [2]. In particular, SK,D( p”d) = 1. 
Assume t < U. There is a surjective pullback, 
Wtd) - W’t+,d) 
l 1 
D( ptd) ----f D( ptd)/yt 
By Proposition 14.1, K, of the bottom map is surjective. So the Mayer-Vietoris 
sequence yields the induction step. a 
Theorem 15.1 will follow if SK, of the inclusion D(PM) --f x dsM D(Pd) of 
diagram (15.3) is injective. The set PM may be divided up as follows. Let Md = 
481/51/z-6 
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(c E M; c 2 d}. Peel off Pd for smallest d inductively, obtaining at each stage 
the square: 
W’%) - D(PMd - Pd) 
1 1 
D(Pd) d W’Mml4 
(As usual, y is obtained from Proposition 9.1 and Lemmas 9.3 and 9.4.) 
Since p does not divide m/d, the lower-right corner simplifies to 
g Wt4/(m/4 
t=1 
If d = I or 2 there are isomorphisms 
Since m/d is unramified in the subring R,$ of Z[&,t], Kz[RDt/(m/d)] = I. 
Composing the injections obtained from Mayer-Vietoris sequences for 
d = 1 and 2 results in the injection: 
SK,D(PM)+ SKID(P) x SKJJ(2P) x SKID(PMa), (15.4) 
where M3 = M - (P u 2P) and SK,D(2P) is omitted if m is odd. 
An attempt to divide up D(PM,) in the same way is stopped as soon as some 
prime divides both d and m/d; for such a prime ramifies in R,t, . But it may be 
divided up into smaller pieces with the squares 
WMd - W% - {4) 
I , 
-- c&+2, 
where a is the smallest element of PM3 and n(a) is some rational integer (Lemma 
9.3). 
Since D(a) is a maximal order, Ka of the bottom map is surjective (Proposition 
14.1). The Mayer-Vietoris sequence yields an injection: 
SKID(PMz) ----+ SK,D(a) x SK,D(PM, - {a}) 
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Repeating this process for increasing a, and composing the injections, the final 
result is: 
1 --+ SK#(PM,) + SK,D(maximum a) = 1. 
So SK, of the inclusion D(PM) -+ x dEM D(H) factors through the injection 
(15.4) followed by another injection. 1 
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