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ABSTRACT 
A stochastic operator is a positive linear contraction, P : L1 --+ L1 , such that 
llP !!11 = llflli for f ~ 0. It is called asymptotically stable if the iterates pn f of 
each density converge in the norm to a fixed density. Pf(x) = J K(x,y)f(y)dy, 
where K( ·, y) is a density, defines a stochastic kernel operator. A general proba-
bilistic/ deterministic model for biological systems is considered. This leads to the 
LMT operator 
('-(x) 8 
P f(x) = Jo - Bx H(Q(>.(x)) - Q(y)) dy, 
where -H'(x) = h(x) is a density. Several particular examples of cell cycle models 
are examined. An operator overlaps supports iffor all d.ensities f,g, pn f APng of 0 
for some n. If the operator is partially kernel, has a positive invariant density and 
overlaps supports, it is asymptotically stable. It is found that if h( x) > 0 for 
x ~ xo ~ 0 and 
["'" x"h(x) dx < liminf(Q(A(x))" - Q(x)") for a E (0, 1] lo x-oo 
then P is asymptotically stable, and an opposite condition implies P is sweeping. 
Many known results for cell cycle models follow from this. 
Keywords. Markov operator, stochastic operator, asymptotic stability, ergodic 
theory, biological models, cell cycle models, kernel operators, doubly stochastic 
operators, Harris operators, stochastic process. 
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PREFACE 
One could give a loose definition of ergodic theory as the mathematical study 
of the long term average behaviour of systems. The idea of a density has come 
to the foreground lately as attempts are made to provide unifying descriptions of 
phenomena that appear statistical in nature. The use of densities has increased 
dramatically in the study of biological, physical and economic systems. We have 
come to associate them with the appearance oflarge systems with inherent elements 
of uncertainty. 
The term stochastic process is frequently used in connection with observations 
from a time-orientated physical process controlled by some random mechanism. In 
ergodic theory there is attached a precise meaning to a stochastic process called 
a Markov process. However, there is some confusion in the terminology, and that 
is why we have preferred to call a. positive linear contraction on 1 1 a stochastic 
operator , and then, its dual acting in 1 00 a Markov operator. Except for this we 
generally use the terminology of [LMl]. 
We are especially interested in integral stochastic operators, given by kernels, 
and their applications in biology. The asymptotic stability of such an operator is 
of great interest and means that our system eventually stabilises to some known 
equilibrium state. Specifically, we are giving a unified treatment of some cell cycle 
models. In this study soine general conditions for asymptotic stability are given 
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a.nd proofs provided. The general conditions are then applied to kernel operators, 
and then in turn to the biological systems. 
The tools used are functional analysis a.nd measure theory, up to the level of 
Royden, [Roy]. 
We will briefly outline the structure of the study. 
Chapter I gives a general background to ergodic theory. The emphasis is on 
definitions and important basic facts including those concerning Harris processes, 
doubly stochastic operators a.nd Cesaro convergence. The notion of a sweeping 
operator is also discussed. Most of the proofs are omitted. 
We study the convergence of the iterates pn fin the L1-norm in Chapter IL Here 
important proofs are included. The connection between constrictivity and asymp-
totic periodicity is examined first, and then the important lower bound function 
technique of Lasota and Mackey. 
Chapter III sees the development of a general deterministic/probabilistic model 
specifically suited to the study of biological systems. The stochastic kernel operator 
which is derived is termed an LMT operator, in honour of A. Lasota, M. Mackey 
a.nd J. Tyrcha who first collaborated in its derivation and study. It is then shown 
that some specific and well studied examples of cell cycle models are special cases, 
notably the models of Lasota and Mackey a.nd also those of Tyson a.nd Hannsgen. 
To study this model further we need tools developed in Chapter IV which provide 
stability results for kernel operators. A proof for ageneral version ofKrasnoselskii's 
theorem by A. Lasota is given. We then provide proofs for doubly stochastic oper-
PREFACE 3 
ators. It is shown that a Harris operator with a strictly positive invariant density 
that overlaps supports is asymptotically stable, immediately providing the desired 
result for a kernel operator. General results of Bartoszek for strong Feller kernels 
are also provided. These can immediately be applied to LMT operators, since these 
are indeed strong Feller in the strict sense. 
Chapter V starts with the derivation by Lasota and Baron of a sufficient condi-
tion that the LMT operator admits a stationary density. A simple extra condition 
implies asymptotic stability. Conditions are also stated that imply P is sweeping. 
These results are then used to unify results scattered in various papers on cell cycle 
models. 
CHAPTER I 
STOCHASTIC OPERATORS 
Chapter I is of an informative nature and the necessary definitions are given 
together with the statements of theorems, without proofs. The intention is to make 
the work self-contained and place the rest of the text in perspective. 
We will denote the space of Lebesgue-integrable real valued functions on the 
measure space (X,A,µ) with L1 (X,A,µ) and, its dual, the space of essentially 
bounded measurable functions with £ 00 (X, A,µ), or £ 1 and £ 00 respectively if the 
context is clear. We will also make the assumption throughout Chapter I thatµ 
is <7-finite, and this will not be repeated. We will also make the convention that 
the word "measure" will always refer to a positive measure. The words "signed 
measure" will always be written out in full. Functions that agree almost everywhere 
will be identified, and all equalities will hold in the a.e. sense (unless otherwise 
stated). The norms are defined as usual i.e. llflh = f_l!I dµ for f E £ 1 and 
llflloo = esssup{lf(x)I: x EX} when f E £ 00 • 
1.1 The Deterministic Case 
Historically, the study of stochastic operators was preceded by the study of 
transformations on measure spaces. We will consider these in this section. We now 
give examples of £ 1 spaces which we will have opportunity to use: 
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Examples 1.1.1. 
(i) The Lebesgue space on (0, 1) is in a sense the most general probability space and 
for many applications it will suffice to consider this space. This is because of the 
definition and theorem we will now state. {See (Roy], p.409). 
Definition 1.1.1. Two measure spaces (X,A,µ) and (Y,B,11) are said to be 
isomorphic if there is a bijective map 4> : X --t Y such that 4>(A) E B and 
v(</l[A]) =µ(A) for every A E A and, hence for all B E B we have µ(q,- 1 [BJ) = 
v(B). 
Theorem 1.1.1 (Kuratowski). Let µ be a Borel probability measure on a 
complete separable space X. If Xis uncountable andµ has no atoms, then (X, A,µ) 
is isomorphic to (0, 1) with Lebesgue measure >.. 
{ii) The Banach spaces L1 {R+) and L1 (R+) are important in many applications. 
We have, for example, age distributions, distributions of cell size, etc. 
{iii) We will also use Lebesgue spaces on discrete measure spaces, i.e. Euclidean 
spaces and spaces of real sequences. 0 
The Frobenius-Perron operator which we will introduce after Example 1.1.3 is 
a special case of a stochastic operator. It arises in a natural way when we study 
non-singular measurable transformations of a measure space. 
First we state what is meant by a stochastic operator on L1 . 
Definition 1.1.2. Let (X, A,µ) be a measure space. A stochastic operator 
6 I. STOCHASTIC OPERATORS 
is a linear operator P: £ 1 (X, A,µ) --+ L1 (X, A,µ) such that 
Pf ?_ 0 for f ?_ 0 
llP /Iii = 111111 if f?. o. 
(1.1.1) 
(1.1.2) 
Some authors use the term stochastic process for the quadruple (X, A,µ, P) 
(See (Fog]). We will use this terminology when the measure space is not clear from 
the context. A lot of research has been done in this century on these operators and 
there exists a rich. and varied theory. 
The adjoint of P, P*, acting in£= will be called a Markov operator. It is also 
a positive linear contraction, but on £=. We will also talk of a Markov process. 
Example 1.1.2. A simple example of a stochastic operator is the shift oper-
ator P: L1 --+ L1 where X = R or R+, defined by Pf(x) = f(x - a) and a ER+ 
is fixed. It translates the graph of f to the right by a units. In the case where 
X = R+ it is not invertable. It is easy to check that the conditions for a stochastic 
operator are satisfied. D 
We know that a stochastic operator is monotone ( P J(x) ?_ Pg(x) whenever 
f(x) ?_ g(x) ), and is a contraction ( llP /II S II/II for all f E £ 1 ). 
We now introduce some terminology from the literature. By a density we will 
mean an 0 S f E £ 1 such that llJll 1 = 1. The convex set of densities is denoted by 
1J(X,A, µ) or 1J. 
A fixed point of P is an f E £ 1 such that Pf= f and an invariant density 
is a density that is a fixed point. 
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The set of densities is mapped into itself by a stochastic operator and this is also 
a characterisation of such operators. 
Now we consider the special case of an operator associated with a transformation. 
A transformation S : X -t X is called measurable if s- 1 (A) E A for every 
A E A and non-singular if µ(A) = 0 implies that µ(s- 1 (A)) = 0. A measure 
preserving transformation (m.p.t.) is a measurable transformation such that 
µ(s- 1 (A))= µ(A) whenever A EA. Note that a m.p.t. is always non-singular. 
Examples 1.1.3. 
(i) The quadratic map, S: (0, l] -t [O, l] given by S(x) = 4x(x-l) is a measurable 
transformation that was studied well by Ulam and Von Neumann and used by them 
to generate pseudorandom numbers on the first computers. 
(ii) The tent map S: (0, l] -t [O, l] given by 
S(x) = { 
2x, 
2- 2x, 
is related to (i). 
for x < t 
for x ~ t , 
(iii) The dyadic transformation , S(x) = 2x (modl), is an example of a trans-
formation that preserves Lebesgue measure. D 
Note that the transformations given here are not invertible. 
The operator 
Pv(A) = v(s-1(A)) (1.1.3) 
on another measure v on X describes the effect of applying S to the space (X, A, v). 
Thus the forward evolution of a measure under iterates of P are given by (1.1.3). 
· The Frobenius-Perron operator is a special case of (1.1.3} where v is absolutely 
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continuous w.r.t. µand the transformation is non-singular, which guarantees that 
vos-1 -<-<µ.In this case v can be identified with a function f E L1 (X,µ,A) by 
the Radon-Nikodym theorem, i.e. f = ~~ and Pf is identified with v o s-1 • We 
can then in fact verify that P is stochastic. Thus we have the following: 
Definition 1.1.3. The stochastic operator P : £ 1 -+ £ 1 corresponding to a 
non-singular measurable transformation on X satisfying the equation 
{ P f(x)dµ(x) = { J(x)dµ(x) j A j s-t(A) (1.1.4) 
for all f E £ 1 , A E A, is called the Frobenius-Perron operator corresponding 
to S. 
From the way we have introduced this operator it is obvious that if P corresponds 
to the transformation S, then pn = Pn where Pn corresponds to the transformation 
Sn = So So ... o S . 
n times 
As has been indicated, iterates of the Frobenius-Perron operator describe the 
forward evolution in time of a density f on X under the action of the transformation. 
The operator 
U f(x) = f(S(x)) (1.1.5) 
acting on £ 00 can be shown to be the adjoint of the Frobenius-Perron operator and 
is thus a Markov operator. We see that it describes the backward evolution in time 
of a density f. The operator U is called a Koopman operator. 
The constant density is always a stationary density of P if S is measure preserv-
ing. For such a transformation the different strengths of convergence of an arbitrary 
1.1 THE DETERMINISTIC CASE 9 
initial density to the constant stationary density under the action of the Frobenius 
Perron ope~ator describe varying degrees of chaotic behavior of the transformation. 
Definition 1.1.4. A transformation is called ergodic if the only invariant sets 
are trivial, i.e. if A E A and A = s-1 (A) imply that A = X or A = 0. 
The following are simple examples of ergodic transformations. 
Examples 1.1.4. 
(i) Consider the transformation Ton the integers given by T(x) = x + 1. Clearly 
there are no nontrivial invariant subsets and Tis ergodic, but if we let T(x) = x+2 
then the even and odd numbers are two invariant subsets and T is not ergodic. 
(ii) Let (X, µ) be the unit circle with Borel measure and S a rotation of the circle 
by an angle of </> radians. We can show that if ef>/27r is rational then there are 
nontrivial invariant subsets and the transfomation is not ergodic. However, if this 
number is irrational we can show that the transformation is ergodic, using some of 
the techniques we will later discuss. D 
We quote the following well known three theorems from (LMl], p.72, 
Theorem 4.4.1. First we state a characterisation of ergodic measure preserving 
transformations. 
Theorem 1.1.2. A m.p. t. S on a probability space is ergodic if and only if 
the iterates off under the corresponding Frobenius-Perron operator, { pn J} are 
weakly Cesaro convergent to 1 for every density f, i.e. 
l n-1 · 
-°" pk f --t 1 weakly. 
n L.J n-+oo 
k=O 
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The famous Birkhoff individual ergodic theorem, (see [Pet] p.30), which 
states that the iterates of the Koopman operator are Cesaro convergent a.e. if the 
transformation is measure preserving can be deduced from this. 
There is an intermediate level of chaotic behavior which is defined as .follows: 
Definition 1.1.5. Let (X,A,µ) be normalised and S: X-+ X a m.p.t. Sis 
called mixing if 
Jim µ(An s-n(B)) = µ(A)µ(B) 
n-+OO 
for all A, B E A. 
We give the following characterisation. 
Theorem 1.1.3. Let (X,A,µ) be a probability space with Sa m.p.t, and P 
the Frobenius-Perron operator corresponding to S. Then Sis mixing if and only if 
{Pn f} is weakly convergent to 1 for every density f. 
We will generalise this property to arbitrary stochastic operators as·follows: 
\ 
Definition 1.1.6. Let P be a stochastic operator on (X, A,µ). P is called 
weakly operator mixing (w.o.m.) if there exists a unique density f. such that 
pn f --+ f. weakly in L1 for every f E V. 
n-+OO 
The highest level of chaotic behaviour we consider is exactness. 
Definition 1.1.7. A m.p.t. Son a probability space such that S(A) E A if 
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A E A is called exact if µ(Sn(A)) -+ 1 as n -+ oo for every set A E A with 
µ(A)> 0. 
Figuratively speaking we may say that the iterates of any set of positive measure 
under the transformation eventually "fill" the space. Obviously an invertable map 
T can never be exact because we have µ(T(A)) =µ(A) for every A EA when µ is 
preserved. Thus neither of the Examples 1.1.4 are exact. 
Examples 1.1.5. All of the Examples 1.1.3 are exact when appropriate mea-
sures are defined, see Section 2.4. (It seems intuitively clear that the dyadic trans-
formation is exact if one makes a few sketches.) D 
We finally give the following: 
Theorem 1.lA. Let (X,A,µ) he normalised and am.p.t. S be given such that 
S(A) EA whenever A EA. Sis exact if and only if pn f --+ 1 in L1-norm for all 
n-+oo 
f E D where P is the Frobenius-Perron operator corresponding to S. 
The rest of this work is mainly devoted to a generali~ation of this property to 
arbitrary stochastic operators, the so-called· asymptotic stability property. 
Definition 1.1.8. Let P be a stochastic operator on (X,A,µ). P is called 
asymptotically stable if there exists a unique stationary density J. such that 
pn f --+ J. in L1-norm for every f ED. 
n-+oo 
If P is a Frobenius-Perron operator which is asymptotically stable then the 
corresponding transformation is exact with respect to an appropriately defined 
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measure (see [LY], Proposition 1). Definition 1.1.6 gives a very desirable property of 
stochastic operators since it means that any probability distribution will eventually 
converge to a fixed, known, distribution. 
1.2 The General Case 
The adjoint of a stochastic operator is a Markov operator, acting on £ 00 as 
defined in the previous section, i.e. we have < Pu, f >=< u, p• f > for all u E 
£1 , f E £ 00 where < u, f >= J ufdµ. 
We may then consider P acting on the Banach lattice of all signed measures 
absolutely continuous w.r.t µon (X,A) by identifying f E £ 1 with v -<-<µby the 
Radon-Nikodym Theorem, i.e f = dv/dµ. Then we have 
(Pv)(A) = J P*lA(x) dv(x). (1.2.1) 
We may also extend P and P* by monotone continuity, so that they are defined 
for all non-negative measurable functions (see [Fog], Ch.I). 
We define a function P: XX A-+ R by P(x, A)= P*lA(x) where A EA. It 
is known (see [Fog] p.2), that P(x, ·) is a probability measure on X for a.e. x EX 
and that P(., A) is A-measurable for each fixed A E A. 
If these properties hold everywhere we call P(x, A) a transition probability. 
These properties of P(x, A) are in fact equivalent to the definition of a stochastic 
operator if we let 
P*f(x) = J f(y)P(x,dy) (1.2.2) 
1.2 THE GENERAL CASE 
for f E L 00 and then as in (1.2.1) we have 
(Pv)(A) = l P(x, A) dv(x) 
for v -<-< µ (see [Fog] p.2). 
We give some examples of stochastic operators. 
13 
(1.2.3) 
Example 1.2.1. We have already discussed the Frobenius-Perron operator cor-
responding to a non-singular measurable transformation. 0 
The stochastic kernel operator is the most important for our purposes. 
Definition 1.2.1. A stochastic kernel is a non-negative function 
K: (Xx X,A 0 A)-+ R 
such that K is measurable and J K(x,y)dµ(x) = 1 for everyy EX, i.e K(·,y) is 
a density for every y. 
Definition 1.2.2. If the transition probability of a stochastic operator is given 
by a stochastic kernel we call the operator a stochastic kernel operator . 
Then we have the following identities which are slight modifications of [Fog) p.5. 
and 
P f(x) = l K(x, y)f(y) dµ(y) for f E L1 
P*h(y) = l K(x,y)h(x) dµ(x) for h E L00 
P(x,A) = L K(x,y)dµ(x) for A EA 
(1.2.4) 
(1.2.5) 
( 1.2.6) 
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(Pv)(A) = l l K(x,y)IA(x) dµ(x)dv(y) if A EA and v -<-< µ. (1.2.7) 
We give the following examples of Kernels: 
Examples 1.2.2. 
(i) If the space X is discrete, with µ counting measure, K(x, y) is a matrix with 
Lx K(x, y) = 1, K(x, y) is called a stochastic matrix and the stochastic process is 
called a Markov chain. 
(ii) Consider (R, ,\) with 
l [ (x-y)z] K(t,x,y) = ~exp -
2 2 v27r,,.2t ,,. t 
(1.2.8) 
This is the kernel for the heat equation where 
u(t, x) = Ptf(x) = 1-: K(t, x, y)J(y) dy (1.2.9) 
gives the solution of the P.D.E 
8u ,,.z 82u 
Bt = 2 BxZ for t > 0, x E R (1.2.10) 
with the initial condition u(O, x) = J(x); f E £ 1 (R). D 
We will later meet other examples that arise in the mathematical modelling of 
biological systems. 
We give the following general examples of stochastic operators (see [Fog], Ch.I): 
Examples 1.2.3. 
(i) If for B EA we define the restriction operator Ts by Tsf(x) = ls(x)f(x), 
then Tsµ(A) =µ(An B). 
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(ii) Let B be a u-subalgebra of A. Then Pf= E(f I B) where f E L1 (A), the 
conditional expectation . of f given B, is a stochastic operator (See a text on 
probability theory e.g. (Bil]). 
(iii) If P* is a Markov operator and B E A is given such that µ(B) > 0 and 
P*lB< :<::: lB< then P and P* may be restricted to B and P* is a Markov operator 
on L 00 (B) and P*lB :'.:: lB· D 
1.3 The Geometric Strnctnre of a Stochastic Process 
In this section we summarise some results on the geometry of the space on which 
a stochastic operator acts. These properties were extensively investigated in the 
1950s and 1960s by, amongst others, E.Hopf. 
If (X, A,µ, P) is a stochastic process, we define the deterministic part of A, 
Ad, as follows : 
The process is called deterministic if A = Ad. Thus , a process is deterministic if 
all images under P* of all iterates of characteristic functions are again characteristic 
functions. The size of Ad gives an idea to the extent to which a stochastic operator 
acts as if given by a transformation, and an operator given by a transformation is 
purely deterministic. 
We know that Ad is a a-algebra if P is stochastic and that A E Ad implies that 
B E Ad where P*lA = IB. The proofs of these statements can be found in [Fog], 
on p.7 . 
. The invariant sets, A; = {A E A : P*lA = IA} form a a-algebra and P acting 
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on A; is simply the identity operator. From the definitions it follows that A; ~ Ad· 
We may study the action of P on each element of A; separately, and thus we may 
always assume that A; is trivial if it is atomic. In the case that it is trivial we say 
the process is ergodic. We may show that a process is ergodic if the only solutions 
of the equation p• f = f , f E £ 00 are constants {See [Fog], p.21). It is also not 
hard to establish that the terminology is consistent, i.e. ergodic transformations 
give rise to ergodic Frobenius-Perron operators. 
We will now state the Hopf maximal ergodic theorem and then present some of 
its consequences. The proof of this result may be found in [Fog], Ch.II. 
Theorem 1.3.1 ( E.Hopf, 1954 ). 
Let u E £1 and define 
n 
E= {x: sup LPku(x) > O} 
n k=O 
Then JE u(x) dµ(x) '.::': 0 (Note that u may take on negative values). 
Definition 1.3.1. Let 0 < u0 E £1 be arbitrary (u0 exists becauseµ is O"-finite). 
Set 
00 
C = {x: LPku0 (x) = oo} and D = X -C. {l.3.1) 
k=O 
Hopf showed that this partitioning of X is independent of the choice of Uo (see 
p.10 of [Fog]). The letters C and D, stand, respectively, for conservative and 
dissipative. A process is conservative if X = C and dissipative if X = D. An 
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example of a dissipative operator is the translation operator, and there are many 
examples of conservative operators e.g. the identity operator. 
We collect some well known results on C and D, for which elementary proofs 
may be found in [Fog], Ch.II. 
Theorem 1.3.2. 
Let u E 1 1 , f E L 00 with u, f ?: 0 . 
(i) 
00 L Pku(x) < oo ifxED (1.3.2) 
k=O 
and 
00 L Pku(x) = oo or 0 on C, (1.3.3) 
k:::;::Q 
(From this it follows that Jim Pku(x) = 0 if x E D. Thus the process "escapes" 
k-too 
from the dissipative part of X. For a transformation this means that after "many" 
iterations there are "no" points left in D.), 
(ii) 
00 
LP* f(x) = oo or 0 for x EC, 
k=O 
(iii) P*lv ~ lv and P*lc?: le so that the process may be restricted to C. In 
particular, if a process is conservative P*l = 1, 
(iv) lfO < u < oo, u is measurable, and Pu~ u on C then Pu= u on C. That 
is, a subinvariant measure on C is invariant. 
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If the process is both conservative and ergodic we have the following, (see [Fog], 
p.60): 
Theorem 1.3.3. 
Let P be cdnservative and ergodic , u E L1 and f E £ 00 • 
(i) f 2: 0 , P* f $ f =? f is constant. 
00 
(ii) f 2'. 0 , J f- 0 =? I: p•n J = 00. 
n=O 
00 
(iii) U 2'. 0 , u f- 0 =} I: pnu = oo. 
n=O 
(iv) There is at most one <1-finite invariant measure ( up to a multiplicative 
constant). 
Let (X,A, P,µ) be a stochastic process with a subinvariant measure >.,i.e. 
P >. $ >. and >. ~ µ. 
Under these circumstances both the operators P and P* may be extended to the 
Hilbert space L2 (X, A,µ) (See Proposition L5.1.1), and in fact are both positive 
contractions on L2 • 
We may then consider the portion of L2 on which all powers of both operators 
act as isometries, and we define : 
K = {/ E L2 : llPn /112 = llP*n /112 = 11/112 , n = 1, 2, 3, ... } 
We quote the following ([Fog],_ Ch.VIII, Theorem A), which gives a decomposition 
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of the space X which we will use later: 
Theorem 1.3.4. 
(i) K is an invariant subspace of P and p•; 
(ii) on K, pp•= p• P =I (where I is the identity operator); 
(iii) if g _]_ K then pn g and p•ng converge weakly to zero in £ 2 • 
We shall also need the notion of a non-disappearing operator. A stochastic 
operator is called non-disappearing if 
p•j=O=;o·f=O 
Hence, (See Lemma 0 in [KL]), if p• g = lA with 0 S g S 1 then there exists 
a unique E E A such that g = ·le. Note that if P is conservative, it is non-
disappearing. 
1.4 Harris Operators 
Proofs of all the results mentioned here may be found in [Fog], Ch.V and Ch.VI. 
We write Ks P if Kf SP f for all positive functions f E £ 1 . 
We have the following (See Theorem A and Theorem C, [Fog], Ch.V): 
Theorem 1.4.1 (Harris decomposition). Let P be stochastic. Then P = 
Q + R where Q is a unique substochastic kernel operator , R 2::: O, and there is no 
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kernel K with R :'.'. K :'.'. 0 . Further, if P is given by a transition probability, so is 
R, and R(x, ·) is singular w.r.t. µfor a.e. x. 
Hence, if P is stochastic, then pn has a Harris decomposition pn = Qn +Rn. 
Definition 1.4.1. P is said to be Harris, provided: 
(i) P is conservative, 
(ii) Q; of. 0 for some integer j. 
The fact that a process is Harris has many important consequences which follow 
from useful properties of kernels, such as the following, which is Theorem E in Ch.V 
of [Fog]: 
Theorem 1.4.2. If P is Harris, Ad is atomic. 
This shows that a Frobenius-Perron operator is never Harris, and that a Harris 
process' deterministic part is trivial. It also follows that a nontrivial kernel operator 
cannot be given by a transformation (unless it is a finite or countable state chain, 
see Section 3.1.1). In this sense kernel operators and Frobenius-Perron operators 
are extremes of a stochastic process. 
Since Ai c:; Ad we may always restrict the study of P to the atoms of Ad and 
we may assume that P is ergodic if it is Harris. 
One of the most useful properties of Harris processes is given by the following, 
Theorem E in Ch.VI of [Fog], which states that such a process always has a unique 
non-trivial invariant measure. This is an important fact because many ergodic 
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theorems need the existence of an invariant measure. 
Theorem 1.4.3. If Pis Harris, there exists a a-finite invariant measure equiv-
alent to µ. If l1n are the atoms of A, and >-n is a invariant measure of l1n, then 
A= :Lan An , 0 :::; an < oo is the most genera) invariant measure weaker than µ. 
1.5 Invariant Densities 
As we have previously mentioned, the question whether an invariant measure 
exists for a stochastic process is very important in the study of asymptotic prop-
erties of the process. This is because it is a necessary precondition to many of the 
so-called ergodic theorems which describe the long-term behaviour of averages of 
the process, which is in turn important in the interpretation of models in real life. 
In this section we intend to introduce some general criteria which will guarantee the 
existence of such a measure. The ideal is to have a finite invariant measure equiv-
alent to µ, since such a measure can always be normalised to give a probability 
measure. 
One criterium that there exists an invariant measure, has already been given, 
namely that P be Harris. 
Firstly we will consider some implications of the existence of an invariant mea-
sure. 
If J. is a stationary density for P then 
µ1• (A)= l J.(x) dµ(x) (1.5.1) 
is an invariant probability measure absolutely continuous w.r.t. µ and vice versa. 
-~ 
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If P is the Frobenius-Perron operator of the transformation S then S is µ J. 
preserving, as is easily verified. 
1.5.1 Doubly stochastic operators. 
Suppose µ f, is strictly positive, i.e. J. > 0. If we replace our original stochastic 
process with (X, A, µJ,, P) then we have a new stochastic process with Pl= 1 and. 
P* 1 = 1. Thus P is doubly stochastic. 
Definition 1.5.1.1. A stochastic operator is doubly stochastic if 
Pl= P*l = 1. 
Another way to introduce this is by defining 
p: P(J) = P(JJ.) 
J. 
(1.5.1.1) 
(1.5.1.2) 
for J E L1. This amounts to exactly the same thing, i.e. we have Pl = p* 1 = 1. 
Note that f* > 0 on X is essential. It is easy to see that the asymptotic stability 
of P implies that of P. We quote the simple and well known result (see [Bro], p.6): 
Proposition 1.5.1.1. If P is doubly stochastic it maps LP into LP for every 
1 :S p :S oo with IJPllv :S 1 and IJP!h = IJPl!oo = 1. Moreover P* is doubly 
stochastic. 
1.5.2 General Criteria . 
· We now state a general condition which guarantees the existance of a finite 
invariant measure (see [Fog], Ch.IV, Theorem B). 
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·Theorem 1.5.2.1. A necessary and sufficient condition that there exists a finite 
invariant measure equivalent toµ is: 
lim inf(Pn µ)(A) > 0 
n-too 
(1.5.2.1) 
for every A E A, µ(A) > 0. 
We also state the following more general result. The rather hard proof can be 
found in [Fog], Ch .IV. 
Theorem 1.5.2.2. X may be decomposed uniquely in the disjoint union X = 
A' U A", where: 
(i) A' = UnAn for sets An with An C An+1 1 and 
1 k-1 
k E p•i1A. --+ 0 as k--+ oo 
j:=O 
uniformly of a set of measure zero; Pl A• :$ lA• so that the restriction (A", A, µ, 
P) is well defined, and A" CC, where C is the conservative part of X; 
(ii) There exists a cr-finite measure µ. with Pµ. = µ., µ. is equivalent to the 
restriction ofµ to A", and every invariant measure is weaker than µ •. 
Recall that a sequence Un} is weakly precompact if it has a subsequence that 
converges weakly to an f E £ 1• We now state 
n-1 
Proposition 1.5.2.1. If { ~ L; pk!} is weakly precompact for an f E £1 then 
k=O 
it converges strongly to a fixed point f. of P. Further, if f E V then f. is a 
stationary density. 
Remark 1.5.2.1: This theorem is a special case of an abstract ergodic theorem 
due to Kakutani and Yosida. The proof may be found in [LMl], on p.89. D 
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1.6 Cesaro Convergence {Ergodic Theorems) 
This work is devoted to strong convergence, but we mention some results of 
Cesaro convergence, because of their historic importance and practical significance. 
The determination of long term averages are of obvious importance in many fields. 
The theorems we present where anticipated by the (Weak) Law of Large Num-
bers, J. Bernoulli (1713) and the Strong Law of Large Numbers, E. Borel (1909) for 
Bernoulli sequences of large numbers. The results were published in the beginning 
of the 1930s for point transformations (Von Neumann, 1932, Birkhoff, 1931), and 
improvements and generalisations have been appearing ever since. 
We define the operator An which gives the average of the first n iterates of the 
operator P, as 
(1.6.1) 
The original mean ergodic theorem for point transformations, due to Von Neumann, 
states that the Cesaro averages of the Koopman operator converge in L 2-norm if 
the transformation preserves µ. 
Firstly we state two generalisations. of this theorem. The proof of the first may 
be found in [Bro] on p.11. 
Theorem 1.6.1 (Yosida mean ergodic theorem). Let P be doubly stochas-
tic operator on a probability space with f E LP. Then there exists an J. in LP such 
that Anf --+ J. in LP-norm. 
n-+oo · 
We also mention an abstract theorem due to R.Sine, [Sin]. 
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Let (X, II· II) be a Banach space and let X* denote the dual space to X. We say 
that A ~ x separates B ~ x· if for any distinct pair Xi, X2 of elements from B 
there exists an a E A such that < a, x1 >=P< a, x2 > . 
Theorem 1.6.2 (Sine). Let P be a linear contraction on a Banach space X. 
Then the Cesaro averages An converge in the strong operator topology if and only 
if the fixed points of P seperate the fixed. points of P*. 
The proof of the next theorem for mean convergence in Hilbert spaces may be 
found in [Pet] on p.24. 
Theorem 1.6.3. Let P be a contraction on a Hilbert space 11.. Let Fix(P) = 
{! E 11. : Pf = !}, a closed linear subspace, and let S : 11. -+ Fix(P) be the 
surjective projection. Then for each J E 11., Anf --+ S(J). 
n4oo 
As was stated in Section 1.1, Birkhoff's theorem guarantees pointwise conver-
gence a.e. of the Cesaro means of a m.p.t. 
A version of the Chacon-Ornstein theorem is given next (Theorem F, [Fog], 
Ch.III) and we show how a pointwise theorem can be deduced from it. 
Theorem 1.6.4 (Chacon-Ornstein). Let P : L1 -+ L 1 be conservative and 
ergodic, 0 ::; f, g E L1, then 
n-1 E pkf 
]" k=O ff dµ 
n~oo n-1 = Jgdµ E pkg 
a.e. (1.6.2) 
k=O 
00 
on {x : L; pk g(x) > O}. 
k=O 
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A special case arises when we take g = 1. 
Corollary 1.6.1. If P is doubly stochastic and f E D, then Anf --t J. in 
n-+oo 
L1-norm, where J. is the unique stationary density. 
We also remind the reader of Proposition 1.5.2.1. 
1. 7 Sweeping and Cesaro Sweeping 
In this section we consider properties reminiscent of dissipativeness that are, 
also, in a sense opposite to the notion of asymptotic stability. These new prop-
erties describe the situation where densities are dispersed under the action of a 
stochastic operator. These properties have been investigated recently in the con-
text of biological systems and we give a simple proof of a result which will be used 
later. 
Definitions 1. 7 .1. Let a family A. C A be given. A stochastic operator P is 
called sweeping w.r.t. A. if 
lim 1 pn f dµ = 0 for each A EA, and JED. 
n-+oo A 
(1.7.1) 
A stochastic operator Pis called Cesaro-sweeping w.r.t. A. if 
l n-1 j . · 
lim - L pk J dµ = 0 for every A E A. and f E D. 
n-+oo n k=O A 
(1.7.2) 
In the sequel we shall assume that A. satisfies the following properties: 
··• 
1.7 SWEEPING AND CESARO SWEEPING 
µ(A) < oo for each A EA., 
There exists a sequence {An} EA. s.t. UnAn = X. 
A family satisfying these conditions is called admissible . 
27 
(1.7.3) 
(1.7.4) 
(1.7.5) 
Remark 1. 7 .1. We can see that if A. is admissible the condition f E V in 
Definitions 1.7.1 may be replaced by f E L1 . It can easily be deduced from the 
definitions that a sweeping operator is Cesaro sweeping and it follows from the 
definition of an admissible family that neither admits an invariant density. D 
Example 1.7.1. It is not hard to see that the shift operator on R+ is sweeping 
w.r.t. A.= {[O, c]: c ER+}. D 
We now give a simple proof of a condition that verifies sweeping in more dif-
ficult situations, which we will need later (from [LMl], p128). A bounded Borel-
measurable function V : X -+ R is called a Bielecki function if it is non-negative 
and if infxEAV(x) > 0 for every A EA •. 
Proposition 1. 7.1. Let (X, A,µ) be a measure space with A. C A given. Let 
P be a stochastic operator for which there exists a Bielecki function V : X -+ R 
and a constant "Y < 1 such that 
l V(x)Pf(x) dµ(x) < / l V(x)f(x) dµ(x) (1.7.6) 
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for every f E 'D. Then Pis sweeping. 
Proof. Fix an f E V and A E A •. Since the condition (1.7.6) holds for any 
density f, we may replace X by A and 
J pn f(x) dµ(x) ~ . f 1 V( ) J V(x)Pn f(x) dµ(x) A Jn xEA X A 
'Yn 1 ~ . f V( ) V(x)f(x) dµ(x) 
lll xEA X A 
Since 'Y < 1 by assumption, the la.st expression converges to zero a.s n -+ oo and 
condition (1.7.1) holds. Thus the proof is complete. • 
• 
CHAPTER II 
THE CONVERGENCE OF ITERATES 
In this chapter we do not assume that µ is <T-finite. We investigate the strong 
convergence in £ 1 of iterates of a stochastic operator. 
2.1 Semigroups of Stochastic Operators 
2.1.1 AL-spaces. 
In much of the literature on stochastic operators the theorems are generalised 
to contractions on abstract £ 1 spaces, the so-called AL-spaces. This is actually 
superficial as we will see from a theorem of Kakutani, Bohnenblust and Nakano 
which we will quote after a preliminary definition. For AL-spaces the result is due 
to Kakutani. We quote the theorems from [AB], p.192. 
Definition 2.1.1.1. A Banach Lattice Eis said to be an abstract LP-space, 
for some 1 :":: p < oo, whenever its norm is p-additive, i.e. whenever llx + yllP = 
llxllP + llYllP holds for all x, y E E+ with x /\ y = 0, where E+ is the positive cone 
of E, i.e. E+ = {x E E : x 2: O}. 
We now state the well known result. 
Typeset by AW-TEX 
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Theorem 2.1.1.1. A Banach lattice Eis an abstract LP-space for some 1 ~ 
p < oo if and only if Eis lattice isometric to some concrete LP(µ) space. 
Thus all results proved for general £ 1 (µ) spaces are valid for AL-spaces. 
We need to note that µ is not necessarily a-finite and may exhibit other unde-
sirable behaviour. 
2.1.2 Semigroups. 
Let T be a semigroup of real positive numbers (i.e. 0 #TC (0, oo), ti+ t2 E 
T for ti, t2 E T) such that t1 - t2 E T for t1 > t2; t, ,t2 E T. 
Definition 2.1.2.1. A family {Pt : t E T} of stochastic operators on L1 will be 
called a stochastic semigroup (on L1 ) if P1,+1, = P1, Pt, for all t ET. 
The definition of asymptotic stability of a stochastic semigroup is similar to 
Definition 1.1.8 with n ;substituted by t. It is not difficult to verify the following, 
for which a simple proof may be found in [Pod]. 
Fact: If {P1} is asymptotically stable then the condition 
P,g =g 
for a t E T and g E L1 , 11911 = 1, implies that g = f. or g = - f. where f. is the 
unique stationary density. D 
. We give the short proof out of [Pod] of the useful and well known 
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Proposition 2.1.2.1. A stochastic semigroup {Pt : t E T} on £ 1 is asymp-
totically stable if and only if there exists a to E T such that P,0 (as a stochastic 
operator) is asymptotically stable. 
Proof. The "only if' part is obvious (even for all to E T). For the proof of the 
"if' part assume that /. is the stationary density of P,,, and observe that for a 
fixed t ET 
which implies that Pt/. = / •. Now, according to the fact that for each fixed f E 
'D, the function h(t) = llPd - /.111 = llPtU - /.)111 is decreasing (each Pt is a 
contraction) and the fact that h(nto) ---t 0, we have llPd - /.11 1 ---t 0 for every 
n-too t-too 
f E IJ, and the proof is complete. • 
2.2 Asymptotic Periodicity and Constrictivity 
In this section we introduce some results for the property of asymptotic period-
icity. See the paper [Ko2) for a unified exposition and for the proofs of the theorems 
mentioned here. The results followed the invited address of A. Lasota at the l.C.M. 
in 1982. Lasota introduced the concept of a constrictive operator. 
Definition 2.2.1. A stochastic operator is called weakly (strongly) constric-
tive if there exists a weakly (strongly) compact/precompact set :F C £ 1 such that 
the trajectories of all densities converge in £ 1-norm to :F. I.e. d(F, pn /) ---t 0 
n--+oo 
for every f E IJ, where d(:F, /) = inf {Ilg - /Iii : g E F} for f E £ 1 . The set :F is 
called a constrictor of P. 
• 
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Lasota conjectured that weak and strong constrictivity are equivalent for sto-
chastic operators on o--finite spaces. 
This was indeed proved by Komornik, [Ko3]. 
Theorem 2.2.1. If a stochastic operator on a o--finite space is weakly constric-
tive, it is strongly constrictive. 
Remark 2.2.1: This is a very useful result, as it is much easier to check for 
weak precompactness (several simple criteria are known). We will often taJk of 
constrictive operators, leaving the prefix strongly or weakly. D 
Example 2.2.1. If a stochastic operator (on a o--finite space X) has the prop-
erty that there is an /o E 1i such that 
(2.2.1) 
for all f E 1J, then P is weakly and hence strongly constrictive. This is namely 
because the set :F of aJl functions f E L1 such that l/(x)I :<; fo(x) for a.e. x EX 
is weakly precompact and condition (2.2.1) guarantees that {Pn /}converges to :F 
in the norm. D 
From the proof in [Ko3] it seemed that an even weaker sufficient condition for 
asymptotic periodicity (Definition 2.2.3) could be found. This was done in (KL] 
where the quasi-constrictive or smoothing operator was defined. 
Definition 2.2.2. A stochastic operator P is quasi-constrictive (smooth-
ing) if there exists a weakly compact set :F C L1 and a constant 0 < 1 such 
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that 
Jim sup d(Pn J, F) ~ IJ 
n-+oo 
for every f E 1J. 
There are several other characterisations which can be found in [Ko2]. 
Obviously constrictive operators are quasi-constrictive. These operators are so 
important because of the property of asymptotic periodicity that they possess. 
Definition 2.2.3. A stochastic operator on a measure space (X, A,µ) is called 
asymptotically periodic if there exist finitely many distinct densities g1 , .•• , gr 
with disjoint supports, a permutation<> of the set {1, ... , r} and positive continuous 
linear functionals Ai, ... , Ar on £ 1 such that 
r 
(2.2.2) 
for every f E 1J and Pg;= ga(i)• i = 1, ... , r. 
From the definition it immediately follows that an asymptotically periodic oper-
ator P may be written in the form 
r 
Pf(x) = LA;(j)g;(x)+QJ(x), (2.2.3) 
i=l 
where i1PnQJll1 --t 0 for every f E £ 1 , and that 
. n~oo 
r 
pn+I f(x) = L A;(j)g~•(i) (x) + Qnf(x), (2.2.4) 
i=l 
where Qn = pnQ and llQnflh --t 0 for every f E £1 • The decomposition (2.2.3) 
n-+oo 
is called the Spectral Decomposition of P. 
We finally present (without proof): 
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Theorem 2.2.3 (Spectral Decomposition Theorem). A quasi-constrictive 
stochastic operator on a a-finite measure space is asymptotically periodic. 
The theorem is due to Lasota et al. [LLY] for strongly constrictive operators 
and due to Komornik and Lasota for quasi-constrictive operators [KoL]. 
Several further generalisations of the spectral decomposition theorem have been 
published. J. Komornik extended the results to positive power bounded linear op-
erators acting on an £ 1 (µ)space whereµ is a-finite. Bartoszek showed in [Ba2] that 
a strongly constrictive operator on an AL-space is asymptotically periodic, extend-
ing the result to non u-finite spaces. In a later paper he showed that all strongly 
constrictive positive contractions on Riesz spaces are asymptotically periodic [Ba6]. 
We give the short proof of the following from [LMl], p.105, which is a direct con-
sequence of the spectral decomposition theorem and uses constrictivity to gaurantee 
asymptotic stability. 
Theorem 2.2.4. Let P be a constrictive (asymptotically periodic) stochastic 
operator. Assume there exists A EA ,µ(A) > 0 such that for every f E 1J there 
is a number n0 (f) such that pn f(x) > 0 fora.ex E A and n :::>: no(f). Then Pis 
asymptotically stable. 
Proof. Since P is asymptotically periodic, representation (2.2.3) is valid. We 
will first show that r = 1. 
Assume r > 1, and choose an integer i 0 such that A is not contained in the support 
of 9io· Take a density f of the form f(x) = g;0 (x) and let T be the period of the 
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permutation a. Then we have 
pnr f(x) = g;,(x). 
Clearly, pnr f(x) is not positive on the set A, since A is not contained in the support 
of g;,. This contradicts the assumption in the statement of the theorem and thus 
we must haver= 1. 
Since r = 1, (2.2.4) reduces to 
pn+I f(x) = >.(!)g(x) + Qnf(x), 
so that 
lim pn f = >.(!)g in £ 1-norm. 
n...;oo 
Obviously >.(!) = 1, so that Pis asymptotically stable, and the proof is complete.• 
2.3 Asymptotic Stability and Upper/Lower functions. 
The technique developed by Lasota and Yorke in 1982 [LY] for ptoving the 
asymptotic stability of stochastic operators by the use of a lower-bound function 
has found many important applications. 
The theorem has been generalised by Podhorodynski [Pod] to AL-spaces, but 
the proof is essentially the same. We note that the theorem thus also holds for non 
CT-finite spaces. 
Definition 2.3.1. A function h E L1 is a lower bound function for a sto-
chastic operator P : L 1 --t L 1 if 
lim ll(Pn f - h)~lli = 0 for every f E 'D. 
n~oo 
(2.3.1) 
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Remark 2.3.1. Condition (2.3.1) may also be written as (Pn f-h)- =En where 
En --+ 0 or even more explicitly as pn f ~ h - En. Thus, figuratively speaking, h 
n->oo 
is a function such that, for every density f, successive iterates of that density by P 
are eventually almost everywhere above h. D 
Since auy non-positive function is a lower bound function, these functions are of 
no interest and we call a lower bound fuction non-trivial if h ~ 0 and Jlhll > 0. 
Because condition (2.3.1) is framed in terms of the norm, it is sufficient that it 
is satisfied for all f E 'Do where 'Do is dense in 'D. This easily follows from the fact 
that all iterates pn are contractions. 
In the next theorem we will show that the existence of a lower bound function 
is indeed sufficient for asymptotic stability. 
This gives an advantage of Theorem 2.3.1 above Theorem 2.2.4 because the latter 
theorem is not framed in terms of the norm, and we must check for each density. 
We also do not need to check for constrictivity. The disadvantage of Theorem 
2.3.1 is that iterates must eventually be uniformly "above" zero on a set of positive 
measure. 
We now prove the result from [LY] as in [LMl], on p.107. 
Theorem 2.3.1. Let P : L1 --t L1 be a stochastic operator, then P is asymp-
totically stable if and only if there is a non-trivial lower bound function for P. 
Proof. The "only if" part is obvious since the definition of asymptotic stability 
implies that J. is a non-trivial lower bound ·function. The proof of the "if' part is 
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not so direct, and will be done in two steps: We first show that 
(2.3.2) 
for every Ji, fz E V and then proceed to construct the function J •. 
Step I . For every pair of densities Ji, fz E V, the IJPn (Ji - fz) Iii is a decreasing 
function of n since a stochastic operator is a contraction on L1. 
Now set g = Ji - fz and note that, since !1, fz E V, c = Ilg+ Iii = 119-lh = t Jig Iii· 
Assume c > 0. We have g = g+ - g- and 
(2.3.3) 
Since g+ /c and g- /c belong to V, by equation (2.3.1), there must exist an integer 
n1, such that for all n 2: n1 
and 
Now we wish to establish upper bounds for IJPn(g+ /c)-hlh and llPn(g-/c)-hll1· 
To do this, first note that, for any pair of nonnegative and real numbers a and b, 
Ja - bJ =a - b + 2(a - b)-. 
Next write 
IJPn(g+ /c) - hJh = fx IPn(g+ /c)(x) - h(x)I dµ(x) 
= l Pn(g+ /c)(x) dµ(x) - l h(x) dµ(x) 
+ 2 fx (Pn(g+ /c)(x) - h(x))- dµ(x) 
= JJPn(g+ /c)ll1 - llhll1 + 2JJ(Pn(g+ /c) - h)-lli 
1 1 ~ 1 - llhlh + 2 · 4llhll1 = 1 - 2llhll1 for n 2: n1. · 
·• 
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In the same way, 
Thus (2.3.3) gives 
llPnYll1 :S: cJjPn(g+ /c) - hll1 + cllPn(g- /c) - hi11 
1 
:S: c(2 - llhllil = IJgJl1(l - 2llhlJt) for n?: n1. 
From (2.3.4), for all Ji, h EV, we can find an integer n1 such that 
(2.3.4) 
By applying the same argument to pni Ji, pni h we may find a second integer n 2 
such that 
Then, since llhll 1 > 0 we may repeat the procedure to conclude that (2.3.2) holds. 
Step II. To complete the proof, we construct a maximal lower bound function 
for P. Thus, let 
p = sup{jJhJli : his a lower bound function for P }. 
Since by assumption there is a non-trivial h, we must have 0 < p :S: 1. 
Observe that for every two lower bound functions hi, h2 , the function max(h1 , h2 ) 
is also a lower bound function. To see this, note that 
Choose a sequence { h3} of lower bound functions such that llhJ II .-+ p. Replacing, 
· 3-+oo 
if necessary, h; by max(h1 , ••. , h;), we can construct an increasing sequence {h;} 
of lower bound functions, which will always have a limit (finite or infinite). This 
limiting function 
h. = .lim h; 
J->OO 
-~ 
2.3 ASYMPTOTIC STABILITY AND UPPER/LOWER FUNCTIONS. 39 
is also a lower bound function since 
and, by the Lebesgue monotone convergence theorem, 
llhj - h.111 = f, h.(x) dµ(x) -f, hj(x) dµ(x) :--t O. 
X X j--tOO 
Note that h. is also the maximal lower bound function. This is because, for any 
other lower bound function, the function max(h, h.) is also a lower bound function 
and 
II max(h, h.)111 5: P = llh.lli, 
which implies h 5, h .. 
Observe that, since (Pf)- 5, Pf-, for every m,n, n > m, 
which implies that, for every m, the function pmh. is a lower bound function. 
Thus, since h. is the maximal lower bound function, pm h. 5, h. and since pm 
preserves the integral, pmh. = h •. Thus the function f. = h./llh.111 is a density 
satisfying P J. = f •. 
Finally, by (2.3.2), we have 
Jim llPn f - f.lh = lim llPn f - pn f.111 = 0 for every f E 1J, 
n"-too n-+oo 
which completes the proof. • 
The result that follows is quoted from [BL], Theorem 1.3, and the proof uses 
Theorem 2.3.1. 
We know that if f. is a unique invariant density the operator P may be restricted 
to the support qf f* which we will call C'. 
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This property allows us to consider Pon the space £ 1 (C'). (Note that this C' 
is contained in the conservative part of X.) 
We will denote P restricted to C' by Pc•. 
Theorem 2.3.2. Let P be stochastic with invariant density f.. Assume that 
the operator Pc• with C' =supp J. is asymptotically stable. Assume further there 
is a o > 0 such that 
SUPn { pn f dµ 2': /j for each f EV. le• 
Then P : £ 1 (X) --+ L1 (X) is asymptotically stable. 
(2.3.5) 
Proof. According to Theorem 2.3.1 it is sufficient to find a non-trivial lower 
bound function for P. 
Define h = !lif. and choose a fixed f EV. We will show that h satisfies (2.3.1). 
According to (2.3.5) there is an integer m such that 
For n 2': m we have 
(2.3.6) 
Since Pc• is asymptotically stable with invariant density J. we also have 
From the inequality h :<::: 'T/f. it follows that 
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and therefore (from (2.3.6), 
Jl(Pn f - h)-Jl1 '.:> llPn-m(lx\C'pm f) + P!;;-m(lc•Pm f) - 'l]f.111 
'.:> JIP!;;-m(lc•Pm f) - 'If.Iii -+ 0 
n-+oo 
and since llhlh > 0 the proof is complete. • 
There is a dual result to Theorem 2.3.1 for upper functions. 
Definition 2.3.2. A function h E £ 1 is an upper bound function for a 
stochastic operator P : L 1 -+ L 1 if 
lim ll(Pn f - h)+lh = 0 
n-+oo 
for every f EV. 
The proof of the following is as in (LY], Theorem 3, and uses Theorem 2.3.1. 
Theorem 2.3.3. Let P : £1 -+ £ 1 be stochastic, then P is asymptotically 
stable if there exists an upper bound fuuction h E L1 for P such that llhll1 < 2. 
Proof. By virtue of Theorem 2.3.1 it is sufficient to find a non-trivial lower bound 
function for P. 
Starting with a given upper bound function h, we define a sequence 
ho= h, h1 = inf(ho,Pho),. . .,hn = inf(hn-1,Phn_i), ... 
of upper bound functions. 
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The sequence {h,,} is decreasing and bounded, because 0::::; h,, ::::; hand therefore 
convergent to a function h E £1. It is easy to verify that h is an upper bound 
function and that it is ?-invariant (as in the proof of Theorem 2.3.1). Setting 
a = llhll1 we have a ::S llhl\t < 2. On the other hand, from the definition of an 
upper bound function, it follows easily that a::'.: 1. Now we consider two cases: 
(i) a= 1 and (ii) 1 < a < 2. 
In case {i) the condition llhll1 = 1 implies that 
for f E V and therefore his simultaneously an upper and lower bound function. In 
this case the proof is finished. 
In case (ii) we are going to show that (2 - a)h is a lower bound function. For a 
given f EV consider the sequence g,, = (a-1)-1P"(h-f) = (a-1)-1(h-P"/). 
Since h is an upper bound function we have 
Thus, for a given E > 0 there exists an integer m > 0 and a function r E £ 1 such 
that gm+ r ::'.: 0, llgm + rl\t = 1, llrll1 :'.S E/2. 
Again, since qm + r E V and his an upper bound function 
for sufficiently large n, say n ::'.: n0 . 
Multiplication by a - 1 < 1 gives, according to the definition of gm, 
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Now from the inequality llPnrlh ~ llrll1 ~ €/2 it follows that 
11((2 - a)ii- pn+m n+111 ~ € 
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for n? n0 , which means that (2- a)ii is indeed a nontrivial lower bound function, 
and the proof is complete. • 
2.4 Transformations of an Interval 
In this section we consider applications of the lower-bound function technique of 
Lasota and Yorke which was introduced in the previous section. This part is only 
informative and we do not include any proofs. This was the first application of the 
technique and the problems were, in a sense, completely solved. 
The class of transformations we consider were first studied by Renyi (1957) and 
Rochlin (1964). Both were considering two classes of mappings, namely 
S(x) = r(x) (modl), 0 ~ x ~ 1, 
where r[O, 1]--+ [O, oo) is a C 2 function such that inf,,r' > 1, r(O) = 0 and r(l) is 
an integer, ~nd the Renyi transformation 
S(x) = rx (modl), 0 ~ x ~ 1, 
where r > 1 is constant. (The dyadic transformation is obviously a special case.) 
Recall that a transformation is exact w.r.t. a suitable probability measure if 
and only if the Frobenius-Perron operator corresponding to the transformation is 
asymptotically stable. In this case we call the transformation statistically stable. 
The following theorem which we qµote from [LMl], p.145, completely solves the 
problem of piecewise linear expanding mappings of an interval. The proof there is 
based on Theorem 2.3.1. 
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Theorem 2.4.1. Consider a mapping S: [O, 1] -+ [O, 1] that satisfies the follow-
ing conditions: 
(i) There is a partition 0 = a0 < a,··· < a, = 1 of [O, 1] such that for each 
integer i = 1, ... , r the restriction of S to the interval [a;-1, a;) is a C2 function; 
(ii) S(a;_i) = 0 for i = 1, ... , r; 
(iii) There is a.>.> 1 such that S'(x) ;"'. .>.for 0 :<::: x < 1 and 
(iv) There is a real finite constant c such that -S"(x)/[S'(x)]2 :<::: c, 0 < x < 1 
(where S'(a;) and S"(a;) denote the right derivatives). 
Then S is statistically stable. 
Clearly this theorem guarantees that the Renyi transformation is statistically 
stable. 
Theorem 2.4.1 obviously only applies to monotonically increasing mappings, but 
we have the following, which guarantees the exactness of the tent map (see [LMl], 
p.148). 
Theorem 2.4.2 .. Let S : [O, 1]-+ [O, 1) satisfy: 
(i) There is a partition 0 :<::: a0 < a,··· < a, = 1 of [O, 1] such that for each 
integeri= 1,. .. ,r the restriction ofS to (a;_ 1,a;) is aC2 function; 
(ii) S((a;-1,a;)) = (0,1) that is, Sis onto on each subinterval; 
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(iii) There is a>.> 1 such that IS'(x)I;:: >.,for x oJ a;, i = 0, ... , r; and 
(iv) There is a real constant c such that IS"(x)l/[S'(x)]2 < c for x f a;, i = 
O, .•. ,r. 
Then S is statistically stable. 
We finally present the theorem of Lasota and Yorke (LY] which completely solves 
the problem of piecewise convex transformations with a strong repellor (see [LMl ], 
p.154). 
Theorem 2.4.3. Let S : (0, l]--+ (0, l] satisfy 
(i) Condition (i) of Theorem 2.4.1 ; 
(ii) S'(x) > 0 and S"(x) ;:: 0 for all x E (0, l); 
(iii) For each integer i = 1, ... , r, S(a;_i) = O; and 
(iv) S'(O) > 1, and S'(a;), S"(a;) denote the right derivatives. 
Then S is statistically stable. 
We also mention a theorem from (LMl] (see p.167) from which many other 
examples of exact transformations may be constructed .. 
Theorem 2.4.4. Let T (0, 1] --+ (0, 1] be a measurable, non-singular trans-
46 II. THE CONVERGENCE OF ITERATES 
formation and let¢ E V ((a, b)) with a, b E [-oo, oo] be a given, strictly positive 
density. Let a second transformation S: (a, b)--+ (a, b) be given by S = g-1 oTo g 
where g(x) = J: ¢(y) dy, a< x < b. 
Then T is exact if and only if S is statistically stable and further 
¢ is the density of the S-invariant measure. 
Remark 2.4.1: We have already noted that the hat map T is exact. If we 
define g(x) = t- ~sin- 1 (1-2x) we inay calculate g-1 (x) = t- t cos(irx) and find 
that S(x) = g-1 o To g(x) where Sis the quadratic transformation. We also have 
g(x) =fox ¢(y) dy, where¢ is the density given by 
1 ¢ ( x) = ----;=;====;= 
iry'x(l - x) 
We conclude that the quadratic transformation is statistically stable with the in-
variant density ¢. 0 
2.5 w-limit sets and Q 
If P is asymptotically periodic and the permutation a m Definition 2.2.3 is 
cyclic, we say P is asymptotically cyclic. This is the same as the operator P being 
asymptotically periodic and ergodic. 
Definition 2.5.1. The limit set w(f) of the trajectory r(f) = {Pn f: n 2'. O} 
where f E L1 is the set 
w(f) = {g E L1 : 3nk /' oo, pn• f--+ gin the norm }, 
the set of closure points of the trajectory. 
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We have the following from [Bal), (Lemma 1), due to Dafermos and Slemrod 
concerning the behaviour of P on w-limit sets. 
Lemma 2.5.1. Let P be stochastic and f E L1 with w(f) f. 0. Then 
(i) g E w(f) =} 1(g) = w(f) ( w(f) is a ?-invariant minimal subset of L1 ) 
(ii) Tlw(f) is an invertable isometry. 
We will denote by !1 the set of all limit points U /EL' w(f). We may now state 
without giving the proof the following result due to W.Bartoszek [Ba2), (Theorem 
2), 
Theorem 2.5.1. Let P be stochastic on L1. If for every f E L1 the limit set 
w(f) f. 0 and 
there exists a natural k such that for all positive non-zero Ji, h in L1 there exist 
positive n,m with In - ml :::; k such that pn Ji /\pm h f. 0 (where g /\ h denotes 
the ordinary minimum in L1 of g and h),. 
then P is asymptotically cyclic and the length of the cycle r :::; k + 1. 
The proof is rather technical and long, but Theorem 2.5.1 has an immediate 
implication for operators that overlap supports. 
Definition 2.5.1. We say a stochastic operator P on L1 overlaps supports 
if for all Ji, h E V there exists a positive number n such that P"" Ji /\ pn h f. 0. 
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Corollary 2.5.1. Let P be a stochastic operator that overlaps supports. If for 
every f E L1 , w(f) # 0 then P is asymptotically stable. 
Proof. It is enough to observe that if the parameter k is taken to be zero in 
Theorem 2.5.1, then r = 1 and Pis asymptotically stable. • 
CHAPTER Ill 
LMT OPERATORS 
We devote this chapter to the study of applications of kernel operators, (defined 
in Example 1.2.1), in science, especially biology. The emphasis is on Section 3.2 
which explains the work done by Lasota, Mackey, Tyrcha and others in an attempt 
to use a general stochastic model which has a combination of deterministic and 
probabilistic mechanisms. In this chapter all measure spaces are a-finite. 
3.1 Classical Models 
We introduce some older models where the use of kernel operators have found 
success. 
3.1.1 Markov Chains. 
These examples first studied by Markov are actually very simple probabilistic 
models, (defined in Example 1.2.1), and have found many applications in science 
and engineering (see (Hin), p.544). The study of general stochastic processes are, 
to a great extent, an attempt to extend some powerful results to a much greater 
variety of proliiems. 
We are considering a discrete time physical process which at any time n can be in 
Typeset by .A,wS-T£X 
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one of m mutually exclusive and exhaustive states, Xn E {l, 2, ... , m}. We say the 
phase space is discrete. Furthermore we assume that the probability of the system 
being in state j at time n + 1 is only dependent on the state at time n (the process 
has the Markovian property). If the state at time n is i then this probability is p;;. 
That is, the so-called transition probabilities are: 
P;i = prob{Xn+J = j I Xn = i}. 
We assume the transition probabilities are stationary, i.e. they do not change with 
time. 
The model described is called a finite state Markov chain. 
We may define 
P}7) = prob{Xn = j I Xo = i} 
= prob{Xn+k = j I xk = i} k = 1,2,3, ... 
The Chapman-Kolmogorov equations now simply state that p(n) = pn (in the 
sense of matrix multiplication) where P = (p;;) and p(n) = (P}7l). 
The matrix P is the kernel of a stochastic operator P because if an initial density 
fo is given we can see that the Markov operator P which gives the next density is 
(as in (1.2.4)), where 
and 
Pfo(j) = LP;;fo(i) 
i 
fo ( i) =prob{ X0 = i} 
f1(j) = Pfo(j) = prob{X1 = j}. 
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3.1.2 The Heat equation. 
The kernel for the solution of the heat equation was given in Section 1.2.1. The 
derivation of the heat equation is well known and can be found in almost any 
elementary textbook on P.D.E's. It is simple to check that the equation is indeed 
satisfied by this solution. 
3.1.3 Independent Random Variables. 
An application of kernel operators to probability t~eory is given, as in [LMB], 
p.304. 
We recall some notions from probability theory. A function f E D(R) is called 
the density of a random variable € if 
prob{€ EB}= l f(x) dx 
for every Borel set B <;:; R. 
We say € and 'f/ are independent random variables if, for all Borel sets B and C 
prob{€ EB, 'f/ EC}= prob{€ E B} prob{'f/ EC}. 
A simple consequence of this is the following; If€ and 'f/ are independent random 
variables that have densities f and g respectively, then the joint density function 
for the random vector(€, 'f/) is given by h(u, v) = f(u)g(v). 
For an arbitrary Borel set B <;:; R , 
prob{€+ 'f/ E B} = f' { f(u)g(v) dudv 
lu+vEB 
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or, setting x = u+v, y = v, 
prob{~+ 'f/ EB}= f' { f(x - y)g(y) dxdy 
lBx.R 
= l {l: f(x - y)g(y) dy} dx. 
From the definition of a density it now follows that 
P9 f(x) = l: f(x - y)g(y) dy 
= l: g(x - y)f(y) dy, 
the convolution off and g, is the density ofE+'f/ and it is easy to recognise g(x-y) 
as a stochastic kernel. 
3.2 Biological Models 
This section follows [LMT] very closely and we make no claim of originality in 
either the content or the presentation. 
A general modelling framework is presented within which many models for sys-
terns which produce events at irregular times through a combination of probabilistic 
and deterministic dynamics can be comprehended. The results are applied to some 
published models of the cell division cycle. in Section 3.2.3. Though we clearly 
have biological systems in mind, the development here is also applicable to other 
systems. 
In Section 3.2.1 the model is formulated in terms of a discrete time dynamical 
system with stochastic perturbations. From this an integral recurrence relation is 
derived for densities describing the statistical behaviour of trajectories. 
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In this theory, a concept called the internal or physiological time of the system 
plays an important role. With respect to this time the model behaves the same 
way in each period between consecutive events, but not with respect to the physical 
time. The use of the internal time significantly simplifies the theory. 
In Section 3.2.2 the nature of this internal time is explicitly considered, since in 
the cell cycle models presented the physiological time is hidden in the description 
of the system. In Section 3.3 it is shown how many of the old cell cycle models may 
be encompassed within the general framework presented. 
3.2.1 The general modelling framework. 
Firstly we explain the basic system, as in [LMT]. The description is the following. 
A (biological) system which produces events is considered. In addition to the usual 
laboratory time the system is also assumed to have an internal or physiological 
time. This internal time is denoted by T to distinguish it from the laboratory (or 
clock) time t. When an event appears the physiological time resets from the value 
r = Tmax to r = O. It is assumed that the rate of maturation ~~ depends on the 
amount of an activator (or maturation factor) which we denote by a. Thus 
dT 
dt = <f>(a), </> ~ 0. (3.2.1.1) 
It is further assumed that the activator is produced by a dynamics described by 
the solution to the differential equation 
da 
dt = g(a), g ~ 0. (3.2.1.2) 
The solution of (3.2.1.2) satisfying the initial condition a(O) = r will be denoted by 
a(t) = II(t, r), 
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and it is assumed that it is defined for all t 2: O. When an event is produced at 
a time T = Tmax and activator level amax, then a portion p = p(arnax) of amax is 
consumed in the production of the event. Thus, after the event the activator resets 
to the level 
a= arnax - p(amaxl· (3.2.1.3) 
The function y - p(y) is called the reset function, and it is assumed that it is 
invertable. The inverse of y - p(y) is denoted by ,\. 
The main assumption is related to the physiological time. Namely it is assumed 
that the survival function of Tmax is independent of the initial value of the activator. 
This survival function is denoted by H. Thus, using the notion of conditional 
probability we may write 
prob(Tmax 2: x I a(r = 0) = r) = H(x) (3.2.1.4) 
for every r > 0. It is felt that this assumption corresponds to the intuitive meaning 
of physiological time, and a mathematical argument for it is offered in Section 3.2.2. 
In the terminology of population dynamics it could be said that the lifespan of an 
organism will be shorter when its rate of maturation is increased. 
With these assumptions, a recurrence relation will be derived for the values of 
the activator when the events occur. Assume that the events appear at the times 
Let an be the amount of the activator at the beginning of the interval (tn, tn+i)·. 
According to Eq. (3.2.1.2), the amount at time t E (tn, tn+il is given by 
Now using (3.2.1.1) the physiological time r corresponding tot may be calculated, 
namely 
T = 1' ,P(II(s - tn, an)) ds. 
'· 
(3.2.1.5) 
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Substitute z = IT(s - tn, an), dz= g(IT(s - tn, an)) ds and observe that z = an 
for s = tn and z = a for s = t. Then (3.2.1.5) becomes 
T = 1" q(z) dz= Q(a) - Q(an), 
a. 
(3.2.1.6) 
where 
q(z) = :i:i and Q(z) = 1z q(y) dy. (3.2.1.7) 
The function q has a simple biological interpretation, since it gives the rate of 
change of the physiological time relative to the acitivator. 
When t approaches tn+I , the physiological time T and the amount of the activator 
a take their maximal values which is denoted by T n and amax,n respectively. In this 
case (3.2.1.6) gives 
Tn = Q(llrnax,n) - Q(an)· (3.2.1.8) 
Further, from the definition of the reset function we have an+I = .>.-1(amax,n), and 
consequently 
an+I =>.-I (Q-1 (Q(an) + Tn)) for n = 0, 1, ... (3.2.1.9) 
This is desired recurrence relation between successive activator levels at event oc-
curence. By assumption, the variables an and Tn are independent, see (3.2.1.4), 
and thus (3.2.1.9) may be considered as a discrete time dynamical system with 
stochastic perturbations by the rn. 
The behaviour of this system from a statistical point of view may be described 
by the sequence of distributions 
Fn(x) = prob(an < x) for n = O, 1, ... 
A .recurrence formula for the densities In = d.Fn/ dx is derived in the next paragraph, 
and then the convergence properties of the densities In are considered. 
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Set H1 = 1 - H and denote by h = HI the density of the distribution of 
Tn (assuming that this density exists). If an has a distribution Fn then Q(an) 
has the distribution function Gn(x) = Fn(Q- 1 (x)). Further, since an and Tn are 
independent, the variable Un= Q(an) + Tn has a distribution function given by the 
convolution (see Section 3.1.3), 
r {Q-'(x) lo h(x - y) dGn(Y) =lo h(x - Q(y)) dFn(y). (3.2.1.10) 
Finally, >.-1 (Q-1 ( un)) has the distribution function 
(.Cx) lo H(Q(>.(x)) - Q(y)) dFn(y). 
From this and the definition of the density, it follows that an+l = >.-1(Q-1 (un)) 
has the density 
r>.(x) 
fn+I (x) = >.'(x)q(>.(x)) lo h(Q(>.(x)) - Q(y))fn(Y) dy. (3.2.1.11) 
Introducing the operator P, which we will call the LMT operator after Lasota, 
Mackey and Tyrcha, who have contributed greatly to this theory, defined by 
r>.(x) [ {) ] 
Pf(x) =lo - ax H(Q(>.(x)) -Q(y)) J(y) dy, (3.2.1.12) 
these relations may be written in the more abbreviated forms fn+I = P fn and fn = 
pn f0 • Under some simple regularity conditions concerning >., Q and H, (3.2.1.12) 
defines a stochastic operator on the space £ 1 (R+) of all integrable functions defined 
on the half line R+ = [O, oo). These assumptions will be formulated in (3.2.1.16) 
and {3.2.1.17). 
At this point it is worth noting the explicit use of the inverse function 0-1 (x) in 
the derivations of (3.2.1.9) and (3.2.1.11). In some applications it may happen that 
the functions </>(x) and q(x) vanish on an interval 0::; x::; x0 and are only positive 
for x > x0 • In this case it is clear that Q(x) as given by (3.2.1.7) also vanishes for 
3.2 BIOLOGICAL MODELS 57 
0 ::; x ::; x0 and is thus not invertable. However, as is shown in the Appendix of 
(LMT], (3.2.1.9) and (3.2.1.11) are still valid. 
If the densities fn are given then it is easy to find the density of the distribution 
of the interevent intervals, i.e., the time intervals D.tn = tn+l - tn between the n•h 
and (n + l)'' events. In fad (3.2.1.5) with t = tn+i gives 
l t•+l 1Ll.t. Tn = </>(II(s - tn, an)) ds = </>(II(s, an)) ds. 
'· 0 
Therefore 
prob(D.tn <:: x) =prob (tn <:: 1" </>(II(s,an))ds) 
= 100 prob (tn <:: 1" </>(II(s, t)) ds I an= r) fn(r) dr. 
From this and (3.2.1.4) it follows immediately that 
prob(D.tn <:: x) = 100 H (1" </>(II(s,r)) ds) fn(r) dr. 
By differentiation we can find the density distribution function of D.tn which is 
denoted by an(x). Namely, the density of the interevent intervals is 
°'n(x) = 100 h (1" </>(II(s, r)) ds) </>(II(x,r))fn(r) dr. (3.2.1.13) 
In the particular case when fn = f., (n = 0,.1, ... ) is a time independent stationary 
sequence the °'n has the same property. 
The study of the asymptotic properties of the LMT operator 
('·(x) 
Pf(x) =Jo K(x, y)f(y) dy, (3.2.1.14) 
is commenced, where 
a 
K(x,y) = - Bx H(Q(J..(x))- Q(y)). (3.2.1.15) 
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It will always be assumed that Q, >. and H satisfy the following conditions: 
.1. The functions Q : R+ --+ R+ and >.. : R+ --+ R+ are non-decreasing and 
absolutely continuous on each subinterval [O,c] of the half-line R+· Moreover 
Q(O) = >.(O) = 0 and Jim Q(x) = Jim >.(x) = oo. 
x-+oo x-+oo 
(3.2.1.16) 
2. The function H : R+ --t R+ is non-increasing, absolutely continuous on each 
interval [O, c], and 
H(O) = 1, Jim H(x) = 0. 
x-+oo 
(3.2.1.17) 
Obviously (3.2.1.14) defines a stochastic kernel operator (see Definition 1.2.1), 
since for each y ER+ we have that J0>.(x) K.(x, y) dx = 1, because H(O) = 1. Thus 
the results which are presented in Chapter IV are valid. 
In studying the asymptotic properties of LMT operators the following equation 
will prove very helpful: 
1°" V(Q(>.(x)))Pf(x) dx = 1°" J(y) dy 100 V(x + Q(y))h(x) dx, (3.2.1.18) 
where f E £ 1 is non-negative and V : R+ --t R+ is an arbitrary Borel measurable 
function. The proof is as in [LMT], p. 780. 
~o verify (3.2.1.18), note that from (3.2.1.12) 
I= 1°" V(Q(>.(x)))Pf(x) dx 
= 1°" >.'(x)q(>.(x))V(Q(>.(x))) dx 1>.(x) h(Q(>.(x)) - Q(y))f(y) dy. 
Setting z = >.(y) we have 
I= 1°" V(Q(z))q(z) dx 1' h(Q(z) - Q(y))j(y) dy 
= 100 J(y) dy 100 V(Q(z)h(Q(z) - Q(y))q(z) dz. 
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Now substituting Q(z) - Q(y) = x, the following is immediately obtained, 
I= 100 J(y) dy 100 V(x + Q(y))h(x) dx, 
which completes the derivation of (3.2.1.18). 
3.2.2 The Exponential model. 
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The assumed independence of an and Tn plays a crucial role in the theory as 
developed to this point. It is obvious that this assumption is not easily justified even 
if one accepts the intuitive interpretation of biological time which has been used to 
support the independence assumption. In this section a mathematical argument is 
presented to strengthen the plausibility of the independence assumption concerning 
an and Tn· We will need the following ([LMT], Lemma 2): 
Lemma 3.2.2.1. Assume that X and Y are random variables such that Y 2: 
X 2: 0 with probability 1, and that the conditional probability of Y with respect 
to X satisfies 
prob(Y 2: y IX= r) = H(Q(y) - Q(r)) for y 2: r 2: 0, (3.2.2.1) 
where Q : R+ -+ R+ is strictly increasing and onto, and H : R+ -+ [O, 1] is 
a decreasing function. Then H is the survival function for the random variable 
Q(Y) - Q(X) and the variables Q(Y) - Q(X) and X are independent. 
Proof. Denote by Fx the cumulative distribution function for X. Then it follows 
that 
prob(Q(Y) - Q(X) 2: u, X 2: v) = 100 prob(Q(Y) - Q(X) 2: u IX= r) Fx(dr) 
= 1"" prob(Y 2: Q-1 (u + Q(r)) IX= r) Fx(dr) 
for u 2: 0, v 2: 0. 
··• 
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From this and (3.2.2.1) we have 
prob(Q(Y) - Q(X) ~ u, X ~ v) = 100 H(Q(Q- 1 (u + Q(r)) - Q(r))) Fx (dr) 
= 100 H(u)Fx(dr) 
= H(u)(l - Fx(v)) 
which completes the proof. • 
Lemma 3.2.2.1 will also be used in situations where Q(x) vanishes for x ~ x0 
(see the remarks following our derivation of (3.2.1.12) and the Appendix in[ LMT)). 
It is straightforward to show that Lemma 3.2.2.1 also holds in the case that Q(x) 
is invertable for x ~ xo and Y ~ x0 with probability one. 
To illustrate the usefulness of Lemma 3.2.2.1 in understanding the independence 
assumption, return to the considerations of Section 3.2.1. However, the existence of 
an internal (biological) time is not now assumed, nor is the assumption embodied 
in (3.2.1.4) made. Rather, it is assumed that the activator substance is produced 
according to (3.2.1.2) as before, and the following condition: 
The probability that an event occurs in the time interval [t, t + llt] given that it 
has not occured up to time t, is equal to 
tf>(a(t))llt + o(llt), (3.2.2.2) 
where a(t) is the activator level at time t. As before, it is assumed that after the 
event occurs, the activator level is reset to the level >,-I ("max)· 
Now consider the situation in which the system starts at time t = 0, when the 
previous event occured, with an activator level a(O) = r. By (3.2.1.2), the activator 
level at time t is simply 
a(t) = II(t, r). 
3.2 BIOLOGICAL MODELS 61 
Furthermore, using (3.2.2.2) it is easy to calculate the probability that the next 
event appears at a time t1 > t. Namely, 
prob(t1 ?: t I a(O) = r) =exp {- fo 00 ¢(ll(s, r)) ds}. 
Making, as before, the change of variables z = ll ( x, r) we have 
{ 1a(t) } prob(t1 ?: t I a(O) = r) =exp - r q(z) ds 
= exp{-Q(a(t)) + Q(r)}. 
Clearly, the condition t1 ?: tis equivalent to "max?: y where y = a(t). Thus, 
prob(amax?: y I a(O) = r) = exp{-Q(y) + Q(r)} 
By Lemma 3.2.2.1, this shows that the variables Q(amax) - Q(a(O)) and a(O) are 
independent, and furthermore that Q(Umax) - Q(a(O)) has an exponential survival 
function e-x. 
Now define 
r = Q(a(t)) - Q(a(O)) (3.2.2.3) 
so, in particular 
Tmax = Q(amax) - Q(a(O)) 
Then, since 
dr dt = q(a(t))a'(t) = q(a(t)) g(a(t)) = ¢(a(t)) 
we know that the function r satisfies (3.2.1.1). Furthermore, Tmax is independent 
of a(O) and has the exponential survival function H(x) = e-x. 
Thus, through the use of Lemma 3.2.2.1 the existence of a function having all 
of the characteristics that were originally postulated for the internal (biological) 
time has been demonstrated. As a consequence, the activator levels an satisfy 
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the recurrence relation (3.2.1.9) with exponentially distributed Tn and the density 
distribution functions off,, of a,, satisfy the operator equation fn+I =Pf,, with P 
defined by 
1
>.(x) { 1>.(x) } 
P f(x) = >.'(x)q(>.(x)) 
0 
exp - Y q(z) dz J(y) dy. (3.2.2.4) 
In the sequel, the system 3.2.2.4 will be referred to as an exponential model with 
transition probability given by (3.2.2.2). 
3.3 Cell Cycle Models 
In this section we offer concrete examples of the application of the general for-
mulation in the previous section by considering several mathematical models of the 
cell cycle. 
In interpreting the cell division cycle within the context of the general model, 
the occurence of an event is associated with the triggering of the process which 
ultimately leads to mitoses and citokinesis, and the activator is associated with an 
(as yet) hypothetical substance called mitogen (in some models, the cell size), that 
is necessary but not sufficient for cell division to occur. 
3.3.1 Tyrcha models. 
The class of models proposed by Lasota and Mackey (1984), Tyson and Hannsgen 
(1986) and Tyrcha (1988) is now considered. Within our framework these models 
may be described as follows. 
During the lifetime of the cell it mu*t traverse two phases denoted by A and 
B. The end of phase B corresponds with cell division. The duration of phase B is 
·• 
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constant, and is denoted by ts, while the length of phase A is considered to be a 
random variable. The transition of phase A to phase B is taken to be coincident 
with the occurence of an event, and the probability that this event occurs during 
the interval [t, t + ti.t] is given by (3.2.2.2} where a(t) is the mitogen level. The 
production of mitogen is governed by (3.2.1.1) with g(x) > 0 for x > 0 which means 
the activator is an increasing function of the clock time t. Within the context of 
the general framework developed earlier, the transition between phases A and B, 
i.e. when the event occurs, corresponds to the moment when the activator has 
reached the level Umax,n· Since the production of mitogen during B is still governed 
by (3.2.1.2) at cell division (the end of B) the activator has level II(ts, Umax,n)· 
Finally, in these models the mitogen is assumed to be divided equally between both 
daughter cells at cell division, so 
(3.3.1.1) 
or A(x) = II(-t 8 , 2x). (3.3.1.2) 
The class of cell cycle models satisfies all the conditions of the exponential model, 
which corresponds to the fact that the random variable TA has intensity function 
¢(s, (t, r)), and has an internal time defined by (3.2.2.3). 
Furthermore the quantities of mitogen in consecutive generations of newly born 
cells satisfy the recurrence relation (3.2.1.9) with r(x) having survival function e-"'. 
Lastly the transition operator for the evolution of mitogen density is given by 
(3.2.2.4). There are two specific features of these models we need to mention. 
Firstly, the reset function is not arbitrary but is explicitly defined by (3.3.1.2). 
Secondly (3.2.1.13) gives the distribution of the lengths of phase A of the cell cycle, 
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with the density of the duration of the entire cycle given by 
This description was first proposed by Tyrcha [Tyr]. It reduces to the Lasota-
Mackey model [LM2] if tB = 0, i.e. the cell division occurs with the critical event. 
It reduces to the Tyson-Hannsgen model [THl] if we assume g(x) = kx i.e. the 
cells grow (mitogen increases) exponentially with time and, 
cf>(x) = { p for x?: 1, 
0 for x < 1, 
(3.3.1.3) 
which means that the probability of cell division is zero for x < 1 and constant for 
x > 1. 
These models will be examined in the light of some stability results we will prove 
in Chapter V. 
3.3.2 Tyson-Hannsgen models. 
Extensions proposed by Tyson and Hannsgen et al. (1988) of the well known 
cell cycle models of Smith and Martin (1973) and Shields (1977) also fall within 
the general modelling framework. 
·In these situations it is also assumed that the cell goes through phases A and B, 
tB is constant, and the end of B corresponds with cell division. 
The difference is that t A is considered to be a random variable with a density 
distribution function 'ljJ so that, 
prob(tA ?: x) = 100 ,P(z) d(z). 
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The activator (mitogen) produced by dynamics described by (3.2.1.2) is assumed 
not to affect tA and divides equally between mother and daughter cells at division. 
Thus, by assumption tA and a(O) are independent. 
To show this model may be described by the general framework assume that the 
event occurs at the transition from A to B. 
Furthermore, set 
ef>(x) = 1, H(x) = i"' ,P(z) d(z), 
and define,\ by (3.3.1.2). 
The condition 4> = 1 simply means that the internal (biological) time T and 
the laboratory time t are either identical during any given cell cycle or differ by a 
constant amount. 
The special form of the function q = ~ is used to simplify the recurrence relation 
(3.2.1.9) considerably. Thus, solving (3.2.1.2) with a(O) = r we have 
This, in turn implies 
and, in particular 
l a(t) dx --=tor r g(x) 
Q(a(t)) - Q(r) = t, from (3.2.1.7). 
a(t) = fl(t, r) = Q-1 (Q(r) + t) 
.\(x) = fl(-tB, 2x) = Q-1 (Q(2x) - tB) 
Finally, out of (3.2.1.9) 
an+I =).-I (Q- 1(Q(an) + Tn)) 
l 
= 2Q-1 (Q(an) + r,. + tB) (3.3.2.1) 
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where Tn = tA. denotes the length of the A-phase during the n'th generation. 
A comparison of (3.2.1.9) and (3.3.2.1) suggests the following correspondence. 
Introduce a new variable 'Fn =ta+ Tn with density distribution function 
{ 
,P(x - ta) 
h(x) = 
0 
and a new reset function "X(x) = tx. 
for x ~ta, 
for x <ta, 
This corresponds to shifting events to the division points tA. + tB. 
With these new functions (3.3.3.1) is again a special case of (3.1.1.9) and the 
recurrence relation for densities is given by 
{2x 
Pf(x) = 2q(2x) Jo h (Q(2x) -Q(y)) f(y) dy. 
CHAPTER IV 
KERNEL OPERATORS 
. This chapter is the backbone of the thesis and we develop the theory of the 
asymptotic stability of kernel operators. 
4.1 Krasnoselskii's Theorem 
This theorem is ·an essential part of the theory and the well known proof is due 
to A. Krasnoselskii, (Kra). However, his proof is based on the assumption that the 
space £ 1 (µ) is seperable. We now present the following beautiful elementary proof 
due to A. Lasota, ([Las), Theorem 4.1), which does not require thatµ is u-finite. 
Note that we do not assume that the kernel is stochastic, i.e. we only assume it is 
non-negative, A 0 A-measurable, and maps £ 1 into £ 1• 
Theorem 4.1.1. Let (X, A,µ) be a measure space with P an operator on 
£ 1 (X), given by the kernel K, that maps £ 1 into L1 . Then every sequence Un} 
which is weakly convergent in L1 is mapped into a strongly convergent sequence 
{Pf,.}. 
Proof. Note that P is a non-negative operator and therefore bounded (see (Kra), 
Ch.I, 2.2). Consequently every weakly convergent sequence {f,.} is mapped into 
a weakly convergent sequence {Pf,.}. It remains to verify that {Pf,.} is strongly 
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convergent. This will be done in three steps. 
Step I. Assume in addition that µ(X) < oo and 
M = sup{K(x, y): (x,y) EX XX}< oo. 
In this case for almost every x E X the mapping f ---+ P f(x) defines a bounded 
linear functional on £ 1 . Denote by J. the weak limit of {/n}· We therefore have 
Jim P fn(x) = P f.(x) a.e. 
n-+oo 
This pointwise convergence and the inequality 
IPfn(x) - P f,(x)I S Mllfn - /.Iii S M(ll/.!11+sup11/nlli) 
n 
imply the strong convergence of {Pfn} to f •. 
Step II. Consider a more general situation where µ(X) < oo but K is not nec-
essarily bounded. We consider the weakly convergent sequence {/n} again, and fix 
an £ > 0. Since the functions {fn} are uniformly integrable, there is a c > 0 such 
that 
llPll j lfn(x)I dµ(x) S ~ for every n EN 
A. 
(4.1.1) 
where An = { x : lfn ( x) I > c} and llPll denotes the norm of the operator P : £ 1 ---+ 
L1. Write fn in the form fn = fn0 + fn1 where 
fno(x) = { fn(x), if lfn(x)I Sc 
cfn(x)/lfn(x)I, if lfn(x)I > c. 
Evidently Ifni I S Ifni and fn1 (x) = 0 for x '/.An. Therefore (4.1.1) implies that 
£ 
llPllll!nilh S 2 for every n EN. (4.1.2) 
From the equality 
ff K(x,y)dµ(x)dµ(y) = l!Plxlh < oo 
XxX 
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it follows that K is integrable on Xx X. Write Kin the form K = K0 + K1 where 
( ) { 
K(x,y), if K(x,y)::::; r 
Ko x,y = 
r, if K(x, y) > r, 
and r is a positive number. Denote by Po and P1 the integral operators correspond-
ing to the kernels Ko and K1 respectively. For sufficiently large r we have 
llP1lxJl1 =JJK1(x,y)dµ(x)dµ(y) < !_, 
- 2c 
XxX 
( 4.1.3) 
Now, using (4.1.2) and (4.1.3) we may evaluate the difference Pfn - Pofn, namely 
(4.1.4) 
By Step I the sequence {Pofn} is strongly convergent. Since E > 0 was arbitrary, 
(4.1.4) implies that {Pfn} satisfies the Cauchy condition and is also strongly con-
vergent. 
Step III. Consider the general case, without any additional assumptions. As 
usual, we assume that Un} is weakly convergent. Then {Pfn} has the same prop-
' 
erty and for every E > 0 there is a set A of finite measure (See [DS], Ch.IV, 13), 
such that 
J IP fn(x)I dµ(x) ::::; ~' llPJI J lfn(x)I dµ(x) ::::; ~ for n EN. ( 4.1.5) 
X\A X\A 
We write KA(x,y) = lA(x)lA(y)K(x,y) and denote by PA the kernel operator 
corresponding to KA. Now, using (4.1.5), we have 
JIP f,. - PAfnll1 ::::; J IPfn(x)I d~(x) + f)Pfn(x) - PAfn(x)I dµ(x) 
X\A 
::::; ~ + L IP(lx\Afn)(x)I dµ(x) 
::::; ~ + JIPll J lfn(x)I dµ(x) ::::; E. (4.1.6) 
X\A 
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The restriction of an f E L1 (X) to the set A will be denoted by j. We claim that 
the sequence {in} is weakly convergent in L 1 (A). In fact, to every linear functional 
<p : L 1 (A) -+ R there corresponds a linear functional <p : L1 (X) -+ R given by 
<p(f) = <p(}). This functional is evidently bounded, since 
l'PU) I s: ll<PllL1 (A) ll!llL, (X). 
Consequently 
where f. is the weak limit of {fn}· The last condition may be written in the form 
lim <p(in) = <,O(}.) 
n-too 
and the claim is proved. 
We now denote by P the restriction of PA to L1(A). According to Step II the 
sequence {Pfn} is strongly convergent in L1(A). Thus, since PAfn are the trivial 
extensions of Pin to the space L1 (X), the sequence {PAfn} is strongly convergent 
in L1(X). Returning to the inequality (4.1.6), observe that it is valid for every 
E > 0 and sufficiently large set A. This implies that {Pfn} satisfies the Cauchy 
condition for the strong convergence in L 1 (X) and the proof is complete. • 
This proof is quite long, because in the general situation we cannot use the 
identification between the space of all bounded linear functionals on L1(X) and the 
space L 00 (X). 
The theorem can also be formulatecl in terms of compact sets, not necessarily 
sequentially compact. We have, namely, (Las], Corollary 4.2, 
Corollary 4.1.1. If a kernel operator P : L1 (X,A, µ) -+ L1(X, A,µ) is given, 
then for each weakly compact set :F C L1 the image P(:F) is strongly compact. 
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Proof. Let F C L1 be weakly compact. According to the Eberlein-Smulian 
theorem the set Fis sequentially compact, i.e. every sequence fn E F contains a 
subsequence{/.,.} which converges weakly to an/. E L1 . Since Fis weakly closed, 
we have f. E F. By Theorem 4.1.1 this implies that P(F) is sequentially compact 
and closed. Since L1 is a metric space, P(F) is compact. • 
Remark 4.1.1: It should be noted that this theorem is not related to the weak 
and strong compactness of integral operators. See [Las] for a stochastic kernel 
operator which is neither strongly nor weakly compact. D 
This theorem has far reaching consequences we will exploit later in this chapter. 
As an example of its usefulness we can easily prove two simple corollaries, using 
Krasnoselskii's theorem instead of the general form of the Spectral Decomposition 
Theorem. We follow the reasoning in [LM3J, p.107. 
We will apply the theorem to stochastic kernel operators where the kernel is 
bounded by a L1-function g, i.e. 
K(x, y) ~ g(x), where g E L1 . 
For every density f we have 
Pf(x) = l K(x, y)f(y) dy 
~ g(x) l f(y) dy = g(x). 
Thus, for this kernel, the set P(V) is weakly precompact. Further, since pk(V) <:; V 
we have P" f E P(V) for each f E V and n E N. Combining this with Krasnosel-
skii's theorem we see that {P" !} is strongly precompact, and we may apply the 
original form of the Spectral Decomposition Theorem of Lasota to conclude that P 
is asymptotically periodic. 
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We also note that these results remain valid if for some iterate pm the corre-
sponding kernel Km is bounded by an £ 1-function. (It is easy to show that if P is 
given by a kernel, so is every iterate). 
We have proved the following two results, p.107 of (LM3], 
Corollary 4.1.2. If the kernel K is bounded by an integrable function, i.e. 
K(x, y) :-::; g(x) 
for g E £ 1 , then the integral operator Pis asymptotically periodic. 
and, in conjunction with Theorem 2.2.4, 
Corollary 4.1.3. If there exist an integer m and a g E £ 1 such that 
Km(x, y) :'.> g(x), 
where Km corresponds to pm and there exists a set S C X, µ(S) > 0, such that 
Km(x,y) > 0 for x E S,y EX, then Pis asymptotically stable. 
4.2 Doubly Stochastic Operators that Overlap Supports 
As explained in Chapter I a stochastic operator with a positive invariant den-
sity can always be replaced by it's doubly stochastic counterpart. It is therefore 
sufficient to consider operators for which Pl = 1. 
We recall from Chapter I that conservative operators are non-disappearing and 
the result from [KL] regarding non-disappearing operators and also. Theorem 1.3.4. 
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We give as in (BaB) 
Proposition 4.2.1. If Pis doubly stochastic and overlaps supports, it is weakly 
operator mixing. 
Proof. We consider P and P* as linear contractions on £2(µ) and we denote the 
linear subspace of L2 (µ) on which P acts as an invertable isometry by K, as in 
'Theorem 1.3.4. 
It is now shown that K consists of constant functions. We have that p•n pn = 
pn p•n = Id on K. Consider f such that p•n pn f = f for all natural n. Since the 
p•n pn are conservative, we have that for all a E R the sets 
Fa= {x EX: J(x) >a} 
are invariant (i.e. p•npn1F. = lp.). If f is not constant, we can find a such 
that Fa is non-trivial. Since P**n = pn and the operators we are considering are 
non-disappearing pn lF. = lE •.• for some En,a E A. Because pn preserves 1 we 
get pnlF• = lE· . 'Therefore pn1F /\ pn1F• = 0 for all n, which contradicts that 
Q. ... ,.. G 5 
P overlaps supports. 
Now, according to 'Theorem 1.3.4, pn(f-1) --+ 0 weakly in £ 1 for every f EV 
n-+oo 
and the proof is complete. • 
'To the end of Section 4.2 we will deal with stochastic operators which are defined 
by a family of transition probabilities, i.e.. we assume P(x, A) is a probability 
measure for each x. Clearly if P has transition probabilities so has every iterate 
pn_ 'These are denoted by pn(x,-) and satisfy the following Kolmogorov type 
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equation 
pn+m(x,A) = J Pn(y, A) pm(x, dy). 
The formula (1.2.3) extends P on the Banach lattice M(X) of all signed and 
bounded measures on (X,.A). We denote by v = Vac+v, the Lebesgue decomposi-
tion of v into the absolutely continuous and singular parts w.r.t. µand d;~, E L1 (µ) 
stands for the Radon-Nikodym derivative. 
We quote the "0-2 Law" which is due to Ornstein and Sucheston [OS]. This 
version comes from [Fo2], (Theorem 2). 
Theorem 4.2.1 (0-2 Law). Let P be a stochastic operator on L1 (X, .A,µ) 
such that pk is ergodic and conservative for every positive k. 
Then, either 
(0) lim llPn+k - pnll = 0 for all k 2 1 
n->oo 
or (2) pn+k(x, ·) J_ Pn(x, ·) forµ almost all x EX and all n, k 2 1. 
As in [BaB] we provide an alternative proof for the following fact first noticed 
in (OS]. We note that it holds for general stochastic operators. 
Corollary 4.2.1. Let P be in the 0-class and doubly stochastic. Then P is 
asymptotically stable. 
Proof. Let f E V be arbitrary. The Mean Ergodic Theorem holds for doubly 
stochastic operators, hence 
N-1 1 . 
AN f = N L pk f -+ 1 in the norm as N -t oo. 
k=O 
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Given £ > 0 we choose No S N such that llAN,f - 1111 S f and llpn+k - pnll S £ 
for all 0 S k S N0 and n E N. Now for each f E D we have 
No-I 
:'S ~ 
0 
L (Pn - pn+k)J + llPn(AN,f - l)Jl1 
k=O . 1 
No-1 
:'S _!:._ L JIPn - pn+klJ + llAN,J - lJJi :'S 2£ 
No k=O 
for all n E N, and P is asymptotically stable, which completes the proof. • 
Modifying the teminology of (Rud] slightly we say P is non-singular if there 
exists a set of Y ~ X of positive measure such that for every x E Y there exists 
m(x) such that pm(x) has a non-trivial absolutely continuous part w.r.t. µ. 
The following result from (BaB] corresponds to Theorem 1 from (Rud] but uses 
different techniques and the proof is much simpler. 
Theorem 4.2.2. A doubly stochastic non-singular operator P that overlaps 
supports is asymptotically stable. 
Proof. By Proposition 4.2.1 P is w.o.m .. This implies that pk is ergodic and 
conservative for aJl k. Now it suffices to exclude alternative (2) of the 0-2 Law. 
For this take x E Y and consider P~ ( x, ·). If m :'.:: m( x) then 
f ( ) dP~(x,·) d f ( ) dP~+l(x,·) m x, · = dµ an m+l x, · = dµ 
are non-negative nonzero £ 1 (µ) functions. Since P overlaps supports we have 
0 < pnf (x ·) /\ pnf (x ·) < d(Pm+n(x, ·) /\ pm+n+1 (x, ·)) 
m , m+l , _ d 
. µ 
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if n is large enough. Therefore (2) fails and by Coroliary 4.2.1 P is asymptotically 
stable and the proof is complete. • 
From the definitions we notice that a Harris operator is non-singular and thus 
we immediately have, 
Corollary 4.2.2. A Harris operator given by transition probabilities with a 
positive invariant density that overlaps supports is asymptotically stable. 
We also have the folJowing corolJary similar to Theorem 2.2.4 which does not 
assume constrictivity but that P is Harris instead. It generalises Corollary 1.1 in 
the paper [BL]. 
Corollary 4.2.3. Let P : L1 (µ) -+ £ 1 (µ) be a Harris operator with a positive 
stationary density. Assume there exists A E A, µ(A) > 0 such that for every 
f E D there exists no = n0 (!) such that pno f ( x) > 0 for a.e. x E A. Then P is 
asymptotically stable. 
We will need the folJowing which is Coroliary 1.2 [BL] and uses Theorem 2.3.2. 
Corollary 4.2.4. Let P : £ 1 (µ) -+ £ 1 (µ) be a kernel operator that overlaps 
supports with invariant density J. (we do not assume f. > 0). Set C' =supp J. If 
there exists a fi > 0 such that condition (2.3.5) is satisfied, then Pis asymptotically 
stable. 
Proof. According to Theorem 2.3.2 it is sufficient to show that the operator Pc• 
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is asymptotically stable. Evidently, 
Pc•f(x) = { K(x,y)J(y) dµ(y) le• 
for every J E L1(C') and 
from which we get 
o = { J.(y) dµ(y) - { Pc• J.(x) dµ(x) lc1 lc1 
= { (1 - K(x, y) dµ(x))J.(y) dµ(y), le• 
{ K(x, y) dµ(x) = 1 for a.e. y EC'. le• 
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This shows that Pc• is a kernel operator, and thus non-singular and we may apply 
Theorem 4.2.2. Therefore Pc• is asymptotically stable. • 
4.3 Strong Feller Kernels 
We prove asymptotic stability results for kernels which are Strong Feller. We will 
notice in Chapter V that LMT kernels are Strong Feller (under weaker assumptions 
than those in [BL]), and thus these results are applicable. 
Let (X, d) be a locally compact, metric, Polish space and let B denote the Borel 
o--algebra of subsets of X. Letµ be a a-finite measure on (X,B). 
Note that each stochastic kernel operator may be extended to the Banach lattice 
M(X) of all bounded and signed Borel measures on (X, 8) by (1.2.3). 
Definition 4.3.1. We say a kernel operator on £ 1 (µ) is Strong Feller in the 
strict sense if its kernel satisfies 
X 3 y-+ K(.,y) EVµ is £ 1-norm continuous. (4.3.1) 
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Note that (4.3.1} implies the continuity of P*h, where h E £ 00 (µ). 
It is also well known that if Xis compact then kernel operators satisfying (4.3.1} 
are compact. The behavior of iterates of compact, linear and positive operators 
on Banach lattices is well understood (see [Bal]}. But if X is not compact then 
the asymptotic regularity of iterates may be lost. To restore them we need some 
extra conditions. Given a stochastic operator satisfying (4.3.l} we will identify an 
invariant sublattice on £ 1 (µ} on which Pis asymptotically periodic. This sublattice 
appears to be trivial exactly when for each compact K ~ X, there exists an f E V µ 
such that 
n-1 
Jim !_ '"""' r pi f dµ = 0. 
n-+ao n ko jK . 
By Co(X) we denote the Banach lattice of all continuous functions (endowed 
with the ordinary sup-norm 11 · ll,up or II· 11 00 ), hon X, such that for every E > 0 
there exists a compact set E, ~ X such that lh(x)I ~€for all x ~ E,. 
Given a stochastic operator P we denote by F the minimal measurable set which 
carries the supports of all P-invariant densities. (The existence follows from the 
separability of £ 1(µ) ). Obviously L1(F) is ?-invariant. 
We quote the following theorem due to W. Bartoszek, ([Ba3], Theorem 1}, and 
present the proof. 
Theorem 4.3.1. Let P be a stochastic kernel operator on £ 1 (µ)which is Strong 
Feller in the strict sense and such that P* preserves Co (X). If: 
there exists a compact set K ~ X such that 
(4.3.2} 
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for all f E 'Dµ, then Fis non-trivial and Pis asymptotically periodic on £ 1(F). In 
particular, there are only finitely many P-invariant ergodic densities. 
Proof. We first show that P admits a stationary density. 
The set of all subprobabilistic measures on X is a compact, convex set w.r.t. the 
vague topology (we say that a variation norm bounded sequence of measures Vn is 
vaguely convergent to v if lim Ix hdvn =Ix hdv for all h E Co(X) ). Given 
n-->oo 
f E 'D" we may choose a sequence nk /' oo so that the measures with densities 
are vaguely convergent. By ( 4.3.2) the limit v is nonzero and P An• tends to Pv 
vaguely. Since 
llAn,J-PAn,Jlh = llpn• J- 1 11 --+ 0 
nk 1 k-+oo 
we conclude that v = Pv E £ 1 (v) is a fixed point of P. Normalising v if necessary, 
we obtain a P-invariant density. 
We now show that the linear subspace (sublattice) Fix(P) of all P-invariant 
functions is finite dimensional. 
Assume we are given pairwise orthogonal P-invariant densities ft, ... , fk. By ( 4.3.2) 
we have JK f; dµ > 0. Now consider the following family of (restricted to K) 
continuous functions 
Clearly 
and 
9; = (P*lF;)IK where F; =supp(!;). 
g;(x) = 1 for all x E F; n K, 
g;(x) = 0 if x E LJ F 1 n K. 
l,t; 
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As a result 
ll9j - 9illoo = 1 for j -f. l. 
The condition (4.3.1) combined with the Arzeli theorem now easily give II · lloo 
compactness of p• B1 IK, where B1 stands for the unit ball of £ 00 (µ). Hence k is 
bounded and there are only finitely many ergodic P-invariant densities !1 ... fr· 
For a fixed 1 :S: j :S: r we will now show that P is asymptotically periodic on 
£ 1 (Fj)· 
First we see that every trajectory 
is £ 1-norm relatively compact. We may confine discussion to 0 :S: f :S: fj. Clearly 
1(!) is weakly compact (it follows from the invariance and weak compactness of the 
order interval [O,fj] = {! E L1(Fj): 0 :S: f :S: fj}, see [AB], Theorem 12.9). It now 
immediately follows from Krasnoselskii's theorem that 1(!) is relatively compact. 
We denote the subspace of all £ 1-norm recurrent f E £ 1 (Fj) by nj. It is well 
known that nj consists of all limit vectors in £ 1 (Fj) (see Lemma 2.5.1). Given a 
sequence.!!= nk /' oo we denote the closed sublattice of nj consisting of all vectors 
f which are recurrent along the sequence nk (i.e. llPn• f - !Iii -+ 0 as nk -+ oo) 
by n~. 
·We notice that regardless of the dimension of n~, for every com pa.ct C ~ X the 
restricted sublattice n~le is finite dimensional. In fa.ct, we see that dim n~le :S: re 
where re denotes the largest j such that there are 
with 
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1 
sup lh1(x) - h1(x)I ::'.'. -
xEe 2 
for distinct I,[ (It follows from (4.3.1) that re is finite). 
Let 
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form a normalised, positive and orthogonal basis in Onie (for some /31 ::'.'. 1 and 
g1 E !1~. Given E > 0 we find a compact set C = C, ~ X such that 
For each density g E nli there exists n such that 
We have 
re 
pngle = L:a1§1, where a1 > 0, and 
I=! 
re 
L°'I > 1- €. 
I=! 
Equivalently, for each g E nli there is a natural n such that 
Therefore 
where :F,,j denotes the £ 1-norm closure of the set 
{
re re } 
:l:a1Pk§1:k=0,1,2, ... ,La1~l,a1::'.'.0 . 
l=l l=l 
Because all trajectories in L1(Fj) are norm .relatively compact the set :F,,j is com-
pact. Clearly it ·is P-invariant. Hence by recurrence of png we obtain 
dist(g, :F,,;) < €. 
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Since E > 0 is arbitrary this implies that the set of all densities from n.!1 is relatively 
compact, and !1zj. is finite dimensional with dim n.!1:::; re. P has a positive inverse 
on n.!1, so from the general theory of stochastic operators p permutes vectors of a 
unique, positive, normalised and orthogonal basis in n.!1. In particular, Pis periodic 
(i.e. pd= Id where d = d(!!) depends on:!!) on r!n. 
For arbitrary r!.!1, !1m we may find d (for instance d = d(R) · d(m)) such that 
r!.!1, rim.~ nkd· Hence 
dim r!;le =dim {fie: f E fl;}:::; re. 
Repeating the arguments we applied to r!nlc, we construct a compact set J:, such 
that 
dist(g, .F,) :::; E for all densities g E !1;. 
Finally, this implies that fl; is finite dimensional and for each density f E L1 (F;) 
the iterates pn fare attracted to the set V,.nn;, which is obviously norm compact. 
By Theorem 2.2.3 Pis asymptotically periodic on L1 (F;). 
We easily extend this property to L1(F) ·where F = Uj=1F;. • 
We also present the next result which we will need in Chapter V, as in (Ba3], 
(Corollary 1), which investigates the case where inequality (4.3.2) holds uniformly 
(condition (ii) in the following). 
Corollary 4.3.1. Let P be a stochastic kernel operator on L 1 (µ) satisfying 
(4.3.1) and such that P* preserves Co(X). Then the following conditions are equiv-
alent: 
(i) Pis asymptotically periodic on L1(µ). 
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(ii) There exist a compact set K ~ X and 8 > 0 such that 
l. f, J + p J + ''' + pn-1 J d < imsup µ > u 
n-+oo K n 
for all f E 'Dµ. 
Proof. Only (ii) implies (i) needs to be proved. By Theorem (4.3.1) it is enough 
to show that for ea.ch f E 'D µ we have 
lim r pn f dµ = 1. 
n-+oo}F . 
Choosing a subsequence if necessary we may insure that 
in the £ 1-norm where f. is P-invariant. By (ii) we easily get 
As a result for every f E 'D µ there is a natural n such that 
l pnj dµ > 8. 
Suppose that there exists f E 'D µ with 
8(!) = Jim r pn f dµ < 1 
n-+oo} F 
and m is large enough so that 
l pm J dµ > 8(!) - (1 - ~(!))8' 
Consider 
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There is further an n such that 
We now have 
l pn+m f dµ = lpn(lFPm f + lF<pm /) dµ 
= l pn(lFPmf)dµ+ l pn(IF<Pmf)dµ 
> { pm Idµ + Ii { pm Idµ }p }pc 
?: Ii(/) - {l - ~(/))Ii+ (1 - li(f))li 
= 6(1) + (1 - ~(/))Ii > Ii(!). 
contradicting the definition of Ii(!). • 
Remark 4.3.1. Both the results remain valid for P being Strongly Feller (i.e. 
P*h is continuous for all f E £ 00 (µ)). In fact, it is well known (See Theorem 5.9, 
p. 37 in (Rev]), that Strong Feller implies (4.3.1) for P 2• D 
.CHAPTER V 
CONVERGENCE OF LMT OPERATORS 
In this chapter we apply the general theory of kernel operators developed in 
Chapter IV to the special case of the modelling framework that was described in 
Chapter III, i.e. we use the results obtained to study the asymptotic stability of 
LMT operators. Of course, this is only one of the many possible applications of the 
theory in Chapter IV. 
Firstly we must notice that the results of Section 5.3 are applicable to LMT 
.operators. 
Using [Loj] Theorem 7.4.8, we can easily check (as in [Ba3]), that, if Yn --t y 
n-->oo 
then 
100 {} {} l-;;-H(Q(,\(x)) - Q(y)) - -;;-H(Q(>.(x)) - Q(yn)JI dx o uX uX · 
= 100 lh(Q(>.(x)) - Q(y)) - h(Q(A(x)) - Q(yn))I (Q o >.)'(x) dx 
~ 100 lh(t - Q(y)) - h(t - Q(Yn))I dt --t o 
0 -00 
using our convention that h(x) =: 0 if x :::; 0. Hence LMT operators are Strong 
Feller in the strict sense. 
Furthermore, . 
{} 
K(x, y) = - {}x H(Q(,\(x)) - Q(y)) = 0 
Typeset by AMS-TEX 
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if x ::; .x-1 (y) = inf{O ::; z: .X(z) = y} and .x-1 (y) --+ oo as y--+ oo, thus p• 
preserves Co (R+). 
5.1 Bartoszek Stability Results 
We first prove the following as in [BL] (Theorem 2.1), but we may simplify the 
proof because of our Theorem 4.3.1. 
Let h be the density which corresponds to the probability distribution H, i.e. 
h(x) = -H1(x). 
Theorem 5.1.1. If there exists an a E (0, l] such that 
100 x"'h(x) dx < lim inf(Q(.X(x))"' - Q(x)"'), 0 x-+oo (5.1.1) 
then the corresponding LMT operator has a stationary density and is asymptoti-
cally periodic. 
Proof. We define 
a= f
00 
x"h(x) dx. lo . 
Using (5.1.1) we can find positive numbers£, p and x 0 such that 
a+£< p < Q(.X(x))"' - Q(x)" for x :'.'. x0 • (5.1.2) 
· We will show that for every f E V there exists an integer no(!) such that 
n :'.'.no(!), (5.1.3) 
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where 
M := sup{IQ(>.(x))" - Q(x)" - Pl: 0 ~ x ~ xo}, (5.1.4) 
which will imply that the conditions for Corollary 4.3.1 are satisfied, and thus Pis 
asymptotically periodic and admits a stationary density. 
Using (3.2.1.18) with V(x) = x" and JED we have 
100 (Q(>.(x)))"PJ(x)dx= 1"° f(y)dy 100 (x+Q(y))"h(x)dx 
~ 1"° J(y) dy 1"° (x" + Q(y)")h(x) dx 
= rI + 1"° J(y)Q(y)" dy. (5.1.5) 
Fix f E D such that 
and define 
1"° Q(x)" J(x) dx < oo 
1 n 
fn = - }:,Pkf for n= 1,2,. ... 
n 
k=1 
From (5.1.2), (5.1.5) and (5.1.6) it follows that 
1"° (Q(>.(x))" Pfn(x) dx ~ rI + 1"° Q(x)" fn(x) dx 
and that the integral on the right hand side is finite for every n. Hence 
{"° (Q(>.(x))" - Q(x)")fn(x) dx ~ rI + _!_ {"° Q(>.(x))"Pf(x) dx. Jo n.fo 
Since rI < p - ,, there exists a positive integer n0 (f) such that 
1"° (Q(>.(x))" - Q(x)")fn(x) dx ~ p- f for n 2 n0 (f). 
On the other hand, taking (5.1.2) into account, we have 
1"° (Q(>.(x))" - Q(x)")fn(x) dx 
21xo (Q(>.(x))" - Q(x)")fn(x) dx + p100 fn(x) dx. 
0 ~ 
(5.1.6) 
(5.1. 7) 
·• 
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Consequently, 
1xo (Q(A(x))" - Q(x)")fn(x) dx ::0 p- € - P100 fn(x) dx 0 Xo 
r· 
=p Jo fn(x)dx-€ 
for n:;:: no(!), which together with (5.1.4) gives 
1Xo 1"'' -M 0 fn(x) dx ::0 0 (Q(A(x))" - Q(x)" - p)fn(x) dx ::0 -€ 
for n 2: no(!). This implies (5.1.3) and even a stronger inequality with the right 
hand side €/M. The above argument was valid for f satisfying (5.1.6). To get 
{5.1.3) for every density it is enough to observe that the set of all f E 1J such that 
(5.1.6) holds is dense in 1J. This completes the proof. • 
We give the proof of the rather technical result from [Ba3] (Theorem 2), which 
gives some more general information on LMT operators, using Corollary 4.3.1. 
Theorem 5.1.2. Let P be the LMT operator associated with H, Q and A. 
Assume that there exists numbers a > 0 and 8 > 0 so that 
. 1• f+Pf+···+Pn-if hmsup > 8 
n-+oo 0 n 
for all f E 1J. Then 
(a) a.:= sup{x 2: 0: A(x):::; x} <a 
(b) Fix( P) is finite dimensional and lim llPn J - S Jll = 0 for all J E L1 {R+) 
n-+oo _ 
where Sis the stochastic projection on Fix(P). 
(c) dim(Fix(P)) ::::: r T(P,a) l where 
T(P,r) = sup{t > 0: ifO:::; y,y:::; rand IY- ill:::; t then llK(·,y) -K(·,iJ)ll < 2} 
and fzl EN is the smallest number such that fzl 2: z. 
In particular, ifT(P, a) :;:: a then Pis asymptotically stable. 
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Proof. By Corollary 4.3.l the operator Pis asymptotically periodic. If >.(x) ~ x 
then the space L1([x,oo)) is ?-invariant. It easily follows that 
{ 
H(Q(>.(c) - Q(y)) - H(Q(>.(d)) - Q(y)), 
P*l[c,d)(Y) = 1 - H(Q(>.(d)) - Q(y)), 
0 . 
If .>.(c) ~ c then substituting d = oo we get 
P*l[c,oo) (y) 2'. l[c,oo) (y) for all y. 
ifO ~ y < .>.(c) 
if .>.(c) ~ y < >.(d), 
if >.(d) ~ y. 
Hence the set {x: .>.(x) ~ x} must be bounded and a. is finite. Now it is clear that 
>.(a.) =a. and a. < a. 
Let 91, ... , 9r be a basis of positive, normalised and pairwise orthogonal functions 
in the space Q of all recurrent elements, and let 91 , ••• , 91 be a cycle (i.e. P9i = 9i+I 
for 1 ~ j < l where j + 1 is understood modulo 1). Denote 
Di= supp 9i and Cj = essinf Dj· 
Then we have 
P*lv; (y) = 1 if y E Dj-I, and 
P*lv;(Y) = 0 for all y ED, if s #j-1. (5.1.8) 
We may assume that max{ c1, ... , q} = q. Thus, 
By continuity we have 
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Since 
P*l ( ) - { H(Q(J..(ez)) - Q(y)) 
[c,,oo) Y - l 
if 0:::; y:::; J..(c,), 
otherwise, 
we may conclude that 
H(Q(J..(c1)) - Q(y)) = 1 for all c1-1 :::; y:::; J..(q), 
and therefore 
This implies that £ 1 ([ci, oo)) is ?-invariant, and since g1, •.• , g1 form a cycle it is 
possible only if c1 = c2 = · · · = q. Hence I = 1, because by (5.1.8) the continuous 
functions P*ln; t~ke values 0 and 1 arbitrary close to c1. Repeating this discussion 
for other cycles, one obtains the result that each of them is reduced to a singleton 
and the convergence 
lim llP" f - S/11=0 
n-->oo 
follows. It is clear that S is a finite dimensional stochastic projection onto n = 
Fix(P). Let F1, ... , Fr be supports of ergodic densities. We have 
llk(·,y) - k(·, 11)11=2 
if y, y are taken from distinct sets Fj n [O, a). This yields the estimation 
dim(S) :::; r T(;, a) l 
and the result is proved. • 
Combining Theorem 5.1.1 and Theorem 5.1.2 we immediately get: 
Corollary 5.1.1. Let P be an LMT operator which satisfies condition (5.1.1). 
Then there exists a finite dimensional projection S such that lim II pn f - S Jll = 0 
n--+oo 
for all f E L 1(R+l· Moreover dim(S):::; r T(P,a) l·. 
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Proof. Equation (5.1.3) holds because the requirements of Theorem 5.1.1 are 
satisfied, hence we may apply Theorem 5.1.2. • 
Remark 5.1.1. By a slight abuse of terminology we say Pis "stable" . This 
means that we know that P" f converges in £1-norm for every density f, but the 
invariant density f. to which it will converge depends on f. 
5.2 Asymptotically Stable LMT operators 
We give a result from [BL] (Theorem 2.2), which guarantees asymptotic stability 
in the case where his positive on an infinite interval and (5.1.1) is satisfied. These 
are quite general conditions which hold for many of the cell cycle models. 
Theorem 5.2.1. If there exists a positive number a :::; 1 such that (5.1.1) 
holds and a non-negative number c such that h(x) > 0 for a.e. x ~ c, then the 
corresponding LMT operator is asymptotically stable. 
Proof. According to Theorem 5.1.1 the operator P has a stationary density f •. 
We now define C =supp f. and we fix positive numbers£, p and x0 such that (5.1.2) 
holds. Further, we choose a positive number a such that 
,\(a)> Xo, Q(>.(a)) ~ c + Q(xo) 
and we define 
A= {x ~a: (Q o >.)'(x) > O}. 
Since Qo>. is absolutely continuous and Jim Q(>.(x)) = oo the set A is unbounded 
x-+= 
(esssupA = oo). We finally define the number M by (5.1.4). 
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If x E A, then 
1A(x) J.(x) = P J.(x) = (Q o A) 1(x) 0 h(Q(A(x) - Q(y))f.(y) dy 
?: (Q o >.)'(x) 1xa h(Q(A(x) - Q(y))J.(y) dy 
and 
(Q o )..)'(x) > 0, h(Q(>.(x) - Q(y)) for y E (0, xo]. 
From (5.1.3) with f = J. it follows that 
1
xa 
0 f.(y) dy > 0. 
This shows that J.(x) > 0 for x EA and that ACC. 
Using (5.1.3) it is also easy to show that 
sup { pn f(x)dx ?: 2~ {'"' h(u) du for f EV. (5.2.1) n le lQ(>.(a)) . 
In fact, according to (5.1.3) for every density f there is a positive integer k such 
that 
and consequently, 
l pk+I f(x) dx?: l pk+1 f(x) dx 
{ {A(x) 
= 1 A (Q o A) 1(x) dx lo h(Q(A(x) - Q(y))Pkf(y) dy 
?: l (Q o A)'(x) dx 1xa h(Q(>.(x) - Q(y))Pk f(y) dy 
= 1xa pk f(y) dy J.00 (Q o >.)'(x)h(Q(>.(x) - Q(y)) dx 
?: 1xa pk J(y) dy { 00 h(u) du 
0 lQ(A(a)) 
€ 100 ?: 2M h(u) du. Q(A(a)) 
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We finally observe that, for every density f there exists a positive number b = b(f) 
such that 
Pf(x) > 0 for x E [b,oo) n A. 
To show this we choose b0 > 0 such that J;• f(y) dy > 0, and b > 0 such that 
,\(b)?: bo, Q(,\(b))?: c+ Q(bo). 
For x E [b, oo) n A we then have 
l bo P f(x) ?: (Q o ,\)'(x) 0 h(Q(,\(x) - Q(y))f(y) dy > 0. 
Setting d = d(f,g) = max(b(f),b(g)) we obtain 
µ(suppPfnsuppPg)?: µ([d,oo) nA) > 0 for f,g ED. 
Thus the requirements of Corollary 4.2.4 are satisfied and the proof is complete. • 
We provide the reader with an example of an LMT operator as in [BL] (Example 
2.1), which is "stable" but not asymptotically stable, showing that the assumption 
in Theorem 5.2.l is indeed essential. 
Example 5.2.1. Leth be a density on [O,oo) such that h(x) = 0 for x?: y'C-c 
where c E (0, 1) is constant. Consider the operato~ P : £ 1 -t £ 1 given by the 
formula 
Pf(x)= 0 
. 121 f h(ylx- y)f(y) dy for x E (0, 1), 
2 
271 h(2x - y - l)f(y) dy for x ?: 1. 
In this case Q(x) = x, 
,\(x) = { Vx 
2x -1 
for x E [O, 1], 
for x > 1, 
H(x) = 1 - fox h(t) dt, 
(5.2.2) 
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and evidently assumptions (3.2.1.16) and (3.2.1.17) are satisfied. Moreover, for 
every °' E (0, 1), 
100 x"h(x) dx < 1 < oo = Jim ((Q(>.(x))" - Q(x)"'). 0 X~OO 
According to Corollary 5.1.l the operator Pis "stable". 
However, using (5.2.2) it is easy to verify the following property of P. 
Ifsuppf C (1,oo) then supp Pf C (1,oo) and ifsuppf C (O,c) then 
supp Pf C (0, c). Since c < 1 it follows from the definition that P cannot be 
asymptotically stable. D 
5.3 Sweeping LMT operators 
In the previous results concerning LMT operators inequality (5.1.1) played a 
crucial role, thus the question arises: "What can we say when (5.1.1) is not satis-
fied?". A partial answer is obtained when it is shown that an opposite condition 
implies that P is sweeping, as in (BL), Theorem 2.3. 
Theorem 5.3.1. Assume that 
sup (Q(>.(x))il - Q(x)il) < 1"' xilh(x) dx < oo, 
x2:xo 0 
for an x0 > 0 and (3 > 1 and that 
- -
Then P is sweeping. 
Proof. Define 
{"' . h(x)dx > 0. j Q(>.(xo)) 
zo = Q(>.(xo))il, w(z) = { :=::0 for z E [O, Zo), for z > z0 , 
(5.3.1) 
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and 
V(x) = w(Q(A(x)))ll) 
where £ > 0 will be chosen later. We will show that there exists a nonnegative 
constant r < 1 such that 
100 V(x)Pf(x) dx ~ r 1"° V(x)f(x) dx for each f EV. (5.3.2) 
Since V(x) admits a positive minimum on every compact set this inequality implies 
that Pis sweeping (Proposition 1.7.1). 
According to (5.3.1) there exists a number p such that 
We now define 
J(y) = ['" w((x + Q(y))ll) h(x) dx for y 2: O. Jo V(y) 
If y ~ xo then V(y) = w(z0 ) and 
oo Q(>.(xo)) oo 
I(y) ~ J ~~:i) h(x) dx = J :~::; h(x) dx + J 
0 0 Q(>.(x0 )) 
Q(>.(xo)) oo 
= J h(x) dx + J h(x)e-e(x~-zo) dx 
0 Q(>.(x0 )) 
00 
= 1- J h(x)(l- c«x~-z,))dx =: r1(£) < 1. 
Q(.\(xo)) 
w(xll) h(x)dx 
w(zo) 
If y > x 0 , then (Q(A(y))il - Q(y)ll) < p and, w(z) ~ e-•z for z 2: O, 
consequently, 
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From (3.2.1.18) it follows that 
1°" V(x)PJ(x)dx= 1°" f(y)dy 1°" w((x+Q(y))i3)h(x)dx 
= 1°" J(y)V(y)I(y) dy 
$/I (f) 1xo V(y)J(y) dy + /2(f) 1°" V(y)J(y) dy 
0 xo 
for every f ED. Now, since /i{f) < 1 for every'> 0, in order to show (5.3.2) with 
a constant I < 1 it suffices to prove that there exists an f > 0 such that /2 ( f) < 1. 
But the function 12 is differentiable on [O, oo) and 
and thus 
Consequently, for sufficiently small E > 0 we have r2(f) < 12(0) = 1, which com-
pletes the proof. • 
5.4 Applications to Cell Cycle Models 
The results of Bartoszek, and especially those of Baron and Lasota, for which 
proofs have been given in this chapter, unifies and extends many previous results 
on specific examples of cell cycle models scattered through the literature. See [GL], 
(LM2], [LMT], [LR], (Tyr], [THl] and (TH2]. We proceed to apply these results to 
the models described in Section 3.3. 
Consider first the Lasota Mackey model. In this case we have 
,\(x) = 2x and h(x) = e-x > O. 
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We shall examine the generalised Lasota Mackey model with arbitrary >.. Thus 
(5.1.l) with <> = 1 becomes 
(''" xe-"' dx < lim inf(Q(>.(x)) - Q(x)) Jo x-+oo 
or 
lim inf(Q(>.(x))- Q(x)) > 1. 
x-->oo 
(5.4.1) 
Thus (5.4.1) is a sufficient condition for asymptotic stability, on the other hand, if 
lim inf(Q(>.(x)) - Q(x)) < 1 
x-->oo 
then P is sweeping, according to Theorem 5.3.1. These results are more general 
than the earlier published ones of Lasota and Mackey and, later, Tyrcha, in [LM], 
[Tyr], and [LMT]. 
Many results have been published for the Tyson Hannsgen model, using a variety 
of techniques, but they all seem to follow easily from the theory we have presented. 
It can be checked, that, in this model 
and 
>.(x) = :'.. where <T = ekt8 
(T 
Q(x) = (t) Jn+ x where Jn+ x := max(O,lnx). 
After a simple calculation with <> = 1, (5.1.1) reduces to 
-p k 
Tln<T > 1, or - < -In <T. p 
This gives 
1 
where In 2 r > -+rB r=T· p 
is the size doubling time. This has the following simple interpretation: If the 
average sojourn time in phases A ·and B is less than the size doubling time, then P 
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is asymptotically stable. From Theorem 5.3.1 it follows that the opposite condition 
implies that Pis sweeping. These results were hypothesised by Tyson and Hannsgen 
and were first proved by Tyrcha in [Tyr) using other methods. 
We finally turn to the extensions of Tyson and Hannsgen to the Smith, Shields 
and Martin models. As in [LMT) we consider the special case where g(x) = kx". 
Then 
xl-a 
Q(x) = k(l _a), a f- 1, .A(x) = 2x. 
By a simple application of Theorem 5.2.1 we see that the condition 
1"" x<>h(x) dx < oo, a S 1, a< 1, 
is sufficient for P to be "stable". If, in addition, ..pis positive on an infinite interval, 
then so is h, and Pis asymptotically stable. Theorem 5.3.1 shows that Pis sweeping 
ifa>l. 
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