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Abstract 
All spaces are separable and metrizable. Suppose that the continuous and onto mapping f : X 4 
Y is compact covering. Under the axiom of xi-determinacy, we prove that f is inductively perfect 
whenever X is Bore], and it follows then that Y is also Bore]. Under the axiom Nf = NI we 
construct examples showing that the conclusion might fail if “X is Borel” is replaced by “X is 
coanalytic”. If we suppose that both X and Y are Bore], then we prove (in ZFC) the weaker 
conclusion that f has a Bore1 (in fact a Baire-1) section g : Y + X. We also prove (in ZFC) that 
if we suppose only X to be Bore1 but of some “low” class, then Y is also Bore1 of the same class. 
Other related problems are discussed. 
Keyworcls: Compact covering; Inductively perfect; Determinacy 
AMS classification: 03E60; 04A15; 54E40; 54H05 
Everywhere in this paper f : X -+ Y denotes a continuous and onto mapping between 
the spaces X and Y. By space we always mean a separable and metrizable space. 
We are interested in the comparison of the following two properties for f: 
(CC): “V L compact c Y, 3 K compact c X such that f(K) = L” 
and 
(IP): “3 X’ c X such that f(X’) = Y and V L compact c Y, 
the set X’ n f -’ (L) is compact”. 
The mapping f is said to be compact covering if it satisfies (CC) and inductively perfect 
if it satisfies (IP). Notice that since f is continuous, (IP) states exactly that the restriction 
of f to some (necessarily closed) subset of X is onto and perfect. Recall that f is said 
to be perfect if the inverse image of any compact subset of Y is compact in X. 
* Corresponding author. 
0166.X641/96/$15.00 0 1996 Elsevier Science B.V. All rights reserved 
SSDI 0166-8641(9S)OOOS8-5 
Clearly “(IP) + (CC)“; the prohlcm whether the converse holds was first raised, for 
some particular cases, by Michael (see [9]). In fact the implication “(CC) + (IP)” is 
now known to be true under several different supplementary hypotheses among which: 
(Ha): “X is Polish” 
or 
(Hi): “Y is K,“. 
The case (Ha) was proved independently by Christensen [2] and the second author [ 121, 
and (Ht ) more recently by Ostrovsky [ 1 l] and in the (already nontrivial) particular case 
where Y is countable by Just and Wicke in [3]. Notice that none of the two hypotheses 
(Ho) and (Hi) can be derived from the other; moreover the methods of their proofs are 
completely different. 
On the other hand, one can construct counter-examples to “(CC) + (IP)” using the 
Axiom of Choice (Theorem 7.6); but in these examples the spaces X and Y do not 
have nice definability properties. Using some extra set theorical axiom (Nf = Nt) one 
can even obtain counter-examples with X and Y both coanalytic sets (see Section 7). 
Here and in the sequel when we speak about the complexity of a space X we mean the 
complexity of X relative to some compactification. On the basis of all these remarks it 
is natural to ask whether the implication “(CC) + (IP)” holds under the hypothesis: 
(H): “X and Y are Borel” 
or under the weaker hypothesis: 
(H’): “X is Borel”. 
In this full generality, under (H’). this question is asked by Ostrovsky in [ 1 11. Notice 
that the answer is positive if X is Ga (since X is then Polish) or if X is K, (since Y 
is then K,). However we shall see in Section 7, except for the K, case, the answer is 
negative if we assume only that Y is Bore1 (even if Y is G6). 
Assuming the determinacy of all analytic games (which is an extra axiom to ZFC) we 
shall give in Section 6 a positive answer under weaker hypotheses, for example if: 
(H”): “X and Y are coanalytic”. 
Thus under (H”) the answer might be positive or negative, depending on the Universe 
of Set Theory. But one can still hope that under the stronger hypothesis (H) or (H’) the 
answer is positive, and is provable in ZFC. The other results of this paper give some 
evidence for such a conjecture, since we prove (in ZFC and under (H) or (H’)) that some 
properties of inductively perfect mappings are also valid for compact covering mappings. 
The first property concerns the conservation of Bore1 class: If f is (IP) and X is Bore1 
then Y is automatically Bore1 and of the same Bore1 class. In Section 5 we prove this for 
(CC) mappings and only for some “small” Bore1 classes. Also we prove this in Section 8 
under (H) for (CC) mappings. 
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The second property we consider, is the existence of a Bore1 section for f (that is a 
Bore1 function g : Y + X such that fog = 1~). This can easily be proved when f is 
(IP). In Section 8 we prove under (H) the same result when f is (CC). 
In Section 7 we give several counter-examples to different natural extensions of these 
results. In particular we construct a K, set X c 2” x 2w with compact vertical sections 
(with at most one cluster point) which is countable-compact covering but not compact 
covering. This gives a negative answer to Question 1.9 of [8]. 
Most of the proofs use games on the integers. However in Section 4 we prove some 
results involving a game on the reals; using this game, one can give a more intuitive 
formulation to Ostrovsky’s notion of “harmonious mapping”. We also use some of the 
basic concepts about g-ideals of compact sets. The main notions and results about games 
and c-ideals are presented briefly in Section I. 
0. General notations 
0. I. Sequence spaces 
If A is any abstract set we denote by A”, AcW, A<‘” respectively the set of all infinite, 
finite, finite of length < n, sequences in A. 
The length of s E ACw is denoted by Is/, and the concatenation oft E Acw after s by 
s-t (when t = (a) we also write s -t = s-a). The extension relation is denoted by 3. 
The space A” will be endowed with the product topology of the discrete topology on 
A. This topology is generated by the sets of the form N, = {N E A”: s 4 CI} with 
s E A-. 
0.2. K(X) spaces 
For any (separable and metrizable) space X we denote by K(X) the (separable and 
metrizable) space of all compact subsets of X, endowed with the exponential topology, 
that is the topology generated by the sets of the form {K E K(X): K c V} and 
{K E K(X): K n V # 8) for V an open set in X. 
If d is a fixed metric defining the topology of X, then the topology of K(X) can be 
defined by the Hausdorff distance 6, that we recall briefly. For any K E /C(X) and T > 0 
let: 
B(K, r) = {ZLT E X: dist(z, K) < T} 
then by definition of b we have: 
6(K, L) < T H L c B(K, T-) and K c f3(L, T). 
0.3. Descriptive classes 
Unless stated otherwise, the reference spaces are supposed to be compact. We denote 
by fli and J$ the multiplicative and additive Bore1 classes, where c is a countable 
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ordinal. For < = 2 we also use the classical notations Di = Gh and .Ey = K,. We 
shall also consider the difference classes: 
Dz(K,,) = {Ai \ Ao: Ar > AO and Ai E K,}, 
D3(K,) = {A* \ Al U Ao: AZ 3 Al I A0 and A, E Kc}. 
Notice that &(K,) is the class of all sets of the form AnB with A E K, and B E Gg, 
and D3(Kg) is the class of all sets of the form (A n B) U A’ with A, A’ E K, and 
B E Gs. 
We denote by Et the class of all analytic sets and by II,’ the dual class of all coanalytic 
sets. 
If C is any of the previous classes, when we say that a space X is in C we mean that 
X E C(X) for some (metric) compactification ji of X. 
0.4. Projections andJibers 
Throughout this work, when we speak about “projection” in a product space E x F, 
we mean the “projection on the first factor”; we shall always denote this mapping by R-, 
SO: 
T:ExF+E. 
For any set A c E x F we denote by 7rA the restriction of rr to A with r(A) as target 
space, so: 
rrA : A + n(A). 
Aflber of A is a set of the form: 
A, = T;‘(Z) = An ({x} x F) 
for some n: E E. 
1. Preliminaries 
1.1. Compact covering and inductively pelfect mappings 
For the definitions see the introduction and for more details see [3] or [ 1 I]. We only 
make here some supplementary remarks. 
Condition (CC) is obviously equivalent to the existence of a mapping @: K(Y) + 
K(X) which assigns to any compact L C Y, a compact K c X such that f(K) = L; and 
condition (IP) is obtained by requiring that @ be upper semi-continuous, but in general 
one cannot ask @ to be continuous. However one can show that (IP) is equivalent to 
the existence of a continuous mapping Cp: L + K such that f(K) > L (instead of 
f(K) = L). 
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1.2. Games 
By game we mean a game in which two players, I and II, choose alternatively an 
element in some fixed abstract set A. A run T in the game can thus be identified with an 
intinite sequence (un)n~w E A”, where agTL is chosen by Player I and azn+t is chosen by 
Player II. The winning condition is identified with a subset W of A”, called the payoff 
of the game: The run T is won by Player I if (a,) E W and by Player II if (a,) # W. 
A game is said to be determined if one of the players has a winning strategy. 
A Bore1 game is a game in which the payoff is a Bore1 subset of A” (see Section 0.1). 
Notice that when A is uncountable the space A” is metrizable but not separable. 
In the sequel we shall only consider games on the integers (A countable), and games 
on the reals (A of cardinality less than or equal to that of the continuum). 
We recall Martin’s Theorem [7]: Any Bore1 game is determined; this result is proved 
in ZFC. However the statement: 
Det(Et ): “Any analytic game on the integers is determined” is not provable in ZFC 
but follows from the existence of large cardinals such as measurable cardinals. For more 
details see [lo]. 
1.3. c-ideals of compact sets 
Let E be a (metric) compact space and H c /C(E). The following notions are relative 
to IC(E). 
H is said to be hereditary if for any K E IC(E) we have: 
(K c L and L E H) + (K E H). 
H is said to be a a-ideal (of compact sets) if for any K E X(E) we have: 
K c U K, and K, E H for all R + (K E H). 
76l.J > 
A basis for a c-ideal I is a hereditary subset B c I such that I is the smallest g-ideal 
containing B, that is: 
I = K E X(E): K c /J K, with K, E B for all n 
nEw 
For the descriptive properties of a-ideals see [4]. We mention here some results concern- 
ing the u-ideal K(X), for X a fixed n,’ subset of E: 
(a) K(X) is ntt. 
(b) K(X) is Bore1 if and only if X is Gs. 
(c) K(X) has a 22; basis if and only X is Dz(K,). 
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2. Tree constructions of compact sets 
2.1. Trees 
We consider only trees on w. A tree T is a subset of CJ<~ satisfying: ((s + t and 
t E T) + s E T). A branch of T is an infinite sequence cr E ww such that for all n E w 
the finite section LY(, = (a(O), . : cu(n - 1)) is in T. The set of all branches of T is 
denoted by [T]. If [T] = 8 the tree T is said to be well founded. 
The following general lemma will be used several times in the sequel. 
Lemma 2.1. Let Z be a metric space. Suppose that (As)sES and (Bs)sE~ are two 
families of subsets of 2, indexed by some tree S on w and satisfying for all s E S and 
n E w: 
(1) As c B,, 
(2) BP, c B,, 
(3) B,,, n El,-, = 0 iLfn # m. 
Let 
C=AUB withA=UA,andB= U flBs. 
SES aE[S] .s<a 
Then any sequence (xc~)~E~ in C admits a subsequence (xi)kEw satisfying one of the 
following three conditions: 
(i) 3tES, Vk~cti, z;~At, 
(ii) 3t E S, 3nk 700, Vk E w, XL E Bt-,,, 
(iii) 3cy E [S], Vk E w, XI E Balk. 
Proof. Suppose that no subsequence of (xj)3Ew satisfies (i) or (ii). We shall construct 
by induction on k E w a sequence (Y = ((~(Ic))k~, E [S] and a decreasing sequence 
(Ik)kEw of infinite subsets of w satisfying: 
Vii&, xi~&+\ u At, (*) 
tES*(alk) 
where S*(s) denotes the set S \ {t: s + t} Then a diagonalization argument gives a 
subsequence satisfying (iii). 
Since C C B0 we can take 10 = w. Suppose that we have defined s = Q(k E S and 
(Ij )jCk satisfying (*). First we check the following inclusion: 
Cn 
( 
B,\ u At 
> 
cA,u U&-n. 
%S”(S) new 
To see this, notice that if z E A \ UtEs*(s, At then 2 E A, or 2 E At C Bt C B,-, 
for some n and t F S-R; and if x E B f’ B, then x E B,-, for some n. 
Let 
J= {j E Ik: xj E A,}, 
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Jrn={j~Ik\J: x?EB,-,}, 
M = {m: s-m E 5’ and J, # 0}, 
then Ik = J U UrnEM J,. Since no subsequence satisfies (i) then J is finite and since 
no subsequence satisfies (ii) then A4 is finite too. It follows that at least one of the J, 
is infinite; we fix such an m and define a(k) = m and Ik+] = J,. 
Let i E Ik+] such that xi E At then by the induction hypothesis we have t + s, and 
since J n J, = 0 then t # s so t >- s-n for some n, and it follows from condition (3) 
that n = m, hence t + s-m. This shows that (*) holds for k + 1. 0 
Remarks 2.2. 
(a) Suppose that for all s E S: 
(0) A, is compact, 
(4) B,-, c B(A,, E,) with lim,&, = 0, 
then any subsequence satisfying (i) or (ii) has a cluster point in A. 
(b) Suppose that for all s E S: 
(5) nkEw Balk is a singleton and limk,,diam(B,I,) = 0, 
then any subsequence satisfying (iii) has a cluster point in B. In particular if (0) to (5) 
hold, then C is compact. 
(c) If the tree S is well founded then case (iii) never occurs; so if (0) to (4) hold, then 
C = A is compact. 
3. Reduction to zero-dimensional projections 
For the notation 7rz see Section 0.4. 
Theorem 3.1. Suppose f :X -+ Y is continuous and onto. Then there exists: Z c 
Y x Y, p and q two perfect mappings such that the following diagram is commutative: 
Moreover: 
(i) f is compact covering if and only if rz is compact covering, 
(ii) f is inductively perfect if and only if nTTz is inductively perfect. 
Proof. Let X and Y be two compactifications of X and Y, and fix two continuous 
surjections cp : 2# -+ X and 1c, : 2w + ?. Let: 
Y’ = 4-‘(Y) and 2 = {(p,cr) E 2” x 2w: ,8 E Y’ and f(cp(a)) = $(p)}. 
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so 2 = ($ x p)-‘(G) where G = {(y, z) E Y x 2: z E X and y = f(z)} is 
the symmetric of the graph of f, and Y’ = n(Z). Finally we define p: 2 + X and 
q : Y’ + Y by: 
P(P, o) = (P(Q) and q(P) = r/O). 
Since I,!J is perfect and Y’ = 4-‘(Y) then q is perfect. Similarly the restriction to 2 
of I,!J x p is perfect onto G, and since 7rTTc: : G + X is a homeomorphism then p is also 
perfect. To see that the diagram is commutative, notice that for (/?, cy) E 2: 
f(P(P?Q)) = f((P(o)) = li@) = 4(P) = 9(7@‘Q))’ 
(i) Suppose that f is compact covering. If L’ c Y’ is compact then L = q(L’) c Y 
is compact and we can find a compact set K c X such that f(K) = L. Let: 
K’ = {(P,cr) E 2” x 2w: (F(Q) E K,P E L’ and cp(P) = f((p((~))}. 
So K’ is a compact subset of 2 and since f(K) = L then zz(K’) = n(K’) = L’. This 
proves that 7rz is compact covering. 
Conversely suppose that ~~ is compact covering. If L c Y is compact then L’ = 
q-l (L) c Y’ is compact and we can find a compact set K’ C X’ such that 7rz(K’) = L’. 
Then K = p(K’) IS a compact subset of X and f(K) = f(p(K’)) = q(rz(K’)) = 
4(4-‘(L)) = L so f is compact covering. 
(ii) Suppose that f is inductively perfect and let F c X be a closed set such that 
g = fly : F + Y is perfect and onto. Then F’ = p-‘(F) is a closed subset of Z; 
let h = 7~~) = zZJ~, : F’ t Y’. We first check that g’ is onto. Let ,f3 E Y’; then 
y = q(p) E Y and we can find 5 E F and cr E 2” such that y = f(z) and z = (p(a). So 
q(p) = f(z) = f(cp(a)) and (,O,o) E 2, and since p(P,a) = cp(ol) = n: E F we have 
(0,~) E F’ and h(P, CY) = p. To see that h is perfect notice that if L’ C Y’ is compact 
then h-’ (L’) = g-‘(p-l (q(L’))) is also compact. 
Conversely suppose that rrz is inductively perfect and that its restriction h to some 
closed set F’ c 2 is perfect. Since p is perfect then F = p(F’) is a closed subset of X 
and f(F) = f(p(F’)) = q(‘irz(F’)) = q(Y’) = Y; so g = fly: F + Y is onto. And 
as before, for any L c Y we have g-‘(L) = p((h)-‘(q-](L))) which shows that f is 
inductively perfect. 0 
Remark 3.2. In the sequel we shall often use the following observation. Let X c 2” x 
2w and Y = n(X) c 2”. Then 7riTx. . X --t Y is inductively perfect if and only if there 
exists a compact set H c 2w x 2w satisfying r(H) > Y and H n (Y x 2w) C X. The 
condition -ir(H) > Y can even be replaced by x(H) = 2w. 
4. Compact covering of g-ideals 
4.1. Compact covering 
We now introduce a terminology which is convenient for our purpose. We recall that 
7r: 2” x 2w -+ 2w denotes the projection on the first factor. 
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Let A c K(2” x 2“) and B c K(2“) be two families of compact sets. We shall say 
that B is mvered by A or A covers B if: 
VL E B, ClK E A such that n(K) 3 L. 
In fact we shall consider mainly hereditary families, so that the condition R(K) 3 L can 
equivalently be replaced by a-(K) = L. As usual we identify singletons with points. For 
example if K E x(2“ x 2w) and L E K(2“‘) satisfy r(K) > L we shall also say that 
L is covered by K. 
If X c 2” x 2” and Y = r(X) then the compact covering property for rx : X -+ Y 
states exactly that K(Y) is covered by K(X). 
4.2. The game r(A, B) 
For any fixed nonempty sets A c K(2” x 2”) and B c x(2”), we define a game 
I’(A, B). A run in this game goes as follows: 
I Lo K Ll . . . L K L ntl “. 
II Ko wo K, . . . KY, W,, . 
where K,, E A and L,, E B are compact sets, V, c 2” x 2w and W, c 2” are open 
sets satisfying: 
-&l c WTL--1 v, 3 Kn 
I(,, c I&I and n(Kn) > L, Wn 1 Ln 
(where by convention V-1 = 2” x 2” and W-1 = 2”). 
All the inclusions are written so that the set on the left side is to be played by the 
concerned player whereas the set on the right side was already played by the other player. 
Notice that if we omit the condition “-ir(K,,) > L,“, the other conditions can always 
be realized by the players and we shall always assume in the sequel that this is the case. 
So only the condition “r(K,) > L,,” might be incompatible with the condition “K, c 
V,, _ 1” and hence impossible to realize by Player II; in this case the run ends at a finite step 
and Player I is declared to be the winner. Otherwise if Player II is always able to realize 
‘Yr(KTL) > L,,,” then the run is infinite, and Player II is declared to be the winner. Hence a 
run in this game can be identified either with an infinite sequence (L,, K,, V,, Wn)nEw 
or with a finite sequence of the form T = (LO,. . , K,_l, Vn_l, Wn-l, L,) (with T = 
(LO) if 72 = 0). 
Thus r(A, B) is a game on the reals in which the payoff is clearly an open set; in 
particular this game is determined for any A and B. 
Notation 4.1. For any family P of subsets of some fixed set X we let as usual: 
P, = M C X: M = /J M, with iUn E P for all n 
lLEW 
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Theorem 4.2. If Player I has a winning strategy in r(A, B), then there exists a compact 
set in B, which cannot be covered by A. 
Proof. Fix a winning strategy 0 for Player I. Let V be a fixed countable basis for the 
topology of 2w x 2w which is closed under finite unions so that for any K E X(2” x 2”) 
the family {V E V: V > K} is a basis of neighborhoods for K. We can assume that 
the strategy cr satisfies that V, E V for any run (L,, K,, V,, Wn) compatible with 0. 
Let R denote the set of all finite runs in T(A, B) of the form: 
where Player I follows g and Player II has not yet lost. We shall construct a tree S and 
a function p : S + R satisfying: 
(0) P(Q)) = (G) h w ere La is the first move of Player I given by r, 
(1) ifs E 5’ and s* = s/(lsl_i) then P(S) = ,4s*)-(K,, V,, w,, L,), 
(2) ifs E S and p(s)-(K) IS a run extending p(s) then there exists n E w such that 
s-n E S and o@(s)-(K)) = I&-,, 
(3) WK.,, = w, n B(L,, 22”). 
The construction of p and S = Dam(p) is made simultaneously, deciding if s E S and 
then defining p(s), by induction on k = Is/. For k = 0 we put 0 E S and condition (0) 
defines p(0). Suppose that s E S and p(s) is defined, we distinguish two cases: 
Case 1: Player 1 has just won the run p(s), and this means that L, cannot be covered 
by A n Ic(&), In this case s will not be extended in S, that is s-n $ S for all n E w. 
Case 2: Otherwise we put s-n in S for all n E w. To define p(s-n), let: 
A, = {K E An Ic(Vs): T(K) > L,}, 
where by convention V0 = 2” x 2w. Then A, is nonempty and so 
V, = {+(s)-(K)): K E A,} 
is also nonempty. Fix some enumeration of I$, possibly with repetition, of the form V, = 
{Vs-lL: n E w}. For all n E w choose KS--, E A, such that V,-,, = c(p(s)-(KS-,,)), 
then define W,-, by (3) and let L,-, = o(p(s)-(KS-,,V,-,,W,-,)). It is easy to 
see that conditions (l), (2), (3) are fulfilled. 
Consider the B, set L = lJsES L,. Since the strategy g is winning, the tree S is well 
founded and it follows from Remark 2.2(c) that L is compact. 
We shall show that L cannot be covered by A. Suppose by contradiction that L c n(K) 
for some K E A. In particular x(K) > L > Lo so K E A0 and by (2) we can find 
(no) E S such that 
I’+,,, = a((&> K (n,,,)) = +B&) 3 K> 
then Vcno) > K and x(K) > L > L(,,,). So 
T = (LN, Kc,,,) > V,n,, 3 w(nn, > L(m) > K) 
is a run compatible with g and again by (2) we can find (na,ni) E S such that 
Vc no,n1) = ~(p((no,n~))-K(,,,,,,,)) = 4~) 1 K. 
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By repeating the same argument we construct thus (Y E [S] such that for all finite s + CY: 
v, = c+(s)-K) > K 
and this is impossible since [S] = 8. 0 
Theorem 4.3. Suppose that A and B are hereditary. If Player II has a winning strategy 
in r(A, B), then for any N E B, there exists M E A,, such that r(M) = N and 
nM : M + N is perject. 
Proof. Fix a winning strategy r for Player II. Since A is hereditary we can assume 
that any run (k, K,, V,, Wnkw compatible with 7 satisfies: r(K,) = L,, and if 
V n+l = V, then Wn+l = W, (in particular if VO = 2”’ x 2” then IV, = 2“‘). 
Let N = UkEw NI, be a decomposition of N with Nk E B for all k. Denote by S the 
setofallfiniterunsrinr(A,B)oftheformr=(Lo,Ko,...,V,,W,,L,+~,K,+~)or 
T = (LO, Ko), compatible with 7. 
Let T = 2<“; we shall define p: T + S and a family (Pt&r satisfying: 
(0) 
~(0) = (Le,Kd> 
where LQ = NO and K0 = ~((No)). 
v-0 = 2w x 2”, 
(1) vs-0 = v,, 
V t-n = V, n B(Kt, 2-“) if n > 0. 
i 
Pa = 2w, 
(2) 
Pt = Lt U U Pt-, is a partition of Pt. 
nEw 
(3) pt c wt. 
(4) u Lt = u Nj. 
ltl<k j<k 
Suppose p(t) and P(t) are constructed, then define Vt-, by (1) and let IV,-, = 
T@(t)-Vt-,). Notice that by the supplementary properties imposed on T we have 
IV,-0 = Wt. Since Lt c Wt-, fl Pt for all n E w, we can lind a sequence (WA)7L>~ of 
clopen sets in 2” satisfying: 
WA c w,-, n Pt n B(Lt, 2-n), 
then we define: 
P t-o = Pt \ W;, 
P t-n. = WA \ WA+, if n. > 0, 
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so (2) is satisfied and Pt-, C Wt-, and we define Lt-,, = Nltl+, n Pt-,. Since B is 
hereditary then Lt-, E B, and moreover Lt-n c W,-, so we can define 
Kt-Tt = r(p@)-(I+,,, WY-,, Lt-7,)). 
It is clear that conditions (0) (l), (2) (3) are fulfilled. 
We now check condition (4) by induction on AZ. For Ic = 0 this follows from (0). 
Notice that by an easy induction, we can derive from (2) that: 
2” = Pm = L, u u P 
nEw t-71= ($,L’) u (,,,;+,P+ , \ 
If we suppose that (4) is satisfied for Ic then: 
= u NJ. 
j<k+l 
This proves (4) and finishes the construction. Notice that N = UtET Lt and define 
M = UET Kt which is an A,, set satisfying n(M) = N. To prove that 7rTTM is perfect, 
fix some compact set L c N and consider K = n;i (L). Let 5’ denote the tree generated 
by the set 7’~ of all t E T such that Lt n L # 0, then K = UtEs Kt n v’(L). So to 
show that K is compact it is sufficient by Remark 2.2(c) to show that 5’ is well founded: 
Suppose by contradiction that there exist two sequences (sj)jEw and (tj)jEw satisfying 
for all j that: sJ + t,, .sj + sj+l (strictly) and t, E TL; then: 
O#L’=LfllimsupLtJ ClimsupPt, c nPsJ 
3 j jEw 
and since L’ c N we can find some t E T such that L’ 0 Lt # 0, hence Lt n Ps, # 0 
for all j, which contradicts (2). 0 
Corollary 4.4. Suppose that A and B are hereditary, and let I and J be the a-ideals 
generated by A and B. 
If Player II has a winning strategy in I’(A, B), then Player II has a winning strategy 
in r(I, J). 
Proof. Suppose that Player II has no winning strategy in L’(l, J) then Player I has a 
winning strategy in this game and we could find by Theorem 4.2 a compact set L E J 
which cannot be covered by I, then it would follow from Theorem 4.3 that Player II has 
no winning strategy in r(A, B). q 
Corollary 4.5. Let X c 2” x 2” and Y = n(X) c 2”, and suppose that B is a basis 
for the a-ideal It(Y). 
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If Player II has a winning strategy in r(K(X), B), then 7rx is compact covering. 
Remark 4.6. Under the previous notations one can check that Player II has a winning 
strategy in T(K(X), K(Y)) if and only if the mapping rrx is “harmonious” in the sense of 
Ostrovsky [ 111. Originally our motivation was to give, via games, clearer (not necessarily 
shorter) proofs for the interesting results of Ostrovsky. In this new context, the extension 
to arbitrary families A and B (which will be used in the forthcoming sections), appears 
naturally; one of its main interests in our opinion, is to show the important role played 
by the study of the basis of the cr-ideal K(Y). 
5. Preservation of the descriptive classes by direct images 
It is a well known fact that the continuous image of a Bore1 set might not be Borel; 
however for inductively perfect mapping we have the following: 
Theorem 5.1. Suppose that f : X + Y is inductively perfect, and let [ 3 2. 
(a)rfXislI,‘thenYislI,‘. 
(b) If X is lIg then Y is lI”. E 
(c) If X is .T$ then Y is x0. 5 
Proof. Fix a closed set F in X such that the restriction of f to F is onto Y and perfect. 
Then F is in the same class as X, so we may suppose that F = X and f :X + Y is 
perfect. Then (b) and (c) follow from [13, Theo&me 51. 
Suppose now that X is l7,‘, and let G c X x Y denote the graph off, then G is also 
n,‘. Let X and Y be two compactifications of X and Y, and let ?? be the closure of G 
in X x Y. Since f is perfect then for y E Y we have: 
~$YH~zE)~: (z,y)~c\G, 
which proves (a). 0 
When f is compact covering we are able to extend the previous results only for some 
particular simple classes. Notice that the K, = Ei case is also true but obvious, since 
it follows from the continuity of f. 
Theorem 5.2. Suppose that f : X + Y is compact covering. 
(a) If X is GJ then Y is GJ. 
(b) IfX is &(K,) then Y is Dz(K,). 
(c) IfX is II+ then Y is &(K,). 
Lemma 5.3. Let g :X + Y be a continuous and onto mapping defined on a Polish 
space X. Suppose that Y’ C Y satisjies: 
‘d L compact c Y’, 3 K compact c X such that L = g(K). 
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Then there exists a GJ set G satisfying: 
Y’ c G c Y. 
Proof. The arguments are similar to [ 12, ThCoreme 71. We equip X with a complete 
metric and construct a sequence (Vn)nEw where each V, is a family of open subsets of 
X satisfying: 
(1) VV E V,, diam(V) < 2-n, 
(2) v V E Vn+, , 3 V’ E V, such that V c V,’ 
(3) V L compact c Y’, 3 K compact c IJ V, such that g(K) = L, 
(4) V y E Y’, 3W neighbourhood of ~1 such that {V E Vn: V n g-‘(W) # 0} is 
finite. 
Then X’ = nnEw U V, 1s a closed subset of X satisfying g(X’) 2 Y’. It follows 
from (4) that the restriction of g to X” = X’ n g-‘(Y’) is perfect onto Y’, and we can 
suppose that X” is dense in X’ (otherwise replace X’ by x”). 
Let X’ and Y’ be two compactifications of X’ and Y’ chosen so that the restriction of 
g to X’ has a continuous extension g : 2’ -+ Y’. Let H = _?j(x’ \ X’) and G = p’ \ H; 
since X’ is Polish, then H is K, and G is Gg. 
If y E Y’n H and y = g(z) for some z E X’\X’ then by the density of X” in 2’ we 
can find a sequence (IC~)~~~ in X” such that z = lim, 2,. So L = {y}U{g(z,): n E w} 
is a compact subset of Y’ and since X” fig-’ (L) is also compact, it follows that z E X” 
which is impossible since IC $ X’. This shows that Y’ n H = 0 and so Y’ c G. On the 
other hand since j is onto, we have: 
Y’ \ g(z’) = r’ \ g(X’) c j(X’ \ X’) = H 
so G c g(X’) c Y. 0 
Lemma 5.4. Let g : X + Y be a continuous and onto mapping dejined on a Polish 
space X, and satisfjling: 
v L compact C Y, 3 (Kn)lL~w, K,, compact c X such that L = U g(K,). 
new 
Then Y is &(K,,). 
Proof. Let y be a fixed compactification of Y. Let U denote the union of all open sets 
V in X satisfying g(V) c A c Y for some ,Eg set A. Then by the Lindelof property of 
U we can find a Et set A0 such that g(U) C A0 c Y. 
Claim. U = X. 
We first derive the conclusion of the lemma from the claim: If U = X then we have 
g(X) = A0 = Y and so Y is Borel. Consider then the family B = {g(K): K E PC(X)}; 
since X is Polish, K(X) is also Polish and B is Ei. Moreover B is clearly hereditary 
and the hypothesis of the lemma states exactly that B is a basis for the o-ideal K(X). 
It follows then from Section 1.3 that X is Dz(Kr). 
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We go back to the proof of the claim and we argue by contradiction, supposing that 
X’ = X \ U is nonempty. First notice that for any nonempty open set V in X’ we have: 
“There is no ?$ set A satifying g(V) c A c Y” (*) 
for otherwise V U U would contradict the maximality of U. In particular there is no Gg 
set G satisfying g(V) c G c Y = g(X), and it follows then from Lemma 5.3 that: 
QJ(V)) \ {g(L): L E K(V)} # 0. (**) 
This implies that any L E Ic(g(V)) h as an empty interior relatively to g(V), for otherwise 
V’ = V n g-‘(int(L)) would be a nonempty open set of X’ satisfying g(V’) c L c Y 
which is impossible. 
Let S = wcw. We shall construct a family (Ls)sE~ of compact sets in Y and a family 
(Vs)s&s of open sets in X’ satisfying for s E S: 
(0) 
(1) 
(2) 
(3) 
(4) 
(5) 
v, = X’, 
L, E K(.9(vs)) \ ML): L E K(K)), 
diam(V,) < 2-1’1 and diam(g(V,)) 6 2-“(“), with v(s) = Is/ + Cj<,,, s(j), 
s(VAn) c 9(K) and 9(K-n) n g(VAm) = 0 if m # n, 
g(v,-7,) c q-L 2-‘“1, 
vy E L,, lim infn+oo dist(y, L,-,) = 0. 
For s = 0 we take V0 = X’ and L0 any compact set satisfying (1) which is possible 
by (**). Suppose that V, and L, are defined. Since L, has an empty interior in g(Vs) we 
can find a countable set C C g(Vs) \ L, such that C \ C = L,. Fix a sequence (x,)+~ 
in V, such that C = {f(~~): n E w} and choose for all n an open neighbourhood 
V s-n of 5, so that (2), (3), (4) are satisfied, then choose L,-, which satisfies (1) by 
using (**), and notice that (5) follows from the fact that C \ C = L,. This finishes the 
construction. 
Consider now H = nkEw Ulslyk V, and let L = UsES L, U g(H). It follows from 
(2) and (3) that 9(H) = nkEw UI,I=kdK)~ so L is obtained by the same scheme as 
in Lemma 2.1 (with A, = L, and B, = g(Vs)) and it follows from Remark 2.2(b) that 
L is compact. Fix a sequence (Kn)nEw in K(X) such that L = lJ,,,g(K,). Then 
by Baire Theorem we can find W a nonempty open subset of L and m E w such that 
W c g(Km). We now distinguish two cases. 
Case 1: If W rl L, # 8 for some s, then by (2) and (5) there exists n E w such that 
9(&-n) C w. 
Case 2: If W n g(H) # 8 then by (2) and the continuity of g there exists s E S such 
that g(Vs) c W. 
Hence in both cases we can find t E S such that g(Vt) c W c L c X with L compact 
which contradicts (*). This finishes the proof of the claim and hence of Lemma 5.4. 0 
Proof of Theorem 5.2. 
(a) This is proved in [ 121 and is also a particular case of Lemma 5.3 (when Y’ = Y). 
(b) Suppose that X = G n UnEw K, with G a Gg set and all the K,, compact 
subsets of some compactification of X. Each of the spaces G n K, is Polish and so their 
topological sum X’ = CVLEJ G n K,, is also Polish. Consider the mapping g : X’ --t Y 
defined by 91GnK,, = f IGnK,, for all 7~. Since f is compact covering, it is clear that g 
satisfies the hypothesis of Lemma 5.4 and so Y = 9(X’) is Dz(K,). 
(c) Suppose that X = XO U XI with XO E D2(Kg) and XI E K,, and let YI = 
f(X,), YO = Y \ Y,, and Xl, = fp’(Yo). Th en Yt is K, and hence XA is a relative 
GA set in X, but since Xs C Xe then XA is a relative Gs set in Xe. Therefore Xl, is 
Dz(K,); and since the restriction of f to Xh is compact covering onto Ye then Ye is 
Dz(Kn) by (b) and so Y = y0 U Yi is &(K,). 0 
Theorem 5.5. Suppose thut f : X --t Y is compact covering, that X is Bore1 in some 
compucti$cation X* and that,fi)r each y E Y the set f-‘(y) is D3(KC) in X*. Then Y 
is Bore1 in some compactijicatiorl Y*. 
Proof. By Theorem 3.1. it is sufficient to prove this in the case where X is a Bore1 
subset of 2’ x 2w with D3(K,)-sections, Y is its projection and f = 7rx. Then ([5, 
Theorem 61; see also [6]), there exists on 2” a Polish finer topology, T, for which X is 
D?( Km) in (2”‘, T) x 2”. Denote by X’ and Y’ the sets X and Y equipped with the 
topologies induced by (2”. T) x 2w and (2”, T). 
Then, if Ei is any compact subset of Y’, K is compact in Y. Thus there is some 
compact subset L c I( x 2”, contained in X such that nx(L) = K. Since T agrees 
on K with the original topology, the set L is compact in X’, thus rrx remains compact 
covering from X’ to Y’. Since X’ is D3(K,), Y ’ is Bore1 by Theorem 5.2, and hence 
soisY. 0 
6. When (CC) and (IP) are equivalent 
6.1. The game G(X, Y) 
For any X c 2w x 2” and Y c 2”‘, WC detine a game G(X, Y). A run in this game 
is always infinite and goes as follows : 
I ki k, . k,,_, k IT1 . . 
II SI s, . . . s,, . . 
where k,, E (0, I} and fl # S,, c (0, 1}” is such that TrL = UOGpGn S, is a tree 
(where by convention So = (8)). A run in this game will be identified with the sequence 
(k: Sn)n~w> although 5’0 = (8) ‘. i\ not formally “played” by Player II. Let: 
T/ = (k)TLEW and T= UT?,= U&. 
11EW II Ew 
Player I wins the run if: 
TV E Y and 3 z E [T] such that z = (TJ, z) $ X. 
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Notice that there is no relation a priori between X and Y, but obviously if Y @ n(X) 
then Player I wins the game. 
Theorem 6.1. If Player I has a winning strategy in G(X, Y), then K(X) cannot be 
colaered by K(Y). 
Proof. Fix a winning strategy o for Player I, and let L be the set of all possible y = 
(kn)71EW E 2” played by 0 (in all possible runs). Since Player II has at each step only 
finitely many possible choices (< 2*“) then L is compact, and since 0 is winning then 
necessarily L C Y. 
Suppose that L c T(K) for some compact set K c X. For any u E 2<” let: 
S(U) = (71 E 2-: 1~1 = 1~1 and K n (N, x N,) # S}. 
Consider the run where Player I follows u and Player II answers S, = S(U~) where 
U,, = (ko, . . . , k,,) is already played by Player I; then (with the notations of Section 6.1) 
we have: 
y E L c Y and {y} x [T] c K c X, 
so Player II wins the run which is a contradiction. 0 
Theorem 6.2. If Player II has a winning strategy in G(X, Y), then there exists a compact 
set H c 2” x 2” such that for any y E Y the fiber HV = H n ({y} x 2W) is nonempty 
und contained in X. 
Proof. Fix a winning strategy T for Player II. For any y E 2” let T(y) denote the tree 
constructed by Player II in the run where Player I plays y = (kn)nEw and Player II 
follows 7. Then 
H = {(y,z) E 2w x 2w: z E [T(y)]} 
is clearly closed (compact) in 2” x 2w and since T is winning, then for any v E Y we 
have: 
% = 1~1 x [T(y)] c X. q 
Corollary 6.3. Suppose that Y = r(X). If the game G(X, Y) is determined, then rx 
is compact covering if and only if it is inductively perfect. 
Proof. If Player I has a winning strategy, then by Theorem 6.1 7rx is not compact 
covering. 
If Player II has a winning strategy and if H c 2w x 2” is the set given by Theorem 
6.2, then -ir(H n X) = Y and 7~~~~ is perfect. 0 
Corollary 6.4. Suppose that X is Bore1 and that X has Gg jibers. Then 7rx is compact 
covering if and only if it is inductively pelfect. 
Proof. It is sufficient to show that the game G(X, Y) is Borel, hence determined. Notice 
first that, by Theorem 5.5, Y is Bore]. Furthermore, denoting by 7 the set of trees (which 
is compact), the set 
& = {(y,T,z) E 2” x 7x 2w: z E [T] and (y,z) $X} 
is Bore1 and has K, z-sections. Thus it follows from a result of Arsenin (see [ 14, 
Corollaire lo]), that its projection on 2” x 7 is also Borel; and this means that G(X, Y) 
is Borel. 0 
Corollary 6.5 (Det(Et)). Suppose that X is II,‘, and that Y is either lIll or E,!. Then 
f : X + Y is compact covering if and only if f is inductively perfect. 
Proof. By Theorem 3.1 we can suppose that f = rrx. With the notation of Section 6. I, 
define K, = {y} x [T]; then the winning condition for Player I in G(X, Y) is given by: 
y E Y and K, @ X. 
Since y + K, is continuous, it follows from Section 1.3(a) that if X is Kl,’ then the 
condition “K, $ X” is xi. Hence if moreover Y is Ei then the payoff of G(X, Y) is 
clearly _E,! and this game is determined. 
If X and Y are nf then the winning condition is the intersection of a E; set with a 
n,! set, but such games are also determined under Det(Ei) (see [lo]). 0 
Corollary 6.6 (Det(Ei)). Suppose X is Borel. Then f : X + Y is compact covering (f 
and only if f is inductively pelfect. 
Proof. Notice that X is n; and Y = 7-r(X) is Et’. •I 
7. When (CC) and (IP) are not equivalent 
Throughout this section X c 2” x 2w and Y = n(X) c 2w. We shall give different 
examples of sets X such that 7rx is compact covering but not inductively perfect. In all 
these examples the “compact covering” property is obtained in a nonconstructive way 
by assuring that the space K(Y) has a “poor” structure. 
Definition 7.1 (Thin sets). A space is said to be thin if it contains no perfect set, that is 
if all its compact subsets are countable. 
The construction of uncountable thin sets using the Axiom of Choice is classical. 
But the thin sets obtained by such constructions have no definability properties. In fact 
there is no uncountable E,! (and in particular no Borel) thin set: This is the “Perfect 
Set Theorem”. However it is well known that adding to ZFC some extra axiom, namely 
“NIL = N,“, allows one to obtain uncountable I7/ thin sets. An equivalent formulation 
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of “N, I> = N,” is to assert that the set of constructible reals is uncountable. This axiom 
is valid in G6del’s model L and is incompatible with “Det(Ef)“. 
Theorem 7.2 (Nf = Nl). There exists a II,! set X c 2” x 2” such that Y = n(X) is 
also II: and nx is compact covering but not inductively perfect. 
Proof. We shall add one dimension, constructing X c (2w x 2”) x 2w and Y c 
(2” x 2“). We denote a generic element z in (2w x 2w) x 2“’ by z = (u, z) = ((cY, p), z), 
with y = (a, p) = r(z) and z = r’(z). 
We fix in 2” two disjoint sets QO and &I, both countable and dense, and let Q = 
QO U QI. We also fix in 2” an uncountable l7: thin set C that we suppose to be dense, 
and let D = 2w \ C. 
We define: 
Yo = c x 2”, v = 2w x c, Y=YoUYl, 
Xo = Yo x Qo, XI =J’I XQI, x=xoux]. 
Notice that X0 and XI are disjoint whereas YO and Yl are not; moreover n-(Xi) = Yi so 
7r(X) = Y. 0 
Lemma 7.3. Let: 
B = {L E K(2w x 2“‘): L = {y} x M or L = M x {y} with M E K(2“‘) 
andyEC}. 
Then B is a basis for the c-ideal K(Y). 
Proof. Clearly B is hereditary. Let L E K(Y); since L c YO U Yl and Yo, Yl are l7/, 
WC can find two disjoint Bore1 sets 20 and 21 such that L = 20 U 21 with 2, c Yi. Let 
Pi = wi(Zi); then 
L= (u 
aERl 
Ln({nix2+( u Ln(2”x(Bi)). 
PEPI 
Moreover since PO and PI are .E,! subsets of C they are countable. This shows that 
B is a basis for K(Y). 0 
Lemma 7.4. nx is compact covering. 
Proof. By Corollary 4.5, it is enough to prove that Player II has a winning strategy in 
r(K(X), B). In fact Player II has a winning strategy in .F(A, B) where: 
A = {K E K(X): K = L x {q} with L E B and q E Q} 
so a compact K E A is of one of the two following forms: K = {y} x M x {qo} or 
K = M x {y} x {ql}, with qi E Qi. 
We sketch a description of such a strategy during a run (L,, K,, V,, Wrl). First notice 
that because of the particular form of the compact sets in B, we can suppose that all 
the V,, played by Player I are rectangles: V, = 7r(&) x ~T’(V,~,). When Player I plays 
V,, then Player II answers IV,, = 7r(VTL). When Player I plays L, E B then Player II 
answers K,, E A of the form K,, = L,, x {(I} (with q E Qof17r’(V,,) or q E QI f17r’(V~~), 
depending on the form of L,,); this is possible because of the density of QO and Q,. 0 
Lemma 7.5. nx is not inductively perject. 
Proof. Suppose by contradiction that 7rX is inductively perfect, and let H c (2w x 2w) x 
2w be a compact set as in Remark 3.2. Fix a countable basis (U7r)nEw of the topology 
in 2”, with all the UTL’s nonempty. Consider for q E 2w and n E w the compact sets: 
H(P,q) = {QI E 2”: ((%P),q) E H} 
and 
K,(q) = {P E 2w: UT, x {P> x 14) c H}. 
We shall prove that: 
C= U &Ccl) 
(~L,(I)EWXQI 
showing that C is K, which is impossible. 
Fix 0 E C. Since D x (0) C Yj \ Yo, then for any LY E D we can find q E QI such 
that ((a, /3), q) E H. Thus: 
Now notice that D is nonmeager in 2”, otherwise C which has the Baire property as a 
n,’ set would contain a dense Gb set and hence a perfect set. Then we can tind some 
q E Q1 such that H(P, q) is of nonempty interior in D, and so we can find n E w such 
that U,, n D C H(P, q) and hence U,, c H(P, q) (since D is dense); this shows that 
P E K(q). 
Fix p $ C, and (n, q) E w x &I. Since C is dense, we can find N E U,, n C, but then 
(a,P) E YO \ Y, and so ((c~,p),q) $! H; this shows that /J +! H,(q). 0 
Theorem 7.6. There exists X c 2” x 2” such thut Y = r(X) is GJ, and 7rx is compact 
covering but not inductively perfect. 
Proof. Let 
Y = (7J E 2w: vn, 3p 3 n, !/(p) = l} 
then both Y and K(Y) are homeomorphic to w”I. We fix two homeomorphisms 
@:ww + K(Y) and @ = (p,$):Y + w”’ x 2”. 
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Let Z c Y c 2” x 2” be such that Z and Y \ Z are both thin sets, and define: 
X = {(w, z) E Y x Z: ?/ E @(P(4)}. 
If L E K(Y) then there exists cr E ww such that L = P(a), then @-‘({a} x 2”) is 
a perfect subset of Y and since Y \ Z is thin we can find z E Z such that p(z) = o, 
so L = @(p(z)); then K = L x {z} E K(X) and n(K) = L. Thus rrx is compact 
covering. 
Suppose that ~~ is inductively perfect and let H c 2w x 2w be a compact set as in 
Remark 3.2. Then G = H n X = H n (Y x 2“‘) is Gs. If A denotes the projection of 
F c 2” x 2W on the second factor, then: 
F c U @(p(z)) x {z.} c X and Y = U @(p(z)), 
ZEA ZEA 
and since A is a E{ subset of Z, then A is countable and thus Y appears as a K, thin 
set and this is impossible. 0 
In the last three examples the set X, still with no global definability properties, will 
have “nice” fibers. 
Theorem 7.7. There exists a K, set 2 c 2” x 2” with ~(2) = 2”, and a set Y C 2” 
such that X = _f? n x-‘(Y) has open jibers, and nTTx is compact covering but not 
inductively perfect. 
Proof. Let A denote the set of all K E x(2“ x 2w) such that r(K) = 2”. Then A is 
closed in Ic(2“’ x 2”) and so we can find a continuous and onto mapping @ : 2” + A. Fix 
some homeomorphism y ct (y(e), y(i)) from 2w onto 2” x 2” and define @o : 2W + A 
by @,(?l) = @(?/(,,J) which is also continuous and onto; then for any K E A the set 
{y E 2”: @e(y) = K} is a perfect set. Finally define !P: 2” + 2” by: 
!P(?y) = min (2 E 2”: (y, z) E @e(y)}, 
where “min” is relative to the lexicographical ordering on 2”. 
The mapping 4 is of first Baire class and so its graph G is a Gs subset of 2” x 2”. 
Then X = 2” x 2w \ G is a K, set and each of its tibers is the complement of a 
singleton; moreover ~(2) = 2”. Fix Y c 2” such that Y and 2w \ Y are both thin sets, 
and define X = X n r-‘(Y). 
Since all fibers of X are dense, then the mapping 7rx is open and it follows that any 
countable compact set in Y is covered by K(X); and since Y is thin this shows that rrx 
is compact covering. 
Suppose that nx is inductively perfect and let F be a closed set in X such that 
T(F) = Y and nF is perfect. Notice that r(F) > Y and since Y is necessarily dense 
then K = F E A. Fix y E Y such that @e(y) = K. If (y,z) E K for some z, then 
since nTTF is perfect we necessarily have that (y, z) E F; in particular (y, $(y)) E F c 2 
which contradicts the fact that (y,$(t)) E G. 0 
Theorem 7.8. There exist a K, set X c 2” x 2” and X C X, such that all jibers oj 
X are closed relatively to X, and nx is compact covering but not inductively perject. 
Proof. Fix Y C 2” such that Y and 2” \ Y are both thin. Let Q = {qn: n, E w} a 
countable dense set in 2”. Fix some one-to-one mapping (n,p)_~ yln,n from w x w into 
Y such that for all n the set {yTL,n: p E w} is dense in Y. Let X = 2w x Q, and define: 
X = (Y x Q) \ u bn,p) x B(qn,2-7L-P), 
(7LP)EWXW 
where B(q, r) denotes the ball in Q (relatively to some fixed metric on Zw) of center q 
and radius T. We can suppose that diam(Q) > 2, so that Q \ B(q, r) # @ for all r < 1; 
it follows then that Y = T(X). 
Since Y is thin, to show that rrx is compact covering it is enough to show, as in 
Theorem 7.7, that rrTTx is open. To see this notice that if U x V is an open set in Y x Q 
then: 
r(X n (U x V)) = U \ {Y~L,~: B(qlL, 2-TL--p) > V} = U \ H, 
where H is finite. 
Suppose that for some closed set F in X the mapping 7rF is perfect onto Y, then for 
all q E Q the set F(q) = {y E Y: (y,q) E F} IS c osed in Y. Since Y is nonmeager, 1 
there exists qTL E Q such that F(qTL) is of nonempty interior. Then there exists p E w 
such that yn,n E F(q,), so (YTL,~:G~ ) E F \ X which is impossible. 0 
The following is a counterexample to the main statement of [ 11. It gives also a negative 
answer to the Question 1.9 of [8]: indeed, 7rx is triquotient since it is countable-compact 
covering, the fibers are complete and even compact but rrx is not inductively perfect. 
Theorem 7.9. There exists a K, set X c 2” x 2” such that alljibers of X are compact 
with at most one cluster point, n(X) = 2w, 7rx is countable-compact covering but not 
compact covering. 
Proof. We will denote by 0 the null sequence in 2w, 
Q = {o E 2”: 3n VJP 3 n o(p) = o}, 
andJ=2”\Q. 
For each finite sequence s = (no, 721,. . , rt-1) E wcw, we define the point ys of 
2” all coordinates of which are 0 except those of indices no, 7~0 + ni + 1, . . , no + 
n1 + . + nt_1 + l - I (so that ys has ! coordinates equal to 1). Let U, = ysls where 
q=no+nl+.~~+ne_1+~,sothaty,=71,-~. 
Let MS be the clopen set {cr E 2”: U, 3 o} and h be the homeomorphism from w“’ 
onto 4 defined by 
cr=h(P)+==+(u,-:cr, v?s+/3) 
Then for every /3 E ww, s + p if and only if h(P) E MS. 
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Let I be the set of odd integers and H the closed subspace of ww consisting of all p’s 
all coordinates of which are odd. Denote, for ! integer, pe the continuous function from 
2” to (0, l} defined by 
1 
0 if3n<2[, nE1, withcy(n)=l, 
cpe(o) = 
1 if not. 
The sequence (cpe) converges to some function ‘p on 2w and it is easily seen that 
C,&(P) = 1 if and only if p E H. Finally define for s E wCw, of length e, a point 
z, in 2w by 
Z, = i - ye--s, 
where i = cpe(ys). 
We take Y = 2” and T = Y x 2” and denote by T’ the second projection from T 
to Y: (y,z) + z. 
Now we define the set X C T by its sections X(o) := {z E 2”: (a,~) E X}. For 
cy = h(a) E 9, we let 
X(o) = {z,: s < p} u {cp(cr) - Q}. 
It is easily checked that the sequence (z~i~)k converges to @x(p) - Q, hence that A, 
is compact. 
For cy = yS E Q, with s of length e, we let 
X(o) = D u {z,: t -x s}, 
where D = (CY E 2”: V’n > 0 o(n) = 0}, then X( a 1s a finite set with ! + 3 points. ) 
Denoting by G the graph of cp : 2” + 2w (identifying 2 and D c 2”), G is a K, set 
since cp is the characteristic function of a closed subset of 2w, and we have: 
A=Gu(QxD)u u M8x{z,}. 
.SEU<” 
Thus A is a K, set, and its sections are compact and have at most one cluster point. 
Lemma 7.10. Every countable compact subset L of Y is the projection of a compact 
subset K of X. 
Proof. Let (a,) be some enumeration of L n 4. Put /3i = h-’ (ai). We construct induc- 
tively an increasing sequence (ik) of integers and a sequence (sk) in wCw by letting: 
Then we define 
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Kk = (L n Ma,) x {%), 
L* = L \ UK, i 
k 
K* = L* x D, 
K=K*UUKj_.. 
k 
It is easy to check that L* is a compact subset of Q, that K c A and that x(K) = L. It 
remains only to check that K is compact. 
Since the sequence (ai,) cannot have any cluster point in any MsJ, all its cluster 
points lie in L*. Hence d(aik, L*) + 0. Since the diameter of MS, goes to 0 and the 
distance from .z,~ to D goes also to 0, the compact sets Kk are, for large enough Ic, 
contained in any neighbourhood f?(K*, E) of K’; hence K is compact, and the proof of 
the lemma is complete. 0 
Notation 7.11. We will denote by 6 the set of all subsets 5’ of wCw \ (8) such that, for 
every integer e, the set S contains only finitely many sequences s of length e. 
For S E G, we will define the closed set 
Q(S) = {p E ww: V’s E s s 74 p>. 
Lemma 7.12. For every S E G, the restriction of cpoh to Q(S) is not continuous. 
Proof. We construct, for integers i and p, integers rn~, satisfying: 
(i) Vp rn~ is odd. 
(ii) Vp < i mi,n = mO,p. 
(iii) Vp > 0 mP+ is even. 
(iv> Vi VP (m,0, mi,l, . ,mi,p) $ S. 
Since S E 6, for fixed rni,o, mi,t, . . . , mi,P_ I, there are only finitely many m’s such 
that (mi,o, mi,t, . . , mi,P-I, m) E S. Thus we can choose m+, large enough, even or 
odd, such that (iv) holds. 
Then pi = (m+)n belongs to Q(S) f or each integer i. Moreover PO = limi+, pi, with 
/30 E H and ,Bi $ H for i > 0. Thus cpoh(po) # limihM poh(/?i), which proves that 
cp4@(S) is not continuous. 0 
End of the proof of Theorem 7.9. Lemma 7.10 shows that zx is countable-compact 
covering. If it were compact covering, there would be some compact F contained in X 
such that 7r( F) = Y. Put 
s = {s E wCW: z, E ?/5(F)}. 
Then S E 6. Indeed, if there were an integer e > 0 such that S contains infinitely many 
sequences s of length e, then there would exist a sequence (a,) in Y and a sequence (si) 
of pairwise distinct elements of wCw, with (ai, z,,) E F and IsiI = e. 
Let k = min{j < li: supa si(j) = co}. S ince lc < f?, then there would be some t of 
length k and a subsequence (s~)~cJ such that t + si for i E J and limiEJ,i+oo s%(k) = 03. 
Since a, E MS,, we would have 
,E,f~~m G = it and lim ilzJ,i+cC 
z,, = q - ye-b, 
with q = 0 or q = 1. But since t has length k < 1, then q - ye-t is neither q - Q, nor 
some of the z,~‘s. Thus the sequence (( a,, zs,)) converges in T to a point of F which 
does not belong to X. And since F c X, this proves that 5’ E 6. 
For all 4 E Q(S), there is no s E wCw such that (h(P), z,) E F. Since (-Y = h(P) E 
r(F), we conclude that the section F(a) is the singleton {cp(cr)} (identifying as above 
(0, 1) with D C Y’). Thus the restriction of cp to Q(S) nJ has a closed graph, hence is 
continuous, and this contradicts Lemma 7.12. 
This completes the proof. 0 
Theorem 7.13. There is a subset X* of 2” x 2” such that X* fzas compactjibers and 
TIx- is compact covering from X* onto Y* = r(X*) but not inductively perfect. 
Proof. Fix Y* c 2” such that Y* and 2” \ Y* are both thin sets. Let X be the K, set 
constructed in Theorem 7.9, and put X* = X n C’ (Y *). Since every compact subset of 
Y’ is countable, Lemma 7.10 shows that 7rx* is compact covering. Moreover the fibers 
of X* are fibers of X, hence are compact (with at most one cluster point). 
Finally, if 7rx were inductively perfect, there would be some compact subset F of 
2W x 2w such that F n (Y* x 2”) C X’ c X. Then A := 7r(F \ X) would be contained 
in 2w \ Y. Since X is K,, A would be JC;, and thin, hence countable. The same proof 
as above shows that 
s = {s E w-1 2.9 E $(F r- (Y x 2‘3) 
belongs to 6. Let (Pa)%>” be an enumeration of h-‘(A), and for every i > 0, si = pill 
(whose length is i).The set S’ = {si: i > 0) belongs to 6, and so does S* := S U S’. 
Since A n @(S’) = 8, it is seen as above that the restriction of cpoh to @(S*) should 
have a closed graph, hence be continuous; and this would contradict Lemma 7.12. 0 
8. Bore1 sections 
8.1. The game Go(X, Y) 
For any X c 2w x 2” and Y c 2” we define a game Go(X, Y). A run in this game 
is always infinite and goes as follows: 
I (ko, to) (ICI > tl) “. (Ll,L-I) (b, tn) ‘. 
II Tl T2 . . . T?l . 
where k,, E (0. l}, t,, E (0, l}“, and T, c (0, l}G” (with the convention TO = (0)) 
satisfy: 
(I ) t,, E T,, (in particular to = @), 
(2) T, is a tree, 
(3) TTL+, n (0: I}@ = T,,: 
(4) %+I \ r,, # 0. 
It is clear that condition (I) is a restriction for Player I when he chooses (,&: t,,,) after 
Player II has played T,,, and conditions (2), (3), (4) are restrictions for Player II when he 
chooses T,,+i after Player I has played (k,,, t,,). These conditions can always be assured 
by the players (notice that (4) enables Player I to realize (l)), and we shall assume in 
the sequel that they are always realized. 
Again a run in this game will be identified with the sequence (l~,,t~,T,~)~~~~. 
Since all the TrL’s arc finite trees, T = UT,_ T,, is also a tree on (0, 1) and T 
is infinite by (4), hence has at least one branch. We will say that the sequence (tlL) 
converges to some z E 2”, which we will denote by lim, t,, if for each p E w the 
sequence (&(17)&, is eventually equal to z(p). Clearly z is then a branch of T. ILet 
?/ = (~,1)&‘J. 
Player I wins the run if: 
(i) (trl) converges to some 2 E 2w, 
(ii) ?/ E Y, 
(iii) 3: = (?I> 2) $ X. 
Theorem 8.1. lj Player I has a winning strategy in Go(X,Y), then K(Y) cannot he 
covered by K(X). 
Proof. Fix a winning strategy 0 for I. Consider as in the proof of Theorem 6.1 the 
compact set L c Y of all possible ?/ played by CT (ignoring the &‘s)_ Suppose that 
L c r(h’) for some K E K(X), and consider the run where Player I follows g and 
Player II answers T,, defined as follows: 
T ,r.fl = T,, u {t E (0. I}“+‘: (Nurt x N,) n K # S}, 
where u,, = (kc,,. , k:,,) is already played by Player I. If in this run Player II respects 
the rules of Ga(X, Y) then one can see as in Theorem 6.1 that this run is won by II 
obtaining thus a contradiction. 
Conditions (2) and (3) of Section 8.1 are obviously satisfied and all we have to check 
is condition (4). Suppose that for some R we have T,+l = T,,. Then N,,?, n L = 0. But 
Player II would have then the possibility to play at each move p > n 
Ti = T,, U (t: n < ItI < p and 11~~ E T,,,}. 
Then, following 0, Player I would construct some 1~* E 2” such that 7h1L < y*, and 
we would have y* t L, hence L n N,,,, # 0, which is a contradiction. 0 
Lemma 8.2. Let M arid P be complete metric separuhle spaces, and p De u Baire-I 
fknctiorl ,from M to P. Then there exist N olle-to-one jkction p from M to w” nnd a 
continuous function li,,from ww to P such that p = $0~ andfor every nonempty sequence 
s, H, = I-’ . IS a closed s&set of hd whose diumeter is less than 2-lSi. 
Proof. Construct by induction on n = Is/, closed subsets H, of M and closed nonempty 
subsets P, of P such that 
(1) He = Al, 
(2) H,? = UkEw H,--k, 
(3) H,5--, n H,- k = 8 if j # k, 
(4) diam(H,?) < 2-I”’ if s # 0, 
(51 K--k c Fs,, 
(6) diam(cF(H,)) < l/ Is/, 
(7) cp(Hs) c Fs, 
(8) 9, is a singleton if H, = 8. 
Assume H, and P, are constructed. If H, = 8 let Hs-k = 8 and F,-k = P, for all 
integer k. 
If H, # 0, since M is Polish and p is Baire-1, p has a point of continuity on 
any nonempty closed subset of H,; thus one can construct a transfinite nonincreasing 
sequence (F~)E<~, of closed subsets of H, such that Fo = H,, FE+, $ FE if FE # 0, 
diam(Fc \ FE+,) < 2- l’l-‘, diam(cp(Fc \ FE+])) < l/(lsl + l), FA = nECx Fc for limit 
X. By Lindelof’s Theorem, there is a y < WI such that F7 = 0. Then we have 
Hs = u (FE \ FE+]). 
cc-l 
Each set (Fe \ FE+,) is a countable union of pairwise disjoint closed subsets F;,,,. And 
we can enumerate the family (F;,m)~<y,TnEw which is at most countable in a sequence 
(Hs--k)ktw, letting Hs--k = 8 for certain k if necessary. 
If H,$--k # 8 we put FS-k = cp(H,-k). And else pick some & E p(H,) and 
put Fs-k = {yk}. It is then easy to check that conditions (1) to (8) hold. For each 
Q E w“, ns4a F5 is a singleton {$J(cY)}. This defines a function 4: ww + P; and since 
$(N,) c P,, I./J is continuous by condition (6). 
For each z E M and each n E w there is exactly one s(“) with Is(‘l) 1 = n, such that 
n: E H,?(,,,; and ~(~~1 -: s(“+i). Thus there is exactly one p(z) E ww such that scn) + p(z) 
for all n, and it is easily checked that H,3 = p-‘(N,) and that $0~ = CF. q 
Theorem 8.3. If Player II has u winning strategy in Go(X, Y), then ,for eve? Polish 
space P and evev Baire-1 function p : 2” x 2” + P there exists a GJ set H c 2” x 2” 
which is the graph of a Baire- 1 function h : 2w + 2” such that cpoh is Baire- 1 and that 
for any y E Y the fiber HV = {(y, h(y)} is contained in X. 
Proof. Fix a winning strategy T for Player II. We shall define for each r~ = (kTL) E 2” 
a strategy gl/ for Player I in Go(X, Y) such that 
(k, t) = gr,(To, T,, . . , T.,) + k = k,, 
and 
We equip the space 2w x 2” with the metric 
d((V, z), (y’, z’)) = sup {2-“: y(p) # y’(p) or Z(P) # Z’(P)}. 
Factor cp through ww as in Lemma 8.2, and put H, = p-‘(N,). 
Denote for any finite run T = ((ko, to), 7’1, (kl:tl), . . ,T,) by K(r) the nonempty 
compact subset of 2w x 2w defined by 
K(r) = {(y, z): (k:(), . ,LI) + Y and zl,,, E T,,} 
and let sV be the least (for the lexicographical ordering +lex) sequence of length n such 
that H, ~IK(T) # 0. Clearly this s, depends only on T. Since diam(H,,,) < 2-7”, there is 
a unique t, E T,, such that (y*, z*) E H,9, + t,, + z*. Then define gy(r) = (y(n),tlL). 
It is clear that cy has the required properties. 
We now prove that for each y E 2w and each run (k,,t,, Tn)nEw where Player I 
follows gy, the sequence (tlL) converges to some z. Denote by T, the finite run 
((lco,to),T,,(~1,tl),...,T,,) and by scn) the sequences,,,. Clearly K(r,,+l) c K(r,,). 
It follows that K(rTL+l) n H,! # 0 if s’ = s(‘~+‘)I~~, and thus that scn) +lex s’. This 
implies that the sequence (s(“)(O)) 1s nondecreasing. Moreover there is at least a point 
a in the nonempty set p(n, K(r,,)), and this proves that for each r~, s(“) +lex al,,. 
Thus ~(~“‘(0) < a(O) and for some No and some Lo, n > No + s(‘~)(O) = &. For 
n 3 No the sequence (s(“) (1)) IS nondecreasing. Moreover, since Hce,,) is compact and 
intersects each K(rVL), there is at least one point in the set p(Hleo) nn, K(r,,)), whence 
we deduce as above that the sequence (s c7’)( 1)) is bounded, hence eventually equal to 
some .!I. Repeating this argument, we see that for any k, the sequence s(“)(k) is equal 
to some e, for every n greater than some Nk. Let CY* be the sequence (ek) E w“ and 
2 * = (y*, z*) the unique point of p-‘(a*). We necessarily have y = y*. If 2, = (yl%, z,,) 
is any point in K(rrL) f’ H,g~.Ll, we have x,, t IC* and t, % zTL, thus z* = lim,, t, and 
p(zrL) + (Y* = #0(x*). 
Then we can define the function h: 2” + 2” which assigns to any y E 2” the point 
Z* = lim,, t,, constructed in the run (&, t,,, T,L)ncw where Player I follows oy and 
Player II follows 7. Since t,, and ,crL) 5 depend continuously on y for each n, then h and 
poh are of first Baire class, and also cp& = &poh. Moreover since r is winning, if 
y E Y then (y, z) = (y, h(y)) E X. 0 
We recall that a section for a surjective mapping f : X -+ Y is a mapping g : Y + X 
such that fog = 1~. 
Theorem 8.4. Suppose that X and Y are Borel. Then any compact covering mapping 
f : X + Y has a$rst Baire class section. 
Proof. Suppose first f = 7rx. Notice that since X and Y are Bore1 the game Go(X, Y) 
is Bore1 and hence determined. Then the conclusion follows from Theorems 8.1 and 8.3 
(with cp constant on 2” x 2‘9. 
In the general case consider the diagram given by Theorem 3.1. Since 7rz is compact 
covering, there exists a Baire- 1 section g : n(Z) --t 2 to TV. Then applying [ 13, Lemme 
21, we can find a Bake-1 section h: Y -+ ~(2) to q such that gob: Y t 2 is also 
Baire- 1. It follows then from the commutativity of the diagram that pogoh is a Baire- 1 
section to f. 0 
Theorem 8.5. Let 2 < E < WI. Suppose that X is .Ei (respectively II!) und that the 
game Go(X, Y) is determined. If ~~ 
IQ. 
is compact covering then Y is .F$ (respectively 
Proof. Assume first that < 3 w. By the previous theorem, there is a Baire-1 section 
h of lrx. Then Y = h-‘(X) belongs to _EI)+< = Ei (respectively II:+< = “). If 
< = 1 + 77 is finite, there is a _JZ: (respectively flz) set w C 2” and a Baire-1 function 
(F:2w x 2w + 2” such that X = cp-‘(IV). Then by Theorem 8.3 there exists a Baire- 
I section h such that cpoh is Baire-1. Then Y = h-‘(X) = (cp&-‘(IV) belongs to 
z:+, = EF (respectively fig). 0 
Theorem 8.6. Let 2 6 < < WI. Suppose that X and Y are Borel, and that X is E” 
5 (respectively II:). If there exists a compact covering mapping f : X + Y, then Y is E, 
(respectively II!). 
Proof, Suppose first f = 7rx. Notice that since X and Y are Bore1 the game Ga(X, Y) 
is Bore1 and hence determined. Then the conclusion follows from Theorems 8.1 and 8.5. 
In the general case consider the diagram given by Theorem 3.1. If X is J$, 2 = 
p-‘(X) is .F$ too. Since 7rz is compact covering, ~(2) is x0. And since q is perfect 
$ and q-‘(Y) = r(Z) is z;“, it follows from [13] that Y is EC. The proof goes in the 
same way if X is fli. 0 
Theorem 8.7 (Nf < Nl). Let Y be a E,’ subset of 2” which is not Al. Then for uny 
[ < WI there is a Bore1 subset B of 2”, contained in Y, such that no 23: subset A of 
2” satisjes B c A c Y. 
Proof. Let 2 be a complete K$’ subset of 2”. Under the axiom Nf < Nr it can be 
shown (see [6, Section 71) that the pair (Y, 2” \ Y) which cannot be separated by EF 
(for if not Y would be Borel) reduces the pair (Z,2” \ 2). Then there exists a continuous 
CJ: 2” t 2” such that g-‘(Y) = 2, and B = g(Z) = g(2w)\g(2w\Z) is A!. Moreover 
if A were a _EF set such that B c A c Y, then g-‘(A) = 2 would be ZF in 2” and 2 
would not be fl:-complete. 0 
Theorem 8.8 (Nf < Nj). Let X be Bore1 and 7rx be compact covering. Then Y is Borel. 
Proof. Let < 3 2 be such that X E JZ!. Since Y = r(X) it is E,‘. If Y is Borel, there is 
nothing to prove. If not, there exists some Bore1 subset B C 2“’ satisfying the conclusion 
of Theorem 8.7. Let X’ = X n n-‘(B). Then rrx, is compact covering and the proof 
of Theorem 8.5 shows that there is a Baire-1 function h: 2” + 2w such that p0(1 x h) 
is Baire-1 and, for any r~ E B, (y, h(y)) E X. Then the set 
A = {y E 2w: (y, h(y)) E X} = {y E 2”: cp(y, h(g)) E X} 
is a EF set containing B and contained in r(X) = Y. And this is a contradiction. 0 
Remark 8.9. The statement of Theorem 8.7 seems to be weaker than Nf < Nt . Maybe 
it can even be shown in ZFC. This would then provide a proof of Theorem 8.8 in ZFC. 
9. Limitations of game methods 
We suppose that X and Y = n(X) are both Bore]. Is is clear that what we were trying 
through this paper is to find a determined game G(X, Y) such that: 
(1) If Player I has a winning strategy then 7rx is not compact covering. 
(2) If Player II has a winning strategy then 7riTx is inductively perfect. 
The game G(X, Y) satisfies (1) and (2) but since it is not Bore1 we were obliged to admit 
Det(E,‘) to insure its determinacy. The game Go(X, Y) was obtained by changing the 
rules to obtain a Bore1 game with the hope that (1) and (2) would still be true. Roughly 
speaking, in both games the players construct in a continuous way, a point y E 2w and 
a compact set M c 2”. In G(X,Y) Player II wins if K = {y} x M c X whenever 
y E Y; whereas in Go(X, Y) Player I wins if he is able to exhibit for IJ E Y a point 
z E &f such that (y, z) $ X. The procedure for constructing z, which is specified by 
the rules, is clearly Borcl. Thus Ga(X, Y) can be considered as a “Bore1 variation” of 
G(X, Y) where the .Ui condition “K c X” for Player II is replaced by the Bore1 
condition “(y, z) $ X” for Player I. But as we shall see in the next result it is precisely 
the fact that the point z is constructed in a Bore1 way, which disproves (2). 
In fact, all the previous results concerning Ga(X, Y) as well as the next one, are also 
valid for any “Bore1 variation” of G(X, Y). 
Theorem 9.1. There exists a countable set X c 2” x 2” satisfying: 
(i) Y = n(X) = {u} U {aL,,: n. E w} with a = lima,,, 
(ii) Player II has a winning strategy in Go(X, Y), 
(iii) the compact set Y cunnot be covered by N compact subset of X. 
Proof. Let a and an denote the elements of 2” dcfned by: 
‘v’k a(k) = 0 and uTL(k.) = I H n = Ic. 
Let: 
X = (b} x Q) u u {a,,} x F,, , 
?LEW > 
where Q is a fixed dense countahlc subset of 2w and (F,,),,, is a sequence of finite 
sets satisfying some properties that will be specified later in Notations 9.4 and 9.6. To 
express these properties we need some notations. 
Notations 9.2. If E is a compact space, for any A c K(E) let: 
A- = {L E K(E): LnK # 0, VK E A}. 
Clearly A- is compact and monotone (i.e., if L E A- then any compact set L’ 1 L is 
also in A-). 
Lemma 9.3. For any compact set A c K(E): 
(A-)- = {L E K(E): 3 K E A, K c L} 
is the smallest compact motlotone set containing A. 
Proof. Let B = {L E K(E): 3 K E A, K c L}; obviously B c (A-)-. Suppose that 
L +I! B; then by compactness we can find T > 0 such that L’ = E \ B(L, r) satisfies 
L’ n K # 0 for all K E A, so L’ E A-; and since L’ n L = 0 then L $ (A-)- and 
this proves that (A-)‘- c B. 0 
Notations 9.4. From now on, d denotes the metric on 2” defined for N # /3 by: 
d(cr, 0) = 2-‘” where n = min {k: cu(k) # p(k)} 
and 6 denotes the Hausdorff metric on K(2”) associated to d. 
Let C c K(2”) \ (0) b e a compact set that will be chosen in Notations 9.6. Since 
the set of all finite subsets subsets of E is dense in K(E) \ (8) we can find a sequence 
(&)n~w of nonempty finite sets in E such that the set of its cluster points in K(2”) is 
exactly C-; moreover we can suppose that for all n: 
dist(F,, C”) < 2-‘“! 
where dist is computed in the metric space (K(2”), 6) and denotes as usual (in any 
metric space) the “distance” from a point to a subset. 
In all the sequel C and (F,),E, are supposed to satisfy all the previous properties. 
Lemma 9.5. Fix K E C and let S = {s E 2 <w: N, n K # 0) he the complete tree of 
K. Suppose that: 
is a jinite run in Go(X, Y) satisfying: 
(i) VP < n k, = 0 and I;, = 1, 
(ii) T,, > S n (0, I}““. 
Then Player II has a strategy which wins any run starting with r. 
Proof. Since dist(F,,, C-) < 2-‘” we can find L E C- such that b(F,,, L) < 2-7”. 
Notice that L n K is nonempty since L E C-, then fix 0 E L n K and c~ E F,, such 
that d(o, fl) < 2-“. Then by the definition of d we can find s E 2” such that s + cl and 
s + ,/3, and since fl E K then necessarily s E S and thus s E T,,. 
Consider the strategy r for Player II which consists in playing T, = T,_t U {cyj7,} 
for all m > R. Notice that this strategy respects conditions (2), (3) and (4) of Section 8.1 
and that by (1) Player I is obliged to answer t,, = (~1, for all m > rz. 
In a run compatible with 7 the sequence (tlL) converges necessarily to cr E F,,. Let 
z = (y, c~) the point constructed by Player I. To see that such a run is won by Player II, 
distinguish two cases: If k,, = 1 for some m > rl, then y $ Y and Player II wins; and 
if k, = 0 for all m > n then y = n7, so II: = (a,, a) E X and II wins also. q 
Notations 9.6. We shall now choose the compact set C. 
Let E = 2w and for i = 0, 1 let E, = {a E E: a(O) = i} and Qz = E, n Q (we 
recall that Q is a countable dense subset of E = 2“). 
We fix two disjoint ntt sets Pa and PI in 2w that cannot be separated by a Bore1 set. 
Since K(Qi) is n,‘-complete we can find continuous mappings @i : 2w + K(Ei) \ (8) 
such that: 
a E P, H @pi(a) c Q,. 
Then @ : 2” + K(E) \ ($9) defined by @(a) = @e(o) UC& (a) is also continuous. Finally 
we take C = @(2”). 
Lemma 9.7. Player II has a cvinning strategy in Go(X, Y). 
Proof. The game Gu(X, Y) is determined since X and Y are Borel; so it is enough to 
prove that Player I has no winning strategy. 
Suppose by contradiction that Player I has a winning strategy 0. For any cy E 2w let 
T, be the strategy for Player II defined by: 
where S, is the complete tree of the compact set G(N). Let (y,z) = ($~(a),cp(a)) 
be the point constructed in the unique run compatible with both strategies 0 and rru. 
It follows from Lemma 9.5 that necessarily $((Y) = a and since g is winning then 
(y, z) $ X and so p(o) $ Q. On the other hand it follows from the definition of TV that 
I E @(a) = @o(cy) U @I (a). Then for i = 0, 1 we have: 
But the function cp : 2” + 2” is clearly Bore1 and so ‘p-l (Eo) and cp-’ (Et ) are two 
disjoint Bore1 sets separating PO and PI, and this gives the contradiction. 0 
Lemma 9.8. The compact set Y cannot be covered by a compact subset qf X. 
Proof. Suppose that r(K) > Y for some K E K(X). Let 
M = K(a) = { z E E: (a,~) E M}, 
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then A4 c Q and for any neighbourhood V of A4 the set V n K(a,) = V n F,, is 
nonempty for n large enough. It follows then from Notations 9.4 that v E (C”)-. 
Hence M E (C-)” and so by Lemma 9.3 we can find LY E 2” such that 
@(a) =&(a) U&((Y) c A4 c Q; 
then @o(a) c QO and @p1 (a) c &I, so a E P’ n PI which is impossible. 0 
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