This paper is concerned with the design of a constrained optimal control of finite-dimensional control-affine nonlinear dynamical systems. We introduce an optimal control problem which specifically considers the observability of the obtained solution, while the stability of the closed loop system is guaranteed. In this paper, a cost function is introduced which consists of a term to maximize observability. A recursive algorithm is proposed to obtain an optimal state feedback control to maximize a non-quadratic cost functional. The main contribution of this paper is presenting a joint solution to the stability of the system, as an asymptotic behavior, on one hand, and the observability of the system, as a transient behavior, on the other hand.
I. INTRODUCTION
Optimal control has a long history in robotics. There has been a great deal of work on the minimum-time problem for pick-and-place robotic manipulators, and the linear quadratic regulator (LQR) and linear quadratic regulator with Gaussian noise (LQG) have become essential tools for any controls engineer. The fundamental idea in optimal control is to formulate the goal of control as the long-term optimization of a scalar cost function. In order to formulate this control design problem using optimal control, we must define a scalar objective which scores the long-term performance of running each candidate control policy, u(x), from each initial condition, x 0 , and a list of constraints that must be satisfied.
For linear systems, LQR is a well known and commonly used method for designing an optimal control law given a quadratic cost function of state and control. For nonlinear systems, optimal state feedback can be obtained from the solution of the Hamilton-Jacobi-Bellman (HJB) equation. This equation is usually hard to solve analytically. Over the last few years, with increasingly powerful computers and algorithms, the popularity of numerical optimal control has grown at an incredible pace. Therefore, different approximation methods have been used to obtain suboptimal feedback control policies for quadratic [1] , [2] or non-quadratic [3] , [4] cost functionals. Most of these solution methods involve solving Riccati equations and a series of linear algebraic or differential equations.
A primary consideration in the work here is system observability. Because of the actuation and sensing coupling in nonlinear systems, one might be able to make a system more observable by changing the control inputs [5] - [7] . Our goal, here, is to design a process of efficiently choosing the inputs of a dynamical system to improve the overall sensing performance (measured by the system observability). This is motivated from many problems where the reconstruction of the states is difficult and need to be acquired (or sensed) actively (e.g. in the problem of localization of a robot in an unknown environment). The problem of active sensing has received significant attention in robotics community in recent years. A robot can use the path that maximizes observability to localize itself or to construct a map of the environment [8] , [9] . In [8] , sampling trajectories for autonomous vehicles are selected to maximize observability of an environmental flow field. In that work, an iteration technique was used on a finite number of sampling parameters rather than over all possible sampling trajectories. The optimized path was computed by exhaustive search. In [9] , an optimal path is given for a specific type of nonlinear system (ẋ = G(x)u, where G(x) is invertible) and triangulation measurements. Yu et al. in [10] developed a path planning algorithm based on dynamic programming for navigation of an MAV using bearing-only measurements. In this algorithm, at each time step one of three possible choices of roll command is selected by solving an optimization problem based on an observability criterion for the chosen path. Each of these approaches are applicable for a specific type of nonlinear system; solving the problem of choosing controls to improve the observability of an arbitrary nonlinear system is a difficult problem.
Several measures have been used in literature to evaluate the observability of a system. In the case of the observabilitybased optimization problem, the observability Gramian has been the most popular notion used to evaluate observability. In order to perform an optimization on the observability Gramian matrix, a scalar function of the matrix must be chosen. The smallest singular value, the determinant, the trace of the inverse of the observability Gramian, and the spectral norm of the observability Gramian are some of the criteria have been used for observability optimization. However, the analytical computation of nonlinear observability Gramian is expensive. An alternative tool used to measure the level of observability for nonlinear systems is empirical observability Gramian. To compute empirical observability Gramian, one only need to collect empirical data (either from experiment or from simulation). The principal advantage of the empirical Gramian is that it requires only data from simulation, despite the analytical method, which requires having smooth function describing the system dynamics. Recent works with empirical methods have been shown to be a valuable approach for studies of observability in nonlinear systems.
In comparison with the above-mentioned observability-based path planning algorithms, the state feedback obtained in this paper can be applied to a larger family of nonlinear systems, and it also ensures the stability of the nonlinear system. A recursive algorithm is used to find a solution to our optimization problem which maximizes the observability while ensuring stability.
II. MATHEMATICAL PRELIMINARIES
To begin consider linear time invariant systems of the forṁ
for which, the observability Gramian,
can be computed to evaluate the observability of a linear system [11] . A linear system is fully observable if and only if the corresponding observability Gramian is full rank [12] . If the observability Gramian is rank deficient, some of the states (or directions in the state space) cannot be reconstructed from the sensors data, regardless of the control policy being applied. While the observability Gramian works very well for determining the observability of linear systems, analytical observability for nonlinear systems quickly becomes intractable and some adaptation is needed to use it for nonlinear systems. Calculation of a nonlinear analytical observability Gramian requires computation of Jacobian matrices, and only gives an approximation of the local observability for a specific given trajectory. One alternative method to evaluate observability of a nonlinear system is using the relatively new concepts of the observability covariance or the empirical observability Gramian [11] . This tool provides a more accurate description of a nonlinear system's observability, while being much less computationally expensive than analytical tools such as Lie algebra based approaches. Here, we provide basic details of the empirical observability Gramian to evaluate the observability of nonlinear systems.
In this paper, we specifically consider the problem of system observability of a specific class of nonlinear systems called control affine form. A nonlinear system in control affine form is given by:
In such systems, f 0 (x) is referred to as the drift vector field or simply drift, f i (x) are termed control vector fields. The empirical observability Gramian for the nonlinear system (3) is constructed as follows. For a given small perturbation ε > 0 of the initial condition, let x ±i 0 = x 0 ± εe i be the initial condition and y ±i (t) be the corresponding output, with e i is the i th unit vector in R n . For a nonlinear system (3), the empirical observability gramian, W o is an n × n matrix, whose (i, j) component is
It can be shown that if the system dynamics (f 0 and f i functions in (3)) are smooth then the empirical observability Gramian converges to the local observability gramian as ε → 0. Note that the perturbation, ε, should always be chosen such that system stays in the region of attraction of the equilibrium point of the system. The largest singular value [13] , smallest eigenvalue [11] , the determinant [8] , [14] , and the trace of the inverse [8] of the observability Gramian have been used as different measures for the observability. The empirical observability gramian (4) is used to introduce an index to measure the level of observability of a given nonlinear system. This index is called the observability index., and here we will use the trace of the empirical observability Gramian for the measure of the observability:
III. PROBLEM FORMULATION
In order to preserve the asymptotic convergence property of the closed loop state trajectory, we consider a dual optimal control problem. It is called dual because in designing the optimal control, the controller's objectives are twofold:
• (1) Improve the observability of the system in order to avoid unobservable trajectories.
• (2) Guarantee the stability of the system and convergence of the resulting state trajectory. We consider the following total cost function min
which has two parts:
• The first term, l 1 (x, u) = x T Qx + u T Ru, takes into account the control energy and the distance to the desired steady state trajectory.
• The observability index, l 2 (t, x, x ±1 , · · · , x ±n ), which is a transient term taking into account the local observability of the system based on (5), and it is given by
where, sat ζ (x) is given by
where ζ > 0 is chosen to be a value to make sure that the optimization problem is feasible and meaningful. In the cost function (6), the integral of the control effort (i.e., the u T Ru term) plus the square of a norm of the states (i.e., the x T Qx term) is minimized, while maximizing an observability index. The index l 1 (x, u) determines the asymptotic behavior of the closed loop system, while l 2 (t, x, x ±1 , · · · , x ±n ) specifies the desired transient behavior of the system. This cost function does not directly maximize the observability, instead the observability term, l 2 (t, x, x ±1 , · · · , x ±n ), tunes the cost function so that the obtained optimal control drives the system to be more observable. Maximizing only the index of observability and ignoring the remaining terms does not guarantee the stability of system. To have a meaningful optimization problem, it is desired to have x T Qx − l 2 (·) ≥ 0. The saturation limit, ζ in (8), can be chosen equal to x T Qx to insure x T Qx − l 2 (·) remains a positive semi-definite function. However, the saturation limit can be set to a constant number, in case we have information on the rate of convergence of the system. Given a nonlinear systemẋ = f(x, u), assume that there is a lower-bound, β , on the rate of decay of the nonlinear system, such that
where · Q is norm of a vector associated with positive semi-definite matrix Q. In this case, the saturation parameter, ζ , could be set to
Theorem 1. Given a nonlinear systemẋ = f(x, u), if condition (9) is satisfied. Then the saturation parameter, ζ , given by
Proof. From (10) we have
Using (9), one can conclude that ζ ≤ e t x(t)
From definition of saturation function, given by (8), we have sat ζ (·) ≤ ζ . Then
The cost function (6) is a non-quadratic function, and the governing equation of motion is nonlinear. The optimal control of this problem is obtained by solving series of partial differential equations. There is no analytical solution of these partial differential equations. To simplify, the original problem is divided into some smaller problems of finding an optimal control in the form of a linear feedback control policy, u = Kx, for small time intervals. The idea, here, is to design a piece-wise linear state feedback. Assume we have 0 = t 0 < t 1 < · · · < t j < t j+1 < · · · < t f , then the optimal linear state feedback control is given by
where, L(x(t j+1 ),t j+1 ) is the cost-to-go at the final time of the interval [t j t j+1 ). Without loss of generality, consider the first time interval, [0 t 1 ). By substitution of u = K 0 x into (14), the cost functional can be approximated as:
where,
Now, considering the dynamics of the nonlinear system, the optimization problem can be expressed as
The optimal gain, K * 0 , should be found to minimize cost-to-go, J.
A. Optimization Algorithm
In this section, an algorithm presented to solve (17) to find an optimal control policy in the sense of observability. Here, a recursive gradient-based algorithm is used to find a solution to this optimization problem.
First, given (15) define a new variable
It is obvious that x n+1 (0) = L(x 0 , 0), and x n+1 (t 1 ) = J(K 0 ). Define an augmented state vector as
. . .
and f(x, K 0 ) is given in (3) substituting u = K 0 x. The optimization problem can now be summarized as
To solve this optimization problem, the gradient vector,
, a method is demonstrated for solving a similar problem. By definingX K 0 = ∂x ∂ K 0 , and applying the chain rule, we havė
Notice that if the system is multi-input, K 0 is a matrix, and the term ∂x ∂ K 0 is the derivative of a vector with respect to a matrix, which results in a higher order tensor. To include multi-input as well as single-input control problems using conventional algebra notation with vectors and matrices, we need to have separate equations forX k i = ∂x ∂ k i , i = 1 . . . p, where k i is the i th row of the matrix K 0 . Now (19) and (22) should be solved together for 0 < t < t 1 . The last row ofX K 0 at t = t 1 is the gradient vector which can be used for improving the optimal value of K 0 . Based on these observations, an iterative algorithm for obtaining the optimal feedback gain, K * 0 , is presented here. Note that we are using an estimate of the Hessian matrix to make sure that the optimal point is a minimum point (not a saddle point). One can use a more precise method (e.g. a finite difference approximation method for estimating the Jacobian presented in [15] ). Since we are not directly using the Hessian matrix in the computation of the optimal point, we are using a very simple method to estimate the curvature sign at each point.
Choose step size µ 0 > 0; Choose K 0 0 , an initial value for K 0 that stabilizes the system; cvxCheck : = TRUE; Choose a convergence tolerance ε t ; repeat Solve (19) and (22) together for 0 < t < t 1 ; g i := the last row ofX K 0 at t = t 1 ;
; if H 0 then cvxCheck := TRUE ; else cvxCheck := FALSE ; end if cvxCheck is TRUE then Update step size µ i ; else Do not change step size; end until g i ≤ ε t AND cvxCheck is TRUE; Algorithm 1: Iterative algorithm to find K *
0
The iteration stops when the gradient vector becomes small enough or remains almost unchanged. The algorithm also checks the convexity at the obtained solution to insure that the solution is a local minimum. The value of K 0 is updated based upon the gradient descent rule. The step size µ i is a positive number, which should be chosen small enough that stability is guaranteed.
B. Convergence of the Algorithm
The gradient method is very popular mainly because of its simplicity. It requires the calculation of a gradient, but not the second derivatives. One of the parameters that must be chosen in this method is step size. Proposition 1. Any direction that makes an angle of strictly less than π 2 with −∇J is guaranteed to produce a decrease in J provided that the step size is sufficiently small [16] .
The suggested rule for step size selection here is
where, 0 < µ 0 < ∞ is constant, and i is the iteration counter. This step size policy, which is called Square summable but not summable, satisfies
It is worthy to note that because of the transient term, l 2 (·), the cost functional J(K) is not convex. But since the transient term is bounded, the cost functional is bounded by two convex functions. The lower and upper bounds are given by J = Both of the lower and upper bounds (J andJ) are convex functions. Therefore, the cost function cannot be concave over the entire search space and there should exist some regions over which the cost function is locally convex. We assume, here, that after a finite number of iterations, the algorithm drives the system to a locally convex point and after that remains in a convex region around that point until the algorithm converges to a local minimum. Proof. This proof is similar to the typical convergence proof for the gradient descent algorithm for a convex function [17] . Since J(K) satisfies the Lipschitz condition, the norm of the gradient vectors, g i , are bounded, i.e., there is a G such that g i 2 ≤ G for all i, and
for all i 1 and i 2 . Since K * is a local minimum of J, so there is a neighborhood U containing K * such that the function is convex on this neighborhood. It is assumed here that K j ∈ U, j = 0, ..., i + 1, so we have
where, J * = J(K * ). The inequality above comes from the property of the gradient vector of a convex function which is
Applying the inequality above recursively, we have
If we define J 
Finally, using the assumption g i 2 ≤ G, we obtain the inequality
If K i ∈ U when i → ∞, then by applying the conditions given in (24)
Therefore, the gradient method proposed above converges to the local minimum K * . Otherwise, if at an iteration, say k < ∞, K k / ∈ U, then there is always a finite number of iterations, say k , such that K k+k ∈ U , where U is also a region over which the function is convex, and it contains a local minimum. We can use the same proof given above for this local minimum. Finally it can be shown that the algorithm converges to a local minimum.
The discussion above shows the convergence of the algorithm. Other methods, such as Newton's method, can be used to improve the rate of convergence. But these methods require the calculation of the Hessian matrix ∇ 2 J or an approximation of this matrix. Explicit computation of the Hessian matrix is often an expensive process. Some approaches such as the quasi-Newton method can be used to estimate the Hessian matrix. However, any of these higher order methods that can be used to achieve higher rate of convergence do so at the cost of increased complexity. Improving the rate of convergence is not the main focus here. More discussion on different methods can be found in Wright and Nocedal [16] .
IV. STABILITY OF CLOSED LOOP SYSTEM
Here, stability of the system in the sense of Lyapunov is investigated. The idea of consecutive design of stabilizing control by Lyapunov function is used to prove the stability of the system. This idea is very much inspired by LQR-Trees presented in [18] . 
and the terminal cost function is positive semi-definite, continuously differentiable, and decreases faster than the value of the function l 1 (x, u) along all admissible control inputs u and the corresponding trajectories x, then the optimal control u = K * x converges the trajectory of the closed loop system to the origin.
Proof. The admissible function for l 2 (·), introduced in (7), satisfies the conditions given in (34). The condition on the terminal cost, L(t, x) is given as:
Suppose u * and x * are the optimal control and its corresponding trajectory obtained from optimization problem (14) for t ∈ [t j t j+1 ). To show the stability of this control, a Lyapunov function is defined as:
Note that all terms in (36) are positive, therefore, V (t) > 0. Now we need to show that the Lyapunov function (36) is decreasing. In fact, the inequality V (t + δ ) < V (t) should hold for any δ > 0, such that t + δ ∈ [t j t j+1 − ∆t]. At time t + δ :
Based on the assumptions (34), we have
and from assumption (35), one can conclude
Therefore,
This proof guarantees the convergence of the closed loop state trajectory x(t) to the origin. The stability in the sense of Lyapunov can be proved for all intervals [t j t j+1 ). The basin of attraction obtained from Lyapunov function in [t j t j+1 ) contains the goal state of the previous interval, x(t j ). Therefore, the optimal control obtained here will stabilize the closed loop system.
Note that the effect of terminal cost on the stability of the closed loop system has been studied for linear systems as well as nonlinear systems [19] . By replacing l 1 with l 1 + l 2 in (35), we obtain the well known condition on the final cost for convergence to the origin of the finite-horizon optimal control problem. The idea of this replacement is from Alessandretti et al. [20] .
V. ILLUSTRATIVE EXAMPLE
The control policies and the algorithms presented in this paper are illustrated by implementing the results on a holonomic system and nonlinear measurement. The dynamical system is given bẏ
In this case, we have a linear systemẋ = Ax + Bu, where, A = 0, B = I. By choosing Q = R = I, and solving the algebraic Riccati equation A T P + PA − PBR −1 B T P + Q = 0, we obtain P = I. Thus, the control policy u 0 = −R −1 B T Px = −x asymptotically stabilizes (41). Now, assume that the position of the vehicle is continuously measured by an omnidirectional camera centered at the origin. Then, the output function can be given as
where, y ∈ R is a bearing only measurement, which provides information about the direction of the vehicle but not about the distance. The observability matrix is given by
Recall that the system is locally observable if the observability matrix, dO, is full rank. In this case, we havė
All other differential terms are zero (ÿ = y (3) = . . . = 0). Therefore, by applying the control u 0 = −x, the observability matrix is not full rank, and the system is not observable. Now add the observability index to the optimization problem. Assume the instantaneous cost is given by:
and assume t f = 100. The final cost needs to be chosen to meet the condition (35). The final cost can be set to
Thus, we have 100 intervals, and for each interval the optimal K * is given by:
Here, we compare the optimal control obtained from the LQR cost function without the observability term and the cost function given in (46) which considers the observability of the system. The resulting trajectories obtained from these two scenarios for the initial condition −1 2 can be seen in Fig. 1 . The optimal controls for these two scenarios are given in Fig. 2 .
VI. CONCLUSION
This paper has been concerned with obtaining an optimal control of a nonlinear system based on the nonlinear observability criteria. We proposed an algorithm to optimize a finite-horizon cost function which contains two parts: l 1 , which determines asymptotic behavior of the system, and l 2 , which is a transient term. The transient term is responsible for maximizing a notion of observability of the nonlinear system. The empirical observability gramian has been used as a tool for improving the local observability for nonlinear systems. In addition, stability of the system was investigated, and it was shown under some conditions for the terminal cost, the stability of the closed loop system is guaranteed.
The cost function was a combination of quadratic and non-quadratic terms and came from our intent to maximize the observability of a nonlinear system. A gradient-based recursive algorithm was used to obtain an optimal linear state feedback controller. Similar to many nonlinear optimization problems, a big problem of this approach is that a global optimization is not generally guaranteed for nonlinear systems.
The controller is assumed to be linear state feedback, which is not necessarily the optimal control for all types of nonlinear systems. Furthermore, there are some restrictions for nonlinear systems to be stabilized by smooth feedback control [21] , [22] . There are some nonlinear systems which are not stabilizable by time invariant state feedback control. For example, there are some restrictions on the existence of the time invariant smooth feedback controller for nonholonomic systems which asymptotically stabilize a point. The either discontinuous or time varying oscillatory control is a way to stabilize these kinds of nonlinear systems. The next step in our work is considering time varying oscillatory feedback control to increase the chance of stabilization while improving the observability of the system.
