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IDENTIFICATION E T VALIDATION D'U N MODEL E D E L'HELICOPTER E 
BELL-427 A  PARTIR D E DONNEES D E VOL AVEC UN E METHOD E 
TEMPORELLE 
DE JESUS MOTA, Sandrin e 
RESUME 
Une nouvell e techniqu e pou r I'identificatio n d'u n modcl e d'hclicopter e Bell-42 7 es t 
presentee. L e model e es t identifi e e t valid e pou r 2 2 condition s d e vol , chacun e etan t defmi e 
par un e altitud e varian t d e 300 0 pied s a  600 0 pieds , un e vitess e varian t d e 3 0 noeud s a  11 5 
nosuds, un helicoptere lour d e t un centre d e gravite longitudina l etan t e n avant e t en arriere de 
rhelicoptere. Pou r identifie r le s modeles, de s commandes d e type 2-3-1- 1 son t executee s pa r 
le pilot e dan s l e bu t d'excite r tou s le s mode s d u systcme . Pou r identifie r l e mouvcmcn t 
longitudinal e t latera l d e I'helicoptere , u n nouvea u je u d e donnee s es t construi t e n 
concatenant le s donnee s reliee s a  chaqu e command e d u pilote . L e model e construi t es t sou s 
la form e d'espac e d'eta t oi l le s vitesse s lineaire s e t angulaires , e t le s angle s d'Eule r 
representent le s etats du system e e t le s accelerations lineaire s son t le s sorties du systemc . 
Deux problematique s majeure s son t resolue s dan s c e memoire . L a premier e concem e 
I'equation d'etat . Un e relation d e recurrenc e entr e le s etats es t definie . Puis , une optimisatio n 
basee su r l a theorie de s reseau x d e neurone s es t realisee e t un reglage manue l e t automatiqu e 
des condition s initialc s de s etat s es t fai t afi n d e satisfair e le s regie s d e l a FAA . L a sccond e 
problematique es t reliee a  I'equation d e sortie . A cause des effet s aleatoire s lor s de l a prise de 
mesure, le s equations classique s d u mouvement n e donnent pa s d e resultats satisfaisant s pou r 
observer le s sortie s d u system e a  parti r de s etat s d u systeme . Deu x methode s (un e lineair e e t 
une non-lincaire ) son t presentee s e t un e comparaiso n de s troi s methode s es t realise e pou r 
determiner l a method e l a plu s appropriee . Dan s l e bu t d'effectue r un e comparaiso n propre , 
une list e d e critere s es t forme e don t chacu n es t associ e a  un coefficien t d e ponderatio n selo n 
son importance . Ave c cett e comparaison , le s sentiment s subjectif s d u pilot e son t pri s e n 
compte. 
Chaque model e identifi e a  un e conditio n d e vo l doi t etr e valid e pa r troi s different s test s d e 
vol no n utilise s pou r I'identification . D e plus , chaqu e signa l estim e doi t reste r dan s l a band e 
de toleranc e defini e pa r l a FA A selo n l e typ e d e missio n d e I'helicoptere . Pou r le s test s d e 
validation, le s signau x estime s doiven t reste r dan s le s bande s d e toleranc e u n minimu m d e 
trois secondes . 
De bon s resultat s son t obtenu s e n boucl e ouvert e e t e n boucl e ferme e pou r I'estimatio n de s 
signaux d'etat . L a method e lineair e s'es t avere e l a meilleur e pou r observe r le s sortie s d u 
systeme a  parti r de s signau x d'etat . Le s matrice s obtenue s a  chaqu e conditio n d e vo l son t 
interpolees pou r obteni r l e model e d e I'helicopter e pou r toute s le s condition s d e vol . Le s 
tests d e vo l no n utilise s pou r I'identificatio n e t l a validatio n d u model e son t utilise s pou r 
I'interpolation du modele. Le s signau x estime s satisfon t le s regies d e la FAA. 
V 
La generalisation d u modele pourrai t etr e encore affinee c e qui permettrait d'implemente r l e 
modele dan s u n simulateur , utilis e pou r I'entrainemen t de s pilotes e t de I'applique r comme 
base pour Fetude d'autres helicopteres . 
Mots-cles : identification, validation , helicoptere, FAA. 
IDENTIFICATION AN D VALIDATIO N O F A  MODEL O F THE BELL-42 7 
HELICOPTER FRO M FLIGH T DAT A TEST S WITH A  TIME-DOMAIN METHO D 
DE JESUS MOTA , Sandrin e 
ABSTRACT 
A new techniqu e fo r th e Bell-42 7 helicopte r model identificatio n fro m flight  dat a test s i s here 
presented. A  helicopte r mode l i s identifie d an d validate d fo r 2 2 flight  conditions , whic h i s 
defined b y a n altitud e varyin g betwee n 3,00 0 f t an d 6,00 0 ft , a  spee d varyin g fro m 3 0 knot s 
to 11 5 knots , a  helicopte r loadin g wit h a  heav y gros s weigh t an d a  longitudina l af t an d 
forward cente r o f gravity . T o identif y th e models , 2-3-1- 1 multiste p contro l input s ar e 
perfonned b y the pilot t o excite al l helicopter modes . In order to identify th e globa l motio n o f 
the helicopter , a  ne w dat a se t i s constructe d b y concatenatin g th e dat a relate d t o eac h o f th e 
four contro l inputs . The model i s represented i n the stat e spac e form wher e linea r and angula r 
velocities an d Eule r angle s ar e th e stat e variable s an d linea r acceleration s ar e th e outpu t 
variables. 
Two majo r problem s ar e solve d i n thi s thesis . Th e first  proble m concern s th e stat e equation . 
A recurrenc e relationshi p i s se t up . Then , a n optimizatio n base d o n neura l networ k theor y i s 
performed an d a  manual an d automati c tunin g o f th e initia l stat e condition s i s don e i n orde r 
to satisf y th e FA A rules . Th e secon d proble m regard s th e outpu t equation . Becaus e o f 
random effect s whe n gatherin g data , classica l equation s o f motio n d o no t giv e goo d enoug h 
results t o observ e th e syste m output s fro m th e syste m states . Thus , tw o othe r method s (on e 
linear an d on e nonlinear ) ar e presente d an d a  compariso n amon g th e thre e method s i s 
perfonned i n orde r t o find  th e powerfu l method . T o realiz e a  prope r comparison , a  lis t o f 
criteria i s don e wit h weighte d coefficient s associate d t o eac h criterion . B y us e o f thi s 
comparison, subjectiv e feeling s o f the pilot ar e considered . 
Each identifie d mode l i n a  flight  conditio n i s validated b y three differen t flight  test s no t use d 
to identif y th e model . Then , eac h estimate d signa l ha s t o remai n i n a  toleranc e margi n 
defined b y th e FA A accordin g t o th e flight  missio n o f th e helicopter . Finally , fo r th e 
validation tests , estimate d signal s mus t b e withi n th e toleranc e margin s fo r a t leas t thre e 
seconds. 
Good result s ar e obtaine d i n open-loo p an d closed-loo p fo r th e state s identification . Th e bes t 
final scor e i s obtained wit h th e linea r metho d i n orde r t o observe th e syste m output s fro m it s 
states. Th e obtaine d matrice s ar e interpolate d t o obtai n th e mode l fo r an y flight  condition . 
Flight test s no t use d fo r th e identificatio n an d validatio n o f the mode l ar e use d fo r th e mode l 
interpolation. Th e estimated signal s satisf y th e FAA rules . 
The mode l generalizatio n coul d b e improve d i n orde r t o implemen t i t i n a  simulator , whic h 
would b e use for the pilot training , and apply i t as a  basis fo r othe r hehcopters study . 
Key words : identification , validation , helicopter , FAA . 
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INTRODUCTION 
The increasin g nee d fo r high-performanc e aircraf t o r rotorcraf t ha s initiate d a  highe r us e o f 
system identificatio n methods . Suc h mathematica l model s ca n b e conceive d fo r flight 
simulator, flight  contro l syste m o r handlin g qualitie s applications . I n thi s thesis , a  Bell-42 7 
helicopter globa l mode l i s built fro m flight  tes t data . 
Two problem s regardin g th e mode l structur e ar e solved . Th e first  on e regard s th e mode l 
degree. Severa l author s i n th e literatur e sa y tha t conventiona l si x degree s o f freedo m (DOF ) 
models wer e adequat e t o describ e a  rotorcraf t dynamic s unde r th e hypothesi s tha t th e 
helicopter i s a  rigid  body . Ca n th e Bell-427 helicopte r b e considered a s a  rigid body s o that a 
six DO F mode l i s sufficien t t o characteriz e it s dynamics ? T o comput e thi s model , a  stat e 
space linea r syste m i s conceived. Th e stat e variable s ar e the linea r an d angula r velocitie s an d 
the Eulc r angles . Th e collective , longitudina l cyclic , latera l cycli c an d pedal s pilo t control s 
are use d a s th e syste m inputs . Thi s stat e equatio n i s studie d i n open-loo p i.e . th e state s 
evolution i s a fianction of the measure d state s an d pilo t controls . A  closed-loop stud y i s don e 
in order t o define th e states evolution a s a function o f the pilot controls only . The las t stud y i s 
the mor e realisti c on e becaus e i n reality , onl y th e pilo t ha s a  contro l o n th e helicopte r 
dynamics h e i s flying.  Th e closed-loo p stud y i s se t u p wit h th e resuh s foun d i n open-loop . 
Then, a n optimizatio n base d o n neura l networ k theor y an d a  manual an d automati c tunin g o f 
initial state s condition s ar e use d t o clea r th e syste m t o diverg e an d t o increas e th e mode l 
efficiency. 
The secon d problem regard s the system output s which ar e the linea r accelerations . Generally , 
the classica l equation s o f motions ar e use d t o describ e a  system . However , thi s metho d doe s 
not giv e accurat e result s t o observ e th e syste m output s fro m th e stat e variable s s o tha t tw o 
methods ar e se t u p t o obtai n a  powerfu l method . A  linea r metho d an d a  nonlinea r metho d 
based o n fuzz y logi c ar e used . T o properl y compar e th e result s obtaine d wit h th e thre e 
methods (classical , linea r an d nonlinear) , a  lis t o f criteri a i s considered . Weight s ar e 
attributed t o each criterio n t o underline th e importance o f al l o f them. 
This procedur e i s followed fo r eac h flight  condifion , whic h i s defined b y an altitude , a  speed , 
a cente r o f gravit y positio n an d a  helicopte r loading . Th e pilo t flies  th e helicopte r fo r 
different mission s whic h ar e leve l flight,  ascending , descending , an d autorotatio n flight. 
Level flight  test s ar e use d t o identif y th e models . T o evaluat e th e qualit y o f th e models , th e 
Federal Aviatio n Administratio n (FAA ) establishe d rules . Fo r eac h variabl e an d mission , 
tolerance margin s ar e defined . I n orde r t o validat e th e identifie d model , th e mode l i s 
computed fo r anothe r se t of data i n input. The mode l response s ar e compared t o the measure d 
ones. I f they ar e "too" different, the n the model i s not robus t enoug h an d the mode l shoul d b e 
again designed . 
The las t ste p o f th e mode l identificatio n i s it s generalizatio n i n th e flight  envelope . Indeed , 
the mathematica l model s ar e valid onl y fo r a  specifi c flight  conditio n s o that a n interpolatio n 
between eac h flight  conditio n mus t b e don e i n orde r t o obtai n th e syste m characteristic s a t 
any flight  condition . I n thi s thesis , a n interpolatio n betwee n th e studie d flight  condition s i s 
done accordin g to the speed . 
This thesi s i s organize d a s follows : i n Chapte r 1 , a literatur e revie w o f syste m identificatio n 
process i s presented. A  direct lin k between literatur e revie w an d the thesis problems i s se t up. 
In Chapte r 2 , th e stat e equatio n i s determine d wit h a  recurrenc e metho d i n open-loop . Th e 
model optimizatio n an d th e tunin g o f th e initia l condition s ar e the n describe d i n orde r t o 
define th e closed-loo p model . I n Chapte r 3 , the outpu t equatio n i s presented. Th e theorie s o f 
the classica l equation s o f motions , th e fuzz y logi c nonlinea r metho d an d th e linea r metho d 
are detailed. Th e compariso n between results obtained wit h the three methods i s presented. I n 
Chapter 4 , the globa l mode l i s obtained b y models interpolatio n a s function o f speeds . Due to 
space restraints , onl y result s obtaine d fo r th e flight  conditio n HA6000ft-50kt s (heav y gros s 
weight, af t cente r o f gravity , altitud e o f 6,00 0 f t an d spee d o f 5 0 knots ) ar e shown . Th e 
results o f al l flight  condition s ar e put in appendix . 
CHAPTER 1 
SYSTEM IDENTIFICATIO N PROCES S 
1.1 Definitio n 
According t o Jategaonka r (2006) , syste m identificatio n i s th e proces s o f determination o f a n 
adequate mathematica l model , describe d wit h differentia l equation s containin g unknow n 
parameters whic h hav e t o b e determine d fro m measure d dat a suc h tha t th e mode l respons e 
matches adequatel y th e measure d syste m responses . B y "adequately" , i t i s introduce d a 
notion fo r whic h n o "perfec t fit"  woul d b e possible , a s fo r rea l case s o r products . Fo r thi s 
reason, th e Federa l Aviatio n Administratio n (FAA ) ha s se t u p rule s i n orde r t o defin e th e 
term "adequate" . 
System identificatio n need s t o be followe d b y a  ste p calle d "mode l validation " t o asses s th e 
model fidelity . I f i t turn s ou t tha t th e identifie d mode l doe s no t mee t th e requirements , th e 
model structur e shoul d be changed an d the whole process shoul d b e repeated . 
System identificatio n provide s a n overal l understandin g o f the flight  vehicle' s dynamic s an d 
yields a n accurat e an d comprehensiv e dat a bas e fo r flight  simulators , whic h ar e extensivel y 
used fo r pilo t training an d to minimize ris k during experimenta l testing , which i s very costly . 
Hamel and Kaletka (1997 ) highlighted fou r importan t aspect s i n system identification : 
(1) Th e maneuver.  Th e input signal s have t o be optimized i n their spectra l composition i n 
order to excite al l respons e mode s fro m whic h parameter s ar e to be estimate d becaus e 
"If i t is not i n the data, i t cannot b e modeled" ; 
(2) Th e measurements:  Th e measurin g o f experimenta l dat a (i.e . fro m a  rea l process) , 
sensors errors and measurement nois e complicat e th e identification process ; 
(3) Th e model  structure:  Dependin g o n th e mode l application , differen t structure s ca n b e 
chosen to describe the model ; 
(4) Th e identification  method:  Variou s technique s ar e available t o identify th e model . 
These four aspect s ar e usually calle d the "Quad-M"  requirements . 
1.2 Manoeuvre s 
The dat a ar e sorte d b y differen t categories : (I ) the  pilot command  which  ca n b e a  collective , 
a longitudina l cyclic , a  latera l cycli c o r a  pedal control , (2 ) the  fight mission  whic h ca n b e a 
level flight,  a n ascendin g flight, a  descendin g flight  o r a n autorotationa l flight,  (3 ) tlie 
helicopter loading  dependin g on the gross weight an d the longitudina l cente r o f gravity (CG) , 
(4) the  attitude  whic h varie s betwee n 3,00 0 ft  an d 6,00 0 ft  an d (5 ) the  speed  whic h i s 
between 3 0 knots an d 11 5 knots. 
In this section , th e way in which th e flight  test s data ar e sorted i s defined . 
1.2.1 Pilo t comman d 
A pilo t manipulate s th e helicopte r flight  control s i n orde r t o correctl y fly  th e helicopter . A s 
previously said , four command s are used : 
(1) Th e collective  comman d change s angl e o f al l mai n roto r blade s a t th e sam e time  an d 
independently o f their positions i n order t o control th e altitude ; 
(2) Th e longitudinal  cyclic  comman d varie s th e mai n roto r blade s pitc h i n orde r t o 
control the altitude o r to move forwar d o r backward ; 
(3) Th e lateral  cyclic  comman d varie s th e mai n roto r blade s pitc h i n orde r t o mov e 
sideways; 
(4) Th e anti-torque  pedals  comman d change s th e pitch o f the tai l roto r blades , increasin g 
or reducin g th e thrus t produce d b y th e tai l roto r an d causin g th e nos e t o ya w i n th e 
applied pedal direction . 
The fou r command s ar e presented i n the following figure: 
C'/clic stic k 
Tail roto r pedal s 
Collective leve r 
Figure 1.1 Localizatio n of the commands in a helicopter. 
(http://community.bistudio.eom/wiki/Image:Helicopter-controls.jpg) 
Gathered dat a basically limits , both in terms of scope and accuracy, the model developmen t 
and paramete r estimatio n wer e describe d (Jategaonkar , 2006) . On e o f th e mos t importan t 
aspects of data gathering is the choice of adequate inputs form to excite the aircraft motio n in 
some optimum sense. Milliken (1951) presented the optimum input as the input which excites 
the best the frequency rang e of interest. 
Generally, dynamic motion is excited by applying control pulse, step, multistep, or harmonic 
inputs. A  variet y o f manoeuvre s wa s usuall y necessar y t o excit e dynami c motio n abou t 
different axe s using independent input s on every control (Jategaonkar, 2006). These differen t 
control inputs are presented in the following figure : 
45 
j 3 2 n Inpu t j 
V 
I Frequency Sweep 
vA;Y«fp#- it 
Time I Time [s ] 
[Pwbtct Ifiput j 
Time 
Figure 1.2 Control inputs. 
From Hamel and Kaletka (1996), p. 263 
The 3-2-1- 1 inpu t ha s a  much wide r spectru m compare d t o the spectru m o f the impuls e or 
doublet inputs . The main advantage of the 3-2-1-1 input lie s in its simplicity and its ability to 
manually realize it. 
Two minor aspects of 3-2-1-1 inputs are: 
(1) Their asymmetry abou t the trim deflection, an d as a consequence, they have nonzero 
energy at zero frequency ; 
(2) The first step being of larger duration , namely three units of A/ may lead to motions 
far from the initial trim condition before the application of following steps. 
These undesirabl e effect s ca n b e minimize d b y modifying th e inpu t amplitude s o r by time 
twisting th e steps . Th e 2-3-1- 1 inpu t prevent s th e vehicl e fro m goin g fa r fro m th e tri m 
condition, before the application of the larger duration time step. 
In orde r t o kno w whic h pilo t comman d i s relativ e t o a  flight  test , th e fou r command s ar e 
plotted which allows concluding the primarily command used by the pilot. Indeed, i t is easy 
to distinguish a 2-3-1-1 command from another input type. 
In the following figure , the flight test four controls are plotted: 
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Figure 1.3 Command pilot selection. 
By observing Figure 1.3 , there is no ambiguity about the pilot controls during this flight test. 
The pilot performed a  collective command. The four step s with different tim e lengths for the 
2 A?, 3 A/, A/ and A? of this command type are visible. 
Is noted tha t the other commands ar e not constant during the flight test, which i s due to the 
high correlatio n betwee n al l helicopte r comman d inputs . Thi s ca n be explaine d b y the fac t 
that the aerodynamically behaviour of a helicopter cannot be split into to a longitudinal and a 
lateral motion as for an aircraft study . 
In orde r t o identif y th e helicopte r model , a  ne w dat a se t i s constmcted . Th e fou r pilo t 
commands ar e concatenated s o that, fo r al l signals , the first  quarter show s th e influence o f 
the collectiv e primar y control , th e secon d quarte r show s th e influenc e o f th e longitudina l 
cyclic control , the third quarte r shows the influence o f the lateral cyclic control an d the last 
quarter shows the influence o f the pedals control, please see next figure : 
command comman d 
effect effec t 
Pedals 
command 
effect 
Figure 1.4 Example of the effect of the four concatenated commands. 
1.2.2 Fligh t missio n 
The flight  mission s ar e spli t int o four categories : 
(1) The  Jlight level,  whe n th e altitude rat e denote d b y h  i s between -75 0 ft/min  an d +75 0 
ft/min. Th e altitude rat e is defined b y the following expression : 
[/; (flight tes t end)-/? (flight tes t start)] 
''l„.„„„l = ^ x 6 0 ( l . l ) 
[flight tes t duration]. . 
All flight  test s whic h ente r i n thi s categor y ar e arrange d i n th e "Leve l Flight , ±50 0 
ft/min" list . 
(2) Th e ascending  flight,  whe n th e altitud e rat e i s highe r tha n 75 0 ft/min.  Al l flight  test s 
entering into this category ar e arranged i n the "+1000ft/min" list . 
(3) Th e descending flight,  whe n th e altitude rate i s lower than -75 0 ft/min  an d the engines 
are on . Al l flight  test s enterin g int o thi s categor y ar e arrange d i n th e "-lOOOft/min " 
hst. 
(4) Th e autorotational  flight,  whe n th e altitud e rat e i s lowe r tha n -750ft/mi n an d th e 
engines ar e off . Al l flight  test s enterin g int o thi s categor y ar e arrange d i n th e 
"Autorotation" list . 
1.2.3 Helicopte r loadin g 
Two parameter s mus t b e know n t o sor t th e flight  tes t dat a accordin g t o th e hehcopte r 
loading: 
(1) Th e gross  weight  whic h ca n b e "light " o r "heavy" . I f th e gros s weigh t i s lowe r tha n 
5,600 lb , the n th e helicopte r i s considere d a s ligh t (L) . I f th e gros s weigh t i s highe r 
than 6,000 lb , then the helicopter i s heavy (H) ; 
(2) Th e longitudinal  center  of  gravity whic h can be "aft" o r "forward". I f the longitudina l 
center o f gravit y (CG ) i s fa r fro m th e helicopte r nos e tha n 22 4 in , the n th e 
longitudinal C G i s se t to the af t (A ) of the helicopter . I f the longitudina l C G i s less fa r 
than 220 in , then i t is set to the forward (F ) of the helicopter . 
Thus, four conditions are presented: (L) , (H), (A) and (F). Four combinations ar e considered 
in orde r to study the aerodynamically behaviou r o f the helicopter : HA , HF , LA and LF . In 
this thesis , only the results obtaine d fro m H A and HF flight conditions fo r altitude s varying 
from 3,000 ft to 6,000 ft are presented. The following figure shows the studied test points: 
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Figure 1.5 Tests points studied. 
In thi s thesis , th e helicopte r i s modelin g fo r 2 2 flight  condition s dependen t o n th e flight 
mission, helicopter loading, speed and altitude. 
1.3 Measurement s 
According t o Hame l an d Kaletk a (1997) , th e measuremen t o f certai n variable s depend s o n 
the model application an d the identification method . For some techniques, measurements of 
the stat e vecto r variable s ar e required . Accordin g t o th e mode l degree , a  se t o f variable s 
needs t o b e measured . Fo r a  si x DO F rigid  bod y mode l identification , th e controls , th e 
speeds, the linear accelerations, the rates and attitudes must be measured. 
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1.4 Mode l structur e 
The mode l structur e detemiine s th e difficult y degre e i n definin g th e unknow n parameters . 
According t o Tischle r an d Rempl e (2006) , th e rotary-win g aircraf t dynamic s ca n b e 
described wit h fou r mai n models : 
(1) Th e quasi-steady lateral  directional  mode l (thre e DOF) ; 
(2) Th e quasi-steady  longitudinal  mode l (thre e DOF) : Bot h thre e DO F model s ar e base d 
on the assumptions tha t longitudina l an d latera l directiona l degree s o f freedom ar e no t 
coupled. I t coul d b e a  goo d applicatio n fo r tilt-roto r an d th e tandem-roto r 
applications; 
(3) Th e quasi-steady  mode l (si x DOF) : I n thi s model , th e roto r steady-stat e respons e i s 
presented a s an equivalent quasi-stead y fuselag e derivative ; 
(4) Th e hybrid  fully  coupled  mode l (1 3 DOF) : Thi s mode l i s highl y accurat e fo r al l 
rotorcrafts. 
According t o Hame l an d Kaletk a (1997) , mos t o f th e syste m identificatio n wor k wa s stil l 
devoted t o th e determinatio n o f parametri c full y couple d si x DO F linea r derivative s models , 
which wer e considere d appropriat e fo r th e descriptio n o f the rigid bod y dynamic s fo r th e lo w 
and medium frequenc y range . 
1.5 Identificatio n modellin g method s 
Two method s ar e mainl y use d t o identif y a  model fro m flight  dat a tests : a  freqiiency-domam 
method, an d a  /w/e-domai n method . A  compariso n o f th e frequenc y an d time-domai n 
methods wa s given by Tischler an d Kaletka (1987) . 
Frequency-domain identificatio n use d spectra l method s t o determin e frequenc y response s 
between selecte d inpu t an d outpu t pairs . Then , least-square s fittin g technique s wer e use d t o 
obtain closed-for m analytica l transfer-functio n linea r input-to-output models . 
Time-domain identificatio n require d th e selectio n o f a  state-spac e mode l structure , whic h 
may b e linea r o r nonlinear . Mode l parameter s wer e identifie d b y least-squar e fittin g o f the 
response time-histories or by maximum likelihood methods. 
Tischler an d Kaletk a (1987 ) presente d th e mai n advantage s an d inheren t limitation s o f the 
frequency an d time-domai n methods . Then , Tischle r an d Rempl e (2006 ) define d th e 
frequency sweep as the typical inpu t fo r frequency-domain an d the multistep inpu t fo r time-
domain methods. 
According t o Bohlin (2006) , three types o f modeling methods existed : white  box, grey box, 
and black  bo x methods . Th e first  categor y require d th e use r t o provid e th e equation s 
necessary to set up the model. This structure was very powerful whe n model was theoretical 
but i t di d no t giv e goo d resul t whe n th e environmen t gav e rando m effects . A t th e othe r 
extreme, the black box method could be used for any data type and without prio r knowledge 
of the system dynamics. The weakness of this method i s that the reproducibility o f its results 
is doubtful. Th e grey box method i s a mixture of both methods. Information abou t the whole 
system might be known, while relationships between subsystems are not known. 
1.6 Mode l constraints 
1.6.1 Toleranc e margins 
In orde r t o evaluat e th e mode l goodness , FA A ha s define d rule s tha t describ e th e 
requirements t o say that a  model i s "adequate". The estimated signal s must be found withi n 
the toleranc e margin s durin g a t leas t thre e seconds . Th e followin g tabl e regroup s th e 
parameters tolerance margins for various flight missions accordingly with the FAA rules. 
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Table l. l 
Tolerance margins according to the parameters and the flight mission 
Parameters 
States 
Outputs 
Variables 
u 
V 
w 
p 
q 
r 
<P 
e 
Ax 
A,. 
A, 
Flight 
mission 
Level Fligh t 
Descending 
Autorotation 
Tolerance 
margins 
±5ft/s 
± 4ft/ s 
±3ft/s 
± 3  deg/s 
± 3  deg/s 
± 3deg/ s 
± 1.5de g 
± l.5de g 
± 3  ft/s' 
± 3  ft/s' 
± 3  ft/s' 
Flight 
mission 
Ascending 
Tolerance 
margins 
± 5  ft/s 
±4ft/s 
±1.66ft/s 
± 3deg/ s 
± 3deg/ s 
± 3deg/ s 
± l.5de g 
±3deg 
± 3  ft/s' 
± 3  ft/s' 
± 3  ft/s' 
1.6.2 Mode l performanc e 
In order t o quantify th e model performance , tw o coefficient s ar e calculated: th e correlation 
coefficient which defines the trend of a signal, and the /?/ coefficient which measures the error 
between the measured and the estimated signals. 
1.6.2.1 Th e correlation coefficien t 
The first  metho d use s th e correlatio n coefficien t fo r th e mode l validation . Th e correlatio n 
coefficient Corr  is given by the following equation : 
Corr = 
Cov[y,y 
,JVar{y)Var{y) 
(1.2) 
where Cov  i s th e covariance , Var  is th e variance , y  i s th e measure d outpu t an d y  i s th e 
estimated output . 
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The correlatio n coefficien t Corr  equa l t o on e denote s perfect  linear  dependency  (n o scatter ) 
between th e measured an d th e calculate d o r estimated outputs . A  correlation coefficien t equa l 
to minus on e (-1) denotes inverse  linear  dependency  betwee n th e measured an d the estimate d 
outputs. A  correlatio n coefficien t o f zer o denote s th e linear  independency  betwee n th e 
measured an d th e estimate d outputs . Th e correlatio n coefficien t compute s th e goodnes s o f 
the mode l i n a  statistica l sense , bu t provide s littl e informatio n abou t th e mode l error . Mor e 
information abou t th e model erro r can be obtained b y the/// coefficien t calculation . 
1.6.2.2 Th e fit  coefficien t 
The Theil' s inequalit y coefficien t i s use d t o define th e fit  o f the estimate d signal s comparin g 
to the measured ones , and is defined a s follows : 
F1T = \00{\-U) (1.3 ) 
Where: 
-I(v,-7,r 
U= .  ' " ^ ' " ,  (1.4 ) 
f;Liy:yff,ny.)' 
In Eq . (1.4) , th e variabl e > > represents th e estimate d signa l i.e . th e mode l output , y  i s th e 
measured signal , i.e . th e rea l signa l an d s  i s th e numbe r o f sample . Th e fit  i s expresse d i n 
percentage, an d the t/coefficien t represent s th e ratio o f the root-mean-square fit  erro r and th e 
root-mean-square value s o f the estimated an d measured signal s summe d together . It s value i s 
always foun d t o be between zer o an d one where zer o indicate s a  perfect fit  an d one the wors t 
fit. 
Although th e acceptabl e valu e fo r U  depend s i n th e application , i n general , a  valu e i n th e 
range 0.25-0. 3 indicate s a  good agreemen t (Jategaonkar , 2006) . 
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1.6.3 Mode l plausibilit y 
An over-parameterize d mode l wil l giv e a  goo d respons e match , bu t no t necessaril y a  goo d 
system representation . Th e mos t direc t wa y t o chec k th e plausibilit y o f th e estimate d 
parameters i s b y thei r comparison s wit h estimate s fro m othe r sources . Validatio n o n 
complementary dat a no t use d fo r th e estimatio n i s sometime s als o terme d loosel y th e "acid 
test", an d ar e use d t o chec k th e mode l capability . I n mos t o f th e mode l validatio n exercises , 
including thos e fo r th e flight  simulators , thi s approac h o f separatin g th e dat a fo r mode l 
development an d demonstratio n o f mode l fidelity  i s adopted . Demonstratio n o f th e mode l 
fidelity o n complementar y dat a provide s increase d confidenc e i n th e mode l predictiv e 
capability. 
For al l flight  conditions , th e identifie d mode l i s validate d fo r three  differen t flight  tests , no t 
used t o identif y th e model . Differen t type s o f mission s ar e use d (whe n possible ) i n orde r t o 
validate th e longitudina l an d latera l motio n o f th e helicopter . I f the estimate d signal s remai n 
within the FAA tolerance margins , then the confidence i n the model capabilit y i s increased . 
1.7 Question s raise d i n this thesi s 
By analysi s o f th e overvie w o f syste m identificatio n presente d i n thi s chapter , tw o problem s 
related t o the Quad-Mare  highlighted : 
(1) Ca n th e dynamica l behaviou r o f th e Bell-42 7 helicopte r b e define d b y a  si x DO F 
linear model ? Thi s proble m i s base d o n th e hypothesi s tha t th e helicopte r i s 
considered a s a rigid body . 
This proble m i s related t o the model  structure  usuall y use d t o describe th e rigid bod y 
dynamics. 
(2) Thre e method s (classica l equation s o f motion , linea r bloc k an d nonlinea r block ) ar e 
used t o estimate th e linear accelerations fro m th e stat e variables . Whic h metho d i s the 
most appropriat e t o give the best results ? 
This problem i s related t o the method  se t up to identify th e model . 
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In orde r t o answe r thes e questions , a  six DO F stat e spac e mode l i s buil t b y a  //«;e-domain 
method. A  compariso n betwee n result s obtaine d wit h th e thre e method s t o observ e th e 
system output s fro m it s state s i s then performed . I n case when th e estimated signal s satisf y 
the FAA rules, is concluded that model is well estimated. 
CHAPTER 2 
STATE EQUATIO N DETERMINATIO N 
2.1 Formulatio n 
Generally, a  stat e spac e syste m wit h discret e dynamic s i s define d wit h th e followin g 
equation: 
x{k +  \) = A{k)x{k) +  B{k)uik) (2.1 ) 
where xe  9^"an d w e 9?'" ar e th e stat e vecto r (x)  an d th e inpu t vecto r (;/ ) which i s th e pilo t 
command vector . Matrice s A  an d B  are respectively th e "state matrix" , the "input matrix" . 
The state  variable s x  ar e th e subse t o f syste m variable s tha t ca n represen t th e entir e stat e o f 
the syste m a t an y give n time . Th e state s variable s wer e chose n a s th e linea r an d angula r 
velocities u,  v , w,  p, q  an d r  an d th e Eule r angle s o f th e helicopte r aroun d th e X-axis an d Y-
axis (Hame l et  ai,  1996) , whic h ar e denote d b y f  an d 6.  Thes e variable s ar e sufficien t t o 
identify a  rigi d bod y dynamic s o f a  parametri c fully-couple d 6  DO F models . Th e headin g 
angle i/ / is dropped becaus e i t does no t influenc e th e helicopter dynami c response . 
The input  variable s u  ar e th e pilo t controls , whic h ar e th e collective , th e longitudina l cyclic , 
the lateral cyclic , and the pedal s commands (se e Sectio n 1.2.1) . 
Two method s ar e use d t o determin e th e A  an d B  matrices . First , a  recursive  metho d i s se t u p 
to defin e th e matrice s i n open-loo p i.e . th e estimate d state s variable s ar e obtaine d fro m th e 
measured state s variable s an d th e pilo t commands . Then , a n optimization  procedur e i s 
considered i n orde r t o obtai n th e optima l matrice s i n closed-loo p i.e . th e estimate d state s 
variables ar e obtained onl y from th e measured pilo t commands . 
17 
2.2 Identificatio n o f the open-loop stat e equation b y use of recursive metho d 
2.2.1 Theor y 
For a  discrete-tim e study , th e state s a t a  sampl e tim e k  depen d o n th e state s an d th e inpu t 
controls a t the previous sampl e tim e A - -  1  so tha t a  recursive metho d ca n b e use d t o estimat e 
the A an d B  matrice s (Jategaonkar , 2006) . As mentione d i n th e Sectio n 2.1 , th e stat e vecto r x 
and th e controls vecto r u  are defined a s follows : 
x = \u v  w  p  q  r  (j)  9^  (2.2 ) 
u = [coll long  lat  ped]  (2.3 ) 
Then, 5  equations ar e considere d wit h {n  +  m)  parameter s t o b e estimated . W e denot e b y n 
the numbe r o f state s variable s an d m  th e numbe r o f pilo t commands . Th e k'''  equatio n 
defining th e state element x, at step time k+ 1  is: 
VA-e[l;.],V/4l;«], 
The inpu t vecto r i s defined a s follows : 
V A - e | l ; 5 | , 
io{k)^[x{k) u{k)J  (2.5 ) 
where io  is a vector o f dimensions [( « +  w) x  I)] . 
The paramete r vecto r gather s th e element s o f A  an d B  matrice s an d i s forme d b y th e 
parameters t o b e estimated . Th e element s o f th e ;" ' lin e o f A  an d B  matrice s a t th e k'''  ste p 
time are denoted a s follows : 
V/tG l ; . ? IV / e 1; « 
ah{k)-[a•^ a.,  a  3 a.^  a.^  o, ^ o, , a ^ Z?, , 6, , 6, 3 /),_, ] (2.6 ) 
The / " stat e a t the k''' sample tim e can b e written, based o n Eqs. (2.4) and (2.5) : 
V A - G | 1 ; . | , V Z G | 1 ; « | , 
-v„/„(A- + l) = .v,„,(A- + l) + e(A-) 
-v,.„(^ + l) = '^^,(A-)'o(A-) + e(A-) 
(2.7) 
where e  is the error to be minimized . 
For s measurements : 
,v,(2) = afe,(l);o(l) + e,(l) 
xfs)^abfs-l)io{s-\) +  e, (s-l) 
(2.8) 
In Eq . (2.8) , the initia l condition s ar e represented b y the first  sampl e tim e of zo vector. 
These 5 equations ar e summarized wit h the following formulation : 
X,^^^AB.10 +  e 
Where: 
(2.9) 
^...(^) = [^...(2) .. . x,^{s)'J 
/ 0 ( 5 - l ) - [ / o ( l ) .. . io{s-l)J 
e{s-l) =  [e{\) ...  e{s-l)J 
(2.10) 
In order t o minimize th e error, th e followin g cos t flinctio n J  i s defined : 
J{AB) =  e^We 
(2.11) 
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where W  is a  weighted matrix , whic h i s diagonal an d wher e th e no n diagona l elemen t ar e se t 
to zero . On e o f th e propertie s o f thi s typ e o f matri x i s tha t it s transpos e i s equa l t o itsel f i.e . 
W =  ^ . I f the diagonal term s w(k)  ar e equal t o one, then th e error coefficient s hav e th e sam e 
weight. I f not , the n i t mean s tha t th e erro r coefficient s ar e different . Deruss o et  al.  (1998 ) 
have chosen thi s weighted matri x s o that the A* element i s defined a s follows : 
w{k) = r' (2.12 ) 
where y<\  i s a forgetting facto r an d s i s the number o f measurements . 
Equation (2.11 ) becomes: 
J{AB) = f^r'efk) 
*=| (2.13 ) 
As s-k  get s larger an d y  does no t equal to one, the weighting facto r approache s zero , therefor e 
older point s receiv e littl e weight . A s s-k  goe s t o zero , th e weightin g facto r approache s on e 
and the mos t recen t dat a ar e favoured . Th e smalle r y is, the faster th e algorithm ca n track , bu t 
the mor e th e estimate s vary , eve n th e tru e parameter s ar e time-invariant . B y developin g th e 
cost function equation , we obtain : 
J{AB) =  e^fFe = ( X , „ -  AB.IOf  W  (X^„ -  AB.IO) 
= XffVX,^^  -  X^WABJO  -{AB.Iof  WX  ^^.^ +{AB.10y  WABJO  (2.14 ) 
= Xl^WXj^^ -  IXl^WAB.IO  +  lOfAB^W AB  .10 
The A  an d B  matrice s whic h minimiz e th e cos t functio n J  ar e foun d b y equalizin g th e cos t 
ftjnction derivativ e with respect t o AB t o zero: 
dJ(AB) 
— T -  =  ^ 
dAB 
o -IX'^^W  10  + {I0.ABf W.IO  + {IO.ABf W.lO  = 0 (2.15 ) 
« -  2X',^^  W .10 + IIO'^W.IO.AB =  0 
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and next equation is obtained: 
X^^W.fO =  lO^W.IO.AB (2.16 ) 
The parameter vector is estimated as follows: 
AB = [lO''WJO\' WW.Xj^  (2.17 ) 
The matrix /0(7V+1) can be written as: 
IO{N +  \) = [io{\) io{2)  .. . /o(A ^ + l )7 ^ 2.18 ) 
-^TT 
The term 10 W.IO  o f the expressio n o f AB  (se e Eq . (2.17) ) i s developed b y introducin g a 
recurrence relationship: 
10{N +  \f W{N  +  \)IO{N +  \) = Y,^o{k)w{k)io^ {k) 
=yio{k)f^'-'io'(k) 
tt ^  '  ^  '  (2.19 ) 
= j^io{k)rr"''io' {k)  + io{N + \)/''*'^-^''^'^io'' {N + 1) 
*- = n 
^ylO''{N)W{N)IO{N) +  io{N + l)io'{N +  l) 
The matrix P is defined a s follows: 
p-fk) =  IO'{k)W(k)IO{k) (2.20 ) 
By substituting the expression of P' i n Eq. (2.19) for k  = N, th e expression of P"' becomes: 
p-'{N +  \) = yP-'{N) +  io{N +  \)io''{N +  \) (2.21 ) 
so that: 
P{N +  \) = [rP~'{N) +  io{N-i-\)io'{N +  \)y (2.22 ) 
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In order to obtain a  recurrence expressio n o f P, th e following analytica l formul a i s used: 
{A + BCDf' =  A-'-A-'B[C-'+DA-'By' DA' (2.23) 
By denotin g A  = rP'fN),B =  io{N+l),C =  \,D =  io'{N+\), th e expressio n o f P  (A^ + I ) i s 
rewritten a s follows ; 
P{N +  \)-
P(AO 
7 
_P{N) 
7 
-10 {N + [) l + /o^(/V + l)—^^;o(7V +  l) 10 ^(A' + l) 
P{N) 
(2.24) 
With th e same reasoning, th e term 10 W.Xjes  given b y Eq. (2.17) i s defined a s follows : 
/ 0 ^ ( ^ +  l)IT(yV + l)X,„,(A^ + l) = }'/0'(^)IT(Af)X,^(A^) +  /o(A^ + l)x^„.(iV + l) (2.25 ) 
A new expression o f AB  i s reformulated b y use of Eqs . (2.17) and (2.25) : 
/}5(7V+1): 
P(N\ P(N) 
r r 
)(Af + l) l + io' {N  + l)-^—J-io{N +  \) !0fN +  \) 
P N] 
(2.26) 
.[rlO'fN)W{N)X,jN) +  io{N +  \)x,jN+\)] 
Hence, b y substitutin g Eq . (2.24 ) int o Eq . (2.26) , th e estimate d paramete r matri x i s define d 
as: 
AB{N) =  P{N)10'(N) W{N)Xj^^  [N) (2.27) 
By developing Eq . (2.26 ) an d by replacin g th e AB{N)  formulatio n give n b y Eq . (2.27) , Eq . 
(2.26) becomes : 
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P(N) 
AB{N +  \) = AB(N) +  —^^io{N +  ]).x^^,^{N + \) 
7 
P{N) 
io(N +  \) 
io{N + \) 
\ + io' {N  + l)-^-^io{N +  \) 
7 
x ^ ( A ^ ) . l + io'{N +  \)-^—!-io{N +  \) 
7 
io'{N +  \)AB{N) 
.P(^) .  X  ,  ^ 
io'^{N + l)-^-^lo{N +  l).x,.{N +  \) 
7 
(2.28) 
The K  matri x i s defined as : 
A'(jV + l) = - ^ - ^ / o ( A' +  l) T, ^P{^)  , (2.29) 
Then, Eq . (2.28 ) becomes : 
PiN) 
AB{N +  \) = AB{N) +  ^—^io{N +  \)xj, {N  +  \)-K{N +  \)io''{N +  \)AB{N) 
7 
P(N) 
-K{N +  \)io''{N +  \)^-^io{N +  \)x, (N  +  l) 
7 
(2.30) 
P{N) 
By isolatin g ^/o(A ^ + l) o f Eq . (2.29) , an d replacin g it s expressio n i n Eq . (2.30) , th e 
7 
concise for m o f ^5(TV + 1) i s obtained : 
AB{N +  1)^ AB{N)  +  K{N +  l)[x,^,fN-^l)-io'AB{N)'j (2.31 ) 
By substitutin g Eq . (2.29) int o Eq. (2.24), the new expression o f P i s written as : 
P{N +  l) = -[f -K{N-\-l)io'  {N  +  \)]P{N) (2.32) 
The algorith m o f method implementatio n i n MATLAB /  SIMULINK i s the following : 
(1) Initializatio n o f th e forgettin g facto r y  s o tha t 0<y<\,  whic h correspond s t o a n 
exponential weighting . W e observ e tha t th e computatio n tim e decrease s b y keepin g y 
constant an d equa l t o one and does no t significantly affec t th e results . 
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(2) Initializatio n o f the matrice s P  andAB  wher e P  i s chosen a s a  diagonal matri x s o that 
its diagonal term s have hig h values an d the AB  element s ar e se t t o zero. 
(3) Calculatio n o f the K matrix : 
A:(A + l) = P(Ar)/o(A + l)[}'+/o^(A' + l)P(A)/o(A- + l ) j ' 
(4) Calculatio n o f the AB  matrix : 
AB (A -H) = AB{k)  +  K{k +  l)[.v,„ (A +1) - io''  [k  + \)AB{k)'\ 
(5) Calculatio n o f the P matrix : 
P(A + l) = - [ / ^ - j ^ (A +  l)/o^(A + l ) ]p(A) 
(6) Computatio n o f th e thir d ste p an d repetitio n o f th e iteratio n procedur e fo r eac h 
sample time . 
2.2.2 Practica l applicatio n 
For th e open-loo p system , n o stat e feedbac k i s used . Th e stat e variable s ar e function s o f th e 
real stat e variable s an d pilo t control s a t th e previou s ste p time . Th e regressio n metho d 
described i n th e previou s sectio n i s use d t o estimat e th e stat e variables . Fo r eac h tim e step , 
the A an d B  matrice s parameter s ar e obtained . Eac h coupl e o f matrices i s tested fo r th e entir e 
signals, an d th e couple s givin g th e bes t result s ar e selected . A n inde x wa s define d t o 
characterize th e matri x performance , an d i s use d i n th e flizz y logi c metho d t o find  th e 
potential valu e of each point : 
VA:€M%V/e]R", 
pot{k) =  Y.e -  (2.33 ) 
The highes t thi s inde x is , th e bette r i s th e performanc e o f th e selecte d matrix . Sinc e th e 
matrix valu e was determined, th e state space dynamics i s time-invariant : 
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x{k +  l)^Ax{k) +  Bu{k) 
and can be wriUen under the following form : 
:{k + l)^[A B] 
.v(A) 
u{k) 
(2.34) 
(2.35) 
as shown in the following figure : 
MEASURED STATES 
X{k) 
PILOT CONTROLS 
.i(k +  l •m 
Linearvelocities: [ii  v  w] 
Angular rates: [p  q  /• ] 
.Eulerangles: [ ^ 6\ 
Figure 2.1 Simulation of the open-loop state equation. 
2.2.3 Result s for the flight condition HA6000ft-50kt s 
In this section, the plots of the states variables for one case study defined a s HA6000ft-50kt s 
are presented. The signals used to perform th e model identificatio n ar e set up with four 2-3-
1-1 concatenate d comman d pilot . The three validations used to validate the model are : (1) a 
2-3-1-1 longitudina l comman d i n level flight, (2) no command i n a -1,000 ft/min flight,  and 
(3) a 2-3-1-1 latera l command in level flight. 
Figure 2.2 to Figure 2.9 show the pilot commands used to identify an d validate the model for 
this flight  conditio n (lef t column ) an d th e stat e variable s evolutio n (righ t column) . Fo r th e 
figures o n the lef t side , the ful l blu e lin e are the pilot command s used fo r th e identificatio n 
and the dashed green lines are the pilot commands used to validate the model. For the figures 
on the right side, the full re d lines are the estimated state s signals and the dashed black lines 
are the tolerance margins. 
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Graphically, th e estimated signal s i n open-loop stud y respec t th e FAA tolerance margin s 
during al l tim e histories . Th e fit  and correlatio n coefficient s fo r thi s flight  conditio n ar e 
shown in the next table. 
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Table 2.1 
Model performances fo r the flight condition HA6000ft-50kt s 
Fit [%] 
Correlation [% ] 
u 
99.21 
99.99 
V 
99.51 
100 
w 
97.17 
99.84 
P 
99.42 
99.99 
q 
99.19 
99.99 
r 
99.55 
100 
<P 
99.49 
100 
e 
99.38 
99.99 
For thi s flight  condition , th e numerica l result s ar e ver y good . Th e fit  an d correlatio n 
coefficients value s are higher than 97%. This model is identified an d validated accordingly to 
the FAA tolerances margins rules. 
Moreover, al l the estimate d signal s sta y within th e tolerance margin s define d b y th e FAA, 
which increases the model goodness. 
2.3 Identificatio n o f th e closed-loo p stat e equatio n b y us e o f a n optimizatio n 
procedure 
For a  closed-loo p simulation , a  stat e feedbac k i s use d s o tha t th e onl y input s o f th e stat e 
equation are the pilot controls as shown in the following figure: 
PILOT CONTROL S 
u(k) 
[ABU»» 
--.. i(/ t + l) 
UNIT DELAY 
m1 .-..Linearvelocities: \u  v  w\ •Angular rates: \p  q  r ] 
- ;vEule r angles: [ ^ 6\ 
Figure 2.10 Simulation of the closed-loop state equation. 
The A  an d B  matrice s foun d i n open-loo p d o no t guarante e goo d result s i n closed-loop . 
Indeed, a  syste m i s stabl e i f an d eve n i f th e eigenvalue s ar e negativ e i f th e syste m i s 
continuous o r if and even if the eigenvalues ar e inside an unitary circle centered on the plan 
origin i f the syste m i s discrete . When th e eigenvalue s d o not satisf y thes e constraints , then 
the model is not stable, the responses tend to diverge. An optimization procedure is necessary 
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to obtai n goo d matrice s i n closed-loop . Th e open-loo p syste m matrice s ar e use d a s initia l 
guesses for the optimization. 
The procedur e i s base d o n th e neura l network s theory . A  mode l ca n b e idenfifie d b y 
providing a set of examples, i.e . input/targe t pair s of proper system behaviour (Haga n et al, 
1996). A  neura l networ k i s composed o f element s operafin g i n parallel . Th e value s o f the 
connections betwee n the m ar e adjusted base d o n a  comparison betwee n th e networ k outpu t 
and th e targe t (desired ) output . Thi s metho d i s calle d backpropagation  and th e trainin g i s 
based on the Levenberg-Marquadt algorithm . 
A second method used to satisfy th e project constraint s (see Section 1.6 ) i s the model tuning 
by adjustin g th e initia l condifion s o f th e system . Thi s techniqu e i s als o calle d a  "proof-of -
match" of the model. 
Thus, th e neura l networ k optimizatio n enable s th e syste m t o b e stabl e an d th e "proof-of -
match" enables the estimated state parameters to match with the measured ones. 
2.3.1 Neura l network theory 
A neural network i s composed o f an input p, a  weight W,  a bias b  and a  transfer functio n / 
called activation function a s shown below: 
R INPUTS P| l , RI 
• \ 
W , R , ^ 
b|iKil 
+ 
+ 
— "11,11-^ 1 f a , , , , , - ^ ESTIIUIATED OUTPUT 
Figure 2.11 Neural network architecture. 
The mathematica l relationshi p betwee n al l thes e parameter s ca n b e formulate d a s i n Eq . 
(2.36): 
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a = f{Wp +  b) (2.36) 
In order to obtain an output a  with Q  elements i.e. a dimension [Q  ^ X],  Q  neurons should be 
arranged in parallel. Therefore, the network can be composed by several layers in series, with 
different activatio n flinctions . Th e onl y constrain t fo r thes e fianction s i s tha t the y ar e to be 
differentiable. For a  multilayer network , Eq . (2.36) must be adapted i n order to conside r al l 
activation functions . Fo r example , the equation relatin g the input an d outpu t o f a  two-layer 
network {m = 2) with only one neuron {Q = 1) is: 
a,^f,{w'p'+b') =  f w\f[w^p^+b^)yb' (2.37) 
A neural network with several outputs and several layers is presented in Figure 2.12 : 
R INPUTS -•-.•  W',[R, r 
b\„,,: 
W^ofR.n, 
, 
+ 
+ 
- 1 ' ' layer— 
"" W",p,, ; 
b",,!,,, 
W ^ o p ^ 
b o[i)fi ] 
+ 
-m layer — 
o 1" ESTIMATED OUTPUT i 
Q* ESTIMATED 
OUTPUT 
Figure 2.12 Multi-output and multilayer neural network architecture. 
The backpropagafio n algorith m (Haga n et  al.,  1996 ) i s a  gradien t descen t optimizafio n 
procedure i n whic h a  mean squar e erro r performanc e inde x i s minimized b y adjustin g th e 
network parameters (weight s an d biases). The performance inde x a t iterafion k  i s defined a s 
follows: 
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F{w,b)=^-e'{k)e{k)^^-^[y,^S'^)-a{k)^[y,Jk)-a{k)] (2.38 ) 
where Vdes  i s th e targe t outpu t an d a  is th e neura l networ k outpu t whic h i s compare d t o th e 
desired output . Th e steepes t descen t algorith m considere d fo r th e approximat e mea n squar e 
error modelin g is : 
Wf{k + \) = Wf[k)-q^ (2.39a ) 
aw^ 
b:'{k +  \) =  b'.:{k)-q  ^(2.39b ) 
where m  i s th e numbe r o f th e considere d laye r an d q  i s th e learnin g rat e calle d th e networ k 
training speed . Fo r a  multilayer network , th e error i s an indirec t functio n o f the weights i n the 
hidden layers , so that these derivatives ar e calculated differently : 
dF dP  dn" 
dw'" dn'"  d vv, 'J 
dP dP  du 
(2.40a) 
(2.40b) 
It i s known that : 
m X  ^  m  m-\  ,  rm  /'-\  A  i  \ 
", = 2 J ^ , J ' ^ J +'' , (2.41 ) 
j=i 
so tha t th e tw o derivative s — ^ an d - ^ ar e directl y define d sinc e th e ne t inpu t o f th e w * 
3w" db"' 
layer i s an explici t functio n o f the weights and biases in that layer : 
dn" 
d m W.^ - a  (2.42a ) 
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^ =  1 (2.42b ) 
db"-
The P  sensitivit y i s defined a s any effec t o f the syste m functio n o r any othe r syste m 
characteristic cause d b y a  change i n on e o r mor e syste m parameters . Th e large r th e syste m 
sensitivity is , th e stronge r i s the effec t o f small change s i n the syste m performances . W e 
define: 
dF 
s"'=-^^ (2.43 ) 
' dn:  ^ 
Then, Eqs . (2.40a) an d (2.40b) become: 
dF 
m m-X  / ' ^ / I * > \ 
s, a (2.43a ) d^^P 
dP 
^ =  s'" (2.43b ) 
db'" ' 
Thus, th e weigh t an d bia s expression s define d i n Eqs. (2.39a ) an d (2.39b ) ar e rewritte n as 
follows: 
Wr{k + )) = Wf{k)-ns:a'f' (2.45a ) 
b';'{k + \) = b:'{k)-qs: (2.45b ) 
The Jacobian matri x i s next defined : 
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dnf 
dn, 
-^ m  + l - \ m  + l 
0/7, d/) | 
d m "~ \ /? ; 
d »/ + l - \ H J + I 
//, d« , 
3 in ~\  ni 
d m + X 
dn'," 
a ni + i ffry 
d m 
on, 
dn 
dn'2 
S"' 
m + t 
dn 
s" 
d n 
d n u.. 
(2.46) 
For one of the elements o f this above matrix , we can write : 
du" 
"1 \r ^ '"+ 1 ' " ,  i,'"+ i 
.1 ^  A"' . ' ^1  +* ' 
d n d n n 
(2.47a) 
« ,„+ i da, 
-w., dn"; "  dn"; 
By according to Figure 2.11 , a  = f{n). Eq . (2.47 b ) can b e written i n the following for m 
3«:"_ „.|3r(«; ) 
(2.47b) 
By generalization o f these terms: 
d m 
d m-n. 
d n n 
d n f1. 
m + X rm  I  m\ 
(2.47c) 
(2.47d) 
dn" 
W'"*'F'"[n'") (2.48) 
where: 
F" = 
/ " ( < ) 0  .. . 0 
0 .. . 0  .. . 
0 .. . 0 
0 .. . 0  r[d"^) 
(2.49) 
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The recurrenc e relationshi p betwee n sensitivitie s a t differen t layer s i s writte n b y usin g th e 
chain nile : 
dP dP  dn" 
a m ~\  m  + l "- i m 
n an  an 
m m  + ]TTrni+\ j-.m  (  m  \ 
s =  s  W  t  UI  \ 
(2.50) 
where m  = M -  1 , .. . , 2 , 1  and M  i s the number o f layers . 
.M , The startin g poin t 5  (wher e M  is the output layer ) i s defined wit h the recurrence relationshi p 
between sensitivities : 
.M _ dP 
an. 
M 1, 
d 
-«,) 
[^ <'' 
da. 
dn, 
~-S{t, 
da, 
- - , ) da. 
'dnf (2.51) 
Since: 
da, _aa;'_9r« ) 
M -\  M dn. dn, dn; 
: / - « ) (2.52) 
Next equatio n i s written : 
^-it,-a,)f"{n-) (2.53) 
By summarizing , durin g th e first  step , th e inpu t i s propagate d forwar d throug h th e network . 
Then, durin g th e secon d step , th e sensitivitie s ar e propagate d bac k throug h th e network . 
Finally, during the third step , the biases and weights ar e updated . 
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The weight s an d biase s updat e ca n b e powere d b y addin g a  momentu m coefficien t ju.  It 
allows th e chang e o f th e weigh t an d bia s a t iteratio n A  ha s a n influenc e o n th e chang e o f th e 
weight an d bias a t iteration k+\: 
Aw™ {k + \) = -r]s';'a";-' - // AM; ™ {k)  (2.54a ) 
Ab';' {k + \) = -ris'; -;UAb;"  [k]  (2.54b ) 
2.3.2 Algorith m applicatio n i n the projec t 
The algorith m use d i n the neura l networ k theor y t o identify syste m behaviou r i s here applied . 
Indeed, th e syste m ha s eigh t state s variable s an d fou r contro l inputs , therefor e a  tota l o f 1 2 
inputs {R  = 12) . Due t o the fac t tha t A  matri x ha s dimension s [ 8 x 8 ] , th e networ k mus t hav e 
eight (8 ) neuron s arrange d i n paralle l {Q  =  8). Thi s configuratio n ca n b e synthesize d i n th e 
simplest architectur e (se e Figur e 2.11 ) suc h tha t th e weigh t i s a  matri x wit h dimensio n 
[8 X  8 ] and the biases a  vector with dimension [ 8 x  1] . 
In orde r t o get  th e sam e equatio n wit h neura l networ k an d stat e spac e formulation s 
(comparison betwee n Eqs . (2.35 ) an d (2.36)) , th e neura l networ k architectur e mus t b e 
defined a s follows : 
(1) Th e biases must be null ; 
(2) Th e activation functio n mus t be linear in order t o ensure the relation/fo^ =  a  and ; 
(3) Th e network mus t hav e only one layer (simples t architecture) . 
The adjustmen t o f th e weight s value s i.e . th e A an d B  matrice s element s ca n b e don e wit h a n 
optimization on-hn e algorith m i n whic h th e weigh t value s ar e updated . B y focusin g o n thi s 
particular cas e o f th e neura l networ k theory , th e A  an d B  matrice s mus t b e update d a s 
follows: 
An,=A,d-dA„,„.-MdA„„ (2.55a ) 
B„..,=B„,,-dB„^^-^dB^,, (2.55b ) 
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Where: 
dA„^,^^=-r]{x,^,^ {k  + \)-.x{k +  \))i{k) (2.56a ) 
dB„^,^^=-r]{x,^,^ {k  + \)-.x{k +  \))u{k) (2.56b ) 
In order t o increase th e on-line optimizatio n power , th e pilot control s an d desired state s are 
concatenated. Afte r severa l tests , it has been observed tha t five cycles are sufficient t o obtain 
good results . Then , a t eac h sequence , th e algorith m parameter s (learnin g rat e an d 
momentum) ar e divide d b y tw o i n orde r t o ensur e th e convergenc e o f th e optimizatio n 
algorithm. 
2.3.3 Initia l conditions 
As previously said , a  recurrence relationshi p exist s between th e state variable s o f a system. 
For/t =  0: 
x{l) =  Ax{0) + Bu{0) (2.57 ) 
Then, fork =  \: 
For/c = 2: 
x(2) =  Ax{l) + Bu(l) 
(2.58) 
x{2)^A[Ax{0)-hBu{0)\ +  Bu{l) =  A-x{0) +  ABu{0) + Bii{\) 
x{3) =  Ax{2) + Bu{2) 
X{3) =  A[AX{1)  +  BU(\)'] +  BU{2) 
r r  - i n (2.59 ) 
X{3) =  AIA[AX{0)  +  BU{0)] +  BU{\)\ +  BU{2) 
= A\X{0)  +  A'BU{0) +  ABU{\) +  BU{2) 
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Thus, fo r k  =  n: 
x[n +  \) =  A'"' X{0)  +  A"  BU{Q) +  Y,A"-' Bu{j)  (2.60 ) 
; = i 
By analysing thi s equation , i s noticed tha t there are two ways to influence th e stat e evolution : 
(1) Th e first  wa y i s the tuning o f the initia l stat e values x(0) and ; 
(2) Th e secon d wa y i s to modify slightl y the initia l comman d input s u(0). 
For syste m identification , i s mor e acceptabl e t o tun e th e initia l stat e variable s tha n th e 
command inputs . For validation, bot h tuning parameters ca n be used . 
Two method s ar e used t o se t up the initia l conditions : 
(1) A  manually tunin g and ; 
(2) A n automatic tunin g of the inifia l stat e variables based o n an optimization . 
Both methods ai m t o the minimizadon of the points outsid e the tolerance margins . 
2.3.3.1 Manua l tunin g 
Manual tunin g i s don e whe n initia l condition s ar e null . Empirica l result s ar e foun d fo r a 
majority o f flight  conditions : a  slightl y chang e o f th e Eule r angle s initia l condition s ha s a 
great influenc e o n th e linea r velocities , which ca n b e explained b y the equations o f motion i n 
which the u,  v,  w evolution i s influenced b y 6  and (p  (Prouty , 2002) . 
Table 2. 2 show s th e reductio n o f th e point s outsid e th e toleranc e margin s whe n a  manua l 
tuning i s done. The initia l guesse s ar e the initia l condition s se t to zero . 
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Table 2. 2 
Influence o f the initia l stat e variables on th e number o f point outsid e the tolerance margin s 
when a  manual tunin g i s done (% ) 
Flight condition 
Reduction of the points out of the tolerance 
margins whe n initia l condition s ar e 
optimized (% ) 
HA3000ft 
20.51 
HA6000ft 
20.13 
HF3000ft 
60.96 
HF6000ft 
62.20 
Table 2. 2 show s tha t th e initia l condition s o f th e stat e equatio n hav e a  high influenc e i n th e 
percentage o f point s foun d outsid e th e toleranc e margins . Fo r th e flight  condition s HF , th e 
reduction percentage i s higher than 60%. 
2.3.3.2 Automati c tunin g 
The secon d ste p i s t o se t u p th e initia l condition s automaticall y wit h a n optimizatio n 
algorithm whic h finds a  minimum o f a  constrained multivariabl e function . Th e outpu t o f th e 
cost functio n t o b e minimize d i s th e numbe r o f point s outsid e th e toleranc e margin s define d 
for th e studie d flight  test . A  lowe r an d uppe r bound s o n th e desig n variable s o f th e initia l 
states condition s A-(0 ) ar e fixed,  s o tha t th e solutio n shoul d b e alway s i n th e define d range . 
This range i s the tolerances margins . 
A necessary condifio n fo r a  point xo (initial state s conditions) t o be a  global minimu m i s for i t 
to satisf y th e Karush-Kunh-Tucke r (KKT ) conditions . Suppos e th e cos t functio n t o b e 
minimized i s J:  M " -^ M  (« =  8)  an d th e constrain t functio n i s G : M " ^ R . Th e constrain t 
function G  i s a  linea r functio n suc h {haX  G{Xf,)  = x^±tot. W e suppos e tha t the y ar e 
continuously differentiabl e a t a  poin t XQ.  I f X Q is a  minimum , the n ther e exist s a  constan t 
/I such that : 
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(1) V J ( . V „ ) +  £ A , V G ( . X - „ ) =  0 , 
; = l 
(2) G,  (.\'|)) < 0, fo r al l /  - 1,... , m,  wher e m  i s th e numbe r o f inequalifies . Becaus e ther e 
are lower an d upper bounds fo r eac h stat e variable, there ar e 8x2=16 inequalifies . 
(3) i  > 0 fo r al l i  = \,...,m, 
(4) /l,G,(.Yo ) = 0,forall i  = \,...,m. 
The KK T equation s describ e th e gradient s cancellatio n betwee n th e objectiv e functio n an d 
the constraint s (th e solutio n range ) a t th e solutio n poin t (se e conditio n (1)) . Fo r th e gradien t 
to be cancelled , Lagrang e multiplier s ar e necessary t o balance th e deviation s i n magnitude o f 
the objective function , whic h ar e constraints gradient s (see condition (4)) . If  J i s convex, the n 
the KKT conditions ar e also sufficient . 
The secon d orde r approximatio n i s use d t o find  th e minimu m o f th e cos t functio n J.  th e 
Taylor serie s of J(A') is: 
J (A - + Av) = J (.v ) + VJ ( A ) ' AX - + - Ax'HAx 
2 (2.61 ) 
where V J i s th e gradien t o f th e cos t ftinction  an d H  i s th e Hessia n matri x o f th e cos t 
function. 
The Taylor serie s o f the gradient o f the cost function is : 
VJ{x +  s,) =  VJ{x) +  Hs, ^2.61 ) 
The minimu m o f the cos t functio n i s foun d whe n th e gradien t o f the cos t ftinction  i s nul l i.e . 
VJ(.v,+.9,) = 0 . 
Then th e direction ste p s^  is calculated 
V J ( A , ) +  / / . , = 0 
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If / / i s a  positiv e semi-definit e matrix , the n J  i s a  conve x function . I n thi s case , th e 
optimization proble m ha s a  globa l minimu m i f ther e exist s a t leas t on e vecto r .\ o satisfyin g 
the constraint s G(.vo ) an d J(AO ) which i s bounde d belo w th e feasibl e region , whic h 
corresponds t o th e toleranc e margins . If  / / i s a  posifiv e definit e matrix , the n th e globa l 
minimum i s unique. 
As a  startin g point , HQ  can b e se t t o an y symmetri c positiv e definit e matrix , fo r exampl e t o 
the identit y matrix . 
A lin e searc h i s performe d i n orde r t o find  th e optima l a,.,  whic h satisfie s th e Wolf e 
conditions: 
(1) J ( A , +a,s, ) <  J ( A, )  + c,a,5[VJ(.v,) 
(2) si  |V J (A, + a ,5, ) | > c,_sl |VJ (.V, )| with 0  < c, <  c, <  1 
The conditio n (1 ) ensure s tha t a,,  decrease s J  sufficiently , an d conditio n (2 ) ensure s tha t th e 
slope o f th e funcfio n f  (Cj ) =  J(-TJ +ai.s^)  a t a,,  i s highe r tha n c ^ times th e ftinction  slop e 
at aj^-O. 
The update o f A is then computed : 
•^ *+i =^;+0'A-^A- (2.63 ) 
The evolutio n o f the cos t functio n gradien t i s then defined : 
9 * = V J ( . V , J - V J ( A , ) (2.64 ) 
Because i t i s tim e consumin g t o defin e th e Hessia n matri x o f th e cos t functio n a t eac h 
iteration, a  quasi-Newto n updatin g metho d i s use d t o comput e a n approximat e matri x o f H. 
This quasi-Newto n metho d approximate s th e Hessia n matri x an d use s th e observe d behavio r 
of J ( A „ ) an d VJ(.v„ ) t o buil d u p th e curvatur e informatio n t o mak e a n approximafio n t o H 
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using a n appropriat e technique . I n th e use d optimizatio n algorithm , th e Hessia n matri x 
update i s don e usin g th e BFG S formul a fro m th e Broyden , Fletcher , Goldfard , an d Shann o 
studies abou t Newton' s optimizafio n method : 
//.i=//.^¥-^^^ (2.65 ) 
To defin e th e directio n ste p Sk,  it i s necessar y t o comput e th e Hessia n matri x approximat e 
inverse. A n approximat e invers e o f th e matri x Hk  i s usuall y obtaine d b y applyin g th e 
Sherman-Morrison formula : 
, ,  M)(^[?.-+gX'g O H;'q,sl+s,qlH-: 
^A+i=^* +  77—^ 3 T  (2.66 ) 
[s,q,] h^k 
This procedure i s summarized i n the following figure : 
Initialization Ho 
HQ= la 
Approximation o f the inverse of the Hessian matrix /-r' : 
(•''.'.'")(4?. +?I^;'?.) ll-'q,sl+.y,qlH;' / / ; , , = / / ; ' + -
Direction step s*: 
Line search a*: 
y(.r, +«,i,)<y(.v , )  + c,a,j-[Vy(.i:, 
sl\VJ{x,+a,s,)\>c,sl\VJ(x,)\ 
If VJ(y*)= 0 
Evolution o f the gradient o f J, q{ky. 
V. =VJ ( .V . J -VJ (.<-,) 
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Hessian matrix approximation Hi,: 
ilh Ku,s^ 
Figure 2.13 Initial state conditions optimization procedure. 
The following tabl e shows the reduction o f the points outside the tolerance margins when an 
automatic tunin g i s done. The initial guesse s used ar e the initial stat e variables foun d i n the 
manually tuning: 
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Table 2.3 
Influence o f the initial state variables on the number (%) o f points outside of the tolerance 
margins when an automatic tuning is done 
Flight conditio n 
Reduction o f th e point s outsid e o f th e 
tolerance margin s whe n initia l condition s 
are optimized (% ) 
HA3000ft 
47.87 
HA6000ft 
14.29 
HF3000ft 
70.03 
HF6000ft 
75.42 
By observin g result s i n Tabl e 2.3 , we not e tha t th e automati c optimizatio n i s very powerfii l 
due t o th e hig h percentag e o f reductio n o f th e point s outsid e th e toleranc e margins . Th e 
initial condition s foun d a s optima l fo r th e manua l tunin g wer e goo d initia l guesse s fo r th e 
automatic tuning. 
2.3.4 Result s for the flight conditio n HA6000ft-50kt s 
After applyin g a n optimizatio n t o th e open-loo p model s an d adjustmen t o f th e initia l state s 
values, the state evolutions in closed-loop were found an d represented i n the next figures. 
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Figure 2.14 State evolution i n closed-
loop identification . 
Figure 2.15 State evolution i n closed-
loop for the validation 1 . 
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Figure 2.16 State evolution i n closed-
loop for the validation 2 . 
Figure 2.17 State evolution i n closed-
loop for the validation 3. 
By observin g th e abov e figures,  w e not e tha t th e estimate d signal s sta y within th e toleranc e 
margins durin g al l time histories . The identified mode l i s validated wit h three different flight 
tests for this flight  condition . 
2.4 Al l flight condition s synthesi s 
In orde r t o synthesiz e th e obtaine d result s fo r al l flight  conditions , w e decid e t o focu s th e 
analysis o n the tolerance margin s t o be respected durin g th e manoeuvres . Result s ar e show n 
for the identificafion an d the three validations i n Appendix 1 , Table 1.1 . 
The first  column presents the flight  condifion dependen t o n the helicopter loading , its altitud e 
and speed . The secon d colum n show s the studied parameters whic h ar e the mission type , the 
control length s i n second s an d th e toleranc e margin s value s t o b e respecte d i n open-loo p 
(OL) and i n closed-loop (CL) . The othe r columns presen t th e plots summar y obtaine d i n O L 
and in CL. 
For the flight  mission type, two parameters are given: 
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(1) Th e comman d excite d b y th e pilot , tha t ca n b e th e collective , th e longitudina l cyclic , 
the latera l cycli c o r the pedals command , and ; 
(2) Th e arrow s whic h symboliz e th e typ e o f mission . Th e level  flight  (±500fpm ) i s 
represented b y -^,  th e ascending  flight  (+I000fpm ) b y t  an d th e descending  flight 
(-lOOOfpm) by J, . The autorotatio n i s represented b y the term "Autorot" . 
For eac h case , th e numbe r o f signal s whic h ar e withi n th e toleranc e margin s i s presente d 
between bracket s [  ]  wit h th e instan t whe n th e signal s g o outsid e o f th e toleranc e margins . 
For example , [ 8 /  8 ] represent s a  perfec t matc h fo r th e mode l output s versu s th e require d 
FAA toleranc e margin s whil e [ 7 /  8 ] show s tha t on e signa l outpu t (8-7 ) i s outsid e th e FA A 
tolerance margins . 
By analyzin g Tabl e 1. 1 i n Appendi x 1 , i t ca n b e observe d tha t i n open-loop , th e estimate d 
signals remai n withi n th e toleranc e margin s durin g al l the controls duration . Fo r each studie d 
case, i n open-loop , th e mode l identifie d wit h 2-3-1- 1 comman d input s i s validate d thre e 
times an d th e estimate d signal s ar e close d t o thos e measure d mor e tha n thre e seconds . Th e 
FAA rule s ar e respected i n open-loop . 
In closed-loop , fo r mos t o f th e flight  conditions , al l estimate d signal s ar e foun d withi n th e 
tolerances margins . Fo r th e case s whe n signal s ar e outsid e th e toleranc e margins , onl y on e 
signal ove r eigh t doe s no t sta y withi n th e toleranc e margins . Yet , fo r al l cases , th e estimate d 
signals remai n withi n th e toleranc e margin s a t leas t durin g th e first  thre e seconds . Th e FA A 
rules ar e also respected i n closed-loop . 
Thus, wit h th e obtained results , i t was foun d tha t th e dynami c behaviou r o f the helicopter ca n 
be described b y a  linear stat e space model . 
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CHAPTER 3 
OUTPUT EQUATIO N DETERMINATIO N 
3.1 Motivatio n 
Generally, i n order to obtain th e linea r accelerations fro m th e stat e parameters, the followin g 
classical equation s of motion are used: 
[4] 
4 
A 
• = • 
u 
V 
w 
-\-
P 
q 
r 
^ J 
f-X' 
u 
V ' 
w 
(3.1) 
When Eq . (3.1 ) i s applied , w e di d no t obtai n ver y goo d results . Belo w ar e th e plot s o f th e 
linear acceleration s fo r th e flight  condition : heav y af t (HA ) flight,  altitud e a t 6,00 0 ft  an d 
speed of 50 knots. In each plot, the fiiU green lin e corresponds to the classical method result s 
where the dashed black lines symbolize the tolerances margins: 
Time [s] 
Time [s] 
Time [s] 
Figure 3.1 Outputs evolution with classica l equations . 
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Graphically, w e observ e tha t th e signal s fro m th e classica l metho d d o no t remai n withi n th e 
tolerance margin s durin g al l tim e histories . Th e followin g Tabl e 3. 1 present s th e averag e o f 
the percentag e o f point s outsid e th e toleranc e margin s fo r al l flight  conditions , whe n th e 
linear acceleration s ar e calculated wit h classical equations . 
Table 3. 1 
Percentage (% ) o f points outsid e the tolerance margins fo r al l flight  condition s when classica l 
equations ar e used t o observe the linea r acceleration s 
HA3 000ft 
A, 
29.39 
Av 
63.41 
A. 
45.24 
HA6000ft 
A, 
12.11 
Ay 
39.39 
Az 
22.96 
HF3000ft 
A, 
24.52 
Ay 
47.45 
Az 
18.73 
HF6000ft 
A, 
20.34 
Av 
43.94 
Az 
13.31 
By analysis o f results show n i n this table , is found tha t the classica l metho d i s not appropriat e 
to observ e th e linea r acceleration s calculate d fro m th e stat e variables . Th e wors e result s ar e 
obtained whe n observin g th e linea r acceleration s Ay.  Thus , th e theoretica l mode l give n b y 
classical equation s i s limite d an d doe s no t giv e satisfactor y results . Thi s ca n b e explaine d b y 
the fac t tha t th e instrument s use d t o d o th e measur e giv e a  systemati c error , a  rando m erro r 
due t o th e tes t environment . Then , becaus e th e instrument s (accelerometer s fo r example ) 
were no t locate d a t th e helicopte r cente r o f gravity , a  data pre-processin g wa s don e i n orde r 
to get  al l dat a a t th e sam e point . Finally , becaus e al l dat a wer e no t measure d b y th e 
instruments, numerica l calcul i wer e don e i n orde r t o get  al l necessar y data , whic h generat e 
error. Therefore , th e whit e bo x definitio n o f Bohli n (2006 ) i s confirme d a s th e whit e bo x 
methods d o not conside r the random effect s o f the data environment . 
Thus, othe r method s ar e se t u p t o observ e th e desire d outputs . Fo r thi s reason , tw o differen t 
methods ar e chosen : a  nonlinear  method , an d a  linear  method . I n bot h methods , th e sam e 
inputs ar e use d a s th e one s i n th e classica l equations . I n a  discrete study , th e state s variable s 
at sample times k  and k+1 wer e considered . 
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3.2 Nonlinea r metho d theor y 
Fuzzy logi c metho d i s used t o identif y th e MIS O ope n loo p models . Use d t o represen t highl y 
nonlinear relationship s betwee n input s an d output s data , thi s algorith m ca n b e spli t int o tw o 
parts: 
(1) Numerica l dat a clustering , and ; 
(2) Equatio n coefficient s relatin g the input s to the outputs data . 
3.2.1 Subtractiv e cluster s 
The purpos e o f th e numerica l dat a clusterin g i s t o defin e subset s s o tha t dat a i n th e sam e 
subset ar e a s simila r a s possible . Eac h poin t ha s a  degre e o f belongin g t o clusters . Dat a 
clustering i s use d fo r statistica l dat a analysis . Thi s proces s summarize s dat a i n orde r t o 
produce a  concis e syste m behaviou r representation . Tw o parameter s ar e used : th e clusters 
centers an d the standard deviation  o f the input s and output s signals . 
3.2.1.1 Parameter s definitio n 
In order t o defin e th e clusters , we nee d al l input s an d output s signals . The input s an d output s 
data ar e gathered i n a unique variable called X: 
^-[X. ^„J[..,„.., ] (3.2 ) 
where s  i s th e point s numbe r o f th e se t o f signals , {n  +  m)  i s th e numbe r o f input s an d 
outputs, and where X,„  and XOM  are the inputs and outputs signals . 
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3.2.1.2 Standar d deviatio n 
The standar d deviation a  i s defined a s follows : 
radii (maxX —  minX) 
a. „ = ^  p  '-  (3.3 ) 
(-1] 2V2 
where radii  specifie s th e cluste r siz e i n eac h dat a dimension , an d wher e minX  and  /naxX  are 
the minim a an d maxim a o f th e input s an d output s signals . Becaus e al l signal s hav e th e sam e 
power, th e paramete r radii  i s fixed  a s th e sam e constan t fo r al l data . Thus , a  valu e o f th e 
standard deviatio n i s obtained fo r al l inputs and output s data . 
3.2.1.3 Cluste r center s 
The algorithm step s are the following : 
(1) Th e signal s normalization ; 
(2) Th e potenfial valu e calculation fo r each sampl e time ; 
(3) Th e selecfio n o f the first  highes t potenfia l calle d th e reference potenfia l and ; 
(4) Th e comparison o f the highest potentia l valu e wit h the reference value . 
Depending o n thi s rafi o value , w e conclud e o n th e validit y o f thi s poin t a s a  cluster . Finally , 
we calculat e th e ne w potentia l value s an d perfor m th e sam e step s a s previousl y unti l al l 
potential value s decreas e t o zero. 
3.2.1.3.1 Dat a normalizatio n 
In orde r t o defin e th e tru e relationship s betwee n th e input s an d output s data , thes e dat a ar e 
normalized i n th e sam e rang e o f values i.e . th e signal s ar e bounde d betwee n th e tw o values . 
Due t o th e fac t tha t n o specifi c rang e i s specified , w e us e th e minim a an d maxim a value s t o 
normalize data : 
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^ I  ~minX , , , , 
X ,  ,= —'^ 3.4 ) 
normalized i  ^ •  T ^ ^  ^ 
maxX -  mmX 
If th e minim a an d maxim a value s hav e a  zero range , w e calculat e a  small rang e relativ e to 
these data , which i s different fro m zero : 
/warf„^„, =  maxX„ij-<d.mQ\x[\ + \maxX„i^i\) (3.5a ) 
minX„^^. =  minX^,,,-O.OOOlx[l + \minX^,j\) (3.5b ) 
The normalizafion i s validated b y use of the following thre e "if-then" rules : 
/ / X^„<0,lhen  Jf_= 0 (3.6a ) 
/ / X^,,>\,then  X _ =  l (3.6b ) 
/ / 0<X^„<\,then  X_=X,, (3.6c ) 
3.2.1.3.2 Potentia l valu e 
Each dat a poin t coul d b e a  cluster cente r (Chui , 1994) , therefor e th e potentia l o f each dat a 
point i s calculated wit h a  likelihood measur e tha t eac h dat a poin t ha s wit h it s surrounding 
data points . Researchin g o f a cluster cente r b y considering tha t al l data poin t coul d b e a 
cluster cente r i s name d subtractive  clustering.  Th e potentia l value s fo r eac h sampl e tim e ar e 
calculated wit h followin g formulas : 
V / 6 p ; s | , 
potVals{i)^2l^ '"  (3.V ) 
j=i 
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where d\ 
X{i,\)-X{\,\) ...  X[i,[n  +  m))-X{\\n +  m)) 
X{i,\)-X{%\) ...  X[i,[n  +  m))-X[s,{n +  m)) 
Thus, becaus e o f th e negativ e exponential , th e highe r th e potentia l valu e is , th e closes t th e 
point selecte d a t the / ' sampl e tim e i s near al l points o f the signals X. 
3.2.1.3.3 Maximu m potentia l valu e 
After calculatio n o f th e al l potential s values , th e maximu m potentia l valu e i s selected ; it s 
value i s define d b y maxPotVal  an d it s inde x maxPotlndex.  Fo r th e first  cluster , th e highes t 
potential valu e i s calle d th e reference potential , refPotVal.  Then , w e associat e th e maximu m 
potential valu e maxPotVal  an d it s inde x maxPotlndex  t o th e signa l point s whic h hav e th e 
same indices : 
maxPoint =  X [maxPotlndex,:)  (3.8 ) 
The highest potentia l valu e i s associated t o the following ratio : 
„ „  maxPotVal 
maxPotRatw =  (3.9 ) 
refPotVal 
For th e first  cluster , th e highes t potentia l valu e i s assigned t o the reference potentia l valu e s o 
that th e ratio i s equal t o one . The othe r potential s ar e lowe r tha n th e referenc e potentia l valu e 
so that the ratio decreases t o zero and anothe r cluste r could be found . 
3.2.1.3.4 Condition s t o accept or rejec t a  point a s a cluster 
Due t o th e fac t tha t th e rati o decrease s an d trend s t o zero , th e limit s ar e fixed  i n orde r t o 
accept o r reject a  point a s a cluster. Two thresholds ar e then introduced : 
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(1) Th e accept  ratio  fo r th e abov e potential , whic h wil l b e definitivel y accepte d b y th e 
data poin t a s a cluster cente r and ; 
(2) Th e reject  ratio  fo r th e belo w potential , whic h wil l b e definitivel y remove d b y th e 
data point fro m th e cluster centers list . 
If th e rati o fall s i n th e regio n betwee n th e tw o thresholds , a  ne w minimu m distanc e minDist 
is defined i n order t o check i f the data poin t ha s a  high potentia l enoug h an d fa r enoug h fro m 
the previous cluste r centers : 
minDist =  yfdxSq (3.10 ) 
where: 
dxSq,^^^, =  ([maxPoint -centers  {i,:)).xaccumMultp]  (3.11 ) 
If ma.xPotRatio  +  minDist  <  I , the n th e point i s not a  cluster an d th e potentia l valu e i s se t t o 
zero. Otherwise, this point i s added t o the clusters Hst . 
3.2.1.3.5 Ne w potential s 
The ne w potentia l value s ar e function s o f th e previou s potentia l value s a s show n i n th e 
following equation : 
i«»,i 
potVals„,^, =  potVals^ij -maxPotVal,^^  xe  '"  (3.12 ) 
Where: 
V / G | l ;numPoints] , 
maxP{l) =  maxPoint 
I ddx =  (maxP — X) .new  _ sqshMultp 
(3.13) 
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A par t o f th e previou s maximu m potentia l valu e i s subtracte d fro m eac h dat a poin t a s a 
ftinction o f it s distanc e fror n th e previou s cluste r center . Wit h th e us e o f th e negativ e 
exponenfial, th e point nea r th e previous cluste r cente r wil l hav e greatl y reduce d potentia l an d 
will no t b e use d a s a  cluste r center . Th e facto r new_sqshMultp  wil l represen t th e distanc e 
from a  center and wil l allow a  high potential reduction . 
When th e potentia l o f al l dat a point s ha s bee n update d wit h Eq . (3.12) , al l negafiv e potentia l 
values ar e arrange d t o zero and th e data poin t i s selected wit h th e highes t remainin g potentia l 
values. Th e loo p i s realize d unfi l al l potentia l value s becom e equa l t o zero . Thi s algorith m 
part IS summarized o n the next figure : 
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Data rang»: 
Minima and maxima of the signal 
X =  [ input s OUtpUtSllj , in.m)) 
Paramwter definitJon: 
radii, accept rabo , reject ratio 
sqstiFador 
If maxX=minX 
Normalization of  th9 signals: 
X -  min X 
maxX - m i n X 
For each sampla  t/m« , calculato th9  potorrtial 
value: , „ „ , 
po(Vols{i) =  ^e 
' I(A,)-
Craation of  the minima and  maxima  of  the signals: 
(maxX = maxX-O.OOOl X (1 +abs( maxX)) 
|minX = minX-0.0001x(l+abs(minX)) 
Normalization validation: 
if X  <  0. (hen  X  -  0 
;/ , V >  1. dwn X  =  I 
(/ 0 < A'<l. then  X  = X 
Determination of  the value  and Index of  the first  highest 
potential: 
• mfPotVal = maxPolVal: Highest potentia l value (reference) 
- maxPotlndex:  Highest potentia l index 
While maxPotVal > 0 
Coordinates of  the fjoints associated  with  the 
highest potential  index: 
maxPoint = X(maxPotlndex,:) 
Calculate the  ratio: 
maxPolVal 
ntixPolRLffio = 
r(fPolVcil 
If accept ratio < maxPotRalJo ^ ^ I f maxPotRalio < reject ral io -
If reject ratio < maxPotRatio <  accept ratio 
This data point is a 
duster center 
Increase the number 
of clusters: 
numClusters +1 
Calculate the  distance  minDist 
minDist =  ^dxSq 
If maxPotRatio+minDist <  1 
Calculate the  new potential values: 
pot Vals^^.  = pot Vals^ij -  maxPot  Vcil,,^ x e 
^I(A,f 
The negative potential value are 
put equal to zero 
Determination of  the value  and  Index of  the highest 
potential: 
- maxPotVat. Highest potential value 
- maxPotlndex: Highes t potential index 
The potential value is put 
equal to zero 
Figure 3.2 Subtractive clustering estimation . 
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3.2.2 Linea r functio n betwee n th e inputs an d outputs dat a 
Each cluste r cente r i s considere d a s a  fuzz y rul e tha t describe s th e system behaviour . I n 
classical form , nile s o r membership function s tak e onl y the value o f I  (member ) o r 0 (non-
member). Yet , with fuzz y algorithms , membershi p function s tak e infinit y o f values whic h 
indicate th e membership o f an elemen t t o a  subset . Base d o n a negativ e exponential , the 
Gaussian membershi p function s giv e mor e accurat e optimize d models . Thus , the fuzzy rule s 
are defined a s follows: 
f .\m-cenlers\ 
muVals^^,^^=e^ -^^^  '  (3.14 ) 
where centers  an d cr  are estimated i n the first  par t of the algorithm . 
The fuzz y rule s ar e used t o defin e th e normalized muMatrix  matri x whic h represent s the 
concordance degre e betwee n al l data point s and data use d a s center cluster s fo r representing 
the syste m behaviour . 
muMatrix[i,[j ~\)[n  +  \) + \:[n + \) j) = 
Xin[i,:)xmiiVals[i,[n +  \)j) muVals[i,[n  +  l) j) 
^ muVals[i,[n  +  \)k) ^  muVals[!,[n  +  \)k) 
(3.15) 
sx(numRule.(n+l))1 
By use of this matrix , i s possible to calculate the coefficients o f the linea r algebrai c equatio n 
relating th e inputs t o outputs data . Th e following equatio n ha s been use d i n order t o obtain 
the coefficients , du e to the fac t tha t the muMatrix  matri x i s not square : 
outEqm =  (muMatrix^imiMitiTx] muMatrix^.Xout 
^ '  (3.16 ) 
These coefficient s ca n also b e obtained b y the least square s metho d (Tagak i an d Sugeno, 
1985). The secon d par t of the algorithm ca n be summarize d in the following figure : 
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Input and  Output  data: 
X = [XinXoutl,.,^] 
Statistical parameters: 
•centers^^^.^,,^.;): Cluster centers 
• (7|,,,^,,; Var ianc e 
Normal Law: 
Jia 
For thep  rule  and  the  /" * sample time,  calculate  the  normalized  matrix  muMatrix: 
.Xln{i,:)xmul'al.s{i.{n +  \)j) m u IWs(/, (n + 1)/) 
miiMatrix(i,(j-l)[n +  \)+l :[n  + \)j'j = 
^ muVaLs{i.(n  +  \)k) £  muFo/i((,( n + l)A-) 
r5..^niimRuk-(n+l))1 
Determinate the  coefficients  of  the equation  linking  linearly  the  inputs  to  the  outputs data: 
oittEqns =  (muMatrix^ muMatrix)  muMatrix^  .Xout 
Figure 3.3 Linear equation estimation. 
3.2.3 Fuzz y system training 
In order to build a  fuzzy system , for each input , the correct number of membership functio n 
has to be found s o that the estimated outpu t fit  the measured outpu t signals . This process i s 
achieving by a trial-and-error iterative algorithm, which i s a combination o f the least-squar e 
method and the back propagation gradien t descent methods. The cost ftinction used to define 
the outpu t erro r i s expresse d a s roo t mea n square d error s betwee n th e estimate d an d th e 
measured signals . Th e followin g figur e show s th e cos t functio n evolutio n accordin g t o the 
iterations for the flight condition HA6000ft-50kts . 
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Figure 3.4 Evolutio n of the output error during the training. 
By observing Figur e 3.4 , the ftizzy system trainin g allows the achievement o f better result s 
by minimizing the output error. 
3.3 Linea r method theory 
The second metho d used to observe th e outpu t evolutio n fro m th e state variables i s a  linear 
method. Becaus e ther e i s a  recurrenc e relationshi p betwee n th e input s (stat e variable s a t 
sample tim e k  and ^+1 ) an d th e outputs , we us e th e sam e metho d a s th e on e explaine d i n 
Section 2.2 . Th e followin g tabl e present s th e percentag e o f point s outsid e th e tolerance s 
margins. 
Table 3.2 
Percentage (%) of points outside the tolerance margins for all flight conditions when a linear 
block is used to observe the linear accelerations 
HA3000ft 
A, 
3.28 
Ay 
0.58 
A, 
11.82 
HA60001 
Ax 
0 
Ay 
0 
ft 
A, 
1.68 
HF3000ft 
/ix /*-V  Ji-z 
0.75 0.1 3 4.8 1 
HF6000ft 
A, 
0.77 
Ay 
0.07 
A, 
4.75 
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Although th e average s expresse d i n percentag e o f point s outsid e th e tolerance s margin s ar e 
lower tha n th e percentag e whe n classica l equation s ar e use d (se e Tabl e 3.1) , a n optimizatio n 
based o n neural networ k theor y i s applied i n order t o decrease these results . The same kind o f 
optimizafion a s th e on e detaile d i n Sectio n 2.3. 2 i s used . Th e followin g tabl e show s th e 
evolution o f the percentage o f points outsid e the tolerances margins : 
Table 3. 3 
Reduction (% ) o f the percentage o f points ou t of the tolerance margin s fo r al l flight 
conditions whe n linea r method i s used t o observe the linea r acceleration s 
HA3000ft 
/(.v 
-14.8 
Ay 
+37.4 
A, 
-18.7 
HA6000ft 
Ax 
0 
Ay 
0 
A: 
-23.5 
HF3000ft 
A_r 
-6.36 
Ay 
-7.27 
A, 
-53.4 
HF6000ft 
A, 
0 
Ay 
0 
A: 
-49.6 
In th e abov e table , th e minus sig n (- ) show s tha t th e optimizatio n give s th e bette r result s an d 
the plus sig n (+ ) shows tha t the optimization doe s not improv e the results. 
No improvemen t i s foun d fo r th e Ay  signal s fo r th e flight  conditio n HA3000ft . Yet , 
graphically, th e estimate d signal s com e close r t o th e toleranc e margins , whic h mea n tha t th e 
fit coefficien t become s higher . Fo r a n altitud e o f 6,00 0 ft , ther e i s n o improvement , whic h 
can b e explaine d b y th e fac t tha t th e result s wer e alread y ver y goo d an d th e optimizatio n di d 
not giv e significan t improvement s becaus e th e solution wa s optimal . 
For the A^ signals , for th e fou r flight  conditions , a  significant improvemen t i s shown . 
In th e nex t Sections , th e linea r metho d optimize d wit h a  Neura l Networ k (NN ) metho d wil l 
be denoted b y "Linear NN" . 
3.4 Practica l applicatio n 
Independently o f the stat e equation , w e use the fuzzy logi c and linea r methods t o estimate th e 
output variable s by use of the measured state s x{k) a s shown i n the followin g figure : 
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MEASURED STATES 
x[k) 
PILOT CONTROLS 
u[k) 
OUTPUT BLOCK 
y{k) 
• Linear accelerations: A^ A^. ^:]' 
Figure 3.5 Simulatio n of the output equation. 
We observ e tha t linea r acceleration s d o no t depen d o n th e Eule r angle s s o tha t w e d o not 
consider the Euler angles as inputs of the fuzzy and linear blocks. 
3.5 Result s 
The next figures show the estimated outputs calculated from the three following methods: 
(1) In full gree n lines, the classical equafions ; 
(2) In full blue lines, the linear method and; 
(3) In ftill red lines, the nonlinear method. 
The flight condition used is the same as in the other figures i.e . HA6000ft-50kts . 
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model validation 3. 
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The followin g tabl e present s th e averag e i n percentag e o f th e point s outsid e th e toleranc e 
margins fo r th e three methods . 
Table 3. 4 
Percentage averag e o f the number o f points outside the tolerance margins fo r the outpu t 
equation (% ) 
Classic 
Fuzzy 
Linear 
HA3000ft 
Ay 
29.39 
0.09 
3.28 
Ay 
63.41 
0.23 
0.58 
A, 
45.24 
2.48 
11.82 
HA6000ft 
Ay 
12.11 
0 
0 
Ay 
39.39 
0 
0 
A-
22.96 
0 
1.68 
HF3000ft 
Ax 
24.52 
0 
0.75 
Ay 
47.45 
0 
0.13 
A, 
18.73 
0 
4.81 
HF6000ft 
A, 
20.34 
0 
0.77 
Ay 
43.94 
0 
0.07 
A, 
13.31 
0 
4.78 
The classica l equation s giv e wors t result s i n compariso n wit h th e fuzz y logi c an d th e linea r 
methods. Wit h a  hig h percentag e o f point s outsid e th e toleranc e margins , w e ca n als o not e 
that usin g th e classica l equation s lea d u p t o a  hig h negafiv e correlatio n coefficien t whic h 
means tha t th e estimate d signal s hav e th e opposit e trend s o f th e measured signals . I f we tak e 
into accoun t th e pilo t feeling , thi s reactio n wil l no t b e appreciate d b y th e pilot . Whe n 
observed output s ar e estimate d fro m th e measured  state s signals , th e fuzz y logi c metho d 
seems t o give the bes t results . The percentag e o f points outsid e th e tolerance margin s i s clos e 
to zero. In order t o choose th e bes t method , a  comparison betwee n th e three methods i s done . 
This compariso n wil l attribut e a  scor e fo r eac h o f th e thre e method s i n orde r t o get  a n 
objective conclusion . 
3.6 Compariso n betwee n th e three method s 
3.6.1 Methodolog y 
Because thi s mode l coul d b e implemente d i n a  simulato r fo r th e pilo t trainin g fo r example , 
the compariso n betwee n th e thre e method s t o observ e th e syste m output s fro m th e syste m 
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states i s base d o n th e pilo t feedback . Thus , th e compariso n concentrate s o n th e plot s 
particularities, whic h ca n b e fel t b y the pilot . Severa l criteri a ar e considered : 
(1) Th e graphs aspects:  i f there i s a sudden chang e o f the signa l evolutio n (wherea s ther e 
is n o hig h modificatio n o f th e measure d signa l slope) , th e pilo t ma y fee l it . Tw o 
parameters ar e studied : th e speed  o f the error , an d th e acceleration  o f the error . I f the 
speed o f th e erro r betwee n th e estimate d an d measure d signal s i s no t nul l an d 
increases, the n i t seem s tha t th e slop e o f th e erro r curv e i s increasing , whic h mean s 
that th e estimate d signal s mov e awa y fro m th e toleranc e margins . Therefore , i f th e 
acceleration o f th e erro r i s no t nul l an d trend s t o hig h value , i t mean s tha t th e 
estimated signal s hav e a  peak whic h ca n b e fel t b y th e pilot . I f on e o f thes e method s 
generates suc h characteristics , th e method mus t b e penalized becaus e i t does no t exis t 
in reality . 
(2) Th e number  of  points  outside  the  tolerance  margins:  th e FA A define s toleranc e 
margins suc h tha t th e pilo t doe s no t fee l differenc e wit h th e realit y i f th e signal s 
remain withi n th e tolerance margins ; 
(3) Th e fit  coefficient : Thi s paramete r i s a  ftinction  o f th e erro r position . Th e highe r i s 
this coefficient , th e better i s the method an d the model bette r represent s th e reality ; 
(4) Th e correlation  coefficient : Thi s paramete r give s informatio n abou t th e signa l trends . 
The highe r i s the correlatio n fit,  th e bette r i s the method . However , thi s coefficien t i s 
not a  sufficien t criterio n t o conclud e o n th e metho d goodness . I n orde r t o obtai n a 
score i n percentage, the negative correlation coefficient s ar e se t to zero . 
(5) Th e amoun t o f tim e MATLAB/SIMULIN K take s t o complet e th e output  block 
generation: T o ru n th e simulations , SIMULIN K i s used . Th e thre e method s ar e 
arranged i n differen t scheme s i n orde r t o kno w th e tim e take n t o comput e th e 
simulafion. Thus , thi s criterio n i s not a  critica l characteristi c o f th e metho d bu t i t ca n 
be a  critica l criterio n i n orde r t o choose th e bes t metho d amon g th e thre e propose d i n 
the case the other parameter s ar e nearly th e same fo r th e three methods . 
(6) Th e sensitivity  of  the  initial  state  conditions:  Th e first fifty  point s (i.e . I  s ) ar e 
considered. I n th e open-loo p study , thi s criterio n i s no t significan t becaus e th e initia l 
state condifion s ar e se t t o zero . I n th e closed-loo p sftidy , a s sai d i n sectio n 2.3.3 , th e 
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tuning o f th e initia l stat e condition s i s explained . Optima l initia l stat e condition s ar e 
obtained wit h a  manua l an d a n automati c tuning . Thi s procedur e ha s a  direc t 
consequence o f th e outpu t result s (observe d linea r accelerations ) becaus e th e linea r 
accelerafions ar e function s o f th e stat e variables . I f a  mode l i s highl y sensitiv e t o a 
shghtly chang e o f th e initia l stat e conditions , the n i t mean s tha t th e mode l ha s a 
weakness i n robustness . 
Because thes e criteri a d o not hav e the same importance , weightin g coefficient s ar e associate d 
to each criterion , and ar e gathered i n the followin g table : 
Table 3. 5 
List o f the criteria weight s fo r th e comparison betwee n th e three methods i n order to observ e 
the outputs variables fro m th e state variable s 
Criteria 
I 
2 
J^ 
4 
j ] 
6 
7 
Sudden chang e o f the signal s evolution : 
Acceleration o f the erro r between th e measured an d estimated signal s 
Number o f points outsid e the tolerance margin s 
Fit coefficien t 
Correlation coefficien t 
Output bloc k generatio n 
Graphs aspects : 
Velocity o f the erro r 
Sensitivity t o the initia l stat e condition s 
Weight [% ] 
35 
25 
15 
10 
2.5 
7.5 
5 
A high importanc e i s se t to the error acceleration betwee n th e measured an d estimate d signal s 
and th e number o f point s outsid e th e toleranc e margins , whic h ca n b e explaine d b y th e FA A 
tolerance margins . Th e pilo t doe s no t fee l change s wit h realit y i f th e signal s remai n withi n 
the tolerances margins . 
The fit  an d correlatio n coefficients , an d th e graph s aspect s ar e the n th e mos t importan t 
criteria. Indeed , th e bette r ar e thes e coefficient s the n th e bette r i s th e method . B y empirica l 
analysis, th e correlatio n coefficien t ha s a  lowe r weigh t tha n th e fit  coefficien t becaus e a n 
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estimated signa l ma y hav e a  correlatio n coefficien t o f 100 % an d b e totall y outsid e th e 
tolerance margin s contraril y t o th e fit  coefficient . Then , goo d fit  coefficien t an d plot s aspec t 
imply tha t th e estimated signal s ar e in the tolerance margins . 
The sensitivit y o f th e initia l stat e condition s i s a  criterion whic h show s th e robustnes s o f th e 
method t o slighfi y change s o f th e stat e variables . It s weigh t represent s 5 % o f th e final  scor e 
because th e initia l state s condifion s onl y hav e a  consequenc e o n th e first  sampl e times . 
Indeed, whe n th e matrix A  i s stable (i.e . it s eigenvalues ar e i n the unitary circl e fo r a  discrete-
time system) , the n th e stat e a t th e z?' ^ sampl e tim e i s influence d b y th e initia l stat e b y a 
coefficient A",  whic h i s a decreasing coefficien t wit h sample time (see Sectio n 2.3.3) . 
The final  criterio n define d i n thi s compariso n i s th e amoun t o f tim e t o comput e th e outpu t 
block wit h th e thre e methods . I t ha s a  poor weigh t becaus e i t ha s a n importanc e i f the sam e 
score i s obtained b y the three methods . 
In th e nex t Section , th e detaile d result s obtaine d fo r th e flight  conditio n HA6000ft-50kt s ar e 
presented. Then , a  sunmiary of all flight  condition s i s shown . 
3.6.2 Result s fo r the flight  conditio n HA6000ft-50kt s 
By applyin g thes e criteri a t o th e graph s obtaine d i n Figur e 3. 6 t o Figur e 3.9 , th e followin g 
tables sho w th e detaile d scor e fo r eac h o f th e thre e method s fo r th e identificatio n an d 
validations parts . 
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Table 3. 6 
Score (% ) obtaine d b y the three methods fo r th e identification o f the flight  conditio n 
HA6000ft-50kts i n the output equatio n 
A, 
Ay 
A, 
Methods 
Fuzzy 
Linear N N 
Classic 
Fuzzy 
Linear N N 
Classic 
Fuzzy 
Linear N N 
Classic 
Criteria 
I 
100 
100 
25 
100 
100 
25 
100 
50 
0 
2 
100 
100 
83.68 
100 
100 
72.16 
100 
99.70 
94.24 
3 
91.10 
80.68 
24.91 
93.62 
87.06 
1.34 
88.16 
65.95 
31.58 
4 
98.29 
92.18 
63.43 
99.19 
96.95 
0 
97.03 
78.44 
5.16 
5 
0 
100 
100 
0 
100 
100 
0 
100 
100 
6 
99.26 
98.15 
0 
100 
100 
0 
47.56 
32.05 
0 
7 
100 
100 
100 
100 
100 
100 
100 
100 
100 
Total 
95.94 
96.18 
47.25 
96.46 
97.75 
34.49 
91.49 
70.07 
36.31 
By observin g th e abov e table , w e not e tha t th e classical  equations  obtai n th e wors t result s 
with final  score s smalle r tha n 50% . Thi s metho d i s highl y penalize d becaus e o f th e erro r 
acceleration (criterio n 1 ) i.e . th e "peaks" , whic h ca n b e fel t b y th e pilo t outsid e th e toleranc e 
margins. Then , th e globa l aspect s o f th e plots , whic h ar e th e erro r speed , th e fit  an d 
correlation coefficients , hav e decreas e th e final  scor e o f th e method . Indeed , thi s i s becaus e 
of th e hig h numbe r o f point s outsid e th e toleranc e margins , an d th e hig h amplitud e o f the ^^ 
and Ay  plot s (se e Figur e 3.6 ) comparin g t o th e measure d signals . Th e goo d score s o n th e 
sensitivity o f th e initia l condition s an d th e outpu t bloc k generatio n d o no t significantl y 
improve th e goodness o f the method becaus e o f the smal l weight s accordin g t o these criteria . 
The/wzrv logic  an d linear  method s giv e bette r result s tha n th e classica l equations . Thes e tw o 
methods giv e simila r results for A^  an d A,,  plot s with a  final  score higher tha n 95% . The linea r 
method i s penalize d becaus e o f th e genera l aspect s o f th e A:  plot . Indeed , comparin g t o th e 
flizzy logi c method , th e linea r metho d ha s no t a  goo d fit  an d correlatio n coefficients . Then , 
the erro r spee d i s no t hig h becaus e o f th e smal l oscillafion s observe d althoug h thes e 
oscillations ar e within th e tolerance margins . 
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Finally, th e linea r metho d i s highly penalize d b y the erro r acceleration , whic h correspond s t o 
the pea k bu t als o t o th e "anfi-peaks" . A n "anti-peak " i s calle d s o whe n th e measure d signa l 
has a  hig h slo t bu t th e estimate d signa l doe s no t s o tha t numerically , ther e i s a  pea k fel t b y 
the pilot referrin g t o the measured signal . 
The followin g tabl e summarize s th e score s obtaine d b y th e thre e method s fo r th e validatio n 
1: 
Table 3. 7 
Score (%i) obtained b y the three methods fo r the validafion I  of the flight  condifio n 
HA6000ft-50kts i n the output equatio n 
A, 
Ay 
A: 
Methods 
Fuzzy 
Linear N N 
Classic 
Fuzzy 
Linear N N 
Classic 
Fuzzy 
Linear N N 
Classic 
Criteria 
I 
100 
100 
100 
100 
100 
100 
75 
100 
100 
2 
100.00 
100.00 
100 
100 
100 
100 
98.92 
100 
100 
3 
39.35 
60.57 
39.01 
47.86 
54.80 
4.48 
43.62 
63.47 
16.13 
4 
12.31 
57.82 
3.02 
46.86 
76.45 
0 
61.96 
78.80 
0 
5 
0.00 
100.00 
100 
0 
100 
100 
0 
100 
100 
6 
94.62 
94.62 
89.25 
100 
100 
87.46 
13.98 
96.42 
83.87 
7 
100 
100 
100 
100 
100 
100 
100 
100 
100 
Total 
81.73 
89.46 
80.35 
86.87 
90.87 
74.73 
72.27 
92.13 
76.21 
As identification , classical  equations  obtai n th e wors t result s eve n i f th e estimate d signal s 
remain withi n th e tolerance s margin s durin g al l fime  histories . Th e metho d i s penalize d b y 
the fit  an d correlatio n coefficients . Th e correlation coefficient s ar e se t to zero fo r Ay  and A:  i n 
order t o symboliz e tha t th e coefficient s wer e negative , whic h mean s tha t th e trend s o f th e 
estimated signal s fro m classica l equation s were i n the opposite sid e o f the measured ones . 
The fuzzy logic  an d linear  method s obtai n bette r score s tha n th e classica l equations . Th e 
fuzzy logi c metho d i s penalized b y th e fit  an d correlatio n coefficient s fo r th e thre e variable s 
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and by the erro r velocit y fo r th e A^  plot . Indeed , i n the las t plot , high differenc e o f the slope is 
observed i n the tolerance margins . 
The followin g tabl e summarize s th e score s obtaine d b y th e thre e method s fo r th e validatio n 
2: 
Table 3. 8 
Score (% ) obtaine d b y the three methods fo r th e validafion 2  of the flight  conditio n 
HA6000ft-50kts i n the outpu t equatio n 
A, 
Ay 
A, 
Methods 
Fuzzy 
Linear N N 
Classic 
Fuzzy 
Linear NN 
Classic 
Fuzzy 
Linear N N 
Classic 
Criteria 
1 
100 
100 
100 
100 
100 
100 
100 
100 
100 
2 
100 
100 
100 
100 
100 
100 
100 
100 
100 
3 
16.17 
20.40 
4.60 
16.79 
17.53 
4.17 
25.40 
69.77 
41.04 
4 
0 
8.85 
10.68 
0 
0 
0 
38.02 
87.63 
76.20 
5 
0 
100 
100 
0 
100 
100 
0 
100 
100 
6 
100 
84.69 
0 
97.45 
100 
71.94 
31.12 
74.49 
100 
7 
100 
100 
100 
100 
100 
100 
100 
100 
100 
Total 
77.43 
77.80 
69.26 
77.33 
77.63 
73.52 
77.45 
92.32 
88.78 
The validatio n 2  i s a  tes t o f no-comman d o f th e pilot . Th e metho d result s ar e mor e similar . 
However, th e linear method obtain s the best final  scores . 
The followin g tabl e summarize s th e score s obtaine d b y th e thre e method s fo r th e validatio n 
3: 
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Table 3. 9 
Score (%) obtaine d by th e three methods fo r th e validation 3  of the flight  conditio n 
HA6000ft-50kts i n the output equafio n 
Ay 
Ay 
A, 
Methods 
Fuzzy 
Linear N N 
Classic 
Fuzzy 
Linear N N 
Classic 
Fuzzy 
Linear N N 
Classic 
Criteria 
1 
100 
100 
50 
100 
100 
50 
100 
100 
100 
2 
100 
100 
79.24 
100 
100 
57.02 
100 
100 
100 
3 
67.26 
71.86 
39.84 
61.01 
58.82 
7.85 
50.48 
59.00 
42.52 
4 
78.32 
86.22 
88.48 
74.01 
81.76 
0 
81.82 
81.04 
0 
5 
0 
100 
100 
0 
100 
100 
0 
100 
100 
6 
100 
100 
94.15 
100 
100 
28.36 
79.53 
98.54 
100 
7 
100 
100 
100 
100 
100 
100 
100 
100 
100 
Total 
92.92 
94.40 
66.70 
91.55 
92.00 
42.56 
89.22 
91.84 
81.38 
The classical  equations  obtai n th e wors t result s mainl y becaus e o f thre e criteria : th e erro r 
acceleration, th e numbe r o f point s outsid e th e tolerance margin s an d th e negativ e correlatio n 
coefficients. Th e two other methods hav e approximatel y th e same high scores . 
By gatherin g th e result s foun d fo r thi s flight  condition , th e linear  metho d i s th e bes t method . 
The compariso n i s done fo r al l flight  conditions . Thus , fou r table s lik e the m ar e filled  ou t fo r 
each flight  condition . I n orde r t o summariz e th e globa l resuUs , a n averag e o f th e result s i s 
done fo r eac h method an d fo r eac h output . 
3.6.3 Result s fo r al l fligh t condition s 
For th e Ay,  Ay  an d A:  variables , th e averag e o f th e scor e obtaine d b y eac h o f th e thre e 
methods an d the means fo r th e three variables ar e summarize d o n th e following table : 
Table 3.10 
Summary of the three method goodness for the output equation (% ) 
Fuzzy 
Linear N N 
Classic 
Ax 
83.04 
85.46 
63.97 
Ay 
89.30 
90.30 
40.61 
A, 
66.35 
70.16 
56.28 
Total 
79.56 
81.97 
53.62 
By analyzing th e above table , we observe tha t th e fuzz y logi c an d linea r method s ar e more 
powerful tha n the classical equafions o f motion fo r the output equation . Therefore , th e linear 
method stands out. 
The mai n goa l o f thi s projec t i s t o identif y an d validat e a  globa l mode l fo r whic h th e 
estimated state s variable s ar e ftinction  o f th e measure d pilo t command s onl y an d th e 
estimated output s ar e functio n o f th e estimate d state s variable s only . Th e method s 
comparison fo r thi s mode l allow s us to conclude abou t th e rea l bes t method t o observ e the 
outputs with the estimated signals. 
CHAPTER 4 
GLOBAL MODEL 
4.1 Formulatio n 
In thi s section , w e grou p th e tw o block s presente d i n Chapter 2  and Chapte r 3  in orde r to 
create a  global mode l i n which the observed outputs are computed from th e estimated state s 
and the measured pilot commands. The following schem e is then simulated: 
PILOT COMMANDS 
u{k] 
" —•' 
[AB]con3tBnt 
.i{k + l) 
UNIT DELAY 
i{k) 
OUTPUT BLOCK 
m 
Figure 4.1 Globa l model simulation. 
By use o f thi s simulation , w e ar e abl e t o tes t th e robustnes s o f th e outpu t block s foun d i n 
Chapter 3 to observe the linear accelerations. 
4.2 Result s for the flight condition HA6000ft-50kt s 
Figure 4.2 to Figure 4.5 sho w the accelerations results when the output block input s are the 
estimated states . In ful l gree n line s are represented th e classical equation s o f motion, in ful l 
red lines the fuzzy logi c method and in full blue lines the linear Neural Network method. The 
dashed black lines represent the tolerance margins. 
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The followin g tabl e summarize s th e percentage o f points outsid e the tolerance margin s fo r al l 
sftidied flight  conditions . 
Table 4. 1 
Percentage (% ) average s o f the number o f points outsid e o f the tolerance margins fo r th e 
global mode l 
Classic 
Fuzzy 
Linear N N 
HA3000ft 
Ax 
25.36 
7.01 
3.54 
Ay 
53.02 
2.79 
0.78 
A, 
43.30 
31.04 
22 
HA6000ft 
Ay 
11.26 
0.92 
0.04 
Ay 
38.88 
0.37 
0 
A, 
18.42 
12.51 
3.59 
HF3000ft 
A, 
18.7 
0.79 
0.61 
Ay 
40.75 
0.08 
0.13 
A-
17.55 
4.81 
4.17 
HF6000ft 
Ax 
17.04 
1.75 
0.01 
Ay 
45.1 
0 
0.77 
A: 
12.22 
8.60 
6.1 
This tabl e show s th e consequences o f considerin g th e estimated stat e variable s instea d o f th e 
measured ones . I f result s obtaine d i n Tabl e 4. 1 an d Tabl e 3. 4 ar e compared , the n w e ca n 
observe tha t th e numbe r o f point s outsid e th e toleranc e margin s changed . Fo r th e classical 
equations, w e not e tha t th e percentag e o f point s outsid e th e toleranc e margin s slightl y 
decrease whe n th e globa l mode l i s compiled . Thi s fac t ca n b e explaine d b y th e fac t tha t th e 
estimated stat e signal s give n a s inpu t o f th e outpu t equatio n ar e les s noisy , smoother , s o tha t 
the classica l bloc k doe s no t cope littl e oscillations . 
For the  fuzzy block , ther e i s a  high increas e o f th e percentage o f point s outsid e th e toleranc e 
margins, whic h show s tha t th e fuzz y bloc k i s no t robus t enoug h t o overcom e th e stat e 
changes. Fo r th e linear  block , th e percentage o f points outsid e the tolerance margin s remain s 
the same , whic h show s tha t th e linea r bloc k surmount s th e rando m effec t o f the environmen t 
when th e data ar e gathered . 
By applyin g th e sam e reasonin g a s i n Chapte r 3 , th e followin g table s summariz e th e final 
score o f the three methods fo r th e flight  conditio n HA6000ft-50kts : 
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Table 4.2 
Score (%) obtaine d by the three methods for th e idenfificafio n o f the flight  conditio n 
HA6000ft-50kts fo r th e global mode l 
A, 
Ay 
A, 
Methods 
Fuzzy 
Linear NN 
Classic 
Fuzzy 
Linear NN 
Classic 
Fuzzy 
Linear NN 
Classic 
Criteria 
1 
100 
100 
50 
100 
100 
25 
75 
0 
0 
2 
100 
100 
77,99 
100 
100 
73,63 
99,41 
99,48 
96,23 
3 
66,08 
66,58 
22,18 
79,58 
81,87 
1,35 
60,66 
58,92 
32,12 
4 
77,36 
81,29 
48,59 
92,11 
94,24 
0 
67,02 
70,85 
6,75 
5 
0 
100 
100 
0 
100 
100 
0 
100 
100 
6 
90,77 
99,63 
42,39 
94,09 
95,20 
0 
0 
0 
0 
7 
100 
100 
100 
100 
100 
94,67 
89,33 
100 
100 
Total 
89,46 
93,09 
55,86 
93,20 
96,34 
34,59 
71,37 
48,29 
37,05 
Table 4.3 
Score (%) obtaine d by th e three methods for the validation 1  of the flight  conditio n 
HA6000ft-50kts fo r th e global mode l 
A, 
Ay 
A, 
Methods 
Fuzzy 
Linear NN 
Classic 
Fuzzy 
Linear NN 
Classic 
Fuzzy 
Linear NN 
Classic 
Criteria 
1 
100 
100 
100 
100 
100 
100 
100 
100 
100 
2 
100 
100 
100 
100 
100 
100 
100 
100 
100 
3 
46,34 
39,02 
17,43 
36,70 
4 9 , 5 3 _ 
7,15 
36,49 
42,91 
15,79 
4 
23,58 
61,20 
0 
20,95 
47,17 
0 
54,65 
55,99 
0 
5 
0 
100 
100 
0 
100 
100 
0 
100 
100 
6 
94,62 
100 
87,46 
100 
100 
100 
15,77 
94,62 
85,66 
7 
100 
100 
100 
100 
100 
100 
100 
100 
100 
Total 
81,41 
86,97 
76,67 
80,10 
87,15 
76,07 
77,12 
86,63 
76,29 
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Table 4.4 
Score (%) obtained by the three methods for the validafion 2  of the flight condition 
HA6000ft-50kts fo r the global model 
A, 
Ay 
A: 
Methods 
Fuzzy 
Linear NN 
Classic 
Fuzzy 
Linear NN 
Classic 
Fuzzy 
Linear NN 
Classic 
Criteria 
I 
100 
100 
100 
100 
100 
100 
100 
100 
100 
2 
100 
100 
100 
100 
100 
100 
100 
100 
100 
3 
16,76 
20,39 
6,11 
29,36 
29,32 
11,83 
58,85 
73,06 
4,17 
4 
8,38 
15,40 
14,36 
0 
0 
51,15 
92,53 
95,78 
24,70 
5 
0 
100 
100 
0 
100 
100 
0 
100 
100 
6 
100 
100 
100 
100 
100 
100 
100 
100 
100 
7 
100 
100 
100 
100 
100 
100 
100 
100 
100 
Total 
75,85 
79,60 
77,35 
76,90 
79,40 
81,89 
90,58 
95,54 
78,10 
Table 4.5 
Score (%) obtained by the three methods for the validafion 3  of the flight condition 
HA6000ft-50kts fo r the global model 
Ax 
Ay 
A, 
Methods 
Fuzzy 
Linear NN 
Classic 
Fuzzy 
Linear NN 
Classic 
Fuzzy 
Linear NN 
Classic 
Criteria 
1 
100 
100 
100 
100 
100 
50 
100 
100 
100 
2 
100 
100 
78,36 
100 
100 
78,65 
100 
100 
100 
3 
32,93 
62,91 
35,88 
55,80 
63,46 
7,46 
49,35 
60,39 
28,81 
4 
13,01 
66,30 
38,13 
70,93 
81,06 
0 
68,85 
68,69 
11,03 
5 
0 
100 
100 
0 
100 
100 
0 
100 
100 
6 
100 
100 
100 
100 
100 
83,92 
89,77 
100 
100 
7 
100 
100 
100 
100 
100 
100 
100 
100 
100 
Total 
78,74 
91,07 
78,79 
87,96 
92,63 
52,08 
86,02 
90,93 
80,42 
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In general , th e score s ar e lowe r fo r th e globa l mode l tha n fo r th e outpu t model , whic h i s 
because th e estimate d state s ar e no t exacfi y th e sam e a s th e measure d one s eve n i f the y ar e 
inside th e toleranc e margins . Then , w e observ e tha t th e result s ar e smoother , whic h ca n b e 
explained by the les s noisy estimate d state s tha n th e measured ones . 
The linea r metho d obtain s th e bes t final  score s wit h a  highe r differenc e wit h respec t t o th e 
fuzzy logi c method . 
4.3 Result s fo r al l flight condition s 
The following tabl e summarize s th e result s fo r th e three methods fo r the global model . 
Table 4. 6 
Summary o f the three method goodnes s fo r th e global mode l (% ) 
Fuzzy 
Linear N N 
Classic 
Ay 
67,52 
83 
67,98 
Ay 
75,95 
85,05 
42,36 
A: 
49,57 
67,18 
55 
Total 
64,35 
78,41 
55,11 
As i n th e outpu t equatio n study , th e classical  equations  giv e th e wors t result s i n compariso n 
with th e fuzz y logi c an d th e linea r method s i n th e globa l model . Whe n th e behaviou r o f th e 
fuzzy logic  bloc k i s studied , i n whic h th e input s ar e th e estimated  state s signals , w e notic e 
that th e estimate d output s ar e no t goo d enough . Sudde n jumps ar e observe d i n th e estimate d 
outputs which ca n be fel t b y the pilot i n a  simulator . 
Contrarily t o th e fuzz y logi c method , th e linear  metho d i s mor e stabl e whe n changin g th e 
measured state s b y th e estimate d states . I t i s a  goo d argumen t becaus e eac h flight  tes t i s 
different eve n i f i s realize d a t th e sam e flight  condition . Th e linea r bloc k absorb s th e smal l 
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differences i n th e signals . Thus , i n orde r t o observ e properl y th e linea r acceleration s o f th e 
system, th e linea r block seem s t o be more adequat e because it s robustness . 
4.4 Mode l interpolatio n 
Development o f a  global mode l tha t i s valid ove r th e complet e operationa l envelop e require s 
flight testin g fo r differen t flight  conditions . Th e commo n approac h i s t o perfor m dynami c 
maneuvers a t eac h flight  conditio n an d identif y model s fo r eac h configuratio n separately . 
Interpolation ove r th e flight  conditio n i s don e i n orde r t o know th e syste m dynamic s a t an y 
flight condition . 
In thi s thesis , onl y th e spee d interpolatio n i s performed. Thus , fou r type s o f interpolatio n ar e 
done: HA3000ft , HA6000ft , HF3000f t an d HF6000ft . 
By empirica l analysis , a  cubic  interpolatio n i s sufficien t t o generaliz e th e mode l fo r eac h 
configuration. 
In Chapte r 3 , thre e method s fo r observin g th e syste m output s fro m th e stat e variable s ar e 
presented: th e classical  equations  o f motion , \he.  fuzzy logic,  an d th e linear  methods . I t ha s 
been show n tha t th e classica l equation s o f motio n ar e no t realisfi c enoug h t o describ e th e 
system output s evolutio n fro m th e stat e variables , whic h i s verifie d i n Chapte r 4  whe n th e 
global mode l i s se t up. Then, i n this chapter , w e sho w tha t the flizzy logi c block i s not robus t 
enough t o cope wit h the random effec t o f the environment , s o that i t i s not used fo r th e mode l 
interpolation. Thus , th e linea r bloc k seem s t o b e th e bes t metho d t o observ e th e linea r 
accelerations fro m th e estimated states . 
The followin g figure s sho w a n exampl e o f th e interpolatio n o f th e HA3000f t configuration . 
The pilo t comman d i s a  2-3-1-1 collectiv e inpu t fo r a  leve l flight  missio n a t th e spee d o f 8 9 
knots o f speed . I n Figur e 1.5 , al l tes t point s ar e shown . N o mode l i s identifie d aroun d th e 
speed o f 90 knots. 
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Figure 4.6 Input command use d for the interpolation . 
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Figure 4.7 State evolution fo r th e interpolation . 
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Figure 4.8 Output evolution for the interpolation. 
The estimated state signals remain within the tolerance margins during all time histories. 
The following table summarizes the interpolation goodness for certain flight conditions: 
Table 4.7 
Summary of the interpolation goodness 
Flight mission 
HA3 000ft autoro t 
HA3000ft autoro t 
HA3000ft autoro t 
HA3 000ft autoro t 
HA3 000ft - ^ 
HA3000ft autoro t 
HA3 000ft -^ 
HA3000ft autoro t 
Speed [kts] 
41 
41 
42 
42 
60 
61 
69 
87 
Command input 
2311 lat 
2311 coll 
2311 long 
2311 ped 
Void 
2311 long 
2311 coll 
Void 
STATES 
Tolerance 
margins respect 
Yes 
Yes 
Yes 
Yes 
Yes 
Yes 
[7/8] 
7.44s 
Yes 
OUTPUTS 
Linear method 
score [% ] 
79.57 
69.15 
64.60 
73.52 
84.34 
72.48 
73.31 
64.28 
Table 4.7 (suite) 
Summaiy of the interpolation goodness 
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Flight mission 
HA3000ft -^ 
HA3000ft -^ 
HA3 000ft -^ 
HA3000ft -^ 
HA3000ft t 
HA6000ft -^ 
HA6000ft t 
HA6000ft -^ 
HA6000ft -^ 
HA6000ft - ^ 
HA6000ft -^ 
HA6000ft -^ 
HA6000ft -^ 
HA6000ft t 
HA6000ft - ^ 
HA6000ft -^ 
HA6000ft i 
HA6000ft -^ 
HA6000ft t 
HA6000ft i 
HA6000ft -^ 
HA6000ft t 
HA6000ft -^ 
HA6000ft T 
HF3 000ft -^ 
HF3000ft autoro t 
HF3000ft - ^ 
HF3000ft - ^ 
HF3000ft -^ 
HF6000ft t 
Speed [kts ) 
89 
89 
89 
89 
100 
49 
49 
50 
50 
50 
50 
50 
50 
50 
50 
51 
60 
60 
70 
70 
71 
89 
90 
90 
79 
83 
99 
102 
108 
58 
Command inpu t 
2311 lon g 
2311 col l 
Void 
Void 
2311 col l 
2311 lon g 
2311 la t 
2311 pe d 
2311 la t 
2311 la t 
2311 col l 
2311 pe d 
2311 la t 
2311 col l 
2311 lon g 
2311 pe d 
Void 
Void 
2311 la t 
Void 
2311 col l 
2311 la t 
2311 pe d 
2311 la t 
Void 
Void 
Void 
Void 
Void 
Void 
STATES 
Tolerance 
margins respec t 
Yes 
Yes 
Yes 
Yes 
Yes 
[7 /8] 
13.34s 
Yes 
Yes 
Yes 
Yes 
Yes 
Yes 
Yes 
Yes 
Yes 
Yes 
Yes 
Yes 
Yes 
Yes 
Yes 
[7 /8] 
7.14s 
Yes 
Yes 
Yes 
Yes 
Yes 
Yes 
Yes 
Yes 
OUTPUTS 
Linear metho d 
score [%] 
70.69 
82.81 
89.34 
82.58 
86.14 
75.86 
79.51 
91.73 
93.50 
88.94 
73.19 
82.34 
87.08 
84.51 
89.73 
87.32 
83.21 
85.65 
91.75 
88.23 
72.76 
89.35 
86.67 
91.01 
82.00 
76.61 
81.83 
76.44 
83.87 
81.70 
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By observing th e above table , i t can b e sai d tha t th e mode l interpolatio n i s validated b y man y 
flight test s no t use d t o identif y th e mode l a t th e differen t flight  condition . Fo r onl y thre e 
flight tests , th e esfimate d stat e signal s d o no t remai n withi n th e toleranc e margin s durin g al l 
time histories . Yet , th e estimate d state s ar e outsid e th e toleranc e margin s lon g afterward s 
three seconds . Then , th e estimate d states , whic h ar e outsid e th e toleranc e margin s d o no t 
diverge, they remain nea r th e tolerance margins . Thus , the state evolutio n fo r th e interpolate d 
flight condition s i s defined correctly . 
For th e output s observation , th e linea r metho d give s goo d result s wit h a  mea n highe r tha n 
80% o f goodness . 
CONCLUSION 
In thi s thesis , a  Bell-42 7 helicopte r mode l i s identifie d fo r 2 2 flight  conditions . Eac h flight 
condition i s define d b y a n altitud e (fro m 3,00 0 f t t o 6,00 0 ft) , a  spee d (fro m 3 0 knot s t o 11 5 
knots), a  helicopter loadin g (heavy ) an d a  position o f th e helicopte r C G (af t o r forward) . T o 
identify th e models , 2-3-1- 1 multiste p contro l input s ar e performe d b y th e pilo t t o excit e al l 
helicopter modes . Fou r types o f pilot control s ar e used: th e collective , the longitudina l cyclic , 
the latera l cycli c an d th e pedal s controls . I n orde r t o identif y th e longitudina l an d latera l 
motions o f th e helicopter , a  ne w dat a se t i s constructe d b y concatenatin g th e dat a relate d t o 
each o f the four contro l input . 
This thesis can be spli t int o two parts, each o f them concernin g a  particular problem . The first 
one i s abou t determinin g th e stat e evolutio n fro m th e pilo t controls . Th e stat e variable s ar e 
the linea r an d angula r speed s an d th e x-  an d y- axi s Eule r angles . Thi s proble m i s treate d i n 
open-loop (th e estimated stat e signal s ar e defined b y the pilo t control s an d th e measured stat e 
signals) an d i n closed-loop (th e estimated stat e signal s ar e defined onl y by the pilot controls) . 
A recursiv e metho d i s use d t o defin e th e relationshi p betwee n th e state s an d th e pilo t 
controls. A n opfimizafio n base d o n neura l networ k theor y i s then applie d i n orde r t o increas e 
the goodnes s o f th e mode l i n closed-loop . Then , a  tunin g o f th e initia l stat e condition s i s 
implemented i n order t o satisfy th e FAA rules . Indeed , t o guarantee th e goodnes s o f a  model , 
the FA A ha s define d severa l rule s t o b e satisfie d b y th e model . Th e first  rul e i s abou t 
tolerance margin s th e estimate d signal s hav e t o remai n within . Thes e toleranc e margin s ar e 
defined fo r eac h variabl e an d fo r eac h helicopte r missio n (leve l flight,  ascendin g flight, 
descending flight  an d autorotation) . Th e secon d rul e i s abou t th e mode l validation . Al l 
identified model s mus t b e validate d b y a t leas t thre e differen t flight  test s no t use d fo r th e 
models identificatio n an d th e estimate d signal s mus t remai n i n th e toleranc e margin s a t leas t 
during thre e seconds . Fo r th e 2 2 flight  condifions , th e stat e evolutio n i n open-loo p an d i n 
closed-loop satisfie s th e FA A rule s s o tha t th e metho d t o generat e th e stat e equatio n i s 
validated. Th e first  conclusio n o f thi s thesi s i s tha t th e dynamica l behaviou r o f th e Bell-42 7 
helicopter woul d be defined b y a  six DO F linea r model . 
The secon d proble m i s abou t th e output s observatio n fro m th e stat e variables . I n thi s thesis , 
the output s variable s ar e th e linea r accelerations . I t ha s bee n show n tha t th e classica l 
equations o f motio n d o no t giv e goo d results , whic h i s explaine d b y th e fac t tha t th e 
theoretical equation s d o no t cop e wit h th e rando m effect s o f th e environmen t whe n dat a ar e 
measured. Thus , tw o method s ar e define d an d a  compariso n betwee n th e thre e method s i s 
done m  orde r t o find a  powerfu l metho d t o observ e th e syste m output s fro m th e syste m 
states: (I ) a  fiizz y logi c metho d an d (2 ) a  linea r metho d optimize d wit h a  neura l networ k 
algorithm (linea r NN) . I n orde r t o compar e th e result s obtaine d wit h th e thre e methods , al l 
blocks hav e th e sam e input s an d th e sam e outputs . Then , becaus e th e mode l coul d b e 
implemented i n a  simulator fo r th e pilo t training , th e pilo t feedbac k i s very usefu l i n orde r t o 
compare th e realit y wit h th e results o f th e mathematica l model . Thus , th e compariso n amon g 
the thre e method s i s base d o n th e plot s particularities . A  lis t o f criteri a i s define d wit h 
weighted coefficients . Whe n th e output s ar e obtaine d fro m th e measure d stat e variables , th e 
linear N N an d fuzz y logi c method s giv e noticeabl y th e sam e result s bu t th e linea r metho d 
obtains a  better score . 
A clea r conclusio n abou t thi s secon d proble m ca n b e give n whe n th e globa l mode l i s se t up . 
Indeed, th e globa l mode l i s th e mos t realisti c an d coul d b e implemente d i n a  simulato r t o 
reproduce th e reality. Th e output s mus t be defined b y the estimated stat e variables an d no t b y 
the measure d ones . Th e esfimate d state s variable s depen d onl y o n th e pilo t control s (closed -
loop study) . Wit h thi s model , th e result s ar e clearer . Th e fiizzy  logi c metho d i s no t robus t 
enough s o tha t th e output s plot s show s peaks , whic h ca n b e fel t b y th e pilot . A  bette r final 
score i s obtained b y the linea r method mor e tha n the fuzzy logi c method . 
The las t ste p o f thi s thesi s i s to use th e conclusion s o f both problem s i n orde r t o generat e th e 
dynamical behaviou r o f th e Bell-42 7 helicopte r fo r an y flight  condition . Fo r that , a  cubi c 
interpolation i s don e fo r th e stat e an d outpu t equations . Thre e matrice s ar e generated : (1 ) th e 
state matrix.  A,  (2 ) th e input  matrix,  B,  an d (3 ) th e output  matrix  give n b y th e linea r N N 
method. Th e interpolafio n i s validated b y many flight  test s no t used t o identify th e models . 
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Thus, th e methodolog y presente d i n thi s thesi s ha s show n it s robustnes s fo r th e identificatio n 
and th e validafio n o f th e Bell-42 7 helicopte r mode l an d ha s yielde d a  globa l up-and-awa y 
model. 
APPENDIX I 
STATE EQUATION RESULT S 
Table 1. 1 
Synthesis of all flight conditions studied 
Flight 
condition 
HA3000ft 
30kts 
HA3000ft 
40kts 
HA3000ft 
50kts 
HA3000ft 
70kts 
HA3000ft 
lOOkts 
Snidied parameter s 
Flight missio n 
Controls duration , s 
Tolerance 
margins 
OL 
CL 
Flight missio n 
Controls duration , s 
Tolerance 
margins 
OL 
CL 
Flight missio n 
Controls duration , s 
Tolerance 
margins 
OL 
CL 
Flight missio n 
Controls duration , s 
Tolerance 
margins 
OL 
CL 
Flight missio n 
Controls duration , s 
Tolerance 
margins 
OL 
CL 
Identification 
2311 
25.1 
[8 /8] 
[7 /8] 
23.36s 
2311 
28.68 
[8 /8] 
[8 /8 ] 
2311 
23.74 
[8 /8] 
[6 /8 ] 
21.86s 
2311 
26.76 
[8 /8 ] 
[8 /8] 
2311 
27.54 
[8 /8 ] 
[8 /8 ] 
Validation 1 
2311 col l 
7.54 
[8 /8 ] 
[7 /8 ] 
5.66s 
2311 la t 
i 
5.54 
[8 /8 ] 
[8 /8 ] 
2311 col l 
5.6 
[8 /8 ] 
[8 /8 ] 
2311 lon g 
T 
5.66 
[8 /8 ] 
[8 /8 ] 
2311 la t 
t 
5.82 
[8 /8 ] 
[8 /8 ] 
Validation2 
Void 
5.36 
[8 /8] 
[8 /8] 
Void 
26.16 
[8 /8] 
[8 /8 ] 
Void 
23.3 
[8 /8] 
[8 /8] 
Void 
12 
[8 /8 ] 
[8 /8 ] 
Void 
22.12 
[8 /8 ] 
[8 /8 ] 
Validations 
2311 lon g 
7.5 
[8 /8 ] 
[8 /8 ] 
2311 col l 
T 
6.26 
[8 /8] 
[8 /8 ] 
Void 
8.74 
[8 /8] 
[8 /8] 
2311 pe d 
i 
5.72 
[8 /8] 
[8 /8 ] 
Step lon g 
i 
4.78 
[8 /8 ] 
[8 /8 ] 
Table 1. 1 (suite ) 
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H A3000ft 
llOkts 
HA6000ft 
50kts 
HA6000ft 
70kts 
HA6000ft 
80kts 
HA6000ft 
90kts 
HF3000ft 
30kts 
Flight missio n 
Controls duration , s 
Tolerance 
margins 
OL 
CL 
Flight missio n 
Controls duration , s 
Tolerance 
margins 
OL 
CL 
Flight missio n 
Controls duration , s 
Tolerance 
margins 
OL 
CL 
Flight missio n 
Controls duration , s 
Tolerance 
margins 
OL 
CL 
Flight missio n 
Controls duration , s 
Tolerance 
margins 
OL 
CL 
Flight missio n 
Controls duration , s 
Tolerance 
margins 
OL 
CL 
2311 
24.24 
[8 /8] 
2311 
27.16 
[8 /8] 
[8 /8] 
2311 
25.24 
[8 /8] 
[8 /8 ] 
2311 
29.7 
[8 /8 ] 
[7 /8 ] 
27.14s 
2311 
27.92 
[8 /8] 
[8 /8] 
2311 
25.42 
[8 /8 ] 
[8 /8 ] 
Step la t 
6.68 
[8 /8] 
2311 lon g 
5.58 
[8 /8 ] 
[8 /8 ] 
2311 lon g 
7.7 
[8 /8 ] 
[8 /8 ] 
2311 la t 
i 
7.1 
[8 /8 ] 
[8 /8 ] 
2311 col l 
9.1 
[8 /8 ] 
[8 /8 ] 
2311 lon g 
8 
[8 /8 ] 
[8 /8 ] 
Step col l 
6.7 
[8 /8] 
Void 
i 
3.92 
[8 /8 ] 
[8 /8] 
2311 pe d 
5.98 
[8 /8 ] 
[8 /8 ] 
2311 col l 
6.6 
[8 /8] 
[8 /8 ] 
2311 lon g 
t 
6.42 
[8 /8] 
[8 /8 ] 
Void 
7.1 
[8 /8 ] 
[8 /8 ] 
Step lon g 
i 
4.38 
[8 /8] 
2311 la t 
6.84 
[8 /8 ] 
[8 /8 ] 
2311 la t 
8.58 
[8 /8 ] 
[8 /8 ] 
2311 pe d 
i 
7.12 
[8 /8 ] 
[8 /8 ] 
2311 la t 
T 
7.82 
[8 /8 ] 
[8 /8 ] 
2311 la t 
6.72 
[8 /8 ] 
[8 /8 ] 
Table l. l (suite ) 
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HF3000ft 
40kts 
HF3000ft 
50kts 
HF3 000ft 
60kts 
HF3000ft 
70kts 
HF3000ft 
90kts 
HF3000ft 
115kts 
HF6000ft 
40kts 
Flight missio n 
Controls duration , s 
Tolerance 
margins 
OL 
CL 
Flight missio n 
Controls duration , s 
Tolerance 
margins 
OL 
CL 
Flight missio n 
Controls duration , s 
Tolerance 
margins 
OL 
CL 
Flight missio n 
Controls duration , s 
Tolerance 
margins 
OL 
CL 
Flight missio n 
Controls duration , s 
Tolerance 
margins 
OL 
CL 
Flight missio n 
Controls duration , s 
Tolerance 
margins 
OL 
CL 
Flight missio n 
Controls duration , s 
Tolerance 
margins 
OL 
CL 
2311 
28.82 
[8 /8 ] 
[7 /8] 
26.96s 
2311 
27.4 
[8 /8] 
[8 / 8] 
2311 
25.56 
[8 /8 ] 
[8 /8 ] 
2311 
28.68 
[8 /8 ] 
[8 /8] 
2311 
27.54 
[8 /8 ] 
[8 /8 ] 
2311 
26.6 
[8 /8 ] 
[8 /8 ] 
2311 
30.2 
[8 /8 ] 
[8 /8 ] 
2311 la t 
7.04 
[8 /8 ] 
[8 /8 ] 
2311 la t 
6.02 
[8 /8 ] 
[8 /8 ] 
Step col l 
i 
3.82 
[8 /8 ] 
[8 /8 ] 
2311 la t 
7.08 
[8 /8 ] 
[8 /8 ] 
2311 col l 
10.5 
[8 /8 ] 
[8 /8 ] 
Void 
4.64 
[8 /8 ] 
[8 /8 ] 
Void 
3.82 
[8 /8 ] 
[8 /8 ] 
Void 
7.74 
[8 / 8] 
[8 /8 ] 
Void 
7.36 
[8 /8 ] 
[8 /8 ] 
Doub. Lon g 
4.32 
[8 /8 ] 
[8 /8 ] 
Void 
5.62 
[8 /8 ] 
[8 /8 ] 
Void 
14.06 
[8 /8 ] 
[8 /8 ] 
Doub. Lon g 
4.48 
[8 /8 ] 
[8 /8 ] 
2311 pe d 
Autorot. 
8.26 
[8 /8 ] 
[7 /8 ] 
5.42s 
2311 pe d 
7.16 
[8 /8] 
[8 /8] 
2311 lon g 
6.14 
[8 /8 ] 
[8 /8 ] 
Step col l 
4.32 
[8 /8 ] 
[8 /8 ] 
2311 col l 
8.42 
[8 /8 ] 
[8 /8 ] 
2311 lon g 
6.5 
[8 /8 ] 
[8 /8 ] 
Step la t 
i 
5.36 
[8 /8 ] 
[8 /8 ] 
2311 la t 
Autorot. 
8.28 
[8 /8 ] 
[8 /8 ] 
Table l. l (suite ) 
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HF6000ft 
50kts 
HF6000ft 
70kts 
HF6000ft 
80kts 
HF6000ft 
90kts 
Flight missio n 
Controls duration , s 
Tolerance 
margins 
OL 
CL 
Flight missio n 
Controls duration , s 
Tolerance 
margins 
OL 
CL 
Flight missio n 
Controls duration , s 
Tolerance 
margins 
OL 
CL 
Flight missio n 
Controls duration , s 
Tolerance 
margins 
OL 
CL 
2311 
32.18 
[8 /8 ] 
[8 /8 ] 
2311 
32.26 
[8 /8 ] 
[8 /8 ] 
2311 
35 
[8 /8 ] 
[8 /8 ] 
2311 
33.64 
[8 /8 ] 
[8 /8 ] 
2311 col l 
7.74 
[8 /8 ] 
[8 /8 ] 
2311 col l 
9.36 
[8 /8 ] 
[8 /8] 
2311 ped 
Autorot. 
7.68 
[8 /8 ] 
[8 /8 ] 
2311 lon g 
8.5 
[8 /8 ] 
[8 /8 ] 
Void 
i 
6.76 
[8 /8 ] 
[8 /8 ] 
Void 
i 
4.84 
[8 /8 ] 
[8 /8 ] 
2311 pe d 
i 
7.06 
[8 /8 ] 
[8 /8 ] 
2311 la t 
T 
7.74 
[8 /8 ] 
[7 /8 ] 
7.02s 
2311 lon g 
10.66 
[8 /8 ] 
[8 /8 ] 
2311 col l 
10.08 
[8 /8] 
[8 /8 ] 
2311 la t 
i 
7.52 
[8 /8 ] 
[8 /8 ] 
Void 
4.1 
[8 / 8] 
[7 /8 ] 
6.72s 
APPENDIX I I 
STATE AND OUTPUTS EVOLUTION I N OPEN AND CLOSED-LOO P 
The states variables i n open-loop fo r al l flight conditions are shown, followed b y the output 
equation graphs . Finally, the states and outputs evolution o f the global model are shown. All 
these results are given on the CD. 
For confidential reasons , charts dissemination i s not authorized. 
APPENDIX II I 
COMPARISON AMON G TH E THRE E METHOD S FO R TH E OUTPU T EQUATIO N 
All Table s o f th e score s neede d fo r th e thre e method s compariso n ar e show n i n th e joine d 
CD. 
APPENDIX IV 
COMPARISON AMON G THE THREE METHOD S FOR THE GLOBAL MODE L 
All Table s o f the score s neede d fo r th e thre e method s compariso n ar e show n i n th e joined 
CD. 
APPENDIX V 
STATES AND OUTPUTS EVOLUTION FO R THE MODEL INTERPOLATIO N 
All plots obtained for all flight conditions which are not used for the model identification an d 
validafion ar e shown in the joined CD. 
For confidential reasons , charts dissemination i s not authorized. 
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