Abstract -Importance of the choice of suitable basis sets in ab initio calculations of the electronic structure and properties of molecules is briefly discussed. Particular attention is payed to a relatively new basis set of Hermite-Gaussian (HG) functions. Their properties and merits are considered in some detail and a review of recent results is given.
INTRODUCTION
The first step in any of the quantum mechanical calculations on atoms and molecules is the determination of total many-electron atomic and molecular wave functions, which in turn are built up from some one-electron functions as a rule, the latter are called atomic orbitals (AOs) if they refer to bound-state solutions of a single electron in a central field. The corresponding spherically symmetric potentials usually have at least a touch of physical reality, but sometimes completely hypothetical potentials are employed. Needless to say, AOs are centered at nuclei of the constituent atoms in a molecule. Hartree-Fock (HF) or, to be more specific, Roothaan-Hall equations for molecules define optimal molecular orbitals (MOs) in the sense of the average electronic Coulomb field. It is clear that a choice of atomic orbitals or basis set in general parametrizes the mamx representation of the HF hamiltonian affecting accuracy of calculations. Hence selection of suitable or optimal basis sets is central in computational quantum chemistry. Generally speaking, there are three main criteria which should be met by good basis sets (ref. 1). The first is related to their completness. Problems arising in basis set truncation are analysed in depth by Klahn (ref. 2) . The second criterion requires physical correctness of AOs. The underlying physical picture is of paramount importance and directly affects performance of the theoretical approach. For instance, enormous computational success of the molecular orbital formalism in the LCAO approximation can be traced down to AO's which are consistent with a sound concept of (modified) atoms in a molecule. On the other hand, poor performance of the single-center expansion method, where all basis set functions are placed at the heavy atom (like fluorine in HF or carbon in CH4), is easily understood because existence of hydrogen atom(s) as separate structural unit(s) is denied in this particular theoretical procedure. Further, hybrid atomic orbitals (HAOs) provide a good description of a number of molecular local and global properties, since they reflect a local symmetry of an atom embedded in a molecular environment and deformation of AOs due to the field of neighbouring nuclei. (refs. 3-5) . Suitable orthogonalized HAOs seem to offer optimal basis sets for various semiempirical schemes (refs. 6-8) . Additional instructive examples are provided by electric field variant AOs, which are compatible with small off-center shifts of atomic charge densities in molecules subjected to external elecmc fields (refs. 9-11) . Gauge invariant atomic (GIAO) basis sets greately improve performance and yield physically meaningful molecular magnetic propereties in a relatively simple manner (refs. 12-14) . General requirements like e.g. cusp condition (ref. 15) insure better behaviour of the wave function near the nucleus etc. Finally, convenient basis sets should provide a satisfactory accuracy and ease of use. Hence, all molecular integrals should be calculable with a relatively small effort. In other words, the ratio P E should be favourable for good basis sets, where P stands for performance (accuracy) whereas E denote the required effort (efficiency). It is not the aim of this paper to give a comprehensive review of basis sets used in quantum chemistry in the past or at present for several reasons, one of them being a space limitation. This is not even necessary because several excellent review articles and books are available (refs. 16-25) . Instead, we shall make some general remarks and then concentrate on the central theme here: presentation of Hermite-Gaussian (HG) functions and discussion of their merits and prospects. Hermite-Gaussian basis sets are not widely known and we would like to fill this gap in the literature.
Two types of AOs which enjoyed a great success and popularity are Slater (STO) and Gaussian (GTO) functions, Slater orbitals are solutions of the central field problem:
and assume a form:
where Cn is normalization constant Cn = (2c)n+1/2 / [(2n!]1/2 Their f o m is simple and they have correct asymptotical behavior. Since STO satisfy the cusp condition, they provide also a good description of wave function in the vicinity of nuclei. (3) and are of a fom:
where Cn is the corresponding normalization factor. It is not surprising that GTOs do not posses proper behavior at large distances because they decay too quickly. Since GTOs do not satify cusp condition they are not particularly suitable for representation of electronic density at very small distances either. Nevertheless, these shortcommings are overcompensated by the great efficiency in computing many-center integrals. Hence, larger GTO than STO basis sets can be employed. This is the reason why Gaussian AOs dominate contemporary computational quantum chemistry.
There are many ways of utilizing GTOs. For example, a Slater AO's can be expressed as linear combinations of Gaussian functions (refs. 29,30) . On the other hand, contracted Gaussian with fixed linear coefficients found a widespread use (refs. 20-24 -.
Here xA = x-Ax, where Ax denotes x-coordinate of the nucleus A, a is a mad of nonlinear parameters ax, ay and a,, and 1, m and n are integers. Ellipsoidal Gaussian functions are natural extension of Cartesian GTOs and should be in principle useful in describing asymmetry of atomic charge density in molecular environments. The original algorithms for molecular integrals involved heavy numerical integrations (ref. 36) . This fact prompted us to design similar functions-HermiteGaussian (HG) which yield substantially simpler integral expressions (ref. 37). It is interesting to mention that HG functions were later rediscovered by Golebiewsky and Salvetti (refs. 38, 39) who baptized them modified Gaussian functions. In the next section we shall discuss some recent applications of Hermite-Gaussians in molecular calculations.
HERMITE-GAUSSIAN FUNCTIONS
HG functions are defined as follows:
where coordinates XA = x-Ax etc. determine electron position relative to a nucleus A, n = nl + n2 + n3 and H denotes Hermite polynomials. An alternative and more useful way of expressing HG functions reads:
This form, involving derivatives over nuclear coordinates, immediately suggest great simplification in calculating molecular integrals via interchage of differentiations and integrations over electom coordinates. At the same time it indicates that geometry optimization and calculation of force constants can be naturally incorporated in the general algorithm. Another useful characteristics is separation in x, y and z coordinates for a number of integrals. Since Hermite polynomials are the simplest orthogonal polynomials with the (--, f m ) range possessing a number of remarkable features (ref. 40) additional favourable properties of HG functions might be expected. Finally, every HG function is symmemc or antisymmemc with respect to reflections in the planes YAZA, XAZA and XAYA according to a parity of numbers nl, np and n3, respectively. There are also nl nodal planes parallel to yz coordinate plane etc.
Actual calculations of integrals can be performed in three stages:
(i) putting the differentiation operators in front of the integral mark, (ii) calculation of the remaining integrals by using Boys' formula (ref. 27) , (iii) differentiation with respect to the nuclear coordinates.
As a final result one obtains entities expressed by HG functions and two auxilliary functions:
and Actual formulas for calculation of the mamx elements appearing in solution of Schrodinger equation involving Coulomb Hamiltonian and employing variation theorem are available (refs. 37,38) and will not be repeated here.
Total molecular energy is pivotal in quantum mechanical calculations. However, it is not very sensitive to finer details of the molecular wave function. Much more stringent criteria are provided by some one-and two-electron molecular properties which probe particular region or segment of the electron charge density. We examined integrals necessary for calculation of a wide variety of electric and magnetic prioperties as well as some relativistic corrections arising in the Breit Hamiltonian (ref. 41). More specifically, we considered the mamx elements of the following operators:
It turned out that all these integrals could be reduced to the integrals already encountered in the minimum energy calculations. For instance, the one-and two-electron integrals involving ( l / r~k )~ operator, where k denotes either a nuclear or coordinate of the second electron, are expressed in terms of nuclear attraction and Coulomb repulsion integrals, respectively. Hence they can be computed with little additional effort if HG basis set is employed. It was found that the same conclusion holds for the mamx elements arising in the pseudo-potential calculations involving BonaEiC- Huzinaga (ref. 42) potential, which in turn gives a good description of inner-shell electrons in heavy atoms.
We shall dwell now on possible generalizations of HG functions. An obvious extension is introduction of ellipsoidal HG functions in full analogy with functions (6):
where rl A = XA etc. and
with analogous expressions for y and z coordinates. Here a A and b A denote mads of numbers (alA, a 2~, a 3~) and (bl A, b 2~, b3A), respectively. In other words, exponential and polynomial "screening" parameters are uncoupled. It should be pointed out that functions (12) were christianed by Katriel and Adam (ref. 43) as generalized HG functions. We find this term somewhat ambiguous because it might suggest the use of generalized Hermite polynomials (ref. 44) which is not the case. Consequently, a better specification would be given by ellipsoidal HG functions (EHG) which will be invariably used in this paper. Other terminological possibilities were considered by Primorac (ref. 45 ). Let's consider briefly some basic integrals over EHG functions (ref. 45,46) . For this purpose it is convenient to develop EHG functions (12) in terms of components of HG functions which have the same exponential and polynomial "screenings":
and 6 is a parity switch factor
This expression enables reduction of most of the one-electron integrals to the known formulas for HG functions themselves. However, if the operator does not alow separation into three Cartesian components like e.g. the Coulomb potential l/rN of the nucleus N, another approach is necessary. The same applies to the two-electron operators. Then the exponential function should be written as a product of the spherical part and the ellipticity correction:
1R
The spherical portion multiplied with the H polynomials ni=x,y,z Hn,( dA riA ) leads to the integrals which can be tackled in analytical fashion. The problem is to eliminate ellipsoidal Gaussian part. This is attempted by a truncated series:
As
HERMITE-GAUSSIAN EXPANSION OF HYDROGENIC ORBITALS
Hydrogen orbitals are quantum mechanical solutions of the Schrijdinger equation. Their exact expectation values are also known. For that purpose they were chosen as test functions which, if expanded in a series of HG functions,will shed some light on the quality of HG basis sets. Additionally, hydrogen-like orbitals might be useful in solving momentum space Schrodinger equation (refs. 48,49) . Therefore our numerical experiments should contribute to tractability of polycentric integrals over hydrogen orbitals, which are extremely tedious otherwise. Furthermore, hydrogen AOs satisfy cusp condition whereas atomic centered HG functions do not. It would be of some interest to examine possibilities of improving behavior of AOs at the nuclei by a deliberate choice of HG functions.
Aiming at expansion of hydrogen orbitals in a series of HG functions we shall express the former in a general but real form:
It is convenient to express the radial part in (21) in terms of spherical Gaussians multiplied by even powers of r: 
i=l k=O where summation over k implies a triple sum over kl , k2 and k3 confined to give a fixed value of k = kl + k2 + k3 (k=0,1,2, ..
. etc.). Our numerical experiments encompass a range of values of N=1-5 for two particular cases: (a)
Ti=i and (b) Ti=2 (ref. 50). They will be named HG approximations of the second and fourth degree, respectively, for an obvious reason. Quality of these two approximations will be compared with the GTO results obtained by putting Ti=O.
Adjustable linear and non-linear parameters in the series (24) are obtained by integral least-square fit criterion by minimizing A:
where Y~M stands for the exact hydrogen orbital and @KLM represents its HG expansion (24). It is easy to see that minimum of A condition is equivalent to maximum overlap requirement between approximate representation and exact hydrogen AO. Since A is obviously related to differences in @=M and YKLM one can alternatively define a similarity measure (SM) as SM = 100(1 -A) (in %).
Before discussing results a word on notation is necessary. HG approximations of the second and fourth degrees will be abbreviated by (m)HG2-N and (m)HG4-N, respectively. Here (m) denotes the angular type of the orbital (e.g. s, px etc.) and N determines the number of non-linear parameters (23). They weigh various (inner and outer) portions of AO's.
In addition to the orbital energy, four one-electron operators rn (n=-2,-1,1,2) are examined. Their expectation values were calculated by using 1s GTOs, HG2 and HG4 basis set expansions (ref. 51). The virial ratios <-l/r>fi and spatial similarity measures SM were considered too. The corresponding values for hydrogen ls-3d AOs are given in Table 1 . Perusal of the presented data shows that the use of a single non-linear parameter a1 is not satisfactory, the HG4-1 representation of 2p and 3d AOs being exceptions. Introduction of the second non-linear parameter leads to a great improvement for all three basis sets. Apparently, inner and outer portions of AOs should be described by separate Gaussians. It is noteworthy that a good description of 3s A 0 requires at least 3 non-linear parameters. The average values of < rn > operators and orbital energies for GTO expansion are given in table 2. It should be stressed that the second moments < r2 > and diamagnetic shieldings (which are proportional to < r-1 > are extremely insensitive to finer details of atomic and molecular wave functions (refs. 3,5) . Consequently, both entities were defined as necessary but not sufficient conditions which acceptable wave functions should satisfy (ref.52) . In other words, wave functions which do not satisfy these minimal requirements should be either improved or discarded. As an illustration we mention that an error of 0.5 ppm in diamagnetic shielding corresponds to an error of -9 kcal mol -1 in orbital energy of hydrogen AO. Survey of the data in Table 2 clarly shows that single GTO representation is unsatisfactory, Introduction of the second Gaussian is necessary and approximate description of 2s, 2p and 3p
AOs is then quite good as far as < r-1 > and < r2 > criteria are concerned. As the main quantum number n increases use of only two Gaussians becomes less and less appropriate, 3p, and 3d AO's being exceptions. This is not unexpected because Gaussians fall off quite rapidly and larger sets of values of nonlinear parameters and the corresponding exp(-ar2) functions are necessary to describe more and more extensive domains of higher AOs.
Results obtained by HG2 basis set are somewhat better than GTO description, but a substantial overall improvement in accuracy is obtained by the HG4 basis sets (Table 3 ). For instance, 2s A 0 is very well described by the HG4-2 basis, which is not the case for the GTO-2 and HG-2 results. This is evidenced by the exact virial ratio and very good accordance of the calculated HG4-2 properties with exact values. The same holds for 3d A 0 where a single nonlinear parameter HG4-1 suffices for a satisfactory description. Insensitivity of <rl> and <r2> properties can be illustrated by HG4-2 results for 4s AO. Although the above mentioned criteria are roughly satisfied, the virial of 1.8 is obviously unsatisfactory.
As a general caonclusion one can say that AOs obeying n-l=1 condition are very accurately reproduced which is achieved by smaller number of non-linear parameters. The HG4-N basis sets are superior to the GTO-N functions possessing the same number of non-linear parameters.
Behavior of AOs near nucleus deserves a closer scrutiny. Although the nuclear cusp condition can not be fully satisfied with HG4-5 basis functions, they are superior to the GTO-5 basis set. This is illustrated by Figure 1 where performance of both sets is compared and tested against the exact 1s H orbital. Improvement obtained by HG4-5 functions is impressive indeed. Preliminary calculations have shown that nuclear cusp requirement is easily satisfied by adding off-center HG functions to the set without considerable increase in computational effort. In atomic units. Numbers given in parentheses are powers of 10.
DISCUSSION
Molecular integrals over HG functions are simpler than the corresponding expressions over GTOs (refs. 31, 3633) .
Their advantage increases as the quantum numbers n and 1 become larger. Mamx elements of the SCF Hamiltonian over EHG functions are given in a form which is significantly simpler than the algorithm provided by Kame1 and Adam (refs. 5435) . Their procedure involves development of a product of the two HG functions centered at two different nuclei in a series of the complete set of the harmonic oscillator functions placed at the third centres. It is well known that this kind of approach implies a slow convergency in instances, e.g. when two centers are far appart or when non-linear parameters of the two considered HG functions are widely different. This drawback is circumvented in our procedure. In this connection it should be mentioned that HG functions are related to harmonic oscillator functions suggested for calculations in nuclear physics by Talmi (ref. 56 ) and in quantum chemistry by Roberts (ref. 57) and by Moshinsky and Novaro (ref. 58 ). However, integrals over HG and EHG functions are expressed in considerably simpler way and their computation is more efficient.
It is remarkable that all molecular properties integrals can be reduced to those encountered in the SCF calculations. Derivatives over nuclear coordinates and non-linear parameters are easily incorporated in the general algorithm (ref.
Another advantageous feature is that calculations with HG functions in momentum space is simpler than by using GTO's. Successful description of hydrogen AO's by HG4-N basis sets indicate that it would be worthwhile to expand Laguerre functions (ref. 17) in terms of Hermite-Gaussians.
One should stress that HG functions were successfully subject to practical tests mostly through the work of and some others (refs. 63-71) . We note in passing that the same idea underlying introduction of HG functions*was used by McMurchie and Davidson (ref. 72 ) who expanded product of Cartesian coordinates of two centers in terms of Hermite polynomials around the third point lying on the intermolecular distance and specified by the corresponding product of pure Gaussians.
Recently HG functions were applied to calculations of the electronic structure in diatomics H2, HeH+ and HF (ref. 73) . It was found that non-linear parameters can be transferred from GTO's to HG functions. Ab initio calculations of force constants in HzO, HF, H2S and NaH based on HG functions gave results in better agreement with experiment than the GTO estimates of the comparable basis set (ref. 74 ). It appears that potential surface is too flat if GTO functions are used (ref. 24) whilst better curvature is obtained with HG basis.
59).
As far as future prospects are concerned, we feel confident that HG functions will prove useful in improving nuclear cusps of the total wave functions and will provide a relatively simple description of electron correlation by explicit inclusion or rij coordinates. 
