In order to verify the time variability of free core nutation (FCN) period, global superconducting gravimeter (SG) observations were analyzed based on synthetic test data. The gravity data series were synthesized to check the detectability of resonance variation caused by FCN period change. The tests indicate that the discrepancy between the FCN periods determined by SG and VLBI observations is caused by the high correlation between the FCN parameter and the amplitude factor of the ψ1 wave. The K1 wave is more sensitive to the FCN period change than other diurnal waves. The limit of the standard deviation of the K1 wave is found for more precisely observing the FCN period change. Tidal parameters of diurnal waves estimated from long series of 20 global SG stations were analyzed. A common variation trend is found in the amplitude factor of both K1 and ψ1 waves in all 8 stations above the limit, which indicates the FCN period may be not so stable in time. Furthermore, the variation in the K1 and ψ1 waves constrains the FCN period change to between 2.5 and 4 sidereal days, which also agrees with the possible variation from the current VLBI and SG observations.
Introduction
The interaction between the elliptical liquid core and the solid mantle, due to the misalignment of their instantaneous rotation axes, produces one of the Earth's rotational modes, called free core nutation (FCN) in the celestial reference system and nearly diurnal free wobble (NDFW) in the terrestrial reference system.
The FCN causes resonance enhancement to nearby Earth tidal waves/nutation terms in the diurnal/annual frequency band. This enhancement offers the most commonly used approach to determine the characteristics (such as period and quality factor) of the FCN based on high precision tide and nutation observations from superconducting gravimeter (SG) and VLBI (very-longbaseline interferometry) techniques, respectively.
Numerous previous works have estimated the FCN period using either SG or VLBI observation (Ducarme et al. 2007; Rosat and Lambert 2009 ). It should be pointed out that the FCN period from VLBI observations mentioned in this paper is the one obtained based on the resonant enhancement of some nutation components in the vicinity of the FCN frequency. In Mathews et al. (2002) , the FCN period estimated with this approach equals to 431.4 sidereal days (SDs) which is adopted in the IAU 2006/2000 precession-nutation model. Besides, FCN signal is clearly seen in the celestial pole offsets determined from VLBI observations since 1984. But this signal shows significant time-varying characteristics in terms of period, phase and amplitude. The period determined from direct observation can differ by several days depending on the applied method of data reduction and analysis (Chao and Hsieh 2015; Zhou et al. 2016) , which is probably due to the convolution with excitation sources. The difference between the resonant period and the observed period is still an open question. What we focused in this study is the resonant period which is Open Access *Correspondence: cxm@asch.whigg.ac.cn 1 State Key Laboratory of Geodesy and Earth's Dynamics, Institute of Geodesy and Geophysics, Chinese Academy of Sciences, Wuhan 430077, China Full list of author information is available at the end of the article relatively stable around 430 SDs. However, this value can fluctuate by a few days when using observations in a different time span, which raises the issue as to whether a temporal variation exists in the FCN period. Considering that the FCN period closely relates to the core-mantle boundary (CMB), its variation might reflect certain changes at the CMB, providing a good reference for deep Earth probing. This issue has been discussed in a few previous studies. Most researchers (Roosbeek et al. 1999; Hinderer et al. 2000; Lambert and Dehant 2007; Vondrák and Ron 2009) believe that the FCN period is stable with no obvious evidence of time variation; however, some researchers Cui et al. 2014) disagree.
This problem remains a matter of dispute due to some deficiencies in the current understanding. The FCN period variation measured by VLBI is usually within one sidereal day (Vondrák and Ron 2009; Cui et al. 2014) . With the use of effective angular momentum functions (EAMFs), the fluctuation in the FCN period becomes larger (within 3 sidereal days) instead of disappearing after considering the atmospheric and oceanic effect to forced nutation terms (Vondrák and Ron 2010; Cui et al. 2014) , which means the fluctuation is not the result of geophysical fluids. Comparison with SG results is required to further verify the FCN temporal fluctuation. In previous research, the FCN period, obtained from a station in Strasbourg, shows similar temporal variations to the VLBI result (Cui et al. 2014) . However, the FCN period fluctuation from SGs is up to several even dozens of sidereal days, which is much larger than the VLBI result; the fluctuations measured at different stations do not agree well with the Strasbourg station. The SG observations theoretically provide more opportunities to detect this variation due to the large number of stations in the global SG network. The global accumulation of gravity data offers many time series to compare the FCN period variation. If the FCN period does contain a temporal variation, all the SG sites around the world should observe a common variation.
In this paper, the gravity observation series were simulated by synthesizing the diurnal tidal waves, which are affected most by the FCN resonance, and adding white noise to adjust the estimated precision of tidal parameters ("Synthetic data" section). Then, the reason for the SG-observed FCN period fluctuation being much larger than that of VLBI was analyzed, and the FCN resonance variation detection condition in Earth tides, under the current precision of SG observations, was found ("The fluctuation of FCN period from SG observation" and "The detectability of FCN period change in diurnal tidal waves" sections). Based on the analysis with synthetic data, tidal analysis was completed with 20 long series from global SG stations to analyze the detectability of FCN resonance variation in the current global SG observations and find the real fluctuation of the FCN period from SG observations ("Global SG data" section).
Synthetic data
In real SG observations, the true value of the FCN period is unknown. Thus, in order to answer the aforementioned questions, the best approach is to simulate gravity observations with synthetic data in which a known period is set. Observations with SG instruments include many signals, including the Earth's tidal waves, instrument drift, atmospheric and oceanic load effects, pole tide and noises. In tidal analysis, these terms, except noise, can be dealt with using the correct methodology. Since FCN only causes resonance enhancement in diurnal tidal waves with nearby frequencies, only the six tidal waves (Q1, O1, P1, K1, ψ1 and φ1) are considered in the synthetic process for convenience. These tidal waves are usually used to retrieve the FCN parameters. The resonance formula between the FCN and tidal waves can be described as (Ducarme et al. 2007 ):
Here, σ is the frequency of a tidal wave; δ is the observed amplitude factor; δ 0 is the amplitude factor, independent of the frequency and uninfluenced by the FCN resonance; ã is the complex resonance strength, related to the geometric parameters and Love numbers of the Earth; σ FCN is the complex eigenfrequency of the FCN.
Based on Eq. (1), the complex eigenfrequency and complex resonance strength of FCN were set to calculate the theoretical amplitude factor, with which the synthetic data were constructed: where y(t) is the synthetic gravity observation; δ i and �ϕ i are the amplitude factor and phase lag, respectively, for the ith wave; A i , ω i and ϕ i are the theoretical amplitude, frequency and initial phase for the ith wave, respectively; and ε(t) is the white noise with which the precision of tidal parameters was simulated to be close to the level currently achieved in tidal analysis with actual superconducting gravimeter observations.
The fluctuation of FCN period from SG observation
The FCN parameters in previous works are usually determined by the least square method or Bayesian method. Based on Eq. (1), the merit function is usually constructed by using the O1 wave as a reference to reduce the effects of some systematic discrepancies. Subtracting the contribution of O1 from both sides of Eq. (1), the
merit function f can be written as (Defraigne et al. 1994; Sun et al. 2003): in which p(σ) is the weight function of each tidal wave with the frequency σ. The weight function of each wave is related to the standard deviation of the tidal parameters (dδ). In previous research, the most commonly used weight is inversely proportional to the standard deviation (P1 = 1/dδ) or to the square of it (P2 = 1/dδ 2 ). Another weight is added the frequency difference between a tidal wave (σ) and FCN (σ FCN ) to P1 (P3 = 1/dδ(σ − σ FCN )). Since dδ is inversely proportional to the amplitude of the wave, the weight of K1 is dominant over other diurnal waves and the weight of ψ1 is very small.
In order to check the fluctuation of FCN period from SGs, a synthesized data series group was constructed in which a sinusoidal variation, with peak-to-trough amplitude of 4 SDs, was set for the FCN period according to Eq. (1). Then, the tidal parameters of waves in each data series were estimated by the least square method. Every synthetic time series is 1 year in length. By adding white noise, the standard deviations of the fitted tidal parameters were adjusted to replicate high-quality SG observations data. The FCN period was then estimated using the least square method and the weights (P2 = 1/dδ 2 ). The FCN period and the amplitude factors of the K1 and ψ1 waves are plotted in Fig. 1 . The sinusoidal waveform varies significantly in wave K1, but there is large deviation in the variation in wave ψ1 and the fitted FCN period. The variation amplitude in the FCN period is over dozens of SDs, which is much larger than the set value of 4 SDs. According to correlation analysis, the correlation coefficient between the ψ1 wave and the FCN period is as high as − 0.98, whereas the correlation coefficient between the K1 wave and the FCN period is only − 0.55. Therefore, the fitted period fluctuation is mainly due to the amplitude factor of the ψ1 wave with a variation of 0.016, which corresponds to a variation over 10 SDs in the FCN period. The 4 SDs sinusoidal variation has been correctly reflected in the amplitude factor of the K1 wave with a variation of roughly 0.0002. However, this is not shown in the FCN period result.
The correlation between the ψ1 wave and the FCN period is the same in actual SG observations ). The variation in the FCN period depends on the ψ1 wave's amplitude factor or its real part (since the phase difference is small, the two values are not significantly different) independent of the chosen numerical method (Cui et al. 2014) . This is because the ψ1 wave is closest to the FCN and affected most by FCN resonance.
However, it has a relatively lower signal-to-noise ratio due to its small amplitude. In the calculation, the weight of ψ1 is minute compared with the weight of the K1 wave, but still cannot reduce its impact. The large period fluctuation found in SG observations and the discrepancies observed among different stations could be caused by this limitation in the ψ1 wave.
The detectability of FCN period change in diurnal tidal waves
In order to calculate the FCN period variation, it is necessary to find the detectability of the FCN period change in diurnal Earth tides under the current precision of SG observations. The detectability of the FCN resonance change depends on the precision of tidal parameters, the size of the FCN period change and the FCN resonance enhancement in tidal waves. The precision of tidal parameters depends on the quality of SG observations, which relates to the station environment and instrument status. For a single tidal wave, the precision is inversely proportional to the wave's amplitude. The precision for actual SG observations varies significantly between stations. According to previous research (Cui et al. 2014) , the standard deviation of the amplitude factor for diurnal waves can achieve Q1-2 × 10 −4 , O1-4 × 10 −5 , P1-9 × 10 −5 , K1-3 × 10 −5 , ψ1-4 × 10 −3 , φ1-2 × 10 −3 , which could represent high precision data in the current global SG stations. This is also shown in the tidal analysis results for 20 global stations, which is analyzed in more detail in "Global SG data" section. For some stations, the standard deviation could be one or two orders of magnitude larger than above one. Currently, the exact magnitude of the FCN period change is unknown. SG observation results are not suitable for reference due to the aforementioned issue. The FCN period determined from VLBI varies on the order of 3 SDs after correcting the geophysical effects with atmospheric and oceanic EAMFs. However, there are some problems with this correction, especially with the oceanic effect, as mentioned in "Introduction" section. Thus, in general, the magnitude of the FCN period change could be a few sidereal days, considering some uncertainties.
For quantitative analysis, the amplitude factors of diurnal tidal waves varying with the FCN period are estimated in Fig. 2 , which clearly displays the ability of these diurnal waves to detect the variation in FCN resonance. The high precision level of tidal parameters mentioned before is denoted by the dash dotted line as a reference value. Only the K1 and ψ1 waves exceeded the reference line and therefore have the potential to identify the changes in the FCN period in the diurnal band. The error in the tidal parameters of other waves is far larger than the variation caused by FCN period change. In addition, Fig. 2 indicates that K1 is more sensitive than ψ1 in detecting the FCN period variation. The K1 amplitude variation can achieve observation precision when the FCN period varies by more than 1 SD. For the ψ1 wave, observation precision is possible until the FCN period varies by more than about 2.5 SDs.
Considering the FCN period change magnitude and the current precision of tidal parameters, only the observations with the highest precision level can detect FCN period variation in the ψ1 wave. By setting the amplitude of the sinusoidal variation similarly to Fig. 1 , the ψ1 amplitude factor variation was estimated (Fig. 3a) . The sinusoidal temporal variation in ψ1 could be observed, along with the increase in period variation. However, even if the period variation increases to 5 SDs, some large deviations remain.
For the K1 wave, the variation for a few days of FCN period change under a high precision level can be observed (Fig. 1) . It is necessary to find the accuracy required to clearly detect the variation. Data series with different STD_K1 (the standard deviation of the K1 amplitude factor) levels were constructed by adjusting the added white noise and setting a sinusoidal variation with an amplitude of 2 SDs (wave peak-to-trough change was 4 SDs) in synthetic datasets. The fitted K1 amplitude factors are listed in Fig. 3b . The sinusoidal trend was obtained correctly in the high precision datasets where . When STD_K1 exceeded 5 × 10 −5 to 7 × 10 −5 or 1 × 10 −4 (Fig. 3b) , the fitted results deviated from the true value and produced a false trend.
Overall, in diurnal tidal waves, only K1 and ψ1 can detect FCN resonance change. The accuracy of the ψ1 wave is relatively lower; thus, the FCN period variation obtained with SG observations deviates significantly due to its correlation with the ψ1 wave. The K1 wave is more accurate than the ψ1 wave and has good detectability when the STD_K1 is below 5 × 10 −5
.
Global SG data
Based on the synthetic test data, the following research was performed based on the time series of gravity observation recorded at 20 SG stations in the IGETS (International Geodynamics and Earth Tide Service) network, the previous Global Geodynamics project (GGP) . The GGP was organized by the Solid Earth's Deep Interior (SEDI) in IUGG (The International Union of Geodesy and Geophysics) in 1997. Since 2016, a new IAG (the International Association of Geodesy) service, called IGETS, continues the activities of the GGP to provide support to the research activities using SG data within the context of an international network. The partners in IGETS use uniform data collection equipment, central sensors and a low-pass filter (Crossley and Hinderer 1995) . All the datasets were preprocessed with the T-soft software (Van Camp and Vauterin 2005) to deal with bad records, such as gaps, spikes, steps and Earthquakes, before carrying out the tidal analysis. The datasets used in this study were all sampled hourly and mostly accumulated over 10 years. The basic information, e.g., station names, instruments, observing periods and station location, is listed in Table 1 . In Table 1 , note that stations with "*" are closed, and that (L/U) represents the double sphere type in which only one sphere's observation was chosen because the tidal parameters obtained from the double sphere observations were in close agreement.
Atmospheric and ocean tide loading effects
As the most important noise source in tidal gravity observations, it is necessary to effectively eliminate the influence of atmospheric pressure and ocean tide loading in order to improve the accuracy of the tidal parameters (Boy et al. 2002; Baker and Bos 2003) . By using the atmospheric pressures observed at each SG station with high sampling, the effect of atmospheric pressure is eliminated simultaneously in the tidal analysis according to the response functions of gravity to air pressure in the tidal band (i.e., the atmospheric gravity admittances), which is evaluated by regression analysis (Merriam 1992) . Since oceanic tides have the same forces and a similar spectral pattern to body tides, harmonic analysis cannot separate them. Therefore, the ocean tide loading effect is usually corrected using an ocean tide model. In this study, the three newest high-resolution models were chosen: FES2012 (Carrère et al. 2012 ), FES2014 (Carrère et al. 2015) and TPXO8-Atlas (Egbert and Erofeeva 2002) , with which the ocean loading effect is calculated from the Free Ocean Tide Loading Provider (Bos and Scherneck 2014) . In the diurnal band, the ocean tide models provide only the cotidal maps of four waves (Q1, O1, P1 and K1); the loading effects for the major waves of tidal gravity are shown in Fig. 4 . The loading effects of the ψ1 and φ1 waves are usually interpolated using linear regression from the major waves (Xu et al. 2004) .
The loading effects of ocean tides on the O1 and K1 waves are generally larger than those on the P1 and Q1 waves as the effects are proportional to the amplitude of these waves. Remarkably, the loading effects, globally, depend on the distance between the station and the sea or the strength of the oceanic tide around the station. At coastal stations such as Canberra, Kamioka, Matsushiro, TIGO Concepcion and Ny-Alesund, the loading effects are significantly stronger. The results from the offshore Syowa station are extremely large, and possibly inaccurate, as the three newest ocean tide models in this paper offer far larger values than previous models, such as Fes2004 (Table 2, in Sun et al. 2009 ). In contrast, inland stations, especially those located in Europe, have much lower loading effects in the diurnal band due to the small adjacent diurnal ocean tides. However, the M2 wave is very different. The loading effects of the M2 wave in these European stations are about 2 orders of magnitude larger than those for the K1 or O1 waves, whose amplitude are similar to the M2 wave. This is important as the modulation of M2 in some European stations is very obvious (Meurers et al. 2016 ), but diurnal wave modulation is weak.
It is worth noting that the present ocean tide model cannot provide time-varying ocean loading effects, which is a possible source of temporal variation in the tidal parameters (Calvo et al. 2014 ). This study focuses on the FCN resonance variations in diurnal tidal waves, which primarily affect the K1 and ψ1 waves adjacent to the FCN frequency, as shown in Fig. 2 Table 1 loading effect should appear in all diurnal tidal waves of one station with a similar pattern. Thus, by comparing the variation in diurnal waves and at stations located in different regions, the resonance variation can be distinguished from the time-varying ocean loading effect. Moreover, for most stations, SG instruments are installed in quiet inland areas, far from the ocean where the ocean tide effect is small.
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Tidal analysis
Using the tidal analysis software ETERNA (Wenzel 1996) , the tidal parameters of selected wave groups were estimated from the 20 observations in Table 1 , based on the Hartmann and Wenzel (1995) tidal potential catalog. A 3-year data window was chosen to separate the diurnal tidal waves focused on in this study. To obtain the tidal parameter variation in tidal waves, the 3-year data window, with a 1-year overlap, was shifted for each observation. The results indicate that the estimated tidal parameters of the diurnal tidal waves, from 20 observations, vary too much from station to station. In Fig. 5 , the real part of the amplitude factors of the K1 (left) and ψ1
waves (right) in 20 stations is given. The results of the K1 wave at the SY station, listed separately, are appreciably different from other stations because the ocean tide loading effects are too large and cause inaccuracies at this station, as mentioned above.
From the tidal analysis results of the K1 and ψ1 waves, it can be seen that the precision of tidal parameters across global stations greatly varies, which is related to the observation quality at these stations. Therefore, the tidal parameters of a few stations vary much more than others. As indicated in Calvo et al. (2014) , the local noise variation could be a major cause of observed fluctuations in tidal parameters. In addition, there are other possible errors in the amplitude factors, such as scale problems at some stations like TC. Moreover, certain instrument problems can cause similar errors. Therefore, it is difficult to gather effective information just from the results in Fig. 5 .
As discussed in "Synthetic data" section, it is necessary to include the observation precision of each diurnal wave in order to obtain reliable analyses. In Fig. 6 , the standard deviation of the K1 wave amplitude factor for each segment of the 20 stations is listed. The precision level of Table 1 , in which the variation in the amplitude factor (real part) of the K1 (left) and ψ1 (right) waves is plotted with error bar. The abbreviation of station name in the legend follows Table 1 other waves is consistent with the K1 wave in the comparison between different stations, because if the station has little background noise and high data quality, the standard deviation for each wave is, overall, relatively small, and vice versa. From Fig. 6 , most European stations, except BE, MC and NY, have high precision observations when STD_K1 is in the range of 3-5 × 10
. The observations from other stations have larger STD_K1 levels due to relatively lower data quality. Few stations have very low precision, due to the station location, e.g., high latitude stations (SY and NY) where the amplitude of diurnal tidal waves is very small. The gaps in continuous observations, due to electric power or instrument failure, also significantly affect the standard deviation of tidal parameters. This is inevitable for every station; sometimes, the effect is very large, such as in the fifth segment of the TC station.
Observations with the standard deviation below 5 × 10 −5 have a good detectability to the variation in the FCN period for the K1 wave ("Synthetic data" section). As the standard deviation increases, large discrepancies can be observed. Thus, in order to effectively analyze the results from global SG observations, the 20 stations in Table 1 , are the third class. The amplitude factors of the diurnal waves (O1, P1, K1 and ψ1) for the three station classes are given in Figs. 7, 8 and 9. In Figs. 7 and 8, which show the first and second station classes, respectively, the few segments of some stations, with an STD_K1 outside the classification range, are excluded.
In order to avoid errors in the scale factor and changes in the sensitivity of the gravimeter, it is very effective to use the O1 wave as a reference (e.g., Ducarme et al. 2007) due to its relatively large amplitude, high signal-to-noise ratio and resistance to the FCN resonance. Therefore, in Figs. 7, 8 and 9, the amplitude factor of the O1 wave was used to normalize the P1, K1 and ψ1 waves. For the convenience of comparison, the normalized results (including O1 wave) were then divided by their mean value in each timespan. As the reference wave, no effective information can be used from the variation in the O1 wave. Remarkably, from the other 3 waves, a consistent trend occurs in the amplitude factor of the K1 wave for all 8 stations in Fig. 7 . The temporal variations in the 8 first station class cover roughly the same time period, over 10 years. Stations CO and VI can be considered as one station as they use the same SG instrument (GWR C025), which was transferred in the autumn of 2007 from VI to CO (60 km southwest of VI) after 12 years' observation (Meurers 2012) . Furthermore, the amplitude factor variations in the ψ1 wave at these stations are self-consistent and similar to the K1 wave. Only a few points at the WE station deviate from the trend during the period between 2006 and 2008. Figure 7 shows that the amplitude factor of O1 wave has obvious larger variation, possibly due to certain errors such as scale factor problem. The variations in the K1 wave are more centralized, and the results of the ψ1 wave are relatively discrete. If this variation is related to the FCN resonance source, this is because the K1 wave is more accurate in detecting the resonance variation caused by FCN period change, and the low precision of the ψ1 wave results in increased deviation to the results. The P1 wave is also a large amplitude tidal wave (1/3 times that of K1 and several dozen times that of ψ1) and can be determined with high precision. However, in Fig. 7 , there is no consistent trend like the K1 or ψ1 waves in the variations in the P1 waves. This indicates that the temporal variation found in the K1 and ψ1 wave is not a common effect for all tidal waves.
In addition, the stations (WE, VI + CO, ST, MO) in Fig. 7 , except WE, BH and PE, have a high correlation in the temporal variation in the O1 gravimetric factors which may increase correlation of the K1/O1 and Psi1/ O1 ratios. Actually, some stations (ST, MB, MO, VI) also show consistent temporal variation for K1 wave and ψ1 waves before normalization. In our previous researches (Cui et al. 2014) , the ψ1 factors of ST, MB, MO stations also have obvious correlation without normalization. What is more, if the normalization plays dominant role, we should also find high correlation in the temporal variation in P1/O1 factors, but there is not. Therefore, the consistency between the neighboring K1 and ψ1 waves should not be mainly due to the normalization by O1.
In the second station class (Fig. 8) , the MC station has similar amplitude factor variation trend for the K1 wave to the results of the first station class. In SU and TC stations, the observations between 2006 and 2012 were missed, but the variations in K1 before 2006 are consistent with the MC station. Moreover, the K1 variation magnitude of these 3 stations is larger than that of the first station class. It is notable that the consistent trend is not observed in the ψ1 results in Fig. 8 , which is attributed to the lower detectability of the ψ1 wave FCN resonance change because of its larger standard deviation. The K1 wave result at the CB station has a completely different variation, which also is found in the amplitude factor of the P1 wave. Thus, this variation is not related to the FCN resonance variation, but is likely the temporal variation in the ocean tide load effect, because the CB station is very close to the sea and the ocean tide loading effect is larger at this station (Fig. 4) , especially for larger waves, e.g., P1 and K1. The third station class observations, which include 7 stations with an STD_K1 greater than 1 × 10 −4
, cannot detect FCN resonance. Therefore, no effective information can be found in the amplitude factors from these stations.
Discussion
With the help of classification, it is found that a temporal variation occurs in the K1 and ψ1 waves of the first station class and in the K1 wave of some second-class stations. It is worth noting that there are many causes which could lead to temporal variations in the determined tidal parameters from SG observations, such as instrument calibration, preprocessing problems, numerical artefacts due to insufficient frequency, temporal variation in the load effect, Earth's structure or geodynamic processes (Meurers et al. 2016) .
Firstly, instrument calibration and preprocessing problems can be excluded because these influences affect stations on an individual basis and cannot produce a common change in several stations. The temporal variations found in this study are also unlikely to be related to the Earth's structure or geodynamic processes which, if present, would be a large signal and not just affect the K1 and ψ1 waves.
There is some seasonal effect not corrected from the influence of atmospheric pressure, which might influence the tidal parameter determination, particularly if short intervals (less than a year) are analyzed. This study focuses on long-term variation by using 3 years' worth of data. The temporal variation in ocean load is also an important cause for the changes in tidal parameters and should have a similar pattern in all diurnal waves of one station, but the common variation is only found in the K1 and ψ1 waves and does not occur in another diurnal wave. Furthermore, the loading effect of ocean tides is very weak in the diurnal band of these high precision stations (Fig. 4) . Therefore, this temporal variation is not due to ocean tide and atmospheric pressure loading.
The numerical artefacts due to an insufficient frequency, as detailed analyzed by Meurers et al. (2016) , can also cause the temporal variations in the tidal parameters of the M2 wave. It is an important effect we cannot exclude now. But the numerical artefacts should affect all waves. The amplitude of P1 is much larger than ψ1 and could be observed more precisely, but there is high correlation in the temporal variation in ψ1 wave but not in P1 wave, which means the frequency resolution artifact may not be the main reason for this temporal variation. Moreover, the first station class (Fig. 7) Fig. 9 Amplitude factor of diurnal waves in the third station class. Amplitude factors of P1, K1 and ψ1 waves are normalized by the one of the O1 waves. All amplitude factors are then divided by their mean value for the convenience of comparison the modulation of diurnal waves is relatively weak as mentioned in "Atmospheric and ocean tide loading effects" section. Therefore, the consistency between the neighboring K1 and ψ1 waves suggests that this temporal variation is possibly due to FCN period variation. What's more, comparing with previous researches, the temporal variation found in first station class (including Strasbourg station) further verifies the FCN period variation obtained from Strasbourg station in Cui et al. (2014) , which agrees well with the fluctuation observed in VLBI results. From another point of view, the variation range of K1/O1 in Fig. 7 is up to a value of about 0.0002. This variation corresponds to a change of about 4 SDs in the FCN period. The variation in ψ1/O1 is about 0.02, which corresponds to a change of more than 10 SDs in the FCN period. As analyzed in "Synthetic data" section, the variation in K1 reflects more exactly the FCN resonance variation. Furthermore, if the FCN resonance variation can be detected in both the K1 and ψ1 waves, the magnitude of the FCN period change should be greater than 2.5 SDs. Therefore, the variation observed in the K1 and ψ1 waves provides a possible range of 2.5-4 SDs for the FCN period change. This is consistent with the FCN period results from VLBI observations.
In order to obtain a better understanding, it is needed to consider comprehensively above-mentioned factors and further compare with VLBI results. More importantly, the mechanism of the possible change in FCN period should be investigated. The FCN is caused by the interaction between the elliptical liquid core and the solid mantle. Its period mainly depends on these parameters related to the characteristics near CMB (Dehant et al. 2017) , in which the dynamical flattening of outer core accounts for dominant proportion and other core mantle couplings (such as viscous, electromagnetic and topographic couplings) also play important role (Hinderer et al. 1982) . The structural or physical parameters (such as dynamical flattening, viscosity, conductivity, topography) near core mantle boundary are supposed to be stable in the time scale of our study, although they will change with the evolution of the Earth in a long geological age. Thus, the most possible changes come from geomagnetic field changes sourced from large-scale hydrodynamic processes in liquid outer core. In Cui et al. (2018) , we have estimated the effect of different core mantle couplings on FCN period. The influence of electromagnetic coupling can reach the magnitude of several sidereal days, which satisfy the possible FCN period changes in actual observations. Furthermore, some recent researches (Malkin 2013; Vondrák and Ron 2015) indicate a possible correlation between FCN and geomagnetic jerk. The geomagnetic jerk is a relatively sudden change in the second derivative of the Earth's magnetic field with respect to time (De Michelis et al. 2005 ). The precise cause of geomagnetic jerk is still a matter of research but is more inclined to originating in the interior of the Earth rather than the external phenomena (Olsen and Mandea 2007) . If geomagnetic jerk has correlation with FCN, the most possible mechanism is that geomagnetic jerk gives rise to the change of electromagnetic coupling at CMB which will contribute to the variation in the frequency or amplitude of FCN.
Conclusions
In this paper, the detectability of FCN period variation in Earth tides at the current precision level of SG instruments was evaluated by synthesizing time series. The results indicate that:
1. In FCN determination, the large discrepancy in the FCN period determined by SG observations is caused by the inaccuracy of the ψ1 wave and the high correlation between the ψ1 wave and the FCN period. The current approaches, such as the least square or Bayesian method, cannot overcome this defect. A new approach is needed for FCN parameter estimation using SG observations. 2. The K1 wave is the most sensitive to changes in the FCN period, and the corresponding resonance variation in K1 is more precise than that in the ψ1 wave, despite the ψ1 wave being closest to FCN and most affected by the resonance.
Based on the test with synthetic data, 20 long-term SG observations from global stations were analyzed. By classifying these stations according to their STD_K1, it was concluded that:
1. A consistent variation is found in both the K1 and ψ1 waves in all 8 first-class stations. In the second station class, a similar fluctuation occurs in the K1 wave at some stations. The K1 and ψ1 wave fluctuation constrains the FCN period change to the range of 2.5-4 SDs. Both the variation and the magnitude agree with the results from VLBI observations. These indicate the FCN period may be not so stable in time as it is generally believed. 2. According to the synthetic test and global SG observation, the temporal variation in the FCN period could be clearly detected when the STD_K1 from tidal analysis is below 5 × 10 −5 . 3. Most of the common variations in Figs. 7 and 8 come from Europe. High-quality SG observations in other areas are required in future study.
