Abstract. We propose a method of evaluating signs of 2 x 2 and 3 x 3 determinants with b-bit integer entries using only b and (b + l)-bit arithmetic, respectively. This algorithm has numerous applications in geometric computation and provides a general and practical approach to robustness. The algorithm has been implemented and compared with other exact computation methods.
primitives to establish the topological correctness of the results (i.e., robustness) (see, e.g., [Fort ] , [For2] , [FM] , [HHK] . and [GSS] ). The other uses exact (i.e., integer) computations but, since multiprecision integer arithmetic is required (d-fold for a dimension d determinant), a straightforward implementation of this approach has a large performance penalty (see [FVI] for a detailed analysis). Significant improvements over the naive method have been recently obtained. In particular, a promissing approach consists in combining multiprecision integer (or rational) arithmetic and a floating-point filter based on interval analysis [KLN] , [FVI ] , [BJMM] .
Our approach falls in the exact integer arithmetic category and our objective is to use as few bits as possible to evaluate signs of determinants. Typically, we use no more bits than the number b of bits used to code the entries. This implies that we would not do multiplications of the entries and, afortiori, we would not compute any determinants when we evaluate the signs.
To the best of our knowledge, the only related attempt has been made by Clarkson [Cla] . Clarkson uses an adaptation of the Gram-Schmidt procedure for computing an orthogonal basis, and employs approximate arithmetic. bits to represent the values. Our algorithm is quite different. It is limited to 2 x 2 and 3 x 3 determinants and its asymptotic worst-case complexity is worse than that of Clarkson. However, it is simpler, it uses respectively b and (b + I)-bit representations, and extensive simulations have shown that it performs well in practice. Since the most common applications are two-and three-dimensional, our method is competitive in this range of parameters.
The paper is organized as follows. In Section 2 we discuss the two-dimensional case in detail, both because it provides insights for the three-dimensional case and because it is used to resolve the determination of the sign of a three-dimensional determinant in Section 3. In Section 4 we present some significant applications of the outlined technique in computational geometry. In Section 5 we present and discuss experimental results and compare our algorithm with the straightforward computation using floating-point arithmetic or other exact arithmetics.
Two-Dimensional Case

The Algorithm. Let O = xl vl X2 IV2
be a 2 x 2 determinant whose entries are b-bit integers.
If one of the four entries is zero. D reduces to the product of two integers and the sign of D follows from the sign of the two integers. In the rest of this section we assume that all four entries are nonzero.
Without loss of generality, we may assume that all the entries are strictly positive. Indeed, if an odd number of entries are negative, then the sign of D is trivially obtained. If two entries are negative, either they belong to the same row or the same column, in which case changing their sign changes the sign of D, or they belong to a diagonal, in which case changing their sign does not change D. If all entries are negative, changing their sign does not change D.
Furthermore, we may assume without loss of generality that x2 > xl and y2 >_ Yl. The case where x2 < xl and Y2 < Yl can be transformed to the previous one by exchanging the two rows of the matrix, which yields a change of the sign of D. In the other cases the sign of D can be obtained readily; specifically, ifxl < x2 and Y2 < Yl, D < 0, and, ifxj > x2 and Y2 > Yl, D > 0.
Under the above assumptions, we can write x2 ----xl kl + x,. with kj 6 N and 0 <" x r < Xl and define 
Yl
In both cases we get a new determinant where both entries of the second row have been divided by at least two, and we can iterate the computation.
In conclusion, at each iteration, using only comparisons and euclidean divisions, either the algorithm stops or it iterates on a reduced problem, where a row is replaced by one whose entries are less than half the size of the original ones. Hence, the number of iterations is bounded from above by the logarithm of the largest representable integer, i.e., the number b of bits in the binary representation of the initial entries.
We sum up the results in the following theorem. 
Three Dimensions
be a 3 x 3 determinant with b-bit integer entries. Vector (xi, Yi, Zi) is denoted Ui and the unit vectors along the three axis are denoted Ex, Ey, and E z. The z direction is called vertical and u denotes the vertical projection of vector U onto the horizontal plane z = 0.
For convenience, we often identify a vector U with the point whose coordinate vector is U. Without loss of generality, we can assume that the zi are nonnegative and that
The basic idea is as follows: unless the sign of D can be directly assessed, we replace the original matrix with a matrix having the same determinant, but provably smaller entries. This assures that the evaluation will terminate. The basic device used is the standard addition to a row of a linear combination of the other rows. More specifically, assume (here and in Sections 3.1-3.6), that the projections u t, u2 of U1, U2 are noncolinear (i.e., independent) vectors. This implies that the three vectors UI,/22, and Ez are linearly independent, and we can express U3 as
where El, E2, E 3 E ]~. It follows that
XxiY'
zzl:
Hence, if the sign of E3 is known, the problem is reduced to evaluating the sign of x@ y, Zl~ ;~ ~12 Y2 = , 0 and we are faced with a two-dimensional problem.
We now show that, in some (usually most) cases, the sign of E3 can be determined. We have
Let El = kl +/91, E2 = k2 +/92, with kl = EEl J, k2 = [tc2J, and 0 <_ pj,/92 < 1. We define R = U3 -kl Uj -kzU2.
Then (3) becomes
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IfzR < 0, then x3 < 0 since z~ and z2 are nonnegative, and, ifz~ > zl + z2, x3 > 0. Otherwise, R lies in the intersection/3 of the cylinder projecting along the z axis onto the parallelogram ul ~ u2 (~ denoting the Minkowski sum) with the slab of points W such that 0 < zw < z~ + z2 (see Figure I ) . In this case, we still do not know the sign of x3, but we can write:
where the row with the largest z component has been replaced by R.
The following geometric interpretation of our definitions will be useful in what follows. Let H be the plane passing through O and spanned by Ui and U2. The vectors Ur and U2 generate in H the lattice s = {llUl + 12U2, Ii, 12 E Z}. s projects vertically onto the lattice s of the horizontal plane generated by u j and u2. To each cell C = {(ll + el)ul + (12 + e~)u2, 0 < el, e2 _< I} ofs we associate its reference point lj u j + 12u2. In particular, kl u I + k2u2 is the reference point of the cell of s that contains u3. To each cell of 12, we associate also a box. The box associated to the cell 6' of s with reference point l~u I + 12u2 is a copy of/3 translated by vector Ii Ui + 12 U2 which projects vertically onto C. Let ~ be the union of these boxes, i.e., the translated copies of/3 by the vectors Ii Ui + 12U2 for/i, 12 6 Z. ~ contains plane H and can be considered as an approximation of H.
The geometric interpretation of the above dicussion is now: if U3 lies above (resp. below) B, x3 is positive (resp. negative), and otherwise, U3 can be replaced by a vector contained in/3. During a prelimina~, step, described in Section 3.3, the vectors whose z components are negative are replaced by the opposite vectors and some easy cases are solved.
Thefirst step, described in Section 3.4, determines whether U3 lies below B, above ~, or inside some box of~. In the first two cases D reduces to a 2 x 2 determinant with b-bit integer entries: its sign can be evaluated using the algorithm of Section 2. In the last case we translate point U3 in a direction parallel to H to obtain R ----U3 -klUt -k2U2 ~ 13. However, we cannot simply iterate on the vectors (U], Ue, R). Indeed, although R is known to lie in box/3, the binary representation of its components may require as many as b + 1 bits. Furthermore, the z component ZR of R only satisfies 0 <_ ZR < Zl -~-22, which does not imply that this component is smaller than the original z3.
The second step of the algorithm, to be described in Section 3.6, will either evaluate the sign of t03 or find a vector R' = R + OjUi + 02U2 (0~, 02 c {-!, 0, +1}) such that the encoding length of its x and y components does not exceed b, and its z component is less than z3/2.
The algorithm is then iterated on the vectors (U], U2, R'). Now, a reduction by two of the modulus of the maximum z component of the vectors in D is guaranteed after at most three iterations. Hence, in total, at most 3b iterations will be required either to find that D = 0 or end up with a 2 x 2 determinant.
Preliminao"
Step. As in the two-dimensional case, the sign of the determinant can be evaluated readily in some cases. First, we multiply by -1 the rows whose z component are negative so that all the entries of the last column are nonnegative. This does not change D if no or two rows are concerned and changes D to -D otherwise. Secondly, we permute the rows so that U3 has the largest z component. Again the change in the sign of D induced by the permutation is known.
Then, if the three minors XI2 32Yl, X23 Iv3V2 and .r~xl ~31 are all strictly positive (resp. negative), then D is positive (resp. negative). Geometrically, this case corresponds to the situation where u ], u2, and u3 span positively the horizontal plane, or, equivalently, the origin lies inside the triangle u lu2u3.
First
Step: Computing R. The first step of each iteration either determines the sign of h" 3 or, when U3 lies in B, computes the vector R = U3 -kl Ui -k2U2. This is not an obvious task since the moduli of the integers k] and k2 can be as large as 22b+]: indeed, kl = LK]J and k2 = Ix2] and it follows from (1) that KI m x2 Y21 and g2 ----x2 ; x2 iv "
As we restrict ourselves to (b + l)-bit arithmetic (a full discussion of that point is given in Section 3.5), we may not be able to compute the ki.
Consider again the lattice s in the horizontal plane generated by u i and u2. As vector U3 has b-bit integer components, the coordinates of the points of the line segments OU3 and Ou3 have moduli less than 2 h.
Informally, our strategy to compute R is to probe a subset of O(b) edges of the lattice s crossed by Ou3. For each such edge, wc consider the corresponding edge in lattice 12H. If the z range of all edges encountered during the process remains inside the bounds of the available (b + I )-bit arithrnetic, the procedure ends when the cell containing u3 is found. If. on the contrary, an encountered edge of ~,~ belongs to a box whose z range exceeds the (b + I )-bit representation, the z range of this edge extends entirely outside the bounds of the b-bit representation. In such a case the sign of K3 can be determined easily and the calculation of R is halted.
We now present the details of the procedure. Ct' ) = Co -el,i -e,~u2 be such cell. Note that if any of the determinants IWl is equal to zero. then either kl = -4-k2 or one of the k~ is zero. In such cases the sign of K3 or R can be computed as in the two-dimensional case. For the sake of simplicity, we standardize the problem by replacing the original basis (u]. u2) with the basis (tq, o2), where t,/ = (-2~'i + I )ui. i = I. 2. Denoting by (', (resp. (:,.) the reference point of the cell C of E that contains/,13 when we take (ul. u2) (resp. (vl, v2)) as basis vectors of 12, we observe that
We in' fact compute ~',., and then obtain c, using (5). In what follows k' I and k', denote the coordinates oft,, in the basis (th, t'2). l,et Di. i = I, 2, be the line of the horizontal plane containing ~i. Substep 1.2. Next, we have to test whether or not u3 belongs to cell cO. This test entails locating 113 with respect to the edge traversed by the half-line L, i.e., locating ,3 with I t,' I respect to either Di + v2 or D2 + ul. In the tirst case we evaluate the sign of ]u3 -~)~_]
and, in the second, o I " v2 , (if the sign is negative, 113 E CO). If u3 is included in C 0, I k' 1 = k~, --0. we deduce c,, and the corresponding point C,, of s using (5), compute R = U3 -C and go to Substep 1.6. Otherwise, we proceed to Substep 1.3. Substep 1.3. l,et K(I) denote the tirst lattice line traversed by Ou3, i.e.. K(I) E {Di + t,2. D2 + vl }. Without loss of generality, here and hereafter, we assume K(I) ---= D~ + vl (see Figure 2) . For ,k ~ N. we note K(,k) the line D2 + ,koj. The vertices of the edge of lattice 12 belonging to K(k) and intersected by O,~ (if such an intersection exists) are denoted t'(k) and c(k) + v2. Notice that c(k) = ~.vl + ~.'t,2 for some k' ~ 1~1.0 < ~.' < k.
Notice that like kl and k2, ,k and k' may be as large as 2 2/'+j but since they would not be explicitly computed this is not a problem. In this substep we successively probes lines K(2), K(4) . . . . . K(2/) . . . . . Each of these probes may yield the sign of K3, in which case the process terminates. If not, the search continues until the unique integer k is determined such that Ou3 intersects K(2 k) but not K(2k*~). After completing the probe of K(2J), the algorithm stores in a stack S point c(2 j). It is convenient to describe the search as a sequence of simpler actions detailed below.
1.3.1.
1.3.2.
Assume that c(2/-1) has been determined. Ou3 crosses the line K (2/-I) between c(2/-i ) and c(2 t i ) + v2. Let z' and z" be the z coordinates of the two corresponding points of the lattice/2H, ]z' -z"] = z2. Ifz' and z" are both negative, then x3 > 0 and, if z' and z" are both greater than 2 h, then K3 < 0; in such cases the sign of D is known and the algorithm halts. Otherwise z' and z" have both encoding lengths at most b + I, and the process continues.
We test if Ou3 crosses the line K (2/) by evaluating the sign of the 2 x 2 determinant A = 11u3-2c(2/v2 I) .
1.3.3.
Notice that 2c(2 / i) E K(2/). If Ou3 does not intersect K(2 I) (A < 0), then we go to Substep 1.4. Otherwise, we compute c(2/) as described in Substep 1.3.3.
Since Ou3 crosses K(2 t I) between c(2 t-I) and c(2 I-t) + v2, Ou3 crosses K(2/) between 2c(2 / I ) and 2c(2/-I ) +2v2. Clearly, c(2/) is either 2c(2/-I ) or 2c(2/-I ) + v2 (the latter in Figure 3 ). Point c(2/) can be determined by testing on which side of Ou3 point 2 c ( 2 / i) + w{[es, i.e., by evaluating the sign of the 2 • 2 determinant u3 t'2 ' Go to t:3.1 2c(2 z-I) + KO.h + 2h) . Assume that at the beginning of step h, we know Zh+l and c(~.h+l). We now explain how ,kh and CO.h) are inductively computed from ,kb+t and cO.h+l). The basi~; of the induction is given by h + I = k and ~4,+1 = 2k. Again, the search is better illustrated as a sequence of simpler actions.
1.4.1 First, as in Step 1.3.1, let z' and z" be the z coordinates of the two points of the lattice s corresponding to cO.h+,)-and c(L~+l)+ v2. If z' and z" are both negative, then x3 > 0 and, if z' and z" are both greater than 2 b, then x3 < 0; in such cases, the sign of D is known and the algorithm halts. Otherwise z' and z" have both encoding lengths at most b + 1. 1.4.2 The algorithm then determines on which side of K(,kh+l + 2 h) point u3 lies, which can be done by evaluating the sign of the 2 • 2 determinant Substep 1.6. Ifze <0, thenK3 <0and, ifzR > Zl +z2, thenx3 >0. Otherwise, we go to
Step 2 (described in Section 3.6). This ends the description of the first major step of the algorithm. The vector r --u3 -c~ belongs to the cell of s whose reference point is O, thus the encoding lengths Of XR and yR are at most b + l and O _< zR _< zJ + z2.
Arithmetic.
In this section we show that (b + l)-bit arithmetic is sufficient to run the above algorithm, assuming that Ui, U2, and U3 are b-bit integers.
First, we observe that all encountered c(L) and c(k) + v2 can be represented using b ~-1 bits. Indeed, since p = K(L) 00u3 belongs to the line segment Ou3, the encoding length of its coordinates is less than the one of u3, and since cOO and c(,k) + v2 belong to the line segment p -u2, p + u2, one additional bit is enough to store c(k) and cO.) + v2. Next, we show that the computations of vector R performed in Substeps 1.2 or 1.5 do not require more than (b + 1 )-bit arithmetic. The computation of the x-and y-components of R do not cause any problem since ct. -c,, u3 -c,, , and u3 -cu can each be represented with at most b + 1 bits. Consider now the computation of zR. Let z,, be the z-component of the point C,, of L;H which corresponds to cv and let z, be the z-component of C,,. If zR = z3 -z, = z3 -z,, -e lZl --e2Z2 is in the range [--2 h+~ , 2 b+ ~ ]; then can be computed (indeed there is a way to organize the above sum in order to compute it using (b + 1 )-bit arithmetic); else (Iz~l > 2"*~). we can easily decide if z~ is positive or negative (x3 has the same sign as zR).
The bit-length of z,, is known to be at most b + I. and it is easy to see from (5) that the bit-length of z,, does not exceed the bit-length of z,,. If z,, is positive or negative with Iz, I < 2 z', zR = z3 -z~ can be computed using (b + I)-bit arithmetic. If z, is negative with Iz, I > 2 b, then zR and x3 are known to be negative and we do not need to compute zR..
At last we show that the signs of the determinants used in Steps 1.3.2, 1.3.3, 1.4.2, and 1.4.3 can be evaluated using (b + I)-bit arithmetic. The vectors appearing in those determinants are combinations of u~, u2, u3, and some c(~.): for instance, at Step 1.3.3, we need to compute 2c(2/-1) + v2. It follows from the description of the algorithm that these vectors can always be computed using (b + 3)-bit arithmetic. We now explain how to reduce the number of bits of the arithmetic to b + 1 for each of the Steps 1.3.2, 1.3.3, 1.4.2, and 1.4.3 of the algorithm.
Step 1.3.2. In this step we test on which side of K(2 t) point us lies. The problem arises when the coordinates of u3 -2c(2 t-I ) are not both representable with b + 1 bits. The idea is therefore to replace point 2c(2/-t) with another point w of K(2 t) such that u~ -w is represented with b + 1 bits. Let ST' ~ [-2 b, 2 hI x [-2 b, 2 b] be the single precision domain. We claim that such a construction can be accomplished if at least one of Ic(2t-I), c(2/-I ) + v2} and at least one of {c(2 t-j) -u3, c(2 t-l) + v2 -u3} belong to ST'. Let uh and w2 -u3 be points in ST" chosen from these two sets, respectively. It follows that point -wl -(w2 -u3) = u3 -(wl + w2) is representable with b + I bits and that wl + w2 6 K(2 t) since w~, w2 ~ K(21-~). We conclude that the entries Step 1.4.2. The modification of this step is similar to (and simpler than) that of
Step 1.3.2. Here we are led to the evaluation of the sign of u3 ~ w, where point 7/) must be chosen on line K(k,t,+l + 2h). Since, as we already know, u3 and O are on distinct sides of K(2 h+l), one of c(2 h) and c(2 I') + v2 can be represented with b bits; let w~ be this vector. Similary, since O and u3 are on the same side of K(2~.h+l), one of c(kt,+l) --u3 and CO-h+l) + V2 --u3 can be represented with b bits; let w2 -u3 be this 
Second
Step: Exponential Reduction. The second major step of the algorithm, to be described in this subsection, either evaluates the sign of x3 or finds a vector R' = R-Oi UI -02[]2, 01,02 e {-1,0, I } such thatxR,, YR' are b-bit integers and IzR, I < z3/2. In order to do that, we further subdivide the box B into four subboxes such that, for any r lying in each of those subboxes, either such a vector R' can be determined or the sign of K3 can be readily obtained.
The projection of box/3 onto the plane is the parallelogram u I 9 u2. The algorithm locates the projection r of R with respect to the two diagonals of the parallelogram joining u I to u2 and O to u I + u2 by evaluating the sign of 2 x 2 determinants u~ r and r -Ul + u2 u2 --u I (see Figure 5) . We illustrate the step just for one of the four subboxes; handling of the other three cases is trivially analogous. Assume therefore, without loss of generality, that r belongs to triangle (O, ul, (ul + u2) /2) (the shaded triangle in Figure 5 ). Then 9 ifzR > sup(zl, (zj + z2)/2), then r3 > 0, 9 else, we choose R' as the vector among the two vectors R and R -Ui whose z 
sign_dot_product.
Given two 2-vectors Ui = (xl, Yl) and U2 = (x2, Y2) with b-bit integer components, the sign of the dot product Ui 9 U2 can be determined by determining the sign of the 2 x 2 determinant with b-bit integer entries vz --xt = UI "U2.
3f2 .V2
Given two 3-vectors UI = (xl, yl, zj) and U2 = (x2, Y2, g2) with b-bit integer components, if xt -r 0, the sign of the dot product Ui 9 U2 can be determined by determining the sign of the 3 x 3 determinant with b-bit integer entries If xl = O, the problem is reduced to the two-dimensional case (this formula can be generalized to higher dimensions). These results immediately apply for comparing the norms of two vectors. Indeed, given two vectors Ui and U2, IUi 12 -IO21 :z = (U, + U2) 9 (U, -U2).
It follows that comparing the norms of two d-vectors with b-bit integer components, is equivalent to evaluating the sign of a d x d determinant with (b + I)-bit integer entries.
in_circle.
The basic numerical test involved in the construction of Voronoi diagrams in the plane is the following. Given are three points Ai = (xi, Yi), i = I, 2, 3, and another point X = (x, y) with b-bit integer coordinates. The test consists in deciding whether X lies on the circle C passing through A r, A2, and A3, inside C, or outside C. This is equivalent to determining the sign of the following 3 x 3 determinant:
It follows that Function in_circle can be implemented as the evaluation of the sign of a 2 x 2 determinant with (2b + 3)-bit integer entries.
A similar computation shows that the analogous Function in_sphere can be implemented as the evaluation of the sign of the following 3 x 3 determinant with (2b + 4)-bit integer entries: The code has been tested on several kinds of determinants and compared with other methods that compute the determinant and subsequently test the sign.
Two variants of our method have been implemented.
STANDARD. The algorithm is iterated, until comparison of the entries and computation of the sign of minors in the three-dimensional case guarantees a conclusion. Evaluation of the sign of 2 • 2 determinants in the three-dimensional algorithm is computed using the lazy variant.
LAZY. The algorithm is combined with a floating-point filter. In the two-dimensional case the IEEE standard ensures that the sign of the determinant can be computed exactly when using the floating-point arithmetic as long as it is nonzero. Thus the exact arithmetic is invoked only in that case. In the 3D case, if the absolute value of the rounded determinant is bigger than 2 ;~ where fl = log max Ilxi II + log max [I.x'i II + log max IIzi II -b + 5 we rely on the sign given by the rounded computation (1EEE norm ensure that the direct computation of the determinant D yields an approximate value /) = D( I + 5ema~hine). This filter is applied each time a new determinant is considered (i.e., each time some R' is substituted to U3).
Direct Computation.
This computation is done by tirst converting the original data from double to different numeric types and then the determinant is computed using the following formula: (dh-eg) in the three-dimensional case.
I g h i
We have to mention that the type conversion between double and the other types used may be expensive and the time can be reduced if these types are used for the original data (this conversion time is included in the tables below).
The direct computation is run with different arithmetic.
DOUBLE. The computation done using double arithmetic is fast but not safe since it is subject to rounding errors.
QUADRUPLE. The computation is done using quadruple precision (long double type). For 2 x 2 determinants (but not for 3 x 3), this ensures exactness of the computation.
LEDA-INTEGER. LEDA provides exact computation on integers of arbitrary length.
The result is exact IMN1.
LN. LN Package, by S. Fortune and C. Van Wyk, works as a compiler, it transforms expression in LN language into optimized C++ routine computing the sign of the expression, first through a filter if it is not enough to conclude using optimized exact arithmetic (of fixed length). The result is exact IFV2I.
Input. These methods have been tested and compared on a variety of inputs. We report here the most significant results. We have run the above methods on null determinants, small determinants, and determinants of random matrices. In what follows a is said to be random on b bits ifa is an integer evenly distributed in the range -2/' + I and 2/' -I. --g --11 q'-ei e,j, el,, e,. ed. ee. e.l . e.t,. eh. e, on 2 bits. The standard algorithm performs very well on determinants with random entries; even the nonlazy version acts as a filter. As this is the situation which is likely to be encountered in practice, our method is believed to run fast in most applications. The null cases are usually very uncommon in practice while the almost null cases are more realistic since nearly degenerate configurations are encountered. In such cases our performance is of the same order of magnitude as the LEDA-integers. Our algorithm is faster than LN in some cases and never exceeds LN by a factor 13.
Two-dimensional inputs
6. Concluding Remarks. We have presented an algorithm that evaluates signs of 2 x 2 and 3 • 3 determinants with b-bit integer entries using only b and (b + I )-bit arithmetic, respectively. We have also shown how this algorithm can be used in several basic tests in geometric computation. The algorithm has been implemented and compared with the direct computation using several exact methods. Extensive experimental results have been given which demonstrate the efficiency of the algorithm.
An obvious direction for further research is to extend the present work to higher dimensions. The only difficulty there is to generalize Step 2 (Section 3.6) which reduces the last component by a constant factor while keeping the other components smaller than 2 b. Such an extension would provide, at least in principle, an extremely general solution to robustness in geometric computation since, by a result of Valiant [Val] , any algebraic expression of size e can be constructively written as an (e + 2) x (e + 2) determinant whose entries are either variables or constants.
