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Abstract. We produce formulas, permiting to find the coefficients of Taylor–series ex-
panded of some important solution of the Gelfand-Dikii hierarchy. By the Witten con-
jecture these coefficients are numbers of intersection of Mumford-Morita-Muller stable
cohomological classes of moduli space of n-spin bundles on Riemann surfaces with punc-
tures.
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1. Introduction
The n-Gelfand-Dikii hierarchy (n-K∂V hierarchy) usually is described in term of formal
pseudo-differential operators. Consider functions uj = uj(x) (j = 0, . . . , n− 2) of infinite
number of variable x = (x1, x2, . . . .). Let us ∂i =
∂
∂xi
, ∂ = ∂1 and L = ∂
n+un−2∂
n−2+
· · ·+u1∂+u0. Denote by L
i
n the pseudo-differential operator such that (L
i
n )n = Li. Let
[L
i
n ]+ be its differential part. Then the n-Gelfand-Dikii hierarchy [GD] is the system of
differential equations on ui, which follow from infinite system of equations
∂iL = [[L
i
n ]+, L] (i = 1, 2, ...).
Any solution (u0, . . . , un−2) is generated by a function v(x1, x2, . . . ). Among these
solutions there exists a remarkable solution W , which satisfies the string equation, gen-
erates a vacuum vector of W–algebra and has a representation in a form of matrix inte-
gral [AM]. We call it Witten’s solution because according to the Witten conjecture the
1
function F (x1, x2, x3, . . . ) = W (x1,
x2
2 ,
x3
3 , . . . ) is the generating function for numbers of
intersection of Mumford-Morita-Muller stable cohomological classes of moduli space of
n-spin bundles on Riemann surfaces with punctures [W]. This conjecture was proved by
Kontsevich for n = 2 [Ko] and by Witten himself for surfaces of genus 0 [W].
In this paper we find recurrence relation between coefficients of Taylor series of W.
This reduces the Witten conjecture to conjecture that n-spin Mamford-Morita-Muller
numbers satisfy to the same relations. These relations give also an algorithm for calcula-
tion of n-spin Mamford-Morita-Muller numbers in assuming that the Witten conjecture is
true. Moreover we prove that F (x1, x2, . . . , xn−1, 0, 0, . . . ) =W (x1,
x2
2
, . . . , xn
n−1
, 0, 0, . . . )
and thus the Witten conjecture is true for numbers (cD(ν), M¯
′
g,s) in notation [W].
We prove also that the solution W has a representation W =
∞∑
g=0
W g, where W g are
quasihomohenious series of degrees (1 − g)(2 + 2
n
). This is some indirect corroboration
of the Witten conjecture because according to [W] the function F has a representation
F =
∞∑
g=0
F g, where F g are quasihomohenious series of degrees (1−g)(2+ 2
n
), corresponding
to surfaces of genius g.
We prove that W 0(x1, . . . , xn−1, 0, . . . ) = W (x1, . . . , xn−1, 0, . . . ) and therefore
F 0(x1, . . . , xn−1, 0, . . . ) = F (x1, . . . , xn−1, 0, . . . ). Last function is polynomial solution
of WDVV equations. Some simple formulas for calculation of this solution was found in
[N2].
Organisation of the paper is as follow. In sect 2-4 we following by [DN, N1] represent
KP hierarchy as a system of differential equation for v = − ln τ . In section 5 we prove
that the n-hierarchy of Gelfand-Dikii is equivalent of a system of differential equations in
a form
∂i1 · · ·∂ikv =
∞∑
m=1
Nmi1···ik
(
s1 . . . sm
t1 . . . tm
)
∂s1∂
t1
1 v · · ·∂sm∂
tm
1 v, (1.1)
where ij , ti > 1, si < n and N
m
i1···ik
(
s1 . . . sm
t1 . . . tm
)
are rational constants.
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In section 6 we investigate the Witten solution W of the system (1.1).
The author thanks B.A.Dubrovin for fruitful discussions.
2. Combinatorial lemma
For natural s, i1, ..., in and integer not negative j1, ..., jn defind Ps
(
i1 . . . in
j1 . . . jn
)
by
recurence formulas:
1)Ps
(
i1 . . . in
0 . . . 0
)
= 0; 2)Ps
(
i
j
)
= Cjs for j > 0;
3)Ps
(
i1 . . . in
j1 . . . jn
)
=
1
n!
Cj1+···+jns
(j1 + · · ·+ jn)!
j1! · · · jn!
−
n−1∑
q=1
Ps
(
i1 . . . iq
j1 . . . jq
)
1
(n− q)!
C
jq+1+···+jn
s−(i1+···+iq+j1+···+jq)
(jq+1 + · · ·+ jn)!
jq+1! · · · jn!
for (j1, ..., jn) 6= (0, ..., 0).
Let
[
i1 . . . in
j1 . . . jn
]
be the set of all matrices, which appear from
(
i1 . . . in
j1 . . . jn
)
by
permutation of columns. Let
∥∥∥∥ i1 . . . inj1 . . . jn
∥∥∥∥ be the number of such matrices. Put us
Ps
[
i1 . . . in
j1 . . . jn
]
=
∑
Ps
(
a1 . . . an
b1 . . . bn
)
,
where the sum is taken by all
(
a1 . . . an
b1 . . . bn
)
∈
[
i1 . . . in
j1 . . . jn
]
Lemma 2.1. Let m > 0, k > 0 and jn > 1 for n 6 m. Then
Ps
[
i1 . . . im im+1 . . . im+k
j1 . . . jm 0 . . . 0
]
=
=


0, if s > i1 + ...+ im + j1 + ...+ jm,
1
k!
∥∥∥∥ im+1 . . . im+k0 . . . 0
∥∥∥∥Ps
[
i1 . . . im
j1 . . . jm
]
, if s < i1 + ...+ im + j1 + ...+ jm.
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Proof: Prove at first the lemma for m = 1 using induction by k. For m = k = 1
Ps
[
i1 i2
j1 0
]
= Ps
(
i1 i2
j1 0
)
+ Ps
(
i2 i1
0 j1
)
=
=
1
2
Cj1s − Ps
(
i1
j1
)
· C0s−(i1+j1) +
1
2
Cj1s − Ps
(
i2
0
)
· C0s−i2 = C
j1
s − C
j1
s C
0
s−(i1+j1)
=
=


0, if s > i1 + j1,
Cj1s = Ps
[
i1
j1
]
, if s < i1 + j1.
Prove the lemma for m = 1, k = N , considering that it is proved for m = 1, k < N . If
s > i1 + j1, then
P1
[
i1 i2 . . . ik+1
j1 0 . . . 0
]
=
=
1
k!
Cj1s
∥∥∥∥ i2 . . . ik+10 . . . 0
∥∥∥∥− Ps
(
i1
j1
)
· C0s−(i1+j1) ·
1
k!
∥∥∥∥ i2 . . . ik+10 . . . 0
∥∥∥∥ = 0.
If s < i1 + j1 than
P1
[
i1 i2 . . . ik+1
j1 0 . . . 0
]
=
1
k!
Cj1s
∥∥∥∥ i2 . . . ik+10 . . . 0
∥∥∥∥−A · C0s−(i1+j1) =
=
1
k!
∥∥∥∥ i2 . . . , ik+10 . . . 0
∥∥∥∥Ps
[
i1
j1
]
.
Thus the lemma is proved for m = 1.
Prove the lemma for m = N considering that it is proved for m < N . Then
Ps
[
i1 . . . im im+1 . . . im+k
j1 . . . jm 0 . . . 0
]
=
=
∑
(
α1 . . . αm
β1 . . . βm
)
∈
[
i1 . . . im
j1 . . . jm
]
( 1
(m+ k)!
Cβ1+···+βms
(β1 + · · ·+ βm)!
β1! · · ·βm!
Ckm+k·
·
∥∥∥∥ im+1 . . . im+k0 . . . 0
∥∥∥∥−
4
m∑
q=1
Ps
(
α1 . . . αq
β1 . . . βq
)
1
(m+ k − q)!
C
βq+1+···+βm
s−(α1+···+αq+β1+···+βq)
(βq+1 + · · ·+ βm)!
βq+1! · · ·βm!
Ckm+k−q·
·
∥∥∥∥ im+1 . . . im+k0 . . . 0
∥∥∥∥) = Ps
[
i1 . . . im
j1 . . . jm
]
1
k!
∥∥∥∥ im+1 . . . im+k0 . . . 0
∥∥∥∥−
−Ps
[
i1 . . . im
j1 . . . jm
]
C0s−(i1+···+im+j1+···+jm)
1
k!
∥∥∥∥ im+1 . . . im+k0 . . . 0
∥∥∥∥ =
=


0, if s > i1 + · · ·+ im + j1 + · · ·+ jm,
Ps
[
i1 . . . im
j1 . . . jm
]
1
k!
∥∥∥∥ im+1 . . . im+k0 . . . 0
∥∥∥∥ , if s < i1 + · · ·+ im + j1 + · · ·+ jm.
3. Equations for the Bacher-Akhiezer function
Consider the KP hierarchy. This is a condition of compatibility of the infinite system of
the differential equations
∂ψ
∂xn
= Lnψ, (3.1)
where
Ln =
∂n
∂xn1
+
n∑
i=2
Bin(x)
∂n−i
∂n−ix1
,
and ψ is a function of type
ψ(x, k) = exp(
∞∑
j=1
xjk
j)(1 +
∞∑
i=1
ξik
−i),
(here k ∈ C belong to some neighbourhood of ∞ and x = (x1, x2, ...) — is a finite
sequence).
Put us
∂i =
∂
∂xi
, ∂ = ∂1.
A direct calculation gives
Lemma 3.1. Conditions of compatibility of (1) are
Bts = −
t−1∑
i=1
Cis∂
iξt−i −
t−1∑
j=2
Bjs
t−j−1∑
i=0
Cis−j∂
iξt−i−j , (3.2)
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∂nξi =
n+i−1∑
j=1
Cjn∂
jξi+n−j +
n∑
k=2
Bkn
n−k∑
j=0
C
j
n−k∂
jξi+n−j−k.  (3.3)
In this case ψ is called a Bacher-Akhiezer function.
Consider now the function
lnψ(x, k) =
∞∑
j=1
xjk
j +
∞∑
j=1
ηjk
−j ,
where
ξj =
∞∑
n=1
1
n!
∑
i1+···+in=j
ηi1 · · · ηin .
Lemma 3.2. Let 2 6 t 6 s. Then
Bts = −
∞∑
n=1
∑
Ps
(
i1 . . . in
j1 . . . jn
)
∂j1ηi1 · · ·∂
inηin ,
where the second sum is taken by all matrices
(
i1 . . . in
j1 . . . jn
)
such that im > 1, jm > 1
and i1 + · · ·+ in + j1 + · · ·+ jn = t.
Proof: An induction by t. For t = 2 according to (3.2), B2s = −s∂ξ1 = −Ps
(
1
1
)
∂η1. Prove
the lemma for t = N considering that it is proved for t < N . According to (3.2)
Bts = −
t−1∑
i=1
Cis∂
i
( ∞∑
n=1
1
n!
∑
i1+···+in=t−i
ηi1 · · · ηin
)
+
+
t−1∑
j=2
( ∞∑
n=1
∑
i1+···+jn=j
Ps
(
i1 . . . in
j1 . . . jn
)
∂j1ηi1 · · ·∂
jnηin
)
·
·
(t−j−1∑
i=0
Cis−j∂
j
( ∞∑
n=1
1
n!
∑
i1+···+in=t−i−j
ηi1 · · · ηin
))
=
= −
∞∑
n=1
∑( 1
n!
Cj1+···+jns
(j1 + · · ·+ jn)!
j1! · · · jn!
−
6
−n−1∑
q=1
Ps
(
i1 . . . iq
j1 . . . jq
)
1
(n− q)!
C
jq+1···jn
s−(i1+···iq+j1+···+jq)
(jq+1 + · · · jn)!
jq+1! · · · jn!
)
∂j1ηi1 · · ·∂
jnηin =
= −
∞∑
n=1
∑
Ps
(
i1 . . . in
j1 . . . jn
)
∂j1ηi1 · · ·∂
jnηin ,
where the second sums are taken by all matrices
(
i1 . . . in
j1 . . . jn
)
such that i1+ · · ·+ in+
j1 + · · ·+ jn = t, im > 1, jm > 0. According to lemma 2.1 it is possible to consider that
in the last sum jm > 0 for all m. 
Lemma 3.3.
∂sηr =
∞∑
n=1
∑
Ps
(
i1 . . . in
j1 . . . jn
)
∂j1ηi1 · · ·∂
jnηin ,
where the second sum is taken by all matrices
(
i1 . . . in
j1 . . . jn
)
such that im > 1, jm > 1
and i1 + · · ·+ in + j1 + · · ·+ jn = r + s.
Proof: An induction by r. According to (3.3) and lemma 3.2 for r = 1
∂sη1 = ∂sξ1 =
∞∑
j=1
Cjs∂
jξs+1−j +
s∑
k=2
Bks
s−k∑
j=0
C
j
s−k∂
jξ1+s−j−k =
=
s∑
j=1
Cjs∂
jξs+1−j −
∞∑
k=2
( ∞∑
n=1
∑
i1+···+jn=k
Ps
(
i1 . . . in
j1 . . . jn
)
∂j1ηi1 · · ·∂
jnηin
)
·
·
(s−k∑
j=0
C
j
s−k∂
jξ1+s−j−k
)
=
∞∑
n=1
∑
Ps
(
i1 . . . in
j1 . . . jn
)
∂j1ηi1 · · ·∂
jnηin ,
where the second sum in the last formula is taken by all matrices
(
i1 . . . in
j1 . . . jn
)
such
that i1 + · · ·+ in + j1 + · · ·+ jn = s+ 1, im > 1, jm > 0. According to lemma 1 in this
sum it is sufficient consider only matrices, where jm > 0 for all m.
Prove now the lemma for r = N , considering that it is proved for r < N . According
to (3.3)
∂s
( ∞∑
n=1
1
n!
∑
i1+···+in=r
ηi1 · · · ηin
)
=
s+r−1∑
j=1
Cjs∂
jξs+r−j +
∞∑
k=2
Bks
s−k∑
j=0
C
j
s−k∂
jξr+s−j−k.
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Thus according to lemma 3.2, lemma 2.1 and inductive hypothesis,
∂sηr =
∞∑
j=1
Cjs∂
j
( ∞∑
n=1
1
n!
∑
i1+···+in=s+r−j
ηi1 · · · ηin
)
+
+
∞∑
k=2
( ∑
i1+···+jn=k
Ps
(
i1 . . . in
j1 . . . jn
)
∂j1ηi1 · · ·∂
jnηin
)
·
·
s−k∑
j=0
C
j
s−k∂
j
( ∞∑
n=1
1
n!
∑
i1+···+in=r+s−j−k
ηi1 · · · ηin
)
− ∂s
( ∞∑
n=2
1
n!
∑
i1+···+in=r
ηi1 · · · ηin
)
=
=
∞∑
n=1
∑
Ps
(
i1 . . . in
j1 . . . jn
)
∂j1ηi1 · · ·∂
jnηin ,
where the second sum in the last formula is taken by all matrices
(
i1 . . . in
j1 . . . jn
)
such
that i1 + · · ·+ in + j1 + · · ·+ jn = s+ r, im > 1, jm > 1. 
4. KP hierarchy
According to [DKJM] the Bacher-Akhiezer function ψ is
ψ(x, k) = exp(
∑
xjk
j)
τ(x1 − k
−1, x2 −
1
2
k−2, x3 −
1
3
k−3, ...)
τ(x1, x2, x3, ...)
for some function τ(x1, x2, ...). By analogy of [N1] this gives a possibility to describe
the KP hierarchy as an infinite system of differential equations on v(x, k) = − ln τ(x, k).
Really
∞∑
j=1
ηjk
−j = lnψ(x, k)−
∞∑
j=1
xjk
j = −v(x1 − k
−1, x2 −
1
2
k−2, ...) + v(x) =
=
∞∑
n=1
∑
i1+···+in=j
(−1)n+1
n!i1 . . . in
∂i1 · · ·∂inv(x)k
−j .
Therefore
ηr =
∞∑
n=1
∑
i1+···+in=r
(−1)n+1
n!i1 . . . in
∂i1 · · ·∂inv. (4.1)
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Theorem 4.1. There exist universal rational coefficients
Rr
(
s1 . . . sn
t1 . . . tn
)
, Rij
(
s1 . . . sn
t1 . . . tn
)
such that
ηr =
1
r
∂rv +
∞∑
n=1
∑
Rr
(
s1 . . . sn
t1 . . . tn
)
∂s1∂
t1v · · ·∂sn∂
tnv, (4.2)
∂i∂jv =
∞∑
n=1
∑
Rij
(
s1 . . . sn
t1 . . . tn
)
∂s1∂
t1v · · ·∂sn∂
tnv, (4.3)
where the second sums are taken by all matrices
(
s1 . . . sn
t1 . . . tn
)
such that sm, tm > 1,
and the sum s1 + · · ·+ sn + t1 + · · ·+ tn is equal r for (4.2) and i+ j for (4.3).
Proof: An induction by k and i + j. For i + j = 2 the theorem is obviously. For r = 1
it follows from (4). Prove the theorem for i + j = N and r = N − 1, considering that
it is proved for i + j < N and r < N − 1. Later we consider that sm, tm > 1 and
σn = s1 + · · ·+ sn + t1 + · · ·+ tn. Then according to (4.1) and (4.3)
ηr =
1
r
∂rv +
∞∑
n=2
∑
s1+···+sn=r
(−1)n+1
n!s1 · · · sn
∂s1 · · ·∂snv(x) =
=
1
r
∂rv +
∞∑
n=1
∑
σn=r
Rr
(
s1 . . . sn
t1 . . . tn
)
∂s1∂
t1v · · ·∂sn∂
tnv.
Thus according to (4.2), (4.3) and lemma 3.3
1
j
∂i∂jv = ∂iηj − ∂i
( ∞∑
n=1
∑
σn=j
Rj
(
s1 . . . sn
t1 . . . tn
)
∂s1∂
t1v · · ·∂sn∂
tnv
)
=
=
∞∑
n=1
∑
σn=i+j
Pi
(
s1 . . . sn
t1 . . . tn
)
∂t1ηs1 · · ·∂
tnηsn−
−∂i
( ∞∑
n=1
∑
σn=j
Rj
(
s1 . . . sn
t1 . . . tn
)
∂t1∂s1v · · ·∂
tn∂snv
)
=
9
=∞∑
n=1
∑
s1+···+sn+n=i+j
Pi
(
s1 . . . sn
1 . . . 1
)
∂(
1
s1
∂s1v) · · ·∂(
1
sn
∂snv)+
+
∞∑
n=1
∑
σn=i+j,t1+···+tn>n
Rij
(
s1 . . . sn
t1 . . . tn
)
∂s1∂
t1v · · ·∂sn∂
tnv.
Remark 4.1. The system (4.3) was at first deduced in [DN]. The set of its solution
bijectively correspond to the set of solutions of (3.1). Up to a constant formal solution of
(4.3) is defined by an infinite set of functions of one variable fi(x1) = ∂iv|x2=x3=···=0 (i =
1, 2, ...).
Remark 4.2. The algorithm described in the proof ot theorem 4.1 gives an algorithm for
calculation of all rational constants Rij
(
s1 . . . sm
t1 . . . tm
)
. The first equations of hierarchy
(4.3) are:
∂22v =
4
3
∂3∂v −
1
3
∂4v + 2(∂2v)2, (4.4)
∂3∂2v =
3
2
∂4∂v −
3
2
∂2∂
3v + 3∂2∂v∂
2v,
∂23v =
9
5
∂5∂v − ∂3∂
3v +
1
5
∂6v + 3∂3∂v∂
2v +
9
4
(∂2∂v)
2 − 3∂4v∂2v −
9
4
(∂3v)2 + 3(∂2v)3.
The equation (4.4) is KP equation twice integrated over x1.
Theorem 4.2. If
∑m
i=1(ti + 1) ≡ 1(mod 2), then Rij
(
s1 . . . sm
t1 . . . tm
)
= 0.
Proof: The equations of KP–hierarchy are equivalents of equations on function τ(x)
[DKJM]. All these equations can be written simply by means of the ”bilinear Hirota
operators”. We recall the definition of them. If f(x) is a function of one variable, then
for any polynomial (or power series) Q the action of the Hirota operator Q(Dx)f(x) ·f(x)
is defined by
Q(Dx)f(x) · f(x) = Q(∂y)[f(x+ y)f(x− y)]y=0.
For functions of several variables the definition is similar. The generating function for
the equations of the KP hierarchy has the form
∞∑
j=0
pj(−2y)pj+1(D˜) exp
( ∞∑
i=1
yiDi
)
τ · τ = 0, (4.5)
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where y = (y1, y2, . . . , ) are auxiliary independent variables, D˜ = (D1, 2
−1D2, 3
−1D3, . . . ),
Dj is the Hirota operator in the variable xj and pj are the Schur polynomials defined
from the following expansion:
exp
( ∞∑
j=1
xjk
j
)
=
∞∑
j=0
kjpj(x1, . . . , xj).
All monomials of odd degree give trivial Hirota operators. Therefore if τ(x) is a
solution of (4.5), then τ˜(x) = τ(−x) is also solution of (4.5). Moreover, according to
[DN] a function τ is a solution of the system (4.5) if and only if v = − ln(τ) is a solution
of the system (4.3). Thus, v(x) is a formal solution of the system (4.3), if and only if
v˜(x) = v(−x) is a formal solution of the system (4.3). This is equivalent of the affirmation
of theorem 4.2. .
5. Gelfand–Dikii hierarchy
According to [S] the set of solution of n–Gelfand–Dikii hierarchy bijectively correspond
to the set of nondepending from xn solutions of KP hierarchy. In this case according to
theorem 4.1
0 = ∂m∂nv =
mn
m+ n− 1
∂n+m−1∂v +
∞∑
m=1
∑
Rmn
(
s1 . . . sm
t1 . . . tm
)
∂s1∂
t1v · · ·∂sm∂
tmv,
where 1 6 sj 6 n +m − 2, tj > 1. This gives recurrence formulas expressing ∂k∂v for
k > n via ∂r∂v for r < n. Thus we have relations
∂∂n+rv =
∞∑
m=1
∑
Nm1(n+1)
(
s1 . . . sm
t1 . . . tm
)
∂s1∂
t1v · · ·∂sm∂
tmv, (5.1)
where tj > 1, sj < n,
∑m
j=1(sj + tj) = n+ r + 1.
Example. For n = 2 the system (5.1) passes to K∂V hierarchy.
Compering the systems (5.1) and (4.3) we find the system
∂i∂jv =
∞∑
m=1
∑
Nmij
(
s1 . . . sm
t1 . . . tm
)
∂s1∂
t1v · · ·∂sm∂
tmv, (5.2)
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where i, j > 1, 1 6 sα 6 n − 1, tα > 1,
∑m
i=1(sα + tα) = i+ j and N
m
ij
(
s1 . . . sm
t1 . . . tm
)
are some universal rational coefficients.
Examples.
1. For n = 3 the first equation from the system (5.2) is the Boussinesq equation
∂22v = −
1
3
∂4v + 2(∂2v)2.
2. For n = 4 the first equations of the system (5.2) are
∂22v =
4
3
∂3∂v −
1
3
∂4v + 2(∂2v)2,
∂3∂2v = −
3
2
∂2∂
3v + 3∂2∂v∂
2v,
∂23v = −
1
4
∂3∂
3v +
1
8
∂6v +
9
8
(∂2∂v)
2 −
9
8
(∂3v)2 −
9
4
∂4v∂2v + 3(∂2v)3.
Theorem 5.1. The Gelfand–Dikii hierarchy is equivalent to a system of differential
equations in a form
∂i1 · · ·∂ikv =
∑
m=1
∑
i1···ik
Nmi1···ik
(
s1 . . . sm
t1 . . . tm
)
∂s1∂
t1v · · ·∂sm∂
tmv, (5.3)
where k > 2, tj > 1, sj < n,
∑k
j=1 ij =
∑m
j=1(sj + tj),
∑m
j=1 tj > m + k − 2 k +m +∑m
j=1 tj ≡ 0 (mod2).
Proof: For k = 2 the equations (5.3) coincide with the equations (5.2). For k > 2
the equations (5.3) are received from equations for k − 1 by differentiation by ∂ik and
replacing ∂i∂ikv by (5.2). This gives monomials ∂s1∂
t1 · · ·∂sm∂
tmv, where the
∑k
j=1 ij =∑m
j=1(sj + tj)
∑m
j=1 tj > m+ k − 2. The condition k +m+
∑m
j=1 tj ≡ 0(mod2) follows
from theorem 4.2. 
Remark 5.1. Structure of the system (5.3) such that its formal solutions are defined up
to constant by arbitrary set of n−1 series from one variable fi(x1) = ∂iv|x2=x3=···=0 (i =
1, ..., n− 1).
12
Remark 5.2. Coefficients Nmi1···ik
(
s1 . . . sm
t1 . . . tm
)
are rational constants. The construc-
tions, described in the proofs of theorems 4.1 5.1, give recurrent formulas for its calcu-
lation.
6. Witten solution of the Gelfand–Dikii hierarchy
Follow by Witten [W] let us consider the space Mg,s of Riemann surfaces of genus g with
s punctures. Correspond to any puncture a pair (ki, mi), where 1 6 ki < n, mi >
0. Witten [W] connects with the set {(ki, mi)|i = 1, ..., s} a number (correlator) <∏
k,m
τ
dk,m
k,m >g, where dk,m is the number of pairs (ki, mi), that equal to (k,m). The number
<
∏
k,m
t
dk,m
k,m >g is equals to the value of some class of cohomology on a compactification
of a space of n–spin bundles over P ∈Mg,s [W]. Put us
F g(t1,0, t1,1, ...) =
∑
dk,m
<
∏
k,m
τ
dk,m
k,m >g
∏
k,m
t
dk,m
k,m
dk,m!
.
According to the Witten conjecture the serias F =
∞∑
g=0
F g after the change tk,m 7→
−(mn + k)xmn+k pass to a formal solution v of the system (5.3) satisfying the equation
∂v =
1
2
∑
i+j=n
ijxixj +
∞∑
i=1
(i+ n)xi+n∂iv, (6.1)
0 = v(0) = ∂iv(0) (i = 1, 2, ...).
The single such solution W we call the Witten solution of the Gelfand–Dikii hierarchy.
Theorem 6.1. The Witten solution of the Gelfand–Dikii hierarchy is W =
∞∑
g=0
W g,
where
W g(x1, x2, ...) =
=
∞∑
k=2
∑
i1+···+ik=(n+1)(2g−2+k)
(n− 1)2g−2+k
k!
N
2g−2+k
i1···ik
(
n− 1 . . . n− 1
2 . . . 2
)
xi1 · · ·xik .
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Moreover the function W g is a quasihomogeous series of degree (1 − g)(2 + 2
n
) by xi of
degrees 1 + 1
n
− i
n
.
Proof: Compatibility of the equations (5.3) (6.1) follows from [AM], where this solu-
tion is represented in a form of matrix integral. According to (6.1) ∂∂iW |x2=x3=···=0 =
δn−1,i(n − 1)x1. These conditions and the equations (5.3) uniquely determine all func-
tions fi1···ik(x1) = ∂i1 · · ·∂ikW |x2=x3=···=0. According to theorem 5.1 if fi1···ik(0) 6= 0,
that (i1 + · · ·+ ik) ≡ 0 (mod(n+ 1)) and
fi1···ik(0) = (n− 1)
mNmi1···ik
(
n− 1 . . . n− 1
2 . . . 2
)
,
where m = i1+···+ik
n+1 . From this theorem follow also that m > k − 2 k +m ≡ 0 (mod2).
Therefore m = 2g + k − 2, where g > 0 is a natural number. Thus, W =
∑
W g, where
W g(x1, x2, ...) =
∞∑
k=2
∑
i1+···+ik=(n+1)(2g+k−2)
1
k!
fi1···ik(0)xi1 · · ·xik =
=
∞∑
k=2
∑
i1+···+ik=(n+1)(2g+k−2)
1
k!
(n− 1)2g−2+kN2g−2+ki1···ik
(
n− 1 . . . n− 1
2 . . . 2
)
xi1 · · ·xik .
The quasihomogeneity of the series W g follows from i1+ · · ·+ ik = (n+1)(2g−2+k). 
Corollary 6.1. The Witten solution of the Gelfand–Dikii hierarchy has a representation
by the sum of quasihomogeneous series W g of the same degrees that F g.
Proof: According to [W] F g is a quasihomogeneous series of degree (1−g)(2+ 2
n
) by tk,m
of degree 1 + 1
n
− k − m
n
. 
Theorem 6.2. The functions W and W 0 coincide on the set L0 = (x1, x2, . . . , xn−1,
0, 0, . . . ).
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Proof: According to (6.1) ∂r∂ℓW = 0 on the set L0 if ℓ < n−1, r > 1, or ℓ = n−1, r > 2.
Besides according to (5.1)
∂∂n+ℓW =
∞∑
m=1
∑
Nm1(n+ℓ)
(
s1 . . . sm
t1 . . . tm
)
∂s1∂
t1W · · ·∂sm∂
tmW,
where
m∑
i=1
(si + ti) = n + ℓ + 1. Thus, if ℓ < n and ∂∂n+ℓW 6= 0, that all numbers tj are
less than 3 and among them is not two number more than 1. But if among the numbers
1 6 t1, . . . , tm 6 2 there is exactly one tj = 2 then N
m
1(n+ℓ)
(
s1 . . . sm
t1 . . . tm
)
= 0 by
theorem 5.1. Thus,
∂∂n+ℓW =
∞∑
m=1
∑
Nm1(n+ℓ)
(
s1 . . . sm
1 . . . 1
)
∂s1∂W · · ·∂sm∂W.
Moreover, according (6.1) ∂ℓW = ∂∂n+ℓW and ∂s∂W = s(n − s)xn−s on the set L0 .
Thus from the equality
m∑
i=1
(si+ ti) = n+ℓ+1 follows that ∂ℓW |L0 is a quasihomogeneous
polynomial of degree 2+ 2
n
− (1+ 1
n
− ℓ
n
) = 1+ 1
n
+ ℓ
n
. Thus, W |L0 is a quasihomogeneous
polynomial of degree 2 + 2
n
W |L0 = W
0|L0 .
Corollary 6.2. F (x1, x2, . . . , xn−1, 0, 0, . . . ) =W (x1,
x2
2
, x3
3
, . . . ,
xn−1
n−1
, 0, 0, . . . ).
Proof: According to [W] F 0(x1, x2, . . . ) = W
0(x1,
x2
2
, x3
3
, . . . ) and F (x1, x2, . . . , xn−1, 0,
0, . . . ) = F 0(x1, x2, . . . , xn−1, 0, 0, . . . ). Thus the theorem 6.2 imply corollary 6.2. 
Remark 6.1. According to [DVV, Kr] the function W 0|Lo is the potential of Frobenius
structure on the space of versal deformations of the singularity An. By theorem 6.2 we
have W 0|L0 =W |L0 . A simple algorithm of calculation of this function describes in [N2].
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