Abstract: Cloud computing is getting increasingly popular because of its various benefits. Although many free cloud storage services (such as Google Drive, Dropbox, etc.) are available on the internet, there exist some problems in using such services. Those public cloud storage services can be more convenient and more valuable if those problems are resolved. The first problem is the limitation of the service, such as space limit, file size limit and file type limit. Secondly, different cloud storage services provide different functions so that users may have to use multiple services simultaneously in order to fulfil their needs. The process of logging in and using multiple services might be very complicated. Thirdly, users may not be able to access or even lose their data owing to incidents such as server down, network failure, and availability problems. The goal of this research is to compose a service (named Cocktail) by using the service-oriented computing (SOC) as the fundamental design approach to solve these three problems and enhance the service quality (in terms of the reliability, availability and scalability) of free cloud services.
Introduction
Taking the advantage of public services available on the internet, people nowadays can store data on the cloud, instead of storing data on hard disk or flash drive, and access data anytime anywhere. Actually, using cloud services, users do not have to worry about losing their data in situations like computer breakdown, system failure, or running out of device battery. In order to expand their business and promote their services, many free online services (such as Gmail, Dropbox and Facebook) provide application programming interfaces (APIs) and easy-to-use libraries for developers to use their services.
Using the service-oriented computing (SOC) approach, developers may use the free online resources to build their own customised services (Lee and Chang, 2013) . This means that such services can be enhanced by using free online resources, instead of buying the equipment and building the services from scratch. For example, many online games integrate Facebook API and reward players for promoting their games to friends by using Facebook services. According to Facebook's statistic, there are about 1.23 billion monthly active Facebook users as of December 31, 2013 (Facebook News Room, 2014 . Facebook owns a lot of user's data which can be used by the third party developers to predict the trend by analysing what people have posted or what games users have played recently. This is actually a good example of utilising big data analytics. When a user plays a game, Facebook may recommend the user to play similar games or the games recently played by the user's friends. These resources may cost developers huge expenses and time to build. The new development approach which takes advantage of the free services and APIs can be easier, cheaper, and much faster.
To exemplify the proposed design, we built a service-oriented cloud storage service system (named Cocktail) by using the API services provided by Google and Dropbox. When using the free services, it often comes with certain limits. Some of these limits might become issues to both developers and users. The first problem is the limits of free services, such as space limit, file format limit, file size limit and bandwidth limit (shown in Table 1 ). If users want to acquire more space or upload large files, they have to pay extra fees to upgrade their accounts. Table 1 Description of free service limit
Limit Description
Space limit Also known as the storage limit. The limitation for storage size.
File format restriction
Cloud storage service providers restrict the types of file that users can store on the cloud.
File size limit Cloud storage service providers limit the size of file that users can upload. Over-size file has to be split into multiple files.
Bandwidth limit
Many cloud storage services support the function of sharing file to the public, so that anyone with the link to that file can access or download the file. The cloud services may also limit the network traffic that users can use per day. When a user exceed the limit, other users will not be able to access the file.
The second problem is about users with multiple services. This is mainly because different cloud storage services not only provide different functions but also enforce different regulations (see Table 2 ), so that users may have to access multiple services simultaneously in order to fulfil their needs. Unfortunately, the process of logging in and using multiple services might be very complicated. The third problem is that users may not be able to access or even lose their data owing to incidents such as server down, network failure, or other availability problems. In this research, we propose a new approach to compose our service system, Cocktail, by using SOC as the fundamental design approach to mitigate the problems mentioned above, and to enhance Cocktail's quality of service (QoS), specifically the reliability, availability and scalability (RAS). These RAS issues are actually the obstacle of developing cloud services (Rimal et al., 2011) , and also the evaluation benchmark of cloud services (Armbrust et al., 2010) . As a matter of fact, we can integrate two or more cloud storage services to enhance the reliability and availability. By using one as the primary storage and the other(s) as a secondary storage, we can ease the problems caused by service down and other incidents. To enhance the scalability of service, we propose an architecture that will distribute the computing tasks to the client side, so that the service can serve more user requests. More details about the service system design and implementation of Cocktail are presented in the rest of this article.
System design
The goal of our system design is to enhance its functionalities, RAS and security, and provide valuable services to help users manage their cloud storages. Our proposed service architecture is shown in Figure 1 . Using this architecture, developers can get data from free online resources, and users also enjoy many benefits. For instance, if we build a service and integrate it with 'Login with Google account' design, users with Google accounts can easily pass the registration process by logging into their Google accounts and grant the data access right to our service, thus no needs for users to create another account and fill in a lot of personal information. At the same time, developers can save time and efforts in gathering users' information, creating extra database, and maintaining the user account data. This architecture offers high flexibility in managing resources, such as server and database. However, when it comes to service reliability, availability, scalability (RAS) and security, many problems may appear. When the number of users increases, the system has to handle massive requests and safe guard the service. These RAS and security problems are not trivial. As a result, another goal of this research is to ease these problems.
For covering more devices that users may use, we implemented three versions of system design to support different devices and platforms. The key components of system design are described as follows.
Cross platforms
We can categorise the devices that people use nowadays into three types: PC, tablet and smartphone. These three devices are not compatible, and usually their applications (apps) cannot run across platforms or run across devices. Therefore, we built three versions of the proposed service to cover multiple platforms, including two browser versions and one Android app version. The system compatibility of these three versions is shown in Table 3 . The detailed architecture of every version will be discussed in the next chapter. Due to the fact that executing client-based applications on a portable device's browser will be a bit slow, we mark it as not fully compatible.
Cross services
As mentioned earlier, there are many cloud storage services available online. Each service has its own fans and some users might even be multi-service users. Consequently, the cross service feature between different cloud services becomes an important issue. To accomplish the cross service goal, we use REST API, a standard that can simplify our service building process. The REST API uses URI to locate resources and combine HTTP methods to communicate with servers (Fielding and Taylor, 2002) . By using this technique, we can support multiple cloud storage services effectively.
P2P-liked communication architecture
Under the client-server architecture, when the number of users increases, the server's capacity (capability) has to increase as well. Peer to peer (P2P) is not a new architecture and it is widely used on the file system (Yang et al., 2010) . Every node in the P2P architecture is both a client and a server. P2P distributes many server tasks to clients so that there is no need to scale up the server capability when the number of users increases (Xu et al., 2012) . To take advantage of this benefit, our system design adopts the P2P architecture, so that our server can distribute certain workloads to the clients.
REST API
For building a web service application, some storage service websites like Google Drive and Dropbox often provide developers with libraries and various language supports. Developers just have to include the libraries and use the corresponding methods or APIs. This can improve the speed of development. Since we do not use all functions inside a library and a library may contain unnecessary codes which may increase the program size and slow down the application's load speed. To prevent the unnecessary codes from appearing in our program, we use the REST API and write the code by ourselves to build our system. REST API uses the standard HTTP methods (GET, PUT, POST and DELETE) to make request. The following codes show an example of uploading a file onto two cloud services, Google Drive and Dropbox. In this example, despite the request URLs and parameters are not the same, basically the HTTP request methods are similar and simple. This fact makes it easy to incorporate multiple cloud storage services.
Google Drive API POST https://www.googleapis.com/upload/drive/v2/files Dropbox API POST https://api-content.dropbox.com/1/files/<root>/<path>
Ajax
Asynchronous JavaScript and XML (Ajax) is the combination of many techniques (Garrett, 2005) . Unlike the synchronous way of communication in which a user uploading a file to a server will not be able to take other actions until the upload action completes, Ajax allows users to send requests and receive responses simultaneously while the server is working on tasks previously requested by users, so that users do not have to wait for the server's responses. By using the Ajax technique, we can reduce users' waiting time and enhance the quality of our system (Zepeda and Chapa, 2007) .
OAuth
When users want to let a third-party service (TPS) access their data stored on a cloud service such as Google, they usually have to give TPS their Google accounts and passwords. By using OAuth which is a protection technique to help TPS access users' data temporarily, users do not have to give out their accounts and passwords and they will be redirected to Google's login page to sign in. After a user successfully logs in, Google will send an access token to TPS. This token is like a key that allows TPS to access the user's data stored on Google. The process of Google's OAuth is illustrated in Figure 2 (Google Developers, 2014) .
In Google's OAuth flow, the application between a client-based scheme and a server-based scheme is different. While a server-based application can get refresh tokens, a client-based application cannot. The URL used by a server-based application to authenticate a user contains a parameter, access_type, which indicates whether to get a refresh token or not. A refresh token can represent a user, and a third-party application can use a refresh token to retrieve new access tokens without the user's further authorisation. With this token, our service can help users automate some tasks. The whole OAuth flow begins with a user (who is, for example, named John) goes to a third party website (TPW). When John clicks a sign-in icon to use Google Drive or Dropbox, TPW will redirect John to the service he chooses to sign in. After that, a TPW app permission request page (Figure 3 ) will appear. It will show a list of what data access permissions TPW wants. If John denies the authorisation request, TPW will not be able to access John's data, and of course John will not be able to use the TPW service. If John grants the authorisation, Google or Dropbox will send back authorisation code or an access token to TPW. Actually, a server-based app will get authorisation code and a clientbased application will get a time-limited access token. The client-based app can start to use the access token to access John's data on Google or Dropbox. The server-based app has to send the authorisation code and the developer's unique secret key (given by Google or Dropbox) to Google or Dropbox to request for a time-limited access token and a refresh token. There are additional refresh token related functions which will be discussed later. 
Voice user interface
Voice user interface (VUI) is very useful for users to issue requests to digital devices and voice-enabled websites (Sun et al., 2011; Chang et al., 2009) . VUI techniques are integrated into our service to enhance user experience. The browser-based version of our service uses the HTML5 Web Speech API (Shires and Wenngorg, 2012) . After recording the user's voice commands, our service uses Google voice recognition engine to translate voice commands into digital texts and then send the texts to our server. Afterwards, our server will take action based on the texts received from Google. Users will be able to speak some command words to control the services/applications easily.
2-step verification
Security is a very important issue to the cloud services (Ficco, 2013) , and therefore Google designs and promotes the 2-step verification to prevent hacking . When users want to log into the service using 2-step verification, they have to enter not only e-mail accounts and passwords but also a random and time-limited verification code generated by Google. Users can choose two methods to receive such codes. One is to install Google's authenticator app (shown in Figure 4) , and the other is to receive it by the short message service (SMS). Therefore, even if hackers have your e-mail account and password, they are still unable to log in because they do not have the time-limited verification code. Since some users might think this the 2-step verification is inconvenient, this function is set to optional in our service. 
System architecture
The client-server architecture is widely used by developers, and our new development approach can also use the clientserver architecture ( Figure 5 ). All requests that users made will be handled by the developer's server which may become a potential service bottleneck. This is the main obstacle for us to enhance the server's scalability. For this reason, the architecture was re-designed to distribute the request sending work to the clients (Figure 6 ), thus reducing the workload on the server. Compared to the P2P architecture, the re-designed architecture has the advantage of high flexibility in managing and controlling the server. By setting up the server and database by ourselves, we can control and use important data. The architecture is highly important in the design phase of our service system (named Cocktail). We implemented three variations of architecture, in which two of them are based on the requests sent by the clients, and the third one is based on the requests sent by our server which actually functions as a relay server.
Client-based application
Many web applications are designed by using the client agent technology which can reduce the workload on the server (Maras et al., 2013) . As a result, we also built a client agent-based application. Figure 7 shows the architecture of such client-based application. In this application, server only acts as a code provider. After a user uses a browser to interact with our website, our server generates programs (containing HTML pages and JavaScript codes) according to the user's needs and sends the codes to the browser. Then, the JavaScript codes which are executed in the browser handle the user's requests by directly interacting with applicable cloud storage services. This approach is good for scalability because the server does not directly interact with cloud services for processing storage requests made by the user, thus reducing the workload on the server. The program is built by using HTML5 and JQuery (which is a JavaScript library). It also uses CSS3 to make the webpage more artistic. Another benefit for using CSS3 is to reduce the response time because CSS3 can quickly draw icons to replace some images which originally would have to be downloaded from the server in a more time-consuming way.
Server-based application
For the server-based application, we use NodeJS to host our service and MongoDB to store users' data. NodeJS is a software tool built on Google Chrome's JavaScript V8 engine. Using an event-driven and non-blocking I/O model, NodeJS provides us the advantage of high performance, low facility consumption and high scalability. MongoDB is a document-oriented database system with the characteristics of easy searching and indexing. MongoDB has another advantage that its users do not have to define schema. Our service have to handle lots of requests but only have to store users' e-mail accounts, passwords and access tokens, so we decided to use NodeJS and MongoDB to build the server-based program.
Owing to the variations of screen size and device performance, we built two different client interfaces, one for the PC and the other for the tablet and smartphone. In this server-based application, all requests that users made will be relayed by our server. Unlike the client-based application, the server act as an intermediary between users and cloud storage services. Consequently, compared with the client-based application, the server-based version needs longer response time. Although this architecture needs a powerful server to handle mass requests, it still has some advantages. Some desirable extra functions are available in this version only, we will discuss this later. The PC version of the program (containing HTML pages and JavaScript codes) is also built by using HTML5 and JQuery. Since the browser performance varies between mobile devices and PCs, we chose the mobile version of JQuery to build the program, because it provides a template to help developer build webpages easily and its JavaScript library will also be lighter. In addition, the CSS file of JQuery mobile will automatically adjust the size of interface based on the screen size of device, so our service can support different types of devices by using such CSS and JQuery.
Android app
To compare the performance among different versions of architecture, we also build an android app to represent the native program of the mobile system. This Android version and the client-based version use similar architecture because in both cases the requests are sent by the client directly. The only difference is that for the Android app the program provider is not our server. This Android version can be placed on the Google Play store without using a server to distribute the app. The privilege of this version is its high device compatibility and its fully client-based characteristic. By installing the native app on the smartphone, tasks such as storing, sharing or backing-up can be performed automatically. Figure 9 The architecture of android app (see online version for colours)
The design differences among three versions
Except for the difference in the communication architecture, the major difference between a client-based application and a server-based application is the presence of refresh token. The server-based application can present refresh tokens, but the client-based application cannot. As we mentioned in the previous section, the refresh token is like a session key that can allow a third party server to request for new access tokens. Without the access token, a third party server cannot access the users' data. Furthermore, the access token can only be used within a time limit because it will expire in a certain period of time. Thus, the client-based application cannot help users log in automatically when the refresh tokens for users expire. Table 4 shows the differences among these three versions. The Android app and the client-based version have the advantages of no need for registration and high server scalability. Their users can sign in to the service by using their Google Drive or Dropbox accounts. In addition, the communication tasks of the client-based application are handled by the client (browser). Hence, the client-based application only needs a place to host the HTML files. By adopting this architecture, developers can host a service on a public folder in Dropbox so that anyone who knows the link to the folder can access files in it.
Extra desirable functions
Our service system can be enhanced to support extra functions which are targeted to increase the added value of the service. Right now, two extra functions are designed and implemented mainly to support multiple cloud storage services and to provide the feature of file sharing among users, and these extra functions are described as follows.
Multiple services
As we mentioned earlier, if service incidents such as server down and network failure happen, users will not be able to access their data on the cloud. As a result, we propose the backup cloud concept. In this concept, users must have at least two accounts on different cloud storage services. One will be used as the main storage, and the rest will become the backup storage sites. The backup cloud concept is implemented in our service as a special function to create backups on one or more cloud services, for enhancing the availability of our service.
Many cloud storage services do not provide a desirable remote upload function, which allows users to specify a URL of a file (which can be on a third machine other than the user's client machine and the server), then give the URL to a cloud storage service, and afterwards the service will retrieve (download) the file by itself. To enable this desirable function, we need an intermediary (such as our server) to download and store files temporarily, and subsequently use our server to upload files to the target cloud storage service. In the client-based architecture, the client browser will be the intermediary to store the file temporarily. To achieve this goal, our design uses the HTML5 file system API technique to store files in a temporary space and upload files to the backup storage space. Unfortunately, there is a 5 MB to 10 MB size limit in using HTML5 local storage for each website, and such limit may vary in using different types of browsers. For example, the file size limit is 5 MB for using Google Chrome (Chrome Developer, 2014), 5 MB for Mozilla Firefox (Resig, 2014) , and 10 MB for internet explorer (Microsoft, 2014) . For security reasons, if users need more storage quota, they have to obtain more space by themselves because developers cannot increase the quota for users. Besides, the client-based architecture has another disadvantage that users must keep their browsers open and wait until the backup task is done. In the server-based architecture, users only have to send a backup request to our server; our server will do the rest of the task. The users do not have to stay online. Table 4 Comparison among three different versions 
Sharing files among users
Another desirable special function of our service is to share files among different users' various cloud storages. This function is actually cross-services, not limited to any particular single storage service. This means that user A can send his/her file on Google Drive to user B's Dropbox. The refresh token is the key element to make this function work. Without the refresh token, our service cannot access the target user's account to store files. It is a unique function of the server-based application since other versions do not use refresh tokens. 4 Service features Figure 12 shows a screenshot taken from the web browser version of our service, and Figure 13 shows a screenshot taken from the Android app version of our service. The features of our service are listed as follows:
• multiple cloud storage services management
• multiple platform support
• file and folder management
• integrated cloud storage service
• cloud storage backup service (using a cloud service as the main storage, and others as backup storages) • automatic file allocation (combining two cloud storages as one integrated storage by automatically allocating, splitting and merging files) • multiple upload functions running simultaneously
• sharing files among users, e.g., copying user A's files on Google Drive to user B's Dropbox account • voice user interface
• 2-step verification. 
Experiment and evaluation
In order to better understand the performance of the proposed cloud storage service and also to compare the performance differences among various versions of the architecture design and implementation, we conducted experiments to measure the file loading time on the service website. The tool we used is a free website tool -Pingdom (2014). To make the evaluation fair, we set New York as the test area, and disabled the cache (i.e., the retrieved website content will be refreshed every time). According to the results (shown in Table 5 ), the client-based version (using the service provider's official library) is the slowest. Although there is not much difference in terms of the loading time between the other two versions, if we support more users, the client-based application's response time will be much slower than the server-based application. This difference is because the client-based application has to load all JavaScript while the server-based application does not. The server-based application only has to wait for users' requests and execute the applicable functions; it does not have to load all functions.
In addition, we also use JMeter to do the stress test and Tomcat to monitor server's performance. By comparing the stress test result, we can better understand the scalability of different versions of architecture. We conducted stress tests against the client-based application (which was built by using the REST API) and the server-based application. The specifications of the server and the client used in our stress tests are listed as follows. In the stress tests, the JMeter tool is configured with 250 users to access the website simultaneously. For each user request, a thread will be created after one second delay to simulate the real situation a server will encounter. In addition, each user will browse three web pages, and each page request will be delayed by using a random timer to simulate the real practice. The stress test results are shown in Figure 14 , in which yellow line, blue line and red line are used to represent the memory usage, the load, and the thread usage of server respectively. Table 6 summarises our study results. When many users are using the service, the scalability of the client-based application will be better than that of the server-based application. When the number of cloud storages used by our service increases, the size of the JavaScript file increases as well. In this situation, the loading speed of the server-based application is faster than that of the client-based application. However, if the browser cache is turned on, the client-based application will load faster for repeated accesses. In this case, the browser does not have to repeatedly request for the JavaScript file, because it can reuse the JavaScript file previously stored in the cache. Table 7 , which summarises the comparison results against relevant features between Cocktail and the other two services (Storage Made Easy and Gladinet), our client-based application allows users to use the service-oriented cloud storage service without the registration process and effort which are required by other services. In this client-based architecture design, there is no need to build the centralised database (on our server) for storing users' data, thus reducing the workload on the server. In addition, our client-based application possesses the highest degree of scalability, because our server can distribute some workloads for communicating with the cloud storage services to the clients. It also worth mentioning that Gladinet does not support Dropbox and its services are not free; however Cocktail not only provides free services but also supports Dropbox.
Conclusions and future work
On the internet, there are many free services which provide various APIs for developers to create their own applications. This research also uses free internet service APIs to create a service-oriented cloud storage service, which not only combines multiple services but also adds extra functions to make it more useful and more desirable. Using the proposed architecture with extra functions, we can unlock the size limit of free cloud storages and enhance the reliability, availability and scalability of such services. Moreover, these services can be integrated with other useful applications, such as the mobile phone information backup and restore service proposed by Wang and Chang (2013) and the highly available peer-to-peer large-scale storage system suggested by Yang et al. (2010) , to enhance the usability and applicability of cloud storage services. We proposed the architecture for different types of applications such as the client-based application, the server-based application, and the smartphone application (e.g., Android app) to support multiple platforms. In the client-based architecture, we first built it by using the JavaScript library provided by the cloud storage service providers. This development approach has the advantage of speeding up the development time, so that we can build the service quickly and make sure this concept is feasible. After that, we write our own JavaScript codes to incorporate the REST APIs provided by the cloud storage services. This approach reduces the webpage loading time and enhances the service quality. Ferreira et al. (2014) suggested that REST API can provide its client applications with desirable benefits of ease-of-use and compatibility in a transparent and extensible way, and this is yet another reason for us to use REST API.
The client-based architecture has the advantage of fast communication with cloud service providers and can reduce the workload on the server; however, the server-based architecture has to handle all requests sent by users, and nevertheless it can provide extra desirable functions (such as automatic login, file sharing, and automatic backup) than the client-based architecture. Finally, the smartphone app approach, among the three, can do more things than showing a webpage on browser. After all, the smartphone app can keep waiting some events like sharing files or photos, and also automatically upload files to the cloud.
We successfully built a service that can support various cloud storage services with different devices and systems. In addition, due to the rapid advancement of technology we will soon have to deal with new services or systems, and therefore our service is designed in a way to enhance its overall usability and applicability. Besides, there exist some limits in using the APIs provided by cloud storage services. For example, Google Drive APIs set the limit of ten million requests per day. How to lift these limits deserves further study and subjects to our future investigation. Furthermore, while cloud computing is an alternative way for providing services and resources, its security plays a key role in this pay-by-use model (Ficco, 2013) . Research into more advanced security issues beyond the two-step verification used in this research is definitely a must-do item for our future research. The last but never the least, linking the current study results to practical business issues (e.g., the measurement of the enhanced service quality) is yet another direction we would like to work on in the near future.
