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In this paper, algebraic and combinatorial techniques are used to establish results 
concerning even signings of graphs, switching classes of signed graphs, and (-1. 1). 
matrices. These results primarily deal with enumeration of isomorphism types, and 
determining whether there are fixed elements under the action of automorphisms. A 
formula is given for the number of isomorphism types of even signings of any fixed 
simple graph. This is shown to be equal to the number of isomorphism types of 
switching classes of signings of the graph. A necessary and sufftcient criterion is 
found for all switching classes fixed by a given graph automorphism to contain 
signings fixed by that automorphism. It is determined whether this criterion is met 
for all automorphisms of various graphs, including complete graphs, which yields a 
known result of Mallows and Sloane. As an application, a formula is developed for 
the number of H-equivalence classes of (-1, I)-matrices of fixed size. Indepen- 
dently, using Molien’s theorem and following a suggestion of Cameron’s, generating 
series for these numbers are given. As a final application, a necessary and sufficient 
condition that a square (-1. I)-matrix be switching equivalent to a symmetric 
matrix is given. 
In this paper combinatorial and algebraic techniques will be applied to 
obtain several results concerning enumeration, and fixed elements of 
automorphisms, of various interrelated combinatorial structures. This work 
includes generalizations of some theorems of Mallows and Sloane [2], and 
has applications to matrices of -1’s and l’s (which will be called (-1, 1). 
matrices here). 
The notion of even signings is introduced as a generalization of even 
graphs, and signed switching classes are presented to generalize ordinary 
switching classes. In Section 1 it is shown that the isomorphism types of 
even signings of a fixed simple graph G are equal in number with the 
isomorphism types of signed switching classes of G. In Theorem 2.2, a 
formula is given for the number of these isomorphism types. In addition, a 
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criterion (Theorem 3.1) is found for determining whether all signed switching 
classes fixed by a graph automorphism a actually contain signings fixed by 
a. All of these results are generalizations of theorems of Mallows and Sloane 
(as expressed by Cameron in [ 11). That work of Mallows and Sloane treated 
the case in which the underlying graph is complete. The new formula given 
in Theorem 2.2 is also a generalization of work of Sozanski (see [7, Formula 
1.5 I>. 
In another application of this work (Corollary 4.1), a formula is developed 
for the number e(r, s) of H-equivalence classes of (-1, I)-matrices of size r 
by s. (If, A, B are (-1, I)-matrices and B can be obtained from A by 
permutations of rows and columns, and multiplications of rows and columns 
by -1, then A and B are called H-equivalent.) 
Independently, following a suggestion of Cameron’s, a generating series 
for the numbers e(r, s), r fixed, is given (Theorem 4.2). This is found by 
applying Molien’s theorem on linearly independent polynomial invariants. 
where the relevant group is the automorphism group of the folded r-cube. 
Finally, in Corollary 4.3 necessary and sufficient conditions that a square 
(- 1, I )-matrix be switching equivalent to a symmetric matrix are given. 
(Two (- 1, 1 )-matrices are switching equivalent if one can be obtained from 
the other by multiplying rows and columns by -1.) 
1. FUNDAMENTALS 
In this work all graphs will be finite, without loops or multiple edges. Let 
G be a graph and f any function from the edges of G into (+, -}. Then 
(G,f) is a signed graph, and f is called a signing of G. If X is a set of 
vertices of G, then fx is the signing obtained from f by switching the signs of 
all the edges having exactly one vertex in X. If g =f, for some X s V(G) 
then f and g are called switching equivalent. This is an equivalence relation, 
and the equivalence class of J [f ] = {f,: Xc V(G)} is termed a signed 
switching class of G. The notion of a signed switching class of a complete 
graph is essentially the same as the notion of a switching class, as studied by 
Seidel, Taylor, Cameron, and others [l-5,8,9]. 
Two signed graphs (G, f) and (G’, f ‘) are said to be isomorphic when 
fa =f' for some graph isomorphism a: G + G’. Signed switching classes [f ] 
of G and [f’] of G’ are isomorphic when there is a graph isomorphism 
a: G-G’ with [fa] = [f’]. W e say that a E Aut G fixes [f 1, or is an 
automorphism of [f 1, if [ fa] = [f 1; and a fixes f if fa =J A signing f of G 
is an even signing when each vertex is incident with an even number of edges 
signed -. (The terminology seems natural because the edges bearing sign - 
form an even graph, that is, a disjoint union of eulerian graphs.) Note that 
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the image of an even signing of G under an automorphism of G is again an 
even signing. 
Mallows and Sloane have shown in [2] that even signings and signed 
switching classes of a complete graph have the same number of isomorphism 
types. Literally the same result holds for arbitrary underlying graphs, as will 
be seen later. The formula which Mallows and Sloane give for this number, 
when the underlying graph is K,, is essentially 
1 \’ 2&(a,-u(a,+?+) 
Tz4 ass, 
(1.1) 
Here S, = Aut(K,), (a) is the subgroup generated by a, s(o) is the number 
of orbits of (a) on edges of K,, v(a) is the number of orbits on vertices, and 
~(a) = 1 or 0 according to whether (o) has orbits of odd length on vertices 
or not. This formula must be modified slightly to extend to arbitrary 
underlying graphs, see Theorem 2.2. 
(In [4] Seidel pointed out that this number also equals the number of 
isomorphism types of two-graphs on n vertices. A generalized notion of two- 
graphs can be expounded, as the author did in his doctoral thesis [ 111. 
Under a certain natural assumption, one obtains. that even signings are 
equinumerous with two-graphs, now in the general sense. But the result is 
minor, and the machinery required for it is beyond the scope of this paper. 
So we omit any further discussion of the role of two-graphs.) 
The following result was first explicitly stated by Cameron [ 1 ] (see also 
Mallows and Sloane [2]): 
THEOREM 1.2. Let G be the complete graph on n vertices and a an 
automorphism of G. Then every signed switching class of G fixed by a 
contains a signing fixed by a. 
Theorems 3.1 and 3.2 state generalizations of Theorem 1.2. 
There is some algebraic machinery to introduce: let F be the binary field 
GF(2). All vector spaces in the first three sections will be binary and finite- 
dimensional. Given a graph G, we define the binary vector spaces V, and I’, 
to be all formal linear combinations of vertices and edges of G, respectively. 
They have obvious distinguished bases. Let p and I” be their duals. The 
elements of the distinguished dual bases will be denoted v*, for v E V(G), 
and e*, for e E E(G). The boundary map a: V, + V, is the unique linear map 
which takes any edge to the sum of its incident vertices. This naturally 
induces its dual, the coboundary map 6: V’+ V’, which is linear and maps 
any dual vertex to the sum of its incident dual edges. Now let V be one of 
the spaces Vi or Vi, i = 0, 1, and let W be a subspace of V. Then the 
annihilator of W, denoted Ann W, is the subspace of the dual V* of V 
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defined by Ann W = { fE V* :f(w) = 0 for all w E W}. We make the natural 
identification of (Vi)* with Vi, i = 0, 1. Then merely because 6 and 8 are 
dual maps, we have the useful duality relation Ann(im a) = ker 6, and 
variations of it. 
Note that any element of Vi is determined by its values, 0 or 1, on each of 
the edges. Thinking of 0 as + and 1 as -, we clearly obtain a one-to-one 
correspondence between elements of V’ and signings of G. Next let X be a 
set of vertices, x E p the sum of all u* such that u E X, and let f be a 
signing of G corresponding to f’ E V’. Then’f, is the signing corresponding 
tof’ + xS. It is not hard to show that the signings in [f ] correspond to the 
coset (f’ -t x6: x E V”} of im 6 in Vi. We denote im 6 by B* from now on 
(its elements are 1-coboundaries, although such language isn’t needed here). 
Thus signed switching classes can be identified with elements of the right FT- 
module V’/B ‘, where r = Aut G. Now the dual of VI/B ’ is naturally 
isomorphic to the left FT-module Ann B’ 5 V,. Using the duality relation 
mentioned above, we see that the dual of V’/B’ is Ann B’ = Ann (im S) = 
ker a. But g E ker 8 if and only if for each vertex of G there is an even 
number of edges containing u which appear in the sum for g. So the elements 
of ker C? can be naturally identified with even signings of G (which, strictly 
speaking, lie in V’.) We set Z, = ker ~5 = Ann B’. 
It is well known that a linear operator T: V --) V has a fixed point space of 
equal dimension to that of its dual T*: V* -+ V*. Thus any automorphism of 
a graph G fixes equal numbers of signed switching classes (elements of 
V’/B’) and even signings (elements of Z, .) Now from Burnside’s lemma 
[1215 
is the number of orbits of a permutation group r on a finite set ~2, where P 
denotes the set of elements fixed by a. Therefore we have proved 
THEOREM 1.3. The number of isomorphism types of even signings of a 
fixed graph G equals the number of isomorphism types of signed switching 
classes of G. 
2. ENUMERATION 
We now develop the formula for the number es(G) of isomorphism types 
of even signings of a simple graph G. By Theorem 1.3, this is equal to the 
number SC(G) of isomorphism types of signed switching classes of G. 
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Let r be the full automorphism group of G. If U is any vector space on 
which r acts, let U” be the space consisting of the elements fixed by a, for 
any a E r. We apply Burnside’s lemma to the action of r on Z, to find 
es(G) = x(G) = h x 1 Z: 1. 
aa- 
Now Zp is the kernel of the restriction a’ of 3 to Vy, so 
dim Zy = dim VT - rank ~3’ = dim Vy - dim( Vy)a. 
Let s(a) be the number of orbits of (a) on the edges of G, and denote 
those orbits .R,,52, ,..., a,,,. Recalling that I’, has the edges of G as a basis, 
it is clear that Vy has the vectors ui,..., vEC,) as a basis, where ui is the sum 
of the edges in Qi. Thus dim I’: = e(a). Let p(a) be dim(V Then we have 
es(G) = x(G) = -& x 2E(u)-“‘a’, 
aer 
and it only remains to give a method for determining p(a). 
The elements 0~4 which span (V:)C~, are classified into four types by 
Lemma 2.1. (For any finite set X, let a(X) denote the largest integer such 
that 20CX) divides the order of X, and let s(X) denote the formal sum of the 
elements of X.) 
LEMMA 2.1. Let Q be an orbit of (a) of size t on the edges of G, and let 
v = s(Q). Let o be the set of all vertices incident with some edge in J2, and 
set x = s(w). Then o is a disjoint union of 1 or 2 orbits of (a) on vertices; let 
m be this number. If m = 2, let the two orbits be o, and wZ, and let 
xi = S(Wi), i = 1,2. In this case we assume without loss of generality that 
a(w,) > a(wz). Then exactly one of the following four conditions holds: 
(i) m = 1 and va = 0; 
(ii) m = 1 and va = x; 
(iii) m = 2, a(o,) = a(q), and va = x =x, +x,; or 
(iv) m = 2, a(wl) > a(wJ, and UC? =x1. 
Proof. Let e = {z, z’ } be an edge in Q. Then w  = z(a) U z’(a), and 
m = 1 or 2 according as these sets are equal or disjoint. 
Suppose m = 1. Then z’ = zak for some k, and the edges of R are clearly 
the pairs (za’, zai+k}, i = l,..., t. Thus (CO, Q) is a regular graph, and its 
degree is 1 if zaf = z’, and 2 otherwise. These possibilities give rise to (ii) 
and (i), respectively. 
If m = 2 then (CO, Q) is a bipartite graph, with bipartition (coi, CO*). This 
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graph has t edges, and t is the least common multiple of 10~1 and /o,I. Thus 
the degree of a vertex in oi is t Iwil-‘. Moreover, a(~,) = u(wJ implies that 
all vertices of w have odd degree (iii), whereas a(or) > a(wJ implies that 
only the vertices of w, have odd degree (iv). 1 
If R is an edge orbit of type (ii), then ~‘2 is called diagonal. Note that its 
edges are disjoint, and that the incident vertices form a single orbit under 
(a), which has even order. Any vertex orbit which is the vertex set of a 
diagonal edge orbit is also called diagonal.’ 
We now form a simple graph G(a) whose vertices are the orbits of (a) on 
the vertices of G, with two vertices adjacent in G(a) if and only if some two 
of their representatives are adjacent in G. The kth 2-level of G(a) is the 
induced subgraph of G(a) on the vertices w such that u(o) = k. A 2-level 
component H of G(a) is a connected component of a 2-level of G(a); H is 
called favorable if at least one of its vertices UJ is diagonal, or adjacent in 
G(a) to a vertex w’ such that u(w) > a(~‘); otherwise H is called defective. 
Now enough language has been developed to present the main theorem. 
THEOREM 2.2. Let G be a simple graph, and T its fill automorphism 
group. For each a E T let e(a) and v(a) be the number of orbits of a on edges 
and vertices of G, respectively, and let d(a) be the number of defective 2-level 
components of G(a). Then the number es(G) of isomorphism types of even 
signings of G, which equals the number SC(G) of isomorphism types of signed 
switching classes of G, is 
es(G) = SC(G) = h \‘ 2E(a)- +‘(a)+d(a). 
acr 
Note. If G is complete then it quickly follows that d(a) = n(a). Thus 
formula (1.1) is an immediate consequence of Theorem 2.2. 
Proof. From the remarks preceding Lemma 2.1, it will suffice to show 
that the span W of (via: 1 < i < e(a)} in V,, has dimension v(a) - d(a). 
Let V(a) = (wj: 1 <j< v(a)} be the vertex set of G(a), so each oj is an 
orbit of (a) on the vertices of G. We denote by 7’ the binary vector space 
which has V(a) as a distinguished basis. Let xj = s(wj) E V,, 1 <j < v(a). 
Then {xj} is a basis for Vg, and there is an isomorphism $: V; -+ 7’. such 
that xjd = wj. Note that dim B 1 = v(a). 
Now let SV  ^be the subspace of 4. consisting of all elements of the form 
s(X), where XS V(a) and where X intersects each defective 2-level 
component in an even number of vertices. Clearly dim SV’“= v(a) - d(a). 
Of course WE Vz, since each via is a-invariant. Consequently W@ is 
defined, and is isomorphic to W. Thus to complete the proof, it will suffice to 
show W$ = ‘33: To that end we consider the elements vi@ which span W#. 
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Lemma 2.1 shows that ~~84 is an element of the distinguished basis of F 1 
in cases (ii) and (iv), that it is 0 in case (i), and the sum of two basis 
elements in case (iii). Thus the ui a$, i = l,...,&(a) list the following: the 
diagonal vertices of G(a); the vertices w  of G(a) such that (w, LC)‘} is an edge 
of G(a) for some vertex w’ with a(o) > a(~‘); and the sums o + o’ for 
edges (w, w’) of G(a) satisfying a(w) = a(~‘). The “singletons” in this list 
all lie in favorable 2-level components of G(a). Thus Wq5 c %t 
Now let w  be any vertex in a favorable 2-level component H of G(a). 
Because H is favorable, it contains a vertex w’ of the form vi a# (cases (ii) 
and (iv) of Lemma 2.1). If w  = w’ then clearly w  E W$. But the same holds 
even if o # w’. For then there is a path w  = w(O), w(l),..., w(“) = w’ in H. 
The elements o(j) + w(j+‘) all appear among the vi 34. So w, which equals 
w’ plus their sum, lies in Wqk Thus W$ contains all “singleton” vectors w  of 
?‘- such that w  belongs to a favorable 2-level component of G(a). 
Now let o, LO’ be any two distinct vertices in a defective 2-level 
component K of G(a). As before, there is a path in K joining them, and the 
sum of any two consecutive vertices in the path occurs among the vi a$. 
Because w  + w’ is the sum of all these elements, w  + w’ E W#. 
Taking the span of the w  in favorable 2-level components and the o + w’ 
from defective 2-level components, we see WC_ Wd. Therefore W4 = %*. 1 
For use in the next section, we now determine d(a) for automorphisms a 
of complete bipartite graphs. 
LEMMA 2.3. Let a be an automorphism of the complete bipartite graph 
G = K,.,, und d(a) the number of defective 24evel components of G(a). 
(i) If a interchanges the vertex parts of G then d(a) is 1 or 0 
according as the sizes of the vertex orbits of (a> are all divisible by 4 or not. 
(ii) If a fixes both vertex parts, then let (V, , V,) be a bipartition of G. 
Let ai be the minimum value of a(w) for vertex orbits w contained in Vi, 
i = 1,2. If a, = at then d(a) = 1. Otherwise without loss of generality assume 
a, < a*. Then d(a) is the number of vertex orbits w in V, such that 
a(w) < a*. 
Proof. In (i) all the vertex orbits of (a) have even order and use vertices 
in both vertex parts of G. Thus G(a) is a complete graph, and each 2-level 
has a single connected component. Furthermore, they are all joined to the 
a,th 2-level, where a, is the minimum of a(w) over all vertex orbits w. Thus 
all the 2-level components are favorable, except possibly the a,th. The a,th 
2-level will be favorable if and only if its elements are diagonal. This 
happens if and only if a, = 1, that is, 4 does not divide the order of all vertex 
orbits. 
In (ii) there are no diagonal orbits, so a 2-level component will be 
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favorable only if one of its orbits w lies in the part opposite to some other 
orbit w’ with a(o) > a(~‘). 
Thus, if a, = a2 then the a,th 2-level has a single component, which is 
defective, and all remaining 2-level components are favorable. If a, < a, then 
all orbits in the second vertex part will lie in favorable components. And an 
orbit w in the first part will belong to a favorable component if and only if 
u(o) > a,. The remaining vertex orbits, namely those o in the first part with 
u(w) < a,, will each form a defective 2-level component. 1 
3. FIXED SIGNINGS 
Theorem 1.2 implies that any cyclic automorphism group (a) of a signed 
switching class [f] of a complete graph must fix one of the signings in [f]. 
The obvious generalization of this statement to noncyclic groups of 
automorphisms does not hold true, though; see [l] for an interesting study of 
this situation. We confine ourselves here to the cyclic case. 
In this section, we prove an analogue of Theorem 1.2 with no special 
assumptions about the underlying graph G. The straightforward 
generalization of Theorem 1.2 fails to hold; for example, let G be a cyclic 
graph with four vertices, and f any signing which makes the product of all 
the edge signs -. If a is an automorphism of G of order 4 given by a cyclic 
shift then [fa] = [f 1, but a fixes no signing in [f ]. A natural goal would be 
to characterize the signed switching classes and automorphisms for which 
there is a fixed signing. That goal is not attained here. Instead Theorem 3.1 
establishes a necessary and sufficient condition (in terms of a and G) that 
every signed switching class of G fixed by a contains a fixed signing. 
Now Cameron gave a proof of the enumeration formula (1.1) by applying 
Theorem 1.2. This was possible because he observed that the signings of K, 
lixed by a graph automorphism a fall into signed switching classes (i.e., 
cosets of B’) at the rate of 2’(a)-V@) per class. (Recall that q(a) is 1 or 0 
according as (a) has odd orbits on vertices or not.) Since every fixed signed 
switching class arises from a fixed signing, and there are 2E(Q) fixed signings, 
clearly a fixes 2E(n)-“ca)taca) signed switching classes. An appeal to 
Burnside’s lemma finishes the argument. 
To extend these ideas, let A(a) be dim(B’)“, so that each signing fixed by 
a has 2’(a’ switching equivalent signings also fixed by a. Of course there are 
2E(u) signings fixed by a, so precisely 2E(a’-‘ca) of the signed switching 
classes fixed by a actually contain fixed signings. 
But from the remarks preceding Theorem 1.3 we know that a fixes equally 
many even signings and signed switching classes. And Section 2 shows that 
2E(*)~“(a’+d(a) even signings are fixed by a. Putting this knowledge together, 
we see that a fixes a signing in each of its fixed signed switching classes if 
202 ALBERT L.WELLS,JR. 
and only if L(a) = v(a) -d(a). (Incidentally, we can also see that ~(a) - 
v(a) + d(a) > E(a) - A(a), so A(a) 2 v(a) - d(a).) 
Thus our efforts will be concentrated on calculating A(a). The results are 
most easily expressed using some new concepts. If the connected components 
of G are H,, Hz,..., H,, then a acts on the set C(G) = {Hi: 1 < i < t}. 
Consider any orbit C of (a) on C(G). Now any vertex orbit of (a) intersects 
each member of Z in a set of the same size. We say that Z is rough if there 
is some vertex orbit of (a) which intersects the members of C in subsets of 
odd order. 
Finally, we say that a has the fixed signing property when every signed 
switching class of G fixed by a (there may not be any nontrivial ones) 
contains a fixed signing. The graph G itself is said to have the fixed signing 
property if every automorphism of G has the property (e.g., as in the case 
that G has no nontrivial automorphisms, or when G is complete). 
Now we announce twelve theorems, which subsequently will be proved. 
THEOREM 3.1. Let a be an automorphism of a graph G. Then a has the 
fixed signing property if and only if the number of rough orbits of (a) on the 
connected components of G equals the number of defective 2-level 
components of G(a). 
The theorem has the following restatement for connected graphs: 
COROLLARY 3.2. Let a be an automorphism of a connected graph G. 
Then a has the fixed signing property tf and o&y tf G(a) has no defective 2- 
level components of even orbits and the odd orbits (if any) form a single 2- 
level component. 
It is straightforward to check using Corollary 3.2 that any complete graph 
has the fixed signing property, so Theorem 1.2 follows from this work. We 
have an application of Corollary 3.2 to complete bipartite graphs. 
COROLLARY 3.3. Let a be an automorphism of a complete bipartite 
graph G. Then a has the fixed signing property tf and only tf either 
(i) (a) has a single odd orbit on vertices; or 
(ii) (a) fixes both vertex parts of G and has at least one odd vertex 
orbit contained in each; or 
(iii) the two vertex parts of G have the same size, a interchanges the 
two parts, and (a) has a vertex orbit of length congruent to 2 modulo 4. 
Considering the inequality A(a) > r(a) -d(a), and the other remarks 
preceding Theorem 3.1, we find 
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COROLLARY 3.4. If a is an automorphism of a simple graph G, then 
G(a) has at least as many defective 24evel components as (a) has rough 
orbits on C(G). 
In another application of Theorem 3.1, we give a special condition 
sufficient for the fixed signing property to hold. For a connected graph G, let 
Rad G be the set of vertices adjacent to all other vertices of G. Then we have 
COROLLARY 3.5. If Rad G has odd order then G has the fixed signing 
property. 
As an application of Gaschiitz’s theorem, we will obtain 
THEOREM 3.6. Let p be an automorphism of G, and a a generator of the 
Sylow 2-subgroup of Q3). Then p has the fixed signing property if and only if 
a fixes a signing in each of the signed switching classes fixed by /?. 
(Note: /I may have the fixed signing property even when a does not.) 
COROLLARY 3.1. Let r= Aut G, and let S be a Sylow 2-subgroup of I-. 
Then the following three conditions are equivalent: 
(i) G has the fixed signing property; 
(ii) events 2-element of I has the fixed signing property; 
(iii) Every element of S has the fixed signing property. 
(Note: a 2-element a in a group r is one whose order is a finite power 
of 2.) 
To ideas of Cameron’s [ 1, 3.2 and 3.3) generalize readily to signed 
switching classes: 
LEMMA 3.8. Ifa E Aut Gjixes the signed switching class [f 1, and if (a) 
has an odd orbit on [f 1; then a fixes a signing in [f 1. 
THEOREM 3.9. If a E Aut G has an odd orbit on the spanning forests of 
G, then a has the fixed signing property. 
The next result on the fixed signing property, our last general one, was 
suggested by ideas in [ 1, Theorem 8.41. 
THEOREM 3.10. Let G be a graph with the following property: for each 
set X of vertices of G there exists a vertex v = v(X) such that the number of 
edges incident with v, and incident with exactly one vertex of X, is odd. Then 
G has the fixed signing property. 
Some graphs which have this property are: complete graphs with an odd 
582h/36/2-6 
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number of vertices; complete tripartite graphs Kl,s,t, where s and t are even; 
wheel graphs, where the number of spokes is not divisible by 3; and approx- 
imately 42% of all the labelled graphs with a fixed number of vertices. In 
fact, in a private communication Andrew Thomason has found the exact 
probability p,, that a random graph with n vertices (and edge probability i) 
cannot be partitioned into two nonempty sets such that each vertex is 
adjacent to an even number of vertices in the opposite part. The probabilities 
satisfy p2,,, _, = pzm , m > 2, and 
P,, = lfi (1 - 21-2i). 
Now Thomason’s count excludes some of the graphs which satisfy the 
hypothesis of Theorem 3.8; it is precisely the disconnected ones which are 
excluded. But almost all graphs are connected. Thus the difference between 
p,, and the probability that a random graph on IZ vertices satisfies the 
hypothesis of Theorem 3.8 tends to zero as n tends to infinity. 
The preceding examples are only partially satisfactory; the first three types 
always have the fixed signing property, by virtue of Corollary 3.5. And 
almost all graphs have no nontrivial automorphisms, so almost all graphs 
have the fixed signing property. 
Let ?;, be the graph whose vertices are the 2-subsets of a fixed n-set X, 
with two vertices adjacent if and only if they are disjoint. This is sometimes 
called the generalized Petersen graph, and its complement is the triangular 
graph T,,. 
COROLLARY 3.11. Assume n > 5. Then T, has thejixed signing property 
if and only if n = 1 or 2 (mod 4). 
One might suppose that a high density of edges in a graph would 
guarantee that the fixed signing property holds, but it is not so. 
COROLLARY 3.12. Let G be the complete graph on n 2 3 vertices with an 
edge deleted. Then G has the fixed signing property if and only if n is odd. 
The many proofs will now be given and occupy the remainder of this 
section. 
Proof of Theorem 3. I. As was remarked earlier, a has the fixed signing 
property and if and only if A(a) = v(a) - d(a). So the burden is to show that 
dim@‘)” is u(a) decreased by the number of rough orbits on C(G). 
Now Bi = im 6 c Vi, and using the duality relation im 6 = Ann(ker a), we 
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see that the annihilator of B’ is ker 3. Since B’ is a left H-module contained 
in I”, its dual is naturally isomorphic to the right FT-module VI/Ann B’ = 
V,/ker a N im a. Let B, denote the image im 8 s I’,,. Since B, is dual to B’, 
we see dim(B ‘)* = dim(Bt). 
Note that elements of B, are sums of vertices in sets X such that X 
intersects each connected component of G evenly (being spanned, as it is, by 
boundaries of all edges). On the other hand, a set of vertices is fixed by a if 
and only if it is a union of orbits of (a).. 
We will make use of the same isomorphism 4: Vg + P - that appeared in 
the proof of Theorem 2.2. Recall that w,,..., w, are the orbits of (a) on the 
vertices of G, 7’. is the binary vector space formed by formal linear 
combinations of the $i, vj = s(wj) E V,, is the sum of the vertices in Wj, the Ui 
form a basis for I’;, and 4 is the isomorphism determined by setting 
vjQ = wj, 1 <j < v(a). 
Let C = (G, ,..., G,) be any orbit of (a) on C(G), and let V(X) be the 
union of the vertex sets of the Gi. Then V(Z) is a union of vertex orbits, and 
let O(Z) be the set of those orbits which intersect the components of Z 
oddly. This set O(C) will be empty unless C is rough. Notice too that the sets 
O(C), as C varies over all orbits of (a) on C(G), are disjoint. 
We claim that B;$ consists of all sums of the form s(l), where I is a set of 
vertex orbits such that 11 n O(C)1 is even for all orbits C of (a) on C(G). 
Since I itself consists of all such sums where I is an arbitrary set of vertex 
orbits, this claim implies dim Bt# is v(a) minus the number of rough orbits 
of (a) on C(G). Thus it will suffice for this proof to prove the claim alone. 
Suppose w = s(J) lies in B;& where J is a set of vertex orbits. Suppose 
IJn O(E)] were odd for some C. Then each connected component in C 
would contain an odd number of vertices in the set X = lJwcJ cc). But this 
would contradict the fact that w = (s(X))4 lies in B,#. Thus lJn O(C)l is 
even for all C. 
Conversely, suppose IJ n O(C)] is even for all C. Then w = s(J) lies in 
V;@ ==?“, and UWEJ o intersects every connected component of G in an 
even number of vertices. Whence w E B;#, and the claim holds. I 
Proof of Corollary 3.2. This is immediate in light of the fact that, for a 
connected graph, the number of rough orbits of (a) on C(G) is 1 or 0 
according as a has an odd orbit on vertices or not. 1 
Proof of Corollary 3.3. This is merely a combination of Corollary 3.2 
with Lemma 2.3. First consider the case that (a) has an odd orbit on 
vertices; the fixed signing property holds if and only if d(a) = 1, and Lemma 
2.3(ii) gives conditions (i) and (ii) of Corollary 3.3. If (a) has no odd orbits, 
but fixes the vertex parts, then Lemma 2.3(ii) shows d(a) = 1, but there are 
no rough orbits on C(G). If a interchanges the two vertex parts, all vertex 
orbits are even, and Lemma 2.3(i) yields Corollary 3.3(iii). a 
206 ALBERT L. WELLS, JR. 
Proof of Corollary 3.4. This is a consequence of the remarks preceding 
Theorem 3.1. 1 
Proof of Corollary 3.5. Clearly any a E Aut G fixes the set Rad G. So 
(a) will have an odd orbit on the vertices of Rad G. But this odd orbit is 
adjacent to all vertices of G(a), so d(a) = 1. Furthermore, G is connected, so 
Corollary 3.2(ii) implies the conclusion. 1 
Proof of Theorem 3.6. This follows directly from certain remarks in 
Cameron’s paper [ 11: let [f ] be any signed switching class fixed by /3. Now 
view B’ as a right @)-module. Let D: (/I) -+ B’ be the derivation given by 
D:p’ +fli -J: (See the last seven paragraphs of [ 1, Sect. 21.) Let y be the 
image of D in the one-dimensional cohomology group of @) with coef- 
ficients in B’. Analogous with [ 1, 3.11, it is easy to see that y = 0 if and only 
if /3 fixes a signing in [f 1. Now y has an image, under restriction, in the 
corresponding group for (a). By Gaschiitz’s theorem [ 131, y = 0 if and only 
if this image is also 0. Thus p fixes a signing in [f ] precisely when a 
does. I 
Proof of Corollary 3.7. Clearly, (i) implies (ii) and (ii) implies (iii), so 
we assume (iii) and need only prove (i). Let /I be any element of Aut G, and 
a a generator for the Sylow 2-subgroup of @). Of course a is conjugate to 
an element a, of S, say (-‘a( = aO, for some [E Aut G. Now, for any 
signed switching class [f ] fixed by p, a,, fixes [ fc]. Thus there is a signing 
g E [fi] with ga, =g. Whence gc-’ E [f ] and (g[-‘)a =g[-‘ac<-’ = 
ga,C-’ = gc-‘. Thus a fixes a signing in [f 1, and a fixes a signing in every 
signed switching class fixed by /I. Now Theorem 3.6 applies, p has the fixed 
signing property, and finally this establishes that G has the fixed signing 
property. I 
Proof of Lemma 3.8. Let {f, ,..., f,) be an odd orbit of (a) on [f 1, where 
the& are viewed as elements of V’. Then f, + ... +f, lies in [f ] and is fixed 
by a. I 
Proof of Theorem 3.9. Let F be a spanning forest of G, and [f ] a signed 
switching class. Then there is a unique signing f (F) in [f ] which has sign + 
on all the edges of F. Now suppose a fixes [f 1, and let Q, = {FL,..., F,} be 
an odd orbit of (a) on spanning forests. Clearly R, = {f (F1),..., f (FJ} is an 
orbit of (a) on [f 1. Furthermore, the stabilizer off (F,) in (a) contains the 
stabilizer of F, in (a), so 152, ] divides ]a, 1. Whence ] R, ) is odd, and Lemma 
3.8 shows that a fixes a signing in [f 1. But [f ] could have been any signed 
switching class fixed by a, so a has the fixed signing property. m 
Proof of Theorem 3.10. As pointed out in Section 1, Z, = Ann B’. In 
EVEN SIGNINGS 207 
particular dim Z, = dim Vi - dim B’. Now it is possible to identify V, with 
its dual V’, by making use of the Aut G-invariant inner product ( , ) given 
by (Zzie,F, ZbieT) = .Zaibi. We assume that this identification has been 
made, so that Z, c I” is explicitly the set of even signings of G. 
By assumption Z, n B’ = (0). Then Z, and B’ are complements to each 
other in V’. So each coset of B’ (i.e., signed switching class) contains a 
unique element of Z, (i.e., even signing.) It is clear in this case that any 
automorphism of a switching class must fix its unique even signing. I 
Proof of Corollary 3.11. Fix an n-set X, whose elements we call atoms. 
Let V be the collection of 2-subsets of X and E the collection of unordered 
pairs of disjoint 2subsets. Thus V and E are the vertex and edge sets of 
G = T,,. The group r= Aut G is isomorphic to the symmetric group on X 
because n > 5, and any a E r acts on V, E, and X. For any element < in one 
of these sets, Iets O(c) be its orbit under (a). 
If n = 3 or 4 (mod 4), let a E r have cycle structure 1’4’ or 144’ on X. 
Then the zeroth 2-level of G(a) has three connected components, so G does 
not have the fixed signing property. 
Now suppose n = 1 or 2 (mod 4), and let a E r. According to Corollary 
3.7, it will suffice to consider the case that a is a 2-element. Then the cycles 
of a on V, E, and X all have lengths which are powers of 2. Say a has cycle 
structure 1”2b4r..., on X. Then the action of (a) on V has (;) + b fixed 
points. NOW these fixed points are the only vertices in the zeroth 2-level of 
G(a). We show that, if there are any fixed vertices, then they form a single 2- 
level component of G(a). 
Clearly we may assume ( ‘: ) + b > 2. If b > 1 there is a fixed vertex of the 
form {x, xa}. It is adjacent to any other fixed vertices which may be present, 
and they form one 2-level component. On the other hand, if b = 0 then a > 3. 
Now n = a (mod 4), so a > 5. Thus there are at least ( i ) vertices fixed by a, 
and they form a connected subgraph T, of T,,. So the zeroth 2-level of G(a) 
is connected. 
In light of Corollary 3.2, it only remains to show that every even orbit w  
of vertices lies in a favorable 2-level component. Let U(V) be an even orbit 
on V, where u = {xi, x2}. Say / G(v)1 = 2s. If u n uas = 0, then {u, ua’} E E 
and O(V) is a diagonal orbit. So we assume that u n uas # 0. Of course 
u # zIas, so assume without loss of generality that u n vas = Ix,}. Taking the 
image of both sides of that equation under as shows that x,as =x,. Thus 
10(x,)( divides s. In particular, a(G(x,)) < a(O(x,)) and 0(x,) # 0(x,). 
If /0(x,)/ > 4 let u = (x*(x, x2ast ‘}. Then u - u and a(O(u)) = 
a(O(v)) - 1. So O(u) belongs to a favorable 2-level component. 
On the other hand, lO(x,)l = 2 forces IO(x,)I = 1. Let X’ = 
X\W,)\W,h so a fixes X’. Because IX’ I = 2 or 3 (mod 4), there is an 
odd number of 2subsets of X’. Thus (a) has an odd orbit on the 2-subsets of 
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X’. Clearly this orbit is adjacent to O(v) in G(a), so O(V) belongs to a 
favorable 2-level component. I 
Proof of Corollary 3.12. Let G be K, with an edge e = {x, y) deleted. If n 
is odd then IRad GJ is odd and we apply Corollary 3.5. If n is even then any 
permutation a of the vertices fixing x and y and permuting the remaining 
vertices in cycles of even length has two defective 2-level components. 1 
4. APPLICATIONS TO (-1, l)-MATRICES 
If one considers signings of a complete bipartite graph, then isomorphism 
types of signed switching classes correspond to so-called H-equivalence 
classes of (-1, 1)-matrices. And by an observation of Cameron’s, they also 
correspond to fundamental polynomial invariants of the automorphism group 
of the folded cube. In this section we describe these correspondences and 
present the applications of the preceding work which they provide. 
Recall that a (-1, 1)matrix is a matrix whose entries are all l’s and -1’s. 
If A and B are (-1, 1)-matrices such that A can be obtained from B by 
permutations of rows and columns, and multiplications of rows and columns 
by -1, then we call A and B H-equivalent. This is a straightforward 
extension of the concept of H-equivalence used in the study of Hadamard 
matrices [lo, pp. 15161. 
Now if A = (aii) is any r by s (-1, 1)-matrix, then there is a signing of the 
complete bipartite graph K,,, which can be obtained from A : if (Vi: 1 < i Q r} 
and {wj: 1 <j < s) are the two vertex parts, let the edge {vi, wj} have sign 
aij. Clearly this establishes a one-one correspondence between all signings of 
a labelled K,,, and all r by s (-1, I)-matrices. Furthermore, two signings are 
switching equivalent if and only if their corresponding matrices are related 
by multiplications of rows and columns by -1. Indeed, the switching classes 
of two signings are isomorphic if and only if their representative matrices are 
H-equivalent. (We need to make a small restriction in the case that r = s: the 
statement is only accurate if we agree to ban automorphisms of K,., which 
interchange the two vertex parts. There is a matrix interpretation of such 
automorphisms, making use of the transpose. However, for the remainder of 
this paper we only work with the subgroup S, X S, of Aut K,,,.) 
Thus we obtain the enumeration of H-equivalence classes, which follows 
directly from Theorem 2.2. 
COROLLARY 4.1. The number e(r, s) of H-equivalence classes of (-1, l)- 
matrices of size r by s is 
e(r, s) = 
if- 2x, r!s? 
pa)-u(a)+dw 
’ , 5 
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where S, x S, is viewed as a group of automorphisms of K,,,, E(a) is the 
number of orbits of (a) on edges, v(a) is the number of orbits on vertices, and 
d(a) is given in Lemma 2.3. 
We rely on Molien’s theorem on the polynomial invariants of a linear 
group’. The reader is advised to consult Sloane’s paper [6] for an account of 
invariant theory, but we will review the pertinent facts here. 
If r = {P, ) is a finite group of complex matrices of order m, then there is 
a representation of r on the space C [x, ,..., x,] of complex polynomials in m 
indeterminates, given by the linear substitutions 
P,(f(x)) =f(Pex?. 
Here x = (x,, x2 ,..., x,J and xL denotes the transpose of x, and f(x) E 
@[Xl, X2,..., xm]. An invariant of r is a polynomial fixed by f in this action 
(or, for that matter, its dual.) Clearly the invariants of r form a linear 
subspace of C [x1 ,..., xm]. 
In our particular application, r will be a group of permutation matrices, 
and the effect of one of its elements P, on a polynomial will be to permute 
its variables. Now for any g = x:1x$2 .a. x2 E C [x1 ,..., x,], let g be the sum 
of the distinct images of g under r. This is clearly a homogeneous 
polynomial of degree s = k, + ..a + k, which is an invariant of r. 
The homogeneous invariants of r of degree s clearly form a subspace I, of 
c [x, ,--., xm]. Clearly I, has a basis consisting of all the distinct polynomials 
of the form g, where g = x:1 . .. x> for some nonnegative integers k, ,..., k, 
with k, + . -. + k, = s. 
This shows that the maximum number of linearly independent invariants 
of r which are homogeneous of degree s equals the number of orbits of r on 
the ordered partitions (k,, kz,..., k,) of s, where r acts by permuting the 
entries of the m-tuple. 
This provides the link between Molien’s theorem and our application. Let 
c, be the dimension of 1, over C. Form the generating function 
cc 
F(z) = ‘\’ c,zs. 
s=o 
Then Molien’s theorem states that 
F(z) = h zr (det(l- zP,))-‘. 
In fact it’s not hard to show that, if the permutation given by P, has j,(o) 
’ I am grateful to Dr. P. J. Cameron for his suggestion of the alternate formulation of this 
enumeration problem, and for his permission to include it here. 
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cycles of length i in its cyclic decomposition, i = 1,2,..., then det(l- zP,) = 
(1 - zp(u) (1 - zy.m) . . . . Thus we may rewrite F(z) as 
We now show that H-equivalence classes of (-1, 1)matrices of size I by s 
correspond to orbits of a group r on ordered partitions (k,,..., k,) of s, 
where m = 2’-’ and r is the automorphism group of the folded r-cube. 
First we note that the vertices of the r-cube can be taken to be the column 
vectors of r l’s and -l’s, where two vertices are adjacent if and only if they 
agree in every entry but one. We call two column vectors equivalent when 
they are equal or are the negatives of each other. Then the folded r-cube F, is 
the quotient graph, taking equivalent pairs as vertices. 
Let A be an r by s (-1, 1)-matrix. Let the vertices of F, be U, ,..., u, , 
m = 2’-‘, and set ki equal to the number of columns of A which lie in the 
class of ui. Clearly, this gives an ordered partition of s. Furthermore, 
multiplying the columns of A by -1 and permuting the columns has no 
effect on this partition. 
In fact, it should be clear now that H-equivalent matrices give rise to 
ordered partitions which lie in the same orbit of r= Aut F,. (All that needs 
to be checked is that the permitted row operations generate a group which is 
a homomorphic cover of r = Aut F,.) Conversely, given two ordered 
partitions of s which lie in the same orbit of r, one can easily construct 
matrices which give rise to the partitions in the standard way, and show that 
any two such matrices must be H-equivalent. Thus there is an alternate form 
for the numbers e(r, s): 
THEOREM 4.2 (Cameron). The number e(r, s) of H-equivalence classes 
of r by s (-1, l)-matrices equals the coeflcient of zS in the MacLaurin series 
for 
F,(z)=+ a;r (1 -z)-j+) (1 -z2))jY.., 
where r is the automorphism group of the folded cube F, and ji(a) is the 
number of i-cycles of a on vertices. 
Trivially, F,(z) = (1 - z))‘. Since Aut F, z S, on two vertices, and 
Aut F, 5 S, on four vertices, the polynomials F,(z) and F3(z) are relatively 
easy to determine. They are F*(z) = (1 -z)-’ (1 -2’))’ and F3(z) = 
(1 -z)-’ (1 -z2)-’ (1 - z3)-’ (1 -z4)-‘. The polynomial F4(z) has been 
computed by Cameron and simplified by Calderbank: F4(z) = (1 + z”) 
(1-z+z3+z4-z5+z6+z’-z9+z10)(1-z)-* (l--2))2 (l--3)-’ 
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(1 - z4)-’ (1 - z6)-‘. (The factor of degree 10 is irreducible over the 
rationals. It is not a cyclotomic polynomial.) Thus e(2, s) = [s/2] + 1, and 
the numbers e(3, s), 2 & s < 10, are 2, 3, 5, 6, 11, 15, 18, 23, which have a 
simple pattern in their first differences. 
Using the formula of Corollary 4.1, some of the values of e(r, s) for other 
r and s were obtained by use of the I.C.L. machine at the Computing Center 
of Oxford University. The known values of e(r, s) are given in Table I. (Note 
e(r, s) = e(s, r), so values are only given for r < s.) 
This technique of Cameron’s is quite general, and could be used in 
developing generating series for various equivalence classes of various types 
of matrices. For example, one could take r to be the group S, acting on the 
r-cube in order to enumerate isomorphism types of r by s (0, 1)-matrices 
under row and column permutations. 
Finally, we make an observation regarding switching equivalence of 
(-1, 1 )-matrices. Let A and B be (-1, 1)-matrices, say A = (aij) and 
B = (b,). If multiplying some of the rows and columns of A by -1 yields B, 
we say that A and B are switching equivalent. If A and B have the same size 
we define the Schur product A o B to be (a,b,). 
COROLLARY 4.3. Let A be a square (-1, l)-matrix, and At its transpose. 
Then the following three conditions are equivalent: 
(i) A is switching equivalent to a symmetric matrix; 
(ii) A is switching equivalent to A’; and 
(iii) each 2 by 2 submatrix of A 0 A’ has an even number of -1’s. 
Proof: Let G = K,., be the complete bipartite graph with vertex parts 
(vi: 1 < i < r} and {wj: 1 <j< r}. Let a E Aut G be the product of all the 
transpositions (Vi wi). Let f be the signing of G associated with A. Then fa is 
associated with A’. Clearly A is switching equivalent to A’ if and only if 
[f ] = [far]. But Corollary 3.3(iii) shows that a has the fixed signing 
TABLE I 
Known Values of e(r, s) 
r\s 1 2 3 4 5 6 1 8 9 10 
I 1 1 I 1 1 1 1 1 1 1 
2 2 2 3 3 4 4 5 5 6 
3 3 5 6 9 11 15 18 23 
4 12 18 35 54 94 140 
5 39 101 228 
Note. I <r<s< 10. 
582b/3612-7 
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property. Thus [f ] = [fa] if and only if f is switching equivalent to a 
signing fixed by a, that is, if and only if A is switching equivalent to a 
symmetric matrix. We see, then, that both (i) and (ii) are equivalent to the 
condition [f] = [for]. C ameron has pointed out in a private communication 
that two signings of K,,, are switching equivalent if and only if the product 
of edge signs of each K,,, subgraph is the same for each signing. Applying 
this to f and fa, interpreted as matrices, we have that [f ] = [fa] if and only 
if each 2 by 2 submatrix of A has the same product of its entries as the 
corresponding 2 by 2 submatrix of A t. This is equivalent to each 2 by 2 
submatrix of A o A’ having an even number of -1’s. 1 
Note. In fact, in Corollary 4.3(iii) it will suffice to examine all 2 by 2 
submatrices where one row and one column are fixed. 
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