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We study (1 + 1)-dimensional SU(N) spin systems in the presence of the global SU(N) rotation
and lattice translation symmetries. By matching the mixed anomaly of the PSU(N)×Z symmetry
in the continuum limit, we identify a topological index for spin model evaluated as the total number
of Young-tableaux boxes of spins per unit cell modulo N , which characterizes the “ingappability” of
the system. A nontrivial index implies either a ground-state degeneracy in a gapped phase, which
can be regarded as a field-theory version of the Lieb-Schultz-Mattis theorem, or a restriction of
the possible universality classes in a critical phase – the symmetry-protected critical phase, e.g.
only a class of SU(N) Wess-Zumino-Witten theories can be realized in the low-energy limit of the
given lattice model in the presence of the symmetries. Similar constraints also apply when a higher
global symmetry emerges in the model with a lower symmetry. Our prediction agrees with several
examples known in previous studies of SU(N) models.
Introduction.— Identification of the phase of a many-
body quantum system is an important but in general
hard problem in condensed matter physics. Quite of-
ten, symmetries play an essential role in determining the
phase. As a notable example, Lieb-Schultz-Mattis (LSM)
theorem and its generalizations [1–5] state that a lattice
model cannot be a trivial symmetric insulator if the filling
per unit cell is fractional and if the translation symmetry
and particle number conservation are strictly imposed.
This gives a strong constraint on possible gapped phases
realized in a given microscopic model. On the other hand,
classification of critical phases is also an important prob-
lem. In addition to the quantum critical points between
gapped phases, many stable critical phases have been
found numerically and experimentally [6–8]. However,
the reason of such stability is not completely understood.
Moreover, much less is known about universal constraints
on the critical phases, while a related proposal has been
addressed in SU(2) spin chains recently [9].
Systems with global symmetries higher than the con-
ventional U(1) or SU(2), in particular the SU(N) sym-
metry are of intense interest. For a long time, SU(N)
symmetric systems have been studied as a theoretical toy
model to understand the “physical” SU(2) spin systems.
Recently, moreover, “spin” systems with an SU(N) sym-
metry with N > 2 are realized in ultracold atoms on
optical lattices [10–17]. A realization in spin-orbital sys-
tems is also suggested [18]. Thus the study related to
the phase diagrams of SU(N) spin systems is of real-
istic interest in its own. Furthermore, even when only
the SU(2) spin-rotation and translation symmetries are
imposed, they can be enhanced to higher symmetries.
For example, the spin-1 bilinear-biquadratic chain has
an explicit SU(3) symmetry at a special point called as
the Uimin-Lai-Sutherland model [19–21]. Higher symme-
tries can also emerge in the thermodynamic limit, even
if the microscopic model does not have such symmetries
exactly. For example, an emergent SU(3) symmetry is
found in a critical spin-2 chain [22]. It would be im-
portant to find universal constraints on such symmetry
enlargements.
In this Letter, we focus on fundamental constraints
on the phase diagrams of (1 + 1)d SU(N) spin systems
with spin-rotation symmetry and lattice translation sym-
metry. Our approach is based on the idea of ’t Hooft
anomaly matching [23], which has been used to investi-
gate infrared behaviors of strongly coupled systems (for
examples, see recent works [24–29]). Specifically, we iden-
tify a topological quantity for a lattice spin model that
matches the “anomaly” of the relevant symmetries in the
low-energy phases and is given by the total number of
Young-tableau boxes of spins per unit cell modulo N .
It predicts whether the system admits a unique gapped
ground state and further restricts ground-state degenera-
cies (GSDs) in gapped phases. Our result agrees with the
SU(N) generalization of the LSM theorem [2]. In addi-
tion, it imposes constraints on possible critical phases,
going beyond the scope of the LSM-type theorems. That
is, we postulate a classification of symmetry-protected
critical (SPC) phases regarding the Wess-Zumino-Witten
(WZW) universality classes of the SU(N) spin models
based on the anomaly matching, generalizing the pro-
posal for the SU(2) case [9].
Moreover, we also obtain a constraint on a higher
SU(N ′) symmetry with N ′ > N in a model with the
SU(N) symmetry only by matching their symmetry
anomaly. As a special example, such restriction can ex-
plain that SU(3) symmetry enlargement has not (ac-
tually cannot) been found in SU(2) and translation-
symmetric half-integer spin chains. This demonstrates
2the power of our anomaly-based approach, and would
pave a new way to discuss symmetry enlargements in
general.
Translationally invariant SU(N) spin system in 1 + 1
dimensions and the LSM index — We consider a generic
(1 + 1)d SU(N) spin system described by a Hamiltonian
HSU(N) with the translation symmetry and an SU(N)
spin-rotation symmetry specified by the projective spe-
cial unitary group PSU(N). Here the system is subject
to periodic boundary condition and the translation de-
fines a unit cell consisting of, for generality, multiple spins
and forms a discrete group Ztrans in the thermodynamic
limit. A typical example of such a system is the SU(N)
Heisenberg antiferromagnetic (HAF) model
HHAF = J
∑
〈i,j〉,α,β
Sαi,βS
β
j,α, J > 0. (1)
where α and β are the spin indices that take values among
1 to N and the SU(N) generators satisfy the following
su(N) Lie algebra commutation relations:[
Sαi,β , S
γ
j,δ
]
= δi,j
(
δαδ S
γ
i,β − δ
γ
βS
α
i,δ
)
. (2)
The first question to be asked is whether HSU(N) has a
trivial symmetric gapped ground state (a translationally
invariant SU(N) singlet). Here we give an approach to
answering this question, based on the idea of symmetry
anomalies.
The microscopic symmetry group PSU(N) × Ztrans
of the spin system, which incorporates both on-site and
non-on-site symmetries, transmutes to a purely internal
symmetry group PSU(N)×Z in the continuum effective
field theory (EFT) that describes the system in the low-
energy limit. While both Ztrans and Z are the infinite
cyclic group, we emphasize the non-on-site nature of the
lattice translations by denoting Ztrans. In the EFT, there
is possibly a conflict between the internal PSU(N) and Z
symmetries: they might have a mixed ’t Hooft anomaly,
that is, gauging one symmetry causes the breakdown of
the other [30]. An example of such a mixed PSU(N)−Z
anomaly is the phase ambiguity of the partition func-
tion of a low-energy EFT, e.g. the SU(N) WZW con-
formal field theory (CFT) (which we will discuss later),
under a Z transformation after coupled to a background
PSU(N) gauge field. This type of anomaly of the EFT
can be traced back to the non-on-site nature of the lat-
tice translation in the microscopic lattice model [31–35],
and there should be, based on the concept of ’t Hooft
anomaly matching, a quantity that can be determined
from the underlying lattice model and matches the mixed
anomaly in the continuum limit. We call such a quantity
as the LSM index IN :
LSM index IN ←→ mixed PSU(N)− Z anomaly. (3)
The LSM index defined above is a topological quan-
tity that is independent of the underlying spin interac-
tions and characterizes the “ingappability” of a spin sys-
tem. That is, any (1 + 1)d spin model with a nontriv-
ial index is “ingappable” as long as both PSU(N) and
Z
trans symmetries are respected: the system can be in
either a symmetric gapless phase or a phase with spon-
taneous symmetry breaking, e.g. a Ztrans-broken gapped
phase or a PSU(N)-broken gapless phase [36]. This is
implied by the relation between symmetry anomalies (at
low energy) and ingappability, which has been studied on
the boundary theories of symmetry-protected topological
(SPT) phases [37–42].
In order to identify the mixed anomaly – and hence
the LSM index – in (1 + 1)d systems, it is useful to
introduce related (2 + 1)d SPT phases via boundary-
bulk correspondence. An ingappable (1 + 1)d systems
in the presence of the symmetries may be regarded as
the edge state of a nontrivial (2 + 1)d SPT phase. The
(2+1)d bosonic SPT phases protected by an internal
PSU(N) × Z symmetry are classified by the third co-
homology H3(PSU(N)×Z, U(1)) [53]. According to the
Ku¨nneth formula, it can be decomposed as
H3(PSU(N)× Z, U(1))
∼= H3(PSU(N), U(1))⊕H2(PSU(N), U(1)). (4)
The first factor H3(PSU(N), U(1)) ∼= Z represents the
(2 + 1)d SPT phases protected solely by the PSU(N)
symmetry. Their edge states cannot be realized in
purely (1 + 1)d lattice models and thus are not of our
interest here. On the other hand, the second factor
H2(PSU(N), U(1)) ∼= ZN represents the (2 + 1)d SPT
phases protected by both the PSU(N) and the Z sym-
metries, and the anomaly manifested in their edge states
is exactly the mixed anomaly in the low-energy states of
the (1 + 1)d systems we are looking for.
The mixed anomaly of PSU(N) × Z can be deduced
from the effective action for the (2+1)d SPT phase cou-
pled to a PSU(N) × Z background field, as discussed
in [54]. As a result, we find that it is represented by a ZN
number, bρ mod N , associated to an SU(N) represen-
tation (rep.) ρ, where bρ is the number of Young-tableau
(YT) boxes in ρ. Then, for a translationally invariant
spin chain with an SU(N) rep. λ per site (unit cell),
the above form of the mixed anomaly implies, from the
matching condition (3), its LSM index must be IN = bλ
mod N . For a more general SU(N) model, the LSM in-
dex is given by the total number of YT boxes summed
over all spins inside the unit cell:
IN = (# of YT boxes per unit cell) mod N. (5)
This can be argued in the following way. Suppose there
is a collection of SU(N) spins with YT reps. {λi} within
a unit cell. Then, we rearrange the system into a system
of coupled spin chains, each of which has a λi-rep. spin
per site. Due to the additivity of anomaly factors and the
definition (3), the LSM index of the whole system is just
3Model YT IN GSD IR CFT; m Mixed anomaly
SU(3) trimer model [43] 1 mod 3 3 ∈ 3N - -
SU(3) 10-VBS model [43] 0 mod 3 1 ∈ 1N - -
SU(6) 70-VBS model [44] 3 mod 6 2 ∈ 2N - -
S-3/2 TBmodel[45, 46] 1 mod 2 - SU(2)3 WZW; 1 1 mod 2
H
[3,2] AJ model[47, 48] 2 mod 3 - SU(3)2 WZW; 1 2 mod 3
SU(3) 1×2-YT HAF[49, 50] 2 mod 3 - SU(3)1 WZW; 2 2 mod 3
SU(9) 2×1-YT HAF[51] 2 mod 9 - SU(9)1 WZW; 2 2 mod 9
SU(3) 2-leg ladder [52] ⊗ 2 mod 3 - SU(3)1 WZW; 2 2 mod 3
TABLE I. Examples of gapped and critical SU(N) spin systems. For the first three gapped exactly solvable models, the actual
GSDs are consistent with our constraint (6). For the following critical models, the numerically proposed IR CFTs in the fifth
column obey SPC classification specified by (10). VBS: Valence-bond-solid; TB: Takhtajan-Babujian; AJ: Andrei-Johannesson.
the sum of the associated indices of these spin chains,
which equals the total number of YT boxes
∑
λi
bλi per
unit cell in the original model, namely, Eq. (5). In Ta-
ble I (the third column), we list the LSM indices for sev-
eral SU(N) models with given YT reps. per unit cell.
A system with a nonzero LSM index (IN 6= 0 mod N)
must exhibit nontrivial low-energy behaviors in connec-
tion with the ingappability mentioned earlier, as we will
elaborate in the following.
Ground-state degeneracy associated with a spontaneous
broken translation symmetry — First let us assume that
the system has a non-zero gap above the ground state(s).
In this case, a non-zero LSM index implies GSD, as in
the case of the existing LSM-type theorems. Here we
derive the degeneracy based on the mixed anomaly. By
considering a family of the LSM indices pIN associated
with lower translation symmetries pZtrans ⊆ Ztrans for
p ∈ N of an SU(N) spin model, we obtain a restriction
on the GSD of any gapped phase of this model [54]
GSD ∈
N
gcd(IN , N)
N, (6)
and the translation symmetry is spontaneously broken to
at least N/gcd(IN , N) of unit cells, realizable by exactly
solvable models [44]. This indeed corresponds to the LSM
theorem for the SU(N) spin chain [2], with an explicit
statement on GSD. In the first two rows of Table I, we
list the exactly solvable SU(3) trimer and 8-VBS models
– analogs of SU(2) dimer and AKLT models – whose
ground states break and respect a single-site translation
symmetry, respectively. Their GSDs (shown in the fourth
column) are consistent with the constraint (6).
Constraint on critical WZW SU(N)k universality
classes — Next we consider the other possibility, namely
when the system is gapless. While the usual LSM-type
theorems do not give any further restriction in this case,
the anomaly-based approach leads to constraints on the
possible universality class of the gapless critical phase.
The most natural universality classes of a critical SU(N)
spin model is the SU(N) WZW theories, with the global
SU(N) and conformal symmetries. Their action is given
as
kI(g) =
k
8pi
∫
M2
dtdxTr
(
∂µg
−1∂µg
)
+ kΓWZ,
ΓWZ =
1
12pi
∫
B:∂B=M2
dtdxdyTr(dgg−1)3, (7)
where k is an integer called level, g is an SU(N) matrix-
valued field, and Tr is the conventional matrix trace. The
level k characterizes the SU(N) WZW theory, and we
denote the SU(N) WZW theory of level k as SU(N)k
WZW. The Wess-Zumino term ΓWZ is defined as an
extended integral onto an auxiliary manifold B whose
boundary is M2, and a consistent CFT is independent
on such extension. The lattice translation symmetry in
the infrared becomes a discrete “axial” symmetry [55]
g → e2piim/Ng, (8)
which forms a Zn group with n = N/gcd(m,N) and the
integer m defined modulo N . (Note that any low-energy
effective symmetry associated to the translation symme-
try must be a subgroup of Z.) On the other hand, the
on-site spin-rotation symmetry corresponds to the vec-
tor PSU(N) symmetry, a diagonal subgroup of a larger
[SU(N)L×SU(N)R]/ZN symmetry, in the WZW theory.
As PSU(N)×Zn is exact as a global symmetry of the
(quantum) WZW theory, there might be ’t Hooft anoma-
lies of it, including the mixed one between PSU(N) and
Zn and the one for Zn itself [56]. However, only the mixed
anomaly is relevant to the physics characterized by the
LSM index, while the the other one is an “emergent”
4anomaly which only characterizes ingappability against
infinitesimal perturbations around criticality [33, 34] and
is irrelevant to the situation we consider here.
One way to visualize the mixed anomaly in the WZW
theory is to make use of the equivalence between SU(N)k
WZW theory to U(kN)1/U(k) constrained Dirac fermion
(CDF) theory [57, 58] and then compute the Zn ax-
ial anomaly in the CDF theory coupled to a back-
ground PSU(N) gauge field. More explicitly, we show
that [54] there is a phase ambiguity of the WZW/CDF
partition function with a background PSU(N) field un-
der the Zn transformation (8), which takes the form
exp
(
2piikm
∫
M2
w(P )/N
)
, where P is the underlying
PSU(N) bundle (over M2) and w(P ) ∈ H
2(M2,ZN ) ∼=
ZN . From this fact, we deduce that the mixed PSU(N)−
Zn anomaly for any SU(N)k WZW theory with m de-
fined by Eq. (8) is characterized by a mod-N integer
km mod N. (9)
Note that the anomaly computed here is actually the
mixed PSU(N)− Z anomaly discussed before, since the
value of the mixed anomaly is unchanged when Zn is
extended to Z (by nZ); see similar discussions in [33, 34].
Then, by the definition of the LSM index (3) and also
the way we represent it, we conclude that an SU(N)
model with an index IN at the lattice scale, when flowing
to some SU(N)k WZW CFT in the infrared, must obey
IN = km mod N. (10)
Constraints on the 1 + 1d SU(N) spin models and
symmetry-protected critical phases.— Summarizing the
above discussion, we obtain the following statement
based on the matching condition, which includes the
SU(N) version of the LSM theorem: If a spin model
with an exact SU(N) spin-rotation and lattice transla-
tion symmetries has a nontrivial LSM index IN (5), that
is, the total umber of Young-tableau boxes per unit cell is
not divisible by N , the system must either
• have degenerate ground states below the gap, with
the multiplicity (6), or
• have gapless excitations. If the low-energy EFT is
given by an SU(N) WZW theory, its level is con-
strained by the matching condition (10).
The latter half of the statement implies an SPC clas-
sification of the gapless critical systems with the global
SU(N) rotation and the lattice translation symmetries.
That is, between the two fixed points corresponding to
SU(N)k and SU(N)k′ WZW theories with the represen-
tation of the translation symmetry (8) with the factors
m and m′, a renormalization-group (RG) flow is only
possible if km = k′m′ mod N .
Our constraints are consistent with massless RG flows
proposed in the literature [50, 52, 59, 60]. In Table I,
we list several critical phases of SU(N) spin systems
with their numerically proposed IR CFTs in the fifth
column. The mixed anomalies of these CFTs in the
sixth column calculated by Eq. (9) exactly match their
LSM indices in the third column, consistent with our
“anomaly matching” in Eq. (10) and each CFT belongs
to a certain SPC class of the underlying spin system.
More specifically, the quantity m of each IR CFT is cal-
culated by the peak κ = 2pim/N of the structure fac-
tor defined as the Fourier transform of spin-spin corre-
lations C(r) ≡
∑
α,β〈S
α
r,βS
β
0,α〉 [51]. In addition, per-
turbative half-integer-spin TB models are permitted to
flow to SU(2)1 WZW theory with m = 1 since the CFT
mixed anomaly matches their LSM indices, reproducing
the SU(2) SPC classification [9].
Critical phases with higher symmetries — It is possible
that an SU(N) model can have a critical phase described
by an SU(N ′)k′ WZW CFT with N
′ > N . In this case,
the critical theory is constrained, regarding the level k′
and the Z symmetry represented by g → e2piim
′/N ′g, by
the SU(N) LSM index IN of the spin model through the
following condition [54]
IN ·
N ′
gcd(N ′, k′m′)
= 0 mod N. (11)
As a special example, an SU(2) spin chain with a half-
integer spin per unit cell does not admit any critical phase
described by the SU(N ′) WZW CFT for any odd integer
N ′, which explains SU(3) symmetries are only found in
integer-spin models [19–22]. Furthermore, if the SU(N)
spin model has an explicit symmetry enhancement (from
SU(N) to SU(N ′)) leading to the occurrence of a higher-
symmetry critical phase, one can use a finer LSM index
IN ′ associated to the enlarged SU(N
′) symmetry than
the original index IN to make further constraints on the
possible critical theories. For example, the SU(2) spin-1
Uimin-Lai-Sutherland model [19–21], which exhibits an
explicit SU(3) symmetry and can be expressed as an
SU(3) HAF model with fundamental representation per
site (unit cell), has a nontrivial SU(3) LSM index I3 = 1
mod 3 (while its SU(2) LSM index I2 is trivial), con-
sistent with the existence of the SU(3)1 WZW critical
theory (with m′ = 1) of this model.
Conclusions.— We proposed a topological “LSM in-
dex” to diagnose the ingappability of a generic SU(N)
spin system in 1+ 1d with the spin-rotation and transla-
tion symmetries, based on the mixed ’t Hooft anomaly. It
leads to a constraint on the GSD if the system is gapped
(LSM theorem), or on the possible critical theory if the
system is gapless. Another implication is that SU(N)
WZW universality classes, which are SPC phases of the
spin systems, fall into a ZN classification. Furthermore,
the formalism can be applied to cases where a higher
SU(N ′) symmetry emerges in an SU(N)-symmetric sys-
tems, to derive constraints on the possible phases with
the emergent symmetry. We have verified that our re-
5sults are consistent with several previous results listed in
Table I. Our approach is systematic and is not restricted
to SU(N). We believe that it will be useful to further
explore SPC phases, in particular those with emergent
symmetries.
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7SUPPLEMENTAL MATERIALS
Mixed PSU(N) − Z anomaly
The correspondence between mixed PSU(N)− Z anomalies and elements of H2(PSU(N), U(1)) can be seen in a
more explicit way, based on a similar argument in [34] for the case of PSU(2) = SO(3) symmetry, when we write
down the bulk effective action of a (2+1)d SPT phase (protected by both PSU(N) and Z symmetries) coupled to a
PSU(N)× Z background field:
Sbulk =
2pii
N
∫
X3
af∗(α). (12)
Here X3 is the bulk three-manifold, a ∈ H
1(X3,Z) ∼= Z is the background Z gauge field, f is a classifying map from
X3 to BPSU(N) – the classifying space of PSU(N), and α ∈ H
2(BPSU(N), U(1)) = H2(PSU(N), U(1)) (so the
pullback class f∗(α) ∈ H2(X3,ZN ) ∼= ZN is a characteristic class – a generalization of the second Stiefel-Whitney
class in the case N = 2 – of the background PSU(N) bundle over X3). Then, based on the expression of Sbulk as well
as on the fact that elements of H2(PSU(N), U(1)) are represented by projective classes of SU(N) representations,
which correspond to numbers of YT boxes in SU(N) representations [61], we conclude that any mixed anomaly of
PSU(N)× Z can be represented (by the bulk-boundary correspondence) by a ZN number
bρ mod N (13)
associated to some (linear) representation ρ of SU(N), where bρ is the number of YT boxes in ρ.
Constraint on the ground-state degeneracy by the LSM index
Let us define the generator of Ztrans as T . Correspondingly, T p is the generator of pZtrans. The index related to
pZtrans is equal to pIN , which is trivial (that is, pIN = 0 mod N) if and only if p ∈ p0N, where p0 ≡ N/gcd(IN , N).
It means that the gapped phase is permitted to have no SSB in pZtrans only if p ∈ p0N, while pZ
trans must be
spontaneously broken if p /∈ p0N when gapped by a symmetry-respecting perturbation.
As the first case that IN = 0 mod N , we can see that pZ
trans is not necessarily spontaneously broken for any integer
p ∈ N. Therefore, a trivial symmetric gapped phase is consistent with the imposed symmetry and the ground-state
degeneracy NGSD ∈ N, which is not restricted.
On the other hand, if IN 6= 0 mod N , given by a fixed ground state |G.S.〉0, T
m|G.S.〉0 is also a ground state
but not necessarily differs from |G.S.〉0 since the spin-chain Hamiltonian is translationally invariant, We claim that
{T m|G.S.〉0 : m = 1, 2, · · · , p0} consists of exactly p0 of distinct quantum states. If not so, let us assume, without
loss of generality, that 1 ≤ m1 < m2 ≤ p0 such that T
m2 |G.S.〉0 = T
m1 |G.S.〉0 up to a trivial phase factor. Then
acting on both side by T −m1 , we obtain that T m2−m1 |G.S.〉0 = |G.S.〉0, which means no SSB for (m2 −m1)Z
trans.
This implies (m2 −m1) ∈ p0N, which contradicts with the fact that 0 < (m2 −m1) < p0.
Consequently, p0 is the lower bound of ground-state degeneracy of gapped phases and the translation operator T
must be acted p0N times on any ground state to transform back to itself again. Assume p0w1 and p0w2 are, respectively,
the minimal times to translate T m1 |G.S.〉0 and T
m2 |G.S.〉0 back to themselves. Specifically, wm2 is the minimal
positive integer such that T p0wm2 T m2 |G.S.〉0 = T
m2 |G.S.〉0. Then we act on both sides of T
p0wm1T m1 |G.S.〉0 =
T m1 |G.S.〉0 by T
m2−m1 which implies T p0wm1T m2 |G.S.〉0 = T
m2 |G.S.〉0. Thus, by definition of wm2 , we obtain
wm1 ≥ wm2 . Similarly, wm1 ≤ wm2 , which means wm1 = wm2 is equal to a non-universal integer w determined by
detailed information of the system. It can then be concluded that the ground-state degeneracy is restricted to be a
multiple of p0, namely
GSD ∈
N
gcd(IN , N)
N, (14)
and the ground state spontaneously breaks the translation symmetry down to a nonzero multiple of N/gcd(IN , N).
Mixed PSU(N)− Zn anomaly in SU(N)k WZW theory
In this part, we characterize the mixed PSU(N) − Zn anomaly in SU(N)k WZW theory on any orientable two-
dimensional manifold M2 with Zn in the form of Eq. (8).
8Constrained Dirac fermion (CDF) theory
It is useful to consider the following algebraic equivalence
SU(N)k ∼
U(kN)1
U(k)
(15)
which implies that, the left-hand side represented by SU(N)k WZW theory can be realized by U(kN)1 CFT with
su(k)N ⊕ u(1) modded out. Since u(kN)1 can be represented by the k-color N -flavor free complex fermion theory.
Thus SU(N)k WZW theory is equivalent to the complex fermion theory coupled to color-SU(k) and charge-U(1)
gauge fields, which is called U(kN)/U(k) constrained Dirac fermion (CDF) theory.
Furthermore, we need to couple to U(kN)/U(k) CDF theory a background PSU(N) gauge field to calculate the
mixed PSU(N)− Zn anomaly where the Zn transformation, on the fermionic side, takes the form of
T : ψc,α → exp (−ipiσ3m/N)ψc,α (16)
where the z-component Pauli matrix σ3 carries the chirality index “±” of ψc,α ≡ [ψ+,c,α, ψ−,c,α] and the PSU(N)
transformation acts on the α-flavor degrees of freedom. Thus we obtain the gauged CDF (GCDF) theory:
ZCDF[APSU(N)] =
∫
DAU(k)D
(
ψ¯, ψ
)
exp
[
i
∫
ψ¯iγµ(∂µ −Aµ)ψ
]
,
by introducing the background gauge field A ∈ u(1)⊕ su(N)⊕ psu(k) = u(1)⊕ su(N)⊕ su(k).
It should be noted that, although the gauge field A is the connection on principal bundle of the matrix group
PSU(N) × U(k) where “×” denotes a direct product. We define the following groups (G, ∗) and (H, ∗) by direct
product “×”:
G ≡ U(N)× U(k); (17)
H ≡ {(uIN×N , Ik×k)|u ∈ U(1)} , (18)
where the group operation “∗” is naturally defined as matrix product component by component.
Since PSU(N) = PU(N) = U(N)/U(1) where U(1) represents a U(1) center of U(N) that consists of diagonal
matrices, therefore,
PSU(N)× U(k) =
U(N)
U(1)
× U(k) =
U(N)× U(k)
H
= G/H, (19)
where the quotient over H is naturally induced from the inclusion U(1)→ H that U(1) elements are put into the first
component of those of H .
Fundamental group of G/H
H is a closed subgroup of Lie group G which implies that G is homeomorphic with a H-principal bundle over base
space G/H . Therefore, together with the pairwise-connectedness of G and G/H , we have the following long exact
sequence:
. . .→ pin(H)
i∗−→ pin(G)
f∗
−→ pin(G/H)
∂∗−→ pin−1(H)→ . . . ,
where Im(f∗) = Ker(∂∗) and Ker(f∗) = Im(i∗). f∗ is induced by the quotient or explicit direct product:
f(gU(N), gU(k)) = gU(N) ⊗ gU(k), (20)
i∗ is induced by inclusion, and ∂∗ is induced by boundary mapping. Here “⊕” denotes a tensor product.
We take n ≡ 2l + 1 as general odd number which is n = 1 or l = 0 for our case:
. . .→ pi2l+1(H)
i∗−→ pi2l+1(G)
f∗
−→ pi2l+1(G/H)
∂∗−→ pi2l(H)→ . . . , (21)
However, since H is path-connected and H ∼= S1, we get
pi2l(H) = 0, (22)
9which implies Ker(∂∗) = pi2l+1(G/H) and surjective f∗. Moreover,
pi2l+1(G/H) = pi2l+1(G)/Ker(f∗) = pi2l+1(G)/Im(i∗), (23)
where “=”s above represent group isomorphism.
In addition, any transition function γ(θ) defining principal bundle P (S2l+2, G/H) is classified by pi2l+1(G/H) where
the multi-component θ parametrizes the equator S2l+1. However, due to the surjective f∗, there exists a “loop” or a
transition function γ˜(θ) ∈ G defining P˜ (S2l+2, G) so that f(γ˜(θ)) = γ(θ). Therefore, for any P (S2l+2, G/H) bundle,
its transition function can be canonically decomposed into the elements in G:
t(θ) = f(γ˜(θ)) = u(θ)⊗ v(θ) (24)
with single-valued u(θ) and v(θ) which, by themselves, respectively, can define a P (S2l+2, U(N), u) and a
P (S2l+2, U(k), v) bundles.
As a special situation, in our case of l = 0, more simplification can be done. First,
pi1(G/H) = pi1(G)/Im(i∗) = pi1(G)/i∗(pi1(H)). (25)
Generally, we have the following homeomorphism:
U(N) ∼= U(1)× SU(N), (26)
U(1) ≡ diag[1, 1, · · · , 1, det(U(N))]. (27)
Thus, since pi1(SU(N)) = pi1(SU(k)) = 0,
pi1(G/H) ∼= pi1(G)/i∗(pi1(H)) = pi1(U(1))× pi1(SU(N))× pi1(U(1))× pi1(SU(k))/ ∼= pi1(U(1))× pi1(U(1))/ ∼
= (Z⊕ Z)/ ∼ (28)
where we have used that the fact that pi1(SU(N)) is trivial, and Z ⊕ Z is represented by an ordered integer pair
〈n1, n2〉:
〈n1, n2〉 ≡ diag[1, 1, · · · , 1, exp(in1θ)]N×N × diag[1, 1, · · · , 1, exp(−in2θ)]k×k, (29)
where × by convention denotes direct product and all the “=” is understood as equivalence modulo homotopy. The
relation “∼” is defined by identification of i∗(pi1(H)) with the trivial element of pi1(G). Since pi1(H) ∼= Z has a
generator as
h ≡ (exp(iθ)IN×N , Ik×k) (30)
and, for any element hW ∈ pi1(H) with W ∈ Z,
i∗(h
W ) = i∗ ((exp(iWθ)IN×N , Ik×k)) = 〈WN, 0〉, (31)
where “=”s are equivalence modulo homotopy. It implies that 〈n1, n2〉 ∼ 〈n
′
1, n
′
2〉 if and only if
∃W ∈ Z s.t. n′1 = n1 +WN, n
′
2 = n2, (32)
which means that [n1, n2] lives on a strip, or that the equivalence relation can be equally imposed by restriction
1 ≤ n1 ≤ N,n2 ∈ Z. Then we obtain the corresponding element generating pi1(G/H) as
γ[n1 mod N,n2] = diag[1, 1, · · · , 1, exp(in1θ)]N×N ⊗ diag[1, 1, · · · , 1, exp(−in2θ)]k×k (33)
where we use the fact that “∼=” in the first line of Eq. (28) is the isomorphism by f∗.
The above arguments can be equivalently stated that we can further decompose γ˜(θ) into an element in U(1) ×
U(1)× SU(N)× SU(k). Since pi1(SU(N)) = pi1(SU(k)) = 0, we can further homotopically drag γ˜(θ) canonically to
γ˜a(θ) ∈ U(1)× U(1) ⊂ U(1)× U(1)× SU(N)× SU(k) by continuous F (θ, s) with s ∈ [0, 1]:
F (θ, s) =
{
γ˜(θ), s = 0
γ˜a(θ), s = 1
, (34)
which naturally induces the homotopy of γ(θ) due to continuity of f :
f ◦ F (θ, s) =
{
γ(θ), s = 0
γa(θ), s = 1
, (35)
where γa(θ) ∈ U(1) ⊂ G/H .
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Generalized clutching construction
Any two-dimensional orientable manifold M2 can be obtained by a quotient map p : D → M with the domain
as a two-dimensional closed disk D with ∂D = S1 having an internal point x0 ∈ D
o. For instance, a sphere can be
obtained by pasting the left and the right halves of ∂D and a torus T 2 can be given by identifying opposite edges of
four arcs of ∂D. In general p|Do is an inclusion while p|∂D defines a pasting rule of points on ∂D [62].
Then, since p is surjective, we can define two patches of M2 by M = U1 ∪ U2 with
U1 ≡ p(D − {x0}); U2 ≡ p(D − ∂D). (36)
We take any continuous function γ¯ : D − {x0} → G/H and there exists a standard construction [63] of a principal
G/H-bundle P with the following trivializations φi : Ui ×G/H → P satisfying, for any (p(x), g) ∈ (U1 ∩ U2)×G/H
(g ∈ G/H),
φ1(p(x), γ¯(x)g) = φ2(p(x), g), (37)
which means that γ¯◦p(x) serves as a transition function on the intersection U1∩U2. Since G/H is pathwise-connected,
the equivalence class of principal bundle {[P (M2, G/H)]} has a one-to-one correspondence with {[γ¯|∂D]} = pi1(G/H)
for any two-dimensional orientable closed manifold M2 [62]. Moreover, we can take a submanifold S = S
1 in the
interior (D−{x0})
o such that S1 winds x0 once. Then the straight-line homotopy from ∂D to S naturally induced an
isomorphism between [γ¯|∂D] and [γ¯|S ]. Therefore, we define γ ≡ γ¯|S and obtain that [P (M2, G/H)] has a one-to-one
correspondence with [γ], or equivalently, [γ] classifies [P (M2, G/H)].
Together with the previous results on pi1(G/H), we come to the conclusion that any P (M2, G/H) defined by γ(θ)
is equivalent to some another Pa(M2, G/H) defined by γa(θ) which is diagonal matrices and satisfies [γa] = [γ]. It is
characterized by an integer ordered pair: {〈n1, n2〉|1 ≤ n1 ≤ N,n2 ∈ Z}
γa(θ) = diag[1, 1, · · · , 1, exp(in1θ)]N×N ⊗ diag[1, 1, · · · , 1, exp(−in2θ)]k×k, (38)
which explicitly means all the non-diagonal elements of γ(θ) can be canonically gauged out by a global gauge trans-
formation on the manifold. Then
ind(i/▽) =
∫
M2
ch1(P ) = Tr
∫
p(S)
i[γ ◦ p−1]−1d[γ ◦ p−1]/2pi = Tr
∫
S
iγ(θ)−1∂θγ(θ)/2pi = Tr
∫
S
iγa(θ)
−1∂θγa(θ)/2pi
= kn1 −Nn2, (39)
where we have used the fact that p when its range is restricted on p(S) while domain restricted on S has an inverse
denoted by p−1. Therefore, the anomaly is characterized by
exp [2iα · ind(i/▽)] = exp
[
i
2pim
N
(kn1 −Nn2)
]
= exp
[
i
2pim
N
(kn1)
]
, (40)
where α = m/N . As a trivial check, the above results, such as the index and the anomaly factor, are independent of
the representation chosen in the equivalence class defined by the relation ∼.
From this result, we can see the U(k) gauge field does not contribute to the anomaly factor since exp [2iα · ind(i/▽)]
is independent of n2 – as can be expected. More essentially, global non-abelian gauge structures are fully classified
by abelian sectors on two-dimensional orientable manifolds M2. Regarding this fact, we can further relate the value
of the Dirac index to k times (the integral of) the cohomology class w ∈ H2(M2,ZN ) of the background PSU(N)
bundle, namely
ind(i/▽[APSU(N)×U(k)]) =
∫
M2
c1(PPSU(N)×U(k)) = k
∫
M2
c1(PU(N)) mod N = k
∫
M2
w(PPSU(N)) mod N, (41)
where the last equality holds for any U(N) bundle PU(N) lifted from the PSU(N) bundle PPSU(N) [25, 64]. Therefore,
the axial anomaly depends only on the underlying background PSU(N) gauge field the theory is coupled to – as we
expect. By Fujikawa’s method, we eventually have an anomalous phase change, which can be extracted out the
functional integral
∫
AU(k) in Eq. (17), of the total partition function under the discrete axial transformation as
ZCDF[APSU(N)]→ exp
(
2piikm
N
∫
M2
w(PPSU(N))
)
ZCDF[APSU(N)]. (42)
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Derivation of the condition (11)
Consider a translationally symmetric SU(N) spin model with an LSM index IN . We suppose this model has an
emergent SU(N ′)k′ WZW critical theory with N
′ > N and the Z symmetry (translation symmetry at low energy)
specified by g → e2piim
′/N ′g. Then, from the definition of the LSM index, such a critical theory has a mixed
PSU(N) − Z anomaly characterized by IN , or equivalently, by a phase factor exp(2piiIN/N) ∈ ZN . On the other
hand, while this WZW theory respects a larger vector PSU(N ′) symmetry than PSU(N) (the latter is a subgroup
of the former), one can also compute the mixed anomaly between the PSU(N ′) and the Z symmetries, which, as
discussed in the main text, is represented by another phase factor exp(2piik′m′/N ′) ∈ ZN ′ .
Now, take p := N ′/gcd(N ′, k′m′) identical copies of the SU(N ′)k′ WZW theory and denote such a theory as W .
Obviously,W is free of the mixed PSU(N ′)−Z anomaly, as the associated anomaly phase factor exp(2piipk′m′/N ′) is
equal to 1. (Note that p is the minimal integer for any anomaly-free theory constructed in this way). Moreover, there
is also no mixed ’t Hoof t anomaly for the PSU(N)× Z symmetry of W , because any subgroup of an anomaly-free
symmetry group in a theory does not have an ’t Hooft anomaly. Thus, we must have exp(2piipIN/N) = 1, namely
IN ·
N ′
gcd(N ′, k′m′)
= 0 mod N. (43)
